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Abstract. Let $\mu$ be a shift-invariant measure on $\Lambda^\mathbb{N}$, where $\Lambda$ is a finite or countable alphabet. We say that an infinite subset $S = \{s_1, s_2, \ldots\} \subset \mathbb{N}$ (where $s_1 < s_2 < \ldots$) preserves (destroys) $\mu$-normality if, for any $x = (x_1, x_2, \ldots) \in \Lambda^\mathbb{N}$ generic for $\mu$, the sequence $x|_S = (x_{s_1}, x_{s_2}, \ldots)$ is (is not) generic for $\mu$. It is known from Kamae and Weiss that if $\mu$ is i.i.d. then any deterministic set of positive lower density preserves $\mu$-normality. We show that deterministic sets, except ones with a very primitive structure that we call “superficial”, destroy $\mu$-normality for any non-i.i.d. measure $\mu$ with completely positive entropy (CPE). This generalizes Heersink and Vandehey’s result for arithmetic progressions and the Gauss measure (associated to the continued fraction transformation). We give several examples showing that outside the class of measures with CPE, $\mu$-normality preservation can coexist with nearly any combination of three parameters: determinism of $S$ (or its lack), entropy of $\mu$ (zero or positive), and disjointness (or its lack) between $\mu$ and the measures quasi-generated by $1_S \in (0,1)^\mathbb{N}$.

1. Introduction

A normal number to base 10 is a number $x \in [0,1]$ for which every block of digits $B = (b_1, b_2, \ldots, b_k)$, where $k \in \mathbb{N}$ and each $b_i \in \{0,1,\ldots,9\}$, appears in the decimal expansion of $x$ with the limit frequency $10^{-k}$. In the language of ergodic theory, $x$ is normal when it is generic\(^1\) for the Lebesgue measure under the map $x \mapsto 10x \mod 1$. In terms of symbolic dynamics, a number $x$ is normal if and only if its decimal expansion, viewed as an element of the unilateral (i.e., one-sided) shift on 10 symbols, is generic for the unilateral $\left(\frac{1}{10}, \frac{1}{10}, \ldots, \frac{1}{10}\right)$-Bernoulli measure. In 1909, E. Borel showed\(^2\) that almost every number $x \in [0,1]$ is normal (see \[3\]). In 1949, D. D. Wall \[17\] proved that if $0.b_1b_2b_3\ldots$ is normal then $0.b_1b_{t+m}b_{t+2m}b_{t+3m}\ldots$ is normal as well, regardless of the parameters $t, m \in \mathbb{N}$. This result can be verbalized as follows:

Statement 1. Arithmetic progressions preserve (classical) normality.

This phenomenon was generalized in the early 1970s by Kamae and Weiss \[18, 8\], who showed that a set $S \subset \mathbb{N}$ of positive lower density preserves normality if and only if it is deterministic (which means that all measures derived from $S$ have entropy zero). We remark that the Kamae–Weiss Theorem remains valid, by the same proof, if the uniform Bernoulli measure is replaced by any discrete Bernoulli measure (i.e., an i.i.d. process with finitely or countably many states).

A number $x \in [0,1]$ is called CF-normal (CF stands for “continued fraction”) if it is generic under the Gauss map for the Gauss measure on the interval. This is equivalent to the condition that every block $B = (b_1, b_2, \ldots, b_k)$, where $k \in \mathbb{N}$ and each $b_i \in \mathbb{N}$, appears in the continued

\(^1\)Definitions of all necessary terminology are provided in the next section.

\(^2\)Borel’s proof raised many controversies among mathematicians. From today’s perspective it is clear that formally it does have a gap. The Borel–Cantelli Lemma proved several years later (see \[4\]) fixes the gap. Today normality of almost every number follows immediately from the Birkhoff Ergodic Theorem.
fraction expansion \([0; a_1, a_2, \ldots]\) of \(x\) with limit frequency equal to the Gauss measure of the cylinder \([B]\) (i.e., the subset of \([0,1]\) determined by \(B\)).

A result obtained in 2016 by Heersink and Vandehey \([7]\) stands in drastic contrast to Wall’s Theorem. It asserts that for any CF-normal number \(x = [0; a_1, a_2, \ldots]\) and any natural parameters \(\ell, m\) with \(m \geq 2\), the number \(z = [0; a_\ell, a_\ell+m, a_\ell+2m, \ldots]\) is never CF-normal. This is much stronger than the claim that arithmetic progressions do not preserve CF-normality (for that it would be sufficient to have one counterexample \((x, \ell, m)\) for which the resulting number \(z\) is not CF-normal). To emphasize this distinction, we make the following verbalization:

**Statement 2.** Non-trivial arithmetic progressions destroy CF-normality.

The Heersink–Vandehey result might seem counterintuitive. In \([18]\), the key ingredient in Weiss’ proof (that if a set \(S \subset \mathbb{N}\) is deterministic then \(S\) preserves classical normality) is the fact that unilateral Bernoulli shifts are disjoint (in the sense of Furstenberg) from all zero-entropy systems. Indeed, they have so-called completely positive entropy (CPE), and H. Furstenberg, in his seminal paper on disjointness \([5]\), proved that systems with CPE are disjoint from all zero-entropy systems. The Gauss system has CPE (this follows from the fact that it is an unilateral measure-theoretic factor of a K-automorphism, see \([10, Corollary 2]\)), so it is disjoint from all zero-entropy systems as well. In other words, the Gauss system enjoys the key property needed for the validity of Weiss’ proof. Based on disjointness between systems with CPE and zero-entropy systems, Kamae even formulated a formula (\([8, page 147]\)) that says, roughly speaking, that \(\mu\)-normality (understood as being generic for a measure \(\mu\) with CPE) is in some sense preserved by essential deterministic sets of positive lower density. Did Heersink and Vandehey prove Kamae wrong? The answer is no. Kamae’s remark, precisely translated to a more contemporary language, states that if \(\mu\) has CPE then deterministic sets of positive lower density preserve a slightly weaker property than \(\mu\)-normality that, following Borel’s terminology, should be called simple \(\mu\)-normality. It means that frequencies of just single symbols are preserved. And this statement is true. In fact, it is an easy observation (see Theorem \([11]\)) that for any shift invariant measure \(\mu\) (including those of zero entropy), disjointness of \(\mu\) from all measures derived from a set \(S\) with positive lower density implies that \(S\) preserves simple \(\mu\)-normality. But for “full” \(\mu\)-normality preservation, disjointness is not enough, and the Heersink–Vandehey result is an example of this fact.

This raises some natural questions:

1. Exactly why does the argument of classical normality preservation fail for CF-normality?
2. How badly does it fail? That is, does it fail for all deterministic sets of positive lower density or just for arithmetic progressions?
3. How important is the fact that the Gauss system has CPE without being a Bernoulli shift?
4. Does the analogue of the Kamae–Weiss Theorem, or at least of Wall’s Theorem, still hold for systems that are isomorphic to unilateral Bernoulli shifts?
5. Does the phenomenon of normality preservation exist for systems without CPE or with entropy zero?
6. Is disjointness of \(\mu\) from all measures derived from \(S\) necessary for \(S\) to preserve \(\mu\)-normality?

In this paper we answer all these questions, in particular revealing a surprising peculiarity of Bernoulli shifts (in other words, of i.i.d. processes). We will show that the phenomenon of normality preservation exists for no systems with CPE except for Bernoulli shifts (see Theorems \([9\) and \([10]\)). The property of Bernoulli shifts which other systems with CPE are lacking, and which

---

\(^3\)This sentence uses square brackets in three ways: a continued fraction, a cylinder, and the unit interval. Throughout the paper, the meaning of brackets should be clear from context (continued fraction expansions are also distinguished by the semicolon after 0).
(in addition to disjointness from zero-entropy systems) is crucial for $\mu$-normality preservation of deterministic sets, is “spreadability” (see Section 5).

The question remains whether $\mu$-normality preservation is possible in the case where $\mu$ has positive entropy and $S$ is not deterministic. In this case, among measures derived from $S$ there exists at least one of positive entropy and this one is not disjoint from $\mu$. But whether this implies a lack of $\mu$-normality preservation appears to be a very difficult problem. All we know is that, in view of Theorem 10, in any potential example $\mu$ must not have CPE. But even if it has, a similar question about simple $\mu$-normality preservation is open. We append a short section containing this and other open problems.

2. Preliminaries

2.1. Generic and quasi-generic points. We consider a topological dynamical system $(X, T)$, where $X$ is a compact metric space and $T : X \to X$ is a continuous transformation. By the weak-star compactness of the set of Borel probability measures on $X$, for every $x \in X$ the sequence of atomic measures

$$A_n(x) = \frac{1}{n} \sum_{i=0}^{n-1} \delta_{T^i(x)}$$

has at least one accumulation point. If $\mu$ is such an accumulation point, it is necessarily $T$-invariant. We then say that $x$ quasi-generates $\mu$ or that $x$ is quasi-generic for $\mu$. The set of all measures quasi-generated by $x$ will be denoted by $\mathcal{M}_x$. If the entire sequence $A_n(x)$ converges to some measure $\mu$ (equivalently, if $\mathcal{M}_x = \{\mu\}$) then we say that $x$ generates $\mu$ or that $x$ is generic for $\mu$. If $\mu$ is ergodic, then, by virtue of the Birkhoff Ergodic Theorem, $\mu$-almost every point is generic for $\mu$.

We will mostly focus on unilateral shift systems $(\Lambda^\mathbb{N}, \sigma)$ on a finite or countable alphabet $\Lambda$, that is, for $x = (x_i)_{i \in \mathbb{N}} \in \Lambda^\mathbb{N}$,

$$\sigma x = x_{i+1}, \quad i \in \mathbb{N}.$$ For a finite block $B = (b_1, b_2, \ldots, b_k) \in \Lambda^k$ ($k \in \mathbb{N}$) and $x \in \Lambda^\mathbb{N}$, the frequency of $B$ in $x$ is defined as

$$\text{Fr}_x(B) = \lim_{n \to \infty} \frac{1}{n} \# \{ i \in \{1, 2, \ldots, n\} : (x_i, x_{i+1}, \ldots, x_{i+k-1}) = B \} ,$$

provided the limit exists. It is elementary to see that an element $x$ of a shift system is generic for a shift-invariant measure $\mu$ if and only if $\text{Fr}_x(B)$ equals $\mu([B])$ for all finite blocks $B$, where

$$[B] = \{ y \in X : (y_1, \ldots, y_k) = B \}$$

is called the cylinder associated with $B$. It is well known that for any invariant measure $\mu$ on the symbolic space $\Lambda^\mathbb{N}$ there exists an element $x \in \Lambda^\mathbb{N}$ generic for $\mu$.

We remark that all of these definitions extend naturally to bilateral shifts on $\Lambda^\mathbb{Z}$, with frequency defined either in a two-sided or one-sided manner (leading to two different meanings of generic points). The notion of generic points for measures also extends to $\Lambda^G$ with $G$ a countable amenable group or cancellative semigroup, although the definition of frequency is more involved in this setting (see [2, Section 5.3]).

2.2. Bernoulli shifts and the Gauss system. Let $P = \{p_a : a \in \Lambda\}$ be a probability vector assigning probabilities to the symbols of the alphabet $\Lambda$. The product measure $\mu_P$ is determined by the following equalities: for each $k \in \mathbb{N}$ and each block $B = (b_1, b_2, \ldots, b_k) \in \Lambda^k$ we have

$$\mu_P([B]) = p_{b_1}p_{b_2}\cdots p_{b_k}.$$ Note that if we treat the symbols appearing at the consecutive coordinates as $\Lambda$-valued random variables then the product measure $\mu_P$ corresponds to the case where the above random variables

\footnote{Two measures of positive entropy are never disjoint. In fact, their natural extensions have a common Bernoulli factor (see [16]).}

\footnote{We always assume that $\#\Lambda \geq 2$; otherwise $\Lambda^\mathbb{N}$ is a singleton and all our considerations become trivial.}
are independent and identically distributed (i.i.d.). In ergodic theory, the measure $\mu_P$ is called the *Bernoulli measure* (associated to $P$), and the system $(\Lambda^N, \mu_P, \sigma)$ is called a *Bernoulli shift*. If $\Lambda$ is finite and $P$ is uniform (that is, $p_a = \frac{1}{|\Lambda|}$ for each $a \in \Lambda$) then $\mu_P$ is called the *uniform Bernoulli measure* and each point generic for $\mu_P$ is traditionally called *normal* in base $\#\Lambda$. By analogy to this traditional notion of normality, we will say that $x \in \Lambda^N$ is $\mu$-*normal* if it is generic for some shift-invariant measure $\mu$ (not necessarily Bernoulli).

In particular, we will consider the Gauss system $([0, 1], \lambda, G)$, where

$$G(x) = \left\{ \frac{1}{x} \right\} \quad (\{ \cdot \} \text{ denotes the fractional part function}), \quad d\lambda = \frac{dx}{(x + 1) \log 2}$$

If numbers $x \in [0, 1]$ are represented by their continued fraction expansions

$$x = [0; a_1, a_2, \ldots] = \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ddots}}}$$

then the Gauss transformation is simply the shift:

$$G([0; a_1, a_2, a_3, \ldots]) = [0; a_2, a_3, \ldots].$$

Then the Gauss measure $\lambda$ on $[0, 1]$ corresponds to some shift-invariant measure on $\mathbb{N}^\infty$. By a slight abuse of terminology, we will call this measure on $\mathbb{N}^\infty$ the *Gauss measure* as well. Points in $[0, 1]$ (or elements of $\mathbb{N}^\infty$ via their continued fraction expansions) that are generic for the Gauss measure will be referred to as *CF-normal*.

### 2.3. Entropy, CPE, and determinism.

Let $\mu$ be a probability measure on some standard measurable space $X$, and let $P$ be a finite measurable partition of $X$. The Shannon entropy of $P$ is defined as

$$H_\mu(P) = - \sum_{A \in P} \mu(A) \log(\mu(A)),$$

For $(X, \mu, T)$ a measure-preserving system, the *entropy of the process generated by $P$* is

$$h_\mu(P) = \lim_{n \to \infty} \frac{1}{n} H_\mu\left( \bigvee_{i=0}^{n-1} T^{-i}P \right),$$

and the *Kolmogorov–Sinai entropy* of the system $(X, \mu, T)$ is

$$h_\mu(T) = \sup_P h_\mu(P),$$

where the supremum is taken over all finite measurable partitions of $X$. Often the transformation $T$ will be fixed (for example, as the shift map $\sigma$), in which case we may write $h(\mu)$ in place of $h_\mu(T)$ and call it briefly the *entropy of $\mu$*. This convention allows us to speak about “measures of positive entropy” and “measures of entropy zero.”

A system (measure) is said to have *completely positive entropy (CPE)* if for every nontrivial finite partition $P$ of $X$ the entropy $h_\mu(P)$ is positive. It is well known that Bernoulli shifts have CPE. Another important example of a system with CPE is the Gauss system.

We remark that the class of invertible systems with CPE coincides with the class of *Kolmogorov automorphisms*, commonly abbreviated as K-automorphisms (we skip the original definition; see, for example, [11], which also contains the characterization via CPE originally due to Kolmogorov and Sinai). Some authors use the name “K-systems” for (not necessarily invertible) systems with CPE.

At the extreme opposite to CPE is the notion of determinism. According to our needs, we will discuss this property exclusively in the context of infinite subsets of $\mathbb{N}$. If we identify $S \subset \mathbb{N}$ with its characteristic function $y = \mathbb{1}_S$ (from now on the letter $y$ is reserved to denote $\mathbb{1}_S$), it becomes an element of the binary symbolic space $\{0, 1\}^\infty$. A shift-invariant measure $\nu$ on this space is said to be *derived from $S$* if $\nu \in \mathcal{M}_y$, and the set $S$ is called *deterministic* if all measures derived from $S$ have zero entropy.
2.4. **Mixing of all orders.** A measure-preserving system \((X, \mu, T)\) is mixing if for any pair of measurable sets \(A, B\) one has

\[
\lim_{n \to \infty} \mu(A \cap T^{-n}B) = \mu(A)\mu(B).
\]

The system is **mixing of all orders** if for any finite collection of sets \(A_0, A_1, A_2, \ldots, A_k\) \((k \in \mathbb{N})\) one has

\[
\lim_{n_1, \ldots, n_k \to \infty} \mu(A_0 \cap T^{-n_1}A_1 \cap T^{-n_1-n_2}A_2 \cap \cdots \cap T^{-n_1-n_2-\cdots-n_k}A_k) = \mu(A_1)\mu(A_2)\cdots\mu(A_k).
\]

It is a long standing open question, posed by Rokhlin in [12], whether mixing implies mixing of all orders. We know, however, that completely positive entropy does imply mixing of all orders [14].

2.5. **Preservation and destruction of normality.** Let \(\Lambda^N\) be a unilateral symbolic space system on a finite or countable alphabet \(\Lambda\) with a fixed shift-invariant probability measure \(\mu\). An infinite set \(S = \{s_1, s_2, \ldots\}\) of natural numbers (equivalently, an increasing sequence in \(\mathbb{N}\)) is said to preserve \(\mu\)-normality if for any \(\mu\)-normal element \(x = (x_1, x_2, \ldots) \in \Lambda^N\) the element \(x|_S = (x_{s_1}, x_{s_2}, \ldots) \in \Lambda^N\) is also \(\mu\)-normal. We say that \(S\) destroys \(\mu\)-normality if for any \(\mu\)-normal \(x\) the element \(x|_S\) is not \(\mu\)-normal. We emphasise that in both cases the requirement involves all (not only \(\mu\)-almost all) \(\mu\)-normal elements \(x\). The weaker notion of “almost sure \(\mu\)-normality preservation” is much more easily satisfied (for example, any infinite set \(S\) preserves classical normality almost surely) and will not be addressed in this paper.

2.6. **Simple normality.** Borel in [3] calls a number \(x \in [0, 1]\) simply normal in base 10 if every digit 0, 1, 2, \ldots, 9 appears in the decimal expansion of \(x\) with the frequency \(\frac{1}{10}\). Following this terminology, we will call an element \(x \in \Lambda^N\) simply \(\mu\)-normal if for every symbol \(a \in \Lambda\) one has

\[
\text{Fr}_x(a) = \mu([a]).
\]

We say that an infinite set \(S \subseteq \mathbb{N}\) preserves simple \(\mu\)-normality if for any element \(x \in \Lambda^N\) that is \(\mu\)-normal (attention! not just simply \(\mu\)-normal) the element \(x|_S\) is simply \(\mu\)-normal. In this situation, both Kamae and Weiss use a different terminology. If \(x \in \Lambda^N\) and \(S \subseteq \mathbb{N}\) are such that

\[
\text{Fr}_x(a) = \text{Fr}_{x|_S}(a)
\]

for all \(a \in \Lambda\), they say that \(x\) is an “\(S\)-collective.” In this language, \(S\) preserves simple \(\mu\)-normality if every \(\mu\)-normal sequence is an \(S\)-collective.

2.7. **Lower and upper density.** The lower density and upper density of a set \(S \subseteq \mathbb{N}\) are defined, respectively, as

\[
\underline{d}(S) = \liminf_{n \to \infty} \frac{|S \cap \{1, \ldots, n\}|}{n},
\]

\[
\overline{d}(S) = \limsup_{n \to \infty} \frac{|S \cap \{1, \ldots, n\}|}{n}.
\]

If the two are equal, we speak about density of \(S\). Clearly, “lower density 1” is synonymous with “density 1” and “upper density 0” is synonymous with “density 0.” By compactness of the interval \([0, 1]\), the limit in (1) exists along an increasing sequence \((n_k)_{k \geq 1}\). Then we speak about \((n_k)\)-density of \(S\).
2.8. Joinings and disjointness. Let \((X, \mu, T)\) and \((Z, \nu, U)\) be two measure-preserving systems. A joining of \(\mu\) and \(\nu\), denoted by \(\mu \vee \nu\), is any measure \(\xi\) on the product space \(X \times Z\) with the following properties:

- the marginal of \(\xi\) on \(X\) is \(\mu\) (that is, \(\xi(A \times Z) = \mu(A)\) for all measurable \(A \subset X\)),
- the marginal of \(\xi\) on \(Z\) is \(\nu\), and
- \(\xi\) is invariant under the product map \(T \times U\) defined by \((T \times U)(x, z) = (Tx, Uz)\).

There always exist at least one joining, namely the product measure \(\mu \times \nu\). If \(\mu\) and \(\nu\) admit no joinings other than the product measure, then they are called disjoint. This notion was introduced by H. Furstenberg in his seminal paper [5], in which he proves that Bernoulli shifts are disjoint from all zero-entropy systems. The truth is that the class of systems that are disjoint from all zero-entropy systems coincides with CPE. Furstenberg refers in this aspect to Rohklin [13], who in turn attributes the result (without reference) to Pinsker.

The following observation is useful. Suppose that \(x \in X\) is generic for an invariant measure \(\mu\), and let \(z \in Z\). Then any measure on \(X \times Z\) quasi-generated by the pair \((x, z)\) is a joining of \(\mu\) with some invariant measure \(\nu\) on \(Z\) that is quasi-generated by \(z\).

2.9. Known results. We summarize here the existing results about \(\mu\)-normality preservation and destruction:

- Arithmetic progressions preserve classical normality ([17]).
- Deterministic sets with positive lower density preserve classical normality ([18]).
- Among sets with positive lower density, only deterministic ones preserve classical normality ([8]).
- If \(\mu\) has CPE then deterministic sets with positive lower density preserve simple \(\mu\)-normality ([8]).
- Nontrivial arithmetic progressions destroy CF-normality ([7]).

We remark that for actions of countable amenable groups (or cancellative semigroups) \(G\) and a uniform Bernoulli measure \(\mu\) on \(\Lambda^G\), the paper [2] provides a characterization of \(\mu\)-normality-preserving sets \(S \subset G\) as precisely the deterministic sets with positive lower density. It has to be noted, however, that \(\mu\)-normality of an element \(x \in \Lambda^G\) along a set \(S \subset G\) is defined in a slightly different way and does not correspond to \(\mu\)-normality of \(x|_S\) if \(G = \mathbb{N}\) or \(G = \mathbb{Z}\). With the definition of \(\mu\)-normality of \(x\) along \(S\) taken from [2], the main result of this paper (Theorem 9) becomes false. So far, a notion of \(\mu\)-normality of \(x\) along a subset \(S \subset G\) that is applicable to actions of more general countable (semi)groups \(G\) and that would lead to results fully analogous as for \(\mathbb{N}\) or \(\mathbb{Z}\) has not been found.

3. Our results

3.1. Superficial sets. As we are interested in \(\mu\)-normality destruction, we first need to deal with some classes of sets which never destroy \(\mu\)-normality for trivial reasons associated with their structure. We call these sets “superficial”. The name is meant to reflect the uncomplicated architecture of these sets. The main theorem of the paper will be concerned with non-superficial sets. The formal definition follows:

Definition 3. An infinite set \(S \subset \mathbb{N}\) is superficial if, for \(y = 1_S\), \(\mathcal{M}_y\) is contained in the convex hull \(\text{conv}(\delta_0, \delta_1)\), where \(\delta_0\) and \(\delta_1\) are the measures concentrated at the constant sequences \((0, 0, ...)\) and \((1, 1, ...)\), respectively.

Remark 4. Superficiality does not imply that the orbit closure of \(y\) supports only two ergodic measures, \(\delta_0\) and \(\delta_1\). Along a set of density zero \(y\) may contain arbitrarily long blocks of arbitrary structure, in particular, its orbit closure may even be the full shift on two symbols.
Proposition 5. An infinite set $S \subset \mathbb{N}$ is superficial if and only if $\mathbb{N}$ splits into three disjoint parts: $A, B, C$, where

- $A$ (possibly empty) has density zero,
- $B$ is either empty or is a union of infinitely many intervals whose lengths tend to infinity, and $B \subset S$ (i.e., $y|B$ consists only of 1’s),
- $C$ is either empty or is a union of infinitely many intervals whose lengths tend to infinity, and $C \cap S = \emptyset$ (i.e., $y|C$ consists only of 0’s).

Proof. It is obvious that a shift-invariant measure $\nu$ on $[0,1]^\mathbb{N}$ belongs to $\text{conv}\{\delta_0, \delta_1\}$ if and only if the cylinder associated to any block $B$ containing two different symbols has measure 0.

If $S$ is such that $\mathbb{N}$ splits into $A, B, C$, as described above, then any block $B$ containing two different symbols occurs in $y$ either at places where an interval from $A$ is adjacent to an interval from $B$ or vice versa, or so that its domain intersects $A$. All these occurrences jointly occupy a set of density zero, so $\nu([B]) = 0$ for any measure $\nu \in \mathcal{M}_y$, hence $\mathcal{M}_y \subset \text{conv}\{\delta_0, \delta_1\}$ and $S$ is superficial.

If $S$ is superficial then the cylinder associated to any wrapped constant block $B$ (i.e., a block of the form 1000...01 or 0111...10) of finite length $m$ has measure zero for any $\nu \in \mathcal{M}_y$, implying that $B$ appears in $y = \mathbb{I}_S$ with density zero. Let $n_0 = 1$ and for $n \geq 1$ let $n_m > n_{m-1}$ be an integer not contained in any wrapped constant block of length $m - 1$ or $m$, such that for any $n \geq n_m$ the wrapped constant blocks of lengths less than or equal to $m$ occupy in $y|[1,n]$ a set of cardinality less than $\frac{1}{m}$. Let $A$ be the union of the domains of all wrapped constant blocks $B$ in $y$ which occur after the coordinate $n_m$ and before the coordinate $n_m+1$, where $m$ is the length of $B$. The set $A$ has density 0 (for any $n$, $y|[1,n] \cap A$ consists of blocks of length at most $m$, where $n_m \leq n < n_m+1$, which appear with frequency less than $\frac{1}{m}$), and its complement splits into $B$ and $C$ as in the formulation of the proposition. \hfill \Box

Theorem 6. Let $\mu$ be any invariant measure on a symbolic space $\Lambda^\mathbb{N}$. If an infinite set $S = \{s_1, s_2, \ldots\} \subset \mathbb{N}$ is superficial then it does not destroy $\mu$-normality.

Proof. We need to construct a $\mu$-normal element $x \in \Lambda^\mathbb{N}$ such that $x|S$ is also $\mu$-normal. We will proceed “backwards”, i.e., we will first define $x|\overleftarrow{S}$ and then extend it to an $x \in \Lambda^\mathbb{N}$. We start by choosing a $\mu$-normal element $z \in \Lambda^\mathbb{N}$ (we know that such an element exists). According to Proposition 5, $\mathbb{N}$ splits into $A, B, C$.

If $B$ is empty then $S \subset A$. In this case we define $x|S$ by letting $x_{s_i} = z_i$ for all $i \in \mathbb{N}$. Clearly, $x|S = z$ so it is $\mu$-normal. On the complement of $S$ we let $x_i = z_i$. Since $x$ differs from $z$ only on the set $S$ of density zero, $x$ is $\mu$-normal.

If $B$ is nonempty then it is a disjoint union $B = \bigcup_{n \geq 1} I_n$, where each $I_n$ is an interval and the lengths $|I_n|$ tend to infinity. Let $b_n$ denote the first element in $I_n$. The set $S$ splits as $S = \bigcup_{n \geq 1} (S \cap [b_n, b_{n+1} - 1])$, where $S \cap [b_n, b_{n+1} - 1]$ consists of $I_n$ possibly followed by some elements of $S \cap A$. For each $n$ let us enumerate $S \cap [b_n, b_{n+1} - 1]$ as $\{s_{n,1}, s_{n,2}, \ldots, s_{n,i_n}\}$. We are in a position to define $x|S$ by letting, for each $n \geq 1$ and $j \in [1,i_n]$,

$$x_{s_{n,j}} = z_j.$$ 

In this manner, $x|S$ is built of the initial blocks $z_{|[1,i_n]}$ where $i_n$ tends to infinity. It is elementary to see that, due to this structure, $x|S$ is $\mu$-normal.

In remains to define $x$ on the complement $S'$ of $S$. This complement consists of $C$ and $S' \cap A$. If $C$ is empty then $S'$ has density zero and $x$ is $\mu$-normal regardless of how we define it on $S'$. Otherwise we define $x|S'$ similarly as $x|S$: the set $C$ is a disjoint union $C = \bigcup_{n \geq 1} J_n$, where each $J_n$ is an interval and the lengths $|J_n|$ tend to infinity. For each $n$ let us enumerate $J_n$ as $\{l_{n,1}, l_{n,2}, \ldots, l_{n,i_n}\}$. We define $x|C$ by letting, for each $n \geq 1$ and $j \in [1,i_n]$,

$$x_{l_{n,j}} = z_j.$$
On the set $S^c \cap \Lambda$ we define $x$ arbitrarily. Note that $x|_{[k]}$ is built of initial blocks of $z$ whose lengths tend to infinity and thus it is $\mu$-normal. Since the remaining set $\Lambda$ has density zero, $x$ is $\mu$-normal as well.

For completeness, we also discuss $\mu$-normality preservation of superficial sets. In this aspect, superficial sets split into two differently behaving subclasses.

(a) Superficial sets with lower density zero, i.e., such that $\delta(x) \in \mathcal{M}_y$;

(b) Superficial sets with positive lower density, i.e., such that $\delta(x) \notin \mathcal{M}_y$.

Sets from subclass (a) do not preserve $\mu$-normality for any invariant measure $\mu$, which is a particular case of the following more general fact:

**Theorem 7.** Any infinite set $S \subset \mathbb{N}$ of lower density 0 does not preserve (simple) $\mu$-normality for any invariant measure $\mu$.

*Proof.* First observe that if $S$ has density zero then we can choose any $\mu$-normal element $x$ and change it arbitrarily along $S$. The modified element $x'$ remains $\mu$-normal while $x'|S$ can be any symbolic element, in particular one that is not simply $\mu$-normal.

Suppose now that $S \subset \mathbb{N}$ has lower density 0 and positive upper density. By [2, Lemma 5.4] (applied to the classical Følner sequence in $\mathbb{N}$, $F_n = \{1, 2, \ldots, n\}$), there exists a subset $S' \subset S$ which, on the one hand, has density 0, but on the other hand satisfies

$$\limsup_{n \to \infty} \frac{\#(S' \cap \{1, 2, \ldots, n\})}{\#(S \cap \{1, 2, \ldots, n\})} \geq \frac{2}{3}.$$  

Now, we choose any $\mu$-normal element $x$ and we replace all symbols $x_s$, with $s \in S'$, by some constant symbol $a \in \Lambda$ such that $\mu([a]) \leq \frac{1}{2}$ (clearly, such a symbol exists). This modification remains $\mu$-normal, while the upper density of the set where $a$ appears in $x|S$ is at least $\frac{2}{3}$ and so $x|S$ is not simply $\mu$-normal. □

**Theorem 8.** Any superficial set $S = \{s_1, s_2, \ldots\} \subset \mathbb{N}$ with positive lower density (i.e., from the class (b) above) preserves $\mu$-normality for any ergodic measure $\mu$.

*Proof.* Let $\mu$ be an ergodic measure on $\Lambda^\mathbb{N}$, let $x \in \Lambda^\mathbb{N}$ be $\mu$-normal, and let $S$ be superficial with positive lower density. We need to show that $x|S$ is also generic for $\mu$. Denote, as usual, $y = 1_S$.

Let $(n_k)_{k \geq 1}$ be an increasing sequence along which $x|S$ quasi-generates some invariant measure $\nu$. Note that $(n_k)_{k \geq 1}$ refers to the enumeration with respect to to $S$, while the corresponding sequence within $\mathbb{N}$ is $(s_{n_k})_{k \geq 1}$. We will show that $\nu = \mu$. By passing to a subsequence we can assume that along $(s_{n_k})_{k \geq 1}$, $y$ also quasi-generates an invariant measure. By assumption, this measure has the form $\gamma \delta_0 + (1 - \gamma) \delta_1$, where $\gamma \in [0, 1]$ ($\gamma < 1$ follows from positive lower density of $S$). By Proposition 5, $\mathbb{N}$ splits into three parts $A, B$ and $C$, where $A$ has density zero while $B$ and $C$ consist of longer and longer intervals on which $y$ is constant. Note that $1 - \gamma$ equals the $(s_{n_k})$-density of $S$, which also equals the $(s_{n_k})$-density of $B \subset S$. It is now crucial (and easy to see) that since $B$ has positive $(s_{n_k})$-density while $A$ has $(s_{n_k})$-density zero, the set $S \cap A$ has $(n_k)$-density zero (relative with respect to $S$). As a consequence, $x|B$ generates, along $(n_k)_{k \geq 1}$, the same measure as does $x|S$, i.e., the measure $\nu$. Note that $C$ has the complementary $(s_{n_k})$-density $\gamma$. If $\gamma = 0$ then we let $\nu'$ be any invariant measure, otherwise, by passing to a subsequence once again, we can assume that $x|C$ generates, along the subsequence $(m_k)_{k \geq 1}$ of $C$ with $m_k = \#\{c \in C : c \leq s_{n_k}\}$, the same invariant measure $\nu'$. It is now an elementary observation that in either case

$$\mu = (1 - \gamma)\nu + \gamma\nu',$$

with $1 - \gamma > 0$. Because $\mu$ is ergodic, it is an extreme point of the set of invariant measures, so we have $\nu = \mu$ as needed. □

To summarize, superficial sets of class (a) neither preserve nor destroy $\mu$-normality for any invariant measure $\mu$, while superficial sets of class (b) preserve (hence do not destroy) $\mu$-normality
for any ergodic measure $\mu$. This settles completely the question about $\mu$-normality preservation/destruction for superficial sets and there is no point in including such sets in our further (more interesting) discussion.

3.2. Main results. We prove three main theorems. The first two both involve systems with CPE. The first one is about deterministic sets and is a vast generalization of the Heersing–Vandehey result:

**Theorem 9.** Let $\mu$ be a shift-invariant measure on a symbolic space $\Lambda^\mathbb{N}$ that has CPE but is not a Bernoulli shift (i.e., not i.i.d.). Any infinite non-superficial deterministic set $S$ destroys $\mu$-normality.

Note that the assumptions of Theorem 9 include measures that are isomorphic to Bernoulli shifts but are not “genuine” Bernoulli shifts (a system equipped with such a measure is often referred to as a Bernoulli system). The property which distinguishes Bernoulli shifts from other systems with CPE (and in fact from all other ergodic systems) is spreadability, which means, roughly speaking, that the measure of a block remains fixed when the block is “spread” (the rigorous definition is provided in Section 5). This property is irrelevant when simple $\mu$-normality is concerned, as blocks of length 1 cannot be spread. This is why simple $\mu$-normality is preserved in many cases when $\mu$-normality is not preserved (or is even destroyed).

The next theorem is about non-deterministic sets (note that any non-deterministic set is non-superficial):

**Theorem 10.** Let $\mu$ be a shift-invariant measure on a symbolic space $\Lambda^\mathbb{N}$ that has CPE. Any non-deterministic set does not preserve $\mu$-normality.

The last main theorem deals with simple $\mu$-normality preservation:

**Theorem 11.** Let $S$ be a set of positive lower density. If a shift-invariant measure $\mu$ on a symbolic space $\Lambda^\mathbb{N}$ is disjoint from all measures derived from $S$, then $S$ preserves simple $\mu$-normality.

In view of Theorem 7, the positive lower density assumption is necessary (it does not follow automatically from the existence of a measure disjoint from all measures in $\mathcal{M}_q$).

4. Deterministic sets and CF-normality

Before we prove the main result Theorem 9 in full generality, i.e., for systems with CPE that are not Bernoulli shifts, we show that Heersink and Vandehey have practically provided us with all that is needed to prove that deterministic sets destroy CF-normality. The proof uses two key facts. The first one is disjointness between the Gauss system and any system of entropy zero. The second one is that the strict inequality $\lambda([1, \hat{1}, n, 1]) > \lambda([1, n, 1])$ holds for all $n \geq 1$, where $\lambda$ is the Gauss measure and $[1, \hat{1}, n, 1]$ denotes, for $n \geq 0$, the set of all numbers whose continued fraction expansions start with 1 and have 1 as the $(n+2)$nd digit. This second fact is exactly [7, Lemma 3.1], and we take it for granted.

**Theorem 12.** Non-superficial deterministic sets destroy CF-normality. That is, if the number $x = [0; a_1, a_2, \ldots]$ is CF-normal and $S = \{s_1, s_2, \ldots\}$ is a non-superficial deterministic set, then $x|_S = [0; a_{s_1}, a_{s_2}, a_{s_3}, \ldots]$ is not CF-normal.

**Proof.** Let $S$ be a non-superficial deterministic set. By assumption, there exists an increasing sequence $(N_k)_{k \geq 1}$ along which $y = \mathbb{1}_S$ quasi-generates a measure $\nu \notin \conv(\delta_0, \delta_1)$ (in particular, $\nu([1]) > 0$).

Let $x = [0; a_1, a_2, \ldots]$ be CF-normal. By convention, $x$ will also denote the sequence of continued fraction digits: $x = (a_1, a_2, \ldots) \in \mathbb{N}^\mathbb{N}$. Consider the “double sequence”

$$
\begin{pmatrix}
    x \\
    y
\end{pmatrix} = 
\begin{pmatrix}
    a_1, & a_2, & a_3, & \ldots \\
    \mathbb{1}_S(1), & \mathbb{1}_S(2), & \mathbb{1}_S(3), & \ldots
\end{pmatrix}.
$$
which we view as one sequence whose entries are two-element columns.

There exists an increasing subsequence \((N_k)_{k \geq 1}\) of \((N_k)_{k \geq 1}\) along which the double sequence \((x^n)\) quasi-generates a shift-invariant measure \(\xi\) on the space of double sequences, \(\mathbb{N}^\mathbb{N} \times \{0, 1\}^\mathbb{N}\).

Note that \(\xi\) is a joining of the Gauss measure \(\lambda\) with \(\nu\). As we know, \(\lambda\) has CPE, while (since \(S\) is deterministic) \(\nu\) is a measure of entropy zero. Therefore \(\lambda\) and \(\nu\) are disjoint, which implies that \(\xi\) is exactly the product measure \(\lambda \times \nu\).

Observe that the block \((1, 1)\) occurs in \(x|_S\) if and only if a double block of the form

\[
B_n = \left( \begin{array}{c} 1, \ *^a, \ 1 \\ 1, \ 0^n, \ 1 \end{array} \right)
\]

occurs in \((x^n)\) for some \(n \geq 0\). Pick a large integer \(N\), and let \(C_N\) denote the number of occurrences of \((1, 1)\) in \(x|_S\) up to the position \(N\) in \(x\). Let \(D_N = \#(S \cap \{1, 2, \ldots, N\})\) be the number of occurrences of 1 in \(y\) up to the position \(N\). If \(x|_S\) were CF-normal, we would have

\[
\lim_{N \to \infty} \frac{C_N}{D_N} = \lambda([1, 1]).
\]

However, we will show that the lower limit on the left is strictly smaller.

Denote by \(C_{n,N}\) the number of occurrences of the double block \(B_n\) in \((x^n)\) up to position \(N\), and for \(\varepsilon > 0\) denote \(n_\varepsilon = \lceil 1/\varepsilon \rceil\). By construction, we have the following equality:

\[
C_N = \sum_{n=0}^{\infty} C_{n,N} = \sum_{n=0}^{n_\varepsilon} C_{n,N} + \sum_{n > n_\varepsilon} C_{n,N}.
\]

As a consequence,

\[
\liminf_{N \to \infty} \frac{C_N}{D_N} \leq \left( \lim_{k \to \infty} \frac{N_k}{D_{n_\varepsilon}} \right) \left( \liminf_{k \to \infty} \sum_{n=0}^{n_\varepsilon} \frac{C_{n,N_k}}{N_k} + \limsup_{N \to \infty} \sum_{n > n_\varepsilon} \frac{C_{n,N}}{N} \right).
\]

The ratios \(\frac{N_k}{D_{n_\varepsilon}}\) converge to \(\frac{1}{\nu([1])}\) (recall that \(\nu([1]) > 0\), while for each \(n \geq 0\) the ratios \(\frac{C_{n,K}}{D_{n_\varepsilon}}\) along \((N_k)_{k \geq 1}\) to \(\xi([B_n])\). The blocks \(B_n\) with \(n > n_\varepsilon\) are longer than \(\frac{1}{\varepsilon}\), hence \(\sum_{n > n_\varepsilon} \frac{C_{n,N}}{N} \leq \varepsilon\) regardless of \(N\), which implies that \(\limsup_{N \to \infty} \sum_{n > n_\varepsilon} \frac{C_{n,N}}{N} \leq \varepsilon\).

Since \(\xi = \lambda \times \nu\), we have \(\xi([B_n]) = \lambda([1, 1^n, 1]) \cdot \nu([1, 0^n, 1])\). Putting these facts together and letting \(\varepsilon \to 0\), we conclude that

\[
\liminf_{N \to \infty} \frac{C_N}{D_N} \leq \frac{1}{\nu([1])} \sum_{n=0}^{\infty} \lambda([1, 1^n, 1]) \cdot \nu([1, 0^n, 1]) = \sum_{n=0}^{\infty} \lambda([1, 1^n, 1]) \cdot c_n,
\]

where \(c_n = \frac{\nu([1, 0^n, 1])}{\nu([1])}\) can be interpreted as the conditional measure \(\nu([1, 0^n, 1] \mid [1])\), i.e., the conditional probability that if the first symbol (in the second row) is 1 then it is followed by exactly \(n\) symbols 0 and then a 1. Because \(\nu([1]) > 0\), the event that the first symbol 1 is followed by just 0's has (conditional) probability zero, implying that \(\sum_{n=0}^{\infty} c_n = 1\). So, the right hand side is a convex combination of the numbers \(\lambda([1, 1^n, 1])\) in which only the term with \(n = 0\) equals \(\lambda([1, 1])\) and, by [7, Lemma 3.1], all other are all strictly smaller. If \(c_0\) were equal to 1 then \(\nu\)-almost every element starting with 1 would have 1 at the second coordinate. In terms of the occurrences of 1's in \(y\), this would mean that in a long block of the form \(y|_{[1, N_k]}\), the majority of digits 1 are followed by the digit 1. This is possible only when \(y|_{[1, N_k]}\) is built of long blocks of 1's and long blocks of 0's (and a negligible part of undetermined structure), implying that \(\nu \in \text{conv}\{\delta_0, \delta_1\}\), a case which we have eliminated. So, \(c_0 < 1\) and hence \(\sum_{n=1}^{\infty} c_n > 0\).

Any convex combination of terms smaller than or equal to \(\lambda([1, 1])\), with nonzero contribution of terms strictly smaller, is strictly smaller than \(\lambda([1, 1])\). This ends the proof. \(\square\)
5. Systems with CPE that are not Bernoulli shifts

The proofs of Theorem 9 and Theorem 10 are similar to that of Theorem 12. The only difference is that in the general case of system with CPE that is not a Bernoulli shift, instead of the block (1, 1) we will use a possibly different block \( B \) with the property that by inserting stars inside \( B \), no matter how many and no matter where, we lower the measure of the corresponding cylinder. In order to find such a block, we invoke the property that systems with CPE are mixing of all orders (see [14], or see [11, p. 52] for a textbook reference).

Before we proceed, we establish some terminology. Let \( \Lambda \) be a finite or countable alphabet and choose a natural number \( k \geq 1 \). Consider a block \( B = (b_1, b_2, \ldots, b_k) \in \Lambda^k \) and a \((k-1)\)-dimensional vector of nonnegative integers \( \bar{p} = (p_1, p_2, \ldots, p_{k-1}) \in \mathbb{N}_0^{k-1} \). We denote

\[
B^\bar{p} = (b_1, \ast^{p_1}, b_2, \ast^{p_2}, \ldots, b_{k-1}, \ast^{p_{k-1}}, b_k).
\]

Intuitively, this is \( B \) “spread apart” by inserting stars according to \( \bar{p} \). The cylinder set \([B^\bar{p}]\) associated with such a block is determined by fixing the following symbols: \( b_1 \) at the coordinate 1, \( b_2 \) at the coordinate \( 1 + p_1 \), \( b_3 \) at the coordinate \( 2 + p_1 + p_2 \), etc., until \( b_k \) at the coordinate \( k - 1 + p_1 + p_2 + \cdots + p_{k-1} \), and letting all other symbols be arbitrary.

On \( \mathbb{N}_0^{k-1} \) we introduce a partial order \( \prec \) by the following rule: for \( \bar{p} = (p_1, p_2, \ldots, p_{k-1}) \) and \( \bar{q} = (q_1, q_2, \ldots, q_{k-1}) \) we write \( \bar{p} \prec \bar{q} \) if for each \( i = 1, 2, \ldots, k - 1 \) we have \( p_i \leq q_i \) and for at least one \( i \) we have strict inequality \( p_i < q_i \).

**Lemma 13.** Let \( \mu \) be a shift-invariant measure on a symbolic space \( \Lambda^\mathbb{N} \) (\( \Lambda \) finite or countable) such that the measure-preserving system \( (X, \mu, \sigma) \) is mixing of all orders but not a Bernoulli shift. Then there exists \( k \geq 2 \), a block \( B \in \Lambda^k \), and a vector \( \bar{p}_0 \in \mathbb{N}_0^{k-1} \) such that for all vectors \( \bar{q} \succ \bar{p}_0 \) we have \( \mu([B^\bar{q}]) < \mu([B^\bar{p_0}]) \).

**Proof.** We say that \( \mu \) is “\( k \)-Bernoulli” if for any block \( B \in \Lambda^k \) and any \((k-1)\)-dimensional vector \( \bar{p} \) one has

\[
\mu([B^\bar{p}]) = \Pi(B) := \mu([b_1])\mu([b_2])\cdots\mu([b_k]).
\]

Since the system is not a Bernoulli shift, there exists a natural number \( k \) such that the system is not \( k \)-Bernoulli. Let \( k \) be the minimal such integer. Clearly, \( k \geq 2 \). There exists a block \( B \in \Lambda^k \) and a \((k-1)\)-dimensional vector \( \bar{p} \in \mathbb{N}_0^{k-1} \) such that \( \mu([B^\bar{p}]) \neq \Pi(B) \). Either \( \mu([B^\bar{p}]) > \Pi(B) \) or \( \mu([B^\bar{p}]) < \Pi(B) \), and in the latter case some other block \( C \in \Lambda^k \) satisfies \( \mu([C^\bar{p}]) > \Pi(C) \). Then we rename \( C \) as \( B \) and we have \( \mu([B^\bar{p}]) > \Pi(B) \) anyway.

Denote \( \varepsilon = \mu([B^\bar{p}]) - \Pi(B) > 0 \), consider the function \( f : \mathbb{N}_0^{k-1} \to \mathbb{R} \) given by

\[
f(\bar{q}) = \mu([B^\bar{q}]),
\]

and let \( Q \) be the set of vectors \( \bar{q} \) such that \( f(\bar{q}) \geq \Pi(B) + \varepsilon \). We know the set \( Q \) is non-empty because it contains the vector \( \bar{p} \). In the following two paragraphs we will show (using mixing of all orders) that \( Q \) is finite.

Suppose that \( Q \) is infinite. Then \( Q \) contains a sequence \( \{\bar{q}^{(n)} : n \geq 1\} \) strictly increasing with respect to the order \( \prec \). There exists a non-empty subset of indices \( I \subset \{1, 2, \ldots, k - 1\} \) such that for every \( i \in I \) the \( i \)-th terms \( q_i^{(n)} \) of \( \bar{q}^{(n)} \) grow to infinity with increasing \( n \), while for \( i \notin I \) the terms \( q_i^{(n)} \) are eventually constant. By skipping finitely many indices initial terms, we may assume that they are constant throughout the sequence.

For a given \( n \), the blocks of stars \( \ast^{q_i^{(n)}} \) with \( i \in I \) separate in \( B^\bar{p}^{(n)} \) blocks of the form \( B_j^{q_j^{(n)}} \), where \( j = 1, 2, \ldots, |I| + 1 \), and \( B_j \in \Lambda^{k_j} \), and \( \bar{r}_j \in \mathbb{N}_0^{k_j-1} \) for some \( 1 \leq k_j < k \) (if \( k_j = 1 \) then \( B_j^{q_j^{(n)}} \) is just a single symbol from \( \Lambda \)). Note that for each \( j \) both \( B_j \) and \( \bar{r}_j \) do not depend on \( n \). On the other hand, the blocks \( B_j^{q_j^{(n)}} \) are separated by distances that increase with \( n \). This fact, together with the mixing of all orders property of our system, imply that \( f(\bar{q}^{(n)}) = \mu([B^\bar{p}^{(n)}]) \)
tends to the product 

\[
\prod_{j=1}^{\lfloor |I|/2 \rfloor} \mu([B_{ij}^q]).
\]

Because, for each \(j = 1, 2, \ldots, |I|+1\), we have \(k_j < k\), our system is \(k_j\)-Bernoulli, which implies that \(\mu([B_{ij}^q]) = \Pi(B_j)\). Eventually, we have shown that \(f(q^n)\) tends to \(\prod_{j=1}^{\lfloor |I|/2 \rfloor} \Pi(B_j) = \Pi(B)\). This is a contradiction with the definition of the set \(Q\).

Having proved that \(Q\) is finite, we know that there exists a (not necessarily unique) \(\prec\)-maximal element in \(Q\), which we denote by \(\bar{p}_0\). By the definition of \(Q\), \(f(\bar{p}_0) = \Pi(B) + \varepsilon\), while for any \(\bar{q} \succ \bar{p}_0\) we have \(\bar{q} \not\in Q\), implying the desired inequality \(f(\bar{q}) < \Pi(B) + \varepsilon \leq f(\bar{p}_0)\). \(\square\)

Proof of Theorem 9. Let \(x = (x_1, x_2, \ldots) \in \Lambda^\mathbb{N}\) be \(\mu\)-normal, and let \(S = \{s_1, s_2, \ldots\}\) be a non-supersurface deterministic set. We need to show that \(x|S\) is not \(\mu\)-normal.

Let \(y = \mathbb{I}_S\) and consider the double sequence 

\[
\left( \begin{array}{c} x \\ y \end{array} \right) = \left( x_1, x_2, x_3, \ldots \right)
\]

As in the proof of Theorem 12, this double sequence quasi-generates a measure \(\xi\) that is a joining of \(\mu\) and some measure \(\nu\) derived from \(\nu\), \(\nu \notin \text{conv}(\delta_0, \delta_1)\). Since our system has CPE and \(S\) is deterministic, we have \(\xi = \mu \times \nu\).

As we assume that \(\mu\) is not a Bernoulli shift, we can use Lemma 13. Let \(B = (b_1, b_2, \ldots, b_k) \in \Lambda^k\) and \(\bar{p}_0 = (p_1, p_2, \ldots, p_{k-1}) \in \mathbb{N}_{\geq 1}^{k-1}\) be respectively the block and vector from that lemma. Set \(n_1 = 1\) and for \(i = 2, 3, \ldots, k\) set 

\[
n_i = i + \sum_{j=1}^{i-1} p_j
\]

(for each \(i = 1, 2, \ldots, k\), the number \(n_i\) is the position of \(b_i\) in \(B^{\bar{p}_0}\); in particular, \(n_k\) is the length of \(B^{\bar{p}_0}\)). Observe that \(B^{\bar{p}_0}\) occurs in \(x|S\) if and only if a block of the form \((B^q)_C\) appears in \((x^q)_y\), where \(C\) is any 0-1-block which starts and ends with a 1 and has in total \(n_k\) symbols 1, while \(\bar{q} = (q_1, q_2, \ldots, q_{k-1}) \succ \bar{p}\) is uniquely determined by \(C\) according to the following rule:

\[
q_i = m_{i+1} - m_i - 1 \quad (i = 1, 2, \ldots, k - 1),
\]

where \(m_i\) is the position of the \(n_i\)th symbol 1 in \(C\). To illustrate this dependence, suppose that \(B = (b_1, b_2, b_3)\) and \(\bar{p}_0 = (1, 2)\). Then \(B^{\bar{p}_0} = (b_1, *, b_2, *, *, b_3)\) and \(n_1 = 1\), \(n_2 = 3\), \(n_3 = 6\). As an example of a block that starts and ends with 1 and has \(n_3\) = 6 symbols 1 we take \(C = (1, 0, 0, 1, 1, 0, 1, 1, 0, 1)\). The positions of the first, third and sixth symbol 1 in \(C\) are \(m_1 = 1\), \(m_2 = 5\), and \(m_3 = 10\), respectively, which yields \(q_1 = 3\) and \(q_2 = 4\). The resulting double block for this example is thus

\[
(B^q)_C = \left( b_1, *, *, *, b_2, *, *, *, *, b_3 \right)
\]

The top row restricted to the positions of 1’s in the bottom row matches \(B^{\bar{p}_0}\).

Although the assignment \(C \mapsto \bar{q}\) is not injective, it is surjective onto the set \(\{\bar{q} : \bar{q} \succ \bar{p}_0\}\), and the vector \(\bar{q} = \bar{p}_0\) is associated uniquely to the block \(C_0\) consisting of \(n_k\) consecutive symbols 1 (and no symbols 0).

Exactly as in the proof of Theorem 12, it can be shown that the lower frequency of \(B^{\bar{p}_0}\) in \(x|S\) does not exceed

\[
\sum_C \mu([B^q]) \nu([C][1]),
\]

where \(C\) ranges over all 0-1-blocks which start and end with a 1 and have \(n_k\) symbols 1 in total, while, in every summand, \(\bar{q} \succ \bar{p}_0\) denotes the vector associated to \(C\) in the manner described above. The conditioning is with respect to the event that the first digit in the second row is 1.
Because \( \nu([1]) > 0 \), the conditional probability (given that the first symbol in the second row is 1) of the event that there are jointly only finitely many symbols 1 in the second row is zero. Thus, with conditional probability one, to the right of the initial symbol 1 there appear infinitely many 1’s, and hence there exists a block \( C \) that starts at the initial 1, has \( n_k \) symbols 1, and ends with 1. This implies that the coefficients \( \nu([C][1]) \) sum up to one. In this manner, we have estimated the lower frequency of \( B^\rho_0 \) in \( x|_S \) by a convex combination of the numbers \( \mu([B^\rho]) \) where, by the preceding lemma, all of these numbers are strictly less than \( \mu([B^\rho_0]) \) except when \( \bar{q} = \bar{\rho}_0 \). This vector corresponds uniquely to the block \( C_0 \) consisting of just the symbols 1. If \( \nu([C_0][1]) = 1 \) then \( \nu \)-almost every element starting with 1 starts with \( n_k \) consecutive symbols 1, in particular, the first digit 1 is followed by another digit 1. In the preceding proof we have already shown that this is possible only when \( \nu \in \text{conv}(\delta_0, \delta_1) \), an option which we have excluded. So \( \nu([C_0][1]) < 1 \) and the considered convex combination (and hence the lower frequency of \( B^\rho_0 \) in \( x|_S \)) is strictly less than \( \mu([B^\rho_0]) \). We have shown that \( x|_S \) is not \( \mu \)-normal, as desired. \[ \square \]

**Remark 14.** We can now see that the property of Bernoulli shifts which “helps” in \( \mu_p \)-normality preservation of deterministic sets is this: for all \( k \in \mathbb{N} \), all \( B \in \mathbb{A}^k \), and all vectors \( \bar{\rho} \in \mathbb{N}_0^{k-1} \), we have

\[ \mu_p([B]) = \mu_p([B^\rho]). \]

This property is called **spreadability**. Lemma 13 shows that systems with CPE that are not Bernoulli shifts not only fail spreadability but fail it in a special way. Currently, there exist several proofs that the only spreadable systems are mixtures of Bernoulli shifts (i.e., systems in which almost all ergodic components are Bernoulli shifts); according to our search, the first such proof is due to Ryll-Nardzewski [15]. Nonetheless, spreadability is not necessary for \( \mu \)-normality preservation of selected deterministic sets. Clearly, any example of this kind must not involve a system with CPE. Two such examples are Examples A and C from Section 7. We also give examples where both separability and disjointness are violated.

To conclude our discussion of systems with CPE, we show that if \( \mu \) is a measure with CPE then non-deterministic sets do not preserve \( \mu \)-normality.

**Proof of Theorem 10.** If \( \mu \) is a Bernoulli measure \( \mu_p \), then we can use the result [8, Theorem 3] of Kamae to see that non-deterministic sets do not preserve simple \( \mu_p \)-normality (let alone \( \mu \)-normality). So, our only concern are systems with CPE that are not Bernoulli shifts.

Let \( x = (x_1, x_2, ...) \in \mathbb{A}^\mathbb{N} \) be \( \mu \)-normal for a non-Bernoulli CPE measure \( \mu \). Let \( S = \{s_1, s_2, \ldots \} \) be a non-deterministic set. There exists a sequence \( (N_k)_{k \geq 1} \) along which \( y = \mathbb{1}_S \) quasi-generates a measure \( \nu \) of positive entropy. Note that this implies \( \nu([1]) \in (0, 1) \). Since \( \mu \) has CPE and hence is ergodic, it follows from [8, Theorem 2] that there exists a \( \mu \)-normal element \( x \in \mathbb{A}^\mathbb{N} \) such that the double sequence

\[ \left( \begin{array}{c} x \\ y \end{array} \right) = \left( \begin{array}{c} x_1, \ x_2, \ x_3, \ \cdots \\ \mathbb{1}_S(1), \ \mathbb{1}_S(2), \ \mathbb{1}_S(3), \ \cdots \end{array} \right), \]

quasi-generates (along \( N_k \)) the product joining \( \mu \times \nu \).

From here the proof is identical as in the case of a non-superficial deterministic set \( S \). We use the block \( B^\rho_0 \) from Lemma 13 and we estimate the lower frequency of \( B^\rho_0 \) in \( x|_S \) by a convex combination of the numbers \( \mu([B^\rho]) \) all of which but one being strictly less than \( \mu([B^\rho_0]) \). The exception occurs when \( \bar{q} = \bar{\rho}_0 \), but the coefficient by which the corresponding term is multiplied is strictly smaller than one. This implies that the lower frequency of \( B^\rho_0 \) in \( x|_S \) is less than \( \mu([B^\rho_0]) \) implying that \( x|_S \) is not \( \mu \)-normal. This suffices to conclude that \( S \) does not preserve \( \mu \)-normality. \[ \square \]
6. Preservation of simple normality

Recall that a set $S \subset \mathbb{N}$ “preserves simple $\mu$-normality” if for every $\mu$-normal element $x$ the element $x|S$ is simply $\mu$-normal. The property of being simple $\mu$-normality preserving is clearly weaker than being (“full”) $\mu$-normality preserving. It is even possible that a set $S$ which preserves simple $\mu$-normality destroys $\mu$-normality. Indeed, our Theorem 11 implies that deterministic sets of positive lower density preserve simple $\mu$-normality for measures $\mu$ with CPE, while, as soon as $\mu$ is not Bernoulli and $S$ is non-superficial, Theorem 9 implies that $S$ destroys $\mu$-normality.

**Proof of Theorem 11.** The idea behind this proof is similar to that of [2, Theorem 5.1 (1) $\Rightarrow$ (2)]. Suppose that a set $S = \{s_1, s_2, \ldots\}$ of positive lower density does not preserve simple $\mu$-normality. Then there exists a $\mu$-normal element $x \in \Lambda^\mathbb{N}$ such that for some symbol $b \in \Lambda$ the limit

$$\lim_{N \to \infty} \frac{\#\{i \in \mathbb{N} : s_i \leq N \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N\}}$$

either does not exist or is different from $\mu([b])$. In either case there exists an increasing sequence $(N_k)_{k \geq 1}$ along which the above limit exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{N_k}\right)$ exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N_k\}}\right)$ exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N_k\}}\right)$ exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N_k\}}\right)$ exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N_k\}}\right)$ exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N_k\}}\right)$ exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N_k\}}\right)$ exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N_k\}}\right)$ exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N_k\}}\right)$ exists and is different from $\mu([b])$. We can also assume that along the same sequence the double sequence $\left(\frac{\#\{i \in \mathbb{N} : s_i \leq N_k \text{ and } x_{s_i} = b\}}{\#\{i \in \mathbb{N} : s_i \leq N_k\}}\right)$ exists and is different from $\mu([b])$.

We have shown that $\xi\left(\left[\frac{1}{a}\right]\right) \neq \mu([b])$. Therefore $\xi$ is not the product joining of $\mu$ and $\nu$, and hence $\mu$ is not disjoint from the measure $\nu$ derived from $S$. The contrapositive of Theorem 11 (and therefore Theorem 11 itself) is thus proved.

The converse to Theorem 11 need not hold; below we give three examples (B, D, and F) of this phenomenon, in which $\mu$-normality preservation (and hence simple $\mu$-normality preservation), holds without disjointness. It remains an open problem whether the lack of disjointness resulting from $\mu$ and $\nu$ both having positive entropy is strong enough to exclude simple $\mu$-normality preservation. See Section 8 for more details concerning this problem.

7. Examples

The results proved above may suggest that the phenomenon of $\mu$-normality preservation exists exclusively for Bernoulli shifts. Notice, however, that we claim so only within the class of systems with CPE. Beyond this class the phenomenon may still occur and with various configurations of determinism of $S$, entropy of $\mu$, and disjointness. To illustrate this, we now provide six examples, summarized in Figure 1. In all these examples the sets $S$ are non-superficial.

| $S$ deterministic | entropy of main measure | disjointness | Example |
|-------------------|-------------------------|--------------|--------|
| yes               | zero                    | yes          | Example A |
| yes               | zero                    | no           | Example B |
| yes               | positive                | yes          | Example C |
| yes               | positive                | no           | Example D |
| no                | zero                    | yes          | Example E |
| no                | zero                    | no           | Example F |
| no                | positive                | yes          | impossible |
| no                | positive                | no           | unknown |

**Figure 1.** Summary of examples of $\mu$-normality preservation.

Our first example consists of a shift system of entropy zero and an arithmetic progression (hence deterministic) $S$ whose derived measure is disjoint from $\mu$ and which preserves $\mu$-normality.
Example A. Let \( x \in \{0, 1\}^\mathbb{N} \) be the “Garcia–Hedlund sequence” (first appearing in [6]), in which \( x_n \) is 1 if and only if the highest power of 2 that divides \( n \) is even. Alternatively, \( x \) can be constructed from the following process (see [1, Lemma 2]).

1. Step 1: put 1 at every odd position.
2. Step 2: put 0 at every position congruent to 2 mod 4.
3. Step 3: put 1 at every position congruent to 4 mod 8.
4. Step 4: put 0 at every position congruent to 8 mod 16.
   etc. (use alternately 1’s in odd steps and 0’s in even steps.)

This process defines \( x \) at all coordinates. Let \( S = 3\mathbb{N} \). Explicitly,

\[
x = 10111010101110110110101011011011011101\ldots,
\]

\[
y = 1_S = 00100100100100100100100100100100100100100100100100\ldots.
\]

The shift-orbit closure \( X \) of \( x \) is a so-called “regular Toeplitz system”, which carries a unique invariant measure \( \mu \) isomorphic to the unique invariant measure of the dyadic odometer. So, we have constructed a measure-preserving shift system \( (X, \mu, \sigma) \). As a consequence of unique ergodicity, \( X \) satisfies uniform \( \mu \)-normality: for any \( k \in \mathbb{N} \) and any \( \varepsilon > 0 \) there exists \( n_0 \in \mathbb{N} \) such that for any \( n \geq n_0 \), any \( \ell \in \mathbb{N} \), any block \( B \in \Lambda^k \), and any \( y \in X \), we have

\[
|\text{Fr}_{x,y_{\ell + 1},\ldots,y_{\ell + n}}(B) - \mu([B])| < \varepsilon.
\]

We claim that \( S \) preserves \( \mu \)-normality. Observe that \( y \) is generic for the periodic measure \( \nu \) supported by a cycle of three points, with atoms of masses \( \frac{1}{3} \) each. It is well known that the dyadic odometer is disjoint from any periodic system with an odd period, so \( \mu \) and \( \nu \) are disjoint.

First, we analyze \( x|_S = (x_3, x_6, x_9, x_{12}, x_{15}, \ldots) \). Note that all positions that are odd relatively in \( x|_S \) come from odd positions in \( x \), so \( x|_S \) inherits at its odd places the 1’s inserted in \( x \) in Step 1. Likewise, the positions that are congruent to 2 mod 4 in \( x|_S \) come from the positions congruent to 2 mod 4 in \( x \). So \( x|_S \) inherits at these places the 0’s inserted in \( x \) in Step 2. Arguing in this manner we come to the conclusion that \( x|_S \) actually matches \( x \). This in most obvious way, \( S \) preserves \( \mu \)-normality of \( x \).

Next, we observe \( x|_{S+1} = (x_4, x_7, x_{10}, x_{13}, x_{16}, \ldots) \). This time every even position in \( x|_{S+1} \) comes from an odd position in \( x \) (so inherits a 1 from the first step), every position congruent to 3 mod 4 in \( x|_{S+1} \) comes from a position congruent to 2 mod 4 in \( x \) (so inherits a 0 from the second step), and so on. We deduce that \( x|_{S+1} \) has the same structure as \( x \) with the periodic parts filled in the Steps 1, 2, 3, etc. shifted. It is an elementary property of regular Toeplitz systems that such an element belongs to the orbit closure of \( X \) and hence is \( \mu \)-normal. Analogously, \( x|_{S+2} \) belongs to \( X \) and is \( \mu \)-normal.

Finally, take any element \( z \in \Lambda^\mathbb{N} \) that is \( \mu \)-normal (it need not even belong to \( X \)). Fix \( k \in \mathbb{N} \) and \( \varepsilon > 0 \) and let \( n_0 \) be as in the uniform \( \mu \)-normality condition. It follows from \( \mu \)-normality of \( z \) that after ignoring a set of coordinates of density zero, \( z \) consists of blocks \( C \) longer than \( 3n_0 \) appearing in \( x \). Thus, after ignoring a set of coordinates of density zero, \( z|_S \) consists of blocks of the form \( C|_S \) longer than \( n_0 \) that appear in either \( x|_S \) or in \( x|_{S+1} \) or in \( x|_{S+2} \) (depending on the congruence modulo 3 of the starting position of \( C \) in \( y \)). In any case, all these blocks appear in some elements of \( X \). By uniform \( \mu \)-normality of \( X \), \( z|_S \) satisfies the condition

\[
|\text{Fr}_{z|_S}(B) - \mu([B])| < \varepsilon
\]

for any block \( B \in \Lambda^k \). Since this is true for any \( k \in \mathbb{N} \) and any \( \varepsilon > 0 \), we obtain that \( z|_S \) is \( \mu \)-normal. Thus we have shown that \( S \) preserves \( \mu \)-normality.

In the next example \( \mu \) has entropy zero, \( S \) is non-superficial, deterministic, and has positive lower density, and its derived measure \( \nu \) is not disjoint from \( \mu \) (in fact, it is a factor of \( \mu \)), and yet \( S \) preserves \( \mu \)-normality.
Example B. Let now $x \in \{0,1\}^\mathbb{N}$ denote the classical Thue–Morse sequence\(^6\) (one definition is that $x_n = 1$ if and only if the number of 1’s in the binary expansion of $n − 1$ is odd), and let $S = 2\mathbb{N} + 1$ be the set of odd natural numbers. Explicitly,

$$
x = 011010011001011010011010010011010101001\ldots,
y = 1_2 = 1010100101010101010101010101010\ldots.
$$

Let $X$ denote the orbit closure of $x$.\(^7\) The system $(X, \sigma)$ is known to be minimal and uniquely ergodic. We let $\mu$ denote the unique shift-invariant measure on $X$. The unique measure $\nu$ derived from $\mu$ is supported by a cycle of two points. Since $X$ factors onto the dyadic odometer which, in turn, factors onto the two-cycle, $\nu$ is a factor of $\mu$. Nevertheless, it is almost immediate to see that $x|_S$ actually matches $x$, while $x|_{S+1}$ matches the negation of $x$ (which belongs to $X$ as well). So, both $x|_S$ and $x|_{S+1}$ are $\mu$-normal. From here we argue in the same way as in Example A and deduce that $S$ preserves $\mu$-normality.

The following is a modification of Example A so that the measure $\mu'$ has positive entropy.

Example C. Let $\mu' = \mu \times \mu_P$ be the product of the measure $\mu$ from Example A with the uniform Bernoulli measure on two symbols. Clearly, $\mu'$ has positive entropy without being a Bernoulli shift (and it does not have CPE, which makes this example possible). Let $S = 3\mathbb{N}$, as in Example A. The measure $\nu$ derived from $\mu$ is disjoint from $\mu'$ because it is disjoint from $\mu$ and $\mu_P$. We claim that $S$ preserves $\mu'$-normality. Since $\mu$ and $\mu_P$ are disjoint, a double sequence\(^8\) $(z^w)_S$ is $\mu'$-normal if and only if $z$ is $\mu$-normal and $w$ is $\mu_P$-normal (i.e., classically normal). Then the subsequence

$$
\begin{pmatrix} z \\ w \end{pmatrix}|_S
$$

has in the first row the sequence $z|_S$, which is $\mu$-normal by Example A, and in the second row the sequence $w|_S$, which is classically normal by Wall’s Theorem. So, $(z^w)|_S$ is $\mu'$-normal, as claimed.

The next example is similar to Example B, except that now our main measure has positive entropy.

Example D. Let $\mu' = \mu \times \mu_P$ be the product of the Thue–Morse measure $\mu$ with the uniform Bernoulli measure $\mu_P$ on two symbols. Clearly, $\mu'$ has positive entropy. Let $S$ be the set of odd numbers once again. Because, as explained in Example B, $\mu$ is not disjoint from $\nu$, also $\mu'$ is not disjoint from $\nu$. However, by Example B, $S$ preserves $\mu$-normality. From here, the argument showing that $S$ preserves $\mu'$-normality is identical to the argument in Example C.

The final two examples concern non-deterministic sets that preserve normality with respect to zero-entropy measures.

Example E. Let $\mu$ be the measure supported by the orbit closure of the 2-periodic sequence $x = 010101\ldots$. Let $s_0 = 0$ and let $S = \{s_n : n \geq 1\}$ be defined inductively by $s_n = s_{n-1} + \omega_n$, where $(\omega_n) \in \{1,3\}^\mathbb{N}$ is a fixed sequence that is generic for the uniform Bernoulli measure on two symbols. In other words, the distances between consecutive elements of $S$ are either 1 or 3 both appearing “at random”. For example, $S$ might correspond to the sequence

$$
y = 1_2 = 1100100111001001011001110010011001001101001\ldots.
$$

\(^6\)Although the sequence appears earlier in works of Axel Thue, its popularity stems from a 1921 paper of Harold Marston Morse [9].

\(^7\)It is well known (see, for example, [1]) that the map $\phi$ defined by $(\phi(z))_n = z_n + z_{n+1} \mod 2$ maps the Morse system $X$ onto the Toeplitz system of the preceding example. In fact, $\phi$ is 2-to-1, sending both $x$ and its negation to the Garcia–Hedlund sequence.

\(^8\)This is not to be confused with the double sequence $(z^w)$ considered earlier. Here, the double sequence results from the measure $\mu'$ being $\mu \times \mu_P$, so the top row relates to the Toeplitz system and the bottom row relates to the Bernoulli shift.
It is elementary to see that $\mathcal{S}$ has density $\frac{1}{2}$ and generates a measure $\nu$ isomorphic to the mixing Markov process on three symbols given by the transition matrix

$$
\begin{bmatrix}
\frac{1}{2} & \frac{1}{2} & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{bmatrix}.
$$

Every mixing Markov process is isomorphic to a Bernoulli process, so it has CPE and hence $\nu$ and $\mu$ are disjoint. Every $\mu$-normal element $z$ consists, up to density zero, of very long blocks appearing in $x$, i.e., blocks of the form 0101...01. The set $S$ consists of alternating odd and even numbers in bounded distances, which implies that $z|_S$ consists (up to density zero) of long blocks of the form 0101...01 as well. Thus $z|_S$ is $\mu$-normal and hence $S$ preserves $\mu$-normality.

**Example F.** Let $\mu$ be generated by the 4-periodic sequence $x = 001100110011001100110011...$. Define $S = \{s_1, s_2, \ldots\}$ by letting $s_1 = 1$ and then, for $n \geq 2$, $s_n = s_{n-1} + \omega_n$, where $\omega_{2k} = 2$ for all $k \in \mathbb{N}$ while $\omega_{2k-1} = 4$ or 8 with probabilities $\frac{1}{2}$ each. This time, $S$ generates a measure $\nu$ isomorphic to a Markov process (of positive entropy) that is not mixing and factors to a two-cycle (any element of the orbit closure of $y = 1_S$ has either all symbols 1 at even positions or all symbols 1 at odd positions). Clearly, $\mu$ also factors to a two-cycle, so $\mu$ and $\nu$ are not disjoint. To see that $S$ preserves $\mu$-normality, observe that by moving 4 or 8 positions forward we never change the symbol in $x$, while by moving 2 positions forward we always do. So, $x|_S = x$. Then we apply the already-familiar argument about any $\mu$-normal element being practically a concatenation of long blocks appearing in $x$ to see that $S$ preserves $\mu$-normality.

**8. Open questions**

These examples show that, unless $\mu$ has CPE, disjointness (of $\mu$ from the measures derived from $S$) is not necessary for $\mu$-normality preservation of $S$. In general, disjointness implies simple $\mu$-normality preservation, but not the other way around. Also, stretchability of $\mu$ is not necessary, regardless of whether the disjointness condition is satisfied or not. Moreover, any restrictions on the entropy of $\mu$ and determinism of $S$ seem to be irrelevant.

Hence the following questions are a mystery:

**Question 1.** Let $\mu$ be any ergodic shift-invariant measure. What necessary condition must a set $S$ satisfy to be (simple) $\mu$-normality preserving? (We mean here nontrivial conditions other than those in Theorem 8.)

**Question 2.** Is there a “checkable” sufficient condition for the pair (measure, set), $(\mu, S)$, which guarantees that $S$ preserves $\mu$-normality?

A more particular question concerns the only configuration of parameters for which we have no suitable example:

**Question 3.** Does there exist a measure $\mu$ with positive entropy and a non-deterministic set $S$ such that $S$ preserves simple $\mu$-normality? Is this possible for some $\mu$ with CPE? (By Kamae [8], this is known to be impossible if $\mu$ is i.i.d.)

A negative answer to Question 3 would follow from a positive answer to the following question (that is, from a strengthening of [2, Theorem 5.5]):

**Question 4.** Suppose $(\Lambda^N_1, \mu, \sigma)$ and $(\Lambda^N_2, \nu, \sigma)$ are arbitrary shift systems on finite or countable alphabets, each with positive entropy. Must there exist a joining $\xi = \mu \vee \nu$ that makes the “zero-coordinate partitions” $\{[a] : a \in \Lambda_1\}$ and $\{[b] : b \in \Lambda_2\}$ dependent?

This last question is nontrivial already in the class of non-i.i.d. Bernoulli systems.
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