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Abstract

In many contexts the modal properties of a structure change, either due to the impact of a changing environment, fatigue, or due to the presence of structural damage. For example during flight, an aircraft’s modal properties are known to change with both altitude and velocity. It is thus important to quantify these changes given only a truncated set of modal data, which is usually the case experimentally. This procedure is formally known as the generalised inverse eigenvalue problem. In this paper we experimentally show that first-order gradient-based methods that optimise objective functions defined over a modal are prohibitive due to the required small step sizes. This in turn leads to the justification of using a non-gradient, black box optimiser in the form of particle swarm optimisation. We further show how it is possible to solve such inverse eigenvalue problems in a lower dimensional space by the use of random projections, which in many cases reduces the total dimensionality of the optimisation problem by 80% to 99%. Two example problems are explored involving a ten-dimensional mass-stiffness toy problem, and a one-dimensional finite element mass-stiffness approximation for a Boeing 737-300 aircraft.
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1. Introduction

Eigenvalue problems are common in the engineering context [1, 2]. As such, they have been used in a plethora of applications such as in analysing the state matrix of an electronic power system [3], in studying the aeroelastic instability for wind turbines [4], for determining the spectral radius of Jacobian matrices [5], and in the operational modal analysis of structures [6]. The most common eigenvalue problem, known as the the direct or forward problem involves determining the
impact of a known set of modifications to a group of matrices, either by computing the eigenvalues, eigenvectors, singular values, or singular vectors of the group of matrices. The direct problem is well studied, and is the subject of many elementary courses in linear algebra, but the inverse problem is much more complex.

The inverse problem tries to find or infer a particular type of modification which was applied to a set of matrices, from a larger set of possible modifications, using mainly spectral information [7]. It is clear that this problem would be trivial if all the spectral information of the system before and after any modifications were known (that is, we are not dealing with a truncated modal system), or if the desired modifications were completely unstructured (that is, they are allowed to be any value). Thus in order to strive for more physical, and mathematical solutions we often try to restrict the group of possible matrices for the inverse eigenvalue problem. In a recent review article, Chu [8] devised a collection of thirty-nine possible inverse eigenvalue problems. These problems were roughly categorized based on their: paramerterisation, underlying structure, and the partiality of the system description (that is, whether or not we have complete modal information). A summary of the most common kinds of inverse eigenvalue problems are given in Figure 1, where the following terminology is used:

- MVIEP: Multivariate inverse eigenvalue problem
- LSIEP: Least square inverse eigenvalue problem
- PIEP: Parameterised inverse eigenvalue problem
- SIEP: Structured inverse eigenvalue problem
- PDIEP: Partially described inverse eigenvalue problem
- AIEP: Additive inverse eigenvalue problem
- MIEP: Multiplicative inverse eigenvalue problem

In this paper we aim to explore AIEPs which have a highly general parameterisation, in order to demonstrate the potential capabilities of random projections for the inverse eigenvalue problem. In order to solve for the AIEP we shall define an optimisation problem. Although there are many optimisation procedures available for solving such problems, a particle swarm optimiser (PSO) is
used in this paper. PSO is an optimisation procedure first introduced by Eberhart and Kennedy in 1995 [9]. It is a stochastic, population-based optimisation procedure modeled on the observed behaviour of animals which exhibit swarm-like tendencies, such in the social behaviour of birds or insects. Because of this PSO, tries to mimic swarm-like behaviour with each particle having access to both: a personal best solution, and access to the global optimum, thereby enabling the sharing of information across the swarm. This introduces the idea of the classic exploration-exploitation trade-off since the particles are either allowed to exploit the current global optimum, or explore further if their local optimum is far away from the current global [9, 10].

PSO is used in this paper to perform the optimisation for two main reasons. Firstly, to the knowledge of the authors, it has not previously been used in the context of this problem (AIEP), hence there is novelty in doing so. Secondly, it is a known black-box, gradient-free optimiser which makes it simple to work with since there is no requirement to compute the Jacobian, or calculate analytical gradients. [10] Moreover as we shall demonstrate experimentally, gradient step sizes are required to be very small in the inverse eigenvalue problem, with the issue exacerbating in higher dimensions. PSO as an algorithm has been successfully used in many different areas, including but not limited to reactive power and voltage control problems [11], in the study of material degradation for aeroelastic composites [12], composites structures with robustness [13], and in the optimum design of Proportional-Integral-Derivative (PID) control [14] which additionally helps in justifying

Figure 1: An overview of some of the general classes of inverse eigenvalue problems as defined by Chu [8].
its potential to work well in this context.

Regardless, of the choice of optimiser, all optimisation procedures are known to suffer from the *curse of dimensionality*, and since structural problems are generally able to grow without bound in terms of degrees of freedom (for example, a finite element model can keep growing in the number of elements), it is important to devise methods which can help reduce, or at least limit the rate of growth of these dimensions. Random projections have recently emerged as a powerful method to address the problem of dimensionality reduction [15]. This is because theory (in particular the Johnson–Lindenstrauss lemma) suggests that certain classes of random matrices are able to preserve Euclidean distances to within a tolerable error bound in the lower dimensional space [16]. As a result, random projections have been used successfully to reduce the dimensionality of the underlying optimisation problem, consequently allowing for optimisation to be performed in this lower dimensional space [17, 18, 19].

Thus, it is ultimately the aim of this paper to explore the impact of random projections and how they may be used in connection with the PSO algorithm for the generalised inverse eigenvalue problem of an additive nature. In the following sections we demonstrate experimentally that gradient-based approaches lose accuracy in even moderate step sizes, and clarify the theory that we shall use from random projections to help in lowering the dimensionality of the underlying optimisation problem. Lastly we showcase a gamut of positive results on a 10 dimensional (meaning a matrix of size 10) toy problem, and 1 dimensional finite element model based on aircraft data for the Boeing 737-300 aircraft.

2. Background and Methodology

2.1. The Generalised Eigenvalue Problem

Ultimately it is the aim of this paper to use particle swarm optimisation (PSO) in order to try and solve the generalised *inverse* eigenvalue problem, with the use of random projections. We thus commence by formalising the notion of the generalised eigenvalue problem here. Suppose we have the generalised eigenvalue problem as shown in Equation 1 which represents an undamped mechanical vibration system.

\[ M\ddot{x} + Kx = 0 \]  

(1)
where \( \mathbf{M}, \mathbf{K} \in \mathbb{R}^{N \times N} \), and \( \mathbf{x} \in \mathbb{R}^{N} \). The eigensystem for Equation 1 defines the following set of eigenvalue, eigenvector pairs: \( \mathbf{A} = \{ (\lambda_i, \mathbf{v}_i) | i = 1, \ldots, N; \mathbf{v}_i \in \mathbb{R}^{N}, \lambda \in \mathbb{R} \} \). Furthermore we assume that the eigenvalue problem is perturbed via the addition of some arbitrary matrices we denote as \( \Delta \in (\mathbb{R}^{N \times N}, \mathbb{R}^{N \times N}) \). That is, from here onwards whenever the \( \Delta \) symbol is written in isolation, in a bold-type font it denotes a 2-tuple of perturbation matrices of the system, that is, \( \Delta := (\Delta \mathbf{M}, \Delta \mathbf{K}) \), where \( \Delta \mathbf{M} \in \mathbb{R}^{N \times N} \) and \( \Delta \mathbf{K} \in \mathbb{R}^{N \times N} \).

\[
(M + \Delta \mathbf{M}) \ddot{x} + (K + \Delta \mathbf{K}) x = 0
\] (2)

The eigenpairs for the modified system shown in Equation 2 may be represented via the following set of eigenpairs: \( \mathbf{B} = \{ (\sigma_i, \mathbf{w}_i) | i = 1, \ldots, N; \mathbf{w}_i \in \mathbb{R}^{N}, \sigma \in \mathbb{R} \} \). However, if both the initial and modified systems are full rank systems, then it would be trivial to obtain the \( \Delta \mathbf{M} \) and \( \Delta \mathbf{K} \) matrices. Thus for this paper we assume that we only have access to a truncated eigensystem for the modified system. That is, we only have access to some subset of the pairs: \( \mathbf{C} \subset \mathbf{B} \), where \( |\mathbf{C}| = n < N \). Thus our objective function in the search for the optimal \( \Delta \) matrices reflects this, in Equation 3.

\[
\Delta \mathbf{M}^*, \Delta \mathbf{K}^* = \text{argmin}(\|\sigma_{1:n}^\dagger - \sigma_{1:n}(\Delta)\|_2^2),
\] (3)

where \( \| \cdot \|_2^2 \) denotes the square of the standard 2-norm, \( \sigma^\dagger \) denotes the desired eigenvalues, and \( \sigma \) refers to the eigenvalues as calculated from applying the \( \Delta \) matrices (clarified in the prior paragraph in reference to set \( \mathbf{B} \)). As is made clear in Equation 3, we only consider the first \( n < N \) dimensions, since we are dealing with a reduced set of eigenvalues.

In this paper we propose investigating the solutions for the objective function shown in Equation 3 via PSO. We aim to use a non-gradient based, black-box optimisation since a first order perturbation analysis of the modified eigenvalues seem to suggest that for higher dimensional problems the step-sized used by gradient-based approaches may become prohibitively small. We establish this idea by first developing Lemma 1 as follows.

**Lemma 1.** Suppose we have the two following generalised eigenvalue problems,

\[
\lambda \mathbf{M} \mathbf{v} = \mathbf{K} \mathbf{v}
\] (4)

\[
(\lambda + \delta \lambda)(\mathbf{M} + \Delta \mathbf{M})(\mathbf{v} + \delta \mathbf{v}) = (\mathbf{K} + \Delta \mathbf{K})(\mathbf{v} + \delta \mathbf{v}),
\] (5)
where $\Delta$ perturbations are controlled system inputs, and the $\delta$ perturbations are a consequence of applying $\Delta$. Then,

$$
\delta\lambda_i = \frac{v_i^T (\Delta K - \lambda_i \Delta M) v_i}{v_i^T \Delta M v_i},
$$

(6)

if $M$ and $K$ are Hermitian.

**Proof.** By expanding Equation 5, removing higher order terms (that is, keeping only linear terms), and considering the $i^{th}$ eigenvalue-eigenvector pairs we arrive at,

$$K \delta v_i + \Delta K v_i = \lambda_i M \delta v_i + \delta \lambda_i M v_i + \lambda_i \Delta M v_i.$$  

(7)

Since $M$ and $K$ are Hermitian it implies that that the eigenvectors of Equation 4 are mutually $M$-orthogonal. Moreover since they are assumed diagonsiable, these eigenvectors form a complete basis. Hence we can express each perturbation vector, $\delta v_i$ as a sum of the eigenvectors of Equation 4. As an equation this is,

$$\delta v_i = \sum_{k=1}^{N} c_k v_k,$$

(8)

for some arbitrary constants $c_k \in \mathbb{R}$. Thus, substituting Equation 8 into Equation 7 and using Equation 4

$$\sum_{k=1}^{N} c_k \lambda_k M v_k + \Delta K v_i = \lambda_i M \sum_{k=1}^{N} c_k v_k + \delta \lambda_i M v_i + \lambda_i \Delta M v_i.$$  

(9)

Finally, left multiplying Equation 9 by $v_i^T$, and re-arranging results in,

$$\delta \lambda_i = \frac{v_i^T (\Delta K - \lambda_i \Delta M) v_i}{v_i^T \Delta M v_i},$$

since the eigenvectors $v_i$ are $M$-orthogonal.

\[\square\]

**Corollary 1.** Suppose we have the two following standard eigenvalue problems,

$$\lambda v = K v$$

(10)

$$(\lambda + \delta \lambda) (v + \delta v) = (K + \Delta K) (v + \delta v).$$

(11)
Then,

\[ \delta \lambda_i = \frac{v_i^T \Delta K v_i}{v_i^T v_i}, \]  

(12)

if \( K \) is Hermitian.

**Proof.** The proof follows similarly from repeating the steps shown in Lemma 1 in the absences of the \( M \) and \( \Delta M \) matrices. □

Note that in Equations 6 and 12 it is not necessarily true that \( v_i^T \Delta M v_i = 1 \) since each eigenvector \( v_i \) is only orthogonal with respect to the \( M \) matrix, and not \( \Delta M \). A similar argument may be made with the \( K \) and \( \Delta K \) matrices. In addition, Equations 6 and 12 make clear how the perturbation matrices, \( \Delta \), impact the changes in the eigenvalues, \( \delta \lambda \), up to a linear approximation (since in the derivation the higher order effects were ignored). As a result this relationship may be used in better understanding gradient-based relationships for eigenvalue problems. That is, we may use these to analyse the potential accuracy and or quality of gradient-based approaches for such problems. An investigation of these ideas is made clear in Figure 2.

Figure 2: Plots describing how the average magnitudes of the elements (defined by Equation 14) inside the \( \Delta M \) and \( \Delta K \) matrices affect the \( \Delta \delta \lambda_1 \) term, defined in Equation 13.

Equation 13 is used order to calculate the percentage errors for the \( |\Delta \delta \lambda_1| \) values in Figure 2, where \( \delta \lambda_1 \) refers to the change in first eigenvalue as obtained from Equation 6 and \( \delta \lambda_1 \) is obtained using Equations 1 and 2 which refers to the benchmark correct value.
\[ |\Delta \delta \lambda_1|_\mu := \mathbb{E}(|\Delta \delta \lambda_1|) \]
\[ = \mathbb{E} \left( \frac{|\delta \lambda_1 \dagger - \delta \lambda_1|}{\delta \lambda_1} \right) \tag{13} \]

In order to calculate the size of terms inside the \( \Delta \) matrices, Equation 14 is used, where \( \mathcal{U} \) refers to the uniform distribution, the \( i, j = 1, ..., d \) indices refer to each term in the matrix, and \( d = 1, ..., 20 \) defines the dimensionality (size) of the matrices. Through this definition there are \( d^2 \) degrees of freedom inside the matrix at any time.

\[ \Delta_{i,j} \sim p \cdot \mathcal{U}[0,1], \tag{14} \]

The value of \( d \) changes because we are considering the effect of dimensionality on the quality of the linear step size, \( \delta \lambda \). Moreover the scalar \( p \in \{1/100, 1/10, 1, 10\} \) defines the magnitude of the terms in the \( \Delta \) matrices. Thus \( p \) in a practical sense (that is, in reference to a gradient-based optimisation algorithm) can be interpreted as the step size of the algorithm.

From Figure 2 it can be seen that as the average magnitude of the elements inside the \( \Delta \) matrices increase, the absolute difference between the theoretical \( \delta \lambda_1 \) value, and those calculated via Equation 6, that is, \( \delta \lambda_1 \dagger \), becomes larger. Even when the average step size takes value \( p = 1/100 \), there appears to be a bias in the magnitude of the error, which is made clear in the zoomed in subplot of Figure 2b. Moreover as the dimensionality of the \( \Delta \) matrices increase, the \( |\Delta \delta \lambda_1| \) errors appear to increase slightly. Hence in summary as this experimental analysis of Equation 6 seems to suggest, gradient based methods are potentially difficult to implement. In particular, it would appear that we would require \( p < 1/100 \) at a minimum, and that this value would need to continually decrease as dimensionality increases. For this reason, we opt to explore the viability of particle swarm optimisation as a means for optimisation since it is a non-gradient based approach, and gradient-based approaches seem to require very small step sizes for accurate gradients.

2.2. Particle Swarm Optimisation

Particle Swarm Optimisation (PSO) is a stochastic, evolutionary optimisation first proposed by Kenedy and Eberhart[9]. The algorithm works by generating an array of candidate particles (the swarm) across an objective space. Within this space each particle searches for the global optimum
through the sharing of information within the swarm in a classic exploration-exploitation trade-off. This is clarified in Equations 15 and 16.

\[
v_{i}^{k+1} = \omega v_{i}^{k} + c_{1}r_{1}(p_{i} - x_{i}^{k}) + c_{2}r_{2}(p_{G} - x_{i}^{k}) \tag{15}
\]

\[
x_{i}^{k+1} = x_{i}^{k} + \alpha v_{i}^{k+1} \tag{16}
\]

where \(\alpha\) denotes step size, \(\omega\) controls the particle’s inertia, \(c_{1}\) and \(c_{2}\) (known as the acceleration coefficients) are constants which control the degree of the exploration-exploitation trade-off, \(p_{i}\) and \(p_{G}\) are the local optima, and global optimum, for each, and across all particles respectively (that is each particle stores their own local optimum, but shares knowledge of the current global optimum), and \(r_{1}, r_{2} \sim U(0, 1)\). In this way, every particle is made aware of the current global optimum, and explores the objective space accordingly (as specified through the \(c_{1}\) and \(c_{2}\) constants).

Empirical studies in PSO theory have shown that the correct choice of inertia weight is critical in ensuring convergent behaviour of the algorithm \[10\]. Prior investigations have suggested that the choice of inertia is driven by the acceleration coefficients through: \(2\omega > (c_{1} + c_{2}) - 2\). This region describes the set of all \(c_{1}\), and \(c_{2}\) values which guarantee convergent behaviour based on the spectral analysis of the matrix describing the PSO dynamics \[20\]. However this inequality should be only be taken as a rough guide since it was derived assuming the PSO system has one particle, and one dimension. Empirically however, Eberhart and Shi suggest using values of \(\omega = 0.7298\) and \(c_{1} = c_{2} = 1.49618\) for good convergent behaviour in general \[21\].

2.3. Random Embedding

An aim of this paper is to explore the capability of random projections to reduce the underlying dimensionality of the generalised eigenvalue problem. In particular, we propose an extremely general parameterisation of the \(\Delta M\), and \(\Delta K\) matrices, and explore whether or not it is possible to solve this problem in a lower dimensional space. The lowest dimensional space in which the problem may be solved completely is known as the effective dimension, and is denoted by \(d_{e}\). In particular the following definition is used to strictly define the notion of \(d_{e}\), where Definition 4.1 is based on Definition 1 of Wang et al. \[17\].

**Definition 2.1 (Effective Dimension).** Suppose there exists a linear subspace \(\mathcal{T} \subset \mathbb{R}^{D}\), where \(\dim(\mathcal{T}) = d_{e} < D\). A function \(f : \mathbb{R}^{D} \to \mathbb{R}\) is said to have **effective dimensionality** \(d_{e}\), if
$d_e$ is the smallest integer such that $\forall x \in \mathcal{T}$ and $x^\perp \in \mathcal{T}^\perp \subset \mathbb{R}^D$, where $\mathcal{T} \oplus \mathcal{T}^\perp = \mathbb{R}^D$, we have $f(x + x^\perp) = f(x)$.

A simple example to clarify this definition for the reader may be seen if we define the following function: $f(x_1, x_2) = x_1^2 + x_2^2$, where, $f : \mathbb{R}^{10} \to \mathbb{R}$, and $x_1, x_2 \in \mathbb{R}$. In this example, although the original space of $f$ is assumed to be 10-dimensional, one may easily observe that it has an effective dimension of 2 (that is, $d_e = 2$), since it clearly only makes use of 2 dimensions, of the 10 possible dimensions it has access to. The remaining 8 dimensions are ineffective dimensions. Unfortunately, in practice we never really know the actual value of $d_e$, but we either know or assume from prior knowledge that our problem may have a lower dimensional representation. In other words, in practice we only ever know or use $d \in \mathbb{Z}$ dimensions in total, where $D \geq d \geq d_e$, and thus our random embedding generally occurs via random matrices with dimensionality $D \times d$.

Although the notion of effective dimensionality is developed, it does not explain how such random projections to lower dimensional spaces should occur. Ideally when projecting to a lower dimensional space we desire $||T(x_i - x_j)|| \approx ||(x_i - x_j)||$, where $T : \mathbb{R}^n \to \mathbb{R}^m$ is some linear operator. That is, we aim to reduce the dimensionality of a set of points in some Euclidean space, which approximately retains these pair-wise distances measures in this new, lower-dimensional subspace. A bound on the degree of distortion that occurs to the original space when we project to a lower dimensional space is famously shown through the Johnson-Lindenstrauss (JL) Lemma \cite{JL}, stated in Lemma \cite{JL-lemma}.

**Lemma 2 (Johnson-Lindenstrauss Lemma).** For any $0 < \varepsilon < 1$, and for any integer $n$, let $k$ be such that

$$k \geq 4 \frac{1}{\varepsilon^2/2 - \varepsilon^3/3} \log(n)$$

Then for any set $X$ of $n$ points in $\mathbb{R}^d$, there exists a linear map $f : \mathbb{R}^d \to \mathbb{R}^k$ such that $\forall x_i \in X$,

$$(1 - \varepsilon)||x_i - x_j||^2 \leq ||f(x_i) - f(x_j)||^2 \leq (1 + \varepsilon)||x_i - x_j||^2 \quad (17)$$

In effect the JL Lemma tells us that the quality of the projection down to some dimension $k$, is a function of some allowable error tolerance, $\varepsilon$, and the amount of points involved in the projection $n$. In particular the relative Euclidean distances will be distorted by a factor of no more than $(1 \pm \varepsilon)$, where $\varepsilon \in (0, 1)$. Note that this makes no reference to the initial dimension of the points existed in before the projection occurred.
Although the JL Lemma is used commonly with large datasets, we are only working with individual, possibly high-dimensional points, which are used as inputs into functions used in an objective function. Thus in the case of random projections of data points into functions we also must consider the effective dimension $d_e$. Theorem 2 of Wang et al.\cite{17} implies that no matter the degree of distortion which may occur, there shall always exist a solution in this lower dimensional space. This theorem is restated here in order to self-contain the paper.

**Theorem 2.1 (Wang’s Existance Theorem).** *Assume we are given a function $f : \mathbb{R}^D \to \mathbb{R}$ with effective dimensionality $d_e$ and a random matrix $A \in \mathbb{R}^{D \times d}$ with independent entries sampled according to $\mathcal{N}(0, 1)$, where $d \geq d_e$. Then with probability 1, for any $x \in \mathbb{R}^D$, there exists a $y \in \mathbb{R}^d$ such that $f(x) = f(Ay)$.*

That is, we should always be able to find some $y$ such that $f(x) = f(Ay)$, where $A \in \mathbb{R}^{D \times d}$ is some random matrix. And thus the distortion of the projection as predicted by the JL Lemma is not as important of a factor if we can ensure $d \geq d_e$, since with a good enough optimisation algorithm, if there exists a $x^* \in \mathbb{R}^D$ which is optimal, then there exists a $y^* \in \mathbb{R}^d$ such that $f(x^*) = f(Ay^*)$.

In practice however we may by chance select some $d < d_e$, and so in these cases it may become informative to use JL Lemma as a guide to assist in understanding the degree of distortion which did indeed occur by projecting into this new subspace.

In order to ensure that the point-wise distances in this new subspace abides by the JL Lemma we consider random matrices of the form: $A_{ij} \sim \mathcal{N}(0, 1/\sqrt{d})$. This is simply a scaled version of the random Gaussian matrices proposed by Wang et al. in Threom 2, but a Gaussian matrix of this form is known to better preserves distance properties in this new subspace\cite{16}.

An issue which may occur when trying to use random embeddings for the purpose of optimisation is that the optimisation bounds which are defined in the larger $D$-dimensional space may be violated in the lower $d$-dimensional space. Thus, it is suggested to use a convex projection method to ensure that any variables $y \in \mathbb{R}^d$ fall the into bounding constraints defined by variables $x \in \mathbb{R}^D$. This idea is shown in Figure\cite{3}.
Assuming that the feasible set for \( \mathbf{x} \) is defined with box constraints, denoted by \( \mathcal{X} := [-c, c]^D \) where \( c \in \mathbb{R}^+ \), a simple way to ensure that \( \mathbf{A} \mathbf{y} \) maps to the range defined by \( \mathcal{X} \) may be achieved through a least squares method \[17\]. Mathematically, we define: 
\[
p_{\mathcal{X}}(\mathbf{A} \mathbf{y}) = \arg\min_{\mathbf{z}} ||\mathbf{z} - \mathbf{A} \mathbf{y}||^2_2,
\]
where \( \mathbf{A} \mathbf{y} \in \mathbb{R}^D, \mathbf{z} \in \mathcal{X} \), and \( p_{\mathcal{X}} : \mathbb{R}^D \to \mathcal{X} \) denotes projection. This least squares method effectively drops the perpendicular from points outside the bounding box, \( \mathcal{X} \), which can be located arbitrarily in \( \mathbb{R}^D \), towards the nearest point on the boundary of \( \mathcal{X} \). This is made clear in Figure 3.

3. Results

3.1. Ten-Dimensional Toy Problem

In this section the results of applying the combination of PSO and random embedding for inverse eigenvalue problems in structural engineering are explored. We begin by considering the 10 degree of freedom (DoF) system defined in Equations \[18\] and \[19\]. The stiffness matrix is based on that of Sivan & Ram \[22\], with the mass matrix being modified from a diagonal of ones to allow for a more complex scenario.
\[ K = \begin{pmatrix}
200 & -10 & -20 & -5 & -5 & -10 & 0 & 0 & -50 & -50 \\
-10 & 100 & 0 & 0 & 0 & 0 & -20 & -10 & -20 & -10 \\
-20 & 0 & 300 & -40 & -30 & -60 & -10 & 0 & -20 & -10 \\
-5 & 0 & -40 & 400 & -30 & -40 & -50 & -20 & -10 & -70 \\
-5 & 0 & -30 & -30 & 150 & -10 & -5 & -5 & -20 & 0 \\
-10 & 0 & -60 & -40 & -10 & 250 & 0 & 0 & 0 & -80 \\
0 & -20 & -10 & -50 & -5 & 0 & 120 & -5 & 0 & -10 \\
0 & -10 & 0 & -20 & -5 & 0 & -5 & 250 & 0 & -100 \\
-50 & -20 & -20 & -10 & -20 & 0 & 0 & 0 & 350 & -40 \\
-50 & -10 & -10 & -70 & 0 & -80 & -10 & -100 & -40 & 400 \\
\end{pmatrix} \tag{18} \]

\[ M = \text{diag}(1, \ldots, 10) \tag{19} \]

The first two eigenvalues of the generalised eigenvalue problem defined through these particular mass and stiffness matrices are given in Equation 20.

\[ \Lambda = \begin{pmatrix} 10.99, 19.12 \end{pmatrix} \tag{20} \]

Our aim for this problem will be to find some \( \Delta M \) and \( \Delta K \) matrices which will transform the system eigenvalues into those specified by Equation 21.

\[ \Lambda^* = \begin{pmatrix} 2.00, 5.00 \end{pmatrix} \tag{21} \]

In particular we shall work to minimise the objective function defined previously in Equation 3 in order to find the associated the \( \Delta^* \) matrices. We assume without loss of generality that the \( \Delta \) matrices are upper triangular, and real valued since the underlying \( M \) and \( K \) matrices are Hermitian and so are by definition symmetric. That is, it suffices to perturb only the upper (or lower) triangular portion of the \( M \) and \( K \) matrices. This means that for each of \( \Delta K \in \mathbb{R}^D \) and \( \Delta M \in \mathbb{R}^D \), there are \( D(D + 1)/2 \) free parameters. In this way the amount of free parameters grows on the order of \( \mathcal{O}(D^2) \). We thus use random projections to reduce the effect of this quadratic
complexity. One convergence was run for a random projection which reduced the overall dimensional size by an order of magnitude, and another was reducing it by a factor of a half. Convergence results are shown in Figure 4.

(a) The average convergence rates of a 110 dimensional space and a 10 dimensional space.

(b) The average convergence rates of a 110 dimensional space and a 50 dimensional space.

Figure 4: A comparison of the convergence rates between the full-dimensional optimisation problem, and the reduced dimension problem.

From Figure 4a it would appear that the initial rate of decrease of the random embedding space is slightly faster than the full dimensional space. However, as Figure 4a then further suggests, although a low dimensional space may give a faster initial convergence rate, if the dimensionality reduction is too great, the optimisation routine can become plateau after a certain amount of iterations. This is seen in Figure 4a as the random embedding space remains at approximately $10^0$ after iteration 9. Thus it is clear that with this level of dimensionality reduction (for this particular problem), decreasing the dimensions by an order of magnitude seems to introduce a bias into the optimisation problem. It is conjectured that this is because the value of ‘10’ lies well below the effective dimension (the $d_e$ value) for this problem. This hypothesis is supported if we examine the same optimisation problem but instead reduce the exploration space to 50 dimensions as in the case of Figure 4b. We notice that not only do we have the faster initial decrease in optimisation rate, but also we converge to better values, faster.

The reader may additionally notice that in Figure 4a the 110 dimensional space reaches values as low as $10^{-6}$, but in Figure 4b it apparently stalls at $10^0$. However this is only due to the truncation of the plotting, since at has been hinted at approximately iteration 98 the full dimensional space starts to decrease its magnitude value again. But this only serves to demonstrate the notion within a
100 iteration limit the random projection has allowed to the optimisation to converge better values, significantly faster on average. Indeed, the full dimensional space will eventually reach values as low as $10^{-6}$, however this toy problem suggests that on average it will not be as fast. Also note that since Figure 4B does not exhibit the same bias problems as in Figure 4A it would appear that $10 \leq d_{e} \leq 50$. Hence although we have not been able to determine the effective dimension, we can infer a range of existence for it.

Also important to take note off is that for this problem the JL Lemma is not readily applicable since this 110 dimensional space is too low for the Lemma to take practical significance. In particular, if we set $n = 110$ and assume error values of $\varepsilon \in \{0.1, 0.3, 0.7, 1.0\}$ we arrive at Table 1.

| Distortion Error (%) | 10  | 30  | 70  | 100 |
|----------------------|-----|-----|-----|-----|
| Dimension            | 4029| 523 | 143 | 112 |

Table 1: How the distortion error effects the corresponding dimension of the mapped subspace, for $n = 110$ in accordance with the JL Lemma.

From Table 1 we see that for our toy problem, for an initial dimension of 110, the sufficient dimension to guarantee no more than a 10% error in the Euclidean distances between points in the new space is $4029 >> 110 > 50$. This number seems unreasonable because in lower dimensions the bounds predicted by the JL Lemma are not tight. That is these bounds serve give an idea of sufficiency. Consequently by inspecting the mathematical equation of this bound, if the initial number of points is relatively low (as is the case for this toy example) we will not achieve a practically meaningful answer. However an important takeaway from the JL Lemma is that its formulation makes no reference to the initial dimension of projection, only the number of points considered, and so whether or not we began with 110 points, or $110^{110}$ points, the sufficient dimension to guarantee no more than a 10% error between points after a random embedding is $110 < 4029 << 110^{110}$. Thus in this case it can be concluded that the initial $n = 110$ value is too small for the JL Lemma to be directly useful.

3.2 One-Dimensional Boeing-737 Finite Element Problem

Here we shall explore how the PSO algorithm coupled with random embeddings may be exploited to assist in solving a truncated version of the generalised inverse eigenvalue problem for a 1D Boeing 737-300 (B737) Finite Element (FE) problem. In particular the model used to analyse the B737
plane is outlined in Figure 5. This model is based upon one found in Theory of Matrix Structural Analysis [23].

![Diagram of a Boeing 737-300 model with fuselage mass and wings](image)

(a) Frontal view of 1D Boeing 737-300 model showing the fuselage mass, and the wings.

![Diagram of a 1D point-mass FE discretisation of the Boeing 737-300 model](image)

(b) Frontal view of the 1D point-mass FE discretisation of the Boeing 737-300 model.

Figure 5: Frontal views of the 1D Boeing 737-300 model which shall be used in the inverse eigenvalue problem. Images based upon Przemieniecki [23].

In Figure 5 it is assumed that the total wing mass is uniformly distributed over the wing span of length $2L$, and its mass is $2M_w$. Moreover the total mass of the fuselage is $2M_F$. The wing elements are approximated as being finite element beam structures and have flexural stiffness given by $EI$, with the effects of shear deformations and rotary inertia neglected. Assuming only two FE nodes were used in this model, then the one element FE beam matrix for this problem is outlined in Equation 22, where $R$ denotes the mass ratio between the fuselage and the wing, that is, $R = M_F/M_w$, and $\mathbf{q} = \left[ w_1, \frac{\partial w_1}{\partial x}, w_2, \frac{\partial w_2}{\partial x} \right]^T$. In order to estimate a value for $R$ the parameters for a B737 where obtained from literature, and summarised in Tables A.4 to A.6. In order for the FE model to increase its accuracy more nodes must used, which involves constructing a large block matrix using the elements defined in Equation 22.
\[
\begin{pmatrix}
EI \
\frac{L^3}{L^3}
\end{pmatrix}
\begin{bmatrix}
12 & \text{symmetric} \\
6L & 4L^2 \\
-12 & -6L & 12 \\
6 & 2L^2 & -6L & 4L^2 \\
\end{bmatrix}
- \lambda M_w
\begin{bmatrix}
\frac{13}{35} + R & \text{symmetric} \\
\frac{11}{210}L & \frac{L^2}{105} \\
\frac{9}{70} & \frac{13}{240}L \\
\frac{13}{420} & \frac{-L^2}{140} & \frac{-11L}{210} & \frac{L^2}{105} \\
\end{bmatrix}
\begin{bmatrix}
q \\
= 0
\end{bmatrix}
\]

As per the recommendation of Przemieniecki [23], the modal analysis of this structure may be separated into its symmetric and asymmetric counterparts, since this wing is symmetric around its fuselage centre. In order to enforce a symmetric condition, the second row and column of Equation (22) needs to be removed since it represents a degree of rotational freedom of the fuselage mass. For symmetry the fuselage mass is only allowed the move in a translational sense (up and down), and as such should not have any gradient (that is, not be able to rotate about some axis). The opposite is true in the case of anti-symmetry where instead the first row and column of the mass and stiffness matrices were removed, since in the case of asymmetry, the fuselage is allowed to rotate about an axis and thus have a defined gradient. Note that although doing this will not dramatically change the eigenvector response of the full system (if they are scaled properly), it can shift the eigenvalues appreciably.

In order to assess the validity of this symmetric - asymmetric separation, Figures 6 and 7 representing the modal responses were constructed. Firstly, the mode shapes are consistent with those formulated by Przemieniecki [23], and clearly there exists symmetry and asymmetry for the two shapes. Moreover we notice that the effect of the fuselage mass does have an appreciable albeit small effect on the symmetric modes, and no visible effect on the asymmetric modes, which agrees with Przemieniecki’s analysis, and general intuition. This is because the removal of the first row and columns of the elemental beam matrix results also removes the \( R \) variable. Notice also that in both cases (symmetric and asymmetric) there is an unconstrained mode, which mathematically exists due to the FE model having no fixed boundary conditions.

In order to simplify analysis only the symmetric bending mode cases are considered, since as Figure 6a demonstrates, it takes into account the effect of the B737 model through the \( R \) variable. As before with the toy example, without loss of generality we aim to formulate the \( \Delta \) matrices as upper triangular matrices, and perform the random embedding on these upper triangular matrices. However, different to the former case is that due to the reformulation of the problem as an FE model, it is now possible to arbitrarily grow the dimensionality of the problem by increasing the
amount of elements of the FE model so that the optimisation problem can grow arbitrarily large, allowing for a more rigorous analysis of the potential usefulness and effects of random projections.

The first three non-dimensional symmetric-mode frequency values of the system under investigation are given in Table 2. The frequency values given are non-dimensionalised according to $\lambda^2 \sqrt{M_w L / (EI)}$, and $R = 0$ refers to the base-line reference (if the aircraft purely consisted of beam elements and no fuselage mass), whereas $R = 1.35$ refers to the B737 aircraft parameters, which are the values we will use in the optimisation procedure. As was mentioned earlier, the existence of the fuselage mass does indeed alter the eigenvalues in an appreciable manner. For the optimisation problem, we aim to alter the first three non-dimensional frequencies of the symmetric bending mode to become: $\omega = [2, 7, 22]$. That is we would like the following mapping to occur between

(a) The first two symmetric bending modes (modes 1 and 2).

(b) The second two symmetric bending modes (modes 3 and 4).

Figure 6: Symmetric bending modes for the 1D B737 FE model.

(a) The first two asymmetric bending modes (modes 1 and 2).

(b) The second two asymmetric bending modes (modes 3 and 4).

Figure 7: Asymmetric bending modes for the 1D B737 FE model.
the eigenvalues, $[0, 4.09, 23.36] \rightarrow [2, 7, 22]$. This is why only the first three eigenvalues are shown in Table 2. Note however any number of eigenvalues may be used, and that from a physical point of view, it does not necessarily make sense to be transforming the first eigenvalue from ‘0’ to ‘2’ since this changes the constraints of the system (as ‘0’ represents rigid body motion). However, the emphasis of this paper is to explore PSO as applied to inverse structural eigenvalue problems in parallel with random projections, and so the objective functions were chosen arbitrarily.

| Frequency Number | $R = 0$ | $R = 1.35$ |
|------------------|---------|-------------|
| 1                | 0       | 0           |
| 2                | 5.59    | 4.09        |
| 3                | 30.23   | 23.36       |

Table 2: First three non-dimensional symmetric-mode frequency values, of the FE model aircraft, non-dimensionalised by $\lambda^2 \sqrt{M_w L/(EI)}$, where $R = M_F/M_w$ is the fuselage-to-wing mass ratio.

The convergence behaviour for this optimisation problem is shown in Figure 8. In all three cases we note extremely similar behaviour as compared to the toy example. That is, convergent behaviour in the lower dimensional space is initially and consistently much faster in the sense that (faster in the sense that with less iterations, the random embedding method tends to have a much lower objective function magnitude). Eventually however, the full dimensional space does tend to approach similar values to the random embedding but this is to be expected, since the full system always perfectly describes the problem, and the problem at hand also does seem to possess a very low effective dimensionality, implying that the optimisation procedure may not need to actively explore all possible dimensions. That is, although the full dimensional space seems high, the particle swarm doesn’t need to explore it fully to obtain a good solution. Regardless of the conjectured advantages of this particular problem, the random projection assists in the notion of faster convergence behaviour across all areas.

In order to explore the capabilities of random embedding even further, it was applied to a case of a 100 element model for the aircraft. This resulted in a large search space of 40602 free parameters to explore for optimisation. It was proposed to reduce the dimensionality of the problem by 99.3% resulting in a random embedding space of only 300 free parameters. In addition to this, the total amount of particles used in the swarm was reduced by a factor 2 (from 500 to 250). The result of
(a) Convergence of a 5 element discretisation resulting in 132 free parameters.

(b) Convergence of a 10 element discretisation resulting in 462 free parameters.

(c) Convergence of a 35 element discretisation resulting in 5112 free parameters.

Figure 8: Convergence behaviour of the optimisation problem comparing the full dimensional, and dimensionally reduced spaces. In all cases a population of 500 particles were used, and a standard dimensional reduction of 80% was used for consistency.

This is shown in Figure 9.

From Figure 9 once again extremely similar behaviour can be observed as in the previous problems. That is, the lower dimensional space is able to achieve much lower objective function magnitudes, a lot more rapidly. Moreover in this example, it was shown to be able to do this not only in less iterations, but also with less overall particles. In addition, the overall converged solution of this lower dimensional space is much better than the full dimensional solution which simply found it very difficult on average to converge to good values due to the enormous search space. The full dimensional solution could only converge on the order of $10^0$ on average, whereas the reduced dimension solution is able to converge to a value on the order of $10^{-2}$ on average.
Figure 9: An extreme example showcasing the convergence of a 100 element discretisation resulting in 40602 free parameters. A dimension reduction of 99.3% was used.

Thus as this paper has consistently demonstrated, through the use of random embedding we are able to significantly increase the speed and quality of convergence of a PSO optimiser, in terms of using less overall particles, coupled with less total iterations, ultimately leading to greater overall computational efficiency, in less total time. Note in this case we say ‘a’ solution since the inverse eigenvalue problem with incomplete modal information is in a well known ill-conditioned problem and there does exist many locally optimal solutions. However the main purpose of this paper was not to explore the ability to achieve the global optima (which for the inverse eigenvalue problem, may not necessarily even be the best solution depending on context), but to analyse the applicability of using random projections alongside PSO in order to study the efficiency of an underlying optimisation procedure in the field of structural engineering.

A further point of discussion for the extremely high dimensional problem explored in Figure 9 is to consider the level of distortion that has occurred to the original surface when projecting down to a surface which has 99.3% less overall dimensions. Table 3 summarises the relationship for $n = 40602$ for the JL Lemma. Here we note that for a 70% average discrepancy between the pairwise Euclidean distances of the points in the new lower dimensional space, 325 dimensions are sufficient, which is comparable to what was used in Figure 9. Thus the geometry between adjacent points in this new subspace are most likely significantly different to what was in the original high dimensional space. Regardless however, it was nevertheless possible to converge to extremely good values suggesting that even though there may be a large geometric distortion, $d_e \leq 300$. And thus by Theorem 4.1 there exists a solution (or several), which we are able to find due to the strength...
of the black-box PSO algorithm. Note however that if we did not opt to reduce the dimensions by 99.3%, but by a factor of $\approx 80\%$ we could still optimise with 9096 dimensions and achieve no more than 10% error in the pairwise Euclidean distances between points. However the surface distortion issue does not appear to be a huge problem given that the problem has a low underlying effective dimension, and a good optimiser is used (as is the case of PSO).

| Distortion Error (%) | 10 | 30 | 50 | 70 | 100 |
|----------------------|----|----|----|----|-----|
| Dimension            | 9096 | 1180 | 510 | 325 | 255 |

Table 3: How the distortion error effects the corresponding dimension of the mapped subspace, for $n = 40602$ in accordance with the JL Lemma.

Lastly it is important for the reader to note that the solutions obtained in this paper will be nonphysical. This is because the $\Delta$ matrices are assumed to be full rank, upper-triangular matrices, without physical constraints applied to them (apart from symmetry being enforced via the upper-triangular nature of $\Delta$). In order to enforce complete physicality of the solution it would be necessary to place constraints in the search space (either through equality and or inequality constraints). This idea has been explored partly by previous authors [22, 23], but it remains an open question in the case of truncated modal systems. Nevertheless, although it would be trivial to place constraints on the systems explored in this paper, it reamins that the purpose of this paper is to explore the viability of dimensionality reduction for structural vibration problems, of which the results appear to be extremely promising. The placement of constraints would not allow the justified exploration of spaces as high approximately 40000 in the case of 1D FE model structures.

4. Conclusion

Random projection is a popular technique used to reduce the dimensionality of a problem. It has been demonstrated in this paper that by using random projections we were able to successfully perform optimisation in this lower dimensional space which resulted in much faster overall convergence, faster in the sense that on average less iterations were required to achieve much better results. This was demonstrated on an example 10-dimensional toy problem, as well as on a 1-D FE model of a Boeing 737-300 aircraft. Moreover the existence of a moderately small effective dimension was predicted to exist for generalised inverse eigenvalue problems which have Hermitian
matrices. Moreover it was demonstrated experimentally that gradient-based approaches for performing optimisation for eigenvalue problems may necessitate prohibitively small step sizes, which tends to suggest that non-gradient, black-box optimisation methods may be preferred for these types of problems.
Bibliography

References

[1] Klaus-Jürgen Bathe and Edward L Wilson. Solution methods for eigenvalue problems in structural mechanics. *International Journal for Numerical Methods in Engineering*, 6(2):213–226, 1973.

[2] Isaac Elishakoff. Some questions in eigenvalue problems in engineering. In *Numerical Treatment of Eigenvalue Problems Vol. 5/Numerische Behandlung von Eigenwertaufgaben Band 5*, pages 71–107. Springer, 1991.

[3] EES Lima and LFJ Fernandes. Assessing eigenvalue sensitivities [power system stability]. In *Power Engineering Society Summer Meeting, 2000. IEEE*, volume 3, pages 1958–vol. IEEE, 2000.

[4] Morten Hartvig Hansen. Aeroelastic instability problems for wind turbines. *Wind Energy: An International Journal for Progress and Applications in Wind Power Conversion Technology*, 10(6):551–577, 2007.

[5] JD Day. Run time estimation of the spectral radius of jacobians. *Journal of computational and applied mathematics*, 11(3):315–323, 1984.

[6] Miao Sun, Mehrisadat Makki Alamdari, and Hamed Kalhori. Automated operational modal analysis of a cable-stayed bridge. *Journal of Bridge Engineering*, 22(12):05017012, 2017.

[7] Moody Chu, Gene Golub, and Gene H Golub. *Inverse eigenvalue problems: theory, algorithms, and applications*, volume 13. Oxford University Press, 2005.

[8] Moody T Chu. Inverse eigenvalue problems. *SIAM review*, 40(1):1–39, 1998.

[9] Russell Eberhart and James Kennedy. A new optimizer using particle swarm theory. In *Micro Machine and Human Science, 1995. MHS’95., Proceedings of the Sixth International Symposium on*, pages 39–43. IEEE, 1995.

[10] Frans Van den Bergh and Andries Petrus Engelbrecht. A convergence proof for the particle swarm optimiser. *Fundamenta Informaticae*, 105(4):341–374, 2010.
[11] Hirotaka Yoshida, Kenichi Kawata, Yoshikazu Fukuyama, Shinichi Takayama, and Yosuke Nakanishi. A particle swarm optimization for reactive power and voltage control considering voltage security assessment. *IEEE Transactions on power systems*, 15(4):1232–1239, 2000.

[12] Aditya Vishwanathan, Prasad Cheema, and Gareth Vio. Multi-particle swarm optimization used to study material degradation in aeroelastic composites including probabilistic uncertainties. In *Evolutionary Computation (CEC), 2017 IEEE Congress on*, pages 2458–2464. IEEE, 2017.

[13] A Vishwanathan, P Cheema, GA Vio, et al. Robust optimisation of time-varying aeroelastic composite structures using multi-particle swarm optimization. In *17th Australian International Aerospace Congress: AIAC 2017*, page 599. Engineers Australia, Royal Aeronautical Society, 2017.

[14] Zwe-Lee Gaing. A particle swarm optimization approach for optimum design of pid controller in avr system. *IEEE transactions on energy conversion*, 19(2):384–391, 2004.

[15] Ella Bingham and Heikki Mannila. Random projection in dimensionality reduction: applications to image and text data. In *Proceedings of the seventh ACM SIGKDD international conference on Knowledge discovery and data mining*, pages 245–250. ACM, 2001.

[16] William B Johnson and Joram Lindenstrauss. Extensions of lipschitz mappings into a hilbert space. *Contemporary mathematics*, 26(189-206):1, 1984.

[17] Ziyu Wang, Frank Hutter, Masrour Zoghi, David Matheson, and Nando de Feitas. Bayesian optimization in a billion dimensions via random embeddings. *Journal of Artificial Intelligence Research*, 55:361–387, 2016.

[18] Jacob R Gardner, Matt J Kusner, Zhixiang Eddie Xu, Kilian Q Weinberger, and John P Cunningham. Bayesian optimization with inequality constraints. In *ICML*, pages 937–945, 2014.

[19] Gabriel Krummenacher and Brian McWilliams. Radagrad: Random projections for adaptive stochastic optimization, 2014.
[20] Frans Van den Bergh and Andries Petrus Engelbrecht. A study of particle swarm optimization particle trajectories. *Information sciences*, 176(8):937–971, 2006.

[21] Russ C Eberhart and Yuhui Shi. Comparing inertia weights and constriction factors in particle swarm optimization. In *Evolutionary Computation, 2000. Proceedings of the 2000 Congress on*, volume 1, pages 84–88. IEEE, 2000.

[22] Dmitri D Sivan and Yitshak M Ram. Mass and stiffness modifications to achieve desired natural frequencies. *Communications in numerical methods in engineering*, 12(9):531–542, 1996.

[23] Janusz S Przemieniecki. *Theory of matrix structural analysis*. Courier Corporation, 1985.

[24] Pär Olsson and Per Lidström. Inverse structural modification using constraints. *Journal of sound and vibration*, 303(3-5):767–779, 2007.

[25] John William Ransom Taylor. *Jane’s All the World’s Aircraft: Founded in 1909 by Fred T. Jane*. Macdonald and Janes’s, 1976.

[26] Daniel P Raymer. Aircraft design: a conceptual approach, american institute of aeronautics and astronautics. *Inc., Reston, VA*, 21, 1999.

[27] Boeing. 737 Airplane Characteristics for Airport Planning. Technical report, Boeing, 09 2013.
Appendix A. Boeing 737-300 Data and Formulation

An overview of the data used in modeling the 1D FE model B737 structure is presented in this section, as well as a the technical diagram used to extract some of its lengths.

| Parameters                  | Value   | Units |
|-----------------------------|---------|-------|
| Cruise Velocity             | 725.43  | ft/s  |
| Cruise Altitude             | 30000   | ft    |
| Air Density at Cruise       | $8.91 \times 10^{-4}$ | slugs/ft$^3$ |
| Dynamic Pressure            | 234.44  | lb/ft$^2$ |
| Ultimate Load Factor        | 5.7     | -     |
| Design Gross Weight         | 109269.60 | lb |

Table A.4: General Flight Parameters, available from *Jane’s all the World’s Aircraft* [25].

| Parameters        | Value   | Units |
|-------------------|---------|-------|
| Length            | 105.94  | ft    |
| Depth             | 12.33   | ft    |
| Wet Area          | 4104.80 | ft$^2$ |
| Tail Length       | 15.89   | ft    |
| Cabin ∆ Pressure  | 8.00    | Pa    |

Table A.5: Fuselage Parameters, available from *Jane’s all the World’s Aircraft* [25].

| Parameters                  | Value   | Units |
|-----------------------------|---------|-------|
| Wet Area                    | 1133.90 | ft$^2$ |
| Weight of Fuel in Wing      | 35640.00 | lb |
| Aspect Ratio                | 9.16    | -     |
| Wing Sweep at 25% MAC       | 25.00   | degrees |
| Thickness-to-Chord ratio    | 8.00    | -     |

Table A.6: Wing Parameters, available from *Jane’s all the World’s Aircraft* [25].
The equations used for estimating the fuselage and wing masses are available from Roskam [26], in particular the Equations used below refer to Equations (15.46), and (15.49) in Roskam. All terms of the below equations are defined in this reference.

\[
W_{\text{wing}} = 0.036 S_{w}^{0.758} W_{f w}^{0.0035} \left( \frac{A}{\cos^2 \Lambda} \right)^{0.6} q^{0.006} \lambda^{0.04} \left( \frac{100 t/c}{\cos \Lambda} \right)^{-0.3} (N_{z} W_{d g})^{0.49} \quad (A.1)
\]

\[
W_{\text{fuselage}} = 0.052 S_{f}^{1.086} (N_{z} W_{d g})^{0.177} L_{t}^{-0.051} (L/D)^{-0.072} q^{0.241} + W_{\text{press}} \quad (A.2)
\]

\[
W_{\text{press}} = 11.9 + (V_{pr} P_{\delta}) \quad (A.3)
\]
Figure A.10: Design views of the Boeing 737 aircraft used to estimate certain lengths in Tables A.4 to A.6 [27].