Averaged Scale in Electronegativity Joined to Physicochemical Perturbations. Consequences of Periodicity

Antonio Campero and Javier Alejandro Díaz Ponce*

ABSTRACT: In this work, we propose a new representative electronegativity scale $\chi_{DC}$ based on a statistical analysis of 11 electronegativity scales associated with electric ionic resonance energy, ionization potential, electron affinity, polarizability, electric force, average orbital energy, chemical potential, electrochemical reduction potential, and electric potential energy. Among these scales, it is the new PE $E^o$ electronegativity scale, which relates the reduction potential $E^o$ to Pauling’s electronegativity scale. The scale $\chi_{DC}$ gives more weight to the physicochemical factors, which influence the electronegativity, but this scale is not necessarily the best electronegativity scale for the element. This scale is based on (1) the average of the experimental electronegativity values; (2) the proximity of an experimental value to the average given by the difference and the ratio to this average; (3) in critical cases, the periodicity network of the periods and the groups; and (4) the periodicity of the sequence of the ratios of the experimental electronegativity values to the best-selected electronegativity value. We have also taken as probe scales Nagle’s, Alred and Rochow’s, Allen’s (Hoffman’s and Politzer’s), PE $E^o$, Gordy’s, and Ghosh’s electronegativity scales in order to investigate the trend of the physicochemical factors which influence the electronegativity. With this trend, we have determined zones where a physicochemical property influences the electronegativity more. We have also found that physicochemical perturbations such as the orbital overlap, the stable configurations, the nephelauxetic effect, the width of the band gap, the ligand field stabilization energy, the penetration of the orbitals, and the lattice energy influence the electronegativity. Besides, we have analyzed the exactness of the electronegativity of the scales through the periodical ranking, the chemical tripartite separation among ionic, covalent, or metallic bond (taking into account the amplitude of the metalloid band), and the physicochemical property of bond force. The representative $\chi_{DC}$ electronegativity scale is the best in periodicity, followed by Batsanov’s and Pauling’s scales. In the type of chemical bond, the ranking depends on the number and kind of compounds in the sample, but in general, Pauling’s, the ARS, and Batsanov’s electronegativity scales are the best with a confidence interval of 95%. On the other hand, in the physical bond force, Batsanov’s, Pauling’s, Mulliken’s, Nagle’s, Allen’s, the ARS, and the $\chi_{DC}$ electronegativity scales are the best scales. Also, we have considered the free atom and the in situ hypotheses of electronegativity and used the low and high oxidation states to verify these hypotheses. Besides, as an example of the utility of this ranking of scales, we have analyzed the relation of lanthanum La and lutetium Lu to Group 3, lanthanides, and hafnium Hf. We also analyze the vertical, horizontal, Knight’s move, and isodiagonal periodicity of the electronegativity and associate this periodicity to a similar chemical–physical behavior of elements or ions.

INTRODUCTION

The electronegativity $\chi$ is a chemical concept that helps to predict the physical state of a compound and to elucidate the chemical reaction mechanism because the electronegativity defines the rank of the power to attract and hold electrons by an element or ion in a molecule. Thus, the difference between the electronegativity values of the elements predicts the kind of chemical bond of a compound (covalent or ionic) and their reaction mechanism (electrophilic or nucleophilic). Mulliken has emphasized that electronegativity must take into account the hybrid valence states of an element and the promotion energies to get these states and not only the ionization and affinity ground energies. In this way, it can be concluded that electronegativity depends on the surrounding chemical environment (in situ hypothesis) and then the electronegativity of ions can be evaluated as Sanderson has proposed. On the contrary, some researchers sustain that electronegativity is only a free atom (isolated) property based in the ground state of the atom. Paraphrasing Pauling’s definition of electronegativity: when changes of the oxidation state of an element produce similar changes in the ionic resonance energy, we can have a similar value of electronegativity. For this reason, electronegativity can be equal in the free atom and the ionic oxidation states. Then, the in situ
and the free atom hypotheses could give similar electronegativity values, because the electronegativity is an average in the attraction of electrons between two oxidation states. In general, there are different methods for evaluating the electronegativity based on, for example, spectroscopic and thermochemical properties. On the other hand, it has been claimed by many workers that the electronegativity scales are qualitative, because of the variation of the bond length, that is, the bond energy in different compounds produces a variation of the electronegativity. This variation in the values of electronegativity caused that this property is only tabulated for groups 14–16 by Cotton and Wilkinson. In another evaluation, Pauling’s electronegativity scale was found to be more valid only for groups 1 and 2 and periods 2 and 3, that is, for 25 elements of the Periodic Table and in certain cases the ionic resonance energy was negative. Nevertheless, the average range of values of Pauling’s electronegativity scale between 2.5 and 2.65 has been used as limits to define the superconductivity state in high Tc superconductors, considered in the lanthanides, see below, and the free atom hypotheses could give similar electronegativity values, because the electronegativity is an average in the attraction of electrons between two oxidation states. In general, there are different methods for evaluating the electronegativity based on, for example, spectroscopic and thermochemical properties. On the other hand, it has been claimed by many workers that the electronegativity scales are qualitative, because of the variation of the bond length, that is, the bond energy in different compounds produces a variation of the electronegativity. This variation in the values of electronegativity caused that this property is only tabulated for groups 14–16 by Cotton and Wilkinson. In another evaluation, Pauling’s electronegativity scale was found to be more valid only for groups 1 and 2 and periods 2 and 3, that is, for 25 elements of the Periodic Table and in certain cases the ionic resonance energy was negative. Nevertheless, the average range of values of Pauling’s electronegativity scale between 2.5 and 2.65 has been used as limits to define the superconductivity state in high Tc superconductors, considering the compression of the ionic radius by the pressure. Even the free solvation of gaseous cations of Group 1, the percentage of ionicity, and the bond energy, for example, have been predicted by the values of electronegativity. Then, it is important to establish an electronegativity scale in order to weigh the most important factors that influence electronegativity.

The subsequent scales of electronegativity have as an antecedent Berzelius’ electronegativity scale, which was based on chemical experience and has a good linear correlation with Pauling’s scale. In this way, it can be concluded that the electronegativity scales are rank scales: the order of an element is given by its relation to the high and low limits of any property related to the attraction and holding of electrons. For this reason, it is not easy to define the electronegativity scale with quantum mechanical concepts. However, the concept of absolute electronegativity χ has been well defined as the variation of the energy E with the change of charge Q in an atom or ion, that is, the minus of the chemical potential μ or Lagrange multiplier with the constraint of N electrons at constant external one-potential V.15

\[
\chi = -\frac{\delta E}{\delta Q} = \left(\frac{\partial E}{\partial Q}\right)_V = -\mu
\]

(1)

in which δ indicates functional derivative, \(\delta E\) indicates a positive increase of the energy by the increase of \(\delta N\) electrons, and we must consider the problem of the discreteness of the number of electrons \(N\) in an isolated molecule in the derivative, but this consideration is not present in solution.15e

In order to find the best value of electronegativity, we have considered as relevant the following 11 electronegativity scales (in Pauling units) associated with the energy, polarizability, electric force, and within them, scales that do not have an associated specific and/or exact physicochemical property15a (1) Pauling’s electronegativity scale \(P\) given by the ionic resonance electronic energy of a binary compound, (2) Mulliken’s electronegativity scale \(M\) based on the average of the ionization potential and affinity energies of a hybrid orbital considering the valence promotion energies, (3A) Nagle’s polarizability electronegativity scale \(N\) based on the inverse of the electronic atomic polarizabilities \(\alpha = (4/3\pi r^3)\), 19 \(N = 1.66 (n/\alpha)^{1/3} + 0.77\), which is indicative of the rigidity of the electronic cloud. It considers that the electrons \(n\) that produce the polarizability are those of the highest occupied molecular orbital (HOMO). Thus, the polarizability in the transition metals in this scale is produced by the \(ns^2\) electrons of the HOMO, (3B) Sanderson’s electronegative scale \(SP\), which considers the ratio of the electronic density \((=Ze/r^3)\) of an element or ion to the isoelectronic Ze density of the noble gas (dimensionless) of the same period. In reality, this scale is an inverse ratio of electronic atomic polarizabilities \(\alpha = (4/3\pi r^3)\), and for this reason, this scale depends on the electronic polarizability of the element or ion normalized by the electronic cloud rigidity of the noble gas. We have considered the conversion of the stability ratios SR to Sanderson’s Pauling scale SP with the relation 21

\[
SP = 0.21(SR) + 0.77
\]

because the last relation of Sanderson 14a

\[
SP = 0.64 (SR + 0.5)
\]

gives more distances to the other electronegativity scales. The parabolic relationship was also found between, for example, Pauling’s and Mulliken’s electronegativity scales. Also, we have taken the electronegativity values of groups G1 and G2, which are nearer to the other electronegativity scales, (4A) Allred and Rochow’s electronegativity scale AR based on the electric force that attracts an electron to the nucleus. In this case, we have used the Slater shield constants and this scale is named ARC, (4B) Allred and Rochow’s scale, which considers Clementi and Raymondi’s shield constants.23 ARC evaluated in this work (TW), (5) Allen’s electronegativity scale A or AM based on the average energy of an electron of the orbital n in the valence shell of the ground state of a free atom named configurational energy CE (energy units). We have added the recent values of electronegativity of the transition elements given by Mann.24 We have also calculated the electronegativity values for the lanthanides with the values of resonance and interchange integrals also reported by Mann with the help of the Clebsh–Gordon coefficients reported by Condon and Shortley, for the k indexes of the spherical harmonics for the two-electron configurations 6s, 4f 6s, 5p 6s, and 5d 6s, (6) electronegativity new scale PE based on the reduction standard potential \(E^0\) that is described in the methodology section, (7A) Gordy’s electronegativity scale G, which is related to the electronic potential \(V\) defined as the work (energy) of translating a punctual charge \(q\) from the infinite to the atomic radius of the element, which is related to Mulliken’s ionization energy \(EI\) and Allred’s configurational energy CE. Gordy’s electronegativity scale G is a thumb’s scale based on the number of electrons \(n\) of the valence orbital and using the formula: \(G = 0.31 (n + 1)/R_{\text{AV}} + 0.5\) with a slope of 0.31. We observed that the lanthanides are in group G3 of the periodic table, and they have periodicity in electronegativity with Sc and La; then, the number of electrons \(n = 3\) was considered in the lanthanides. This consideration allows Gordy’s electronegativity scale to be a first ranking scale in all the lanthanides, see below, and the free atom hypotheses could give similar electronegativity values, because the electronegativity is from a free (isolated) atom and not from an in situ condition. We needed also to convert Ghosh’s electronegativity scale to the Ghosh–Pauling scale GHP and the relation was GHP = −0.56 GH + 0.69 GH = 0.024 GH^2 with \(R^2 = 0.86\). The parabolic relationship was also present in Mulliken’s and Sanderson’s electronegativity scales as described above, and (8) Batsanov’s electronegativity scale B based on the average of different experimental methods. From these scales, the P and ARS
electronegativity scales are the most used in research.\textsuperscript{1b,4a} We have considered that Ghosh’s GHP, Allen’s A, Nagle’s N, Gordy’s G, Allred-Rochow (AR = ARS, ARC), and Sanderson’s SP electronegativity scales evaluate the ground state (free atom) electronegativity with a sequential lesser degree of influence of the ground state. The order of scales that take into account the influence of the chemical environment, with a sequential higher degree is: reduction potential PE\textsuperscript{0}, Pauling P, Mulliken M, and the dispersion of the values of the Pauling scale versus E\textsuperscript{0}. In this way, the sequence is

From free electron electronegativity To In situ electronegativity

GHP > A > N > G > AR > SP > PE\textsuperscript{0} > P > M > dispersion values of P versus E\textsuperscript{0}.

Also, we have formulated the following hypothesis: if the first rank scales are in the middle of the hierarchy of the scales, then the electronegativity of the free atom is similar to the electronegativity in situ. On the other hand, if the more valid scales are Ghosh and Allen electronegativities, then the free (isolated) atom electronegativity hypothesis is more valid. On the contrary, if the more valid electronegativity scales are Mulliken’s electronegativity scales and the dispersion of the values of P versus E\textsuperscript{0}, then the in situ electronegativity is more important for the element. Besides, we have extended the evaluation of electronegativity to cations and anions based on the definition of electronegativity of Allred and Rochow.\textsuperscript{29} However, the values extend up to values of ARS = 48 for Os\textsuperscript{8+} because we have considered a linear relationship\textsuperscript{14} between the electronegativity normalized to the Pauling scale and the electric force as the formula of Allred Rochow AR indicates

\[ AR = \frac{35904\pi e_0}{e^2} F_{\text{elec}} 10^{24} + 0.744 \]  

(2)

where

\[ F_{\text{elec}} = \frac{e^2}{4\pi e_0 R^2} \]  

(3)

\( Z^* \) is the effective nuclear charge given by the rules of Slater\textsuperscript{15a} with the supposition that the additional electron of the other atom also participates in the screening of the nuclear charge.\textsuperscript{15a} \( R(m) \) is the radius of the covalent or ionic bond. We consider that these electronegativities are the initial ones before their equalization as Sanderson has explained.\textsuperscript{30}

Therefore, the final equalized electronegativities are near the elements as Lackner has shown for Pauling’s (valence) electronegativity scale compared to Mulliken’s ground electronegativity scale.\textsuperscript{31}

**Periodicity of the Scales and Physicochemical Meaning of the Scales.** In the Supporting Information, Section S-2 gives the trends of periodicity for these 11 scales versus Z and versus the different periods and groups. These trends allow clarifying which elements of the representative and the transition elements are in the metalloid band.\textsuperscript{32} Section S-2 also reports the chemical periodicity and jumps of periodicity. In this way, Batsanov’s electronegativity scale has as many as 11 kinds of chemical jumps of electronegativity, which we associate to stable configurations, as it happens to the chemical jump of Cr–Mn–Fe, with a low electronegativity of Mn. This is provoked by the tendency of Mn\textsuperscript{2+} of getting the more stable configuration d\textsuperscript{0} of ion Mn\textsuperscript{2+} which decreases the electronegativity of Mn (the power to attract or hold electrons). Also, we observe in Figures S9A/B of the Supporting Information of Gordy’s electronegativity scale that La has continuity with period P6 and with group G3, which confirmed our supposition that the number of electrons to be considered is \( n = 3 \), as mentioned above. Besides, an analysis of the van Arkel–Ketelaar’s triangle\textsuperscript{33} of the tripartite separation of the covalent, metallic, and ionic bonds\textsuperscript{34,35} is performed in Section S-2 based on these scales. The tripartite separation uses a relationship between the differences of electronegativity and the value of its electronegativity average as Barbe has reported similarly (in this case it was the slope of these parameters).\textsuperscript{11} We consider that the relation between two electronegativity values as happens in Sproul’s and Barbe’s correlations to define the type of bond that allows normalizing the values and diminish the inexactitude of their values. Besides, the metalloid band given by the electronegativity periodicity versus the periods and groups, Vg. Figure S1B in the Supporting Information, is linked to van Arkel–Ketelaar’s triangle, because its limits of Si and As are intimately linked to the lines which start from the electronegativity values of Si and As in this triangle, Vg. Figure S1C. Also, the lines formed from the electronegativity values of these elements in the van Arkel–Ketelaar’s triangle separate the regions of covalent, metallic, or ionic chemical bonds. We have also considered Sproul’s\textsuperscript{34} and Meek’s\textsuperscript{35} samples for the analysis of van Arkel–Ketelaar’s triangle in the tripartite separation, which are plotted in Section S-2 of the Supporting Information. The first digit between parenthesis in part (a) of these figures is the number of compounds outside the limits of the type of bond, the second, the outside repetitive elements, the third, the half of the elements in the interphase of the metalloid element, and the fourth, the half of the repetitive elements in the interphase. We have not analyzed the exactitude of the electronegativity scales as explained by Sproul\textsuperscript{34} because we consider that each electronegativity scale indicates the measure of its physicochemical property in the type of bond. For example, the PE\textsuperscript{0} electronegativity scale has compounds such as HgNa and LiHg, which are metallic, in Sproul’s and Meek’s sample, respectively, so deep in theionic region as seen in Figures S8E(a)/F(a), because these compounds have a more ion-like character in the PE\textsuperscript{0} scale. In this way, we consider that each scale gives a measure of the power to attract or hold the electrons under its physicochemical property. Then, the difference of electronegativity to Si- or As-lines, in general, of van Arkel–Ketelaar’s triangle in the tripartite separation indicates the degree of metallic, covalent, or ionic bond in the compound by the chemical property, which represents the respective electronegativity scale. Nevertheless, the analysis of outside elements from the regions of covalent, metallic, or ionic bonds was made because of the correspondence of the experimental type of bond and the van Arkel–Ketelaar’s triangle, which indicates the exactness of this triangle in the separation of the type of bond, as seen below. Besides, we have found that the intermediate covalent, metallic, and ionic compounds are in amorphous zones of van Arkel–Ketelaar’s triangle as shown by Meek.\textsuperscript{35} These zones do not correspond to the linear division given by the metalloid band as seen, for example, in Figures S1D(b), S7D(b), and S11F(b) of the Supporting Information for Meek’s sample of Pauling’s P, Allen’s A-M, and Batsanov’s B electronegativity scales: covalent-ionic in the center of van Arkel–Ketelaar’s triangle, ionic-metallic at the left extreme of the triangle (almost linear zone), and covalent-metallic in the low middle of van Arkel–Ketelaar’s triangle. Indeed, the
delimitation of these intermediate zones depends on the number and kind of compounds as seen for Sproul’s and Meek’s samples for Pauling’s electronegativity scale in Figures S1C(b)/D(b) of the Supporting Information. Thus, the delimitation of the zones is irregular and in certain regions interpenetrate for certain electronegativity scales as in SP and PE° scales as shown in Figures S4C(b) and S8E(b) of the Supporting Information for Sproul’s sample. In the case of Meek’s sample, this interpenetration of regions was in the Pauling’s P, Mulliken’s M, Sanderson’s SP, and Batsanov’s B electronegativity scales, as seen in Figures S1D(b), S2D(b), S4D(b), and S11F(b), respectively. Thus, the zones of the intermediate compounds depend also on the kind and number of compounds in the sample. In this way, we consider that the electronegativity scales only give the tendency in the kind of bond, as noted above, and the difference of the coordinates of electronegativity to the lines of separation to covalent, metallic, or ionic bonds does not imply necessarily a degree of exactitude. In particular, it is remarkable that the covalent compounds AlBr3 and AlCl3 appear as ionic in van Arkel–Ketelaar’s triangle for most of the scales in Sproul’s and Meek’s samples as seen in Section S-2 of the Supporting Information. These compounds are soluble in polar and nonpolar solvents. In the case of AlCl3, it conducts the electricity as an ionic compound in acetonitrile because of a coordination 6 in this solvent, although being considered as covalent. The different scales measure this degree of ionic behavior of these compounds associated with their respective physical property and then the difference to the lines is a measure to this degree of ionicity associated to the respective scale. We can make a similar analysis with the compounds CsH, CdHg, and HgLi (in the PE° and GHP scales), SbBr3, and SiBr4 (both in the B scale), for example.

As a general view, in this work, we have ranked the most representative scales of electronegativity related to the energy and proposed three new scales: PE° and GORS, the last one used only as a probe scale, and an averaged scale, the Diaz-Campero’s χDC electronegativity scale. This ranking allows (1) to determine zones when a physicochemical property has more importance in the electronegativity; (2) to analyze that besides the physicochemical properties associated with the electronegativity such as ionic electronic resonance, energy to eject electron dependent on the hybridization, polarizability, electric force, average configurational energy of the electrons, and the relationship between the degree of attraction by one atom and by two atoms, there are other physicochemical factors which have influence: the orbital overlap, the stable configurations, the nephelauxetic effect, the width of the band gap, the ligand field stabilization energy, the penetration of the orbitals, and the lattice energy; (3) to evaluate the periodicity of La and Lu; and (4) to predict the chemical periodicity of the oxidation states of the elements through the Knight’s move, horizontal, vertical, and isodiagonal periodicity.

**RESULTS**

Statistical Analysis of the Network of Electronegativity Scales. *Hierarchy of the Scales*. In order to establish an electronegativity scale which ranks the main factors which affect the electronegativity in the first 86 elements of the Periodic Table, we have compared the values of the P, M, N, SP, ARS, ARC, A, PE°, G, GHP, and B electronegativity scales. In this methodology, the criteria to select the best representative electronegativity value are (1) the average of the experimental value, (2) the best experimental value near the average, (3) importantly, the network of periodicity in groups and periods was used in critical cases as common factor and cluster conditions in the electronegativity scale as seen in the figures of Section S-2 of the Supporting Information. This analysis was nuanced by the group and period sequence of the ratios to the average of all the electronegativity scales. The ratios used as both common and cluster factors (4) the chemical–physical relations between key elements (Section S-8 in the Supporting Information).

The criteria and fundamentals for establishing the best-selected value of electronegativity on the basis of the average were as follows:

1. We emphasize that Pauling has given the exact definition of electronegativity: power to attract or hold electrons. Each electronegativity scale measures partially this property. In this way, the measurement of this property by the electric force in the Allred Rochow electronegativity scale, for example, does not consider the equalization of electronegativity between both elements or the influence of the orbital overlap in the power to attract the elements. Besides, Pauling’s resonance energy related to the energy of the orbitals (as in the Allen supposition) also considers the effect of the radius and the distortion of the lattice structure in the power to attract the electrons, see below, but not the degree of orbital (wave) overlap, for example.

In this way, the weight of these factors depends on the specific element and their physicochemical characteristics: the degree of orbital overlap, Madelung constant of the lattice, penetration of the orbitals, relativistic effect, single, double or other bonds, dispersion of electric charge in the unoccupied electronic orbitals, not only in the lowest unoccupied molecular orbital (LUMO), which is related to the polarizability of the electronic cloud, band gap, and low energy of the LUMO, and so on. Thus, the physicochemical factors are particular variables. The general variable is the physicochemical property of the scale, as the ionic resonance energy of Pauling’s electronegativity scale. Then, there is no specific scale, with its specific physicochemical property, that includes all the factors which influence “the power to attract or hold the electrons”, but rather it includes several of these factors. We consider that the final equalized electronegativities are near that of the element for whichever oxidation state, see above. For this reason, we can make an average of the electronegativity scales. Then, the best representative value associated with this average, see below, of the electronegativity values is the value in which the most important physicochemical factors for “the power to attract the electrons” have more weight. Then, the rank of the scales related to their difference to this best representative value indicates the rank of the most important physicochemical properties which influence the “power to attract or hold the electrons” and their implicit physicochemical factors. Thus, the nearest scale to the average has the most important factors which affect the electronegativity of a specific element. Besides, considering that these factors have...
continuity (periodicity in groups and rows) in the neighboring elements, even in far similar electronic configurations (far periodicity), we can use this periodicity to assign the value of the power to attract or hold the electrons for the element (electronegativity), as a third step in critical cases. Thus, we have found zones in the Periodic Table where a specific physicochemical property (scale) has more weight in
the electronegativity. Its knowledge allows better chemical synthetic combinations with other elements and to understand the physical and chemical behavior of their ions and elements, see below.

2). Trying also to consider the best experimental value near the average because it could be the best electronegativity value for the element, we have assigned it as the representative value of electronegativity of the element if its difference to the average is not higher than 0.03 Pauling units. On the other hand, in lanthanides, because of the little difference between their values the difference is not higher than 0.01. As observed below, the difference of the average to the best experimental value could be higher than 0.03 and for this reason, there are well-suited electronegativity scales which in general best fit a physicochemical property such as the tripartite separation in the type of bond, as explained below. Besides, we have considered as first rank scales those in which the difference to the representative value of electronegative for the element is as much 0.06 and the second rank scales with a difference from 0.6 to 0.12 (there were some values a little higher than 0.12, which allowed having a sequence in the scale ranking of a series of elements in Tables 1 and 2). Importantly, the determined representative value of an element is the value by which the ranking of the scales in the electronegativity can be established, but this value is not always the best in the evaluation of a specific physicochemical property. This is due to the evaluation of the average among the more exact electronegativity scales and the not-well suited scales for an element can produce a departure of the best electronegativity value for this element in the evaluation of a specific physicochemical property. Thus, the representative electronegativity value is near the best values in general, as explained above, and it is the best scale in periodicity. As an a priori consideration, it was considered that this average value was the best in certain cases, but in other cases it gave the most approximated value to the best value of electronegativity, which was uncertain until a specific physical property is evaluated by the electronegativity. With this asseveration, it was expected that the best value of electronegativity was dependent on the specific physicochemical property to be evaluated. Remarkably, however, the constancy of first ranking was for Batsanov’s and Pauling’s electronegativity scales in chemical periodicity, and chemical and physical properties, as seen below. Besides, we also have determined the standard deviation \( \sigma \) (see Table S1 of the Supporting Information). This value gives the reliability of changing the average value by the best experimental value obtained by the periodicity and perturbation of the physicochemical phenomena. Also, this value was, in extreme cases of low dispersion, near the end of the second ranking of the scales. This gives validity to the values of 0.06 and 0.012, which allow having a sequence in the ranking of the scales. Indeed, limits of \( \sigma /4 \) and \( \sigma /2 \) for the first and second rank scales, respectively, do not allow to have a sequence in the ranking of the scales, and for this reason, they were not selected as criteria of the ranking. Examples of the average value, its standard deviation, and the best-selected value are given in Table S1.

3). The statistical analysis of the better experimental electronegativity scales gives a more trustworthy value, but we must emphasize that this value is part of the methodology to select the best value of electronegativity, in which the average, periodicity in groups and periods, and the proximity to an experimental value of electronegativity are fundamental factors. In this context, we evaluate the average by

\[
\chi_{ave} = \frac{\sum w_i (X_i - \chi_{ave}) < \delta \chi_i | i = 1 \rightarrow n}{n}
\]

(4)

where \( w_i \) is the weight of the physicochemical property in the electronegativity, which was 1 for all the selected scales, \( X_i \) is the electronegativity scale (physicochemical property) considered important for the element in question (converted to Pauling’s electronegativity units), and \( \delta \chi \) is the maximal dispersion of \( X_i \) from the electronegativity average. In this equation, it is implied that a physicochemical property that measures the electronegativity of an element must be near the average of the ranking of the other electronegativity scales. If this physicochemical property does not fulfill these conditions, then it must not be taken into account in the electronegativity average. Nevertheless, as the electronegativity scales have periodicity in groups and periods as seen in Section S-2 of the Supporting Information, the selection of the scales on the basis of being near the average must be for all the elements. In this way, Nagle’s \( N \), Gordy’s \( G \), and Ghosh’s GHP electronegativity scales were not important in different zones of the Periodic Table, and their validity was limited: Nagle’s \( N \) scale has similar values of electronegativity in different periods inside the same group of the transition elements as observed in Figure S3B, which is unrealistic. Also, Nagle’s scale is not ranked in the post-transition elements as seen in Table 1, and it has in almost all cases low ratios in periods P4–P6 as seen in Table S4B. On the other hand, Gordy’s scale is a thumb scale, as explained above. This could alter the weighting of a physicochemical property in the average. In the case of Ghosh’s GHP scale, this scale has unrealistic values for the lanthanides and the evaluation in period P6 in the transition elements is high and unrealistic. Then, they were also not considered in the evaluation of the average, but they were considered in the ranking for each element in order to consider the influence of their specific physicochemical property. In this context, Batsanov’s electronegativity scale also was not selected to determine the average of the electronegativity scales, although this scale was ranked, and it was the second more valid scale in periodicity, after the \( \chi_{DC} \) scale, with 57 and 67 elements (1st and 2nd rank) of the 86 elements in the low and high oxidation states, respectively, see below. Indeed, Batsanov’s electronegativity scale is also between the three best scales which separate the elements in covalent, metallic, or ionic bonds as seen in Section S-2 of the Supporting Information, especially in Figures S11E/F compared with the other figures of Section S-2. Unfortunately, we cannot associate a specific physicochemical property to
it. Thus, its inclusion in the evaluation of the average would disturb the weight of the other scales because they are associated with a specific physicochemical property.

In this way, we have used scales associated with the energy (\(V_g\), ionic resonance, configurational, electric potential, Gibbs free energy per unit of charge) to the electric force (in conservative fields it is the gradient of the potential energy in an electric field) or to the polarizability (rigidity of the electronic cloud which is associated implicitly to the electric force and the electric charge): Pauling’s \(P\), Mulliken’s \(M\), the ARS, the ARC, Allen’s A-M, Sanderson’s SP, and the PE* electronegativity scales in the evaluation of best representative value near to the average. Nagle’s N, Gordy’s G, Ghosh’s GHP, and Batsanov’s B electronegativity scales were ranked to this best representative value. In particular, the PE* electronegativity scale allows taking the influence of the different oxidation states in the electronegativity, which was also possible in Batsanov’s scales, but this scale was not considered in the evaluation of the average, as noted above. Then, the PE* scale was the scale in the average that separates the electronegativity of the different oxidation states.

4). The electronegativity implies an initial and a final state of the electronic configuration. Then, the change of energy per electron to produce this transition depends on the stability of the initial and final electronic states and the energetic possibility of the appearance of new electronic states such as it happens in the formation of multiple bonds. The stability of these states is not a classical phenomenon but rather an atomistic wave quantic and, in specific cases, a relativistic phenomenon in which there are jumps of stability because of the transition among interrelated discrete quantic atomic numbers. For these reasons, the chemist-physicist must consider these abrupt changes of periodicity among periods and groups of the Periodic Table with the consideration that the quantic atomic numbers are series and there is an implicit near and far periodicity in their series sequence. In this way, we have observed that Pauling’s, Mulliken’s, and Batsanov’s electronegativity scales take into account these chemical jumps of electronegativity because of changes in the periodicity as seen in Figures S1A/B, S2A/B, and S11A–D of the Supporting Information and described in Sections S-2.1a, S-2.2, and S-2.9.a(b).iii, respectively. The average of these scales with those scales with a continuous periodicity in a period, such as Allen’s electronegativity scale as seen in Figure S7B of the Supporting Information softens this chemical jump, and the change of the electronegativity’s slope indicates this chemical jump in periodicity. In this way, the use of (1a) the bi-dimensional network of near and far periodicity in groups and periods with their chemical configurations, see above, as given in Figure S1B of Pauling’s electronegativity scale, for example, (b) their chemical jumps produced by stable configurations, and (c) the average of their electronegativities which gives more weight to the most important chemical factors, (2a) differences of electronegativity, see above, to their average, which gives the scale ranking, and (b) ratios to the average, see below, for the different scales, which confirms the periodicity, are similar to a common factor38 and cluster analysis,39 in which are analyzed the implicit factors which determine the values of electronegativity of a series of elements and if one element belongs to a group, respectively. In particular, cluster analysis considers the simple differences of values in the elements because the square differences in cluster analysis in a one-dimensional analysis are converted to simple differences. For this reason, we have added the bi-dimensional network ratios. These ratios take into account a particular physicochemical property to the set of overall physicochemical properties in different elements, then, the ratio analysis is part of both a common factor and cluster analysis. Also, the abrupt change in the ranking of the scale or the sequence of the ratios can indicate a change of the chemical periodicity between elements or in a physicochemical property.

In Table 1, the first rank scales are shown at the beginning of the list with green letters for the most important scales and the second rank scales between parentheses for high oxidation states. The ranking for low oxidation states is given in Table S2 of the Supporting Information. The colors and marks in the cells correspond to the higher oxidation states. Ahrland30 has also divided the Periodic Table, using in this concept cases of Pearson’s hard and soft acids and bases classification.31

As seen in Table 1, the most valid scales in the higher oxidation states are Pauling’s \(P\) and Batsanov’s \(B\) electronegativity scales, with 70 (47 in 1st rank, 23 in 2nd rank, out of range 8, and 8 not evaluated) and 63 (42 in 1st rank, 21 in 2nd rank, and out of range 23) elements, respectively. The following more valid scales are the SP (46), ARS (40), \(M\) (35), ARC (34), and PE* (27) electronegativity scales in the first and second rank levels. On the other hand, as observed in Table 1, in most of the elements the \(P\), SP, AR, and PE* electronegativity scales are more valid, indicating that the hypothesis of equality between the free and in situ electronegativities is more common in the Periodic Table.

As seen in Table 1 for high oxidation states, the most valid scale after the best representative scale \(\chi_{DC}\) is Batsanov’s scale with 45 elements in the first rank and 22 in the second rank (67 in total, with one element not evaluated). Batsanov’s electronegativity scale was also the second most valid scale in low oxidation states with 35 and 22 elements, respectively (57 in total, with 12 elements not evaluated) as seen in Table S2. Pauling’s electronegativity scale was the third most valid with 45 in the first rank and 21 in the second rank in high oxidation states (66 in total, with 7 elements not evaluated), and 31 in the first rank and 26 in the second rank in low oxidation states (57 in total, with 18 elements not evaluated). The following more valid scales are the \(G\) (47, 36 total elements in high and low oxidation states, respectively), SP (45, 38), A-M (29, 35), \(M\) (34, 31), ARC (32, 31), and ARS (29, 32) electronegativity scales. On the other hand, as observed in Table 1, in most of the elements, the \(P\) and \(B\) are more valid, and in second place the \(G\) and SP scales, indicating that there is a little tendency to the hypothesis of in situ electronegativity to be more common in the Periodic Table.

As a general overview of the importance of the ranking of the scales:
Sanderson’s electronegativity scale as a first or second rank scale in groups G1–G3, with the exception of La, and in groups G12 to G15, with the exception of Bi, indicates that these elements are more dependent on the polarizability in the evaluation of electronegativity. Indeed, we can explain this behavior of groups G2 and G12 to a higher influence of the polarizability of the ns$^{2}$ and nd$^{10}(n+1)$ s$^{2}$ orbitals, respectively, as a consequence of having neighboring empty p or d orbitals, and p orbitals. On the other hand, the effect of the polarizability analyzed through the SP scale in periods P2 and P3 decreases in the rank of importance from the first rank in Be and Mg to the second rank in B and Al, respectively, as seen in Table 1. In this way, the effect of the normalized polarizability in the electronegativity of Be and Mg is more important in the configuration ns$^{2}$ than in the configuration ns$^{2}$ np$^{1}$ ($n = 2,3$).

The ARS electronegativity scale is a first rank scale from barium Ba to cerium Ce. After this element, this scale is a second rank scale, indicating that with the increment of electrons in the f orbital, the effective nuclear charge Z$^{*}$ and the covalent radius have a middle influence on their electronegativity.

Pauling’s electronegativity scale, in almost all the lanthanides, is a first rank scale, indicating that the high ionic resonance energy with ionic and covalent resonance structures (high nephelauxetic effect) has a higher influence on their electronegativity than only the ionic charge. This high resonance energy is associated with the orbital energy, which is increased by a strong hopping energy $b_{0}$ between the atoms, a lower length of the bonds to the covalent radius as happens from La$^{3+}$ to Lu$^{3+}$, in general, with a strong coupling between the distortion of the lattice and transfer of electrons. On the other hand, the electronegativity elements Re to Pt are more dependent on the resonance energy as observed in Table 1 (P scale). Then, the ionic and covalent resonance structures in these elements have a higher influence on the electronegativity, as it has been explained for the lanthanides. In particular, Au$^{3+}$ is middle dependent on the polarizability through the SP scale but not of the ionic energy of resonance, as observed in Table 1, respectively, and then the change of configuration to [Xe] 4f$^{4}$ 5d$^{0}$ in Au$^{3+}$ produces the increment of the polarizability in the electronegativity up to the configuration [Xe] 4f$^{4}$ 5d$^{2}$ in Bi$^{3+}$, as observed in Table 1 for high oxidation states.

It is also observed in Table 1 that Mulliken’s electronegativity scale is included in the first and second rank scales in the post-transition heavy metals and noble gases. This first and second ranking of Mulliken’s scale is due to the more exact evaluation of the promotion energies to the hybrid valence states of the orbitals $s$ and $p$. This means that the hybrid configuration is more important in these elements and can be more exactly be evaluated by Mulliken’s electronegativity scale. On the contrary, the promotion energies of the hybrid orbitals for transition metals are not easy to evaluate and Mulliken’s scale is not exact for these metals. Also, it is observed that in the elements of a lower atomic number near Zn and Cd (G9 and G10: Co to Ag) that Pauling’s P and Allred- Rochow ARC electronegativity scales are, in general, more important. Then, as explained for the lanthanides, see above, the resonance energy and charge have a higher influence in the electronegativity. Besides, it is more possible that the orbital overlapping and formation of multiple bonds are also important, as explained above.

Concerning the actinides, we have not analyzed them in this work, because the data are scarce for the selected scales and we consider that there are few scales for doing the statistical analysis. For example, Pauling’s electronegativity scale P has only three data reported. On the other hand, Mulliken’s M, Allred Rochow’s ARS, ARC, and Allen’s A scales reported no data for the actinides. On the contrary, Batsanov’s B, Nagle’s N, and Ghosh’s GHP scales reported data for the actinides.

**Ratios to the Average Value.** Under the procedure for determining the best representative electronegativity values in the methodology section, we have determined the ratios of each electronegativity value to this average. The ratios to the average were ranked in low (<0.98), equal ([0.98, 1.02], and high (>1.02). Thus, these ratios of the M, P, N, SP, ARS, ARC, A, PE*, G, GHP, and B (11) electronegativity scales should have an ideal continuity in the sequence of low, equal, and high hierarchy for the elements surrounding (4) the selected element (1), so the continuity must be worth at a maximum of (4 + 1) elements X 11 scales = 55 cases for an element. This analysis serves as common and cluster analysis in the periodic network of periods and groups, as explained above. In Table 2 are shown these zones of low, equal, and high ratios for Pauling’s electronegativity scale as an example of the procedure. The other tables, S3 to S9 are given in the Supporting Information and ordered per the corresponding physicochemical property. We must remark that the jumps in periodicity in groups and periods can break the continuity of the ratios at it happens in the formation of stable configurations, the formation of multiple bonds, or the change of orbital in the electronic configuration (for example from np$^{6}$ to np$^{6}$ (n+1) s$^{2}$).

In this way, for the higher ratios for Be and Mg in Pauling’s electronegativity scale shown in Table 2, we consider that the ionic resonance energy does not influence so much the electronegativity, but rather the effective nuclear charge and the radius have more influence as can be concluded in Table S4A (ratios of ARS electronegativity scale). It is also observed in Table 2 that Pauling’s electronegativity scale is more valid in nonmetals of low molecular weight such as N, O, F, Al, Si, P, and S because of the high ionic resonance in these elements with the influence of the variation of the bond length as explained above. On the other hand, B and C have more influence of the charge and but not so high of the variation of the bond length (first rank scale ARS in Table 1 with ratios near to 1.00 in Table S4A of Supporting Information).

Besides, Pauling’s electronegativity scale is also more valid (ratio near 1.00) in Y$^{3+}$ and Fe$^{3+}$, and the reason would be the same as in the cases of Groups G1 (Na$^{4+}$, K$^{1+}$, Rb$^{1+}$, Cs$^{1+}$) and G11 (Cu$^{1+}$, Ag$^{2+}$) because of the higher ionic resonance energy (both charge and variation of the bond length). Besides, Pauling’s electronegativity scale has a ratio near to 1.00 in the low weight lanthanides, from praseodymium Pr to gadolinium Gd, and also in Lu, indicating that the resonance energy is important in these lanthanides. We consider also that the orbital overlap of the empty lanthanide f orbitals also increases the electronegativity by a covalent or $\pi$ hybridization bond (correlation effects). The indirect expansion of the 4f orbitals by the higher shielding of the s orbitals due to relativistic effects might increase the orbital overlapping. The lower ratios near to 0.96 in Gordy’s electronegativity scale in Table S8A (energy necessary to attract an electron
from outside the atom) in almost all the lanthanides indicate that this overlap complements its electronegativity. It is also observed in Table 1 (first rank scale) and Table 2 (ratios equal 1.00) that the electronegativity values of Ir and Pt depend on the resonance energy through Pauling’s electronegativity scale P. Also, the electronegativity depends less on the environment in Zr (Zr⁴⁺) and Hf (Hf⁴⁺) because their $Eₚ^{0.0}$ values are near the curve of PE₀ as shown in Figure 5, see explanation of influence of chemical environment below.

Concerning Mulliken’s electronegativity scale Mₚ, it is observed in Table S3A that the ratios of electronegativity of In and Tl are lower than the average. We consider that this is due to not taking into account relatifistic effects and delocalization of the electronic cloud. It is also observed in Table S3A a low value of the ratio in K, Rb, and Cs in Mulliken’s electronegativity scale because it does not take into account the higher ionic electronic resonance as Pauling’s electronegativity scale indicates as shown in Table 2. In the case of Mulliken’s electronegativity ratios, we have also considered the utilized values of ionization and affinity energy reported by Cárdenas, Ayers et al. for the evaluation of Mulliken electronegativity values. We have also used the promotion energies reported by Bratsch. We have found that for almost all the elements with a value in Mulliken’s electronegativity scale, the ionization potential reported by both Bratsch and Cárdenas is almost the same. The difference between both authors is in the electron affinities, mainly in G2 and noble gases. The evaluation of the electron affinities by Cárdenas was through the trend of the isoelectronic series. However, chemical perturbations in G2 and G8 can change the value of anionic promotion energy $P^−$ and that of the electron affinity. In this way, we report the ratios of Mulliken’s electronegativity values to the best-selected electronegativity value in Table S3A and the corresponding ratios related to the energy values reported by Cárdenas in Table S3B, which have a greater difference to those of Mulliken (>0.01). Then, we have determined that in six elements, Ba, Zn, Cd, Hg, I, and Ne, Cárdenas’s electronegativity value is nearer to our proposed scale $X_{OC}$ than Mulliken’s values, see below. On the contrary, Mulliken’s values are in 11 elements nearer to our scale than Cárdenas’s values. In particular, Mulliken’s values are more congruent with our proposed scale from Kr to Rn, for example, because this scale was selected as one of the best scales in these elements. About the evaluation of the electronegativities for the transition metals, it is necessary to know the promotion energies for a specific hybridization and these values are not calculated by Cárdenas. Besides, we have also evaluated Cárdena’s et al. electronegativities in the tripartite separation and the bond force, see below, and we have found that their values are equivalent to those of Mulliken in both properties with a confidence interval of 95%. From these results, we have selected Mulliken’s electronegativity scale to determine the electronegativity average as a slightly better scale than Cárdenas’s electronegativity scale.

On the other hand, we have used the rein Nagle’s N polarizability electronegativity scale as a probe scale. Nagle’s scale, in general, gives lower ratio values of electronegativity as shown in Table S4A (Nagle scale) because it considers that the electrons that produce the polarizability are those of the HOMO orbital. Thus, the polarizability in the transition metals in this scale is produced by the ns² electrons of the HOMO. For this reason, all the electronegativity values of the transition metals are lower than the average of the other scales as seen in Table S4A. Besides, the ratios of Nagle’s scale are between 1.0 and 1.03 in group G1 as is shown also in this table, indicating that its polarizability in this group is important to determine the electronegativity. Also, Nagle’s electronegativity scale has almost a constant ratio (0.88–0.93) to the average in the lanthanides from Pr to Gd. As it has already been remarked, Pauling’s electronegativity scale has a ratio near to 1 in these elements. This indicates that the ionic resonance energy improves the electronegativity in the lanthanides and their polarizability predicts a low electronegativity.

In order to analyze the normalization of the polarizability by the corresponding values of the isoelectronic noble gas of the same period, we have analyzed Sanderson’s electronegativity scale. We have found in this scale that the ratios of the polarizability weighted by the atomic volume have critical importance in H, C, O, Ne, Ar, Br, Sr, from Cd to Te and Pb, as shown in Table S4B of the Supporting Information. Then, as explained by the absolute values, see above, the effect of distortion of the electronic cloud (in this case, the rigidity of the electronic cloud) affects substantially the electronegativity of In, Sn, Sb, and Te, for example, more than the resonance energy given by Pauling’s scale (Table 2) or the energy associated with the hybridization given by Mulliken’s scale (Table S3A).

In this way, Sanderson’s scale is a 1st rank scale with both a difference of electronegativity not greater than 0.6 to the average and ratios between 0.98 and 1.02 in a wider zone of the Periodic Table. This results in 25 times in high oxidation states and 21 times in first ranking low oxidation states and being the 4th best scale after the B, P, and G scales. Nagle’s electronegativity scale has only 14 and 15 in the first ranking, respectively. Therefore, the normalization of the polarizability to that of the noble gas of the same period decreases the alteration of electronegativity (as happened in Nagle’s electronegativity scale) by a change of period as Sanderson has remarked, and then the validity of the values goes up. In particular, the configurations ns² $\text{sp}$(n = 2, 3 = Be, Mg) with their neighboring empty p orbitals produce higher resonance energy with lower polarizability (higher predicted electronegativity than the average) as seen in Tables 2 and S4A (Nagle scale), respectively. Concerning the reduction potential, the elements Be⁰ and Mg⁰, with configurations 2s² and 3s² have a maximum of the reduction potential $E^{0.0}$ in their isoelectronic series as observed in Figure S15 of the Supporting Information. Besides, the corresponding ions of Be²⁺ and Mg²⁺ with configuration 1s² and 2p⁰, respectively, have a trend of a higher reduction potential $E^{0.0}$ with a higher atomic number in their respective isoelectronic series as seen also in Figure S15. We would expect then a higher electronegativity for Be and Mg. However, the average electronegativity of Be and Mg is lower because their full s² orbitals and empty p orbitals have a similar volume. This produces a lower augmentation in the attraction of the electrons from orbital p. The ratios of Sanderson’s electronegativity scale SP near and lower to 1.00 for Be and Mg (Table S4B) clarifies that the volume of both orbitals s and p has an influence on the electronegativity at opposite to happens with the rein Nagle polarizability scale (Table S4A), which also predicts a higher electronegativity. This occurs by the normalization to the atomic volume of the noble gas of the corresponding period. On the other hand, the ns² configuration ($n \geq 4$: Ca, Sr, Ba) with the neighboring d
orbits has a lower effect of the ionic resonance energy on the electronegativity than the configuration ns\(^2\) as seen in Table 2. Then, the calculated average electronegativity of Ca and Sr is higher than Pauling’s electronegativity scale prediction. This higher attraction of electrons is due to a lower expansion of the volume from the full ns\(^2\) to the empty nd, whose volume is lower.\(^{20}\) This produces a lower attraction of electrons by the nd orbitals. We can say then that the ns\(^2\) orbital, more in Ca and Sr, is a potential well influenced more for the polarizability and charge as seen in Table S4B (SP scale) and Table S5A (ARS scale), respectively. Besides, Sanderson’s electronegativity scale is dependent on the high or low polarizability of the elements. For this reason, groups 3 and 4 show a predicted high value of the electronegativity as a consequence of lower polarizability, even more than the average as seen in Table S4B (SP scale), as a consequence of the higher electronic density than group G2.

Concerning the ARS electronegativity scale, this scale is more exact in the configuration ns\(^2\) as seen in Table S5A, which implies that the effective charge Z* and the covalent radius are more valid to evaluate the electronegativity in this configuration. The same applies from boron B to O, even F (but in this case as second rank scale). On the other hand, the ARS electronegativity scale can also be used as a probe scale. For example, the higher importance of the relativistic effects from Pt to Pb produces a ratio of approximately between 0.63 and 0.67 (Table S5A: ARS scale) where the polarizability due to the delocalization of the electronic cloud (Table S4B: SP scale) to the orbital 6p is more important. Also, the importance of other factors than the nuclear charge in the increase of the electronegativity in the noble gases produces a decrease of the ratio from He (1.37) to Rn (0.74) in the ARS scale. The fall of the electronic cloud polarizability for noble gases with the increment of Z (Table S3B: SP scale), which produces both a lower radius with respect to the near elements of the period\(^{48}\) and a higher total energy which induces a higher penetration of the orbitals causes this increase of electronegativity.

Equally, the ARC electronegativity scale can also be used as a probe scale when the ratio is low as this scale indicates a higher influence of the nuclear charge (higher effective nuclear charge Z*). Thus, a low value of the ARC scale indicates that the orbital overlap has exceeded the ionic resonance attraction, and in this way, this effect is higher in Group 6: Cr and Mo (multiple bonds) as seen in Table S5B (Low ratios in the ARC scale). In this context, it is convenient to compare Table S5B with the division of the Periodic Table made by Ahlrand.\(^{20}\)

Regarding Allen’s electronegativity scale A or A-M, this scale does not consider the sequence of electronegativity for orbitals s > p > d, and p post-transition < p nonmetal elements. For this reason, the ratios of electronegativity are lower in the post-transition heavy metals, as seen in Table S6A (Allen scale: ratio = low in P4 to P6). Nevertheless, Sproult\(^{21}\) has found that Allen’s electronegativity scale is one of the more valid scales for analyzing the tripartite separation in 311 ionic, covalent, and metallic compounds, as explained above. Indeed, other scales can give almost the same results for the tripartite separation\(^{54}\) of type of bonds as it happens with Nagle’s and Batsanov’s electronegativity scales, Batsanov’s scale being the best. On the other hand, we have evaluated the Tables of Electronegativity of Rahm, Hoffmann, et al.\(^{49}\) and Politzer\(^{50}\) by our methodology (Table S6B Rahm, Hoff-A and Table S6C POL-A respectively). Indeed, the Politzer methodology uses the DFT analysis and the average energy of the orbitals as Allen proposes. We have concluded that their values are similar to Allen’s electronegativity values. Indeed, the values of Hoffman extend the average orbital energy Allen’s concept to the evaluation of transition metals and lanthanides. Again, as it happens to Allen’s, Politzer’s and Hoffman’s electronegativity scales (even Nagle’s scale) have a low value in transition metals and post-transition elements under our electronegativity scale (Table S3B: Nagle scale, Table S6B: Rahm, Hoff-A scale and Table S6C: POL-A scale).

The same occurs when we relate their ratios to those of Pauling’s electronegativity scale (Table 2). We consider that the electronegativity is also caused by the overlap of the electronic orbitals (considered as waves) or by the formation of double and triple bonds. These phenomena add a term to the nuclear charge, electronic correlation effects, and attraction of electrons terms evaluated by the average energy of one electron.\(^{40}\) We consider that the configurational energy CE (electronegativity) is underestimated, because of, as explained above, not taking into account the orbital overlap as it is taken into account in the situ hypothesis, see above. For example, the s orbitals of the Ti\(^{2+}\) ion are less occupied in the bond of compound TiCl\(_4\) and then the d orbitals are more occupied.\(^{20}\) The higher occupation of the d orbital increases the CE (electronegativity). We consider that the reference zero of the energy of attraction at the outside of the atom and higher energy of attraction as the electron is nearer the atom in the analysis by the configurational energy CE is equivalent to the higher ionization and affinities energies. In this context, we consider that the filling and overlapping of the s orbitals in the transition elements and degree of penetration of the s orbitals is underestimated. On the other hand, the higher values of the ratios in the transition elements as seen in Table S8B of Gordy’s electronegativity scale indicate that the s orbital is more occupied, and overlap more with the other element, and then the electronegativity is higher than those predicted by the splitting of the electrons in the s and d orbitals proposed by Mann.\(^{24}\) We also must clarify that Allen’s methodology considers the atom in its ground state, without taking into account the orbital overlap as in the situ hypothesis, which increases the electronegativity as in Mulliken’s methodology. As an additional point to remark, Politzer’s electronegativity scale POL-A gives practically the same values of the best-selected values in O, S, F, and Cl, at the difference from the A, Rahm-Hoff-A and \(\chi_s\) scales as seen in Table S6B.

Concerning the PE\(^0\) electronegativity scale, its advantage is that the reduction potential \(E^{0,0}\) is determined with four digits of precision, and also, all the oxidation states can be measured (see Methodology Section where the PE\(^0\) scale is analyzed). If we define the electronegativity as an average of the attraction and holding of electrons in an oxidation state to the neutral elements, the definition of \(E^{0,0}\) has a similar trend.\(^{29}\) This equivalence would explain the fact that different oxidation states have the same electronegativity and the similitude of the electronegativity of a free atom electronegativity with the electronegativity in an oxidation state. As a consequence, the PE\(^0\) scale is based on the macroscopic power to attract electrons based on both Pauling’s scale (through the resonance energy) and lesser dependence on the chemical environment; it should be tested in order to find if this scale is more valid in the evaluation of a macroscopic electronegativity.
not dependent on the chemical environment. Indeed, we can use this characteristic to use the PE\textsuperscript{e} electronegativity scale as a probe scale for the evaluation of the dispersion of the experimental values of \( P \) versus \( E_0^{\alpha_0} \); a higher dispersion indicates a higher influence of the chemical environment. This is indicated by ratios lower and higher than 1 in Table S7. On the other hand, a ratio near 1.00 indicates that the chemical environment does not have a high influence in the electronegativity. In this way, we can observe that there is a slight increase of the influence of the chemical environment in the electronegativity from the element Ce up to Dy to the elements Ho up to Lu as seen in Table S7 (PE\textsuperscript{e} scale) because the ratios decrease in the last elements. On the other hand, the higher ratios in this table for most of the transitions metals indicate a higher predicted electronegativity by the reduction potential \( E_0^{\alpha_0} \). In principle, the transition metals can form complexes and the higher ratios indicate that experimental bonds with the ligands are less ionic than the PE\textsuperscript{e} scale predicts. Besides, the lower ratios in Group 3 indicate that the electronegativity is higher than that predicted by PE\textsuperscript{e} and then the bonds are more covalent with the ligands. Zones with ratios near 1, which indicate that the chemical environment does not have appreciable influence, are near fluor F, rubidium Rb, and gallium Ga as seen in Table S7 (compare also Table 1). Also, these values near 1 indicate that the atomic resonance energy of the bond is important in the determination of the electronegativity.

We have also used Gordy’s electronegativity scale \( G^{27} \) in the ranking of scales. This scale, in particular, is associated with the energy to translate a positive charge to the HOMO (the negative charge only changes the sign of the energy). The supposition of considering the external electrons of the HOMO as the charges to be translated from outside produce that this scale is a thumb scale. Also, this scale has no valid values for the transition elements from G6 to G10 as seen in Figure S9B and Table S8A with a gradual increase of the inexactitude. Therefore, we have not used this scale in the evaluation of the average, but it was evaluated in the ranking. Unexpectedly, this scale is the 3rd ranked scale, after the Batsanov’s and Pauling’s electronegativity scales. We consider that the energy factors (configurational energy, ionization and affinity energy, resonance energy) which influence the electronegativity are averaged in the ratio \( (n + 1) e/R_{\text{ion}} n \) being the number of external HOMO electrons, see above. In other words, the overall energy of attraction is averaged on this scale. As seen in Table S7A, this scale is, in general, more valid from group G1 to group G5 than in the other zones of the Periodic Table because the number of valence electrons is almost the nuclear effective charge \( Z^e \) calculated by Slater’s shield constants. The same happens in the nonmetals of period P2. However, Gordy’s scale predicts a high electronegativity in the transition elements from G6 to G10 because it does not consider, for example, the ligand field splitting of the valence electrons in orbital \( d \), which diminishes the number of electrons of valence. Besides, Gordy’s scale predicts a lower electronegativity than the average in groups 11 and 12 and in the high post-transition elements, because its formula has a low slope (0.31), indicating a low increase of the electronegativity with the increment of valence electrons in these elements or that the number of valence electrons to be considered must be higher. This is the reason that the ratios go up from a low value in G11 to a high value in G17. On the other hand, we have considered that the lanthanides have three electrons as the short Periodic Table suggests and we have found that this scale is a first rank scale for most of the lanthanides. Then, we consider that although this scale is a thumb scale, as explained above, this scale is an average of the behavior of the main transition elements in periods 1—3, low-weight-transition elements and lanthanides. Also, if we compare Gordy’s and Allen’s electronegativity methodologies, there is a contradiction between them, because a higher occupancy of both \( s \) and \( d \) orbitals in the transitions element causes a higher electronegativity in Gordy’s methodology. On the contrary, higher occupancy of the \( d \) orbitals instead of the \( s \) orbital produces a higher electronegativity in Allen’s methodology. That is the reason that Gordy’s electronegativity ratios in Table S7A are higher than the ratios of Allen’s electronegativity scale. Then, the penetration or overlap of the \( s \) orbitals also influences the evaluation of the electronegativity, and Allen’s methodology does not take into account its influence in the increase of electronegativity. That is the reason that the electronegativity of chromium Cr in Allen’s scales is 1.65, Gordy’s electronegativity value is 2.06, and the average in the low oxidation state is 1.73 with an occupancy of \( s (x = 1.779) \) and \( d (1 - x = 4.221) \). It is a higher difference of electronegativity in this element because there is a higher occupancy of an \( s \) orbital and then the electronegativity is higher in Gordy’s scale, but the electronegativity in Allen’s scale is lower.

Besides, we have evaluated the ratios of Ghosh’s scale of electronegativity GHP related to Gordy’s electronegativity scale\( ^{26} \) (Gordy’s electronegativity scale), but with the Slater radius. Thus, we have found that the values correspond to the equal ratio in half of the nonmetals (groups G13—G17) excepting B, F, Al, P, Ga, Ge, Br, In, Sb, Te, Pb, Tl, Po, and At, as seen in Table S8B (GHP scale). However, this scale in all other zones of the Periodic Table is only an equal ratio scale in the elements Nb and Cd. We consider that in Nb and Cd the free atom electronegativity hypothesis, following this scale, is valid and the ground state has influence on electronegativity. This is different to the qualification of the element Ga, in which the PE\textsuperscript{e} scale is more valid and then there is a low influence of the chemical environment, but there are internal factors associated with the bond between atoms such as the resonance energy or hybridization that increase electronegativity with respect to that of the free atom electronegativity (GHP scale), as seen in Table 1. In this context, Ghosh has also determined the electronegativity values of an Allred Rochow scale ARGH, relative to the electric force, which considers Slater’s radius of the isolated atom in the ground state and an effective charge whose values are between Slater’s and Clementi-Raymondi’s effective charges.\(^{44} \) It was necessary to adjust the Ghosh values of force to Pauling’s units scale ARGHP and the correlation was \( \text{ARGHP} = 1.40737 \times 10^{16} \text{ARGH}^{0.27} / (2.74832 \times 10^{59})^{0.27} + \text{ARGH}^{0.27} \) with \( R^2 = 0.82 \). Both electronegativity scales ARGHP and GHP (Tables S5C and S8B, respectively) have similar or slightly higher ratios, in general, to Pauling’s and Batsanov’s electronegativity scales (Tables 2 and S9) in groups G1 and G2, periods P2 and P3, and the post-transition elements. On the contrary, Allen’s electronegativity scale (Table S6A) has lower ratios, in general, in groups G1 and G2, periods P1 and P2, and in the post-transition elements. In this way, there is a contradiction because the ground scales ARGHP and GHP predict higher or equal electronegativities than the in situ Pauling’s and Batsanov’s electronegativity
scales, and the ground state Allen’s electronegativity values are lower. We remark again that this is because Allen’s electronegativity scale does not consider overlap and/or higher penetration of orbitals s and p. As a note for the ARGHP scale, we have found that this scale is a first or second rank scale in the noble gases, except in He, indicating that the isolated atom ground state (charge and radius) has a higher influence on the electronegativity of these elements.

Besides, we propose a new scale related to the ARS and G scales, named GORS. In this scale, the number of electrons was changed by an effective nuclear charge Z* and the element F/GORS = 0.50 Z*/R\text{cov} + 0.744 was taken as reference. This scale predicts higher electronegativity values as seen in Table S8C (GORS scale) because of its higher slope (0.50) than that (0.31) of Gordy’s G electronegativity scale. In this way, the GORS electronegativity scale is a first scale rank in the elements N, Mo, Te, W, Os, Ir, and Hg (less effect in He, C, O, F, Nb, Ru, Rh, Re, Ti, and Pb). We consider that in these elements the value of the radius has a higher influence on the electronegativity.

Evaluation of the Periodicity of La and Lu through the Absolute Values and Ratios of Electronegativity to the Electronegativity Scale \( \chi_{DC} \). We have also analyzed statistically the periodicity among \( \text{Ba, (Sc) Y, La, Lu, and Hf} \) using all the before-mentioned scales, as it is more explained in Section S-7 of the Supporting Information. Then, (1) La has continuity in the absolute value and ratios of electronegativity with yttrium Y and scandium Sc under Pauling’s electronegativity scale, the most valid scale for La along with Gordy’s electronegativity scale (relationship of La with G3), (2) the electronegativity ratio of La has continuity with Ba in absolute values but not in the ratio to the electronegativity scale \( \chi_{DC} \) then, the physicochemical properties indicate a similitude of La and G2 but not the proportion of influence of the physicochemical property on the total electronegativity given by the ratios. On the other hand, La and cerium Ce have continuity in absolute value and ratios of electronegativity under all the scales of electronegativity (relationship of La with G2 and lanthanides), (3) Lu is considered as the last lanthanide because it has almost always continuity with the values of the precedent lanthanides, but it does not have a strong relationship with Ba or Y (less relationship of Lu with G2 and G3), (4) La and Lu have a light continuity (2 and 3 scales, respectively) in their electronegativity ratios to Hf. On the contrary, the absolute values indicate a higher similarity from La and Lu to Hf (7 and 8 scales, respectively), which means a similar power to attract or hold electrons in a specific electronegativity scale related to a specific physicochemical property (relationship of La and Lu with G4). As a summary, La has continuity with G3 and the lanthanides, and its relationship with G2 and Hf depends on the way the relationship is made. Indeed, the higher relationship of Ba, Sc, Y, La to Ce, and Lu to Hf can also be observed by the corresponding Frost and reduction potential diagrams as seen in Figures S16A/B.

Analysis of the Physicochemical Characteristics of the Electronegativity. In the selection of the best values of electronegativity for the elements, a theoretical analysis applied to the Periodic Table must also be undertaken. In this way, a lower band gap (hardness \( \eta \)) indicates that the electron acceptance of electrons is higher (higher reduction), and the electronegativity \( \chi \) called the negative of chemical potential \( -\mu \) is higher. The increase of electronegativity with a decrease of the band gap is due to the inverse relationship of the hardness \( \eta \) (half of the bandgap) to the electronegativity (see Appendix S-A in the Supporting Information for the deduction) considering that the reference of energy is outside the atom.\(^5\)\(^6\)

\[
\left( \frac{\partial \eta}{\partial e} \right)_{\text{LUMO}} = - \left( \frac{\partial \chi}{\partial e} \right)_{\text{LUMO}} \tag{5}
\]

In this way, the higher band gap in low spin complexes of transition metals (higher ligand field stabilization energy \( \Delta_0 \) in units of \( 10 \text{ Dq} \)) can produce a lower electronegativity (with exceptions).\(^5\)\(^4\) Indeed, the relation of the hardness \( \eta \) (band gap) to the Coulomb integral \( J \) (electrostatic repulsion and the exchange integral \( K \) (quantum mechanics repulsion produced by the higher proximity of an electron and its interchange)\(^5\)\(^5\)) is (for a singlet or triplet)\(^5\)\(^6\)

\[
\eta = \frac{(\text{E}_1 - \text{A}_{e_1})}{2} = \frac{(J + K)}{2} \tag{6}
\]

This equation is obtained by the DFT Kohn Sham Theory.\(^5\)\(^2\)\(^4\)\(^d\)\(^4\) The implied phenomenon occurs when a new electron is added in the LUMO and this electron is repelled by the electron in the HOMO, which also is a valence electron. Thus, \( \text{V}_g \), a higher electronegativity, is obtained with the electron in the HOMO, which also is a valence electron. Thus, \( \text{V}_g \), a higher electronegativity, is obtained with a lower value of \( J \) or/and \( +K \). Hence, we can calculate the influence of the correlation effects \((J + K)\) by the difference of the electronegativity obtained by Mulliken’s model M minus the electronegativity obtained by electrostatic models such as the ARS or Boyd’s electronegativity \( \chi_B \) models.\(^5\)\(^7\) In the case of the ARS electronegativity model, we equate the ionization potential \( E_I \) to the \( F_{\text{elec}} \) (Newtons) times the radius of the element or ion \( R \) (meter) for an electron in order to have units of volts

\[
E_I = \frac{F_{\text{elec}} R}{e} \tag{7}
\]

From Allred Rochow for\(^2\)\(^1\)

\[
F_{\text{elec}} = \frac{(\text{ARS} - 0.744)e^{0.24}}{3590} \tag{8}
\]

\[
E_I \text{ in eV and } e \text{ is the conversion factor of Joules to eV. From eqs 6 and 7}
\]

\[
A_{e_1} = \frac{F_{\text{elec}} R}{e} - (J + K) \tag{9}
\]

In this way, Mulliken’s electronegativity \( \chi_M \) (eV) is

\[
\chi_M = \frac{(\text{IE}_e + A_{e_1})}{2} = \frac{F_{\text{elec}} R}{e} - \frac{(J + K)}{2} \tag{10}
\]

\[
A_{e_1} = 2\chi_M - \text{IE}_e \tag{11}
\]

In Pauling Units (M and ARS), we obtain through the relation of Allred Rochow,\(^22\) see above, the values of the scale ARS, and through Bratsch’s relation\(^7\)\(^6\)

\[
M = 1.35\chi_M^{1/2} - 1.37 \tag{12}
\]

The following equation

\[
\text{https://dx.doi.org/10.1021/acsomega.0c00256} \quad \text{ACS Omega 2020, 5, 25520–25542}
\]
and using only the equation of Bratsch considering the equivalence of the M and ARS scales for the evaluation of the band gap, in which $J - K$ (eV) has negative values corresponding to the triplet

$$ (J \pm K) = 2\eta $$

In this way, concerning the values of M and ARS for group G1, where M and ARS are first rank electronegativity scales for almost all the elements, values of the gap $2\eta$ with a ratio of 6 to the experimental value are obtained by eq 13. Besides, negative values of $(J - K)$ obtained for group G1 by eq 14 because of adding an electron results in a paired electron, which is a triplet. On the contrary, in group G2, positive values of $(J + K)$ are obtained by eq 14 because the addition of an electron in the proximal orbitals p or d results in a singlet, with a higher energy of repulsion than a triplet.

Besides, following the meaning of Clebsch–Gordan or vector coupling coefficients, a lesser similitude of the orbitals HOMO and LUMO produces a lesser value of these coefficients and then a higher electronegativity. In this way, smaller polarizability, lower relaxation phenomena of the HOMO and the LUMO produce an increase of electronegativity. On the other hand, as observed by Gáquez, when the relaxation of the orbitals is included in the evaluation of the electronegativity, the electronegativity equation resembles that of Gordy's more.

$$ \chi = -\varepsilon_i(0) + \frac{1}{2}q + \frac{q^2}{8\nu_i} \tag{15} $$

where $q$ is the increase of the positive or negative charge and $\nu_i$ is the principal quantum number of the hydrogenic orbital. In this way, as seen in eq 15, when the relaxation of orbitals is important the radius $r$ and the principal quantum number $\nu$ are important to evaluate the electronegativity. In the second term, the added positive charge $q$ increases the electronegativity because of the Coulombic charge force attraction and through the concomitant decrease of the radius $r$. On the contrary, electronegativity goes down with the augmentation of the negative charge $q$ in the second term of this equation, which is attenuated by the increase of the radius as a consequence, for example, in transition metals, of the nephelauxetic effect. This is, for example, observed in Figure S15, where an increase of the negative oxidation state decreases the value of $E^\circ_0$ (electronegativity) for the isoelectronic series $F^-, O^2-, N_3^-$. In the third term, the electronegativity increases with a positive or negative charge because of the square of $q$ and is associated with the nephelauxetic effect in the transition metals. This augmentation is attenuated by a higher value of the principal quantum number $\nu$. Besides, by the DFT Kohn Sham Theory, a diminution in the kinetic energy of the electrons or a negative variation in the repulsion of the electrons with an augmentation of the charge density can increase the electronegativity. This can be deduced from eqs 16 and 17, as in the case of tungsten, which forms triple bonds.

$$ \chi = -\mu = -\nu(r) = \frac{\delta F(\rho)}{\delta \rho(r)} \tag{16} $$

$$ F(\rho) = T[\rho] + V_{ee}[\rho] \tag{17} $$

where $\mu$ is the chemical potential, $\nu(r)$ is the one-electron external potential, $T[\rho]$ is the electronic kinetic energy.
functional. Considering the validity of the Kohn Sham equation for an iso electronic series, we have found that $E^{0,0}$ versus $Z$ explains the same behavior found by the DFT theory: the rise of the reduction potential $E^{0,0}$ (electronegativity $\chi$) from $N^{3-}$ to $C^{4-}$ in $E^{0,0}$ with the increase of the negative charge as seen in Figure S15.

Also, we have considered the following factors to select the best values of electronegativity: the orbital shielding, the polarizability of the electronic cloud, the similarity of the band gap and low energy of the LUMO, the relativistic effects with contraction of the s orbital and expansion of the d orbital, the higher penetration of the s orbitals which produces a higher electronegativity, the orbital overlapping, the electronegativity alternation of the elements among the periods, the formation of multiple bonds, the higher bond length, the silicon rule, $\pi$ backbonding, the lattice energy with the Madelung constant, Racah’s constant, the spin of the orbital, the inaccuracy of the metal bond energy, the polarizability of the electronic cloud which includes the dispersion of the electronic charge in the unoccupied neighboring orbitals, and so on. These factors are explained in the Supporting Information, Section S-8.

**Best Representative Values of Electronegativity.** In Table 3 are given the best representative values of electronegativity for the elements named the $\chi_{DC}$ electronegativity scale and plotted in Figure 1. The graphics of low and high oxidation states of the average values versus the atomic number and for low oxidation states versus groups are plotted in Section S-2.10 of the Supporting Information. The criteria used to determine the best representative value of electronegativity allow obtaining the electronegativity values with an exactitude of hundredths. The selection of the representative value also considers the periodicity of the ratios in the neighboring elements in columns and rows and the periodicity of electronegativity in similar electronic configurations and periods, for example, in the noble gases as seen in Figure S22 of the Supporting Information. The procedure for selecting the best representative values is given in the methodology section. On the other hand, we have used similar (and more common) oxidation states in a group in order to compare the electronegativity between periods. In this way, for group G8, the common oxidation states of Fe (II, III) determined the analyzed oxidation states in Ru and Os. Nevertheless, we have added affordable electronegativity values of the groups G8 (Ru and Os) and G9 (Co and Rh) of other oxidation states not so common, which have a difference of 2 to the other oxidation states. They are indicated in blue in Table 3. On the other hand, we consider that the difference of $|\chi_{fo} - \chi_{ionizationstate}| < 0.06$ indicates that the electronegativity of the free atom is similar to the electronegativity in situ, as happens in 46 elements, for example, W, Cu, Au, Ga, Ge, and As, as observed in Table 3, and then both hypotheses give the same results. Besides, a difference between both hypotheses (>0.06) is found only in 14 elements: Sc, Y, La (G3), Eu, Zr, Cr, Mo, Mn, [Ni, Tl, Pb: in these three is the highest difference], Te, Po, and At.

**Periodicity. Periodicity in Groups and Rows.** Having determined the best representative values of electronegativity, the next step was to find the periodicity of these values. In this way, the values of the electronegativity in group 12 alternate in Table 1 (high, low, high) unlike the electronegativity values of Pauling, which increase sequentially (Figure S1B in the Supporting Information). Concerning the noble gases, the electronegativity scales ARS, ARC, A-M, PE, G, and GHP (see Section S-2 of the Supporting Information) are consistent with the requirement of Allen and Huheey that the noble gas electronegativities are higher than those of the respective halogens. On the contrary, Pauling’s $P$, Mulliken’s $M$, Sanderson’s, and the Batsanov’s scales predict that their values can be not higher than those of the halogens, (see Section S-2 of the Supporting Information). Concerning also the scale $\chi_{DC}$, we have found that the electronegativity values of the noble gases are higher than those of the halogens, supporting the asseveration of Allen and Huheey.

In the evaluation of the sequence of electronegativity in the lanthanides, it is observed in Figure S17 that Eu has more instability in oxidation state 3+ ($\Delta G_{0,0}^{\chi}$/F more positive = it has more tendency to be reduced) than Sm and Gd; this produces a higher electronegativity than the periodicity predicts, as also observed in Table 1. On the other hand, Yb$^{3+}$ has a similar $\Delta G_{0,0}^{\chi}$/F value as Tm$^{3+}$ and Lu$^{3+}$. This indicates that Yb has an electronegativity similar to Tm and Lu as also shown in Table 1. On the other hand, in Figure S18 it is seen that the reduction potential $E^{0,0}$ of the cations Eu$^{2+}$ and Yb$^{2+}$ is less than those of the cations Eu$^{3+}$ and Yb$^{3+}$, respectively, which is correlated to the same relation in electronegativity. Importantly, we can make these comparisons only in Eu because the PE$^{0}$ scale is the most important electronegativity scale in this element and second rank scale in Yb as shown in Table 1.

In Figure 1, the continuity of the slope in several zones of the periodic table is remarkable although the average is made by each particular element. In particular, the changes of slopes and the jumps in electronegativity indicate the appearance of a stable electronic configuration or a special chemical property, such as the formation of multiple bonds or the increase of the overlap of the wave orbitals. These changes of slopes or jumps are more important in this averaged scale for specifying the apparition of a physicochemical property because there are scales such as the ARS and Allen’s scales, which have few of these changes of slope or jumps in electronegativity as observed Section S-2 and then soften these perturbations in the periodicity.

As explained above, the shifts of the linear periodicity of the electronegativity scales indicate the appearance of a new
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physicochemical property. For example, the decrease of the slope of electronegativity in \( V^{3+} \) to \( Mn^{2+} \) in low oxidation states (Figure S12B in the Supporting Information) to about \( V^{5+} \) to \( Mn^{5+} \) in high oxidation states (Figure 1) is due to the easiness of obtaining the configuration \([Ar] 4d^5\) in \( Mn^{2+} \) (a stable configuration) from the configuration \([Ar] 3d^5 4s^2\) of \( Mn \). This produces a lesser electronegativity in \( Mn^{5+} \) in order to get the configuration \( d^3 \). Besides, the configuration \( 4d^7 \) of \( Mn^{3+} \) allows a higher electronegativity because of the higher configurational energy of the \( d \) orbitals \(^{154}\) and the higher ionic charge. \( Mn^{5+} \) also has a higher variation of electronegativity with respect to \( Mn^{2+} \) (1.87 vs 1.72, respectively). This indicates that in situ electronegativity is more valid and then the electronegativity depends on the oxidation state. The same phenomenon happens in the higher decrement of electronegativity between \( Co^{3+} \) and \( Ni^{2+} \) (Figure S12B in the Supporting Information) in relation to \( Co^{4+} \)–\( Ni^{4+}\) (Figure 1) because of the higher stability of the configuration \([Ar] nd^5\) (square planar) \(^{154}\) of \( Ni^{2+} \) to the configuration \([Ar] nd^6\) (octahedral) of \( Ni^{4+} \). Then, \( Ni \) is more prone to lose the electrons to get the oxidation state 2+. On the other hand, the higher value of the electronegativity of tungsten \( W \) and molybdenum \( Mo \) than the predicted periodicity as seen also in Figure 1a is assigned to the easiness to build multiple bonds of these elements. On the other hand, the sharp drop of the electronegativity in group numbers 11 and 12 of Periods 4 and 5 indicates that the configurations \((n-1)d^{10} ns^2\) and \((n-1)d^{10} ns^2\), respectively, tend to get the oxidation states 1+ (low oxidation states) and 3+ (high oxidation states) and 2+ with the stable configurations \((n-1)d^8\) and \((n-1)d^{10}\), respectively. For this reason, its electronegativity is lower. This decrement of electronegativity does not happen in \( Au \) (2.3 in low and high oxidation states) of \( G11 \) and Period 6, with a higher electronegativity than \( Pt \) (2.24 low oxidation state and 2.28 in high oxidation state) as seen in Figure 1a because of the higher influence of the polarizability, as explained above.

Regarding the post-transition elements, the electronegativity scale \( PE° \) is a first rank scale in Period P4 and groups G12, G13, and G14 as observed in Table 1. Then, the reduction potential referenced to the oxidation state of the element \( E_{0}^{\circ} \) has more influence on electronegativity. In the same fashion, the reduction potential \( E_{0}^{\circ} \) of the isoelectronic series \( 3d^{10} \) has a similar linear increasing trend with the ions \( Zn^{2+} \), \( Ga^{3+} \), and \( Ge^{4+} \) as shown in Figure S19 of the Supporting Information. Thus, we can say that the reduction potential \( E_{0}^{\circ} \) is linearly associated with the electronegativity in these elements.

About periods P5 and P6, there is a transition of the influence of the polarizability (Sanderson’s scales) from groups G12 to G15, as explained above, to the influence of the energy of the hybrid states (M scale) in groups G16 to G17 as seen in Table 1. The possible explanation is that the increase of the electronegativity measured by the rigidity of the electronic cloud in groups G12 to G15 is higher than that of group G16 to G17, where the ionization and affinity energies are more important. Also, there is almost a linear trend of increase of electronegativity from the oxidation state 2+ of group G12 to the groups G13 and G15 with oxidations states 3+ and 4+, respectively, for all the periods, with the exception of period P6, as shown in Figure 1b. In the same fashion, in the case of the isoelectronic series \( 4d^{10} \) in period P5 shown in Figure S20, the reduction potential \( E_{0}^{\circ} \) has a linear increase for \( Cd^{2+} \), \( In^{3+} \), \( Sn^{4+} \), \( Sb^{5+} \), and \( Te^{6+} \) with electronegativity of the groups G12 to G16 in period P5 as seen in Figure 1a. In this case, Sanderson’s electronegativity scale \( SP \) (polarizability) is a 1st rank scale that influences this linear behavior but not the \( PE° \) scale (reduction potential without the influence of the chemical environment). In period P6, there is a sink of the slope of electronegativity from group G14 to group G15 as seen in Figure 1, opposite to the constancy of the reduction potential \( E_{0}^{\circ} \) in configurations \( 5d^{10} \), as seen in Figure S21 of the Supporting Information. We consider that group G15 in period P6 (\( Bi^{3+} \)) has a stable configuration \( 5d^{10} 6s^2 6p^3 \) with orbitals p half-filled and then has a lower electronegativity (less tendency to attract or hold electrons). This is corroborated by the ionization, affinity, and promotion energies (Mulliken) \(^{17b} \) in Period P6, which decrease fast from groups G17 (At) to G15 (Bi) and then they increase in groups G14 (Pb) to again decrease from group G14 to G13 (TI). This behavior happens between \( Pb \) and \( Bi \) in Period 6. On the contrary, this does not happen between Ge and As, and Sn and Sb; this explains the linearity in periods P4 and P6. In principle, the sequences of electronegativity ratios for the periods P4 and P5 for \( Ge^{4+} \) in its first rank PE° scale (Table S7) are sequentially congruent.

In general, the variation of the continuity of the slope of electronegativity in Figure 1a might be due to inherent physicochemical characteristics, for example, by the electronic configuration. In this order of ideas, a sink of electronegativity is found from period P1 to period P2 in group G1 from \( H \) to \( Li \) because group G1 does not have p orbitals, as observed in Figure 1a, with a subsequent higher slope in electronegativity in Period 2. Thus, this is the reason for the jump of electronegativity between \( He \) and \( Ne \) as seen in Figure S22 of the Supporting Information Section S-11. On the other hand, the scandide (d orbitals) and lanthanide (f orbitals) contractions \(^{62} \) produce a lower slope in the electronegativity versus group number in periods P4–P6 than in periods P2–P3 as seen in Figure 1. Concerning the scandide and lanthanide contractions, it has been considered that the p orbitals might have a similar phenomenon. \(^{63} \) In this way, if we analyze the elements of periods P1 to P3, we can speak of a “Lithide” contraction (orbitals p) between periods P2 and P3 because of the lower increment of the radius than in period 1. Indeed, the augmentation of the effective nuclear charge \( Z^* \) is lower in period P4 than in periods P2 and P3. This behavior indicates that the slope of the electronegativity is higher in periods 2 and 3 versus \( Z \) than in period 4.

Besides, concerning the periodicity of \( La \) and \( Lu \) in the scale \( Z_{DC} \) with the lanthanides and groups and periods near them, continuity of the trend from \( La \) (III, G3) to \( Hf \), \( Ta \), and \( W \) is found as seen in Figure 1a. \( Lu \) also follows the trend of \( Hf \), \( Ta \), \( W \) as seen in Figure S12C. Then, we can say that \( La \), \( Lu \), and \( Hf \) have periodicity among them in the scale \( Z_{DC} \) and that the lanthanides are from \( La \) to \( Lu \), which increase their electronegativity until a value in \( Lu \) that follows the trend of \( Hf \), \( Ta \), and \( W \) as seen in Figure 1a. In this case, Sanderson’s electronegativity scale \( SP \) is a 1st rank scale that in period 5 converges three tendencies; the tendency of G3 (Sc, Y, La), the tendency of period P6 (Cs, Ba, Hf, Ta, W), and the tendency of lanthanides (Ce to Lu); as a consequence \( La \) belongs to these three groups. On the other hand, two tendencies converge in \( Lu \): P6 and lanthanides, and then \( Lu \) belong to these groups. Then, \( La \) has the trend of G3, P6 (short Periodic Table), and lanthanides and belongs to them.
Figure 2. Van Arkel–Ketelaar’s triangle for (a) Sprout’s sample and (b) Meek’s sample. e Only the critical compounds which change their corresponding zone of bond type or which are in the limit of the type of bond are shown.

On the other hand, Lu has the trend of the period P6 (short Periodic Table) and lanthanides. Also, Hf and Ba only belong to the tendency of period P6 as seen in Figure 1. The other lanthanides do not tend to belong to period P6 because they form an internal bridge between G2 and G3 to give to them continuity in the electronegativity values, but they do not follow the tendency of period P6 (short Periodic Table).

If we cut the extension of the Periodic Table, eliminating the transition elements and the lanthanides, that is, eliminating the sequence of elements with orbitals d and f, it is observed that Groups G2 and G13 has a jump as seen in Figure S1b. This jump is similar in periods P4 and P5, and it is a higher in period P6 as seen in Figure S1b, with a higher difference among periods P4 to P6 in groups G13 and G14, to reach a zone of not a great difference of electronegativity from group G15 to group G17 and to be separated again in G18, the noble gases.

**Evaluation of the Electronegativity Scales** ($\chi_{dc}$). As explained above, the electronegativity scales are associated with specific physicochemical properties, and the evaluation through another physicochemical property gives the ranking to this physicochemical property. In this manner, we consider three ways to evaluate the electronegativity scales: (1) periodicity, (2) chemical bonds, and (3) force of bond attraction as physical property.

**Higher Influence on Electronegativity of an Element (Chemical Periodicity).** The evaluation of the chemical periodicity is through the ranking with respect to the best representative value of the scale $\chi_{dc}$ through differences of the absolute values and ratios of electronegativity. As explained above, this scale is considered the best concern the chemical periodicity because it weighs the more important factors through the average, but this scale cannot be the best in a specific element, as explained above. The following best individual scales for low oxidation states with a confidence interval of 95% of similarity in chemical periodicity are Batsanov’s B, Pauling’s P, Sanderson’s SP, and Mulliken’s M electronegativity scales. The scales in the third place in the ranking are Gordy’s G, Allen’s A-M, ARC, Ghosh’s GHP, and ARS electronegativity scales. In a fourth section of ranking are Nagle’s N and the PE $^\circ$ electronegativity scales. About the high oxidation states with the same confidence interval of 95%, Batsanov’s B, Pauling’s P, Sanderson’s SP, and Mulliken’s M electronegativity scales are in the second section of the ranking. In the third section of the ranking are Gordy’s G and Nagle’s N electronegativity scales, and in the fourth section the ARS, PE $^\circ$, Allen’s A-M, and Ghosh’s GHP electronegativity scales. The second ranking of Sanderson’s SP electronegativity scale is due to the low number of elements evaluated (54) with a high number in the first and the second ranking in low and high oxidation states, 38 and 45, respectively. This encourages the experimental evaluation of the electronegativity of the remaining elements. The same applies for the Mulliken electronegativity scale.

**Tripartite Separation.** We must clarify that the lines of separation in the van Arkel–Ketelaar triangle of Pauling’s electronegativity scale take into account the reference elements Si and As explained by Allen et al. 33c unlike considering the elements Al and P as in ref 35. Indeed, the elements of reference also changed from Sprout’s ref 34a to the ref 34b for Pauling’s electronegativity scale. Thus, the assignation of the type of bond is by the experimental analysis and van Ketelaar’s triangle, with the lines from Si and As confirming this assignation. In this way, the compound B$_2$H$_6$ that is experimentally covalent is ratified as covalent by Batsanov’s scale in Sprout’s and Meek’s samples by its relationship to the lines from Si and As seen in Figures S11E/ F, respectively. Accordingly, there are six combinations of elements in a binary compound from B, H, Si, and As, and the four lines associated to them, which determine the assignation of the type of bond of B$_2$H$_6$ in van Arkel–Ketelaar’s triangle. Hence, we can speak of an additional periodicity to the far and near periodicity, which involves elements of different periods and groups.

In this way, we have found that the use of Si and As elements’ base for the parallel division lines in van Arkel–Ketelaar’s triangle shows that the less number of outside elements in Sprout’s sample is in Pauling’s electronegativity
scale with 12 + 0 as seen in Figure S1C(a). The last digit indicates the number of repulsive elements with the same electronegativity as the first, as explained above. The second one is the ARS scale with 12 + 3 elements, and the third scale is Batson's electronegativity scale with 16 + 0 as seen in Figure S11E(a). The confidence interval of 95% indicates that these three scales are similar in exactness to the tripartite separation by the lines of van Arkel–Ketelaar's triangle for Sproul's sample. The following section in the exactitude of the electronegativity scales for the tripartite separation in Sproul's sample contains the PE°, Allen's A-M, Mulliken's M, Ghosh's GHP, and Nagle's N electronegativity scales; and in a third section of the ranking, Sanderson's SP, Gordy's G, and the ARC scale. van Arkel–Ketelaar's triangles for the tripartite separation in the $\chi_{DC}$ electronegativity scale for Sproul's and Meek's samples are given in Figure 2, in which only the critical compoundsoutside and in the limit of their respective zones of bond type are plotted. Both the PE° and $\chi_{DC}$ scales are new scales proposed in this work. Thus, the $\chi_{DC}$ electronegativity scale is in the second ranking of the scales with the other five scales.

We have also analyzed Meek's sample with Sproul's methodology, considering also the number of outside elements and with a confidence interval of 95%. In this case, as in Sproul's sample, Batson's B, the ARS, and Pauling's P electronegativity scales are the best. However, the ARS scale has 22 compounds precisely in the lines of division of the kind of bonds as seen in Figure S5C and Section S-2.4.A.1f of the Supporting Information. In the second section of ranking are Allen's A-M, Mulliken's M, Ghosh's GHP, PE°, and $\chi_{DC}$. In a third section of the ranking are Nagle's N, ARC, Sanderson's SP, and Gordy's G electronegativity scales. Then, the ranking depends on the number and kind of compounds, but in general, Batson's B, Allred Rochow ARS, and Pauling's P electronegativity scales are best ranked in the tripartite separation, and the $\chi_{DC}$ electronegativity scale is ranked second.

**Bond Attraction Force as Physical Property.** We have used Pearson's data of bond force $k_R$ to correlate the bond attraction to the electronegativity scales.62 We have taken all the data, unlike Pearson's correlation, who does not take into account two compounds so far from the linear behavior. Again, the best electronegativity scales with a confidence interval of 95% and for this reason considered similar in the exactitude are Batson's B (correlation coefficient of 0.9300), which is shown in Figure S13, Pauling's P (0.9275), Nagle's N (0.9201), Allen's A-M (0.9164), ARS (0.9096), the $\chi_{DC}$ (0.9047), and Mulliken's M (0.8924). As a comparison, the graph of the correlation of $\chi_{DC}$ to bond force is given in Figure S14. In a second place of ranking with a 95% of confidence interval are Gordy's G (0.7966), the ARC (0.7764), the PE° (0.7576), and Ghosh's GHP (0.7501). In this way, there are only two levels of exactness.

**Periodicity through the Knight's Move, Isodiagonal, Horizontal, and Vertical Similarities in Electronegativity.** A correlation of electronegativity was found in the horizontal right down Knight's move in which the chemical–physical properties are related: from an element or two elements in one direction and then one element to the right or the left or vice versa.63 In principle, we consider for the evaluation of the periodicity of the electronegativity a similar dispersion of electronegativities as in the ranking of the scales, see above: strong periodicity (near to 0–0.06 of difference in electronegativity), middle periodicity (near to 0.6–0.12).

From the common Knight's move relationships Cu–In, Zn–Sn, Ag–Tl, Cd–Pb, and Ga–Sb of chemical similarity, the first pair fulfills the requirements of similar electronegativity in the low oxidation states and the last pair in different oxidation states: (1) strong Knight's move periodicity: Cu^{1+}–In^{1+} ($\chi_{DC, Ga} = 1.90, \chi_{DC, Br} = 1.87$), (2) middle Knight's periodicity: Ag^{3+}–Tl^{4+} ($\chi_{DC, Ag} = 1.93, \chi_{DC, Tl} = 2.01$), (3) weak Knight's periodicity: Ga^{3+} or Ga^{3+} with Sb^{5+} ($\chi_{DC, Ga} = 2.00, \chi_{DC, Ga} = 2.00, \chi_{DC, Sb} = 2.17, \chi_{DC, Sb} = 2.19$). In particular, Cu^{3+} and In^{3+} as low oxidation states have more proclivity to follow the Knight's rule.63 On the other hand, we consider that the inert pair 6s as a filled inert orbital64 in Tl^{11} produces a similar electronegativity to Ag^{3+} with the configuration 4d^{0}. We have also found a periodicity in the Knight's rule (Table 3) for the following:

1. The strong Knight's move similarity in (a) Mg^{2+} to Y^{3+}; (b) Ca^{2+} with La^{3+}; (c) Sc^{3+} with Ce^{3+}(large periodic table); (d) Y^{3+} with Pr^{3+} (large periodic table); (e) Mo^{6+} with Fe^{3+}; (f) W^{6+} or W^{6+} with Mn^{2+}; (g) W^{6+} or W^{6+} with Ru^{3+} or Ru^{3+}; (h) Re^{3+} or Re^{3+} with Fe^{3+} or Fe^{3+}; (i) Fe^{3+} with Pd^{2+}; (j) Ru^{3+} or Ru^{3+} with Ni^{2+}; (k) Os^{3+} with Cr^{3+} or Co^{3+}; (l) Os^{5+} with Co^{4+}; (m) Os^{3+} with Pt^{4+}; (n) In^{3+} or In^{3+} with Si^{3+} or Si^{3+}; (o) Tl^{3+} with Ge^{3+} or Ge^{3+}; (p) Tl^{3+} with Sb^{3+} or Sb^{3+}; (q) C^{3+} or C^{3+} with S^{2−}; (r) Ge^{3+} or Ge^{3+} with Bi^{3+} or Bi^{3+}; (s) Ge^{3+} or Ge^{3+} with Te^{2−}; (t) Pb^{4+} with As^{3+} or As^{3+}; (u) Pb^{4+} with Te^{2−}; (v) N^{3+} or N^{3+} with Cl^{−} or Cl^{−}; (w) P^{5+} with Te^{2−}; (x) As^{5+} with Po^{4+}; (y) S^{2−} or S^{2−} with I^{−}; (z) Se^{4+} with At^{−}; (aa) Se^{4+} with At^{−}. The strong Knight's move periodicity is plotted in Figure 3. The figure is like a diapason, a wishbone, a river delta, or y Greek because of the graphic distribution in the periodic table of groups and periods.

2. The middle Knight's move similarity in (a) Na^{1+} with Sr^{2+}; (b) Mg^{2+} with Y^{3+}; (c) Sc^{3+} with Ce^{3+}; (d) Sc^{3+}
with HF$^{a+}$ or Hf$^{a+}$; (e) $Y^{3+}$ with Pr$^3$ (large periodic table); (f) Yb$^{3+}$ with Zr$^{4+}$; (g) Ti$^{2+}$ with Ti$^{4+}$ or Ta$^{5+}$ with Ta$^{4+}$; (h) V$^{5+}$ with Tc$^{5+}$ or Tc$^{5+}$; (i) Cr$^{5+}$ with Re$^{5+}$ or Re$^{6+}$; (j) Mo$^{5+}$ with Fe$^{5+}$; (k) Re$^{5+}$ or Re$^{6+}$ with Rh$^{5+}$ or Rh$^{6+}$; (l) Fe$^{3+}$ with Pd$^{2+}$; (m) Fe$^{4+}$ with Pd$^{4+}$; (n) Ru$^{3+}$ or Ru$^{4+}$ with Ni$^{4+}$; (o) Os$^{3+}$ with Co$^{3+}$; (p) Os$^{3+}$ with Pd$^{2+}$; (q) Os$^{5+}$ with Pd$^{2+}$ or Pd$^{4+}$; (r) Co$^{3+}$ with Ag$^{2+}$; (s) Pd$^{2+}$ with Hg$^{2+}$; (t) Ag$^{1+}$ or Ag$^{3+}$ with Ga$^{3+}$ or Ga$^{3+}$; (u) Zn$^{2+}$ with Bi$^{4+}$; (v) Zn$^{2+}$ with Si$^{2+}$ or Si$^{4+}$; (w) Cd$^{2+}$ or Cd$^{4+}$; (x) Hg$^{2+}$ with Sn$^{4+}$; (y) C$^{2+}$ or C$^{4+}$ with As$^{3+}$; (z) C$^{2+}$ or C$^{4+}$ with S$^{2+}$; (aa) Sn$^{2+}$ with P$^{3+}$; (ab) Pb$^{4+}$ with Te$^{2+}$; (ac) As$^{3+}$ with Po$^{2+}$ or Po$^{4+}$; (ad) S$^{2+}$ with I$^{5+}$; (ae) Se$^{4+}$ with At$^{1+}$.

The strong Knight’s move similarity in electronegativity indicates a similar physicochemical behavior.

The isodiagonal, horizontal, and vertical similarity in electronegativity are explained in Section S-12 of the Supporting Information. In this way, we consider that the similarities found by the electronegativity are strict and the strong similarity of electronegativity predicts a higher degree of chemical similarity.

**CONCLUSIONS**

We have selected electronegativity scales related to a specific physicochemical property to evaluate its average, and its corresponding best representative value, in order to rank these electronegativity scales in “the power to attract or hold electrons, the electronegativity”. The changes of slopes or jumps in the best representative values allow finding the physicochemical factors which increase or decrease the electronegativity such as the multiple bonds in W or stable configurations such as those produced by a strong octahedral field. In this context, this ranking clarifies the influence of a specific physicochemical property in the electronegativity and allows determining the zones of the Periodic Table in which this specific physicochemical property has a higher influence in electronegativity. Then, when an electronegativity scale measures a specific physicochemical property such as the covalent bond, this scale indicates the degree of the physicochemical property associated with this scale. With this background, we consider that the scales reported in the literature to measure the electronegativity are experimentally valid and exact, and each scale can be used to evaluate the degree of physicochemical behavior associated with this scale. Likewise, the target of finding a general scale that fulfills the characteristic of pure values in periodicity and correlation to physical and chemical properties is gotten more by Batsanov’s and Pauling’s electronegativity scales in the best representative value, tripartite separation, and bond force. Nevertheless, each element has a better electronegativity scale which fulfills better a specific physicochemical property and by which we can also measure the degree of the physicochemical behavior associated with this element. That is the utility of the $\chi_{DC}$ scale because we can rank through it the first electronegativity scale associated with the element. Also, the best representative values of the scale $\chi_{DC}$ give more weight to the physicochemical factors and properties that influence the electronegativity and by this reason is the best scale in periodicity.

We also consider that the values of electronegativity reported must consider if the chemical surrounding can affect the value of electronegativity. In this context, we have analyzed the hypotheses of a free atom (isolated) and in situ (dependent on the chemical environment) electronegativities. We have considered that if the electronegativity values for high and low oxidation states of an element are almost the same, then, we can have one electronegativity value for this element and associate one electronegativity value to it. If this similarity does not happen, we must use several values dependent on the chemical environment and hybridization of the element. Although, we have found that the values of the free atom and in situ hypotheses are similar in most of the elements, almost 75%.

Concerning the periodicity in electronegativity of La and Lu, La belongs to three tendencies: group G3, period P6, and lanthanides. In the case of Lu, it only belongs to the last two, but the other lanthanides to any of the three sequences, and Hf only belongs to period P6. Then, the orbital $f$ functions as an orbital intern between the 6s and 5d orbitals to give continuity in the electronegativity from groups G1 and G2 to group G3 in period 6, not considering the increment of atomic number Z. This continuity is not present for orbital $d$ between orbitals $s$ and $p$ for the post-transition elements. We conclude then that the natural sequence of atomic number Z in the large periodic table, as Scerri has explained, implies that La is in group G3. The tendency of the electronegativity values in absolute values and ratios of the elements near to La and Lu, with their associated overall physicochemical properties, reaffirms this conclusion. Also, the electronegativity values determined in this work are correlated to similar chemical behavior of the ions through Knight’s, isodiagonal, vertical, and horizontal periodicity. As noted above, in certain cases the average electronegativity values are different from the reported experimental ones. Then, both the new predicted chemical periodicity and the best different predicted values encourage an experimental verification.

**METHODOLOGY**

**Scales of Electronegativity.** Allred and Rochow’s electronegativity values for the neutral atoms were built through eqs 2 and 3 using their covalent radius. In principle, when we used the shield constants of Slater, we used the values of electronegativity given by Allred, this scale was named the ARS electronegativity scale. On the other hand, when we used the shield constants given by the diagrams of Clementi and Raymondi, the scale was named the ARC electronegativity scale. In the case of elements with higher nuclear charge ($Z > 36$), Clementi and Raymondi’s diagrams were the only available. We also corrected the deshielding by the decrease of electrons in the same orbital, Vg. orbital $d$.

Representative values of electronegativity scales: (1) $P$, (2) $M$, (3) SP, (4) ARS, (5) ARC, (6) $A$, (7) $B$, (8) PE, and (9) $\chi_{DC}$ are given in Table S1. Besides, higher values in PE scale are found for Ag, Hg as seen in Table S1, because their calculated values of electronegativity are from data of relativistic effects which include nephelauxetic (orbitals expansion) and relativistic effects. Thus, a higher electron permanence in these metals produces an increase in their electronegativity. In Table S1, a similar order of magnitude for cations is also observed in the electronegativity scales of Sanderson SP and Allred and Rochow with Clementi and Raymondi shield constants ARC [Vg. SP(Ba$^{2+}$) = 3.4, ARC(Ba$^{2+}$) = 3.054, respectively]. The differences can be higher [Vg. SP(Bi$^{3+}$) = 27.27, ARC(Ba$^{2+}$) = 14.42], but the important concept is that...
both scales can evaluate the electronegativity of ions, before the equalization of electronegativity, as explained above.

**Procedure for Evaluation of the Best Electronegativity Values.** (1) Evaluation of the average of the seven scales. If the element has oxidation states with a different electronegativity, then we evaluate the electronegativity for the most common low and high oxidation states (hybridization state). In the case of groups G16 and G17, we also evaluate the electronegativity of the anions. (2) In all the cases, the difference between the average and the best experimental electronegativity value must be equal to or lower than 0.03 (0.01 in the lanthanides, as explained above) in order to take into account the best experimental value as that of the element. The reliability of this value was measured by the standard deviation. This gives the best-proposed electronegativity scale and momentary best-proposed value. (3) In critical cases, we analyze the periodicity in periods (and groups) in Figure 1 in electronegativity because we consider that the elements build an interrelated bi-dimensional network of properties and this network can help to give more exactitude to the element’s electronegativity value. At the same time, we apply the physicochemical rules of periodicity given in Section S-8 of the Supporting Information, with the condition that the low oxidation state must have a value equal to or lower than the higher oxidation state. We have also considered the rank of periodic exactitude of a methodology in a certain zone of the Periodic Table such as the Mulliken scale in the post-transition elements. The reliability of the best electronegativity value was also analyzed through an analysis of the continuity of the ratios in Tables 2, S3–S9 of the different electronegativity scales. (4) In the sequence of periodicity, we analyze physicochemical perturbations such as the appearance of stable configurations such as d^5, d^10, 4f^14, d^10 s^2, and p^3, the tendency to form double and triple bonds as also explained in Section S-8 of the Supporting Information.

**PE° Scale of Electronegativity.** For the evaluation of the PE° scale of the standard reduction potentials E° versus Pauling’s electronegativity, we must define exactly the reduction potential E°. Thus, we have defined a reduction potential which begins in the cation and ends in the element (PE° for the cations) and that which begins in the element and ends in the anion, named E°ff at 25 °C: fugacity, 1 atm for gaseous substances; activity, 1 g mol/l (or 1 g-ion/Kg of water) for dissolved substances in aqueous solution at pH = 0 in which in most of the cases the ligand was O^2− or hydrides H^1−.67 Thus, the values of E° were obtained from Atkins,67 Pourbaix,68 Bard,69 and Bratsch.70 In this way, the influence of ligands on E° was normalized primarily to the same ligand. Importantly, the relation of the values for cations and anions for this reduction potential E° is related to the ranking of electronegativity: higher for the elements which are prone to be converted to anions and lower for the elements which form cations: (1) a more positive value of E°,0 specifies an increment of the macroscopic electronegativity, that is, an increase of the macroscopic power to attract the electrons = more easiness of being reduced. (2) A more negative value of E°,0 points out less macroscopic electronegativity, that is, more capacity to release the electrons = more easiness of being oxidized.

The Pauling electronegativity P values are evaluated for the elements when they react and the extra resonance energy Δ is correlated to the electronegativity scale by the following expression:28,71

\[ \Delta = E(A - B) - \frac{[E(A - A) + E(B - B)]}{2} \]  

(18)

\[ |P_A - P_B| = 0.208 \sqrt{\Delta} \]  

(19)

In this way, we have correlated the experimental data of E°,0 to the Pauling’s electronegativity scale, considering a Boltzmann sigmoid behavior. This method is similar but not equal to the method developed by McDaniel and Yingst,28,71 who considered a square root relationship between the difference of Pauling’s electronegativity of ligand L (P_l) and hydrogen (P_H) and E° taken into account the ligands L. In our case, we have extended this relationship to cations. Because we have used the data for pH = 0 for all the ions, this has simplified the relationship between P and E°. In order to avoid the differences of E° caused by using different ligands, it is also necessary to use in most of the cases for the cations the same ligand, in our case O^2− or, in the case of anions, hydrides.

Besides, we have taken Pauling’s electronegativity values P for the halogen elements F (3.98), Cl (3.16), Br (2.96), and I (2.6) as reference. The value of the electronegativity for the element Cs of 0.79 was taken as the other extreme of the element F with the highest electronegativity. We have not taken the metal electronegativity values as a reference because they are less certain.16 Figure 4 shows the fitting of selected reference values by the Boltzmann sigmoid behavior. Indeed, a linear behavior was a little less exact. The equation is

\[ \chi_P = \chi_P,1 + \frac{\chi_P,2 - \chi_P,1}{1 + \exp \left[ \frac{(E°,0 - E_0)}{dE°} \right]} \]  

(20)

where \( \chi_P,1 = 4.9886 \), \( \chi_P,2 = -0.0582 \), \( E_0 = 0.2286 \) V, \( dE° = 2.0350 \) V.

We consider that if the experimental values of E°,0 versus P are separated from the curve of PE°, there is more influence of the chemical environment in the reduction potential E°,0 as seen in Figure 5 for different isoelectronic series.

**Application of the PE° Scale: Electronegativity Values for Oxidation and Reduction.** We have also built a standard reduction potential E°,0 which has a final state the

![Figure 4. Boltzmann sigmoid behavior of PE° vs E°.](https://dx.doi.org/10.1021/acsomega.0c03566)
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element $Z'$ with oxidation 0. This allowed having continuity of the values for $E_{0}^{°}$ of anions and cations$^{29}$ as seen in Figure 6.

For the isoelectronic configuration 4p$^{6}$. The difference between the reduction potentials $E^{°,0}$ and $E_{0}^{°}$ is that the negative values of the standard reduction potential $E^{°,0}$ for anions are the values of $E_{0}^{°}$ for these anions as shown also in Figure 6. The value of $E^{°,0}$ for cations indicates the standard reduction potential to obtain a neutral state. On the other hand, the value of $E_{0}^{°}$ for anions indicates the standard reduction potential of an element to be reduced to a specific anion. At the same time, $E_{0}^{°}$ for cations also indicates the standard reduction potential of a cation in order to obtain a neutral state. Opposite to $E^{°,0}$, the value of $E_{0}^{°}$ indicates the standard reduction potential for an anion to be oxidized to the corresponding element. In Figure 6, the anion Br$^{1−}$ has a value of $E_{0}^{°}$ equal to 1.065. The corresponding value of electronegativity PE$^{°}$ is 2.97, considering that the value of Pauling’s electronegativity of the element because the element is the initial state in the reduction. The value of $E_{0}^{°}$ for the element Br is then $-1.065$ and the corresponding value of electronegativity PE$^{°}$ is 1.54, considering that the initial state for the reduction is the anion Br$^{1−}$.

We take into account that this value is the electronegativity of the anion Br$^{1−}$ to attract the electrons and the value of $E_{0}^{°}$ is the capacity of being oxidized.

With this methodology, we have obtained the value of the standard reduction potential $E_{0}^{°}$ for Kr by interpolation, which is $-2.161$ and the corresponding value of the electronegativity PE$^{°}$ is 1.04. We consider that this value of $E_{0}^{°}$ is the capacity of Kr for being oxidized (loss of electrons). In this way, Kr has the capacity of losing electrons to have an incomplete shell from 4p$^{6}$. The next step was to evaluate the value of $E_{0}^{°}$ for Kr which is 2.161, and the corresponding value of electronegativity PE$^{°}$ is 3.61. Indeed, the Pauling electronegativity $P$ for Kr is 3.00 and the difference can be associated with the influence of the chemical environment in the evaluation of the Pauling electronegativity. Thus, the standard reduction potential PE$^{°}$ of 3.61 indicates the capacity to keep the configuration 4p$^{6}$. The values of $E_{0}^{°}$ for Br and Kr have qualitatively the order PE$^{°}$ (Br) less than PE$^{°}$ (Kr). The question is if Kr can be oxidized from the orbital 4p$^{6}$.

With this methodology of noble gases, we can find the reduction potentials $E^{°,0}$ (in the case of reduction) and $E_{0}^{°}$ (in the case of oxidation) of the elements$^{29}$ and then determine the corresponding electronegativities PE$^{°}$ for reduction and oxidation, respectively. First, we must determine the trend of the standard reduction potential $E_{0}^{°}$ of a defined isoelectronic series to find the value $E_{0}^{°}$ of the element and then changing the sign in order to determine the value of $E^{°,0}$ for this element. The trends of all the isoelectronic configurations ns$^{2}$ and np$^{6}$, and nd$^{10}$, nd$^{10}$(n + 1)s$^{2}$, 4f$^{14}$, and 4f$^{14}$6s$^{2}$ of E$^{°}$ to determine the values of the elements are evaluated in Figures S23 and S24, respectively, of the Supporting Information.

We have also analyzed elements and ions with the highest dispersion to the electronegativity curve PE$^{°}$. At first, the value of the new cation La$^{1+}$ has conjunctly a lower value of standard reduction potential $E_{0}^{°}$ (see text) of 2.60 eV and a lower Pauling’s electronegativity of 1.1 as seen in Figure 5 (above the curve of PE$^{°}$). We consider that in this cation the electronegativity has a larger number of resonance structures which produces a strong increment of the ionic resonance energy.$^{27}$ Then, the electronegativity overcomes the normal Pauling’s relationship between resonance energy and standard reduction potential $E_{0}^{°}$ given by PE$^{°}$. The same phenomena happen in the ions near to La$^{1+}$ in the E$^{°}$ scale: Ca$^{2+}$ ($E_{0}^{°} = -2.9$ eV, $P = 1.12$) and Y$^{3+}$ ($E_{0}^{°} = -2.60$ eV, $P = 1.22$). On the other hand, the opposite happens in the element Pt$^{6}$, the resonance structures are less than the average and then Pauling’s electronegativity is lower than the value of PE$^{°}$ (below the curve of PE$^{°}$). On the other hand, we must clearly state that in the noble gases, Pauling’s electronegativities are reported for Xe and Kr, the last one analyzed above. For the other noble gases, we have calculated their electronegativity values by averaging the values of different electronegativity scales. Besides, the comparison of PE$^{°}$ can be circumscribed to a comparison to $E_{0}^{°}$ because there is a proportional increment of PE$^{°}$ and $E_{0}^{°}$ as seen in Figure 4. In Section S-14 of the Supporting Information, we have found a periodic trend of the $E_{0}^{°}$ (electronegativity PE$^{°}$) for a specific isoelectronic configuration nl (Vg, ns$^{2}$).
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**ADDITIONAL NOTES**

“A higher positive value of the electronegativity, that is, a higher negative value of the chemical potential \( \mu \) in thermodynamics, indicates a higher tendency to accept material, in this case, electrons.

We have written in a previous article\(^9\) that the derivative of the electronegativity with respect to the energy was at HOMO constant, it was a finger error.
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