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Abstract. In order to improve the effect of English speech recognition, based on digital means, this paper combines the actual needs of English speech feature recognition to improve the digital algorithm. Moreover, this paper combines fuzzy recognition algorithm to analyze English speech features, and analyzes the shortcomings of traditional algorithms, and proposes the fuzzy digitized English speech recognition algorithm, and builds an English speech feature recognition model on this basis. In addition, this paper conducts time-frequency analysis on chaotic signals and speech signals, eliminates noise in English speech features, improves the recognition effect of English speech features, and builds an English speech feature recognition system based on digital means. Finally, this paper conducts grouping experiments by inputting students' English pronunciation forms, and counts the results of the experiments to test the performance of the system. The research results show that the method proposed in this paper has a certain effect.
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1. Introduction

English speech feature recognition plays an important role in supporting English learning. From a practical point of view, improving English speech feature recognition through digital means can effectively improve the effect of English learning. Therefore, it is necessary to study the application of digital technology in English speech feature recognition [1].

Language is the most basic, most natural, most important, most effective, most commonly used, most convenient and longest-used communication method for human beings. Language is also the foundation of human society. But after human beings entered the computer age, computers have become a daily tool in human life. Language, the most basic and most natural way of communication, has lost its usefulness. Human hands freed from walking upright are once again confined by the keyboard. This is obviously unacceptable to human beings who have created a glorious civilization with both hands [2]. Therefore, almost at the same time that humans use computers, humans are trying to communicate with computers through voice so that computers can understand human languages, but this has always been impossible to be as effective as keyboards and mice. With the advent of the multimedia and network era, mankind has entered the post-PC era. At this time, a variety of intelligent equipment has been widely used in human production and life. The natural, fast, stable, and reliable way of interaction between humans and intelligent terminals makes voice once again an urgent requirement for human-machine communication. This gave rise to the research topic of speech recognition. The voice signal as the carrier of voice recognition has also become an important research object [3]. Moreover, as an important research field, speech signal processing has a long research history. It is a comprehensive subject formed on the basis of speech linguistics and digital signal processing, and it is closely related to disciplines such as psychology, physiology, computer science, communication and information science, pattern recognition and artificial intelligence. At the same time, the research on speech signal processing has always been an important driving force for the development of digital signal processing technology. Many new methods of processing are first achieved in speech processing and then extended to other fields. For example, the birth and development of many high-speed signal processors are inseparable from the research and development of speech signal processing. The so-called speech signal processing is the use of digital signal processing technology to analyze and process the speech signal, which includes speech communication, synthesis, recognition, and speech enhancement. One of its purposes is to obtain some speech parameters reflecting the important characteristics of the speech signal through processing so as to transmit or store the speech signal information with high efficiency. The second is to process certain calculations to meet the requirements of a certain purpose, such as artificially synthesizing speech, identifying the speaker, and identifying the content of the speech. These two purposes represent the two aspects of the theory and research of speech signal processing that are closely integrated. On the one hand, it is researched from the perspective of speech production and perception. This research is inseparable from subjects such as speech, linguistics, cognitive science, psychology, and physiology. On the other hand, speech is processed as a signal, including traditional digital signal processing technology and some new technologies applied to speech signal processing methods. In addition, voice signal processing is one of the core technologies used in emerging fields such as information superhighway, multimedia technology, office automation, modern communications and intelligent systems.

This paper uses digital means to study English speech feature recognition algorithms, and analyzes actual cases to improve the effect of English speech feature recognition.
2. Related work

The speech signal is a typical non-stationary random signal. Due to the wide variety of voice environments and the complexity of the voice signal itself, people will inevitably be interfered by noise introduced from the surrounding environment and transmission media, electrical noise inside the communication device, and even other speakers during voice communication. These interferences will eventually make the voice received by the receiver no longer pure original voice, but noisy voice polluted by noise. This causes the deterioration of the performance of the speech processing system, affects the recognition rate, and even causes the system to be completely unable to process speech. Moreover, these interference signals cause great interference to the effective information carried by the voice signal in the voice communication. As a result, the denoising processing of the speech signal is produced [4].

The literature [5] carried out research on the safety communication problems in air traffic control based on the voice of the pilot and the identity of the aircraft, and achieved outstanding research results. In order to establish the JP telephone network intruder detection system, the literature [6] implanted watermark information in the telephone voice, and verified the feasibility of the method through simulation experiments. The literature [7] studied the related problems of the anti-interference ability of watermark in digital-to-analog conversion, and used ICA algorithm to separate two different sounds from a piece of a cappella recording. The literature [8] successfully realized the interactive modification of music recording by virtue of the good separation effect of ICA algorithm. The literature [9], the extraction of small target signal under cluster background and the investigation of system security performance are discussed. The literature [10] proposed a recursive algorithm based on neural simulation structure. However, this algorithm only uses second-order statistical properties, so its convergence needs to be further optimized. Aiming at the problem of blind source separation, the literature [11] gave a relatively complete research framework, and by analyzing the separability and uncertainty in the blind source separation algorithm, it proposed a joint diagonalization method. The BP neural network algorithm proposed in the literature [12] has become one of the most widely used neural network models. The literature [13] established an objective function based on information maximization, and constructed a unified framework of ICA algorithm on the basis of information theory.

The literature [14] proposed a disguised voice hidden telephone system. Moreover, due to the consideration of the real-time nature of the system, it combines the classic hiding method to successfully realize the secure transmission of real-time voice. The literature [15] used audio as a hidden carrier to mask the secret voice signal, so as to enhance the signal's anti-low-pass filtering ability and anti-interference ability. The literature [16] derived an adaptive blind source separation switching algorithm based on kurtosis, and used this algorithm to achieve blind separation of speech signals. The simulation experiment verifies that the algorithm has good separation performance. The literature [17] established a dual-channel blind source separation model on the basis of the 4th order cumulant, and used the feature matrix joint approximate diagonalization algorithm to further realize the separation of the frequency hopping signal and the interference. Aiming at the problem of noise interference in multiple received signals, the literature [18] clearly pointed out that the signal can be de-noised by wavelet first, and then blindly separated. This method has a significant improvement effect on the bit error rate performance of frequency hopping communication against strong uncorrelated interference. The literature [19] systematically summarized the blind source separation algorithm, and further explained the future development direction of the blind source separation algorithm. The literature [20] used the feature matrix joint approximate diagonalization algorithm to blind source separation of the signal. The previous blind source separation anti-interference methods require a large number of antennas at the receiving end. In response to this problem, the literature [21] proposed a semi-blind separation anti-interference algorithm for direct spread communication based on the periodicity of the spreading code under a single channel.

3. Digital English speech processing algorithm

(1) Data fuzzification

Fuzzification is the process of transforming numerical attributes into fuzzy attributes. Nowadays, many methods have been proposed to realize this transformation.

Generally speaking, it can be studied by experts in the field of specific discretization algorithm, or by any fuzzy clustering algorithm. Clustering is a popular data mining technology, which allocates data instances to several groups called clusters, so that the instances belonging to different clusters are as different as possible. The similarity between clusters and instances can be measured by distance, connectivity and strength. Non fuzzy clustering algorithms, such as DBSCAN or K-means, assign each instance to a cluster. In the case of fuzzy clustering, each instance can be associated with more clusters with membership degree. Membership indicates the degree to which the instance belongs to the cluster. One of the most commonly used fuzzy clustering algorithms is fuzzy C-means (FCM).

The purpose of this algorithm is to minimize the following criterion [22].

\[
\minimize \sum_{i=1}^{n} \sum_{j=1}^{k} u_{i,j}^f \cdot d(a_{i,j}, c_j)^2
\]

Among them, \(u_{i,j}\) represents the membership degree of the i-th instance to the j-th cluster, \(f\) is the ambiguity, and \(d(a_{i,j})\) is the distance metric.

\[
d(a_{i,j}) = \sqrt{(a_{i} - c_j)^2} = |a_{i} - c_j|
\]

This algorithm defines the constraint of the membership degree \(u_{i,j}\) of each level, and the sum of the membership degree of each cluster of \(a_{i}\) must be equal to 1. This constraint starts directly from the use of fuzzy C-Means, but it is also necessary to achieve FDT induction. The constraint can be expressed as the following formula:
FCM assigns a membership degree $u_{i,j}$ to each cluster's instance of each cluster. The degree of membership is calculated based on the distance between the instance and the cluster. The membership degree of the $i$-th instance to the $j$-th cluster is as follows:

$$u_{i,j} = \frac{1}{\sum_{a} \frac{1}{d(a,c)} \cdot \beta}$$  \hspace{1cm} (4)

When all the values of $a \in a$ are assigned to each cluster, the new center can be calculated by the following formula:

$$c_j = \frac{\sum_{t=1}^{k} (u_{t,j})^2 \cdot a_t}{\sum_{t=1}^{k} (u_{t,j})^2}$$  \hspace{1cm} (5)

The scalar value can be converted into a degree of membership, and the continuous value can be converted into a fuzzy attribute mapping.

(2) Fuzzy decision tree

DTS is a data mining tool for classification and prediction. The main purpose of classification is to map a new unknown instance to one of the predefined classes.

At present, there are many known DT sensing algorithms, such as ID3, C4.5, CHAID, cart or cmie based fuzzy decision tree. ID3 has good performance in linguistic attributes, but it can't deal with numerical attributes. The next problem with ID3 is that it tends to prefer attributes with more values. These problems are improved in C4.5 algorithm. C4.5 deals with numerical attributes by defining split points, which divide numerical data into intervals. Unfortunately, this can have a negative impact on the performance of classification, especially when some values are close to the margin. In addition, the identification of interval boundary may not be completely correct. The introduction of fuzzy logic can improve this aspect. At present, various algorithms of fuzzy decision tree have been introduced. Many of them are based on traditional algorithms, such as ID3 to fuzzy correction. Other FDT guidance algorithms are based on cmie proposed and applied in.

The associated attribute of each internal node selected by CMIE is defined as $I(B;A_{i,h}, A_{i,j}, L, A_{v\neq h,i}, A_{v\neq j,i})$. According to $U_{q-1} = A_{h,i}, A_{j,i}, L, A_{v\neq h,i}, A_{v\neq j,i}$, the sequence of attribute values is defined from the root of the tree to the node at the $q$-th level.

The sequence $U_{q-1}$ defines the path from the root to the node under investigation. The attribute of the maximum value of CMIE is associated with the investigated node in the obtained selection criterion, and the CMIE is divided by the entropy of the attribute, thereby preventing a larger number of attribute preferences. The standard has the following form:

$$\arg \max \left\{ I(B;A_{i,h}, A_{i,j}, L, A_{v\neq h,i}, A_{v\neq j,i}) \right\}$$

The entropy of attribute $A_{i}$ has the following definition:

$$H(A_{i}) = \sum_{a} M(A_{i}) \log_{2} \frac{1}{M(A_{i})}$$

DT is sensitive to overfitting. When the classifier overfits the data it senses, overfitting occurs. Therefore, DT will have lower classification performance when the new data is unknown. In the decision tree, overfitting means that the tree that is induced fits all the instances in the data set. In this case, it classifies training examples perfectly, but the classification of new samples is usually inaccurate. Therefore, the pruning technique is applied, which replaces the subtrees of the tree with leaves. Tree pruning reduces the computational complexity of classification. This paper establishes leaves in two thresholds A and B, and determines the leaf nodes during tree derivation according to the pruning of the leaves. Threshold A represents the minimum frequency of occurrence in a given branch. Frequency represents the percentage of instances that are covered by the path to which the analysis node belongs. When the following conditions are true, the node is converted to a leaf.

$$\alpha \geq \frac{M(A_{i,h} \times L \times A_{v,i})}{k}$$

Each node contains a confidence level that reflects the credibility of the output class. If the confidence is greater than the threshold parameter B, the node is transformed on the leaf. The mathematical form of this pruning criterion is as follows:

$$\beta \leq 2^{-\gamma \cdot M(A_{i,h} \times L \times A_{v,i}), j = 1, L, m_{h}}$$

These threshold parameters affect the size of the final decision tree branch. The greater the $\alpha$ value, the smaller the branch depth of the tree, while the greater the $\beta$ value, the greater the branch depth of the tree. The setting of $\alpha$ and $\beta$ has a great influence on the classification performance of the decision tree. Therefore, in order to achieve the best classification performance,
the most appropriate threshold must be selected. After many repeated steps, the appropriate threshold is finally obtained, and the decision tree is determined by trying different values of $\alpha$ and $\beta$.

4. English speech feature recognition system based on digital means

From the perspective of service design, English speech feature recognition system needs to consider the service value of the system in addition to users, products, interactive behaviors and scenarios. Therefore, English speech feature recognition is a system composed of five basic elements: person, process, object, product use scene, and service value. The English speech feature recognition system is designed around the above five basic elements. Its purpose is to coordinate the relationship between them and analyze their functions and properties to optimize the user experience. The system components are shown in Figure 1.

The process mainly refers to the activities brought about by the user using the product in the service system, and the feedback behavior of the product to the user. It also includes the behavior between users and different stakeholders. Good behavior can make users interested, and make it more convenient, fast and comfortable to use, reduce mis-operations, and evoke better emotional experience. Figure 2 shows the interactive behavior path of the English speech feature recognition system based on digital means.

The English speech feature recognition system based on digital means is applied to the Internet of Things technology. The three main characteristics of the Internet of Things are comprehensive perception, reliable transmission and intelligent processing. From the perspective of the entire architecture of the Internet of Things, the Internet of Things consists of three major parts, from the low-end to the top-level are the perception layer, the network layer, and the application layer. The functional attributes carried by each layer are different. The perception layer uses various sensors to collect environmental data. The network layer is composed of mobile communication and the Internet, forming the bottom-end data transmission channel, and is responsible for transmitting the information collected by the sensors to the application layer, as shown in Figure 3.
With the development and maturity of technologies such as cloud computing and big data, artificial intelligence-related technologies have entered a period of explosive growth. This not only changes the innovation and transformation of traditional industries, but also penetrates into people's daily life and brings new behavioral experiences to human-computer interaction. Intelligent speech technology involves knowledge of multiple disciplines, such as acoustics, cognition, pattern recognition, artificial intelligence technology, etc. The system framework of intelligent voice contains 5 modules. The voice recognition module is responsible for accepting the user's voice input and converting it into text to the natural language understanding module. After understanding the semantics of user input, the natural language understanding module inputs specific expressions into the dialogue management module. The dialogue management module is responsible for coordinating the calls of various modules and maintaining the current dialogue status, and handing over the specific reply method to the natural language generation module for processing. The natural language generation module generates a specific reply text and inputs it into the speech synthesis module. The speech synthesis module is responsible for outputting the text to the user in the form of speech. The system framework of intelligent voice is shown in Figure 4.

Figure 3 The application of the Internet of Things system in English speech feature recognition
Intelligent voice brings users a new way of interaction, which is more flexible, natural and efficient than graphical interaction. After decades of development, the design process and specifications of graphical interactive design are very detailed, covering almost all graphical interactive scenes. From graphic interaction to voice interaction, the way of human-computer interaction has changed from visual to auditory and from tangible to intangible. The difference in the way of information transmission makes the elements of graphic interaction design and voice interaction extremely different. Graphic interaction design mainly takes six elements of color, font, motion, material, layout and shape as the main design objects, while the voice interaction design needs to use the timbre of intelligent voice as the object, as shown in Figure 5.
The key figure map refers to the systematic representation of each key figure and the relationship between the key figures in the form of a chart or map. It can help designers quickly figure out the relationship between each role in the project, so as to discover the problems that exist in their interactive scenes, and provide help for the subsequent optimization of the experience. In the traditional sense, after users purchase goods, producers and consumers no longer have an interest relationship. However, with the transformation of product innovation models, producers have become service providers, and intangible services and tangible products are integrated and interdependent.

In the process of service design, the systematic innovation method, from the overall perspective, comprehensively considers the elements of human, service and environment as well as the relationship between the elements, and then reasonably plans the combination order and cooperation degree of the elements in the system, so as to maximize the performance of the whole service system. Based on the system innovation, this paper analyzes the scattered problem points in the intelligent voice service, as well as many stakeholders that may be involved in the service system, and reestablishes the task relationship model. On the one hand, we need to pay attention to the pain points of users' experience in the whole process of using intelligent voice service, which is the key element of service optimization; On the other hand, people, products and environment elements in the intelligent voice service
system need to be regarded as an interactive, interdependent and comprehensive system with specific goals, so as to maximize the
service of home English speech recognition system.

The whole system consists of five parts: PC, PCI adapter card, main switch, branch switch, and student terminal. The block di-
agram of the whole system is shown in 7:

![Block diagram of English speech feature recognition system]

5. Performance test of English speech feature recognition system based on digital means

The performance of the English speech feature recognition system based on digital means constructed in this paper is tested
through experimental research. The system of this paper mainly converts English speech into digitized form and then recognizes it.
Therefore, in the experimental research, this paper mainly counts the effect of digitization conversion of English speech and the
recognition effect of English speech features of this system. First of all, this paper carries out the statistics of the digital conver-
sion effect of English speech of the system constructed in this paper. We use the system to identify 80 groups of student conversa-
tions, and use the system to convert the conversations into digital form. The results are shown in Table 1 and Figure 8.

| No. | Digital effect | No. | Digital effect | No. | Digital effect |
|-----|----------------|-----|----------------|-----|----------------|
| 1   | 79.5           | 28  | 87.6           | 55  | 91.5           |
| 2   | 81.4           | 29  | 83.1           | 56  | 79.6           |
| 3   | 86.8           | 30  | 89.7           | 57  | 84.3           |
| 4   | 80.2           | 31  | 80.8           | 58  | 81.4           |
| 5   | 87.0           | 32  | 81.0           | 59  | 85.9           |
| 6   | 90.0           | 33  | 80.7           | 60  | 79.5           |
| 7   | 81.0           | 34  | 79.6           | 61  | 91.6           |
| 8   | 81.4           | 35  | 86.3           | 62  | 89.6           |
| 9   | 91.0           | 36  | 82.7           | 63  | 85.8           |
| 10  | 87.3           | 37  | 88.5           | 64  | 88.3           |
| 11  | 79.3           | 38  | 84.0           | 65  | 85.4           |
| 12  | 84.4           | 39  | 83.0           | 66  | 79.7           |
| 13  | 80.6           | 40  | 91.9           | 67  | 80.9           |
| 14  | 87.1           | 41  | 89.1           | 68  | 90.8           |
| 15  | 86.2           | 42  | 86.9           | 69  | 84.6           |
| 16  | 91.0           | 43  | 89.8           | 70  | 88.5           |
| 17  | 87.8           | 44  | 91.3           | 71  | 83.4           |
| 18  | 82.0           | 45  | 83.4           | 72  | 79.5           |
| 19  | 84.4           | 46  | 86.4           | 73  | 91.0           |
Through the above analysis, it can be seen that the English speech feature recognition system based on digital means constructed in this paper has a certain effect on the digital conversion of English speech. After that, this paper analyzes the accuracy of the English feature recognition of the system in this paper. The results obtained are shown in Table 2 and Figure 9.

Table 2 Statistical table of the accuracy of English feature recognition

| No | Feature recognition | N | Feature recognition | N | Feature recognition | N | Feature recognition |
|----|---------------------|---|---------------------|---|---------------------|---|---------------------|
| 1  | 83.5                | 28| 90.7                | 55| 88.0                |
| 2  | 85.5                | 29| 77.1                | 56| 93.2                |
| 3  | 93.8                | 30| 81.5                | 57| 91.6                |
| 4  | 89.5                | 31| 86.3                | 58| 81.6                |
| 5  | 91.0                | 32| 80.7                | 59| 77.9                |
| 6  | 82.9                | 33| 83.9                | 60| 92.3                |
| 7  | 81.5                | 34| 77.6                | 61| 93.0                |
| 8  | 93.0                | 35| 84.8                | 62| 83.6                |
| 9  | 92.2                | 36| 78.8                | 63| 89.7                |
| 10 | 79.5                | 37| 90.7                | 64| 77.8                |
| 11 | 79.8                | 38| 92.1                | 65| 88.4                |
| 12 | 81.0                | 39| 78.4                | 66| 81.7                |
| 13 | 89.5                | 40| 92.8                | 67| 93.7                |
| 14 | 89.4                | 41| 77.3                | 68| 76.3                |
| 15 | 91.9                | 42| 82.3                | 69| 79.6                |
| 16 | 79.5                | 43| 79.1                | 70| 79.2                |
| 17 | 77.8                | 44| 91.6                | 71| 81.0                |
| 18 | 88.3                | 45| 78.9                | 72| 80.3                |
| 19 | 80.5                | 46| 88.2                | 73| 91.6                |
| 20 | 93.3                | 47| 78.2                | 74| 91.8                |
| 21 | 90.7                | 48| 83.6                | 75| 91.6                |
| 22 | 93.3                | 49| 91.9                | 76| 93.1                |
| 23 | 86.9                | 50| 92.2                | 77| 89.0                |
| 24 | 82.0                | 51| 80.2                | 78| 80.0                |
| 25 | 80.1                | 52| 84.2                | 79| 81.0                |
| 26 | 92.2                | 53| 79.2                | 80| 78.3                |
| 27 | 90.3                | 54| 91.2                |

Figure 8 Statistical diagram of the effect of digital conversion of English speech
From the above research, it can be seen that the English speech feature recognition system based on digitized segments constructed in this paper has certain effects and can play a certain role in intelligent English teaching.

6. Conclusion

English speech feature recognition plays an important role in supporting English learning. From a practical point of view, the improvement of English speech feature recognition through digital means can effectively improve the effect of English learning. This article combines the actual needs of English speech feature recognition to apply digital means to English speech recognition. In addition to the advantages of the high sensitivity to initial conditions, high-capacity dynamic storage, and low observability of digital chaotic signals, the reliability brought by digitization can effectively improve the ability of the chaotic system to resist channel interference and channel distortion, especially in its anti-attack and interception capabilities. In this paper, time-frequency analysis of chaotic signals and speech signals is carried out to eliminate noise in English speech features and improve the recognition effect of English speech features. Meanwhile, this paper constructs an English speech feature recognition system based on digital means to test the system's performance. The research results show that the method proposed in this paper has a certain effect.
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