A VARIATIONAL FORMULA FOR THE LYAPUNOV EXPONENT OF BROWNIAN MOTION IN STATIONARY ERGODIC POTENTIAL
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Abstract. We establish a variational formula for the exponential decay rate of the Green function of Brownian motion evolving in a random stationary and ergodic non-negative potential. Such a variational formula is established by Schroeder in [Sch88] for periodic potentials and is generalised in the present article to a non-compact setting. We show exponential decay of the Green function implicitly. This formula for the Lyapunov exponent has several direct implications. It allows to compare the influence of a random potential to the influence of the averaged potential. It also leads to a variational expression for the quenched free energy.

1. Introduction and Results

Decay of the Green function for Brownian motion has been subject of study in many respects. If Brownian motion is evolving in a random potential, additional properties of the random structure of the potential such as ergodicity and stationarity allow to expect that the Green function exhibits a deterministic behaviour on the large scale. A deterministic exponential decay rate of the Green function, also called Lyapunov exponent, has been already established in many cases. In this article we give a variational formula for the Lyapunov exponent of Brownian motion in a stationary ergodic potential. Such a variational expression has been proven by Schroeder in [Sch88]. Schroeder considers periodic potentials and therefore deals with potentials defined on compact spaces. In the present work we generalise the results there to the non-compact setting of stationary ergodic potentials.

We consider Brownian motion on \( \mathbb{R}^d \). Let \( Z = (Z_t)_{t \geq 0} \) be the canonical process on the space \( C([0, \infty), \mathbb{R}^d) \), \( d \in \mathbb{N} \), with the cylindrical \( \sigma \)-field \( S \). Let \( P^\lambda_x \) denote the law on \( S \) of a \( d \)-dimensional Brownian motion with drift \( \lambda \in \mathbb{R}^d \) and starting at \( x \in \mathbb{R}^d \), let \( E^\lambda_x \) denote the expectation under \( P^\lambda_x \). If \( x, \lambda = 0 \) we write \( P \) and \( E \) instead of \( P^\lambda_x \) and \( E^\lambda_x \) respectively.

The Brownian motion is assumed to evolve in a random potential defined on a probability space \( (\Omega, \mathcal{F}, P) \): Let \( \text{Sym}(\Omega) \) be the symmetric group on \( \Omega \). We assume that \( (\mathbb{R}^d, +) \) is acting on \( \Omega \) via a homomorphism \( \tau : \mathbb{R}^d \to \text{Sym}(\Omega), x \mapsto \tau_x \), such that \( (x, \omega) \mapsto \tau_x \omega \) is a product measurable mapping and \( \tau_x \) is measure preserving. Ergodicity of \( P \) with respect to the family of transformations \( \{\tau_x : x \in \mathbb{R}^d\} \) will be crucial and assumed additionally in many cases. Then \( (\Omega, \mathcal{F}, P, \tau) \) is said to be an ergodic dynamical system. We denote the space of integrable functions on \( \Omega \) by \( L^1 \). A function \( V \in L^1 \) that is non-negative is called potential throughout the article. For any \( \omega \in \Omega \) we may consider the realisation of \( V \) as a function on \( \mathbb{R}^d \) via \( V_\omega(x) := V(\tau_x \omega) \). In order to avoid trivialities we assume for \( \omega \in \Omega \) that the realisation \( V_\omega \) of a potential \( V \) is not negligible with respect to the Lebesgue measure.
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We investigate the Green function for Brownian motion evolving in $V_\omega$. Define
\begin{equation}
G(x,A,\omega) := E_x \int_0^\infty \exp \{- \int_0^t V_\omega(Z_s) ds\} 1_A(Z_t) dt,
\end{equation}
where $x \in \mathbb{R}^d$, $\omega \in \Omega$ and $A \in \mathcal{B}(\mathbb{R}^d)$, the Borel $\sigma$-algebra of $\mathbb{R}^d$. $G$ can be interpreted as the expected occupation times measure of Brownian motion killed at rate $V_\omega$, and is also called the Green measure. In this article we are generally in the situation that for $x \in \mathbb{R}^d$ and $\omega \in \Omega$ the Green measure possess a continuous density $g(x,\cdot,\omega) : \mathbb{R}^d \setminus \{x\} \rightarrow [0,\infty)$ with respect to the Lebesgue measure, which is called Green function, see condition (G) below. Under natural assumptions the Green function can be interpreted as the fundamental solution to $-\left(1/2\right) \Delta + V_\omega$, that is
\[
\left(-\frac{1}{2} \Delta + V_\omega\right) g(x,\cdot,\omega) = \delta_x,
\]
where $\delta_x$ denotes the Dirac distribution at $x \in \mathbb{R}^d$, see [Pin95, Theorem 4.3.8].

If the Green function decays exponentially fast with a deterministic exponential decay rate, which means that for $y \in \mathbb{R}^d \setminus \{0\}$ the limit
\begin{equation}
\alpha_V(y) := \lim_{r \rightarrow \infty} - \frac{1}{r} \ln g(0,ry,\omega)
\end{equation}
exists and is $\mathcal{F}$-a.s. constant, then the Lyapunov exponent is said to exist and is defined as $\alpha_V$. Conventionally we set $\alpha_V(0) := 0$.

Existence of the Lyapunov exponent is shown for example for Poissonian potentials by Sznitman in [Szn94, Theorem 0.2]. We refer to [Szn98, Chapter 5] where an overview can be found. Results for a discrete space counterpart are given by Zerner in [Zer98, Theorem A] and extended by Mourrat in [Mou12, Theorem 1.1]. The operator $-\left(1/2\right) \Delta + V$ is also called a random Schrödinger operator. A comprehensive treatise on the theory of random Schrödinger operators can be found e.g. in [Sto01] or [CL90]. Typically (1.2) is proven by means of subadditivity. Existence of the Lyapunov exponent is part of our main Theorem 1.2 and we do not need the subadditive ergodic theorem.

**Variational formula in the case of periodic potential.** In [Sch88] Schroeder shows exponential decay of the Green function and establishes a variational formula for the Lyapunov exponent of Brownian motion in periodic potential. We recall the result of Schroeder: Let $\Omega = \mathbb{T}^d$ be the $d$-dimensional torus equipped with the Borel $\sigma$-algebra and Lebesgue measure. For $x \in \mathbb{R}^d$ and $\omega \in \Omega$ define $\tau_{x,\omega} := x + \omega \pmod{1}$. We get an ergodic dynamical system on which realisations of potentials are periodic. Let $C^k(\mathbb{T}^d)$ be the space of continuous functions on $\mathbb{T}^d$ with continuous derivatives of order less than or equal to $k$ and let $y \in \mathbb{R}^d \setminus \{0\}$. The variational expression given by Schroeder varies over probability densities $f \in C^2(\mathbb{T}^d)$ such that $\int f dx = 1$, and over divergence-free vector fields $\phi \in (C^4(\mathbb{T}^d))^d$ such that $\int_{\mathbb{T}^d} \phi(x) dx = y$ and $\nabla \cdot \phi = 0$. The following is shown in [Sch88] and is generalised in our main Theorem 1.2:

**Theorem 1.1.** [Sch88, (1.1)] Let $V$ be a continuous potential on $\Omega = \mathbb{T}^d$ such that $V(\omega) > 0$ for $\omega \in \Omega$. Then for all $\omega \in \Omega$, $y \in \mathbb{R}^d \setminus \{0\}$,
\begin{equation}
\lim_{r \rightarrow \infty} - \frac{1}{r} \ln g(0,ry,\omega) = 2 \inf_f \left( \int_{\mathbb{T}^d} \frac{\nabla f}{8f} + V f dx \right) \left( \inf_\phi \int_{\mathbb{T}^d} \frac{\phi^2}{2f} dx \right)^{1/2}.
\end{equation}

**Variational expression for more general potentials.** A natural way to generalise periodicity is to study stationary ergodic potentials. Different kinds of stationary ergodic potentials have been considered in the literature. For example random chessboard potentials are described in [DMM86, (3.4)]. A huge class of stationary ergodic potentials is given by potentials that are generated by random measures:
Let $\Omega$ be the set $\mathcal{M}(\mathbb{R}^d)$ of locally finite measures on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ equipped with the topology of vague convergence, and let $\mathcal{F}$ be the associated Borel $\sigma$-algebra on $\Omega$. For $\omega \in \Omega$, $x \in \mathbb{R}^d$, $A \in \mathcal{B}(\mathbb{R}^d)$ introduce $\tau_x \omega[A] := \omega[A + x]$, and let $\mathbb{P}$ be the distribution on $\Omega$ of a stationary and ergodic random measure with state space $\mathbb{R}^d$. Then $(\Omega, \mathcal{F}, \mathbb{P}, \tau)$ becomes an ergodic dynamical system, use e.g. [DVJ08, Exercise 12.1.1(a)]. Given a measurable ‘shape function’ $W : \mathbb{R}^d \to \mathbb{R}_{\geq 0}$ we can define the potential generated by the random measure $\mathbb{P}$ by $V : \Omega \to [0, \infty]$, 

$$V(\omega) := \int W(x) \omega(dx).$$

Truncation leads to bounded potentials, and with the help of convolution $V$ can be equipped with regularity, see Appendix 4.3. Often studied examples of this type are potentials with an underlying Poisson point process $\mathbb{P}$, also called Poissonian potentials, see e.g. [Szn98].

In order to formulate the variational expression in (1.3) for a general non-compact stationary setting we need some more notation. If $f_\omega$ is differentiable we write $Df(\omega)$ for the derivative $Df_\omega(0)$. We introduce a space of probability densities, and for $y \in \mathbb{R}^d$ we introduce a space of measurable divergence-free vector fields:

$$\mathbb{F}_s := \{ f \in L^1 : f_\omega \text{ is differentiable of any order for all } \omega \in \Omega, \quad E[f] = 1, \quad \exists\ c_f > 0 \text{ s.t. } f \geq c_f, \quad \sup_{\Omega} |D^n f| < \infty \text{ for any } n \in \mathbb{N}_0 \}.$$ 

$$\Phi_y^s := \{ \phi \in (L^1)^d : \phi_\omega \text{ is differentiable of any order for all } \omega \in \Omega, \quad E[\phi] = y, \quad \nabla \cdot \phi = 0, \quad \sup_{\Omega} |D^n \phi| < \infty \text{ for any } n \in \mathbb{N}_0 \}.$$ 

Superscript ‘s’ here emphasises that spaces of ‘strongly’ differentiable functions are considered in contrast to spaces of ‘weakly’ differentiable functions introduced in Section 2.

In analogy to (1.3) we show in Theorem 1.2 that under sufficient conditions the Lyapunov exponent can be represented as the variational expression

$$\Gamma_V(y) := 2 \inf_{f \in \mathbb{F}_y^s} \left[ \left( \int \frac{|\nabla f|^2}{8 f} + V f d\mathbb{P} \right) \left( \inf_{\phi \in \Phi_y^s} \int \frac{|\phi|^2}{2 f} d\mathbb{P} \right) \right]^{1/2}.$$ 

**Lyapunov exponent and the quenched free energy.** On the way we obtain a representation of the Lyapunov exponent in terms of the quenched free energy: For $y \in \mathbb{R}^d \setminus \{0\}$ $\mathbb{P}$-a.s.,

$$\alpha_V(y) = \mathcal{R}(-\Lambda_\omega)(y).$$ 

Here,

$$\Lambda_\omega(\lambda) := \limsup_{t \to \infty} \frac{1}{t} \ln E^\lambda [e^{-\int_0^t V_\omega(Z_s)ds}]$$

is the quenched free energy, and the functional $\mathcal{R}$ is given as $\mathcal{R}(a) : \mathbb{R}^d \to \mathbb{R} \cup \{\pm \infty\}$,

$$\mathcal{R}(a)(y) := \sup \{ (y, \lambda) : \lambda \in \mathbb{R}^d, \lambda^2/2 < a(\lambda) \},$$

with $\sup \emptyset := -\infty$, and where $a$ is any real-valued function on $\mathbb{R}^d$. The functional $\mathcal{R}$ also appears in the article [AS12] of Armstrong and Souganidis, see (1.9) below. Note that we only look at the limit superior in (1.6) since this suffices for our purposes. For our results we also do not need to know whether $\Lambda_\omega$ is deterministic. Existence of the deterministic limit in (1.6) is shown in many cases and a partial overview over the literature can be found after Corollary 1.4. Often, this can be deduced via homogenization, see Appendix 4.1.

Equality (1.5) also allows to give a variational expression for the quenched free energy: Let

$$L^\lambda = \frac{1}{2} \Delta + \lambda \cdot \nabla$$
be the generator of Brownian motion with constant drift $\lambda \in \mathbb{R}^d$. We introduce

$$\sigma(\lambda) := -\sup_{f \in F^2_w} \inf_{u \in U} \int \left( \frac{L^\lambda u}{u} - V \right) fdP \geq 0,$$

where $F^2_w$ is a certain space of probability densities on $\Omega$, and $U$ is a space of positive functions on $\Omega$. These function spaces are introduced rigorously in Section 2. The representation

$$\Lambda_\omega(\lambda) = -\sigma(\lambda)$$

is given in Corollary 1.4.

Assumptions. The following hypotheses are imposed from time to time:

(B) $v_{\text{max}} := \sup_{\Omega} V < \infty$.

(G) $g(0, \cdot, \omega) \in C^2(\mathbb{R}^d \setminus \{0\})$ for $\omega \in \Omega$,

$L_\omega g(0, \cdot, \omega) = 0$ on $\mathbb{R}^d \setminus \{0\}$, where $L_\omega := (1/2) \Delta - V_\omega$, for $\omega \in \Omega$.

(E1) For any $\lambda \in \mathbb{R}^d$ such that $|\lambda|^2/2 < \sigma(\lambda)$ one has $\mathbb{P}$-a.s., $\sigma(\lambda) \leq -\Lambda_\omega(\lambda)$.

(E2) $\sigma(0) > 0$.

There always exists a density for the Green measure with respect to the Lebesgue measure in the present context, see e.g. [Szn98, (2.2.3)]. Condition (G) holds under weak regularity assumptions on the potential, such as local Hölder continuity, see [Pin95, Theorem 4.2.5(iv)]. There is a broad variety of cases in which condition (E1) is known to be valid: In Appendix 4.1 we show that in the stationary ergodic case, the expression of the effective Hamiltonian given by Kosygina, Rezakhanlou and Varadhan in [KRV06] guarantees (E1). Condition $\sigma(0) > 0$ is related to the question whether the effective Hamiltonian at zero is negative. Answers to this question are given in [AS12, Proposition 5.9]. An alternative representation of $\sigma$ is given in Proposition 3.10. If $V$ is strictly bounded away from zero, then $\sigma(0) > 0$ trivially. A potential satisfying (B), (G), (E1), (E2) is referred to as a regular potential throughout this article.

RESULTS

Our main result is the following variational formula and implicitly shows that the Green function decays exponentially fast with a deterministic decay rate, that is, that the Lyapunov exponent exists for Brownian motion evolving in a stationary ergodic potential. Moreover, it expresses the Lyapunov exponent in terms of $\sigma$ and $\Lambda_\omega$:

**Theorem 1.2.** Assume $(\Omega, \mathcal{F}, P, \tau)$ is an ergodic dynamical system and $V$ is a regular potential. Let $y \in \mathbb{R}^d \setminus \{0\}$, then $P$-a.s. the limit

$$\alpha_V(y) := \lim_{r \to \infty} \frac{1}{r} \ln g(0, ry, \omega)$$

exists and $P$-a.s. one has the variational expression

$$\alpha_V(y) = \Gamma_V(y).$$

Moreover, $P$-a.s. $\mathcal{R}(-\Lambda_\omega) = \Gamma_V = \mathcal{R}(\sigma)$.

Theorem 1.2 is a generalisation of the variational formula for Lyapunov exponents of Brownian motion in periodic potentials established by Schroeder in [Sch88] to stationary and ergodic potentials. We extend the techniques developed by Schroeder to prove Theorem 1.2. A refined examination allowed us to express the Lyapunov exponent in terms of $\sigma$ and $\Lambda_\omega$.

In order to show existence of the Lyapunov exponent, in [Szn94] the potential is assumed to satisfy a finite range dependence property and in [Zer98, Mou12] the potential is assumed to be i.i.d.. In this respect, the present work generalises the existence of the Lyapunov exponent to potentials with long range dependencies.
Some conditions may be relaxed if only parts of the results are considered. For example for \( \alpha V \leq \Gamma V \) we only need to impose (B) and (G), while for \( \alpha V \geq \mathcal{R}(\sigma) \) we require (G) and (E1). For \( \Gamma V = \mathcal{R}(\sigma) \) we only need (E2) and \( V \in L^2 \). For \( \Gamma V = \mathcal{R}(\sigma) \) no ergodicity of \( \mathbb{P} \) is required.

We outline alternative possible choices for the function spaces \( \mathcal{F}_s \) and \( \Phi_s^\lambda \) in Proposition 2.2. We derive further variational expressions for the Lyapunov exponent in Proposition 3.13 and Proposition 3.15. In Proposition 3.18 we show that \( \alpha V \) is the unique solution to a variational problem.

The variational formula given in Theorem 1.2 allows to determine the influence of the randomness of the potential on the Lyapunov exponent. Choosing \( f \equiv 1 \) and \( \phi \equiv y \) in (1.4) one has

**Corollary 1.3.** Let \( V \) be a potential. Then \( \Gamma V \leq \Gamma_{EV} \). Assume additionally that \((\Omega, \mathcal{F}, \mathbb{P}, \tau)\) is an ergodic dynamical system and \( V \) is a regular potential, then for \( y \in \mathbb{R}^d \) \( \mathbb{P} \)-a.s.,

\[
\alpha V(y) \leq \alpha_{EV}(y).
\]

This inequality has been derived for Poissonian potentials by the author in [Rue12, Theorem 4]. In the discrete setting of random walk in i.i.d. random potential such a result is available in a more general formulation more directly as proven by Zerner in [Zer98, Proposition 4] with the help of Jensen’s inequality. Note, that in the continuous setting a direct application of Jensen’s inequality is not possible. In [Rue12] a discretisation technique is applied; alternatively a generalisation of Jensen’s inequality to a functional analytic framework might also lead to this result if one had an representation as in (1.9), see the comment given in [Rue12].

Theorem 1.2 shows to be suitable to study the Lyapunov exponent in more detail. We consider continuity properties of the Lyapunov exponent with respect to the potential and the underlying probability measure in the subsequent article [Rue14]. There, we also show that in many cases of non-deterministic potentials a strict inequality in (1.8) holds.

Let \( y \in \mathbb{R}^d \) and \( B(0,1) \) denote the open ball with centre 0 and radius 1 and \( \overline{B}(0,1) \) its closure. We introduce

\[
e(y, \omega) := E_y[\exp\{-\int_0^{H(0)} V_\omega(Z_s)ds\}, H(0) < \infty],
\]

where \( H(0) := \inf\{s > 0 : Z_s \in \overline{B}(0,1)\} \) is the hitting time of \( \overline{B}(0,1) \). Under suitable assumptions the results given in [AS12] together with Theorem 1.2 show that the exponential decay of the Green function coincides with the exponential decay of \( e(\cdot, \omega) \), see Proposition 4.3: For \( y \in \mathbb{R}^d \) \( \mathbb{P} \)-a.s.,

\[
\lim_{r \to \infty} -\frac{1}{r} \ln e(-ry, \omega) = \lim_{r \to \infty} -\frac{1}{r} \ln g(0, ry, \omega).
\]

This is known already e.g. for Poissonian potentials, see [Szn94, Theorem 0.2]. By Theorem 1.2 a computation of the inverse of \( \mathcal{R} \) leads to the following.

**Corollary 1.4.** Let \((\Omega, \mathcal{F}, \mathbb{P}, \tau)\) be an ergodic dynamical system. Let \( V \) be a potential such that \( V + \mu \) is a regular potential for \( \mu > 0 \). Choose \( c \in \mathbb{R} \) such that \( \mathbb{P} \)-a.s. \( c \leq \min\{\sigma(0), -A_\omega(0)\} \). Then \( \mathbb{P} \)-a.s. for those \( \lambda \in \mathbb{R}^d \), which satisfy \( \sigma(\lambda) - \lambda^2 / 2 < c \) or \( -A_\omega(\lambda) - \lambda^2 / 2 < c \), we have

\[
\sigma(\lambda) = -A_\omega(\lambda).
\]

Since \( -A_\omega(0) \geq 0 \) and \( \sigma(0) \geq 0 \) we can always choose \( c = 0 \). Note that for bounded potentials \( \sigma(\lambda) - \lambda^2 / 2 \) as well as \( -A_\omega(\lambda) - \lambda^2 / 2 \) tend to \( -\infty \) as \( |\lambda| \to \infty \), see Subsection 3.4.

Equality (1.10) is known if \( \Omega \) is compact, we refer to the articles of Donsker and Varadhan [DV75c, DV75a]. In the case of non-compact \( \Omega \) the investigation is much more
complicated, as the examples given in [DV76a, Paragraph 9] illustrate. For Polish $\Omega$ the non-compact setting is studied again by Donsker and Varadhan in [DV76a, DV83]. There, $L^\lambda$ is assumed to generate a Feller process on $\Omega$ and the existence of special subsolutions to $(L^\lambda u)/u \leq A$ for some $A \in \mathbb{R}$ is needed. On $\mathbb{R}^d$ (1.10) is investigated in [DV76b, DV75b] by the same authors. Results for the discrete case of random walk in a random environment are derived e.g. in [GdH94, Ros06] by Greven, den Hollander and Rosenbluth. For random walks in random potential and random environment such formulae are given by Rassoul-Agha, Seppalainen and Yilmaz in [RASY13] in quite generality.

To the best of our knowledge the representation (1.10) of the quenched free energy is new in the present context. One might want to compare our results with the series of equations given in [KRV06, p.1497], but the exchange of infimum and supremum there is done heuristically and not rigorously. Note also, that the regularity of test-functions in the continuous space setting obstructs the direct application of a finite $\sigma$-algebra approach as e.g. used in [RASY13].

Organisation of this article. Section 2 contains notation and preliminary results. In particular a list of function spaces and some denseness results are given. In Section 3 we prove Theorem 1.2. Further representations of $\sigma$ and $\Gamma_V$ are given in Subsection 3.3. Appendix 4 contains additional material such as conditions under which (E1) is valid and proofs for (1.9), Corollary 1.4 as well as for the denseness results.

## 2. Notation and Preliminaries

In this section we present notation and some basic results. By $\mathcal{B}(\mathbb{R}^d)$ we denote the Borel $\sigma$-algebra on $\mathbb{R}^d$ and with $\mathcal{L}$ the Lebesgue measure on $\mathcal{B}(\mathbb{R}^d)$. By $|\cdot|$ we mean the Euclidean norm in $\mathbb{R}^d$. Unit vectors in coordinate directions are denoted by $e_i$. The scalar product between vectors $x, y \in \mathbb{R}^d$ is sometimes denoted by $\langle x, y \rangle$, where $\langle \cdot, \cdot \rangle$ is the scalar product on $(L^2)^d$, see below. $S^{d-1}$ is the sphere in $\mathbb{R}^d$, $B(x, r)$ is the open ball in $\mathbb{R}^d$ around $x$ of radius $r$. We write $C^\infty_0$ for the set of real-valued functions on $\mathbb{R}^d$ with compact support having derivatives of any order. $L^p_{loc}$ denotes the space of locally $p$-integrable functions on $\mathbb{R}^d$. If $A$ is a subset of a topological space $X$, by $\overline{A}$ we mean the closure of $A$ and by $\partial A$ the boundary of $A$. For $x, y \in \mathbb{R}^d$ we say $x$ is parallel to $y$ if $xy = |x||y|$. For bounded measurable $b: \mathbb{R}^d \to \mathbb{R}^d$ we denote by $P^b_0$ the unique solution to the martingale problem $\text{MP}(b, 1)$ starting at $\delta_0$, see [KS91, Proposition 5.3.6, Corollaries 5.3.11, 5.4.8]. The corresponding expectation operator is denoted by $E^0_\omega$.

For $p \geq 1$ we denote by $L^p$ the space of $p$-integrable functions on $(\Omega, \mathcal{F}, \mathbb{P})$. By $(L^p)^d$, $1 \leq p \leq \infty$, we denote the vector space of measurable $f: \Omega \to \mathbb{R}^d$ such that $\|f\|_p < \infty$ where $\|f\|_p := (\sum_{i=1}^d \|f_i\|_p^p)^{1/p}$ in the case $p < \infty$ and $\|f\|_\infty := \max_i \|f_i\|_\infty$ if $p = \infty$. $(L^2)^d$ is provided with the scalar product $\langle \phi, \psi \rangle := \mathbb{E}[\phi \cdot \psi]$, $\phi, \psi \in (L^2)^d$. If $f \in L^1$ is essentially bounded such that $f \geq c$ for some $c > 0$, then we consider sometimes the inner product $\langle \phi, \psi \rangle_f := \mathbb{E}[\phi \cdot \psi f]$ and the associated norm $\|\phi\|_f := \mathbb{E}[\phi^2 f]^{1/2}$ for $\phi, \psi \in (L^2)^d$.

Let $f$ be a measurable function on $\Omega$. If $\mathbb{P}$-a.s. the realisations of $f$ are differentiable, we say that $f$ is (classically) differentiable. The following concept of weak differentiability on $\Omega$ is used throughout the article: Denote for the moment by $D^{\nu} u$ the $\nu$-th weak derivative of a function $u \in L^1_{loc}$ (if it exists), where $\nu \in (N_0)^d$ is a multi-index. Here we write superscript ‘eu’ for ‘Euclidean’ space derivative. $f$ is said to possess a $\nu$-th weak derivative if for $\mathbb{P}$-a.e. $\omega \in \Omega$ the realisation $f_\omega$ possesses $\nu$-th weak derivative and if there is a measurable function $g$ defined on $\Omega$ such that $\mathbb{P}$-a.e. $g_\omega(x) = D^{\nu} u(f_\omega)(x)$. $g$ is called the $\nu$-th weak derivative of $f$ and we denote it by $D^{\nu} f$. If $f$ possesses $\nu$-th weak derivative for any $\nu$ such that $0 \leq \nu_1 + \nu_2 + \ldots + \nu_d \leq m$, $m \in \mathbb{N}$, we say $f$ is weakly differentiable of order $m$. If $f$ is weakly differentiable of order one we simply call $f$ weakly differentiable.
For $f$ weakly and classically differentiable, the classical derivative coincides with the weak derivative $\mathbb{P}$-a.s. and hence, without ambiguity we use the same symbols for the weak and the classical (partial) differential operators. Partial derivatives are also denoted by $\partial_i f$ and $\partial_{ij} f := \partial_j \circ \partial_i f$. As for classically differentiable functions we introduce for weakly differentiable functions the gradient operator $\nabla$ and for functions for which $\partial_i$, $i = 1, \ldots, d$, exist we introduce the Laplace operator $\Delta$.

For $1 \leq i \leq d$ the shift defines a strongly continuous one-parameter group of unitary operators $S^t = (S^t_i)_{t \in \mathbb{R}}$ on $L^2$ via $S^t_i : L^2 \to L^2$, $f \mapsto f \circ \pi_{t_i}$, see e.g. [JKO94, (7.2)], whose generator is given by $(\partial_i, D(\partial_i))$ defined on

$$D(\partial_i) := \{ f \in L^2 : f \text{ is weakly differentiable in direction } i, \partial_i f \in L^2 \}.$$

Moreover, skew-adjointness of the generator shows for $f, g \in D(\partial_i)$ integration by parts:

$$E[f \partial_i g] = -E[(\partial_i f) g] \text{ and } E[\partial_i f] = 0.$$  

(2.1)

These results correspond to [Sch09, Lemma A.4] in the case $d = 1$, and can be proven as in the Euclidean case, see e.g. [EN00, II.2.10]. More details can be found in the previous version [Rue13] of this article.

Different function spaces will be needed throughout this article: We define $\|f\|_\nabla := \|f\|_2 + \sum_{i=1}^d \|\partial_i f\|_2$ for $f \in \bigcap_{i=1}^d D(\partial_i)$, and we introduce spaces of test functions:

$$D_w := \bigcap_{i=1}^d D(\partial_i),$$

$$D^w := \{ f \in D_w : \partial_i f \in D(\partial_i) \text{ for } i = 1, \ldots, d, \|f\|_\infty, \|\nabla f\|_\infty, \|\Delta f\|_\infty < \infty \},$$

$$D_s := \{ f \in D_w : f_\omega \in C^\infty(\mathbb{R}^d) \forall \omega \in \Omega, \sup_n \|D^n f\| < \infty \text{ for } n \in \mathbb{N}_0 \}.$$

(Exponential of space of test functions: $U := e^{D_s}$, using [GT83, (7.18), Lemma 7.5], $U = \{ f \in D^w : \exists \ c > 0 \text{ s.t. } f > c \mathbb{P}\text{-a.s.} \}$.

Spaces of probability densities:

$$F_w := \{ f \in D_w : \mathbb{E} f = 1, \exists \ c > 0 \text{ s.t. } f > c \mathbb{P}\text{-a.s.}, \|f\|_\infty, \|\nabla f\|_\infty < \infty \},$$

$$F^w := F_w \cap D^w,$$

$$F_s := \{ f \in D_s : \mathbb{E} f = 1, \exists \ c > 0 \text{ s.t. } f > c \},$$

Spaces of divergence-free vector fields: Let $y \in \mathbb{R}^d$,

$$\Phi^y_w := \{ \phi \in (L^2)^d : \mathbb{E}[\nabla \phi] = 0 \forall w \in D_s, \mathbb{E} \phi = y \},$$

$$\Phi^y_s := \{ \phi \in (D^w)^d : \nabla : \phi = 0 \forall \omega \in \Omega, \mathbb{E} \phi = y \}.$$  

And we consider the following sets of spaces:

$$D := \{ D \subset D_w : D \text{ dense in } D_w \text{ w.r.t. } \| \cdot \|_\nabla \},$$

$$\mathcal{F} := \{ F \subset F_w : \forall f \in F, \exists (f_n)_n \subset F \text{ and } c > 0 \text{ s.t. } \inf_n f_n > c \mathbb{P}\text{-a.s.}, \| f_n - f \|_\nabla \to 0, \text{ for any set } \mathcal{F} \in \mathcal{F} \}.$$  

We establish denseness results whose proofs are postponed to Appendix 4.3:

**Lemma 2.1.** $D_s$ is dense in $L^2$, and $D_s \subset D$, $F_s \subset \mathcal{F}$ and $\Phi^s_y \subset \Phi^y$ for any $y \in \mathbb{R}^d$.

The last statement of Lemma 2.1, while easy to see in the compact case, is more involved in the non-compact framework. For the proof we rely on an argument similar to the fact from differential geometry, that exact forms are closed. The next result considers modifications of the spaces in the variational expression:

**Proposition 2.2.** Let $V$ be a potential. $\Gamma_V$ remains unchanged if $\Phi^y_s$ is replaced by any of the sets $\Phi^w_y$. If $V$ is a potential such that $V \in L^2$, then $\Gamma_V$ remains unchanged if $F_s$ and $\Phi^s_y$ are replaced by any of the sets $\mathcal{F} \in \mathcal{F}$ and $\Phi_y \in \Phi_y$ respectively.

**Proof.** By definition

$$\Gamma_V(y) = 2 \inf_{f \in F_s, \phi \in \Phi^y_s} \left( \left( \int |\nabla f|^2 \, d\mathbb{P} + V f \, d\mathbb{P} \right) \left( \frac{\|\phi\|^2}{2f} \right) \right)^{1/2}.$$  

(2.2)
Let $F \in \mathcal{F}$ and choose $f \in F$. There is $(f_n)_n \subset F$ and $c > 0$ such that $f_n \to f$ in $\| \cdot \|_{\nabla}$, \( \inf_{n \in \mathbb{N}} f_n > c \) and $f > c$ $\mathbb{P}$-a.s. Since $\partial_t f_n \to \partial_t f$ in $L^2$, also
\[
\mathbb{E}[\| (\partial_t f_n)^2 - (\partial_t f)^2 \|] \to 0,
\]
in fact, $\mathbb{E}[\| (\partial_t f_n - \partial_t f)(\partial_t f_n + \partial_t f) \|] \leq \| \partial_t f_n - \partial_t f \|_2 \| \partial_t f_n + \partial_t f \|_2 \leq \| \partial_t f_n - \partial_t f \|_{2C}$ for some constant $C > 0$. Hence, $\mathbb{P}$-a.s.,
\[
\| \nabla f_n \|^2/f_n - \| \nabla f \|^2/f \leq \| (\nabla f_n)^2 f - (\nabla f)^2 f \| + \| (\nabla f)^2 f - \nabla f_n \|^2 \|/(f_n f) \leq c^{-2} \sup \{ \| f \|_{\infty}, \| \nabla f \|^2 \} (\sum_i \| (\partial_i f_n)^2 - (\partial_i f)^2 \| + |f - f_n|),
\]
which shows $(\nabla f_n)^2/f_n \to (\nabla f)^2/f$ in $L^1$. In particular, $\mathbb{E}[\| (\nabla f_n)^2/f_n \|] \to \mathbb{E}[\| (\nabla f)^2/f \|]$.

3. Proof of the Variational Formula

In this section we are going to prove Theorem 1.2. We follow closely the proof developed in [Sch88] for the periodic case.

We may restrict our consideration to $y \in S^{d-1}$. Indeed, on the one hand
\[
\lim_{r \to \infty} -(1/r)g(0, ry, \omega) = |y| \lim_{r \to \infty} -(1/r)g(0, ry/|y|, \omega)
\]
on the other hand $\Gamma_V$ is positive homogeneous:

**Lemma 3.1.** Let $V$ be a potential, then for $c \geq 0$, for $y \in \mathbb{R}^d$,
\[
\Gamma_V(cy) = c \Gamma_V(y).
\]

**Proof.** $\Gamma_V(0) = 0$ by choosing $\phi \equiv 0$ in the variational expression of $\Gamma_V(0)$. For $c > 0$ consider the mapping $\rho_c : \Phi^s_y \to \Phi^s_{cy}$, $\phi \mapsto c \phi$. $\rho_c$ is bijective. In particular, $c \Gamma_V(y) = \Gamma_V(cy)$ and (3.1) follows. \( \square \)

3.1. Upper Bound. Throughout this subsection we assume $(\Omega, \mathcal{F}, \mathbb{P}, r)$ to be an ergodic dynamical system and $V$ to be a potential which satisfies (B) and (G). We set $F := F_s$ and $\Phi^s_y := \Phi^s_y$. In this subsection we prove:

**Proposition 3.2.** For $y \in \mathbb{R}^d \setminus \{0\}$ $\mathbb{P}$-a.s.,
\[
\limsup_{r \to \infty} -(1/r) \ln g(0, ry, \omega) \leq \Gamma_V(y).
\]

We start with

**Lemma 3.3.** Let $0 < \epsilon < 1$. For $y \in \mathbb{R}^d \setminus \{0\}$, for $\omega \in \Omega$,
\[
g(0, y, \omega) \geq c_d(\epsilon |y|)^{-d-2} \epsilon^{-\epsilon \sqrt{2\max(|y|} \int_{B(y, \epsilon |y|)} g(0, z, \omega) dz,
\]
where $c_d$ is a constant only depending on dimension $d$.

**Proof.** Choose $0 < r < \epsilon |y|$. For $f \in C^2(\mathbb{R}^d)$ bounded and with bounded derivatives up to order two, under $P_y$,
\[
e^{-\int_0^t V_c(Z_s) ds} f(Z_t) - \int_0^t \frac{1}{2} \Delta f - V_\omega f)(Z_s) e^{-\int_0^s V_c(Z_u) du} ds, t \geq 0,
\]
is a martingale with respect to $(\mathcal{F}_t)_{t \geq 0}$, where $\mathcal{F}_t := \sigma(Z_s, 0 \leq s \leq t)$, see [Pin95, Theorem 2.4.2(ii)]. By (G) one has $g(0, \cdot, \omega) \in C^2(\mathbb{R}^d \setminus \{0\})$ and we may choose in (3.2) $f \in C^2(\mathbb{R}^d)$.
such that \( f = g(0, \cdot, \omega) \) on a neighbourhood of \( B(y, r) \) which does not contain the origin. Let \( \tau \) be the first exit time of \( B(y, r) \). \( \tau \) is a stopping time for \((F_t)_t \geq 0\), see \cite[Problem 1.2.7]{KS}. Considering the stopped martingale, see \cite[Problem 1.3.24]{KS}, (G) implies that

\[
e^{-\int_0^{\tau} \phi_s dW_s} g(0, Z_{t \wedge \tau}, \omega), \quad t \geq 0,
\]

is a martingale under \( P_y \) with respect to \((F_t)_t \geq 0\). Now, using (B) the proof can be completed as in \cite[Lemma 2.1]{Sch}. □

Lemma 3.3 implies for \( y \in S^{d-1} \), for \( \omega \in \Omega \),

\[
\limsup_{r \to \infty} -\frac{1}{r} \ln g(0, ry, \omega) \leq \frac{\epsilon}{\sqrt{2v_{\max}}} + \limsup_{r \to \infty} -\frac{1}{r} \ln \int_{B(ry, \epsilon r)} g(0, z, \omega) dz.
\]

This holds for arbitrary \( 0 < \epsilon < 1 \); therefore, in order to prove Proposition 3.2 it is sufficient to estimate

\[
\limsup_{r \to \infty} -\frac{1}{r} \ln \int_{B(ry, \epsilon r)} g(0, z, \omega) dz.
\]

For the following choose \( y \in S^{d-1} \) and let \( r, \epsilon > 0 \).

**Lemma 3.4.** For \( \omega \in \Omega \), \( t \geq 0 \),

\[
\int_{B(ry, \epsilon r)} g(0, z, \omega) dz \geq E[\exp\{ -\int_0^t V_\omega(Z_s) ds \} \int_0^t 1_{B(ry, \epsilon r)}(Z_s) ds].
\]

*Proof.* This is a consequence of the definition of the Green function as the density for the Green measure, see (1.1): Since \( V \geq 0 \),

\[
\int_{B(ry, \epsilon r)} g(0, z, \omega) dz = \int_0^\infty E[\exp\{ -\int_0^s V_\omega(Z_u) du \} 1_{B(ry, \epsilon r)}(Z_s)] ds
\]

\[
\geq E[\exp\{ -\int_0^t V_\omega(Z_u) du \} \int_0^t 1_{B(ry, \epsilon r)}(Z_s) ds].
\]

Let \( f \in \mathbb{F}, \phi \in \Phi_y \) and introduce for \( a > 0 \) the drift

\[
b := \frac{\nabla f}{2f} + a \phi.
\]

Since \( \phi, \nabla f \) are bounded and since \( f \) is strictly bounded away from zero, \( b \) is bounded. Consequently, for \( \omega \in \Omega \) \( b_\omega \) is bounded on \( \mathbb{R}^d \) and there exists a solution \( P_0^{b_\omega} \) to the martingale problem MP\( (b_\omega, I) \) starting at \( \delta_0 \). Introduce \( \beta_t := Z_t - \int_0^t b_\omega(Z_s) ds \). By Cameron-Martin-Girsanov formula \( (\beta_t)_t \) is a Brownian motion under \( P_0^{b_\omega} \), see \cite[Theorem 3.5.1, Corollary 3.5.13, proof of Proposition 5.3.6]{KS}, and for any \( t \geq 0 \),

\[
\frac{dP_0^{b_\omega}}{dP_0^{b_\omega}}\left[(Z_s)_{s \leq t} \in \cdot\right] = \exp\{ -\int_0^t b_\omega(Z_s) d\beta_s - \frac{1}{2} \int_0^t |b_\omega|^2(Z_s) ds \},
\]

where we used the distributive law for stochastic integration, see \cite[(2.8.4)]{Dur}. This and (3.3) lead to

**Lemma 3.5.** For all \( \omega \in \Omega \), \( t \geq 0 \),

\[
\int_{B(ry, \epsilon r)} g(0, z, \omega) dz \geq E_0^{b_\omega}[\exp\{ -\frac{1}{2} \int_0^t |b_\omega|^2(Z_s) ds - \int_0^t b_\omega(Z_s) d\beta_s
\]

\[
- \int_0^t V_\omega(Z_s) ds \} \int_0^t 1_{B(ry, \epsilon r)}(Z_s) ds].
\]
For $\omega \in \Omega$, $t > 0$, for $\delta > 0$ with $\epsilon > \delta$ introduce the event $A_{\omega}(t, \epsilon, \delta) := A_{\omega,t}^{1} \cap A_{\omega,t}^{2} \cap A_{\omega,t}^{3}$, where

$$A_{\omega,t}^{1} := \{ | \frac{1}{t} \int_{0}^{t} |b_{\omega}(Z_{s})| ds - \mathbb{E}[[b_{\omega}]^{2}] | < \delta \}, \quad A_{\omega,t}^{2} := \{ | \frac{1}{t} \int_{0}^{t} \mathcal{V}_{\omega}(Z_{s}) ds - \mathbb{E}[\mathcal{V}f] | < \delta \},$$

$$A_{\omega,t}^{3} := \{ | \frac{Z_{s}}{s} - ay | < a\delta \forall s > t - (\epsilon - \delta)t \}.$$

Due to the ergodic properties of the underlying dynamical system we have

**Lemma 3.6.** There exists $G(a, f, \phi) \in \mathcal{F}$, $\mathbb{P}[G(a, f, \phi)] = 1$, such that for $\omega \in G(a, f, \phi)$, for $0 < \delta < \epsilon$, $P_{b_{\omega}^{\alpha}}[A_{\omega}(t, \epsilon, \delta)] \to 1$ as $t \to \infty$.

**Proof.** The Ergodic Theorem given in [dT09, (A.9)] shows that for $i = 1, 2$ $\mathbb{P}$-a.s. $P_{0}^{b_{\omega}^{i}}$-a.s. $\lim_{t \to \infty} 1_{A_{\omega,t}^{i}} = 1$. For the examination of $A_{\omega,t}^{3}$ recognize that by the definition of $b$ and since $Z_{s} = \beta_{s} + \int_{0}^{s} b_{\omega}(Z_{u}) du$,

$$(\beta_{t})_{t}$$

is a Brownian motion under $P_{b_{\omega}^{a}}$, thus, the first term in the last expression converges to zero $P_{b_{\omega}^{a}}$-a.s. By the Ergodic Theorem and integration by parts (2.1) $\mathbb{P}$-a.s. $P_{0}^{b_{\omega}^{a}}$-a.s.

$$\lim_{s \to \infty} \frac{1}{s} \int_{0}^{s} \frac{\nabla f_{\omega}(Z_{u})}{2f_{\omega}}(Z_{u}) du = \lim_{s \to \infty} \frac{1}{s} \int_{0}^{s} \frac{a\phi_{\omega}}{f_{\omega}}(Z_{u}) du = a\mathbb{E}[\phi] = ay.$$

It follows $\mathbb{P}$-a.s. $P_{b_{\omega}^{a}}$-a.s. $\lim_{t \to \infty} 1_{A_{\omega,t}^{3}} = 1$.

By dominated convergence we get $\mathbb{P}$-a.e. $P_{0}^{b_{\omega}^{a}}[A_{\omega,t}^{i}] \to 1$, $i = 1, 2, 3$. Here the $\mathbb{P}$-a.s. convergences guaranteed by the Ergodic Theorem depend on the choice of $b$ and on the functions over which the space and time averages are taken. \( \square \)

We continue by choosing $t := r/a$. On $A_{\omega}(r/a, \epsilon, \delta)$ one has for $(1 - (\epsilon - \delta)r/a < s < r/a$ that $|Z_{s} - ry| \leq |Z_{s} - asy| + |a(\omega - s)y| < er$. Hence, on $A_{\omega}(r/a, \epsilon, \delta)$,

$$\int_{0}^{r/a} 1_{B(ry, er)}(Z_{s}) ds \geq \int_{(1 - (\epsilon - \delta)r/a)}^{r/a} 1_{B(ry, er)}(Z_{s}) ds \geq (\epsilon - \delta)\frac{r}{a}.$$

We deduce with Lemma 3.5 (choose $t = r/a$)

$$\int_{B(ry, er)} g(0, z, \omega) dz \geq \exp\{ -\frac{r}{a}(2\delta + \frac{1}{2} \mathbb{E}[|b_{\omega}|^{2}] + \mathbb{E}[\mathcal{V}f]) \} \cdot (\epsilon - \delta)\frac{r}{a} E_{0}^{b_{\omega}}[\exp\{ -\int_{0}^{r/a} b_{\omega}(Z_{s}) d\beta_{s} \}, A_{\omega}(r/a, \epsilon, \delta)].$$

We estimate the latter:

**Lemma 3.7.** Let $\gamma_{\omega} := P_{b_{\omega}^{a}}[A_{\omega}(r/a, \epsilon, \delta)]$. For all $\omega \in \Omega$,$$
E_{0}^{b_{\omega}}[\exp\{ -\int_{0}^{r/a} b_{\omega}(Z_{s}) d\beta_{s} \}, A_{\omega}(r/a, \epsilon, \delta)] \geq \gamma_{\omega} \exp\{ -\gamma_{\omega}^{-1/2} ||b||_{\infty}(r/a)^{1/2}) \}.

**Proof.** Introduce for $t \geq 0$ the process $Y_{t} := \int_{0}^{t} b_{\omega}(Z_{s}) d\beta_{s}$. Jensen’s inequality gives

$$E_{0}^{b_{\omega}}[\exp\{ -\int_{0}^{r/a} b_{\omega}(Z_{s}) d\beta_{s} \}, A_{\omega}] \geq \gamma_{\omega} \exp\{ -\gamma_{\omega}^{-1} E_{0}^{b_{\omega}}[|Y_{r/a}|, A_{\omega}] \}.$$

By Hölder’s inequality and Itô isometry,

$$E_{0}^{b_{\omega}}[|Y_{r/a}|, A_{\omega}] \leq \gamma_{\omega}^{1/2} E_{0}^{b_{\omega}}[(|Y_{r/a}|)^{2}]^{1/2} = \gamma_{\omega}^{1/2} E_{0}^{b_{\omega}}[\int_{0}^{r/a} |b_{\omega}|^{2}(Z_{s}) ds]^{1/2}.$$
Since \( b_\omega \) is bounded we have \( E_0^{b_\omega} [\int_0^1 |b_\omega|^2(Z_s)ds] \leq (r/a)\|b\|^2_\infty \). This together with (3.5) and (3.6) shows the statement.

The choice of \( \epsilon > \delta > 0 \) was arbitrary, hence, Lemma 3.6, Estimate (3.4) and Lemma 3.7 imply on \( G(a, f, \phi) \),

\[
\limsup_{r \to \infty} -\frac{1}{r} \ln \int_{B(ry, \epsilon r)} g(0, z, \omega)dz \leq a^{-1}(2^{-1}E[b^2 f] + E[V f]).
\]

The definition of \( b \) shows

\[
E[b^2 f] = E\left[ \frac{|\nabla f|^2}{4f} \right] + 2a \left( \frac{\nabla f}{2f}, \phi \right) + a^2 E\left[ \frac{\phi^2}{f} \right].
\]

Using integration by parts (2.1) the middle term equals \( a\langle (\nabla f)/f, \phi \rangle = a\langle \nabla \ln f, \phi \rangle = -a\langle \ln f, \nabla \phi \rangle = 0 \) since \( \phi \in \Phi_y \).

Denote the right-hand side of (3.7) by \( R(a, f, \phi) \). We want to minimise over \( a > 0 \), \( f \in \mathbb{F} \) and \( \phi \in \Phi_y \). The exceptional sets \( G(a, f, \phi)^c \) on which (3.7) does not hold necessarily depend on \( a, f \) and \( \phi \). In order to be sure that these do not add up to a nontrivial set, note that there exist ‘minimising sequences’ \( (f_n)_n \subset \mathbb{F} \), \( (a_n)_n \subset (0, \infty) \) and \( (\phi_n)_n \subset \Phi_y \) such that

\[
\inf_{f \in \mathbb{F}} \inf_{a > 0} \inf_{\phi \in \Phi_y} R(a, f, \phi) = \inf_{n \in \mathbb{N}} R(a_n, f_n, \phi_n).
\]

The considered families are countable, thus the union of the exceptional sets \( G(a_n, f_n, \phi_n)^c \) has measure zero. In the remaining part of this subsection \( \mathbb{P} \)-a.s. expressions refer to \( \bigcap_n G(a_n, f_n, \phi_n) \).

We get from (3.7) \( \mathbb{P} \)-a.s. that \( \limsup_{r \to \infty} -(1/r) \ln \int_{B(ry, \epsilon r)} g(0, z, \omega)dz \) is less than or equal to

\[
\inf_{f \in \mathbb{F}} \inf_{a > 0} \left[ \frac{1}{a} \left( \int \frac{|\nabla f|^2}{4f} + V f d\mathbb{P} \right) + a \left( \inf_{\phi \in \Phi_y} \int \frac{\phi^2}{2f} d\mathbb{P} \right) \right].
\]

Set \( v := E[|\nabla f|^2/(8f) + V f] \) and \( w := \inf_{\phi \in \Phi_y} E[\phi^2/(2f)] \), \( v \geq E[V] \min_{\Omega} f > 0 \) and \( 2w \geq E[\phi^2]/\max_{\Omega} f \geq |y|^2/\max_{\Omega} f > 0 \) by Jensen’s inequality. The infimum of \( a \mapsto v/a + aw \) for positive \( a \) is therefore achieved at \( a_{\min} = \sqrt{v/w} \) with minimum \( 2\sqrt{vw} \). Thus, \( \mathbb{P} \)-a.s.,

\[
\limsup_{r \to \infty} -\frac{1}{r} \ln \int_{B(ry, \epsilon r)} g(0, z, \omega)dz \leq \inf_{f \in \mathbb{F}} 2 \left( \int \frac{|\nabla f|^2}{8f} + V f d\mathbb{P} \right) \left( \inf_{\phi \in \Phi_y} \int \frac{\phi^2}{2f} d\mathbb{P} \right)^{1/2}.
\]

Therefore, for any \( y \in \mathbb{R}^d \setminus \{0\} \) \( \mathbb{P} \)-a.s. the upper bound holds which shows the statement of Proposition 3.2.

3.2. Lower Bound. In this subsection we are going to show that for potentials \( V \) subject to conditions (G) and (E1) \( \mathbb{P} \)-a.s. for any \( y \in \mathbb{R}^d \setminus \{0\} \),

\[
\liminf_{r \to \infty} -\frac{1}{r} \ln g(0, ry, \omega) \geq R(\sigma)(y).
\]

Note that (E1) contains some kind of ergodicity condition on \( \mathbb{P} \), and we do not need to require explicitly \( (\Omega, \mathcal{F}, \mathbb{P}, \tau) \) to be an ergodic dynamical system. We start with

Proposition 3.8. Let \( V \) be a potential satisfying (G). Then for \( \omega \in \Omega \), for \( y \in \mathbb{R}^d \setminus \{0\} \),

\[
\liminf_{r \to \infty} -\frac{1}{r} \ln g(0, ry, \omega) \geq R(-A_\omega)(y).
\]
Proof. Since $V_\omega \geq 0$ as well as $g(0, \cdot, \omega) \geq 0$ we have $V_\omega g(0, \cdot, \omega) \geq 0$ on $\mathbb{R}^d \setminus \{0\}$. Thus (G) gives $\Delta g(0, \cdot, \omega) \geq 0$ on $\mathbb{R}^d \setminus \{0\}$ which implies that $g(0, \cdot, \omega)$ is subharmonic on $\mathbb{R}^d \setminus \{0\}$, see [Doo84, Paragraph 1.II.8]. Hence, for all $x \in \mathbb{R}^d$ such that $|x| > 1$, \[ g(0, x, \omega) \leq c(d) \int_{B(x,1)} g(0, z, \omega) dz, \] where $c(d)$ is a constant depending only on $d$. Consequently, it suffices to get the lower bound for \[ \liminf_{r \to \infty} -\frac{1}{r} \ln \int_{B(ry,1)} g(0, z, \omega) dz. \]

Information on the exponential decay of $r \mapsto g(0, ry, \omega)$ can be obtained by determining those $\lambda \in \mathbb{R}^d$ for which $\int_{\mathbb{R}^d} e^{\lambda x} g(0, z, \omega) dz$ is finite. We calculate \begin{equation} \int_{\mathbb{R}^d} e^{\lambda x} g(0, z, \omega) dz = \int_0^\infty E_0^\lambda [e^{\lambda Z_0 t - \int_0^t V_\omega(Z_s) ds}] dt. \tag{3.9} \end{equation}

Considering Brownian motion with constant drift $\lambda$ the latter equals \[ \int_0^\infty e^{\lambda^2/2} E_0^\lambda [e^{-\int_0^t \lambda Z_s ds}] dt \] Exponential decay of $E_0^\lambda [e^{-\int_0^t \lambda Z_s ds}]$ is the quenched free energy and we get for those $\lambda$ which satisfy $\lambda^2/2 < -\Lambda_\omega(\lambda)$, \[ \int_0^\infty e^{\lambda^2/2} E_0^\lambda [e^{-\int_0^t \lambda Z_s ds}] dt \leq c < \infty \] for some $c = c(\omega, \lambda) > 0$. With (3.9) we conclude for any $r \geq 0$, \[ \int_{B(ry,1)} e^{\lambda x} g(0, z, \omega) dz \leq \int_{\mathbb{R}^d} e^{\lambda x} g(0, z, \omega) dz \leq c. \]

Let $\bar{z}$ be the point in $B(ry, 1)$ for which $e^{\lambda x}$ is minimal on $B(ry, 1)$. Since $|\lambda(\bar{z} - ry)| \leq |\lambda|$, \[ \int_{B(ry,1)} g(0, z, \omega) dz = e^{-\lambda \bar{z}} \int_{B(ry,1)} e^{\lambda x} g(0, z, \omega) dz \leq ce^{-\lambda \bar{z}} \leq ce^{\lambda^2/2} \leq ce^{-r \lambda y}. \]

Thus, for $\lambda$ with $\lambda^2/2 < -\Lambda_\omega(\lambda)$ we have $\liminf_{r \to \infty} -\frac{1}{r} \ln g(0, ry, \omega) \geq \langle y, \lambda \rangle$. \hfill \Box

Lemma 3.9. Let $V$ be a potential satisfying (E1), then $\mathbb{P}$-a.s. for any $y \in \mathbb{R}^d$, \begin{equation} \mathcal{R}(-\Lambda_\omega)(y) \geq \mathcal{R}(\sigma)(y). \tag{3.10} \end{equation}

Proof. Choose a dense countable subset $\{\lambda_n : n \in \mathbb{N}\}$ of the set $\{\lambda \in \mathbb{R}^d : \lambda^2/2 < \sigma(\lambda)\}$. Since the scalar product is continuous, one has $\sup\{\langle y, \lambda_n \rangle : \lambda_n^2/2 < \sigma(\lambda_n), n \in \mathbb{N}\} = \mathcal{R}(\sigma)$. Let $E_n \in \mathcal{F}$ denote the exceptional set for $\lambda_n$ in condition (E1). (3.10) is valid on $(\bigcup_n E_n)^c$ which is a set of probability one. Moreover, $\bigcup_n E_n$ does not depend on $y$. \hfill \Box

3.3. Equality of the Upper and Lower Estimates. The proof of Theorem 1.2 is finished as soon as we establish equality between upper and lower estimate, that is we have to show under sufficient conditions \begin{equation} \mathcal{R}(\sigma) = I_V. \tag{3.11} \end{equation}

We introduce the functional $I$ appearing often in the context of large deviations of Markov processes as defined in [DV75a, (1.12)]: For $f \in \mathcal{F}_u$ and $\lambda \in \mathbb{R}^d$ set \[ I(f) := -\inf_{u \in \mathbb{R}} \int \frac{\lambda^2 u}{u} f d\mathbb{P}. \]
The following characterisation of the functional $I$ is the same as the one given in [DV76b, Lemma 3.3] on $\mathbb{R}^d$ and is proven analogously:

**Proposition 3.10.** Let $f \in \mathbb{F}_w^2$ and $\lambda \in \mathbb{R}^d$. For any $D \in \mathcal{D}$,

$$\begin{equation}
I(f) = \mathbb{E} \left[ \frac{\nabla f^2}{2f} \right] + \lambda^2 - \frac{1}{2} \inf_{w \in D} \mathbb{E}[|\lambda - \nabla w|^2 f].
\end{equation}$$

(3.12)

In particular, for potentials $V$,

$$\begin{equation}
\sigma(\lambda) = \inf_{f \in \mathbb{F}_w^2} \left\{ \mathbb{E} \left[ Vf + \frac{\nabla f^2}{2f} \right] + \frac{\lambda^2}{2} - \frac{1}{2} \inf_{w \in D} \mathbb{E}[|\lambda - \nabla w|^2 f] \right\}.
\end{equation}$$

(3.13)

**Proof.** The right-hand side of (3.12) is independent of the choice of $D \in \mathcal{D}$ as outlined in Lemma 3.11 below. Without restriction assume $D = D_w^2$. We start calculating

$$I(f) = - \inf_{w \in D} \int \frac{L^\lambda e^w}{e^w} f d\mathbb{P} = - \inf_{w \in D} \int \left( L^\lambda w + \frac{1}{2} \nabla w^2 \right) f d\mathbb{P}.$$ 

For $w \in D$ define $h := (1/2) \ln f - w$. Hence, $w = (1/2) \ln f - h$ and a straightforward calculation shows

$$L^\lambda w + \frac{1}{2} \nabla w^2 = \frac{\Delta f}{4f} - \frac{\nabla f^2}{8f^2} + \frac{\lambda \nabla f}{2f} - \frac{\Delta h}{2} + \frac{\nabla h^2}{2} - \lambda \nabla h - \frac{\nabla f \nabla h}{2f}.$$ 

$h$ is in $\mathbb{D}$, moreover, the mapping $w \mapsto h$ is bijective from $\mathbb{D}$ to $\mathbb{D}$. Therefore,

$$I(f) = - \left( \frac{\Delta f}{4f} - \frac{\nabla f^2}{8f^2} + \frac{\lambda \nabla f}{2f} \right) f d\mathbb{P}.$$

Integartion by parts (2.1) implies $-\mathbb{E}[(\Delta w)f] = \mathbb{E}[\nabla w \nabla f]$, $\mathbb{E}[\Delta f] = 0$, and $\mathbb{E}[\nabla f] = 0$. Thus,

$$I(f) = \int \frac{\nabla f^2}{8f} d\mathbb{P} - \inf_{w \in D} \int \left( \frac{\nabla w^2}{2} - \lambda \nabla w \right) f d\mathbb{P}.$$ 

which shows the statement. \hfill \square

For $f \in L^1$ bounded such that $f \geq c$ for some $c > 0$ and $\mathbb{E}f = 1$ we introduce an inner product on $(L^2)^d$: Let for $\phi, \psi \in (L^2)^d$,

$$\langle \phi, \psi \rangle_f := \mathbb{E}[\phi \psi f]$$

and set $||\psi||_f := \mathbb{E}[\psi^2 f]^{1/2}$. We define for $b \in (L^2)^d$, $f \in \mathbb{F}_w$, $D \in \mathcal{D}$,

$$H(b, f) := \inf_{w \in D} \mathbb{E}[|b - \nabla w|^2 f],$$

and

$$K(f) := \mathbb{E} \left[ \frac{\nabla f^2}{8f} + Vf \right].$$

We collect some properties of $H$ and $\sigma$:

**Lemma 3.11.** The definition of $H$ is independent of the choice of $D \in \mathcal{D}$. $H(\cdot, f)^{1/2}$ is a seminorm on $((L^2)^d, || \cdot ||_f)$ factoured by the vector subspace consisting of all $\nabla w$ with $w \in \mathbb{D}_s$. In particular, for $b_1, b_2 \in (L^2)^d$,

$$H(b_1 + b_2, f)^{1/2} \leq H(b_1, f)^{1/2} + H(b_2, f)^{1/2}.$$

(3.17)

$H(\cdot, f)$ is continuous with respect to $|| \cdot ||_2$. Let $\eta \in S^{d-1}$, then

$$0 < \text{ess inf}_{\mathbb{P}} f \leq H(\eta, f) \leq 1 \text{ and } H(\eta, 1) = 1.$$

(3.18)
Let $V$ be a potential. For any $\lambda \in \mathbb{R}^d$, 
\begin{equation}
\sigma(\lambda) = \sigma(-\lambda).
\end{equation}
The mapping from $\mathbb{R}^d \to \mathbb{R}$, 
\begin{equation}
\lambda \mapsto \sigma(\lambda) - \lambda^2/2 = \inf_{f \in \mathcal{F}_d} \{K(f) - \frac{1}{2}H(\lambda, f)\}
\end{equation}
is concave. Moreover, for $\eta \in S^{d-1}$, the mapping from $[0, \infty) \to \mathbb{R}$, 
\begin{equation}
s \mapsto \sigma(s\eta) - s^2/2
\end{equation}
is monotone decreasing. In particular, 
\begin{equation}
\text{sup}\{\sigma(\lambda) - \lambda^2/2 : \lambda \in \mathbb{R}^d\} = \sigma(0).
\end{equation}
One has 
\begin{equation}
\sigma(0) = \inf_{f \in \mathcal{F}_d} K(f), \quad \text{and if } V \in L^2, \text{ for all } F \in \mathcal{F} \text{ we get } \sigma(0) = \inf_{f \in F} K(f).
\end{equation}

Proof. Independence of the choice of $D \in \mathcal{D}$: Fix $f \in \mathcal{F}_w$ and $b \in (L^2)^d$. For $w \in \mathcal{D}_w$ let $w_n$ be a sequence in $D$ converging to $w$ in $\|\cdot\|_V$. Then $\nabla w_n \to \nabla w$ in $L^2$. By boundedness of $f$, also $\nabla w_n \to \nabla w$ in $\|\cdot\|_f$. This shows $E[|b - \nabla w_n|^2] \to E[|b - \nabla w|^2]$.

One has $H(b, f)^{1/2} = \inf_{w \in \mathcal{D}_b} \|b - \nabla w\|_f$. Hence, $H(\cdot, f)^{1/2}$ is a seminorm on $(L^2)^d, \|\cdot\|_f$ factorised by the vector space consisting of all $\nabla w$ with $w \in \mathcal{D}_s$, see e.g. [Sch97, 22.13.b]. $H(\cdot, f)$ is continuous with respect to $\|\cdot\|_2$, since 
\begin{equation}
H(b, f)^{1/2} \leq \|f\|_2 H(1, 1)^{1/2} \leq \|f\|_2 \|b\|_2.
\end{equation}

For (3.18) choose $w \equiv 0$ which shows $E[|\eta - \nabla w|^2] = \int |\eta|^2 f d\mathcal{P} = 1$, thus $H(\eta, f) \leq 1$. On the other hand, integration by parts gives $\langle \eta, \nabla w \rangle = 0$. Hence, $\eta, \nabla w$ are orthogonal to each other in $L^2$ which leads to 
\begin{equation}
H(\eta, 1) = \inf_{w \in D} E[|\eta - \nabla w|^2] = \inf_{w \in D} [1 + \|\nabla w\|_2^2] = 1.
\end{equation}
Therefore, $H(\eta, f) \geq (\text{ess inf}_{\mathcal{P}} f) H(\eta, 1) = \text{ess inf}_{\mathcal{P}} f > 0$.

Invariance of $\sigma$ under reflections follows from the fact, that $w \mapsto -w$ is a bijective mapping on $\mathcal{D}_s$.

The fact that $H(\cdot, f)^{1/2}$ is a seminorm and convexity of $x \mapsto x^2$ show that $\lambda \mapsto K(f) - (1/2)H(\lambda, f)$ is concave. The infimum over concave functions is again concave which shows concavity of (3.20).

One has for $\lambda \in \mathbb{R}^d$, 
\begin{equation}
H(\lambda, f) = |\lambda|^2 H(\eta, f),
\end{equation}
where $\eta \in S^{d-1}$ is in direction of $\lambda$. This follows for $\lambda = 0$ by choosing $w \equiv 0$ in the definition of $H(0, f)$. For $\lambda \neq 0$ use the fact, that the mapping $w \mapsto |\lambda|w$ is bijective on $\mathcal{D}$. This shows (3.21).

(3.22) follows from (3.19) and (3.21).

Formula (3.23) is a consequence of the representation (3.13). Independence of the choice of $F \in \mathcal{F}$ follows as in Proposition 2.2. \hfill \Box

The following is a consequence of the representation for $\sigma$ obtained in (3.13):

**Proposition 3.12.** Let $V$ be a potential. If $\sigma(0) > 0$, then for any $y \in \mathbb{R}^d$, 
\begin{equation}
\mathcal{R}(\sigma)(y) = \sup_{\eta \in S^{d-1}} \inf_{f \in \mathcal{F}_d} \left[2K(f) \frac{|y, \eta|^2}{H(\eta, f)}\right]^{1/2}.
\end{equation}
Let $y \neq 0$. Then $\mathcal{R}(\sigma)(y) > 0$ if and only if $\sigma(0) > 0$. $\mathcal{R}(\sigma) \equiv -\infty$ if and only if $\sigma(0) = 0$. 


Proof. Let $F := F^2$. For $\eta \in S^{d-1}$ denote by $S_{\eta}$ the set of $\lambda \in \mathbb{R}^d$ such that $|\lambda|^2/2 < \sigma(\lambda)$ and $\lambda$ parallel to $\eta$. By (3.19) $S_{\eta} = -S_{-\eta}$. We can rewrite

$$R(\sigma)(y) = \sup_{\eta \in S^{d-1}} \sup_{\lambda \in S_{\eta}} \langle y, \eta \rangle |\lambda| = \sup_{\eta \in S^{d-1}} \sup_{\lambda \in S_{\eta}} |\lambda|,$$

where the second equality is valid if there exists $\eta$ such that $S_{\eta} \neq \emptyset$. This is the case if $\sigma(0) > 0$. The reverse is also true:

Let $\eta \in S^{d-1}$. By (3.13), (3.25) for $\lambda$ parallel to $\eta$ one has $|\lambda|^2/2 < \sigma(\lambda)$ if and only if

$$0 < \inf_{f \in \mathbb{F}} \{ K(f) - \frac{|\lambda|^2}{2} H(\eta, f) \} =: M(|\lambda|).$$

As outlined in (3.20) and (3.21) the latter is concave decreasing in $|\lambda|$. Hence, $S_{\eta} \neq \emptyset$ if and only if $M(0) = \inf_{f \in \mathbb{F}} K(f) = \sigma(0) > 0$.

Assume $\inf_{f \in \mathbb{F}} K(f) > 0$. Since $M$ is concave and continuous, $\tilde{S}_{\eta}$ equals the set of $\lambda$ parallel to $\eta$ for which

$$0 \leq \inf_{f \in \mathbb{F}} \{ K(f) - \frac{|\lambda|^2}{2} H(\eta, f) \}.$$

This is true if and only if for any $f \in \mathbb{F}$,

$$0 \leq K(f) - \frac{|\lambda|^2}{2} H(\eta, f).$$

As $H(\eta, f) > 0$, see (3.18), the latter is equivalent to $|\lambda| \leq (2K(f)/H(\eta, f))^{1/2}$. We get in case of $\sigma(0) > 0$

$$\sup_{\lambda \in \tilde{S}_{\eta}} |\lambda| = \sup_{\lambda \in \tilde{S}_{\eta}} |\lambda| = \inf_{f \in \mathbb{F}} (2K(f)/H(\eta, f))^{1/2}.$$

This together with (3.26) shows the statement. $\square$

On the other hand we have

**Proposition 3.13.** Let $V$ be a potential. For $y \in \mathbb{R}^d$, for $D \in \mathcal{D}$,

$$\Gamma_V(y) = \sup_{f \in \mathbb{F}_y} \sup_{\eta \in S^{d-1}} \left[ 2K(f) \frac{(y, \eta)^2}{H(\eta, f)} \right]^{1/2}.$$

If additionally $V \in L^2$, then the set $F_y$ can be replaced by any $F \in \mathfrak{F}$.

The first statement is true by the following lemma which is a consequence of orthogonal projection in Hilbert spaces. Independence of the choice of $F$ follows from Proposition 2.2.

**Lemma 3.14.** Let $f \in F_y$, $y \in \mathbb{R}^d$, $\Phi_y \in \mathcal{Q}_y$, and $D \in \mathcal{D}$. Then

$$\inf_{\phi \in \Phi_y} \mathbb{E} \left[ \frac{\phi^2}{f} \right] = \sup_{\eta \in S^{d-1}} \frac{(y, \eta)^2}{H(\eta, f)}.$$

**Proof.** If $y = 0$ the statement is clear since $\phi \equiv 0 \in \Phi_0$. Assume $y \neq 0$. Since $H$ does not depend on the choice of $D \in \mathcal{D}$, see Lemma 3.11, set $D := D_y$. The left-hand side does not depend on the choice of $\Phi_y \in \mathcal{Q}_y$, see Proposition 2.2, and we can choose $\Phi_y := \Phi^w_y$.

Recall, that on $(L^2)^d$ we have the inner product $\langle \phi, \psi \rangle_f := \mathbb{E}[\phi \psi f]$ for $\phi, \psi \in (L^2)^d$, see (3.14). We write $\phi \bot_f \psi$ for $\langle \phi, \psi \rangle_f = 0$. Further consider the subspaces of $(L^2)^d$

$$L := \{ \eta - \nabla w : \eta \in \mathbb{R}^d, w \in D \},$$

$$K := \{ \phi \in (L^2)^d : \langle \nabla w, \phi \rangle_f = 0 \forall w \in D, \mathbb{E}[\phi f] = 0 \}. $$
By definition, $L_{i}^{+} = K$. Therefore $\tilde{L} \oplus K = (L^{2})^{d}$ which can be understood as a variant of Weyl’s decomposition, see (4.15). For fixed $y \in S^{d-1}$ and $f \in F_{w}$ consider the mapping

$$F : \Phi_{y} \rightarrow K : \phi \mapsto (y - \phi)/f.$$  

Indeed, $F$ maps to $K$: Let $\phi \in \Phi_{y}$, then $E[F(\phi)f] = y - E[\phi] = 0$ and $(\nabla w, F(\phi)f) = -\langle \nabla w, \phi \rangle = 0$ for $w \in D$. Moreover, $F$ is bijective with inverse $F^{-1} : \psi \mapsto y - f\psi$. For $w \in (L^{2})^{d}$ let $\|w - K\|_{f} := \inf_{\phi \in K} \|w - \phi\|_{f}$.

We calculate

$$\inf_{\phi \in \Phi_{y}} E\left[\frac{\phi^{2}}{f}\right] = \inf_{\psi \in K} E\left[\frac{|y - f\psi|^{2}}{f}\right] = \inf_{\psi \in K} E\left[\frac{|y|^{2} - |\psi|^{2}f}{f} = ||y/f - K||_{f}^{2}.$$

As a consequence of orthogonality on $(L^{2}(F\mathbb{P}))^{d}$,

$$(3.27) \quad ||y/f - K||_{f} = \sup_{v \in L, ||v||_{f} = 1} \langle y/f, v \rangle f.$$  

In fact, $K$ is closed and for $w \in (L^{2})^{d}$ there exists $\phi_{0} \in K$ such that $\|w - K\|_{f} = \|w - \phi_{0}\|_{f}$ and $w - \phi_{0} \in K^{\perp}$, see e.g. the proof of [Rud91, Theorem 12.4]. Then, $\|w - K\|_{f} = \|w - \phi_{0}\|_{f} = \sup_{v \in \mathcal{T}, ||v||_{f} = 1} (w - \phi_{0}, v)_{f} = \sup_{v \in \mathcal{T}, ||v||_{f} = 1} (w, v)_{f}$. Choose $(v_{n})_{n} \subseteq L$ converging to $v \in \mathcal{T}$ with respect to $\|\cdot\|_{f}$, where $\|v\|_{f} = 1$. Then $v_{n}/\|v_{n}\|_{f} \subseteq L$ and converges to $v$. Therefore, in (3.27) it is sufficient to take supremum only over $v \in L$ with $\|v\|_{f} = 1$. We continue

$$\langle y/f - K \rangle^{2} = \sup_{v \in L, ||v||_{f} = 1} \langle y/f, v \rangle^{2} = \sup_{y \in \mathbb{R}^{d}, w \in D; ||y - \nabla w||_{f} \neq 0} \langle y/f, \eta - \nabla w \rangle^{2} \langle y/f, \eta - \nabla w \rangle^{2} = \sup_{y \in S^{d-1}, w \in D} \|\eta - \nabla w\|_{f}^{2} = \frac{(y, \eta)^{2}}{H(\eta, f)}.$$  

For equality (i) we used integration by parts and the fact that $\eta = \nabla w$ if and only if $\eta = \nabla w = 0$. Indeed, if $\eta = \nabla w$, then $\eta = E\eta = E[\nabla w] = 0$. In the case $\eta = 0$ and $\nabla w \neq 0$ the term after (i) in the above calculations equals zero and can be omitted. For equality (ii) we used the one-to-one transformation $w \mapsto |\eta| w$ of $D$. \hfill $\square$

Propositions 3.12 and 3.13 together with the following result show (3.11).

**Proposition 3.15.** Let $V$ be a potential and let $F \in \mathfrak{F}$ such that $F \subseteq F_{w}^{0}$. Assume $\inf_{f \in F} K(f) > 0$, then

$$(3.28) \quad \inf_{f \in F} \sup_{\eta \in S^{d-1}} \left[\frac{2K(f)\langle y, \eta \rangle^{2}}{H(\eta, f)}\right]^{1/2} = \sup_{\eta \in S^{d-1}} \inf_{f \in F} \left[\frac{2K(f)\langle y, \eta \rangle^{2}}{H(\eta, f)}\right]^{1/2}.$$  

**Proof.** One estimate is obvious. If $y = 0$ (3.28) holds trivially. Without restriction we assume $y \in S^{d-1}$.

We introduce for $f \in F_{w}$,

$$(3.29) \quad J(f) := \inf_{\eta \in S^{d-1}} H(\eta, f)/\langle y, \eta \rangle^{2}.$$  

One has $J(f) > 0$. Indeed, $H(\cdot, f)$ is continuous with respect to the topology on $S^{d-1}$, see (3.24). $S^{d-1}$ is compact and $H(\cdot, f)$ attains its infimum on $S^{d-1}$ in some point $\eta_{0}$ with $H(\eta_{0}, f) > 0$, see (3.18). This shows $J(f) \geq H(\eta_{0}, f) \inf_{\eta \in S^{d-1}} 1/\langle y, \eta \rangle^{2} = H(\eta_{0}, f) > 0$.

Throughout the following let $F \in \mathfrak{F}$ such that $F \subseteq F_{w}^{0}$. One has for $f \in F$,\n
$$(3.30) \quad ||l|| \leq \inf_{f \in F} \{K(f)/J(f)\}^{1/2} \quad \text{if and only if} \quad 0 \leq \inf_{f \in F} \{K(f) - l^{2}J(f)\}.$$
Denote by $Q$ the set of $\eta \in S^{d-1}$ which are perpendicular to $y$. Since $H(\cdot, f)$ is positive on $S^{d-1}$, (3.30) is equivalent to
\begin{equation}
0 \leq \inf_{f \in F} \sup_{\eta \in S^{d-1} \setminus Q} \{ K(f) - t^2 H(\eta, f)/\langle y, \eta \rangle^2 \}.
\end{equation}

We are going to interchange inf and sup with the help of a minimax theorem, see [Sio58, Theorem 4.1'], which we state here.

**Theorem 3.16.** Let $M$ and $N$ be any spaces, $F$ a function on $M \times N$ that is concave-convexlike. If for any $c > \sup_{\mu \in M} \inf_{\nu \in N} F(\mu, \nu)$ there exists a finite subset $Y \subset N$ such that for any $\mu \in M$ there is a $y \in Y$ with $F(\mu, y) < c$, then
\[ \sup_{\mu \in M} \inf_{\nu \in N} F(\mu, \nu) = \inf_{\mu \in M} \sup_{\nu \in N} F(\mu, \nu). \]

A function $F$ on $M \times N$ is defined to be concavelike in $M$ if for any $\mu_1, \mu_2 \in M$ and $0 \leq t \leq 1$ there exists a $\mu \in M$ such that for all $\nu \in N$,
\[ tF(\mu_1, \nu) + (1 - t)F(\mu_2, \nu) \leq F(\mu, \nu). \]

Convexlike is defined analogously and a concave-convexlike function is concavelike in the first component and convexlike in the second.

We apply Theorem 3.16 to $M := S^{d-1} \setminus Q$, $N := F$ and the function $F : M \times N \to \mathbb{R}$,
\[ F(\eta, f) := K(f) - t^2 H(\eta, f)/\langle y, \eta \rangle^2. \]

The interchange of infimum and supremum is trivial if $l = 0$. Thus let $l \neq 0$. From the definition of $I$ it follows that $f \mapsto I(f)$ is convex. We apply the formula for $I(f)$, $f \in \mathbb{R}^n$, established in Proposition 3.10 to the vector $\lambda$ in direction of $\eta \in S^{d-1} \setminus Q$ with norm $|\lambda| = t\sqrt{2}/\langle y, \eta \rangle$ and get that the functional $I$ for $L^\lambda = (1/2)\Delta + \lambda \nabla$ and $f \in \mathbb{R}^n$ is given by
\[ I(f) = \mathbb{E} \left[ \frac{\|\nabla f\|^2}{8f} + \frac{l^2}{\langle y, \eta \rangle^2} - t^2 H(\eta, f)/\langle y, \eta \rangle^2 \right], \]

use (3.25). Therefore, $F(\eta, f) = I(f) - l^2/\langle y, \eta \rangle^2 + \mathbb{E}[Vf]$ and $F$ is convex in $f$ for any $\eta \in M$. In particular, $F$ is convexlike in $N$.

In order to show that $F(\eta, f)$ is concavelike in $M$, choose $\eta_1$ and $\eta_2 \in S^{d-1} \setminus Q$, let $t \in [0, 1]$. For $i = 1, 2$ set
\[ \lambda_i := \frac{\eta_i}{\langle \eta_i, \eta \rangle}, \]

which is well defined since $\eta_i \not\perp y$. Note that $t\lambda_1 + (1 - t)\lambda_2 \neq 0$, since $\lambda_1 \in \text{span}(\lambda_2)$ occurs only if $\lambda_1 = \lambda_2$. Hence, we can further choose
\[ \eta_0 := \frac{t\lambda_1 + (1 - t)\lambda_2}{|t\lambda_1 + (1 - t)\lambda_2|}, \]

One has
\begin{equation}
\langle \eta_0, y \rangle = 1/|t\lambda_1 + (1 - t)\lambda_2|, \end{equation}

and $\eta_0 \notin Q$. By triangle inequality (3.17) and using convexity of $x \mapsto x^2$,
\[ H(t\lambda_1 + (1 - t)\lambda_2, f) \leq tH(\lambda_1, f) + (1 - t)H(\lambda_2, f). \]

With (3.32) we get for all $f \in F$,
\[ H(\eta_0, f)/\langle \eta_0, \eta \rangle^2 = H(t\lambda_1 + (1 - t)\lambda_2, f) \leq tH(\eta_1, f)/\langle y, \eta \rangle^2 + (1 - t)H(\eta_2, f)/\langle y, \eta \rangle^2, \]

thus $F$ is concavelike in the first component.
Recall that for $f$ fixed, $H(\cdot, f)$ restricted to $S^{d-1}$ is continuous, see (3.24). Hence, $F(\cdot, f)$ is continuous on $S^{d-1} \setminus Q$. We have $l > 0$, and we may extend $F(\cdot, f)$ to a continuous function $\tilde{F}(\cdot, f) : S^{d-1} \to \mathbb{R} \cup \{-\infty\}$ by defining it to be $-\infty$ on $Q$. In order to see this, recognise that the uniform lower bound $H(\cdot, f) \geq \essinf f$ assures for $C > 0$,

$$\{\eta \in S^{d-1} : H(\eta, f)/\langle \eta, y \rangle^2 > C\} \supset \{\eta \in S^{d-1} : \essinf_{\mathcal{P}} f/\langle \eta, y \rangle^2 > C\}.$$  

The latter is open in $S^{d-1}$. This implies continuity of $\tilde{F}(\cdot, f)$ at any $\eta \in Q$, use [Wil70, Definition 7.1]. Let

$$c > \sup_{\eta \in S^{d-1} \setminus Q} \inf_{f \in \mathbb{F}} F(\eta, f).$$

We conclude as in [Sio58, Theorem 4.2]: For each $f$ define $A_f := \{\eta \in S^{d-1} : \tilde{F}(\eta, f) < c\}$. The sets $A_f, f \in \mathbb{F}$, are open subsets of $S^{d-1}$ and cover $S^{d-1}$. Since $S^{d-1}$ is compact, there exists a finite subset $Y \subset \mathbb{F}$ such that the $A_f, f \in Y$, cover $S^{d-1}$. Hence, for any $\eta \in S^{d-1} \setminus Q$ there exists a $f \in Y$ such that $\tilde{F}(\eta, f) = F(\eta, f) < c$.

Consequently, we can apply Theorem 3.16 to (3.31) and get

$$0 \leq \inf_{f \in \mathbb{F}} \sup_{\eta \in S^{d-1} \setminus Q} \{K(f) - l^2 H(\eta, f)/\langle \eta, y \rangle^2\}$$

$$= \sup_{\eta \in S^{d-1} \setminus Q} \inf_{f \in \mathbb{F}} \{K(f) - l^2 H(\eta, f)/\langle \eta, y \rangle^2\}. \tag{3.33}$$

As in [Sch88, Lemma 4.5] we deduce

**Lemma 3.17.** Assume $\inf_{f \in \mathbb{F}} K(f) > 0$, then (3.33) implies

$$|l| \leq \sup_{\eta \in S^{d-1} \setminus Q} \inf_{f \in \mathbb{F}} |K(f)\langle y, \eta \rangle^2/H(\eta, f)|^{1/2}. \tag{3.34}$$

**Proof.** By (3.33) for any $\epsilon > 0$ exists $\eta \in S^{d-1} \setminus Q$, such that for $f \in \mathbb{F}$,

$$-\epsilon < K(f) - l^2 H(\eta, f)/\langle \eta, y \rangle^2.$$  

That is, for $f \in \mathbb{F}$ one has $l^2 < (K(f) + \epsilon)\langle y, \eta \rangle^2/H(\eta, f)$. Since $\tilde{\sigma}(0) := \inf_{f \in \mathbb{F}} K(f) > 0,$

$$l^2 < (1 + \epsilon/\tilde{\sigma}(0))K(f)(y, \eta)^2/H(\eta, f).$$  

This implies $l^2 \leq (1 + \epsilon/\tilde{\sigma}(0))\inf_{f \in \mathbb{F}} \{K(f)(y, \eta)^2/H(\eta, f)\}$. Thus,

$$l^2 \leq (1 + \epsilon/\tilde{\sigma}(0)) \sup_{\eta \in S^{d-1} \setminus Q} \inf_{f \in \mathbb{F}} \{K(f)(y, \eta)^2/H(\eta, f)\}.$$  

Since $\epsilon > 0$ is chosen arbitrarily, (3.34) follows. \hfill \Box

(3.34), (3.33) together with (3.30) prove Proposition 3.15. \hfill \Box

This completes the proof of (3.11). The previous argument also shows that $\Gamma_V$ solves a variational equation: Recall the definition of $K$ and $J$ given in (3.16) and (3.29) respectively.

**Proposition 3.18.** Let $V$ be a potential in $L^2$. Let $\mathbb{F} \in \mathcal{F}, D \in \mathcal{D}$ and $y \neq 0$. Assume $\sigma(0) > 0$. Then $\Gamma_V(y)$ is the unique nonnegative solution $l$ of $0 = \inf_{f \in \mathbb{F}} \{2K(f) - l^2 J(f)\}.$

**Proof.** Set $\tilde{M}(l) := \inf_{f \in \mathbb{F}} \{K(f) - l^2 J(f)\}$. $\tilde{M}$ is decreasing and concave on $[0, \infty)$, which follows as in (3.20) and (3.21). The statement now results from Proposition 3.13, (3.30) and $\tilde{M}(0) = \sigma(0) > 0$. \hfill \Box
3.4. Almost Sure Equality on whole \( \mathbb{R}^d \). Let \((\Omega, \mathcal{F}, \mathbb{P}, \tau)\) be an ergodic dynamical system and \( V \) be a regular potential. We have shown in subsections 3.1, 3.2 and 3.3 that for any \( y \in \mathbb{R}^d \) \( \mathbb{P}\text{-a.s.} \) \( \Gamma_V(y) = \mathcal{R}(-\Lambda_\omega)(y) \). The stronger statement that equality holds \( \mathbb{P}\text{-a.s.} \) for any \( y \) is implied by the following: \( V \) is bounded and we have \( 0 \geq \Lambda_\omega(\lambda) \geq -\nu_{\text{max}} \). Hence, sup\(|\lambda| : -\Lambda_\omega(\lambda) - \lambda^2/2 > 0\) < \( \infty \) and we get by Lemma 4.2 continuity of \( \mathcal{R}(-\Lambda_\omega) \). In the same way \( \Gamma_V = \mathcal{R}(\sigma) \) is continuous, use (3.20) and estimate the infimum there by choosing \( \epsilon \equiv 1 \) to see \( \sigma(\lambda) - \lambda^2/2 \leq \mathbb{E}[V] - \lambda^2/2 \), where we used (3.25) and (3.18). Therefore, equality holding \( \mathbb{P}\text{-a.s.} \) on a dense subset of \( \mathbb{R}^d \) ensures \( \Gamma_V = \mathcal{R}(-\Lambda_\omega) \) on whole \( \mathbb{R}^d \).

4. Appendix

4.1. Condition (E1). Condition (E1) is valid as soon as homogenization takes place and the effective Hamiltonian has a variational expression as outlined in this subsection. For an overview see also [Kos07]. Throughout the following let \( F := \mathbb{F}^2_0 \) and \( D := D^2_0 \).

Let \( \lambda \in \mathbb{R}^d \). For \((t, x, \omega) \in [0, \infty) \times \mathbb{R}^d \times \Omega \) and \( \epsilon > 0 \) define

\[
\epsilon u_\epsilon(t, x, \omega) := \epsilon \ln \mathbb{E}\left[\exp\left(-\int_0^{t/\epsilon} V_\omega(Z_s) ds\right)\right].
\]

Assuming a Feynman-Kac correspondence, see the comment after Proposition 4.1, \( u_\epsilon \) solves the Hamilton-Jacobi-Bellman equation

\[
\partial_t u_\epsilon(t, x, \omega) = \frac{\epsilon}{2} \Delta u_\epsilon(t, x, \omega) + \mathcal{H}^\lambda(\nabla u_\epsilon(t, x, \omega), \frac{x}{\epsilon}, \omega)
\]

with initial condition \( u_\epsilon(0, \cdot, \omega) \equiv 0 \), and Hamiltonian \( \mathcal{H}^\lambda : \mathbb{R}^d \times \mathbb{R}^d \times \Omega \rightarrow \mathbb{R} \) given as \( \mathcal{H}^\lambda(p, x, \omega) := (1/2)p^2 + \lambda p - V_\omega(x) \). Let \( L^\lambda(q, x, \omega) := (1/2)(q - \lambda)^2 + V_\omega(x) \), the convex conjugate of \( \mathcal{H}^\lambda(\cdot, x, \omega) \).

In [KRV06] it is shown that homogenization of (4.1) takes place: For \( \lambda \in \mathbb{R}^d \) \( \mathbb{P}\text{-a.s.} \),

\[
\lim_{t \rightarrow \infty} \frac{1}{t} \ln \mathbb{E}\left[\exp\left(-\int_0^{t} V_\omega(Z_s) ds\right)\right] = \mathcal{H}^\lambda(0),
\]

where \( \mathcal{H}^\lambda : \mathbb{R}^d \rightarrow \mathbb{R} \) is the effective Hamiltonian \( \mathcal{H}^\lambda(p) := \sup_{b, f} \mathbb{E}[\langle pf - L^\lambda(b, \omega, 0, \omega) \rangle f] \), with \( B := L^{\infty} \) and

\[
\mathcal{E} := \{(b, f) \in B \times F : \frac{1}{2} \Delta f = \nabla (bf)\}.
\]

Equation \((1/2)\Delta f = \nabla (bf)\) has to be interpreted in the ‘distributional sense’ on \( \mathbb{R}^d \), see [Kos07, (6.2)], i.e. \( \mathbb{P}\text{-a.s.} \) for any \( \varphi \in C_c^\infty \) one has \( \int ((1/2) \Delta f \varphi dx) = -\int b_\omega f_\omega \nabla \varphi dx \). By Lemma 4.6 any \((b, f) \in \mathcal{E}\) satisfies for all \( w \in D \),

\[
\int \left( \frac{1}{2} \Delta w + b \nabla w \right) f d\mathbb{P} = 0.
\]

We have the following estimate on the effective Hamiltonian:

**Proposition 4.1.** For all \( \lambda \in \mathbb{R}^d \) one has \( \mathcal{H}^\lambda(0) \leq -\sigma(\lambda) \).

**Proof.** We estimate \( \mathcal{H}^\lambda(0) \) similarly to [KRV06, (5.2)-(5.6)].

\[
\sup_{(b, f) \in \mathcal{E}} \mathbb{E}[\mathcal{L}^\lambda(b_\omega, 0, \omega) f] \overset{(i)}{=} \sup_{f \in F} \sup_{b \in B} \inf_{w \in D \mathbb{P}} \int \left( \mathcal{L}^\lambda(b_\omega, 0, \omega) + \frac{1}{2} \Delta w + b \nabla w \right) f d\mathbb{P}
\]

\[
\overset{(ii)}{=} \sup_{f \in F} \inf_{w \in D} \int \sup_{b \in B} \left( \mathcal{L}^\lambda(b_\omega, 0, \omega) + \frac{1}{2} \Delta w + b \nabla w \right) f d\mathbb{P}
\]

\[
\overset{(iii)}{=} \sup_{f \in F} \inf_{w \in D} \int \left( \frac{1}{2} \Delta w + \mathcal{H}^\lambda(\nabla w, 0, \omega) \right) f d\mathbb{P}.
\]
(i) is valid by (4.4), in order to interchange \( \sup_{\mathcal{B}} \) with integration in (ii) note that measurability of the sup over the integrand is guaranteed by the subsequent calculation of the integrand. In (iii) we used the definition of \( \mathcal{L}^\lambda \) as the convex conjugate of \( \mathcal{H}^\lambda \) and the fact, that the convex biconjugate of \( \mathcal{H}^\lambda(\cdot, 0, \omega) \) is again \( \mathcal{H}^\lambda(\cdot, 0, \omega) \), see [DZ98, Lemma 4.5.8]. We continue inserting the definition of \( \mathcal{H}^\lambda \).

\[
(4.5) \quad \mathcal{H}^\lambda = \sup_{f \in \mathcal{F}} \inf_{u \in \mathcal{U}} \int \left( \frac{1}{2} \Delta w + \frac{1}{2} |\nabla w|^2 + \lambda \nabla w - V \right) f \, d\mathcal{P} = \sup_{f \in \mathcal{F}} \inf_{u \in \mathcal{U}} \int \left( \frac{L}{u} - V \right) f \, d\mathcal{P},
\]

since \( \mathcal{E}^\lambda = \mathcal{U} \), and \( \Delta e^w = (\nabla w)^2 e^w + (\Delta w) e^w \), see [GT83, (7.18) and Theorem 7.8]. \( \square \)

Therefore, (4.2) is sufficient for condition (E1) to be valid. There is extensive research concerning homogenization. For example, [KRV06, Theorem 2.3], [LS05, Theorem 3.1(i)] or [AS12, Theorem 1] exhibited the desired convergence in (4.4). In [KRV06] the effective Hamiltonian is given as required. [KRV06, Theorem 2.3] applies if the potential is bounded, uniformly continuous uniformly for all \( \omega \in \Omega \), and [KRV06, (3.1)] needs to be valid. [KRV06, (3.1)] is an optimal control problem and we refer to [FS06, Paragraphs IV.3 and IV.4] for a discussion of solvability. (4.1) is mainly a Feynman-Kac correspondence. Sufficient criterions for a Feynman-Kac correspondence are given in [Fri75, Paragraph 6.5).

4.2. Free Energy. In this subsection we deduce the identification (1.9) and the variational expression for the quenched free energy stated in Corollary 1.4. For \( a : \mathbb{R}^d \to \mathbb{R} \) we introduce \( \mathcal{R} : \mathbb{R}^d \to \mathbb{R} \) and \( \mathcal{R} : \mathbb{R}^d \to \mathbb{R} \cup \{ \pm \infty \} \).

Of course, \( \mathcal{R}(a) \leq \mathcal{R}(a) \). We calculate the inverse of \( \mathcal{R} \), see also [AS12, (8.2)].

**Lemma 4.2.** Let \( a : \mathbb{R}^d \to \mathbb{R} \). If \( \lambda \mapsto a(\lambda) - \lambda^2/2 \) is concave and \( a(0) > 0 \), then \( \mathcal{R}(a) = \mathcal{R}(a) \), and for \( c \leq a(0) \), for \( \lambda \in \mathbb{R}^d \),

\[
(4.6) \quad (a(\lambda) - \lambda^2/2) \wedge c = \sup\{ -\mu : -\mu < c, \lambda \leq \mathcal{R}(a + \mu)(\forall y \in \mathbb{R}^d) \}.
\]

If \( C : = \sup\{ |\lambda| : a(\lambda) - \lambda^2/2 > 0 \} < \infty \), then \( \mathcal{R}(a) \) is Lipschitz continuous with Lipschitz constant \( C \).

**Proof.** Let \( M(\lambda) : = a(\lambda) - \lambda^2/2 \). In order to see the first statement use as in (3.26) the fact that \( \mathcal{R}(a)(y) = \sup_{\mathcal{B} \in \mathcal{E}^\lambda} \sup_{\mathcal{E} \geq 0 : M(\mathcal{S}) > 0} \text{sym} \). The hypotheses on \( a \) show \( \mathcal{R}(a) = \mathcal{R}(a) \). We have for \( -\mu < c \),

\[
(4.7) \quad \{ \lambda \in \mathbb{R}^d : M(\lambda) \geq -\mu \} = \{ \lambda \in \mathbb{R}^d : y \lambda \leq \mathcal{R}(a + \mu)(\forall y \in \mathbb{R}^d) \}.
\]

In fact, \( \sup \) follows directly, use \( \mathcal{R}(a) = \mathcal{R}(a) \). For the reverse, let \( \lambda \) such that \( y \lambda \leq \mathcal{R}(a + \mu)(\forall y \in \mathbb{R}^d) \). Assume \( M(\lambda) < -\mu \). Since \( M \) is continuous and \( M(0) > -\mu \), there exists \( 0 < t < 1 \) maximal such that \( M(t \lambda) = -\mu \). We have that the level set \( S_\mu := \{ \lambda \in \mathbb{R}^d : M(\lambda) \geq -\mu \} \) is convex, see [Roc70, Theorem 4.6]. Moreover, \( t \lambda \) is in the boundary of \( S_\mu \). Thus, there exists a supporting hyperplane \( T \) of \( S_\mu \) through \( t \lambda \), see [Roc70, Corollary 11.6]. In particular, there is \( \bar{y} \neq 0 \), \( \bar{y} \perp T \) and

\[
\mathcal{R}(a + \mu)(\bar{y}) = \sup\{ \bar{y} \lambda : \lambda \in S_\mu \} = \sup\{ \bar{y} \lambda : \lambda \in T \} = \bar{y} t \lambda,
\]

which is in contrary to \( \bar{y} \lambda \leq \mathcal{R}(a + \mu)(\bar{y}) \). This shows (4.7). (4.6) follows from (4.7), and from the fact that

\[
(a(\lambda) - \lambda^2/2) \wedge c = \sup\{ -\mu : -\mu < c, a(\lambda) - \lambda^2/2 > -\mu \}.
\]

Let \( C < \infty \). Then \( \mathcal{R}(a)(y + z) \leq \mathcal{R}(a)(y) + \mathcal{R}(a)(z) \leq \mathcal{R}(a)(0) + C|z| \). For the lower bound use \( \langle y + z, \lambda \rangle \geq \langle y, \lambda \rangle - |z| |\lambda| \), hence, \( \mathcal{R}(a)(y + z) \geq \sup\{ y \lambda - |z| |\lambda| \in \mathbb{R}^d : a(\lambda) - \lambda^2/2 > 0 \} = \mathcal{R}(a)(y) - C|z| \), which shows continuity. \( \square \)

For \( \lambda \in \mathbb{R}^d \) let \( \mathcal{H}^\lambda(\cdot) \) be the effective Hamiltonian for the homogenization problem (4.1) given by [AS12, Theorem 1], if applicable. That is, \( \mathcal{P} \)-a.s. \( u_\varepsilon \to u \) locally uniformly with \( u \) solution to \( \partial_t u = \mathcal{H}^\lambda(\nabla u), u(0, \cdot) \equiv 0 \).
Proposition 4.3. Let \((\Omega, \mathcal{F}, \mathbb{P}, \tau)\) be an ergodic dynamical system. Let \(V\) be a regular potential. Assume there exists \(C > 0\) such that for \(\omega \in \Omega\), for \(x_1, x_2 \in \mathbb{R}^d\), one has 
\(|V_\omega(x_2) - V_\omega(x_1)| \leq C|x_2 - x_1|\). Then \((1.9)\) is valid.

Proof. The assumptions on the potential ensure that we can apply [AS12, Theorem 1]: As in (4.2) with help of a Feynman-Kac correspondence (4.1) we get for any \(\lambda \in \mathbb{R}^d\) \(\mathbb{P}\)-a.s. \(A_\omega(\lambda) = \bar{H}^\lambda(0)\). Moreover, we have \(\mathbb{P}\)-a.s. for all \(\lambda \in \mathbb{R}^d\),
\[
A_\omega(\lambda) = \bar{H}^\lambda(0).
\]
Indeed, recall that \(A_\omega(\lambda) + \lambda^2/2\) is convex and continuous in \(\lambda\). On the other hand, for \(p, \lambda \in \mathbb{R}^d\) we have \(\bar{H}^\lambda(p) + \lambda^2/2 = \bar{H}^0(p + \lambda)\), use e.g. [AS12, (5.35)]. Thus, continuity of \(\bar{H}^\lambda(0) + \lambda^2/2 = \bar{H}^0(0)\) follows from [AS12, Proposition 5.5]. This shows (4.8).

By assumptions we have \(-A_\omega(0) \geq \sigma(0) > 0 \mathbb{P}\)-a.s. Lemma 4.2 thus shows \(\mathcal{R}(-A_\omega) = \mathcal{R}(-A_\omega)\). Therefore, Theorem 1.2 and [AS12, Proposition 6.7] imply \(\mathbb{P}\)-a.s. for \(y \in \mathbb{R}^d\),
\[
\bar{H}^0(-\nabla \bar{m}) = 0 \text{ in } \mathbb{R}^d \setminus \{0\}, \quad \bar{m}(0) = 0, \quad \liminf_{|y| \to \infty} |y|^{-1} \bar{m}(y) \geq 0.
\]
Since \(-\ln c(y, \omega)\) solves the associated metric problem, use [Szn98, Proposition 2.3.8], as in [AS12, (8.1)] with [AS12, Proposition 6.9] and (4.9) the identification (1.9) follows. \(\Box\)

Proof of Corollary 1.4. Let \(\mu_0 > 0, \mu_0 \in \mathbb{Q}\). With Theorem 1.2 we have \(\mathbb{P}\)-a.s. for any \(\mu > 0, \mu \in \mathbb{Q}\),
\[
\mathcal{R}(\sigma + \mu) = \mathcal{R}(-A_\omega + \mu).
\]
Recall that \(\lambda \mapsto \sigma(\lambda) - \lambda^2/2\) is concave, see (3.20). Let \(c \leq \min\{-A_\omega(0) + \mu_0, \sigma(0) + \mu_0\}\) \(\mathbb{P}\)-a.s.. We use (4.6) and get for \(\lambda \in \mathbb{R}^d\),
\[
(\sigma(\lambda) + \mu_0 - \lambda^2/2) \wedge c = \sup\{-\mu \in \mathbb{R} : -\mu < c, \lambda y \leq \mathcal{R}(\sigma + \mu) + \mu(y) \forall y \in \mathbb{R}^d\}.
\]
The function \(\mu \mapsto \mathcal{R}(\sigma + \mu)(y)\) is monotone increasing, and we can reduce the supremum in the following to \(\mu \in \mathbb{Q}\) and obtain by (4.10) that the latter \(\mathbb{P}\)-a.s. for any \(\lambda \in \mathbb{R}^d\) equals
\[
\sup\{-\mu \in \mathbb{Q} : -\mu < c, \lambda y \leq \mathcal{R}(-A_\omega + \mu_0 + \mu)(y) \forall y \in \mathbb{R}^d\} = (-A_\omega(\lambda) + \mu_0 - \lambda^2/2) \wedge c.
\]
The latter equality is obtained by (4.6) and by convexity of \(\lambda \mapsto A_\omega(\lambda) + \lambda^2/2\). \(\Box\)

4.3. Denseness. In order to prove the denseness results stated in Section 2 we use the notion of convolution, see [JKO94, (7.19)]: For \(f \in L^1\) the convolution of \(f\) with \(\kappa \in C^\infty_c\) is defined as \(f * \kappa(\omega) := \int f_\omega(x)\kappa(x)dx\), where \(\omega\) is in a set of full \(\mathbb{P}\)-measure such that \(f_\omega \in L^1_{loc}\). For an even function \(\kappa \in C^\infty_c\) such that \(\int \kappa(x)dx = 1, \kappa \geq 0\), define for \(x \in \mathbb{R}^d\) and \(\epsilon > 0\) the function \(\kappa_\epsilon(x) := \epsilon^{-d}\kappa(x/\epsilon)\). In the following, whenever we write \(f_\epsilon\) we mean \(f * \kappa_\epsilon\) where \(\kappa\) has the prescribed properties. If \(\phi \in (L^2)^d\) we also define \(\phi * \kappa := (\phi_i * \kappa_i)\).

The following properties of the convolution are needed, see e.g. [JKO94, Chapter 7]:

Lemma 4.4. Let \(f \in L^1\) and \(\kappa \in C^\infty_c\). Then \(f * \kappa\) is differentiable of all orders. Moreover,
\[
\|f * \kappa\|_p \leq \|f\|_p \|\kappa\|_1, \quad \text{for } f \in L^p, \quad p \geq 1,
\]
\[
\partial^i (f * \kappa) = (\partial^i f) * \kappa, \quad \text{for } f \in D(\partial^i),
\]
\[
\sup_{\Omega} |D^n(f * \kappa)| < \infty, \quad n \in \mathbb{N}_0, \quad \text{if } \sup_{\Omega} |f| < \infty,
\]
\[
\|f - f_\epsilon\|_2 \to 0 \text{ as } \epsilon \searrow 0, \quad \text{for } f \in L^2.
\]
The space \(\mathcal{D}_s\) serves as space of test functions:

Lemma 4.5. \(\mathcal{D}_s\) is dense in \(L^2\).
The second statement is equivalent to
\[(4.17)\]
if and only if for any
\[(4.16)\]
Assume \(\text{Lemma } 4.6\).
In fact, \[(4.18)\]
which was to show.

A vector field \(\psi \in (L^2)^d\) is called divergence-free or solenoidal, if \(\text{div } \psi = 0\) \(\mathbb{P}\text{-a.s.}\), where for those \(\omega\) for which \(\psi_\omega \in L^1_{\text{loc}}\) one defines \((\text{div } \psi)_\omega : C^\infty_c \to \mathbb{R}\),
\[
(\text{div } \psi)_\omega(\varphi) := -\sum_i \int \psi_{\omega,i} \partial_i \varphi \, dx.
\]
A vector field \(\psi \in (L^2)^d\) is called rotation-free or potential, if \(\text{rot } \psi = 0\) \(\mathbb{P}\text{-a.s.}\), where for those \(\omega\) for which \(\psi_\omega \in L^1_{\text{loc}}\) one defines \((\text{rot } \psi)_\omega : C^\infty_c \to \mathbb{R}^{d \times d}\), and for \(i < j\),
\[
((\text{rot } \psi)_\omega(\varphi))_{i,j} := \int \psi_{\omega,i} \partial_j \varphi - \psi_{\omega,j} \partial_i \varphi \, dx.
\]
We recall the orthogonal decomposition of \((L^2)^d\) into potential and solenoidal vector fields, called Weyl’s decomposition, see [JKO94, Lemma 7.3]:
\[(4.15)\]
\[(L^2)^d = \mathcal{V}_{\text{pot}} \oplus \mathcal{V}_{\text{sol}} \oplus \mathbb{R}^d,
\]
where \(\mathcal{V}_{\text{pot}} = \{ \phi \in (L^2)^d: \text{rot } \phi = 0, \mathbb{E} \phi = 0 \}\) and \(\mathcal{V}_{\text{sol}} = \{ \phi \in (L^2)^d: \text{div } \phi = 0, \mathbb{E} \phi = 0 \}\).

The following lemma lifts the notion of ‘weak divergence’ to \((L^2)^d\):

**Lemma 4.6.** Assume \(\phi \in (L^2)^d\) and \(h \in L^2\). Then \(\mathbb{P}\text{-a.s.}\) for any \(\varphi \in C^\infty_c\),
\[(4.16)\]
\[-\int \phi_\omega \nabla \varphi \, dx = \int h_\omega \varphi \, dx,
\]
if and only if for any \(w \in \mathbb{D}_w\),
\[(4.17)\]
\[-\langle \phi, \nabla w \rangle = \langle h, w \rangle.
\]
The second statement is equivalent to \((4.17)\) forced to hold for some space \(\mathbb{D} \subset \mathbb{D}_w\) which is invariant under \(\tau_x, x \in \mathbb{R}^d\), and dense in \(L^2\) with respect to \(\| \cdot \|_2\).

As a consequence of Lemma 4.6, choosing \(h \equiv 0\), we have
\[(4.18)\]
\[\Phi^\omega = y + \mathcal{V}_{\text{sol}}\]

**Proof.** Assume \((4.16)\) and consider \(\phi_\epsilon\) and \(h_\epsilon\). Then \(\mathbb{P}\text{-a.s.}\) for \(\epsilon > 0\), for any \(\varphi \in C^\infty_c\),
\[(4.19)\]
\[\int \nabla \phi_{\epsilon,\omega} \varphi \, dx = \int h_{\epsilon,\omega} \varphi \, dx.
\]
In fact, \(\mathbb{P}\text{-a.s.}\) for \(\epsilon > 0\), for \(\varphi \in C^\infty_c\) by Fubini’s theorem
\[\int \phi_{\epsilon,\omega}(x) \nabla \varphi(x) \, dx = -\sum_i \int \phi_{\epsilon,\omega}(x) \partial_i \varphi(x - y) \, dx \, \kappa_\epsilon(y) \, dy \]
which by \((4.16)\) and since \(\varphi(\cdot - y) \in C^\infty_c\) equals
\[= \int \int h_\omega(x) \varphi(x - y) \, dx \, \kappa_\epsilon(y) \, dy = \int h_{\epsilon,\omega}(x) \varphi(x) \, dx.
\]
An elementary denseness argument shows that \((4.19)\) implies \(\mathbb{P}\text{-a.s.}\) for \(\epsilon > 0\) \(L^2\) a.e. \(\nabla \phi_{\epsilon,\omega} = h_{\epsilon,\omega}\). In fact, \(C^\infty_c\) and \((L^2)^d\) are in duality, see [Sch74, Paragraph IV.1]. Therefore, we have for \(\epsilon > 0\) \(\mathbb{P}\text{-a.s.}\) \(\nabla \phi_\epsilon = h_\epsilon\). Since \(\phi_{\epsilon,\omega} \to \phi_\omega, h_\epsilon \to h\) in \(L^2\), we get for all \(w \in \mathbb{D}_w\) by integration by parts, see \((2.1)\),
\[-\mathbb{E}[\phi \nabla w] = \lim_{\epsilon \to 0} -\mathbb{E}[\phi_\epsilon \nabla w] = \lim_{\epsilon \to 0} \mathbb{E}[\nabla \phi_\epsilon w] = \lim_{\epsilon \to 0} \mathbb{E}[h_\epsilon w] = \mathbb{E}[hw],
\]
which was to show.
The proof of the reverse direction is analogous: Let \( \epsilon > 0 \) and \( \phi \) satisfy (4.17). For \( w \in \mathbb{D} \) it is \( \langle \nabla \phi, w \rangle = \langle h_\epsilon, w \rangle \). Indeed, using (2.1), Fubini’s theorem, invariance of \( \mathcal{P} \), the fact that \( w \circ \tau_x \in \mathbb{D} \), and that \( \partial(w \circ \tau_x) = \partial(h \circ \tau_x) \) for any \( x \in \mathbb{R}^d \),

\[
\langle \nabla \phi, w \rangle = -\sum \mathbb{E} [\phi_i \partial_i (w \circ \tau_x)] \kappa(x) dx = \int \mathbb{E} [h(w \circ \tau_x)] \kappa(x) dx = \langle h_\epsilon, w \rangle .
\]

\( \mathbb{D} \) is dense in \( L^2 \), hence, for all \( \epsilon > 0 \) \( \mathbb{P} \)-a.s. \( \nabla \phi = h_\epsilon \). \( \mathbb{P} \)-a.s. \( \phi_{\epsilon, \omega, i} \rightarrow \phi_{\omega, i} \) and \( h_{\epsilon, \omega} \rightarrow h_\omega \) in \( L^2_{\text{loc}} \). This shows along a sequence \( (\epsilon_n)_n \subset [0, \infty) \) converging to zero, \( \mathbb{P} \)-a.s. for \( \varphi \in \mathcal{C}^0_c \),

\[- \int \phi_\omega \nabla \varphi dx = - \lim_n \int \phi_{\epsilon_n, \omega, \varphi} dx = \lim_n \int \nabla \phi_{\epsilon_n, \omega, \varphi} dx = \lim_n \int h_{\epsilon_n, \omega} \varphi dx = \int h_\omega \varphi dx ,
\]

which shows the statement.

\( \square \)

**Lemma 4.7.** Let \( \mathbb{D} \) be a vector subspace of \( L^2 \) of functions which are differentiable of all orders, assume \( \mathbb{D} \) is dense in \( L^2 \) such that \( \partial \mathbb{D} \subset \mathbb{D} \) for any \( i \) and \( \tau_x \mathbb{D} \subset \mathbb{D} \) for any \( x \in \mathbb{R}^d \).

Then \( \mathbb{D} \cap \mathcal{V}_{\text{sol}} \) is dense in \( \mathcal{V}_{\text{sol}} \).

**Proof.** We introduce the space \( Y_{\text{sol}} \) of vector fields \( \phi \) of the form

\[
(\phi_k)_{1 \leq k \leq d} = \left( \sum_{i: i < k} (-1)^{i-k-1} \partial_i w_{ik} + \sum_{i: i > k} (-1)^{i-k} \partial_i w_{ki} \right)_{1 \leq k \leq d},
\]

where \( w_{ik} \in \mathbb{D} \), \( 1 \leq i, k \leq d \). Since the differential operator is linear and since \( \mathbb{D} \) is a vector space, \( Y_{\text{sol}} \) is a vector space itself. Moreover, \( Y_{\text{sol}} \) is a subspace of \( \mathbb{D} \) as well as of \( \mathcal{V}_{\text{sol}} \). The second follows from a direct calculation of the divergence of vector fields \( \phi \in Y_{\text{sol}} \): \( \mathbb{P} \)-a.s.

\[
\text{div} \phi = \nabla \phi = \sum_{(i,k): 1 \leq i < k \leq d} \left( (-1)^{i-k-1} \partial_{ki} w_{ik} + (-1)^{k-i} \partial_{ik} w_{ki} \right) = 0,
\]

where we used that \( \partial_i \partial_k w = \partial_k \partial_i w \) for \( w \) differentiable of all orders.

We are now going to show that \( Y_{\text{sol}} \) in fact is dense in \( \mathcal{V}_{\text{sol}} \) which together with the fact that \( Y_{\text{sol}} \subset \mathbb{D} \) then shows the statement.

Let \( \psi \in (Y_{\text{sol}})^\perp \). Since for any \( \phi \in Y_{\text{sol}} \) and \( x \in \mathbb{R}^d \) also \( \phi \circ \tau_x \in Y_{\text{sol}} \), we get for \( \epsilon > 0 \),

\[
(\phi, \psi) = \mathbb{E} [\phi \int \psi_\omega (x) \kappa_\epsilon (x) dx] = \int \mathbb{E} [\phi_\omega (-x) \psi_\omega] \kappa_\epsilon (x) dx = \int (\phi \circ \tau_{-x}, \psi) \kappa_\epsilon (x) dx = 0
\]

where we used Fubini’s theorem and translation invariance of \( \mathbb{P} \). Thus, for \( \phi \in Y_{\text{sol}} \),

\[
0 = (\phi, \psi) = \sum_{(i,k): i < k} (-1)^{i-k} (w_{ik}, \partial_k \psi_{i,\epsilon, k} - \partial_i \psi_{i,\epsilon, k}).
\]

By denseness of \( \mathbb{D} \) in \( L^2 \), for \( i < k \) one has \( \partial_i \psi_{i,\epsilon,k} - \partial_k \psi_{i,k} = 0 \). Therefore, for \( \epsilon > 0 \) \( \mathbb{P} \)-a.s.

\[
(\text{rot} \psi_\epsilon)_{\omega}(\varphi) = \left( \int \psi_{\epsilon, \omega, i} \partial_k \varphi - \psi_{\epsilon, \omega, k} \partial_i \varphi dx \right)_{i < k} = \left( \int (\partial_i \psi_{\epsilon, \omega, k} - \partial_k \psi_{\epsilon, \omega, i}) \varphi dx \right)_{i < k} = 0
\]

for any \( \varphi \in \mathcal{C}^\infty_c \). Using that \( \mathbb{P} \)-a.s. in \( L^2_{\text{loc}} \) one has \( \psi_{\epsilon, \omega} \rightarrow \psi_\omega \), we get \( \mathbb{P} \)-a.s. \( \text{rot} \psi_\epsilon = 0 \).

Hence, \( (Y_{\text{sol}})^\perp \subset \mathcal{V}_{\text{pot}} \oplus \mathbb{R}^d \). Weyl’s decomposition (4.15) leads to \( \mathcal{V}_{\text{sol}} = ((Y_{\text{sol}})^\perp)^\perp \subset (\mathcal{V}_{\text{pot}} \oplus \mathbb{R}^d)^\perp = \mathcal{V}_{\text{sol}} \), where \( \mathcal{V}_{\text{sol}} \) is the closure of \( Y_{\text{sol}} \) in \( L^2 \). Note that even \( \mathcal{V}_{\text{sol}} = Y_{\text{sol}} \). \( \square \)

**Proof of Lemma 2.1.** Let \( f \) in \( \mathbb{D}_w \) and set \( f_M := f 1_{|f| \leq M} \) for \( M > 0 \). For \( n \in \mathbb{N} \) with the help of (4.14) and (4.12) choose \( \epsilon = \epsilon(n) \) such that \( \|f_M - f\|_2 \leq 1/n \) and \( \sum_i \|\partial_i f_M - \partial_i f\|_2 \leq 1/n \). Using Young’s inequality (4.11) and the fact that \( \partial_i (f_M)_\epsilon - \partial_i f_M = (f - f_M)_\epsilon \ast \chi_{\epsilon, \kappa} \), we are able to choose \( M = M(\epsilon) = M(n) \) such that \( \|f_M - f\|_2 \leq 1/n \) and \( \sum_i \|\partial_i (f_M)_\epsilon - \partial_i f_M\|_2 \leq 1/n \). Then with (4.13) \((f_M(\epsilon(n)))_n \subset \mathbb{D}_w \) converges in \( \| \cdot \|_\nu \) to \( f \) for \( n \rightarrow \infty \).

Let \( f \in \mathcal{F}_w \) with \( f \geq c > 0 \) \( \mathbb{P} \)-a.s.. Define \( \tilde{f} := (f \wedge \|f\|_\infty) \vee c \). Then \( \tilde{f} \in \mathcal{F}_w \) and approximates \( f \) in the desired way as before.
Note that $\Phi^w_y = y + V_{\text{sol}}$ and $\Phi^s_y = y + (\mathbb{D}_y)^d \cap V_{\text{sol}}$, see (4.18). The last statement therefore follows from Lemma 4.7 and Lemma 4.5. □
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