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Abstract.

Astronomers working with faint targets will benefit greatly from improved image quality on current and planned ground-based telescopes. At present, most adaptive optic systems are targeted at the highest resolution with bright guide stars. We demonstrate a significantly new approach to measuring low-order wavefront errors by using a pupil-plane curvature wavefront sensor design. By making low order wavefront corrections we can deliver significant improvements in image resolution in the visible on telescopes in the 2.5m – 8.2m range on good astronomical sites. As a minimum the angular resolution will be improved by a factor of 2.5-3 under any reasonable conditions and, with further correction and image selection, even sharper images may be obtained routinely. We re-examine many of the assumptions about what may be achieved with faint reference stars to achieve this performance. We show how our new design of curvature wavefront sensor combined with wavefront fitting routines based on radon transforms allow this performance to be achieved routinely. Simulations over a wide range of conditions match the performance already achieved in runs with earlier versions of the hardware described. Reference stars significantly fainter than I ~ 17m may be used routinely to produce images with a near diffraction limited core and halo much smaller than that delivered by natural seeing.
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1. Introduction

Galileo recognised more than 400 years ago that the sharpness of the images he saw with his telescope was affected by atmospheric disturbances. Astronomers understand the importance of image sharpness delivered by a telescope systems. Sharper images reduce confusion between light from the target and that from other close by sources. They allow more of the light from a target object to be concentrated enabling photometry or spectroscopy to achieve a higher signal-to-noise ratio against the light from the night sky.

We now know that the image quality is largely set by the phase variance of the light across the aperture of the telescope. There are many techniques of minimising that variance including careful telescope design and siting. One of the most effective ways is to put a telescope in space. It is nearly 30 years since the launch of the Hubble Space Telescope (HST), an instrument which transformed our view of the universe by providing a tenfold step change in the angular resolution of visible and near infrared astronomical images. Although larger ground-based telescopes have a diffraction limit much smaller than the ~0.1 arcsec images routinely delivered by HST, progress in achieving better resolution has been slow, expensive and of rather mixed success. The degradation in image quality caused by the effects of atmospheric turbulence has been more difficult to overcome than anticipated.

Many major observatories have invested heavily in adaptive optic systems and good high-resolution images have been obtained particularly in the near infrared where the effects of turbulence are much less severe. In the visible, however, it is still the case that no adaptive optic system has achieved HST resolution on an HST size (2.5 m diameter) telescope on targets fainter than I~15. This lack of success inevitably calls into question the ambitious plans to correct the turbulent wavefronts entering the next generation of very large telescopes.

The majority of instruments in use have been designed to give a high order of wavefront correction on large telescopes using Shack-Hartmann wavefront sensors (see Section 6). These work by forming an array of separated images of a reference star from well-defined areas of the telescope pupil. The movement of each of these images as they are deflected by corrugations in the wavefront entering the telescope is tracked. This allows the system to compute the compensating deflections
needed to correct the wavefront. Those corrections are fed to a fast deformable mirror so that the wavefront corrugations are substantially eliminated. The number of sub-images used (typically several per square metre of telescope aperture) and the readout rate to be used (typically several hundred Hz frame rate) constrain the brightness of the reference star. This is usually limited around $I < 12-13$, a level that ensures there is only a very small chance of finding such a bright reference star close to a random science object. More recently, laser guide stars are being developed to improve sky coverage. In practice they create their own problems. For example, the laser beam does not pass through the same atmospheric turbulence as the science beam and produces images that are not at infinity. Even neglecting this focus anisoplanatism (also known as the cone effect) and other aberrations, laser guide images are seldom smaller than about one arcsec in diameter. They cannot generally be centred to better than one tenth of that size and so are unlikely to deliver an angular resolution significantly better than that of HST. That appears consistent with reported results so far. Results of recent tests of different LGS systems on Gemini South may be found in Marin (2018).

It is of great importance to astronomers to be able to work in the visible part of the spectrum since that is where much of our knowledge of the physical universe has been gained. It is in the visible ($\sim 300$-1000nm wavelength) that we are best able to measure stellar types and metallicities, and where we know most about the astrophysics of hot gases in nebulae. The legacy of the Hubble Space Telescope has been its capacity to deliver images nearly 10 times sharper than most ground-based telescopes deliver on faint targets. There are too many science programs that have benefited from this to list here.

Wavefront correction will always be much harder in the visible than in the near infrared since the phase variance scales as $\sim \lambda^{-1.2}$ (Fried, 1967). However the rewards in terms of enhanced resolution of working in the visible rather than the infrared are considerable. An ideal system would indeed work in the visible on current 4-10 m class telescopes to deliver 20-50 milliarcsec angular resolution images that could feed efficiently a high-resolution spectrograph system. Such a system should be able to work with faint natural guide targets so that sky coverage approaches 100%, and it must deliver an isoplanatic patch size that allows reliable measurements of the characteristics and shapes of both guide and science targets over a significant field of view.

This paper will concentrate on strategies for minimising the effects of atmospheric turbulence in the visible. The technologies we use require fast full frame readout with photon shot noise limited performance. At present that limits us to silicon-based detectors such as CCDs and CMOS arrays which have a long wavelength limit in the region of 1000 nm. The resolution problem becomes much more tractable as one goes further into the infrared. This is one of the reasons why infrared performance of adaptive optics (AO) systems is emphasised. However we should not forget that any technologies that can be demonstrated in the visible on 5-10 m class telescopes in $I$ band will work just as well in K band on 30 m class telescopes, something likely to be important for future extremely large telescope projects. Such developments will depend on the availability of fast framing detectors. Early versions are already in use and promise substantial improvements in the near future. The performance requirements are less demanding because, when working in the IR, photon rates are generally much higher than in the visible.

In recent years there has been a divergence in AO system development. One branch concentrates on the development of AO systems aiming to produce the highest resolution images for programs such as the detection of exoplanets around bright stars, often near naked-eye brightness (Sivaramakrishnan, 2001). The other strand which has had much less attention in recent years is targeted towards improving the resolution on much fainter images such as distant galaxies (Baldwin et al, 2008). Telescopes can now image remarkably faint objects yet the demands of astronomers to observe such objects at high resolution are not currently easily fulfilled.

2. Improving Resolution With Lucky Imaging.

Some progress has been made in delivering higher resolution from the ground but it is rather patchy. Some of the work has focused on Lucky Imaging (LI) either on its own on 2.5 m class telescopes or in combination with low order AO on larger telescopes. Simple LI is now widely used with over 300 research papers already published.

Originally analysed by Fried (1978) following earlier work by Hufnagel (1966), LI relies on taking a large number of images with exposure times short enough to freeze image motion due to
atmospheric turbulence. A reference star in the field allows the relative sharpness of each image to be determined. The sharpest images are selected then shifted and added to provide a high resolution composite image. On a good site under typical seeing conditions it is possible to approach HST resolution routinely on 2.5 m class telescopes (Fig. 1). These results simply used LI techniques without any AO to support it.

Fig 1: Images of QSO 2237+0305 (the Einstein Cross) gravitational lens. The light from a distant quasar is bent by a massive object in the core of a nearby Zwicky galaxy seen as the fuzzy object between four quasar images. The image on the left was taken with the HST Advanced Camera for Surveys (ACS) while the one on the right was taken by an LI camera on the 2.5m NOT telescope on La Palma, and selecting 30% of the images. Microlensing within the lensing galaxy causes the relative brightness of the four images to change on relatively short timescales hence the difference in flux ratios (from Mackay et al., 2012)

The statistics of turbulence makes the technique difficult to apply directly to use on larger telescopes as the probability of getting a sharp image is greatly reduced. The critical technology that made LI possible 30 years after it was first suggested by Fried was the development of high efficiency electron multiplying CCDs that could be read out at high frame rates with essentially zero read noise. LI techniques have been described in detail by Baldwin, Warner & Mackay (2008) and references therein, as they apply to an HST size telescope in I band. The probability of recording a high resolution image under these circumstances is typically 10-30%. With larger telescopes the probability diminishes in proportional to the area of the primary mirror. This is because the number of turbulent cells increases as the area of the telescope mirror increases. The chance of a lucky exposure is thereby dramatically reduced. The power spectrum of atmospheric turbulence approximately follows the predictions of Kolmogorov (Tatarski, 1961) and is dominated by turbulent power on the largest scales. LI works best when the average number of turbulent cells across the diameter of the telescope is in the range of 6-18 (Hecquet & Coupinot, 1984, and Baldwin, Warner & Mackay, 2008). The only way that LI might work on a larger diameter telescope is if a significant additional part of the turbulent power can be removed so that the turbulent cell sizes are effectively increased, thereby compensating for the increased mirror diameter.

Noll (1976) has examined the contribution of atmospheric turbulence when expressed in terms of Zernike coefficients. He showed that eliminating tip-tilt errors reduces the turbulent power to only 13.3% of its original levels. In addition, he showed that removing an additional three Zernike modes after tip-tilt correction (Z4-Z6) leaves 6.9%. Further, removing a further four modes (up to Z10) leaves only 1.6% of the original power. It is clear from this that the considerable effort needed to remove even higher powers will only return a relatively modest improvement in image sharpness when 98.4% of the original turbulent power has already been corrected for.

In order to test whether the idea of removing turbulence beyond the simple tip-tilt scales removed by LI, a series of experiments were carried out in 2007 using a standard LI system placed behind the Palomar Adaptive Optics system PALMAO (Law et al, 2008). Conventional LI would be predicted simply not to work on a telescope of this size, giving a negligible fraction of sharp images even under the best seeing conditions. The PALMAO instrument was a relatively low order AO system
with 241 active actuators and a 16 x 16 sub aperture Shack-Hartmann wavefront sensor. The results obtained were extremely encouraging (Fig. 2 and Fig. 3).

**Fig 2.** The core of the globular cluster M 13 in I band observed on the Palomar 5-m telescope. The left-hand image is with natural ~0.65 arcsec seeing, and on the right hand is an image taken with the Lucky Imaging Camera behind the low order PALMAO adaptive optic system on the Palomar 5-m telescope. The resolution here is about 35 milliarcsec or about 3 times that of the Hubble Space Telescope. The total field of view shown is about 10 x 10 arcsec. This is the highest resolution image of faint objects ever taken in the visible or infrared anywhere from space or from the ground. The isoplanatic patch size is clearly large, much greater than 10 arcsec (from Mackay et al, 2012). The right hand image comes from a 10% LI selection.

**Fig 3.** Comparison images of the core of the globular cluster M 13. The left-hand image is with natural (~0.65 arcsec) seeing on the Palomar 5-m telescope, then the Hubble Advanced Camera for Surveys with ~120 milliarcsec resolution (middle) and the Lucky Camera plus Low-Order AO image with 35 milliarcsec resolution (right hand) (from Mackay, et al., 2012).

Images with a limiting resolution of about 35 milliarcsec were obtained in SDSS-I band, centred on 771nm, and a bandpass of 91nm. These are the highest resolution images ever taken of faint targets in the visible or near infrared anywhere. It was clear that a similar instrument on an even larger telescope would undoubtedly have produced images with yet high angular resolution in the visible. The principal limitation of the PALMAO + LI instrument was that it needed the usual relatively bright reference object that is normally essential with Shack-Hartmann wavefront sensors.

These results showed that there was considerable potential in combining LI with low order AO. However these results showed that in order to work over a much larger part of the sky it was important to develop a new approach to sensing wavefront errors that allows much fainter reference objects to be used routinely. The technique had to be realisable with current technologies, both hardware and software in order to improve wavefront sensor performance dramatically and at the lowest photon levels.

This paper will suggest a rather different approach to achieve this. The architecture of most current AO systems originated nearly 50 years ago. Since then there have been radical changes in
technologies that may be applied to these problems. We will explore how they can be used profitably to produce images approaching the diffraction limit of large telescopes using natural guide targets in the visible.

3. Pragmatic Higher Resolution Imaging.

An important concept in any practical development programme is the concept of “good enough”. Engineers striving to produce the highest performance AO systems will often talk about the Strehl ratio achieved by the system. This is the ratio of the peak intensity of the restored image to the intensity it would have in the absence of any atmospheric turbulence using the same optical system. Often it is simply better resolution that is needed in order to allow nearby objects to be separated or to improve signal-to-noise in sky limited observations. Astronomers always ask for better performance but it is important to appreciate just what image quality is actually needed for a specific scientific application. Diffraction limited performance is simply not needed in every case. Any significant improvement is helpful but we must never lose site of the fact that, for the scientific programme in question, “good enough” is often a more realistic and achievable goal.

We can see this by looking at some of the science to be carried out with these systems. A good example here is the search for extrasolar planets which is often principally limited by scattered light from the star around which planets are being sought. In this case the highest Strehl ratio possible is critical to the success of the work. However for many other studies the ultimate Strehl ratio is much less important. It is the ability to resolve objects with confidence and to observe them with a well-defined and quantifiable point spread function even if that point spread function does not correspond to a particularly high Strehl ratio. The consistency of point spread function is much more important since that may be managed with deconvolution methods, for example, to establish meaningfully whether objects are resolved and what is their proper structure. In practice, images with a Strehl ratio as low as 0.1 are perceived visually as being sharp. Much higher Strehl ratios produce images that are perceived visually as being only marginally sharper. Yet it is the wish for these higher Strehl ratios that substantially drives a choice of technologies that are so difficult to implement with fainter science targets.

Our approach will be to look carefully at what we know about atmospheric turbulence and the extent to which it limits the performance of an imaging system. We will then look at the limits imposed by the sky in terms of the available target star brightness and surface densities as a function of galactic latitude. Following that we will consider new concepts of wavefront sensors that will allow us to work at significantly fainter levels than otherwise possible so that we can correct the turbulent wavefront in an efficient and timely manner.

4. Atmospheric Turbulence Characteristics

Atmospheric turbulence distorts the wavefront entering the telescope by introducing significant phase errors that smear out the final image. The turbulence that affects astronomical imaging is generated by interactions between different layers of airflow at a wide range of altitudes from the ground layer up to well in excess of 10 km. The stirring motion than many imagine dominates this turbulence in fact stops within a few turning times. We can see that by looking at high altitude contrails left by high-flying aircraft. At their altitude, also typically in the region of 10 km, complex patterns are generated rapidly that can persist for many tens of minutes. These represent regions of slightly different temperature that become frozen into the airflow. The same is true for astronomical turbulence: the turbulent patterns across a telescope entrance aperture are largely frozen into the airflow and the timescales over which the turbulence changes is comparable to the wind crossing time of the telescope.

In order to make some sense of the way the simulations are run and how the results should be interpreted we need to start by looking at the way that Zernike polynomials are used to analyse the generated wavefront. Zernike polynomials are two-dimensional functions which are added in different proportions to give the best representation of a single two-dimensional function which, in this case, represents the phase errors we wish to measure. We restrict the number of Zernike polynomials to represent any particular simulated wavefront and it is the wavefront constructed from those polynomials alone which is subtracted from the recorded wavefront to give the effect of correction on that wavefront.
Provided the signal-to-noise is high enough in the simulated wavefront then we can use increasing numbers of Zernike polynomials to provide a better and better approximation to describing the phase errors of the wavefront. However we will see that the amount of turbulent power that can be attributed to higher-order Zernike terms is very small so we expect diminishing returns as we increase the number of polynomials we use and particularly as we decrease the level of light in each simulation.

A representation of these polynomials is shown in Fig 4 (image from Wikipedia). The top polynomial represents the piston component and is ignored as it has no effect on the image quality. The next row ($Z_1$) represents simple tip-tilt while the following row ($Z_2$) accounts for the defocus and basic astigmatism terms. Each subsequent row represents progressively higher and more complicated structures within the wavefront. What we need to do is to find out for each photon rate per frame how many Zernike terms can we afford to use in order to deliver the best results of higher Strehl ratio combined with narrower halo profiles.

![Fig 4](image from Wikipedia.png)

**Fig 4.** This shows the appearance of the first 15 Zernike modes that are used to analyse and reconstruct the wavefront patterns used in this paper. The top line shows simply the piston error which we ignore. The next two are simply tip tilt. As we use the increasing number of modes we see that the structure within them gets smaller and smaller. We will only be able to correct for the highest modes if there is an adequate signal-to-noise within the typical scale size that corresponds to those modes. Image from Wikipedia.

The power spectrum of atmospheric turbulence approximately follows the predictions of Kolmogorov (Tatarski, 1961) and is dominated by turbulent power on the largest scales. Noll (1976) has examined the power spectrum in atmospheric turbulence when broken down into individual Zernike coefficients. These results are shown in Table 1. It is clear that the power in individual Zernike terms falls very rapidly. Indeed once the first six Zernike terms are corrected the residual is very small indeed. Measuring and then correcting higher order terms will require a wavefront sensor signal level much greater than needed for the lower order terms. For example, in order to remove $Z_{11}$ and $Z_{12}$, each of which only contributes two parts per thousand of the total turbulence power will require a signal for the wavefront sensor of millions of photons per de-correlation time.

This is particularly important when developing AO systems intended to work on relatively faint targets. Trying to fit and correct an excessive number of Zernike terms will simply add noise to the fitted wavefront and that in turn will degrade the corrected image unless the reference star is relatively much brighter.
Table 1. (from Noll, 1976): distribution of turbulent power between Zernike terms.

| Zernike terms removed | Residual power fraction | Residual Power per term |
|-----------------------|-------------------------|-------------------------|
| 1                     | 1.000                   | -                       |
| 2                     | 0.565                   | 0.435                   |
| 3                     | 0.130                   | 0.435                   |
| 4                     | 0.108                   | 0.022                   |
| 5                     | 0.085                   | 0.022                   |
| 6                     | 0.063                   | 0.022                   |
| 7                     | 0.057                   | 0.006                   |
| 8                     | 0.051                   | 0.006                   |
| 9                     | 0.045                   | 0.006                   |
| 10                    | 0.039                   | 0.006                   |
| 11                    | 0.037                   | 0.002                   |
| 12                    | 0.034                   | 0.002                   |

5. The Challenge Of The Sky

Bright reference objects are very scarce, particularly at high Galactic latitudes. Counts of stars have been presented by Simons (1995) in R-band. Using a mean colour index of R-I of 1.5 mags, stars with I = 20.5 arc found at around one per square arc minute at high Galactic latitudes, I = 19.3 at 60°, and I = 18 at 40°. When considering reference objects at these magnitudes, it is important to remember that many faint galaxies have compact cores which, if small enough, could also be used as reference objects. At I = 20, galaxies are more common than stars at the Galactic poles (Pozzetti et al, 1998).

Following Kaiser et al. (2000) we expect that a good back illuminated CCD will accumulate about one detected electron per second from an object with an I magnitude given by

\[ M_I = 23.5 + 5 \log(Diameter \text{ in m}) \]

Our simulations are calculated in terms of the number of photons detected per frame time. What this implies will be become clear later in the paper when the detailed optical configuration of our instruments is described. When working in low order the phase patterns are close to being achromatic simply because it changes relatively slowly with wavelength (~ \( \lambda^{-1.2} \)) and therefore a significantly wider passband may be used for the wavefront sensor to increase the photon rates while still allowing the science beam to be more narrowly filtered. In addition, the latest deep-depletion CCDs deliver a very much greater quantum efficiency throughout the red end of the spectrum and indeed the sensitivity extends now well beyond one micron wavelength. If we assume that we use all the light longward of 660nm (the short wave limit of I-band) in conjunction with a deep depleted CCD then the photon rates detected could be nearly a factor of 10 higher than for a standard back illuminated CCD in I band. This in turn means that the magnitudes quoted in the figures may be increased by 2.5 magnitudes. Most importantly they bring the sky surface density of reference objects to a level of several per square arc minute. We will see later that the isoplanatic patch size is typically greater than one arc minute diameter therefore we may be confident of finding reference objects almost anywhere on the sky.

6. Wavefront Sensor Technologies.

6.1 Shack-Hartmann Sensors.

Light from a distant star produces a flat wavefront before passing through the atmosphere. Refractive index variations in the atmosphere produce instantaneous distortions of this wavefront which
introduce curvature on all scales. In order to measure and correct this curvature we need a wavefront sensor. For many years the wavefront sensor technology of choice has been the Shack-Hartmann sensor. Light from a bright guide star is fed to an array of lenslets placed in the pupil plane of the telescope. Each lenslet images the guide star, thereby giving an array of images on a regular grid in the absence of atmospheric turbulence. Wavefront distortions produce phase gradients across the aperture of each lenslet leading to the displacement of each sub image. By measuring the relative positions of each sub image it is possible to derive the curvature in the wavefront across the pupil plane (Fig 5).

![Diagram of Shack-Hartmann sensor](image)

Fig 5: The principle of the Shack-Hartmann wavefront sensor. A distorted incoming wavefront enters the sensor. Part of it is then passed through an array of lenslets located in a pupil plane. The centroid position from each lenslet image is measured relative to the position recorded for an incoming flat wavefront. By comparing the offsets, the slope of the wavefront at this position may be calculated and then combined with the other values to determine the incoming wavefront distortion across the entire pupil (Murphy, 1992). Image courtesy of Prof Vik Dhillon, Univ. of Sheffield, UK.

The Shack-Hartmann sensor became popular because in the 1970s only CCDs operated in slow scan mode could achieve very low read-out noise at millisecond frame rates and then only with a substantial degree of charge binning in both directions (Mackay, 1986). This allowed performance relatively close to that set by the photon signals in each sub image. Unfortunately the regular lens spacing set the resolution in the pupil plane used to find the wavefront curvature. It was very inflexible and difficult to reconfigure. Most importantly, however, was that by spreading the light from the guide star amongst many hundreds of sub-images, bright guide stars became essential if each sub-image was to achieve the signal level of about 100 photons per lenslet per frame, a level necessary to get good positions of each sub image.

In practice this meant that guide stars generally have to be brighter than perhaps I ~13, a level at which the surface density of guide stars on the sky is extremely low. The isoplanatic patch, the angular scale over which the wavefront distortions were reasonably close to those detected with the guide star, was rather small, typically only a few arcsec in diameter (Sarazin, M., & Tokovinin, A., 2001). There are other issues with Shack-Hartmann sensors. The frame rate has to be set to match the wind crossing time of each lenslet aperture. This requirement can force detectors to achieve very fast read-out rates of several hundred Hz. This in turn increases the required brightness of the guide star as enough photons per aperture must be gathered per frame time. An additional overhead with Shack-Hartmann sensors is that the array of sub-image displacements measured from each frame require a matrix inversion to convert into wavefront curvature data used to drive a deformable mirror. The inversion can be computationally difficult particularly as the overall system latency between detecting the wavefront and correcting for the errors must be minimised.

It should be clear from this that our desire to work with very much fainter guide stars is incompatible with using a Shack-Hartmann sensor with many hundreds of elements and running at
several hundred frames per second. If we are to make progress towards reducing the effects of turbulence on our images then we need to take a very different approach.

6.2. Curvature Sensors.

A different approach to wavefront sensor technology is to try to measure the wavefront curvature directly. Most of the curvature wavefront sensors used in astronomy examine defocused images of the reference object by adjusting the focus of the telescope on either side of the nominal position. Analysing the shape and sharpness of these out of focus images allows the curvature of the input wavefront to be determined. Curvature wavefront sensors have been adopted by astronomers relatively slowly because of difficulties particularly with the detectors and the format needed to be efficient. However they generally use many fewer detector elements and that leads to significant sensitivity advantages. Racine (2006) has looked at the limiting sensitivities of wavefront sensors deployed at that time on telescopes and found that the limiting sensitivity of curvature sensors (Roddier, 1988) are typically 2.5 magnitudes fainter than Shack-Hartmann sensors although this difference is progressively reduced with higher order correction requirements. One of the best-known and most successful curvature sensors was Hokupa’a, a natural guide star, curvature-sensing AO system built by the University of Hawaii (Graves et al, 1998) with a 36 element deformable bimorph mirror. The flexible mirror allowed slightly out of focus images to be recorded on either side of the nominal telescope focal plane. It was driven with a loudspeaker voice coil to move the sensing plane between the two focal positions.

The implementation of the curvature sensor concept was very demanding when that work was done. Although by modern standards this is a rather low order AO sensor it was remarkably successful in delivering significant image resolution enhancement. Recent developments, particularly in detector technology, allow a much simpler and much more efficient approach. We have seen earlier, however, that low order AO corrections are often all that is needed and indeed we will see that is often all that is possible should we have to use much fainter guide stars.

There are a number of designs of curvature wavefront sensors which mostly use avalanche photodiodes (APD’s) as light detectors (Baldwin et al., 1996). These are single element detectors that function rather like a photomultiplier. The image plane is segmented in a complicated pattern with each segment fed to a separate APD. It was the availability of these APD’s that helped in allowing curvature sensors to be developed successfully.

Since then there have been major strides in the development of essentially noiseless two-dimensional imaging detectors. The first was the electron multiplying CCD (EMCCD), developed by E2V (Chelmsford) (Mackay et al, 2004). Under normal operation at high frame rate the read noise of a conventional CCD is prohibitively high, precluding its use on faint astronomical targets. In EMCCD’s, however, the output register of the device is extended with one gate in three clocked with a high enough voltage to trigger electron multiplication as the charge is transferred along. Total gains with ~500 elements and a gain per stage in the region of 1-2% can produce an aggregate gain of hundreds or thousands. This is much higher than the read noise of the output amplifier and therefore the equivalent read noise can be very much less than one electron RMS even with pixel rates as high as 30 MHz (Mackay et al., 2012a)

There are now CMOS detectors which have all the advantages of the best astronomical CCD detectors in terms of high quantum efficiency, low dark current and cosmetic quality. The latest devices are now being made with sub-electron read noise even when working at very high frame rates that can be in excess of 1 kHz even at full resolution.

We know that current focal plane curvature sensors offer significant sensitivity gain over Shack-Hartmann systems. The many advances in technology make it important to reconsider the design principles of wavefront curvature sensors and this is what we have done. We have concluded that the best way forward particularly when working with faint reference stars and therefore relatively low order correction is to carry out the curvature sensing in the pupil plane and not in the focal plane of the telescope.
7. Pupil Plane Curvature Sensors and Simulations.

7.1. Pupil Plane Curvature Sensors

Our approach is not to image the focal plane but work close to the telescope pupil plane. The principles of such a sensor have been described by Guyon (2010). The propagation of light through the telescope pupil can be understood as follows: in the entrance aperture (the pupil plane) of the telescope the illumination is uniform although the phase errors that affect our images caused by atmospheric turbulence are naturally present. If we image not in the pupil plane but in planes displaced from the pupil plane we find that the uniform illumination breaks up into patches. Comparing images taken on either side of the pupil we see that those parts of the wavefront that are converging will change from darker to brighter as they propagate through the pupil. Similarly wavefront phase curvature in the opposite sense will cause a patch to become darker as it propagates through the pupil. We can detect these near-pupil images and analyse them to extract the wavefront curvature. An example of how the light propagates through the pupil plane is shown in Fig 6. This figure considers simply the light that actually passes through the entrance aperture of the telescope and what the intensity distribution of that light would be over a range of distances from the pupil. In order to see a significant intensity structure in this light propagation distances in hundreds of kilometres must be considered.

Rather than mechanically move a single detector to image alternately on either side of the pupil plane we find it more efficient and convenient to split the light so that both planes are imaged simultaneously. This means that the pair of out-of-pupil images and therefore the curvature is precisely measured at one instant. This allows the frame rate to be chosen and optimised for the timescales of the wavefront curvature evolution. By using a pair of EMCCDs working in synchronism we can be certain that a pair of precisely complementary images have always been taken.

Processing these images gives the wavefront curvature in the pupil plane (see section 9.3). The deformable mirror is then adjusted to correct the curvature errors in a reimaged pupil plane. In practice, this turns out to be much more straightforward than with the Shack-Hartmann sensor mainly because the processing yields the curvature directly and above all quickly. It is essential when using any turbulence correction procedure that the correction is derived and applied before it changes significantly. In order to investigate the effectiveness of these procedures further we carried out a series of simulations to improve our understanding of the optimum optical arrangement for such a sensor and the performance that might be achieved with different degrees of Zernike correction, different photon rates and different average seeing.
We are fortunate in having a significant amount of real experience of attempts to undertake high resolution imaging on a range of telescopes all on good sites (although often the weather was much less than “good”). This includes several LI-only (no AO) runs on the 2.5m NOT telescope on La Palma, the 4.2 m WHT telescope also on La Palma, the 3.6m NTT telescope on La Silla in Chile. We also obtained many valuable results with LI combined with low order AO using the Palomar 5 m telescope in conjunction with the PALMAO low order adaptive optic system. These datasets have allowed us to compare different aspects of our simulations in some detail with the results actually obtained at real telescopes.

7.2. Pupil Plane Curvature Sensor Simulations.

We wanted to carry out realistic and detailed simulations to discover just how well it was possible to restore the distorted wavefronts caused by atmospheric turbulence if it was measured, quantified and corrected for promptly. There are several components needed to complete this.

- We need to look carefully at the way that we simulate the phase patterns experienced on different sizes of ground-based telescopes under a variety of seeing conditions.
- We need to identify detector subsystems capable of working at fast frame rates yet at the lowest photon rates possible. The system needs to be highly efficient from a DQE point of view while still maintaining full imaging integrity. The detector must work with the readout noise low enough to permit operation at very low photon rates.
- We need to develop a procedure for reconstructing wavefront curvature quickly and efficiently. It is particularly important that the technique should be stable under very low light conditions when individual frames may be momentarily starved of light. The technique must also be able to manage poor seeing and retain good stability under all conditions.
- We need to examine just how many Zernike terms need to be corrected for in practice and therefore what the necessary photon rates must be to achieve the performance we want, under different seeing conditions.

We will always be conscious of the need to identify what is “good enough” for the particular scientific programme. We do not seek perfection! With any form of LI we are always able to look at an individual frame and decide not to include it in the summed totals if it is not good enough for our purposes. This is important because the seeing can change on very short timescales indeed (Baldwin et al. 2008), making a degree of image selection highly desirable.

These simulations were intended for instruments already in the design phase and so we only assume currently available technology.

7.3. Model Turbulent Screen Generation.

In order to simulate the behaviour of low order adaptive optic systems when combined with LI systems we have identified the importance of the largest scales of atmospheric turbulent power. A common and frequently used approach to generating theoretical turbulent screens makes an assumption of periodic boundary conditions. Such periodic phase screens are unphysical as they do not have a significant average slope and therefore do not model the tip tilt component of the wavefront which is a fundamental part of the turbulent spectrum. A summary of this problem and how to address it can be found in Johnston and Lane (2000).

A more detailed account of the technique we have used to generate a model of the Kolmogorov phase fluctuations over an aperture is described by Johnston (2000). This uses the midpoint displacement algorithm as described by Harding et al. (1999). Using this method we have subjected the screens produced to a variety of tests that demonstrate that they do indeed provide the correct Kolmogorov spectrum of turbulence predicted by the work of Noll(1976) including tip-tilt. We used this method to produce much larger phase screens than we needed so that we could simulate the effects of wind motion across the aperture of the telescope. It also allowed us to study the decorrelation of restored point spread functions as a function of angular distance from the reference star used and therefore to determine the effects of anisoplanatism.

7.4. Example Instrumental Configuration.
In order to understand how a pupil-plane curvature system might be employed in a real instrument we show the outline of one of our designs in Fig 7. AOLI (Adaptive Optics Lucky Imager) was developed in Cambridge for use on the 4.2 m William Herschel Telescope (WHT) on La Palma.

The design of AOLI therefore allows pairs of images to be collected simultaneously taken from close to the pupil plane. The optical configuration in the instrument reproduces the propagation distances in a greatly diminished scale so that the pupil is reduced in size to the region of 1-2 mm. The pair of near-pupil images are then sensed with a photon counting image detector. High-speed photon counting array detectors have been developed in recent years in the form of the electron multiplying CCD (EMCCD) (Mackay et al., 2012a). The choice of magnification is quite important with photon counting. In order to detect a single photon we must minimise the risk of two photons striking one pixel in one frame time. This limits the maximum photon counting rate in a detector to a fraction of one photon per pixel per frame time. Using a larger detector area becomes attractive because of that but the influence of clock-induced charges (CIC) can be a problem. These CIC events are already present in all standard CCD systems but are not usually detected because of the much higher equivalent background noise on those systems. With an EMCCD, these events look exactly like photons and are generated at a rate of $10^{-6}$ to $10^{-4}$ per pixel per frame. Using a detector area of 100 pixels diameter (about 7000 pixels area after correcting for the pixels covered by the central obscuration of a real telescope) this effect can give several events per frame if the CIC on the system in use is relatively high. Fortunately, careful electronic design allows the lower figure to be realised (Mackay et al., 2012a). We have found that working with the wavefront detector area of about 100 pixels in diameter is a reasonable compromise in practice.

The EMCCD generates events with a large dispersion in amplitude. This compromises the overall signal-to-noise ratio in a way equivalent to halving the detective quantum efficiency (DQE) of the detector. This reduction in DQE can be eliminated by thresholding to replace each pixel with a 0 or a 1. This must be done in real-time, before the phase calculations are carried out. Fortunately it is a very fast process with a modern computer system. Strategies for managing this are described by Basden et al. (2003).
The simulation package that we have created is based on the original work and the Matlab kernel from Marcos van Dam and collaborators (van Dam & Lane, 2002). It allows many of the important parameters that are used to be adjusted. That package was enhanced to allow modelling of the effects of wind speed, instrumental latency, detector and exposure time constraints. All the essential observational parameters could be varied (telescope aperture size, pre-and post-pupil propagation distance, isoplanatic patch size, seeing) allowing a wide range of parameters to be studied effectively.

These include:

- Telescope specific parameters: telescope diameter, resolution of the turbulent screen detected.
- Central wavelength (set here to 770 nm default, which is the central wavelength of the SDSS-I filter.
- Atmospheric seeing in the range 0.4-1.5 arc seconds corresponding to values of the Fried diameter $r_0$ in the range 0.45-0.12m, with most work around 0.6 arc second seeing, $r_0 \sim 30$cm.
- Parameters affecting turbulent screen smearing and system latency including windspeed, response time for the wavefront processing, the response time for the deformable mirror and wavefront image readout, essentially detector frame rate.
- Photon rate per wavefront sensor frame. AOLI divides the light from the reference star into two which are imaged at the same distance from the pupil plane but on opposite sides. The photon rate given in each simulation is the rate per detector. This means that the true rate required is twice that listed.
- The package has the capacity to synthesise simulated images in positions offset from the reference star to examine the overall system isoplanatic patch size. The patch numbers and separations may be set.
- Propagation distance described above. The precise choice of distance here is not particularly critical and we have settled on 200 km. It is important to realise that this propagation distance has nothing whatever to do with the altitude of the turbulence that we might be trying to correct for. It is what we would detect were we able to take images at that distance on either side of the pupil plane, using only the light that actually propagates through the pupil of the telescope. By de-magnify the pupil diameter, the propagation distances are reduced by the square of the magnification factor. For a 4.2 m telescope and a 1 mm relayed beam, 200 km propagation distance is reduced to under 100 mm.
- Number of Zernike terms to be corrected for ranging from 3 (simple tip tilt) up to a maximum of 36. For computational simplicity we limited this number to be one of 3, 6, 10, 15, 21, 28, 36.
- The detectors recording the two separate near-pupil images must be precisely synchronised so that each image refers to exactly the same time interval.
- The images are flat-field corrected if necessary before being processed by the wavefront fitting software. The processing time required for that is included in the latency figures used.

7.5. Wavefront Processing Procedures.

We start with a high resolution turbulent screen which is then degraded in a variety of ways. Firstly we process the wavefront using only a limited range of Zernike terms to the number we want to measure and correct for in the wavefront. We next smooth the turbulent screen in one dimension as this minimises the effect of the motion of the screen caused by wind. It is then sample offset by an amount dependent on detector readout time, instrument processing time and deformable mirror latency.

The wavefront is then sampled and limited to the diameter of the telescope and propagated in opposite directions to the positions of each detector. This allows us to record the intensity at those distances from the pupil plane. Here the phase errors in the wavefront are increasingly manifest as intensity patterns in the recorded near-pupil images. We wish to explore particularly the possibilities of deriving the wavefront aberrations using images obtained from faint reference stars where the number of photons recorded per frame could be small. It is essential that whatever method we use is stable in those regions where there are few or no photons at all. Any suggestion of spurious errors would certainly cause serious problems. The recorded analogue images are then populated with the selected number of photons using Poisson statistics. All the photons are given the same intensity as would be generated by a true photon counting electron multiplying CCD camera system as we are using in our instruments.
Following the work of van Dam & Lane (2002) we have based our wavefront recovery algorithms on the use of Radon transforms. These have seldom been used in astronomical applications (though see Starck et al, 2003) but are very well studied and widely used in, for example, x-ray computerised tomography systems where they are particularly successful. The radon transform uses each recorded image projected along a series of vectors to give a sequence of one-dimensional integrated profiles. The number of vectors needed depends on the number of Zernike terms being recovered. We used eight projections for up to 10 Zernike terms, 16 vectors for 15 or 21 Zernike terms and 32 vectors if we were using 28-36 terms. As a projection in opposite directions of the same pattern is identical the number we have to compute is half that shown. The patterns from the two detected images are processed to produce a least-squares fit to the phase pattern in the pupil plane of the setup. This is the fit we use.

Each phase pattern processed in this way is used to generate an image of the reference star. Those images are selected in terms of their maximum peak brightness as is widely done with LI described above. We also make a small adjustment to the position of the brightness peak of the image. This is because any error in the fitting can produce a residual tip-tilt error which we can correct with standard LI shift and add methods. The processing procedures are mathematically relatively simple. They consist of matrix multiplications associated with the Radon transform, together with one-dimensional interpolations. Computationally these processes are very straightforward and with fairly standard PCs will contribute very little to the overall system latency in a real-life application.

The software developed for these simulations has a great number of variables. However in order to compare our results directly with existing datasets derived at telescopes on good observing sites we have restricted the range of variables significantly. All our simulations were carried out at 0.77 microns wavelength (SDSS I-band). After some experimenting to maximise the quality of the wavefront fit, we selected a fixed propagation distances of 200 km on either side of the pupil plane. We also fixed the wind speed at a standard 8 m/s (the median windspeed for the La Palma Observatory) and used a detector frame rate of 25 Hz. The effect of a significant wind speed is simulated by smoothing the phase screen in one dimension. We have experience of using the ALPAO DM241 deformable mirror for the AOLI instrument described above which has a fast response that adds very little to the overall system latency when running at 25 Hz.

Trials were run as sequences of 1000 independent frames. Although the software allows the simulation of a continuous phase screen moving across the aperture of the telescope we have simply recalculated the phase screen for each frame independently. We found we could work with fainter reference stars using our knowledge of the most recent phase reconstruction as a template for the next but have not included that here.

The simulation procedure starts by generating a phase screen that is considerably larger than the aperture of the telescope. This ensures that phase fluctuations outside the nominal diameter of the pupil are included correctly as they may influence the propagated beam. For each frame we recover the phase from the detected images at the photon rates we have selected. The difference frame between simulated and recovered is then used to generate a corrected frame from which we create a corrected image (Fig 8). We can see the success by looking at histograms of the variance of the wavefront phase in each of the frames before and after correction (Fig 9).

![Fig 8: the sequence of images generated from a single frame. The original phase screen is shown on the left followed by the recovered phase screen. The third image shows the difference while the fourth shows the appearance of the original photon distribution across the pupil plane for this particular frame of the simulation. Simulation from 4.2m, 0.6 arcsec seeing, correcting 10 Zernike modes, high photons per frame.](image-url)
Fig 9: the improvement in the image quality is most easily seen by examining the histogram of all the images in a sequence of frames. We see here that the variance distribution for the blue bars (raw data as synthesised) are very much more extended than the orange bars for the pupil phase variance after correction. Simulation from 4.2m, 0.6 arcsec seeing, correcting 10 Zernike modes, 300 photons per frame level.

Once the sequence of 1000 frames had been processed to recover the simulated phases, lucky images were constructed using the best (judged by peak intensity level) using 1%, 5%, 10%, 20%, 30%, 50%, and 100% of the images in the sequence. Those images may be displayed as an array of images as shown in Fig 10 which also shows the Strehl ratio of each of the accumulated lucky images. The last sub-image shows the appearance of the summed raw data before any processing is carried out. This raw data image is what would be obtained with the conventional long exposure image. The Strehl ratio is the fraction of the peak brightness that would be found in the absence of any atmospheric turbulence.

Fig 10: An array of 7 lucky images plus the simple sum of the raw image frames in a typical sequence of 1000 trials. In this case we see that the Strehl ratio even if 100% of the corrected images are used is improved by a factor of ~2.5. A more restrictive lucky selection further enhances the Strehl ratio. The smallest fraction of images taken from a sequence of 1000 frames involves a very small number and therefore the Strehl ratio displayed is likely to be affected significantly by small number statistics. Simulation from 4.2m, 0.6 arcsec seeing, correcting 10 Zernike modes, 300 photons per frame.

The strategy we used in running these simulations was to establish the degree of image improvement achievable with relatively bright guide stars and a range of correction limited to low order Zernike modes. We then expanded our simulations space to a range of reference star brightnesses, Zernike modes correction, different levels of atmospheric seeing, windspeed and detector frame rate, and finally telescope size. The ones that were studied particularly were relevant to the telescopes we had easiest access to, specifically the 4.2 m William Herschel telescope, 8.2 m GranteCan telescope and the Nordic Optical Telescope 2.5 m telescopes on the island of La Palma.

The theoretical point spread function predicted from Kolmogorov turbulence models (Fried, 1978) is known as a Moffat profile (Racine, 1996, and Trujillo et al, 2001 and references therein). This profile has a core that is essentially Gaussian but with significantly broader wings. In practice astronomers find the broad halo to be wider.
and more intense than predicted by the models. This is discussed by Racine (1996). The reasons for this are not fully understood but are probably a combination of light scattering in the atmosphere, from microscopic defects on the surface of mirrors and lenses, and internal reflection from optical components including back reflection from detector surfaces. For many astronomical applications the precise details of the actual image profile delivered by any telescope system needs to be understood if actual telescope images are to be interpreted correctly (Trujillo et al., 2001).

We combine LI selection techniques with low order AO correction. Under a wide range of conditions (telescope size and seeing quality) the star image profiles are those expected with a partially compensated Kolmogorov turbulence (Hardy 1998 and references therein). The images produced by our simulations consist of a compact central core close to being diffraction limited surrounded by a wide halo with the halo size smaller than the raw image. Increasing the degree of the AO correction has only a small effect on the width of the central core but a more significant one in reducing the size and intensity of the halo. The quality of the AO correction is improved with higher photon rates per frame and by correcting for more Zernike terms but only if the photon fluxes are high enough for that to work. When photon rates are low, attempting to correct for too many Zernike terms simply adds noise to the process and degrades the image profile.

![Graph](image1.png)

**Fig 11:** a typical set of profiles produced by the simulation package on a typical reference star. Simulation from 4.2m, 0.6 arcsec seeing, 300 photons/frame and correcting 10 Zernike modes.

(a) The upper panel (a) shows one-dimensional profiles through a set of four images. The lowest curve in that frame shows the point spread function of the uncorrected telescope seeing. The three narrow profiles above show the image after correction for the given number of Zernike modes with 100%, 50% and 10% selection by image sharpness respectively. We see that the Strehl ratio even with 100% selection is improved by a factor of about 2.5 - 3 and the width of the central core is close the diffraction limit of the telescope in I-band.

(b) The lower panel (b) shows the fractional encircled energy profiles extending much further from the centre. Here the lower profile shows the raw data and the following three profiles the 100%, 50% and 10% selections respectively by image sharpness.
The output from each simulation run can be seen most easily in the form shown in Fig 11. In Fig 11 (a) we see 4 separate profiles. The lowest profile shows a one-dimensional cut through the directly summed reference star before any processing. This is the image that would be obtained in conventional astronomical imaging without any lucky imaging of any other attempt to improve the image resolution. The peak brightness (essentially the Strehl ratio of the image) is lower for larger telescopes and under conditions of poorer seeing. However under all conditions we find that the Strehl ratio for the images formed by correcting each one and then combining all the images shown by the second lowest profile in Fig 10 (a) shows a value larger than the raw data Strehl ratio by a factor of 2.5-3. The width of the central peak even with 100% selection is close to the diffraction limit of the telescope. Using more restrictive selections (50% for second top curve and 10% for the top curve) we see the Strehl ratio of each image is even higher. The image quality improvements continue as we are increasingly restrictive with the selection of only the best images (see Fig 10, for example). The diameter of the central core does not change much but increasingly the light in the surrounding halo is pulled in towards the centre producing significantly tighter images. We can see this more clearly in Fig 11 (b). Here the lower profile is that of the raw data while above are three profiles from the 100%, 50% and 10% images respectively.

We can understand how this works as follows. Without any adaptive optics, standard LI removes the tip-tilt component of the turbulence which makes up over 87% of the total power. This tip-tilt is what limits the size of the turbulent cell size defined as the typical radius of a cell with an RMS wavefront aberration across the cell of one radian. This gives a value of r0 ~ 30 cm for the cell size with 0.6 arcsec seeing. With tip-tilt correction such a turbulent cell is effectively increased in size by a factor of 2.5-3 giving a turbulent cell size r0 of only slightly less than 1m. If we then try to improve the correction by adding in compensation with low order adaptive optics we compensate for defocus and astigmatism by removing Zernike terms, numbers 4-6. This further increases the equivalent size of the turbulent cells and making the chance of getting a good sharp image even better. However the ability to remove progressively higher Zernike terms depends on the photon levels recorded in the frames from the wavefront sensor. Eventually the degree of image quality improvement reaches a maximum. Beyond that level we find that the image quality worsens because there are not enough photons to allow the higher Zernike modes to be established with an adequate signal-to-noise. That in turn leads to noise being added to the solution which in turn degrades the images.

### 7.6. Detailed Simulation Results.

We will discuss in much more detail later to interpret the levels of photons per frame using the simulation into a specific magnitude for a reference star. For the moment, however, we can use the conversion that for a 4.2 m telescope as described above running at 100 photons per frame with a frame rate of 25 Hz corresponds to a star with $I \sim 17.5$.

We assume that the system is used with a genuine photon counting imaging system that produces counts with no dispersion in amplitude. We have used EMCCDs in photon counting mode (Basden et al, 2003) with event thresholding. Some of the simulations produce acceptable results with very low photon count rates. In practice the user must determine whether such rates are achievable when the background sky level may make that harder.

Each of the simulation runs produces data of the form shown in Figure 10. Rather than reproduce a large number of figures we extract the relevant data from the plots and display them in tabular form. We have found that the figures tend to disguise subtle but important differences between different simulations and so we prefer the use of these tables. It is important to remember that these simulations are statistical in nature and therefore there are likely to be small differences between values that ought to be identical. We have made no attempt to disguise that.

| Selection | Strehl ratio | Image diam. | Image diam. | Image diam. |
|-----------|--------------|--------------|--------------|--------------|
| 10% LI    | 0.21         | 0.31         | 0.68         | 1.06         |
| 50% LI    | 0.18         | 0.38         | 0.75         | 1.14         |
| 100% LI   | 0.16         | 0.39         | 0.77         | 1.21         |
| Raw data  | 0.057        | 0.84         | 1.28         | 2.06         |

Table 2. This table shows the results of a simulation, here for a 4.2 m telescope with 0.6 arc second seeing, photon rate of 10,000 photons per frame and correcting for the first 10 Zernike modes. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the level 25 % encircled energy, 10 % and 4 % of the peak central brightness.
The left-hand column shows the percentage of images selected in that row. The first number shows the Strehl ratio for that selection and then the diameters of the images at points which are well down towards the outer parts of the profile and set at levels of 25%, 10% and 4% of the peak brightness. The numbers indicated are the diameters in arc seconds.

We see therefore in Table 2 that the Strehl ratio is highest with the smallest selection (10% lucky imaging) and that the diameter of the profile at the 25% point is 0.31 arc seconds, 0.68 arc seconds at the 10% point and 1.06 arc seconds at the 4% point. Again, with larger selection fractions the image diameter values increase significantly although at every selection level they are markedly better than that achieved with just the raw data without any processing.

7.7. 4.2 m Telescope Results.

To better understand the performance of a 4.2 m telescope with low order adaptive optics combined with Lucky Imaging we ran a series of simulations starting with a high photons per frame number of 10,000 and examining the output images using between 3 and 15 Zernike terms. Using only 3 Zernike terms corresponds to conventional lucky imaging, as those terms only account for the tip-tilt part of the turbulent profile.

The results in Table 3 show that the Strehl ratio of the simulated images gradually improves with the use of more Zernike terms. The Strehl ratio for 10% selection is significantly better than it is for 50% and 100%. The Strehl ratio increases gradually as we go from 3 to 10 Zernike terms corrected. However the size of the halo around the central peak also improves up to (and we find beyond) 15 Zernike terms, at every part of the profile of the halo.

Table 3. This table shows the results of a simulation, here for a 4.2 m telescope with 0.6 arc second seeing, photon rate of 10,000 photons per frame and correcting for Zernike modes ranging from NZ=3 (providing tip-tilt correction only) to NZ=15. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25% encircled energy, 10% and 4%.

At a lower signal level of 100 photons per frame we see in Table 4 that trying to fit 15 Zernike terms produces a marked degradation in the quality of the simulation fit, not only in peak Strehl ratio but at every point throughout the halo. It is clear, however that using up to 10 Zernike terms is still entirely acceptable with the photon rate of 100 photons per frame.

Table 4. This table shows the results of a simulation, here for a 4.2 m telescope with 0.6 arc second seeing, photon rate of 100 photons per frame and correcting for Zernike modes ranging from NZ=3 (providing tip-tilt correction only) to NZ=15. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25% encircled energy, 10% and 4%.

Even at the yet lower level of only 30 photons per frame we get reasonably good correction with three Zernike terms and only slightly worse with six. This is shown in Table 5 which makes it clear that a degree of correction is still possible with very low photon rates. We should note, however, that every entry in Table 6 shows a lower value than in Table 4.

That we can work at these photon rates should not come as a surprise. We record images of the out of focus pupil plane on either side of the pupil plane. Tip-tilt manifests itself as a lateral shift of the centre of the images, in
the opposite sense on either side of the pupil. Statistically this can be measured fairly accurately even with a small number of photons. Adding in the next set of Zernike terms is still possible but it does degrade the net image quality to a degree.

| Selection | NZ 3 | NZ 6 | NZ 10 | NZ 15 | NZ 3 | NZ 6 | NZ 10 | NZ 15 | NZ 3 | NZ 6 | NZ 10 | NZ 15 | NZ 3 | NZ 6 | NZ 10 | NZ 15 |
|-----------|------|------|-------|-------|------|------|-------|-------|------|------|-------|-------|------|------|-------|-------|
| Raw       | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 | 0.057 |

Table 5. This table shows the results of a simulation, here for a 4.2 m telescope with 0.6 arc second seeing, photon rate of 30 photons per frame and correcting for Zernike modes ranging from NZ=3 (providing tip-tilt correction only) to NZ=15. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25% encircled energy, 10% and 4%.

In Table 6 we can see the effect of atmospheric seeing on the quality of the output images. In this table we have used high photon rates so that lack of photons should not degrade the results. However, we should expect photon rates to make more difference at lower photon rates when we are working with less good seeing.

Two clear conclusions may be drawn from Table 6. Firstly, for all seeing levels the improvement in Strehl ratio between the raw data and the 100% lucky image data is invariably a factor of ~2.5-3. Secondly, even with poor seeing the improvement in the shape of the halo is improved substantially by this process.

| Selection | 0.6" | 0.75" | 1.0" | 1.5" | 0.6" | 0.75" | 1.0" | 1.5" | 0.6" | 0.75" | 1.0" | 1.5" |
|-----------|------|------|------|------|------|------|------|------|------|------|------|------|
| 10% LI    | 0.21 | 0.17 | 0.12 | 0.06 | 0.32 | 0.37 | 0.43 | 0.61 | 0.69 | 0.71 | 0.94 | 1.14 |
| 50% LI    | 0.18 | 0.14 | 0.10 | 0.06 | 0.38 | 0.41 | 0.44 | 0.69 | 0.74 | 0.82 | 1.02 | 1.55 |
| 100% LI   | 0.16 | 0.12 | 0.09 | 0.05 | 0.39 | 0.44 | 0.53 | 0.72 | 0.77 | 0.88 | 1.10 | 1.62 |
| Raw data  | 0.057 | 0.046 | 0.034 | 0.019 | 0.840 | 0.93 | 1.090 | 1.770 | 1.270 | 1.160 | 1.930 | 2.710 |

Table 6. This table shows the results of a simulation, here for a 4.2 m telescope with seeing in the range of 0.6 – 1.5 arcsecs, photon rate of 10,000 photons per frame and correcting for the first 10 Zernike modes. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25% encircled energy, 10% and 4%.

In Table 7 we compare the results using camera frame rates from 50 Hz-5 Hz. This shows the effect of using lower performance camera systems or if the user wishes to use particularly faint reference stars by effectively increasing the wavefront sensor exposure time. The effect on the images is very similar to what we see under conditions of hire windspeed. Slow camera rates means that the wavefront is smeared as it moves across the telescope entrance pupil. What we see is that the Strehl ratios, particularly in the 50% and 100% selection bins are significantly lower and the profile of the halo is also significantly broader at the lowest rates. However it is clear that it is still possible to work at low rates. It is worth noting that all the original Lucky Imaging experiments reported by the Cambridge group and summarised by Baldwin et al. (2008) were carried out using an older photon counting camera that ran at 10 Hz.

| Selection | 50 Hz | 25 Hz | 10 Hz | 5 Hz | 50 Hz | 25 Hz | 10 Hz | 5 Hz | 50 Hz | 25 Hz | 10 Hz | 5 Hz |
|-----------|------|------|------|------|------|------|------|------|------|------|------|------|
| 10% LI    | 0.17 | 0.18 | 0.18 | 0.17 | 0.41 | 0.43 | 0.37 | 0.40 | 0.79 | 0.86 | 0.74 | 0.87 |
| 50% LI    | 0.16 | 0.16 | 0.16 | 0.13 | 0.44 | 0.44 | 0.40 | 0.50 | 0.83 | 0.90 | 0.79 | 0.97 |
| 100% LI   | 0.14 | 0.14 | 0.13 | 0.11 | 0.46 | 0.50 | 0.43 | 0.56 | 0.87 | 0.94 | 0.82 | 1.05 |
| Raw data  | 0.057 | 0.057 | 0.054 | 0.052 | 0.840 | 0.96 | 0.78 | 0.95 | 1.270 | 1.45 | 1.19 | 1.54 |

Table 7. This table shows the results of a simulation, here for a 4.2 m telescope with seeing of 0.6 arcsec, photon rate of 10,000 photons per frame and correcting for the first 10 Zernike modes. Simulations were done with cameras running at different rates of 50 Hz, 25 Hz, 10 Hz and 5 Hz. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25% encircled energy, 10% and 4%.

Our conclusions therefore are that with a 4.2 m telescope and 10 Zernike modes we are able to produce a marked improvement on the image quality by combining low order adaptive optics with Lucky Imaging. In many ways the visual perception of the images produced is more important. In Fig 12 we have simulated a random star field with
the luminosity function very similar to that of the bulge of our Galaxy in I-band. Each tile shows a region of about 4.2 x 8.3 arc seconds. The left-hand panel shows results obtained with high photon rate of 10,000 photons per frame while the right-hand one shows a much lower level of 30 photons per frame. It is surprising how good the processes even with a low photon rate. Close inspection of the images do make it clear that the right-hand panel is significantly poorer particularly at the 50% and 100% selection. The halo on the images with the lower photon rates are much more marked. However in both cases the improvement over the image quality from the raw images is quite marked.

Fig 12: a comparison of the simulation results for a 4.2 m telescope, 0.6" seeing, and 10 Zernike mode processing for (a, left-hand panel) signal of 10,000 photons per frame and (b, right-hand panel) signal of only 30 photons per frame. Each subpanel covers an area of about 4.2 x 8.3 arc seconds at 33 milliarcsecs per pixel. The lowest sub-image in each panel shows the raw unprocessed data as it would be recorded with a conventional long exposure on that telescope. Above that are sub-images showing the output with 100%, 50% and 10% (top) selection respectively.

7.8. 8.2m Telescope Results.

The results from simulations of an 8.2 m telescope are reported here in the same way as for the 4.2 m telescope. For each simulation a set of plots was produced similar to that shown in Fig 11. We ran a series of simulations starting with a high photons per frame number of 10,000 and examining the output images using between 6 and 21 Zernike terms. The results in Table 8 show that the Strehl ratio of the simulated images gradually improves with the use of more Zernike terms. The Strehl ratio for 10% selection is significantly better
than it is for 50% and 100%. The Strehl ratio increases only slightly between 6 and 21 Zernike terms. However the size of the halo around the central peak continues to improve up to (and we find beyond) 15 Zernike terms, at every part of the profile of the halo.

Table 8. This table shows the results of a simulation, here for a 8.2 m telescope with 0.6 arc second seeing, photon rate of 10,000 photons per frame and correcting for Zernike modes ranging from Nz=6 to Nz=21. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25 %, 10 %, and 4 %.

Repeating these tests but with a much lower photon rate of 100 photons per frame we see in Table 9 very similar performance except that the results with 21 Zernike terms are somewhat poorer than they are with 10 terms. The higher order Zernike terms allow the representation of the wavefront to cover progressively smaller scales in the wavefront. However the fact that the wavefront recovery quality becomes poorer with higher Zernike modes is simply a consequence of their not being enough photons to give a good signal-to-noise over the scales that corresponds to that number of Zernike terms. It is clear, however that using up to 10 Zernike terms is still entirely acceptable with the photon rate of 100 photons per frame.

Table 9. This table shows the results of a simulation, here for a 8.2 m telescope with 0.6 arc second seeing, photon rate of 100 photons per frame and correcting for Zernike modes ranging from Nz=6 to Nz=21. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25 %, 10 %, and 4 %.

In Table 10 we can see the effect of atmospheric seeing on the quality of the output images. In this table we have used high photon rates so lack of photons should not affect the results, though we should expect it to make more difference at the lowest photon rates when we are working with less good seeing. Two clear conclusions may be drawn from Table 10. Firstly, for all seeing levels the improvement in Strehl ratio between the raw data and the 100% lucky image data is invariably a factor of ~2.5-3. Secondly, even with poor seeing the improvement in the shape of the halo is improved significantly by this process.

Table 10. This table shows the results of a simulation, here for a 8.2 m telescope with seeing in the range of 0.6 – 1.5 arcsec, a photon rate of 10,000 photons per frame and correcting for the first 15 Zernike modes. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25 %, 10 %, and 4 %.

Our conclusions therefore are that with a 8.2 m telescope and 15 Zernike modes we are able to produce a marked improvement on the image quality by combining low order adaptive optics with LI. In many ways the visual perception of the images produced is more important. In Fig 13 we have simulated a random star field with the luminosity function very similar to that of the bulge of our Galaxy in I-band. Each tile shows a region of about 5 x 10 arc seconds. The left-hand image shows results obtained with high photon rate of 10,000 photons per frame.
while the right hand one shows a much lower level of 30 photons per frame. It is surprising how good the process is even with a low photon rate. Close inspection of the images do make it clear that the right-hand panel is significantly poorer particularly at the 50% and 100% selection. The halo on the images with the lower photon rate are much more marked. However in both cases the improvement over the image quality from the raw images is quite marked.

![Image of simulation results for a 8.2m telescope, 0.6" seeing, and 15 Zernike modes processing for (a, left-hand panel) signal of 10,000 photons per frame and (b, right-hand panel) signal of only 100 photons per frame. Each subpanel covers an area of about 2.5 x 5 arc seconds at 20 milliarcsecs per pixel. The lowest sub image in each panel shows the raw unprocessed data as it would be recorded with a conventional long exposure on that telescope. Above that are some images showing the output with 100%, 50% and 10% (top) selection respectively.](image)

Fig 13: A comparison of the simulation results for a 8.2 m telescope, 0.6" seeing, and 15 Zernike mode processing for (a, left-hand panel) signal of 10,000 photons per frame and (b, right-hand panel) signal of only 100 photons per frame. Each subpanel covers an area of about 2.5 x 5 arc seconds at 20 milliarcsecs per pixel. The lowest sub image in each panel shows the raw unprocessed data as it would be recorded with a conventional long exposure on that telescope. Above that are some images showing the output with 100%, 50% and 10% (top) selection respectively.

7.9. Simulations With A 2.5M Telescope

Although the main drive for this study of the improvement of telescope point spread functions with lower order AO has been the consequences for telescopes in the 4-8 m class, the same methods may be applied to smaller telescopes with considerable success. We have already seen (Fig 1, for example) that a 2.5 m telescope on a good
site can routinely produce images with a resolution very close to that achieved by the Hubble Space Telescope, simply by removing tip-tilt (the essence of the LI technique). The same procedures that we have used above show that if we correct more than 3 Zernike terms beyond tip-tilt to correct for defocus and some astigmatism the images are also further improved.

The results in Table 11 show that the Strehl ratio of the simulated images gradually improves with the use of more Zernike terms. The Strehl ratio for 10% selection is significantly better than it is for 50% and 100%.

However the size of the halo around the central peak continues to improve up to (and we find beyond) 15 Zernike terms, at every part of the profile of the halo.

| Selection | NZ 3 | NZ 6 | NZ 10 | NZ 15 | NZ 3 | NZ 6 | NZ 10 | NZ 15 | NZ 3 | NZ 6 | NZ 10 | NZ 15 |
|-----------|------|------|-------|-------|------|------|-------|-------|------|------|-------|-------|
| 10% LI    | 0.34 | 0.36 | 0.42  | 0.47  | 0.29 | 0.27 | 0.20  | 0.14  | 0.68 | 0.63 | 0.55  | 0.49  |
| 50% LI    | 0.28 | 0.32 | 0.38  | 0.42  | 0.35 | 0.34 | 0.27  | 0.16  | 0.77 | 0.70 | 0.58  | 0.52  |
| 100% LI   | 0.26 | 0.30 | 0.36  | 0.40  | 0.42 | 0.35 | 0.29  | 0.18  | 0.82 | 0.70 | 0.63  | 0.54  |
| Raw       | 0.095| 0.095| 0.095 | 0.095 | 0.086| 0.087| 0.087 | 0.086 | 0.116| 0.127| 0.128 | 0.128 |

Table 11. This table shows the results of a simulation, here for a 2.5 m telescope with 0.6 arc second seeing, photon rate of 10,000 photons per frame and correcting for Zernike modes ranging from NZ=3 (providing tip-tilt correction only) to NZ=15. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of levels of 25% encircled energy, 10% and 4%.

Repeating these tests but with a much lower photon rate of 100 photons per frame we see in Table 12 very similar performance except that the results with 15 Zernike terms are markedly poorer than they are with 10 terms. The higher order Zernike terms allow the representation of the wavefront to cover progressively smaller scales in the wavefront.

At a yet lower signal level of 100 photons per frame we see in Table 12 that trying to fit 15 Zernike terms produces a marked degradation in the quality of the simulation fit, not only in peak Strehl ratio but at every point throughout the halo. It is clear, however that using up to 10 Zernike terms is still entirely acceptable with the photon rate of 100 photons per frame.

| Selection | NZ 3 | NZ 6 | NZ 10 | NZ 15 | NZ 3 | NZ 6 | NZ 10 | NZ 15 | NZ 3 | NZ 6 | NZ 10 | NZ 15 |
|-----------|------|------|-------|-------|------|------|-------|-------|------|------|-------|-------|
| 10% LI    | 0.34 | 0.34 | 0.34  | 0.36  | 0.30 | 0.32 | 0.31  | 0.27  | 0.67 | 0.66 | 0.66  | 0.63  |
| 50% LI    | 0.29 | 0.31 | 0.32  | 0.33  | 0.38 | 0.34 | 0.33  | 0.30  | 0.76 | 0.71 | 0.69  | 0.65  |
| 100% LI   | 0.26 | 0.28 | 0.30  | 0.32  | 0.43 | 0.39 | 0.35  | 0.33  | 0.82 | 0.76 | 0.71  | 0.69  |
| Raw       | 0.095| 0.095| 0.095 | 0.095 | 0.089| 0.088| 0.088 | 0.088 | 0.129| 0.123| 0.128 | 0.128 |

Table 12. This table shows the results of a simulation, here for a 2.5 m telescope with 0.6 arc second seeing, photon rate of 100 photons per frame and correcting for Zernike modes ranging from NZ=3 (providing tip-tilt correction only) to NZ=15. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of levels of 25% encircled energy, 10% and 4%.

Even at the yet lower level of only 10 photons per frame we get good correction with three Zernike terms and only slightly worse with six. This is shown in Table 13 and it makes it clear that a degree of correction is still possible with remarkably low photon rates. That we can work at these photon rates should not surprise us. We record images of the out of focus pupil plane on either side of the pupil plane. Tip-tilt manifests itself as a lateral shift of the centre of the images, in the opposite sense on either side of the pupil. Statistically this can be measured fairly accurately even with a small number of photons. Adding in the next set of Zernike terms is still possible but it does degrade the net image quality to a degree.

| Selection | NZ 3 | NZ 6 | NZ 10 | NZ 15 | NZ 3 | NZ 6 | NZ 10 | NZ 15 | NZ 3 | NZ 6 | NZ 10 | NZ 15 |
|-----------|------|------|-------|-------|------|------|-------|-------|------|------|-------|-------|
| 10% LI    | 0.32 | 0.25 | 0.23  | 0.22  | 0.33 | 0.44 | 0.48  | 0.49  | 0.71 | 0.90 | 0.98  | 1.03  |
| 50% LI    | 0.28 | 0.24 | 0.215 | 0.20  | 0.39 | 0.46 | 0.50  | 0.54  | 0.77 | 0.92 | 1.02  | 1.10  |
| 100% LI   | 0.25 | 0.23 | 0.205 | 0.195 | 0.43 | 0.47 | 0.51  | 0.54  | 0.83 | 0.95 | 1.03  | 1.10  |
| Raw       | 0.095| 0.095| 0.095 | 0.095 | 0.88 | 0.88 | 0.88  | 0.88  | 1.28 | 1.28 | 1.28  | 1.28  |
**Table 13.** This table shows the results of a simulation, here for a 2.5 m telescope with 0.6 arc second seeing, photon rate of 30 photons per frame and correcting for Zernike modes ranging from NZ=3 (providing tip-tilt correction only) to NZ=15. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25% encircled energy, 10% and 4%.

In Table 14 we can see the effect of atmospheric seeing on the quality of the output images. In this table we have used high photon rates so that should not affect the outcome, though we should expect it to make more difference at the lowest photon rates when we are working with less good seeing. Two clear conclusions may be drawn from Table 14. Firstly, for all seeing levels the improvement in Strehl ratio between the raw data and the 100% lucky image data is invariably a factor of ~2.5-3. Secondly, even with poor seeing the improvement in the shape of the halo is improved substantially by this process.

| Selection | Strehl ratio | Image diam. in arcsec, at 25% | Image diam. in arcsec at 10% | Image diam. in arcsec at 4% |
|-----------|--------------|-------------------------------|-------------------------------|-------------------------------|
| 0.6°      | 0.36         | 0.32                          | 0.30                          | 0.30                          |
| 0.75°     | 0.29         | 0.26                          | 0.24                          | 0.24                          |
| 1.0°      | 0.15         | 0.18                          | 0.16                          | 0.16                          |
| 1.5°      | 0.07         | 0.11                          | 0.09                          | 0.09                          |

**Table 14.** This table shows the results of a simulation, here for a 2.5 m telescope with seeing in the range of 0.6 – 1.5 arcsecs, photon rate of 10,000 photons per frame and correcting for the first 10 Zernike modes. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25% encircled energy, 10% and 4%.
We have a considerable amount of experience of using LI techniques on 2.5 m telescopes although all were without a low order AO system to complement them. The results that were obtained when only tip tilt correction was simulated match very closely those that were obtained on the 2.5 m NOT telescope under very similar seeing conditions. These have been described in detail by Baldwin, Warner & Mackay (2008). The results shown in figure 14 may be compared directly with those shown in Fig 1.

7.10. 3.6m Telescope with Lucky Imaging alone.

A recent proposal for a new instrument called GravityCam has been developed that is described in detail by Mackay et al. (2018). It is an instrument planned to survey a 0.5° field on the New Technology Telescope (NTT) of the European南方Observatory at La Silla in Chile. Simulations of the performance of the telescope have been carried out using exactly the same principles described above. In this case it will depend purely on LI and
therefore the simulations correspond to only using the first three Zernike modes. The simulated performance is described in the following Tables.

In Table 15, the performance is simulated using the same procedures described above. As before we see that the raw data Strehl ratio is improved under all seeing conditions by a factor in the range of 2.5–3. There are significant improvements to be made even with poor seeing. The site of the NTT in Chile has a median seeing of 0.75 arc seconds and it is clear that at the high signal level of 1000 photons per frame the correction is excellent.

| Selection | Strehl ratio | Image diam. in arcsec at 25 % | Image diam. in arcsec at 10 % | Image diam. in arcsec at 4 % |
|-----------|--------------|--------------------------------|--------------------------------|-----------------------------|
| 10% Li    | 0.215        | 0.17                           | 0.13                           | 0.08                        |
| 50% Li    | 0.18         | 0.145                          | 0.115                          | 0.07                        |
| 100% Li   | 0.16         | 0.13                           | 0.096                          | 0.063                       |
| Raw data  | 0.065        | 0.052                          | 0.04                           | 0.024                       |

Table 15. This table shows the results of a simulation, here for a 3.6 m telescope with seeing in the range of 0.6 – 1.5 arcsec, photon rate of 1000 photons per frame and correcting for the first 3 (tip–tilt) Zernike modes only. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25 % encircled energy, 10 % and 4 %.

At lower signal levels of 100 photons per frame (Table 16) and 10 photons per frame (Table 17) the performance is still good although at the lowest photon rates and poorer seeing the performance is inevitably affected.

| Selection | Strehl ratio | Image diam. in arcsec at 25 % | Image diam. in arcsec at 10 % | Image diam. in arcsec at 4 % |
|-----------|--------------|--------------------------------|--------------------------------|-----------------------------|
| 10% Li    | 0.215        | 0.17                           | 0.13                           | 0.08                        |
| 50% Li    | 0.18         | 0.145                          | 0.115                          | 0.07                        |
| 100% Li   | 0.16         | 0.13                           | 0.096                          | 0.063                       |
| Raw data  | 0.094        | 0.052                          | 0.038                          | 0.025                       |

Table 16. This table shows the results of a simulation, here for a 3.6 m telescope with seeing in the range of 0.6 – 1.5 arcsec, photon rate of 100 photons per frame and correcting for the first 3 (tip–tilt) Zernike modes only. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25 % encircled energy, 10 % and 4 %.

| Selection | Strehl ratio | Image diam. in arcsec at 25 % | Image diam. in arcsec at 10 % | Image diam. in arcsec at 4 % |
|-----------|--------------|--------------------------------|--------------------------------|-----------------------------|
| 10% Li    | 0.22         | 0.17                           | 0.126                          | 0.08                        |
| 50% Li    | 0.18         | 0.146                          | 0.108                          | 0.07                        |
| 100% Li   | 0.16         | 0.128                          | 0.095                          | 0.062                       |
| Raw data  | 0.066        | 0.050                          | 0.039                          | 0.025                       |

Table 17. This table shows the results of a simulation, here for a 3.6 m telescope with seeing in the range of 0.6 – 1.5 arcsec, photon rate of 100 photons per frame and correcting for the first 3 (tip–tilt) Zernike modes only. The table then gives the peak Strehl ratio for each of the selections and the corresponding width of the profile at the levels of 25 % encircled energy, 10 % and 4 %.
Fig 15: A comparison of the simulation results for a 3.6 m telescope, 0.75'' seeing the median seeing on the NTT telescope where the GravityCam would be mounted, and 3 Zernike mode processing for (a, left-hand panel) signal of 1000 photons per frame and (b, right-hand panel) signal of only 10 photons per frame. Each subpanel covers an area of about 6.1 x 12.3 arc seconds at 48 milliarcsecs per pixel. The lowest sub image in each panel shows the raw unprocessed data as it would be recorded with a conventional long exposure on that telescope. Above that are some images showing the output with 100%, 50% and 10% (top) selection respectively.

One of the key requirements for all the instruments using LI either with or without AO and including GravityCam is their capacity to work over wide fields of view. The correction processes with LI either with or without adaptive optics are less able to provide good improvement as the angular distance between the target field and the science field increases. In crowded fields this can be managed by using many different reference stars to cover areas much smaller than the field of even a single detector which makes cover many minutes of arc. In less crowded fields care must be taken in choosing reference objects so that the effects of anisoplanatism are minimised.
8. Technical Discussion and Implications.

8.1. Anisoplanatism.

The discussion in this paper so far has centred almost exclusively on the properties of the reference star image to be used for both LI on its own and in conjunction with low order AO. It is critically important for the success of the technique that the properties of images relatively nearby the reference star should be recognisably similar to those of the star. We say that the target objects need to be within the region of isoplanatism of the reference star. The light entering the pupil of the telescope from a target star offset from the reference star will pass through a different part of the atmosphere so we should expect in principle that the image profile match between the two will not be perfect.

This is discussed in section 3.2 of Baldwin, Warner & Mackay (2008). Our simulation package allows this to be checked. The wavefront error is assessed for the reference star using however many Zernike terms used in the particular simulation under consideration. We calculate the phase errors in the wavefront that has passed through an offset part of the turbulent screen. That is then corrected using the phase errors derived for the reference object. This slightly less well corrected wavefront allows the offset image profile to be computed and checked for Strehl ratio relative to that achieved for the reference star. The isoplanatic patch size is defined as the diameter of the area within which the images show a Strehl ratio reduced by a factor of $1/e$ (2.72). An example of the results obtained is shown in Fig 16.

![Fig 16: sets of one-dimensional profiles through images offset relative to the reference star.](image)

In practice we have found quite frequently that the isoplanatic patch size is significantly larger than implied by the simulations. It is most likely due to the high altitude turbulence being relatively weak with most turbulence
being generated at much lower levels in the atmosphere, and often referred to as ground-layer turbulence. This would be predicted to give much larger isoplanatic patch sizes and therefore allow a wider choice of reference object even at high galactic latitudes.

8.2. Reference Star Constraints.

The results presented above show that images may be combined to give a much sharper image using reference stars that produce only a few tens or hundreds of photons per frame time. All these calculations have assumed a 25 Hz frame rate although we know from the results presented by Baldwin, Warner & Mackay (2008), and table 7 that we can work successfully with significantly slower frame rates. The limit will be set by the wind speed at the time observing. Slower frame rates risk smearing the wavefront in the direction of the wind. We have worked successfully with frame rates as low 8 Hz giving a sensitivity improvement three-fold compared to the magnitudes given in many of the above figures.

Further improvements are possible with careful bandpass filtering. The bandpass for the science field does not need to be the same as the bandpass for the reference star. In addition, there is no need to restrict the filter bandpass to those used for conventional photometry. If we increase the bandpass the phase patterns we measure become the sum of the phase patterns at each wavelength. Essentially the phase pattern expands as we use longer wavelengths but, even with a relatively broad pass band, and we know that the turbulence scales as $\sim \lambda^{1/2}$. The effect on the derived phase pattern with a broader bandpass is relatively small and still a reasonably good representation of what we would record with a narrowband.

There have been significant improvements in the performance of silicon detectors in recent years, both charge-coupled devices and CMOS detectors. Deep depletion technologies (see Mackay et al, 2019) allow the far red response to be improved substantially, increasing the potential of these devices for working at longer wavelengths. Quantum efficiencies in excess of 90% are now routine at wavelengths longer than 900 nm. By using a reference star band set simply by a long pass filter allowing light with wavelength $\lambda$ in the range 700 - 1100nm would improve the system sensitivity by a further factor of three.

| Telescope | 100 photons/frame | 1000 photons/frame | 10 photons/frame |
|-----------|-------------------|--------------------|-----------------|
| 2.5 m     | 14.9              | 16.3               | 18.9            |
| 3.6 m     | 15.5              | 16.9               | 19.5            |
| 4.2 m     | 16                | 17.4               | 20              |
| 8.2 m     | 17.5              | 18.9               | 21.5            |

Table 18: the above simulations have all been carried out with simply a specified number of detected photons per frame. The detected photon rates listed in the second row of the table and assuming 25 Hz frame rate and remembering that we detect to separate near-pupil planes are then shown for each of the four telescope sizes discussed in the paper correspond to limiting I band magnitudes for an M2-type star when we use a standard thinned CCD/CMOS detector and an I pass band filter for the reference star and wavefront measuring system (in the columns marked “standard”). By using a deep depletion CCD/CMOS detector such as are now being produced by TeledyneE2V fainter limiting magnitudes may be achieved and are shown in the columns marked “enhanced”.

At high galactic latitudes reference stars become more and more difficult to find. At $I \sim 20$, there is about one star per square arc minute with galaxies surface densities several times higher. It is often imagined that one can only use a star as a reference object but galaxies, provided they are compact enough may also be used. At lower galactic latitudes there are many more stars making the choice of reference object significantly more convenient and, importantly, closer to the science target under study.

It must be appreciated that the use of a broad filter pass band to increase the photon detection rate from the reference star does not mean that the same broad band must be used for the remainder of the field. Once the phase errors have been compensated for properly, those corrections will apply throughout the field at least within the isoplanatic patch constraints. The science field may be restricted to a much narrower band, for example a rest wavelength narrowband H-alpha filter could still be used on nearby targets. Inevitably, wavefront correction carried out from far red measurements will be poorer when applied to a much shorter wavelength of light but not so much poorer as to be useless. The instrumental configuration for a low order AO plus LI system might separate the wavefront sensing path from the science path. This is what has been done in the AOLI instrument described below.
The conclusion should be then that with appropriate instrument design reference objects much fainter than for any other design of wavefront sensor may well be usable for LI when combined with low order AO.

8.3 Spectroscopic Applications.

This paper has addressed the ways that images with substantially improved angular resolution may be delivered with relatively simple and relatively inexpensive solutions. The reader should not get the impression, however, that these methodologies are only relevant to direct imaging. Improved angular resolution is just as important for spectroscopic applications as they are for imaging. The techniques described here allow for example a LI/AO instrument to feed efficiently a multi-object fibre-fed spectrographs. The constraints set by the finite isoplanatic patch sizes cannot be ignored, however. The image quality will degrade with angular distance from the bright reference object and so science object and reference object cannot be too far apart for ideal correction.

The total light from each fibre can be measured to establish the location of the centroid or brightest speckle in the image. This will guide the alignment of consecutive frames. With fast readout detectors running at typical LI rates we would see the individual spectral channels fluctuating in integrated brightness. Selecting the channel with the highest signal level allows the registration of all the individual spectra to be identified before being summed. This would allow the image quality delivered by conventional LI to significantly improve fibre bundle fed spectroscopic science.

When LI is combined with low order adaptive optics the instrumental setup is the same. The corrected images are fed onto a fibre bundle and the processing done in a very similar way to that described elsewhere in the paper.

9. Conclusions

The atmospheric turbulence that compromises astronomical imaging even on a good site has most of its power concentrated in the lowest orders, corresponding to the largest scales across the telescope aperture. We have simulated the effects of eliminating largely the lowest turbulence orders on astronomical images and shown that with a novel design of a curvature wavefront sensor we can achieve sensitivities that allow much of the atmospheric turbulence to be eliminated even with very faint reference stars. These techniques offer for the first time the prospect of being able to undertake significantly higher resolution imaging studies of the sky with natural guide stars with I band magnitudes in the range of 16^m-20^m. Observations combining lucky imaging and a large aperture telescope have already been published showing near diffraction-limited performance under good seeing with a 5 m class telescope.

Our approach to the design of a curvature wavefront sensor has several important advantages over the limitations imposed by Shack-Hartmann wavefront sensors. Firstly the light level needed from a reference star does not have to be achieved in each and every lenslet of the array. The turbulent structure across the pupil is large-scale and it is only necessary to have enough light within a corresponding fraction of the total telescope mirror area. In turn it means that the readout speed is set by the decorrelation that might be expected over one of these larger areas and not across the size of one single lenslet, a size that is very much smaller and which therefore requires much faster system frame rate. The technique is also very stable at the lowest photon rates and will only fit those Zernike terms that are appropriate for that rate.

These techniques can be applied equally to observations in the near-IR. There are already near-IR detectors available which are capable of fast read-out rates. The read noise of these detectors is now very good although we generally find the photon rates available in the IR are much greater than in the visible. The readout speed requirement is less severe in the IR and the phase errors are reduced proportional to ~ λ^{-1.2}. This again makes it easier to compensate for phase variance introduced by atmospheric turbulence.

It is clear that these techniques have a great potential for improving the images delivered by ground-based telescopes. It is important to recognise that there is much more that can be done to further improve the resolution of astronomical images affected by atmospheric turbulence. For example the work of Schodel et al (2013) and Bosco et al (2019) uses holographic techniques to further improve not simply resolution but the improvement of the isoplanatic patch size in these images.

It is inevitable that the Hubble Space Telescope will eventually stop working. The James Webb Space Telescope has only limited capacity in the visible, if indeed it launches successfully. Inevitably it will be left to the
instruments used on ground-based telescopes that will have to deliver science of the highest quality. We believe that the techniques described here will make a significant contribution to what can be achieved from the ground.
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