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Abstract

Most works on person re-identification (ReID) take advantage of large backbone networks such as ResNet, which are designed for image classification instead of ReID, for feature extraction. However, these backbones may not be computationally efficient or the most suitable architectures for ReID. In this work, we aim to design a lightweight and suitable network for ReID. We propose a novel search space called Combined Depth Space (CDS), based on which we search for an efficient network architecture, which we call CDNet, via a differentiable architecture search algorithm. Through the use of the combined basic building blocks in CDS, CDNet tends to focus on combined pattern information that is typically found in images of pedestrians. We then propose a low-cost search strategy named the Top-k Sample Search strategy to make full use of the search space and avoid trapping in local optimal result. Furthermore, an effective Fine-grained Balance Neck (FBLNeck), which is removable at the inference time, is presented to balance the effects of triplet loss and softmax loss during the training process. Extensive experiments show that our CDNet (∼1.8 M parameters) has comparable performance with state-of-the-art lightweight networks.

1. Introduction

Person re-identification (ReID) aims to retrieve images of a specific person from different surveillance cameras. Since AlexNet [16] was proposed in the ILSVRC-2012 [3], convolution neural networks (CNNs) have become increasingly popular. With the emergence of complex models [34, 30, 7], people tend to utilize them as backbones to achieve higher performance on the ReID task. However, there are two obvious drawbacks to such implementations. First, they rely deeply on the performance of the backbone and limit researchers to explore more suitable network architectures for ReID. Second, these backbones require large computational resources and time costs at inference time, making them unaffordable for some practical/edge devices with limited computing resources, such as intelligent surveillance cameras. Instead, by deploying a lightweight network across a number of surveillance cameras, only the features these devices extract need to be gathered to retrieve the target person, which is much faster than gathering raw images and processing them with very large backbone networks. For these reasons, we aim to construct a lightweight network that is computationally efficient and more suitable for ReID.

In recent years, Neural Architecture Search (NAS) has been utilized to search lightweight but effective networks. [52] takes 2000 GPU days to search the NASNet via reinforcement learning, which is far too long for most of researchers. To reduce the expensive search cost, [21] proposes a novel algorithm called differentiable architecture search (DARTS) using gradient descent, which dramatically reduces the search cost to 4 GPU days. Although the searched network architecture is very small, this method still has a few drawbacks. (1) The cell contains numerous complex connections, which are detrimental to parallel computing. [20] also notes that the irregular cell structures
are not GPU friendly. (2) The algorithm only searches for normal and reduction cells and applies them to different layers. We argue that CNNs tend to concentrate on different pattern information at different depths and thus need to distinguish structures at different layers. (3) During the search, the algorithm computes each branch during forward propagation, even though the contributions of some branches with lower probabilities are negligible, resulting in heavy computational costs. As for the third drawback, [4] chooses to only compute the branch with the maximum weight between two nodes for forward propagation. However, this method may easily become trapped in a single local optimal network architecture since the gradient is mainly updated in the selected branch and other possible branches are gradually ignored; thus, the method cannot make full use of the search space. Apart from the above problems, we observe that most current search spaces are unable to explicitly learn combined pattern features for ReID (see Fig. 1), which are known to have very strong discriminative value.

To address the aforementioned problems and make full use of the advantages of NAS to search lightweight networks, we propose a novel search space called Combined Depth Space (CDS) and a new search strategy called the Top-k Sample Search. In CDS, we design an efficient Combined Block (CBlock) consisting of two independent branches with different kernel sizes for explicitly learning combined pattern information. In this way, our CBlock only has two parallel branches and is thus GPU friendly. Moreover, our Top-k Sample Search computes the top-k branches according to the weights during the forward propagation, avoiding the computation of negligible branches or becoming trapped in a single local optimal network architecture, as is the case for [4]. In this way, we can not only largely reduce the search cost but also obtain a competitive lightweight network. Different from [21], we choose to search the cells for each layer independently.

In addition, we jointly optimize the softmax loss and triplet loss for training, as in many works [9, 23, 25]. Particularly, we further propose a simple but effective Balance Neck (BLNeck) to resolve the inconsistency between the targets of these two losses in the embedding space. In [23], although BNNNeck is presented to balance the effects of these losses, it does not always work for arbitrary network architectures (as shown in Table 6). However, the proposed BLNeck has a strong ability to map an embedding space constrained by the triplet loss to one constrained by the softmax loss; thus, the two losses can be optimized harmoniously. The stripe strategy is always used for extracting local features to guide the model to focus on more detailed information. We thus also integrate this idea into our Balance Neck, obtaining a new neck structure called the Fine-grained Balance Neck (FBLNeck) to further improve the performance.

In summary, the contributions of this paper are summarized as follows:

- We propose a novel search space called Combined Depth Space (CDS), in which the CBlocks explicitly learn combined pattern features and are more suitable for ReID.
- We propose a new search strategy called layer-wise Top-k Sample Search, which can largely reduce the search cost over that of other search strategies and make full use of the search space.
- We propose a simple but effective Fine-grained Balance Neck (FBLNeck) for balancing the effects of triplet loss and softmax loss to better leverage their advantages.

The extensive experiments show that our CDNet achieves state-of-the-art performance on both ReID and other tasks among lightweight networks.

2. Related Works

2.1. Lightweight Networks

In recent years, to reduce the computational complexity of CNNs, some researchers have begun to explore effective and small-size models. MobileNets [12, 29, 11] utilize depthwise separable convolution and reduce the number of parameters largely while maintaining comparable performance to standard networks. ShuffleNets [46, 24] utilize group convolution to further reduce the number of parameters. Particularly, [24] argues that an excessive number of branches will impede parallel computation, which we have also addressed in the present work. Other researchers obtain small-size networks via knowledge distillation [41], quantization [6, 43, 14], network pruning [6, 18, 39, 22], and so on. The greatest drawback of these design methods is that numerous experiments need to be conducted to empirically determine the best network structure.

To automate the architecture design process, reinforcement learning and evolution learning have been introduced to search efficient network architectures with competitive accuracy on classification tasks [52, 26, 35]. After [21] proposed their differentiable architecture search algorithm via gradient descent, a number of researchers published extended works [44, 4, 42, 2] with similar algorithms. However, most of these methods adopt the search space and algorithm as DARTS, which has a number of drawbacks, as mentioned in the Introduction. Therefore, we propose a new search space called the Combined Depth Space, which is more efficient and suitable for the task of ReID.

2.2. Person Re-Identification

Recently, most of the proposed ReID models mainly utilize a complex network (e.g. ResNet) as the backbone and
integrate some special structures to extract extra information to enhance the discriminative features. [33, 48, 38] utilize the stripe strategy to jointly extract both global features and local features and achieve great performance. [47, 31, 37, 51] introduce extra information such as body masks, camera information, and view labels to further improve the performance of the network. Noticeably, most of these methods adopt ResNet as the backbone, which has a large number of parameters and needs considerable computational resources. In practice, however, such a model is difficult to deploy in edge devices such as surveillance cameras with limited computational resources. We thus must avoid utilizing ResNet and aim to build an efficient but lightweight network to satisfy these specific demands.

Indeed, some works [19, 17, 50] have been published describing the design of small networks for ReID. [25] introduces a part-aware block into the search space in DARTS and search a lightweight network for ReID. [50] proposes OSNet, which can learn omni-scale features and achieve promising results on both ReID and classification tasks. As a result of the special structure of OSNet, four branches compute the features in parallel at each layer; however, this leads to heavy computational resource consumption despite it only has 2.2 M parameters. We argue that an excessive number of parallel branches tend to extract redundant information; thus, we can discard specific branches to improve efficiency.

3. Methodology

In this section, we describe the proposed CDS in section 3.1. Then, the Top-k Sample Search algorithm is shown in section 3.2. Finally, we introduce the FBLNeck in section 3.3.

3.1. Combined Depth Space

To explore a more suitable architecture for ReID, we design a new efficient search space called Combined Depth Space (CDS), in which the building blocks explicitly learn combined pattern features. Based on CDS, the depth of the search network can adaptively vary within a specific range. Before defining the CDS, we first introduce the basic blocks. As shown in Fig. 2 (a), we adopt Lite $3 \times 3$ from [50] as our basic block.

- CBlock. As shown in Fig. 2(c), our CBlock utilizes two different kernels with different receptive fields to jointly learn various scale patterns. We then elaborately fuse the features learned and obtain more discriminative features. Therefore, let $CK = \{(3, 5), (3, 7), (3, 9), (5, 7), (5, 9), (7, 9)\}$; given the combination $(k_1, k_2) \in CK$, we can obtain 6 types of CBlock. To reduce the number of parameters and computation costs, we replace the depthwise convolution $k \times k$ with $\frac{k}{2}$ Lite $3 \times 3$ (see in Fig. 2(b)) since their final feature maps share the same receptive field, and there are fewer parameters with the latter than with the former. Let $g$ denote Lite $3 \times 3$. Given input $x$ and kernel size $k$, we can formulate the computation process of Lite $k$ as follows:

$$
Lite(x, k) = g(x) \circ \frac{k}{2}
$$

op $\circ$ t means that op is run t times consecutively. Because the features learned from the two kernels are heterogeneous, it would be improper to simply sum them. As [50] introduces an Adaptive Fusion Gate, we compute the weights of each channel according to the input and then compute the channel-wise weighted summation of Lite$(x, k_1)$ and Lite$(x, k_2)$. The two conv $1 \times 1$ are utilized to squeeze and restore the channels at a ratio $r$.

- MBlock. Our MBlock is equivalent to the cell in DARTS. However, we simplify the search cell and only need to select the appropriate combination of kernels rather than determine the complex connections between the inner nodes. Specifically, here, the combination of CBlocks belongs to the set of $CK$, that is, MBlock only has six candidate operations. As shown in Fig. 3(a), each branch has its own weight $\alpha_{ij}$, representing the importance of the current CBlock $j$.

DARTS only searches one normal cell and one reduc-
The macro architecture of the search network for person re-identification. It includes a stem and three stages in total. Each stage stacks two MBlocks. Between every two stages, we insert a DownSample block to reduce the spatial size. The description can be found in Fig. 4.
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Figure 4. The macro architecture of the search network for person re-identification. It includes a stem and three stages in total. Each stage stacks two MBlocks. Between every two stages, we insert a DownSample block to reduce the spatial size. The description can be found in Fig. 4.
where $i$, we denote the forward propagation as $F(i, x)$ and the $j$th branch in MBlock as $f_j$. Let $n$ denote the number of branches; the probability distribution of MBlock $i$, $p_i = [p_{i1}, p_{i2}, ..., p_{in}]$, is obtained from Eq. 3,

$$p_{ij} = \frac{\exp(\alpha_{ij})}{\sum_{j=1}^{n} \exp(\alpha_{ij})}$$  \hspace{1cm} (3)

We then construct a binary vector $h_i = [h_{i1}, h_{i2}, ..., h_{in}]$ via Eq. 4, where $h_{ij}$ is 1 if the $j$th branch is selected and 0 if it is dropped in forward propagation.

$$h_{ij} = \begin{cases} 1, & p_{ij} \geq v_k \\ 0, & p_{ij} < v_k \end{cases}$$  \hspace{1cm} (4)

where $v_k$ denotes the $k$th largest value in $p_i$. Subsequently, we can formulate the forward propagation of MBlock $i$ as follows:

$$F(i, x) = \sum_{j=1}^{n} h_{ij} f_j(x)$$  \hspace{1cm} (5)

However, since $h_i$ is a discrete distribution from a probability, $F(i, x)$ cannot back propagate gradients to $\alpha_i$ via $h_i$. To allow back propagation, we aim to build a bridge between $h$ and $\alpha$.

$$m_i = h_i^* - p_i^*$$  \hspace{1cm} (6)

$$\hat{h}_i = m_i + p_i$$  \hspace{1cm} (7)

where $p_i^*, h_i^*$ denotes a copy of $p_i, h_i$ without gradients. Thus $m_i$ is a normal vector without gradients. We then replace $h_{ij}$ in Eq. 5 with $\hat{h}_{ij}$. Since the gradients of $p_i$ need to be computed, the gradients of $\hat{h}_i$ in Eq. 7 also need to be computed. In this way, we can compute the gradient of $\alpha_{ij}$ in MBlock $i$ as follows:

$$\frac{\partial F(i, x)}{\partial \alpha_{ij}} = \sum_{k \in \text{topk}} \left( \frac{\partial F(i, x)}{\partial h_{ik}} \frac{\partial h_{ik}}{\partial p_{ik}} \frac{\partial p_{ik}}{\partial \alpha_{ij}} \right)$$  \hspace{1cm} (8)

The Eq. 5 and Eq. 8 show that we treat the top-k branches equally during forward propagation (each weight is 1) but update the architecture parameters according to its real weight $p$. Our search algorithm can be summarized as Algorithm 1.

### 3.3. Fine-grained Balance Neck

To efficiently tackle the problem that the targets of the triplet and softmax losses are inconsistent in the embedding space, we propose the effective Fine-grained Balance Neck (FBLNeck). As shown in Fig. 5, the FBLNeck consists of two parts. The upper part is named Balance Neck (BLNeck), which only utilizes global information, and the lower part is named Fine-grained Neck (FNeck), which partitions fmap2 into two stripes and extracts local information. Figure 5. The schematic of the Fine-grained Balance Neck consisting of BLNeck and FNeck. fmap2 and fmap3 are shown in Fig. 4. The main idea is to insert a fully connected layer between feats, which is constrained by the triplet loss, and feats, which is constrained by the softmax loss. Before partitioning fmap2, we first squeeze the channel to 128-dim.

### Algorithm 1 Top-k Sample Search

**Input:** Split the training set into two disjoint sets: $D_{\text{train}}$ and $D_{\text{val}}$; Given the total search epoch $E$, architecture parameter learning rate $\eta_a$, network parameter learning rate $\eta_w$, initialize $\alpha$ and $w$.

**Output:** Derived the final architecture from the learned $\alpha$.

1. for $e = 1$ to $E$ do
2.  for batch data $(X_t, Y_t)$ in $D_{\text{train}}$ do
3.      Compute the training loss $L_T(X_t, Y_t)$
4.      Update $w$: $w^* = w - \eta_w \nabla_w L_T$
5.      Sample batch data $(X_v, Y_v)$ from $D_{\text{val}}$
6.      Compute the validation loss $L_V(X_v, Y_v)$
7.      Update $\alpha$: $\alpha^* = \alpha - \eta_a \nabla_{\alpha} L_V$
8.  end for
9. end for

utilize FNeck; thus, our search loss can be formulated as follows:

$$L_{\text{search}} = L_{\text{tri1}} + L_{\text{id1}}$$  \hspace{1cm} (9)

During the training of CNet or CDNet, we calculate the objective loss as Eq. 10,

$$L_{\text{train}} = L_{\text{tri1}} + L_{\text{id1}} + L_{\text{tri2}} + L_{\text{id2}}$$  \hspace{1cm} (10)
4. Experiments

4.1. Search for CNet and CDNet

| Model | Top-k | Param | Time | rank-1 | mAP |
|-------|-------|-------|------|--------|-----|
| CNet  | top-1 | 1.4M  | 30.4ms | 93.3 | 82.6 |
|       | top-2 | 1.4M  | 40.0ms | 93.6 | 83.5 |
|       | top-3 | 1.3M  | 51.2ms | 93.1 | 81.9 |
|       | top-4 | 1.4M  | 57.7ms | 92.9 | 82.3 |
| CDNet | top-1 | 2.1M  | 27.3ms | 93.4 | 83.2 |
|       | top-2 | 1.8M  | 25.3ms | 93.7 | 83.7 |
|       | top-3 | 1.9M  | 48.4ms | 93.6 | 83.5 |
|       | top-4 | 1.6M  | 43.1ms | 93.2 | 83.0 |

Table 1. The performance of different searched architectures evaluated on Market1501. The time is the average time required to process one image during the search. M: Million

Different from normal NAS, we search the network architectures on the Market1501 [49]. According to Algorithm 1, we further split the training set of Market1501 into a new training set and a validation set. Additional details on the data preparation and experimental configuration are described in the supplementary materials. Considering the computational costs involved, we conduct a series of Top-k Sample Search, \([k \in \{1,2,3,4\}]\). After the search, we derive the architecture according to the learned \( \alpha \). For each MBlock, we select \( j_{th} \) CB or CB with the maximum weight eventually. Based on CS and CDS, the architectures derived from the search network are called CNet and CDNet, respectively. We then evaluate the searched architectures on Market1501. As shown in Table 1, the top-2 sample search yields the best architecture for both CNet and CDNet. Top-1 sample search tends to become trapped in a local architecture and cannot produce the optimal architecture. As the number of computational branches increases, the performance of the searched architectures worsens because the excess branches may exhibit a competitive relationship. Specially, we compute all branches of the search network like DARTS and the time cost as in Table 1 is 100ms and 83.4ms for CNet and CDNet respectively. Taking search cost and performance into account, we suggest that the top-2 sample search is the best choice. The speed of the top-2 sample search is 2.5× greater than that of DARTS. We show the final architectures of CNet and CDNet via the top-2 sample search in Table 2.

| Layer | CNet \((k_1, k_2)\) | CDNet \((k_1, k_2, r)\) |
|-------|-----------------|-----------------|
| 1     | (5,7)           | (3,5,1)         |
| 2     | (7,9)           | (3,7,2)         |
| 3     | (7,9)           | (5,7,2)         |
| 4     | (7,9)           | (5,9,1)         |
| 5     | (7,9)           | (5,7,2)         |
| 6     | (3,5)           | (5,7,1)         |

Table 2. The architectures of CNet and CDNet. \( k_1, k_2 \) denotes the kernel size of the two branches in CB, and \( r \) denotes the number of times CB is repeated within CDB.

we adopt a training scheme similar to that in [50]. We set the number of stripes at FNeck to 2. Finally, all models are trained with triplet loss and softmax loss unless stated otherwise.

Result analysis As shown in Table 3, among the models that are not pretrained with ImageNet, both CNet and CDNet achieve competitive performances. The margins for mAP are even larger. Compared with that of Auto-ReID, which incorporates a part-aware super block into the search space of DARTS and searches for an architecture similar to DARTS, the rank-1 accuracy and mAP of CNet are better by 3.9% and 10.8%, respectively, on Market1501 with ∼5× fewer parameters. Hence, these results indirectly demonstrate that our search spaces (CS, CDS) are superior to the search space in DARTS. Furthermore, although we utilize the Lite 3×3 basic block proposed in OSNet, our CNet outperforms OSNet in terms of mAP by a large margin on both Market1501 and DukeMTMC with much fewer parameters. CNet can be interpreted as a subnet of OSNet, which verifies that many branches of OSNet are redundant and useless. In contrast, CNet is more effective and computationally economical without redundant branches. Although HA-CNN utilizes an attention mechanism and Bag of Tricks utilizes many training tricks, they are still inferior to our models without ImageNet pretraining. CDNet is the enhanced version of CNet with an increased adaptive depth, which further improves the performance with only a small increase in the number of parameters. Since pretraining on ImageNet yields better performance for most networks, we also pretrained CDNet on ImageNet. As shown in the bottom half of Table 3, CDNet still achieves competitive performance among the models listed on all datasets with only 1.8 M parameters. Compared with OSNet, CDNet achieves higher mAP on all datasets, suggesting that our model is more robust in identifying difficult positive identities.

4.2. Evaluation on Person Re-Identification

Datasets and implementation details We conduct experiments on three widely used person ReID datasets: Market1501 [49], DukeMTMC [27] and MSMT17 [40]. For all experiments, all images are resized to a resolution of 256 × 128, and Random Erasing Augment in [23] is utilized to imitate occlusion. During the training of CDNet and CNet,

4.3. Visualization of Combined Pattern Learning

CBlock is the core building block of CDNet and is designed to explicitly learn combined patterns in images. To
verify that the proposed CDNet can learn discriminative combined features, we visualize the last feature maps at stage1, stage2 and stage3. The top left images in Fig. 6 show a girl dressed in a black skirt with a red book in her hand. CDNet primarily captures the combined information on the skirt and the book. For the person in the bottom left images, CDNet mainly focuses on the handbag. Other than this salient object combination, plain patterns on clothing can also be captured by CDNet, as shown for the person in the top right images. Moreover, it can be observed that the legs of all identified persons are captured by CDNet, since the legs and the background can also be seen as a salient combination. Obviously, CDNet can effectively capture dominating information and ignore useless background information.

4.4. Evaluation on Classification Task

The CIFAR-100 [15] consists of 50K training images and 10K test images comprising 100 categories. The size of each image is 32 × 32. Random horizontal flip and random crop are utilized for data augmentation. We normalize the pixel values as in [4], and the other training settings are the same as in section 4.2. As shown in Table 4, although GDAS and DARTS are originally searched for classification, they do not have significant advantages on CIFAR-100. With the exception of DARTS, our CDNet outperforms the other lightweight networks by a clear margin. In particular, CDNet is better than OSNet designed for ReID by 1.83%. Obviously, the superior performance on classification task demonstrates the benefit of learning combined pattern information.

4.5. Ablation Study

- Best partitions for FNeck . Related works [33, 48, 38] split the final feature map to extract local features and subsequently enhance the discriminability by combining them with global features. However, they all only utilize the last
Table 4. Error rates on CIFAR-100. * indicates that the result for DARTS is obtained from GDAS.

| Model          | Param(M) | Error(%) |
|----------------|----------|----------|
| GDAS[4]        | 2.5      | 18.13    |
| DARTS*[21]    | 3.4      | 17.54    |
| DensNet[13]   | 7.0      | 20.20    |
| pre-act ResNet[8] | 10.2    | 22.71    |
| Wide ResNet[45]| 11.0     | 22.07    |
| OSNet[50]     | 2.2      | 19.21    |
| CDNet(ours)   | 2.3      | 17.83    |

Table 5. Effect of the number of FNeck partitions. The experiments are conducted with CDNet on Market1501. The entry for 0 partitions refers to an implementation without FNeck.

| Partition | Feature-dim | rank-1 | mAP  |
|-----------|-------------|--------|------|
| 0         | 512         | 93.1   | 81.5 |
| 1         | 640         | 93.0   | 82.6 |
| 2         | 768         | 93.7   | **83.7** |
| 3         | 896         | 93.2   | 82.7 |
| 4         | 1024        | **94.2** | 83.1 |

Table 6. Effect of each component of FBLNeck. The backbone is the body of CDNet. All experiments are conducted on Market1501.

| Architecture | Feature-dim | rank-1 | mAP  |
|--------------|-------------|--------|------|
| +BNNNeck     | 512         | 91.0   | 77.6 |
| +BLNeck      | 512         | 93.1   | 81.1 |
| +FBLNeck     | 768         | **93.7** | **83.7** |

Table 7. The effect of combined patterns and search. std denotes that the CBlock is changed to a single branch. v35 indicates that the kernel combination is fixed to (3,5) with the same number of layers as in CDNet. All experiments are conducted on Market1501.

| Network      | Param(M) | rank-1 | mAP  |
|--------------|----------|--------|------|
| CDNet        | 1.80     | **93.7** | **83.7** |
| CDNet_std    | 1.79     | 91.8   | 79.7 |
| CDNet_v35    | 1.61     | 93.0   | 82.0 |

5. Conclusion

In this paper, we introduce the Combined Depth Space, and obtain a lightweight and efficient network called CDNet via top-2 sample search, which is effectively for ReID. Our experiments show that the proposed Fine-grained Balance Neck effectively balances the effects of triplet loss and softmax loss. The extensive experiments also further demonstrate that CDNet outperforms state-of-the-art lightweight networks proposed for person re-identification task.

- Effect of combination and search. To verify the effect of the kernel combination pattern, we change the structure of CBlock to a single branch with the same number of building blocks; thus, the constructed network is called CDNet_std. As shown in Table 7, compared with those of the original CDNet, both rank-1 and mAP of CDNet_std drop dramatically, indicating that our combined pattern learning is much effective. Both CDNet and CDNet_v35 share the same number of blocks in each stage, but the latter fixes the kernel combination to 3×3 and 5×5 in each CBlock. Ultimately, the latter suffers from its lack of combination variety, resulting in suboptimal performance.

- Effect of FBLNeck. To effectively make full use of the combination of the triplet loss and softmax loss, we propose a simple but effective neck structure called FBLNeck to balance these two losses for optimization. Although the BNNNeck proposed in [23] can balance these two losses to achieve training convergence, it cannot guarantee optimal results. We first introduce BNNNeck into our model, and the result can be seen in the first row in Table 6. The use of BLNeck improves the rank-1/mAP by 2.1%/3.5% over the use of BNNNeck. Obviously, our BLNeck can better balance the effects of the triplet loss and softmax loss. We then further combine BLNeck and FNeck as FBLNeck, which can extract both local and global features. As shown in the third row in Table 6, both the rank-1 accuracy and mAP are greatly improved, which demonstrates that the fine-grained information extracted from shallower depths by FNeck is helpful. It is worth noting that our FBLNeck can be removed at inference times, thus making the model more lightweight and efficient. Experiments about introducing FBLNeck into OSNet are shown in the supplementary materials.
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7. Supplementary Material

7.1. Details for Top-k Sample Search

Different from normal NAS, we aim to search for most suitable network architectures for ReID. Therefore, we directly search the network architectures on Market1501 [49]. In Market1501, the dataset is divided into a training set with 12936 images of 751 persons and a testing set of 750 persons containing 3368 query images and 19732 gallery images. According to the proposed Top-k Sample Search, we need to split the training set into a new training set and a validation set. For each identity, we select 4 images to construct the validation set. We utilize the triplet sampler as in [23] on both training set and validation set to prepare the batch data. Particularly, we choose the batch size as 64 and the number of identities per batch is 16, namely each identity has 4 instances per batch. SGD optimizer with weight decay 3e-4 and Adam optimizer with weight decay 0.001 are utilized for the network parameters and the architecture parameters optimization respectively. The network parameters learning rate $\eta_w$ starts from 0.025 and decays to 0.0001 via a cosine lr scheduler while architecture parameters learning rate $\eta_\alpha$ starts from 3e-4 and decayed by 0.1 at 80, 160 epochs. Totally, we train the search network for 240 epochs. During the training process, softmax loss and triplet loss are jointly utilized for optimization and the margin of triplet loss is 0.3.

In Tab. 8, we show the inner structures of CNet and CDNet via Top-k Sample Search, where $k \in \{1, 2, 3, 4\}$. As analyzed in main manuscript (section 4.1), the architectures searched via top-2 sample search almost achieve the best performance. As for CNet, the best architecture (top-2 CNet) tends to select large kernel combination thus makes up the defect of shallow depth. Note that the depth of CDNet can vary from 6 to 12 and none of the searched architectures choose the biggest depth. As we can see, the best architecture of CDNet(top-2 CDNet) just add one more CBBlock at each stage. Since top-2 CDNet has enough depth, its kernels size tend to be smaller compared with top-2 CNet. Therefore, it is inappropriate to randomly add the depth of the network.

7.2. Visualization for the effect of BLNeck

To further understand the influence of BLNeck, we visualize the distribution of the features which are processed before and after by BLNeck. As shown in Fig. 7, BLNeck learns to map the feats_tri to another embedding space which is fitter to softmax loss. According to the distribution of feats_fc, there are clear angle margins between each identity. BNNeck proposed in [23] can easily balance the constraint of triplet loss and triplet loss. In Fig. 8, we show that BNNeck only makes a little adjustment of the features, and they still affect greatly by each other, thus the training can not converge peacefully. Compared with BNNeck, the proposed BLNeck has stronger ability to learn the mapping from embedding space constrained by triplet loss to that constrained by softmax loss.

7.3. Scaling CDNet with width multiplier and resolution multiplier

As shown in Tab. 10, we scale the CDNet for specific devices with limited computational resources via adjusting the width multiplier $\beta$ and resolution multiplier $\gamma$. When fixing the $\beta$ and shrinking the $\gamma$ from 1.0 to 0.5, the number of FLOPs decreases significantly while the rank-1 just drops smoothly. However, we find that both rank-1 and mAP drop dramatically when $\beta$ decreases to 0.25. This is because the resolution of images are reduced to $4 \times 2$ at stage 3, which is too small to learn effective information via convolution at stage 3. It is worth noting that CDNet still can achieve...
Table 8. The inner structures of all searched architectures. $k_1, k_2$ denote the kernel size of two branches in CBlock respectively. $r$ denotes the repeated times of CBlock for CDBlock.

| Layer | CNet($k_1, k_2$) | CDNet($k_1, k_2, r$) |
|-------|------------------|---------------------|
|       | top-1 | top-2 | top-3 | top-4 | top-1 | top-2 | top-3 | top-4 |
| 1     | (3.5) | (5.7) | (5.7) | (5.7) | (3.7,2) | (3.5,1) | (5.7,2) | (3.9,2) |
| 2     | (7.9) | (7.9) | (3.9) | (3.5) | (3.9,1) | (3.7,2) | (5.7,2) | (5.9,1) |
| 3     | (3.7) | (7.9) | (3.5) | (3.7) | (5.9,2) | (5.7,2) | (3.5,2) | (5.7,2) |
| 4     | (3.9) | (7.9) | (3.5) | (3.7) | (3.7,1) | (5.9,1) | (5.7,1) | (3.7,1) |
| 5     | (5.9) | (7.9) | (3.5) | (3.9) | (3.9,2) | (5.7,2) | (7.9,2) | (5.7,1) |
| 6     | (7.9) | (3.5) | (5.7) | (3.7) | (7.9,2) | (5.7,1) | (3.7,1) | (5.7,1) |

Depth 6 6 6 6 10 9 10 8

Table 9. Effect of FBLNeck. The backbone is the body of OSNet. +Softmax denotes OSNet is trained with only softmax loss. +Softmax_Triplet denotes that OSNet is trained with softmax and triplet loss. +FBLNeck denotes that OSNet is trained with FBLNeck as its attached head. All experiments are conducted by us on Market1501.

| Architecture | Param(M) | rank-1 | mAP  |
|--------------|----------|--------|------|
| +Softmax     | 2.2      | 92.5   | 80.0 |
| +Softmax_Triplet | 2.2 | 93.1   | 82.2 |
| +FBLNeck     | 1.7      | 93.6   | 83.4 |

91.7%/79.7% at rank-1/mAP when both $\beta$ and $\gamma$ are set to 0.25 and 1.0 respectively (with merely 0.1M parameters and 77.9M FLOPs). This suggests that CDNet has great potential for deployment in edge devices such as surveillance cameras with limited computational resources. On the right side, we also report the result of OSNet accordingly. Apparently, CDNet outperforms OSNet at rank-1 and mAP for most settings with lower parameters and FLOPs, which demonstrates the robustness of combined pattern learning.

7.4. Implementation of FBLNeck in OSNet

As analyzed in main manuscript (section 4.5), FBLNeck could take advantage of the combination of triplet loss and softmax loss and utilize fine-grained information, which leads to high performance. As a newly proposed neck, FBLNeck can be inserted to other models easily in addition to CNet and CDNet. Here we investigate whether inserting FBLNeck to OSNet could enhance the performance of OSNet [50]. As shown in Tab. 9, with FBLNeck implemented with OSNet, both rank-1 accuracy and mAP increase, especially for mAP. It is fair to say that the proposed FBLNeck could better balance the effect of triplet loss and softmax loss to help models achieve higher performance. Note that the number of parameters of OSNet+FBLNeck is reduced to 1.7M, since we remove the attached head of OSNet and our FBLNeck is removable at inference time. Moreover, comparing OSNet + FBLNeck and CDNet, our searched CDNet outperforms OSNet with less parameters, which means that our proposed search algorithm can obtain models that are computationally efficient and suitable for ReID.

7.5. Evaluation on ImageNet

In this section, we evaluate the transferability of proposed CDNet on the ImageNet [28]. The size of image is resized to $224 \times 224$. Random horizontal flip and random crop are utilized for data augmentation. We adopt the training scheme as in [21]. CDNet is trained for 240 epochs with weight decay 3e-5 and initial SGD learning rate 0.1(decayed by a factor of 0.97 after each epoch). As shown in Tab. 11, although our CDNet is originally designed for ReID, it still achieves comparable performance among lightweight networks which are specially designed for classification. In particular, CDNet outperforms MobileNetV2 by 2.1% with fewer number of parameters. It is worth noting that CDNet surpasses GDAS and DARTS by 1.1% and 1.8% respectively, which indicates that the proposed CDS also has great potential for classification tasks. Obviously, the superior performance on classification tasks demonstrates the benefit of learning combined pattern information.

7.6. Inference time on Market1501

As shown in Tab. 12, with about $3 \times$ fewer FLOPs and $13 \times$ fewer parameters, CDNet achieves competitive performance with lower latency compared with BagofTrick, which is representative of those models utilizing ResNet as backbone. Besides, compared with the other two lightweight models, CDNet achieves the best performance with faster speed.
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