THE TWO-DIMENSIONAL COULOMB GAS: FLUCTUATIONS THROUGH A SPECTRAL GAP

YACIN AMEUR, CHRISTOPHE CHARLIER, AND JOAKIM CRONVALL

Abstract. We study a class of radially symmetric Coulomb gas ensembles at inverse temperature \( \beta = 2 \), for which the droplet consists of a number of concentric annuli, having at least one bounded "gap" \( G \), i.e., a connected component of the complement of the droplet, which disconnects the droplet. Let \( n \) be the total number of particles. Among other things, we deduce fine asymptotics as \( n \to \infty \) for the edge density and the correlation kernel near the gap, as well as for the cumulant generating function of fluctuations of smooth linear statistics. We typically find an oscillatory behaviour in the distribution of particles which fall near the edge of the gap. These oscillations are given explicitly in terms of a discrete Gaussian distribution, weighted Szegő kernels, and the Jacobi theta function, which depend on the parameter \( n \).

1. Introduction

1.1. Coulomb droplets with spectral gaps. In recent years, much work has been done relating to statistical properties of two-dimensional Coulomb gas ensembles near the edge of a connected droplet. Typically these works have focused on properties near the “outer boundary”, i.e., the boundary of the unbounded component \( U \) of the complement of the droplet. See for example [1, 6, 7, 8, 13, 22, 23, 24, 33, 35, 36, 38, 43, 49, 50, 55].

In the present work, we study a class of radially symmetric ensembles (at inverse temperature \( \beta = 2 \)), for which the droplet \( S \) consists of a finite number of concentric annuli, having at least one bounded “spectral gap” \( G \), i.e., a component of the complement \( \mathbb{C} \setminus S \) which disconnects \( S \). A schematic picture, of a typical droplet under study, is given in Figure 1.

Similar to what goes on near the outer boundary, we shall find that the particles that fall near the edge \( \partial G \) of a spectral gap tend to form a strongly correlated “field”, but with an additional uncertainty built into it, since there are two disjoint boundary components near which each individual particle could fall. Among other things, we shall quantify the additional uncertainty in terms of a discrete Gaussian distribution, which varies (or “oscillates”) with the total number of particles. In a sense, we thus obtain new two-dimensional counterparts to results in the multi-cut regime found in e.g. [32, 20, 28].

It is worth remarking that we here exclusively study droplets with ordinary “soft edges”. This means that the particle density varies continuously in a neighbourhood of the boundary of \( S \), with a quick but smooth (error-function type) drop-off in the direction of the complement. A very different but yet somewhat parallel setting, with “hard edges” where the density vanishes in a highly discontinuous manner, is studied in [5, 27].
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Figure 1. The gap $G = \{ r_1 < |z| < r_2 \}$ disconnects the droplet $S$. The domain $U = \{|z| > b_N\} \cup \{\infty\}$ is the component of $\hat{\mathbb{C}} \setminus S$ containing $\infty$.

1.1.1. Some potential theoretic preliminaries. We begin by recalling some general principles of weighted potential theory, with respect to an arbitrary admissible (not necessarily rotationally symmetric) external potential, i.e., a function $Q : \mathbb{C} \to \mathbb{R} \cup \{+\infty\}$ whose properties are specified below.

Given a compactly supported unit (positive) Borel measure on $\mathbb{C}$ (i.e. $\mu(\mathbb{C}) = 1$) we define its weighted logarithmic energy by

$$I_Q[\mu] = \int_{\mathbb{C}^2} \log \frac{1}{|z - w|} \, d\mu(z) \, d\mu(w) + \mu(Q),$$

where we write $\mu(Q) = \int_{\mathbb{C}} Q \, d\mu$. If we think of $\mu$ as a blob of charge, the first term represents the self-interaction energy, and the second one gives the energy from interaction with the external potential.

Here and in what follows, the potential $Q$ is assumed to be lower semicontinuous, finite on some set of positive capacity, and “large” near infinity in the sense that $Q(z) - 2 \log |z| \to \infty$ as $|z| \to \infty$. By standard results (cf. e.g. [57]) there then exists a unique equilibrium measure $\sigma$ on $\mathbb{C}$ minimizing $I_Q$ over all compactly supported unit Borel measures on $\mathbb{C}$.

The support of $\sigma$ is termed the droplet and denoted $S = S[Q]$. Assuming (as we will) that $Q$ is $C^2$-smooth in a neighbourhood of $S$, we have by Frostman’s theorem (see [57, Theorem II.1.3]) that

$$d\sigma = \Delta Q \cdot 1_S \, dA,$$

where we use the conventions

$$\Delta = \partial \bar{\partial} = \frac{1}{4}(\partial_{xx} + \partial_{yy}), \quad dA = \frac{1}{\pi} \, dx \, dy.$$

(Here and in what follows, $\partial = \frac{1}{2}(\frac{\partial}{\partial x} - i \frac{\partial}{\partial y})$ and $\bar{\partial} = \frac{1}{2}(\frac{\partial}{\partial x} + i \frac{\partial}{\partial y})$ are the usual complex derivatives with respect to $z = x + iy$.)

Note that $Q$ is subharmonic on $S$ (since $\sigma$ is a measure).

Given a measure $\mu$, we write $U^\mu$ for the usual logarithmic potential

$$U^\mu(z) = \int_{\mathbb{C}} \log \frac{1}{|z - w|} \, d\mu(w).$$
It is known (see [57, Theorem I.1.3]) that there exists a constant \( \gamma_q \) ("Robin’s constant") such that the equilibrium measure satisfies

\[
Q + 2U^\sigma = \gamma \quad \text{on } S
\]

and

\[
Q + 2U^\sigma \geq \gamma \quad \text{on } \mathbb{C}\setminus S.
\]

We denote by

\[
\tilde{Q}(z) = \gamma - 2U^\sigma(z)
\]

the so-called obstacle function, which is a subharmonic function [57, Theorem 0.5.6] satisfying \( \tilde{Q} = Q \) on \( S \), \( \tilde{Q} \leq Q \) on \( \mathbb{C} \) (see also Figure 2) and

\[
\tilde{Q}(z) = 2 \log |z| + O(1), \quad \text{as } z \to \infty.
\]

Moreover, \( \tilde{Q} \) is harmonic on \( \mathbb{C}\setminus S \) and globally \( C^{1,1} \)-smooth, i.e., its gradient is Lipschitz continuous (this directly follows from (1.2)). In the sense of distributions, \( \Delta \tilde{Q} = \Delta Q \cdot 1_S \).

Many of the above facts are easy to understand by a Perron-family argument: let \( \text{SH}_1 \) be the family of all subharmonic functions \( s : \mathbb{C} \to \mathbb{R} \) such that \( s \leq Q \) everywhere on \( \mathbb{C} \) and \( s(z) \leq 2 \log |z| + O(1) \) as \( z \to \infty \). By a simple application of the maximum principle (e.g. [6, 57]) \( \tilde{Q}(z) \) is the envelope

\[
\tilde{Q}(z) = \sup \{ s(z) ; s \in \text{SH}_1 \}.
\]

We shall make a few further mild assumptions on our potential \( Q \). First of all, we shall assume that the Laplacian \( \Delta Q \) is strictly positive on the boundary \( \partial S \). It is also convenient to assume that we have strict inequality \( Q > \tilde{Q} \) in the complement \( \mathbb{C}\setminus S \), i.e., \( S = S^* \) where \( S^* = \{ Q = \tilde{Q} \} \) is the contact set. We remark that for smooth potentials, it might happen that the complement \( \mathbb{C}\setminus S \) has infinitely many components, but if \( Q \) is real-analytic near \( \partial S \) there are only finitely many such components due to Sakai’s theory in [56].

With these preliminaries out of the way, we specialize to a class of radial potentials such that the droplet has one or several “gaps”.
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**Figure 2.** The blue and orange curves are radial cross-sections of the graphs of \( Q \) and \( \tilde{Q} \), respectively, with \( Q = a |z|^6 - b |z|^4 + c |z|^2 \), \( a = 0.1 \), \( b = 0.8 \) and \( c = 1.8 \). Here \( N = 1 \), and the black dots are \( a_0 = 0, b_0 = r_1, a_1 = r_2 \), and \( b_1 \) (see (1.7)).
1.1.2. Class of potentials. Let $Q$ be a potential obeying the assumptions above and which is radially symmetric,
\begin{equation}
Q(z) = q(|z|), \quad q : [0, +\infty) \to \mathbb{R}.
\end{equation}

We remark that already the case when $q(r)$ is a polynomial in $r^2$ is quite rich, and a concretely minded reader may think of this class in what follows.

It is easily seen that the connected components of the droplet are then closed concentric annuli (some of which might be circles). To avoid “degenerate” cases, we will assume that the droplet $S$ is a finite union of annuli:
\begin{equation}
S = \bigcup_{j=0}^{N} \{ a_j \leq |z| \leq b_j \}
\end{equation}
where $0 \leq a_0 < b_0 < a_1 < b_1 < \cdots$.

To focus on the main case of interest, we shall assume that $N \geq 1$ and thus that there is a “gap”, i.e., a component of $C \setminus S$ of the form $G = \{ r_1 < |z| < r_2 \}$ where we write $r_1 = b_j$ and $r_2 = a_{j+1}$ for some $j$ between 0 and $N-1$.

In addition to our above assumptions, we will generally (unless the opposite is made explicit) assume that $Q$ is $C^6$-smooth in some neighbourhood of $\partial G$.

We shall study one- and two-point correlations in a neighbourhood of the closure of a gap, especially near the boundary circles $|z| = r_1$ and $|z| = r_2$. We remark that we can also regard the unbounded component of the complement, $U = \{|z| > b_N\} \cup \{\infty\}$ as a spectral gap.

Asymptotics near the outer boundary $|z| = b_N$ have been well studied, for example in [1, 6, 8, 43, 49, 38] and references therein, but we shall nevertheless find some new contributions also for this case.

1.1.3. Determinantal point processes. Given an $n$-point configuration $\{z_j\}_1^n$ we define the Hamiltonian
\begin{equation}
H_n = \sum_{j \neq k} \log \frac{1}{|z_j - z_k|} + n \sum_{j=1}^{n} Q(z_j).
\end{equation}

With $dA_n(z_1, \ldots, z_n) = dA(z_1) \cdots dA(z_n)$ the normalized Lebesgue measure in $\mathbb{C}^n$, we then consider the Gibbs probability measure
\begin{equation}
\frac{dP_n}{Z_n} = \frac{1}{Z_n} e^{-H_n} dA_n,
\end{equation}
where $Z_n = \int_{\mathbb{C}^n} e^{-H_n} dA_n$ is the partition function.

The Coulomb gas in external potential $Q$ (at inverse temperature $\beta = 2$) is a sample $\{z_j\}_1^n$, picked randomly with respect to $P_n$.

For $k \leq n$ we define the $k$-point correlation function as the unique continuous function on $\mathbb{C}^k$ satisfying (with $\{z_j\}_1^n$ a random sample and $E_n$ expectation with respect to $P_n$)
\begin{equation}
E_n[f(z_1, \ldots, z_k)] = \frac{(n-k)!}{n!} \int_{\mathbb{C}^k} f R_{n,k} dA_k
\end{equation}
for all compactly supported continuous functions $f$ on $\mathbb{C}^k$.

For each fixed $k \geq 1$, we have Johansson’s convergence theorem [30, 44, 41]
\[ \frac{1}{n^k} R_{n,k} dA_k \to \sigma(z_1) \cdots \sigma(z_k), \quad (n \to \infty), \]
in the weak sense of measures on $\mathbb{C}^k$. 
As is well-known (see e.g. [53, 57]) the process \( \{z_j\}_j^n \) is determinantal, i.e., there exists a correlation kernel \( K_n(z, w) \) such that \( R_n(z_1, \ldots, z_k) = \det(K_n(z_i, z_j))_{i,j=1}^k \).

The kernel \( K_n(z, w) \) is only determined up to multiplication by cocycles \( c_n(z, w) = h_n(z)/h_n(w) \) where \( h_n \) is a non-vanishing measurable function. We fix a canonical choice in the following way.

Let \( \mathcal{W}_n \subset L^2 = L^2(\mathbb{C},dA) \) be the subspace of all weighted (holomorphic) polynomials on \( \mathbb{C} \) of the form
\[
\mathcal{W}_n = \{ p = P \cdot e^{-\frac{1}{2}Q} : P \text{ is a holomorphic polynomial of degree } \leq n-1 \},
\]
where the norm in \( L^2 \) is defined by \( \|f\|^2 = \int_{\mathbb{C}} |f|^2 dA \).

The canonical correlation kernel \( K_n \) is just the reproducing kernel for the space \( \mathcal{W}_n \), i.e.,
\[
K_n(z, w) = \sum_{j=0}^{n-1} \frac{p_j(z)p_j(w)}{\|p_j\|^2},
\]
where \( \{p_j\}_0^{n-1} \) is the orthogonal basis of \( \mathcal{W}_n \) consisting of the weighted monomials
\[
p_j(z) = z^j e^{-\frac{1}{2}q(r)}, \quad (r = |z|).
\]

Following Mehta [53], we denote the 1-point function by
\[(1.10) \qquad R_n(z) := K_n(z, z).\]

1.1.4. Error-function asymptotics. For ease of reference, we note the following fact.

**Proposition 1.1.** Suppose that \( Q \) is radially symmetric, is \( C^2 \)-smooth in a neighbourhood of \( S \), and strictly subharmonic on \( \partial G \). Let \( p \) be a boundary point of \( S \) and let \( n_1(p) \) be the unit normal to \( \partial S \) pointing out of \( S \). Then, as \( n \to \infty \), we have, uniformly for \( t \) in compact subsets of \( \mathbb{C} \),
\[(1.11) \qquad R_n(p + \frac{t}{\sqrt{2n\Delta Q(p)}}n_1(p)) = n\Delta Q(p)\frac{1}{2} \erfc t + o(n),\]
where \( \erfc \) is the usual complementary error function
\[(1.12) \qquad \erfc t = \frac{2}{\sqrt{\pi}} \int_t^{+\infty} e^{-s^2} ds.
\]

**Remark on the proof.** As far as we are aware, error-function asymptotics of the above type was first noted for the case of the Ginibre ensemble in [37]. Universality of the asymptotic in (1.11) for a large class of potentials was settled in [43], which however only discusses asymptotic at an outer boundary \( \partial U \). On the other hand, Proposition 1.1 is immediate from [8, Theorem 1.8], which applies also for other boundary components.

In what follows, we shall find and exploit a subleading term in (1.11), which typically turns out to be of order \( \sqrt{n} \). (A result in this direction appears in [49]; more on that below.)

1.1.5. Twin peaks. Since the obstacle function \( \hat{Q}(z) \) is harmonic and radially symmetric in the gap \( G = \{r_1 < |z| < r_2\} \) there are constants \( A \) and \( B \) such that
\[
\hat{Q}(z) = A + B \log r, \quad r_1 \leq r = |z| \leq r_2.
\]
(This follows by a well-known theorem on harmonic functions on annuli, see e.g. [10, 57].)

Since \( \hat{Q} = Q \) on \( \partial G \) we have
\[(1.13) \qquad A = q(r_1) - B \log r_1 = q(r_2) - B \log r_2.
\]
By $C^1$-smoothness of $\tilde{Q}$ and $Q$ in the radial direction at $r = r_1$, we find that
\[
q'(r_1) = \frac{d}{dr}(A + B \log r) \bigg|_{r=r_1} = \frac{B}{r_1}.
\]
Since a similar relation holds at $r = r_2$ we find
\begin{equation}
B = r_1 q'(r_1) = r_2 q'(r_2).
\end{equation}

Note that (1.13) implies
\begin{equation}
B = \frac{q(r_2) - q(r_1)}{\log(r_2/r_1)}.
\end{equation}

The following proposition (essentially a case of Gauss' Theorem [57, Theorem II.1.1]) gives an intrinsic meaning to the parameter $B$, in terms of the equilibrium measure $\sigma$.

**Proposition 1.2.** The parameter $B$ equals to $B = 2 \cdot \sigma(\{ z \mid |z| \leq r_1 \})$.

**Proof.** Recall that the droplet is given as the union (1.7). For $k = 0, \ldots, N - 1$, write $B_k := b_k q'(b_k)$. By (1.14) (with $j$ replaced by $k$), we know that $B_k = a_{k+1} q'(a_{k+1})$. Using also (1.6), we can thus write
\[
\frac{B_k}{2} = \frac{1}{2\pi i} \int_{|z|=b_k} \partial Q(z) \, dz = \frac{1}{2\pi i} \int_{|z|=a_{k+1}} \partial Q(z) \, dz,
\]
where the curves are oriented in the counterclockwise direction.

By Stokes’ theorem
\[
\frac{1}{2\pi i} \int_{|z|=b_k} \partial Q(z) \, dz - \frac{1}{2\pi i} \int_{|z|=a_k} \partial Q(z) \, dz = \int_{a_k \leq |z| \leq b_k} \Delta Q(z) \, dA(z),
\]
and hence, by (1.1), $\frac{B_k}{2} = \frac{B_{k+1}}{2} + \sigma(\{ z \mid a_k \leq |z| \leq b_k \})$ for $k = 0, \ldots, N$, where $B_{-1} := a_0 q'(a_0) = 0$ (since $\tilde{Q}$ is constant on the disc $|z| \leq a_0$). By iteration we get
\[
\frac{B}{2} = \frac{B_j}{2} = \frac{B_{-1}}{2} + \sum_{k=0}^{j} \sigma(\{ z \mid a_k \leq |z| \leq b_k \}) = \frac{B_{-1}}{2} + \int_{|z| \leq b_j} \, d\sigma,
\]
for all $j$, $0 \leq j \leq N$. Since $B_{-1} = 0$, the claim follows. \qed

Let us denote by $V(z)$ the harmonic continuation of $\tilde{Q}|_{\partial G}$ across the boundary $\partial G$, i.e.,
\begin{equation}
V(z) = A + B \log |z|.
\end{equation}
The function $Q - V$ vanishes to first order on $\partial G$ and is strictly positive on $N_G \setminus (\partial G)$ where $N_G$ is a neighbourhood of $\partial G$. (See [6, Lemma 3.4] for an estimate valid for more general potentials.)

Now fix an integer $j$ close to $nB/2$ and consider the weighted polynomial $p_j(z) = z^j e^{-\frac{j}{2}Q(z)}$, which satisfies
\begin{equation}
|p_j(z)|^2 = e^{\frac{n}{2} A (2j-nB) \log |z|} e^{-n(Q-V)(z)} , \quad (z \in \mathbb{C}).
\end{equation}

We claim that there are two local peak-points $r_{1,j}$ and $r_{2,j}$, close to $r_1$ and $r_2$ respectively, where $|p_j|$ achieves local maxima. (See Figure 3 for an illustration.)
Lemma 1.3. There are constants $\epsilon > 0$ and $c > 0$ such that if $r = |z|$ satisfies $|r - r_{k,j}| \leq \epsilon$, then

$$|p_j(z)|^2 \leq |p_j(r_{k,j})|^2 e^{-cn(r - r_{k,j})^2}.$$  

On the other hand if $|r - r_{k,j}| > \epsilon$ for $k = 1, 2$ then $|p_j(z)|$ is exponentially small compared with its peak value:

$$|p_j(z)| \lesssim e^{-cn \max\{|p(r_{1,j})|, |p(r_{2,j})|\}}.$$  

(The notation $\lesssim$ is explained in Section 1.8 below.)

Proof. A detailed proof of the lemma is straightforward from (1.17) using (for example) general principles in [6, Lemma 3.4] and [6, Lemma 3.5]; we omit details here. □

1.2. Fluctuations for real parts of analytic functions. Let $Q$ be a radially symmetric potential, satisfying the assumptions in 1.1.2 above.

Consider a smooth test function $f(z)$ which vanishes identically outside of a small neighbourhood of the closure $\overline{G} = \{r_1 \leq |z| \leq r_2\}$ of the gap. Given a random sample $\{z_j\}_n^\infty$ from (1.9), we consider the random variable (linear statistic)

$$\text{fluct}_n f = \sum_{j=1}^n f(z_j) - n\sigma(f),$$

where $\sigma(f) := \int_C f(z) d\sigma(z)$.

Figure 3. Graph of the wavefunction $|p_j(z)|^2$ for $j = 5$ and $n = 30$ in potential $Q = a|z|^6 - b|z|^4 + c|z|^2$ with $a = 0.1$, $b = 0.8$ and $c = 1.8$. Here $j = 5 \approx \frac{bn}{2} \approx 4.9735$. 
Let us now, for simplicity, assume that $f$ is harmonic in some neighbourhood of $\bar{G}$. In terms of a smooth, compactly supported function $\lambda(z)$ which equals $\log |z|$ in a neighbourhood of $\bar{G}$ we can then uniquely decompose

$$(1.18) \quad f(z) = \text{Re} g(z) + c\lambda(z)$$

where $g(z)$ is an analytic function in a neighbourhood of $\bar{G}$ and $c = \frac{1}{\pi i} \int_{|z|=r_1} \partial f(z) \, dz$. (See for example [10, 14, 57].)

Given a function $h$, we consider the cumulant generating function (CGF) of fluctuation $h$:

$$(1.19) \quad F_{n,h}(t) = \log \mathbb{E}_n e^{t \text{fluct}_n h}.$$ 

In the following, the symbol $\partial_n$ designates differentiation in the outwards normal direction on $\partial S$ (i.e., the normal direction pointing outwards from $S$).

We note the following result, a slight generalization of the main result from [7], whose proof is in fact implicit there.

**Theorem 1.4.** Suppose that $g$ is analytic in some annulus $A_\epsilon = \{ z ; r_1 - \epsilon < |z| < r_2 + \epsilon \}$. Modify $g$ outside the smaller annulus $A_{\epsilon/2}$ to a $C^\infty$-smooth function with support in $A_\epsilon$. (Here $\epsilon$ small enough so that $A_\epsilon \cap (\mathbb{C} \setminus S) = G$.)

Then, as $n \to +\infty$, the real part $f = \text{Re} g$ satisfies, for each $t$,

$$(1.20) \quad F_{n,f}(t) = t e_f + \frac{t^2}{2} v_f + O(n^{-\beta}),$$

where $\beta > 0$ is small enough and (writing “$|dz|$” for the arclength measure on $\partial S$)

$$(1.21) \quad e_f = \frac{1}{2} \int_S f \cdot \Delta \log Q \, dA + \frac{1}{8\pi} \int_{\partial S} \partial_n f |dz| - \frac{1}{8\pi} \int_{\partial S} f \frac{\partial_n \Delta Q}{\Delta Q} |dz|,$$

$$(1.22) \quad v_f = -\int_S f \Delta f \, dA.$$ 

In particular, $\text{fluct}_n f$ converges in distribution to the normal $N(e_f, v_f)$-distribution.

As indicated above, we shall deduce the above theorem as a consequence of a more general statement (for general potentials, not necessarily radially symmetric), using the limit Ward identity from [7]. See Theorem 6.1 below.

**Remark.** For $f$ as in the theorem, we can rewrite the variance using Green’s theorem: $v_f = \frac{1}{4} \int_C |\nabla f|^2 \, dA$.

### 1.3. Fluctuations with oscillatory behaviour

Having handled the “simple” case of the real part of an analytic function, we now turn to the function $\lambda$ in (1.18). In fact we shall allow more general $\lambda$ which are arbitrary, smooth enough functions of $r = |z|$, and which (to focus on the essentials) vanishes identically outside of a small neighbourhood of $\bar{G}$.

In order to formulate our next result, we recall the definition of the discrete Gaussian distribution from [47, 62].

**Definition 1.5.** We say that an integer-valued random variable $X$ has a discrete normal distribution with parameters $\alpha \in \mathbb{R}$ and $u \in (0, 1)$, and we write $X \sim dN(\alpha, u)$, if

$$\mathbb{P}(\{X = k\}) = \frac{u^{\frac{1}{2}(k-\alpha)^2}}{I(\alpha, u)}, \quad k \in \mathbb{Z},$$

where

$$(1.23) \quad I(\alpha, u) = \sum_{j=-\infty}^{+\infty} u^{\frac{1}{2}(j-\alpha)^2}.$$
The distribution $dN(\alpha, u)$ can be characterized as the one maximizing the Shannon entropy among probability distributions supported on $\mathbb{Z}$ with given expectation and variance, see [47].

In the following, when $t$ is a real number, we write $|t|$ for the integer part and $\{t\}$ for the fractional part. (Thus $0 \leq \{t\} < 1$ and $t = |t| + \{t\}$.)

We have the following theorem. (As before the potential $Q$ is assumed to satisfy the conditions in 1.1.2.)

**Theorem 1.6.** Let $\lambda(z) = \lambda(|z|)$ be a radially symmetric and $C^6$-smooth function which vanishes outside of a small neighbourhood of $\overline{G}$. Write

\begin{equation}
(1.24) \quad x = x(n) := \left\{ \frac{Bn}{2} \right\}, \quad u := \frac{r_1}{r_2}, \quad \alpha = \alpha(n) := x + \frac{\log Q(r_2)}{4 \log \frac{r_2}{r_1}}.
\end{equation}

Let $X_n \sim dN(\alpha, u)$ and define $Y = Y_n := (\lambda(r_1) - \lambda(r_2))(X_n - \alpha)$ and

\begin{equation}
(1.25) \quad F_n(t) = \log \mathbb{E} \exp^{Y}, \quad t \in \mathbb{R}.
\end{equation}

Then, as $n \to +\infty$,

\begin{equation}
(1.26) \quad \log \mathbb{E} \exp^{\text{fluct}_n} = t(e_\lambda + \hat{e}_\lambda) + \frac{t^2}{2}(v_\lambda + \hat{v}_\lambda) + F_n(t) + O\left(\frac{\log^5 n}{\sqrt{n}}\right),
\end{equation}

uniformly for $|t| \leq \log n$, $t \in \mathbb{R}$.

The coefficients $e_\lambda$ and $v_\lambda$ are given by (1.21) and (1.22) respectively, with $h = \lambda$, while

$$
\hat{e}_\lambda = (\lambda(r_1) - \lambda(r_2)) \frac{\log Q(r_2)}{4 \log \frac{r_2}{r_1}},
$$

$$
\hat{v}_\lambda = \frac{r_1 \lambda(r_1) \lambda'(r_1) - r_2 \lambda(r_2) \lambda'(r_2)}{2}.
$$

**Remark.** It follows that if $f$ is as in Theorem 1.4 and $\lambda$ as in Theorem 1.6, then $\text{fluct}_n(f + \lambda)$ is asymptotically the sum of a normal and an $n$-dependent discrete normal random variable. Using techniques from [7], it is not hard to prove a similar statement for the slightly more general case of $\text{fluct}_n g$ where $g$ is an arbitrary (say $C^6$-smooth) function supported in a small neighbourhood of $\overline{G}$. See Subsection 6.2 for a related comment.

**Remark.** In the case $\lambda(r_1) = \lambda(r_2)$, we have $Y = 0$, so by (1.26), $\text{fluct}_n \lambda$ is asymptotically normal as $n \to \infty$. Moreover, the limiting variance is

\begin{equation}
(1.27) \quad \lim_{n \to \infty} \text{Var}_n(\text{fluct}_n \lambda) = -\int_S \lambda \Delta \lambda \, dA + \frac{r_1 \lambda(r_1) \lambda'(r_1) - r_2 \lambda(r_2) \lambda'(r_2)}{2}.
\end{equation}

If in addition $\lambda'(r_1) = \lambda'(r_2) = 0$, then $\hat{v}_\lambda = 0$ and the limiting variance coincides with the expression $r_\lambda$ we obtain by formally letting $f = \lambda$ in (1.22) above. This is only natural, since then $\lambda$ coincides to first order with a constant function, which is of course the real part of an analytic function in the gap. For more about this, see remark in Section 6.

**Remark.** It is possible to improve the error term in (1.26). In fact, by keeping closer track, we can prove that the error term has the bound $O\left(\frac{(\log n)^{\frac{5}{2}} + |t|^5}{\sqrt{n}}\right)$ when $|t| \leq C \log n$. We believe that the exact order of magnitude of the correction term is $O(1/\sqrt{n})$. 
1.3.1. Interpretation in terms of the Jacobi theta function. We can rephrase the oscillatory term \( F_n(t) \) using a variant of Jacobi’s theta function, which plays a central role below.

**Definition 1.7** (“Jacobi theta function”). The Jacobi theta function is defined by

\[
\theta(z; \tau) := \sum_{\ell = -\infty}^{+\infty} e^{2\pi i \ell z} e^{\pi i \ell^2 \tau}, \quad z \in \mathbb{C}, \quad \tau \in i(0, +\infty).
\]

This function satisfies \( \theta(-z) = \theta(z) \) and \( \theta(z + 1; \tau) = \theta(z; \tau) \), i.e., it is even and periodic of period 1, see e.g. [54, Chapter 20] or [61, Chapter 10] for other properties of \( \theta \).

In terms of the Jacobi theta function, the term \( F_n(t) \) in (1.25) takes the form

\[
F_n(t) = \frac{t^2}{2} \left( \lambda(r_1) - \lambda(r_2) \right)^2 + \log \frac{\theta \left( \frac{B}{Z} n + \frac{\log \frac{\Delta Q(r_2)}{2 \log(r_2/r_1)}}{4 \log(r_2/r_1)} \right)}{\theta \left( \frac{B}{Z} n + \frac{\log \frac{\Delta Q(r_2)}{2 \log(r_2/r_1)}}{4 \log(r_2/r_1)} \right) + \pi i \frac{1}{\log(r_2/r_1)}} \right).
\]

The fact that the above expression equals to \( \log \mathbb{E} e^{tY} \), where \( Y \) is the random variable in Theorem 1.6, is proved at the very end of Section 4.

**Remark.** In the multi-cut regime of Coulomb gas ensembles on the real line \( \mathbb{R} \), the oscillations are, in general, only quasi-periodic in \( n \), see e.g. [63, 32, 19, 58, 20, 28]. However, in the particular case where the mass of the equilibrium measure is rational on each interval of its support, these oscillations become periodic, see also e.g. [51]. Interestingly, a similar phenomenon happens in [27, 5] as well as in our two-dimensional setting. Indeed, by the periodicity \( \theta(z + 1; \tau) = \theta(z; \tau) \) we see that \( F_n(t) \) is periodic in \( n \) if and only if \( \frac{B}{Z} = \sigma(\{z: |z| \leq r_1\}) \) is rational. Moreover, \( F_n \) is independent of \( n \) if and only if \( B = 2 \) or \( B = 0 \), i.e., oscillations are absent on the outer boundary component, and, if \( \mathbb{R} \setminus S \) contains a disc about the origin, also the “innermost one”. Oscillations are thus absent on boundary components of simply connected spectral gaps; on boundary components of doubly connected gaps (anuli), \( F_n \) oscillates in \( n \).

**Remark.** For one-dimensional log-correlated point processes, discrete Gaussians and theta functions are known to emerge in the multi-cut regime, see e.g. [31, 32, 39, 20, 29, 16, 34, 17, 18, 48, 28]. In dimension two, the emergence of theta functions was conjectured in [50, Section 1.5] and recently proved in [27] in connection with gap probabilities. The theta function also appears in [5] for the moment generating function of disk counting statistics near a spectral gap with hard edges. Interestingly, in the present paper as well as in [27, 5] one obtains the theta function \( \theta(\cdot; \tau) \) with the same parameter \( \tau = \frac{\pi i}{\log(r_2/r_1)} \). In particular, in the case where the gap is an annulus, the parameter \( \tau \) depends only on the conformal type (the ratio \( r_2/r_1 \)) of the gap; \( \tau \) does not depend on the potential or on the nature of the edges (i.e. soft or hard).

1.3.2. Main strategy. In order to prove Theorem 1.6 and Theorem 1.4, it is convenient besides \( Q \) to consider perturbed potentials of the form

\[
\tilde{Q} = \tilde{Q}_{n,sh} = Q - \frac{sh}{n}, \quad (0 \leq s \leq 1).
\]

Let us write \( \tilde{R}_n = \tilde{R}_{n,sh} \) for the 1-point function in potential \( \tilde{Q} \).

We denote by \( \tilde{\mathbb{E}}_n \) the expectation with respect to \( \tilde{Q} \) and write \( \mathbb{E}_n \) for the expectation with respect to \( Q \). Thus for example,

\[
\tilde{\mathbb{E}}_n \text{fluct}_n f = \int f \tilde{R}_n dA - n \int f d\sigma.
\]

The following lemma is well-known, see e.g. [7] as well as Subsection 2.1 below.
Lemma 1.8. If \( h(z) \) is a bounded, measurable function on \( \mathbb{C} \), then \( F_{n,h}(t) = \log \mathbb{E}_n(e^{t \text{fluct}_n h}) \) obeys
\[
F_{n,h}(t) = \int_0^t \mathbb{E}_{n,h}(\text{fluct}_n h) \, ds = \int_0^t ds \int_{\mathbb{C}} h(z)(\tilde{R}_{n,h}(z) - n\Delta Q(z)1_S(z)) \, dA(z).
\]

In our proof of Theorem 1.4 we will set \( h = \text{Re} \, g \) where \( g \) is analytic we also rely on the limit Ward identity from [7], as explained in Section 6. In the case of Theorem 1.6 we will set \( h = \lambda \) radially symmetric and use fine asymptotics for the density \( \tilde{R}_{n,\lambda} \) near the edge of the gap \( G \). We now turn to a detailed description of the latter results.

1.4. Fine asymptotics for the edge density. In the following we fix a radially symmetric and \( C^6 \)-smooth function \( \lambda(z) = \lambda(r), \, r = |z| \). We will assume that \( \lambda \) vanishes identically outside a small neighbourhood of \( \overline{G} \), and in particular near all other components of \( \mathbb{C} \setminus S \) (except for \( G \)).

We also fix an arbitrary real number \( s \) and put
\[
(1.30) \quad \tilde{Q}(z) = \tilde{Q}_{n,\lambda}(z) := Q(z) - \frac{s\lambda(z)}{n}.
\]

We now state three results which substantially improve the error-function asymptotic in Proposition 1.1, for the class of ensembles under study.

Theorem 1.9 ("r_1-case"). Let \( G = \{ z \in \mathbb{C} : r_1 \leq |z| \leq r_2 \} \) be a gap in the droplet \( S \), consider \( \alpha \in [0, 2\pi) \) fixed and put
\[
z = e^{i\alpha} \left( r_1 + \frac{t}{\sqrt{2n\Delta Q(r_1)}} \right), \quad (t \in \mathbb{R}, |t| \leq \log n).
\]
As \( n \to +\infty \), the 1-point function in potential (1.30) satisfies
\[
(1.31) \quad \tilde{R}_{n,\lambda}(z) = n\Delta Q(r_1) \frac{\text{erfc}(t)}{2} + \sqrt{n\Delta Q(r_1)} \frac{\sqrt{2\pi r_1}}{e^{-t^2}} \left[ \frac{s}{2} \left( \frac{\lambda(r_1) - \lambda(r_2)}{\log(r_2/r_1)} + \frac{\lambda(r_1) - \lambda(r_2)}{\log(r_2/r_1)} \right) \right.
\]
\[
+ \frac{1}{6} (st^2 - 2) + r_1 \frac{\partial_n \Delta Q(r_1)}{2} \left( \frac{1}{2} \sqrt{\pi t \text{erfc}(t)} e^{t^2} - \frac{1}{12} (2t^2 + 5) \right) + \frac{\log \frac{\Delta Q(r_2)}{\Delta Q(r_1)}}{4 \log(r_2/r_1)}
\]
\[
+ \frac{1}{2 \log(r_2/r_1)} \log(\theta') \left( \frac{B_2}{2} + \frac{\log \frac{\Delta Q(r_2)}{\Delta Q(r_1)}}{4 \log(r_2/r_1)} + \frac{s(\lambda(r_1) - \lambda(r_2))}{2 \log(r_2/r_1)} \right) \frac{\pi i}{\log(r_2/r_1)} \biggr] + \mathcal{O}(\log^4 n).
\]

(In (1.31) and below, a prime denotes differentiation with respect to the first argument: \( \theta'(z; \tau) = \frac{\partial \theta}{\partial \tau}(z; \tau) \).)

Figure 4 depicts the error term in (1.31) at \( z = r_1 \) with \( s = 0 \) for a particular potential.

Remark. For \( t \) large negative we recover the known bulk asymptotics \( \tilde{R}_{n,\lambda} = n\Delta Q + o(n) \) from [3] (see also (4.2) below). In fact already for \( t = -C\sqrt{\log n} \) we have
\[
\tilde{R}_{n,\lambda}(z) = n\Delta Q(r_1) + \sqrt{n} \frac{\partial_n \Delta Q(r_1)}{\sqrt{2 \Delta Q(r_1)}} t + \mathcal{O}(\log^4 n), \quad \text{as } n \to +\infty.
\]
Using now \( \Delta Q(r_1) = \Delta Q(z) - \frac{t}{\sqrt{2n\Delta Q(r_1)}} \partial_n \Delta Q(r_1) + \mathcal{O}(\log n) \), we get
\[
\tilde{R}_{n,\lambda}(z) = n\Delta Q(z) + \mathcal{O}(\log^4 n), \quad \text{as } n \to +\infty.
\]
Theorem 1.10 ("r_2-case"). Let $G = \{z \in \mathbb{C} : r_1 \leq |z| \leq r_2\}$ be a gap in the droplet $S$, consider $\alpha \in [0, 2\pi)$ fixed and

$$z = e^{i\alpha} \left( r_2 + \frac{t}{\sqrt{2n\Delta Q(r_2)}} \right), \quad (t \in \mathbb{R}, |t| \leq \log n).$$

As $n \to +\infty$, the 1-point function in potential (1.30) satisfies

$$(1.32) \quad \tilde{R}_{n, \lambda}(z) = n\Delta Q(r_2) \frac{\text{erfc}(-t)}{2} + \frac{\sqrt{n\Delta Q(r_2)}}{\sqrt{2\pi r_2}} e^{-t^2} \left[ \frac{s}{2} \left( r_2 \lambda'(r_2) + \frac{\lambda(r_1) - \lambda(r_2)}{\log(r_2/r_1)} \right) \right.

+ \left. \frac{1}{6} (2 - t^2) + r_2 \frac{\partial_n \Delta Q(r_2)}{\Delta Q(r_2)} \left( \frac{1}{2} \sqrt{\pi t} \text{erfc}(-t) t^2 + \frac{1}{12} (2t^2 + 5) \right) - \frac{\log \Delta Q(r_2)}{4 \log(r_2/r_1)} \right]

- \frac{1}{2 \log(r_2/r_1)} (\log \theta)' \left( B n + \frac{\log \Delta Q(r_2)}{4 \log(r_2/r_1)} \lambda(r_1) - \lambda(r_2) + \frac{\pi}{2 \log(r_2/r_1)} \right) + O(\log^4 n).$$

Near the outer boundary $\partial U = \{|z| = b_N\}$, we obtain the following simpler but yet noteworthy result. Since the parameter $s$ is of lesser interest in this case, we state it just with respect to the 1-point function $\tilde{R}_n$ in (unperturbed) potential $Q$. 
Theorem 1.11 ("Outer boundary case"). Let \(|z| = b_N\) be the boundary of the unbounded component \(U\) of \(\mathbb{C} \setminus S\), and put
\[ z = b_N + \frac{t}{\sqrt{2n\Delta Q(b_N)}}, \quad (t \in \mathbb{R}, |t| \leq \log n). \]
Then as \(n \to +\infty\), the 1-point function \(R_n\) in potential \(Q\) satisfies
\[
R_n(z) = n\Delta Q(b_N) \frac{\text{erfc} t}{2} + \frac{\sqrt{n\Delta Q(b_N)}}{\sqrt{2\pi} b_N} e^{-t^2} \left[ \frac{1}{6}(t^2 - 2) \right]
+ b_N \frac{\partial_n \Delta Q(b_N)}{\Delta Q(b_N)} \left( \sqrt{\frac{2}{\pi}} t e^{t^2} \text{erfc} t - \frac{1}{12}(2t^2 + 5) \right) + O(\log^4 n),
\]
Remark. Theorem 1.11 is related to a question due to Lee-Riser [49], who considered the elliptic Ginibre ensemble, associated with the potential \(Q = c(|z|^2 - \alpha \text{Re}(z^2))\), where \(c = \Delta Q > 0\) and \(\alpha\) is fixed with \(0 \leq \alpha < 1\). The droplet is the elliptic disc
\[ S_\alpha = \{ z = x + iy; \frac{1 - \alpha}{1 + \alpha} x^2 + \frac{1 + \alpha}{1 - \alpha} y^2 \leq \frac{1}{c} \}. \]
In [49, Theorem 1.1] \((R_n\) here corresponds to \(\pi c u_n\) in [49]) it is shown that if \(p\) is a point on \(\partial S_\alpha\), then for \(|t| \leq \log n\),
\[
R_n \left( p + \frac{t}{\sqrt{2nc}} n_1(p) \right) = nc \frac{\text{erfc} t}{2} + \sqrt{\frac{nc}{2\pi}} \kappa(p) e^{-t^2} \left[ \frac{1}{6}(t^2 - 2) \right] + e^{-t^2} P(t; p) + O(n^{-\beta}),
\]
where \(\kappa(p)\) is the curvature of \(\partial S_\alpha\) at \(p\), \(n_1(p)\) is the outwards unit normal, and where \(P(t; p)\) is an explicit fifth-degree polynomial in \(t\), which depends on the curvature \(\kappa\) and its tangential derivative \(\partial_n \kappa\) at the point \(p\). The number \(\beta\) is arbitrary with \(0 < \beta < \frac{1}{2}\).

Since the curvature of the circle \(|z| = b_N\) is just \(\kappa = 1/b_N\), and since \(\partial_n \Delta Q(b_N) = 0\) if \(Q = c(|z|^2 - \alpha \text{Re}(z^2))\), the \(\sqrt{n}\)-term in (1.34) matches our formula (1.33) in the radially symmetric case \(\alpha = 0\).

In [49], the authors conjecture that the \(\sqrt{n}\)-term in (1.34) is universal for a “general droplet with real analytic boundary”. This may very well be the case for the class of Hele-Shaw potentials, for which \(\Delta Q\) is constant in a neighbourhood of the droplet, but in view of (1.33) the conjecture is false at an outer boundary, for potentials such that the normal derivative \(\partial_n \Delta Q\) is non-vanishing there.

Remark. In [42, 43], an asymptotic expansion in powers of \(1/n\), for the \(n\)th orthonormal polynomial near the outer boundary, is introduced. By contrast, in our derivations of fine edge asymptotics up to \(O(\log^4 n)\), we do not require any knowledge of such an expansion beyond the leading term. The success of our method rather depends on a sufficiently good localization of the peak-points of the weighted polynomials. However, we expect that subleading terms from the expansion in [43] will enter the picture in a finer analysis of the \(O(1)\)-term in the expansion of \(R_n(z)\), such as given in (1.34) for the case of the elliptic Ginibre potential.

1.5. Two-point correlations and the weighted Szegő kernel. Asymptotics for \(K_n(z, w)\) with \(z\) and \(w\) near the boundary of the unbounded component \(U\) have been studied in [38, 6, 1]; cf. also [33], for example. In [6], some of the authors found a universal asymptotic formula in terms of the (unweighted) Szegő kernel \(S^U(z, w)\), which is the reproducing kernel for the Hardy space \(H^2(U)\) of all holomorphic functions on \(U\) which vanish at infinity, equipped with the arc-length norm \(\int_{\partial U} |f|^2 \, |dz|\). In the setting (1.7), \(S^U(z, w)\) takes the form \(S^U(z, w) = \frac{1}{\pi} \sum_{k=-\infty}^{\infty} z^k \bar{w}^k b_N^{2k-1}\), see also [6, eq. (1.20)].
It is shown in [6] that
\[(1.35) \quad K_n(z, w) \sim \sqrt{2\pi n \Delta Q(z) \Delta Q(w)} S^U(z, w) \quad \text{if} \quad z, w \in \partial U, z \neq w,
\]
where the symbol \(\sim\) indicates the relation “asymptotically as \(n \to \infty\) and up to \(n\)-dependent cocycles”.

We now reconsider the question of boundary asymptotics of \(K_n(z, w)\), but for \(z\) and \(w\) in a microscopic neighbourhood of the boundary of the gap \(G\). Again \(K_n(z, w)\) is of order \(O(\sqrt{n})\), but in this case we do not obtain convergence to a limiting kernel, but rather an oscillatory behaviour in \(n\). It turns out that the phenomenon can be conveniently described using a certain weighted Szegő-kernel, such that the oscillations are incorporated in the weight.

**Definition 1.12.** By the \(n\)-weighted Szegő kernel \(S^G(z, w; n)\) pertaining to the gap \(G = \{r_1 < |z| < r_2\}\) and the parameter (“number of particles”) \(n\), we mean the analytic function of \(z\) and \(w\), defined for \(z, w \in G\) by
\[(1.36) \quad S^G(z, w; n) := \frac{1}{2\pi} \sum_{\ell = -\infty}^{+\infty} \frac{(z \bar{w})^\ell}{\sqrt{\Delta Q(r_1)}} + \frac{1}{\sqrt{\Delta Q(r_2)}}, \quad x = x(n) := \left\{ \frac{Bn}{2} \right\}.
\]

**Remark.** The kernel (1.36) can be recognized as the reproducing kernel for the weighted Hardy space \(H^2(G; n)\) consisting of all analytic functions on \(G\) such that
\[(1.37) \quad \|f\|_{H^2(G; n)}^2 := \int_{\partial G} |f(z)|^2 |z|^{-2x(n)} (\Delta Q(z))^{-\frac{1}{2}} |dz| < \infty,
\]
where we have used the usual convention of identifying a Hardy-space function with its (a.e.) non-tangential boundary function.

In this connection, we remark that the natural weighted counterpart for the unbounded component \(U\) of \(C \setminus S\) is
\[S^U(z, w) := e^{\frac{i}{2}(Q(z) + Q(w))} S^U(z, w),
\]
where \(S^U\) is the reproducing kernel for \(H^2(U)\) and \(Q\) is the holomorphic function on \(U\) which satisfies \(\text{Re} \, Q = \log \sqrt{\Delta Q}\) on \(\partial U\) and \(\text{Im} \, Q(\infty) = 0\). It is easy to check that \(S^U(z, w)\) is the reproducing kernel for the weighted Hardy space \(H^2(U; n)\), obtained by replacing “\(G\)” by “\(U\)” in (1.37).

Since \(B = 2\) at the outer boundary we have \(x(n) = 0\) there, so \(H^2(U; n)\) is independent of \(n\). The kernel \(S^U(z, w)\) is in many ways more natural than \(S^U\); for example the asymptotic formula (1.35) simplifies to
\[K_n(z, w) \sim \sqrt{2\pi n} \cdot S^U(z, w)
\]
when \(z, w \in \partial U\) and \(z \neq w\).

Let us denote \(N(G, \delta) = \{z : \text{dist}(z, G) < \delta\}\). We have the following theorem.

**Theorem 1.13.** Let \(z, w \in N(G, \frac{\log n}{\sqrt{n}})\) be such that \(||z| - |w|| > c\) for some constant \(c > 0\). Then, as \(n \to \infty\), we have
\[(1.38) \quad K_n(z, w) = \sqrt{2\pi n} \cdot S^G(z, w; n) \cdot (z \bar{w})^m \cdot (r_1 r_2)^{\frac{-Bn}{2}} \times e^{\frac{1}{2}(Q(r_1) - Q(z)) + \frac{1}{2}(Q(r_2) - Q(w)) + O(\log^3 n)},
\]
uniformly for \(s, t\) in any given compact subset of \(\mathbb{R}\), where \(m = \lfloor Bn/2 \rfloor\) and \(x = \lfloor Bn/2 \rfloor\).

We are particularly interested in the case when both \(z\) and \(w\) are in a microscopic neighbourhood of the boundary \(\partial G\). The following corollary is immediate from Theorem 1.13 (see Section 5.2); it explains the situation when \(z\) and \(w\) are near different boundary components.
Corollary 1.14 ("r_1-r_2 case"). Let \(0 \leq \theta_1, \theta_2 < 2\pi\) be fixed and let \(s, t \in \mathbb{R}\). Suppose that
\[
 z = \left( r_1 + \frac{t}{\sqrt{2n\Delta Q(r_1)}} \right) e^{i\theta_1}, \quad w = \left( r_2 + \frac{s}{\sqrt{2n\Delta Q(r_2)}} \right) e^{i\theta_2}.
\]
Then, as \(n \to \infty\), we have
\[
 K_n(z, w) = \sqrt{2\pi n} \cdot S^G(z, w; n) \cdot e^{im(\theta_1 - \theta_2)} (r_1 r_2)^{-\frac{1}{2}} e^{-\frac{1}{2}(t^2 + s^2)} + O(\log^3 n),
\]
uniformly for \(s, t\) in any given compact subset of \(\mathbb{R}\), where \(m = \lfloor Bn/2 \rfloor\) and \(x = \{ Bn/2 \} \).

Next we consider the case when both \(z\) and \(w\) are near the same boundary component, say the inner circle of radius \(r_1\). This situation is a bit more subtle, since the series in formula (1.36) diverges for \(|z| = |w| = r_j, j = 1, 2\). However we can (for instance) sum it in the sense of Abel, by taking a limit as \(|z| = |w| = r \in (r_1, r_2)\) and letting \(r \to r_j\). For \(z = r_1 e^{i\theta_1}, w = r_1 e^{i\theta_2}, \theta_1 \neq \theta_2\), this limit equals to
\[
 1 \frac{\sqrt{\Delta Q(r_1)}}{r_1} \left( e^{i(\theta_1 - \theta_2)} \right) - 1 + \sum_{\ell=0}^{\infty} \frac{e^{i(\theta_1 - \theta_2)\ell}}{1 + a^{-1} \rho^{-(2\ell + 2x + 1)}} - \sum_{\ell=-\infty}^{-1} \frac{e^{i(\theta_1 - \theta_2)\ell}}{1 + a\rho^{2\ell - 2x + 1}},
\]
where \(\rho = r_1/r_2\) and \(a = \sqrt{\Delta Q(r_2) / \Delta Q(r_1)}\).

Definition 1.15. When \(z = r_1 e^{i\theta_1}, w = r_1 e^{i\theta_2}, \theta_1 \neq \theta_2\), we define the function \(S^G(z, w; n)\) by the expression (1.40).

Theorem 1.16 ("r_1-r_1 case"). Fix \(0 \leq \theta_1, \theta_2 < 2\pi\) such that \(\theta_1 \neq \theta_2\). Also let \(s, t \in \mathbb{R}\) and suppose that
\[
 z = \left( r_1 + \frac{t}{\sqrt{2n\Delta Q(r_1)}} \right) e^{i\theta_1}, \quad w = \left( r_1 + \frac{s}{\sqrt{2n\Delta Q(r_1)}} \right) e^{i\theta_2}.
\]
Then, as \(n \to \infty\), we have,
\[
 K_n(z, w) = \sqrt{2\pi n} e^{-\frac{1}{2}(t^2 + s^2)} e^{i(\theta_1 - \theta_2)m} r_1^{-\frac{1}{2}} S^G(z, w; n) + O(\log^5 n),
\]
uniformly for \(s, t\) in any given compact subset of \(\mathbb{R}\), where \(\rho = r_1/r_2, a = \sqrt{\Delta Q(r_2) / \Delta Q(r_1)}\), \(m = \lfloor Bn/2 \rfloor\) and \(x = \{ Bn/2 \}\).

Remark. The series
\[
 \Xi(x, \phi; \rho, a) := \sum_{\ell=0}^{\infty} \frac{e^{i\phi\ell}}{1 + a^{-1} \rho^{-(2\ell + 2x + 1)}} - \sum_{\ell=-\infty}^{-1} \frac{e^{i\phi\ell}}{1 + a\rho^{2\ell - 2x + 1}}
\]
appears in (1.40) with \(\phi = \theta_1 - \theta_2\). For \(\phi = 0\), one can relate this function with the log-derivative of the Jacobi \(\theta\) function. Indeed, using [27, Lemma 3.28] (see also Lemma 3.6 below), we obtain
\[
 \Xi(x, 0; \rho, a) = \frac{(\log \rho)'(2x + \frac{1}{2} + \frac{\log a}{2\log(\rho^{-1})}; \frac{\pi i}{\log(\rho^{-1})}) + (4x - 1) \log(\rho^{-1}) + \log a}{2\log(\rho^{-1})}.
\]
(We have not able to express \(\Xi\) in terms of \(\theta\) for general values of \(\phi\).)
1.6. Further comments. The one- and two-point correlations studied above are not independent but are connected by the loop equation, see [7] or [6, Section 6]. This relationship and our above results indicate that for \( z \) near the boundary, there should be an asymptotic expansion in powers of \( n^{\frac{1}{2}} \), of the form

\[
R_n(z) = nb_1(z) + n^{\frac{1}{2}}b_\frac{1}{2}(z; n) + b_0(z; n) + n^{-\frac{1}{2}}b_{-\frac{1}{2}}(z; n) + \cdots ,
\]

where the most significant coefficients \( b_1(z) \) and \( b_\frac{1}{2}(z; n) \) (the ones that matter for our fluctuation computations) are computed in Theorems 1.9, 1.10 and 1.11 above. (The notation \( b_\frac{1}{2}(z; n) \) indicates that \( b_\frac{1}{2} \) oscillates in \( n \) near a multi-connected gap. For higher correction terms \( b_{0}, \ldots \) we do not know whether there is an oscillation.) Somewhat related questions with respect to \( \beta \)-ensembles (at an outer boundary) are discussed in the references [25, 26]. Interestingly, if \( z \) is away from the boundary, the corresponding expansion does not involve “half-integer coefficients” \( b_\frac{1}{2}, b_{-\frac{1}{2}}, \ldots \). In the bulk one has an expansion of the form \( R_n = nb_1 + b_0 + n^{-\frac{1}{2}}b_{-\frac{1}{2}} + \cdots \) where the \( b_j(z) \) obey a certain recursion, see [3] and the references therein. A similar expansion without half-integer coefficients is obtained in the exterior, unbounded component, see [6, Theorem 6.4]. Thus the emergence of half-integer correction terms in the asymptotic expansion of the 1-point function seems to be a pure boundary phenomenon.

While much of the existing literature in dimension two has centered around connected droplets, there are exceptions. Strong asymptotics for orthogonal polynomials is worked out in [12] for “lemniscate potentials” such as \( Q(z) = |z|^{2d} - 2\text{Re}(z^d) \) where \( d \geq 2 \) is an integer. This is of interest because the corresponding droplet \( S = \{|z^d - 1| \leq d^{-\frac{1}{2}}\} \) consists of \( d \) identical connected “ponds”, which are organized in a non radially symmetric manner. Some results on asymptotics of the one- and two-point functions near the edge, for related ensembles, are found in the recent work [24], which also contains further references on the topic.

The sources [4, 5, 27, 59] study a very different kind of radially symmetric ensembles, where one starts with a connected droplet, for example a disc, and imposes a “hard edge” by redefining the potential to \( +\infty \) in a preassigned “forbidden region”.

1.7. Plan of this paper. In Section 2, we prove two lemmas which are used throughout the paper: Lemma 1.8 on cumulant generating functions, and an approximation formula for the 1-point function near \( G \).

In Section 3 we prove Theorems 1.9-1.11 on the edge density in perturbed potential \( \tilde{Q} = Q - \frac{a_\lambda}{n} \).

In Section 4 we prove Theorem 1.6 on the cumulant generating function of fluctuation \( \lambda \).

In Section 5 we prove Theorems 1.16-1.13 on the asymptotics of \( K_n(z, w) \) when the points \( z, w \) are different and near the edge of the gap \( G \).

In Section 6 we formulate and prove Theorem 6.1 on the asymptotic distribution of fluctuation \( \text{Re} g \) where \( g(z) \) is analytic in a “gap” \( G \) in a droplet corresponding to a fairly arbitrary potential \( Q \). Our proof is modeled after the method of Ward identities in the paper [7]. We deduce Theorem 1.4 as a corollary.

1.8. Auxiliary notation. To avoid excessive use of unspecified constants, we write “\( A_n \lesssim B_n \)” to denote that \( A_n \leq CB_n \) for all large enough \( n \), where \( C \) is some constant independent of \( n \). The notation \( A_n \asymp B_n \) indicates that \( A_n \lesssim B_n \) and \( A_n \gtrsim B_n \).
2. Preparations

In this section, we supply a proof for Lemma 1.8 on cumulant generating functions. We also provide suitable local approximations of the 1-point function near $G = \{ r_1 \leq |z| \leq r_2 \}$, which are frequently used in the sequel.

2.1. Perturbed potentials and the cumulant generating function. Recall that, given a smooth, bounded testing function $h$ we denote $\tilde{Q} = Q_{n,h} = Q - \frac{h}{n}$ the perturbed potential.

We associate with $h$ two linear statistics, denoted $\text{trace}_n h$ and $\text{fluct}_n h$, by

$$\text{trace}_n h = \sum_{j=1}^n h(z_j), \quad \text{fluct}_n h = \sum_{j=1}^n h(z_j) - n \int h \, d\sigma,$$

where $\{z_j\}_1^n$ is a random sample from the ensemble associated with the potential $\tilde{Q}$.

Below we will write $\tilde{E}_{n,h}$ for the expectation with respect to $\tilde{Q}$ and $E_n$ for the expectation with respect to $Q$.

We are interested in the cumulant generating function (CGF) for $\text{fluct}_n h$, which we denote $F_{n,h}(t) = \log \mathbb{E}_n e^{t \text{fluct}_n h}$.

Proof of Lemma 1.8. Recall that the Hamiltonians in external potentials $Q$ and $\tilde{Q}_{n,h}$ are

$$H_n = \sum_{j \neq k} \log \frac{1}{|z_j - z_k|} + n \sum_{j=1}^n Q(z_j), \quad \tilde{H}_{n,h} = H_n - s \text{trace}_n h.$$

The corresponding partition functions thus obey

$$Z_n = \int e^{-H_n} \, dA_n, \quad \tilde{Z}_{n,h} = \int e^{s \text{trace}_n h} e^{-H_n} \, dA_n,$$

and hence $\frac{\tilde{Z}_{n,h}}{Z_n} = \mathbb{E}_n(e^{s \text{trace}_n h})$. Since

$$d\tilde{\mathbb{P}}_{n,h} = \frac{1}{Z_n} e^{-\tilde{H}_{n,h}} \, dA_n = \frac{Z_n}{Z_n} e^{s \text{trace}_n h} \, d\mathbb{P}_n,$$

we now see that

$$\tilde{\mathbb{E}}_{n,h}(\text{fluct}_n f) = \frac{\mathbb{E}_n(e^{s \text{trace}_n h} \text{fluct}_n f)}{\mathbb{E}_n(e^{s \text{trace}_n h})} = \frac{\mathbb{E}_n(e^{s \text{fluct}_n h} \text{fluct}_n f)}{\mathbb{E}_n(e^{s \text{fluct}_n h})}.$$

Taking $f = h$ we deduce that

$$\tilde{\mathbb{E}}_{n,h}(\text{fluct}_n h) = \frac{d}{ds} \log \mathbb{E}_n(e^{s \text{fluct}_n h}) = \frac{d}{ds} F_{n,h}(s).$$

To finish the proof it suffices to note that $F_n(0) = 0$ and integrate in $s$ from 0 to $t$. □

2.2. Approximate 1-point function for the gap. Consider a perturbed potential

$$\tilde{Q} = Q - \frac{s\lambda}{n}$$

where $\lambda(z) = \lambda(|z|)$ is a smooth, radially symmetric real-valued function on $\mathbb{C}$, supported in a small neighbourhood of $G$.

We write $\mathcal{W}_n$ for the subspace of $L^2(\mathbb{C}, dA)$ consisting of all weighted polynomials

$$p(z) = P(z)e^{-n\tilde{Q}(z)/2}$$
where $P$ is a holomorphic polynomial of degree at most $n - 1$; we write
\begin{equation}
\tilde{p}_j(z) = z^j e^{-n\tilde{Q}(z)/2} \quad \text{and} \quad \tilde{K}_n(z, w) = \sum_{j=0}^{n-1} \frac{\tilde{p}_j(z)\tilde{p}_j(w)}{\|\tilde{p}_j\|^2}.
\end{equation}

Evidently $\tilde{K}_n$ is the reproducing kernel of $\tilde{W}_n$, and the 1-point function in potential $\tilde{Q}$ is $\tilde{R}_n(z) := \tilde{K}_n(z, z)$.

**Definition 2.1.** Given an integer $j$, $0 \leq j \leq n - 1$, we set
\begin{equation}
\tau = \tau(j) = \frac{j}{n}, \quad \delta_n = \frac{\log n}{\sqrt{n}},
\end{equation}
and define the local 1-point approximation for the gap $G$ by
\begin{equation}
\tilde{R}_n^G(z) := \sum_{|\tau - \frac{j}{n}| \leq C\delta_n} \frac{\|\tilde{p}_j(z)\|^2}{\|\tilde{p}_j\|^2},
\end{equation}
where $C = C(Q)$ is a large enough, positive constant, depending only on the potential $Q$.

We also introduce the following notation for the $\delta_n$-neighbourhood of the gap:
\begin{equation}
N(G, \delta_n) = \{ z : \text{dist}(z, G) < \delta_n \}.
\end{equation}

**Lemma 2.2.** If the constant $C = C(Q)$ in (2.4) is chosen large enough, we have as $n \to \infty$
\begin{equation}
\tilde{R}_n(z) = \tilde{R}_n^G(z) \cdot (1 + O(e^{-cn\delta_n^2})),
\end{equation}
where $c$ is a positive constant, uniformly for $z \in N(G, \delta_n)$.

**Remark.** For $z$ in the $\delta_n$-neighbourhood $N(U, \delta_n)$ of the unbounded component of $C \setminus S$, the approximation should be replaced by a “one-sided” sum: $\tilde{R}_n^U(z) = \sum_{1-C\delta_n \leq \tau < 1} \frac{|\tilde{p}_j(z)|^2}{\|\tilde{p}_j\|^2}$. The approximation $\tilde{R}_n(z) = \tilde{R}_n^U(z) \cdot (1 + O(e^{-c\delta_n^2}))$ is implicit in several works, e.g. [6, Section 3].

**Proof of Lemma 2.2.** Fix a point $z$ with dist$(z, G) \leq \delta_n$ and write
\begin{equation}
\tilde{R}_n(z) = \tilde{R}_n^G(z) + \varepsilon_n(z), \quad \varepsilon_n(z) = \sum_{|\tau - \frac{j}{n}| > C\delta_n} \frac{|\tilde{p}_j(z)|^2}{\|\tilde{p}_j\|^2}.
\end{equation}

Using (1.17) (with $p_j$ and $Q$ replaced by $\tilde{p}_j$ and $\tilde{Q}$) we may infer that if $|\tau(j) - \frac{B}{n}| > C\delta_n$, and if the constant $C$ is large enough, then
\begin{equation}
\frac{|\tilde{p}_j(z)|}{\|\tilde{p}_j\|} \lesssim e^{-c\delta_n^2} e^{-\frac{1}{2}n(Q - \tilde{Q})(z)},
\end{equation}
where $\tilde{Q}$ is the obstacle function with respect to the (unperturbed) potential $Q$. The proof of (2.7) proceeds essentially in the same way as in [6, Lemma 3.10] (we omit details).

Hence also
\begin{equation}
\varepsilon_n(z) \lesssim e^{-c\delta_n^2} e^{-n(Q - \tilde{Q})(z)}.
\end{equation}

We next fix the integer $j$ closest to $\frac{Bn}{2}$ and observe using
\begin{equation}
\tilde{Q} - V = \begin{cases} 0, & \text{in } G, \\ Q - V > 0, & \text{in } N_G \setminus \overline{G}, \end{cases}
\end{equation}
that (1.17) implies that $|\tilde{p}_j(z)|^2 \gtrsim e^{-nA} e^{-n(Q - \tilde{Q})(z)}$ for all $z \in N(G, \delta_n)$. Moreover, Lemma 1.3 together with (1.17) implies that $\|\tilde{p}_j\|^2 \lesssim e^{-nA}$. Hence $\frac{|\tilde{p}_j(z)|}{\|\tilde{p}_j\|} \gtrsim e^{-\frac{1}{2}(Q - \tilde{Q})(z)}$.\]
As a consequence,
\[ \tilde{R}_G^n(z) \gtrsim e^{-n(Q - \tilde{Q})(z)}. \]

All in all, choosing \( c > 0 \) somewhat smaller, we obtain \( \varepsilon_n(z) \lesssim e^{-cn\delta^2} \tilde{R}_G^n(z) \) when \( \text{dist}(z, \mathcal{G}) \leq \delta_n \), as desired. \( \square \)

Remark. Our choice of \( \delta_n \) in (2.3) is somewhat arbitrary. Modulo some minor changes, it is possible to replace \( \delta_n \) by the slightly smaller quantity \( M \sqrt{\log n} n \), for large enough \( M \). (This comment applies to virtually all our arguments below.)

3. Asymptotics for the edge density

In this section, we prove Theorems 1.9 and 1.10.

3.1. Preliminary computations. To set things up, fix a radially symmetric potential \( Q(z) = q(|z|) \), giving rise to a gap \( \mathcal{G} = \{ r_1 < |z| < r_2 \} \). Also fix a \( C^2 \)-smooth radially symmetric function \( \lambda(z) \), supported in a small neighbourhood of \( \mathcal{G} \).

We finally fix a real parameter \( s \) and consider the perturbed potential
\[ \tilde{Q}(z) = Q(z) - \frac{s\lambda(z)}{n}. \]

Our goal is to estimate the 1-point function \( \tilde{R}_n(z) = \tilde{R}_{n,s\lambda}(z) \) for \( z \) in a \( \delta_n \)-neighbourhood of the boundary \( \partial \mathcal{G} \).

For such \( z \), we have (by Lemma 2.2) the approximation
\[ \tilde{R}_n(z) = \tilde{R}_{n,s\lambda}(z) = (1 + \mathcal{O}(e^{-cn\delta^2})) \]
where
\[ \tilde{R}_G^n(z) := \sum_{|\tau - j| \leq C\delta_n} \frac{|\tilde{p}_j(z)|^2}{\|\tilde{p}_j\|^2}, \]
(3.1)
and we remind that
\[ \tau = \tau(j) = \frac{j}{n}, \quad \tilde{p}_j(z) = z^j e^{-\frac{1}{2} n \tilde{Q}(z)}, \quad \delta_n = \frac{\log n}{\sqrt{n}}. \]

We will throughout the rest of this section assume that \( j \) is an integer such that
\[ |\tau - \frac{\theta}{n}| \leq C\delta_n. \]

We will deduce detailed information about \( \tilde{p}_j \), including an analysis of peak-points as well as of the squared \( L^2 \)-norm
\[ I(\tau) := \|\tilde{p}_j\|^2. \]
(3.3)

It is convenient to fix some notation.

**Definition 3.1.** In the following we will write interchangeably
\[ g_j(r) = g_{\tau} := q(r) - 2\tau \log r, \quad (\tau = \tau(j)), \]
and we set
\[ h(r) := e^{s\lambda(r)}. \]
(3.4)

It follows that
\[ |\tilde{p}_j(z)|^2 = e^{-ng_j(r)}e^{s\lambda(r)}, \quad (r := |z|), \quad I(\tau) = 2 \int_0^\infty h(r) e^{-ng_j(r)} dr. \]
(3.5)
We will use a saddle point analysis to estimate $I(\tau)$. The saddle point equation is $g'_j(r) = 0$, i.e.,

\begin{equation}
q'(r) = \frac{2\tau}{r},
\end{equation}

(3.7)

For $\tau = \frac{B}{2}$, we know from (1.14) that $r = r_1$ and $r = r_2$ are two solutions to this equation.

For $\tau$ close to $\frac{B}{2}$ (more precisely: satisfying (3.2)), equation (3.7) can potentially have many positive solutions. The two relevant solutions for us are the ones that are close to $r_1$ and $r_2$ respectively. We denote these solutions by $r_{1,j}$ and $r_{2,j}$. These are the two “peak-points” of $|\tilde{p}_j|$ near the gap, indicated in Figure 3.

In view of Lemma 1.3 the contribution to the integral (3.6) from other possible peaks is negligible, and we can safely focus on $r_{1,j}, r_{2,j}$.

A straightforward computation using (1.14) (left for the careful reader) gives

\begin{equation}
r_{k,j} = r_k + \frac{2(\tau - \frac{B}{2})}{(rq')'(r_k)} - \frac{2(rq'')''(r_k)}{(rq')'(r_k)^3}(\tau - \frac{B}{2})^2 + O((\tau - \frac{B}{2})^3), \quad \text{as } \tau \to \frac{B}{2}, \ k = 1, 2.
\end{equation}

(3.8)

Evaluating the integral by Laplace’s method (see e.g. [60, Theorem 15.2.5]) we now find the following asymptotic for (3.6), as $n \to \infty$,

\begin{equation}
I(\tau) = \sqrt{\frac{2\pi}{n}} \cdot (c_1(j, n) + c_2(j, n)) \cdot (1 + O(n^{-1})),
\end{equation}

(3.9)

where the $O$-constant is uniform for the range of $j$ in (3.2) and

\begin{equation}
c_k(j, n) = \frac{2h(r_{k,j})}{\sqrt{g''_j(r_{k,j})}} e^{-ng_j(r_{k,j})}, \quad k = 1, 2.
\end{equation}

(3.10)

We next fix $k$ (either 1 or 2) as well as a real parameter $t$ with $|t| \leq \delta_n \sqrt{n}$ and put

\begin{equation}
|z| = r =: r_k + \frac{t}{\sqrt{2n\Delta Q(r_k)}}.
\end{equation}

(3.11)

It is convenient to introduce two functions $V^1_r$ and $V^2_r$ of $r$ by

\begin{equation}
V^k_r(z) = q(r_{k,j}) + 2\tau \log \left(\frac{r}{r_{k,j}}\right) = 2\tau \log r + g_j(r_{k,j}), \quad k = 1, 2.
\end{equation}

(3.12)

(We also extend the above definitions to all $z \in \mathbb{C}$ by $V^k_r(z) := V^k_r(|z|)$, $k = 1, 2$)

We aim to use the identity

\begin{equation}
\frac{\tilde{p}_j(z)^2}{c_k(j, n)} = \frac{g''_j(r_{k,j})}{2h(r_{k,j})} e^{n(V^k_r(r) - q(r))} e^{\lambda(r)}.
\end{equation}

(3.13)

We shall require rather detailed asymptotics of $V_r(z)$ as $n \to \infty$, at the point (3.11). Here the parameter $\tau = \tau(j)$ is assumed to satisfy (3.2).

In the notation of (3.11), our assumption $|t| \leq \delta_n \sqrt{n}$ gives that $|r - r_k| = O(\delta_n)$. Also, from (3.8) and (3.2) we get $r_{k,j} - r_k = O(\delta_n)$, where the $O$-constant is uniform in $j$. Hence $|r - r_{k,j}| = O(\delta_n)$ uniformly for $j$ in the range (3.2).

By construction, $V^k_r(r)$ agrees with $q(r)$ up to first order derivatives at $r = r_{k,j}$, and a Taylor expansion gives

\begin{equation}
V^k_r(r) - q(r) = -\left(\frac{q'(r_{k,j})}{r_{k,j}} + q''(r_{k,j})\right) \cdot \frac{(r - r_{k,j})^2}{2}
\end{equation}

(3.14)
where the function $f_k(y)$ is given by the equation
\begin{align*}
\sqrt{2\Delta Q(r_k)} f_k(y) &= sy\lambda'(r_k) + \frac{1}{r_k}(-t + y - 2xy - y^2 + 2t^2 - \frac{2}{3}y^3) \\
&\quad + \frac{\partial_r \Delta Q(r_k)}{\Delta Q(r_k)}(ty^2 - t^2y - \frac{1}{3}y^3 + \frac{1}{2}t - \frac{1}{2}y).
\end{align*}
The proof is based on combining (3.13) with the above approximations, via a somewhat involved but straightforward computation; we omit details.

We are now equipped with the tools to study the one-point function $\tilde{R}_n(z)$ near the edge of the gap $G$.

3.2. The $r_1$-case. Let us now assume that $r = |z|$ is close to $r_1$, and specifically

$$r = r_1 + \frac{t}{\sqrt{2n\Delta Q(r_1)}}, \quad (t \in \mathbb{R}, |t| \leq \delta_n \sqrt{n}).$$

Using (3.1), (3.6) and the estimate (3.9), we decompose the approximate one-point function $\tilde{R}_n^G(z)$ as

$$\tilde{R}_n^G(z) = \sqrt{\frac{n}{2\pi}} (S_1 + S_2 + S_3) \cdot (1 + O(n^{-1})), \quad (3.26)$$

where

$$S_1 = \sum_{j=m-Cn\delta_n}^{m-1} \frac{|z|^{2j}}{c_1(j,n)} e^{-nQ(z)+s\lambda(z)},$$

$$S_2 = \sum_{j=m-Cn\delta_n}^{m} \frac{|z|^{2j}}{c_1(j,n) + c_2(j,n)} e^{-nQ(z)+s\lambda(z)},$$

$$S_3 = -\sum_{j=m-Cn\delta_n}^{m-1} \frac{c_2(j,n)}{c_1(j,n) + c_2(j,n)} \frac{|z|^{2j}}{c_1(j,n)} e^{-nQ(z)+s\lambda(z)}. \quad (3.29)$$

We begin by analyzing $S_1$. Write

$$S_1 = \sum_{j=m-Cn\delta_n}^{m-1} \frac{|z|^{2j}}{c_1(j,n)} e^{-nQ(z)+s\lambda(z)} = \sum_{\ell=-Cn\delta_n}^{-1} \frac{\sqrt{\Delta Q(r_1)}}{r_1} \left( 1 + f_1(y_{1,\ell}) \frac{1}{\sqrt{n}} + O(n^{\delta_n}) \right) e^{-y_{1,\ell}^2},$$

with $f_1(y)$ given in (3.24) and $y_{1,\ell}$ in (3.21).

Using a second order Riemann sum approximation (using, for example, [27, Lemma 3.4] with $n$ replaced by $\sqrt{n}$ and with $A = -C\delta_n \sqrt{n}$, $a_0 = [-Cn\delta_n] + Cn\delta_n$, $B = 0$, $b_0 = -1$), we have

$$\sum_{\ell=-Cn\delta_n}^{-1} \frac{\sqrt{\Delta Q(r_1)}}{r_1} e^{-y_{1,\ell}^2} = \sqrt{n} \int_{-\infty}^{C\delta_n} \sqrt{2\Delta Q(r_1)} e^{-y^2} dy - \frac{1}{2} e^{-t^2} \frac{\sqrt{\Delta Q(r_1)}}{r_1} + O(n^{-\frac{1}{2}}) \quad (3.30)$$

$$= \sqrt{n} \int_{-\infty}^{\infty} \sqrt{2\Delta Q(r_1)} e^{-y^2} dy - \frac{1}{2} e^{-t^2} \frac{\sqrt{\Delta Q(r_1)}}{r_1} + O(n^{-\frac{1}{2}}), \quad \text{as } n \to \infty,$$

and similarly

$$\frac{1}{\sqrt{n}} \sum_{\ell=-Cn\delta_n}^{-1} \frac{\sqrt{\Delta Q(r_1)}}{r_1} f_1(y_{1,\ell}) e^{-y_{1,\ell}^2} = \int_{-\infty}^{C\delta_n} \sqrt{2\Delta Q(r_1)} f_1(y) e^{-y^2} dy + O(n^{-\frac{1}{2}}) \quad (3.31)$$

$$= \int_{-\infty}^{\infty} \sqrt{2\Delta Q(r_1)} f_1(y) e^{-y^2} dy + O(n^{-\frac{1}{2}}).$$
Inserting the expression for $f_1(y)$ in (3.24), we compute

\[
\int_t^\infty \sqrt{2} \Delta Q(r_1) f_1(y) e^{-y^2} dy = \frac{\sqrt{\Delta Q(r_1)}}{r_1} e^{-t^2} \left( \frac{s}{2} r_1 \lambda(r_1) + \frac{t^2 + 1}{6} - x \right) + \frac{\partial_n \Delta Q(r_1)}{\sqrt{\Delta Q(r_1)}} \left( \frac{1}{2} \sqrt{\pi} t \text{erfc}(t) - \frac{1}{12} e^{-t^2} (2t^2 + 5) \right).
\]

In conclusion we have shown that

\[
S_1 = \sqrt{n} \int_t^\infty \sqrt{2} \Delta Q(r_1) e^{-y^2} dy + \frac{\sqrt{\Delta Q(r_1)}}{r_1} e^{-t^2} \left( \frac{s}{2} r_1 \lambda(r_1) + \frac{1}{6} (t^2 - 2) - x \right) + \frac{\partial_n \Delta Q(r_1)}{\sqrt{\Delta Q(r_1)}} \left( \frac{1}{2} \sqrt{\pi} t \text{erfc}(t) - \frac{1}{12} e^{-t^2} (2t^2 + 5) \right) + \left( \frac{\delta_n \sqrt{n}}{\sqrt{n}} \right), \quad \text{as } n \to \infty.
\]

This finishes our analysis of $S_1$, and we may turn to the sums $S_2$ and $S_3$.

We begin by rewriting $S_2$ as

\[
S_2 = \sum_{j=m}^{m+C'n^\delta_n} c_1(j, n)^{-1/2} e^{\tau(j)} + \sum_{j=m}^{m+C'n^\delta_n} e^{\tau(j) - \tau(j)} + \sum_{j=m}^{m+C'n^\delta_n} \frac{\tau(j)}{2h(r_1, j)} e^{\tau(j)}.
\]

Inserting the expression (3.10) for $c_k(j, n)$ we find

\[
c_2(j, n) = \sqrt{g_j'(r_1, j) h(r_2, j)} e^{\tau(j)}.
\]

This formula suggests that we should estimate the difference $g_j(r_2, j) - g_j(r_1, j)$. We shall deduce a little more than we need at the present stage.

**Lemma 3.3.** As $n \to \infty$, with $\tau = j/n$, we have

\[
g_j(r_2, j) - g_j(r_1, j) = -(2\tau - B) \log \frac{r_2}{r_1} + C(\tau - \frac{B}{2})^2 + O((\tau - \frac{B}{2})^3),
\]

where

\[
C = \frac{1}{2} \left( \frac{1}{r_1^2 \Delta Q(r_1)} - \frac{1}{r_2^2 \Delta Q(r_2)} \right).
\]

**Proof.** Using (3.4) and (1.15), we find

\[
g_j(r_2) - g_j(r_1) = -(2\tau - B) \log \frac{r_2^2}{r_1^2},
\]

and therefore

\[
g_j(r_2, j) - g_j(r_1, j) = (g_j(r_2, j) - g_j(r_2)) + (g_j(r_1) - g_j(r_1, j)) - (2\tau - B) \log \frac{r_2^2}{r_1^2}.
\]

Recalling that $g_j(r) = q(r) - 2\tau \log r$ and $V^k_{\tau}(r) = q(r_k) + 2\tau \log \frac{r_k}{r_{k,j}}$, we now write

\[
g_j(r_2, j) - g_j(r_1, j) = (V^2_{\tau}(r_2) - q(r_2)) + (q(r_1) - V^1_{\tau}(r_1)) - (2\tau - B) \log \frac{r_2^2}{r_1^2}.
\]

Recalling (3.14) and (3.8), we conclude that

\[
q(r_k) - V^k_{\tau}(r_k) = \frac{(\tau - \frac{B}{2})^2}{2r_k^2 \Delta Q(r_k)} + O((\tau - \frac{B}{2})^3).
\]
The proof of the lemma is complete. \(\square\)

As before, write \(\ell = j - m\) where \(m = |Bn/2|\) and \(x = Bn/2 - m\). By (3.2), \(|\ell| \leq Cn\delta_n + 1\).

The following lemma will come in handy.

**Lemma 3.4.** As \(n \to \infty\), we have

\[
(3.36) \quad \frac{c_2(j, n)}{c_1(j, n)} = e^{s(\lambda(r_2) - \lambda(r_1))} \sqrt{\frac{\Delta Q(r_1)}{\Delta Q(r_2)}} \left( \frac{r_2}{r_1} \right)^{2\ell - 2x + 1} e^{-C\ell^2/n} \left( 1 + O\left( \frac{\delta_n \sqrt{n}}{\sqrt{n}} \right) \right).
\]

Moreover, the squared norm \(I(\tau)\) in (3.3) obeys

\[
(3.37) \quad I(\tau) = \sqrt{\frac{2\pi}{n}} (r_1 r_2)^{x - \ell} \frac{r_1^{2\ell - 2x + 1} e^{\lambda(r_1)} e^{\frac{\ell^2}{n} + \frac{\tau}{r_1} \sqrt{\Delta Q(r_1)}}}{\sqrt{\Delta Q(r_1)}} \left( \frac{r_2}{r_1} \right)^{2\ell - 2x + 1} e^{\lambda(r_2)} e^{-\frac{\tau^2}{n}} \left( 1 + O\left( \frac{\delta_n \sqrt{n}}{\sqrt{n}} \right) \right), \quad n \to \infty.
\]

Both (3.36) and (3.37) are valid uniformly for \(j\) in the range (3.2).

**Proof.** The first estimate (3.36) is immediate by using Lemma 3.3 in (3.35).

To prove (3.37), we recall from (3.9), (3.5) and (3.10) that

\[
I(\tau) = \sqrt{\frac{2\pi}{n}} \left( \frac{2r_1 e^{x\lambda(r_1)}}{\sqrt{g_1'(r_1)}} + \frac{2r_2 e^{x\lambda(r_2)}}{\sqrt{g_2'(r_2)}} \right) \left( \frac{r_2}{r_1} \right)^{x - \ell} \left( \frac{r_1^{2\ell - 2x + 1} e^{\lambda(r_1)} e^{\frac{\ell^2}{n} + \frac{\tau}{r_1} \sqrt{\Delta Q(r_1)}}}{\sqrt{\Delta Q(r_1)}} \right) \left( \frac{r_2}{r_1} \right)^{2\ell - 2x + 1} e^{\lambda(r_2)} e^{-\frac{\tau^2}{n}} \left( 1 + O\left( \frac{\delta_n \sqrt{n}}{\sqrt{n}} \right) \right), \quad n \to \infty.
\]

The relation now follows by inserting the asymptotic in Lemma 3.3 and simplifying. \(\square\)

Next, in view of (3.16) and (3.25), we have

\[
(3.38) \quad n(V_\tau^+(r) - g(r)) = - \left( t - \frac{\ell/\sqrt{\pi}}{r_1 \sqrt{2\Delta Q(r_1)}} \right)^2 + O\left( \frac{(\delta_n \sqrt{n})^3}{\sqrt{n}} \right), \quad n \to \infty.
\]

Inserting (3.36) and (3.38) in (3.34) and recalling

\[
(3.39) \quad \rho := r_1/r_2, \quad a = a(s) := e^{s(\lambda(r_1) - \lambda(r_2))} \sqrt{\frac{\Delta Q(r_2)}{\Delta Q(r_1)}}, \quad x := \left\{ \frac{nB}{2} \right\},
\]

we get after some simplification that

\[
(3.40) \quad S_2 = \frac{\sqrt{\Delta Q(r_1)}}{r_1} \sum_{\ell=0}^{Cn\delta_n} e^{-(t - \frac{\ell/\sqrt{\pi}}{r_1 \sqrt{2\Delta Q(r_1)}})^2} \frac{\rho^{2(\ell + \frac{1}{2} - x)} e^{C\ell^2/n}}{1 + \rho^{2(\ell + \frac{1}{2} - x)} e^{C\ell^2/n}} \left( 1 + O\left( \frac{(\delta_n \sqrt{n})^3}{\sqrt{n}} \right) \right).
\]

We can analyze the above sums in three steps, in the same way as in [27, Lemma 3.6]. Since \(\rho < 1\), the summand becomes exponentially small as \(\ell\) gets large. Hence, as a first step, we can replace \(\sum_{\ell=0}^{Cn\delta_n}\) by \(\sum_{\ell=0}^{C \log n}\) at the cost of an error of order \(O(n^{-100})\) (we can ensure that by choosing \(C\) sufficiently large). Second, note that \(e^{-\left( t - \frac{\ell}{r_1 \sqrt{2\Delta Q(r_1)}} \right)^2}\) and \(e^{C\ell^2/n}\) are analytic functions of \(y\) in a neighborhood of 0, and therefore

\[
e^{-\left( t - \frac{\ell}{r_1 \sqrt{2\Delta Q(r_1)}} \right)^2} = e^{-\ell^2} \left( 1 + O\left( \frac{\log n}{\sqrt{n}} \right) \right), \quad e^{C\ell^2/n} = 1 + O\left( \frac{\log n}{\sqrt{n}} \right).
\]
as \( n \to \infty \) uniformly for \( 0 \leq \ell \leq C \log n \). Substituting these asymptotics yields

\[
S_2 = e^{-t^2} \frac{\sqrt{\Delta Q(\ell)}}{r_1} \sum_{\ell=0}^{C \log n} \frac{a \rho^{(\ell+\frac{1}{2}-x)}}{1 + a \rho^{2(\ell+\frac{1}{2}-x)}} \cdot \left( 1 + O\left( \frac{(\delta_n \sqrt{n})^3}{\sqrt{n}} \right) \right).
\]

Third, since the above summand is exponentially small as \( \ell \to \infty \), we can replace \( \sum_{\ell=0}^{C \log n} \) by \( \sum_{\ell=0}^{\infty} \) at the cost of an error \( O(n^{-100}) \), and we finally obtain

\[
S_2 = e^{-t^2} \frac{\sqrt{\Delta Q(\ell)}}{r_1} \sum_{\ell=0}^{\infty} \frac{a \rho^{(\ell+\frac{1}{2}-x)}}{1 + a \rho^{2(\ell+\frac{1}{2}-x)}} \cdot \left( 1 + O\left( \frac{(\delta_n \sqrt{n})^3}{\sqrt{n}} \right) \right), \quad (n \to \infty).
\]

A similar analysis (left for the reader) of the sum \( S_3 \) shows that

\[
S_3 = -e^{-t^2} \frac{\sqrt{\Delta Q(\ell)}}{r_1} \sum_{\ell=0}^{\infty} \frac{a^{-1} \rho^{(\ell+\frac{1}{2}+x)}}{1 + a^{-1} \rho^{2(\ell+\frac{1}{2}+x)}} \cdot \left( 1 + O\left( \frac{(\delta_n \sqrt{n})^3}{\sqrt{n}} \right) \right).
\]

It will be convenient to consider the following special function.

**Definition 3.5 ("Modified theta function").** Given three real parameters \( x, \rho, a \) with \( x \in \mathbb{R}, 0 < \rho < 1 \), and \( a > 0 \), we define

\[
\Theta(x; \rho, a) = x(x-1) \log \rho + x \log a \\
+ \sum_{j=0}^{\infty} \log(1 + a \rho^{2(j+x)}) + \sum_{j=0}^{\infty} \log(1 + a^{-1} \rho^{2(j+1-x)}).
\]

(3.41)

As shown in [27], the function \( \Theta \) is related to the Jacobi theta function \( \theta \) as follows.

**Lemma 3.6.** ([27, Lemma 3.28]) We have

\[
\Theta(x; \rho, a) = \frac{1}{2} \log \left( \frac{\pi a^{\frac{1}{2}}}{\log(\rho^{-1})} \right) + \frac{(\log a)^2}{4 \log(\rho^{-1})} - \sum_{j=1}^{+\infty} \log(1 - \rho^{2j}) + \log \theta \left( x + \frac{\log(a \rho)}{2 \log(\rho)} ; \frac{\pi i}{\log(\rho^{-1})} \right),
\]

where \( \theta \) is given by (1.28).

At this point, we note that our definition (3.41) of the function \( \Theta(u; \rho, a) \) gives

\[
\partial_u \Theta(u; \rho, a) = (2u - 1) \log \rho + \log(a) + 2 \log(\rho) \left\{ \sum_{j=0}^{+\infty} \frac{a \rho^{2(j+u)}}{1 + a \rho^{2(j+u)}} - \sum_{j=0}^{+\infty} \frac{a^{-1} \rho^{2(j+1-u)}}{1 + a^{-1} \rho^{2(j+1-u)}} \right\}.
\]

Using Lemma 3.6, (3.39) and \( \theta(z+1; \tau) = \theta(z; \tau) \), we infer that

\[
\partial_z \Theta \left( \frac{1}{2} - x; \rho, a(s) \right) = -(log \theta)' \left( \frac{B}{2} n + \frac{\log(a(s))}{2 \log(r_2/r_1)} ; \frac{\pi i}{\log(r_2/r_1)} \right).
\]

Therefore,

(3.42)

\[
S_2 + S_3 = -e^{-t^2} \frac{\sqrt{\Delta Q(\ell)}}{r_1} \left( \frac{(\log \theta)'}{(2 \log(r_2/r_1)} + \frac{\log(a(s))}{2 \log \rho} + \log(a(s)) \right) \cdot \left( 1 + O\left( \frac{(\delta_n \sqrt{n})^3}{\sqrt{n}} \right) \right).
\]

Summing up, using (3.26), (3.33) and (3.42), we have shown that
where

\[ \ell = 0 \]

as \( n \to \infty \) uniformly for \( |t| \leq \delta_n \sqrt{n} \).

In view of (3.39) and Lemma 2.2, we obtain the statement in Theorem 1.9. \( \Box \)

3.3. The \( r_2 \)-case. Now we consider \( r = |z| \) close to the circle \( r = r_2 \), and more precisely

\[ r = |z| = r_2 + \frac{t}{2 \sqrt{2 n \Delta Q(r_2)}}, \quad (t \in \mathbb{R}, |t| \leq \delta_n \sqrt{n}). \]

This case is similar to the \( r_1 \)-case, but there are some subtle differences, so another careful analysis is in order. We start by writing

\[ \tilde{R}_n^G(z) = \sqrt{\frac{n}{2 \pi}} (S_1 + S_2 + S_3), \]

where

\[ S_1 = \sum_{j=m}^{m+C_n\delta_n} \frac{|z|^{2j}}{c_2(j, n)} e^{-nQ(z) + s\lambda(z)}, \]

\[ S_2 = \sum_{j=m-C_n\delta_n}^{m-1} \frac{|z|^{2j}}{c_1(j, n) + c_2(j, n)} e^{-nQ(z) + s\lambda(z)}, \]

\[ S_3 = -\sum_{j=m}^{m+C_n\delta_n} \frac{c_1(j, n)}{c_2(j, n) (c_1(j, n) + c_2(j, n))} |z|^{2j} e^{-nQ(z) + s\lambda(z)}. \]

We begin by looking at \( S_1 \),

\[ S_1 = \sum_{j=m}^{m+C_n\delta_n} \frac{|z|^{2j}}{c_2(j, n)} e^{-nQ(z) + s\lambda(z)} = \sum_{\ell=0}^{C_n\delta_n} \frac{\Delta Q(r_{2\ell})}{r_2} \left( 1 + f_2(y_{2\ell}) \frac{1}{\sqrt{n}} + O(n^{\delta_n}) \right) e^{-y_{2\ell}} \]

where again \( \ell = j - m \) while \( f_2(y) \) is given by (3.24) and \( y_{2\ell} \) is given in (3.21).

Using a second order Riemann sum approximation, we find

\[ \sum_{\ell=0}^{C_n\delta_n} \frac{\Delta Q(r_{2\ell})}{r_2} e^{-y_{2\ell}} = \sqrt{n} \int_{-\log n}^{0} \sqrt{2 \Delta Q(r_{2\ell})} e^{-y_{2\ell}^2} dy + \frac{1}{2} e^{-t^2} \sqrt{\Delta Q(r_{2\ell})} \]

\[ = \sqrt{n} \int_{-t}^{\infty} \sqrt{2 \Delta Q(r_{2\ell})} e^{-y_{2\ell}^2} dy + \frac{1}{2} e^{-t^2} \sqrt{\Delta Q(r_{2\ell})} + O(n^{-\frac{1}{2}}), \]

as \( n \to \infty \).

(The sign of the constant term has changed with respect to (3.30), since we now include the index \( \ell = 0 \) in the sum.)

Next we use Riemann sum approximation on the subleading term of \( S_1 \) and find...
Using Lemma 3.6, (3.39) and (3.53) and (3.52), we obtain the asymptotics, as

\[ \int_{-\infty}^{t} \sqrt{2} \Delta Q(r_2) f_2(y) e^{-y^2} dy + O(n^{-\frac{1}{2}}) \]

Inserting the formula (3.24) for \( f_2(y) \) we find

\[ \int_{-\infty}^{t} \sqrt{2} \Delta Q(r_2) f_2(y) e^{-y^2} dy = \frac{\sqrt{\Delta Q(r_2)}}{\sqrt{2} \pi} e^{-t^2} \left( -\frac{s}{2} r_2 \lambda'(r_2) + x - \frac{t^2}{6} \right) \]

\[ + \frac{\partial_t \Delta Q(r_2)}{\sqrt{\Delta Q(r_2)}} \left( \frac{1}{2} \sqrt{\pi} t \text{erfc}(-t) + \frac{1}{12} e^{-t^2} (2t^2 + 5) \right) + O(n^{-\frac{1}{2}}). \]

Assembling the above information gives the approximation

\[ S_1 = \sqrt{\pi} \int_{-\infty}^{t} \sqrt{2} \Delta Q(r_2) e^{-y^2} dy + \frac{\sqrt{\Delta Q(r_2)}}{\sqrt{2} \pi} e^{-t^2} \left( -\frac{s}{2} r_2 \lambda'(r_2) + \frac{1}{6} (2t^2 + x) \right) \]

\[ + \frac{\partial_t \Delta Q(r_2)}{\sqrt{\Delta Q(r_2)}} \left( \frac{1}{2} \sqrt{\pi} t \text{erfc}(-t) + \frac{1}{12} e^{-t^2} (2t^2 + 5) \right) + O \left( \frac{( \delta_n \sqrt{n} )^4}{\sqrt{n}} \right), \] as \( n \to \infty \).

The sums \( S_2 \) and \( S_3 \) are treated similarly as in the \( r_1 \)-case, with the result that

\[ S_2 = \frac{\sqrt{\Delta Q(r_2)}}{\sqrt{2} \pi} e^{-t^2} \sum_{\ell=0}^{\infty} \frac{a^{-1} r_2^{2(\ell + x + \frac{1}{2})}}{1 + a^{-1} r_2^{2(\ell + x + \frac{1}{2})}} + O \left( \frac{( \delta_n \sqrt{n} )^3}{\sqrt{n}} \right), \]

and

\[ S_3 = -\frac{\sqrt{\Delta Q(r_2)}}{\sqrt{2} \pi} e^{-t^2} \sum_{\ell=0}^{\infty} \frac{a r_2^{2(\ell - x + \frac{1}{2})}}{1 + a r_2^{2(\ell - x + \frac{1}{2})}} + O \left( \frac{( \delta_n \sqrt{n} )^3}{\sqrt{n}} \right). \]

Hence

\[ S_2 + S_3 = e^{-t^2} \sqrt{\Delta Q(r_2)} \left( \frac{\partial_t \Theta(x + \frac{1}{2}; \rho, 1/a) - \log(1/a)}{2 \log \rho} - x \right) + O \left( \frac{( \delta_n \sqrt{n} )^3}{\sqrt{n}} \right). \]

Using Lemma 3.6, (3.39) and \( \theta(z + 1; \tau) = \theta(z; \tau) \), we obtain

\[ \partial_t \Theta(x + \frac{1}{2}; \rho, a(s)^{-1}) = (\log \theta)' \left( \frac{B}{2} n + \frac{\log a(s)}{2 \log(r_2/r_1)}; \frac{\pi i}{\log (r_2/r_1)} \right), \]

and all in all, we obtain the asymptotics, as \( n \to \infty \),

\[ \begin{align*}
R_n^C(z) &= \frac{n}{2} \Delta Q(r_2) \text{erfc}(-t) \\
&+ \sqrt{\frac{n}{2\pi}} \frac{\sqrt{\Delta Q(r_2)}}{r_2} e^{-t^2} \left( -\frac{s}{2} r_2 \lambda'(r_2) + \frac{1}{6} (2t^2 - 1) \right) + O \left( \frac{\log a(s)}{2 \log \rho} \right) \\
&+ \sqrt{\frac{n}{2\pi}} e^{-t^2} \left( \frac{1}{2} \sqrt{\pi} t \text{erfc}(-t) e^{t^2} + \frac{1}{12} (2t^2 + 5) \right) + O(( \delta_n \sqrt{n} )^4).
\end{align*} \]
Using Lemma 2.2, we obtain the statement in Theorem 1.10. □

4. Edge fluctuations

In this section, we prove Theorem 1.6 on the distribution of fluctuations

\[ \text{fluct}_n \lambda := \sum_{j=1}^{n} \lambda(z_j) - n \int_{\mathbb{C}} \lambda(z) d\sigma(z) \]

where \( \lambda \) is a fixed, radially symmetric, sufficiently smooth function supported in some small neighbourhood of the closure \( \overline{\mathcal{G}} \), and \( d\sigma = n\Delta Q \cdot 1_S \, dA \) is the equilibrium measure.

By now the strategy is clear: Lemma 1.8 tells us how to compute the CGF using the perturbed 1-point functions \( \tilde{R}_{n,s,\lambda} \), and these we know to a good precision thanks to Theorems 1.9, 1.10 coupled with well-known bulk-asymptotics which is found in the literature.

4.1. Expectation of fluctuations. Fix a \( C^6 \)-smooth test function \( f \) supported in a small neighbourhood of the closure of the gap \( G = \{ r_1 < |z| < r_2 \} \). We do not assume that \( f \) is radially symmetric.

Given a random sample \( \{z_j\}_{j=1}^{n} \) associated with the perturbed potential \( \tilde{Q} = Q - s\lambda \), we consider the linear statistic

\[ \text{fluct}_n f = \sum_{j=1}^{n} f(z_j) - n\sigma(f). \]

The goal of the present section is to use asymptotics for the 1-point function \( \tilde{R}_{n,s,\lambda} \) to obtain a good approximation of the expectation

\[ \tilde{E}_{n,s,\lambda}(\text{fluct}_n f) = \int_{\mathbb{C}} f \cdot (\tilde{R}_{n,s,\lambda} - n\Delta Q \cdot 1_S) \, dA. \]

To this end, we will use boundary asymptotics from Theorems 1.9 and 1.10, as well as the following well-known lemmas:

**Lemma 4.1** ("Bulk asymptotics"). Assume \( Q, \lambda \) are \( C^6 \)-smooth in a neighbourhood of \( S \). For \( z \in \text{Int } S \) such that

\[ \text{dist}(z, \partial S) \geq \delta_n, \]

we have

\[ \tilde{R}_{n,s,\lambda}(z) = n\Delta \tilde{Q}(z) + \frac{1}{2}\Delta \log \Delta \tilde{Q}(z) + \mathcal{O}(n^{-1}) \]

\[ = n\Delta Q(z) + \frac{1}{2}\Delta \log \Delta Q(z) - s\Delta \lambda(z) + \mathcal{O}(n^{-1}). \]

A proof of Lemma 4.1 can for example be found in [3, Corollary 2.3]. See alternatively [15] for related, very general results in a setting of several complex variables.

**Lemma 4.2** ("Localization"). Let \( \delta(z) = \text{dist}(z, S) \). There are then positive constants \( C \) and \( c \) such that, whenever \( |s| \leq 1 \),

\[ \tilde{R}_{n,s,\lambda}(z) \leq Ce^{-cn \min(\delta(z)^2, 1)}, \quad z \in \mathbb{C}. \]
Lemma 4.2 is much simpler and can be found in many sources. See [7, Lemma 3.1], for example. In view of Lemma 4.2, we see that in (4.1), restricting the integration to the $\delta_n$-neighbourhood of the droplet $S$, causes merely a negligible error of order $O(e^{-cn\delta_n^2})$.

With this in mind, we introduce two annular regions

$$A(r_k, \delta_n) = \{ z \in \mathbb{C} : ||z| - r_k| < \delta_n \}, \quad k = 1, 2.$$

We have shown that

$$\hat{\mathbb{E}}_{n, s\lambda}(\text{Fluct}_n f) = I_b + I(r_1) + I(r_2) + O(\delta_n)$$

where

$$I_b = \int_S f \cdot \left( \frac{1}{2} \Delta \log Q - s \Delta \lambda \right) d\mathcal{A}, \quad I(r_k) = \int_{A(r_k, \delta_n)} f \cdot (\tilde{R}_{n, s\lambda} - n \Delta Q 1_S) d\mathcal{A}, \quad k = 1, 2.$$

The integral $I_b$ is already in a suitable form; we turn to estimates for $I(r_1)$ and $I(r_2)$.

4.2. The integral over $A(r_1, \delta_n)$. In the following we consider a fixed point $z \in A(r_1, \delta_n)$, which we represent uniquely as

$$z = e^{i\theta} \left( r_1 + \frac{t}{\sqrt{2n\Delta Q(r_1)}} \right),$$

where $0 \leq \theta < 2\pi$ while $t$ is real and $|t| \leq \log n$.

We shall use the formula (1.31).

In order to analyze the integral $I(r_1)$, we must estimate the difference

$$\tilde{R}_{n, s\lambda}(z) - n \Delta Q(z) 1_S(z).$$

We want to replace “$\Delta Q(z)$” by “$\Delta Q(r_1)$”. By Taylor’s formula, using $r_1 = |z| - \frac{t}{\sqrt{2n\Delta Q(r_1)}}$, we have

$$\Delta Q(z) = \Delta Q(r_1) + \frac{t}{\sqrt{2n\Delta Q(r_1)}} \partial_n \Delta Q(r_1) + O(\delta_n^2).$$

Combining this with (1.31), we get for $|t| \leq \log n$ that,

$$I(r_1) = B_{n, 1} + C_{n, 1} + D_{n, 1} + E_{n, 1} + O((\delta_n \sqrt{n})^4).$$

By (4.4) and (4.5) we have the approximation

$$I(r_1) = B_{n, 1} + C_{n, 1} + D_{n, 1} + E_{n, 1} + O((\delta_n \sqrt{n})^4)\delta_n,$$

where the terms are, in turn:

$$B_{n, 1} = n \int_{A(r_1, \delta_n)} f(z) \Delta Q(r_1) \left( \text{erfc} \left( \frac{t}{2} \right) - 1_{t \leq 0} \right) dA(z),$$
Using that \(B\) Computation of the Jacobian gives
\[
\begin{align*}
C_{n,1} &= \sqrt{\frac{n}{2\pi}} \frac{\sqrt{\Delta Q(r_1)}}{r_1} \int_{A(r_1, \delta_n)} f(z) e^{-t^2} \frac{dA(z)}{2} - \frac{2}{6} dA(z), \\
D_{n,1} &= \sqrt{n} \frac{\partial_n \Delta Q(r_1)}{\sqrt{2\Delta Q(r_1)}} \int_{A(r_1, \delta_n)} f(z) \left( \frac{t \text{erfc}(t)}{2} - t 1_{t<0} - \frac{1}{12\sqrt{\pi}} (2t^2 + 5)e^{-t^2} \right) dA(z), \\
E_{n,1} &= \sqrt{\frac{n}{2\pi}} \frac{\sqrt{\Delta Q(r_1)}}{r_1} \left[ \log a(s) - \frac{s}{2} r_1 l'(r_1) + \frac{1}{2} \log(r_2/r_1) \right] \times (\log \theta) \left( \frac{B}{2} n + \frac{\log a(s)}{2\log(r_2/r_1)} \cdot \frac{\pi i}{\log(r_2/r_1)} \right) \int_{A(r_1, \delta_n)} f(z) e^{-t^2} dA(z).
\end{align*}
\]

Note that the parameter \(s\) only enters the last term \(E_{n,1}\).

In the thin annulus \(A(r_1, \delta_n)\) we now expand the smooth function \(f\) in a uniformly convergent Fourier series
\[
f(re^{i\theta}) = \sum_{j=-\infty}^{+\infty} f_j(r)e^{ij\theta}, \quad |r - r_1| \leq \delta_n.
\]

Writing the above integrals in polar coordinates, we see that only the term \(f_0(r)\) will give a non-zero contribution. We can therefore assume that \(f(z) = f_0(r)\) is radially symmetric.

A computation of the Jacobian gives
\[
dA = \frac{1}{\pi} rdrd\theta = \frac{1}{\pi} \left( r_1 + \frac{t}{\sqrt{2\pi \Delta Q(r_1)}} \right) \frac{1}{\sqrt{2\pi \Delta Q(r_1)}} dtd\theta.
\]

While we shall occasionally need the exact expression (4.6), it will for the most part suffice to use the approximation
\[
dA = \frac{1}{\pi} \frac{r_1}{\sqrt{2\pi \Delta Q(r_1)}} dtd\theta \cdot (1 + O(\delta_n)).
\]

Let us write \(\tilde{A}_n\) for the domain \(A(r_1, \delta_n)\) in the \((t, \theta)\) coordinates:
\[
\tilde{A}_n = \{(t, \theta) : |t| \leq \sqrt{2\Delta Q(r_1)} \delta_n \sqrt{n}, \, 0 \leq \theta < 2\pi\}.
\]

Computation of \(B_{n,1}\). To handle the \(B_{n,1}\)-term, we write
\[
f_0(z) - f_0(r_1) = \partial_n f_0(r_1) \cdot \frac{t}{\sqrt{2\pi \Delta Q(r_1)}} + O(\delta_n^2).
\]

Using that
\[
\int_{\mathbb{R}} \left( \frac{\text{erfc} t}{2} - 1_{t \leq 0} \right) dt = 0,
\]
and the precise Jacobian (4.6), we deduce that
\[
B_{n,1} = \left( f_0(r_1) + r_1 \partial_n f_0(r_1) \right) \frac{1}{2\pi} \int_{\tilde{A}_n} t \left( \frac{\text{erfc} t}{2} - 1_{t < 0} \right) dtd\theta + O(\delta_n^2 \sqrt{n}).
\]

To evaluate the above integrals we note that
\[
\int_{r_1 + \sqrt{2\Delta Q(r_1)} \delta_n \sqrt{n}}^{r_1 + t\sqrt{2\Delta Q(r_1)} \delta_n \sqrt{n}} t \left( \frac{\text{erfc} t}{2} - 1_{t < 0} \right) dt = \int_0^\infty t \text{erfc} t dt + O(e^{-cn\delta_n^2}), \quad \text{as } n \to \infty,
\]
and use Fubini’s theorem,
\[ \int_0^\infty t \text{erfc} t \, dt = \frac{2}{\sqrt{\pi}} \int_0^\infty t \, dt \int_t^\infty e^{-s^2} \, ds = \frac{1}{\sqrt{\pi}} \int_0^\infty s^2 e^{-s^2} \, ds = \frac{1}{4}, \]
so we see that
\[ B_{n,1} = \frac{1}{4} \left( f_0(r_1) + r_1 \partial_n f_0(r_1) \right) + O(\delta_n^2 \sqrt{n}). \]

This gives
\[ \lim_{n \to \infty} B_{n,1} = \frac{1}{4} \int_0^{2\pi} \partial_n f_0(r_1) r_1 \, d\theta + \frac{1}{r_1} \int_0^{2\pi} f_0(r_1) r_1 \, d\theta = \frac{1}{8\pi} \int_{|z|=r_1} \partial_n f(z) \, |dz| + \frac{1}{8\pi r_1} \int_{|z|=r_1} f(z) \, |dz|. \]

**Computation of C_{n,1}**. Using that \( \int_{\mathbb{R}} e^{-t^2} \, dt = \sqrt{\pi} \) and \( \int_{\mathbb{R}} t^2 e^{-t^2} \, dt = \frac{\sqrt{\pi}}{2} \), and using (4.7), we compute
\[ C_{n,1} = \frac{1}{\pi} \int_{r_1}^{\sqrt{2\pi}} \sqrt{\Delta Q(r_1)} \int_{\mathbb{R}} f(z) t^2 - \frac{2}{6} e^{-t^2} \, dt \, d\theta = f_0(r_1) \frac{1}{\sqrt{\pi}} \left( \frac{\sqrt{\pi}}{12} - \frac{\sqrt{\pi}}{3} \right) + O(\delta_n) \]
\[ = -\frac{1}{4} f_0(r_1) + O(\delta_n) = \frac{1}{8\pi r_1} \int_{|z|=r_1} f(z) \, |dz| + O(\delta_n). \]

**Computation of D_{n,1}**. Using that \( \int_0^\infty t \text{erfc} t \, dt = \frac{1}{4} \), \( \int_{\mathbb{R}} e^{-t^2} \, dt = \sqrt{\pi} \) and \( \int_{\mathbb{R}} t^2 e^{-t^2} \, dt = \frac{\sqrt{\pi}}{2} \), we find
\[ D_{n,1} = \frac{r_1}{2\pi} \frac{\partial_n \Delta Q(r_1)}{\Delta Q(r_1)} \int_{\mathbb{R}} f(z) \left( \frac{t \text{erfc} t}{2} - 1_{t<0} - \frac{1}{12 \sqrt{\pi}} (2t^2 + 5) e^{-t^2} \right) \, dt \, d\theta = \frac{-r_1}{4} f_0(r_1) (\partial_n \log \Delta Q)(r_1) + O(\delta_n) = \frac{1}{8\pi} \int_{|z|=r_1} f(z) (\partial_n \log \Delta Q)(z) \, |dz| + O(\delta_n). \]

**Computation of E_{n,1}**. A straightforward computation using that \( \int_{\mathbb{R}} e^{-t^2} \, dt = \sqrt{\pi} \) shows that
\[ E_{n,1} = f_0(r_1) \left[ \frac{\log a(s)}{2 \log(r_2/r_1)} + \frac{s}{2} r_1 \lambda'(r_1) + \frac{(\log \theta)' \left( \frac{5}{2} n + \frac{\log a(s)}{\log(r_2/r_1)} \right)}{2 \log(r_2/r_1)} \right] + O(\delta_n). \]

**4.3. The integral over A(r_2, \delta_n)**. For \( z \in A(r_2, \delta_n) \) we write
\[ z = e^{i\theta} \left( r_2 + \frac{t}{\sqrt{2\pi \Delta Q(r_2)}} \right). \]

Using (1.32), the term \( I(r_2) \) in (4.4) decomposes as
\[ I(r_2) = B_{n,2} + C_{n,2} + D_{n,2} + E_{n,2} \]
where
\[ B_{n,2} = n \int_{A(r_2, \delta_n)} f(z) \Delta Q(r_2) \left( \frac{t \text{erfc}(-t)}{2} - 1_{t \geq 0} \right) \, dA(z), \]
\[ C_{n,2} = -\sqrt{\frac{n}{2\pi}} \frac{\Delta Q(r_2)}{r_2} \int_{A(r_2, \delta_n)} f(z) t^2 - \frac{2}{6} e^{-t^2} \, dA(z), \]
\[ D_{n,2} = \sqrt{n} \frac{\partial_n \Delta Q(r_2)}{\sqrt{2\Delta Q(r_2)}} \int_{A(r_2, \delta_n)} f(z) \left( \frac{t \text{erfc}(-t)}{2} - t \mathbf{1}_{t>0} + \frac{1}{12\sqrt{\pi}} (2t^2 + 5)e^{-t^2} \right) dA(z), \]

\[ E_{n,2} = -\sqrt{\frac{n}{2\pi}} \frac{\Delta Q(r_2)}{r_2} \left[ \frac{\log a(s)}{2\log(r_2/r_1)} + s \frac{r_2' \lambda'(r_2)}{2\log(r_2/r_1)} \right. \]

\[ \times \left. (\log \theta)' \left( \frac{B}{2} n + \frac{\log a(s)}{2\log(r_2/r_1)} \frac{\pi i}{\log(r_2/r_1)} \right) \right] \int_{A(r_2, \delta_n)} f(z) e^{-t^2} dA(z). \]

In a similar way as in the \( r_1 \)-case, we now deduce the asymptotic relations as \( n \to \infty \) (note that \( \partial_n = -\partial_n \) on \( |z| = r_2 \))

\[ B_{n,2} = \frac{1}{8\pi} \int_{|z|=r_2} \partial_n f(z) \, |dz| - \frac{1}{8\pi r_2} \int_{|z|=r_2} f(z) \, |dz| + O(\delta_n^2 \sqrt{n}), \]

\[ C_{n,2} = \frac{1}{8\pi r_2} \int_{|z|=r_2} f(z) \, |dz| + O(\delta_n), \]

\[ D_{n,2} = -\frac{1}{8\pi} \int_{|z|=r_2} f(z)(\partial_n \log \Delta Q)(z) \, |dz| + O(\delta_n), \]

\[ E_{n,2} = -\frac{1}{2\pi r_2} \left[ \frac{\log a(s)}{2\log(r_2/r_1)} + s \frac{r_2' \lambda'(r_2)}{2\log(r_2/r_1)} \right. \]

\[ \times \left. (\log \theta)' \left( \frac{B}{2} n + \frac{\log a(s)}{2\log(r_2/r_1)} \frac{\pi i}{\log(r_2/r_1)} \right) \right] \int_{|z|=r_2} f(z) \, |dz| + O(\delta_n). \]

4.4. Conclusion of the proof. Let us denote the average values of a function \( f \) with respect to the boundary component \( \{ z : |z| = r_k \} \) of the gap \( G \) by

\[ M_k(f) = \frac{1}{2\pi r_k} \int_{|z|=r_k} f(z) \, |dz|, \quad k = 1, 2. \]

Using the decomposition (4.3) we obtain

\[ \mathbb{E}_n(\text{fluct}_n f) = I(f) + II(f) + III(f) + IV(f) + V(f) + O((\delta_n \sqrt{n})^4 \delta_n), \quad \text{as } n \to \infty \]

uniformly for \( s \in [0, t] \), where

\[ I(f) = \int_S f \left( \frac{1}{2} \Delta \log Q - s \Delta \lambda \right) dA, \]

\[ II(f) = \frac{1}{8\pi} \int_{\partial S} \partial_n f(z) \, |dz|, \]

\[ III(f) = -\frac{1}{8\pi} \int_{\partial S} f(z) \partial_n \log \Delta Q(z) \, |dz|, \]

\[ IV(f) = \frac{\log a(s)}{2\log(r_2/r_1)} (M_1(f) - M_2(f)) + s \frac{r_1' \lambda'(r_1) M_1(f) - r_2' \lambda'(r_2) M_2(f)}{2}, \]

\[ V(f) = \frac{M_1(f) - M_2(f)}{2\log(r_2/r_1)} (\log \theta)' \left( \frac{B}{2} n + \frac{\log a(s)}{2\log(r_2/r_1)} \frac{\pi i}{\log(r_2/r_1)} \right). \]

Denote the cumulant generating function of \( \lambda \) by \( F_{n, \lambda}(t) = \log \mathbb{E}_n(e^{t \text{fluct}_n \lambda}) \).

Making use of Lemma 1.8, we insert \( f = \lambda \) in the formula (4.9) and integrate in \( s \) from 0 to \( t \). This gives
Preliminary computations. \[ 5.1. \]

Using the relation (3.37) (with \( \alpha_j \)), we shall begin by estimating the truncated kernel \( K_n(z, w) \). We now prove Theorem 1.13. To this end consider two points \( z \) and \( w \) of the form

\[ z = e^{i\theta_1 \left( r_1 + \frac{t}{\sqrt{2nQ(r_1)}} \right)}, \quad w = e^{i\theta_2 \left( r_2 + \frac{s}{\sqrt{2nQ(r_2)}} \right)}. \]

As before, we shall begin by estimating the truncated kernel

\[ K_n^G(z, w) = \sum_{|\tau - \frac{1}{2}| \leq C\delta_n} \frac{p_j(z)p_j(w)}{I(\tau)}, \]

where \( p_j(z) = z^j e^{-\frac{1}{2}Q(z)} \) and \( I(\tau) = \|p_j\|^2 \).

Using the relation (3.37) (with \( s = 0 \)) to approximate \( I(\tau) \), as well as the Taylor approximation \( g_j(r_{k,j}) = g_j(r_k) + D(\tau - \frac{1}{2})^2 + O((\tau - \frac{1}{2})^3) \) (the exact value of \( D \) will not be important to us), we find that

\[ K_n^G(z, w) = \sqrt{\frac{n}{2\pi}} \sum_{|\ell| \leq Cn\delta_n} \frac{(z\bar{w})^j (r_{1r_2})^{\ell-x} e^{-\frac{1}{2}Q(z)+\frac{1}{2}Q(w)} e^{\frac{1}{2}(g_j(r_{1r_2})+g_j(r_{2r_2}))}}{r_{1r_2}^{\ell-x} e^{\frac{1}{2}\Delta Q(r_1)} + r_{2r_2}^{\ell-x} e^{\frac{1}{2}\Delta Q(r_2)}} + O((\delta_n\sqrt{n})^3). \]
where in the last step we have used a similar analysis as the one done below (3.40), relying on the fact that the summand is exponentially small as \(|l| \to \infty|

\frac{(r_1r_2)^{t-x}}{\sqrt{2\pi n \Delta Q(r_1)}} + \frac{r_1^2 e^{2t+1}}{\sqrt{2\pi n \Delta Q(r_2)}} \leq C_1 e^{-c_1|l|}, \quad \text{for some } C_1, c_1 > 0.

The above asymptotics can be rewritten as

\begin{equation}
K_n^G(z, w) = \sqrt{\frac{n}{2\pi}} e^{\frac{s}{2}(Q(r_1) - Q(z)) + \frac{t}{2}(Q(r_2) - Q(w))} (z \bar{w})^m (r_1r_2)^{-\frac{B_n}{2}} \times \sum_{|l| \leq Cn\delta_n} \frac{(z \bar{w})^l}{\sqrt{2\pi n \Delta Q(r_1)}} + \frac{r_1^2 e^{2t+1}}{\sqrt{2\pi n \Delta Q(r_2)}} + O((\delta_n \sqrt{n})^3)
\end{equation}

Recalling the definition (1.36) of \(S^G(z, w; n)\), we now recognize that

\begin{equation}
K_n^G(z, w) = \sqrt{\frac{n}{2\pi}} e^{\frac{s}{2}(Q(r_1) - Q(z)) + \frac{t}{2}(Q(r_2) - Q(w))} + O((\delta_n \sqrt{n})^3).
\end{equation}

By (2.7), if \(|\tau - \frac{B_n}{2}| > C\delta_n\), we have the estimate \(|p_{\tau}(z)| \leq e^{-c_n\delta^2}\), so we conclude from (5.1) that \(K_n(z, w) = K_n^G(z, w) + O(n^{-100})\). This concludes our proof of Theorem 1.13.

5.2. The \(r_1 - r_2\) case. We now prove Corollary 1.14. Using (3.12) and (3.15), as \(n \to \infty\) we get

\begin{align*}
\sum_{|l| \leq Cn\delta_n} \frac{(z \bar{w})^l}{\sqrt{2\pi n \Delta Q(r_1)}} + \frac{r_1^2 e^{2t+1}}{\sqrt{2\pi n \Delta Q(r_2)}} &+ O((\delta_n \sqrt{n})^3) \\
&= e^{i\theta_1 m |z| - x} e^{\frac{1}{2} (V(z) - Q(z))} e^{i\theta_2 m |w| - x} e^{\frac{1}{2} (V(w) - Q(w))} + O(n^{-1/2}).
\end{align*}

Combining the above with Theorem 1.13, the proof of Corollary 1.14 follows.

5.3. The \(r_1 - r_1\) case. We now prove Theorem 1.16. Thus we assume that \(\theta_1 \neq \theta_2\), fix two real numbers \(s, t\) and put

\begin{align*}
z &= \left(r_1 + \frac{t}{\sqrt{2n \Delta Q(r_1)}}\right) e^{i\theta_1}, \\
w &= \left(r_1 + \frac{s}{\sqrt{2n \Delta Q(r_1)}}\right) e^{i\theta_2}.
\end{align*}

We will do estimates first for the truncated kernel

\begin{equation}
K_n^G(z, w) = \sum_{|\tau - \frac{B_n}{2}| \leq C\delta_n} \frac{p_{\tau}(z)p_{\tau}(w)}{||p_{\tau}||^2}.
\end{equation}

By the end of the proof, we shall be able to transfer the estimates to the full kernel \(K_n(z, w)\).

In the following, we keep the notation \(\rho = r_1/r_2\), \(a = a(0) = \sqrt{\frac{\Delta Q(r_2)}{\Delta Q(r_1)}}\), \(m = \lfloor \frac{B_n}{2} \rfloor\) and \(x = \{\frac{B_n}{2} \}\).

We adapt our proof of edge asymptotics for \(R_n(z) = K_n(z, z)\) in Theorem 1.9 using the partial summation technique developed in [6]. To this end, many detailed computations can be recycled modulo some minor notational changes. To avoid tedious repetitions, we shall be brief about such details.

Our starting point is the asymptotic formula

\begin{equation}
K_n^G(z, w) = \sqrt{\frac{n}{2\pi}} (S_1 + S_2 + S_3)(1 + O(n^{-1})), \quad \text{as } n \to \infty,
\end{equation}
exponentially small as $\ell \to \infty$ where we used the notation (3.10).

The sums $S_2$ and $S_3$ can be treated by adapting our arguments from the diagonal case $z = w$, but the sum $S_1$ requires a new analysis.

We start by rewriting $S_2$ and $S_3$ in the following way

\begin{equation}
S_2 = \sum_{j=m}^{m+Cn\delta_n} \frac{e^{i(\theta_1-\theta_2)j}}{1 + \frac{c_2(j,n)}{c_1(j,n)}} e^{-\frac{n}{2}(Q(z)+Q(w))}
\end{equation}

and

\begin{equation}
S_3 = -\sum_{j=m}^{m-1} \frac{e^{i(\theta_1-\theta_2)j}}{1 + \frac{c_1(j,n)}{c_2(j,n)}} c_2(j,n) e^{-\frac{n}{2}(Q(z)+Q(w))}
\end{equation}

To simplify these expressions, we recall from Lemma 3.2 that (with $r = |z|$)

\[
\frac{|z|^i e^{-\frac{n}{2}Q(z)}}{\sqrt{c_1(j,n)}} = \frac{(\Delta Q(r_1))^{\frac{i}{2}}}{\sqrt{r_1}} e^{-\frac{1}{2}(i\frac{\ell}{r_1\sqrt{2\Delta Q(r_1)}})^2} \cdot (1 + O(\delta_n^2\sqrt{n})), \quad \ell = j - m,
\]

as $n \to \infty$ uniformly for $|\ell| \leq Cn\delta_n$.

Making use of a similar relation with $z$ replaced by $w$, we obtain

\[S_2 = \frac{\sqrt{\Delta Q(r_1)}}{r_1} \sum_{j=m}^{m+Cn\delta_n} \frac{e^{i(\theta_1-\theta_2)j}}{1 + \frac{c_2(j,n)}{c_1(j,n)}} e^{-\frac{1}{2}(i\frac{\ell}{r_1\sqrt{2\Delta Q(r_1)}})^2} \cdot O(\delta_n^2\sqrt{n})\]

and

\[S_3 = -\frac{\sqrt{\Delta Q(r_1)}}{r_1} \sum_{j=m-Cn\delta_n}^{m-1} \frac{e^{i(\theta_1-\theta_2)j}}{1 + \frac{c_1(j,n)}{c_2(j,n)}} e^{-\frac{1}{2}(i\frac{\ell}{r_1\sqrt{2\Delta Q(r_1)}})^2} \cdot O(\delta_n^2\sqrt{n})\]

By Lemma 3.4,

\begin{equation}
c_2(j,n) \frac{c_1(j,n)}{c_1(j,n)} = a^{-1} \left(\frac{r_2}{r_1}\right)^{2\ell-2x+1} \cdot e^{-c2/\sqrt{n}} \cdot \left(1 + O\left(\frac{[\delta_n\sqrt{n}]^3}{\sqrt{n}}\right)\right),
\end{equation}

where $x = Bn/2 - m$ with $m = |Bn/2|$. In particular, $c_2(j,n)$ is exponentially large as $\ell \to \infty$ and exponentially small as $\ell \to -\infty$. Hence, following the same three steps done after equation (3.40) (see also [27, Lemma 3.6]), we infer that we can replace $e^{-\frac{1}{2}(i\frac{\ell}{r_1\sqrt{2\Delta Q(r_1)}})^2} \cdot O(\delta_n^2\sqrt{n})$ by $e^{-\frac{1}{2}(2\ell^2 + 2s^2)}$.
and $e^{-C\ell^2/n}$ by 1 in the above sums at the cost of an error of order $\frac{\log n}{\sqrt{n}}$. We thus arrive at

$$S_2 = \frac{\sqrt{\Delta Q(r_1)}}{r_1} e^{-\frac{1}{2}(\ell^2 + s^2)} e^{i(\theta_1 - \theta_2)m} \sum_{\ell=0}^{Cn\delta_n} a_\rho^{2\ell - 2x + 1} e^{i(\theta_1 - \theta_2) \ell} \frac{1}{1 + a_\rho^{2\ell - 2x + 1}} + O\left(\frac{(\delta_n \sqrt{n})^3}{\sqrt{n}}\right),$$

$$S_3 = -\frac{\sqrt{\Delta Q(r_1)}}{r_1} e^{-\frac{1}{2}(\ell^2 + s^2)} e^{i(\theta_1 - \theta_2)m} \sum_{\ell = -Cn\delta_n}^{-1} a_\rho^{-\frac{1}{2}(2\ell - 2x + 1)} e^{i(\theta_1 - \theta_2) \ell} \frac{1}{1 + a_\rho^{-\frac{1}{2}(2\ell - 2x + 1)}} + O\left(\frac{(\delta_n \sqrt{n})^3}{\sqrt{n}}\right).$$

Furthermore, in the above sums $Cn\delta_n$ can be replaced by $\infty$ at the cost of an exponentially small error term.

We next turn to $S_1$. The idea behind the following analysis is that since $z\bar{w}$ is close to the unimodular constant $e^{i(\theta_1 - \theta_2)} \neq 1$, there should be large cancelations in the sum. This suggests using partial summation, similar to the approach in [6].

To this end, using (3.5) with $s = 0$ and (3.10), we start by writing

$$\frac{z^j}{\sqrt{c_1(j, n)}} e^{-\frac{1}{2}Q(z)} = e^{ij\theta_1} \left(\frac{Q'(r_{1,j})}{2r_{1,j}}\right)^\frac{1}{2} e^{\frac{n}{2}(V_{1,j}(z) - Q(z))} = e^{ij\theta_1} \frac{\Delta Q(r_1)}{r_1^\frac{1}{2}} e^{\frac{n}{2}(V_{1,j}(z) - Q(z))} \cdot (1 + O(\delta_n)).$$

Using a similar relation with $z$ replaced by $\bar{w}$, we conclude that

$$S_1 = \frac{\sqrt{\Delta Q(r_1)}}{r_1} \sum_{j = m - Cn\delta_n}^{n-1} e^{i(\theta_1 - \theta_2)j} e^{\frac{n}{2}(V_{1,j}(z) - Q(z))} e^{\frac{n}{2}(V_{1,j}(w) - Q(w))} + O(\delta_n).$$

Again set

$$r = |z| = r_1 + t/\sqrt{2n\Delta Q(r_1)}.$$

By the estimates (3.16), (3.8) and (3.22) we have

$$n(V_{1,j}(r) - q(r)) = n\left(-2\Delta Q(r_1)(r - r_{1,j})^2 + A_1(r - r_{1,j})^3 + O(\delta_n^4)\right)$$

$$= -\left(t - \frac{\ell/\sqrt{n}}{r_1\sqrt{2\Delta Q(r_1)}}\right)^2 + \frac{A_1'(\ell/\sqrt{n})^3 + B_1'(\ell/\sqrt{n})^2 + C_1't^2\ell/\sqrt{n} + D_1't^3}{\sqrt{n}} + O(n\delta_n^4),$$

where $A_1, B_1, A_1', B_1', C_1', D_1'$ are some constants whose exact values are irrelevant for what follows.

In this notation, we have

(5.10) \begin{equation}
S_1 = \frac{\sqrt{\Delta Q(r_1)}}{r_1} e^{im(\theta_1 - \theta_2)} \sum_{\ell = 1}^{Cn\delta_n} c_\ell d_\ell + O(\delta_n),
\end{equation}

where

(5.11) \begin{equation}
c_\ell = \exp\left(-\frac{1}{2} \left(t + \frac{\ell/\sqrt{n}}{r_1\sqrt{2\Delta Q(r_1)}}\right)^2 - \frac{1}{2} \left(s + \frac{\ell/\sqrt{n}}{r_1\sqrt{2\Delta Q(r_1)}}\right)^2\right) \exp(\mathcal{O}(n\delta_n^4))
\end{equation}

$$\times \exp\left(\frac{A_1'(\ell/\sqrt{n})^3 + B_1'(\ell/\sqrt{n})^2 + C_1't^2\ell/\sqrt{n} + D_1't^3}{2\sqrt{n}} + \frac{A_1'(\ell/\sqrt{n})^3 + B_1's\ell/\sqrt{n} + C_1's^2\ell/\sqrt{n} + D_1's^3}{2\sqrt{n}}\right),$$

(5.12) \begin{equation}
d_\ell = e^{-i(\theta_1 - \theta_2)\ell}.
\end{equation}

As a simple but useful consequence of (5.11), we note the estimate

(5.13) \begin{equation}
c_\ell \lesssim e^{-k\ell^2/n}, \quad (1 \leq \ell \leq Cn\delta_n),
\end{equation}

where $k > 0$ and where the implied constant is uniform for $s, t$ in any given compact subset of $\mathbb{R}$.
The partial summation formula gives
\[ \sum_{\ell=1}^{Cn\delta_n} c_\ell d_\ell = c_{Cn\delta_n} D_{Cn\delta_n} - c_1 D_0 - \sum_{\ell=1}^{Cn\delta_n-1} (c_{\ell+1} - c_\ell) D_\ell, \]
where
\[ D_\ell = \sum_{j=0}^{\ell} d_j = \frac{1 - \varepsilon^{\ell+1}}{1 - \varepsilon}, \quad \varepsilon := e^{-i(\theta_1 - \theta_2)}. \]
Hence we can write
\[ (5.14) \quad \sum_{\ell=1}^{Cn\delta_n} c_\ell d_\ell = c_{Cn\delta_n} D_{Cn\delta_n} - c_1 D_0 - (c_{Cn\delta_n} - c_1) \frac{1}{1 - \varepsilon} + \sum_{\ell=1}^{Cn\delta_n-1} (c_{\ell+1} - c_\ell) \frac{\varepsilon^{\ell+1}}{1 - \varepsilon}. \]
Noting that \( c_{Cn\delta_n} = \mathcal{O}(e^{-kn\delta_n^2}) \) and \( D_\ell = \mathcal{O}(1) \), we find that
\[ (5.15) \quad c_{\ell+1} - c_\ell = c_\ell \left( -\frac{\sqrt{2} \ell/\sqrt{n} + r_1(s + t)}{r_1^2 \Delta Q(r_1) \sqrt{2n}} \right) + \mathcal{O}(n \delta_n^4), \]
to prove that
\[ (5.16) \quad \sum_{\ell=1}^{Cn\delta_n-1} (c_{\ell+1} - c_\ell) \frac{\varepsilon^{\ell+1}}{1 - \varepsilon} = \mathcal{O}(n^{-1/2}) + \mathcal{O}(n^2 \delta_n^5) + \mathcal{O} \left( \frac{\delta_n \sqrt{n}}{\sqrt{n}} \right). \]
A detailed proof of (5.16) runs as follows: inserting (5.15) we see that
\[ (5.17) \quad \sum_{\ell=1}^{Cn\delta_n-1} (c_{\ell+1} - c_\ell) \frac{\varepsilon^{\ell+1}}{1 - \varepsilon} = A \frac{1}{n} \frac{1}{1 - \varepsilon} \sum_{\ell=1}^{Cn\delta_n-2} \ell c_\ell \varepsilon^{\ell} + B \frac{1}{\sqrt{n}} \frac{1}{1 - \varepsilon} \sum_{\ell=1}^{Cn\delta_n-1} c_\ell \varepsilon^{\ell} + \mathcal{O}(n^2 \delta_n^5), \]
where \( A \) and \( B \) are independent of \( n \).
Using (5.14) with \( c_\ell \) replaced by \( \ell c_\ell \), and using \(|\varepsilon| < 1\), \( (\ell + 1)c_{\ell+1} - \ell c_\ell = \ell(c_{\ell+1} - c_\ell) + c_{\ell+1}, \)
(5.15), (5.13) and a Riemann sum approximation we obtain
\[ \sum_{\ell=1}^{Cn\delta_n-1} \ell c_\ell \varepsilon^{\ell} \lesssim \frac{1}{|1 - \varepsilon|} \frac{1}{\sqrt{n}} \sum_{\ell=1}^{Cn\delta_n-2} \ell c_\ell \left( 1 + \frac{\ell}{\sqrt{n}} \right) + \frac{1}{|1 - \varepsilon|} \sum_{\ell=1}^{Cn\delta_n-2} c_{\ell+1} \]
\[ \lesssim \frac{1}{|1 - \varepsilon|} \sum_{\ell=1}^{Cn\delta_n-2} \left( \frac{\ell}{\sqrt{n}} + \frac{\ell^2}{n} \right) e^{-k\ell^2/n} + \frac{1}{|1 - \varepsilon|} \sum_{\ell=1}^{Cn\delta_n-2} e^{-k\ell^2/n} \]
\[ \lesssim \frac{\sqrt{n}}{|1 - \varepsilon|} \int_0^{C\sqrt{n}\delta_n} (t^2 + t + 1)e^{-k\ell^2} dt \lesssim \frac{\sqrt{n}}{|1 - \varepsilon|}. \]
A similar estimate shows that
\[ \sum_{\ell=1}^{Cn\delta_n-1} c_\ell \varepsilon^{\ell} \lesssim \frac{1}{|1 - \varepsilon|} \int_0^{C\sqrt{n}\delta_n} (t + 1)e^{-k\ell^2} dt \lesssim \frac{1}{|1 - \varepsilon|}. \]
Inserting these estimates in (5.17), we have verified the estimate (5.16).
Now note that the first term $c_1$ in (5.11) satisfies
\[ c_1 = e^{-\frac{1}{2} \left( t^2 + s^2 \right)} + O(n^{-\frac{1}{2}} (\delta_n \sqrt{n})^3), \]
whence, by (5.10), (5.14) and the above estimates (5.13), (5.16),
\[ S_1 = e^{i(\theta_1 - \theta_2)m} \frac{\sqrt{n} \Delta Q(r_1)}{r_1} e^{-\frac{1}{2} \left( t^2 + s^2 \right)} \frac{1}{e^{i(\theta_1 - \theta_2)} - 1} + O \left( \frac{(\delta_n \sqrt{n})^5}{\sqrt{n}} \right). \]

Summing up, we have shown that
\[ K_n^G(z,w) = \frac{\sqrt{n} \Delta Q(r_1)}{\sqrt{2\pi} r_1} e^{-\frac{1}{2} \left( t^2 + s^2 \right)} e^{i(\theta_1 - \theta_2)m} \]
\[ \times \left( \frac{1}{e^{i(\theta_1 - \theta_2)} - 1} + \sum_{\ell=0}^{\infty} \frac{e^{i(\theta_1 - \theta_2)\ell}}{1 + a^{-1} \rho^{-2\ell + 2\ell + 1}} - \sum_{\ell=-\infty}^{-1} \frac{e^{i(\theta_1 - \theta_2)\ell}}{1 + a \rho^{2\ell + 2\ell + 1}} \right) + O((\delta_n \sqrt{n})^5). \]

There remains to replace the approximate kernel $K_n^G$ by the full kernel $K_n$.

But if $|\tau - \frac{B}{2}| \geq C\delta_n$ then by (2.7) we have an easy estimate
\[ |K_n(z,w) - K_n^G(z,w)| = O(e^{-kn\delta_n^2}). \]

Hence (5.18) is true also when $K_n^G(z,w)$ is replaced with the full kernel $K_n(z,w)$. Our proof of Theorem 1.16 is complete. \qed

6. Fluctuations for real parts of analytic functions

In this section, we state and prove a general theorem on the behaviour of fluctuations $\text{fluct}_n f$ where $f$ is a smooth function of the form $f = \text{Re} g$ in a neighbourhood of a general (smooth) gap $G$, i.e., a connected component of $\mathbb{C} \setminus S$ which disconnects the droplet $S$. When we specialize to the radially symmetric case, we will obtain Theorem 1.4 as an immediate consequence.

We require some preparations.

6.1. Setup. We now return to the setting of a general potential function $Q$ as in the first paragraph (1.1.1) in the introduction. We do not make any hypotheses about radial symmetry, but we assume that the droplet $S$ has a gap $G$, i.e., a component of the complement $\mathbb{C} \setminus S$ which disconnects $S$. It is convenient to assume that the set $G$ is bounded, and that the boundary $\partial G$ consists of two disjoint, real-analytic Jordan curves.

Under these conditions, the obstacle function $\tilde{Q}$, which is harmonic in $G$, continues harmonically across the boundary to some neighbourhood of the closure $\overline{G}$. Let us fix such a small1 neighbourhood $N_1$ and denote by $V$ the harmonic continuation of $\tilde{Q}|_G$ to $N_1$.

It is important to assume that the Laplacian $\Delta \tilde{Q}$ is strictly positive in a small neighbourhood $N'_1$ of the boundary $\partial G$ of the gap. Restricting $N'_1$ if necessary, we assume without loss of generality that $N'_1 \subset N_1$. We will also assume that $Q$ is $C^1$-smooth in $N'_1$. We then consider the $C^2$-smooth function
\[ L = \log \Delta \tilde{Q}|_{N'_1}. \]

We continue $L$ to a $C^2$-smooth function on $\mathbb{C}$ in a way such that
\[ \text{supp} L \subset N_1. \]

1To be specific, we assume that $N_1$ is small enough that the boundary $\partial N_1 \subset \text{Int} S$ and $N_1 \cap (\mathbb{C} \setminus S) = G$. 
In addition to $L$, we will use its Poisson-modification $L^G$. By definition, $L^G = L$ in $\mathbb{C} \setminus G$, while $L^G$ is harmonic in $G$ and continuous up to the boundary. I.e., in $G$, $L^G$ is the solution to Dirichlet’s problem with boundary values $L$. Choosing the neighbourhood $N_1$ somewhat smaller we can assume that $L^G_{|G}$ continues harmonically to a harmonic function $\tilde{L}^G$ on $N_1$.

At the boundary $\partial G$, the function $L^G$ has one-sided normal derivatives, but these do not agree in general. The jump in the normal derivative is encoded in the function

$$N(L^G) = -\partial_n L + \partial_n (\tilde{L}^G) \quad (\text{on } \partial G),$$

which we call the Neumann jump of $L^G$. Here we follow the convention that the normal derivative $\partial_n$ is taken in the direction of the normal pointing out of $S$ (i.e., into $G$).

### 6.2. Statement of result

We shall consider a class of test-functions on a small neighbourhood of the closure of the gap $G$. It is convenient to fix some notation.

Given the neighbourhood $N_1$ of $\overline{G}$ above, we fix another neighbourhood $N_2$ such that $\overline{G} \subset N_2 \subset \overline{N}_1$. We will consider test-function $f$ such that

(i) There is an analytic function $g$ on $N_1$ such that $f = \text{Re } g$ on $N_2$.

(ii) $f$ is globally $C^2$-smooth and $\text{supp } f \subset N_1$.

Let $\{z_j\}_{1}^{n}$ be a corresponding random sample with respect to the Boltzmann-Gibbs measure (1.9), and recall the definition

$$\text{fluct}_n f = \sum_{j=1}^{n} f(z_j) - n\sigma(f)$$

where $d\sigma = \Delta Q \cdot 1_S dA$ is the equilibrium measure and $\sigma(f) = \int_{\mathbb{R}} f d\sigma$. We will consider the cumulant generating function

$$F_{n,f}(t) = \log \mathbb{E}_{n} e^{\text{fluct}_n f}.$$

We will prove the following result.

**Theorem 6.1.** If $f$ is as above, there exists a small number $\beta > 0$ such that

$$F_{n,f}(t) = te_f + \frac{t^2}{2} v_f + O(n^{-\beta}), \quad \text{as } n \to \infty,$$

uniformly for $t$ in compact subsets of $\mathbb{R}$, where

$$e_f = \frac{1}{2} \int_S f \cdot \Delta \log \Delta Q \, dA + \frac{1}{8\pi} \int_{\partial G} \partial_n f \, |dz| + \frac{1}{8\pi} \int_{\partial G} f \cdot N(L^G) \, |dz|,$$

and $v_f = -\int_S f \Delta f \, dA$. In particular $\text{fluct}_n f$ converges in distribution to the normal $N(e_f, v_f)$ as $n \to \infty$.

**Remark.** Using the construction in [7], it is not hard to extend the class of test-functions $f$, by allowing the addition of a $C^2$-smooth function $f_0$ which vanishes to the first order on the boundary $\partial G$. Details are left to the interested reader. In this connection we refer also to [50], where a very different approach is suggested. We note also that fluctuations in $\beta$-ensembles have been discussed in the references [13, 35, 50].

Before proving Theorem 6.1, we pause to explain how Theorem 1.4 follows from it.
Proof of Theorem 1.4 from Theorem 6.1. We now specialize to an annular gap of the form \( G = \{ r_1 < |z| < r_2 \} \). When comparing the results, the only issue is that the expressions for \( e_f \) in (6.3) and (1.21) do not appear to be quite the same. However, they will be the same if

\[
\int_{\partial G} f \cdot N(\bar{L}^G) \, |dz| = - \int_{\partial G} f \cdot \partial_n L \, |dz|,
\]

i.e., if

\[
(6.4) \quad \int_{\partial G} f \cdot \partial_n (\bar{L}^G) \, |dz| = 0.
\]

However, in the present case, we have explicitly

\[
\bar{L}^G(z) = C_1 + C_2 \log |z|, \quad (C_2 = \frac{\log (\Delta Q(r_2))}{\log \frac{r_2}{r_1}})
\]

where \( C_1 \) is an irrelevant constant. It follows that

\[
\int_{\partial G} f \cdot \partial_n (\bar{L}^G) \, |dz| = 2\pi C_2 \cdot (M_1(f) - M_2(f)).
\]

But \( f \) is harmonic in a neighbourhood of \( \{ r_1 \leq |z| \leq r_2 \} \), so the two average values are the same. This proves that (6.4) holds, and the rest of Theorem (1.4) is immediate from Theorem 6.1.

6.3. The limit Ward identity. We now prepare for the proof of Theorem 6.1. We will keep it brief, and we refer to [7] for more details.

We will work with an auxiliary function \( v \), which is fixed by the end of the computation. At the outset, \( v \) may be any complex-valued, say \( C^1 \)-smooth, compactly supported function.

Following [7] we now associate with \( v \) and a random sample \( \{ z_j \}^n_1 \) from (1.9) a random variable denoted \( W_n^\pm[v] \), whose definition is:

\[
W_n^\pm[v] := B_n[v] - \text{trace}_n[v \partial Q] + \frac{1}{n} \text{trace}_n[\partial v],
\]

(6.5) where

\[
B_n[v] = \frac{1}{2n} \sum_{1 \leq j \neq k \leq n} \frac{v(z_j) - v(z_k)}{z_j - z_k}.
\]

(The assignment \( v \mapsto W_n^\pm[v] \) is known as a “Ward’s tensor”; it has a meaning in conformal field theory [45]. This, however, is not used in what follows.)

The basic Ward identity asserts that

\[
\mathbb{E}_n[W_n^\pm[v]] = 0
\]

for each function \( v \) as above. The proof is not hard; in [7, Proposition 2.1] a proof is given depending on a change of variables. There is also a short proof based on integrating by parts, see e.g. [9, 13].

In the following, we will consider smooth perturbations of the potential of the following kind. Fix a \( C^2 \)-smooth, bounded real-valued function \( h \) and set

\[
\tilde{Q} = Q - \frac{h}{n}.
\]

Note that \( \tilde{\sigma} = \sigma \). Also write

\[
d\sigma_n = \frac{1}{n} R_n \, dA, \quad d\tilde{\sigma}_n = \frac{1}{n} \tilde{R}_n \, dA, \quad d\sigma = \Delta Q 1_S \, dA,
\]

where \( R_n, \tilde{R}_n \) are 1-point functions in potentials \( Q, \tilde{Q} \), respectively.
In potential $\tilde{Q}$ the Ward’s tensor becomes

$$\tilde{W}_n^+[v] = B_n[v] - \text{trace}_n[v\partial Q] + \frac{1}{n} \text{trace}_n[\partial v + v\partial h].$$

Note that here everything is acting on a random sample $\{\tilde{z}_j\}$ from $\tilde{\nu}_n$.

We emphasize that Ward’s identity holds also for this kind of perturbed potentials, i.e., we have

$$\tilde{\mathbb{E}}_n[\tilde{W}_n^+[v]] = 0.$$  \hfill (6.7)

Now denote

$$\nu_n(f) := \mathbb{E}_n(\text{fluct}_n f) = n(\sigma_n(f) - \sigma(f)), \quad \tilde{\nu}_n(f) := \tilde{\mathbb{E}}_n(\text{fluct}_n f) = n(\tilde{\sigma}_n(f) - \sigma(f)),$$

and introduce the functions

$$D_n(z) = \nu_n(k_z), \quad \tilde{D}_n(z) = \tilde{\nu}_n(k_z),$$

where

$$k_z(w) = \frac{1}{z - w}.$$  

It is easy to show that these functions are small near infinity: $|\tilde{D}_n(z)| \leq Cn/|z|^2$ as $z \to \infty$; see [7, Lemma 2.4] for details.

Finally recall that the obstacle function associated to $Q$ is

$$\tilde{Q}(z) = -2U^\sigma(z) + \gamma = 2\int \log |z - w| d\sigma(w) + \gamma$$

where $\gamma$ is the Robin’s constant. Also recall that $S$ is the coincidence set:

$$S = \{ z : Q(z) = \tilde{Q}(z) \}.$$  

$\tilde{Q}$ is harmonic on $\mathbb{C} \setminus S$ and $Q > \tilde{Q}$ there.

Clearly $\partial \tilde{Q}(z) = \sigma(k_z)$, so

$$\tilde{D}_n(z) = n(\tilde{\sigma}_n(k_z) - \sigma(k_z)) = n(\tilde{\sigma}_n(k_z) - \partial \tilde{Q}(z))$$

and so (in the sense of distributions)

$$\partial \tilde{D}_n(z) = \tilde{R}_n - n\Delta Q 1_S.$$  

As a consequence,

$$\tilde{\nu}_n(f) = n(\tilde{\sigma}_n(f) - \sigma(f)) = \int f\partial[\tilde{D}_n] dA = - \int \tilde{D}_n \cdot \partial f.$$  

We now rewrite Ward’s identity, using that (with $\tilde{R}_{n,2}$ the 2-point function in potential $\tilde{Q}$)

$$\tilde{\mathbb{E}}_n[B_n[v]] = \frac{1}{2n} \int_{\mathbb{C}^2} \frac{v(z) - v(w)}{z - w} \tilde{R}_{n,2}(z, w) dA(z) dA(w)$$

$$= \frac{1}{n} \int_{\mathbb{C}^2} v(z)k_z(w)\tilde{R}_n(z)\tilde{R}_n(w) - |\tilde{K}_n(z, w)|^2 dA(z) dA(w)$$

$$= \int_{\mathbb{C}} v(z)\tilde{\sigma}_n(k_z)\tilde{R}_n(z) dA(z) - \frac{1}{2n} \int_{\mathbb{C}^2} \frac{v(z) - v(w)}{z - w} |\tilde{K}_n(z, w)|^2 dA(z) dA(w)$$

and

$$\int_{\mathbb{C}} v(z)\tilde{\sigma}_n(k_z)\tilde{R}_n(z) dA(z) = \int_{\mathbb{C}} v \cdot \partial \tilde{Q} \cdot \tilde{R}_n dA + \frac{1}{n} \int_{\mathbb{C}} v \tilde{D}_n \tilde{R}_n dA.$$
Combining the above computations, we obtain

\[ \tilde{v}_n[B_n[v]] = \int_C v \cdot \partial \tilde{Q} \cdot \tilde{R}_n + \frac{1}{n} \int_C v \tilde{D}_n \tilde{R}_n - \frac{1}{2n} \int_{C^2} \frac{v(z) - v(w)}{z - w} \tilde{K}_n(z, w)^2. \]  

Inserting this in Ward’s identity (6.7) we find

\[ \int_C v \cdot \partial \tilde{Q} \cdot \tilde{R}_n + \frac{1}{n} \int_C v \tilde{D}_n \tilde{R}_n - \frac{1}{2n} \int_{C^2} \frac{v(z) - v(w)}{z - w} \tilde{K}_n(z, w)^2 = \int_C v \cdot \partial \tilde{Q} \cdot \tilde{R}_n + \frac{1}{n} \int_C (\partial v + v \cdot \partial h) \tilde{R}_n = 0. \]

This can be written as

\[ \int_C v \cdot \partial (\tilde{Q} - Q) \cdot \tilde{R}_n + \int_S v \cdot \tilde{D}_n \Delta Q + (\tilde{\sigma}_n - \sigma)(v \cdot \tilde{D}_n) = \frac{1}{2n} \int_{C^2} \frac{v(z) - v(w)}{z - w} \tilde{K}_n(z, w)^2 - \sigma(\partial v + v \cdot \partial h) - (\tilde{\sigma}_n - \sigma)(\partial v + v \cdot \partial h). \]

Using estimates proved in [7], we now identify negligible terms in the exact relationship (6.10).

First, by standard estimates on the 1-point function \( \tilde{R}_n \) it is easy to see that the last term is

\[ (\tilde{\sigma}_n - \sigma)(\partial v + v \cdot \partial h) = O\left(\frac{\log n}{\sqrt{n}}\right). \]

(To prove this, it suffices combine the standard bulk and exterior asymptotic estimates \( \frac{1}{n} |\tilde{R}_n(z) - R_n(z)| = O\left(\frac{1}{n}\right) \) when \( \text{dist}(z, \partial S) \geq \delta_n \) with the global estimates \( R_n \lesssim n, \tilde{R}_n \lesssim n. \) See for instance [7, 3, 15], or references given there.)

Moreover, from [7, Proposition 4.5] we have the estimate

\[ \frac{1}{n} \int_{C^2} \frac{v(z) - v(w)}{z - w} \tilde{K}_n(z, w)^2 = \sigma(\partial v) + O\left(\frac{\log n}{\sqrt{n}}\right). \]

Finally, by [7, Proposition 4.6] there is a small number \( \beta > 0 \) such that

\[ (\tilde{\sigma}_n - \sigma)(v \cdot \tilde{D}_n) = O(n^{-\beta}). \]

Inserting (6.11)-(6.13) in (6.10) and using that \( Q = \tilde{Q} \) on \( S \) we now find that

\[ \int_{C \setminus S} v \cdot \partial (\tilde{Q} - Q) \cdot \tilde{R}_n + \sigma(v \cdot \tilde{D}_n) = -\frac{1}{2} \sigma(\partial v) - \sigma(v \cdot \partial h) + O(n^{-\beta}). \]

It is convenient to rewrite the above formula, using that

\[ \tilde{\partial} \tilde{D}_n = \tilde{R}_n \quad \text{on} \quad C \setminus S. \]

This gives

\[ \int_S v \cdot \Delta Q \cdot \tilde{D}_n + \int_{C \setminus S} v \cdot \partial (\tilde{Q} - Q) \cdot \tilde{D}_n = -\frac{1}{2} \sigma(\partial v) - \sigma(v \cdot \partial h) + O(n^{-\beta}). \]

But using that \( \tilde{Q} \) is harmonic in \( C \setminus S \) we have (by a suitable application of Green’s formula)

\[ \int_{C \setminus S} v \cdot \partial (\tilde{Q} - Q) \cdot \tilde{D}_n = \int_{C \setminus S} \tilde{\partial} v \cdot \partial (\tilde{Q} - Q) \cdot \tilde{D}_n + \int_{C \setminus S} v \cdot \Delta Q \cdot \tilde{D}_n, \]

where we have used that \( \partial (\tilde{Q} - Q) = 0 \) on \( \partial (C \setminus S) \).

Combining the last two identities, we obtain the following result, which corresponds to the “limit Ward identity” in [7].
Proposition 6.2. Let \( v \) be any complex-valued, \( C^1 \)-smooth, bounded function on \( \mathbb{C} \). Then
\[
\int_C [v \Delta Q + \bar{\partial} \nu \cdot \partial(Q - \bar{Q})] \tilde{D}_n = -\frac{1}{2} \sigma(\partial v) - \sigma(v \cdot \partial h) + \mathcal{O}(n^{-\beta}).
\]

Remark. In [7], a more general version of Proposition 6.2, for certain Lipschitz-continuous \( v \), is proved. Such \( v \)'s are crucial if one wants to study fluctuations beyond test-functions \( f = \text{Re } g \), but for our present discussion they are not needed.

Armed with the limit Ward identity, we now return to the issue of finding the asymptotic distribution of \( \text{fluct}_n f = \sum_1^n f(z_j) - n \sigma(f) \) where \( f \) is the real part of an analytic function in each gap.

Following [7] our strategy is to first find good approximations for the expectations
\[
\nu_n(f) = \mathbb{E}_n(\text{fluct}_n f), \quad \bar{\nu}_n(f) = \bar{\mathbb{E}}_n(\text{fluct}_n f),
\]
and then use Lemma 1.8 to compute the cumulant generating function with sufficient precision.

For the following computation, we remind that \( L(z) \) denotes a fixed smooth extension of \( \log \Delta Q|_N \) to \( \mathbb{C} \), with \( \text{supp } L \subset N_1 \).

6.4. Computation of \( \nu_n(f) \). Assume as before that \( f = \text{Re } g \) on \( N_2 \) where \( g \) is holomorphic in \( N_1 \), with \( \mathcal{G} \subset N_2 \subset \mathcal{N}_2 \subset N_1 \). Thus \( f = f_+ + f_- \) where \( f_+ = g/2 \) is analytic and \( f_- = \bar{g}/2 \) is conjugate-analytic in \( N_2 \). Also \( f_+, f_- \) are globally \( C^\infty \)-smooth and vanish identically outside \( N_1 \).

Now set
\[
(6.15) \quad v_+ = \frac{\bar{\partial} f_+}{\Delta Q}, \quad v_- = \frac{\partial f_-}{\Delta Q} = \bar{v}_+.
\]

Then \( v_+, v_- \) are globally \( C^1 \)-smooth and supported in the interior of the droplet \( S \), close to the boundary \( \partial G \), where \( \Delta Q > 0 \) by hypothesis. (It is understood that \( v_+ = v_- = 0 \) identically in \( N_2 \), and also in \( \mathbb{C} \setminus N_1 \).)

Since \( Q = \bar{Q} \) on \( S \) and since the functions in (6.15) vanish on \( N_2 \cup (\mathbb{C} \setminus N_1) \), we infer that \( \bar{\partial} v_+ \cdot \partial(\bar{Q} - Q) = 0 \equiv \partial v_- \cdot \bar{\partial}(Q - \bar{Q}) \) on \( \mathbb{C} \), and thus
\[
(6.16) \quad v_+ \Delta Q + \bar{\partial} v_+ \cdot \partial(Q - \bar{Q}) = \bar{\partial} f_+ , \quad \text{and} \quad v_- \Delta Q + \partial v_- \cdot \bar{\partial}(Q - \bar{Q}) = \partial f_- .
\]

Multiplying the first identity in (6.16) by \( D_n \) and recalling that \( \nu_n(f_+) = -\int D_n \cdot \bar{\partial} f_+ \), we find that
\[
-\nu_n(f_+) = \int [v_+ \Delta Q + \bar{\partial} v_+ \cdot \partial(Q - \bar{Q})] D_n.
\]

By Proposition 6.2 (with \( h = 0 \)) we now see that
\[
(6.17) \quad \nu_n(f_+) = \frac{1}{2} \sigma(\partial v_+) + \mathcal{O}(n^{-\beta}), \quad (n \to \infty).
\]

Taking complex conjugates, we infer that
\[
(6.18) \quad \nu_n(f_-) = \frac{1}{2} \sigma(\bar{\partial} v_-) + \mathcal{O}(n^{-\beta}), \quad (n \to \infty).
\]

Now observe that (with \( L \) the above smooth extension of \( \log \Delta Q \))
\[
\sigma(\partial v^+) = \int_S \partial \left( \frac{\bar{\partial} f_+}{\Delta Q} \right) \Delta Q dA = \int_S \frac{\Delta f_+ \Delta Q - \bar{\partial} f_+ \cdot \partial \Delta Q}{(\Delta Q)^2} \Delta Q dA
\]
\[
= \int_S \Delta f_+ dA - \int_S \bar{\partial} f_+ \cdot \partial L dA.
\]
By use of Green’s formula we can rewrite this as
\begin{equation}
\sigma(\partial \nu^+) = \int_S \Delta f_+ - \int_C \bar{\partial} f_+ \cdot \partial L = \int_S \Delta f_+ + \int_C f_+ \Delta L.
\end{equation}
and taking the conjugate yields
\begin{equation}
\sigma(\bar{\partial} \nu_-) = \int_S \Delta f_- + \int_C f_- \Delta L.
\end{equation}
So, summing up (6.17) and (6.18), and using (6.19) and (6.20), we find
\begin{equation}
\nu_n(f) = \frac{1}{2} \int_S \Delta f + \frac{1}{2} \int_C f \Delta L + O(n^{-\beta}).
\end{equation}

6.5. Computation of $\tilde{\nu}_n(f) - \nu_n(f)$. As before, we decompose $f = f_+ + f_-$ where $f_+ = g/2$ and $f_- = \bar{g}/2$, and we define $v_+$ and $v_-$ by (6.15).

Multiplying the first identity in (6.16) by $\bar{D}_n$ and recalling that $\tilde{\nu}_n(f_+) = -\int D_n \cdot \bar{\partial} f_+$, we see that
\begin{equation}
-\tilde{\nu}_n(f_+) = \int_C [v_+ \Delta Q + \bar{\partial} v_+ \cdot \partial (Q - \bar{Q})] \cdot D_n.
\end{equation}

Applying Proposition 6.2 (with $v$ replaced by $v_+$) and subtracting (6.17), we now obtain
\begin{equation}
\tilde{\nu}_n(f_+) - \nu_n(f_+) = \sigma(v_+ \cdot \partial h) + O(n^{-\beta}) = \int_S \bar{\partial} f_+ \cdot \partial h + O(n^{-\beta}) = -\int_S \Delta f_+ \cdot h + O(n^{-\beta}).
\end{equation}

Adding the complex conjugate relation for $f_-$, we obtain
\begin{equation}
\tilde{\nu}_n(f) - \nu_n(f) = -\int_S \Delta f \cdot h dA + O(n^{-\beta}).
\end{equation}

Proof of Theorem 6.1. Consider $f = \text{Re } g$ as above. By Lemma 1.8,
\begin{equation}
F_{n,f}(t) := \log \mathbb{E}_n[e^{t \text{fluct}_n f}] = \int_0^t \mathbb{E}_{n,sf} (\text{fluct}_n f) ds,
\end{equation}
where $\mathbb{E}_{n,sf}$ is expectation with respect to the potential $Q_s = Q - \frac{sL}{n}$. Let us now put
\begin{equation}
e_f = \frac{1}{2} \int_S \Delta f + \frac{1}{2} \int_C f \Delta L, \quad v_f = -\int_C f \Delta f dA.
\end{equation}

By (6.21) and (6.23) (with $h$ replaced by $sf$), there is a small number $\beta > 0$ such that
\begin{equation}
\mathbb{E}_{n,sf}(f) - e_f = sv_f + O(n^{-\beta}).
\end{equation}

(It is easy to see that the $O$-constant is uniform for $s$ in bounded subsets of $\mathbb{R}$.)

Integrating (6.25) in $s$ from 0 to $t$ and using (6.24), we find (6.2). If we ignore the error-term, we recognize the CGF of a normal $N(e_f, v_f)$-distributed random variable. Since (6.2) holds uniformly for $t$ in compact subsets of $\mathbb{R}$, we have shown that fluct$^n f$ converges in distribution to $N(e_f, v_f)$.

It remains to prove that the expectation term $e_f$ agrees with the formula 6.3 in Theorem 6.1. For this, we use Green’s formula and the definition of Neumann’s jump $N(L^G)$ in (6.1).

In detail, we have
\begin{equation}
\frac{1}{2} \int_S \Delta f dA = \frac{1}{8\pi} \int_{\partial S} \partial_n f |dz|.
\end{equation}

Applying twice Green’s identity, since $f$ and $L^G$ are harmonic in the gap,
\begin{equation}
0 = \frac{1}{2} \int_G f \Delta L^G dA = -\frac{1}{8\pi} \int_{\partial G} f \cdot \partial_n L^G |dz| + \frac{1}{8\pi} \int_{\partial G} \partial_n f \cdot L^G |dz|
\end{equation}
and thus, using again Green’s identity and also that \(L = L^G = \tilde{L}^G\) on \(\partial G\),
\[
\frac{1}{2} \int_G f \Delta L \, dA = -\frac{1}{8\pi} \int_{\partial G} f \cdot \partial_n L \, |dz| + \frac{1}{8\pi} \int_{\partial G} \partial_n f \cdot L^G \, |dz|,
\]
\[
= -\frac{1}{8\pi} \int_{\partial G} f \cdot \partial_n L \, |dz| + \frac{1}{8\pi} \int_{\partial G} f \cdot \partial_n (\tilde{L}^G) \, |dz|,
\]
\[
= \frac{1}{8\pi} \int_{\partial G} f \cdot \mathcal{N}(L^G) \, |dz|.
\]
(The normal derivatives are on the outwards direction from \(S\) and \(\tilde{L}^G\) is harmonic continuation of \(L^G|_G\)).

We have shown that \(e_f\) indeed agrees with the formula (6.3). The proof is complete. \(\square\)
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