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Abstract—Serverless clouds allocate multiple tasks (e.g., microservices) from multiple users on a shared pool of computing resources. This enables serverless cloud providers to reduce their resource usage by transparently aggregate similar tasks of a certain context (e.g., video processing) that share the whole or part of their computation. To this end, it is crucial to know the amount of time-saving achieved by aggregating the tasks. Lack of such knowledge can lead to uninformed merging and scheduling decisions that, in turn, can cause deadline violation of either the merged tasks or other following tasks. Accordingly, in this paper, we study the problem of estimating execution-time saving resulted from merging tasks with the example in the context of video processing. To learn the execution-time saving in different forms of merging, we first establish a set of benchmarking videos and examine a wide variety of video processing tasks—with and without merging in place. We observed that although merging can save up to 44% in the execution-time, the number of possible merging cases is intractable. Hence, in the second part, we leverage the benchmarking results and develop a method based on Gradient Boosting Decision Tree (GBDT) to estimate the time-saving for any given task merging case. Experimental results show that the method can estimate the time-saving with the error rate of 0.04, measured based on Root Mean Square Error (RMSE).
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I. INTRODUCTION

In distributed computing systems, and particularly in the serverless cloud platforms, often multiple tasks (micro-services in the context of serverless clouds) are allocated on a set of shared resources [1]. The resource sharing reduces the total resource consumption and subsequently achieves cost-efficiency. In a serverless computing platform where resource sharing among multiple users is a norm, it is likely that multiple users independently request for an identical or similar task [2]. For instance, in serverless platform specialized in video processing [3], two users can request to stream the same video with the same or different resolutions. Fig. 1 shows a scenario where multiple users send their similar or identical service requests (tasks) to the system. Such tasks offer an opportunity to perform computational reuse for the requested service. The mapper (i.e., scheduler) of the system is in charge of detecting these identical and/or similar tasks and initiating the reusing process.

Caching [4] is the established approach to enable reusing of identical tasks. However, this approach cannot perform reusing for the executing and pending tasks. More importantly, the caching approach cannot achieve reusing for similar tasks and uncacheable tasks such as those generated from live video streaming [5]. A novel approach to achieve reusing for similar tasks is to aggregate them in the waiting and running states [2]. Aggregating (a.k.a. merging) of multiple tasks brings about multiple performance benefits, in terms of reducing the makespan time, and incurred cost requirement.

However, the side-effect of task merging can be degrading the users’ Quality of Service (QoS). In particular, rearranging and aggregating multiple small tasks create large tasks whose execution can potentially lead to deadline violation of either the merged task or other pending tasks scheduled behind it.

To avoid the side-effect of task merging and deadline violation, informed merging decisions should be made. Specifically, the mapper needs to know how much saving can be accomplished by merging two or more tasks and then, the merging is carried out, only if it is worthwhile. However, to date, a little
attention has been paid in the literature to profile the execution-time of the merged tasks and understand their behavior. The challenge in profiling the task merging is that the number of possible combinations (i.e., merging cases) is interactable and it is not feasible to examine and understand the behavior of all possible cases. Therefore, a method that can predict the execution-time of the merged task is required.

Accordingly, in this research, we first strategically benchmark a variety of merging cases to understand the influential factors on merging effectiveness. Then, in the second part, we develop a method (shown as Execution-Time Saving Predictor in Fig. 1) to estimate the execution-time saving resulted from merging any two or more given tasks. The proposed method operates based on a machine learning model that is trained using our observations in the first part.

Our motivational scenario is a serverless platform that is specialized in video processing (particularly, video transcoding [3]) services. This platform processes video contents and formats them based on the viewers’ display devices, internet bandwidth, and personal preferences [6], [7]. The reason we concentrate on video processing is the increasing prevalence of video streaming in the Internet. Currently, video streaming constitutes more than 75% of the Internet traffic [8]. As such, even a minor improvement in video processing can play a significant role in reducing the cost and energy consumption on a global scale. In this context, we provide a benchmark of video segments and a set of tasks operating on those segments. We perform a descriptive analysis to understand the merging behavior for different number of merged tasks with various parameters. Then, we leverage the descriptive analysis and develop a method, based on Gradient Boosting Decision Tree (GBDT) [9], to predict the execution-time saving of unforeseen merging cases. Although this initial study is focusing on video processing tasks. The methodology and the prediction model can be adapted to other contexts too. In summary, the key contributions of this research study are as follows:

- We collect and benchmark a video processing dataset that includes the execution-time of various video processing operations with and without task merging.
- We provide a descriptive analyze of the influential factors on the execution-time saving of merged tasks.
- We develop a method to predict the execution-time saving from merging any set of given tasks.

The rest of the paper is organized as follows: In Section II, we lay out background and related works to enhance video transcoding efficiency. Section III details the setup of the task merging experiments and examines the implications of the results. Leveraging the obtained data, we propose and train a GBDT-based prediction model in Section IV. Then in Section V, we optimize our prediction model and test the model prediction accuracy. Finally, we conclude the paper and future work in Section VI.

II. BACKGROUND AND RELATED WORKS

A. On-demand Video Processing

Traditionally, video segments for video streaming are pre-processed and cached in multiple versions to fit the various device and user requirements. However, the pre-processing approach is cost-prohibitive and is not applicable for live streaming. On-demand video processing can overcome these limitations by processing each video to the user’s exact specification upon request [8].

In our prior work [2], we proposed an on-demand video streaming system based on a serverless cloud. In this system, video transcoding services (e.g., altering codec, resolution, frame-rate, and bit-rate) transform the format of a source video to fit the viewer’s device and bandwidth requirements. Fig. 2 shows a bird’s eye view of recording videos in a certain format and then transcoding them before streaming to end-users with diverse display devices. Such a system frames the scope of this study.

B. Detecting Different Types of Task Merging

The nature of serverless cloud computing paradigm is to hide the resource provisioning and allocation decisions from the viewers’ perspective [10]. This allows the cloud providers to handle the task scheduling and gain resource efficiency via aggregating viewers’ tasks and avoiding redundant processing. Tasks or services can be merged on the basis of some common properties, such as the same input data and/or the same operational process. The more properties the tasks have in common, the more potential exists to save in computing via merging the tasks together. In our prior study [2], we developed a method, with constant time complexity, to detect similarity between tasks by checking the hash signature of an arriving task against tables containing hash signatures of existing tasks. We categorize the task similarity levels of video tasks in three discrete types, namely Task level, Data-Operation level, and Data-only level. Note that this categorization is arbitrary and can be categorized differently in other contexts.

Task level similarity indicates that the merging parties share all the relevant parameters for video transcoding. Therefore the task merging results in 100% saving on the second instance of the

![Fig. 2. A bird’s eye view of video transcoding process flow. Videos are recorded at a very high bit-rate then transcoded to various compression standards to fit requirements of the network and display devices.](image-url)
task by piggybacking on the first one. This is an evident type of reusing and we exclude it from our study.

Data-Operation level similarity is when the tasks are performing the same operation on the same video segment with different parameters. For instance, when two users request the same video at two different bit-rates. The video segment fetching (from the repository), decoding, and transcoding function loading can be merged. Only the bit-rate changing operation and final video encoding are performed separately. The merged task’s execution-time is shorter than the sum of the time required to perform each task separately.

Data-Only level similarity is when the tasks are performing multiple different operations on the same video segment. In this type of merging in video processing example, only video fetching segment fetching and potentially decoding part can be shared while all other steps are proceed separately.

While we have a rough idea of potential resource-saving in each form of merging, the exact magnitude of resource-saving is unknown and needs to be investigated in this study.

C. Prior Studies on Benchmarking Video Processing

Most prior studies on performance benchmarking and modeling in video transcoding focus on the performance of each video transcoding operation rather than the result of merging multiple requests. Here are some notable contributions.

Netflix [11] publishes a dataset to enrich the state-of-art video source for testing video quality metrics, the dataset contains 34 video clips from popular shows and movies, which embody multiple characteristics of video contents. Furthermore, HD VideoBench [12] also provides some high definition digital videos for benchmarking. Those videos are encoded with MPEG-2, MPEG-4, and H.264. However, the selection of video content is limited (Blue sky, Pedestrian, Riverbed, and Rush hour) with three resolutions (1080P, 576P, and 720P). Lottarini et al., [13] proposes Vbench which is a set of benchmark on video streaming workload captured from the cloud. From the collected video usage data, they algorithmically selects representative configurations with a more considerable variance. They found that GPUs enabled cloud resources are the fastest configuration for high-quality live streaming scenarios.

III. ANALYSIS OF VIDEO TASK MERGING OPERATION

A. Video Benchmark Dataset

We used 3,159 video segments to construct the benchmark dataset. The video segments are gathered from a set of 100 open-license videos in YouTube [14]. To build a representative dataset, we assured that the chosen videos cover diverse content types with distinct motion patterns (i.e., fast or slow pace) and various object categories.

To systematically analyze the evaluation results and eliminate the impact of different video formats that affect the execution-time, we split all the videos to two-second video segments with the standardized format detailed in Table I. It is noteworthy that segmenting videos is a common practice in stream providers and the two-second is to comply with the MPEG transport streaming [15], [16] standard. We choose H.264 as the unified codec, because it is still the most common and widely compatible format for video streaming. We selected libx264 [17] as the encoders to change all the proposed video formats. The benchmark dataset contains 3,159 video segments that are publicly available for reproducibility purposes, with detailed description of the each video.

B. Benchmarking Execution-Time of Video Transcoding Tasks

Based on the video segments of the collected dataset, we perform a set of benchmark services that consists of four primary video transcoding operations (tasks), namely changing bit-rate, frame-rate, resolution, and codec. Early evaluation of the collected execution-time revealed a remarkable variation in the execution-time of some task types. Specifically, we noticed that codec execution-time is far beyond the other three task types. Accordingly, we categorize the tasks types into two groups: First group is called Video Information Conversion (VIC) that includes changing bit-rate, frame-rate, or resolution task types. Tasks of this group have a low variation in their execution-times, when processing different video segments on the same machine type. Second group is Video Compression Conversion that only includes the codec task type (hence, we call it the Codec group). In contrast to the first group, the codec execution-time (and subsequently its merge-saving) for different video segments varies remarkably even on the same machine.

| Video Information Conversion (VIC) | Codec |
|----------------------------------|-------|
| Bit-rate | Frame-rate | Resolution | |
| 384K | 10 fps | 352×288 | MPEG-4 |
| 512K | 15 fps | 680×320 | H.265/HEVC |
| 768K | 20 fps | 720×480 | VP9 |
| 1024K | 30 fps | 1280×800 | - |
| 1536K | 40 fps | 1920×1080 | - |
| **TABLE II** | **THE LIST OF PARAMETERS EMPLOYED TO FORM VARIOUS TRANSCODING TASKS. EACH TRANSCODING TASK CHANGES ONLY ONE SPECIFICATION OF THE VIDEOS IN THE STANDARDIZED BENCHMARK DATASET. ACCORDINGLY, THERE ARE COLLECTIVELY 18 TRANSCODING TASKS: 5 FOR BIT-RATE CHANGING, 5 FOR FRAME-RATE CHANGING, 5 FOR RESOLUTION CHANGING, AND 3 FOR CODEC CHANGING.** |

To limit the degree of freedom in execution-time, we configured each transcoding task to change only one specification of the videos in the benchmark dataset. The characteristics (parameters) of the evaluated transcoding tasks are listed in Table II. According to the table, there are 4 task types and
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collectively 18 transcoding tasks, including 5 different parameters in tasks changing bit-rate, 5 parameter for tasks changing frame-rate, 5 parameters in tasks that change resolution, and 3 parameters in tasks changing codec.

To evaluate a variety of task merging cases, we compare the time difference between executing the 18 video transcoding tasks individually against executing them in various merged forms. Our preliminary evaluations showed that there is little gain in merging more than five tasks. In addition, we observed that it is unlikely to find more than five (similar, but not identical) mergeable tasks at any given moment in the system [2], [18]. As such, in the benchmarking, the maximum number of merged tasks (a.k.a. degree of merging) is limited to five.

Even with this limitation, exhaustively examining all possible permutations of merging 18 tasks (in batches of 2, 3, 4, 5 tasks) collectively leads to \( C(18, 2) + C(18, 3) + C(18, 4) + C(18, 5) \) cases, where \( C(x, y) \) refers to \( y \)-combinations from a set of \( x \) tasks. That entails 12,597 experiments per video segment. As performing this many experiments is time prohibitive, we reduce the number of possible test cases to some highly representative merging cases for each video segment. Details of the conducted benchmarking is as follows:

(A) We measured the execution-time of the 18 tasks on each one of the 3,159 video segments in the dataset individually. This means that, in this step, we collected 56,862 execution-times for individual tasks.

(B) We measured the execution-time of merged tasks with the same operation and 2—5 various parameters. That is, each merged transcoding task is composed of one operation (e.g., changing resolution) with two to five different parameters (e.g., based on the possible values of resolution, mentioned in Table II). Then, to measure the magnitude of saving resulted by the task merging (henceforth, referred to as merge-saving), the resulting execution-times are compared against execution-time of individual transcoding time from (A).

(D) We benchmark and analyze execution-time of merged tasks with codec operation and operations from the VIC group. The process is similar to (C). However, each merged task is composed of one codec changing operation with one or more VIC class operations.

C. Analyzing the Impact of Task Merging on Execution-Time

1) Evaluating the impact on the makespan time: To understand the task merging performance behavior, we evaluate the total transcoding time (a.k.a. makespan) of the tasks in the VIC group under two scenarios: transcoding with and without merging. We consider merging of two to five parameters for bit-rate, frame-rate, and resolution separately—shown as \( 2P \) to \( 5P \) in the horizontal axes of Fig. 3. The difference between transcoding time when executing each task individually versus when the tasks are merged represents the merge-saving.

We observe that, in all cases, there is an increasing trend in the merge-saving when the degree of merging is increased. Interestingly, we observe that the ratio of merge-saving generally increases for the higher degrees of merging. The only exception is in Fig. 3(c) (changing resolution) that by increasing the degree of merging from \( 4P \) to \( 5P \), the merge-saving ratio is not increased. In general, we can conclude that all task merging with operations within the VIC group consistently and substantially save the execution-time.

2) Evaluating the impact on execution-time saving: Changing the view to focus on execution-time saving percentage. Fig. 4 shows that, on average, when two tasks in the VIC group are merged (\( 2P \)), the execution-time is saved by 26%. The saving increases to 37% when three tasks merged together.
In terms of missing the task's deadline). VIC Combination merged tasks compose of multiple different operations within itself or other pending tasks [18]. This observation holds for the effects (in the form of delaying) the completion of the large task. The task complicates the scheduling and increase the potential side-effects of task merging, the system should target to form groups to strike a balance between efficiency gain and potential side-effects (in the form of delaying) the completion of the large task itself or other pending tasks [18]. This observation holds for the merged tasks compose of multiple different operations within VIC group (denoted as VIC Combination).

For merged tasks that include codec changing operations, the results are far from consistent. Merge-saving of tasks that include MPEG-4 codec changing behave similarly to pure VIC group operations. Merge-savings of tasks with HEVC codec changing operation are consistently lower than any aforementioned cases for every degree of merging. The minimum saving is observed when the merged task includes VP9 codec changing operation. In which case, the saving is even reduced when the degree of merging increased from 3P to 4P.

The results suggest that the significant gain in merging takes place in the first three tasks merging. We can conclude that, to strike a balance between efficiency gain and potential side-effects of task merging, the system should target to form groups of about three tasks, rather than forming the biggest possible group of task merging. It is also worth mentioning that codec changing operations have a significantly (up to eight times) longer execution-time than VIC group operations. Merging a codec changing task to VIC group tasks does not necessarily offer a significant merge-saving, yet can jeopardizes the users’ QoS. That is, merging a short task from the VIC group to a large task from the codec group can significantly delay the completion time of the short task and degrades its QoS (e.g., in terms of missing the task’s deadline).

IV. PREDICTING THE EXECUTION-TIME SAVING OF TASK MERGING

A. A Model to Predict Execution-Time Saving

In the benchmarking process, we noticed that the number of cases that tasks can be merged in a system is interactable (see Section III-B). That is, it is not feasible to pre-generate the knowledge of the merge-saving of all task types with all possible parameter values and for all video files. However, such a knowledge is crucial to decide about performing a task merging case [18]. As such, our goal in this part is to leverage our findings in the benchmarking section and develop a machine learning model that can predict the merge-saving of any given set of mergeable tasks based on the task types and characteristics of the video segments.

In total, 81,327 data points, obtained from the benchmarking, were used to train the proposed model. For training and validating the model, we extracted metadata of the benchmark videos and transcoding configurations. A short sample of these metadata is shown in Table III. As we can see in the table, for each video, we collected its essential static features, including duration, segment size, frame-rate (FR), width, and height (for the sake of better presentation, only few columns are shown in the table). Then, we concatenate the static features to the specification of merged task’s transcoding configuration. The transcoding configuration includes the number of bit-rate changing (B), spatial resolution/frame-rate changing (S), resolution changing (R), and the type of codec changing included in the merged task. The output of the machine learning model is the merge-saving, i.e., the percentage of improvement in execution-time upon merging several tasks versus not merging them.

Since the three codec transcoding parameters behave significantly different, the codec operation parameters are marked separately in Table III, as MPEG4, VP9, and HEVC columns. In contrast, for the ones in the VIC group, we observed that their configurations (i.e., parameter values) have little influence on the merge-saving, in compare with their degree of merging. As such, for elements of the VIC group, we consider the number of operations (sub-tasks) in the merged task as opposed to the value of their parameters. Accordingly, the integer values in the B, S, and R columns represents the number of those operations included in the merged task. The main benefit of marking the table in this manner is to create a robust model that can infer the merge-saving even for unforeseen parameters. Arguably, if we bind the elements of VIC group to their parameter values in the training, then the model cannot efficiently predict the merge-saving of a merge request whose parameter values are out of the scope of the training dataset.

B. Gradient Boosting Decision Tree (GBDT) to Predict the Execution-Time Saving

Decision tree [19] is a known form of prediction model that functions based on a tree-based structure. Starting from the head node, the model performs a test on a feature at each one of its internal nodes. Ultimately, the traversal leads to a leaf node that includes the prediction [20]. In particular, decision trees are proven to be appropriate for predicting numerical of unknown data [21]. Because merge-saving prediction can be considered as a kind of numerical prediction problem, we choose decision trees to predict the saving. However, solutions
Based on a single decision tree are generally prone to the over-fitting problem [21]. That means, the model is excessively attached to the training dataset such that, at the inference time, its prediction cannot cover slight variations in the input.

Accordingly, to devise a prediction model that is robust against over-fitting, we utilize a optimal method of decision trees, known as Gradient Boosted Decision Trees (GBDT) [9]. This is an iterative construct based on boosted ensemble of weak-learner decision trees. In fact, GBDT combine the multiple boosted weak-learners into a high accuracy and robust model. The boosting technique uses a process in which subsequent predictors learn from errors of the previous predictors. The objective of each iteration is to reduce the prediction error, which is calculated by a loss function [9].

The pseudo-code, shown in Algorithm 1, elaborates on how the merge-saving prediction model is trained based on GBDT. On line 2 of the pseudo-code, a subset of the benchmark dataset, explained in Section III, is generated and is used as the training dataset, denoted as \( t \). We considered 80% of the benchmarked dataset in \( t \). The initial decision tree, denoted as \( B_0(x) \), is created with random number and trained based on \( t \) on line 3. On line 4, the main loop of the training model aims at creating one weak model based (decision tree) per iteration. Note that \( x \) represents the input features of the merged task, as expressed in Table III. In this step, there are various hyper-parameters that affect form of the decision tree being created. Notable hyper-parameters (among many others [21]) that impact the accuracy of the prediction model are the learning rate (denoted as \( L \)), maximum depth of the individual regression estimators (denoted as \( D \)), the minimum number of samples required to split an internal node (denoted as \( S \)), and the minimum number of samples needed to be at a leaf node (denoted as \( J \)). In Sections V-A—V-C, we elaborate on the appropriate values of these hyper-parameters such that the prediction accuracy of the merge-saving prediction model is maximize.

Let \( r_{mi} \) denote the prediction error of record \( i \in t \). Recall that the core idea of GBDT is to learn from and improve upon the mistakes of the previous iteration. Accordingly, on line 5, we calculate \( r_{mi} \) of the model created in the previous iteration (i.e., \( B_{m-1}(x) \)). The value of \( r_{mi} \) is calculated based on Equation 1. In this equation, \( y_i \) is the ground truth (i.e., actual saving in Table III) for the prediction made by \( B_{m-1}(x_i) \). Also, \( L(y_i, B_{m-1}(x_i)) \) denotes the loss function and it is calculated as explained in [9].

\[
r_{mi} = -\left[ \frac{\partial L(y_i, B_{m-1}(x_i))}{\partial B_{m-1}(x_i)} \right] \tag{1}
\]

On line 7, the decision tree is updated (called \( B_m(x) \)) based on the value of \( r_{mi} \). On line 9, the ensemble of created decision trees form the merge-saving prediction model. Details of forming the ensemble can be found in [9].

V. PERFORMANCE EVALUATION OF THE EXECUTION-TIME SAVING PREDICTOR

To maximize the prediction accuracy and efficiency, it is critical to determine the optimal combination of parameter values used in the GBDT model. As such, in this section, first, we examine various parameters that influence the accuracy of the prediction model. The best performance is achieved by deliberately selecting the fittest combination of these parameters. The predicted time-saving is primarily used for scheduling purposes where prediction errors can perturb the scheduler. As such, we consider Root Mean Square Error (RMSE) as the primary performance evaluation metric.

Once we optimally configure the proposed GBDT model, in the second part, we measure and analyze its prediction accuracy with respect to other methods that can alternatively employed to predict the merge-saving.

A. Tuning the Learning Rate of the Predictor Method

Gradient boosting predictors become robust when the model is sufficiently learned. However, over-fitting can occur, if they learn too fast with too little variation in the input. The learning rate \( (L) \) of the predictor indicates how fast it can learn at each iteration. This parameter is generally considered along with the number of trees (denoted as \( M \)) that is used to train the model.
Parameter $M$ is also known as the iterations parameter, because each iteration generates one tree.

In this part, our goal is to tune the predictor with the appropriate learning rate. For that purpose, we examine the RMSE metric when the learning rate $L$ changes in the range of $[0.5, 0.005]$. Each learning rate is examined when number of trees varies in the range of $[350, 6,000]$.

Fig. 5(a) demonstrates the relationship between RMSE and $M$ for different values of $L$. We observe that when the number of trees is low (i.e., short training), higher learning rates lead to a faster converge of the model. Therefore, the model achieves high accuracy in a lower number of iterations. However, the high learning rate can be susceptible to noise on the gradient that impacts the accuracy when leaned with a relative high number of tree.

We observe the maximum prediction accuracy for low learning rates and high number of trees. Increasing $M$ and decreasing $L$ make the model less susceptible to the noise, however, it make the model more complex and time consuming. Accordingly, to strike a balance between accuracy and the model complexity, we configure $M = 350$ and $L = 0.1$.

### B. Tuning the Value of Regression Estimator Maximum Depth

Maximum Depth ($D$) is a parameter that controls the number of decision trees allowed in the model. The optimal value of $D$ varies from one model to another, depending on the interaction of features within the training dataset and other training parameters. This parameter can be ignored when there are only few features. However, in our model, the optimal depth value should be limited based on the interplay of the input parameters.

Fig. 5(b) shows the correlation between maximum depth of the tree in the range of $[3, 12]$ in the horizontal axis and its corresponding error rate (RMSE). We notice that, as the value of $D$ increases, the prediction accuracy continues to increase until $D$ reaches 12 where we have an inflection point and we observe over-fitting. Therefore, we set $D = 11$ as the appropriate value for the task merging prediction method.

### C. Tuning the Value of Minimum Samples to Create Internal-and Leaf-Node

In this part, we evaluate the parameters that control the minimum sample to create a new internal node and the minimum sample to create a new leaf node ($S$ and $J$ parameters, respectively) and measure their impact on the accuracy of the prediction model.

The value of $J$ parameter correlates with the value of $S$ parameter. Accordingly, in Fig. 5(c), we explore the prediction accuracy (by means of the RMSE value in the vertical axis) obtained when the values of $S$ varies in the range of $[2, 50]$. The experiment is conducted for different values of $J$ (in the range of $[1, 5]$).

We observe that regardless of the $J$ value, by increasing the value of $S$ a reverse bell curve shape is emerged. The lowest error rate, however, varies depending on the value of $J$ parameter. The rebound of error rate indicates overfitting and should be avoided. From this experiment, we configure $J = 2$ and $S = 30$ that offer the lowest error rate.

### D. Evaluating Improvement in the Prediction Accuracy

In this part, we evaluate accuracy of the proposed prediction model (when configured as: $M = 350$, $L = 0.1$, $D = 11$, $S = 30$, $J = 2$) against two alternative prediction methods. The first baseline approach, called Naïve predictor, carries out the prediction based on a lookup table of mean execution-time saving for each operation. Another baseline approach is based on machine learning and uses a multi-layer perceptron (MLP) [22] for prediction.

The prediction accuracy is reported as the percentage of correct predictions, denoted as $C$ and is defined based on Equation 2. In this equation, $A$ represents the total number of test cases, $P$ is the predicted execution-time saving ratio, $E$ is the observed execution-time saving ratio, and $\tau$ is the acceptable error rate, which is set to 0.12 in Fig. 6.

$$C = 100\% \times \frac{1}{A} \sum_{i=1}^{A} \begin{cases} 0, & |P_i - E_i| > \tau \\ 1, & |P_i - E_i| \leq \tau \end{cases}$$  (2)
We observed that the GBDT model significantly outperforms the prediction accuracy of MLP and Naïve approaches, regardless of merging degree. Both MLP and GBDT significantly perform more accurate for higher degrees of merging (4P and 5P) than the lower ones (2P and 3P). The reason is that, the lower degree of merging saves relatively low amount of execution-time, which is difficult to accurately predict. The maximum accuracy is 93% when GBDT is employed in 4P.

VI. CONCLUSION AND FUTURE WORKS

In this research, we studied the potential of reusing computation via merging similar tasks to reduce their overall execution-time in the clouds. Considering video processing context, we built a video benchmarking dataset and evaluated the parameters that influence the merge-saving. We observed that merging similar video processing tasks can save up to 31% (for merging two tasks) of the execution-time that implies a significant cost saving in the cloud. We also learned that the merge-saving gain becomes negligible, when degree of merging is greater than three. Then, we leveraged the collected observations to train a machine learning method based on Gradient Boosting Decision Trees (GBDT) to predict the merge-saving of unforeseen task merging cases. The fine-tuned prediction model can provide up to 93% accurate saving prediction. The next step following this study is to explore an even broader variety of operations in other contexts. Rather than a single level predictor, a future work can utilize multi-level predictor where the first level predict the operation behavior, then the second level predict the merge-saving based on the parameters.
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