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Abstract. The internationalization started to be seen as an opportunity for many companies. This is one of the most crucial growth strategies for companies. Internationalization can be defined as a corporative strategy for growing through foreign markets. It can enhance the product lifetime and improve productivity and business efficiency. However, there is no general model for a successful international company. Therefore, the success of an internationalization procedure must be estimated based on different variables such as the status, strategy, and market characteristics of the company. In this paper, we try to build a model in evaluating the internationalization success of a company based on existing past data by using Support Vector Machines. The results are very encouraging and show that Support Vector Machines can be a useful tool in this sector. We found that Support Vector Machines achieved 81.36% accuracy rate with RBF Kernel, 80% training set, and \( \sigma = 0.05 \).

1. Introduction

Internationalization started to be seen as an opportunity for many companies. It is an important strategic choice to face economic globalization challenge [1]. Internationalization is defined as the process of involvement increase in international operations [2, 3]. It refers to the degree of sale incomes or operations which firms direct in foreign market [4]. Thomson et al in 2015 said there are five reasons why a company may opt to enter the foreign market. There are: to gain access to new customers, to gain access to resources in foreign market, to gain access to low-cost inputs of production, to spread the business risk, and the last is to achieve lower costs through the increase of purchasing power [5]. However, internationalization is a high risky business strategy. The firms should prepare for political and economic risks, they will face international market change, technology, market and financial risks.

There is no general model for a successful international company. The success of an internationalization procedure must be estimated based on different variables such as the status, strategy, and market characteristics of the company [6]. In this study, we will build a model by using existing past data that have faced an internationalization process before. This model will be able to classify internationalization success or failure of a company. It will help a company to predict the internationalization success of the company base on the current company’s condition.

We used machine learning techniques to build the model. Machine learning is an application of artificial intelligence that provides systems the ability to automatically learn and improve from experience without being explicitly programmed (Arthur Samuel, 1959). Support Vector Machines (SVM) is known as the powerful machine learning tool for classification. Application of SVM has been used by Rustam Z and Yaurita F [7], Rustam Z and Zahras D [8], Rustam Z and Arianarri N P A [9], Wardana I P A and Rustam Z [10], Puspitasari D A and Rustam Z [11], Rustam Z, Vibranti D F, and...
Widya D [12], respectively for insolvency prediction, classifier for intrusion detection system, classifying policyholders satisfactorily, decision-making in stock investment, stock analysis of Indonesian stock exchange, and predicting the direction of Indonesian stock price movement.

Since a lot of financial problems could be solved by SVM and the results are trustworthy, in this study we try to conduct the insolvency prediction model used SVM algorithms. We built the model by using 595 companies which have faced an internationalization process before. The results are very encouraging and show that SVM can be a useful tool to predict company’s internationalization success. The rest of paper is structured as follows. In the next section, there are brief introduction to SVM algorithm and kernel function. The third section describes the data set that we used and steps of the experiment. And finally, the last section contains some concluding remarks.

2. Support Vector Machines and Kernel Function

2.1. Support Vector Machines (SVM)

SVM has received much attention in classification problems. This method first proposed by Vapnik in 1998. In a few years later, Nello Cristianini (Professor of Artificial Intelligence at the University of Bristol) did a research about SVM based on Vapnik’s theory before and have written the result in [13]. After that in 2002, Bernhard Scholkopf developed SVM theory and published it in a book which is about kernels in SVM as we can see in [14]. We used [15], [16], [17] and [18] as our main reference in this SVM section.

Let \( D = \{(x_i, y_i)\}_{i=1}^N \) be a classification data set, with \( N \) points in \( d \)-dimensional space. Further, let us assume that there are two class labels, \( y_i \in \{+1, -1\} \) denoting the positive and negative classes. The main purpose of SVM is to find the best hyperplane that is defined as follows:

\[
\hat{f}(x) = w^T \cdot x + b
\]  
(1)

Here, \( w \) is a \( d \) dimensional weight vector, and \( b \) is a scalar, called bias. For points that lie on the hyperplane, we have:

\[
w^T \cdot x + b = 0
\]  
(2)

Figure 1 shows the illustration of SVM. Let the red point belongs to the positive class and the blue point belongs to the negative class. The \( H \) line is called hyperplane, \( H_+ \) and \( H_- \) are called canonical hyperplane. Support vectors are the data points that lie closest to the hyperplane. There are many hyperplanes which able to separate two classes, but there is only one the optimal hyperplane [15]. It should be the hyperplane that maximizes the margin between to class, so that the distance from the hyperplane to the nearest data point on each side is maximized.
The formula of margin is \( \frac{2}{||w||} \) where \( w \) is a vector that perpendicular to the hyperplane. Consider that instead of maximizing the margin \( \frac{2}{||w||} \), we get an equivalent formula if we minimize \( ||w|| \). Then we can obtain an equivalent minimization formula given as follows:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} ||w||^2 \\
\text{subject to} & \quad y_i (w^T \cdot x_i + b) \geq 1, \; \forall i = 1, \ldots, N
\end{align*}
\]

The Eq. (3) can be solved directly by using standard optimization algorithms. However, it is more common to solve the dual problem which is obtained by the use of Lagrange function. We introduce Lagrange multipliers \( \alpha_i \) for each of the constraints in (4), thus we get:

\[
L(w, b, \alpha) = \frac{1}{2} ||w||^2 - \sum_{i=1}^{N} a_i \{ y_i (w \cdot x_i + b) - 1 \} 
\]

where \( \alpha = (a_1, a_2, \ldots, a_n)^T \). Setting the derivatives of \( L(w, b, \alpha) \) with respect to \( w \) and \( b \) equal to zero, the following two conditions were obtained:

\[
\begin{align*}
\frac{\partial L}{\partial w} &= w - \sum_{i=1}^{N} a_i y_i x_i = 0 \rightarrow w = \sum_{i=1}^{N} a_i y_i x_i \\
\frac{\partial L}{\partial b} &= \sum_{i=1}^{N} a_i y_i = 0 \rightarrow \sum_{i=1}^{N} a_i y_i = 0
\end{align*}
\]

The Eq. (3) can be transformed into a dual problem by substituting the derivatives of Lagrangian (Eq. (6), (7)) back into the Lagrangian function [12], therefore we obtained the dual form as follows:

\[
L(\alpha) = \max \left\{ -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} y_i y_j a_i a_j (x_i, x_j) + \sum_{i=1}^{N} a_i \right\}
\]

\[
\text{subject to} \quad \sum_{i=1}^{N} y_i a_i = 0, \; a_i \geq 0
\]

There is a case that the data set is not linearly separable, therefore the data set should transform into a higher dimension using kernel function \( \kappa(x_i, x_j) = \phi(x_i)^T \phi(x_j) \). In this paper, we used RBF and polynomial kernel as described in Sec 2.2, and by changing the inner product of two vectors with \( \kappa(x_i, x_j) \). The Eq. (8) can be rewritten as:

\[
L(\alpha) = \max \left\{ -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} y_i y_j a_i a_j \kappa(x_i, x_j) + \sum_{i=1}^{N} a_i \right\}
\]

Solving Eq. (10) with constraints in Eq. (9) will determine the Lagrange multipliers \( (a_i a_j) \). By using KKT condition the formula of \( w \) and \( b \) are finally obtained as follows:

\[
w = \sum_{i=1}^{N} a_i y_i x_i
\]

and

\[
b = \frac{1}{N_s} \sum_{i \in S} \left( y_i - \sum_{m \in S} a_m y_m x_m \right)
\]

where \( N_s \) is the number of support vectors.
2.2. Kernel Function
Based on the prior experiments, most of training set are not linearly separable. To solve this problem, each vector $x_i$ is mapped to a higher dimensional space which is called feature space. It is expected that the transformed data can approach the linearly separable data, so that classification accuracy can be improved. A kernel is a function $\kappa$ that for all $x_i, x_j \in X$ satisfies [14]:

$$\kappa(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle$$

(13)

where $\phi$ is a mapping from $X$ to an (inner product) feature space $F$.

$$\phi: x_i \rightarrow \phi(x_i) \in F$$

(14)

In our research we used RBF and polynomial kernel that defined as follows:

$$\text{RBF} \quad \kappa(x_i, x_j) = \exp(-\frac{\|x_i - x_j\|^2}{2\sigma^2})$$

$$\text{Polynomial} \quad \kappa(x_i, x_j) = (\langle x_i, x_j \rangle + 1)^d$$

(15)

(16)

where $d$ and $\sigma$ are the adjustable parameters.

3. Experiment and Results
3.1. Data set
In this study, we used SVM algorithm to build the model that can predict internationalization’s success of companies. The data set has got from Prof. M J Segovia [19]. This data set used is yearly elaborated by the Spanish Foundation of Statal Industrial Participation (SEPI), by investigated more than ten employees in manufacturing companies. This database is elaborated for the whole country and all variables involved are annual. In our study, there are 595 Spanish companies data including the success or failure of the company in its internationalization process. Each firm is described by 30 variables ($V_1$, $V_2$, ..., $V_{30}$). All the respective variables describing the companies themselves and their internationalization strategy.

3.2. Results
The aim of this research is to build the model that able to predict the internationalization success of a company. We solved the problem by using SVM algorithm. In machine learning, before using the algorithm, we should split the data set into training set and test set. Training set is implemented to build up the model while the test set use to validate the model built (to check the accuracy). Therefore, the first step in our research is, we randomized all the data and split it into training set and test set. Let the training set is p% data from each class, then it is obvious the test data will be (100 - p)% data from each class.

Assume that $D = \{(x_i, y_i)\}_{i=1}^{N}$ are the given training set, where $\{x_i\}_{i=1}^{N}$ are the set of companies that have faced internationalization process with N points in d-dimensional space, and $y_i \in \{+1, -1\}$ denotes label of each company. Label +1 belongs to companies that succeeded in internationalization process, and -1 belongs to companies that failed in internationalization process. Therefore, we had two class in the experiment, the first class is the set of successful companies and the second class is the set of unsuccessful companies.

After randomized the data set, and determined several data to be training set, SVM algorithm worked by solving the quadratic problem in Eq. (10). In short, the algorithm got the weight vector ($w$) and bias ($b$). Substituting $w$ and $b$ into Eq. (1) brought the algorithm to get the best function of hyperplane. The next step was to see how accurate the hyperplane for classifying the successful and unsuccessful companies. In this process, the algorithm used (100 - p)% data from each class. Every test
set is substituted into function \( f(x) \). \( f(x) > 1 \) belongs to the success class, and \( f(x) < -1 \) belongs to unsuccess class. If the input data is a successful company and \( f(x) > 0 \), this indicates that the model does a true prediction. Same as if the input data is an unsuccessful company and \( f(x) < 0 \), this indicates that the model does a true prediction. Other than these means that our prediction is incorrect. Then the accuracy calculated by using this form:

\[
\text{Accuracy} = \frac{\text{Number of true prediction}}{\text{Number of test set}} \times 100\%
\]  

(17)

4. Results

Table 1. Accuracy and running time of SVM algorithm with polynomial kernel (degree=2) and RBF kernel (\( \sigma = 0.5 \))

| Training Set | Polynomial | RBF       |
|--------------|------------|-----------|
|              | % Accuracy | Running Time (s) | % Accuracy | Running Time (s) |
| 20%          | 60.92%     | 0.0051    | 50.09%     | 0.0051     |
| 40%          | 70.23%     | 0.0137    | 60.96%     | 0.0091     |
| 60%          | 73.53%     | 0.0218    | 71.85%     | 0.0133     |
| 80%          | 79.66%     | 0.0357    | 81.36%     | 0.0174     |

Table 1 shows the summary of our experiments. In the first column, there is \% training set, it is the percent data set (from each class) that implemented to build up a model. The second and third column is the accuracy and running time of experiments that used SVM algorithm with polynomial kernel while the fourth and fifth column is the accuracy and running time of experiments that used SVM algorithm with RBF kernel. Accuracy shows the percentage of true prediction that the model did, and the running time shows how long is the program can provide the result.

In the first experiment, we used polynomial kernel with degree = 2. It can be seen from Table 1 that the best accuracy achieved when we used 80\% data training, it is 79.66\%, and the worst accuracy achieved when we used 20\% training set. In the second experiment, we used RBF kernel with \( \sigma = 0.05 \). From Table 1, we know that the best accuracy achieved when we used 80\% training set, it is 81.36\%, and the worst accuracy achieved when we used 20\% training set.

5. Conclusions

In this research, we have made a model for evaluating the internationalization success of companies by using 595 companies which have faced an internationalization process before. This new model can help a company to predict its internationalization success. The highest accuracy is obtained by the experiment that use RBF kernel with \( \sigma = 0.05 \), it is 81.36\%. In future studies, we interested to try the other machine learning algorithms such as AdaBoost, kNN, Naïve Bayes, etc.
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