Construction of Hybrid Deep Learning Model for Predicting Children Behavior based on their Emotional Reaction
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Abstract: Emotion prediction, the sub-domain of sentiment analysis helps to analyze the emotion. Recently, the prediction of children’s behavior based on their present emotional activities is remaining as a challenging task. Henceforth, the deep learning algorithms are used to support and assist in the process of children’s behavior prediction by considering the emotional features with a good accuracy rate. Besides, this article presents the prediction of children’s behavior based on their emotion with the deep learning classifiers method. To analyze the performance, decision tree and naïve Bayes probability model are compared. Totally, 35 sample emotions are considered in the prediction process of deep learning classifier with a probability model. Furthermore, the hybrid emotions are incorporated in the proposed dataset. The comparison between both the decision tree and the Naïve Bayes method has been performed to predict the children’s emotions after the classification. Based on the probability model of naïve Bayes method and decision tree, naïve Bayes method provides good results in terms of recognition rate and prediction accuracy when compared to the decision tree method. Therefore, a fusion of these two algorithms is proposed for predicting the emotions involved in children’s behavior. This research article includes the combined algorithm mathematical proof of prediction based on the emotion samples. This article discusses about the future scope of the proposal and the obtained prediction results.
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1. INTRODUCTION

In the artificial intelligence domain, human behavior prediction is one of the challenging problems. Many research works are assuming the participants rationally based on the cognitive process. Child development will be predicted by incorporating machine learning as a scientific study for observing the pattern of growth [1]. The change and stability of the children's growth are based on conception through adolescence. Figure 1 shows some sample images from children’s unknown emotions activities.

![Sample unknown emotions from children](image)

**Figure 1** Sample unknown emotions from children

Generally, this growth will be based on biology, anthropology, sociology, education, and psychology behaviours of the participants [2]. Recently, this growth study has increased for any reason with the help of artificial intelligence methods. Because the human life success, health and emotional can be settled up with their roots in early childhood [3]. Figure 2 shows human emotion’s valence band chart.
The demonstration of the deep learning algorithm is enhanced for obtaining more predictive success with feature processing. This learning representation can be adopted for more flexible models [4]. The basic knowledge of the input in particular network construction is a cautious design choice to learn the feature processing. The feed-forward network is represented with the convolution function, which will provide more effective visualization testing [5]. The low-level feature derivation for the pixels can be done by using linear prediction with small input invariant function. Figure 3 shows some symbolic pictorial representation of human emotion [6].

The learning results should be improved with the estimation of longer observation of the participants in the evaluation process. Usually, this evaluation is achieved through some basic questionnaires [7]. The collection of a dataset is used for training and estimating activities with...
the participants present within the learning activities [8][9][10]. The participant's engagements are having a quantitative and qualitative measurement of emotion based on the behavioural and cognitive aspects. Their attention can be classified with many factors of emotional conditions [11][12][13][14].

2. ORGANIZATION OF THE RESEARCH

The proposed research article is constructed with several sections; section 3 discusses about the recent research works and section 4 contains the proposed prediction methodology on emotional activities by using the deep learning algorithm. Section 5 includes a discussion with obtained results. The conclusion and future scope of the proposed research are presented in section 6.

3. PRELIMINARIES

Ross Quinlan a researcher proposes machine learning techniques for child behavioural prediction. The decision tree algorithm is used for the support system and it has been proved that, it is faster and easier than other existing classification problems [15]. The decision representation is very simple and the prediction rate is very high. The accuracy of the classifiers refers to the class label of the rule extraction dataset. The application-oriented tools are different and rough dataset-based methods are newer alternatives. The computational time of decision trees are simple and very short for the extended rules obtained from the algorithm is facilitated.

Clark et al discuss invariant rotation modeling for the general architecture of the solution space, which is included for obtaining the good solution. This work is similar to behavior theory setting and prediction-based prior assumptions can lead the deep learning identification will be encoded [16].

Masuyama et al proposed the cumulative contribution of 32 various emotions in a testing experiment involved with 19 participants with prediction rating. They achieved good results with the various fundamental emotion lists. Some of the multi-agent applications are solved by
utilizing the deep learning model [17]. Storkey et al and silver et al work in identifying the action of any sportsman. They classify the emotions from the description of the dataset. This setting in a dataset is fixed and stable and finally it forms normal distribution [16] [18]. Based on the size of the network’s input, the convolutional networks are getting some invariant property to the stationary function with similar layers with convolution. Lin et al construct the network model for game-theoretic invariance property. The detection of the emotion from their speech is a challenging task that contains many features to use. Some common issues in the detection of emotions are discussed in this research article [10].

1. Use of features based on what are emotions.
2. Use of signals for segments in the networks.
3. Type of learning methods should be noted to detect the emotions.

Chuang 2004 et al prove that, the emotions predicted from the speech are based on pitch and formants. The difference between happiness and anger is indicated through the scale. The energy in the speech can be considered for the classification in order to provide improved results at the final stage. The segregation of the energies for different emotions is tabulated and used for measurement. The fixing of the scale depends on various human emotions. Usually, the happiness energy will be higher than sadness. And anger or surprise energy will be greater than the energy of fear [19]. The research paper discusses the spectral features with emotion detection. They used Mel frequency cepstral coefficient (MFCC) methods to detect emotions. The data analysis is based on the model scale of the speech processing involved in the deeper networks. The contrast of MFCC frequency bands is mapped on the scale. This can be analyzed for identifying the speech information. This co-efficient is analyzed through cosine Fourier transform formulae of the speech signal [20]. Also some other research article proposes emotion detection based on the length of the speech segments. The various segments are extracting the information from signals and it concludes the emotional parameters [21].

Abdullah et al identified some sentiments and emotions from Arabic tweets by using a convolutional neural network- long short-term memory (LSTM) learning algorithm. They proposed and succeeded after conducting two-phase test by involving the feed-forward phase model and CNN-LSTM phase model respectively [22]. Chatterjee et al conducted some
emotional contextual from their speech dialog delivery and classification has been performed. Their classes include various emotion classes like happy, sad, fear, angry and it is classified by LSTM. They are compared with many techniques with the help of measurement metrics [23].

4. METHODOLOGIES

Generally, the decision trees work with two data mining methods namely classification tree and regression tree [24]. The classification tree is used to predict the outcome of the data and the regression tree analysis method is used to predict the outcome based on the numerical data. Also this research work has conducted two exams, such as case 1 and case 2. In case 1, the proposed prediction classifier has been operated alone for performing classification and prediction. The performance of the proposed system has been tested and measured. But, in the case 2; the algorithm has been proposed for prediction along with the hybrid function in the fusion format of two classifiers named as decision tree and naïve Bayes algorithm. Figure 4 shows the workflow of proposed algorithm.

**Case 1:**
Emotions are predicted with separate classifiers
Let us consider this data,

\[(x, Y) = (x_1, x_2 \ldots, x_k, Y)\]

The expected gain can be calculated and the entropy is defined as,

\[H(T) = I_E(P_1, P_2 \ldots, P_J) = \sum_{i=1}^{J} P_i \log_2 P_i\]

Expected gain = entropy – sum of entropy
Averaging over the possible with predicted model,

\[= -\sum_{i=1}^{J} P_i \log_2 P_i \sum_a p(a) \sum_{i=1}^{J} -P_r(i/a) \log_2 P_r(i/a)\]
The expected information gain is mentioned with an average and reduction of the entropy. Figure 4 shows the workflow of the proposed framework.

![Proposed Framework](image)

**Figure 4** Proposed Framework

**Case 2:**
Emotion are predicted with fusion of two algorithms,

Step 1:
The estimation function,

\[ P\left(t_j/y_j\right) = P(y_j) \prod P\left(x_{ij}/y_j\right) \]

Step 2:
Expecting gain,
Expect \((x_j) = \text{entropy} – \text{averaging over the possible values}\)

Step 3:
Update the class value for each vector with prior probabilities,
\[ P(y_j/t_i); y_j = y_i \rightarrow p(y_j/t_i) \]

Step 4:
Again classifying with training samples with updated class values denoted as “D”,

Step 5:
Split dataset, D into sub-data \( \{D_1, D_2, \ldots, D_N\} \) depends on \( x_i \)

Step 6:
Calculate prior \( P(y_j) \) & Conditional \( P(x_i|y_j) \) probabilities of each sub-dataset \( D_i \)

Step 7:
Classify the prediction parameter of each dataset with their respective prior & conditional probabilities.

Step 8:
For example, any sub data sets \( (D_i) \) are misclassified; again re-calculation should be performed for the expected gain of attributes in that subset \( D_i \)

Step 9:
Continue this process, where examples are correctly classified.

All the prior probabilities for every dataset are classified with a minimum error rate and maximum accuracy, which is shown in the results and discussion section.

5. RESULTS DISCUSSION

The combined approach gives more interesting results and manages complexity in a good manner. The decision tree concepts are allowing the classification for an object by testing it with another classifier’s properties [25]. The naïve Bayes method is a simple probabilities model, which is based on the Bayesian theorem. This can be suited for high dimension input data to process the classification. The proposed algorithm includes 1250 data, which are rich in emotion content for performing the extraction. These are labeled with 6 emotional categories. Figure 5 shows some sample images in dataset for the prediction of emotions.
Figure 5 Sample Images for Prediction of Emotion

Figure 6 shows the normal distribution of single learning algorithm. The proposed algorithm is implemented after it gets tested and it is working well for predicting the emotions. This research work has taken only surprise, sorrow, fear, anger, and happy emotions.

Figure 6 Normal Distribution of Single Learning Algorithm

The mean of the training images is obtained after comparing the distances between the mean images [26]. It is proved that, the proposed algorithm provides the best prediction results for all emotions compared to the individual algorithm used in prediction.
Figure 7 shows the recognition rate of single type classifier. The individual algorithm approach based recognition rate is very low when compared to the fused algorithm approach [27]. When the hybrid algorithm has provided a 92% recognition rate for surprise emotion, another approach is providing less recognition rate and wrong prediction also.

Figure 8 shows that the recognition rate of proposed algorithm. It is proved that, the proposed algorithm is superior to the existing algorithms. Besides, a stronger training process has been
taken for this improvised model. Table 1 shows the recognition rate values of the single learning approach. From these two graphs, we can conclude that our proposed hybrid techniques are providing good recognition rate for all emotions with high accuracy.

**Table 1** Recognition rate of single learning approach

|       | Surprise | Sorrow | Fear | Anger | Happy |
|-------|----------|--------|------|-------|-------|
| Surprise     | 45%   | 3.00%  | 3.00%| 1.00% | 48%  |
| Sorrow       | 5%    | 8.3%   | 7%   | 3%    | 5%   |
| Fear         | 49%   | 6%     | 35%  | 5%    | 5%   |
| Anger        | 30%   | 5%     | 5%   | 55%   | 5%   |
| Happy        | 30%   | 2.00%  | 2.00%| 1%    | 65%  |

Some measuring metrics are accuracy, sensitivity, recall have been used for measuring the performance of our proposed framework. Table 2 shows the performance of our proposed model. We can compare these two tables and can conclude that the hybrid learning method is holding a better recognition rate for emotion prediction.

**Table 2** Recognition rate of hybrid learning approach

|       | Surprise | Sorrow | Fear | Anger | Happy |
|-------|----------|--------|------|-------|-------|
| Surprise     | 92%   | 0.10%  | 0.10%| 7.80% | 7%   |
| Sorrow       | 0%    | 94%    | 4%   | 2%    | 0%   |
| Fear         | 7%    | 1%     | 77%  | 7%    | 8%   |
| Anger        | 10%   | 2%     | 3%   | 85%   | 0%   |
| Happy        | 8%    | 5.50%  | 4.50%| 2%    | 80%  |

6. CONCLUSION

Thus, the proposed research study conducts various case studies and testing for classification with hybrid type deep learning process. This hybrid prediction analysis is based on
emotions that combination of naïve Bayes and the decision tree technique. This framework provides high accuracy and highly sensitive for the given prediction target. These techniques are providing good performance in terms of recognition rate, prediction accuracy, time consumption, and error rate. By a combination of these techniques, we can achieve more accurate prediction analysis. In our studies, the decision trees are having a big scale database and the naïve Bayes approach provides a prior probability prediction model for the proposed framework. Many attributes are the same for the process and it is the essential independent database. The proposed framework is categorizing the emotion-based human behavior across the application. The test can be conducted this both classification with step function with multiple classes. This emotion magnitude prediction is analyzed through a non-linear classification model with entropy assumption and it is proved best compared to a separate classification function. Our proposed framework can be very robust and small changes or updates of training data in the dataset acceptable for the final predictions. But our method will create complex over-fitting when big changes in training data which will be solved in future work [28]. In the future, our proposed model can be extended to classify the important and non-important emotions that should be considered from the real-time video stream.
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