A general approach for transitionless quantum driving in open quantum systems is introduced. Under the assumption of adiabatic evolution for time-local master equations, we derive the generalized transitionless Lindbladian required to implement a shortcut to adiabaticity in an open system scenario. The general counter-diabatic Lindbladian obtained accounts for a phase freedom, which translates into a set of free parameters throughout the dynamics. We then discuss how our generalized approach allows us to recover the transitionless Lindbladian introduced by G. Vacanti et al. [New J. Phys. 16, 053017 (2014)]. We then show how to engineer time-independent master equations that provide the same dynamics as the time-dependent master equation provided by the standard transitionless quantum driving in open systems. We illustrate our results by applying them both to the adiabatic Deutsch algorithm under dephasing and to the Landau-Zener Hamiltonian under bit-phase-flip.

I. INTRODUCTION

Inverse quantum engineering is a useful approach to drive quantum systems through some desired path in parameter space and, hence, achieve a target final state [1–7]. Within a number of different approaches for inverse engineering, one can highlight the adiabatic dynamics as an important strategy, with successful applications in quantum control [8, 9] and quantum computation [10, 11]. However, the requirement of a sufficiently large evolution time may lead the system to undesired phenomena due to decoherence [12–16]. This has strongly motivated the investigation of methods for speeding up the adiabatic process (more precisely, to mimic the adiabatic behavior). In this scenario, transitionless quantum driving (TQD) [17–19] has been established as a widely used method for yielding shortcuts to adiabaticity, where additional fields are used to inhibit any diabatic transition between energy levels of the Hamiltonian. TQD has provided numerous applications in different branches of physics [20–32], with many recent experimental realizations [33–37].

In a real physical scenario, where the quantum system is coupled with its surrounding environment, the adiabatic approximation requires a reformulation so that it is applicable to a non-unitary evolution. In that case, the closed system adiabatic picture of a decoupled evolution of the Hamiltonian eigenspaces with distinct energy eigenvalues is replaced for a decoupled evolution of Lindblad-Jordan eigenspaces with distinct eigenvalues of the Lindbladian superoperator [13] (for alternative, but similar reformulations, see Refs. [38, 39]). This notion of adiabaticity has been consistently applied in different scenarios, such as quantum computation [40], eigenstate tracking of open quantum systems [14], and quantum thermodynamics [41]. As a further application, this open system adiabatic approximation has also been used to build a theory of shortcuts to adiabaticity via transitionless evolutions, as shown by G. Vacanti et al. [42]. As an extension of closed system TQD, the open system TQD is established for time-local master equations by adding a counterpart to the relevant Lindbladian governing the dynamics. In turn, it requires ability of controlling both fields and decohering rates, so that environment engineering is taken as a tool to drive the system along an open system adiabatic path. Recently, this protocol has been experimentally investigated in circuit quantum electrodynamics [43].

In this work, we generalize the theory of TQD for open systems introduced in Ref. [42] for the case of shortcuts to adiabaticity exhibiting a phase (gauge) freedom. This brings to the realm of open systems the generalized TQD approach for closed systems theoretically proposed in Ref. [44] and experimentally realized in Ref. [34]. By considering the adiabatic dynamics in open systems and by taking the phases accompanying the evolution as free parameters, we derive a general counter-diabatic Lindbladian implementing arbitrary paths in a non-unitary evolution. We then show that, in addition to the path acceleration expected in the TQD dynamics, this set of free parameters can considerably simplify the underlying master equations allowing, for example, the derivation of time-independent Lindbladians. Moreover, as shown for closed systems, the phase freedom is potentially able to provide smooth energy requirements for local fields and interactions throughout the system dynamics [44]. This comes at the expense of convenient environment engineering, which may be achieved by employing suitable quantum control techniques. We then discuss the feasibility of the method through its illustration in the Deutsch quantum algorithm and the Landau-Zener Hamiltonian.

The manuscript is organized as follows. In Sec. II we review some elements of the generalized TQD in closed systems, where we highlight the usefulness of the generalized phases introduced in Ref. [44]. In Sec. II B we analyze the results obtained in Ref. [42]. As a contribution to this previous work, we will rewrite here the counter-diabatic Lindbladian introduced by Ref. [42] in terms of the right and left eigenbases of the Lindbladian superoperator. Then, in Sec. III we discuss how the generalized phases can be employed to implement TQD for time-local master equations. In Sec. IV, we then illustrate our results through some applications in quan-
tum control and quantum computation.

II. PRELIMINARY RESULTS

A. Transitionless quantum driving in closed systems

Consider a $D_S$-dimensional Hilbert space $\mathcal{H}_S$ describing a quantum system driven by a time-dependent Hamiltonian $H(t)$ acting on $\mathcal{H}_S$, whose instantaneous eigenvectors are $|n(t)\rangle$ and their corresponding energies $E_n(t)$. Under sufficiently slow evolution [45–47], the system will follow an adiabatic dynamics governed by the adiabatic evolution operator

$$ U_{ad}(t; t_0) = \sum_{n=0}^{D_S-1} e^{-i \int_{t_0}^{t} E_n(t') dt'} |n(t')\rangle \langle n(t_0)|, $$

where $\theta_n(t)$ is the adiabatic phase that accompanies the evolution of the $n$-th eigenstate, which is given by [48]

$$ \theta_n(t) = \frac{E_n(t) - i \hbar \dot{n}(t)}{\hbar}, $$

with the dot symbol “\_” denoting time derivative (this notation is adopted throughout the paper). We can speed up such evolutions governed by the adiabatic evolution operator by a superoperator $\mathcal{L}[\bullet]$, which governs both the unitary (coherent) dynamics and the non-unitary contribution (due to the coupling with the reservoir). The master equation underlying the system evolution is provided by $\dot{\rho}(t) = \mathcal{L}[\rho(t)]$. In the context of the open system adiabatic dynamics, it is convenient to rewrite the master equation in the superoperator formalism as [13] (See Appendix A)

$$ \dot{\rho}(t) = \mathcal{L}(t)\rho(t), $$

where the vector $|\psi(t)\rangle$ and the Lindbladian superoperator $\mathcal{L}(t)$ in above equation are written in a matrix basis composed by $(D_S \times D_S)$-dimensional traceless matrices $\sigma_n$ satisfying the relation $\mathcal{L}[\rho(t)\sigma_n\rho(t)] = D_S\delta_{nm}$. Then, we have that $|\rho(t)\rangle$ is a $D_S^2$-dimensional “coherence” vector in Hilbert-Schmidt space [50], whose components are $\rho_{nm}(t) = \langle \rho(t)|\sigma_n\rangle$ and a $(D_S^2 \times D_S^2)$-dimensional superoperator $\mathcal{L}(t)$ with matrix elements $\mathcal{L}_{jk}(t) = (1/D_S)\text{Tr}[^1_1\mathcal{L}(\sigma_j)]$. The inner product between two coherence vectors associated with density operators $\xi_1$ and $\xi_2$ is given by $\langle \xi_1|\xi_2\rangle = (1/D_S)\text{Tr}[\xi^*_1\xi_2]$, where the conjugate coherence vector $\xi^*_1$ has components given by $\text{Tr}[^1_1\sigma^*_n]$. In particular, for a two-level system, the Hermitian Pauli basis $O_{\beta\gamma} = \{1, \sigma_x, \sigma_y, \sigma_z\}$ is a convenient choice, but we can adopt alternative bases depending on the application [51].

In the formalism of superoperators, the adiabatic dynamics is defined from the instantaneous decoupled evolution of Jordan blocks of $\mathcal{L}(t)$. As shown in Ref. [52], the adiabatic dynamics is well characterized by the open system evolution operator $V_{ad}(t, t_0) = \sum_{\beta=0}^{N\beta-1} V_{\beta}(t, t_0)$, where each element $V_{\beta}(t, t_0)$ reads

$$ V_{\beta}(t, t_0) = e^{-i\int_{t_0}^{t} \mathcal{L}_\beta dt'} \sum_{n_j=1}^{N_j} \sum_{m_\beta=1}^{N_\beta} v_{n_jm_\beta}(t)|D_{n_j}^\beta(t)\rangle \langle E_{m_\beta}(t)|, $$

with the elements $v_{n_jm_\beta}(t)$ accounting for inner transitions within a single Jordan block [52] and $A(\beta)(t)$ being the instantaneous eigenvalue associated to the $\beta$-th block, whose right
(left) quasi-eigenvectors $|D'^{\nu}_{\mu}(t)\rangle\langle\sigma'^{\nu}_{\mu}(t)|$ obey

\[
\mathbb{L}(t)|D'^{\nu}_{\mu}(t)\rangle\langle\sigma'^{\nu}_{\mu}(t)| = |D'^{\nu+1}_{\mu-1}(t)\rangle\langle\sigma'^{\nu+1}_{\mu-1}(t)| + \lambda_{\alpha}(t)|D'^{\nu}_{\mu}(t)\rangle\langle\sigma'^{\nu}_{\mu}(t)|, \tag{9a}
\]

\[
\langle\sigma'^{\nu}_{\mu}(t)|\mathbb{L}(t)\rangle = \langle\sigma'^{\nu+1}_{\mu+1}(t)| + \langle\sigma'^{\nu}_{\mu+1}(t)|, \tag{9b}
\]

with $|D'^{0}_{\mu}(t)\rangle$ and $\langle\sigma'^{0}_{\mu}(t)|$ denoting vanishing vectors. The sets $\{|D'^{\nu}_{\mu}(t)\rangle\}$ and $\{\langle\sigma'^{\nu}_{\mu}(t)|\}$ satisfy the bi-orthonormalization condition $\langle\sigma'^{\nu}_{\mu}(t)|D'^{\nu}_{\mu}(t)\rangle = \delta_{\mu\nu}\delta_{\alpha\beta}$. For one-dimensional Jordan-Lindblad eigenspaces, in complete agreement with the block-diagonal operator $\mathbb{L}(t)$, we have block dimension $N_{\alpha} = 1$, ∀α. In this case, we define $|D^{(\alpha)}_{1}(t)\rangle \equiv |D_{\alpha}(t)\rangle$ and $\langle\sigma^{(\alpha)}_{\mu}(t)| \equiv \langle\sigma_{\mu}(t)|$. Then, $V_{ad}(t, t_{0})$ becomes

\[
V_{ad}(t, t_{0}) = \sum_{\alpha=0}^{N-1} \sum_{\nu=0}^{N_{\alpha}} \sum_{\mu=0}^{N_{\alpha}-1} \lambda_{\alpha}(t)\epsilon_{\mu\nu}[D^\nu_{\mu}(t)]\langle\sigma^\nu_{\mu}(t)| \tag{10}
\]

with $\lambda_{\alpha}(t) = \lambda_{\alpha}(t) - \langle\sigma^{(\alpha)}_{\mu}(t)|D_{\alpha}(t)\rangle$ being the generalized adiabatic phase accompanying the dynamics of the $n$-th eigenvector [52].

In the same direction as the TQD for closed systems, the TQD can be introduced here to mimic the adiabatic dynamics, but in this case the adiabatic behavior is dictated by its generalized version for open systems. In Ref. [42], G. Vacanti et al. have provided an interesting and useful discussion of how we should deal with TQD in such systems. Similarly as provided for closed systems, the idea is to define a counter-diabatic Hamiltonian which, when added to the original Lindbladian, provides open system TQD at finite time. To this end, the authors defined a transformation $C(t)$ which depends on the set of instantaneous right quasi-eigenstate of the Lindbladian. From this approach, it is then possible to find the counter-diabatic Lindbladian $\mathbb{L}_{cd}(t)$ in terms of $C(t)$. By following a generalized path, we can show how to formulate $\mathbb{L}_{cd}(t)$ in an analogous notation as that used for counter-diabatic Hamiltonians in closed systems [19].

First, let us briefly review the proposal for speeding up an adiabatic dynamics via TQD as originally proposed in Ref. [42]. The idea is based on achieving the perfect decoupling of Jordan-Lindblad eigenspaces, in complete agreement with the definition of adiabaticity. To this end, it is considered the similarity transformation $\mathbb{L}_{ad}(t) = C^{-1}(t)\mathbb{L}(t)C(t)$, with $\mathbb{L}_{ad}(t)$ denoting the Jordan canonical form of $\mathbb{L}(t)$ and the superoperator $C(t)$ defined by

\[
C(t) = \sum_{\mu=0}^{N_{\alpha}-1} \sum_{\nu=0}^{N_{\alpha}} |D^\nu_{\mu}(t)\rangle\langle\sigma^\nu_{\mu}|, \tag{11}
\]

where $\{\langle\sigma^\nu_{\mu}|\}$ is a set of time-independent vectors corresponding to a basis of traceless orthogonal matrices $\{\sigma_n\}$. From this transformation, Eq. (7) becomes

\[
[I_{ad}(t) + \hat{C}^{-1}(t)M_{ad}(t)]\hat{\rho}(t) = \hat{\rho}(t), \tag{12}
\]

with $\hat{\rho}(t) = C^{-1}(t)\hat{\rho}(t)$. Then, following Ref. [42], we obtain

\[
[I_{ad}(t) + I_{ad}^{\prime}(t) + I_{ad}^{\prime\prime}(t)]\hat{\rho}(t) = \hat{\rho}(t), \tag{13}
\]

where the operator $\hat{C}^{-1}(t)M_{ad}(t)$ has been split into two parts, a block-diagonal operator $I_{ad}^{\prime}(t)$ and a second off-diagonal contribution $I_{ad}^{\prime\prime}(t)$ given, respectively, by

\[
I_{ad}^{\prime}(t) = \sum_{\mu=0}^{N_{\alpha}-1} \sum_{\nu=0}^{N_{\alpha}} \sum_{\mu=0}^{N_{\alpha}-1} \sum_{\nu=0}^{N_{\alpha}} C^\nu_{\mu\nu}(t)\langle\sigma^\nu_{\mu}|, \tag{14}
\]

\[
I_{ad}^{\prime\prime}(t) = \sum_{\nu=0}^{N_{\alpha}} \sum_{\mu=0}^{N_{\alpha}} \sum_{\mu=0}^{N_{\alpha}} \sum_{\nu=0}^{N_{\alpha}} C^\nu_{\mu\nu}(t)\langle\sigma^\nu_{\mu}|, \tag{15}
\]

with coefficients $C^\nu_{\mu\nu}(t) = \langle\sigma^\nu_{\mu}(t)|C^{-1}(t)\hat{C}(t)|\sigma^\nu_{\mu}(t)|$. The operator $\mathbb{L}_{cd}(t)$ is associated with transition between Jordan blocks. In order to inhibit the effects of $I_{ad}^{\prime \prime}(t)$, we introduce an additional operator $\mathbb{L}_{cd}(t)$ given by

\[
\mathbb{L}_{cd}(t) = -C(t)I_{ad}^{\prime}(t) - C^{-1}(t) \tag{16}
\]

Thus, the standard TQD Lindbladian reads

\[
\mathbb{L}_{TQD}(t) = \mathbb{L}(t) + \mathbb{L}_{cd}(t) \tag{17}
\]

This superoperator has been obtained in Ref. [42] as the counter-diabatic Lindbladian to implement TQD in open systems. As a further step, we can go beyond Ref. [42] at this point and rewrite Eq. (16) in a more convenient way as (see Appendix B)

\[
\mathbb{L}_{cd}(t) = \sum_{\mu=0}^{N_{\alpha}-1} \sum_{\nu=0}^{N_{\alpha}} \sum_{\nu=0}^{N_{\alpha}} \sum_{\mu=0}^{N_{\alpha}} |D^\nu_{\mu}(t)\rangle\langle\sigma^\nu_{\mu}| - \sum_{\mu=0}^{N_{\alpha}-1} \sum_{\nu=0}^{N_{\alpha}} \sum_{\mu=0}^{N_{\alpha}} \sum_{\nu=0}^{N_{\alpha}} |D^\nu_{\mu}(t)\rangle\langle\sigma^\nu_{\mu}|, \tag{18}
\]

where $G^\nu_{\mu\nu}(t) = \langle\sigma^\nu_{\mu}(t)|D^\nu_{\mu}(t)\rangle$. Notice the formally identical structure for $\mathbb{L}_{cd}(t)$ in comparison with the standard counter-diabatic Hamiltonian $H_{cd}(t)$ in Eq. (3). Eq. (18) is a first contribution of our work. The dynamics induced by the Lindbladian $\mathbb{L}_{TQD}(t)$ will be here referred to as the standard TQD evolution, since it allows for the exact mimic of the adiabatic path in open systems (see Appendix B). In particular, for a one-dimensional Jordan block decomposition, we have

\[
\mathbb{L}_{ad}^{ID}(t) = \sum_{\alpha=0}^{N-1} \sum_{\mu=0}^{N_{\alpha}-1} \sum_{\nu=0}^{N_{\alpha}} |D^\nu_{\mu}(t)\rangle\langle\sigma^\nu_{\mu}| - \sum_{\mu=0}^{N_{\alpha}-1} \sum_{\nu=0}^{N_{\alpha}} \sum_{\mu=0}^{N_{\alpha}} \sum_{\nu=0}^{N_{\alpha}} |D^\nu_{\mu}(t)\rangle\langle\sigma^\nu_{\mu}|, \tag{19}
\]

with $G^\nu_{\mu\nu}(t) = \langle\sigma^\nu_{\mu}(t)|D^\nu_{\mu}(t)\rangle$, so that

\[
\mathbb{L}_{TQD}(t) = \mathbb{L}(t) + \mathbb{L}_{ad}^{ID}(t) \tag{20}
\]

is the one-dimensional standard TQD Lindbladian.

III. GENERALIZED TQD IN OPEN SYSTEMS

In closed quantum systems, we can design a Hamiltonian $H(t)$ that implements a target unitary evolution by the method of inverse engineering (see, e.g., Refs. [3, 5]). This can be achieved by using $H(t) = i\hbar U(t)U^\dagger(t)$, with $U(t)$ denoting the evolution operator. Equivalently, we can show that we can perform inverse engineering for Lindbladian superoperators...
in non-unitary dynamics. To this end, we assume open systems driven by invertible dynamical maps, with the evolved density operator \( \rho(t) \) provided by a non-unitary superoperator \( \mathcal{V}(t,t_0) \) as \( \rho(t) = \mathcal{V}(t,t_0) \rho(t_0) \). We can then introduce an inversely engineered Lindbladian \( \mathbb{L}_{\text{ie}}(t) \) implementing the dynamics induced by \( \mathcal{V}(t,t_0) \) by taking (see Appendix C)

\[
\mathbb{L}_{\text{ie}}(t) = \mathcal{V}(t,t_0)^{-1} \mathcal{V}(t,t_0) .
\]

Since the evolution is encoded in the superoperator \( \mathcal{V}(t,t_0) \), TQD can be directly approached by this strategy. In particular, by using an engineered Lindbladian \( \mathbb{L}_{\text{ie}}(t) \) from Eq. (21), we could drive the system through an adiabatic path so that the transitions among Jordan blocks are suppressed \cite{52}. Furthermore, we can design \( \mathbb{L}_{\text{ie}}(t) \) capable of implementing shortcuts to the non-unitary adiabatic evolution through general TQD protocols.

A. Generalized TQD for one-dimensional Jordan block

Let us consider the case of one-dimensional Jordan decomposition for the original Lindbladian \( \mathbb{L}(t) \). By requiring the decoupling of the Jordan blocks and by allowing arbitrary phases throughout the evolution, we write a generalized TQD evolution operator as

\[
\mathcal{V}_{\text{TQD}}^{1D}(t_0, t) = \sum_{\alpha=0}^{N-1} e^{\int_0^\eta \Theta_\alpha(t) dt} [\mathcal{D}_\alpha(t)] \langle \mathcal{E}_\alpha(t) \rangle \mathbb{L}_\alpha(t) \mathbb{L}_\alpha(t) \mathbb{L}_\alpha(t) .
\]

where the function \( \Theta_\alpha(t) \in \mathbb{C} \) is a free generic phase. From Eq. (21), we can then show that the generalized TQD Lindbladian for one-dimensional Jordan decomposition is given by (See Appendix D)

\[
\mathbb{L}_{\text{TQD}}^{1D}(t) = \sum_{\alpha=0}^{N-1} \left[ \mathcal{D}_\alpha(t) \right] \langle \mathcal{E}_\alpha(t) \rangle + \Theta_\alpha(t) [\mathcal{D}_\alpha(t)] \langle \mathcal{E}_\alpha(t) \rangle .
\]

As expected, we can choose \( \Theta_\alpha(t) \) as to recover the adiabatic phase. However, by letting \( \Theta_\alpha(t) \) as a free parameter, we can achieve an infinite family of TQD evolutions mimicking the adiabatic dynamics up to a quantum phase. As we will show, this phase freedom may simplify the physical implementation. Notice also that the set of parameters \( \{\Theta_\alpha(t)\} \) cannot be considered completely arbitrary because we usually do not prepare the system in a particular eigenstate of \( \mathbb{L}(t) \) at the beginning of the evolution. Such result will be illustrated in Sec. IV. Nonetheless, we can already provide some advantages of the generalized phases concerning the feasibility of the operator \( \mathbb{L}_{\text{TQD}}^{1D}(t) \). Indeed, it is possible to derive a theorem that tells us about the situations for which we could obtain a time-independent TQD Lindbladian.

**Theorem 1** Let \( \mathbb{L}(t) \) be a Lindblad superoperator that admits one-dimensional Jordan block decomposition, with non-crossing eigenvalues \( \lambda_\alpha(t) \) associated with right- and left-eigenvectors \( [\mathcal{D}_\alpha(t)] \) and \( \langle \mathcal{E}_\alpha(t) \rangle \), respectively. If the sets \( \{[\mathcal{D}_\alpha(t)]\} \) and \( \{\langle \mathcal{E}_\alpha(t) \rangle \} \) obey

\[
\langle \mathcal{E}_\eta(t) | \mathcal{D}_\beta(t) \rangle = \langle \mathcal{E}_\eta(t_0) | \mathcal{D}_\beta(t_0) \rangle e^{\int_0^\eta [g_\eta(t) - g_\eta(t)] dt} ,
\]

for every \( \eta \) and \( \beta \), then we can derive a time-independent TQD Lindblad superoperator \( \tilde{\mathbb{L}}_{\text{TQD}}^{1D} \) by adopting generalized phases given by

\[
\tilde{\Theta}_\eta(t) = -\langle \mathcal{E}_\eta(t) | \mathcal{D}_\eta(t) \rangle ,
\]

for every \( \eta \). The proof is provided in Appendix E. Such theorem is potentially useful when we have limited ability of implementing (or simulating) reservoirs effects and/or when we do not have optimal control on the time-dependent external parameters that act on the system. As a by-product, if the sets \([\mathcal{D}_\alpha(t)]\) and \(\{\langle \mathcal{E}_\alpha(t) \rangle\} \) obey the particular condition

\[
\frac{d}{dt} \langle \mathcal{E}_\eta(t), \mathcal{D}_\beta(t) \rangle = 0 ,
\]

for every \( \eta \) and \( \beta \), then a time-independent Lindbladian can be set by choosing \( \tilde{\Theta}_\eta(t) \) such that

\[
\tilde{\Theta}_\eta = \tilde{\Theta}_\eta = \text{constant}, \quad \forall \eta, \beta .
\]

The proof is also provided in Appendix E. Concerning this last result, we notice that, whenever we have a time-independent eigenvector \( |D_\alpha \rangle \), the corresponding generalized phase \( \Theta_\alpha \) that provides a time-independent Lindbladian does not depend on the rest of the parameters \( \Theta_\beta(t) \), with \( \beta \neq \alpha \). This means that the choice of \( \Theta_\alpha \) can be made independently from the remaining sectors for the case of a time-independent eigenvector \( |D_\alpha \rangle \).

B. Generalized TQD for multi-dimensional Jordan blocks

In order to implement the generalized TQD approach for multi-dimensional Jordan blocks, we start by introducing the evolution operator

\[
\mathcal{V}_{\text{TQD}}^{1D}(t, t_0) = \sum_{\alpha=0}^{N-1} \sum_{n=1}^{N_\alpha} \sum_{m=1}^{N_{\alpha m}} q^{m_{nm}}_\alpha(t) |D_{\alpha m}(t)\rangle \langle \mathcal{E}_{\alpha m}(t) \rangle ,
\]

where the coefficients \( q^{m_{nm}}_\alpha(t) \) can be suitably adjusted throughout the dynamics. From Eq. (28), we can see that \( \mathcal{V}_{\text{TQD}}^{1D}(t, t_0) \) drives the system under a transitionless path, but it does not necessarily mimic the exact adiabatic solution. The generalized TQD Lindbladian \( \mathbb{L}_{\text{TQD}}^{1D}(t) \) then reads

\[
\mathbb{L}_{\text{TQD}}(t) = \mathcal{V}_{\text{TQD}}^{1D}(t, t_0) \mathbb{L}_{\text{TQD}}^{1D}(t, t_0) .
\]

By using the Eq. (28) in Eq. (29), we obtain (see Appendix F)

\[
\mathbb{L}_{\text{TQD}}(t, t_0) = \sum_{\alpha=0}^{N-1} \sum_{n=1}^{N_\alpha} \sum_{m=1}^{N_{\alpha m}} q^{m_{nm}}_\alpha(t) |D_{\alpha m}(t)\rangle \langle \mathcal{E}_{\alpha m}(t) \rangle + \sum_{\alpha=0}^{N-1} |D_{\alpha}(t)\rangle \langle \mathcal{E}_{\alpha}(t) \rangle ,
\]

where the coefficients \( q^{m_{nm}}_\alpha(t) \) are associated with the operator \( \mathcal{V}_{\text{TQD}}^{1D}(t, t_0) \), which satisfies \( \mathcal{V}_{\text{TQD}}^{1D}(t, t_0) \mathcal{V}_{\text{TQD}}^{-1}(t, t_0) = 1 \). It is
also possible to prove that the coefficients $\tilde{q}^{k}_{a}$ satisfies (See Appendix F)

$$\sum_{m=1}^{N} q_{e}^{m} \tilde{q}^{k}_{e} = \delta_{k,e}.$$  \hspace{1cm} \text{(31)}

The TQD Lindbladian $\mathbb{L}_{\text{TQD}}(t, t_0)$ generalizes the results presented in Sec. II. While in standard case the feasibility of the TQD Lindbladian depends on the spectrum of the original Lindbladian $\mathbb{L}(t, t_0)$, in the generalized approach the implementation of $\mathbb{L}_{\text{TQD}}(t, t_0)$ depends on both the spectrum of $\mathbb{L}(t, t_0)$ and the free parameters $q^{n,m}_{a}(t)$ and $\tilde{q}^{k}_{a}(t)$. Those parameters can be used to optimize a TQD evolution provided the experimental setup available.

Let us analyze now the particular case $q^{n,m}_{a}(t) = e^{t_0 \mathcal{A}_{a}(Q) d t} v_{nm}(t)$, such as in Eq. (8). Then, we have $\mathcal{V}_{\text{TQD}}(t, t_0) = \mathcal{V}_{\text{ad}}(t, t_0)$, so that the standard TQD Lindbladian in Eq. (17) is expected to be recovered. Indeed, by using the adiabatic choice for $q^{n,m}_{a}(t)$, we obtain the generalized TQD Lindbladian (see Appendix G)

$$\mathbb{L}_{\text{TQD}}^{q^{\ast}v}(t) = \sum_{a = 0}^{N-1} \mathcal{A}_{a}(t) \mathbb{D}^{a}_{t} + |\mathbb{D}^{a}_{t} \rangle \langle \mathbb{E}^{a}_{t}| + |\mathbb{E}^{a}_{t} \rangle \langle \mathbb{D}^{a}_{t}| + \sum_{a = 0}^{N-1} \sum_{n=1}^{N} \sum_{m=1}^{N} v_{nm}(t) \sum_{k=1}^{N} \tilde{v}_{nk}(t) \mathbb{D}^{a}_{t} = \mathbb{L}(t) \mathbb{L}(t),$$  \hspace{1cm} \text{(32)}

where we used the existence of the inverse evolution superoperator $\mathcal{V}_{\text{ad}}^{-1}(t, t_0)$, such that $\mathcal{V}_{\text{ad}}(t, t_0) \mathcal{V}_{\text{ad}}^{-1}(t, t_0) = 1$. Explicitly, we write $\mathcal{V}_{\text{ad}}^{-1}(t, t_0) = \sum_{a = 0}^{N-1} \mathcal{V}_{\text{ad}}^{-1}(t, t_0)$, where [52]

$$\mathcal{V}_{\text{ad}}^{-1}(t, t_0) = e^{t \mathcal{A}_{a}(Q) d t} \sum_{n=1}^{N} \sum_{m=1}^{N} v_{nm}(t) \mathbb{D}^{a}_{t} = \mathbb{L}(t),$$  \hspace{1cm} \text{(33)}

where the coefficients $v_{nm}(t)$ and $v_{nm}(t)$ satisfy the relation

$$\sum_{j=1}^{N} v_{nj}(t) \tilde{v}_{j,m}(t) = \sum_{j=1}^{N} v_{nj}(t) \tilde{v}_{j,m}(t) = \delta_{j,m}.$$  \hspace{1cm} \text{(34)}

Eq. (34) comes from fact that the operator $\mathcal{V}_{\text{ad}}(t, t_0)$ is identiﬁed as the superoperator that “block-diagonalizes” the Lindbladian. Although we cannot write a spectral decomposition to $\mathbb{L}_{\text{TQD}}^{q^{\ast}v}(t)$, since it is in general non-diagonalizable, it is possible to write a “quasi”-spectral decomposition for an arbitrary $\mathbb{L}(t)$ as

$$\mathbb{L}(t) = \sum_{a = 0}^{N-1} \sum_{n=1}^{N} \left( |\mathbb{D}^{a}_{t} \rangle \langle \mathbb{E}^{a}_{t}| + \mathcal{A}_{a}(t) |\mathbb{D}^{a}_{t} \rangle \langle \mathbb{E}^{a}_{t}| + |\mathbb{E}^{a}_{t} \rangle \langle \mathbb{D}^{a}_{t}| \right),$$  \hspace{1cm} \text{(35)}

whence it is possible to verify the “quasi”-eigenvalue equations given by Eq. (9). Since $\mathbb{L}_{\text{TQD}}^{q^{\ast}v}(t)$ has to exactly mimic the adiabatic dynamics, the functions $v_{n,k}(t)$ and $\tilde{v}_{k,L}(t)$ must obey (see Appendix G)

$$\sum_{k=1}^{N} v_{n,k}(t) \tilde{v}_{k,L}(t) = \delta_{n,(t_0-1)} - |\mathbb{E}^{a}_{t} \rangle \langle \mathbb{D}^{a}_{t} |.$$  \hspace{1cm} \text{(36)}

Therefore, Eq. (32) yields

$$\mathbb{L}_{\text{TQD}}^{q^{\ast}v}(t) = \mathbb{L}(t) + \mathbb{L}_{\text{ad}}(t) = \mathbb{L}_{\text{TQD}}(t),$$  \hspace{1cm} \text{(37)}

which shows how the generalized version of TQD can recover the standard TQD as provided in Ref. [42].

IV. APPLICATIONS

A. Deutsch algorithm under dephasing

Our first application is the Deutsch algorithm under dephasing. The problem addressed in Deutsch’s algorithm [53] is to determinate whether a dichotomic real function $f : x \in \{0, 1\} \rightarrow f(x) \in \{0, 1\}$ is either constant (the output $f(x)$ is the same regardless the input value $x$) or balanced (the output $f(x)$ assumes different values according with the input value $x$). We denote $\mathcal{O}$ as the oracle operator, which is capable to compute $f$. The oracle $\mathcal{O}$ is given by [40]

$$\mathcal{O}(t) = (-1)^{f(0)}|0\rangle \langle 0| + (-1)^{f(1)}|1\rangle \langle 1|.$$  \hspace{1cm} \text{(38)}

Thus, we can write the Hamiltonian that implements the adiabatic solution for the problem as

$$H^{\mathcal{O}}(t) = U_{f}(t) H_{0} U_{f}^{\dagger}(t),$$  \hspace{1cm} \text{(39)}

where $H_{0} = -\hbar \omega \sigma_{z}$ and $U_{f}(t) = \exp(i \frac{\tau}{2} O_{f})$, with $0 \leq t \leq \tau$. At $t = 0$, we have $H^{\mathcal{O}}(0) = H_{0}$, so that the initial input ground state is written as $|\psi_{\text{in}}\rangle = |+\rangle = (1/ \sqrt{2}) |0\rangle + |1\rangle$. When the evolution is slow enough, we can write the output state as the ground state of $H^{\mathcal{O}}(t)$, which reads

$$\rho^{\mathcal{O}}_{\text{cs}}(t) = \frac{1}{2} \left( I + g_{c}(t) \sigma_{x} - g_{s}(t) \sigma_{y} \right),$$  \hspace{1cm} \text{(40)}

where $g_{c}(t) = \cos (\pi F t / 2 \tau)$ and $g_{s}(t) = \sin (\pi F t / 2 \tau)$, with $F = 1 - (-1)^{f(0)+f(1)}$ and the subscript “cs” denoting that $\rho^{\mathcal{O}}_{\text{cs}}(t)$ is obtained from the adiabatic solution for closed systems.

1. Deutsch adiabatic dynamics

Let us consider an open system dynamics governed by Markovian phase damping, with rate $\gamma(t)$. The evolution is driven by a Lindblad master equation, which is given by

$$\dot{\rho}(t) = -\frac{i}{\hbar} [H^{\mathcal{O}}(t), \rho(t)] + \gamma(t) [\sigma_{z} \rho(t) \sigma_{z} - \rho(t)].$$  \hspace{1cm} \text{(41)}

Let us now rewrite Eq. (41) in the superoperator formalism, yielding

$$\dot{\rho}(t) = \mathbb{L}^{\mathcal{O}}(t) \rho(t).$$  \hspace{1cm} \text{(42)}
where
\[ \mathbb{I}_{DA}(t) = \begin{bmatrix} 0 & 0 & 0 & 0 \\ -2\gamma(t) & 0 & 2\omega_{g}(t) \\ 0 & 0 & -2\gamma(t) & 2\omega_{g}(t) \\ -2\omega_{g}(t) & -2\omega_{g}(t) & 0 \end{bmatrix}. \] (43)

The right eigenvectors of \( \mathbb{I}_{DA}(t) \) are (the superscript “\( t \)” denotes transpose)
\[
|D_{0}^{DA}(t)\rangle = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix},
\]
\[
|D_{1}^{DA}(t)\rangle = \begin{bmatrix} 0 \\ -g_{s}(t) \\ g_{s}(t) \\ 0 \end{bmatrix},
\]
\[
|D_{2}^{DA}(t)\rangle = \begin{bmatrix} 0 \\ -2\omega_{g}(t)/\Delta_{s} \\ -2\omega_{g}(t)/\Delta_{s} \\ 1 \end{bmatrix},
\]
\[
|D_{3}^{DA}(t)\rangle = \begin{bmatrix} 0 \\ -2\omega_{g}(t)/\Delta_{-} \\ -2\omega_{g}(t)/\Delta_{-} \\ 1 \end{bmatrix},
\]
and the left eigenvectors are
\[
\langle \langle E \rangle | D_{0}^{DA}(t) \rangle = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix},
\]
\[
\langle \langle E \rangle | D_{1}^{DA}(t) \rangle = \begin{bmatrix} 0 \\ -g_{s}(t) \\ g_{s}(t) \\ 0 \end{bmatrix},
\]
\[
\langle \langle E \rangle | D_{2}^{DA}(t) \rangle = \begin{bmatrix} 0 \\ g_{s}(t) \\ -g_{s}(t) \\ -\Delta_{s}/2 \end{bmatrix},
\]
\[
\langle \langle E \rangle | D_{3}^{DA}(t) \rangle = \begin{bmatrix} 0 \\ g_{s}(t) \\ -g_{s}(t) \\ -\Delta_{-}/2 \end{bmatrix},
\]
with eigenvalues \( \Lambda_{0}(t) = 0, \Lambda_{1}(t) = -2\gamma(t), \Lambda_{2}(t) = \Delta_{s}(t), \) and \( \Lambda_{3}(t) = \Delta_{-}(t), \) where \( \Delta_{s}(t) = -\gamma(t) \pm \Delta(t) \) and \( \Delta(t) = \sqrt{\gamma^{2}(t) - 4\omega^{2}}. \) The non-degenerate spectrum of \( \mathbb{I}_{DA}(t) \) shows that \( \mathbb{I}_{DA}(t) \) can be written in the one-dimensional Jordan block form. By writing the density matrix for the initial state as \( \rho^{DA}(0) = |\psi_{in}\rangle \langle \psi_{in}| = |+\rangle\langle +| = (1/2)(\mathbb{I} + \sigma_{x}), \) we can show that the initial state is a linear combination of the vectors \( |D_{0}^{DA}(0)\rangle \) and \( |D_{1}^{DA}(0)\rangle \), yielding
\[
|\psi^{DA}(0)\rangle = \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \end{bmatrix} = |D_{0}^{DA}(0)\rangle - |D_{1}^{DA}(0)\rangle.
\] (46)

Hence, if we let the system evolve adiabatically, we can write the evolved state as [52]
\[
|\psi^{DA}_{ad}(t)\rangle = |D_{0}^{DA}(t)\rangle - e^{-2\int_{0}^{t} \gamma(t) \sigma_{y} dt} |D_{1}^{DA}(t)\rangle,
\] (47)
where we used the adiabatic phase \( \Lambda_{s}(t) = \lambda_{s}(t) = -2\gamma(t). \) Now, by rewriting Eq. (47) as a vector in the superoperator formalism, we get
\[
|\rho^{DA}_{ad}(t)\rangle = \begin{bmatrix} 1 \\ e^{-2\int_{0}^{t} \gamma(t) \sigma_{y} dt} g_{s}(t) \\ -e^{-2\int_{0}^{t} \gamma(t) \sigma_{y} dt} g_{s}(t) \\ 0 \end{bmatrix},
\] (48)
Then, by determining the coherence vector associated with the density matrix \( \rho^{DA}(t) \) and expressing the result in the Pauli basis, we obtain
\[
\rho^{DA}_{ad}(t) = \frac{1}{2} \begin{bmatrix} 1 + (-1)^{(0)+f(1)} \sigma_{x} \end{bmatrix},
\] (49)
In the limit \( \gamma(t) \to 0 \), we recover the density matrix for the unitary dynamics shown in Eq. (40), where the output state reads \( (t = \tau) \) [40]
\[
\lim_{\gamma(t) \to 0} \rho^{DA}_{ad}(\tau) = \rho^{DA}_{cs}(\tau) = \frac{1}{2} \begin{bmatrix} 1 + (-1)^{(0)+f(1)} \sigma_{x} \end{bmatrix},
\] (50)
where we have used \( \cos(\pi F/2) = (-1)^{f(0)+f(1)} \) for \( f(x) \in [0, 1] \), since \( F = 1 - (-1)^{(0)+f(1)} \). This solution is the output for an optimal (decoherence-free) situation. The experimental implementation of the adiabatic Deutsch algorithm under phase damping has been implemented in trapped ions [54], where the adiabatic behavior is achieved for long total evolution time.

2. Deutsch standard TQD

As a first application, let us derive a shortcut to the adiabatic Deutsch algorithm in open systems. To begin with, we observe that Eqs. (44) and (45) implies in \( \mathbb{E}^{DA}_{\alpha}(t)|D_{\alpha}^{DA}(t)\rangle = 0 \) for \( \alpha = (0, 1). \) Therefore, the adiabatic phases \( \Lambda_{\alpha}(t) = \lambda_{\alpha}(t) - \mathcal{E}_{\alpha}(t)|D_{\alpha}^{DA}(t)\rangle \) for each eigenvector are simply given by its corresponding eigenvalue. Then, we get
\[
\Lambda_{0}(t) = 0, \quad \Lambda_{1}(t) = -2\gamma(t),
\]
\[
\Lambda_{2}(t) = \alpha(t) - \frac{\Delta_{s}(t)\gamma(t)}{2\Delta^{2}(t)} - \alpha(t) - \frac{\Delta_{-}(t)\gamma(t)}{2\Delta^{2}(t)}.
\] (51b)
In particular, we can see that if \( \gamma(t) = 0 \) then \( \mathcal{E}^{DA}_{\alpha}(t)|D_{\alpha}^{DA}(t)\rangle = 0 \), for any \( \alpha \). This implies in a generalized parallel transport condition for the adiabatic dynamics in open systems, which is formally analogous to the parallel transport condition for unitary dynamics.

By applying the standard approach for TQD, the counter-diabatic Lindblad superoperator to be added to the adiabatic counterpart reads
\[
\mathbb{I}_{cd}^{DA}(t) = -\sum_{\mu=0}^{3} \langle \langle \mathcal{E}_{\mu}^{DA}(t)|D_{\mu}^{DA}(t)\rangle |D_{\mu}^{DA}(t)\rangle \langle \mathcal{E}_{\mu}^{DA}(t)angle
\]
\[
+ \sum_{\mu=0}^{3} |D_{\mu}^{DA}(t)\rangle \langle \mathcal{E}_{\mu}^{DA}(t)|D_{\mu}^{DA}(t)\rangle \langle \mathcal{E}_{\mu}^{DA}(t)angle,
\] (52)
where \( |D_{\mu}^{DA}(t)\rangle \) and \( \langle \mathcal{E}_{\mu}^{DA}(t)|D_{\mu}^{DA}(t)\rangle \) are given by Eqs. (44) and (45), respectively. By using the Eqs. (44) and Eqs. (45), we get a counter-diabatic Lindbladian superoperator given by
\[
\mathbb{I}_{cd}^{DA} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -\frac{E}{\tau} & h(t)g_{s}(t) \\ 0 & -\frac{E}{\tau} & 0 & h(t)g_{s}(t) \\ 0 & h(t)g_{s}(t) & h(t)g_{s}(t) & 0 \end{bmatrix}.
\] (53)
Then, \( h(t) = \omega \gamma(t)/\tau[4\omega^{2} - \gamma^{2}(t)] \). By restricting to the simple case of the parallel transport condition \( \gamma(t) = 0 \), we have \( h(t) = 0 \). Then, Eq. (53) becomes
\[
\mathbb{I}_{cd}^{DA} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -\frac{E}{\tau} & 0 \\ 0 & -\frac{E}{\tau} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\] (54)
Thus, the corresponding Lindbladian \( \mathcal{L}_{cd}^{DA}(\bullet) \) is
\[
\mathcal{L}_{cd}^{DA}(\bullet) = \frac{1}{\imath \hbar} [\mathcal{H}_{cd}^{DA}(\bullet), \bullet],
\] (55)
where we have the counter-diabatic Hamiltonian

\[ H^{DA}_{cd} = -\frac{\hbar}{4\tau} \sigma_z. \]  

(56)

Therefore, since the standard TQD Lindbladian is given by

\[ L^{DA}_{Sqd}(t) = L^{DA}_{cd}(t) + \frac{1}{\hbar}[H^{DA}_{Sqd}(t), \bullet] + \gamma(t)[\sigma_z \bullet \sigma_z - \bullet], \]  

(57)

with \( H^{DA}_{Sqd}(t) = H^{DA}_{cd}(t) + H^{DA}_{c}. \) Notice that, even though the counter-diabatic contribution for the Hamiltonian is time-independent, the total standard TQD Lindbladian depends on time through the Hamiltonian \( H^{DA}_{c}(t). \) Moreover, the additional term \( H^{DA}_{cd} \) to be introduced in Eq. (41), which allows to implement the transitionless evolution in open systems, does not depend on a reservoir engineering, but just on the fields that act on the system.

3. Deutsch generalized TQD

Now, let us use the generalized approach of TQD in open systems to derive an alternative master equation for the Deutsch problem, which is time-independent but able to provide the same results as Eq. (57). To this end, let us write the generalized TQD evolution operator as

\[ \mathcal{V}^{DA}_{Gqd}(t) = \sum_{\alpha=0}^{N-1} e^{i\Theta^{DA}_\alpha(t)\mathcal{E}(\mathcal{D}^{DA}_{\alpha}(t))}\langle \mathcal{E}^{DA}(0) \rangle, \]  

(58)

where \( \Theta^{DA}_\alpha(t) \) are the phases to be adjusted. However, as shown in Eq. (46), the initial state of the system is written as a superposition of \( \mathcal{E}^{DA}(0) \) and \( \mathcal{E}^{DA}(0) \), so that the evolved state depends on the adiabatic phases \( \Lambda_0(t) \) and \( \Lambda_1(t) \), but it does not depend on the \( \Lambda_2(t) \) and \( \Lambda_3(t) \). Thus, in order to derive the generalized TQD, the generalized phases \( \Theta^{DA}_0(t) \) and \( \Theta^{DA}_1(t) \) should reproduce the adiabatic phases \( \Lambda_0(t) \) and \( \Lambda_1(t) \), but \( \Theta^{DA}_2(t) \) and \( \Theta^{DA}_3(t) \) allow us to introduce free parameters in the evolution. In conclusion, by considering \( \Theta^{DA}_0(t) = \Lambda_0(t) = 0 \) and \( \Theta^{DA}_1(t) = \Lambda_1(t) = -2\gamma_0 \), the generalized TQD Lindbladian is obtained from Eq. (23) as

\[ \mathbb{L}^{DA(e)}_{Gqd}(t) = \begin{bmatrix} 0 & 0 & \frac{\gamma_0}{2\tau} & 0 \\ 0 & \eta_1(t) & \frac{\gamma_0}{2\tau} & 0 \\ 0 & \frac{\gamma_0}{2\tau} & \eta_2(t) & 0 \\ 0 & -\frac{\omega\eta_2(t)}{2(\Lambda(t)} & -\frac{\omega\eta_2(t)}{2(\Lambda(t)} & \chi_-(-t) \end{bmatrix}. \]  

(59)

where we have defined \( \gamma(t) \equiv \gamma_0 \) for a constant rate \( \gamma_0 \) (satisfying then \( \gamma(t) = 0 \), \( \chi(t) = \sin(F \pi \tau)[2y_0 + y_1(t)] \), \( \eta_1(t) = \Gamma_x(t) + g_1^2(t)\chi_x(t), \) \( \eta_2(t) = \Gamma_d(t) + g_1^2(t)\chi_d(t), \) \( \Theta_1(t) = \Theta_2(t) \), with

\[ \chi_x(t) = \pm \Delta_x(t)\Theta_3(t) \pm \Delta_x(t)\Theta_2(t) / (2\Delta(t)), \]  

(60a)

\[ \Gamma_d(t) = -\gamma_0(1 \pm g_1^2(t) \pm g_2^2(t)). \]  

(60b)

We can fix the free parameters at convenience so that we obtain a simple Lindblad superoperator. For instance, in order to get an anti-symmetric superoperator, we can adjust \( \Theta_3(t) \). Indeed, from Eq. (60), if we choose

\[ \Theta_3(t) = \frac{\Delta_\tau(t) - 4\gamma_0 \Delta(t)}{\Delta_x(t)}, \]  

(61)

we obtain an anti-symmetric Lindblad superoperator \( \mathbb{L}^{DA(2)}_{Gqd}(t) \) given by

\[ \mathbb{L}^{DA(2)}_{Gqd}(t) = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & \frac{\gamma_0}{2\tau} & -\Theta_2(t)g_3(t) & 0 \\ 0 & \Theta_2(t)g_3(t) & \Theta_2(t)g_3(t) & -\gamma_0 \chi_\pm(t) \end{bmatrix}, \]  

(62)

where

\[ \Theta_2(t) = \frac{2\gamma_0 [\gamma_0 + \Theta_2(t)]}{\Delta_\tau(t)}. \]  

(63)

Concerning the parameter \( \Theta_2(t) \), it is linked to reservoir and/or Hamiltonian engineering. For example, if we are not able to perform reservoir engineering, we take \( \Theta_2(t) = \Lambda_2(t) \). In this case, we can show that the resulting generalized Lindblad superoperator \( \mathbb{L}^{DA(2)}_{Gqd}(t) \) is given by \( \mathbb{L}^{DA(2)}_{Gqd}(t) = L^{DA}_{Gqd}(t) + L^{DA}_{cd} \), since \( \Theta_2(t) \) and \( \Theta_3(t) \) becomes exactly the phases which accompanies the adiabatic dynamics (see Eq. (51)).

On the other hand, we can also consider others possibilities of choices for \( \Theta_2(t) \) so that we can get alternative ways of driving the system. For example, from Eq. (62), we can identify some time-independent matrix elements of \( \mathbb{L}^{DA(2)}_{Gqd}(t) \), with time-dependence on the parameter \( \Theta_2(t) \) for other elements. In particular, it is worth highlighting that the right and left bases for \( \mathbb{L}^{DA}(t) \) satisfy Eq. (26). Then, as a consequence of Theorem 1, we can get a time-independent master equation. Particularly, it is obtained if we choose \( \Theta_2(t) = -2\gamma_0 \), so that the Lindbladian in Eq. (62) becomes

\[ \mathbb{L}^{DA}_{Gqd} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & -2\gamma_0 & \frac{\gamma_0}{2\tau} & 0 \\ 0 & -\frac{\omega\eta_2(t)}{2\Lambda(t)} & -2\gamma_0 & 0 \\ 0 & 0 & 0 & -2\gamma_0 \end{bmatrix}. \]  

(64)

For the associated master equation, we obtain

\[ \dot{\rho}(t) = \frac{1}{i\hbar}[H^{DA}_{cd} \cdot \rho(t)] + R^{DA}_{\hat{M}}[\rho(t)] + R^{DA}_{\hat{N}}[\rho(t)] + R^{DA}_{\hat{P}}[\rho(t)], \]  

(65)

with \( H^{DA}_{cd} \) given by Eq. (56) and \( R^{DA}_{\bullet} = \frac{\gamma_0}{2}(\sigma_x \bullet \sigma_y - \bullet) \). In order to verify whether Eqs. (57) and (65) allow us to get a shortcut to adiabatic Deutsch algorithm in open systems, we compute the fidelity [55]

\[ F_{\text{os}}(\omega, t) = \text{Tr} \left[ \sqrt{\rho(t)} \rho^{\text{as}}(\gamma_0 t) \sqrt{\rho(t)} \right], \]  

(66)

where \( \rho(t) \) is a solution of Eq. (57) and (65) at \( t = \tau \) and \( \rho^{\text{as}} \) is the target state. In our case, the target state is the adiabatic solution at the instant \( t = \tau \) obtained from Eq. (49) as

\[ \rho^{\text{as}}(\gamma_0 t) = \frac{1}{2} \left[ \mathbb{1} + e^{-2\gamma_0 t} \cos \left( \frac{\pi F}{2} \right) \sigma_x - e^{-2\gamma_0 t} \sin \left( \frac{\pi F}{2} \right) \sigma_y \right]. \]  

(67)
In Fig. 1 we present the fidelity as a function of $ωτ$, since we set $γ₀$ as a multiple of $ω$. Both standard and generalized TQD protocols achieve a shortcut to adiabaticity in open system. It is important to highlight that a high fidelity here does not necessarily represent the optimal fidelity of the adiabatic Deutsch algorithm, because the state in Eq. (67) is not an exact solution of the problem due to decoherence. This statement can be better understood from Fig. 2, where we show the trajectory of several distinct evolutions in the Bloch sphere. Regardless whether the system dynamics is unitary or not, as we drive the system in a time interval shorter than that required by the adiabatic conditions, the dynamics is far from the adiabatic solution, while both standard and generalized TQDs allow us to mimic the adiabatic behavior during all the time interval $t \in [0, τ]$. Notice also that, when the system is affected by decoherence, the state purity decreases, leading to a loss of fidelity to get the perfect output state.

### B. Landau-Zener model under bit-phase-flip

As a second example of application of the generalized TQD approach, let us consider the Landau-Zener model, whose Hamiltonian is given by $H_{LZ}(t) = (ℏω₀/2)σ⁺ + (ℏΔ(t)/2)σ_z$. Here we are considering a time-independent detuning frequency $ω₀$ and a time-dependent field $Δ(t)$.

#### 1. Landau-Zener adiabatic dynamics

Let us assume that the system evolves under bit-phase flip decohering effect, whose the Lindblad equation is

$$\dot{ρ}(t) = -\frac{i}{ℏ}[H_{LZ}(t), ρ(t)] + γ(t)[σ_+ρ(t)σ_− - ρ(t)],$$

where $γ(t)$ is the time-dependent bit phase flip decohering rate. From Eq. (68), we can write the corresponding superop-

![FIG. 2. Trajectories in the Bloch sphere for several quantum evolutions: adiabatic solution given by Eq. (49) (Ad. Solution), exact solution of the master equation in Eq. (41) (Adiabatic ME), standard TQD approach in Eq. (57) (Standard TQD ME), and generalized TQD method in Eq. (65) (General TQD ME). The dynamics is considered for closed (left Bloch sphere) and open (right Bloch sphere) cases, where we consider the total evolution time such that τω = 10.

### FIG. 1. Fidelity $F_{OA}(ωτ)$ to achieve the open system adiabatic solution for the Deutsch algorithm for different values of $γ₀$. Solid lines with filled symbols represent $F_{DA}(ωτ)$ when the system is driven by the master equation in Eq. (41), while dashed lines with empty symbols describe $F_{OA}(ωτ)$ when the system is driven by the generalized TQD master equation in Eq. (65). Inset: $F_{OA}(ωτ)$ for the standard TQD evolution in Eq. (57). Here we consider the case where the function is balanced.
undergoes the adiabatic dynamics, its evolved state is given by
\[
|\rho_{\text{ad}}^{LZ}(t)\rangle = |D_0^{LZ}(t)\rangle - e^{\int_0^t \Lambda_1(\xi) d\xi} |D_1^{LZ}(0)\rangle,
\]
(73)
where \( \Lambda_1(t) = A_1(t) - \langle E_1(t) | D_1(t) \rangle \). By using that
\( \langle E_1(t) | D_1(t) \rangle = 0 \), we then obtain \( \Lambda_1(t) = -2\gamma(t) \). Thus, we write
\[
|\rho_{\text{ad}}^{LZ}(t)\rangle = |D_0^{LZ}(t)\rangle - e^{-\int_0^t 2\gamma(\xi) d\xi} |D_1^{LZ}(0)\rangle.
\]
(74)
The explicit vector form of the above state is
\[
|\rho_{\text{ad}}^{LZ}(t)\rangle = \begin{bmatrix} 1 & -e^{-\int_0^t 2\gamma(\xi) d\xi} \sin \theta(t) & 0 & -e^{-\int_0^t 2\gamma(\xi) d\xi} \cos \theta(t) \end{bmatrix}^{\dagger}.
\]
(75)
By turning back to the density matrix for the above dynamics, we then get
\[
\rho_{\text{ad}}^{LZ}(t) = \frac{1}{2} \begin{bmatrix} 1 & -e^{-\int_0^t 2\gamma(\xi) d\xi} \sin \theta(t) \sigma_x & -e^{-\int_0^t 2\gamma(\xi) d\xi} \cos \theta(t) \sigma_z \end{bmatrix}.
\]
(76)

2. Landau-Zener standard TQD

From Eqs. (70) and (71) we find the adiabatic phases associated with each eigenvector, which are given by
\[
\Lambda_0^{LZ}(t) = 0, \quad \Lambda_1^{LZ}(t) = -2\gamma(t),
\]
(77)
\[
\Lambda_2^{LZ}(t) = -\gamma(t) - \sec \theta(t) \kappa(t) - G_2^{LZ}(t),
\]
(78)
\[
\Lambda_3^{LZ}(t) = -\gamma(t) + \sec \theta(t) \kappa(t) - G_3^{LZ}(t),
\]
(79)
where \( G_2^{LZ}(t) = \langle E_2^{LZ}(t) | D_2^{LZ}(t) \rangle \) are the generalized Berry’s phases
\[
G_2^{LZ}(t) = \frac{\sigma \theta(t) [\kappa(t) - \cos \theta(t) \gamma(t)]}{2 \kappa^2(t) \sec \theta(t)},
\]
(80a)
\[
G_3^{LZ}(t) = -\frac{\sigma \theta(t) [\kappa(t) + \cos \theta(t) \gamma(t)]}{2 \kappa^2(t) \sec \theta(t)},
\]
(80b)
with \( \sigma \theta(t) = \gamma(t) \kappa(t) \tan \theta(t) - \gamma(t) \). From Eqs. (80a) and (80b), it is possible to see that, when \( \sigma \theta(t) = 0 \), we obtain for the Landau-Zener model the generalized parallel transport condition \( G_2^{LZ}(t) = 0 \), for all \( \mu \). Notice that this is reached for
\[
\gamma(t) = \tilde{\gamma}(t) = \gamma_0 \sec \theta(t),
\]
(81)
for some constant \( \gamma_0 \). From the standard TQD theory, we can then write the counter-diabatic Lindbladian as
\[
\mathbb{L}^{LZ}_{\text{cd}}(t) = \sum_{\mu=0}^3 \left[ \mathbb{D}^{LZ}_\mu(t) \right] \left( \langle E_\mu^{LZ}(t) | D_\mu^{LZ}(t) \rangle - G_\mu^{LZ}(t) \langle D_\mu^{LZ}(t) | E_\mu^{LZ}(t) \rangle \right).
\]
(82)

By using Eqs. (70) and (71) we find
\[
\mathbb{L}^{LZ}_{\text{cd}}(t) = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{\gamma(t)}{2 \kappa^2(t)} & \frac{\gamma(t)}{2 \kappa^2(t)} \\ 0 & -2 \gamma_0 \sec \theta(t) & 0 & 0 \\ 0 & 0 & 0 & -2 \gamma_0 \sec \theta(t) \end{bmatrix},
\]
(83)

where \( \sigma = \omega_0 \sigma(t) \cos^2 \theta(t) \). Similarly as discussed for the Deutsch problem, we can make the Lindblad superoperator \( \mathbb{L}^{LZ}_{\text{cd}}(t) \) anti-symmetric by imposing \( \sigma(t) = 0 \), which corresponds to the fulfillment of the generalized parallel transport condition, as provided by Eq. (81). Hence, by using this condition, we get
\[
\mathbb{L}^{LZ}_{\text{cd}}(t) = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \tilde{\theta}(t) \\ 0 & 0 & 0 & 0 \\ 0 & -\tilde{\theta}(t) & 0 & 0 \end{bmatrix}.
\]
(84)
The Lindbladian contribution \( \mathbb{L}^{LZ}_{\text{cd}}(t) \) associated with the counter-diabatic superoperator \( \mathbb{L}^{LZ}_{\text{cd}}(t) \) is then
\[
\mathbb{L}^{LZ}_{\text{cd}}(t) = \frac{1}{i \hbar} [H^{LZ}_{\text{cd}}(t), \bullet],
\]
(85)
with the counter-diabatic Hamiltonian given by
\[
H^{LZ}_{\text{cd}}(t) = \frac{\hbar \tilde{\theta}(t)}{2} \sigma_y.
\]
(86)
Therefore, the transitionless master equation is
\[
\dot{\rho}(t) = -\frac{i}{\hbar} [H^{LZ}_{\text{cd}}(t), \rho(t)] + \gamma(t) [\sigma_x \rho(t) \sigma_y - \rho(t)],
\]
(87)
where \( H^{LZ}_{\text{cd}}(t) = H^{LZ}(t) + H^{LZ}_{\text{cd}}(t) \). This correction term is exactly the counter-diabatic term for the Landau-Zener Hamiltonian found in Refs. [34, 44]. In particular, it allows for the implementation of the adiabatic dynamics given by
\[
\dot{\rho}_{\text{ad}}^{LZ}(t) = \frac{1}{2} \begin{bmatrix} 1 & -e^{-\int_0^t \gamma(\xi) d\xi} \sin \theta(t) \sigma_x & -e^{-\int_0^t \gamma(\xi) d\xi} \cos \theta(t) \sigma_z \end{bmatrix}.
\]
(88)

3. Landau-Zener generalized TQD

The generalized TQD for the Landau-Zener model is obtained by implementing the Lindblad superoperator
\[
\mathbb{L}^{LZ}_{\text{Gcd}}(t) = \sum_{\alpha=0}^3 \Theta^{LZ}_{\alpha}(t) |D^{LZ}_\alpha(0)\rangle \langle E^{LZ}_\alpha(t)| + |D^{LZ}_\alpha(t)\rangle \langle E^{LZ}_\alpha(0)|.
\]
(89)

By employing the same procedure as performed for the Deutsch algorithm, we find that the generalized Lindblad superoperator can be written as
\[
\mathbb{L}^{LZ}_{\text{Gcd}}(t) = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & -2 \gamma_0 \sec \theta(t) & 0 & \tilde{\theta}(t) \\ 0 & 0 & -2 \gamma_0 \sec \theta(t) & 0 \\ 0 & -\tilde{\theta}(t) & 0 & -2 \gamma_0 \sec \theta(t) \end{bmatrix},
\]
(90)

which is obtained by choosing \( \Theta_2(t) = \Theta_3(t) = -2 \gamma_0 \sec \theta(t) \). The master equation then reads
\[
\dot{\rho}(t) = \frac{1}{i \hbar} [H^{LZ}_{\text{cd}}, \rho(t)] + \mathcal{R}^{LZ}_{\alpha}[\rho(t)],
\]
(91)
Adiabatic solution provides a theorem providing sufficient conditions for the generalized Lindblad superoperator. Moreover, we have provided a theorem allowing for an optimization of the evolution as we drive the system through a transitionless path. In particular, we discuss how to recover the time independence of the evolution as we drive the system through a transitionless path. Such phase freedom allows for an optimization of the evolution as we drive the system through a transitionless path. In particular, we discuss how to recover the time independence of the evolution as we drive the system through a transitionless path. As a direct consequence, we can mimic the adiabatic dynamics in open systems using time-independent control for both Hamiltonian and reservoir engineering. Our results have been applied to two different situations. The first application concerns quantum computation through the adiabatic Deutsch algorithm under dephasing. For such evolution, we have determined the generalized phases so that we get a time-independent TQD master equation. As a second example, we have considered a two-level system driven by the Landau-Zener Hamiltonian, with interest in atomic/molecular physics. We have taken a nonunitary evolution under the bit-phase flip channel. Such example illustrates a time-dependent master equation, but with constant driving fields in the Hamiltonian. In both situations, we show how reservoir engineering can be used to obtain an open system parallel transport condition, which provides a geometric interpretation of shortcuts to adiabaticity in open systems.

The methods presented here open perspectives for a number of applications in open system inverse engineering, with potential impact even to universal Lindblad-like master equations [56]. For example, we can devise inverse engineering methods to design system-reservoir interactions able to track the ground state of a desired time-dependent Hamiltonian (induced adiabaticity). This is useful as an environment based quantum control technique, which resembles the approaches proposed in Refs. [14, 57].

Extending the efficiency of quantum control to open systems is a forefront issue, which is still more challenging for the case of many-body real systems embedded in an external environment. Our approach offers finite-time flexible control as long as the system can be described by a tractable local master equation in the adiabatic regime and the required TQD interaction can be reduced to sufficiently local couplings. This is a point to be further explored in order to increase the size of quantum systems. Moreover, shortcuts to adiabaticity in open systems are also potentially fruitful to investigate quantum thermodynamics far from equilibrium. We have previously shown that the adiabatic behavior of open systems is compatible with the entropy variation at equilibrium [52]. We can now envisage the application of our results to study entropy production in irreversible dynamics via counter-diabatic
methods. Shortcuts to quantum thermalization and out of
equilibrium processes via inverse engineering are expected to
be addressed in future research.
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Appendix A: Open systems in the superoperator formalism

In the theory of open systems, the dynamics of a quantum
system \( S \), with a Hilbert space \( \mathcal{H}_S \), coupled to an environment
\( A \), with a Hilbert space \( \mathcal{H}_A \), is generically described by a mas-
ter equation that takes into account the system-environment
interaction. In particular, we consider here a system dynamics
described by the time-local master equation \[\hat{\rho}(t) = \mathcal{L}[\rho(t)], \quad (A1)\]
where \( \mathcal{L}[\bullet] \) is the generator of the dynamics and the sub-
script “\( t \)” makes explicit the possibility of time-dependency
of the parameters associated with the environment. One way
to deal with the above equation is to define an extended space
where the generator \( \mathcal{L}[\bullet] \) becomes a \((D^2 \times D^2)\)-dimensional
superoperator \( \mathbb{L}(t) \) and the density operator becomes a super-
vector \( |\rho(t)\rangle \). To see how it can be done, we define a set of
\( D^2 - 1 \) operators \( \mathcal{O} = \{\sigma_n\} \subset \mathcal{H}_S \) (\( n \geq 1 \)), so that \( \text{Tr}[\sigma_n] = 0 \)
and \( \text{Tr}[\sigma_n \sigma_m] = D \delta_{nm} \). The identity is introduced as a \( D \)-
dimensional operator \( \sigma_0 = 1 \) so that we will be able to ensure
\( \text{Tr}[\rho(t)] = 1 \). In this form, we can expand \( \rho(t) \) as
\[\rho = \frac{1}{D} \left[ 1 + \sum_{n=1}^{D^2-1} \varrho_n \sigma_n \right], \quad (A2)\]
with \( \varrho_n = \text{Tr}[\rho \sigma_n] \). So, by using this expanded form of the
density operator in Eq. \( (A1) \), we find the system of differential
equations
\[\dot{\varrho}_n(t) = \frac{1}{D} \sum_{m=0}^{D^2-1} \varrho_m(t) \text{Tr}[\sigma_m \mathcal{L}[\sigma_n]], \quad (A3)\]
where we assume that \( \mathcal{L}[\bullet] \) is a linear operator. Note that if
we identify the coefficient \( \text{Tr}[\sigma_m \mathcal{L}[\sigma_n]] \) in the above equation
as an element at \( k \)-th row and \( i \)-th column of a \((D^2 \times D^2)\)-
dimensional matrix \( \mathbb{L}(t) \), we can write
\[\hat{\rho}(t) = \mathbb{L}(t)|\rho(t)\rangle \rangle, \quad (A4)\]
where \( |\rho(t)\rangle \rangle \) is a \( D^2 \)-dimensional vector with components
\( \varrho_n(t) = \text{Tr}[\rho(t) \sigma_n] \), \( n = 0, 1, \cdots, D^2 - 1 \). This proves Eq. \( (7) \)
of the main text.

An important remark is that, due to the non-Hermiticity of the
operator \( \mathcal{L}[\bullet] \), the superoperator \( \mathbb{L}(t) \) may not be diagona-
lizable. Nevertheless, square matrices can always be written
in the Jordan canonical form, where \( \mathbb{L}(t) \) displays a block-diagonal structure \( \mathbb{L}_J(t) \) composed by Jordan blocks \( J_{\nu}(t) \). The number of Jordan blocks is the sum of the geometric multi-
plicities of all the eigenvalues \( \lambda_\nu(t) \) of \( \mathbb{L}(t) \) \[60\]. Then, we first define

Definition 2 (Jordan block) Given a \( K \times K \) matrix \( L \), the Jordan
block form of \( L \) reads
\[L_J = \begin{pmatrix} J_{\lambda_1} & 0 & \cdots & 0 \\ 0 & J_{\lambda_2} & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & J_{\lambda_K} \end{pmatrix}, \quad (A5)\]
where each block \( J_{\lambda_\nu} \) is given by an upper triangular ma-
trix of the form
\[J_{\lambda} = \begin{pmatrix} \lambda & 1 & 0 & \cdots & 0 \\ 0 & \lambda & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & \lambda & 1 \\ 0 & \cdots & 0 & 0 & \lambda \end{pmatrix}_{1 \times K}, \quad (A6)\]
with \( \lambda \) denoting the eigenvalues of \( L \). Alternatively, a \( K \times K \)
Jordan matrix \( L_J \) can be denoted as
\[L_J = \bigoplus_{\nu=1}^{N} J_{\lambda_\nu} \quad (A7)\]
where \( N \leq K \) is the number of Jordan blocks required to write
\( L \) in a Jordan block form, and \( k_1 + k_2 + \cdots + k_N = K \).

In some cases, the coefficients \( \lambda_\nu \) may depend on other
parameters (time, for example). Then, by assuming that the coeffi-
cients \( \lambda_\nu \) depend on a complete set of parameters
\( \xi = \{\xi_1, \cdots, \xi_M\} \), we denote the Jordan matrix as
\[L_J(\xi) = \bigoplus_{\nu=1}^{N} J_{\lambda_\nu(\xi)} \quad (A8)\]
The notion of Jordan form is important here because, differ-
ent from the generator of a unitary dynamics (the Hamilton-
ian), the generator \( \mathbb{L}(t) \) in an open system does not always
admit a diagonal form. However, every square matrix \( A \) can be
diagonalized by blocks from the Jordan canonical form
theorem \[60\].

Theorem 3 (Jordan canonical form) Let \( A \in M_K \) be \( K \times K \)
square matrix in the set \( M_K \). Then, there is a non-singular
matrix \( S \in M_K \), positive integers \( k_1, \cdots, k_N \), with \( k_1 + k_2 + \cdots + k_N = K \) \( (N \leq K) \), and scalars \( \lambda_1, \cdots, \lambda_N \in C \) so that
\[A(\xi) = S(\xi) J_A(\xi) S^{-1}(\xi), \quad (A9)\]
where \( J_A(\xi) = J_{\lambda_1(\xi)} \oplus J_{\lambda_2(\xi)} \oplus \cdots \oplus J_{\lambda_N(\xi)} \) is the
Jordan matrix associated with \( A(\xi) \).
Now, by using the above discussion to the superoperator $\mathbb{L}_I(t)$, we can obtain its Jordan form through the matrix $S(t)$, which allows us to write

$$\mathbb{L}_J(t) = S^{-1}(t)\mathbb{L}_I(t)S(t) = \bigoplus_{\alpha=1}^N L_{\alpha}(t), \quad (A10)$$

where $N$ is the sum of the geometric multiplicities of all the eigenvalues $\lambda_\alpha(t)$ of $\mathbb{L}_I(t)$ and each block $L_\alpha [\lambda_\alpha(t)]$ is a $(N_\alpha \times N_\alpha)$-dimensional matrix given as in Eq. (A6). Since the Hilbert space of the system has dimension $D$, one finds $N_1 + N_2 + \cdots + N_N = D^2$. In addition, as an immediate consequence of the structure of $\mathbb{L}_J(t)$, we see that $\mathbb{L}_I(t)$ does not always admit the existence of a complete set of eigenvectors. Instead, we define right $|D^\alpha_{\mu}(t)\rangle\rangle$ and left $\langle\langle E^\alpha_{\nu}(t)|$ quasi-eigenvectors of $\mathbb{L}_I(t)$ associated with the eigenvalue $\lambda_\alpha(t)$, satisfying

$$\mathbb{L}_I(t)|D^\alpha_{\mu}(t)\rangle\rangle = |D^\alpha_{\mu}(t)\rangle\rangle \lambda_\alpha(t), \quad (A11a)$$

$$\langle\langle E^\alpha_{\nu}(t)|\mathbb{L}_I(t) = \langle\langle E^\alpha_{\nu}(t)|\lambda_\alpha(t). \quad (A11b)$$

The sets $\{|D^\alpha_{\mu}(t)\rangle\rangle\}$ and $\{\langle\langle E^\alpha_{\nu}(t)|\}$ constitute bases for the space associated with the operator $\mathbb{L}_I(t)$, satisfying the normalization condition $\langle\langle E^\alpha_{\nu}(t)|\mathbb{L}_I(t)|D^\alpha_{\mu}(t)\rangle\rangle = \delta_{\mu\nu}\delta_{m\mu}$, and the completeness relationship

$$\sum_{\alpha=1}^N \sum_{n_\alpha=1}^{N_\alpha} |D^\alpha_{n_\alpha}(t)\rangle\rangle \langle\langle E^\alpha_{n_\alpha}(t)| = \mathbb{1}_{D^\alpha \times D^\alpha}, \quad (A12)$$

where $N$ is the number of Jordan blocks in Eq. (A10) and $N_\alpha$ is the dimension of the $\alpha$-th Jordan block.

**Appendix B: Standard counter-diabatic Lindbladians**

Let us derive the standard counter-diabatic Lindblad superoperator from the similarity transformation $\mathbb{L}_J(t) = C^{-1}(t)\mathbb{L}_I(t)C(t)$ induced by the superoperator $C(t)$, with $\mathbb{L}_J(t)$ denoting the Jordan canonical form of $\mathbb{L}_I(t)$. From Eq. (12), we have

$$[\mathbb{L}_J(t) + \hat{C}^{-1}(t)C(t)] \rho(t)\rangle\rangle_1 = \rho(t)\rangle\rangle_1 . \quad (B1)$$

with $\rho(t)\rangle\rangle_1 = C^{-1}(t)\rho(t)\rangle\rangle_1$. We then split the term $\hat{C}^{-1}(t)C(t)$ into two contributions $\hat{C}^{-1}(t)C(t) = \mathbb{L}_J(t) + \mathbb{L}_{\text{cd}}(t)$, so that we can rewrite Eq. (B1) as

$$\left[\mathbb{L}_J(t) + \mathbb{L}_J(t) + \mathbb{L}_{\text{cd}}(t)\right] \rho(t)\rangle\rangle_1 = \rho(t)\rangle\rangle_1 , \quad (B2)$$

where

$$\mathbb{L}_J(t) = \sum_{\mu=0}^{N-1} \sum_{n_\mu=1}^{N_\mu} \sum_{\ell_\mu=1}^{N_\mu} C^{n_\mu \ell_\mu}_{\mu}(t)\sigma^{n_\mu}_{\mu}(t)\rangle\langle\sigma^{n_\mu}_{\mu} | , \quad (B3)$$

$$\mathbb{L}_{\text{cd}}(t) = \sum_{\nu=0}^{N-1} \sum_{m_\nu=1}^{N_\nu} \sum_{\ell_\nu=1}^{N_\nu} C^{m_\nu \ell_\nu}_{\nu}(t)\sigma^{m_\nu}_{\nu}(t)\rangle\langle\sigma^{m_\nu}_{\nu} | , \quad (B4)$$

with coefficients $C^{n_\mu \ell_\mu}_{\mu}(t) = \langle\sigma^{n_\mu}_{\mu}|\hat{C}^{-1}(t)C(t)|\sigma^{n_\mu}_{\mu} |$. Eq. (B2) leads to the counter-diabatic Lindbladian as proposed by Vacanti et al. in Ref. [42], which reads

$$\mathbb{L}_{\text{cd}}(t) = -C(t)\mathbb{L}_{\text{cd}}(t)C^{-1}(t) . \quad (B5)$$

Henceforth, we aim at providing $\mathbb{L}_{\text{cd}}(t)$ in terms of the right and left quasi-eigenbasis $\{|D^\alpha_{\mu}(t)\rangle\rangle\}$ and $\{\langle\langle E^\alpha_{\nu}(t)|\}$. In this direction, we start by expressing $\mathbb{L}_{\text{cd}}(t)$ as

$$\mathbb{L}_{\text{cd}}(t) = -C(t)\mathbb{L}'_{\text{cd}}(t)C^{-1}(t)$$

$$= -C(t)\mathbb{L}'_{\text{cd}}(t)C^{-1}(t) + \left[\hat{C}(t)\mathbb{L}_J(t)C^{-1}(t) - C(t)\mathbb{L}_J(t)C^{-1}(t)\right]$$

$$= -C(t)\mathbb{L}'_{\text{cd}}(t)C^{-1}(t) + C(t)\mathbb{L}_J(t)C^{-1}(t)$$

$$= -C(t)\mathbb{L}_J(t)C^{-1}(t) + C(t)\mathbb{L}_J(t)C^{-1}(t) . \quad (B6)$$

Let us now use $\hat{C}^{-1}(t)C(t) = -C^{-1}(t)\hat{C}(t)$, yielding

$$\mathbb{L}_{\text{cd}}(t) = \hat{C}(t)C^{-1}(t) + C(t)\mathbb{L}_J(t)C^{-1}(t) . \quad (B7)$$

Thus, we can compute each term in the right-hand-side of Eq. (B7) as

$$\hat{C}(t)C^{-1}(t) = \sum_{\mu=0}^{N-1} \sum_{n_\mu=1}^{N_\mu} |D^\alpha_{\mu}(t)\rangle\rangle \langle\langle E^\alpha_{n_\mu}(t)|$$

$$= \sum_{\mu=0}^{N-1} \sum_{n_\mu=1}^{N_\mu} \sum_{\ell_\mu=1}^{N_\mu} C^{n_\mu \ell_\mu}_{\mu}(t)\sigma^{n_\mu}_{\mu}(t)\rangle\langle\sigma^{n_\mu}_{\mu} | , \quad (B8)$$

and
where we used $C_{\alpha\mu}(t) = \langle \sigma_{\mu}^{\alpha} | \hat{C}^{-1}(t) \hat{C}(t) | \sigma_{\nu}^{\beta} \rangle$ in the last equality. Now, we use the definition of $C(t)$ in Eq. (11) to express $\hat{C}^{-1}(t)\hat{C}(t)$ as

$$\hat{C}^{-1}(t)\hat{C}(t) = \sum_{\mu=0}^{N=1} \sum_{n_{\mu}=1}^{N_{\mu}} \left[ D_{\mu}^{n_{\mu}}(t) \right] \langle \sigma_{\mu}^{\alpha} | \sigma_{\nu}^{\beta} \rangle,$$

so that

$$\langle \sigma_{\mu}^{\alpha} | \hat{C}^{-1}(t)\hat{C}(t) | \sigma_{\nu}^{\beta} \rangle = -\sum_{n_{\mu}=0}^{N_{\mu}} \sum_{n_{\nu}=0}^{N_{\nu}} \left[ D_{\mu}^{n_{\mu}}(t) \delta_{\mu\nu} \delta_{n_{\mu}n_{\nu}} \delta_{\nu\mu} \right] = -C^{\mu\nu}_{\alpha\beta}(t).$$

Therefore, by inserting Eq. (B11) in Eq. (B9), we get

$$C(t)\mathbb{L}(t)C^{-1}(t) = \sum_{\mu=0}^{N=1} \sum_{n_{\mu}=1}^{N_{\mu}} \left[ D_{\mu}^{n_{\mu}}(t) \right] \langle \sigma_{\mu}^{\alpha} | \sigma_{\nu}^{\beta} \rangle,$$

So, from Eqs. (B7), (B8), and (B12), we conclude that

$$\mathbb{L}_{\text{cad}}(t) = \sum_{\mu=0}^{N=1} \sum_{n_{\mu}=1}^{N_{\mu}} \left[ D_{\mu}^{n_{\mu}}(t) \right] \langle \sigma_{\mu}^{\alpha} | \sigma_{\nu}^{\beta} \rangle.$$

Therefore, $\mathbb{L}_{\text{cad}}(t)$ exhibits a structure that is formally identical to the standard counter-diabatic Hamiltonian $H_{\text{cad}}(t)$ in Eq. (3). Let us now show that $\mathbb{L}_{\text{cad}}(t)$ mimics the adiabatic evolution in open systems. In the superoperator formalism, the master equation is given by

$$\dot{\rho}(t) = [L(t) + \mathbb{L}_{\text{cad}}(t)] \rho(t).$$

We now use the expansion $\rho(t) = \sum_{n_{\alpha},n_{\beta}} r_{\alpha}^{n_{\alpha}}(t) |D_{\alpha}^{n_{\alpha}}(t)\rangle \langle D_{\alpha}^{n_{\alpha}}(t)|$ in terms of the right quasi-eigenbasis of $L(t)$. For each component $r_{\alpha}^{n_{\alpha}}(t) |D_{\alpha}^{n_{\alpha}}(t)\rangle$ we then get

$$\frac{d}{dt} r_{\alpha}^{n_{\alpha}}(t) |D_{\alpha}^{n_{\alpha}}(t)\rangle = r_{\alpha}^{n_{\alpha}}(t) [L(t) + \mathbb{L}_{\text{cad}}(t)] |D_{\alpha}^{n_{\alpha}}(t)\rangle.$$

By defining $\mathbb{L}_{\text{Lindblad}}(t) = [L(t) + \mathbb{L}_{\text{cad}}(t)] |D_{\alpha}^{n_{\alpha}}(t)\rangle$, we obtain

$$\mathbb{L}_{\text{Lindblad}}(t) |D_{\alpha}^{n_{\alpha}}(t)\rangle = [L(t) + \mathbb{L}_{\text{cad}}(t)] |D_{\alpha}^{n_{\alpha}}(t)\rangle$$

so that, after projecting Eq. (B15) over $|D_{\beta}^{n_{\beta}}(t)\rangle$, the dynamics for the coefficient $r_{\beta}^{n_{\beta}}(t)$ reads

$$\dot{r}_{\beta}^{n_{\beta}}(t) = \lambda_{\beta}^{n_{\beta}}(t) r_{\beta}^{n_{\beta}}(t) - \sum_{n_{\alpha}=1}^{N_{\alpha}} \sum_{n_{\nu}=1}^{N_{\nu}} G^{\nu n}_{\alpha \beta}(t) r_{\alpha}^{n_{\alpha}}(t) r_{\nu}^{n_{\nu}}(t) + r_{\beta}^{n_{\beta}+1}(t).$$

Eq. (B17) implies in the adiabatic behavior, with the Jordan blocks decoupled from each other and the standard open-system adiabatic phase fixed [13, 52]. Therefore, the Lindbladian $\mathbb{L}_{\text{Lindblad}}(t) = L(t) + \mathbb{L}_{\text{cad}}(t)$ exactly mimics the adiabatic dynamics in open systems.

Appendix C: Inverse engineering in open system

Let us start from the time-local master equation provided by Eq. (7) and assume that the evolved density operator $\rho(t)$ can be obtained by a non-unitary superoperator $\mathcal{V}(t, t_{0})$ as $\rho(t) = \mathcal{V}(t, t_{0}) \rho(t_{0})$. Then

$$\mathcal{V}(t, t_{0}) |\rho(t_{0})\rangle = \mathbb{L}(t) \mathcal{V}(t, t_{0}) |\rho(t_{0})\rangle,$$

which holds for any initial state $|\rho(t_{0})\rangle$. Therefore

$$\mathcal{V}(t, t_{0}) = \mathbb{L}(t) \mathcal{V}(t, t_{0}).$$
We assume an open system evolution driven by an invertible dynamical map. Then, we consider that a superoperator $V^{-1}(t, t_0)$ so that $V^{-1}(t, t_0)V(t, t_0) = 1$. By multiplying Eq. (C2) by $V^{-1}(t, t_0)$, we get
\[
\mathbb{L}(t) = V(t, t_0) V^{-1}(t, t_0) . \tag{C3}
\]
Eq. (C3) generalizes the inverse engineering approach to the realm of open quantum systems.

**Appendix D: Generalized TQD for 1D Jordan decomposition**

Let $\mathbb{L}(t)$ be a Lindbladian superoperator that admits one-dimensional Jordan-block decomposition. Then, the phase-free generalized TQD evolution operator reads
\[
\mathbb{G}_{\text{TQD}}^{1D}(t, t_0) = \sum_{\alpha = 0}^{N-1} e^{\int_0^t \Theta_{\alpha}(\xi) d\xi} [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t_0) \rangle \mathbb{G}_{\text{TQD}}^{1D}, \tag{D1}
\]
so that the associated Lindbladian is
\[
\mathbb{L}_{\text{TQD}}^{1D}(t) = \sum_{\alpha = 0}^{N-1} \sum_{\beta = 0}^{N-1} \frac{d}{dt} \left[ e^{\int_0^t \Theta_{\alpha}(\xi) d\xi} [\mathbb{D}_\alpha(t)] \right] \langle \mathbb{E}_\alpha(t) \rangle \mathbb{E}_\beta(t) + \sum_{\alpha = 0}^{N-1} \Theta_{\alpha}(t) e^{\int_0^t \Theta_{\alpha}(\xi) d\xi} [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle \\
+ \sum_{\alpha = 0}^{N-1} \Theta_{\alpha}(t) [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle + [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle . \tag{D2}
\]
The standard TQD Lindbladian $\mathbb{L}_{\text{TQD}}^{1D}(t)$ can be recovered by imposing that $\Theta_{\alpha}(t)$ is equal to the open-system adiabatic phase, *i.e.*, $\Theta_{\alpha}(t) = \lambda_{\alpha}(t) - \langle \mathbb{E}_\alpha(t) [\mathbb{D}_\alpha(t)] \rangle$. In that case, we have
\[
\mathbb{L}_{\text{TQD}}^{1D}(t) = \sum_{\alpha = 0}^{N-1} \lambda_{\alpha}(t) [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle + [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle \langle \mathbb{E}_\alpha(t) \rangle \mathbb{L}_{\text{TQD}}^{1D}(t) - \mathbb{L}_{\text{TQD}}^{1D}(t) = \mathbb{L}(t) + \mathbb{L}_{\text{TQD}}^{1D}(t) = \mathbb{L}_{\text{TQD}}^{1D}(t) . \tag{D3}
\]

**Appendix E: Proof of the Theorem 1**

We now demonstrate Theorem 1. To this end, we need to consider the time derivative of $\mathbb{I}_{\text{TQD}}^{1D}(t)$, which yields
\[
\frac{d}{dt} \mathbb{I}_{\text{TQD}}^{1D}(t) = \sum_{\alpha = 0}^{N-1} \Theta_{\alpha}(t) [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle + [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle \\
+ \sum_{\alpha = 0}^{N-1} \Theta_{\alpha}(t) [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle 
+ \sum_{\alpha = 0}^{N-1} [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle + [\mathbb{D}_\alpha(t)] \langle \mathbb{E}_\alpha(t) \rangle . \tag{E1}
\]
By computing the matrix elements $\mathbb{I}_{\text{TQD}}^{1D}(t)_{\eta\beta} = \langle \mathbb{E}_\eta(t) [\mathbb{I}_{\text{TQD}}^{1D}(t) [\mathbb{D}_\beta(t)] \rangle$, we obtain
\[
\frac{d}{dt} \mathbb{I}_{\text{TQD}}^{1D}(t)_{\eta\beta} = \sum_{\alpha = 0}^{N-1} \left[ \Theta_{\alpha}(t) \delta_{\eta\alpha} \delta_{\beta\alpha} + \Theta_{\alpha}(t) [\mathbb{E}_\eta(t) [\mathbb{D}_\alpha(t)] \rangle \delta_{\beta\alpha} + \Theta_{\alpha}(t) [\mathbb{D}_\alpha(t)] \rangle \delta_{\beta\alpha} + \Theta_{\alpha}(t) [\mathbb{D}_\alpha(t)] \rangle \delta_{\beta\alpha} \right] \\
+ \sum_{\alpha = 0}^{N-1} \left[ \mathbb{E}_\eta(t) [\mathbb{D}_\alpha(t)] \rangle \delta_{\beta\alpha} + \mathbb{E}_\eta(t) [\mathbb{D}_\alpha(t)] \rangle \delta_{\beta\alpha} \right] \\
+ \mathbb{E}_\eta(t) [\mathbb{D}_\alpha(t)] \rangle \delta_{\beta\alpha} + \mathbb{E}_\eta(t) [\mathbb{D}_\alpha(t)] \rangle \delta_{\beta\alpha} \right] . \tag{E2}
\]
where we have used the identity $\langle \mathbb{E}_\eta(t) [\mathbb{D}_\alpha(t)] \rangle = -\langle \mathbb{E}_\eta(t) [\mathbb{D}_\alpha(t)] \rangle$ (due to the left-right eigenvector orthonormalization) and the completeness relation $\sum_{\alpha = 0}^{N-1} \left[ \mathbb{D}_\alpha(t) \right] \langle \mathbb{E}_\alpha(t) \rangle = 1$. Thus, in order to get a time-independent Lindbladian superoperator, we need to find parameters $\Theta_{\alpha}(t)$ so that $\mathbb{L}_{\text{TQD}}^{1D}(t) = 0$. This occurs if, and only if, we require
\[
\frac{d}{dt} \left[ \langle \mathbb{E}_\eta(t) [\mathbb{D}_\beta(t)] \rangle \right] = \Theta_{\eta}(t) + \frac{d}{dt} \left[ \langle \mathbb{E}_\eta(t) [\mathbb{D}_\beta(t)] \rangle \right] = 0 , \tag{E3}
\]
\[
\frac{d}{dt} \left[ \langle \mathbb{E}_\eta(t) [\mathbb{D}_\beta(t)] \rangle \right] = \Theta_{\eta}(t) - \Theta_{\beta}(t) + \frac{d}{dt} \left[ \langle \mathbb{E}_\eta(t) [\mathbb{D}_\beta(t)] \rangle \right] = 0 . \tag{E4}
\]
Let us assume we have
\[
\frac{d}{dt} \left[ \langle \mathbb{E}_\eta(t) [\mathbb{D}_\beta(t)] \rangle \right] = 0 , \forall \eta, \beta \tag{E5}
\]
Under this condition, it is possible to solve Eqs. (E3) and (E4) by simply imposing
\[
\Theta_{\eta} = \Theta_{\beta} = \text{constant} , \forall \eta, \beta \tag{E6}
\]
On the other hand, even if Eq. (E5) is not satisfied, we may find an analytical solution. By explicitly solving Eq. (E3) for $\Theta_{\eta}(t)$ and by denoting the solution as $\Theta_{\eta}(t)$, we obtain
\[
\Theta_{\eta}(t) - \Theta_{\eta}(t_0) = -\int_{t_0}^{t} \frac{d}{d\xi} \left[ \langle \mathbb{E}_\eta(\xi) [\mathbb{D}_\eta(\xi)] \rangle \right] d\xi \\
= \langle \mathbb{E}_\eta(t_0) [\mathbb{D}_\eta(t_0)] \rangle - \langle \mathbb{E}_\eta(t_0) [\mathbb{D}_\eta(t_0)] \rangle . \tag{E7}
\]
so that

\[ \overline{\Theta}_q(t) = -\langle \mathcal{E}_q(t) | \overline{D}_q(t) \rangle = G_q(t). \] (E8)

However, we still have to further impose Eq. (E4) in order to guarantee that \( G_q(t) \) provides a time-independent Lindbladian. By using Eq. (E8) in Eq. (E4), we get

\[
\mathcal{L}_{\text{Qglq}}^{1D}(t)_{\eta \beta \xi \eta} = [\overline{G}_\beta(t) - \overline{G}_\eta(t)] \langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle + \frac{d}{dt} \langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle = 0. \] (E9)

Therefore, we have a differential equation to \( \langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle \), which can be rewritten as

\[
\frac{d}{dt} \left[ \frac{\langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle}{\langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle} \right] = G_q(t) - G_p(t). \] (E10)

Eq. (E10) then yields

\[
\frac{d}{dt} \ln \left[ \frac{\langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle}{\langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle} \right] = \int_0^t [G_q(\xi) - G_p(\xi)] d\xi. \] (E12)

Therefore, we conclude that the condition to be satisfied is given by

\[
\langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle = \langle \mathcal{E}_\eta(t_0) | \overline{D}_\beta(t_0) \rangle e^{\int_0^t [G_q(\xi) - G_p(\xi)] d\xi}, \quad \forall \eta, \beta. \] (E13)

We can now analyze a particular case. As discussed in Ref. [54], from the set of right-eigenvectors of the Lindbladian, it is always possible to get a time-independent eigenvector \( |D_\eta(t)\rangle = |D_\eta\rangle \) associated with an eigenvalue \( \lambda_\eta = 0 \). Let us consider the matrix elements of the Lindbladian for this constant eigenvector. From Eqs. (E3) and (E4), we write

\[
\langle \mathcal{E}_\eta(t) | \mathcal{L}_{\text{Qglq}}^{1D}(t) | D_\beta(t) \rangle = \Theta_\beta(t) + \frac{d}{dt} \left[ \langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle \right] = 0, \] (E14)

\[
\langle \mathcal{E}_\eta(t) | \mathcal{L}_{\text{Qglq}}^{1D}(t) | D_\beta \overline{z}_\alpha(t) \rangle = [\Theta_\beta(t) - \Theta_\alpha(t)] \langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle + \frac{d}{dt} \left[ \langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle \right] = 0. \] (E15)

Therefore, since \( |D_\eta(t)\rangle = |D_\eta\rangle \), we can always choose a corresponding time-independent left-eigenvector \( \langle \mathcal{E}_\eta(t) | = \langle \mathcal{E}_\eta | \), so that \( \langle \mathcal{E}_\eta(t) | \overline{D}_\beta(t) \rangle = 0, \forall \beta \) (due to the orthonormalization condition). Hence

\[
\langle \mathcal{E}_\eta(t) | \mathcal{L}_{\text{Qglq}}^{1D}(t) | D_\eta(t) \rangle = \Theta_\eta(t) = 0, \quad \langle \mathcal{E}_\eta(t) | \mathcal{L}_{\text{Qglq}}^{1D}(t) | D_\beta \overline{z}_\alpha(t) \rangle = 0. \] (E16)

This shows that \( \Theta_\eta(t) \) can be chosen to be constant independently of the remaining parameters \( \Theta_\beta \overline{z}_\alpha(t), i.e., the definition of the phase specifically associated with the vanishing eigenvalue \( \lambda_\eta = 0 \) is decoupled from the other sectors \( \beta \neq 0 \).

Appendix F: Generalized TQD Lindblad superoperator for multi-dimensional Jordan blocks

Let us obtain the generalized TQD Lindbladian for multi-dimensional Jordan blocks, which is provided by Eq. (30). First, we write the evolution superoperator, which reads

\[
\mathcal{V}_{\text{Qglq}}(t, t_0) = \sum_{\alpha=0}^{N-1} \sum_{n_{\alpha}=1}^{N_{\alpha}} \sum_{m_{\alpha}=1}^{N_{\alpha}} q_{\alpha}^{n_{\alpha} m_{\alpha}} | D_{\alpha}^{n_{\alpha}}(t_0) \rangle \langle E_{\alpha}^{m_{\alpha}}(t) |, \] (F1)

where the time-dependence of the coefficients \( q \)’s is omitted. Then, we can write the inverse evolution superoperator \( \mathcal{V}_{\text{TQD}-1}^{\text{Gen}}(t, t_0) \) as

\[
\mathcal{V}_{\text{TQD}-1}^{\text{Gen}}(t, t_0) = \sum_{\alpha=0}^{N-1} \sum_{n_{\alpha}=1}^{N_{\alpha}} \sum_{m_{\alpha}=1}^{N_{\alpha}} q_{\alpha}^{n_{\alpha} m_{\alpha}} | D_{\alpha}^{n_{\alpha}}(t_0) \rangle \langle E_{\alpha}^{m_{\alpha}}(t) |, \] (F2)

where the coefficients \( q_{\alpha}^{n_{\alpha} m_{\alpha}} \) are such that \( \mathcal{V}_{\text{Qglq}}(t, t_0) \mathcal{V}_{\text{TQD}-1}^{\text{Gen}}(t, t_0) = 1 \). In order to determine the conditions to be obeyed by \( q_{\alpha}^{n_{\alpha} m_{\alpha}} \) and \( \overline{q}_{\alpha}^{n_{\alpha} m_{\alpha}} \), let us explicitly consider the expression

\[
\mathcal{V}_{\text{Qglq}}(t, t_0) \mathcal{V}_{\text{TQD}-1}^{\text{Gen}}(t, t_0) = \sum_{\alpha=0}^{N-1} \sum_{n_{\alpha}=1}^{N_{\alpha}} \sum_{m_{\alpha}=1}^{N_{\alpha}} q_{\alpha}^{n_{\alpha} m_{\alpha}} \overline{q}_{\alpha}^{n_{\alpha} m_{\alpha}} | D_{\alpha}^{n_{\alpha}}(t) \rangle \langle E_{\alpha}^{m_{\alpha}}(t) |, \] (F3)
Thus, we can get $\mathcal{V}_{Gqd}(t, t_0)\mathcal{V}_{Gqd}^{-1}(t, t_0) = \mathbb{I}$ by imposing
\[
\sum_{n_k=1}^{N_k} q_{a,k}^{\mu,n_k} q_{a,k}^{\mu,n_k} = \delta_{\mu,k}. \quad (F5)
\]

Now, we can derive the generalized TQD Lindbladian $\mathbb{I}_{Gqd}(t, t_0)$, which implements the dynamics governed by the evolution superoperator $\mathcal{V}_{Gqd}(t, t_0)$. From Eq. (29), we obtain
\[
\mathbb{I}_{Gqd}(t, t_0) = \mathcal{V}_{Gqd}(t, t_0)\mathcal{V}_{Gqd}^{-1}(t, t_0) = \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \sum_{k_a=1}^{N_{k_a}} \left( q_{a,k}^{\mu,n_a} q_{a,k}^{\mu,n_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | + q_{a,k}^{\mu,n_a} q_{a,k}^{\mu,n_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | \right). \quad (F6)
\]

Let us then apply the normalization condition for the parameters $q_{a,n_a}^{\mu,n_a}$ and $q_{a,n_a}^{\mu,n_a}$ in Eq. (F6). By using Eq. (F5) in the second term of Eq. (F6), we then get
\[
\mathbb{I}_{Gqd}(t, t_0) = \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \sum_{k_a=1}^{N_{k_a}} q_{a,k}^{\mu,n_a} q_{a,k}^{\mu,n_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | \quad (F7)
\]
Eq. (F7) then reproduces the generalized TQD Lindbladian for multi-dimensional Jordan blocks provided by Eq. (30). Naturally, further conditions can be imposed over $q_{a,n_a}^{\mu,n_a}$ and $q_{a,n_a}^{\mu,n_a}$ for specific transitionless evolutions, such as in the dynamics induced by the standard TQD Lindbladian.

**Appendix G: Recovering the standard TQD Lindblad superoperator for a general Jordan decomposition**

Let us consider $q_{a,n_a}^{\mu,n_a}(t) = e^{\int_{t_0}^{t} \lambda_{a}(\xi) d\xi} v_{a,n_a}(t)$, which means that the adiabatic evolution is mimicked. In order to satisfy Eq. (F5), we then have $q_{a,n_a}^{\mu,n_a}(t) = e^{-\int_{t}^{t_0} \lambda_{a}(\xi) d\xi} \tilde{v}_{a,n_a}(t)$. Our aim here is to determine the conditions over the parameters $\tilde{v}_{a,n_a}$ and $\tilde{v}_{a,n_a}$ such that the generalized Lindblad superoperator $\mathbb{I}_{Gqd}(t)$ reduces to the standard Lindblad superoperator $\mathbb{I}_{Gqd}(t)$. Thus, by computing $\mathbb{I}_{Gqd}(t, t_0)$ according with Eq. (F7), we get
\[
\mathbb{I}_{Gqd}(t, t_0) = \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | + \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \int_{t_0}^{t} \left[ e^{\int_{t_0}^{t} \lambda_{a}(\xi) d\xi} v_{a,n_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | + e^{-\int_{t}^{t_0} \lambda_{a}(\xi) d\xi} \tilde{v}_{a,n_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | \right] dt \quad (G1)
\]
which yields
\[
\mathbb{I}_{Gqd}(t, t_0) = \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \sum_{k_a=1}^{N_{k_a}} \lambda_{a}(t) v_{a,n_a} |\mathcal{E}_{a}^{\mu}(t) | + \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \tilde{v}_{a,n_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | \quad (G2)
\]
Now we use the normalization condition between $v_{a,n_a}$ and $\tilde{v}_{a,n_a}$, provided by $\mathcal{V}_{ad}(t, t_0)\mathcal{V}_{ad}^{-1}(t, t_0) = \mathbb{I}$. Then, Eq. (G2) can be rewritten as
\[
\mathbb{I}_{Gqd}(t) = \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \lambda_{a}(t) |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | + \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | + \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \tilde{v}_{a,n_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | \quad (G3)
\]
Now, let us work on the last term of Eq. (G3). First, let us consider the original Lindblad superoperator $\mathbb{I}_{L}(t)$, as provided by Eq. (7). Its “quasi”-spectral decomposition reads
\[
\mathbb{I}_{L}(t) = \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | + \lambda_{a}(t) |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | \quad (G4)
\]
We can then rewrite the standard TQD Lindblad superoperator $\mathbb{I}_{Sqd}(t) = \mathbb{I}_{L}(t) + \mathbb{I}_{cal}(t)$ by using Eqs. (G4) and (18), yielding
\[
\mathbb{I}_{Sqd}(t) = \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | + \lambda_{a}(t) |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | + \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \lambda_{a}(t) |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | + \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \tilde{v}_{a,n_a} |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) | \quad (G5)
\]
where $G_{a,k}^{\mu}(t) = |\mathcal{E}_{a}^{\mu}(t) | |\mathcal{D}_{a}^{\mu}(t)\rangle \langle \mathcal{E}_{a}^{\mu}(t) |$. Thus, we can recover the standard Lindblad superoperator $\mathbb{I}_{Sqd}(t)$ from the generalized Lindblad superoperator $\mathbb{I}_{Gqd}(t)$ by imposing $\mathbb{I}_{Gqd}(t) = \mathbb{I}_{Sqd}(t)$. From Eqs. (G3) and (G5), this is achieved by the requiring
\[
\sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \lambda_{a}(t) v_{a,n_a} = \sum_{a=0}^{N-1} \sum_{n_a=1}^{N_a} \tilde{v}_{a,n_a} \quad (G6)
\]
Hence, Eq. (G6) connects the generalized TQD formalism with the standard counter-diabatic approach.
