Highly accurate estimates of the urban fractal dimension $D_f$ are obtained by implementing the Detrended Moving Average algorithm (DMA) on WorldView2 satellite high-resolution multi-spectral images covering the largest European cities. Higher fractal dimensions are systematically obtained for urban sectors (centrally located areas) than for suburban and peripheral areas, with $D_f$ values ranging from 1.65 to 1.90 respectively. The exponents $\beta_s$ and $\beta_i$ of the scaling law $N^\beta$ with $N$ the population size, respectively for socio-economic and infrastructural variables, are evaluated for different urban and suburban sectors in terms of the fractal dimension $D_f$. Results confirm the range of empirical values reported in the literature. Urban scaling laws have been traditionally derived as if cities were zero-dimensional objects with the relevant feature related to a single homogeneous population value, thus neglecting the microscopic heterogeneity of the urban structure. Our findings allow one to go beyond this limit. High sensitive and repeatable satellite records yield robust local estimates of the Hurst and scaling exponents. Furthermore, the approach allows one to discriminate among different scaling theories, shedding light on the open issue of scaling phenomena, reconciling contradictory scientific perspectives and pave paths to the systematic adoption of the complex system science approach to urban landscape analysis.

I. INTRODUCTION

The idea of quantifying socio-economic phenomena in terms of laws derived from statistical physics and complex systems science continues to spread as highly accurate time and space dependent data become available. Hence, early studies evidencing that diverse socio-economic processes obey certain empirical laws can be supported by accurate data analysis and robust statistical modelling \[1\]. In this context, relevant urban features $Y$ have been linked to the population size $N$ by power-laws with exponents $\beta > 1$ typically observed for socio-economic features (e.g., patent production, gross domestic product, crime, pollution), while physical infrastructure features (e.g., transportation, financial services) tend to increase sublinearly with $\beta < 1$ and individual needs (housing, water consumption) with $\beta \approx 1$ (see e.g. \[2\] and references therein). Despite the diversity of historical and geographical contexts, several aggregated urban features are generally found to scale as power laws of population size, a behaviour whose microscopic origin is still under active debate. Diverse theories, based on dissipative interactions \[3\], gravity \[4\], three-dimensional fractal buildings \[5\], self-organization \[6\] and synergetics \[7\] have been proposed. Common to these studies is the dependence of the interactions on the effective distance $\ell$ connecting any pair of sites, that for fractal media, can be expressed as $\ell \propto \lambda^{D_f}$ (Fig. 1). The exponent $\beta$ is linked to the fractal (Hausdorff) dimension $D_f$ of the background infrastructure, bridging the urban scaling and fractal geometry research areas together and thus opening new directions to the quantitative analysis of socio-economic phenomena and urban complex systems.

Morphology and function of cities are prominent examples of fractals with the Hausdorff dimension providing a measure of the urban concentration across scales \[8\]-\[10\]. The estimation of fractal dimension in urban contexts begins by analysing the spatial distribution of the build-up area, traditionally performed on cartographic images with black pixels corresponding to build-up space and resolution defined by the size of the pixels. While a uniform distribution of buildings over the investigated area would yield a fractal dimension almost equal to two, for a detached distribution of buildings, values lower than two are expected. Urban infrastructures cannot be simply quantified by iteration of elementary constituents, as it would be appropriate for deterministic fractals, and re-
The fractal dimension \( D \) of an area \( A \) is related to the length \( \ell \) of the boundary by the relationship:

\[
\ell \propto \lambda^{D_f} = A^{D_f/D},
\]

where \( \lambda \) is the scale factor and \( A \) is the area. The fractal dimension values close to 1.9 are found for centrally located urban areas characterized by regular building grid, fractal dimension values close to 1.6 are found. Suburban and peripheral areas are characterised by \( D_f \) values close to 1.8. The scaling exponents \( \beta_s \) and \( \beta_i \) for the socio-economic and infrastructural quantities are estimated. The dependence of \( \beta_s \) and \( \beta_i \) on the fractal dimension \( D_f \) is discussed on account of the expected behaviour and the empirical values reported in previous studies.

This work addresses some of the above challenges. We provide statistically robust estimates of the Hurst exponent \( H \) and fractal dimensions \( D_f \) of urban and suburban sectors by implementing the high-dimensional Detrended Moving Average (DMA) on 1.84m-resolution Worldview-2 satellite images of several cities. For centrally located urban areas characterized by regular building grid, fractal dimension values close to 1.9 are found. Suburban and peripheral areas are characterised by \( D_f \) values close to 1.6. Next, the scaling exponents \( \beta_s \) and \( \beta_i \) for the socio-economic and infrastructural quantities are estimated. The dependence of \( \beta_s \) and \( \beta_i \) on the fractal dimension \( D_f \) is discussed on account of the expected behaviour and the empirical values reported in previous studies. The proposed approach, by combining a very accurate computational method and high resolution repeatable satellite records data, yields statistically robust estimates of the scaling properties of the urban sector structures. The outcomes are physically sound. Overall, the approach could help to discriminate among limited insights and reconcile different controversial scientific perspectives. The ultimate goal of this work is the achievement of a shared digital knowledge infrastructure for urban landscape analysis of broad interest.

The manuscript is organized as follows. In Section II (Definitions and Methods) simple definition of the fractal dimension and the DMA method are briefly recalled. In Section III (Data and Results) the Worldview-2 satellite images are described and a few examples are shown and analysed (namely Turin, Wien, Zurich, Prague). The Hurst exponent \( H \) and the fractal dimension \( D_f \) are estimated for different urban sectors, compared with previously published results and validated against urban scaling models, in terms of the \( \beta \) vs. \( D_f \) relationships, in Section IV (Discussion). The main outcomes, potential implications and directions for future work are summarised in Section V (Conclusion).

II. DEFINITIONS AND METHODS

Self-similarity concepts and fractal geometry have been extensively adopted to describe real-world random structures characterized by irregular fragmented shapes as well as other complex features that traditional approaches fail to grasp. Generally, scaling relations are obtained for self-similar textures in the form:

\[
f(\lambda) \propto \lambda^{D_f},
\]
where $\lambda$ is the characteristic scale, a measuring unit size, and $D_f$ the fractal Hausdorff dimension:

$$D_f = d - H \quad ,$$

with $d$ the Euclidean embedding dimension and $H$ the Hurst exponent, ranging from $0 < H < 0.5$ and $0.5 < H < 1$, respectively for negatively and positively correlated random sets, and $H = 0.5$ corresponding to the ordinary Brownian function, i.e. to fully uncorrelated random sets.

As mentioned in the Introduction, the high-dimensional detrended moving average ($d$-DMA) \[34\] is here applied to high-resolution WorldView-2 satellite images \[35\] to estimate the Hurst exponent $H$ and fractal dimension $D_f$ of urban infrastructures. For the sake of clarity, the main steps of the DMA method are briefly summarized below.

Random fractal sets can be analytically described in terms of a scalar function $f_H(r): \mathbb{R}^d \rightarrow \mathbb{R}$ showing self-similarity, with the Hurst exponent $H$ as a parameter, and correlation depending as a power law on the scale $\lambda$ (a measuring unit size, as in Eq. (1)). The power-law correlation is reflected by the variance:

$$\sigma^2_r = \langle (f_H(r + \lambda) - f_H(r))^2 \rangle \propto \| \lambda \|^{2H} \quad (3)$$

with $r = (x_1, x_2, \ldots, x_d)$, $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_d)$ and $\| \lambda \| = (\lambda_1^2 + \lambda_2^2 + \ldots + \lambda_d^2)^{1/2}$.

The DMA algorithm operates via the definition of a generalized high-dimensional variance $\sigma_{DMA}^2$ of $f_H(r)$ around the moving average function $\tilde{f}_H(r)$ \[34\], that, for $d = 2$, writes:

$$\sigma_{DMA}^2 = \frac{1}{4} \frac{(N_1 - n_{1\text{max}})(N_2 - n_{2\text{max}})}{N_1 N_2} \times \sum_{i_1=n_1}^{N_1} \sum_{i_2=n_2}^{N_2} [f(i_1, i_2) - \tilde{f}_{n_1 n_2}^2(i_1, i_2)]^2 \quad ,$$

with $\tilde{f}_{n_1 n_2}(i_1, i_2)$ given by:

$$\tilde{f}_{n_1 n_2}(i_1, i_2) = \frac{1}{n_1 n_2} \sum_{k_1=0}^{n_1-1} \sum_{k_2=0}^{n_2-1} f(i_1 - k_1, i_2 - k_2) \quad .$$

First, the average scalar field $\tilde{f}_{n_1 n_2}(i_1, i_2)$ is estimated over sub-arrays with different size $n_1 \times n_2$. The next step of the algorithm is the calculation of the difference $f(i_1, i_2) - \tilde{f}_{n_1 n_2}(i_1, i_2)$ for each sub-array $n_1 \times n_2$. It can been shown that Eq. (4) reduces to the form:

$$\sigma_{DMA}^2 \sim \left[ \frac{n_1^2 + n_2^2}{n_1 n_2} \right]^{2H} = s^{H} \quad ,$$

hence a log-log plot of $\sigma_{DMA}^2$ as a function of $s = n_1^2 + n_2^2$ yields a straight line with slope $H$.

The scaling behaviour expected by Eq. (6) is illustrated in Fig. (2) where the 2d-DMA method is implemented on artificial fractal images, with different size and Hurst exponent, generated by Cholesky-Levinson Factorization (CLF) \[36\]. One of such surfaces with $H = 0.2$ is shown in Fig. (2)(top panel). The $\sigma_{DMA}$ values obtained for artificial fractal surfaces with input Hurst exponent ranging from 0.1 to 0.9, size $480 \times 480$ and $1024 \times 1024$ are plotted on log-log scales (middle and bottom panels). The difference between the input Hurst exponents and the DMA outcomes is negligible and decreases as the size of the surface increases.

Real-world random data sets are not ideal fractals, as those defined by the fractional Brownian functions $f_H(r)$, which are defined to exist at all scales. Being characterized by finite sizes that set upper and lower limits to the small and large observable scales, deviations from the ideality should be expected. As a rule, real-world random data sets are classified as fractals if their variance can be approximated by a power law over at least three decades of scales.

The high-dimensional Detrended Moving Average (DMA) has been applied to 2d and 3d artificial structures in \[37\] \[38\]. Evolution of rural landscape of Mangystan (Kazakhstan) and New Mexico (USA) monthly recorded from July 1982 to May 2012 by the multi-spectral LandSat Thematic Mapper (TM) have been analysed in \[39\]. Hurst exponents ranging between $0.21 \leq H \leq 0.30$ and $0.11 \leq H \leq 0.30$, corresponding to fractal dimensions between $1.70 \leq D_f \leq 1.79$ and $1.70 \leq D_f \leq 1.89$, have been found respectively for Mangystan and New Mexico. Fractal dimension increases over time as man-made infrastructures and build-up areas grow at the expenses of the natural landscape. In the next section, the fractal dimension of WorldView-2 satellite images of several cities will be estimated by using the two-dimensional Detrending Moving Average algorithm (DMA).

### III. DATA AND RESULTS

WorldView-2 \[35\] provides panchromatic imagery with 0.46m resolution, and eight-band multispectral imagery with 1.84m resolution - representing one of the highest available spaceborne resolutions. The subset European Cities of the WorldView-2 database includes images of several European cities and their hinterland, processed by the European Space Imaging GmbH during February 2011 to October 2013. The collection is related to ESA’s EO missions for the coverage of the urban areas in Eu-
FIG. 2. Fractional Brownian surface with size $512 \times 512$ and Hurst exponent $H = 0.2$ generated via FRACLAB [36] (Top). Log-log plots of $\sigma_{DMA}^2$ results for Fractional Brownian surfaces with Hurst exponent $H = 0.1, 0.2, 0.3, ..., 0.9$. Each color refers to DMA results and to Hurst exponent estimates $H$ for a different Fractional Brownian surface. The Hurst exponent estimates reported in the legend are obtained as the slope of the regression line by least squares of $\ln \sigma_{DMA}^2$. Results are reported for Fractional Brownian surfaces of size $480 \times 480$ (middle panel) and $1024 \times 1024$ (bottom panel).

rope and is referred as the Urban Atlas. With spatial resolutions of the order of $10m - 30m$, LandSat and Sentinel satellites are very effective at mapping land coverage and cryosphere by identifying the spectral signature and broadly classifying areas containing that spectral pattern. Multi-spectral satellite imagery with pixel resolution of the order of $1m$ and less provide finer scale features able to investigate Earth crust phenomena at a microscopic level. The high resolution might enable to discriminate fine details of Land Use/Land Cover (LULC) such as farmland, urban areas, quality of road surfaces, and health of plants. The multiple spectral bands yield inter-band spectral information to discriminate features of texture [40][41].

Samples of the analysed urban areas are shown in the top panels of Figs. 3-6. The images are $1080 \times 1080$ pixels large. Sub-images are obtained by dividing the main image into four squares of size $540 \times 540$, delimited by yellow lines and labelled by A, B, C, D. Here, we report results obtained on a single band, i.e. the red band. Results obtained for green and blue bands, different sectors and other cities will be reported in a forthcoming work. Before implementing the DMA algorithm, raw data are converted from the uint8 to the double format. For each sub-image, the algorithm is implemented separately to grasp the variability of the scaling properties of different areas (partially mountainous, suburban, centrally located areas).

Log-log values of the $\sigma_{DMA}^2$ are plotted in the bottom panels of Figs. 3-6. Deviations from the fully linear trend, that would be expected for an ideal fractal, can be observed particularly at the low scales (small $s$ values) where the $\sigma_{DMA}^2$ drops down. In order to account for and evaluate the extent of non-ideality and the deviations at the extreme scales, multiple computational steps are implemented. Regressions are computed for the first three decades ($2 < s < 5$), the last three decades ($5.5 < s < 8.5$) and the whole range of scales, providing three estimates of the Hurst exponent (respectively $H_1$, $H_2$ and $H$). The last three decades and the whole range provide quite close and accurate values of the Hurst exponents ($H_2$ and $H_2$) with excellent goodness of fit as indicated by the high $R^2$ values. Higher values of the slope are obtained for the first decade ($H_1$). Being the pixel resolution of the order of $1.84m$ (single band), the minimum area detectable by the DMA algorithm is of the order of $1.84m \times 1.84m$, a much smaller value than the minimal average urban block size (about $10m \times 10m$). Thus fewer elementary random built-up components are found and counted at the smallest scales compared to the number that would be expected for an ideal self-similar structure.
FIG. 3. Image 45-024 (Torino) downloaded from the Urban Atlas collection of the largest European Cities of WorldView-2 satellite images [35]. The image is multi-spectral with size 1080 × 1080. Yellow lines divide the image into 4 sub-images A, B, C, D of size 540 × 540 (Top). Log-log plots of $\sigma_{DMA}^2$ for sub-images A, B, C, D. The DMA results refer to the red band only. Hurst Exponent estimates $H$, obtained as the slope of the regression line by least squares, are calculated for each sub-image. Goodness of fit is evaluated by $R^2$ (Bottom).

Image N45-024 (Turin) is shown in Fig. 3 (top panel). Log-log results of $\sigma_{DMA}^2$ are plotted for each sub-image A, B, C, D for the whole range of $s$ scales (bottom panels). The slope is estimated by ordinary linear regression over three different ranges of $s$ values. $H_1$, $H$ and $H_2$ corresponding respectively to the first, intermediate and last decades of $s$ are reported in Table I. $H_2$ ranges between 0.09 ÷ 0.17, $H$ ranges between 0.12 ÷ 0.20, while $H_1$ ranges between 0.22 ÷ 0.27 (Table I). In Table I further results are reported for other Turin areas (image N45-037 and N45-124).

FIG. 4. Same as for Fig. 3 but for image 48-181 (Vienna).

Image N48-181 (Vienna) is shown in Fig. 4 (top panel) and the $\sigma_{DMA}^2$ results are plotted in log-log scale (bottom panels). Sections A, B and C are highly urbanized areas, while Section D is less urbanized. This is reflected in the Hurst exponent estimates, which tends to be lower for urbanized areas. $H_2$ ranges between 0.09 ÷ 0.17, $H$ ranges between 0.12 ÷ 0.20, while $H_1$ ranges between 0.22 ÷ 0.27 (Table I). In Table I further results are reported for other areas of Vienna (image N48-006 and N48-465).

Image N47-377 (Zurich) is shown in Fig. 5 (top panel) and the $\sigma_{DMA}^2$ results are plotted in log-log scale (bottom panels). The most densely urbanized area looks Section B, while the least Section A; overall, the city of Zurich seems more heterogeneous compared to Turin.
FIG. 5. Same as Fig. 3 but for the image 47-377 (Zurich).

(Fig. 3) and Vienna (Fig. 4). Large wooded areas interrupt frequently the urbanized grid. This is reflected in the Hurst exponent, which takes higher and less diversified values than for Torino and Vienna. $H_2$ ranges between $0.10 \div 0.20$, $H$ ranges between $0.12 \div 0.22$, while $H_1$ ranges between $0.22 \div 0.28$ (Table I). Further results are reported for other areas of Zurich (images N47-167 and N48-230) in Table I.

The image N50-090 of the city of Prague is shown in Fig. 6 (top panel) and $\sigma^2_{DMA}$ results are reported in log-log scale (bottom panels) for each of the four sections of the whole image. $H_2$ ranges between $0.11 \div 0.16$, $H$ ranges between $0.14 \div 0.17$, while $H_1$ takes the value 0.26. Further results are reported for other areas of Prague (images N50-045 and N49-908) in Table I.

The fractal dimension $D_f$ is reported in the last column of Tables I for the sector A,B,C,D of the above described images. $D_f$ values have been calculated by introducing the value $H_2$ in the relationship Eq. 2. $D_f$ values with $H$ and $H_1$ can be easily obtained as well.

IV. DISCUSSION

In this section, the values of $H$ and $D_f$ obtained in Section III and summarized in Table I will be compared with those reported in previous works [9-17]. Furthermore, the urban scaling exponents $\beta$ will be estimated by introducing the numerical results of $D_f$ into the relationships linking $\beta$ and $D_f$ worked out in [3,5]. For the sake of the discussion, a brief summary of previous studies dealing with fractal measurements and scaling models of urban areas is reported here below.
| Torino | $H_1$ | $H_2$ | $H_2$ | $R^2$ | $D_f$ |
|--------|--------|--------|--------|--------|--------|
| N 45-024 | A | 0.23 | 0.12 | 0.10 | 0.93 | 1.90 |
|        | B | 0.23 | 0.13 | 0.11 | 0.95 | 1.89 |
|        | C | 0.24 | 0.13 | 0.11 | 0.94 | 1.89 |
|        | D | 0.25 | 0.16 | 0.15 | 0.97 | 1.85 |
| N 45-037 | A | 0.31 | 0.30 | 0.32 | 1.00 | 1.68 |
|        | B | 0.27 | 0.25 | 0.27 | 0.99 | 1.73 |
|        | C | 0.28 | 0.23 | 0.23 | 0.99 | 1.77 |
|        | D | 0.33 | 0.30 | 0.31 | 1.00 | 1.69 |
| N 45-124 | A | 0.30 | 0.28 | 0.30 | 1.00 | 1.70 |
|        | B | 0.27 | 0.22 | 0.23 | 0.99 | 1.77 |
|        | C | 0.25 | 0.16 | 0.13 | 0.97 | 1.87 |
|        | D | 0.26 | 0.17 | 0.15 | 0.98 | 1.85 |
| Zurich | $H_1$ | $H_2$ | $H_2$ | $R^2$ | $D_f$ |
|--------|--------|--------|--------|--------|--------|
| N 47-377 | A | 0.28 | 0.22 | 0.20 | 0.99 | 1.80 |
|        | B | 0.27 | 0.19 | 0.17 | 0.98 | 1.83 |
|        | C | 0.23 | 0.12 | 0.10 | 0.93 | 1.90 |
|        | D | 0.22 | 0.14 | 0.12 | 0.96 | 1.88 |
| N 47-167 | A | 0.26 | 0.19 | 0.16 | 0.98 | 1.84 |
|        | B | 0.27 | 0.20 | 0.19 | 0.99 | 1.81 |
|        | C | 0.28 | 0.23 | 0.23 | 0.99 | 1.77 |
|        | D | 0.26 | 0.18 | 0.16 | 0.98 | 1.84 |
| N 47-230 | A | 0.28 | 0.23 | 0.21 | 0.99 | 1.79 |
|        | B | 0.27 | 0.21 | 0.19 | 0.99 | 1.81 |
|        | C | 0.29 | 0.23 | 0.21 | 0.99 | 1.79 |
|        | D | 0.27 | 0.21 | 0.18 | 0.99 | 1.82 |
| Prague | $H_1$ | $H_2$ | $H_2$ | $R^2$ | $D_f$ |
|--------|--------|--------|--------|--------|--------|
| N 48-181 | A | 0.23 | 0.13 | 0.11 | 0.94 | 1.89 |
|        | B | 0.24 | 0.15 | 0.13 | 0.97 | 1.87 |
|        | C | 0.22 | 0.12 | 0.09 | 0.93 | 1.90 |
|        | D | 0.27 | 0.20 | 0.17 | 0.98 | 1.83 |
| N 48-006 | A | 0.33 | 0.26 | 0.23 | 0.99 | 1.77 |
|        | B | 0.38 | 0.30 | 0.27 | 0.99 | 1.73 |
|        | C | 0.33 | 0.29 | 0.27 | 1.00 | 1.73 |
|        | D | 0.33 | 0.26 | 0.22 | 0.99 | 1.78 |
| N 48-465 | A | 0.41 | 0.30 | 0.27 | 0.99 | 1.73 |
|        | B | 0.39 | 0.32 | 0.31 | 1.00 | 1.69 |
|        | C | 0.40 | 0.29 | 0.26 | 0.99 | 1.74 |
|        | D | 0.40 | 0.28 | 0.24 | 0.98 | 1.76 |

TABLE I. Hurst exponents estimated for the WorldView-2 satellite images 45-024, 45-037, 45-124 (Torino); 48-181, 48-006, 48-465 (Vienna); 47-377, 47-230, 47-167 (Zurich); 50-090, 50-045, 49-908 (Prague). The Hurst exponents $H_1$, $H_2$ and $H_2$ have been obtained by implementing the 2d-Detrending Moving Average algorithm over the first, whole and last range of decades as summarised in Section [1]. For each image the Hurst exponent is estimated for 4 cross-sections (different urban areas) labelled A, B, C, D as shown in Fig. [3] for the image 45-024. Last column reports the estimates of the fractal dimension by using $D_f = d - H$ with the Hurst exponents $H_2$ and $d = 2$. Using the Hurst exponents results in the second column, referred to as $H$, alternative but similar values of $D_f$ can be obtained.

The fractal dimension $D_f$ of cities has been estimated by approaches as diverse as box-counting, radial method [11-14], isarithm, variogram [15-17]. With embedding dimension $d = 2$ and $d = 3$, the fractal dimension $D_f$ takes value respectively in the range $1.0 \leq D_f \leq 2.0$ and $2.0 \leq D_f$. The Hurst exponent takes a unique value regardless of $d$ allowing the comparison of results obtained by different methods. Fractal dimensions ranging between $1.28 \leq D_f \leq 1.70$ have been reported for Omaha and New York City in [11], between $1.44 \leq D_f \leq 1.62$, and $1.68 \leq D_f \leq 1.50$, for Belgium’s 18 largest cities in [12]. Values in the range $1 \leq D_f < 1.26$, for dispersed areas, $1.26 \leq D_f < 1.54$ for new seeds of urbanised areas, $1.54 \leq D_f \leq 2$ for densely urbanized and consolidated areas are reported for Lisbon in Ref. [13]. Several mega-cities and mining cities of China are investigated over different periods: the fractal dimension ranges between $1.57 \leq D_f \leq 1.74$ in 1990, and $1.57 \leq D_f \leq 1.78$ in 2000 [14], and between $1.62 \leq D_f \leq 1.80$ [15]. Fractal dimensions of satellite images of cities are obtained by (i) isarithm, (ii) triangular prism and (iii) variogram ranging respectively between (i) $2.80 \leq D_f \leq 3.00$; (ii) $2.60 \leq D_f \leq 2.80$, for urban, forest and grass, $2.30 \leq D_f \leq 2.80$ for cropland and pasture; $2.20 \leq D_f \leq 2.60$ for water; (iii) $2.80 \leq D_f \leq 3.00$ for cropland and water; $D_f \geq 3.00$ for urban, forest and grass [16]. The triangular prism yields lower values of $D_f$ compared to those obtained by isarithm and variogram methods. The images analysed by triangular prism date back to 1975, while the other images were acquired in 2000 (isarithm and variogram). After 25 years, the city had become a large metropolis where roads, highways, and buildings filled the area. Such changes in the urban landscape can reasonably explain the increased value of $D_f$ and the corresponding decrease of $H$. Fractal dimension of red band satellite images of the Indianapolis area ranges respectively between $2.72 \leq D_f \leq 2.82$.
The fractal dimension values (ranging between $1 < D_f < 2$) are reported in [2]. The derivatives of the scaling exponents $\beta_i$ and $\beta_s$ with respect to $D_f$ yield respectively: $\partial \beta_i/\partial D_f = 1/(d + D_f)^2$ ; $\partial \beta_s/\partial D_f = \gamma/D_f^2$ ; $\partial \beta_s/\partial D_f = -1/(1 + D_f)^2$ (the derivatives $\partial \beta_i/\partial D_f$ are the same but with opposite sign). The exponents $\beta_i$ and $\beta_s$ exhibit a different dependence on $D_f$, as Fig. 7 also shows. In particular, the exponent $\beta_s$ increases ($\beta_i$ decreases) very slowly with the fractal dimension $D_f$ according to Eqs. [7]. A steeper increase of $\beta_s$ (decrease of $\beta_i$) is found according to the Eqs. [8] which exhibit an interesting behaviour: at $D_f = 1.5$, $\beta_i$ and $\beta_s$ become respectively larger and smaller than 1. The inversion can be related to the different constraints posed by a urban area mostly distributed along a one-dimensional geometrical structure, with fractal dimension $D_f \to 1$. Such topological constraint implies that the cost of the physical infrastructure exceeds the socioeconomic urban organization advantage. $D_f \to 2$ corresponds to a compact urban structure almost regularly distributed over a two-dimensional surface, where the cost of the infrastructure are fully compensated by the socioeconomic development advantage. Surprisingly, $\beta_s$ decreases ($\beta_i$ increases) with $D_f$ according to Eqs. [9] and Ref. [5]. In this case, the behaviour of $\beta_s$ does not exhibit the increasing dependence on $D_f$ expected on account of previous studies.

The fractal dimension values (ranging between $1.6 \leq D_f \leq 1.8$ and $1 < D_f < 2$) used for the scaling law estimates were taken from third party sources in [3–5]. In this work, the exponents $\beta_i$ and $\beta_s$ are calculated by introducing the values of $D_f$ (Table I) into the Eqs. [7] [9]. Values are shown in Table II Columns from 3 to
TABLE II. Scaling exponents $\beta_i$ and $\beta_s$ obtained by using the values of $D_f$ reported in Table I. The values for the sections A, B, C, D are obtained by using Eqs. (7), Eqs. (8) with $\gamma = 1.5$ and Eqs. (9), with $D_p = D_f + 1$.

6 show the values obtained by Eqs. (7); Eqs. (8) with $\gamma = 1.5$ correspond to columns from 7 to 10); Eqs. (9) with $D_p = D_f + 1$ correspond to columns from 11 to 14. The analyzed areas have infrastructures scaling sub-linearly and socio-economic interactions scaling super-linearly with exponents in the range of empirical values according to Ref.[2] when Eqs. (7) and Eqs. (9) are used. The values of the exponent yielded by Eqs. (9) systematically exceed the expected values. The values are plotted in Fig. 8, where the range of empirical values (column 2 of the Table in 7) are also indicated by thin horizontal lines.

V. CONCLUSIONS

This work enriches the existing literature on two fronts. First, it provides a new method for urban classification capable of distinguishing different areas such as urban and suburban areas. In particular, the Hurst exponent $H$ (resp., the fractal dimension $D_f$) is smaller (larger) for highly urbanized areas and larger (smaller) for detached rural areas. The Hurst exponent $H$ of several large European cities has been estimated by implementing the Detrended Moving Average algorithm on high resolution remotely sensed images (WorldView-2 Urban Atlas database). The values of $H$ are linked to the fractal dimension $D_f$ through the relationship (2). Our estimates provide $0.10 \leq H \leq 0.30$ for the Hurst exponent, which correspond to fractal dimensions ranging between $1.65 \leq D_f \leq 1.90$. Interestingly, we obtain slightly smaller Hurst exponent and higher fractal dimension on average with respect to the estimates of the urban fractal dimensions reported in [11-14]. Our values of the Hurst exponent are closer to those provided in Refs. [15-17]. This result seems to suggest that highly reproducible values are obtained when satellite images are used as opposed to those provided by other data sets.

Second, the manuscript demonstrates that a geometri-
Theoretical approach to urban scaling theory, which exploit the statistical structure of high resolution satellite images of cities, provides robust estimates and validation of urban scaling laws. A rich theory has developed a number of models that describe the characteristic power law behavior of features exhibiting super-linear or sub-linear scaling respectively for socio-economic and infrastructural variables. Interestingly, for the quantification of such formulae, the theoretical framework relies on fractal measures. By using the definitions of the scaling exponents reported in the table at the top of Figure 7, $\beta_i$ and $\beta_s$ can be calculated. The results for the images N45-024, N48-181, N47-377 and N50-090 of the cities of Turin, Vienna, Zurich and Prague are reported in Table II and plotted in Figure 8. Thus, the proposed method can be used alone or in combination with other measures and approaches to provide significant new insights in urban scaling model analysis and in designing the related needs for intervention and policy-making activities.
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