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ABSTRACT

The valuable information is extracted through data mining techniques. Recently, privacy preserving data mining techniques are widely adopted for securing and protecting the information and data. These techniques convert the original dataset into protected dataset through swapping, modification, and deletion functions. This technique works in two steps. In the first step, cloud computing considers a service platform to determine the optimum horizontal partitioning in given data. In this work, K-Means++ algorithm is implemented to determine the horizontal partitioning on the cloud platform without disclosing the cluster centers information. The second steps contain data protection and recover phases. In the second step, noise is incorporated in the database to maintain the privacy and semantic of the data. Moreover, the seed function is used for protecting the original databases. The effectiveness of the proposed technique is evaluated using several benchmark medical datasets. The results are evaluated using encryption time, execution time, accuracy, and f-measure parameters.
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1. INTRODUCTION

In present time, lot of information are gathered in business houses, institutes, and government official, and the information is produced in exponential manner (Afzali & Mohammadi, 2017; Li, Lu, Choo et al, 2016). Several data mining tools are available to process the collected information and determine valuable pattern for decision making. It is seen that data mining tools also explore the various hidden information associated with individuals such as sensitive, private and confidential. Hence, several privacy preserving data mining methods are developed in literature for handling
aforementioned issues (Chamikara et al., 2018; Lin et al., 2016; Mehta & Rao, 2017). These methods secure the database through perturbation technique. It is seen that PPDM methods ensure the privacy of information through converting the database. In literature, it is reported that PPDM methods provide more privacy at the mining stage and privacy can be handled during the preprocessing and postprocessing operations (Komishani et al., 2016; Upadhyay et al., 2018; Yun & Kim, 2015). It also focuses on the misuse of the sensitive of a person and organization. So, the data is modified in such a manner that intruder cannot give any comment regarding the sensitive information. In turn, the sensitive information must be protected (Dong & Pi, 2018; Qi & Zong, 2012). Other side, distributed data mining techniques become popular to extract the information in distributed resources. Several models have been designed on the concept of distributed data mining i.e. the features of collaboration of multiple parties can be used to design an effective model for avoiding the leakage of information. The distributed data mining can be either horizontal partitioned or vertical partitioned (Oliveira & Zaíane, 2007). It is interpreted as the data can be partitioned either horizontal manner or vertical manner. Figure 1 illustrates the concept of horizontal partitioning and vertical partitioning. In many applications, the sensitive information is shared among multiple parties, but privacy law stated that the information can be shared with restricted context in distributed scenarios (Mariscal et al., 2010; Matatov et al., 2010). To address the same, several distributed data mining algorithms have been developed to exchange the sensitive information among multiple parties ensuring the privacy of data (Sun et al., 2014; Zhou et al., 2015). In present time, cloud computing also attracts the attention of researchers as platform for building the distributed databases and software for third party (Ahuja et al., 2012; Grobauer et al., 2010). It is due to mobility, availability and lower cost of cloud computing. Furthermore, cloud computing can be described as clustering of multiple server design to handle the task in remote manner. Whereas, data mining can be responsible to extract the structured and consist information from unstructured and semi structured data sources. It is also noticed that distributed mining algorithms require high bandwidth of networks and having capabilities of cooperation between multiple parties (Ambulkar & Borkar, 2012). It is seen that distributed data mining algorithm having capability to handle the distributed resources in efficient manner in terms of mining and manage the data. In literature, several techniques are also reported for hiding the sensitive information especially for binary datasets (Ferrag et al., 2018; Modi et al., 2010). These techniques are the combination frequent item sets and association rules and motive of these technique is to determine the semantic information among either attributes or transactions of databases (Matatov et al., 2010). Further, to maintain the confidence and secure the sensitive information during sanitization process, these techniques can remove some of transactions and itemset from the databases. Hence, data mining and machine learning techniques have also been adopted for designing several secure protocols (Li, Yang, & Ji, 2016). Few of these are Decision tree, Bayesian networks, clustering, association rule mining and neural networks (). The objective of these techniques is to ensure the privacy of sensitive information among multiple parties during the extraction of valuable information form the datasets (Prakash & Singaravel, 2015; Sui & Li, 2017). The identification of frequent itemset and association rules are one of major issues associated with data mining-based protocol (Bhuyan & Kamila, 2015; Liu et al., 2008). It is also observed that most of data mining (DM) techniques transform the dataset in such a manner that data is not easily interpretable during the implementation of DM algorithm (González-Serrano et al., 2017; Jiang et al., 2018).

1.1 Contribution of the Work

This subsection summarizes the contributions of research work. The main contributions of this work are listed as:

1. To investigate the efficacy of horizontal partitioning of database for ensuring privacy and preserve the semantic of information over multiparty communication using cloud computing platform.
2. To adopt K-Means++ clustering algorithm for determining the horizontal partitioning and homomorphic encryption for encrypting the information.
3. To compute the appropriate location in database for inserting the noise.
4. The performance of proposed technique is evaluated using several benchmark medical datasets.
5. Simulation results showed that proposed technique is capable to secure the sensitive information.

The organization of the paper is given as section 2 presents the related works on horizontal and vertical partitioned methods. Section 3 discusses the homomorphic encryption, K-Means++ clustering, data protection and recovery phases. Section 4 illustrates the results of proposed technique. Finally, the entire work is concluded in section 5.

2. RELATED WORKS

This section describes the related works on privacy preservation techniques especially, horizontal partitioned, vertical partitioned and sanitization process techniques.

Kikuchi et al. (Kikuchi et al., 2018) investigated the privacy preservation data mining techniques for epidemiological study. In this work, linear multiple regression technique is adopted for determining the relevant factors among for possible variables. The scalability of the proposed technique is evaluated using horizontal as well as vertical partitioning. To evaluate the efficacy of proposed regression technique, stroke dataset is considered. Results confirmed that horizontal partitioning method works better than vertical partitioned method.
Li et al. (Li, Lu, Choo et al, 2016) designed an efficient homomorphic encryption and a secure comparison schemes for ensuring the data privacy. Further, a cloud-based frequent itemset mining algorithm is applied for exploring the association rules. In this study, vertically partitioned dataset is considered for evaluating the efficacy of proposed schemes. Author claimed that proposed solution leaks less information than existing solutions. It is also seen that proposed solution also shares data efficiently with multiple party without compromising the data privacy.

Rong et al. (Rong et al., 2016) developed k-nearest neighbor-based privacy preservation technique for distributed database in cloud environment. Authors perform theoretical as well as experimental analysis to confirm the existence of proposed k-NN privacy preserving technique. Theoretical analysis showed that proposed technique not only preserve the privacy, but also hide access pattern in distributed database. The experimental results showed that proposed technique significantly improves the preserving rate as compared to existing technique.

Qiu et al. (Qiu, Wang, Li et al, 2017) proposed a framework based on frequent itemset mining algorithm for ensuring data privacy. The public cloud service is used to collect and encrypt the mined data. In this work, three secure frequent itemset mining protocol are developed. Authors claimed that first protocol archives higher mining performance, whereas, second protocol archives better privacy results. Hence, it is stated that proposed framework Qiu et al. (Qiu, Xu, Ahmad et al, 2017) developed novel protocol for ensuring privacy-preserving. This protocol considers linear regression and applies on horizontally partitioned data. Authors claimed that proposed protocol architecture supports multiple clients and also includes two non-colluding servers. It is seen that clients can submit the encrypted data to the server and further, two servers determine the regression model collaboratively. Paillier homomorphic encryption and data masking technique are associated with protocol. The simulation results ensured that proposed protocol is an efficient approach with negligible errors.

Pang and Wang (Pang & Wang, 2020) developed novel homomorphic cryptosystem that supports multiple cloud users with different public keys. In this work, secure association rule mining scheme is used with outsourced databases from multiple parties in a twin-cloud architecture. Simulation results showed that proposed cryptosystem is reasonable significant than other models.

Skarkala et al. (Skarkala et al., n.d.) introduced a privacy preserving data mining algorithm for horizontal and vertical partitioned databases. This work considers the multi candidate election scheme for building the naïve bayes classifier. The experimental results showed that proposed algorithm ensures the privacy of data through mining process.

Sekhavat (Sekhavat, 2020) analyzed the frequent itemset mining protocol for privacy purpose and developed a new protocol collusion-free model, called CFM. CFM is applied on horizontal partitioned database. Apart from these, a new secret sharing and summation is employed in CFM. The efficacy of proposed CFM is evaluated using disclosure of sensitive information.

Lekshmy and Rahiman (Lekshmy & Rahiman, 2020) developed a kernel K-Means based privacy preserving data mining model for distributed databases. Authors consider horizontal as well as vertical partitioned method for ensuring the data privacy. In sanitization process, artificial bee colony-based algorithm is applied for generating the best key value for secure data. The performance of proposed model is evaluated using clustering accuracy, processing time and data transmission time. It is stated that proposed model achieves better hacking results as compared to existing models.

Li et al. (Li et al., 2019) preserved the privacy of the data using an outsourced privacy-preserving C4.5 algorithm. The proposed technique works with horizontal and vertical partitioned data for multiple parties. Further, two protocols are designed for ensuring the data. These are outsourced privacy preserving weighted average protocol (OPPWAP) and outsourced secure set intersection protocol. Authors claimed that proposed model performs less computation on client side.

Liu et al. (Liu et al., 2018) introduced a hybrid privacy-preserving clinical decision support system in fog-cloud computing, called HPCS. The proposed system consists of a lightweight data mining method for secure monitoring the health condition of patients. An outsourced inner-product protocol is applied on fog layer for securing single layer neural network. Whereas, on cloud layer,
piecewise polynomial calculation privacy preserving protocol is applied for securing activation function of multiple layer neural network. Simulation results showed that proposed system is capable to overcome the privacy leakage problem with authorized parties.

Omer et al. (Omer et al., 2017) designed a distributed privacy preserving protocol with multiple missing imputation data. The missing data is handled through multivariate imputation by chained equations and further, privacy is maintained through Paillier cryptosystem. Finally, SVM technique is introduced as semi-honest approach over vertical partition of the data. Simulation results showed that proposed protocol achieves better processing time as compared to existing model especially for distributed database.

Rajesh and Selvakumar (Rajesh & Selvakumar, 2019) developed a privacy preservation data-mining scheme with data-mining perturbation merged approach for ensuring the data privacy. In this work, association rules with cryptography technique are used for data privacy and preservation. Further, capabilities of neural network and deep learning model is also investigated for prediction medical datasets. Authors claimed that proposed privacy algorithm maintains the confidentiality of information.

Tran et al. (Tran et al., 2020) developed a new secure data analysis technique, called SmartClass using garbled circuit technique. The encryption step consists of additive homomorphism and binary Elliptic Curve Cryptography (ECC) algorithm for encryption of data. Authors claimed that proposed technique achieves promising results than others.

Wu et al. (Wu et al., 2019) proposed a density-based clustering algorithm for securing the sensitive information. The proposed density-based clustering algorithm implements the multi objective particle swarm optimization algorithm, called CMPSO. The proposed CMPSO algorithm works according the user preference and performance of proposed algorithm is evaluated using two benchmark datasets. The simulation results stated that proposed CMPSO provides better results than single objective algorithms.

Shailaja and Rao (Shailaja & Rao, 2019) presented a novel privacy preserving data mining technique for securing the privacy of data. The proposed technique works in two phase-sanitization and restoration. Prior to proceed with phases, some association rules are extracted for the datasets. Further, opposition intensity-based cuckoo search algorithm is adopted for generating the optimal key for hiding the information. In this work, four research issues are considered to evaluate the performance of proposed technique such as hiding failure rate, information preservation rate, and false rule generation, and degree of modification. It is observed that proposed technique minimizes all four issues.

Sheela and Vijayalakshmi (Sheela & Vijayalakshmi, 2017) developed the partition-based perturbation technique for ensuring the privacy of data in distributed databases. The proposed technique is applied on vertical partitioned dataset. Furthermore, the data is recursively partitioned between various parties using third party coordinator. Its showed that proposed technique ensures the statistical technique relationship between attributes.

Domadiya and Rao (Domadiya & Rao, 2019) presented an association rule mining-based privacy preservation technique for ensuring the privacy in healthcare dataset. The medical examination and outpatient data of Taiwan is considered for evaluating the performance of proposed approach. It is observed that association rule mining scheme is applied to partition the data vertically. The efficacy of proposed approach is evaluated using privacy preservation, communication and computation cost. Authors claimed that proposed approach is better than others in terms of theoretical and experimental analysis.

Yu et al. (Yunhong et al., 2009) designed an efficient and secure privacy preserving technique based on support vector machine (SVM). This study considers the vertically partitioned data. It is seen that proposed technique shares the information between multiple parties without revealing the data and classification information.
Xia et al. (Xia et al., 2019) introduced a novel differential privacy mechanism to preserve the privacy in heterogeneous databases. Authors consider the vertical partitioned data for securing and preserving the information among multiple parties. The information-based method is used to determine the dependencies between attributes and privacy labels. Moreover, Laplace method is adopted for maintain the privacy in heterogenous environment. Several benchmark datasets are considered for examining the efficiency of proposed mechanism. It is noticed that proposed method achieves balanced privacy and utility.

Oliveira and Zaıaneb (Oliveira & Zaïane, 2007) developed a new method for privacy-preserving clustering called Dimensionality Reduction-Based Transformation (DRBT). Authors consider both centralized and vertical partitioned method to implement the DRBT method. Furthermore, three issues are considered security, communication cost, and accuracy to evaluate the performance of proposed method. It is noticed that DRBT method successfully preserve the semantic information of the data.

2.1 Technical Gaps

In this study, twenty-one research papers are considered to determine the existing research gaps in the field of data privacy preservation especially for medical dataset. Though existing studies, it is found that both horizontal and vertical methods are used for partitioned the datasets for preserving the privacy of data. It is also observed that horizontal method having advantage over vertical partitioning methods. So, in this work, we considered the horizontal partitioning method for partitioning of datasets for privacy preservation. The other point regarding the horizontal partitioned method is less computationally extensive than vertical and other privacy preservation methods. It is also observed that K-Means++ is one of effective and efficient method for clustering. Hence, in this work, K-Means++ algorithm is adopted for determining the effective horizontal partitioning. In spite this, homomorphic scheme is applied for encryption of data. In this scheme, RSA algorithm is considered for effective encryption of data and finally, a data protection phase is also used to recover the encrypted data.

3. PROPOSED K-MEANS++ BASED PRIVACY ALGORITHM

In this section, K-Means++ clustering-based privacy preserving algorithm is discussed. The proposed algorithm works in two phases- i) Data Protection Phase, and ii) Data Recovery Phase. The data protection phase corresponds for adding the noise in original dataset and converts into protected dataset. Whereas, the added noise is detected and removed in data recovery phase and obtained original dataset from protected dataset. First, we discuss the homographic encryption in subsection 4.1 and further, detailed description of the proposed K-Means++ clustering-based privacy preserving algorithm is presented in subsection 4.2.

3.1 Homomorphic Encryption

In homomorphic encryption, several computations are performed on encrypted data (Lekshmy & Rahiman, 2020; Qiu, Wang, Li et al, 2017; Qiu, Xu, Ahmad et al, 2017). These computations are similar as ciphertext operations i.e. to convert the plain test into cipher text. allows certain calculations of encrypted data; this is equivalent to ciphertext operations after the encryption of a plaintext operation. The well-known example of homomorphic encryption is RSA algorithm (Rivest & Silverman, 1999). This algorithm performs fast encryption and decryption as compared to same class of algorithms. The RSA algorithm is more reliable and secure, because it considers the large integer decomposition, in turn, longer the RSA key, more secure the algorithm. The computation steps of RSA algorithm are mentioned in Algorithm 1.
3.2 K-Means++ Clustering Algorithm

This subsection describes the K-means++ clustering algorithm. The K-Means++ algorithm is an improved variant of K-Means algorithm (Arthur & Vassilvitskii, 2006a). In literature, it is reported that several shortcomings are associated with K-Means algorithm such as undesired and weak clustering results, and initial selection of clusters (Arthur & Vassilvitskii, 2006b; Arthur & Vassilvitskii, 2006c). This algorithm chooses an initial cluster center (suppose, $c_1$) from the given dataset in uniform order. The rest of cluster centers are computed using a probability function instead of random initialization and further, proceeded with K-Means algorithm steps. The computational procedure of K-Means++ clustering algorithm is presented in Algorithm 1. Figure 2 demonstrates the working of the proposed privacy preservation K-Means++ technique for protecting the privacy leakage.

### 3.2.1 Data Protection Phase

This phase corresponds to divide the original data into $k$ clusters using K-Means++ algorithm. In turn, the original dataset is partitioned into $K$-partitions. These partitions are achieved through K-Means++ clustering algorithm. It is stated that protected dataset is similar to original dataset and information stored into original dataset can be preserved in protected dataset. Next step is to choose any partition (select one cluster ($c_i$) out of $K$ clusters) in random number. Further, a farthest data instance ($d$) is computed through the selected centroid ($c$) and determine the set of noise using distance between ($c$, $d$), and offset ratio $\alpha$. Finally, the noise is added into original dataset to generate protected dataset. The location for adding the noise in dataset is computed using equation 6. This work also considers traditional and progressive noise generation schemes for generating the noise. $\lfloor k \times r \rfloor$ noises are generated through traditional noise scheme based on distance between ($c$, $d$), and offset ratio $\alpha$. Whereas, progressive scheme computes the first noise using $c$, $d$ and $\alpha$ with respect to selected data $d$. The second noise is generated through the noise associated with data $d$. The above process is repeated, until $\lfloor k \times r \rfloor$ noises are not generated. It is also stated that for preserving the information
Algorithm 2. Steps of K-Means++ clustering Algorithm

| Input:                  | A dataset (D) and number of clusters (K) |
|------------------------|-----------------------------------------|
| Output:                | Partitioned Dataset (D’) into Cluster(K) |
| Step 1:                | Load the dataset (D) and determine initial cluster center (c_i \in K) from dataset(D) in uniform order. |
| Step 2:                | Compute the next cluster center (c_i) such that (c_i) = x' \in D using a probability function mentioned in equation 3: |
|                        | \[
|                        | c_i = \frac{\text{dist}(x')^2}{\sum_{x \in D} \text{dist}(x)^2}\] (3) |
|                        | dist(s) denotes the shortest distance between data (x) to nearest center that randomly chosen. |
| Step 3:                | Repeat the step 2, until all cluster centers are not determined. |
| Step 4:                | Compute the Euclidean distance between cluster centers (c_i \in K) and each data (x) presented in dataset (D). |
| Step 5:                | Allocate the data(x) to clusters (c_i \in K) with minimum Euclidean distance. |
| Step 6:                | Recompute the new clusters using equation 4: |
|                        | \[
|                        | c_{i,new} = \left(\frac{1}{c_i}\right) \sum_{k=1}^{c_i} x_i \] (4) |
| Step 7:                | Repeat the steps 4-6, until, there is no change in data allocation between clusters. |

Algorithm 3. K-Means++ clustering-based data protection process

| Input:                  | A dataset (D), number of clusters (K), noise ratio (r), offset ratio (\alpha), and seed (s) |
|------------------------|-------------------------------------------------------------------------------------------------|
| Output:                | Protected Dataset (D’)                                                                          |
| Step 1:                | Partitioned the dataset (D) into K-cluster using K-Means++ clustering algorithm.                |
| Step 2:                | Choose one cluster k from K-clusters such that k \in K.                                         |
| Step 3:                | Compute the farthest data (d) within cluster from cluster centroid (c) and determine the set of noises \[
|                        | \left(N\right) = \left\{n_1, n_2, n_3, \ldots, n_n\right\}, |N| = |D| \times r\] using equation 5: |
|                        | \[
|                        | n_i^n = d^n + \alpha \times \left(distance\left(c, d\right)\right)\] (5) |
| Step 4:                | Add noise \(n_i\) on position \(p_i\) in the given dataset (D) using equation 6 to obtain protected dataset. |
|                        | \[
|                        | p_i = |D| \times \text{rand}(s) \] (6) |
|                        | Protected dataset can be described as \(D' = D \cup N \left(|D'| = |D| + |N|\right)\) |
(maximum knowledge) in original dataset and also achieving protected dataset similar to original dataset, the proposed K-Means++ based privacy preservation algorithm can only add the noise for privacy protection. It can be accomplished through seed \((s)\). It determines the location for inserting the noise in original dataset. The algorithmic step of the data protection phase is listed in Algorithm 3.

### 3.2.2 Data Recovery Phase

This subsection describes the data recovery process i.e. to determine the original dataset \((D)\) from protected dataset \((D')\). So, to recover the original dataset, first noise locations in protected dataset are identified using equation 2 and determine the noises. Furthermore, the detected noises are deleted from the dataset and obtains the original dataset. Here, it is also specified that the noise locations are determined through seed \((s)\) from the protected dataset \((D')\) it is also mentioned that seed \((s)\) is similar to a cryptographic key and it must be protected. The steps of data recovery phase are mentioned in Algorithm 4.
4. EXPERIMENTAL RESULTS

This section discusses the effectiveness of the proposed privacy preservation algorithm. The proposed privacy algorithm is implemented in Java language using CPU Intel Core i5, RAM 8 GB, and Microsoft Windows 10 operating system. Several medical datasets are considered for evaluating the performance of proposed algorithm. These algorithms are downloaded from the UCI repository and details of these datasets are presented in Table 1. These datasets are autism-adult, autism-child, cryotherapy, immunotherapy, heart and WPBC. The simulation results are evaluated using encryption time, execution time, accuracy and f-measure parameters. The performance of proposed privacy preservation technique is compared with, DPC, K-means, PPDC and SC techniques.

4.1 Relation of Data Size and Encryption Time

This section explores the relation between data size and encryption time. It is sated that distance between each sample is computed prior to clusters the dataset using cloud. To determine the relation between data size and encryption time, we divide the dataset into four parts i.e. first part corresponds to one fourth data instance, second part corresponds to one half data instance, third part corresponds to third fourth data instance and fourth part consider the entire dataset. Figure 3 shows the relation between the different data size with respect to encryption time. It is analyzed that encryption time for immune-therapy dataset varies in the range of 18 seconds to 54 seconds, for the Cryo-therapy dataset, encryption time is ranging in between 12 seconds to 48 seconds. Whereas, heart dataset requires 54 to 134 second for encrypting the entire dataset. The encryption time range for Autism-Child dataset is ranging in between 48 to 131 seconds. The encryption time for Autism-adult dataset is 64 second to 208 seconds. While, WPBC dataset taking 59 seconds to 184 seconds for encryption the information. Hence, it is observed that size of data has significant impact on the encryption time. The encryption time increases as the size of dataset is increased. The execution time of the proposed

Algorithm 4. Steps of data recovery process

| Input: | Protected Dataset (D’), number of data in dataset (D), number of clusters (K), and seed (s) |
|--------|-----------------------------------------------------------------------------------------------|
| Output: | Original Dataset (D)                                                                           |
| Step 1: | Compute the position \( p_i \) of noise \( n_i \) in protected dataset (D’) using equation 2 and delete the noise \( n_i \). |
| Step 2: | Retrieve the original dataset (D).                                                             |

Table 1. Detailed description of datasets used in this study (UCI, n.d.)

| Sr. No. | Dataset      | No. of Samples | No. of Attributes | No. of Clusters |
|---------|--------------|----------------|-------------------|-----------------|
| 1       | WPBC         | 198            | 33                | 2               |
| 2       | Heart        | 303            | 13                | 2               |
| 3       | Autism-Adult | 704            | 21                | 2               |
| 4       | Autism-Child | 292            | 21                | 2               |
| 5       | Cryotherapy  | 90             | 7                 | 2               |
| 6       | Immunotherapy| 90             | 8                 | 2               |
privacy preserving K-Means++ (PP-K-Means++) is also compared with state of art existing studies. These studies include different algorithms such as K-Means, SC, DPC and PPDPC. On the analysis, it’s concluded that proposed PP-K-Means++ technique takes less time for executing the algorithm.
In this work, data is horizontal partitioned. The horizontal partitioning is achieved by determining the optimum number of clusters in data. It is also stated that proposed K-Means++ algorithm is less sensitive to initial cluster center, in turn, less chance to stuck in local optima and converge on global optimal solution. Hence, the proposed PP-K-Means++ technique converge on minimum running time as compared to other techniques.

Figure 4 demonstrates the comparison of execution time of different algorithm using all datasets considered in this study. It is seen that proposed PP-K-Means++ algorithm archives minimum time for all datasets. Whereas, DPC algorithm converges on maximum time with most of datasets as compared to rest of algorithms. It is also seen that SC technique converges on maximum time for WPBC dataset. Hence, it is stated that proposed PP-K-Means++ is an effective technique for preserving and protecting the information.

4.2 Clustering Performance Evaluation

This subsection illustrates the performance of algorithms in terms of clustering of dataset (horizontal partitioned). The performance is evaluated using accuracy and f-measure parameters. The clustering results of proposed K-Means++ and all other algorithms are reported in Table 3. It is seen that

---

Table 2. Performance comparison of different algorithm using execution time (m) parameter

| Datasets       | k-means | SC | DPC  | PPDPC | PP-K-Means++ |
|----------------|---------|----|------|-------|--------------|
| Immuno-therapy | 1.02    | 1.05 | 1.13 | 1.04  | 0.54         |
| Cryo-therapy   | 1.06    | 0.56 | 1.21 | 1.04  | 0.48         |
| Heart          | 2.48    | 2.29 | 2.32 | 2.26  | 2.14         |
| Autism-Child   | 3.07    | 2.45 | 3.29 | 2.28  | 2.11         |
| Autism-Adult   | 4.13    | 3.49 | 4.58 | 3.42  | 3.28         |
| WPBC           | 4.24    | 5.12 | 4.06 | 3.54  | 3.04         |

Figure 4. Execution time of different algorithms using all dataset used in the study
K-Means++ algorithm achieves better accuracy rate for all datasets except autism-adult dataset. The accuracy rate of K-Means++ algorithm is 0.809, 0.768, 0.774, 0.816 and 0.832 for immunotherapy, WPBC, heart, autism-child and cryotherapy datasets respectively. For autism adult dataset, PPDC algorithm achieves better accuracy rate i.e. 0.754 than other algorithms, but the K-Means ++ also obtains competitive accuracy rate i.e. 0.756. On the analysis of f-measure parameter, it is reported that K-Means++ archives higher f-measure rate with most of datasets except cryotherapy dataset. K-Means++ obtains 0.781, 0.743, 0.762, 0.848 and 0.749 for immunotherapy, WPBC, heart, autism-child and autism-adult datasets respectively. It is observed that DPC technique archives better f-measure rate i.e. 0.817 for cryotherapy dataset as compared to rest of algorithms. The f-measure rate (0.812) of K-Means++ algorithm is nearly equal to DPC algorithm. Hence, it is concluded that proposed algorithm obtains better horizontal partitioned with most of datasets.

5. CONCLUSION

This paper presents a distributed privacy preserving technique based on K-Means++ algorithm. The aim of the proposed technique is to address the privacy leakage. Furthermore, this work considers the cloud computing as a service platform for collecting the data and sharing between multiple parties. Moreover, it is said that K-Means++ clustering algorithm is implemented on cloud computing platform and aim of this algorithm is to determine the optimal horizontal partitioning for ensuring the privacy of information. The data protection phase is applied to add noise in the original dataset and converted into protected dataset. The original database is retrieved from protected dataset using determining the location of noise. The performance of proposed privacy algorithm is evaluated using six benchmark medical datasets. The encryption and execution times are considered to examine the efficacy of proposed algorithm. The results are compared with state of art privacy preserving technique in literature. It is observed that proposed privacy preserving technique more optimum results than others. The clustering results of the proposed technique are also compared with other techniques using

| Dataset      | Algorithms | Accuracy | F-Measure | Dataset      | Algorithms | Accuracy | F-Measure |
|--------------|------------|----------|-----------|--------------|------------|----------|-----------|
| Immunotherapy| k-means    | 0.783    | 0.767     | WPBC         | k-means    | 0.657    | 0.618     |
|              | SC         | 0.749    | 0.724     |              | SC         | 0.643    | 0.637     |
|              | DPC        | 0.776    | 0.732     |              | DPC        | 0.692    | 0.668     |
|              | PPDP       | 0.781    | 0.753     |              | PPDP       | 0.721    | 0.696     |
|              | K-Means++  | 0.809    | 0.781     |              | K-Means++  | 0.768    | 0.743     |
| Heart        | k-means    | 0.706    | 0.695     | Autism-Child | k-means    | 0.834    | 0.826     |
|              | SC         | 0.728    | 0.698     |              | SC         | 0.821    | 0.817     |
|              | DPC        | 0.734    | 0.726     |              | DPC        | 0.825    | 0.804     |
|              | PPDP       | 0.758    | 0.718     |              | PPDP       | 0.847    | 0.829     |
|              | K-Means++  | 0.774    | 0.762     |              | K-Means++  | 0.861    | 0.848     |
| Cryotherapy  | k-means    | 0.817    | 0.795     | Autism-Adult | k-means    | 0.726    | 0.713     |
|              | SC         | 0.802    | 0.778     |              | SC         | 0.687    | 0.674     |
|              | DPC        | 0.826    | 0.817     |              | DPC        | 0.735    | 0.721     |
|              | PPDP       | 0.813    | 0.782     |              | PPDP       | 0.756    | 0.742     |
|              | K-Means++  | 0.832    | 0.812     |              | K-Means++  | 0.754    | 0.749     |
accuracy and f-measure parameters. It is showed that proposed clustering algorithm more accurate results than other techniques. In future, some meta heuristic techniques will be adopted for effective horizontal partitioning of the datasets. The efficacy of vertical partition for effective data privacy can be explored. Furthermore, privacy preservation scheme can be implemented in distributed environment.
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