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Abstract: Denoting by $P_N(A, \theta) = \det(I - Ae^{-i\theta})$ the characteristic polynomial on the unit circle in the complex plane of an $N \times N$ random unitary matrix $A$, we calculate the $k$th moment, defined with respect to an average over $A \in U(N)$, of the random variable corresponding to the $2\beta$th moment of $P_N(A, \theta)$ with respect to the uniform measure $\frac{d\theta}{2\pi}$, for all $k, \beta \in \mathbb{N}$. These moments of moments have played an important role in recent investigations of the extreme value statistics of characteristic polynomials and their connections with log-correlated Gaussian fields. Our approach is based on a new combinatorial representation of the moments using the theory of symmetric functions, and an analysis of a second representation in terms of multiple contour integrals. Our main result is that the moments of moments are polynomials in $N$ of degree $k^2\beta^2 - k + 1$. This resolves a conjecture of Fyodorov and Keating (Philos Trans R Soc A 372(2007):20120503, 2014) concerning the scaling of the moments with $N \to \infty$, for $k, \beta \in \mathbb{N}$. Indeed, it goes further in that we give a method for computing these polynomials explicitly and obtain a general formula for the leading coefficient.

1. Introduction

Let

$$P_N(A, \theta) = \det(I - Ae^{-i\theta}),$$

(1)

denote the characteristic polynomial of an $N \times N$ unitary matrix $A$ on the unit circle in the complex plane. The typical values taken by $P_N$ when $A$ is chosen at random, uniformly with respect to Haar measure on the unitary group $U(N)$ (i.e. from the Circular Unitary Ensemble of Random Matrix Theory), have been the subject of extensive study. The moments of $P_N$ and its logarithm were computed in [33] using the Selberg integral and compared with the corresponding moments of the Riemann zeta function, $\zeta(s)$, on its critical line ($\text{Re} \, s = 1/2$). It follows from these calculations that $\log P_N(A, \theta)/\sqrt{\frac{1}{2} \log N}$
satisfies a central limit theorem when $N \to \infty$, in that the real and imaginary parts independently converge to normal random variables with zero mean and unit variance. This is true as well without normalising, in a distributional sense [27]. The correlations of $\log |P_N(A, \theta)|$ can be computed using, for example, formulae due to Diaconis and Shahshahani [16], and shown to satisfy

$$\mathbb{E}_{A \in U(N)} (\log |P_N(A, \theta)| \log |P_N(A, \theta + x)|) \sim \begin{cases} \frac{1}{2} \log N & |x| \ll \frac{1}{N} \\ -\frac{1}{2} \log |x| & 1 \gg |x| \gg \frac{1}{N} \end{cases}$$

when $N \to \infty$. (The imaginary part of $\log P_N(A, \theta)$ exhibits similar behaviour.)

The fact that $\log |P_N(A, \theta)|$ behaves like a log-correlated Gaussian random function has stimulated a good deal of interest recently, as it suggests a connection with other similar random fields such as those associated with the Branching Random Walk, Branching Brownian Motion, the 2-dimensional Gaussian Free Field, and Liouville quantum gravity. This observation, together with heuristic calculations and numerical experiments (c.f. [21]), motivated a series of conjectures [22,23] concerning the maximum of $|P_N(A, \theta)|$ on the unit circle,

$$P_{\text{max}}(A) = \max_{0 \leq \theta < 2\pi} |P_N(A, \theta)|. \quad (3)$$

The heuristic calculations described in [23] are based on an analysis of the random variable

$$Z_N(A, \beta) := \frac{1}{2\pi} \int_0^{2\pi} |P_N(A, \theta)|^{2\beta} d\theta \quad (4)$$

which is the $2\beta$th moment of $|P_N(A, \theta)|$ with respect to the uniform measure on the unit circle $\frac{d\theta}{2\pi}$. Specifically, the calculations centre on computing the moments of this random variable with respect to an average over $A \in U(N)$:

$$\text{MoM}_N(k, \beta) := \mathbb{E}_{A \in U(N)} \left( \left( \frac{1}{2\pi} \int_0^{2\pi} |P_N(A, \theta)|^{2\beta} d\theta \right)^k \right). \quad (5)$$

We refer to the latter as the moments of the moments of $P_N(A, \theta)$. They will be the main focus of our attention.

We also note that the integrand in (4), when appropriately normalised,

$$\frac{|P_N(A, \theta)|^{2\beta}}{\mathbb{E}|P_N(A, \theta)|^{2\beta} 2\pi} \quad (6)$$

has been the subject of considerable interest because it has been proved [38,46] to converge to a limiting Gaussian multiplicative chaos measure [6,28,41] for $\beta \in (-\frac{1}{4}, 1)$ (c.f. [42] for a corresponding result for the Riemann zeta-function on the critical line). Importantly, there is expected to be a freezing transition [23] at $\beta = 1$, leading to a different regime of behaviour when $\beta > 1$.

One of the main conjectures of [23] is that when $N \to \infty$

$$\text{MoM}_N(k, \beta) \sim \begin{cases} \left( \frac{(G(1+\beta))^2}{G(1+2\beta)\Gamma(1-\beta^2)} \right)^k \Gamma(1-k\beta^2)N^{k\beta^2} & k < 1/\beta^2 \\ c(k, \beta)N^{k\beta^2-k+1} & k > 1/\beta^2 \end{cases} \quad (7)$$

when $N \to \infty$. (The imaginary part of $\log P_N(A, \theta)$ exhibits similar behaviour.)
where $G(s)$ is the Barnes $G$-function and $c(k, \beta)$ is an unspecified function of $k$ and $\beta$.\footnote{By $A(N) \sim B(N)$, we mean that $A(N)/B(N) \to 1$ when $N \to \infty$.} At the transition point $k = \beta^2$, one should expect that the moments of moments grow like $N \log N$. One justification for this conjecture follows from a heuristic calculation of the moments when $k$ is an integer \cite{22,23,29}, which is based on the fact that for $k \in \mathbb{N}$

$$\text{MoM}_N(k, \beta) = \frac{1}{(2\pi)^k} \int_0^{2\pi} \cdots \int_0^{2\pi} \prod_{j=1}^k |P_N(A, \theta_j)|^{2\beta} d\theta_j.$$  

\hspace{1cm} (8)

The integrand in (8) can be computed asymptotically when $N \to \infty$ and the $\theta_j$s are fixed and distinct using the appropriate Fisher–Hartwig formula \cite{18}. The resulting integrals over the $\theta_j$s can then be computed when $k < 1/\beta^2$ using the Selberg integral, leading to the expression in the conjecture (7) in this range. This expression diverges as $k$ approaches $1/\beta^2$ from below. The reason for this is that when $k \geq 1/\beta^2$, singularities associated with coalescences of the $\theta_j$s become important. Developing a precise asymptotic in the range $k \geq 1/\beta^2$ therefore requires a Fisher–Hartwig formula that is valid uniformly as the Fisher–Hartwig singularities coalesce, and achieving this in general is an important open problem. From this perspective, the regime $k \geq 1/\beta^2$ is the more challenging one.

When $k = 2$, a uniform Fisher–Hartwig asymptotic formula was established by Claeys and Krasovsky \cite{10}, who used this to prove the powers of $N$ appearing in (7) for all $\beta$ and to relate $c(2, \beta)$ to a particular Painlevé transcendent.

In a closely analogous problem in which $\log |P_N(A, \theta)|$ (c.f. (119)) is replaced by a random Fourier series with the same correlation structure—such series can be considered as one-dimensional models of the two-dimensional Gaussian Free Field—the analogue of conjecture (7), due to Fyodorov and Bouchaud \cite{20}, has recently been proved in the regime $k < 1/\beta^2$ for all $k$ and $\beta$ by Remy \cite{40} using ideas from conformal field theory \cite{35}.

We note that the conjecture described above extends to the other circular ensembles (i.e. to the $C\beta E$) \cite{9,21,33} and to the Gaussian ensembles \cite{24–26}. We note as well that there are extensive mathematics and physics literatures on log-correlated Gaussian fields; see, for example \cite{8,17,26}, and references contained therein. There has been a particular focus on the freezing transition at $\beta = 1$. In the case of uncorrelated Gaussian fields—known as the Random Energy Model—this is well understood; see, for example, \cite{15,34}. For log-correlated fields the freezing transition continues to be a focus of research; see, for example, \cite{23,45} and references therein.

Our focus here will be on the conjecture for the asymptotics of the moments of moments (7) when $k \in \mathbb{N}$ and $\beta \in \mathbb{N}$. Note that this immediately places us in the regime where $k\beta^2 \geq 1$, and so in the more difficult regime which is dominated by coalescing Fisher–Hartwig singularities, and where progress has been limited thus far to the cases of $k = 1, 2$. Here one can exploit connections with representation theory and integrable systems that have not been incorporated in the probabilistic approaches taken previously. Specifically, we shall use three different, but equivalent, exact (rather than asymptotic) expressions for the integrand in (8). This allows us to circumvent the problems described above associated with coalescing Fisher–Hartwig singularities. We also note that our results include the freezing transition point at $\beta = 1$.

The first of these expressions, which takes the form of a combinatorial sum and was proved in \cite{11}, enables us to compute $\text{MoM}_N(k, \beta)$ exactly and explicitly for small values of $k$ and $\beta$, when both take values in $\mathbb{N}$. This suggests a refinement of conjecture (7) in this case:
\[ \text{MoM}_N(k, \beta) = \text{Poly}_{k^2 \beta^2 - k + 1}(N), \tag{9} \]

where \( \text{Poly}_{k^2 \beta^2 - k + 1}(N) \) is a polynomial in the variable \( N \) of degree \( k^2 \beta^2 - k + 1 \). This obviously implies (7) in the range \( k \geq 1/\beta^2 \) for \( k, \beta \in \mathbb{N} \). We present the calculation in an Appendix, where we give explicit examples of the polynomials that arise. This method can be used to establish that \( \text{MoM}_N(k, \beta) \) is in general a polynomial in \( N \), but does not straightforwardly determine the order of the polynomial in question.

We then go on to prove (9) using two alternative approaches. The first of these uses a second formula for the integrand in (8) that is based on the representation theory of the unitary group and involves expressing \( \text{MoM}_N(k, \beta) \) in terms of a sum of semistandard Young tableaux via the theory of symmetric functions. The application of the theory of symmetric functions in this context was developed by Bump and Gamburd [7], who used it to analyse the moments of characteristic polynomials, following [11,33]. It allows us to prove that \( \text{MoM}_N(k, \beta) \) is bounded by a polynomial function of \( N \) of degree less than or equal to \( k^2 \beta^2 \) at integer values of \( k, \beta, \) and \( N \). The other approach involves a third formula for the integrand in (8), which takes the form of a multiple contour integral and which was also proved in [11]. This allows us to compute the large-\( N \) asymptotics of \( \text{MoM}_N(k, \beta) \), using methods developed in [30,31]. We show in this way that \( \text{MoM}_N(k, \beta) \) is an analytic function of \( N \) that grows like \( N^{k^2 \beta^2 - k + 1} \) as \( N \to \infty \). This approach allows us to deduce that \( \text{MoM}_N(k, \beta) \) is a polynomial in \( N \) of order \( k^2 \beta^2 - k + 1 \), thereby proving (9).

The fact that \( \text{MoM}_N(k, \beta) \) is a polynomial in the variable \( N \) when \( k \) and \( \beta \) both take values in \( \mathbb{N} \) means that in this case we have an exact formula. This is a consequence of this problem being integrable, as is clear from the analysis based on symmetric functions. From the perspective of asymptotics, it means that we know the complete structure of the asymptotics of \( \text{MoM}_N(k, \beta) \); that is, we know the general form of all terms in the asymptotic expansion, not just the leading order term.

We emphasize that our main motivation here is to prove (7), and in particular its refinement (9), in the regime \( k^2 \beta^2 \geq 1 \) where previous approaches have failed in general (i.e. other than when \( k = 2 \)) because they require a general Fisher–Hartwig formula valid as \( k \) singularities coalesce. Our approach circumvents this obstacle.

This paper is structured as follows. In the next subsection we state some formulae for \( \text{MoM}_N(k, \beta) \) that can be obtained straightforwardly from expressions already in the literature and formulate our general results as theorems. In the Appendix we calculate \( \text{MoM}_N(k, \beta) \) for small values of \( k \) and \( \beta \), motivating (9). In Sect. 2, we explain the calculation involving symmetric functions, and then in Sect. 3 we describe the calculation involving multiple integrals. In Sect. 5 we discuss some connections between our main result and approaches to analysing rigorously the value distribution of \( P_{\text{max}}(A) \), in the context of the conjectures made in [22,23], as well as setting out some thoughts on potential extensions and applications, including to moments of the Riemann zeta-function and other \( L \)-functions in short intervals, as well as to other random matrix ensembles.

1.1. Results for \( \text{MoM}_N(1, \beta) \) and \( \text{MoM}_N(2, \beta) \), for \( \beta \in \mathbb{N} \). We set out in this subsection some results concerning \( \text{MoM}_N(k, \beta) \) that can be obtained straightforwardly from calculations in the literature and that prove (9) when \( k = 1 \) and \( k = 2 \).
The case \( k = 1, \beta \in \mathbb{N} \) follows immediately from the moment formula of Keating and Snaith [33] (c.f. also [3]), and matches with the conjecture. Specifically,

\[
\text{MoM}_N(1, \beta) = \mathbb{E}|P_N(A, \theta)|^{2\beta} = \prod_{0 \leq i, j \leq \beta - 1} \left(1 + \frac{N}{i + j + 1}\right). \tag{10}
\]

which is clearly a polynomial in \( N \) of degree \( \beta^2 \). In this case the leading order coefficient can be calculated [33] to be

\[
\prod_{j = 0}^{\beta - 1} \frac{j!}{(j + \beta)!}. \tag{11}
\]

The calculation of the average in (10) was carried out in [33] using the Weyl integration formula and Selberg’s integral. Bump and Gamburd [7] later give an alternative proof using symmetric function theory. In this second approach, the expression (11) was obtained by counting certain semistandard Young tableaux. We shall see these parallel stories of symmetric function theory and complex analysis continuing for higher values of \( k \).

A proof of (9) when \( k = 2, \beta \in \mathbb{N} \) follows directly from formulae given in [31] (and differs from the proof given by Claeys and Krasovsky [10] which proves (7) for all \( \beta \), but does not identify the polynomial structure when \( \beta \in \mathbb{N} \)). Recall that for \( A \in U(N) \), the secular coefficients of \( A \) are the coefficients of its characteristic polynomial

\[
\det(I + xA) = \sum_{n=0}^{N} \text{Sc}_n(A)x^n. \tag{12}
\]

The following theorem is proved in [31] (theorem 1.5 in that paper).

Theorem 1.1. For \( A \in U(N) \), define

\[
I_\eta(m; N) := \int_{U(N)} \left| \sum_{j_1 + \cdots + j_\eta = m} \text{Sc}_{j_1}(A) \cdots \text{Sc}_{j_\eta}(A) \right|^2 dA. \tag{13}
\]

If \( c = m/N, c \in [0, \eta] \), then \( I_\eta(m; N) \) is a polynomial in \( N \) and

\[
I_\eta(m; N) = \gamma_\eta(c)N^{\eta^2 - 1} + O_\eta(N^{\eta^2 - 2}), \tag{14}
\]

where

\[
\gamma_\eta(c) = \sum_{0 \leq l < c} \binom{\eta}{l}^2 (c - l)^{(\eta - l)^2 + l^2 - 1} p_{\eta,l}(c - l), \tag{15}
\]

with \( p_{\eta,l}(c - l) \) being polynomials in \( (c - l) \).
With a change of variables, it can easily be seen that Theorem 1.1 proves (9) when \( k = 2, \beta \in \mathbb{N} \). We make use of the generating series for \( I_\eta(m, N) \) given in [31],

\[
\sum_{0 \leq m \leq \eta N} I_\eta(m; N)x^m = \int_{U(N)} \det(I - A)^\eta \det(I - xA^*)^\eta dA. \tag{16}
\]

Then we see that

\[
\text{MoM}_N(2, \beta) = \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} \mathbb{E} \left( |P_N(A, \theta_1)|^{2\beta} |P_N(A, \theta_2)|^{2\beta} \right) d\theta_1 d\theta_2 \\
= \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} \int_{U(N)} \left| \det(1 - Ae^{-i\theta_1}) \right|^{2\beta} \left| \det(1 - Ae^{-i\theta_2}) \right|^{2\beta} dA d\theta_1 d\theta_2 \\
= \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} e^{i\beta(\theta_2 - \theta_1)N} \sum_{0 \leq m \leq 2\beta N} I_{2\beta}(m; N)e^{i(\theta_1 - \theta_2)m} d\theta_1 d\theta_2 \\
= \sum_{0 \leq m \leq 2\beta N} I_{2\beta}(m; N)\delta_{m - \beta N}.
\]

Immediately, Theorem 1.1 gives us that \( \text{MoM}_N(2, \beta) \) is a polynomial in \( N \), and we have the correct leading order,

\[
\text{MoM}_N(2, \beta) \sim \gamma_{2\beta}(\beta) N^{4\beta^2 - 1} + O_2(\beta) N^{4\beta^2 - 2), \tag{17}
\]

provided that \( \gamma_{2\beta}(\beta) \neq 0 \). Theorem 1.1 was proved by two methods: symmetric function theory and complex analysis. The former determines an equivalent structure for \( \gamma_\eta(c) \) to that given in (15) coming from a standard lattice point count, which proves that \( I_\eta(m; N) \) is a polynomial in \( N \) and makes it clear that \( \gamma_{2\beta}(\beta) \neq 0 \). By using complex analysis the result regarding the leading order in \( N \) can be established, and the form for \( \gamma_\eta(c) \) given in (15) is found.

1.2. Results. Our approach combines the methods and formulae developed in [7,11,30,31,33]; in particular we make use of the complex analytic techniques employed in the latter two papers. We first reformulate (9) in terms of symmetric function theory and the complex analytic techniques employed in the latter two papers. We first reformulate (9) in terms of symmetric function theory and a lattice point count function. This gives a polynomial bound on \( \text{MoM}_N(k, \beta) \) at integer values of \( k, \beta, \) and \( N \). We next use a representation in terms of multiple contour integrals; this furnishes an expression for \( \text{MoM}_N(k, \beta) \) as an entire function of \( N \) and allows us to prove the following theorem.

**Theorem 1.2.** Let \( k, \beta \in \mathbb{N} \). Then

\[
\text{MoM}_N(k, \beta) = \gamma_{k,\beta} N^{k^2\beta^2 - k + 1} + O(N^{k^2\beta^2 - k}), \tag{18}
\]

where \( \gamma_{k,\beta} \) can be written explicitly in the form of an integral.

Using a combinatorial sum equivalent to the multiple contour integrals due to [11], we then deduce the following result.

**Theorem 1.3.** Let \( k, \beta \in \mathbb{N} \). Then \( \text{MoM}_N(k, \beta) \) is a polynomial in \( N \).

These theorems together prove (9) for \( k, \beta \in \mathbb{N} \).
2. Symmetric Function Theory

As with the cases \( k = 1, 2 \) and \( \beta \in \mathbb{N} \), we can rephrase the problem in terms of symmetric function theory. For an introduction to this topic, see [36, 44]. For a self-contained review of the tools required for the following calculation, see [31].

The aim of this section is twofold. Firstly, we highlight the role that symmetric function theory plays in the analysis of the moments of moments as \( k \) increases. Secondly, in understanding how the results of Bump and Gamburd [7] and Keating et al. [31] generalise for higher \( k \), we recover an explicit polynomial bound on \( \text{MoM}_N(k, \beta) \) at integer values of \( k, \beta, \) and \( N \).

**Proposition 2.1.** We have that

\[
\mathbb{E}_{A \in U(N)} \left( \prod_{j=1}^k |P_N(A, \theta_j)|^{2\beta} \right) = \frac{s_{\{N\beta\}}(e^{i\theta})}{\prod_{j=1}^k e^{iN\beta\theta_j}},
\]

where \( s_\lambda(x_1, \ldots, x_n) \) is the Schur polynomial in \( n \) variables with respect to the partition \( \lambda \), and we write \( \langle \lambda^n \rangle = (\underbrace{\cdots}_{n} \lambda) \) and

\[
e^{i\theta} = \left( e^{i\theta_1}, e^{i\theta_2}, \ldots, e^{i\theta_k}, \ldots, e^{i\theta_2}, e^{i\theta_1} \right).
\]

Hence, we can rewrite \( \text{MoM}_N(k, \beta) \) in the following way

\[
\text{MoM}_N(k, \beta) = \frac{1}{(2\pi)^k} \int_0^{2\pi} \cdots \int_0^{2\pi} \frac{s_{\{N\beta\}}(e^{i\theta})}{\prod_{j=1}^k e^{iN\beta\theta_j}} \prod_{j=1}^k d\theta_j.
\]

In general, one can express a Schur function as a sum over all semistandard Young tableaux (SSYT) of shape \( \lambda \),

\[
s_\lambda(x_1, \ldots, x_n) = \sum_T x^T = \sum_T x_1^{t_1} \cdots x_n^{t_n},
\]

where \( t_i \) is the number of times \( i \) appears in a given tableau \( T \). Thus, in the situation above, we find

\[
s_{\{N\beta\}}(e^{i\theta}) = \sum_T e^{i\theta_1 \tau_1} \cdots e^{i\theta_k \tau_k},
\]

where the sum is over all SSYT of rectangular shape with \( k\beta \) rows by \( N \) columns, and

\[
\tau_j = t_2(j-1)\beta + \cdots + t_2 j \beta, \quad \text{for } j \in \{1, \ldots, k\}.
\]

Hence we have

\[
\text{MoM}_N(k, \beta) = \frac{1}{(2\pi)^k} \int_0^{2\pi} \cdots \int_0^{2\pi} \sum_T e^{i\theta_1 (\tau_1 - N\beta)} \cdots e^{i\theta_k (\tau_k - N\beta)} \prod_{j=1}^k d\theta_j
\]
\[
= \sum_{\tilde{T}} 1, \quad (26)
\]

where the sum is now over \(\tilde{T}\), a set of restricted SSYT described as follows. The Kronecker \(\delta\)-function arising from the integral over the \(\theta_j\)s imposes a further condition upon the rectangular SSYT: \(\tau_j = N\beta\). That is, there have to be \(N\beta\) entries from each of the sets

\[
\{2\beta(j - 1) + 1, \ldots, 2j\beta\}, \quad \text{for } j \in \{1, \ldots, k\}. \quad (27)
\]

Thus we define restricted SSYT (RSSYT) to be those SSYT, \(\tilde{T}\), satisfying this additional condition. When specialised to the case of \(k = 1, \beta \in \mathbb{N}\), this approach matches the proof given by Bump and Gamburd (corollary 1 of [7]) which also uses the following well-known lemma, see for example [43].

**Lemma 2.2.** The number of SSYT of shape \(\lambda\) with entries in \(1, 2, \ldots, n\) can be found by evaluating the Schur polynomial \(s_\lambda(1, \ldots, 1)\). We implicitly extend \(\lambda\) with zeros until it has length \(n\). Then

\[
s_\lambda(1, 1, \ldots, 1) = \prod_{1 \leq i < j \leq n} \frac{\lambda_i - \lambda_j + j - i}{j - i},
\]

which is a polynomial in \(\lambda_i - \lambda_j\).

Since the set of RSSYT is a proper subset of all SSYT, we have that the number of RSSYT of rectangular shape \(\lambda = \langle Nk\beta\rangle\) is bounded by a polynomial in \(N\) of degree \(k^2\beta^2\). This concludes the proof of the bound on \(\text{MoM}_N(k, \beta)\) for integer values of \(k, \beta,\) and \(N\).

### 3. Multiple Integrals

In this section we prove Theorem 1.2. We rely on a series of lemmas which we state in Sect. 3.1 and then prove in Sect. 3.2.

#### 3.1. Proof outline

Recall from the introduction and Sect. 1.1 that Theorem 1.2 is known for \(k = 1, 2\), so we will henceforth focus on integers \(k > 2\) (though the method we now develop can be adapted for the cases \(k = 1, 2\) as well). A key element of the proof is the following result (Lemma 2.1) of Conrey et al. [11].

**Lemma 3.1.** For \(\alpha_j \in \mathbb{C}\),

\[
\int_{U(N)} \prod_{j=m+1}^{n} \det(I - A e^{\alpha_j}) \prod_{j=1}^{m} \det(I - A^* e^{-\alpha_j}) dA = \frac{(-1)^{(n-1)/2}}{(2\pi i)^n m! (n - m)!} \prod_{q=m+1}^{n} e^{N\alpha_q} \oint \cdots \oint \frac{e^{-N \sum_{l=m+1}^{n} z_l} \Delta(z_1, \ldots, z_n)^2 d z_1 \cdots d z_n}{\prod_{1 \leq i \leq m < q \leq n} (1 - e^{z_q - z_l}) \prod_{l=1}^{n} \prod_{q=1}^{n} (z_l - \alpha_q)},
\]

where the contours enclose the poles at \(\alpha_1, \ldots, \alpha_n\) and \(\Delta(z_1, \ldots, z_n) = \prod_{i < j} (z_j - z_i)\) is the Vandermonde determinant.
Before using Lemma 3.1, we first define

\[ I_{k,\beta}(\theta_1, \ldots, \theta_k) := \mathbb{E}_{A \in U(N)} \left( \prod_{j=1}^{k} |P_N(A, \theta_j)|^{2\beta} \right), \tag{28} \]

which captures the average over the unitary group and thus

\[ \text{MoM}_N(k, \beta) = \frac{1}{(2\pi)^k} \int_0^{2\pi} \cdots \int_0^{2\pi} I_{k,\beta}(\theta_1, \ldots, \theta_k) \, d\theta_1 \cdots d\theta_k. \tag{29} \]

Our focus now switches to understanding \( I_{k,\beta}(\theta) \). Following Keating et al. [31], we use Lemma 3.1 to expand the average over the CUE to a multiple contour integral.

\[ I_{k,\beta}(\theta) = (-1)^k e^{-i\beta N \sum_{j=1}^{k} \theta_j} \left( \frac{2\pi i}{(2\pi i)^{2k\beta} ((k\beta)!)^2} \right) \int \cdots \int e^{-N(z_{k\beta}+1+\cdots+z_{2k\beta})} \Delta(z_1, \ldots, z_{2k\beta})^2 \prod_{m \leq k\beta < n} (1 - e^{z_n - z_m}) \prod_{m=1}^{k\beta} \prod_{n=1}^{k\beta} (z_m + i\theta_n)^{2\beta} \, dz_1 \cdots dz_{2k\beta}. \tag{30} \]

We note that equations (29) and (30) define \( \text{MoM}_N(k, \beta) \) as an analytic function of \( N \).

We deform each of the \( 2k\beta \) contours so that any one now consists of a sum of \( k \) small circles surrounding each of the poles at \(-i\theta_1, \ldots, -i\theta_k\), given by \( \Gamma_{-i\theta_l} \) for \( l \in \{1, \ldots, k\} \), and connecting straight lines whose contributions will cancel (just as in [31], we follow the procedure outlined in [30]). This means that we will have a sum of \( k^{2k\beta} \) multiple integrals,

\[ I_{k,\beta}(\theta) = \frac{(-1)^k e^{-i\beta N \sum_{j=1}^{k} \theta_j}}{(2\pi i)^{2k\beta} ((k\beta)!)^2} \sum_{\varepsilon \in \{1, \ldots, k\}^k} J_{k,\beta}(\theta; \varepsilon_1, \ldots, \varepsilon_{2k\beta}), \tag{31} \]

where

\[ J_{k,\beta}(\theta; \varepsilon_1, \ldots, \varepsilon_{2k\beta}) = \int_{\Gamma_{-i\varepsilon_1}} \cdots \int_{\Gamma_{-i\varepsilon_{2k\beta}}} e^{-N(z_{k\beta}+1+\cdots+z_{2k\beta})} \Delta(z_1, \ldots, z_{2k\beta})^2 \prod_{m \leq k\beta < n} (1 - e^{z_n - z_m}) \prod_{m=1}^{k\beta} \prod_{n=1}^{k\beta} (z_m + i\theta_n)^{2\beta} \tag{32} \]

is the multiple contour integral with \( 2k\beta \) contours each specialised around one of the \( k \) poles determined by the vector \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_{2k\beta}) \).

In fact, many of the summands do not contribute to the sum due to the highly symmetric nature of the integrand. The following lemma, which is a generalised version of Lemma 4.11 in [31], determines exactly which summands make no contribution.

**Lemma 3.2.** Let a choice of contours in Eq. (31) be denoted by \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_{2k\beta}) \) where \( \varepsilon_j \in \{1, \ldots, k\} \). If any particular pole is overrepresented in \( \varepsilon \) (i.e. some pole \(-i\theta^* \) features in at least \( 2\beta + 1 \) contours), then that summand is identically zero.
Thus we have that
\[
I_{k, \beta}(\theta) = \frac{(-1)^k \beta e^{-i \beta N} \sum_{j=1}^{2\beta} \theta_j}{(2\pi i)^{2k\beta} ((\beta \theta))^2} \sum_{l_1=0}^{2\beta} \ldots \sum_{l_{k-1}=0}^{2\beta} c_l(k, \beta) J_{k, \beta; l}(\theta),
\]  
(33)

where \( J_{k, \beta; l}(\theta) \) is the integral \( J_{k, \beta}(\theta; \varepsilon) \) with contours given by
\[
\varepsilon = (1, \ldots, 1, 2, \ldots, 2, \ldots, k-1, \ldots, k-1, k-1, \ldots, k-1, \ldots, 1, \ldots, 1),
\]
and \( c_l(k, \beta) \) is a product of binomial coefficients capturing the symmetry exhibited by the integrand:
\[
c_l(k, \beta) = \binom{k\beta}{l_1} \binom{k\beta - l_1}{l_2} \binom{k\beta - (l_1 + l_2)}{l_3} \ldots \binom{k\beta - \sum_{m=1}^{k-2} l_m}{l_{k-1}} \times \binom{k\beta}{2\beta - l_1} \binom{k\beta - (2\beta + l_1)}{2\beta - l_2} \ldots \binom{k\beta - \sum_{m=1}^{k-2} (2\beta - l_m)}{2\beta - l_{k-1}}.
\]
(34)

So \( c_l(k, \beta) \) counts the number of ways of picking \( l_1 \) of the first \( k\beta \) contours and \( 2\beta - l_1 \) of the second \( k\beta \) contours to surround \(-i\theta_1\), and then repeating on the remaining \( k\beta - l_1 \) contours in the first half and \((k - 2)\beta + l_1\) contours in the second half, and so on.

Next we perform the change of variables,
\[
z_n = \frac{v_n}{N} - i\alpha_n,
\]
where
\[
\alpha_n = \begin{cases} 
\theta_1 & n \in \{1, \ldots, l_1\} \cup \{2(k-1)\beta + 1 + l_1, \ldots, 2k\beta\} \\
\theta_2 & n \in \{l_1 + 1, \ldots, l_1 + l_2\} \cup \{2(k-2)\beta + 1 + l_1 + l_2, \ldots, 2(k-1)\beta + l_1\} \\
\vdots & \vdots \\
\theta_{k-1} & n \in \{\sum_{m=1}^{k-2} l_m + 1, \ldots, \sum_{m=1}^{k-2} l_m\} \cup \{2\beta + 1 + \sum_{m=1}^{k-2} l_m, \ldots, 4\beta + \sum_{m=1}^{k-2} l_m\} \\
\theta_k & n \in \{\sum_{m=1}^{k-2} l_m + 1, \ldots, \sum_{m=1}^{k-2} l_m + 2\beta\}
\end{cases}
\]
(35)

which shifts all the contours to be small circles surrounding the origin. Then up to terms of order \(1/N\) smaller,\(^2\) we have that the integrand of \( J_{k, \beta; l}(\theta) \) is
\[
e^{-\sum_{m=1}^{2\beta} v_m} e^{iN\sum_{m=1}^{2\beta} \alpha_m} \prod_{m<n, \alpha_m \neq \alpha_n} (i\alpha_m - i\alpha_n)^2 \prod_{m<n, \alpha_m \neq \alpha_n} \left( \frac{\alpha_m - \alpha_n}{N} \right)^2 \prod_{m=1}^{2\beta} d\alpha_m
\]
(36)
\[
e^{-\sum_{m=1}^{2\beta} v_m} e^{iN\sum_{m=1}^{2\beta} \alpha_m} e^{-\sum_{m=1}^{2\beta} v_m} (1 - e^{-\frac{\alpha_m - \alpha_n}{N}}) \prod_{m\leq k\beta, \alpha_n \neq \alpha_m} \left( \frac{\alpha_m - \alpha_n}{N} \right) \prod_{m=1}^{2\beta} \prod_{\alpha_m \neq \alpha_n} \left( \frac{\alpha_m - \alpha_n}{N} \right)^2 \prod_{m=1}^{2\beta} d\alpha_m
\]
(37)
\[
e^{-\sum_{m=1}^{2\beta} v_m} e^{iN\sum_{m=1}^{2\beta} \alpha_m} e^{-\sum_{m=1}^{2\beta} v_m} (1 - e^{-\frac{\alpha_m - \alpha_n}{N}}) \prod_{m\leq k\beta, \alpha_n \neq \alpha_m} \left( \frac{\alpha_m - \alpha_n}{N} \right) \prod_{m=1}^{2\beta} \prod_{\alpha_m \neq \alpha_n} \left( \frac{\alpha_m - \alpha_n}{N} \right)^2 \prod_{m=1}^{2\beta} d\alpha_m
\]

\(^2\) Henceforth, whenever we write ‘up to terms of order \(1/N\)’ followed by a statement of the form \( A(N) \sim B(N) \) we mean that \( A(N) = B(N)(1 + O(1/N)) \) as \( N \to \infty \).
To determine the power of $N$ coming from the terms originating from the Vandermonde determinant, we count the sizes of the following sets,

$$\# \{(m, n) : 1 \leq m < n \leq 2k\beta \} = \binom{2k\beta}{2} = k\beta(2k\beta - 1) \quad (38)$$

$$\# \{(m, n) : 1 \leq m < n \leq 2k\beta, \alpha_m \neq \alpha_n \} = 2\beta^2 k(k - 1) \quad (39)$$

$$\# \{(m, n) : 1 \leq m < n \leq 2k\beta, \alpha_m = \alpha_n \} = k\beta(2\beta - 1). \quad (40)$$

One sees that, for example, (39) results from the following calculation. Firstly, we recall the structure of the vector $\alpha$,

$$l_1 \overline{l_2} l_{k-1} \overline{l_{\beta-l_{k-1}}} \overline{l_{\beta-l_1}} \overline{\beta-1}(\theta_1, \ldots, \theta_1, \theta_1, \ldots, \theta_{k-1}, \ldots, \theta_k, \theta_k, \ldots, \theta_k, \ldots, \theta_k).$$

As we are looking for pairs $(m, n)$ such that $m < n$ and $\alpha_m \neq \alpha_n$, it is clear that any of the first $l_1$ choices of $\theta_1$ can be paired with any of the following $2k\beta - l_1$ options, except for the final $2\beta - l_1$ as these are also $\theta_1$. Thus, the total number of pairs $(m, n)$ with $m \in \{1, \ldots, l_1\}$, $m < n$, and $\theta_n \neq \theta_1$ is $l_1(2k\beta - l_1 - (2\beta - l_1))$. Continuing in this fashion we see that in general, for $m \in \{1, \ldots, \sum_{j=1}^{k-1} l_j\}$, the number of such pairs is given by considering

$$\sum_{i=1}^{k-1} l_i (2\beta + \sum_{j=i+1}^{k-1} l_j + \sum_{j=1}^{k-1} (2\beta - l_j)). \quad (42)$$

Similarly, for $m \in \{l_1 + \cdots + l_{k-1} + 1, \ldots, l_1 + \cdots + l_{k-1} + 2\beta\}$, the number of pairs satisfying the correct conditions is

$$\sum_{i=1}^{k-1} 2\beta(2\beta - l_i), \quad (43)$$

and if $m \in \{l_1 + \cdots + l_{k-1} + 2\beta + 1, \ldots, 2k\beta\}$ then we get

$$\sum_{i=1}^{k-1} (2\beta - l_i) \sum_{j=1}^{i-1} (2\beta - l_j). \quad (44)$$

In total therefore, we have to evaluate

$$\sum_{i=1}^{k-1} l_i (2\beta + \sum_{j=i+1}^{k-1} l_j + \sum_{j=1}^{k-1} (2\beta - l_j)) + \sum_{i=1}^{k-1} 2\beta(2\beta - l_i) + \sum_{i=1}^{k-1} (2\beta - l_i) \sum_{j=1}^{i-1} (2\beta - l_j). \quad (45)$$

By collecting like terms we see that (45) is equal to

$$2\beta(k-1) \sum_{i=1}^{k-1} l_i - \sum_{i=1}^{k-1} l_i l_j + 2\beta(2\beta(k-1) - \sum_{i=1}^{k-1} l_i) + \sum_{i=1}^{k-1} \sum_{j=1}^{i-1} (4\beta^2 - 2\beta(l_i + l_j) + l_i l_j)$$
\[ = 2\beta(k - 1) \sum_{i=1}^{k-1} l_i + 2\beta(2\beta(k - 1) - \sum_{i=1}^{k-1} l_i) + \sum_{i=1}^{k-1} \sum_{j=1}^{k-1} (4\beta^2 - 2\beta(l_i + l_j)) \]  
(46)

\[ = 2\beta^2(k - 1) + 2\beta \left( (k - 2) \sum_{i=1}^{k-1} l_i - \sum_{i=1}^{k-1} (i-1)l_i - \sum_{j=1}^{k-2} (k - 1 - j)l_j \right) \]  
(47)

\[ = 2\beta^2k(k - 1) \]  
(48)

as claimed in (39). Then (40) can be deduced immediately since it is the difference between (38) and (39).

To count the remaining power of \(N\) that remains in the denominator of the integrand in (37), we define

\[
A_{k,\beta,l} := \left\{ (m, n) : 1 \leq m \leq k\beta < n \leq 2k\beta, \alpha_m = \alpha_n \right\} \]  
(49)

\[
B_{k,\beta,l} := \left\{ (m, n) : 1 \leq m \leq k\beta < n \leq 2k\beta, \alpha_m \neq \alpha_n \right\}, \]  
(50)

so \(|A_{k,\beta,l}| + |B_{k,\beta,l}| = k^2\beta^2\). Hence

\[
\prod_{\substack{m < n \\alpha_m = \alpha_n}} \left( \frac{v_n - v_m}{N} \right)^2 = \frac{1}{N^{2k\beta(2\beta - 1)}} \prod_{m < n \\alpha_m = \alpha_n} (v_n - v_m)^2 \]  
(51)

\[
\prod_{\substack{m \leq \beta n \\alpha_m = \alpha_n}} \left( \frac{v_n - v_m}{N} \right) = \frac{1}{(-N)^{|A_{k,\beta,l}|}} \prod_{m < n \\alpha_m = \alpha_n} (v_n - v_m). \]  
(52)

Returning once more to the integrand of \(J_{k,\beta,l}(\theta)\), we have that up to terms of order \(1/N\) smaller it is equal to

\[
e^{-\sum_{m=k\beta+1}^{2k\beta} v_m} \prod_{m < n \\alpha_m = \alpha_n} (v_n - v_m)^2 \prod_{m = 1}^{2k\beta} \frac{d v_m}{v_m^2} \prod_{\substack{m \leq \beta n \\alpha_m = \alpha_n}} \left( 1 - e^{\frac{v_n - v_m}{N}} e^{i(\alpha_m - \alpha_n)} \right) \prod_{m < n \\alpha_m = \alpha_n} (v_n - v_m) \]  
(53)

If we set \(l_k = k\beta - (l_1 + \cdots + l_{k-1})\), then the calculation of the size of \(A_{k,\beta,l}\) follows the method outlined for (39) and we have

\[ (-1)^{|A_{k,\beta,l}|} = (-1)^{\sum_{j=1}^{k} l_j(2\beta-l_j)} = (-1)^{k\beta}, \]  
and so

\[ I_{k,\beta}(\theta) \sim \sum_{l_1,\ldots,l_{k-1}=0}^{2\beta} \frac{c_l(k,\beta) N^{|A_{k,\beta,l}|}}{(2\pi i)^{2k\beta((k\beta)!)^2}} \int_{C_0} \cdots \int_{C_0} e^{-iN(\beta \sum_{j=1}^{k} \theta_j - \sum_{m=k\beta+1}^{2k\beta} \alpha_m)} f(\psi; l) \prod_{m=1}^{2k\beta} \frac{d v_m}{v_m} \]  
(54)

where we isolate the terms with no \(\theta\) dependence and denote them by \(f(\psi; l)\), so explicitly

\[
f(\psi; l) = \frac{e^{-\sum_{m=k\beta+1}^{2k\beta} v_m} \prod_{m < n \\alpha_m = \alpha_n} (v_n - v_m)^2}{\prod_{m \leq \beta n \\alpha_m = \alpha_n} (v_n - v_m) \prod_{m = 1}^{2k\beta} \frac{2\beta}{v_m}}. \]  
(55)
We now focus on the denominator of the integrand in Eq. (54), which is the final term involving $N$. It will prove to be fruitful to use the properties of the $\alpha_j$s to remove the dependence on $(m, n) \in B_{k, \beta : l}$. To this end, one can split the set $B_{k, \beta : l}$ into \( \binom{k}{2} \) disjoint subsets:

\[
B_{k, \beta : l} = \bigcup_{1 \leq \sigma < \tau \leq k} S_{\sigma, \tau},
\]

where

\[
S_{\sigma, \tau} := \{(m, n) \in B_{k, \beta : l} : \alpha_m - \alpha_n = \pm (\theta_\tau - \theta_\sigma)\},
\]

and further partition $S_{\sigma, \tau}$ into two subsets $S^+_{\sigma, \tau}$, $S^-_{\sigma, \tau}$, where

\[
S^+_{\sigma, \tau} = \{(m, n) \in B_{k, \beta : l} : \alpha_m - \alpha_n = \theta_\tau - \theta_\sigma\}
\]

and

\[
S^-_{\sigma, \tau} = \{(m, n) \in B_{k, \beta : l} : \alpha_m - \alpha_n = \theta_\sigma - \theta_\tau\}.
\]

The goal of the next lemma is to use the structure of the vector $\alpha$, to ‘decouple’ the term $\exp(i(\alpha_m - \alpha_n))$ from the pair $(m, n)$.

**Lemma 3.3.**

\[
\prod_{(m, n) \in B_{k, \beta : l}} \left( 1 - \exp \left( \frac{v_n - v_m}{N} \right) \exp \left( i(\alpha_m - \alpha_n) \right) \right)^{-1} = (-1)^{g(k, \beta : l)} \sum_{t_{\sigma, \tau} = -\infty}^{\infty} \text{for } 1 \leq \sigma < \tau \leq k \exp \left( i \sum_{\gamma < \rho} (\theta_\rho - \theta_\gamma)(t_{\gamma, \rho} + |S^-_{\gamma, \rho}|) \right) \sum_{(x_{m,n}) \quad (\star)} \exp \left( \frac{i}{N} \sum x_{m,n}(v_n - v_m)^\pm \right),
\]

where

\[
(v_n - v_m)^\pm = \begin{cases} 
  v_n - v_m & \text{if } (m, n) \in S^+_{\sigma, \tau} \\
  v_m - v_n & \text{if } (m, n) \in S^-_{\sigma, \tau},
\end{cases}
\]

the first sum appearing in the right hand size of the statement of the lemma should be read as

\[
\sum_{t_{\sigma, \tau} = -\infty}^{\infty} \cdots \sum_{t_{1,k} = -\infty}^{\infty} \cdots \sum_{t_{k-1,k} = -\infty}^{\infty}
\]

and the second sum is over vectors (of weights) $\chi = (x_{m,n})_{(m,n) \in B_{k, \beta : l}}$ subject to constraints given by $(\star)$, which are

\[
\sum_{(m, n) \in S_{\sigma, \tau}} x_{m,n} = t_{\sigma, \tau} + |S^-_{\sigma, \tau}|, \quad 1 \leq \sigma < \tau \leq k
\]

where

\[
x_{m,n} \in \mathbb{Z}, \quad \forall (m, n) \in B_{k, \beta : l}
\]
\[ H(-x_m, n \Re((v_n - v_m)^\pm)) = 1, \quad \forall (m, n) \in B_{k, \beta; l} \]  

where \( H(x) \) is the Heaviside step function (so \( H(x) = 1 \) if \( x \geq 0 \) and \( H(x) = 0 \) if \( x < 0 \)). Furthermore, the prefactor can be expressed as follows,

\[
(-1)^g(k, \beta; l) = (-1)^{\sum_{|S_{\sigma, \tau}|} (m, n) \in S_{\sigma, \tau}} \prod_{1 \leq \sigma < \tau \leq k} (-\text{sign}(\Re((v_n - v_m)^\pm))).
\]

Using Lemma 3.3 with Eq. (54) we have

\[
I_{k, \beta}(\Theta) \sim \sum_{l_1, \ldots, l_{k-1}=0}^{2\beta} \tilde{c}_l(k, \beta) N^{\|A_{k, \beta; l}\|} \frac{2\pi i}{(2\pi i)^{2k\beta} ((k\beta)!)^2} \int_{\Gamma_0} \cdots \int_{\Gamma_0} f(v; l) \exp \left( iN \left( \sum_{m=k\beta+1}^{2k\beta} \alpha_m - \beta \sum_{j=1}^{k} \theta_j \right) \right) 
\]

\[
\times \sum_{l_{\tau, \sigma}=-\infty}^{\infty} \exp \left( i \sum_{1 \leq \gamma < \rho \leq k} (\theta_\rho - \theta_\gamma)(t_{\gamma, \rho} + |S_{\gamma, \rho}|) \right) \sum_{(x_m, n)} \exp \left( \frac{1}{N} \sum_{(x_m, n)} x_m, n (v_n - v_m)^\pm \right) \prod_{m=1}^{2k\beta} dv_m, \quad (63)
\]

where

\[
\tilde{c}_l(k, \beta) = (-1)^g(k, \beta; l) c_l(k, \beta),
\]

and the function \( g(k, \beta; l) \) is as described in the statement of Lemma 3.3. Now we relate \( I_{k, \beta}(\Theta) \) back to \( \text{MoM}_N(k, \beta) \) using Eq. (29), and deduce the following lemma.

**Lemma 3.4.**

\[
\text{MoM}_N(k, \beta) \sim \sum_{l_1, \ldots, l_{k-1}=0}^{2\beta} \tilde{c}_l(k, \beta) N^{\|A_{k, \beta; l}\|} \frac{2\pi i}{(2\pi i)^{2k\beta} ((k\beta)!)^2} \int_{\Gamma_0} \cdots \int_{\Gamma_0} f(v; l) 
\]

\[
\times \sum_{l_{\tau, \sigma}=-\infty}^{\infty} \sum_{(x_m, n)} \exp \left( \frac{1}{N} \sum_{(x_m, n)} x_m, n (v_n - v_m)^\pm \right) \prod_{m=1}^{2k\beta} dv_m.
\]

In order to take the asymptotic analysis further we require the next lemma.

**Lemma 3.5.**

\[
\sum_{l_{\tau, \sigma}=-\infty}^{\infty} \sum_{(x_m, n)} \exp \left( \frac{1}{N} \sum_{(x_m, n)} x_m, n (v_n - v_m)^\pm \right) \prod_{m=1}^{2k\beta} dv_m \sim N^{\|B_{k, \beta; l}\|^{k+1} k_k} \left( (k-1)\beta - \sum_{j=1}^{k-1} l_j \right)^{\frac{|B_{k, \beta; l}|}{2}} \Psi_{k, \beta; l}(((k-1)\beta - \sum_{j=1}^{k-1} l_j)\psi),
\]

where \( \psi \) is some constant as described in the statement of Lemma 3.3.
where $\kappa_k$ is a constant depending on $k$,

$$
\Psi_{k, \beta; l}(\psi) = \int \cdots \int \exp \left( \sum_{y_m, n} (v_n - v_m)^\pm \right) \prod d y_m, n,
$$

where $\kappa_k$ is a constant depending on $k$, $\Psi_{k, \beta; l}(\psi)$, and $(\tilde{\gamma})$ denotes normalised constraints related to those previously denoted $(\ast)$, see proof for more details.

Using Lemmas 3.4 and 3.5 we can prove the following which establishes out the power of $N$ we seek.

**Lemma 3.6.**

$$
\text{MoM}_N(k, \beta) \sim \gamma_{k, \beta} N^{k^2 \beta^2 - k + 1}
$$

where

$$
\gamma_{k, \beta} = \sum_{l_1, \ldots, l_{k-1}=0}^{2 \beta} c_{k, \beta; l} ((k - 1) \beta - \sum_{j=1}^{k-1} l_j) |B_{k, \beta; l}^{(2)}| P_{k, \beta}(l_1, \ldots, l_{k-1}),
$$

c_{k, \beta; l} is some constant depending on $k, \beta, l$ and

$$
P_{k, \beta}(l_1, \ldots, l_{k-1}) = \frac{(-1)^g(k, \beta; l)}{2(k\beta)!} \frac{1}{\Gamma_0} \int \cdots \int \frac{e^{-\sum_{m=k+1}^{2k\beta} v_m \prod_{m < n} (v_n - v_m)^2}}{\prod_{m=k+1}^{2k\beta} v_m} \Psi_{k, \beta; l}((k - 1) \beta - \sum_{j=1}^{k-1} l_j) \prod d v_m,
$$

with $\Psi_{k, \beta; l}(\psi)$ as defined in Lemma 3.5, and $g(k, \beta; l)$ given by (70).

The last step is to prove that we do indeed have the correct asymptotic, which is achieved through the final lemma.

**Lemma 3.7.** For $k, \beta \in \mathbb{N}$, $\gamma_{k, \beta} \neq 0$ where $\gamma_{k, \beta}$ is as defined in Lemma 3.6.

Hence combining Lemmas 3.6 and 3.7 gives us Theorem 1.2,

$$
\text{MoM}_N(k, \beta) = \gamma_{k, \beta} N^{k^2 \beta^2 - k + 1} + O(N^{k^2 \beta^2 - k}).
$$
3.2. Proof details.

Proof of Lemma 3.2. We recall the statement of the lemma.

Lemma. Let a choice of contours in

\[ J_{k,\beta}(\theta; \varepsilon_1, \ldots, \varepsilon_{2k\beta}) = \int_{\Gamma_{-i\theta_1}} \cdots \int_{\Gamma_{-i\theta_{2k\beta}}} e^{-N(z_{2k\beta} + \cdots + z_{2k\beta})} \Delta(z_1, \ldots, z_{2k\beta})^2 dz_1 \cdots dz_{2k\beta} \]

be denoted by \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_{2k\beta}) \) where \( \varepsilon_j \in \{1, \ldots, k\} \). If any one of the \( k \) poles is overrepresented in \( \varepsilon \) (i.e. some pole \( -i\theta^* \), \( \theta^* \in \{\theta_1, \ldots, \theta_k\} \), features in at least \( 2\beta + 1 \) contours), then for that choice of \( \varepsilon \), \( J_{k,\beta}(\theta; \varepsilon) \) is identically zero.

The proof closely follows the proof of Lemma 4.11 in [31]. We show the case where \( -i\theta_1 \) is ‘overrepresented’, and without loss of generality assume that the choice of contour is given by

\[ \varepsilon^* = (1, \ldots, 1, 2, \ldots, 2, 3, \ldots, 3, \ldots, k, \ldots, k). \]

The other cases follow similarly.

To \( J_{k,\beta}(\theta; \varepsilon^*) \) apply the change of variable \( z_j \mapsto z_j - i\theta_1 \) and consider the function,

\[ G(z_1, \ldots, z_{2\beta+1}) = \frac{e^{-N(z_{2\beta} + \cdots + z_{2\beta})} \Delta(z_1, \ldots, z_{2\beta})}{\prod_{m \leq \beta < n} (1 - e^{z_n - z_m}) \prod_{m=1}^{2\beta} \prod_{n=2}^{k} (z_m + i(\theta_n - \theta_1))^2 \beta \prod_{m=2\beta+2}^{2\beta+1} z_m^\beta}, \]

which is analytic around zero. The integrand of \( J_{k,\beta}(\theta; \varepsilon^*) \) is

\[ e^{iNk\theta_1} G(z_1, \ldots, z_{2\beta+1}) \Delta(z_1, \ldots, z_{2\beta}) dz_1 \cdots dz_{2\beta}. \]

We appeal to the residue theorem to compute \( J_{k,\beta}(\theta; \varepsilon^*) \), and the proof follows if we can show that the coefficient of \( \prod_{m=1}^{2\beta+1} z_m^{2\beta-1} \) in \( G(z_1, \ldots, z_{2\beta+1}) \Delta(z_1, \ldots, z_{2\beta}) \) is zero. Since \( G(z_1, \ldots, z_{2\beta+1}) \) is analytic around zero, we focus on the Vandermonde determinant and use the following expansion,

\[ \Delta(z_1, \ldots, z_{2\beta}) = \sum_{\sigma \in S_{2\beta}} \text{sgn}(\sigma) \prod_{m=1}^{2\beta} z_m^{\sigma(m)-1}. \]

Thus, we are searching for terms in this expansion of the form \( \prod_{m=1}^{2\beta+1} z_m^{\sigma(m)-1} \) with \( \sigma(m) - 1 \leq 2\beta - 1 \) for \( m = 1, \ldots, 2\beta + 1 \). However, there is no term of this form as \( \sigma \) is a permutation on the set \( \{1, \ldots, 2\beta\} \), so for at least one \( m \in \{1, \ldots, 2\beta + 1\} \), \( \sigma(m) \geq 2\beta + 1 \). By the residue theorem we conclude that \( J_{k,\beta}(\theta; \varepsilon^*) \) is zero. \( \square \)
**Proof of Lemma 3.3.** We recall the statement of the lemma.

**Lemma.**

\[
\prod_{(m,n) \in B_{k,\beta; l}} \left( 1 - \exp \left( \frac{v_n - v_m}{N} \right) \exp \left( i (\alpha_m - \alpha_n) \right) \right)^{-1}
\]

\[
= (-1)^{g(k,\beta; l)} \sum_{t_{\sigma,\tau} = -\infty}^{\infty} \exp \left( i \sum_{\gamma < \rho} (\theta_{\rho} - \theta_{\gamma}) (t_{\gamma,\rho} + |S_{\gamma,\rho}|) \right) \sum_{(x_{m,n})} \exp \left( \frac{1}{N} \sum_{x_{m,n}} (v_n - v_m)^\pm \right),
\]

where

\[
(v_n - v_m)^\pm = \begin{cases} 
  v_n - v_m & \text{if } (m,n) \in S_{\sigma,\tau}^+, \\
  v_m - v_n & \text{if } (m,n) \in S_{\sigma,\tau}^-
\end{cases}
\]

the first sum appearing in the right hand size of the statement of the lemma should be read as

\[
\sum_{t_{\sigma,\tau} = -\infty}^{\infty} \cdots \sum_{t_{1,2} = -\infty}^{\infty} \sum_{t_{1,3} = -\infty}^{\infty} \cdots \sum_{t_{k-1,k} = -\infty}^{\infty}
\]

and the second sum is over vectors (of weights) \( \mathbf{x} = (x_{m,n})_{(m,n) \in B_{k,\beta; l}} \) subject to constraints given by (\( \ast \)), which are

\[
\sum_{(m,n) \in S_{\sigma,\tau}} x_{m,n} = t_{\sigma,\tau} + |S_{\sigma,\tau}^-|, \quad 1 \leq \sigma < \tau \leq k
\]

\[
x_{m,n} \in \mathbb{Z}, \quad \forall (m,n) \in B_{k,\beta; l}
\]

\[
H(-x_{m,n} \text{Re}\{(v_n - v_m)^\pm\}) = 1, \quad \forall (m,n) \in B_{k,\beta; l},
\]

where \( H(x) \) is the Heaviside step function (so \( H(x) = 1 \) if \( x \geq 0 \) and \( H(x) = 0 \) if \( x < 0 \)). Furthermore, the prefactor can be expressed as follows,

\[
(-1)^{g(k,\beta; l)} = (-1)^{\sum_{\sigma < \tau} |S_{\sigma,\tau}^-|} \prod_{(m,n) \in S_{\sigma,\tau}} (-\text{sign}(\text{Re}\{(v_n - v_m)^\pm\})).
\]

Firstly, recall the definition of the sets \( B_{k,\beta; l}, S_{\sigma,\tau}^+, \) and \( S_{\sigma,\tau}^- \),

\[
B_{k,\beta; l} := \{(m,n) : 1 \leq m \leq k\beta < n \leq 2k\beta, \alpha_m \neq \alpha_n\},
\]

\[
S_{\sigma,\tau}^+ := \{(m,n) \in B_{k,\beta; l} : \alpha_m - \alpha_n = \theta_{\tau} - \theta_{\sigma}\},
\]

\[
S_{\sigma,\tau}^- := \{(m,n) \in B_{k,\beta; l} : \alpha_m - \alpha_n = \theta_{\sigma} - \theta_{\tau}\}.
\]
We use the partition of $B_{k, \beta; L}$ by the sets $S^+_{\sigma, \tau}, S^-_{\sigma, \tau}$ (although not emphasised in the notation, these sets also depend on $k, \beta,$ and $l_1, \ldots, l_{k-1}$) to break up the product appearing on the left hand side of the statement of the lemma as follows,

$$\prod_{(m,n) \in B_{k, \beta; L}} \left(1 - e^{i \frac{\nu_m - \nu_n}{\pi}} e^{i (\alpha_m - \alpha_n)}\right)^{-1}$$

$$= \prod_{1 \leq \sigma < \tau \leq k} \prod_{(m,n) \in S^+_{\sigma, \tau}} \left(1 - e^{i \frac{\nu_m - \nu_n}{\pi}} e^{i (\theta_1 - \theta_\sigma)}\right)^{-1} \prod_{(p,q) \in S^-_{\sigma, \tau}} \left(1 - e^{i \frac{\nu_p - \nu_q}{\pi}} e^{i (\theta_\beta - \theta_\tau)}\right)^{-1} \quad (64)$$

$$= \prod_{1 \leq \sigma < \tau \leq k} (-1)^{|S^-_{\sigma, \tau}|} e^{i(\theta_\beta - \theta_\sigma)|S^-_{\sigma, \tau}|} \prod_{(p,q) \in S^-_{\sigma, \tau}} e^{i \frac{\nu_p - \nu_q}{\pi}} \prod_{(m,n) \in S^-_{\sigma, \tau}} \left(1 - e^{i \frac{1}{\pi} (\nu_n - \nu_m) \pm e^{i (\theta_1 - \theta_\sigma)}\right)^{-1} \quad (65)$$

where

$$(v_n - v_m)^\pm = \begin{cases} v_n - v_m & \text{for } (m, n) \in S^+_{\sigma, \tau} \\ v_m - v_n & \text{for } (m, n) \in S^-_{\sigma, \tau}. \end{cases}$$

For a fixed choice $\sigma, \tau,$ and a fixed pair $(m, n),$ we use the following expansion

$$(1 - \exp(\frac{1}{\pi} (v_n - v_m)^\pm \exp(i (\theta_1 - \theta_\sigma)))^{-1}$$

$$= -\text{sign}(\text{Re}((v_n - v_m)^\pm)) \sum_{t=\infty}^{\infty} \exp(\frac{1}{\pi} (v_n - v_m)^\pm t) \exp(i (\theta_1 - \theta_\sigma)t) H(-t \text{Re}((v_n - v_m)^\pm)), \quad (66)$$

where $H(x)$ is the Heaviside step function (so $H(x) = 1$ if $x \geq 0$ and $H(x) = 0$ if $x < 0$). Note that this series converges because if $\text{Re}((v_n - v_m)^\pm) > 0,$ only negative $t$ terms contribute, and otherwise if $\text{Re}((v_n - v_m)^\pm) < 0,$ only non-negative $t$ terms survive.

Now, incorporating (66) into the final product of (65), we have

$$\prod_{(m,n) \in B_{k, \beta; L}} \left(1 - \exp(\frac{1}{\pi} (v_n - v_m)^\pm \exp(i (\alpha_m - \alpha_n))\right)^{-1}$$

$$= \prod_{1 \leq \sigma < \tau \leq k} (-1)^{|S^-_{\sigma, \tau}|} \exp(i(\theta_\beta - \theta_\sigma)|S^-_{\sigma, \tau}|) \prod_{(p,q) \in S^-_{\sigma, \tau}} \exp(\frac{v_p - v_q}{\pi}) \quad (67)$$

$$\times \prod_{(m,n) \in S^-_{\sigma, \tau}} \left(-\text{sign}(\text{Re}((v_n - v_m)^\pm)) \sum_{t=\infty}^{\infty} \exp(\frac{1}{\pi} (v_n - v_m)^\pm t) \exp(i (\theta_\beta - \theta_\sigma)t) H(-t \text{Re}((v_n - v_m)^\pm))\right)$$

$$= (-1)^{g(k, \beta; L)} \prod_{1 \leq \sigma < \tau \leq k} \sum_{t_\sigma, \tau = \infty}^{\infty} \exp(i (\theta_\tau - \theta_\sigma)(t_\sigma, \tau + |S^-_{\sigma, \tau}|))$$

$$\times \sum_{|x| = (\lambda_{m,n})} \prod_{(m,n) \in S^-_{\sigma, \tau}} \exp(\frac{1}{\pi} (v_n - v_m)^\pm x_{m,n}) H(-x_{m,n} \text{Re}((v_n - v_m)^\pm)) \quad (68)$$

$$\times \prod_{(m,n) \in S^-_{\sigma, \tau}} \sum_{x_{m,n} = t_\sigma, \tau + |S^-_{\sigma, \tau}|}^{\infty} \exp(\frac{1}{\pi} (v_n - v_m)^\pm x_{m,n}) H(-x_{m,n} \text{Re}((v_n - v_m)^\pm))$$

$$\sum_{(m,n) \in S^-_{\sigma, \tau}} \sum_{x_{m,n} = t_\sigma, \tau + |S^-_{\sigma, \tau}|}^{\infty} \exp(\frac{1}{\pi} (v_n - v_m)^\pm x_{m,n}) H(-x_{m,n} \text{Re}((v_n - v_m)^\pm))$$

$$\sum_{(m,n) \in S^-_{\sigma, \tau}} \sum_{x_{m,n} = t_\sigma, \tau + |S^-_{\sigma, \tau}|}^{\infty} \exp(\frac{1}{\pi} (v_n - v_m)^\pm x_{m,n}) H(-x_{m,n} \text{Re}((v_n - v_m)^\pm))$$
\[ = (-1)^g(k, \beta; l) \sum_{t_{\sigma, \tau} = -\infty}^{\infty} \exp \left( i \sum_{\gamma < \rho} (\theta_{\rho} - \theta_{\gamma}) (t_{\gamma, \rho} + |S_{\gamma, \rho}^-|) \right) \sum_{(x_{m, n}) \in \mathcal{S}} \exp \left( \frac{1}{N} \sum x_{m, n} (v_n - v_m)^\pm \right). \]  

(69)

The overall sign in (69) is

\[ (-1)^g(k, \beta; l) = (-1)^{\sum_{\sigma < \tau} |S_{\sigma, \tau}^-|} \prod_{(m, n) \in \mathcal{S}_{\sigma, \tau}} (-\text{sign}(\text{Re}\{ (v_n - v_m)^\pm \})) , \]  

(70)

the first sum should be read as

\[ \sum_{t_{\sigma, \tau} = -\infty}^{\infty} = \sum_{t_{1, 2} = -\infty}^{\infty} \sum_{t_{1, 3} = -\infty}^{\infty} \cdots \sum_{t_{k-1, k} = -\infty}^{\infty} , \]  

and the second sum is now over the ‘full’ vectors \( x = (x_{m, n})_{(m, n) \in B_{k, \beta; l}} \) whose elements \( x_{m, n} \) are integers subject to constraints given by (\(*\)), which are

\[ \sum_{(m, n) \in \mathcal{S}_{\sigma, \tau}} x_{m, n} = t_{\sigma, \tau} + |S_{\sigma, \tau}^-| , \quad 1 \leq \sigma < \tau \leq k \]  

(71)

\[ x_{m, n} \in \mathbb{Z}, \quad \forall (m, n) \in B_{k, \beta; l} \]  

(72)

\[ H (-x_{m, n} \text{Re}\{ (v_n - v_m)^\pm \}) = 1, \quad \forall (m, n) \in B_{k, \beta; l} . \]  

(73)

This means that the vector \( x \) should be thought of as being made up of concatenated subsequences \( (x_{m, n})_{(m, n) \in \mathcal{S}_{\sigma, \tau}} \) for each \( 1 \leq \sigma < \tau \leq k \), and each subsequence must satisfy the constraints (71)–(73). This completes the proof of Lemma 3.3. \( \square \)

Proof of Lemma 3.4. Firstly, recall the statement of the lemma.

Lemma.

\[ \text{MoM}_N(k, \beta) \sim \sum_{l_1, \ldots, l_{k-1} = 0}^{2^\beta} \frac{\tilde{c}_l(k, \beta) N|A_{k, \beta; l}|}{(2\pi i)^{2k\beta} ((k\beta)!)^2} \int_{\Gamma_0} \cdots \int_{\Gamma_0} f(v; l) \]  

\[ \sum_{t_{\sigma, \tau} = -\infty}^{\infty} \sum_{(x_{m, n}) \in \mathcal{S}} \sum_{1 \leq \sigma < \tau \leq k} \exp \left( \frac{1}{N} \sum x_{m, n} (v_n - v_m)^\pm \right) \times \prod_{j=1}^{k-1} \delta_N(l_j - \beta + \sum_{\rho = j+1}^{k} (t_{j, \rho} + |S_{j, \rho}^-|) - \sum_{\gamma = 1}^{j-1} (t_{\gamma, j} + |S_{\gamma, j}^-|)) \cdot \prod_{m=1}^{2k\beta} d\nu_m . \]  

We begin with Eq. (63),
\[ I_{k,\beta}(Q) \sim \sum_{l_1,\ldots,l_{k-1}=0}^{2\beta} \tilde{c}_l(k, \beta) N^{|A_{k,\beta}|} \int_{\Gamma_0} \cdots \int_{\Gamma_0} f(\psi; l) \exp \left( iN \left( \sum_{m=k\beta+1}^{2k\beta} \alpha_m - \beta \sum_{j=1}^{k} \theta_j \right) \right) \]

\[ \times \sum_{t_{\alpha,\beta}=-\infty}^{\infty} \sum_{1 \leq \gamma < \rho \leq k} \exp \left( \frac{1}{N} \sum_{(x_{m,n})} x_{m,n}(v_n - v_m) \right) \prod_{m=1}^{2k\beta} dv_m \]

and use the structure of the \( \alpha_m \) to deduce that

\[ \exp \left( iN \left( \sum_{m=k\beta+1}^{2k\beta} \alpha_m - \beta \sum_{j=1}^{k} \theta_j \right) \right) = \exp \left( iN \sum_{j=1}^{k-1} (\beta - l_j)(\theta_j - \theta_k) \right). \tag{74} \]

Combining Eqs. (63), (29), (74) and switching the order of integration we have that

\[ \text{MoM}_N(k, \beta) \sim \sum_{l_1,\ldots,l_{k-1}=0}^{2\beta} \tilde{c}_l(k, \beta) N^{|A_{k,\beta}|} \int_{\Gamma_0} \cdots \int_{\Gamma_0} f(\psi; l) \]

\[ \sum_{t_{\alpha,\beta}=-\infty}^{\infty} \sum_{1 \leq \gamma < \rho \leq k} \exp \left( \frac{1}{N} \sum_{(x_{m,n})} x_{m,n}(v_n - v_m) \right) \]

\[ \times \int_{0}^{2\pi} \cdots \int_{0}^{2\pi} \exp \left( iN \sum_{j=1}^{k-1} (\beta - l_j)(\theta_j - \theta_k) \right) \]

\[ \exp \left( i \sum_{\gamma < \rho} (\theta_\rho - \theta_\gamma)(t_{\gamma,\rho} + |S_{\gamma,\rho}|) \right) \prod_{n=1}^{k} \prod_{m=1}^{2k\beta} dv_m. \tag{75} \]

By noting that \( \theta_\rho - \theta_\gamma = \theta_k - \theta_\gamma - (\theta_k - \theta_\rho) \), we now see, importantly, that the \( \theta \) integral will just be a function of differences \((\theta_j - \theta_k), j \in \{1, \ldots, k-1\} \). Focussing on the inner integral in Eq. (75) we have

\[ \int_{0}^{2\pi} \cdots \int_{0}^{2\pi} \exp \left( i \sum_{j=1}^{k-1} (\theta_k - \theta_j) \left( N(l_j - \beta) + \sum_{\rho=j+1}^{k} (t_{j,\rho} + |S_{j,\rho}|) - \sum_{\gamma=1}^{j-1} (t_{\gamma,j} + |S_{\gamma,j}|) \right) \right) \prod_{n=1}^{k} d\theta_n \]

\[ = (2\pi)^k \prod_{j=1}^{k-1} \delta_N(l_j - \beta + \sum_{\rho=j+1}^{k} (t_{j,\rho} + |S_{j,\rho}|) - \sum_{\gamma=1}^{j-1} (t_{\gamma,j} + |S_{\gamma,j}|)) \tag{76} \]

where the \( \delta \) is a Kronecker \( \delta \)-function. Considering this in the context of Eq. (75) we have the result. \( \square \)

\textbf{Proof of Lemma 3.5.} We restate the claim for context.
Lemma.

\[
\sum_{t_{\sigma,t}=-\infty}^{\infty} \sum_{\text{for } 1 \leq \sigma < t \leq k} \exp \left( \frac{1}{N} \sum_{m,n} (v_n - v_m)^{\pm} \right) \prod_{j=1}^{k-1} \delta_{N(l_j - \beta + \sum_{j' \neq j} (t_{j',\rho} + |S_{j',\rho}|) - \sum_{j'=1}^{j-1} (t_{j',\rho} + |S_{j',\rho}|)}^N \sum_{j=1}^{k-1} j \right).
\]

\sim N_{|B_{k,\beta}|^{-k+1}} (k - 1) \beta - \sum_{j=1}^{k-1} l_j \Psi_{k,\beta,\mathcal{L}}(((k - 1) \beta - \sum_{j=1}^{k-1} l_j) \mathcal{L}),
\]

where \( \kappa_k \) is a constant depending on \( k \),

\[
\Psi_{k,\beta,\mathcal{L}}(\mathcal{L}) = \int \cdots \int \exp \left( \sum \sum_{m,n} (v_n - v_m)^{\pm} \right) \prod d y_{m,n},
\]

and \((\tilde{\mathcal{L}})\) denotes normalised versions of constraints \((\ast)\) as described in the proof of Lemma 3.3, more details given in the proof.

Recall that the first sum in the left hand side of the statement of the lemma should be interpreted as

\[
\sum_{t_{\sigma,t}=-\infty}^{\infty} = \sum_{t_{1,2}=-\infty}^{\infty} \sum_{t_{1,3}=-\infty}^{\infty} \cdots \sum_{t_{1,k}=-\infty}^{\infty} \sum_{t_{2,3}=-\infty}^{\infty} \cdots \sum_{t_{k-1,k}=-\infty}^{\infty},
\]

and the second sum runs over vectors \( x = (x_{m,n})_{(m,n) \in B_{k,\beta,\mathcal{L}}} = (x_{m,n})_{(m,n) \in \bigcup_{\sigma < t} S_{\sigma,t}} \) with integer elements subject to the following constraints

\[
\sum_{(m,n) \in S_{1,2}} x_{m,n} = t_{1,2} + |S_{1,2}^-| (77)
\]

\[
\sum_{(m,n) \in S_{1,3}} x_{m,n} = t_{1,3} + |S_{1,3}^-| (78)
\]

\[
\vdots
\]

\[
\sum_{(m,n) \in S_{1,k}} x_{m,n} = t_{1,k} + |S_{1,k}^-| (79)
\]

\[
\sum_{(m,n) \in S_{2,3}} x_{m,n} = t_{2,3} + |S_{2,3}^-| (80)
\]

\[
\vdots
\]

\[
\sum_{(m,n) \in S_{k-1,k}} x_{m,n} = t_{k-1,k} + |S_{k-1,k}^-| (81)
\]

\[
H(-x_{m,n}, \Re((v_n - v_m)^{\pm})) = 1, \quad \forall (m, n) \in B_{k,\beta,\mathcal{L}}. (82)
\]

We now focus on the product of \( \delta \)-functions in the left hand side of the statement of the lemma,

\[
\sum_{t_{\sigma,t}=-\infty}^{\infty} \sum_{\text{for } 1 \leq \sigma < t \leq k} \exp \left( \frac{1}{N} \sum_{m,n} (v_n - v_m)^{\pm} \right) \prod_{j=1}^{k-1} \delta_{N(l_j - \beta + \sum_{j' \neq j} (t_{j',\rho} + |S_{j',\rho}|) - \sum_{j'=1}^{j-1} (t_{j',\rho} + |S_{j',\rho}|)}^N \sum_{j=1}^{k-1} j \right). (83)
\]
which constrain (83) to be zero unless the following hold,

\[
\sum_{j=2}^{k} (t_{1,j} + |S_{1,j}^-|) = N(\beta - l_1) \tag{84}
\]

\[
\sum_{j=3}^{k} (t_{2,j} + |S_{2,j}^-|) - (t_{1,2} + |S_{1,2}^-|) = N(\beta - l_2) \tag{85}
\]

\[
\vdots
\]

\[
(t_{k-2,k-1} + |S_{k-2,k-1}^-| + t_{k-2,k} + |S_{k-2,k}^-|) - \sum_{j=1}^{k-3} (t_{j,k-2} + |S_{j,k-2}^-|) = N(\beta - l_{k-2}) \tag{86}
\]

\[
(t_{k-1,k} + |S_{k-1,k}^-|) - \sum_{j=1}^{k-2} (t_{j,k-1} + |S_{j,k-1}^-|) = N(\beta - l_{k-1}). \tag{87}
\]

These conditions form an underdetermined system of linear equations. There are \(\binom{k}{2}\) variables and \(k - 1\) equations, hence \(\binom{k}{2} - (k - 1)\) free parameters. We eliminate the \(k - 1\) dependent variables from (83) using the linear equations (84)–(87). The following rewriting of the system picks out which we choose to discard.

\[
t_{1,k} = N(\beta - l_1) - \sum_{j=2}^{k-1} (t_{1,j} + |S_{1,j}^-|) - |S_{1,k}^-| \tag{88}
\]

\[
t_{2,k} = N(\beta - l_2) + t_{1,2} + |S_{1,2}^-| - |S_{2,k}^-| - \sum_{j=3}^{k-1} (t_{2,j} + |S_{2,j}^-|) \tag{89}
\]

\[
\vdots
\]

\[
t_{k-2,k} = N(\beta - l_{k-2}) + \sum_{j=1}^{k-3} (t_{j,k-2} + |S_{j,k-2}^-|) - (t_{k-2,k-1} + |S_{k-2,k-1}^-| + |S_{k-2,k}^-|) \tag{90}
\]

\[
t_{k-1,k} = N(\beta - l_{k-1}) + \sum_{j=1}^{k-2} (t_{j,k-1} + |S_{j,k-1}^-|) - |S_{k-1,k}^-|. \tag{91}
\]

Thus, the \(k - 1\) outer sums over \(t_{1,k}, \ldots, t_{k-1,k}\) in (83) collapse and we are left with

\[
\sum_{\text{for } 1 \leq \sigma < \tau \leq k-1}^{\infty} \sum_{\binom{k}{2}} \exp \left( \frac{1}{N} \sum_{m,n} x_{m,n} (v_n - v_m)^\pm \right), \tag{92}
\]

where \(\binom{k}{2}\) reflects constraints on \((x_{m,n})\) as before, with (88)–(91) substituted in. Since the Heaviside function \(H(-x_{m,n} \text{ Re}[(v_n - v_m)^\pm])\) is equal to 1 for all \((m, n) \in B_{k,\beta:\ell}\), this sum converges exponentially quickly.
Summing over all weights $x_{m,n}$ and using (88)–(91), we have that

$$
\sum_{(m,n)\in B_k, \beta, \lambda} x_{m,n} = N((k-1)\beta - \sum_{j=1}^{k-1} l_j) + \sum_{1\leq \sigma<\tau \leq k-1} (t_{\sigma,\tau} + |S_{\sigma,\tau}^-|). \quad (93)
$$

Clearly if any of the $t_{\sigma,\tau}$ grow faster than $N$, then there must be a least one weight $x^*_{m,n}$ having the same growth rate. So for large $t_{\sigma,\tau}$, the summands in (93) will not contribute to the leading order.

In order to pull out the correct power of $N$, we employ the following general lemma about geometric sums (see Keating et al. [31], Lemma 4.12).

**Lemma 3.8.** As $K \to \infty$,

$$
\sum_{k_1+\cdots+k_d=K \atop k_i \geq 0} \exp \left( \frac{1}{K} \sum_{i=1}^{d} k_i z_i \right) = K^{d-1} \int \cdots \int e^{\sum x_j z_j} dx_1 \cdots dx_d + O(K^{d-2}).
$$

From this we deduce that the leading power of $K$ in the left hand side is given by the dimension of the space described by the weights $k_j$ subject to any rules placed upon them. Within Lemma 3.8, one can think of the weights as forming a $d$-dimensional vector where the sum of the elements must equal $K$. Thus one has $d-1$ degrees of freedom in choosing the vector elements.

This means that the information we need to extract from the constraints given by (3') in (92) is the dimension of the space spanned by the vector $x = (x_{m,n})_{(m,n)\in B_k, \beta, \lambda}$ subject to those restrictions. This will give us the claimed power of $N$ in the statement of Lemma 3.5.

Before we apply Lemma 3.8, we first incorporate $\sum_{\sigma<\tau} (t_{\sigma,\tau} + |S_{\sigma,\tau}^-|)$ into one of the weights using (93). To do this, pick one weight, say $x_{1,2}$, and shift it by $\sum_{1\leq \sigma<\tau \leq k-1} (t_{\sigma,\tau} + |S_{\sigma,\tau}^-|)$ to get an equivalent form of the inner sum in the right hand side of (92),

$$
\sum_{\tilde{x} (\ast)} \exp \left( \frac{1}{N} \sum_{(m,n)\in B_k, \beta, \lambda \atop (m,n) \neq (1,2)} x_{m,n} (v_n - v_m)^\pm + \frac{1}{N} \left( x_{1,2} + \sum_{\sigma<\tau} (t_{\sigma,\tau} + |S_{\sigma,\tau}^-|) (v_2 - v_1)^\pm \right) \right)
$$

$$
= \exp \left( \frac{1}{N} \sum_{\sigma<\tau} (t_{\sigma,\tau} + |S_{\sigma,\tau}^-|) (v_2 - v_1)^\pm \right) \sum_{\tilde{x} (\ast)} \exp \left( \frac{1}{N} \sum_{(m,n)\in B_k, \beta, \lambda} x_{m,n} (v_n - v_m)^\pm \right),
$$

(94)

The constraints (3'') can be deduced from (3') by applying the described shift to the weights. In particular, this now means Eq. (93) becomes

$$
\sum_{(m,n)\in B_k, \beta, \lambda} x_{m,n} = N((k-1)\beta - \sum_{j=1}^{k-1} l_j).
$$

(95)

Now, we apply Lemma 3.8 to the sum term on the right hand side of (94), with $K = N((k-1)\beta - \sum_{j=1}^{k-1} l_j)$. (The case when $(k-1)\beta = \sum_{j=1}^{k-1} l_j$ does not contribute
at leading order, for reasons to be discussed at the end of the proof.) To determine the leading power of $K$, we count the amount of choice we have in choosing the weights $x_{m,n}$, for a fixed choice of $t_{\sigma,\tau}$, $1 \leq \sigma < \tau \leq k - 1$. From (88)–(91), we see that for each $\binom{t}{2}$ equation we lose one degree of freedom in choosing the weights, so in total, we have $|B_{k,\beta}| - \binom{k}{2}$ degrees of freedom in determining $x$. Thus, by Lemma 3.8 we have

$$\sum_{\binom{x}{2}} \exp \left( \frac{1}{N} \sum_{(m,n) \in B_{k,\beta}} x_{m,n} (v_n - v_m)^{\pm} \right)$$

$$= \left( N((k - 1)\beta - \sum_{j=1}^{k-1} l_j) \right)^{|B_{k,\beta}| - \binom{k}{2}} \Psi_{k,\beta}((k - 1)\beta - \sum_{j=1}^{k-1} l_j) + O(N|B_{k,\beta}| - \binom{k}{2} - 1),$$

(96)

where

$$\Psi_{k,\beta}(u) = \int \cdots \int_{\gamma = (y_{m,n})(m,n) \in B_{k,\beta}} \exp \left( \sum_{x} y_{m,n} (v_n - v_m)^{\pm} \right) \prod_{x} dy_{m,n},$$

and $\binom{t}{2}$ denotes the normalised version of the constraints $\binom{t}{2}$ (since we need only consider $t_{\sigma,\tau}$ growing at most like $N$ for each $1 \leq \sigma < \tau \leq k - 1$, asymptotically the constraints $\binom{t}{2}$ will be $O(1)$, and in particular will not depend on $t_{\sigma,\tau}$).

Then, combining Eq. (96) with Eqs. (94) and (92), we have

$$\sum_{t_{\sigma,\tau} = -\infty}^{\infty} \sum_{\binom{x}{2}} \exp \left( \frac{1}{N} \sum_{(m,n) \in B_{k,\beta}} x_{m,n} (v_n - v_m)^{\pm} \right)$$

$$\sim \left( N((k - 1)\beta - \sum_{j=1}^{k-1} l_j) \right)^{|B_{k,\beta}| - \binom{k}{2}} \Psi_{k,\beta}((k - 1)\beta - \sum_{j=1}^{k-1} l_j) \prod_{1 \leq \sigma < \tau \leq k - 1} \exp \left( \frac{1}{N} (t_{\sigma,\tau} + |S_{\sigma,\tau}|) (v_2 - v_1)^{\pm} \right)$$

(97)

$$\sim \kappa_k N^{\binom{k}{2} - (k-1)} \left( N((k - 1)\beta - \sum_{j=1}^{k-1} l_j) \right)^{|B_{k,\beta}| - \binom{k}{2}} \Psi_{k,\beta}((k - 1)\beta - \sum_{j=1}^{k-1} l_j) \prod_{1 \leq \sigma < \tau \leq k - 1} \exp \left( \frac{1}{N} (t_{\sigma,\tau} + |S_{\sigma,\tau}|) (v_2 - v_1)^{\pm} \right),$$

(98)

for some constant $\kappa_k$ depending on $k$. Note that the case where $\sum_{j=1}^{k-1} l_j = (k - 1)\beta$ falls in to the subleading order terms.

Thus at leading order,

$$\sum_{t_{\sigma,\tau} = -\infty}^{\infty} \sum_{(m,n) \in \mathcal{S}} \exp \left( \frac{1}{N} \sum_{(m,n)} x_{m,n} (v_n - v_m)^{\pm} \right) \prod_{j=1}^{k-1} \delta_{N(l_j - \beta + \sum_{j=1}^{k-1} (t_{\sigma,\tau} + |S_{\sigma,\tau}|) - \sum_{j=1}^{k-1} (t_{\sigma,\tau} + |S_{\sigma,\tau}|))}$$
\[ \sim N^{[B_{k,\beta}]^{-k+1}} k \left( (k-1)\beta - \sum_{j=1}^{k-1} l_j \right) \Psi_{k,\beta;\beta}((k-1)\beta - \sum_{j=1}^{k-1} l_j) \psi). \] (99)

**Proof of Lemma 3.6.** We restate the lemma.

**Lemma.**

\[ \text{MoM}_N(k, \beta) \sim \gamma_{k,\beta} N^{k^2\beta^2-k+1} \]

where

\[ \gamma_{k,\beta} = \sum_{l_1, \ldots, l_{k-1}=0}^{2\beta} c_{k,\beta;\beta} ((k-1)\beta - \sum_{j=1}^{k-1} l_j) [B_{k,\beta}]^{-\frac{1}{2}} P_{k,\beta}(l_1, \ldots, l_{k-1}), \]

c_{k,\beta;\beta} is a constant depending on \( k, \beta, l_1, \ldots, l_{k-1} \) (more details given below), and

\[ P_{k,\beta}(l_1, \ldots, l_{k-1}) = \frac{(-1)^{g(k,\beta;\beta)}}{(2\pi i)^{2k\beta} ((k\beta)!)^2} \]

\[ \times \int_{\Gamma_0} \cdots \int_{\Gamma_0} \frac{e^{-\sum_{m=k\beta+1}^{2\beta} v_m} \prod_{\alpha_m=\alpha_n} (v_n - v_m)^2 \prod_{m<k\beta<n} (v_n - v_m) \prod_{m=1}^{2k\beta} v_m}{\prod_{\alpha_m=\alpha_n} \prod_{m=1}^{2k\beta} v_m} \Psi_{k,\beta;\beta}((k-1)\beta - \sum_{j=1}^{k-1} l_j) \psi) \prod_{m=1}^{2k\beta} d v_m, \]

with \( \Psi_{k,\beta;\beta}(\psi) \) as defined in Lemma 3.5, and \( g(k, \beta; \beta) \) given by (70).

Recall the definition of the sets \( A_{k,\beta;\beta} \) and \( B_{k,\beta;\beta} \),

\[ A_{k,\beta;\beta} = \{(m, n) : 1 \leq m \leq k\beta < n \leq 2k\beta, \alpha_m = \alpha_n\} \] (100)

\[ B_{k,\beta;\beta} = \{(m, n) : 1 \leq m \leq k\beta < n \leq 2k\beta, \alpha_m \neq \alpha_n\}, \] (101)

so \(|A_{k,\beta;\beta}| + |B_{k,\beta;\beta}| = k^2\beta^2\). Using this fact with Lemmas 3.4 and 3.5 we have

\[ \text{MoM}_N(k, \beta) \sim N^{k^2\beta^2-k+1} \sum_{l_1, \ldots, l_{k-1}=0}^{2\beta} \frac{(-1)^{g(k,\beta;\beta)} c_{k,\beta;\beta} ((k-1)\beta - \sum_{j=1}^{k-1} l_j) [B_{k,\beta}]^{-\frac{1}{2}}}{(2\pi i)^{2k\beta} (k\beta)!^2} \]

\[ \times \int_{\Gamma_0} \cdots \int_{\Gamma_0} f(\psi; \beta) \Psi_{k,\beta;\beta}((k-1)\beta - \sum_{j=1}^{k-1} l_j) \psi) \prod_{m=1}^{2k\beta} d v_m, \] (102)

where \( c_{k,\beta;\beta} \) is a constant encompassing the two constants given in (34) and the statement of Lemma 3.5.

Lemma 3.6 then follows recalling the definition of \( f(\psi; \beta) \),

\[ f(\psi; \beta) = \frac{e^{-\sum_{m=k\beta+1}^{2\beta} v_m} \prod_{\alpha_m=\alpha_n} (v_n - v_m)^2 \prod_{m<k\beta<n} (v_n - v_m) \prod_{m=1}^{2k\beta} v_m}{\prod_{\alpha_m=\alpha_n} \prod_{m=1}^{2k\beta} v_m}, \]

and by setting \( \gamma_{k,\beta} \) and \( P_{k,\beta}(l_1, \ldots, l_{k-1}) \) as claimed. \( \square \)
Proof of Lemma 3.7. Finally, recall the statement of Lemma 3.7.

**Lemma.** For \( k, \beta \in \mathbb{N} \), \( \gamma_{k, \beta} \neq 0 \) where \( \gamma_{k, \beta} \) is as defined in Lemma 3.6.

Thus, we have to show that

\[
\sum_{l_1, \ldots, l_{k-1}=0}^{2\beta} c_{k, \beta; l}((k - 1)\beta - \sum_{j=1}^{k-1} l_j)|B_{k, \beta; l}^{B_{k, \beta; l}}|^{-\frac{1}{2}} P_{k, \beta}(l_1, \ldots, l_{k-1}) \neq 0,
\]

for \( c_{k, \beta; l} \) some constant depending on \( k, \beta, l \) and

\[
P_{k, \beta}(l_1, \ldots, l_{k-1}) = \frac{(-1)^{g(k, \beta; l)}}{(2\pi i)^{2k\beta}((k\beta)!)} \times \int_{\Gamma_0} \cdots \int_{\Gamma_0} e^{-\sum_{m=k\beta+1}^{2k\beta} v_m} \prod_{m < n} (v_n - v_m)^2 \Psi_{k, \beta; l}((k - 1)\beta - \sum_{j=1}^{k-1} l_j) v_1^{2k\beta} \prod_{m=1}^{2k\beta} d v_m.
\]

Since \( c_{k, \beta; l} \) is a constant encompassing both (34) and the constant appearing in the statement of Lemma 3.5, it is clearly non-zero and its sign is independent of the sum parameters \( l_1, \ldots, l_{k-1} \). Further, at leading order we need only consider parameters \( l_j \) such that \( l_1 + \cdots + l_{k-1} \neq (k - 1)\beta \). To prove the required result, we show that

\[(k - 1)\beta - \sum_{j=1}^{k-1} l_j|B_{k, \beta; l}^{B_{k, \beta; l}}|^{-\frac{1}{2}} P_{k, \beta}(l) \neq 0 \text{ (in fact, it is strictly positive)} \]

for such \( l_1, \ldots, l_{k-1} \). To do this, we will appeal to the residue theorem.

Fix a choice of \( l_1, \ldots, l_{k-1} \) in agreement with the various constraints. To show that \( P_{k, \beta}(l) \) is non-zero, firstly denote the integrand in (104) by \( q_{k, \beta}(l_1, \ldots, l_{k-1}) \). Then by the residue theorem we have to show that there is a term of the form \((v_1 \cdots v_{2k\beta})^{2\beta-1}\) with non-zero coefficient in the expansion of

\[
q_{k, \beta}(l_1, \ldots, l_{k-1}) \prod_{m=1}^{2k\beta} v_m^{2\beta} = \Psi_{k, \beta; l}((k - 1)\beta - \sum_{j=1}^{k-1} l_j) v_1^{2k\beta} \prod_{m=k\beta+1}^{2k\beta} (v_n - v_m)^2 \prod_{m < n} (v_n - v_m)^2.
\]

Now, simplifying the product terms of the right hand side of (105),

\[
\prod_{m < n} (v_n - v_m)^2 = \prod_{m < k\beta < n} (v_n - v_m) \prod_{m < \alpha_n \leq \alpha_n} (v_n - v_m) \prod_{n=1}^{k} \Delta(v_{\sum_{j=1}^{n-1} l_j + 1}, \ldots, v_{\sum_{j=1}^{n} l_j})^2 \times \prod_{n=1}^{k} \Delta(v_{\sum_{j=1}^{n-1} l_j + 2(k-n)\beta + 1}, \ldots, v_{\sum_{j=1}^{n-1} l_j + 2(k-(n-1))\beta})^2,
\]

where \( l_k = k\beta - (l_1 + \cdots + l_{k-1}) \). We use the following expansion of the Vandermonde determinant,

\[
\Delta(x_1, \ldots, x_n)^2 = \sum_{\sigma, \tau \in S_n} \text{sgn}(\sigma) \text{sgn}(\tau) \prod_{i=1}^{n} x_i^{\sigma(i) + \tau(i) - 2}.
\]
From any of the terms appearing in the first product of Vandermonde determinants in the right hand side of (106), we find a term of the form

\[ l_n! \prod_{i=\sum_{j=1}^{n-1} l_j + 1}^{l_n} v_i^{l_n-1}, \quad n \in \{1, \ldots, k\}, \]

and similarly for any of the terms in the second product. Thus, the Vandermonde determinants collectively contribute a term of the form

\[ l_1 \prod_{i=1}^{l_1} v_i^{l_1-1} l_1+1 \prod_{i=\sum_{j=1}^{l_1} l_j + 1}^{l_1+1} v_i^{l_1-1} \cdots \prod_{i=\sum_{j=1}^{k-1} l_j + 1}^{k} v_i^{k-1} \prod_{i=\sum_{j=1}^{2(k-1)+1} l_j + 1}^{2k} v_i^{2k-1}, \]

(107)

and this term has a strictly positive coefficient (a detailed explanation can be found in the Appendix, see Sect. 6) given by

\[ \prod_{j=1}^{k} l_j !(2\beta - l_j)!. \]

We expand the remaining product as

\[ \prod_{m \leq k\beta < n, a_m = a_n} (v_n - v_m) = \prod_{m \in \{1, \ldots, l_1\}}^{\sum_{j=1}^{l_n} l_n} (v_n - v_m) \cdots \prod_{m \in \{\sum_{j=1}^{k-1} l_j + 1, \ldots, k\beta\}}^{\sum_{j=1}^{k-1} l_j + 1} (v_n - v_m). \]

(108)

From the first product in the right hand side of Eq. (108) we take the term \( \prod_{i=1}^{l_1} (-v_i)^{2\beta - l_1} \).

The second gives \( \prod_{i=i+1}^{l_1+2(1-k)\beta+1} (-v_i)^{2\beta - l_2} \), and so on. Hence, in total from Eq. (108) we have a term of the form

\[ (-1)^k \prod_{j=1}^{k} \left( \sum_{i=\sum_{n=1}^{l_n} l_n}^{j-1} v_i^{2\beta - l_1} \right) \prod_{j=1}^{k-1} \left( \sum_{i=\sum_{n=1}^{l_n} l_n}^{j-1} v_i^{2\beta - l_j - 1} \right) \prod_{i=\sum_{n=1}^{l_n} l_n + 2(k-j)\beta+1}^{2k} v_i^{2\beta - l_j - 1}. \]

(109)

We now use the exponential function in Eq. (105) to give us the remaining contribution,

\[ e^{-\sum_{m=k\beta+1}^{2k\beta} v_m} = \sum_{t=0}^{\infty} \left( -\sum_{m=k\beta+1}^{2k\beta} \frac{v_m}{t!} \right)^t = \sum_{t=0}^{\infty} \frac{(-1)^t}{t!} \sum_{a_{k\beta+1} = 1, \ldots, a_{2k\beta} = t} \prod_{i=k\beta+1}^{2k\beta} v_i^{a_i}. \]

(110)
where the multinomial coefficient is
\[
\binom{n}{c_1, \ldots, c_m} = \frac{n!}{c_1! \cdots c_m!}.
\]

To complete the construction of the term of the form \((v_1 \cdots v_{2k\beta})^{2\beta-1}\), we need
\[
a_i = \begin{cases} 
    l_k & \text{for } i \in \{k\beta + 1, \ldots, \sum_{j=1}^{k-1} l_j + 2\beta\} \\
    l_{k-1} & \text{for } i \in \{\sum_{j=1}^{k-1} l_j + 2\beta + 1, \ldots, \sum_{j=1}^{k-2} l_j + 4\beta\} \\
    \vdots & \vdots \\
    l_1 & \text{for } i \in \{l_1 + 2(k-1)\beta + 1, \ldots, 2k\beta\}.
\end{cases}
\]

Hence the required coefficient comes from looking at the term for which \(t = \sum_i a_i = \sum_i l_i(2\beta - l_i)\), which has coefficient
\[
(-1)^{\sum_{i=1}^{k} l_i(2\beta - l_i)} \left(\prod_{i=1}^{k} l_i(2\beta - l_i)!\right)^{-1} = \frac{(-1)^{k\beta}}{(l_1!)^{2\beta-l_1} \cdots (l_k!)^{2\beta-l_k}}.
\]

Thus, we have constructed a term of the form \((v_1 \cdots v_{2k\beta})^{2\beta-1}\) which has strictly positive coefficient (the prefactors of \((-1)^{k\beta}\) in Eqs. (109) and (113) cancel each other) given by
\[
\prod_{j=1}^{k} l_j!(2\beta - l_j)! \over (l_1!)^{2\beta-l_1} \cdots (l_k!)^{2\beta-l_k}.
\]

In fact this is the only way to construct a term of this form from the integrand (more details are given in the Appendix, see Sect. 6).

All that is left to prove is that the term
\[
(-1)^{g(k,\beta;\gamma)}((k - 1)\beta - \sum_{j=1}^{k-1} l_j) \Psi_{k,\beta;\gamma}((k - 1)\beta - \sum_{j=1}^{k-1} l_j)\psi)
\]

only contributes a positive coefficient, where recall
\[
\Psi_{k,\beta;\gamma}((k - 1)\beta - \sum_{j=1}^{k-1} l_j)\psi)
\]

\[
= \int_{\gamma=(y_{m,n})_{(m,n)\in B_{k,\beta;\gamma}}} \cdots \int_{(4)} \exp\left((k - 1)\beta - \sum_{j=1}^{k-1} l_j\right) \sum_{m,n} y_{m,n} (v_n - v_m) \right) \prod d y_{m,n}.
\]

Calculating \(\gamma_{k,\beta}\) involves computing derivatives of Eq. (115) and evaluating it at \(v = 0\) by the residue theorem. We consider the case where \((k - 1)\beta > l_1 + \cdots + l_{k-1}\), the other case follows similarly. Incorporating in the sign \((-1)^{g(k,\beta;\gamma)}\) in to the integrand
of the right hand side of (115) (where for simplicity we ignore the positive prefactor in the exponent since it doesn’t contribute to the overall sign) we have

\[
(-1)^{g(k,\beta;l)} \prod_{(m,n) \in B_{k,\beta;l}} \exp(y_{m,n}(v_n - v_m)^\pm)
\]

\[
= \prod_{\sigma \prec \tau} \prod_{(m,n) \in S_{\sigma,\tau}} \left[ \text{sign}(\text{Re}(v_n - v_m)) \exp \left( -y_{m,n}(v_n - v_m) \right) \right]
\]

\[
\times \prod_{(m,n) \in S_{\sigma,\tau}^+} \left[ -\text{sign}(\text{Re}(v_n - v_m)) \exp \left( y_{m,n}(v_n - v_m) \right) \right].
\]

(116)

Thus, in order to show that \(\gamma_{k,\beta}\) is strictly positive we need to establish that differentiating the right hand side of (116) contributes an overall positive sign. To see that this is true, first note that since each of the \(v_m\), for \(m \in \{1, \ldots, 2k\beta\}\), in \(P_{k,\beta}(l)\) has a pole of even order at 0, and by the residue theorem we are required to differentiate the exponential term in Eq. (115) an odd number of times. Then, by the requirements of the conditions on the Riemann integral in the right hand side of Eq. (115), for each \((m,n)\), one has that the Heaviside function ensures that the product \(y_{m,n}\text{Re}(v_n - v_m)^\pm\) is negative. It is easy to check that in each case, after differentiating an odd number of times, that the term on the right hand of Eq. 116 is positive. This concludes the proof of Lemma 3.7. \(\square\)

4. Polynomial Structure

In this section we prove Theorem 1.3. The technique we use relies on a formula for \(I_{k,\beta}(\theta_1, \ldots, \theta_k)\) (c.f. (28) and (29)) that follows from an expression obtained by Conrey et al. [11]. This takes the form of a combinatorial sum and is a special case of a more general expression that we state in the Appendix.

**Theorem 4.1.** Let \(\Xi_{k,\beta}\) be the set of \((2k\beta)^{k+1}\) permutations \(\sigma \in S_{2k\beta}\) such that \(\sigma(1) < \sigma(2) < \cdots < \sigma(k\beta)\) and \(\sigma(k\beta + 1) < \cdots < \sigma(2k\beta)\), and

\[
\omega = (e^{i\theta_1}_1, \ldots, e^{i\theta_1}_\beta, e^{i\theta_2}_1, \ldots, e^{i\theta_2}_\beta, \ldots, e^{i\theta_k}_1, \ldots, e^{i\theta_k}_\beta).
\]

Then,

\[
\left( \prod_{j=k\beta+1}^{2k\beta} \omega_j^N \right) I_{k,\beta}(\theta_1, \ldots, \theta_k) = \sum_{\sigma \in \Xi_{k,\beta}} \frac{(\omega_{\sigma(k\beta+1)} \omega_{\sigma(k\beta+2)} \cdots \omega_{\sigma(2k\beta)})^N}{\prod_{l \leq k\beta < q} (1 - \omega_{\sigma(l)} \omega_{\sigma(q)}^{-1})}.
\]

Therefore,

\[
\text{MoM}_N(k, \beta) = \frac{1}{(2\pi)^k} \int_0^{2\pi} \cdots \int_0^{2\pi} \prod_{j=k\beta+1}^{2k\beta} \omega_j^{-N} \sum_{\sigma \in \Xi_{k,\beta}} \frac{(\omega_{\sigma(k\beta+1)} \omega_{\sigma(k\beta+2)} \cdots \omega_{\sigma(2k\beta)})^N}{\prod_{l \leq k\beta < q} (1 - \omega_{\sigma(l)} \omega_{\sigma(q)}^{-1})} d\theta_1 \cdots d\theta_k.
\]

(117)
The individual summands in the integrand in this expression have poles of finite order (when $\omega_{\sigma(q)} = \omega_{\sigma(l)}$). These cancel with zeros in the numerator in the complete sum, as they must because $I_{k, \beta}(\theta_1, \ldots, \theta_k)$ is bounded, being the average of a product of polynomials [11]. The function remaining after this cancellation may be computed by applying l'Hôpital’s rule a finite number of times. This function is therefore a polynomial in the variables $e^{i\theta_1}, \ldots, e^{i\theta_k}$ with coefficients that are each polynomial functions of $N$ (coming from the derivatives associated with applying l'Hôpital’s rule). Upon integrating only the coefficient of the constant term remains, which is polynomial in $N$. This concludes the proof of 1.3. In principle one could compute the order of the polynomial this way, but in general we found the approach based on the asymptotic evaluation of the integral representation, set out in the previous section, to be more straightforward. In specific cases the calculation is feasible, as demonstrated in the Appendix.

5. Summary and Outlook

Our main result is a proof that the moments of the moments of the characteristic polynomials of random unitary matrices, $\text{MoM}_N(k, \beta)$, are polynomial functions of $N$, of order $k^2 \beta^2 - k + 1$, when $k$ and $\beta$ both take values in $\mathbb{N}$. This proves the conjecture for the leading order asymptotics made in [22,23] when $k$ and $\beta$ both take values in $\mathbb{N}$. Moreover, it goes further in establishing that an exact formula exists when $k$ and $\beta$ both take values in $\mathbb{N}$, and, in passing, establishes the general structure of the (finite) asymptotic expansion for $\text{MoM}_N(k, \beta)$ in this case.

It is clear from the calculation set out in Sect. 2 that we have an exact formula when $k$ and $\beta$ both take values in $\mathbb{N}$ because of an underlying integrable structure: the approach based on symmetric function theory, and hence on representation theory, yields an exact formula in terms of a count of certain restricted semistandard Young tableaux. The symmetric functions used in Sect. 2 may be related to certain generalized hypergeometric functions (c.f. [36] and, for example [19]), and it would be interesting to explore this calculation in that context, especially if doing so extends the results to non-integer values of $k$ and $\beta$. We see our calculation as a first step in that direction and anticipate pursuing this further. We note in passing that the formula we establish using the multiple integral approach provides as a byproduct an asymptotic expression for the count of semistandard Young tableaux that arises in the calculation.

The moments of the moments we study here play a central role in the heuristic analysis in [22,23,29] of the value distribution of $\log P_{\text{max}}(A)$, leading to the conjecture that as $N \to \infty$

$$\log P_{\text{max}}(A) = \log N - \frac{3}{4} \log \log N + x_N(A),$$

(118)

where $x_N(A)$ is a random variable that is $O_p(1)$ and which has a limiting value distribution that is a sum of two Gumbel distributions. Several components of these conjectures have recently been proved: the first term on the righthand side of (118) was established in [1], the second term in [39], and the tightness of $x_N(A)$ in [9]. All of these calculations have utilised a hierarchical branching structure in the Fourier expansion of $\log |P_N(A, \theta)|$,

$$\log |P_N(A, \theta)| = -\text{Re} \sum_{k=1}^{\infty} \frac{\text{Tr} A^k}{k} \exp(ik\theta),$$

(119)
similar to that found in other log-correlated Gaussian fields such as the branching random walk and the two-dimensional Gaussian Free Field; that is, they have utilized general probabilistic methods. When \( \log |P_N(A, \theta)| \) (c.f. (119)) is replaced by a random Fourier series with the same correlation structure—such series can be considered as one-dimensional models of the two-dimensional Gaussian Free Field—the analogue of conjecture (7), due to Fyodorov and Bouchaud [20], has recently been proved for all \( k \) and \( \beta \) in the regime \( k < 1/\beta^2 \) by Remy [40] using ideas from conformal field theory [35].

Formally, the \( \beta \to \infty \) asymptotics of \( Z_N(A, \beta) \) determines \( P_{\text{max}}(A) \), and so it is natural to seek to understand the value distribution of \( P_{\text{max}}(A) \) by calculating the moments of \( Z_N(A, \beta) \) and then taking the large-\( \beta \) limit. However, doing this requires the moments for all \( k \) and \( \beta \), not just the integer moments. Moreover, the controlling range is when freezing dominates and \( k/\beta^2 \) is close to 1. Our results therefore cannot be applied as they stand. This is one reason why the possibility of using the integrable structure to extend them to non-integer values of \( k \) and \( \beta \) is attractive. When \( k = 1 \) the Selberg integral makes this possible. (And in the somewhat similar problem of the joint moments of the characteristic polynomial and its derivative, Painlevé theory provides a route (c.f. [4,5]).)

The association between characteristic polynomials of random matrices and the theory of the Riemann zeta-function motivates analogous conjectures to those just described for

\[
\xi_{\text{max}}(T) = \max_{0 \leq x < 2\pi} |\xi(1/2 + iT + ix)|, \tag{120}
\]

where \( T \) is random [22,23,29]. These correspond to replacing \( N \) in (118) by \( \log T \) (c.f. [33]). In this case too there has been recent progress in proving the leading order term in the resulting formula when \( T \to \infty \) [2,37], based on calculations that mirror those for the extremes of characteristic polynomials.

The multiple-integral approach we have developed here also applies to the zeta-function, using the representation established in [12], giving explicit (conjectural) formulae for the integer moments of the integer moments over short intervals of the critical line in that case too. These take the form of polynomials in \( \log T \) up to an error that is a power of \( T \) smaller. This is important because in numerical computations of the moments one is necessarily restricted to finite intervals, and it is a key question how moments computed in different intervals fluctuate. Our formula for the moments gives an answer to this question. We intend to discuss this in more detail in a forthcoming paper.

The methods of calculation we have developed here for moments defined with respect to averages over the unitary group extend to the other classical compact groups: both the representations in terms of symmetric functions and multiple integrals have been developed [7,11]. The extension of our results to the associated random matrix ensembles can therefore be worked out in an analogous way to that described in this paper. This would then have applications to the other symmetry classes of \( L \)-functions, using [12], in a similar way as for the Riemann zeta-function. Our results apply immediately (and unconditionally) as well to the moments of the moments of function field \( L \)-functions defined over \( \mathbb{F}_q \) in the limit \( q \to \infty \). This follows from equidistribution results in that case (c.f. [29]).

Finally, our formulae have already been applied to analysing the results of numerical computations using randomly generated unitary matrices, where they explain the fluctuations in the moments of the characteristic polynomials evaluated by averaging over
the unit circle [21]. We anticipate further similar applications and extensions to other numerical computations of the moments of spectral determinants.
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6. Appendix

6.1. Examples. Here we give explicit examples of the polynomials $\text{MoM}_N(k, \beta)$ for small values of $k, \beta$. The formulae we record extend the results of preliminary calculations due to Keating and Scott [32] (c.f. [29]), which formed the basis for some of the numerical computations in [21].

First, the general technique is described and then explicit forms of the polynomials are given in the cases of $\beta = 1, k \in \{1, 2, 3, 4\}$ and $\beta = 2, k \in \{1, 2\}$. We should remark that the moment formula of Keating and Snaith [33] gives the full polynomials for the case $k = 1, \beta \in \mathbb{N}$; see (10).

The technique we use is in a slightly more general form than is needed here, because we see it as having other potential applications; we then specialise back to the actual formula required for our calculations. The more general form we start with was first derived by Conrey, Farmer and Zirnbauer [13], and later by Bump and Gamburd using symmetric function theory [7]. Note that we used a special case of this result to prove Theorem 1.3 in Sect. 4. First, define for finite sets $A, B, C, D$,

$$R(A, B; C, D) := \int_{U(N)} \prod_{\alpha \in A} \det(I - X^{*} e^{-\alpha}) \prod_{\beta \in B} \det(I - X e^{-\beta}) \prod_{\gamma \in C} \det(I - X^{*} e^{-\gamma}) \prod_{\delta \in D} \det(I - X e^{-\delta}) dX.$$ 

Further if

$$Z(A, B) := \prod_{\alpha \in A, \beta \in B} \frac{1}{(1 - e^{-(\alpha + \beta)})},$$

then define

$$Z(A, B; C, D) := \frac{Z(A, B)Z(C, D)}{Z(A, D)Z(B, C)}.$$

Finally, if $S \subset A$ and $T \subset B$ then $\overline{S} = A - S, \overline{T} = B - T, S^\perp = \{-\hat{\alpha} : \hat{\alpha} \in S\}$ and similarly for $T$. Note that here we are using the notation $U + V, U - V$ (to be interpreted as $U \cup V$ and $U \setminus V$ respectively for sets $U, V$) to be consistent with the statement of the Theorem in [14].
Theorem ([11]). With \( N \geq 0 \) and \( \text{Re}(\gamma) > 0, \text{Re}(\delta) > 0 \) for \( \gamma \in C, \delta \in D, |C| \leq |A| + N, |D| \leq |B| + N \), we have

\[
R(A, B; C, D) = \sum_{S \subseteq A, T \subseteq B} e^{-N(\sum_{\alpha \in S} \alpha + \sum_{\beta \in T} \beta)} Z(S + T, T + S; C, D),
\]

where \( A = S + \overline{S} \) and \( B = T + \overline{T} \).

To see how this is used to give the full polynomials for \( \text{MoM}_N(k, \beta) \), we outline the simplest case with \( k = \beta = 1 \). We note that

\[
\text{MoM}_N(1, 1) = \frac{1}{2\pi} \int_0^{2\pi} \mathbb{E}_{A \in U(N)} \left( |P_N(A, \theta)|^2 \right) d\theta
\]

so we apply the above theorem with \( A = \{ i\alpha \}, B = \{ i\beta \}, C, D = \emptyset \). This gives us that

\[
\text{MoM}_N(1, 1) = \frac{1}{2\pi} \int_0^{2\pi} \lim_{\beta \to -\alpha} Z(A, B) + e^{-iN(\alpha + \beta)} Z(B, A) d\alpha
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \lim_{\beta \to -\alpha} \sum_{m=0}^N e^{-i(m(\alpha + \beta))} d\alpha
\]

\[
= N + 1.
\]

Higher values of \( k, \beta \) clearly result in bigger sets \( A, B \), and hence many more choices for \( S, T \). Nevertheless, small cases of \( \text{MoM}_N(k, \beta) \) can be computed in the same way. For example

\[
\text{MoM}_N(1, 1) = N + 1
\]

\[
\text{MoM}_N(2, 1) = \frac{1}{6} (N + 3)(N + 2)(N + 1)
\]

\[
\text{MoM}_N(3, 1) = \frac{1}{2520} (N + 5)(N + 4)(N + 3)(N + 2)(N + 1)(N^2 + 6N + 21)
\]

\[
\text{MoM}_N(4, 1) = \frac{1}{778377600} (N + 7)(N + 6)(N + 5)(N + 4)(N + 3)(N + 2)(N + 1)
\]

\[
\times (7N^6 + 168N^5 + 1804N^4 + 10944N^3 + 41893N^2 + 99624N + 154440)
\]

\[
\text{MoM}_N(1, 2) = \frac{1}{12} (N + 1)(N + 2)^2(N + 3)
\]

\[
\text{MoM}_N(2, 2) = \frac{1}{163459296000} (N + 7)(N + 6)(N + 5)(N + 4)(N + 3)(N + 2)(N + 1)
\]

\[
\times (298N^8 + 9536N^7 + 134071N^6 + 1081640N^5 + 5494237N^4 + 18102224N^3
\]

\[
+ 38466354N^2 + 50225040N + 32432400).
\]

It is worth noting explicitly that this method gives exact information about the moments of the moments at the freezing transition \( \beta = 1 \).
6.2. Vandermonde determinant coefficients. Recall that we are interested in determining the coefficient of terms of the form \((x_1 \cdots x_n)^{n-1}\) in the square of the Vandermonde determinant, \[
\Delta(x_1, \ldots, x_n)^2 = \sum_{\sigma, \tau \in S_n} \text{sgn}(\sigma) \, \text{sgn}(\tau) \prod_{i=1}^{n} x_i^{\sigma(i)+\tau(i)-2}.
\] (121)

Thus, we require that \(\sigma(i) + \tau(i) = n + 1\) for all \(i \in \{1, \ldots, n\}\) and in particular we want to show that this coefficient is strictly positive.

Immediately, we see that there will be \(n!\) terms of the required form since fixing \(\sigma(i)\) completely determines \(\tau(i)\). Consider the bijection
\[
\phi : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}, \quad i \mapsto n + 1 - i.
\]
The order of \(\phi\) is 2 and if \(n\) is even, it has no fixed point, whereas if \(n\) is odd there is a unique fixed point \((n + 1)/2\). Thus, \(\phi \in S_n\) and it consists of \(n/2\) transpositions if \(n\) is even, and \((n - 1)/2\) transpositions if \(n\) is odd. Now set \(\tau = \phi \circ \sigma\), so \(\tau \in S_n\), and \(\tau(i) = n + 1 - \sigma(i)\). Given \(\sigma\), we have found our unique permutation. To determine the sign of \(\tau\), note that \(\text{sgn}(\tau) = \text{sgn}(\phi) \, \text{sgn}(\sigma)\), and
\[
\text{sgn}(\phi) = (-1)^{\left\lfloor \frac{n}{2} \right\rfloor} = \begin{cases} +1 & \text{if } n \equiv 0, 1 \mod 4 \\ -1 & \text{if } n \equiv 2, 3 \mod 4. \end{cases}
\]
Thus, the coefficient of \((x_1 \cdots x_n)^{n-1}\) in \(\Delta(x_1, \ldots, x_n)^2\) is \(\text{sgn}(\phi) n!\). It now follows that the coefficient of
\[
\prod_{i=1}^{l_1} v_i^{l_1-1} \prod_{i=l_1+1}^{l_1+l_2} v_i^{l_2-1} \cdots \prod_{i=\sum_{j=1}^{k-1} l_j+1}^{\sum_{j=1}^{k} l_j} v_i^{l_k-1} \prod_{i=\sum_{j=1}^{k-1} l_j+1}^{\sum_{j=1}^{k} l_j+2\beta} v_i^{2\beta-l_k-1} \cdots \prod_{i=2(k-1)\beta+1+l_1}^{2k\beta} v_i^{2\beta-l_k-1}
\]
in
\[
\prod_{n=1}^{k} \Delta(v_{\sum_{j=1}^{k-1} l_j+1}^{n}, \ldots, v_{\sum_{j=1}^{k} l_j}^{n})^2 \prod_{n=1}^{k} \Delta(v_{\sum_{j=1}^{k} l_j+2(k-n)\beta+1}^{n}, \ldots, v_{\sum_{j=1}^{k-1} l_j+2(k-(n-1))\beta}^{n})^2
\]
is given by
\[
(-1)^{\sum_{j=1}^{k} \left[ \left\lfloor \frac{l_j}{2} \right\rfloor + \left\lfloor \frac{2\beta-l_j}{2} \right\rfloor \right]} \prod_{j=1}^{k} l_j! (2\beta - l_j)! = (-1)^{k\beta+\sum_{j=1}^{k} \left[ \left\lfloor \frac{l_j}{2} \right\rfloor + \left\lfloor \frac{2\beta-l_j}{2} \right\rfloor \right]} \prod_{j=1}^{k} l_j! (2\beta - l_j)!
\]
\[
= (-1)^{k\beta} (-1)^{\sum_{j=1}^{k} \delta(l_j \text{ is odd})} \prod_{j=1}^{k} l_j! (2\beta - l_j)!
\]
\[
= (-1)^{k\beta} (-1)^{\# \{ j : l_j \text{ is odd} \}} \prod_{j=1}^{k} l_j! (2\beta - l_j)!.
\]
This proves the result since the parity of \(\# \{ j : l_j \text{ is odd} \}\) is the same as the parity of \(k\beta\) as \(\sum_{j=1}^{k} l_j = k\beta\).
6.3. Uniqueness of construction. When trying to construct the term of the form 
\((v_1 \cdots v_{2k\beta})^{2\beta - 1}\) in

\[
\prod_{q=1}^{k} \Delta(v_{\sum_{j=1}^{q-1} l_j + 1}, \ldots, v_{\sum_{j=1}^{q} l_j})^2 \prod_{q=1}^{k} \Delta(v_{\sum_{j=1}^{q} l_j + 2(k-q)\beta + 1}, \ldots, v_{\sum_{j=1}^{q+1} l_j + 2(k-(q+1))\beta})^2 \\
\prod_{m \leq k\beta < n \atop \alpha_m = \alpha_n} (v_n - v_m),
\]

first note that the variables \(v_m\), for \(m \in \{1, \ldots, k\beta\}\) only appear in the Vandermonde determinants and the products

\[
\prod_{m \leq k\beta < n \atop \alpha_m = \alpha_n} (v_n - v_m) = \prod_{m \in \{1, \ldots, l_1\}} (v_n - v_m) \cdots \prod_{m \in \{\sum_{i=1}^{k-1} l_i + 1, \ldots, k\beta\}} (v_n - v_m).
\]

In particular, after fixing \(q \in \{1, \ldots, k\}\) take \(v_j\) with \(j \in \{\sum_{i=1}^{q-1} l_i + 1, \ldots, \sum_{i=1}^{q} l_i\}\). Then \(v_j\) only appears in the following two terms:

\[
\Delta(v_{\sum_{i=1}^{q-1} l_i + 1}, \ldots, v_{\sum_{i=1}^{q} l_i})^2 \text{ and } \prod_{m \in \{\sum_{i=1}^{q-1} l_i + 1, \ldots, \sum_{i=1}^{q} l_i\} \atop n \in \{2k\beta - \sum_{i=1}^{q} (2\beta - l_i) + 1, \ldots, 2k\beta - \sum_{i=1}^{q} (2\beta - l_i)\}} (v_n - v_m).
\]

In particular these are both homogeneous polynomials: the former of degree \(l_q (l_q - 1)\) in \(l_q\) variables and the latter is of degree \(l_q (2\beta - l_q)\) in \(2\beta\) variables. We will show that the only way to construct a term of the form \((v_1 \cdots v_{2k\beta})^{2\beta - 1}\) is as described following Eq. (106). Without loss of generality, we will set \(q = 1\) and assume \(l_1 \geq 2\). From the above discussion, the square of the Vandermonde determinant consists of terms of the form

\[
v_1^{a_1} \cdots v_{l_1}^{a_{l_1}}, \text{ with } \sum_{i=1}^{l_1} a_i = l_1 (l_1 - 1).
\] (122)

Similarly, the product term is built of elements of the form

\[
v_1^{b_1} \cdots v_{l_1}^{b_{l_1}} v_{2(k-1)\beta + l_1 + 1}^{b_{l_1+1}} \cdots v_{2k\beta}^{b_{2\beta}}, \text{ with } \sum_{i=1}^{2\beta} b_i = l_1 (2\beta - l_1), \ 0 \leq b_i \leq 2\beta - l_1.
\] (123)

Hence, each term of

\[
\Delta(v_1, \ldots, v_{l_1})^2 \prod_{m \in \{1, \ldots, l_1\} \atop n \in \{2(k-1)\beta + l_1 + 1, \ldots, 2k\beta\}} (v_n - v_m)
\]

is of the form

\[
v_1^{a_1 + b_1} \cdots v_{l_1}^{a_{l_1} + b_{l_1}} v_{2(k-1)\beta + l_1 + 1}^{b_{l_1+1}} \cdots v_{2k\beta}^{b_{2\beta}}.
\]
with $a_i, b_i$ satisfying the homogenous conditions. To reach our goal, we need to find all possibilities for $a_i, 1 \leq i \leq l_1$ and $b_i, 1 \leq i \leq 2\beta$ that $a_i + b_i = 2\beta - 1$ for $i \in \{1, \ldots, l_1\}$. This implies that we need $\sum_{i=1}^{l_1} (a_i + b_i) = l_1 (2\beta - 1)$. Now note that the ‘homogeneous conditions’ in Eqs. (122) and (123) together mean that

$$\sum_{i=1}^{l_1} a_i + \sum_{i=1}^{2\beta} b_i = \sum_{i=1}^{l_1} (2\beta - 1).$$

Thus, we must set $b_{l_1+1}, \ldots, b_{2\beta} = 0$ if we want to construct the required term. This leaves us with finding all $a_i, b_i$ $1 \leq i \leq l_1$ such that all the following are satisfied,

$$a_i + b_i = 2\beta - 1,$$

$$\sum_{i=1}^{l_1} a_i = l_1 (l_1 - 1),$$

$$\sum_{i=1}^{l_1} b_i = l_1 (2\beta - l_1),$$

$$0 \leq b_i \leq 2\beta - l_1.$$

However, the latter two conditions imply that we must have $b_i = 2\beta - l_1$ for all $1 \leq i \leq l_1$ which in turn gives us that $a_i = l_1 - 1$ for all $1 \leq i \leq l_1$, and these are the only possible choices. This exactly matches the construction described following Eq. (106). The case for $q \in \{2, \ldots, k\}$ follows similarly.
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