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We analytically investigate the thermodynamic variables of a hot and dense system, in the framework of the Tsallis non-extensive classical statistics. After a brief review, we start by recalling the corresponding massless limits for all the thermodynamic variables. We then present the detail of calculation for the exact massive result regarding the pressure – valid for all values of the $q$-parameter – as well as the Tsallis $T^*$, $\mu^*$ and $m^*$-parameters, the former characterizing the non-extensivity of the system. The results for other thermodynamic variables, in the massive case, readily follow from appropriate differentiations of the pressure, for which we provide the necessary formulas. For the convenience of the reader, we tabulate all of our results. A special emphasis is put on the method used in order to perform these computations, which happens to reduce cumbersome momentum integrals into simpler ones. Numerical consistency between our analytic results and the corresponding usual numerical integrals are found to be perfectly consistent. Finally, it should be noted that our findings substantially simplify calculations within the Tsallis framework. The latter being extensively used in various different fields of science as for example, but not limited to, high-energy nuclear collisions, we hope to enlighten a number of possible applications.
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I. INTRODUCTION

Phenomena best described by power law distributions are present in various branches of physics\textsuperscript{[1-3]} and the Tsallis power law distribution\textsuperscript{[4]} is able to describe a number of those\textsuperscript{[5]}.

One of the interesting features of this distribution is that it bridges the power law type of distributions to the exponential ones. As can be seen from Sec. (II), the Tsallis distribution itself is a power law for values of the $q$-parameter greater than one, while it reproduces the usual Boltzmann-Gibbs distribution in the limit $q \to 1$.

This framework is then extensively used in order to describe transverse momentum distributions in high energy collisions. The PHENIX and STAR collaborations\textsuperscript{[6-8]} at the Relativistic Heavy Ion Collider (RHIC) in BNL and the ALICE, ATLAS and CMS collaborations\textsuperscript{[9-14]} at the Large Hadron Collider (LHC) in CERN, have indeed pioneered the use of this distribution in the field of experimental particle physics. Successful descriptions of the experimental transverse momentum distribution, the longitudinal momentum fraction distribution as well as the rapidity distribution of hadrons, off the $e^+e^-$ and $p\rightarrow p$ collisions have been obtained in Refs.\textsuperscript{[15-21]}.

The distribution is essentially described by two parameters: The first one, namely $q$, allows for interpolating between a power like behavior and an exponential one, while the second is the Tsallis temperature $T$. It is also possible to supplement the parameters with a mass $m$ and a set of chemical potentials. In the present work we will restrict ourselves to one species, the generalization to a finite number of species is straightforward. Interpreting the $q$ and $T$ parameters in terms of the parameters of the usual Boltzmann-Gibbs distribution – a question of much conceptual interest – has been investigated and we point out Ref.\textsuperscript{[22]} for more information on the matter.

Before proceeding further, we would like to draw the attention of the reader on the long standing latent controversy about potential conceptual problems within this framework. The predictive power of the framework, for example, did receive some attention in Refs.\textsuperscript{[23-25]}. This question had been raised upon the release of an interesting paper\textsuperscript{[26]} where it has been explicitly shown, though in two specific examples only, that some expected to be power like distributions turned out to be actually exponential ones. As a matter of fact, the present work is intentionally void of any such investigations, as we do not aim at these questions at all. Instead, we take this framework as a starting point and use a rigorous method in order to access analytic results regarding the underlying thermodynamics. As it is presently widely used, we hope that our work will be able to help in a number of related applications and investigations.

As previously mentioned, the Tsallis thermodynamics defined for $q \geq 1$ reduces to the Boltzmann-Gibbs one in the limit $q \to 1$. And just like for the Boltzmann statistics, one can describe Tsallis thermodynamic variables such as the number density, the energy density, the pressure and the entropy density, for values of $q$ above one. We refer to Sec. (II) for a more detailed introduction on this topic. As is well known, analytical expressions for the Boltzmann thermodynamic variables can be represented in terms of modified Bessel functions. There have been attempts to obtain their counterparts in the Tsallis framework, in the massive case, by Taylor expanding and further truncating the distribution\textsuperscript{[27-29]} prior to integrate over the momentum. Up to recently, the state-
of-the-art was an expansion up to and including the order $\mathcal{O}(q-1)^2$. However, such an early truncation of the series automatically affects the convergence properties of the results, which makes them ultimately restricted by ratios typically depending on values of the energy, the temperature and $q$. The latter being usually obtained by fitting actual experimental data, there is no control on the range of values for $q$. Unfortunately, the typical $q$ fitted values are most often beyond reach in respect to the convergence of the truncated expansion. This is one of the main reasons for analytically investigating the full massive results, valid for all $q$.

In this article, we then give explicit analytical representations for the Tsallis pressure in the massive case (from which one can obtain any thermodynamic variables by simple differentiations), making use of the well known Mellin-Barnes (MB) contour integral representation (see Ref. [33] and Refs. [31, 32] for reviews and references on this topic), applied to the Tsallis distribution prior to integrate over the momentum. In this way, the typically cumbersome momentum integral is drastically simplified by means of mapping to the complex plane. It is then rather simple to perform this integration which, upon a careful choice in wrapping the contour onto one side of the real axis, finally leads to a series of residues involving the Gamma function. These type of series usually admit analytic closed forms in terms of hypergeometric functions. For the sake of cross-checking, the numerical integration of these variables using for example Mathematica, matches perfectly the numerical evaluation of the analytic formulas. As a consequence, we particularly hope that our exact results will replace lengthy and time consuming sub-routines among usual fitting procedures or so, and regarding a number of phenomenological uses especially (but not only) relevant to the LHC and RHIC.

This paper is organized as follows. We start with a brief review of the definitions for the Tsallis thermodynamic variables in the next section (II), based on a form of the Tsallis distribution described in detail in Refs. [28]–[30]. In Sec. (III), we tabulate all of our forthcoming results, before to explicitly calculate the Tsallis thermodynamic variables in the massless limit, in Sec. (IV). We then generalize the calculation to the massive case and give the full detail of the computation for the corresponding Tsallis pressure, in Sec. (V). Finally, in Sec. (VI), we present a summary of our results.

II. REVIEW OF THE TSALLIS THERMODYNAMICS

The Tsallis thermodynamic quantities, for a system of massive particles, can be written as integrals over certain combinations of the Tsallis distribution $f$, the modulus of the momentum $p = |\mathbf{p}|$ and the energy $E_p = \sqrt{p^2 + m^2}$.

The distribution is defined for any $q \geq 1$ by

$$f \equiv \left[1 + (q-1) \frac{E_p(m) - \mu}{T}\right]^{-\frac{1}{q-1}},$$

which, aside from $q$ and $T$ contains also the chemical potential $\mu$ as a parameter. It is now obvious that the above reduces to the Boltzmann-Gibbs exponential distribution, in the limit $q \to 1$.

It can be shown (see Ref. [34] for more details) that the total entropy $S$, the total particle number $N$, the total energy $E$, and the pressure $P$ are given by

$$S = sV \equiv -gV \int \frac{d^3p}{(2\pi)^3} \left[ f^q \ln_q f - f \right],$$

$$N = nV \equiv gV \int \frac{d^3p}{(2\pi)^3} f^q,$$

$$E = \epsilon V \equiv gV \int \frac{d^3p}{(2\pi)^3} E_p f^q,$$

$$P \equiv g \int \frac{d^3p}{(2\pi)^3} \frac{p^2}{3E_p} f^q,$$

where we note that the lower case letters stand for the corresponding densities, $V$ being the volume and $q$ the degeneracy factor. Let us, from now on, use the variable $\delta q \equiv q - 1$ instead of $q$, as it will turn out to simplify most of our expressions.

We notice that the $\ln_q$ function, present in Eq. (2), is a specific $q$-logarithm defined for $\delta q \geq 0$ by

$$\ln_q x \equiv 1 - x^{-\delta q} \frac{\delta q}{\delta q}.$$

It interpolates between polynomial functions and reduces to the natural logarithm, when $\delta q \to 0$. We further notice that the $q$-logarithm and the distribution must satisfy the relation below, for any $\delta q \geq 0$, that is both functions must be inverse of each other, like their analogs, and

$$\ln_q f \equiv 1 - \left[1 + \delta q X\right]^{-\frac{1}{\delta q}} = -X,$$

where in practice $X \equiv (E_p - \mu)/T$.

We see that the above obviously holds for $\delta q = 0$, as the $q$-functions become respectively the natural logarithm and the exponential function. The latter being the argument of the former, the natural logarithm does not lay onto the branch cuts as the exponential is always positive regardless of the sign of $X$. However, when $\delta q > 0$, the nature of the involved functions changes drastically. Thus, we see that for Eq. (7) to hold, we need $1 + \delta q X > 0$ so that both $q$-power functions are single valued for non-integer values of the respective powers. When $\delta q > 0$, this requirement amounts to the condition that either $E_p \geq \mu$ or $m \geq \mu$, or else $m < \mu$ and $\delta q < T/(\mu - E_p)$ if $E_p < \mu$.

Therefore, we see that in order to keep the $q$-logarithm statistically meaningful (as related to the entropy), we
basically need to restrict ourselves from asymptotically dense systems or enforce a specific constraint on the $\delta q$ variable. We shall then assume all the necessary conditions to be fulfilled, along the rest of the paper. Notice that the simpler case $m \geq \mu$ is by far more common in most of the practical situations. We will then focus, from now on, on that situation unless probing the massless limit. However, we point out that the analysis of our computations and results, especially regarding the convergence regions for $\delta q$, relevant to the case $m < \mu$ can also be readily obtained.

Now, given the definitions \((2), (3), (4),\) and \((5)\), it is very easy to show, using integration by parts, that these integrals correspond to the physical quantities, and hence must obey the fundamental equation of thermodynamics

$$\epsilon + P = Ts + \mu n,$$

only if $\delta q$ is constrained to be strictly smaller than $1/3$. We will come back later to this constraint on $\delta q$, as it will explicitly appear when working out the analytic structures of the corresponding integrals in the massless case.

Therefore, from now on, we shall keep in mind that the consistency of the framework requires that we have $0 \leq \delta q < 1/3$ together with the above constraints on the parameters, namely the mass and the chemical potential which we chose to be $m \geq \mu$. We point out that the latter is consistent with most of the physical situations that are to be encountered when applying the present results.

One can also show \cite{24} that the use of $f'$ instead of $f$ in order to define the thermodynamic variables leads to the usual thermodynamic consistency conditions such as

$$T = \frac{\partial \epsilon}{\partial s} \bigg|_n, \quad \mu = \frac{\partial \epsilon}{\partial n} \bigg|_s, \quad n = \frac{\partial P}{\partial \mu} \bigg|_T, \quad s = \frac{\partial P}{\partial T} \bigg|_\mu.$$  \hfill (9)

From the first of the above equations, it is obvious that the variable $T$ appearing in Eq. \((1)\) is a thermodynamic temperature, hence more than just another parameter.

Using the Tsallis distribution, the particle spectrum can be written by means of more appropriate variables, \(e.g.,\) in the context of High-Energy Physics (HEP), as

$$\frac{dN}{d\sqrt{s}dy} = \frac{gV}{(2\pi)^2} p_T m_T \cosh y \left( 1 + \frac{m_T \cosh y - \mu}{T} \right)^{-\frac{1+\delta q}{\delta q}},$$  \hfill (10)

where $p_T \equiv \sqrt{p_x^2 + p_y^2}$ and $m_T \equiv \sqrt{p_T^2 + m^2}$ are the transverse momentum and the transverse mass respectively, $m$ being the bare mass.

Since the value of $\delta q$ is usually quite close to 0 in HEP, the Tsallis distribution can be Taylor expanded \cite{27,29} to yield analytical approximations of the Tsallis thermodynamic variables. However, as previously mentioned, the (too early) termination of the series implies a certain number of constraints on the energy, the temperature and the $\delta q$ values. This is of course due to the fact that a Taylor expansion of such a function, around $\delta q \approx 0$, effectively amounts to a Taylor expansion around $\delta q (m_T \cosh - \mu)/T \approx 0$ (see Ref. \cite{28} for more details)

Another simplification is possible, in the massless limit, where the Tsallis thermodynamic variables have been found to be analytically computable (see the Appendix A of Ref. \cite{37} for a detailed computation), and that will be the subject of our discussion in Sec. \((IV)\). Before to do so, let us summarize all of our results, for the convenience of the readers interested in direct applications.

## III. READY TO USE FORMULAS

### A. Thermodynamic variables for $m = 0$ and $\mu = 0$

Below, we list the final results for the main thermodynamic variables in the massless case, and with vanishing chemical potential. Those read

$$P = \frac{g T^4}{6\pi^2} \frac{1}{(1 - \delta q) \left( \frac{1}{2} - \delta q \right) \left( \frac{1}{3} - \delta q \right)},$$  \hfill (11)

$$\epsilon = \frac{g T^4}{2\pi^2} \frac{1}{(1 - \delta q) \left( \frac{1}{2} - \delta q \right) \left( \frac{1}{3} - \delta q \right)},$$  \hfill (12)

$$s = \frac{2g T^3}{3\pi^2} \frac{1}{(1 - \delta q) \left( \frac{1}{2} - \delta q \right) \left( \frac{1}{3} - \delta q \right)},$$  \hfill (13)

$$n = \frac{g T^3}{2\pi^2} \frac{1}{(1 - \delta q) \left( \frac{1}{2} - \delta q \right)}.$$  \hfill (14)

All results are valid for $0 \leq \delta q < 1/3$, as required from the consistency of the framework.

### B. Thermodynamic variables for $m = 0$ and $\mu \neq 0$

Below, we list the final results for the main thermodynamic variables in the massless case, but with a finite chemical potential. Those read

$$P = \frac{g T^4}{6\pi^2} \frac{1 - \delta q \mu \frac{3\delta q - 1}{\delta q}}{(1 - \delta q) \left( \frac{1}{2} - \delta q \right) \left( \frac{1}{3} - \delta q \right)},$$  \hfill (15)

$$\epsilon = \frac{g T^4}{2\pi^2} \frac{1 - \delta q \mu \frac{3\delta q - 1}{\delta q}}{(1 - \delta q) \left( \frac{1}{2} - \delta q \right) \left( \frac{1}{3} - \delta q \right)},$$  \hfill (16)

$$s = \frac{g T^3}{6\pi^2} \frac{4 - \mu \frac{\delta q - 1}{\delta q} - \mu \frac{\delta q - 1}{\delta q}^{2^{\frac{3}{\delta q - 1}}}}{(1 - \delta q) \left( \frac{1}{2} - \delta q \right) \left( \frac{1}{3} - \delta q \right)},$$  \hfill (17)

$$n = \frac{g T^3}{2\pi^2} \frac{1 - \mu \frac{\delta q - 1}{\delta q}^{\frac{2^{\frac{3}{\delta q - 1}}}}}{(1 - \delta q) \left( \frac{1}{2} - \delta q \right)}.$$  \hfill (18)

Again, all results are valid for $0 \leq \delta q < 1/3$ as required from the consistency of the framework, and this time the additional constraint $\delta q < T/\mu$ needs to be supplemented.
(which happens to guarantee the absence of branch cuts, given the \( \delta q \)-power functions containing ratios of such a combination \( \delta q \mu / T \)).

C. Pressure for \( m \neq 0 \) and \( \mu \neq 0 \) in the upper \( \delta q \)-region

Below, we display the final result for the full pressure in the massive case, with a finite chemical potential, evaluated in the upper \( \delta q \)-region

\[
P_U = \frac{g m^4}{16\pi^2} \left( \frac{T}{\delta q m} \right)^{1+\frac{\delta q}{m}} \left[ \frac{\Gamma \left( \frac{1-3\delta q}{2\delta q} \right)}{\Gamma \left( \frac{1+2\delta q}{2\delta q} \right)} \times 2F1 \left( \frac{1 + \delta q}{2\delta q}, \frac{1 - 3\delta q}{2\delta q}, \frac{1}{2} \left( \frac{\delta q \mu - T}{\delta q m} \right)^2 \right) \right]
+ 2 \left( \frac{\delta q \mu - T}{\delta q m} \right) \times \frac{\Gamma \left( \frac{1-2\delta q}{2\delta q} \right)}{\Gamma \left( 1 + \frac{\delta q}{2\delta q} \right)} \times 2F1 \left( \frac{1 + 2\delta q}{2\delta q}, \frac{1 - 2\delta q}{2\delta q}, \frac{3}{2} \left( \frac{\delta q \mu - T}{\delta q m} \right)^2 \right),
\]

which is valid for \( 0 \leq \delta q < 1/3 \) required from the consistency of the framework, and \( \delta q > T/(m + \mu) \) from the convergence of the Gauss hypergeometric functions.

D. Pressure for \( m \neq 0 \) and \( \mu \neq 0 \) in the lower \( \delta q \)-region

Below, we display the final result for the full pressure in the massive case, with a finite chemical potential, evaluated in the lower \( \delta q \)-region

\[
P_L = \frac{g m^4}{\pi^2} \left( \frac{T/2}{T - \mu \delta q} \right)^{1+\frac{\delta q}{m}} \left[ \left( \frac{\delta q^2 (2 - \delta q)}{(1-3\delta q)(1-2\delta q)(1-\delta q)} \right) \Gamma \left( \frac{1}{\delta q} \right) \right]
\times 2F1 \left( \frac{1 + 2\delta q}{2\delta q}, \frac{1 + \delta q}{2\delta q}, \frac{2 - \delta q}{2\delta q}, 1 - \left( \frac{\delta q m}{T - \mu \delta q} \right)^2 \right),
\]

which is valid for \( 0 \leq \delta q < 1/3 \) required from the consistency of the framework, and \( \delta q < T/(m + \mu) \) from the convergence of the Gauss hypergeometric function.

IV. THERMODYNAMIC VARIABLES IN THE MASSLESS LIMIT

Let us define a more general integral, encompassing all variables in the massless limits present in the literature, and reproducing Eqs. (2), (3), (4), and (5), by

\[
I(\alpha, \beta) \equiv \int \frac{d^3 p}{(2\pi)^3} \frac{p^{\beta-2}}{\left[ 1 + \delta q \frac{p^2}{T^2} \right]^{\frac{\alpha}{m}}},
\]

where here, \( \alpha \) and \( \beta \) are nothing but just handy variables, the former being set to either \( 1 + \eta q \) or \( 1 \) at the end, in order to recover the thermodynamic variables.

The above integral is built to converge, in three dimensions, upon some constraints on the various parameters. Those encompass the fact that the integrand shall only assume real values, and the usual infrared and ultraviolet convergence conditions. The conditions for the massless case turn to be

\[
1 + \text{Re} (\beta) > 0, \quad \text{Re} (\alpha) > 0,
\]

\[
T > \delta q \mu, \quad \delta q < \frac{\text{Re} (\alpha)}{1 + \text{Re} (\beta)},
\]

for which we see that the first two are trivially accomplished, given the actual relevant set of integrals we wish to compute. The last two, on the other hand, are not trivial at all. Given the usual \( \alpha \) and \( \beta \) values we are interested in, e.g., some combinations of \( \alpha = 1 + \delta q, 1 \) and \( \beta = 2, 3 \), we see that \( \delta q \) must indeed be bounded at least by \( \delta q < 1/3 \), as we previously mentioned. This being said, the remaining constraint on the \( T \) and \( \mu \) parameters is either not needed in the case \( E_p \geq \mu \), or fulfilled if \( m < \mu \) with \( \delta q < T/(\mu - E_p) \) and \( E_p \leq \mu \), only here for \( m = 0 \) in both cases. Notice that this last constraint brings an overall limit for the chemical potential, which is \( \mu < 3T \). Thus, we see again that this framework must be kept away from asymptotically dense systems.
We are now going to investigate the general integral that one can use to both express all the thermodynamic variables, and account for the different massless variables used in the literature. Before doing so, let us notice that

\[ n = \mathcal{I}(\alpha = 1 + \delta q, \beta = 2) \]

for the particle number density, as well as

\[ \epsilon = \mathcal{I}(\alpha = 1 + \delta q, \beta = 3) \]

for the energy density and

\[ P = \mathcal{I}(\alpha = 1 + \delta q, \beta = 3)/3 \]

for the pressure.

A. Computing the general massless integral

After having performed the angular momentum integration, and upon redefining the variable \( p \) such that \( p' = 1 + \delta q (p - \mu)/T \), we can compute [21] using an integral representation for the so-called Beta function

\[ B(a, b) \equiv \frac{\Gamma(a) \Gamma(b)}{\Gamma(a + b)} = \int_0^\infty du \ u^{a-1} (1 + u)^{-(a+b)}, \quad (24) \]

where the last equality is only valid for strictly positive real parts of both parameters. Doing so, we obtain

\[ \mathcal{I}(\alpha, \beta) = \frac{g T^{1+\beta}}{2\pi^2} \frac{(1 - \delta q \frac{\mu}{T})^{1+\beta - \frac{\alpha}{\delta q}}}{\delta q^{1+\beta}} \times \frac{\Gamma\left(\frac{\alpha}{\delta q} - 1 - \beta\right) \Gamma(1 + \beta)}{\Gamma\left(\frac{\alpha}{\delta q}\right)}, \quad (25) \]

with the set of constraints [22] and [23]. We then notice our result agrees with the one previously derived in [37].

B. Number density

In the massless limit, the number density can then be obtained from Eq. (25) by setting \( \alpha = 1 + \delta q \) and \( \beta = 2 \). Simplifying the arguments of some of the Gamma functions, we then arrive at

\[ n = \frac{g T^3}{2\pi^2} \frac{(1 - \delta q \frac{\mu}{T})^{2\delta q - 1}}{(1 - \delta q) \left(\frac{1}{2} - \delta q\right)}. \quad (26) \]

From the above expression, we see that the number density is divergent at \( \delta q = 1/2 \), 1 which in the light of the previous discussion, implies that the condition of convergence for the corresponding integral is \( 0 \leq \delta q < 1/2 \). However, we recall that for \( \delta q \) above 1/3, other thermodynamic quantities do not make sense anymore, as we are going to see in the next subsections. Therefore, the physically relevant range remains \( 0 \leq \delta q < 1/3 \), which is fairly enough to encompass values relevant to HEP.

C. Energy density

Similarly, the massless energy density can be obtained from Eq. (25) by setting \( \alpha = 1 + \delta q \) and \( \beta = 3 \). Using the same tricks as above, we then arrive at

\[ \epsilon = \frac{g T^4}{2\pi^2} \frac{(1 - \delta q \frac{\mu}{T})^{2\delta q - 1}}{(1 - \delta q) \left(\frac{1}{2} - \delta q\right) \left(\frac{1}{3} - \delta q\right)}. \quad (27) \]

This time, from the above expression, we see that the energy density diverges at \( \delta q = 1/3 \), 1/2, 1, which again shows that the condition of convergence for the corresponding integral is \( 0 \leq \delta q < 1/3 \), precisely the physically relevant range that we just mentioned.

D. Pressure

In the massless limit, the pressure can be obtained from Eq. (25) by setting \( \alpha = 1 + \delta q \) and \( \beta = 3 \), and dividing by 3. Using the same methods as above, this gives us

\[ P = \frac{g T^4}{6\pi^2} \frac{(1 - \delta q \frac{\mu}{T})^{2\delta q - 1}}{(1 - \delta q) \left(\frac{1}{2} - \delta q\right) \left(\frac{1}{3} - \delta q\right)}, \quad (28) \]

and we see that for a system of massless free classical particles following the Tsallis Statistics, we indeed have \( P = \epsilon/3 \). In this case also, divergences arise at \( \delta q = 1/3 \), 1/2, 1, and the range of convergence is the physically relevant one \( 0 \leq \delta q < 1/3 \).

E. Entropy density

Finally, we note from Eq. (2) that the entropy density can also be straightforwardly obtained as

\[ s = \frac{1 + \delta q}{\delta q} \mathcal{I}(\alpha = 1, \beta = 2) - \frac{\mathcal{I}(\alpha = 1 + \delta q, \beta = 2)}{\delta q}. \quad (29) \]

By doing so, we get

\[ s = \frac{g T^3}{6\pi^2} \frac{(4 - \frac{\mu}{T} - \delta q \frac{\mu}{T}) \left(1 - \delta q \frac{\mu}{T}\right)^{2\delta q - 1}}{(1 - \delta q) \left(\frac{1}{2} - \delta q\right) \left(\frac{1}{3} - \delta q\right)}, \quad (30) \]

with again divergences at \( \delta q = 1/3 \), 1/2, 1, which are avoidable if \( \delta q \) is in the physically relevant range \( 0 \leq \delta q < 1/3 \). Notice that the above result matches the entropy obtained by plugging in all the results but the entropy, into the fundamental thermodynamic equation (8).

We finally notice that the above results satisfy the fundamental equation of thermodynamics, and that each variables is related to the pressure via the relevant derivative, as it should be.

V. THE PRESSURE FOR SYSTEMS WITH MASSIVE PARTICLES

Unlike usual situations when applying MB techniques, we will not keep the number of spatial dimensions arbitrary as our integrals are defined to be convergent in the physically acceptable range \( 0 \leq \delta q < 1/3 \).
In the following, we shall always assume the above constraint, consistent with the Tsallis statistics, to be true (see Sec. (11) for more details). We also chose, for the sake of argument, \( m \geq \mu \) — keeping in mind that situations with bigger chemical potential than the mass can easily be implemented as well.

We now turn toward the integral in Eq. (31), integrate over the angular part and perform the change of variable \( p \to k = p/m \). Doing so, the expression for the massive pressure can be rewritten as

\[
P = \frac{g m^4}{6\pi^2} \int_0^\infty \frac{dk}{\sqrt{1+k^2}} \left. \frac{k^4}{1} \times \frac{1}{\{1 - \delta q \frac{\mu}{\tau} + \{\delta q \frac{\mu}{\tau} \sqrt{1+k^2}\}^{1+\frac{1}{\delta q}}} \right) .\]  (31)

We then recall the MB contour integral representation (again, see [31], [32], and [30] for more details)

\[
\frac{1}{(X+Y)^\lambda} = \int_{e^{-i\pi}}^{e^{+i\pi}} \frac{dz/(2i\pi)}{z-\lambda} \left[ \frac{\Gamma(-z)}{\Gamma(\lambda + z)} \frac{\Gamma(\lambda + z)}{\Gamma(\lambda)} \frac{Y^z}{X^{\lambda+z}} \right] , \quad \lambda \neq 0,
\]  (32)

valid here for \( \text{Re} (\lambda) > 0 \) and \( \text{Re} (\epsilon) \in (-\text{Re}(\lambda), 0) \). No-
tice that in the present case, \( \lambda \) has no imaginary part.

We can now apply the above formula to the \( \delta q \)-dependent denominator in (31), since \( (1+\delta q)/\delta q > 0 \) is fulfilled given the previous assumptions. We do so with \( X = \delta q \frac{m}{T} \sqrt{1+k^2} \), \( Y = 1 - \delta q \frac{\mu}{T} \), and \( \lambda = (1+\delta q)/\delta q \), change the order between the contour and the momentum integrals relying upon the convergence of the involved expressions, and finally obtain

\[
P = \frac{g m^4 \delta q}{2\pi^2 \Gamma(\frac{1+\delta q}{\delta q})} \int_{e^{-i\pi}}^{e^{+i\pi}} \frac{dz/(2i\pi)}{z-\lambda} \left[ \frac{(T - \delta q \frac{\mu}{\delta q m})^z}{\delta q m} \Gamma(-z) \Gamma \left( z + \frac{1 + \delta q}{\delta q} \right) \int_0^\infty \frac{dk}{\sqrt{1+k^2}} \left. \frac{k^4}{(1+\frac{j}{\delta q})^{1+\frac{1}{\delta q}}} \right) \right] .\]  (33)

We now want to perform the momentum integral in (33). We see that this integral introduces another parameter, namely \( z \), for which another constraint will be needed. Given the constraint which as previously seen naturally introduces an upper bound \( \delta q < 1/3 \), we see that for the above momentum integral to be convergent we only further need \( \text{Re} (z) \geq 0 \). This new constraint clearly indicates that for further performing the last \( z \)-integral by wrapping the contour onto one of the two sides of the real axis, only one side will be allowed if we are not to analytically continue prior to wrap the contour: The one for which \( \text{Re} (z) \geq 0 \). Before to wrap the contour then, we shall keep the parameters and especially \( \delta q \) arbitrary, in such a way that the momentum integral remains convergent (basically, \( \delta q \) is kept far from \( \delta q = 0 \)). Then, when the contour is wrapped, we will be able to relax this arbitrary constraint.

In addition, unlike with usual MB representations, one of our parameter, namely \( \delta q \), is both present as a power and as a multiplicative factor that must control the convergence of the series of residues, when wrapping the contour to explicitly compute the \( z \)-integral. This last factual point complicates to quite some extent the use of this procedure, as it effectively introduces a non-trivial restricted range of validity for \( \delta q \), within the physically acceptable range \( 0 \leq \delta q < 1/3 \) — if we are to obtain a closed form expression for the thermodynamic functions valid at least somewhere in the physical range.

Within usual MB procedures, as the dimension of the space \( D \) is kept arbitrary, one can actually analytically continue the integrand of the contour integral as a function of \( D \), prior to wrap the contour onto the side which was originally forbidden by the constraint on \( z \), and obtain the corresponding closed form in the complementary part of the restricted range for \( \delta q \). Note that if we do so, we could access the originally forbidden \( \delta q \)-region and obtain the corresponding analytic result, only at the cost not to obtain a closed form expression, as a matter of fact in the present case. Consequently, as we chose not to keep the dimension arbitrary, we cannot proceed in the usual manner. However, this does not mean that we will not be able to access the complementary part of the restricted range over \( \delta q \), and in the end obtain a set of closed forms for the massive pressure within the whole physical range for \( \delta q \). To do so, in the forthcoming subsection, we will have to analytically continue the final closed result for the pressure – and not the integrand prior to wrap the contour – to the complementary \( \delta q \)-region. In this way, we will obtain a set of two formulas valid in two different ranges within \( 0 \leq \delta q < 1/3 \), both being complementary
Following the above procedure, and keeping in mind

\[ P = \frac{3 \, g \, m^4}{16 \pi^2} \delta q \frac{m}{T} \frac{1 - \delta q}{\delta q} \int_{-\infty}^{+\infty} dz/(2i\pi) \left[ \left( \frac{T - \delta q \mu}{\delta q \, m} \right)^z \times \Gamma \left( z + \frac{1 + 3\delta q}{2\delta q} \right) \right], \]  

(34)

that we must have \( \delta q \geq 0 \) such that the momentum integral does not diverge before wrapping the contour on the right positive part of the real \( z \)-axis, we obtain

where we recall that we must close the contour onto the right side, keeping then \( \text{Re}(z) \geq 0 \). The need to close the contour onto the right side, leads to an additional condition for the power inside the integrand whose absolute value must be then smaller than one, if we are to obtain a convergent subsequent series over residues. This further constraint amounts to consider \( \delta q \) such that

\[ \delta q > \frac{T}{m + \mu}. \]  

(35)

given our choice \( m \geq \mu \), and with the overall requirement

\[ P = \frac{3 \, g \, m^4}{32 \pi^2} \frac{\delta q \, m}{T} \frac{1 - \delta q}{\delta q} \int_{-\infty}^{+\infty} dz/(2i\pi) \left[ \left( \frac{T - \delta q \mu}{\delta q \, m} \right)^z \times \frac{1}{\Gamma(z + \frac{1 + 3\delta q}{2\delta q})} \times \frac{1}{\Gamma \left( z + \frac{1 + 3\delta q}{2\delta q} \right)} \right] \],

(36)

as will be detailed in the next subsection.

A. Pressure in the upper \( \delta q \)-region

Closing the contour onto the right side in (37) and further simplifying the integrand, the resulting series representation for the pressure turns to be

\[ P_U = \frac{g \, m^4}{32 \pi^2} \delta q \frac{m}{T} \frac{1 - \delta q}{\delta q} \sum_{k=0}^{\infty} \left[ (-1)^k \frac{(T - \delta q \mu)}{\delta q \, m} \right]^{2k} \frac{1}{\Gamma \left( z + \frac{1 + 3\delta q}{2\delta q} \right)} \frac{1}{\Gamma \left( k + \frac{1 + 3\delta q}{2\delta q} \right)} \]  

(38)

valid in the upper \( \delta q \)-region (35) of \( 0 \leq \delta q < 1/3 \), given the previous assumptions on \( m \) and \( \mu \).

Finally, the above series representation admits the following closed form, which we 'aesthetically improved'
\[ P_L = \frac{g}{\pi^2} \left( \frac{T/2}{T - \mu \delta q} \right)^{1+\delta q/2} \left[ \frac{\delta q^2 (2 - \delta q) \Gamma \left( \frac{1}{3\delta q} \right)}{(1 - 3\delta q)(1 - 2\delta q)(1 - \delta q) \Gamma \left( \frac{2+\delta q}{2\delta q} \right)} \right] + 2, \]

\[ \times 2F_1 \left( \frac{1+2\delta q}{2\delta q}, \frac{1+\delta q}{2\delta q}, \frac{2-\delta q}{2\delta q}, 1 - \left( \frac{\delta q m}{T - \mu \delta q} \right)^2 \right), \]

provided that \( \delta q \mu < T \), which is automatically satisfied since in this region we have \( (m + \mu)\delta q \leq T \).

VI. OTHER THERMODYNAMIC VARIABLES

Other thermodynamic variables like the number density \( n \), the entropy density \( s \) and the energy density \( \epsilon \) can be obtained using the following relations

\[ n = \frac{\partial P}{\partial \mu} \bigg|_T, \quad s = \frac{\partial P}{\partial T} \bigg|_\mu, \quad \epsilon = T \frac{\partial P}{\partial T} \bigg|_\mu + \mu \frac{\partial P}{\partial \mu} \bigg|_T - P. \tag{41} \]

The derivatives of the hypergeometric functions (with respect to \( T \) or \( \mu \)) appearing inside the analytical expression of pressure can be computed using the following chain rule (here for the temperature only)

\[ \frac{\partial \, 2F_1[a, b, c; f(T, \mu)]}{\partial T} = \frac{\partial \, 2F_1[a, b, c; f(T, \mu)]}{\partial f} \cdot \frac{\partial f}{\partial T}. \tag{42} \]

B. Pressure in the lower \( \delta q \)-region

Using the analytic continuation of the Hypergeometric functions from \([38]\), we get the pressure in the region \( \delta q \leq T/(m + \mu) \) which reads, after some more simplifications noticing the fact that

\[ \frac{\partial \, 2F_1[a, b, c; f]}{\partial f} = \frac{a \cdot b}{c} \cdot 2F_1[a + 1, b + 1, c + 1; f]. \tag{43} \]

VII. SUMMARY

The thermodynamic variables which arise in Tsallis non-extensive thermodynamics have been investigated analytically. For the massless case with zero chemical potential, simple analytic expressions were obtained and presented in Eqs. \((1)\) to \((14)\), as well as in Eqs. \((15)\) to \((18)\) when considering a non-zero chemical potential. Limits on the non-extensive variable \( q \) have been presented, leading to a physically meaningful range of \( 0 \leq q < 4/3 \). The case of massive particles turns to be considerably more involved, and use was made of the Mellin-Barnes contour integral representation.

Explicit and detailed analytic results have been presented for the pressure in Eqs. \((19)\) and \((20)\). The corresponding results for the number density, the energy density and the entropy density can be obtained in a straightforward manner by taking appropriate derivatives of the pressure. The results obtained reduce cumbersome momentum integrals, so-far performed numeri-
cally, into simpler analytic expressions. The consistency between our analytic results and the numerical integrals has been checked.

Finally, our findings simplify calculations within the Tsallis framework used in high-energy nucleus collisions and in other fields of research, where non-extensive statistics happen to be relevant.
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