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Abstract

Gait recognition is an important AI task, which has been progressed rapidly with the development of deep learning. However, existing learning based gait recognition methods mainly focus on the single domain, especially the constrained laboratory environment. In this paper, we study a new problem of unsupervised domain adaptive gait recognition (UDA-GR), that learns a gait identifier with supervised labels from the indoor scenes (source domain), and is applied to the outdoor wild scenes (target domain). For this purpose, we develop an uncertainty estimation and regularization based UDA-GR method. Specifically, we investigate the characteristic of gaits in the indoor and outdoor scenes, for estimating the gait sample uncertainty, which is used in the unsupervised fine-tuning on the target domain to alleviate the noises of the pseudo labels. We also establish a new benchmark for the proposed problem, experimental results on which show the effectiveness of the proposed method. We will release the benchmark and source code in this work to the public.

1 Introduction

Gait recognition is an important task and has many artificial intelligence (AI) applications, e.g., video surveillance. Existing gait recognition methods can be categorized into two types, i.e., the appearance-based (Chai et al. 2022; Fan et al. 2020; Lin, Zhang, and Yu 2021) and model-based (Liao et al. 2020; Li et al. 2021; Wang, Chen, and Liu 2022), where the former uses the RGB image or binary silhouette sequence of a pedestrian as input and the latter uses the human pose sequence. For both of them, most state-of-the-art methods are developed based on the deep learning models, which are significantly depended on the training datasets. At present, the mainstream datasets for gait recognition are CASIA-B (Yu, Tan, and Tan 2006) and OUMVLP (Takemura et al. 2018). These two datasets are both built in the laboratory environment, where the subjects all walk along a specific route and are captured by several fixed cameras. The gait recognition algorithms trained under this setting is not very practical in the real-world applications. Thus, an important problem is to extend the gait recognition from the laboratory environment (indoor) to the wild environment (outdoor).

In this work, we propose to study a new problem of unsupervised domain adaptive gait recognition (UDA-GR), that is to learn a gait identifier with the supervised labels in the source domain and apply it to the target domain without supervised model training. We are more interested in the cross-domain gait recognition from ‘indoor’ to ‘outdoor’ as discussed above. However, given the large difference between the indoor and outdoor environments, the proposed UDA-GR is a very challenging problem. Specifically, for the indoor environment, i.e., the laboratory (Figure 1(a)), multiple cameras are pre-installed with fixed locations and angles, subjects are repeatedly walking along a specific route, and the background is simple without change. This makes the gait sequence samples have no much additional discrimination, except for the different identifications. Also, the number of samples under different shooting angle and distance are uniformly distributed. In constraint, for the outdoor environment, e.g., the surveillance videos in the wild (Figure 1(b)), the subject trajectories are random, and the background is complex. This way, the gait samples are various, and the number of samples under different shooting conditions are unevenly distributed.

A similar problem to this work is UDA person Re-ID. As we observed, there are distinct styles in cross-domain person Re-ID samples, including backgrounds, lighting conditions,
resolutions, etc. A typical approach for this problem is to apply the GAN for performing the style transfer while keeping the person identity. Differently, for gait recognition datasets, such style gap does not exist, since the samples in gait recognition datasets are all binary silhouettes or human poses. Also, different from UDA Re-ID where the source and target domain dataset are similar and exchangeable, UDA gait recognition we explore in this paper has a typical attribute, i.e., the source domain is from the constrained indoor scene while the target domain is from the complex outdoor scene.

In this work, we develop an uncertainty regularization based UDA-GR framework. Specifically, the framework is composed of the source domain training, target domain pseudo label generation and fine-tuning stages. To handle the pseudo label noises under the large domain gap in this work, we apply a series gait transformations to simulate the outdoor gaits based on the indoor ones and use the feature discrepancy between the original and domain-transformed gaits to estimate the sample uncertainty. In the fine-tuning stage on the target domain, the samples with higher uncertainty are inclined to be inactive given the noises of the pseudo labels. The proposed simple and effective method achieves a promising result in UDA-GR compared to the existing gait recognition and UDA Re-ID methods.

The main contributions of this work are summarized as below. 1) This is the first work to study the unsupervised domain adaptive gait recognition (UDA-GR) from the indoor to outdoor scenes, which is promising to promote the gait recognition to be more practical. 2) We benchmark the UDA-GR problem by establishing four pairs of cross-domain datasets, in which we also build a new outdoor gait recognition dataset namely DukeGait. We further conduct the experiments on this benchmark to investigate the performance of the state-of-the-art gait recognition and UDA Re-ID methods. 3) We develop a simple and effective uncertainty estimation and regularization based UDA-GR method, by exploiting the sample uncertainty during the cross-domain learning. Experimental results show the effectiveness of the proposed method. We will release the benchmark and source code in this work to the public for promoting the researches on this new yet practical topic.

2 Related Work

Gait Recognition. Existing gait recognition methods can be mainly categorized into two types based on their raw input data, i.e., appearance-based (Huang et al. 2021; Fan et al. 2020; Lin, Zhang, and Yu 2021) and model-based (Liao et al. 2020; Li et al. 2021; Wang, Chen, and Liu 2022). Specifically, appearance-based methods generally extract discriminative features from the RGB image or binary silhouette sequence that represents the human gait. Among them, some works (Wu et al. 2016; Zhang et al. 2019a) compress the gait image sequence into a single template image, such as Gait Energy Image (GEI) (Han and Bhanu 2005), to treat gait recognition as a single-image-classification alike task. Other methods take the gait sequence as input and model the temporal informations through temporal pooling (Chao et al. 2019; Hou et al. 2020), LSTM (Zhang et al. 2019b,c) or 3D convolution (Lin, Zhang, and Bao 2020).

For another category, i.e., model-based methods, they take the skeleton data (Liao et al. 2017, 2020) or heatmaps (Feng, Li, and Luo 2016) extracted by pose estimation algorithms (Cao et al. 2017) as input and aim to model human body structure and walking patterns to achieve the gait recognition. For such methods, CNN is commonly applied to extract spatial features and the LSTM is then used to extract the temporal features. Recently, inspired by the outstanding performance of GCN on many computer vision tasks, some works (Teepe et al. 2021; Wang et al. 2022) have adopted the GCN for skeleton-based gait recognition.

For these two types of methods above, with respect to the performance on existing datasets, there is still a gap between skeleton-based and appearance-based methods, due to the inaccurate pose estimation results and limited information contained in the skeleton data. Therefore, we adopt the current mainstream appearance-based feature and explore its cross-domain adaptation for gait recognition in this work.

Gait Recognition Datasets. Existing gait recognition methods are almost all developed based on the two most popular indoor datasets, i.e., CASIA-B (Yu, Tan, and Tan 2006) and OUMVLP (Takeda et al. 2018). The two datasets are captured under predefined settings, that is, the subjects all walk along a fixed route and are captured by several fixed cameras. Many other datasets are also collected in the laboratory environment, e.g., CMU MoBo (Gross and Shi 2001), CASIA-A (Wang et al. 2003), CASIA-C (Tan et al. 2006), CASIA-E (Song et al. 2022), and TUM GAID (Hofmann et al. 2014), etc. More recently, Zhu et al. (2021) explored the outdoor gait recognition, and constructed the GREW dataset from natural videos in open systems. However, these datasets only focus on the single-domain gait recognition, where the styles of samples in the training set and testing set are similar. Note that, the indoor datasets for gait recognition are relatively easy to collect, but the algorithms based on them are not practical in the real world. The construction of the outdoor gait recognition datasets, especially for the identification annotation, is very laborious. So, it is significant to develop the unsupervised domain adaptation methods for gait recognition from indoor to outdoor.

Unsupervised Domain Adaptation (UDA). UDA aims to make the model trained on the source domain with label supervision to adapt to a target domain without annotated labels. It has been widely studied for decades and achieved significant results on many tasks, e.g., image classification (Lee et al. 2019), semantic segmentation (Toldo et al. 2020), and person re-identification (Zheng et al. 2021b). A closely related topic to this work is the UDA person Re-ID, where the persons from the source domain and the target domain maybe completely different in the camera style, light condition, etc. The approaches for this problem have been widely studied (Dai et al. 2021a). For example, the GAN-based methods (Deng et al. 2018; Wei et al. 2018) consider to adopt GAN to generate the new training data from the source domain with the style of the target domain, to learn domain-invariant features from the style-transferred images. Another series of clustering-based methods (Zheng et al. 2021b; Fu et al. 2019; Dubourvieux et al. 2021) generally generate
pseudo labels for unlabeled target-domain data first, and then fine-tune the pre-trained model (on the source domain) using the data with pseudo labels. Also, there are also other works (Zheng et al. 2021c; Zhong et al. 2019) propose to jointly train the network with the data from the source and target domains, using the similarities between the features of training samples and the instances in the memory bank.

However, there are few works to systematically study UDA for the gait recognition problem. Zheng et al. (2021a) made the first attempt for unsupervised cross-domain gait recognition, and proposed a transferable neighborhood discovery framework to address this task. However, both the source domain and target domain in this work are from indoor datasets, where real-world scenes are not considered. Different from that, we explore UDA gait recognition from the indoor dataset (source domain) to the outdoor dataset (target domain) in this paper, which is a valuable task with many theoretical investigations and practical applications.

### 3 Proposed Method

#### 3.1 Overview

The overall pipeline of the unsupervised domain adaptive gait recognition is illustrated in Figure 2. UDA-GR takes a fully labeled source domain dataset $\mathbb{D}^s = \{(x_i^s, y_i^s)\}_{i=1}^{N_s}$ and an unlabeled target domain dataset $\mathbb{D}^t = \{(x_j^t)\}_{j=1}^{N_t}$ as input, where $N_s$ and $N_t$ represent the number of gait sequences. For $i$-th gait sequence $x_i^s$ in the source domain dataset, the corresponding label $y_i^s \in \{1, 2, \cdots, C^s\}$ is provided, where $C^s$ is the number of identities. For $j$-th gait sequence $x_j^t$ in the target domain dataset, the corresponding identity label is unavailable. The goal of UDA-GR is to leverage both labeled source domain data and unlabeled target domain data to train a feature extractor and an identification classifier that can generalize well on the target domain.

We develop a general UDA-GR framework including three main steps (Section 3.2). First, given the gait sequence, we train the gait recognition network on the source domain with the given supervised labels. Then, on the target domain without supervision, we use the pre-trained feature extraction network together with a clustering algorithm for human identification, to get the pseudo labels. Finally, we fine-tune the network using the pseudo labels on the target domain. As discussed in Sections 3.3, there is a large domain gap between the source domain and the target domain. Also, in this work, the gait recognition on the target domain is always more difficult than that on source domain, which is different from the previous UDA person Re-ID task. This makes the pseudo labels on the target domain not very credible. To take full advantage of the pseudo labels, we propose a uncertainty-aware training strategy (Section 3.4).

#### 3.2 UDA Gait Recognition Framework

**Source domain training.** On the source domain, we apply an existing gait recognition model as the backbone network:

$$F^s_i = f(x_i^s | \theta), \quad p_i^s = \varphi(F^s_i),$$  \hspace{1cm} (1)

where $f(\cdot | \theta)$ denotes the feature extraction operation and $\theta$ denotes the parameters of the model, $F^s_i$ denotes the extracted feature of the gait sequence $x_i^s$. We use $\varphi(\cdot) = \text{softmax}(\text{FC}(\cdot))$ as the classifier function to map the feature into the probability vector $p_i^s \in \mathbb{R}^{C^s}$, which encodes the probabilities of $x_i^s$ belonging to each identity.

We train the model $f$ and $\varphi$ using the labeled source domain data with the discrepancy between predicted and the ground-truth results

$$L^s = \mathbb{E}[p_i^s - y_i^s],$$  \hspace{1cm} (2)

where $y_i^s$ is a one-hot vector, with $y_i^s(c) = 1$ if the index $c$ equals to the correct identify label $y_i^s$, else $y_i^s(c) = 0$. Specifically, the above loss, in this work, is implemented the combination of cross-entropy loss $L^s_{\text{ce}}$

$$L^s_{\text{ce}} = - \sum_c y_i^s(c) \log p_i^s(c).$$  \hspace{1cm} (3)

and the triplet loss

$$L^s_{\text{tri}} = [d(F^s_{a}, F^s_{p}) - d(F^s_{a}, F^s_{n}) + m]_+,$$  \hspace{1cm} (4)

**Pseudo label generation.** To take full advantage of the pseudo labels, we propose a uncertainty-aware training strategy (Section 3.4). For $i$-th gait sequence $x_i^s$, we get the predicted pseudo labels $r_i^s$ using the source domain samples with the given ground-truth labels. Then the clustering algorithm is applied on the features of unlabeled target-domain samples to achieve pseudo labels. Finally, we fine-tune the model using the target domain data with the predicted pseudo labels. We estimate the sample uncertainty based on the discrepancy between the original and transformed gait, which is used to modify the cross-entropy and triplet losses, to guide both the network pre-training and fine-tuning. Figure 2: Framework of the proposed method for UDA-GR. In the source domain pre-training stage, we pre-train the model using the source domain samples with the given ground-truth labels. Then the clustering algorithm is applied on the features of unlabeled target domain samples to achieve pseudo labels. Finally, we fine-tune the model using the target domain data with the predicted pseudo labels. We estimate the sample uncertainty based on the discrepancy between the original and transformed gait, which is used to modify the cross-entropy and triplet losses, to guide both the network pre-training and fine-tuning.
where $\mathbf{F}^a$, $\mathbf{F}^p$, $\mathbf{F}^t$ denote the feature of the anchor, positive, and negative sample, respectively. $d(\cdot, \cdot)$ denotes the Euclidean distance between the two feature vectors. $m$ denotes the margin of the triplet loss.

**Pseudo label generation.** We feed the target domain data into the above pre-trained model and get the initial target domain features $\{\mathbf{F}_t^1, \mathbf{F}_t^2, \cdots, \mathbf{F}_t^{N_t}\}$. We then apply a clustering algorithm $\text{Clu}(\cdot)$ on the features to compute clusters and predict pseudo labels for each target domain sample as

$$\{\hat{y}_t^1, \hat{y}_t^2, \cdots, \hat{y}_t^{N_t}\} = \text{Clu}(\{\mathbf{F}_t^1, \mathbf{F}_t^2, \cdots, \mathbf{F}_t^{N_t}\}), \quad (5)$$

where $\hat{y}_t^i \in \{1, 2, \cdots, C^t\}$ denotes the identity pseudo label for each target sample $x_t^i$, $C^t$ denotes the number of clusters.

**Target domain fine-tuning.** Finally, we fine-tune the model using the target domain data with the predicted pseudo labels. The loss function is defined as

$$L^t = E p_t^i - \hat{y}_t^i] + E [\hat{y}_t^i - y_t^i], \quad (6)$$

which is combined of the discrepancy between the prediction and the pseudo label (first term), and the discrepancy between the pseudo label and the ground-truth label (second term). The second term is a constant since the pseudo labels are fixed during the fine-tuning. Therefore, we actually optimize the first term in this stage. We also use the cross-entropy loss and triplet loss here. The pseudo label generation and model fine-tuning with pseudo labels are alternated until the model converges on the target domain.

### 3.3 Uncertainty Estimation

For the UDA-GR problem, there are significant distribution gap and scene difference between the source domain dataset (over 100 sequences for each subject in CASIA-B dataset (Yu, Tan, and Tan 2006), indoor scene, pre-fixed route, and horizontal-view camera) and target domain dataset (only average 5 sequences for each subject in GREW dataset (Zhu et al. 2021), outdoor scene, free route, and downward sloping top-view camera). This makes the generalization performance of the above UDA-GR framework not strong enough. This is because, when fine-tuning on the target domain, the generated pseudo labels contain unavoidable noise, which undeniably affects the subsequent feature learning. To handle this problem, we propose an uncertainty-aware training strategy to alleviate the negative influence of noisy pseudo labels on the target domain, based on the estimated uncertainty of each input sequence.

The uncertainty can be naturally formulated as

$$\text{Unc}(x_t^i) = D(\varphi(\mathbf{F}_t^i), y_t^i), \quad (7)$$

which denotes the discrepancy of the prediction as defined in Eq. (1) and the label $y_t^i$. On the target domain, the label $y_t^i$ is not available. A naive way is to utilize the pseudo label $\hat{y}_t^i$ to replace it. The uncertainty are then approximated as

$$\text{Unc}(x_t^i) \approx D(\varphi(\mathbf{F}_t^i), \hat{y}_t^i), \quad (8)$$

However, we can see from Eq. (6) that the predicted $p_t^i$ is compelled to close the pseudo labels $\hat{y}_t^i$. In this work, we adopt another approximation as

$$\text{Unc}(x_t^i) \approx D(\varphi(\mathbf{F}_t^i), \varphi(\tilde{\mathbf{F}}_t^i)), \quad (9)$$

As shown in Figure 3 (the first two rows), in gait recognition datasets, especially outdoor datasets with free-setting, some common and inevitable conditions, e.g., random walking direction, mutual occlusions, and camera view change, generally bring the changes to the silhouettes of the same subject. The gait recognition methods strive to handle such changes and learn robust feature representations from the samples of the same person under various conditions. This way, in this work, we estimate the uncertainty for the pseudo labels based on the consistency between feature representations under different conditions of the same subject.

Specifically, we design three gait sequence transformation manners, including random flip, random erase, and random perspective transformation, to simulate walking direction change, occlusion, and camera view change, respectively. The uncertainty for each sample is estimated based on the consistency between the feature vectors of the original gait sequence and the transformed one. Given a gait sequence sample $x_t^i$, we obtain three types of transformed samples $x_t^i, x_t^p, x_t^p$ through the above gait transformation manners, i.e., random flip, random erase, and random perspective transformation, as shown in Figure 3 (the third row). The transformed samples are fed into the model to get the corresponding feature representations $\mathbf{F}_t^i, \mathbf{F}_t^p, \mathbf{F}_t^p$ as $\tilde{\mathbf{F}}_t^i$ in Eq. (9).

Note that, in Eq. (9), the classifier $\varphi(\cdot)$ is changed with different output dimensions, since 1) the number of identities for training differs between the source and target domains, 2) the number of clusters during clustering on the target domain is changed. Therefore, we replace the predicted probability with the feature before the classification layer and get the uncertainty estimation as $u_t^i = D(\tilde{\mathbf{F}}_t^i, \tilde{\mathbf{F}}_t^i)$.

### 3.4 Uncertainty-regularized Learning

As discussed in the UDA-GR framework, we apply the modified cross-entropy loss and triplet loss as the total loss for network learning. We then discuss about how to use the un-
network and first train it on the source domain dataset by using GaitGL (Lin, Zhang, and Yu 2021) as our backbone.

3.5 Implementation Details

We use GaitGL (Lin, Zhang, and Yu 2021) as our backbone network and first train it on the source domain dataset by following the original training strategy in Lin, Zhang, and Yu (2021). During the fine-tuning stage, we apply the DBSCAN clustering algorithm (Ester et al. 1996) to generate pseudo labels for the target domain data. The function D defined in Section 3.3 is implemented by the cosine similarity on the source domain, and the learnable fully-connected layer on the target domain. All images are resized to $64 \times 44$. The length of input gait sequences is set to 30 during training, and the whole gait sequences are fed into the model to extract features during test. We use the Adam algorithm to optimize the model in all experiments.

4 UDA-GR Benchmark

We do not find the available benchmarks for gait recognition across the indoor and outdoor domain. Therefore, we aim to establish the benchmark for this problem. Specifically, for the indoor gait recognition dataset, we select two mainstream datasets, i.e., CASIA-B, OUMVLP. The outdoor gait recognition dataset is not common, an available one is the recent GREW dataset. In this work, we also collect a new outdoor gait dataset namely DukeGait based on previous work.

- CASIA-B (Yu, Tan, and Tan 2006) is an indoor dataset, which consists of 124 subjects captured from 11 views ($0^\circ, 18^\circ, 36^\circ, \ldots, 180^\circ$). Each subject under each view consists of 10 gait sequences under different conditions, i.e., six normal walking (NM), two carrying bag (BG), and two wearing coat (CL). Following Wu et al. (2016), 74 subjects are used for training and the rest 50 for testing.
- OUMVLP (Takemura et al. 2018) is also an indoor dataset, which consists of 10,307 subjects (5,114 males and 5,193 females with various ages) captured from 14 view angles ($0^\circ, 15^\circ, 30^\circ, \ldots, 180^\circ, 195^\circ, 210^\circ, \ldots, 270^\circ$). Each subject under each view consists of 2 gait sequences. Following the official partition setting, 5,153 subjects are used for training and the rest 5,145 subjects for testing.
- GREW (Zhu et al. 2021) is the first large-scale dataset for gait recognition in the wild, which consists of 26,345 subjects and 128,671 sequences, collected from 882 cameras in large public areas. In the official partition setting, 102,887 sequences of 20,000 subjects are used as the training set. Considering the comparable data scale with other datasets, from the GREW training set, we select the first 2,000 (00001-02000) subjects with 10,263 sequences as our training set, and the last 2,000 (18001-20000) subjects with 10,190 sequences for testing.
- DukeGait is a new outdoor dataset we created in this work. It is built based on the Duke Multi-Target Multi-Camera Tracking (DukeMTMC) dataset (Ristani et al. 2016), whose videos come from the surveillance video footage taken on Duke University’s campus. DukeMTMC is used for human tracking task, which uses 8 non-overlapped cameras located at different sites in the campus for recording the pedestrians for 85 minutes. It provides the human bounding boxes with unified IDs as the annotations. To obtain the gait recognition dataset, we first capture the trajectory of each pedestrian in a camera, which is then split into short tracks (about 200 frames). Besides, we also adopt an instance segmentation algorithm, i.e., HTC (Chen et al. 2019), to extract silhouettes from original RGB sequence. Finally, we use the bounding uncertainty in the framework.

Uncertainty-regularized target domain fine-tuning.

On the target domain, we use pseudo labels for model fine-tuning. Therefore, the higher uncertainty of a sample, the more noise it has, that is, the more likely it is assigned an incorrect pseudo label in the pseudo label generation stage. With the uncertainty, we propose to adjust the weight of each sample in the model fine-tuning phase. For an input sample with high uncertainty (noisy sample), we will reduce its penalty weight in the loss function, while for a sample with lower uncertainty, the weight will be increased.

Specifically, as in the definition of uncertainty-guided re-weighted loss in Arnab et al. (2020), based on Eq. (3), we modify the cross-entropy loss on the target domain as

$$L_{cse}^t = -(1 - u^t_i) \sum_c y^t_i(c) \log p^t_i(c) - \log(1 - u^t_i),$$

where $u^t_i$ denotes the uncertainty of $x^t_i$, whose value is in the range of $[0,1]$. For the triplet loss, based on Eq. (4), we adopt the policy in Zheng et al. (2021b) and calculate the pair credibility through

$$\omega_{ap}^t = (1 - u_a) + (1 - u_p), \quad \omega_{an}^t = (1 - u_a) + (1 - u_n),$$

where $u_a$, $u_p$, $u_n$ denote the estimated uncertainty of the anchor sample, positive sample and negative sample in a triplet, respectively. $\omega_{ap}^t$ denotes the pair credibility of the positive sample pair, and $\omega_{an}^t$ for the negative sample pair. The modified triplet loss on the target domain is defined as

$$L_{tri}^t = -[\omega_{ap}^t d(F^t_a, F^t_p) - \omega_{an}^t d(F^t_a, F^t_n) + m]_+,$$

where the lower pair credibility (the higher uncertainty) of a sample pair, the lower penalty weight of that in the loss, and thus the lower weight it makes to the model optimization.

Uncertainty-aware source domain training.

On the source domain training, we use the ground-truth identity labels for model training. This way, we consider to make the original feature $F^s_i$ and the transformed one $\tilde{F}^s_i$ as close as possible on the source domain training. This can be regarded as the data augmentation that makes the data on source domain be similar to that on target domain. Also, this can make the difference of $F^s_i$ and the transformed one $\tilde{F}^s_i$ better depict the uncertainty on the target domain.

Specifically, we modify the cross-entropy loss on the source domain as

$$L_{cse}^s = -u^s_i \sum_c y^s_i(c) \log p^s_i(c) - \log u^s_i,$$

where $u^s_i$ denotes the uncertainty of $x^s_i$ on source domain, i.e., the difference between $F^s_i$ and $\tilde{F}^s_i$. Intuitively, for the input samples with high uncertainty (hard sample), we will increase its weight in the loss function for the model to give more attention during training. Similarly, for the triplet loss, we calculate the pair credibility in Eq. (11) as

$$\omega_{ap}^s = u_a + u_p, \quad \omega_{an}^s = u_a + u_n.$$
compress the gait sequence into a single gait template GEI, these methods all take a single image as input, therefore we propose a method called UNRN (Zheng et al. 2021b), IDM (Dai et al. 2021b), and SECRET (He et al. 2022) for comparison.

**Comparison with State-of-the-Art Methods**

Based on the above datasets, we build the UDAGR benchmark. We conduct four protocols for each method: UDAGR-C2G, UDAGR-C2D, UDAGR-O2G, UDAGR-O2D, each of which is composed of an indoor dataset, i.e., CASIA-B (C), OUMVLP (O) and an outdoor dataset, i.e., GREW (G), DukeGait (D).

**Metrics.** We adopt the classical gait recognition metrics, including the Rank-1/5/10 (R1/R5/R10) of CMC (Cumulative Match Characteristic) curve and the mAP (mean average precision) score as the evaluation protocols.

5 Experimental Results

5.1 Comparison with State-of-the-Art Methods

**Comparison methods.** Since this is the first work to explore UDA-GR from the indoor to outdoor scenes, there is no method directly developed for this problem. We compare our method with the state-of-the-art gait recognition and UDA Re-ID methods. For the gait recognition methods, we select GaitSet (Chao et al. 2019), GaitPart (Fan et al. 2020), GaitGL (Lin, Zhang, and Yu 2021) for comparison. Different from using the same domain for training and test in the original setting, we train the networks with the source domain, i.e., the indoor datasets, and perform the evaluation on the target domain, i.e., the outdoor datasets in the proposed UDA-GR benchmark. For the UDA ReID methods, we select UNRN (Zheng et al. 2021b), IDM (Dai et al. 2021b), SECRET (He et al. 2022) for comparison. Note that, these method all take a single image as input, therefore we compress the gait sequence into a single gait template GEI, and feed it to the networks for training and test.

**Results.** As shown in Table 1 (top 3 rows), the UDA Re-ID methods can not work well when applied directly to the UDA-GR task. This is because 1) These methods designed for image Re-ID extract features from a single image, losing the temporal information that is significant for gait recognition. 2) These cross-domain methods are specifically designed for the UDA Re-ID task. Compared to UDA Re-ID, the UDA-GR task has a larger domain gap, e.g., more difference with respect to the data distribution between the source and target domains, which is not considered in these methods. Although the gait recognition methods achieve a slightly higher performance (middle 3 rows), the results are still not satisfactory. This is because 1) These methods are developed for the single-domain gait recognition. 2) They consider only the indoor scenes. In addition, we can see that the models pre-trained on OUMVLP generally perform better than those pre-trained on CASIA-B, which indicates that the larger source domain datasets can better help with the cross-domain gait recognition task. As shown in the last row, we can see that our method significantly outperforms all the state-of-the-art gait recognition and UDA Re-ID methods for all cross-domain settings on the UDA-GR dataset.

### Table 1: Comparison with the state-of-the-art gait recognition and UDA-Re-ID methods on UDA-GR benchmark using the metrics of mAP, Rank 1, Rank 5 and Rank 10 (%).

| Methods         | Reference          | UDAGR-C2G CASIA-B→GREW | UDAGR-O2G OUMVLP→GREW | UDAGR-C2D CASIA-B→DukeGait | UDAGR-O2D OUMVLP→DukeGait |
|-----------------|--------------------|------------------------|-----------------------|-----------------------------|--------------------------|
| UNRN (Zheng et al. 2021b) | AAAI 2021          | 11.5 20.2 32.1 39.0    | 7.3 12.7 22.6 27.9    | 11.2 20.1 30.9 37.0        | 17.6 37.4 49.2 53.8 19.6 37.4 49.2 53.8 |
| IDM (Dai et al. 2021b)   | ICCV 2021          | 9.8 18.1 28.4 33.6   | 7.7 20.5 34.0 41.3    | 11.5 20.2 32.1 39.0        | 11.2 20.1 30.9 37.0 |
| SECRET (He et al. 2022) | AAAI 2022          | 6.5 12.3 19.6 24.8    | 5.8 12.6 23.4 29.2    | 11.1 19.8 30.5 36.6        | 7.7 20.5 34.0 41.3 |
| GaitSet (Chao et al. 2019) | AAAI 2019          | 14.0 24.5 37.4 45.1   | 8.4 24.3 39.5 46.7    | 16.9 31.8 41.7 46.6        | 17.1 50.6 64.7 69.8 |
| GaitPart (Fan et al. 2020) | CVPR 2020          | 14.2 25.5 39.0 45.5   | 8.5 25.4 39.9 46.6    | 13.6 22.7 31.7 37.1        | 17.1 50.6 64.7 69.8 |
| GaitGL (Lin, Zhang, and Yu 2021) | ICCV 2021        | 15.7 30.0 40.5 46.6 | 13.0 40.7 56.9 62.2    | 13.0 40.7 56.9 62.2        | 17.1 50.6 64.7 69.8 |
| Ours This paper |                  | 19.6 37.4 49.2 53.8    | 17.1 50.6 64.7 69.8    | 17.1 50.6 64.7 69.8        | 17.1 50.6 64.7 69.8 |

Boxes in each short track to crop out silhouette sequences of each subject and get the gait sequence. The ID of each gait sequence is inherited from that of the original trajectory. In total, the proposed DukeGait consists of 1,819 subjects and 16,878 gait sequences, of which 1,000 subjects are used for training and the rest 819 subjects for testing.

Based on the above datasets, we build the UDAGR dataset containing four protocols, including UDAGR-C2G, UDAGR-C2D, UDAGR-O2G, UDAGR-O2D, each of which is composed of an indoor dataset, i.e., CASIA-B (C), OUMVLP (O) and an outdoor dataset, i.e., GREW (G), DukeGait (D).

**5.2 Ablation Study**

- Supervised learning on $T$: After the training on source domain, we fine-tune the network on the target domain $T$ using the supervised labels. This result generated by the training with supervision can be regarded as the oracle of the proposed unsupervised method.
- Direct testing on $T$: We directly apply the network trained on source domain to the target domain test. This can be regarded as the baseline of this work.
- UDA-GR w K-means / DBSCAN: We apply the proposed UDA gait recognition framework in Section 3.2 with the clustering algorithms of K-means (Lloyd 1982) and DBSCAN (Ester et al. 1996), respectively.
Table 2: Ablation studies on UDA-GR benchmark for verifying the effectiveness of the components in our method (%).

| Methods                        | UDAGR-C2G | UDAGR-C2D |
|--------------------------------|-----------|-----------|
| Supervised learning on $T$  (Oracle) | 35.7 54.0 68.3 74.4 | 21.3 55.4 69.9 75.6 |
| Direct testing on $T$  (Baseline)    | 15.7 30.0 40.5 46.6 | 13.0 40.7 56.9 62.2 |
| UDA-GR w K-means          | 13.0 25.6 37.1 42.1 | 10.3 34.0 50.3 56.1 |
| UDA-GR w DBSCAN            | 14.1 27.8 38.4 43.7 | 13.3 43.6 56.1 61.5 |
| UDA-GR w Unc. on $S$  | 16.8 31.6 43.5 49.0 | 13.4 40.8 55.9 61.7 |
| UDA-GR w Unc. on $S + T$ (Ours) | 19.6 37.4 49.2 53.8 | 17.1 50.6 64.7 69.8 |

| Methods                        | UDAGR-O2G | UDAGR-O2D |
|--------------------------------|-----------|-----------|
| Supervised learning on $T$  (Oracle) | 45.6 64.0 77.3 81.4 | 28.5 69.0 80.2 84.1 |
| Direct testing on $T$  (Baseline)    | 24.5 42.1 56.2 63.0 | 13.4 40.8 53.8 59.0 |
| UDA-GR w K-means          | 18.4 32.6 47.1 53.5 | 9.8 31.9 47.6 53.0 |
| UDA-GR w DBSCAN            | 19.4 35.9 47.6 53.7 | 13.0 43.0 57.3 62.4 |
| UDA-GR w Unc. on $S$  | 22.3 37.9 53.3 59.3 | 13.2 39.9 53.2 57.7 |
| UDA-GR w Unc. on $S + T$ (Ours) | 28.5 47.0 60.2 65.7 | 17.6 51.2 64.6 70.9 |

- UDA-GR w Unc. on $S / S + T$: Based on the UDA-GR framework, we add the uncertainty-aware training strategy discussed in Section 3.4 on the source domain ($S$) training or also on the target domain fine-tuning ($S + T$).

From Table 2, we can first see that, compared to the direct test (baseline) method, the pseudo label based UDA-GR framework provides even poorer results. Note that, the clustering-based pseudo label generation is generally used in previous UDA problems and commonly generate a better performance, which, however, is not very effective here. This is because the pseudo labels are with more noises given the difficult target-domain samples and large domain gap in this problem. With the proposed uncertainty strategy, we can see that the integration of uncertainty only on source-domain training (with direct test on the target domain) partly improve the performance of the baseline on CASIA related datasets but is not effective on OUMVLP related datasets. This is because the uncertainty-aware training on source-domain is used to help the target-domain fine-tuning with uncertainties. But the independent usage of it is not very effective. As shown in the last row, with the uncertainty strategy also equipped to the target-domain fine-tuning in our UDA-GR framework, the performance is further improved on all four pairs of datasets with a large margin of 3.9%, 4.1%, 4.0%, 4.2% on mAP score, respectively.

5.3 Experimental Analysis

To further verify the effectiveness of the proposed uncertainty, we provide some illustrations. Figure 4 shows six examples of pseudo label and uncertainty prediction results from DukeGait. The left three samples (a) show the same subject from the same camera (view). Compared to the sample with slight occlusion or without occlusion, the last one with severe occlusion with the wrong pseudo label prediction has a higher uncertainty. The right samples (b) show the same subject from three different cameras (views). We observe that compared to the top two samples, the last one with wrong pseudo label and higher uncertainty, has a less discriminative gait sequence, especially in terms of opening/closing legs. This demonstrates that our method can actually predict the sample uncertainties on the target domain, therefore assign discriminative weights to the pseudo labels.

6 Conclusion

In this paper, we have studied a new challenging and practical problem of unsupervised domain adaption gait recognition (UDA-GR) from the indoor to outdoor scenes. For this problem, we propose a pseudo label fine-tuning based UDA-GR framework, which is further improved with an uncertainty-regularized learning strategy to handle problems of label noise in target-domain fine-tuning. We also build a new benchmark for the proposed UDA-GR problem with a newly collected outdoor gait recognition dataset and other three mainstream public datasets. With the above effort, we hope to build the basics for the research of this new yet promising topic.
References
Arnaud, A.; Sun, C.; Nagrani, A.; and Schmid, C. 2020. Uncertainty-aware weakly supervised action detection from untrimmed videos. In ECCV, 751–768.
Cao, Z.; Simon, T.; Wei, S.-E.; and Sheikh, Y. 2017. Real-time multi-person 2d pose estimation using part affinity fields. In CVPR, 7291–7299.
Chai, T.; Li, A.; Zhang, S.; Li, Z.; and Wang, Y. 2022. Lagrange Motion Analysis and View Embeddings for Improved Gait Recognition. In CVPR, 20249–20258.
Chao, H.; He, Y.; Zhang, J.; and Feng, J. 2019. Gaitset: Regarding gait as a set for cross-view gait recognition. In AAAI, 8126–8133.
Chen, K.; Pang, J.; Wang, J.; Xiong, Y.; Li, X.; Sun, S.; Feng, W.; Liu, Z.; Shi, J.; Ouyang, W.; et al. 2019. Hybrid task cascade for instance segmentation. In CVPR, 4974–4983.
Dai, Y.; Liu, J.; Bai, Y.; Tong, Z.; and Duan, L.-Y. 2021a. Dual-refinement: Joint label and feature refinement for unsupervised domain adaptive person re-identification. IEEE Transactions on Image Processing, 30: 7815–7829.
Dai, Y.; Liu, J.; Sun, Y.; Tong, Z.; Zhang, C.; and Duan, L.-Y. 2021b. Idm: An intermediate domain module for domain adaptive person re-id. In ICCV, 11864–11874.
Deng, W.; Zheng, L.; Ye, Q.; Kang, G.; Yang, Y.; and Jiao, J. 2018. Image-image domain adaptation with preserved self-similarity and domain-dissimilarity for person re-identification. In CVPR, 994–1003.
Dubourvieux, F.; Audigier, R.; Loesch, A.; Ainouz, S.; and Canu, S. 2021. Unsupervised domain adaptation for person re-identification through source-guided pseudo-labeling. In ICPR, 4957–4964.
Ester, M.; Kriegel, H.-P.; Sander, J.; Xu, X.; et al. 1996. A density-based algorithm for discovering clusters in large spatial databases with noise. In KDD, volume 96, 226–231.
Fan, C.; Peng, Y.; Cao, C.; Liu, X.; Hou, S.; Chi, J.; Huang, Y.; Li, Q.; and He, Z. 2020. Gaitpart: Temporal part-based model for gait recognition. In CVPR, 14225–14233.
Feng, Y.; Li, Y.; and Luo, J. 2016. Learning effective gait features using LSTM. In ICPR, 325–330.
Fu, Y.; Wei, Y.; Wang, G.; Zhou, Y.; Shi, H.; and Huang, T. S. 2019. Self-similarity grouping: A simple unsupervised cross-domain adaptation approach for person re-identification. In ICCV, 6112–6121.
Gross, R.; and Shi, J. 2001. The cmu motion of body (mobo) database.
Han, J.; and Bhanu, B. 2005. Individual recognition using gait energy image. IEEE Transactions on Pattern Analysis and Machine Intelligence, 28(2): 316–322.
He, T.; Shen, L.; Guo, Y.; Ding, G.; and Guo, Z. 2022. SECRET: Self-Consistent Pseudo Label Refinement for Unsupervised Domain Adaptive Person Re-identification. In AAAI, 879–887.
Hofmann, M.; Geiger, J.; Bachmann, S.; Schuller, B.; and Rigoll, G. 2014. The TUM Gait from Audio, Image and Depth (GAID) database: Multimodal recognition of subjects and traits. Journal of Visual Communication and Image Representation, 25(1): 195–206.
Hou, S.; Cao, C.; Liu, X.; and Huang, Y. 2020. Gait lateral network: Learning discriminative and compact representations for gait recognition. In ECCV, 382–398.
Huang, X.; Zhu, D.; Wang, H.; Wang, X.; Yang, B.; He, B.; Liu, W.; and Feng, B. 2021. Context-Sensitive Temporal Feature Learning for Gait Recognition. In ICCV, 12909–12918.
Lee, S.; Kim, D.; Kim, N.; and Jeong, S.-G. 2019. Drop to adapt: Learning discriminative features for unsupervised domain adaptation. In ICCV, 91–100.
Li, Z.; Yu, S.; Reyes, E. B. G.; Shan, C.; and Li, Y.-r. 2021. Static and Dynamic Features Analysis from Human Skeletons for Gait Recognition. In IJCB, 1–7.
Liao, R.; Cao, C.; Garcia, E. B. Y.; Yu, S.; and Huang, Y. 2017. Pose-based temporal-spatial network (PTSN) for gait recognition with carrying and clothing variations. In Chinese Conference on Biometric Recognition, 474–483.
Liao, R.; Yu, S.; An, W.; and Huang, Y. 2020. A model-based gait recognition method with body pose and human prior knowledge. Pattern Recognition, 98: 107069.
Lin, B.; Zhang, S.; and Bao, F. 2020. Gait recognition with multiple-temporal-scale 3d convolutional neural network. In ACM MM, 3054–3062.
Lin, B.; Zhang, S.; and Yu, X. 2021. Gait recognition via effective global-local feature representation and local temporal aggregation. In ICCV, 14648–14656.
Lloyd, S. 1982. Least squares quantization in PCM. IEEE Transactions on Information Theory, 28(2): 129–137.
Ristani, E.; Solera, F.; Zou, R.; Cucchiara, R.; and Tomasi, C. 2016. Performance measures and a data set for multi-target, multi-camera tracking. In ECCV, 17–35.
Song, C.; Huang, Y.; Wang, W.; and Wang, L. 2022. CASIA-E: A Large Comprehensive Dataset for Gait Recognition. IEEE Transactions on Pattern Analysis and Machine Intelligence.
Takemura, N.; Makihara, Y.; Muramatsu, D.; Echigo, T.; and Yagi, Y. 2018. Multi-view large population gait dataset and its performance evaluation for cross-view gait recognition. IPSJ Transactions on Computer Vision and Applications, 10(1): 1–14.
Tan, D.; Huang, K.; Yu, S.; and Tan, T. 2006. Efficient night gait recognition based on template matching. In ICPR, volume 3, 1000–1003.
Teepe, T.; Khan, A.; Gilg, J.; Herzog, F.; Hörmann, S.; and Rigoll, G. 2021. GaitGraph: graph convolutional network for skeleton-based gait recognition. In ICIP, 2314–2318.
Toldo, M.; Maracani, A.; Michieli, U.; and Zanuttigh, P. 2020. Unsupervised domain adaptation in semantic segmentation: a review. Technologies, 8(2): 35.
Wang, L.; Chen, J.; Chen, Z.; Liu, Y.; and Yang, H. 2022. Multi-stream part-fused graph convolutional networks for skeleton-based gait recognition. Connection Science, 1–18.
Wang, L.; Chen, J.; and Liu, Y. 2022. Frame-level refinement networks for skeleton-based gait recognition. *Computer Vision and Image Understanding*, 222: 103500.

Wang, L.; Tan, T.; Ning, H.; and Hu, W. 2003. Silhouette analysis-based gait recognition for human identification. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 25(12): 1505–1518.

Wei, L.; Zhang, S.; Gao, W.; and Tian, Q. 2018. Person transfer gan to bridge domain gap for person re-identification. In *CVPR*, 79–88.

Wu, Z.; Huang, Y.; Wang, L.; Wang, X.; and Tan, T. 2016. A comprehensive study on cross-view gait based human identification with deep cnns. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 39(2): 209–226.

Yu, S.; Tan, D.; and Tan, T. 2006. A framework for evaluating the effect of view angle, clothing and carrying condition on gait recognition. In *ICPR*, volume 4, 441–444.

Zhang, K.; Luo, W.; Ma, L.; Liu, W.; and Li, H. 2019a. Learning joint gait representation via quintuplet loss minimization. In *CVPR*, 4700–4709.

Zhang, Y.; Huang, Y.; Yu, S.; and Wang, L. 2019b. Cross-view gait recognition by discriminative feature learning. *IEEE Transactions on Image Processing*, 29: 1001–1015.

Zhang, Z.; Tran, L.; Yin, X.; Atoum, Y.; Liu, X.; Wan, J.; and Wang, N. 2019c. Gait recognition via disentangled representation learning. In *CVPR*, 4710–4719.

Zheng, J.; Liu, X.; Yan, C.; Zhang, J.; Liu, W.; Zhang, X.; and Mei, T. 2021a. TraND: Transferable Neighborhood Discovery for Unsupervised Cross-domain Gait Recognition. In *ISCAS*, 1–5.

Zheng, K.; Lan, C.; Zeng, W.; Zhang, Z.; and Zha, Z.-J. 2021b. Exploiting Sample Uncertainty for Domain Adaptive Person Re-Identification. In *AAAI*, 3538–3546.

Zheng, K.; Liu, W.; He, L.; Mei, T.; Luo, J.; and Zha, Z.-J. 2021c. Group-aware label transfer for domain adaptive person re-identification. In *CVPR*, 5310–5319.

Zhong, Z.; Zheng, L.; Luo, Z.; Li, S.; and Yang, Y. 2019. Invariance matters: Exemplar memory for domain adaptive person re-identification. In *CVPR*, 598–607.

Zhu, Z.; Guo, X.; Yang, T.; Huang, J.; Deng, J.; Huang, G.; Du, D.; Lu, J.; and Zhou, J. 2021. Gait Recognition in the Wild: A Benchmark. In *ICCV*, 14789–14799.