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Abstract

A new algorithm is proposed in this study for continuous problem optimization. The algorithm implements artificial movements move off and move forward, which mimics the soccer player’s movement during a game. Both movements incorporate the social learning as well as cognitive learning. The performance of the proposed method was compared to those of the genetic algorithm and the particle swarm optimization. The proposed method outperforms the PSO on multi-modal functions and unimodal functions with high dimensionality. The method also shows better performance than the genetic algorithm on most of the problems used in the experiment. The experiment results reveal that the proposed method is potentially a powerful optimization technique.
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Nomenclature

\begin{itemize}
\item $P$: a set of simultaneous vector solution
\item $X_i^t$: a vector solution $i$ at time $t$
\item $x_i$: decision variables $i$
\item $B$: the best solution so far
\item $n$: the number of decision variable
\item $s$: the number of players
\end{itemize}

1. Introduction

Optimization is applied in various fields and its applications are countless. Many real problems are difficult to solve using exact methods; therefore, metaheuristics methods are necessary in practices [1]. The algorithms provide good solutions in a reasonable time; therefore, it receives significant interest both in research and industrial practices. The algorithms overcome the drawback of conventional, computational-based numerical linear and nonlinear programming methods in which gradient information is considered necessary [2]. For many years, natural processes have been used as model and metaphor to solve many optimization problems. Simulated Annealing [3], Genetic Algorithm (GA) [5], Ant Colony Optimization (ACO) [6], Particle Swarm Optimization (PSO) [7] and Evolution Strategies [8] are among the most popular meta-heuristics.
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In this paper, we propose a new method that is inspired by the soccer player movements, to solve the global optimization of multivariate systems. The rest of the paper is organized as follows. Section 2 describes the background and the structure of the proposed method. Section 3 presents the selected benchmark problems. Section 4 discusses the performance of the algorithm. Conclusion and future directions are presented in Section 5.

2. The proposed method

We adopt the basic player’s movement and introduce it as artificial movements, the move forward and the move off. Move forward is a movement in which a player move approaching the ball dribbler. The move forward represents local search between the player and the ball dribbler. On the other hand, move off is a movement in which a player exploring the solution space in order to obtain new promising area and can be assumed as global search. The proposed method is described as follow:

2.1. Representation of solution

The optimization problem can be expressed as:

\[
\text{min } f(X)
\]  

where \(f(.)\) is the objective function. A team is defined as the population of the solutions \(P = \{X^1, X^2, ..., X^i, ..., X^n\}\). For each player \(i\), his position is denoted as a vector \(X^i = \{x^i_1, x^i_2, ..., x^i_n\}\) where \(n\) is the number of decision variables.

2.2. Initializing players’ position and the ball dribbler

A initial team \(P_0\) consists of \(s\) players \(P_0 = \{X_0^1, X_0^2, ..., X_0^s\}\). Initial player \(i\) position \(X_0^i\) is generated randomly. The player encodes the potential solution \(X_0^i = \{x_{1.0}^i, x_{2.0}^i, ..., x_{n.0}^i\}\). Objective function(s) is used to evaluate the player’s position and the best player is selected as the initial ball dribbler \(B_0\). The initial players’ position is also considered as the initial players’ best position \(Pb = P_0\).

2.3. Player’s movement

At each step, by a probability \(m\), a player \(i\) move into new position using move off, otherwise, the player move into new position using move forward by a probability \(1-m\). When a player selects the move off, the player explores the solution space, regardless of the ball dribbler’s position, but he can still consider his knowledge by a probability. On the other hand, when a player selects the move forward, he will move approaching the ball dribbler. But a player still has a chance to do the move off after approaching the ball.

2.4. The ball dribbler’s and players’ knowledge update

The players will be evaluated in order to select a candidate of ball dribbler. If the candidate of ball dribbler is better than the current ball dribbler, then the ball dribbler is replaced. Each player will also update their best position \(X_b^i\). The players’ movements and the ball dribbler’s and players’ knowledge update are repeated until the stopping criteria are met. The move off incorporates random movements while the move forward is conducted by considering the player’s current position, the player’s best position and the ball dribbler’s position. The ball dribbler’s and players’ knowledge update adopts the elitism strategy in which replacement is done when the new solutions are better than the current solutions.

Pseudocode of the proposed method

\[
P(X) = P_0; \quad /* Initialize players \\
B = \text{best}(P(X)) \quad /* Initialize ball dribbler \\
P_b(X) = P(X) \quad /* initialize player’s best position \\
While \text{termination criteria not met} \\
\text{For } i = 1 : s \quad /*s = number of players \\
\quad \text{If random } \leq m \\
\quad \quad \text{If random } \leq c \quad /*X_i^* = \text{move off}(X_b^i) \\
\quad \quad \text{Else} \quad X_i^* = \text{move off}(X_{i-1}^i) \\
\quad \quad \text{Endif} \\
\quad \text{Else} \quad X_i^* = \text{move forward}(X_{i-1}^i, X_b^i, B) \\
\text{Endfor}
\]
If $\text{random} < l$

$X_t^i = \text{move\_off}(X')$

Else

$X_t^i = X'$

Endif

Endfor

Update\_ball\_dribbler()

Update\_player\_best\_position()

Endwhile

3. Numerical Example

The proposed algorithm is evaluated based on a set of continuous benchmark problems listed in Table 1. The functions consist of a set of unimodal functions ($f_1 \sim f_7$), multi modal functions with many local minima ($f_8 \sim f_{13}$), and multi modal functions with a few local minima ($f_{14} \sim f_{20}$). The benchmark functions were studied and tested in [9-18]. We tested the proposed method on ($f_1 \sim f_{13}$), in 10 and 50 dimensions. The maximum number of evaluations was used as the termination criteria. Each experiment was repeated 30 times and the average fitness of the best players was recorded.

| Test function | $n$ | $S$ | $f_{\text{min}}$ |
|---------------|----|-----|-----------------|
| $f_1 = \sum_{i=1}^{n} x_i^2$ | 10/50 | [-100, 100]$^a$ | 0 |
| $f_2 = \sum_{i=1}^{n} x_i^2 + \prod_{i=1}^{n} x_i$ | 10/50 | [-10, 10]$^a$ | 0 |
| $f_3 = \sum_{i=1}^{n} (\sum_{j=1}^{i} x_j)^2$ | 10/50 | [-100,100]$^a$ | 0 |
| $f_4 = \max\{x_i, 1 \leq i \leq n\}$ | 10/50 | [-100,100]$^a$ | 0 |
| $f_5 = \sum_{i=1}^{n} (100(x_{i+1} - x_i^2 + (x_i - 1))^2)$ | 10/50 | [-30, 30]$^a$ | 0 |
| $f_6 = \sum_{i=1}^{n} (x_i + 0.5)^2$ | 10/50 | [-100, 100]$^a$ | 0 |
| $f_7 = \sum_{i=1}^{n} x_i^4 + \text{rand}[0,1]$ | 10/50 | [-1.28, 1.28]$^a$ | 0 |
| $f_8 = \sum_{i=1}^{n} x_i \sin(\sqrt{|x_i|})$ | 10/50 | [-500, 500]$^a$ | 4189.83/20949.14 |
| $f_9 = \sum_{i=1}^{n} x_i^2 - 10 \cos(2\pi x_i) + 10]$ | 10/50 | [-5.12, 5.12]$^a$ | 0 |
| $f_{10} = -20 \exp\left(-0.2 \frac{1}{n} \sum_{i=1}^{n} x_i^2\right)$ | 10/50 | [-32, 32]$^a$ | 0 |
| $f_{11} = \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos(\frac{x_i}{\sqrt{n}}) + 1$ | 10/50 | [-600, 600]$^a$ | 0 |
| $f_{12} = \frac{1}{n} (10 \sin^2(\pi y_i) + \sum_{i=1}^{n} (y_i - 1)^2 [1 + 10\sin^2(\pi y_{i+1})] + (y_n - 1)^2) + \sum_{i=1}^{n} u(x_i, 100,100,4).$ | 10/50 | [-50, 50]$^a$ | 0 |
| $y_i = 1 + \frac{1}{4} (x_i + 1)$ | 10/50 | [-50, 50]$^a$ | 0 |
| $u(x_i, a, k, m) = \begin{cases} k(x_i - a)^m & x_i > a \\ 0 & -a \leq x_i \leq a \\ k(-x_i - a)^m & x_i < -a \end{cases}$ | 10/50 | [-50, 50]$^a$ | -1.15 |
| $f_{13} = 0.1 \sin^2(3\pi x_1) + \sum_{i=1}^{n} (x_i - 1)^2 [1 + \sin^2(3\pi x_{i+1})] + (x_n - 1)^2 [1 + \sin^2(2\pi x_n)] + \sum_{i=1}^{n} u(x_i, 5,100,4)$ | 10/50 | [-50, 50]$^a$ | 0.998 |
| $f_{14} = \left[\frac{1}{500} + \sum_{i=1}^{n} \frac{1}{\sin^2(\pi x_i)}\right]^{-1}$ | 2 | [-65.54, 65.54]$^a$ | 0.0003075 |
| $f_{15} = \sum_{i=1}^{n} [u_i - \frac{1}{b_i + b_i x_i}]^2$ | 4 | [-5, 5]$^a$ | -1.0316 |
| $f_{16} = 4x_1^2 - 2.1x_1^4 + \frac{1}{3} x_1^6 + x_1 x_2 - 4x_2^2 + 4x_2^4$ | 2 | [-5, 5]$^a$ | 0.398 |
| $f_{17} = \left[\frac{x_2}{4\pi^2} x_2^2 + \frac{5}{\pi} x_1 - 6\right]^2 + 10 (1 - \frac{1}{8\pi}) \cos x_1 + 10$ | 2 | [-2, 2]$^a$ | 3 |
| $f_{18} = [1 + (x_1 + x_2 + 1)^2(19 - 14x_1 + 3x_2^2 - 14x_2 + 6x_1 x_2 + 3x_2^2)] [30 + (2x_1 - 3x_2)^2]$ | 2 | [-2, 2]$^a$ | 3 |
In this study, the move off operator adopts the dynamical non uniform mutation that has been widely used in Genetic Algorithm, e.g. Coello [19], Zhao et al. [20], Michalewicz [21]. The non uniform mutation improves the fine tuning capabilities by providing search in different ways as needed (e.g. exploring wider or narrower regions) over time [21]. For the move forward, we consider the player’s current position $X_{t}^{i}$, the player’s best position $X_{b}^{i}$, and the ball dribbler’s position $B_{b}$. Center of mass principle is implemented to calculate the player’s new position and it is given by:

$$X_{t+1}^{i} = \frac{\alpha X_{t}^{i} + \beta X_{b}^{i} + \gamma B_{b}}{\alpha + \beta + \gamma}$$

where $\alpha$, $\beta$ and $\gamma$ are the weight for the player’s current position, the player’s best position, and the ball dribbler’s position respectively. The parameters of the proposed method was set as follows: team size $s = 10$, probability of move off the ball $m = 0.05 - 0.1$, $l = 0.05 - 0.3$, $c = 0.5$, $\alpha = (1- \omega)$, $\beta = (1- \omega)$ and $\omega = 0.618$ is a golden ratio. Golden ratio is used because it has good properties in narrowing the search spaces as demonstrated in the golden section search.

The performance of the proposed method is compared with the PSO and GA. The GA has been implemented for two type of crossover operators, the Heuristic crossover (GA-HX) and Laplace crossover (GA-LX). GA-HX was introduced by Wright [18] while GA-LX was introduced by Deep and Thakur [16]. For both GA-HX and GA-LX, dynamical non uniform mutation is applied. Both algorithms use roulette wheel selection. The crossover rate and mutation rate were set as $cr = 0.9$ and $pm = 0.01$ respectively. The value of location parameter for the Laplacian crossover was set to $\theta$ as mentioned in Deep and Thakur [16]. The PSO parameters were set as follows: population size $= 100$, $v_{\text{max}} = 1$, $v_{\text{min}} = -1$, $\phi_{1} = 2$, $\phi_{2} = 2$ and decrement $\omega$ from 0.9 to 0.4. The parameters were set following the suggestion of Clerc and Kennedy [22].

4. Result and discussion

4.1. Problem of low dimensionality

For the unimodal functions, the PSO is superior on $(f_1 - f_4)$. In these problems, the PSO converge slowly in the beginning and then turn to converge quickly. On $f_5$ and $f_7$, the proposed method, the GA-LX and GA-HX have similar convergence pattern while the PSO much slower in the beginning. For $f_6$, all algorithms reached optimal value, however, the proposed method converge faster than the other algorithms.

| $f(x)$ | # eval | PSO mean | PSO stdev | GA-LX mean | GA-LX stdev | GA-HX mean | GA-HX stdev | The proposed method mean | The proposed method stdev |
|-------|--------|----------|-----------|-------------|-------------|-------------|-------------|--------------------------|--------------------------|
| 1     | 50K    | 1.89E-54 | 6.08E-54  | 2.09E-03    | 1.05E-03    | 2.30E-04    | 5.86E-05    | 5.27E-26                 | 8.04E-26                 |
| 2     | 50K    | 6.75E-29 | 2.98E-28  | 9.06E-03    | 2.78E-03    | 3.57E-03    | 1.14E-03    | 1.12E-13                 | 2.15E-13                 |
| 3     | 50K    | 8.52E-04 | 6.79E-04  | 2.66E+01    | 4.41E+01    | 8.22E+00    | 3.85E+00    | 2.80E-03                 | 3.27E-03                 |
| 4     | 50K    | 2.65E-13 | 3.96E-13  | 1.13E-01    | 2.98E-02    | 4.01E-02    | 1.46E-02    | 1.26E-06                 | 1.04E-06                 |
| 5     | 50K    | 4.72E+00 | 8.81E-01  | 2.16E+00    | 2.51E+00    | 3.60E+00    | 1.99E+00    | 1.81E+00                 | 2.01E+00                 |
| 6     | 20K    | 0.00E+00 | 0.00E+00  | 0.00E+00    | 0.00E+00    | 0.00E+00    | 0.00E+00    | 0.00E+00                 | 0.00E+00                 |
| 7     | 50K    | 4.22E-03 | 2.11E-03  | 3.43E-03    | 1.55E-03    | 3.14E-03    | 1.24E-03    | 1.92E-03                 | 1.09E-03                 |
| 8     | 100K   | -2.99E+03| 2.57E+02  | -4.19E+03   | 5.09E-04    | -4.19E+03   | 8.55E-05    | -4.19E+03               | 1.27E-18                 |
| 9     | 100K   | 1.29E+00 | 9.48E-01  | 1.17E-04    | 5.00E-05    | 2.35E-05    | 1.80E-05    | 5.20E-07                 | 2.65E-06                 |
| 10    | 100K   | 6.75E-15 | 3.14E-15  | 5.79E-03    | 1.71E-03    | 2.64E-03    | 7.75E-04    | 5.70E-14                 | 5.29E-24                 |
| 11    | 100K   | 7.92E-02 | 3.49E-02  | 4.20E-02    | 2.83E-02    | 4.48E-02    | 2.66E-02    | 5.28E-02                 | 2.67E-02                 |
| 12    | 100K   | 7.72E-26 | 2.90E-25  | 1.28E-05    | 3.85E-04    | 3.18E-05    | 6.51E-05    | 1.94E-27                 | 7.35E-27                 |
GA HX is the slowest.

For the multi modal functions with many local optima \((f_8-f_{13})\), the proposed method produced the best value in 4 out of 6 problems. In \(f_8\) the proposed method, the GA-LX and the GA-HX reached very close to the optimal value. However, the proposed method produced much higher precision than the other two. For \(f_6\), \(f_7\) and \(f_{13}\) the proposed method outperforms the other algorithms. At \(f_{13}\), all algorithms have the same convergence pattern; however, the GA-LX performs slightly better than the other algorithms.

On the low multi modal function \((f_4-f_{10})\), all algorithms approximately have the same pattern. They able to reach close to the optimal solutions at \(f_4, f_5, f_6\) and \(f_8\). The proposed method and PSO have relatively the same precisions which are better than the precision of the GA-LX and the GA-HX. In term of CPU time, the PSO is the fastest while the GA HX is the slowest.

### Table 3. The CPU time for benchmark problems with 10 or less dimension (mean and standard deviation of 30 runs). The best mean CPU time is emphasized in boldface.

| f(x) | PSO | GA-LX | GA-HX | The proposed method |
|------|-----|-------|-------|---------------------|
| \(\mu_{\text{PSO}}\) | \(\sigma_{\text{PSO}}\) | \(\mu_{\text{LX}}\) | \(\sigma_{\text{LX}}\) | \(\mu_{\text{HX}}\) | \(\sigma_{\text{HX}}\) | \(\mu\) | \(\sigma\) |
| 1    | 0.31 | 0.03  | 3.70  | 0.40               | 6.2    | 0.20          | 2.23   | 0.09          |
| 2    | 0.38 | 0.04  | 4.08  | 0.07               | 7.40   | 0.20          | 2.58   | 0.10          |
| 3    | 0.46 | 0.03  | 5.38  | 0.20               | 9.71   | 0.35          | 2.66   | 0.15          |
| 4    | 0.46 | 0.03  | 5.23  | 0.22               | 9.46   | 0.32          | 2.66   | 0.11          |
| 5    | 0.32 | 0.02  | 3.97  | 0.15               | 6.68   | 0.17          | 2.56   | 0.11          |
| 6    | 0.13 | 0.02  | 1.61  | 0.10               | 2.70   | 0.13          | 1.02   | 0.07          |
| 7    | 0.43 | 0.03  | 5.52  | 0.25               | 9.28   | 0.29          | 2.75   | 0.13          |
| 8    | 0.97 | 0.04  | 10.43 | 0.35               | 18.81  | 0.56          | 5.41   | 0.16          |
| 9    | 0.77 | 0.04  | 9.00  | 0.69               | 14.86  | 0.23          | 5.23   | 0.28          |
| 10   | 0.84 | 0.13  | 9.05  | 0.28               | 15.94  | 0.27          | 5.27   | 0.2           |

### 4.2. Problem of high dimensionality

For the unimodal functions \((f_1-f_3)\), the proposed method performs the best in 6 out of 7 problems. On \(f_1\), all algorithms converge similar to the result of 10 dimensions. For \((f_1-f_3)\), the proposed method clearly produces better results than the other algorithms and it steadily converges faster than the other algorithms. On \(f_3\) the proposed method reached the closest to the optimum solution while the GA-LX and GA-HX almost as well. Function \(f_6\), only the proposed method can hit the optimum value. On \(f_5\), the GA-LX perform the best and the GA-HX is slightly affected. On highly multi modal function \((f_8-f_{13})\), there are some differences from those in 10 dimensions. At \(f_6\), only the GA-LX and GA-HX can reach the optimum value. In functions \(f_6, f_{10}, f_{13}\), the proposed method outperforms the other algorithms. In term of CPU time, the PSO still the fastest while the GA-HX is the slowest. However, the time ratios between the PSO and the other algorithms in the high dimensionality problems are lower than the time ratio in the low dimensionality problems.

Based on the experiments, the proposed method is good to be implemented in multi modal functions and functions with high dimensionality. Although its the CPU time is slower than PSO, it significantly produce better results in most
problems. Regarding the convergence speed, the proposed method has fast convergence in the early steps and followed by slow convergence rate. The convergence speed of the algorithms, based on the average best solution over 30 runs, is shown in figure 1.

Table 4. Result for benchmark problems with 50 dimensions (mean and standard deviation of 30 runs). The best performing algorithm(s) is emphasized in boldface

| f(x) | # eval | PSO   | GA-LX   | GA-HX   | The proposed method |
|------|--------|-------|---------|---------|---------------------|
|      |        | mean  | stdev   | mean    | stdev   | mean    | stdev   |
| 1    | 500K   | 1.40E-17 | 2.64E-17 | 7.15E-01 | 1.09E-01 | 3.85E+00 | 6.60E-01 | **1.85E-30** | 3.54E-30 |
| 2    | 500K   | 3.41E+02 | 1.63E+02 | 2.87E+00 | 1.96E-01 | 1.19E+01 | 8.47E-01 | **5.08E-16** | 3.23E-16 |
| 3    | 500K   | 3.83E+04 | 1.03E+04 | 2.97E+04 | 6.20E+03 | 3.12E+03 | 1.20E+03 | **2.93E+01** | 1.08E+01 |
| 4    | 500K   | 1.50E+00 | 2.97E+00 | 7.68E-01 | 9.88E-02 | 1.03E+00 | 1.47E-01 | **1.22E-03** | 4.08E-04 |
| 5    | 500K   | 4.51E+03 | 4.84E+03 | 3.89E+01 | 3.80E+01 | 6.17E+01 | 2.04E+01 | **2.95E+01** | 3.89E+01 |
| 6    | 500K   | 3.35E+01 | 1.80E+01 | 2.83E+01 | 3.34E+00 | 1.10E+02 | 1.52E+01 | **0.00E+00** | 0.00E+00 |
| 7    | 500K   | 2.98E+01 | 2.16E+01 | 1.07E-02 | 2.72E-03 | 1.09E+02 | 2.02E-02 | **1.38E-02** | 3.24E-03 |
| 8    | 500K   | -1.17E+04 | 8.36E+02 | **-2.09E+04** | 6.23E-03 | -2.09E+04 | 4.26E-02 | **-2.04E+04** | 2.62E+02 |
| 9    | 500K   | 2.97E+02 | 6.19E+01 | 2.83E+01 | 4.54E+00 | 6.86E+01 | 8.78E+00 | **2.23E+00** | 1.64E+00 |
| 10   | 500K   | 1.73E+01 | 4.10E+00 | 1.75E-01 | 1.67E-02 | 7.91E-01 | 1.98E-01 | **6.89E-14** | 1.14E-14 |
| 11   | 500K   | 9.43E-03 | 1.33E-02 | 5.17E-01 | 7.38E-02 | 1.02E+00 | 1.65E-02 | **4.82E-02** | 4.35E-02 |
| 12   | 500K   | 9.45E+00 | 1.83E+00 | 2.00E-03 | 1.21E-03 | 1.49E-02 | 8.23E-03 | **2.40E-31** | 3.67E-31 |
| 13   | 500K   | 2.78E-01 | 9.61E-01 | -3.95E-01 | 2.75E-01 | -6.92E-01 | 3.07E-01 | **-1.15E+00** | 2.41E-08 |

Table 5. The CPU time for benchmark problems with 50 dimensions (mean and standard deviation of 30 runs). The best CPU time is emphasized in boldface

| f(x) | PSO   | GA-LX   | GA-HX   | The proposed method |
|------|-------|---------|---------|---------------------|
|      | mean  | stdev   | mean    | stdev   | mean    | stdev   |
| 1    | 6.3   | 0.3     | 49.0    | 5.0     | 75.0    | 3.0     | 23.7    | 1.1     |
| 2    | 11.0  | 0.6     | 38.8    | 2.2     | 65.8    | 3.1     | 26.2    | 0.4     |
| 3    | 24.7  | 1.1     | 44.0    | 2.0     | 78.8    | 3.7     | 43.6    | 1.5     |
| 4    | 8.20  | 0.3     | 73.8    | 3.9     | 132.3   | 4.0     | 29.0    | 0.5     |
| 5    | 6.10  | 0.2     | 52.3    | 1.9     | 88.4    | 3.3     | 25.9    | 0.9     |
| 6    | 13.7  | 0.8     | 50.5    | 0.9     | 89.5    | 3.9     | 24.8    | 1.4     |
| 7    | 12.1  | 0.8     | 92.7    | 0.3     | 196.8   | 34.4    | 19.7    | 1.8     |
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a. f1, 10 dimensions
b. f6, 10 dimensions
c. f14, 2 dimensions
5. Conclusion

This paper describes a new algorithm that is based on two artificial movements, move off and move forward. The artificial movements mimic the basic soccer players’ movements. Unconstraint continuous benchmark problems are used to evaluate the performance of the proposed method. A center of mass principle is implemented in the local search. The performance of the proposed algorithm shows improvements over the PSO, the GA-LX and the GA-HX. The experiment results show that the proposed method outperforms the PSO on multi-modal functions and unimodal functions with high dimensionality. The proposed method also shows better performance than the GA-LX and GA-HX on most of the problems. This study confirms that the proposed method has the potential to be a powerful optimization technique. Future research can be done to improve the method for applications in constraint problems, dynamic optimization problems and combinatorial problems.
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