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Micro-bending is a well-known source of loss in optical waveguides. By treating the micro-bending as a stochastic process, the problem of loss mitigation can be modeled in terms of a Fokker-Planck equation. Given an initial refractive index profile, and taking micro-bending into account, we develop a formalism to derive a new refractive index profile which potentially results in less loss. Our formalism is based on applying the techniques of Supersymmetric Quantum Mechanics to a Fokker-Planck equation that is associated with a particular refractive index profile. We derive a non-linear differential equation, whose solutions determine whether an index profile can undergo a supersymmetric transformation that results in less loss. As an explicit example, we consider a monomial index profile. We show that there exists a range of values for the monomial exponent which results in the new index profile having less loss.

I. INTRODUCTION

The field of Supersymmetric Quantum Mechanics (SUSY-QM) arose from the study of dynamical symmetry breaking in supersymmetric field theories \cite{1}. SUSY-QM has become a field of study in its own right \cite{2-7}, due to the many techniques that it has provided to quantum mechanics. Such techniques allow for the classification of Hamiltonians possessing identical energy spectra \cite{8,9}, an understanding of why the WKB approximation \cite{10,11} is exact for some potentials, and the classification of families of Hamiltonians which have identical scattering and reflection coefficients \cite{12,13}. Beyond the applications provided to quantum mechanics, SUSY-QM has been utilized in the design of optical systems \cite{14,23}, and in the study of statistical mechanics \cite{29-35} through the correspondence between the imaginary-time Schrödinger equation and the Fokker-Planck equation (FPE).

The techniques of SUSY-QM are based on relating two partner Hamiltonians, $H_-$ and $H_+$, through a function $W(x)$, which is referred to as the superpotential. The asymptotic behavior of the superpotential dictates the relationship between the spectra of the two partner Hamiltonians. The partner Hamiltonians either have identical energy spectra ($\text{Spec}\{H_-\} = \text{Spec}\{H_+\}$), or the spectra will be identical with the exception of a missing zero energy groundstate ($\text{Spec}\{H_-\} = \text{Spec}\{H_+\} + \{0\}$). The process of deriving one partner Hamiltonian from the other, through the corresponding superpotential, is referred to as performing a SUSY transformation.

Micro-bending in an optical waveguide occurs when unwanted random bends are introduced to the waveguide during its production and processing \cite{36,37}. Such bends are small, but introduce loss in the form of leakage of the light rays. This is due to the contact angle of the rays no longer being greater than the critical angle required for total internal reflection. In this paper, we expand upon our previous work \cite{38} of employing the machinery of SUSY-QM to address the problem of mitigating loss induced by micro-bending. We take the approach of casting the problem in the form of a stochastic model by treating the bending as a random variable \cite{39-43}. We derive an associated FPE for a given refractive index profile, and then utilize the correspondence of the imaginary-time Schrödinger equation with the FPE. This allows us to perform a SUSY transformation on the original FPE to derive a new FPE which has an additional ground state eigenvalue, and hence a mode with a lower decay constant. This FPE is then related to its corresponding refractive index profile, which will result in less loss compared to the original index profile. We derive a necessary condition for the existence of a SUSY transformation which leads to lower loss. As an explicit example, we consider the monomial refractive index profile and show how the value of the exponent determines whether an index profile resulting in less loss can be derived.

The rest of this paper is organized as follows. In Section II, we go through background material on SUSY-QM and its applications to optics and stochastic processes. In Section III, we discuss the micro-bending problem, derive a FPE that describes it, and cast it in the form of a Schrödinger-like equation. In Section IV, we apply this formalism to a monomial refractive index profile and derive the necessary condition required for the derived index to display lower loss. We conclude the paper in Section V. We discuss some details related to the derivation of FPE in the Appendix. There we also provide a short example of using the method of isospectral deformation which, based on our developed formalism, allows for the classification of families of index profiles that exhibit equal loss.
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II. BACKGROUND

A. Supersymmetric Quantum Mechanics

Consider the following pair of Hamiltonians, written in terms of general creation and annihilation operators,

\[ H_- \equiv A^\dagger A \quad , \quad H_+ \equiv AA^\dagger. \]  

(1)

The creation and annihilation operators are defined as

\[ A = \frac{\hbar}{\sqrt{2m}} \frac{d}{dx} + W(x) \quad , \quad A^\dagger = -\frac{\hbar}{\sqrt{2m}} \frac{d}{dx} + W(x), \]

(2)

where \( W(x) \) is a real valued function known as the superpotential. Plugging Eq. (2) into Eq. (1) gives

\[ H_\pm = -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + V_\pm(x), \]

(3)

where the potentials \( V_+(x) \) and \( V_-(x) \) are known as the SUSY partner potentials. The partner potentials are given in terms of the superpotential as

\[ V_\pm(x) = W(x)^2 \pm \frac{\hbar}{\sqrt{2m}} \frac{dW(x)}{dx}. \]

(4)

Depending on the asymptotic behavior of the superpotential \( W(x) \), a normalizable ground state of the Hamiltonian \( H_- \), with energy eigenvalue equal to zero \( (H_- \psi^0_0 = 0) \), can be obtained by setting \( A\psi^0_0 = 0 \). This yields, up to a normalization constant,

\[ \psi^0_0 \sim \exp \left( -\frac{\sqrt{2m}}{\hbar} \int W(x)dx \right). \]

(5)

For \( \psi^0_0 \) to be normalizable, the superpotential must take on a positive value at \( +\infty \) and a negative value at \( -\infty \). When this is the case we say that SUSY is unbroken. Note that in the case of unbroken-SUSY, a superpotential can be derived from the normalized ground state wavefunction via

\[ W = -\frac{\hbar}{\sqrt{2m}} \frac{\psi^0_0}{\psi^0_0}. \]

(6)

If \( W(x) \) does not allow for a normalizable ground state, the superpotential is said to exhibit broken SUSY. When this is the case, we will see that this results in the spectra being identical for \( H_- \) and \( H_+ \).

We can now relate the spectra of the Hamiltonians as follows. Let \( H_+ \) act on \( A\psi^n_0 \), where \( \psi^n_0 \) is the nth eigenstate of the Hamiltonian \( H_- \). We find an isospectral relationship between the two Hamiltonians, namely

\[ H_+ (A\psi^n_0) = AA^\dagger A\psi^n_0 = A(H_- \psi^n_0) = E^n_\psi A\psi^n_0. \]

Similarly, for \( H_- \) acting on \( A^\dagger \psi^n_0 \), we have

\[ H_- (A^\dagger \psi^n_0) = A^\dagger AA^\dagger \psi^n_0 = A(H_+ \psi^n_0) = E^n_\psi A^\dagger \psi^n_0. \]

This gives an exact isospectral relation between the two partner Hamiltonians in the case of broken SUSY. For the case of unbroken SUSY, we see that the ground state \( \psi^0_0 \) cannot be mapped to a state of the \( H_+ \) Hamiltonian. Thus there exists a one-to-one mapping between the excited eigenstates of \( H_- \) and \( H_+ \), but the \( H_+ \) Hamiltonian now contains an extra state that does not get mapped to \( H_+ \). Since this extra state is the ground state, it has the lowest energy eigenvalue in the spectra.

B. Supersymmetry in Guided Wave Optics

SUSY-QM has been used for many applications in the study of guided wave optics [44,51]. Here, we provide a brief overview of the connection between SUSY-QM and wave optics. Although we will be using a ray picture of light propagation to analyze the problem of micro-bending attenuation, we include this section in order to make the use of SUSY-QM to the study of waveguides more apparent.

There is a close analogy between the Schrödinger equation for a particle in a potential \( V(x) \) and light propagation in an optical waveguide. To establish the analogy, consider the Helmholtz equation for electromagnetic wave propagation along the z-direction, in a z-invariant (and y-invariant) dielectric waveguide,

\[ \frac{\partial^2 A(x)}{\partial x^2} + n^2(x)k_0^2 A(x) = \beta^2 A(x). \]

(7)

Here, \( A(x) \) is the transverse profile of the (TE for simplicity) electric field \( E(x, y, z, t) = A(x) \exp(i\beta z - \omega_0 t) \), which is assumed to propagate freely in the z direction, \( \beta \) is the propagation constant, \( n(x) \) is the refractive index of the waveguide, \( x \) is the confining transverse dimension, \( \omega_0 = ck_0 \), and \( k_0 = 2\pi /\lambda \), where \( c \) is the speed of light in vacuum. Equation (7) is an eigenvalue problem in \( \beta^2 \) and guided modes are those solutions (eigenfunctions) with \( \beta^2 > n_0^2k_0^2 \).

The one-to-one analogy between the Schrödinger equation

\[ -\frac{\hbar^2}{2m} \frac{\partial^2 A(x)}{\partial x^2} + V(x)A(x) = E A(x), \]

(8)

and the Helmholtz equation Eq. (7) for optical wave propagation along the z-direction, in a longitudinally (z-direction) invariant and transversely (x-direction) varying waveguide, can be established by making the following identifications:

\[ V(x) = \frac{\hbar^2 k_0^2}{2m} \left( n_0^2 - n^2(x) \right), \]

(9)

\[ E = \frac{\hbar^2 k_0^2}{2m} \left( n_0^2 - n_{\text{eff}}^2 \right), \]

(10)

where \( n_{\text{eff}} = \beta /k_0 \), and \( n_0 \) is any constant refractive index that can be conveniently chosen to set \( E = 0 \) for
unbroken SUSY. Guided waves with \( n_{\text{eff}} > n_{\text{cl}} \) are equivalent to electronic bound-states in Eq. \( 11 \).

For simplicity in establishing the analogy in optics, it is convenient to set \( \hbar/\sqrt{2m} = L_{c} \), where \( L_{c} \) is an arbitrary length scale chosen for each particular problem for convenience (e.g. waveguide width). This results in the following form for the waveguide structure

\[
V_{\pm}(x) = k_{0}^{2}L_{c}^{2} \left( n_{0}^{2} - n_{\text{eff}}^{2}(x) \right) = W^{2}(x) \pm L_{c} \frac{dW(x)}{dx} \tag{11}
\]

\[
E_{\pm} = k_{0}^{2}L_{c}^{2} \left( n_{0}^{2} - n_{\text{eff}}^{2} \right). \tag{12}
\]

In a typical waveguide structure, \( n_{0} \) is chosen to be the effective refractive index of the principle mode with the largest effective index related to \( n_{-}(x) \) index profile, such that the ground state energy vanishes for \( V_{-}(x) \). We can therefore write Eq. \( 11 \) as

\[
n_{0}^{2}(x) = n_{0}^{2} + (k_{0}L_{c})^{-2} \left( -W^{2}(x) \mp L_{c} \frac{dW(x)}{dx} \right). \tag{13}
\]

\[
\beta_{\pm}^{2} = \beta_{0}^{2} - E_{\pm}/L_{c}^{2}. \tag{14}
\]

The above correspondence shows how the techniques of SUSY-QM can be imported to the study of guided wave optics.

C. Supersymmetry and Stochastic Processes

The relationship between SUSY-QM and classical stochastic dynamics has been well established \([52–54]\). For our purposes we review the connection between the Fokker-Planck equation and SUSY-QM.

Consider the set of Langevin equations of the following form

\[
\frac{d\mathbf{x}_{i}}{dt} = A_{i}(\mathbf{x},t) + \sum_{k} B_{ik}(\mathbf{x},t)\zeta_{k}(t), \tag{15}
\]

with \( \{x_{i}\} = \mathbf{x} \). Taking the mean and auto-correlation to be defined as

\[
\langle \zeta_{k}(t) \rangle = 0, \quad \langle \zeta_{i}(t_{1})\zeta_{j}(t_{2}) \rangle = 2D\delta_{ij}\delta(t_{1} - t_{2}), \tag{16}
\]

the corresponding Fokker-Planck equation \([55]\) is given by

\[
\frac{\partial P(\mathbf{x},t)}{\partial t} = -\sum_{i} \frac{\partial}{\partial x_{i}} \left[ A_{i}(\mathbf{x},t) + D \sum_{jk} B_{jk}(\mathbf{x},t) \frac{\partial B_{ik}(\mathbf{x},t)}{\partial x_{i}} P \right]
+ D \sum_{ij} \frac{\partial^{2}}{\partial x_{i}\partial x_{j}} \left[ \sum_{k} B_{ik}(\mathbf{x},t) B_{jk}(\mathbf{x},t) P \right]. \tag{17}
\]

For the case of one spatial and one time dimension the FPE can be written as

\[
\frac{\partial}{\partial t} P(x,x_{0};t) = \frac{D}{2} \frac{\partial^{2}}{\partial x^{2}} P(x,x_{0};t) - \frac{\partial}{\partial x} F(x) P(x,x_{0};t). \tag{18}
\]

This is a diffusion equation, where \( D/2 \) is the diffusion constant and \( F \) is the drift coefficient. This equation can be transformed to a Schrödinger-like equation if we let

\[
P(x,x_{0};t) = \exp \left\{ - \frac{1}{D} [U(x) - U(x_{0})] \right\} K(x,t), \tag{19}
\]

where

\[
U(x) = - \int_{0}^{x} dz \ F(z). \tag{20}
\]

The transformed equation is given by

\[
- D \frac{\partial}{\partial t} K(x,t) = \left( -\frac{D^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} + W^{2}(x) + \frac{D}{\sqrt{2}} W'(x) \right) K(x,t), \tag{21}
\]

where \( F(x) = \sqrt{2} W(x) \). Equation \( 21 \) can be identified with the Schrödinger equation if \( D = \hbar/\sqrt{m} \) and we take the time to be imaginary. Clearly, the SUSY partner to this equation can be written by exchanging \( W' \) with \(-W'\) in Eq. \( 21 \).

The eigenstates of the SUSY partner Hamiltonians for Eq. \( 21 \) satisfy the following equation

\[
H_{\pm}\phi_{\pm}^{n}(x) = \lambda_{n}\phi_{\pm}^{n}(x), \tag{22}
\]

where

\[
H_{\pm} = -\frac{D}{2} \frac{\partial^{2}}{\partial x^{2}} + W^{2}(x) \pm \frac{D}{\sqrt{2}} W'(x). \tag{23}
\]

Similar to the Schrödinger equation, where the eigenstates of the Hamiltonian evolve with a phase proportional to their energy, the eigenstates of the Hamiltonian in Eq. \( 21 \) decay with a decay constant proportional to the eigenvalues \( \lambda_{\pm} \). As such, we can write a spectral representation for \( P(x,x_{0};t) \) as

\[
P(x,x_{0};t) = \exp \left\{ - \frac{1}{D} [U_{\pm}(x) - U(x_{0})] \right\}
\times \sum_{n=0}^{\infty} \exp \left\{ - \frac{1}{D} \lambda_{n,\pm}^{n} \right\} \phi_{\pm}^{n}(x) \phi_{\pm}^{n}(x_{0}). \tag{24}
\]

The presence of SUSY implies that all decay constants are positive. For broken SUSY, all \( \lambda_{n,\pm}^{n} \) are equal to their partners \( \lambda_{n,\pm,\mp} \), while for unbroken SUSY the same is true except \( \lambda_{0}^{+} \) has no counterpart in \( H_{+} \). So we see, given that the system exhibits unbroken SUSY, there exists a distribution associated with \( \lambda_{0}^{+} \) which does not decay over time. This will be the key feature we will utilize in deriving an alternative refractive index which mitigates micro-bending loss of the lowest mode (ground state) in the waveguide.

III. OPTICAL WAVEGUIDE WITH MICRO-BENDING

In this section we show how, in the presence of microbending, a refractive index profile can be related to
a Fokker-Planck equation. From here the Fokker-Planck equation is brought into the same form as an imaginary time Schrödinger equation. This allows for a SUSY transformation to be performed, resulting in a new Fokker-Planck equation. We then show how to reverse the process and derive the refractive index profile from a corresponding Fokker-Planck equation.

A. Derivation of the Fokker-Planck Equation

For our model, we assume a ray picture for light propagation through a slab waveguide, which is confined in the y direction and longitudinal in the z direction. The results presented here can be readily generalized to model a fiber in two dimensions.

The micro-bending effect can be modeled by taking the optical waveguide to be bent in the y-z plane with a local bending radius \( R(z) \). The local bending radius \( R(z) \) is the inverse of the local curvature given by

\[
\kappa(z) = R^{-1}(z) = \frac{d^2 y}{dz^2} \left[ 1 + \left( \frac{dy}{dz} \right)^2 \right]^{-3/2}.
\]

The bending radius along a curve is illustrated in Fig. 1.

In the absence of micro-bending, the refractive index profile for a graded index waveguide takes the general form

\[
n = n_0(1 - U(y)).
\]

A commonly used graded index profile is the quadratic profile, which is defined by choosing \( U(y) = \Delta(y/y_c)^2 \). We will make use of this choice of profile in later sections, but for now we keep \( U(y) \) as a general function.

It has been shown that in the study of curved waveguides, a conformal transformation may be applied to the waveguide which results in the addition of a linear term to the refractive index \([56–59]\). This is illustrated for a waveguide with constant index of refraction in Fig 2.

Thus, in the presence of micro-bending, we can treat the bent waveguide as a straight waveguide with a modified index of refraction, given by

\[
n = n_0 \left[ 1 - \kappa(z)y - U(y) \right].
\]

From Fermat’s principal of least time, the ray equation can be derived \([60]\) for an arbitrary refractive index profile, resulting in

\[
\frac{d}{ds}\left( n \frac{dy}{dz} \right) = \frac{\partial n}{\partial y}, \quad ds = \sqrt{dy^2 + dz^2}.
\]

In the approximation that the ray only moves appreciably in the z-direction, we may write \( ds^2 = dy^2 + dz^2 \approx dz^2 \). Also, it is assumed that we are working in the small bending approximation, thus resulting in \( (\partial n/\partial z)(dy/dz) \) being negligible in comparison to \( \partial n/\partial y \). This results in the ray equation taking the form

\[
\frac{d^2 y}{dz^2} = \frac{1}{n} \frac{\partial n}{\partial y}.
\]

Taking Eq. (27) as our refractive index profile and noting that practical waveguides satisfy \( \kappa(z)y << 1 \) and \( U(y) << 1 \), the ray equation takes the form

\[
\frac{d^2 y}{dz^2} = F(y) - \kappa(z),
\]

where \( F(y) = -dU(y)/dy \). We assume that the random variable \( \kappa(z) \) has a mean of zero and is white-noise correlated, that is

\[
\langle \kappa(z) \rangle = 0, \quad \langle \kappa(z)\kappa(z') \rangle = \kappa_0^2 \delta(z - z').
\]

The above second order stochastic differential equation can be separated into a pair of Langevin equations, given by

\[
\frac{dy}{dz} = \theta(z), \quad \frac{d\theta}{dz} = F(y) - \kappa(z).
\]
We may use Eq. (15) and Eq. (17) to derive a Fokker-Planck equation which describes the evolution of the probability distribution of the ray along any point of the waveguide. This distribution tells us the probability of the ray being at the position $y$, with angle $\theta$, at the point $z$ along the waveguide. The FPE is given by

$$\left[ \frac{\partial}{\partial z} + \theta \frac{\partial}{\partial y} + F \frac{\partial}{\partial \theta} - \frac{\kappa_0^2}{2} \frac{\partial^2}{\partial \theta^2} \right] P(y, \theta, z) = 0. \quad (33)$$

This FPE looks different from the Schrödinger equation, so it is not trivial to see how a SUSY transformation can be applied. However, it is possible to bring this equation to a canonical form, as we will show. First, the FPE depends on two variables $y$ and $\theta$, and we need an equation for one space-like variable ($z$ being the imaginary time here). Noting that in the absence of loss, the Hamiltonian for the system is given by

$$E = \frac{1}{2} \theta^2 + U(y). \quad (34)$$

For our purposes, the absence of loss means that over many ray periods the micro-bending effect should not substantially change the energy of the ray ensemble. We introduce the phase-space action variable $I_0$ as the area enclosed in the phase-space of the ray, as the ray traverses one full cycle, and is defined as

$$I(E) = \oint \frac{1}{\sqrt{2(E - U)}} dy = T \theta^2, \quad (35)$$

where the period of the ray is denoted $T$ and the average over one full cycle is denoted by the overbar. We will also need the derivative of $I$ with respect to energy, which is given by

$$I'(E) = \oint \frac{1}{\sqrt{2(E - U)}} dy = T.$$  

Now we can use the above action variable and its derivative to write the FPE (33) in terms of one space-like variable $E$ and one time-like variable ($z$). The resulting FPE, which is explicitly derived in Appendix A and its general form is given in Eq. (A21), reads

$$\frac{2}{\kappa_0^2} \frac{\partial P(E, z)}{\partial z} = - \frac{\partial P(E, z)}{\partial E} + \frac{\partial^2 \mathcal{Z}(E) P(E, z)}{\partial E^2}, \quad (37)$$

where $P(E, z)$ now represents the probability distribution for the ray to possess energy $E$ when at a distance $z$ along the waveguide, and the variable $\mathcal{Z}$ is defined as

$$\mathcal{Z}(E) \equiv \frac{I(E)}{\partial I(E)} \cdot \quad (38)$$

We now have a FPE which can be related to the Schrödinger equation.

B. Obtaining an index profile from a FPE

In order to bring Eq. (37) into an isomorphic form with respect to the Schrödinger equation, we will perform a change of variables on the energy $E$. We now define the energy to be a function of a new variable, denoted $\mathcal{E}$. In order to write the FPE in a way suitable for performing a SUSY transformation, we look for separable solutions of the form $P(E, z) = B(E)Q(E, z)$. Plugging this solution into Eq. (37) gives

$$\frac{2}{\kappa_0^2} B \frac{\partial Q}{\partial z} = - B \frac{\partial Q}{\partial E} - \frac{\partial^2 B}{\partial E^2} Q + \frac{\partial^2 B}{\partial E^2} Q \quad \mathcal{Z} B \frac{\partial^2 Q}{\partial E^2} + 2(\frac{\partial B}{\partial E} \frac{\partial Q}{\partial E} + \frac{\partial B}{\partial E} \frac{\partial Q}{\partial E} + \frac{\partial B}{\partial E} \frac{\partial Q}{\partial E}). \quad (39)$$

Now we choose $E(\mathcal{E})$ and $B(\mathcal{E})$ to satisfy the relationships

$$\mathcal{Z}(\frac{\partial E}{\partial \mathcal{E}})^2 = 1, \quad \mathcal{Z} = (\frac{\partial E}{\partial \mathcal{E}})^2, \quad (40)$$

$$2 \mathcal{Z} \frac{\partial B}{\partial E} + (\frac{3}{2} \frac{\partial \mathcal{Z}}{\partial E} - 1) B = 0. \quad (41)$$

The solutions to Eq. (40) and Eq. (41) are given as follows

$$\mathcal{E} = \int \frac{dE}{\sqrt{\mathcal{Z}}}, \quad E = \int \sqrt{\mathcal{Z}} d\mathcal{E}, \quad (42)$$

$$B = \mathcal{Z}^{-3/4} \exp \left( \int \frac{dE}{2\mathcal{Z}} \right). \quad (43)$$

Note that in Eq. (39), $B$ appears in every term, so an overall constant in Eq. (43) does not effect the physics and thus can be set to a convenient value. Plugging Eq. (43) into Eq. (39) and utilizing the change of variables defined in Eq. (40) to write $\frac{\partial \mathcal{E}}{\partial E}$ as $\frac{1}{\sqrt{\mathcal{Z}}} \frac{\partial \mathcal{E}}{\partial E}$, results in the following imaginary-time ($Z = it$) Schrödinger equation

$$- \frac{\partial Q}{\partial Z} = - \frac{\partial^2 Q}{\partial \mathcal{E}^2} + V(\mathcal{E}) Q. \quad (44)$$

We have absorbed the coefficient $2/\kappa_0^2$ into a redefinition of the partial derivative with respect to $z$, namely $Z = k_0^2 z/2$, and the potential energy function is given by

$$V(\mathcal{E}) = \frac{1}{2} \left( \frac{\dot{I}}{I} - \frac{1}{2 I^2} \right), \quad (45)$$

where we have denoted differentiation with respect to $\mathcal{E}$ by $\dot{}$. We simplify this expression for the potential energy function by defining a new function $\mathcal{F}$ as follows:

$$\mathcal{F}^4 = \frac{\partial \left[ I^2(\mathcal{E}) \right]}{\partial \mathcal{E}} = 2 \left( \frac{\partial I(\mathcal{E})}{\partial \mathcal{E}} \right)^2. \quad (46)$$

The potential now takes the form

$$V(\mathcal{E}) = \mathcal{F}^{-1} \frac{\partial^2}{\partial \mathcal{E}^2} \mathcal{F}. \quad (47)$$
We have now arrived at a FPE that can undergo a SUSY transformation. The next step in our goal of finding an index profile with less loss is to perform a SUSY transformation and obtain a partner potential to $V(E)$. Once this is achieved, we use Eq. (47) and Eq. (46) to derive the corresponding action variable $I(E)$, and from this we can find the new index profile $U(y)$ by using an Abel transform, which is shown below. From Eq. (50), we can relate the derivative of the action variable $I$ to the derivative of the index profile through an Abel transform as follows

$$\frac{\partial I}{\partial E} = \frac{1}{\sqrt{2(E-U)}} \frac{1}{\sqrt{E-U}} dy = 2\sqrt{2} \int_0^{U^{-1}(E)} \frac{1}{\sqrt{E-U}} dy$$

$$= \int_0^{E} \frac{2\sqrt{2}}{\sqrt{E-U}} \frac{dU}{\sqrt{E-U}}, \quad (48)$$

where in the last step we made a change of variable from $y$ to $U$. An Abel transform between two functions $f(x)$ and $g(t)$ is given by

$$f(x) = \int_0^x g(t) \frac{dt}{\sqrt{x-t}}, \quad (49)$$

$$g(t) = \frac{1}{\pi} \int_0^t f(x) \frac{dx}{\sqrt{t-x}}. \quad (50)$$

Therefore, we have

$$\frac{\partial I(E)}{\partial E} = \int_0^{E} \frac{2\sqrt{2}}{\partial_y U} \frac{dU}{\sqrt{E-U}}, \quad (51)$$

$$2\sqrt{2} = \frac{\partial}{\partial U} \int_0^{U} \frac{\partial I(E)}{\partial E} \frac{dE}{\sqrt{U-E}}, \quad (52)$$

Eq. (52) can be further simplified by taking $U(y = 0) = 0$ and integrating both sides. This results in

$$y = \frac{1}{2\sqrt{2\pi}} \int_0^{U} I'(E) \frac{dE}{\sqrt{E-U}}. \quad (53)$$

Equation (53) allows us to derive a new index profile $U(y)$ from our new action variable. Note that in the first section of the background material, at the beginning of the paper, the SUSY formalism assumes we begin with a potential which has a well-behaved ground-state wavefunction in the unbroken-SUSY case, and from this we generate a partner potential with the same spectrum, with the exception of the ground state energy. In our current problem, such a transform would actually make an index profile with more loss. What we must now address is the question regarding whether our starting potential is a $V_+$ potential derivable from a partner potential $V_-$, related through a superpotential with unbroken SUSY. We address this question in the latter part of the next section.

### IV. EXAMPLE OF A MONOMIAL INDEX PROFILE

We now apply the above formalism to a specific example. We consider a common index profile of the form

$$U(y) = \Delta \left| y/y_c \right| \alpha, \quad (54)$$

where $y_c$ is half of the width of the waveguide under consideration. As mentioned previously, the SUSY-QM formalism discussed in Section II starts with a potential $V_-$ and obtains a partner potential $V_+$. Assuming that the superpotential $W$ realizes an unbroken SUSY, this would in fact lead to an index profile with more loss. This is always possible by virtue of the superpotential generated from the normalizable ground state associated with the original index profile. On the other hand, finding an index profile that results in less loss assumes that we begin with $V_+$ and obtain a partner potential $V_-$. As we will see, whether this can be achieved depends on the value of the parameter $\alpha$.

#### A. Obtaining an Index Profile with More Loss

In order to gain some intuition for the application of the above formalism, we first workout the case of obtaining an index profile which results in more loss. This will give us an example of an index profile which is not as efficient as the monomial profile. We begin here with treating $\alpha$ as a general parameter, but later in this section we will focus on the special case of $\alpha = 2$. Since the potential in Eq. (54) is symmetric under $y \rightarrow -y$, we only consider the domain $y \geq 0$ when discussing $U$. Using Eq. (55), we can obtain the action variable $I(E)$ by computing the following integral

$$I(E) = 2 \int_{y_c}^{y} \frac{\sqrt{2[E - \Delta(y/y_c)^\alpha]}}{\sqrt{2[E - \Delta(y/y_c)^\alpha]}} dy$$

$$= \frac{\sqrt{8\pi} \Gamma(1 + 1/\alpha)}{\Gamma(3/2 + 1/\alpha)} y_c \Delta^{1/\alpha} E^{1/\zeta}, \quad (55)$$

where $\zeta = 2\alpha/(\alpha + 2)$.

By taking the derivative of $I$ with respect to energy, we see that Eq. (58) becomes

$$Z(E) = \zeta E. \quad (56)$$

Using Eq. (42) we obtain

$$4E = \zeta E^2, \quad (57)$$

and from Eq. (43) we have

$$B = \zeta^{-3/4} E^{3/2 - 3/4} = \zeta^{-3/4} (\zeta/4)^{1/\zeta} E^{1-\alpha}. \quad (58)$$

As discussed in the paragraph immediately following Eq. (43), $B$ is only defined up to an overall constant. Thus, for simplicity, we choose

$$B = E^{1-\alpha}. \quad (59)$$
Next, we obtain the function $F(E)$ from Eq. (46) as
\[
F(E) = \pi^{1/4} \left[ \frac{8y_0 \Gamma(1+\alpha)}{\zeta \Gamma(3/2+1/\alpha)} \right]^{-1/\alpha} (\pi/4)^{1/\alpha} \eta^{1/\zeta - 1/2}.
\]

We can now use Eq. (47) to acquire the potential $V(E)$ as
\[
V(E) = \frac{1 - \alpha}{\alpha^2 E^2} = \frac{\nu^2 - 1/4}{E^2},
\]
where $\nu = (2 - \alpha)/2\alpha$. Note that we have used Eq. (55) to write $\zeta$ in terms of the parameter $\alpha$.

Now we want to find the ground state wave function of Eq. (44) with the potential given by Eq. (6), and use this ground state to generate the superpotential, as in Eq. (6), and from this obtain the new partner potential. We can find the ground state by an indirect way. We can directly solve Eq. (37) in terms of decaying Bessel functions, and then use the substitution $E(z) = B(E)Q(E, z)$, which we introduced to derive Eq. (39), along with Eq. (43), to obtain the ground state of Eq. (44). Inserting $Z$, given in Eq. (56), into Eq. (57) gives
\[
\frac{\partial P}{\partial z} = \left[ \frac{\kappa_0^2}{2} (2\zeta - 1) \right] \frac{\partial P}{\partial E} + \frac{\kappa_0^2}{2} \zeta E \frac{\partial^2 P}{\partial E^2}.
\]

We now make a change of variable as
\[
E = A\sqrt{E},
\]
where $\kappa_0^2/2 = 4/\zeta A^2$. This leads to the new form of the FPE in terms of the variable $E$ as
\[
\frac{\partial P}{\partial z} = \frac{\partial^2 P}{\partial E^2} + 3\zeta - 2 \frac{1}{E} \frac{\partial P}{\partial E}.
\]
By writing $P = E\nu \rho$, and recalling that $\nu = (2 - \alpha)/2\alpha$, we find
\[
\frac{\partial \rho}{\partial z} = \frac{\partial^2 \rho}{\partial E^2} + 1 \frac{\partial \rho}{\partial E} - \nu^2 \frac{1}{E^2} \rho.
\]
The stationary solutions to this differential equation can be written as $\rho(z, E) = e^{-\lambda m^2 \rho_m(E)}$, which results in
\[
\frac{\partial^2 \rho_m}{\partial E^2} + \frac{\partial \rho_m}{\partial E} + (\lambda_m - \nu^2 \frac{1}{E^2})\rho_m = 0.
\]
The solution is given in terms of Bessel functions as
\[
\rho_m = J_\nu(\sqrt{\lambda_m} E) = J_\nu(\sqrt{\lambda_m} A\sqrt{E}).
\]
From Eq. (54), we take the boundary condition to be $\rho_m(E = \Delta) = 0$, which is based on the assumption that the loss is small over the waveguide length. This results in
\[
u_m \nu_{v_m} = \sqrt{\lambda_m A} \sqrt{\Delta},
\]
where $u_{vm}$ is the $m$'th root of the $J_\nu$ Bessel function. We therefore obtain the following solution for normal modes of $P$:
\[
P_m(E, z) = e^{-\lambda m z} E^\nu J_\nu(\sqrt{\lambda_m} E).
\]
Now we can use the factorization relation $P(E, z) = B(E)Q(E, z)$. Plugging in Eq. (69) gives us the normal mode solutions for $Q$, namely
\[
Q(E, z) = e^{-\lambda m z} Q_m = e^{-\lambda m z} E^{1/2} J_\nu(\sqrt{\lambda_m} E).
\]
The ground state is given by
\[
Q_0(E) = E^{1/2} J_\nu(\sqrt{\lambda_0} E).
\]
Calculating the superpotential from Eq. (6), we obtain
\[
W(E; \nu) = -\frac{\nu + 1/\zeta}{E} + \lambda_0 \left[ \frac{J_{\nu+1}(\sqrt{\lambda_0} E)}{J_\nu(\sqrt{\lambda_0} E)} \right].
\]
We must now take into account the fact that the SUSY-QM formalism requires the ground state to be a zero energy eigenstate in order to perform a SUSY transformation. Thus we must actually work with the potential $V_\nu = V(E) - \lambda_0$. This amounts to multiplying the solutions in Eq. (70) by a factor of $e^{\lambda_0 z}$. Physically this amounts to modifying all of the decay constants by the addition of $\lambda_0$.

Partner potentials $V_\pm$ can be explicitly derived from Eq. (4). Inserting Eq. (72) into Eq. (4) gives
\[
V_\pm(E; \nu) = \nu^2 - 1/4 - \lambda_0
\]
and
\[
V_\pm(E; \nu) = \lambda_0 + \nu(\nu + 2) + \lambda_0 \left[ \frac{3}{4} + \frac{J_{\nu+1}(\sqrt{\lambda_0} E)}{J_\nu(\sqrt{\lambda_0} E)} \right]
\]
\[
- \frac{(4\nu + 2)\sqrt{\lambda_0} E J_{\nu+1}(\sqrt{\lambda_0} E)}{J_\nu(\sqrt{\lambda_0} E)}.
\]
We provide a plot of the superpotential and the partner potentials, up to an overall scaling factor, in Fig. 3 and Fig. 4, respectively, for the value $\nu = 0$. Note that pulling out an overall factor of $\sqrt{\lambda_0}$ in Eq. (72) allows us to use the variable $\sqrt{\lambda_0} E$. Also, since the energy is defined in the domain $0 \leq E \leq \Delta$, the variable $E$ lies in the domain $0 \leq \lambda E \leq 4\Lambda E/\zeta$, as can be seen from Eq. (57). In passing, we would like to point out that the relationship between the bound states of the two partner potentials in Fig. 4 is an example of a system having bound states in the continuum. The idea of bound states being found in the continuum was first introduced by John von Neumann and Eugene Wigner [65]. Since then the idea of such states have been applied to many physical systems [66].

As discussed previously in Section II, we can see from the figure that the superpotential for $\nu = 0$ does in fact realize an unbroken SUSY. From here on we take a definite value for the parameter $\alpha$ in order to further our
The solution of this equation is of the form $c_1 \xi^{3/2} + c_2 \xi^{-1/2}$. We set the coefficient $c_2$ to zero. This is reasonable since physically $\mathbb{F}^4$ represents the kinetic energy of the ray over one cycle and should go to zero as the energy goes to zero, as can be seen from Eq. (35) and Eq. (46). So, near the origin, we find $\mathbb{F}(\xi) \propto \xi^{3/2}$. From this solution we see that $\dot{\mathbb{F}}(\xi) \propto (3/2)\xi^{1/2}$. We now have the necessary tools to set the two boundary conditions required to solve Eq. (75). From the solution $\mathbb{F}$ and its derivative near the origin, we require $\mathbb{F}(0) = \dot{\mathbb{F}}(0) = 0$.

Now that we are able to obtain a solution for Eq. (75), we can use Eq. (46) to obtain the derivative of the action variable as

$$\frac{\partial I(\xi)}{\partial \xi} = \mathbb{F}^2/\sqrt{2}. \quad (77)$$

We require the action variable to obey $I(0) = 0$. From this boundary condition we can integrate Eq. (77) to get an expression for $I(\xi)$. We can now obtain an expression for $Z(\xi)$ from Eq. (48) using $\sqrt{Z} \partial / \partial E = \partial / \partial \xi$, we see

$$Z(\xi) = 2I^2/\mathbb{F}^4. \quad (78)$$

Inserting $Z(\xi)$ into Eq. (42) gives us the relationship between $\xi$ and $E$, allowing us to write an expression for $I(\xi)$. Now that we have $I(\xi)$ and its derivative $\partial I(\xi)/\partial E$, we may use Eq. (53) to derive the new index profile $U(y)$.

From Eq. (58) we see that $Z$ is only defined up an overall scaling factor, due to it being a ratio of a function and its derivative. Thus, when we use Eq. (78) and Eq. (53) to generate the new index profile, we only get the profile up to an overall scaling factor. We will choose the scaling factor such that the $y$ dependence of the index profile is normalized to $y_c$, as was done with the index profile [47] which we started with. We plot the original index profile and new index profile, generated numerically by following the above procedure, in Fig. 5.
B. Lowering the Loss

Now that we have seen an example of using the above formalism to derive a new index profile, we move on to the more practical issue of finding a profile which has lower loss than the one given in Eq. (1). As noted in the beginning of this section, in order to obtain an index profile which exhibits less loss, we must assume that we are starting with a potential \( V_+ \) which is derivable from a partner potential \( V_- \) through an unbroken SUSY superpotential. We now derive the condition that must be satisfied for this identification of the partner potentials to be true.

Assuming that \( V(x) = V_+ \) means that there exists a superpotential \( W \) such that \( V_+ = W^2 + W' \), where we have set \( \hbar/\sqrt{2m} = 1 \). This superpotential is generated from the ground state, \( \psi_0 \), of the partner potential \( V_- \) via \( W = -\psi_0'/\psi_0 \). Plugging this expression into our formula for \( V_+ \) gives

\[
\frac{d^2\psi_0}{dx^2} + \frac{2}{\psi_0} \left( \frac{d\psi_0}{dx} \right)^2 = \frac{2}{\psi_0} \left( \frac{d\psi_0}{dx} \right)^2. \tag{79}
\]

This tells us that for an unbroken SUSY partner potential \( V_- \) to exist, the above equation for \( \psi_0 \) must have a normalizable solution. In the absence of such a normalizable \( \psi_0 \), we will not be able to write down a partner potential \( V_- \). Lastly, we digress to point out that SUSY-QM can also be used to generate a family of potentials that are completely isospectral to a given potential \( V(x) \), this results in a class of index profiles that present equal loss. In the SUSY-QM literature this method goes by the name of Isospectral Deformation.[7] We provide a brief example of this in Appendix [8].

We now have the necessary tools needed to determine whether an index profile with less loss can be derived from the monomial profile. We see from Eq. (79) and Eq. (61) that for this to be the case there must exist a normalizable solution to the equation

\[
\frac{d^2\psi_0}{dx^2} + \frac{\nu^2 - 1/4}{x^2} \psi_0 = \frac{2}{\psi_0} \left( \frac{d\psi_0}{dx} \right)^2. \tag{80}
\]

The solution to this equation is of the form

\[
\psi_0(x) = c_2 \exp \left[ \frac{1}{2} \left( (\sqrt{4\nu^2 - 1}) \log (x) - 2 \log(x^{2\nu} + c_1) \right) \right]. \tag{81}
\]

In order for \( \psi_0(x) \) to be normalizable, we see from the first argument in the exponential that \( \nu \) must satisfy \( |\nu| > 1/2 \). Therefore, this tells us that given the index profile in Eq. (54), the possible range of \( \alpha \) which permits a less-lossy partner profile is given by \( \alpha > 1/2 \), and thus forcing \( \alpha < 1 \). We now can see that the choice of \( \alpha = 2 \) for the index profile in Eq. (54) cannot lead to an index profile with less loss, using the SUSY-QM formalism. For \( \alpha < 1 \), the previous formalism can be applied to derive the corresponding refractive index profile.

V. CONCLUSION

We address the problem of mitigating micro-bending attenuation in a waveguide, by way of a supersymmetric quantum mechanical approach. Starting from an initial refractive index profile, and taking the micro-bending into account, it is shown how to derive an associated Fokker-Planck equation, which describes the probability of finding a light ray with a particular energy at some distance along the waveguide. The Fokker-Planck equation is then related to the Schrödinger equation, and the methods of SUSY-QM are applied, resulting in a new Fokker-Planck equation. The procedure for generating a new refractive index profile from the corresponding Fokker-Planck equation, is then developed. It is shown that it is always possible to derive a refractive index which results in more loss, but not always possible to derive a refractive index resulting in less loss. We show that the existence of a SUSY transformation, resulting in a partner index profile with less loss, is determined by the solutions of a non-linear differential equation. We apply our formalism to the monomial index profile, with exponent \( \alpha \) treated as a free parameter, and show that a refractive index profile with less loss may be derived only when \( \alpha < 1 \).

It should be noted that while this work focuses on a problem in classical stochastic optics, the analysis can be applied to other stochastic problems that are based on the use of the Fokker-Planck equation. Furthermore, the developed procedure in this work could be expanded to deal with an optical fiber, where the micro-bending would no longer be confined to one dimension. Interesting applications may be found by applying the above formalism to integrated optical waveguide structures.

VI. ACKNOWLEDGEMENT

This research is supported by grant number W911NF-19-1-0352 from the United States Army Research Office.

Appendix A: From Langevin to Fokker-Planck

The following equation is the ray equation describing the trajectory of a light ray through a waveguide when subjected to micro-bending and a velocity dependent damping term. In our problem we neglected the damping term, but here we include it for completeness.

\[
\frac{d^2y}{dz^2} = -\gamma \frac{dy}{dz} - \frac{dU(y)}{dy} - \kappa(z). \tag{A1}
\]

Assuming low energy loss over many cycles, the energy is approximately given by

\[
E = \frac{\dot{y}^2}{2} + U(y). \tag{A2}
\]

This research is supported by grant number W911NF-19-1-0352 from the United States Army Research Office.
Differentiating this equation with respect to $z$ gives
\[ \dot{E} = \dot{y} \dot{y} + \frac{dU(y) }{dy} \dot{y} = (\dot{y} + \frac{dU(y) }{dy}) \dot{y}. \]  
(A3)

Using (A1) we have
\[ \dot{E} = - (\gamma \dot{y} + \kappa(z)) \dot{y}. \]  
(A4)

So our two Langevin equations are given by
\[ \dot{y} = \theta = \pm \sqrt{2(E - U(y))}, \quad \dot{E} = - \gamma \theta^2 - \kappa(z) \theta. \]  
(A5)

Now we want to use these Langevin equations to write a FPE. In general, when given a set of Langevin equations of the form
\[ \frac{\partial y_i}{\partial t} = A_i(y, t) + \sum_k B_{ik}(y, t) \zeta_k(t), \]  
(A6)

with mean and auto-correlation given as
\[ \langle \zeta_k(t) \rangle = 0, \quad \langle \zeta_i(t_1) \zeta_j(t_2) \rangle = 2D \delta_{i,j} \delta(t_1 - t_2), \]  
(A7)

the corresponding FPE is of the form
\[ \frac{\partial P(y, t)}{\partial t} = - \sum_i \frac{\partial}{\partial y_i} \left\{ [A_i(y, t) + D \sum_j B_{ij}(y, t) \frac{\partial B_{jk}(y, t)}{\partial y_i}] P \right\} + D \sum_{ij} \frac{\partial^2}{\partial y_i \partial y_j} \left\{ \sum_k B_{ik}(y, t) B_{jk}(y, t) P \right\}. \]  
(A8)

For our particular Langevin equations, we get the following FPE:
\[ \frac{\partial P(y, E, z)}{\partial z} = - \frac{\partial}{\partial y} (\theta P(y, E, z)) + \gamma \frac{\partial}{\partial E} (\theta^2 P(y, E, z)) \]  
\[ - \frac{\kappa_0^2}{2} \frac{\partial^2 P(y, E, z)}{\partial E^2} + \frac{\kappa_0^2}{2} \frac{\partial^2}{\partial E^2} [\theta^2 P(y, E, z)]. \]  
(A9)

We now have a FPE which gives the probability density $P = P(z, E, y)$. We want to reduce this equation to one that depends only on $z$ and $E$.

Let us separate the probability density into two parts, i.e., $P(y, E, z) = P(E, z) P(y | E, z)$. The probability to find the particle in the interval $y$ and $y + dy$ simply is $dt/T$, where $dy = |\theta|$ and $T$ is the period of oscillations for energy $E$. Note that we have used $|\theta|$ as the probability density, which is positive definite. The conditional probability density is then given by
\[ P(y | E, z) = \frac{1}{|\theta| T}. \]  
(A10)

It is easy to verify that $P(y | E, z)$ is normalized.

With the help of Eq. (A10), we can now rewrite the FPE in Eq. (A9) in terms of $P(E, z)$ as
\[ \frac{\partial}{\partial z} \left( \frac{P(E, z)}{T} \right) = - \frac{\partial}{\partial y} \left( \frac{P(E, z)}{T} \right) + \gamma \frac{\partial}{\partial E} \left( \frac{\theta P(E, z)}{T} \right) \]  
\[ - \frac{\kappa_0^2}{2} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{T} \right) + \frac{\kappa_0^2}{2} \frac{\partial^2}{\partial E^2} \left( \frac{\theta P(E, z)}{T} \right). \]  
(A11)

The first term on the right-hand side of this equation vanishes. The second term is
\[ \gamma \frac{\partial}{\partial E} \left( \frac{\theta P(E, z)}{T} \right) = \gamma \theta \frac{\partial}{\partial E} \left( \frac{P(E, z)}{T} \right) + \frac{\gamma}{\theta} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{T} \right). \]  
(A12)

The last term can be expanded as
\[ \frac{\kappa_0^2}{2} \frac{\partial^2}{\partial E^2} \left( \frac{P(E, z)}{T} \right) = \frac{\kappa_0^2}{2} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{T} \right) + \frac{\kappa_0^2}{2} \frac{1}{\theta^2} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{T} \right) \]  
\[ + \frac{\kappa_0^2}{2} \frac{\theta^2}{\theta^2} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{T} \right) + \frac{\kappa_0^2}{2} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{T} \right). \]  
(A13)

The left-hand side of Eq. (A11) can be written as
\[ \frac{\partial}{\partial z} \left( \frac{P(E, z)}{T} \right) = - \frac{\dot{\theta}}{\theta T} P(E, z) + \frac{1}{\theta T} \frac{\partial P(E, z)}{\partial z}. \]  
(A14)

After multiplying both sides of Eq. (A14) with $\theta T$, and using Eq. (A12) and Eq. (A13), we find
\[ - \frac{\theta}{\theta} P(E, z) + \frac{\partial P(E, z)}{\partial z} = \gamma P(E, z) + \frac{\gamma \theta^2}{T} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{T} \right) + \frac{\kappa_0^2}{2} \frac{\theta^2}{\theta^2} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{T} \right). \]  
(A15)

We now average both sides of this equation over one period of oscillation with energy $E$ and denote differentiation with respect to $E$ by $t$. Noting that the average of $\theta/\theta$ vanishes, we have
\[ \frac{\partial P(E, z)}{\partial z} = \gamma P(E, z) + \frac{\gamma I}{I'} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{I'} \right) \]  
\[ + \frac{\kappa_0^2}{2} \frac{I'}{I'} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{I'} \right) + \frac{\kappa_0^2}{2} \frac{\partial^2}{\partial E^2} \left( \frac{P(E, z)}{I'} \right). \]  
(A16)

where we have used
\[ I = \overline{\theta^2 T}, \]  
(A17)

and
\[ I' = T. \]  
(A18)

Note that
\[ \gamma P(E, z) + \frac{\gamma I}{I'} \frac{\partial}{\partial E} \left( \frac{P(E, z)}{I'} \right) = \gamma \frac{\partial}{\partial E} \left( \frac{I}{I'} P(E, z) \right), \]  
(A19)
and
\[
\frac{\kappa_0^2}{2} P(E, z) - \frac{\kappa_0^2}{2} \left( \frac{dE}{dE} \right) P(E, z) = \frac{\kappa_0^2}{2} \frac{d^2}{dE^2} \left( \frac{P(E, z)}{I} \right)
\]
\[= \frac{\kappa_0^2}{2} \frac{d^2}{dE^2} \left[ \frac{I}{P} P(E, z) \right] - \frac{\kappa_0^2}{2} \frac{dE}{dE} P(E, z). \tag{A20}
\]
We therefore arrive at the following FPE for \( P(E, z) \)
\[
\frac{\partial P(E, z)}{\partial z} = \frac{\partial}{\partial E} \left( \left( \frac{I}{P} - \frac{\kappa_0^2}{2} \right) P(E, z) \right)
\]
\[+ \frac{\kappa_0^2}{2} \frac{d}{dE} \left[ \frac{I}{P} P(E, z) \right]. \tag{A21}
\]

**Appendix B: Isospectral Deformation**

Given a partner potential \( V_-(E) \), there exists a class of potentials with the same spectrum and the same partner potential \( V_+(x) \), given by

\[
\hat{V}_-(\lambda, E) = V_-(E) - 2 \frac{d}{dE} \ln [I(E) + \lambda], \tag{B1}
\]
where

\[
I(E) = \int_{-\infty}^{E} dt \psi_0^2(t), \tag{B2}
\]
and \( \lambda \) is an integration constant that is allowed to be in the range \( \lambda < -1 \) or \( \lambda > 0 \). As an example, we look at the potential generated from the monomial index profile with exponent given by \( \alpha = 2 \),

\[
V_- = -\lambda_0 + \frac{\nu^2 - 1/4}{E^2}, \tag{B3}
\]
which has a ground state given by

\[
\psi_0 = \sqrt{\lambda_0} \psi_\nu(\sqrt{\lambda_0} E). \tag{B4}
\]

Now we derive an isospectral partner potential \( \hat{V}_- \), by using Eq. (B1) and Eq. (B2), as follows:

\[
\hat{V}_-(\lambda, E) = V_-(E) - 2 \frac{d}{dE} \ln [I(E) + \lambda], \tag{B1}
\]
and

\[
I = \frac{\epsilon^2}{2L_0} [J_\nu^2 - J_{\nu-1} J_{\nu+1}], \tag{B5}
\]

\[
\frac{d}{dE} \ln [I(E) + \lambda] = \frac{A \epsilon^2 + 2B \epsilon}{\epsilon^2 [J_\nu^2 - J_{\nu-1} J_{\nu+1}] + \lambda}, \tag{B6}
\]
where

\[
A = \sqrt{\lambda_0} (J_\nu J_{\nu-1} - J_{\nu+1}) - 0.5 J_{\nu+1} (J_{\nu-2} - J_\nu)
- 0.5 J_{\nu-1} (J_\nu - J_{\nu+1}), \tag{B7}
\]
and

\[
B = J_\nu^2 - J_{\nu-1} J_{\nu+1}. \tag{B8}
\]

This results in

\[
\hat{V}_-(\lambda, E) = -\lambda_0 + \frac{\nu^2 - 1/4}{\epsilon^2} - 2 \frac{A \epsilon^2 + 2B \epsilon}{\epsilon^2 [J_\nu^2 - J_{\nu-1} J_{\nu+1}] + \lambda}. \tag{B9}
\]

For the special case of \( \nu = 0 \), we have

\[
I = \frac{\epsilon^2}{2L_0} [J_0^2 + J_1^2], \tag{B10}
\]
and

\[
\frac{d}{dE} \ln [I(E) + \lambda] = \frac{J_0^2}{\epsilon (J_0^2 + J_1^2) + \lambda}, \tag{B11}
\]

which results in

\[
\hat{V}_-(\lambda, E) = -\lambda_0 - \frac{1/4}{\epsilon^2} - \frac{2J_0^2}{\epsilon (J_0^2 + J_1^2) + \lambda}. \tag{B12}
\]

Choosing the parameter values \( \lambda_0 = 1, \lambda = 1 \), we plot the isospectral potential (Eq. (B12)) and the original potential (Eq. (B3)) in Fig. 6.

**Fig. 6:** Plot of the original potential \( V_- \) and the isospectral potential \( \hat{V}_- \) with parameters \( \lambda_0 = 1, \lambda = 1 \).

Performing an isospectral deformation on a potential \( V \), which is associated with an index profile \( U \), and using the methods discussed previously in this paper will result in the generation of a family of index profiles which have the same loss as the original profile. Further details on the method of isospectral deformation can be found in [?].
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