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Abstract  Minimising the energy consumption associated with periodic motion is a priority common to a wide range of technologies and organisms. These include many forms of biological and biomimetic propulsion system, such as flying insects. Linear and nonlinear elasticity can play an important role in optimising the energetic behaviour of these systems, via linear or nonlinear resonance. However, existing methods for computing energetically optimal nonlinear elasticities struggle when actuator energy regeneration is imperfect: when the system cannot reuse work performed on the actuator, as occurs in many realistic systems. Here, we develop a new analytical method that overcomes these limitations. Our method provides exact nonlinear elasticities minimising the mechanical power consumption required to generate a target periodic response, under conditions of imperfect energy regeneration. We demonstrate how, in general parallel- and series-elastic actuation systems, imperfect regeneration can lead to a set of non-unique optimal nonlinear elasticities. This solution space generalises the energetic properties of linear resonance, and is described completely via bounds on the system work loop: the elastic-bound conditions. The choice of nonlinear elasticities from within these bounds leads to new tools for systems design, with particular relevance to biomimetic propulsion systems: tools for controlling the trade-off between actuator peak power and duty cycle; for using unidirectional actuators to generate energetically optimal oscillations; and further. More broadly, these results lead to new perspectives on the role of nonlinear elasticity in biological organisms, and new insights into the fundamental relationship between nonlinear resonance, nonlinear elasticity, and energetic optimality.
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1 Introduction

Periodic motion is ubiquitous, in both natural and manufactured systems. In many cases, this motion is intentional—driven by an actuator, and powered by a source of energy—and in such cases, the question of how to minimise the consumption of this energy often
manifests. In studies of biological and biomimetic locomotion systems, for instance, the question of how energy consumption is minimised is highly relevant: in aquatic animals [1–7]; microorganisms [8, 9]; flapping-wing robots [10–12] and insects [13–19]; robotic, prosthetic, and biological limb joints [20–24]; and further. These studies are united by another commonality: in each, energetic optimality is connected with structural resonance: the phenomenon in which structural elasticity, linear or nonlinear, absorbs the system’s inertial loads. However, in many of these systems, the precise interplay between resonance, energetic optimality, and nonlinear elasticity is still unclear [16].

A complex ecosystem of contexts, methods and approaches exist in the study of this interplay. Even in simple systems, a range of system-actuator architectures exist, including parallel-elastic actuation (PEA) [25–27], series-elastic actuation (SEA) [22–24, 28], and hybrid forms [29]. A wide range of actuator types are available. In engineering systems, electromechanical actuators are widespread [30, 31], but pneumatic [32, 33], hydraulic [34], and more exotic actuator types [35, 36] are also used. In biological systems, muscular actuators take many different forms [37, 38]. Each of these actuators can be modelled in various ways, with attendant assumptions, cost functionals, and constraints. In the context of energy optimisation, cost functionals may include mechanical power metrics, in addition to further actuator-specific metrics (e.g. electrical, metabolic) [22–24, 39, 40]. Metrics related to the actuator capability may be used as cost functionals and/or constraints: peak power, peak loads, and metrics of actuator motion [22–24, 41]. And finally, to solve the optimisation problem, a range of methods are available. Natural dynamics approaches are intuitive [25–28], but are restricted in their ability to handle complex problems and seek specified objectives. Convex optimisation approaches are powerful, widely applicable, and can find robust non-parametric solutions in presence of uncertainty [22–24]. However, when the cost functional is non-convex, these approaches can struggle: they are unable to distinguish global minima from local minima; and if the global minimum itself is non-unique, they are unable to give a complete description of this non-unique solution space. One practical situation in which non-convexity and non-uniqueness can arise is the case of imperfect actuator energy regeneration (imperfect backdrive), in which the actuator is unable to perfectly re-convert work done by the system on the actuator back into fuel, or stored energy [25, 39, 40]. An assumption of perfect energy regeneration can be accurate for certain electrical actuators and circuit configurations [25, 42], but regeneration is imperfect, or even non-existent, in many forms of non-electrical actuator (e.g. muscles and internal combustion engines).

In this work, we address several of these limitations with a new contribution to the ecosystem of energy optimisation methods. We develop a new theoretical technique for the analysis of the energetic behaviour of nonlinear systems: a technique analogous to phase-portrait methods [43, 44], but operating on system work loops. Using this technique, we present general and constructive proofs of the solutions to several single-degree-of-freedom (1DOF) actuator-agnostic problems in minimising actuator mechanical power consumption. These proofs describe the optimal nonlinear elasticities and associated actuator load waveforms that minimise actuator power consumption, under conditions of imperfect energy regeneration. They allow for near-arbitrary periodic reference trajectories as well as near-arbitrary time-invariant system dynamics and do not rely on the calculus of optimisation. We show that the resulting optimal nonlinear elasticities are non-unique and are completely described by a set of bounds within the space of elasticity: the elastic-bound conditions. On a methodological level, this constructive-proof approach is distinct from both classical natural dynamics and convex-optimisation approaches to energy optimisation. However, it can interface with convex-optimisation methods by providing an initial pool of solutions, or search space, which can be refined with additional objectives and constraints.

Our results also have a constellation of further theoretical and practical implications. On the practical side, we show how these general optimal solutions include classes of optimal bistable system, optimal unidirectional-drive system, and further systems of industrial relevance. We show how their non-unique-ness yields the ability to shape the system design such that actuator load and power waveform properties (peak power, duty cycle, etc.) match desired characteristics. And we illustrate how, and under what circumstances, the optimality of these solutions propagates through the actuator drivetrain; from optimality
in mechanical power; to optimality in terms of electrical, chemical, or metabolic power. Our results have particular relevance to biological and biomimetic propulsion systems, such as flapping-wing micro-air-vehicles (FW-MAVs) \[10–12, 45–48\]: they describe energetically optimal ways to use non-conventional actuators (e.g. combustion engines \[49\]) for flapping-wing flight and suggest new interpretations of the functional morphology of nonlinear elasticity within insect flight motors. On the theoretical side, we find that the optimality problem that we consider, and its solutions, are fundamentally related to several characteristics of nonlinear resonance \[50–53\]. Through these results, we are able to construct a novel class of non-unique nonlinear resonant state, representing an energy-based generalisation of linear resonance. To our knowledge, the existence of these non-unique states, and their relationship to optimal system design, has not previously been recognised. Our analysis not only contributes general solutions to a difficult energy optimisation problem, but also contributes novel designs for energetically optimal biomimetic propulsion systems using non-conventional actuators and elucidates a fundamental relationship between nonlinear resonance, nonlinear elasticity, and energetic optimality.

2 Elastic-bound conditions

2.1 Metrics of mechanical power

In the drivetrain of a general actuated system, power flows from some designated source (e.g. an electrical cell, or biological metabolism) to some designated output (e.g. the flow of a fluid). Figure 1. A shows a schematic. For a single-degree-of-freedom (1DOF) actuator undergoing periodic motion, over periodic window \(t \in [0, T]\), the time-domain mechanical power requirement is \(P(t) = F(t)x(t)\), for actuator force \(F(t)\) and displacement \(x(t)\). This power requirement, \(P(t)\), may contain regions of both positive (\(P > 0\)) and negative (\(P < 0\)) power. Under our convention, positive power (\(P > 0\)) represents power flow from actuator to system and negative power (\(P < 0\)), vice-versa. By definition, areas of positive power represent

![Fig. 1 General system power behaviour. (A) Schematic of system power flow: power typically flows from energy source to actuator, with the possibility of energy regeneration in the reverse direction, depending on the system and actuator configuration. The system design process also typically proceeds in the reverse direction: from desired output, to required input. (B) Visualisation of general periodic mechanical power requirement \(P(t)\), with overall metrics (a)–(d). Areas of positive (1) and negative (2) power are indicated, as are their effect on the four overall mechanical power metrics.](image-url)
an unavoidable power requirement for the actuator but the implications of negative power are actuator-specific [40, 54, 55]: must the actuator provide this power? Can it dissipate it? Can it store it and thereby regenerate its energy source? In light of these questions, four broad metrics of overall mechanical power consumption, \( \mathcal{P} \), can be identified:

Metric (a): the net power:

\[
\mathcal{P}(a) = \frac{1}{T} \int_0^T P(t) \, dt.
\]

The net power credits negative power \( (P < 0) \) directly against positive power \( (P > 0) \). It describes the overall system energy dissipation: the power consumption of an actuator with perfect energy regeneration. For some actuators, e.g. certain electrical actuators, with appropriate power electronics [42, 56], assuming perfect regeneration may be admissible. For others, e.g. muscles and combustion engines, the irreversibility of the actuation process precludes any form of regeneration.

Metric (b): the absolute power:

\[
\mathcal{P}(b) = \frac{1}{T} \int_0^T |P(t)| \, dt,
\]

representing the case in which an actuator must provide positive and negative power at full energetic cost. Consider vehicles actuated solely by reaction engines, e.g. rockets or hydrojets: the positive power of acceleration and the negative power of braking must both be provided by the engine. This describes several other robotic [41, 57] and biomechanical [39, 58, 59] systems. However, in other systems, negative power may incur a lesser cost [40], hence:

Metric (c): the positive-only power:

\[
\mathcal{P}(c) = \frac{1}{T} \int_0^T P(t) \mathcal{I}[P(t) \geq 0] \, dt,
\]

where \( \mathcal{I} \) is the Iverson bracket, with \( \mathcal{I} = 1 \) for a true statement \( \lambda \), and \( \mathcal{I} = 0 \) for a false statement \( \lambda \) [60]. The use of this metric implies that the system contains some mechanism or controller to dissipate, but not store or regenerate, negative power. Consider a vehicle with dissipative braking: controlled brake friction dissipates all negative power. This describes several models of insect flight motors [54, 61, 62], and bipedal walking [63].

A general metric, \( \mathcal{P}(d) \), can be defined, encompassing metrics (a)–(c), and a range of other imperfect energy regeneration behaviour, with single penalty function:

\[
\mathcal{P}(d) = \frac{1}{T} \int_0^T \{P(t) + Q(t)\} \mathcal{I}[P(t) \leq 0] \, dt,
\]

for penalty function \( Q(t) > 0, \forall t \), penalising regions of negative power \( (P < 0) \). This general metric allows us to derive a highly generalised results: metrics (a)–(c) correspond to the choice of particular constant penalties:

\[
(a) \ Q = 0, \ (b) Q = 2, \ (c) Q = 1.
\]

Other models of metabolic energetic cost [64–66] are equivalent to constants \( Q = 1.33 \) and \( Q = 1.20 \). All these metrics represent differing forms of imperfect energy regeneration.

2.2 Optimality in parallel-elastic actuation (PEA) systems under imperfect regeneration

The effect of elasticity on mechanical power metrics (b)–(d) is system-dependent. Consider a general nonlinear time-invariant single-degree-of-freedom (1DOF) parallel-elastic actuation (PEA) system: an actuator and an elastic element are linked to the system in parallel (Fig. 2). For a system with general Newtonian dynamics \( D(\cdot) \), the equations of motion read:

\[
G(t) = D(x, \dot{x}, \ddot{x}, \ldots), \quad \text{without elasticity}
\]

\[
F(t) = D(x, \dot{x}, \ddot{x}, \ldots) + F_s(x), \quad \text{with elasticity},
\]

where \( F(t) \) and \( G(t) \) are the actuator loads with and without elasticity, respectively; \( x(t) \) is system displacement (or, kinematic output); and \( F_s(x) \) is the elastic profile, dependent only on \( x \). The general dynamical formulation, \( D(\cdot) \), allows the treatment of different forms of time-invariant linear and nonlinear system (Fig. 2).

We take the kinematic output, or reference trajectory [22, 23], \( x(t) \), as prescribed. It is periodic with period \( T \), and extrema \( x_1 = \min x, \ x_2 = \max x \). This generates an inverse problem: \( D(\cdot) \) can be computed directly, and the actuator load \( G(t) \) can be visualised in load–displacement space \( (x-G) \): abscissa \( x \), ordinate \( G \).
The system time-invariant dynamics $x(t)$ and periodic output, $x(t)$, can be arbitrary, except for a few conditions. The inelastic work loop—the loop of $G(t)$—must be a closed simple curve (i.e. no self-intersection), no more than bivalued at any $x \in [x_1, x_2]$, and it must represent net power dissipation (i.e. the progression of time must represent clockwise travel around the closed loop). These conditions are satisfied, e.g. in any system (i) with positive linear inertia; (ii) with positive linear or nonlinear dissipation; and (iii) where $x(t)$ is composed of two half-cycles that are each monotonic.

This reveals the system work loop: in load–displacement space, area, $dx \cdot dF$, is mechanical work $[37, 67]$. The system time-invariant dynamics $D(\cdot)$, and periodic output, $x(t)$, can be arbitrary, except for a few conditions. The inelastic work loop—the loop of $G(t)$—must be a closed simple curve (i.e. no self-intersection), no more than bivalued at any $x \in [x_1, x_2]$, and it must represent net power dissipation (i.e. the progression of time must represent clockwise travel around the closed loop). These conditions are satisfied, e.g. in any system (i) with positive linear inertia; (ii) with positive linear or nonlinear dissipation; and (iii) where $x(t)$ is composed of two half-cycles that are each monotonic.

Under these conditions, we may segment the inelastic work loop, the loop of $G(t)$, into upper ($G^+$) and lower ($G^-$) single-valued curves, associated with separate oscillatory half cycles (Fig. 2). These, in turn, generate upper ($F^+$) and lower ($F^-$) single-valued curves associated with the elastic work loop—the loop of $F(t)$. Both pairs of curves can be defined with a midline ($G_{\text{mid}}$) and half-width ($G_{\text{arc}}$) component, such that:

$$G^\pm(x) = G_{\text{mid}}(x) \pm G_{\text{arc}}(x),$$
$$F^\pm(x) = G_{\text{mid}}(x) \pm G_{\text{arc}}(x) + F_s(x) = G^\pm(x) + F_s(x).$$

(7)

over $x \in [x_1, x_2]$, and where $G_{\text{arc}}(x) \geq 0, \forall x$. Under a change of variables ($dx = x \cdot dt$), the mechanical power consumption metrics (a)–(d) can then be expressed in terms of the loop parameters in equation:

$$P_{(a)} = \frac{1}{T} \int_{x_1}^{x_2} (F^+ - F^-) dx,$$
$$P_{(b)} = \frac{1}{T} \int_{x_1}^{x_2} (|F^+| + |F^-|) dx,$$
$$P_{(c)} = \frac{1}{T} \int_{x_1}^{x_2} (F^{|F^+| \geq 0}_+ - F^-|F^-| \leq 0)_+ dx,$$
$$P_{(d)} = \frac{1}{T} \int_{x_1}^{x_2} (F^+ - F^- + Q^+ |F^+| |F^+| \leq 0)_+ + Q^- |F^-||F^-| \leq 0)_+ dx,$$

(8)

where $Q^\pm(x) > 0$ are power penalty functions as per the metric (d). As per Eqs. 4, 5, metrics (a)–(c) are a particular form of metric (d), with the penalties:

(a) $Q^\pm = 0$, (b) $Q^\pm = 2$, (c) $Q^\pm = 1$.

(9)

Finally, we may pose the optimisation problem. Given $x(t)$, what are the elastic profiles, $F_s(x)$, such that the imperfectly regenerated mechanical power consumption, metrics (b)–(d), is minimised? A simple answer exists:

$$G^-(x) \leq -F_s(x) \leq G^+(x).$$

(10)

Equation 10 is the sole criterion, necessary and sufficient, for optimality in metrics (b)–(d). That is, any sign-flipped nonlinear elastic load profile $-F_s(x)$ that lies within the bounds of the inelastic work loop, $G^-(x)$, is optimal in mechanical power consumption, irrespective of the penalties associated with negative power. Figure 2 shows a schematic of these conditions, in linear and general nonlinear PEA systems.
Equation 10 is a powerful and general result that allows us to construct a wide range of energetically optimal systems. A full proof, as well as a derivation of \( G^\pm(x) \) in specific cases, is presented in “Appendix (A.1, A.3)”. As an aid to understanding, however, an intuitive, geometric, explanation can be made (Fig. 3). This explanation may be summarised in the following three-step process:

2.2.1 Step 1: The absence of negative power leads to equality among power metrics

Negative power arises when the actuator load, \( G(t) \) or \( F(t) \), and velocity, \( \dot{x}(t) \), have opposite sign. In equivalent work-loop terms, negative power arises when the upper loop curve, \( G^+(x) \) or \( F^+(x) \), becomes negative; or the lower curve, \( G^-(x) \) or \( F^-(x) \), becomes positive. As per Eqs. 8, 9, this negative power is associated with penalties in power metrics (b)–(d) (Fig. 3A). Because these penalties are dependent on the existence of negative power, if any given loop contains no regions of negative power, then, for that loop, all metrics (a)–(d) are equivalent: \( P_a = P_b = P_c = P_d \); an extension of the global resonance condition of Ma and Zhang [50–53].

2.2.2 Step 2: Minimising power consumption requires the absence of negative power

We then apply this logic to the case of actuator loads in inelastic, \( G^\pm(x) \), and elastic, \( F^\pm(x) \), versions of the same system (Eq. 7). We first observe, that, irrespective of elasticity, \( F_s(x) \), both versions represent an identical net power—metric (a), the loop area. Physically, this is because elastic forces are energy-conserving; and geometrically, because \( F_s(x) \) adds or subtracts from \( F^+(x) \) and \( F^-(x) \) equally (see Fig. 3C, D). Thus, we can use elasticity to alter.

The actuator power consumption—metrics (b)–(d), in the elastic system—while keeping the net power, (a), constant. Given that metrics (b)–(d) can only ever be greater than or equal to the constant value of (a), the minimum possible value of metrics (b)–(d) is this constant value. This minimum will necessarily be achieved when there are no additional power requirements from actuator penalties (Fig. 3A)—that is, when the work loop contains no negative power. Thus, any elasticity that ensures that negative power is absent from the elastic system work loop, \( F^\pm(x) \), will ensure that actuator power consumption is minimised, in all metrics (b)–(d).

2.2.3 Step 3: Elastic bounding thus minimises actuator power consumption

Which elastic profile, \( F_s(x) \), will ensure that the elastic work loop, \( F^\pm(x) \), contains no negative power? In \( F^\pm(x) \), negative power is generated when \( F^+(x) < 0 \), or \( F^-(x) > 0 \). We can see (Eq. 7) that elasticity, \( F_s(x) \), functions as a simple additive between the inelastic and elastic work loops: \( F^\pm(x) = G^\pm(x) + F_s(x) \). To ensure that the upper curve, \( F^+(x) = G^+(x) + F_s(x) \), is positive everywhere, it is required that \( -F_s(x) \leq G^+(x) \). Similarly, to ensure that the lower curve, \( F^-(x) \) is negative everywhere, \( -F_s(x) \geq G^-(x) \) must hold. That is, to ensure that the actuator power consumption is minimised, the elastic-bound conditions of Eq. 10 must be satisfied. Figure 3C, D illustrates this principle, with the effect of exceeding a bound indicated.

2.3 Optimality in series-elastic actuation (SEA) systems under imperfect regeneration

As an alternative to PEA, series-elastic actuation (SEA) involves linking an elastic element to the system in series with the actuator (Fig. 4), in the manner of classical base excitation [68]. The dynamics of a general nonlinear time-invariant 1DOF SEA system can be represented as:

\[
D(x, \dot{x}, \ddot{x}, \ldots) = F_s(u(t) - x(t)) = F(t),
\]

where \( F(t) \) is the actuator load; \( x(t) \) is the prescribed system displacement (kinematic output); \( u(t) \) is the actuator displacement (kinematic input); and \( F_s(\cdot) \) is the elastic profile, dependent on the relative displacement \( u(t) - x(t) \). While this SEA system is a direct analogue of the PEA system studied in Sect. 2.2, there are several differences in behaviour. First, the mass and dissipation of the actuation point cannot be lumped into the general time-invariant dynamics \( D(\cdot) \). This is a simplifying assumption vis-à-vis the behaviour of many real actuators [22–24]. Second, the case of zero elasticity \( (F_s = 0) \) is non-physical: load transmission is impossible. Third, for a given kinematic output, \( x(t) \), the load requirement, \( F(t) \), is
independent of elasticity and dependent only on the system dynamics, $D(\cdot)$ (Eq. 11). In contrast, the actuator displacement, $u(t)$, is dependent on elasticity and links power consumption to elasticity, via $P(t) = F(t)u(t)$. It is nevertheless possible to derive an elastic-bound optimality condition for this system, as summarised in the following four-step process:

2.3.1 Step 1: Reformulate the system such that elasticity is additive

Obtaining an elastic-bound condition relies on the additive properties of elasticity. To construct an additive framework for the analysis of SEA systems, we apply the inverse function of elasticity, $F_s^{-1}(\cdot)$, assuming it exists, to Eq. 11:

$$u(t) = x(t) + F_s^{-1}(F(t)).$$  \hspace{1cm} (12)

Equation 12 then represents a displacement transmission relationship, where the inverse of elasticity, $F_s^{-1}(F(t))$, represents the compliant displacement [69]. This step places a restriction on our analysis: only invertible, i.e. monotonic, elasticities are permitted. Non-monotonic, e.g. bistable, elasticities are not. The case of zero elasticity in a PEA system is analogous to the case of zero compliance in the SEA system: $x(t)$ represents an inelastic response, and $u(t)$ an elastic one (Fig. 4A).
2.3.2 Step 2: Characterise system loops in displacement–load space

As before, the kinematic output, $x(t)$, is prescribed. It is periodic, with period $T$, and spans the displacement range $x(t) \in [x_1, x_2]$. By the inverse dynamics, $F(t) = D(x, \dot{x}, \ddot{x}, \ldots)$, (Eq. 12), it follows that $F(t)$ is also prescribed, periodic, and spans some load range $F(t) \in [F_1, F_2]$. We then visualise these periodic functions in the rotated displacement–load plane ($F$-abscissa $F$, ordinate $x$). In this plane, the loops traced out by $x(t)$ and $F(t)$ in $x$-$F$ are still work loops (area, $dF \cdot dx$, is work), but $F^{-1}_x(F)$ now has an additive effect along the ordinate axis.

Following Sect. 2.2, we require that the work loop associated with the inelastic system dynamics is a closed, simple curve, no more than bivalued at any $F \in [F_1, F_2]$, and representing net power dissipation (i.e. the progression of time must represent counterclockwise travel around the closed loop). More specifically, we require that the waveform $F(t)$ be composed of two half-cycles, not necessarily symmetric or in phase with $x(t)$, but each monotonic. If these conditions are fulfilled, then we can segment the inelastic work loop into upper, $X^+(F)$, and lower, $X^−(F)$, curves, associated with these separate, monotonic, half cycles in force, $F(t)$. The time windows over which this half-cycle segmentation occurs we denote $T^\pm$. Over each $T^\pm$, the force rate, $\dot{F}(t)$, takes a particular consistent sign. $T^+ = \{ t : \dot{F}(t) < 0 \}$ is the window associated with $X^+(F)$, and $T^- = \{ t : \dot{F}(t) \geq 0 \}$ is the window associated with $X^−(F)$.

Using $T^\pm$, we can consistently segment a range of further variables (“Appendix A.4”):

- velocity : $\dot{x}(t)$ into $\dot{X}^\pm(F)$,
- force rate : $\dot{F}(t)$ into $\dot{F}^\pm(F)$,
- actuator disp. : $u(t)$ into $U^\pm(F)$,
- actuator velocity : $\dot{u}(t)$ into $\dot{U}^\pm(F)$,
- actuator power : $P(t)$ into $P^\pm(F)$.
For instance, the values of $\dot{X}^\pm(F)$ are the values of $\dot{x}(t)$ at the times $t \in T^+$, associated with $X^\pm(F)$. Note $X^\pm(F)$ and $\dot{F}^\pm(F)$ are already prescribed, by $\dot{x}(t)$ and $\dot{F}(t) = dF/dt$, respectively. Using the segmentations in Eq. 13, we can also formulate Eq. 12 in the $F$-$x$ plane, in a way that is directly analogous to the PEA system formulation (Eq. 7):

$$U^\pm(F) = X^\pm(F) + F_s^{-1}(F).$$

(14)

2.3.3 Step 3: Characterise actuator power consumption with respect to elasticity

Despite the fact that area ($dF \cdot dx$ and $dF \cdot dx$) in both $F$-$x$ and $x$-$F$ spaces represents mechanical work, the condition for negative power in the SEA system—loops $X^\pm(F)$ and $U^\pm(F)$—is not as simple as in the PEA system. Returning to a time-based formulation of mechanical power, $P(t) = \dot{u}(F(t))$, we observe the derivative relation:

$$P(t) = \frac{d}{dt}(u(t)) \cdot F(t) = \frac{d}{dF}(u(t)) \cdot \dot{F}(t) \cdot F(t),$$

(15)

when $u(t)$ and $F(t)$ are differentiable. This relation transforms to the $x$-$F$ space as:

$$P^\pm(F) = U^\pm(F) \cdot \dot{F}^\pm(F) \cdot F.$$

(16)

This expression for power consists of a multiplication of three terms: $F$, $\dot{F}$, and $U' = dU/dF = du/dF$. Differentiating Eq. 14 with respect to $F$, we obtain $U^\pm(F)$ as:

$$U^\pm(F) = X^\pm(F) + \left(F_s^{-1}\right)'(F).$$

(17)

$\left(F_s^{-1}\right)'(F)$ is the derivative of the inverse of the elastic load profile: the nonlinear compliance or flexibility (structural mechanics) or the reciprocal of the quasi-stiffness (biomechanics) [70]. $X^\pm(F)$ is the derivative of $X^\pm(F)$ with respect to $F$. $X^\pm(F)$ may be computed directly from $X^\pm(F)$, or via:

$$X^\pm(F) = \frac{X^\pm(F)}{F^\pm(F)}.$$

(18)

Equations 17 and 18 define $P^\pm(F)$ from Eq. 16, with the only remaining unknown being the system elasticity, expressed as $\left(F_s^{-1}\right)'(F)$.

2.3.4 Step 4. Derive elastic-bound conditions

To obtain an elastic-bound condition for SEA systems, we must answer several questions. First, does elasticity, $F_s(\cdot)$, alter the net power, $P_n(\cdot)$ (Eqs. 1, 8)? It does not: physically, elasticity is conservative, and formally, integrating Eq. 18 over the work loop causes $\left(F_s^{-1}\right)'(F)$ to vanish. Second, what is the relationship between power consumption metrics (b)–(d) and the net power, metric (a)? We may confirm again that metrics (b)–(d) are always greater than or equal to metric (a) and that the absence of negative work, $P(t) \geq 0, \forall t$, is the sole condition for these metrics to all be equal (“Appendix A.4”). Finally, does the elasticity alter metrics (b)–(d)? In general, it does. It follows then that any elasticity which ensures that negative power is absent from the system necessarily minimises metrics (b)–(d).

What, then, are the conditions on elasticity to ensure that negative power is absent? By Eqs. 15, 16 negative power, $P^\pm(F) < 0$, occurs when the signs of the force $(F)$, force rate $(\dot{F})$, and gradient of the resultant work loop $(U')$, all multiply to be negative (Fig. 4). Note that this condition may be confirmed by rotating the loop back to displacement–load space ($u$-$F$) and observing where $P = F\dot{u}$ changes sign. To ensure only positive power is present, $P^\pm(F) \geq 0, \forall F \in [F_1, F_2]$, we substitute Eq. 17 into Eq. 16 and obtain:

$$-\left(F_s^{-1}\right)'(F) \cdot F_s^{-1}(F) \cdot F \leq X^\pm(F) \cdot \dot{F}^\pm(F) \cdot F, \forall F \in [F_1, F_2].$$

(19)

Accounting for all possible combinations of signs for $F$ and $\dot{F}$ (“Appendix A.4”), we obtain a set of conditions on $\left(F_s^{-1}\right)'(F)$. These are the SEA elastic-bound conditions:

for $F_1 \leq F \leq 0 : X^-(F) = -\left(F_s^{-1}\right)'(F) \leq X^+(F)$;
for $0 \leq F \leq F_2 : X^+(F) = -\left(F_s^{-1}\right)'(F) \leq X^-(F)$;

(20)

which are sufficient for energetic optimality, under imperfect energy regeneration, metrics (b)–(d), and under the system conditions that have been outlined (invertible elasticity, relevant curve conditions). This concludes the four-step process for formulating the
elastico-bound condition in this SEA system—a full proof, as well as a derivation of $X^\pm(x)$ in a specific case, is presented in “Appendix (A.2, A.4)”. In intuitive terms: negative power is generated when $U'$ reverses direction within a half-cycle, as this represents a reversal in $\dot{u}$ ($P = Fu$). To eliminate this negative power, we require that the gradient of the compliance, $(F_s^{-1})'$, is bounded by $X^\prime$, because these three gradient terms show an additive relationship, $U' = X' + (F_s^{-1})'$. Figure 4 shows a visualisation of these elastico-bound conditions, in general linear and nonlinear SEA systems, alongside several key notes, as follows:

**Note (i)** The requirement for invertible elasticity necessitates that the elasticity be either always-stable, $(F_s^{-1})'(F) \geq 0$, $\forall F \in [F_1, F_2]$, or always-unstable, $(F_s^{-1})'(F) \leq 0$, $\forall F \in [F_1, F_2]$, with no more than a single equilibrium (Fig. 4).

**Note (ii)** Equation 20, as stated, is sufficient but not necessary for optimality. Equation 20 becomes necessary if the inelastic system itself, expressed as $X'^\pm(F)$, satisfies a set of further conditions:

$$
X'^+(F) \geq X'^-(F), \forall F \in [F_1, 0],
X'^-(F) \geq X'^+(F), \forall F \in [0, F_2],
$$

and, $X'^+(0) = X'^-(0)$.

That is, if Eq. 20 is satisfied, the actuator power requirement, $P(t)$, contains no negative power. In a given system, it is not immediately guaranteed that any elasticity exists satisfying Eq. 20: the condition on the system ($X'^\pm$) for such an elasticity to exist is Eq. 21. Note that, in systems not satisfying Eq. 21, it is still possible to optimise power consumption, but the optimal state will still contain regions of negative power, and Eq. 20 will not be satisfied. This accessibility of optimal states without negative power is a topic that warrants further investigation.

**Note (iii)** Equation 20 defines a continuous range of optimal compliance profiles. These profiles show a common feature: Eq. 20 functions as an equality condition at the point of zero load ($F = 0$), implying that the compliance at $F = 0$, $(F_s^{-1})'(0)$, must take the value common to $-X'^\pm(0)$ (Eq. 21), to ensure energetic optimality via the absence of negative work.

**Note (iv)** Equation 20 is a condition on the compliance of the elastic element, $(F_s^{-1})'(F)$: the gradient of the compliant displacement profile, not the displacement profile itself. Any offset is permissible, i.e. any $C$ in $F_s^{-1}(F) = f(F_s^{-1})(F) dF + C$, though such an offset is not useful: it merely represents a static offset in the actuator displacement, $u(t)$, with the actuator displacement about the system equilibrium, $u(t) - F_s^{-1}(0)$, remaining unaltered.

**Note (v)** Integrating Eq. 20 yields a condition on the compliant displacement profile itself, $F_s^{-1}(F)$, giving its maximum range:

$$
X^+(F) - X^+(0) \leq -F_s^{-1}(F) - F_s^{-1}(0) \leq X^-(F) - X^-(0),
$$

where $X^\pm(0)$ and $F_s^{-1}(0)$ account for the fact that $F_s^{-1}(0)$ can equal any constant (note iv). Figure 4 illustrates this condition. Equation 22 is necessary, but not sufficient, for optimality: the gradient condition, Eq. 20, must still be satisfied within these bounds.

2.4 Additional objectives and constraints: variant and invariant metrics

Our objective thus far has been to minimise actuator mechanical power consumption, but many other objective and constraint metrics may be relevant to the actuator at hand (peak power, duty cycle, etc.). Indeed, the non-uniqueness of the optimal solutions in Sects. 2.2, 2.3 naturally leads to a consideration of additional metrics: one may choose from this pool of non-unique solutions, or search space, to achieve other objectives, possibly at no further cost. Different metrics are relevant to different actuators, but broadly, we can classify them all as either variant or invariant—referring to whether or not they vary over the space of non-unique elasticities given by the system’s elastico-bound conditions. With a few subtleties, the definition of the invariant metrics implies that optimality in these metrics comes simultaneously with optimality in mechanical power. Variant metrics, on the other hand, vary across the non-unique solution pool, and thus are more complex to optimise.

So, which metrics are invariant? In the SEA system, the actuator load profile, $F(t)$, is completely independent of elasticity—though note that this independence
does rest on our simplification of actuation point dynamics (inertialess actuation point, etc., see Sect. 2.3). Any functional solely of \( F(t) \) is thus an invariant metric in SEA systems: for instance, peak load, max \( |F| \), duty cycle, and electrical resistive losses, measured via the force-squared metric [30, 31, 41]:

\[
P_{F^2} \propto \frac{1}{T} \int_{0}^{T} F(t)^2 dt.
\] (23)

Also invariant are several isometric muscular power consumption metrics, measured via a range of force-based metrics, including \( P_{F^2} \) and also [39, 40, 59, 71]:

\[
\begin{align*}
P_{|F|} & \propto \frac{1}{T} \int_{0}^{T} |F(t)| dt, \\
P_{F^2} & \propto \frac{1}{T} \int_{0}^{T} \dot{F}(t)^2 dt.
\end{align*}
\] (24)

Given \( F(t) \)'s independence in SEA systems, optimality (i.e. neutrality) in all these metrics comes guaranteed.

Other potentially relevant metrics are, however, variant: metrics including the peak power, \( \max |P| \), and any functional of the actuator displacement, \( u(t) \). In general, optimising or constraining these metrics requires additional analysis. Extensions to our analytical framework can provide certain additional results—for instance, we note that constraints on the actuator displacement could be translated back to constraints on the elasticity, via Eq. 17. Otherwise, in the general case, convex optimisation [22–24] may be able to optimise complex variant metrics, though characterising any non-uniqueness in the optimum may be difficult.

In PEA systems, \( x(t) \) is prescribed and thus completely independent of elasticity. Any functional solely of \( x(t) \) is an invariant metric: associated constraints or objectives can be trivially included in the initial prescription. Functionals of force, \( F(t) \), are generally variant metrics, requiring additional optimisation, convex, or otherwise. We note, for instance, that the PEA midline elasticity, \(-F(x) = -G_{\text{mid}}(x)\), is a non-unique minimum for several variant metrics, such as the peak load, \( \max |F| \). But there is one key exception to the variance of force-based metrics. In PEA systems, the absolute force metric, \( P_{|F|} \), is invariant over the space of elastic-bound solutions, provided that the prescribed displacement, \( x(t) \), shows the symmetry \( x(t) = x(T - t) \), \( \forall t \) (i.e. is composed of two symmetric half-cycles). A proof is given in “Appendix (A.5)”. This symmetry condition is satisfied for many common waveforms: sine waves, triangle waves, square waves, etc., and for these waveforms, all of the elastic bound solutions are equally optimal in \( P_{|F|} \). This conditional invariance of \( P_{|F|} \) implies that PEA systems may be better suited for optimising biological systems, for which \( P_{|F|} \) is relevant [72], than to optimising electromechanical ones, for which \( P_{F^2} \) is more relevant.

3 Systems-design applications

3.1 Exploring the elastic-bound solution space

The elastic-bound conditions of Sects. 2.2, 2.3 define a space of non-unique optimal nonlinear elasticities, all minimising the mechanical power consumption of an actuator with imperfect energy regeneration. This space of elasticities may encompass various forms of elastic behaviour: e.g. linear, strain-hardening, strain-softening, bistable, freeplay, and others. The choice of elasticity, and elastic behaviour, is a design tool: it allows additional optimisation objectives to be pursued (Sect. 2.4); allows actuator input waveforms to be tuned according to the desired actuation characteristics; and allows different forms of behaviour to be designed into the system, all while retaining overall energetic optimality. Multiple approaches to making this choice are available. In Sect. 2.4, we laid a theoretical groundwork for the study of additional objectives, through the classification of variant and invariant metrics. If particular quantitative design objectives are pursued, then convex-optimisation techniques [22–24] can be applied, alongside invariance principles, to locate optimal states associated with these objectives. Alternatively, particular forms of optimal elasticity (e.g. bistable, freeplay) can be studied generally, and their effect on the system and actuator behaviour can be characterised. The latter is the approach that we present—and we go further to
explore specific applications and actuators that are well-suited to particular forms of elasticity.

We consider the trade-offs between four key aspects of system and actuator behaviour. (i) Peak actuator load and power. These are general metrics of capability, rather than efficiency. (ii) Actuator duty cycle: the cycle-normalised time window over which the actuator load is nonzero. Several actuator types, including solenoids and shape memory alloys, operate at greater efficiency under low duty-cycle operation [35, 73–75], often for temperature-related reasons. In general, there is a trade-off between peak load/power and duty cycle, the priority of the two resting on the actuator in question. (iii) Directionality of actuator load: a range of actuators (solenoids, muscles, etc.) are capable of only unidirectional load outputs [72–75]. Generating a bidirectional load profile requires actuator duplication, with attendant control complexity. By selecting an appropriate nonlinear elasticity, we may be able to reduce the load requirement to a unidirectional profile, eliminating the need for actuator duplication. (iv) The system behaviour under off-nominal loading conditions. While each combination of optimal elasticity and input load waveform will recreate the prescribed nominal output, the behaviour of the system at off-nominal conditions (e.g. quasistatic, free-response, differing frequency, etc.) will differ sharply. Over the following two sections, we detail some of the choices of elasticity that can be made, and their implications for these aspects of system and actuator behaviour.

3.2 PEA systems-design applications

In PEA systems, the actuator load waveform, \( F(t) \), is not invariant. This has the advantage of allowing particular load waveform properties to be designed into the system. In addition, our PEA analysis framework permits non-invertible elasticities (e.g. bistable elasticities), allowing significant control over the system equilibria and quasistatic behaviour. Figure 5 describes several forms of optimal elasticity in a general PEA system, and their implications.

3.2.1 Freeplay elasticities

Freeplay elasticities are characterised by a region of zero elastic force—the freeplay region—often located around a rest state. For instance, the elastic force profile:

\[
F_s(x) = \begin{cases} 
  k(x + \delta) & x \leq -\delta, \\
  0 & -\delta \leq x \leq \delta, \\
  k(x - \delta) & x \geq \delta,
\end{cases} \quad \delta \geq 0 \quad (25)
\]

Freeplay elasticities commonly arise from backlash (i.e. clearance and tolerance) effects in rigid mechanisms such as gear trains [76] and are typically unintentional and undesired. According to our analysis, however, freeplay elasticities can still be energetically optimal: a range of different freeplay elasticities satisfy the PEA elastic-bound conditions. For instance, defining displacements \( l^\pm \) such that \( G^+(l^-) = 0 \) and \( G^-(l^-) = 0 \), we find that any freeplay with \( 0 \leq \delta \leq \min\{-l^+, l^-\} \), can be optimal, with the correct \( k \). This optimal freeplay stiffness \( (k) \) is given by substituting Eq. 25 into Eq. 10: it differs from the optimal linear stiffness, and is typically greater. While the use of freeplay elasticities leads to a load requirement (Fig. 5Aiv) that shows greater peak load and peak power requirement than is the case when the system contains no freeplay (e.g. under perfect linear elasticity, also illustrated), our approach nevertheless allows the construction of a system in which the overall power consumption is optimal. Note also that the existence of this broad class of optimal freeplay elasticities highlights a difference between our method, and existing convex optimisation methods [22–24]: our method is able to completely describe this set of optimal freeplay elasticities (of the form of Eq. 25). Existing convex-optimisation approaches are limited to single-point convergence [22–24], and cannot describe a non-unique solution space in the same way.

There are also cogent reasons to consider the intentional use of freeplay elasticities in PEA systems. For instance, consider a system designed for two modes of operation—a high-frequency mode and a quasistatic mode. Such a system could represent several forms of biomimetic propulsion and/or flow control, e.g.: (i) a legged robot [21, 58] designed both for running and for slow, careful, walking; (ii) an aquatic robot [78, 79] designed for both rapid and slow swimming; or (iii) an active gurney flap in an aerofoil or hydrofoil [80], designed for both oscillatory flow control and slow flight control. Applying the elastic-bound conditions to the high-frequency mode, we
Fig. 5 Systems-design applications of optimal nonlinear elasticity in PEA systems. Three forms of optimal nonlinear elasticity are illustrated: (A) freeplay-nonlinear elasticities; (B) bistable elasticities; (C) the one-way drive elasticities. For each form is shown: (i) the nonlinear elastic load profile, within the optimal zone, and compared to a resonant linear elasticity; (ii) a two-dimensional mechanism approximating the nonlinear elasticity via geometric nonlinearity; (iii) the resultant work loops, for both the nonlinear and linear elasticity; (iv) the resultant time-domain actuator loads. (C) An FW-MAV application: one-way drive elasticities for a nonlinear FW-MAV with quadratic damping ($G = m\ddot{x} + c\dot{x}^2$), undergoing either simple-harmonic motion or the insect wingbeat kinematics identified by Dickinson et al. [77]. (i) Wingbeat kinematics; (ii) one-way drive elasticities; (iii) the elastic (resultant) and inelastic time-domain actuator load profiles, scaling $\dot{F} = c\ddot{x}^2\omega^2$; (iv) elastic and inelastic time-domain actuator power profiles, scaling $\dot{P} = c\ddot{x}^3\omega^3$, confirming energetic optimality: these elasticities eliminate negative power, while maintaining constant net power.
obtain a range of elasticities minimising the mechanical power consumption of this high-frequency state. However, some of these elasticities (e.g. a resonant linear elasticity) introduce a problem: during the quasistatic mode the actuator must actively apply load against the elasticity. A freeplay elasticity (e.g. Figure 5Ai) provides one solution to this problem: over the freeplay region, a certain displacement range in x, the quasistatic mode of operation has zero load elastic load requirement. A freeplay elasticity thus allows the efficiency and performance of the quasistatic mode of operation to be increased, at no cost to the mechanical power consumption of the high-frequency mode of operation. Manufacturing such elasticities presents no practical problem: contact mechanisms can generate freeplay elasticities of arbitrary width (Fig. 5Aii).

### 3.2.2 Bistable elasticities

Bistable elasticities consist of an unstable equilibrium bracketed by stable equilibria. The existence of bistable (and multistable) elasticities satisfying the PEA elastic-bound conditions thus allows a range of different system equilibria to be designed into the system at no overall energetic cost. For instance, elasticities with stable equilibria at high displacement (Fig. 5Bi) may be useful for systems designed to oscillate outwards from a retracted equilibrium—for instance, active gurney flaps [80], in which an equilibrium located near an extremum of the oscillatory displacement range may represent a streamlined aerofoil profile. Bistable elasticities also allow a degree of control over the actuator duty cycle: a bistable elasticity tuned to lie along the boundary of the inelastic system work loop, i.e. tuned to both the inertia and the dissipation of the system, can reduce the actuator duty cycle down to 50% (Fig. 5Biv) or even below. This reduction in duty cycle could be used to optimise the behaviour of solenoid actuators, as noted in Sect. 3.1. For example, consider the family of elasticities:

\[
F_+(x) = \begin{cases} 
-G^-(x) & x \leq -\delta, \\
-G^+(x) & -\delta \leq x \leq \delta, \\
G^+(x) & x \geq \delta, 
\end{cases}
\]

controlled by the parameter \(\delta\). For \(0 < \delta \leq \max(x)\), in a system showing symmetry \(x(t) = x(T - t)\), \(\forall t\), this elasticity satisfies the elastic-bound conditions ( Sect. 2.2). For \(0 < \delta < l^+\), where \(l^+\) are such that \(G^+(l^+) = 0\), this elasticity is bistable; for \(\delta = l^+\), this elasticity is a freeplay strain-hardening elasticity; for \(l^+ < \delta < \max(x)\), the elasticity is strain hardening; and for \(\delta = \max(x)\) the elasticity is linear. In the bistable regime, \(0 < \delta < l^+\), the duty cycle of the actuator load requirement waveform reaches 50% in the limit \(\delta \to 0\). While this limit is not practically achievable, operating near this limit (Fig. 5Aii) leads to similarly low duty cycles. This allows the construction of energetically optimal resonant drive systems using actuators which are only capable of providing low duty-cycle load waveforms. In manufacturing terms, bistable elasticities can be generated from monotonic (even, linear) elasticities via a range of bistable mechanisms [81]—for instance, the mechanism in Fig. 5Bii.

### 3.2.3 The one-way drive elasticities

In any PEA system satisfying our analysis conditions (Sect. 2.2), a pair of unique elasticities \((F_{s,1} \text{ and } F_{s,2})\) necessarily exist:

\[
F_{s,1}(x) = -G^+(x), \\
F_{s,2}(x) = -G^-(x).
\]

These elasticities (Fig. 5Ci) represent the upper and lower boundaries of the sign-flipped work loop, \(-G^\pm(x)\), the boundaries of the elastic-bound conditions (Eq. 10). Recalling that \(F^\pm(x) = G^\pm(x) + F_s(x)\) (Eq. 7), we observe that these elasticities leave one boundary of the resultant work loop at a state of zero load:

\[
F_{s,1}(x) = -G^+(x) \Rightarrow F^+(x) = 0, \quad F^-(x) = -2G_{arc}(x), \\
F_{s,2}(x) = -G^-(x) \Rightarrow F^-(x) = 0, \quad F^+(x) = 2G_{arc}(x).
\]

As a result, the actuator load requirement is unidirectional (Fig. 5Civ). For this reason, we term \(F_{s,1}(x)\) and \(F_{s,2}(x)\) the one-way drive elasticities. They
are optimal, according to the elastic-bound conditions, and, at a cost of doubling the peak load and power, reduce the actuator duty cycle down to 50% or lower.\(^2\)

Physically, these elasticities optimally recreate one half-cycle of the oscillatory motion, via stored energy from the other half cycle.

The implications of the one-way drive elasticities are extensive. They allow a single low duty-cycle unidirectional actuator (e.g. a solenoid or combustion cylinder) to generate energetically optimal resonant oscillations. This is in contrast to conventional resonant forced-oscillation systems, which are typically subjected to bidirectional actuation, as a necessary condition of linear resonance. The possibility of energetically optimal unidirectional actuation significantly simplifies actuation requirements and allows new classes of actuator to be used, without duplication. A particularly relevant application is in flapping-wing micro-air-vehicles (FW-MAVs), which stand to benefit significantly from a reduction in actuation system mass and/or complexity. Figure 5D illustrates an FW-MAV application in more detail: we study a quadratically damped nonlinear system \((G = m\ddot{x} + c\dot{x} + kx, \text{cf.} \text{''Appendix, A.1''})\) with \(c/m = 1.2\), undergoing either normalised simple-harmonic motion, or the normalised wingbeat kinematics identified by Dickinson et al. [77] as a model of insect flight. In each of these cases, we construct and validate an appropriate one-way drive elasticity: computing the load and power requirement waveforms under inelastic and elastic conditions, we confirm that introducing the appropriate one-way drive elasticity into the system reduces the load requirement to unidirectionality and eliminates negative power in the system, while maintaining constant net power. These elasticities are thereby optimal, according to the analysis of Sect. 2.2. In manufacturing terms, while the details of the elastic profile may be complex, the basic form of these one-way drive elasticities could be effectively represented by bistable elasticities operating to one side of an unstable equilibrium (Fig. 5Cii)—a method for generating these nonlinear elasticities via geometric nonlinearity, rather than material nonlinearity.

### 3.2.4 Special case: dissipation-dominated systems

An interesting behaviour arises in dissipation-dominated systems (Fig. 5B), with zero effective inertia and initial elasticity, i.e. \(D(x, \dot{x}, \ddot{x}, \ldots) \approx D(\dot{x})\), with \(D(0) \approx 0\). In such systems, the elastic-bound conditions describe a space of energetically neutral elasticities. With zero effective inertia, elasticity cannot reduce the actuator mechanical power consumption, but it can hold it constant, and at the same time, alter other system properties. For instance, optimal bistable elasticities can be constructed in order to alter the system equilibria and their stability, and reduce actuator duty cycle (Sect. 3.2.2). One-way drive elasticities can be constructed to reduce the actuator load requirement to unidirectionality, and to reduce actuator duty cycle (Sect. 3.2.3). Simple (e.g. piecewise-linear) optimal freeplay elasticities reduce to the trivial case of zero elasticity (Sect. 3.2.1), but more complex optimal freeplay and/or contact-based elasticities can be constructed. For instance, consider a destabilising elasticity with a single stable equilibrium and two unstable equilibria (Fig. 6A): using this nonlinear elasticity, we can construct a high-stability equilibrium in a dissipation-dominated system, while maintaining energetic neutrality. Energetically neutral elasticities such as these may have applications in low Reynolds number locomotion systems [82, 83]. They may also provide insight into the role of elastic structures in biological instances of such systems [84]: the evolutionary motivation for these structures may be the synchronisation of muscular load capability with propulsion load requirements, alongside or instead of any overall energy savings.

### 3.3 SEA systems-design applications

Comparing SEA to PEA systems, in the context of the elastic-bound conditions, we note the following advantages and disadvantages. Advantage: in SEA systems, the actuator load requirement is independent of elasticity. The elastic-bound solution space can be explored while retaining invariance in, e.g. electrical resistive losses, and peak load requirement. Disadvantage (i): as a corollary, elasticity cannot be used to alter the load requirement waveform. Low duty-cycle

---

\(^2\) If the kinematic waveform, \(x(t)\), is composed of two symmetric half-cycles, i.e., \(x(t) = x(T - t), \forall t\), then both one-way drive elasticities will generate load waveforms of duty cycle 50% (Fig. 5Ciii). If this is not the case, then one will generate a waveform of duty cycle < 50%, and the other, a waveform of duty cycle > 50%.

---

\(^{2059}\) Elastic-bound conditions for energetically optimal elasticity and their implications

---
or one-way drive systems cannot be constructed. Disadvantage (ii): our analysis does not permit non-invertible, e.g. bistable, elastic profiles in SEA systems. Disadvantage (iii): the elasticity at the system’s equilibrium point is prescribed (Eq. 20). Overall, compared to PEA systems, the range of optimal elastic behaviour available in SEA systems is more limited—but there is one available form of behaviour worth noting.

3.3.1 The dwell-time elasticities

As in PEA systems, elasticities in SEA systems that lie along the boundary of the optimal region (Eq. 20) show special properties. These properties manifest not in load, $F(t)$, which is invariant, but in actuator displacement, $u(t)$. For instance, consider the elasticities given by:

$$
(F_s^{-1})'(F) = -X^+(F), \text{ e.g. } F_s^{-1}(F) = -X^+(F),$$
$$
(F_s^{-1})'(F) = -X^-(F), \text{ e.g. } F_s^{-1}(F) = -X^-(F),$$

as shown in Fig. 6. These elasticities ensure that one side of the actuator work loop, $U^\pm(F)$, lies at a state of zero displacement. Recalling that $U^\pm(F) = X^\pm(F) + F_s^{-1}(F)$ (Eq. 14):

$$
F_s^{-1}(F) = -X^+(F) \Rightarrow U^+(F) = 0,
$$
$$
F_s^{-1}(F) = -X^-(F) \Rightarrow U^-(F) = 0.
$$

In other words, for approximately a half-cycle, the actuation point, $u(t)$, is motionless. These elasticities are the analogue of the one-way drive elasticities in the example energetically neutral nonlinear elastic load profile, creating a stable equilibrium within the system, compared with the trivial resonant linear elasticity. (A) An

PEA system; they generate a low duty-cycle profile in actuator velocity, $\dot{u}(t)$, rather than in the actuator load, $F(t)$. This dwell-time property may be of utility: for instance, it allows prolonged contact between the moving actuation point, $u(t)$, and another structure fixed in the external reference frame—potentially facilitating the transmission of information, energy, fuel, or material to the system each cycle. This property can be replicated in dissipation-dominated systems—except, at a state of energetic neutrality rather than optimality—and it retains the SEA advantage of invariant electrical resistive losses ($\overline{P_{FE}}$). Overall, SEA systems show lesser variety in the types of optimal elasticity than PEA systems, but maintain invariance in a wider range of metrics.

4 Implications and discussion

4.1 Is this behaviour resonant?

We derived the elastic-bound conditions (Sects. 2) as a description of the solutions to a particular optimisation problem: mechanical power minimisation under imperfect energy regeneration. In doing so, we also describe a certain nonlinear resonant phenomenon. By construction, the optimal elasticities given by the elastic-bound conditions absorb all power requirements associated with the system inertia. The resulting overall actuator power consumption is equal to the net power (Eq. 1) and thus is dependent only on the system dissipation. In this sense, the resulting actuated states are energetically equivalent to linear...
resonant states: they represent an energetic generalisation of linear resonance. Nonlinear resonance is a complex phenomenon and is characterised in different ways in different contexts: in terms of global resonance [50–53], coherence resonance [85, 86], the jump phenomenon [87, 88], or resonant wave interaction [89]. Our energetic resonance is equivalent to the global resonance of Ma and Zhang [50–53]. The absence of negative power ($P_t(\theta)\geq 0$, $\theta$), i.e. a state of ideal energy transfer through the system, is both the core condition for global resonance [50–53] and the core condition for power optimality under imperfect energy regeneration. In an analogy with classical transfer-function analysis, these global resonant/energetically optimal states can be seen as the concurrent maxima of a family of energy-based nonlinear transfer ratios: the power metric ratios $\frac{P_a(\theta)}{P_i(\theta)}$, $i \in \{b, c, d\}$, and also the input–output power transfer ratios ($H$):

$$P_{\text{EA}}: H = \frac{\int_0^T |Gx|dt}{\int_0^T |F\dot{x}|dt}, \quad \text{SEA: } H = \frac{\int_0^T |F\dot{x}|dt}{\int_0^T |F\ddot{u}|dt}. \quad (31)$$

These transfer ratios represent the ratio of system output power (PEA: $G\ddot{x}$, SEA: $F\ddot{u}$) to system input power (PEA: $F\ddot{x}$, SEA: $F\ddot{u}$), in absolute terms. These transfer ratios are extensions of power-, energy- and work-based transfer functions in linear systems, as used, for example, in vibroacoustics [90, 91], seismic base excitation [92, 93], and energy harvesting [94]. In this way, we observe a fundamental link between the elastic-bound conditions, the energetic properties of linear resonance, and nonlinear global resonance.

4.2 Implications for optimal design of biomimetic propulsion systems

The elastic-bound conditions describe a set of energetically optimal nonlinear elasticities that are practically relevant: they represent states of optimality in

Fig. 7 The dwell-time elasticities in an SEA system. These elasticities generate a prolonged period in which the actuation point, $u(t)$, is motionless. Applications include systems requiring a contact-based transfer (e.g. of material, energy) through the vibrating system (e.g. in a manufacturing process). (A) The two dwell-time elastic profiles within the optimal zone, and compared to a resonant linear elasticity. (B) These profiles in gradient space, $X'(F)$. (C) The resultant actuator work loops, indicating the dwell times. (D) The resultant time-domain actuator displacement profiles, indicating the dwell times. (E) The resultant time-domain actuator load profile, which is invariant with respect to elasticity (Sect. 2.4). Note the scaling parameters: $\dot{u} = \ddot{x}c/\sqrt{m^3\omega^2 + c^2}$; $\ddot{u} = \ddot{x}(m\omega + c)/\sqrt{m^3\omega^2 + c^2}$; $\dot{F} = \ddot{c}c\ddot{x}\sqrt{m^3\omega^2 + c^2}$ and $C_r = (F_{c,0})^{-1}(0) = m/(m^3\omega^2 + c^2)$ (cf. “Appendix A.2”)
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power-metrics \((\overline{P}_{(b)}, \overline{P}_{(c)}, \overline{P}_{(d)})\), that do not assume idealised energy recovery. Small-scale biomimetic propulsion systems, such as FW-MAVs and micro-swimmers, are an application area where these considerations are pertinent, as these systems typically utilise very simple power electronics, or even, non-electrical actuators, e.g. external acoustic forcing \([82]\). The elastic-bound conditions both describe a set of realistic energetically optimal nonlinear elasticities for these systems and lead to methods for simultaneously controlling a range of different system properties. In PEA architectures, we demonstrated control of the system quasistatic response; control of system equilibria stability and location; and a reduction in actuator duty cycle—all while maintaining a state of minimum mechanical power consumption. In SEA architectures, we demonstrated how a range of additional power consumption metrics—including electrical resistive power losses—also remained invariant over a space of nonlinear elasticity. These principles open up a wide range of possibilities for biomimetic propulsion system design: we highlight, in particular, the possibility of designing an FW-MAV system using only a unidirectional linear actuator—e.g. a single solenoid, pneumatic cylinder, or micro-combustion cylinder \([49]\)—to generate energetically optimal resonant oscillations. Unidirectional actuators of this form may show improved fuel-weight ratio relative to the current paradigm of battery-operated piezoelectric or DC motor actuation \([45]\). In this way, the one-way drive systems—and the elastic-bound principles more broadly—provide avenues for the design of novel biomimetic propulsion systems.

4.3 Implications for solving absolute-work minimisation problems

Optimisation problems, involving the minimisation of absolute work, or power, can sometimes be difficult to solve: the non-smoothness of the absolute-value function can impede numerical optimisation methods \([40, 41, 63]\). Our analysis approach directly tackles one class of these difficult problems, yielding solutions that are \((i)\) accessible analytically, without calculus of optimisation, and \((ii)\) simultaneously available for a range of different non-smooth mechanical power metrics (Sect. 2.1). Our analysis approach is able to bypass problems of smoothness via the principle that, if the system net power is invariant with respect to a given parameter (e.g. structural elasticity), then an energetically optimal state (e.g. in absolute power) is described by the condition that the system power requirement should contain no negative power (i.e. global resonance).

This principle is generalisable. For instance, consider some general 1DOF system with a prescribed kinematic output \(x(t)\), power requirement \(P(t)\), and two power metrics: net power, \(\overline{P}\), and absolute power, \(\overline{P}_{\mid t}\), both defined over some \(t \in [0, T]\). Consider \(\lambda \in \mathbb{R}^N\) to be a vector of \(N\) time-invariant configuration parameters, influencing (in general) both the output \(x(t)\) and the power requirement \(P(t)\), via continuous real-valued functions \(x(\cdot)\) and \(P(\cdot)\):

\[
x(t) = \tilde{x}(\lambda, t), \quad P(t) = \tilde{P}(\lambda, x(t)),
\]

\[
\overline{P}(\lambda) = \int_0^T |P(t)| dt, \quad \overline{P}_{\mid t}(\lambda) = \int_0^T |P(t)| dt.
\]

Note that \(\overline{P}_{\mid t} \geq \overline{P}\) under any conditions. In the elastic-bound analysis of Sect. 2, \(\lambda\) represented the infinite-dimensional parameter space of all possible continuous elastic load functions, \(F(x)\). And by the particular structure of \(\tilde{P}(\cdot)\), we could determine that \(\overline{P}\) (equivalent to \(P_{(a)}\) in Sect. 1) was independent of \(F(x)\). Now, in this more general case, \(\overline{P}\) is not generally independent of \(\lambda\). But, assume we can identify a region, \(\Omega\), in the configuration space, \(\Omega \subseteq \mathbb{R}^N\), such that over \(\lambda \in \Omega\), the net power \(\overline{P}\) is constant (i.e. \(\Omega\) is a level set in \(\overline{P}\)). Then, if there exist any \(\lambda^* \in \Omega\) satisfying \(\overline{P}_{\mid t}(\lambda^*) = \overline{P}(\lambda^*)\), then, at these \(\lambda^*\), the absolute power \(\overline{P}_{\mid t}\) is minimised over \(\Omega\). In addition, \(\overline{P}_{\mid t} = \overline{P}\) implies \(P(t) \geq 0, \forall t \in [0, T]\) (i.e. no negative power): this latter condition also defines \(\lambda^*\).

This principle is an abstract statement of the logic used in Sects. 2.2–2.3. As a practical application: consider \(\lambda\) as the parameters describing the gait of a legged robot. If we can \((i)\) construct a level set of gait parameters (\(\Omega\) such that \(\lambda \in \Omega\) represents constant net power, \(\overline{P}\)); and \((ii)\) find the state of no negative work within the level set \(\lambda^* \in \Omega\) such that \(P(t) \geq 0, \forall t\); then this state, \(\lambda^*\), represents an energetically optimal gait over \(\Omega\). This provides an alternative, unstudied, approach to gait optimisation that does not rely on any calculus of optimisation. This approach may generalise to other absolute-work minimisation problems.
potentially including minimisation problems in non-mechanical work or power metrics.

4.4 Implications for the role of structural elasticity in biological propulsion systems

It is reasonably common, as a first-order approximation, to analyse the energetic behaviour of biological propulsion systems, such as insect flight motors, in terms of linear elasticity and linear resonance [17, 95–97]. However, more detailed structural analysis of insect flight motors reveals increasing evidence for the presence of nonlinear elasticities [14, 15]. The energetic effects of these nonlinearities are unclear—but our theoretical analysis sheds some light on the space of possibilities. We have demonstrated that such nonlinear elasticity can be consistent with energetic optimality, even in a system which is otherwise completely linear. In practical terms: the postulate that biological propulsion systems have evolved to be energetically optimal does not necessitate that they involve linear elasticity or linear resonance—even if the system is otherwise completely linear (linear inertia, dissipation, etc.). And further: in Sect. 3 we demonstrated that nonlinear elasticities can be used to control a wide range of system properties—e.g. actuator duty cycle, system equilibria—while maintaining energetic optimality. This form of control is available, at a state of energetic neutrality, even in dissipation-dominated systems (e.g. micro-swimmers), for which no resonant energy savings are possible. In biological propulsion systems, the role of structural elasticity in controlling these system properties (e.g. creating equilibria, synchronising load requirements with muscular capability) may be just as important as its role in saving energy via resonance. Our theoretical results provide a new avenue for characterising the role of elasticity in such systems.

4.5 Future directions

The analysis that we have presented in this paper shows several avenues for further theoretical and practical development. The limitations of the analysis indicate directions for theoretical development: extensions to more complex and more realistic SEA models [22–24]; extension to multi-degree-of-freedom models; extensions to non-invertible elasticities in SEA systems; and extensions to optimising viscoelastic elements. Also of significant relevance are approaches to considering actuator constraints, and/or additional optimisation objectives: whether via further work-loop analysis, or via the integration of convex-optimisation techniques, as discussed in Sect. 2.4. On a practical front: applying our technique to realistic systems requires a precise knowledge of the system dynamics, including the system dissipation—an aspect of the dynamics that may be particularly uncertain. Devising control architectures for locating and controlling these global-resonant states in uncertain systems is a topic of key practical relevance. Linear and nonlinear optimal control theory may be one direction towards constructing these control architectures. Another direction may be the study of insect flight motors control [98, 99]: elucidating the energetic role of known nonlinear elasticities in the insect flight motor might both inspire biomimetic forms of energetically optimal biomimetic propulsion system and shed light into the mechanical principles underlying insect flight.

5 Conclusions

In this work, we have presented a simple, general, and intuitive principle for constructing energetically optimal elasticities, in a range of general dynamical systems. This principle is based on elastic bounds within a system work loop and has diverse implications. It applies to a wide range of systems, linear and nonlinear, with parallel-elastic or series-elastic actuation, under conditions of imperfect actuator energy regeneration. It extends, in many ways, further into the energetic behaviour of the system and can be used to optimise more complex metrics of power consumption (e.g. metabolic, or electrical metrics). It provides a new method for designing energetically optimal nonlinear systems, allowing design control of a range of system properties—actuator duty cycle, system equilibrium location, quasi-static behaviour, and more; all while resonant energy savings are maintained. And, finally, it provides avenues for the design of radically novel biomimetic propulsion systems: energetically optimal systems actuated by unidirectional linear actuators, such as single solenoids or micro-combustion cylinders. Overall, this work-loop approach and associated principles are fundamental contributions to the study of energetic optimality in forced dynamical
systems. They offer several promising avenues for further development—including generalisation and extension of the fundamental principle, and practical application in a wide range of systems and contexts.
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Appendix

A.1 Example constructions in PEA systems

For illustration, we derive specific forms of $G^\pm(x)$, and the elastic-bound condition, for two different PEA systems. First, consider a linear 1DOF PEA system, with time variable $t$, displacement $x$, inertia $m$, and dissipation coefficient $c$ (Fig. 2, main text). The system is driven by an actuator, generating simple harmonic oscillation, amplitude $\hat{x}$:

$$x(t) = \hat{x}\cos(\omega t), \quad \dot{x}(t) = -\hat{x}\omega \sin(\omega t),$$

and

$$\ddot{x}(t) = -\hat{x}\omega^2 \cos(\omega t).$$

(A.1.1)

The required actuator load for this oscillation, inelastic ($G$) and elastic ($F$), is given by:

$$G(t) = m\ddot{x}(t) + c\dot{x}(t),$$

$$F(t) = m\ddot{x}(t) + c\dot{x}(t) + F_s(x(t)),$$

thus:

$$G(t) = -m\ddot{x}\omega^2 \cos(\omega t) - c\dot{x}\omega \sin(\omega t),$$

$$F(t) = -m\ddot{x}\omega^2 \cos(\omega t) - c\dot{x}\omega \sin(\omega t) + F_s(x(t)).$$

(A.1.2)

Parameterising $G(t)$ and $F(t)$ in terms of $x(t) = \hat{x}\cos(\omega t)$, and splitting into two solutions (arcs) we have:

$$G^\pm(x) = -m\ddot{x}\omega^2 x \pm \sqrt{c\ddot{x}\omega \sin(\omega t)}.$$

$$F^\pm(x) = F_s(x) - m\ddot{x}\omega^2 x \pm \sqrt{c\ddot{x}\omega \sin(\omega t)}.$$  

(A.1.3)

The elastic-bound conditions then read: for $x \in [-\hat{x}, \hat{x}]$,

$$-m\ddot{x}\omega^2 x - \sqrt{c\ddot{x}\omega \sin(\omega t)} \leq -F_s(x) \leq -m\ddot{x}\omega^2 x + \sqrt{c\ddot{x}\omega \sin(\omega t)}.$$  

(A.1.4)

The states $\alpha = 0$ and $\beta = 0$ represent linear profiles; and $\alpha = 1$ and $\beta = 1$, purely cubic and quintic profiles, respectively.

Second, consider a nonlinear 1DOF PEA system, undergoing the same simple-harmonic motion, but with quadratic damping—a simplified model of an insect flight motor:

$$G(t) = m\ddot{x}(t) + \sin(x(t))c\dot{x}(t)^2,$$

$$F(t) = m\ddot{x}(t) + \sin(x(t))c\dot{x}(t)^2 + F_s(x(t)),$$

thus:

$$G(t) = -m\ddot{x}\omega^2 \cos(\omega t) - \sin(\omega t)c\dot{x}\omega^2 \sin^2(\omega t),$$

$$F(t) = -m\ddot{x}\omega^2 \cos(\omega t) - \sin(\omega t)c\dot{x}\omega^2 \sin^2(\omega t) + F_s(x(t)).$$

(A.1.8)

Parameterising $G(t)$ and $F(t)$ in terms of $x(t) = \hat{x}\cos(\omega t)$ and splitting into two solutions (arcs), we have:

$$G^\pm(x) = -m\ddot{x}\omega^2 x \pm \sqrt{c\ddot{x}\omega \sin(\omega t)}.$$
Elastic-bound conditions for energetically optimal elasticity and their implications

\[ G^\pm(x) = -m\omega^2 x \pm \omega^2 (x^2 - \bar{x}^2), \]
\[ F^\pm(x) = -m\omega^2 x \pm \omega^2 (x^2 - \bar{x}^2) + F_s(x(t)). \]  
(A.1.10)

The elastic-bound conditions then read: for \( x \in [-\bar{x}, \bar{x}] \),
\[ -m\omega^2 x - \omega^2 (x^2 - \bar{x}^2) \leq -F_s(x) \leq -m\omega^2 x + \omega^2 (x^2 - \bar{x}^2). \]  
(A.1.11)

Note that, because linear inertia and harmonic motion is common to both systems considered in this section, the optimal elastic profiles, if they exist, are the identical (identical optimal cubic elasticity, etc., as per Eqs. A.1.6, A.1.7).

A.2 Example constructions in SEA systems

For illustration, we derive specific forms of \( X^\pm(x) \) and the associated elastic optimality condition, for an SEA system. Consider a linear, 1DOF, SEA system, with time variable \( t \), displacement \( x \), inertia \( m \), and dissipation coefficient \( c \) (per Fig. 4, main text). The system is driven by an actuator, generating simple harmonic oscillation, amplitude \( \bar{x} \):
\[ x(t) = \bar{x}\cos(\omega t), \dot{x}(t) = -\bar{x}\omega \sin(\omega t), \]
\[ \ddot{x}(t) = -\bar{x}\omega^2 \cos(\omega t), \]  
(A.2.1)

The equation of motion for this system is:
\[ m\ddot{x}(t) + c\dot{x}(t) = F_s(u(t) - x(t)), \]  
(A.2.2)

and thus provided that \( F_s(\cdot) \) is invertible, the required actuator displacement, \( u(t) \), and actuator load, are given by apply \( F_s^{-1}(\cdot) \) to Eq. A.2.2:
\[ u(t) = x(t) + F_s^{-1}(m\ddot{x}(t) + c\dot{x}(t)), \]
\[ F(t) = F_s(u(t) - x(t)) = m\ddot{x}(t) + c\dot{x}(t). \]  
(A.2.3)

It follows that the actuator displacement requirement may be alternately cast as:
\[ u(t) = x(t) + F_s^{-1}(F(t)), \]  
(A.2.4)

To reformulate this requirement as \( u(F) \), we must reformulate \( x(t) \) in terms of \( F \). From the definition of the actuator load, we have:
\[ F(t) = -m\bar{x}\omega^2 \cos(\omega t) - c\bar{x}\omega \sin(\omega t), \]  
(A.2.5)

and thus, as with the PEA, a work loop representation, \( F-x \):
\[ F^\pm(x) = -m\omega^2 x \pm \omega^2 (x^2 - \bar{x}^2). \]  
(A.2.6)

To invert this into a loop \( x-F \), we go through the following process. Manipulating the root term in both \( F^+(x) \) and \( F^-(x) \) yields a single multivariable polynomial, describing the elliptical shape of the work loop, which can be solved for either \( F \) or \( x \):
\[ (m^2\omega^4 + c^2\omega^2)\bar{x}^2 + 2Fm\bar{x}^3 + (F^2 - c^2\omega^2\bar{x}^2) = 0. \]  
(A.2.7)

Note that \( F \) has replaced \( F^\pm \) now that these branches are unified. The solution to this polynomial, in terms of \( x \), are the functions we denote \( X^\pm(F) \):
\[ X^\pm(F) = \frac{-mF \pm \sqrt{c^2\omega^2(m^2\omega^2 + c^2) - F^2}}{m^2\omega^2 + c^2}. \]  
(A.2.8)

The appropriate \( F \)-range for \( X^\pm(F) \), \([\bar{F}, \tilde{F}]\), is given by the extrema of Eq. A.2.6:
\[ \bar{F} = \omega\bar{x}\sqrt{m^2\omega^2 + c^2}. \]  
(A.2.9)

The derivatives \( X^\pm(F) \) can be computed directly from Eq. A.2.8, as:
\[ X^\pm(F) = \frac{1}{m^2\omega^2 + c^2} \left( -m \mp \frac{cF}{\omega\sqrt{c^2\omega^2(m^2\omega^2 + c^2) - F^2}} \right), \]  
(A.2.10)

and the elastic bound-conditions read:
\[ X^-(F) \leq -\left( F_s^{-1}\right)^{-1}(F) \leq X^+(F), \forall F \in [F_1, 0], \]
\[ X^+(F) \leq -\left( F_s^{-1}\right)^{-1}(F) \leq X^-(F), \forall F \in [0, F_2]. \]  
(A.2.11)

We note that this state condition can be fulfilled by some \( F_s^{-1}(F) \): the optimal state is accessible (Sect. 2.3.4). More specifically:
\[ X^-(0) = X^+(0) = \frac{-m}{m^2\omega^2 + c^2} \]  
(A.2.11)
\[ \implies \left( F_s^{-1}\sin\right)^{-1}(0) = \frac{m}{m^2\omega^2 + c^2}, \]
where \( F_s^{-1}(\cdot) \) is the system optimal linear elasticity, alternately expressible as:
\[ F_{s,lin}(u - x) = \frac{m^2 \omega_x^2 + c^2}{m} (u - x). \] (A.2.11)

A.3 Proof of mechanical power optimality in PEA systems

In this section, we prove the PEA elastic optimality results that we have utilised in the main text, prior to this point in the appendix. We begin at the formulation of the system as per the work loop of Eq. 7:

\[ G^\pm(x) = G_{\text{mid}}(x) \pm G_{\text{arc}}(x), \]

\[ F^\pm(x) = G_{\text{mid}}(x) \pm G_{\text{arc}}(x) + F_s(x), \] (A.3.1)

over \( x \in [x_1, x_2] \), with \( G_{\text{arc}}(x) > 0 \). If a system can be formulated as a work loop of this form, respecting the condition that the loop must be a simple closed curve, no more than bivalued at any \( x \), and showing net power dissipation, then the system is admissible under this analysis.

First, consider evaluating the four integrals of mechanical power, Eq. 8, for \( F^\pm(x) \). For the net power, \( \bar{P}_{(a)} \), we have the result:

\[ \bar{P}_{(a)} = \frac{1}{T} \int_{x_1}^{x_2} (F^+(x) - F^-(x)) \, dx = \frac{2}{T} \int_{x_1}^{x_2} G_{\text{arc}}(x) \, dx; \] (A.3.2)

that is, the net power is unaffected by elasticity, \( F_s(x) \), exactly as we would expect. For the other metrics, \( \bar{P}_{(b)}, \bar{P}_{(c)}, \) and \( \bar{P}_{(d)} \), however, no self-cancellation occurs, and a general dependency on elasticity, \( F_s(x) \), remains. To gain further insight into the behaviour of these latter metrics, consider an alternative work loop parameterisation. Split \( F^+(x) \) and \( F^-(x) \) into four components, representing regions of positive (\( A \)) and negative (\( B \)) load:

\[ F^+(x) = A^+(x) - B^+(x), \quad F^-(x) = A^-(x) - B^-(x), \]

\[ A^+(x) = F^+(x)[F^+(x) \geq 0], \quad A^-(x) = F^-(x)[F^-(x) \geq 0], \]

\[ B^+(x) = -F^+(x)[F^+(x) \leq 0], \quad B^-(x) = -F^-(x)[F^-(x) \leq 0]; \] (A.3.4)

Thus, \( A^\pm(x), B^\pm(x) \geq 0, \forall x \), and individual power integrals for each component are necessarily positive:

\[ W(I) = \frac{1}{T} \int_{x_1}^{x_2} I(x) \, dx \geq 0, I(x) \]

\[ \in \{ A^+(x), B^+(x), A^-(x), B^-(x) \}. \] (A.3.5)

This allows evaluation of the power metrics, Eq. 8, in terms of these \( W(I) \). For the net power, \( \bar{P}_{(a)} \), we have the result:

\[ \bar{P}_{(a)} = W(A^+) + W(B^-) - W(A^-) - W(B^+), \] (A.3.6)

where the terms \( W(A^-) \) and \( W(B^+) \) serve to reduce the actuator power consumption (via storage and release of negative power). We also have explicit results for \( \bar{P}_{(b)}, \bar{P}_{(c)}, \) and \( \bar{P}_{(d)} \):

\[ \bar{P}_{(b)} = W(A^+) + W(B^-) + W(A^-) + W(B^+), \]
\[ \bar{P}_{(c)} = W(A^+) + W(B^-), \]
\[ \bar{P}_{(d)} = W(A^+) + W(B^-) - W(A^-) - W(B^+) + W_Q, \] (A.3.7)

with the special penalty integral for \( \bar{P}_{(d)} \):

\[ W_Q = \frac{1}{T} \int_{x_1}^{x_2} Q^+ F^+ [F^+ \leq 0] \, dx \]
\[ + \frac{1}{T} \int_{x_1}^{x_2} Q^- F^- [F^- \geq 0] \, dx. \] (A.3.8)

These explicit forms have several implications, representable in the form of the following inequalities, valid \( \forall F^\pm(x) \):

\[ \bar{P}_{(b)} \geq \bar{P}_{(a)}, \]
\[ \bar{P}_{(c)} \geq \bar{P}_{(a)}, \]
\[ \bar{P}_{(b)} \geq \bar{P}_{(c)}, \]
\[ \bar{P}_{(d)} \geq \bar{P}_{(a)}. \] (A.3.9)

these results can be seen from the fact that \( W(I) \geq 0, \forall I(x) \). In the case of \( \bar{P}_{(d)} \geq \bar{P}_{(a)} \), from the fact that \( Q^\pm(x) \) occurs \( \geq 0 \) necessitates \( W_Q \geq 0 \).

Synthesising the information from Eqs. A.3.2 and A.3.9 yields the following conclusions. From Eq. A.3.2, \( \bar{P}_{(a)} \) is independent of \( F_s(x) \), whereas \( \bar{P}_{(b)}, \bar{P}_{(c)} \), and \( \bar{P}_{(d)} \) are (in general) dependent. From Eq. A.3.9, the minimum possible value that \( \bar{P}_{(b)}, \bar{P}_{(c)} \) and \( \bar{P}_{(d)} \) can take, under any \( F_s(x) \), is this independent
value of $P_\alpha$. There is no immediate guarantee that this minimum is attainable, but we may explore the conditions for it to be attained. Given $W(I) \geq 0, \forall I(x)$:

$$P_{(b)} = P_{(a)} \Rightarrow W(A^-) + W(B^+) = 0 \Rightarrow W(A^-) = W(B^+) = 0,$$

$$P_{(c)} = P_{(a)} \Rightarrow W(A^-) + W(B^+) = 0 \Rightarrow W(A^-) = W(B^+) = 0,$$

$$P_{(d)} = P_{(a)} \Rightarrow W_0 = 0.$$  

(A.3.10)

Consider these two sets of conditions separately. For $P_{(b)}$ and $P_{(c)}$, given that $A^-(x)$ and $B^+(x)$ cannot change sign (Eq. A.3.4), the integral condition $W(A^-) = W(B^+) = 0$ implies the functional condition $A^-(x) = B^+(x) = 0, \forall x$; that is, $\forall x$:

$$F^+(x)[F^+(x) \leq 0]_1 = 0,$$

$$F^-(x)[F^-(x) \geq 0]_1 = 0.$$  

(A.3.11)

For $P_{(d)}$, the condition $W_0 = 0$ implies directly the identical condition, that, $\forall x$:

$$F^+(x)[F^+(x) \leq 0]_1 = 0,$$

$$F^-(x)[F^-(x) \geq 0]_1 = 0.$$  

(A.3.12)

It follows that this single pair of conditions, Eqs. A.3.11 or A.3.12, ensure optimality in mechanical power both necessarily and sufficiently: they are the sole conditions to ensure that the inequalities of Eq. A.3.9 become equalities, and thus, the mechanical power metrics take their minimum possible values.

These conditions are interpretable in terms of $F_s(x)$, in the following way. To ensure that the expressions in Eqs. A.3.11 or A.3.12 are zero-valued $\forall x$, the following must be true:

$$\forall x \text{ either } F^+(x) = 0 \text{ or } [F^+(x) \leq 0]_1 = 0,$$

$$\forall x \text{ either } F^-(x) = 0 \text{ or } [F^-(x) \geq 0]_1 = 0.$$  

(A.3.13)

Computing the Iverson bracket, these conditions become:

$$\forall x \text{ either } F^+(x) = 0 \text{ or } F^+(x) > 0,$$

$$\forall x \text{ either } F^-(x) = 0 \text{ or } F^-(x) < 0.$$  

(A.3.14)

or, as two simple inequalities:

$$F^+(x) \geq 0,$$

$$F^-(x) \leq 0.$$  

(A.3.15)

This is the intuitive result of Sect. 2.2: the presence of negative power in the system, i.e. $F \dot{x} < 0$, necessarily implies that the system is suboptimal in terms of mechanical power.

What are the conditions on $F_s(x)$ to ensure Eq. A.3.15 is satisfied? This is simple to compute. As $F^\pm(x) = G^\pm(x) + F_s(x)$, by the system definition, Eq. A.3.1, it follows that:

$$G^+(x) + F_s(x) \geq 0,$$

$$G^-(x) + F_s(x) \leq 0,$$  

(A.3.16)

and thus:

$$G^-(x) \leq -F_s(x) \leq G^+(x),$$  

(A.3.17)

which is the elastic-bound condition, Eq. 10 (Sect. 2.2). We have demonstrated that this condition is necessary and sufficient to ensure that any of the mechanical power metrics, $P_{(b)}, P_{(c)}$ and $P_{(d)}$, are minimised. Note that (i) we have computed this optimality condition analytically, not numerically, in contrast to most existing treatments of absolute-power minimisation [58, 59, 63]; (ii) we required no calculus of optimisation to do so: optimality can be deduced simply from the form of the power integrals in the $F-x$ domain; and (iii) no differentiability requirements have been imposed on any system parameters. Work-loop analysis is a powerful tool for analysing the optimality of system parameters with respect to mechanical power consumption.

A.4 Proof of mechanical power optimality in SEA systems

We begin with a general SEA system defined as per Eq. 11. We then place the following restrictions, defining the admissibility of the system for our analysis. We require that there exist time-domain functions $x(t), \dot{x}(t), F(t)$, and $\dot{F}(t)$, all continuous and real-valued over all real-valued $t$, and periodic with period $T$. Consider the function $\dot{F}(t)$ in more detail. We define two sets of times, $T^+$ and $T^-$, in relation to this function: $T^+ = \{ t : \dot{F}(t) < 0 \}$, and $T^- = \{ t : \dot{F}(t) \geq 0 \}$. Note the association of “+” with “$< 0$” and “−” with “$\geq 0$” is intentional. We require that these sets of times exist. If they do, they are necessarily unique, and together span all $t$, i.e. $T^+ \cup T^- = \mathbb{R}$. We can then use these time windows to segment $\dot{F}(t)$ into two functions: $\dot{F}^+(t) = \dot{F}(t)$, defined for $t \in T^+$, and $\dot{F}^-(t) = \dot{F}(t)$, defined for $t \in T^-$. It
follows that $\dot{f}^+(t) < 0$, $\forall t \in T^+$, and $\dot{f}^+(t) \geq 0$, $\forall t \in T^+$, and we may reconstruct $\dot{F}(t)$ as:

$$\dot{F}(t) = \begin{cases} \dot{f}^+(t) & t \in T^+ \\ \dot{f}^-(t) & t \in T^- \end{cases}. \quad (A.4.1)$$

We now apply the same process to $x(t)$, $\dot{x}(t)$ and $F(t)$:

$$x(t) = \begin{cases} x^+(t) & t \in T^+ \\ x^-(t) & t \in T^- \end{cases}, \quad \dot{x}(t) = \begin{cases} \dot{x}^+(t) & t \in T^+ \\ \dot{x}^-(t) & t \in T^- \end{cases}, \quad F(t) = \begin{cases} f^+(t) & t \in T^+ \\ f^-(t) & t \in T^- \end{cases}. \quad (A.4.2)$$

Defining $x^\pm(t)$, $\dot{x}^\pm(t)$ and $F^\pm(t)$. We require the following condition be satisfied by these functions: that the value of $x^+(t)$, $x^-(t)$, $\dot{x}^+(t)$ and $\dot{x}^-(t)$, at all $t$, must be uniquely defined by the value $F(t)$. In equivalent terms: $f^+(t)$ and $f^-(t)$ must be invertible: the periodic waveform $F(t)$ must be composed to two monotonic half cycles.

If this condition is satisfied, we may parameterise $x^\pm(t)$ and $\dot{x}^\pm(t)$ in terms of $F$:

$$x(t) = \begin{cases} X^+(F(t)) & t \in T^+ \\ X^-(F(t)) & t \in T^- \end{cases}, \quad \dot{x}(t) = \begin{cases} \dot{X}^+(F(t)) & t \in T^+ \\ \dot{X}^-(F(t)) & t \in T^- \end{cases}, \quad F(t) = \begin{cases} F^+(F(t)) & t \in T^+ \\ F^-(F(t)) & t \in T^- \end{cases}. \quad (A.4.3)$$

Where $x^+(t)$ and $\dot{x}^+(t)$ have now been reformulated into the functions $X^+(F)$, $X^+(F)$ and $F^\pm(F)$, defined over an interval in force, $F \in [F_1, F_2]$, where $F_1 = \min F(t)$ and $F_2 = \max F(t)$. The function $X^+(F)$ we will recognise as a work loop: $dx \cdot dF$ is the differential of work. The final condition which we require to be satisfied is: $X^+(F) \geq X^-(F)$, $\forall F \in [F_1, F_2]$ (NB: the motivation behind the allocation of the superscript symbols, $\pm$). We note that the conditions $X^+(F_1) = X^-(F_1)$ and $X^+(F_2) = X^-(F_2)$ are already necessarily satisfied by nature of the continuity of $x(t)$.

If these conditions are satisfied, then we consider the system admissible for our analysis, and we may proceed. Consider an elastic element in the system, with elastic load profile $F_s(\delta)$, continuous, differentiable, and real-valued over all real-valued $\delta$. We require that $F_s(\delta)$ be invertible. We may then express the SEA dynamics and power requirements (cf. Equation 12) as:

$$u(t) = x(t) + F_s^{-1}(F(t)), \quad \dot{u}(t) = \dot{x}(t) + \dot{F}(t)(F_s^{-1}(F(t))), \quad (A.4.4)$$

and thus:

$$\begin{align*}
\int u(t) dt &= x(t) + \int F_s^{-1}(F(t)) dt \\
\int \dot{u}(t) dt &= \dot{x}(t) + \int \dot{F}(t)(F_s^{-1}(F(t))) dt \\
\int P(t) dt &= \int F(t)\dot{u}(t) dt
\end{align*} \quad (A.4.5)$$

Now, we can relate these segmented and parameterised functions to known system functions (Eqs. A.4.2 and A.4.3). Then, over $F \in [F_1, F_2]$:

$$u^\pm(t) = x^\pm(t) + F_s^{-1}(\dot{f}^\pm(t)), \quad \dot{u}^\pm(t) = \dot{x}^\pm(t) + \dot{f}^\pm(t) \cdot (F_s^{-1}(\dot{f}^\pm(t))), \quad (A.4.7)$$

In addition, we can define the work-loop tangent functions,

$$\begin{align*}
X^\pm(F) &= \frac{d}{dF}X^\pm(F) \\
U^\pm(F) &= \frac{d}{dF}U^\pm(F)
\end{align*} \quad (A.4.8)$$

and thus:
\[ P^\pm(F) = F \cdot \hat{F}^\pm(F) \cdot \left( X^\pm(F) + (F_s^{-1})'(F) \right). \]  
(A.4.9)

We are now able to evaluate the actuator power consumption metrics (a)-(d) (Sect. 2.1) in terms of \( P^\pm(F) \). For the net power, metric (a):

\[
\bar{P}_a = \frac{1}{T} \int_0^T P(t) dt
\]
\[
= \frac{1}{T} \left( \int_{t \in T^+} p^+(t) dt + \int_{t \in T^-} p^-(t) dt \right)
\]
\[
= \frac{1}{T} \left( \int_{F_1}^{F_2} \frac{P^+(F)}{F^+(F)} dF + \int_{F_1}^{F_2} \frac{P^-(F)}{F^-(F)} dF \right),
\]  
(A.4.10)

where, flipping limits; \([F_2, F_1]\) to \([F_1, F_2]\), we obtain:

\[
\bar{P}_a = \frac{1}{T} \left( \int_{F_1}^{F_2} F \cdot (X^+(F) - X^-(F)) dF \right).
\]  
(A.4.11)

We require that the sets of time \( T^\pm \) permit an adequate definition of integration (i.e. they are composed of continuous intervals). We observe that \( \bar{P}_a \) is independent of \( F_s(\delta) \): the net power is unaltered by elasticity. We can perform the same process for \( \bar{P}_a \) and thereby recover both \( \bar{P}_b \) and \( \bar{P}_d \), as we already know that they are special cases of \( \bar{P}_d \). Evaluating \( \bar{P}_d \), we obtain:

\[
\bar{P}_d = \frac{1}{T} \int_0^T (P(t) + Q(t)[P(t)[P(t) \leq 0]] dt
\]
\[
= \frac{1}{T} \int_{t \in T^+} (p^+(t) + q^+(t)[p^+(t) \leq 0]) dt
\]
\[
+ \frac{1}{T} \int_{t \in T^-} (p^-(t) + q^-(t)[p^-(t) \leq 0]) dt,
\]  
(A.4.12)

and thus \( \bar{P}_d = \bar{P}_a + \Delta \bar{P} \), where:

\[
\Delta \bar{P} = \frac{1}{T} \int_{F_1}^{F_2} \left( \frac{Q^+(F)[P^+(F)[P^+(F) \leq 0] - Q^-(F)[P^-(F)[P^-(F) \leq 0]}{F^+(F)} \right) dF.
\]  
(A.4.13)

We can see that \( \Delta \bar{P} \geq 0 \) in any system that we have defined:

(i) For power metric (d), \( Q(t) > 0, \forall t \), and so \( Q^+(F) > 0, \forall F \).

(ii) \( |P^+(F)| \geq 0, \forall F \), and \( |P^-(F) \leq 0| \geq 0, \forall F \), necessarily.

(iii) \( \hat{F}^-(F) \geq 0 \) and \( \hat{F}^+(F) < 0 \), by our construction.

Thus \( \Delta \bar{P} \geq 0 \). Physically, this is a simple restatement of the principle that the actuator power consumption is always greater than or equal to the net work—as studied also in “Appendix A.3”. It follows that if we can use elasticity, \( F_s(\delta) \), to ensure that this condition is satisfied? If \( P(t) \geq 0, \forall t \), \( p^+(t) \geq 0, \forall t \in T^+ \) and \( p^-(t) \geq 0, \forall t \in T^- \); and thus, \( P^+(F) \geq 0, \forall F \in [F_1, F_2] \). Hence:

\[
F \cdot \hat{F}^\pm(F) \cdot \left( X^\pm(F) + (F_s^{-1})'(F) \right) \geq 0, \forall F
\]
\in [F_1, F_2].
\]  
(A.4.12)

We may disassemble this condition according to the signs of \( F \) and \( \hat{F}^\pm(F) \):

(A) Consider \( F > 0 \), i.e. \( F \in (0, F_2] \). Then:

\[
\hat{F}^\pm(F) \cdot \left( X^+(F) + (F_s^{-1})'(F) \right) \geq 0, \forall F \in (0, F_2],
\]  
(A.4.13)

(A.i) Take \( \hat{F}^+(F) < 0 \), over \( X^+(F) \). Then:

\[
-(F_s^{-1})'(F) \geq X^+(F), \forall F \in (0, F_2],
\]  
(A.4.14)

(A.ii) Or, take instead \( \hat{F}^-(F) > 0, \hat{F}^-(F) \neq 0 \), over \( X^-(F) \). Then:

\[
-(F_s^{-1})'(F) \leq X^-(F), \forall F \in (0, F_2], \hat{F}^-(F) \neq 0.
\]  
(A.4.15)

(B) Consider the case \( F < 0 \), i.e. \( F \in [F_1, 0) \). Then:
$F^\pm(F) \cdot \left( X^\pm(F) + (F_s^{-1})'(F) \right) \leq 0, \forall F \in [F_1, 0), \quad (A.4.16)$

(B.i) Take $\dot{F}^+(F) < 0$, over $X^+(F)$. Then:

$-(F_s^{-1})'(F) \leq X^+(F), \forall F \in (0, F_2], \quad (A.4.17)$

(B.ii) Or, take instead $\dot{F}^-(F) > 0, \dot{F}^-(F) \neq 0$, over $X^-(F)$. Then:

$-(F_s^{-1})'(F) \geq X^-(F), \forall F \in (0, F_2], \dot{F}^-(F) \neq 0. \quad (A.4.18)$

(C) Consider $F = 0$ and/or $\dot{F}^-(F) = 0$.

Then the elasticity is unbounded. However, note that as $F = \delta F \to 0$, from both below and above zero, then we have the four limits:

$X^-(\delta F) \leq -(F_s^{-1})'(\delta F) \leq X^+(\delta F), \delta F \to 0, \delta F < 0,
X^+(\delta F) \leq -(F_s^{-1})'(\delta F) \leq X^-(\delta F), \delta F \to 0, \delta F > 0, \quad (A.4.19)$

and thus, if the values $X^\pm(0)$ exist, then we require that $-(F_s^{-1})'(0) = X^\pm(0)$. This contrasts to the behaviour of these conditions as $\dot{F} = \delta \dot{F} \to 0$: there, $X' \to \infty$ (unless, $\dot{x} \to 0$ more rapidly), and so, in general, the optimal compliance will be unbounded in this limit.

Concatenating all these conditions, we obtain the elastic-bound conditions, Eq. 20:

$X^-(F) \leq -(F_s^{-1})'(F) \leq X^+(F), \forall F \in [F_1, 0);
X^+(F) \leq -(F_s^{-1})'(F) \leq X^-(F), \forall F \in [0, F_2]. \quad (A.4.20)$

In this proof, we have demonstrated that these conditions are sufficient and necessary to ensure that any of the mechanical power metrics, $P_{(b)}, P_{(c)}$, and $P_{(d)}$, take the value of the net power, $P_{(a)}$—a value less than or equal to their minimum possible value over the space of $F_s(\cdot)$. However, as discussed in Sect. 2.3, it is possible that Eq. 20 cannot be satisfied by any linear or nonlinear elasticity, in which case the value of the net power, $P_{(a)}$, is always less than the minimum value(s) of $P_{(b)}, P_{(c)}$, and $P_{(d)}$ over the space of $F_s(\cdot)$. In this scenario, these minimum value(s) must be computed via some other method. The condition on $X^\pm(F)$ that ensures that Eq. A.4.20 admits some solution for $(F_s^{-1})'(F)$ is simply that:

$X^+(F) \geq X^-(F), \forall F \in [F_1, 0],
X^-(F) \geq X^+(F), \forall F \in [0, F_2], \quad (A.4.21)$

implying, at $F = 0$, that $X^+(0) = X^-(0)$.

A.5 Proof of conditional absolute-load invariance in PEA systems.

The PEA elastic-bound conditions (Eq. 10) also define a region of invariance in the absolute load integral, $P_{|F|}$, as per Sect. 2.4. Here we provide proof. Consider a general PEA system, as per Eq. 7, with its attendant conditions for admissibility. We may evaluate $P_{|F|}$ by segmenting $F(t)$ into two time-domain profiles, $F^+(t)$ following $F^-(t)$, without loss of generality, representing $F^\pm(x)$ in the time domain. The time $T^*$ represents the transition between $F^\pm(t)$. Under an elasticity that is optimal in terms of mechanical power consumption, $F^+(t) \geq 0$ and $F^-(t) \leq 0$, and thus we have:

$\bar{P}_{|F|} \propto \frac{1}{T} \int_0^T |F(t)|dt = \frac{1}{T} \int_0^{T^*} F^+(t)dt - \frac{1}{T} \int_0^{T^*} F^-(t)dt. \quad (A.5.1)$

Via the differential relation, $dt = 1/\dot{x}dx$, we may recast this integral into an integral over $x$, with the velocity functions $\dot{x}^+(x)$ and $\dot{x}^-(x)$ representing the velocities associated with time windows $[T^*, T]$ and $[0, T^*]$, respectively, matching $F^\pm(x)$. This yields:

$\bar{P}_{|F|} \propto \int_{x_1}^{x_2} \frac{F^+(x)}{\dot{x}^+(x)} dx + \int_{x_1}^{x_2} \frac{F^-(x)}{\dot{x}^-}(x) dx, \quad (A.5.2)$

where, note, the negative sign arises because of the need to switch integration over the window $[x_2, x_1]$ to $[x_1, x_2]$. If, then, we have a symmetric waveform, $x(t) = x(T - t), \forall t$, in the time-domain, or $\dot{x}^+(x) = -\dot{x}^-(x) = \dot{x}_0(x) > 0, x \in [x_1, x_2]$ in the displacement domain, then we have:

$\bar{P}_{|F|} \propto \int_{x_1}^{x_2} \frac{F^+(x) - F^-(x)}{\dot{x}_0(x)} dx. \quad (A.5.3)$

Under the definition of $F^\pm(x)$, this reduces to:
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\[
P_f |F| \propto \int_{x_1}^{x_2} \frac{G_{ae}(x)}{x_{\text{ref}}(x)} \, dx, \tag{A.5.4}
\]

which is independent of \( F_s(x) \). That is, under the waveform symmetry condition, \( x(t) = x(T-t) \), \( \forall t \), the metric \( P_f |F| \) is invariant under any elasticity satisfying Eq. 10.
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