Nonlinearity induced topological physics in momentum space and real space
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Nonlinearity induced topological properties in nonlinear lattice systems are studied in both momentum space and real space. Experimentally realizable through the Kerr effect on photonic waveguide systems, our working model depicts on-site nonlinearity added to the Su-Schrieffer-Heeger (SSH) model plus a chiral-symmetry breaking term. Under the periodic-boundary condition, two of the nonlinear energy bands approach the energy bands of the chiral-symmetric SSH model as nonlinearity strength increases. Further, we account for a correction to the Zak phase and obtain a general expression for nonlinear Zak phases. For sufficiently strong nonlinearity, the sum of all nonlinear Zak phases (not the sum of all conventional Zak phases) is found to be quantized. In real space, it is discovered that there is a strong interplay between nonlinear solitons and the topologically protected edge states of the associated chiral-symmetric linear system. Nonlinearity can recover the degeneracy between two edge soliton states, albeit a chiral-symmetry breaking term. We also reveal the topological origin of in-gap solitons even when the associated linear system is in the topological trivial regime. These momentum-space and real-space results have clearly demonstrated new topological features induced by nonlinearity, indicating that topological physics in nonlinear lattice systems is far richer than previously thought.

I. INTRODUCTION

Topological phases of electronic systems and metamaterials have recently been a subject of tremendous theoretical and experimental interests [1–18]. Though studies in non-interacting systems have been extremely fruitful, our new knowledge of topological physics in interacting systems [19–27] is important for both academic pursuit and future innovations. Indeed, even excluding the Coulomb interaction in solid-state systems, controllable interaction is also ubiquitous in a variety of platforms exploited to synthesize artificial topological matter, such as the Hubbard interaction in cold atom systems as well as the Kerr-effect in optical and acoustic setups. However, an apparent and inherent difficulty in treating interacting systems lies in the computational complexity of many-body systems, and as such examining topological effects in interacting systems can be theoretically challenging and computationally costly, often requiring the use of advanced many-body techniques and/or sophisticated numerical methods.

As already suggested by the title of this paper, here we adopt a reserved mean-field approach such that many-body interacting problems are reduced to single-particle nonlinear ones, whose behavior is then governed by certain nonlinear Schrödinger equations. Such treatment is well known, e.g., in handling the mean-field behavior of Bose-Einstein condensates of Bosonic cold atoms [28–31] where the nonlinear Schrödinger equation is known as the Gross-Pitaevskii (GP) equation [32, 33]. Studies of nonlinear problems of this type have been extensively made over recent years, in cold-atom systems [34–36] and photonic metamaterials with optical Kerr effects [37–44]. Important physical features unique in nonlinear systems have been found, such as the emergence of looped structures in their nonlinear energy bands [39, 50–54] and the existence of strongly localized solitons [29].

Given that nonlinear lattice systems are closely related to available experimental platforms, nonlinear lattice systems are hence not just mean-field approximations of certain complex many-body systems; they offer important opportunities to explore novel physics in their own right. Indeed, recent years have witnessed a shifted interest towards the topological aspects of nonlinear lattice systems [18], with early investigations mostly made through the dynamics of edge states therein [42–44, 49]. One exception is a study by two of the present authors and others, where a topological invariant associated with the bulk [50] was used to characterize a novel type of Dirac cones induced by nonlinearity. Motivated by these recent developments, here we aim to advance current understanding of nonlinear topological systems by looking into one-dimensional (1D) nonlinear lattices, with both momentum-space and real-space treatments.

Specifically, we consider a nonlinear SSH model with on-site nonlinearity and a chiral-symmetry breaking term. This system can be realized via photonic systems assembled by waveguides with a Kerr medium. Our key findings are as follows.

Firstly, the system is investigated in the momentum space under periodic boundary condition (PBC). Instead of using the conventional Zak phase associated with an energy band to seek possibly new topological features due to nonlinearity, we advocate to use the so-called nonlinear Zak phase, which can account for an additional geometric contribution arising from the adiabatic following
of a nonlinear system. Remarkably, it is found that the nonlinear Zak phases, though not quantized individually, can still yield a quantized value when summed over all the nonlinear energy bands, for sufficiently large nonlinear strength. This result unexpectedly reveals a quantized quantity in nonlinear lattice systems, suggesting a possible topological characterization unique to nonlinear systems.

Secondly, the system is examined in real space under open boundary condition (OBC). As the strength of nonlinearity increases, we observe that the original linear energy spectrum, which comprises delocalized bulk states and localized edge states, breaks down into soliton states, localized either in the bulk or at the lattice edges. Interestingly, the emergence of these solitons can be explained by the idea of self-consistent, nonlinearity induced edges inside the bulk, leading to fascinating examples featuring the interplay between nonlinearity and topology. Consequently, the behaviour of such nonlinear systems can be now largely understood in terms of the topological properties of the associated chiral-symmetric linear system. Solitons existing in the energy gap are particularly engaging, as they exist in a regime where nonlinearity is strong enough to have an effect, but does not completely overrun the features of the original linear model. In this case, the induced edge in the bulk is found to accommodate edge states on each of the two sides of the soliton, in the same fashion as in the linear chiral-symmetric SSH model. Related to this key insight, we observe and explain how nonlinearity with moderate strength leads to the recovery of edge-state degeneracy despite chiral-symmetry breaking.

This paper is organized as follows. In Sec. II we introduce our major theoretical and computational tools respectively for momentum-space and real-space treatments. Of particular interest is the introduction of a rather general theory of nonlinear Zak phase. In Sec. III we describe our working model as a nonlinear SSH model with chiral symmetry breaking. The main results are presented in Sec. IV and Sec. V from both momentum-space and real-space perspectives. Major results from the momentum-space treatment include nonlinear band structure, behavior of nonlinear and conventional Zak phases, the recovery of quantized Zak phases over a summation over all bands for sufficiently strong nonlinearity, and an analysis of the dynamical stability of the nonlinear energy bands. Major results from the real-space treatment include analysis of the OBC spectrum, localization properties of soliton solutions, the relevance of topological edge states in the linear limit to the interesting profile of in-gap solitons, and a recovery of degeneracy between edge soliton states at the two ends of the nonlinear lattice despite chiral-symmetry breaking. Section VI summarizes the main findings of this paper, along with suggestions for possible further studies.

II. THEORETICAL AND COMPUTATIONAL TOOLS

A. Theory of nonlinear Zak phase

We begin by introducing a general theoretical tool to treat nonlinear lattice systems in the momentum space under PBC. Consider first topological properties of 1D chiral-symmetric linear systems, which can be well characterized by the Zak phase of their bulk energy bands. Here, the Zak phase is defined as the Berry phase associated with the adiabatic evolution of a bulk energy eigenstate as the quasimomentum $k$ is scanned over the Brillouin zone $k = 0 \to 2\pi$. In particular, for a two-band system described by the general Hamiltonian

$$H = \begin{pmatrix} \cos \theta & \sin \theta e^{-i\phi} \\ \sin \theta e^{i\phi} & -\cos \theta \end{pmatrix},$$

where $\theta$ and $\phi$ are the angles used to represent the eigenstates on the Bloch sphere (which generally depend on $k$), its Zak phases can be immediately obtained as $\gamma_{\pm} = \frac{1}{2} \pm 1/2$, where $\Omega$ is the solid angle covered by one of its eigenstates as $k$ varies from 0 to $2\pi$, and ± labels its two eigenstates. In the presence of chiral symmetry such that $\sigma_x H \sigma_x = -H$, $\cos(\theta)$ is necessarily 0, and the eigenstates are then bound to evolve in the $x, y$-plane, i.e., on the equator of the Bloch sphere, which yield a quantized Zak phase equal to an integer $n$ multiple of $\pi$, where $n$ represents the number of times the azimuthal angle $\phi$ winds around the origin as $k$ varies from 0 to $2\pi$.

The direct connection between Zak phase and winding number above, which highlights the topological nature of such a system, relies heavily on the presence of the chiral symmetry. Perturbations of the form $\sigma_z H \sigma_z$ suffice to break such a symmetry and subsequently the quantization of the Zak phase. In this case, the Zak phase can take any value in $[0, 2\pi)$ and thus no longer describes a topological quantity. As shown later, an intriguing interchange between nonlinearity and chiral-symmetry breaking can be examined via the recovery of almost quantization or even exact (up to a numerical error of $10^{-7}$) quantization of a different geometric phase accounting for contributions from nonlinearity.

To generalize the definition of Zak phase in 1D nonlinear two-band systems, we first recall that as the quasi-momentum $k$ adiabatically runs over one cycle in the Brillouin zone, the total phase acquired by an eigenstate is the sum of two terms, the dynamical phase and the geometric phase. The dynamical phase is identified as the term arising due to the contribution from the state’s time evolution which thus depends on the total time taken to complete the adiabatic cycle, whereas the geometric phase is independent of such a total time and solely depends on the closed path in parameter space (e.g. $\theta$ and $\phi$). Interestingly, such a natural division between the geometric phase and the dynamical phase becomes problematic in nonlinear systems. In particular, though the conventional Zak phase in a two-band system (determined
by the solid angle traced out by the adiabatic nonlinear eigenstates) still contributes to the geometric phase as in linear systems, the dynamical phase in nonlinear systems also accumulates a geometrical phase contribution [50, 52]. For this reason below we explicitly develop a theory of nonlinear Zak phase.

Consider a nonlinear time-dependent Schrödinger equation

$$i\hbar \frac{\partial}{\partial t} \Psi = H(\Sigma)\Psi,$$

(2)

where we have defined a nonlinear (state-dependent) “Hamiltonian”

$$H(\Sigma) = h_x \sigma_x + h_y \sigma_y + h(\Sigma) \sigma_z,$$

(3)

$$\Psi = (\Psi_1, \Psi_2)^T, \Sigma = \frac{1}{2}\left|\Psi_2\right|^2 - \frac{1}{2}\left|\Psi_1\right|^2, h_x \text{ and } h_y \text{ are assumed to be state independent for simplicity, whereas } h \text{ can be any function of } \Sigma.$$ By writing the solutions to Eq. (3) as

$$\Psi(t) = e^{iH(t)}\Phi(t) \text{ with } f(t) \text{ being the total phase resulting from time-evolution, we identify } \Phi(t) \text{ as an element of a projective Hilbert space. By multiplying Eq. (2) from the left with } \Psi^\dagger \text{ and simplifying it, we obtain (summation of repeated indices is implied)}$$

$$df = i\Phi_a \frac{d\Phi_a}{dt} - \Phi_a^* H_{ab} \Phi_b.$$

(4)

Upon integrating the above with respect to time, the first term on the right hand side is what we normally identify as the Aharonov-Anandan (AA) phase [53], which is usually associated with the (nonadiabatic) geometric phase in linear systems. In nonlinear systems, however, the second term may contain additional geometric contribution. In the adiabatic limit, this in turn modifies the general form of the system’s Zak phase.

By perturbatively expanding both \( f \) and \( \Psi_a \) under an adiabatic parameter \( \epsilon \) as

$$f = \alpha_0 + \alpha_1 \epsilon + \alpha_2 \epsilon^2 + \ldots, \phi_a = \phi_a^{(0)} + \epsilon \phi_a^{(1)} + \epsilon^2 \phi_a^{(2)} + \ldots,$$

(5)

we choose a state initially in a stationary state \( \Phi^{(0)} = \Phi_E \) such that \( H\Phi_E = E\Phi_E \). During an adiabatic process, the trajectory of the state \( \Phi^{(0)} \) gives rise to the conventional Zak phase defined in linear systems. In linear systems, this is also the only geometric contribution, since variations in the dynamical phase contribution of Eq. (4) will only yield terms that are at least of order \( \epsilon^2 \), which vanish in the adiabatic limit. On the other hand, since \( H \) is state dependent in nonlinear systems, its variation induced by the time-evolution of the state yields a term in the dynamical phase contribution of Eq. (4) that is of first order in \( \epsilon \), thus giving rise to another geometric contribution. In particular, by substituting Eq. (5) into Eq. (4), then evaluating zeroth and first order terms in \( \epsilon \), we obtain

$$\alpha_0 = -E,$$

$$\epsilon \alpha_1 = i\phi_a^{(0)} \frac{d\phi_a^{(0)}}{dt} - \epsilon \phi_a^{(0)} H_{ab} \phi_b^{(0)}.$$

(6)

Original Berry connection

Geometric contribution from dynamical phase

where \( H^{(1)} = \frac{dh}{d\Sigma} \left|\Sigma^{(0)}\right| \frac{d\Sigma}{dt} \epsilon \sigma_2 \) and the absence of \( \epsilon \) in the first term on the right hand side of \( \alpha_1 \) in Eq. (6) is due to the fact that \( \frac{d\Sigma}{dt} \propto \epsilon \) in the adiabatic limit. For the two-level nonlinear Hamiltonian described in Eq. (3), this means

$$\alpha_0 = -E,$$

$$\epsilon \alpha_1 = i\phi_a^{(0)} \frac{d\phi_a^{(0)}}{dt} - 4\epsilon \phi_a^{(0)} H_{ab} \phi_b^{(0)} \Sigma^{(0)} \text{ Re} \left( \phi_a^{(1)} \phi_b^{(1)} \right),$$

(7)

where \( \Sigma^{(0)} = \left|\phi_2^{(0)}\right|^2 - \left|\phi_1^{(0)}\right|^2 \) and normalization condition \( \text{ Re} \left( \phi_a^{(1)\dagger} \phi_a^{(0)} \right) = 0 \) has been employed in the above. The stationary state \( \Phi_E \) can further be written without loss of generality [54] in the form

$$\Phi_E = \left( \cos \frac{\theta}{2} e^{i\phi} \sin \frac{\theta}{2} \right).$$

(8)

After substituting it into Eq. (7), and doing some algebra detailed in Appendix A, we obtain the first order term of \( \frac{df}{dt} \) as a Berry connection modified by a kernel \( K \) deforming a familiar integral.

$$\epsilon \alpha_1 = iK \phi_a^{(0)} \frac{d\phi_a^{(0)}}{dt},$$

(9)

$$K = \left( 1 + \frac{dh}{d\Sigma} \left|\Sigma^{(0)}\right| \cos \theta (1 + \cos \theta) \right).$$

Consequently, the nonlinear Zak phase for any 1D two-band systems with diagonal nonlinearity \( h(\Sigma) \) is given by

$$\gamma_{NL} = \int_0^{2\pi} iK(k) \phi_a^{(0)}(k) \frac{d\phi_a^{(0)}(k)}{dk} dk,$$

(10)

which reduces to the conventional Zak phase expression in the linear limit \( \frac{dh}{d\Sigma} \to 0 \). It is remarkable that the nonlinear Zak phase introduced here can be expressed as a single \( k \)-integral involving the kernal \( K(k) \). That is, the conventional Zak phase and the nonlinear Zak phase can be respectively obtained by excluding or including the kernal \( K(k) \).

B. Iterative approach to real-space solutions under OBC

The previous subsection on nonlinear Zak phase is one major tool we adopt to investigate momentum-space fea-
where amplitudes respectively, \( \Psi \) and \( \Psi^\dagger \) denote the following set of nonlinear Schrödinger equations, Eq. (11) under PBC is satisfied at \( k = \Sigma \) with \( \Gamma = \sigma_z \) being the chiral symmetry operator, which as discussed earlier leads to the quantized Zak phase \( \gamma = \pi + \frac{\pi}{2} \langle J_2 - J_1 \rangle \in \{0, \pi\} \). The case \( \gamma = 0 \) (\( \gamma = \pi \)) corresponds to a topologically trivial (nontrivial) regime, where the system does not host (hosts) zero energy end states under OBC. That whether boundaries host edge states can be determined solely from the bulk properties represents an instance of the so-called bulk-boundary correspondence [53, 56]. In this case, since \( \gamma \) is only quantized to either 0 or \( \pi \) if the chiral symmetry is respected, the presence of a chiral-symmetry breaking term generally causes these edge states (if they exist) to lose their topological protection. In particular, taking \( v \neq 0 \) in Eq. (12) in the regime \( \gamma = \pi \) \( (J_2 > J_1) \) leads to unequal shifts of the two end states to energy \( \pm v \), so that one may then continuously tune \( v \) to remove these edge states without closing the bulk energy gap.

It should be highlighted that the nonlinear lattice model system depicted above is experimentally realizable in several existing experimental platforms. For example, within the framework of topological photonics [57], such a model can be realized by considering a one-dimensional (1D) array of waveguides, where each waveguide has unequal distances to its left and right adjacent waveguides so as to generate dimerized nearest-neighbor couplings \( J_1 \) and \( J_2 \) in the paraxial wave equation simulating Eq. (11) above. A chiral-symmetry breaking term can be induced when waveguides with alternating refractive indices are arranged in the chain. Finally, on-site nonlinearity is naturally formed via the Kerr mechanism. Alternatively, the same model may also be qualitatively replicated with electrical circuit setups containing nonlinear diodes [44, 58].

In the following sections, we shall extensively study the role of nonlinearity in recovering some intriguing topological properties despite the chiral symmetry being broken. Representative results include a recovery of quantization regarding nonlinear Zak phases when PBC are applied and a recovery of degenerate edge states under OBC.

### III. NONLINEAR SSH MODEL

This work focuses on a nonlinear SSH chain of \( N \) dimers as a case study. Such a model is described by the following set of nonlinear Schrödinger equations,

\[
\begin{align*}
\frac{i}{\hbar} \Psi_{A,j} &= J_1 \Psi_{B,j} + J_2 \Psi_{B,j-1} + v \Psi_{A,j} + g |\Psi_{A,j}|^2 \Psi_{A,j} \\
\frac{i}{\hbar} \Psi_{B,j} &= J_1 \Psi_{A,j} + J_2 \Psi_{A,j+1} - v \Psi_{B,j} + g |\Psi_{B,j}|^2 \Psi_{B,j}
\end{align*}
\]  

Eq. (11) can be obtained from Eq. (11) by further assuming Bloch state solutions

\[
\begin{align*}
\Psi_{A,j} &= \Phi_A e^{ikj} \\
\Psi_{B,j} &= \Phi_B e^{ikj},
\end{align*}
\]  

which gives us the nonlinear eigenvalue problem \( H(\Sigma)\Phi = E\Phi \) with the pseudo-spinor \( \Phi = [\Phi_A, \Phi_B]^T \)
and a two-band Gross-Pitaevskii (GP) Hamiltonian

\[ H(\Sigma) = (J_1 + J_2 \cos k)\sigma_x + J_2 \sin k\sigma_y + h(\Sigma)\sigma_z + g \frac{I_2}{2}, \]

where \( h(\Sigma) = v + \frac{g}{2}\Sigma, \Sigma = |\Phi_B|^2 - |\Phi_A|^2 \) is the population difference between the two pseudo-spinor components, \( I_2 \) is a \( 2 \times 2 \) identity matrix, and \( \sigma_{x,y,z} \) are the Pauli matrices acting on the \( [\Phi_A, \Phi_B] \) basis.

A. Nonlinear band structure

In Fig. 1, we show the system’s band structures vs nonlinearity strength, and compare them with the energy bands of the associated SSH model with \( g = 0 \), with and without chiral-symmetry breaking. As the nonlinearity strength increases, a “looped” band structure eventually emerges, which corresponds to additional energy bands that exist only within some region in the Brillouin zone, as depicted in Fig. 1 for \( g = 5 \) and \( g = 7 \). The region in the Brillouin zone for which these additional bands exist enlarges as \( g \) increases, eventually spanning the entire Brillouin zone at large enough nonlinearity, as Fig. 1 shows for \( g = 9 \) and \( g = 11 \). That is, at very large values of \( g \), four well defined energy bands exist in the system, two of which being really close to the bands of the chiral-symmetric linear SSH model. To understand this, note that as \( g \gg v \), the Hamiltonian is approximately

\[ H \approx \left( \frac{g}{2} + \frac{g}{2}\Sigma \right) J_1 + J_2 e^{-ik} \left( \frac{g}{2} - \frac{g}{2}\Sigma \right), \]

which allows for two eigenstates satisfying \( |\Phi_{1(2)}^{(0)}|^2 = \frac{1}{2} |\Phi_1^{(0)}|^2 \). These two eigenstates then cancel the nonlinear term and hence coincide precisely with that of the chiral-symmetric SSH model. Thus, in spite of a chiral-symmetry breaking term, these two nonlinear energy bands are in fact very close to the bands of the unperturbed linear SSH model, suggesting the possibility of nonlinearity induced recovery of some topological features originally defined in the linear limit.

B. Zak phase results

The conventional Zak phase reflects the geometrical path of adiabatic eigenstates. The geometric paths of the adiabatic eigenstates can be best shown in the Bloch sphere representation, for both linear and nonlinear SSH models. To that end we first show in Fig. 2 the Bloch sphere representation of the system’s stationary states adiabatic evolution as the quasimomentum \( k \) is scanned over the Brillouin zone. In the chiral-symmetric linear SSH model, the evolution of these states forms a closed loop along the equator of the Bloch sphere, which corresponds to a quantized \( \pi \) Zak phase. In the presence of a chiral-symmetry breaking term, such a loop is deformed away from the equator, thus breaking the quantization of the Zak phase. This feature persists in the presence of weak nonlinearity, as depicted in Fig. 2(a). Remarkably, as the strength of nonlinearity continues to increase, one of these loops tends to move back towards the equator, while the other moves even farther away. As the looped band structure emerges and enlarges to become two additional energy bands, they individually trace out a closed loop on the Bloch sphere, which further approaches the equator as the nonlinearity strength further increases (see Figs. 2(b,c,d)). At very large nonlinearity strength, there are thus two nonlinear bands with almost \( \pi \) quantized

FIG. 1. The energy bands of nonlinear chiral-symmetry broken SSH model vs nonlinearity strength \( g \) (values of \( g \) are indicated on figure sub-panels). The red dashed lines indicate the energy bands of the associated chiral-symmetric linear SSH model, described by the Hamiltonian of Eq. (14) with \( h(\Sigma) = 0 \). The blue dash-dotted lines depict the energy bands of the associated linear SSH model with chiral symmetry broken, i.e., \( h(\Sigma) = v \). The black continuous lines represent the energy bands of the nonlinear SSH model with both chiral symmetry breaking and Kerr-like nonlinearity, i.e., \( h(\Sigma) = v + \frac{g}{2}\Sigma \). All quantities shown in the pictures are given in units of \( J_1 \), with parameter values \( J_2 = 2 \), and \( v = 0.5 \).
FIG. 2. Bloch sphere representation of the adiabatic evolution of the system’s stationary states $\Psi_i$ as $k$ is scanned over the Brillouin zone, with $E_1 < E_2 < E_3 < E_4$. System parameters are $J_2 = 2$, and $\nu = 0.5$ in units of $J_1$.

Zak phase. These two bands are precisely those observed in Fig. 1 at $g = 9$ and $g = 11$ that closely resemble the two bands of the unperturbed linear SSH model.

One may wonder how the concept of nonlinear Zak phase introduced in Sec. II helps us to appreciate the physics here further. Let us now quantitatively examine the nonlinear or conventional Zak phases associated with all the system’s available energy bands, accomplished by adapting the scheme presented in Ref. [59]. The results are presented in Fig. 3, where Zak phases associated with the energy bands $E_1 < E_2 < E_3 < E_4$, with and without the kernel $K$ derived in Sec. II A, are plotted vs nonlinearity strength $g$. Regarding the looped band structures that represent two incomplete energy bands, they together form a closed loop on the Bloch sphere representation. Hence it is also of some interest to evaluate the Berry phase associated with this peculiar looped structure when it exists. This is done by scanning the system from the smallest quasimomentum for which the incomplete band exists, going all the way to the other extremity of the incomplete band, before coming back to the starting point by scanning the other incomplete energy band, thus performing a closed path.

Our main findings from Fig. 3 are as follows. As nonlinearity strength increases, the nonlinear or the conventional Zak phases of energy bands $E_1$ and $E_4$, which resemble those of the chiral-symmetric linear SSH model, become closer to $\pi$, though they are never exactly quantized. It is further observed that the nonlinear Zak phases can be significantly different from the conventional Zak phases. In particular, the nonlinear Zak phases for bands $E_1$ and $E_4$ at large nonlinearity strength are closer to a quantized $\pi$ value than the conventional Zak phases. More importantly, an exact quantization of the summation over the four nonlinear Zak phases at 0 modulo $2\pi$ is recovered in the regime where four well-defined energy bands exist, as shown in Fig. 3(b). This quantization is broken at low nonlinearity strength, due to the presence of incomplete energy bands. It is also interesting to notice that the Berry phase associated with the looped band structure gradually changes from 0 to $\pi$, as the peculiar loop band structure first emerges and disappears at large nonlinearity strength.

To better understand the recovery of quantization of the summation of all nonlinear Zak phases at 0 modulo $2\pi$, we have also applied a perturbation theory to obtain approximate expressions for the four nonlinear or conventional Zak phases for large nonlinearity strength. As further detailed in Appendix B, by treating $1/g$ as a perturbative parameter and making simplifying assumptions that $J_1 = 0$, the nonlinear Zak phases $\gamma_1$, $\gamma_2$, $\gamma_3$ and $\gamma_4$ associated with energy bands $E_1 < E_2 < E_3 < E_4$ are
found to be
\[
\begin{align*}
\gamma_1 &= -2\pi \left( \frac{J_2}{g} \right)^2 + O \left( \frac{vJ_2^2}{g^3} \right), \\
\gamma_2 &= 2\pi \left( \frac{J_2}{g} \right)^2 + O \left( \frac{vJ_2^2}{g^3} \right), \\
\gamma_3 &= -\pi \left( 1 + \frac{4vJ_2}{g^2} \right) + O \left( \frac{vJ_2^2}{g^3} \right), \\
\gamma_4 &= -\pi \left( 1 - \frac{4vJ_2}{g^2} \right) + O \left( \frac{vJ_2^2}{g^3} \right).
\end{align*}
\]

Clearly, the sum of these four nonlinear Zak phases is quantized. This further confirms our computational findings, though our computational findings are valid to higher orders of $1/g$. By contrast,, the four conventional Zak phases $\gamma_1$, $\gamma_2$, $\gamma_3$ and $\gamma_4$ associated with the same energy bands (that is, excluding geometric phase contributions from the kernel $K(k)$) are obtained as
\[
\begin{align*}
\gamma_1’ &= 2\pi \left( \frac{J_2}{g} \right)^2 + O \left( \frac{vJ_2^2}{g^3} \right), \\
\gamma_2’ &= -2\pi \left( \frac{J_2}{g} \right)^2 + O \left( \frac{vJ_2^2}{g^3} \right), \\
\gamma_3’ &= -\pi \left( 1 - \frac{2v}{g} - \frac{4vJ_2}{g^2} \right) + O \left( \frac{vJ_2^2}{g^3} \right), \\
\gamma_4’ &= -\pi \left( 1 - \frac{2v}{g} + \frac{4vJ_2}{g^2} \right) + O \left( \frac{vJ_2^2}{g^3} \right).
\end{align*}
\]

The sum of these conventional Zak phases is clearly not quantized. That only nonlinear Zak phases may recover quantization is a remarkable observation. This finding also echoes with an early study by two of the present authors and others [50], where it was found that only a nonlinearity corrected Aharonov-Bohm phase is quantized around nonlinear Dirac cones. Topological characterization of nonlinear lattice systems hence has unique features absent in linear systems.

### C. Dynamical stability of solutions

We will now investigate the dynamical stability of the obtained nonlinear energy bands above. To this end, we evaluate the time evolution of a state initially prepared slightly away from a stationary state, assuming for simplicity that such a state also respects the translational symmetry of the system, which is obtained by solving the time dependent GP equation in the momentum space
\[
\frac{i}{\hbar} \frac{\partial}{\partial t} |\Psi(k,t)\rangle = H(k, \Psi(k,t)) |\Psi(k,t)\rangle,
\]
where $H$ is given by Eq. (14). Such a state $|\Psi(k,t)\rangle$ can be written as a sum of a stationary state $|\psi(k,t)\rangle$ with energy $E(k)$ and a small perturbation of the form
\[
|\delta\psi(k,t)\rangle = \left( \frac{\delta \psi_1(k,t)}{\delta \psi_2(k,t)} \right).
\]

We then define the stationary solution $|\psi(k,t)\rangle$ to be dynamically stable if the norm of $|\Psi(k,t)\rangle = |\psi(k,t)\rangle + |\delta\psi(k,t)\rangle$ does not go to $\infty$ as $t \rightarrow \infty$ for sufficiently small $|\delta\psi(k,0)\rangle$. For clearer calculations, we separate the "dynamical phase" from $|\Psi(k,t)\rangle$ as
\[
|\Psi(k,t)\rangle = e^{-iEt} |\Phi(k,t)\rangle,
\]
\[
|\psi(k,t)\rangle = e^{-iEt} |\psi(k,0)\rangle,
\]
\[
|\delta\psi(k,t)\rangle = e^{-iEt} |\delta\phi(k,t)\rangle,
\]
so as to form a resultant state $|\Phi(k,t)\rangle = |\psi(k,0)\rangle + |\delta\phi(k,t)\rangle$ that separates into a time independent part $|\psi(k,0)\rangle$ plus a time dependent part $|\delta\phi(k,t)\rangle$. With some algebra, Eq. (18) can be written in the following form,
\[
\frac{i}{\hbar} \frac{\partial}{\partial t} \begin{pmatrix} \delta \phi_1 \\ \delta \phi_2 \end{pmatrix} = \mathcal{L} \begin{pmatrix} \delta \phi_1 \\ \delta \phi_2 \end{pmatrix},
\]
where
\[
\mathcal{L} = \begin{bmatrix}
H_{gp} + A & B^T \\
-B & -H_{gp} - A^T
\end{bmatrix},
\]
\[
H_{gp} = H(k, \psi(k,0)) - EI_2,
\]
\[
A = \frac{g}{2} \begin{pmatrix}
-|\psi_1(k,0)|^2 & \psi_1(k,0)\psi_2(k,0)^* \\
\psi_1(k,0)^*\psi_2(k,0) & -|\psi_2(k,0)|^2
\end{pmatrix},
\]
\[
B = \frac{g}{2} \begin{pmatrix}
-|\psi_1(k,0)|^2 & \psi_1(k,0)\psi_2(k,0)^* \\
\psi_1(k,0)^*\psi_2(k,0) & -|\psi_2(k,0)|^2
\end{pmatrix}.
\]

As Eq. (21) resembles the time dependent Schrödinger equation in linear quantum mechanics, its time evolution is governed by the operator $e^{-iEt}$. However, since $\mathcal{L}$ is not a Hermitian operator, eigenvalues of $\mathcal{L}$ can in general be complex. It follows that in order for $|\phi(k,t)\rangle$ to be dynamically stable, all eigenvalues $\lambda_n$ of $\mathcal{L}$ must satisfy $\text{Im}(\lambda_n) = 0$, $\forall n$.
FIG. 5. max |Im(λ_n)| for the nonlinear energy bands $E_1 < E_2 < E_3 < E_4$. The blue, magenta, cyan, and red lines correspond to $E_1$, $E_2$, $E_3$ and $E_4$ respectively. System parameters are $J_2 = 2$, and $v = 0.5$ in units of $J_1$.

Figure 5 shows the maximum imaginary component of all the eigenvalues of $\mathcal{L}$ for all the nonlinear bands, from which it follows that the highest and lowest energy bands, the former being the band that closely resembles chiral-symmetric linear SSH model and possesses an almost $\pi$ quantized Zak phase at large nonlinearity strengths, are dynamically stable throughout the Brillouin zone. On the other hand, the second largest band $E_3$ is dynamically unstable whenever it exists, whereas the second lowest band $E_2$ shows instability for some values of $k$ when the looped structure exists, which becomes fully stable once the nonlinearity strength is large enough for four complete bands to exist.

FIG. 6. Energy spectrum solved from Eq. (11) under OBC, showing three different regimes (i), (ii) and (iii). All quantities shown are given in units of $J_1$, with parameter values $J_2 = 2$, $v = 0.5$, and $N = 100$ unit cells. Under these parameters, the associated chiral-symmetric SSH model with $g = 0$ would be in the topological nontrivial regime.

V. REAL-SPACE RESULTS

A. Spectrum and eigenstates under OBC

We now shift our focus to the real-space behavior of nonlinear lattice systems under OBC, using again the model described by Eq. (11). Computationally we use the iterative method already introduced in Sec. II, taking both the bulk eigenstates and edge states of the chiral-symmetry broken SSH model as initial trial states. We then numerically obtain the energy spectrum under OBC, for different values of $g$, as shown in Fig. 6.

We may separate the typical energy spectrum as depicted in Fig. 6 into three different regimes, depending on the strength of nonlinearity. Each regime accommodates different types of states, which are presented in Fig. 7. As the nonlinearity strength increases, we observe a progressive break down of the energy bands obtained under PBC, as delocalized states disappear and are replaced by soliton states. Here, we use the term “soliton” loosely, to refer to any localized state that is not directly related to an edge state of the model in the linear limit. This applies to any state existing in regime (ii) and (iii) in Fig. 6, where nonlinearity plays a substantial role. In the low nonlinearity regime (i), the original two bands of the linear SSH model remain occupied by delocalized bulk states such as the ones shown in Fig. 7(b). We also observe two edge states localized at sites 1A and 1B.
FIG. 7. Wave function profiles of different types of states existing in each regime, with system parameters given by $J_2 = 2$, and $v = 0.5$ in units of $J_1$. Panels (a) illustrates one edge state on site 1A for $g = 1$, (b) one delocalized bulk state for $g = 1$, (c) one edge soliton localized at site 2A for $g = 3.5$, (d) one in-gap soliton solution for $g = 3.5$, (e) one edge soliton localized at site 1A for $g = 7$, and (f) one bulk soliton state for $g = 7$. A value of $g = 1$ places the system in regime (i), $g = 3.5$ in regime (ii) and $g = 7$ in regime (iii).

Fig. 7(a)), and these two edge states are nondegenerate due to the chiral symmetry breaking term we introduced to the system. However, these edge states are still very much akin to the ones of the linear case, as the nonlinearity is still too weak to destroy them. The disappearance of the last edge state marks the end of the low nonlinearity regime (i). On the other hand, if we consider the strong nonlinearity regime (iii), where the nonlinearity is dominant over other energy scales, the only type of states that can be observed are two highly degenerate, large-energy solitons, located at any single site in the bulk (e.g. Fig. 7(c)) or at an edge (e.g. Fig. 7(e)). These solitons are non-topological, as they are simply the consequence of nonlinearity strength $g$ being much larger than all other energy scales of the system. They are related to the trivial single-site solutions in the limit $g \to \infty$, where all nonlinear eigenstates are exactly supported by only a single site (whose energy depends on whether sublattice A or B is occupied). This understanding is further supported by studying the inverse participation ratio (IPR) of the states, as show in Fig. 8. The IPR of a state $|\Psi\rangle$ is defined by

$$\text{IPR}(|\Psi\rangle) = \frac{1}{\sum_{n=1}^{N} |\Psi_n|^4},$$

and is small for localized states, but large ($\sim N$) for bulk delocalized states. It is seen that as the nonlinearity strength becomes large, all the nonlinear eigenstates become more and more localized, going towards an IPR of 1 (supported by a single site) as $g \to +\infty$. The existence of non-topological solitons on both edges of the system delimits the boundary of the strong nonlinearity regime (iii).

B. Soliton solutions with topological origin

There is, however, an intermediate regime (ii) of nonlinearity strength, where both nonlinear effects and topological properties of the linear model become important. This unique interplay between nonlinearity and topology can be understood by studying a special kind of bulk solitons whose energy is in the gap between the original linear energy bands (the energy of the edge states in regime (i) is also in the gap). The profile of one such gap soliton is shown in Fig. 7(d). This profile indicates that on two respective sides of the soliton peak, there are two edge states emerging due to this effective nonlinearity induced “edge” inside the bulk. This insight of an “effective edge” in the bulk can be one main feature through which nonlinearity and topology can work conjointly in the system. That is, because the Hamiltonian here depends on the state, a wave function strongly localized at one site increases the potential energy there, effectively creating a potential barrier, which can be a large on-site potential for strong nonlinearity strength, thus effectively behaving like a physical edge. In turn, as fingerprints of the under-
lying topological phase of the associated chiral-symmetric SSH model, such an effective edge admits a strongly localized wave function, whose probability density exponentially decays with the distance from this effective edge. These two feedback mechanisms thus allow such solitons of a topological origin to exist self-consistently. This understanding makes it clear that the existence of these gap solitons relies heavily on some recovered topological features and represents a new, fascinating example of interplay between nonlinearity and topology.

To further confirm that the peculiar soliton solution profiles can be understood as a combination of an effective edge and topological edge states, we now compare the in-gap soliton solutions with states in a linear chiral-symmetric SSH model plus an impurity in the bulk. Specifically, we consider then a chiral-symmetric linear SSH model with an additional impurity potential barrier of intensity \( g \), placed only on one site in the system first (hence also playing the role of an effective edge inside the bulk). The model in real space can be described by

\[
\begin{align*}
  i \frac{d \Psi_{A,j}}{dt} &= J_1 \Psi_{B,j} + J_2 \Psi_{B,j-1} + v \Psi_{A,j} \quad \text{if } j \neq j_0, \\
  i \frac{d \Psi_{B,j}}{dt} &= J_1 \Psi_{A,j} + J_2 \Psi_{A,j+1} - v \Psi_{B,j} \quad \text{if } j \neq j_0,
\end{align*}
\]

with \( \Psi_{B,-1} = \Psi_{A,N+1} = 0 \) under OBC. We further set \( v = 0 \) above for a linear chiral-symmetric SSH model. Remarkably, by setting the impurity potential at site 50A (we consider an example with \( N = 100 \) unit cells) and solving for the eigenstates, we find one eigenstate highly resembling to one type of soliton solutions observed in our nonlinear model (see Fig. 7(f)). This comparison is presented in Fig. 9(a).

For another type of in-gap soliton solutions as illustrated in Fig. 7(d), the peaks of such soliton solutions are only localized on sublattice B on their left and sublattice A on their right (assuming that our system are in the topologically non-trivial regime of the associated chiral-symmetric linear SSH model). This hence effectively creates two edges in the bulk with a new profile affecting the whereabouts of edge states. To confirm this understanding, we accordingly introduce two impurity potentials to the linear chiral-symmetric model, in the same manner as described above. The impurity potentials are of strength \( \frac{g}{2} \) and are next to each other, the left one being on sublattice B and the right one on sublattice A. As shown Fig. 9(b), we again obtain spatial profiles of localized states very close to the soliton solutions we found from the nonlinear model.

Our impurity model can be also used to confirm that an effective edge on sites 1A or NB indeed respectively

![Fig. 9. Comparison of various soliton solutions obtained from our nonlinear models with the corresponding localized eigenstates in the linear chiral-symmetric SSH model with added impurity potential as the edge in the bulk In the linear model, all solutions are either the two edge states due to the impurity potential or delocalized bulk states.](image)

destroys the existence of physical edge states on sites 1A or NB, with a topological explanation. We consider then two impurity potentials of strength \( g \) added to sites 1A and NB, set the chiral symmetry breaking term \( v \) to a nonzero value, and then look into the energy spectrum of the linear system. The results in Fig. 10 show that, as the strength of impurity increases, the two edge states are pushed away from zero energy until they merge with the bulk, after which they then disappear. Then, as the impurity strength further increases, two eigenstates with highest energy values are seen to emerge out of the bulk, a behavior akin to the edge solitons encountered in the high nonlinearity regime (iii) seen above. This clearly explains why there is an intermediate range of nonlinear strength \( g \) for which edge solitons do not exist.

With the physical insights developed above, we are now ready to digest the recovery of the degeneracy of two edge solitons, in spite of the chiral-symmetry breaking term. This important observation is presented in Fig. 6 in the intermediate regime (ii). There exists a range of \( g \) values for which there are no edge solitons localized on the outermost sites 1A and NB. As sites A and B respectively bear the potential \(+ v\) and \(- v\), a \( 2v \) energy difference ex-
FIG. 10. Energy spectrum of the linear SSH model with two potential barrier on sites 1A and NB, as a function of the strength $g$ of impurity potential introduced. All quantities shown are given in units of $J_1$, with parameter values $J_2 = 2$ and $v = 0.5$.

exists between the states localized at these different sites, and this is the very reason why there is a splitting in the energy values of edge states localized at the very left or the very right. However, in this particular intermediate nonlinearity regime, the leftmost and rightmost localized states that do exist are respectively localized on sites 2A and 2A (e.g., Fig. 7(c)), effectively bypassing the energy splitting due to the broken chiral-symmetry (since they are both localized on sublattice A). The absence of states localized on sites 1A and NB can be traced back to a topological phase transition. That is, the existence of a peak at site 1A leads to an additional nonlinearity induced edge potential at site 1A. The first site following such an edge is now a sublattice B, so the system now have alternating hopping amplitudes, acting again like an SSH model, but in the trivial regime because the roles of $J_1$ and $J_2$ have been exchanged, and hence cannot accommodate edge states. This hence indicates that such a soliton peaked at site 1A does not form a self-consistent solution to our nonlinear problem. A similar reasoning follows to arrive at the conclusion that a soliton localized on site NB cannot self-consistently exist, either.

As another remarkable consequence of the above intriguing mechanism effectively causing the exchange between the roles of $J_1$ and $J_2$, analogous soliton solutions can be expected at intermediate nonlinearity strength even when the corresponding linear system is in the topologically trivial regime. This is clearly evidenced in Fig. 11. In particular, it is seen that even if the edge states originating from the linear model do not exist, in-gap solitons can be found. To confirm that this is indeed a consequence of the above-mentioned exchange between the roles of $J_1$ and $J_2$, we compare the in-gap soliton profiles between originally topologically trivial and non-trivial cases in Fig. 12. Remarkably, the respective typical soliton profiles from each case are mirror reflections of each other. Nonlinearity can thus not only recover topological properties destroyed by a chiral-symmetry breaking term, but also effectively induce topological features absent in the non-interacting limit.

VI. CONCLUDING REMARKS

In this work, we have carefully investigated the interplay between topology and nonlinearity in a simple SSH model with on-site nonlinearity and chiral symmetry breaking, with both momentum-space and real-space studies. The focus is on how nonlinearity may recover topological features analogous to a linear chiral-symmetric SSH model. We demonstrate that in the regime of strong nonlinearity, the nonlinear Zak phases (not the conventional Zak phases) of the nonlinear energy bands sum up to a quantized value. This indicates that the geometric contributions from the unique aspects of nonlinear adiabatic following can be important for topological characterization of nonlinear lattice systems. Equally interesting, as nonlinearity strength increases,
the individual nonlinear Zak phases, though not quantized, may become closer to a quantized value of either 0 or $\pi$ than the conventional Zak phases. This further suggests that nonlinearity can assist in recovering topological effects already destroyed by a chiral-symmetry breaking term. Furthermore, for moderate to strong nonlinearity, clear fingerprints of topological features in the nonlinear system under OBC can be identified. In-gap localized stationary states (solitons) present nonlinearity induced effective edges inside the bulk. With this understanding, the topological origin of the spatial profiles of such localized solutions can be identified by comparing them with eigenstates of the corresponding linear model under the addition of certain impurity potential. This insight also explains well the recovery of degeneracy of edge solitons localized at opposite ends of the lattice.

The qualitatively different eigenstates supported by periodic and open boundary conditions also signifies the breaking of bulk-boundary correspondence due to non-linear effects. Fundamentally, this arises because the PBC and OBC solutions no longer span equivalent eigenspaces, with certain solutions i.e. the central spectral loop in Fig 1 existing only at certain Bloch momenta. It remains to be seen how this interplays with an alternative loop in Fig 1 existing only at certain Bloch momenta.

ACKNOWLEDGMENTS

Acknowledgement: R.W.B is supported by the Australian Research Council Centre of Excellence for Engineered Quantum Systems (EQUS, CE170100009). J.G. is funded by the Singapore National Research Foundation Grant No. NRF-NRFI2017-04 (WBS No. R-144-000-378-281) and by the Singapore Ministry of Education Academic Research Fund Tier-3 Grant No. MOE2017-T3-1-001 (WBS. No. R-144-000-425-592).

Appendix A: Nonlinear adiabatic perturbation theory

We consider a two level Gross-Pitaevskii Hamiltonian

$$H(|\Psi\rangle) = h_1\sigma_x + h_2\sigma_y + h(\Sigma)\sigma_z$$  \hspace{1cm} (A1)

where $\Sigma = |\Psi_2|^2 - |\Psi_1|^2$. We start by defining a state $\Phi_a = e^{-i\beta} |\Psi_a\rangle$ with $a = 1, 2$, which corresponds to an element of a projective Hilbert space. The total phase $f$ is taken to capture both dynamical and geometric phases of the state $|\Psi\rangle$. Substituting in Eq.(A1) and applying $\sum_a \Phi_a \Phi_a^*$, we obtain (summation of repeated indices being implied)

$$\frac{df}{dt} = i\Phi_a \frac{d\Phi_a}{dt} - \Phi_a^* H_{ab} \Phi_b.$$  \hspace{1cm} (A2)

In this case, the nonlinearity may cause the second term to also contribute to the geometrical phase. We perturbatively expand both $f$ and $\Phi_a$ under an adiabatic
parameter $\epsilon$ as

$$\frac{df}{dt} = \alpha_0 + \alpha_1 \epsilon + ...$$

$$\Phi_a = \Phi_a^{(0)} + \epsilon \Phi_a^{(1)} + ...$$

and since the nonlinear Hamiltonian is also state dependent, we will also have

$$H = H^{(0)} + \epsilon H^{(1)} + ...$$

We now attempt to derive the total phase $f$ acquired by the system in the adiabatic limit for a state initially in a stationary state $\Phi^{(0)}$ such that $H^{(0)} \Phi^{(0)} = E \Phi^{(0)}$, which corresponds to finding $\alpha_0$ and $\alpha_1$ in Eq. (A3). We obtain

$$\alpha_0 = -E,$$

$$\epsilon \alpha_1 = i \Phi_a^{(0)*} \frac{d \Phi_a^{(0)}}{dt} - \epsilon \Phi_a^{(0)*} H^{(1)} \Phi_a^{(0)},$$

where the first term in the right hand side of the bottom line corresponds to the conventional Berry connection, and the second term is the geometric contribution coming from the dynamical phase, due to nonlinear dynamics. In our case, we have $H^{(1)} = \frac{d}{dt} \Sigma \sigma_v = \frac{d}{dt} \epsilon \sigma_z$. Using the normalization condition $Re(\Phi_a^{(0)*} \Phi_a^{(0)}) = 0$, we have $\frac{d\Sigma}{d\epsilon} \bigg|_{\epsilon = 0} = -4 \Re(\Phi_1^{(0)*} \Phi_1^{(1)})$ so

$$H^{(1)} = -4 \frac{d}{dt} \bigg|_{\Sigma = \Sigma^{(0)}} \Re(\Phi_1^{(0)*} \Phi_1^{(1)}) \sigma_z.$$ (A6)

The general formula for $\alpha_0$ and $\alpha_1$ given in Eq. (A5) becomes then

$$\alpha_0 = -E,$$

$$\alpha_1 = i \Phi_1^{(0)*} \frac{d \Phi_1^{(0)}}{dt} - 4 \epsilon \frac{d}{dt} \bigg|_{\Sigma^{(0)}} \Re(\Phi_1^{(0)*} \Phi_1^{(1)}).$$ (A7)

On the other hand, if we consider only $\epsilon^1$ terms in $\frac{df}{dt}$, we have

$$4 \epsilon \frac{d}{dt} \bigg|_{\Sigma^{(0)}} \Re(\Phi_1^{(0)*} \Phi_1^{(1)}) [1 + \Sigma^{(0)}] \Phi_1^{(0)} =$$

$$-i(\delta_{1a} - \Phi_1^{(0)*} \Phi_1^{(0)*}) \frac{d \Phi_1^{(0)}}{dt} - \epsilon (E \delta_{1b} - H_{1b}^{(0)}) \Phi_1^{(1)}.$$ (A8)

For a two-level system, the stationary state $|\Phi_E\rangle$ can be written without loss of generality in the form

$$|\Phi_E\rangle = \left( \begin{array}{c} \cos \frac{\theta}{2} e^{i \phi} \\ \sin \frac{\theta}{2} \end{array} \right),$$

so that we can simplify Eq. (A8) by taking its real part, and making use again of the normalization condition

$$\cos \frac{\theta}{2} \Re(\Phi_1^{(1)}) + \sin \frac{\theta}{2} \Re(e^{-i \Phi_1^{(1)}}) = 0$$

to get

$$4 \epsilon \frac{d}{dt} \bigg|_{\Sigma^{(0)}} \cos \frac{\theta}{2} \Re(\Phi_1^{(1)}) [1 - \cos \theta] =$$

$$i \cos \frac{\theta}{2} \Phi_a^{(0)*} \frac{d \Phi_a^{(0)}}{dt} - \epsilon (E - H_{11}^{(0)} + \cot \frac{\theta}{2} H_{12}^{(0)} e^{i \phi}) \Re(\Phi_1^{(1)}).$$ (A10)

Now we can notice that

$$|\Phi^{(0)}e\rangle = \left( \begin{array}{c} \sin \frac{\theta}{2} e^{i \phi} \\ -\cos \frac{\theta}{2} \end{array} \right)$$

is an (hidden) eigenstate of $H^{(0)}$ with eigenvalue $-E$, and using this property we obtain after multiplication by $\sin \frac{\theta}{2}$

$$\epsilon \Re(\Phi_1^{(1)}) = \frac{\cos \frac{\theta}{2}}{2E + 2 \frac{d}{dt} \Sigma^{(0)} \sin^2 \theta} i \Phi_a^{(0)*} \frac{d \Phi_a^{(0)}}{dt},$$

so subbing in this to Eq. (A7) gives us the result obtained in Eq. (9).

### Appendix B: Nonlinear perturbation theory

We consider the nonlinear SSH model whose Hamiltonian is given by Eq. (14), and we write it as the sum of a Hamiltonian $H_0$ and a perturbation $V \ll H_0$

$$H = h_x \sigma_x + h_y \sigma_y + h(\Sigma) \sigma_z + \nu \sigma_x$$

where $h_x = J_1 + J_2 \cos k$, $h_y = J_2 \sin k$ and $h(\sigma) = \frac{g}{2} \Sigma$ where $\Sigma = |\Psi_2|^2 - |\Psi_1|^2$. Considering a stationary state $|\Psi\rangle$ such that $H |\Psi\rangle = E |\Psi\rangle$, we perturbatively expand both $E$ and $|\Psi\rangle$ under the parameter $\nu$ as

$$E = E^{(0)} + \nu E^{(1)} + ...$$

$$|\Psi\rangle = |\Psi^{(0)}\rangle + \nu |\Psi^{(1)}\rangle + ...$$

Now we can notice that

$$|\Phi^{(0)}e\rangle = \left( \begin{array}{c} \sin \frac{\theta}{2} e^{i \phi} \\ -\cos \frac{\theta}{2} \end{array} \right)$$

is an (hidden) eigenstate of $H^{(0)}$ with eigenvalue $-E$, and using this property we obtain after multiplication by $\sin \frac{\theta}{2}$

$$\epsilon \Re(\Phi_1^{(1)}) = \frac{\cos \frac{\theta}{2}}{2E + 2 \frac{d}{dt} \Sigma^{(0)} \sin^2 \theta} i \Phi_a^{(0)*} \frac{d \Phi_a^{(0)}}{dt},$$

so subbing in this to Eq. (A7) gives us the result obtained in Eq. (9).
which has 4 solutions,

\[ \Sigma^{(0)} = 0 \quad \text{with} \quad E^{(0)} = \pm \sqrt{h_x^2 + h_y^2} \]

\[ \Sigma^{(0)} = \pm \sqrt{\frac{g^2 - 4(h_x^2 + h_y^2)}{g^2}} \quad \text{with} \quad E^{(0)} = -\frac{g}{2}. \]

The two \( \Sigma^{(0)} \neq 0 \) solutions are physical only if \( g > \sqrt{h_x^2 + h_y^2} \), which we assume to be true as we are interested in the large nonlinearity regime. We can now, without loss of generality, write \( |\Psi^{(0)}\rangle \) in the form

\[ |\Psi^{(0)}\rangle = \left( \begin{array}{c} \cos \frac{\theta}{2} \\ \sin \frac{\theta}{2} e^{i\phi} \end{array} \right), \]

and plugging this in Eq. \((B5)\) after multiplying by \( \langle \Psi^{(0)} | \) gives

\[ E^{(1)} = \cos \theta (1 - 2g \cos \frac{\theta}{2} \text{Re}(\Psi_1^{(1)})). \]

Plugging back in Eq. \((B5)\) and focusing on the first coefficient, we get (implying summation of repeated indices)

\[ \cos \frac{\theta}{2} \cos \theta (1 - 2g \cos \frac{\theta}{2} \text{Re}(\Psi_1^{(1)})) = E^{(0)} \Psi_1^{(1)} - H_{0,1a} \Psi_1^{(1)}, \]

and taking the real and making use of the normalization condition \( \cos \frac{\theta}{2} \text{Re}(\Psi_1^{(1)}) + \sin \frac{\theta}{2} \text{Re}(\Psi_2^{(1)}) = 0 \) gives us

\[ \text{Re}(\Psi_1^{(1)}) = \frac{\cos \frac{\theta}{2} (1 - \cos \theta)}{E^{(0)} + g \sin^2 \theta + \frac{g}{2} \cos \theta + \cot \frac{\theta}{2} \sqrt{h_x^2 + h_y^2}} \]

so plugging in Eq. \((B9)\) we have the first order correction to the energy

\[ E^{(1)} = \cos \theta \left( 1 - \frac{g \sin^2 \theta}{E^{(0)} + g \sin^2 \theta + \frac{g}{2} \cos \theta + \cot \frac{\theta}{2} \sqrt{h_x^2 + h_y^2}} \right) \]

Now for \( |\Psi^{(1)}\rangle \), we have

\[ |\Psi\rangle = |\Psi^{(0)}\rangle + v |\Psi^{(1)}\rangle \]

\[ \left( \begin{array}{c} \cos \frac{\theta}{2} \\ \sin \frac{\theta}{2} e^{i\phi} \end{array} \right) = \left( \begin{array}{c} \cos \frac{\theta}{2} \\ \sin \frac{\theta}{2} e^{i\phi} \end{array} \right) + v \left( \begin{array}{c} \Psi_1^{(1)} \\ \Psi_2^{(1)} \end{array} \right) \]

so \( \cos \frac{\theta'}{2} = \cos \frac{\theta}{2} + v \Psi_1^{(1)} \) tells us that \( \Psi^{(1)} \) is real, i.e., \( \Psi^{(1)} = \text{Re}(\Psi^{(1)}) \). We then consider once again Eq. \((B10)\), this time taking the imaginary part, to show that \( \text{Im}(e^{-i\phi} \Psi_2^{(1)}) = 0 \), so \( \Psi_2^{(1)} \) can be written \( \Psi_2^{(1)} = \sin \theta e^{i\phi} \). Using the normalization condition, we get \( \text{Im}(\theta^2) = -\cos \frac{\theta}{2} \text{Re}(\Psi_1^{(1)}) \). This gives us the first order correction to the stationary state

\[ \left( \begin{array}{c} \Psi_1^{(1)} \\ \Psi_2^{(1)} \end{array} \right) = \left( \begin{array}{c} \cos \frac{\theta}{2} (1 - \cos \theta) \\ \sin \frac{\theta}{2} \sqrt{h_x^2 + h_y^2} \end{array} \right) \]

Now that \( E^{(1)} \) and \( |\Psi^{(1)}\rangle \) have been determined, we can compute the nonlinear Zak phase. In order to make it analytically calculable, we assume \( J_1 = 0 \) and \( J_2 \ll g \), doing all the perturbative expansions up to \( O \left( \frac{J_2}{g^3} \right) \). This way it is possible to determine the new states \( |\Psi \rangle \) and the new energy \( E \), along with the deforming kernel \( K \). After some analysis, we get for the different energy bands \( E_1 < E_2 < E_3 < E_4 \),

\[ K_1 = 1 + 2 \left( \frac{J_2}{g} \right)^2 + O \left( \frac{v J_2^2}{g^3} \right) \]

\[ K_2 = -1 - 4 \frac{v}{g} - 2 \left( \frac{J_2}{g} \right)^2 + O \left( \frac{v J_2^2}{g^3} \right) \]

\[ K_3 = 1 + 2 \frac{v}{g} + 8 \frac{v J_2}{g^2} + O \left( \frac{v J_2^2}{g^3} \right) \]

\[ K_4 = 1 + 2 \frac{v}{g} - 8 \frac{v J_2}{g^2} + O \left( \frac{v J_2^2}{g^3} \right), \]

and

\[ i \langle \Psi_{E_1}(k) | \nabla_k | \Psi_{E_1}(k) \rangle = -\left( 1 - \left( \frac{J_2}{g} \right)^2 \right) + O \left( \frac{v J_2^2}{g^3} \right) \]

\[ i \langle \Psi_{E_2}(k) | \nabla_k | \Psi_{E_2}(k) \rangle = -\left( \frac{J_2}{g} \right)^2 + O \left( \frac{v J_2^2}{g^3} \right) \]

\[ i \langle \Psi_{E_3}(k) | \nabla_k | \Psi_{E_3}(k) \rangle = -\left( \frac{J_2}{g} \right)^2 - 2 \left( \frac{v}{g} - 4 \frac{v J_2}{g^2} \right) + O \left( \frac{v J_2^2}{g^3} \right) \]

\[ i \langle \Psi_{E_4}(k) | \nabla_k | \Psi_{E_4}(k) \rangle = -\left( \frac{J_2}{g} \right)^2 - 2 \left( \frac{v}{g} + 4 \frac{v J_2}{g^2} \right) + O \left( \frac{v J_2^2}{g^3} \right), \]

which gives the nonlinear Zak phases presented in Eq. \((16)\).
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