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ABSTRACT Security issues such as natural disasters and terrorist attacks have attracted increasing global concern and attention. How to effectively detect security events has become worrisome to countries worldwide. Advances in mobile Internet technology have led to hundreds of millions of users using social media daily to post microblogs, text messages and multimedia information, generating enormous amounts of social media data that reflect people’s social behaviors. Studies have proven that the timely intelligence can be extracted from these data. In particular, geosocial media when combined with location information can be used as a proxy for security event detection and security situational awareness. This paper provides a synopsis of the geosocial media data and the related processing/analysis methods used for detecting security events, and summarizes the general framework of security-related analyses based on geosocial media. Four major categories of analysis methods and application cases, including natural language processing, social network analysis, location inference and geospatial analysis, and image or video understanding, are discussed in detail. The paper concludes with possible future directions and areas of research that could be addressed and investigated. We hope to provide a clarion call to the scientists, practitioners, and other stakeholders to enhance the capabilities and accuracy of security events detection and security situational awareness and assessment using geosocial media.

INDEX TERMS Geosocial media, security, geospatial, event detection, situation awareness.

I. INTRODUCTION

In recent years, with the worsening of global warming, religious problems and imbalances in social development, security incidents have increased substantially, causing anxiousness among the majority of the world’s population and causing them to worry about their safety and wellbeing. In Japan and some coastal areas of the United States and Australia, natural disasters caused by climate change, such as floods and tsunamis, have had substantial impacts on people’s productivity and lives. In some areas in the Middle East and Africa, people live in war zones and face all types of threats, including death or exile, while in the relatively more affluent areas of the world, people are fearful of terrorist attacks, murders, riots and other criminal incidents. A sense of insecurity is pervasive worldwide - we are living in an era of insecurity [1]. These security issues have a grave impact on the economic and social development of countries around the world every year. For example, approximately 9,000 people were killed by disasters in the forms of floods, forest fires and earthquakes, and 96 million people were affected by disasters, which caused a combined loss of 270 billion euros in 2017, the second highest annual loss in history [2]. Therefore, effective and timely methods to detect and respond to security...
events to minimize the losses they cause have become a focus of the United Nations, governments, enterprises, nongovernmental organizations (NGOs) and individuals.

With the rapid development of mobile Internet technology, social media has emerged and rapidly become a part of people’s daily lives. Because access to the Internet can easily be achieved through a smartphone, people can post and share information on social media about their experiences, opinions or views, possibly tagged with their location, at any time. Social media is a type of Internet application based on web, and mobile terminals support creating, accessing, and exchanging of various pieces of information in the form of user-generated content (UGC) [3], [4]. Social media involves a range of aspects, such as communication, community, connectivity, collaboration, and UGC generation and sharing. Social media applications are free and they make it easy for people to socialize, allowing users to upload what they see and think at any time in various forms (e.g., text, image and video) [5]. Most social media technologies originated before 2005 when Tim Berners-Lee established the Web 2.0 concept. Subsequently, Wikipedia, blogs, social networking sites, Weibo and other content-sharing sites have become extremely popular [6].

Social media has the advantages of being low cost and near real-time with the user participation characteristics of Web 2.0. It has also become a powerful tool for commercial marketing and business promotion. Currently, hundreds of millions of interactive content entries are being published on major social media platforms such as Facebook, Twitter, and online forums by a massive number of users. These interactive content entries have also become a critical data sources for global scientific research, especially in the field of computable social science field [7]. However, due to the rapid spread and diffusion of information on social media platforms, unpredictable consequences can occur in the absence of a timely response. The Arab Spring is a typical example. News of the self-immolation incident of a Tunisian peddler that occurred in late 2010 spread rapidly on social media platforms, which triggered a wave of protests in Tunisia against the Tunisian government that quickly expanded to neighboring countries such as Libya. Social media was one of the unique factors driving this event via video and photo sharing and by people messaging and forwarding text messages related to the protests.

Social media data provide rich information that reflects people’s social behavior. In the security field, various groups of terrorists and gangs have increasingly recognized the value of social media and have actively used it to plan and organize activities, recruit members, spread terrorist ideas and publish various terrorist messages to expand their influences. Some extremist organizations have established their official accounts on platforms such as Twitter; others have uploaded videos on YouTube to recruit members and conduct terrorist attacks. A typical case is the recruitment of new members such as Arid Uka for terrorist organizations and getting them to perform terrorist actions. Such actions form new threats faced by governments today [8]. Social media has magnified the influence of terrorist groups and enhanced their ability to organize terrorist activities. The connectivity characteristics of social media have been used to organize and collaborate activities to oppose governments or military and police organizations. Terrorist recruitment, propaganda and information dissemination are also utilized the broadcast characteristics of social media [9].

Security incidents may occur at different times and in different locations, involving different people and objects. These elements contain the spatiotemporal information of security events, related users, their relationships and other objective information: these are the essential information for perceiving security events and assessing security situations. Traditionally, access to such information has relied on professional intelligence channels. However, social media applications, such as instant messaging platforms running on the Internet, have large numbers of users (including various terrorist organizations and gangs) who generate a steady stream of large amounts of unstructured data, including texts, videos, images and audio, as well as a large amount of user interaction data (e.g., social network data such as views and forwarding). These massive amounts of data include various pieces of information related to security incidents; thus, fully mining and utilizing these data to perceive and assess security problems and respond to emergencies is of great practical significance. However, until recently, the field of security lacked systematic review and examination of such social media applications. In this study, to provide support for deepening the application of social media in the security field, we focus on real-world security issues and attempt to systematically examine the applications of geosocial media data, particularly those with location tags, in the context of security event detection and the assessment and perception of security situations.

The goals of this review are to identify datasets, methods and use cases utilizing geosocial media for security-related analysis tasks. We queried the eligible literature sources from the literature search portals such as the Clarivate Web of Sciences, Google Scholar and the digital libraries of organizations and publishers such as IEEE, ACM, Elsevier, Wiley, Taylor & Francis, Sage, MDPI, and Springer. The main works considered included books, journals, and the proceedings of the workshops and conferences published between 2008 and 2018 in English. From this search, 256 papers were initially identified. Then, screening was performed by reading the full-text, and examining methods and use cases. We primarily focused on papers that clearly described the methods used concerning the exploration, extraction, processing, validation, and aggregation of geosocial media data for security purposes. After removing the duplicate and weakly relevant content, 85 papers were selected that showed higher relevance to the security-related analysis tasks using geosocial media data. Furthermore, the prior references were searched to expand the background and current progress of the field. Finally, we used 154 literature records in this review process.
TABLE 1. Taxonomy of security-related analysis tasks.

| Security tasks                  | Related papers and its topics                                                                 |
|---------------------------------|----------------------------------------------------------------------------------------------|
| Natural disasters              | Earthquake [10-15]; Hurricanes [13,15-18]; Flood [14,19]; Climate [20,21]; Wild fire [14]   |
| Man-made disasters             | Oil spills [11,22]; Urban fires [23-25]; Nuclear disasters [26]                               |
| Security Events Detection and Sensing | Urban hijacking [23-27]; Terrorism [28-38]; Gang violence [39]; Bombings [40-43]; Violent Behavior [44-48] |
| Violence                       | Civil war [49]; Syrian war [50]; ISIS attacks [51,52]; Gaza conflict [53,54]; Israeli–Hamas conflict [55] |
| Military-related               | Riots [55,56]; Protests [57,58]; Political [59,60]                                           |
| Sociopolitical                 | Violent ideologies [61-67]; Threatening messages [68]; Hate speech [69-71]; Epidemics [72]; Radical [73] |
| Others                         | Geographic profiling of terrorist attacks [74]; Spatial and temporal patterns of terrorist attacks [75,76]; Geography of suicide terrorism in Israel [77]; Wealth dispersion and conflict location [78]; Risk assessment of terrorist attacks [79,80]; Spatializing the social networks of gang violence [81,82] |
| Security Situational Awareness and Assessment |                                                                                         |

The remainder of this paper is organized as follows. Section 2 presents the security-related analysis tasks. Section 3 summarizes the framework for security-related analysis tasks and the location extraction or inference methods. Section 4 describes the platforms and data sources for geosocial media and data collection techniques. Section 5 provides the details of the key methods and technology for mining security information from geosocial media. Some observations are made and discussed in Section 6. As a complex task, the collaborative, real-time, and deep learning for security detection and awareness are also discussed. Section 7 concludes the paper with a brief summary.

II. SECURITY-RELATED ANALYSIS TASKS ON GEOSOCIAL MEDIA

Real-world security issues involve spatial locations. Consequently, we categorize the security-related analysis tasks into two groups with related papers and topics, as shown in Table 1. First, security events are detected and sensed at a place level, in which a specific place where an event occurs is treated as the space of the incident, emphasizing various security incidents that occur at a given scale within a short period of time, e.g., terrorist activities in city squares or streets and riots and protests in certain parts of a city. Second, security situations are identified and assessed at a regional scale, this discussion focuses on the perception and assessment of the overall security situation and the patterns of a particular city or region over longer temporal scale and a larger spatial scale, involving the overall security situation and pattern within a specified range.

A. SECURITY EVENT DETECTION AND SENSING

In general, an event refers to an incident with causal antecedents and consequences that is occurring or is about to occur at a particular moment and place [83]. Many types of security incidents exist in the security field, which may lead to varying degrees of devastating consequences depending on the scale of the incident place, the population affected and the level of panic caused. Atkinson et al. [84] grouped security events into six categories: natural disasters, man-made disasters, violent events, military events, social events, and political events. The classification defines the primary research subject of security events detection, i.e., using multisource data and multiple techniques to perceive the onset and occurrence of the aforementioned security events in a timely manner, identify high-risk groups and areas, track their development processes, predict their developing trends, apply appropriate intervention measures and respond as early as possible to minimize adverse impacts. From the perspective of time-effectiveness, security event detection includes NED (new event detection) and RED (retrospective news event detection) [85], [86]. NED primarily identifies security events from social media in real time, e.g., rapid tweet-based detection of earthquake events [10] or the detection of sudden crime and disease-related events [87], while RED attempts to identify previously unknown events from historically accumulated documents, e.g., the ETree system that tracks the evolution of events [88].

B. SECURITY SITUATION AWARENESS AND ASSESSMENT

Perceiving and assessing security situations on a regional scale, analyzing the spatial-temporal patterns of security events, and identifying their influencing factors are conducive to ensuring timely warnings and correct responses to security problems. The regional security situation is a quantitative assessment of the risk of security events at a particular scale. The security events can be single or composite types, and the assessment scale can be a country, region or specific city. For example, the field of terrorism research has undergone a geographical shift [89] and geography should provide more support in the security field [90]. Some scholars have used geographical methods to study the relationship between domestic and global terrorism [91], performed geographical profiling by combining locations of various terrorist attack incidents, identified their spatial patterns [74], assessed terrorism risks in a region, and analyzed the spatial distribution patterns of a region’s vulnerability [79], [80]. The Institute for Economics and Peace (IEP) has designed a map of global terrorism indicators (GTI) to describe the main spatial distribution patterns and trends of global terrorism [92] (Figure 1). Similar cases include an analysis of the spatiotemporal agglomeration pattern of terrorist attacks [75], an assessment of the loss pattern of the Syrian civil war [93], and an investigation of the geographical factors of Palestinian suicide terrorism [77]. It is found that within a country,
regions with a large gap between the national average economic level and the lower regional net income level are more prone to violent internal conflicts [78].

III. A TYPICAL FRAMEWORK AND LOCATION EXTRACTION FOR SECURITY-RELATED ANALYSIS TASKS

A. A TYPICAL FRAMEWORK FOR SECURITY-RELATED ANALYSIS TASKS USING GEOSOCIAL MEDIA

We summarize the general process of security event detection and security situational awareness and assessment using geosocial media (Figure 2). First, based on the identification of social media platforms (data collection sources) and the keyword list screened from the corpus of the security field, the data related to specific keywords and the metadata are acquired from various social media platforms using various data collection methods. Next, data cleaning and filtering are conducted to generate structured datasets that are used as the basis for text or image feature extraction and social network construction that are performed. Location extraction and inference are then performed on the four types of data of text, social network, metadata, and image. Next, the text, graph, and image features are extracted to detect and analyze the security events or situation. These operations involve four types of technologies: (1) text analysis, including named entity recognition (NER) and text similarity calculation, topic modeling and sentiment analysis; (2) social network analysis, including user impact analysis, community discovery and complexity network computing; (3) geospatial analysis using multisource data; and (4) image comprehension, in which object recognition, video comprehension, and visual analysis are conducted using the collected social media data, such as images and short videos. On this basis, the 6W information of security events (i.e., who, which, what, when, where, and why) are identified, and various features of the security-related analysis tasks such as process and evolution, location and distribution, user and community, and subject and behavior are further detected, summarized and visualized to identify potential security issues and provide decision support to policymakers.

B. LOCATION EXTRACTION AND INFECTION FOR GEOSOCIAL MEDIA

All security events occur in specific locations. It has been shown that location extraction is the foundation for security-related analysis tasks (Figure 2). Some social media content, albeit a small percentage, contain geotags from which geographic locations of users or messages can be extracted. For example, geotagged tweets occupy approximately 1 to 5% of the total number of tweets [94], and some have low accuracy. The majority of social media do not have geotags, thus, the location inference must be performed. In the early days of social media, location inference was conducted through Internet Protocol (IP) address-based approaches [95]. This approach is less accurate and relies on IP location libraries. More recently, location information is inferred based on text content and social network structure. Social media texts related to location information include various types, such as the user self-reported place names or locations, the user’s description profile, the user name, the tweets themselves, or a combination of such data [96]. By performing NER on these text content entries, their location information can be inferred through algorithms such as Naive Bayes, AdaBoost, and logistic regression. SpinRec is a multistage collaborative filtering model to make location
TABLE 2. Taxonomy of data sources and platforms for security.

| Data sets        | Types | Data contents * | Platforms or datasets and paper numbers |
|------------------|-------|-----------------|----------------------------------------|
| Social Media Data Sets |       |                 | Twitter(49); Facebook(2); Weibo(1); WeChat; Telegram; Tumblr; Flickr(3); Instagram(1); Pinterest; YouTube(2); Youku; Tiktok; Reddit or the dark web(6); Twitch; Steam; Ushahidi or RapidSMS, etc.(4); GDELT, MOD, AUTO, etc. (17); iWeb; WordNet; Google Web 1T; ImageNet; YouTube-8 M; GeoNames; OpenStreetMap; GDAM; GPW |
| Open Data Sets   | Text corpus |    |                          |

* T is text, G is graph, L is location, I is image, and V is video. It means that the data sets have the corresponding data mainly if the table cell of data contents is checked.

IV. GEOSOCIAL MEDIA DATASETS AND DATA SOURCES

According to the application domain and goals, security-related analysis tasks require structured and unstructured data from many different sources. Text, image or video, and social network data are the fundamental sources. In addition, various types of auxiliary analysis data such as security databases, text corpora, annotations to images or videos, geospatial information, etc. are also indispensable for analysis (Table 2). These data may come from a variety of different platforms and require multiple data collection and cleaning methods to obtain complete, normalized datasets.

A. GEOSOCIAL MEDIA DATASETS

Social media provides timely first-hand information for the detection and perception of security events, and the latest news and observations are first broadcasted through social media. For example, the news of Osama bin Laden’s death was first reported by a Pakistani user on Twitter [83]. The data from these social media platforms are primarily of two types: UGC and metadata. The UGC can be of various forms such as short message text, photo/picture or audio/video. Due to the text length limitation, the majority of these short texts use a large number of abbreviations and emojis. A Crowded platform was developed to achieve the real-time perception of security events by collecting images of specific locations from online platforms [100]. Metadata consist of the data generated and released with the UGC, which, in addition to background context data such as release time and location, include the message reading data such as the number of reads, forwards and likes, as well as the social network and interaction data such as the views and forwards among users. UGC and metadata exist largely as semi-structured or unstructured data available to users through web searches and data APIs.

B. AUXILIARY ANALYSIS DATASETS

Security analyses also require a large number of auxiliary datasets. In general, four types of auxiliary analysis data exist. Security databases are mostly comprehensive datasets containing various security events. The most common is the Global Terrorism Database (GTD), which contains the details of more than 180,000 global terrorist attacks between 1970 and 2017. The Joint Research Center of the European Union has developed a multilanguage event extraction system and has built two types of security event datasets (MOD and AUTO) based on online news [84]. Many public corpora are available in the field of natural language comprehension, e.g., iWeb, WordNet, and the Embedding Corpus for Chinese Words and Phrases. When inferring the location of a corresponding event, geographic entity recognition must be performed from a gazetteer. GeoNames, a geographical name database, contains more than 25 million place names from countries around the world [101]. The OpenStreetMap dataset contains multiple feature layers such as roads, buildings and water bodies [102]. Other relevant geographic information data includes the Database of Global Administrative Areas (GDAM) and the Gridded Population of the World (GPW). Labeled image/video data and their pretrained models are also important auxiliary data; parameter adjustment and training can be conducted based on existing datasets and models to generate analysis results. For example, Google’s newly released pretrained natural language processing (NLP) model BERT allows users to conduct NLP starting from a pretrained model to improve model accuracy [103].

C. HARNESSING GEOSOCIAL MEDIA DATA: CAPTURING, CLEANING AND PREPROCESSING

Social media data can be collected in various ways such as APIs, feeds and crawlers. An API is a data access interface provided by social media platforms. For example, Twitter provides two types of access APIs: search and streaming. In addition, commercial data providers such as Gnsp and DataSift offer data purchasing services to meet analysis and
application needs at different levels. RSS feeds is widely used in online news channels, blogs, and wikis. Indexing and collecting online news and blog content by reading RSS feeds is another important approach to social media data acquisition. Moreover, the web data can be collected by building a web crawler. One available open source crawler framework is Nutch; another widely used crawler is the distributed crawler framework Scrapy application built in Python.

To avoid the issues of “garbage in, garbage out” during analysis, preprocessing operations and data quality validation should be performed after the initial data collection. To achieve high-quality text mining, various data cleaning and preprocessing methods are required, such as spellchecking, deleting duplicate or abnormal characters, etc. These cleaning tasks can be done through text processing techniques using regular expressions or through data cleaning tools such as Google OpenRefine or RapidMiner. As the variety of geosocial media data, the data quality verification can strengthen the validity of the data, avoiding errors, over-presence or duplicated information. A more synthetic review of the state-of-the-art of geosocial media data quality was carried out in the literature [104]. After data cleaning, with the help of an NLP library such as NLTK or spaCy, a series of preprocessing procedures such as word segmentation, stop words removal, word stem completion, and part-of-speech tagging are applied to provide the foundation for feature extraction and analysis.

V. KEY APPROACHES AND TECHNOLOGIES USED IN THE ANALYSIS PROCESS

The critical technologies of security event detection and situational awareness in this section are described from four aspects: natural language processing, social network analysis, geospatial analysis, and image or video understanding and visual analysis. The methods are subdivided and the papers are categorized by the main method of study. If a paper involves multiple related technologies, it is given multiple color markers. To compare the different techniques, location inferences are also added to the figures (see Figure 3–6 in the following subsections).

A. NLP APPROACHES FOR TEXT CONTENT

Text entries are the basic source of security-related analytical tasks using geosocial media. Extracting security-related keywords from texts, analyzing their topics and evaluating their emotional tendencies are key aspects of social media-based security event analysis (Figure 3). Text similarity calculation and NER can be performed based on text keywords to find security-related information and events [105]. The similarity metrics such as Damerau-Levenshtein, Jaccard, and N-gram which are based on strings can be used to text similarity calculations [106]. By counting the numbers of keywords in tweets and using the Jaccard similarity indicator, riots can be detected in a city [56]. A tweet classifier based on features such as keywords and their numbers was used to develop a seismic event detection system [10]. Machine learning algorithms such as the support vector machine (SVM) can be used to automatically detect hate speech in Twitter [69]. Similar works include the recognition of Sunni extremist propaganda [67] and classification of tweets during an outbreak of the Ebola virus [72]. NER has been used to detect conceptual entities in a text including the names of people, places and organizations, which are the core elements of security event detection. In the early stages, NER used the linguistic grammars method to manually construct rule templates. Based on a combination of regular expression techniques, NER uses the matching of templates and strings as its main criterion. The conditional random field (CRF) is the main model currently used in NER [107]. Location entities can be extracted from Twitter by training a CRF model [108]. With the continuous development of neural networks, deep learning models such as the convolutional neural network (CNN) and the recurrent neural network (RNN)-CRF have been applied to NER [109], and attention mechanisms have been introduced into neural networks, generating better results [110].

Topic modeling can be used to extract topic information from unstructured text to perform topic clustering or text categorization. Currently, topic extraction mainly adopts probability-based models such as the Latent Dirichlet Allocation (LDA) [111]. Given the limited lengths of text messages combined with the user information and contextual features in social media such as hashtag, topic models for labeled LDA [112] and Twitter-LDA [113] have been defined for short texts such as tweets; improving the results for short text topic recognition. The environment-relevant topics were detected using CASPER system to analyze Spanish-language tweets [20]. A new method of hate speech classification named HCVAE was proposed to distinguish 40 hate subcategories of 13 different hate topic categories, which has raised tweet topic classification to a more detailed level [70]. Seven main topics were extracted from the Ummah dataset of the Dark Web Forum Portal for extreme ideologies diffusion on online forums [28]. A violence detection model (VDM) can identify texts containing violent content even in the absence of any tagged corpus and extract violence-related topics from social media data [44].
Using sentiment analysis technology in NLP, it is possible to make a “positive,” “neutral” or “negative” judgment of the emotional tendency of a text and track user’s views on different topics [114]. Twitter has become the primary source of data for sentiment analysis for investigating how public emotions are affected by social, political, cultural and economic events [94]. Sentiment analysis is essentially a classification problem that includes supervised and unsupervised methods. In the supervised approaches, early studies categorized texts into various emotional categories using the annotated datasets by relying on the emotional tendencies of texts. The unsupervised methods use a sentiment lexicon to parse syntactic patterns [115]. A sentiment analysis on the Islamic State of Iraq and Syria (ISIS)-related tweets [51] or the tweets posted by ISIS Fangirls [31] were conducted. Another example is the sentiment evaluation of the tweets of the Boston Marathon bombing event [41]. Image data such as Flickr images can also be used for sentiment evaluation [13]. The studies such as Coooolll system [116] and unsupervised neural language model [117] were used to sentiment analysis based on deep learning techniques, which is the current focus of research.

In short, for the text content, the similarity and NER techniques are widely used to extract the security-related information, while topic modeling and sentiment analysis are used to reveal the topics and opinions of the texts on geosocial media. Machine learning methods such as SVM, CRF, and LDA are mainly used for NLP, and NER is used in all three analysis tasks. From the perspective of the method integration, the NLP method has less integration with others except for geospatial analysis. As the artificial neural network advances, deep learning methods have been gradually applied to NLP.

### B. SOCIAL NETWORK ANALYSIS

A social network is often described by a graph structure consisting of major analytical dimensions such as users, communities and network structures (Figure 4). User’s impact on a social network can be evaluated, and various indicators were systematically examined and classified for Twitter user’s impact [118]. It is found that the betweenness centrality is the most important predictor of the key members of the Mafia organization [39]. The most influential social media accounts and those most prone to be influenced for white supremacists can be found by a scoring system [61]. An analysis of the characteristics of different users in social media groups helps to address security events reasonably [32]. By analyzing how the terrorist organization al-Shabaab used Twitter, it was found that al-Shabaab was mainly interested in describing the attack scene to attract its target audience [30]. In addition to influence, the analysis and identification of user profiles enables the acquisition of background information such as the user’s education and place of residence. Text features and network information can identify user attribute parameters [119]. Location tags for Reddit users can be generated despite the absence of explicit geotagging data [120]. By mining the common characteristics of the same user from different networks, users can be matched in heterogeneous social networks. Multidimensional user features were extracted from multiple heterogeneous networks and used to identify the correspondence among different accounts belonging to the same user [121]. A deep neural network-based user identification algorithm named DeepLink was proposed to perform representative learning using social network sampling to achieve user identification [122].

Social network users have a stable group (community) structure of individuals and social relations [123],[124]. The two types of community structures are centered on either individuals or topics. The detection methods for a community structure mainly utilize the graph clustering and similarity calculation methods. After calculating node similarity, the network is divided according to that a higher the node similarity exists within the subnetwork, while a lower the number of connections exist between those nodes in different subnetworks. Another community detection idea is to reconstruct a network group based on the retention or deletion of the edges. Currently, the major algorithms include Girvan-Newman, fast greedy, fast unfolding, label propagation, and Infomap [125], which can use modularity indicators to evaluate community test results [126]. The community structure of social networks on Facebook during the 2016 Louisiana flood disaster was determined using the Girvan-Newman algorithm [16]. More than 200 terrorist attacks in India were analyzed to identify the responsible groups and their structures in the network [34]. Online extreme communities that support ISIS can be detected using iterative vertex clustering and classification (IVCC) approach [52]. Similar investigations have included identification of virtual communities and key members in the dark web [62], and a community analysis of Twitter to identify Western foreign fighters in Syrian and Iraq attacks [50]. Events can be detected based on changes in the community’s size. In the SensorTree system, sudden protest events were detected based on the dramatic changes in the sizes of these communities [57].

Analyses of social networks topology helps in understanding the user roles and the community characteristics and their evolution [127]. Currently, complex networks have defined a series of indicators that measure the network centrality structure. A number of indicators such as network density were

![FIGURE 4. 20 selected papers of social network analysis for security using geosocial media.](image-url)
used to analyze the risk communication network of Twitter users during the North Korean nuclear tests in 2013 [59]. The network centrality measurements of terrorists were used to analyze their social network characteristics [43]. A network centrality matrix was built to infer the functional characteristics of terrorist networks [33]. The centrality indicators of Lashkar-e-Taiba (LeT) terrorist social networks was calculated in the Mumbai attack incident [35]. Users in social networks are active in their corresponding spaces or places; thus, the embedded spatial information in social networks can help identify the spatial distribution characteristics of the networks. Combined the geospatial locations with those in social networks, a spatialization of social network analysis was achieved [81]. It was found that their correlations were stronger than those obtained by the neighborhood-based spatial autocorrelation measurements through analyzing the spatial distributions of gangs’ competitive networks and criminal activities [82].

In addition to the social networks, the infrastructure network structures are worthy of attention. It was found that the attack locations were not the result of random selection through analysis of the locations of the subway station attacks in London and the structure of the subway network [29]. The military conflicts are more likely to occur in locations with a high degree of betweenness centrality in the road network, i.e., a gateway location that controls access to other areas [49].

To summarize, social networks are the essential feature for geosocial media; their users, communities, and network structures can be analyzed to reveal related users and its interactions on geosocial media. These complex network methods in are heavily used in user influence evaluation, community detection, and in investigating social network structures. The combination of geospatial and network spaces has drawn increasing attention in the security field. Because a given user may participate in different social networks, a user matching and identification method requires the feature mining from multiple social media platforms.

C. GEOSPATIAL ANALYSIS

The location is the basic information for event detection and the analysis of event spatial patterns (Figure 5). Based on the location information, the spatial agglomeration and distribution patterns of geosocial media can be further identified, and their spatial anomaly features can be detected. By grouping a set of geographic objects into subsets of similar objects, spatial clustering can identify the aggregation and distribution patterns of the corresponding social media within a certain spatiotemporal range [128]. The spatial clustering methods include partitioning methods (K-means, k-medoids, CLARANS), hierarchical methods (AGNES, DIANA), density-based methods (DBSCAN, DENCLUE), and grid-based methods (STING, CLIQUE). In addition, ST-DBSCAN [129] can be used for spatiotemporal clustering, and partition-and-group [130] techniques can be used for trajectory clustering. Lee and Sumiya [131] first determined the normal state of crowd behavior in an area and then identified the spatial aggregation of tweets based on the number of tweets and the sudden changes in the number of users to enable event detection. By detecting the geographic topic aggregation of tweet streams and their spatiotemporal anomaly characteristics, a real-time local event detector named GeoBurst+ was built to generate event lists automatically and achieves continuous monitoring of data streams [132]. Combined the time and location tags of images, the event collections from Flickr was extracted using suffix tree clustering algorithms [133]. A geographic hierarchical self-organizing map (Geo-H-SOM) model was proposed to analyze the geospatial, temporal and semantic features of tweets and detect their spatiotemporal aggregation patterns [134].

Analyzing the temporal and spatial distribution of security events through social media by incorporating map visualization technology is also a topic of high interest in academic circles. By calculating the tweet ratio and sentiment index, the spatiotemporal distribution of Twitter activity during Hurricane Sandy at scales ranging from global to local was analyzed [17]. Taken the Jemaah Islamiyah bombings in Indonesia as an example, Hastings [40] found that terrorist activities are constrained by space and borders. The spatiotemporal distribution of the terrorist attacks in Iraq between 2004 and 2009 was uncovered using geographic information systems (GIS) method [76]. Related research cases also include the spatiotemporal distribution of terrorist attacks by Euskadi Ta Askatasuna (ETA) in Spain, the geographic distribution of suicide terrorism in Israel [77] and the geographic proximity characteristics of terrorism news on Twitter [42]. Steiger et al. [135] systematically summarized the spatiotemporal analyses of Twitter-based social media, indicating that the field is still in the exploration stage.

In summary, location information can be revealed using geotag information or inferred by text feature. In addition, using a combination of text and other features such as social network can enhance the location inference accuracy. Security events can be detected, and their spatiotemporal evolution patterns can be analyzed and tracked using spatiotemporal clustering and anomaly detection. In practice, real-time detection of location information is valuable for geosocial media data using stream computing technology.
D. IMAGE/VIDEO UNDERSTANDING AND VISUAL ANALYSIS

In social media, image- and video-based analyses and visualization analyses are also becoming increasingly crucial [136]. For example, on Facebook, photo albums, pictures and videos generate more interactions or fan reactions [137] than text posts do, and terrorist organizations such as ISIS widely use images and videos for activities such as terrorist propaganda and recruitment (Figure 6). Traditional forms of image/video understanding used the edge detectors such as Sobel or Canny, key points detectors such as HOG, SIFT, SURF, and ORB, or multi-feature combinations to extract image features, and models such as SVM were used for learning and classification after labeling image/video datasets. Topic models on hashtags from Instagram were proposed to detect protest events using photo location information and spatial autocorrelation indicators [58]. The text and image features from ISIS’s online magazine were analyzed to try to understand how they conduct extremist propaganda and how they incite and recruit new members using texts and images [65]. Various reuse patterns of ISIS terror images on media platforms were studied [66]. By extracting local features of the users’ images in their profiles and matching them with those of a reference image, the radical users on Twitter can be detected automatically [73]. Images on social media are also an effective propaganda tool during an event or a conflict. The visual themes and structural feature frameworks were uncovered through the contents analysis of 243 images released by the Israel Defense Forces and the Alqassam Brigade on Twitter [55]. In terms of urban security, the FFireDt method was developed for content-based image indexing and classification based on the Flickr platform to identify fire disasters from photo albums on social media [25]. The population density and violent behavior can be detected by deep learning models such as ResnetCrowd [45].

Terrorist organizations have been using online videos for terrorist propaganda and for recruiting and training new members, capitalizing on the Internet to expand worldwide. 50 terrorism videos on YouTube and the 1,443 associated comments were analyzed to identify the characteristics of online users that support such videos [64]. Using content analysis and multimedia coding tools, an exploratory analysis of 60 Jihadi videos was conducted to identify the video types and group usage patterns [36]. A semiautomated system was built to detect extremist content and users from YouTube and virtual communities and leader users related to extremist videos through user-user and user-video relations [37]. The combination of the image and time features of a video enables the detection of security events, such as crime, violence, and riots through human behavior recognition. Human behavior recognition can be divided into three stages including feature extraction, behavior representation, and classification [138]. An Oriented Violent Flows (OVIF) image feature was defined based on the changes in motion amplitude changes in a video to detect violent behaviors in video content [47]. Similar features included the Orientation Histogram of Optical Flow (OHOF) descriptors to distinguish violent behaviors [48].

Visual analysis of multisource and massive social media data can help discover the abnormal characteristics of security events and analyze their temporal and spatial patterns. The SentenTree system can discover of keyword cooccurrence patterns from large-scale social media text collections and aids in the detection of security events [139]. A visual analysis of an event’s trends was conducted by used its timeline and revealed its peak to identify important time points during the event [140]. The spatiotemporal visualization of an event can be achieved based on the spatiotemporal information of social media such as SensePlace2 visualization system [11]. By collecting the real-time streaming data from social media, a UK-wide flood situational awareness visualization prototype was developed to analyze and detect flood events and flood risks [19]. ScatterBlogs, a social media visual analysis system that can perform geographic visualization, was used to extract tweet word cloud to achieve the detection and exploratory analysis of abnormal events on Twitter [15]. Similar visual analysis systems include EMOTIVE for national security [60], WeiboEvents [141], Twitcident [24], and ReDites [38].

In sum, image features have high value for security-related analysis tasks. They can be used to analyze terrorist organizations recruitment and terrorism propaganda, detect violent behaviors, and, when combined, form visual analyses for effectively detecting abnormal features and analyzing the development process of security events. Given the rapid development of computer vision and image analysis technology, it is necessary to further combine the deep learning methods in the image field to improve the accuracy and efficiency of security events detection.

VI. OBSERVATIONS AND DISCUSSIONS

In this literature review, we focused on the geosocial media in the security field. The preceding sections summarized the progress of key technologies related to security events detection and assessing security situations, including natural language processing, social network analysis, location inference and geospatial analysis, and image or video understanding and visual analysis. In this section, we present some observations and discussions.
A. MAIN OBSERVATIONS

Geosocial media-based security research involves two types of analysis tasks. In terms of quantity, security event detection is the focus of current research with 70 cases among all six types of security events. The research on spatial patterns or security situational assessment is relatively rare, mainly focusing on spatial analyses of terrorist attacks and risk assessment. Among the 6 types of security events, 16 cases focused on natural disasters, mainly earthquakes or hurricanes; 6 cases addressed man-made disasters involving specific events such as oil spills, urban fires, and nuclear disasters; 22 studied violence related to terrorism events (10 cases); 7 dealt with military-related events during wars or conflicts; 6 were sociopolitical studies that analyzed events such as riots or protests; and 13 other cases were security ideology studies and focused primarily on violent ideologies.

From the perspective of social media platforms, social network sites such as Twitter or Facebook are the primary data sources for various types of research. The majority of studies were based on the data from Twitter (47 papers), while a relatively small number of cases used Facebook data. Some scholars have paid attention to web forums, blogs, and other platforms such as the dark web, Reddit, and online magazines to study terrorist content and features. Related open databases and data sets are also one of the critical data sources, such as the spatial pattern analysis of terrorist activities based on global security databases or the use of GeoNames for security event location. In addition, some studies included image sharing sites such as Flickr or Instagram or video sharing sites such as YouTube, but these involved relatively few cases.

The statistical analyses for these studies were conducted using a variety of technical methods. Figure 7 depicts the statistics of the methods studied in 85 papers. Among the various method types, 19 were studies on text similarity and NER methods, followed by geospatial analysis and complex network analysis (16 articles and 15 articles, respectively). The number of cases applying user evaluation, community detection, location inference, and visual analysis methods was the same (12 studies). A relatively small number of studies used topic modeling, sentiment analysis, image recognition, and video understanding methods. Overall, more studies focused on text similarity and NER, location inference, spatial analysis, and user evaluation and community detection methods. The most commonly studied topics were text similarity and NER (48 studies). We also analyzed fusion methods (Figure 8) because in many cases of methods using keywords or NER are combined with other methods. For example, there were 9 cases that combined these with visual analysis, 8 cases with location inference, and more than 5 studies that combined geospatial analysis, user evaluation, and sentiment analysis methods. Because of the relevance of the methods, case that fused location inference and geospatial analysis method, as well as topic modeling and community detection were more common (8 studies). In addition, more than 5 papers integrated sentiment analysis and visual analysis methods, user evaluation and topic modeling or community detection. The other fusion methods had relatively few research cases.

B. DISCUSSIONS AND RECOMMENDATIONS

1) COLLABORATIVE SENSING AND DETECTION FOR SECURITY

Currently, many different types of social media platforms exist on which users interact, communicate and share different types of data. The diversity and multisource data features of social media platforms require collaborative security task awareness and analytical mining. Here, the collaboration involves different aspects, such as data/platform and method. In terms of data/platform, the text/image and social network relations of multiple social media must be collected based on the type of security task, and the text corpus, security database and various types of geographic information are combined, so that multiple security-related clues can be maximally captured to facilitate detection and analysis. For example, multimodal sentiment analysis integrated with multidimensional features, such as text, image, and emojis can overcome some of the limitations of using only text data for...
sentiment recognition. In terms of method, multisource data require integrating multiple analysis methods so that the data can be analyzed and cross-tested based on multiple machine learning techniques and pretraining models, thus improving the analysis accuracy. Moreover, to prevent the dissemination of terrorism ideas and terrorist activities, it is necessary to conduct multilanguage text analysis and corpus construction to facilitate more effective event analysis and detection.

2) REAL-TIME SENSING AND DETECTION FOR SECURITY
Security-related analysis tasks require rapid analysis and timely responses, especially for unanticipated security events, which place a higher demand on the real-time nature of security event detection. The related research cases also reflected the value of real-time analysis based on geosocial media data for automatically detecting and monitoring various events [142]. Because of the real-time nature of social media platforms and their characteristics of massive data volume and continuous update characteristics, to achieve rapid security event identification and response, it is necessary to apply big data processing and streaming computing technologies designed to process massive amounts of data in real time. Streaming computing is a computing paradigm for continuous data streams, such as the datasets generated in online transactions and the Internet of Things. These data are borderless and grow constantly, with new records added continuously. The streaming computing paradigm is a process in which data are continuously read from these borderless datasets, processed and results generated. The data on social media platforms are typical streaming data, and streaming computing platforms such as Apache Spark Stream and Flink are needed to continuously collect, process in real-time, and analyze social media data to support rapid responses to security events.

3) DEEP LEARNING FOR NLP AND IMAGE OR VIDEO UNDERSTANDING IN SECURITY
Since the introduction of the deep neural network (DNN), deep learning has made rapid progress in many fields including computer vision and natural language processing [143]. In the field of computer vision, a series of neural network models based on deep convolutional neural network have become widely used in visual computing tasks such as image recognition and classification, object detection, and many others. For example, LeNet-5 was successfully applied to handwritten digit recognition [144]; subsequently, AlexNet [145], VGGNet [146], GoogleNet [147], ResNet [148] and other entries to the ILSVRC and other image classification competitions have continuously improved its classification accuracy. By defining the R-CNN and optimizing it, object positions can be identified, and object detection can be performed [149]–[151]; The YOLO [152] and SSD [153] object detection models were also proposed using the idea of boundary rectangular position regression. Combined with the word vector models such as word2vec or Glove, deep learning models have also made breakthroughs in the field of natural language processing. In addition to the convolutional network, based on the sequential structure of natural language, the cyclic neural network, RNN was developed. To solve the vanishing gradient problem experienced by RNNs, the LSTM model was defined, which can learn the long-term dependencies in sequence data [154]. Meanwhile, Google proposed the Transformer architecture and built a pretraining model BERT [97], using an attention mechanism, which significantly improved the accuracy of various natural language processing tasks. Because geosocial media involves a large amount of text and image data, the above models and methods can be directly applied to the field of security detection and analysis to improve the analysis results.

4) HETEROGENEOUS DATA ANALYSIS AND EVALUATION FOR SECURITY
The multi-source feature of geosocial media data requires heterogeneous data analysis methods. First, for the same user of social media, multiple attributes and their feature combinations under multiple platforms should be analyzed to better understand their behavior characteristics. Second, auxiliary datasets should be applied to enhance the capabilities of analyzing social media data, for example, in conjunction with city Points of Interest (POI) information to identify spatial semantics of corresponding activities of social media users. Third, social media sensors in cyberspace and internet of things (IoT) sensors in physical space should be integrated under a uniform analytical goal and environment. For example, security awareness and assessment can be performed in conjunction with data in surveillance cameras and social media in a city. Moreover, the evaluation of social media data quality and its reliability needs to be further strengthened to ensure the credibility of the results of security events detection and security assessment.

VII. CONCLUSION
Based on a literature analysis and statistical analysis methods, this survey introduces the recent progress in the use of geosocial media for security-related research. The security-related analysis tasks include two types: security events detection and security situational awareness and assessment. There are six types, including natural disasters, man-made disasters, violent incidents, and military events, sociopolitical events and others security events. We summarized the general process of security-related analysis based on geosocial media, and identified two types of data sets: social media datasets and auxiliary analysis datasets, and discussed the corresponding data acquisition and preprocessing methods. We discussed four major categories of analysis methods and application cases involving natural language processing, social network analysis, geospatial analysis, and image or video understanding. The four types of methods were refined into 11 subtypes, and the studies using the corresponding methods were counted and summarized. The current research focuses on security events detection and involve six types of security events.
The bulk of the studies addressed natural disasters and violence. The main data source is Twitter; however, a few cases exist that acquire data from online forums and photo or video sharing platforms. Natural language processing and geospatial analysis are the primary methods. Some studies integrate multiple methods to perform security analyses. Many cases combine keywords and NER methods with visual analysis and location inference methods. Future work should strengthen the collaborative security analysis approaches using multiple methods, the heterogeneous data analysis and evaluation for security, and combine them with streaming computing technology to conduct real-time security event detection. Deep learning technology should be introduced for natural language processing and images or video understanding in geosocial media. The overall goal is to improve security events detection and security situational awareness or assessment capabilities and accuracy.
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