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Abstract—We investigate the asymptotic rates of length-$n$ binary codes with VC-dimension at most $d\,n$ and minimum distance at least $\delta\,n$. Two upper bounds are obtained, one as a simple corollary of a result by Haussler and the other via a shortening approach combining Sauer–Shelah lemma and the linear programming bound. Two lower bounds are given using Gilbert–Varshamov type arguments over constant-weight and Markov-type sets.

I. INTRODUCTION

Let $C \subseteq \{0,1\}^n$ be a binary code. In this paper, we study the relation between the size of the code and two fundamental properties: its minimum distance and its Vapnik–Chervonenkis (VC) dimension [1]. The minimum distance of $C$, namely the smallest Hamming distance between any pair of codewords, plays an important role in coding theory. The VC-dimension of $C$ is the maximum size of a coordinate set that is shattered by $C$. Recall that the projection of $C$ onto a coordinate set $I \subseteq [n]$, denoted $C|_I$, is the set of all possible values assigned to these coordinates by the codewords in $C$. We say that $C$ shatters $I$ if $C|_I = \{0,1\}^{|I|}$. The VC-dimension plays an important role in statistical learning theory and computational geometry [2], [3], [4].

While this problem may be interesting in its own right, a coding-theoretic motivation is the following. Suppose a binary code $C$ with minimum distance $\Delta$ and VC-dimension $D$ is used over an errors and erasures channel. For a given number of erasures $e$, let $\ell_e$ and $\pi_e$ be the number of bit errors and the number of error patterns, respectively, that the code can guarantee to detect (in the remaining $n-e$ coordinates). The error detection threshold pertaining to each of these quantities is the maximal number of erasures $e$ such that the respective quantity is nonzero. Clearly, $\ell_e > 0$ if and only if $e < \Delta - 1$, and $\pi_e > 0$ if and only if $e < n - D$. Adopting this viewpoint, a “good code” is one that has high minimum distance and low VC-dimension. We are interested in the maximum size of such good codes.

Note that linear codes, which can be very good in the minimum distance sense as they can achieve the Gilbert–Varshamov (GV) bound [5], [6], have a VC-dimension equal to their rate, which is the highest possible (attained by any information set). More generally, binary codes drawn uniformly at random, which achieve the GV bound with high probability, also have the largest possible VC-dimension with high probability. On the other hand, the VC-dimension for a given code size is essentially minimized by a Hamming ball, which has the smallest possible minimum distance. These extremal observations demonstrate the tension between increasing the minimum distance and decreasing the VC-dimension, and also allude to the fact that in order to control both the minimum distance and the VC-dimension, structured non-linear codes are required.

In what follows, we consider the asymptotic formulation of the problem. For any $d, \delta \in [0, \frac{1}{2}]$, we say that a rate $R$ is $(d, \delta)$-achievable if there exists an infinite family of length-$n$ codes with rate at least $R$, VC-dimension at most $D = d\,n$, and minimum distance at least $\Delta = \delta\,n$ (integer constraints are ignored as they do not affect the asymptotic behavior). We are interested in $C(d, \delta)$, which we define as the supremum of all $(d, \delta)$-achievable rates.

In Section III we derive two upper bounds for $C(d, \delta)$. The first is obtained as a simple asymptotic corollary of a result by Haussler [7], and the second is derived via a shortening approach that combines Sauer–Shelah lemma [8], [9] (controlling the VC-dimension) and the linear programming bound [10] (controlling the minimum distance). In Section III we present two lower bounds for $C(d, \delta)$. Both these bounds are obtained via GV type arguments (controlling the minimum distance) applied to constant-weight and Markov-type sets respectively (whose structure controls the VC-dimension).

II. UPPER BOUNDS

We first briefly review upper bounds on $C(d, \delta)$ that can be easily deduced from known results. To begin, one can clearly ignore either the minimal distance constraint or the VC-dimension constraint.

When accounting only for the minimal distance constraint, the best known upper bound is the second MRRW bound given by McEliece, Rodemich, Rumsey, and Welch [10] as follows:

$$R_{LP}(\delta) := \min_{0 \leq \delta \leq 1} \{1 + g(u^2) - g(u^2 + 2\delta u + 2\delta)\}$$

with $g(x) := h((1 - \sqrt{1 - x})/2)$. Here and throughout this paper we use $h(\cdot)$ to denote the binary entropy function. The following is direct.

Lemma 1. $C(d, \delta) \leq R_{LP}(\delta)$.

When accounting only for the VC-dimension constraint, the size of a code $C$ with VC-dimension $d\,n$ can be upper bounded by the Sauer–Shelah lemma [8], [9]

$$|C| \leq \sum_{i=0}^{d\,n} \binom{n}{i}$$

(1)

and so the following is evident.

Lemma 2. $C(d, \delta) \leq h(d)$.

In [7] Haussler directly addressed the problem of bounding the size of codes with restricted minimal distance and VC-dimension. In his setting, the VC-dimension is a bounded...
constant. However, from the results there the following bound on \( C(d, \delta) \) can still be deduced. For a number \( a \geq 0 \) we define \( \langle a \rangle := \min(a, \frac{1}{2}) \). For a code \( C \) we define the unit distance graph \( \text{UD}(C) \) whose vertex set is all codewords in \( C \) and two codewords \( x, y \) are adjacent if their Hamming distance \( \text{dist}(x, y) = 1 \).

**Lemma 3** (Corollary to [21 Theorem 1]).

\[
C(d, \delta) \leq \frac{2d}{\delta + 2d} \cdot h \left( \frac{\delta + 2d}{2} \right).
\]

**Proof:** Let \( C \) be a length-\( n \) binary code with VC-dimension at most \( dn \) and minimum distance \( \delta n \). Suppose \( 0 \leq s \leq 1 \). We randomly choose \( sn \) coordinates \( I \subseteq [n] := \{1, 2, \ldots, n\} \). For each codeword \( u \in C \), we define its weight \( w(u) \) as the number of codewords in \( C \) such that its projection on \( I \) is equal to \( u \). Let \( E \) be the edge set of the unit distance graph \( \text{UD}(C) \), and define the weight of an edge \( e = \{u, v\} \) as \( w(e) = \min\{w(u), w(v)\} \). Put \( W = \sum_{e \in E} w(e) \), and note that \( W \) is a random variable depending on the random choice of \( I \). The bound follows by estimating \( E\{W\} \), the expectation of \( W \), in two ways. First, we claim that for any \( I \subseteq [n] \),

\[
W \leq 2dn|C|.
\]

(2)

On the other hand, we can bound \( E\{W\} \) from below:

\[
E\{W\} \geq \frac{sn \cdot \delta n}{n - sn + 1} \left( |C| - \sum_{i=0}^{dn} \binom{sn}{i} \right).
\]

(3)

(Refer to [11 Lemma 5.14] for the proof of (2) and (3).)

Thus we have

\[
\left( \frac{(\delta + 2d)s - 2d}{n} \right) |C| \leq s \delta \sum_{i=0}^{dn} \binom{sn}{i}
\]

For any \( s > \frac{2d}{\delta + 2d} \) and sufficient large \( n \), we can get \( |C| = O(\sum_{i=0}^{dn} \binom{sn}{i}) \), and hence \( C(d, \delta) \leq s \cdot h((d/s)) \). The result follows directly.

We shall next combine Lemma 1 and Lemma 2 to obtain an improved upper bound.

**Theorem 1.**

\[
C(d, \delta) \leq \min_{0 \leq s \leq 1 - 2\delta} \left\{ s \cdot h \left( \frac{d}{s} \right) + (1 - s)R_{LP} \left( \frac{\delta}{1 - s} \right) \right\}
\]

**Proof:** Let \( C \) be a length-\( n \) binary code with VC-dimension at most \( dn \) and minimum distance \( \delta n \). Choose \( s \in [0, 1 - 2\delta] \), and consider the projection of \( C \) on \( [sn] := \{1, 2, \ldots, sn\} \). Of course the VC-dimension of \( C\{sn\} \) is also at most \( dn \), and so its rate can be bounded by Lemma 2. For any given prefix \( u \in C\{sn\} \), we denote the set of its possible suffixes by \( Z(u) \subseteq \{0, 1\}^{(1-s)n} \), i.e., for any \( v \in Z(u) \) there exists a codeword \( x \in C \) such that \( x \) is the concatenation of \( u \) and \( v \). Clearly, \( Z(u) \) is a code of length \( (1 - s)n \) and minimal distance \( \delta n \), and so its rate can be bounded by the second MRRW bound. Then our result follows from

\[
|C| \leq |C|_{[sn]} \cdot \sum_{u \in C\{sn\}} |Z(u)|.
\]

**III. LOWER BOUNDS**

A general procedure to obtain lower bounds on \( C(d, \delta) \) is the following.

(i) Pick some subset \( S \) of the Hamming cube \( \{0, 1\}^n \) that has some “nice” structure.

(ii) Compute a generalized GV bound for subset \( S \), namely a lower bound on the size of the largest code of minimum distance at least \( \delta n \) where all codewords belong to \( S \).

(iii) Find an upper bound for the VC-dimension \( dn \) of any subset of \( S \) that has minimum distance at least \( \delta n \).

(iv) Combine the bounds (ii)-(iii).

In the following two subsections, we will show two ways to choose “nice” subsets of the Hamming cube and calculate the corresponding bounds.

**A. Constant Weight Codes**

Here we choose subset \( S \) to be the collection of all codewords with some constant weight.

**Lemma 4.** Suppose \( \delta \in [0, \frac{1}{2}] \) and \( w \in [0, 1] \). Let \( C \) be a binary code of length \( n \), constant weight \( wn \), and minimum distance \( \delta n \). Then the VC-dimension of \( C \) is at most \( (w - \delta/2)n + 1 \).

**Proof:** Suppose the VC-dimension of \( C \) is \( dn \). Without loss of generality, we assume that the first \( dn \) coordinates are shattered. Then there exist two codewords \( x = x_1x_2 \cdots x_n \) and \( y = y_1y_2 \cdots y_n \) such that \( x_i = 1 \) for \( 1 \leq i \leq dn \) and \( y_i = 1 \) for \( 1 \leq i \leq dn - 1 \) and \( y_{dn} = 0 \). Hence \( |\text{supp}(x) \cap \text{supp}(y)| \geq dn - 1 \). On the other hand, \( \text{dist}(x, y) = 2wn - 2|\text{supp}(x) \cap \text{supp}(y)| \), which is at least \( \delta n \). Therefore \( \delta n \leq 2wn - 2|\text{supp}(x) \cap \text{supp}(y)| \leq 2wn - 2(dn - 1) \). This proves the result.

Let \( A(n, \delta n, wn) \) denote the maximum size of length-\( n \) binary code with constant weight \( wn \) and minimum distance \( \delta n \). The following GV type bound is well-known.

**Lemma 5.**

\[
A(n, \delta n, wn) \geq \frac{n}{\sum_{i=0}^{\delta n/2 - 1} \binom{wn}{i} \binom{n - wn}{i}}.
\]

(4)

Now we are ready to state our first lower bound for \( C(d, \delta) \).

**Theorem 2.** Let \( d, \delta \in [0, \frac{1}{2}] \), and let \( w = d + \frac{\delta}{2} \). Then

\[
C(d, \delta) \geq \left\{ h(w) - \max_{0 \leq s \leq \delta/2} \left( wh\left( \frac{s}{w} \right) + (1 - w)h\left( \frac{\delta - s}{w} \right) \right) \right\}
\]

if \( w < \frac{1}{2} \);

\[
1 - h(\delta)
\]

otherwise.

**Proof:** If \( w < \frac{1}{2} \), plug it into (4) and take the asymptotic form, then the result follows directly from Lemma 4. If \( w \geq \frac{1}{2} \), then set \( w = \frac{1}{2} \) in (4).

**B. Markov Type**

For a binary codeword \( x = x_1x_2 \cdots x_n \in \{0, 1\}^n \), the number of switches of \( x \) is equal to \( \|i \leq n - 1, x_i \oplus x_{i+1} = 1\| \), in which \( \oplus \) is the XOR operation. Here we present another lower bound for \( C(d, \delta) \) based on the following observation.
Fact 1. Let $S$ be the collection of all codewords in the Hamming cube $\{0,1\}^n$ that has at most $dn$ switches. Then the VC-dimension of $S$ or any subset of $S$ is at most $dn + 1$.

We refer to an $(S,M,\delta n)$-code as a subset of $S$ with size $M$ and minimum distance at least $\delta n$. We will prove a GV type bound for such $(S,M,\delta n)$-codes, and thus get a lower bound for $C(d,\delta)$. Our proof relies on a generalized GV bound provided by Kolesnik and Krachkovsky [12], and follows the same line of reasoning as in Sections III-V of [13], where Marcus and Roth developed an improved GV bound for constrained systems based on stationary Markov chains.

**Lemma 6.** [12 Lemma 1] Let $S$ be a subset of $\{0,1\}^n$. Then there exists an $(S,M,\delta n)$-code such that

$$M \geq \frac{|S|^2}{4|B_S(\delta n - 1)|}$$

where

$$B_S(\delta n - 1) = \{(w, w') \in S \times S : \text{dist}(w, w') \leq \delta n - 1\}.$$

In order to compute our lower bound, we shall consider stationary Markov chains on graphs. A labeled graph $G = (V_G, E_G, L_G)$ is a finite directed graph with vertices $V_G$, edges $E_G$, and a labeling $L_G : E_G \to \Sigma$ for some finite alphabet $\Sigma$. For any vertex $u$, the set of outgoing edges from $u$ is denoted by $E_G^+(u)$, and the set of incoming edges to $u$ is $E_G^-(u)$. A graph $G$ is called irreducible if there is a path in each direction between each pair of vertices of the graph. The greatest common divisor of the lengths of cycles of a graph $G$ is called the period of $G$. An irreducible graph $G$ with period 1 is called primitive. A stationary Markov chain on a finite directed graph $G$ is a function $P : E_G \to [0,1]$ such that

(i) $\sum_{e \in E_G} P(e) = 1$;
(ii) $\sum_{e \in E_G^+(u)} P(e) = \sum_{e \in E_G^-(u)} P(e)$ for every $u \in V_G$.

We denote by $M(G)$ the set of all stationary Markov chains on $G$. For a stationary Markov chain $P \in M(G)$, we introduce two dummy random variables $X, Y$ such that their joint distribution is defined by

$$\Pr\{X = u, Y = v\} = \begin{cases} P((u,v)) & \text{if } (u,v) \in E_G \\ 0 & \text{otherwise.} \end{cases}$$

Then the condition (ii) amounts to saying that the marginal distributions of $X$ and $Y$ are equal.

For a stationary Markov chain $P \in M(G)$ and a function $f : E_G \to \mathbb{R}^k$, we denote by $E_P(f)$ the expected value of $f$ with respect to $P$, that is,

$$E_P(f) := \sum_{e \in E_G} P(e)f(e).$$

Fix a vertex $u$, and let $\Gamma_u(G)$ denote the set of all cycles in $G$ of length $n$ that start and end at $u$. For a cycle $\gamma = e_1 e_2 \ldots e_n \in \Gamma_u(G)$, let $P_\gamma$ denote the stationary Markov chain defined by

$$P_\gamma(e) := \frac{1}{n} \left| \left\{ i \in \{1,2,\ldots,n\} : e_i = e \right\} \right|.$$
We collect $f^{(1)}, f^{(2)}$ and $\Delta$ to define a function $\varphi : E_{G \times G} \to \mathbb{R}^3$ by $\varphi = [f^{(1)}, f^{(2)}, \Delta]$. For a subset $U \subset [0,1]$ we set
\[
F(U) := \sup_{p \in M(G;U)} H_P(Y|X),
\]
\[
G(U, \delta) := \sup_{Q \in M(G \times G; \varphi; U \times U \times [0,\delta])} H_Q(Y|X).
\]
In particular, we use $F(p)$ and $G(p, \delta)$ as short-hand notations for $F\{p\}$ and $G\{p\}, \delta$ respectively, where $0 \leq p \leq 1$. Set
\[
R_{M_A}(d, \delta) := \sup_{p \in [0,d]} \left\{ 2F(p) - G(p, \delta) \right\}
\]
\[
= \sup_{p \in [0,d]} \left\{ 2H_P(Y|X) - \sup_{Q \in M(G \times G; \varphi; U \times U \times [0,\delta])} H_Q(Y|X) \right\}.
\]

**Lemma 8.** There exist $(S_n(d), M, \delta n)$-codes satisfying
\[
\frac{\log M}{n} \geq R_{M_A}(d, \delta) - o(1).
\]

**Proof:** For $p \in [0, d]$ and $\varepsilon > 0$, let $U_{p, \varepsilon} := \{e|e_1 = p - \varepsilon, p + \varepsilon, e\}$,
\[
S_n(U_{p, \varepsilon}) := \{L_G(e_1)L_G(e_2)\cdots L_G(e_n) : e_1 \cdots e_n \in \Gamma_n(G; f, U_{p, \varepsilon})\},
\]
and
\[
B_{S_n(U_{p, \varepsilon})}(\delta n - 1) := \{(w, w') \in S_n(U_{p, \varepsilon}) \times S_n(U_{p, \varepsilon}) : \text{dist}(w, w') \leq \delta n - 1\}.
\]
By Lemma 2
\[
\lim_{n \to \infty} \frac{1}{n} \log |S_n(U_{p, \varepsilon})| = \lim_{n \to \infty} \frac{1}{n} \log |\Gamma_n(G; f, U_{p, \varepsilon})| = F(U_{p, \varepsilon}),
\]
\[
\lim_{n \to \infty} \frac{1}{n} \log |B_{S_n(U_{p, \varepsilon})}(\delta n - 1)| = \lim_{n \to \infty} \frac{1}{n} \log |\Gamma_n(G \times G; \varphi; U_{p, \varepsilon} \times U_{p, \varepsilon} \times [0, \delta])| = G(U_{p, \varepsilon}, \delta).
\]
Note that both $H_P(Y|X)$ and $E_p(f)$ are continuous in $P$. So letting $\varepsilon \to 0$, then by Lemma 8 there exist $(S_n(d), M, \delta n)$-codes satisfying
\[
\frac{\log M}{n} \geq 2F(p) - G(p, \delta) - o(1).
\]
Then our result follows.

**Theorem 3.** $C(d, \delta) \geq R_{M_A}(d, \delta)$.

**Proof:** This follows from Lemma 8 and the fact that any $(S_n(d), M, \delta n)$ code has VC-dimension at most $dn + 1$.

Using convex duality we can compute $R_{M_A}(d, \delta)$ through an unconstrained optimization problem with convex objective function as follows. For a function $f : E_G \to \mathbb{R}^k$, let $A_{G,f}(x), x \in \mathbb{R}^k$, be the matrix function indexed by the states of $G$ with entries
\[
[A_{G,f}(x)]_{a,b} := \begin{cases} 2^{-x}f((a,b)) & \text{if } (a, b) \in E_G \\ 0 & \text{otherwise}. \end{cases}
\]
and let $\lambda_{G,f}(x)$ denote the spectral radius of $A_{G,f}(x)$. Recall the definitions of $f, f^{(1)}, f^{(2)}$ and $\Delta$, and define $\varphi' = [f^{(1)} + f^{(2)}, \Delta] : E_{G \times G} \to \mathbb{R}^2$. Let $G$ be the graph of Figure 1. Then
\[
A_{G,f}(x) = \begin{pmatrix} a & b \\ 2^{-x} & 2^{-x} \end{pmatrix}
\]
and
\[
A_{G \times G, \varphi'}(x, z) = \begin{pmatrix} (a,a) & (a, b) & (b, a) & (b, b) \\ 2^{-z} & 2^{-z} & 2^{-z} & 2^{-z} \\ 2^{-2z} & 2^{-2z} & 2^{-2z} & 2^{-2z} \\ 2^{-2z} & 2^{-2z} & 2^{-2z} & 2^{-2z} \end{pmatrix}.
\]
Through direct computations, we have $\lambda_{G,f}(x) = 2^{-x} + 1$, and
\[
\lambda_{G \times G, \varphi'}(x, z) = \frac{1}{2} \left( (4^{-z} + 1)(2^{-z} + 1) + \right.
\]
\[
\sqrt{(4^{-z} + 1)^2 - 2(16^{-z} - 6 \cdot 4^{-z} + 1)2^{-z} + (4^{-z} + 1)^2} \).}
\]
From the well-known results in convex duality principle, we can obtain the following. Similar results are also obtained in [19].

**Lemma 9.** Let $G$ be a graph and let $f : E_G \to \mathbb{R}^k, g : E_G \to \mathbb{R}^l$ be functions on the edges of $G$. Set $\phi = [f, g] : E_G \to \mathbb{R}^{k+l}$. Then for any $r \in \mathbb{R}^k$ and $s \in \mathbb{R}^l$,
\[
\inf_{p \in M(G)} \sup_{E_p(f) = r} \sup_{E_p(g) = s} H_P(Y|X) = \inf_{x \in \mathbb{R}^k} \{ x \cdot r + z \cdot s + \log \lambda_{G, \phi}(x, z) \}.
\]

**Theorem 4.**
\[
R_{M_A}(d, \delta) = \sup_{p \in [0,d]} \left\{ 2h(p) - \inf_{x \in \mathbb{R}^k} \{ 2px + \delta z + \log \lambda_{G, \phi}(x, z) \} \right\}.
\]

**Proof:** Applying Lemma 2 to compute $F(p)$, we have
\[
F(p) = \inf_{x \in \mathbb{R}^k} \{ px + \log \lambda_{G,f}(x) \} = \inf_{x \in \mathbb{R}^k} \{ px + \log (2^{-x} + 1) \} = h(p).
\]
Note that the function $\log \lambda_{G, \phi}(x, z)$ in Lemma 2 is convex (see [13].) Thus a similar argument can show that
\[
G(p, \delta) = \inf_{z \in \mathbb{R}^k} \{ 2px + \delta z + \log \lambda_{G \times G, \varphi'}(x, z) \}.
\]

**IV. EXAMPLES**

**Example 1.** We plot the bounds for $d = \frac{1}{2}$ and $\frac{1}{16}$ in Fig. 2. Note that all these bounds intersect at $R = h(d)$ when $\delta = 0$, and our shortening upper bound (Thm. 1) is always better than the second MRRW bound (hence we do not plot it here). As we can see, for $d = \frac{1}{2}$, our shortening upper bound (Thm. 1) is always better than Haussler’s upper bound (Lem. 2), and the constant weight lower bound (Thm. 2) is always better.
than the Markov type lower bound (Thm. 4). For $d = \frac{1}{16}$, the performance of these bounds are quite different.

**Example 2.** We plot the bounds for $\delta = \frac{1}{4}$ and $\delta = \frac{1}{16}$ in Fig. 3.
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