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Abstract Projections of extreme precipitation are of considerable interest in a range of design and management applications. These projections, however, can exhibit uncertainty that requires quantification to provide confidence to any application they are used in. This study assesses the uncertainty in projected extreme daily precipitation, separated into model, scenario, and ensemble components using the square root error variance (SREV) rationale. For this, 45 projections of daily precipitation from the Coupled Model Intercomparison Project Phase 5 (CMIP5) are used, consisting of multiple global circulation models and their ensemble members, for a range of Representative Concentration Pathways, allowing assessment across land-covered areas worldwide. It is found that the uncertainty in dry regions is significantly higher compared to wet regions, raising concerns regarding infrastructure design for the future in arid parts of the world. It is also found that the climate scenarios and initialization contribute significantly to the overall uncertainty, compared to contributions for more nonextreme precipitation simulations. This finding has implications in how design precipitation extremes ought to be projected into the future, with greater attention being paid on a broader selection of emission scenarios and initializations than is the case with projections of nonextreme precipitations.

Plain Language Summary Projections of extreme precipitation are of considerable interest in a range of design and management problems. These projections, however, are subject to considerable uncertainty, which requires quantification before they can be put to use. This study quantifies the uncertainty in projected daily extreme precipitation worldwide and attributes this uncertainty into distinct dominant sources using a range of extreme daily precipitation simulations from the Coupled Model Intercomparison Project Phase 5 (CMIP5). The results indicate that extreme precipitation exhibits greater uncertainty in dry regions, such as North Africa and the Middle East, compared to wetter regions. Results also indicate that emission scenarios and model initializations strongly contribute to the uncertainty in the maximum extreme precipitation, more so than for nonextreme precipitation.

1. Introduction

Quantifying climate change impact on the global water cycle is an important challenge for multiple sectors, including the environment, economy, and agriculture (Hegerl et al., 2015; Marotzke et al., 2017). It is widely accepted that water security will worsen, both in terms of flood impact and water supply security, as temperatures rise beyond 3.5°C (IPCC, 2014; Kundzewicz et al., 2008; Miller & Yates, 2006; Peters et al., 2012; Sharma et al., 2018). The Coupled Model Intercomparison Project Phase 5 (CMIP5) has provided multiple projections of likely future climates based on Global Circulation Model (GCM) simulations using Representative Concentration Pathways (RCP) and multiple ensemble members representing the impact of model initializations (Van Vuuren et al., 2011). Such GCM projections have been widely used to understand which policies and strategies can be adopted to mitigate the negative impacts of a warmer climate (IPCC, 2014; Meinshausen et al., 2009; Schleussner et al., 2016; Vermeulen et al., 2012). In spite of their usefulness, these GCM outcomes exhibit high uncertainty as a result of many factors including imperfect representation of the climate system, assumed greenhouse gas emission scenarios, limited spatial and temporal resolution, and errors in the forcing data (Murphy et al., 2004; Randall et al., 2007; Stainforth et al., 2005).

To assess the impact of this uncertainty in future projections, several qualitative and quantitative assessments have been attempted at monthly, seasonal, annual, and decadal time scales. Hawkins and Sutton (2009) introduced disagreement among GCM projections as a measure of uncertainty for climate
variables. Hawkins and Sutton (2009, 2011) and Yip et al. (2011) quantified the uncertainty in mean annual temperature and precipitation projections by disaggregating uncertainty into three sources: model, scenario, and internal variabilities. Deser et al. (2012) highlighted that the natural (i.e., internal) variability plays an important role to regulate the predictability of future climate. Hayhoe et al. (2007) showed the importance of future emission scenarios in determining the potential magnitude of future climate changes. A new rank-based metric for quantifying uncertainty in monthly projections was presented in (S. Eghdamirad et al. 2016); F. M. Woldemeskel et al. (2012, 2014, 2016). The estimated uncertainty was then applied to compare the reliability of GCM monthly projections (Sajjad Eghdamirad et al., 2017) for use in hydrologic climate change impact assessment studies.

For future water planning, the ability of GCMs to accurately project daily precipitation is of concern (Hawkins & Sutton, 2011; Teng et al., 2012), and it is also important to ascertain how this uncertainty changes with time since long-term changes in precipitation are not monotonic (Hawkins et al., 2014). However, a majority of the approaches aim to ascertain overall or average uncertainty in the variable of interest, rather than how this uncertainty varies with magnitude, space, and time. Past attempts at quantifying uncertainty in future daily precipitation have been based on the disagreement between projections and observations of the present climate (Fischer et al., 2013, 2014; Fischer & Knutti, 2015; Kharin et al., 2013; Sillmann et al., 2013), thereby precluding uncertainty estimates as a function of time which allows focus on scenarios that can result in a failure of the system (such as flooding) these form inputs for.

While the uncertainty in daily precipitation is of interest, perhaps of greater interest is the uncertainty associated with daily precipitation extremes. This is because such extremes are often the key factor for infrastructure failure as a result of flooding, and hence associated uncertainty can complement derived estimation of design flood values or other applications where a design precipitation sequence becomes important. There is also considerable interest in changes in precipitation extremes due to rising temperatures, as more moisture is expected to be stored, and released, in a warmer atmosphere (L. V. Alexander & Arblaster, 2017; Hegerl et al., 2015; C. Wasko & Sharma, 2015; Conrad Wasko et al., 2015; Zarekarizi et al., 2018), leading many to speculate that at least urban stormwater infrastructure will be more prone to failure than before (K. Alexander et al., 2019; S. Hettiarachchi et al., 2018; Suresh Hettiarachchi et al., 2019).

To address the abovementioned limitations, this study attempts to quantify uncertainty in daily precipitation projections, with a focus on daily precipitation extremes. Uncertainty is attributed to three dominant sources, that is, model, scenario, and ensemble uncertainties. The present study also aims to provide a better understanding of regional climate change (Xie et al., 2015), by illustrating whether GCMs show a change in skill in projecting precipitation extremes across different parts of the world.

In this paper, section 2 presents a brief description of the data used in this study and procedures adopted to calculate uncertainty; the results and discussion are described in section 3, and the paper is summarized and concluded in section 4.

2. Data and Method

2.1. Data and Preprocessing

In the current study, a total of 45 projections of daily precipitation from the CMIP5 data depository over the period 2006–2100 were used. The 45 projections are combinations of five GCMs (i.e., CanESM2, CSIRO-MK3–6.0, HadGEM2-ES, IPSL-CM5A-LR, and MIROC5) listed in Table 1, three scenarios (RCP2.6, RCP4.5, and RCP8.5), and three ensembles (r1i1p1, r2i1p1, and r3i1p1).

RCPs 2.6, 4.5, and 8.5 represent “low,” “medium,” and “high” prescribed pathways for greenhouse gas and aerosol concentrations by 2100, characterized by the radiative forcing of 2.6, 4.5, and 8.5 W/m², respectively, and the CO₂-equivalent concentrations of 421, 538, and 936 ppm, respectively (Meinshausen et al., 2011). The ensemble members in CMIP5 follow the rip nomenclature, r for realization, i for initialization, and p for physics, followed by an integer for each initialization (e.g., r1i1p1). In this study, the three ensembles, r1i1p1, r2i1p1, and r3i1p1, were randomly selected which are commonly available for the selected GCMs and RCPs. For the GCMs with different spatial resolutions, a common resolution can be obtained through regridding or downscaling (Zarekarizi et al., 2018). In this study, the GCM projections were regridded to a
resolution of 2.5° × 2.5° through the second-order spline interpolation which is known as appropriate for flux variables such as precipitation (Herold et al., 2017; P. W. Jones, 1999).

2.2. SREV

We quantify the uncertainty in precipitation projections using the square root of error variance (SREV) metric, introduced by F. M. Woldemeskel et al. (2012) to estimate monthly temperature and precipitation uncertainties using the CMIP3 future climate projections. This assessment was later extended in F. M. Woldemeskel et al. (2016) to monthly precipitation and temperature from CMIP5 projections, showing a general reduction in model structural uncertainty through the use of newer generation models. SREV indicates the uncertainty in an estimated climate variable by calculating the spread of projections around its mean. The derivation of SREV and associated equations are provided by F. M. Woldemeskel et al. (2012), and further explained in S. Eghdamirad et al. (2016); F. M. Woldemeskel et al. (2014); F. M. Woldemeskel et al. (2016). Here, we briefly review the method for estimating SREV.

The first step is to convert data to percentiles at each grid cell. By doing so, deviations across each simulation can be established in percentile (e.g., 99th percentile) space. The second step is to estimate SREV for a percentile of interest as the standard deviation of all projections. This is to individually estimate model, scenario, and ensemble uncertainties. If needed, the estimated SREV for each percentile is recast as a time series, as each. Here, Equations 1 to 3 are used to calculate the model (M), scenario (S), and ensemble (E) uncertainties at each percentile ($p$), denoted as SREV$_M^p$, SREV$_S^p$, and SREV$_E^p$, respectively.

$$
SREV_M^p = \left( \frac{1}{n_M n_E (n_M - 1)} \sum_{j=1}^{n_M} \sum_{k=1}^{n_E} \left( x_{i,j,k,p} - \bar{x}_{i,j,k,p} \right)^2 \right)^{0.5} \quad (1)
$$

$$
SREV_S^p = \left( \frac{1}{n_S n_M (n_S - 1)} \sum_{k=1}^{n_S} \sum_{i=1}^{n_M} \left( x_{i,j,k,p} - \bar{x}_{i,k,p} \right)^2 \right)^{0.5} \quad (2)
$$

$$
SREV_E^p = \left( \frac{1}{n_E n_S (n_E - 1)} \sum_{i=1}^{n_I} \sum_{j=1}^{n_M} \left( x_{i,j,k,p} - \bar{x}_{i,j,k,p} \right)^2 \right)^{0.5} \quad (3)
$$

where the number of models, scenarios, and ensembles are denoted as $n_M$, $n_S$, and $n_E$, respectively. $x_{i,j,k,p}$ is the $p$th percentile of a projection using the $i$th model, $j$th scenario, and $k$th ensemble. $\bar{x}_{i,j,k,p}$, $\bar{x}_{i,k,p}$, and $\bar{x}_{i,j,k,p}$ are the means of the values over all models, scenarios, and ensembles at the percentile, respectively.

This process is undertaken at each $p$ for each source of uncertainty. Then the total uncertainty (SREV$_T^p$) is calculated as the square root of the sum of the squares of individual SREV components as

$$
SREV_T^p = \left( SREV_M^p \right)^2 + \left( SREV_S^p \right)^2 + \left( SREV_E^p \right)^2 \right)^{0.5} \quad (4)
$$

The unit for the SREV is identical to that of precipitation (i.e., “mm”) and the SREV is regarded to the conditional total standard deviation of the variable of interest at a percentile, and therefore the SREV can be used for stating uncertainty of the GCM outputs (F. M. Woldemeskel et al., 2012). Once calculated, the
final step entails transferring the estimated SREV to the original time-space by adopting the value corresponding to the percentile the simulation represents. In other words, each time step in the GCM simulation is converted to an equivalent percentile, and then the SREV associated with that percentile used to express its associated uncertainty. This SREV method is based on assuming that the GCMs used in the analysis are independent of each other with consistent nonexceedance probabilities and equal uncertainty at any percentile (F. M. Woldemeskel et al., 2012). More importantly, even though the SREV calculation using Equation 4 is based on assuming that there is no interaction between the three terms of uncertainty (Hawkins & Sutton, 2009), this simplification is controversial and this point is further discussed in section 3.3.

As the SREV is considered as the conditional total standard deviation around the mean for any percentile, finally, a relative SREV was calculated for the result presentation, which, similar to the coefficient of variation (CV), is formed by dividing the SREV by the mean of all projections at that percentile. This process not only helps to compare uncertainty at different percentiles for the same grid point but also assists in comparing uncertainties across different grid points. When using simulations in water resources management, the relative SREV is more important than its absolute value. To emphasize the importance of relative SREV, for example, one can compare two regions, Southeast Asia and the Middle East. In the former, an uncertainty of 20 mm in annual precipitation may represent 0.5% of the total mean annual precipitation. On the other hand, an uncertainty of 20 mm in mean annual precipitation of some regions in the Middle East exceeds 10% of annual precipitation, which could have a large impact on planning for human activities.

3. Results and Discussion

Uncertainty in daily extreme precipitation is calculated across the globe for simulations of the 21st century (2006–2100). The uncertainty has been decomposed into its three sources to illustrate the influence of each source on total uncertainty in future daily precipitation projections. Note that the results for mean precipitation are presented in the supporting information for comparisons.

3.1. Relative SREV by Region

As shown in Figure 1, the uncertainty in precipitation was calculated for four precipitation exceedance thresholds of 100th, 99.9th, 99.0th, and 95.0th percentiles as adopted by existing studies for extreme precipitation (Herold et al., 2017; Westra et al., 2014). The left-hand column in Figure 1 shows the mean values of the precipitation more than the percentiles, and the right column shows the associated relative SREV. For example, the maximum daily precipitation for each of the 45 projections was represented as the 100th percentile. For each projection, the selected value is the maximum projected daily precipitation value during the 95-year simulation period (2006–2100). Then, the mean of the 45 maximum values (Figure 1a) and the relative SREV for those values (Figure 1b) were calculated.

According to the left-hand column of Figure 1, the spatial distribution of extreme precipitation for the four exceedance thresholds generally remains consistent at the global scale with some changes at the regional scale. For example, Figure 1a shows that the very north of Australia has almost the same maximum rainfall as Southeast Asia. On the other hand, Figure 1g shows that the 95th percentile rainfall in northern Australia and Southeast Asia are considerably different. The relative SREV in extreme precipitation is shown in the right-hand column of Figure 1. Compared to the case of mean precipitation (Figure S1c in the supporting information), there is greater spatial difference in the relative SREV calculated for extreme precipitation and the highest relative SREV is presented for the case with maximum precipitation values.

As shown in Figure 2, the results presented in Figure 1 are regionally aggregated to the 22 land regions as suggested by Giorgi and Francisco (2000). The regions on the horizontal axis are sorted by the regionally averaged mean relative SREV. The right axis shows regional mean daily precipitation, and the left axis shows the average relative SREV for each region.

Figure 2 shows that the relative SREV in precipitation projections is not so relevant to the amounts of mean precipitation. For example, the Sahara is the driest region and has the highest relative SREV. However, Central Asia is also a dry region but has medium relative SREV. Furthermore, Southeast Asia, the wettest region, has moderately low relative SREV. It can be concluded that relative agreement or disagreement among models on modeling precipitation does not depend on the regional amounts of mean precipitation.

One should, however, note that the absolute uncertainty as expressed by the SREV (and not the relative
Figure 1. Spatial distribution of daily precipitation extremes and their relative SREVs over the period 2006–2100 for 45 projections. The left column (a, c, e, g) shows the average of an exceedance threshold value, the right column (b, d, f, h) shows the relative total SREV.
SREV) is generally greater for higher precipitation regions, consistent with previous studies that have focused on this issue (F. Woldemeskel & Sharma, 2016).

Figure 2 shows that the relative SREV strongly depends on the region. This means that if a region has high, medium, or low relative SREV for projections of mean precipitation, then the uncertainty in extreme precipitation projections is also predominantly high, medium, or low, respectively. In all northern regions of the Northern Hemisphere (including Alaska, western North America, central North America, eastern North America, Greenland, Northern Europe, and North Asia), a different pattern of relative SREV is observed for the maximum precipitation. In these regions, while the relative SREV is similar for 95.0th–99.9th percentile extreme precipitation and mean precipitation, the relative SREV of the maximum precipitation is noticeably higher. This finding is consistent with other studies which demonstrated that GCMs might exhibit markedly different skills in modeling mean and extreme precipitation (in this case the maximum of extremes) because of changes in the water-holding capacity of warmer air (Fischer & Knutti, 2015).

3.2. SREV Components by Source

The spatial distribution of the three sources of uncertainty for extreme precipitation is shown in Figures 3 and 4 where regions are sorted by their amounts of mean precipitation (Southeast Asia is the wettest, and the Sahara is the driest).

As shown in Figures 3b and 3c, it is notable that scenario and ensemble uncertainties are higher compared to the other exceedance thresholds for the maximum percentile precipitation. For the maximum percentile extremes, ensemble uncertainty is as high as scenario uncertainty, unlike the results for the lower extremes (i.e., 99.9th, 99.0th, and 95.0th percentiles), where scenario uncertainty is noticeably higher. This indicates that there is considerably greater disagreement between GCM results for the maximum precipitation than for the more frequent extreme values.

Figure 4 shows the regionally aggregated results from Figure 3. According to Figure 4, in some regions, the relative model SREV in the maximum percentile is less than those of the other percentiles. This difference is commonly observed in the driest (the Sahara) and wettest (Southeast Asia) regions. As the total uncertainty is the square root of the sum of the squares of the individual SREV components presented in Equation 4, when the scenario and ensemble components are considerably smaller than the model component (e.g., the 99.9th, 99.0th, and 95.0th percentile in Figures 4b–4d), the total uncertainty is very close to the dominant component, model uncertainty. On the other hand, for the 

Figure 2. Regional average of mean precipitation (right axis) and relative total uncertainty of extremes (left axis) for 45 projections of daily precipitation over the period 2006–2100.
maximum percentile extremes, due to the contribution of scenario and ensemble uncertainties, total uncertainty is clearly higher than model uncertainty.

The percentage contributions of the three sources of relative SREV for extreme precipitation are shown in Figure 5 for different regions across the globe.

Figure 3. Spatial distribution of the three sources of uncertainty for extreme precipitation over the period 2006–2100. The left column (a, d, g, j) shows the relative SREV by model for 100th, 99.9th, 99.0th and 95.0th percentiles, respectively; the middle column (b, e, h, k) for the relative SREV by scenario; the right column (c, f, i, l) for the relative SREV by ensemble.
Figure 4. Regionally aggregated relative SREV for total uncertainty and three sources of uncertainty over the period 2006–2100, for (a)100th percentile, (b)99.9th percentile, (c)99.0th percentile and (d)95.0th percentile.
Figure 5. Contribution of the three sources of relative SREV for extreme precipitation over the period 2006–2100 for each region, for (a)100th percentile, (b)99.9th percentile, (c)99.0th percentile and (d)95.0th percentile.
The influence of scenario and ensemble uncertainties decreases from the maximum percentile to the lower percentiles. The ensemble uncertainty is only as significant as the scenario uncertainty for the maximum percentile extreme precipitation. In Alaska, Greenland, and North Asia, the disagreement between the climate models regarding the climate scenarios (i.e., scenario uncertainty) is significantly higher than the ensemble uncertainty. To a lower extent, this result is also observed in Northern Europe, western North America, central North America, and eastern North America. This finding indicates that higher total uncertainty in the maximum percentile results for the northern part of the Northern Hemisphere (Figure 2) may originate from higher ensemble uncertainty.

### 3.3. Caveats and Future Works

There are some discussion points which are worth investigating in future studies. First, an assumption in the SREV calculation presented here is that there is no interaction between the three sources of uncertainty (Hawkins & Sutton, 2009, 2011; F. M. Woldemeskel et al., 2012; F. M. Woldemeskel et al., 2014). However, it is necessary for this to be further considered for better assessments of reliability. Van Uytven and Willems (2018) assessed the contribution of the interaction of greenhouse gas scenario and climate model uncertainty to the total variance of the changes in daily precipitation projections for central Belgium and presented that the interaction term is identified as a unignorable uncertainty source. Yip et al. (2011) also showed that this assumption may not always hold and that interactions between the model and scenario uncertainties could be important. S. Eghdamirad et al. (2016) found that the interaction term for the different climate variables varies between 13% and 23% through a test using climate variables at a single grid point over multiple projections. The assumption of independence hence needs further investigation in terms of interpreting results and improving the SREV concept, which can be addressed through further development.

Second, from this study, it was concluded that the model uncertainty is the major contributor to the total uncertainty, followed by the scenario and ensemble uncertainties. Even though F. M. Woldemeskel et al. (2016) and S. Eghdamirad et al. (2016) have shown that bias correction can significantly reduce model uncertainty, in this study, the original precipitation projections were used without any correction to avoid the additional uncertainty of bias correction in regard to extreme precipitation (Evans & Argüeso, 2014). It should be noted that depending on the type of bias correction, the findings may change in terms of the model uncertainty. However, the results for the scenario and ensemble uncertainties might not be expected to change.

Third, given that uncertainty analysis for flood events depends on both depth and temporal pattern of heavy precipitation (C. Wasko & Sharma, 2015), in this study, the uncertainty in extreme daily precipitation was investigated only for the depth of 1-day precipitation. This study could be further developed to reveal how uncertainty in extreme precipitation changes with respect to the storm period and temporal storm patterns. In addition, the results of this study should be investigated separately for different seasons to assist in water policy and planning in regions with significant seasonal storage requirements. Moreover, the results are expected to change regionally and globally if the simulations are temporally extended or reduced, due to the nonmonotonic behavior of precipitation over time (Hawkins et al., 2014).

Fourth, it is worthwhile to implement the proposed SREV analysis with different models, RCPs, and ensembles. Hosseinizadehtalaei et al. (2017) concluded through sensitivity analyses that the GCM, RCP, and GCM initial condition uncertainties are greatly influenced by the set of climate model runs considered, especially for more extreme precipitation at finer time scales, and ensemble sizes. It should be also noted that the SREV method can be extended with more categories (e.g., grouping models by physical basis) by which a detailed understanding on the uncertainty can be obtained.

Fifth, although this study focused on presenting the regional differences with temporally aggregated SREV time series, it is also necessary to investigate how the SREV varies with time. As the relative importance of the different components of uncertainty varies with time (Hawkins & Sutton, 2011), the SREV time series might provide additional insights that could enhance the reported results.

Sixth, a key advantage of the proposed approach is the ability to quantify uncertainty in a sequence of precipitation days. While the focus here has been on a specific percentile, given the impact the uncertainty specification for, say, a design storm, this issue needs further assessment. Additionally, how much of this
uncertainty present in such a design storm event translates into a derived flood or volume is an additional factor that needs documentation.

Lastly, the proposed method can be applied for any multiple products including historical data sets derived from various models and conditions, it is worthwhile to assess uncertainties of such data sets through the proposed methodology. Especially, as the CMIP6 data sets are now operationally available (Eyring et al., 2016), it would be beneficial to apply the SREV method for an insight into the uncertainty in the CMIP6 outcomes.

4. Summary and Conclusions
This study focused on uncertainty in daily precipitation projections for a 95-year period (2006–2100) by quantifying the disagreement among GCM results. Three sources of uncertainty were considered: model, scenario, and ensemble uncertainties and was quantified at a daily time scale for 45 global precipitation projections from five GCMs, three RCPs, and three ensembles using the percentile-based SREV concept.

It has been generally acknowledged that the largest change in future precipitation may occur in wet regions, with higher expected precipitation (Fischer & Knutti, 2015). Based on the findings of this study, it was concluded that the relative SREV in precipitation projections strongly depends on the region, but not necessarily on the amount of regional precipitation. An issue identified here is that there is high relative SREV (disagreement between models) in dry regions such as the Middle East, North Africa, and some parts of Australia. This means our understanding of future precipitation is more uncertain in dry regions compared to wet regions, of added concern given the changes expected ahead (Asadi Zarch et al., 2015). In addition to this, it was also revealed that the total relative SREV and its components show different spatial distributions across the globe. Furthermore, the uncertainty in extreme precipitation projections was investigated for four thresholds of 100th, 99.9th, 99.0th, and 95.0th percentiles. At the regional scale, the relative SREV in daily precipitation did not differ noticeably for extreme projections. Also, it was shown that climate scenarios and ensembles have a strong influence on the uncertainty in the extreme precipitation projections.

This study presented a basis to compare uncertainty in future projections of daily extreme precipitation. Clarifying uncertainty in climate projections is important for policymakers’ perception of climate change (McMahon et al., 2015). This paper makes some meaningful steps toward assisting in quantifying the influence of climate on habitability (Marotzke et al., 2017), enabling policymakers and water authorities to adopt future water policies and plans with explicit consideration of uncertainty at the catchment scale. The authors also hope that the results presented here could provide some guidelines for researchers.

Data Availability Statements
The Coupled Model Intercomparison Project Phase 5 (CMIP5) data repository is freely available at https://esgf-node.llnl.gov/projects/cmip5/, where the 45 projections used in this study can be searched by the five GCMs (i.e., CanESM2, CSIRO-MK3-6-0, HadGEM2-ES, IPSL-CM5A-LR, and MIROC5), the three scenarios (RCP2.6, RCP4.5, and RCP8.5) and the three ensembles (r1i1p1, r2i1p1, and r3i1p1).
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