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ABSTRACT This article develops maximum likelihood (ML) detection for post-FFT processing of dual-polarized antenna outputs with a cyclic-prefix OFDM (CP-OFDM) waveform for a frequency selective multipath fading in a 5G mobile-to-mobile setting. The suggested maximum likelihood detector (MLD) comprises a combiner applied to the channel matched filter outputs (designated MLC) followed by a decision rule based on correlation and signal energy. When MLC is coupled with a frequency-domain equalizer, this structure is called MLC+FDE. The designed MLD and MLC+FDE are compared to the traditional combining techniques: maximum ratio combining, equal gain combining, and selection combining. Computer simulations performed over a stochastic channel model with polarization state information. The simulation results show that the difference between MLD and maximum ratio combining (the best performing method), MLC+FDE (almost the best performing method) and selection diversity with frequency-domain equalization (the worst performing method) is 2 dB. This diversity improvement is limited by the correlation between the two channels that characterize the two polarization states. This correlation makes it difficult to achieve reliable transmission through combining alone; some form of error control coding is also needed. When channel estimates are used in place of perfect channel knowledge, an error floor is observed.

INDEX TERMS Frequency selective multipath fading, CP-OFDM, polarization diversity, diversity combining, equalization, 5G-FR1.

I. INTRODUCTION AND BACKGROUND
Increasing mobile data traffic in cellular networks requires an improvement in mobile-to-mobile throughput in wideband channels with frequency selective multipath fading. One way to achieve the improvement is with the application of diversity and equalization techniques.

Diversity techniques such as spatial, frequency, time, or code diversity are well known. Somewhat less known is polarization diversity. Polarization diversity, usually in the form of two outputs from co-located cross-polarized antenna elements, is an attractive technique for mobile-to-mobile communications due the compact space required to achieve it [1], [2]. The performance of polarization diversity depends on how uncorrelated the outputs of the two antenna elements are. The mobile radio channel tends to decorrelate the outputs of cross polarized antenna elements, but not completely [3], [4].

The simplest form of diversity reception combines multiple copies of the transmitted signal. The open literature contains a large number of articles that discusses and analyzes combining the outputs of multiple antenna elements. A sampling of these articles includes [5] where the relationship between traditional diversity combining techniques such as maximum ratio combining (MRC), equal gain combining (EGC), and selection combining (SC) were developed for single-carrier and multi-carrier modulations. Mathematical expressions for the bit error probability for simple single-carrier modulations in Rayleigh fading were shown to apply to the combined outputs after the FFT operation in an OFDM detector. Reference [6] introduced a pre-FFT combining technique involving two or more consecutive OFDM symbols to reduce the number of required FFT operations. The pre-FFT combining resulted in a 3 dB performance loss compared to the post-FFT combining. These results align with two later studies [7], [8]. In [7], pre- and post-FFT combining were compared in rural and urban areas. The authors conclude that pre-FFT combining is preferred in rural areas (characterized by relatively good channels) because the pre-FFT combining only
requires one FFT operation in the detector. In contrast, post-FFT combining is preferred in urban areas (characterized by rich multipath propagation); the performance advantage of post-FFT combining overcomes the complexity disadvantage. The results published in [8] compared outage capacities for pre- and post-FFT combining in both indoor and outdoor environments. Pre-FFT combining was recommended in indoor environments with low delay spreads but post-FFT combining was recommended in outdoor environments.

Post-FFT combining was examined in [9] where the best performing system applied a separate post-FFT frequency domain equalizer to each antenna branch and combined the equalizer outputs using MRC. Reference [10] also focused on post-FFT combining using MRC. Here, the goal was optimum demodulation/decoding for independent channels on the antenna branches. The optimum process creates soft bit metrics, combines the soft information, then decodes. In [11], pre-FFT combining and post-FFT combining were evaluated. The pre-FFT combining took the form of a beam former and MRC was applied to the bank of parallel FFT outputs.

To the best of the author’s knowledge, none of the prior works on pre- or post-FFT combining in multicarrier systems considered polarization diversity (where the channels are not independent) or examined techniques beyond the traditional diversity combining techniques. Some initial results were published by the authors in [12] where it was shown that combine-then-equalize outperforms equalize-then-combine; post-FFT combining is better able to leverage the inherent diversity gain in correlated cross-polarized channels than equalizers.

This article focuses on a mobile-to-mobile link inside a cell [13]. Mobile-to-mobile communication is based on a resource pool idea in which a set of time/frequency resources (called a resource pool) is configured for mobile-to-mobile use. There are separate resources for mobile-to-mobile control and mobile-to-mobile data transmission. The mobile-to-mobile resource pool can be configured inside a single cell. The information about the resource pool is sent out via broadcast messages [14]. The resource allocation and scheduling design is not a concern in this article, however the radio channel is developed assuming a mobile-to-mobile scenario.

The first contribution of this article is the development of maximum likelihood (ML) detection for post-FFT processing of the dual-polarized antenna outputs with a cyclic-prefix OFDM (CP-OFDM) waveform in a frequency selective multipath fading environment. The optimum combining approach in the ML sense was developed by Scott [15] for single carrier modulations in the context of 2G cellular systems. Scott’s ideas are extended here to the CP-OFDM case. We show that ML detection takes the form of a combiner followed by a symbol decision rule that incorporates channel state information. Motivated by the equivalent channel defined by the ML detector, we formulate a detector based on the combining defined by ML detection, followed by a frequency domain equalizer (FDE). This system is called ML combining and frequency domain equalization (MLC+FDE).

The second contribution of this article is the comparison of ML and MLC+FDE with traditional combining techniques (MRC, EGC, and SC) applied post FFT. The basis for comparison is the uncoded bit error rate (BER). We use the post-equalizer BER when an FDE is used. A three-dimensional stochastic channel model with polarization state described in [16]–[18] operating in the 5G lower frequency band (FR1) is used to generate an ensemble of vertically and horizontally polarized channels. Combiner/equalizers with perfect knowledge of the channels and with channel estimates are considered. As a by-product of the second contribution, we show that Nakahari’s MRC combiner [19] (see also Pham [11]) is equivalent to ML combining followed by a zero-forcing FDE.

The simulation results show that for combiners/equalizers with perfect channel knowledge MLD and MRC have the lowest BER while SC+FDE has the highest BER. SC+FDE is about 2 dB worse than the MLD/MRC. MLC+FDE is slightly worse than MLD/MRC and the performance of EGC+FDE is about 1 dB worse than MLD/MRC and 1 dB better than SC+FDE. For the case where channel estimates are used, the same general trends hold. The difference is that at high signal-to-noise ratios, an error floor is observed.

This paper is organized as follows. The post-FFT problem is formulated in Section II. The maximum likelihood solution to the problem is described in Section III. Post-FFT combiners using traditional combining techniques is described in Section IV. Numerical results are presented in Section V followed by conclusions in Section VI. The stochastic channel model used for the computer simulations is described in the Appendix A.

II. PROBLEM FORMULATION

This article focuses on CP-OFDM. Complex-valued baseband equivalent signals and channels [20] are used in the development. A CP-OFDM system is illustrated by the block diagram in Figure 1. At the transmitter, data bits map to $N_d$ symbols drawn from a QAM alphabet $C$ comprising $M$ constellation points. For channel estimation, $N_p$ pilot symbols drawn from the alphabet $P$ are inserted. Finally, zeros are inserted to create a sequence of $N$ complex-valued amplitudes that modulate $N$ subcarriers in the frequency domain. (The number of zeros is $N-N_d-N_p$.) Let $I_k$ for $k = 0, \ldots, N-1$ to represent the data symbols, pilot symbols, and zeros, and let $K_d$ be the set of $N_d$ indexes for data symbols, $K_p$ be the set of $N_p$ indexes for the pilot symbols, and $K_z$ be the set $N-N_d-N_p$ indexes for the inserted zeros. The usual practice is to place the zeros at the indexes corresponding to the frequencies farthest from the carrier. Consequently we have

\begin{align}
I_k & \in C, \quad k \in K_d \\
I_k & \in P, \quad k \in K_p \\
I_k & = 0, \quad k \in K_z. \quad (1)
\end{align}
In the continuous-time domain, an OFDM symbol has a duration of \(T_s\) seconds. The subcarrier separation is \(\Delta f = 1/T_s\) cycles/s to ensure orthogonality [12]. Adding a cyclic prefix to the sequence \(d_n\) produces the sequence \(s_n\). The complex-valued baseband equivalent of the OFDM symbol is

\[
s(t) = \sum_n s_ng(t - nT),
\]

where \(g(t)\) is the pulse shape which is assumed to satisfy the Nyquist no-ISI condition and \(T = T_s/N\) s/sample. The cyclic prefix (CP) is inserted to account for the channel delay spread; it makes linear convolution in the continuous-time domain look like circular convolution in the FFT-domain in anticipation of frequency domain equalization.

The complex baseband signal is transmitted from a linearly polarized transmit antenna through a frequency-selective multipath channel. The received signal is characterized by outputs of co-located orthogonally-polarized antenna elements. The time-varying multipath channels that represent the orthogonally-polarized signal components are represented by the time-varying impulse responses \(h_1(t, \tau)\) and \(h_2(t, \tau)\). After sampling, cyclic prefix removal, and serial-to-parallel conversion, the \(N\)-point FFTs of the two signal components are

\[
R_1[k] = I_kH_1[k] + Z_1[k],
\]

\[
R_2[k] = I_kH_2[k] + Z_2[k],
\]

for \(k = 0, \ldots, N - 1\) where \(H_1[k]\) and \(H_2[k]\) are the FFTs of the sampled channel impulse responses and may be represented samples of the channel frequency responses given by

\[
H_m[k] = \begin{cases} H_m(k\Delta f) & 0 \leq k < N/2 - 1, \\ H_m((k - N)\Delta f) & N/2 \leq k \leq N - 1, \end{cases}
\]

for \(m = 1, 2\), and \(Z_m[k]\) (also for \(m = 1, 2\)) is the additive thermal noise modeled as a sequence zero-mean circularly symmetric complex-valued normal random variables with autocorrelation function [20]

\[
E\{Z_m[k + r]Z_m^*[k]\} = 2N_0\delta_r,
\]

where \(N_0\) is the power spectral density level (with units \(W/\text{Hz}\)) of the additive thermal noise, and \(\delta_r\) is the Kronecker delta. The problem is to produce the “best” estimate of \(I_k\) from \(R_1[k]\) and \(R_2[k]\) for \(k = 0, \ldots, N - 1\).

III. POST-FFT MAXIMUM LIKELIHOOD DETECTION

Because the noise terms in (4) and (5) are independent, the conditional joint probability density function for \(R_1[k]\) and \(R_2[k]\) is

\[
f(R_1[k], R_2[k]|I_k) = \frac{1}{2\pi N_0} \exp \left\{ -\frac{1}{2N_0} \left[ R_1[k] - H_1[k]I_k \right]^2 \right\} \times \frac{1}{2\pi N_0} \exp \left\{ -\frac{1}{2N_0} \left[ R_2[k] - H_2[k]I_k \right]^2 \right\}.
\]

This conditional probability density function is likelihood function. The log-likelihood function is the natural logarithm of (8) and is given by

\[
\Lambda(I_k) = \ln \left( \frac{1}{2\pi N_0} \right) - \left\{ \frac{1}{2N_0} \left[ R_1[k] - H_1[k]I_k \right]^2 \right\} + \ln \left( \frac{1}{2\pi N_0} \right) - \left\{ \frac{1}{2N_0} \left[ R_2[k] - H_2[k]I_k \right]^2 \right\}.
\]

Expanding the quadratic terms of (9) and discarding terms and constants which are not functions of \(I_k\) produces

\[
\Lambda(I_k) = 2\text{Re} \left\{ I_k^* (H_1^*[k]R_1[k] + H_2^*[k]R_2[k]) \right\} - (H_1^*[k]H_1[k] + H_2^*[k]H_2[k]) |I_k|^2.
\]

The ML estimate \(\hat{I}_k\) is the \(I_k\) that maximizes (10):

\[
\hat{I}_k = \arg\max_{k \in C} \Lambda(I_k), \quad k \in K_d.
\]
A block diagram of the decision rule (11) is illustrated in Figure 2. Because the noise samples on different subcarriers are uncorrelated, ML detection (MLD) may operate on a subcarrier-by-subcarrier basis. This is in contrast to the case with single-carrier modulations where detection is performed in the time domain; the intersymbol interference generated by frequency selective fading forces the ML detector to be a sequence detector (see [15] or [20, Section 9.3]).

The interpretation is the channel defined as

\[ Y[k] = H^*_I[k]R_1[k] + H^*_Z[k]R_2[k] \]

where

\[ Z[k] = H^*_I[k]Z_1[k] + H^*_Z[k]Z_2[k] \]  

(14)

is a zero-mean circularly symmetric complex-valued normal random variable with variance

\[ E\{Z[k]Z^*[k]\} = (|H^*_I[k]|^2 + |H^*_Z[k]|^2) 2N_0. \]

The combination of MLC and frequency-domain equalization is denoted MLC+FDE. This approach is illustrated by the general block diagram in Figure 4. Observe that the channel output \( Y[k] \) is created by combining, on a subcarrier-by-subcarrier basis, the FDD-domain outputs from the cross-polarized antenna elements. The combining coefficients are, in general, given by \( C_1[k] \) and \( C_2[k] \). For the present case, \( C_1[k] = H^*_I[k] \) and \( C_2[k] = H^*_Z[k] \). Because the combining follows from the equivalent channel produced by maximum likelihood principles, this combiner is called maximum likelihood combiner (MLC) in this article. The combination of MLC and frequency-domain equalization is denoted MLC+FDE.

**IV. POST-FFT COMBINING AND EQUALIZATION USING TRADITIONAL COMBINERS**

Post-FFT combining combines the received subcarriers on the two channels on a subcarrier-by-subcarrier basis. The combiner output \( Y_c[k] \) is

\[ Y_c[k] = C_1[k]R_1[k] + C_2[k]R_2[k], \quad k = 0, \ldots, N - 1 \]

(19)

where \( C_1[k] \) and \( C_2[k] \) are the combiner coefficients determined by the kind of combining as described below.
Using the coefficients (45) and (21), the equalizer must operate. Substituting (4) and (5), for $R_1[k]$ and $R_2[k]$, respectively, in (19) produces

$$Y_e[k] = (C_1[k]H_1[k] + C_2[k]H_2[k])I_k$$

where $I_k$ is the variance of the additive noise [cf., (21)]

$$E\{Z_{EGC}[k]Z_{EGC}^*[k]\} = N_0.$$  \hspace{1cm} (29)

In selection combining (SC), the channel with the highest signal-to-noise ratio is used; the other channel is discarded. Because the noise variance is the same on both channels, the channel with the largest magnitude is the channel with the highest signal-to-noise ratio [8]. The coefficients are

$$C_1[k] = \begin{cases} 1 & |H_1[k]|^2 > |H_2[k]|^2 \\ 0 & \text{otherwise} \end{cases}$$

and $C_2[k]$ is the complement of $C_1[k]$, for $k = 0, \ldots, N-1$. The equivalent channel is [cf., (20)]

$$H_{SC}[k] = \begin{cases} H_1[k] & |H_1[k]|^2 > |H_2[k]|^2 \\ H_2[k] & \text{otherwise} \end{cases}$$

and the variance of the additive noise is [cf., (21)]

$$E\{Z_{SC}[k]Z_{SC}^*[k]\} = 2N_0.$$

(32)

It is important to note that MRC as defined by the coefficients (22) and (23) performs both combing and equalization [see (24)]. Consequently, there is no need for the FDE $W[k]$ in Figure 4 when MRC is used. In contrast, EGC and SC do not perform equalization and require the FDE in Figure 4. The EGC+FDE system uses the EGC coefficients (26) and (27) and the FDE defined by (18), where $H_{eq}[k]$ replaced by $H_{EGC}[k]$. The SC+FDE system uses the SC coefficients (30) and the FDE defined by (18), where $H_{eq}[k]$ replaced by $H_{SC}[k]$. Further insight into MRC is gained by closer examination. The MRC output $Y_{MRC}[k]$ is

$$Y_{MRC}[k] = \frac{H_1^*[k]R_1[k] + H_2^*[k]R_2[k]}{|H_1[k]|^2 + |H_2[k]|^2},$$

for $k = 0, \ldots, N-1$. Conceptually, the computation of $Y_{MRC}[k]$ can be performed in two steps. The first step computes the numerator

$$Y_1[k] = H_1^*[k]R_1[k] + H_2^*[k]R_2[k]$$

which, using (4) and (5), may be expressed as

$$Y_1[k] = \left(|H_1[k]|^2 + |H_2[k]|^2\right)I_k$$

$$+ H_1^*[k]Z_1[k] + H_2^*[k]Z_2[k].$$

(35)

This is identical to the channel output in MLD given by (12) and is also the result of maximum likelihood combining. Eq. (35) shows that the equivalent channel is (16).

The second step applies a zero-forcing (ZF) FDE operating on the equivalent channel. The ZF FDE is given by (18), where $ Sz[k] = 0 $ for $ k = 0, \ldots, N-1 $ [20]:

$$W_{ZF}[k] = \frac{H_{eq}^*[k]}{|H_{eq}[k]|^2} = \frac{1}{H_{eq}[k]}.$$  \hspace{1cm} (36)
That is, the ZF equalizer “inverts the channel” and ignores the noise. Applying the equalizer to (34) gives
\[ Y_1[k]W_{ZF}[k] = (H_1^*[k]R_1[k] + H_2^*[k]R_2[k]) \] \[ \times \frac{1}{|H_1[k]|^2 + |H_2[k]|^2}. \] (37)
This shows that Nakahari’s post-FFT MRC is equivalent to MLC followed by a zero-forcing FDE.

V. COMPARISONS
A. RESULTS I: IDEAL CHANNEL ESTIMATORS
Computer simulations are used to compare the performance of the different combining techniques. The system parameters used for the simulations are summarized in Table 1. Note that in the case of ideal estimators, the pilots are not used for channel estimation (but the pilots are used for channel estimation for the results presented in Section V-B).

| Parameter          | Value                   |
|--------------------|-------------------------|
| QAM alphabet       | 16QAM                   |
| Carrier frequency  | \( f_c = 3.7 \text{ GHz} \) |
| Subcarrier spacing | \( \Delta f = 15 \text{ KHz} \) |
| Number of data SC  | \( N_d = 4608 \)         |
| Number of pilot SC | \( N_p = 2048 \)         |
| FFT length         | \( N_{FFT} = 8192 \)     |

The channels used for the simulations are an ensemble of stochastic channels with polarization state information. The stochastic channel model is described in the Appendix A. The channel is assumed to be fixed during an OFDM symbol, but changes from one OFDM symbol to another.

The stochastic channels are characterized by the power delay profiles and angular spreads illustrated in Figures 5 and 6, respectively. The power delay profile in Figure 5 shows that the channels have unequal power on average. The channel describing vertically-polarized propagation is about 10–15 dB stronger than the channel describing horizontally-polarized propagation. This is to be expected because the transmit antenna is a vertically-polarized element. The power delay profiles also show that these channels are dominated by the line-of-sight propagation path. Because the delays are the same for the vertically- and horizontally-polarized channels, both channels have the same delay spread even though the power delay profiles are different. The difference between the maximum and minimum delays for both channels is 0.15 \( \mu \text{s} \) which is consistent with the radii of the reflector spheres surrounding the transmitter and receiver.

The angular spreads are illustrated by the histograms shown in Figure 6. The histogram for the azimuth angle shows that most of the arrivals are caused by reflectors in the hemisphere facing the transmitter. The histogram for the elevation angle shows that most of the arrivals are caused by reflectors above the receiver.

These characteristics, an LOS-dominated channel, a relatively small delay spread, and arrival angles in the direction of the transmitter and above the receiver, are appropriate for a mobile-to-mobile setting.

The metric used for the comparisons is the bit error rate (BER). The post-detector BER is used for MLD, the
post-combiner BER for MRC, and the post-equalizer BER for MLC+FDE, EGC+FDE, and SC+FDE.

The results are shown in Figure 7. MLD and MRC are the best and have equivalent BER performance. SC+FDE is the worst, by about 2 dB. The performance of MLC+FDE is very close to that of MLD and MRC. EGC+FDE is about 1 dB inferior to MLD and MRC.

**B. RESULTS II: PILOT BASED CHANNEL ESTIMATION**

The performance results in the previous section assumed the combiners and equalizers had perfect knowledge of the two channels $H_1[k]$ and $H_2[k]$. In fielded systems, channel estimates replace the true channels and a performance degradation is incurred. The channel estimator used to explore the performance degradation is Weng’s least squares (LS) estimator developed in [22]. A brief description of the channel estimator is given in the Appendix B. MLD described in Section III uses $\hat{H}_1[k]$ and $\hat{H}_2[k]$ as explained in Appendix B in place of $H_1[k]$ and $H_2[k]$, respectively. The other detectors are modified as explained in Appendix C.

In the equalized cases, the mismatch between the channel at the equalizer input and the channel used to design the equalizer limits performance. Because the density of the channel estimate is unknown (and correlated with the noise samples), we resort to computer simulations to assess the impact of the use of channel estimates. Computer simulations, based on the parameters listed in Table 1, randomly generated channels as described in the Appendix A, and using the estimator described in Appendix B, are presented in Figure 8. As before, the BER results are the post-detector BER for MLD, the post-combiner BER for MRC, and the post-equalizer BER for MLC+FDE, EGC+FDE, and SC+FDE.

Compared to the ideal estimator results presented Section V-A, the ordering remains the same: MLD and MRC are the best, SC+FDE is the worst. The BER performance of SC+FDE is about 2 dB worse than MLD and MRC for $18 < 1/N_0 < 30$ dB. In the same range, the BER performance of MLC+FDE is very close. What is different here is that the BER performance of all cases exhibits a BER floor at $3.5 \times 10^{-4}$ for $1/N_0 > 33$ dB. For $1/N_0 > 33$ dB, the BER performance is dominated by channel estimation error instead of thermal noise. Whereas the quality of the channel estimates improves as $1/N_0$ increases, the mismatch between the equalizer and the actual channel remains. This behavior has been observed before in similar systems with equalizers based on channel estimates [23], [24].

**VI. CONCLUSION**

We developed MLD for post-FFT processing of the dual-polarized antenna outputs with a CP-OFDM waveform in a frequency selective multipath fading environment at 5G FR1 systems. We formulated a detector based on the combining defined by MLD, followed by a FDE, called MLC+FDE. We modeled, simulated, and compared the uncoded BER performance of MLD, MLC+FDE, MRC, EGC+FDE, and SC+FDE applied post FFT and operating over a stochastic channel model with polarization state information. As a byproduct of the analysis, we observed that post-FFT MRC described in [19] and [11] performs both combining and equalization and is equivalent to MLC followed by a zero-forcing FDE.

Computer simulations were performed in two parts. In the first part, the combiner and equalizer (where appropriate) had perfect knowledge of the channels (i.e., ideal channel estimates). The BER results show that MLD and MRC have the same BER and that this BER is the best. The BER
performance of MLC+FDE was a small fraction of a dB worse. The BER performance of EGC+FDE was 1 dB worse than MLD/MRC and that of SC+FDE was 2 dB worse than MLD/MRC.

In the second part, channel estimates, based on pilot subcarriers and interpolation, replaced the true channels. The same trends were observed: the BER performance of MLD and MRC were the best, the post-equalizer BER of MLC+FDE was a close second, EGC+FDE is 1 dB inferior to MLD and MRC, and SC+FDE is 2 dB inferior to MLD and MRC. The difference in this case was presence of a BER floor at low values of $N_0$ and caused by channel estimation errors.

These results show that the optimum combining and detection strategy produces a 2 dB improvement over the simplest combining strategy (SC). The diversity improvement is limited by the correlation between the two channels that characterize the two polarization states. The BER results show that polarization diversity alone is probably not enough to produce a high-reliability mobile-to-mobile communications link. Some form of error control coding is also required.

**APPENDIX A**

**A STOCHASTIC CHANNEL MODEL WITH POLARIZATION STATE INFORMATION**

The channel model used in this article is developed from [16]–[18]. The scenario in this paper considers a $2 \times 1$ SIMO scenario illustrated in Figure 9. The channel comprising two time-varying channel impulse responses, one from the vertically-polarized transmit antenna to the vertically polarized receive antenna denoted $h_1(t, \tau)$ and the other from the same vertically-polarized transmit antenna to the horizontally-polarized receive antenna denoted $h_2(t, \tau)$.

In this model, the reflectors are on the surface of spheres centered on the transmit and receive antennas. Each impulse response is of the form

$$h_m(t, \tau) = h_m^{(SBT)}(t, \tau) + h_m^{(SBR)}(t, \tau) + h_m^{(DB)}(t, \tau) + h_m^{(LOS)}(t, \tau)$$

for $m = 1, 2$ where $h_m^{(SBT)}(t, \tau)$ is the impulse response of a single-bounce propagation path where the reflector is on the surface of the sphere centered on the transmitter, $h_m^{(SBR)}(t, \tau)$ is a single-bounce propagation path where the reflector is on the surface of the sphere centered on the receiver, $h_m^{(DB)}(t, \tau)$ is the impulse response of a double-bounce propagation path where the first reflector is on the surface of the sphere centered on the transmitter and the second reflector is on the surface of the sphere centered on the receiver, and $h_m^{(LOS)}(t, \tau)$ is the impulse response of line-of-sight propagation path between the transmitter and receiver.

Each of the terms in (38) is explained in depth in [16] and [17]. In summary

$$h_m^{(SBT)}(t, \tau) = \sqrt{P_{VV}} \frac{\eta_{VV}^{(SBT)} h_{VV}^{(SBT)}}{K + 1} \sum_{m=1}^{M} \xi_m^{(m)}(m) \delta(t - \tau_{VV}^{(m)}) G_T^{(m)}(\Omega_{TV}^{(m)}) G_R^{(m)}(\Omega_{RV}^{(m)}),$$

(39)

$$h_m^{(SBR)}(t, \tau) = \sqrt{P_{VV}} \frac{\eta_{VV}^{(SBR)} h_{VV}^{(SBR)}}{K + 1} \sum_{n=1}^{N} \xi_n^{(n)}(n) \delta(t - \tau_{VV}^{(n)}) G_T^{(n)}(\Omega_{TV}^{(n)}) G_R^{(n)}(\Omega_{RV}^{(n)}),$$

(40)

$$h_m^{(DB)}(t, \tau) = \sqrt{P_{VV}} \frac{\eta_{VV}^{(DB)} h_{VV}^{(DB)}}{K + 1} \sum_{n=1}^{N} \xi_n^{(n)}(n) \delta(t - \tau_{VV}^{(n)}) G_T^{(n)}(\Omega_{TV}^{(n)}) G_R^{(n)}(\Omega_{RH}^{(n)}).$$

(41)

$$h_m^{(LOS)}(t, \tau) = \sqrt{P_{VV}} \frac{\eta_{VV}^{(LOS)} h_{VV}^{(LOS)}}{K + 1} \sum_{n=1}^{N} \xi_n^{(n)}(n) \delta(t - \tau_{VV}^{(n)}) G_T^{(n)}(\Omega_{TV}^{(n)}) G_R^{(n)}(\Omega_{RH}^{(n)}).$$

(42)

$$h_m^{(SBT)}(t, \tau) = \sqrt{P_{VH}} \frac{\eta_{VH}^{(SBT)} h_{VH}^{(SBT)}}{K + 1} \sum_{m=1}^{M} \xi_m^{(m)}(m) \delta(t - \tau_{VH}^{(m)}) G_T^{(m)}(\Omega_{TV}^{(m)}) G_R^{(m)}(\Omega_{RH}^{(m)}),$$

(43)

$$h_m^{(SBR)}(t, \tau) = \sqrt{P_{VH}} \frac{\eta_{VH}^{(SBR)} h_{VH}^{(SBR)}}{K + 1} \sum_{n=1}^{N} \xi_n^{(n)}(n) \delta(t - \tau_{VH}^{(n)}) G_T^{(n)}(\Omega_{TV}^{(n)}) G_R^{(n)}(\Omega_{RH}^{(n)}).$$

(44)

$$h_m^{(DB)}(t, \tau) = \sqrt{P_{VH}} \frac{\eta_{VH}^{(DB)} h_{VH}^{(DB)}}{K + 1} \sum_{n=1}^{N} \xi_n^{(n)}(n) \delta(t - \tau_{VH}^{(n)}) G_T^{(n)}(\Omega_{TV}^{(n)}) G_R^{(n)}(\Omega_{RH}^{(n)}),$$

(45)
TABLE 2. Description of the variables in (39)–(46).

| Variable | Description |
|----------|-------------|
| $P_{VV}$, $P_{VH}$ | the average power between the vertically-polarized transmit antenna and the vertically- and horizontally-polarized receive antennas, respectively |
| $K$ | the Rice factor |
| $\eta_{VV}^{(SBT)}$, $\eta_{VV}^{(SBR)}$, $\eta_{VV}^{(DB)}$, $\eta_{VH}^{(SBT)}$, $\eta_{VH}^{(SBR)}$, $\eta_{VH}^{(DB)}$ | the ratio of power at the vertically-polarized receive antenna to $P_{VV}$ along the SBT, SBR, and DB paths, respectively |
| $\xi^{(m)}_{VV}$, $\xi^{(m)}_{VH}$ | the amplitude attenuation along the $m$-th single-bounce path between the transmit antenna and the vertically- and horizontally-polarized receive antennas, respectively; it is a function of the path loss exponent and the path length |
| $\xi^{(m,n)}_{VV}$, $\xi^{(m,n)}_{VH}$ | the amplitude attenuation along the $(m, n)$-th double-bounce path between the transmit antenna and the vertically- and horizontally-polarized receive antennas, respectively; it is a function of of the path loss exponent and the path length |
| $\xi^{(LOS)}_{VV}$, $\xi^{(LOS)}_{VH}$ | the amplitude attenuation along the LOS path between the transmit antenna and the vertically- and horizontally-polarized receive antennas, respectively; it is a function of of the path loss exponent and the path length |
| $g_{VV}^{(m)}(t)$, $g_{VH}^{(m)}(t)$ | time-varying delay phase terms for the $m$-th single bounce paths; the phases are functions of the carrier frequency, maximum Doppler frequency, the path delays, the elevation and azimuth angles of departure, the elevation and azimuth angles of arrival, and the direction of travel for the transmitter or receiver (see (7) in [16, 17]) |
| $g_{VV}^{(m,n)}(t)$, $g_{VH}^{(m,n)}(t)$ | the same as $g_{VV}^{(m)}(t)$ and $g_{VH}^{(m)}(t)$, respectively, except for the $(m, n)$-th double bounce path |
| $\tau_{VV}$, $\tau_{VH}$ | the time delay for the $m$-th single bounce path between the transmit antenna and the vertically- and horizontally-polarized receive antennas, respectively |
| $\tau^{(m,n)}_{VV}$, $\tau^{(m,n)}_{VH}$ | the time delay for the $(m, n)$-th double bounce path between the transmit antenna and the vertically- and horizontally-polarized receive antennas, respectively |
| $G_T(\Omega)$, $G_R(\Omega)$ | the transmit and receive antenna gain matrices, respectively (see (8) in [16, 17]); the entries in $G_T(\Omega)$, $G_R(\Omega)$ are functions of the inclination angles of the transmit and receive antennas and the solid angle $\Omega$ defined by the azimuth and elevations angles of the propagation path; the solid angles of interest are $\Omega^{(m)}_{TV}$, the solid angle of the $m$-th path leaving the vertically-polarized transmit antenna, and $\Omega^{(n)}_{HH}$, the solid angle of the $n$-th path arriving the vertically-polarized receive antenna, $\Omega^{(m,n)}_{TV}$, the solid angle of the $(m,n)$-path leaving the horizontally-polarized transmit antenna, $\Omega^{(LOS)}_{TV}$, the solid angle of the LOS path leaving the vertically-polarized transmit antenna, $\Omega^{(LOS)}_{RH}$, the solid angle of the LOS path arriving the vertically-polarized receive antenna, $\Omega^{(LOS)}_{RH}$, the solid angle of the LOS path arriving the horizontally-polarized receive antenna |
| $\Gamma_m$ | $2 \times 2$ matrices comprising random reflection coefficients; the entries are functions of the random phase shifts between the transmit antenna and the vertically- or horizontally-polarized receive antenna along the $m$-th single-bounce path, the cross polarization discrimination ratio, and the co-polarization power ratio |
| $\Gamma_{m,n}$ | $2 \times 2$ matrices comprising random reflection coefficients; the entries are functions of the random phase shifts between the transmit antenna and the vertically- or horizontally-polarized receive antenna along the $(m,n)$-th double-bounce path |
| $\Gamma^{(LOS)}$ | the same as $\Gamma_m$, except for the $(m, n)$-th double bounce path |

\[
h_{2}^{(LOS)}(t, \tau) = \sqrt{\frac{K}{K + 1}} \frac{\sqrt{P_{VH}}}{\xi^{(LOS)}_{VH}} \times \delta\left(\tau - \tau^{(LOS)}_{VH}\right) G_T^{(LOS)} G_R^{(LOS)} \Gamma^{(LOS)}.
\]

(46)

where the variables are described in Table 2.

The locations of the scatters on each of the spheres are random. The von Mises distribution was used in [16] and [17] to characterize the azimuth and elevation angles of the scatters relative to their respective sphere centers. The joint von Mises distribution for the azimuth and elevation angles $\phi$ and $\theta$ is parameterized by the means $\mu_\phi$ and $\mu_\theta$, the scattering parameters $\kappa_\phi$ and $\kappa_\theta$ that control the spread of the angles about their means, and a correlation parameter $\lambda_{\phi\theta}$. We follow [16], [17] and use the von Mises distribution here.

We assume the co-located cross-polarized antenna elements are simple dipoles. The antenna gain for a dipole is found in [25]. We also assume that the antenna gain patterns for vertically and horizontally polarized antenna elements are the power gain patterns of half-wavelength dipole antennas presented in Fig. 5 of [25].

The channel model in [17] also accounts for the polarization coupling effect by including XPD and CPR in the $\Gamma$ matrices [26]. Absorption due to the user is also captured in this model because absorption due to a user can be observed in
mutual coupling variations [27]. Mutual coupling variations induce changes in polarization coupling. As mentioned in the introduction, the performance of polarization diversity depends on how uncorrelated the outputs of the two antenna elements are. If the effect of the absorption due to the user, and consequently its effect on polarization coupling, increases the correlation of the two antenna outputs, then the performance gain due to polarization diversity combining is reduced, and vice versa.

The parameter values used to generate the random channels are listed in Table 3. The values for the radii of the spheres centered at the transmitter and receiver were selected to model local scatters near the transmitter and receiver. The XPD values were adopted from the 3GPP standard [28]. Because the co-located cross-polarized antenna elements are small, both have the same delays: $\tau_{VV}^{(m,n)} = \tau_{VH}^{(m,n)} = \tau_{VH}^{(LOS)}$, and $\tau_{VV}^{(LOS)} = \tau_{VH}^{(LOS)}$ in (39)–(46).

**APPENDIX B CHANNEL ESTIMATOR**

Each OFDM symbol comprises data subcarriers, pilot subcarriers, and zeros. The data subcarrier indexes are in the set $K_d$ and have unknown amplitudes. The pilot subcarriers, at pilot indexes $K_p$ have known amplitudes and are positioned in a comb-type arrangement. Channel estimation is performed in two steps

1) Calculate the channel gains at each pilot subcarrier on each channel. The results are $H_1[k]$ and $H_2[k]$ for $k \in K_p$.

2) Estimate the channel gains at the data subcarriers using the results from the previous step and interpolation. The results are $H_1[k]$ and $H_2[k]$ for $k \in K_d$.

The first step starts with stacking the received pilot subcarriers into $N_p \times 1$ vectors

$$R_{p,1} = \begin{bmatrix} R_{1}[k_1] \\ \vdots \\ R_{1}[k_{N_p}] \end{bmatrix}, \quad R_{p,2} = \begin{bmatrix} R_{2}[k_1] \\ \vdots \\ R_{2}[k_{N_p}] \end{bmatrix}$$

where $k_1, \ldots, k_{N_p}$ are the members of $K_p$. The vectors of received pilot subcarriers may be expressed as

$$R_{p,1} = X_{p} H_{p,1} + Z_{p,1}, \quad R_{p,2} = X_{p} H_{p,2} + Z_{p,2}$$

where $X_{p}$ is an $N_p \times N_d$ diagonal matrix with the $N_p$ pilot amplitudes on its main diagonal and $H_{p,1}$, $H_{p,2}$, $Z_{p,1}$, and

| Parameter | Symbol and Value |
|-----------|------------------|
| Radius of the spherical volume around the Tx. | $R_T = 10$ m |
| Radius of the spherical volume around the Rx. | $R_R = 20$ m |
| Ground distance between Tx. and Rx. | 1000 m |
| Carrier frequency | $f_c = 3.7$ GHz |
| Maximum doppler frequency associated with Tx. | $f_{T, \text{max}} = 200$ Hz |
| Maximum doppler frequency associated with Rx. | $f_{R, \text{max}} = 200$ Hz |
| Average transmit power | $P_{TV} = P_{VH} = 1$ watt |
| Rician factor | $K = 4$ |
| Number of scatterers around the Tx. | $M = 8$ |
| Number of scatterers around the Rx. | $N = 33$ |
| Path loss exponent | $\gamma = 2.9$ |
| Power ratio coefficient of SBT | $\eta_{VV}^{(SBT)} = \eta_{VH}^{(SBT)} = 1/8$ |
| Power ratio coefficient of SBR | $\eta_{VV}^{(SBR)} = \eta_{VH}^{(SBR)} = 1/8$ |
| Power ratio coefficient of DB | $\eta_{VV}^{(DB)} = \eta_{VH}^{(DB)} = 3/4$ |
| The direction of azimuth angle where Tx. is moving | $\phi_{\epsilon T} = 0$ |
| The direction of elevation angle where Tx. is moving | $\theta_{\epsilon T} = 0$ |
| The direction of azimuth angle where Rx. is moving | $\phi_{\epsilon R} = \pi/4$ |
| The direction of elevation angle where Rx. is moving | $\theta_{\epsilon R} = \pi/6$ |
| The mean value of the scatterer direction in the azimuth plane | $\mu_\phi = \pi/12$ |
| The mean value of the scatterer direction in the elevation plane | $\mu_\theta = \pi/2$ |
| The parameter to control the spread of scatterers around the mean $\mu_\phi$ for NLOS path | $\kappa_\phi = 3$ |
| The parameter to control the spread of scatterers around the mean $\mu_\theta$ for NLOS path | $\kappa_\theta = 3$ |
| Inclination angle for the transmitter antenna | 0.2443 rad |
| Inclination angle for the receiver antenna | $\sim U(0, \pi/2)$ |
| Co-polarization power ratio | $\text{CPR} = 0$ dB |
| Cross polarization discrimination ratio | $\text{XPD}_{\text{LOS}} \sim N(9, 6)$ dB |
| Cross polarization discrimination ratio | $\text{XPD}_{\text{NLOS}} \sim N(8, 6)$ dB |
\(Z_{p,2}\) are formed from \(H_1[k], H_2[k], Z_1[k]\) and \(Z_2[k]\), respectively, in the same way \(R_{p,1}\) and \(R_{p,2}\) were formed from \(R_1[k]\) and \(R_2[k]\), respectively. The LS estimates for the pilot subcarrier channel gains are

\[
\hat{H}_{p,1} = X_{p}^{-1}R_{p,1}, \quad \hat{H}_{p,2} = X_{p}^{-1}R_{p,2}.
\]  

(49)

The second step uses DFT-based interpolation to compute the channel gains at the data subcarriers. This is accomplished by first computing the \(N_p\)-point inverse DFT of the pilot subcarrier channel gains:

\[
g_{1,1} = \text{IDFT}(\hat{H}_{p,1}), \quad g_{1,2} = \text{IDFT}(\hat{H}_{p,2}).
\]  

(50)

Next, \(g_{1,1}\) and \(g_{1,2}\) are zero-padded \((N - N_p)\) zeros are appended to the end) to produce

\[
g_1 = \begin{bmatrix} g_{1,1} \\ 0_{(N-N_p)x1} \end{bmatrix}, \quad g_2 = \begin{bmatrix} g_{1,2} \\ 0_{(N-N_p)x1} \end{bmatrix}
\]  

(51)

where \(0_{(N-N_p)x1}\) is the \((N - N_p)\times 1\) vector of zeros. Finally, the channel gains at all subcarriers are given by the length-\(N\) DFT of \(g_1\) and \(g_2\):

\[
\hat{H}_1 = \text{DFT}(g_1), \quad \hat{H}_2 = \text{DFT}(g_2)
\]  

(52)

where

\[
\hat{H}_1 = \begin{bmatrix} \hat{H}_1[0] \\ \vdots \\ \hat{H}_1[N-1] \end{bmatrix}, \quad \hat{H}_2 = \begin{bmatrix} \hat{H}_2[0] \\ \vdots \\ \hat{H}_2[N-1] \end{bmatrix}
\]  

(53)

The zero-padded DFT is used to perform interpolation. The computational efficiency of the FFT (to compute the DFT) makes this a computationally efficient channel estimator.

**APPENDIX C**

**DETECTORS WITH THE ESTIMATED CHANNELS**

**MLC+FDE:** The equalizer in MLC+FDE operates on the combiner output

\[
y_{\text{MLC}}^{(\text{est})}[k] = \hat{H}^*_1[k]R_1[k] + \hat{H}^*_2[k]R_2[k]
\]  

(54)

for \(k = 0, \ldots, N - 1\). Using (4) and (5), \(y_{\text{MLC}}^{(\text{est})}[k]\) may be expressed as

\[
y_{\text{MLC}}^{(\text{est})}[k] = \left(\hat{H}^*_1[k]H_1[k] + \hat{H}^*_2[k]H_2[k]\right)I_k
\]  

(55)

The equalizer operates on the equivalent channel

\[
y_{\text{MLC}}^{(\text{est})}[k] = \hat{H}^*_1[k]H_1[k] + \hat{H}^*_2[k]H_2[k]
\]  

(56)

but is designed to operate on the channel

\[
y_{\text{MLC}}^{(\text{est})}[k] = |\hat{H}_1[k]|^2 + |\hat{H}_2[k]|^2.
\]  

(57)

**MRC:** The MRC detector operates on the combiner output

\[
y_{\text{MRC}}^{(\text{est})}[k] = \frac{\hat{H}^*_1[k]R_1[k]}{|\hat{H}_1[k]|^2 + |\hat{H}_2[k]|^2} + \frac{\hat{H}^*_2[k]R_2[k]}{|\hat{H}_1[k]|^2 + |\hat{H}_2[k]|^2}
\]  

(58)

for \(k = 0, \ldots, N - 1\). Using (4) and (5), \(y_{\text{MRC}}^{(\text{est})}[k]\) may be expressed as

\[
y_{\text{MRC}}^{(\text{est})}[k] = \frac{\hat{H}^*_1[k]H_1[k] + \hat{H}^*_2[k]H_2[k]}{|\hat{H}_1[k]|^2 + |\hat{H}_2[k]|^2}
\]  

(59)

The detector assumes

\[
\frac{\hat{H}^*_1[k]H_1[k] + \hat{H}^*_2[k]H_2[k]}{|\hat{H}_1[k]|^2 + |\hat{H}_2[k]|^2} \approx 1.
\]  

(60)

**EGC+FDE:** The equalizer in EGC+FDE operates on the combiner output

\[
y_{\text{EGC}}^{(\text{est})}[k] = \frac{1}{2}e^{-j\phi_1(k)}R_1[k] + \frac{1}{2}e^{-j\phi_2(k)}R_2[k]
\]  

(61)

for \(k = 0, \ldots, N - 1\). Using (4) and (5), \(y_{\text{EGC}}^{(\text{est})}[k]\) may be expressed as

\[
y_{\text{EGC}}^{(\text{est})}[k] = \frac{1}{2}|H_1[k]|e^j\left(\phi_1(k) - \phi_1(k)\right)I_k
\]  

(62)

The equalizer operates on the equivalent channel

\[
y_{\text{EGC}}^{(\text{est})}[k] = \frac{1}{2}|H_1[k]|e^j\left(\phi_1(k) - \phi_1(k)\right)
\]  

(63)

but is designed to operate on the channel

\[
y_{\text{EGC}}^{(\text{eq})}[k] = \frac{1}{2}|H_1[k]| + \frac{1}{2}|H_2[k]|.
\]  

(64)

**SC+FDE:** The equalizer in SC+FDE operates on the combiner output

\[
y_{\text{SC}}^{(\text{est})}[k] = \hat{\beta}_1[k]R_1[k] + \hat{\beta}_2[k]R_2[k]
\]  

(65)

where

\[
\hat{\beta}_1[k] = \begin{cases} 1 & |\hat{H}_1[k]|^2 > |\hat{H}_2[k]|^2 \\ 0 & \text{otherwise} \end{cases}
\]  

(66)

and \(\hat{\beta}_2[k]\) is the complement of \(\hat{\beta}_1[k]\) for \(k = 0, \ldots, N - 1\). The equalizer operates on the equivalent channel

\[
y_{\text{SC}}^{(\text{est})}[k] = \begin{cases} H_1[k] & |\hat{H}_1[k]|^2 > |\hat{H}_2[k]|^2 \\ H_2[k] & \text{otherwise} \end{cases}
\]  

(67)

but is designed to operate on the channel

\[
y_{\text{SC}}^{(\text{eq})}[k] = \begin{cases} H_1[k] & |\hat{H}_1[k]|^2 > |\hat{H}_2[k]|^2 \\ H_2[k] & \text{otherwise} \end{cases}
\]  

(68)
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