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Abstract

We study the time-domain acoustic wave propagation in the presence of a micro-bubble. This micro-bubble is characterized by a mass density and bulk modulus which are both very small as compared to the ones of the uniform and homogeneous background medium. The goal is to estimate the amount of pressure that is created very near (at a distance proportional to the radius of the bubble) to the bubble. We show that, at that small distance, the dominating field is reminiscent to the wave created by a point-like obstacle modeled formally by a Dirac-like heterogeneity with support at the location of the bubble and the contrast between the bubble and background material as the scattering coefficient. As a conclusion, we can tune the bubbles material properties so that the pressure near it reaches a desired amount. Such design might be useful in the purpose of acoustic cavitation where one needs enough, but not too much, pressure to eliminate unwanted anomalies. The mathematical analysis is done using time-domain integral equations and asymptotic analysis techniques. A well known feature here is that the contrasting scales between the bubble and the background generate resonances (mainly the Minnaert one) in the time-harmonic regime. Such critical scales, and the generated resonances, are also reflected in the time-domain estimation of the acoustic wave. In particular, reaching the desired amount of pressure near the location of the bubble is possible only with such resonating bubbles.
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1 Motivation and Results

When micro-bubbles are subject to an ultrasonic field, in liquids, they start to grow and at high frequencies they can even collapse. Such a phenomenon is known as the acoustic cavitation. During the collapsing phase, the pressure (and eventually the temperature) will rise in the surrounding liquid. This phenomenon of growth and collapse from low to high amplitude of incident acoustic field is a non-linear behaviour which is modelled by the Rayleigh-Plesset mathematical model, or more generally the Keller-Miksis model which describes the evolution, or dynamics, of the radius of the spherical bubble, see [4, 25]. The mathematical model describing the dynamics of non-spherical bubbles is described in [5, 6]. In the current work, we are interested in quantifying the amount of pressure that can be created around the micro-bubbles, of general shapes, when they are excited by incident acoustic with low to moderate amplitude. In such regimes, the change of size of the bubbles can be neglected and the propagation of the generated pressure can be modelled by the following linearized acoustic problem, see [5, 6],

\[
\begin{align*}
\frac{k^{-1}(x) u_{tt} - \text{div} \rho^{-1}(x) \nabla u}{\text{in } \mathbb{R}^3 \setminus \partial \Omega} &= 0, \\
\left. u \right|_+ &= \left. u \right|_-, \\
\rho_m^{-1} \partial_n u |_+ &= \rho_c^{-1} \partial_n u |_- \quad \text{on } \partial \Omega, \\
\left. u(x, 0) = u_t(x, 0) = 0 \right| \quad \text{for } x \in \mathbb{R}^3,
\end{align*}
\]

(1.1)

where \( \rho = \rho_c \chi_{\Omega} + \rho_m \chi_{\mathbb{R}^3 \setminus \overline{\Omega}} \) is the mass density and \( k = k_c \chi_{\Omega} + k_m \chi_{\mathbb{R}^3 \setminus \overline{\Omega}} \) is the bulk modulus of the bubble and acoustic medium respectively. Moreover, \( \partial_n \) denotes the outward normal vector and we use the notation \( \partial_n u |_\pm(x, t) = \lim_{h \to 0} \nabla u(x \pm h \nu(x, t)) \cdot \nu(x, t) \), indicating \( \partial_n u |_\pm(x, t) = \lim_{h \to 0} \nabla u(x \pm h \nu(x, t)) \cdot \nu(x, t) \), where \( \nu \) being the outward normal vector to \( \partial \Omega \).
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Our goal is to estimate the amount of pressure, \( u \), that is created very near (at a distance proportional to the radius of the bubble) to the bubble. The motivation of this study comes from the proposed therapy modality using bubbles, see for instance \([9, 10]\). Another motivation comes from the drugs delivery using bubbles as vehicles. The main principle in such modality is that after injecting the bubbles near to the target to be cured, one applies ultrasound waves, as incident pressures, so that the bubbles will be compressed, and eventually collapses, which can result in vascular occlusion (or tissue destruction), see \([9, 10]\). Such modalities which aimed to be non-invasive therapies use very high ultrasound intensity which might have undesirable effects for the surroundings. However, reducing the intensity of the ultrasound should be compensated so that the desired high pressure could be reached locally near the bubbles. To achieve this goal, we analyse qualitatively and quantitatively the dependence of the generated pressure, near the injected bubble, in terms of the acoustic properties as well as the geometry of the bubbles coupled with acoustic properties of the background where the bubbles is injected. Such analysis might help tuning these parameters (i.e. geometry/acoustic properties of the bubble) to reach a desired pressure locally near the bubble.

To describe correctly the scales needed in the mathematical analysis, we assume the bubble to be of the form \( \Omega = \delta B + z \), with a bounded \( C^2 \)-regular domain \( B \) in \( \mathbb{R}^3 \) which is centred at origin, where \( \delta \) denotes its maximum radius and \( z \) represents the position. The coefficients \( \rho \) and \( k \) are also assumed to be piece-wise constants, with one constant outside \( \Omega \), i.e.

\[
\rho(x) \equiv \rho_m, \quad k(x) \equiv k_m \quad \text{outside of the bounded domain } \Omega. \quad (1.2)
\]

and other constants \( \rho_c \) and \( k_c \) in \( \Omega \) satisfying the following scaling properties

\[
\rho_c = \rho \delta^2, \quad k_c = k \delta^2 \quad \text{and } \frac{\rho_c}{k_c} \sim 1 \text{ as } \delta \ll 1. \quad (1.3)
\]

These scales mean that one should design the bubble so that its size and the type of materials (as its mass density and bulk modulus) should be linked via \((1.3)\) and compared to the background via \((1.2)\).

We consider acoustic incident waves of the form of causal point-sources

\[
u^i(x, t, x_0) := \frac{\lambda(t - c_0^{-1}|x - x_0|)}{|x - x_0|}, \quad (1.4)
\]

where \( x_0 \) is a source point located away from the micro-bubble \( \Omega \) and \( \lambda \) is a smooth function having support in the half line \((0, +\infty)\). We also denote by \( c_0 = \sqrt{\frac{\rho_m}{k_m}} \) the constant wave speed in \( \mathbb{R}^3 \setminus \overline{\Omega} \). Other types of incident acoustic waves could be used as well.

We now state the main result of this work.

**Theorem 1.1.** Assume that \( B \) is a bounded and \( C^2 \)-regular domain in \( \mathbb{R}^3 \) and the two coefficients \( \rho \) and \( k \) satisfy the conditions \((1.2)\) and \((1.3)\). In addition, we assume that \( \lambda : \mathbb{R} \to \mathbb{R} \) is a causal function and of class \( C^0(\mathbb{R}) \).\(^1\) Let \( u := u^i + u^s \) be the solution of the hyperbolic problem \((1.1)\). Let us consider \( x \in \mathbb{R}^3 \setminus \overline{\Omega} \) such that \( \text{dist}(x, \Omega) \sim \delta^i \) and therefore, \(|x - z| \sim \delta + \delta^i \) where \( \epsilon \in [0, 1] \). Then we have the following approximation of \( u^s \)

\[
u^s(x, t) = \frac{\omega_M \rho_m |B|}{4\pi k_m} \delta \frac{1}{|\Omega|} \int_{\partial \Omega} \frac{1}{|x - y|} d\sigma_y \int_0^{t-c_0^{-1}|x-z|} \sin \left( \omega_M(t - c_0^{-1}|x - z| - \tau) \right) u_{1x}(z, \tau) d\tau + \mathcal{O}(\delta^{2-i}), \quad (1.5)
\]

where \( \omega_M := \sqrt{\frac{2k}{\rho_m \omega_B}} \) and \( \Lambda_{1B} := \frac{1}{|\partial B|} \int_{\partial B} \frac{(x - y) \cdot \nu}{|x - y|} d\sigma_x d\sigma_y \).

The dominant part in \((1.5)\) is reminiscent the wave field generated by a point-like obstacle, in the time harmonic regime, supported on the location \( z \) of the bubble with a scattering coefficient given by \( \frac{\omega_M \rho_m |B|}{4\pi k_m} \delta \). This is formally the solution for the acoustic wave problem with a singular potential (or speed of propagation), of Dirac type, supported on the point \( z \). The constant \( \omega_M \) is the Minnaert frequency that is known in the wave propagation in the presence of bubble in the time-harmonic regime, see \([3, 11]\). Actually, if we take the formal Fourier transform of the dominant term in \((1.5)\), then we end-up with the dominant term of the acoustic wave in the harmonic regime (see \([3, 11]\)).

Assume for simplicity, here, that \( \Omega \) is a sphere (of center \( z \) and radius \( \delta \)). Then we can show that the function \( x \to Q(x) := \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \frac{1}{|x - y|} d\sigma_y \) has the following behavior \( Q(x) = |x - z|^{-1} \) for \( x \in \mathbb{R}^3 \setminus \Omega \) and \( Q(x) = \delta^{-1} \) for

\(^1\)This required order of regularity is explained in Remark 2.1.
Let us now analyse more closely the form of the time dependent term appearing in the dominant term (1.5). Using integration by parts and the zero initial conditions satisfied by \( u^i \), we show that
\[
\int_0^1 \sin \left( \omega_M(t - c_0^{-1}|x-z| - \tau) \right) u^i_{tt}(z, \tau) d\tau = \omega_M^2 \int_0^1 \sin \left( \omega_M(t - c_0^{-1}|x-z| - \tau) \right) u^i(z, \tau) d\tau - \omega_M u^i(t - c_0^{-1}|x-z|).
\]

With this decomposition, we see that the dominant part in (1.5) decomposes into two reflected waves:
\[
U_1(x, t) := \frac{\omega_M^2 \rho_m |B|}{4\pi k_c} \delta \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \frac{1}{|x-y|} d\sigma_y u^i(t - c_0^{-1}|x-z|),
\]
which we call the primary reflected wave, and
\[
U_2(x, t) := \frac{\omega_M^3 \rho_m |B|}{4\pi k_c} \delta \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \frac{1}{|x-y|} d\sigma_y \int_0^1 \sin \left( \omega_M(t - c_0^{-1}|x-z| - \tau) \right) u^i(z, \tau) d\tau
\]
which we call the secondary reflected wave.

1. The primary reflected wave is nothing but the incident wave time-shifted, with \( c_0^{-1}|x-z| \), and 'amplified' with the amplitude \( \frac{\omega_M^2 \rho_m |B|}{4\pi k_c} \delta \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \frac{1}{|x-y|} d\sigma_y = \frac{|B|}{A_{BB}} \frac{\delta}{2\pi |\partial \Omega|} \int_{\partial \Omega} \frac{1}{|x-y|} d\sigma_y \sim \frac{|B|}{A_{BB}} \delta^{-q} \) for \( x \in \mathbb{R}^3 \setminus \Omega \) with \( \text{dist}(x, \Omega) = \delta^q \). Therefore, this term can be amplified until an order limited by the volume/area ratio \( \frac{|B|}{A_{BB}} \). It is reasonable to think that the maximum ratio will be reached for a sphere-shaped bubble.

2. The secondary reflected wave appears as a resonant (i.e. oscillating) field. The multiplying coefficient, that we call its amplitude, \( \frac{\omega_M^3 \rho_m |B|}{4\pi k_c} \delta \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \frac{1}{|x-y|} d\sigma_y \) has the form \( \omega_M \frac{|B|}{A_{BB}} \delta^{-q} \) for \( x \in \mathbb{R}^3 \setminus \Omega \) with \( \text{dist}(x, \Omega) = \delta^q \). As \( \omega_M^q \) is proportional to the scaled bulk modulus of the bubble, i.e. \( k_c \), therefore this amplitude can be increased by choosing the bubble with smaller bulk modulus \( k_c \) (and not limited by the ratio \( \frac{|B|}{A_{BB}} \)).

To see better understanding of the behavior of this 'oscillating' field, we consider the extreme case where the incident field \( u^i \) is given by a wavefront \( u^i(y, t) := \frac{\delta(t - c_0^{-1}|y-x_0|)}{|y-x_0|} \). In this case, we have
\[
U_2(x, t) := \frac{\omega_M^3 \rho_m |B|}{4\pi k_c} \delta \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \frac{1}{|x-y|} d\sigma_y \sin \left( \omega_M(t - c_0^{-1}|x-z| - c_0^{-1}|x-x_0|) \right) .
\]
This expression says, in particular, that there are times \( t \) when the sinus term reaches its maximum value 1. Therefore, choosing properly the scaled bulk/size of the injected bubble would produce a desired pressure at any point \( x \) near the bubble, and at certain times.
To derive the asymptotic expansion in (1.5), we use time-domain integral equation methods. The analysis is based on the time-domain Lippmann-Schwinger equation. To characterize the dominating term, we reduce the computations to the stationary case where, due to the used scales of the bubble’s mass density and bulk modulus, we retrieve the resonant behavior of the reflect field in the lines of [11]. A key point in the analysis, which is the main difficult part, is the derivation of a priori estimates to control the correcting and the remaining terms. To derive these estimates, we use the approach by Lubich, see [18], to reduce the estimates to the Laplace domain, with the Laplace variable away from the real line and control the estimates in terms of this Laplace variable in appropriate weighed spaces. In the Laplace domain, we study the invertibility of the Lippmann-Schwinger operator using carefully (spectral) properties of the Newtonian as well as Magnetization type operators. The control of these estimates in terms of both the spacial-scales of the bubble properties (in terms of size, mass density and bulk modulus) and the Laplace variable in the weighed spaces is quite involved. This approach has been already used in [24] where we needed to estimate ‘only’ the invertibility properties of the single layer operator. In the present work, we need to handle the full Lippmann-Schwinger operator which involves both the Newtonian and Magnetization type operators.

The remaining part of the manuscript is divided into three sections. In Section 2, we give the detailed proof of Theorem 1.1 using some claimed a priori estimates. These estimates are proved in Section 3. In Section 4, as an appendix, we provide a few technical estimates that were used in Section 2 and Section 3.

In this manuscript, we use the notation ‘≲’ to denote ‘≤’ with its right-hand side multiplied by a generic positive constant.

2 Proof of Theorem 1.1

In this section, we provide the asymptotic behaviour of the acoustic pressure field \( u(x, t) \) to the solution of (1.1) as \( \delta \ll 1 \) for \( (x, t) \in \mathbb{R}^3 \setminus \overline{\Omega} \times (0, T) \).

2.1 Function Spaces

We start this section by introducing the appropriate Sobolev spaces used in the analysis to derive the needed a priori estimates. For details on those spaces, we refer to [7, 14, 15, 18, 23]. To begin, we set

\[
H^r_0(0, T) := \left\{ g|_{(0, T)} : g \in H^r(\mathbb{R}) \text{ with } g \equiv 0 \text{ in } (-\infty, 0) \right\}, \quad r \in \mathbb{R}.
\]

We then denote \( \mathcal{D}(\mathbb{R}, \mathbb{X}) \) as the corresponding space of smooth and compactly supported function with images in the Hilbert space \( \mathbb{X} \). Accordingly, we define \( \mathcal{D}'(\mathbb{R}, \mathbb{X}) \) as the \( \mathbb{X} \)-valued distributions on \( \mathbb{R} \) that vanishes as \( t < 0 \) and tempered distributions are defined as \( \mathcal{S}'(\mathbb{R}, \mathbb{X}) \).

Afterwards, we define the following function space

\[
H^r_0,\sigma(0, T; \mathbb{X}) := \left\{ f \in \mathcal{L}'(\mathbb{R}, \mathbb{X}) : e^{-\sigma t} f \in \mathcal{S}'(\mathbb{R}, \mathbb{X}) \quad \text{for some } \sigma > 0 \right\},
\]

with the following norm

\[
H^r_0,\sigma(0, T; \mathbb{X}) := \left( \int_0^T e^{-2\sigma t} \left[ \frac{\| f \|_{\mathcal{L}(\mathbb{X})}^2}{\mathbb{T}} + \sum_{k=1}^\infty \mathbb{T}_{2k} \| \partial_x^k f \|_{\mathcal{L}(\mathbb{X})}^2 \right] dt \right)^{\frac{1}{2}}. \tag{2.1}
\]

As a next step, we state an equivalent norm for \( u \in H^s(\partial \Omega) \) according to the Slobodeckij norm for \( s \in (0, 1) \), [13, pp. 20].

\[
\| f \|_{H^s(\partial \Omega)} := \| f \|_{H^{s/2}(\partial \Omega)}^2 + \int_{\partial \Omega} \int_{\partial \Omega} \frac{|f(x) - f(y)|^2}{|x - y|^{2s+2}} d\sigma_x d\sigma_y, \tag{2.2}
\]

and we define the following dual norm for \( \varphi \in H^{-\frac{1}{2}}(\partial \Omega) \)

\[
\| \varphi \|_{H^{-\frac{1}{2}}(\partial \Omega)} = \sup_{0 \neq f \in H^{\frac{1}{2}}(\partial \Omega)} \frac{|(\varphi, f)_{\partial \Omega}|}{\| f \|_{H^{\frac{1}{2}}(\partial \Omega)}}, \tag{2.3}
\]

where

\[
\varphi, f \in H^{\frac{1}{2}}(\partial \Omega)
\]
where $\langle \cdot, \cdot \rangle_{\partial \Omega}$ denotes the duality pairing between $H^\frac{1}{2}(\partial \Omega)$ and $H^{-\frac{1}{2}}(\partial \Omega)$. Let us also denote
\[
H^\frac{1}{2}_0(\partial \Omega) := \{ f \in H^{-\frac{1}{2}}(\partial \Omega) : \int_{\partial \Omega} f(x) \, d\sigma_x = 0 \} \quad \text{and analogously we define } H^{-\frac{1}{2}}_0(\partial \Omega).
\] (2.4)

In our analysis, we require several function spaces, which we denote using blackboard bold font to represent vector fields within $\mathbb{R}^3$. We first introduce the following function spaces
\[
\mathbb{H}(\text{div}, \Omega) := \{ f \in (L^2(\Omega))^3 : \text{div} f \in L^2(\Omega) \} \quad \text{and } \mathbb{H}(\text{curl}, \Omega) := \{ f \in (L^2(\Omega))^3 : \text{curl} f \in (L^2(\Omega))^3 \}.
\]

We then consider the space of divergence-free as well as the space of irrotational vector fields
\[
\mathbb{H}(\text{div} 0, \Omega) := \{ f \in \mathbb{H}(\text{div}, \Omega) : \text{div} f = 0 \} \quad \text{and } \mathbb{H}(\text{curl} 0, \Omega) := \{ f \in \mathbb{H}(\text{curl}, \Omega) : \text{curl} f = 0 \},
\]

and their sub-spaces
\[
\mathbb{H}_0(\text{div} 0, \Omega) := \{ f \in \mathbb{H}(\text{div} 0, \Omega) : \nu \cdot f = 0 \text{ on } \partial \Omega \} \quad \text{and } \mathbb{H}_0(\text{curl} 0, \Omega) := \{ f \in \mathbb{H}(\text{curl} 0, \Omega) : \nu \times f = 0 \text{ on } \partial \Omega \},
\]

respectively. We also use the grad-harmonic sub-space
\[
\nabla \mathbb{H}_{\text{arm}} := \{ u \in (L^2(\Omega))^3 : \exists \varphi \text{ s.t. } u = \nabla \varphi, \varphi \in H^1(\Omega) \text{ and } \Delta \varphi = 0 \}.
\]

Throughout this paper, we use the notation $\mathcal{L}(X;Z)$ to refer to the set of linear bounded operators, defined from $X$ to $Z$. Additionally, we define $\mathcal{L}(X)$ to be the same as $\mathcal{L}(X;X)$. Furthermore, we use the standard Sobolev space of order $s$ on $\Omega$, which we denote as $H^s(\Omega)$. Let us finally mention that the operators we employ are defined using a bold symbol.

### 2.2 Asymptotic Expansion of the Acoustic Pressure Field

As the incident wave $u^i$ satisfies
\[
k_{m-1}^i u_{tti} - \nabla \cdot \rho_{m-1}^i \nabla u^i = 0 \quad \text{in } \mathbb{R}^3 \setminus \{ x_0 \} \times (0, T), \text{ with } x_0 \in \mathbb{R}^3 \setminus \overline{\Omega},
\] (2.5)

then the scattered wave $u^s$ satisfies
\[
k^{-1} u_{tt}^s - \text{div} \rho^{-1} \nabla u^s = (k_{m-1}^i - k^{-1}) u_{tti} - \text{div}(\rho_{m-1}^i - \rho^{-1}) \nabla u^i, \quad \text{in } \mathbb{R}^3 \times (0, T),
\] (2.6)

with zero initial condition. We denote $F(x,t) := (k_{m-1}^i - k^{-1}) u_{tti} - \text{div}(\rho_{m-1}^i - \rho^{-1}) \nabla u^i$. The following Lemma states the well-posedness and same regularity properties of (2.6) (or (1.1)).

**Lemma 2.1.** Let $F$ belongs to $H^{\frac{1}{2}}_0(0,T; H^{-1}(\mathbb{R}^3))$ that is supported in the region $\Omega \times (0,T)$ and $r \in \mathbb{N}$. There exists a unique solution $u := u^i + u^s$, such that $u^s$ belongs to $H^r_0(0,T; H^1(\mathbb{R}^3))$ for the problem (1.1).

**Proof.** See Section 4.1. □

The well-posedness of (1.1), seen as a transmission problem is studied in [20]. In Lemma 2.1, we also derive the regularity-in-time properties that are needed in our subsequent analysis, see Remark 2.1.

**Remark 2.1.** Assuming that $\lambda \in C^0(\mathbb{R})$ and has its support in the positive real line, then by choosing $r = 8$, it follows that $F \in H^r_{0,\sigma}(0,T; H^{-1}(\mathbb{R}^3))$. As a result, $u^s \in H^r_{0,\sigma}(0,T; H^1(\mathbb{R}^3))$ and then in $C^7(0,T; H^1(\mathbb{R}^3))$.

Additionally, we have the equation $\nabla \rho^{-1} \nabla u^s = F - k^{-1} u_{tti}^i$, where the right hand side belongs to $H^r_{0,\sigma}(0,T; L^2(\Omega))$. This implies that $\rho^{-1} \nabla u^s \in H^r_{0,\sigma}(0,T; L^2(\Omega))$. Hence, $\partial_{tt} u^s$ is in $H^r_{0,\sigma}(0,T; H^{-\frac{1}{2}}(\partial \Omega))$ and eventually, $\partial_{tt} u^s \in C^5(0,T; H^{-\frac{1}{2}}(\partial \Omega))$. These regularity properties of $u^s$ and $\partial_{tt} u^s$ are used in the following asymptotic analysis.

The scattered wave $u^s$ satisfies the following
\[
k_{m-1}^i u_{tti}^s - \text{div} \rho_{m-1}^i \nabla u^s = k_{m-1}^i u_{tti} - \text{div} \rho_{m-1}^i \nabla u = k_{m-1}^i (u_{tti} - k^{-1}(x) u_{tti} - k^{-1}(x) u_{tti} - \text{div} \rho_{m-1}^i \nabla u + \text{div} \rho^{-1}(x) \nabla u - \text{div} \rho^{-1}(x) \nabla u = (k_{m-1}^i - k^{-1}(x)) u_{tti} - \text{div}(\rho_{m-1}^i - \rho^{-1}(x)) \nabla u^i, \quad \text{in } \mathbb{R}^3 \times (0, T).
\] (2.7)
We set \( c := \sqrt{\frac{k}{\rho}} \) as bulk modulus and mass density may generate a different propagation speed of the pressure field inside and outside of the bubble \( \Omega \). Then we consider that the background velocity given by \( c_0 = \sqrt{\frac{k_m}{\rho_m}} \) and we denote the unperturbed Green function of the background medium satisfying the wave equation (2.5) by

\[
G(x, t) = \frac{\delta_0(t - c_0^{-1}|x|)}{4\pi|x|} \quad \text{in } \mathbb{R}^3 \times \mathbb{R},
\]

(2.8)

where \( \delta_0 \) is the Dirac delta distribution and \( G \) is known as the fundamental solution of the wave equation. Let \( u^i \) be the solution of \( \frac{\partial c_0^{-1}}{\partial x} \Delta u^i = f \), in \( \mathbb{R}^3 \) with \( u^i(x, 0) = u^i_0(x, 0) = 0 \), where \( f \in H^{0, \sigma}_0(0, T; H^{-1}(\mathbb{R}^3)) \) has a compact support. Then we have

\[
u^i = \mathbf{V}_{\Omega} [f](x, t) := \int_{\mathbb{R}} \int_{\Omega} G(x - y, t - \tau)f(y, \tau)d\tau dy, \quad \text{for, } (x, t) \in \mathbb{R}^3 \times \mathbb{R},
\]

(2.9)

and it lies in \( H^{0, \sigma}_0(0, T; H^1(\mathbb{R}^3)) \).

Therefore, we deduce the following Lippmann-Schwinger equation for (2.7)

\[
u + (k_c^{-1} - k_m^{-1}) \int_{\mathbb{R}} \int_{\Omega} \frac{\rho_m}{\rho_c} \frac{\rho_c}{\rho_m} u_{tt}(x, t - \tau)u dy d\tau - (\rho_c^{-1} - \rho_m^{-1}) \text{div} \int_{\mathbb{R}} \int_{\Omega} G(x - y, t - \tau)\nabla u dy d\tau = u^i.
\]

(2.10)

Let us now denote \( \beta := k_c^{-1} - k_m^{-1} \) and \( \alpha := \rho_c^{-1} - \rho_m^{-1} \). Here we introduce the basic concepts of acoustic layer potentials in the time domain and how they can be used to represent the solution of the problem given by (2.7) and with zero initial conditions.

We start by rewriting the volume integral equation (2.10) using retarded potentials and integration by parts as follows:

\[
u + \gamma \int_{\Omega} \frac{\rho_m}{\rho_c} u_{tt}(y, t - c_0^{-1}|x - y|)dy + \alpha \int_{\partial \Omega} \frac{\rho_m}{\rho_c} \frac{\rho_c}{\rho_m} \partial_\nu u(y, t - c_0^{-1}|x - y|)d\sigma_y = u^i,
\]

(2.11)

where we denote by \( \gamma := \beta - \alpha \frac{\rho_m}{\rho_c} \).

For \( x \) outside \( \Omega \) we rewrite (2.11) as

\[
u^i(x, t) = -\gamma \int_{\Omega} \frac{\rho_m}{\rho_c} u_{tt}(y, t - c_0^{-1}|x - y|)dy - \alpha \int_{\partial \Omega} \frac{\rho_m}{\rho_c} \frac{\rho_c}{\rho_m} \partial_\nu u(y, t - c_0^{-1}|x - y|)d\sigma_y
\]

\[
= \frac{\rho_m}{\rho_c} \frac{\rho_c}{\rho_m} \int_{\Omega} u_{tt}(y, t - c_0^{-1}|x - y|)dy + \gamma \int_{\Omega} u_{tt}(y, t - c_0^{-1}|x - z|)\left(\frac{1}{|x - y|} - \frac{1}{|x - z|}\right)dy
\]

\[-\gamma \int_{\Omega} \frac{\rho_m}{\rho_c} u_{tt}(y, t - c_0^{-1}|x - z|) - u_{tt}(y, t - c_0^{-1}|x - y|)\left(\frac{1}{|x - y|} - \frac{1}{|x - z|}\right)dy + \alpha \int_{\partial \Omega} \frac{1}{|x - y|} \int_{\partial \Omega} \frac{1}{|x - y|} \partial_\nu u(y, t - c_0^{-1}|x - y|)d\sigma_y
\]

\[+ \alpha \int_{\partial \Omega} \left(\frac{1}{|x - y|} - \frac{1}{|x - z|}\right) \partial_{\nu} u(y, t - c_0^{-1}|x - y|)d\sigma_y.
\]

(2.12)

Given that \( z \in \Omega \) and \( x \in \mathbb{R}^3 \setminus \overline{\Omega} \), we estimate using Taylor’s series expansion

\[
u_{tt}(y, t - c_0^{-1}|x - y|) - u_{tt}(y, t - c_0^{-1}|x - z|) = c_0^{-1}(y - z)\nabla|x - z|^* \partial_{\nu}^3 u(y, t_0^*),
\]

(2.13)

and

\[
\frac{1}{|x - y|} - \frac{1}{|x - z|} = (y - z)\nabla\frac{1}{|x - z|^*},
\]

(2.14)

where, \( t_0^* \in (t - c_0^{-1}|x - y|, t - c_0^{-1}|x - z|) \) and \( z^* \in \Omega \).
Then, using the approximations (2.13) and (2.14) in (2.12) we obtain
\[
 u^a(x, t) = -\frac{\rho_m}{4\pi} \left[ \frac{\gamma}{|x-z|} \int_{\Omega} u_{tt}(y, t - c_0^{-1}|x-z|)dy + \gamma \nabla \frac{1}{|x-z|^2} \int_{\Omega} u_{tt}(y, t - c_0^{-1}|x-z|)(y-z)dy 
 - \frac{\gamma}{|x-z|} \int_{\Omega} c_0^{-1}(y-z)\nabla|x-z|^2\partial_t^2 u(y, t_0^*)dy - \gamma \nabla \frac{1}{|x-z|^2} \int_{\Omega} c_0^{-1}(y-z)\nabla|x-z|^2\partial_t^2 u(y, t_0^*)dy 
 + \alpha \rho \frac{1}{|x-y|} \int_{\partial\Omega} \partial_{\nu} u(y, t - c_0^{-1}|x-y|)d\sigma_y \right] + \alpha \int_{\partial\Omega} \left( \frac{1}{|x-y|} - \frac{1}{|x-y|} \right) \partial_{\nu} u(y, t - c_0^{-1}|x-y|)d\sigma_y. \tag{2.15}
\]

We now perform the subsequent computations. First,
\[
\left| \frac{\gamma \rho_m}{4\pi|x-z|} \int_{\Omega} u_{tt}(y, t - c_0^{-1}|x-z|)dy \right| \lesssim |x-z|^{-1}\delta^2 \|\partial_t^2 u(\cdot, t)\|_{L^2(\Omega)}.
\] (2.16)

We then approximate the following term.
\[
\left| \frac{\gamma \rho_m}{4\pi} \nabla \frac{1}{|x-z|^2} \int_{\Omega} u_{tt}(y, t - c_0^{-1}|x-z|)(y-z)dy \right| \lesssim |x-z|^{-1}\delta^2 \|\partial_t^2 u(\cdot, t)\|_{L^2(\Omega)} = O\left(\delta^2 |x-z|^{-2} \|\partial_t^2 u(\cdot, t)\|_{L^2(\Omega)}\right). \tag{2.17}
\]

Further, we have
\[
= \left| c_0^{-1} \frac{\gamma \rho_m}{4\pi|x-z|^2} \nabla|x-z|^2 \int_{\Omega} (y-z)\partial_t^2 u(y, t_0^*)dy + c_0^{-1} \frac{\gamma \rho_m}{4\pi} \nabla|x-z|^2 \int_{\Omega} (y-z)^2\partial_t^2 u(y, t_0^*)dy \right|
\lesssim \frac{\gamma \rho_m}{4\pi} \left[ \left| \nabla|x-z|^2 \right| \|\cdot-z\|_{L^2(\Omega)} \|\partial_t^2 u(\cdot, t^*_0)\|_{L^2(\Omega)} + \left| \nabla|x-z|^2 \right| \|\cdot-z\|_{L^2(\Omega)} \|\partial_t^2 u(\cdot, t^*_0)\|_{L^2(\Omega)} \right]
= O\left(\delta^2 |x-z|^{-1} \|\partial_t^2 u(\cdot, t^*_0)\|_{L^2(\Omega)}\right). \tag{2.18}
\]

Using (2.16), (2.17), and (2.18) in (2.15), we obtain for \( x \in \mathbb{R}^3 \setminus \overline{\Omega} \) such that \( \text{dist}(x, \Omega) \sim \delta^q \) (and then \( |x-z| \sim \delta + \delta^q \)), where \( q \in [0, 1] \),
\[
 u^a(x, t) = \frac{\alpha \rho_m}{4\pi} \left( \frac{1}{|x-y|} \int_{\partial\Omega} \partial_{\nu} u(y, t - c_0^{-1}|x-y|)d\sigma_y \right)
 - \frac{\alpha \rho_m}{4\pi} \left( \frac{1}{|x-y|} - \frac{1}{|x-y|} \right) \partial_{\nu} u(y, t - c_0^{-1}|x-y|)d\sigma_y + O\left(\delta^2 |x-z|^{-2} \|\partial_t^2 u(\cdot, t)\|_{L^2(\Omega)}\right)
 + O\left(\delta^2 |x-z|^{-1} \|\partial_t^2 u(\cdot, t)\|_{L^2(\Omega)}\right).
\] (2.19)

We state the following two Propositions that will be useful to estimate the reminder part of the previous expression.

**Proposition 2.1.** For \( u = u^1 + u^a \) as the solution of (1.1) we have the following estimates
\[
\|\partial_t^k u(\cdot, t)\|_{L^2(\Omega)} \lesssim \delta^2, \quad t \in [0, T], \quad k = 0, 1, \ldots. \tag{2.20}
\]

*Proof.* See Section 3 for the proof. \qed

and

**Proposition 2.2.** We have the following estimate
\[
\|\partial_t^k \partial_{\nu} u(\cdot, t)\|_{H^{-\frac{k}{2}}(\Omega)} \sim \delta^2, \quad t \in [0, T], \quad \text{for} \quad k = 0, 1, \ldots. \tag{2.21}
\]

*Proof.* See Section 3 for the proof. \qed

Next, we look at the Lippmann-Schwinger equation:
\[
u(x, t) + \gamma \nabla \Omega \left[ u_{tt} \right](x, t) + \alpha \nabla \Omega \left[ \partial_{\nu} u \right](x, t) = u^1 \quad \text{in} \quad \Omega.
\] (2.22)
The retarded single-layer potential operator $S_{\partial \Omega}$ is defined by
\[
S_{\partial \Omega}[f](x,t) := \int_{\partial \Omega} \frac{\rho_m}{4\pi|x-y|'} f(y,t - c_0^{-1}|x-y|)d\sigma_y, \quad \text{where} \quad (x,t) \in \Omega \times (0,T),
\] (2.23)
and we define the corresponding retarded volume potential $V_{\Omega}$ by
\[
V_{\Omega}[f](x,t) := \int_{\Omega} \frac{\rho_m}{4\pi|x-y|'} f(y,t - c_0^{-1}|x-y|) dy, \quad (x,t) \in \Omega \times (0,T).
\] (2.24)

We have the jump relation $\partial_\nu S_{\partial \Omega}[f] = -\frac{\rho_m}{2} + \mathbf{K}^t[f]$. Consequently, taking the Neumann trace of the above equation we obtain
\[
\left(1 + \frac{\alpha \rho_m}{2}\right) \partial_\nu u + \gamma \partial_\nu V_{\Omega}[u_{tt}] + \alpha \mathbf{K}^t[\partial_\nu u] = \partial_\nu u^i \quad \text{on} \quad \partial \Omega,
\] (2.25)
where the adjoint double layer operator $\mathbf{K}^t$ is defined for $(x,t) \in \partial \Omega \times (0,T)$ by
\[
\mathbf{K}^t[f](x,t) := -\rho_m \left[ -c_0^{-1} \int_{\partial \Omega} \frac{f(y,t - c_0^{-1}|x-y|)}{4\pi|x-y|'} \frac{(x-y)' \cdot \nu}{|x-y|^2} d\sigma_y + \int_{\partial \Omega} \frac{f(y,t - c_0^{-1}|x-y|)}{4\pi|x-y|'} \frac{(x-y)' \cdot \nu}{|x-y|^2} d\sigma_y \right].
\] (2.26)

Then, from (2.25) and after taking the integration with respect to $\partial \Omega$ we obtain the following
\[
\left(1 + \frac{\alpha \rho_m}{2}\right) \int_{\partial \Omega} \partial_\nu u + \int_{\partial \Omega} \partial_\nu \mathbf{V}_{\Omega}[u_{tt}] d\sigma + \alpha \int_{\partial \Omega} \mathbf{K}^t[\partial_\nu u] = \int_{\partial \Omega} \partial_\nu u^i.
\] (2.27)

The term $\int_{\partial \Omega} \mathbf{K}^t[\partial_\nu u]$ is expanded explicitly using Taylor’s series expansion as follows:
\[
\int_{\partial \Omega} \mathbf{K}^t[\partial_\nu u] = \rho_m \left[ -c_0^{-1} \int_{\partial \Omega} \frac{(\partial_\nu u)_{tt}(y,t)}{4\pi|x-y|'} \frac{(x-y)' \cdot \nu}{|x-y|^2} d\sigma_y + c_0^{-2} \int_{\partial \Omega} (\partial_\nu u)_{tt}(y,t) \int_{\partial \Omega} \frac{(x-y)' \cdot \nu}{|x-y|^2} d\sigma_y 
\right.
\]
\[
- c_0^{-3} \int_{\partial \Omega} (\partial_\nu u)_{tt}(y,t) \int_{\partial \Omega} (x-y)' \cdot \nu d\sigma_x d\sigma_y
\]
\[
- \frac{1}{2} c_0^{-3} \int_{\partial \Omega} (\partial_\nu u)_{tt}(y,t) \int_{\partial \Omega} \frac{(x-y)' \cdot \nu}{|x-y|^2} d\sigma_x d\sigma_y
\]
\[
+ \frac{1}{2} \int_{\partial \Omega} (\partial_\nu u)_{tt}(y,t) \int_{\partial \Omega} (x-y)' \cdot \nu d\sigma_x d\sigma_y
\]
\[
= \frac{\rho_m}{2} c_0^{-2} \int_{\partial \Omega} \partial^2_\nu \partial_\nu u(y,t) \int_{\partial \Omega} \frac{(x-y)' \cdot \nu}{|x-y|} d\sigma_x d\sigma_y - \frac{\rho_m}{2} \int_{\partial \Omega} \partial_\nu u + \mathcal{O}(\alpha \delta^4 ||\partial^2_\nu \partial_\nu u(\cdot,t_m)||_{H^{-\frac{1}{2}}(\partial \Omega)}).
\] (2.28)

We rewrite the first term of (2.29) as
\[
\int_{\partial \Omega} \partial^2_\nu \partial_\nu u(y,t) \int_{\partial \Omega} \frac{(x-y)' \cdot \nu}{|x-y|} d\sigma_x d\sigma_y = \Lambda_{\partial \Omega} \int_{\partial \Omega} \partial^2_\nu \partial_\nu u(y,t) + \int_{\partial \Omega} \partial^2_\nu \partial_\nu u(y,t) \int_{\partial \Omega} \frac{(x-y)' \cdot \nu}{|x-y|} d\sigma_x - \Lambda_{\partial \Omega},
\] (2.29)
where
\[
\Lambda_{\partial \Omega} = \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \int_{\partial \Omega} \frac{(x-y)' \cdot \nu}{|x-y|} d\sigma_x d\sigma_y \sim \delta^2.
\] (2.30)

We then use (2.29) and (2.30) to rewrite the equation (2.27) as
\[
\int_{\partial \Omega} \partial_\nu u + \frac{\alpha \rho_m}{2} \Lambda_{\partial \Omega} c_0^{-2} \int_{\partial \Omega} \partial^2_\nu \partial_\nu u + \gamma \int_{\partial \Omega} \partial_\nu \mathbf{V}_{\Omega}[u_{tt}] d\sigma_x = \int_{\partial \Omega} \partial_\nu u^i
\]
\[
- \frac{\alpha \rho_m}{2} c_0^{-2} \int_{\partial \Omega} \partial^2_\nu \partial_\nu u(y,t_m) \int_{\partial \Omega} \frac{(x-y)' \cdot \nu}{|x-y|} d\sigma_x - \Lambda_{\partial \Omega} + \mathcal{O}(\alpha \delta^4 ||\partial^2_\nu \partial_\nu u(\cdot,t_m)||_{H^{-\frac{1}{2}}(\partial \Omega)}).
\] (2.31)
We set

$$\text{err.}^{(1)} = \frac{\alpha \rho_m}{2} \varepsilon_0^{-2} \int_{\partial \Omega} \partial_t^2 \partial_y u(y, t_m) \left[ \int_{\partial \Omega} \frac{(x-y) \cdot \nu}{|x-y|} d\sigma_x - A_{\partial \Omega} \right].$$

Again using Taylor’s series expansion, we rewrite the expression $\partial_t V \bigg|_{u_{tt}}$ as follows:

$$\partial_t V \bigg|_{u_{tt}} := \partial_t \int_{\Omega} \frac{\rho_m}{4\pi|x-y|} \partial_t^2 u(y, t - c_0^{-1}|x-y|) dy$$

$$= \rho_m \left[ \partial_t \int_{\Omega} \frac{1}{4\pi|x-y|} \partial_t^2 u(y, t) dy \right] - \partial_t \int_{\Omega} \frac{\partial_t^2 u(y, t)}{4\pi|x-y|} c_0^{-1}|x-y| dy + \partial_t \int_{\Omega} \frac{\partial_t^2 u(y, t_3)}{4\pi|x-y|} c_0^{-2}|x-y|^2 dy \right],$$

where $t_3 \in (t - c_0^{-1}|x-y|, t)$.

Using equation (2.32) and applying Green’s identities to the equation (2.31), we get

$$\int_{\partial \Omega} \partial_t \nu + \frac{\alpha \rho_m}{2} A_{\partial \Omega} c_0^{-2} \int_{\partial \Omega} (\partial_y u)_{tt} + \gamma \rho_m \int_{\partial \Omega} u \partial_t^2 u = \int_{\partial \Omega} \nu \partial_t^2 u + O\left( (\alpha \delta)^4 \|\partial_t^2 \partial_y u(\cdot, t_m)\|_{L^2(\partial \Omega)} \right) + \text{err.}^{(1)} + \text{err.}^{(2)},$$

where, $\mathcal{N}_{\text{Lap}, \Omega} \left[ \partial_t^2 u \right] := \frac{1}{4\pi|x-y|} \partial_t^2 u(y, t) dy$ is the Newtonian potential that corresponds to the Laplace equation and

$$\text{err.}^{(2)} := c_0^{-2} \gamma \rho_m \int_{\partial \Omega} \partial_t \int_{\Omega} |x-y| \partial_t^2 u(y, t_3) dy d\sigma_x.$$ (2.34)

As we have $\Delta \mathcal{N}_{\text{Lap}, \Omega} t = -f$, then

$$\int_{\partial \Omega} \partial_t \nu + \frac{\alpha \rho_m}{2} A_{\partial \Omega} c_0^{-2} \int_{\partial \Omega} (\partial_y u)_{tt} - \gamma \rho_m \int_{\Omega} \partial_t^2 u = \int_{\partial \Omega} \nu \partial_t^2 u + O\left( (\alpha \delta)^4 \|\partial_t^2 \partial_y u(\cdot, t_m)\|_{L^2(\partial \Omega)} \right) + \text{err.}^{(1)} + \text{err.}^{(2)},$$ (2.35)

Before moving on, we note that we will be using the estimate of Proposition 2.2 i.e.

$$\|\partial_t^2 \partial_y u(\cdot, t)\|_{H^{-\frac{1}{2}}(\omega)} \sim \delta^2 \quad \text{for} \quad k = 0, 1, ...$$ (2.36)

We denote $\Lambda(y) = \int_{\partial \Omega} \frac{(x-y) \cdot \nu}{|x-y|} d\sigma_x$. Then, due to the equation’s time regularity, we can estimate $\text{err.}^{(1)}$ by utilizing the same equation as developed in Section 3, in equation (3.48)

$$\left( \frac{1}{\alpha} + \frac{\rho_m}{2} \right) + K_{\text{Lap}}^* \left[ \partial_t^2 \partial_y u \right] = \frac{1}{\alpha} \partial_t^2 u - \rho_m \left[ \frac{1}{2} \varepsilon_0^{-2} \int_{\partial \Omega} \partial_t^4 \partial_y u(y, t) \frac{(x-y) \cdot \nu_y}{|x-y|} d\sigma_y 
+ \frac{5}{6} c_0^{-3} \int_{\partial \Omega} \partial_t^4 \partial_y u(y, t_m)(x-y) \cdot \nu_y d\sigma_y 
+ \gamma \frac{\partial_t}{\partial_y} \int_\Omega \frac{1}{4\pi|x-y|} \partial_t^4 u(y, t) dy \right] + c_0^{-2} \gamma \frac{\partial_t}{\partial_y} \int_\Omega |x-y| \partial_t^4 u(y, t_3) dy \right].$$ (2.37)

We first set

$$a_1 := \frac{1}{\alpha} \partial_t^2 \partial_y u, \quad a_2 := \int_{\partial \Omega} \partial_t^4 \partial_y u(y, t) \frac{(x-y) \cdot \nu_y}{|x-y|} d\sigma_y, \quad a_3 := \frac{5}{6} c_0^{-3} \int_{\partial \Omega} (x-y) \cdot \nu_y \partial_t^4 \partial_y u(y, t_m) d\sigma_y$$

$$a_4 := \gamma \frac{\partial_t}{\partial_y} \int_\Omega \frac{1}{4\pi|x-y|} \partial_t^4 u(y, t) dy \quad \text{and} \quad a_5 := c_0^{-2} \gamma \frac{\partial_t}{\partial_y} \int_\Omega |x-y| \partial_t^4 u(y, t_3) dy.$$

Here, $K_{\text{Lap}}$ denotes the double layer operator that corresponds to the Laplace equation, defined as $K_{\text{Lap}} \left[ f \right] (x) := \rho_m \int_{\partial \Omega} \frac{(x-y) \cdot \nu_y}{|x-y|^3} f(y) d\sigma_y$ and $K_{\text{Lap}}$ is its adjoint.
We then arrive at the following estimate:

\[ \text{err.}^{(1)} := \left| \frac{\alpha \rho_m}{2} \left| \frac{1}{\epsilon_0^2} \int_{\partial \Omega} \partial_y \partial_y u(y, t_m) \left[ \int_{\partial \Omega} \frac{(x - y) \cdot y}{|x - y|^2} d\sigma_x - A \partial \Omega \right] \right| \right| \]

\[ \lesssim \alpha \left| \frac{1}{\epsilon_0^2} \right| \frac{\rho_m}{2} + K_{\text{Lap}}^{-1} \right| \left| A(y) - A \partial \Omega \right| |a_1 + a_2 + a_3 + a_4 + a_5| d\sigma_y \]

\[ \lesssim \alpha \left| \left( \frac{1}{\epsilon_0^2} \right) + K_{\text{Lap}}^{-1} \right| \left| A(\cdot) - A \partial \Omega \right| \left| \frac{1}{\epsilon_0^2} \right| \parallel a_1 + a_2 + a_3 + a_4 + a_5 \parallel_{H_{\text{c}}^{\frac{1}{2}}(\partial \Omega)} \]

\[ = \alpha \delta^3 \parallel a_1 + a_2 + a_3 + a_4 + a_5 \parallel_{H_{\text{c}}^{\frac{1}{2}}(\partial \Omega)}. \]  \tag{2.38}

**Proposition 2.3.** We have the estimate

\[ \parallel a_1 + a_2 + a_3 + a_4 \parallel_{H_{\text{c}}^{\frac{1}{2}}(\partial \Omega)} = O(\delta^3). \] \tag{2.39}

**Proof.** See Section 4 for the proof. \( \square \)

Consequently, we obtain

\[ \text{err.}^{(1)} = O(\delta^4). \] \tag{2.40}

Using Divergence Theorem, we observe that the integral \( \int_{\partial \Omega} \partial_y \int_{\Omega} |x - y| \partial^2_y u(y, t_3) dy d\sigma_x \) behave as Newtonian Potential and then using Cauchy-Schwartz’s inequality, we obtain

\[ \text{err.}^{(2)} := \left| \int_{\partial \Omega} \partial_y \int_{\Omega} |x - y| \partial^2_y u(y, t_3) dy d\sigma_x \right| \sim \delta^5. \] \tag{2.41}

Consequently, we use the equation \( \rho \epsilon \frac{\partial u}{\partial t} - \Delta u = 0 \), estimates (2.40), (2.41), and Proposition 2.2 to obtain from equation (2.35)

\[ \int_{\partial \Omega} \partial_y u + \frac{\alpha \rho_m}{2} A \partial \Omega c_0^{-2} \int_{\partial \Omega} (\partial_y u)_{t} - \gamma \frac{k \rho_m}{\rho_c} \int_{\partial \Omega} \Delta u = \int_{\partial \Omega} \partial_y u^i + O(\delta^4). \]

Therefore, using integration by parts, we draw the following conclusion

\[ \left(1 - \gamma \frac{k \rho_m}{\rho_c}\right) \int_{\partial \Omega} \partial_y u + \frac{\alpha \rho_m}{2} A \partial \Omega c_0^{-2} \int_{\partial \Omega} (\partial_y u)_{t} = \int_{\partial \Omega} \partial_y u^i + O(\delta^4). \] \tag{2.42}

Recall that the coefficients \( \rho \) and \( k \) are piece-wise constants, with one constant outside \( \Omega \), i.e. \( \rho(x) = \rho_m \), \( k(x) = k_m \) and other constants \( \rho_c \) and \( k_c \) in \( \Omega \) satisfying the following scaling properties

\[ \rho_c = \frac{1}{\rho_c} \delta^2, \quad k_c = \frac{k_c}{\delta^2} \quad \text{and} \quad \frac{\rho_c}{k_c} \sim 1 \quad \text{as} \quad \delta \ll 1. \] \tag{2.43}

Therefore, after a short hand-calculation, we get \( 1 - \gamma \frac{k \rho_m}{\rho_c} = \frac{k_c}{\rho_c} \frac{1}{\delta^2} \), where \( \gamma := \beta - \alpha \frac{\rho_m}{\rho_c} \) with \( \alpha := \frac{1}{\rho_c} - \frac{1}{\rho_m} \) and \( \beta := \frac{1}{k_c} - \frac{1}{k_m} \).

Then, we denote by \( Y(t) := \int_{\partial \Omega} \partial_y u \) and rewrite (2.42) as follows:

\[ \begin{aligned}
\int_{\partial \Omega} \partial_y u + \frac{\alpha \rho_m}{2} A \partial \Omega c_0^{-2} \int_{\partial \Omega} (\partial_y u)_{t} = \frac{\rho_c}{k_c} c_0^2 \int_{\partial \Omega} \partial_y u^i + O(\delta^4), \quad \text{in} \quad (0, T), \\
Y(t) = \frac{\rho_c}{k_c} \int_{\partial \Omega} \partial_y u^i = 0.
\end{aligned} \] \tag{2.44}

Therefore, the solution of the problem is given by

\[ Y(t) = p^{-\frac{1}{2}} \int_{0}^{t} \sin \left( p^{-\frac{1}{2}} (t - \tau) \right) g(\tau) d\tau, \] \tag{2.45}

where \( p := \frac{\alpha \rho_m}{2} A \partial \Omega \) and \( g(t) := \frac{p}{k_c} c_0^2 \int_{\partial \Omega} \partial_y u^i + O(\delta^4). \)

Next, we estimate the second term of (2.19), which is represented by the following expression

\[ \frac{\alpha \rho_m}{4\pi} \int_{\partial \Omega} \left( \frac{1}{|x - y|} - \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \frac{1}{|x - y|} \right) \partial_y u(y, t - c_0^{-1}|x - y|) d\sigma_y. \] \tag{2.46}
We first denote by
\[
f_0 := \frac{1}{|x - y|} - \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \frac{1}{|x - y|} d\sigma_y, \quad \text{where } x \in \mathbb{R}^3 \setminus \Omega.
\] (2.47)

Then, we take into consideration the equation that is developed in Section 3, in equation (3.48)
\[
\left( \frac{1}{\alpha} + \frac{\rho_m}{2} \right) \partial_t u(y, t) - \rho_m \int_{\partial \Omega} \partial_t u(y, t) \frac{(v - y) \cdot \nu_y}{|v - y|} d\sigma_y = \frac{1}{\alpha} \partial_t u^i - \rho_m \left[ \frac{1}{2} c_0^{-2} \int_{\partial \Omega} \partial_y^2 \partial_t u(y, t) \frac{(v - y) \cdot \nu_y}{|v - y|} d\sigma_y \right. \\
+ \frac{5}{6} c_0^{-3} \int_{\partial \Omega} \partial_y^3 \partial_t u(y, t_m)(v - y) \cdot \nu_y d\sigma_y + \frac{\gamma}{\alpha} \partial_t \int_{\Omega} \frac{\partial_y^2 u(y, t)}{4\pi|v - y|} dy + \left. c_0^{-2} \frac{\gamma}{\alpha} \partial_t \int_{\partial \Omega} |y - y| \partial_y^4 u(y, t_3) d\sigma_y \right].
\] (2.48)

multiply it by \( f_0 \) and integrate over \( \partial \Omega \) to obtain
\[
\int_{\partial \Omega} f_0 \partial_t u(y, t) d\sigma_y = \frac{1}{\alpha} \int_{\partial \Omega} f_0 T^* \partial_t u^i(y) d\sigma_y - \frac{\rho_m}{2} c_0^{-2} \int_{\partial \Omega} f_0 T^* \int_{\partial \Omega} \partial_y^2 \partial_t u(y, t) \frac{(v - y) \cdot \nu_y}{|v - y|} d\sigma_y \\
- \frac{5}{6} \rho_m c_0^{-3} \int_{\partial \Omega} f_0 T^* \int_{\partial \Omega} \partial_y^3 \partial_t u(y, t_m)(v - y) \cdot \nu_y d\sigma_y \\
- \frac{\gamma}{\alpha} \partial_t \int_{\Omega} \frac{\partial_y^2 u(y, t)}{4\pi|v - y|} dy - \int_{\partial \Omega} f_0 T^* \partial_t \int_{\partial \Omega} |y - y| \partial_y^4 u(y, t_3) d\sigma_y. 
\] (2.49)

where we set \( T := \left[ \left( \frac{1}{\alpha} + \frac{\rho_m}{2} \right) + \mathcal{K}_{\text{Lap}} \right]^{-1} \) and \( T^* := \left[ \left( \frac{1}{\alpha} + \frac{\rho_m}{2} \right) + \mathcal{K}_{\text{Lap}}^* \right]^{-1}. \)

As \( x \in \mathbb{R}^3 \setminus \Omega \) and \( y \in \partial \Omega \), we do the following estimate with Taylor’s series expansion for \( z \in \Omega \) with \( |x - z| \sim \delta + \delta^3 \) and by triangle inequality we obtain
\[
\| f_0 \|_{L^2(\partial \Omega)}^2 \lesssim \left\| \frac{1}{|z - x|} \right\|_{L^2(\partial \Omega)}^2 \\
= \int_{\partial \Omega} \frac{1}{|z - x|^2} d\sigma_y \\
= \int_{\partial \Omega} \frac{1}{|x - z|^2} d\sigma_y + O \left( \int_{\partial \Omega} \frac{1}{|x - z|^4} |y - z| d\sigma_y \right) \sim \delta^{-2-2\alpha}. 
\] (2.50)

Then using \( \| f_0 \|_{L^2(\partial \Omega)} \sim \delta^{1-\alpha} \) and \( \| T \|_{L(L^2(\partial \Omega))} \sim 1 \), we do the following estimates to arrive at
\[
\left| \frac{1}{\alpha} \int_{\partial \Omega} f_0 T^* (\partial_t u^i(y)) d\sigma_y \right| \\
\lesssim \left| \frac{1}{\alpha} \int_{\partial \Omega} T(f_0) \partial_t u^i(y) d\sigma_y \right| \lesssim \frac{1}{\alpha} \| f_0 \|_{L^2(\partial \Omega)} \| T \|_{L(L^2(\partial \Omega))} \| \partial_t u^i \|_{L^2(\partial \Omega)} \sim \delta^{4-\alpha}, 
\] (2.51)

and
\[
\left| \frac{\rho_m}{2} c_0^{-2} \int_{\partial \Omega} f_0 T^* \left( \int_{\partial \Omega} \partial_y^2 \partial_t u(y, t) \frac{(v - y) \cdot \nu_y}{|v - y|} d\sigma_y \right) d\sigma_y \right| \\
\lesssim \| \partial \Omega \|^{\frac{1}{2}} \| f_0 \|_{L^2(\partial \Omega)} \| T \|_{L(L^2(\partial \Omega))} \left( \int_{\partial \Omega} \partial_y^2 \partial_t u(y, t) \frac{(v - y) \cdot \nu_y}{|v - y|} d\sigma_y \right) \sim \delta^{2-\alpha}. 
\] (2.52)

Similarly, we get
\[
\left| \frac{5\rho_m}{6} c_0^{-3} \int_{\partial \Omega} f_0 T^* \left( \int_{\partial \Omega} \partial_y^3 \partial_t u(y, t_m)(v - y) \cdot \nu_y d\sigma_y \right) d\sigma_y \right| \\
\lesssim \| \partial \Omega \|^{\frac{1}{2}} \| f_0 \|_{L^2(\partial \Omega)} \| T \|_{L(L^2(\partial \Omega))} \left( \int_{\partial \Omega} \partial_y^3 \partial_t u(y, t_m)(v - y) \cdot \nu_y d\sigma_y \right) \sim \delta^{6-\alpha}, 
\] (2.53)

\[
\left| \frac{\gamma \rho_m}{\alpha} \int_{\partial \Omega} f_0 T^* \left( \partial_t \int_{\partial \Omega} \frac{1}{4\pi|v - y|} \partial_y^2 u(y, t) dy \right) d\sigma_y \right| \\
\lesssim \frac{1}{\alpha} \| f_0 \|_{L^2(\partial \Omega)} \| T \|_{L(L^2(\partial \Omega))} \left( \partial_t \int_{\partial \Omega} \frac{1}{4\pi|v - y|} \partial_y^2 u(y, t) dy \right) \|_{L^2(\partial \Omega)} \sim \delta^{5-\alpha}, 
\] (2.54)

by (4.11).
Proof. See Section 4 for the proof.

We state the scaling properties for both the space and time variables. Let us define
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and

\[ |c_0^{-2} \frac{\gamma \rho_m}{\alpha} \int_{\partial \Omega} f_0 \mathbf{T}^* \left( \partial_y \int_{\Omega} |x-y| \frac{\partial^2_u(y,t_3)}{dy} \right) d\sigma_y | \]

\[ \lesssim |\partial \Omega|^{\frac{1}{2}} \frac{1}{\alpha} \| f_0 \|_{L^2(\partial \Omega)} \| \mathbf{T} \|_{L^2(\partial \Omega))} \int_{\Omega} |x-y| \frac{\partial^2_u(y,t_3)}{dy} \sim \delta^{7-q}. \quad (2.55) \]

Therefore, using the estimates (2.51), (2.52), (2.53), (2.54), (2.55) we arrive at

\[ \frac{\alpha \rho_m}{4\pi} \int_{\partial \Omega} \left( \frac{1}{|x-y|} - \frac{1}{|\partial \Omega|} \int_{|x-y|} \right) \partial_y u(y,t-c_0^{-1}|x-y|) d\sigma_y \sim \delta^{2-q}, \text{ where } q \in [0,1]. \quad (2.56) \]

With the aid of the aforementioned estimate (2.56) and Proposition 2.1, we can obtain the following after inserting the value of \( Y(t) \) in (2.19). Additionally, if \( x \in \mathbb{R}^3 \setminus \Omega \) such that dist(\( x, \Omega \)) \( \sim \delta^4 \) and then \( |x-z| \sim \delta + \delta^4 \), where \( q \in [0,1] \), we have

\[ u_k(x,t) = \frac{\omega_m \rho_m |B|}{4\pi \kappa_c} \delta \frac{1}{\| \partial \Omega \|} \int_{|x-y|} \frac{1}{|x-y|} d\sigma_y \int_0^{t-c_0^{-1}|x-z|} \sin \left( \frac{\omega_m}{2}(t-c_0^{-1}|x-z| - \tau) \right) \int_{\partial \Omega} \partial_y u^i d\tau + O(\delta^{2-q}). \quad (2.57) \]

Then the approximation derived in (2.57) can be estimated more precisely with the following Lemma.

Lemma 2.2. We have the following approximation of \( u^* \)

\[ u^*(x,t) = \frac{\omega_m \rho_m |B|}{4\pi \kappa_c} \delta \frac{1}{\| \partial \Omega \|} \int_{|x-y|} \frac{1}{|x-y|} d\sigma_y \int_0^{t-c_0^{-1}|x-z|} \sin \left( \frac{\omega_m}{2}(t-c_0^{-1}|x-z| - \tau) \right) u^i_{1d}(x,\tau) d\tau + O(\delta^{2-q}), \quad (2.58) \]

where \( \omega_m = \sqrt{\frac{2\kappa_c}{\lambda_{BB,\rho}}} \) and \( \Lambda_{BB} := \frac{1}{\| \partial \Omega \|} \int_{\partial \Omega} \int_{\partial \Omega} \frac{(x-y) \cdot \nu}{|x-y|} d\sigma_x d\sigma_y = \delta^2 A_{BB}. \)

Proof. See Section 4 for the proof.

This completes the proof of Theorem 1.1.

3 A priori estimates

3.1 Preliminaries

We state the scaling properties for both the space and time variables. Let us define \( T_\delta := T/\delta \). For both functions \( \varphi \) and \( \psi \) on \( \Omega \times (0, T) \) and \( B \times (0, T_\delta) \) as well as on \( \partial \Omega \times (0, T) \) and \( \partial B \times (0, T_\delta) \), respectively, we use the notation

\[ \varphi(\xi, \tau) = \varphi^*(\xi, \tau) := \varphi(\delta \xi + z, \tau), \quad (\xi, \tau) \in \partial B \times (0, T_\delta) \quad \text{and} \quad (\xi, \tau) \in B \times (0, T_\delta) \quad \text{respectively}, \]

\[ \psi(x, t) = \psi^*(x, t) := \psi \left( \frac{x-z}{\delta}, \frac{t-1}{\delta} \right), \quad (x, t) \in \partial \Omega \times (0, T_\delta) \quad \text{and} \quad (x, t) \in \Omega \times (0, T_\delta) \quad \text{respectively}. \]

We also note that

\[ \frac{\partial^n \varphi^*(\cdot, \tau)}{\partial \tau^n} = \delta^n \frac{\partial^n \varphi(\cdot, t)}{\partial \tau^n}, \quad n \in \mathbb{Z}_+. \quad (3.1) \]

3.2 Proof of Proposition 2.1

We begin by examining equation (2.6) in the Fourier-Laplace domain \([15]\). Here, we consider the transform parameter \( s = \sigma + i\omega \in \mathbb{C} \), where \( \sigma \in \mathbb{R} \) such that \( \sigma > \sigma_0 > 0 \) for some constant \( \sigma_0 \), and \( \omega \in \mathbb{R} \). We define the function \( u^s(x, s) \) as follows:

\[ u^s(x, s) := \int_0^\infty u(x, t) \exp(-st) dt. \]

Next, we consider equation (2.6) with \( F(x, t) := (k_m^{-1} - k^{-1}) u^i_{1d} - \text{div}(\rho_m^{-1} - \rho^{-1}) \nabla u^i \), and take its Laplace transformation with respect to the time variable to obtain

\[ k^{-1} s^2 (u^s)^f - \text{div}\rho^{-1} \nabla (u^s)^f = F^s(x, s), \quad \text{in} \ \mathbb{R}^3 \times (0, T), \quad (3.2) \]
Furthermore, we derive the expression through its variational form, as outlined in Section 4.1. This expression is given by:

\[ s|s|^2 \|k^{-1}(u^s)'(\cdot, s)\|^2_{L^2(\mathbb{R}^3)} + s \|\rho^{-1}\nabla(u^s)'(\cdot, s)\|^2_{L^2(\mathbb{R}^3)} = s(F'(\cdot, s), (u^s)'(\cdot, s)). \]  

(3.3)

Then, after some straightforward calculations, we obtain the following inequality:

\[ \|k^{-1}(u^s)'(\cdot, s)\|^2_{L^2(\mathbb{R}^3)} + \|\rho^{-1}\nabla(u^s)'(\cdot, s)\|^2_{L^2(\mathbb{R}^3)} \geq \frac{1}{2} \left( \|k^{-1}(u^s)'(\cdot, s)\|_{L^2(\mathbb{R}^3)} + \|\rho^{-1}\nabla(u^s)'(\cdot, s)\|_{L^2(\mathbb{R}^3)} \right)^2 \]

\[ \geq \frac{1}{2} \delta^{-2} \| (u^s)'(\cdot, s) \|_{H^1(\Omega)} \| (u^s)'(\cdot, s) \|_{H^1(\mathbb{R}^3)}. \]

(3.4)

We also observe that

\[ \langle F'(\cdot, s), (u^s)'(\cdot, s) \rangle_{H^{-1}(\mathbb{R}^3), H^1(\mathbb{R}^3)} \lesssim \delta^{-\frac{3}{2}} \| (u^s)'(\cdot, s) \|_{H^1(\mathbb{R}^3)} \]

(3.5)

Thereafter, taking the real part of equation (3.3), utilizing the coercivity of the variational form and the estimates (3.4), (3.5), we obtain the following estimate:

\[ \| (u^s)'(\cdot, s) \|_{H^1(\Omega)} \leq \delta^{\frac{3}{2}} \min \{ \sigma, \sigma^3 \}. \]

(3.6)

Let us now define the inverse Laplace transform of \((u^s)'(x, \cdot)\) for \(\Re(s) = \sigma > 0\) as:

\[ u^s(x, t) := \frac{1}{2\pi i} \int_{\sigma - i\infty}^{\sigma + i\infty} e^{st} (u^s)'(x, s)ds = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{(\sigma + i\omega)t} (u^s)'(x, \sigma + i\omega)dw. \]

(3.7)

Based on the estimate with respect to \(s\) in Equation (3.6), \(u^s(x, t)\) is well-defined. Furthermore, one can demonstrate that \(u^s(x, t)\) is independent of \(\sigma\) by applying a classical contour integration method, as detailed in [22, pp. 39].

If we consider the Fourier transform with respect to the time variable \(t\), then we obtain \(\mathcal{F}_{t \rightarrow \omega}(e^{-\sigma t} \partial_t^k u^s(x, t)) = s^k (u^s)'(x, s)\), where \(s = \sigma + i\omega\). Thus, for \(r \in \mathbb{N}\), we have the following estimate:

\[ \|u\|^2_{H^r_{\sigma, \sigma}}((0, T), H^1(\Omega)) = \int_0^T e^{-2\sigma t} \sum_{k=0}^r T^{2k} \| \partial_t^k u^s(\cdot, t) \|_{H^1(\Omega)} dt \]

\[ \lesssim \int_{\mathbb{R}^+} \int_{\mathbb{R}} e^{-2\sigma t} \sum_{k=0}^r \left[ |\partial_t^k u^s(x, t)|^2 + |\partial_t^k \nabla u^s(x, t)|^2 \right] dx dt \]

\[ \lesssim \int_{\mathbb{R}^+} \int_{\mathbb{R}} \sum_{k=0}^r \left[ |\mathcal{F}(e^{-\sigma t} \partial_t^k u^s(x, t))|^2 + |\mathcal{F}(e^{-\sigma t} \partial_t^k \nabla u^s(x, t))|^2 \right] dt dx \]

\[ \lesssim \int_{\mathbb{R}^+} \int_{\mathbb{R}^3} \|s^{2k} (u^s)'(\cdot, s)\|_{H^1(\Omega)} ds \lesssim \delta^3. \]

Consider the total field \(u = u^s + u^i\), where \(u^s\) and \(u^i\) represent the scattered and incident fields, respectively. Assuming the smoothness of \(u^i\), we draw the following conclusions:

\[ \|u\|_{H^r_{\sigma, \sigma}}((0, T), L^2(\Omega)) \sim \delta^{\frac{3}{2}} \quad \text{and; } \|\nabla u\|_{H^r_{\sigma, \sigma}}((0, T), L^2(\Omega)) \sim \delta^{\frac{3}{2}}. \]

(3.8)

As a result, we estimate:

\[ \|u(\cdot, t)\|_{L^2(\Omega)} \lesssim \|u\|_{H^r_{\sigma, \sigma}(0, T), L^2(\Omega)} \]

\[ \lesssim \delta^{\frac{3}{2}}. \]

(3.9)

and

\[ \|\nabla u(\cdot, t)\|_{L^2(\Omega)} \lesssim \|\nabla u\|_{H^r_{\sigma, \sigma}(0, T), L^2(\Omega)} \]

\[ \lesssim \delta^{\frac{3}{2}}. \]

(3.10)

Furthermore, we can deduce that:

\[ \|\partial_t^k u(\cdot, t)\|_{L^2(\Omega)} \lesssim \delta^{\frac{3}{2}}, \quad t \in [0, T], \quad k = 1, 2, \ldots. \]

(3.11)

and

\[ \|\partial_t^k \nabla u(\cdot, t)\|_{L^2(\Omega)} \lesssim \delta^{\frac{3}{2}}, \quad t \in [0, T], \quad k = 1, 2, \ldots. \]

(3.12)

This completes the proof of Proposition 2.1.
3.3 Proof of Proposition 2.2

In order to prove Proposition 2.2, we need the following estimate of $\partial_t^k \nabla u(\cdot, t)$, $k = 0, 1, \ldots$.

**Proposition 3.1.** We have the following estimate for $\partial_t^k \nabla u(\cdot, t)$, $k = 0, 1, \ldots$.

$$\|\partial_t^k \nabla u(\cdot, t)\|_{L^2(\Omega)} \lesssim \delta^2, \quad t \in [0, T], \quad k = 0, 1, \ldots.$$  

**Proof.** In order to prove the desired estimate for $\partial_t^k \nabla u(\cdot, t)$, $k = 1, 2, \ldots$, we need to improve the obtained estimate (3.12). Now, let us consider the following Lippmann-Schwinger equation

$$u + \beta \rho_m \int_\Omega \frac{u(y, t - c_0^{-1}|x-y|) dy}{4\pi|x-y|} = u'.$$

Thereafter, we take gradient on the both side of the above equation and we rewrite it as follows:

$$\nabla u - \alpha \rho_m \nabla \int_\Omega \frac{\nabla u(y, t - c_0^{-1}|x-y|) dy}{4\pi|x-y|} = \nabla u - \beta \rho_m \sum_{i=0}^k \frac{1}{4\pi|x-y|} c_0^{-1} |x-y| \partial_i \nabla u(y, t) dy,$$

where $t_1, t_2 \in (t - c_0^{-1}|x-y|, t)$. We set

$$P_\Omega \left[ \partial_t^2 \nabla u(y, t_1) \right] := \nabla \int_\Omega \frac{1}{4\pi} c_0^{-4} |x-y| \partial_t^2 \nabla u(y, t_1) dy,$$

and

$$J_\Omega \left[ \partial_t^4 u(y, t_2) \right] := \nabla \int_\Omega \frac{1}{4\pi} c_0^{-4} |x-y| \partial_t^4 u(y, t_2) dy.$$  

We recall the Magnetization operator related to the Laplace operator in $\Omega$ defined as follows:

$$\nabla M_\Omega^{(0)} [f] (x) := \nabla \int_\Omega \frac{1}{4\pi |x-y|} \cdot f(y) dy,$$

and similarly, in the scaled domain $B$, we have $\nabla M_B^{(0)} [f]$.

Therefore, we obtain that

$$\nabla u + \alpha \nabla M_\Omega^{(0)} [\nabla u] = \nabla u' - \beta \nabla \nabla V_{\Omega} [u_{1t}] + \alpha \rho_m P_\Omega \left[ \partial_t^2 \nabla u(y, t_1) \right] + \beta \rho_m J_\Omega \left[ \partial_t^4 u(y, t_2) \right].$$  

Now, for a fixed $t'$, we rewrite the above expression in the scaled domain $B$ as follows:

$$\nabla v + \alpha \nabla M_B^{(0)} [\nabla v] = \nabla v' - \beta \nabla \nabla V_B^{(1)} [u_{1t}] + \alpha \rho_m \delta^2 P_B \left[ \partial_t^2 \nabla u(\xi, t_1) \right] + \beta \rho_m \delta^4 J_B \left[ \partial_t^4 u(y, t_2) \right].$$

We study the system of integral equations in the Hilbert space of vector-valued function $(L^2(B))^3$. For the sake of simplicity, we use $L^2(B) = (L^2(B))^3$. This space can be decomposed into three sub-spaces as a direct sum as following, see [21],

$$L^2 = H_0(\text{div} 0, B) \oplus H_0(\text{curl} 0, B) \oplus \nabla H_{\text{arm}}.$$

Consider $(e_n^{(1)})_{n \in \mathbb{N}}$ and $(e_n^{(2)})_{n \in \mathbb{N}}$ to be any orthonormal basis of the sub-spaces $H_0(\text{div} 0, B)$ and $H_0(\text{curl} 0, B)$ respectively. But for the sub-space $\nabla H_{\text{arm}}$, we consider the complete orthonormal basis $(e_n^{(3)})_{n \in \mathbb{N}}$ derived as the eigenfunctions of the magnetization operator $\nabla M_B^{(0)} : \nabla H_{\text{arm}} \to \nabla H_{\text{arm}}$, [12], with $(\lambda_n^{(3)})_{n \in \mathbb{N}}$ as the corresponding eigenvalues.
Then, from the definition of the sub-space $H_0(\text{div}, B)$ and integration by parts, we obtain
\[
\begin{align*}
\left\langle P_B^\delta \left[ \partial_t^2 \nabla u(\eta, t_1) ; e_n^{(1)} \right] \right\rangle &= \left\langle \nabla \text{div} \int_B \frac{1}{4\pi|\xi - \eta|^2} \left( c_0^{-4} \xi - \eta \right)^2 \partial_t^2 \nabla u(\eta, t_1) \, d\eta ; e_n^{(1)} \right\rangle_{L^2(B)} \\
&= \int_B e_n^{(1)} \cdot \nabla \text{div} \int_B \frac{1}{4\pi|\xi - \eta|^2} c_0^{-4} \xi - \eta \, \partial_t^2 \nabla u(\eta, t_1) \, d\eta \\
&\quad - \int_{\Omega_B} \nabla \cdot e_n^{(1)} \int_B \frac{1}{4\pi|\xi - \eta|^2} c_0^{-4} \xi - \eta \, \partial_t^2 \nabla u(\eta, t_1) \, d\eta \\
&\quad + \int_{\partial \Omega_B} e_n^{(1)} \cdot \nu \int_B \frac{1}{4\pi|\xi - \eta|^2} c_0^{-4} \xi - \eta \, \partial_t^2 \nabla u(\eta, t_1) \, d\eta = 0,
\end{align*}
\]
and similarly we can show that $\left\langle J_B^\delta \left[ \partial_t^2 u(\eta, t_2) ; e_n^{(1)} \right] \right\rangle = 0$. Moreover, using the same arguments, we have
\[
\left\langle \nabla u ; e_n^{(1)} \right\rangle_{L^2(B)} = 0,
\]
and
\[
\left\langle \nabla M_B^{[0]} [\nabla u] ; e_n^{(1)} \right\rangle_{L^2(B)} = 0.
\]
Furthermore, due to the definition of the subspace $H_0(\text{curl}, B)$ and integration by parts, we get
\[
(1 + \alpha) \left\langle \nabla u ; e_n^{(2)} \right\rangle_{L^2(B)} = \left\langle \nabla u ; e_n^{(2)} \right\rangle_{L^2(B)} - \beta \delta \left\langle \nabla V_B^\delta [\tilde{u}_B] ; e_n^{(2)} \right\rangle_{L^2(B)} + \alpha \rho_m \partial^2 \left\langle P_B^\delta \left[ \partial_t^2 \nabla u \right] ; e_n^{(2)} \right\rangle_{L^2(B)} + \beta \rho_m \partial^2 \left\langle J_B^\delta \left[ \partial_t^2 \tilde{u} \right] ; e_n^{(2)} \right\rangle_{L^2(B)}
\]
which implies that
\[
\left\langle \nabla u ; e_n^{(2)} \right\rangle_{L^2(B)} \leq \frac{1}{1 + \alpha} \left\langle \nabla u ; e_n^{(2)} \right\rangle_{L^2(B)} + \frac{\beta}{1 + \alpha} \delta \left\langle \nabla V_B^\delta [\tilde{u}_B] ; e_n^{(2)} \right\rangle_{L^2(B)} + \frac{\alpha \rho_m}{1 + \alpha} \partial^2 \left\langle P_B^\delta \left[ \partial_t^2 \nabla u \right] ; e_n^{(2)} \right\rangle_{L^2(B)} + \frac{\beta \rho_m}{1 + \alpha} \partial^2 \left\langle J_B^\delta \left[ \partial_t^2 \tilde{u} \right] ; e_n^{(2)} \right\rangle_{L^2(B)}
\]
Similarly, we derive the following estimate on the sub-space $\nabla H_{\text{arm}}$
\[
\left\langle \nabla u ; e_n^{(3)} \right\rangle_{L^2(B)} \leq \frac{1}{1 + \alpha \lambda_n^2} \left\langle \nabla u ; e_n^{(3)} \right\rangle_{L^2(B)} + \frac{\beta}{1 + \alpha \lambda_n^2} \delta \left\langle \nabla V_B^\delta [\tilde{u}_B] ; e_n^{(3)} \right\rangle_{L^2(B)} + \frac{\alpha \rho_m}{1 + \alpha \lambda_n^2} \partial^2 \left\langle P_B^\delta \left[ \partial_t^2 \nabla u \right] ; e_n^{(3)} \right\rangle_{L^2(B)} + \frac{\beta \rho_m}{1 + \alpha \lambda_n^2} \partial^2 \left\langle J_B^\delta \left[ \partial_t^2 \tilde{u} \right] ; e_n^{(3)} \right\rangle_{L^2(B)}
\]
Therefore, due to Parseval's identity, the estimates $\rho_m \sim 1$, $\frac{\beta}{1 + \alpha \lambda_n^2} \sim 1$, $\frac{\alpha}{1 + \alpha \lambda_n^2} \sim 1$, $\frac{\beta}{1 + \alpha \lambda_n^2} \sim 1$, $\frac{\beta}{1 + \alpha \lambda_n^2} \sim 1$ and $\frac{\beta}{1 + \alpha \lambda_n^2} \sim 1$, and the continuity of the operators $V_B, P_B^\delta$ and $J_B^\delta$, we obtain
\[
\|\nabla u(\cdot, t)\|^2_{L^2(B)} \leq \delta^2 \|\nabla V_B^\delta [\tilde{u}_B(\cdot, t)]\|^2_{L^2(B)} + \delta^4 \|P_B^\delta \left[ \partial_t^2 \nabla u(\cdot, t) \right]\|^2_{L^2(B)} + \delta^6 \|J_B^\delta \left[ \partial_t^2 \tilde{u}(\cdot, t) \right]\|^2_{L^2(B)}
\]
\[
\leq \delta^2 \|\nabla \tilde{u}_B(\cdot, t)\|^2_{L^2(B)} + \delta^4 \|\nabla \tilde{u}_B(\cdot, t)\|^2_{L^2(B)} + \delta^6 \|\nabla \tilde{u}_B(\cdot, t)\|^2_{L^2(B)}
\]
\[
\sim \delta^2.
\]
As a result, we get
\[
\|\nabla u(\cdot, t)\|_{L^2(B)} = \delta^2 \|\nabla \tilde{u}_B(\cdot, t)\|_{L^2(B)} \sim \delta^2.
\]
Similarly, we derive the estimate
\[
\|\partial_t^k \nabla u(\cdot, t)\|_{L^2(B)} \leq \delta^2, \quad t \in [0, T], \quad k = 1, 2, \ldots.
\]
This gives the desired estimate and the proof is complete. \qed
and
\[
\|\varphi\|_{H^{-\frac{1}{2}}(\partial \Omega)} = \sup_{0 \neq \varphi \in H^{\frac{1}{2}}(\partial \Omega)} \frac{|(\varphi, u)_{\partial \Omega}|}{\|u\|_{H^{\frac{1}{2}}(\partial \Omega)}}.
\]
We have the following scaling properties.

**Lemma 3.1.** Suppose \(0 < \delta \leq 1\) and \(\Omega = \delta B + z \subset \mathbb{R}^3\). Then for \(u \in H^{\frac{1}{2}}(\partial \Omega)\) and \(\psi \in H^{-\frac{1}{2}}(\partial \Omega)\), we have
\[
\delta \|\hat{u}\|_{H^{\frac{1}{2}} (\partial \Omega)} \leq \|u\|_{H^{\frac{1}{2}} (\partial \Omega)} \leq \delta \|\hat{u}\|_{H^{\frac{1}{2}} (\partial \Omega)},
\]
and
\[
\delta^2 \|\hat{\psi}\|_{H^{-\frac{1}{2}} (\partial \Omega)} \leq \|\psi\|_{H^{-\frac{1}{2}} (\partial \Omega)} \leq \delta \|\hat{\psi}\|_{H^{-\frac{1}{2}} (\partial \Omega)}.
\]

**Proof.** Let us first consider \(x = \delta \xi + z\) and \(y = \delta \eta + z\). Then for \(u \in H^{\frac{1}{2}}(\partial \Omega)\) we have
\[
\|u\|_{H^{\frac{1}{2}} (\partial \Omega)}^2 := \|u\|_{L^2(\partial \Omega)}^2 + \int_{\partial \Omega} \int_{\partial \Omega} \frac{|u(x) - u(y)|^2}{|x - y|^3} \, d\sigma_x d\sigma_y
\]
\[
= \delta^2 \int_{\partial B} |u(\delta \xi + z)|^2 d\sigma_\xi + \delta^4 \int_{\partial B} \int_{\partial B} \frac{|u(\delta \xi + z) - u(\delta \eta + z)|^2}{\delta^3 |\xi - \eta|^3} \, d\sigma_\xi d\sigma_\eta
\]
\[
= \delta^2 \|\hat{u}\|_{L^2(\partial B)}^2 + \delta \int_{\partial B} \int_{\partial B} \frac{\hat{u}(\xi) - \hat{u}(\eta)^2}{|\xi - \eta|^3} \, d\sigma_\xi d\sigma_\eta.
\]
Consequently, due to the fact \(\delta^2 \leq \delta\) it implies (3.29). Then using the definition of dual norm (2.3), we have for \(\psi \in H^{-\frac{1}{2}}(\partial \Omega)\)
\[
\|\psi\|_{H^{-\frac{1}{2}}(\partial \Omega)} = \sup_{0 \neq \psi \in H^{\frac{1}{2}}(\partial \Omega)} \frac{|(\psi, \varphi)_{\partial \Omega}|}{\|\varphi\|_{H^{\frac{1}{2}}(\partial \Omega)}}
\]
\[
\leq \sup_{0 \neq \psi \in H^{\frac{1}{2}}(\partial \Omega)} \frac{\delta^2 |(\hat{\psi}, \hat{\varphi})_{\partial \Omega}|}{\delta \|\hat{\varphi}\|_{H^{\frac{1}{2}}(\partial B)}}
\]
\[
\leq \delta \|\hat{\psi}\|_{H^{-\frac{1}{2}}(\partial B)},
\]
and
\[
\|\hat{\psi}\|_{H^{-\frac{1}{2}}(\partial B)} \leq \|\psi\|_{H^{-\frac{1}{2}}(\partial B)} \leq \delta \|\hat{\psi}\|_{H^{-\frac{1}{2}}(\partial B)}.
\]
Therefore, the above two estimates leads to (3.30).

**Lemma 3.2.** Suppose \(0 < \delta \leq 1\). Then for \(\partial_u u \in H^{-\frac{1}{2}}(\partial \Omega)\), we have
\[
\delta^2 \|\partial_u \hat{u}\|_{H^{-\frac{1}{2}}(\partial B)} \leq \|\partial_u u\|_{H^{-\frac{1}{2}}(\partial \Omega)} \leq \|\partial_u \hat{u}\|_{H^{-\frac{1}{2}}(\partial B)}.
\]

**Proof.** Now, we start with the following calculation
\[
\|\partial_u u\|_{H^{-\frac{1}{2}}(\partial \Omega)}^2 = \sup_{0 \neq \varphi \in H^{\frac{1}{2}}(\partial \Omega)} \frac{|(\partial_u u, \varphi)_{\partial \Omega}|}{\|\varphi\|_{H^{\frac{1}{2}}(\partial \Omega)}}
\]
\[
= \sup_{0 \neq \varphi \in H^{\frac{1}{2}}(\partial \Omega)} \frac{|\nabla u(y) \cdot \nu_y, \varphi)_{\partial \Omega}|}{\|\varphi\|_{H^{\frac{1}{2}}(\partial \Omega)}}
\]
\[
= \sup_{0 \neq \varphi \in H^{\frac{1}{2}}(\partial \Omega)} \frac{\delta^2 |\langle \nabla u(\delta \eta + z) \cdot \nu_y, \varphi(\delta \eta + z) \rangle_{\partial B}|}{\delta \|\varphi(\delta \eta + z)\|_{H^{\frac{1}{2}}(\partial B)}}
\]
\[
\leq \sup_{0 \neq \varphi \in H^{\frac{1}{2}}(\partial \Omega)} \frac{\delta |\langle \partial_u \hat{u}, \varphi \rangle_{\partial \Omega}|}{\delta \|\hat{\varphi}\|_{H^{\frac{1}{2}}(\partial B)}}
\]
\[
= \|\partial_u \hat{u}\|_{H^{-\frac{1}{2}}(\partial B)}.
\]
Proof. Due to (3.1), (3.37) and (3.38), we can easily derive that

\[
\left\| \partial_{\nu} u \right\|_{H^{-1/2}(\partial\Omega)} = \sup_{0 \neq \varphi \in H^{1/2}(\partial\Omega)} \frac{|\langle \partial_{\nu} u, \varphi \rangle_{\partial\Omega}|}{\left\| \varphi \right\|_{H^{1/2}(\partial\Omega)}} = \sup_{0 \neq \varphi \in H^{1/2}(\partial\Omega)} \frac{|\langle \nabla_{\nu} u(y) \cdot \nu_{\gamma}, \varphi \rangle_{\partial\Omega}|}{\left\| \varphi \right\|_{H^{1/2}(\partial\Omega)}} \\
= \sup_{0 \neq \varphi \in H^{1/2}(\partial\Omega)} \frac{\delta^2 \left| -\delta^{-1} \left\langle \nabla_{\nu} u(\delta \eta + z) \cdot \nu_{\gamma}, \varphi(\delta \eta + z) \right\rangle_{\partial\Omega} \right|}{\left\| \varphi \right\|_{H^{1/2}(\partial\Omega)}} \\
\geq \sup_{0 \neq \varphi \in H^{1/2}(\partial\Omega)} \frac{\delta \left\| \varphi(\delta \eta + z) \right\|_{H^{1/2}(\partial\Omega)}}{\left\| \varphi \right\|_{H^{1/2}(\partial\Omega)}} \\
= \delta^{1/2} \left\| \partial_{\nu} \hat{u} \right\|_{H^{-1/2}(\partial\Omega)}.
\]

Therefore, using the above two estimates we obtain the desired inequality (3.33). \hfill \square

We state the following scaling result.

**Lemma 3.3.** [23] Suppose \(0 < \delta \leq 1\). For \(u \in H^{1,\sigma}_{0,0} (0, T; L^2(\Omega))\) with non-negative integer \(r\), we have

\[
\left\| u \right\|_{H^{1,\sigma}_{0,0} (0, T; L^2(\Omega))} = \delta^2 \left\| \hat{u} \right\|_{H^{1,\sigma}_{0,0} (0, T; L^2(B))}.
\]

We also know that

\[
\left\| \nabla u \right\|_{L^2(\Omega)} = \delta^{1/2} \left\| \nabla \hat{u} \right\|_{L^2(B)} \quad \text{and} \quad \left\| \nabla u \right\|_{L^2(\Omega)} = \delta^{3/2} \left\| \nabla \hat{u} \right\|_{L^2(B)}.
\]

Moreover, from the above two estimate we obtain

\[
\left\| \nabla \hat{u} \right\|_{L^2(B)} = \delta^{-1} \left\| \nabla \hat{u} \right\|_{L^2(B)}.
\]

Then we have the following lemma.

**Lemma 3.4.** Suppose \(0 < \delta \leq 1\). For \(\nabla u \in H^{1,\sigma}_{0,0} (0, T; L^2(\Omega))\) with non-negative integer \(r\), we have

\[
\left\| \nabla u \right\|_{H^{1,\sigma}_{0,0} (0, T; L^2(\Omega))} = \delta \left\| \nabla \hat{u} \right\|_{H^{1,\sigma}_{0,0} (0, T; L^2(B))}.
\]

**Proof.** Due to (3.1), (3.37) and (3.38), we can easily derive that

\[
\left\| \nabla u \right\|_{H^{1,\sigma}_{0,0} (0, T; L^2(\Omega))}^2 = \int_0^T e^{-2\sigma t} \left( \sum_{k=0}^r T^{2k} \left\| \frac{\partial^{k+1} \nabla u}{\partial t^{k+1}} \right\|_{L^2(\Omega)}^2 \right) dt \\
\leq \int_0^T e^{-2\sigma t} \sum_{k=0}^r T^{2k} \left\| \frac{\partial^{k+1} \nabla \hat{u}}{\partial t^{k+1}} \right\|_{L^2(B)}^2 \delta^{2k+1} d\tau \quad \text{Due to (3.1) and (3.37)} \\
\leq \delta^3 \int_0^T e^{-2\sigma \tau} \sum_{k=0}^r T^{2k} \left\| \frac{\partial^{k+1} \nabla \hat{u}}{\partial t^{k+1}} \right\|_{L^2(B)}^2 \delta^{2k} d\tau \\
= \delta^4 \left\| \nabla \hat{u} \right\|_{H^{1,\sigma}_{0,0} (0, T; L^2(B))}^2.
\]

The proof is thus complete. \hfill \square

We also observe that

\[
\left\| \Delta u \right\|_{L^2(\Omega)} = \delta^{-1} \left\| \Delta \hat{u} \right\|_{L^2(B)} \quad \text{and} \quad \left\| \Delta u \right\|_{L^2(\Omega)} = \delta^{3/2} \left\| \Delta \hat{u} \right\|_{L^2(B)}.
\]

Moreover, from the above two estimate we deduce

\[
\left\| \Delta \hat{u} \right\|_{L^2(B)} = \delta^{-2} \left\| \Delta \hat{u} \right\|_{L^2(B)}.
\]

So, we state the following lemma.
Lemma 3.5. Suppose $0 < \delta \leq 1$. For $\Delta u \in H^0_{0, \sigma}(0, T; L^2(\Omega))$ with non-negative integer $r$, we have
\begin{equation}
\|\Delta u\|_{H^0_{0, \sigma}(0, T; L^2(\Omega))} = \|\Delta \hat{u}\|_{H^0_{0, \sigma}(0, T; L^2(\tilde{B}))}. \tag{3.42}
\end{equation}

Proof. Using (3.1), (3.40) and (3.41), we verify that
\begin{align*}
\|\Delta u\|^2_{H^0_{0, \sigma}(0, T; L^2(\Omega))} &= \int_0^T e^{-2\sigma \tau} \sum_{k=0}^r T^{2k} \|\partial^{k+1} u_{\tilde{t}}\|_{L^2(\Omega)}^2 d\tau \\
&\leq \int_0^T e^{-2\sigma \tau} \sum_{k=0}^r T^{2k} \delta^{2k} \|\partial^{k+1} \hat{u}_{\tilde{t}}\|_{L^2(\tilde{B})}^2 d\tau \\
&\leq \delta^{4} \int_0^T e^{-2\sigma \tau} \sum_{k=0}^r T^{2k} \delta^{-4} \|\partial^{k+1} \hat{u}_{\tilde{t}}\|_{L^2(\tilde{B})}^2 d\tau \\
&= \|\Delta \hat{u}\|^2_{H^0_{0, \sigma}(0, T; L^2(\tilde{B}))}.
\end{align*}

Hence, this completes the proof. \hfill \Box

Now, using Proposition 2.1, Proposition 2.2, Lemma 3.4, and Lemma 3.5, we derive the following estimate
\begin{align*}
\|\partial_{\nu} u(\cdot, t)\|_{H^{-\frac{1}{2}}(\partial \Omega)} &\lesssim \|\partial_{\nu} \hat{u}\|_{H^0_{0, \sigma}(0, T; H^{-\frac{1}{2}}(\partial B))} \\
&\lesssim \|\nabla \hat{u}\|_{H^0_{0, \sigma}(0, T; L^2(\tilde{B}))} \\
&\lesssim \left(\|\nabla \hat{u}\|^2_{H^0_{0, \sigma}(0, T; L^2(\tilde{B}))} + \|\Delta \hat{u}\|^2_{H^0_{0, \sigma}(0, T; L^2(\tilde{B}))}\right)^{\frac{1}{2}} \\
&\lesssim \left(\delta^{-2}\|\nabla u\|^2_{H^0_{0, \sigma}(0, T; L^2(\Omega))} + \|\Delta u\|^2_{H^0_{0, \sigma}(0, T; L^2(\Omega))}\right)^{\frac{1}{2}} \\
&= \left(\delta^{-2} \cdot \delta^5 + \delta^1\right)^{\frac{1}{2}} \sim \delta^{\frac{2}{5}}. \tag{3.43}
\end{align*}

Therefore, we deduce that
\begin{equation}
\|\partial_{\nu} u(\cdot, t)\|_{H^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^{\frac{2}{5}}. \tag{3.44}
\end{equation}

In order to prove Proposition 2.2, we need to improve the above estimate. For this, let us go back to the original boundary integral equation
\begin{equation}
(1 + \frac{\alpha \rho_m}{2}) \partial_{\nu} u + \gamma \partial_{\nu} V_{\Omega} [u_{\tilde{t}}] + \alpha \mathcal{K}^i \left[ \partial_{\nu} u \right] = \partial_{\nu} u^i, \tag{3.45}
\end{equation}

that we rewrite as
\begin{equation}
(\frac{1}{\alpha} + \frac{\rho_m}{2}) \partial_{\nu} u + \frac{\gamma}{\alpha} \partial_{\nu} V_{\Omega} [u_{\tilde{t}}] + \mathcal{K}^i \left[ \partial_{\nu} u \right] = \frac{1}{\alpha} \partial_{\nu} u^i. \tag{3.45}
\end{equation}

Using Taylor’s series expansion we get
\begin{align*}
\mathcal{K}^i \left[ \partial_{\nu} u \right] &= \rho_m \left[ - c^{-1}_0 \int_{\Omega_G} \partial_{\nu} \partial_{\nu} u(y, t) \frac{(x-y) \cdot \nu_x}{|x-y|^2} ds_x d\sigma_y + \frac{1}{2} c^{-1}_0 \int_{\partial \Omega} \partial_{\nu} \partial_{\nu} u(y, t) \frac{(x-y) \cdot \nu_x}{|x-y|^2} ds_x d\sigma_y \right. \\
&- c^{-1}_0 \int_{\partial \Omega} \partial_{\nu} \partial_{\nu} u(y, t) \frac{(x-y) \cdot \nu_x}{|x-y|^2} ds_x d\sigma_y - \int_{\partial \Omega} \partial_{\nu} u(y, t) \frac{(x-y) \cdot \nu_x}{|x-y|^3} d\sigma_y \\
&\left. + \frac{1}{3!} c^{-1}_0 \int_{\partial \Omega} \partial_{\nu} \partial_{\nu} u(y, t) \frac{(x-y) \cdot \nu_x}{|x-y|^2} ds_x d\sigma_y - \frac{1}{2} c^{-1}_0 \int_{\partial \Omega} \partial_{\nu} \partial_{\nu} u(y, t) \frac{(x-y) \cdot \nu_x}{|x-y|^2} ds_x d\sigma_y \\
&+ \frac{1}{3!} c^{-1}_0 \int_{\partial \Omega} \partial_{\nu} \partial_{\nu} u(y, t) \frac{(x-y) \cdot \nu_x}{|x-y|^2} ds_x d\sigma_y \right]. \tag{3.46}
\end{align*}
and

\[
\partial_y V_\Omega \left[ u_{tt} \right] := \partial_y \int_{\Omega} \frac{\rho_m}{4\pi|x-y|} \partial_y^2 u(y, t - c_0^{-1}|x - y|) dy

= \rho_m \left[ \partial_y \int_{\Omega} \frac{\partial_y^2 u(y, t)}{4\pi|x-y|} dy - \frac{\partial_t u(t, 0)}{4\pi|x-y|} c_0^{-1}|x - y| + \partial_y \int_{\Omega} \frac{\partial_t^2 u(y, t)}{4\pi|x-y|} c_0^{-2}|x - y|^2 dy \right].
\] (3.47)

where \( t_1, t_2, t_3 \in (t - c_0^{-1}|x - y|, t) \).

Now, let us denote \( t_m := \max(t_1, t_2) \). Consequently, we approximate the stated equation (3.45) using (3.46) and (3.47) as follows:

\[
\frac{1 + \rho_m}{2} \partial_y u - \rho_m \int_{\partial\Omega} \partial_y u(y, t) \frac{(x - y) \cdot \nu_x}{|x - y|^3} ds_\nu - \frac{1}{\alpha} \partial_y u = \frac{1}{\alpha} \partial_y u^i

- \rho_m \left[ \frac{1}{2} c_0^{-2} \int_{\Omega} \partial_y^2 \partial_y u(y, t) \frac{(x - y) \cdot \nu_x}{|x - y|} ds_\nu \right]

+ \frac{5}{6} c_0^{-3} \int_{\Omega} \partial_y^2 \partial_y u(y, t_m)(x - y) \cdot \nu_x ds_\nu

+ \frac{\gamma_4}{\alpha} \partial_y \int_{\Omega} \frac{\partial_y^2 u(y, t)}{4\pi|x-y|} dy + c_0^{-2} \frac{\gamma_4}{\alpha} \partial_y \int_{\Omega} |x - y| \partial_y^2 u(y, t_3) dy \right].
\] (3.48)

Before proceeding to the next step, we introduce the notations

\[
\partial_y \mathbf{N}_{\text{Lap}, \Omega} \left[ \partial_y^2 u \right] := \partial_y \int_{\Omega} \frac{\partial_y^2 u(y, t)}{4\pi|x-y|} dy, \quad A(y) = \int_{\partial\Omega} \frac{(x - y) \cdot \nu_x}{|x - y|^3} ds_\nu, \quad A_{\Omega} := \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \int_{\partial\Omega} \frac{(x - y) \cdot \nu_x}{|x - y|^3} ds_\nu ds_{\nu'},
\] (3.49)

We also recall \( \mathbf{K}^{*}_{\text{Lap}}[\partial_y u] := -\rho_m \int_{\partial\Omega} \frac{(x - y) \cdot \nu_x}{|x - y|^3} \partial_y u(y, t) ds_\nu \) and \( \mathbf{T} := \left( \frac{1}{\alpha} + \frac{\rho_m}{2} + \mathbf{K}^{*}_{\text{Lap}} \right)^{-1} \). Then we obtain the following equation

\[
\left( \frac{1}{\alpha} + \frac{\rho_m}{2} + \mathbf{K}^{*}_{\text{Lap}} \right) \left[ \partial_y u \right] = \frac{1}{\alpha} \left[ \partial_y u^i - \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \partial_y u \right] + \frac{1}{|\partial\Omega|} \left[ \partial_y u - \frac{\rho_m}{2} \right] c_0^{-2} \left[ \int_{\partial\Omega} \partial_y^2 \partial_y u \frac{(x - y) \cdot \nu_x}{|x - y|} ds_\nu \right]

- \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \int_{\partial\Omega} \partial_y^2 \partial_y u \frac{(x - y) \cdot \nu_x}{|x - y|} ds_\nu ds_{\nu'} - \rho_m \left[ \mathbf{A}(y) - \mathbf{A}_{\Omega} \right] \partial_y^2 \partial_y u(y, t) ds_\nu

- \frac{\rho_m}{6} \int_{\partial\Omega} \mathbf{A}_{\Omega} \partial_y^2 \partial_y u(y, t_m) ds_\nu - \frac{\gamma_4}{\alpha} \partial_y \int_{\partial\Omega} \partial_y^2 \partial_y u(y, t_m)(x - y) \cdot \nu_x ds_\nu

- \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \int_{\partial\Omega} \partial_y^2 \partial_y u(y, t_m)(x - y) \cdot \nu_x ds_\nu ds_{\nu'} - \frac{\gamma_4}{\alpha} \partial_y \int_{\partial\Omega} \partial_y^2 \partial_y u(y, t_m)(x - y) \cdot \nu_x ds_\nu ds_{\nu'}

- \frac{\gamma_4}{\alpha} \left[ \partial_y \mathbf{N}_{\text{Lap}, \Omega} \left[ \partial_y^2 u \right] - \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \partial_y \mathbf{N}_{\text{Lap}, \Omega} \left[ \partial_y^2 u \right] \right] - \frac{\gamma_4}{\alpha} \int_{\partial\Omega} \partial_y \mathbf{N}_{\text{Lap}, \Omega} \left[ \partial_y^2 u \right] c_0^{-2} \frac{\gamma_4}{\alpha} \partial_y \int_{\partial\Omega} |x - y| \partial_y^2 u(y, t_3) dy

- \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \partial_y \int_{\partial\Omega} |x - y| \partial_y^2 u(y, t_3) dy - c_0^{-2} \frac{\gamma_4}{\alpha} \int_{\partial\Omega} \partial_y \int_{\partial\Omega} |x - y| \partial_y^2 u(y, t_3) dy.
\] (3.50)
Now, considering \( \rho_m \sim 1 \), we take the \( H^{-\frac{1}{2}}(\partial \Omega) \)-norm on the both hand sides of the above equation to obtain

\[
\| \partial_x u \|_{H^{-\frac{1}{2}}(\partial \Omega)} 
\leq \frac{1}{\alpha} \| T^\alpha \|_{L^\infty(\partial \Omega)} \| \partial_x u \|_{H^\frac{1}{2}(\partial \Omega)} + \frac{1}{|\partial \Omega|} \int_{\partial \Omega} | \partial_x u |^2 \, d\sigma_x + \frac{1}{|\partial \Omega|} \int_{\partial \Omega} | \partial_x u | \, d\sigma_x + \frac{1}{|\partial \Omega|} \int_{\partial \Omega} | \partial_x u |^2 \, d\sigma_x 
\]

(3.51)

We have the following bounds: (for the first two we refer to [1, 2]) and the third is from (3.44)

\[
\| T^\alpha \|_{L^\infty(\partial \Omega)} \sim 1 \quad \text{and} \quad \| T^\alpha \|_{L^\infty(\partial \Omega)} \sim \alpha, \quad \text{and} \quad \| \partial_x^2 \partial_x u(\cdot, t) \|_{H^{-\frac{1}{2}}(\partial \Omega)} \sim \delta \quad \text{for} \quad k = 0, 1, \ldots \]  

(3.52)

Next, we define and estimate each term of the expression (3.51). In particular, we want to emphasize that we will estimate each term using (3.52) and \( \alpha \sim \delta^{-2} \).

We then use the triangle inequality, smoothness of \( \partial_x u \) to estimate \( S_1 \).

- Estimation of \( S_1 := \frac{1}{\alpha} \| T^\alpha \|_{L^\infty(\partial \Omega)} \| \partial_x u \|_{H^\frac{1}{2}(\partial \Omega)} - \frac{1}{|\partial \Omega|} \int_{\partial \Omega} | \partial_x u | \, d\sigma_x \)

\[
\leq \frac{1}{\alpha} \| \partial_x u \|_{H^\frac{1}{2}(\partial \Omega)} \leq \frac{1}{\alpha} \| 1 \|_{L^2(\partial \Omega)} \sim \delta^3. 
\]

(3.53)

Next, as \( | \int_{\partial \Omega} \partial_x u | = | \int_{\partial \Omega} \Delta u | = \frac{\rho_m}{k m} \int_{\partial \Omega} | \partial_x^2 u | = \mathcal{O}(\delta^3) \), we have

- Estimation of \( S_2 := \frac{1}{\alpha} \| T^\alpha \|_{L^\infty(\partial \Omega)} \| \int_{\partial \Omega} \partial_x u \|_{H^{-\frac{1}{2}}(\partial \Omega)} \)

\[
\leq \frac{1}{|\partial \Omega|} \| T^\alpha \|_{L^\infty(\partial \Omega)} \| 1 \|_{L^2(\partial \Omega)} \| \int_{\partial \Omega} \partial_x u \| \sim \delta^2. 
\]

(3.54)

Now, let us do the following calculation using norm-definition (2.2)

\[
\begin{align*}
\| \frac{(x - \cdot) \cdot \nu_s}{|x - \cdot|} \|_{H^\frac{1}{2}(\partial \Omega)}^2 &= \| \frac{(x - \cdot) \cdot \nu_s}{|x - \cdot|} \|_{L^2(\partial \Omega)}^2 + \int_{\partial \Omega} \int_{\partial \Omega} \frac{(x-y) \cdot \nu_s}{|x-y|} \cdot \frac{(x-z) \cdot \nu_s}{|x-z|} \, d\sigma_y \, d\sigma_z \\
&= \delta^2 \| \frac{(\xi - \cdot) \cdot \nu_s}{|\xi - \cdot|} \|_{L^2(\partial \Omega)}^2 + \delta \int_{\partial \Omega} \int_{\partial \Omega} \frac{(\xi-y) \cdot \nu_s}{|\xi - y|} \cdot \frac{(\xi-z) \cdot \nu_s}{|\xi - z|} \cdot \lambda \, d\sigma_y \, d\sigma \lambda \\
&= \delta \| \frac{(\xi - \cdot) \cdot \nu_s}{|\xi - \cdot|} \|_{H^\frac{1}{2}(\partial \Omega)}^2.
\end{align*}
\]

Moreover, as \( \frac{(\xi - \cdot) \cdot \nu_s}{|\xi - \cdot|} \sim 1 \), we obtain

\[
\| \frac{(x - \cdot) \cdot \nu_s}{|x - \cdot|} \|_{H^\frac{1}{2}(\partial \Omega)} \sim \delta^\frac{1}{2}. 
\]

(3.55)
Then using the estimate (3.55) we obtain

- **Estimation of \( S_3 \)**

\[
\| T^* \|_{L^2(\mathbb{H}_0)} \left\| \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(x - y) \cdot \nu_s d\sigma_y}{|x - y|} - \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(x - y) \cdot \nu_s d\sigma_y d\sigma_x}{|x - y|} \right\|_{H^{-\frac{1}{2}}(\Omega)} \\
\leq \left\| \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(x - y) \cdot \nu_s d\sigma_y}{|x - y|} \right\|_{H^{-\frac{1}{2}}(\partial \Omega)} + \frac{1}{|\partial \Omega|} \left\| \int_{\partial \Omega} \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(x - y) \cdot \nu_s d\sigma_y d\sigma_x}{|x - y|} \right\|_{H^{-\frac{1}{2}}(\partial \Omega)} \\
\lesssim \| T^* \|_{L^2(\mathbb{H}_0)} \left\| \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(x - y) \cdot \nu_s d\sigma_y}{|x - y|} \right\|_{L^2(\partial \Omega)} + \frac{1}{|\partial \Omega|} \left\| \int_{\partial \Omega} \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(x - y) \cdot \nu_s d\sigma_y d\sigma_x}{|x - y|} \right\|_{L^2(\partial \Omega)} \\
\lesssim \delta^{-1} \left\| \int_{\partial \Omega} \partial^2 \partial_{\nu} u(x - y) d\sigma_y \right\|_{L^2(\partial \Omega)} \sim \delta^2. \quad (3.66)
\]

As, \( A_{\partial \Omega} = \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(x - y) \cdot \nu_s d\sigma_y d\sigma_x}{|x - y|} \sim \delta^2 \), we deduce the following estimate

- **Estimation of \( S_5 :\)**

\[
\| T^* \|_{L^2(\mathbb{H}_0)} \left\| \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(x - y) \cdot \nu_s d\sigma_y}{|x - y|} \right\|_{H^{-\frac{1}{2}}(\partial \Omega)} \\
\lesssim \| T^* \|_{L^2(\mathbb{H}_0)} \left\| \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(x - y) \cdot \nu_s d\sigma_y}{|x - y|} \right\|_{L^2(\partial \Omega)} \sim \delta^2. \quad (3.70)
\]

As above, we show that

- **Estimation of \( S_4 :\)**

\[
\| T^* \|_{L^2(\mathbb{H}_0)} \left\| \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(y - A_{\partial \Omega})}{|x - y|} \right\|_{H^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^4. \quad (3.72)
\]

- **Estimation of \( S_6 :\)**

\[
\| T^* \|_{L^2(\mathbb{H}_0)} \left\| \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(y - A_{\partial \Omega})}{|x - y|} \right\|_{H^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^2. \quad (3.73)
\]

- **Estimation of \( S_7 :\)**

\[
\| T^* \|_{L^2(\mathbb{H}_0)} \left\| \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(y - A_{\partial \Omega})}{|x - y|} \right\|_{H^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^2. \quad (3.74)
\]

Furthermore, we use the divergence theorem to the Newtonian potential \( \mathcal{N}_{\text{Lap}, \Omega}[\partial^2 u] \) to derive

- **Estimation of \( S_8 :\)**

\[
\| T^* \|_{L^2(\mathbb{H}_0)} \left\| \int_{\partial \Omega} \frac{\partial^2 \partial_{\nu} u(y - A_{\partial \Omega})}{|x - y|} \right\|_{H^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^2. \quad (3.75)
\]
Then, we use the continuity of the Newtonian potential, triangle inequality, similar estimate as (3.61), (4.14) to determine

- Estimation of $S_9 := \frac{\gamma}{\alpha} \| \beta_v \partial_v N_{\text{Lap}, \Omega} [\partial_v^2 u] - \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \beta_v \partial_v N_{\text{Lap}, \Omega} [\partial_v^2 u] \|_{H^{-\frac{1}{2}}(\partial \Omega)} \| T^* \|_{L^2(\Omega)} \| \partial_v N_{\text{Lap}, \Omega} [\partial_v^2 u] \|

\leq \frac{\gamma}{\alpha} \| \beta_v \partial_v N_{\text{Lap}, \Omega} [\partial_v^2 u] \|_{H^{-\frac{1}{2}}(\partial \Omega)} + \frac{\|1\|_{L^2(\partial \Omega)}}{|\partial \Omega|} \int_{\partial \Omega} \beta_v \partial_v N_{\text{Lap}, \Omega} [\partial_v^2 u] \| T^* \|_{L^2(\Omega)} \| \partial_v N_{\text{Lap}, \Omega} [\partial_v^2 u] \|

\sim \delta^2. \hspace{1cm} (3.62)

In addition

$$\int_{\partial \Omega} \beta_v \int_{\Omega} |x - y| \partial_v^4 u(y, t_3) dy \sigma_x = \int_{\Omega} \Delta \int_{\Omega} |x - y| \partial_v^4 u(y, t_3) dy dx$$

$$= \int_{\Omega} \Delta [x - y] \partial_v^4 u(y, t_3) dy dx$$

therefore, we derive

$$\int_{\partial \Omega} \beta_v \int_{\Omega} |x - y| \partial_v^4 u(y, t_3) dy \sim \delta^5. \hspace{1cm} (3.63)$$

Consequently, we obtain from (3.63) that

- Estimation of $S_{10} := c_0^{-2} \frac{\gamma}{\alpha} \| \beta_v \int_{\Omega} |x - y| \partial_v^4 u(y, t_3) dy \|_{H^{-\frac{1}{2}}(\partial \Omega)} \| T^* \|_{L^2(\Omega)} \| \partial_v N_{\text{Lap}, \Omega} [\partial_v^2 u] \| \sim \delta^4. \hspace{1cm} (3.64)$

In a similar manner, we show that

- Estimation of $S_{11}$

$$:= c_0^{-2} \frac{\gamma}{\alpha} \| \beta_v \int_{\Omega} |x - y| \partial_v^4 u(y, t_3) dy - \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \beta_v \int_{\Omega} |x - y| \partial_v^4 u(y, t_3) dy \|_{H^{-\frac{1}{2}}(\partial \Omega)} \| T^* \|_{L^2(\Omega)} \| \partial_v N_{\text{Lap}, \Omega} [\partial_v^2 u] \| \sim \delta^6. \hspace{1cm} (3.65)$$

Hence, with the help of the estimates (3.53), (3.54), (3.56), (3.58), (3.57), (3.59), (3.60), (3.61), (3.62), (3.64) and (3.65) we deduce that

$$\| \partial_v^k \partial_v u(\cdot, t) \|_{H^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^2 \text{ for } k = 0, 1, ... \hspace{1cm} (3.66)$$

Therefore it completes the proof of Proposition 2.2.

4 Appendix

4.1 Well-posedness and Regularity of the Problem (1.1): Proof of Lemma 2.1

To show the well-posedness of problem (1.1), we use the approach proposed by Bamberger and Ha Duong [7] and Sayas in [22] based on the Fourier-Laplace transform.

To begin with, we consider the following elliptic problem:

$$k^{-1} s^2 \tilde{u}^s(x, s) + \text{div} \rho^{-1} \nabla \tilde{u}^s(x, s) = F^s(x, s). \hspace{1cm} (4.1)$$

The above equation can be seen as the Laplace transform to the equation $k^{-1} u_t^s - \text{div} \rho^{-1} \nabla u^s = F(x, t)$, with respect to the time variable, where $s = \sigma + i \omega \in \mathbb{C}$ is the transform parameter with $\sigma \in \mathbb{R}, \sigma > \sigma_0 > 0$, for some constant $\sigma_0$, and $\omega \in \mathbb{R}$. We followed the convention that $F^s(x, \cdot)$ is the Laplace transformation of $F(x, \cdot)$.

Next, we develop a variational method for the aforementioned problem (4.1) and utilize the Lax-Milgram Lemma. By multiplying equation (4.1) by the complex conjugate of $v \in H^1(\mathbb{R}^3)$, and integrating over $\mathbb{R}^3$, we obtain a sesquilinear mapping $a(\tilde{u}^s, v) : H^1(\mathbb{R}^3) \times H^1(\mathbb{R}^3) \to \mathbb{C}$ and an antilinear mapping $b(v) : H^1(\mathbb{R}^3) \to \mathbb{C}$, such that

$$a(\tilde{u}^s, v) = b(v) \text{ for all } v \in H^1(\mathbb{R}^3), \hspace{1cm} (4.2)$$

where

$$a(\tilde{u}^s, v) = \int_{\mathbb{R}^3} k^{-1} s^2 \tilde{u}^s \nabla v dx + \int_{\mathbb{R}^3} \rho^{-1} \nabla \tilde{u}^s \cdot \nabla v dx,$$
and

\[ b(v) = \langle F^f(\cdot, s), v \rangle, \]

where \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( H^1(\mathbb{R}^3) \) and \( H^{-1}(\mathbb{R}^3) \). Now, to verify the coercivity of the above bi-linear form, we choose \( v = s\tilde{u}^s \) and use integration by parts to obtain

\[
a(\tilde{u}^s, s\tilde{u}^s) = \int_{\mathbb{R}^3} k^{-1} |s|^{-2} |\tilde{u}^s|^2 dx + \int_{\mathbb{R}^3} \rho^{-1} |\nabla \tilde{u}^s|^2 dx. \tag{4.3}
\]

Consequently, \( \tilde{u}^s(\cdot, s) \) satisfies

\[
|a(\tilde{u}^s, s\tilde{u}^s)| \geq C(\sigma_0) \|\tilde{u}^s(\cdot, s)\|_{H^1(\mathbb{R}^3)}^2,
\tag{4.5}
\]

where \( C(\sigma_0) \) is a positive constant.

Next, we use duality between the function spaces \( H^1(\mathbb{R}^3) \) and \( H^{-1}(\mathbb{R}^3) \) to obtain

\[
|b(s\tilde{u}^s)| \leq |s| \|F^f(\cdot, s)\|_{H^{-1}(\mathbb{R}^3)} \|\tilde{u}^s(\cdot, s)\|_{H^1(\mathbb{R}^3)}. \tag{4.6}
\]

We deduce by combining (4.5) and (4.6) that (4.2) has one and only one solution and it satisfies

\[
\|\tilde{u}^s(\cdot, s)\|_{H^1(\mathbb{R}^3)} \leq \frac{|s|}{C(\sigma_0)} \|F^f(\cdot, s)\|_{H^{-1}(\mathbb{R}^3)}. \tag{4.7}
\]

Let us now define the inverse Laplace transform of \( \tilde{u}^s(x, \cdot) \) for \( \Re(s) = \sigma > 0 \) as

\[
u^s(x, t) := \frac{1}{2\pi i} \int_{\sigma - i\infty}^{\sigma + i\infty} e^{st} \tilde{u}^s(x, s) ds = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{(\sigma + i\omega)t} \tilde{u}^s(x, \sigma + i\omega) d\omega. \tag{4.8}
\]

Due to the estimate with respect to \( \sigma \) in (4.7), \( u^s(x, t) \) is well-defined. In addition, one can show that \( u^s(x, t) \) does not depend on \( \sigma \) by utilizing a classical method of contour integration, see [22, pp. 39]. If we consider the Fourier transform w.r.t time variable \( \mathcal{F}_t \), then we have \( \mathcal{F}_t(e^{-\sigma t} \partial_t^k u^s(x, t)) = s^k \tilde{u}^s(x, s) \) with \( s = \sigma + i\omega \). Thus, we get for \( r \in \mathbb{N} \) the following

\[
\|u^s\|_{H^r_0, \sigma((0, T); H^1(\mathbb{R}^3))}^2 = \int_0^T \int_{\mathbb{R}^3} e^{-2\sigma t} \sum_{k=0}^r T^{2k} |\partial_t^k u^s(x, t)|^2_H^1(\mathbb{R}^3) dt
\]

\[
\leq \int_\mathbb{R}_+ \int_{\mathbb{R}^3} \sum_{k=0}^r \left[ |\partial_t^k u^s(x, t)|^2 + |\partial_t^k \nabla u^s(x, t)|^2 \right] dx dt
\]

\[
\leq \sum_{k=0}^r \|\tilde{u}^s(\cdot, s)\|_{H^1(\mathbb{R}^3)}^2 ds
\]

We now show that the function \( u^s \), defined in equation (4.8), is a weak solution to the problem described in equation (2.6) (or (1.1)). To do so, we consider the following weak formulation of the problem \( k^{-1}u^s_{tt} - \text{div}\rho^{-1}\nabla u^s = F(x, t) \):

\[
\langle k^{-1} \frac{d^2}{dt^2} u^s(\cdot, t), v \rangle + \langle \rho^{-1}\nabla u^s(\cdot, t), \nabla v \rangle = \langle F, v \rangle \quad \text{for a.e. } t \in (0, T) \text{ and } \forall v \in H^1(\mathbb{R}^3). \tag{4.9}
\]
We see that
\[
\langle k^{-1} \frac{d^2}{dt^2} u^s(\cdot, t), v \rangle + \langle \rho^{-1} \nabla u^s(\cdot, t), \nabla v \rangle
\]
\[
= \int_{\mathbb{R}^3} k^{-1} \int_{\sigma = -\infty}^{\sigma + \infty} e^{st} s^2 \tilde{u}^s(x, s) v(x) ds dx + \int_{\mathbb{R}^3} \rho^{-1} \int_{\sigma = -\infty}^{\sigma + \infty} e^{st} \nabla \tilde{u}^s(x, s) \cdot \nabla v(x) ds dx
\]
\[
= \int_{\sigma = -\infty}^{\sigma + \infty} e^{st} \left( k^{-1} s^2 \tilde{u}^s(x, s) v(x) + \rho^{-1} \nabla \tilde{u}^s(x, s) \cdot \nabla v(x) \right) dx ds
\]
\[
= \int_{\sigma = -\infty}^{\sigma + \infty} e^{st} \langle F^s(\cdot, s), v \rangle ds \quad \text{by (4.2)}
\]
\[
= \langle F(\cdot, t), v \rangle, \quad \text{where } \langle \cdot, \cdot \rangle \text{ denotes the duality pairing between } H^1(\mathbb{R}^3) \text{ and } H^{-1}(\mathbb{R}^3).
\]
The proof is complete.

4.2 Proof of Proposition 2.3

We provide the estimates of \( a_i \) for \( i = 1, 2, \ldots, 5 \) stated in Proposition 2.3. We start with the term \( a_1 := \frac{1}{\alpha} \partial_t^2 \partial_r u^t \):

\[
\|a_1\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} = \left\| \frac{1}{\alpha} \| \partial_t^2 \partial_r u^t \|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \lesssim \left\| 1 \right\|_{L^2(\partial \Omega)} \sim \delta^3.
\]

Next, we consider the term \( a_2 := \int_{\partial \Omega} \partial_t^4 \partial_r u(y, t) \frac{(x - y) \cdot \nu_y}{|x - y|} d\sigma_y \). As \( \left\| \frac{(x - y) \cdot \nu_y}{|x - y|} \right\|_{L^2(\partial \Omega)} \sim \delta^\frac{3}{2} \), see (3.55), we obtain the following estimate

\[
\left\| \int_{\partial \Omega} \partial_t^4 \partial_r u(y, t) \frac{(x - y) \cdot \nu_y}{|x - y|} d\sigma_y \right\| \lesssim \left\| \partial_t^4 \partial_r u(\cdot, t) \right\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^\frac{3}{2} \left\| \partial_t^4 \partial_r u(\cdot, t) \right\|_{H_0^{-\frac{1}{2}}(\partial \Omega)}.
\]

Then, with \( \| \partial_t^4 \partial_r u(\cdot, t) \|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^2 \), we obtain

\[
\|a_2\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} := \left\| \int_{\partial \Omega} \frac{(x - y) \cdot \nu_y}{|x - y|} \partial_t^4 \partial_r u(y, t) d\sigma_y \right\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \lesssim \delta^\frac{3}{2} \left\| \partial_t^4 \partial_r u(\cdot, t) \right\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^2.
\]

Similarly, for the term \( a_3 := \frac{5}{6} \int_0^{\infty} \int_{\partial \Omega} (x - y) \cdot \nu_y \partial_t^4 \partial_r u(y, t) d\sigma_y \), we have with \( \| \partial_t^4 \partial_r u(\cdot, t) \|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^2 \),

\[
\|a_3\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} := \left\| \frac{5}{6} \int_0^{\infty} \int_{\partial \Omega} (x - y) \cdot \nu_y \partial_t^4 \partial_r u(y, t) d\sigma_y \right\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \lesssim \delta^2 \left\| \partial_t^4 \partial_r u(\cdot, t) \right\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^2.
\]

We consider the term \( a_4 := \frac{2}{\alpha} \int_{\Omega} \frac{1}{4\pi|x - y|} \partial_t^4 u(y, t) dy \). As, \( \Delta \mathcal{N}_{\text{Lap}, \Omega} \left[ \partial_t^4 u \right] = -\partial_t^4 u \), then

\[
\| \partial_r \mathcal{N}_{\text{Lap}, \Omega} \left[ \partial_t^4 u \right] \|_{L^2(\partial \Omega)} = \delta \left\| \partial_r \mathcal{N}_{\text{Lap}, B} \left[ \partial_t^4 u \right] \right\|_{L^2(\partial \Omega)}.
\]

Therefore, we use continuity of that \( \mathcal{N}_{\text{Lap}, B} : L^2(\Omega) \to H^2(\Omega) \) and continuous embedding \( L^2(\partial \Omega) \hookrightarrow H_0^{-\frac{1}{2}}(\partial \Omega) \) to deduce the following

\[
\left\| \partial_r \mathcal{N}_{\text{Lap}, \Omega} \left[ \partial_t^4 u \right] \right\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \lesssim \delta \left\| \partial_r \mathcal{N}_{\text{Lap}, \Omega} \left[ \partial_t^4 u \right] \right\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \lesssim \delta \left\| \partial_r \mathcal{N}_{\text{Lap}, B} \left[ \partial_t^4 u \right] \right\|_{L^2(\partial \Omega)} \lesssim \delta^2 \left\| \partial_t^4 u \right\|_{L^2(\partial \Omega)} \sim \delta^2.
\]

Therefore, we obtain

\[
\|a_4\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} := \left\| \frac{2}{\alpha} \int_{\Omega} \frac{1}{4\pi|x - y|} \partial_t^4 u(y, t) dy \right\|_{H_0^{-\frac{1}{2}}(\partial \Omega)} \sim \delta^4.
\]
Finally, we consider \( a_5 := c_0^{-2} \alpha \gamma \int_\Omega |x - y| \partial_\nu u(y, t_3)dy \). This term can be estimated as
\[
\|a_5\|_{L^1_h(\partial\Omega)} = c_0^{-2} \alpha \gamma \int_\Omega \frac{(x - y) \cdot \nu}{|x - y|} \partial_\nu u(y, t_3)dy \lesssim c_0^{-2} \alpha \gamma \left\| \partial_\nu u(\cdot, t_3) \right\|_{L^2(\Omega)} \sim \delta^6.
\] (4.16)

### 4.3 Proof of Lemma 2.2

We start with the expression derived in (2.57)
\[
u^\nu(x, t) = \frac{\alpha \rho_m \nu^\nu}{4\pi} \frac{\rho_s \delta_2^2}{|\partial\Omega|} \int_\Omega \frac{1}{|x - y|} \int_0^{\tau - c_0^{-1}|x - z|} \sin \left( \frac{\tau}{2} (t - c_0^{-1}|x - z| - \tau) \right) \int_\partial\Omega \partial_\nu u(t, \tau) d\tau + \mathcal{O}(\delta^{2-q}).
\] (4.17)

where we recall the definitions of \( p := \frac{\alpha \rho_m}{2\pi} \frac{\rho_s \delta_2^2}{|\partial\Omega|} \), \( \alpha := \frac{1}{\rho_m} - \frac{1}{\rho_s} \), and \( A_{\partial\Omega} := \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \int_{\partial\Omega} \frac{(x - y) \cdot \nu}{|x - y|} d\sigma_x d\sigma_y = \delta^2 A_{\partial\Omega} \).

Then, due to the scaling property (1.3), we see that
\[
\alpha = \rho_m^{-1} + \mathcal{O}(1) \quad \text{and} \quad \beta = k_c^{-1} + \mathcal{O}(1).
\] (4.18)

Consequently, we perform the following calculations.

Let us consider the term \( \frac{\alpha \rho_m \nu^\nu}{4\pi} \frac{\rho_s \delta_2^2}{|\partial\Omega|} c_0^2 \), which can be rewritten as follows
\[
D := \frac{\alpha \rho_m \rho_s}{4\pi} \frac{\delta_2^2}{|\partial\Omega|} p^\frac{z}{2} = \frac{\alpha \rho_m \rho_s}{4\pi} \frac{\delta_2^2}{|\partial\Omega|} \rho_m \rho_s \rho_c \frac{2\rho_c}{\Lambda_{\sigma\Omega}} p^\frac{z}{2} = c_0^2 \frac{\rho_m}{2\pi \Lambda_{\sigma\Omega}} p^\frac{z}{2}.
\] (4.19)

Then, as we have \( p^\frac{z}{2} = \sqrt{\frac{\rho_m}{2\pi \Lambda_{\sigma\Omega}}} \), we deduce that
\[
D = \frac{c_0^2}{4\pi \delta_2^2} \frac{\rho_m}{\Lambda_{\sigma\Omega}} \sqrt{\Lambda_{\sigma\Omega}} \rho_m.
\] (4.20)

Hence, using (4.20), we obtain
\[
u^\nu(x, t) = \frac{c_0^2}{4\pi \delta^2} \frac{1}{\delta^2} \frac{\rho_m}{\Lambda_{\sigma\Omega}} \sqrt{\Lambda_{\sigma\Omega}} \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \frac{1}{|x - y|} \int_0^{t - c_0^{-1}|x - z|} \sin \left( \frac{\tau}{2} (t - c_0^{-1}|x - z| - \tau) \right) \int_\partial\Omega \partial_\nu u(t, \tau) d\tau + \mathcal{O}(\delta^{2-q}).
\]

Let us denote \( \omega_M := \sqrt{\frac{2\rho_c}{\Lambda_{\sigma\Omega}}} \). Thereafter, we arrive at
\[
u^\nu(x, t) = \frac{c_0^2}{4\pi \delta^2} \frac{1}{\delta^2} \frac{\rho_m}{\Lambda_{\sigma\Omega}} \omega_M \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \frac{1}{|x - y|} \int_0^{t - c_0^{-1}|x - z|} \sin \left( \frac{\tau}{2} (t - c_0^{-1}|x - z| - \tau) \right) \int_\partial\Omega \partial_\nu u(t, \tau) d\tau + \mathcal{O}(\delta^{2-q}).
\] (4.21)

Using Taylor’s series expansion and integration by parts, we derive the following estimate
\[
\int_{\partial\Omega} \partial_\nu u(t, \tau) d\sigma_y = \int_{\Omega} \Delta u(t, \tau) dy = \frac{\rho_m}{k_m} \int_{\Omega} \frac{1}{u_t^0(y, \tau)} dy = \frac{\rho_m}{k_m} |\Omega| u_t^0(z, \tau) + \mathcal{O}(\delta^4).
\] (4.22)

After inserting the estimate (4.22) in (4.21) and using the fact that \( c_0^{-2} = \frac{\rho_m}{k_m} \), we obtain
\[
u^\nu(x, t) = \frac{\omega_M \rho_m |B| \delta}{4\pi \delta^2} \frac{1}{|\partial\Omega|} \int_{\partial\Omega} \frac{1}{|x - y|} \int_0^{t - c_0^{-1}|x - z|} \sin \left( \omega_M (t - c_0^{-1}|x - z| - \tau) \right) u_t^0(z, \tau) d\tau + \mathcal{O}(\delta^{2-q}).
\]

This completes the Proof.
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