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Abstract
We present the UTokyo-SaruLab mean opinion score (MOS) prediction system submitted to VoiceMOS Challenge 2022. The challenge is to predict the MOS values of speech samples collected from previous Blizzard Challenges and Voice Conversion Challenges for two tracks: a main track for in-domain prediction and an out-of-domain (OOD) track for which there is less labeled data from different listening tests. Our system is based on ensemble learning of strong and weak learners. Strong learners incorporate several improvements to the previous fine-tuning models of self-supervised learning (SSL) models, while weak learners use basic machine-learning methods to predict scores from SSL features. In the Challenge, our system had the highest score on several metrics for both the main and OOD tracks. In addition, we conducted ablation studies to investigate the effectiveness of our proposed methods.

Index Terms: VoiceMOS Challenge 2022, mean opinion score prediction, self-supervised learning, ensemble learning

1. Introduction
Although subjective evaluation has been the gold standard in the field of speech synthesis [1], its high cost in terms of time and money motivates us to develop measures for automatically determining the performance. Although a number of neural network-based approaches for doing this have been proposed [2–4], there are still many challenges, such as developing a general-purpose prediction model.

The VoiceMOS Challenge [5], which was launched this year, provides the common database and baseline systems. The database contains synthetic speech samples and the corresponding mean opinion scores (MOS) on a five-point scale as assigned by human evaluators. The participants construct a prediction system and submit the system’s predicted MOS for the test data. There are two tracks in the challenge, the main and out-of-domain (OOD) tracks, and the system performance is evaluated using several metrics.

In this paper, we present our MOS prediction system, UTMOS (pronounced “u–t–mos”), which we submitted to VoiceMOS Challenge 2022. Our system is based on ensemble learning of strong and weak learners: the strong learners are obtained by fine-tuning models of self-supervised learning (SSL) models, and the weak learners predict scores from SSL features by using non-neural-network machine-learning methods from SSL features. The strong learner incorporates several improvement functions, including contrastive learning, listener dependency, and phoneme encoding. We also present the results of VoiceMOS Challenge 2022 and those of our ablation studies. Our implementation is publicly available1. This paper makes three contributions in particular:

• It describes and MOS prediction system that had the highest score on several metrics in the main and OOD tracks of VoiceMOS Challenge 2022.
• It presents proposed methods for predicting MOS that include contrastive learning and phoneme encoding.
• It presents the results of ablation studies demonstrating the effectiveness of listener-dependent learning and that of stacking by increasing the number of strong learners.

2. VoiceMOS Challenge 2022
The data used in the VoiceMOS Challenge 2022 were mainly synthetic speech samples from previous Blizzard Challenges and Voice Conversion Challenges. The VoiceMOS Challenge is divided into two tracks: the main track and the OOD track. The dataset statistics for both tracks are given in Table 1.

Main track. The main track uses the BVCC dataset [6], which contains data obtained by conducting large-scale listening tests on samples from 187 different systems from previous Blizzard Challenges, Voice Conversion Challenges, and ESPnet-TTS [7] published samples. The main track dataset consists of Chinese synthetic speech samples. The test set contains samples obtained with the same listening test but from unseen systems, speakers, and listeners.

OOD track. The OOD track uses a dataset consisting of Chinese synthetic speech collected using a listening test different from that used for the main track. The dataset provides a small amount of labeled data and a large amount of audio-only unlabeled data.

For both the main and OOD tracks, prediction performance was evaluated using four metrics; mean squared error (MSE), linear correlation coefficient (LCC), Spearman rank correlation coefficient (SRCC), and Kendall rank correlation coefficient (KTAU). Participants submit their predicted score for each speech utterance in the test set, and utterance-level and system-level metrics were calculated for each of the four metrics.

3. UTMOS
Our UTMOS method leverages ensemble learning by using multiple models, which consists of strong learners and weak

---

1https://github.com/sarulab-speech/UTMOS22

---
The strong learner is an SSL-based neural network model that directly uses a speech waveform as input. The weak learners are basic machine learning models, such as ridge regression models and support vector machines with utterance-level SSL features as input.

### 3.1. Fine-tuned SSL model

#### 3.1.1. Basic architecture

Fig. 1 illustrates the architecture of the strong learner. As in a previous study [8], we used a pretrained SSL model to extract features from input audio. First, the raw waveform of a speech utterance is input to the SSL model to obtain frame-level features. Unlike the previous study [8], our model does not average the frame-level output features; instead, it sends them to bidirectional long short-term memory (BLSTM) and linear layers to compute frame-level scores. During training, we extend the target score by the number of frames and define a frame-level loss function. We found that the frame-level loss achieves higher performance than the previous one using averaged features. During inference, the model predicts the score by averaging the frame-level scores. Using this model, we introduced several functions described in Sections 3.1.2 to 3.1.5 for the strong learner.

#### 3.1.2. Contrastive loss

Contrastive learning is a self-supervised machine-learning method that can utilize unlabeled data by learning from intrinsic similarity relations between data. Contrastive learning is widely used in speech quality assessment, in which speech representations are learned from large-scale unlabeled speech data [9–11]. Given scores \( s_1 \) and \( s_2 \) of utterances \( x_1 \) and \( x_2 \), the difference in the scores \( (\hat{d}_{x_1, x_2} = s_1 - s_2) \) can be regarded as the difference in the two utterances in terms of speech quality. If the predicted scores for the two utterances are denoted as \( \hat{s}_1 \) and \( \hat{s}_2 \), respectively, it is intuitive to assume that the predicted difference \( (\hat{d}_{x_1, x_2} = \hat{s}_1 - \hat{s}_2) \) is close to \( d_{x_1, x_2} \). Therefore, we consider a contrastive loss defined as:

\[
L_{con}^{x_1, x_2} = \max(0, |\hat{d}_{x_1, x_2} - d_{x_1, x_2}| - \alpha),
\]

where \( \alpha \) is a hyper-parameter greater than zero. We call \( \alpha \) the margin since it is similar to the support vector machine margin, i.e., small errors are ignored by the model. One advantage of this loss function is that it penalizes the model when the signs of \( d_{x_1, x_2} \) and \( \hat{d}_{x_1, x_2} \) are opposite, e.g. the case in which \( x_1 \) is better than \( x_2 \) but the model predicts that \( x_1 \) is worse than \( x_2 \), which makes the contrastive loss suitable for improving the metrics on ranking accuracy, such as the SRCC used in the Challenge.

In practice the contrastive loss of all possible pairs in a mini-batch are considered:

\[
L^{con} = \sum_{x_1, x_2} L^{con}_{x_1, x_2}.
\]

It is worth noting that, as discussed in Section 4.3, our model can be trained using only the proposed contrastive loss function without using other regular loss functions like MSE or L1 and still achieve better performance than the baseline model.

In addition to the contrastive loss, we use the clipped MSE loss [4] for the regression between the discrete predicted and ground truth scores:

\[
L^{reg}(y, \hat{y}) = \mathbb{I}(|y - \hat{y}| > \tau)(y - \hat{y})^2.
\]

The final loss function is defined as:

\[
L = \beta L^{reg} + \gamma L^{con}
\]

where \( \beta \) and \( \gamma \) are hyperparameters.

#### 3.1.3. Data-domain and listener dependent learning

The previous MOS prediction model based on an SSL model [8] learns the utterance-level MOS as the target variable. Previous studies [4, 12] improved the prediction accuracy by making listener-dependent predictions instead of simply predicting utterance-level MOS; accuracy improved because the distribution of evaluation scores is different for each listener.

We thus introduced a listener dependency function into the SSL-based MOS predictor. As shown in Fig. 1, listener-embedding is concatenated with the features extracted by the SSL model to predict the listener-dependent score. During training, we also include a “mean listener” for which the target score is the average value of all the listeners’ scores, as in a previous study [12] Since the listener information is unknown in inference, the mean-listener embedding is given to the model to predict the utterance-level MOS.

Furthermore, we need to consider the bias of each listening test instead of considering only the bias per listener within a given listening test. For example, different listening tests are conducted for the main and OOD datasets. To include data from multiple domains in our training, we use both listener and domain IDs as shown in Fig. 1. When we train our model on all of the main, OOD, and external datasets described in Section 3.2, for example, we assign different domain IDs to the respective datasets. In addition, we use the average score within each domain to obtain the score of the mean listener.

#### 3.1.4. Phonoeme encoding

In our preliminary studies, we observed that there was a strong correlation between the MOS ratings and clustering results of linguistic contents estimated with an automatic speech recognition (ASR) model. On the basis of this observation, we use the ASR results as auxiliary input of the strong learner to further improve prediction accuracy. To apply this method to multilingual synthetic speech samples, we use phoneme sequences as input instead of graphemes or character sequences.

Furthermore, intuitively, the larger the difference between the reference text used to generate synthetic speech and the text estimated with ASR, the lower the intelligibility and the expected MOS rating. Since the participants were not provided the actual texts used for synthesized speech, to estimate the reference text of each utterance, we perform clustering on the ASR results by using the DBSCAN algorithm [13] based on normalized Levenshtein distance and extract the median text corresponding to each cluster. We refer to this median text as the reference sequence. As shown in Fig. 1, phoneme and reference sequences are fed to the phoneme encoder which consists of BLSTM layers and the initial and last hidden states are concatenated. Finally, it is replicated with the number of frames and concatenated to the output of the SSL model.

---

Table 1: Datasets used in VoiceMOS Challenge 2022: “closed/open” indicates that system used to synthesize speech is included/excluded in training data; “labeled/unlabeled” indicates that corresponding MOS score is included/excluded.

|        | Train | Dev | Test | OOD | Dev | Test |
|--------|-------|-----|------|-----|-----|------|
| Evaluations | 39,792 | 8,258 | 8,528 | 1,848 | 1,819 | 7,680 |
| Audio clips | 4,974 | 1,066 | 1,066 | 136 (labeled) + 540 (unlabeled) | 136 (open) | 540 (open) |
| Audio clips per system | 12–36 (avg: 29.4) | 1–37 (avg: 5.9) | 1–38 (avg: 5.7) | 4–10 (avg: 6.5) | 4–46 (avg: 2.5) | 6–52 (avg: 20.8) |
| Systems | 175 | 175 (closed) + 6 (open) | 175 (closed) + 12 (open) | 21 | 21 (closed) + 3 (open) | 21 (closed) + 5 (open) |
| Listeners | 288 | 288 (closed) + 8 (open) | 288 (closed) + 16 (open) | 285 | 285 (closed) + 43 (open) | 285 (closed) + 76 (open) |
3.1.5. Data augmentation

Deep neural networks usually suffer from overfitting if the training data is limited. Given the limited data size of the challenge, especially for the OOD track, overfitting is likely to happen. We thus utilize data augmentation to alleviate this problem. We consider two augmentation methods: speaking-rate-changing and pitch-shifting, which can alter the utterances while maintaining the MOS. Speaking-rate-changing slows down or speeds up the audio by a factor $f_s$. Since a very large or small $f_s$ will affect the MOS, we set $f_s$ close to 1. Pitch-shifting changes the speaker identity of the utterances by raising or lowering the original pitch $p$ to $p + f_p$. During training, the two parameters ($f_s$ and $f_p$) are randomly selected from two ranges $[1 - F_1, 1 + F_1]$ and $[-F_0, F_0]$, respectively. We tune $F_0$ so that the MOS of the augmented waveform has perceptually little difference from the original ones. We use WavAugment [14] to implement all data augmentation methods.

3.2. External data collection

In the OOD track, the size of the labeled training data (136 utterances) is not sufficient to train a robust MOS prediction model. Therefore we utilized the 540 unlabeled utterances and collecting the corresponding MOS as external data. To this end, we first selected the system with the highest MOS (BC2019-A) and regarded all utterances of this system as natural speech. Then we selected six different SSL models using the first stage scores. Finally, we train the third stage with a combination of strong learners and weak learners.

3.3. Ensemble learning with strong and weak learners

We use an ensemble of models for prediction robustness. Specifically, we use the stacking method [15, 16] illustrated in Fig. 2 as the ensemble method. We use not only fine-tuned SSL models but also simple regression models using utterance-level features. We refer to the former and latter models as “strong learners” and “weak learners,” respectively.

The weak learners are a combination of feature extractions and regression methods. We propose using pretrained-SSL-model-based mean embeddings for feature extraction. Specifically, we extract embeddings of input utterances and compute the mean for all frames, taking as inspiration the structure of SSL-MOS [8]. Although this process might be too rough for obtaining utterance-level characteristics, we assume that only the mean embeddings have efficient information for MOS prediction. For the simple regression models, we use basic ones such as linear regression, decision-tree-based methods, and kernel methods. In general, model diversity is important for prediction performance in ensemble training [17]. Hence, we use multiple pretrained SSL models for feature extraction to increase the number of models. Moreover, we enhance the diversity of weak learners by using different data domains, i.e., languages and MOS test environments, for the OOD track.

The stacking method comprises stages 0 to 3. After feature extraction, we train strong and weak learners individually and predict scores using cross validation. We then train meta learners using the first stage scores. Finally, we train the third stage model with the second stage scores and obtain the final score.

4. Experimental evaluations

4.1. Experimental conditions

For the strong learners, we trained models with six different configurations for the main track and six different configurations for the OOD track. The main configuration was UTMOS strong, the strong learner used for submission. We also trained the strong learner without the functions described from Sections 3.1.2 to 3.2 and the use of MSE loss for the main track and the use of external data for the OOD track. For the pre-processing, we downscaled all speech samples to 16 kHz and normalized the volume. During training, each MOS rating was normalized to the range [-1, 1] by applying linear projection. For the SSL models of strong learners, we used the published wav2vec2.0 [18] base model2 pretrained on Librispeech [19]. For phoneme transcription in the phoneme encoder, we used the ASR model proposed by Xu et al. [20]. This model is xslr-53 [21] fine-tuned on phonetic annotations from word transcriptions obtained using ESPBank3 and speech samples of CommonVoice [22]. For the phoneme encoder, we used 3-layer BLSTM with a hidden size of 256. For domain and listener embedding, we used an embedding dimension of 128. For the main track, we only used main track dataset. For the OOD track, we used the OOD track dataset, and external dataset we collected for training except when trained for “w/o external data”. For “w/o external data”, we used only the dataset from OOD track for training. For the hyperparameters of the loss function defined in Eq. (1), we set $\beta = 1$, and $\gamma = 0.5$ except for “w/o contrastive
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loss” and “w/o MSE loss.” For “w/o contrastive loss” and “w/o MSE loss,” we used $\beta = 1, \gamma = 0$, and $\delta = 0, \gamma = 1$, respectively. For $\alpha$ and $\tau$, we set $\alpha = 0.5, \tau = 0.25$ except for “w/o listener ID.” For “w/o listener ID,” we set $\alpha = 0.1, \tau = 0.1$. For data augmentation, we set $F_1 = 0.1$, and $P_0 = 300$ cents except for “w/o data augmentation.” For “w/o data augmentation,” no data augmentation was performed. For the optimizer, we used Adam [23] ($\beta_1 = 0.9, \beta_2 = 0.99$) with linear warmup and linear decay learning rate scheduling. Learning rate warmup was performed for 4000 steps, and the total number of training steps was 15,000. The batch size was 12, and gradient accumulation was performed every 2 steps. The best model checkpoint was selected on the basis of the highest system-level SRCC calculated from the development set. For the ablation study of strong learners and stacking, training was performed for five times and the results were calculated by averaging scores for each metric as model variance depends on the random seed.

Regarding the conditions for stacking and weak learners, the strong learners for stacking were chosen from the candidates during hyperparameter tuning by using the Optuna [24] based on the system-level SRCC of development set. We used a maximum of 17 and 6 strong learners for the main and OOD tracks, respectively. For the pretrained SSL features for weak learners, we used four wav2vec 2.0 [18], two HuBERT [25], and two WavLM [26] models, which differed from each other in model size, database, and training method. The simple regression methods for the weak and meta learners were two linear regressions (ridge regression and linear support vector regression (SVR)), two tree-based models (random forests and LightGBM [27]), and two kernel methods (kernel SVR and Gaussian process regression). By combining pretrained SSL models and simple regression methods, we obtained 48 weak learners.

The training of the weak and meta learners for the main track was performed using only the main track data. For the OOD track, we trained weak models for respective domains, which were main, OOD, and external ones, and integrated the results at the second stage. Hence, the number of weak learners for the OOD track was 144. The meta learners for the OOD track were trained using the OOD track data.

### 4.2. VoiceMOS2022 results
In the both tracks, utterance-level (Utt.) and system-level (Sys.) metrics were calculated as described in Section 2. Three baseline methods and the 21 teams participated in the Main track. For the OOD track, scores of three baseline methods and 15 teams were submitted. Our team ID is “T17.”

Part of our results in the Main track were Utt. MSE $= 0.165$ (1), Utt. SRCC $= 0.897$ (1), Sys. MSE $= 0.090$ (1), Sys. SRCC $= 0.936$ (3), where the numbers in parentheses mean the rankings. The results in the OOD track were Utt. MSE $= 0.162$ (1), Utt. SRCC $= 0.893$ (2), Sys. MSE $= 0.030$ (1), Sys. SRCC $= 0.988$ (1).

### 4.3. Ablation study on SSL-based models
We conducted ablation studies for each of the methods described in Section 3.1. We denote a strong learner using all the methods in Section 3.1 as “UTMOS strong.” A method based on fine-tuning of the SSL model [8], which is a baseline method of the challenge, was designated as “SSL-MOS.” Table 2 lists the results. The best results are shown in bold, while the worst ones are underlined except for UTMOS strong and SSL-MOS.

We can see that all of our methods outperformed SSL-MOS in almost all indices. Furthermore, in the main track, the method that excluded data augmentation or phoneme encoder from UT-MOS strong showed better results, which may be due to the larger amount of data of the main track than the OOD track. In the OOD track, UT-MOS strong showed the best results in several indices including test system SRCC. This suggests that all of the proposed methods have effectiveness in cases with smaller amounts of data. For both the main and OOD tracks, the performance of the methods without the listener ID significantly degraded in many cases, indicating the effectiveness of listener dependency.

### 4.4. Evaluation on stacking
To investigate the effectiveness of strong and weak learners at stacking, we computed the prediction accuracy scores by changing the number of strong and weak learners. The results are shown in Table 3. The 1, 5, and 12 strong learners were chosen greedily based on system-level SRCC of development set. We can see that even single strong layer gave high SRCCs although the MSEs were still large. By using the stacking ensemble with multiple strong learners, MSEs were reduced while SRCCs were kept high. The stacking using only weak models even had high SRCCs although the extracted features were simpler than fine-tuned SSL models. We also see that the increase of the number of strong and weak learners tended to improve prediction accuracy, which indicates it is promising to increase the number of models by using multiple hyperparameter values and multiple domains.

### 5. Conclusion
We presented the system we submitted to VoiceMOS Challenge 2022. Our system is based on ensemble learning of strong learners, which are obtained by fine-tuning SSL models, and weak learners that predict scores from SSL features. Future work includes constructing a larger-scale general-purpose MOS prediction model by collecting a wider variety of data.
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