Modified Average Sample Number for Improved Double Sampling Plan Based on Truncated Life Test Using Exponentiated Distributions
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Abstract The reliability of the product has developed a dynamic issue in a worldwide business market. Generally, acceptance sampling guarantees the superiority of the product. In acceptance sampling plan, increasing the sample size may lead to minimization of customers’ risk of accepting bad lots and producers’ risk of rejecting good lots to a certain level but will increase the cost of inspection. Hence truncation of life test time may be introduced to reduce the cost of inspection. Modified Average Sample Number (MASN) for Improved Double Sampling Plan (IDSP) based on truncated life test for popular exponentiated family such as exponentiated gamma, exponentiated lomax and exponentiated Weibull distribution are considered. The modified ASN creates a band width for average sample number which is much useful for the consumer and producer. The interval for average sample number makes the choice of consumer with a maximum and minimum sample size which is of much benefit without any loss for the producer. The probability of acceptance and average sample number based on modified double sampling plan for lower and upper limit is computed for the exponentiated family. Optimal parameters of IDSP under various exponentiated families with different shape parameters were computed. The proposed plan is compared over traditional double sampling and modified double sampling using Gamma distribution, Weibull distribution and Birnbaum-Saunders distribution and shows that the proposed plan with respect to exponentiated family performs better than all other plans. The tables were provided for all distributions. Comparative study of tables based on proposed exponentiated family and earlier existing plan are also done.
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1. Introduction

The main goal of the manufacturing industries is improving the quality of the product which could be attained by acceptance sampling plans. In the acceptance sampling plan, a sample is taken from the lot and the lot is accepted or rejected based on the inspection of the sample from the lot. The number of failures is static and is done based on the opinion of both producer and consumer. The failures that are considered after inspection is more than the static number specified then the lot is rejected. This process is known as life test. Various studies were made on acceptance sampling [2,3,5,10,11,12,13,14,15,16]. The parameters of the modified double sampling plan are $n_1, n_2, c_1$ and $c_2$. The probability of acceptance of the MDSP as given by Aslam et al [2]

$$P_a(p) = \sum_{i=1}^{c_2} n_1 C_i p^i (1 - p)^{n_1 - i}$$
Here \( p \) is called the probability of failure which can be determined based on the distribution of lifetime of a product. Generally acceptable reliability level \( p_1 \), lot tolerance reliability level \( p_2 \), producer’s risk \( \alpha \) consumer’s risk \( \beta \) are mostly considered.

### 2. Methodology

#### 2.1. Modified Average Sample Number-MASN

Generally Minimize ASN subject to \( P_a(p_1) \geq 1 - \alpha \) and \( P_a(p_2) \leq \beta \) is calculated for the average sample number. The modified ASN creates a band for the consumer’s confidence level which does not affect the probability of acceptance. The interval for average sample number makes the choice of consumer with a maximum and minimum sample size which is of much benefit without any loss for the producer. Another advantage is that in spite of different sample size \( [n_1, n_2] \), the probability of acceptance remains constant and average sample number also remains constant or slightly deviates. It will be better to use \( \beta_1 \) and \( \beta_2 \) instead of \( \beta \) which is beneficial for both producers and consumers because various values of \( \beta \) with a small difference may make computation lengthy and cannot predict an interval for sample size with a fixed average sample number and probability of acceptance. The choice of any sample size within the interval favours both producers and consumers. So the optimized problem for modified ASN is given as:

\[
\text{MINIMIZE } MASN_L(p_1)
\]

subject to \( P_{al}(p_1) \geq 1 - \alpha \), \( P_{al}(p_2) \leq \beta_1 \),

\( n_{11} > 1, n_{21} > 1, c_2 > c_1 > 0 \).

and

\[
\text{MINIMIZE } MASN_U(p_2)
\]

subject to \( P_{au}(p_1) \geq 1 - \alpha \), \( P_{au}(p_2) \leq \beta_2 \)

\( n_{12} > 1, n_{22} > 1, c_2 > c_1 > 0 \)

where \( \beta_1 - \beta_2 < \delta \), the threshold \( \delta \) can be any value depending on need of the producer and consumer. (for example \( \delta = 0.001, 0.01, 0.1 \))

#### 2.2. Improved Double Sampling Plan: IDSP

The probability of acceptance of improved plan is given by

\[
P_{al}(p) = \left[ \sum_{i=1}^{c_1} n_1 C_i p^i (1-p)^{n_1-i} \right] + \left[ \sum_{j=c_1+1}^{c_2} n_2 C_j p^j (1-p)^{n_2-j} \right]
\]

\[
P_{au}(p) = \left[ \sum_{i=1}^{c_1} n_2 C_i p^i (1-p)^{n_2-i} \right] + \left[ \sum_{j=c_1+1}^{c_2} n_2 C_j p^j (1-p)^{n_2-j} \right]
\]

\( P_{al}(p) \) and \( P_{au}(p) \) is the probability of acceptance with the sample size \( n_{11}, n_{21}, n_{12} \) and \( n_{22} \).

The modified average sample number for IMDSP plan is given by

Minimize \( ASN_L(\alpha) = (n_{11} + n_{21} (1 - P_{al}(p_a))) \), subject to \( P_{al}(p_1) \geq 1 - \alpha \), \( P_{al}(p_2) \leq \beta \)

Minimize \( ASN_U(\alpha) = (n_{12} + n_{22} (1 - P_{au}(p_a))) \), subject to \( P_{au}(p_1) \geq 1 - \alpha \), \( P_{au}(p_2) \leq \beta \)

Also, \( P_{al}(p) = P_{au}(p) \geq 1 - \alpha \)
3. Results

3.1. Designing the Improved Double Sampling Plan: IDSP

The designing of modified double sampling plan is done with respect to three distributions
(i) Exponentiated Gamma Distribution
(ii) Exponentiated Lomax Distribution
(iii) Exponentiated Weibull Distribution

3.1.1. Exponentiated Gamma Distribution

The significance of exponentiated gamma distribution lies in its capability to model monotone and non-monotone failure rate functions, which are reasonably widespread in reliability and lifetime data analysis. The cdf and pdf of exponentiated gamma distribution is given by

\[
F(x; \theta, \lambda) = [1 - e^{-\lambda x} (\lambda x + 1)]^\theta, \theta, \lambda, x > 0
\]

\[
f(x; \theta, \lambda) = \theta \lambda^2 x e^{-\lambda x} [1 - e^{-\lambda x} (\lambda x + 1)]^{\theta - 1}, \theta, \lambda, x > 0
\]

where \( \theta \) is the shape parameter and \( \lambda \) is the scale parameter.

The mean life time under exponentiated gamma distribution is given by

\[
\theta = \frac{\gamma}{\lambda} [2 + A_r(\gamma)]
\]

where

\[
A_r(\gamma) = \sum_{j=1}^{\infty} \sum_{k=0}^{\infty} (-1)^j \binom{\gamma - 1}{j} \frac{\Gamma(r + k + 2)}{(1 + j)^{r+k+2}}, r = 1,2,....
\]

According to Asalm and Jun [2], the termination life time can be expressed as the multiple of specified average life \( \theta_0 \) and the termination ratio \( a \) i.e., \( t_0 = a\theta_0 \). Hence

the cumulative distribution function can be rewritten as

\[
p = \left[ 1 - e^{-\frac{\theta}{\theta_0} [a\gamma(2 + A_r(\gamma))]} \left( \frac{\theta}{\theta_0} [a\gamma](2 + A_r(\gamma)) + 1 \right) \right] \gamma
\]

Hence in case of exponentiated gamma distribution, the ARL and the LTRL are attained by considering \( \frac{\theta}{\theta_0} > 1 \)

and \( \frac{\theta}{\theta_0} = 1 \).

These ideal parameters of the plan under exponentiated Gamma distribution are given in Table 1-2 with unequal and equal sample size and shape parameter \( \gamma = 1 \) and \( \gamma = 2 \). It is noted from the Table 1-2 that

(i) For fixed \( \beta_1 \) as \( \theta_0 \) increases, the value of ASN also increases and the interval of ASN is narrow. For example if \( \beta_1 = 0.25 \) and \( \frac{\theta}{\theta_0} = 8,10,12 \) then the ASN is given by \([6.354,7.926], [6.356,8.711], [6.356,9.104]\)

(ii) As \( \beta_1 \) increases, the ASN also increases but the interval of ASN is narrow.

(iii) In Table 1, for \( \beta_1 = 0.05 \) with \( n_{11} = 8, n_{21} = 9, n_{12} = 8, n_{22} = 14 \) the ASN is \([9.362,10.119]\).

(iv) As the shape parameter increases from \( \gamma = 1 \) to \( \gamma = 2 \), the ASN decreases.

(v) For different values of consumers risk and termination ratios, range of ASN is \([6,10]\), for \( c_1 = 0, c_2 = 1 \) which is a minimum value compared to all existing plan.
Table 1. Ideal parameters of specified distribution under exponentiated Gamma distribution with shape parameter $\gamma = 2$ and $a = 1$.

| $\beta$ | $\frac{\theta}{\theta_0}$ | $n_{11}, n_{12}$ | $P_{al}$ | $ASN_L$ | $n_{12}, n_{22}$ | $P_{al}$ | $ASN_U$ |
|---------|-----------------|-----------------|----------|---------|-----------------|----------|---------|
| 0.25    | 4               | 4.5             | 0.96959  | 5.963   | 4,9             | 0.95429  | 7.534   |
|         | 6               | 4.5             | 0.99258  | 5.963   | 4,10            | 0.98743  | 7.926   |
|         | 8               | 4.6             | 0.99703  | 6.354   | 4,11            | 0.99518  | 8.319   |
|         | 10              | 4.6             | 0.99871  | 6.356   | 4,12            | 0.99773  | 8.711   |
|         | 12              | 4.6             | 0.99936  | 6.356   | 4,13            | 0.99878  | 9.104   |
| 0.1     | 6               | 6.6             | 0.98592  | 7.552   | 6,10            | 0.98001  | 8.586   |
|         | 8               | 6.7             | 0.99447  | 7.810   | 6,11            | 0.9923   | 8.844   |
|         | 10              | 6.8             | 0.99734  | 8.069   | 6,12            | 0.9963   | 9.103   |
|         | 12              | 6.9             | 0.99854  | 8.327   | 6,12            | 0.99818  | 9.103   |
| 0.05    | 6               | 8.8             | 0.9756   | 9.211   | 8,11            | 0.9701   | 9.665   |
|         | 8               | 8.9             | 0.99053  | 9.362   | 8,13            | 0.98776  | 9.680   |
|         | 10              | 8.9             | 0.99584  | 9.362   | 8,14            | 0.99427  | 10.119  |
| 0.1     | 12              | 8,10            | 0.99774  | 9.514   | 8,15            | 0.99694  | 10.271  |
| 0.01    | 8               | 12,13           | 0.97999  | 12.5691 | 12,15           | 0.97805  | 12.657  |
|         | 10              | 12,14           | 0.9906   | 12.613  | 12,16           | 0.9897   | 12.700  |
|         | 12              | 12,15           | 0.99451  | 12.657  | 12,17           | 0.9931   | 12.744  |

Table 2. Ideal parameters of specified distribution under exponentiated Gamma distribution with shape parameter $\gamma = 2$ and $a = 2$.

| $\beta$ | $\frac{\theta}{\theta_0}$ | $n_{11}, n_{12}$ | $P_{al}$ | $ASN_L$ | $n_{12}, n_{22}$ | $P_{al}$ | $ASN_U$ |
|---------|-----------------|-----------------|----------|---------|-----------------|----------|---------|
| 0.25    | 4               | 3.6             | 0.9953   | 5.3434  | 3,10            | 0.9933   | 6.906   |
|         | 6               | 3.7             | 0.9977   | 5.734   | 3,11            | 0.9995   | 7.296   |
|         | 8               | 3.8             | 0.99995  | 6.125   | 3,12            | 0.9993   | 7.686   |
|         | 10              | 3.9             | 6.515    | 3,13    | 0.9998          | 8.077    |         |
| 0.1     | 4               | 4,4             | 0.9954   | 5.087   | 4,7             | 0.99305  | 5.902   |
|         | 6               | 4,5             | 0.9996   | 5.359   | 4,8             | 0.99947  | 6.174   |
|         | 8               | 4,6             | 0.9999   | 5.630   | 4,9             | 0.99992  | 6.445   |
|         | 10              | 4,6             | 0.9999   | 5.630   | 4,9             | 0.99992  | 6.445   |
| 0.05    | 4               | 5,6             | 0.99184  | 6.063   | 5,9             | 0.9890   | 6.594   |
|         | 6               | 5,7             | 0.99937  | 6.2404  | 5,9             | 0.99923  | 6.594   |
|         | 8               | 5,7             | 0.99992  | 6.2404  | 5,10            | 0.99989  | 6.772   |
|         | 10              | 5,8             | 0.9998   | 6.418   | 5,12            | 0.99997  | 6.875   |
| 0.01    | 4               | 8,11            | 0.99792  | 8.4429  | 8,15            | 0.97648  | 8.604   |
|         | 6               | 8,12            | 0.99829  | 8.4832  | 8,16            | 0.99788  | 8.644   |
|         | 8               | 8,14            | 0.99974  | 8.5637  | 8,18            | 0.999969 | 8.725   |
|         | 10              | 8,16            | 0.99994  | 8.6443  | 8,20            | 0.99993  | 8.805   |
3.1.2. Exponentiated Lomax Distribution

Two parameter exponentiated Lomax distributions are used in analyzing several lifetime data. The CDF and PDF of an exponentiated Lomax distribution is given by

\[
F(x) = \left[1 - (1 + \lambda x)^{-\theta}\right]^\alpha, \; x > 0; \theta, \alpha, \lambda > 0
\]

\[
f(x) = \alpha \theta \lambda \left[1 - (1 + \lambda x)^{-\theta}\right]^{\theta-1} (1 + \lambda x)^{-(\theta+1)}
\]

\(\alpha, \gamma\) are the shape parameters and \(\lambda\) is the scale parameter.

The mean lifetime under exponentiated exponential distribution is given by

\[
\theta = \frac{\alpha}{\lambda} \left\{ \beta \left(1 - \frac{1}{\gamma}, \alpha\right) - \beta \left(1, \alpha\right) \right\}
\]

According to Asalm and Jun [2], the cumulative distribution function can be rewritten as

\[
p = 1 - \left(1 + \frac{\alpha \gamma}{\theta} \left\{ \beta \left(1 - \frac{1}{\gamma}, \alpha\right) - \beta \left(1, \alpha\right) \right\}\right)\alpha
\]

These ideal parameters of the MDSP plan under exponentiated Lomax distribution are given in Table 3-5 with unequal and equal sample size and shape parameter \(\gamma = 1\) and \(\gamma = 2\). It is noted from Table 3-5 that

(i) For fixed \(\beta_i\) as \(\frac{\theta}{\theta_0}\) increases, the value of ASN increases and the interval of ASN is very narrow. For example if \(\beta_i = 0.25\) and \(\frac{\theta}{\theta_0} = 6, 8, 10\) then the ASN is given by \([10.115, 10.738], [11.049, 11.672], [12.295, 13.229]\).

(ii) As \(\beta_i\) increases, the ASN also increases but the interval of ASN is very narrow.

(iii) In Table 7, for \(\beta_i = 0.05\), \(\frac{\theta}{\theta_0} = 10\) with \(n_{11} = 6, n_{21} = 8, n_{12} = 6, n_{22} = 10\) the ASN is 7.

(iv) As the termination ratio increases from \(a = 0.5\) to \(a = 1\), the ASN also increases.

(v) For different values of consumers risk, the mean ratio values and termination ratios the maximum value of ASN is only 23 which is a minimum value compared to all existing plan.

Table 3. Ideal parameters of specified distribution under exponentiated Lomax distribution with shape parameter \(\gamma = 1\) and \(a = 1\)

| \(\beta\) | \(\frac{\theta}{\theta_0}\) | \(n_{11}, n_{12}\) | \(P_{SL}\) | \(\text{ASN}_L\) | \(n_{12}, n_{22}\) | \(P_{SU}\) | \(\text{ASN}_U\) |
|---|---|---|---|---|---|---|---|
| 0.25 | 14 | 3,3 | 0.97044 | 4.125 | 3,3 | 0.9547 | 4.125 |
| 16 | 3,3 | 0.9547 | 4.125 | 3,4 | 0.9564 | 4.5 |
| 18 | 3,3 | 0.96402 | 4.5 | 3,5 | 0.95841 | 4.875 |
| 20 | 3,4 | 0.964421 | 4.5 | 3,5 | 0.96536 | 4.875 |
| 0.1 | 20 | 4,4 | 0.9587 | 5 | 4,5 | 0.95162 | 5.25 |
| 22 | 4,5 | 0.95897 | 5.25 | 4,5 | 0.95897 | 5.25 |
| 24 | 4,6 | 0.96015 | 5.5 | 4,7 | 0.95572 | 5.75 |
| 0.05 | 26 | 5,6 | 0.955004 | 5.937 | 5,7 | 0.950301 | 6.09 |
| 28 | 5,6 | 0.960461 | 6.01 | 5,7 | 0.956275 | 6.09 |
| 30 | 5,7 | 0.961236 | 6.09 | 5,8 | 0.957609 | 6.25 |
| 0.01 | 36 | 7,8 | 0.95439 | 7.437 | 7,9 | 0.95091 | 7.492 |
| 38 | 7,10 | 0.95219 | 7.547 | 7,10 | 0.95219 | 7.547 |
| 40 | 7,11 | 0.95347 | 7.602 | 7,12 | 0.950733 | 7.656 |
3.1.3. Exponentiated Weibull Distribution:

The distribution function and the probability density function are given by

\[ G_x(x) = \left[ 1 - \exp\left(-\lambda x^\gamma\right) \right]^\alpha, \quad x > 0, \alpha, \lambda, \gamma > 0 \]

\[ g(x) = \alpha \gamma \lambda^\alpha x^{\gamma-1} \left[ 1 - \exp\left(-\lambda x^\gamma\right) \right]^{\alpha-1} \exp\left(-\lambda x^\gamma\right), \quad x > 0 \]

\(\alpha, \gamma\) are the shape parameters and \(\lambda\) is the scale parameter.

The mean life time under exponentiated weibull distribution is

\[
E(Z) = \left\{ \begin{array}{ll}
\alpha \lambda^{-1} \Gamma\left(1 + \frac{1}{\gamma}\right) + 1 \sum_{i=0}^{\alpha - 1} \left( \frac{1}{\Gamma(i + 1)\gamma} \right), & \alpha \in N \\
\alpha \lambda^{-1} \Gamma\left(1 + \frac{1}{\gamma}\right) + 1 \sum_{i=0}^{\alpha - 1} \frac{P_i}{\Gamma(i + 1)\gamma}, & \alpha \not\in N 
\end{array} \right.
\]

According to Asalm and Jun [2], the cumulative distribution function can be rewritten as

\[
p = \left[ 1 - \exp\left(-\frac{\theta}{\theta_0} \right)^{\alpha \lambda^{-1} \Gamma\left(1 + \frac{1}{\gamma}\right) + 1 \sum_{i=0}^{\alpha - 1} \left( \frac{1}{\Gamma(i + 1)\gamma} \right)} \right]^\alpha, \quad \alpha \in N
\]
These ideal parameters of the MDSP plan under exponentiated Lomax distribution are given in Table 6-7 with unequal and equal sample size and shape parameter $\gamma = 1$ and. It is noted from the Table 6-7 that

(i) For fixed $\beta_i$ as $\frac{\theta}{\theta_0}$ increases, the value of ASN increases and the interval of ASN is very narrow. For example if $\beta_i = 0.25$ and $\frac{\theta}{\theta_0} = 10,12,14$ then the ASN is given by $[2.9691,3.4537],[2.5289,3.6612],[2.6612,4.9075]$

(ii) As $\beta_i$ increases, the ASN also increases but the interval of ASN is very narrow.

(iii) In Table 7, for, $\frac{\theta}{\theta_0} = 10$ with $n_{11} = 2,n_{21} = 2,n_{12} = 2,n_{22} = 13$ the ASN is 3.

(iv) As the termination ratio increases from $a = 0.5$ to $a = 1$, the ASN also increases.

(v) For different values of consumers’ risk, the mean ratio values and termination ratios the maximum value of ASN is only 5 which is a minimum value compared to all existing plan.

Table 6. Optimal parameters of MDSP under exponentiated weibull distribution with shape parameter $\gamma = 1$ and $a = 1$

| $\beta$ | $\frac{\theta}{\theta_0}$ | $n_{11}, n_{12}$ | $P_{aL}$ | $ASN_{L}$ | $n_{12}, n_{22}$ | $P_{aU}$ | $ASN_{U}$ |
|---------|----------------|-----------------|---------|-----------|-----------------|---------|-----------|
| 0.1     | 10             | 2,2             | 0.95973 | 2.9301    | 2,3             | 0.96106 | 3.395     |
|         | 12             | 2,2             | 0.96377 | 3.3952    | 2,4             | 0.9519  | 3.8603    |
|         | 14             | 2,4             | 0.96334 | 4.283     | 3,6             | 0.95043 | 4.5398    |
| 0.1     | 18             | 3,5             | 0.95637 | 4.283     | 3,6             | 0.95043 | 4.5398    |
|         | 20             | 3,7             | 0.954   | 4.7968    | 3,8             | 0.95011 | 5.05315   |
| 0.05    | 20             | 4,4             | 0.9562  | 4.5035    | 4,4             | 0.9562  | 4.5035    |
|         | 22             | 4,4             | 0.96306 | 4.5001    | 4,5             | 0.95731 | 4.629     |
| 0.01    | 24             | 5,5             | 0.95218 | 5.2894    | 5,6             | 0.95001 | 5.3473    |

Table 7. Optimal parameters of MDSP under exponentiated weibull distribution with shape parameter $\gamma = 2$ and $a = 1$

| $\beta$ | $\frac{\theta}{\theta_0}$ | $n_{11}, n_{12}$ | $P_{aL}$ | $ASN_{L}$ | $n_{12}, n_{22}$ | $P_{aU}$ | $ASN_{U}$ |
|---------|----------------|-----------------|---------|-----------|-----------------|---------|-----------|
| 0.25    | 10             | 2,2             | 0.9675  | 2.9691    | 2,3             | 0.95657 | 3.4537    |
|         | 12             | 2,4             | 0.96111 | 2.5289    | 2,5             | 0.9541  | 3.6612    |
|         | 14             | 2,5             | 0.96499 | 2.6612    | 2,6             | 0.95985 | 4.9075    |
| 0.1     | 16             | 3,5             | 0.9566  | 4.4981    | 3,6             | 0.95069 | 4.7977    |
|         | 18             | 3,7             | 0.9648  | 4.498     | 3,6             | 0.95989 | 4.7977    |
| 0.05    | 20             | 4,6             | 0.95393 | 4.988     | 4,7             | 0.95012 | 5.15274   |
|         | 22             | 4,7             | 0.95674 | 4.988     | 4,7             | 0.95001 | 5.15274   |
Table 8. Comparison of the existing models and the proposed model

| $\beta$ | $\frac{\theta}{\theta_0}$ | $\text{ASN}(p_2)$ with $\gamma = 2$ and $a = 1$ |
|---------|-----------------|---------------------------------|
|         | Gamma Distribution | Weibull Distribution | Birnbaum-Saunders Distribution | Exponentiated Gamma Distribution | Exponentiated Lomax Distribution | Exponentiated Weibull Distribution |
| 0.25    | 4                | (2,3)|3.447   | (2,4)|3.984   | (9,10)|11.580   |
| 6       | (2,3)|3.447   | (2,12)|7.953   | (6,7)|8.219   |
| 8       | 2.8|5.859   | (2,43)|23.332  | (5,6)|9.014   | (7,10)|11.144   |
| 10      | (2,19)|11.164 | (3,71)|27.081  | (3,4)|6.226   | (7,17)|12.294   | (2,2)|9.291   |

4. Discussion

Modified double sampling plan was done with respect to various distributions and the comparison of existing models and proposed model is shown in Table 8. Exponentiated Lomax distribution is found to be

(i) better than Weibull distribution as the ASN value is smaller
(ii) better than Gamma distribution because in Gamma distribution there is jump in ASN values from 3.447 to 5.859 and then to 11.16 where as in EL distribution there is slow change in ASN values. Hence as $\frac{\theta}{\theta_0}$ increases the ASN of EL will be smaller.
(iii) better than Birnbaum-Saunders distribution because as $\frac{\theta}{\theta_0}$ increases the ASN may not exist.

Exponentiated Weibull Distribution is better than Gamma, Weibull and and Birnbaum-Saunders distribution because the ASN is very smaller for larger values of $\frac{\theta}{\theta_0}$.

Exponentiated Gamma Distribution gives smaller ASN values as shape parameter and termination ratio increases.

Exponentiated Exponential Distribution

It is a particular case of exponentiated weibull distribution.

$$f(x,\alpha,\lambda) = \alpha \lambda (1 - e^{-\lambda x})^{a-1} e^{-\lambda x}, x > 0$$

$$F(x,\alpha,\lambda) = (1 - e^{-\lambda x})^a, x > 0$$

The mean life time under exponentiated exponential distribution is given by

$$\mu = \frac{1}{\lambda} (\psi(\alpha + 1) - \psi(1))$$

Here $\alpha, \lambda$ are the shape and scale parameters respectively.

The ASN values of Exponentiated Exponential distribution did not give a better result as compared to the proposed model.

5. Conclusions

Modified average sample number (MASN) for improved double sampling plan-IDSP based on truncated life test for popular exponentiated family such as exponentiated gamma, exponentiated lomax and exponentiated Weibull distribution were developed and compared. Exponentiated Gamma, Exponentiated Lomax and Exponentiated Weibull perform better than the existing model when shape parameter and mean termination ratio increases. Also, modified average sample number provides an interval which would be much useful for both producer and consumer regarding the sample size and average sample number even when value of the shape parameter and termination ratio increases. Exponentiated distributions performed well compared to other distributions and is better suited to truncated life test in acceptance sampling plan.
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