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Realizations of gauge theories in setups of quantum synthetic matter open up the possibility of probing salient exotic phenomena in condensed matter and high-energy physics, along with potential applications in quantum information and science technologies. In light of the impressive ongoing efforts to achieve such realizations, a fundamental question regarding quantum link model regularizations of lattice gauge theories is how faithfully they capture the quantum field theory limit of gauge theories. Recent work [Zache, Van Damme, Halimeh, Hauke, and Banerjee, Phys. Rev. D 106, L091502 (2022)] has shown through analytic derivations, exact diagonalization, and infinite matrix product state calculations that the low-energy physics of 1+1D \textit{U}(1) quantum link models approaches the quantum field theory limit already at small link spin length \( S \). Here, we show that the approach to this limit also lends itself to the far-from-equilibrium quench dynamics of lattice gauge theories, as demonstrated by our numerical simulations of the Loschmidt return rate and the chiral condensate in infinite matrix product states, which work directly in the thermodynamic limit. Similar to our findings in equilibrium that show a distinct behavior between half-integer and integer link spin lengths, we find that criticality emerging in the Loschmidt return rate is fundamentally different between half-integer and integer spin quantum link models in the regime of strong electric-field coupling. Our results further affirm that state-of-the-art finite-size ultracold-atom and NISQ-device implementations of quantum link lattice gauge theories have the real potential to simulate their quantum field theory limit even in the far-from-equilibrium regime.
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1 Introduction

In today’s impressive level of control and precision in quantum synthetic matter (QSM) [1, 2, 3, 4], the quest for realizing complex quantum many-body systems on state-of-the-art quantum simulators has been gaining a lot of traction. Exotic phenomena that had been confined to the theoretical realm just a few years ago, have recently been observed experimentally such as dynamical phase transitions [5, 6, 7], prethermalization [8, 9, 10], many-body localization [11, 12, 13], many-body dephasing [14], topological spin liquids [15], the ground state of the toric code [16], and discrete time crystalline order [17].

This advancement in QSM has also recently facilitated a flurry of experimental realizations of lattice gauge theories (LGTs) [18, 19, 20, 21, 22, 23, 24, 25, 26, 27], which are particularly attractive to investigate in such setups for several reasons [28, 29, 30, 31, 32, 33, 34, 35]. From a physics point of view, gauge theories are fundamental descriptions of interactions between elementary particles as mediated by gauge bosons, and they give rise to many fascinating salient features [36, 37, 38]. The latter arise due to local constraints that are the principal property of gauge theories and that must be satisfied at every point in space and time. This gauge invariance is manifest as, e.g., Gauss’s law in quantum electrodynamics (QED), which is what leads to a massless photon and a long-ranged Coulomb law. Furthermore, intriguing salient features from a condensed matter perspective also arise in LGTs, such as quantum many-body scars [39, 40, 41, 42, 43, 44] and disorder-free localization [45, 46, 47, 48, 49, 50, 51, 52, 53, 54], which are newly discovered paradigms of ergodicity breaking even in certain cases when the underlying model is itself ergodic. From a technological point of view, the reliability and stability of gauge invariance is crucial in modern QSM realizations of LGTs involving both matter and gauge degrees of freedom, where gauge-breaking errors are unavoidable due to the plethora of local constraints to be controlled. This has led to various theoretical works on schemes to stabilize gauge invariance in such implementations [55, 56, 57, 58, 59, 60, 61, 62, 63, 62, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76]. As such, not only do QSM realizations of LGTs permit the possibility of addressing questions in condensed matter and high-energy physics on easily accessible low-energy table-top devices, they also further push forward the technological level of precision and control in QSM platforms.

Beyond the reliable implementation of gauge invariance, there is the issue of whether quantum link model (QLM) [28, 77] regularizations of LGTs do indeed retrieve the physics of gauge theories in the quantum field theory limit. In QLMs, the Hilbert space of the U(1) Abelian gauge fields is regularized by representing them with quantum spin-$S$ operators of finite-dimensional Hilbert spaces. This approximation is very well-suited for current QSM experiments, which are limited in terms of both total Hilbert space and volume. Even though there has recently been works showing that QLM regularizations of lattice gauge theories achieve the quantum field theory limit at relatively small link spin length and system size in equilibrium [78, 79], exactly how much QLMs need to scale in the local Hilbert space of the gauge link (parametrized by the link spin length $S$), the lattice spacing $a$, and volume in order to achieve this limit in the far-from-equilibrium regime has remained an open question. Given the recent advancement in large-scale QSM implementations of U(1) quantum link models [26] including experiments on their quench dynamics [27], it is crucial to investigate this question in order to understand how faithfully such experiments can model true high-energy physics phenomena.

In this work, we consider the paradigmatic spin-$S$ U(1) QLM in $1+1$D to address this question. We show through exact diagonalization and infinite matrix product state calculations that quench dynamics of the return rate and chiral condensate in this model rapidly approach both the Wilson–Kogut–Susskind ($S \to \infty$) and continuum ($a \to 0$) limits in various parameter regimes already at small values of the link spin length $S$. In fact, we find that the Wilson–Kogut–Susskind (WKS) limit is already achievable at relatively small $S \lesssim 4$ up to all accessible evolution times in all considered regimes. We also show that the approach to the thermodynamic limit can be quite fast in certain gauge superselection sectors and parameter regimes. An experimentally relevant conclusion from our work is that in the weak electric-field coupling regime, the WKS limit leads to quench dynamics show-
ing great quantitative agreement across different choices of the target gauge superselection sector and independently of whether $S$ is half-integer or integer. Our results indicate that current QSM implementations of LGTs are not so far away from probing the quantum field theory limit of gauge theories as initially feared.

The rest of our paper is organized as follows: In Sec. 2, we introduce the 1+1D spin-$S$ U(1) QLM and the quench protocol we employ. In Secs. 3 and 4, we present our main numerical results on the approach of the quench dynamics to the WKS and continuum limits, respectively. We conclude in Sec. 5. Our main results are supplemented with Appendix A, in which we review the particle-hole transformation employed in our model Hamiltonian, and with Appendix B, where we provide and discuss the ground-state phase diagram of the spin-$S$ U(1) QLM.

2 Model and quench protocol

We consider the spin-$S$ U(1) QLM given by the Hamiltonian \cite{59, 63, 80}

\[
\hat{H} = -\frac{J}{2a\sqrt{S(S+1)}} \sum_{j=1}^{L-1} \left( \hat{\sigma}_j^+ \hat{s}_{j,j+1}^z \hat{\sigma}_{j+1}^- + \text{H.c.} \right) + \frac{\mu}{2} \sum_{j=1}^{L} \hat{\sigma}_j^z + \frac{g^2 a}{2} \sum_{j=1}^{L-1} \left( \hat{s}_{j,j+1}^z \right)^2 ,
\]

(1)

where the matter field at site $j$ is represented by Pauli matrices in the form of ladder operators $\hat{\sigma}_j^\pm$ and occupation operator $\hat{n}_j = (\hat{\sigma}_j^+ + 1)/2$, and the gauge and electric fields on the link connecting matter sites $j$ and $j+1$ are represented by the spin-$S$ operators $\hat{s}_{j,j+1}^\pm$ and $\hat{s}_{j,j+1}^z$, respectively. The total number of matter sites is denoted by $L$, and the lattice spacing is $a$. The coupling strength of the electric field is denoted by $g$, whereas the mass of the matter field is indicated by $\mu$. We will set the energy scale $J = 1$ throughout the paper. The local generator of the U(1) gauge symmetry of Hamiltonian (1) is

\[
\hat{G}_j = (-1)^j (\hat{n}_j + \hat{s}_{j-1,j}^z + \hat{s}_{j,j+1}^z),
\]

(2)

where gauge invariance is encoded in the commutation relation $[\hat{H}, \hat{G}_j] = 0, \forall j$. The eigenvalues $q_j$ of $\hat{G}_j$, known as background charges, are integers and range from $-2(-1)^j S$ to $(-1)^j (2S + 1)$. A set of these eigenvalues over volume defines a gauge superselection sector $q = (q_1, q_2, \ldots, q_L)$. Furthermore, we note that here we have employed a particle-hole transformation to get the forms of Eqs. (1) and (2), the details of which can be found in Appendix A. We also provide and discuss the phase diagram of the spin-$S$ U(1) QLM in Appendix B. In the limits of $S \to \infty$ and $a \to 0$, Hamiltonian (1) describes quantum electrodynamics in 1+1D, known as the Schwinger model. We are interested in investigating the approach of quench dynamics under Eq. (1) to both these limits, particularly since state-of-the-art large-scale cold-atom experimental realizations \cite{26, 27} are mostly feasible at finite-$S$ and finite-$a$ representations.

Within the chosen physical sector $q_{\text{tar}} = (q_1^{\text{tar}}, q_2^{\text{tar}}, \ldots, q_L^{\text{tar}})$, we prepare our system in the ground state $|\psi_0\rangle$ of Eq. (1) at an initial value $\mu_i = J$ of the mass, and then quench to a final value of $\mu_f = -J$. This type of quench is motivated by interpreting a change of the sign of the fermion mass $\mu \leftrightarrow -\mu$ as a change of the topological angle $\theta$ by $\pi$. The topological $\theta$ angle is responsible for a term $\propto (\theta - \pi) \sum_j (-1)^j \hat{s}_{j,j+1}^z$ that can explicitly break the global $\mathbb{Z}_2$ symmetry of the spin-$S$ U(1) QLM (1), which can in turn give rise to intriguing phenomena in this model such as confinement \cite{56, 40}. In Ref. \cite{81}, quenches of this $\theta$-angle were studied in the massive Schwinger model as a toy model for the relaxation of the analogous term $\propto \theta_{\text{QCD}}$ in $(3 + 1)$–D quantum chromodynamics (QCD). In one elegant explanation \cite{82}, the experimental fact that $\theta_{\text{QCD}} \approx 0$ is explained in terms of a dynamical field, the “axion”; quenching $\theta$ is thus interpreted as an instantaneous change of this axion field. In contrast to \cite{81}, where the case $\theta = \pi \to 0$ (or equivalently $-\mu < 0 \to \mu > 0$) was studied, we focus in this article on the reverse quench. However, and as we explain in Appendix B, performing our quench as such in the superselection sector $q_j = 0, \forall j$, is equivalent to the quench $\theta = \pi \to 0$ in the superselection sector $q_j = (-1)^j$, and vice versa, because these two sectors are related by a particle-hole transformation.

In the wake of this quench, we are interested in the ensuing dynamics of the Loschmidt return.
The dynamics of the Loschmidt return rate 

\[ r(t) = -\lim_{L \to \infty} \frac{1}{L} \log |\langle \psi_0 | \psi(t) \rangle|^2, \quad (3a) \]

\[ n(t) = \frac{1}{L} \sum_{j=1}^{L} \langle \psi(t) | \hat{n}_j | \psi(t) \rangle, \quad (3b) \]

respectively, with \( |\psi(t)\rangle = e^{-i\hat{H}t} |\psi_0\rangle \), where \( \hat{H} \) is Eq. (1) at \( \mu = \mu_1 \). Note that here we are using both these quantities to assess convergence to the quantum field theory limit of the underlying U(1) gauge theory. Even though we calculate the dynamics of the Loschmidt return rate (3a), our work is not intended as an exhaustive study of dynamical quantum phase transitions in gauge theories [85, 81].

In the following, we present our numerical results obtained in part from the infinite matrix product state (iMPS) technique based on the time-dependent variational principle [86, 87, 88], which works directly in the thermodynamic limit, and also from exact diagonalization (ED) codes that we have built for the purposes of benchmarking and finite-size analysis. Both our ED [89] and iMPS [90] codes utilize the gauge symmetry and finite-size analysis. Both our ED [89] and iMPS [90] codes utilize the gauge symmetry of Hamiltonian (1), working directly in the relevant target superselection sector and therefore allowing us to reach larger sizes in ED and longer evolution times in iMPS. In the latter, we find that convergence of our results is achieved at a maximal bond dimension of \( D_{\text{max}} = 350 \) and a time-step of \( \delta t = 0.001/J \) for our most stringent calculations.

3 Wilson-Kogut-Susskind limit \( S \to \infty \)

Let us first fix the lattice spacing to \( a = 1 \), and study the effect of increasing the link spin length \( S \) on the dynamics of the return rate (3a) and chiral condensate (3b). We will carry out this analysis in three different gauge superselection sectors corresponding to \( g_j = 0, 1, 2, \forall j \), where in each of these we will consider both the weak and strong electric-field coupling regimes. The reason we choose the first two target sectors is because they are the largest ones, while the third is chosen to further demonstrate the generality of our results.

3.1 Target sector \( q_j^{\text{tar}} = 0 \)

We will now consider dynamics only within the superselection sector \( q_j^{\text{tar}} = 0, \forall j \), i.e., in the common eigenbasis \( \{ |E_n\rangle \} \) of \( \hat{H} \) and \( \hat{G}_j \) such that \( \hat{H} |E_n\rangle = E_n |E_n\rangle \), we will consider only eigenstates satisfying \( \hat{G}_j |E_n\rangle = 0, \forall j \).

3.1.1 Weak-coupling regime

Let us first consider the weak-coupling regime and fix the electric-field coupling strength to \( g = 0.1\sqrt{J} \). Preparing our system in the ground states of Hamiltonian (1) at \( \mu = J \) and suddenly quenching to \( \mu = -J \), the ensuing quench dynamics of the return rate (3a) and chiral condensate (3b) are shown in Fig. 1 for half-integer and integer link spin length \( S \).

Focusing first on the quench dynamics of the return rate (3a), we see in Fig. 1(a,b) that for both half-integer \( S \) and integer \( S \), respectively, there is very fast convergence to the WKS limit, with the case of integer \( S \) showing slightly faster convergence. Note that in both cases we have only used values of \( S \leq 4 \), which comprise relatively small local Hilbert spaces for the gauge fields. Furthermore, there is excellent quantitative agreement between half-integer and integer \( S \) near the converged limit, as indicated by the reference dotted black line for the return rate at \( S = 4 \) in Fig. 1(a) and that for the return rate at \( S = 7/2 \) in Fig. 1(b). The return rate is a global quantity, and its rapid convergence with \( S \) to the WKS limit indicates that local observables should behave similarly or even better. Indeed, we find that this is also the case when we look at the quench dynamics of the chiral condensate (3b) in Fig. 1(c,d) in the case of half-integer and integer \( S \), respectively. Once again, we find that the case of integer \( S \) is slightly faster. As with the return rate, we find excellent quantitative agreement in the quench dynamics of the chiral condensate between half-integer and integer \( S \) in the WKS limit. In Fig. 1(c,d), we overlay the corresponding chiral-condensate quench dynamics for \( S = 4 \) and \( S = 7/2 \), respectively, where it shows strong agreement with the WKS-limit converged results of half-integer and integer \( S \); see dotted black lines. This can be explained by noting that at small \( g^2 \ll 1 \), quantum fluctuations wash out the detailed “low-energy” structure of the link operators, and therefore the difference...
between the cases of half-integer and integer $S$ is no longer significant.

These results indicate that in the weak-coupling regime, we are able to achieve the WKS limit already at small values of $S$, and the behavior exhibits little dependence on whether $S$ is integer or half-integer. It is interesting now to investigate in ED how fast the quench dynamics converges to the thermodynamic limit in which iMPS directly works. In this vein, we focus on the quench dynamics of the chiral condensate for $S = 7/2$ and $S = 4$ in Fig. 1(e,f), respectively, for various finite system sizes denoted by the number of matter sites $L$ (ED) and in the thermodynamic limit $L \to \infty$ (iMPS). For the case of half-integer $S$, we find that the convergence to the thermodynamic limit is considerably slower than that of integer $S$. Indeed, whereas for $S = 7/2$ we do not see convergence to the thermodynamic limit already at early times for finite QLMs with $L = 12$ matter sites, the chiral condensate in the case of $S = 4$ shows very good convergence to the thermodynamic limit already for $L = 12$ matter sites over most accessible evolution times. This is encouraging news for modern QSM implementations of LGTs restricted to a few building blocks [24, 25], because our results indicate that within current accessible experimental lifetimes the WKS and thermodynamic limits can be achieved with a relatively small integer link spin length and a few matter sites.
3.1.2 Strong-coupling regime

We now repeat this quench in the strong electric-field coupling regime, setting $g = 2\sqrt{J}$. The corresponding results for the return rate and chiral condensate for half-integer and integer $S$ are shown in Fig. 2. Similarly to the case of the weak-coupling regime, we see very rapid convergence to the WKS limit in the quench dynamics of the return rate already at small values of half-integer and integer $S$, as shown in Fig. 2(a,b), respectively. This convergence is particularly fast for the case of integer $S$, where already it occurs at $S = 1$ throughout most of the accessible evolution times. A main difference from the weak-coupling regime is that now the dynamics for half-integer and integer $S$ agree neither quantitatively nor qualitatively. This can be seen by the dotted black lines in Fig. 2(a,b) for the return rate at $S = 4$ and $S = 7/2$, respectively.

The same picture repeats itself in the quench dynamics of the chiral condensate, shown in Fig. 2(c,d) for the case of half-integer and integer $S$, respectively. Here, too, the WKS limit is achieved rapidly already at small half-integer and integer $S$, albeit in the latter case the convergence is much faster, with already $S = 1$ achieving this limit for all accessible evolution times. This can be explained by noting that at large $g^2 \gg 1$, quantum fluctuations are suppressed, and the low-energy structure of the link operators is now revealed. In the case of integer $S$, the zero-eigenvalue state of the electric-field operator $\hat{s}_j^z \hat{s}_{j+1}^z$ dominates at any $S$, which leads to fast convergence to the WKS limit already at integer $S \geq 1$. Even though the chiral condensate behaves qualitatively the same for half-integer and integer spin, quantitatively they are

![Figure 2](Color online). Same as Fig. 1 but in the strong electric-field coupling regime with $g = 2\sqrt{J}$. Compared to the weak-coupling regime, convergence to the Wilson–Kogut–Susskind limit is slightly slower for the case of half-integer $S$ (a,c) although still relatively quite good, and significantly faster for the case of integer $S$ (b,d). Indeed, in the latter case, we find that the return rate and condensate for $S = 1$ is quantitatively almost identical to their counterparts for $S = 4$ over most accessible evolution times. The return rate and chiral condensate for $S = 7/2$ are vastly different from their counterparts for $S = 4$, as indicated by the reference dotted black lines in (a,c), which represent the corresponding dynamics for $S = 4$ in (a,c) and for $S = 7/2$ in (b,d). The convergence to the thermodynamic limit is significantly slower than in the case of the weak-coupling regime, see Fig. 1 (e,f), for both half-integer and integer $S$.
Figure 3: (Color online). Quench dynamics of the spin-\(S\) U(1) quantum link model (1) starting in its ground state at \(\mu = J\) and quenching the mass to a final value \(\mu = -J\) in the weak-coupling regime at \(g = 0.1\sqrt{J}\) within the gauge superselection sector. The return rate and the chiral condensate show very fast convergence to the Wilson–Kogut–Susskind limit for both (a,c) half-integer and (b,d) integer link spin length \(S\), with the latter showing slightly faster convergence. Furthermore, the return rate and chiral condensate for \(S = 7/2\) and \(S = 4\) show excellent quantitative agreement over all accessible evolution times, as indicated by the reference dotted black lines in (a-d), which represent the corresponding dynamics for \(S = 4\) in (a,c) and for \(S = 7/2\) in (b,d). The main difference from the corresponding case of the superselection sector \(q^\text{tar}_j = 0\) shown in Fig. 1 is the convergence to the thermodynamic limit, where here the latter is approached much faster in the quench dynamics of the chiral condensate for (e) half-integer \(S\) rather than (f) integer \(S\). The finite-size results are obtained from exact diagonalization.

As such, we see that in the target superselection sector \(q^\text{tar}_j = 0, \forall j\), the WKS limit is very rapidly achieved even in the strong-coupling regime. We turn now to the approach to the thermodynamic limit of the quench dynamics of the chiral condensate, shown in Fig. 2(e,f) for the cases of \(S = 7/2\) and \(S = 4\), respectively. In both cases, we see a rather slow approach to the thermodynamic limit at intermediate to late evolution times, although at early times the largest system sizes that we employ in ED (\(L = 8, 12\) matter sites) show rather good convergence to the thermodynamic limit. Therefore, we conclude that in this superselection sector the convergence to the thermodynamic limit of our considered quenched dynamics is slow in the strong-coupling regime compared to the case of weak coupling, where there at least for integer \(S\) the convergence to the thermodynamic limit is very good.

3.2 Target sector \(q^\text{tar}_j = (-1)^j\)

We now repeat the numerical calculations of Sec. 3.1 in a different gauge superselection sector. We now choose the target sector to be \(q^\text{tar}_j = (-1)^j\), i.e., we consider the Hilbert subspace of eigenstates satisfying \(\hat{G}_j |E_n\rangle = (-1)^j |E_n\rangle\).

3.2.1 Weak-coupling regime

We first consider the case of weak electric-field coupling and set \(g = 0.1\sqrt{J}\). The corresponding quench dynamics of the return rate and chi-
ral condensate are presented in Fig. 3. The time evolution of the return rate approaches the WKS limit very rapidly for the small values of $S \leq 4$ we consider, as shown in Fig. 3(a,b) for half-integer and integer $S$, respectively. We also find that in the WKS limit, the quench dynamics of the return rate are quantitatively identical whether $S$ is half-integer or integer. This can be seen by the dotted black lines in Fig. 3(a,b) representing the return rate for $S = 4$ and $S = 7/2$, respectively.

Turning to the chiral-condensate quench dynamics in Fig. 3(c,d) for half-integer and integer $S$, we deduce the same conclusions. The WKS limit is achieved over the small values of $S$ we consider, and there is great quantitative agreement in this limit between the case of half-integer and integer $S$, as indicated by the reference dotted black lines representing the chiral condensate for $S = 4$ and $S = 7/2$, respectively.

Therefore, we see that little has changed in terms of the approach to the WKS limit by changing the target sector from the superselection sector $q_{j}^{\text{tar}} = 0$ to $q_{j}^{\text{tar}} = (-1)^{j}$. However, when it comes to the approach to the thermodynamic limit, it turns out that here the case of half-integer $S$ fares much better than its integer counterpart, as can be seen in Fig. 3(e,f). The ED calculations of the quench dynamics of the chiral condensate in the case of half-integer $S$ shows excellent convergence to the thermodynamic limit up to very long evolution times already at $L = 12$ matter sites in Fig. 3(c). In the case of integer $S$, on the other hand, this convergence occurs only at early times after which deviations become significant, see Fig. 3(f).

Interestingly, we find that the quench dynamics
of the return rate and chiral condensate in Figs. 3 and 1 show great quantitative agreement in the WKS limit. This seems to indicate that at least in the weak-coupling regime, the quench dynamics in the WKS limit is independent of the choice of target superselection sector between $q_j = 0$ and $q_j = (-1)^j$, and does not depend on whether $S$ is half-integer or integer.

3.2.2 Strong-coupling regime

We now repeat this quench in the strong-coupling regime at $g = 2\sqrt{J}$, the results of which are shown in Fig. 4. As in every case we have considered so far, we see very fast convergence to the WKS limit in the quench dynamics of the return rate (3a) for both half-integer and integer $S$, as shown in Fig. 4(a,b), respectively. The convergence is again extremely rapid for integer $S$, where we see in Fig. 4(b) that already at $S = 1$ the WKS limit is achieved for all accessible evolution times. Similar to other cases in the strong-coupling regime, the quench dynamics of the return rate is very different depending on whether $S$ is half-integer or integer. This is made clear by overlaying the return rate for $S = 4$ (dotted black line) in Fig. 4(a), showing how it vastly differs from the WKS limit in the case of the half-integer $S$.

This picture is confirmed through the quench dynamics of the chiral condensate (3b) in Fig. 4(c,d) for both half-integer and integer $S$, respectively. In both cases, the WKS limit is quickly achieved within our small values of $S$, with the integer case already converging to that limit at $S = 1$. As expected, the chiral condensate for $S = 4$, depicted by a dotted black line in Fig. 4(c), is drastically different from its counterpart for half-integer $S$.

We now investigate the approach to the thermodynamic limit in Fig. 4(e,f) for half-integer and integer $S$, respectively. We find that in both cases, the convergence to this limit is excellent, with the finite-size result at $L = 12$ matter sites, obtained from ED, faithfully reproducing the result in the thermodynamic limit, obtained from iMPS, over most of the accessible evolution times. This is sharp contrast to the strong-coupling regime for the superselection sector $q_j^{\text{tar}} = 0$, see Fig. 2(e,f), where the approach to the thermodynamic limit is quite slow regardless of whether $S$ is half-integer or integer.

3.3 Target sector $q_j^{\text{tar}} = 2(-1)^j$

We now consider a third and final target superselection sector, which is $q_j^{\text{tar}} = 2(-1)^j$. This means that we will consider only the Hilbert subspace of eigenstates satisfying $\hat{G}_j |E_n\rangle = 2(-1)^j |E_n\rangle$.

3.3.1 Weak-coupling regime

The quench dynamics of the return rate and chiral condensate within this target superselection sector in the weak-coupling regime are shown in Fig. 5. As in all cases considered so far, the convergence to the WKS limit is very fast over the small values of $S$ we consider in our numerical simulations, and this is evident in the quench dynamics of the return rate in Fig. 5(a,b) and the chiral condensate in Fig. 5(c,d) for both half-integer and integer $S$, respectively. Also in agreement with our earlier observations on the weak-coupling regime, in the WKS limit there is very good quantitative agreement in the quench dynamics between half-integer and integer $S$, as shown in the dotted black lines for $S = 4$ in Fig. 5(a,c) and for $S = 7/2$ in Fig. 5(b,d). It is worth noting here the lack of dynamics for the case of $S = 1/2$ in Fig. 5(a,c). This is because in this superselection sector the only allowed configuration at a local constraint defined by Eq. (2) is $\uparrow \bullet \uparrow \bullet$ in our particle-hole-transformed picture. In words, this configuration means that at every local constraint the matter site is occupied and the electric fields at the adjacent links are both pointing along the positive $z$-direction. Any other configuration will violate $\hat{G}_j |E_n\rangle = 2(-1)^j |E_n\rangle$.

As such, the system will always be in this initial state $|\psi_0\rangle = \ldots \uparrow \bullet \uparrow \bullet \uparrow \ldots$, leading to a zero return rate and a unity chiral condensate for all times.

We now study the approach to the thermodynamic limit through ED calculations in Fig. 5(e,f), where we find that it depends on the nature of the link spin length $S$. When the latter is half-integer, we find that convergence to the thermodynamic limit is achieved by small system sizes of up to $L = 12$ matter sites up to only relatively short evolution times, see Fig. 5(e). In the case of integer $S$, on the other hand, we see that the same system size faithfully reproduces the thermodynamic limit up to considerably long evolution times, see Fig. 5(f).

It is interesting to note that in the WKS and
thermodynamic limits, the quench dynamics of the return rate and chiral condensate in the weak-coupling regime within this superselection sector are in excellent quantitative agreement with their counterparts in the weak-coupling regime within the superselection sectors $q^2_{j} = 2(-1)^j$; see Figs. 1 and 3. As such, this confirms our earlier conclusion that in the WKS and thermodynamic limits the quench dynamics in the weak-coupling regime are largely independent of the target gauge superselection sector.

3.3.2 Strong-coupling regime

We now repeat this quench in the strong-coupling regime with $g = 2\sqrt{J}$, with the corresponding numerical results shown in Fig. 6. As for all cases we have considered, we see very rapid convergence to the WKS limit for the small values of $S$ that we use in both the return rate, shown in Fig. 6(a,b), and the chiral condensate, shown in Fig. 6(c,d), for half-integer and integer $S$, respectively. The case of integer $S$, like previous results in the strong-coupling regime, shows excellent convergence to the WKS limit already at $S = 1$. The case of half-integer $S$ also shows fast convergence, except that the dynamics of the return rate and chiral condensate both seem to be relatively trivial, and not just for $S = 1/2$ where the corresponding Hilbert subspace is composed of a single state. The reason for this is that the initial state at which we start has a very large overlap with the ground state and a few low-lying eigenstates of the quench Hamiltonian. As for

Figure 5: (Color online). Quench dynamics of the return rate (3a) and chiral condensate (3b) in the spin-S $SU(1)$ quantum link model starting in its ground state at $\mu = J$ in the weak-coupling regime with $g = 0.1\sqrt{J}$ and quenching the mass to $\mu = -J$ within the gauge superselection sector $q^2_{j} = 2(-1)^j$. Similarly to our other conclusions thus far, we find that (a,b) the return rate and (c,d) the chiral condensate rapidly converge to the Wilson–Kogut–Susskind limit for both (a,c) half-integer and (b,d) integer link spin length $S$. In the case of $S = 1/2$ we see no dynamics in either (a) the return rate or (c) the chiral condensate, and this is because in this superselection sector there is only one possible state in the case of $S = 1/2$ (see text). As we have observed previously in the weak-coupling regime, also here there is very good quantitative agreement between the dynamics of half-integer and integer $S$, as indicated by the reference dotted black lines in (a-d), which represent the corresponding dynamics for $S = 4$ in (a,c) and for $S = 7/2$ in (b,d). The approach to the thermodynamic limit of the quench dynamics of the chiral condensate is shown in (e) for the case of half-integer $S$ and in (f) for the case of integer $S$, where the latter is much faster, similarly to the corresponding case of the superselection sector $q^2_{j} = 0$. 
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other cases we have considered within the strong-coupling regime, the quench dynamics of the return rate and the chiral condensate in the WKS limit are vastly different between half-integer and integer $S$.

Convergence to the thermodynamic limit is excellent for the case of half-integer $S$, as shown in Fig. 6(e) for the chiral condensate, but we again note that this is in large part due to the trivial dynamics taking place in this case. For the case of integer $S$, which shows nontrivial dynamics, we find from ED that the thermodynamic limit is faithfully achieved up to very long evolution times already at $L = 12$ matter sites.

### 3.4 Discussion and summary

Let us now summarize the results presented in Secs. 3.1, 3.2, and 3.3, and put them into context. Four main conclusions can be drawn from them:

1. The WKS limit is achieved at relatively small values of half-integer and integer $S \lesssim 4$ regardless of the target superselection sector and the electric-field coupling regime.

2. In the strong-coupling limit, the quench dynamics with an integer link spin length $S$ lead to faster convergence to the WKS limit than the case of half-integer $S$. We attribute this to a large $g$ suppressing quantum fluctuations in the case of integer $S$ more severely than in the half-integer case, because the former allows for a local electric-field eigenvalue...
condensate, and are independent of whether the chosen target superselection sector and the return rate and the chiral condensate in the weak-coupling regime, and also that the choice of target superselection sector is not important. This further simplifies implementational requirements.

3. This qualitative distinction also affects the quench dynamics in the strong-coupling limit, leading to the vastly different behavior observed for integer and half-integer spin $S$.

4. In the weak-coupling regime, quantum fluctuations dominate and the physics is no longer dominated by the (non)existence of a local zero electric field state. For the quenches discussed in this work, the WKS limit is thus effectively the same for half-integer and integer $S$, and it does not depend on the choice of target superselection sector. This conclusion is summarized in Fig. 7, where the quench dynamics of the return rate and the chiral condensate in the WKS limit ($S = 7/2$ and $S = 4$) show great quantitative agreement over all accessible evolution times in iMPS regardless of the chosen target superselection sector and independently of whether $S$ is half-integer or integer. Again, we attribute this to the fact that at small $g$ quantum fluctuations dominate, washing out the detailed “low-energy” structure of the link operators.

These conclusions bode well for ongoing QSM experiments on LGTs. Indeed, smaller local Hilbert spaces of the gauge fields imply fewer degrees of freedom to be implemented experimentally. Furthermore, our work shows that it does not matter whether $S$ is half-integer or integer in the weak-coupling regime, and also that the choice of target superselection sector is not important. This further simplifies implementational requirements.

4 Continuum limit $a \to 0$

In this section, we explore the possibility to reach the continuum limit $a \to 0$ for the quench dynamics discussed in Sec. 3 using the quantum link regularization with spin length $S$ sufficiently large to achieve the WKS limit. In equilibrium, it is well-known how the lattice Schwinger model approaches continuum quantum electrodynamics (QED) [91, 92], which, due to its superrenormalizability, enables a relatively simple extrapolation of appropriately rescaled observables towards $a \to 0$. While the situation is less clear in nonequilibrium, our results presented below suggest that it is sufficient to perform a renormalization at the initial time $t = 0$.

To be specific, we focus on the chiral condensate $\Sigma = \langle \bar{\psi}\psi \rangle$ in the following. As discussed, e.g., in [92], the vacuum expectation value of $\Sigma$ is logarithmically divergent in the thermodynamic limit. In equilibrium, this infrared divergence can be isolated analytically for any finite lattice spacing $a$, providing a regularized chiral condensate $\Sigma_{\text{reg.}}$, which in turn can be extrapolated to $a \to 0$. Since we start our quench dynamics with the ground state of

$$\frac{\hat{H}}{\mu} = -\frac{1}{2a\mu}\sqrt{S(S+1)} \sum_{j=1}^{L-1} (\hat{\sigma}_j^- \hat{s}_{j,j+1}^+ + H.c.) + \frac{1}{2} \sum_{j=1}^{L} \hat{\sigma}_j^z + \frac{(ga)^2}{2a\mu} \sum_{j=1}^{L-1} (\hat{s}_{j,j+1}^z)^2.	ag{4}$$

with $a\mu > 0$, we apply the same procedure to the time-evolved chiral condensate extracted from our simulations. Note that we have set $J = 1$.

Explicitly, we extract the regularized chiral condensate as

$$\Sigma(t) = g\sqrt{x} \left[ \frac{1}{2} - n(t) \right] - \Sigma_0, \tag{5}$$
where we defined the dimensionless parameter $x = 1/(ag)^2$. The divergent contribution is given by \[ \Sigma_0 = \frac{\mu}{\pi \sqrt{\xi}} K \left( \frac{1}{\xi} \right), \] (6a)

\[ \xi = 1 + \frac{1}{x} \left( \frac{\mu}{g} \right)^2, \] (6b)

where $K$ denotes the complete elliptic integral of the first kind. The resulting dynamics of the regularized chiral condensate is shown in Fig. 8 for $g/|\mu| = 2$ and 1.

As anticipated, the initial condensate $\Sigma_{\text{reg.}}(0)$ approaches the known [92] vacuum expectation values as $\sqrt{x} \to \infty$. Remarkably, we find fast convergence of the real-time dynamics for relatively small spins ($S \leq 4$). In contrast to the equilibrium case, this convergence appears to be faster for smaller values of $g/|\mu|$, at least for the two values accessible with our numerics. At early times, our simulations further exhibit a smooth approach to a continuum limit with increasing $\sqrt{x}$. These findings suggest that the nonequilibrium dynamics of QED can indeed be probed by careful extrapolations of the quantum link model, requiring only a renormalization of the chiral condensate at initial time.

For the quench considered here, the chiral condensate exhibits a very strong response with a much larger magnitude and opposite sign than its initial vacuum expectation value. This behaviour indicates a strong breaking of chiral symmetry, which stands in contrast to the smooth chiral symmetry restoration in QED at (in)finite temperature [92], implying a small value of the chiral condensate at late times if the system thermalizes to some finite temperature. As a possible explanation, we speculate that the large response of the chiral condensate at early times is a transient, truly nonequilibrium phenomenon that disappears at later times, something which could be tested in a quantum simulation of this model.

It is worth making a comment on numerical resources here. The main limitation for convergence to the continuum comes from the sequence of extrapolations, $S \to \infty$ and $x \to \infty$. For fixed $x$, we first have to extrapolate to large spin lengths $S$, which leads to a larger local Hilbert space, and hence to numerically more costly MPS calculations. Given finite computational resources, we therefore had to limit ourselves to relatively small spin lengths $S$, which in turn limited the size of accessible $x$. We emphasize that due the order of extrapolations, it is not useful to obtain more data at larger $x$ without increasing $S$ for obtaining the continuum limit.

5 Conclusion

In this work, we have extended to the far-from-equilibrium regime our equilibrium study [79] of the approach of quantum link model regularizations of lattice gauge theories to their quantum field theory limit. We have found that in the thermodynamic limit, the Wilson–Kogut–Susskind limit is achieved over all considered parameter regimes and superselection sectors at relatively small values of the link spin length $S \lesssim 4$, regardless of whether $S$ is half-integer or integer.

In the weak electric-field coupling regime, the quench dynamics in the Wilson–Kogut–Susskind limit are quantitatively almost identical regardless of whether $S$ is half-integer or integer, and are independent of the target superselection sector. We attribute this to strong quantum fluctuations in the weak-coupling regime ($g^2 \ll 1$), which wash out the detailed low-energy struc-
ture of the link operators. In the strong electric-field coupling regime, quantum fluctuations are suppressed, and even though the Wilson–Kogut–Susskind limit is still very rapidly achieved, and extremely so for integer $S$, there is a qualitative difference in the dynamics depending on whether $S$ is half-integer or integer. Indeed, in the case of integer $S$, the zero-eigenvalue state of the link operator is dominant at large $g^2 \gg 1$, leading to extremely fast convergence to the Wilson–Kogut–Susskind limit already at $S \gtrsim 1$. In the case of half-integer $S$, on the other hand, quantum fluctuations are not as suppressed, and this leads to qualitative and quantitative differences in the dynamics with respect to the case of integer $S$. In other words, the detailed low-energy structure of the link operators is revealed in the strong-coupling regime.

Concerning the approach to the continuum limit ($a \to 0$), where we have focused on the dynamics of the chiral condensate in the $q_l = 0$ sector, our findings demonstrate fast convergence at early times. In general, however, the situation dynamically depends on the coupling $g/|\mu|$: smaller couplings and later times require finer lattices to reach the continuum limit, although relatively small spin lengths appear to be sufficient for the quenches considered in this work.

Our results are relevant for ongoing quantum synthetic matter experiments on lattice gauge theories seeking to achieve the quantum field theory limit. They show that the resources required to converge to this limit will not scale uncontrollably, and that already small finite values of the link spin length $S \lesssim 4$ are sufficient for achieving this limit up to all experimentally relevant lifetimes in the quench dynamics. These findings may further guide the design of future quantum simulation experiments that target the quantum field theory limit of the present model. An interesting avenue for such future studies is, for example, the fate of the chiral condensate in the long-time limit, which is beyond the reach of our classical simulations.

Acknowledgments

This work is part of and supported by Provincia Autonoma di Trento, the ERC Starting Grant StrEnQTh (project ID 804305), the Google Research Scholar Award ProGauge, and Q@TN — Quantum Science and Technology in Trento, Research Foundation Flanders (G0E1520N, G0E1820N), and ERC grants QUTE (647905) and ERQUAF (715861). This work was supported by the Simons Collaboration on UltraQuantum Matter, which is a grant from the Simons Foundation (651440, P.Z.).

A Particle-hole transformation

In this Appendix, we write down the particle-hole transformation that leads to Eqs. (1) and (2) in the main text. We consider the spin-$S$ $U(1)$ QLM described by the Hamiltonian

$$
\hat{H} = -\frac{J}{2a\sqrt{S(S+1)}} \sum_{j=1}^{L-1} (\hat{\sigma}_j^{+}\hat{\sigma}_{j+1}^{-} + \text{H.c.}) + \frac{\mu}{2} \sum_{j=1}^{L} (-1)^j \hat{\sigma}_j^{z} + \frac{g^2a}{2} \sum_{j=1}^{L-1} (\hat{\sigma}_j^{z})^2,
$$

and whose gauge-symmetry generator is

$$
\hat{G}_j = \hat{\sigma}_j^{z} + \frac{(-1)^j}{2} + \hat{\sigma}_{j-1,j}^{z} - \hat{\sigma}_{j,j+1}^{z}.
$$

Here, the on-site chiral condensate is

$$
\hat{n}_j = \frac{(-1)^j \hat{\sigma}_j^{z} + \mathbb{1}}{2}.
$$

Employing the particle-hole transformation

$$
\hat{\sigma}_j^{z(y)} \rightarrow (-1)^j \hat{\sigma}_j^{z(y)}
$$

we get

$$
\hat{H} = -\frac{J}{2a\sqrt{S(S+1)}} \sum_{j=1}^{L-1} (\hat{\sigma}_j^{-}\hat{\sigma}_{j+1}^{+} + \text{H.c.}) + \frac{\mu}{2} \sum_{j=1}^{L} \hat{\sigma}_j^{z} + \frac{g^2a}{2} \sum_{j=1}^{L-1} (\hat{\sigma}_j^{z})^2,
$$

$$
\hat{G}_j = (-1)^j (\hat{n}_j + \hat{\sigma}_{j-1,j}^{z} + \hat{\sigma}_{j,j+1}^{z}),
$$

$$
\hat{n}_j = \frac{\hat{\sigma}_j^{z} + \mathbb{1}}{2}.
$$

B Ground-state phase diagram

We now consider the ground-state phase diagrams of the spin-$7/2$ and spin-$4$ $U(1)$ QLMs,
Figure 9: (Color online). Ground-state phase diagram of the spin-$S$ U(1) QLM for in (a,b) the weak-coupling and (c,d) strong-coupling regimes at link spin lengths (a,c) $S = 7/2$ and (b,d) $S = 4$. These numerical results are obtained from iMPS.

shown in Fig. 9, in the various target superselection sectors and electric-field coupling regimes we have considered. The ground-state simulations are obtained using a mixture of the variational uniform matrix product state (VUMPS) algorithm [93] and the infinite-size density matrix renormalization group (iDMRG) method [94], which was used to dynamically grow the bond dimension up to some chosen singular value cutoff. The gauge symmetry was imposed by “approximating it” as a global symmetry that works alternatingly on the even and odd bonds. One can then choose the symmetry sectors in the virtual space of the underlying matrix product state in such a way that this approximation becomes exact, in the sense that the state truly satisfies a local gauge symmetry.

The underlying phase transition is connected to the spontaneous breaking of a global $Z_2$ symmetry, characterized by the order parameter represented by the electric flux

$$\mathcal{E} = \frac{1}{L} \sum_{j=1}^{L} (-1)^j \langle \psi_0 | \hat{s}_{j,j+1}^z | \psi_0 \rangle,$$

(12)

where $| \psi_0 \rangle$ denotes the ground state of the U(1) QLM Hamiltonian (1) at a given value of the mass $\mu$. This is plotted in Fig. 9.

Focusing on the case of $S = 7/2$, we see that at large $\mu$ there has to be $Z_2$ symmetry-breaking in the superselection sector $q_j = 0$, since in the limit $\mu \to \infty$ the lowest-energy configuration at every local constraint is either $(+1/2) \circ (-1/2)$ or $(-1/2) \circ (+1/2)$ at finite $g^2 > 0$, see Fig. 10(a). In other words, at a local constraint the matter site will have to be empty and its neighboring electric fields will be eigenstates of $\hat{s}_{j,j+1}^z$ with opposite eigenvalues $\pm 1/2$. On the other hand, when $\mu \to -\infty$, the matter site will be occupied, and therefore the electric fields must be identical (eigenvalues $-1/2$) on the adjacent links, leading to a phase that does not break charge conjugation (or global $Z_2$) symmetry. The picture is reversed for $q_j = (-1)^j$, since at $\mu \to \infty$ the electric-field eigenvalues must sum to unity, rendering the $Z_2$-symmetric configuration $(+1/2) \circ (+1/2)$ energetically most favorable at finite $g^2 > 0$. For $\mu \to -\infty$, the electric fields on adjacent links of the occupied matter site must align in the opposite direction, leading to a $Z_2$ symmetry-broken phase. For $q_j = 2(-1)^j$ at finite $g^2 > 0$, the limit $\mu \to \infty$ will result in $(+1/2) \circ (+3/2)$ or $(+3/2) \circ (+1/2)$ as the lowest-energy configurations, both of which correspond to a $Z_2$ symmetry-broken phase. However, when $\mu \to -\infty$, then the lowest-energy configuration is $(+1/2) \cdot (+1/2)$, which corresponds to the $Z_2$-symmetric phase. This is exactly what we see in Fig. 9(a) for the weak-coupling regime, and partially in Fig. 9(c) for the strong-coupling regime.

In contrast to the weak-coupling regime, when $g$ is large the $Z_2$ symmetry-broken configuration in the superselection sector $q_j = 2(-1)^j$ incurs a larger energy penalty than the $Z_2$-symmetric con-
Figures due to the term basis.

Recalling that a local constraint consists of a link-site-link configuration on the lattice, we will indicate the matter occupation on the site with a circle, where a white circle indicates an empty site, and a red circle indicates an occupied one. The numbers on either side of the circle indicate the eigenvalues $m_z \in \{-S, \ldots, S\}$ of the electric-field operators on the adjacent links. These configurations represent the matter and electric-field configurations allowed by Gauss’s law in the computational basis.

For the case of $S = 4$ at finite $g^2 > 0$, we find that in the superselection sector $q_j = 0$ at $\mu \to -\infty$ the lowest-energy configurations are $(0) \bullet (-1)$ and $(-1) \bullet (0)$, both of which are $\mathbb{Z}_2$ symmetry-broken, while at $\mu \to \infty$ the lowest-energy configuration is $(0) \circ (0)$, which is $\mathbb{Z}_2$-symmetric, see Fig. 10(b). At large $g$, the $\mathbb{Z}_2$ symmetry-broken state will be penalized while the $\mathbb{Z}_2$-symmetric state will not, which explains why going from the weak-coupling to the strong-coupling regime in Fig. 9(b,d), we see how only the $\mathbb{Z}_2$-symmetric phase remains in the mass regime we consider. In the superselection sector $q_j = (-1)^j$ at finite $g^2 > 0$, the lowest-energy configuration at $\mu \to -\infty$ is $(0) \bullet (0)$, which is $\mathbb{Z}_2$-symmetric, while at $\mu \to \infty$ the lowest-energy configurations are $(1) \circ (0)$ and $(0) \circ (1)$, both of which are $\mathbb{Z}_2$ symmetry-broken. Once again, the $\mathbb{Z}_2$ symmetry-broken states will be penalized at large $g$ but not the $\mathbb{Z}_2$-symmetric state, leading to only the $\mathbb{Z}_2$-symmetric phase remaining in the mass regime we consider in Fig. 9(d).

In the superselection sector $q_j = 2(-1)^j$ at finite $g^2 > 0$, the lowest-energy configurations at $\mu \to -\infty$ are $(1) \bullet (0)$ and $(0) \bullet (1)$, both of which are $\mathbb{Z}_2$ symmetry-broken, while the lowest-energy configuration at $\mu \to \infty$ is $(1) \circ (1)$, which is $\mathbb{Z}_2$-symmetric. In this case, a large value of $g$ will penalize the $\mathbb{Z}_2$-symmetric state more than its $\mathbb{Z}_2$-symmetry-broken counterpart, which is why the $\mathbb{Z}_2$ symmetry-broken phase is extended going from the weak-coupling regime in Fig. 9(b) to the strong-coupling regime in Fig. 9(d).

It is interesting to note here that the superselection sectors $q_j = 0$ and $q_j = (-1)^j$ are related by the particle-hole transformation

$$\hat{n}_j \to \mathbb{1} - \hat{n}_j, \quad \hat{s}^z_{j,j+1} \to -\hat{s}^z_{j,j+1}, \quad (13a)$$

and this is why the phase diagrams for these two sectors are mirror-symmetric to each other with respect to $\mu = 0$ in Fig. 9. In terms of quench dynamics, this means that quenching the mass from $\mu_i$ to $\mu_f$ in the superselection sector $q_j = 0$ is equivalent to quenching the mass from $-\mu_i$ to $-\mu_f$ in the superselection sector $q_j = (-1)^j$, and vice versa.

Relating Fig. 9 to our results on quench dynamics in Sec. 3, we can make several observations. We have remarked that at strong electric-field coupling, the convergence to the WKS limit is extremely fast for integer $S$, where $S = 1$ is already sufficient to achieve this limit, see Figs. 2(b,d) and 4(b,d) for the target superselection sectors $q_j = 0$ and $q_j = (-1)^j$, respectively. Looking at Fig. 9(d), we see that in these sectors the considered quench takes place only within the $\mathbb{Z}_2$-symmetric phase. This further supports our explanation that quantum fluctuations are strongly suppressed in this case. Note how the same quench for half-integer $S$ crosses the corresponding phase transition point.

We have also remarked that the quench dynamics in the WKS and thermodynamic limits in the
superselection sector \( q_j = 2(-1)^j \) is trivial in the case of half-integer \( S \). Looking at Fig. 9(c), we see that this quench occurs within the \( \mathbb{Z}_2 \)-symmetric phase of the corresponding phase diagram. This is not surprising, since we have checked in ED that the initial state we start in at \( \mu = J \) has large overlap with the ground state of Eq. (1) at \( \mu = -J \). This leads to very slow and trivial dynamics during the evolution times we can access in iMPS.
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