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Abstract

The Arctic sea-ice extent has strongly declined over recent decades. A large inter-annual variability is superimposed on this negative trend. Previous studies have emphasised a significant warming effect associated with latent energy transport into the Arctic region, in particular due to an enhanced greenhouse effect associated with the convergence of the humidity transport over the Arctic. The atmospheric energy transport into the Arctic is mostly accomplished by waves such as Rossby waves and cyclones. Here we present a systematic study of the effect on Arctic sea ice of these atmospheric wave types. Through a regression analysis we investigate the coupling between transport anomalies of both latent and dry-static energy and sea-ice anomalies. From the state-of-the-art ERA5 reanalysis product the latent and dry-static transport over the Arctic boundary (70° N) is calculated. The transport is then split into transport by planetary and synoptic-scale waves using a Fourier decomposition. The results show that latent energy transport as compared to that of dry-static shows a much stronger potential to decrease sea ice concentration. However, taking into account that the variability of dry-static transport is of an order of magnitude larger than latent, the actual impact on the sea ice appears similar for the two components. In addition, the energy transport by planetary waves causes a strong decline of the sea ice concentration whereas the transport by synoptic-scale waves shows only little effect on the sea ice. The study emphasises the importance of the large-scale waves on the sea ice variability.
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1 Introduction

The fast decrease in Arctic sea ice extent is one of the clearest indicators of the ongoing global warming due to anthropogenic greenhouse gas emissions (Fox-Kemper et al. 2021). Passive microwave satellite records from 1978 and onwards show significant trends of a decreasing sea-ice extent for every month of the year, with September showing the strongest decrease (Serreze and Stroeve 2015). Superimposed on this decreasing trend is a large inter-annual variability. As of today, the record-low sea-ice extent during the observational period was reached at the end of summer of 2012, although the 2020 September extent of only 3.92 million square kilometers was 2.49 million square kilometers below the 1981–2010 average, and was close to breaking the 2012 record.

Several processes and mechanisms have been suggested to be important for the sea-ice variability, such as those induced by radiative effects related to surface albedo (Kashiwase et al. 2017), low-level clouds (Kay et al. 2008; Kay and L’Ecuyer 2013; Liu and Schweiger 2017), surface winds (Ogi et al. 2010; Zhang et al. 2013; Mills and Walsh 2014), and oceanic (Árthun et al. 2012) and atmospheric (Kapsch et al. 2013; Park et al. 2015; Woods and Caballero 2016; Wang et al. 2020) energy transport. Olonscheck et al. (2019) studied the contribution of different processes on the sea-ice variability based on experiments with the ECHAM6 climate model, eliminating processes one-by-one, and demonstrated that the sea-ice variability is mainly controlled by atmospheric temperature fluctuations induced by atmospheric energy transport or local ocean heat release, whereas
variability of surface albedo, clouds, water vapour, surface winds, and ocean heat transport play a minor role. Previous studies have shown impact of atmospheric heat and moisture transport variability on the Arctic surface temperatures (Graversen 2006; Woods et al. 2013; Baggett et al. 2016), and that e.g. cloud, humidity, and surface albedo are also modified by this transport (Graversen and Burtu 2016; Liu and Schweiger 2017; Graversen and Langen 2019).

In addition, several studies have documented linkage between the mid-latitude atmospheric circulation and individual sea-ice events. A large sea-ice anomaly during summer of 2007 was encountered in the vicinity of the East-Siberian Sea, and was associated with anomalous atmospheric energy transport through the Pacific sector (Graversen et al. 2011). The warm and humid air that was advected into the Arctic resulted in anomalous longwave radiation and turbulent fluxes towards the surface in the area where the ice melt was encountered. Also the cloud-cover over the ice-melt area was affected (Schweiger et al. 2008). Another extreme year when it comes to Arctic summer sea-ice melt is, as mentioned above, 2012. It has been argued that this event was at least partly caused by an intense storm over the Arctic in the beginning of August that year (Simmonds and Rudéva 2012; Zhang et al. 2013). Also during the winter season warm and humid advection from lower latitudes appears to have a negative impact on sea-ice extent. March 2017 showed one of the lowest Arctic ice-extent levels for that month of the year since 1979, which is argued to be linked to episodes of increased warm and humid atmospheric transport from lower latitudes during the 2016–2017 autumn and winter season, which hampered the ice growth (Hegyi and Taylor 2018).

Analysis including several years of data show that atmospheric circulation in spring is important for the development of the sea-ice over the summer. For years with a low September sea ice extent, an anomalous convergence of moisture transport over the Arctic in spring induces an enhanced greenhouse effect, which causes strong melt early in the melt season, which through the ice-albedo feedback can accelerate the melt over the summer (Kapsch et al. 2013, 2016; Yang and Magnúsdóttir 2017). Also it has been suggested that preconditioning associated with unusual atmospheric circulation hampering ice growth in the cold season can affect sea-ice melt in the succeeding summer season, since under these circumstances the ice is already thinner at the beginning of the melt season (Döscher and Koenigk 2013). Also variation in the onset of the Arctic melt season appears to be dependent on transport of moisture into the Arctic (Mortin et al. 2016), which affects the local cloudiness (Liu and Schweiger 2017).

It has also been argued that short-lived synoptic-scale storm events in winter can cause large sea-ice retreats. The moisture that is brought into the Arctic by these storms strongly dampens the radiative cooling and the ice growth (Graham et al. 2019). In addition, ice growth is hampered due to snowfall from the storm events, since snow acts as an effective insulator, and the associated strong winds fracture ice and enhances ocean atmosphere heat exchange and lateral melt. Also Boisvert et al. (2016) noted that humid and warm air transported by cyclonic activity in winter of 2015–2016 led to decreased sea-ice conditions that winter. However, Screen et al. (2011) found that low cyclone activity in late spring and summer is linked to a reduced September sea-ice cover.

Hence, although it appears well documented that atmospheric circulation and its northward energy transport play an important role for the Arctic sea-ice variability, there is little consensus as to the role of the underlying circulation processes. Here we investigate the individual effect of large-scale planetary waves and synoptic-scale cyclones. Planetary waves have the potential to impact large parts of the Arctic, whereas cyclones induce more local effects by nature. Earlier studies have indicated that planetary waves impact Pan-Arctic temperatures more than do synoptic waves (Baggett and Lee 2015; Graversen and Burtu 2016), which, as will be shown here, also is the case for the impact on sea ice.

From the state-of-the-art ERA5 reanalysis product we calculate atmospheric energy transport split into a dry-static and a latent energy component, where the latter is associated with the transport of water vapour. The latent component as compared to the dry-static has been shown to have a stronger impact on the Arctic surface-air temperatures per unit energy (Woods et al. 2013; Graversen and Langen 2019). The transport can be further decomposed into planetary and synoptic-scale waves based on a Fourier decomposition (Graversen and Burtu 2016). Planetary waves as compared to synoptic scale waves appear to have a stronger impact on Arctic climate (Baggett and Lee 2015; Graversen and Burtu 2016), although there is a strong interplay between the two components (Baggett et al. 2016; Papritz and Dunn-Sigouin 2020). We investigate here the relationship between the different transport components and sea ice anomalies using lagged regressions and composites of extreme transport events.

2 Methods and data

The study is focused on the transport of dry-static and latent energy over the Arctic boundary, which is defined here as the 70° N latitude. We use the state-of-the-art ERA5 (Hersbach et al. 2020) reanalysis products with a 0.5° horizontal spatial resolution, 137 vertical hybrid levels, and 6-hourly time resolution for the period 1979–2018. Due to a mass-inconsistency of reanalysis data (Trenberth 1991), a barotropic mass-flux correction has been applied to the wind
fields at each 6-hourly time prior to the calculation of the energy transports (Graversen 2006).

### 2.1 Decomposition of the atmospheric energy transport

Based on this reanalysis product, both the zonally and vertically integrated dry-static and latent energy transport are calculated as,

\[
vD(\phi) = \int_0^{\phi} \int_0^{\pi} v \left( c_p T + g z + \frac{1}{2} \nu^2 \right) \frac{dp}{g} dx
\]

and

\[
vQ(\phi) = \int_0^{\phi} \int_0^{\pi} v L q \frac{dp}{g} dx,
\]

respectively, where \( \phi \) is latitude, \( v=(u, v) \) the zonal and meridional wind components, \( c_p \) the specific heat capacity at constant pressure, \( T \) temperature, \( g \) gravity, \( p \) pressure, \( P \) surface pressure, \( L \) the latent heat of condensation and \( q \) specific humidity.

The transport can be further split into transport by planetary and synoptic-scale waves using a Fourier decomposition (Graversen and Burtt 2016; Heiskanen et al. 2020). The decomposition is performed by applying a Fourier transformation of \( v \frac{dp}{g} \), \( (c_p T + g z + v^2 / 2) \), and \( L q \) before taking the zonal and vertical integrals. For \( L q \) the transformation gives:

\[
L q = \frac{a^0}{2} + \sum_{n=1}^{\infty} \left\{ a^n v \cos \left( \frac{n \pi x}{d} \right) + b^n v \sin \left( \frac{n \pi x}{d} \right) \right\},
\]

where \( d = 2 \pi R \cos(\phi) \), \( R \) is the Earth’s radius, \( \phi \) latitude, \( n \) the zonal wave number. The Fourier coefficients \( a^n v \) and \( b^n v \) are given as:

\[
a^n v = \frac{2}{d} \int_0^L q \cos \left( \frac{n \pi x}{d} \right) dx
\]

and

\[
b^n v = \frac{2}{d} \int_0^L q \sin \left( \frac{n \pi x}{d} \right) dx,
\]

respectively, where \( a^n v \) and \( b^n v \) depend on latitude, height and time. Applying the Fourier transformation in a similar way to \( v \frac{dp}{g} \) and \( (c_p T + g z + v^2 / 2) \) allows for a decomposition of the transport into parts for different wave numbers. As suggested by Heiskanen et al. (2020), planetary waves are defined as wave numbers 1–3 and synoptic-scale waves numbers 4–20, as it was shown that this separation was most similar to a split between the two types of waves at 70° N applying an independent method based on a wavelet decomposition. This Fourier decomposition applied here is complete in the sense that the sum of the transport of waves 1–20 and the meridional transport, wave 0, gives a negligible residual relative to the total transport (Graversen and Burtt 2016).

A decomposition of the vertical integrated transport as a function of longitude in addition to latitude and time can be obtained by applying the Fourier decomposition only to the mass transport. For the latent transport of planetary and synoptic waves, this can be expressed:

\[
vQ_\nu(\lambda, \phi) = \sum_{k=1}^{N_x} \left\{ \sum_{n=1}^{N_z} \left[ a^n v \cos \left( \frac{n \pi x}{d} \right) + b^n v \sin \left( \frac{n \pi x}{d} \right) \right] \right\},
\]

and

\[
vQ_\beta(\lambda, \phi) = \sum_{k=1}^{N_x} \left\{ \sum_{n \geq 4} \left[ a^n v \cos \left( \frac{n \pi x}{d} \right) + b^n v \sin \left( \frac{n \pi x}{d} \right) \right] \right\},
\]

respectively, where \( \lambda \) is longitude, and \( a^n v \) and \( b^n v \) are the Fourier coefficients for the mass flux, \( v \frac{dp}{g} \), computed similar to Eqs. (4) and (5), respectively, and \( N_x = 137 \) is the number of vertical levels in ERA5.

### 2.2 Regressions

In order to study the impact of the different transport components on the Arctic sea-ice extent, we perform a regression analysis of the sea-ice concentration (SIC) on the transport components. The ERA5 SIC data are based on the HadISST2.0.0.0 and OSI SAF SIC products (Hirahara et al. 2016). We use daily SIC data with a 1-degree spatial resolution. The annual cycle and the trend in the SIC data were removed by subtracting a 5-year running mean climatology over the period from 1979 till 2018. The running mean was computed similar to Kapsch et al. (2019), where the first and last 2 years of the period are calculated as a weighted mean. By subtracting the running mean climatology this way, the long-term trend is removed even if not linear. The SIC anomalies including year-to-year variability are retained.

The seasonal cycle was removed from the transport data, to isolate the impact of transport anomalies. Transport data is not de-trended and a test with de-trended data showed that this would not influence the regression coefficients we found. The energy transport influences sea ice through their effect on the surface energy components. Therefore surface energy fields including shortwave radiative, longwave radiative, sensible and latent heat fluxes are used from the ERA5 product, where positive values indicate downward fluxes.
For the surface energy fields, trend and seasonal cycle are removed by subtracting a 5-year running-mean climatology, similarly as for the SIC data.

All regressions are calculated using the 40-years time-series (1979–2018). The regressions are computed for different positive and negative time-lags, to find the statistical link of events occurring before and after each other. The regression coefficients are calculated as the Beta-coefficient of linear regression. To calculate the regression (R) of y on x, we use:

$$ R = \frac{\sum(x - \bar{x})(y - \bar{y})}{\sum(x - \bar{x})^2} $$

(8)

The significance of the regression coefficients are tested using a Monte Carlo approach. In this approach 5000 random time series were computed by applying a random phase shift to the Fast Fourier Transform of the time-series. This way of randomizing the data series makes sure that the artificial time-series has the same power spectrum as the original time-series. The regression coefficients that are calculated using the artificial time-series are then compared with the coefficients for the original data. We use a 95 and 99% significance level, meaning that when less than 5 and 1%, respectively, of the artificial regression coefficients are numerically larger than the original regressions, the regression coefficient is considered significant.

3 Results

3.1 Impact of planetary and synoptic transport on Arctic sea ice

Atmospheric energy-transport by planetary waves leads to a decrease in Arctic sea-ice concentration (SIC). This is evident from the regressions of SIC on the dry-static and latent transport component (Fig. 1a, b). For positive time lag, transport by these wave types show significant negative regressions, meaning that planetary transport events are followed by a decrease in SIC.

The regression coefficients for the latent transport are clearly larger compared to those of the dry-static. This indicates that for anomalous transport events of similar magnitude, the latent transport has a considerably larger impact on the Arctic sea ice than its dry-static counterpart. This is in agreement with previous finding that the latent transport as compared to the dry-static affects the Arctic surface-air temperature more (Graversen and Burtu 2016). The regression coefficients indicate that a latent transport anomaly by planetary waves of 1 PW results in a decrease in sea ice area of about 0.22 million km$^2$ around 4 days after the anomalous event. For an average Arctic sea-ice area of about 10 million km$^2$ over the 40-year study period, this is a decrease of 2.2% of the ice area. The significant negative anomalies sustain for about 9 days after a dry-static transport event, but up to 30 days after a latent event of the same magnitude. This is consistent with long-term impact that sea-ice anomalies may have through dynamic and radiative effects such as the ice-albedo feedback mechanism (Kashiwase et al. 2017; Graham et al. 2019).

Although the latent energy transport by planetary waves shows a considerably stronger potential to decrease Arctic sea ice than its dry-static counterpart, the two components appear to have similar sea-ice impact when the difference in variability is taken into account (Fig. 1c, d). The daily dry-static and latent transport by planetary waves across 70° N constitute in an annual mean about 1.5 and 0.3 PW, respectively, and their standard deviations are 0.94 and 0.13 PW, respectively. By scaling the regression coefficients by the standard deviation of the transport components, the actual impact on the sea ice of the different transport components can be compared.

The impact on Arctic SIC by synoptic-scale waves is considerably smaller and, in fact, opposite in sign as compared to that of the planetary waves (Fig. 1). Around lag zero, significant positive correlation coefficients are apparent for both the dry-static and latent synoptic-scale transport. The positive sea-ice anomalies around lag zero indicate cold Arctic conditions and hence an anomalously large meridional temperature gradient between mid and high latitudes which enhances baroclinicity in the Arctic boundary regions. These anomalous temperature contrasts strengthen the baroclinicity and growth of synoptic-scale waves at the Arctic boundary, which is likely leading to the positive anomalies of synoptic-scale waves. Hence the interpretation of cause and effect based on these lag-regression analyses becomes opposite for planetary and synoptic-scale waves: where the lag-regressions reveal that SIC reduction follows energy transport by planetary waves, the positive zero-lag regressions for synoptic-scale waves are consistent with a cold Arctic leading to increase of synoptic-scale wave at the Arctic boundary due to enhanced baroclinicity. This interpretation is consistent with previous findings based on temperature regressions on the energy transport components (Graversen and Burtu 2016). These cold Arctic conditions preceding the synoptic events were also found by Rydsaa et al. (2021) using the ERA-5 reanalysis data.

The decrease in SIC after transport events by the planetary-wave latent energy transport is the strongest in the winter season (DJF; Fig. 2). The negative SIC impact is significant in all seasons except summer. The ice-edge region is the largest in winter and smallest in summer, and therefore the transport anomalies can impact sea ice in a larger area during the cold seasons than during summer. Note that all
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Regressions of Arctic SIC on (a, c) dry-static and (b, d) latent atmospheric energy transport across 70°N, as a function of time lag. Regressions are given for both planetary and synoptic-scale waves, and are in units of Arctic SIC anomaly in million km² per PW of transport. Frame c and d show the regression coefficients as in a and b but multiplied by the standard deviation of the transport. Hence these frames show the sea-ice change induced by a 1 standard deviation anomaly of the transport components across 70°N. Regressions significant on the 95 and 99% level are shown with light and dark green shading, respectively.

Fig. 1

As Fig. 1 but for seasonal regressions of Arctic SIC on the latent energy transport by planetary waves across 70°N as a function of time lag.
the surface by the greenhouse effect. This is evident from regressions of downwelling longwave radiation (LWSD) on the two components of the planetary transport (Fig. 3a, b). These regressions show a significant increase of the LWSD after the transport events, which is considerably larger and last longer for the latent than for the dry-static component. Similar regressions for the downwelling shortwave radiation (SWSD) indicate negative values for the planetary latent transport at positive time lags consistent with an increase of the cloud cover succeeding events of this transport (Fig. 3b, d). After scaling the regressions with the standard deviation of the two transport components, to take into account that variability of the dry-static transport is an order of magnitude larger than that of the latent, the actual impact on the downwelling longwave radiation of the two transport components appear similar (Fig. 3c, d).

Similar to the regression of the planetary-scale transport, regressions of LWSD on the synoptic-scale transports show positive values for positive time lag, although these regressions are smaller than those of the planetary-scale transport and not significant (Fig. 3). However, significant but negative regressions are found for the synoptic transport dry-static component around lag zero. This is again consistent with the discussion above that enhanced cyclogenesis leading to a positive anomaly of the synoptic-scale waves, is associated with anomalously cold Arctic conditions with a cold atmosphere radiating less than usual to the surface.

The increase in downwelling longwave radiation at the surface following planetary events may lead to a surplus of energy at the surface causing ice melt or reduced ice growth. This is supported from regressions of the total surface net longwave radiation plus turbulent fluxes on the transport components (Fig. 4). The sum of net longwave radiation and turbulent fluxes constitutes the major part of the surface energy fluxes. A surplus of energy is found following planetary transport events, which is consistent with the ice reduction during the same period (Fig. 1). The surplus of energy is larger after latent energy transport (Fig. 4b) compared to
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The net shortwave radiation is the remaining part that in conjunction with the net longwave radiation plus turbulent fluxes constitute the total energy transfer to the surface from the atmosphere. However this component is little affected by the transport anomalies. The reduced shortwave radiation just after latent transport by synoptic waves reflects the cloudy conditions and is small compared to longwave component (Fig. 4b, d).

Consistent with the discussion above, scaling of the transport components with their variability indicates that dry-static and latent planetary transport have a similar impact on the surface-energy balance over the Arctic, and that synoptic-scale wave events appear associated with an anomalously negative surface-energy balance (Fig. 4) and positive sea-ice anomalies (Fig. 1).

In addition to thermodynamic effects, as shown by Fig. 4, the mass flow associated with the transports may also directly impact sea ice due to friction. Increase in 10 m winds over the sea ice is succeeding events of planetary-wave transport of both dry-static and latent energy (Fig. 5). The impact per PW of transport is much stronger for the latent than for the dry-static component (Fig. 5a, b), since a given mass flow potentially can transport far more energy of the dry-static than of the latent type, and hence the mass flow has to be considerably stronger to transport the same amount of energy in the latent than in the dry-static form. Again, when the two transport components are scaled by the standard deviation, the wind impact becomes similar (Fig. 5c, d). Note that the duration of the dynamical impact
of the planetary-scale waves is shorter than that related to thermodynamic effect associated with anomalous surface-energy imbalance. Hence the response of the Arctic atmosphere to a transport anomaly seems to stay for another 1–2 weeks after the flow anomaly has relaxed.

For the synoptic-wave transport, the wind anomalies associated with this transport at around lag zero are negative though not significant for the latent part (Fig. 5). This is indicating that the atmosphere over the Arctic sea ice is anomalously little affected by advection and hence left to adiabatic cooling consistent with sea-ice growth and in line with the discussion above.

### 3.2 Regions of high sea-ice variability

We continue by focusing on two regions that show large sea-ice variability, both on the annual and year-to-year time scales: the Chukchi and East-Siberian Sea and the Barents and Kara Sea regions (Kapsch et al. 2013; Parkinson and Cavalieri 2008; Peng and Meier 2018). The former region contributes 22% of the summer sea-ice variability of the Arctic (Onarheim et al. 2018) and is also the region of the largest ice retreat during the 2007 September sea-ice minimum; an event caused by an anomalous flow of warm and humid air into that region (Graversen et al. 2011). The latter region accounts for the largest fraction of ice variability in March (27%, Onarheim et al. (2018)). We will here focus on the latent energy transport, as our previous results showed that this type of transport has a much larger potential than the dry-static to decrease the Arctic SIC.

The ice concentration in the Barents and Kara Seas is impacted significantly by the planetary wave latent transport. This is evident in Fig. 6a, showing negative regressions for positive time lags, with a maximum impact on the sea ice around 4 days after a transport event. Hence positive anomalies of the planetary waves cause significant ice reduction that last for more than 50 days after an event. The transport impact on sea ice is found in all season except

---

**Fig. 5** As Fig. 1 but for the regressions over the Arctic sea-ice (> 15 % concentration) of 10 m wind speed on the energy-transport components at 70° N. Units are wind anomalies in m/s per PW of transport.
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summer when little ice is present in this region (Fig. 7). In the remaining seasons, the Barents and Kara Seas are part of the marginal ice zone, and the region is situated just north of the main gateway for transport events, which will be further discussed below. It has earlier been reported that Barents and Kara Seas have the largest SIC variability and trends in winter (Onarheim et al. 2018). The significant regressions for negative time lags in spring show a pre-conditioning effect: planetary transport events are more likely to occur in spring when initially there is more sea ice in the Barents and Kara Seas, and hence likely colder condition in this area and stronger temperature gradient towards the Atlantic sector.

In contrast to the Barents and Kara Seas, we find no significant impact on sea ice in the Chukchi and East-Siberian Seas (Fig. 6a). This weak impact may appear surprising given that this is a region where summer ice minima often occur. The Chukchi and East-Siberian Seas have played a major role in recent record years of low summer sea ice and for the overall negative sea-ice trend during this season (Kapsch et al. 2013). However, for example when it comes to the large sea-ice anomaly of 2007, which mainly appeared in this area, it was found that although warm and humid air from the Pacific played a major role, the zonal-mean transport was not particularly strong during this sea-ice minimum event (Graversen et al. 2011). Transport anomalies over the Pacific sector are small compared to those in the Atlantic sector, and therefore have little effect on the anomalous zonal averaged transport. The standard deviation of the transport in the Atlantic and Pacific sectors is 0.20 and 0.14 PW, respectively, and the difference in variability has earlier been confirmed when it comes to extreme transport events (Rydsaa et al. 2021). Little or no impact is found from the synoptic wave transport in neither of the investigated regions (Fig. 6b).

### 3.3 Atlantic and Pacific energy transport

The analysis so far is based on regressions of SIC on the zonal-mean transport across 70° N. But as appeared from the summer-of-2007 anomaly (Graversen et al. 2011), the impact of atmospheric transport extremes on SIC might be dependent on the longitude of the transport, and not on the zonal-averaged quantity. For this reason the transport is now split into Atlantic and Pacific-sector parts and the focus will be only on the latent transport by planetary waves as this component shows the largest sea-ice impact. The Atlantic and Pacific sectors are chosen following Rydsaa et al. (2021) finding that these sectors are dominating the transport when it comes to extreme events in the winter season. These sectors encounter longitudes from 30° W to 30° E and from 145° W to 160° E, respectively, and are also known for being dominant pathways for winter cyclones (Serreze et al. 1993; Zhang et al. 2004).

Indeed, when analyzing the transport over the Atlantic and Pacific sectors separately, both the Barents and Kara Seas as well as the Chukchi and East-Siberian Sea region show a sea-ice decline after the transport events in the adjacent sector (Fig. 8). The ice reduction is consistent with enhanced thermodynamic surface forcing associated with a net surface imbalance of net longwave radiation and turbulent fluxes in favour of the surface, and to some extent dynamic forcing from increase in surface winds (Fig. 9). Moreover it appears that a transport event in one sector, having a negative impact on sea ice in the adjacent region, has a reverse impact on the other, remote region (Fig. 8). A possible explanation is a tendency of cross Arctic transport associated with the large planetary waves. Hence, a transport event up through the Atlantic sector causes winds and increase in surface energy flux over the Barents and Kara Seas, resulting in a negative sea-ice anomaly there, but a significant reduction in surface energy flux and positive ice...
anomaly over the Chukchi and East-Siberian Seas (Figs. 8 and 9), as likely the planetary-wave flow has cooled and dried on its path over the North Pole.

Following again Rydsaa et al. (2021), extreme events for the winter season are here presented in order to provide a quantitative example of the transport impact: Fig. 10 shows lag day +5 composites of sea-ice and surface-wind anomalies that correspond to extreme latent planetary transport events in winter. Extreme events are defined as days when the zonal-mean transport anomalies are larger than the 97.5th percentile. Figure 10a is for all events, with maximum transport occurring at any longitude at 70°N, whereas Fig. 10b and c present extreme events occurring in the Atlantic and the Pacific sector, respectively.

For extreme latent planetary wave transport through the Atlantic sector, strong significant negative sea-ice anomalies are found in the Barents and Kara Seas, whereas positive anomalies appear south of the Bering Strait (Fig. 10b). This transport pattern is accompanied by anomalies of downwelling longwave radiation showing significantly positive anomalies north of the Atlantic sector towards the North Pole, but switching to significantly negative anomalies in the vicinity and south of the Bering Strait (Fig. 11a). In the vicinity of the Barents and Kara Seas, where the marginal ice zone is often encountered in winter, large part of the longwave radiation is absorbed by the surface causing ice melt or delaying freeze up, which is apparent from the significant positive anomaly of the net longwave radiation over this region (Fig. 11b). The positive energy balance in favour of the surface in this region is enhanced by reduction of latent and sensible turbulent fluxes (Fig. 11c and d).

Further to the north in the central Arctic, the sea-ice anomalies are much smaller as presumably here the ice is thicker and temperature lower (Fig. 10). Hence even though these transport extremes induce increase in longwave radiation downward at the surface over the central Arctic, this excess in surface energy warms the surface rather than causes significant ice-area changes, resulting in a

Fig. 7 As Fig. 6a but for a split into seasons, a March–May, b June–August, c September–November, and d December–February
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positive ice anomalies are found on the opposite site of the Arctic (Fig. 10c). When it comes to all extremes, their transport maxima are mostly confined to the Atlantic and Pacific sectors, with the former sector being the dominating (Fig. 10a). Hence, the composite over all extremes is dominated by the Atlantic pattern.

In summary, extremes of latent planetary-wave transport during winter most often occur in one of the the two ocean sectors. The transport extremes may lead to a trans-Arctic flow causing a convergence of humidity, a positive surface energy balance, and a negative ice anomaly at the poleward branch of the transport, and the opposite at the southward transport branch at the other side of the North Pole. In addition, also a dynamical effect of increased surface winds plays a role for the ice response just north of the Arctic entrance of the extreme events.

The summer season shows a similar pattern as compared to winter with regard to negative ice anomalies north of the sector of extreme-transport entrance, and positive anomalies at the other side of the Arctic (Fig. 12b). However in the summer, when the ice is generally thinner, surface winds likely play an even larger role for the ice response due to large-scale drift. Extreme transport events through the Atlantic sector cause cyclonic wind anomalies over the central Arctic, which presumably play an important role in piling up the sea ice in the Beaufort, Chukchi and East-Siberian Seas (Fig. 12b). The piling-up effect down-stream of the Pacific transports is seen only in the Laptev Sea and is less likely to occur at the Atlantic side of the Arctic ocean, where more open pathways to southern latitudes are found, and sea ice is lost due to transport through the Fram strait (Fig. 12c). From Fig. 12a it is indicated that transport extremes in summer are less confined to the Atlantic and Pacific sectors, than is the case for the winter conditions, but occur also over the continents.

4 Discussion

Planetary and synoptic-scale waves are strongly characterizing the weather for many of us living in the mid-latitudes. Whereas cyclones in many cases bring windy and rainy weather that often last for an afternoon or a day, the large-scale waves are associated with warm or cold and rainy or sunny conditions sustaining for weeks, for instance associated with blocking events. The planetary waves induced by e.g. topography and land-sea heating contrasts meander with varying amplitude and zonal phase speed bringing warm and humid air northward at some latitudes and cold and dry air southward at others. The large-scale nature of these waves implies that a northward flank during strong events can reach large parts of the Arctic where wave breaking in form of convergence of heat and moisture can take place.

Fig. 8 Regressions of SIC in the Barents and Kara Seas (red) and Chukchi and East-Siberian Seas (blue) on the latent energy transport by planetary waves across 70°N over the Atlantic (a) and Pacific (b) sector. Regressions are given as a function of time lag, in units of SIC anomaly in million km² per PW of transport. Regression significant on a 95 and 99 % level are shown in light and dark-green shading, respectively.
Cyclones on the other hand are smaller in nature and induced by baroclinic instability where the large-scale meridional temperature gradient is an important driving force. Hence strong cyclone events predominantly occur during cold Arctic conditions, and their Arctic impact is limited by their spatial scales.

Baggett and Lee (2015) presented interesting work along these lines and showed based on the Lorenz energy cycle framework that while strong eddy kinetic energy on the synoptic scale is preceded by enhanced zonal-mean available potential energy, consistent with a strong meridional temperature gradient, the eddy-kinetic energy on the planetary scale shows no such dependence. This is consistent with results presented here that in general the synoptic-scale waves are associated with positive ice anomalies, and those of the planetary types with negative such anomalies, although in some cases there is a tendency that planetary events are preceded by cold Arctic conditions. Baggett and Lee (2015) also found that the Arctic warming effect is considerably larger for the planetary than for the synoptic waves. These findings are supported by Graversen and Burtu (2016) and Rydsaa et al. (2021), and are consistent with our results suggesting that planetary waves have a much stronger effect on Arctic sea ice than have cyclones for the same amount of energy transported by the two types of waves. Other studies have earlier pointed to the importance of cyclones and change in “storm tracks” when it comes to the impact on Arctic climate and weather from atmospheric circulation (Woods et al. 2013; Shaw et al. 2016; Schlichtholz 2018; Nygård et al. 2019). However, this does not necessarily imply a discrepancy between these studies and our results as well as other studies arguing for the larger importance of planetary waves as compared to those of the synoptic scale type: “Storm tracks” which can be regarded as a cyclone wave guide may be just part of Rossby wave. The baroclinic zone at the boundary between polar and subtropical air masses also constitutes

Fig. 9 As Fig. 8, but for regressions over the a, b LWS+SSH+SLH, and c, d 10 m wind on the a, c Atlantic, and b, d Pacific sector planetary latent energy transport across 70°N

(a) Atlantic, LWS + SSH + SLH
(b) Pacific, LWS + SSH + SLH
(c) Atlantic, 10m wind
(d) Pacific, 10m wind
The impact of atmospheric Rossby waves and cyclones on the Arctic sea ice variability

the Rossby waves, and cyclones generated here are advected by these planetary waves. Hence many of the phenomena discussed in the studies mentioned above, arguing for the importance of the cyclones, may be coinciding with, and part of planetary-wave transport. This is in agreement with Papritz and Dunn-Sigouin (2020) finding that cyclones play a large role for the moisture transport to the Arctic, but that this transport is found on the planetary scales since blockings on these scales act as a wave guide for the cyclones.

Consistent with earlier studies, we find that latent transport as compared to the dry-static has a much larger effect on Arctic climate for the same amount of energy transported (Woods et al. 2013; Graversen and Langen 2019). However the variability of the dry-static transport is an order of magnitude larger than that of the latent, implying that the two types of energy transport show impact on the sea ice of similar magnitude. This is consistent with Olonscheck et al. (2019) finding that moist-static energy is important for Arctic sea-ice variability. However when it comes to model estimation of future trends of Arctic impact by circulation changes, Graversen and Langen (2019) showed that although the dry-static transport decreases more than the latent increases, the total response is still Arctic warming due to a stronger warming potential of the latent as compared to the dry-static component.

5 Conclusion

In this study we show the impact of latent as well as dry-static atmospheric energy transport on the Arctic sea ice cover. By analysing regressions of sea-ice anomalies on anomalies in the transport components of both planetary and synoptic scale waves we come to the following conclusions:

- Latent planetary energy transport results in a stronger decrease in sea ice per unit of energy transported as compared to the dry-static component of the transport;
- Due to the larger variability in dry-static planetary transport, the actual impact of dry-static transport on the Arctic sea ice is comparable in magnitude as compared to latent transport;
- The impact of synoptic-scale waves on the Arctic sea ice is considerably smaller than that of the planetary waves. Positive regressions indicate that synoptic-scale waves occur during cold Arctic conditions;
- Winter extreme transport events occur often either over the Atlantic or over the Pacific sector, resulting in decreased ice conditions in the nearby regions and increased ice conditions in regions on the opposite site of the Arctic.
Fig. 11  As Fig. 10b, but for surface (a) down-welling longwave radiation, b net longwave radiation, c latent heat flux, and d sensible heat flux anomalies

Fig. 12  As Fig. 10, but for the summer season (June–August)
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