Generic framework for the optimal implementation of flexibility mechanisms in large-scale smart grids
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Abstract: This paper aims to provide the smart grid research community with an open and accessible general mathematical framework to develop and implement optimal flexibility mechanisms in large-scale network applications. The motivation of this paper is twofold. On the one hand, flexibility mechanisms are currently a hot topic of research, which is aimed to mitigate variation and uncertainty of electricity demand and supply in decentralised grids with a high aggregated share of renewables. On the other hand, a large part of such related research is performed by heuristic methods, which are generally inefficient (such methods do not guarantee optimality) and difficult to extrapolate for different use cases. Alternatively, this paper presents an MPC-based (Model Predictive Control) framework explicitly including a generic flexibility mechanism which is easy to particularise to specific strategies such as Demand Response, Flexible Production and Energy Efficiency Services. The proposed framework is benchmarked with other non-optimal control configurations to better show the advantages it provides. The work of this paper is completed by the implementation of a generic use case which aims to further clarify the use of the framework and thus, to ease its adoption by other researchers in their specific flexibility mechanisms applications.
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1. Introduction

Automating large-scale power and energy systems (flow control in chemical plants [1], autogenous grinding in large mines [2], smart electricity grids [3], etc.) is a process of great importance for today’s industry. The need to control large networks in an optimal way in order to improve the efficiency, save costs and support the environment has become more widespread as systems have grown [4].

Historically, researchers and companies tried to design the best modelling and control techniques for these large grids and one of the most applied methods was Model Predictive Controls (MPC) [5],[6],[7]. This kind of controller tries to reach an optimal solution considering the current state of the system and the prediction of its near future behaviour [8]. It considers system and operational dynamics, predictions and constraints to determine optimal actions for present and future instants, that is, it computes the optimal control action based on the current state of the system, creating a prediction of optimal behaviour of its variables both in the present and in the future. The aforementioned characteristics converts the MPC in one of the preferred control methods for this kind of networks [9], [10].

Another interesting characteristic of this algorithm is that it allows to mathematically subdivide the overall system into smaller sections, usually known as "subsystems" or "Nodes" of the grid [11]. Each of these Nodes can be separately modelled as they have, for the most part, their own constraints and needs. The terms "large-scale system" and
"Nodes" are relative to each type of application. Thus, a large-scale system is essentially one that can be divided into subsystems and generally involves a high computational impact to directly implement its control mechanisms [12]. Depending on the type of modelling and its complexity, even a simple house can be considered a large-scale system [13]. However, thanks to state-space modelling methods (as Energy Hub methods [14]), large physical systems can be modelled in a simplified way. This fact, coupled with the robustness of MPCs against the errors introduced by the differences between models and real systems, and the simplicity of modelling large systems by dividing them into their respective Nodes, ensures that the mathematical modelling process is affordable, simple and efficient [15].

Once a system is modelled as the aggregate of its Nodes, it is a common practice to try to control the Nodes individually by applying an MPC agent to each of them, instead of controlling the whole network with a single control system, establishing or not communications between the different agents depending on the MPC algorithm [16]. Historically, the use of a single MPC for controlling the large-scale system has been avoided because the available computational processing power was not enough [17].

Alternatively, large-scale networks control problems used to be resolved by the subdivision of the control problem into several ones (usually one per node of the grid). In such scenario, it is always intended that the solution obtained for the whole network is approximately the same as the one that would have been obtained if only one MPC had been used to control the whole system. This is because the optimal, most robust and convergent solution is the one generated with a single controller [15].

Fortunately, the evolution of technology has led to an exponential increase in the processing power of computers, opening new ways towards the control of large-scale systems. The authors of this paper have seen in the evolution of technology the opportunity to improve one of the most historically complicated cases of control in large-scale systems: "flexibility mechanisms" (also called "coupled constraints" or "aggregate terms").

A "flexibility mechanism" is the need for several Nodes in a large-scale system to compensate or comply with constraints together [18], [19]. In this way, a set of variables from different Nodes in a network are made to participate cooperatively to meet a given constraint. An example of this would be to prevent the sum of certain variables from being greater than a value. The aggregate terms would be used to ensure, for example, that the combined electricity consumption of several houses does not exceed a value, that the flow rate of a specific liquid at several entry points of a chemical plant is not less than a value, that the set of several electricity generators provides at least a sum of energy, etc.

Since large-scale systems control problems have historically been subdivided into different nodes, the constraints of the flexibility mechanisms have also been heuristically subdivided so far. Consequently, each Node fulfilled part of the constraint independently. This approach implies a drastic decrease in the efficiency of control systems in terms of flexibility mechanisms, as the authors show in 5.1. In such a context, the authors propose in this paper an alternative mathematical method for the automatic and optimal calculation of the distribution of the flexibility mechanisms among all the Nodes of the grid. This method takes advantage of the benefits of Node modelling and does not negatively affect the convergence of the obtained solution while ensuring an optimal solution scope for the whole network.

To illustrate the effects and results obtained by applying this mathematical method, the rest of this paper is organised as follows. First, section 2 explains in more depth what a Model Predictive Control is. Later, section 4 shows the use case used in section 5 to exemplify the comparison between the traditional distribution of the flexibility mechanism using heuristic methods and the automated distribution method designed by the authors, which is shown in depth in section 3. Finally, section 7 concludes this work by listing the conclusions reached.

2. Model Predictive Control
Model Predictive Control (MPC) is an advanced process control method that has been used in large-scale systems since the 80s [20]. MPCs are widely used in the industry since they allow to take into account both the current and also the future system status in order to satisfy the system constraints and control objectives [21]. This is achieved by minimising an objective function, which allows to define the cost associated to the use of a certain variables, throughout a prediction time horizon [22].

At each instant, the set of future control values is calculated by following the next criteria:

- minimise an objective function (also called "cost function") in terms of actions over the prediction horizon.
- subject to dynamics of the system over the prediction horizon;
- constraints of the system;
- measurement of the initial state of the system at the beginning of the current control instant.

Therefore, the MPC is based on an iterative optimisation. At instant $k$, the information about the current state of the system is received, and a control strategy that minimises the cost is calculated (using a mathematical solver) for a time range from the current instant ($k$) to a future instant ($k + H$). Specifically, a solution that emerges from the current state and guides the system through a time range $[k,k + H]$ is found (always complying with objective function cost minimisation and constraints). Then, only the next step (that correspond to $k + 1$) of the control strategy is implemented. Then, when the next instant $k + 1$ arrives, the process starts again.

![MPC scheme](image)

**Figure 1:** MPC scheme

MPC is one of the most widely used control systems for controlling large-scale processes. In general, the system model is subdivided into subsystems (also called "Nodes") to be applied to such processes. In this way, a complex system can be defined by modelling the Nodes that define the overall system and the relationship of each one with each other [20].

As mentioned above, the use of a single MPC which governs the entire large-scale system has been avoided due to the lack of available computational resources. On the contrary, it was preferred to design an MPC for each Node in the system. These MPCs, which may or may not communicate with each other, tried to obtain particular solutions that, as a whole, would result in a behaviour similar to the one obtained if a single MPC had been used [13]. Nevertheless, the communication mechanisms led to the emergence of slight delays and desynchronisation between different nodes.

Due to the desynchronisation between the MPCs of the different Nodes, the flexibility mechanisms could not be solved efficiently [17]. In fact, in large-scale systems with several MPCs, a common practice is to deny the communication between the system's
Nodes so that each Node’s MPC works independently (an algorithm known as Decentralised MPC) [23]. Therefore, in order to comply with shared constraints between Nodes, this constraint needs to be subdivided heuristically so each Node had to comply with part of it separately.

Nevertheless, the computational capacity available nowadays has experienced a huge increase [24] and, for this reason, the authors have proposed and designed an MPC algorithm that optimises the whole system. In such a way, it obtains the greatest efficiency in the use of flexibility mechanisms with convergent and optimal solution without heuristically subdividing the shared constraints.

3. Flexibility mechanism with automatic methods: Centralised MPC

As mentioned above, this paper intends to show an MPC controller capable of working with flexibility mechanisms. This means that a set of variables from different Nodes of a network must participate together to satisfy a specific constraint. In this document, this constraint is exemplified by ensuring that the sum of the inputs of the various Nodes in the system is not greater than a specific value. To such an end, the authors propose to use a Centralised MPC control.

The Centralised MPC consists of an unique and sophisticated control agent that controls the whole large-scale system by itself. This Agent must take into account the state variables, inputs, outputs, constants, constraints, perturbations and dynamics of all the elements of the network while satisfies a single global objective function for the entire system. Since this MPC knows every piece of information of every node of the grid, it ensures the convergence and the optimality (global optimum) of the solution [8]. However, some past literature [20] indicated that the disadvantages of a Centralised MPC include the difficulty of modelling the entire system, the large computational capacity required to have small runtimes, and the complication of isolating parts of the system in case one part fails.

Nevertheless, the authors have followed some methodologies that reduce the impact of the aforementioned disadvantages. First, the system has been modelled as an aggregation of different and independent state-space models. Accordingly, the system can be easily modelled and the Nodes can be rapidly isolated if necessary. Furthermore, the computational requirements of Centralised MPC can be handled nowadays, in most cases, since the technology available today has exponentially increased its computational capacity during the last years [24].

The following figure shows a large-scale system composed of $N$ parts, also called "Nodes", where each node has a set of inputs $u_i(t)$, state variables $x_i(t)$ and outputs $y_i(t)$ (Figure 2).

![Figure 2. General network of $N$ nodes](image)

Where:

$$x_i = [x_{i,1}, ..., x_{i,j}, ..., x_{i,n}]^T$$  \hspace{1cm} (1)  

$$u_i = [u_{i,1}, ..., u_{i,j}, ..., u_{i,m}]^T$$  \hspace{1cm} (2)  

$$y_i = [y_{i,1}, ..., y_{i,j}, ..., y_{i,m}]^T$$  \hspace{1cm} (3)
Being \( i \) the number of nodes, \( \alpha \) the number of states of the node, \( \beta \) the number of inputs of the node and \( \gamma \) the number of outputs of the node.

In general, the dynamics of each node is given by the continuous, non-linear and time-varying description:
\[
\dot{x}_i(t) = f_i(x_i(t), u_i(t)) \\
y_i(t) = g_i(x_i(t), u_i(t))
\]

In a particular way, although it does not detract from the generality of the reasoning, each node can be modelled by a discrete, linear, time-invariant description with a state-space model [15]:
\[
x_i(k + 1) = A_i \cdot x_i(k) + B_i \cdot u_i(k)
\]
\[
y_i(k) = C_i \cdot x_i(k)
\]

Where:
\[
A_i = \begin{bmatrix} a_{i,1}^{1} & \cdots & a_{i,\alpha}^{1} \\ \vdots & \ddots & \vdots \\ a_{i,1}^{\alpha} & \cdots & a_{i,\alpha}^{\alpha} \end{bmatrix}
\]
\[
B_i = \begin{bmatrix} b_{i,1}^{1} & \cdots & b_{i,\beta}^{1} \\ \vdots & \ddots & \vdots \\ b_{i,1}^{\beta} & \cdots & b_{i,\beta}^{\beta} \end{bmatrix}
\]
\[
C_i = \begin{bmatrix} c_{i,1}^{1} & \cdots & c_{i,\gamma}^{1} \\ \vdots & \ddots & \vdots \\ c_{i,1}^{\gamma} & \cdots & c_{i,\gamma}^{\gamma} \end{bmatrix}
\]

The local control problem for each node \( i \) can be written as:
\[
\begin{aligned}
\min_{\bar{x}_i(k+1),\bar{u}_i(k)} & \Phi_{local,i}(\bar{x}_i(k+1),\bar{u}_i(k),\bar{y}_i(k)) \\
\text{subject to} & \quad x_i(k+1 + l) = A_i x_i(k + l) + B_i u_i(k + l) \\
& \quad y_i(k + l) = C_i x_i(k + l)
\end{aligned}
\]

Where \( k \) is the execution or simulation instant, \( l \) is the prediction window instant and:
\[
\bar{x}_i(k + 1) = [x_1^T(k),...,x_{i}^T(k + H)]^T
\]
\[
\bar{u}_i(k) = [u_1^T(k),...,u_{i}^T(k + H - 1)]^T
\]
\[
\bar{y}_i(k) = [y_1^T(k),...,y_{i}^T(k + H - 1)]^T
\]
\[
x_i(k + 1 + l), u_i(k + l), y_i(k + l) \in \Omega_{x_i}, \Omega_{u_i}, \Omega_{y_i}
\]
\[
l = [0, 1, ..., H - 1]
\]
\[
k \in N
\]

Being \( H \) the control horizon.
Thanks to this mathematical description, a Centralised MPC can be defined for a large-scale system. Specifically, a Centralised MPC applied to a large-scale system of \( N \) nodes with a flexibility mechanism can be represented as follows (Figure 3).

![Figure 3: Generic Centralised MPC diagram](image)

As can be seen in the figure, an External Agent defines the limits to be considered for the flexibility mechanism. In the case of the Centralised MPC, this External Agent only would have to define one global objective that all the nodes at the same time must satisfy. These limits are directly related to the variable \( \tilde{M}_u(k) \) of the scheme which will be explained later in this section. This diagram also shows a High-Level Agent, which is the one that contains the Centralised MPC and performs the calculation of the optimal control actions in order to solve the optimisation problem. Afterwards, it transfers the optimisation solution reached to the individual agents (or Low-Level Agents) whose only responsibilities are applying the solutions given by the High-Level Agent, taking measurements about the current state of its node (under the vector \( x_i(k) \)), and send this information back to the High-Level Agent to begin with the next iteration. It should be noted that although the High-Level Agent computes the solution for all the variables involved in the optimisation problem and for the whole prediction horizon, it only sends those that are manipulated and adjustable (under the vector \( u_i^*(k) \)).

Regarding the mathematical definition, the control problem of a large-scale system of \( N \) interconnected nodes can be seen as an aggregation of the local control problems plus the constraints of the flexibility mechanisms. This controlled aggregation is, after all, a Centralised MPC. Its equations can be extrapolated from Equations (6)-(18) and are as follows.

\[
\begin{align*}
\min_{\tilde{x}_i(k+1), \tilde{y}_i(k), \tilde{u}_i(k)} & \left\{ \sum_{i=1}^{N} \phi_{\text{local},i}(\tilde{x}_i(k+1), \tilde{u}_i(k), \tilde{y}_i(k)) \right\} \\
\text{subject to} & \quad X(k+1+l) = AX(k+l) + BU(k+l) \\
& \quad Y(k+l) = CX(k+l) \\
& \quad K[\cdot] \cdot U(k+l) \leq \tilde{M}_u(k+l)
\end{align*}
\]

Where:

\[
A = \begin{bmatrix}
A_1 \\
A_2 \\
\vdots \\
A_N
\end{bmatrix}
\]
\[
B = \begin{bmatrix}
B_1 & B_2 & \cdots & B_N
\end{bmatrix}
\] (22)

\[
C = \begin{bmatrix}
C_1 & C_2 & \cdots & C_N
\end{bmatrix}
\] (23)

\[
X(k + 1) = [x_1^T(k + 1) \cdots x_N^T(k + 1)]^T
\] (24)

\[
U(k) = [u_1^T(k) \cdots u_N^T(k)]^T
\] (25)

\[
Y(k) = [y_1^T(k) \cdots y_N^T(k)]^T
\] (26)

\[
\bar{M}_u(k + l) \in \mathbb{R}^+
\] (27)

About these equations, it is essential to note that:

1. Since \( k + 1 > 0 \), it is essential to initialise \( X \) such that:
   \[
   X(0) = [x_1^T(0) \cdots x_N^T(0)]^T
   \] (28)

2. The flexibility mechanism has been added by the last constraint of Equation (20):
   \[
   K[\cdot] \cdot U(k + l) \leq \bar{M}_u(k + l)
   \] (29)

With this inequation, the sum of specific inputs must be less than a value at each instant. This sum is obtained through the vector \( K[\cdot] \). This vector, made up of a binary value for each of the system’s inputs, makes it possible to determine which inputs must follow the restriction (associating a “1” in their position).

Thus, for example, in a system of two Nodes with a total of four inputs where it is imposed that all but the third one must comply with the restriction at a given time:

\[
\begin{pmatrix}
1 & 1 & 0 & 1
\end{pmatrix}
\begin{bmatrix}
u_{11} \\
u_{12} \\
u_{21} \\
u_{22}
\end{bmatrix}
\leq \bar{M}_u \rightarrow \{u_{11} + u_{12} + u_{22} \leq \bar{M}_u\}
\] (30)

Where \( u_{ij} \) is the input \( j \) of the Node \( i \).

These equations define the general mathematical formulation of a Centralised MPC applied to a large-scale system.

As a final step, it is essential to explain how the MPC works. As explained above, the MPC consists of an iterative process where at each execution instant \( k \), the optimal control solution is determined by the following steps:

1. Feed-back the values of the state variables \( X \) calculated in the previous instant. \( \bar{M}_u \) is also received for the current instant. Both data are updated in the matrices.
2. Calculate the Centralised MPC problem according to the Equations (19)-(29).
3. Implement the solution.
4. Return to step 1.

4. Use case

As mentioned above, the main objective of the proposed approach is to get several parts of a large-scale system to comply with shared constraints. That is, to get these parts, which are modelled separately, to cooperate to meet the overall constraints together. To
this end, the authors propose a use case applied to the generalised large-scale system modelled by its Nodes using Equations (6)-(18). The results achieved after the simulation of this academic use case will be discussed in the upcoming section to analyse the behaviour and performance of the solution proposed in this paper.

Specifically, the academic use case included in this document relies on a four-node network where each node has a defined number of variables. In concrete terms, the model of each node corresponds to the model of Node \( i \) shown in the following image (Figure 4).

**Node \( i \)**

\[
\begin{align*}
    x_{i,1}(k+1) &= A_1 x_i(k) + B_1 u_i(k) \\
    y_{i,1}(k) &= C_1 x_i(k)
\end{align*}
\]

**Figure 4:** Diagram and variables of the nodes of the network defined in the use case

Each node has two inputs (\( u_{i,1} \) and \( u_{i,2} \)), two states (\( x_{i,1} \) and \( x_{i,2} \)) and one output (\( y_{i,1} \)). In the figure below, the scheme of the Centralised MPC for the use case is depicted.

**Figure 5:** Centralised MPC applied to the use case

The model of each of the four nodes of the use case corresponds to a particular state space, as shown in Equations (6)-(10):

\[
\begin{align*}
    \begin{bmatrix}
        x_{1,1}(k+1) \\
        x_{1,2}(k+1) \\
        x_1(k+1)
    \end{bmatrix} &= \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_{1,1}(k) \\
    x_{1,2}(k) \end{bmatrix} + \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} u_{1,1}(k) \\
    u_{1,2}(k) \end{bmatrix} \\
    \begin{bmatrix} y_{1,1}(k) \\
    y_1(k) \end{bmatrix} &= \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x_{1,1}(k) \\
    x_{1,2}(k) \end{bmatrix}
\end{align*}
\]

\[\text{(31)}\]
\begin{equation}
\begin{aligned}
\text{Node 2} \\
\begin{bmatrix}
x_{2,1}(k+1) \\
x_{2,2}(k+1)
\end{bmatrix}_{x_2(k+1)} =
\begin{bmatrix}
1 & 1 \\
0 & 0.7
\end{bmatrix}
\begin{bmatrix}
x_{2,1}(k) \\
x_{2,2}(k)
\end{bmatrix}_{x_2(k)} +
\begin{bmatrix}
-0.2 & 0 \\
0 & -0.2
\end{bmatrix}
\begin{bmatrix}
u_{2,1}(k) \\
u_{2,2}(k)
\end{bmatrix}
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
\text{Node 3} \\
\begin{bmatrix}
x_{3,1}(k+1) \\
x_{3,2}(k+1)
\end{bmatrix}_{x_3(k+1)} =
\begin{bmatrix}
1 & 0.9 \\
0 & 0.8
\end{bmatrix}
\begin{bmatrix}
x_{3,1}(k) \\
x_{3,2}(k)
\end{bmatrix}_{x_3(k)} +
\begin{bmatrix}
-0.8 & 0 \\
0 & -0.8
\end{bmatrix}
\begin{bmatrix}
u_{3,1}(k) \\
u_{3,2}(k)
\end{bmatrix}
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
\text{Node 4} \\
\begin{bmatrix}
x_{4,1}(k+1) \\
x_{4,2}(k+1)
\end{bmatrix}_{x_4(k+1)} =
\begin{bmatrix}
1 & 0.8 \\
0 & 0.7
\end{bmatrix}
\begin{bmatrix}
x_{4,1}(k) \\
x_{4,2}(k)
\end{bmatrix}_{x_4(k)} +
\begin{bmatrix}
-1.7 & 0 \\
0 & -1.7
\end{bmatrix}
\begin{bmatrix}
u_{4,1}(k) \\
u_{4,2}(k)
\end{bmatrix}
\end{aligned}
\end{equation}

In these matrix systems, each of the inputs of Node \( i \) (\( u_i \) variables) is directly associated with a state (\( x_i \) variables). Thus, the use of \( u_{i,1} \) directly impacts \( x_{i,1} \) and the use of \( u_{i,2} \) directly impacts \( x_{i,2} \). Also, since \( x_{i,1} \) is dependent on \( x_{i,2} \), the use of \( x_{i,2} \) impacts \( x_{i,1} \), and consequently, the use of \( u_{i,2} \) indirectly impacts \( x_{i,1} \) (Figure 4). This dependency between states of the same node is a complex situation to control. However, it also allows showing the behaviour of the control proposed in this paper visually and straightforwardly in limit situations. The authors have therefore considered this use case as the best one for the analysis.

Applying the use case to the Centralised MPC, it can be ensured that the objective function (Equation (19)) satisfies the following equivalence:

\begin{equation}
\min_{\bar{x}_{i(k+1)},\bar{y}_{i(k+1)},\bar{u}_{i(k+1)},\bar{y}_{i(k+1)}} \sum_{i=1}^{N} \Phi_{\text{local}}(\bar{x}_{i(k+1)},\bar{u}_{i(k+1)},\bar{y}_{i(k+1)}) =
\end{equation}

\begin{equation}
\min_{\bar{x}_{i(k+1)},\bar{y}_{i(k)},\bar{u}_{i(k)}} \sum_{i=1}^{N} \left[ \begin{array}{c}
X(k+1) \\
U(k+1) \\
Y(k+1)
\end{array} \right] \cdot \begin{bmatrix}
Q & \cdot & \begin{bmatrix}
X(k+1) \\
U(k+1) \\
Y(k+1)
\end{bmatrix} \end{bmatrix} + \begin{bmatrix}
Q & + & \begin{bmatrix}
f & \cdot & \begin{bmatrix}
X(k+1) \\
U(k+1) \\
Y(k+1)
\end{bmatrix}
\end{bmatrix}
\end{equation}

Where \( Q \) is the matrix that contains the quadratic cost of each variable, and \( f \) is the matrix that contains the linear cost of each variable.

The use case data of Equations (31)-(34) can be implemented in the Equations (19)-(29),(35) in such a way that:

- **Model:**

\begin{equation}
A = \begin{bmatrix}
A_1 & A_2 \\
A_3 & A_4
\end{bmatrix} \quad B = \begin{bmatrix}
B_1 & B_2 \\
B_3 & B_4
\end{bmatrix} \quad C = \begin{bmatrix}
C_1 & C_2 \\
C_3 & C_4
\end{bmatrix}
\end{equation}

\begin{equation}
X = [x_{11} \ x_{12} \ x_{13} \ x_{14} \ x_{21} \ x_{22} \ x_{23} \ x_{24}]^T \\
U = [u_{11} \ u_{12} \ u_{21} \ u_{22} \ u_{31} \ u_{32} \ u_{41} \ u_{42}]^T \\
Y = [y_{11} \ y_{21} \ y_{31} \ y_{41}]^T
\end{equation}

- **Objective function:**
Nowadays, this constraint will have to be relaxed. This does not mean that the restriction will not be met, but it does allow the mechanism can be represented as follows (Figure 6).

Decentralised MPC presents when applied to a large scale system. If several nodes are allowed to satisfy their respective assigned part of the overall constraint. Thus, in order to establish a benchmark test for the proposed solution, an heuristic method is proposed.

Flexibility mechanisms using heuristic methods: Decentralised MPC

One of the ways to control a large-scale system from the individual control of its nodes is the so-called "Decentralised MPC". This method is based on modelling and controlling each node of a system independently of the others. Thus, instead of controlling a complete system, a small controller is made for each node. Historically, this method has been widely used because of its lower computational demand. Nowadays, alternative modelling methods (such as the Centralised MPC proposed by the authors) allow the whole network to be modelled from the model of each of its nodes. However, Decentralised MPC is still used today [25].

The Decentralised MPC is based on subdividing the whole system into small subsystems. In this way, the large-scale system becomes a set of small-scale systems. Each of these subsystems has its own MPC agent, which is responsible for fulfilling the constraints, dynamics and objective function of the model of its particular subsystem. Each of these agents ignores the rest of the agents, i.e., they compute their optimal solution independently [26]. In other words, there is no communication between agents, neither any attempt to reach a global optimum. Instead, each subsystem reaches a local optimum and, thus, an approximation of a global optimum is found. Such an approximation is usually not very close to the global optimum because, given the lack of interactions between the subsystems, the sum of the optimal solutions is not equal to the global optimum.

The absence of a guarantee for global optimum is not the only disadvantage that the Decentralised MPC presents when applied to a large-scale system. If several nodes are intended to meet a constraint jointly, this constraint will have to be heuristically subdivided. This is because the lack of communication prevents them from agreeing on how to deal with the constraint. This does not mean that the restriction will not be met, but it does mean that, if it is met, it may not be done as effectively, quickly and efficiently as possible.

A Decentralised MPC applied to a large-scale system of $N$ nodes with a flexibility mechanism can be represented as follows (Figure 6).

$$Q = \begin{bmatrix} Q_X & Q_U \\ Q_U^T & Q_Y \end{bmatrix} = \begin{bmatrix} 0_{8 \times 8} & 0_{8 \times 4} \\ 0_{4 \times 8} & 0_{4 \times 4} \end{bmatrix}; \quad f = \begin{bmatrix} f_X \\ f_U \\ f_Y \end{bmatrix} = \begin{bmatrix} 0_{8 \times 1} \\ 0_{8 \times 1} \\ 0_{4 \times 1} \end{bmatrix}$$

Where: $0_{hxj}$ and $1_{hxj}$ are matrixes filled with zeros or ones with order $hxj$.

- Flexibility mechanism:

$$\bar{M}_u(k + l) = 4, \forall k, \forall l = [0,1, \ldots , H - 1]$$

- Initial condition ($k = 0$):

$$X(0) = [8 \ 7 \ 6 \ 5 \ 4 \ 3 \ 4 \ 5]^T$$

- Space of variables:

$$u_{ij}(k + l), x_{ij}(k + l + 1), y_{ij}(k + l) \geq 0, 0, 0$$

- Prediction horizon:

$$H = 5$$

Using this information, the Centralised MPC control problem is particularised for the use case, and a simulation can be performed.

5. Benchmark

As highlighted above, one of the simplest and widely adopted methods to get multiple Nodes in a network to comply with an overall constraint is to heuristically distribute this constraint between all the Nodes of the grid. That way, each of the Nodes must independently satisfy their respective assigned part of the overall constraint. Thus, in order to establish a benchmark test for the proposed solution, an heuristic method is proposed.

5.1. Flexibility mechanisms using heuristic methods: Decentralised MPC

One of the ways to control a large-scale system from the individual control of its nodes is the so-called "Decentralised MPC". This method is based on modelling and controlling each node of a system independently of the others. Thus, instead of controlling a complete system, a small controller is made for each node. Historically, this method has been widely used because of its lower computational demand. Nowadays, alternative modelling methods (such as the Centralised MPC proposed by the authors) allow the whole network to be modelled from the model of each of its nodes. However, Decentralised MPC is still used today [25].

The Decentralised MPC is based on subdividing the whole system into small subsystems. In this way, the large-scale system becomes a set of small-scale systems. Each of these subsystems has its own MPC agent, which is responsible for fulfilling the constraints, dynamics and objective function of the model of its particular subsystem. Each of these agents ignores the rest of the agents, i.e., they compute their optimal solution independently [26]. In other words, there is no communication between agents, neither any attempt to reach a global optimum. Instead, each subsystem reaches a local optimum and, thus, an approximation of a global optimum is found. Such an approximation is usually not very close to the global optimum because, given the lack of interactions between the subsystems, the sum of the optimal solutions is not equal to the global optimum.

The absence of a guarantee for global optimum is not the only disadvantage that the Decentralised MPC presents when applied to a large-scale system. If several nodes are intended to meet a constraint jointly, this constraint will have to be heuristically subdivided. This is because the lack of communication prevents them from agreeing on how to deal with the constraint. This does not mean that the restriction will not be met, but it does mean that, if it is met, it may not be done as effectively, quickly and efficiently as possible.

A Decentralised MPC applied to a large-scale system of $N$ nodes with a flexibility mechanism can be represented as follows (Figure 6).
In the specific case of the Decentralised MPC of the diagram above (Figure 6), specific characteristics can be highlighted:

- The relationship of a High-Level Agent to its Low-Level Agent is the same as in the Centralised MPC. Each High-Level Agent contains an MPC that performs the control, while the particular Low-Level Agent is in charge of transforming the High-Level Agent’s solutions into actual actions on its subsystem, also taking data measurements from the Node.

- Since the Nodes do not communicate with each other, the only way to try to fulfil the flexibility mechanisms is to distribute them heuristically among the agents. One way to do this is to divide it equally among all the agents, making each of them must comply: $\tilde{M}_u(k)/N$. This distribution could be done in other ways, but the responsibility of this calculation will always rely on the external agent while the solution proposed by the authors divide the effort among the nodes automatically and optimally.

Regarding the mathematical definition, each Node has an Agent with the same generic mathematical formulation for its internal MPC, which mainly corresponds to the Node presented in Equations (6)-(18). To these equations is added a term that heuristically subdivides a flexibility mechanism between the nodes (Equation (45)). This MPC, independent of the others, is particularised by the dynamics and model of its particular Node. Thus, $i$ is the number of the modelled node, where $i \in [1,2,…,N]$, being $N$ the number of nodes in the system.

$$\min \sum_{i=1}^{N} \phi_{local,i}(\tilde{x}_i(k+1),\tilde{u}_i(k),\tilde{y}_i(k))$$

subject to

$$x_i(k+1) = A_i x_i(k + l) + B_i u_i(k + l)$$

$$y_i(k+1) = C_i x_i(k + l)$$

$$K_i \cdot u_i(k + l) \leq \tilde{M}_u(k + l)$$

(43)

About these equations, it is essential to note that:

1. $A_i$, $B_i$ and $C_i$, the matrices of the model of the Node, have the exact definition than in Equations (8)-(10).

2. Since $k + 1 > 0$, it is essential to initialise $x_i(0)$ such that:

$$x_i(0) = [x_{i,1}^T(0) \cdots x_{i,\alpha}^T(0)]^T$$

(44)

3. The flexibility mechanism has been added by the last constraint of Equation (43):
\[
K_i[·] \cdot u_i(k + l) \leq \frac{\overline{M}_u(k + l)}{N}
\]

(45)

With this inequation, the sum of specific inputs of the Node must be less than a value at each instant. This sum is obtained through the vector \(K_i[·]\). This vector, made up of a binary value for each Node’s inputs, makes it possible to determine which inputs must follow the restriction (associating a “1” in their position).

Thus, for example, in a Node with two inputs where it is imposed that both must comply with the restriction at a given time:

\[
\begin{bmatrix}
1 & 1
\end{bmatrix}
\begin{bmatrix}
\bar{u}_{11} \\
\bar{u}_{12}
\end{bmatrix} \leq \frac{\overline{M}_u}{N} \rightarrow \left\{ \begin{array}{l}
\bar{u}_{11} + \bar{u}_{12} \leq \frac{\overline{M}_u}{N}
\end{array} \right.
\]

(46)

Where \(u_{ij}\) is the input \(j\) of the Node \(i\).

Because each MPC agent only needs to fulfil a portion of the flexibility mechanism and there is no communication between subsystems, even if an agent can support another agent to fulfil its flexibility mechanism, it will not do so. However, the local optimum in each Node is still guaranteed.

These equations define the general mathematical formulation of a Decentralised MPC utilised to a large-scale system. As a final step, it is essential to consider how the Decentralised MPC must be executed. At each execution instant, each Agent follows the following stages synchronously and in parallel, achieving their optimal local solution and using them as an approximation of an optimal global solution:

1. Feed-back the values of the state variables \(\hat{x}_i\) calculated in the previous instant. \(\overline{M}_u/N\) is also received for the current instant. Both data are updated in the matrices.
2. Calculate the control problem of the Agent according to the equations shown above.
3. Implement the solution.
4. Return to step 1.

5.2. Decentralised MPC applied to the use case

Applying the use case defined in the previous section, it can be ensured that the local objective function of a Node (Equation (42)) satisfies the following equivalence:

\[
\min_{\hat{x}_i(k + 1), \tilde{y}_i(k), \tilde{u}_i(k)} \phi_{local}(\hat{x}_i(k + 1), \tilde{u}_i(k), \tilde{y}_i(k)) = \min_{\hat{x}_i(k + 1), \tilde{y}_i(k), \tilde{u}_i(k)} \begin{bmatrix} x_i(k + 1 + l) \end{bmatrix}^T Q_i \begin{bmatrix} x_i(k + 1 + l) \\
 u_i(k + l) \\
 y_i(k + l)
\end{bmatrix} + f_i^T \begin{bmatrix} x_i(k + 1 + l) \\
 u_i(k + l) \\
 y_i(k + l)
\end{bmatrix} \]

(47)

Where \(Q_i\) is the matrix that contains the quadratic cost of each variable of the Node, and \(f_i\) is the matrix that contains the linear cost of each variable of the Node.

The use case data (Equations (31)-(34)) can be implemented in the Equations (42)-(44),(47) in such a way that:

- Model:

\[
\begin{align*}
\text{Node 1} & \rightarrow \{A_1, B_1, C_1\}, \quad x_1 = \begin{bmatrix} x_{11} \\ x_{12} \end{bmatrix}, \quad u_1 = \begin{bmatrix} u_{11} \\ u_{12} \end{bmatrix}, \quad y_1 = [y_{11}] \\
\text{Node 2} & \rightarrow \{A_2, B_2, C_2\}, \quad x_2 = \begin{bmatrix} x_{21} \\ x_{22} \end{bmatrix}, \quad u_2 = \begin{bmatrix} u_{21} \\ u_{22} \end{bmatrix}, \quad y_2 = [y_{21}] \\
\text{Node 3} & \rightarrow \{A_3, B_3, C_3\}, \quad x_3 = \begin{bmatrix} x_{31} \\ x_{32} \end{bmatrix}, \quad u_3 = \begin{bmatrix} u_{31} \\ u_{32} \end{bmatrix}, \quad y_3 = [y_{31}] \\
\text{Node 4} & \rightarrow \{A_4, B_4, C_4\}, \quad x_4 = \begin{bmatrix} x_{41} \\ x_{42} \end{bmatrix}, \quad u_4 = \begin{bmatrix} u_{41} \\ u_{42} \end{bmatrix}, \quad y_4 = [y_{41}]
\end{align*}
\]

(48)

- Objective function:
\[ Q_i = \begin{bmatrix} 0_{2x2} & 0_{2x2} \\ 0 & 1 \end{bmatrix}; \quad f_i = \begin{bmatrix} 0_{2x1} \\ 0_{2x1} \end{bmatrix}; \quad \forall i \] 

Where: \( 0_{hxj} \) is a matrix filled with zeros with order \( hxj \).

- **Flexibility mechanism:**
  \[ \bar{M}_u(k+l) = 4, \forall k, \forall l = [0, 1, ..., H - 1] \]
  \[ K_i[1] = [1 \quad 1] \]  

- **Initial conditions** \( (k = 0)_i \):
  \[ x_1(0) = [8 \quad 7]^T \]
  \[ x_2(0) = [6 \quad 5]^T \]
  \[ x_3(0) = [4 \quad 3]^T \]
  \[ x_4(0) = [4 \quad 5]^T \]  

- **Space of variables:**
  \[ u_{ij}(k+l), x_{ij}(k+l+1), y_{ij}(k+l) \geq 0, 0, 0 \]  

- **Prediction horizon:**
  \[ H = 5 \]  

With this, the Decentralised MPC control problem is particularised for the use case. The diagram that describes the decentralised MPC particularised for the use case is the following one:

![Decentralised MPC applied to the use case](image)

**Figure 7:** Decentralised MPC applied to the use case

### 6. Analysis of results

In this section, an overview and comparison of the results achieved by the two different architectures is performed. To such an end, a new Mathematical Framework, which contains both types of control algorithms (Centralised MPC and Decentralised MPC), have been implemented in Python. In addition, a simulation environment based on Jupyter Notebooks has also been deployed in order to carry out the simulations and generate the results presented and analysed in this section.

**Figure 8, Figure 9 and Figure 10** show the results obtained from running the Centralised MPC with the use case.
Figure 8: Solution for $u$-variables of the Centralised MPC

Figure 9: Solution for $y$-variables of the Centralised MPC

Figure 10: Objective function cost of the Centralised MPC

Figure 9 shows the value of the $y_i$ variables (outputs) over a simulation of 105 instants. As can be extrapolated from Equation (35), the objective function of the Centralised MPC seeks to minimise the sum of the value of these variables in all the prediction window instants.

\[
\begin{align*}
\min_{\tilde{x}_{i}(k+1), \tilde{y}_{i}(k), \tilde{u}_{i}(k)} & \quad [X(k + 1 + l)]^T \\
& \quad [U(k + l)] \cdot Q \cdot [X(k + 1 + l)]^T \\
& \quad [U(k + l)] \cdot [X(k + 1 + l)] + f^T \cdot [U(k + l)] \\
& \quad [Y(k + l)] \\
= & \min_{\tilde{x}_{i}(k+1), \tilde{y}_{i}(k), \tilde{u}_{i}(k)} \sum_{i=1}^{N} [0_{3x1}]^T \\
& \quad [X(k + 1 + l)] \\
& \quad [U(k + l)] \\
& \quad [Y(k + l)] \\
= & \min_{\tilde{x}_{i}(k+1), \tilde{y}_{i}(k), \tilde{u}_{i}(k)} \sum_{i=1}^{N} Y(k + l)
\end{align*}
\]
As can be seen in Figure 10, this minimum is reached at simulation instant 42, which coincides with the moment when all \( y_i \) variables have reached the value 0 in Figure 9. To reach this global minimum as quickly and efficiently as possible, the MPC decides to use the \( u_{ij} \) variables most effectively and optimally. The way to do that is to give them the highest value during all instants. This value is constrained by the flexibility mechanism, as seen in Equation (29).

Thus, the Centralised MPC will maximise the value of the \( u_{ij} \) variables by complying with this constraint. In this way, as can be seen in Figure 8, it will make the sum of the \( u_{ij} \) always worth \( \bar{M}_u \) until instant 40, which will allow reaching the optimum at simulation instant 42. With this, the MPC has used all the possible values in the \( u_{ij} \) variables to reach the minimum value in the cost function as soon as possible.

The solution of this control problem is in accordance with the mathematical definition of Centralised MPC, which ensures convergence and global optimum. Moreover, the lowest value of the objective function is reached as soon as possible, which guarantees a shorter response time. It is important to note that, as already demonstrated, the most efficient and optimal fulfilment of the flexibility mechanisms is guaranteed.

On the other hand, the results of applying the Decentralised MPC in the use case are shown in Figure 11, Figure 12, Figure 13 and Figure 14.

**Figure 11:** Solution for U-variables of the Decentralised MPC

**Figure 12:** Solution for Y-variables of the Decentralised MPC
As already explained above, the Decentralised MPC is based on the fact that each node executes an MPC independently from the others. Because of this, the flexibility mechanisms are arbitrarily divided. In this case, they have been divided equally, as seen in Equation (45).

This division of the compensating mechanisms affects the time it takes to reach the minimum value of the local objective functions, as shown in Figure 13.

As can be extrapolated from the Equation (47), the objective function of the Agents of the Decentralised MPC seek to minimise the value of the $y_{ij}$ variables in all the prediction window instants.

$$
\min_{\hat{x}_i(k+1),\hat{y}_i(k),\bar{u}_i(k)} \begin{bmatrix} x_i(k + 1 + l) \\ u_i(k + l) \\ y_i(k + l) \end{bmatrix}^T Q_i \begin{bmatrix} x_i(k + 1 + l) \\ u_i(k + l) \\ y_i(k + l) \end{bmatrix} + f_i^T \begin{bmatrix} x_i(k + 1 + l) \\ u_i(k + l) \\ y_i(k + l) \end{bmatrix} = \min_{\hat{x}_i(k+1),\hat{y}_i(k),\bar{u}_i(k)} \begin{bmatrix} 0_{2 \times 1}^T \\ x_i(k + 1 + l) \\ 1 \end{bmatrix} \begin{bmatrix} x_i(k + 1 + l) \\ u_i(k + l) \\ y_i(k + l) \end{bmatrix} (55)
$$

The reason why the flexibility mechanism affects the execution time negatively in the Decentralised MPC is straightforward. As shown in Figure 12, each MPC of the Decentralised MPC works independently, so the value of $y_{ij}$ decreases independently. This means that when a Node gets its $y_{ij}$ to be equal to 0, it cannot concede any amount of its flexibility mechanism for another node to increase the value of its $u_{ij}$ variables. This is easily seen in Figure 11, where it can be observed that only during the first instants the whole limit of the flexibility mechanism is used. In subsequent instants, even if a Node has already reached the minimum value, the total capacity of the mechanism will not be
used again. Thus, it can be ensured that the Decentralised MPC does not use the flexibility mechanism most optimally.

It could be thought that a solution to take better advantage of the limits of the flexibility mechanism in this heuristic method is to avoid the continuous equal distribution of the flexibility mechanism. However, complementary methods for dynamic distribution of mechanisms (such as prediction or neural network systems) would be so difficult to make and costly to implement. To create them, it also would be necessary to know information about the global system when Decentralised MPC seeks just the opposite: deglobalisation. In fact, the best result for a dynamic distribution of flexibility mechanisms is actually the one obtained by the Centralised MPC, since the optimal distribution is ensured by the mathematics of the MPC.

Still, it is essential to note that the Decentralised MPC ensures convergence and local optimums, as shown. But it has not reached an efficient global optimum in this case, which confirms that it is not guaranteed that the set of local optimums always approximates a valid global optimum in all cases. It can be affirmed then that the Decentralised MPC reached a suboptimum solution. This is because the response time (the time it takes to approximate the global optimum) may be greater than desired. This effect occurs since the Decentralised MPC takes many instants to reach a global optimum (due to the inefficiency when applying flexibility mechanisms), demonstrating tiny efficiency and a poor response time. This can be seen in Figure 14, which shows how the sum of the values of the objective functions takes many simulation instants to reach zero.

Comparing the results of the Centralised MPC and the Distributed MPC, it can be noted from Figure 14 that the Centralised MPC takes advantage of all the resources of the flexibility mechanism. In contrast, the Decentralised MPC takes the longest to reach the optimum. Another way to measure the speed with which the various algorithms have reached the global optimum is to measure the area of the curves in Figure 14. In the case of the Centralised MPC, this area reaches a value of 3925.4; in the Decentralised MPC, it reaches a value of 9205.6. This occurs since the outputs of the Centralised MPC decrease efficiently and quickly, getting the value of all of them to reach zero as soon as possible without breaking the constraints of the flexibility mechanism. On the other hand, the outputs in the Decentralised MPC (as in any of the heuristically divided flexibility mechanisms) are independent, which implies that the nodes cannot support each other to reach the global optimum, resulting in a delay. This makes it challenging to use heuristically divided flexibility mechanisms in systems that require fast and efficient responses or constantly need to ensure that the global optimum is reached.

This confirms that the automatic flexibility mechanism designed by the authors in the form of Centralised MPC is a more efficient method to define joint constraints between several Nodes in a large-scale system than heuristic methods that still apply today.

To conclude this section, the following table has been created to summarise all the characteristics of the various algorithms that have been analysed in this document.

| Characteristics                | Centralised MPC | Decentralised MPC |
|--------------------------------|-----------------|-------------------|
| Convergence guarantee          | Yes             | Yes               |
| Global optimality guarantee    | Yes             | No                |
| Computational requirements     | Medium (*)      | Low               |
| Execution time of one instant  | Medium (*)      | Low               |
Table 1: Comparison between Centralised MPC and Decentralised MPC

(*) It can be reduced with modern technologies.

(**) Only guaranteed if the global optimum can be reached or if it can be reached in an amount of time considered reasonable

7. Discussion

This research has offered a new method for automating the distribution of aggregate constraints between Nodes of a large-scale system. Although the use case studied is simple, with the main objective of allowing an efficient and straightforward analysis, the designed method can be extrapolated to other more complex large-scale systems without losing effectiveness in its mathematics.

It was demonstrated that the designed Centralised MPC, which has automatically distributed flexibility mechanisms, achieves optimal solutions, is convergent and produces more efficient results than other methods used in the control of large-scale systems with aggregate constraints between nodes. Effectiveness has been demonstrated by comparing one of the most historically widespread methods, Decentralised MPC, which prevents communication between Nodes and thus forces subdivisions of the flexibility mechanisms.

The flexibility mechanisms are optimally distributed across the instants of the prediction window in the MPC proposed by the authors (Figure 8). The performance achieved in this research presents promising results for industry sectors seeking to implement controllers in large-scale systems. One of the main characteristics of the proposed method, compared to traditional methods, is that it uses the advantages of today’s technology without losing the benefits of Node modelling. In this way, it is possible to reach the desired results and distribute the constraints efficiently, without complex modelling or mathematics, achieving the most optimal solutions.
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