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Detecting the community structure and predicting the change of community structure is an important research topic in social network research. Focusing on the importance of nodes and the importance of their neighbors and the adjacency information, this article proposes a new evaluation method of node importance. The proposed overlapping community detection algorithm (ILE) uses the random walk to select the initial community and adopts the adaptive function to expand the community. It finally optimizes the community to obtain the overlapping community. For the overlapping communities, this article analyzes the evolution of networks at different times according to the stability and differences of social networks. Seven common community evolution events are obtained. The experimental results show that our algorithm is feasible and capable of discovering overlapping communities in complex social network efficiently.

1. Introduction

With the development of information technology, social networks such as microblogs and forums have developed rapidly in recent years and gradually become an important platform for people to exchange feelings, share experiences, and transmit information. At present, there are many community detection algorithms based on node set partition, e.g., Kernighan–Lin algorithm [1] based on greedy algorithm theory, spectral bisection algorithm [2] based on spectral thought, GN algorithm [3] based on splitting thought, and Newman fast algorithm [4] based on cohesion thought. However, the ultimate goal of these community detection algorithms is to divide the network into several independent communities. The above algorithms strictly divide each node into specific communities and can not find overlapping communities. In an in-depth study of real networks, researchers have found that many real networks not only have community structures but also have the characteristics of overlapping and correlation among communities. The network is composed of many overlapping and interconnected communities [5]; e.g., in interpersonal networks, everyone belongs to several different communities such as school, family, and friends according to different classification methods. As the basis of studying the network structure, revealing the community structure in the network is of great significance to study the function of the network and analyze the composition structure of the network. Overlapping community detection has become the key issue in researching opportunity network structure. Many scholars have proposed a lot of overlapping community detection algorithms, e.g., LFM [6], DEMON [7], and SLPA [8]. However, the accuracy and complexity of current overlapping community detection algorithms need to be improved.

In this article, overlapping community detection algorithms are divided into four categories. They are the clique penetration algorithms, the label propagation algorithms, the link partition algorithms, and the local expansion algorithms. We mainly focus on the overlapping community detection algorithms based on local expansion. It is found that many local expansion algorithms take node centrality as
the evaluation indicator. The initial nodes largely determine the division results of overlapping communities. The random selection of initial nodes leads to a certain deviation in the membership of overlapping nodes after community division. For the interest communities, when the user belongs to both the tennis and basketball communities, they have inconsistent preference evaluation of different communities, which makes the number of overlapping node members deviate. If all nodes in the network are used as the initial nodes of expansion, it is easy to form an independent community, which will make the community detection inaccurate. Through the research on the diversity of complex networks, we find that only a single evaluation indicator is prone to the high overlap of local communities. More factors need to be considered for nodes selection. We also find that it needs to have the following characteristics if the nodes can be located in the community center to stabilize the structure of the whole community. (a) The node must be a certain number of neighbor nodes. (b) Both the influence of neighbor nodes on the node itself and the high connectivity between neighbor nodes should be considered. (c) Whether the neighbor node is also of high importance.

Social network analysis [9] has become an important research field and plays an important role in data mining, information dissemination, network modeling, behavior analysis, knowledge discovery and so on. In the real world, most social networks are dynamic networks. Their nodes will change and the relationship between nodes will evolve over time. The relationship density between nodes is different. Some nodes have relatively dense connections, while others have relatively sparse connections. A group of nodes with relatively dense connections is regarded as a community [10]. Nodes in the community usually have some common attributes. This reflects the local rules and global order of the social network to a certain extent. Extracting community structure can effectively reveal the characteristics of social networks and the general laws of groups. It is the basis for analyzing the evolution of social networks. It also contributes to promoting the development of relevant applications, e.g., friend recommendation, privacy protection, network marketing, and role analysis [11]. Therefore, community extraction is an important research area in the field of social network analysis, which is of great significance for analyzing and understanding the structural attributes and group characteristics of social networks.

In the study of dynamic networks changing with time, it is necessary to evaluate the community evolution between the upper and lower time slices. Establishing accurate and effective evaluation criteria is important to judge whether there is an evolutionary relationship between communities. The common method is to calculate the similarity of adjacent time communities. There are also many studies of similarity calculation, e.g., the evaluation method based on the Jaccard coefficient and Normalized Mutual Information (NMI). Choosing a reasonable and effective evaluation criterion and setting an evaluation threshold are challenging in the current research. We think that both the similarity and integrity of community evolution in the upper and lower time slices should be considered aiming at the evaluation of community evolution in the adjacent time in a dynamic network. Based on the idea of galaxy formation in the universe [12], this article gives mass to all nodes in the network and tries to establish the center of gravity relationship matrix between nodes. Finally, it selects the nodes with local characteristics globally and divides them into different node chains as the initial structure of the community. For static networks, communities attract surrounding nodes through multipoint iteration under the action of gravity. It can be found that for the community structure of adjacent time slices, the change of core node gravity chain can be used to observe the evolution process of community integrity. Then, it combines with the local dissimilarity to jointly evaluate the evolutionary behavior.

Based on the above analysis, we present an overlapping community detection algorithm based on node importance and adjacency information. The main contributions of this work are listed as follows:

1. Many indicators of node importance often consider a single factor. Our indicator considers node importance and adjacency information, i.e., the importance of the node itself, the importance of node neighbors, and the connectivity between neighbors.
2. We design an overlapping community detection algorithm based on node importance and adjacency information. It uses the proposed node relevance centrality to evaluate the importance of nodes.
3. Based on the results of the overlapping community detection algorithm, we further study the community structure at different moments.

The rest of this article is organized as follows. In Section 2, we introduce the related work of our proposed algorithm (ILE). The proposed node relevance centrality and related definitions of the ILE algorithm will be defined in Section 3. Then, in Section 4, we present the ILE algorithm. In addition, the experimental results and analysis are given in Section 5. Last but not least, we draw a conclusion in Section 6.

2. Related Work

2.1. Network Research. The natural world can be abstracted as a complex network, e.g., the ecological network with a clear division of labor in the ant nest, the citation network of academic papers, the mysterious neural network in the human brain, and the colorful public opinion network on the Internet. The complex network refers to a network with a certain degree of complexity in structure or attributes. Networks with self-organization, self-similarity, attractor, small world and scale-free partial or complete characteristics are called complex networks [9]. Generally, complex networks have the characteristics of large scale, complex connection structure, complex nodes, sparse connections, complex spatiotemporal evolution process, and so on. For many complex networks in the real world, we only need to treat the entities in the network as nodes and the relationship between entities as edges. A complex network is a tool used to explore complex systems. It is also a research hotspot in
Mathematics in graph theory. The whole network graph is usually represented by $G = (V, E)$, where $V$ represents the set of nodes in the network graph, $E$ represents the set of edges, and the two nodes in set $V$ just correspond to one edge in set $E$. The research of complex networks mainly focuses on the structural analysis of graphs composed of nodes and edges.

2.2. Overlapping Community Detection. Since community detection algorithms are used in complex networks, a large number of algorithms have been proposed. According to whether there are overlapping nodes or not, they can be divided into overlapping community detection algorithms and nonoverlapping community detection algorithms. Some representative nonoverlapping community detection algorithms include GN [1], CNM [5], and LPA [13]. Each node can only belong to a separate community, and all communities in the network are not connected. With the in-depth study of community detection, people also find that this community structure is obviously not common in the real world. This hard division cannot really reflect the actual relationship between nodes and communities.

In the real world, many communities in complex networks are not isolated, and they constantly communicate and overlap. Like our own friends, relatives, and other different relationships, we can belong to multiple social networks. A person’s title can be the professor, the university dean, or visiting scholar; i.e., a person may have different attributes in different fields. When any node in the network belongs to two communities at the same time, it is shared by the two communities. These communities with shared nodes are called overlapping communities [14]. Overlapping community detection is more in line with the law of community organization in the real world. In recent years, it has become a new hotspot in community detection research. Many overlapping community detection algorithms have emerged.

The clique penetration algorithm proposed by Palla et al. [15] is the first algorithm that can detect overlapping communities. This algorithm considers that the community is composed of a series of mutually reachable k-clique. It realizes overlapping community detection by merging adjacent k-communities. The nodes in multiple k-communities are the overlapping part. Kumpula et al. [16] further proposed a fast clique penetration algorithm (SCP), which greatly improves the speed of the clique penetration algorithm. These algorithms based on the idea of clique penetration need to take the group as the basic unit to find overlapping parts. Many real networks, especially sparse networks, can find few overlapping communities [17]. Zhou et al. [18] combined clique percolation algorithm and K-means algorithm for detection, which, however, is mainly suitable for dense networks. In the label propagation algorithms, Gregory et al. [19] improved the LPA algorithm and proposed the COPRA algorithm. It allows each node to store multiple tags through the tag list; i.e., each node can belong to a community at the same time. The SLPA algorithm proposed by Xie et al. [8] divides the tags meeting the threshold frequency into corresponding communities by iterating the node tags many times. In the link partition-based algorithms, Evans et al. [20] transformed the overlapping community division into link partition using edges to represent nodes. It incorporated the node-based community detection algorithm to detect the structure of links. The L-Attractor algorithm proposed by Chen et al. [21] transformed the original graph into a link graph and introduced a dynamic interaction process to simulate distance dynamics. All distances converge through the dynamic interaction process. Disjoint community structures appearing in the link graph transformed into overlapping community structures of the original graph.

Among the local expansion algorithms, Lancichinetti et al. [6] proposed the LFM algorithm. It expands the community by randomly selecting initial nodes. A community is formed after an iteration and meets the requirements of the threshold function. It randomly selects new seed nodes outside the community and divides them according to the above method. Coscia et al. [7] proposed the DEMON algorithm. It selects all nodes in the network as the initial nodes and continuously expands the neighbors on the premise of meeting the threshold. Then, similar extended communities are merged to obtain the final overlapping community. Cao et al. [22] realized local community expansion by minimizing the conduction value of the cluster. If the conduction value of the cluster decreases when removing the nodes in a given cluster, it is removed outside the cluster and the iteration is repeated until the conduction value of the cluster reaches a stable state. Zhou et al. [23] proposed a local community detection algorithm based on minimum cluster. The algorithm selects one of the $K$ initial nodes randomly and finds its neighbor nodes. If the found node has the same neighbors as the given initial node, the three constitute the smallest community. Although there have been many studies in overlapping community detection so far, the complexity and accuracy of existing overlapping community detection algorithms still need to be improved. Therefore, it is necessary to study the detection of overlapping communities [24].

However, a very important step in using the local expansion algorithm to detect community is to select the initial node. The accuracy of the local extension community detection algorithm largely depends on the quality of the initial node. Different community detection algorithms based on local extension have different seed selection schemes. LFM algorithm selects the initial nodes in a random way. It is simple and fast at the beginning. If the initial node is an edge node, a large number of highly overlapping communities and overlapping nodes will be formed. The randomly selected nodes often have some uncertain factors, so the results are inconsistent every time. It needs to run many times to get better division results. The initial nodes in the DEMON algorithm are all nodes in the network. On the premise of meeting the threshold, the DEMON algorithm continuously expands the neighbors around the seed nodes. It merges the communities with high similarity to obtain the final overlapping community. When the network scale is large, it will be very time-consuming to detect the largest complete
communities. In addition, when there are multiple edge nodes, it is easy to have highly overlapping communities.

In most local expansion algorithms, the selection of initial nodes largely determines the detection of overlapping communities. There are many indicators to evaluate the importance of nodes. Node centrality is one of the early representative indicators. Many local expansion detection algorithms take node centrality as an evaluation indicator due to the node at the center of the network can well stabilize the structure of the whole community; e.g., Wang et al. [25] proposed the concept of structural centrality node, based on which local expansion community was carried out. It is highly accurate but only works on smaller networks. Degree centrality is the main measurement standard of node centrality. Generally, the greater the degree of nodes in the network, the higher the centrality of nodes. Betweenness centrality measures the ability of a node to act as a medium. If the node acts as a medium more frequently, its value is greater. Closeness centrality is defined as the length of the shortest path for a node to reach any other node in the network. The larger the value, the higher the importance of the node. In addition, the clustering coefficient is an indicator to evaluate the connectivity between nodes and adjacent nodes in the network. It is measured by calculating the ratio of the number of triangles formed by nodes in the actual network to the number of triangles expected to be surrounded by nodes. The larger the clustering coefficient, the closer the relationship between the node and its neighbors.

2.3. Overlapping Community Evolution. The main goal of social network evolution is to find the community structure of different time slices. People can mine the real-time changing community structure by studying the dynamic community evolution. According to the analysis of the existing social network evolution algorithms, they can be divided into similarity-based evolutionary algorithms and core node-based evolutionary algorithms.

In the evolution analysis based on similarity algorithms, the similarities of communities in adjacent time slices are usually compared to determine the evolution events. Yang et al. [26] used the Jaccard coefficient to calculate the ratio of the intersection and union of community nodes in two adjacent time slices, as it can better obtain the similarity of the community. Yu et al. [27] added community activity and influence to the Jaccard coefficient. Based on a three-way decision, the law of community evolution is judged by these three parameters. Zhu et al. [28] proposed the concept of community attribute based on the Jaccard coefficient and reconstructed each event according to community attribute. The above evolutionary analysis algorithms are based on the Jaccard coefficient or improved similarity analysis. They failed to consider the topology of specific networks, so the accuracy of evolutionary event results is reduced.

Bhat et al. [29] proposed a density-based evolutionary algorithm. The algorithm selects the core nodes by calculating the density value. It observes the community structure of adjacent time slices and updates the attributes of nodes in a log-based manner. The above steps iterate until a complete community evolution path is formed. Dhouiou et al. [30] identified evolution events based on edge nodes. They found out the core nodes and nodes with few edges in each community. Then, they put the least edge nodes into the existing core community set. Finally, they observed the changes of core nodes to determine the category of evolution events. Starting from the initial community structure defined by the group membership relationship, Karan et al. [31] described the time evolution process from the initial community structure to the current network topology according to the intensity and frequency of interaction between members and the degree of overlap between different communities. Yu et al. [32] presented a new evolutionary model framework based on orthogonal nonnegative matrix decomposition. The essence of the framework is to assume that the community structure obeys the local evolution pattern (LEP) in each snapshot. These local evolution patterns come from the common global evolution pattern (GEP). It can synchronously detect the temporal community structure, extract the evolution pattern, and predict the structure, including future snapshots. Wang et al. [33] proposed a new dynamic overlapping community evolution tracking method. This method detects the initial overlapping community structure of peak valley structure in the topological potential field based on node location analysis. It updates the dynamic community structure incrementally and tracks the community evolution events based on the changes of core nodes. Through the analysis of existing evolutionary algorithms based on core nodes, it can be found that these algorithms consider the global topology information of the network and effectively improve the accuracy of the current community evolution results. However, the core nodes of these algorithms have different characteristics and are closely related to the type of evolution events. Mining the characteristics of different core nodes is necessary so as to better analyze more different evolution events through core nodes.

When analyzing the evolution of dynamic networks, dynamic networks are usually transformed into static networks. In addition to community extraction, the study of community evolution evaluation criteria is also an indispensable part of dynamic network evolution analysis, i.e., to study the relationship between communities with time characteristics and to determine whether there is an evolution between communities.

The most classic evaluation criteria Jaccard evaluates the similarity between communities by calculating the proportion of common nodes and setting a threshold. It is considered that there is an evolutionary relationship between communities when the similarity is greater than the threshold. The similarity based on Jaccard still judges the similarity of the community according to the proportion of shared nodes, regardless of the weight of nodes. Gliwa et al. [34] added the node weights to the similarity formula for the first time. Although the importance of nodes is considered, the importance of any node can be selected to calculate the similarity. The similarity will be affected by the selection of
node importance; e.g., Anna et al. [14] evaluated the community similarity from the change degree of node importance ranking. Generally, most studies do not consider the impact of node weights on the similarity evaluation. Some consider the node weight and ignore the node weight calculation method. Both of them have a great impact on the quality and accuracy of community evolution evaluation results.

3. Preliminaries

3.1. Node Relevance Centrality. Most of the indicators to evaluate the centrality of nodes take the degree of nodes as the main measurement standard. Degree centrality often ignores the relationship between the selected nodes and their neighbors. Closeness centrality and betweenness centrality can not be used in large-scale networks because the information of the global network topology is considered. Although the clustering coefficient considers the connection relationship between nodes, it only considers the direct connection. Therefore, the effect of the initial node selected on certain networks is not obvious.

We hold that a single evaluation indicator of node centrality is prone to a high overlap of local communities. In order to ensure that the node is at the center of the network, we consider the importance of the node and the adjacency information, i.e., the importance of the node itself, the number of node neighbors, and the connection between neighbors. The proposed formula is as follows:

\[
I_k = \frac{2|e_{ij}|}{d_k(d_k - 1)} \sum_{m \in N(k)} \delta(m, k),
\]

where \(i\) and \(j\) are the neighbor nodes of the node \(k\); \(e_{ij}\) represents the edge connected by node \(i\) and node \(j\); for the function \(\delta(m, k)\), \(m\) is the neighbor nodes of \(k\). It represents the maximum number of paths that neighbor nodes of \(m\) can reach the node \(k\), excluding the neighbor nodes of \(k\), \(d_k\) is the degree of the node \(k\). \(I_k\) indicates the importance of node \(k\). If the node is more important, the value is larger. The importance score \(I_k\) of node \(k\) is equivalent to formula (1) and is defined as follows:

\[
I_k = \frac{|e_{ij}|}{d_k(d_k - 1)} \sum_{m \in N(k)} \left( \frac{|e_{ij}|}{d_k(d_k - 1)} \frac{|N(k) \cap N(m)|}{|N(k) \cup N(m)|} \right).
\]

\(N(k)\) and \(N(m)\) are the neighbor sets of \(k\) and \(m\), respectively.

The proposed node relevance centrality avoids the problems of the above evaluation indicators. Our indicator considers the local information of network topology. Calculations are greatly reduced in a large-scale network. Especially when some nodes are around many neighbors, but the neighbors have no other connections, the node relevance centrality value is 0.

3.2. Similarity Evaluation. At present, similarity-based methods are used to compare the similarity of communities before and after time slices [35]. Although the overall structure of the community can be compared simply and quickly, the accuracy of the results is difficult to be guaranteed due to the lack of consideration of the network topology. Taka et al. [36] introduced the vertex comparison strategy. This method only considers the changes of the core nodes of the community. It does not explain the selection strategy of the core vertices and lacks the consideration of the overall evolution. Brödka et al. [37] gave a more reasonable group evolution detection algorithm (GED). A tolerance change indicator is proposed to dynamically balance and transform the number of nodes and importance. GED defines the event classification of community evolution comprehensively. However, it is sensitive to the scale of the community, especially for some smaller networks. Although Magnien et al. [38] combined the importance of nodes into the similarity evaluation formula, there are still some problems.

Giving the mass to the nodes, the concept of universal gravitation [12] is introduced into the complex network. The nodes with greater influence can usually affect their neighbor links. The link gravitation coefficient defined in this article represents the influence of links in the network. The larger the gravity coefficient of the link, the more the nodes in the core area. The greater its influence is, the more it can attract the neighbor nodes of the nodes on the link to join its community link. Given any link in the network, the link gravity coefficient is as follows:

\[
G_c = \frac{\sum_l l_l^{(0)} + 1}{\min(m_l)},
\]

where \(l_l^{(0)}\) is the number of \(g\)-polygons with node \(i\) on the link \(l\). The denominator is the minimum degree of node \(i\) on link \(l\). Adding 1 to the molecule is to prevent the number of \(g\)-polygons on link \(l\) from being 0.

The gravity chain formula of the core node is as follows:

\[
F_i^g = G_c \cdot m_k,
\]

where \(m_k\) is the degree of the core node.

Considering the global network community, we combine the dissimilarity to measure the community evolution in the upper and lower time slices. The dissimilarity formula is as follows:

\[
\text{Dis}(C_i^t, C_j^{t+1}) = \text{norm} \left( \frac{\sum_{k \in C_i^t \cap C_j^{t+1}} \eta \cdot \text{avg}(I_k)}{C_i^t \cup C_j^{t+1}} \right),
\]

\[
\eta = \text{index}_{C_i^t}(k) - \text{index}_{C_j^{t+1}}(k),
\]

where \(\eta\) is the difference of node importance between communities in adjacent time slices. Anna et al. [14] took the square of \(\eta\). The minimum of the result can reach 10 – e3 and the maximum can reach 10 – e4. The data are unevenly...
distributed, resulting in the lack of good community division after normalization. The above dissimilarity formula is combined with the node variation range in the core node gravity chain to jointly evaluate the evolution trend of the community. If the difference is larger, the community in the time slice \( C_t \) is more different from that in the time slice \( C_{t+1} \). \( \text{avg}(I_k) \) is the average node importance. The denominator is the number of common nodes. The denominator is the union of the nodes in [14]. If the node exists at the last time and disappears at the next time, the node dissimilarity cannot be calculated. Norm function is used to normalize the formula. It can avoid the non-standard problem of threshold selection. Typically, the value range of data normalization is \((0, 1)\).

Community evolution analysis mainly completes two tasks: first, whether there is evolution between communities; second, what is the type of evolution. We propose a community evolution algorithm based on the above similarity evaluation method. The algorithm uses the core node selected by the proposed node correlation centrality to construct the core node gravity chain. According to the change of gravity chain, we observe the evolution of community integrity. The dissimilarity evaluates the evolution of community nodes outside the core node gravity chain. Therefore, we analyze the aggregation behavior of the community and establish a new evolution analysis model. The algorithm makes up for the defect that the GED algorithm is sensitive to community scale. It is more general in data selection and can well mine the types of evolutionary events of different time slices. The event-based overlapping community evolution model is as follows:

**Forming:** some unconnected nodes in the network form a community at time \( t \) due to the increasing contact. The similarity between any community at time \( t - 1 \) and the community at time \( t \) satisfies the following:

\[
\text{Dis}(C_i^t, C_j^{t-1}) < \alpha \cdot \frac{C_i^{t-1} \cap C_j^t}{C_i^{t-1}} > \beta. \tag{6}
\]

**Continuing:** the gravity chain of the core node of the community \( C_i^t \) is not disconnected at time \( t + 1 \), and the community continues in the next time window if and only if the community \( C_i^{t+1} \) exists and satisfies the following:

\[
\text{Dis}(C_i^t, C_j^{t+1}) < \alpha \cdot \frac{C_i^{t-1} \cap C_j^t}{C_i^{t+1}} > 90\%. \tag{7}
\]

**Growing:** the gravity chain of the core node of the community \( C_i^t \) is not disconnected at time \( t + 1 \), and the community size is bigger than that at time \( t \) if and only if community \( C_i^{t+1} \) exists and satisfies the following:

\[
\text{Dis}(C_i^t, C_j^{t+1}) < \alpha \cdot \frac{F_j^t - C_j^t + F_i^{t+1} - C_i^{t-1}}{F_j^t} > 10\%. \tag{8}
\]

Shrinking: the nodes on the gravity chain of the core nodes in the community \( C_i^t \) decrease at time \( t + 1 \), but the community as a whole remains in a continuous state if and only if community \( C_i^{t+1} \) exists and satisfies the following:

\[
\text{Dis}(C_i^t, C_j^{t+1}) < \alpha \cdot \frac{F_j^t - F_i^{t+1}}{F_j^t} > 10\%. \tag{9}
\]

Splitting: the gravity chain of the core node of the community \( C_i^t \) is broken at time \( t + 1 \); and if only there are multiple (greater than or equal to 2) communities \( S^{t+1} = C_i^{t+1}, \ldots, C_n^{t+1} \) at time \( t + 1 \), \( \forall C_k t + 1 \in S^{t+1} \) satisfies the following:

\[
\frac{F_i^t - F_k^{t+1}}{F_i^t} > \beta > \text{Dis}(C_i^t, C_k^{t+1}) < \gamma \cdot \lvert C_i^t \rvert > \lvert C_k^{t+1} \rvert, \tag{10}
\]

\[\gamma = \alpha + 0.1.\]

Merging: there are multiple gravity chains of core nodes in community \( C_i^t \) at time \( t - 1 \). If and only if multiple (greater than or equal to 2) communities \( S^{t-1} = C_i^{t-1}, \ldots, C_n^{t-1} \) exist at time \( t - 1 \), \( \forall C_k t + 1 \in S^{t+1} \) satisfies the following:

\[
\frac{F_i^t - F_k^{t+1}}{F_i^t} > \beta > \text{Dis}(C_i^t, C_k^{t+1}) < \gamma \cdot \lvert C_i^t \rvert > \lvert C_k^{t+1} \rvert, \tag{11}
\]

\[\gamma = \alpha + 0.1.\]

Dissolving: the community \( C_i^t \) disappears at the time \( t + 1 \) only if any community \( C_i^{t+1} \) at the time \( t + 1 \) does not exist and satisfies the following:

\[
\text{Dis}(C_i^t, C_i^{t+1}) < \alpha \cdot \frac{C_i^t \cap C_i^{t+1}}{C_i^{t+1}} > \beta. \tag{12}
\]

3.3. Related Concepts. With the in-depth study of complex networks, it is found that the problem of community detection mainly focuses on the limited information of unauthorized and undirected networks. How to mine more valuable information? How to define the community more accurately after obtaining rich information and correctly assigning nodes to the corresponding community? The following mainly introduces the concepts of structure information, community boundary, and attributes mentioned in relevant overlapping community detection algorithms.

**Definition 1 (community neighbor set).** Community neighbor set \( N_s(C) \) is a combination of nodes that have direct connection edges with community \( C \).

\[
N_s(C) = \bigcup_{v \in C} \mathbb{Z}(v) - C,
\]

\[
\mathbb{Z}(v) = \{u \mid u \in V, (v, u) \in E\}. \tag{13}
\]
where $C$ represents a community and $Z(v)$ represents the neighbor set of node $v$.

**Definition 2** (Jaccard coefficient [39]). The Jaccard coefficient $J_{uv}$ between two nodes is defined as follows:

$$ J_{uv} = \frac{|Z(v) \cap Z(u)|}{|Z(v) \cup Z(u)|} \quad (14) $$

Jaccard coefficient $J_{uv}$ can be used to measure the closeness between nodes. The larger the $J_{uv}$, the more similar the two nodes are.

**Definition 3** (node and community similarity). The similarity between node $k$ and community $C$ is defined as follows:

$$ S_{kc}(k, C) = \frac{|N_k(C) \cap Z(k)|}{|N_k(C) \cup Z(k)|} \quad (15) $$

where $N_k(C)$ refers to the node set that has a direct connection edge with community $C$. $S_{kc}(k, C)$ reflects the degree of similarity between node $k$ and community $C$. The larger the value, the higher the similarity between the node and the community.

**Definition 4** (community similarity). $S_{cc}(C_m, C_n)$ is the similarity between community $C_m$ and community $C_n$:

$$ S_{cc}(C_m, C_n) = \frac{|C_m \cap C_n|}{\min(|C_m|, |C_n|)} \quad (16) $$

The larger the value of $S_{cc}(C_m, C_n)$ is, the greater the similarity between community $C_m$ and community $C_n$ will be. The two communities will merge if they meet a certain threshold range.

**Definition 5** (clustering coefficients [40]). The clustering coefficients among communities represent the relationship between communities. It is defined as follows:

$$ C_c = \frac{2F_c}{n_c(n_c - 1)} \quad (17) $$

where $n_c$ denotes the number of nodes in the community $c$ and $F_c$ is the number of actual edges. The clustering coefficient between communities is similar to the clustering characteristics in complex networks. It is equal to the ratio of the actual number of edges to the theoretical maximum number of edges in community $c$.

**Definition 6** (adaptive function [41]). The adaptive fitness function measures the tightness of nodes in the community. The specific formula is defined as follows:

$$ CQ = \frac{C_{in}}{(C_{in} + C_{out})^a} \quad (18) $$

where $C_{in}$ and $C_{out}$ represent the sum of node degrees in the community and the sum of node degrees outside the community, respectively. The parameter $a$ controls the size of the community, where $a \in Z_+$. The greater the value of $CQ$, the higher the compactness between nodes in the community.

**Definition 7** (transition probability matrix). The nodes of the network matrix are weighted by the importance of the nodes, and the weighted adjacency matrix $M$ normalized by the row vector is used as the one-step transition probability matrix $P$ of the random walk strategy. Its expression is as follows:

$$ P_{ij} = \frac{M_{ij}}{\sum_{r=1}^{G} M_{ir}} \quad (19) $$

where $M_{ij}$ represents the importance of nodes; $P_{ij}$ represents the transition probability; and $G$ represents the global network.

**Definition 8** (node probability distribution). Assuming that the $z$-step arrival probability distribution is $e_o$, $\lambda_s^t(i)$ represents the probability of an agent starting from node $s$ to node $i$ after $z$-step transfers. It can be expressed by iterative equation as follows:

$$ \lambda_s^t = \sum_{r=1}^{\infty} \lambda_s^r (r) P_{ij} \quad (20) $$

**Definition 9** (average probability). The average probability $a$ of all nodes is adopted in this article to divide nodes $i$ and $s$ greater than it into the same community.

$$ a = \frac{\sum_{i=1}^{\infty} \lambda_s^i (i)}{G_n} \quad (21) $$

**Definition 10** (stability [42]). The stability formula based on Jaccard mainly calculates and compares common nodes and their number of the two communities in adjacent time windows. The definition is as follows:

$$ S_s(C_i, C_j^{t+1}) = \max \left( \frac{C_i \cap C_j^{t+1}}{|C_i|}, \frac{C_i \cap C_j^{t+1}}{|C_j^{t+1}|} \right), \quad (22) $$

where $C_i$ and $C_j^{t+1}$ correspond to the number of communities at different times. Overlapping nodes are also represented by this formula.

**Definition 11** (modularity [43]). The overlapping community modularity $EQ$ function is an extended function of the modularity function. The calculation formula is as follows:

$$ EQ = \frac{1}{2|E|} \sum_{C} \sum_{i,j \neq k} \frac{1}{Q_i Q_j} \left( A(i, j) - \frac{d_i d_j}{2|E|} \right) \quad (23) $$

where the number of communities to which node $i$ and node $j$ belong is represented by $Q1$ and $Q2$. $d_i$ and $d_j$ represent the degrees of node $i$ and node $j$. $A(i, j)$ is the adjacency matrix of the network. $EQ$ represents the quality of the result of
community detection. The larger its value, the better the result of community detection.

**Definition 12** (normalized mutual information [44]). Normalized mutual information evaluates the similarity between the real network and the community structure detected by the overlapping community detection algorithm. Assuming that community $A$ and community $B$ are the results of the detection in the network, the hybrid matrix $C$ stores the number of nodes divided into community $i$ in $A$ and community $j$ in $B$ simultaneously:

$$I(A, B) = \frac{-2 \sum_{i=1}^{C_A} \sum_{j=1}^{C_B} C_{ij} \log(C_{ij}N/C_iC_j)}{\sum_{i=1}^{C_A} C_i \log(C_i/N) + \sum_{j=1}^{C_B} C_j \log(C_j/N)},$$

where $N$ represents the number of nodes in the network; $C_i$ represents the sum of all node elements in a row of the matrix, i.e., the number of nodes divided into community $i$ in $A$; $C_A$ represents the number of communities in the $A$ network; and $C_{ij}$ is the number of nodes owned by communities $i$ and $j$ jointly. The value range of $I(A, B)$ is between 0 and 1. The larger the value, the higher the similarity between the real network and the detected community structure.

### 4. Proposed Algorithm

The local overlapping community detection algorithm based on node importance and adjacency information mainly consists of four stages: (1) seed communities detection; (2) merger of similar seed communities; (3) community expansion; (4) community optimization. The detection of seed community is mainly by calculating the influence score of each node according to the proposed node relevance centrality and selecting the core seed node according to adjacency information. Then, it forms a seed community with the neighbor nodes with a close structure. In the community expansion stage, it selects the nodes with high similarity to the community and can optimize the adaptive function to join the community. After the above four stages, the detection of the whole network can be realized. Because each seed community expands independently along its neighbor set, the overlapping structure in the network can be found.

**4.1. Seed Community Detection.** The first step is to calculate the importance of all nodes and store the node importance calculated by formula (1) to the set $S_{core}$. Then, it counts the number $I_{num}$ of each node whose score is greater than its neighbor nodes and the number $n_{num}$ of neighbors. The nodes are added to the set $S_{core}$ if the ratio of $I_{num}$ to $n_{num}$ is greater than the threshold $\rho$. It sorts the node importance in the set $S_{core}$ in descending order and selects the first node as the initial core node. The core nodes are expanded by random walk locally. The construction of the initial core community is completed (Algorithm 1).

**4.2. Similar Seed Communities Merger.** By detecting the seed community, it is possible that the seed communities will be very similar. They need to be merged to avoid unnecessary calculations in the seed expansion phase. The similarity $S_{cc}(C_m, C_n)$ between communities is calculated according to Definition 4. The seed communities will be merged to obtain a more stable and compact seed community set Seed$_{sm}$. If $S_{cc}(C_m, C_n)$ is greater than the threshold $\epsilon$ (Algorithm 2).

### 4.3. Community Expansion. After getting a stable seed community, the expanded step is to obtain the neighbor set $N_z$ of the seed community firstly. It calculates the similarity $S_{nc}$ between each neighbor node $z \in N_z$ and the community using the formula in Definition 1. Then, it selects the node with a similarity greater than the threshold $\epsilon$ as the candidate node. It calculates the fitness function of these candidate nodes after joining the local community. The candidate nodes that can increase the value of the fitness function are added to the community; otherwise, they will be regard as free nodes in the network. The nodes in the community whose fitness function increment is negative are deleted. Finally, it updates $N_z$ and continues to repeat the above steps until $N_z = \emptyset$ (Algorithm 3).

**4.4. Community Optimization.** The community needs to be optimized; i.e., the free nodes are allocated to the community or allowed to form a community independently and communities with higher similarity are merged. The optimization is mainly divided into two steps: the first step is to calculate the similarity $S_{cc}$ of the node to each community. The node is added to the community if $S_{cc}$ is greater than the threshold $\epsilon$; otherwise, it forms an independent community. The second step is to calculate the similarity $S_{cc}$ between the communities. The communities are merged if $S_{cc}$ is greater than the threshold $\epsilon$.

**4.5. Community Evolution.** Since the division of the time window directly affects the quality of community extraction, the result of the division is particularly important for subsequent analysis. The time span is usually one year or several months. There is no indicator to evaluate what kind of choice is optimal. We choose to partially overlap the social network data of adjacent time windows, usually overlapping 50% [45]. It ensures that the network topology similarity in adjacent time windows is greatly increased and the extracted evolution events are also increased. The evolutionary evaluation method improved by this article is used to judge the evolution results (Algorithm 4).

### 5. Experiment Results and Analysis

In this section, several experiments are used to analyze and verify the effectiveness of the proposed algorithm. The datasets are synthetic network and real network datasets. The effectiveness of the ILE algorithm is analyzed by modularity (EQ) and standard mutual information (NMI). On the synthetic network dataset, this article sets the network parameters and compares LFM, SLPA, DEMON, and L-Attractor overlapping community detection algorithms. We analyze the performance and efficiency of the ILE
In the real network, we select different threshold parameters to observe the change of community detection results. We compare the above four algorithms to analyze the proposed ILE algorithm. In order to verify the effectiveness of the proposed evolutionary algorithm, this article uses DBLP and Enron datasets and selects the current representative community evolutionary algorithm for comparative analysis. Experiments show that the ILE algorithm and its evolution algorithm have good performance and can get good community detection results and evolution results.

5.1. Detection on Synthetic Network. Most networks do not have a natural community detection scale in the actual scene. Many scholars use the data of synthetic artificial networks to verify the algorithm. In this article, we use the LFR [6] network because its parameter setting conditions are more in line with the real network application scenario and more suitable for the experimental analysis of the proposed algorithm. The meanings of LRF parameters are shown in Table 1.

| Parameter | Meaning |
|-----------|---------|
| \( \mu \) | Hybrid parameter in the network. It can adjust the proportion of edge connections between nodes inside the community and nodes outside the community. The range is generally between 0 and 1. The more obvious the network community structure is, the smaller it is. |

Considering that the LFM algorithm randomly selects the initial node, this article obtains three different synthetic datasets according to the parameter settings of the artificial network, as shown in Table 2.

In the case of different hybrid parameters \( \mu \) on the D1 dataset, observing the community detection results of various algorithms, the overlapping modularity EQ of each algorithm is shown in Figure 1.
**Algorithm 3: Community expansion.**

**Input:** Network $G(V, E)$, Seed set $\text{Seed}_{\text{init}}$

1. $C = \phi$;
2. FOR EACH $s \in \text{Seed}_{\text{init}}$;
3. $C_s = s$;
4. Calculate $N_s(C_s)$; //According to Definition 1
5. WHILE $N_s(C_s) \neq \phi$;
6. List = $\phi$;
7. FOR EACH $z \in N_s(C_s)$;
8. $\text{Sim} = S_{nc}(z, C_s)$; //According to Definition 3
9. IF $\text{Sim} > \epsilon$ THEN List = List $\cup$ $z$;
10. END FOR;
11. FOR EACH $v \in$ List;
12. IF $f^+_v > f^+_s(C_s)$ THEN $C_s = C_s \cup v$;
13. FOR EACH $z \in C_s$;
14. $f^+_z = f^+_s(C_s - z)$;
15. IF $f^+_z > f^+_s(C_s)$ THEN $C_s = C_s - z$;
16. END FOR;
17. END IF;
18. END FOR;
19. Recalculate $N_s(C_s)$;
20. END WHILE;
21. $C = C \cup C_s$;
22. END FOR;

**Output:** Overlapping Community collection $C$.

**Algorithm 4: Community evolution.**

**Input:** Network $G(V, E)$, $\alpha$, $\beta$

1. $C =$ calculate overlapping community; $V = \phi$;
2. FOR EACH $C_1 \in C$;
3. FOR EACH $C_1, C_2 \in C$;
4. $\max_q = \max(q_1, q_2)$; //According to Definition 10
5. END FOR;
6. FOR EACH $C_i \in C$;
7. Calculate $I_{C_i}$;
8. END FOR;
9. FOR EACH $C_1, C_2 \in C$;
10. Calculate $\text{Dis}$; //According to formula (5)
11. END FOR;
12. $v = S_{ic}(C_{s+1}, C_{s+1})$; //According to Definition 4
13. $V = v$;
14. END FOR;

**Output:** Number and type of evolutionary events

**Table 1: LFR benchmark network generation parameters.**

| Parameter | Implication |
|-----------|-------------|
| $N$       | Number of nodes |
| $k$       | Average degree of node |
| $max_k$   | Maximum degree of node |
| $\min c$  | Number of nodes in the minimum community |
| $\max c$  | Number of nodes in the maximum community |
| $\mu$     | Hybrid parameter |
| $O_n$     | Number of overlapping nodes |
| $O_m$     | Number of communities of overlapping nodes |
As can be seen from Figure 1, SLPA and L-Attractor achieve good results when the hybrid parameter $\mu$ is small. The overall performance of SLPA decreased significantly when $\mu > 0.3$. ILE algorithm is best when $\mu = 0.3$. The stability of the ILE algorithm becomes more and more prominent with the increase of $\mu$. It shows that our algorithm has good adaptability to more complex networks. LFM algorithm is worst when the initial nodes are selected randomly. DEMON algorithm expands all network nodes as initial nodes and it is easy to form multiple independent communities, resulting in low accuracy.

Only when communities $O_m$ to which different overlapping nodes belong change on the D2 dataset, a composite network with seven overlapping community structures is generated. The overlapping modularity $EQ$ of each algorithm is shown in Figure 2.

As $O_m$ increase, the modularity $EQ$ of ILE and LFM decreases steadily. The SLPA is best when the number of communities $O_m$ is equal to 2. The ILE algorithm has the advantage of stability when $O_m > 2$. It is more suitable for complex topology networks. This is because ILE algorithm uses a random walk model to initialize the core community and will not fall into local optimization. LFM and L-Attractor show stability to some extent. They are not as effective as the ILE algorithm. The reason for the poor performance of the DEMON algorithm is that it detects many independent communities.

By changing the number of network nodes on the D3 dataset, the running speed of the ILE algorithm for different scale datasets is verified. In this article, the experimental analysis is carried out according to the interval of every 50,000 nodes. The running time comparison of various algorithms is shown in Figure 3.

We find that the SLPA algorithm based on label propagation has the highest time efficiency. The proposed ILE algorithm adds the judgment of node importance and similarity threshold in seed community selection and community expansion. The time efficiency has also been significantly improved. DEMON is sensitive to the size of the dataset. The larger the size, the worse the effect. The time efficiency of DEMON is the lowest. LFM algorithm randomly selects the initial nodes and expands the whole network. It is relatively time-consuming. L-Attractor algorithm has carried out the conversion calculation of the link graph twice, so the time overhead is large.

In addition to the above, we compare different threshold parameters $\rho$. The NMI of ILE algorithm with different parameter $\rho$ is obtained on the D1 artificial synthesis network. The results are shown in Figure 4. The threshold parameter $\rho$ determines the selection of the initial node; i.e., it adjusts the ratio of the number $l_{num}$ of node importance greater than the importance of neighbor nodes to the total number $n_{num}$ of neighbor nodes. Where the value range of $l_{num}$ is (0,1), the variation range of the parameter $\rho$ is (0,1). Observing the value of NMI, it can be found that although parameter $\rho$ is different, the performance is roughly the same. It indicates that the selection of the parameters $\rho$ has little effect on the results of the ILE algorithm. The result is very poor when the value of $\rho$ is equal to 1. We can find that it is not easy to find the appropriate initial node when the selection of $\rho$ is large. This leads to a decline in the quality of seed nodes, further reducing the accuracy of the algorithm.

### 5.2. Detection on Real Network.
In the real network, Karate public dataset is selected to verify the effectiveness of the ILE algorithm. Karate dataset is the network of Karate Taekwondo clubs. The data includes 34 nodes and 78 edges. The node represents the members of the club, and the edge represents the friend relationship between each member. On the Karate dataset, we select different thresholds $\rho$ and observe the change of data detection results. The results of the ILE algorithm are shown in Figure 5.

| Dataset | D1 | D2 | D3 |
|---------|----|----|----|
| $N$     | 600| 600| 10000 ~ 15000 |
| $k$     | 20 | 20 | 20 |
| max $k$ | 60 | 60 | 60 |
| min $c$ | 20 | 20 | 20 |
| max $c$ | 100| 100| 100 |
| $\mu$   | 0.3 ~ 0.8 | 0.4 | 0.4 |
| $O_n$   | 20 | 20 | 20 |
| $O_m$   | 2 | 2 ~ 8 | 2 |
In Figure 5, colors other than green represent the overlapping nodes. And Figures 5(a–d) represent the detection results under $\rho = 0.2, 0.5, 0.9,$ and 0.7 respectively. By comparing different parameter $\rho$, it can be seen that the result of the ILE algorithm is very similar to the actual result of Karate when $\rho = 0.7$. ILE detects three overlapping community nodes, node 1, node 9, and node 31. When $\rho$ is equal to 0.2, 0.5, and 0.9, respectively, it is found that different thresholds $\rho$ have little impact on the overall structure of Karate community detection, but there are great differences in the selection of overlapping nodes. It also shows that the proposed ILE algorithm has certain stability to the network structure itself. Due to different thresholds $\rho$, the quality of the initial nodes is different, and finally, the overlapping nodes after community detection are different.

The modularity EQ of the ILE algorithm, LFM algorithm, SLPA algorithm, DEMON algorithm, and L-Attractor algorithm running on a real network are shown in Table 3.

From the perspective of modularity EQ, DEMON and LFM perform poorly. In some networks, SLPA and L-Attractor have achieved good results. In most cases, the ILE algorithm proposed in this article has achieved good results. It shows that the ILE algorithm can correctly divide nodes into corresponding communities. The performance of LFM is not very good. It randomly selects the nodes as seed nodes so that the results are different every time, resulting in not finding enough complete subgraphs to cover the whole network.

The NMI of various algorithms on the different datasets is shown in Figure 6.
**Figure 4**: NMI of ILE algorithm under different threshold parameters $\rho$.

**Figure 5**: The detection results on Karate dataset under different parameters $\rho$. (a) $\rho = 0.2$. (b) $\rho = 0.5$. (c) $\rho = 0.9$, (d) $\rho = 0.7$.

**Table 3**: EQ of real complex networks.

| Dataset | Karate | Dolphins | Football | Facebook |
|---------|--------|----------|----------|----------|
| ILE     | 0.243  | 0.265    | 0.388    | 0.168    |
| SLPA    | 0.253  | 0.182    | 0.423    | 0.155    |
| LFM     | 0.203  | 0.206    | 0.352    | 0.095    |
| DEMON   | 0.132  | 0.143    | 0.115    | 0.125    |
| L-Attractor | 0.245 | 0.176    | 0.354    | 0.135    |
We can see that the NMI of the ILE algorithm is slightly lower than that of the SLPA algorithm on the football dataset, but it has stable performance on other real network datasets. It shows that the ILE algorithm has a good detection effect on the whole community and can effectively discover the community structure of the real network, attributing to the high-quality initial nodes selected by the node relevance centrality.

5.3. Evolution Results. This article analyzes the structure and characteristics of the complex network community and preprocesses the DBLP and Enron datasets to verify the proposed evolutionary algorithm. The DBLP dataset includes 497,014 pieces of data, representing the citation relationship between different article authors. The experimental data are from 2001 to 2010 and divided into ten time slice snapshots. Each time snapshot is set as 1 year. The Enron dataset describes the data information exchanged by Enron employees. The data of the whole year of 2001 are selected, including 2359 employee nodes and 136,876 e-mail messages. Moreover, it is divided into 12 time slices by month.

The ILE algorithm detects communities structure in different networks. For DBLP datasets, the time snapshot interval is set to 1 year with 10 snapshots. The detection results of different time snapshots are shown in Figure 7. For the Enron dataset, the time snapshot interval is set to 1 month with 12 snapshots. The detection results of different time snapshots are shown in Figure 8.

Figure 7 records the number of communities detected in the DBLP network from 2001 to 2010. It can be found that the number of communities changes over time. The number of communities showed an upward trend before 2010.

For Enron datasets, we select the overlapping data of adjacent time slices and set community data overlap to 50% considering the relatively small amount of data. As can be seen in Figure 8, the number of communities shows uncertain dynamic changes over time.

In the evolutionary algorithm of this article, the optimal parameters $\alpha$, $\beta$, and $\gamma$ are obtained by selecting different parameters many times and analyzing the experimental results.

It can be observed from Figure 9 that the amount of events such as continuing, growing, shrinking, merging, and dissolving is small when the conditions are stricter, i.e., when $\alpha$ is smaller and $\beta$ is larger. This is because $\alpha$ and $\beta$ are inversely proportional when setting the conditions of the evolution model. The shrinking event can not be detected and the number of detected growing, merging, splitting, and other events decreases linearly if $\beta$ exceeds 0.2. In the experiment, $\alpha$ and $\beta$ are set to 0.2 and $\gamma$ is set to 0.3, which increased by 0.1 on $\alpha$. The setting is optimal. The type and number of evolution events detected by the proposed algorithm are the best. Like the Enron network, the optimal
parameters in the DBLP network are 0.3, 0.2, and 0.4, respectively. Figure 10 shows the trend of community evolution time over time in the DBLP network. It can be seen that growing events gradually decrease and dissolving events gradually increase over time. After years of collecting DBLP data, the separated and new members have reached a relatively stable state. The frequency of various evolutionary events presents a stable trend. It can also be found that the events of shrinking and growing detected by the proposed algorithm will have a high frequency, which is more consistent with the actual phenomenon.

By comparing the results, it is found that the GED algorithm can not detect the forming events and dissolving events. The reason is that the Enron dataset is relatively small, so GED can not extract each evolution event well. Tajeuna algorithm can detect all kinds of evolution events as a whole, but few splitting events are detected. Moreover, MODEC algorithm detects too few continuing events. Compared with the above algorithms, our algorithm detects fewer continuing events. This is because we set the threshold condition of the growing event to be greater than 90%, so the detection conditions of the continuing, growing, and shrinking events do not intersect completely. It is a harsh condition, but this threshold setting matches the actual data. Generally, the evolutionary detection model proposed in this article can extract various evolutionary events well, and it has a better community evolutionary detection ability.
6. Conclusion

In the article, an overlapping community detection algorithm (ILE) and its evolution algorithm are presented in the mobile opportunity network. Based on node relevance centrality and local expansion, it can detect the community structure of network. Firstly, it calculates the influence score of each node and finds the most influential node in the network as the core seed. Then, it forms a seed community together with its closely connected neighbors. Secondly, it merges similar seed communities to reduce counting and calculates the similarity between the nodes in the neighbor set of seed community and the community. Thirdly, it uses the fitness function to extend the community. Finally, it optimizes the community by adding nodes that do not belong to any community in the network to the community with the highest similarity and merging the communities to improve the quality of community detection. Compared with other algorithms on real and artificial datasets, the proposed algorithm can accurately detect overlapping nodes while having approximate linear time complexity and can detect overlapping communities effectively and stably.
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