A Mature-Tomato Detection Algorithm Using Machine Learning and Color Analysis †

Guoxu Liu 1,2, Shuyi Mao 2 and Jae Ho Kim 2, *

1 Computer Software Institute, Weifang University of Science and Technology, Shouguang 262-700, China; 201693257lgx@pusan.ac.kr
2 Department of Electronics Engineering, Pusan National University, Busan 46241, Korea; msy0725@pusan.ac.kr
* Correspondence: jhkim@pusan.ac.kr; Tel.: +82-51-510-2450
† This work is an extended version of the conference paper published in 2019 International Conference on Machine Learning and Computing (ICMLC) entitled "A Robust Mature Tomato Detection in Greenhouse Scenes Using Machine Learning and Color Analysis", Zhuhai, China, 22–24 February 2019.

Received: 20 March 2019; Accepted: 26 April 2019; Published: 30 April 2019

Abstract: An algorithm was proposed for automatic tomato detection in regular color images to reduce the influence of illumination and occlusion. In this method, the Histograms of Oriented Gradients (HOG) descriptor was used to train a Support Vector Machine (SVM) classifier. A coarse-to-fine scanning method was developed to detect tomatoes, followed by a proposed False Color Removal (FCR) method to remove the false-positive detections. Non-Maximum Suppression (NMS) was used to merge the overlapped results. Compared with other methods, the proposed algorithm showed substantial improvement in tomato detection. The results of tomato detection in the test images showed that the recall, precision, and F1 score of the proposed method were 90.00%, 94.41 and 92.15%, respectively.
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1. Introduction

Intelligent agriculture has attracted more and more attention around the world. Fruit harvesting robots are being rapidly developed due to their enormous potential efficiency. The first critical step for harvesting robots is detecting fruits autonomously. However, it is very difficult to develop a vision system that is as intelligent as humans for fruit detection. There are many reasons, such as uneven illumination, nonstructural fields, occlusion, and other unpredictable factors [1].

Intensive efforts have been made in vision system research for harvesting robots. Bulanon et al. [2] proposed a color-based segmentation method for apple recognition using the luminance and red color difference in the YCbCr model. Mao et al. [3] used the Drg-Drb color index to segment apples from their surroundings. The L*a*b* color space was employed to extract ripe tomatoes [4]. These methods use only color features for fruit detection and heavily rely on the effectiveness of the color space used. However, it is difficult to select the best color model for color image segmentation in real cases [5]. Furthermore, relying only on color features causes the loss of much of the other visual information in the image, which was proven to be very efficient for object recognition [6].

Kurtulmus et al. [7] proposed a green citrus detection method for use in natural outdoor conditions by combining Circular Gabor Texture features and Eigen Fruit. They reported a 75.3% accuracy. This method uses several fixed thresholds for detection. A method using feature image fusion was utilized for tomato
recognition [8]. The a*-component image from the L*a*b* color space and the I-component image from
the YIQ color space were fused by wavelet transformation, and then an algorithm based on an adaptive
threshold was used to implement the detection.

Researchers have attempted to use various of sensors for fruit detection to overcome the problems
of illumination variation and occlusion [9–12]. To locate cherries on a tree, Tanigaki et al. [10] used red
and infrared laser scanning sensors, which prevented the influence of sunlight. Thermal and visible
images were fused to improve the detection of oranges by Bulanon et al. [11]. Xiang et al. [12] employed
a binocular stereo vision system for tomato recognition, and 87.9% of the tomatoes were recognized
correctly. These techniques usually provided better results than conventional methods based on RGB color
image. This is mainly due to the fact that similar reflectances in the visible light frequency band may show
different results in the non-visible band. Nevertheless, the high cost of the sensors makes such methods
difficult to commercialize.

More and more researchers are using machine learning in computer vision tasks, including fruit
detection [1]. Ji et al. [13] proposed a classification algorithm based on an SVM for apple recognition,
and the success rate of recognition reached 89%. An AdaBoost ensemble classifier was combined with
Haar-like features and employed for tomato detection in greenhouse scenes [14]. A color analysis method
was used to reduce false detections. Tomato fruits were detected using image analysis and decision
tree models, and 80% of the tomatoes were detected [15]. Kurtulmus et al. [16] conducted comparison
experiments for peach detection in natural illumination with different classifiers including several statistical
classifiers, a neural network, and an SVM classifier, which were combined with three image scanning
methods. An SVM classifier and a bag-of-words model were used for pepper detection [17].

The Histograms of Oriented Gradients (HOG) descriptor was proposed for pedestrian detection [18].
The HOG features behaved better than other features in detecting pedestrians. Motivated by the HOG
features and machine learning methods, the goal of this study is to develop an approach to detect mature
tomatoes in regular color images by combining an SVM classifier [19] and the HOG features. This study
extends previous work [20]. Firstly, all the datasets are preprocessed through an illumination enhancement
method. Then, the HOG features extracted from the training sets are used to train the SVM. In the detection
stage, a coarse-to-fine scanning method is proposed to detect tomatoes in the entire image with different
resolutions. Next, a False Color Removal (FCR) method is used to eliminate the false positive results.
Finally, the Non-Maximum Suppression (NMS) method is applied to merge the overlapped detections.

The remainder of this paper is organized as follows. Section 2 presents the theoretical background.
Section 3 describes the proposed tomato detection methods. Section 4 discusses the experimental results,
and Section 5 presents the conclusions.

2. Theoretical Background

2.1. Histograms of Oriented Gradients Feature Extraction

Dalal and Triggs first proposed using HOG [18] as features for pedestrian detection. Due to its
efficiency in pedestrian detection, the HOG feature has been widely used since then. The HOG can capture
the shape information of an object and is invariant to geometric and photometric transformations. It can
also deal with slight occlusion. However, to our knowledge, there is little research on fruit detection using
HOG. Thus, in this work, HOG features are used in tomato detection.

HOG is a descriptor that encodes the shape of an object. It divides an image into a number of cells.
For each cell, a 1-D histogram of gradient directions or edge orientations over each pixel in the cell is
calculated. All the histogram entries are combined to form the representation of the image. For a better
illumination invariance, a local response contrast-normalization method is employed, which is performed
by accumulating a measure of the local histogram energy over a block and normalizing all the cells of the block with the results. Figure 1 shows an example of HOG features of a tomato.

Figure 1. An example of Histograms of Oriented Gradients (HOG) descriptors: (a) An original sample, (b) the magnitude of the gradient image, and (c) a visualization of the HOG descriptors.

2.2. Linear SVM

The principle of linear SVM [19] is to find a hyperplane that can maximize the distance from the support vectors to the hyperplane. In Figure 2, the equation $\vec{w} \cdot \vec{x} + b = 0$ denotes the separating hyperplane. The two positive samples (red) and one negative sample (blue) which are on the margins are called support vectors. The support vectors determine the separating hyperplane. In some cases, there are some outliers that cannot be separated linearly. In these cases, a slack variable $\epsilon_i$ is introduced to deal with the outlier data while accepting a reasonable error. The decision function $f(x) = sign(\vec{w} \cdot \vec{x} + b)$ is solved using Equation (1):

$$
\min_{\alpha} \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j (\vec{x}_i \cdot \vec{x}_j) - \sum_{i=1}^{N} \alpha_i \\
\text{s. t. } \sum_{i=1}^{N} \alpha_i y_i = 0 \\
0 \leq \alpha_i \leq C, \quad i = 1, 2, \cdots, N
$$

(1)

where $\alpha_i$ and $\alpha_j$ are the Lagrange multipliers and $\vec{x}_i$ and $y_i$ are the feature vector and label of sample $i$. $C$ is the penalty parameter, and $N$ is the total number of samples.

Figure 2. A linear Support Vector Machine (SVM) case.
2.3. The Non-Maximum Suppression for Merging Results

The NMS is a method for reducing repetitive detections or for merging the nearby detections around one object. It has been widely used [21,22] and proved efficient in object detection. It relies on the classification probability from the classifier and the overlap area among the bounding boxes to merge the results. After detection using the proposed method, there may be multiple detections pointing to the same tomato. Thus, we adopt NMS as a post-processing step to address this problem.

3. Materials and Methods

3.1. Image Acquisition and Preprocessing

To develop and evaluate the proposed algorithm, images of tomatoes in a greenhouse were acquired in late December 2017 and April 2019 in Vegetable High-tech Demonstration Park, Shouguang, China. A total of 247 images were captured using a color digital camera (Sony DSC-W170) with a resolution of $3648 \times 2056$ pixels. The photographs were taken at distances of 500–1000 mm, which is in accordance with the best operation distance for the harvesting robot. As shown in Figure 3, the growing circumstances of the tomatoes vary and include separated tomatoes; multiple overlapped tomatoes; and tomatoes occulted by leaves, stems, or other non-tomato objects. To speed up the image processing, all of the images were resized to $360 \times 202$ pixels using a bicubic interpolation algorithm. The dataset has been made publicly available [23].

![Separated tomatoes](image1.png) ![Multiple overlapped tomatoes](image2.png) ![Occlusion by leaves and stems](image3.png)

*Figure 3. Images of tomatoes in different conditions: (a) separated tomatoes, (b) multiple overlapped tomatoes, and (c) occlusion by leaves and stems.*

An illumination enhancement method was used to decrease the effect of uneven illuminations. The image was first converted from RGB space to Hue-Saturation-Intensity (HSI) space. The I layer was then split, and a natural logarithm function was applied to each pixel. Next, the Contrast Limited Adaptive Histogram Equalization (CLAHE) method [24] was applied to the transformed I component. Finally, the H, S, and processed I layers were combined to obtain the final enhanced image. This procedure was
performed on all the images as a preprocessing step before training the classifier. An example of image enhancement is shown in Figure 4.

![Figure 4](image-url) 

**Figure 4.** An example of illumination enhancement: (a) before enhancement and (b) after enhancement.

### 3.2. The Dataset

A total of 247 images were used for the experiment. To train the SVM classifier, 100 images were randomly selected from the captured images, 72 images were used for validation set, and the remaining 75 images were used for the test. From the training images, 207 tomato samples and 621 background samples were manually cropped to construct a training set. The training samples were augmented with random rotations of $0^\circ$–$360^\circ$. This doubles the size of the training set (1656 samples in all). All of the cropped samples were resized to $64 \times 64$ pixels to unify the size. The tomato samples contained a margin of about 5 pixels on all the sides. The background samples were randomly cropped to contain leaves, stems, strings, and other objects, and all the samples were separately labeled, 1 for the tomatoes and $-1$ for the backgrounds. Some examples for the datasets are shown in Figure 5.

![Figure 5](image-url) 

**Figure 5.** Examples from the dataset. Top row: tomato samples; lower row: background including leaves, stems, and other objects.

### 3.3. Overview of the Detection Algorithm

Figures 6 and 7 show a systematic view and flowchart of the developed algorithm. The process can be summarized in the following steps:
(1) Extracting the HOG features of the training samples
(2) Training an SVM classifier using the extracted features and corresponding labels
(3) Extracting the Region-of-Interest (ROI) on the test image using a pretrained Naive Bayes classifier
(4) Sliding a sub-window on the ROI of the image with different resolutions using an image pyramid
(5) Extracting the HOG features of each sub-window
(6) Recognizing tomatoes within the pretrained classifier
(7) Performing FCR to remove any false positive detections
(8) Merging the detection results using the NMS method

Figure 6. A systematic view of the proposed method.
3.4. Image Scanning Method

After training the SVM classifier using the training set, a coarse-to-fine detection framework is used to detect tomatoes. The pseudo code and detailed detection process are described in Algorithm 1.
All the pixels are classified as belonging to tomatoes or the background using a Naïve Bayes classifier (NB) trained on color features. Since mature tomatoes are red, three color transformations are performed to distinguish the fruits from background: $R - G$, $R - B$, and $R/(R + G + B)$. After classification, a binary image is obtained, in which white pixels represent the potential tomatoes and black pixels represent the potential background.

**Algorithm 1:** The pseudo code of the scanning method.

```
Input: Captured greenhouse images
Output: The tomato detection results
for each pixel in the image do
    Extract color features - $R - G$, $R - B$, and $R/(R + G + B)$
    Apply the NB classifier $f_{NB}(\cdot)$
    if $f_{NB}(\cdot)$ is $+1$ then
        Label the pixel as white
    else
        Label the pixel as black
    end
end
Apply morphological processing to obtain the ROI
for all sub-windows in the ROI pyramid do
    Apply the SVM classifier $f_{SVM}(\cdot)$
    if $f_{SVM}(\cdot)$ is $+1$ then
        Apply FCR to the sub-window
        if pixel-ratio $>$ threshold then
            The window is recognized as a tomato
        else
            The window is recognized as background
        end
    else
        The window is recognized as background
    end
end
```

Next, a morphological processing is applied to the binary image, and the Region-of-Interest (ROI) is extracted. A sliding window is applied to the ROI and slides with a fixed step. At each step, the sub-window is input to the pretrained SVM classifier to be classified as a tomato or not a tomato. If the sub-window is classified as a tomato, then FCR is used to implement further classification. After the sliding window slides all over the ROI, the image is downscaled by a fixed scaling factor, followed by the same sliding process until a defined minimum size is reached. The sliding window size is $64 \times 64$ based on the size of the tomatoes in the images. The sliding step and minimum size of the scaled image are set to 16 and $113 \times 64$, respectively. The image scaling factor is 1.1, which downscales the image by 10% at each step. A sketch map of the sliding window and image pyramid is shown in Figure 8.
3.5. False Color Removal

All sub-windows of the image could be classified using the SVM classifier. However, there are some false positive detections after the classification, and a false positive elimination method is needed to reduce them. Color features play an important role in fruit detection, especially when the fruits have a different color from the background. A False Color Removal (FCR) method is proposed for false detection elimination. The sub-window image is binarized using a color feature which is derived as shown below, and then, the ratio of the number of white pixels to the number of all pixels in the sub-window is calculated. If the ratio exceeds a threshold of 0.3, the sub-window is classified as a tomato. Otherwise, it is classified as the background.

![Figure 8. A sketch map of the sliding window and image pyramid.](image)

The cost function minimization [19] was applied as follows to obtain the color feature for binarization. A total of 897 samples including tomatoes and the background were chosen as the training set. The R, G, and B components of the RGB color model were extracted, and the mean value of each component over all the pixels of each sample was calculated to represent the sample. The tomato samples were labeled as 1, and the background samples were labeled as $-1$. Motivated by Cortes [19], a separating plane in Equation (2) is needed to separate tomatoes and background in the R-G-B coordinates:

$$\vec{w} \cdot \vec{x} + b = 0 \tag{2}$$

where $\vec{x}$ is the feature vector $(R, G, B)$. $\vec{w}$ and $b$ are the weight vector and bias of the separating plane, respectively.

It is derived by minimizing the cost function $L$ in Equation (3):

$$\min_{\vec{w}, b, \epsilon} L(\vec{w}, b, \epsilon) = \frac{1}{2} ||\vec{w}||^2 + \sum_{i=1}^{M} \epsilon_i$$

s. t. $y_i(\vec{w} \cdot \vec{x}_i + b) \geq 1 - \epsilon_i, \quad i = 1, 2, \ldots, M$

$$\epsilon_i \geq 0, \quad i = 1, 2, \ldots, M \tag{3}$$

where $\vec{x}_i$ and $y_i$ are the feature vector $(R_i, G_i, B_i)$ and label of the sample $i$, respectively. $M$ is the number of samples, and $\epsilon_i$ is the slack variable of sample $i$, which is used to deal with the outliers.
The color feature derived for sub-window binarization is $0.16 \times R - 0.093 \times G - 0.037 \times B - 11.032$, and the threshold is 0.

3.6. Experimental Setup

In this study, all experiments of the developed algorithm were performed on Python version 3.5 with an Intel® Core™ i5-4590 CPU@3.30 GHz. Several experiments were conducted to validate the performance of the developed method. The datasets used in the experiments are listed in Table 1. Some examples of the results in each step are shown in Sections 4.2–4.5. Three indexes were used to evaluate the performance of the proposed algorithm and recently developed algorithms: recall, precision, and $F_1$ score, which are defined by Equations (4)–(6):

\[
Recall = \frac{Correctly \text{ } identified \text{ } tomato \text{ } count}{Total \text{ } number \text{ } of \text{ } tomatoes} \times 100\% \tag{4}
\]

\[
Precision = \frac{Correctly \text{ } identified \text{ } tomato \text{ } count}{Total \text{ } number \text{ } of \text{ } detections} \times 100\% \tag{5}
\]

\[
F_1 = \frac{2 \times Precision \times Recall}{Precision + Recall} \times 100\% \tag{6}
\]

Table 1. The datasets for the experiments.

| Dataset                  | Set Size                  |
|--------------------------|---------------------------|
| Training sample set      | Tomato (414), Background (1242) |
| Validation sample set    | Tomato (127), Background (383) |
| Validation detection set | Tomato (136)              |
| Test detection set       | Sunny Tomato (75)         |
|                          | Shadow Tomato (75)        |
| Test detection set       | Separated Tomato (21)     |
|                          | Overlapped Tomato (79)    |
|                          | Occlusion Tomato (50)     |

4. Results and Discussion

4.1. Results of Different HOG Features

HOG features with different cell sizes, block sizes, and number of orientation bins were tested on the validation sample set. The Receiver Operating Characteristic (ROC) curve and the Area Under the Curve (AUC) [25] were used to evaluate their performance. In this section, the default HOG has the following characteristics: $8 \times 16$ pixel blocks of four $4 \times 8$ pixel cells; a linear gradient voting into 10 orientation bins in $0^\circ$–$180^\circ$; and an L2 block normalization.

The cell size was tested with $4 \times 4$, $8 \times 8$, $16 \times 16$, $4 \times 8$, and $8 \times 4$ pixels. The ROC curves are shown in Figure 9a. The HOG feature with $4 \times 8$ pixel cells gave the highest AUC.
Figure 9. HOG feature performances with different specifications: (a) the effect of cell size (pixels), (b) the effect of block size (cells), and (c) the effect of the number of orientation bins.

The block size was tested with $1 \times 1$, $2 \times 2$, $3 \times 3$, and $4 \times 4$ cells. Figure 9b shows that the HOG feature with $2 \times 2$ cell blocks got the best result.

The number of orientation bins was tested with 3, 4, 6, 9, and 10. As shown in Figure 9c, the HOG feature with 10 orientation bins achieved the best performance.

In this study, the HOG feature with $4 \times 8$ pixel cells, $2 \times 2$ cell blocks, and 10 orientation bins was used for experiments.

4.2. Results of the Image Scanning Method

An example of the coarse-to-fine framework proposed for tomato detection is shown in Figure 10. After classification by the NB classifier and the morphological operation, the binary image in Figure 10b was obtained, and the ROI extracted is shown in Figure 10c. After ROI extraction, the area was reduced by more than 50%, which means the method can accelerate the detection speed by about two times. The ROI still contained the detection targets. Finally, the detection was performed on only the ROI, and the final results are shown in Figure 10d.
Figure 10. An example of scanning method 2: (a) an original image, (b) the results after NB classification and the morphological process, (c) the extracted region of interest (ROI), and (d) the detection results.

4.3. Results of the SVM Classifier

The SVM uses a linear kernel with a penalty parameter $C = 1$. It is implemented using the open-source SCIKIT-Learn package [26]. Examples from before and after applying the SVM classifier are shown in Figure 11. Both the tomatoes were correctly detected with the inscribed circle of the bounding box.

Figure 11. An example of SVM classification: (a) before and (b) after applying the SVM classifier.

4.4. Results of False Color Removal (FCR)

After detection using the SVM classifier, the tomatoes can be found along with some false positives (i.e., the backgrounds). Thus, the proposed FCR method is then applied to reduce the false positives. Examples from before and after applying FCR are shown in Figure 12. A generated false positive is shown in Figure 12a since the shape of the region is similar to a circle. It was successfully removed after performing FCR, as shown in Figure 12b.
4.5. Results of the Non-Maximum Suppression

After detection using the SVM classifier and the FCR in each sub-window, there are many sub-windows classified as tomatoes, and some of them correspond to the same one. Therefore, the NMS method is introduced.

The performance of the NMS mainly depends on choice of overlap and confidence thresholds. The overlap–confidence threshold combinations were tuned on the validation detection set. The impacts of the thresholds on recall, precision, and $F_1$ score are shown in Figure 13. The thresholds of 0.3 (overlap) and 0.7 (confidence), which could get the best $F_1$ score, were selected as the optimal thresholds and used in this paper.

An example of using the NMS is shown in Figure 14. The bounding box that had the highest prediction probability was chosen for the final prediction compared to other boxes which overlapped with it over the threshold of 0.3.
4.6. Performance of the Developed Classifier for Cropped Samples

Manually cropped tomato samples were used in an experiment to evaluate the proposed method. Both the training and test sets were utilized, and the results are shown in Table 2. The recall and precision on the test set were 96.85% and 98.40%, respectively, which shows that the proposed method is effective for tomato detection.

| Set       | Actual Categories | Samples Number | Classified Categories | Recall (%) | Precision (%) |
|-----------|-------------------|----------------|-----------------------|------------|---------------|
| Train     | Tomato            | 414            | Tomato                | 414        | 100           |
|           | Background        | 1242           | Background            | 0          | 1242          |
| Validation| Tomato            | 127            | Tomato                | 123        | 96.85         |
|           | Background        | 383            | Background            | 2          | 381           |

4.7. Robustness of the Proposed Algorithm to Illumination

The performance of the proposed method was evaluated using 75 tomatoes in sunny conditions and 75 in shaded conditions. The results are shown in Table 3. For the sunny conditions, a 90.67% accuracy was achieved, while an 89.33% accuracy was obtained for the shaded conditions. The false positive rates were 5.56% and 5.63% for the sunny and shaded conditions, respectively. The results were comparable which proved that the proposed method was insensitive to illumination variation inside the greenhouse environment. This was mainly due to two factors: the illumination enhancement in the preprocessing step and the illumination normalization in the HOG–feature calculation process. Some examples of the results are shown in Figure 15.

| Conditions | Tomato Count | Correctly Identified | Falsely Identified | Missed |
|------------|--------------|---------------------|--------------------|--------|
| Sunny      | 75           | 68                  | 4                  | 7      |
| Shadow     | 75           | 67                  | 4                  | 8      |
| All        | 150          | 135                 | 8                  | 15     |
Figure 15. An example of the detection results under different lighting conditions: (a) sunny conditions and (b) shaded conditions.

4.8. Performance of the Proposed Method under Separated, Overlapped, and Occluded Conditions

The tomatoes under separated, overlapped, and occluded conditions were also tested. For the overlapped conditions, the tomatoes overlapped with each other in the image, while the occluded conditions referred to the tomatoes being blocked by leaves or stems. Notably, some of the overlap or occluded areas reached over 50%, which made the detection task much more challenging. The detection results under each condition are shown in Table 4, and 135 tomatoes were detected out of the total of 150 tomatoes. The overall correct identification rate was 90.00%.

All the tomatoes were correctly identified under the separated conditions as expected. For the overlapped and occluded conditions, the results became worse. Under overlapped conditions, the correct identification rate was 91.14% due to high overlap areas between tomatoes in some cases reaching over 50%. When the overlap area was under 50%, the proposed method could detect most of the tomatoes, but it failed if the area exceeded 50%. An example in Figure 16a illustrates this phenomenon. In Figure 16a (left), two overlapped tomatoes were both detected, while in Figure 16a (right), just two tomatoes were correctly detected and not the top-right one, which was largely covered by another tomato.

A similar explanation accounts for the results of the occluded conditions. As a result, 42 tomatoes were correctly detected out of the 50 tomatoes, and the missed ones were mostly due to heavy occlusion by leaves or stems. The correct identification rate was 84.00%. An example is shown in Figure 16b. In Figure 16b (left), two tomatoes that are blocked by leaves and stems were still correctly detected. However, in Figure 16b (right), only two tomatoes were detected, while the one in the left that was largely occluded by leaves and stems was not detected.

In addition, there were some false positives in the detection results, which was mainly due to the various tomato sizes. When several detections corresponded to the same tomato, only one was considered
to be the true positive, and the others were all regarded as false positives. An example is shown in Figure 17.

### Table 4. The detection results of the proposed method under different conditions.

| Conditions    | Tomato Count | Correctly Identified | Falsely Identified | Missed |
|---------------|--------------|----------------------|--------------------|--------|
|               |              | Amount | Rate (%) | Amount | Rate (%) | Amount | Rate (%) |
| Separated     | 21           | 21     | 100     | 1      | 4.55    | 0      | 0       |
| Overlapped    | 79           | 72     | 91.14   | 4      | 5.26    | 7      | 8.86    |
| Occlusion     | 50           | 42     | 84.00   | 3      | 6.67    | 8      | 16.00   |
| All           | 150          | 135    | 90.00   | 8      | 5.59    | 15     | 10.00   |

(a) The overlapped conditions (Left: overlap area < 50%, Right: overlap area > 50%)

(b) The occlusion conditions (Left: occlusion area < 50%, Right: overlap area > 50%)

**Figure 16.** The detection results under different conditions: (a) the overlapped conditions and (b) the occlusion conditions.

**Figure 17.** A false positive example.

### 4.9. Comparison with Other Methods

Two other recently proposed methods [7,14] were compared with the proposed method. The first method [7] uses a Circular Gabor Filter and Eigen Fruit as features, and the other method uses an AdaBoost classifier [14], which uses a Haar-like feature as input. Moreover, one of the popular deep
learning frameworks—YOLO (You Only Look Once) [27]—was also applied to evaluate its performance. Another experiment was set up using all of the same steps as the proposed method except for the false detection elimination step to test the effectiveness of the FCR. Table 5 shows the results. The proposed method achieved the second highest recall and had the second highest precision. This benefit from the better representation of the descriptor, the scanning framework, and the merging method.

The deep learning methods usually perform better than traditional methods in the face of big data. However, when the data is small or insufficient, they may be underfit due to the deep network structure, and the performance may be equal or even inferior to traditional methods. Table 5 shows the results.

The precision of the proposed method improved substantially after the FCR, which was largely due to the false positive elimination. To provide a more objective assessment, the $F_1$ score [28] was calculated, which combined both the recall and precision together. Table 5 shows that the proposed method had the highest $F_1$ score, which demonstrated that the method was effective and could be applied for the detection of mature tomatoes.

### Table 5. A comparison of several tomato detection methods.

| Methods            | Recall (%) | Precision (%) | Missed (%) | $F_1$ (%) |
|--------------------|------------|---------------|------------|-----------|
| Proposed (no FCR)  | 91.33      | 86.16         | 8.67       | 88.67     |
| Proposed           | 90.00      | 94.41         | 10.00      | 92.15     |
| AdaBoost [14]      | 77.33      | 94.31         | 22.67      | 84.98     |
| CGF & EF [7] *     | 78.67      | 97.52         | 21.33      | 87.08     |
| YOLO [27]          | 88.00      | 92.31         | 12.00      | 90.10     |

* CGF & EF refers to Circular Gabor Filter and Eigen Fruit.

### 5. Conclusions and Future Work

An algorithm was proposed to overcome the difficulties that harvesting robots face in fruit detection. The method used color images captured by a regular color camera. Compared with single-feature detection methods, the proposed method used a combination of features for fruit detection, including shape, texture, and color information. This approach can reduce the influence of illumination and occlusion factors. HOG descriptors were adopted in this work. An SVM classifier was used to implement the classification task. In the scanning stage, a coarse-to-fine framework was applied, and then, an FCR method was used to eliminate the false positives. Lastly, NMS was used to obtain the final results.

Several experiments were conducted to evaluate the efficiency of the proposed method. A total of 510 samples were used to validate the classification efficiency of the SVM classifier. The recall was 96.85%, and the precision was 98.40%. The results showed that the classifier with only HOG features can distinguish tomatoes from backgrounds very well. When it comes to detection, the correct identification rate is 90.67% in sunny conditions and 89.33% in shaded conditions. Similar results showed that the proposed method could reduce the influence of various illumination levels in the greenhouse environment. The correct identification rate was 100% for separated tomatoes, 91.14% for overlapped tomatoes, and 84.00% for occluded tomatoes, and a reasonable false positive rate was maintained. The missed tomatoes were mainly due to the area largely being blocked by other tomatoes or the background by over 50%. If the blocked area was less than 50%, most of the tomatoes could be detected correctly. Compared with other methods, the proposed method gave the best results. As a reference, the average processing time of one image was about 0.95 s.

However, there are still some problems in the proposed method. The accuracy is not satisfactory for the overlapped and occluded tomatoes, especially when the blocked area exceeds 50%. Another limitation is that the experiment was carried out in the harvesting stage. Therefore, most of the tomatoes of the experiment were ripen well and fully red. The authors believe that the detection of tomatoes at other
stages including green and breaking red is also needed for the harvesting robot. Our future research will focus on further improving the detection accuracy and extension to other stages of tomatoes. Transfer learning [29,30] can also be applied with an extension of the datasets in the future.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Definition |
|--------------|------------|
| SVM          | Support Vector Machine |
| HOG          | Histograms of Oriented Gradients |
| CLAHE        | Contrast Limited Adaptive Histogram Equalization |
| NB           | Naive Bayes |
| FCR          | False Color Removal |
| NMS          | Non-Maximum Suppression |
| ROC          | Receiver Operating Characteristic |
| AUC          | Area Under the Curve |

References

1. Zhao, Y.; Gong, L.; Huang, Y.; Liu, C. A review of key techniques of vision-based control for harvesting robot. *Comput. Electron. Agric.* 2016, 127, 311–323. [CrossRef]
2. Bulanon, D.M.; Kataoka, T.; Ota, Y.; Hiroma, T. AE—Automation and emerging technologies: A segmentation algorithm for the automatic recognition of Fuji apples at harvest. *Biosyst. Eng.* 2002, 83, 405–412. [CrossRef]
3. Mao, W.; Ji, B.; Zhan, J.; Zhang, X.; Hu, X. Apple location method for the apple harvesting robot. In Proceedings of the 2nd International Congress on Image and Signal Processing (CISP’09), Tianjin, China, 17–19 October 2009; pp. 1–5. [CrossRef]
4. Yin, H.; Chai, Y.; Yang, S.X.; Mittal, G.S. Ripe tomato extraction for a harvesting robotic system. In Proceedings of the IEEE International Conference on Systems, Man and Cybernetics (SMC 2009), San Antonio, TX, USA, 11–14 October 2009; pp. 2984–2989. [CrossRef]
5. Wei, X.; Jia, K.; Lan, J.; Li, Y.; Zeng, Y.; Wang, C. Automatic method of fruit object extraction under complex agricultural background for vision system of fruit picking robot. *Opt. Int. J. Light Electron Opt.* 2014, 125, 5684–5689. [CrossRef]
6. Krig, S. Computer Vision Metrics. Survey, Taxonomy and Analysis of Computer Vision. In *Visual Neuroscience, and Deep Learning*; Springer: Berlin, Germany, 2016; p. 637.
7. Kurtulmus, F.; Lee, W.S.; Vardar, A. Green citrus detection using ‘eigenfruit’, color and circular Gabor texture features under natural outdoor conditions. *Comput. Electron. Agric.* 2011, 78, 140–149. [CrossRef]
8. Zhao, Y.; Gong, L.; Huang, Y.; Liu, C. Robust tomato recognition for robotic harvesting using feature images fusion. *Sensors* 2016, 16, 173. [CrossRef]
9. Kapach, K.; Barnea, E.; Mairon, R.; Edan, Y.; Ben-Shahar, O. Computer vision for fruit harvesting robots—State of the art and challenges ahead. *Int. J. Comput. Vis. Robot.* 2012, 3, 4–34. [CrossRef]
10. Tanigaki, K.; Fujiura, T.; Akase, A.; Imagawa, J. Cherry-harvesting robot. *Comput. Electron. Agric.* 2008, 63, 65–72. [CrossRef]
11. Bulanon, D.; Burks, T.; Alchanatis, V. Image fusion of visible and thermal images for fruit detection. *Biosyst. Eng.* 2009, 103, 12–22. [CrossRef]

12. Xiang, R.; Jiang, H.; Ying, Y. Recognition of clustered tomatoes based on binocular stereo vision. *Comput. Electron. Agric.* 2014, 106, 75–90. [CrossRef]

13. Ji, W.; Zhao, D.; Cheng, F.; Xu, B.; Zhang, Y.; Wang, J. Automatic recognition vision system guided for apple harvesting robot. *Comput. Electr. Eng.* 2012, 38, 1186–1195. [CrossRef]

14. Zhao, Y.; Gong, L.; Zhou, B.; Huang, Y.; Liu, C. Detecting tomatoes in greenhouse scenes by combining AdaBoost classifier and colour analysis. *Biosyst. Eng.* 2016, 148, 127–137. [CrossRef]

15. Yamamoto, K.; Guo, W.; Yoshioka, Y.; Ninomiya, S. On plant detection of intact tomato fruits using image analysis and machine learning methods. *Sensors* 2014, 14, 12191–12206. [CrossRef] [PubMed]

16. Kurtulmus, F.; Lee, W.S.; Vardar, A. Immature peach detection in colour images acquired in natural illumination conditions using statistical classifiers and neural network. *Precis. Agric.* 2014, 15, 57–79. [CrossRef]

17. Song, Y.; Glasbey, C.; Horgan, G.; Polder, G.; Dieleman, J.; Van der Heijden, G. Automatic fruit recognition and counting from multiple images. *Biosyst. Eng.* 2014, 118, 203–215. [CrossRef]

18. Dalal, N.; Triggs, B. Histograms of oriented gradients for human detection. In Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 2005), San Diego, CA, USA, 20–26 June 2005; Volume 1, pp. 886–893. [CrossRef]

19. Cortes, C.; Vapnik, V. Support-vector networks. *Mach. Learn.* 1995, 20, 273–297. [CrossRef]

20. Liu, G.; Mao, S.; Kim, J. A robust mature tomato detection in greenhouse scenes using machine learning and color analysis. In Proceedings of the 2019 11th International Conference on Machine Learning and Computing, Zhuhai, China, 22–24 February 2019.

21. He, H.; Lin, Y.; Chen, F.; Tai, H.M.; Yin, Z. Inshore ship detection in remote sensing images via weighted pose voting. *IEEE Trans. Geosci. Remote Sens.* 2017, 55, 3091–3107. [CrossRef]

22. Girshick, R.; Donahue, J.; Darrell, T.; Malik, J. Rich feature hierarchies for accurate object detection and semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Columbus, OH, USA, 24–27 June 2014; pp. 580–587.

23. Liu, G.; Mao, S. Open Tomatoes Dataset. 2019. Available online: https://pandalgx.github.io/pandalgx/Datasets/Tomato/Tomato_dataset.html (accessed on 20 March 2019).

24. Zuiderveld, K. Contrast limited adaptive histogram equalization. *Graph. Gems* 1994, 474–485. [CrossRef]

25. Fawcett, T. An introduction to ROC analysis. *Pattern Recognit. Lett.* 2006, 27, 861–874. [CrossRef]

26. Pedregosa, F.; Varoquaux, G.; Gramfort, A.; Michel, V.; Thirion, B.; Grisel, O.; Blondel, M.; Prettenhofer, P.; Weiss, R.; Dubourg, V.; et al. Scikit-learn: Machine Learning in Python. *J. Mach. Learn. Res.* 2011, 12, 2825–2830.

27. Redmon, J.; Divvala, S.; Girshick, R.; Farhadi, A. You only look once: Unified, real-time object detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 779–788.

28. Sokolova, M.; Japkowicz, N.; Szpakowicz, S. Beyond accuracy, F-score and ROC: A family of discriminant measures for performance evaluation. In *Australasian Joint Conference on Artificial Intelligence*; Springer: Berlin, Germany, 2006; pp. 1015–1021.

29. Pan, S.J.; Yang, Q. A survey on transfer learning. *IEEE Trans. Knowl. Data Eng.* 2010, 22, 1345–1359. [CrossRef]

30. Gao, Y.; Zhou, Y.; Tao, Y.; Zhou, B.; Shi, L.; Zhang, J. Decoding behavior tasks from brain activity using transfer learning. In *Proceedings of the 2nd International Conference on Healthcare Science and Engineering*; Springer: Singapore, 2018.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).