Anisotropic thermal conductivity tensor measurements using beam-offset frequency domain thermoreflectance (BO-FDTR) for materials lacking in-plane symmetry
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Abstract
Many materials have anisotropic thermal conductivity, with diverse applications such as transistors, thermoelectrics, and laser gain media. Yet measuring the thermal conductivity tensor of such materials remains a challenge, particularly for materials lacking in-plane symmetry (i.e., transversely anisotropic materials). This paper demonstrates thermal conductivity tensor measurements for transversely anisotropic materials, by extending beam-offset frequency-domain thermoreflectance (BO-FDTR) methods which had previously been limited to transversely isotropic materials. Extensive sensitivity analysis is used to determine an appropriate range of heating frequencies and beam offsets to extract various tensor elements. The new technique is demonstrated on a model transversely anisotropic material, x-cut quartz (<110> α-SiO2), by combining beam offset measurements from different sample orientations to reconstruct the full in-plane thermal conductivity tensor. The technique is also validated by measurements on two
transversely isotropic materials, sapphire and highly oriented pyrolytic graphite (HOPG). The anisotropic measurements demonstrated very good self-consistency in correctly identifying isotropic directions when present, with residual anisotropy errors below 4% for sapphire and 2% for HOPG and quartz. Finally, a computational case study (simulated experiment) shows how the arbitrary in-plane thermal conductivity tensor of a fictitious material with high in-plane anisotropy can in principle be obtained from only a single sample orientation, rather than multiple orientations like the experiments on x-cut quartz.
1. Introduction

The thermal conductivity of many anisotropic materials remains to be investigated. In addition, some nominally isotropic materials with oriented defects like dislocations [1] can exhibit highly anisotropic thermal conductivity. Furthermore, such anisotropic materials can find many applications including as transistors [2], thermoelectrics [3], [4], high temperature superconductors [5], and laser gain media [6], [7]. Therefore, the capability of anisotropic thermal conductivity measurements is of significant fundamental and practical importance. Yet, these measurements remain challenging, particularly for materials lacking in-plane symmetry.

So far, the most common techniques used to measure anisotropic thermal conductivities are capitalizing on the electro-thermal and optical pump-probe methods, including the 3-omega method [8], [9], [10], microfabricated suspended devices [11], [12], frequency-domain thermoreflectance (FDTR) [13], [14], [15], [16], [17], and time-domain thermoreflectance (TDTR) [18], [19], [20], [21], [22]. Compared to FDTR and TDTR, the 3-omega and microfabricated device methods are not scannable for spatial property mapping and require more complicated microfabrication, which limit their applications. As compared to TDTR, FDTR is more cost-effective and simpler to implement as it doesn’t require an ultrafast pulsed laser or a delay stage. Due to these advantages, the development of FDTR is important for anisotropic thermal conductivity measurements.

Conventional FDTR with co-aligned continuous wave (CW) laser beams has been demonstrated for measuring the in-plane and cross-plane thermal conductivities of bulk materials [13], thin films [14], and multilayers [15]. Recently, Rodin and Yee [16], Rahman et al. [17], and Qian et al. [23]
used offset pump and probe beams, known as beam-offset FDTR (BO-FDTR), to increase the
sensitivity and thus accuracy of the in-plane thermal conductivity measurements. Yet, all those
measurements have been limited to transversely isotropic materials, meaning the thermal
conductivity is the same in all directions parallel to the sample surface.

Here, we extend the previous BO-FDTR capabilities [16], [17], [23] to measure the thermal
conductivity tensor for the more general case of materials lacking in-plane symmetry. The
mathematical framework for BO-FDTR of materials with arbitrary anisotropy is developed here
by adapting related work from the TDTR literature [20], [21]. Extensive sensitivity analysis is
used to identify suitable regimes of heating frequency and pump-probe beam offset to extract the
various tensor elements. The new technique is first validated by control measurements of two
transversely isotropic materials: sapphire, which is weakly anisotropic (cross-plane vs. in-plane),
and highly oriented pyrolytic graphite (HOPG), which is highly anisotropic. Then the technique
is demonstrated on a transversely anisotropic material, x-cut quartz (<110> α-SiO₂), by combining
measurements in different directions obtained from various sample orientations to reconstruct the
thermal conductivity tensor. All obtained results show good agreement with literature values for
the thermal conductivity tensors. Further, a purely computational case study is conducted showing
how these methods can in principle be extended to measure the in-plane thermal conductivity
tensor of a material with a high in-plane anisotropy ratio by performing a beam-offset experiment
at a single sample orientation, rather than multiple measurements at various sample orientations as
done for the x-cut quartz.
The paper is organized as follows. First, the details of the experimental setup and mathematical model will be discussed. Then thermal conductivity measurements of different samples, namely sapphire, HOPG, and x-cut quartz, will be presented with detailed analysis. Finally, the computational case study will be discussed.

2. Experimental Setup

The working principle of FDTR is well established [18], [24], [25]. Briefly, FDTR utilizes an optical pump-probe method to measure the thermal phase lag between the transducer’s surface temperature and the modulated pump laser heating. The surface temperature is obtained from the temperature-dependent reflectance (i.e., thermoreflectance) of a CW probe laser. The measured phase lag as a function of heating frequency is then fit to a theoretical model to determine the unknown thermal parameters of interest.

Our FDTR system was acquired from Fourier Scientific LLC and is based on the experimental approach of A. J. Schmidt. The experimental setup is shown in Fig. 1(a) and closely follows Refs. [13] and [14]. The pump and probe lasers (CrystaLaser, CL532-050-LO and DL488-180-O) have wavelengths of 488 nm and 532 nm, respectively. Both lasers have built-in optical isolators to prevent back reflections into the lasers. The pump laser is modulated electrically at frequency $f$ via a lock-in amplifier (Zurich Instruments, HF2LI) and is directed to the sample surface by a dichroic mirror. The samples are coated with a thin gold transducer layer of thickness $t \sim 75$ nm to absorb pump heat more efficiently as well as provide a larger coefficient of thermoreflectance at the probe wavelength ($\sim 2 \times 10^{-4}$ K$^{-1}$ [26]). The probe laser passes through a polarizing beam splitter (PBS) which splits it into two beams. One probe beam reaches the sample surface close to the pump spot
location and then is reflected to the photodiode P1 in a balanced photodetector. The other probe beam is sent directly to the photodiode P2. This scheme facilitates subtraction of common-mode noise by taking the difference between the signals from P1 and P2. The half waveplate just before the PBS is adjusted to achieve fine balancing between P1 and P2. Also, two bandpass filters are placed in front of the detector to block other irrelevant signals such as scattered pump light which could be detrimental to the measurements. Then the thermal phase lag, $\phi$, defined as the difference between the reflected probe phase and the pump phase, is obtained via the lock-in amplifier. Other miscellaneous non-thermal phase shifts such as caused by the separate optical pump and probe paths and the driving electronics, were nulled out through control experiments on standard samples whose thermal conductivities had already been carefully measured and analyzed by the vendor using their previous well-established FDTR system. All measurements in this study are performed at ambient temperature. Other details of this experimental setup are well explained in Refs. [13] and [14].

One important extension in the current system as compared to the previous setup [13], [14] is the addition of a pair of high-resolution motorized actuators to tilt the dichroic mirror, thereby moving the pump spot precisely. This spot motion was calibrated using a precisely patterned sample, and we found that the uncertainty of the pump spot movement plays a negligible role as compared to the other uncertainty contributions discussed below. Although in the actual experimental apparatus the probe location is fixed and the pump is deflected, for mathematical convenience in the rest of this paper we locate the origin of the xyz coordinate system at the center of the pump, as indicated in Fig. 1b(right). These two configurations are equivalent since it is only the relative distance between pump and probe that matters.
Figure 1. (a) Experimental setup. This is similar to the apparatus described in Refs. [13], [14], with the addition of the actuated dichroic mirror for xy-scanning of the pump spot location. A lock-in amplifier is used to modulate the pump laser and detect the signal from a balanced photodetector consisting of two photodiodes P1 and P2. The photodiode P1 measures the reflectance of the probe beam from the sample surface while the signal from P2 is used to cancel common-mode noise. (b) Sample configurations for FDTR with (left) co-aligned and (right) offset beams. The xyz coordinate system is used in the analytical model and is aligned with its origin centered under the pump laser and the xy plane located at the top of the transducer layer. This is different from the sample principal axes along the a, b, and c directions, which in general may be aligned arbitrarily.
The unknown parameters of interest are the thermal interface conductance between the Au transducer layer and sample surface, \( G \), and the thermal conductivity tensor of the sample, \( k_{\text{sub}} \).

### 3. Mathematical Model

#### 3.1 Multilayer heat conduction equation

The heat flux vector \( \mathbf{q} \) is related to the thermal conductivity tensor and temperature gradient by Fourier’s law [27],

\[
\mathbf{q} = -k \nabla T, \tag{1}
\]

where the most general thermal conductivity tensor \( k \) in an arbitrary cartesian coordinate system is expressed as

\[
k = \begin{bmatrix}
  k_{xx} & k_{xy} & k_{xz} \\
  k_{yx} & k_{yy} & k_{yz} \\
  k_{zx} & k_{zy} & k_{zz}
\end{bmatrix}.
\tag{2}
\]

In the absence of magnetic fields the thermal conductivity tensor is symmetric \( (k_{ij} = k_{ji}) \) [28] and therefore at most 6 independent variables are required to describe the most general anisotropic \( k \) in this work. We also require the sample to be homogeneous (i.e., \( k \) is independent of position). For the case of nonhomogeneous materials, scanning the sample can potentially be used to obtain thermal conductivity mapping [13], which is outside the scope of this study.

The heat diffusion equation for an anisotropic medium without heat generation is

\[
k_{xx} \frac{\partial^2 T}{\partial x^2} + k_{yy} \frac{\partial^2 T}{\partial y^2} + k_{zz} \frac{\partial^2 T}{\partial z^2} + 2k_{xy} \frac{\partial^2 T}{\partial x \partial y} + 2k_{xz} \frac{\partial^2 T}{\partial x \partial z} + 2k_{yz} \frac{\partial^2 T}{\partial y \partial z} = C \frac{\partial T}{\partial t}, \tag{3}
\]

where \( C \) is the volumetric heat capacity of the medium. As a special case, if the x-, y-, and z-axes of the coordinate system are respectively aligned along the principal a, b, and c-axis directions of
the material crystal with their respective principal thermal conductivities $k_a$, $k_b$, and $k_c$, all off-diagonal terms of $k$ are exactly zero [27], such that the left-hand side of Eq. (3) simplifies to only three terms with $k_{xx} = k_a$, $k_{yy} = k_b$, and $k_{zz} = k_c$.

For time-periodic forcing at frequency $f$, the anisotropic heat equation can be solved in the frequency domain using spatial Fourier transforms, and the solutions are well established in the TDTR literature [20], [21]. For gaussian pump and probe beams offset by a distance $(x_o, y_o)$ as indicated in Fig. 1(b), the relevant probe-weighted-average surface temperature is

$$\Delta T = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H(f, \eta, \xi) \exp[-\frac{\pi^2}{2} (w_0^2 + w_1^2)(\eta^2 + \xi^2)] \exp[i2\pi(\eta x_o + \xi y_o)] d\eta d\xi,$$

where the temperature response function $H$ accounts for all thermal properties including the thermal conductivity tensor elements and volumetric heat capacities of both substrate and transducer layer, as well as the thermal interface conductance $G$. The full expression for $H$ is given in [21]. The symbols $w_0$ and $w_1$ denote the pump and probe $1/e^2$ radii. Finally, the thermal phase lag is calculated as

$$\phi = \tan^{-1} \frac{\text{Im}(\Delta T)}{\text{Re}(\Delta T)}.$$  \hspace{1cm} (5)

In general the strategy is to measure $\phi(f)$ and fit it with the modeled $\phi(f)$ by varying a small number of unknown parameters, such as one or a few elements of the sample’s thermal conductivity tensor.

3.2 Sensitivity analysis
A sensitivity analysis can be used to visualize how sensitive the measured phase lag is with respect to a change in a specific parameter. The sensitivity is defined as

\[
S_\gamma = \frac{\partial \ln(\phi)}{\partial \ln(\gamma)}
\]  

(6)

where \( \gamma \) denotes some parameter of interest. For unknowns which we desire to determine by fitting, such as elements of the \( k \) tensor, large sensitivity is desired to minimize the uncertainty in the fit parameter. In addition, it is difficult to independently determine two fit parameters if both have similar trends in their \( S_\gamma(f) \) functions; formally the effects of two unknown parameters \( a \) and \( b \) are indistinguishable in a measurement if \( \frac{S_a(f)}{S_b(f)} = \text{constant} \) throughout the range of the experiment. Therefore, it is important to conduct a sensitivity analysis to select the appropriate experimental regimes such as heating frequency range and pump-probe beam offset(s). The detailed sensitivity analysis for each sample will be discussed in Section 5.

3.3 Uncertainty analysis

The uncertainties arising from all the input parameters can be calculated as [24], [29]

\[
\Delta \gamma = \left[ \sum_\beta (\Delta \gamma_\beta)^2 \right]^{1/2} = \gamma \frac{\partial \ln \gamma}{\partial \ln \phi} \left[ \sum_\beta \left( S_\beta \frac{\Delta \beta}{\beta} \right)^2 \right]^{1/2}.
\]  

(7)

where \( \Delta \gamma \) is the total uncertainty in some parameter \( \gamma \) of interest, \( \Delta \gamma_\beta \) is the contribution due to parameter \( \beta \), and \( \beta \neq \gamma \) represents a list of all other input parameters used to evaluate Eq. (4), each with their own uncertainties \( \Delta \beta \). In this work the principal unknowns are the thermal conductivity tensor of the sample and the thermal interface conductance between the Au transducer layer and the sample. All other input parameters are considered known, with nominal values and
uncertainties (68% confidence intervals) listed in Table 1. Note that we neglect the uncertainty in beam offsets ($\Delta x_0$, $\Delta y_0$) as it is sufficiently small as to have no noticeable impact on the measurements of $k$ and $G$. To evaluate Eq. (7), we closely follow the numerical calculation method described in Ref. [29], which will be briefly explained in Section 5.1.

Table 1. Nominal values of the input thermal parameters with their ± uncertainties (68% confidence intervals). $t_{Au}$ was measured using AFM, $k_{Au}$ was determined from the measured electrical resistivity using the Wiedemann-Franz law, and $w_0$ and $w_1$ were measured using a knife-edge technique.

| Input Parameter | Nominal value | Uncertainty |
|-----------------|---------------|-------------|
| $k_{Au}$        | 260 W/m-K     | 2%          |
| $t_{Au}$        | 75 nm         | 1%          |
| $C_{Au}$        | 2.49 MJ/m$^3$-K [30] | 2%          |
| $C_{sample}$    | $C_{sapphire} = 3.09$ MJ/m$^3$-K [31] |
|                 | $C_{HOPG} = 1.59$ MJ/m$^3$-K [32] | 2%          |
|                 | $C_{quartz} = 1.96$ MJ/m$^3$-K [33] |
| $w_0$           | 4.2 $\mu$m    | 1.5%        |
| $w_1$           | 2.0 $\mu$m    | 2%          |

To understand how each input parameter influences the uncertainty of the measurements of $k$ and $G$, the sensitivities of these parameters as functions of frequency, $S_\beta(f)$, are plotted in Fig. 2, using sapphire as an example. Both $S_\beta$ and $\Delta\beta/\beta$ affect the uncertainty of the measurements of $k$ and $G$. 
based on Eq. (7). Yet, since the uncertainties of all the input parameters $\Delta \beta / \beta$ have relatively similar values (within a factor of 2 of each other; see Table 1) and are constant across all measurements in this study, the much more significant information is conveyed through the sensitivities $S_\beta(f)$. As can be seen in Fig. 2, $\phi$ is only sensitive to the heat capacity and thickness of the Au at high frequencies due to their small penetration depths, while the sensitivities to the heat capacity of sapphire and the pump radius have relatively high values for all considered frequencies. These observations hold true both with and without beam offset, although the absolute sensitivity values are generally decreased by introducing the beam offset. A larger uncertainty associated with the measurements of the unknown parameters (like $G$ and $k$) will be observed if the input parameters have higher sensitivity values. Therefore, the uncertainty of the measurements will be dominated by those four parameters ($C_{\text{Au}}$, $t_{\text{Au}}$, $C_{\text{sapphire}}$, and $w_0$) for sapphire. We have repeated analogous sensitivity calculations for HOPG and quartz (details omitted for brevity) and the same conclusions are found about the four dominant parameters.
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Figure 2. Sensitivities of $\phi(f)$ to the input parameters from Table 1 for sapphire with (a) no beam offset and (b) 4 $\mu$m beam offset in the $y$ direction.
4. Sample preparation

All samples except HOPG were carefully cleaned by sonicating in acetone, isopropanol (IPA), and deionized water for ~5 minutes each and subsequently dried using a nitrogen blow gun before the transducer layer deposition. HOPG was exfoliated a few times using Scotch tape to smooth the rough surface. Then, a 75 nm Au layer was directly deposited on all samples by electron beam evaporation without any adhesion layer. To ensure the uniformity of the Au layer, the deposition rate typically was kept below 1 Å/s. After the deposition, the thickness of the Au layer was determined by AFM. The thermal conductivity of the Au layer was then obtained using four-point probe measurements of electrical conductivity and applying the Wiedemann-Franz law with the free-electron Lorenz number assuming isotropic transport properties. Note that such AFM and electrical conductivity measurements were only performed on x-cut quartz, and we applied the same transducer property results to sapphire and HOPG samples since the deposition process was completed in the same batch for all samples.

5. Results and Discussion

5.1 Validation using transversely isotropic materials: Sapphire and HOPG
Figure 3. Schematic for sapphire and HOPG samples with co-aligned (left) and offset (right) beams. In both cases the x, y, and z-axes of the optical system are aligned parallel to the principal a-, b-, and c-directions of the sample crystal structure, respectively.
First, the experimental system and analytical model are validated by measurements on two prototypical transversely isotropic materials, sapphire and HOPG. These samples both have hexagonal crystal structures, so that from symmetry it is required that $k_a = k_b$ [34]. Since as shown in Fig. 3 these samples are aligned such that the transducer layer (which also defines the $xy$ plane of the optical coordinate system) is deposited on an $ab$ surface of the sample, these materials are transversely isotropic. Therefore, in this $xyz$ coordinate system the thermal conductivity tensors of these materials have no off-diagonal terms, and the principal in-plane thermal conductivities $k_a$ and $k_b$ and cross-plane thermal conductivity $k_c$ are respectively along the $x$-, $y$- and $z$-axis directions and need to be determined. In other words, $k_{xx} = k_{yy} = k_a = k_b$ and $k_{zz} = k_c$. In addition, the thermal conductivity of sapphire was reported to be almost isotropic (the difference between $k_a$ (which = $k_b$) and $k_c$ is only around 6% [35]) and is often approximated as perfectly isotropic [31], [36].

5.1.1 Sapphire

FDTR measurements were first conducted on a sapphire sample with no beam offset, corresponding to the situation of Fig. 3(left). The sensitivities of $\phi(f)$ to the principal thermal conductivities and thermal interface conductance are plotted as functions of heating frequency in Fig. 4a. As can be seen, the in-plane thermal conductivities cannot be obtained individually without beam offset as their sensitivities at every frequency are identical ($S_{k_a}/S_{k_b} = 1$), so we make no attempt to determine them from these no-offset measurements. On the other hand, the sensitivities to the cross-plane thermal conductivity and thermal interface conductance are quite distinct from each other ($S_{k_c}/S_{k_c} \neq$ constant), particularly at the intermediate and high frequencies, such that they
can be determined by measuring the phase lag for this frequency range under this configuration of no beam offset. Therefore, for the zero-beam-offset case, only the fits for $G$ and $k_c$ are unique.

Figure 4. (a) Sensitivities of $\phi(f)$ to the thermal conductivity tensor elements and thermal interface conductance for sapphire with no beam offset. (b) Measured phase lag as a function of frequency for sapphire with no beam offset. The best fit curve and the results obtained by perturbing $G$ and $k_c$ by ±20% are also plotted.

The measured phase lag data for this zero beam offset case along with the best fit $\phi(f)$ curve are shown in Fig. 4b. To clearly visualize the sensitivity, the curves are also plotted when the $G$ and $k_c$ values from the best fit are varied by ±20%, holding all other parameters constant. To ensure the uniqueness of the $(G, k_c)$ fit, it was repeated using a wide range of initial guesses, and we found that the final fit converges consistently to the same property values independent of the initial guesses. We similarly confirmed that the rest of the fits shown later in the paper are also independent of the initial guesses. Consistent with the sensitivity plot of Fig. 4a, the difference
between the best fit and ±20% perturbed $G$ and $k_c$ curves in Fig. 4b is significant at the intermediate and high frequencies, from $\sim 5 \times 10^5$ to $6 \times 10^6$ Hz.

From the best fit in Fig. 4(b) the cross-plane thermal conductivity and thermal interface conductance are determined as summarized in Table 2. This measured $k_{zz}$ value is within 10% of a handbook value [35], and the measured $G$ is also reasonable [37]. Note that the thermal conductivity values in Table 2 are expressed in the xyz coordinate system, which for the sapphire sample is related to the crystallographic abc coordinate system as depicted in Fig. 3.

Table 2. Measured and literature values for the thermal conductivity tensor elements of all samples measured in this work, along with the measured thermal interface conductance. All values are for room temperature. The uncertainties are calculated based on Eq. (7) and Table 1. The relative orientation of each sample’s xyz and abc coordinate systems are depicted in Fig. 3 (sapphire, HOPG), Fig. 10 (aligned x-cut quartz), and Fig. 14. For aligned x-cut quartz, the measured $k_{xx}$ and $k_{yy}$ are based on the data in Fig. 12(b) for $y_o = 5 \mu$m. Literature sources: sapphire [35], HOPG [38], and x-cut quartz [33].

| Sample               | Literature | Measured |              |              |              |              |              |
|----------------------|------------|----------|--------------|--------------|--------------|--------------|--------------|
|                      | $k_{xx}$   | $k_{yy}$ | $k_{xy}$     | $k_{zz}$     | $k_{xx}$     | $k_{yy}$     | $k_{xy}$     | $k_{zz}$     |
|                      | W/m-K      | W/m-K    | W/m-K        | W/m-K        | W/m-K        | W/m-K        | W/m-K        | MW/m²-K      |
| Sapphire             | 30.3       | 30.3     | 0            | 32.5         | 36.3 ± 2.3   | 35.0 ± 1.7   | N/A          | 35.7 ± 2.1   | 48.6 ± 1.1   |
|                      | ± 240      | ± 240    | ± 0.7        | ± 240        | ± 185        | ± 145        | ± 185        | ± 145        | ± 240        |
| HOPG                 | 1900       | 1900     | 6.5 ± 0.7    | 1744         | 1712         | N/A          | 5.9 ± 0.4    | 25.9 ± 1.1   |
|                      | 1900 ± 240 | 1900 ± 240 | ± 0.7        | 1744 ± 185   | 1712 ± 145   | N/A          | 5.9 ± 0.4    | 25.9 ± 1.1   |
| x-cut quartz (aligned)| 10.8       | 6.2      | 0            | 6.2          | 10.5 ± 1.2   | 6.2 ± 0.6    | N/A          | 6.1 ± 0.4    | 45.8 ± 1.1   |
|                      | ± 240      | ± 240    | ± 0.6        | ± 240        | ± 185        | ± 145        | ± 185        | ± 145        | ± 240        |
x-cut quartz  
(Not aligned)  

|         | 7.4 | 9.7 | -2.0 | 6.2 | 7.7 ± 1.1 | 8.8 ± 1.1 | -2.4 ± 0.2 | 6.1 ± 0.4 | 45.8 ± 1.1 |

The uncertainties of the measured $k_c (= k_{zz})$ and $G$ given in Table 2 are determined based on Eq. (7), which is evaluated numerically following Ref. [29]. Briefly, the following three step process is used: (1) Determine the $k_c$ and $G$ values by fitting the modeled $\phi(f)$ to experimental $\phi(f)$ based on the nominal values of the input parameters $\beta$ from Table 1; (2) Repeat Step 1 by varying one input parameter $\beta$ by its uncertainty $\pm \Delta \beta$ to determine the quantities $\pm \Delta k_{c,\beta}$ and $\pm \Delta G_{\beta}$ (i.e., the difference between the best-fit values obtained from Steps 1 and 2); (3) Repeat Steps 1 and 2 to determine all $\Delta k_{c,\beta}$ and $\Delta G_{\beta}$ and use Eq. (7) to calculate the final uncertainties of the measurements of $k_c$ and $G$. This same method is utilized for all uncertainty calculations in the rest of the paper. Due to their relatively high sensitivity values, the uncertainties of the obtained $k_c$ and $G$ for sapphire are relatively small, less than $\pm 6\%$, as seen in Table 2. Furthermore, as $k_c$ and $G$ are most sensitive at the intermediate and high frequencies, the largest contribution to their uncertainties come from $C_{Au}$ and $t_{Au}$ because these quantities also have the largest $S$ in that frequency regime, as shown in Fig. 2(a) and discussed in Section 3.3. Note that the fit in Fig. 4b actually used four parameters ($k_a$, $k_b$, $k_c$, and $G$), but as explained several paragraphs above the $k_a$ and $k_b$ results are discarded because of the impossibility of decoupling them from each other. (It is still interesting to note that the geometric mean of their products, $\sqrt{k_a k_b} \approx 35$ W/m-K, remains reasonably consistent with the literature values. This is expected because the joint confidence interval of $k_a$ and $k_b$ for small beam offsets has a generally hyperbolic shape, as will be explained later in this Section around Fig. 7).
Next, the two in-plane thermal conductivities of sapphire will be measured independently of each other by adding a beam offset. We first use sensitivity analysis to determine the suitable frequency and beam-offset regimes for this measurement. Figure 5 shows the sensitivities of $\phi(f)$ to $k_a$ and $k_b$ for different offset distances in the $y$-axis direction. For increasing $y_o$, the sensitivities to the in-plane thermal conductivities become slightly smaller in magnitude but, crucially, much more distinguishable. This is expected since displacing the probe along the $y$ direction breaks the in-plane symmetry of the measurement, causing the measured $\Delta T$ response to now depend differently on the heat diffusion in $x$ vs. $y$ directions. Figure 5 also shows that the sensitivities to $k_a$ and $k_b$ are relatively high at the lower frequencies, from $\sim 10^4$ to $10^6$ Hz.

Figure 5. Sensitivities of $\phi(f)$ to $k_a$ and $k_b$ for sapphire with different beam offsets in the $y$-axis direction. As $y_o$ increases, the effects of $k_a$ and $k_b$ become increasingly distinguishable.

Now taking $G$ and $k_c$ as determined from Fig. 4b as known input parameters, for each offset distance the in-plane thermal conductivities $k_a$ and $k_b$ are obtained by fitting the measured phase data to the analytical model for that low- and intermediate-frequency range (10$^4$ to 10$^6$ Hz). The measured phase lag data along with the best fits are shown in Fig. 6. The best fit values for $k_a$ and
$k_b$ are given in Table 2 as obtained from the 4 $\mu$m beam-offset data, since at this offset we are best able to distinguish between $k_a$ and $k_b$, as seen from the sensitivity calculations of Fig. 5.

Figure 6. Measured phase lag (points) for sapphire along with the best fits (lines) for different beam offsets in the $y$ direction. For these fits $G$ and $k_c$ are treated as constant, using the values determined in Fig. 4. The model results obtained by perturbing $k_a$ and $k_b$ by $\pm 20\%$ are also plotted for 4 $\mu$m beam offset.

In order to more clearly visualize how the beam offset distance influences the fit $k_a$ and $k_b$ results, in Fig. 7 we also consider the shape and size of the “confidence interval valley” in $k_a$-$k_b$ space (similar multiparameter confidence contour representations have been used elsewhere [19], [21], [23]). Specifically, for each value of $y_o$, we vary $k_a$ and $k_b$ continuously and for every $(k_a, k_b)$ pair calculate the root-mean-square (rms) residual, $r$, of the model $\phi(y_o, f)$ as compared to the measured $\phi(y_o, f)$ data in Fig. 6. Then to present all results on a similar scale, for each $y_o$ we
normalize the resulting \( r(k_a, k_b) \) surface by the minimum \( r \) found from that \((k_a, k_b)\) sweep. We call this the normalized residual, \( R \).

Figure 7. Normalized rms residual, \( R \), as a function of \( k_a \) and \( k_b \) for different beam offsets. Here \( R \) is calculated separately for each panel by normalizing by each panel’s minimum residual. The zone of uncertainty (valley of small \( R \)) clearly becomes tighter for larger \( y_o \). The dashed line in the leftmost panel denotes the hyperbola curve demonstrating the constant value of \( k_a k_b \) obtained from the best fit in Fig. 6.

The resulting \( R(y_o, k_a, k_b) \) are shown in Fig. 7. For all \( y_o \) the small-\( R \) confidence valley (blue region) has a generally hyperbolic shape, \( k_a k_b \approx 1253 \text{ W}^2/\text{m}^2\cdot\text{K}^2 = (35.4 \text{ W/m-K})^2 \). As such, their harmonic mean, \( \sqrt{k_a k_b} \), can be determined from any of the \( y_o \) datasets. (A similar hyperbolic shaped confidence valley is observed in \( R(k_a, k_b) \) when there is no beam offset (results omitted here for brevity), which explains why \( \sqrt{k_a k_b} \approx 35 \text{ W/m-K} \) obtained from the best fit in Fig. 4b is reasonable, as mentioned above.) However, for small and intermediate offsets \( (y_o \leq 3 \mu\text{m}) \) this hyperbolic valley extends very far in the diagonal direction from upper-left to lower-right in their respective panels of Fig. 7, which means that \( k_a \) and \( k_b \) cannot be untangled from each other. The
hyperbolic valley gradually becomes tighter with increasing $y_o$, such that $k_a$ and $k_b$ can each be determined individually with reasonably uncertainty using a large offset distance of 4 $\mu$m. Larger offsets ($y_o > 4 \, \mu m$) were not pursued here since as seen in Fig. 5 the absolute magnitude of the sensitivities falls off for larger $y_o$, leading to increased uncertainties again.

Focusing on the $y_o = 4 \, \mu m$ case, the best fit values are $k_a = 36.3 \pm 2.3$ W/m-K and $k_b = 35.0 \pm 1.7$ W/m-K. These values are consistent with literature values. Importantly, unlike prior BO-FDTR studies here the measurement allowed for the possibility of $k_a \neq k_b$ yet still found $k_a \approx k_b$ to within 4% which is better than the experimental uncertainty. This demonstrates how the present scheme correctly recovers the required transversely isotropic $k$ tensor for the sapphire orientation considered in Fig. 3.

The uncertainties of the measured $k_a$ and $k_b$ are determined based on the three step procedure described above for calculating the uncertainties of $k_c$ and $G$. Regarding the treatment of $k_c$ and $G$ while calculating $\Delta k_a$ and $\Delta k_b$, we take into account the fact that $k_c$ and $G$ are intermediate quantities rather than independent inputs like those listed in Table 1. Therefore, when perturbing each input parameter $\beta$ by its uncertainty $\Delta \beta$ (for example perturbing $k_{Au}$ by 2%), we re-fit the zero-beam-offset $\phi(f)$ data of Fig. 4b to obtain correspondingly perturbed best-fit values for $k_c$ and $G$, and then use these perturbed $\beta$, $k_c$, and $G$ when re-fitting the 4 $\mu m$ offset data of Fig. 6 to get the contributions $\Delta k_{a} \beta$ and $\Delta k_{b} \beta$ for use in Eq. 7. The final uncertainty in $k_a$ and $k_b$ mostly stems from the sapphire heat capacity and the pump radius, because as seen in Fig. 2(b) $|S_{c_{\text{sapphire}}}|$ and $|S_{w_{i}}|$ are large at the same low and intermediate frequency range which is used to fit $\phi(f)$ for $k_a$ and $k_b$. It is
also worth noting that there should be no difference in the measurements by adding the beam offset in either the x- or y-axis directions for materials with in-plane thermal conductivity isotropy, like sapphire in the orientation used here.

5.1.2 HOPG

Similar measurements were performed on HOPG, again in the configuration of Fig. 3. Unlike sapphire, HOPG has an order of magnitude contrast between the in-plane and cross-plane thermal conductivities, with \( k_a = k_b \gg k_c \). The procedure for HOPG thermal conductivity measurements is similar to that used for sapphire. When there is no beam offset, \( \phi(f) \) is sensitive to the cross-plane thermal conductivity and thermal interface conductance at high frequencies, from \( \sim 10^6 \) to \( 1.5 \times 10^7 \) Hz (see Fig. 8a). Just as with sapphire, due to crystal symmetry \( S_{k_a} = S_{k_b} \) in this configuration and so we focus only on the fits for \( k_c \) and \( G \). The measured phase lag data for this frequency range with the best fit curve and effects of perturbing \( k_c \) and \( G \) are shown in Fig. 8b. The resulting \( k_c \) and \( G \) were found to be \( 5.9 \pm 0.4 \) W/m-K and \( 25.9 \pm 1.1 \) MW/m²-K, respectively.

![Graph showing sensitivity and phase lag data for HOPG](image-url)
Figure 8. (a) Sensitivities of $\phi(f)$ to the principal thermal conductivities and thermal interface conductance for HOPG with no beam offset. (b) Measured phase lag data as a function of frequency for HOPG with no beam offset. The best fit curve and the effects of perturbing $G$ and $k_c$ by ±20% are also plotted.

Adding a beam offset of $y_o = 5 \, \mu\text{m}$ to the HOPG measurements, the sensitivities to $k_a$ and $k_b$ become readily distinguishable, especially at lower frequencies (see Fig. 9a). Therefore, the phase lags were measured for $f$ from $10^5$ to $6 \times 10^6$ Hz with $5 \, \mu\text{m}$ beam offset. Using the $k_c$ and $G$ values determined from Fig. 8b, fitting Fig. 9b for the in-plane thermal conductivities gives $k_a$ and $k_b$ respectively of $1744 \pm 185$ and $1712 \pm 145$ W/m-K. Thus, the measured $k_a$ and $k_b$ are nearly identical, being within 2% of each other, while being quite different from the cross-plane thermal conductivity by a factor of nearly 300. This is all as expected for a transversely isotropic material like HOPG. The comparison between our HOPG measurements and literature values in Table 2 shows all three principal conductivities have good agreement. Similar to the sapphire case, extended sensitivity analysis analogous to Fig. 2 (details omitted here for brevity) for HOPG show that the largest uncertainty for HOPG’s $k_c$ and $G$ comes from the heat capacity of the Au transducer layer, while the largest uncertainty for HOPG’s in-plane thermal conductivities is from the pump radius.
Figure 9. (a) Sensitivities of in-plane thermal conductivities for HOPG with 5 µm beam offset in the $y$ direction. (b) Measured phase lag data for HOPG with 5 µm beam offset in the $y$ direction. The best fitting curve and the results obtained by varying $k_a$ and $k_b$ by ±20% are also plotted. For these fits $G$ and $k_c$ are treated as constant, using the values determined in Fig. 8.

5.2 Thermal conductivity measurements for a transversely anisotropic material

5.2.1 Case 1: Known orientation of the crystal principal axes

The main advantage of the current method compared to the previous BO-FDTR studies [16], [17], [23] is the ability to obtain the in-plane thermal conductivities individually. To demonstrate this we now present measurements on “x-cut” quartz ($<110>$ α-SiO$_2$), which has $k_a = k_b < k_c$ [33]. The x-cut quartz is first well aligned as depicted in Fig. 10, such that the principal in-plane thermal conductivities, $k_c$ and $k_b$, and cross-plane thermal conductivity, $k_a$, are respectively along the x-, y- and z-axis directions. Thus in this orientation $k_{xx} > k_{yy} = k_{zz}$, giving an interesting in-plane anisotropy. Also, all off-diagonal terms of the $k$ tensor vanish for this orientation.
Figure 10. Schematic for the well-aligned x-cut quartz sample with co-aligned (left) and offset (right) beams. The x, y, and z-axes are along the principal c-, b-, and a-axis directions, respectively.

Without beam offset, the sensitivities of $\phi(f)$ to the in-plane thermal conductivities of this quartz follow a very similar trend as each other, as depicted in Fig. 11(a), so it is difficult to decouple $k_b$ and $k_c$ by fitting a measurement. On the other hand, Fig. 11(a) also shows that the thermal interface conductance and cross-plane thermal conductivity $k_a$ can be decoupled and have relatively large sensitivity values at high frequencies. These trends are all similar to phenomena described above for sapphire and HOPG when there is no beam offset. Fig. 11(b) shows the measured phase lag data along with the best fit. After fitting, the resulting $k_a$ (same as $k_{zz}$) and $G$ values are summarized in Table 2.
Figure 11. (a) Sensitivities of $\phi(f)$ to the principal thermal conductivities and thermal interface conductance for x-cut quartz with no beam offset, aligned as in Fig. 10. (b) Measured phase lag as a function of frequency. The best fitting curve and the results obtained by varying $G$ and $k_a$ by ±20% are also plotted.

Next the in-plane thermal conductivities can be individually obtained by adding a beam offset in either x- or y-axis directions. Note that unlike the sapphire and HOPG measurements presented above, for this orientation of x-cut quartz the two in-plane directions (x,y) are not equivalent, because here $k_{xx} \neq k_{yy}$ (since $k_c \neq k_b$ in Fig. 10). Therefore here it is meaningful to consider offsets in both y and x separately, and this is done in Figs. 12(a) and 13(a), respectively. When the beam-offset distance is 5 $\mu$m in either x- or y- directions, the sensitivities of the in-plane thermal conductivities become quite distinct from each other and have usefully large values at frequencies from $10^3$ to ~$10^6$ Hz, as shown in Figs. 12(a) and 13(a). (For comparison, recall from Fig. 11(a) that $S_{h_b}$ and $S_{k_c}$ are nearly indistinguishable when the offset is zero.)
Figure 12. (a) Sensitivities of $\phi(f)$ to the in-plane thermal conductivities for x-cut quartz with 5 $\mu$m beam offset in the y-axis direction. (b) Measured phase lag as a function of frequency. The best fit curve and the results obtained by varying $k_b$ and $k_c$ by $\pm 40\%$ are also plotted. For these fits $G$ and $k_a$ are treated as constant, using the values determined in Fig. 11.

Figure 13. Similar to Fig. 12 but with the beam offset now in the x-axis direction. (a) Sensitivities of $\phi(f)$ to the in-plane thermal conductivities for x-cut quartz with 5 $\mu$m beam offset in the x-axis direction. (b) Measured phase lag as a function of frequency. The best fit curve and the results
obtained by varying \( k_b \) and \( k_c \) by \( \pm 40\% \) are also plotted. For these fits \( G \) and \( k_a \) are treated as constant, using the values determined in Fig. 11.

By fitting the measured phase lag data for this frequency range at 5 \( \mu \)m beam offset in the x- and y-axis directions to the theoretical model (see Figs. 12(b) and 13(b)), similar in-plane thermal conductivity results are obtained from these two different datasets, with good self-consistent agreement of better than 5\%. Specifically, for the y-offset case we find \( k_c = 10.5 \pm 1.2 \) W/m-K and \( k_b = 6.2 \pm 0.6 \) W/m-K, and for the x-offset case the fitting yields \( k_c = 10.0 \pm 1.3 \) W/m-K and \( k_b = 6.3 \pm 1.3 \) W/m-K. Furthermore, the uncertainty of \( k_b \) becomes larger (smaller) when offsetting the beam along x-axis (y-axis) direction due to smaller (larger) sensitivity values \( S_{tb} \) as depicted in Figs. 12(a) and 13(a). Also, the relative uncertainties (\( \Delta k/k \)) of these in-plane thermal conductivities are larger than the case of previous experiments on sapphire because quartz has smaller thermal conductivity overall.

Although the uncertainties of the in-plane thermal conductivities of quartz are still dominated by the pump radius, the uncertainties related to the Au transducer layer (\( \Delta k_{Au} \), \( \Delta C_{Au} \), and \( \Delta t_{Au} \)) also play an important role here due to the more pronounced lateral heat spreading in the Au transducer, as compared to the previous experiments on sapphire with its higher thermal conductivity. Further improvement regarding the uncertainty could be realized by shifting to a lower thermal conductivity transducer [20]. Overall, all three measured thermal conductivities for quartz agree quite well with literature values (see Table 2). Also, we emphasize that the extracted \( k_a \) and \( k_b \) (represented in Table 2 by \( k_{zz} \) and \( k_{yy} \), respectively) were determined independently in our
measurements yet are nearly identical (to better than 2%), as required for this crystal structure and orientation in Fig. 10.

5.2.2 Case 2: Arbitrary in-plane alignment

As a final experimental demonstration, we consider the more general case where the in-plane orientation of the crystal principal axes is arbitrary and unknown. In this case the off-diagonal element $k_{xy}$ of the thermal conductivity tensor is now finite, and must be determined. Here we demonstrate this measurement capability using an x-cut quartz sample that has been intentionally rotated such that the principal c-axis direction is now $\psi = 30^\circ$ away from the y-axis direction, as shown in Fig. 14(a). From elementary tensor identities [39] it is known that $k_{xx} = k_b \cos^2 \psi + k_c \sin^2 \psi$, $k_{yy} = k_c \cos^2 \psi + k_b \sin^2 \psi$, and $k_{xy} = (k_b - k_c) \cos \psi \sin \psi$. Note that the z-axis is still parallel to the crystal a-axis in this configuration, so that $k_{zz} = k_a$ and the other two off-diagonal terms, $k_{xz}$ and $k_{yz}$, are still zero. Thus in this alignment there are four unknown parameters of the $k$ tensor: $k_{xx}, k_{yy}, k_{zz}$, and $k_{xy}$. 
Figure 14. (a) Schematic of x-cut quartz when the principal c-axis is rotated $\psi = 30^\circ$ away from the y-axis, representing arbitrary in-plane anisotropy including finite $k_{xy}$. The z-axis and crystal a-axis remain parallel. (b) The sample is rotated counterclockwise further by additional various known angles $\theta$. The two schematics show coordinate systems used for experiment (left: applying $\theta$ to the abc axes) and model fit (right: applying $-\theta$ to the xyz axes). The systems are equivalent because all relative angles are the same. The $\theta$ are varied and known while $\psi$ is fixed and is treated as an unknown parameter when analyzing the experiments.

As already shown above, $k_{zz}$ and $G$ are readily obtained through coincident-spot measurements which are independent of $\psi$, and thus we proceed using the values obtained in the previous experiments of Section 5.2.1. For the three remaining unknowns $k_{xx}$, $k_{yy}$, and $k_{xy}$, in principle it may seem obvious to fit $\phi(f)$ data for $y_0 = 5 \mu m$ beam offset and thus obtain these three parameters simultaneously. However, sensitivity analysis shows this to be impractical here: as shown in Fig. 15(a), $k_{xx}$ and $k_{yy}$ can still be individually determined due to their reasonably large and distinct
sensitivities, but unfortunately in this case the sensitivity for $k_{xy}$ is very small, such that the $k_{xy}$ result from fitting will not be accurate.

Figure 15. (a) Sensitivities of the in-plane thermal conductivity tensor elements at 5 µm beam offset in the y direction, for x-cut quartz as in Fig. 14 with $\psi = 30^\circ$ and $\theta = 0^\circ$. (b) Measured phase lag as a function of frequency at 5 µm beam offset in the y direction for $\theta = -15^\circ$ and $90^\circ$. (Results equivalent to $\theta = 60^\circ$ and $-30^\circ$ are given in Figs. 12(b) and 13(b).)

Instead we introduce an additional measurement principle to extract all three of $k_{xx}$, $k_{yy}$, and $k_{xy}$. Specifically, the sample is rotated counterclockwise about the a-axis (equivalent to the z-axis) by various known angles $\theta$. Thus the total angle between the c-axis and y-axis is $\theta + \psi$, where $\psi$ is treated as unknown for the purposes of this measurement demonstration (See Fig. 14(b), left). For simplicity in the analysis to come, here we consider a new coordinate system $x'y'$ rotated clockwise by an angle $\theta$ with respect to the original coordinate xy as depicted in Fig. 14(b, right). This clockwise xy to $x'y'$ coordinate rotation is equivalent to the counterclockwise sample rotation as
done in the experiments. Then for each new orientation $k_{x'x'}$ and $k_{y'y'}$ are measured, and finally the resulting $k_{x'x'}(\theta)$ and $k_{y'y'}(\theta)$ data will be used to determine the full in-plane thermal conductivity tensor for the reference configuration ($\theta = 0$), as detailed next.

Representative measured phase lag data for 5 µm beam offset in the $y$-axis direction for two different rotation angles of $\theta = -15^\circ$ and $90^\circ$ are shown in Fig. 15(b). Also, note that the phase lag data at $y_o = 5$ µm for the rotation angles of $\theta = 60^\circ$ and $-30^\circ$ are equivalent to the results already shown in Figs. 12(b) and 13(b), respectively, since for example with $\theta = 60^\circ$ and $\psi = 30^\circ$, from Fig. 14(b) we see the $y$-axis becomes aligned with the $b$-axis, corresponding to the configuration already measured in Fig. 12(b). In this way, we obtain $\phi(f)$ data for all $\theta$ from $-30^\circ$ to $105^\circ$ in $15^\circ$ steps, always holding $y_o$ constant at 5 µm. For each of these $\theta$, we fit the corresponding $\phi(f)$ dataset with the three parameters, $k_{x'x'}$, $k_{y'y'}$ and $k_{x'y'}$. The resulting $k_{x'x'}(\theta)$ and $k_{y'y'}(\theta - 90^\circ)$ are shown in Fig. 16, while the $k_{x'y'}(\theta)$ fit results are discarded due to their small sensitivity values (recall Fig. 15(a)). Note that the error bars of the $k_{y'y'}$ measurements are smaller than those of the $k_{x'x'}$ measurements, since the beam offset is in the $y$-axis direction.
Figure 16. Measured thermal conductivities (points) for various in-plane sample rotations $\theta$, for x-cut quartz with $\psi = 30^\circ$ in the configuration depicted in Fig. 14. Red and purple points are the measurements of $k_{x'x'}(\theta)$ and $k_{y'y'}(\theta - 90^\circ)$, respectively. The solid black line is a fit of $k_{x'x'}(\theta)$ according to Eqs. (8) to all 20 points. The dashed blue line represents the expected $k_{x'x'}(\theta)$ based on the principal $k$ values from Ref. [33] and applying a $\psi = 30^\circ$ rotation.

The in-plane thermal conductivity tensor in this $x'y'$ coordinate system, $k_{\text{in-plane}}'' = \begin{bmatrix} k_{x'x'} & k_{x'y'} \\ k_{y'x'} & k_{y'y'} \end{bmatrix}$, is related to that in the original coordinate system, $k_{\text{in-plane}} = \begin{bmatrix} k_{xx} & k_{xy} \\ k_{yx} & k_{yy} \end{bmatrix}$, by a well-known tensor identity $k'_{\text{in-plane}} = T^{-1} k_{\text{in-plane}} T$, where $T = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix}$ is the rotation matrix [39]. In other words, one can calculate $k_{x'x'}$ as a function of rotation angle as

$$k_{x'x'} = k_{xx} \cos^2(\theta) + k_{yy} \sin^2(\theta) - 2k_{xy} \cos(\theta) \sin(\theta),$$  \hspace{1cm} (8a) 

and similarly,
\[ k_{yy'} = k_{yy} \cos^2(\theta) + k_{xx} \sin^2(\theta) + 2k_{xy} \cos(\theta) \sin(\theta), \quad \text{(8b)} \]

where it is helpful to recognize that

\[ k_{yy'}(\theta \pm 90^\circ) = k_{xx'}(\theta) \quad \text{(8c)} \]

Therefore, \( k_{xx}, k_{yy} \) and \( k_{xy} \) of quartz in the original orientation considered in Fig. 14 (\( \psi = 30^\circ, \theta = 0^\circ \)) are obtained by using Eqs. (8) to fit the \( \theta \)-dependent \( k_{xx'}(\theta) \) and \( k_{yy'}(\theta) \) shown by the points in Fig. 16, and the best fit is the “peanut-shaped” curve also shown in Fig. 16. The corresponding fit values of \( k_{xx}, k_{yy}, \) and \( k_{xy} \) are given in Table 2. Subsequently, the angle between the \( c \)- and \( y \)-axis can be determined from these measured in-plane thermal conductivity elements via

\[ \psi = 1 - \frac{1}{2} \tan^{-1}(2k_{xy} / (k_{xx} - k_{yy})), \text{ giving } \psi_{\text{fit}} = 38.5 \pm 5.5^\circ, \text{ which is close to the expected value of } \psi_{\text{exact}} = 30^\circ. \]

The difference might be due to some errors of the rotation angles introduced by the rotation stage and an imperfect initial sample alignment along the principal axes.
5.3 A numerical experiment demonstrating the potential to fit all three in-plane tensor elements from a single sample orientation

As noted above in the discussion of Fig. 15(a), for the case of x-cut quartz it was infeasible to determine all three of $k_{xx}$, $k_{yy}$, and $k_{xy}$ from a single sample orientation, because the sensitivity to $k_{xy}$ was too low. However, for a material with higher in-plane thermal conductivity anisotropy such a measurement becomes possible. To demonstrate this, here we present a case study using a fictitious sample material. The material is oriented like in Fig. 14 with $k_{c} = 5$ W/m-K, $k_{b} = 50$ W/m-K, and $k_{a} = 50$ W/m-K. As such, the in-plane anisotropy ratio, $k_{b}/k_{c}$, is high with a value of 10. Taking into account the $\psi = 30^\circ$ rotation, in the xyz coordinate system the thermal conductivity tensor is

$$
\mathbf{k} = \begin{bmatrix}
38.8 & 19.5 & 0 \\
19.5 & 16.3 & 0 \\
0 & 0 & 50
\end{bmatrix} \text{ W/m-K}
$$

(9)

Now following the same procedure as the experiments on quartz shown in Section 5.2.2, we assume that $G$ and $k_{zz}$ ($= k_{c}$) are known from a separate measurement with aligned pump and probe spots. We assume $C_{\text{sample}} = 2.0$ MJ/m$^3$K and $G = 40$ MW/m$^2$-K, and all other experimental input parameters with their uncertainties are taken from Table 1. Thus the unknown parameters of interest are the in-plane thermal conductivity elements, $k_{xx}$, $k_{yy}$, and $k_{xy}$. These three in-plane thermal conductivity elements can now be accurately and simultaneously determined by simply using a single $\phi(f)$ dataset at $y_o = 5 \mu$m, since they have quite high and distinct sensitivity values as shown in Fig. 17(a).
Figure 17. (a) Sensitivities of $\phi(f)$ to the in-plane thermal conductivity tensor elements for the fictitious material described in Eq. (9) in the configuration of Fig. 14, with 5 µm beam offset in the y direction. (b) Simulated experimental phase lag data including noise (points), along with the best fit curve (line) for this fictitious material. The results obtained by varying $k_{xx}$, $k_{yy}$, and $k_{xy}$ by ±20% are also plotted.

We will demonstrate how these three unknown parameters can be determined by simulating experiments, as follows. First, the analytical phase lag results corresponding to 40 frequencies spread over the range from $10^3$ to $10^6$ Hz at $y_0 = 5$ µm are calculated using the exact k tensor given in Eq. (9). Then, experimental noise is simulated by adding random $\phi$ uncertainty ranging from -3% to +3% (uniformly distributed) to each data point. As such, the final simulated data is obtained and depicted by the points in Fig. 17(b). Next, the three in-plane thermal conductivity elements are determined by a simultaneous three-parameter fit of the analytical model to the simulated experimental data, as shown by the line in Fig. 17(b). The resulting fit $k_{xx}$, $k_{yy}$, and $k_{xy}$ of the fictitious material in this orientation are respectively $39.0 \pm 2.0$, $15.1 \pm 1.2$, and $18.3 \pm 1.1$ W/m-K, which are in good agreement (errors are less than 8%) with the exact values from Eq. (9).
with all multiparameter fits in this paper, the fit parameter values were confirmed to converge uniquely regardless of the initial guesses. Based on these fitted results, the angle between the c- and y-axis is calculated as $\psi_{\text{fit}} = 28.4^\circ \pm 2.3^\circ$, which is quite close to the exact value used, $\psi_{\text{exact}} = 30^\circ$. Therefore, for highly anisotropic materials like this fictitious material, these numerical experiments demonstrate how the arbitrary in-plane thermal conductivity elements and principal in-plane directions can be determined by performing only a single beam-offset experiment. Such measurements are simpler since sample rotation is not required, in contrast to the example of the quartz experiments shown in Fig. 16. Either approach relies on having one additional measurement as well, with beams co-aligned, to obtain $G$ and $k_{zz}$.

6. Summary

We extend beam-offset FDTR from its previous application for transversely isotropic materials [16, 17, 23] to the more general case of transversely anisotropic materials, that is, materials lacking in-plane symmetry. The thermal conductivity tensor elements of three different materials spanning a wide range of thermal conductivity values (from ~ 6 to 2000 W/m-K) and degrees of anisotropy (from ~ 1 to 300) have been measured. To demonstrate its applicability for materials with arbitrary in-plane anisotropy, the new technique was used to measure the full in-plane thermal conductivity tensor of a transversely anisotropic material, x-cut quartz ($<110>$ α-SiO$_2$), by combining a series of measurements in different directions. Extensive sensitivity analysis was used to determine the appropriate range of heating frequencies and beam offsets for all measurements. In addition, we performed a purely computational case study to show that the arbitrary in-plane thermal conductivity tensor of a fictitious material with a high in-plane anisotropy ratio can in principle be obtained from only a single sample orientation, rather than multiple sample orientations as was
required for the x-cut quartz. While allowing for anisotropy, all measurements demonstrated excellent self-consistency in correctly identifying isotropic directions when present, with errors between 2% - 4% for quartz, HOPG, and sapphire. The measurements also showed reasonable agreement with literature values for the thermal conductivity tensor elements. These results demonstrate the feasibility of the extended BO-FDTR technique presented in this work, which can facilitate anisotropic thermal conductivity measurements for a broader class of materials with arbitrary in-plane anisotropy.
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