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Abstract

We extend categorical semantics of monadic programming to reversible computing, by considering monoidal closed dagger categories: the dagger gives reversibility, whereas closure gives higher-order expressivity. We demonstrate that Frobenius monads model the appropriate notion of coherence between the dagger and closure by reinforcing Cayley’s theorem; by proving that effectful computations (Kleisli morphisms) are reversible precisely when the monad is Frobenius; by characterizing the largest reversible subcategory of Eilenberg–Moore algebras; and by identifying the latter algebras as measurements in our leading example of quantum computing. Strong Frobenius monads are characterized internally by Frobenius monoids.
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1 Introduction

The categorical concept of a \textit{monad} has been tremendously useful in programming, as it extends purely functional programs with nonfunctional effects. For example, using monads one can extend a functional programming language with nondeterminism, probabilism, stateful computing, error handling, read-only environments, and input and output [51]. Haskell incorporates monads in its core language. On the theoretical side, there are satisfyingly clean categorical semantics. Simply typed \(\lambda\)-calculus, that may be regarded as an idealized functional programming language,
takes semantics in Cartesian closed categories [31]. The functional programming concept of a monad is modeled by the categorical concept of a monad [36].

In classical computation it is not always possible to reconstruct the input to an algorithm from its output. However, by using auxiliary bits, any classical computation can be turned into a reversible one [48]. Such a computation uses invertible primitive gates, and composition preserves invertibility. As discarding information requires work, reversible computations could in principle be implemented at higher speeds. The only operation costing power is the final discarding of auxiliary bits.

This is brought to a head in quantum computing, where any deterministic evolution of quantum bits is invertible, unlike the eventual measurement that converts quantum information to classical information. Another novelty in quantum computing is that it is impossible to copy or delete quantum information. This leads to a linear type theory of resources rather than a classical one [47]: quantum computing takes semantics in monoidal categories, rather than Cartesian ones [2].

Led by quantum computing, this article extends the categorical semantics of monadic programming to reversible computing. To allow for a linear type theory we consider monoidal closed categories. To allow for reversible computations, we consider dagger categories; in general these correspond to bidirectional computations rather than invertible ones, which in the quantum case comes down to the same thing. To allow for monadic effects, we introduce Frobenius monads. In the presence of a dagger, any monad gives rise to a comonad; a Frobenius monad is one that interacts with its comonad counterpart via the following Frobenius law:

\[
\begin{align*}
\bullet \\
\text{Section 3 justifies the Frobenius law as a necessary (and sufficient) consequence of coherence between the dagger and closure. In a reversible setting, it is natural to consider involutive monoids. In a monoidal closed category, any monoid embeds into a canonical one by Cayley’s theorem. We prove that this embedding preserves the involution induced by the dagger if and only if the monoid satisfies the Frobenius law. This derivation from first principles is a noncommutative generalization of [41, Theorem 4.3] with a new proof.}
\end{align*}
\]

\[\text{Section 4 characterizes Frobenius monads internally. Monads are an external notion. A good example is the writer monad, that allows programs to keep auxiliary}\]

\[\text{We often need to reason simultaneously about morphisms in a monoidal category and endofunctors on it. Unfortunately there is no sound and complete graphical proof calculus that would handle this yet. Therefore we cannot use the graphical calculus exclusively and also have to use traditional commutative diagrams.}\]
output alongside the computation. These values accumulate according to some monoid. Any monoid gives rise to a strong monad, and Frobenius monoids give rise to strong Frobenius monads. In general this is merely an adjunction and not an equivalence, but we work out that the converse holds in the Frobenius setting. This is a noncommutative generalization of [41, Corollary 4.5]. It also generalizes the classic Eilenberg–Watts theorem from homological algebra to categories that are not necessarily abelian. As Frobenius monoids satisfy the very same law (1) as Frobenius monads, only interpreted in a category rather than by endofunctors on it, this also exhibits that reversible settings are closed under categorification.

- We show that the extension of reversible pure computations with effects modeled by a monad results in reversible effectful computations if and only if the monad is a Frobenius monad. More precisely, Section 5 shows that a monad on a dagger category is a Frobenius monad if and only if the dagger extends to the category of Kleisli algebras. This reinforces that Frobenius monads model the right notion of effects for reversible computing. Section 6 identifies the largest subcategory of all algebras with this property, which we call Frobenius–Eilenberg–Moore algebras. Section 7 exemplifies them in the quantum setting by arguing that they correspond precisely to measurements via effect handlers [42].

Frobenius monads have been studied before [46,32], and monads have been used as semantics for quantum computing before [15,4,3], but not in a dagger setting, except for [41] that deals with the commutative case abstractly. Conversely, reversible programming has been modeled in dagger categories [6], but not using monads. Daggers and monads were combined before in coalgebra [20,24], quantum programming languages programming languages [14,45], and matrix algebra [11]. The current work differs by systematically starting from first principles. We intend to fit probabilistic programming in our setup in future work.

## 2 Dagger categories

Let us model types as objects $A, B, C, \ldots$ in a category, and computations as morphisms $f, g, h, \ldots$. To model composite types, we consider monoidal categories, where one can not only compose computations in sequence $A \xrightarrow{f} B \xrightarrow{g} C$, but also in parallel $A \otimes B \xrightarrow{f \otimes g} C \otimes D$. This much is standard [5]. To model reversible computations, we need an operation turning a computation $A \xrightarrow{f} B$ into a computation $B \rightarrow A$, such that reversing twice doesn’t do anything.

**Definition 2.1** A dagger is a functor $\dagger : C^{\text{op}} \rightarrow C$ satisfying $A^\dagger = A$ on objects and $f^{\dagger \dagger} = f$ on morphisms. A dagger category is a category equipped with a dagger.

Dagger categories can behave quite different from ordinary (non-dagger) ones, see e.g. [49, 9.7]. They are especially useful as semantics for quantum computing [19]. Note that reversible computing does not mean computations are invertible. An invertible morphism $f$ in a dagger category is unitary when $f^\dagger = f^{-1}$. Similarly, an endomorphism $f$ is self-adjoint when $f = f^\dagger$. As a rule, any structure in sight should cooperate with the dagger.
Definition 2.2 A monoidal category is called a monoidal dagger category when \((f \otimes g)^\dagger = f^\dagger \otimes g^\dagger\), and all coherence isomorphisms \(A \otimes (B \otimes C) \xrightarrow{\Delta} (A \otimes B) \otimes C\), \(I \otimes A \xrightarrow{\rho_A} A\), and \(A \otimes I \xrightarrow{\lambda_A} A\), are unitary. In a symmetric monoidal dagger category additionally the swap maps \(A \otimes B \xrightarrow{\sigma} B \otimes A\) are unitary.

We will mainly consider the following two examples.

Example 2.3 The symmetric monoidal dagger category \(\text{Rel}\) has sets as objects. Morphisms \(A \to B\) are relations \(R \subseteq A \times B\), with composition \(S \circ R = \{(a, c) \mid \exists b: (a, b) \in R, (b, c) \in S\}\). The dagger is given by \(R^\dagger = \{(b, a) \mid (a, b) \in R\}\), and the monoidal structure is given by Cartesian products. We may think of \(\text{Rel}\) as modeling nondeterministic computation [22].

Example 2.4 The symmetric monoidal dagger category \(\text{FHilb}\) has finite-dimensional complex Hilbert spaces as objects and linear maps as morphisms. The dagger is given by adjoints: \(f^\dagger\) is the unique linear function satisfying \(\langle f(x) \mid y \rangle = \langle x \mid f^\dagger(y) \rangle\); in terms of matrices it is the conjugate transpose. The monoidal structure is given by tensor products of Hilbert spaces. This models quantum computation [2].

There are many other examples. Reversible probabilistic computation is modelled by the category of doubly stochastic maps [7, 2.3.5]; this generalizes to labelled Markov chains [38]. Universal constructions can generate examples with specific properties [40]. Finally, one can formally add daggers to a category in a free or cofree way [16, 3.1.17 and 3.1.19]. We will be interested in the following way to turn a monoidal dagger category into a new one of endofunctors on the old one. It could be regarded as modeling second-order computation, because the computations in the new category may refer to computations in the old one (but not to themselves).

Example 2.5 A functor \(C \xrightarrow{F} D\) between dagger categories is a dagger functor when \(F(f^\dagger) = F(f)^\dagger\) on morphisms. Let \(C\) be a monoidal dagger category. If \(F(A) \xrightarrow{\beta} G(A)\) is a natural transformation between dagger functors \(C \xrightarrow{F,G} C\), then so is \(G(A) \xrightarrow{\beta^\dagger} F(A)\). Thus the category \([C, C]^\dagger\) of dagger functors \(C \to C\) is again a monoidal dagger category by \(G \otimes F = G \circ F\).

Monoidal dagger categories have a sound and complete graphical calculus, that we briefly recall; for more details, see [44]. A morphism \(A \xrightarrow{f} B\) is represented as \(\triangleleft\), and composition, the tensor product, and the dagger, become:

\[
\begin{align*}
g \circ f & = \begin{array}{c}
g \\
A \\
\hline
\end{array} \begin{array}{c}
f \\
B \\
\hline
\end{array} \\
A
\end{align*}
\]

\[
\begin{align*}
f \otimes g & = \begin{array}{c}
f \\
A \\
\hline
\end{array} \begin{array}{c}
g \\
C \\
\hline
\end{array} \\
A \otimes C
\end{align*}
\]

\[
\begin{align*}
f^\dagger & = \begin{array}{c}
f \\
B \\
\hline
\end{array} \\
B
\end{align*}
\]

Notice that the output wire \(B \otimes D\) of a morphism \(A \xrightarrow{f} B \otimes D\) becomes a pair.
of wires labelled $B$ and $D$ coming out of the box labelled $f$. Also, the dagger reflects in the horizontal axis, which is why we draw the boxes asymmetrically. Distinguished morphisms are often depicted with special diagrams instead of generic boxes as above. For example, the identity $A \to A$ is just the line $I$; the (identity on) the monoidal unit object $I$ is drawn as the empty picture, and the swap map of symmetric monoidal categories becomes $\otimes$. Soundness and completeness means that any equality between morphisms one can prove algebraically using the axioms of monoidal dagger categories can equivalently and rigorously be proven graphically by isotopies of the graphical diagram.

To model higher order computation, we need function types. This is usually done by requiring closed monoidal categories, where the functors $\otimes B$ have right adjoints $B \to -$. That is, there is a natural bijective correspondence between morphisms $B \otimes A \to C$ and their curried version $A \xrightarrow{\Lambda(f)} (B \to C)$. In the reversible setting of monoidal dagger categories, this closure operation should cooperate with the dagger: since $B \to C$ is the type of computations $B \xrightarrow{f} C$, and those computations can be reversed to $C \xrightarrow{f^\dagger} B$, there should be an operation $(B \to C) \to (C \to B)$ modelling this internally (we will see this in more detail in Section 3). Therefore we demand that $B \to -$ are dagger functors. It follows that they are not just right adjoint to $\otimes B$, but also left adjoint. Now it is a small step to so-called compact dagger categories [33,27], which we make here for the sake of simplicity.

**Definition 2.6** A compact dagger category is a symmetric monoidal dagger category in which every object $A$ has a chosen dual object $A^*$ and a morphism $I \xrightarrow{1} A^* \otimes A$, drawn as $\cup$, satisfying $((u^\dagger \circ \sigma) \otimes \text{id}) \circ (\text{id} \otimes u) = \text{id}$ and its dual:

\[
\begin{align*}
A & \rightarrowtail A^* \\
A^* & \leftarrow A
\end{align*}
\]

Compact dagger categories are automatically closed monoidal, with $(B \to C) = B^* \otimes C$. Think of dual objects $B^*$ as input types, and primal objects $C$ as output types. By convention we choose $A^{**} = A$ and $(A \otimes B)^* = B^* \otimes A^*$.

Our previous examples in fact already satisfy this closure property of higher order computation: Rel and FHilb are compact dagger categories as follows. In Rel we can take $A^* = A$ and $u = \{(\ast, (a,a)) \mid a \in A\}$ for $I = \{\ast\}$. In FHilb we can take $H^*$ to be the dual Hilbert space of $H$; if $H$ has an orthonormal basis $\{e_1, \ldots, e_n\}$, then $H^*$ has an orthonormal basis $\{e_1^*, \ldots, e_n^*\}$, and we can take $u(1) = \sum_{i=1}^n e_i^* \otimes e_i$.

There is also a free compact dagger category on a given (dagger) category $C$ [1].

Let us conclude this preparatory section by contrasting reversible computing and invertible computing. A groupoid is a category where any morphism is invertible; it is always a dagger category with $f^\dagger = f^{-1}$. Any symmetric monoidal closed groupoid $G$ is a so-called compact category with $A^* = (A \to I)$, as follows. Closure gives isomorphisms $(A \to B) \otimes A \xrightarrow{ev} B$ for all objects $A$ and $B$; in particular,
I ≃ A* ⊗ A. The morphisms Λ(ev) are isomorphisms A ≃ A***, making G into a so-called *-autonomous category [5]. Because G is symmetric monoidal, there are isomorphisms A* ⊗ B* ≃ (A ⊗ B)*, making G a compact category. However, this is not a compact dagger category unless all swap maps σ are identities.

3 Frobenius monoids

This section considers monoids in monoidal dagger categories. We will see that, in the higher order setting of closed monoidal categories, our rule of thumb that everything should cooperate with the dagger means considering Frobenius monoids.

**Definition 3.1** A *monoid* in a monoidal category is an object A with morphisms \( ρ_A : A ⊗ A → A \) and \( δ : I → A \), satisfying:

\[
\begin{align*}
A ⊗ A & \overset{\rho_A}{\longrightarrow} A \\
I & \overset{δ}{\longrightarrow} A
\end{align*}
\]

It is *commutative* when \( ρ_A = \rho_A ◦ σ \). A *Frobenius monoid* is a monoid in a monoidal dagger category satisfying (1). It is *special* when \( ρ_A ◦ (ρ_A)^\dagger = id_A \).

A *comonoid* in C is a monoid in \( C^{op} \). The Frobenius law (1) makes sense for pairs of a monoid and comonoid on the same object, and most of Section 4 holds in that generality. Each side of the Frobenius law (1) equals \( (ρ_A)^\dagger ◦ ρ_A \); one of these equations is equivalent to (1). It is mostly motivated by observing that Frobenius monoids in specific categories are appropriate well-known mathematical structures.

**Example 3.2** Frobenius monoids in \( FHilb \) correspond to finite-dimensional \( C^*-algebras \) [50, Theorem 4.6]. These play a major role in quantum computing [28], but also as semantics for labelled Markov processes with bisimulations [35,43,30,37] and as operational semantics of probabilistic languages [12,13]. Commutative Frobenius monoids in \( FHilb \) therefore correspond to orthonormal bases when special [9].

**Example 3.3** Frobenius monoids in \( Rel \) correspond to (small) *groupoids* [18,39], which are important to invertible computing.

**Example 3.4** In a compact dagger category, \( A^* ⊗ A \) is a Frobenius monoid with \( δ = u \), and \( ρ_A \) being the *pair of pants*:

\[
\begin{align*}
A^* & \overset{\delta}{\longrightarrow} A \\
A & \overset{\rho_A}{\longrightarrow} A \\
A & \overset{\rho_A}{\longrightarrow} A^*
\end{align*}
\]

This is precisely the monoid \( A → A \) of computations \( A → A \) under composition.

Pair of pants are universal, as the following generalization of Cayley’s theorem shows. A *monoid homomorphism* f satisfies \( δ = f ◦ δ \) and \( f ◦ ρ_A = ρ_A ◦ (f ⊗ f) \).
Lemma 3.5 Any monoid \((A, \cdot, \cdot)\) in a compact category allows a monic monoid homomorphism \(R\) into \(A^* \otimes A\).

**Proof.** The following is a monoid homomorphism by (1):

\[
\begin{array}{c}
A^* \\
R \\
A \\
\end{array} \to \begin{array}{c}
A^* \\
A \\
\end{array}
\]

It is monic because it has a left inverse \(((\cdot)^\dagger \otimes \text{id}) \circ R\). \(\Box\)

We will prove that the Cayley embedding of the previous lemma respects daggers precisely when the monoid is a Frobenius monoid. To make precise what it means to respect daggers, we need to internalize the operation \(f \mapsto f^\dagger\) from \(A \to A\) to the monoid \(A \to A\). But the former might not be a well-defined morphism; for example, in \(\text{FHilb}\), taking conjugate transpose matrices is anti-linear, not linear, and hence a morphism \((A \to A) \to (A \to A)^*\) rather than an endomorphism. In a compact category, this is modeled by

\[
\begin{array}{c}
B^* \\
\phi \\
A^* \\
\end{array} := \begin{array}{c}
B^* \\
\phi \\
A^* \\
\end{array}
\]

for \(A \xrightarrow{f} B\). The operation \(f \mapsto f^\dagger\) additionally is contravariant: \((g \circ f)^\dagger = f^\dagger \circ g^\dagger\). So for it to be a monoid homomorphism the codomain has to have opposite multiplication as the domain.

Lemma 3.6 If \((A, \cdot, \cdot, \cdot)\) is a monoid in a compact category, then so is \((A^*, \cdot, \cdot, \cdot, \cdot)\), called the opposite monoid.

**Proof.** The functor \(f \mapsto f_*\) is (strong) monoidal. \(\Box\)

Definition 3.7 A monoid \((A, \cdot, \cdot, \cdot)\) in a compact dagger category is an involutive monoid when it is equipped with an involution: a monoid homomorphism \(A \xrightarrow{i} A^*\) satisfying \(i_* \circ i = \text{id}\). A homomorphism of involutive monoids is a monoid homomorphism \(A \xrightarrow{i} B\) satisfying \(i \circ f = f_* \circ i\).

Note that there is a canonical choice of involution:

\[
\begin{array}{c}
A^* \\
\phi \\
A \\
\end{array}
\]

For the groupoids of Example 3.3, it is \(g \mapsto g^{-1}\). For the \(C^*\)-algebras of Example 3.2, it is \(a \mapsto a^*\). The following theorem justifies the Frobenius law from first principles, generalizing [41, Theorem 4.3] noncommutatively.
Theorem 3.8 A monoid in a compact dagger category is a Frobenius monoid if and only if (4) makes it involutive and (3) a homomorphism of involutive monoids.

Proof. Write \((A, \phi, \psi)\) for the monoid, and \(i\) for (4). If \(A\) is a Frobenius monoid, it follows from (1) that \(i\) is indeed an involution. Observe that the involution on \(A^* \otimes A\) is the identity because of our convention \((A \otimes B)^* = B^* \otimes A^*\). So (3) preserves involutions when \(R_* \circ i = R\):

Conversely, assuming \(R_* \circ i = R\):

Conversely, assuming \(R_* \circ i = R\):

Hence, by associativity:

But this is equivalent to (1).

4 Frobenius monads

A monad is a functor \(C \xrightarrow{T} C\) with natural transformations \(T(T(A)) \xrightarrow{\mu_A} T(A)\) and \(A \xrightarrow{\eta_A} T(A)\) satisfying certain laws. It is well-known that monads are precisely monoids in categories of functors \(C \rightarrow C\): Definition 3.1 unfolds to the monad laws

\[
\mu_A \circ T(\mu_A) = \mu_A \circ \mu_{T(A)},
\]

\[
\mu_A \circ T(\eta_A) = \text{id}_{T(A)} = \mu_A \circ \eta_{T(A)}.
\]

There is a dual notion of a comonad. Daggers make any monoid (monad) give rise to a comonoid (comonad). Thus the Frobenius law (1) lifts to monads as follows.

Definition 4.1 A Frobenius monad on a dagger category \(C\) is a Frobenius monoid in \([C, C]_1\); explicitly, a monad \((T, \mu, \eta)\) on \(C\) with \(T(f^\dagger) = T(f)^\dagger\) and

\[
T(\mu_A) \circ \mu_T^\dagger = \mu_T(A) \circ T(\mu_A^\dagger).
\]

It is special when \(\mu_A \circ \mu_A^\dagger = \text{id}_{T(A)}\).
Frobenius monads have been studied before by Street [46,32]. His definition does not take daggers into account, and concerns a monad rather than a monad-comonad pair. However, the natural generalization of the above definition to (non-dagger) monad-comonad pairs results in an equivalent notion to the one studied by Street. The primary example of a Frobenius monad is taking tensor products with a Frobenius monad.

**Example 4.2** If \((B, \diamond, \ddagger)\) is a Frobenius monoid in a monoidal dagger category \(C\), then the functor \(\mathbf{C} \to \mathbf{C}\), given by \(A \mapsto A \otimes B\) and \(f \mapsto f \otimes \text{id}\), is a Frobenius monad on \(C\) with:

\[
\eta_A = \begin{array}{c}
A \\
B \\
A
\end{array} \quad \mu_A = \begin{array}{c}
A \\
B \\
B \\
A
\end{array}
\]

**Proof.** The Frobenius monad law simply comes down to the Frobenius monoid law:

\[
T \mu \circ \mu^\dagger = \mu_T \circ T \mu^\dagger
\]

The monad laws become the monoid laws. Taking \(A = I\), we thus see that \(- \otimes B\) is a Frobenius monad if and only if \(B\) is a Frobenius monoid. \(\square\)

This section characterizes Frobenius monads of this form. There are, however, also other Frobenius monads, as in the following example.

**Example 4.3** Consider the monoid \(\text{Rel}(\mathbb{N}, \mathbb{N})\) of all relations \(\mathbb{N} \to \mathbb{N}\) as a single-object category. The following define a Frobenius monad on this category:

\[
T(R) = \{(2m, 2n) \mid (m, n) \in R\} \\
\cup \{(2m + 1, 2n + 1) \mid (m, n) \in R\}
\]

\[
\eta = \{(2n, 2n + 1) \mid n \in \mathbb{N}\}
\]

\[
\mu = \{(4n, 2n) \mid n \in \mathbb{N}\} \cup \{(4n + 3, 2n + 1) \mid n \in \mathbb{N}\}
\]

The functor \(- \otimes B\) comes with a natural transformation \(\alpha_{-, -}, B\), making it a strong functor. This natural transformation respects the monoid structure on \(B\). Before recording some folklore results, we first define what this means for monads.

**Definition 4.4** A functor \(F\) between monoidal categories is **strong** when it is equipped with a natural transformation \(A \otimes F(B) \xrightarrow{\text{st}_{A,B}} F(A \otimes B)\) satisfying \(\text{st} \circ \alpha = F(\alpha) \circ \text{st} \circ (\text{id} \otimes \text{st})\) and \(F(\lambda) \circ \text{st} = \lambda\). A **morphism of strong functors** is a natural transformation \(F \xrightarrow{\beta} G\) satisfying \(\beta \circ \text{st} = \text{st} \circ (\text{id} \otimes \beta)\) A **strong monad** is a monad \((T, \mu, \eta)\) that is a strong functor satisfying \(\text{st} \circ (\text{id} \otimes \mu) = \mu \circ T(\text{st}) \circ \text{st}\) and \(\text{st} \circ (\text{id} \otimes \eta) = \eta\). A **morphism of strong monads** is a natural transformation, which is a morphism of the underlying monads and the underlying strong functors.
Proposition 4.5 Let $C$ be a monoidal category. The operations $B \mapsto - \otimes B$ and $T \mapsto T(I)$ define an adjunction between monoids in $C$ and strong monads on $C$, with $B \mapsto - \otimes B$ being the left adjoint.

**Proof.** See [52]. The unit of the adjunction is $I \otimes B \xrightarrow{\lambda_B} B$. The counit is determined by $A \otimes T(I) \xrightarrow{\rho_T} T(A)$. In the case of symmetric monoidal categories, there is also a notion of commutativity for strong monads [29,23]. Given a strong monad $T$, one can define a natural transformation $T(A) \otimes B \xrightarrow{cst} T(A \otimes B)$ by $\mu_A \otimes B \circ st_{A,B} \circ \sigma_{T(A),B}$, and $dst_{A,B} := \mu_A \otimes B \circ st_{A,B} \circ \sigma_{T(A),B}$, $dst'_{A,B} := \mu_A \otimes B \circ st_{A,B} \circ \sigma_{T(A),B}$. A strong monad is commutative when these coincide. Proposition 4.5 restricts to an adjunction between commutative monoids and commutative monads [52].

**Definition 4.6** A costrong functor $F : C \to D$ between monoidal categories is a functor that is strong when considered as a functor $C^{op} \to D^{op}$. Explicitly, it has a natural transformation $F(A \otimes B) \xrightarrow{cst_{A,B}} A \otimes F(B)$ satisfying $F(\lambda) = \lambda \circ cst_{I,A}$ and $cst_{A,B,C} \circ F(\alpha) = \alpha \circ (id \otimes cst_{B,C}) \circ cst_{A,B \otimes C}$. A morphism of costrong functors is a natural transformation $F \xrightarrow{\beta} G$ satisfying $cst \circ \beta = (id \otimes \beta) \circ cst$. A costrong comonad is a comonad $(T, \delta, \epsilon)$ that is a costrong functor, such that $(id \otimes \epsilon) \circ cst = \epsilon$ and $cst \circ T(cst) \circ \delta = (id \otimes \delta) \circ cst$. A morphism of costrong comonads is a natural transformation, which is a morphism of the underlying comonads and the underlying costrong functors.

**Corollary 4.7** Let $C$ be a monoidal category. The operations $B \mapsto - \otimes B$ and $T \mapsto T(I)$ form an adjunction between comonoids in $C$ and costrong comonads on $C$, but this time $B \mapsto - \otimes B$ is the right adjoint.

In our reversible setting of dagger categories, any strong monad $T$ is automatically a costrong comonad under $cst = st^\dagger$, $\delta = \mu^\dagger$, and $\epsilon = \eta^\dagger$. According to our motto that everything in sight should cooperate with the dagger, the reverse $cst$ of $st$ should in fact be its inverse, leading to the following definition.

**Definition 4.8** A strong Frobenius monad on a monoidal dagger category $C$ is a Frobenius monad $(T, \mu, \eta)$ that is simultaneously a strong monad, such that each $st_A$ is unitary. A morphism of strong Frobenius monads is just a morphism of the underlying strong monads.

The following theorem promotes the adjunction of Proposition 4.5 and Corollary 4.7 into an equivalence in the dagger setting. It generalizes [41, Theorem 4.5] noncommutatively. It also generalizes the classic Eilenberg–Watts theorem, that characterizes certain endofunctors on abelian categories as being of the form $- \otimes B$ for a monoid $B$, to monoidal dagger categories; note that there are monoidal dagger categories that are not abelian, such as $\text{Rel}$ and $\text{Hilb}$ [17, Appendix A].
Theorem 4.9 Let $\mathbf{C}$ be a monoidal dagger category. The operations $B \mapsto - \otimes B$ and $T \mapsto T(I)$ define an equivalence between Frobenius monoids in $\mathbf{C}$ and strong Frobenius monads on $\mathbf{C}$.

Proof. We already saw in Example 4.2 that $B \mapsto - \otimes B$ preserves the Frobenius law. We prove that $T \mapsto T(I)$ preserves the Frobenius law, too, in Lemma A.2 in the Appendix. It remains to prove that they form an equivalence. Clearly the unit of the adjunction, $I \otimes B \xrightarrow{\Delta_B} B$, is a natural isomorphism. To prove that the counit $A \otimes T(I) \xrightarrow{T(\rho)^{\text{lost}}} T(A)$ is also a natural isomorphism, notice that by definition it is a morphism of strong monads. In Lemma A.3 in the Appendix we prove that it is also a morphism of comonads. But homomorphisms of Frobenius monoids must be isomorphisms by Lemma A.1.

The previous theorem restricts to an equivalence between commutative/special Frobenius monoids and commutative/special strong Frobenius monads (see Corollary A.4 in the Appendix).

One might think it too strong to require $st$ to be unitary. The following counterexample shows that Theorem 4.9 would fail if we abandoned that requirement.

Example 4.10 Let’s call a Frobenius monad rather strong when it is simultaneously a strong monad. The operations of Theorem 4.9 do not form an adjunction between Frobenius monoids and rather strong Frobenius monads, because the counit of the adjunction would not be a well-defined morphism. To produce a counterexample where the counit does not preserve comultiplication comes down to finding a rather strong Frobenius monad with $T(\eta_A) \circ \eta_A \neq \mu_A \circ \eta_A$ for some $A$. This is the case when $T$ is $- \otimes B$ for a Frobenius monoid $B$ with $\otimes \neq (\otimes)^{\dagger} \circ \otimes$. Such Frobenius monoids certainly exist: if $G$ is any nontrivial group, regarded as a Frobenius monoid in $\text{Rel}$ via Example 3.3, then $\otimes$ is the relation $\{(\ast, (1, 1))\}$, but $(\otimes)^{\dagger} \circ \otimes = \{((g, (g, g^{-1})) \mid g \in G\}$.

5 Kleisli algebras

One of the standard categorical constructions when given a monad $T$ is to consider the category $\mathbf{C}_T$ of its Kleisli algebras. In monadic programming, this category gives semantics for computations with effects modeled by $T$, whereas the base category $\mathbf{C}$ only gives semantics for pure computations [25]. In this section we show that if $T$ is a Frobenius monad, then $\mathbf{C}_T$ is a dagger category. In fact we also show the converse, under a natural condition about cooperation with daggers. Thus effects modeled by a monad can be added without leaving the setting of reversible computations precisely when the monad is a Frobenius monad.

Definition 5.1 If $\mathbf{C} \xrightarrow{T} \mathbf{C}$ is a monad, its Kleisli category $\mathbf{C}_T$ is defined as follows. Objects are the same as in $\mathbf{C}$. A morphism $A \to B$ in $\mathbf{C}_T$ is a morphism $A \xrightarrow{\eta} T(B)$ in $\mathbf{C}$. Identities are given by $\eta$, and composition of $g$ and $f$ in $\mathbf{C}_T$ is given by $\mu \circ T(g) \circ f$.

There is a forgetful functor $\mathbf{C}_T \to \mathbf{C}$ given by $A \mapsto T(A)$ on objects and $f \mapsto$
μ ∘ T(f) on morphisms. It has a left adjoint C → CT given by \( A \mapsto A \) on objects and \( f \mapsto \eta \circ f \) on morphisms.

We now show that for Frobenius monads the Kleisli construction preserves daggers.

**Lemma 5.2** If \( T \) is a Frobenius monad on a dagger category \( C \), then \( C_T \) carries a dagger that commutes with the canonical functors \( C_T \to C \) and \( C \to C_T \).

**Proof.** A straightforward calculation establishes that

\[
(A \xrightarrow{f} T(B)) \mapsto (B \xrightarrow{\eta} T(B) \xrightarrow{\mu^\dagger} T^2(B) \xrightarrow{T(f)} T(A))
\]

is a dagger on \( C_T \) commuting with the canonical functors \( C \to C_T \) and \( C_T \to C \).

The following theorem proves a converse of the previous lemma, under the natural condition that the “reverse identity morphisms” of the Kleisli category equal their own dagger. This gives another characterization of Frobenius monads, in terms of reversibility of their effectful computations.

**Theorem 5.3** A monad \( T \) on a dagger category \( C \) is a Frobenius monad if and only if \( C_T \) has a dagger such that:

- the functors \( C \to C_T \) and \( C_T \to C \) are dagger functors;
- the morphisms \( \mu_A^\dagger : T(A) \to T^2(A) \) of \( C \) are self-adjoint when regarded as morphisms \( T(A) \to T(A) \) of \( C_T \).

**Proof.** One direction follows from Lemma 5.2 and the observation that with that dagger the morphism \( \mu_A^\dagger : T(A) \to T^2(A) \) is self-adjoint in \( C_T \). For the other direction, we wish to show that the following diagram commutes for arbitrary \( A \).

\[
\begin{array}{ccc}
T^2(A) & \xrightarrow{T(\mu_A^\dagger)} & T^3(A) \\
\downarrow{\mu^\dagger_{T(A)}} & & \downarrow{\mu(T(A))} \\
T^3(A) & \xrightarrow{T(\mu_A)} & T^2(A)
\end{array}
\]

Write \( C \xrightarrow{F} C_T \) and \( C_T \xrightarrow{G} C \) for the canonical functors. Note that if we consider \( \text{id}_{T^2(A)} \) and \( \eta_{T(A)} \circ \mu_A \) as morphisms of \( C_T \), then we have \( G(\text{id}_{T^2(A)}) = \mu(T(A)) \), \( G(\eta_{T(A)} \circ \mu_A) = T(\mu(A)) \), and \( F(\mu_A) = \eta_{T(A)} \circ \mu_A \). As \( G \) is a dagger functor, we have found preimages of all the morphisms in the diagram. More explicitly, we know that

\[
G(\text{id}_{T^2(A)} \circ F(\mu_A^\dagger)) = \mu(T(A)) \circ T(\mu_A^\dagger),
\]

\[
G(F(\mu_A) \circ \text{id}_{T^2(A)}^\dagger) = T(\mu_A) \circ \mu^\dagger_{T(A)}.
\]

Hence it suffices to show \( \text{id}_{T^2(A)} \circ F(\mu_A^\dagger) = F(\mu_A) \circ \text{id}_{T^2(A)}^\dagger \). As the left hand side is the dagger of the right hand side and \( \mu^\dagger \) is self-adjoint in \( C_T \), it suffices to show
that either equals $\mu^{\dagger}$. The following calculation does this for the left-hand side:

\[
id_{T^2(A)} \circ F(\mu_A^{\dagger}) = \mu(T(A)) \circ T(id_{T^2(A)}) \circ \eta_{T^2(A)} \circ \mu_A^{\dagger} = \mu(T(A)) \circ \eta_{T^2(A)} \circ \mu_A^{\dagger} = \mu^{\dagger}_A\]

This completes the proof. $\square$

Kleisli categories of commutative monads on symmetric monoidal categories are again symmetric monoidal [10]. This extends to the reversible setting.

**Theorem 5.4** If $T$ is a commutative strong Frobenius monad on a symmetric monoidal dagger category $C$, then $C_T$ is a symmetric monoidal dagger category.

**Proof.** The monoidal structure on $C_T$ is given by $A \otimes_T B = A \otimes B$ on objects and by $f \otimes_T g = dst \circ (f \otimes g)$ on morphisms. The coherence isomorphisms of $C_T$ are images of those in $C$ under the functor $C \to C_T$. This functor preserves daggers and hence unitaries, making all coherence isomorphisms of $C_T$ unitary. It remains to check that the dagger on $C_T$ satisfies $(f \otimes_T g)^\dagger = f^\dagger \otimes_T g^\dagger$. By Theorem 4.9, $T$ is isomorphic to $- \otimes T(I)$, and it is straightforward to check that this induces an isomorphism between the respective Kleisli categories that preserves daggers and monoidal structure on the nose. Thus it suffices to check that this equation holds on $C_{- \otimes T(I)}$, which can be done with a straightforward graphical argument. $\square$

### 6 Frobenius–Eilenberg–Moore algebras

The other canonical standard categorical construction when given a monad $T$ is to consider the category $C^T$ of its Eilenberg–Moore algebras. In monadic programming, these are understood to expand effectful computations to pure computations [25]. This section identifies the largest full subcategory of $C^T$ that is still reversible.

**Definition 6.1** An *Eilenberg–Moore algebra* $(A, a)$ for a monad $T$ is a morphism $T(A) \xrightarrow{a} A$ satisfying $a \circ T(a) = a \circ \mu$ and $a \circ \eta = id$. A *morphism of Eilenberg–Moore algebras* $(A, a) \to (B, b)$ is a morphism $A \xrightarrow{f} B$ satisfying $b \circ T(f) = f \circ a$. These form a category $C^T$.

We will again need cooperation of such algebras with daggers when present.

**Definition 6.2** Let $T$ be a monad on a dagger category $C$. A *Frobenius–Eilenberg–Moore algebra*, or *FEM-algebra* for short, is an Eilenberg–Moore algebra $(A, a)$ that makes the following diagram commute.

\[
\begin{array}{ccc}
T(A) & \xrightarrow{T(a)^\dagger} & T^2(A) \\
\mu^{\dagger} \downarrow & & \downarrow \mu \\
T^2(A) & \xrightarrow{T(a)} & T(A)
\end{array}
\]
We call this the **Frobenius law** for Eilenberg–Moore algebras.

**Example 6.3** The Kleisli category $C_T$ of any monad $T$ sits inside $C^T$ as the free algebras $(T(A), \mu_A)$. If $T$ is a Frobenius monad on a dagger category $C$, any free algebra is an FEM-algebra.

**Proof.** The Frobenius law for the free algebra is the Frobenius law of the monad.

There are many EM-algebras that are not FEM-algebras; a family of examples can be derived from [41, Theorem 6.4]. Here is a concrete example.

**Example 6.4** Let $A = M_2(\mathbb{C})$ be the Hilbert space of 2-by-2-matrices, with inner product $\langle a, b \rangle = \frac{1}{2} \text{Tr}(a^\dagger \circ b)$. Matrix multiplication gives a map $m : A \otimes A \to A$ making $A$ a Frobenius monoid in $F\text{Hilb}$, so that $T = \neg \otimes A$ is a Frobenius monad. Let $u \in A$ be a unitary matrix, and define $U : A \to A$ by $U(a) = u^\dagger \circ a \circ u$. Now $U^\dagger(a) = u \circ a \circ u^\dagger$ and $U$ is an endomorphism of the monoid $A$, making $h = m \circ (\text{id} \otimes U)$ an EM-algebra. It is an FEM-algebra if and only if $u = u^\dagger$.

**Proof.** The Frobenius law (5) means:

```
U = U
```

This comes down to $U = (U^*)^\dagger$, that is, $u = u^\dagger$. 

The following two results highlight the importance of FEM-algebras to daggers. First, extending from pure computations to FEM–computations is still reversible.

**Proposition 6.5** Let $T$ be a Frobenius monad on a dagger category $C$. The dagger on $C$ induces a dagger on the category of FEM-algebras of $T$.

**Proof.** Let $f : (A, a) \to (B, b)$ be a morphism of FEM-algebras; we have to show that $f^\dagger$ is a morphism $(B, b) \to (A, a)$. It suffices to show that $b \circ T(f) = f \circ a$ implies $a \circ T(f^\dagger) = f^\dagger \circ b$. Consider the following diagram:
Region (i) is the Frobenius law of \((B,b)\); commutativity of (ii) follows from the assumption that \(f\) is a morphism \((A,a) \to (B,b)\) by applying \(T\) and \(\dagger\); (iii) is naturality of \(\mu\); (iv) is the Frobenius law of \((A,a)\); (v) commutes since \(T\) is a comonad; (vi) and (vii) commute by naturality of \(\eta^\dagger\).

Second, FEM–computations are the largest class that stays reversible.

**Theorem 6.6** FEM-algebras form the largest full subcategory of \(C^T\) containing \(C_T\) that carries a dagger commuting with the forgetful functor \(C^T \to C\).

**Proof.** Suppose that an EM-algebra \((A,a)\) is such that for any free algebra \((T(B),\mu_B)\) and any morphism \(f : T(B) \to A\), \(f\) is a morphism of EM-algebras \((T(B),\mu_B) \to (A,a)\) iff \(f^\dagger\) is a morphism \((A,a) \to (T(B),\mu_B)\) of EM-algebras. Now \((A,a)\) being an EM-algebra implies that \(a\) is a morphism \((T(A),\mu_A) \to (A,a)\). Thus by assumption \(a^\dagger\) is a morphism \((A,a) \to (T(A),\mu_A)\), which implies that \((A,a)\) is an FEM-algebra. \(\square\)

## 7 Quantum measurement

This final section exemplifies the relevance of FEM-algebras to quantum computation, by indicating how quantum measurement fits neatly in effectful functional programming as handlers of Frobenius monads [42,26].

**Example 7.1** Let \(B\) be a finite-dimensional Hilbert space. A choice of orthonormal basis makes \(B\) a commutative Frobenius monoid in \(FHilb\) via Example 3.2. Hence \(T = - \otimes B\) is a (commutative strong) Frobenius monad on \(FHilb\) by Theorem 4.9.

Traditionally, effectful computations are modelled as morphisms in the Kleisli category [36,51]. In the above example, those are just morphisms \(A \to A \otimes B\) in \(FHilb\). Quantum measurements are indeed morphisms of this type, but they satisfy more requirements, such as von Neumann’s *projection postulate*: repeating a measurement is equivalent to copying the outcome of the first measurement. These requirements make the dagger of the morphism \(A \to A \otimes B\) precisely an FEM-algebra, see [8, Theorems 1.5 and 1.6].\(^5\) The following proposition summarizes.

**Proposition 7.2** Quantum measurements with outcomes modeled by a commutative strong Frobenius monad on \(FHilb\) correspond precisely to its FEM-algebras. \(\square\)

Consider the exception monad \(T\) that adds exceptions from a set \(E\) to a computation by \(T(A) = A + E\). Intercepting exceptions means executing a computation \(f_e\) for each \(e \in E\), and a computation \(f\) if no exception is raised. Thus a handler for \(T\) specifies an EM-algebra \((A,a)\) and a map \(f : A \to A\) making the triangle left

---

\(^5\) Technically, the monad has to be lifted to a category of so-called completely positive maps, see [8].
below commute.

\[
\begin{array}{c}
\xymatrix{
A 
\ar@{<->}[d]_{\eta_A} \ar[r]^f & A + E \ar[d] \rightarrow (A, a) \\
A \otimes B \ar[r]_{\eta_A} & A \otimes B \rightarrow (A, a)
}
\end{array}
\]

This extends to arbitrary algebraic effects \(T\) \([42]\). In particular, it makes sense for quantum measurement, as in the right diagram above. The Frobenius monad \(- \otimes B\) modeling quantum measurement with outcomes in \(B\) is similar to ‘raising exceptions \(B\)’, the vertical arrows are Kleisli morphisms, and the lower right handling construct is an FEM-algebra \(A \otimes B \Rightarrow A\) that ‘handles exceptions \(B\)’; it involves the unique dashed arrow, that is induced by the free property of the Kleisli algebra \(A \otimes B\), and is a morphism of FEM-algebras by Example 6.3. Intuitively, Kleisli morphisms \(A \rightarrow T(B)\) are constructors that ‘build’ an effectful computation, whereas FEM algebras \(T(B) \rightarrow B\) are destructors that ‘handle’ the effects.

Thus in general, effectful reversible computation takes place in the category of FEM-algebras of a Frobenius monad, rather than its subcategory of Kleisli algebras. See also [21] for a similar reasoning in different language.

8 Conclusion

We have proposed Frobenius monads as the appropriate notion to model computational effects in the reversible setting of dagger categories. We have justified their definition from first principles, characterized them internally, shown that their Kleisli categories are again reversible, and identified the largest reversible subcategory of their Eilenberg–Moore categories. As an example we phrased quantum measurement in the category of such Frobenius–Eilenberg–Moore algebras.

More examples should be studied. Specifically, noncommutative Frobenius monoids on \(\text{FHilb}\) might induce monads modelling partial quantum measurement. Also, the relationship between nondeterministic computation in \(\text{Rel}\) and groupoids should be explored. Finally, we leave probabilistic computation to future work.
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A Proofs

This appendix verifies steps used in proofs in Section 4.

Lemma A.1 A monoid homomorphism between Frobenius monoids in a monoidal dagger category, that is also a comonoid homomorphism, is an isomorphism.

Proof. Construct an inverse to \( A \xrightarrow{f} B \) as follows:

The composite with \( f \) gives the identity in one direction:

The third equality uses the Frobenius law (1) and unitality. The other composite is the identity by a similar argument.

Lemma A.2 The functor \( T \mapsto T(I) \) preserves the Frobenius law.

Proof. Consider the diagram in Fig. A.1. Region (i) commutes because \( T \) is a Frobenius monad, (ii) because \( \mu^\dagger \) is natural, (iii) because \( \rho^{-1} \) is natural, (iv) because \( \text{st}^\dagger \) is natural, (v) is a consequence of \( T \) being a strong monad, (vi) commutes as \( \rho \) is natural, (vii) and (viii) because \( \text{st} \) is natural, (ix) commutes trivially and (x) because \( \text{st} \) is natural. Regions (ii)'-(x)' commute for dual reasons. Hence the outer diagram commutes, and \( T \mapsto T(I) \) preserves the Frobenius law.

Lemma A.3 If \( T \) is a strong Frobenius monad, the counit of the adjunction of Proposition 4.5 is a morphism of comonads.

Proof. First we show that the counit of the adjunction preserves counits of the comonads. It suffices to see that
commutes. But the rectangle commutes because \( \eta^\dagger \) is natural, and the triangle commutes because \( T \) is a strong monad and \( st \) is an isomorphism.

To see that the counit of the adjunction preserves the comultiplication, consider the following diagram:

![Diagram](attachment:image.png)

Commutativity of region (i) is a consequence of \( T \) being a strong monad, and \( st \) being an iso, (ii) commutes by definition, (iii) commutes as \( st \) is natural, (iv) because \( T \) is a strong functor, (v) by coherence and finally (vi) by naturality of \( \mu^\dagger \).

Hence the outer diagram commutes, and the counit of the adjunction preserves the comultiplication.

**Corollary A.4** The equivalence of Theorem 4.9 restricts to an equivalence between special Frobenius monoids and special strong Frobenius monads.

**Proof.** The commutative case follows from [52]. If the Frobenius monoid is special, so is the monad, by trivial graphical manipulation of Example 4.2. Conversely, if the Frobenius monad \( T \) is special, the following diagram commutes:

![Diagram](attachment:image.png)

and so \( T(I) \) is special.

\[ \square \]
Fig. A.1. Diagram proving that $T \mapsto T(I)$ preserves the Frobenius law.