EXISTENCE AND UNIQUENESS FOR MCKEAN-VLASOV EQUATIONS WITH SINGULAR INTERACTIONS
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Abstract. We investigate the well-posedness of the following McKean-Vlasov equation in $\mathbb{R}^d$:
\[ dX_t = \sigma(t, X_t, \mu_{X_t})dW_t + b(t, X_t, \mu_{X_t})dt, \]
where $\mu_{X_t}$ is the law of $X_t$. The existence of solutions is demonstrated when $\sigma$ satisfies certain non-degeneracy and continuity assumptions, and when $b$ meets some integrability conditions, and continuity requirements in the (generalized) total variation distance. Furthermore, uniqueness is established under additional continuity assumptions of a Lipschitz type.
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1. Introduction

1.1. Motivations and Main results. Let $\{W^i\}_{i \in \mathbb{N}}$ be a collection of independent standard $d_1$-dimensional Wiener processes. Set $\Sigma : [0, 1] \times \mathbb{R}^d \to \mathbb{R}^{d \times d_1}$, $B : [0, 1] \times \mathbb{R}^d \to \mathbb{R}^d$. Consider the large systems of $N$ particles given by the coupled stochastic differential equations (SDEs)
\[ dX_{t,i}^{i,N} = \frac{1}{N-1} \sum_{j \neq i} \Sigma \left( t, X_{t,i}^{i,N} - X_{t,j}^{j,N} \right) dW_t^i + \frac{1}{N-1} \sum_{j \neq i} B \left( t, X_{t,i}^{i,N} - X_{t,j}^{j,N} \right) dt, \]
\[ X_{0,i}^{i,N} = x_{0,i}^{i,N} \quad (i = 1, 2, \cdots, N). \]
The propagation of chaos phenomenon means that as $N$ goes to infinity, the limit of the empirical distribution $\frac{1}{N} \sum_{i=1}^N \delta_{X_{t,i}^{i,N}}$ is coincide with the marginal distribution of solution to the following McKean-Vlasov equation (MVE for short):
\[ dX_t = \sigma(t, X_t, \mu_{X_t})dW_t + b(t, X_t, \mu_{X_t})dt, \quad \mu_{X_0} = \pi, \quad (\text{MVE}) \]
where $W$ is a $d_1$-dimensional Brownian motion, $\mu_{X_t}$ is the law of $X_t$, and the maps
\[ \sigma : [0, 1] \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^{d \times d_1} \quad \text{and} \quad b : [0, 1] \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^d \]
are given by
\[ \sigma(t, x, m) = \int_{\mathbb{R}^d} \Sigma(t, x - y)m(dy) \quad \text{and} \quad b(t, x, m) = \int_{\mathbb{R}^d} B(t, x - y)m(dy), \quad (1.1) \]
respectively (cf. [Szn91]).

In this paper, we conduct separate investigations into the existence and uniqueness issues concerning weak solutions to equations with a general form as described in (MVE), where the ...
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coefficients are not limited to the specific structure given by (1.1). The formal definition of weak solutions is as follows

**Definition 1.1 (weak solutions).** Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,1]}, \mathbb{P})\) be a filtered probability space satisfying common conditions and \((X, W)\) be a pair of adapted processes on it. We call \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,1]}, \mathbb{P}; X, W)\) is weak solution to (MV) if

(i) \(\mathbb{P} \circ X^{-1} = \pi\) and \(W\) is a \(d_1\)-dimensional Brownian motion.

(ii) For any \(t \in [0,1]\), it holds that

\[
X_t = X_0 + \int_0^t \sigma(s, X_s, \mu_{X_s})dW_s + \int_0^t b(s, X_s, \mu_{X_s})ds, \quad \mathbb{P} - a.s.
\]

In recent years, significant advancements have been made in the research on the well-posedness of (MV). Here our attention is drawn to the literature \([RZ21]\), where Röckner and Zhang achieved remarkably comprehensive well-posedness results for (MV), even in the presence of a singular drift term. However, it is worth noting that a limitation of their result is the requirement that the diffusion coefficient \(\sigma\) should be independent of the measured variable \(m\). One of the objectives of this article is to eliminate the limitation on \(\sigma\) outlined in \([RZ21]\). Additionally, we also attempt to extend previous results related to existence of solutions to (MV) to more general setting. Specifically, this work is focused on addressing the following two questions:

(Q1) Is it possible to obtain an existence result for (MV) when the drift term \(b\) is singular in \(t\) and \(x\), and the coefficients \(\sigma\) and \(b\) are only continuous with respect to (w.r.t. in short) the measure variable \(m\) in the total variation distance?

(Q2) Can one extend the uniqueness result of Röckner-Zhang \([RZ21, \text{Theorem 4.3}]\) for singular MVE to the case that \(\sigma\) may also depend on the distribution variable \(m\)?

Considering Peano’s existence theorem for first order ordinary differential equations (ODEs in short), the first question is its natural analogy for distribution dependent SDEs. We employ the total variation distance rather than the widely used Wasserstein distance for a specific reason, as elucidated by the following observation: when the functions \(\Sigma\) and \(B\) in (1.1) are bounded, the coefficients \(\sigma\) and \(b\), considered as functions of the third variable, may not exhibit continuity w.r.t. the measure variable \(m\) in the Wasserstein metric. However, both \(\sigma\) and \(b\) are Lipschitz continuous w.r.t. \(m\) in the total variation distance. Our answer to the first question is Theorem 3.2 presented in Section 3, which indicates that much like Peano’s existence results for ODEs, the presence of weak solutions for MVEs only requires the assumption that the coefficients is continuous in the (generalized) total variation distance.

As mentioned above, the response to the second question aims to supplement the uniqueness result presented in \([RZ21]\). In fact, our motivation lies in the understanding that the scenario where the diffusion coefficient depends on the distribution is not just a theoretical extension; it has practical relevance. In fact, such a dependency of the diffusion coefficient on the distribution is prevalent in certain practical models, as evidenced in \([FG17]\) and its accompanying references. Our main result about uniqueness is Theorem 4.1, where we show that \([RZ21, \text{Theorem 4.3}]\) can be extended to case that the map \(m \mapsto \sigma(t, x, m)\) has a Hölder continuous linear functional derivatives (see section 2 for the precise definition).
To give the reader a preliminary impression of the content of this article, we present one of our result below (see Theorem 3.2 and Theorem 4.1 for much more strong conclusions):

**Proposition 1.2.** Let \( \alpha \in (0, 1) \), and \( p, q \in (1, \infty) \) with \( d/p + 2/q < 1 \). Assume \( \sigma, b \) are given by (1.1), \( a = \frac{1}{2} \sigma \sigma^\top \) is uniformly elliptic, and

\[
\Sigma \in L^\infty_t C^\alpha_x \quad \text{and} \quad B \in L^q_t L^p_x.
\]

Then \((\text{MV})\) admits a unique weak solution.

1.2. Related literature. The study of the general MVE (not limited to the special case of (1.1)) has a long history, and there is a lot of literature focusing on the well-posedness problem. Among all, we mention that Funaki [Fun84] proved the existence of martingale solutions to \((\text{MV})\) under some Lyapunov’s type conditions as well as the uniqueness under global Lipschitz assumptions. By Girsanov’s transformation and Schauder’s fixed point theorem, Li-Min [LM16] obtained the existence of weak solutions when \( b \) is bounded and uniformly continuous in the Wasserstein distance w.r.t. to \( m \), and the diffusion coefficient \( \sigma \) depends only on \((t, x)\) is non-degenerate. Simultaneously, uniqueness was also proved in their work when \( b \) is Lipschitz w.r.t. the third variable (see also [BP18]). Under some one-side Lipschitz assumptions, Wang [Wan18] showed the strong well-posedness of \((\text{MV})\) and also some functional inequalities for the solutions. When \( b \) only satisfies some integrability conditions and \( \sigma, b \) are continuous in \( m \), Huang-Wang [HW19] proved the weak existence by using approximation argument and also strong uniqueness together with some standard conditions. It is crucial to emphasize that all of the mentioned results necessitate that \( \sigma \) and \( b \) exhibit at least uniform continuity concerning \( m \) in the Wasserstein metric.

As previously mentioned, in the context of (1.1), if \( \Sigma \) and \( B \) are merely bounded, the functions \( \sigma \) and \( b \), viewed in terms of the third variable, may not exhibit continuity w.r.t. \( m \) in the Wasserstein distance. However, they are Lipschitz in the total variation distance. In this case, Shiga-Tanaka [ST85] proved the strong well-posedness for \((\text{MV})\) when \( \sigma = \text{Id}_{d \times d} \). Similar result was extended by Jourdain in [Jou97] for bounded drift \( b \) with general form satisfying a Lipschitz assumption in \( m \) w.r.t. the total variation metric. When the diffusion matrix \( \sigma \) is uniformly non-degenerate and \( \Sigma, B \) are at most linear growth, Mishura-Veretennikov [MV20] showed the existence of weak solutions. Meanwhile, they also proved the strong uniqueness by adding additional assumptions that \( \sigma \) depends only on \( t, x \) and is Lipschitz continuous in \( x \). These results were extended by Lacker in [Lac18] and later by Röckner-Zhang [RZ21] to equations with possibly singular drifts in spaces \( L^p_t \) (see Section 2 for the definition). It is worth highlighting that these papers place significant emphasis on the Lipschitz-type requirement w.r.t. to measure variable \( m \) for the drift coefficient, even when dealing with weak existence. Additionally, to facilitate the use of the Girsanov transformation for establishing uniqueness, these works necessitated assumptions of both the non-degeneracy of \( \sigma \) and its independence from the distribution.

The assumption that the diffusion coefficient is independent of the measure variable is relaxed by de Ranal and Frikha in [dR20] and [CdRF22]. These studies contribute to the establishment of well-posedness results under specific conditions, utilizing a parametric matrix
expansion of the transition density of the McKean-Vlasov process. The key conditions are as follows:

(i) The drift term $b$ is both bounded and Lipschitz continuous in $m$ when considering the total variation distance;

(ii) The mapping $\sigma : [0, 1] \times \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d)$ exhibits Hölder continuity in the linear functional derivatives concerning the measure variables. (For a precise definition, please refer to Section 2).

The approach to proving uniqueness in this paper is significantly influenced by the insights derived from the two aforementioned articles. Additionally, in Section 4, we present a concrete example that underscores the necessity of continuity in the derivatives of linear functions.

We would also like to bring to the reader’s attention some related papers on nonlinear Fokker-Planck equations, which bear a close connection to MVEs. Manita-Romanov-Shaposhnikov [MRS15] demonstrated the existence and uniqueness of solutions for the nonlinear Fokker-Planck equation (4.11) under certain Lyapunov-type assumptions, employing a purely analytical argument. A similar endeavor was undertaken by Barbu and Röckner in [BR18, BR20, BR21], where they considered nonlinear Fokker-Planck equations with coefficients depending on $m$ in a Nemytskii-type fashion. By applying Crandall-Liggett’s theorem, they established some existence results for these nonlinear PDEs. The subsequent weak existence of solutions to (MV) emerged as a result of applying the superposition principle, as elaborated in [Tre12] or [Fig08].

1.3. Main strategy. Our approach is essentially rooted in the analysis of regularity and stability of heat kernels associated with the usual SDEs via Levi’s parametrix method. Given two different second-order linear differential operators, in Lemma 3.8, we provide an estimate of the difference in their corresponding heat kernels, where the control term is given explicitly by the difference in the coefficients of the two operators. To attain the existence result, we consider the linearized SDE of (MV) given by

$$dX^\mu_t = b(t, X^\mu_t, \mu_t)dt + \sigma(t, X^\mu_t, \mu_t)dW_t, \quad \text{law}(X^\mu_0) = \pi,$$

where $\mu : (0, 1] \rightarrow \mathcal{P}(\mathbb{R}^d)$ is a curve in the probability space $\mathcal{P}(\mathbb{R}^d)$. Subsequently, by carefully choosing a suitable topological vector space $(V, d)$ (see Section 3) and using the well-known Schauder’s fixed point theorem, we show that the map $\psi : \mu \mapsto \{\mu X^\mu_t\}_{t \in [0,1]}$ has at least one fixed point. This immediately yields our desired existence result (see Lemma 3.5 and Theorem 3.2 below). It must be pointed out that the above approach to prove the weak existence is mainly inspired by [CHXZ17], [LM16] and [ZZ21].

For uniqueness, before giving our answer to question (Q2), we first present an example to show that the uniqueness result might fail, even if the diffusion coefficient $a = \frac{1}{2} \sigma \sigma^T$ is uniformly elliptic and its linear functional derivative (see section 2) of $\sigma$ is bounded (which implies the Lipschitz continuity of $\sigma$ in $m$ w.r.t. the total variation distance). To establish uniqueness, we draw inspiration from [CdRF22], introducing additional Hölder regularity assumptions on the linear functional derivative of the diffusion coefficient $\sigma$. Subsequently, again leveraging Levi’s parametrix expansion, the desired result is proved by estimating the difference of two solutions’ transition probability densities.
1.4. Organization of the article. In Section 2, we review some basic facts that will be used in this article. Section 3 and Sections 4 contain the proof of Theorem 3.2 (Existence) and Theorem 4.1 (Uniqueness) respectively. For the sake of completeness and consistency, we provide an appendix that contains proofs of the weak well-posedness of SDEs with irregular coefficients (Lemma 2.3) and certain properties of the Kato functions (Lemma 2.4).

We closed this section by collecting some frequently used notations.

- The letter $C$ denotes a constant, whose value may change in different places.
- We use $A \lesssim B$ and $A \asymp B$ to denote $A \leq CB$ and $A^{-1}B \leq A \leq CB$ for some unimportant constant $C > 0$, respectively.
- Suppose $x$ is a vector in a Euclidean space and $A$ is a matrix,
  $$|x| := \left(\sum_i |x_i|^2\right)^{1/2}, \quad |A| := \max_{i,j} |A_{ij}|.$$  
- $B_R := \{x \in \mathbb{R}^d : |x| < R\}, \mathbb{D} := \{(s, x, t, y) : 0 \leq s < t \leq 1, x, y \in \mathbb{R}^d\}$.
- Give $\Lambda > 1$, $S_{\Lambda}$ is the collection of $d \times d$ symmetric matrices whose eigenvalue are between $\Lambda^{-1}$ and $\Lambda$. For any $\alpha(0, 1)$ and $N > 0$, define
  $$S(\Lambda, \alpha, N) := \{a : [0, 1] \times \mathbb{R}^d \to S_{\Lambda} : \|a_{ij}\|_{L^\infty([0,1];C^\alpha(\mathbb{R}^d))} \leq N, i, j = 1, \cdots, d\}.$$  
- for any $f : A \to \mathbb{R}$ and $g : I \times A \to \mathbb{R}$, set
  $$\|f\|_{L^p(A)} := \left(\int_A |f(x)|^p \, dx\right)^{1/p}, \quad \|g\|_{L^p(I \times A)} := \left[\int_I \left(\int_A |g(t, x)|^p \, dx\right)^{q/p} \, dt\right]^{1/q}.$$  
- $\chi \in C^\infty_0(B_2), \chi \in [0, 1]$ and $\chi \equiv 1$ in $B_1$; $\chi_\varepsilon(x) := \chi(x - \varepsilon)$.
- For $\beta \in [0, 2)$, we introduce the index set $\mathcal{J}_\beta$ as following:
  $$\mathcal{J}_\beta := \{(p, q) : p, q \in [2, \infty), \frac{2}{p} + \frac{2}{q} < 2 - \beta\}.$$  
- $\phi : \mathbb{R}^d \to [1, \infty)$ is a smooth, radial and increasing function.
- $\mathcal{M}(\mathbb{R}^d) (\mathcal{P}(\mathbb{R}^d))$ is the collection of signed (probability) measures on $\mathbb{R}^d$.
- The Wasserstein distance $W_p$ for $p \geq 1$ is defined as
  $$W_p(m, m') := \inf_{\pi \in \Pi(m, m')} \left(\int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p \, \pi(dx, dy)\right)^{1/p},$$  
  where $\Pi(m, m')$ denotes the collection of all measures on $\mathbb{R}^d \times \mathbb{R}^d$ with marginals $m$ and $m'$ on the first and second factors respectively.

2. Some preparations

In this section, we make some preparations. We first introduce the localized Bessel potential spaces for later use.

For $s \geq 0$ and $p \in (1, \infty)$, the usual Bessel potential space $H^{s,p}$ is defined as
  $$H^{s,p} = \left\{g \in L^p : (I - \Delta)^{s/2}g \in L^p\right\}.$$
Recall that $\chi \in C_\infty^\infty(B_2)$, $\chi \in [0, 1]$ and $\chi \equiv 1$ in $B_1$, and $\chi_z(x) := \chi(x - z)$. Suppose that $g \in L^p_{\text{loc}}(\mathbb{R}^d)$ and $f \in L^{q,p}_{\text{loc}}(\mathbb{R}^{d+1})$, we denote
\[ \|g\|_{L^p} := \sup_{z \in \mathbb{R}^d} \|g\|_{L^p(\mathbb{R}^d)} \quad \text{and} \quad \|f\|_{\mathcal{L}_q^p(T)} := \sup_{z \in \mathbb{R}^d} \|f\|_{L^q([0,T];L^p(\mathbb{R}^d))}. \]

We also introduce the localized $H^{s,p}$-space:
\[ \mathcal{H}^{s,p} := \left\{ g \in H^{s,p}_{\text{loc}} : \|g\|_{H^{s,p}} := \sup_{z \in \mathbb{R}^d} \|g\|_{H^{s,p}} < \infty \right\} \]
and the localized space-time function space $\mathcal{H}^{s,p}_{q}(T)$ with norm
\[ \|f\|_{\mathcal{H}^{s,p}_{q}(T)} := \sup_{z \in \mathbb{R}^d} \left( \frac{1}{T} \int_0^T \|f(t)\|_{H^{s,p}}^q \, dt \right)^{1/q}. \]

When $T = 1$, $\|f\|_{L^q_1(1)}$ and $\|f\|_{\mathcal{H}^{s,p}_{q}(1)}$ are denoted by $\|f\|_{L^q}$ and $\|f\|_{\mathcal{H}^{s,p}}$, respectively.

Two main ingredients of proving the existence of solutions to (MV) (see Lemma 3.5 and Proposition 3.6) are the Fréchet-Kolmogorov theorem and the Schauder-Tychonoff fixed point theorem, which are presented below.

**Lemma 2.1** (Fréchet-Kolmogorov theorem). Let $K$ be a bounded set in $L^p(\mathbb{R}^d)$ with $p \in [1, \infty)$. The subset $K$ is relatively compact if and only if the following properties hold:

(i) $\lim_{R \to \infty} \sup_{f \in K} \|f\|_{L^p(\mathbb{R}^d)} = 0$.

(ii) $\lim_{h \to 0} \sup_{f \in K} \|f(\cdot + h) - f\|_{L^p} = 0$.

**Lemma 2.2** (Schauder-Tychonoff fixed point theorem, [Pat19]). Let $V$ be a locally convex Hausdorff topological vector space, $S$ be a nonempty closed convex subset of $V$, $\psi$ be a continuous mapping on $S$. If $K = \psi(S)$ is a relatively compact subset of $S$, then $\psi$ has a fixed point in $K$.

Next, we give a lemma about the weak well-posedness of usual SDEs, which will be used to prove the weak existence of solutions to MVE.

**Lemma 2.3.** Let
\[ \sigma : [0, 1] \times \mathbb{R}^d \to \mathbb{R}^{d \times d_1}, \quad b : [0, 1] \times \mathbb{R}^d \to \mathbb{R}^d. \]
Let $(p, q) \in \mathcal{J}_1$, $\alpha \in (0, 1)$ and $\Lambda, N_1, N_2 > 1$. Assume that $a = \frac{1}{2} \sigma \sigma^\top \in \mathcal{S}(\Lambda, \alpha, N_1)$ and $\|b\|_{L^q} \leq N_2$, then equation
\[ X_{s,t} = X_{s,s} + \int_s^t b(r, X_{s,r}) \, dr + \int_s^t \sigma(r, X_{s,r}) \, dW_r, \quad 0 \leq s \leq t \leq 1 \quad (2.1) \]
has a unique weak solution.

In order to address the heat kernels of diffusion processes with singular drifts, we employ certain generalized Kato’s function spaces, which were initially introduced in [CHIXZ17] and [ZZ18]. Let $I$ represent an interval within $\mathbb{R}_+$, and consider a measurable function $f : I \times \mathbb{R}^d \to \mathbb{R}$. Noting that throughout this discussion and in the subsequent context, we consistently extend the function $f$ to $\mathbb{R}^{d+1}$ by setting $f(t, x) = 0$ when $t$ is outside the interval $I$. For any $\beta \geq 0, \lambda > 0$, define
\[ \eta_{\beta}(t, x) := (\sqrt{I} + |x|)^{-d-\beta}, \quad t > 0, x \in \mathbb{R}^d \]
and
\[
K_f^\beta(T) := \sup_{(t,x) \in \mathbb{R}^{d+1}} \int_0^T \int_{\mathbb{R}^d} \eta_\beta(s,y)|f(t + s, x + y)|dyds + \sup_{(t,x) \in \mathbb{R}^{d+1}} \int_0^T \int_{\mathbb{R}^d} \eta_\beta(s,y)|f(t - s, x - y)|dyds, \quad T > 0.
\]

The generalized Kato’s class is defined by
\[
\mathbb{K}^\beta := \left\{ f : \mathbb{R}^{d+1} \to \mathbb{R} \mid \lim_{\delta \to 0} K_f^\beta(\delta) = 0 \right\}.
\]

For any \( \lambda > 0, \gamma \in \mathbb{R} \), put
\[
g_{\lambda,\gamma}(t,x) := t^{-(d+\gamma)/2}e^{-\lambda|x|^2/t}, \quad t > 0, x \in \mathbb{R}^d.
\]

\( g_{\lambda,0} \) is denoted by \( g_\lambda \) for simplicity.

The following facts will be used frequently.

**Lemma 2.4.**

(i) For any \( \gamma \geq 0 \) and \( \kappa \in (0,1) \),
\[
|x|^\gamma g_{\lambda,0}(t,x) \lesssim g_{\kappa\lambda\gamma}(t,x).
\]

(ii) For any \( \lambda > 0, \beta \geq 0 \) and \( 0 < t \leq 1, x \in \mathbb{R}^d \),
\[
g_{\lambda,-\beta}(t,x) \lesssim \eta_\beta(t,x).
\]

(iii) Let \( \beta \in (0,2) \) and \( (p,q) \in \mathcal{I}_\beta \). Then for any \( f \in \mathcal{L}_q^p \) and \( T \in [0,1] \),
\[
K_f^\beta(T) \lesssim T^{\frac{3}{2}(2-\beta-\frac{d}{p}-\frac{2}{q})} \|f\|_{\mathcal{L}_q^p(T)}.
\]

(iv) Let \( \beta \geq \beta' \geq 0 \). For any \( 0 \leq s < t \leq 1 \) and \( x,y \in \mathbb{R}^d \),
\[
\int_s^t \int_{\mathbb{R}^d} g_{\lambda,-\beta'}(\tau - s, x - z)|b(\tau, z)|g_{2\lambda,-\beta}(t - \tau, z - y)dz d\tau \lesssim K_f^\beta(t-s)g_{\lambda,-\beta'}(t-s, x - y).
\]

Finally, we introduce the concept of derivatives w.r.t. the measure variable, a notion commonly employed in linearization procedures. It is worth recalling that \( \phi : \mathbb{R}^d \to [1,\infty) \) is a smooth, radial, and increasing function. Giving \( f : \mathcal{P}_\phi(\mathbb{R}^d) \to \mathbb{R} \), we say \( f \) has a linear functional derivative if there exists a function \( \frac{\delta f}{\delta m} : \mathcal{P}_\phi(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R} \) such that for any compact subset \( K \) of \( \mathcal{P}_\phi(\mathbb{R}^d) \),
\[
\sup_{m \in K} \frac{\delta f}{\delta m}(m)(y) \leq C_{K\phi}(y), \quad \forall y \in \mathbb{R}^d
\]
and for any \( m, m' \in \mathcal{P}_\phi(\mathbb{R}^d) \),
\[
\lim_{\varepsilon \downarrow 0} \frac{f((1-\varepsilon)m + \varepsilon m') - f(m)}{\varepsilon} = \int_{\mathbb{R}^d} \frac{\delta f}{\delta m}(m)(y) (m' - m) (dy).
\]

Note that \( \frac{\delta f}{\delta m} \) is defined up to an additive constant. We adopt the normalization convention
\[
\int_{\mathbb{R}^d} \frac{\delta f}{\delta m}(m)(y)m(dy) = 0.
\]
For any $m, m' \in \mathcal{P}_\phi(\mathbb{R}^d)$, we have

$$f(m) - f(m') = \int_{0}^{1} \int_{\mathbb{R}^d} \frac{\delta f}{\delta m} (\lambda m + (1 - \lambda) m') (y) (m - m') (dy) d\lambda,$$

which implies

$$|f(m) - f(m')| \leq \sup_{\lambda \in [0, 1]} \| \frac{\delta f}{\delta m} (\lambda m + (1 - \lambda) m') (y) \| \| m - m' \|_{TV}. \tag{2.5}$$

See also [CDLL19, section 2.2] for more details.

### 3. Weak existence

In this section, following the introduction of some definitions, we present our primary result concerning the existence of weak solutions to equation (MV) in Lemma 3.5. To attain this objective, we also offer an intriguing technical result in Lemma 3.8. This lemma addresses the regularity and stability characteristics of heat kernels associated with second-order operators featuring singular first-order terms.

Recall that $\phi : \mathbb{R}^d \to [1, \infty)$ is a smooth, radial and increasing function. Here and below, we further assume that for each $\lambda > 0$,

$$\sup_{t \in [0, 1]; h \in B_1} \int_{\mathbb{R}^d} (|\phi| + |\nabla \phi|)(x - h - y) g_\lambda(t, y) dy \lesssim \lambda \phi(x), \tag{G}$$

Two typical examples of functions satisfying (G) are

$$\phi(x) = \exp(\sqrt{1 + |x|^2}) \text{ and } \phi(x) = (1 + |x|^2)^p (p \geq 0).$$

For any $m \in \mathcal{M}(\mathbb{R}^d)$, define

$$\langle f, m \rangle := \int_{\mathbb{R}^d} f(x) m(dx), \quad \| m \|_\phi := \langle \phi, |m| \rangle,$$

where $|m|$ is the variation of $m$. Let

$$\mathcal{M}_\phi(\mathbb{R}^d) := \left\{ m \in \mathcal{M}(\mathbb{R}^d) : \| m \|_\phi < \infty \right\} \quad \text{and} \quad \mathcal{P}_\phi(\mathbb{R}^d) := \mathcal{M}_\phi(\mathbb{R}^d) \cap \mathcal{P}(\mathbb{R}^d).$$

**Remark 3.1.**

1. Obviously, $\| m - m' \|_{TV} \leq \| m - m' \|_\phi$;
2. If $\phi(x) = (1 + |x|^2)^{1/2}$, then by [Vil08, Theorem 6.15], it holds that $W_1(m, m') \leq \| m - m' \|_\phi$.

Now we can state our result on existence.

**Theorem 3.2** (Existence). Let $\alpha \in (0, 1)$, $p, q \in (1, \infty)$ with $d/p + 2/q < 1$. Assume $\omega(\delta) : [0, 2] \to \mathbb{R}_+$ is an increasing function with $\lim_{\delta \downarrow 0} \omega(\delta) = 0$ and $\ell(t, \delta) : [0, 1] \times [0, 2] \to \mathbb{R}_+$ is another nonnegative function, which is increasing in $\delta$, and satisfies

$$\| \ell(\cdot, 2) \|_{L^q([0, 1])} < \infty \quad \text{and} \quad \lim_{\delta \downarrow 0} \| \ell(\cdot, \delta) \|_{L^q([0, 1])} = 0. \tag{3.1}$$

Suppose that $a = \frac{1}{2} \sigma \sigma^\top$ is uniformly elliptic,

$$\sup_{(t, m) \in [0, 1] \times \mathcal{P}(\mathbb{R}^d)} | \sigma(t, x, m) - \sigma(t, x', m) | \leq C |x - x'|^\alpha,$$
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\[ \sup_{(t,x) \in [0,1] \times \mathbb{R}^d} |\sigma(t,x,m) - \sigma(t,x,m')| \leq \omega(\|m-m'\|_{\phi}) \quad (E_{\sigma}) \]

and that
\[ \|b(\cdot, \cdot, \delta_0)\|_{L^p} < \infty, \quad \|b(t, \cdot, m) - b(t, \cdot, m')\|_{L^p} \leq \ell(t, \|m - m'\|_{\phi}). \quad (E_b) \]

Then for any \( \pi \in \mathcal{P}_\phi(\mathbb{R}^d) \), equation (MV) has at least one weak solution. Here \( \|\|_{\phi} \) (see Section 3 for the definition of \( \|\|_{\phi} \) and \( \mathcal{P}_\phi(\mathbb{R}^d) \)).

Before presenting the proof of Theorem 3.2, we begin by introducing a vector space \( V_\phi \).

**Definition 3.3.** Set
\[ V_\phi := C((0,1]; \mathcal{M}_\phi(\mathbb{R}^d)) = \left\{ \mu : (0,1] \rightarrow \mathcal{M}_\phi(\mathbb{R}^d) \middle| \lim_{t \rightarrow t_0} \|\mu_t - \mu_{t_0}\|_{\phi} = 0, \forall t_0 \in (0,1) \right\}. \]

The distance \( d_{\phi} \) on \( V_\phi \) is defined as
\[ d_{\phi}(\mu, \mu') := \max_{k \in \mathbb{N}} \frac{2^{-k} \sup_{t \in [\frac{1}{k},1]} \|\mu_t - \mu'_t\|_{\phi}}{1 + \sup_{t \in [\frac{1}{k},1]} \|\mu_t - \mu'_t\|_{\phi}}. \]

Put
\[ S_\phi := \left\{ \mu \in V_\phi : \mu_t \in \mathcal{P}_\phi(\mathbb{R}^d) \text{ and } \mu_t(dx) \ll dx \text{ for each } t \in (0,1) \right\}. \]

By definition, one can see that

1. A sequence \( \{\mu^n\} \subseteq V_\phi \) converges to \( \mu \) in \( V_\phi \) iff
   \[ \lim_{n \rightarrow \infty} \sup_{t \in [t_0,1]} \|\mu^n_t - \mu_t\|_{\phi} = 0, \forall t_0 \in (0,1); \]

2. \( S_\phi \) is a convex and closed subset of \( V_\phi \).

**Remark 3.4.** The definitions of \( V_\phi \) and \( S_\phi \) may appear non-standard since we exclude the endpoint '0'. There are two key reasons for this choice:

1. Even the nice curve \( \mu : [0,1] \ni t \mapsto \mu_{W_t} \in \mathcal{P}(\mathbb{R}^d) \) is not continuous at 0 if \( \mathcal{P}(\mathbb{R}^d) \) is equipped with total variation norm;

2. As mentioned in the introduction, our existence result will be established through the application of the Schauder-Tychonoff fixed-point theorem. Therefore, we require a suitable topological space in which all compact sets can be distinctly identified. Characterizing the compact sets within \( V_\phi \) is a straightforward task.

Given \( \mu \in S_\phi \), put
\[ \sigma^\mu(t,x) := \sigma(t,x,\mu_t), \quad a^\mu = \frac{1}{2} \sigma^\mu(\sigma^\mu)^t, \quad b^\mu(t,x) := b(t,x,\mu_t). \]

The main technical result of this section is...
Lemma 3.5. Let \((p,q) \in \mathcal{A}, \gamma_0 = 1 - \frac{4}{p} - \frac{2}{q} > 0, r \in (2/\gamma_0, \infty), \alpha \in (0,1), \Lambda > 1\) and \(N_1, N_2 > 1\). Suppose for each \(\mu \in S_\phi\),

\[
a^\mu \in \mathcal{S}(\Lambda, \alpha, N_1), \quad \|b^\mu\|_{\mathcal{L}_q^p} \leq N_2
\]

and

\[
\mu \mapsto (a^\mu, b^\mu) \text{ is continuous from } (S_\phi, d_\phi) \text{ to } \mathcal{L}_r^\infty \times \mathcal{L}_q^p.
\]

Then for any \(\pi \in \mathcal{P}_\phi(\mathbb{R}^d)\), equation (MV) has at least one weak solution.

Using Lemma 3.5, we can present

Proof of Theorem 3.2. We only need to verify that \(a, b\) satisfy (E'\(_1\)) and (E'\(_2\)). By the assumptions on \(\sigma\), one sees that \(a^\mu \in \mathcal{S}(\Lambda, \alpha, N_1)\) for some \(N_1 > 0\), and (E\(_6\)) implies that for each \(\mu \in S_\phi\) and \(t_0 \in (0,1] \)

\[
\|b^\mu\|_{L^\infty([0,t_0];\mathcal{L}_q^p)} \leq \|b(t, x, \mu_t) - b(t, x, \delta_0)\|_{L^\infty([0,t_0];\mathcal{L}_q^p)} + \|b(\cdot, \delta_0)\|_{L^\infty([0,t_0];\mathcal{L}_q^p)}
\]

\[
\leq \|\ell(t, 2\|L^\infty([0,t_0]) + \|b(\cdot, \delta_0)\|_{L^\infty([0,t_0];\mathcal{L}_q^p)}.
\]

Thus, \(a, b\) satisfies (E'\(_1\)).

Assume that \(\mu^n \to \mu\) in \(S_\phi\), then for each \(t_0 \in (0,1]\), \(\sup_{t \in [t_0,1]} \|\mu^n_t - \mu_t\|_\phi \to 0 \) \((n \to \infty)\).

(E\(_\sigma\)) implies that for any \(r \in (1, \infty)\)

\[
\|a^{\mu^n} - a^\mu\|_{\mathcal{L}_q^r} \leq 2N_1 t_0^{1/r} + \|a(t, x, \mu^n_t) - a(t, x, \mu_t)\|_{L^\infty([0,1] \times \mathbb{R}^d)}.
\]

Letting \(n \to \infty\) and then \(t_0 \to 0\) in the right side of above inequality, we obtain \(\|a^{\mu^n} - a^\mu\|_{\mathcal{L}_r^\infty} \to 0 \) \((n \to \infty)\). Similarly,

\[
\|b^{\mu^n} - b^\mu\|_{\mathcal{L}_q^p} \leq \|b^{\mu^n}\|_{L^\infty([0,t_0];\mathcal{L}_q^p)} + \|b^\mu\|_{L^\infty([0,t_0];\mathcal{L}_q^p)} + \|b^{\mu^n} - b^\mu\|_{L^\infty([0,t_0];\mathcal{L}_q^p)}
\]

\[
\leq 2 \|\ell(t, 2\|L^\infty([0,t_0]) + \|b(\cdot, \delta_0)\|_{L^\infty([0,t_0];\mathcal{L}_q^p)} + \|\ell(t, \mu^n_t - \mu_t)_\phi\|_{L^\infty([0,t_0])}
\]

Letting \(n \to \infty\) and then \(t_0 \to 0\), by (3.1) and (E\(_6\)), we obtain \(\|b^{\mu^n} - b^\mu\|_{\mathcal{L}_q^p} \to 0 \) \((n \to \infty)\). Therefore, \(a, b\) also fulfil (E'\(_2\)). So, we complete our proof. \(\square\)

The strategy of proof for Lemma 3.5 is following:

(1) According to Lemma 2.3, for any \(\mu \in S_\phi\), equation

\[
dX_t^\mu = b^\mu(t, X_t^\mu)dt + \sigma^\mu(t, X_t^\mu)dW_t, \quad \mu X_0 = \pi \in \mathcal{P}_\phi(\mathbb{R}^d)
\]

admits a unique weak solution \(X^\mu\), provided that \(\sigma\) and \(b\) satisfy (E'\(_1\)). Set

\[
\psi : S_\phi \ni \mu \mapsto \{\mu X_t^\mu\}_{t \in (0,1]};
\]

(2) Verify that the triple \((V_\phi, S_\phi, \psi)\) satisfies all the conditions in Lemma 2.2, so that one can find a fixed point of \(\psi\) in \(S_\phi\).

Therefore, the main task is to show

Proposition 3.6. Under the same conditions of Lemma 3.5. Assume that \(\psi\) is the map defined above and \(K := \psi(S_\phi)\), then

(1) \(K \subseteq S_\phi \subseteq V_\phi\);
(2) $K$ is relatively compact in $S_{\phi}$;
(3) the map $\psi: S_{\phi} \to K$ is continuous.

Utilizing Proposition 3.6, it is easy to show

Proof of Lemma 3.5. By [Rud73, Theorem 1.37 and Remark 1.38], $(V_{\phi}, d_{\phi})$ is a locally convex topological vector space, and obviously, $S_{\phi}$ is a closed convex subset of $V_{\phi}$. Thanks to Schauder-Tychonoff fixed point theorem and Proposition 3.6, $\psi$ has a fixed point $\mu = \psi(\mu) \in K$. By our assumptions and Lemma 2.3, we deduce the desired result. □

In order to establish our Proposition 3.6, we require some auxiliary lemmas. The following lemma offers a basic estimation of the difference between the determinants of two positive-definite matrices.

Lemma 3.7. Given $\Lambda \geq 1$, $a \geq b > 0$. For any $d \times d$ symmetric positive-definite matrices $A_a, \tilde{A}_a, B_b$ satisfying

$$a\Lambda^{-1}I \leq A_a, \tilde{A}_a \leq a\Lambda I, \quad b\Lambda^{-1}I \leq B_b \leq b\Lambda I,$$

it holds that

$$|\det A_a - \det \tilde{A}_a| \leq Ca^{d-1}|A_a - \tilde{A}_a|$$  (3.4)

and

$$|\det (A_a + B_b) - \det A_a| \leq Ca^{d-1}b,$$  (3.5)

where $C$ only depends on $d$ and $\Lambda$.

Proof. We only prove (3.4) here, since the proof for (3.5) is similar. We can assume $\delta := |A_a - \tilde{A}_a| \leq \frac{a}{1000\Lambda}$, otherwise (3.4) is obviously true. Suppose $Q A_a Q^t = D$, where $Q$ is an orthogonal matrix and $D = \text{diag}(a\lambda_1, \cdots, a\lambda_d)$ with $\lambda_i \in [\Lambda^{-1}, \Lambda]$. Then

$$Q\tilde{A}_a Q^t = Q(\tilde{A}_a - A_a)Q^t + \text{diag}(a\lambda_1, \cdots, a\lambda_d),$$

and

$$\det A_a = \Pi_{k=1}^d a\lambda_k, \quad \det \tilde{A}_a = \Pi_{k=1}^d a\lambda_k + p(\varepsilon_{ij}),$$

where $\varepsilon_{ij} = [Q(\tilde{A}_a - A_a)Q^t]_{ij}$ and $p$ is a polynomial of $\varepsilon_{ij}$ without zero order term. Note that

$$|\varepsilon_{ij}| = \sum_{k,l} |Q_{ik}| |(\tilde{A}_a - A_a)_{kl}| |Q^t_{lj}|$$

$$\leq \frac{\delta}{2} \sum_{k,l} (|Q_{ik}|^2 + |Q_{lj}|^2) \leq \delta(d + 1)/2 \leq d\delta,$$

we obtain

$$|\det \tilde{A}_a - \det A_a| = |p(\varepsilon_{ij})| \leq C(d)(a\Lambda + d\delta)^{d-1}(d\delta) \leq C(\Lambda, d)a^{d-1}\delta.$$  □

The next lemma is about the regularity and stability properties of heat kernels associated with second order elliptic operators with singular first order terms.
Lemma 3.8. Let \((p, q) \in \mathcal{I}, \gamma_0 := 1 - \frac{d}{p} - \frac{2}{q} > 0, \alpha \in (0, 1)\) and \(\Lambda, N_1, N_2 > 1\). Assume 
\[
a = \frac{1}{2} \sigma \sigma^T \in \mathbb{S}(\Lambda, \alpha, N_1) \text{ and } \|b\|_{L_q^p} \leq N_2.
\]
Then for each \(x \in \mathbb{R}^d\), (2.1) admits a unique (weak) solution \(X_{s,t}(x)\) \((X_{s,s} = x)\) and the law of \(X_{s,t}(x)\) has a density \(p(s, x; t, y)\). Moreover,

1. there is a constant \(\lambda \in (0, 1)\) depending only on \(d, \alpha, p, q, \Lambda, N_1, N_2\) such that
2. assume \(\tilde{a} \in \mathcal{S}(\Lambda, \alpha, N_1)\), \(\|\tilde{b}\|_{L_q^p} \leq N_2\) and \(\tilde{p} = \text{the heat kernel associated with } \tilde{L} = \tilde{a} \partial_{ij} \partial_{ij} + \tilde{b} \partial_i\). Then for any \(r \in (2/\gamma_0, \infty)\) and \(\eta \in (\frac{2}{r+\alpha r}, 1)\), there is a constant \(C\) only depends on \(d, \alpha, p, q, r, \eta, \Lambda, N_1, N_2\) such that for all \(0 \leq s < t \leq 1\) and \(x, y, y_1, y_2 \in \mathbb{R}^d\), it holds that
3. \(p - \tilde{p}\) is the heat kernel associated with \(\tilde{L} = \tilde{a} \partial_{ij} \partial_{ij} + \tilde{b} \partial_i\). Then for any \(r \in (2/\gamma_0, \infty)\) and \(\eta \in (\frac{2}{r+\alpha r}, 1)\), there is a constant \(C\) only depends on \(d, \alpha, p, q, r, \eta, \Lambda, N_1, N_2\) such that for all \(0 \leq s < t \leq 1\) and \(x, y, y_1, y_2 \in \mathbb{R}^d\), it holds that

Proof. We only present the proof of (3.7) and (3.9) below, since (3.6) is already proved in [CHXZ17] and the proof for (3.8) is similar with (3.7).

We use the classic Levi’s parametrix method to prove our conclusions, and point out that it is enough to prove the result when \(0 \leq t - s \leq T\) is small. This is because we can use the reproducing property of the fundamental solution to cover the case of \(0 \leq s < t \leq 1\).

(1) For any \(p^{(1)}, p^{(2)}, \ldots, p^{(n)} : \mathbb{R} \to \mathbb{R}\), set

\[
\left[ p^{(1)} \otimes p^{(2)} \otimes \cdots \otimes p^{(n)} \right](s, x; t, y) := \int_{s \leq \tau_1 < \cdots < \tau_{n-1} < t} \int_{\mathbb{R}^n} p^{(1)}(s, x; \tau_1, z_1) p^{(2)}(\tau_1, z_1; \tau_2, z_2) \cdots \cdot \cdot \cdot p^{(n)}(\tau_{n-1}, z_{n-1}; t, y) dz_1 \cdots dz_n d\tau_1 \cdots d\tau_{n-1}.
\]

For any fixed \(y \in \mathbb{R}^d\), put

\[
L_0 f(s, x) := a_{ij}(s, y) \partial_{x_i} f(s, x).
\]

Set \(A_{s,t}(y) := \int_s^t \partial_T (\tau, y) d\tau\) and

\[
p_0(s, x; t, y) := \frac{e^{-\langle A_{s,t}^{-1}(y)(x-y), (x-y) \rangle}}{\sqrt{(4\pi)^d \det(A_{s,t}(y))}}.
\]

Then \(p_0\) satisfies

\[
(\partial_s + L_0)p_0 = 0, \quad x \in \mathbb{R}^d, \text{ a.e. } s \in (0, t]
\]
(cf. [Fri08]). Since the generator of $X$, denoted by $L = a_{ij} \partial_{ij} + b_i \partial_i$, can be viewed as a perturbation of $L_0$ by $L - L_0$, heuristically the fundamental solution (or heat kernel) $p(s, x; t, y)$ of $L$ should satisfy the following Duhamel’s formula:

$$p = p_0 + p \otimes (L - L_0)p_0.$$ 

Formally, we have

$$p = \sum_{n=0}^{\infty} p_n := \sum_{n=0}^{\infty} p_0 \otimes [(L - L_0)p_0]^\otimes n, \quad (3.10)$$

Rigorously, our assumption about $b$, in conjunction with Lemma 2.4 (iii), implies that $b$ belongs to $K^{1+\gamma}$ for some $\gamma \in [0, \gamma_0)$. Based on this and the discussion in the Appendix of [CHXZ17], it is confirmed that Equation (3.10) indeed holds. To demonstrate (3.7), as outlined in [CHXZ17], we rely on (3.10) and carefully estimate $|p_n(s, x; t_2, y) - p_n(s, x; t_1, y)|$.

**Claim 1:** for all $n \in \mathbb{N}$, $0 \leq s < t \leq s + T$ and $x, y \in \mathbb{R}^d$,

$$|p_n(s, x; t, y)| \leq \lambda_n \varrho_\lambda(t - s; x - y), \quad (3.11)$$

where

$$\lambda_n := C_1^n \left(T^{\frac{s}{n}} + K^1_{\lambda}(T)\right)^n,$$

and $C_1 = C_1(d, \alpha, p, q, \Lambda, N_1, N_2) > 0$ and $T \in (0, 1]$ are constants that will be determined later. (3.11) can be established through induction as follows: basic calculation yields that there is a constant $\lambda > 0$ only depending on $d, \Lambda$ such that for any $k \in \{0, 1, 2\}$

$$|\nabla^k \varrho_0(s, x; t, y)| \lesssim \varrho_{\lambda, -k}(t - s, x - y). \quad (3.12)$$

By the Hölder regularity of $a(t, \cdot)$ and (3.12), we have

$$|(L - L_0)p_0|(s, x; t, y) \lesssim \varrho_{\lambda, -2}(t - s, x - y) + |b(s, x)| \varrho_{2\lambda, -1}(t - s, x - y). \quad (3.13)$$

Assume that (3.11) is already proved for some $n \geq 0$, by the above estimate, one then can see that

$$|p_{n+1}|(s, x; t, y) = |p_n \otimes (L - L_0)p_0|(s, x; t, y)$$

$$\overset{(3.11),(3.13)}{\lesssim} \lambda_n \int_s^t \int_{\mathbb{R}^d} \varrho_\lambda(\tau - s, x - z) \varrho_{\lambda, -2}(\tau, z; t, y) dz d\tau$$

$$+ \lambda_n \int_s^t \int_{\mathbb{R}^d} \varrho_\lambda(\tau - s, x - z) |b(\tau, z)| \varrho_{2\lambda, -1}(t - \tau, z - y) dz d\tau$$

$$\overset{(2.4)}{\lesssim} \lambda_n \left(\int_s^t (t - \tau)^{\frac{s}{n}} d\tau + K^1_{|b|}(T)\right) \varrho_\lambda(t - s, x - y)$$

$$\lesssim \lambda_n (T^{\frac{s}{n}} + K^1_{|b|}(T)) \varrho_\lambda(t - s, x - y),$$

i.e. there is a constant $C$ only depends on $d, \alpha, \Lambda, N_1$ such that

$$|p_{n+1}| \leq \lambda_n C \left(T^{\frac{s}{n}} + K^1_{|b|}(T)\right) \varrho_\lambda = \lambda_{n+1} \varrho_\lambda,$$

thus (3.11) holds for all $n \in \mathbb{N}$.
Claim 2: for any $\gamma \in (0, \alpha \wedge \gamma_0)$, $n \in \mathbb{N}$, $0 \leq s < t_1 < t_2 \leq T$ and $x, y \in \mathbb{R}^d$, it holds that

$$
|p_{n+1}(s, x; t_1, y) - p_{n+1}(s, x; t_2, y)| \lesssim \lambda_n |t_1 - t_2|^{\frac{7}{2}} \sum_{i=1}^{2} \theta_{2\lambda, -\gamma}(t_i - s, x - y).
$$

(3.14)

We first prove (3.14) for $n = 0$. It is easy to see that one only need to consider the case of $0 \leq s < t_1 < t_2 \leq 1 \wedge (2t_1 - s)$. By the elementary inequality $|e^x - e^y| \leq |x - y|(e^x + e^y)$, and noticing that $t_2 - s \leq 2(t_1 - s)$, we have

$$
|p_0(s, x; t_1, y) - p_0(s, x; t_2, y)| \\
\lesssim \left| (\det A_{s,t_1}(y))^{-1/2} - (\det A_{s,t_2}(y))^{-1/2} \right| e^{-\left(\frac{1}{2}L_1\right)(y(x-y), x-y)} \\
+ \left| (\det A_{s,t_2}(y))^{-1/2} \right| e^{-\left(\frac{1}{2}L_1\right)(y(x-y), x-y)} - e^{-\left(\frac{1}{2}L_1\right)(y(x-y), x-y)} \\
\lesssim e^{-\left(\frac{1}{2}L_1\right)(y(x-y), x-y)} \left| \det A_{s,t_1}(y) - \det A_{s,t_2}(y) \right| \\
\lesssim (t_2 - t_1)(t_1 - s)^{-1} \theta_{3\lambda, 0}(t_1 - s, x - y) + |t_2 - t_1| \frac{|x - y|^2}{(t_2 - s)^2} \theta_{3\lambda, 0}(t_2 - s, x - y) \\
\lesssim |t_1 - t_2|^{\frac{7}{2}} \sum_{i=1}^{2} \theta_{2\lambda, -\gamma}(t_i - s, x - y).
$$

Similarly, for all $0 \leq s < t_1 \leq t_2 \leq 1$ and $k = 0, 1, 2$, one can show that

$$
|\nabla^k p_0(s, x; t_1, y) - \nabla^k p_0(s, x; t_2, y)| \\
\lesssim |t_1 - t_2|^{\frac{7}{2}} \left[ \theta_{2\lambda, -k-\gamma}(t_1 - s, x - y) + \theta_{2\lambda, -k-\gamma}(t_2 - s, x - y) \right].
$$

(3.15)

Now assume that (3.19) is true for some $n \geq 0$, then by definition

$$
|p_{n+1}(s, x; t_1, y) - p_{n+1}(s, x; t_2, y)| \\
= |p_n \otimes (L - L_0)p_0(s, x; t_1, y) - p_n \otimes (L - L_0)p_0(s, x; t_2, y)| \\
\lesssim \int_s^{t_1} \int_{\mathbb{R}^d} |p_n(s, x; \tau, z)| \cdot |a_{ij}(\tau, z) - a_{ij}(\tau, y)| \\
\quad \cdot |\partial_{x_i x_j} p_0(\tau, z; t_1, y) - \partial_{x_i x_j} p_0(\tau, z; t_2, y)| \, dz \, d\tau \\
+ \int_{t_1}^{t_2} \int_{\mathbb{R}^d} |p_n(s, x; \tau, z)| \cdot |a_{ij}(\tau, z) - a_{ij}(\tau, y)| \cdot |\partial_{x_i} p_0(\tau, z; t_1, y) - \partial_{x_i} p_0(\tau, z; t_2, y)| \, dz \, d\tau \\
+ \int_s^{t_1} \int_{\mathbb{R}^d} |p_n(s, x; \tau, z)| \cdot |b_i(\tau, z)\cdot |\partial_{x_i} p_0(\tau, z; t_1, y) - \partial_{x_i} p_0(\tau, z; t_2, y)| \, dz \, d\tau \\
+ \int_{t_1}^{t_2} \int_{\mathbb{R}^d} |p_n(s, x; \tau, z)| \cdot |b_i(\tau, z)| \cdot |\partial_{x_i} p_0(\tau, z; t_2, y)| \, dz \, d\tau \\
=: I_1^n + I_2^n + I_3^n + I_4^n.
$$
Using (3.11) and (3.15), we have

\[ I_1^n \lesssim \lambda_n |t_1 - t_2|^\frac{\gamma}{2} \int_{t_1}^{t_2} \int_{\mathbb{R}^d} g_\lambda(\tau - s, x - z) \sum_{i=1}^{2} g_{\lambda, \alpha - \gamma} (t_i - \tau, z - y) \, dz \, d\tau \]

\[ \lesssim \lambda_n |t_1 - t_2|^\frac{\gamma}{2} \left[ \int_{t_1}^{t_2} \left( |t_1 - \tau|^\frac{\alpha - \gamma}{2} - 1 + |t_2 - \tau|^\frac{\alpha - \gamma}{2} - 1 \right) d\tau \right] \sum_{i=1}^{2} g_\lambda (t_i - s, x - y) \]

\[ \lesssim \lambda_n |t_1 - t_2|^\frac{\gamma}{2} T^{\frac{\alpha - \gamma}{2}} \sum_{i=1}^{2} g_\lambda (t_i - s, x - y). \]

Similarly,

\[ I_2^n \overset{(3.11),(3.12)}{\lesssim} \lambda_n \int_{t_1}^{t_2} |t_2 - \tau|^\frac{\alpha - \gamma}{2} d\tau \sum_{i=1}^{2} g_\lambda (t_i - s, x - y) \]

\[ \lesssim \lambda_n |t_1 - t_2|^\frac{\gamma}{2} T^{\frac{\alpha - \gamma}{2}} \sum_{i=1}^{2} g_\lambda (t_i - s, x - y) \]

and

\[ I_3^n \overset{(3.11),(3.15)}{\lesssim} \lambda_n |t_1 - t_2|^\frac{\gamma}{2} \int_{t_1}^{t_2} \int_{\mathbb{R}^d} g_\lambda (\tau - s, x - z) |b(\tau, z)| \sum_{i=1}^{2} g_{2\lambda, -1 - \gamma} (t_i - \tau; z - y) \, dz \, d\tau \]

\[ \overset{(2.4)}{\lesssim} \lambda_n |t_1 - t_2|^\frac{\gamma}{2} K_1^{1 + \gamma} (T) \sum_{i=1}^{2} g_\lambda (t_i - s; x - y), \]

and

\[ I_4^n \overset{(3.12),(3.11)}{\lesssim} \lambda_n |t_2 - t_1|^\frac{\gamma}{2} \int_{t_1}^{t_2} \int_{\mathbb{R}^d} g_\lambda (\tau - s, x - z) |b(\tau, z)| g_{2\lambda, -1 - \gamma} (t_2 - \tau; z - y) \, dz \, d\tau \]

\[ \overset{(2.4)}{\lesssim} \lambda_n |t_1 - t_2|^\frac{\gamma}{2} K_1^{1 + \gamma} (T) \sum_{i=1}^{2} g_\lambda (t_i - s; x - y). \]

Combining all the estimates above, we get (3.14).

Having (3.14) at our disposal, we can observe that

\[ |p(s, x; t_1, y) - p(s, x; t_2, y)| \leq \sum_{n=0}^{\infty} |p_n(s, x; t_1, y) - p_n(s, x; t_2, y)| \]

\[ \overset{(3.14)}{\lesssim} |t_1 - t_2|^\frac{\gamma}{2} \left[ \sum_{i=1}^{2} g_{\lambda, -\gamma} (t_i - s; x - y) + \sum_{n=0}^{\infty} \lambda_n \sum_{i=1}^{2} g_\lambda (t_i - s; x - y) \right]. \]

Recall that \( \lambda_n = C_1^n \left( T^\frac{\alpha}{2} + K_1^1 (T) \right)^n \), by choosing \( T \) sufficiently small so that \( \sum_{n=0}^{\infty} \lambda_n < \infty \), we obtain (3.7).

(2). Now we start to prove (3.9). Again we use the expansion (3.10) and estimate each \( |p_n - \bar{p}_n| \) separately.

Denote

\[ \delta(t) := \|a(t, x) - \bar{a}(t, x)\|_{L^\infty} \quad \text{and} \quad \delta_a := \|a - \bar{a}\|_{L^r([0,1],L^\infty)}. \]
By definition,
\[
|p_0(s, x; t, y) - \tilde{p}_0(s, x; t, y)|
\lesssim \left| (\det A_{s,t}(y))^{-1/2} - (\det \tilde{A}_{s,t}(y))^{-1/2} \right| e^{-\langle A_{s,t}^{-1}(y)(x-y), x-y \rangle} + (\det \tilde{A}_{s,t}(y))^{-1/2} e^{-\langle A_{s,t}^{-1}(y)(x-y), x-y \rangle} - e^{-\langle \tilde{A}_{s,t}^{-1}(y)(x-y), x-y \rangle}.
\] (3.16)

Like the proof for (3.15), using (3.4), (3.16) and Hölder’s inequality, we have
\[
|p_0(s, x; t, y) - \tilde{p}_0(s, x; t, y)| \lesssim (t - s)^{-d} \det A_{s,t}(y) - \det \tilde{A}_{s,t}(y) + |A_{s,t}^{-1}(y) - \tilde{A}_{s,t}^{-1}(y)||x - y|^2 \varrho_{3\lambda,0}(t - s, x - y).
\] (3.17)

Similarly, for any \( k = 0, 1, 2 \), we have
\[
|\nabla_x^k p_0(s, x; t, y) - \nabla_x^k \tilde{p}_0(s, x; t, y)| \lesssim \delta_2 \varrho_{2\lambda, -k/2}(t - s, x - y).
\] (3.18)

**Claim 3:** For each \( n \in \mathbb{N}, 0 \leq s < t \leq T \) and \( x, y \in \mathbb{R}^d \),
\[
|p_n - \tilde{p}_n|(s, x; t, y) \leq \kappa_n(T) (\delta_a^{1-\eta} + \delta_b) \varrho_{\lambda, -2/\eta}(t - s; x - y),
\] (3.19)

where
\[
\delta_a = \|a - \tilde{a}\|_{L_1^\infty L_\infty^\infty}, \quad \delta_b := \|b - \tilde{b}\|_{L_1^\infty}, \quad \eta \in \left(\frac{2}{2 + \alpha r}, 1\right)
\]

and \( \kappa_n(T) \) \((\forall n \in \mathbb{N})\) is a constant that will be determined later.

Again, we prove (3.19) by induction. Assume (3.19) holds for some \( n \in \mathbb{N} \), by (3.10), we have
\[
p_{n+1} - \tilde{p}_{n+1} = p_n \otimes (L - L_0)p_0 - \tilde{p}_n \otimes (\tilde{L} - \tilde{L}_0)\tilde{p}_0
\]
\[
= (p_n - \tilde{p}_n) \otimes (L - L_0)p_0 + \tilde{p}_n \otimes [(L - L_0) - (\tilde{L} - \tilde{L}_0)]p_0 + \tilde{p}_n \otimes (\tilde{L} - \tilde{L}_0)(p_0 - \tilde{p}_0)
\]
\[
=: J_1 + J_2 + J_3.
\]

Noting that \( \frac{4}{p} + \frac{2}{q} = 1 - \gamma_0 < 2 - (1 + \frac{4}{r}) \), by (2.3), we can find a continuous function \( \omega : [0, 1] \to \mathbb{R}_+ \) depending only on \( d, p, q, r \) such that
\[
K_{|\cdot|, \frac{1}{2}}^1(t) + K_{|\cdot|, \frac{1}{2}}^{1 + \frac{2}{r}}(t) \leq N_2 \omega(t), \quad K_{|\cdot|, \tilde{b}}^{1}(t) \leq \|b - \tilde{b}\|_{L_1^p} \omega(t)
\] (3.20)

and \( \omega(t) \to 0 \) as \( t \to 0 \). So for \( J_1 \), by the fact that \( \frac{4}{r} - \frac{1}{r} > 0 \), one sees that for all \( 0 \leq s \leq t \leq T \) and \( x, y \in \mathbb{R}^d \),
\[
|J_1|(s, x; t, y) \lesssim \kappa_n(T) (\delta_a^{1-\eta} + \delta_b) \int_s^t \int_{\mathbb{R}^d} \varrho_{\lambda, -2/\eta}(\tau - s, x - z) \varrho_{\lambda, -2/\eta}(t - \tau, z - y) dz d\tau
\]
\[
+ \kappa_n(T) (\delta_a^{1-\eta} + \delta_b) \int_s^t \int_{\mathbb{R}^d} \varrho_{\lambda, -2/\eta}(\tau - s, x - z) b(\tau, z) \varrho_{\lambda, -2/\eta}(t - \tau, z - y) dz d\tau
\] (3.13),(3.19)
Hence, 

\[
\begin{align*}
&\lesssim \kappa_n(T)(\delta_a^{1-\eta} + \delta_b) \left( \int_s^t (\tau - s)^{-\frac{1}{r}} (t - \tau)^{\frac{r}{2} - 1} d\tau \right) \varrho_\lambda(t - s, x - y) \\
&+ \kappa_n(T)(\delta_a^{1-\eta} + \delta_b)K_{|b|}(T)\varrho_{\lambda,-2/r}(t - s, x - y) \\
&\lesssim \kappa_n(T)(\delta_a^{1-\eta} + \delta_b) \left( T^\frac{a}{2} - \frac{1}{r} \varrho_\lambda(t - s, x - y) + \omega(T)\varrho_{\lambda,-2/r}(t - s, x - y) \right),
\end{align*}
\]

For \(J_2\), recalling that \(\delta(t) = \|a(t, x) - \tilde{a}(t, x)\|_{L^\infty_x} \), by our assumptions on \(a\) and \(\tilde{a}\), it holds that

\[
\begin{align*}
&\left| (a_{ij} - \tilde{a}_{ij})(t, x) - (a_{ij} - \tilde{a}_{ij})(y) \right| \\
\leq & 2\delta(t) \wedge 2N_1|x - y|^\alpha \lesssim \delta^{1-\eta}(t)|x - y|^{\alpha\eta},
\end{align*}
\]

thus

\[
\begin{align*}
&\left| ((L - L_0) - (\tilde{L} - \tilde{L}_0))p_0 \right| (s, x; t, y) \\
\lesssim & \delta^{1-\eta}(s)\varrho_{\lambda,\alpha\eta-2}(t - s, x - y) + |b - \tilde{b}|(s, x)\varrho_{2\lambda,-1}(t - s, x - y).
\end{align*}
\]

Using the above estimate and Hölder’s inequality, we obtain

\[
\begin{align*}
|J_2|(s, x; t, y) \lesssim & \kappa_n(T) \int_s^t \delta^{1-\eta}(\tau)d\tau \int_{\mathbb{R}^d} \varrho_\lambda(\tau - s, x - z)\varrho_{\lambda,\alpha\eta-2}(t - \tau, z - y)dz \\
&+ \kappa_n(T) \int_s^t \int_{\mathbb{R}^d} \varrho_\lambda(\tau - s, y - z)\varrho_{2\lambda,-1}(t - \tau, z - y)dzd\tau \\
\lesssim & \kappa_n(T) \left[ \int_s^t \delta^{1-\eta}(\tau)(t - \tau)\frac{\alpha\eta - 1}{2} d\tau + K_{|b - \tilde{b}|}(T) \right] \varrho_\lambda(t - s, x - y) \\
\lesssim & \kappa_n(T) \left( \int_s^t |\delta(\tau)|^{\frac{1-\eta}{r}} d\tau \right)^{\frac{1}{r}} \left( \int_s^t (t - \tau)^{\frac{r(\alpha\eta - 2)}{2(r + \eta - 1)}} d\tau \right)^{\frac{r + \eta - 1}{r}} \varrho_\lambda(t - s, x - y) \\
&+ \kappa_n(T)K_{|b - \tilde{b}|}(T)\varrho_\lambda(t - s, x - y) \\
\lesssim & \kappa_n(T) \left( \delta_a^{1-\eta} T^\frac{a\eta}{2 - \eta} + \delta_b \omega(T) \right) \varrho_\lambda(t - s, x - y),
\end{align*}
\]

where we use the fact \(\frac{r(\alpha\eta - 2)}{2(r + \eta - 1)} > -1\).

For \(J_3\), by the \(\alpha\)-Hölder regularity of \(x \mapsto a(t, x)\) and (3.18), we get

\[
\begin{align*}
&(\tilde{L} - \tilde{L}_0)(p_0 - \tilde{p}_0)(s, x; t, y) \\
\lesssim & \delta_a \varrho_{\lambda,\alpha-2/r-2}(t - s, x - y) + \delta_a |\tilde{b}(s, x)|\varrho_{2\lambda,-1-2/r}(t - s, x - y).
\end{align*}
\]

Hence,

\[
\begin{align*}
|J_3|(s, x; t, y) \lesssim & \kappa_n(T)\delta_a \int_s^t (t - \tau)^{\frac{a}{2} - \frac{1}{r} - 1} d\tau \int_{\mathbb{R}^d} \varrho_\lambda(\tau - s, x - z)\varrho_\lambda(t - \tau, z - y)dz \\
&+ \kappa_n(T)\delta_a \int_s^t \int_{\mathbb{R}^d} \varrho_\lambda(\tau - s, x - z)|\tilde{b}(\tau, z)|\varrho_{2\lambda,-1-2/r}(t - \tau, z - y)dzd\tau \\
\lesssim & \kappa_n(T)\delta_a \left( T^\frac{a}{2} - \frac{1}{r} + \omega(T) \right) \varrho_\lambda(t - s, x - y).
\end{align*}
\]
Combining the above estimates, we can see that there is a constant $C_2$ depends only on $d, \alpha, p, q, r, \eta, \Lambda, N_1, N_2$ such that
\[
|p_{n+1} - \tilde{p}_{n+1}| \leq C_2 \left( T^{n_2 - \frac{1}{m_n}} + \omega(T) \right) \kappa_n(T)(\delta_{\alpha}^{1-\eta} + \delta_b)\varrho_{\lambda,-2/r}.
\]
If we define
\[
\kappa_n(T) := C_2^n \left( T^{n_2 - \frac{1}{m_n}} + \omega(T) \right)^n, \quad \forall n \in \mathbb{N}
\]
(3.21)
where $C_2 = C_2(d, \alpha, p, q, r, \eta, \Lambda, N_1, N_2) > 0$, and $T \in (0, 1]$ to be determined later, then for all $0 \leq s \leq t \leq T$ and $x, y \in \mathbb{R}^d$, we have
\[
|p_{n+1} - \tilde{p}_{n+1}|(s, x; t, y) \leq \kappa_n(T)(\delta_{\alpha}^{1-\eta} + \delta_b)\varrho_{\lambda,-2/r}(t-s, x-y).
\]
So (3.19) holds for all $n \in \mathbb{N}$ if $\kappa_n(T)$ given by (3.21). Choosing $T$ sufficiently small such that $C_2 \left( T^{n_2 - \frac{1}{m_n}} + \omega(T) \right) < 1$, we obtain
\[
|p - \bar{p}| \leq \sum_{n=0}^{\infty} |p_n - \bar{p}_n| \leq \sum_{n=0}^{\infty} \kappa_n(T)(\delta_{\alpha}^{1-\eta} + \delta_b)\varrho_{\lambda,-2/r} \lesssim (\delta_{\alpha}^{1-\eta} + \delta_b)\varrho_{\lambda,-2/r}.
\]

Now, we are in a position to provide the proof for the Proposition 3.6.

Proof of Proposition 3.6. (1). Given $\mu \in S_\phi$, let $p^\mu(s, x; t, y)$ be the heat kernel associated with $L^\mu := a_{ij}^\mu \partial_{ij} + b_i^\mu \partial_i$. Recall that $\psi(\mu)_t = \text{law}(X_t^\mu)$ is the one dimensional distribution of the unique weak solution to (3.3). For any $t \in [0, 1],$
\[
\langle \phi, \psi(\mu)_t \rangle = \mathbb{E} \phi(X_t^\mu) \lesssim \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} \phi(y)p^\mu(0, x; t, y)dy \tag{3.6}
\]
\[
\lesssim \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} \phi(y)\varrho_\lambda(t, x - y)dy \lesssim \langle \phi, \pi \rangle < \infty,
\]
which implies $\psi(\mu)_t \in \mathcal{P}_\phi(\mathbb{R}^d)$. Let $\gamma_0 = 1 - \frac{d}{p} - \frac{2}{q} > 0$ and $\gamma \in (0, \alpha \wedge \gamma_0)$. For any $0 < t_0 \leq t_1 \leq t_2 \leq 1$ and $f \in L^\infty(\mathbb{R}^d)$, by the Markov property,
\[
\left| \int_{\mathbb{R}^d} f(y)\phi(y)|\psi(\mu)_{t_2} - \psi(\mu)_{t_1}|(dy) \right| = |\mathbb{E}f\phi(X^\mu_{t_2}) - \mathbb{E}f\phi(X^\mu_{t_1})|
\]
\[
= \left| \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} [p^\mu(0, x; t_2, y) - p^\mu(0, x; t_1, y)](f\phi)(y)dy \right|
\]
\[
\leq ||f||_\infty \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} |p^\mu(0, x; t_2, y) - p^\mu(0, x; t_1, y)| \phi(y)dy
\]
\[
\lesssim ||f||_\infty |t_1 - t_2|^{\frac{2}{q}} \sum_{i=1}^{\frac{2}{q}} \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} \phi(y)\varrho_{\lambda,-\gamma}(t_i, x - y)dy \tag{3.7}
\]
\[
\lesssim ||f||_\infty |t_1 - t_2|^{\frac{2}{q}} |t_1 - t_2|^{\frac{2}{q}},
\]
which implies
\[
||\psi(\mu)_{t_2} - \psi(\mu)_{t_1}||_{\gamma,t_0} \lesssim_{\gamma,t_0} |t_1 - t_2|^{\frac{2}{q}}.
\]
Thus, $K = \psi(S_\phi) \subseteq S_\phi$. For each $t_0 \in (0, 1]$ and $\mu \in S_\phi$, denote
\[
\mu|_{t_0} : [t_0, 1] \ni t \mapsto \mu_t \in \mathcal{P}(\mathbb{R}^d), \quad K|_{t_0} := \{\mu|\mu \in K \}.
\]
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(3.22) also implies the equicontinuity of $K|_{t_0}$.

(2). By the definition of $(V_\phi, d_\phi)$ and the standard diagonal argument, we only need to show that $K|_{t_0}$ is relatively compact in $C([t_0, 1]; M_\phi(\mathbb{R}^d))$, which equipped with norm $\|\mu|_{t_0}\| = \sup_{t \in [t_0, 1]} \|\mu_t\|_\phi$. By Arzela-Ascoli’s Theorem and (3.22), we only need to prove that for each fixed $t \in (0, 1]$, $\{\psi(\mu)_t : \mu \in S_\phi\}$ is a relatively compact set in $(P_\phi(\mathbb{R}^d), \| \cdot \|_\phi)$. According to Lemma 3.8 and Markov property, for each $\mu \in S_\phi$ and $t \in (0, 1]$, $\psi(\mu)_t$ admits a density $p^\mu_t(y)$ w.r.t. Lebesgue measure and

$$
p^\mu_t(y) = \int_{\mathbb{R}^d} p^\mu(0, x; t, y) \pi(dx).
$$

So for each fixed $t \in (0, 1]$, the relatively compactness of $\{\psi(\mu)_t : \mu \in S_\phi\}$ in $(P_\phi(\mathbb{R}^d), \| \cdot \|_\phi)$ is equivalent to the relatively compactness of $\{\phi p^\mu_t : \mu \in S_\phi\}$ in $L^1(\mathbb{R}^d)$. By (3.6), (G) and Lebesgue’s dominated convergence theorem,

$$
\lim_{R \to \infty} \sup_{\mu \in S_\phi} \int_{|y| > R} \phi p^\mu_t(y) dy
\lesssim \lim_{R \to \infty} \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} \rho_\lambda(t, x-y) 1_{P^\mu_t}(y) \phi(y) dy
= \int_{\mathbb{R}^d} \pi(dx) \lim_{R \to \infty} \int_{|y| > R} \phi(x-y) \rho_\lambda(t,y) dy = 0.
$$

On the other hand, by (3.8), (G) and Lebesgue’s dominated convergence theorem, we obtain that there is a constant $\gamma \in (0, \alpha \wedge \gamma_0)$ such that

$$
\sup_{\mu \in S_\phi} \int_{\mathbb{R}^d} \phi \phi p^\mu_t(y + h) - \phi p^\mu_t(y) dy
\leq \sup_{\mu \in S_\phi} \int_{\mathbb{R}^d} \phi p^\mu_t(y + h) - p^\mu_t(y) \phi(y + h) dy + \sup_{\mu \in S_\phi} \int_{\mathbb{R}^d} p^\mu_t(y) \phi(y + h) - \phi(y) dy
\lesssim t^{-\frac{\gamma}{2}} |h| \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} \left[ \rho_\lambda(t, x-y-h) + \rho_\lambda(t, x-y) \right] \phi(y+h) dy
+ |h| \int_0^1 \frac{d\theta}{\theta} \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} \rho_\lambda(t, x-y)[\nabla \phi(y+\theta h)] dy.
$$

Thanks to Fréchet-Kolmogorov’s theorem, we get the desired result.

(3): Assume $\mu^n$ is a sequence in $S_\phi$ and $\mu^n \to \mu$ in $S_\phi$ as $n \to \infty$. By our assumption, we have

$$
ev_n := \|a^{\mu^n} - a^\mu\|_{L^q}^{1-q} + \|b^{\mu^n} - b^\mu\|_{L^q} \to 0 \quad (n \to \infty).
$$

Denote the heat kernel associated with $L^{\mu^n} = a^{\mu^n}_{ij} \partial_{ij} + b^{\mu^n} \partial_t$ and $L^\mu = a^\mu_{ij} \partial_{ij} + b^\mu \partial_t$ by $p^{\mu^n}(s, x; t, y)$ and $p^\mu(s, x; t, y)$, respectively. Then, for each $t \in (0, 1]$

$$
\|\psi(\mu^n)_t - \psi(\mu)_t\|_\phi = \sup_{\|f\|_{L^\infty} \leq 1} |\mathbf{E} f(\phi(X^{\mu^n}_t)) - \mathbf{E} f(\phi(X^\mu_t))|
\leq \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} |p^{\mu^n} - p^\mu|(0, x; t, y) \phi(y) dy
$$

where
which implies \( \psi \) is continuous from \( S_\phi \) to \( K \).

\[ \square \]

4. Uniqueness in Law

In this section, we give our main result about the uniqueness of solutions to (MV), which is addressed by comparing the densities of two solutions. As we already mentioned in the introduction, the uniformly ellipticity of \( a \) and the Lipschitz continuity of \( \sigma \) in \( m \) w.r.t. the total variation distance is not enough to ensure the uniqueness. Below, we illustrate this point with a simple example.

**Example 1 (Nonuniqueness).** Let \( d = d_1 = 1 \), \( W_t \) be a standard Brownian motion on \( \mathbb{R} \). Let

\[
  c_1 = \frac{1}{\sqrt{2\pi}} \int_{-2}^{2} e^{-\frac{|x|^2}{2}} dx \approx 0.95, \quad c_2 = \frac{1}{\sqrt{8\pi}} \int_{-2}^{2} e^{-\frac{|x|^2}{8}} dx \approx 0.68
\]

and \((\lambda_1, \lambda_2)\) be the solution to the following linear system of equations

\[
  \begin{cases}
    c_1 \lambda_1 + (1 - c_1) \lambda_2 = 1 \\
    c_2 \lambda_1 + (1 - c_2) \lambda_2 = 2
  \end{cases}
\]

i.e.

\[
  \lambda_2 = \frac{2c_1 - c_2}{c_1 - c_2} > \lambda_1 = \frac{2c_1 - c_2 - 1}{c_1 - c_2} > 0.
\]

Assume that

\[
  \Sigma(t, x) = \lambda_1 1_{B_2}(x/\sqrt{7}) + \lambda_2 1_{B^{c}_2}(x/\sqrt{7}), \quad \sigma(t, m) := \int_{\mathbb{R}} \Sigma(t, x) m(dx)
\]

and \( b(t, x, m) \equiv 0 \). According to our definition, \( \sigma(t, m) \) satisfies \( 0 < \lambda_1 \leq \sigma(t, m) \leq \lambda_2 < \infty \), and the mapping from \( m \) to \( \sigma(t, m) \) exhibits uniform Lipschitz continuity concerning the total variation distance. Moreover, modulo an additive constant, \( \Sigma(t, y) = \frac{\delta_a}{\delta_m}(t, m)(y) \) remains uniformly bounded. However, through straightforward calculations, we find that

\[
  \sigma(t, \mu_{W_1}) = \lambda_1 \mu_{W_1}(B_2) + \lambda_2 \mu_{W_1}(B^c_2) = c_1 \lambda_1 + (1 - c_1) \lambda_2 = 1
\]

and

\[
  \sigma(t, \mu_{2W_1}) = \lambda_1 \mu_{2W_1}(B_2) + \lambda_2 \mu_{2W_1}(B^c_2) = c_2 \lambda_1 + (1 - c_2) \lambda_2 = 2,
\]

which imply that (MV) (with \( \pi = \delta_0 \)) has at least two strong solutions: \( W_t \) and \( 2W_t \).

Inspired by the work of de Ranal-Frikha [dR20, CdRF22], we establish our uniqueness result based on the assumption that \( \frac{\delta_a}{\delta_m}(t, \cdot, m)(\cdot) \) exhibits uniform Hölder continuity for all \((t, m)\). The following theorem represents the main result of this section.

**Theorem 4.1 (Uniqueness).** Let \((p, q) \in \mathcal{J}_1\), \( \alpha, \beta \in (0, 1)\), \( \Lambda > 1 \) and \( N_1, N_2 > 0 \). Assume that
The Markovian property, along with our assumption that $\mu$ only need to prove the uniqueness. Assume $X$ with $p$, $q$, $\alpha$, $\beta$, $\Lambda$, $N_1$, $N_2$, and $c$ and $\langle \phi, \pi \rangle$ such that for any $t \in [s, 1 \wedge (s + T)]$, $\mu_t = \tilde{\mu}_t$. Define

$$ q := p - \tilde{p}, \quad \varepsilon(T) := \sup_{x,y \in \mathbb{R}^d; \atop t \in (s, 1 \wedge (s + T)]} \frac{|q|(s, x; t, y)}{\varrho_\Lambda(t - s, x - y)} < \infty. $$

By the identity $p = p_0 + p \otimes [(L - L_0)p_0]$ and the definition of $q$, one see that

$$ q = (p_0 - \tilde{p}_0) + (p - \tilde{p}) \otimes (L - L_0)p_0 + \tilde{p} \otimes [(L - L_0) - (\tilde{L} - \tilde{L}_0)p_0 + \tilde{L} - \tilde{L}_0](p_0 - \tilde{p}_0) $$

$$ = : J_0 + J_1 + J_2 + J_3. $$

The Markovian property, along with our assumption that $\mu_s = \tilde{\mu}_s$ yields

$$ (\mu_t - \tilde{\mu}_t)(dy) = \int_{\mathbb{R}^d} q(s, x; t, y)\mu_s(dx) dy, \quad \forall t \in (s, 1]. $$

**Proof.** Note that $(U_\sigma)$ and $(U_b)$ imply $(E'_1)$ and $(E'_2)$, respectively, so by Lemma 3.5, we only need to prove the uniqueness. Assume $X$ and $\tilde{X}$ are two weak solutions to $(MV)$. Let $\mu_t = \mu_X, \tilde{\mu}_t = \mu_{\tilde{X}}, L = a_{ij}^\nu \partial_{ij} + b_i^\nu \partial_i, \tilde{L} = a_{ij}^{\tilde{\nu}} \partial_{ij} + b_i^{\tilde{\nu}} \partial_i$ and $p, \tilde{p}$ be the heat kernels associated with $L$ and $\tilde{L}$, respectively. As in the proof for Proposition 3.6(i), we have

$$ \sup_{t \in [0, 1]} \langle \phi, \mu_t \rangle = \sup_{t \in [0, 1]} \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} p(0, x; t, y)\phi(y)dy $$

$$ \lesssim \sup_{t \in [0, 1]} \int_{\mathbb{R}^d} \pi(dx) \int_{\mathbb{R}^d} \varrho_\lambda(t, x - y)\phi(y)dy \lesssim \langle \phi, \pi \rangle. $$
To analyze $J_0$, we employ (4.2)-(4.4), and our assumptions outlined in \((U_\sigma)\). This yields the following estimate for all $\tau$ within the interval $[s, 1 \wedge (s + T)]$:

$$
\|a(\tau, y, \mu_\tau) - a(\tau, y, \bar{\mu}_\tau)\| \\
\overset{(2.5)}{=} \left\| \int_0^1 \int_{\mathbb{R}^d} \frac{\partial a}{\partial \mu} (\tau, y, \lambda \mu_\tau + (1 - \lambda)\bar{\mu}_\tau)(z) (\mu_\tau - \bar{\mu}_\tau)(dz)d\lambda \right\|
$$

$$
= \left| \int_0^1 \int_{\mathbb{R}^d} \left[ \frac{\partial a}{\partial \mu} (\tau, y, \lambda \mu_\tau + (1 - \lambda)\bar{\mu}_\tau)(z) - \frac{\partial a}{\partial \mu} (\tau, y, \lambda \mu_\tau + (1 - \lambda)\bar{\mu}_\tau)(x) \right] d\lambda \right|
$$

$$
\leq \left| \int_{\mathbb{R}^d} \int_0^1 \int_{\mathbb{R}^d} \left[ \frac{\partial a}{\partial \mu} (\tau, y, \lambda \mu_\tau + (1 - \lambda)\bar{\mu}_\tau)(z) - \frac{\partial a}{\partial \mu} (\tau, y, \lambda \mu_\tau + (1 - \lambda)\bar{\mu}_\tau)(x) \right] d\lambda \right|
$$

$$
\lesssim \varepsilon(T) \int_{\mathbb{R}^d} \mu_s(dx) \int_{\mathbb{R}^d} |x - z|^\beta \varrho_\lambda(\tau - s, x - z)dz \lesssim \varepsilon(T)(\tau - s)^{\frac{\beta}{\tau}}.
$$

Like the proof for (3.17), by the above estimate, we obtain that for any $t \in [s, 1 \wedge (s + T)]$,

$$
|J_0|(s, x; t, y) = |p_0 - \bar{p}_0|(s, x; t, y)
$$

$$
\lesssim \varrho_{2\lambda, -1}(t - s, x - y) \int_s^t |a(\tau, y, \mu_\tau) - a(\tau, y, \bar{\mu}_\tau)|d\tau
$$

$$
\lesssim \varepsilon(T) \varrho_{2\lambda, -1}(t - s, x - y) \int_s^t (\tau - s)^{\frac{\beta}{\tau}}d\tau
$$

$$
\lesssim \varepsilon(T)T^{\frac{\beta}{\tau}} \varrho_\lambda(t - s, x - y).
$$

Similarly, for any $k = 0, 1, 2$, we have

$$
|\nabla^k(p_0 - \bar{p}_0)|(s, x; t, y) \lesssim \varepsilon(T)T^{\frac{\beta}{\tau}} \varrho_{\lambda, -k}(t - s, x - y).
$$

For $J_1$, suppose that $t \in [s, 1 \wedge (s + T)]$, then

$$
|J_1|(s, x; t, y)
$$

$$
\overset{(3.12)}{\lesssim} \int_s^t \int_{\mathbb{R}^d} |q(s, x; \tau, z)| \varrho_{2\lambda, \alpha, -2}(t - \tau, z - y)d\tau dz d\tau
$$

$$
= \int_s^t \int_{\mathbb{R}^d} |q(s, x; \tau, z)| \varrho_{2\lambda, -1}(t - \tau, z - y)d\tau dz d\tau
$$

$$
\lesssim \varepsilon(T) \int_s^t (t - \tau)^{\frac{\beta}{\tau} - 1}d\tau \int_{\mathbb{R}^d} \varrho_\lambda(\tau - s, x - z)\varrho_\lambda(t - \tau, z - y)dz
$$

$$
\lesssim \varepsilon(T)(T^{\frac{\beta}{\tau}} + K_{\alpha, |b|}(T)) \varrho_\lambda(t - s; x - y).
$$
For $J_2$. Noting that for any $\tau \in [s, 1]$,
\[
\left| \frac{1}{[L - L_0] - (L - \tilde{L}_0)]p_0} \right| (\tau, z; t, y) \\
\leq |a_{ij}(\tau, z, \mu_\tau) - a_{ij}(\tau, y, \mu_\tau) - a_{ij}(\tau, \bar{\mu}_\tau)| \left| \partial_{z_j} p_0(\tau, z; t, y) \right| \\
+ \left| b^\mu_\tau(\tau, z) - b^{\bar{\mu}}_\tau(\tau, z) \right| \left| \partial_{z_j} p_0(\tau, z; t, y) \right| \\
\lesssim \int_0^1 \int_{\mathbb{R}^d} \left[ \frac{\delta a}{\delta m} (\tau, z, \lambda \mu_\tau + (1 - \lambda) \bar{\mu}_\tau) - \frac{\delta a}{\delta m} (\tau, y, \lambda \mu_\tau + (1 - \lambda) \bar{\mu}_\tau) \right] (z') \\
\cdot (\mu_\tau - \bar{\mu}_\tau)(dz') d\lambda \cdot \varrho_{2\lambda - 2}(t - \tau, z - y) \\
+ \left| b^\mu(\tau, z) - b^{\bar{\mu}}(\tau, z) \right| \varrho_{2\lambda - 1}(t - \tau, z - y) \\
(\text{U}, 4.4) \\
\lesssim \varrho_{2\lambda - 2}(t - \tau, z - y) \int_{\mathbb{R}^d} |y - z|^\beta |q(s, x'; \tau, z')| dz' \mu_s(dx') \\
+ \varrho_{2\lambda - 1}(t - \tau, z - y) \left| b^\mu(\tau, z) - b^{\bar{\mu}}(\tau, z) \right| ,
\]
we have
\[
|J_2|(s, x; t, y) \\
\lesssim \varepsilon(T) \int_s^t \int_{\mathbb{R}^d} \varrho_\lambda \left( |y - z|^\beta \varrho_\lambda (\tau, s, x - z) \cdot \varrho_{2\lambda - 2}(t - \tau, z - y) \\
+ \int_{\mathbb{R}^d} \varrho_\lambda \left( |b^\mu(\tau, z) - b^{\bar{\mu}}(\tau, z)| 1_{[s, t]}(\tau) \right) \varrho_{2\lambda - 1}(t - \tau, z - y) \right) dz d\tau \\
\lesssim \varepsilon(T) T^{\frac{\beta}{2}} \varrho_\lambda (t - s, x - y) + K_{b^\mu - b^{\bar{\mu}}}^1(1_{[s, t]})(T) \varrho_\lambda (t - s, x - y),
\]
By (2.3), the last term of above inequalities can be controlled by
\[
\omega(T) \left\| (b^\mu - b^{\bar{\mu}}) 1_{[s, t]} \right\|_{L^p} \varrho_\lambda \\
\lesssim \omega(T) \sup_{\tau \in [s, t]} \left\| \mu_\tau - \bar{\mu}_\tau \right\|_{L^p} \varrho_\lambda \\
\lesssim \omega(T) \sup_{\tau \in [s, 1 \wedge (s + T)]} \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |q(s, x; \tau, z)||\phi(z)| dz \right) \varrho_\lambda \\
\lesssim \omega(T) \varepsilon(T) \langle \phi, \mu_s \rangle \varrho_\lambda \lesssim \omega(T) \varepsilon(T) \langle \phi, \pi \rangle \varrho_\lambda ,
\]
where $\omega(T) \to 0$ as $T \to 0$. Thus, for each $t \in [s, 1 \wedge (s + T)]$
\[
|J_2|(s, x; t, y) \lesssim \left( T^{\frac{\beta}{2}} + \omega(T) \langle \phi, \pi \rangle \right) \varepsilon(T) \varrho_\lambda (t - s, x - y). \tag{4.8}
\]
For $J_3$, by (4.6) and (4.2), we have
\[
(L - \tilde{L}_0)(p_0 - \tilde{p}_0)(\tau, z; t, y)
\]
\[ \varepsilon(T) T_{\varepsilon}^{\frac{2}{2}} \left[ \varrho_{2\lambda,\alpha-2}(t-\tau, z-y) + |\mathbf{b}(\tau, z)| \varrho_{2\lambda,\alpha-1}(t-\tau, z-y) \right]. \]

Thus, \[ |J_3|(s, x; t, y) \leq \varepsilon(T) T_{\varepsilon}^{\frac{2}{2}} \left( T_{\varepsilon}^{\frac{2}{2}} + K_{\mathbf{b},\varepsilon}(T) \right) \varrho_{\lambda}(t-s; x-y). \] (4.9)

Combining (4.3)-(4.9), we obtain
\[
\varepsilon(T) = \sup_{y \in \mathbb{R}^d} \sup_{t \in [s,1 \wedge (s+T)]} \frac{|q(s, x; t, y)|}{\varrho_{\lambda}(t-s, x-y)} \leq \sup_{y \in \mathbb{R}^d} \sup_{t \in [s,1 \wedge (s+T)]} \frac{\sum_{i=0}^{3} J_i(s, x; t, y)}{\varrho_{\lambda}(t-s, x-y)} \leq C (1 + \langle \phi, \pi \rangle) \omega(T)\varepsilon(T),
\]

where \( C \) is a constant that only depends on \( d, p, q, \alpha, \beta, \Lambda, N_1, N_2, c \). This implies that there exists \( T > 0 \), which is independent of \( s \) and such that \( \varepsilon(T) \equiv 0 \). Thus,
\[ (\mu_t - \bar{\mu}_t)(dy) = \int_{\mathbb{R}^d} q(s, x; t, y) \mu_t(dx) \equiv 0, \quad \forall t \in [s,1 \wedge (s+T)]. \]

Since \( \mu_0 = \bar{\mu}_0 = \pi \), we obtain \( \mu_t = \bar{\mu}_t \) for all \( t \in [0,1] \). So we complete our proof. \( \square \)

Our Proposition 1.2 presented in the introduction is a corollary of Proposition 4.1.

**Proof of Theorem 1.2.** Take \( \phi = 1 \). Suppose \( \sigma, b \) are given by (1.1). By the assumptions on \( \Sigma \), we can observe that
\[
\sup_{(t, m) \in [0,1] \times \mathcal{P}(\mathbb{R}^d)} \left( \|a(t, \cdot, m)\|_{C^\alpha(\mathbb{R}^d)} + \left\| \frac{\partial \mathbf{a}}{\partial m}(t, \cdot, m)(\cdot) \right\|_{C^\alpha(\mathbb{R}^d)} \right) \leq C \sup_{t \in [0,1]} \|\Sigma(t, \cdot)\|_{C^\alpha} < \infty,
\]
which implies \( a \) satisfies (\( U_\sigma \)). On the other hand, by the Minkowski inequality, one sees that
\[ \|b^\mu\|_{L^p_t L^p_x} = \left\| \int_{\mathbb{R}^d} B(t, x - y) \mu_t(dy) \right\|_{L^p_t L^p_x} \leq \|B\|_{L^q_t L^q_x} \]
and
\[ \|b(t, \cdot, m) - b(t, \cdot, m')\|_{L^p_t} \leq \|B(t, \cdot)\|_{L^p_t} \|m - m'\|_{TV}. \]
Thus, \( b \) satisfies (\( U_b \)) with \( \ell(t) = \|B(t, \cdot)\|_{L^q_t} \in L^q([0,1]) \). So we obtain the desired result due to Theorem 4.1. \( \square \)

Next we briefly comment on the strong well-posedness of (MV).

Under the same conditions of Lemma 3.5, by [XXZZ20, Theorem 1.1], if in addition
\[ \|\nabla_x \sigma^\mu\|_{L^p_t} < \infty, \quad \forall \mu \in S_\phi, \] (4.10)
then (MV) has at least one strong solution, provided that \( \pi \in \mathcal{P}_\phi(\mathbb{R}^d) \). Furthermore, under the conditions specified in Theorem 4.1, along with the constraints outlined in (4.10), (MV) admits a unique strong solution, provided that \( \pi \in \mathcal{P}_\phi(\mathbb{R}^d) \).

Lastly, let us also mention that (MV) is closely related to the following nonlinear Fokker-Planck equation (NFPE):
\[ \partial_t \mu_t - \partial_{ij}(a_{ij}(t, x, \mu_t) \mu_t) + \partial_i (b_i(t, x, \mu_t) \mu_t) = 0, \quad \mu_0 = \pi \in \mathcal{P}_\phi(\mathbb{R}^d). \] (4.11)
Recall that a curve $\mu : [0, 1] \to \mathcal{P}(\mathbb{R}^d)$ is narrowly continuous, if for every $f \in C_b(\mathbb{R}^d)$, $t \mapsto \langle f, \mu_t \rangle$ is continuous. The following conclusion regarding NFPE (4.11) is a consequence drawn from [XXZZ20, Theorem 1.1], [RZ21, Theorem 5.1] and our primary results.

**Corollary 4.2.** (1) Assume $a, b$ satisfy $(E_t')$ and $(E_2')$ (or $(E_\alpha)$ and $(E_b)$), then for any $\pi \in \mathcal{P}_0(\mathbb{R}^d)$, (4.11) has at least one weak solution $\mu : [0, 1] \to \mathcal{P}(\mathbb{R}^d)$ such that $\mu$ is narrow continuous and satisfies the following Krylov’s type estimate,

$$\int_0^1 \int_{\mathbb{R}^d} |f(t, x)| \mu_t(dx) dt \leq C \|f\|_{L_0^q}.$$  \hspace{1cm} (4.12)

(2) Assume $a, b$ satisfy $(U_\alpha)$ and $(U_b)$, then for each $\pi \in \mathcal{P}_0(\mathbb{R}^d)$, (4.11) admits a unique weak solution in $C([0, 1]; \mathcal{P}(\mathbb{R}^d))$.

**Appendix A. Proof for Lemma 2.3 and Lemma 2.4**

**Proof of Lemma 2.3.** The proof is essentially contained in [XXZZ20]. We provide an outline of the proofs below for the reader’s convenience. To simplify, we can assume without loss of generality that $s = 0$. Leveraging the given assumptions and Theorem 3.2 of [XXZZ20], for any $c, f \in C_c^\infty(\mathbb{R}^{d+1})$, there exists a unique solution $u \in \mathcal{H}_q^{d,p}$ with $\partial_t u \in \mathcal{L}_q^0$, which satisfies the following parabolic equation:

$$\partial_t v + \frac{1}{2} \sigma_{ik} \sigma_{jk} \partial_{ij} v + b_t \partial_t v + cv + f, \quad v(1) = 0.$$  

By the generalized Itô’s formula (see [XXZZ20, Lemma 4.1]), we have

$$d[\mathcal{E}^t X_s v(t, X_t)] = -e_0^t c(s, X_s) f s v(t, X_t) + e_0^t c(s, X_s) \nabla_x v(t, X_t) \sigma(t, X_t) dW_t.$$  

This implies

$$\mathcal{E} \int_0^1 e_0^t c(s, X_s) f s (t, X_t) dt = \mathcal{E} v(0, X_0).$$

From this, we derive all the weak solutions have the same finite dimensional distributions. So the proof is complete. \hfill \square

**Proof of Lemma 2.4.** (i) Noting

$$|x|^{\alpha} \varrho_{\lambda,0}(t, x) = t^{(-d+\gamma)/2} |x|^\gamma e^{-\lambda |x|^2 / t},$$

by the elementary inequality $ae^{-\lambda x} \geq C(\lambda, \kappa) e^{-\kappa |x|} (\forall a \geq 0)$, we get the desired estimate.

(ii) If $|x| < \sqrt{t}$, then

$$\varrho_{\lambda, -\beta}(t, x) \leq t^{-(d+\beta)/2} \lesssim \eta_\beta(t, x).$$

On the other hand, if $|x| > \sqrt{t}$, then

$$\varrho_{\lambda, -\beta}(t, x) = |x|^{-d-\beta} \left[ \left( \frac{|x|}{\sqrt{t}} \right)^{d+\beta} e^{-\lambda |x|^2 / t} \right] \lesssim |x|^{-d-\beta} \lesssim \eta_\beta(t, x).$$
(iii) For any \( k \geq 1 \), there is an integer \( N_k \approx k^{d-1} \) and a sequence of unit balls \( \{ B_1(x_{k,i}) \}_{i=1}^{N_k} \) such that \( B_{k+1} \setminus B_k \subseteq \bigcup_{i=1}^{N_k} B_1(x_{k,i}) \). For any \( T \in (0,1) \) and \( f \in \mathcal{L}_p^q \) with \((p,q) \in \mathcal{J}_{\beta} \), by Hölder’s inequality and the fact \((\beta + d/p)q/(2q-2) < 1\), we have

\[
\int_0^T \int_{\mathbb{R}^d} |f(s,y)| \eta_{\beta}(s,y) \, dy \, ds \lesssim \int_0^T s^{-(d+\beta)/2} \, ds \int_{B_{1}} |f(s,y)| \, dy \\
+ \int_0^T \int_{B_1 \setminus B_{k+1}} \frac{|f(s,y)|}{|y|^{d+\beta}} \, dy \, ds + \sum_{k=1}^{\infty} \int_0^T \int_{B_{k+1} \setminus B_k} \frac{|f(s,y)|}{|y|^{d+\beta}} \, dy \, ds
\]

\[
\lesssim \int_0^T \| f(s,\cdot) \|_{\mathcal{L}_p^q} s^{-(\beta + d/p)/2} \, ds + \int_0^T \| f(s,\cdot) \|_{\mathcal{L}_p^q} \left( \int_0^1 \frac{r^{d+\beta} - p - 1}{r^{d/p - 1}} \frac{dr}{r} \right)^{\frac{p}{p-1}} \, ds
\]

\[
+ \sum_{k=1}^{\infty} k^{-d-\beta} \sum_{i=1}^{N_k} \int_{\mathbb{R}^d} |f(s,y)| 1_{B_1(x_{k,i})}(y) \, dy \, ds
\]

\[
\lesssim \| f \|_{\mathcal{L}_p^q(T)} \sqrt{T^{2-\beta-d/2}} + \| f \|_{\mathcal{L}_p^q(T)} T^{1/\eta} \sum_{k=1}^{\infty} k^{-1-\beta} \lesssim T^{\frac{1}{2}(2-\beta-d/2)} \| f \|_{\mathcal{L}_p^q(T)}.
\]

(iv) The essence of the proof for (2.4) can be found in [Zha97, Lemma 3.1]. We include the proof here for the reader’s convenience, assuming, for the sake of simplicity, that \( s = 0 \). Let

\[
I = \int_0^{\sqrt{t}} \int_{\mathbb{R}^d} \frac{\varrho_{\lambda}(\tau,x-z)}{|\tau|^{\beta/2}} |b(\tau,z)| \frac{\varrho_{2\lambda}(t-\tau,z-y)}{(t-\tau)^{\beta/2}} \, dz \, d\tau.
\]

Then

\[
I = I_1 + I_2 := \int_0^{\sqrt{t}} \int_{\mathbb{R}^d} \frac{\varrho_{\lambda}(\tau,x-z)}{|\tau|^{\beta/2}} |b(\tau,z)| \frac{\varrho_{2\lambda}(t-\tau,z-y)}{(t-\tau)^{\beta/2}} \, dz \, d\tau
\]

\[
+ \int_0^{\sqrt{t}} \int_{\mathbb{R}^d} \frac{\varrho_{\lambda}(\tau,x-z)}{|\tau|^{\beta/2}} |b(\tau,z)| \frac{\varrho_{2\lambda}(t-\tau,z-y)}{(t-\tau)^{\beta/2}} \, dz \, d\tau,
\]

where \( \vartheta = \frac{\beta}{2} - \frac{1}{\sqrt{2}} \). For \( I_1 \), we write

\[
I_1 = I_{11} + I_{12} := \int_0^{\sqrt{t}} \int_{|z-y| > |x-y|/\sqrt{2}} \cdots + \int_0^{\sqrt{t}} \int_{|z-y| < |x-y|/\sqrt{2}} \cdots.
\]

When \( |z-y| > |x-y|/\sqrt{2} \) and \( \tau \in [0, \vartheta t] \), we have

\[
\varrho_{2\lambda}(t-\tau,z-y) \leq \varrho_{\lambda}(t-\tau,x-y) \lesssim \varrho_{\lambda}(t,x-y).
\]

This yields

\[
I_{11} \lesssim \varrho_{\lambda,-\vartheta}(t,x-y) \int_0^{\vartheta t} \int_{\mathbb{R}^d} \frac{\varrho_{\lambda}(\tau,x-z)}{|\tau|^\beta (t-\tau)^{\beta/2}} |b(\tau,z)| \, dz \, d\tau
\]

\[
\lesssim \varrho_{\lambda,-\vartheta}(t,x-y) \int_0^{\vartheta t} \int_{\mathbb{R}^d} \frac{\varrho_{\lambda}(\tau,x-z)}{|\tau|^{\beta/2}} |b(\tau,z)| \, dz \, d\tau
\]

(2.2)

\[
\lesssim K_{|\beta|}(t) \varrho_{\lambda,-\vartheta}(t,x-y).
\]
When $|z-y| \leq |x-y|/\sqrt{2}$ and $\tau \in [0, \theta t]$, we have

$$|x-z|^2/2\tau \geq \left(1 - 1/\sqrt{2}\right)^2 \left(\frac{\xi}{2} - \sqrt{2}\right)^{-1} |x-y|^2/t = |x-y|^2/t,$$

which implies

$$\varrho_{\lambda}(\tau, x-z) \leq \varrho_{\lambda/2}(\tau, x-z) e^{-|x-y|^2/t}.$$

Thus,

$$I_{12} \lesssim e^{-|x-y|^2/t} \int_0^{\theta t} \int_{\mathbb{R}^d} \frac{\varrho_{\lambda/2}(\tau, x-z)}{(t-\tau)^{(d+\beta)/2}} b(\tau, z) \frac{1}{\tau^{\beta/2}} d\tau d\tau$$

$$\lesssim \varrho_{\lambda, -\beta}(t, x-y) \int_0^t \int_{\mathbb{R}^d} b(\tau, z) \frac{\varrho_{\lambda/2}(\tau, x-z)}{(t-\tau)^{\beta/2}} d\tau d\tau$$

$$\overset{(2.2)}{\lesssim} K_{|b|}(t, \varrho_{\lambda, -\beta}(t, x-y)).$$

For $I_2$, by the elementary inequality,

$$\frac{a^2}{\alpha} + \frac{b^2}{1-\alpha} \geq (a+b)^2, \quad \forall a, b \geq 0, \alpha \in (0, 1)$$

we obtain

$$\frac{|x-z|^2}{\tau} + \frac{|z-y|^2}{t-\tau} \geq \frac{|x-y|^2}{t}, \quad 0 < \tau < t.$$

Combining the above inequality and the fact that $\tau \geq \theta t$, one sees that

$$\frac{\varrho_{\lambda}(\tau, x-z)}{(t-\tau)^{\beta/2}} \cdot \varrho_{\lambda}(t-\tau, z-y) \leq \frac{\varrho_{\lambda}(t, x-y)}{(t-\tau)^{\beta/2}} \frac{\varrho_{\lambda}(t-\tau, z-y)}{(t-\tau)^{\beta/2}}.$$

Hence,

$$I_2 \lesssim \varrho_{\lambda, -\beta}(t, x-y) \int_0^t \int_{\mathbb{R}^d} b(t-\tau, z) \frac{\varrho_{\lambda}(\tau, y-z)}{(t-\tau)^{\beta/2}} d\tau d\tau$$

$$\overset{(2.2)}{\lesssim} K_{|b|}(t, \varrho_{\lambda, -\beta}(t, x-y))$$
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