Digital Image Segmentation in Matlab: A Brief Study on Otsu’s Image Thresholding
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Abstract—Thresholding is considered as a statistical-decision making theory which can lessen the average error incurred in allocating pixels to two or more groups. The traditional Bayes decision rule can be applied with the prior knowledge of the Probability Density Function (PDF) of each class. It is surmised that a threshold resulting in the best class separation is the optimal one. In this paper, Otsu’s thresholding for image segmentation has been implemented. The well-known Otsu’s method is to learn a threshold that can maximize the between-class variance or equivalently make light of the within-class variance of the entire image. At first, a color image of a tree is taken. After that, the image is transformed into a grayscale image. Then in the first part, two-level thresholding is conducted, and later on, three-level thresholding is also applied. Again, two-level thresholding, as well as three level thresholding, are also applied to some other images. Finally, the comparison is made between two level thresholding and three level thresholding.
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I. INTRODUCTION

Image segmentation is one of the fundamental techniques used to subdivide an image into its integrant portions to extract relevant information from the image [1]. In short, image segmentation changes the illustration of an image to its simplified form which is further momentous and natural to analyze [2, 3]. There are several practical application of image segmentation such as trace tumors and additional pathologies [4, 5], machine vision, object detection [6], face detection, Medical imaging [7, 8], study and diagnosis of anatomical construction [9], fingerprint recognition and video surveillance etc. Several techniques have been undertaken over the past decades for image segmentation including thresholding [10], edge-based segmentation [11] and compression based methods [12], etc. Several algorithmic techniques such as Artificial Neural Network [13], Convolutional neural Network [14], and K-nearest Neighbors [15] can also be applied in image processing techniques such as segmentation, thresholding and filtering.

Among all the methods of image segmentation, thresholding is the simplest, yet most important and useful way of portioning an image into a front part and a background. Thresholding transforms a grayscale image into a binary image depending on threshold values [2]. The crucial part of the thresholding technique is to choose an optimum threshold value when three or more level of thresholding is incorporated. Nowadays, several thresholding methods are used including Otsu’s method [10], clustering [16] and the utmost entropy method [17], etc.

Otsu’s technique is an incredibly straightforward histogram-based [18] thresholding approach designed for automatic image thresholding [16]. The Otsu’s algorithm concludes that the image is subdivided into two major categories: 1) The foreground and 2) The background. The algorithm strives to detect the best threshold value that bifurcate the histogram into two subsections so that combined spread is minimum or comparably “between class variance” is maximum [10]. The expansion of the actual Otsu’s thresholding to multilevel thresholding is known as multi Otsu thresholding [19].

In this paper, Otsu’s multilevel thresholding is implemented for digital image segmentation. At first, two-level thresholding is executed, and then three level thresholding is also applied to the same image. After that, two level and three level thresholding are performed on some other pictures. Finally, the comparison is made between two levels and three levels thresholding regarding their performances in divulging the detailing of the images.

II. LITERATURE REVIEW

Though in real-world case, image segmentation performed effective roles in several demanding applications such as image retrieval, automatic traffic control, medical imaging, object detection, and video surveillance etc, image segmentation is very challenging due to the corruption by artifacts such as partial volume effect, image noises and bias field effects, image degradation such as blurring, contrast or color imperfection, insufficient resolution, RF inhomogeneity, image texture or structure variability and complexity etc. There are several image segmentation methods such as clustering, thresholding, region based, watershed, edge-based, Partial Differential Equation (PDE) based, and Artificial Neural Network (ANN) based. Among these segmentation methods thresholding method is the straightforward and advantageous method as it is quite effective in overcoming the current segmentation challenges mentioned above.

Region-based image segmentation can correct intensity inhomogeneities of magnetic resonance images with promising performances [20]. Yuhui et al. introduced hierarchical and generalized FCM in image segmentation to correct distance sensitivity to outliers [21]. Huang et al. discussed multilevel thresholding based on Otsu’s method with the quantum constituent part cloud optimization algorithm [22]. Image segmentation based on the deep convolutional neural network is introduced for better performances known as SegNet [23]. Again, the probabilistic aggregation model is capable of utilized to achieve better image segmentation performances [24]. Recently, image segmentation has achieved promising
performances with deep learning techniques such as deep convolutional networks with fully connected CRFs [25], V-Net [26] and U-Net [27]. Again, multi-level 3D Otsu thresholding method has achieved promising results in brain image segmentation [28].

The ANN-based method is very time-consuming as it wastes more time in training and it is a supervised method. If images have too many edges, the edge-based method leads to ineffective results. The Region-based method is very expensive as it wastes more time and memory. As PDE based method uses complex programs, its computational complexity is very high. Again, in the clustering method, we have to determine membership function and it’s not a trouble-free undertaking to perform. Watershed method requires a complex calculation of gradients. By considering all these difficulties in all other segmentation methods, thresholding method is the user-friendly and highly advantageous method as it is an unsupervised method which does require any prior information of the datasets and takes less time and memory to work with.

III. OTSU’S THRESHOLDING BASICS

In digital image segmentation, Otsu’s thresholding is extensively used for the curtailment of the gray level image into a meaningful binary image. Like any other unsupervised methods such as Fuzzy C- Means [29] and ADBSCAN [30] clustering, Otsu’s thresholding is also unsupervised. Otsu’s thresholding presumes that the image accommodates two categories of pixels: a) The foreground pixels and b) The background pixels. Otsu’s thresholding tries to calculate the best threshold values to split up two portions in such a way that their inter-class variance becomes maximum and hence, their combined spread is minimum.

Now, for a given threshold \( k \) (a specific gray level), two classes prior probabilities are [1, 31]:

\[
P_1(k) = \sum_{i=0}^{k-1} p_i \quad \text{...... (1)}
\]

\[
P_2(k) = \sum_{i=k}^{L} p_i \quad \text{...... (2)}
\]

So the total likelihood is:

\[
P_1(k) + P_2(k) = 1 \quad \text{...... (3)}
\]

The class probability is assessed from \( L \) bins of the histogram by the iterative method.

While the class means are:

\[
m_1(k) = \sum_{i=0}^{k-1} i p_i / P_1(k) \quad \text{...... (4)}
\]

\[
m_2(k) = \sum_{i=k}^{L} i p_i / P_2(k) \quad \text{...... (5)}
\]

\[
m_0 = \frac{1}{L} \sum_{i=0}^{L} i p_i \quad \text{...... (6)}
\]

So the following relation can be easily assumed to express total mean:

\[
m_T(k) = \frac{L-1}{L} \sum_{i=0}^{L} i p_i \quad \text{...... (6)}
\]

Like class probability, the class means be able to as well computed iteratively. This thought leads to an efficient algorithm.

Now, the two classes’ variances can be expressed by [1]:

\[
s_1^2(k) = \sum_{i=0}^{k-1} (i - m_1(k))^2 p_i / P_1(k) \quad \text{...... (8)}
\]

\[
s_2^2(k) = \sum_{i=k}^{L} (i - m_2(k))^2 p_i / P_2(k) \quad \text{...... (9)}
\]

So the total variance is:

\[
s_T^2(k) = \sum_{i=0}^{L} (i - m_T(k))^2 p_i \quad \text{...... (10)}
\]

Otsu’s thresholding approach comprehensively searches for the threshold value that lessens the intraclass variance, established as a weighted sum of the incongruity of the two portions:

\[
s_w^2(k) = P_1(k)s_1^2(k) + P_2(k)s_2^2(k) \quad \text{...... (11)}
\]

The between class variance is:

\[
s_B^2(k) = P_1(k)(m_1(k) - m_T(k))^2 + P_2(k)(m_2(k) - m_T(k))^2 \quad \text{...... (12)}
\]

As stated by Otsu’s algorithm, lessening the intraclass variance is equal to maximizing the interclass variance [10].

So the total class variance is:

\[
s_T^2(k) = s_w^2(k) + s_B^2(k) \quad \text{...... (13)}
\]

The class separability is:

\[
h = \frac{s_B^2(k)}{s_w^2(k)} \quad \text{...... (14)}
\]

At first, a color image was chosen. Then the color image was converted into a grayscale image. The image histogram was then calculated for \( i = 0, 1, \ldots, L-1 \). Then for each \( k, k = 1, 2, \ldots, L-2 \), the prior probabilities were computed. Also, the mean values were calculated.

Then the \( s_B^2(k) \) was determined for each \( k \). The best possible threshold is \( k^* \) such that \( s_B^2(k^*) \) is the maximum.

For selecting two thresholds:

\[
s_B^2(k_1, k_2)=\max_{0<k_1<k_2<L-1}\{s_B^2(k_1, k_2)\} \quad \text{...... (15)}
\]
IV. IMPLEMENTATION AND DISCUSSION OF RESULTS

To perform Otsu’s multi-level thresholding, the following image is selected first as shown in figure 1 below.

Now, after converting the color image into the grayscale image, the two-level Otsu’s thresholding is implemented. The result of this thresholding is exposed in figure 2. It is observed that the Otsu’s thresholding has segmented the image into two levels as desired.

Now, the same image is chosen to perform three-level Otsu’s thresholding. The output of this implementation is revealed in figure 3. Here, it is evident that the three-level thresholding is expressing more detail compared to the two-level thresholding as three level thresholding has segmented the image into three levels.

Now, the two levels and three level thresholding are performed on several other images to see the difference between them as shown in Table 1.
From the figures above it is observed that the rise of the threshold level of Otsu’s thresholding algorithm increases the detailing of the image.

V. CONCLUSION

This paper presents Otsu’s two level and three level thresholding’ practical implementation of some images for image segmentation. It is observed that the three-level thresholding reveals more information about images compared to two-level thresholding. So it could be assumed that the detailing of images will be increased with the increment of the thresholding’s level. In subsequent works of this series, some other improved thresholding techniques for image segmentation will be discussed.
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