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Abstract

The United Nations Sustainable Development Goal 7 emphasizes the need for economies around the world to double their efforts in energy efficiency improvements. This is because improvements in energy efficiency can trigger economic growth and considered as one of the ‘green’ growth strategies due to its carbon free content. To this end, some empirical studies have investigated the nexus between economic growth and energy efficiency, but the effects of the latter on financial indicators have not been sufficiently studied in the literature, at least in developing economies like Africa. This study examines the effect of energy efficiency improvements on commercial bank profitability under different political regimes (i.e., autocratic and democratic political regimes); something previous literature had neglected. The study uses panel data, consisting of 43 African countries and the simultaneous System Generalized Method of Moments. We found that energy efficiency improvement is more likely to induce higher bank profitability in political institutions with the characteristics of centralization of power compared with those with decentralization of power. Furthermore, for the banking sector, the findings suggest that energy utilization behavior of clients should be included in the loan or credit valuation process. For the government, the agenda of energy efficiency should be aggressively pursued while taking cognizance of creating a political environment that weans itself from a ‘grandfathering’ behavior.
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Introduction

The aim of this study is to examine the effect of energy intensity (an indicator of energy efficiency) on commercial bank profitability under different political institutional regimes in Africa. The financial sector, through the functions of resource mobilization, efficient use of resources, pooling and reducing risk, and directing investment decisions, improves the real sector and enables economic growth. Since the liberalization of the financial sectors in Africa in the late eighties and nineties, Africa’s financial sector has contributed positively to the growth in the real sector and economy to a great extent (Senbet and Otchere 2010).
However, compared with Europe, Asia and the Americas and Caribbean, the financial sector in SSA is not well-developed (Amuakwa-Mensah et al. 2018; Green 2013).

In this region, immense development and financial gaps still exist in the financial sector (Allen et al. 2016). For many of the financial indicators, such as financial depth, financial intermediation, degree of financial penetration, and non-performing loans (NPLs), the performance of SSA has been the lowest in the world (Muñoz et al. 2012). These factors make the financial sector (especially the banking sector) in Africa, shallow compared with other regions. Given that development of the financial sector contributes significantly to economic growth, a study that investigates the causal factors of financial development is very critical, more importantly, when considering the important role of energy efficiency improvements, which have significant implications on loan underwriting rules as well as individuals’ decisions to invest in energy efficiency projects (Adom et al. 2019a, b).

Theoretically, the link between a bank’s profitability and energy efficiency dates back to the neoclassical theory of production. Cost efficiency achieved through input-use efficiency increases the competitive position of the firm, its market share, and, consequently, its profit. Given that energy is used as an input in the production processes of both financial and non-financial sectors, achieving technical efficiency in energy use could increase the cost efficiency of banks and their profits. Sleuwaeghen and Goedhuys (2003) noted that efficiency gains achieved in inputs can translate into a higher competitive position, market share, and profit for banks. Bearing this in mind, in this study, we identify three main transmission mechanisms through which improvements in energy efficiency affect bank’s profitability. First, an improvement in energy efficiency of the financial sector reduces its operational costs and makes resources available for their credit business. The growth in credit supply induced by an improvement in energy efficiency leads to banks’ higher profitability. As noted by Mlachila et al. (2013), the banking systems in Sub-Saharan Africa (SSA) operate at high costs and account for a significant share of financial sector assets and activities. Second, the emission-reducing effect of energy efficiency can have positive implications on labor productivity and, hence, profit. Third, improvements in energy efficiency in the industrial and residential sectors (i.e., non-financial sectors) of the economy reduce energy costs by cutting down their dependence on other captive expensive energy sources (Adom et al. 2018). Consequently, this can reduce the risk of loan default and banks’ credit risk. Thus, by helping to control financial risks, such as credit risk (Kou et al. 2014), energy efficiency improvements can help minimize loan default and improve profitability of the bank, all other things being equal. As noted by Wang et al. (2020), loan default impacts bank’s profitability through the loss of service fees and damages its reputation in quality of service on credit rating and setting of interest rates.

The empirical and theoretical literature have identified several factors (i.e., economic, institution, and bank characteristics) that affect the performance of the financial sector (see Seemule et al. 2017; Bougatet 2017; Obamuyi 2013; Olson and Zoubi 2011; Karim et al. 2010; Flamini et al. 2009, inter alia). However, potential effects of energy indices on the

---

1In 2014, the sub-region recorded the lowest financial depth of 24.4% compared with 134% for the Organization for Economic Co-operation and Development (OECD) countries and 45.5% for Latin America and the Caribbean (Nyantakyi and Sy 2015). In the same year, the sub-region recorded the lowest level of financial intermediation of approximately 35.3% compared with 73.4% for North Africa, 114.4% for high-income OECD countries, and 54% for Latin America and the Caribbean (Nyantakyi and Sy 2015). In addition, the degree of financial penetration in SSA was low; only 21% of the adult population had a bank account compared with 34% in America and the Caribbean and 90% in OECD countries (Nyantakyi and Sy 2015). In the period 2012–2013, NPLs as a percent of loans averaged 7.8% and 6.9% for SSA middle-income and low-income countries, respectively (European Investment Bank 2015).
performance of the financial sector, especially in Africa, are not sufficiently explained. The link between financial and energy sectors have been acknowledged in the literature. According to the World Bank Enterprise survey (2013), approximately 40% of firms in 61 developing countries in SSA, North America, Middle East, and South Asia own generators despite being connected to the national grid. As a result, these firms face rising operational costs, which negatively affect their performance and ability to pay loans (Adom et al. 2019a, b; Nikolaidou and Vogiazas 2017). Kaufmann et al. (2011) found that the rise in energy costs constrains households’ budgets and raises the mortgage delinquency rates in the U.S. A recent Bank of Ghana Report (2016) showed that the insecurity in energy supply and high energy costs contributed significantly to the rise of non-performing loans (NPLs) in Ghana.

In the empirical literature, few studies have investigated the link between energy indices and profitability. They include Adom et al. (2019a, b), Kaufmann et al. (2011), Carr and Beece (2008), Fan et al. (2017), Bunse et al. (2011), Yang (2010), and Subrahmanya (2006a, b). Except for Adom’s (Adom et al. 2019a, b) study that examined the effect of energy intensity on bank-based measures of financial development in Ghana, remaining studies looked at the effect of energy efficiency on industries’ profits. Furthermore, none of the current studies provided a cross-country analysis of this issue. Finally, another important gap in the literature is the failure to control for the political environment.

At the national level, drafting, implementing, and enforcing an energy efficiency policy is a politically driven decision. Some studies have examined how political institutions affect energy efficiency. Although Ramos-Real et al. (2015) found positive effect of democratic regime on energy efficiency, Adom (2018) came to opposite conclusion. Adom (2018) cited factors, such as the lack of coordination, regulatory failures, high corruption, and rent-seeking behavior to explain his result. The existence of rent-seeking and corruption can prevent the adoption of clean energy and reduce energy efficiency enhancement (Gennaioli and Tavoni, 2011; Fredriksson et al., 2004). In addition, corruption can induce lobbying and restrict energy efficiency stringency (Fredriksson et al., 2004). Amuakwa-Mensah et al. (2018) have also argued that the winner-take-all feature that characterizes most democratic governance in SSA has the tendency to create strong interest or pressure groups.2 Strong interest groups, emerging from ruling parties, can create a ‘grandfathering system’ as a compensatory scheme to reward their loyalty (Amuakwa-Mensah et al. 2018). For this group, there is a high possibility not to adhere strictly to energy efficiency regulations and still not be punished (for fear of payback during the election period). Conversely, pressure groups from the opposition political party and civil society groups can boycott or resist government policies promoting energy efficiency if they have welfare implications and sometimes for purposes of pursuing a political agenda to make the ruling political party unpopular.3

---

2In SSA, there has been the emergence of strong interest and pressure groups throughout the region after the shift to a democratic regime (Abimbola 2002).

3The implementation of the refrigerator efficiency project by the Energy Commission of Ghana, which led to the institution of two legislative instruments – Energy Efficiency of 2008 and Energy Efficiency Standards and Labelling (household refrigerating appliances) of 2009, – to abolish the importation of second hand refrigerators received fierce resistance from the second-hand refrigerator market (Agyarko 2016). In South Africa, the implementation of the government’s energy efficiency programmes received fierce resistance for various reasons, such as attitude (i.e., I know my business best and do not need anyone to tell me how to run my business), resistance to change (i.e., why move away from the usual known, tried, and tested ways to an unknown way of doing things), lack of capital to support the huge capital outlay of energy efficiency technologies, cheap energy (i.e., the cost of energy in total input costs is minimal), and the uncertainty about the payback period of energy efficiency investments (Fawkes 2005; Bennett 2001). Recorded cases of public resistance to government programmes in the energy sector in SSA are on the widespread.
Given that there is a correlation between energy efficiency and political institutional regime, a model of financialization and energy efficiency that fails to account for the role of political institutions would create an identification problem. This study makes the following contributions to the literature. To the best of our knowledge, we provide in this study the first cross-country evidence of the effect of energy efficiency on financial (bank) performance. To address the potential endogeneity problem, we condition the effect of energy efficiency on the political regime type. By this approach, we condition out the effects of political institutional type and improve the identification of the energy efficiency variable.

This paper develops as follows. First, we review the empirical literature. Second, we provide a context analysis of the financial sector in Africa. Third, we present the empirical model used in the study, econometric technique, and data. Fourth, we discuss the results of the study. Finally, we conclude with final remarks and policy implications.

**Literature review**

Theoretically, banks’ performance has been modeled as a function of both internal and external factors. Internal factors are defined as factors under the control of banks (i.e., risk, bank size, capitalization, operational efficiency, portfolio composition, ownership structure, bank leverage, etc.). Conversely, external factors are considered as those factors outside of the banks’ control (i.e., money supply, inflation, and growth in the gross domestic product). Based on this, empirical studies have investigated the roles of different internal and external factors in banks’ performance, but neither internal nor external factors have emerged to dominate the other in these studies.

**Bank profitability, internal, and external factors**

In Africa, Flamini et al. (2009) investigated the performance of 41 SSA commercial banks covering the period 1998–2006. They revealed that macroeconomic factors (i.e., GDP growth and inflation) explain profitability in the region. Likewise, bank-specific factors, such as bank size, diversification, and private ownership, explain bank profitability, but not its credit risk. Furthermore, Karim et al. (2010) investigated the drivers of profitability of African Islamic banks. In congruence to Flamini et al. (2009), their study revealed the importance of internal and external factors in explaining banks’ performance. Specific results showed that bank capital, market concentration, and size had positive impact on banks’ profitability, whereas the impact of credit risk and operating inefficiency was negative. Both economic growth and inflation have positive effects on profitability. In contrast, by examining profitability drivers of 44 Islamic banks from Asia and Africa, Chowdhury and Rasid (2015) found no significant role for liquidity, credit risk, and economic growth. However, they established a positive role for equity finance and inflation and a negative role for operational inefficiency. Contrary to the abovementioned conclusions, Olson and Zoubi (2011), who examined the case of MENA countries, found that cost efficiency has little impact on profitability.

Elsewhere in Asia and the Gulf Cooperation Council (GCC), Tan and Floros (2012) studied 101 banks in the Chinese economy. They revealed that profitability is positively related to banking sector development, stock market development, cost efficiency, and inflation. Sufian (2012) investigated the drivers of bank performance for 77 commercial
banks in Bangladesh, Sri Lanka, and Pakistan, and found that liquidity, non-interest income, credit risk, and capitalization affect profitability positively, but cost reduces profit. Economic growth has a significant positive effect, but inflation has no effect. Siddik et al. (2016) studied banks in Bangladesh. Their result confirmed that capitalization increases profitability, whereas banks’ size decreases it. The significance of macroeconomic factors, however, could not be established.

Investigating the drivers of bank performance in GCC countries, Zeitun (2012) found important roles for both internal and external factors. Specifically, for the former, the study revealed that both the bank’s size and operational efficiency drive performance upwards. For the latter, although economic growth exerts a positive effect on bank’s performance, inflation exerts a negative effect. Chowdhury et al. (2016) also investigated the roles of internal and external factors in explaining the performance of Islamic banks. Their results show that the equity to asset ratio, bank size, and capital ratios positively influence profitability, whereas the effect of the risk, operational inefficiency, and inflation is negative. In their analysis on the performance drivers of Islamic banks, Nawaz and Haniffa (2017) showed that whereas large size significantly drive performance upwards, higher risk harms the performance of the banks. Asma et al. (2011) found that, among the set of internal factors, only size matters in explaining bank performance. In contrast, Izhari and Asutay (2007) found no significant role for internal factors in explaining banks’ performance.

In Europe, Kosmidou (2008) studied the case of Greek banks during the EU financial integration. Their result showed that large size, higher capitalization, and lower costs drove the performance of Greek banks upwards, as well as the GDP growth. However, they also found that inflation negatively affected banks’ profitability and this finding contradicts the findings of Athanasoglou et al. (2006). Kosmidou et al. (2008), who studied commercial banks in the UK, found that some internal factors (i.e., operational efficiency and capitalization) and external factors (i.e., GDP growth and inflation) have positive effects on profitability. However, they also noted that the bank’s size negatively affects its profitability. By examining the case of 143 banks from Central and Eastern Europe, Capraru and Ihnatov (2014) found that managerial efficiency, capital adequacy, credit risk, and inflation drive profitability. Furthermore, Petria et al. (2015) revealed that, for EU 27 banking system, credit risk, liquidity risk, management efficiency, market concentration, economic growth, and diversification significantly drive banks’ profit.

Other studies focused on specific countries. Obamuyi (2013) studied the drivers of commercial banks’ performance in Nigeria and the results confirmed the importance of both internal and external factors. Specific results revealed that improved macroeconomic conditions, operational efficiency, and higher capitalization impact profitability positively, but the size of the banks drag performance down, which contradicts the findings of Karim et al. (2010) and Flamini et al. (2009). Seemule et al. (2017) studied the case of Botswana’s commercial banks. Their results confirmed the important role of internal and external factors in explaining banks’ performance. Specifically, their results showed that operational efficiency, size, capital adequacy, and asset quality positively influence profitability, whereas the effect of GDP growth and money supply is negative. No statistical evidence was established for inflation, albeit the effect is positive. Bougatfet (2017) examined the performance of banks while considering the importance of the corruption and showed that corruption and market capitalization increase profitability, whereas a poor asset quality reduces it.
Financial performance and energy indices
An important limitation of the above studies, especially from the perspective of Africa, is the exclusion of a potentially important variable, that is, energy efficiency. In the econometric sense, this could cause a potential omission variable bias problem. Few studies have attempted to control for the important role of energy efficiency, largely focusing on Asian countries. Subrahmanya (2006a) used micro-level data to investigate energy efficiency and economic performance in Indian brick and foundry firms. According to the results, firms with lower energy intensity levels recorded higher returns than their high energy intensity level counterparts. Also, Subrahmanya (2006b) used micro-level data to investigate the relationship between labor productivity, energy intensity, and economic performance for small brick enterprises in India. The results showed inverse relationship between energy intensity and economic performance of these enterprises.

In China, Yang (2010) investigated the returns on energy efficiency investment for large shoe-making enterprises, showing that an investment of US$ 1.9 million in energy-efficient technologies increases the net present value of the investment by US$ 9.8 million. In a related study, Bunse et al. (2011) found that improving energy efficiency increases the net present value and reduces the payback period of the investment. Consequently, production levels and firm performance improve. Fan et al. (2017) investigated the effect of energy efficiency improvements on firm performance in China. In all cases, energy intensity has a significant negative effect on firm performance, which implies that improving energy efficiency can trigger higher firm performance in China.

The above studies looked at the production sectors, without considering the effect of energy efficiency on banking sector profitability. One notable exception is the study by Adom et al. (2019a, b). Adom et al. (2019a, b) examined the effects of energy indices on bank-based measures of development in Ghana, using time series data. The author found that higher energy intensity reduces financial development. However, his study did not consider the moderating effect of political institutional regime types. Thus, an important area of improvement in the current literature is to explicitly model endogeneity in energy efficiency. As discussed earlier in this paper, the political institutional regime type moderates the effects of energy efficiency on banking sector performance. In this paper, we controlled for the effects of political institutional type as well as the interaction of political institutional type and energy efficiency to condition out the effects of political institutional type from the model. This provides the advantage of improving energy efficiency identification. Hence, we hypothesize that improvements in energy efficiency drive banks’ profitability more in economies with centralization of power than in those with decentralization of power.

Method and data
This section describes the empirical model used in this study, as well as the data. In addition, we perform a preliminary test of the data in terms of unit root with and without cross-sectional dependence.

Empirical model
The empirical approach in this study follows the approaches adopted in the studies of Fan et al. (2017), Nawaz and Haniffa (2017), and Tan and Floros (2012). However, it
differs in the inclusion of an indicator for energy efficiency (i.e., energy intensity), which is motivated by studies, such as Adom et al. (2019a, b), Fan et al. (2017), Kaufmann et al. (2011), Carr and Beese (2008), and Subrahmanya 2006a Banking performance (BP) is expressed as a function of the lag in bank performance, bank size (SIZE), credit growth (CreditGrowth), risk (RISK), managerial inefficiency (MIE), financial fragility (FG), energy efficiency indicator (EE), and other controls (X) in Eq. 1, where \( \eta \) represents unobserved country-specific effects, and \( t \) is the time effect. Bank credit growth is captured as the annual change in domestic credit to the private sector. As there is a time lag between giving a loan and reaping the benefits, we include one-year time lag for the growth in bank credit. To measure credit risk, we used asset quality. Managerial inefficiency is measured as the ratio of cost to revenue whereas financial fragility is measured using the z-score (the higher the z-score, the more sound is the financial system and vice versa). Furthermore, the return on assets (ROA) is used as an indicator of commercial banks’ performance. This indicator gives the investor a better idea of the bank’s efficiency in converting its assets into net income. In contrast to Fan et al. (2017), Seemule et al. (2017), Siddik et al. (2016), and Obamuyi (2013)—that used total assets, average assets, and total sales as measures of the bank’s size—we use market capitalization to indicate the size of the firm, as it has been acknowledged in the finance literature to be a better measure of size than other traditional measures. For example, measures such as total assets and average assets ignore liabilities, asset’s ability to generate profit, and intangible assets. In contrast, because market capitalization relates to the stock price, it considers other factors that do not appear in the balance sheet, such as market share, psychology of the market, management expertise, company’s reputation, growth prospects, and unlisted intangible assets. Equation 1 is the baseline model:

\[
BP_{it} = \alpha + \beta_0 BP_{i,t-1} + \beta_1 SIZE_{it} + \beta_2 CreditGrowth_{i,t-1} + \beta_3 RISK_{it} + \beta_4 FG_{it} + \beta_5 MIE_{it} + \beta_6 EE_{it} + \beta_7 X_{it} + \eta_i + \tau_t + \epsilon_{it}
\]

The bank-based indicators are considered as the internal factors that drive a commercial bank’s performance. For the external factors, this study considers the effects of economic growth (measured as growth in real GDP), inflation (measured as the growth/changes in the implicit GDP deflator), and the type of a political regime (measured using the polity2 measure of democracy). The energy efficiency indicator can be considered as an internal as well as external factor. The share of the service sector value-added as a percent of GDP (SSH) is used to capture the changes in economic structure. In addition, the inclusion of inflation is expected to deal with issues pertaining to price regimes.

Furthermore, energy efficiency is measured using the energy intensity indicator. Adom et al. (2018) found a negative correlation between energy efficiency and energy intensity in Africa. In other words, lowering energy intensity promotes energy efficiency. One main drawback of using the energy intensity indicator is that changes in the measure could suggest structural changes in output/production in the economy and not changing technology that leads to improvements in energy efficiency (Amuakwa-Mensah et al. 2018; Adom et al. 2018). Moreover, the pricing regime could also affect energy intensity in a manner that does not suggest an improvement in energy efficiency. Despite these drawbacks, the energy intensity indicator remains the widely used indicator of economic-wide energy efficiency.
because of the ease in interpretation and computation (Zhang and Broadstock, 2016). To deal with the problem of energy intensity measurement, this study augments the empirical model to include a measure of structural change in output as an additional external factor and inflation to capture the price regime effects.

An alternative approach is to estimate total factor productivity and use it as a measure of energy efficiency; however, we do not use this approach for the following reasons. First, total factor productivity suffers from the same problem as energy intensity as several factors that affect total factor productivity may have nothing in common with technological improvements. Moreover, the measure is not specific to energy as a resource, but covers a wide range of other non-energy resources. Lastly, such a two-stage approach can be problematic as biases encountered during the estimation of total factor productivity may enter into the second stage of analysis, and this could aggravate the bias in our profitability model. As a further robustness check, this study used petroleum energy intensity to proxy energy efficiency. Petroleum energy correlates well with the other energy sectors and all sectors in the economy. Therefore, achieving efficiency in its use would produce wider economic impacts and, hence, promote the performance of commercial banks.

The political regime is captured using the polity2 indicator. As there is an important correlation between energy efficiency and political regime type, we include the interactions of the energy efficiency indicator and political regime in Eq. 2. The advantage of introducing this indirect effect is that it enables the derivation of the country-specific marginal effects of energy efficiency on bank performance, given the political environment. This helps addressing the potential heterogeneity in energy efficiency effects on bank performance. Moreover, it addresses omission variable bias in the model. Equation 3 is used to evaluate the marginal effects of energy efficiency on bank performance.

The statistical significance of $\beta_{11}$ suggests an important interaction between energy efficiency enhancement and the political regime. Thus, these variables do not follow parallel paths. If $\beta_6$ and $\beta_{11}$ are both significantly negative, the political regime reinforces the profitability-induced effect of energy efficiency enhancement. However, when the latter parameter is positive, but the former parameter is negative, the political regime distorts the profitability-induced effect of energy efficiency enhancement. Furthermore, $\hat{\beta}_6$ captures the direct effect of the energy efficiency indicator on commercial banks’ profitability given that the political institution variable is equal to zero. This makes sense as zero in the political institution data corresponds to strong autocratic regime. Thus, $\beta_{11}$ measures the differentiating effect of energy intensity on commercial banks’ performance between strong autocratic regime and democratic regime. We used the nonlinear function in STATA to compute the total effect of energy intensity on commercial banks’ profitability, which is evaluated at the mean.

$$BP_{it} = \alpha + \beta_0 BP_{i,t-1} + \beta_1 SIZE_{it} + \beta_2 CreditGrowth_{i,t-1} + \beta_3 RISK_{it} + \beta_4 FG_{it} + \beta_5 MIE_{it} + \beta_6 EE_{it} + \beta_7 GDPgrowth_{it} + \beta_8 Infl_{it} + \beta_9 SSH_{it} + \beta_{10} Polity2_{it} + \hat{\beta}_6 EE_{it} + \beta_{11} EE_{it} \times Polity2_{it} + \eta_i + \epsilon_{it}$$

(2)
\[ \frac{\partial BP_{it}}{\partial EE_{it}} = \beta_6 + \beta_{11} Polity2_{it} \]  

(3)

**Estimation technique: two-stage system generalized method of moments (GMM)**

To identify the coefficients in Eqs. 1 and 2, the two-stage system GMM, which addresses endogeneity, serial correlation, and heteroscedasticity, was used to estimate both Equations. As Eqs. 1 and 2 may be vulnerable to econometric issues of endogeneity and heteroscedasticity, the application of the ordinary least squares estimator will not produce consistent estimates. First, given first-order autocorrelated errors, the lagged dependent variable will be correlated with the error terms in Eqs. 1 and 2 causing model identification problem. Second, the unobserved country-specific effects will also be correlated with the lagged dependent variable. Third, the set of regressors in the model could be endogenous. To address these issues, Arellano and Bond (1991) proposed the one-step GMM difference method, which introduces a set of internal instruments as the solution. However, Blundell and Bond (1998) noted that the one-step GMM difference approach suffers from bias, and that the estimates are imprecise. This is because when the lag dependent variable and the set of explanatory variables exhibit inertia, the lag level variables become poor instruments (Amuakwa-Mensah et al. 2018).

The two-step system GMM rather solves this bias and imprecision by, first, assuming independent and homoscedastic error terms and, then, using the first-step residuals to construct consistent variance and covariance matrices in the second stage (Amuakwa-Mensah et al. 2018). However, this approach also converges slowly to its asymptotic distribution, which in finite sample cases makes the standard errors downward bias (Amuakwa-Mensah et al. 2018; Amuakwa-Mensah and Adom 2017). Windmeijer (2005), in this case, suggests using multiple lags as instruments; however, this could also create over-identification problem. This study minimizes the number of lags and then uses the Sargan test to check for instrument validity. To test for serial correlation, in this study, we hypothesize serial correlation at the first-order, but not at the second-order. In addition, we applied the Pesaran (2004, 2015) cross-sectional dependence test on the residuals from the system GMM estimator. As acknowledged by De Hoyos & Sarafidis (2006), panel data models can exhibit high cross-sectional dependence caused by the presence of common shocks, spatial dependence, unobserved components of the error term, and idiosyncratic pairwise dependence in the disturbances. Additionally, following the studies of Adom et al. (2019b), Sadorsky (2013) and Amuakwa-Mensah et al. (2018), we test for the stationarity of the system GMM residuals.

**Data**

The study uses panel data covering 43 SSA countries for the period 1998–2012.\(^4\) Whereas data on banking performance (return on asset), bank size (market capitalization), financial fragility (z-score), risk (asset quality) and managerial inefficiency (cost to revenue ratio) are sourced from the work of Andrianova et al. (2015), data on the macroeconomic variables (i.e., economic growth, inflation, and the service sector share in total output), energy intensity, and growth in domestic credit to the

---

\(^4\)This obviously poses a data limitation problem. However, the most recent data source according to the data compiled by Andrianova et al. (2015) ends in 2012.
private sector by banks are from the World Bank’s World Development Indicator (WDI). The political regime proxy (i.e., polity2) was sourced from the Polity IV Project. Table 1 shows the definitions of the variables used in the study with their respective descriptive statistics. Table 2 shows the Pesaran’s (2007) CIPS unit root test. Among the bank-based variables, only asset quality exhibit cross-sectional dependence and stationarity in levels. Therefore, the first generation panel-based unit root tests can be applied to these bank-based variables. As shown in Table 3, these bank-based variables that do not exhibit cross-sectional dependence are stationary in levels. Among the external factors, including the indicator of energy efficiency, there is the evidence of cross-sectional dependence and stationarity in levels. Thus, for these variables, the Pesaran’s (2007) cross-sectional unit root test was used.

Results and discussion

For the purposes of this study, we concentrate largely on the conditional effects of energy intensity on commercial banks’ profitability. We defer the explanation of the controls to section 4.4.

Commercial banks’ performance – energy efficiency Nexus

Table 4 shows the estimated impact of energy intensity on commercial banks’ performance. Columns 1 and 2 contain the baseline results and the effect of energy intensity on commercial banks’ profitability conditioned on the political regime, respectively. In these two columns, the aggregate energy intensity indicator is used as the measure of energy efficiency. All the models passed the serial correlation test and the Sargan test of valid instruments. For the Pesaran’s (2004, 2015) cross-sectional dependence test of the residuals, the null hypothesis of cross-sectional independence cannot be rejected both for the baseline model and the general model. The unit root tests of the GMM residuals are also stationary in levels for all the models, as indicated by the p-value in the bottom of the table. The discussion of the results hereafter is based on column 2, which presents the data of the general model.

The direct effect of energy intensity on commercial banks’ profit is negative and statistically significant at 1% significance level. According to the estimated direct effect, a 10% increase in energy intensity (i.e., decrease in energy efficiency) would cause a decline in commercial banks’ profitability by 10.38%. The negative effect implies that a reduction in energy intensity, which indicates a rise in energy efficiency, would significantly increase the profitability of commercial banks in SSA. These findings are very consistent with the findings of Adom et al. (2019a, b), Fan et al. (2017) and Subrahmanya (2006b), who all found that improvement in energy efficiency directly leads to higher firm/bank/financial sector performance. Improvements in energy efficiency reduce the energy budget burden of energy consumers and, consequently, release extra resources for households and enterprises to meet other expenditures, such as paying the loans. By implication, energy efficiency improvements have the tendency to reduce the risk of loan default on the part of borrowers and thereby minimize the size of non-performing loans on the part of the banking sector. For the banking sector, improvements in energy efficiency, which enhance energy supply security, would reduce the

5http://www.systemicpeace.org/polity/polity4.htm
6The Hansen test of instrument validity is not reported here as STATA command does not have the Hansen test for xtdpdsys as a post-estimation code.
### Table 1: Descriptive statistics

| VARIABLES         | Proxy Definition                  | (1) N | mean | sd   | min  | max  | skewness | kurtosis |
|-------------------|-----------------------------------|------|------|------|------|------|----------|----------|
| Bank performance  | Return on asset (ROA)             | 593  | 2.287| 2.381| −10.57| 21.79| 1.414    | 18.42    |
| Bank size         | Market Capitalization             | 596  | 11.33| 6.090| −11.74| 69.28| 3.246    | 24.64    |
| Risk              | Asset quality                     | 435  | 9.119| 8.105| 0.0300| 55.47| 1.918    | 7.905    |
| Managerial ineff. | Ratio of cost to revenue          | 580  | 59.02| 21.18| 3.810 | 230.6| 1.534    | 12.81    |
| Financial fragility| Z-score                           | 593  | 13.92| 11.11| −7.881| 73.89| 2.086    | 9.360    |
| Bank growth       | Lag of growth in Domestic credit to private sector by bank (% of GDP) | 583  | 0.0423| 0.258| −2.417| 2.633| 0.0984   | 36.16    |
| GDP growth        | Gross domestic product growth rate | 658  | 4.843| 6.050| −30.15| 63.38| 1.680    | 22.71    |
| Inflation rate    | Inflation rate                    | 623  | 53.84| 979.2| −35.84| 2441| 24.76    | 616.4    |
| lnServicevalue    | Natural log of service value added (% of GDP) | 563  | 3.796| 0.314| 2.555| 4.516| −0.980   | 4.641    |
| Institutions²     | Polity2 score                     | 629  | 0.573| 0.265| 0    | 1    | −0.0766  | 1.716    |
| lnei              | Natural log of energy intensity   | 644  | 1.943| 0.621| 0.400| 3.525| 0.319    | 2.692    |
| lneipet           | Natural log of petroleum intensity| 659  | −13.07| 0.697| −15.85| −11.01| −0.650  | 5.188    |
| lnielec           | Natural log of electricity intensity| 659  | −15.46| 0.919| −18.55| −13.21| −0.517  | 4.520    |

NB: $\sigma_{\text{ROA}}$ is a country-specific standard deviation of the national average value of ROA ($\text{ROA}_j$) over time

²Polity 2 scale ranges from +10 (strongly democratic) to −10 (strongly autocratic), we however transformed the variable to range from 0 (strongly autocratic) to 1 (strongly democratic) for easy interpretation

### Table 2: Cross-sectional dependence test

| Variable                  | CD-test | p-value | Correlation(p) | abs(p) |
|---------------------------|---------|---------|----------------|--------|
| Return on asset           | 0.46    | 0.647   | 0.01           | 0.35   |
| Managerial inefficiency   | 1.15    | 0.252   | 0.01           | 0.37   |
| Z-score                   | −1.16   | 0.110   | −0.01          | 0.36   |
| Market capitalization     | −0.72   | 0.472   | 0.00           | 0.37   |
| Asset quality             | 3.26    | 0.001   | 0.03           | 0.33   |
| lnei                      | 20.42   | 0.000   | 0.17           | 0.54   |
| Polity2                   | 11.76   | 0.000   | 0.09           | 0.24   |
| GDP growth                | 7.67    | 0.000   | 0.06           | 0.23   |
| lnServicevalue            | 7.23    | 0.000   | 0.06           | 0.32   |
| Inflation                 | 14.15   | 0.000   | 0.12           | 0.29   |
| lneipet                   | 7.09    | 0.000   | 0.06           | 0.44   |
| lnielec                   | 10.64   | 0.000   | 0.09           | 0.46   |

Under the null hypothesis of cross-section independence, CD $\sim N(0, 1)$. P-values close to zero indicate data are correlated across panel groups
banks’ dependence on other captive plants that run on expensive fuels for energy. The improved cost profile of the banks can impact positively on their cost competitiveness, capital market efficiency, and minimize both systemic and market risks of the commercial banks. Finally, the emission-reducing effects of energy efficiency improvements can improve environmental quality and create a conducive work environment that will promote labor or workers’ productivity. Zivin and Neidell (2012) and Neidell (2017) found that an improvement in environmental quality (i.e., reduction in pollution) improves worker productivity.

The direct negative effect of energy intensity on commercial banks’ profitability is conditioned on a zero polity2, which corresponds to strong autocratic political regime. This suggests that the profitability-induced effect of energy efficiency is more enhanced in an autocratic political regime. Especially in the context of Africa, energy efficiency programs are still developing and the importance of energy efficiency is not widely appreciated. Consequently, any attempts to introduce energy efficiency measures are likely to be opposed by many in the region, especially when the real benefits of energy efficiency have not been well documented. Therefore, it would require a government system that is able to take strong decisions in the fast implementation of energy efficiency policies without opposition and the punitive measures to punish defaulters of the policy. The centralization of power under autocratic political regime provides this environment.

However, the indirect effect of energy intensity conditioned on democratic political regime is significantly positive, which suggests that energy efficiency improvements in this political regime are less likely to translate into higher bank profitability. Decentralization of power that characterizes democratic governance systems breeds group polarization (i.e., strong interest groups or pressure groups from the opposition political party and civil society groups), which could delay the implementation of

| Table 3 Unit root test |
|------------------------|
| ADF Inverse logit | Modified inv. chi-squared | Philip-Perron Inverse logit | Modified inv. chi-squared |
|---------------------|----------------------------|---------------------------|--------------------------|
| ROA                 | -13.38***                  | 17.95***                  | -5.91***                 | 6.75***                  |
| Lag Credit growth   | -22.26***                  | 33.78***                  | -21.99***                | 33.53***                 |
| Risk                | -8.96***                   | 11.23***                  | -1.54*                   | 1.96**                   |
| Size                | -11.89***                  | 15.96***                  | -6.56**                  | 10.52***                 |
| Managerial inefficiency | -12.66***               | 16.93***                  | -5.19**                  | 6.59***                  |
| Financial soundness | -12.45***                  | 16.81***                  | -7.65***                 | 12.17***                 |
| Lnei                | -7.40***                   | 9.37***                   | 1.94                     | 0.86                     |
| Lneipet             | -9.32***                   | 11.60***                  | -0.20                    | 1.47*                    |
| Lneielec            | -13.15***                  | 19.21***                  | -7.89***                 | 15.11***                 |
| GDP growth          | -22.69***                  | 34.52***                  | -21.92***                | 33.84***                 |
| Inflation           | -18.30***                  | 28.41***                  | -15.62***                | 23.37***                 |
| lnServicevalue      | -10.75***                  | 13.87***                  | -2.68**                  | 3.49***                  |
| Polity2             | -9.98***                   | 13.11***                  | -3.95**                  | 2.996***                 |
| Fin.Soundness*Lnei  | -12.42***                  | 16.59***                  | -7.23**                  | 10.81***                 |
| Polity2*Lnei        | -12.53***                  | 17.01***                  | -8.21**                  | 13.16***                 |

*** p < 0.01, ** p < 0.05, * p < 0.1
| VARIABLES          | Aggregate energy intensity | Reverse Causality & sensitivity analysis |
|--------------------|----------------------------|----------------------------------------|
|                    | (1)                        | (2)                                   |
|                    | (3)                        | (4)                                   |
|                    | (5)                        | (6)                                   |
|                   | Uncond.                   | EI&Polity2                           |
| LROA               | 0.122***                  | 0.187***                             |
|                    | (0.0254)                  | (0.0246)                             |
| CreditGrowth (lag) | 1.567***                  | 1.866***                             |
|                    | (0.185)                   | (0.244)                              |
| Size               | 0.146***                  | 0.160***                             |
|                    | (0.00630)                 | (0.0109)                             |
| Risk               | –0.0179**                 | –0.00778                             |
|                    | (0.00804)                 | (0.00974)                            |
| MIE                | –0.0263***                | –0.0278***                           |
|                    | (0.00177)                 | (0.00286)                            |
| FG                 | 0.0718***                 | 0.0686***                            |
|                    | (0.0133)                  | (0.0187)                             |
| GDPgrowth          | 0.106***                  | 0.0829***                            |
|                    | (0.00761)                 | (0.0110)                             |
| Infl               | 0.0435***                 | 0.0392***                            |
|                    | (0.00636)                 | (0.00545)                            |
| lnei               | 1.305***                  | –1.038*                              |
|                    | (0.176)                   | (0.580)                              |
| LnSSH              | 4.656***                  | 3.939***                             |
|                    | (0.711)                   | (0.754)                              |
| lag(Polity2)       | 0.0351                    | –7.372***                            |
|                    | (0.475)                   | (1.538)                              |
| Polity2            | –3.874***                 | –1.183***                            |
|                    | (0.711)                   | (0.754)                              |
| Polity2*lnei       | –10.21***                 | (2.315)                              |
| Total effect of lnei | 0.0252**               | –1.394**                             |
|                    | (0.920)                   | (0.562)                              |
| Total effect of lnei | –2.252**               | –1.394**                             |
| Constant           | –20.81***                 | –11.46***                            |
|                    | (2.601)                   | (2.326)                              |
| Observations       | 329                       | 329                                  |
|                    | 37                        | 37                                   |
| Sargan’s test (S)  | 23.01(25)                 | 22.12(25)                            |
| 1st order aut.     | –1.89*                    | –1.98*                               |
| 2nd order aut.     | –0.90                     | –0.82                                |
| CD                 | 0.182                     | 0.340                                |
| ADF                | 0.000                     | 0.000                                |

Standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1. In the Sargan’s test we presented the values and the degree of freedom are in parentheses. We presented the z values for the autocorrelation test. We report p-values for the CD and ADF tests.
boycott government policies in energy efficiency. Moreover, democratic governance systems practiced in the region run on the principles of winner-take-all, and this creates a “grandfather system” as a compensatory reward scheme for loyalty to the party. This can create a room for businesses and households who hold a strong allegiance to the ruling political party to default on government programs on energy efficiency stringency without being punished for fear of losing elections in the next election period. As found by Adom (2018), the lack of coordination, high corruption, rent-seeking behavior, and regulatory failures that characterize the democratic governance system make such political institutional type not energy efficiency enhancing.

The above results suggest that the profitability-inducing effect of energy efficiency differs between autocratic and democratic political regime. Figure 1 shows the conditional marginal effects for all the countries. The marginal effect of energy intensity on profitability is negative only in the Gambia, Eritrea, Equatorial Guinea, Sudan, and Swaziland, where power is mostly centralized. This means that, in these economies, improvements in energy efficiency, which translate into lower energy intensity, can translate into higher commercial bank profitability. Contrary, the top most-democratic countries, such as Mauritius, Cape Verde, Botswana, Ghana, South Africa, Lesotho, and Namibia, recorded significantly higher positive marginal effects. By implication, in these economies, improvements in energy efficiency are less likely to translate into higher bank profitability.

Addressing reverse causality
The development of the financial sector can also trigger changes in energy indices, such as energy consumption (inter alia, Alsaleh and Abdul-Rahim 2019) and energy efficiency (Amuakwa-Mensah et al. 2018; Adom et al. 2019a). These results suggest that

![Figure 1: Conditional marginal effect of energy intensity by countries](image-url)
the estimated model may suffer from a reverse causality issue and, consequently, create model identification problem. To deal with this problem, in model 3 of Table 4, we included the lag of energy intensity instead of the contemporaneously data. This theoretically breaks the causality from financial development to energy intensity as the development of the financial sector in the present year can only have meaningful impact (if any) on current and future energy use behavior. However, the causality from previous energy intensity to current financial development is plausible. As shown in the table, the results remain very robust. The effect of energy intensity on bank profitability is differentiated between autocratic and democratic political regimes, with the former more likely to translate energy efficiency improvements into higher bank profitability.

**Sensitivity analysis**
As shown in models 4–6, we further performed sensitivity analysis on the results. The growth of the service sector has positive implications on the overall growth of the economy and vice versa. Hence, the possible correlation between the growth of the service sector and the overall economy could cause multicollinearity and, thereby, create parameter identification issue. Therefore, in model 4 of Table 4, we dropped the share of the service sector value-added as percent of GDP from the model. The direct effect of energy intensity is negative, which confirms the earlier claim that, in an autocratic regime, improving energy efficiency (i.e., reducing energy intensity) is more likely to increase commercial banks’ profitability. However, the indirect effect is positive, which means that, in a democratic regime, improvement in energy efficiency is less likely to promote higher bank profit. Given that price affects energy intensity, there could be a potential correlation problem. Additionally, improvement in energy efficiency reduces the energy expenditure incidence on consumers and prevents additional investment in generation capacity. Although the former can enhance the consumption basket of consumers and thereby improve upon their welfare, the latter leads to significant national savings, which could be used in other productive sectors of the economy to promote economic growth. Likewise, the growth of the economy can also trigger energy efficiency investment and thereby cause energy intensity to reduce. This implies that economic growth and energy intensity could confound their effects. In models 5 and 6, we dropped the inflation and economic growth variable from the model. Albeit, the effect of energy efficiency on profitability is differentiated between autocratic and democratic political regimes, it is statistically weak.

**Explanation of the controlled variables**
On the controls, the coefficient of the lag dependent variable is significantly positive and consistent in Table 4. Thus, there is a significant inertia in bank profit, but the extent of the inertia or persistence in bank profit is small. This implies that abnormal profits enjoyed by commercial banks in the banking industry are temporal and not permanent. In other words, the competition in the banking industry in SSA is intense. This finding contradicts the findings of Flamini et al. (2009). However, the findings of low persistence confirm the claim that, in developing countries like SSA countries, the degree of persistence in profits is lower compared with developed economies because of the lower sunk cost of entry, faster economic growth, and the existence of large conglomerate firms, which together increase the intensity of competition (Goddard et al. 2011; Stephan and Tsapin 2008).
An increase in commercial banks’ lending has a consistent significant positive influence on banks’ profitability; however, higher credit risk significantly reduces the profitability of banks. The negative effect of credit risk is also confirmed by Chowdhury et al. (2016) and Nawaz and Haniffa (2017), but contrasts the findings of Flamini et al. (2009). The size of banks has a significant positive effect on their performance, which confirms the results of Nawaz and Haniffa (2017), Flamini et al. (2009), and Seemule et al. (2017); however, this finding is at variance with those of Obamuyi (2013) and Siddik et al. (2016). The positive effect of size represents the existence of economies of scale for large banks. The presence of economies of scale help decrease the dependence of commercial banks on external finances and rather increases their reliance on internal finances. As a result, they become immune to external shocks which helps improve their profitability. Managerial inefficiency negatively affects banks’ performance. Thus, an improvement in operational efficiency will help improve the performance of commercial banks in the region, confirming the findings of Seemule et al. (2017) and Chowdhury et al. (2016).

A more stable financial sector affects positively the profitability of banks. Conversely, a fragile banking sector reduces banks’ ability to finance productive investments. Furthermore, GDP growth and inflation have a significant positive effect on profitability. This implies that the goal of economic growth is consistent with the goal of banking sector development. The positive role of GDP growth confirms the findings of Obamuyi (2013), Flamini et al. (2009) and Zeitun (2012), but contrasts the findings of Seemule et al. (2017) and Siddik et al. (2016). Inflation has both revenue and cost implications for the banks. When inflation is anticipated, banks are able to adjust the lending rate to reflect current prices. As a result, there is no loss in real value for the banks. Given that demand for credit remains inelastic (which is the case for customers in Africa with limited financing sources), returns on credit will increase and lead to higher profit. The positive inflation effect confirms the findings of Athanasoglou et al. (2006) and Tan and Floros (2012), but contrasts the findings of Chowdhury et al. (2016) and Zeitun (2012). The service sector value-added has a significant positive effect on profitability, that is, banks might benefit from sound sector-wide government policies.

Robustness check

Table 5 contains the results when the petroleum energy intensity indicator is used as the dependent variable. Apart from being more appealing from a policy perspective, this partially addresses the aggregation issue. Fossil fuel energy constitutes a significant share in total energy consumption in the sub-region; it is the single largest contributor to atmospheric greenhouse gas emission in the region. Moreover, it is a significant generation source for both off-grid and grid electricity. Thus, achieving efficiency in the use of fossil fuel (i.e., reducing fossil fuel energy intensity) will contribute positively both to energy security and environmental quality in the sub-region. The models passed the Sargan instrument validity test. In addition, the results passed the serial correlation test. The Pesaran’s (2004, 2015) cross-sectional dependence test fail to accept the null hypothesis of residuals’ cross-sectional independence. Lastly, the null hypothesis of unit root in the residuals from both models is rejected at 1% statistical significance level. Thus, the residuals from these system GMM models are stationary. Here as well, the discussion is based on the general model, whose results are shown in column 4.
The direct effect of petroleum energy intensity on commercial bank profits is significantly negative, confirming the earlier claim. However, the indirect effect via democratic regime is positive. These results suggest that, relatively, energy efficiency is more likely to enhance the profitability of banks in an autocratic regime than democratic
one. Figure 2 shows the marginal effects of energy efficiency improvements on commercial banks’ profitability conditioned on the political regime. There is an obvious heterogeneity regarding the effect of energy efficiency enhancement on commercial banks’ profitability. The results indicate that energy efficiency enhancements in countries like Angola, Burkina Faso, Cameroon, Central Africa Republic, Chad, Congo, Côte d’Ivoire, Equatorial Guinea, Eritrea, Ethiopia, Gabon, Guinea, Mauritania, Rwanda, Sudan, Swaziland, Zimbabwe, the Gambia, Togo, and Uganda would drive the profitability of commercial banks. Some degree of dictatorship in the governance systems exists in many of these countries. Dictatorship or autocracy minimizes the problems of “grandfathering” and weakens the powers of strong interest or pressure interest groups to boycott or resist government programs for promoting energy efficiency.

Furthermore, columns 3 to 5 show the results when we perform sensitivity analysis on the results. The findings remain very robust and the statistical power of the relationship improves significantly compared with the case when aggregate energy intensity is used. This is evidenced in the size of the coefficients (both direct and indirect), the consistency in the signs of the direct effect, and the highly statistically significant nature of the relationship. In contrast, the conditional marginal effect of energy efficiency on profitability for democratic matured economies, such as Ghana, South Africa and Nigeria, is positive, confirming that energy efficiency improvement is less likely to drive banks’ profitability in such political institutional regime.

On the control variables, there is an evidence of significant inertia in profitability; however, its degree is small. Internal factors, such as credit growth and bank size, have significant positive effects on profitability, but the effect of higher credit risk and managerial inefficiency is negative. Regarding external factors, GDP growth, inflation, and

![Fig. 2 The country-specific marginal effect of petroleum energy intensity conditioned on political regime](image-url)
share of the service sector output in total output have significant positive effects on commercial banks’ profitability. This confirms the earlier result that both internal and external factors play significant roles in explaining commercial banks’ profitability.

Conclusions and policy recommendations
The growth of the financial sector is critical to economic growth. Albeit, in Africa, the growth of the financial sector has translated into real sector and economic-wide growth, the financial sector is not well developed as compared to Asia, America, and Europe. In this study, we investigate the problem of bank profitability (an indicator of financial sector performance) from the perspective of energy efficiency given different political regimes in SSA countries. The study uses bank-level data compiled by Andrianova et al. (2015), consisting of 43 SSA countries for the period 1998–2012 and the simultaneous system-GMM technique. The following results emerged from the study.

We found that improvement in energy efficiency (i.e., lower energy intensity) drives the profitability of commercial banks upward; however, such trend is more probable in a political regime with centralization of power than in a political regime with decentralization of power. This conclusion professes the following policy interventions. Commercial banks should include the energy utilization behavior of their clients in their credit valuation. This could help the banks design tailor-specific interest rates to deal with the different risk profiles of their clients. On the borrowers’ side, such an initiative by the bank can lead to more informed decisions on energy efficiency investment. On the part of the government, the positive effect of energy efficiency on profitability suggests that the government should green-label banks (with financial rewards) that provide credit facilities for energy efficiency investments. In a democratic political regime, the agenda of energy efficiency should be pursued aggressively without losing sight of creating a political environment that is devoid of any “grandfathering system”.

Certainly, promoting energy efficiency alone cannot be the panacea to raise the profitability of commercial banks in SSA. As revealed in this study, bank-specific and external factors play significant roles in explaining banks’ profitability. To increase profit, credit risk policies and operational efficiency should be pursued aggressively by banks in the sub-region. Creating a more stable financial sector is also necessary. At the macroeconomic level, the goal of economic growth is compatible with commercial bank development. Therefore, prudent macroeconomic policies that lead to the growth of the economy should receive greater attention.

As current studies on the nexus between the financial sector performance and energy efficiency remain scanty, more empirical work is required to confirm the claim of the profitability-induced effect of energy efficiency. The conditional effect of energy efficiency as found in this study suggests that the analysis of the energy efficiency effect on banks’ profitability or the financial sector performance can be highly contextualized. Therefore, future studies should take cognizance of this fact. Moreover, this study used the energy intensity indicator as a measure of energy efficiency, which has been criticized in the literature. Albeit, in this study, the authors tried to capture the efficiency component of energy intensity by controlling for other factors, such as shifts in economic structure and pricing regimes, the list might not be exhaustive, leaving room for some biases in our results. To improve the results, future studies can first model energy efficiency, using either parametric or non-parametric methods and then use the estimated efficiency scores in a profitability model.
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