Stark many-body localization: Evidence for Hilbert-space shattering

Elmer V. H. Doggen,1, ∗ Igor V. Gornyi,1, 2, 3 and Dmitry G. Polyakov1

1 Institute for Quantum Materials and Technologies, Karlsruhe Institute of Technology, 76021 Karlsruhe, Germany
2 Institut für Theorie der Kondensierten Materie, Karlsruhe Institute of Technology, 76128 Karlsruhe, Germany
3 Ioffe Institute, 194021 St. Petersburg, Russia

(Dated: December 29, 2020)

We study the dynamics of an interacting quantum spin chain under the application of a linearly increasing potential. This model exhibits a type of localization known as Stark many-body localization. The dynamics shows a strong dependence on the initial conditions, indicating that the system violates the eigenstate thermalization hypothesis at any finite gradient of the potential. This is contrary to reports of a numerically observed ergodic phase. Therefore, the localization is crucially distinct from disorder-driven many-body localization, in agreement with recent predictions on the basis of localization via Hilbert-space shattering.

Introduction.— Sufficiently strong disorder can localize an interacting many-body system at finite energy density of excitations (even at high temperature), a phenomenon known as many-body localization (MBL) [1–6]. This can be thought of as a generalization of Anderson localization [7, 8] to the many-body case. Signatures of the MBL phase were found experimentally, where it was observed that the dynamics of disordered systems can halt on laboratory time scales [9–12].

Recently, it was shown by Schulz et al. [13] and van Nieuwenburg et al. [14] that some features of the MBL phase can appear in systems without disorder. The key ingredient is an applied field with (approximately) constant gradient. From a single-particle perspective, this applied field induces Wannier-Stark localization. It was then demonstrated that this localization is robust to the introduction of interactions for a sufficiently strong applied field, a phenomenon termed Stark (or Bloch) many-body localization (SMBL). The authors furthermore argued that a transition from ergodicity to localization should emerge at some finite value of the applied field. However, the authors employed exact diagonalization for relatively small chains up to \( L = 24 \) sites. It is still debated whether such studies provide reliable insight into the conceptually more interesting thermodynamic limit [15–18]. It was shown numerically that the MBL transition for the archetypal Heisenberg chain with on-site disorder shifts substantially with system size [19].

As a means to explain the observation of SMBL, a recent theoretical study [20] proposes Hilbert-space shattering (see also Refs. [21–23]). The key idea is that the Hilbert space of the system fragments into disconnected sectors, thus preventing thermalization. While the main focus is on fractonic models [24], the authors of Ref. [20] report a general proof that is applicable to a wide variety of systems exhibiting local constraints, and they argue that this also hinders thermalization in SMBL systems, at least for a certain class of initial states at large values of the applied field [25]. It is argued that at large values of the potential gradient, localization might persist up to exponentially long (or even infinite) timescales. This can be regarded as an analogy with the formation of many-body quantum scars [26].

From the perspective of experiments, a recent study reports the observation of SMBL in a superconducting quantum processor [27]. SMBL has also been investigated in cold-atom setups in a two-dimensional system tilted in one direction [28], and more recently in a one-dimensional system [29].

It is therefore of interest to numerically investigate the fate of one-dimensional SMBL as reported in Refs. [13, 14, 22, 27, 29–33]. For this purpose we employ the powerful numerical machinery of the time-dependent variational principle (TDVP) [34], a method formulated in terms of the language of matrix product states (MPS). The TDVP allows for investigation of system sizes far beyond those available to exact diagonalization, at the cost of being limited to short times or weakly ergodic systems.
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Since MBL systems are weakly entangled, this makes the TDVP especially powerful as a tool for numerical analysis of such systems [19, 35–37].

Here we show, on the basis of numerical results and semiclassical considerations, that the aforementioned Hilbert-space shattering precludes thermalization (in a sense defined below) in the model exhibiting SMBL. These results indicate that, in the thermodynamic limit, a certain class of initial states exhibits nonergodicity at least up to exponentially long times, for both weak and strong gradients.

Model.— We consider a one-dimensional spin chain on a lattice of length \( L \) with open boundary conditions, as described by the Hamiltonian

\[
\mathcal{H} = \sum_{i=1}^{L} \epsilon_i S^z_i + \sum_{i=1}^{L-1} \left[ J(S^x_i S^x_{i+1} + S^y_i S^y_{i+1}) + \Delta S^z_i S^z_{i+1} \right].
\]

Here \( S^x, S^y, \) and \( S^z \) are spin-1/2 operators. An on-site field \( \epsilon \) is applied with strength \( \epsilon_i = W i \) (we take \( W > 0 \) w.l.o.g.). In the limit \( \Delta \to 0 \), this problem can be mapped onto non-interacting spinless fermions using a Jordan-Wigner transformation. In that case, it is well-known that the eigenfunctions of the Hamiltonian (1) are localized due to Wannier-Stark localization. In the following, we take \( J = \Delta = 1 \). In the case of no applied field \( W = 0 \), the model is the isotropic Heisenberg chain, which thermalizes rapidly [38].

Absence of an ETH-MBL transition at finite gradient.— Here we argue that the model (1) does not permit a transition from an ergodic phase to a localized one at finite \( W \), assuming that the ergodic phase satisfies the eigenstate thermalization hypothesis (ETH) [38]. A key feature of the ETH is that the long-time behavior of local observables does not depend on the initial state, as long as it has the same relevant macroscopic quantities. For a closed system with fixed particle number (microcanonical ensemble), the quantity of interest is the energy.

Consider the scenario depicted in Fig. 1, where the system of length \( L \) is initialized with a domain wall in the middle of the system, such that \( \langle S^z \rangle = 0 \). The dynamics of the system is bound by conservation of energy and particle or spin transport to the right boundary of the system is, just like in the non-interacting case, inhibited. No matter the value of \( W \), there will be a certain finite length scale \( \xi \equiv \xi(W) \) that characterizes the width of the domain wall in the late-time limit. In the thermodynamic limit the system is then localized for any \( W \). However, this is clearly only a specific choice of the energy and not a general case.

Nonetheless, the above argument can be generalized to arbitrary energy by introducing more domain walls. Consider the initial state shown in Fig. 1, with two domain walls. If those walls are situated at roughly \( L/4 \) and \( 3L/4 \), then we again have a state with \( \langle S^z \rangle = 0 \), but now with an energy that is close to the center of the energy band. With a fixed distance \( L/2 \) between the domain walls a desired energy can be reached (up to arbitrary precision in the thermodynamic limit) by shifting the initial position of the walls. The dynamics, however, is locally identical to the first scenario, while the global energy constraint no longer prevents delocalization. Thermalization of the ETH-type would require transport processes that link both domain walls. However, those processes are exponentially suppressed in the thermodynamic limit since then the requirement \( \xi \ll L \) is always satisfied. In other words, the Hilbert space is shattered [20], and the two-wall initial state, or more generally any state with sufficiently large polarized regions, can persist at least up to exponentially large timescales in \( \xi/L \).

If, instead, we consider a finite density of domain walls (i.e., a charge density wave initial condition), say \( n \), then we can identify two regimes: i) \( n \xi \ll 1 \): the system is localized in the sense discussed above, since the different domain walls are far enough apart such that the reasoning above applies; ii) \( n \xi \gg 1 \): the system is “quasi-ergodic” and may appear thermal in the sense of exhibiting ergodic grains of finite size. If one considers a finite-size system, then such grains can exceed the size of the system. While the system in this case is not thermalizing according to the ETH, it will still show ETH-like level spacing statistics, given sufficient integrability-breaking. This is an essential difference with the non-interacting case, where no ETH-like level statistics are observed.

In a strict sense, the ETH requires that the Hilbert space is not shattered, yet the reasoning above implies that such shattering occurs at any \( W > 0 \). Exponentially slow processes might allow for large polarized regions to melt eventually. Faster thermalization has been predicted on the basis of resonances in the single-particle spectrum in the case where the potential is purely linear [22]. Those processes might be responsible for local thermalization within the region \( \xi \). As we shall see, however, the numerical results provide no indication of full thermalization for \( \xi \eta \lesssim 1 \) on laboratory timescales even for a constant potential gradient.

It is instructive to compare the scenario considered above to the “standard” MBL problem of the isotropic Heisenberg chain with on-site disorder [39]. In that case, the choice of initial state is not important for the long-time state of the system. Compared to a Néel initial condition \( |↑↓\ldots\rangle \), the domain wall initial condition merely thermalizes somewhat more slowly in the ergodic phase [40], and there is no analogous constraint related to local or global energy conservation. The arguments outlined above do not apply for standard MBL.

Method.— We compute the dynamics starting from a product state initial condition in the \( S^z \)-basis with \( \sum_i \langle S^z_i \rangle = 0 \). By tracking the density imbalance

\[
I(t) = \frac{4}{L} \sum_i \langle S^z_i \rangle_i(t) \langle S^z_i \rangle_i(t=0), \tag{2}
\]

one can conveniently determine whether the time-evolved state has a memory of the initial state, in the sense of the ETH.
Our numerical method is the time-dependent variational principle (TDVP) as applied to matrix product states (MPS) [34]. We use a similar method as in previous works [19, 36, 41]; the reader is referred to Ref. [42] for a recent review of MPS-based methods for simulating dynamics. The method boils down to the projection of the unitary dynamics onto the variational manifold of the MPS:

$$\frac{d}{dt} |\psi\rangle = -i \mathcal{P}_{\text{MPS}} \mathcal{H} |\psi\rangle. \quad (3)$$

We use a bond dimension $\chi = 256$ (which determines the size of the variational manifold) and compute dynamics up to $t = 500$. Details are provided in the Supplementary Material [43].

**Density and imbalance dynamics.**— We consider the Hamiltonian (1) with open boundary conditions. We can compare the cases where the initial state is a double-domain wall to a single domain wall, cf. Fig. 1. In Fig. 2a we show the imbalance dynamics. The domain wall melting quickly halts, even for a relatively weak value of the field $W = 0.3$. The late-time spin density is shown in Fig. 2b. While the global energies of the initial states are very different, the local dynamics is practically identical, showing the system does not thermalize up to the times considered here. Moreover, the dynamics does not depend strongly on system size as long as $\xi \lesssim 1/\eta$, see Fig. 3a. As $W$ is decreased, at a certain value dependent on the size of the domains, the melting domains meet, see Fig. 3b. Note the difference between the results for $W = 0.3, L = 16$ and $W = 0.3, L = 48$: the former is clearly delocalized, while the latter is localized. Indeed, upon inspection of Fig. 2b, we can infer that $\xi(W = 1) \approx 8$, which corresponds to the crossover value $W = 1$ observed for $L = 16$ with $\eta = 1/8$. Hence, $W = 0.3$ and $\eta = 1/8$ corresponds to the “quasi-ergodic” regime discussed above.

There is a significant difference between the dynamics at either side of the domain wall. This can be explained by considering the relative signs of the interaction $\Delta$ and the field $W$. If they have the same sign (as in the case we consider here), then it is easier for spin waves to move “uphill.” This is because spins will lose energy by moving apart due to the antiferromagnetic coupling, which is then compensated by the increased potential energy from the linear field. However, at the left domain wall, spins can only move “downhill”: spins lose energy by the domain wall melting as well as through reduced antiferromagnetic coupling and very little melting of the domain wall is permitted by local energy conservation. This phenomenon was dubbed “negative current” in Ref. [33] and is another sign of non-thermalization.

**Entropy.**— A frequently used measure for the ETH-MBL transition in disordered systems is the bipartite von Neumann entropy of entanglement:

$$S \ln 2 = -\text{Tr} \left( \rho_A \ln \rho_A \right), \quad \rho_A = \text{Tr}_B \rho, \quad (4)$$

where the system is divided into two segments $A$ and $B$, and $\rho$ is the density matrix. In Fig. 2c we show the results for the entanglement entropy, where the division between segments is at the rightmost domain wall $\cdots \uparrow \downarrow \cdots$ for both configurations. There is a very weak dependence on system size and little difference between the single and double-domain wall configurations. We observe instead a fast crossover from linear growth to area-law saturation to a constant value of the entropy — a hallmark of a localized phase. The asymptotic value of the entropy, which scales linearly with $\xi(W)$, determines the smallest $W$ that can be reached numerically, since $\max(S) = \log_2(\chi)$. For $\xi \ll L$, we find that leads, with reasonable numerical resources, to $W \gtrsim 0.3$ (see Supplementary Material [43]). Note that this value is deep into the regime identified as ergodic in Refs. [13, 14], where it...
is argued that a transition from an ergodic to a localized regime occurs at $W \approx 1$.

Discussion.---We have investigated the fate of Stark many-body localization. Crucial differences between this type of localization and disorder-driven many-body localization are elucidated. In particular, we show that there is no ergodic phase described by the ETH in such systems, as the late-time dynamics is strongly dependent on initial conditions, in agreement with the predicted mechanism of Hilbert-space shattering [20, 21]. As can be seen from the dynamics, $\xi \approx 8$ for $W \approx 1$, so if one chooses an initial state with $\eta = 1$ (the Néel state) then $W \approx 1$ is already deep into the “quasi-ergodic” regime where melted regions overlap strongly. This explains why an apparent transition is observed numerically [13, 14], yet it is not of the ETH-type since the thermalization (in the quasi-ergodic sense) depends strongly on the initial state, and for large systems one can always find initial states, such as the double-wall configuration, that would fully thermalize at most exponentially slowly in $\xi \eta$, if at all. Quasi-ergodic features manifest themselves only in local thermalization within the melted region. The dependence on the initial state (through $\eta$ or an equivalent quantity) furthermore prohibits the definition of a mobility edge dependent only on energy. Such a mobility edge was reported recently [32]. In contrast, we find that states with strongly different energy (the single and double domain wall configurations) can have locally identical dynamics up to long times.

Experimentally, the system considered here was studied in Refs. [27, 29]. The authors of Ref. [29] report a rather robust non-ergodic behavior, consistent with our predictions here. The thermalizing phase observed in Ref. [27] can be identified with the quasi-ergodic regime in our work, i.e., as a finite-size effect.

It is worth pointing out more differences between disorder-driven MBL and SMBL. In the former case, there is substantial evidence that the transition point from the ETH-type phase to the localized phase is itself localized, as per the “avalanche” mechanism [41, 44–48]. There is no evidence of such a localized transition point for the Wannier-Stark system. Indeed, there is no quenched disorder present, and no subdiffusion is observed. Moreover, we do not observe logarithmic growth of the entanglement in time [49].

In conclusion, care must be exercised when drawing parallels between SMBL and “conventional” MBL. In the former case, the localization is due to Hilbert space shattering, while in the latter case due to emergent local integrals of motion.
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NUMERICAL DETAILS

As described in the main text, the time evolution is obtained by means of the time-dependent variational principle (TDVP), a matrix product state method. Such methods rely on a variational ansatz for the many-body wave function, with a number of variational parameters controlled by the bond dimension $\chi$ [1]. As we have argued, we can define a characteristic size of the melted region of a domain wall, $\xi \equiv \xi(W)$, and a density of domain walls in the initial condition $\eta$. In the limit of $\xi \eta \ll 1$, we should expect that distant regions in are completely disconnected and hence exhibit no entanglement. We therefore would expect the low-entanglement ansatz of the MPS to work well.

Consider Fig. 2b of the main text. For $W = 0.3$, we can estimate the size of the melted region as $\xi \approx 24$ sites, and the density of domain walls in the chosen initial condition is $\eta = 1/24$ (two domain walls with a system size $L = 48$). We therefore expect numerical convergence will be lost around $W = 0.3$. This is precisely what is observed, as shown in the figure S1 where results are shown for $W = 0.2$ and $W = 0.3$, with bond dimensions $\chi = 256$ and $\chi = 512$.
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FIG. S1. Dynamics for the double domain wall initial condition, for $L = 48$, $\eta = 1/24$ and the slope of the potential $W = 0.2$ (left) and $W = 0.3$ (right). Top panel: the imbalance as a function of time for two choices of bond dimension $\chi = 256$ and $\chi = 512$. Middle panel: entropy as a function of time for the same choices of $\chi$, where the bipartition is taken at the rightmost domain wall. Bottom panel: difference of the density at individual sites in the system with respect to the initial density $\Delta n$ as a function of time for $\chi = 512$. 