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Abstract. Let Ω be a smooth bounded domain in \( \mathbb{R}^n \), \( n \geq 5 \). We consider the semilinear heat equation at the critical Sobolev exponent

\[
  u_t = \Delta u + u^{\frac{n+2}{n-2}} \quad \text{in } \Omega \times (0, \infty), \quad u = 0 \quad \text{on } \partial \Omega \times (0, \infty).
\]

Let \( G(x,y) \) be the Dirichlet Green’s function of \(-\Delta\) in \( \Omega \) and \( H(x,y) \) its regular part. Let \( q_j \in \Omega, j = 1, \ldots, k \), be points such that the matrix

\[
  \begin{bmatrix}
    H(q_1, q_1) & -G(q_1, q_2) & \cdots & -G(q_1, q_k) \\
    -G(q_1, q_2) & H(q_2, q_2) & \cdots & -G(q_2, q_k) \\
    \vdots & \vdots & \ddots & \vdots \\
    -G(q_1, q_k) & \cdots & -G(q_{k-1}, q_k) & H(q_k, q_k)
  \end{bmatrix}
\]

is positive definite. For any \( k \geq 1 \) such points indeed exist. We prove the existence of a positive smooth solution \( u(x,t) \) which blows-up by bubbling in infinite time near those points. More precisely, for large time \( t \), \( u \) takes the approximate form

\[
  u(x,t) \approx \sum_{j=1}^{k} \alpha_n \left( \frac{\mu_j(t)}{(\mu_j(t))^2 + |x - \xi_j(t)|^2} \right)^{\frac{n+2}{2n}}.
\]

Here \( \xi_j(t) \to q_j \) and \( 0 < \mu_j(t) \to 0 \), as \( t \to \infty \). We find that \( \mu_j(t) \sim t^{-\frac{4}{n-4}} \) as \( t \to +\infty \), when \( n \geq 5 \).

1. Introduction and statement of the main result

Let \( \Omega \) be a bounded, smooth domain in \( \mathbb{R}^n \), \( n \geq 3 \). This paper deals with the asymptotic behavior of positive, classical and globally defined in time solutions \( u(x,t) \) of the critical semilinear heat equation
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and hence $E$ is strictly decreasing along trajectories of $(1.1)$. Alternatively, $(1.1)$ corresponds to the formal negative $L^2$-gradient flow for $E$ in $H^1_0(\Omega)$.

A special characteristic of the exponent $\frac{n+2}{n-2}$ in the functional $E$ is the presence of an asymptotically singular continuum of entire, energy invariant critical points: let us denote

$$U_0(y) = \alpha_n \left( \frac{1}{1 + |y|^2} \right)^{\frac{n+2}{2}}, \quad \alpha_n = \left( n(n-2) \right)^{\frac{1}{n-2}}. \quad (1.3)$$

$U_0$ is a positive solution of

$$\Delta U + U^{\frac{n+2}{n-2}} = 0 \quad \text{in } \mathbb{R}^n$$

In fact all positive entire solutions of this equation are given by the Talenti bubbles

$$U_{\mu, \xi}(x) = \mu^{\frac{n-2}{2}} U_0 \left( \frac{x - \xi}{\mu} \right) = \alpha_n \left( \frac{\mu}{\mu^2 + |x|^2} \right)^{\frac{n-2}{2}}. \quad (1.4)$$

which correspond to the extremals of Sobolev’s embedding [25]. This family is energy invariant: for all $\mu, \xi$,

$$E(U_{\mu, \xi}) = E(U_0) =: S_n > 0. \quad (1.5)$$

These functions reflect exactly the loss of compactness of the critical Sobolev embedding and thus of the functional $E$: in fact, a Palais-Smale sequence $u_n \in H^1_0(\Omega)$, namely one along which $E$ is bounded and $\nabla E$ goes to zero must asymptotically be, passing to a subsequence, of the form

$$u_n = u_\infty + \sum_{i \in I} U_{\mu_i, \xi_i} + o(1), \quad (1.6)$$

for finite set $I$, a critical point $u_0 \in H^1_0(\Omega)$ of $E$, and $\mu_i \to 0$, [22]. From Pohozaev’s identity we must necessarily have $u_\infty = 0$ if the domain is star-shaped. This type of behavior, sometimes called bubbling is precisely the one expected along sequences $t = t_n \to +\infty$ for a solution $u(x, t)$ of $(1.1)$ globally defined in time, in particular for the so-called threshold solutions which we describe next.

Let $\varphi$ be a positive, smooth function defined in $\Omega$, and $u_\alpha(x, t)$ the solution of Problem $(1.1)$ with initial datum $u(x, 0) = \alpha \varphi(x)$. For small $\alpha > 0$, the effect of the nonlinearity is negligible, and $u_\alpha$ goes uniformly to zero as time goes to infinity. Letting

$$\alpha_* = \sup \{ \alpha > 0 \mid \lim_{t \to \infty} \| u_\alpha(\cdot, t) \|_{\infty} = 0 \},$$

then $0 < \alpha_* < +\infty$. Ni, Sacks and Tavantzis, [20] found that $u_{\alpha_*}(x, t)$ is a well-defined $L^1$-weak solution of $(1.1)$. Since for large values of $\alpha$, finite time blow-up is known to happen, $u_{\alpha_*}$ is a type of solution which loosely speaking lies in the dynamic threshold between solutions globally defined in time and those that blow-up in finite time. It is known, see Du [10] and Suzuki [24] that along sequences $t_n \to +\infty$, $u_n = u_{\alpha_*}(x, t_n)$ does have (up subsequences) a bubble resolution of the type $(1.6)$.

Galaktionov and Vázquez [15] found that in the case that $\Omega = B(0, 1)$ and the threshold solution $u_{\alpha_*}$ is radially symmetric, then no finite time singularities for $u_{\alpha_*}(r, t)$ occur and it must become unbounded as $t \to +\infty$, thus exhibiting infinite-time blow up. Galaktionov and King discovered in [14] that this radial blow-up solution does have a bubbling asymptotic profile as $t \to +\infty$ of the form

$$u_{\alpha_*}(r, t) \approx \alpha_n \left( \frac{\mu(t)}{\mu(t)^2 + r^2} \right)^{\frac{n-2}{2}}, \quad r = |x|. \quad (1.7)$$
where for \( n \geq 5 \), \( \mu(t) \sim t^{-\frac{1}{n-4}} \to 0 \). For \( \alpha > \alpha_* \) blow-up in finite time of \( u_{\alpha_*}(r,t) \) occurs while, it goes to zero when \( \alpha < \alpha_* \). Understanding this threshold phenomenon is central in capturing the global dynamics of Problem (1.1). These solutions are unstable, while intuitively codimension-one stable in the space of initial conditions containing \( \alpha_* \varphi \).

Nothing seems to be known however on existence of infinite-time bubbling solutions in the nonradial case, or about their degree of stability. Our main goal in this paper is to build solutions with single or multiple blow-up points as \( t \to +\infty \) in problem (1.1) when \( \Omega \) is arbitrary and \( n \geq 5 \), providing precise account of their asymptotic form and investigate their stability.

Our construction unveils the interesting role played by the (elliptic) Green function of the domain \( \Omega \). In what follows we denote by \( G(x,y) \) Green’s function for the boundary value problem

\[
-\Delta_x G(x,y) = c_n \delta(x-y) \quad \text{in } \Omega, \quad G(\cdot, y) = 0 \quad \text{on } \partial \Omega,
\]

where \( \delta(x) \) is the Dirac mass at the origin and \( c_n \) is the number such that

\[
- \Delta_x \Gamma(x) = c_n \delta(x), \quad \Gamma(x) = \frac{\alpha_n}{|x|^{n-2}}, \quad (1.8)
\]

namely \( c_n = (n-2)\omega_n\alpha_n \) with \( \omega_n \) the surface area of the unit sphere in \( \mathbb{R}^n \) and \( \alpha_n \) the number in (1.7). We let \( H(x,y) \) be the regular part of \( G(x,y) \) namely the solution of the problem

\[
- \Delta_x H(x,y) = 0 \quad \text{in } \Omega, \quad H(\cdot, y) = \Gamma(\cdot - y) \quad \text{in } \partial \Omega. \quad (1.9)
\]

The diagonal \( H(x,x) \) is called the Robin function of \( \Omega \). It is well known that it satisfies

\[
H(x,x) \to +\infty \quad \text{as } \text{dist } (x, \partial \Omega) \to 0. \quad (1.10)
\]

Let \( q = (q_1, \ldots, q_k) \) be an array of \( k \) distinct points in \( \Omega \).

\[
\mathcal{G}(q) = \begin{bmatrix}
H(q_1, q_1) & -G(q_1, q_2) & \cdots & -G(q_1, q_k) \\
-G(q_1, q_2) & H(q_2, q_2) & \cdots & -G(q_2, q_k) \\
& \vdots & \ddots & \vdots \\
-G(q_1, q_k) & \cdots & -G(q_{k-1}, q_k) & H(q_k, q_k)
\end{bmatrix} \quad (1.11)
\]

Our main result states that a global solution to (1.1) which blows-up at exactly \( k \) given points \( q_j \) exists if \( q \) lies in the open region of \( \Omega^k \) where the matrix \( \mathcal{G}(q) \) is positive definite.

**Theorem 1.** Assume \( n \geq 5 \). Let \( q_1, \ldots, q_k \) be distinct points in \( \Omega \) such that the matrix \( \mathcal{G}(q) \) is positive definite. Then there exist an initial datum \( u_0 \) and smooth functions \( \xi_j(t) \to q_j \) and \( 0 < \mu_j(t) \to 0 \), as \( t \to +\infty \), \( j = 1, \ldots, k \), such that the solution \( u_q \) of Problem (1.1) has the form

\[
uq(x,t) = \sum_{j=1}^k \alpha_n \left( \frac{\mu_j(t)}{\mu_j(t)^2 + (x - \xi_j(t))^2} \right)^{\frac{n-2}{2}} - \mu_j(t)^{\frac{n-2}{2}} H(x, q_j) + \mu_j(t)^{\frac{n-2}{2}} \theta(x,t), \quad (1.12)
\]

where \( \theta(x,t) \) is bounded, and \( \theta(x,t) \to 0 \) as \( t \to +\infty \), uniformly away from the points \( q_j \). In addition, for certain positive constants \( \beta_j \) depending on \( q \)

\[
\mu_j(t) = \beta_j t^{-\frac{1}{n-4}} (1 + o(1)), \quad \xi_j(t) - q_j = O(t^{-\frac{3}{n-4}}) \quad \text{as } t \to +\infty
\]

Our construction of the solution \( u_q(x,t) \) in Theorem 1 yields the codimension \( k \)-stability of its bubbling phenomenon in the following sense.
Corollary 1.1. Let $u_q$ be the solution found in Theorem 1. There exists a codimension $k$ manifold in $C^1(\bar{\Omega})$ that contains $u_q(x,0)$ such that if $u_q$ lies in that manifold and it is sufficiently close to $u_q(x,0)$, then the solution $u(x,t)$ of problem (1.1) has exactly $k$ bubbling points $\tilde{q}_j$, $j=1,\ldots,k$ which lie close to the $q_j$. It has the form (1.12) with $q$ replaced by $\tilde{q}$.

Positive definiteness of $G(q)$ trivially holds if $k=1$. For $k=2$ this condition holds if and only if

$$H(q_1,q_1)H(q_2,q_2) - G(q_1,q_2)^2 > 0,$$

in particular it does not hold if both points $q_1$ and $q_2$ are too close to a given point in $\Omega$. Given $k>1$, using (1.10), we can always find $k$ points where $G(q)$ is positive definite: it suffices to take points located at a uniformly positive distance one to each other, and then let them lie sufficiently close to the boundary.

The role of the matrix $G(q)$ in elliptic bubbling phenomena for perturbations of the stationary version of (1.1) has been known for a long time, after the works [1, 2]. In particular in [2] A. Bahri, Y.-Y. Li and O. Rey analyze bubbling solutions for slightly subcritical perturbations, and positivity of the matrix already appears there. To illustrate why in the parabolic case such a condition is needed, we invoke a computation in [5], that shows that if

$$u_0(x) = \sum_{j=1}^k U_{\mu_j,\xi_j}(x) - \mu_j^{\frac{n-2}{2}} H(x,\xi_j)$$

with all $\mu_j$’s small and of comparable order, then

$$E(u_0) = kS_n + \alpha \left( \sum_{j=1}^k \mu_j^{n-2} H(\xi_i,\xi_i) - \sum_{i \neq j} G(\xi_i,\xi_j) \mu_i^{\frac{n-2}{2}} H(\xi_i,\xi_j) \right) + \text{smaller terms.}$$

Here $E$ is the energy (1.2), $S_n$ is given by (1.5) and $\alpha$ is a positive constant. Since $E$ is decreasing along the solution of (1.1) then we may only end at the $k$-bubble energy $kS_n$ as $t \to \infty$ if $E(u_0) > kS_n$. If the matrix $G(q)$ is positive definite that fact is guaranteed. A formal consideration of balancing needed for the functions $\mu_j(t)$ that we carry out in §2 will also lead us to the necessity of that condition to have a solution of the form (1.12).

The proof consists of building a first approximation to the solution, then solving for a small remainder by means of linearization and fixed point arguments. In §2 we shall construct the first approximation of the form (1.12). We shall compute the error and will see that in order to improve the approximation we need solvability conditions for the elliptic linearized operator around the bubble. These relations yield a system of ODEs for the scaling parameters, of which we find a suitable solution. After this has been achieved, we solve the full problem as a small perturbation by an inner-outer gluing scheme which is described in §3. This method consists of decomposing the perturbation in the form $\sum_j \eta_j \tilde{\phi}_j + \psi$ where $\eta_j$ is a smooth cut-off function that vanishes away from the concentration point $q_j$. The tuple $(\tilde{\phi}, \psi)$ will satisfy a coupled nonlinear system where the operator for $\psi$ is just a small perturbation of the standard heat operator, and the equation for the $\tilde{\phi}_j$ involves the parabolic linearized equation at the scale of the bubble. We solve the outer problem for $\psi$, for a given suitable decaying $\tilde{\phi}$ and derive estimates for it in §4.

A delicate matter is the construction of an inverse of the operator at $\tilde{\phi}_j$ (provided that certain solvability conditions for the errors hold) so that the solution has a sufficiently fast decay. We do this in §7. The solvability conditions are achieved after adjusting lower order terms of the parameters in §5. After this is achieved the coupling gets sufficiently weak so
that contraction mapping principle applies to finally solve the problem. Arbitrary small initial data for $\psi$ can be imposed, while the inverse built for the linear operator at $\phi_j$ requires one linear constraint in the initial condition. This is ultimately the reason for the codimension $k$-stability of the bubbling solution found. We prove the main result in §6. The inner-outer gluing technique has been a very useful tool in finding solutions for singular perturbation elliptic problems with higher dimensional concentration set, as developed in [8, 7, 9]. We believe it applies to the construction of bubbling solutions in various parabolic flows where this critical loss of compactness arises, and in the construction of type II blow up in various problems. The machinery employed is parabolic in nature, but we believe the inner-outer gluing principle may be applicable to other evolution problems.

Before proceeding into the proof, we make some further bibliographic comments. Large literature has been devoted to the more general equation with a power nonlinearity

$$u_t = \Delta u + |u|^{p-1}u,$$

sometimes called the Fujita equation, after [13], on asymptotic behavior and finite-time blow-up. We refer the reader to the book by Quittner and Souplet [21] for a comprehensive survey of results until 2007. In particular, the role of the Sobolev critical exponent $p = \frac{n+2}{n-2}$ in existence and characteristics of blow-up phenomena has been broadly considered, see also Matano and Merle [18] for a more recent classification of radial blow-up and supercritical powers and Schweyer [23] for a construction of radial type-II blow-up in the critical case. In most results available of construction of solutions radial symmetry is a central feature. Our main result shares the flavor of that by Merle and Zaag [19], where multiple-point, finite time type I blow-up and its stability was found in the subcritical case. We point out that the corresponding energy-critical wave equation,

$$u_{tt} = \Delta u + |u|^\frac{n}{n-2}u,$$

and the role of the Talenti bubbles (1.4) in its dynamics, in particular bubbling blow-up has been the subject of many studies. See for instance [11, 16, 17].

A natural question is whether or not there exist solutions with multiple bubbling, namely with the form of a superposition of bubbles of different rates around a given point. From a result by Schoen, this is not possible in the slightly subcritical stationary version of (1.1), see [2]. We believe this is also the case in (1.1) as $t \to +\infty$. On the other hand when $t \to -\infty$, ancient solutions with this pattern may exist. This is indeed the case for the conformally invariant variation of (1.1), the Yamabe flow in $\mathbb{R}^n$,

$$(u^{\frac{n+2}{n-2}})_t = \Delta u + u^{\frac{n+2}{n-2}} \quad \text{in} \quad \mathbb{R}^n \times (-\infty, 0],$$

corresponding to the conformal evolution of metrics by scalar curvature. It has been proven in [3] that there exist radially symmetric “ancient towers of bubbles”. In the elliptic case they appear at slightly supercritical powers, see [4].

2. Construction of the approximate solution and error computations

We consider the Talenti bubbles (1.4) which we recall are given by

$$U(y) = \alpha_n \left( \frac{1}{1 + |y|^2} \right)^{\frac{n+2}{2}}, \quad \alpha_n = (n(n-2))^{\frac{n-2}{4}}, \quad (2.1)$$

and

$$U_{\mu, \xi}(x) = \mu^{-\frac{n-2}{2}} U \left( \frac{x - \xi}{\mu} \right), \quad \mu > 0, \quad \xi \in \mathbb{R}^n.$$
Given $k$ points $q_1, \ldots, q_k \in \mathbb{R}^n$, we want to find a solution $u(x, t)$ of equation (1.1) with the approximate form

$$u(x, t) \approx \sum_{j=1}^{k} U_{\mu_j(t), \xi_j(t)}(x)$$

(2.2)

where $\xi_j(t) \to q_j$ and $\mu_j(t) \to 0$ as $t \to \infty$ for each $j = 1, \ldots, k$. The functions $\xi_j$ and $\mu_j$ cannot of course be arbitrary. We make an ansatz for these parameters. To begin with, we assume that the vanishing speed of all functions $\mu_j(t)$ is the same. More precisely, we assume that for a certain fixed positive function $\mu_0(t) \to 0$ and positive constants $b_1, \ldots, b_k$ we have

$$\mu_j(t) = b_j \mu_0(t) + O(\mu_0^2(t)) \quad \text{as} \quad t \to \infty.$$

At the same time we assume that

$$\xi_j(t) - q_j = O(\mu_0^2(t)) \quad \text{as} \quad t \to \infty.$$

Since the right hand side of expression (2.2) does not satisfy the zero boundary condition, we shall first identify a correction term which is consistent with this ansatz. Then we will determine what the functions $\mu_0(t)$ and the constants $b_j$ should be. Since, away from the concentration points $q_j$ the functions $U_{\mu_j, \xi_j}$ are uniformly small, we see that $u_t$ should approximately satisfy

$$u_t \approx \Delta u + \sum_{j=1}^{k} U_{\mu_j, q_j}(x)^p.$$

Besides, we see that

$$\int_{\Omega} U_{\mu_j, q_j}(x)^p dx \approx \frac{n-2}{2} a_n, \quad a_n := \int_{\mathbb{R}^n} U(y)^p dy,$$

and hence away from the points $q_j$ the equation should be well approximated by

$$u_t \approx \Delta u + c_n \sum_{j=1}^{k} b_j^{n-2} \delta_{q_j} \quad \text{in} \ \Omega \times (0, \infty).$$

where $\delta_q$ is the Dirac mass at the point $q$. Letting $u = \mu_0^{-\frac{n-2}{2}} v$ we get

$$v_t \approx \Delta v - \frac{n-2}{2} \mu_0^{-1} \mu_0 v + c_n \sum_{j=1}^{k} b_j^{\frac{n-2}{2}} \delta_{q_j} \quad \text{in} \ \Omega \times (0, \infty).$$

where $\mu_0^{-1} \mu_0 \to 0$, which is the case for instance if $\mu_0 \sim t^{-a}$. Hence

$$v_t \approx \Delta v + a_n \sum_{j=1}^{k} b_j^{\frac{n-2}{2}} \delta_{q_j} \quad \text{in} \ \Omega \times (0, \infty),$$

$$v = 0 \quad \text{on} \ \partial \Omega \times (0, \infty).$$

This tells us that away from the points $q_j$ we should have

$$v(x, t) \approx a_n \sum_{j=1}^{k} b_j^{\frac{n-2}{2}} G(x, q_j),$$
We obtain the following estimate near a given concentration point

\[ u(x, t) \approx \sum_{j=1}^{k} \frac{\alpha_n \mu_j \frac{n+2}{2}}{|x - q_j|^{n-2}} - \mu_j^\frac{n-2}{2} H(x, q_j). \]

Observing that for \( x \) away from the point \( q_j \), we precisely have

\[ U_{\mu_j, \xi_j}(x) \approx \frac{\alpha_n \mu_j \frac{n+2}{2}}{|x - q_j|^{n-2}} \]

we see that a better global approximation to a solution \( u(x, t) \) to our problem is given by the corrected \( k \)-bubble

\[ u_{\xi, \mu}(x, t) := \sum_{j=1}^{k} u_j(x, t), \quad u_j(x, t) := U_{\mu_j, \xi_j}(x) - \mu_j^\frac{n-2}{2} H(x, q_j). \tag{2.3} \]

We have obtained this correction term out of a rough analysis to what is happening away from the blow-up points. Let us now analyze the region near them. That will allow us to identify the function \( \mu_0(t) \) and the constants \( b_j \). It is convenient to write

\[ S(u) := -u_t + \Delta_x u + u^p. \]

We consider the error of approximation \( S(u_0) \). We have

\[ S(u_{\mu, \xi}) = -\sum_{i=1}^{k} \partial_i u_i + \left( \sum_{i=1}^{k} u_i \right)^p - \sum_{i=1}^{k} U_{\mu_i, \xi_i}^p. \]

We obtain the following estimate near a given concentration point \( q_j \), from where the formal asymptotic derivation of the unknown parameters will be a rather direct consequence.

**Lemma 2.1.** Let us fix an index \( j \) and consider \( x \) with \( |x - q_j| \leq \frac{1}{2} \min_{i \neq j} |q_i - q_j| \). Then setting \( x = \xi_j + \mu_j y_j \), we have that for all \( t \) large, the error of approximation \( S(u_{\mu, \xi}) \) can be estimated as

\[ S(u_{\mu, \xi}) = \mu_j^\frac{n+2}{2} \left( \mu_j E_{0j}[\mu, \mu_j] + \mu_j E_{1j}[\mu, \dot{\xi}_j] + R_j \right) \]

where

\[ E_{0j}[\mu, \mu_j] = pU(y_j)^{p-1} \left[ -\mu_j^{n-3} H(q_j, q_j) + \sum_{i \neq j} \mu_j^{n-2} \mu_i \frac{n+2}{2} G(q_j, q_i) \right] + \mu_j Z_{n+1}(y_j), \]

\[ E_{1j}[\mu, \dot{\xi}_j] = pU(y_j)^{p-1} \left[ -\mu_j^{n-2} \nabla_x H(q_j, q_j) + \sum_{i \neq j} \mu_j^{n+2} \mu_i^{n+2} \nabla_x G(q_j, q_i) \cdot y_j + \dot{\xi}_j \cdot \nabla U(y_j) \right], \]

and

\[ R_j = \frac{\mu_0^2 g}{1 + |y_j|^2} + \frac{\mu_0 n g}{1 + |y_j|^2} \cdot (\xi_j - q_j) + \mu_0^{n+2} f + \mu_0^{n-1} \sum_{i=1}^{k} \mu_i f_i + \mu_0^{n+2} \sum_{i=1}^{k} \tilde{f}_i \cdot \tilde{f}_i \tag{2.4} \]

where the functions \( f, f_i, \tilde{f}_i \) are smooth, bounded functions of the tuple \( (y, \mu_0^{n+1} \xi, \mu_j y_j) \), and \( g, \tilde{g} \) of \( (y, \mu_0^{n-1} \mu, \xi) \). Furthermore,

\[ Z_{n+1}(y) := \frac{n - 2}{2} U(y) + \nabla U(y) \cdot y. \]
Proof. We write
\[ u_{\mu, \xi}(x, t) = \sum_{i=1}^{k} \mu_i \frac{-n-2}{n} U(y_i) - \mu_i \frac{n}{2} \frac{\sum_{l=1}^{n} \frac{n-2}{n}}{\mu_i} H(x, q_i), \quad y_i = \frac{x - \xi_i}{\mu_i}. \]

and
\[ S(u_{\mu, \xi}) = S_1 + S_2 \]

where
\[ S_1 := \sum_{i=1}^{k} \mu_i \frac{-n}{2} \xi_i \cdot \nabla U(y_i) + \mu_i \frac{-n}{2} \mu_i Z_{n+1}(y_i) + \frac{n-2}{2} \mu_i \frac{\sum_{l=1}^{n} \frac{n-2}{n}}{\mu_i} \mu_i H(x, q_i), \quad (2.5) \]

and
\[ S_2 := \left( \sum_{i=1}^{k} \mu_i \frac{-n-2}{n} U(y_i) - \mu_i \frac{n-2}{2} H(x, q_i) \right) - \sum_{i=1}^{k} \mu_i \frac{n+2}{2} U(y_i)^p. \quad (2.6) \]

We further write
\[ S_2 = S_{21} + S_{22} \]

where
\[ S_{21} := \mu_j \frac{-n+2}{n} \left[ (U(y_j) + \Theta_j)^p - U(y_j)^p \right], \quad S_{22} := -\sum_{i \neq j}^{k} \mu_i \frac{-n+2}{n} U(y_i)^p, \]

with
\[ \Theta_j = -\mu_j^{n-2} H(x, q_j) + \sum_{i \neq j} \left( \mu_j \mu_i^{-1} \frac{n-2}{2} U(y_i) - \left( \mu_j \mu_i^{-1} \frac{n-2}{2} \right) H(x, q_i) \right). \quad (2.7) \]

We observe that \(|\Theta_j| \lesssim \mu_j^{n-2}\) uniformly in small \(\delta\). Hence in particular we may assume \(U(y_j)^{-1}|\Theta_j| < \frac{1}{2}\) in the considered region. We can therefore Taylor expand
\[ S_{21} = \mu_j \frac{-n+2}{n} \left[ pU(y_j)^{p-1} \Theta_j + p(p-1) \int_{0}^{1} (1-s)(U(y_j) + s\Theta_j)^{p-2} ds \Theta_j^2 \right] \]

We make some further expansion. We have, for \(i \neq j\),
\[ U(y_i) = U \left( \frac{\mu_j y_j + \xi_j - \xi_i}{\mu_i} \right) = \frac{\alpha_n \mu_i^{-2}}{\sum_{l=1}^{n} \frac{n-2}{n}} \left( |\mu_j y_j + \xi_j - \xi_i|^2 + \mu_j^2 \right)^{\frac{n-2}{2}} \]
\[ = \frac{\alpha_n \mu_i^{-2}}{|\mu_j y_j + x_j - x_i|^n - 2} + \mu_i^n f(\xi, \mu, \mu_j y_j) \]

where \(f\) is smooth in its arguments and \(f(q, 0, 0) = 0\). Then we can write
\[ \Theta_j = -\mu_j^{n-2} H(x_j + \mu_j y_j, q_j) + \sum_{i \neq j} (\mu_i \mu_j) \frac{n-2}{n} G(x_j + \mu_j y_j, q_i) + \mu_i^n f(\xi, \mu, \mu_j y_j). \]
Further expanding, we get
\[
\Theta_j = -\mu_j^{n-2}H(q_j, q_j) + \sum_{i \neq j} (\mu_i \mu_j)^{\frac{n-2}{2}} G(q_j, q_i) + \mu_j^n H(x, \mu_j y_j)
\]
\[
+ \left[ -\mu_j^{n-2} \nabla_x H(q_j, q_j) + \sum_{i \neq j} (\mu_i \mu_j)^{\frac{n-2}{2}} \nabla_x G(q_j, q_i) \right] \cdot (\mu_j y_j + \xi_j - q_j)
\]
\[
+ \int_0^1 \left\{ -\mu_j^{n-2} D_j^2 H(q_j) + s(\xi_j - q_j + \mu_j y_j), q_j \right\} \left[ \xi_j - q_j + \mu_j y_j \right]^2 (1 - s) \, ds.
\]

We conclude that
\[
\Theta_j = -\mu_j^{n-2} H(q_j, q_j) + \sum_{i \neq j} (\mu_i \mu_j)^{\frac{n-2}{2}} G(q_j, q_i)
\]
\[
+ \left[ -\mu_j^{n-1} \nabla_x H(q_j, q_j) + \sum_{i \neq j} \mu_i^{\frac{n}{2}} \mu_j^{\frac{n-2}{2}} \nabla_x G(q_j, q_i) \right] \cdot y_j
\]
\[
+ \mu_j^n (\xi_j - q_j) \cdot f(\xi, \mu_j y_j, \mu_0^{-1} \mu) + \mu_j^n F(\xi, \mu_j y_j, \mu_0^{-1} \mu) n y_j^2
\]
where $f$ and $\Phi$ are smooth in its arguments, and bounded. On the other hand,
\[
S_{22} := -\sum_{i \neq j} \mu_i^{-\frac{n+2}{2}} U(y_i)^p = -\sum_{i \neq j} \frac{\alpha_p}{|q_j - q_i|^{n+2}} + \sum_{i \neq j} \alpha_p \frac{n+2}{2} \mu_i f_i(\xi, \mu, \mu_j y_j)
\]
so that
\[
S_{22} := \mu_0^{n+2} f(\xi_0^{-1} \mu, \mu_j y_j)
\]
where $f$ is smooth in its arguments and $f_i(q, 0, 0) = 0$.

We also decompose $S_1 = S_{11} + S_{12}$ where
\[
S_{11} = \mu_j^{-\frac{n}{2}} \xi_j \cdot \nabla U(y_j) + \mu_j^{-\frac{n}{2}} \mu_j Z_{n+1}(y_j),
\]
\[
S_{12} = \sum_{i \neq j} \mu_i^{-\frac{n}{2}} \xi_i \cdot \nabla U(y_i) + \mu_i^{-\frac{n}{2}} \mu_i Z_{n+1}(y_i) + \sum_{i = 1}^k \mu_i^{\frac{n-2}{2}} \mu_i H(x, q_i)
\]
We can write
\[
S_{12} = \sum_{i \neq j} \alpha_n \mu_i^{-\frac{n}{2}} \xi_i \cdot \left[ \frac{q_i - q_j}{|q_i - q_j|^n} + \tilde{f}_i(\xi, \mu, \mu_j y) \right] + \mu_i^{\frac{n}{2}} \mu_i \left[ \frac{c_n}{|q_i - q_j|^{n-2}} + f_i(\xi, \mu, \mu_j y) \right]
\]
\[
+ \sum_{i = 1}^k \mu_i^{\frac{n}{2}} \mu_i H(q_j, q_i) + f_i(\mu_j y, \xi)
\]
where $\tilde{f}_i$ are smooth in their arguments vanishing in the limit. In total we can write
\[
S_{12} = \mu_0^{\frac{n-2}{2}} \sum_{i = 1}^k \tilde{f}_i(\mu_0^{-1} \mu, \xi, \mu_j y) + \mu_0^{\frac{n-2}{2}} \sum_{i = 1}^k \xi_i \cdot \tilde{f}_i(\mu_0^{-1} \mu, \xi, \mu_j y)
\]
for functions $\tilde{f}_0$, $\tilde{f}_1$ smooth in their arguments. This concludes the proof of the Lemma. □
On the other hand, in the region \(|x - q_i| > \delta\) for any \(i = 1, \ldots, k\), we can describe the error function \(S(u_{\mu, \xi})\) as follows

\[
S(u_{\mu, \xi})(x, t) = \mu_0^{n-4} \sum_{j=1}^{n-2} \lambda_j f_j + \mu_0^{n-2} \sum_{j=1}^{n-2} \xi_j \cdot \tilde{f}_j + \mu_0^{n+2} f
\]  

(2.8)

where \(f_j, \tilde{f}_j, f\) are smooth and bounded functions of \((x, \mu_0^{-1} \mu, \xi)\). This fact is a direct consequence of (2.5) and (2.6).

The choice of the parameters at main order and improvement of the approximation. We are looking for a solution of our equation of the form

\[
u(x, t) = u_{\mu, \xi}(x, t) + \tilde{\phi}(x, t)
\]

where \(\tilde{\phi}\) is globally small compared with \(u_{\mu, \xi}\). In terms of \(\tilde{\phi}\) the equation reads

\[
0 = S(u_{\mu, \xi} + \tilde{\phi}) = -\partial_t \tilde{\phi} + \Delta_x \tilde{\phi} + pu_{\mu, \xi}^{p-1} \tilde{\phi} + S(u_{\mu, \xi}) + \tilde{N}_{\mu, \xi}(\tilde{\phi})
\]

where

\[
\tilde{N}_{\mu, \xi}(\tilde{\phi}) = (u_{\mu, \xi} + \tilde{\phi})^p - u_{\mu, \xi}^p - pu_{\mu, \xi}^{p-1} \tilde{\phi}.
\]

It is reasonable to read locally around \(q_j\) the function \(\tilde{\phi}(x, t)\) in terms of the same scaling as that of \(u_{\mu, \xi}\). We write

\[
\tilde{\phi}(x, t) = \mu_j^{-\frac{n+2}{2}} \phi \left( \frac{x - \xi_j}{\mu_j}, t \right)
\]

In this terms the equation for \(\phi(y, t)\) becomes

\[
0 = \mu_j^{\frac{n+2}{2}} S(u_{\mu, \xi} + \tilde{\phi}) = \Delta_y \phi + pU(y)^{p-1} \phi + \mu_j^{-\frac{n+2}{2}} S(u_{\mu, \xi}) + A[\phi]
\]

(2.9)

where

\[
A[\phi] = -\mu_j^2 \partial_t \phi + \mu_j \mu_j \left[ -\frac{n-2}{2} \phi + y \cdot \nabla \phi \right] + \nabla \phi \cdot \dot{\xi}_j + [p(U(y) + \Theta_j)^{p-1} - pU(y)^{p-1}] \phi
\]

\[
+ (U(y) + \Theta_j + \phi)^p - (U(y) + \Theta_j)^p - p(U(y) + \Theta_j)^{p-1} \phi
\]

(2.10)

and \(\Theta_j\) is the function in (2.7). It is reasonable to assume that \(\phi(y, t)\) decays in the \(y\) variable and that for large \(t\) the terms in \(A(\phi)\) are comparatively small. Considering the largest term \(E_0\) in the expansion of the error \(\mu_j^{\frac{n+2}{2}} S(u_{\mu, \xi})\) in the previous lemma we find that \(\phi(y, t)\) should equal at main order a solution \(\phi_0(y, t)\) of the elliptic equation

\[
\Delta_y \phi_0 + pU^{p-1} \phi_0 = -\mu_0 E_0 \mu_j \mu_j \quad \text{in } \mathbb{R}^n, \quad \phi_0(y, t) \to 0 \quad \text{as } |y| \to \infty.
\]

(2.11)

At this point we recall some standard facts on a linear equation of the form

\[
L_0(\psi) := \Delta_y \psi + pU^{p-1} \psi = h(y) \quad \text{in } \mathbb{R}^n, \quad \psi(y) \to 0 \quad \text{as } |y| \to \infty.
\]

(2.12)

It is well known that all bounded solutions of the equation \(L_0(\psi) = 0\) in \(\mathbb{R}^n\) consist of linear combinations of the functions \(Z_1, \ldots, Z_{n+1}\) defined as

\[
Z_i(y) := \frac{\partial U}{\partial y_i}(y), \quad i = 1, \ldots, n, \quad Z_{n+1}(y) := \frac{n-2}{2} U(y) + y \cdot \nabla U(y),
\]

(2.13)

and that problem (2.12) is solvable for a function \(h(y) = O(|y|^{-m})\), \(m > 2\), if and only if

\[
\int \mathbb{R}^n h(y) Z_i(y) dy = 0 \quad \text{for all } i = 1, \ldots, n + 1.
\]
Since \( n \geq 5 \), the necessary and sufficient condition for the existence of \( \varphi_{0j} \) solving (2.11) is

\[
\int_{\mathbb{R}^n} E_{0j}[\mu, \mu_j](y, t) Z_{n+1}(y) \, dy = 0. \tag{2.14}
\]

We compute

\[
\int_{\mathbb{R}^n} E_{0j}[\mu, \mu_j](y, t) Z_{n+1}(y) \, dy = c_1 \left[ \mu_j^{n-3} H(q_j, q_j) - \sum_{i \neq j} \mu_i^{\frac{n-4}{2}} \mu_j^{\frac{n-2}{2}} G(q_i, q_j) \right] + c_2 \mu_j, \tag{2.15}
\]

where \( c_1 \) and \( c_2 \) are the positive constants given by

\[
c_1 = -p \int_{\mathbb{R}^n} U^{p-1} Z_{n+1} = \frac{n-2}{2} \int_{\mathbb{R}^n} U^p, \quad c_2 = \int_{\mathbb{R}^n} |Z_{n+1}|. \tag{2.16}
\]

We observe that \( c_2 < +\infty \) thanks to the assumed fact \( n \geq 5 \). Relations (2.14) for \( j = 1, \ldots, k \) define a nonlinear system of ODEs for which a solution can be found as follows: we write

\[
\mu_j(t) = b_j \mu_0(t)
\]

and arrive at the relations

\[
b_j^{n-2} H(q_j, q_j) - \sum_{i \neq j} (b_i b_j)^{\frac{n-2}{2}} G(q_i, q_j) + c_2 c_1^{-1} b_j^{2} \mu_0^{3-n} \dot{\mu_0}(t) = 0 \quad \text{for all} \quad j = 1, \ldots, k,
\]

so that \( \mu_0^{3-n} \dot{\mu_0}(t) \) should equal a constant, which is necessarily negative since \( \mu_0 \) decays to zero. This constant can be scaled out, hence it can be chosen arbitrarily to the expense of changing accordingly the values \( b_i \). We impose

\[
\dot{\mu_0} = -\frac{2c_1 c_2^{-1}}{n-2} \mu_0^{n-3}, \tag{2.17}
\]

which yields after a suitable translation of time,

\[
\mu_0(t) = \gamma_n t^{\frac{1}{n-4}}, \quad \gamma_n = (2^{-1}(n-4)^{-1}(n-2)c_1^{-1} c_2)^{\frac{1}{n-4}} \tag{2.18}
\]

and therefore the positive constants \( b_j \) (in case they exist) must solve the nonlinear system of equations

\[
b_j^{n-3} H(q_j, q_j) - \sum_{i \neq j} (b_i b_j)^{\frac{n-2}{2}} b_j^{\frac{n-2}{2}-1} G(q_i, q_j) = \frac{2b_j}{n-2} \quad \text{for all} \quad j = 1, \ldots, k. \tag{2.19}
\]

We make the following claim: System (2.19) has a solution (which is unique) if and only if the matrix

\[
G(q) = \begin{bmatrix}
H(q_1, q_1) & -G(q_1, q_2) & \cdots & -G(q_1, q_k) \\
-G(q_1, q_2) & H(q_2, q_2) & \cdots & -G(q_2, q_k) \\
\vdots & \vdots & \ddots & \vdots \\
-G(q_1, q_k) & \cdots & -G(q_k, q_k) & H(q_k, q_k)
\end{bmatrix} \tag{2.20}
\]

is positive definite.

This system (2.19) is variational. Indeed, it is equivalent to \( \nabla_b I(b) = 0 \) where

\[
I(b) := \frac{1}{n-2} \left[ \sum_{j=1}^{k} b_j^{n-2} H(q_j, q_j) - \sum_{i \neq j} (b_i b_j)^{\frac{n-2}{2}} b_j^{\frac{n-2}{2}} G(q_i, q_j) - \sum_{j=1}^{k} b_j^2 \right]
\]
Writing $\Lambda_j = b_j^{\frac{n-2}{2}}$ the functional becomes

$$(n-2)I(b) = \tilde{I}(\Lambda) = \sum_{j=1}^{k} H(q_j, q_j)\Lambda_j^2 - \sum_{i \neq j} G(q_i, q_j)\Lambda_i\Lambda_j - \sum_{j=1}^{k} \frac{1}{\Lambda_j^{n-2}}.$$  

Let us assume that the matrix $G(q)$ is positive definite. Then the functional $\tilde{I}(\Lambda)$ is strictly convex. It clearly has a global minimizer with all components positive. This yields the existence of a unique critical point $b$ of $I(b)$ with positive components. Reciprocally, let us assume that $\tilde{I}$ has a critical point $\Lambda$. Indeed, if $\gamma_1$ is the least eigenvalue of $G(q)$, with eigenvector $v = (v_1, \ldots, v_k)$, then its variational characterization implies that it can be chosen with all its components non-negative. Since $\partial_t \tilde{I}(\Lambda + tv)|_{t=0} = 0$, we obtain

$$\frac{4}{n-2} \sum_{i=1}^{k} \Lambda_i^{\frac{4}{n-2}} v_i = \gamma_1 \sum_{i=1}^{k} v_i \Lambda_i,$$

and hence $\gamma_1 > 0$, so that $G(q)$ is positive definite.

Since the matrix $D^2 I(b)$ is positive definite, we denote by $\frac{2}{n-2} \tilde{\sigma}_j$, $j = 1, \ldots, k$, its positive eigenvalues and $\tilde{w}_1, \ldots, \tilde{w}_k$ the corresponding eigenvectors. Thus, there exists $\tilde{\sigma} > 0$ so that

$$D^2 I(b) = \frac{2}{n-2} (P^T \text{diag}(\tilde{\sigma}_1, \ldots, \tilde{\sigma}_k) P), \quad \text{with} \quad \tilde{\sigma}_j \geq \tilde{\sigma},$$

where $P$ is the $k \times k$ matrix defined by $P = [\tilde{w}_1 | \ldots | \tilde{w}_k]$. This fact will be useful in the sequel.

In what follows we fix the function $\mu_0(t)$ and the constants $b_j$ as in $(2.18)$ and $(2.19)$. We also write

$$\tilde{\mu}_0 = (\mu_{01}, \ldots, \mu_{0k}) = (b_1 \mu_0, \ldots, b_k \mu_0)$$

where $\mu_0 = \mu_0(t)$ is defined in $(2.17)$ and $b_j$ are the positive constants defined in $(2.19)$. Let $\Phi_j$ be the unique solution of $(2.11)$ for $\mu = \tilde{\mu}_0$. Thus $\Phi_j$ solves

$$\Delta \Phi_j + P U(y)^{p-1} \Phi_j = -\mu_0 j E_{0j}[\tilde{\mu}_0, \tilde{\mu}_0], \quad \Phi_j(y, t) \to 0 \quad \text{as} \quad y \to \infty.$$  

From the choice of the parameters $\mu_0, b_j$ we have

$$\mu_0 j E_{0j}[\tilde{\mu}_0, \tilde{\mu}_0] = -\gamma_j \mu_0(t)^{n-2} q_0(y)$$

where $\gamma_j$ is a positive constant and

$$q_0(y) := p U^{p-1}(y)c_2 + c_1 Z_{n+1}(y),$$

so that $\int_{\mathbb{R}^n} q_0(y) Z_{n+1}(y) \, dy = 0$.

Problem $(2.23)$ has a radially symmetric solution which we can describe from the variation of parameters formula as follows. Let $\tilde{Z}_{n+1}(r)$ so that $L_0(\tilde{Z}_{n+1}) = 0$ with

$$\tilde{Z}_{n+1}(r) \sim r^{2-n} \quad \text{as} \quad r \to 0, \quad \tilde{Z}_{n+1}(r) \sim 1 \quad \text{as} \quad r \to \infty,$$

and the radial solution $p_0 = p_0(|y|)$ of $L_0(p_0) = q_0$ described as

$$p_0(r) = c Z_{n+1}(r) \int_0^r \tilde{Z}_{n+1}(s) q_0(s) s^{n-1} ds - c Z_{n+1}(r) \int_0^r Z_{n+1}(s) q_0(s) s^{n-1} ds.$$

Observe that $p_0$ satisfies

$$p_0(|y|) = O(|y|^{-2}) \quad \text{as} \quad |y| \to \infty.$$  

(2.25)
Then a solution $\Phi_j(y, t)$ to (2.23) is simply given by the function

$$\Phi_j(y, t) = \gamma_j \mu_0(t)^{n-2} p_0(y).$$

This leads us to the following corrected approximation,

$$u^*_{\mu, \xi}(x, t) := u_{\mu, \xi}(x, t) + \Phi(x, t),$$

where

$$\Phi(x, t) := \sum_{j=1}^{k} \mu_j \frac{\nabla^2}{\mu_j} \Phi_j \left( \frac{x - \xi_j}{\mu_j}, t \right).$$

The space decay of the functions $\Phi_j$ makes the size of $\Phi_j \mu_0^{\frac{n}{2}}$-times smaller than that of $u_{\mu, \xi}$ when measured far away from the $q_j$’s. Therefore its addition to $u_{\mu, \xi}$ does not modify the size of the error there. A direct consequence of (2.8) and (2.25) is that, in the region $|x - q_i| > \delta$ for any $i = 1, \ldots, k$, we can describe the error function $S(u^*_{\mu, \xi})$ as follows

$$S(u^*_{\mu, \xi})(x, t) = \mu_0^{\frac{n-2}{2}} \sum_{j=1}^{k} \lambda_j f_j + \mu_0^{\frac{n-2}{2}} \sum_{j=1}^{k} \xi_j \cdot \tilde{f}_j + \mu_0^{\frac{n-2}{2}} f$$

(2.27)

where $f_j, \tilde{f}_j, f$ are smooth and bounded functions of $(x, \mu_0^{-1} \mu, \xi)$.

Instead, near each of the points $q_j$, the leading term $\Phi_j(y, t)$ of $\Phi$ eliminates the term of size comparable to $\mu_0^{-2}$ at the expense of creating new smaller order terms. Using the notation $y_j = \frac{x - \xi_j}{\mu_j}$, the new error of approximation $S(u^*_{\mu, \xi})$ is

$$S(u^*_{\mu, \xi}) = S(u_{\mu, \xi}) - \sum_{j=1}^{k} \mu_j \frac{\nabla^2}{\mu_j} \mu_0 E_0 [\tilde{\mu}_0, \tilde{\mu}_0]$$

$$+ \sum_{j=1}^{k} \left\{ \mu_j^2 \partial_t \Phi_j(y_j, t) - \mu_j \tilde{\mu}_j \frac{n-2}{2} \Phi_j(y_j, t) + \nabla \Phi_j(y_j, t) \cdot \xi_j + \nabla \Phi_j(y_j, t) \cdot \mu_j \xi_j + (\mu_{\mu, \xi} + \tilde{\Phi})^p - u^p_{\mu, \xi} - \sum_{j=1}^{k} \mu_j \frac{\nabla^2}{\mu_j} U(y_j)^{p-1} \Phi_j(y_j, t). \right\}$$

Using formula (2.9), we find that for a given fixed $j$ and $|x - q_j| \leq \delta$, the error $S(u^*_{\mu, \xi})$ has the form

$$\mu_j^{\frac{n+2}{2}} S(u^*_{\mu, \xi}) = \mu_j^{\frac{n+2}{2}} S(u_{\mu, \xi}) - \mu_0 E_0 [\tilde{\mu}_0, \tilde{\mu}_0] + A_j(y),$$

(2.29)

and, after some computation we estimate for $f$ and $g$ smooth and bounded,

$$A_j = \mu_0^{n+4} f(\mu_0^{-1} \mu, \xi, \mu_j y) + \mu_0^{\frac{2n-4}{2}} \frac{1}{|y_j|} g(\mu_0^{-1} \mu, \xi, \mu_j y), \quad y_j = \frac{x - \xi_j}{\mu_j}.$$

(2.30)

In what follows we set

$$\mu(t) = \tilde{\mu}_0(t) + \lambda(t), \quad \text{with} \quad \lambda(t) = (\lambda_1(t), \ldots, \lambda_k(t)), \quad (2.31)$$

and $\tilde{\mu}_0$ defined in (2.22). In the notation of Lemma 2.1, we then get from (2.9) and (2.30),

$$S(u^*_\mu) = \mu_j^{\frac{n+2}{2}} \left\{ \mu_0 E_0 [\mu, \tilde{\mu}_j] - \mu_j E_0 [\tilde{\mu}_0, \tilde{\mu}_0] + \lambda_j E_0 [\mu, \tilde{\mu}_j] \right\}$$

$$+ \mu_j E_{\lambda_j} [\mu, \tilde{\xi}_j] + R_j + A_j.$$
Let us estimate $E_{0j}[\mu, \hat{\mu}_j] - E_{0j}[\hat{\mu}_0, \hat{\mu}_0]$. Recall that

$$E_{0j}[\mu, \hat{\mu}_j] = \hat{\mu}_j Z_{n+1}(y) + pU(y)^{p-1} \left[ - \mu_j^{n-3} H(q_j, q_j) + \sum_{i \neq j} \frac{n^2 - 1}{\mu_j^{n-2}} \frac{n^2}{\mu_i^{n-2}} G(q_i, q_j) \right].$$

We find

$$E_{0j}(\hat{\mu}_0 + \lambda, b_j \hat{\mu}_0 + \hat{\lambda}_j) - E_{0j}(\hat{\mu}_0, b_j \hat{\mu}_0)$$

$$= \hat{\lambda}_j Z_{n+1}(y) - \mu_0^{n-4} pU(y)^{p-1} \left[ \sum_{i=1}^k M_{ij} \lambda_i + \sum_{i,l=1}^k f_{ijl}(\mu_0^{-1} \lambda) \lambda_i \lambda_l \right].$$

for smooth functions $f_{ijl}$, where the $M_{ij}$ are the positive constants

$$M_{jj} = (n - 3) b_j^{n-4} H(q_j, q_j) - \frac{n - 4}{2} \sum_{i \neq j} b_i^{n-2} b_j^{n-2} G(q_i, q_j)$$

and for $i \neq j$

$$M_{ij} = - \frac{n - 2}{2} b_j^{n-4} b_i^{n-4} G(q_i, q_j).$$

We claim that the $k \times k$ symmetric matrix $M = M_{ij}$ is positive definite. In fact, by definition $M = D^2 I_0(b)$, where

$$I_0(b) := \frac{1}{n - 2} \left[ \sum_{j=1}^k b_j^{n-2} H(q_j, q_j) - \sum_{i \neq j} b_i^{n-2} b_j^{n-2} G(q_i, q_j) \right].$$

From the definition of the numbers $b_j$ in (2.19) we have

$$M = D^2 I_0(b) = D^2 I(b) + \frac{2}{n - 2} I_k = \frac{2}{n - 2} \left( P^T \mathrm{diag}(1 + \hat{\sigma}_1, \ldots, 1 + \hat{\sigma}_k) P \right)$$

(2.32)

where we use the notation introduced in (2.21). Therefore, $M$ is positive definite and there exists $\hat{\sigma} > 0$ so that its eigenvalues

$$\text{eigenvalues of } M \geq \frac{2}{n - 2} (1 + \hat{\sigma}), \quad \text{for all } j = 1, \ldots, k.$$  

(2.33)

Let us now estimate $\lambda_j E_{0j}[\mu, \hat{\mu}_j]$. We have

$$\lambda_j E_{0j}[\mu, \hat{\mu}_j] = \lambda_j b_j \left[ \hat{\mu}_0 Z_{n+1} + pU^{p-1} \mu_0^{n-3} \left( - b_j^{n-2} H(q_j, q_j) + \sum_{i \neq j} (b_i b_j) \frac{n^2}{\mu_i^{n-2}} G(q_i, q_j) \right) \right]$$

$$+ \lambda_j \hat{\lambda}_j Z_{n+1}(y) - \mu_0^{n-4} pU(y)^{p-1} \sum_{i,l=1}^k f_{ijl}(\mu_0^{-1} \lambda) \lambda_i \lambda_l$$

for smooth functions $f_{ijl}$. 


Total expansion of the error. We have the validity of the following expansion for the error of approximation $S(u^*_\mu,\xi)$.

Lemma 2.2. Let us fix an index $j$ and consider $x$ with $|x - q_j| \leq \frac{1}{2} \min_{i \neq j} |q_i - q_j|$. Let $\mu = \bar{\mu}_0 + \lambda$ defined as in (2.31) and assume that $|\lambda(t)| \leq \mu_0(t)^{1+\sigma}$ for some $0 < \sigma < \bar{\sigma}$, with $\bar{\sigma}$ defined in (2.33). Then setting $x = \xi_j + \mu_j y_j$, we have that for all $t$ large, the error of approximation $S(u^*_\mu,\xi)$ can be estimated as

$$ S(u^*_\mu,\xi) = \sum_{j=1}^{k} \mu_j^{-\frac{n+2}{2}} \left\{ \mu_0 \dot{\lambda}_j Z_{n+1}(y_j) - \mu_0 \mu_0^{-4} pU(y_j)^{p-1} \sum_{i=1}^{k} M_{ij} \lambda_i ight\} + \mu_0 \sum_{j=1}^{k} \mu_j^{-\frac{n+2}{2}} \lambda_j b_j \left[ \mu_0 Z_{n+1} + pU^{p-1} \mu_0^{-3} \left( -b_j^{n-2} H(q_j,x) + \sum_{i \neq j} (b_i b_j) \mu_j^{-\frac{n+2}{2}} \nabla_x G(q_j,q_i) \right) \right] + \mu_0^{n-4} \sum_{i,j=1}^{k} U(y_j)^{p-1} f_{ijl} \lambda_i \lambda_l + \sum_{i,j,l=1}^{k} \frac{f_{ijl}}{1 + |y_j|^{-2}} \lambda_i \lambda_l + \mu_0^{n+2} f + \mu_0^{n-1} \sum_{i=1}^{k} \dot{\lambda}_i f_i + \mu_0^{n} \sum_{i=1}^{k} \dot{\xi}_i \cdot \tilde{f}_i, $$

where $f_i$, $f$, $f_{ijl}$ are smooth, bounded functions of the argument $(\mu_0^{-1} \mu, \xi, x)$, and $q_j, \tilde{g}_j$ of $(\mu_0^{-1} \mu, \xi, y_j)$.

3. The inner-outer gluing procedure

Let $t_0 > 0$, and consider the Problem

$$ \partial_t u = \Delta u + u^p \quad \text{in} \quad \Omega \times [t_0, \infty), \quad u = 0 \quad \text{on} \quad \partial \Omega \times [t_0, \infty). \quad (3.1) $$

Our purpose is to construct a global unbounded solution to (3.1), provided that $t_0$ is sufficiently large. This produces a solution $u(x,t) = u(x,t - t_0)$ to Problem (1.1).

We solve Problem (3.1) with $u$ of the form

$$ u = u^*_\mu,\xi + \tilde{\phi}, \quad (3.2) $$

where $\tilde{\phi}(x,t)$ is a smaller term.

We construct the function $\tilde{\phi}$ by means of what we call the inner-outer gluing procedure, which has been applied in other contexts, but all related to elliptic problems. This time the procedure is used to find solutions of a parabolic problem.

This procedure consists in writing

$$ \tilde{\phi}(x,t) = \psi(x,t) + \phi^{in}(x,t) \quad \text{where} \quad \phi^{in}(x,t) := \sum_{j=1}^{k} \eta_j R(x,t) \tilde{\phi}_j(x,t) \quad (3.3) $$
with
\[ \tilde{\phi}_j(x, t) := -\frac{\mu_{0j}}{\mu_j} \tilde{\phi}_j \left( \frac{x - \xi_j}{\mu_{0j}}, t \right), \quad \mu_{0j}(t) = b_j \mu_0(t) \] (3.4)
and
\[ \eta_{j,R}(x, t) = \eta \left( \frac{x - \xi_j}{R \mu_{0j}} \right). \] (3.5)
Here \( \eta(s) \) is a smooth cut-off function with \( \eta(s) = 1 \) for \( s < 1 \) and \( \eta(s) = 0 \) for \( s > 2 \). The number \( R \) is a sufficiently large number, independent of \( t \), that for convenience we take as
\[ R = t_0^\rho, \quad \text{with} \quad 0 < \rho < \frac{n-2}{2(n-4)}. \] (3.6)
In terms of \( \tilde{\phi} \), Problem (3.1) reads as
\[ \partial_t \tilde{\phi} = \Delta \tilde{\phi} + p(u_{\mu,\xi}^*)^{p-1} \tilde{\phi} + \tilde{N}(\tilde{\phi}) + S(u_{\mu,\xi}^*) \quad \text{in} \quad \Omega \times [t_0, \infty), \quad \tilde{\phi} = -u_{\mu,\xi}^* \quad \text{on} \quad \partial \Omega \times [t_0, \infty), \] (3.7)
where
\[ \tilde{N}_{\mu,\xi}(\tilde{\phi}) = (u_{\mu,\xi}^* + \tilde{\phi})^p - (u_{\mu,\xi}^*)^p - p(u_{\mu,\xi}^*)^{p-1} \tilde{\phi}, \quad S(u_{\mu,\xi}^*) = -\partial_t u_{\mu,\xi}^* + \Delta u_{\mu,\xi}^* + (u_{\mu,\xi}^*)^p. \]
In the notation of Lemma 2.2 we decompose
\[ S(u_{\mu,\xi}^*) = \sum_{j=1}^k S_{\mu,\xi,j} + S_{\mu,\xi}^{(2)} \] (3.8)
where, for \( y_j = \frac{x - \xi_j}{\mu_j} \),
\[ S_{\mu,\xi,j} = \mu_j \frac{n+2}{\mu_j} \left\{ \mu_{0j} \left( \lambda_j Z_{n+1}(y_j) - \mu_0^{n-4} pU(y_j)^{p-1} \sum_{i=1}^k M_{ij} \lambda_i \right) \right. \]
\[ + \lambda_j b_j \left[ \mu_0 Z_{n+1}(y_j) + pU^{p-1}(y_j) \mu_0^{n-3} \left( -b_j^{n-2} H(q_j, q_j) + \sum_{i \neq j} (b_i b_j)^{\frac{n-2}{2}} G(q_i, q_j) \right) \right] \]
\[ + \mu_j \left. \left[ \dot{\xi}_j \cdot \nabla U(y_j) + pU(y_j)^{p-1} \left[ -\mu_j^{n-2} \nabla x H(q_j, q_j) + \sum_{i \neq j} \mu_j^{\frac{n-2}{2}} \mu_i^{\frac{n-2}{2}} \nabla x G(q_i, q_i) \right] \cdot y_j \right\} \right\}. \] (3.9)
Let
\[ V_{\mu,\xi} = p \sum_{j=1}^k \left( (u_{\mu,\xi}^*)^{p-1} - (\mu_j \frac{n+2}{\mu_j} U(x - \xi_j) \mu_{0j}^{n-1}) \eta_{j,R} \right) + p \left( 1 - \sum_{j=1}^k \eta_{j,R} \right) (u_{\mu,\xi}^*)^{p-1}. \] (3.10)
A main observation we make is that \( \tilde{\phi} \) solves Problem (3.7) if the tuple \( (\psi, \phi) \) where \( \phi = (\phi_1, \ldots, \phi_k) \) solves the following system:
\[ \partial_t \psi = \Delta \psi + V_{\mu,\xi} \psi + \sum_{j=1}^k \left[ 2 \nabla \eta_{j,R} \nabla x \tilde{\phi}_j + \tilde{\phi}_j (\Delta x - \partial_t) \eta_{j,R} \right] + \tilde{N}_{\mu,\xi}(\tilde{\phi}) + S_{\mu,\xi}^{(2)} \quad \text{in} \quad \Omega \times [t_0, \infty), \quad \psi = -u_{\mu,\xi}^* \quad \text{on} \quad \partial \Omega \times [t_0, \infty), \] (3.11)
where
\[ S_{\mu,\xi} = S_{\mu,\xi}^{(2)} + \sum_{j=1}^k (1 - \eta_{j,R}) S_{\mu,\xi,j}. \] (3.12)
and for all $j = 1, \ldots, k$,
\[
\partial_t \tilde{\phi}_j = \Delta \tilde{\phi}_j + pU_j^{p-1} \tilde{\phi}_j + pU_j^{p-1} \psi + S_{\mu, \xi, j} \quad \text{in} \quad B_{2R\mu_{0,j}}(\xi_j) \times [t_0, \infty). \tag{3.13}
\]
Let us rewrite (3.13) in terms of $\phi_j(y, t)$, $y \in B_{2R}(0)$, see (3.4). The equations become, for $j = 1, \ldots, k$
\[
\mu_{0,j}^2 \partial_t \phi_j = \Delta \phi_j + pU(y)^{p-1} \phi_j + \frac{2}{\mu_j^2} S_{\mu, \xi, j}(\xi_j + \mu_{0,j} y, t)
\]
\[
+ p\mu_{0,j} \frac{\mu_{0,j}^2}{\mu_j^2} U^{p-1}(\frac{\mu_{0,j}}{\mu_j} y) \psi(\xi_j + \mu_{0,j} y, t) + B_j[\phi_j] + B_j^0[\phi_j]
\tag{3.14}
\]
where
\[
B_j[\phi_j] := \mu_{0,j} \mu_{0,j}(\frac{n-2}{2} \phi_j + y \cdot \nabla_y \phi_j) + \mu_{0,j} \nabla \phi_j \cdot \dot{\xi}_j
\tag{3.15}
\]
and
\[
B_j^0[\phi_j] := p \left[ U^{p-1}(\frac{\mu_{0,j}}{\mu_j} y) - U^{p-1}(y) \right] \phi_j + p \left[ \frac{\mu_{0,j}^2}{\mu_j^2} - 1 \right] U^{p-1}(\frac{\mu_{0,j}}{\mu_j} y) \phi_j
\tag{3.16}
\]

We call (3.11) the outer problem and (3.14) the inner problem(s).

We proceed as follows. For given parameters $\lambda, \xi, \tilde{\lambda}, \tilde{\xi}$ and functions $\phi_j$ fixed in a suitable range, we solve for $\psi$ Problem (3.11). Indeed, we can solve (3.11) for any small and smooth initial condition $\psi_0(x)$, in the form of a (nonlocal) operator $\psi = \Psi(\lambda, \xi, \tilde{\lambda}, \tilde{\xi}, \phi)$. This is done in full details in Section 4.

We then replace this $\psi$ in equations (3.14). Let us explain formally how we solve (3.14).

Recall that the ellitpic linear operator $L_0(\phi) := \Delta \phi + pU^{p-1}(y)\phi$ has an $n + 1$ dimensional kernel generated by the bounded functions
\[
Z_i(y) = \frac{\partial U}{\partial y_i}, \quad i = 1, \ldots, n, \quad Z_{n+1}(y) = \frac{n-2}{2} U(y) + \nabla U(y) \cdot y.
\]

If we consider the model problem for (3.14), in which now we do not neglect the term corresponding to time derivative, and we consider it on the whole $\mathbb{R}^n$
\[
\mu_{0,j}^2 \partial_t \phi = L_0(\phi) + E(y, t),
\tag{3.17}
\]
we observe that $\mu_{0,j}^2 \partial_t \phi = L_0(\phi)$ when $\phi$ is any linear combination of the functions $Z_i(y)$, $i = 1, \ldots, n, n+1$. This fact suggests that solvability of (3.17) depends on whether the right hand side $E(y, t)$ does have component in the directions spanned by the $Z_i(y)$’s. In other words, one expects solvability for (3.17) provided that some orthogonality conditions like
\[
\int E(y, t)Z_i(y) \, dy = 0, \quad i = 1, \ldots, n+1, \quad \forall t > t_0
\]
are fulfilled. Since we have $k$ of these conditions, for any $j = 1, \ldots, k$ in (3.14), they take the form of a nonlinear, nonlocal system of $(n + 1)k$ ODEs in the $(n + 1)k$ parameter functions $\lambda_1, \ldots, \lambda_k$ and $\xi_1, \ldots, \xi_k$. It is at this point that we choose the parameters $\lambda$ and $\xi$ (as functions of the given $\phi$) in such a way that these orthogonality (or solvability) conditions are satisfied. This is done in Section 5.

Another well known fact about the ellitpic linear operator $L_0(\phi)$ is that $L_0$ has a positive radially symmetric bounded eigenfunction $Z_0$ associated to the only negative eigenvalue $\lambda_0$ to the problem
\[
L_0(\phi) + \lambda_0 \phi = 0, \quad \phi \in L^\infty(\mathbb{R}^n).
\tag{3.18}
Furthermore, \( \lambda_0 \) is simple and \( Z_0 \) decays like
\[
Z_0(y) \sim |y|^{-\frac{n-2}{2}} e^{-\sqrt{|\lambda_0|}|y|} \quad \text{as} \quad |y| \to \infty.
\]

Let \( e(t) := \int_{\mathbb{R}^n} \phi(y,t)Z_0(y) \, dy \), the projection of \( \phi(y,t) \) in the direction \( Z_0(y) \). Then, integrating equation (3.17) in \( \mathbb{R}^n \), using that \( \mu_0j(t)^2 = b_2^2 t^{-\frac{2}{n-4}} \) we get
\[
b_j t^{-\frac{2}{n-4}} \hat{e}(t) - \lambda_0 e(t) = f(t) := (\int_{\mathbb{R}^n} Z_0(y)^2 \, dy)^{-1} \int_{\mathbb{R}^n} E(y,t)Z_0(y) \, dy.
\]

Hence, for some \( a > 0 \),
\[
e(t) = \exp(at)^{-\frac{n-2}{2}} \left(e(t_0) + \int_{t_0}^t s^{-\frac{n-2}{n-4}} f(s) \exp(-as)^{-\frac{n-2}{n-4}} \, ds \right).
\]

The only way in which \( e(t) \) does not grow exponentially in time (and hence \( \phi(y,t) \) does not growth exponentially in time) is for the specific value of initial condition
\[
e(t_0) = \int_{\mathbb{R}^n} \phi(y,t_0)Z_0(y) \, dy = - \int_{t_0}^\infty s^{-\frac{n-2}{n-4}} f(s) \exp(-as)^{-\frac{n-2}{n-4}} \, ds.
\]

This formal argument suggests that the (small) initial condition required for \( \phi \) should lie on a certain manifold locally described as a translation of the hyperplane orthogonal to \( Z_0(y) \). Since we have \( k \) of these hyperplanes, for any \( j = 1, \ldots, k \) in (3.14), these constraints define a codimension \( k \) manifold of initial conditions which describes those for which the expected asymptotic bubbling behavior is possible. We discuss this part in Sections 7 and 6.

In summary, the inner-outer gluing procedure allows us to show that: for any small and smooth initial condition \( \psi_0 \) for Problem (3.11), we find a solution \( \psi \) to (3.11), \( \lambda, \xi \) and \( \phi \) solutions to (3.14), with initial condition \( \phi(y,t_0) \) belonging to a \( k \)-codimensional space, so that \( u_{\mu,\xi} + \tilde{\phi} \) defined in (3.2), (3.4), (3.5) is a solution to (3.1) with the expected asymptotic bubbling behavior.

The rest of the paper is devoted to prove rigorously what we have described so far.

4. Solving the outer problem

Our aim is to solve first the outer problem (3.11) for a given small function \( \phi \) and the considered range of parameters \( \lambda, \xi, \lambda, \xi \), in the form of a nonlinear operator
\[
\psi(x,t) = \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)(x,t).
\]

Thus we consider the initial-boundary value problem
\[
\partial_t \psi = \Delta \psi + V_{\mu,\xi} \psi + \sum_{j=1}^k \left[2 \nabla \eta_{j,R} \nabla_\phi \tilde{\phi}_j + \tilde{\phi}_j (\Delta_x - \partial_t) \eta_{j,R} \right]
\]
\[
+ \tilde{N}_{\mu,\xi} \left( \psi + \phi^m \right) + S_{\mu,\xi} \quad \text{in} \quad \Omega \times (t_0, \infty),
\]
\[
\psi = - u_{\mu,\xi}^* \quad \text{on} \quad \partial \Omega \times [t_0, \infty), \quad \psi(t_0, \cdot) = \psi_0 \quad \text{in} \quad \Omega,
\]
for an initial condition \( \psi_0 \) which is a small and smooth function whose size will be chosen sufficiently small.

Fix \( \sigma \) with
\[
0 < \sigma < \tilde{\sigma}, \quad \text{where} \quad \tilde{\sigma} \leq \tilde{\sigma}_j, \quad j = 1, \ldots, k
\]
where $\sigma$, $\sigma_j$ are defined in (2.21) and (2.33). Given $h(t) : [t_0, \infty) \to \mathbb{R}^k$, and $\delta > 0$, we introduce the weighted $L^\infty$ norm
\[
\|h\|_\delta := \|\mu_0(t)^{-\delta} h(t)\|_{L^\infty([t_0, \infty))}.
\] (4.3)

In what follows we assume that the parameters $\lambda$, $\xi$, $\dot{\lambda}$, $\dot{\xi}$ satisfy the constraints
\[
\|\dot{\lambda}(t)\|_{n-3+\sigma} + \|\dot{\xi}(t)\|_{n-3+\sigma} \leq c,
\] (4.4)

and
\[
\|\lambda(t)\|_{1+\sigma} + \|\xi(t)\|_{1+\sigma} \leq c,
\] (4.5)

for some constant $c$.

We recall that $\phi^{in}(x, t) = \sum_j=1^n \eta_j, R(x, t) \hat{\phi}_j(x, t)$, with $\hat{\phi}_j(x, t)$ defined in (3.4). Let
\[
\|\phi\|_{n-2+\sigma,a} = \max_{j=1, \ldots, k} \|\phi_j\|_{n-2+\sigma,a},
\] (4.6)

where $\|\phi_j\|_{n-2+\sigma,a}$ is the least number $M$ for which
\[
(1 + |y|) |\nabla \phi_j(y, t)| + |\phi_j(y, t)| \leq M \mu_0(t)^{n-2+\sigma} \frac{1 + |y|^a}{1 + |y|^a}, \quad j = 1, \ldots, k,
\]

for a given $0 < a < 1$, and $\sigma$ fixed in (4.2). We assume that $\phi = (\phi_1, \ldots, \phi_k)$ satisfies the constraints
\[
\|\phi\|_{n-2+\sigma,a} \leq c t_0^{-\varepsilon}
\] (4.7)

for some $\varepsilon > 0$, small.

Next Proposition states the existence of a solution $\psi$ to (4.1), for any initial condition $\psi_0$ small. Furthermore, it clarifies the dependence of $\Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)$ in the parameters involved. This is done by estimating, for instance,
\[
\partial_\phi \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)[\bar{\phi}] = \partial_s \Psi[\phi + s \bar{\phi}, \lambda, \xi] \bigg|_{s=0}
\]
as linear operator between Banach spaces. For notational convenience we denote the above operator by $\partial_\phi \Psi[\bar{\phi}]$. Similarly we denote by $\partial_\lambda \Psi[\bar{\lambda}], \partial_\xi \Psi[\bar{\xi}], \partial_{\dot{\lambda}} \Psi[\dot{\bar{\lambda}}], \partial_{\dot{\xi}} \Psi[\dot{\bar{\xi}}]$ the corresponding linear operators.

We have the validity of the following

**Proposition 4.1.** Assume that the parameters $\lambda$, $\xi$, $\dot{\lambda}$, $\dot{\xi}$ satisfy (4.4)-(4.5), and the function $\phi = (\phi_1, \ldots, \phi_k)$ satisfies the constraint (4.7). Assume furthermore that $\psi_0 \in C^2(\Omega)$ and
\[
\|\psi_0\|_{L^\infty(\Omega)} + \|\nabla \psi_0\|_{L^\infty(\Omega)} \leq t_0^{-\varepsilon}.
\] (4.8)

Assume that the radius $R$ is given in (3.6). Then there exists $t_0$ large so that Problem (4.1) has a unique solution $\psi = \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)$, and, given $\alpha$ with $0 < \alpha < a$, there exist $\sigma$ satisfying (4.2), $\rho$ in (3.6) and $\varepsilon > 0$ small so that, for $y_j = \frac{-\xi_j}{\mu_0}$,
\[
|\psi(x, t)| \lesssim t_0^{-\varepsilon} \sum_{j=1}^k \frac{\mu_0^{\alpha+\sigma}(t)}{|y_j|^{\alpha+1}} + e^{-\delta(t-t_0)} \|\psi_0\|_{L^\infty(\Omega)},
\] (4.9)

and
\[
|\nabla_x \psi(x, t)| \lesssim t_0^{-\varepsilon} \sum_{j=1}^k \frac{\mu_0^{\alpha+\sigma}(t) \mu_j^{-1}}{|y_j|^{\alpha+1}} + 1, \quad \text{for} \quad |y_j| < R.
\] (4.10)

Here, and in what follows, we use the symbol $\lesssim$ to say $\leq C$, for a positive constant $C$, whose value may change from line to line, and which is independent of $t$ and $t_0$. 
To prove this result, we shall estimate, for given functions \( f(x, t), g(x, t), h(x) \) the unique solution of the linear problem

\[
\partial_t \psi = \Delta \psi + V_{\mu, \xi} \psi + f(x, t) \quad \text{in } \Omega \times [t_0, \infty),
\]

\[
\psi = g \quad \text{on } \partial \Omega \times [t_0, \infty), \quad \psi(\cdot, t_0) = h,
\]

where the function \( V_{\mu, \xi} \) is defined in (3.10). We assume that for \( \alpha, \beta > 0 \) we have

\[
|f(x, t)| \leq M \sum_{j=1}^{k} \frac{\mu_j^{-2} t^{-\beta}}{1 + |y_j|^2 + \alpha}, \quad y_j = \frac{|x - \xi_j|}{\mu_j}
\]

and denote by \( \|f\|_{*, \beta, 2+\alpha} \) the least \( M \) for which (4.12) holds.

We have the following result.

**Lemma 4.1.** Assume that \( \|f\|_{*, \beta, 2+\alpha} < +\infty \) for some \( \beta, \alpha > 0 \), \( 0 < \alpha < 1 \). Assume also that \( \|h\|_{L^\infty(\Omega)} < +\infty \) and \( \|s^\beta g(x, s)\|_{L^\infty(\partial \Omega \times (t_0, \infty))} < +\infty \). Let \( \phi = \psi[f, g, h] \) be the unique solution of Problem (4.11). There exists \( \delta = \delta(\Omega) > 0 \) small so that, for all \( (x, t) \),

\[
|\psi(x, t)| \lesssim \|f\|_{*, \beta, 2+\alpha} \left( \sum_{j=1}^{k} \frac{t^{-\beta}}{1 + |y_j|^2 + \alpha} \right) + e^{-\delta(t-t_0)} \|h\|_{L^\infty(\Omega)} + t^{-\beta} \|s^\beta g\|_{L^\infty(\partial \Omega \times (t_0, \infty))},
\]

where \( y_j = \frac{x-\xi_j}{\mu_j} \). Moreover, we have the following local estimate on the gradient

\[
|\nabla_x \psi(x, t)| \lesssim \|f\|_{*, \beta, 2+\alpha} \sum_{j=1}^{k} \frac{\mu_j^{-1} t^{-\beta}}{1 + |y_j|^2 + \alpha}, \quad \text{for } |y_j| \leq R.
\]

**Proof.** We consider first the solution \( \psi_0[g, h] \) to the heat equation

\[
\partial_t \psi_0 = \Delta \psi_0 \quad \text{in } \Omega \times [t_0, \infty), \quad \psi_0 = g \quad \text{on } \partial \Omega \times [t_0, \infty), \quad \psi_0(\cdot, t_0) = h.
\]

We let \( v(x) \) be the bounded solution of \( \Delta v + 1 = 0 \) in \( \Omega \) with \( v = 1 \) on \( \Omega \). Then \( v \geq 1 \) in \( \Omega \) and the function

\[
\tilde{v}(x, t) = \left( e^{-\delta(t-t_0)} \|h\|_{L^\infty(\Omega)} + t^{-\beta} \|s^\beta g\|_{L^\infty(\partial \Omega \times (t_0, \infty))} \right) v(x)
\]

is a supersolution of (4.15) provided that \( \delta = \delta(\Omega) > 0 \) is fixed sufficiently small. Then we have \( |\psi_0| \lesssim \psi \). The proof of (4.13) and (4.14) is thus reduced to the the case \( g = 0, h = 0 \).

Let \( q(|z|) = \frac{1}{1+|z|^{2+\alpha}} \) and let \( p(|z|) \) be the radial positive solution of

\[
\Delta p + 4q = 0 \quad \text{in } \mathbb{R}^n, \quad \text{given by} \quad p(r) = 4 \int_{r}^{\infty} \frac{dp}{\rho^{n-1}} \int_{0}^{\rho} q(s) s^{n-1} ds.
\]

Then \( p(z) \sim \frac{1}{1+|z|^2} \) in \( \mathbb{R}^n \). If \( \delta \) is sufficiently small we have

\[
\Delta p + \frac{\delta}{1+|z|^2} p + 2q \leq 0 \quad \text{in } \mathbb{R}^n.
\]

It follows that \( \bar{p}(x) := \sum_{j=1}^{k} \mu_j^{-1} \left( \frac{x-\xi_j}{\mu_j} \right) \) satisfies, for a possibly smaller \( \delta \),

\[
\Delta_x \bar{p} + \left( \sum_{j=1}^{k} \mu_j^{-2} \frac{\delta}{1 + \left( \frac{x-\xi_j}{\mu_j} \right)^2} \right) \bar{p} + \frac{3}{2} \bar{q} \leq 0 \quad \text{in } \mathbb{R}^n, \quad \text{where} \quad \bar{q} := \sum_{j=1}^{k} \mu_j^{-2} q \left( \frac{x-\xi_j}{\mu_j} \right).
\]
Observe now that
\[ |V_{\mu,\xi}| \lesssim \sum_{j=1}^{k} \mu_j^{-2} \frac{R^{-2}}{1 + |y_j|^2}, \]
as a direct consequence of the definition of the function \( V_{\mu,\xi} \) given in (3.10). From the above estimates, we obtain that for a given number \( \beta > 0 \) we have that the function \( \tilde{\psi}(x, t) = 2t^\beta \tilde{p} \) is a positive supersolution of
\[ \partial_t \tilde{\psi} \geq \Delta \tilde{\psi} + V_{\mu,\xi} \tilde{\psi} + t^\beta \tilde{q} \]
for \( t > t_0 \), where \( t_0 \) is fixed large enough. By parabolic comparison we then get
\[ |\psi(x, t)| \lesssim t^{-\beta} \|f\|_{\ast,2+\alpha} \sum_{j=1}^{k} \frac{1}{1 + |y_j|^\alpha}. \]

Hence, (4.13) has been established. To get the gradient estimate in (4.14) we scale around each point \( \xi_j \) letting
\[ \psi(x, t) := \tilde{\psi} \left( \frac{x - \xi_j}{\mu_j}, \tau(t) \right) \]
where \( \tilde{\tau}(t) = \mu_j(t)^{-2}, \) namely \( \tau(t) \sim \frac{a}{t^{\alpha-2}}, \) as \( t \to \infty. \) We choose and fix \( t_0 \) so that \( \tau(t_0) \geq 2. \)

Then \( \tilde{\psi} \) satisfies for \( |z| \leq \delta \mu_0^{-1} \), with sufficiently small \( \delta, \)
\[ \partial_{\tau} \tilde{\psi} = \Delta_z \tilde{\psi} + a(z, t) \cdot \nabla_z \tilde{\psi} + b(z, t) \tilde{\psi} + \tilde{f}(z, \tau) \]
where
\[ \tilde{f}(z, \tau) = \mu_j^2 f(\xi_j + \mu_j z, \tau(t)), \]
and the uniformly small coefficients \( a(z, t) \) and \( b(z, t) \) are given by
\[ a(z, t) := [\mu_j \mu_j z + \xi_j \mu_j], \quad b(z, t) = V_{\mu,\xi}(\xi_j + \mu_j z) = O(R^{-4})(1 + |z|)^{-4}. \]

Our assumption in \( f \) implies that in this region
\[ |\tilde{f}(z, \tau)| \lesssim t(\tau)^{-\beta} \frac{\|f\|_{\ast,2+\alpha}}{1 + |z|^2 + \alpha}, \]
while we have already established that
\[ |	ilde{\psi}(z, \tau)| \lesssim t(\tau)^{-\beta} \frac{\|f\|_{\ast,2+\alpha}}{1 + |z|^\alpha}. \]

Let us now fix \( 0 < \eta < 1. \) By standard parabolic estimates we get that for \( \tau_1 \geq \tau(t_0) + 2, \)
\[ [\nabla_x \tilde{\psi}(\tau_1, \cdot)]_{H, B_{10}^0(0)} + \|\nabla_x \tilde{\psi}(\tau_1, \cdot)\|_{L^\infty(\tau_1 - 1, \tau_1)} \lesssim \|\tilde{\psi}\|_{L^\infty(\tau_1 - 1, \tau_1)} + \|\tilde{f}\|_{L^\infty(\tau_1 - 1, \tau_1)} \lesssim t(\tau_1 - 1)^{-\beta} \|f\|_{\ast,2+\alpha} \lesssim t(\tau_1)^{-\beta} \|f\|_{\ast,2+\alpha}. \]
provided that \( \tau_1 \geq 2. \) Translating this estimate to the original variables \( (x, t) \) we find that for any \( t \geq c_\eta t_0, \) for a suitable constant \( c_\eta, \)
\[ (R\mu_j)^{1+\eta}[\nabla_x \psi(t, \cdot)]_{H, B_{10}^0(\xi_j)} + R\mu_j \|\nabla_x \psi(t, \cdot)\|_{L^\infty(\xi_j)} \lesssim t^{-\beta} \|f\|_{\ast,2+\alpha}. \quad (4.16) \]
The use of a similar parabolic estimate up to the initial condition \( 0 \) at \( t_0 \) for \( \psi \) yields the validity of estimate (4.16) and hence of (4.14) for any \( t \geq t_0. \) The proof is complete. \( \Box \)

We have now the elements to give the
Proof of Proposition 4.1. We prove the existence of \( \psi \) and the validity of (4.9).

Lemma 4.1 defines a linear operator \( T \) that to any set of functions \( f(x, t), g(x, t), \) and \( h(x) \) associates the solution \( \psi = T(f, g, h) \) to Problem (4.11).

Define \( \psi_1(x, t) = T(0, -u_{\mu, \xi}^*, \psi_0) \). Using (2.26), (2.3) and (2.25), we get that, for any \( x \in \partial \Omega \)

\[
|u_{\mu, \xi}^*(x, t)| \lesssim \mu_0^{\frac{n+2}{n-2}}(t).
\]

Thus Lemma 4.1 gives that

\[
|\psi_1(x, t)| \lesssim e^{-\delta(t-t_0)} \|\psi_0\|_{L^\infty(\Omega)} + t^{-\beta} \mu_0(t_0)^{2-\sigma}, \quad \beta = \frac{n-2}{2(n-4)} + \frac{\sigma}{n-4}.
\]

The function \( \psi + \psi^1 \) is thus a solution to (4.1) if \( \psi \) is a fixed point for the operator

\[
\mathcal{A}(\psi) := T(f(\psi), 0, 0),
\]

where \( T \) is again the operator defined by Lemma 4.1 and

\[
f(\psi) = \sum_{j=1}^{k}[2\nabla \eta_{j,R} \nabla_x \tilde{\phi}_j + \tilde{\phi}_j(\Delta_x - \partial_t)\eta_{j,R}] + \tilde{N}_{\mu, \xi}(\psi + \psi_1 + \sum_{j=1}^{k} \tilde{\phi}_j) + S_{\mu, \xi}^0.
\]

We shall show the existence of a fixed point \( \psi \) for \( \mathcal{A} \) using the Contraction Mapping Theorem, for functions \( \psi \) so that

\[
\|\psi\|_{s, \beta, \alpha} \quad \text{is bounded, with} \quad \beta = \frac{n-2}{2(n-4)} + \frac{\sigma}{n-4}
\]

(see (4.12)). To do so, we establish first the following estimates: given \( \alpha \in (0, 1) \), there exists \( \varepsilon > 0 \) so that

\[
|S_{\mu, \xi}^0(x, t)| \lesssim t_0^{-\varepsilon} \sum_{j=1}^{k} \mu_j^{-2} \mu_0^{\frac{n-2}{n-2} + \sigma}(t) \left(1 + |y_j|^{2+\alpha}\right), \quad (4.18)
\]

\[
\left| \sum_{j=1}^{k}[2\nabla \eta_{j,R} \nabla_x \tilde{\phi}_j + \tilde{\phi}_j(\Delta_x - \partial_t)\eta_{j,R}] \right| \lesssim \|\phi\|_{n-2+\sigma, a} \sum_{j=1}^{k} \mu_j^{-2} \mu_0^{\frac{n-2}{n-2} + \sigma}(t) \left(1 + |y_j|^{2+\alpha}\right), \quad (4.19)
\]

and

\[
\left| \tilde{N}_{\mu, \xi}(\psi + \psi_1 + \phi^m) \right| \lesssim t_0^{-\varepsilon} \left\{ \begin{array}{ll}
(\|\phi\|_{n-2+\sigma, a}^2 + \|\psi\|_{s, \beta, \alpha}^2) \sum_{j=1}^{k} \mu_j^{-2} \mu_0^{\frac{n-2}{n-2} + \sigma}(t) & \text{if } n = 5, 6 \\
(\|\phi\|_{n-2+\sigma, a}^p + \|\psi\|_{s, \beta, \alpha}^p) \sum_{j=1}^{k} \mu_j^{-2} \mu_0^{\frac{n-2}{n-2} + \sigma}(t) & \text{if } n \geq 7.
\end{array} \right. \quad (4.20)
\]

Proof of (4.18). We recall (see (3.12)) that

\[
S_{\mu, \xi}^0 \equiv S_{\mu, \xi}^{(2)} + \sum_{j=1}^{k}(1 - \eta_{j,R})S_{\mu, \xi,j},
\]

where \( S_{\mu, \xi}^{(2)} \) and \( S_{\mu, \xi,j} \) are given by (3.8) and (3.9), while \( \eta_{j,R} \) is the cut-off function introduced in (3.5).
Using estimate (2.27) and the result in Lemma 2.2, we see that, in the region \(|x - q_j| > \delta\), for some \(\delta > 0\) small, for all \(j\), \(S^\circ_{\mu,\xi}\) can be estimated as follows

\[
|S^\circ_{\mu,\xi}(x, y)| \lesssim \mu_0^{-\frac{n+2}{2}} \left[ \mu_0^2 + \mu_0^{n-4} \right] \lesssim \mu_0(t_0)^{\min(n-4,2) - \alpha - \sigma} \sum_{j=1}^k \frac{\mu_j^{-2}\mu_0^{\frac{n+2}{2} + \sigma}}{(1 + |y_j|^{2+\alpha})}.
\]

Let us now fix \(j \in \{1, \ldots, k\}\), and consider the region \(|x - q_j| < \delta\), for some \(\delta > 0\) small. Consequence of Lemma 2.2 is that

\[
|S^{(2)}_{\mu,\xi}(x, t)| \lesssim \mu_0^{-\frac{n+2}{2}} \left( \mu_0^n \right) \lesssim \mu_0(t_0)^{2-\alpha - \sigma} \sum_{j=1}^k \frac{\mu_j^{-2}\mu_0^{\frac{n+2}{2} + \sigma}}{(1 + |y_j|^{2+\alpha})}.
\]

Observe now that \((1 - \eta_{j,R}) \neq 0\) if \(|x - \xi_j| > \mu_0 R\). Thus, in \(|x - q_j| < \delta\), we see that

\[
|(1 - \eta_{j,R})S_{\mu,\xi,j}(x, t)| \lesssim \left( \mu_0^{-4-\alpha} + \mu_0^{4-\alpha} \right) \sum_{j=1}^k \frac{\mu_j^{-2}\mu_0^{\frac{n+2}{2} + \sigma}}{(1 + |y_j|^{2+\alpha})},
\]

where we use the bounds (4.4)-(4.5) on \(\lambda\) and \(\xi\). Collecting the above estimates, we get the existence of \(\varepsilon\) so that (4.18) is valid.

**Proof of (4.18).** Let us fix \(j\), and consider first \(\nabla \eta_{j,R} \cdot \nabla \tilde{\phi}_j\). We recall that \(\tilde{\phi}_j(x, t) := \frac{\alpha}{\mu_0} \frac{\phi_j(x, t)}{\mu_0} \), see (3.4). Since we are assuming (4.7), we have

\[
\left| \left( \nabla \eta_{j,R} \cdot \nabla \tilde{\phi}_j \right)(x, t) \right| \lesssim \left( \frac{\eta'(\frac{x - \xi_j}{R\mu_0})}{R\mu_0} \right) \frac{\mu_0^{-\frac{n-2}{2}} |\nabla y \phi_j|}{\mu_0} \lesssim \left( \frac{\eta'(\frac{x - \xi_j}{R\mu_0})}{R\mu_0^2} \right) \frac{\mu_0^{\frac{n+2}{2} + \sigma}}{(1 + |y_j|^{1+a})} \|\phi\|_{n-2+\sigma,a}
\]

where we have used that \((1 + |y_j|) \sim R\), \(y_j = \frac{x - \xi_j}{\mu_0}\), in the region where \(\eta'(\frac{x - \xi_j}{R\mu_0}) \neq 0\). Since we are assuming \(a > \alpha\), we get

\[
\sum_{j=1}^k \left( \nabla \eta_{j,R} \nabla \tilde{\phi}_j \right)(x, t) \lesssim \|\phi\|_{n-2+\sigma,a} \sum_{j=1}^k \frac{\mu_j^{-2}\mu_0^{\frac{n+2}{2} + \sigma}}{(1 + |y_j|^{2+\alpha})}.
\]

Let us now consider the term \(\tilde{\phi}_j(\Delta_x - \partial_t)\eta_{j,R}\). A direct computation gives

\[
\left| \left( \tilde{\phi}_j(\Delta_x - \partial_t)\eta_{j,R} \right)(x, t) \right| \lesssim \left( \frac{\eta''(\frac{x - \xi_j}{R\mu_0})}{R^2 \mu_0^2} \right) \mu_0^{-\frac{n+2}{2}} |\phi_j| \lesssim \frac{\mu_0^{-\frac{n+2}{2}}}{R^{2-\alpha}} |\phi_j|.
\]

(4.21)
We start with the first term in the right hand side of \((4.21)\). Using again the definition of \(\tilde{\phi}_j\) and the assumption \((4.7)\), we get
\[
\eta'' \left( \frac{x - \xi_j}{R \mu_{0j}} \right) \left| \frac{x - \xi_j}{R^2 \mu_0^2} \right| \mu_0^{-\frac{n-2}{2}} |\phi_j| \lesssim \eta'' \left( \frac{x - \xi_j}{R \mu_{0j}} \right) \left| \frac{\tilde{\phi}_j}{R^2 \mu_0^2} \right| \mu_0^{-\frac{n-2}{2}} |\phi_j| \lesssim \|\phi\|_{n-2+\sigma,a} \sum_{j=1}^k \frac{\mu_j^{-2} \mu_0^{-\frac{n-2}{2}+\sigma}}{(1 + |y_j|^{2+a})},
\]
where we have used that \((1 + |y_j|) \sim R, y_j = \frac{x - \xi_j}{\mu_{0j}}\), in the region where \(\eta'' \left( \frac{x - \xi_j}{R \mu_{0j}} \right) \neq 0\). The second term in the right hand side in \((4.21)\) can be estimated as follows
\[
\eta' \left( \frac{x - \xi_j}{R \mu_{0j}} \right) \left( \frac{|x - \xi_j|}{R^2 \mu_0^2} |\mu_0 - \mu_{0j}^{-1} \xi_j| \right) \mu_0^{-\frac{n-2}{2}} |\phi_j| \lesssim \eta' \left( \frac{x - \xi_j}{R \mu_{0j}} \right) \left( \frac{|\nu_0 - \nu_{0j}^{-1} \xi_j|}{\mu_0^2 R^2} \right) \left( \mu_0^{-n-2} R + \mu_0^{-n-2+\sigma} R^2 \right) \mu_0^{-\frac{n-2}{2}} |\phi_j| \lesssim \|\phi\|_{n-2+\sigma,a} \sum_{j=1}^k \frac{\mu_j^{-2} \mu_0^{-\frac{n-2}{2}+\sigma}}{(1 + |y_j|^{2+a})},
\]
Collecting the above estimates, we get the validity of \((4.19)\).

**Proof of \((4.20)\).** Since \(p - 2 \geq 0\) only for dimensions 5 and 6, we get
\[
\tilde{N}_{\mu,\xi} \left( \psi + \psi_1 + \sum_{j=1}^k \eta_j, \tilde{\phi}_j \right) \lesssim \begin{cases} 
(u_{\mu,\xi})^{p-2} \left[ |\psi|^2 + |\psi_1|^2 + \sum_j |\eta_j, \tilde{\phi}_j|^2 \right] & \text{if } n = 5, 6 \\
\sum_j |\eta_j, \tilde{\phi}_j|^p + |\psi|^p + |\psi_1|^p & \text{if } n \geq 7.
\end{cases}
\]
Consider then \(n = 5, 6\). Thus, we have
\[
\left| (u_{\mu,\xi})^{p-2} (\eta_j, \tilde{\phi}_j)^2 \right| \lesssim \frac{\mu_0^{n-2+2\sigma}}{(1 + |y_j|^{2\alpha})} \|\phi\|^2 \|\phi\|_{n-2+\sigma,a} \lesssim \mu_0^{n-2+\sigma} R^2 \mu_0^2 \|\phi\|^2 \|\phi\|_{n-2+\sigma,a} \sum_{j=1}^k \frac{\mu_j^{-2} \mu_0^{-n-2+\sigma}}{(1 + |y_j|^{2+a})},
\]
and also
\[
\left| (u_{\mu,\xi})^{p-2} \psi_1^2 \right| \lesssim \frac{t^{-2\beta}}{(1 + |y_j|^{2\alpha})} \|\psi\|_{* \beta, 2+\alpha}^2 \lesssim t^{-\beta} \|\psi\|_{* \beta, 2+\alpha}^2 \sum_{j=1}^k \frac{\mu_j^{-2} \mu_0^{-n-2+\sigma}}{(1 + |y_j|^{2+a})}.
\]
Consider now \(n \geq 7\),
\[
\left| \eta_j, \tilde{\phi}_j \right|^p \lesssim \frac{\mu_0^{(n-2+\sigma)p}}{(1 + |y_j|^{2\alpha})} \|\phi\|^p \|\phi\|_{n-2+\sigma,a} \lesssim \mu_0^{2(p-1)\sigma} \|\phi\|_{*, \sigma,a}^p R^2 \mu_0^2 \sum_{j=1}^k \frac{\mu_j^{-2} \mu_0^{-n-2+\sigma}}{(1 + |y_j|^{2+a})},
\]
and also
\[
\left| \psi_1 \right|^p \lesssim \frac{t^{-p\beta}}{(1 + |y_j|^{2\alpha})} \|\psi_1\|^p \|\psi_1\|_{* \beta, 2+\alpha} \lesssim t^{-(p-1)\beta} \|\psi_1\|_{* \beta, 2+\alpha} \sum_{j=1}^k \frac{\mu_j^{-2} \mu_0^{-n-2+\sigma}}{(1 + |y_j|^{2+a})},
\]
and an analogous estimation holds for \(\psi_1\). We thus get the validity of \((4.20)\).

Define
\[
B = \{ \psi : \|\psi\|_{*, \beta, \alpha} \leq M t_0^{-\varepsilon} \},
\]
where \(\beta = \frac{n-2}{2(n-1)} + \frac{\sigma}{n-1}\), and \(\alpha, \varepsilon\) are fixed above. Moreover, \(M\) is a positive large constant, independent of \(t\) and \(t_0\).
For any \( \psi \in \mathcal{B} \), we have that \( \mathcal{A}(\psi) \in \mathcal{B} \), as follows directly from (4.18), (4.19) and (4.20), provided \( M \) is chosen large enough. Furthermore, for any \( \psi_1, \psi_2 \in \mathcal{B} \), we get

\[
\|\mathcal{A}(\psi^{(1)}) - \mathcal{A}(\psi^{(2)})\|_{*,\beta,\alpha} \leq C\|\psi^{(1)} - \psi^{(2)}\|_{*,\beta,\alpha},
\]

where \( C \) is a constant, whose definition depends on \( t_0 \), and it is less than 1, if \( t_0 \) is chosen large. Indeed, observe that

\[
\mathcal{A}(\psi^{(1)}) - \mathcal{A}(\psi^{(2)}) = T \left( \tilde{\mathcal{N}}_{\mu,\xi}(\psi^{(1)} + \psi_1 + \phi^{in}) - \tilde{\mathcal{N}}_{\mu,\xi}(\psi^{(2)} + \psi_1 + \phi^{in}), 0, 0 \right),
\]

see (4.17), where

\[
\tilde{\mathcal{N}}_{\mu,\xi}(\psi^{(1)} + \psi_1 + \phi^{in}) - \tilde{\mathcal{N}}_{\mu,\xi}(\psi^{(2)} + \psi_1 + \phi^{in}) = \left( u_{\mu,\xi}^* + \psi^{(1)} + \psi_1 + \phi^{in} \right)^p - \left( u_{\mu,\xi}^* + \psi^{(2)} + \psi_1 + \phi^{in} \right)^p - p(\mu_{\mu,\xi})^{p-1} \left[ \psi^{(1)} - \psi^{(2)} \right].
\]

Thus we get

\[
\left| \tilde{\mathcal{N}}_{\mu,\xi}(\psi^{(1)} + \psi_1 + \phi^{in}) - \tilde{\mathcal{N}}_{\mu,\xi}(\psi^{(2)} + \psi_1 + \phi^{in}) \right| \lesssim \|\phi\|_{n-2+\sigma,a} \|\psi^{(1)} - \psi^{(2)}\|_{\beta,\alpha} R^{2-a} \mu_0(t_0)^{\frac{n+2}{2} + \sigma} \sum_{j=1}^{k} \frac{\mu_j^{-2} t^{-\beta}}{(1 + |y_j|^{2+\alpha})},
\]

while in dimensions \( n \geq 7 \) we have

\[
\left| \tilde{\mathcal{N}}_{\mu,\xi}(\psi^{(1)} + \psi_1 + \phi^{in}) - \tilde{\mathcal{N}}_{\mu,\xi}(\psi^{(2)} + \psi_1 + \phi^{in}) \right| \lesssim \|\phi\|_{n-2+\sigma,a} \|\psi^{(1)} - \psi^{(2)}\|_{\beta,\alpha} \times R^{2-a(p-1)} \mu_0(t_0)^{4(p-1)+\sigma} \sum_{j=1}^{k} \frac{\mu_j^{-2} t^{-\beta}}{(1 + |y_j|^{2+\alpha})}.
\]

There exists a choice of \( R \) of the form (3.6) for which we get that

\[
\|\mathcal{A}(\psi^{(1)}) - \mathcal{A}(\psi^{(2)})\|_{*,\beta,\alpha} \leq C\|\psi^{(1)} - \psi^{(2)}\|_{*,\beta,\alpha},
\]

where \( C < 1 \), provided \( t_0 \) is large enough. Using the above estimates, we readily see that if \( t_0 \) is fixed sufficiently large, then the operator \( \mathcal{A} \) defines a contraction map in the set \( \mathcal{B} \). The existence result of the Proposition 4.1 thus follows, as well as the validity of (4.9). Estimate (4.10) follows directly from (4.14).

\[ \square \]

**Remark 4.1.** Proposition 4.1 defines the solution to Problem (4.1) as a function of the initial condition \( \psi_0 \), in the form of a linear operator \( \psi = \bar{\Psi}[\psi_0] \), from a small neighborhood of 0 in the Banach space \( L^\infty(\Omega) \) equipped with the \( C^1 \) norm \( \|\psi_0\|_{L^\infty(\Omega)} + \|\nabla \psi_0\|_{L^\infty(\Omega)} \) into the Banach space of functions \( \psi \in L^\infty(\Omega) \) equipped with the norm \( \|\psi\|_{*,\beta,\alpha} \), defined in (4.12), with \( \beta = \frac{n-2+2\sigma}{2(n-4)} \), and \( 0 < \alpha < 1 \).

A closer look to the proof of Proposition 4.1, and the Implicit function Theorem give that \( \bar{\Psi}[\psi_0] \) is a diffeomorphism, and that

\[
\|\bar{\Psi}[\psi_0^1] - \bar{\Psi}[\psi_0^2]\|_{*,\beta,\alpha} \leq c \left( \|\psi_0^1 - \psi_0^2\|_{L^\infty(\Omega)} + \|\nabla \psi_0^1 - \nabla \psi_0^2\|_{L^\infty(\Omega)} \right)
\]
The function \( \psi = \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi) \) solution to Problem (4.1) depends also on the parameter functions \( \lambda, \xi, \dot{\lambda}, \dot{\xi}, \) and \( \psi \). Next Proposition clarifies this dependence. This is done by estimating, for instance,

\[
\partial_\phi \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)[\overline{\phi}] = \partial_\phi [\phi + s\overline{\phi}, \lambda, \xi] \big|_{s=0}
\]
as linear operator between Banach spaces.

We have the validity of the following

**Proposition 4.2.** Assume the validity of the hypothesis in Proposition 4.1, Then, \( \Psi \) depends smoothly on \( \lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi \), and we have, for \( y_j = \frac{x_j - \xi_j}{\mu_0} \),

\[
|\partial_\lambda \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)[\lambda](x, t)| \lesssim \mu_0^{1+\sigma}(t) \|\lambda(t)\|_{1+\sigma} \left( \sum_{j=1}^{k} \frac{\mu_0^{-\frac{\sigma}{2}}(t)}{|y_j|^{\alpha}} \right),
\]

\[
|\partial_\xi \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)[\xi](x, t)| \lesssim \mu_0^{1+\sigma}(t) \|\xi(t)\|_{1+\sigma} \left( \sum_{j=1}^{k} \frac{\mu_0^{-\frac{\sigma}{2}}(t)}{|y_j|^{\alpha}} \right),
\]

\[
|\partial_\lambda \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)[\dot{\lambda}](x, t)| \lesssim t_0^{-\varepsilon} \mu_0^{n-3+\sigma}(t) \|\dot{\lambda}(t)\|_{n-3+\sigma} \left( \sum_{j=1}^{k} \frac{\mu_0^{-\frac{n-\sigma}{2}}(t)}{|y_j|^{\alpha}} \right),
\]

\[
|\partial_\xi \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)[\dot{\xi}](x, t)| \lesssim t_0^{-\varepsilon} \mu_0^{n-3+\sigma}(t) \|\dot{\xi}(t)\|_{n-3+\sigma} \left( \sum_{j=1}^{k} \frac{\mu_0^{-\frac{n-\sigma}{2}}(t)}{|y_j|^{\alpha}} \right),
\]

and

\[
|\partial_\phi \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)[\phi](x, t)| \lesssim t_0^{-\varepsilon} \|\phi\|_{n-2+\sigma,a} \left( \sum_{j=1}^{k} \frac{\mu_0^{-\frac{n-\sigma}{2}}(t)}{|y_j|^{\alpha}} \right).
\]

We refer to (4.3), (4.4), (4.5), (4.6), (4.7) for the definitions of the norms.

**Proof.** For notational convenience we denote the operator \( \partial_\phi \Psi(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)[\phi] \) by \( \partial_\phi \Psi[\phi] \). Similarly we denote by \( \partial_\lambda \Psi[\lambda], \partial_\xi \Psi[\xi], \partial_\lambda \Psi[\dot{\lambda}], \partial_\xi \Psi[\dot{\xi}] \) the other linear operators.

We divide the proof on three steps, for the proof of (4.22)-(4.23), for the proof of (4.24)=(4.25), and finally for the proof of (4.26).

**Step 1.** Proof of estimate (4.22).

Let us fix \( j = 1 \). For any \( \lambda_1 \) satisfying (4.4), the function \( \Psi[\lambda_1] \) is a solution to Problem (4.1). Differentiating Problem (4.1) with respect to \( \lambda_1 \) we get a non linear problem, and the Implicit Function Theorems ensures that the solution is given by \( \partial_\lambda_1 \psi \). If we decompose \( \partial_\lambda_1 \psi \), then \( Z \) is the solution to

\[
\partial_t Z = \Delta Z + V_{\mu,\xi} Z + (\partial_{\lambda_1} V_{\mu,\xi})[\lambda_1] \psi + \partial_{\lambda_1} \left[ \tilde{N}_{\mu,\xi} \left[ \psi + \phi^{\mu a} \right] \right][\lambda_1] + \partial_{\lambda_1} \left( S_{\mu,\xi}^o \right)[\lambda_1] \text{ in } \Omega \times [t_0, \infty),
\]

\[
\psi = 0 \text{ on } \partial \Omega \times [t_0, \infty), \quad \psi(t_0, \cdot) = 0 \text{ in } \Omega.
\]

Observe that \( \sum_{j=1}^{k} [2\nabla \eta_j \nabla \phi_j + \phi_j (\Delta_x - \partial_t) \eta_j, R] \) is independent of \( \lambda_1 \), as follows from its very definition.
Using (2.26), (2.3) and (2.25), we get that, for any \( x \in \partial \Omega \)

\[ |\partial_{\lambda_1} u_{\mu,\xi}^*(x,t)[\bar{\lambda}_1]| \lesssim \mu_0^\frac{n}{2} |\lambda_1(t)| \]

Thus Lemma 4.1 gives that

\[ |Z_1(x,t)| \lesssim \mu_0(t)^{-\frac{n+2}{2}+\sigma} \mu_0(t_0)^{2-\sigma} |\lambda_1(t)|. \tag{4.28} \]

To treat Problem (4.27), we start with the observation that

\[ \partial_{\lambda_1} \left[ \mathcal{N}_{\mu,\xi} \left( \psi + \phi^{in} \right) \right][\bar{\lambda}_1] = p \left[ (u_{\mu,\xi}^* + \phi^{in})p-1 - (u_{\mu,\xi}^*)p-1 \right] (Z + Z_1) \]

\[ + \left[ (u_{\mu,\xi}^* + \phi^{in})p-1 - (u_{\mu,\xi}^*)p-1 - (p-1)(u_{\mu,\xi}^*)p-2 \phi^{in} \right] \partial_{\lambda_1} u_{\mu,\xi}^*[\bar{\lambda}_1]. \]

Thus, \( Z \) is a fixed point for the operator

\[ A_1(Z) = T(f + p \left[ (u_{\mu,\xi}^* + \phi^{in})p-1 - (u_{\mu,\xi}^*)p-1 \right] Z,0,0) \tag{4.29} \]

where

\[
 f = \partial_{\lambda_1} \left( S_{\mu,\xi}^* \right)[\bar{\lambda}_1] + (\partial_{\lambda_1} V_{\mu,\xi})(\bar{\lambda}_1)\psi + p \left[ (u_{\mu,\xi}^* + \phi^{in})p-1 - (u_{\mu,\xi}^*)p-1 \right] Z_1 \\
 + \left[ (u_{\mu,\xi}^* + \phi^{in})p-1 - (u_{\mu,\xi}^*)p-1 - (p-1)(u_{\mu,\xi}^*)p-2 \phi^{in} \right] \partial_{\lambda_1} u_{\mu,\xi}^*[\bar{\lambda}_1].
\]

We claim that, there exists \( \varepsilon > 0 \) so that

\[ |f(x,t)| \lesssim (t_0^{-\varepsilon} + \|\phi\|_{n-2+\sigma,\alpha}) \mu_0^{1+\sigma}(t) \|\lambda_1\|_{1+\sigma} \sum_{j=1}^k \frac{\mu_j^{-2} \mu_0^{\frac{n}{2}+\sigma}}{(1 + |y_j|^{2+\alpha})}. \tag{4.30} \]

We start with the estimate of \( \partial_{\lambda_1} \left( S_{\mu,\xi}^* \right)[\bar{\lambda}_1] \). In order to estimate this term, we shall understand \( \partial_{\lambda_1} S(u_{\mu,\xi}^*)[\bar{\lambda}_1] \) A direct differentiation in \( \lambda_1 \) of \( S(u_{\mu,\xi}^*) \) given in (2.29), implies that in the region \( |x - q_i| > \delta \) for any \( i = 1, \ldots, k \), we can describe \( \partial_{\lambda_1} S(u_{\mu,\xi}^*) \) as follows

\[ \partial_{\lambda_1} S(u_{\mu,\xi}^*)(\bar{\lambda}_1)(x,t) = \mu_0^\frac{n}{2} f(x,\mu_0^{-1}\mu,\xi) \lambda_1(t) \tag{4.31} \]

where \( f \) is a smooth and bounded function of \( (x,\mu_0^{-1}\mu,\xi) \). This is consequence of (2.25) and the assumptions on the parameters \( \lambda, \xi \) given in (4.4)-(4.5).

Let us now fix \( j \), and consider the region \( |x - q_j| \leq \delta \). Using again (2.29), and a direct differentiation, we get that

\[ \partial_{\lambda_1} S(u_{\mu,\xi}^*)(\bar{\lambda}_1)(x,t) = \partial_{\lambda_1} S(u_{\mu,\xi}^*)(\bar{\lambda}_1)(x,t) \left( 1 + \mu_0 f(x,t,\mu_0^{-1}\mu,\xi) \right) \]

where \( f \) is a smooth and bounded function. Now, a direct and explicit differentiation with respect to \( \lambda_1 \) in expressions (2.5) and (2.6) gives that,

\[
\partial_{\lambda_1} S(u_{\mu,\xi}^*)(\bar{\lambda}_1)(x,t) = -\frac{n}{2} \frac{n-\frac{n+2}{2}}{\mu_1^2} \left[ \hat{\mu}_1 Z_{n+1}(y_1) + \frac{2}{n} \frac{n-2}{n-2} \frac{n-2}{2} \mu_1^{n-2} \hat{\mu}_1 H(x, q_1) \right] \bar{\lambda}_1(t) \\
- \mu_1^{-\frac{n}{2}} \left( \mu_1 \nabla Z_{n+1}(y_1) + D \nabla U(y_1) \right) \cdot \frac{\xi_1}{\mu_1^2} \bar{\lambda}_1(t) \\
+ p \left( \sum_{i=1}^k \mu_i^\frac{n-2}{2} U(y_i) - \mu_i^\frac{n-2}{2} H(x, q_i) \right)^{p-1} \partial_{\lambda_1} \left[ \mu_i^\frac{n-2}{2} U(y_i) - \mu_i^\frac{n-2}{2} H(x, q_i) \right] \bar{\lambda}_1(t) \\
- p \left( \mu_1^\frac{n-2}{2} U(y_1) \right)^{p-1} \partial_{\lambda_1} \left[ \mu_1^\frac{n-2}{2} U(y_1) \right] \bar{\lambda}_1(t).
\]
A careful analysis of the above terms, and taking into account the restrictions (4.4)-(4.5) on the parameters $\lambda$, $\xi$, give

$$
|\partial_{\lambda_1} S(u_{\mu,\xi})[\bar{\lambda}_1](x,t)| \lesssim \mu_0^{1+\sigma}(t) \|\lambda_1\|_{1+\sigma} \sum_{j=1}^k \frac{\mu_j^{-2}\mu_0^{a/2}}{(1+|y_j|^{2+\alpha})}.
$$

This fact, together with the previous arguments gives the validity of

$$
|\partial_{\lambda_1} S_{\mu,\xi}^*(x,t)[\bar{\lambda}_1]| \lesssim \mu_0^{1+\sigma}(t) \|\lambda_1\|_{1+\sigma} \sum_{j=1}^k \frac{\mu_j^{-2}\mu_0^{a/2}}{(1+|y_j|^{2+\alpha})}.
$$

(4.32)

We shall next estimate the remaining terms in $f$. A direct computation gives that

$$
(\partial_{\lambda_1} V_{\mu,\xi})[\bar{\lambda}_1](x,t) = p(p-1) \left[ (u_{\mu,\xi}^*)^{p-2} - (\mu_1^{-\frac{n-2}{2}} U(y_1))^{p-2} \right] \partial_{\lambda_1} (\mu_1^{-\frac{n-2}{2}} U(y_1)) \eta_1 R
$$

$$
+ \left(1 - \sum_{j=1}^k \eta_j R\right) (u_{\mu,\xi}^*)^{p-2} \partial_{\lambda_1} (\mu_1^{-\frac{n-2}{2}} U(y_1)) \bar{\lambda}_1(t).
$$

Since $|\partial_{\lambda_1} (\mu_1^{-\frac{n-2}{2}} U(y_1))| \lesssim \mu_0^{-1}|\mu_1^{-\frac{n-2}{2}} U(y_1)|$, we get that

$$
|(\partial_{\lambda_1} V_{\mu,\xi})[\bar{\lambda}_1]| \lesssim \|\psi\|_{\beta, \alpha} \mu_0^{1+\sigma}(t) \|\lambda_1\|_{1+\sigma} \sum_{j=1}^k \frac{\mu_j^{-2}\mu_0^{a/2}}{(1+|y_j|^{2+\alpha})},
$$

using that $\beta = \frac{n-2}{2(n-4)} + \frac{\sigma}{n-4}$. Thus, we get the expected estimate. In a very analogous way, we can treat the term $[(u_{\mu,\xi}^* + \phi^m)^{p-1} - (u_{\mu,\xi}^*)^{p-1} - (p-1)(u_{\mu,\xi}^*)^{p-2}\phi^m] (\partial_{\lambda_1} u_{\mu,\xi}^*)[\bar{\lambda}_1(t)]$, and get

$$
|[(u_{\mu,\xi}^* + \phi^m)^{p-1} - (u_{\mu,\xi}^*)^{p-1} - (p-1)(u_{\mu,\xi}^*)^{p-2}\phi^m] (\partial_{\lambda_1} u_{\mu,\xi}^*)|[\bar{\lambda}_1(t)]
$$

$$
\lesssim t_0^{-\varepsilon} \mu_0^{1+\sigma}(t) \|\lambda_1\|_{1+\sigma} \sum_{j=1}^k \frac{\mu_j^{-2}\mu_0^{a/2}}{(1+|y_j|^{2+\alpha})}.
$$

Similarly one can also treat the last term $p [(u_{\mu,\xi}^* + \phi^m)^{p-1} - (u_{\mu,\xi}^*)^{p-1}] Z_1$, and (4.30) follows from (4.28).

We now go back to the fixed point problem (4.29). Arguing as in the argument of Step 1, we can show that $A_1$, defined in (4.29), has a fixed point for functions in the set $|Z(x,t)| \leq M \mu_0^{1+\sigma}(t) \left(\sum_{j=1}^k \frac{\mu_0^{a/2}}{(1+|y_j|^p)}\right)$, for some constant $M$ large and fixed. Indeed, $A_1$ is Lipschitz, with Lipschitz constant less than 1, provided $R$ is chosen properly in terms of $t_0$. The validity of (4.22) for $\partial_{\lambda_1} \Psi[\bar{\lambda}_1]$ thus follows. The estimate in (4.23) on $\partial_{\lambda} \Psi[\xi]$ can be obtained arguing as before, with some small modifications.

**Step 2.** Proof of estimate (4.22).

Let us fix $j = 1$. For any $\bar{\lambda}_1$ satisfying (4.4), the function $\Psi[\bar{\lambda}_1]$ is a solution to Problem (4.1). Differentiating Problem (4.1) with respect to $\bar{\lambda}_1$ we get a non linear problem, and
the Implicit Function Theorems ensures that the solution is given by $\partial_{\lambda_1} \Psi [\hat{\lambda}_1](x,t)$. Let $Z(x,t) = \partial_{\lambda_1} \Psi [\hat{\lambda}_1](x,t)$. Then $Z$ is the solution to
\begin{align}
\partial_t Z = \Delta Z + V_{\mu, \xi} Z + \partial_{\lambda_1} \left[ \tilde{N}_{\mu, \xi} \left( \psi + \phi^m \right) \right] [\hat{\lambda}_1] + \partial_{\lambda_1} \left( S^p_{\mu, \xi} \right) [\hat{\lambda}_1] \quad \text{in} \quad \Omega \times [t_0, \infty),
\end{align}
where $\psi = 0$ on $\partial \Omega \times [t_0, \infty)$, $\psi(t_0, \cdot) = 0$ in $\Omega$.

Observe that
\begin{align}
\partial_{\lambda_1} \left[ \tilde{N}_{\mu, \xi} \left( \psi + \phi^m \right) \right] [\hat{\lambda}_1] = p \left[ (u^*_{\mu, \xi} + \phi^m)^{p-1} - (u^*_{\mu, \xi})^{p-1} \right] Z(x,t)
\end{align}

Thus, $Z$ is a fixed point for the operator
\begin{align}
\mathcal{A}_1(Z) := T(\partial_{\lambda_1} \left( S^p_{\mu, \xi} \right) [\hat{\lambda}_1] + p \left[ (u^*_{\mu, \xi} + \phi^m)^{p-1} - (u^*_{\mu, \xi})^{p-1} \right] Z, 0, 0),
\end{align}
where $T$ is the linear operator defined by Lemma 4.1 that to any set of functions $f(x,t)$, $g(x,t)$, and $h(x)$ associates the solution $\psi = T(f,g,h)$ to Problem (4.11). Now, a direct and explicit differentiation with respect to $\lambda_1$ in expressions (2.5), (2.6) and (2.28) gives that,
\begin{align}
\partial_{\lambda_1} S(u^*_{\mu, \xi})[\hat{\lambda}_1](x,t) = & \mu_1^{-\frac{p}{2}} \left( Z_{n+1}(y_1) + n - 2 \right) \mu_1^{-n-2} H(x,q_1) \lambda_1(t) \nonumber \\
& - \mu_1^{-\frac{p}{2}} \left[ \frac{n-2}{2} \Phi_j(y_j,t) + \nabla \Phi_j(y_j,t) \cdot y_j \right] \lambda_1(t)
\end{align}

Thus we get
\begin{align}
\left| \partial_{\lambda_1} S(u^*_{\mu, \xi})[\hat{\lambda}_1](x,t) \right| \lesssim \frac{\mu_0^{n-4-\alpha}}{R^{n-4-\alpha}} \mu_0^{n-3+\sigma}(t) \| \lambda_1^{n-3+\sigma} \| \sum_{j=1}^k \frac{\mu_j^{-2}}{1 + |y_j|^{2+\alpha}}.
\end{align}

We now go back to the fixed point problem (4.34). Arguing as in Step 2, we can show that $\mathcal{A}_1$ has a fixed point in the set of functions
\begin{align}
|Z(x,t)| \mu_0^{-(n-3+\sigma)} \lesssim \frac{\mu_0^{n-4-\alpha}}{R^{n-4-\alpha}} \sum_{j=1}^k \frac{1}{1 + |y_j|^{\alpha}}.
\end{align}

This concludes the proof of the first estimate in (4.24). The estimate in (4.25) follows after we observe that
\begin{align}
\partial_{\xi_1} S(u^*_{\mu, \xi})[\hat{\xi}_1](x,t) = & \mu_1^{-\frac{p}{2}} \left[ \nabla U(y_1) + \nabla \Phi_1(y_1,t) \right] \cdot [\hat{\xi}_1],
\end{align}
from which we readily get
\begin{align}
\left| \partial_{\xi_1} S(u^*_{\mu, \xi})[\hat{\xi}_1](x,t) \right| \lesssim \frac{\mu_0^{n-3-\alpha}}{R^{n-3-\alpha}} \sum_{j=1}^k \frac{\mu_j^{-2}}{1 + |y_j|^{2+\alpha}}.
\end{align}

**Step 3.** Proof of estimate (4.26). Let us define $Z(x,t) = \partial_{\phi} \psi [\phi](x,t)$, for functions $\phi$ satisfying (4.7). Thus $Z$ solves
\begin{align}
\partial_t Z = & \Delta Z + V_{\mu, \xi} Z + \sum_{j=1}^k \left[ 2 \nabla \eta_{j,R} \nabla_x \phi_j + \phi_j (\Delta_z - \partial_t) \eta_{j,R} \right] \nonumber \\
& + p ([u^*_{\mu, \xi} + \phi^m]^{p-1} - (u^*_{\mu, \xi})^{p-1}) \phi \quad \text{in} \quad \Omega \times [t_0, \infty), \\
\psi = & \phi \quad \text{on} \quad \partial \Omega \times [t_0, \infty), \quad \psi(t_0, \cdot) = 0 \quad \text{in} \quad \Omega.
\end{align}
where \( \dot{\phi}_j(x,t) := \mu_{0j}^{-\frac{n-2}{2}} \phi_j \left( \frac{x-\xi_j}{\mu_{0j}},t \right). \)

Arguing as in the proof of (4.22), we can show that

\[
\left| \sum_{j=1}^{k} [2\nabla \eta_j R \nabla_x \phi_j + \dot{\phi}_j (\Delta_x - \partial_t) \eta_j R] \right| \lesssim t_0^{-\varepsilon} \| \phi \|_{\sigma,a} \left( \sum_{j=1}^{k} \frac{\mu_j^{-2} \mu_0^{n-2}(t)}{1 + |y_j|^{2+\alpha}} \right),
\]

and also that

\[
\left| p \left( (u^{*}_{\mu,\xi} + \psi + \phi^{in})^{p-1} - (u^{*}_{\mu,\xi})^{p-1} \right) \phi \right| \lesssim t_0^{-\varepsilon} \| \phi \|_{\sigma,a} \left[ \| \phi^{in} \|_{\sigma,a}^{p-1} + \| \phi^{in} \|_{\sigma,a}^{p-1} \right] \left( \sum_{j=1}^{k} \frac{\mu_j^{-2} \mu_0^{n-2}(t)}{1 + |y_j|^{2+\alpha}} \right).
\]

A direct application of Lemma 4.1 gives (4.26).

This concludes the proof of Proposition 4.1. \( \square \)

5. Choice of the parameters \( \lambda \) and \( \xi \) in the inner problem

Let \( \psi = \Psi[\phi, \lambda, \xi, \dot{\lambda}, \dot{\xi}] \) be the function in Proposition 4.1. After substituting \( \psi = \Psi[\phi, \lambda, \xi, \dot{\lambda}, \dot{\xi}] \) into the inner problem (3.14), the full problem gets reduced to solving the following system of equations for any \( j = 1, \ldots, k, \)

\[
\mu_{0j}^2 \partial_t \phi_j = \Delta_y \phi_j + pU(y)^{p-1} \phi_j + H_j[\phi, \lambda, \xi, \dot{\lambda}, \dot{\xi}](y,t), \quad y \in B_{2R}(0), \quad t \geq t_0
\]

for \( j = 1, \ldots, k, \) where

\[
H_j[\phi, \lambda, \xi, \dot{\lambda}, \dot{\xi}](y,t) = \mu_{0j}^{\frac{n-2}{2}} S_{\mu,\xi,j}(\xi_j + \mu_{0j} y, t)
\]

\[
+ \mu_j \mu_{0j}^2 U^{p-1} \left( \frac{\mu_{0j}}{\mu_j} y \right) \psi(\xi_j + \mu_{0j} y, t) + B_j[\phi_j] + B_j^0[\phi_j]
\]

with \( B_j[\phi_j] \) and \( B_j^0[\phi_j] \) defined respectively in (3.15) and (3.16).

We next describe precisely our strategy to solve (5.1). Consider the change of variable,

\[
t = t(\tau), \quad \frac{dt}{d\tau} = \mu_{0j}^2(t),
\]

that reduces (5.1) to

\[
\partial_\tau \phi_j = \Delta_y \phi_j + pU(y)^{p-1} \phi_j + H_j[\phi, \lambda, \xi, \dot{\lambda}, \dot{\xi}](y,t(\tau)), \quad y \in B_{2R}(0), \quad \tau \geq \tau_0
\]

where \( \tau_0 \) is such that \( t(\tau_0) = t_0. \) This is to say

\[
t_0^{-\frac{2}{n-4}} = \tau_0 = \frac{n-2}{n-4},
\]

(5.4)

We shall construct a solution \( \phi = (\phi_1, \ldots, \phi_k) \) of the system

\[
\partial_\tau \phi_j = \Delta_y \phi_j + pU(y)^{p-1} \phi_j + H_j[\phi, \lambda, \xi, \dot{\lambda}, \dot{\xi}](y,t(\tau)), \quad y \in B_{2R}(0), \quad \tau \geq \tau_0
\]

\[
\phi_j(y,\tau_0) = e_{0j} Z_0(y), \quad y \in B_{2R}(0),
\]

(5.5)

for some constant \( e_{0j}, \) and all \( j = 1, \ldots, k. \)

We will prove that the system of equations (5.5) is solvable in the class of functions \( \phi_j \) that satisfy (4.7), provided that in addition the parameters \( \xi \) and \( \lambda \) are chosen so that the
functions $H_j[\phi, \lambda, \xi, \hat{\lambda}, \hat{\xi}](y, t(\tau))$ satisfy the orthogonality conditions
\[
\int_{B_{2R}} H_j[\phi, \lambda, \xi, \hat{\lambda}, \hat{\xi}](y, t(\tau)) Z_\ell(y) dy = 0, \text{ for all } t > t_0
\]  
(\text{for all } j = 1, \ldots, k, \ell = 1, 2, \ldots, n + 1). \tag{5.6}

We recall that $Z_\ell(y)$, for $\ell = 1, 2, \ldots, n + 1$ are the only bounded elements in the kernel of the linear elliptic operator $L_0$. A central point of the proof is to design a linear theory that allows us to solve system (\ref{eq:system5.5}) by means of a contraction mapping argument. Thus for a large number $R > 0$ we shall construct a solution to an initial value problem of the form
\[
\phi_\tau = \Delta \phi + pU(y) p^{-1} \phi + h(y, \tau) \quad \text{in } B_{2R} \times (\tau_0, \infty)
\]  
(5.7)
\[
\phi(y, \tau_0) = e_0 Z_0(y) \quad \text{in } B_{2R}.
\]

Let
\[
\nu = 1 + \frac{\sigma}{n - 2} \quad \text{so that } \quad \mu^n_{0}^{-1+\sigma}(t) \sim \tau^\nu,
\]  
(5.8)

thanks to (\ref{eq:estimate5.4}), and define
\[
\|h\|_{\nu, a} := \sup_{\tau > \tau_0} \sup_{y \in B_{2R}} \tau^\nu (1 + |y|^a) |h(y, \tau)|.
\]  
(5.9)

The following is a central step in the proof.

**Proposition 5.1.** Let $\nu, a$ be given positive numbers with $0 < a < 1$, $\nu > 0$. Then, for all sufficiently large $R > 0$ and any $h = h(y, \tau)$ with $\|h\|_{\nu, 2+a} < +\infty$ that satisfies for all $j = 1, \ldots, n + 1$
\[
\int_{B_{2R}} h(y, \tau) Z_j(y) dy = 0 \quad \text{for all } \tau \in (\tau_0, \infty)
\]  
(5.10)

there exist $\phi = \phi[h]$ and $e_0 = e_0[h]$ which solve Problem (5.7). They define linear operators of $h$ that satisfy the estimates
\[
|\phi(y, \tau)| \lesssim \tau^{-\nu} \frac{R^{n+1-a}}{1 + |y|^{n+1}} \|h\|_{\nu, 2+a}.
\]  
(5.11)

and
\[
|e_0[h]| \lesssim \|h\|_{\nu, 2+a}.
\]  
(5.12)

This result is a consequence of the key Proposition 7.1 whose proof we postpone to Section 7, so that not interrupting the main thread of the proof. In order to apply this result we need the orthogonality conditions (5.6) satisfied. In what remains of this section we shall choose $\lambda, \xi$ as functions of a given $\phi$ in such a way that (5.6) holds. This is a system of coupled, nonlocal, nonlinear ordinary differential equations. Next we show that the system is solvable and admits a solution $\lambda = \lambda[\phi](t)$, $\xi = \xi[\phi](t)$, which satisfy the restrictions (\ref{eq:estimates4.4})-(\ref{eq:estimates4.5}), for any given $\phi$ satisfying (\ref{eq:condition4.7}). We shall see that the solution $\xi = \xi[\phi]$ is unique, while $\lambda = \lambda[\phi]$ has $k$ degrees of freedom in a small neighborhood of a specific solution. This degree of freedom is due to the presence of elements in the kernel of a linear operator in $\lambda$, that also satisfy the decaying conditions (\ref{eq:estimates4.4}) and (\ref{eq:estimates4.5}). At last, we show the Lipschitz dependence of $\lambda = \lambda[\phi]$, $\xi = \xi[\phi]$ on $\phi$, which is a crucial property to ensure the existence of $\phi$, solution to (\ref{eq:system5.5}), and thus to complete our construction.
We use the notations
\[
\lambda(t) = \begin{pmatrix} \lambda_1(t) \\ \lambda_2(t) \\ \vdots \\ \lambda_k(t) \end{pmatrix}, \quad \dot{\lambda}(t) = \begin{pmatrix} \dot{\lambda}_1(t) \\ \dot{\lambda}_2(t) \\ \vdots \\ \dot{\lambda}_k(t) \end{pmatrix}, \quad \xi(t) = \begin{pmatrix} \xi_1(t) \\ \xi_2(t) \\ \vdots \\ \xi_k(t) \end{pmatrix}, \quad \dot{\xi}(t) = \begin{pmatrix} \dot{\xi}_1(t) \\ \dot{\xi}_2(t) \\ \vdots \\ \dot{\xi}_k(t) \end{pmatrix}, \quad q = \begin{pmatrix} q_1 \\ q_2 \\ \vdots \\ q_k \end{pmatrix}.
\]
Let us first describe (5.6) when \(\ell = n + 1\).

**Lemma 5.1.** There exists a positive constant \(\varepsilon > 0\) so that (5.6) with \(\ell = n + 1\) is equivalent to
\[
\dot{\lambda} + \frac{1}{\ell} P^T \text{diag} \left( \frac{1 + \tilde{\sigma}_j}{n - 4} \right) P \lambda = \Pi_1 [\lambda, \xi, \dot{\xi}, \phi](t)
\]
where \(P\) is the \(k \times k\) invertible matrix defined in (2.21) and (2.32), and the numbers \(\tilde{\sigma}_j > 0\) are defined in (2.21). Moreover,
\[
\Pi_1 [\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi](t) = \mu_0^{n-3+\sigma}(t) f(t) + t_0^{-\varepsilon} \Theta[\dot{\lambda}, \dot{\xi}, \mu_0^{n-4} \lambda, \mu_0^{n-3} (\xi - q), \mu_0^{n-3+\sigma} \phi](t)
\]
where \(f = f(t)\) is an explicit vector function, smooth and bounded for \(t \in [t_0, \infty)\), and \(\Theta[\cdots](t)\) is a smooth and bounded function of \(t \in [t_0, \infty)\), and it has Lipschitz dependence with respect to its parameters, in the sense that, for any \(t \geq t_0\),
\[
\left| \Theta[\dot{\lambda}_1](t) - \Theta[\dot{\lambda}_2](t) \right| \lesssim t_0^{-\varepsilon} \left| \dot{\lambda}_1(t) - \dot{\lambda}_2(t) \right|
\]
\[
\left| \Theta[\dot{\xi}_1](t) - \Theta[\dot{\xi}_2](t) \right| \lesssim t_0^{-\varepsilon} \left| \dot{\xi}_1(t) - \dot{\xi}_2(t) \right|
\]
and also
\[
\left| \Theta[\mu_0^{n-4} \lambda_1](t) - \Theta[\mu_0^{n-4} \lambda_2](t) \right| \lesssim t_0^{-\varepsilon} \left| \lambda_1(t) - \lambda_2(t) \right|
\]
\[
\left| \Theta[\mu_0^{n-3} (\xi_1 - q)](t) - \Theta[\mu_0^{n-3} (\xi_2 - q)](t) \right| \lesssim t_0^{-\varepsilon} \left| \xi_1(t) - \xi_2(t) \right|
\]
and
\[
\left| \Theta[\mu_0^{n-3+\sigma} \phi_1](t) - \Theta[\mu_0^{n-3+\sigma} \phi_2](t) \right| \lesssim t_0^{-\varepsilon} \left\| \phi_1 - \phi_2 \right\|_{\sigma, \alpha}
\]

**Proof.** Let \(\sigma\) be the positive number fixed in (4.2). Let \(\phi\) satisfy (4.7). Fix \(j \in \{1, \ldots, k\}\). We want to compute
\[
\int_{B_{2R}} H_j[\phi, \lambda, \xi, \dot{\lambda}, \dot{\xi}](y, t(\tau)) Z_{n+1}(y) dy,
\]
where $H_j$ is given by (5.2). We start with \( \int_{B_{2R}} \mu_j^{\frac{n+2}{2}} S_{\mu,\xi,j}(\xi_j + \mu_0 y, t)Z_{n+1}(y) \, dy \). We write
\[
\frac{n+2}{2} \mu_j S_{\mu,\xi,j}(\xi_j + \mu_0 y, t) = \left( \frac{\mu_0}{\mu_j} \right)^{\frac{n+2}{2}} [\mu_0 S_1(z, t) + \lambda_j b_j S_2(z, t) + \mu_j S_3(z, t)]_{z=\xi_j + \mu_0 y} \\
+ \left( \frac{\mu_0}{\mu_j} \right)^{\frac{n+2}{2}} \mu_0 [S_1(\xi_j + \mu_0 y, t) - S_1(\xi_j + \mu_j y, t)] \\
+ \left( \frac{\mu_0}{\mu_j} \right)^{\frac{n+2}{2}} \lambda_j b_j [S_2(\xi_j + \mu_0 y, t) - S_2(\xi_j + \mu_j y, t)] \\
+ \left( \frac{\mu_0}{\mu_j} \right)^{\frac{n+2}{2}} \mu_j [S_3(\xi_j + \mu_0 y, t) - S_3(\xi_j + \mu_j y, t)]
\]

where
\[
S_1(z) = \dot{\lambda}_j Z_{n+1}(\frac{z - \xi_j}{\mu_j}) - \mu_0^{n-4} pU(\frac{z - \xi_j}{\mu_j})^{p-1} \sum_{i=1}^{k} M_{ij} \lambda_i \\
S_2(z) = \mu_0 Z_{n+1}(\frac{z - \xi_j}{\mu_j}) + pU^{p-1}(\frac{z - \xi_j}{\mu_j}) \mu_0^{n-3} \left( -b_j^{n-2} H(q_j, q_j) + \sum_{i \neq j} (b_i b_j)^{\frac{n+2}{2}} G(q_i, q_j) \right) \\
S_3(z) = \dot{\xi}_j \nabla U(\frac{z - \xi_j}{\mu_j}) + pU(\frac{z - \xi_j}{\mu_j})^{p-1} [-\mu_j^{n-2} \nabla_x H(q_j, q_j) + \sum_{i \neq j} \mu_j^{\frac{n-2}{2}} \mu_i^{\frac{n-2}{2}} \nabla_x G(q_i, q_i)] \cdot \frac{z - \xi_j}{\mu_j}
\]

A direct computation gives
\[
\int_{B_{2R}} S_1(\xi_j + \mu_0 y)Z_{n+1}(y) \, dy = c_1(1 + O(R^{4-n})) \dot{\lambda}_j + c_2(1 + O(R^{-2})) \mu_0^{-4} \sum_{i \neq j} M_{ij} \lambda_i,
\]
with $c_1$ and $c_2$ defined in (2.16),
\[
\int_{B_{2R}} S_2(\xi_j + \mu_0 y)Z_{n+1}(y) \, dy = O(R^{-2} + R^{-4+n}) \mu_0^{n-3}(t)
\]
since by construction \( \int_{B_R} S_2(\xi_j + \mu_0 y)Z_{n+1}(y) \, dy = 0 \), and
\[
\int_{B_{2R}} S_3(\xi_j + \mu_0 y)Z_{n+1}(y) \, dy = 0
\]
by symmetry. Since \( \frac{\mu_0}{\mu_j} = (1 + \frac{\lambda_j}{\mu_0})^{-1} \), we get, for any \( \ell = 1, 2, 3 \)
\[
\int_{B_{2R}} [S_\ell(\xi_j + \mu_0 y, t) - S_\ell(\xi_j + \mu_j y, t)] Z_{n+1}(y) \, dy = g(t, \frac{\lambda}{\mu_0}) \dot{\lambda}_j + g(t, \frac{\lambda}{\mu_0}) \dot{\xi}_j \\
+ g(t, \frac{\lambda}{\mu_0}) \sum_i \mu_0^{-4} \lambda_i + \mu_0^{-3+\sigma} f(t)
\]
where $g$ denotes a smooth and bounded function, such that $g(\cdot, s) \sim s$ as $s \to 0$, and $f$ is smooth and bounded. Thus we conclude that

$$
\begin{align*}
\int B_{2R} \mu_0^{-1} S_{\mu, \xi, j}(\xi_j + \mu_0 y, t) Z_{n+1}(y) dy = & \left[ \dot{\lambda} + 1 \right] \left( P^T \text{diag} \left( \frac{1 + \sigma t}{n - 2} P \right) \right) \\
+ & t_0^{-\varepsilon} g(t, \frac{\lambda}{\mu_0}) \dot{\lambda} + \mu_0^{n-4} t_0^{-\varepsilon} g(t, \frac{\lambda}{\mu_0}) \lambda,
\end{align*}
$$

(5.20)

where $c$ is an explicit positive number, for functions $g$ which are smooth in its arguments, bounded and $g(\cdot, s) \sim s$, as $s \to 0$.

Next we consider $p \mu_0^{-\frac{n+2}{2} - \sigma} t_0^{-\varepsilon} f(t)$, for some smooth and bounded $f$. Applying the mean value theorem to $I_2$ and using (4.10), we get that $I_2 = \mu_0^{-\frac{n+2}{2} - \sigma} t_0^{-\varepsilon} g(t, \frac{\lambda}{\mu_0}, \lambda - q)$, where $g$ is a smooth function with $g(\cdot, s, \cdot) \sim s$, and $g(\cdot, s, \cdot) \sim s$, as $s \to 0$. Again the mean value theorem gives that, for some $s \in (0, 1),

$$
I_3 = \int B_{2R} U^{p-1}(y) Z_{n+1}(y) \left[ \partial_\psi [0, q, 0, 0, 0, 0] [s\lambda](\xi_j + \mu_0 y, t) \\
+ \partial_\xi \psi [0, q, 0, 0, 0, 0] [s(\xi_j - q)](\xi_j + \mu_0 y, t) + \partial_\lambda \psi [0, q, 0, 0, 0, 0] [s\lambda](\xi_j + \mu_0 y, t) \\
+ \partial_\xi \psi [0, q, 0, 0, 0, 0] [s\xi_j](\xi_j + \mu_0 y, t) + \partial_\phi \psi [0, q, 0, 0, 0, 0] [s\phi](\xi_j + \mu_0 y, t) \right] dy.
$$

Using (4.22)–(4.26), we can describe the above function as sum of terms of the form

$$
\mu_0^{-\frac{n+2}{2} + \sigma} t_0^{-\varepsilon} f(t)(\dot{\lambda} + \dot{\xi}) F(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)(t), \quad \mu_0^{-\frac{n+2}{2} - \sigma} t_0^{-\varepsilon} f(t)(\lambda + \xi) F(\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi)(t),
$$

where $f$ is smooth and bounded, while $F$ denotes a nonlocal, non-linear smooth operator in its parameters, with $F(0, q, 0, 0, 0, 0)(t)$ bounded.

Let us consider now the terms $B_j[\phi_j]$ and $B^0_j[\phi_j]$ defined respectively by (3.15) and (3.16). We have that

$$
\int B_j[\phi_j](y, t) Z_{n+1}(y) dy = t_0^{-\varepsilon} \left[ \mu_0^{-n+3+\sigma}(t) \ell[\phi](t) + \dot{\xi} \ell[\phi](t) \right]
$$

and

$$
\int B^0_j[\phi_j](y, t) Z_{n+1}(y) dy = t_0^{-\varepsilon} \mu_0^{-n+2+\sigma}(t) g(t, \frac{\lambda}{\mu_0}) \ell[\phi](t)
$$
where $\ell[\phi](t)$ is a smooth and bounded function in $t$, and is a linear, and non local smooth operator in $\phi$, while $g(s)$ is a smooth function with $g(s) \sim s$, as $s \to 0$.

Collecting the above information, we get the validity of (5.13).

Next we shall compute, for any $j = 1, \ldots, k$,
\[
\int_{B_{2R}} H_j[\phi, \lambda, \xi, \dot{\lambda}, \dot{\xi}](y, t(\tau))Z_\ell(y)dy,
\]
this time for $\ell = 1, \ldots, n$. This is the content of next Lemma, whose proof we leave to the interested reader, being similar to the one performed in Lemma 5.1.

**Lemma 5.2.** Let us now fix $j = 1, \ldots, k$. There exists a positive constant $\varepsilon > 0$, such that the relation (5.6) for $\ell = 1, \ldots, n$ is equivalent to
\[
\dot{\xi}_j = \Pi_{2,j}[\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi](t)
\]
\[
\Pi_{2,j}[\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi](t) = \mu_0^{-n-2}(t) c \left[ b_j^{n-2} \nabla_x H(q_j, q_j) - \sum_{i \neq j} b_i^{n-2} b_j^{n-2} \nabla_x G(q_j, q_i) \right]
\]
\[
+ \mu_0^{-n} \phi(t) + \mu_0^{-\varepsilon} \Theta[\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi](t)
\]
where $c = \frac{p \int_{\mathbb{R}} U^{p-1} \frac{\partial U}{\partial y} \frac{\partial y}{\partial y} dy}{\int_{\mathbb{R}} \left( \frac{\partial U}{\partial y} \right)^2 dy}$ and $b_j$ are the (positive) numbers defined in (2.19). The function $f_j(t)$ is an explicit $n$ dimensional vector function, it is smooth and bounded for $t \in [t_0, \infty)$. Furthermore, $\Theta$ has the same properties as described in Lemma 5.1.

In summary: given $\sigma$ the positive number fixed in Proposition 4.1 and $\phi$ satisfying (4.7), we have proved so far that solving
\[
\int_{B_{2R}} H_j[\phi, \lambda, \xi, \dot{\lambda}, \dot{\xi}](y, t(\tau))Z_\ell(y)dy = 0, \quad \text{for } t \geq t_0
\]
for all $j = 1, \ldots, k$, and $\ell = 1, \ldots, n, n+1$, is equivalent to solve in $\lambda$ and $\xi$ the system of ODEs
\[
\left\{ \begin{array}{l}
\dot{\lambda} + \frac{1}{t} P^T \text{diag} \left( \frac{1+\sigma}{n} \right) P \lambda = \Pi_1[\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi](t) \\
\dot{\xi}_j = \Pi_{2,j}[\lambda, \xi, \dot{\lambda}, \dot{\xi}, \phi](t), \quad j = 1, \ldots, k
\end{array} \right.
\]
(5.23)
where $\Pi_1$ and $\Pi_{2,j}$ are defined respectively in (5.14) and (5.22).

We next prove that Problem (5.23) is solvable for functions $\lambda$ and $\xi$ satisfying (4.4) and (4.5).

**Proposition 5.2.** Let $\phi$ be such that (4.7) is satisfied. Then there exists a solution $\lambda = \lambda[\phi](t)$, $\xi = \xi[\phi](t)$ to the nonlinear system of ODEs (5.23), which satisfies the bounds (4.4)-(4.5). Furthermore, for $t \in (t_0, \infty)$,
\[
\mu_0^{-1}(t) \left| \lambda[\phi_1](t) - \lambda[\phi_2](t) \right| \lesssim t_0^{-\varepsilon} \| \phi_1 - \phi_2 \|_{\sigma, a}
\]
and
\[
\mu_0^{-1}(t) \left| \xi[\phi_1](t) - \xi[\phi_2](t) \right| \lesssim t_0^{-\varepsilon} \| \phi_1 - \phi_2 \|_{\sigma, a}
\]
(5.24)
Proof. Let $h$ be a vector function with $h : [t_0, \infty) \to \mathbb{R}^k$ with $\|h\|_{n-3+\sigma}$ bounded. See (4.3) for the definition of the norm. We select the solution of the linear system of ODEs associated to (5.13)

$$
\dot{\lambda} + \frac{1}{t} P^T \text{diag} \left( \frac{1 + \bar{\sigma}_j}{n - 4} \right) P \lambda = h(t)
$$

explicitly given by

$$
\lambda(t) = P^T \nu(t), \quad \nu(t) = \begin{pmatrix} \nu_1(t) \\ \vdots \\ \nu_k(t) \end{pmatrix}, \quad \nu_j(t) = t^{-\frac{1 + \sigma_j}{n - 4}} \left[ d_j + \int_{t_0}^t s^{-\frac{1 + \sigma_j}{n - 4}} (Ph)_j(s) \, ds \right],
$$

where the constants $d_j, j = 1, \ldots, k$ are arbitrary. Observe that

$$
\|t^{\frac{1 + \sigma_j}{n - 4}} \lambda(t)\|_{L^\infty(t_0, \infty)} \lesssim t_0^{-\frac{\bar{\sigma}_j - \sigma_j}{n - 4}} d + \|h\|_{n-3+\sigma} \quad \text{and} \quad \|\dot{\lambda}\|_{n-3+\sigma} \lesssim t_0^{-\frac{\bar{\sigma}_j - \sigma_j}{n - 4}} d + \|h\|_{n-3+\sigma},
$$

where $0 \leq d = \max_{i=1,\ldots,k} |d_i|$.

Let $\Lambda(t) = \dot{\lambda}(t)$. Thus (5.27) defines a linear operator $\mathcal{L}_1 : h \to \Lambda$, which associates to any $h$ with $\|h\|_{n-3+\sigma}$-bounded the solutions (5.27) to (5.26), that now takes the form

$$
\Lambda + \frac{1}{t} P^T \text{diag} \left( \frac{1 + \bar{\sigma}_j}{n - 4} \right) P \int_t^\infty \Lambda(s) \, ds = h(t).
$$

This operator $\mathcal{L}_1$ is continuous between the Banach spaces $(L^\infty(t_0, \infty))^k$ equipped with the $\| \cdot \|_{n-3+\sigma}$-topology.

For any $h$, this time $h : [t_0, \infty) \to \mathbb{R}^n$, with $\|h\|_{n-3+\sigma}$ bounded, we now select the solution of the linear system of ODEs associated to (5.21), for $j \in \{1, \ldots, k\}$,

$$
\dot{\xi}_j = \mu_0^{n-2}(t) c \left[ b_j^{n-2} \nabla_x H(q_j, q_j) - \sum_{i \neq j} b_i^{n-2} b_j^{n-2} \nabla_x G(q_j, q_i) \right] + h(t)
$$

explicitly given by

$$
\xi_j(t) = \xi_j^0(t) + \int_t^\infty h(s) \, ds,
$$

where

$$
\xi_j^0(t) = q_j + c \left[ b_j^{n-2} \nabla_x H(q_j, q_j) - \sum_{i \neq j} b_i^{n-2} b_j^{n-2} \nabla_x G(q_j, q_i) \right] \int_t^\infty \mu_0^{n-2}(s) \, ds.
$$

Observe that

$$
|\xi_j(t) - q_j| \lesssim t^{-\frac{1 + \sigma_j}{n - 4}} + t^{-\frac{1 + \sigma_j}{n - 4}} \|h\|_{n-3+\sigma} \quad \text{and} \quad \|\xi_j - \xi_j^0\|_{\sigma} \lesssim \|h\|_{n-3+\sigma}.
$$

Let $\Xi(t) = \dot{\xi}(t) - \dot{\xi}^0(t)$, which is a $nk$-dimensional vector function. Thus (5.29) defines a linear operator $\mathcal{L}_2 : h \to \Xi$, which associates to any $n \times k$-dimensional vector function $h$ with $\|h\|_{n-3+\sigma}$-bounded the solutions (5.29) to (5.28). This operator is continuous in the $\| \cdot \|_{n-3+\sigma}$-topology.

Having introduced the linear operators $\mathcal{L}_i, i = 1, 2$, we observe that $\lambda, \xi$ is a solution to (5.13)-(5.21) if $\Lambda = \dot{\lambda}, \Xi = \dot{\xi} - \dot{\xi}^0$ is a fixed point for the operator

$$
(\Lambda, \Xi) = \mathcal{A}(\Lambda, \Xi)
$$

where

$$
\mathcal{A}(\Lambda, \Xi) := \left( \mathcal{L}_1(\bar{\Pi}_1[\Lambda, \Xi, \phi]), \mathcal{L}_2(\bar{\Pi}_2[\Lambda, \Xi, \phi]) \right) =: (\bar{A}_1(\Lambda, \Xi), \bar{A}_2(\Lambda, \Xi))
$$
with

\[
\hat{\Pi}_1(\Lambda, \Xi, \phi) = \Pi_1[\int_t^\infty \Lambda, q + \int_t^\infty \Xi, \Lambda, \Xi, \phi)] \quad \text{and} \quad \hat{\Pi}_2(\Lambda, \Xi, \phi) = \Pi_2[\int_t^\infty \Lambda, q + \int_t^\infty \Xi, \Lambda, \Xi, \phi]
\]

and \( \Pi_1, \Pi_2 \) defined respectively in (5.14) and (5.22). Let

\[
K = \max\{\|f\|_{n-3+\sigma}, \|f_1\|_{n-3+\sigma}, \ldots, \|f_k\|_{n-3+\sigma}\}
\]

where the functions \( f, f_1, \ldots, f_k \) are the ones in (5.14) and (5.22). We show that \( \mathcal{A} (5.30) \) has a fixed point \((\Lambda, \Xi)\) in the set

\[
\mathcal{B} = \{(\Lambda, \Xi) \in L^\infty((t_0, \infty)) \times L^\infty((t_0, \infty)) : \|\Lambda\|_{n-3+\sigma} + \|\Xi\|_{n-3+\sigma} \leq cK\},
\]

for some \( c > 0 \). Indeed, we observe directly from (5.14) that

\[
\left| t^{\frac{n+4}{n-4}} \hat{A}_1(\Lambda, \Xi) \right| \geq t_0^{\frac{n+4}{n-4}} \|\phi\|_{n-2+\sigma, a} + K + t_0^{-\varepsilon} \|\Lambda\|_{n-3+\sigma} + t_0^{-\varepsilon} \|\Xi\|_{n-3+\sigma},
\]

and from (5.22)

\[
\left| t^{\frac{n+4}{n-4}} \hat{A}_2(\Lambda, \Xi) \right| \geq t_0^{\frac{n+4}{n-4}} \|\phi\|_{n-2+\sigma, a} + K + t_0^{-\varepsilon} \|\Lambda\|_{n-3+\sigma} + t_0^{-\varepsilon} \|\Xi\|_{n-3+\sigma}.
\]

Thus, for \( d \) with \( t_0^{\frac{a-d}{n-4}} d < K \), and choosing possibly \( c \) large, we have that \( \mathcal{A} (\mathcal{B}) \subset \mathcal{B} \). Let us now check the Lipschitz condition for \( \mathcal{A} \). For instance, we have

\[
\left| t^{\frac{n+4}{n-4}} |\hat{A}_1(\Lambda_1, \Xi) - \hat{A}_1(\Lambda_2, \Xi) | \right| \leq t^{\frac{n+4}{n-4}} \left| L_1(\hat{\Pi}_1[\Lambda_1, \Xi, \phi] - \hat{\Pi}_1[\Lambda_2, \Xi, \phi]) \right|
\]

as consequence of (5.15) and (5.17). Arguing with the same logic, one gets a similar estimation for \( \hat{A}_1(\Lambda_1, \Xi) - \hat{A}_1(\Lambda_2, \Xi) \). Making use of (5.15)–(5.18), we get

\[
\| \mathcal{A}(\Lambda_1, \Xi_1) - \mathcal{A}(\Lambda_2, \Xi_2) \|_{n-3+\sigma} \leq t_0^{-\varepsilon} \|\Lambda_1 - \Lambda_2\|_{n-3+\sigma}.
\]

Since \( t_0^{-\varepsilon} \), \( \mathcal{A} \) is a contraction, and a direct application of Contraction Mapping Theorem, we get the existence of a solution for System (5.23), in the class of functions \( \lambda \) and \( \xi \) satisfying (4.4) and (4.5).

Let us now fix \( \phi_1 \) and \( \phi_2 \) in the class of functions satisfying (4.7). The functions \( \bar{\lambda} = \lambda[\phi_1] - \lambda[\phi_2], \bar{\xi} = \xi[\phi_1] - \xi[\phi_2] \) solve the system of ODEs

\[
\dot{\bar{\lambda}} + \frac{1}{t} P^T \text{diag} \left( \frac{1 + \bar{\sigma}_j}{n-4} \right) P \Lambda = \bar{\Pi}_1(t), \quad \dot{\bar{\xi}} = \bar{\Pi}_2,i(t), \quad i = 1, \ldots, k
\]

where

\[
(\bar{\Pi}_1(t))_j = c \sum_{j} \mu_j^{n-2} \mu_0^{-1} \int_{B_{2R}} U^{n-1} \left( \frac{\mu_0}{\mu_j} \right) y \left[ \psi[\phi_1] - \psi[\phi_2] \right] (\xi_j + \mu_0 y, t) Z_{n+1}(y) dy
\]

and

\[
+ c \left( \frac{\mu_j}{\mu_0} \right)^{n+2} \mu_0^{-1} \int_{B_{2R}} \left[ B_j[\phi_1] - B_j[\phi_2] \right] Z_{n+1}(y) dy
\]

and

\[
+ c \left( \frac{\mu_j}{\mu_0} \right)^{n+2} \mu_0^{-1} \int_{B_{2R}} \left[ B_j[\phi_1] - B_j[\phi_2] \right] Z_{n+1}(y) dy
\]
and
\[
\left(\bar{H}_{2i}(t)\right)_j = c \mu_j \frac{a + 2}{\mu_0 j} \int_{B_{2R}} U^{p-1} \left(\frac{\mu_0 j}{\mu_j} y\right) \left[\psi[\phi_1] - \psi[\phi_2]\right] \left(\xi_j + \mu_0 y, t\right) \frac{\partial U}{\partial y_i}(y) \, dy
\]
\[+ c \left(\frac{\mu_j}{\mu_0 j}\right)^{a + 2} \mu_0^{-1} \int_{B_{2R}} \left[B_j((\phi_1)_j) - B_j((\phi_2)_j)\right] \frac{\partial U}{\partial y_i}(y) \, dy
\]
\[+ c \left(\frac{\mu_j}{\mu_0 j}\right)^{a + 2} \mu_0^{-1} \int_{B_{2R}} \left[B_j^0((\phi_1)_j) - B_j^0((\phi_2)_j)\right] \frac{\partial U}{\partial y_i}(y) \, dy
\]

Thus, the validity of (5.24) and (5.25) follows from (5.19).

Remark 5.1. Recall that the function \(\psi = \tilde{W}[\psi_0]\) solution to Problem (4.1) depends smoothly on the initial condition \(\psi_0\), provided \(\psi_0\) belongs to a small neighborhood of 0 in the Banach space \(L^\infty(\Omega)\) equipped with the \(C^1\) norm, as observed in Remark 4.1. This fact implies that also \(\lambda = \lambda[\psi_0]\), \(\xi = \xi[\psi_0]\) solutions to (5.23) depends smoothly on \(\psi_0\). A closer look at the definitions of \(\lambda = \lambda[\psi_0]\), \(\xi = \xi[\psi_0]\) gives that
\[
\|\lambda[\psi^{(1)}_0] - \lambda[\psi^{(2)}_0]\|_{1+\sigma} \lesssim \|\psi^{(1)}_0 - \psi^{(2)}_0\|_{L^\infty(\Omega)}
\]
and
\[
\|\xi[\psi^{(1)}_0] - \xi[\psi^{(2)}_0]\|_{1+\sigma} \lesssim \|\psi^{(1)}_0 - \psi^{(2)}_0\|_{L^\infty(\Omega)}
\]

6. Final Argument: solving (5.5)

Let \(\psi = \Psi[\lambda, \xi, \hat{\lambda}, \hat{\xi}, \phi]\) be the solution to the outer Problem (4.1) (or equivalently (3.11)) as described in Propositions 4.1 and 4.2, and let \(\lambda = \lambda[\phi]\), and \(\xi = \xi[\phi]\) be the solution to (5.23) whose existence and properties are established in Proposition 5.2. Then \(u_{\mu, \xi, \phi}\) with \(\tilde{\phi}\) as in (3.3)-(3.4), is the expected solution to (3.1), as described in Section 3, if there exists \(\phi_j\) solution to Problem (5.5) in the class of functions with \(\|\phi\|_{\nu, \alpha}\) (see (5.9)), or equivalently \(\|\phi\|_{n-2+\sigma, \alpha}\) (see (4.6)), bounded.

Proposition 5.1 states the existence of a linear operator \(T\) which to any function \(h(y, \tau)\), with \(\|h\|_{\nu, \alpha}\)-bounded, associate the solution to (5.7). Furthermore, it states that this operator \(T\) is continuous between \(L^\infty\) spaces equipped with the topologies described by (7.3). Thus, the existence and properties of \(\phi_j\), solution to (5.5) are reduced to find a fixed point for
\[
\phi = (\phi_1, \ldots, \phi_k) = A_3(\phi) := \left(T(H_1[\lambda, \xi, \hat{\lambda}, \hat{\xi}, \phi]), \ldots, T(H_k[\lambda, \xi, \hat{\lambda}, \hat{\xi}, \phi])\right)
\]
in a proper set of functions. We claim that \(A_3\) admits indeed a fixed point in the set of functions \(\|\phi\|_{n-2+\sigma, \alpha} < c_0\). To prove this, we claim that, for each \(j = 1, \ldots, k\),
\[
\left|H_j[\lambda, \xi, \hat{\lambda}, \hat{\xi}, \phi](t, y)\right| \lesssim t_0^{-\varepsilon} \frac{\mu_0^{n-2+\sigma}}{1 + |t|^2 + a}
\]
for some \(a \in (0, 1)\), and
\[
\|H_j[\phi^{(1)}_j] - H_j[\phi^{(2)}_j]\|_{n-2+\sigma, \alpha} \lesssim t_0^{-\varepsilon} \|\phi^{(1)}_j - \phi^{(2)}_j\|_{n-2+\sigma, \alpha}.
\]
Estimate (6.1) is consequence of Lemma 2.2, (4.9), (3.15) and (3.16).

To get (6.2) we observe that
\[
\frac{a + 2}{\mu_0 j} |S_{\mu_1, \xi_1, j}((\xi_{j,1} + \mu_0 y, t) - S_{\mu_2, \xi_2, j}((\xi_{j,2} + \mu_0 y, t)|) \lesssim t_0^{-\varepsilon} \frac{\mu_0^{n-2+\sigma}(t)}{1 + |y|^2 + a} \|\phi^{(1)}_j - \phi^{(2)}_j\|_{n-2+\sigma, \alpha}
\]
as consequence of (3.9), (5.24) and (5.25), where we have use the notation

\[ \mu_i = \mu[\phi(i)], \quad \xi_i = \xi[\phi(i)], \quad \xi_{j,i} = \xi_j[\phi(i)], \quad i = 1, 2. \]

Furthermore, we have

\[
p_{\mu_{0j}} \frac{n+1}{2} \left| \mu_{0j}^{2} U^{p-1}(\mu_{0j}^1 y) \psi[\phi(1)](\xi_{j,1} + \mu_{0j} y, t) - \mu_{0j}^{2} U^{p-1}(\mu_{0j}^1 y) \psi[\phi(2)](\xi_{j,2} + \mu_{0j} y, t) \right| \\
\lesssim t_0^{-\varepsilon} \mu_{0j}^{-n+2+\sigma}(t) \left( 1 + |y|^{2+a} \right) \| \phi(1) - \phi(2) \|_{\sigma,a}
\]

as consequence of (4.22)–(4.26), where we use the notation

\[ \mu_{j,i} = \mu_j[\phi(i)], \quad \psi[\phi(i)] = \Psi[\lambda_i, \xi_i, \hat{\lambda}_i, \hat{\xi}_i, \phi(i)], \quad i = 1, 2. \]

Finally, directly from the definitions (3.15) and (3.16) respectively, we have

\[
\left| B_j[\phi(1)] - B_j[\phi(2)] \right| \lesssim t_0^{-\varepsilon} \mu_{0j}^{-n+2+\sigma}(t) \left( 1 + |y|^{2+a} \right) \| \phi(1) - \phi(2) \|_{n-2+\sigma,a},
\]

and

\[
\left| B_j^{0}[\phi(1)] - B_j^{0}[\phi(2)] \right| \lesssim t_0^{-\varepsilon} \mu_{0j}^{-n+2+\sigma}(t) \left( 1 + |y|^{2+a} \right) \| \phi(1) - \phi(2) \|_{n-2+\sigma,a}.
\]

Estimates (6.3)–(6.6) give (6.2).

Now using (6.1) and (6.2), one gets that \( A_3 \) has a fixed point \( \phi \), with \( \| \phi \|_{n-2+\sigma,a} < c \varepsilon \), for some positive constant \( c \), provided the number \( \rho \) in (3.6) is chosen small enough. Authematically, this defines \( e_0 = (e_{01}, \ldots, e_{0k}) \), where \( e_{0j} \) are the constants in the initial conditions in Problem (5.5). Each constant \( e_{0j} \) is a linear functions of \( H_j \), \( e_{0j} = e_{0j}[H_j[\phi, \lambda, \xi, \hat{\lambda}, \hat{\xi}]] \). One has that \( |e_{0j}| \lesssim t_0^{-\varepsilon} \). This concludes the proof of the existence of the solution to Problem (1.1), as predicted by Theorem 1. The proof is concluded. \( \square \)

**Proof of Corollary 1.1.** We begin by some comments that carry interest in their own sake and that are needed for the proof.

Let us observe that the construction of \( \phi = (\phi_1, \ldots, \phi_k) \), and \( e_0 = (e_{01}, \ldots, e_{0k}) \) solution to (5.5) is possible for any initial condition \( \psi_0 \) to the outer Problem (4.1). We have the validity of Lipschitz dependence of \( \phi = \phi[\psi_0] \), and \( e_0 = e_0[\psi_0] \) in the \( C^1(\Omega) \)-topology. Indeed, Remarks 4.1 and 5.1 give that

\[
|e_0[\psi_0(1)] - e_0[\psi_0(1)]| \leq c \left[ \| \psi_0(1) - \psi_0(1) \|_{L^\infty(\Omega)} + \| \nabla \psi_0(1) - \nabla \psi_0(1) \|_{L^\infty(\Omega)} \right]
\]

for some fixed constant \( c \). Moreover, as a consequence of the Implicit Function Theorem the maps \( \phi[\psi_0] \), and \( e_0[\psi_0] \) depends in \( C^1 \)-sense on \( \psi_0 \) in the \( C^1(\Omega) \)-topology, thanks to the corresponding dependence for \( \psi, \lambda \) and \( \xi \).

A second observation we make is that a slight change in the above proof allows to find an interesting variation of our main result: There is a manifold of initial conditions indexed by initial values of the parameters \( \mu \) and by the centers \( \xi_j(t_0), \quad j = 1, \ldots, k \). In the proof we can prescribe their initial values as the corresponding \( q_j \)'s, letting freedom in the final points \( \xi_j(+\infty) \) which in any case is close to the \( q_j \). We can achieve this by simply replacing the operator (5.29) by the formula.
\[ \xi_j(t) = q_j + c \left[ b_j^{n-2} \nabla_x H(q_j, q_j) - \sum_{i \neq j} b_j^{n-2} b_i^{n-2} \nabla_x G(q_j, q_i) \right] \int_{t_0}^t \mu_0^{n-2}(s) \, ds. \]

The consequence of this observation is the following. If we consider the initial datum in (1.1) of the form

\[ u(\cdot, 0) = u^*_{\varepsilon, q}(\cdot, 0) + \psi_0 - \sum_{j=1}^k e_{0j}[\psi_0] Z_{0j} \]

where \( u^*_{\mu, \xi}(x, t) \) is the first approximation given by (2.26) with fixed \( \xi(0) = q \) and \( \mu(0) = \varepsilon, \)

\[ Z_{0j}(x) = \varepsilon_j \frac{n-2}{n} \eta_j, R \left( \frac{x - q_j}{\varepsilon_j} \right), \]

and \( \psi_0 \) is sufficiently small, then \( u(x, t) \) blows-up at \( k \) points \( \tilde{q}_j \) in the form (1.12).

Let us consider the following map defined in a small neighborhood of 0 in \( X = C^1(\bar{\Omega}) \).

\[ F(\psi_0) = \psi_0 - \sum_{j=1}^k (e_{0j}[\psi_0] - e_{0j}[0]) Z_{0j} \]

so that \( F[0] = 0, F \) is differentiable and

\[ D_{\psi_0} F(0)[h] = h - \sum_{j=1}^k \langle D_{\psi_0} e_{0j}[0], h \rangle Z_{0j}, \quad h \in X. \]

We have a \( k \)-bubble blow-up as \( t \to +\infty \) provided that

\[ u(\cdot, 0) = u^*_{\varepsilon, q}(\cdot, 0) - \sum_{j=1}^k e_{0j}[0] Z_{0j} + g \quad (6.8) \]

where \( g = F[\psi_0] \) for any small \( \psi_0 \).

Let us assume that the vector space of the functionals in \( X D_{\psi_0} e_{0j}[0] \) has dimension \( \tilde{k} \leq k \).

We write \( W = \bigcap_{j=1}^k \text{Ker}(D_{\psi_0} e_{0j}[0]), \) so that \( Z \) is a space with codimension \( \tilde{k} \). Indeed, we can find \( \tilde{k} \) linearly independent functions \( e_j \) such that

\[ X = W \oplus < \{ e_1, \ldots, e_{\tilde{k}} \} >. \]

We consider the operator in a neighborhood of 0 in \( X \) given by

\[ G(w + \sum_{j=1}^{\tilde{k}} \alpha_j e_j) = \sum_{j=1}^{\tilde{k}} \alpha_j e_j + F(w), \quad \alpha_j \in \mathbb{R}, \quad w \in W. \]

Then \( G \) is of class \( C^1 \) near the origin, \( G(0) = 0 \) and \( D_{\psi_0} G(0)[h] = h \). By the local inverse theorem, \( G \) defines a local \( C^1 \) diffeomorphism onto a neighborhood of the origin. For all small \( g \) we can find smooth functions \( \alpha(g), w(g) \) with

\[ \sum_{j=1}^{\tilde{k}} \alpha_j(g) e_j + F(w(g)) = g. \]

Thus the set \( \mathcal{M} \) of functions \( F[w], w \in W \) can be described in a neighborhood of 0 exactly as those \( g \in X \) such that

\[ \alpha_j(g) = 0 \quad \text{for all} \quad j = 1, \ldots, \tilde{k}, \]
in other words the space of $g$’s that satisfy $\tilde{k} C^1$-constraints which in addition have linearly independent derivatives at 0. This says precisely that $\mathcal{M}$ is locally a codimension $\tilde{k} C^1$-manifold, such that if $g$ in (6.8) is selected there, then the desired phenomenon takes place. Selecting a $k$-codimensional submanifold of $\mathcal{M}$, the result of the corollary follows. The proof is concluded.

7. Linear theory for the inner problem

The key linear ingredient in the proof above is the presence of the linear operator in Proposition 5.1. This section will be devoted to prove that result, in its more precise form of Proposition 7.1 below.

Given a sufficiently large number $R > 0$ we shall construct a solution to an initial value problem of the form

$$\phi_\tau = \Delta \phi + pU(y)^{p-1}\phi + h(y, \tau) \quad \text{in } B_{2R} \times (\tau_0, \infty)$$

(7.1)

$$\phi(y, \tau_0) = e_0 Z_0(y) \quad \text{in } B_{2R}$$

which defines a linear operator of $h$, where $e_0 = e_0[h]$ is a constant that defines a linear functional of $h$. No boundary conditions are specified, while suitable time-space decay rates and orthogonality conditions are imposed on $h$. Let $\nu > 0$ be such that

$$\mu_{0}^{n-2+\sigma}(t) = \tau^{\nu},$$

and $a$ the positive number, less than 1, which was introduced in (4.7). The solution we build has $R$-dependent uniform bounds in $L^\infty$-weighted norms of the type

$$\|h\|_{\nu,a} := \sup_{\tau > \tau_0} \sup_{y \in B_{2R}} \tau^\nu (1 + |y|^a) |h(y, \tau)|.$$

Also, for a function $p = p(\tau)$ we denote

$$\|p\|_{\nu} := \sup_{\tau > \tau_0} \tau^{\nu}|p(\tau)|.$$

As we shall see, our construction involves solving the equation in different spherical harmonic modes. Let us consider an orthonormal basis $\Theta_m$, $m = 0, 1, \ldots$, of $L^2(S^{n-1})$ made up of spherical harmonics, namely eigenfunctions of the problem

$$\Delta_{S^{n-1}} \Theta_m + \lambda_m \Theta_m = 0 \quad \text{in } S^{n-1}$$

so that

$$0 = \lambda_0 < \lambda_1 = \ldots = \lambda_n = (n - 1) < \lambda_{n+1} \leq \ldots$$

We have $\Theta_0(y) = \alpha_0$ and $\Theta_j(y) = \alpha_1 y_j$, $j = 1, \ldots, n$, for constant numbers $\alpha_0$ and $\alpha_1$. In general, all eigenvalues $\lambda_m$ are of the form $\ell(n - 2 + \ell)$ for a nonnegative integer $\ell$.

Let $h \in L^2(B_{2R})$. We decompose it into the form

$$h(y, \tau) = \sum_{j=0}^{\infty} h_j(r, \tau) \Theta_j(y/r), \quad r = |y|, \quad h_j(r, \tau) = \int_{S^{n-1}} h(r\theta, \tau) \Theta_j(\theta) d\theta.$$

In addition, we write $h = h^0 + h^1 + h^\perp$ where

$$h^0 = h_0(r, \tau), \quad h^1 = \sum_{j=1}^{n} h_j(r, \tau) \Theta_j, \quad h^\perp = \sum_{j=n+1}^{\infty} h_j(r, \tau) \Theta_j.$$
Consider also the analogous decomposition for \( \phi \) into \( \phi = \phi^0 + \phi^1 + \phi^\perp \). It clearly suffices to build the solution \( \phi \) of Problem (7.1) by doing so separately for the pairs \( (\phi^0, h^0) \), \( (\phi^1, h^1) \) and \( (\phi^\perp, h^\perp) \).

Our main result in this section is the following proposition.

**Proposition 7.1.** Let \( \nu, a \) be given positive numbers with \( 0 < a < 1 \). Then, for all sufficiently large \( R > 0 \) and any \( h = h(y, \tau) \) with \( \|h\|_{\nu, 2+a} < +\infty \) that satisfies for all \( j = 1, \ldots, n+1 \)

\[
\int_{B_{2R}} h(y, \tau) Z_j(y) \, dy = 0 \quad \text{for all} \quad \tau \in (\tau_0, \infty)
\]

(7.2)

there exist \( \phi = \phi[h] \) and \( e_0 = e_0[h] \) which solve Problem (7.1). They define linear operators of \( h \) that satisfy the estimates

\[
|\phi(y, \tau)| \lesssim \tau^{-\nu} \left[ \frac{R^{n-a}}{1 + |y|^n} \|h^0\|_{\nu, 2+a} + \frac{R^{n+1-a}}{1 + |y|^{n+1}} \|h^1\|_{\nu, 2+a} + \frac{1}{1 + |y|^a} \|h\|_{\nu, 2+a} \right],
\]

(7.3)

and

\[
|e_0[h]| \lesssim \|h\|_{\nu, 2+a}.
\]

(7.4)

Proposition 7.1 is a direct consequence of Proposition 7.2 below, to whose proof we will devote most of this section. It refers to the following problem:

\[
\phi_\tau = \Delta \phi + pU(y)^{p-1} \phi + h(y, \tau) - c(\tau) Z_0 \quad \text{in} \quad B_{2R} \times (\tau_0, \infty)
\]

(7.5)

\[
\phi(0, 0) = 0 \quad \text{in} \quad B_{2R}
\]

**Proposition 7.2.** Let \( \nu, a \) be given positive numbers with \( 0 < a < 1 \). Then, for all sufficiently large \( R > 0 \) and any \( h \) with \( \|h\|_{\nu, 2+a} < +\infty \) and satisfying the orthogonality conditions (7.2), there exist \( \phi = \phi[h] \) and \( c = c[h] \) which solve Problem (7.5), and define linear operators of \( h \). The function \( \phi[h] \) satisfies estimate (7.3), and for some \( \gamma > 0 \)

\[
\left| c(\tau) - \int_{B_{2R}} h Z_0 \right| \lesssim \tau^{-\nu} \left[ R^{2-a} \left\| h - Z_0 \int_{B_{2R}} h Z_0 \right\|_{\nu, 2+a} + e^{-\gamma R \|h\|_{\nu, 2+a}} \right].
\]

(7.6)

**Proof of Proposition 7.1.** Let us derive Proposition 7.1 from Proposition 7.2. Let us write

\[
\phi(y, \tau) = \phi_1(y, \tau) + e(\tau) Z_0(y)
\]

(7.7)

where \( \phi_1 \) is the solution of Problem (7.5) predicted by Proposition 7.2. Assuming that \( e \in C^1 ((\tau_0, \infty)) \) we find

\[
\partial_\tau \phi = \Delta \phi + pU^{p-1} \phi + h(y, \tau) + \left[ e'(\tau) - \lambda_0 e(\tau) - c(\tau) \right] Z_0(y).
\]

At this point we make the natural choice of \( e(\tau) \) as the unique bounded solution of the equation

\[
e'(\tau) - \lambda_0 e(\tau) = c(\tau), \quad \tau \in (\tau_0, \infty)
\]

which is explicitly given by

\[
e(\tau) = \int_{\tau}^{\infty} \exp(\sqrt{\lambda_0 (\tau - s)}) c(s) \, ds.
\]

The function \( e \) depends linearly on \( h \). Besides, we clearly have from (7.6),

\[
|e(\tau)| \lesssim |c|_{\nu} \lesssim \tau^{-\nu} \|h\|_{\nu, 2+a}.
\]
and thus, from the fact that \( \dot{\phi}_1 \) satisfies estimate (7.3), so does \( \phi \) given by (7.7). Thus \( \phi \) satisfies Problem (7.1) with initial condition \( \phi(y, \tau_0) = e(\tau_0)Z_0(y) \). The proof is concluded. \( \square \)

We devote the rest of the Section to prove Proposition 7.2 which is at the core of the proof of our main results.

7.1. The slow-decay solution. As an intermediate result to establish Proposition 7.2, we shall consider Problem (7.5) in which the decay in space variable is relaxed to any positive power and no orthogonality assumptions on \( h \) are made. Instead we shall impose a zero Dirichlet boundary condition. For \( h = h(y, \tau) \) we consider the initial-boundary value problem

\[
\begin{align*}
\phi_x &= \Delta \phi + pU(y)^{p-1} \phi + h(y, \tau) - c(\tau)Z_0(y) \quad \text{in } B_{2R} \times (\tau_0, \infty) \quad \text{(7.8)} \\
\phi &= 0 \quad \text{on } \partial B_{2R} \times (\tau_0, \infty), \quad \phi(\cdot, \tau_0) = 0 \quad \text{in } B_{2R}.
\end{align*}
\]

Our principal result in this subsection is the following

**Lemma 7.1.** Let \( \nu > 0 \) and \( 0 < a < 3 \). Then, for all sufficiently large \( R > 0 \) and any \( h \) with \( \|h\|_{\nu,a} < +\infty \) there exists \( \phi \) and \( c \) which solve Problem (7.8) which define linear operators of \( h \) and satisfy the estimates

\[
\tau^\nu \left[ \frac{R^{n-2}\theta_0^R\|h^0\|_{\nu,a}}{1 + |y|^{n-2}} + \frac{R^n\theta_1^R\|h^1\|_{\nu,a}}{1 + |y|^{n-1}} + \frac{\theta_0^R\|h\|_{\nu,a}}{1 + |y|^{n-2}} + \frac{\|h\|_{\nu,a}}{(1 + |y|)^{a-2}} \right] \lesssim \phi(y, \tau, \tau_0)
\]

where

\[
\theta_0^R = \begin{cases} \frac{1}{\log R} & \text{if } a > 2 \\ R^{2-a} & \text{if } a < 2, \end{cases}, \quad \theta_1^R = \begin{cases} \frac{1}{\log R} & \text{if } a > 1 \\ R^{1-a} & \text{if } a < 1, \end{cases}
\]

and for some \( \gamma > 0 \)

\[
\left| c(\tau) - \int_{B_{2R}} hZ_0 \right| \lesssim \tau^\nu \left[ \theta_0^R \left( \|h - Z_0\|_{\nu,a} \int_{B_{2R}} hZ_0 \right) + e^{-\gamma R\|h\|_{\nu,a}} \right]. \tag{7.11}
\]

The proof requires technical ingredients which we will establish in Lemmas 7.2 and 7.3 below. We will make use of the following basic, key lemma regarding the quadratic form associated to the linear operator \( L_0 = \Delta + pU^{p-1} \),

\[
Q(\phi, \phi) := \int \left[ \|\nabla \phi\|^2 - pU^{p-1}\|\phi\|^2 \right]. \tag{7.12}
\]

The next result provides an estimate of the associated second \( L^2 \)-eigenvalue in a ball \( B_{2R} \) with large radius under zero boundary conditions.

**Lemma 7.2.** There exists a constant \( \gamma > 0 \) such that for all sufficiently large \( R \) and all radially symmetric function \( \phi \in H^1_0(B_{2R}) \) with \( \int_{B_{2R}} \phi Z_0 = 0 \) we have

\[
\frac{\gamma}{R^{n-2}} \int_{B_{2R}} |\phi|^2 \leq Q(\phi, \phi). \tag{7.13}
\]

**Proof.** Let \( H_R \) be the linear space of all radial functions \( \phi \in H^1_0(B_{2R}) \) that satisfy the orthogonality condition \( \int_{B_{2R}} \phi Z_0 = 0 \), and

\[
\lambda_R := \inf \left\{ Q(\phi, \phi) / \phi \in H_R, \int_{B_{2R}} |\phi|^2 = 1 \right\}.
\]
A standard compactness argument yields that $\lambda_R$ is achieved by a radial function $\phi_R(x) = \psi_R(r) \in H_R$ with $\int_{B_{2R}} \phi_R^2 = 1$, which satisfies the equation

$$L_0[\phi] + \lambda_R \phi R = c_R Z_0 \quad \text{in } B_{2R}, \quad \phi = 0 \quad \text{on } \partial B_{2R},$$

(7.14)

for a suitable Lagrange multiplier $c_R$. We have that $\lambda_R \geq 0$. Indeed, the radial eigenvalue problem in $\mathbb{R}^n$

$$L_0[\psi] + \lambda \psi = 0, \quad \psi' (0) = 0, \quad \psi(+\infty) = 0$$

(7.15)

where

$$L_0[\psi] := \psi'' + \frac{n-1}{r} \psi' + pU(r)^{p-1} \psi$$

has just one negative eigenvalue, as it follows from maximum principle, using the fact that $L_0[Z] = 0$ with $Z = Z_{n+1}$, and the fact that this function changes sign just once. It follows that the associated quadratic form must be positive in $H^1(\mathbb{R}^n)$-radial, subject to the $L^2$-orthogonality condition with respect to $Z_0$. This implies $\lambda_R \geq 0$. Thus, to establish (7.13), we assume by contradiction that

$$\lambda_R = o(R^{2-n}) \quad \text{as } R \to +\infty.$$  

(7.16)

Let $\chi$ be a smooth cut-off function with

$$\chi(s) = 1 \quad \text{for } s < 1 \quad \text{and } \chi(s) = 0 \quad \text{for } s > 2.$$  

(7.17)

Testing (7.14) against $Z_0(y) \eta_R(|y|)$ where $\eta_R(s) = \chi(s - \frac{R}{2})$, we get

$$\phi \int_{B_{2R}} Z_0^2 \eta_R = \int_{B_{2R}} \phi \phi_R Z_0 \Delta \eta_R + 2 \nabla \eta_R \nabla Z_0.$$  

Since $\|\phi_R\|_{L^2(B_{2R})} = 1$, it follows that, for some $\sigma > 0$, $c_R = O(e^{-\sigma R})$. On the other hand, again using that $\|\phi_R\|_{L^2(B_{2R})} = 1$, standard elliptic estimates yield that $\|\phi_R\|_{L^\infty(B_{2R})} \lesssim 1$.

Let us represent $\phi_R(x) = \psi_R(r)$ using the variation of parameters formula. The function $\psi_R$ satisfies the ODE

$$L_0[\psi_R] = h_r(r), \quad r \in (0, R), \quad \psi'_R(0) = \psi_R(R) = 0$$

(7.18)

where $h_r(r) = -\lambda_R \psi_R(r) + c_R Z_0(r)$. Furthermore, it is uniformly bounded in $R$.

For $Z = Z_{n+1}$, we consider a second, linearly independent solution $\tilde{Z}(r)$ of this problem, namely $L_0[\tilde{Z}] = 0$, normalized in such a way that their Wronskian satisfies

$$\tilde{Z}'Z(r) - \tilde{Z}'Z(r) = \frac{1}{r^{n-1}}.$$  

Since $Z(r) \sim 1$ near $r = 0$ and $Z(r) \sim r^{2-n}$ as $r \to \infty$, we see that $\tilde{Z}(r) \sim r^{2-n}$ near $r = 0$ and $\tilde{Z}(r) \sim 1$ as $r \to \infty$. The formula of variation of parameters then yields the representation

$$\psi_R(r) = \tilde{Z}(r) \int_0^r h_r(s) Z(s) s^{n-1} \, ds + Z(r) \int_r^{2R} h_r(s) \tilde{Z}(s) s^{n-1} \, ds - A_R Z(r)$$

(7.19)

where $A_R$ is such that $\psi_R(2R) = 0$, namely

$$A_R = Z(2R)^{-1} \tilde{Z}(2R) \int_0^{2R} h_r(s) Z(s) s^{n-1} \, ds.$$  

We observe that $\|h_r\|_{L^2(B_{2R})} \lesssim \lambda_R + e^{-\sigma R}$. Then we estimate

$$\left| \int_0^r h_r(s) Z(s) s^{n-1} \, ds \right| \leq \|Z\|_{L^2(B_{2R})} \|h_r\|_{L^2(B_{2R})} \lesssim (\lambda_R + e^{-\sigma R}) \|Z\|_{L^2(B_{2R})}$$
and
\[ \left| \int_r^{2R} h_R(s) \frac{\tilde{Z}(s)}{s^{n-1}} ds \right| \leq R^a (\lambda_R + e^{-\sigma R}). \]
Hence we have for instance,
\[ \|A_RZ\|_{L^2(B_{2R})} \lesssim R^{n-2}(\lambda_R + e^{-\sigma R}) \|Z\|_{L^2(B_{2R})}, \]
and estimating the other two terms we obtain at last, thanks to (7.16),
\[ \|\phi_R\|_{L^2(B_{2R})} \leq R^{n-2}(\lambda_R + e^{-\sigma R}) \|Z\|_{L^2(B_{2R})}. \] (7.20)
At this point we notice \( \|Z\|_{L^2(\mathbb{R}^n)} < +\infty \). This, the fact that \( \lambda_R = o(R^{2-n}) \) and relation (7.20) yield that \( \|\phi_R\|_{L^2(B_{2R})} \to 0 \). This is a contradiction and estimate (7.13) is thus proven. □

We let \( \chi(s) \) be a smooth cut-off function as in (7.17). We consider a large but fixed number \( M \) which we will fix later independently of \( R \) and define \( \chi_M(y) = \chi(|y| - M) \). Let us consider the auxiliary problem, for a general \( h(y, \tau) \),
\[ \phi_{\tau} = \Delta \phi + pU(r)^{p-1}(1 - \chi_M) \phi + h(y, \tau) \quad \text{in} \quad B_{2R} \times (\tau_0, \infty) \]
\[ \phi = 0 \quad \text{on} \quad \partial B_{2R} \times (\tau_0, \infty), \quad \phi(\cdot, 0) = 0 \quad \text{in} \quad B_{2R}, \] (7.21)
By standard parabolic theory this problem has a unique solution, which defines a linear operator of \( h \).

**Lemma 7.3.** Let \( \phi_*[h] \) denote the unique solution of Problem (7.21). If \( M \) is fixed sufficiently large, then the following estimate holds, provided that \( \tau_0 \) was chosen fixed and sufficiently large,
\[ |\phi_*[h]| \lesssim \tau^{-\nu} \|h\|_{\nu, a} \begin{cases} (1 + r)^{2-a} & \text{if } a > 2 \\ \log R & \text{if } a = 2 \\ R^{2-a} & \text{if } a < 2. \end{cases} \] (7.22)

**Proof.** Let us consider the problem
\[ \mathcal{L}_M[g] + \frac{1}{1 + r^a} = 0, \quad g'(0) = 0 = g(R), \] (7.23)
where
\[ \mathcal{L}_M[g] = g'' + \frac{n-1}{r} g' + pU^{p-1}(1 - \chi_M) g. \]
We observe that the function \( g_1(r) = Z_{n+1}(r) \sim r^{2-n} \) is an exact solution of \( \mathcal{L}(g_1) = 0 \) for \( r > M + 2 \). Let us assume that \( M \) is chosen so large that \( g'_1(M + 2) < 0, \ g_1(M + 2) > 0 \). Since, for \( r < M + 2 \) \( g_1 \), must extend as a linear combination of a constant and the fundamental solution of the Laplacian, we conclude that also \( g_1(r) \sim r^{2-n} \) as \( r \to 0 \). The second linearly independent solution \( g_2 \) with \( g_2(0) = 1 \) is constant up to \( M \) and then continues, converging to a positive constant as \( r \to \infty \). So \( g_2(r) \sim 1 \) for all \( r \). The variation of parameters formula expresses then the unique solution of Problem (7.23) as
\[ g(r) = g_2(r) \int_r^{2R} \frac{dp}{g_2^2 p^{n-1}} \int_0^p \frac{g_2(s) s^{n-1} ds}{1 + s^a}. \] (7.24)
Then letting
\[ \tilde{\phi}(r, \tau) = 2 \|h\|_{\nu, a} \tau^{-\nu} g(r) \]
and choosing \( \tau_0 \) sufficiently large in terms of \( R \), we see that \( \tilde{\phi} \) is a positive supersolution of Problem (7.21). By parabolic comparison we then have \( |\phi_*[h]| \leq \tilde{\phi} \). Finally, directly checking the asymptotic behavior of formula (7.24), estimate (7.22) readily follows. □
The Proof of Lemma 7.1.

Construction in the radial case. We shall first solve Problem (7.8) in the radial case, \( h = h_0(r) \), where \( \|h_0\|_{\nu,a} < +\infty \). Let us consider the function
\[
\tilde{h}_0 = h_0 - c_0(\tau)Z_0, \quad c_0(\tau) = \int_{B_{2R}} hZ_0
\]
and let \( \phi_*[\tilde{h}_0] \) be the solution of (7.21) as in Lemma 7.3, which is of course radial. Setting \( \phi = \phi_*[\tilde{h}_0] + \tilde{\phi} \) and \( c(\tau) = c_0(\tau) + \tilde{c}(\tau) \), Problem (7.8) gets reduced to solving
\[
\tilde{\phi}_r = \Delta \tilde{\phi} + pU(r)\tau^{-1}\tilde{\phi} + \tilde{h}_0(r,\tau) - \tilde{c}(\tau)Z_0 \quad \text{in } B_{2R} \times (\tau_0, \infty)
\]
(7.25)
\[
\tilde{\phi} = 0 \quad \text{on } \partial B_{2R} \times (\tau_0, \infty), \quad \tilde{\phi}(\cdot, \tau_0) = 0 \quad \text{in } B_{2R}.
\]
where
\[
\tilde{h}_0 = pU\tau^{-1}M\phi_*[\tilde{h}_0].
\]
The most important feature of \( \tilde{h}_0 \) is that it is radial, compactly supported with size controlled by that of \( h_0 \). In particular we have that for any \( m > 0 \),
\[
\|\tilde{h}_0\|_{m,\nu} \lesssim \|\phi_*[\tilde{h}_0]\|_{0,\nu}
\]
(7.26)
We shall next solve Problem (7.25) under the additional orthogonality constraint
\[
\int_{B_{2R}} \tilde{\phi}(\cdot, \tau) Z_0 = 0 \quad \text{for all } \tau \in (\tau_0, \infty).
\]
(7.27)
Problem (7.25)-(7.27) is equivalent to solving just (7.25) for \( \tilde{c} \) given by the explicit linear functional \( \tilde{c} := \tilde{c}[\tilde{\phi}, \tilde{h}_0] \) determined by the relation
\[
\tilde{c}(\tau) \int_{B_{2R}} Z_0^2 = \int_{B_{2R}} \tilde{h}_0(\cdot, \tau)Z_0 + \int_{\partial B_{2R}} \partial_r \tilde{\phi}(\cdot, \tau)Z_0.
\]
(7.28)
Since \( Z_0(R) = O(e^{-\gamma R}) \) for some \( \gamma > 0 \), the dependence in \( \phi \) of this functional is small for instance in an \( L^\infty-C^{1+\alpha,1}\frac{\alpha}{2} \) setting. This implies that standard linear parabolic theory together with a contraction argument apply to yield existence of a unique solution to (7.25)-(7.27) defined at all times. Next we shall elaborate further on explicit estimates on \( \tilde{\phi} \). Crucial in this endeavor is the mild coercivity estimate for the quadratic form \( Q \) in Lemma 7.2. To get the estimates, smoothness of the data can be assumed so that integrations by parts and differentiations can be carried over, and then arguing by approximations. Testing (7.25)-(7.27) against \( \tilde{\phi} \) and integrating in space, we obtain the relation
\[
\partial_\tau \int_{B_{2R}} \tilde{\phi}^2 + Q(\tilde{\phi}, \tilde{\phi}) = \int_{B_{2R}} g\tilde{\phi}, \quad g = \tilde{h}_0 - \tilde{c}(\tau)Z_0.
\]
Using the estimate in Lemma 7.2 we get that for some \( \gamma > 0 \),
\[
\partial_\tau \int_{B_{2R}} \tilde{\phi}^2 + \frac{\gamma}{R^{n-2}} \int_{B_{2R}} \tilde{\phi}^2 \lesssim R^{n-2} \int_{B_{2R}} g^2.
\]
(7.29)
We observe that from (7.28) and (7.26) for \( m = 0 \) we get that
\[
|\tilde{c}(\tau)| \leq \tau^{-\nu} \left[ \|\phi_*[\tilde{h}_0]\|_{0,\nu} + e^{-\gamma R} \|\nabla g\tilde{\phi}\|_{0,\nu} \right].
\]
Besides, using again estimate (7.26) for a sufficiently large \( m \), we get
\[
\int_{B_{2R}} g^2 \lesssim \tau^{-2\nu} \left[ \|\phi_*[\tilde{h}_0]\|_{0,\nu} + e^{-\gamma R} \|\nabla g\tilde{\phi}\|_{0,\nu} \right]^2.
\]
Using that \( \tilde{\phi}(\cdot, \tau_0) = 0 \) and Gronwall’s inequality, we readily get from (7.29) the \( L^2 \)-estimate
\[
\|\tilde{\phi}(\cdot, \tau)\|_{L^2(B_{2R})} \lesssim \tau^{-\nu} R^{n-2} K, \quad K := \left[ \|\hat{h}\|_{0, \nu} + e^{-\gamma R}\|\nabla_y \tilde{\phi}\|_{0, \nu} \right].
\] (7.30)
for all \( \tau > \tau_0 \). Now, using standard parabolic estimates in the equation satisfied by \( \tilde{\phi} \) we obtain that on any large fixed radius \( M > 0 \),
\[
\|\tilde{\phi}(\cdot, \tau)\|_{L^\infty(B_M)} \lesssim \tau^{-\nu} R^{n-2} K \quad \text{for all} \quad \tau > \tau_0.
\]
Since the data in the equation has arbitrarily fast space decay, we can dominate the solution outside \( B_M \) by a barrier of the order \( \tau^{-\nu} |y|^{2-n} \). As a conclusion, also using local parabolic estimates for the gradient, we find that
\[
|\nabla_y \tilde{\phi}(y, \tau)| + |\tilde{\phi}(y, \tau)| \lesssim \tau^{-\nu} R^{n-2} K |y|^{2-n},
\]
thus from the definition of \( K \) we finally get
\[
|\nabla_y \tilde{\phi}(y, \tau)| + |\tilde{\phi}(y, \tau)| \lesssim \tau^{-\nu} \frac{R^{n-2}}{|y|^{n-2}} \|\phi_0[h_0]\|_{0, \nu}. \tag{7.31}
\]
It clearly follows from this estimate, inequality (7.26) and Lemma 7.3 that the function
\[
\phi^0[h^0] := \tilde{\phi} + \phi_0[h_0] \tag{7.32}
\]
solves Problem (7.8) for \( h = h_0 \) and satisfies
\[
|\phi_0(y, \tau)| \lesssim \tau^{-\nu} \frac{R^{n-2}}{1 + |y|^{n-2}} \theta^0_R \|h^0\|_{\nu, a}
\]
with \( \theta^0_R \) given in (7.10). Finally, from (7.28) we see that we have that
\[
c(\tau) = \int_{B_{2R}} h Z_0 + \int_{B_{2R}} pU^{p-1} \chi_M \phi_0[h_0] Z_0 + O(e^{-\gamma R}) \|h\|_{a, \nu}.
\]
From here and applying again Lemma 7.3 we find the validity of estimate
\[
\left| c(\tau) - \int_{B_{2R}} h_0 Z_0 \right| \lesssim \tau^{-\nu} \left[ \theta^0_R \left\|h^0 - Z_0 \int_{B_{2R}} h_0 Z_0 \right\|_{\nu, a} + e^{-\gamma R} \|h_0\|_{\nu, a} \right].
\]
Hence estimates (7.9) and (7.11) hold. The construction of the solution at mode 0 is concluded.

**Construction at modes 1 to n.** Here we consider the case \( h = h^1 \) where
\[
h^1(y, \tau) = \sum_{j=1}^n h_j(r, \tau) \Theta_j.
\]
The function
\[
\phi^1[h^1] := \sum_{j=1}^n \phi_j(r, \tau) \Theta_j. \tag{7.33}
\]
solves the initial-boundary value problem
\[
\phi_r = \Delta \phi + pU(y)^{p-1} \phi + h^1(y, \tau) \quad \text{in} \ B_{2R} \times (\tau_0, \infty) \tag{7.34}
\]
\[
\phi = 0 \quad \text{on} \ \partial B_{2R} \times (\tau_0, \infty), \quad \phi(\cdot, \tau_0) = 0 \quad \text{in} \ B_{2R}.
\]
We shall estimate this solution. The functions \( \phi_j(r, \tau) \) solve
\[
\partial_{r} \phi_j \ = \ L_1[\phi_j] + h_j(r, \tau) \quad \text{in} \ (0, 2R) \times (\tau_0, \infty) \tag{7.35}
\]
\[
\partial_{r} \phi_j(0, \tau) = 0 = \phi_j(R, \tau) \quad \text{for all} \ \tau \in (\tau_0, \infty), \quad \phi_j(r, \tau_0) = 0 \quad \text{for all} \ r \in (0, R),
\]
where
\[ \mathcal{L}_1[\phi_j] := \partial_{rr}\phi_j + (n - 1)\frac{\partial_r \phi_j}{r} - (n - 1)\frac{\phi_j}{r^2} + pU(r)p^{-1}\phi_j. \] (7.36)

Let us assume that \( \|h_j\|_{a, \nu} < +\infty \), so that
\[ |h^1(r, \tau)| \leq \tau^{-\nu}\|h^1\|_{a, \nu}(1 + r)^{-a}. \]

Let us consider the solution of the stationary problem
\[ \mathcal{L}_1[\phi] + (1 + r)^{-a} = 0 \]
given by the variation of parameters formula
\[ \tilde{\phi}(r) = Z(r) \int_{r}^{2R} \frac{1}{\rho^{n-1}Z(\rho)^2} \int_{0}^{\rho} (1 + s)^{-a}Z(s)s^{n-1} ds \]
where \( Z(r) = w_r(r) \). Since \( w_r(r) \sim r^{1-n} \) for large \( r \), we find the estimate
\[ |\tilde{\phi}(r)| \lesssim \frac{R^n\theta_R^1}{1 + r^{n-1}}. \]

where \( \theta_R^1 \) is precisely the number defined in (7.10). Then, provided that \( \tau_0 \) was chosen sufficiently large, the function \( 2\|h_j\|_{a, \nu}\tau^{-\nu}\tilde{\phi}(r) \) is a positive supersolution of Problem (7.35) and thus we find
\[ |\phi_j(r, \tau)| \lesssim \tau^{-\nu}\frac{R^n\theta_R^1}{1 + r^{n-1}}\|h_j\|_{a, \nu}. \]

Hence \( \phi^1[h^1] \) given by (7.33) satisfies
\[ |\phi^1[h^1](y, \tau)| \lesssim \frac{R^n\theta_R^1}{1 + |y|^{n-1}}\|h^1\|_{a, \nu}. \]

so that estimate (7.11) is satisfied by this function.

**The case of higher modes.** We consider now the case
\[ h = h^\perp = \sum_{j=n+1}^{\infty} h_j(r)\Theta_j \]
and the problem
\[ \phi_r = \Delta \phi + pU(y)p^{-1}\phi + h^\perp \quad \text{in } B_{2R} \times (\tau_0, \infty) \]
\[ \phi = 0 \quad \text{on } \partial B_{2R} \times (\tau_0, \infty), \quad \phi(\cdot, \tau_0) = 0 \quad \text{in } B_{2R}, \]
whose solution has the form
\[ \phi^\perp = \sum_{j=n+1}^{\infty} \phi_j(r, \tau)\Theta_j \]

Our first claim is that for \( \phi^\perp \in H^1_0(B_{2R}) \) we have the coercivity estimate for the quadratic form (7.12)
\[ \int_{B_{2R}} \frac{|\phi^\perp|^2}{r^2} \lesssim Q(\phi^\perp, \phi^\perp) \] (7.38)

Indeed, we can decompose
\[ Q(\phi^\perp, \phi^\perp) = c \sum_{j=n+1}^{\infty} Q_j(\phi_j, \phi_j) \]
where
\[ Q_j(\psi, \psi) = \int_0^{2R} \left[ |\psi'|^2 - pw^{p-1}\psi^2 + \mu_j \psi^2 \right] r^{n-1} dr, \]
and \( \mu_j = \ell(n - 2 + \ell) \) for some \( \ell \geq 2 \). It follows that
\[ Q_j(\phi_j, \phi_j) \geq Q_1(\phi_j, \phi_j) + (n + 1) \int_0^{2R} \frac{\phi_j^2}{r^2} r^{n-1} dr. \tag{7.39} \]
But we have, \( Q_1(\phi_j, \phi_j) \geq 0 \). In fact, writing \( \phi_j = w_r \psi_j \) we get the identity
\[ Q_1(\phi_j, \phi_j) = \int_0^{2R} |\psi'|^2 w_r^2 r^{n-1} dr \geq 0 \]
Hence, after addition of the terms in \( (7.39) \) we get
\[ Q(\phi^1, \phi^1) \geq c \sum_{j=n+1}^{\infty} \int_0^{2R} \frac{\phi_j^2}{r^2} r^{n-1} dr = c \int_{B_{2R}} \frac{|\phi^1|^2}{r^2}. \]
and thus estimate \( (7.38) \) holds. Let \( \phi_*[h^\perp] \) be the solution in Lemma 7.3. Then \( \phi_*[h^\perp] \) only has components in spherical harmonics \( \Theta_j \) with \( j \geq 2 \). By writing \( \phi = \phi_*[h^\perp] + \tilde{\phi} \), Problem \( (7.37) \) reduces to solving
\[ \tilde{\phi}_r = \Delta \tilde{\phi} + pU(y)^{p-1} \tilde{\phi} + \tilde{h} \quad \text{in } B_{2R} \times (\tau_0, \infty) \tag{7.40} \]
\[ \tilde{\phi} = 0 \quad \text{on } \partial B_{2R} \times (\tau_0, \infty), \quad \tilde{\phi}(\cdot, \tau_0) = 0 \quad \text{in } B_{2R}, \]
where
\[ \tilde{h} = pU(y)^{p-1} \chi_M \phi_*[h^\perp], \]
for a sufficiently large \( M \). Arguing as in \( (7.29) \) we now get
\[ \partial_r \int_{B_{2R}} \tilde{\phi}^2 + c \int_{B_{2R}} \frac{|\tilde{\phi}|^2}{r^2} \leq \int_{B_{2R}} |y|^2 |\tilde{h}|^2. \tag{7.41} \]
Similarly to \( (7.30) \), using the estimates for in Lemma 7.3 we get
\[ \| |y|^{-1}\tilde{\phi}(\cdot, \tau)\|_{L^2(B_{2R})} \lesssim \tau^{-\nu} \theta_R^0 \|h\|_{a,\nu} \tag{7.42} \]
where \( \theta_R^0 \) is defined in \( (7.10) \). From elliptic estimates we then get that
\[ \|\tilde{\phi}(\cdot, \tau)\|_{L^\infty(B_{2R})} \lesssim \tau^{-\nu} \theta_R^0 \|h^\perp\|_{a,\nu}. \quad \text{for all } \tau > \tau_0, \]
so that with the aid of a barrier we obtain
\[ |\tilde{\phi}(y, \tau)| \lesssim \tau^{-\nu} \theta_R^0 \|h^\perp\|_{a,\nu} (1 + |y|)^{2-n}. \]
It follows that the function
\[ \phi^1[h^\perp] := \tilde{\phi} + \phi_*[h^\perp] \tag{7.43} \]
satisfies
\[ |\phi^1[h^\perp](y, \tau)| \lesssim \tau^{-\nu} \left[ \theta_R^0 (1 + |y|)^{2-n} + (1 + |y|)^{\nu} \right] \|h^\perp\|_{a,\nu} \quad \text{in } B_{2R}. \]
Conclusion. We simply let
$$\phi[h] := \phi^0[h^0] + \phi^1[h^1] + \phi^\perp[h^\perp]$$
for the functions defined in (7.32), (7.33), (7.43). By construction, \(\phi[h]\) solves Equation (7.8). It defines a linear operator of \(h\) and satisfies the conclusions of Lemma 7.1. The proof is concluded.

**Proof of Proposition 7.2.** As in the proof of Lemma 7.1 we decompose \(h\) in modes,
$$h = h^0 + h^1 + h^\perp,$$
and define separately associated solutions of (7.5) in a decomposition \(\phi = \phi^0 + \phi^1 + \phi^\perp\).

For a bounded radial \(h = h(|y|)\) defined in \(B_{2R}\) with \(\int_{B_{2R}} hZ_{n+1} = 0\) the equation
$$\Delta H + pU^{p-1} H + \tilde{h}_0(|y|) = 0 \quad \text{in } \mathbb{R}^n, \quad H(y) \to 0 \quad \text{as } |y| \to \infty$$
where \(\tilde{h}\) designates the extension of \(h_0\) as zero outside \(B_{2R}\), has a solution \(H =: L_0^{-1}[h]\) represented by the variation of parameters formula
$$H(r) = \tilde{Z}(r) \int_r^\infty \tilde{h}(s) s^{n-1} ds + Z(r) \int_r^\infty \tilde{h}(s) \tilde{Z}(s) s^{n-1} ds$$
(7.44)
where \(Z = Z_{n+1}(r)\), and \(\tilde{Z}(r)\) is a suitable second linearly independent radial solution of \(L_0[\tilde{Z}] = 0\).

If we consider a function \(h_0 = h_0(|y|, \tau)\) defined in \(B_{2R}\) with \(\|h_0\|_{2+a, \nu} < +\infty\) and \(\int_{B_{2R}} h_0 Z_{n+1} = 0\) for all \(\tau\), then \(H = L_0^{-1}[h_0(\cdot, \tau)]\) satisfies the estimate
$$\|H_0\|_{a, \nu} \lesssim \|h_0\|_{2+a, \nu}. $$

Let us consider the boundary value problem in \(B_{3R}\)
$$\Phi_{r} = \Delta \Phi + pU(y)^{p-1} \Phi + H_0(|y|, \tau) - c_0(\tau) Z_0 \quad \text{in } B_{3R} \times (\tau_0, \infty)$$
$$\Phi = 0 \quad \text{on } \partial B_{3R} \times (\tau_0, \infty), \quad \Phi(\cdot, \tau_0) = 0 \quad \text{in } B_{3R}.$$  
(7.45)

Invoking Lemma 7.1 we find a radial solution \(\Phi_0[h_0]\) to this problem, which defines a linear operator of \(h_0\) and satisfies the estimates
$$|\Phi_0(y, \tau)| \lesssim \frac{\tau^{-\nu} R^{n-2}}{1 + |y|^{n-2} R^{2-a}} \|H_0\|_{\nu, a}, $$
(7.46)
where for some \(\gamma > 0\)
$$\left|c_0(\tau) - \int_{B_{2R}} H_0 Z_0\right| \lesssim \tau^{-\nu} \left[ R^{2-a} \left\|H_0 - Z_0 \int_{B_{2R}} H_0 Z_0\right\|_{\nu, a} + e^{-\gamma R} \|h_0\|_{\nu, 2+a}\right].$$
(7.47)

At this point we observe that since \(L_0[Z_0] = \lambda_0 Z_0\) then
$$\lambda_0 \int_{B_{2R}} H_0 Z_0 = \int_{B_{2R}} H_0 L_0[Z_0] = \int_{B_{2R}} L_0[H_0] Z_0 + \int_{\partial B_{2R}} (Z_0 \partial_\nu H_0 - H_0 \partial_\nu Z_0),$$
and hence
$$\int_{B_{2R}} H_0 Z_0 = \lambda_0^{-1} \int_{B_{2R}} h_0 Z_0 + O(e^{-\gamma R} \tau^{-\nu} \|h_0\|_{2+a, \nu}).$$
Also, from the definition of the operator $L_0^{-1}$ we see that $Z_0 = \lambda_0 L_0^{-1} |Z_0|$. Thus

$$
\left\| H_0 - Z_0 \int_{\mathbb{R}^2} H_0 Z_0 \right\|_{\nu, a} \leq \left\| L_0^{-1} \left[ h_0 - \lambda_0 Z_0 \int_{\mathbb{R}^2} H_0 Z_0 \right] \right\|_{\nu, a} + e^{-\gamma R} \| h_0 \|_{\nu, 2+a}.
$$

Let us fix now a vector $e$ with $|e| = 1$, a large number $\rho > 0$ with $\rho \leq 2R$ and a number $\tau_1 \geq \tau_0$. Consider the change of variables

$$
\Phi(\rho z, t) := \Phi(\rho e + \rho z, \tau_1 + \rho^2 t), \quad H_\rho(z, t) := \rho^2 \left[ H_0(\rho e + \rho z, \tau_1 + \rho^2 t) - c_0(\tau_1 + \rho^2 t)Z_0(\rho e + \rho z) \right].
$$

Then $\Phi_\rho(z, t)$ satisfies an equation of the form

$$
\partial_t \Phi_\rho = \Delta \Phi_\rho + B_\rho(z, t) \Phi_\rho + H_\rho(z, t) \quad \text{in} \quad B_1(0) \times (0, 2),
$$

where $B_\rho = O(\rho^{-2})$ uniformly in $B_2(0) \times (0, \infty)$. Standard parabolic estimates yield that for any $0 < \alpha < 1$

$$
\| \nabla \Phi_\rho \|_{L^\infty(B_1(0) \times (1, 2))} \lesssim \| \Phi_\rho \|_{L^\infty(B_1(0) \times (0, 2))} + \| H_\rho \|_{L^\infty(B_1(0) \times (0, 2))}.
$$

Moreover

$$
\| H_\rho \|_{L^\infty(B_1(0) \times (0, 2))} \lesssim \rho^{2-a} \tau_1^{-\nu} \| H_0 \|_{a, \nu}, \quad \| \Phi_\rho \|_{L^\infty(B_1(0) \times (0, 2))} \lesssim \tau_1^{-1} K(\rho)
$$

where

$$
K(\rho) = \frac{R^{n-2}}{\rho^{n-2}} R^{2-a} \| h^0 \|_{\nu, a} \quad (7.48)
$$

This yields in particular that

$$
\rho |\nabla_y \Phi(\rho e, \tau_1 + \rho^2)| = |\nabla \tilde{\Phi}(0, 1)| \lesssim \tau_1^{-\nu} K(\rho).
$$

Hence if we choose $\tau_0 \geq R^2$, we get that for any $\tau > 2\tau_0$ and $|y| \leq 3R$

$$
(1 + |y|) |\nabla_y \Phi(y, \tau)| \lesssim \tau^{-\nu} K(|y|) \quad (7.49)
$$

We obtain that these bounds are as well valid for $\tau < 2\tau_0$ by the use of similar parabolic estimates up to the initial time (with condition 0).

Now, we observe that the function $H_0$ is of class $C^1$ in the variable $y$ and $\| \nabla_y H_0 \|_{1+a, \nu} \leq \| h^0 \|_{2+a, \nu}$. It follows that we have the estimate

$$
(1 + |y|^2) |D^2 \Phi(y, \tau)| \lesssim \tau^{-\nu} K(|y|)
$$

for all $\tau > \tau_0, \ |y| \leq 2R$. where $K$ is the function in (7.48). The proof follows simply by differentiating the equation satisfied by $\Phi$, rescaling in the same way we did to get the gradient estimate, and apply the bound already proven for $\nabla_y \Phi$.

$$
(1 + |y|^2) |D^2 \Phi(y, \tau)| + (1 + |y|) |\nabla \Phi(y, \tau)| + |\Phi(y, \tau)|
\lesssim \tau^{-\nu} \| h^0 \|_{2+a, \nu} \frac{R^{n-2}}{1 + |y|^{n-2}} \quad \text{in} \ B_{2R}.
$$

This yields in particular

$$
|L_0[\Phi](\cdot, \tau)| \lesssim \tau^{-\nu} \| h^0 \|_{2+a, \nu} \frac{R^{n-2}}{1 + |y|^{n}} \quad \text{in} \ B_{2R}.
$$

We define

$$
\phi^0[h_0] := L_0[\Phi] \big|_{B_{2R}}.
$$
Then \( \phi^0[h_0] \) solves Problem (7.5) with
\[
c(\tau) := \lambda_0 c_0(\tau).
\] (7.50)

\( \phi^0[h_0] \) satisfies the estimate
\[
|\phi^0[h_0](y, \tau)| \lesssim \tau^{-\nu}\|h_0\|_{2+a, \nu} \frac{R^n}{1 + |y|^n} R^{-a} \text{ in } B_{2R}.
\] (7.51)

and from (7.47), estimate (7.6) holds too.

**The construction for modes 1 to n.** We consider now
\[
h^1(y, \tau) = \sum_{j=1}^{n} h_j(r, \tau) \Theta_j
\]
with \( \|h^1\|_{\nu, 2+a} < +\infty \) that satisfies for all \( i = 1, \ldots, n \)
\[
\int_{B_{2R}} h^1 Z_i = 0 \quad \text{for all } \tau \in (\tau_0, \infty).
\] (7.52)

We will show that there is a solution
\[
\phi^1[h^1] = \sum_{j=1}^{n} \phi_j(r, \tau) \Theta_j\left(\frac{y}{r}\right)
\]
to Problem (7.5) for \( h = h^1 \), which define a linear operator of \( h^1 \) and satisfies the estimate
\[
|\phi^1(y, \tau)| \lesssim \frac{R^{n+1}}{1 + |y|^{n+1}} R^{-a}\|h\|_{\nu, 2+a}.
\] (7.53)

The construction is similar to that of \( \phi^0 \). Let us fix \( 1 \leq j \leq n \). For a function \( h = h_j(r) \Theta_j(\frac{y}{r}) \) defined in \( B_{2R} \), we let \( H = L_0^{-1}[h] := H_j(r) \Theta_j(\frac{y}{r}) \) be the solution of the equation
\[
\Delta H + pU^p - 1 H + \bar{h}_j \Theta_j = 0 \quad \text{in } \mathbb{R}^n, \quad H(y) \to 0 \quad \text{as } |y| \to \infty
\]
where \( \bar{h}_j \) designates the extension of \( h_j \) as zero outside \( B_{2R} \), represented by the variation of parameters formula
\[
H_j(r) = w_r(r) \int_r^{2R} \frac{1}{\rho^{n-1} w_r(\rho)^2} \int_{\rho}^{\infty} \bar{h}_j(s) w_r(s) s^{n-1} ds
\]
If we consider a function \( h^j = h_j(r, \tau) \Theta_j \) defined in \( B_{2R} \) with \( \|h^j\|_{2+a, \nu} < +\infty \) and \( \int_{B_{2R}} h^j Z_j = 0 \) for all \( \tau \), then \( H_j = L_0^{-1}[h^j(\cdot, \tau)] \) satisfies the estimate
\[
\|H_j\|_{a, \nu} \lesssim \|h_j\|_{2+a, \nu}.
\]

Let us consider the boundary value problem in \( B_{3R} \)
\[
\Phi_\tau = \Delta \Phi + pU(y)^{p-1} \Phi + H_j(r) \Theta_j(y) \quad \text{in } B_{3R} \times (\tau_0, \infty)
\] (7.54)
\[
\Phi = 0 \quad \text{on } \partial B_{3R} \times (\tau_0, \infty), \quad \Phi(\cdot, \tau_0) = 0 \quad \text{in } B_{3R}.
\]

Invoking Lemma 7.1 we find a solution \( \Phi_j[h] \) to this problem, which defines a linear operator of \( h_j \) and satisfies the estimates
\[
|\Phi_j(y, \tau)| \lesssim \tau^{-\nu} \frac{R^n}{1 + |y|^{n-1}} R^{1-a} \|h_j\|_{2+a, \nu},
\] (7.55)
Arguing by scaling and parabolic estimates, we find as in the construction for mode 0,

\[ |L[\Phi_j](\cdot, \tau)| \lesssim \tau^{-\nu} \|h\|_{2+\alpha, \nu} R^{n+1-a} \frac{R^{n+1}}{1 + |y|^{n+1}} \quad \text{in } B_{2R}. \]

We define

\[ \phi_j[h_j] := L[\Phi_j] \bigg|_{B_{2R}}. \]

Then \( \phi_j[h] \) solves the equation (7.5) and satisfies

\[ |\phi_j[h_j](y, \tau)| \lesssim \tau^{-\nu} \|h_j\|_{2+\alpha, \nu} R^{n+1} R^{-a} \quad \text{in } B_{2R}. \]

We then define

\[ \phi^1[h^1] := \sum_{j=1}^n \phi_j[h_j] \Theta_j. \quad (7.56) \]

This function solves (7.5) for \( h = h^1 \) and satisfies

\[ |\phi^1[h^1](y, \tau)| \lesssim \tau^{-\nu} \|h_j\|_{2+\alpha, \nu} R^{n+1} R^{-a} \quad \text{in } B_{2R}. \quad (7.57) \]

**Higher modes.** Now, for

\[ h = h^\bot = \sum_{j=n+1}^\infty h_j(r) \Theta_j \]

we let \( \phi^\bot[h^\bot] \) be just the unique solution of the problem

\[ \phi_\tau = \Delta \phi + pU(y)^{p-1} \phi + h^\bot \quad \text{in } B_{2R} \times (\tau_0, \infty) \quad (7.58) \]

\[ \phi = 0 \quad \text{on } \partial B_{2R} \times (\tau_0, \infty), \quad \phi(\cdot, \tau_0) = 0 \quad \text{in } B_{2R}, \]

which is estimated, according to Lemma 7.1 as

\[ |\phi^\bot[h^\bot](y, \tau)| \lesssim \tau^{-\nu} \|h^\bot\|_{a, \nu} R^{1/2} \quad \text{in } B_{2R}. \quad (7.59) \]

**Conclusion.** We just let

\[ \phi[h] := \phi^0[h^0] + \phi^1[h^1] + \phi^\bot[h^\bot] \]

be the functions constructed above. According to estimates (7.51), (7.57) and (7.59) we find that this function solves Problem (7.5) for \( c(\tau) \) given by (7.28), with bounds (7.3) and (7.6) as required. The proof is concluded. \( \square \)
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