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Abstract. We construct a family of partially hyperbolic skew-product diffeomorphisms on $T^3$ that are robustly transitive and admit two physical measures with intermingled basins. In particular, all these diffeomorphisms are not topologically mixing. Moreover, every such example exhibits a dichotomy under perturbation: every perturbation of such example either has a unique physical measure and is robustly topologically mixing, or has two physical measures with intermingled basins.

1. Introduction. Let $M$ be a compact Riemannian manifold of dimension $d$, and $f : M \to M$ a diffeomorphism. We call an $f$-invariant Borel probability measure $\mu$ a physical measure if the set $B(\mu)$ defined as

$$B(\mu) = \{ x \in M : \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \varphi(f^i(x)) = \int \varphi \, d\mu, \text{ for all } \varphi \in C^0(M) \}$$

has positive Lebesgue measure. The set $B(\mu)$ is called the basin of $\mu$. These notions were introduced by Sinai in [28], where it was proved the existence of physical measures for Anosov diffeomorphisms. Subsequently, in [27] and [12], Bowen and Ruelle showed that for hyperbolic diffeomorphisms and flows, there exist a finite number of physical measures whose basins are all essentially open (i.e., open modulo a set of null Lebesgue measure), and the union of these basins covers a full Lebesgue measure subset of the ambient manifold. For non-hyperbolic diffeomorphisms, in [25] Palis conjectured that every system can be approximated by systems with a finite number of physical measures whose basins unite to cover a full Lebesgue measure subset of the whole manifold. In this term, as a positive step, in [11] and [2], Alves, Bonatti and Viana proved the existence and finiteness of physical measures for a large class of non-hyperbolic diffeomorphisms, namely partially hyperbolic systems with mostly contracting or mostly expanding center.

For hyperbolic systems, basins of physical measures are essentially open. However, the boundaries of the basins are often fractal sets (e.g., see [22]). In [20], Kan constructed for the first time examples of partially hyperbolic endomorphisms defined on the 2-dimensional cylinder with exactly two physical measures whose
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basins are **intermingled**. Here we say two physical measures $\mu$ and $\nu$ have **intermingled basins** or their basins are **intermingled** if for any open set $U$ in the manifold, we have $\text{Leb}(B(\mu) \cap U) > 0$ and $\text{Leb}(B(\nu) \cap U) > 0$.

Kan’s examples robustly admit two physical measures with intermingled basins within boundary preserving systems. His construction was extended by Ilyashenko, Kleptsyn and Saltykov [19]. Kan also constructed partially hyperbolic examples on the thickened torus with two physical measures whose basins are intermingled. Then in [21], Kleptsyn and Saltykov proved that the boundaries of basins of physical measures in Kan’s examples have Hausdorff dimension strictly smaller than the dimension of the phase space.

One would ask whether there exist more than two physical measures with their basins intermingled. In [14], Dolgopyat, Viana and Yang constructed examples on $T^2 \times S^2$ admitting arbitrarily finitely many physical measures with intermingled basins. And recently, Bonatti and Potrie ([10]) give examples on $T^3$ with arbitrarily finitely many physical measures whose basins are intermingled. Bonatti–Potrie’s examples are partially hyperbolic but not strongly partially hyperbolic, that is, the center stable bundle $E^{cs}$ can not be split to two invariant subbundles, which is different from the previous examples.

It is well known that Kan’s examples can be extended to boundaryless manifolds such as $T^3$, following the same arguments. In this case, however, Ures and Vasquez proved recently in [29] that Kan’s examples can not be robust. In fact, they proved for $C^r (r \geq 2)$ partially hyperbolic, dynamically coherent diffeomorphisms of $T^3$ with compact center leaves, if two physical measures are intermingled, then both of them are supported in periodic tori which are $s,u$-saturated. Thus these systems can not be accessible, and the number of physical measures with intermingled basins can not be larger than two. Recall that in [13], Burns, Hertz, Hertz, Talitskaya and Ures proved that accessibility property is $C^1$ open and $C^\infty$ dense among partially hyperbolic diffeomorphisms with one-dimensional center. This implies that partially hyperbolic diffeomorphisms on $T^3$ with intermingled basins can not form a $C^r$ open set.

It’s also a natural question to ask whether Kan’s examples can be transitive or robustly transitive. In Chapter 11 of [9], it is showed that with two more assumptions, Kan’s examples on 2-dimensional cylinder can be transitive. And recently, in [24], Okunev proved that for the set of $C^r$ partially hyperbolic diffeomorphisms which are skew products over transitive Anosov diffeomorphisms and fibered by $S^1$, there exists a residual subset $R$, such that for every $f \in R$ either it is transitive or its non-wandering set has zero Lebesgue measure.

In this paper, we append some extra constructions to Kan’s examples on $T^3$, which lead them to be robustly transitive. First, we need to give the precise definitions of Kan’s examples on $T^2 \times [0,1]$ and $T^3 = T^2 \times S^1$, where in this paper $S^1$ will be identified with $\mathbb{R}/2\mathbb{Z}$. These definitions were abstracted from Kan’s original examples (see [9]), which will guarantee the existence of two physical measures with intermingled basins. In this paper, we will use Diff$^{1+}(M)$ to denote the set of diffeomorphisms on $M$ with Hölder derivative.

**Definition 1.1.** Let $M = T^2 \times [0,1]$, $K \in \text{Diff}^{1+}(M)$ is called a Kan’s example if it is a skew product diffeomorphism $K(x, \theta) = (Ax, \phi(x, \theta))$, where $A : T^2 \rightarrow T^2$ is a hyperbolic automorphism with two fixed points $r, s$, and $\phi : M \rightarrow [0,1]$ is $C^{1+}$, satisfying the following conditions:

(K1) For every $x \in T^2$, $\phi(x, 0) = 0$ and $\phi(x, 1) = 1$. 

K2} The map $\phi(r, \cdot)$ (resp. $\phi(s, \cdot)$) is Morse-Smale and has exactly two fixed points, a source (resp. sink) at $\theta = 1$ and a sink (resp. source) at $\theta = 0$.

(K3) For every $(x, \theta) \in M$, $\|A^{-1}\|^{-1} \log \|\partial_x \phi(x, \theta)\| < \|A\|$. 

(K4) $\int_{T^2} \log \|\partial_x \phi(x, 0)\| dx < 0$ and $\int_{T^2} \log \|\partial_x \phi(x, 1)\| dx < 0$.

The set of $C^1$-Kan’s examples on $T^2 \times [0, 1]$ will be denoted by $\mathcal{K}^1(T^2 \times [0, 1])$.

For the boundaryless case, we have naturally the following definition (see also [29]).

**Definition 1.2.** Let $M = T^3 = T^2 \times S^1$, $K \in Diff^1(M)$ is called a Kan’s example if it is a skew product diffeomorphism $K(x, \theta) = (\mathcal{A}x, \phi(x, \theta))$, where $\mathcal{A} : T^2 \to T^2$ is a hyperbolic automorphism with two fixed points $r, s$, and $\phi : M \to S^1$ is $C^1$, satisfying the following conditions:

(K1) For every $x \in T^2$, $\phi(x, 0) = 0$ and $\phi(x, 1) = 1$.

(K2) The map $\phi(r, \cdot)$ (resp. $\phi(s, \cdot)$) is Morse-Smale and has exactly two fixed points, a source (resp. sink) at $\theta = 1$ and a sink (resp. source) at $\theta = 0$.

(K3) For every $(x, \theta) \in M$, $\|A^{-1}\|^{-1} \log \|\partial_x \phi(x, \theta)\| < \|A\|$. 

(K4) $\int_{T^2} \log \|\partial_x \phi(x, 0)\| dx < 0$ and $\int_{T^2} \log \|\partial_x \phi(x, 1)\| dx < 0$.

The set of $C^1$-Kan’s examples on $T^3$ will be denoted by $\mathcal{K}^1(T^3)$.

Noting that Kan’s aim is to show the existence of intermingled property, we may generalize Kan’s examples as in [29] to the following Kan–like diffeomorphisms.

**Definition 1.3** (Kan–like diffeomorphisms). Let $M$ be a compact Riemannian manifold. A $C^1$-partially hyperbolic diffeomorphism $f : M \to M$ is called a Kan–like diffeomorphism if it admits at least two hyperbolic physical measures such that their basins are intermingled. The set of Kan–like diffeomorphisms is denoted by $\mathcal{K}^1(M)$.

We have mentioned that a beautiful description of Kan–like diffeomorphisms on $T^3$ has been given in [29], i.e., every partially hyperbolic Kan–like diffeomorphism on $T^3$ must admit two $s, u$-saturated periodic tori as supports of physical measures.

Our example is $C^\infty$, and can be got by an arbitrarily small perturbation of $\mathcal{A} \times (-\text{Id}_{S^1})$, where $\mathcal{A}$ is a hyperbolic automorphism on $T^2$, and $\text{Id}_{S^1}$ is an orientation reversing isometry on $S^1 = \mathbb{R}/2\mathbb{Z}$, which admits 0 and 1 (≡ −1) as two fixed points.

**Theorem 1.4.** Let $\mathcal{A} : T^2 \to T^2$ be a hyperbolic automorphism with two fixed points. Then there exists a $C^\infty$-arc $\{K_t\}_{t \in [0, 1]}$ of $C^\infty$ diffeomorphisms on $T^3 = T^2 \times S^1$, such that

1. $K_0 = \mathcal{A} \times (-\text{Id}_{S^1})$.
2. For every $t \in (0, 1]$, $K_t \in \mathcal{K}^1(T^3)$ has two physical measures with intermingled basins and is $C^1$-robustly transitive, but not topologically mixing.

Moreover, for every $t \in (0, 1]$, there exists a $C^1$-neighborhood $U_t$ of $K_t$, such that for every $g \in U_t \cap \text{Diff}^1(T^3)$,

- either $g$ has two physical measures with intermingled basins, and hence $g \in \mathcal{K}^1(T^3)$,
- or $g$ has a unique physical measure and $g$ is $C^1$-robustly topologically mixing.

**Remark 1.** A diffeomorphism is $C^r$-robustly transitive if it has a $C^r$-neighborhood consisting of transitive diffeomorphisms. All the known examples of $C^1$-robustly transitive diffeomorphisms are topologically mixing. So our example is the first $C^1$-robustly transitive diffeomorphism that are not topologically mixing, which gives a negative answer to a question in [1].
Remark 2. We would like to point out that if \( f \in \mathcal{X}^1(T^3) \) preserves the orientation of the center fibers, then \( f \) cannot be robustly chain transitive. To see this, notice that there are two open sets \( U = T^2 \times (-1,0) \) and \( V = T^2 \times (0,1) \) that are both \( f \)-invariant. Define \( \mathcal{X} \) to be a Morse–Smale vector field on \( S^1 \) with a unique sink at \( \theta = -0.5 \) and a unique source at \( \theta = 0.5 \). Then \( f_t = (\text{Id}_{T^2} \times X_t) \circ f \) is a family of diffeomorphisms isotopic to \( f \), such that \( f_t(U) \subset U \) for every \( t > 0 \). This means that \( U \) is a trapping region of \( f_t \) for every \( t > 0 \), and it follows that \( f_t \) is not chain transitive.

To prove Theorem 1.4, we will firstly give the constructions in Section 3, and then prove the corresponding properties via a sequence of propositions in Section 4. In Proposition 5, we prove the examples we constructed are robustly transitive. In Proposition 7, we prove that if the perturbed system has two physical measures, then their basins are intermingled. And in Proposition 11, we prove that if the perturbed system has a unique physical measure, then the system is robustly topologically mixing. Instead of proving Proposition 7, we actually prove the following theorem which is more general than Proposition 7.

**Theorem 1.5.** For any \( f \in \mathcal{X}^1(T^3) \), there exists a \( C^1 \) neighborhood \( U \) of \( f \), such that for any \( g \in U \cap \text{Diff}^1(T^3) \), if \( g \) has more than one physical measures, then \( g \in \mathcal{X}^1(T^3) \).

**Remark 3.** Generally, this theorem doesn’t work for \( f \in \mathcal{X}^1(T^3) \) since our proof of Theorem 1.5 relies on property (K2) in the definition of Kan’s examples.

Another byproduct of our main result is the following corollary.

**Corollary.** There exists a partially hyperbolic skew product diffeomorphism \( g \in \text{Diff}^\infty(T^3) \) such that \( g \) is robustly topologically mixing, but neither the stable nor the unstable foliation of \( g \) is minimal.

**Remark 4.** Since \( g \) in the above corollary is a skew product diffeomorphism over a linear Anosov automorphism of the torus, it must have normally hyperbolic periodic center compact leaves. Moreover, \( g \) can also be constructed such that it preserves the orientation of all three invariant bundles of \( g \)’s partially hyperbolic splitting (see Remark 9). However, for an open dense subset of such kind systems, Theorem 1.6 of [8] showed that both the stable and the unstable foliations are robustly minimal.

Notice that Kan constructed in [20] an endomorphism on the cylinder admitting two physical measures with intermingled basins. One can define Kan’s map on the cylinder like Definition 1.1 (see [9]). Recently, Gan and Shi [15] proved that all these Kan’s maps are robustly transitive in the setting of boundary preserving case.

**Outline of the paper:** Our main results are all stated in Section 1. In Section 2, we recall some materials that will be necessary for the proofs. In Section 3, we show how to construct the examples we need. The core step of this section is the construction of blender-horseshoes, which is kind of technical and complicated. The readers could skip this part for the first reading, because we will summarize the main properties of our examples at the beginning of Section 4. Finally in the remaining of Section 4, we will give the proofs of our results.

2. **Preliminaries.** In this section, we will give some definitions and notations that will be used in this paper. Firstly, we will introduce the definition of Gibbs \( u \)-states,
which was introduced in [26], and has been proved to be a powerful tool for studying physical measures. Then, we will define a special class of diffeomorphisms, now called systems with mostly contracting center. These systems are firstly introduced and studied by Bonatti and Viana [11]. In a word, they have shown the existence and finiteness of physical measures for such systems.

Secondly, we will give a brief introduction to blender-horseshoes and blenders. The conception of blenders was firstly introduced by Bonatti and Díaz [5], and it has been proved to be a remarkable idea and a powerful tool for proving persistence of cycles and transitivity (see [5, 6]). Then in [7], they raise another conception, called blender-horseshoes, and prove it to be a special class of blenders.

2.1. Gibbs $u$-states and systems with mostly contracting center. Given a compact Riemannian manifold $M$, a diffeomorphism $f : M \to M$ is called partially hyperbolic if the tangent bundle admits a dominated splitting $TM = E^s \oplus E^c \oplus E^u$, such that $Df|_{E^s}$ is uniformly contracting, $Df|_{E^u}$ is uniformly expanding and $Df|_{E^c}$ lies between them:

$\|Df|_{E^s}(x)\| < \|Df^{-1}|_{E^c}(f(x))\|^{-1}$, $\|Df|_{E^u}(x)\| < \|Df^{-1}|_{E^u}(f(x))\|^{-1}$, for all $x \in M$.

The stable bundle $E^s$ and unstable bundle $E^u$ are automatically integrable: there exists a unique foliation $\mathcal{F}^u$ (resp. $\mathcal{F}^s$) tangent to $E^u$ (resp. $E^s$) at every point. $\mathcal{F}^u$ and $\mathcal{F}^s$ are called unstable foliation and stable foliation, respectively. A subset $\Lambda$ of $M$ is called s-saturated (resp. s-saturated) if it consists of entire strong unstable (resp. strong stable) leaves. Any compact dim $E^u$ dimensional disk embedded in a leaf of $\mathcal{F}^u$ is called a $u$-disk.

An $f$-invariant probability measure $\mu$ is called a Gibbs $u$-state if the conditional probabilities of $\mu$ along $\mathcal{F}^u$ are absolutely continuous with respect to the Lebesgue measures on the leaves.

The following proposition summarizes the basic properties of Gibbs $u$-states.

Proposition 1 ([9, 26]). Let $f : M \to M$ be $C^{1+}$ partially hyperbolic diffeomorphism. Then

1. For every $u$-disk $D$, every accumulation point of the sequence of probability measures

$\mu_n = \frac{1}{n} \sum_{i=0}^{n-1} f^i \left( \frac{m_D}{m_D(D)} \right)$

is a Gibbs $u$-state, where $m_D$ is the Lebesgue measure restricted to the disk $D$.

2. The support of every Gibbs $u$-state is $u$-saturated.

3. Every ergodic component of a Gibbs $u$-state is still a Gibbs $u$-state.

4. For Lebesgue almost every point $x$ in any $u$-disk, every accumulation point of

$\frac{1}{n} \sum_{i=0}^{n-1} \delta_{f^i(x)}$ is a Gibbs $u$-state.

5. Every physical measure is a Gibbs $u$-state. Conversely, every ergodic Gibbs $u$-state whose center Lyapunov exponents are all negative is a physical measure.

We say a $C^{1+}$ partially hyperbolic diffeomorphism $f : M \to M$ has mostly contracting center if for any $u$-disk $D^u$, we have

$\limsup_{n \to \infty} \frac{1}{n} \log \| Df^n(x) |_{E^c(x)} \| < 0$

for every $x$ in a subset $D^u_0 \subset D^u$ with positive Lebesgue measure.
Proposition 2 ([3, 30]). Let \( f : M \to M \) be \( C^{1+} \) partially hyperbolic diffeomorphism. Then \( f \) has mostly contracting center if and only if the center Lyapunov exponents of all ergodic Gibbs u-states of \( f \) are negative. Moreover, if \( f \) has mostly contracting center, then

- there exist finitely many ergodic Gibbs u-states for \( f \), and each of them is an ergodic physical measure.
- the supports of the ergodic Gibbs u-states of \( f \) are pairwise disjoint.

Proposition 2 gives the equivalent characterization of systems with mostly contracting center. Next lemma shows that mostly contracting systems are \( C^1 \) open.

Lemma 2.1 ([31], Theorem B). Let \( f : M \to M \) be \( C^{1+} \) partially hyperbolic diffeomorphism with mostly contracting center. Then there exists a \( C^1 \) neighborhood \( \mathcal{U} \) of \( f \), such that every \( g \in \mathcal{U} \cap \text{Diff}^{1+}(M) \) also has mostly contracting center.

2.2. Blender-horseshoes and cu-blenders. Suppose \( f : M \to M \) is a \( C^1 \) diffeomorphism, where \( M \) is an \( n \)-dimensional compact Riemannian manifold, \( n \geq 3 \). In this subsection, we write \( n = n_s + 1 + n_u \), where \( n_s, n_u \geq 1 \). Consider a \( C^1 \)-embedding \( \varphi : \mathbb{R}^n \to M \). Denote by \( \Gamma = \varphi(\mathbb{R}^n) \), \( \Gamma = \varphi(D^s \times [-1, 1] \times D^u) \), where \( D^s = [-1, 1]^{n_s} \) and \( D^u = [-1, 1]^{n_u} \). In \( \Gamma \), we take the coordinate \((x_s, x_c, x_u), x_s \in \mathbb{R}^{n_s}, x_c \in \mathbb{R}, x_u \in \mathbb{R}^{n_u} \). In the manifold \( M \), we take a metric \( \| \cdot \| \) that induces in the cube \( \hat{\Gamma} \) the usual euclidean metrics in \( \mathbb{R}^n \). Denote four specific parts of \( \partial \Gamma \) as follows:

\[
\begin{align*}
\partial^u \Gamma &= D^s \times \partial([-1, 1] \times D^u), \\
\partial^u \Gamma &= D^s \times [-1, 1] \times \partial D^u, \\
\partial^s \Gamma &= (\partial D^s) \times [-1, 1] \times D^u, \\
\partial \Gamma &= D^s \times \{-1, 1\} \times D^u.
\end{align*}
\]

Given a \( k \)-dimensional plane \( \Pi \subset \mathbb{R}^n \) and \( \varepsilon > 0 \), define the \( \varepsilon \)-cone around \( \Pi \) by \( C_\varepsilon(\Pi) = \{ u \in \mathbb{R}^n : u = v + w, w \in \Pi, w \in \Pi^+, \| w \| \leq \varepsilon \| v \| \} \).

For \( \varepsilon > 0 \), define \( C^u_\varepsilon, C^s_\varepsilon \) and \( C^{ss}_\varepsilon \) to be cone fields of size \( \varepsilon \) around the tangent space of the families of disks \( \{x_s, x_c\} \times D^u, \{x_s\} \times [-1, 1] \times D^u \) and \( D^s \times \{x_c, x_u\} \), respectively.

Now fix an \( \varepsilon > 0 \). We say that an \( n_u \)-disk (resp. \( n_s \)-disk) \( \Delta \) in \( \Gamma \) is a vertical disk (resp. horizontal disk) if \( \Delta \) is tangent to \( C^u_\varepsilon \) (resp. \( C^s_\varepsilon \)) and its boundary is contained in \( \partial^u \Gamma \) (resp. \( \partial^s \Gamma \)). One can similarly define vertical disk in \( \mathbb{R}^{n_u+1} \times [-1, 1]^{n_u} \).

Let \( \Delta \subset \Gamma \) be a horizontal disk such that \( \Delta \cap \partial^u \Gamma = \emptyset \). Then there are two different homotopy classes of vertical disks through \( D^s \times \mathbb{R} \times D^u \) disjoint from \( \Delta \). A vertical disk that does not intersect \( \Delta \) is at the right of \( \Delta \) if it is in the homotopy class of \( \{0\} \times \{1\} \times D^u \). Otherwise we say that it is at the left of \( \Delta \).

Let \( \Delta \) be some horizontal disk. A vertical strip (at the right of \( \Delta \)) is defined to be an embedding \( \Phi : [0, 1] \times D^u \to \Gamma \) such that for every \( t \in [0, 1], \Phi\{t\} \times D^u \) is a vertical disk (at the right of \( \Delta \)) and \( \Phi([0, 1] \times D^u) \) is tangent to \( C^u_\varepsilon \). We denote \( \Phi([0, 1] \times D^u) \) by \( S \). The width of a vertical strip \( S \), denoted by \( \text{Wd}(S) \), is defined to be the minimum of the length of arcs contained in \( S \) and connecting \( \Phi(\{0\} \times D^u) \) and \( \Phi(\{1\} \times D^u) \).

Definition 2.2 (Blender-horseshoe). We call \( \Lambda = \cap_{t \in \mathbb{Z}} \Phi^t(\Gamma) \), the maximal invariant set in \( \Gamma \), a blender-horseshoe if the following conditions hold (with respect to some local coordinate system)
And superposition region contains the set of the vertical disks lying in between $W$. Definition 2.3 Lemma 2.5.

horseshoe with reference cube $\Gamma$ there exists a blender-horseshoe with reference cube $\Gamma$. Then (1) $\cup (\Gamma_1) \cup f(\Gamma_2) \subset (-1,1) \times R \times [-1,1]$ and, and (1) $\cup \partial^{uu} \Gamma = \varnothing$.

(2) There exists $\varepsilon_0 > 0$ such that the cone fields $C_{\varepsilon_0}^{uu}$, $C_{\varepsilon_0}^s$ and $C_{\varepsilon_0}^s$ are $Df$-invariant. That is, for $x \in f(\Gamma_1) \cup f(\Gamma_2)$, $Df^{-1}(C_{\varepsilon_0}^{uu}(x)) \subseteq C_{\varepsilon_0}^{uu}(f^{-1}x)$, and for $x \in \Gamma_1 \cup \Gamma_2$, $Df(C_{\varepsilon_0}^{uu}(x)) \subseteq C_{\varepsilon_0}^{uu}(f(x))$ and $Df(C_{\varepsilon_0}^{u}(x)) \subseteq C_{\varepsilon_0}^{u}(f(x))$. Moreover, $C_{\varepsilon_0}^{uu}$ and $C_{\varepsilon_0}^s$ are uniformly contracted and expanded under $Df$, respectively.

(3) Denote by $\Gamma_1 = f^{-1}(\Gamma_1) \cap \Gamma$, $i = 1, 2$. Then $\Gamma_1 \cup \Gamma_2$ is disjoint from $\partial^{uu} \Gamma$ and $f(\Gamma_1) \cup f(\Gamma_2)$ is disjoint from $\partial^{uu} \Gamma$. It can be deduced that $\{\Gamma_1, \Gamma_2\}$ forms a Markov partition of $\Lambda$. Denote by $P_1$ and $P_2$ to be the unique hyperbolic fixed points contained in $\Gamma_1$ and $\Gamma_2$, respectively.

(4) For any $x \in \Lambda$, define $W_{\sigma}(x)$ to be the connected component of $W^\sigma(x) \cap \Gamma$ containing $x$, where $\sigma = s, u, uu$. Then for any vertical disks $\Delta$ and $\Delta'$ such that $\Delta \cap W_{loc}(P_1) \neq \varnothing$ and $\Delta' \cap W_{loc}(P_2) \neq \varnothing$, we have $\Delta \cap \partial^{uu} \Gamma = \Delta' \cap \partial^{uu} \Gamma = \varnothing$.

(5) If $\Delta$ is a vertical disk at the right (resp. left) of $W_{loc}(P_1)$, then $f(\Delta \cap \Gamma_1)$ is a vertical disk at the right (resp. left) of $W_{loc}(P_1)$, where $i = 1, 2$. If $\Delta$ is at the left of $W_{loc}(P_1)$ or $\Delta \cap W_{loc}(P_1) \neq \varnothing$, then $f(\Delta \cap \Gamma_2)$ is a vertical disk at the left of $W_{loc}(P_2)$. If $\Delta$ is at the right of $W_{loc}(P_2)$ or $\Delta \cap W_{loc}(P_2) \neq \varnothing$, then $f(\Delta \cap \Gamma_2)$ is a vertical disk at the right of $W_{loc}(P_2)$.

(6) If $\Delta$ is a vertical disk in between $W_{loc}(P_1)$ and $W_{loc}(P_2)$, then either $f(\Delta \cap \Gamma_1)$ or $f(\Delta \cap \Gamma_2)$ is a vertical disk in between $W_{loc}(P_1)$ and $W_{loc}(P_2)$.

**Remark 5.** The cube $\Gamma$ is called the reference cube of the blender-horseshoe $\Lambda$. And $P_1$, $P_2$ are called the reference saddles. For more details of Definition 2.2, see [7].

**Definition 2.3 (cu-blender).** Let $f : M \to M$ be a $C^1$ diffeomorphism and $\Lambda$ be a transitive hyperbolic set with stable index $n_s$. Then $(\Lambda, f)$ is called a cu-blender if there are $C^1$ neighborhood $\mathcal{U}$ of $f$ and a $C^1$-open set $\mathcal{D}$ of embeddings of $n_u$-dimensional disks $\Delta$ into $M$ such that for every $g \in \mathcal{U}$ and every $\Delta \in \mathcal{D}$, $\Delta \cap W_{loc}(\Lambda_g) \neq \varnothing$. Then $\mathcal{D}$ is called the superposition region of the blender, and $\mathcal{D} = \cup_{\Delta \in \mathcal{D}} \Delta$ is called the superposition domain of the blender. We also say $\Lambda$ is a cu-blender if there is no ambiguity.

**Lemma 2.4.** (1) ([7], Lemma 3.9) Let $f : M \to M$ be a $C^1$ diffeomorphism and $\Lambda$ a blender-horseshoe with reference cube $\Gamma$ and reference saddles $P_1$ and $P_2$. Then there exists a $C^1$ neighborhood $\mathcal{U}$ of $f$ such that for any $g \in \mathcal{U}$, $\Lambda_g$ is a blender-horseshoe with reference cube $\Gamma$ and reference saddles $P_1$, $P_2$.

(2) ([7], Remark 3.10) The blender-horseshoe $\Lambda$ is also a cu-blender, and the superposition region contains the set of the vertical disks lying in between $W_{loc}(P_1)$ and $W_{loc}(P_2)$.

The following lemma can be deduced from the definition of cu-blenders and Palis’ $\lambda$-lemma.

**Lemma 2.5.** Suppose $(\Lambda, f)$ is a cu-blender, $P \in \Lambda$ is a hyperbolic fixed point, and $Q$ is a hyperbolic fixed point of index $n_s + 1$ such that $\overline{W^s(Q)}$ contains a vertical disk that belongs to the superposition region $\mathcal{D}$, then there exists a $C^1$ neighborhood $\mathcal{U}$ of $f$, such that for any $g \in \mathcal{U}$, $W^s(Q_g, g) \subset \overline{W^s(P, g)}$. 

Proof. Fix $\mathcal{U}$ small enough such that for any $g \in \mathcal{U}$, $\Lambda_g, P_g, Q_g$ are all well defined and $(\Lambda_g, g)$ is a $cu$-blender. Then since $\Lambda_g$ is transitive, $\Lambda_g \subset \overline{W}^s(P_g, g)$. Hence, we have that $W_{i_{\text{loc}}}^s(\Lambda_g, g) \subset \overline{W}^s(P_g, g)$. Since $W^u(Q)$ contains a vertical disk, denoted by $\Delta$, that belongs to the superposition region $\mathcal{D}$, then $W^u(Q, g)$ also contains a vertical disk, denoted by $\Delta_g$, that belongs to $\mathcal{D}$, by the continuity of (the compact part of) $W^u(Q, g)$ with respect to $g$ and the openness of $\mathcal{D}$.

Now for any $x \in W^s(Q, g)$, and any open neighborhood $V$ of $x$, there exists $N > 0$ large enough such that $g^N(V)$ contains a vertical disk $\Delta_g$ close enough to $\Delta_g$ such that $\Delta_g^N = \nexists \in \mathcal{D}$. Therefore, $g^N(V) \cap W_{i_{\text{loc}}}^s(\Lambda_g, g) \neq \emptyset$, which implies $g^N(V) \cap W^s(P_g, g) \neq \emptyset$. Now the conclusion follows by using the $g$-invariance of $W^s(P_g, g)$.

3. Construction of the example. We will firstly construct our example on $\mathbb{T}^2 \times [0, 1]$, and then give the construction on $\mathbb{T}^3$ using a reversing technique.

Suppose $\mathbb{A} : \mathbb{T}^2 \rightarrow \mathbb{T}^2$ has four fixed points, namely, $p, q, r, s$. Let $\lambda > 3$ be one of the two eigenvalues of $\mathbb{A}$. Denote by

$$P = (p, 0.5), P_i = (p, i), Q_i = (q, i), R_i = (r, i), S_i = (s, i), i = 0, 1.$$  

From now on in this paper, we will take $\mathbb{T}^2$ to be the base space, and $\mathbb{T}^2 \times [0, 1]$ and $\mathbb{T}^3 = \mathbb{T}^2 \times S^1$ will be viewed as the product spaces over $\mathbb{T}^2$. The points on $\mathbb{T}^2$ will be denoted by lower case letters, such as $p, q, r, s, x$. And the points on the product spaces will be denoted by corresponding capital letters, such as $P, Q, R, S, X$.

First of all, we need a local chart around point $p$ on $\mathbb{T}^2$ given by the next lemma.

**Lemma 3.1.** Consider the system $\mathbb{A} : \mathbb{T}^2 \rightarrow \mathbb{T}^2$. There exist a homoclinic point of $p$, denoted by $a$, and a local chart centered at $a$, say $(U(a) : (x, x_u)$, such that

1. $\mathbb{A}(x, x_u) = (\lambda^{-1}x, \lambda x_u)$, for every $(x, x_u) \in [-3, 3] \times [-3, 3]$.  
2. The coordinate of $a$ is $(0, 1)$. There exists $n_0 > 0$ such that the coordinate of $\mathbb{A}^{2n_0}(a)$ is $(1, 0)$.  
3. Denote $[-2, 2] \times [-2, 2]$ by $C$. Then $C \cap \mathbb{A}^{-2n_0}(C)$ contains two connected components, namely $C_1 = [-2, 2] \times [-2\lambda^{-2n_0}, 2\lambda^{-2n_0}]$, and $C_2 = [-2, 2] \times [1 - 2\lambda^{-2n_0}, 1 + 2\lambda^{-2n_0}]$. Moreover, $\mathbb{A}^{2n_0}(x, x_u) = (1, 0)(x, 0)$, for every $(x, x_u) \in C_2$.  
4. $C, \mathbb{A}(C_2), \ldots, \mathbb{A}^{2n_0-1}(C_2)$ are pairwise disjoint.

**Proof.** We firstly choose a sufficiently small neighborhood $U(p)$ of $p$ and some local chart on $U(p)$ such that item (1) is satisfied. This is trivial since $\mathbb{A}$ is linear Anosov. Now choose some homoclinic point $b$ of $p$, such that $b \in W^u_{\text{loc}}(p)$ and $\mathbb{A}^{2m}(b) \in W^s_{\text{loc}}(p)$, $m > 0$. By taking iterations of $b$ and taking a linear transformation of the local chart, $b$ and $m$ can be chosen such that the following conditions are satisfied simultaneously

- $b = (0, 1), \mathbb{A}^{2m}(b) = (1, 0)$.  
- $\mathbb{A}(b), \ldots, \mathbb{A}^{2m-1}(b) \notin [-2, 2] \times [-2, 2]$.

Then for every $1 \leq i \leq 2m - 1$, we choose some open neighborhood $U(\mathbb{A}^i(b))$ of $\mathbb{A}^i(b)$ such that $U(\mathbb{A}(b)), \ldots, U(\mathbb{A}^{2m-1}(b))$ and $[-2, 2] \times [-2, 2]$ are pairwise disjoint. Let $\varepsilon > 0$ be some small positive number such that for every $1 \leq i \leq 2m - 1$, $U(\mathbb{A}^i(b))$ contains an $su$-box centered at $\mathbb{A}^i(b)$ of size $\varepsilon$, i.e.,

$$\bigcup_{x \in W^u_{\text{loc}}(\mathbb{A}^i(b))} W^s_{\varepsilon}(x) \subset U(\mathbb{A}^i(b)).$$
Lastly, take $a = A^{-2m_1}(b) \in W_u^u(p)$, $A^{2n_0}(a) = A^{2m_1+2m_2+2m_3}(b) \in W_s^s(p)$, and by another linear transformation of the local chart, we assume $a = (0, 1_u)$, $A^{2n_0}(a) = (1_s, 0_u)$. Define $C, C_1$ and $C_2$ as in item (3), and we claim that item (4) is satisfied. To see this, it is sufficient to notice that $A^i(C_2)$ is contained in the $su$-box centered at $A^i(a)$ of size $\varepsilon$ for every $1 \leq i \leq 2n_0 - 1$.

\[ U_2 \]
\[ U(C_2) \]
\[ U(C_2) \]
\[ U(q) \]
\[ U(s) \]
\[ U(r) \]
\[ U(C) \]
\[ C_1 \]
\[ C_2 \]

**Figure 1.** Perturbation domains.

It can be easily deduced from the proof of the lemma that we can choose the local chart appropriately such that the Lebesgue measure of $\bigcup_{i=1}^{2n_0-1} A^i(U(C_2))$ is smaller than any given positive number. Now we fix some $\varepsilon > 0$ small enough, and choose a set of open sets contained in $T^2$ such that

1. $U(x) \ni x$, and $\text{Leb}(U(x)) < \varepsilon$, where $x = q, r, s$.
2. $U(C) \supset C$ and $U(C_2) \supset C_2$, where $C, C_2$ are defined as in Lemma 3.1, and $U(C_2) \cap C_1 = \emptyset$. Moreover,
\[ \text{Leb}(U(C) \bigcup \bigcup_{i=1}^{2n_0-1} A^i(U(C_2))) < \varepsilon. \]
3. $U_1 \subset U_2$, and $\text{Leb}(U_1) > 0.5$.
4. $U(r), U(s), U(q), U(C), U_2, A(U(C_2)), \ldots, A^{2n_0-1}(U(C_2))$ are pairwise disjoint.

**Remark 6.** The open sets above are the perturbation domains. In fact, we will perturb $A \times \text{Id} : T^2 \times [0, 1] \to T^2 \times [0, 1]$ in $U(r) \times [0, 1]$ and $U(s) \times [0, 1]$ to get two fibers as in Definition 1.1 (K2). And perturbations will be made in $U_2 \times [0, 1]$ to guarantee (K4) in Definition 1.1. As to $U(C) \times [0, 1]$ and $U(C_2) \times [0, 1]$, they
are used to construct a blender-horseshoe, which is the most important part in our example. Lastly, we will make perturbations in \( U(q) \times [0, 1] \) to get a hyperbolic fixed point which activates the blender constructed beforehand.

Now we define a smooth vector field \( \mathcal{X} \) on \( \mathbb{T}^2 \times [0, 1] \), such that

\[
\mathcal{X}(x, \theta) = \begin{cases} 
\alpha_1(x) \sin(\pi \theta) \frac{\partial}{\partial \theta}, & x \in U(s), \\
-\alpha_1(x) \sin(\pi \theta) \frac{\partial}{\partial \theta}, & x \in U(r), \\
-\alpha_1(x) \sin(2\pi \theta) \frac{\partial}{\partial \theta}, & x \in U_2 \cup U(C), \\
-\alpha_1(x) \beta_1(\theta) \sin(2\pi \theta) \frac{\partial}{\partial \theta}, & x \in \bigcup_{i=1}^{2n_0-1} \mathcal{A}_i(U(C_2)), \\
0, & \text{otherwise}.
\end{cases}
\]

(1)

where \( \alpha_1 \in C^\infty(\mathbb{T}^2) \) and \( \beta_1 \in C^\infty([0, 1]) \) are two bump functions satisfying

\[
\alpha_1(x) = \begin{cases} 
1, & x \in \{r, s\} \cup U_1 \cup C \cup \bigcup_{i=0}^{2n_0-1} \mathcal{A}_i(C_2), \\
0, & x \notin U(r) \cup U(s) \cup U_2 \cup U(C) \cup \bigcup_{i=1}^{2n_0-1} \mathcal{A}_i(U(C_2)), \\
\in [0, 1], & \text{otherwise},
\end{cases}
\]

and

\[
\beta_1(\theta) = \begin{cases} 
1, & \theta \in (0.5 - \varepsilon, 0.5 + \varepsilon), \\
0, & \theta \in [0, \varepsilon) \cup (1 - \varepsilon, 1], \\
\in [0, 1], & \text{otherwise}.
\end{cases}
\]

Denote by \( \tilde{U}(p) = U(p) \times (0.5 - \varepsilon, 0.5 + \varepsilon) \), and let \( (\tilde{U}(p); (x_s, x_u, x_c)) \) be a local chart defined on \( \mathbb{T}^2 \times [0, 1] \) such that

- \( (\tilde{U}(p); (x_s, x_u, x_c)) \) is compatible with \( (U(p); (x_s, x_u)) \).
- The coordinate of \( P \) is \( (0_s, 0_u, 0_c) \).
- The vector field \( \mathcal{X} \) can be written as \( \mathcal{X}(x_s, x_u, x_c) = x_c \frac{\partial}{\partial x_c} \), for every \( (x_s, x_u, x_c) \in [-3s, 3s] \times [-3u, 3u] \times [-3c, 3c] \).

Then define \( \Gamma \) to be the subset of \( \tilde{U}(p) \) such that it is identified with \([-2, 2]_s \times [-2, 2]_u \times [-2, 2]_c \) under the local chart.

Now consider a family of \( C^\infty \) diffeomorphisms \( \{f_{t, \nu}(x, \theta)\}_{t, \nu \geq 0} \) satisfying

- \( f_{t, \nu}(x, \theta) = (\mathbb{A} \times \text{Id}) \circ \mathcal{X}_t(x, \theta) \), for all \( x \in U(r) \cup U(s) \cup U(C) \cup U_2 \), where \( \mathcal{X}_t \) is the time \( t \) map of \( \mathcal{X} \).
- \( f_{t, \nu}^{2n_0}(x_s, x_u, x_c) = T_{\nu} \circ (\mathbb{A} \times \text{Id})^{2n_0} \circ \mathcal{X}_{2n_0}(x_s, x_u, x_c) \), for all \( (x_s, x_u, x_c) \in C \times (0.5 - 0.5\varepsilon, 0.5 + 0.5\varepsilon) \), where \( T_{\nu} \) is the translation defined by \( T_{\nu}(x_s, x_u, x_c) = (x_s + \nu, x_u, x_c) \).
- \( f_{t, \nu} \) is skew product for all \( t \geq 0 \) and \( \nu \geq 0 \), that is, every \( f_{t, \nu} \) preserves the center foliation \( \mathcal{L} = \{ \{x\} \times [0, 1] : x \in \mathbb{T}^2 \} \).
- \( f_{t, \nu}(x, \theta) = (\mathbb{A} x, \theta) \), for every \( x \in \bigcup_{i=0}^{2n_0-1} \mathcal{A}_i(U(C_2)) \) and \( \theta \in [0, \varepsilon) \cup (1 - \varepsilon, 1] \).

**Lemma 3.2.** Let \( \nu \in e^{2n_0 t} - 1 \), and \( \Lambda_t = \cap_{i \in \mathbb{Z}} f_{t, \nu}^{2n_0}(\Gamma) \). Then for \( t > 0 \) small enough, \( (\Lambda_t, f_{t, \nu}^{2n_0}) \) is a blender-horseshoe with reference cube \( \Gamma \) and reference saddles \( P = (0_s, 0_u, 0_c) \) and \( O = (1_s/(1 - \lambda^{-2n_0}), 1_u/(1 - \lambda^{-2n_0}), 1_c) \).

**Remark 7.** It is worthwhile pointing out that here the reference cube and reference saddles of the blender-horseshoes are independent of \( t \).

Define \( \Gamma_1 = [-2, 2]_s \times [-2\lambda^{-2n_0}, 2\lambda^{-2n_0}]_u \times [-2e^{-2n_0 t}, 2e^{-2n_0 t}]_c \), \( \Gamma_2 = [-2, 2]_s \times [1 - 2\lambda^{-2n_0}, 1 + 2\lambda^{-2n_0}]_u \times [1 - 3e^{-2n_0 t}, 1 + e^{-2n_0 t}]_c \). Then \( f_{t, \nu}^{2n_0}(\Gamma) \cap \Gamma = \Gamma_1 \cup \Gamma_2 \), and

\[
f_{t, \nu}^{2n_0}(x_s, x_u, x_c) = \begin{cases} 
(\lambda^{-2n_0} x_s, \lambda^{2n_0} x_u, e^{2n_0 t} x_c), & (x_s, x_u, x_c) \in \Gamma_1, \\
(\lambda^{-2n_0} x_s + 1, \lambda^{2n_0} (x_u - 1), e^{2n_0 t}(x_c - 1) + 1), & (x_s, x_u, x_c) \in \Gamma_2.
\end{cases}
\]
Then it is easy to check that $P \in \Gamma_1$ and $O \in \Gamma_2$ are two hyperbolic fixed points of $f_{t,\nu}^{2n_0}$.

We will not go into details of the proof of Lemma 3.2, and refer the reader to Proposition 5.1 of [7]. Instead, we will prove the following lemma just to exhibit the main properties of the blender-horseshoe.

**Lemma 3.3.** For every $t > 0$ small enough, $W^s(P, f_{t,\nu}^{2n_0})$ intersects every strip $S$ in between $W^s_{loc}(P, f_{t,\nu}^{2n_0})$ and $W^s_{loc}(O, f_{t,\nu}^{2n_0})$.

**Proof.** For any $t > 0$ small enough, we choose the corresponding cone fields $C^u_{\varepsilon_t}, C^u_{\varepsilon_t}, C^u_{\varepsilon_t}$ of size $\varepsilon_t$ sufficiently small, such that for any $v \in C^u_{\varepsilon_t}$, $\|Df_{t,\nu}^{2n_0}(v)\| > (e^{2n_0t} + 1)/2 \| v \|$. Denote by $\lambda'_t = (e^{2n_0t} + 1)/2$.

To prove the lemma, we only have to show that for any vertical strip $S$ in between $W^s_{loc}(P, f_{t,\nu}^{2n_0})$ and $W^s_{loc}(O, f_{t,\nu}^{2n_0})$, $f_{t,\nu}^{2n_0}(S \cap (\Gamma_1 \cup \Gamma_2))$ contains a vertical strip $S'$, such that either $\text{Wd}(S') > \lambda'_t \text{Wd}(S)$ or $S' \cap W^s_{loc}(P, f_{t,\nu}^{2n_0}) \neq \emptyset$.
To show the main ingredients of the proof, we firstly consider the vertical strips $S$ in between $W^s_{loc}(P, f^{2\nu_0})$ and $W^s_{loc}(O, f^{2\nu_0})$ of the type $\{x\} \times [-2, 2]_{u} \times [t_1, t_2]_{c}$, where $0 < t_1 < t_2 < 1$. If $t_2 \leq e^{-2\nu_0 t}$, denote $f^{2\nu_0}_{t,\nu}(T_1 \cap S)$ by $S'$, then $S' = \{\lambda^{-2\nu_0 x}\} \times [-2, 2]_{u} \times [\epsilon^{2\nu_0 t_1}, \epsilon^{2\nu_0 t_2}]_{c}$ is a vertical strip in between $W^s_{loc}(P, f^{2\nu_0})$ and $W^s_{loc}(O, f^{2\nu_0})$, with width $e^{2\nu_0 t}d(S) > \lambda^{\gamma}d(S)$.

If $e^{-2\nu_0 t} < t_2 < 1$, denote $f^{2\nu_0}_{t,\nu}(S \cap \Gamma_2)$ by $S'$, then there are two subcases. If $e^{2\nu_0 (t_1 - 1)} + 1 > 0$, then $S' = \{\lambda^{-2\nu_0 x}x + 1\} \times [-2, 2]_{u} \times [e^{2\nu_0 t_1} + 1, e^{2\nu_0 t_2} + 1]_{c}$ is a vertical strip in between $W^s_{loc}(P, f^{2\nu_0})$ and $W^s_{loc}(O, f^{2\nu_0})$, with width $e^{2\nu_0 t}d(S) > \lambda^{\gamma}d(S)$. Otherwise, noting that $e^{2\nu_0 t}(t_2 - 1) > 0$, we deduce that $S'$ is a vertical strip intersecting $W^s_{loc}(P, f^{2\nu_0})$.

Now consider a general vertical strip $S$ in between $W^s_{loc}(P, f^{2\nu_0})$ and $W^s_{loc}(O, f^{2\nu_0})$, i.e., it is the image of an embedding $\Phi : [0, 1] \times D^u \rightarrow \Gamma$ such that $\Phi(\{t\} \times D^u)$ is a vertical disk in between $W^s_{loc}(P, f^{2\nu_0})$ and $W^s_{loc}(O, f^{2\nu_0})$ for every $t \in [0, 1]$, and $\Phi(0, 1] \times D^u$ is tangent to $\mathcal{C}_{u}^{\epsilon}$.

If $S \cap \Gamma_1 \neq \emptyset$, and $S \cap \{x \in \Gamma : x_c \geq e^{-2\nu_0 t}\} = \emptyset$, then it is obvious to see that $S' = f^{2\nu_0}_{t,\nu}(S \cap \Gamma_1)$ is a vertical strip in between $W^s_{loc}(P, f^{2\nu_0})$ and $W^s_{loc}(O, f^{2\nu_0})$. Moreover, $d(S') > \lambda^{\gamma}d(S)$ since $S$ is tangent to $\mathcal{C}_{u}^{\epsilon}$.

Otherwise, there exists $s_0 \in (0, 1)$, such that $\Delta_{s_0} = \Phi(\{s_0\} \times D^u) \subset \{x \in \Gamma : x_c \geq 0.5\}$, and $\Delta_{s_0} = f^{2\nu_0}_{t,\nu}(\Delta_{s_0} \cap \Gamma_2)$ is a vertical disk in between $W^s_{loc}(P, f^{2\nu_0})$ and $W^s_{loc}(O, f^{2\nu_0})$. Now define $I$ to be the maximal subinterval of $[0, 1]$ containing $s_0$ such that for every $s \in I$, $\Delta_s = f^{2\nu_0}_{t,\nu}(\Delta_s \cap \Gamma_2)$ is a vertical disk in between $W^s_{loc}(P, f^{2\nu_0})$ and $W^s_{loc}(O, f^{2\nu_0})$. It is immediate that $I$ has nonempty interior by the continuity of $\Phi(\{\} \times D^u)$. If $I$ equals $[0, 1]$, we are done. Otherwise, at least one of the extremes of $I$, say $s_1$, is not contained in $I$. Then $f^{2\nu_0}_{t,\nu}(\Delta_{s_1})$ must have nonempty intersection with $W^s_{loc}(P, f^{2\nu_0})$ or $W^s_{loc}(O, f^{2\nu_0})$. The second subcase can not happen, since if $f^{2\nu_0}_{t,\nu}(\Delta_{s_1}) \cap W^s_{loc}(O, f^{2\nu_0}) \neq \emptyset$, then $\Delta_{s_1} \cap W^s_{loc}(O, f^{2\nu_0}) \neq \emptyset$ by computation, which contradict with the assumption that $\Delta_{s_1}$ is in between $W^s_{loc}(P, f^{2\nu_0})$ and $W^s_{loc}(O, f^{2\nu_0})$. Then the first subcase must hold, i.e., $f^{2\nu_0}_{t,\nu}(\Delta_{s_1}) \cap W^s_{loc}(P, f^{2\nu_0}) \neq \emptyset$. The proof of the lemma has now been finished.

From now on, we will denote $f_{t,\nu}$ by $f_t$ for simplicity. Define $\Gamma' = \{x \in \Gamma : 0 < x_c < 1, -2 < x_s < 2\}$. Then it is easy to check that $\Gamma'$ is contained in the superposition domain $\mathcal{D}_t$ of the blender-horseshoe $(\Lambda_t, f^{2\nu_0})$ for every $t > 0$ small enough. Since $\Lambda$ is Anosov, then $W^u(I', \Lambda \times Id) \cap \tilde{q}$ contains an interval with nonempty interior, where $\tilde{q}$ stands for the fiber $\{q\} \times [0, 1]$. Choose such an interior point $Q = (q, \theta_0)$, and we remark here that $Q$ can be chosen very close to $(q, 0.5)$. Then there exists a $C^1$ neighborhood $U$ of $\Lambda \times Id$, such that for every $g \in U$, $W^u(Q, g)$ contains a vertical disk that belongs to the superposition region $\mathcal{D}_t$.

Let $\gamma_t$ be a segment in $W^u(Q, f_t)$ containing $Q$ and a vertical disk contained in the superposition region $\mathcal{D}_t$. Denote by $\gamma_t'$ the connected component of $\gamma_t \cap (U(q) \times [0, 1])$ containing $Q$, and let $U'(q) \subset U(q)$ be a neighborhood of $q$ such that $\gamma_t \cap (U'(q) \times [0, 1]) = \gamma_t'$.

Now let $\alpha_2 : \mathbb{T}^2 \rightarrow [0, 1]$ be a smooth function such that $\alpha_2(q) = 1$ and $\alpha_2(x) = 0$ for all $x \notin U'(q)$. Let $\beta_2 : [0, 1] \rightarrow \mathbb{R}$ be a smooth function satisfying

- $\beta_2(0) = \beta_2(1) = \beta_2(\theta_0) = 0$.
- $\beta_2(\theta) > 0$, when $0 < \theta < \theta_0$, and $\beta_2(\theta) < 0$, when $\theta_0 < \theta < 1$. 

\[ \beta'_{2}(\theta) = 1, \text{ when } \theta \in [0, \varepsilon) \cup (1 - \varepsilon, 1]. \]

Define on \( T^2 \times [0, 1] \) a smooth vector field \( \mathcal{Y}(x, \theta) = \alpha_{2}(x) \beta_{2}(\theta) \frac{\partial}{\partial \theta}. \)

**Proposition 3.** For any \( t > 0 \) small enough, we have \( \tilde{f}_{t} = f_{t} \circ \mathcal{Y}_{t} \in \mathcal{K}_{\infty}(T^2 \times [0, 1]). \)

**Proof.** Denote by \( \tilde{f}_{i} = f_{i} \circ \mathcal{Y}_{i} \in \mathcal{K}_{\infty}(T^2 \times [0, 1]). \) Notice that the supports of \( \mathcal{X} \) and \( \mathcal{Y} \) are disjoint, the fiber diffeomorphisms \( \phi_{x,t} \) can be written as the following for \( \theta \in [0, \varepsilon) \cup (1 - \varepsilon, 1] \)

\[
\phi_{x,t}(\theta) = \begin{cases} 
\mathcal{X}(x, \theta), & \text{when } x \in U(r) \cup U(s) \cup U(C) \cup U_2 \\
\mathcal{Y}(x, \theta), & \text{when } x \in U(q).
\end{cases}
\]

Now we are going to check the conditions (K1)–(K4) in Definition 1.1 one by one.

By definition, for \( i = 0, 1, \mathcal{X}(x, i) = 0 \) and \( \mathcal{Y}(x, i) = 0, \) so \( \phi_{x,t}(i) = i. \) Hence condition (K1) holds.

\( \mathcal{X}(r, \theta) = -\sin(\pi \theta) \frac{\partial}{\partial \theta}, \) so \( \mathcal{X}_{x,t} \) has exactly two fixed points, a sink at \( \theta = 0 \) and a source at \( \theta = 1. \) Similarly, \( \mathcal{X}(s, \theta) = \sin(\pi \theta) \frac{\partial}{\partial \theta}, \) so \( \mathcal{X}_{x,t} \) has exactly two fixed points, a sink at \( \theta = 1 \) and a source at \( \theta = 0. \) Hence condition (K2) holds.

When \( x \in U(r) \cup U(s) \cup U(C) \cup U_2, \) \( |\frac{d}{d\theta} \phi_{x,t}(\theta)| = \exp \left( \int_{0}^{t} |\frac{d}{d\theta} \mathcal{X}(x, \phi_{x,s}(\theta))| ds \right) \sim \exp(Ct) \to 1(t \to 0). \) Similar results hold when \( x \in U(q). \) Thus \( \tilde{f}_{i} \) is partially
the proof of the proposition has been completed. Hence condition (K3) holds.

\[
\int_{\mathbb{T}^2} \log \left| \frac{\partial}{\partial \theta} \phi_{x,t}(0) \right| \, dx = \int_{U(r)} -\pi \alpha(x) \, dx + \int_{U(s)} \pi \alpha(x) \, dx + \int_{U(r) \cup U(c)} -2\pi \alpha(x) \, dx
\]

\[
< \pi(t(\text{Leb}(U(s) - 2\text{Leb}(U_1))) < \pi(t(\varepsilon) < 0.
\]

Similarly, \( \int_{\mathbb{T}^2} \log \left| \frac{\partial}{\partial \theta} \phi_{x,t}(1) \right| \, dx < \pi t(\varepsilon) < 0. \) Hence condition (K4) holds. Now the proof of the proposition has been completed. \( \square \)

Lastly, we will define a family of \( C^\infty \) diffeomorphisms \( \{K_t : \mathbb{T}^3 \rightarrow \mathbb{T}^3\} \) by a reversing skill. Recall that \( \mathbb{T}^3 = \mathbb{T}^2 \times \mathbb{S}^1 \), and \( \mathbb{S}^1 = \mathbb{R}/2\mathbb{Z} \), we extend \( \tilde{f} \) to \( \tilde{f}_t : \mathbb{T}^3 \rightarrow \mathbb{T}^3 \) by

\[
\tilde{f}_t(x, \theta) = \begin{cases} 
(\tilde{A}x, \tilde{f}_{x,t}(\theta)), & \theta \in [0, 1] \\
(\tilde{A}x, -\tilde{f}_{x,t}(\theta)), & \theta \in [-1, 0].
\end{cases}
\]  

(3)

It is easy to see that \( \tilde{f}_t \) is the odd extension of \( \tilde{f} \). And we remark here that \( \tilde{f}_t(t \geq 0) \) are all smooth diffeomorphisms. This is because the odd extensions of \( \mathcal{A} \) and \( \mathcal{Y} \) (denoted by \( \hat{\mathcal{A}} \) and \( \hat{\mathcal{Y}} \) respectively) are both smooth vector fields on \( \mathbb{T}^3 \), and \( \hat{f}_t \) can be viewed as the smooth perturbations (supported on \( \bigcup_{i=1}^{2n-1} \hat{\mathcal{A}}^i(U(C)) \times (0.5 - ^\varepsilon, 0.5 + ^\varepsilon) \)) of \( \hat{\mathcal{A}}_i \circ \hat{\mathcal{Y}}_i \). At last, we define our examples \( K_t(t \geq 0) \) as the composition of \( R = \text{Id}_{\mathbb{T}^2} \times -\text{Id}_{\mathbb{S}^1} : \mathbb{T}^2 \times \mathbb{S}^1 \rightarrow \mathbb{T}^2 \times \mathbb{S}^1 \) and \( f_t(t \geq 0) \), i.e., \( K_t = R \circ \tilde{f}_t \).

According to equation 3, we have

\[
K_t(x, \theta) = \begin{cases} 
(Ax, -\phi_{x,t}(\theta)), & 0 \leq \theta \leq 1 \\
(Ax, \phi_{x,t}(\theta)), & -1 \leq \theta \leq 0.
\end{cases}
\]  

(4)

From the arguments above and Proposition 3, we get the following proposition as wanted.

**Proposition 4.** For any \( t > 0 \) small enough, \( K_t \in \mathcal{X}^\infty(\mathbb{T}^3) \).

4. **Proof of the Theorem 1.4.** Before we move on to the detailed proof, we summarize here the main properties of the examples \( \{K_t\} \) constructed in the previous section (see figure 3):

1. \( K_0 = A \times -\text{Id}_{\mathbb{S}^1} \). And for any \( t > 0 \), \( K_t \in \mathcal{X}^\infty(\mathbb{T}^3) \), i.e. \( K_t \) satisfies item (K1)–(K4) in Definition 1.2.

2. For any \( t > 0 \), \( K_t \) is a skew product reversing the orientation of the fibers, see equation 4.

3. For any \( t > 0 \), \( K_t \) admits a fixed fiber \( \tilde{p} = \{p\} \times \mathbb{S}^1 \) which is Morse–Smale with exactly four periodic points, two fixed sinks \( P_0 = (p, 0), P_1 = (p, 1) \) and a 2-periodic source \( P = (p, 0.5), P' = (p, -0.5) \). Moreover \( K_t \) admits a blender-horseshoe with reference cube \( \Gamma \) (a small cube around \( P \), contained in \( \mathbb{T}^2 \times (0, 1) \)) and reference saddles \( P, O \), where \( \Gamma, P, O \) are all independent of \( t > 0 \). Symmetrically, \( K_t \) admits a blender-horseshoe with reference cube \( \Gamma' \) (a small cube around \( P' \), contained in \( \mathbb{T}^2 \times (-1, 0) \)) and reference saddles \( P', O' \), where \( \Gamma', P', O' \) are all independent of \( t > 0 \).

4. For any \( t > 0 \), \( K_t \) admits a fixed fiber \( \tilde{q} = \{q\} \times \mathbb{S}^1 \) which is Morse–Smale with exactly four periodic points, two fixed sources \( Q_0 = (q, 0), Q_1 = (q, 1) \) and a 2-periodic sink \( Q = (q, \theta_0), Q' = (q, -\theta_0) \). Moreover, \( W^u(Q, K_t) \) contains a \( u \)-disk which belongs to the superposition region of the \( cu \)-blender \( \Lambda_t = \bigcap_{n \in \mathbb{Z}} K_t^{2n\alpha} \Gamma \). Symmetrically, \( W^u(Q', K_t) \) contains a \( u \)-disk which belongs to the superposition region of the \( cu \)-blender \( \Lambda'_t = \bigcap_{n \in \mathbb{Z}} K_t^{2n\alpha} \Gamma' \).
4.1. Robust transitivity. In this subsection, we will prove that the examples constructed in the previous section are robustly transitive. The following criterion will be used.

**Lemma 4.1** ([9], Lemma 7.3). Let \( f : M \to M \) be a diffeomorphism, and \( p \) a hyperbolic periodic point. Suppose that invariant manifolds of \( \text{Orb}(p) \) are both (robustly) dense in \( M \). Then \( f \) is (robustly) transitive.

The following lemma can be deduced from Theorem 7.1 of [16] directly.

**Lemma 4.2** ([16]). Let \( M, N \) be compact boundaryless manifolds, and \( F : M \times N \to M \times N, (x, y) \mapsto (f(x), \phi_t^G(y)) \) a normally hyperbolic skew–product \( C^1 \) diffeomorphism. Assume that \( f : M \to M \) is Anosov, then there exists a \( C^1 \) neighborhood \( \mathcal{U} \) of \( F \) in \( \text{Diff}^1(M \times N) \), such that for any \( G \in \mathcal{U} \),

1. \( G \) is conjugated by \( \Phi_G \) to a skew–product \( G^* : (x, y) \to (f(x), \phi_t^G(y)) \), which depends continuously on \( G \).
2. For any \( x \in M \), \( \Phi_G^{-1}(\{x\} \times N) \) is diffeomorphic to \( N \), and \( C^1 \)-close to \( \Phi^{-1}_G(\{x\} \times N) = \{x\} \times N \).

Recall that for any \( x \in \mathbb{T}^2 \), we define \( \bar{x} \) to be the fiber \( \{x\} \times S^1 \). Using Lemma 4.2, there exists a \( C^1 \) neighborhood \( \mathcal{U}_0 \) of \( K_t \) such that for any \( g \in \mathcal{U}_0 \) and any \( x \in \mathbb{T}^2 \), we can define the continuation of \( \bar{x} \) to be \( \Phi^{-1}_g(\{x\} \times S^1) \), and denote it by \( \bar{x}_g \).

**Proposition 5.** Let \( \{K_t\}_{t \geq 0} \) be as above. Then for every \( t > 0 \) small enough, \( K_t \) is robustly transitive, i.e., there exists a \( C^1 \) neighborhood \( \mathcal{U}_t \) of \( K_t \), such that every \( g \in \mathcal{U}_t \) is transitive.

**Proof.** We will prove the proposition by using Lemma 4.1. In fact, we only have to show that

**Claim 6.** \( W^u(\text{Orb}(P), K_t) \) and \( W^s(\text{Orb}(P), K_t) \) are both robustly dense in \( \mathbb{T}^3 \).

**Proof of the claim.** Denote \( P' = (p, -0.5) \), then \( \text{Orb}(P) = \{ P, P' \} \). Similarly, denote \( Q' = (q, -\theta_0) \), then \( \text{Orb}(Q, K_t) = \{ Q, Q' \} \). Firstly, note that

\[
\bar{W}^u(\text{Orb}(P), K_t) = \bar{W}^u(P, K_t) \cup \bar{W}^u(P', K_t) = \bar{W}^u(\bar{p}, K_t) = \mathbb{T}^3.
\]

Since \( K_t \) is normally hyperbolic skew product diffeomorphism, we can use Lemma 4.2 to conclude that there exists a \( C^1 \) neighborhood \( \mathcal{U}_t \) of \( K_t \) such that \( \bar{W}^u(\bar{p}, g) = \mathbb{T}^3 \) still holds for every \( g \in \mathcal{U}_t \), and hence \( \bar{W}^u(\text{Orb}(P_g), g) = \mathbb{T}^3 \). Analogous argument shows that \( \bar{W}^s(\bar{q}_g, g) = \mathbb{T}^3 \) holds for every \( g \in \mathcal{U}_t \), and hence \( \bar{W}^s(\text{Orb}(Q_g), g) = \mathbb{T}^3 \).

According to the construction, \( (A_t, K_t^{2n_0}) \) is a blender-horseshoe with reference cube \( T \) and reference saddles \( P \) and \( O \). And \( W^u(Q, K_t^2) \) contains a vertical disk that belongs to the superposition region \( D_t \). Then by using of Lemma 2.4 and Lemma 2.5, we have \( W^s(Q_g, g^2) \subset \bar{W}^s(P_g, g^2) \). Symmetrically, we have \( W^s(Q_g, g^2) \subset \bar{W}^s(P_g, g^2) \). Therefore,

\[
\bar{W}^s(\text{Orb}(P_g), g) = \bar{W}^s(P_g, g^2) \cup \bar{W}^s(P_g', g^2) \supset \bar{W}^s(Q_g, g^2) \cup \bar{W}^s(Q_g', g^2) = \bar{W}^s(\text{Orb}(Q_g), g) = \mathbb{T}^3.
\]

The proof of the claim has now been finished, thus the proof of the proposition has been finished too.
4.2. Having two physical measures means Kan–like. In this subsection, we will prove Theorem 1.5. First we need a lemma for Kan’s examples on $\mathbb{T}^3$.

**Lemma 4.3.** For every $f \in \mathcal{X}^{1+}(\mathbb{T}^3)$, denote $R_0 = (r, 0)$ and $S_1 = (s, 1)$ to be two fixed point of $f$ with indices 2 from the definition (K2) of Kan’s examples. Then there exists a $C^1$ neighborhood $\mathcal{U}$ of $f$, and a constant $L > 2$, such that for any $g \in \mathcal{U}$ and $X \in \mathbb{T}^3$, we have

$$W^u_l(X, g) \cap W^s_l(R_0, g) \neq \emptyset, \quad \text{or} \quad W^s_l(X, g) \cap W^u_l(S_1, g) \neq \emptyset.$$  

**Proof.** From the definition of $f$, we can take the constant $L$ large enough, so that at least one of these two properties holds. Since the transverse intersection is an open property, and the stable (unstable) manifolds of uniform size $L$ vary continuously with respect to the diffeomorphisms, this lemma follows. \qed

**Lemma 4.4.** For every $f \in \mathcal{X}^{1+}(\mathbb{T}^3)$, $f$ has mostly contracting center.

**Proof.** This is a well-known result, and we write down its proof for completeness. Let $\mu_0$ and $\mu_1$ be the normalized Lebesgue measures restricted to the invariant tori $T_0 = \mathbb{T}^2 \times \{0\}$ and $T_1 = \mathbb{T}^2 \times \{1\}$, respectively. Since $\Lambda : \mathbb{T}^2 \to \mathbb{T}^2$ is a hyperbolic automorphism, $\mu_0$ and $\mu_1$ are the unique ergodic Gibbs $u$-states supported on $T_0$ and $T_1$, respectively. Recall that the center Lyapunov exponents of $\mu_0$ and $\mu_1$ are both negative, according to (K4), so they are both physical measures by Proposition 1.

According to Proposition 2, to show $f$ has mostly contracting center, it suffices to show that $f$ has no other ergodic Gibbs $u$-states.

By contradiction, assume there exists an ergodic Gibbs $u$-state $\nu \notin \{\mu_0, \mu_1\}$. Then there exists a $u$-disk $D$ which intersect $B(\nu)$ on a full Lebesgue measure subset $D_0 \subset D$. Since $\nu$ is an invariant measure, this also works for $f^n(D)$. According to lemma 4.3, there exists $n$ large enough, such that $f^n(D) \cap W^u_l(R_0) \neq \emptyset$ or $f^n(D) \cap W^s_l(S_1) \neq \emptyset$. Without loss of generality, we assume the first case happens. Again, since $\mu_0$ is an ergodic Gibbs $u$-state, there exists a $u$-disk $D' \subset T_0$ and its subset $D'_0$ with positive Lebesgue measure such that every $X \in D'_0$ belongs to $B(\mu_0)$ and has 2-dimensional Pesin local stable manifold $W^s_{loc}(X)$ with uniform size. Moreover, the Pesin local stable manifolds vary absolutely continuously according to the classical Pesin theory.

Since $W^u(R_0)$ is dense in $T_0$, and $f^n(D)$ is arbitrarily close to $W^u(R_0)$ as $n$ tends to infinity, there exists $n_0$ large enough such that $f^{n_0}(D) \cap \cup_{X \in D'_0} W^s_{loc}(X)$. The intersection is contained in $B(\mu_0)$ (since $\cup_{X \in D'_0} W^s_{loc}(X) \subset B(\mu_0)$), and has positive Lebesgue measure by the absolute continuity of $\{W^s_{loc}(X)\}_{X \in D'_0}$. This means $D$ itself has a positive Lebesgue measure subset contained in $B(\mu_0)$, which contradicts with the fact that $D$ has a full Lebesgue measure subset $D_0$ such that $D_0 \subset B(\nu)$.

**Proposition 7.** Let $K_t$ and $U_t$ be defined as in Proposition 5. Then by shrinking $U_t$ if necessary, for any $g \in U_t \cap \text{Diff}^{1+}(\mathbb{T}^3)$, if $g$ has two physical measures, then $g \in \mathcal{X}^{1+}(\mathbb{T}^3)$.

It is easy to see that Proposition 7 can be deduced from Theorem 1.5 immediately. So we only have to prove Theorem 1.5.

**Proof of Theorem 1.5.** We take the $C^1$ neighborhood $\mathcal{U}$ small enough, such that it satisfies Lemma 4.3 and every $g \in \mathcal{U} \cap \text{Diff}^{1+}(\mathbb{T}^3)$ has mostly contracting center. Moreover, we require that every $g \in \mathcal{U} \cap \text{Diff}^{1+}(\mathbb{T}^3)$ is still partially hyperbolic with uniformly compact center foliation.
Now assume $\mu_1$ and $\mu_2$ are two different ergodic Gibbs $u$-states of some $g \in \mathcal{U} \cap \text{Diff}^{1+}(\mathbb{T}^3)$. Then $\text{Supp}(\mu_1)$ and $\text{Supp}(\mu_2)$ are two disjoint compact $u$-saturated sets, according to Proposition 2. We have the following claim.

**Claim 8.** For every $x \in \mathbb{T}^2$, $\bar{x}_g$ intersects $\text{Supp}(\mu_i)$ with exactly one point, for $i = 1, 2$.

**Proof of the claim.** According to Lemma 4.2, $W^{uu}(\bar{x}_g)$ is dense in $\mathbb{T}^3$. Since every Gibbs $u$-state is $u$-saturated, $\text{Supp}(\mu_i) \cap \bar{x}_g \neq \emptyset$. Suppose on the contrary that there exist $x \in \mathbb{T}^2$ and two points $X_1, X_2 \in \bar{x}_g$, such that $X_1, X_2 \in \text{Supp}(\mu_1)$. Notice that for any point $Y \in \text{Supp}(\mu_2)$, from Lemma 4.3, we know that either $W^{uu}_L(Y, g) \pitchfork W^{ss}_L(R_{0,g}, g) \neq \emptyset$, or $W^{uu}_L(Y, g) \pitchfork W^{ss}_L(S_{1,g}, g) \neq \emptyset$. Without loss of generality, we assume the first case holds. Then by using $\lambda$-lemma and the invariance of $\text{Supp}(\mu_2)$, we have $W^{uu}(R_{0,g}, g) \subset \text{Supp}(\mu_2)$.

Since $X_1$ and $X_2$ are in the same center leaf, there exist $z \in \mathbb{T}^2$ and two points $Z_1, Z_2 \in \bar{z}_g$, such that

$$Z_i \in W^{uu}(X_i, g) \cap W^{ss}(\bar{r}_g), \quad i = 1, 2.$$ 

However, noticing that $W^{ss}(R_{1,g}, g) \cap \bar{z}_g$ consists of a unique point, we conclude that at least one of $Z_1$ and $Z_2$ belongs to $W^s(R_{0,g}, g)$. Applying $\lambda$-lemma again, we have $W^{uu}(R_{0,g}, g) \subset \text{Supp}(\mu_1)$. This is a contradiction since $\text{Supp}(\mu_1) \cap \text{Supp}(\mu_2) = \emptyset$. \hfill \Box

From the proof of the claim, we can see that $\text{Supp}(\mu_1)$ can not intersect $W^s(R_{0,g}, g)$ and $W^s(S_{1,g}, g)$ simultaneously, where $i = 1, 2$. Therefore, following the same arguments as above, we can assume that $W^{uu}(R_{0,g}, g) \subset \text{Supp}(\mu_1)$, and $W^{uu}(S_{1,g}, g) \subset \text{Supp}(\mu_2)$.

Since $\text{Supp}(\mu_1)$ is compact, the map $x \in \mathbb{T}^2 \mapsto \text{Supp}(\mu_i) \cap \bar{x}_g$ is upper semi-continuous, where $i = 1, 2$. However, Claim 8 shows us each of the intersections in the maps consists of a unique point. This implies that the maps are both continuous. That is, $\text{Supp}(\mu_1)$ and $\text{Supp}(\mu_2)$ are two topological tori transverse to the center foliation. Combining with the assumption in the previous paragraph, we conclude

$$W^{uu}(R_{0,g}, g) = \text{Supp}(\mu_1), \quad \text{and} \quad W^{uu}(S_{1,g}, g) = \text{Supp}(\mu_2).$$

**Claim 9.** Both $\text{Supp}(\mu_1)$ and $\text{Supp}(\mu_2)$ are $s$-saturated, thus they are su-tori.

**Proof of the claim.** We only prove this claim for $\text{Supp}(\mu_1)$. Suppose $\text{Supp}(\mu_1)$ is not $s$-saturated, then there exist a point $X_0 \in \text{Supp}(\mu_1)$ and a point $Y_0 \in W^{ss}_{loc}(X_0, g) \cap \bar{y}_g$, such that $Y_0 \notin \text{Supp}(\mu_1)$. Since $\text{Supp}(\mu_1)$ is compact, there exists an open neighborhood $U$ of $Y_0$ in $\bar{y}_g$, such that $U \cap \text{Supp}(\mu_1) = \emptyset$.

Since $\text{Supp}(\mu_1)$ is a topological torus, $\sigma = W^c(W^{ss}_{loc}(X_0, g), g) \cap \text{Supp}(\mu_1)$ is a continuous segment. Now using the strong stable holonomy map, there exists a segment $l \subset \bar{y}_g$ such that $l = h^s_\sigma(\sigma)$. Let $Z_0 \in l \cap U$ be an interior point of $l$. Now we can choose a sufficiently small neighborhood $V$ of $Z_0$ in $\mathbb{T}^3$, such that for every point $Y \in V$, there exists $X \in \text{Supp}(\mu_1) \cap W^{ss}(Y, g)$. This is because $\text{Supp}(\mu_1)$ is a $u$-saturated continuous surface.

Recalling that both $W^s(R_{0,g}, g)$ and $W^s(S_{1,g}, g)$ are dense in $\mathbb{T}^3$, there exist two points $Y^0 \in V \cap W^s(R_{0,g}, g)$, $Y^1 \in V \cap W^s(S_{1,g}, g)$. So there exist two points $X^0, X^1$ such that

$$X^0 \in \text{Supp}(\mu_1) \cap W^{ss}(Y^0, g) \subset \text{Supp}(\mu_1) \cap W^s(R_{0,g}, g),$$

$$X^1 \in \text{Supp}(\mu_1) \cap W^{ss}(Y^1, g) \subset \text{Supp}(\mu_1) \cap W^s(S_{1,g}, g).$$
Hence both $R_{0,g}$ and $S_{1,g}$ belong to $\text{Supp}(\mu_1)$. Since $\text{Supp}(\mu_2)$ is also $u$-saturated, Lemma 4.3 and $\lambda$-lemma also imply at least one of $R_{0,g}$ and $S_{1,g}$ belongs to $\text{Supp}(\mu_2)$, which implies $\text{Supp}(\mu_1) \cap \text{Supp}(\mu_2) \neq \emptyset$. This contradiction proves $\text{Supp}(\mu_1)$ must be $s$-saturated. 

Now we move on to prove that the basins of $\mu_1$ and $\mu_2$ are intermingled. The ingredients of the proof are quite similar to Kan’s examples, and we just sketch the main arguments.

Since $g$ also has mostly contracting center, the center Lyapunov exponent of $\mu_i$ is still negative. We may assume that $R_{0,g} \in \text{Supp}(\mu_1)$ and then $R_{1,g} \in \text{Supp}(\mu_2)$. And by Lemma 4.3 and its proof, $S_{0,g} \in \text{Supp}(\mu_1)$ and $S_{1,g} \in \text{Supp}(\mu_2)$. For any curve $\gamma$ which is transverse to the $E^{cs}$ direction, up to take some forward iteration, that $\gamma$ crosses the local surfaces $W^{cs}_{loc}(R_{0,g},g)$ and $W^{cs}_{loc}(S_{1,g},g)$. If we assume that $\gamma$ does not intersect with $\text{Supp}(\mu_1)$ nor $\text{Supp}(\mu_2)$, then $\gamma$ crosses the local surfaces $W^{cs}_{loc}(R_{0,g},g)$ and $W^{cs}_{loc}(S_{1,g},g)$ since both $\text{Supp}(\mu_1)$ and $\text{Supp}(\mu_2)$ are $s$-saturated tori. Therefore, for sufficient large $n$, $f^n(\gamma)$ will contain some disks sufficiently close to $\text{Supp}(\mu_1)$ and $\text{Supp}(\mu_2)$, and hence intersect with $B(\mu_1)$ and $B(\mu_2)$ both in a set of positive Lebesgue measure. Notice that $B(\mu_1)$ and $B(\mu_2)$ are both $g$-invariant, we conclude that $\gamma$ itself intersects with $B(\mu_1)$ and $B(\mu_2)$ both in a set of positive Lebesgue measure. Now the conclusion follows by using Fubini’s Theorem. 

4.3. Having a unique physical measure means mixing property. In this subsection, we will prove that for the examples constructed in the previous section,
if they admit a unique physical measure under perturbations, then the perturbed ones must be topologically mixing. Combined with Proposition 7, the proof of Theorem 1.4 will be finished.

Recall that in the previous subsection, the perturbed systems remain to have two invariant tori. While in this subsection, we will show that if the perturbed systems admit a unique physical measure, then at least one of its invariant tori is broken. The following proposition provides us a characterization of the broken torus, which will be used later.

**Proposition 10.** Let $K_t$ and $U_t$ be defined as in Proposition 5, $T$ be one of its two invariant tori, and $A \in \hat{a}, B \in \hat{b}$ be any two hyperbolic periodic points contained in $T$. By shrinking $U_t$ if necessary, assume that the continuation of $A$ and $B$ are well defined for any $g \in U_t$. Then for any $g \in U_t$,

- either $g$ admits an invariant torus $T_g$ which is $s,u$-saturated, and $T_g$ is close to $T$ in Hausdorff metric,
- or there exists $x \in W^u(a,\hat{a}) \cap W^s(b,\hat{b})$ such that $W^{uu}(A_g,g) \cap \bar{x}_g \neq W^{ss}(B_g,g) \cap \bar{x}_g$.

**Remark 8.** If the first case happens, we call $T_g$ the continuation of $T$. And if the second case happens, we say that the invariant torus $T$ is broken under $g$.

**Proof.** Assume that for every $x \in W^u(a,\hat{a}) \cap W^s(b,\hat{b})$, we have $W^{uu}(A_g,g) \cap \bar{x}_g = W^{ss}(B_g,g) \cap \bar{x}_g$, we will prove that $g$ admits an invariant torus $T_g$ which is $s,u$-saturated and close to $T$ in Hausdorff metric.

Denote $A_g = \{ W^{uu}(A_g,g) \cap \bar{x}_g : x \in W^u(a,\hat{a}) \cap W^s(b,\hat{b}) \}$. For any $y \in T^2$, we claim that $\#(A_g \cap \bar{y}_g) = 1$. Suppose on the contrary that there exists a point $y_0 \in T^2$, such that $A_g \cap \bar{y}_0,g$ contains at least two points, namely $Y^1$ and $Y^2$. By definition, there exist two sequence of points $(x^n_i \in W^u(a,\hat{a}) \cap W^s(b,\hat{a}))_{n \to 0}(i = 1,2)$ and $X^n_i \in \bar{a},g \cap A_g$ such that $X^n_i$ tends to $Y^i$, $i = 1,2$. Suppose the center distance of $Y^1$ and $Y^2$ is bigger than some positive number, say $\delta$. We now choose $N \in \mathbb{N}$ large enough such that $d(X^n_i,Y^i)$ is much smaller that $\delta$, $i = 1,2$. Then the distance of $x^n_i$ and $x^n_2$ in $T^2$ is much smaller that $\delta$, and we can thus assume that there exists a point $z \in W^{loc}(x^n_1) \cap W^{loc}(x^n_2)$. Then using leaf conjugacy property, we see $W^{loc}(x^n_1,g) \cap W^{loc}(x^n_2,g) = \bar{z}_g$. Due to the continuity of the strong stable and strong unstable holonomy of $g$, there exist two points $Z^1, Z^2 \in \bar{z}_g$ satisfying

1. $\{Z^1\} = W^{loc}(X^n_1,g) \cap \bar{z}_g = W^{uu}(A_g,g) \cap \bar{z}_g$,
2. $\{Z^2\} = W^{loc}(X^n_2,g) \cap \bar{z}_g = W^{ss}(B_g,g) \cap \bar{z}_g$,
3. $d(z, Z^1, Z^2) > \frac{\delta}{2}$.

This implies that $W^{uu}(A_g,g) \cap \bar{z}_g \neq W^{ss}(B_g,g) \cap \bar{z}_g$, which contradicts with our assumption. This contradiction implies our claim is true, i.e., $\#(A_g \cap \bar{y}_g) = 1$ for every $y \in T^2$. This means $A_g$ is actually a topological torus transverse to the center foliation, and we denote it by $T_g$ from now on. Bearing in mind $T_g$ contains a dense subset of $W^{uu}(A_g,g)$ (resp. $W^{ss}(B_g,g)$), we get $T_g \supset W^{uu}(A_g,g)$ (resp. $T_g \supset W^{ss}(B_g,g)$). Hence, $T_g$ is $u$-minimal (resp. $s$-minimal) and $u$-saturated (resp. $s$-saturated). $T_g$ is close to $T$ with respect to Hausdorff metric, because $W^{uu}(A_g,g)$ varies lower semi-continuously with $g$ and $E^s \oplus E^u_g$ varies continuously with $g$. □

Now we are ready to prove the main proposition of this subsection.
Proposition 11. Let $K_t$ and $U_t$ be defined as in Proposition 5. Then by shrinking $U_t$ if necessary, for any $g \in U_t \cap \text{Diff}^{1+}(\mathbb{T}^3)$, if $g$ has a unique physical measure, then $g$ is robustly topologically mixing.

Proof. By shrinking $U_t$ if necessary, suppose that the continuations of $R_0, S_1, P_0, Q_0, P_1,$ and $Q_1$ are all well defined. We first claim that at least one of the two invariant tori of $K_t$ is broken under $g$. Otherwise, the two invariant tori $T_1 \supset R_0$ and $T_2 \supset S_1$ both have a continuation, denoted by $T_{i,g}$ and $T_{2,g}$ respectively. Since $T_{i,g}$ are both $u$-saturated and disjoint to each other, each of them supports a Gibbs $u$-state, which is also a physical measure. This contradicts with the assumption that $g$ admits a unique physical measure.

Suppose now the invariant torus $T := \mathbb{T}^2 \times \{0\}$ is broken. To prove $g$ is topological mixing, we will prove both $W^s(P_g, g^2)$ and $W^u(P_g, g^2)$ are dense in $\mathbb{T}^3$.

Now that $T$ is broken, for $P_0$ and $Q_0$, there exists a point $x \in W^u(p, \bar{A}) \cap W^s(q, \bar{A})$ such that $W^u(P_{0,g}, g) \cap \bar{x} \neq W^s(Q_{0,g}, g) \cap \bar{x}$. Then $W^s(Q_{0,g}, g) = W^s(Q_{0,g}, g)$ intersects transversely with either $W^u(P_g, g^2)$ or $W^u(P_g, g^2)$. We suppose $W^s(Q_{0,g}, g) \cap W^u(P_g, g^2) \neq \emptyset$. Then $W^s(P_g, g^2) \subset W^s(Q_{0,g}, g)$, due to Palis’ $\lambda$-lemma. Recall that the existence of blender-horseshoe implies $W^s(Q_{0,g}, g^2) \subset W^s(P_g, g^2)$ and $W^s(Q_g, g^2) \subset W^s(P_g, g^2)$. Noting that $W^s(Q_{0,g}, g) \subset W^s(Q_g, g)$, we conclude

$$W^s(P_g, g^2) \supset W^s(Q_g, g^2) \supset W^s(Q_{0,g}, g) \supset W^s(P_g, g^2) \supset W^s(Q_g, g^2).$$

Therefore,

$$W^s(P_g, g^2) \supset W^s(Q_g, g^2) \cup W^s(Q_{0,g}, g) = W^s(P_g, g^2) = \mathbb{T}^3.$$

Hence $W^s(P_g, g^2) = \mathbb{T}^3$.

Again, since $T$ is broken under $g$, for $P_0$ and $S_0$, there exists a heteroclinic point $x \in W^u(p, \bar{A}) \cap W^s(s, \bar{A})$ such that $W^u(P_{0,g}, g) \cap \bar{y} \neq W^s(S_{0,g}, g) \cap \bar{y}$. Then $W^s(S_{0,g}, g)$ intersects transversely with either $W^u(P_g, g^2)$ or $W^u(P_g, g^2)$. We suppose $W^s(S_{0,g}, g) \cap W^u(P_g, g^2) \neq \emptyset$. And again, using Palis’ $\lambda$-lemma, we get $W^u(S_{0,g}, g) \subset W^u(P_g, g)$, which immediately implies $W^u(P_g, g) = \mathbb{T}^3$.

To show that $g$ is robustly mixing, it is sufficient to notice that if the invariant torus $T$ of $K_t$ is broken under $g$, then it is robustly broken.\hfill $\Box$

Now we can prove the corollary.

Proof of Corollary. Fix some $t_0 > 0$ small enough. From the proof of Proposition 10, we see that we can take some smooth perturbation $g$ of $K_{t_0}$ such that one $u$-torus of $K_{t_0}$ has a continuation, and the other one is broken. Then $g$ is robustly mixing, according to Proposition 11. However, the existence of an $u$-torus implies that neither the strong stable foliation nor the strong unstable foliation of $g$ is minimal.\hfill $\Box$

Remark 9. For the case where we require the diffeomorphism to preserve the orientation of the center foliation (see Remark 4), it is a little bit tricky. We just sketch the main ingredients of the proof. According to equation 3, for any $t > 0$, $f_t$ is a smooth function on $\mathbb{T}^3$ preserving the orientation of the center foliation. We now take $g$ to be a smooth perturbation of some $f_t$ such that

- $g^{-1} \circ f_t$ is a skew product diffeomorphism over $\text{Id}_{\mathbb{T}^2} : \mathbb{T}^2 \to \mathbb{T}^2$;
- $g$ preserves the orientation of the center foliation;
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