Gapless Criterion for Crystals from Effective Axion Field
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Gapless criteria that can efficiently determine whether a crystal is gapless or not are particularly useful for identifying topological semimetals. In this work, we propose a sufficient gapless criterion for three-dimensional non-interacting crystals, based on the simplified expressions for the bulk average value of the static axion field. The brief logic is that two different simplified expressions give the same value in an insulator, and thus the gapless phase can be detected by the mismatch of them. We apply the gapless criterion to the magnetic systems with space groups 26 and 13, where mirror, glide, and inversion symmetries provide the simplified expressions, and find that it can be effective in systems with or without spin-orbit coupling. In particular, the gapless criterion can identify gapless phases that are missed by the symmetry-representation approach, as illustrated by space group 26. Our proposal serves as a guiding principle for future discovery of topological semimetals.

I. INTRODUCTION

Complementary to the study on topological insulators, the last decade has witnessed intense research interests in three dimensional (3D) topological semimetals. The search for material candidates is a central topic in this field. Recently, thousands of topological semimetals have been proposed based on the symmetry eigenvalue analysis (or more precisely counting symmetry representations at high-symmetry momenta). The high efficiency of the approach originates from the fact that it only requires the information of the ground state wavefunction in a lower dimensional submanifold of 3D first Brillouin zone (1BZ), like high-symmetry points/lines/planes. However, many gapless phases cannot be identified with the symmetry-representation approach, especially when the gapless points locate at generic momenta, such as the Weyl semimetal TaAs. Therefore, new efficient gapless criteria that can help fix this issue are of particular importance.

In this work, we exploit the effective axion field $\theta$ of 3D materials and propose an efficient gapless criterion that can detect gapless phases beyond the symmetry-representation approach. The dimensionless $\theta$ appears in the electromagnetic response of 3D insulating crystals as

$$\mathcal{L}_\theta = \frac{e^2}{\hbar c} \frac{\theta}{2\pi} \mathbf{E} \cdot \mathbf{B},$$

where $e$, $\hbar$, and $c$ are the elementary charge, Planck constant, and speed of light, respectively. Based on symmetries, several simplified expressions have been derived for evaluating the average value of static $\theta$ in the bulk of materials. The key idea of this work is to check the consistency of these simplified expressions. Intuitively, when two expressions mismatch, it means $\theta$ is not well-defined, indicating the possible existence of gapless points. The gapless criterion is efficient since the simplified expressions only involve lower dimensional submanifolds of 1BZ. We demonstrate the effectiveness of this gapless criterion in two magnetic systems: one with space group (SG) 26 and spin-orbit coupling (SOC), and the other with SG 13 but without SOC. In the first example, we find that the gapless criterion can identify Weyl semimetal phases beyond the symmetry-representation approach, while the gapless criterion agrees with the symmetry-representation approach in the second example.

II. EFFECTIVE AXION FIELD

Before discussing the gapless criterion, we review the static effective axion field in 3D crystals and the simplified expressions given by symmetries. We focus on insulators with vanishing quantum anomalous Hall (QAH) conductivity (or equivalently with zero Chern number (CN) on any 2D plane parallel to any two of the three primitive reciprocal lattice vectors), like time-reversal (TR) invariant insulators. In these insulators, the bulk average value of the static effective axion field can be expressed as

$$\theta = \frac{1}{4\pi} \int d^3k \epsilon^{ijl} \text{Tr}[A_i \partial_k A_l + \frac{2}{3} A_i A_j A_l],$$

where $\theta$ labels the bulk average value henceforth, duplicated indexes are summed over, and $[A_i(\mathbf{k})]_{a_1 a_2} = -i(u_{k,a_1}|\partial_k|u_{k,a_2})$ is the Berry connection. $[u_{k,a}]$’s are the cell-periodic parts of the occupied Bloch states, and are required to be globally continuous in the above expression. As a result of this gauge choice, the index $a = 1, \ldots, N$ with $N$ the number of occupied bands may not be the band index. The existence of such globally continuous gauge for the occupied subspace is guaranteed by the zero CNs. To keep the global continuity of the gauge, the $U(N)$ gauge transformation, $[u_{k,a}] \rightarrow [u_{k,a}] [U(\mathbf{k})]_{a'a}$, allowed in Eq. (2) must also be continuous everywhere. Such gauge transformations can only change $\theta$ by multiplicities of $2\pi$, making $\theta$ unambiguous modulo $2\pi$. Eq. (2) is hard to use in general, since we need to know the occupied Bloch wavefunctions in the entire 1BZ and derive the globally continuous bases from them.
In the presence of a so-called “axion-odd” symmetry\textsuperscript{23,24,31-36,38-42}, \( \theta \mod 2\pi \) is quantized to 0 or \( \pi \). The axion-odd symmetry is either an improper SG symmetry or a combination of TR symmetry and a proper SG symmetry, where “proper” and “improper” mean that the point group part of the SG operation has determinant 1 and \(-1\), respectively, when acting on the real space position. In appropriate setups, physical consequences of \( \theta = \pi \) include quantized magnetoelectric effect\textsuperscript{31,43}, quantized zero Hall plateau\textsuperscript{44-46}, Faraday and Kerr rotation\textsuperscript{47-49}. Recently, such symmetry-protected \( \theta = \pi \) phase has been predicted to exist in magnetic materials (MnTe)\textsubscript{4}\textsubscript{50,51}.

The complicated task of evaluating \( \theta \) can be simplified by certain axion-odd symmetries, which we call “axion-odd-simplification” (AOS) symmetries. An axion-odd symmetry \( g \) is an AOS symmetry if it can provide a simplified expression \( \nu_g \) for \( \theta \) such that \( \nu_g \) is only defined on a lower-dimensional submanifold of 1BZ and is gauge-invariant. The gauge-invariance means we can evaluate \( \nu_g \) without explicitly finding the globally continuous gauge. A widely known AOS symmetry is the inversion symmetry\textsuperscript{52,53},\textsuperscript{54,24}, whose simplified expression \( \nu_{P}\) for \( \theta \) reads
\[
\frac{\theta}{\pi} \mod 2 = \nu_{P} = \frac{\kappa_4}{2}, \tag{3}
\]
where
\[
\kappa_4 = \sum_{\mathbf{K}} \frac{n_{\mathbf{K}^+} - n_{\mathbf{K}^{-}}}{2} \mod 4, \tag{4}
\]
\( n_{\mathbf{K}^\pm} \) labels the number of occupied states with inversion eigenvalue \( \pm 1 \) at the inversion-invariant momentum \( \mathbf{K} \), and the sum of \( \mathbf{K} \) ranges over all inversion-invariant momenta as shown in Fig. 1(a). \( \kappa_4 \) can only be 0 or 2 in insulators, meaning that \( \nu_P \) is a \( \mathbb{Z}_2 \) index for insulators.

Mirror is also an AOS symmetry. Without loss of generality, we consider the mirror operation \( m_z \) that flips \( x \). On a mirror-invariant plane \((k_y = \Lambda \) with \( \Lambda = 0, \pi \) as shown in Fig. 1(b)), the occupied states have definite mirror eigenvalues \( \pm s \), where \( s = 1 \) without SOC and \( s = i \) with SOC. A related topological invariant, called “mirror CN”\textsuperscript{52}, can then be defined as
\[
C^M_{k_y=\Lambda} = \frac{C^{m_x+,\Lambda}_{k_z=\Lambda} - C^{m_x-,\Lambda}_{k_z=\Lambda}}{2}, \tag{5}
\]
where \( C^{m_x,\Lambda}_{k_z=\Lambda} \) is the total CN of occupied bands with mirror eigenvalue \( \pm s \). Finally, the simplified expression for \( \theta \) given by mirror, labeled as \( \nu_{m_z} \), reads\textsuperscript{34,42}.
\[
\frac{\theta}{\pi} \mod 2 = \nu_{m_z} = C^M_{k_z=0} - C^M_{k_z=\pi} \mod 2. \tag{6}
\]

Similar situation happens for the glide symmetry. Without loss of generality, we consider the glide symmetry \( g_y = \{m_y(001)\} \) that is the combination of half lattice translation along \( z \) and the mirror operation \( m_y \) that flips \( y \). The states with \( k_y = \Lambda \) can have definite glide eigenvalues \( se^{-ik_z/2} \). Then, the simplified expression \( \nu_{g_y} \) for \( \theta \) reads \textsuperscript{52,44,53-55}
\[
\frac{\theta}{\pi} \mod 2 = \nu_{g_y} = \frac{C_{k_y=0}^{g_y,\Lambda} - C_{k_y=\pi}^{g_y,\Lambda} + C_{2\pi} - 2(\frac{g_{y-Z}^{9\gamma}}{X^{\gamma}} + \frac{g_{y-Z}^{9\gamma}}{M^{\gamma}})}{4} \mod 2. \tag{7}
\]
\( C_{k_y=\Lambda}^{g_y,\Lambda} \) and \( C_{2\pi} \) are integrals of Berry curvature divided by 2\( \pi \) for the occupied bands with glide eigenvalue \(-se^{-ik_z/2} \) on plane \( k_y = \Lambda \) and for all occupied bands in the area \( 2\pi \), respectively. (See Fig. 1(c) for details.) \( \gamma_{X^{\gamma}Z^{-1}/X^{\gamma}M^{-1}} \) labels the Berry phase divided by 2\( \pi \) for the occupied bands with glide eigenvalue \(-se^{-ik_z/2} \) along path \( X^{\gamma}Z^{-1}/X^{\gamma}M^{-1} \).

Other known AOS symmetries include TR symmetry and the combination of TR and n-fold (\( n = 2, 4 \)) rotational symmetries\textsuperscript{52,54,35} in the presence of SOC. All the examples show that the subminifold, on which the simplified expression is defined, mostly consists of high-symmetry momenta. Up to now, it is still unclear whether all axion-odd symmetries are AOS symmetries.

### III. GAPLESS CRITERION

The gapless criterion that we propose is for crystals with at least two AOS symmetries, labeled as \( g_1 \) and \( g_2 \). If the crystal is gapped and has zero CNs, the two simplified expressions, \( \nu_{g_1} \) and \( \nu_{g_2} \), given by \( g_1 \) and \( g_2 \) for \( \theta \) must be well-defined and equal (both equal to \( \theta/\pi \) \mod 2). The contrapositive of the above statement is that the crystal is either gapped with non-zero CNs or gapless if (i) at least one of the two simplified expressions is ill-defined, or (ii) both simplified expressions are well defined but mismatch (\( \nu_{g_1} \neq \nu_{g_2} \)). Therefore, if the condition of the contrapositive is satisfied, the system must
be in a non-trivial phase. In the case (i), the crystal must be gapless, since a simplified expression becomes ill-defined only if gapless points exist in the corresponding submanifold of 1BZ. However, the gapless points in this case are relatively simple to locate as the submanifold mostly consists of high symmetry momenta. So we focus on the case (ii) where gapless points stay away from the submanifolds.

In the case (ii), the possibility of insulators with non-zero CNs can be ruled out by the following “Existence-of-Zero-CN” (EZCN) condition: parallel to any two of the three primitive reciprocal lattice vectors, there exist a 2D plane in 1BZ on which the system is gapped and has zero CN. The EZCN condition is equivalent to zero CNs when the crystal is insulating, but it is satisfiable in gapless crystals. In particular, the EZCN condition can be naturally satisfied in the presence of certain symmetries, like SG 26 as discussed later, without imposing any other constraints. Fig. 2 summarizes the above logic in a flowchart, from which we derive a gapless criterion: given a crystal that has two AOS symmetries and satisfies the EZCN condition, it is gapless if the two simplified expressions are well-defined but mismatch. This is the main result of this work. In the following, we demonstrate the effectiveness of this gapless criterion for SG 26 and SG 13.

### IV. MAGNETIC SYSTEMS WITH SG 26

We first study the spin-orbit coupled magnetic materials whose magnetic group is the same as SG 26 ($Pmc2_1$).

**Fig. 2.** This flowchart demonstrates how to use the gapless criterion given a 3D material. Here “QAH insulator” means the system is gapped with nonzero CNs or equivalently non-vanishing QAH conductivity.

Besides lattice translations, SG 26 is generated by two AOS symmetries $m_x$ and $g_y$. The primitive lattice vectors are orthogonal to each other (orthorhombic lattice). The inequivalent high symmetry momenta include two mirror-invariant planes ($k_x = 0, \pi$), two glide-invariant planes ($k_y = 0, \pi$), and their intersections, as shown in Fig. 3(a). We consider the case where the crystal is gapped at all these high-symmetry points. As a result, both $\nu_{m_x}$ and $\nu_{g_y}$ are well defined according to Eq. (6) and Eq. (7), since $C_{3B}$ is identically zero owing to $m_x$.

In the case that we consider, the symmetry representations furnished by the occupied bands at high-symmetry momenta are always the same as those of atomic insulators, according to Ref. [25 and 26]. However, the crystal can still be gapless, for example, having 4 Weyl points at generic momenta as shown in Fig. 3(b). Therefore, such gapless phase cannot be identified by the symmetry-representation approach. (see Appendix. A for more details.)

On the contrary, our gapless criterion is effective. Recall that the gapless criterion requires crystals to satisfy the EZCN condition. It turns out the condition is naturally satisfied here since $m_x$ and $g_y$ symmetries require the crystal to have zero CN on $k_x = 0$ plane, $k_y = 0$.**

**Fig 3.** (a) shows the 1BZ of SG 26. The yellow and pink planes are invariant under $m_x$ and $g_y$ symmetries, respectively. The black lines are the intersections of those planes, where the little group is the entire SG. (b) demonstrates a distribution of Weyl points (red or blue dots) in a possible Weyl semimetal phase. The dots of the same (different) colors have the same (opposite) chiralities. The green area has zero CN. The EZCN condition is equivalent to zero CNs when the crystal is insulating, but it is satisfiable in gapless crystals. The inequivalent high symmetry momenta include two mirror-invariant planes ($k_x = 0, \pi$), two glide-invariant planes ($k_y = 0, \pi$), and their intersections, as shown in Fig. 3(a). We consider the case where the crystal is gapped at all these high-symmetry points. As a result, both $\nu_{m_x}$ and $\nu_{g_y}$ are well defined according to Eq. (6) and Eq. (7), since $C_{3B}$ is identically zero owing to $m_x$.
plane, and any plane perpendicular to \( z \) that does not contain any gapless points. Therefore, the gapless criterion is applicable for SG 26, indicating that the system is gapless when \( \nu_{m_z} \neq \nu_{g_y} \). Further derivation (Appendix.A) shows that, for the spin-orbit coupled case considered here, we have

\[
\nu_{m_z} + \nu_{g_y} \mod 2 = C_S \mod 2 ,
\]

where \( C_S \) is the so-called “bend CN”\(^{56} \) over area S in Fig. 3(b). When \( \nu_{m_z} \neq \nu_{g_y} \), \( C_S \) must be an odd number, and thus the corresponding gapless phase must contain an odd number of Weyl points in the quarter of 1BZ surrounded by \( S \), e.g., Fig. 3(b).

To verify the above analysis, we construct a toy model by putting a spinful \( s \)-orbital at the origin and symmetrizing it with SG 26. (See more details in Appendix.A.) The resulting Hamiltonian is a four band model and has two tuning parameters \( m_0 \) and \( m_1 \). We map out the phase diagram at half filling (2 occupied bands) in Fig. 3(c). There are two insulating phases, phase I with \( (\nu_{m_z}, \nu_{g_y}) = (0, 0) \) and phase III with \( (\nu_{m_z}, \nu_{g_y}) = (1, 1) \). As tuning the system from phase I to phase III, the gap closes on \( k_y = 0 \) plane at the blue boundary and \( \nu_{g_y} \) changes from 0 to 1, resulting in phase II with \( (\nu_{m_z}, \nu_{g_y}) = (0, 1) \). Phase II further evolves into phase III across the red boundary, where the gap closes on \( k_z = 0 \) plane and \( \nu_{m_z} \) changes to 1. According to the gapless criterion and Eq. (8), phase II should be a WSM phase with odd \( C_S \). Indeed, the phase contains 4 Weyl points symmetrically distributed on the \( k_z = 0 \) plane just like Fig. 3(b), and we plot the Fermi arcs on (001) surface in Fig. 3(d). The Fermi arcs are parts of the saddle-shape surface dispersion on (001) surface, as discussed in Appendix. A.

V. MAGNETIC CRYSTALS WITH SG 13

In this section, we study the magnetic crystal whose magnetic group is SG 13 (\( P2/c \)) and whose SOC is neglectible. SG 13 contains two AOS symmetries, inversion \( P \) and glide \( g_y \), and the primitive lattice vectors are orthogonal. Since the combined \( R_2 = g_y P \) symmetry makes \( C_B \) identically zero, we choose the crystal to be gapped on the glide-invariant planes \( (k_y = 0, \pi) \) to keep \( \nu_{g_y} \) and \( \nu_P \) well-defined. (See Fig. 1(a,c).) To satisfy the EZCN condition, we further set the CN on \( k_y = \pi \) to zero and keep the crystal gapped on \( k_z = \pi \) and \( k_z = \pi \) planes. The CNs on \( k_z = \pi \) and \( k_z = \pi \) planes naturally vanish owing to the glide symmetry.

With these conditions, the gapless criterion indicates the crystal is gapless if \( \nu_P \neq \nu_{g_y} \). To understand its physical meaning, we first note that any state with \( (k_x, k_z) = (0, 0) \) can have definite \( R_2 \) eigenvalues \( \pm 1 \). Then, by generalizing the result in Ref. [55], we obtain

\[
\nu_P = \nu_{g_y} + \frac{n_{R_2,+}^{\Gamma} - n_{R_2,+}^{Y}}{2} \mod 2 ,
\]

where \( n_{R_2,+}^{\Gamma/Y} \) is the number of occupied states with \( R_2 \) eigenvalue +1 at \( \Gamma/Y \). (See Appendix.B for more details.) When the crystal is insulating, \( n_{R_2,+}^{\Gamma/Y} = n_{R_2,+}^{Y} \) must hold as exemplified in Fig. 4(a), consistent with \( \nu_P = \nu_{g_y} \). When \( \nu_P \neq \nu_{g_y} \), the nonzero \( (n_{R_2,+}^{\Gamma} - n_{R_2,+}^{Y}) \) indicates the existence of \( R_2 \)-protected gapless points along \( \Gamma - Y \) according to the symmetry-representation approach, as shown in Fig. 4(b-c). Therefore, the gapless criterion \( \nu_P \neq \nu_{g_y} \) can identify the gapless phases detectable by the symmetry-representation approach.

VI. CONCLUSION AND DISCUSSION

Based on the effective axion field, we propose a gapless criterion for 3D crystals that have at least two AOS symmetries and satisfy the EZCN condition. The criterion is potentially applicable to systems with or without SOC and can identify gapless phases beyond the symmetry-representation approach. When applying this criterion in practice (say in first-principle calculations), it is better to follow Fig. 2 and check the EZCN condition at the very end, since the mismatch of two simplified expressions already indicates a non-trivial phase, QAH insulator or gapless. Our gapless criterion can serve as a guiding principle for the discovery of new topological semimetals.

As the gapless criterion can be more powerful if more AOS symmetries are identified, our proposal provides a driving force for future related theoretical study. Recently, Ref. [57] studied the spin-orbit coupled systems with TR and \( S_4 \) (four-fold rotation combined with inversion) symmetries, and demonstrated that some of its Weyl semimetal phases can be detected by the mismatch of two \( Z_2 \) indexes that are respectively protected by
the two symmetries. Therefore, it is intriguing to ask whether the $Z_2$ index of axion-odd $S_k$ is a simplified expression of $\theta$. If so, the system serves as a TR-invariant example of our gapless criterion.
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Appendix A: More Details on SG 26 with SOC

In this section, we discuss SG 26 in more detail. We first discuss its symmetry representations at high-symmetry momenta, then derive Eq. (8) in the main text, and finally discuss the toy model. The high-symmetry points for this SG include the mirror invariant planes ($k_x = \Lambda$), the glide invariant planes ($k_y = \Lambda$), and their intersections, as shown in Fig. 3(a) of the main text. We always assume the system is gapped at all high-symmetry points. Useful points in 1BZ are labeled according to Fig. 5.

1. Symmetry Representations

In this part, we show that the symmetry representations at high symmetry points are the same as atomic insulators. Owing to the existence of SOC, we have $m_x^2 = -1, g_y^2 = -\{1|001\}$, and $\{m_x, g_y\} = 0$. Without loss of generality, we can always choose the Bloch states to be periodic along $k_x$ and $k_y$, i.e.,

$$|\psi_{-\pi,k_y,k_z}\rangle = |\psi_{\pi,k_y,k_z}\rangle, \quad |\psi_{k_x,-\pi,k_z}\rangle = |\psi_{k_x,\pi,k_z}\rangle.$$  \hspace{1cm} (A1)

For $k_x = \Lambda$, the occupied Bloch states have definite mirror eigenvalue $\beta_i$ with $\beta = \pm$, labeled as $|\psi_{m_x,\beta,\alpha}(\Lambda,k_y,k_z)\rangle$.

Here $\alpha = 1, \ldots, n_{(\Lambda,k_y,k_z)}^{m_x,\beta}$, and $n_{(\Lambda,k_y,k_z)}^{m_x,\beta}$ is the number of occupied states with mirror eigenvalue $\beta_i$ at $(\Lambda, k_y, k_z)$. Similarly, for $k_y = \Lambda$, the occupied Bloch states have definite glide eigenvalue $\beta_i e^{-ik_z/2}$, labeled as $|\psi_{g_y,\beta,\alpha}(k_x,\Lambda,k_z)\rangle$, where $\alpha = 1, \ldots, n_{(k_x,\Lambda,k_z)}^{g_y,\beta}$, and $n_{(k_x,\Lambda,k_z)}^{g_y,\beta}$ is the number of occupied states with glide eigenvalue $\beta_i e^{-ik_z/2}$ at $(k_x, \Lambda, k_z)$. Since the system is gapped at all high symmetry momenta, $n_{(k_x,\Lambda,k_z)}^{m_x,\beta}$ stay invariant as $(k_y, k_z)$ changes, and so does $n_{(k_x,\Lambda,k_z)}^{g_y,\beta}$ as $(k_x, k_z)$ varies. Therefore, we may relabel $n_{(\Lambda,k_y,k_z)}^{m_x,\beta}$ and $n_{(k_x,\Lambda,k_z)}^{g_y,\beta}$ as $n_{k_z=\Lambda}^{m_x,\beta}$ and $n_{k_y=\Lambda}^{g_y,\beta}$, respectively.

Along $k_z, |\psi_{m_x,\beta,\alpha}(\Lambda,k_y,k_z)\rangle$ can be chosen to be periodic

$$|\psi_{(\Lambda,k_y,-\pi)}\rangle = |\psi_{(\Lambda,k_y,\pi)}\rangle.$$  \hspace{1cm} (A2)
On the other hand, as $|\psi^{g_y,\beta,\alpha}_{(k_x,\Lambda,\pm\pi)}\rangle$ have opposite glide eigenvalues, we may choose

$$
|\psi^{g_y,\beta,\alpha}_{(k_x,\Lambda,\pm\pi)}\rangle = |\psi^{g_y,-\beta,\alpha}_{(k_x,\Lambda,\pm\pi)}\rangle ,
$$

which indicates $n_{k_y=\Lambda}^{g_y,-} = n_{k_y=\Lambda}^{g_y,+}$. At the intersection of the mirror and glide planes $(k_x, k_y) = (\Lambda, \Lambda')$ with $\Lambda' = 0, \pi$, the Hamiltonian is invariant under both mirror and glide operations. $\{m_x, g_y\} = 0$ means that the irreducible representations (irreps) here are two-dimensional (2D), where $m_x$ and $g_y$ can be represented as

$$
m_x \doteq -1 \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad g_y \doteq \begin{pmatrix} e^{-i\pi k_x} \\ 1 \end{pmatrix} .
$$

We label such 2D irreps as $\Gamma_2$, and label the number of $\Gamma_2$ irreps furnished by occupied states at $(k_x, k_y) = (\Lambda, \Lambda')$ as $n_{(\Lambda,\Lambda')}^{\Gamma_2}$, which is independent of $k_x$ since the system is gapped at the intersection.

Now we include the rest of compatibility relations given by the fact that all high symmetry momenta are fully connected. First of all, the number of occupied bands should be the same at any high symmetry momentum, labeled as $N$. Then, one $\Gamma_2$ irrep at $(k_x, k_y) = (\Lambda, \Lambda')$ would split into two bands with opposite mirror (glide) eigenvalues as $k_y$ ($k_x$) move away from the axis. Therefore, we have

$$
\frac{N}{2} = n_{(0,0)}^{\Gamma_2} = n_{k_y=0}^{m_x,\pm} = n_{(0,\pi)}^{\Gamma_2} = n_{k_y=\pi}^{g_y,\pm} = n_{(\pi,\pi)}^{\Gamma_2} = n_{k_y=\pi}^{m_x,\pm} = n_{(\pi,0)}^{\Gamma_2} = n_{k_y=0}^{g_y,\pm} ,
$$

meaning that there are even number of the occupied bands, and $N/2$ is the only independent number.

If we put $N/2$ local orbitals with mirror eigenvalue $+i$ at the origin and symmetrize them with SG 26 (2a Wyckoff positions), we get the same symmetry representations as the above. Therefore, counting symmetry representations cannot identify any gapless phases in this case.

2. Derivation of Eq. (8) in the main text

In this part, we derive Eq. (8) in the main text. For convenience of the discussion, we use $C$ to label the integral of Berry curvature divided by $2\pi$ for certain bands over certain region, $\gamma$ to label the Berry phase divided by $2\pi$ for certain bands along certain path.

As described in the last part, the number $N$ of occupied bands at high symmetry momenta is even, and we still adopt the same boundary condition, i.e.,

$$
|\psi^{m_x,\beta,\alpha}_{-\pi, k_y, k_z}\rangle = |\psi^{m_x,\beta,\alpha}_{\pi, k_y, k_z}\rangle , \quad |\psi^{m_x,\beta,\alpha}_{\Lambda, -\pi, k_z}\rangle = |\psi^{m_x,\beta,\alpha}_{\Lambda, \pi, k_z}\rangle ,
$$

$$
|\psi^{g_y,\beta,\alpha}_{-\pi, k_y, k_z}\rangle = |\psi^{g_y,\beta,\alpha}_{\pi, k_y, k_z}\rangle , \quad |\psi^{g_y,\beta,\alpha}_{\Lambda, -\pi, k_z}\rangle = |\psi^{g_y,\beta,\alpha}_{\Lambda, \pi, k_z}\rangle ,
$$

where $\alpha = 1, \ldots, N/2$. The boundary conditions along $k_x$ and $k_y$ are natural, while the boundary condition for $g_y$ eigenstates along $k_z$ is special. Making such special choice along $k_z$ does not influence the generality of the derivation since both Eq. (6) and Eq. (7) in the main text are gauge invariant and independent of the boundary conditions along $k_z$.

Owing to $\{m_x, g_y\} = 0$, we have

$$
g_y |\psi^{m_x,\beta,\alpha}_{\Lambda, k_y, k_z}\rangle = |\psi^{m_x,-\beta,\alpha'}_{\Lambda, k_y, k_z}\rangle V^{g_y,-\beta,\beta}(\Lambda, k_y, k_z) , \quad m_x |\psi^{g_y,\beta,\alpha}_{k_x, \Lambda, k_z}\rangle = |\psi^{g_y,-\beta,\alpha'}_{k_x, \Lambda, k_z}\rangle V^{m_x,-\beta,\beta}(k_x, \Lambda, k_z) ,
$$

where those $V$ matrices are unitary. Using the above relations and the fact that $C_A - \gamma_{2A} \in \mathbb{Z}$ with $\partial A$ the boundary of $A$, we can transform Eq. (6) and Eq. (7) in the main text to

$$
\nu_{m_x} = C_{\mathcal{Z} \mathcal{X} \mathcal{M}} - C_{\mathcal{X} \mathcal{M} \mathcal{X}} - 2\gamma^{m_x,\pm}_{\mathcal{Z} \mathcal{X}} + 2\gamma^{m_x,\pm}_{\mathcal{Z} \mathcal{X} \mathcal{X}} + 2\gamma^{m_x,\pm}_{\mathcal{Z} \mathcal{X} \mathcal{M}} \mod 2 ,
$$

$$
\nu_{g_y} = C_{\mathcal{Z} \mathcal{X} \mathcal{M}} - C_{\mathcal{M} \mathcal{X} \mathcal{M}} - 2\gamma^{g_y,\pm}_{\mathcal{Z} \mathcal{X} \mathcal{M}} - 2\gamma^{g_y,\pm}_{\mathcal{Z} \mathcal{X} \mathcal{X} \mathcal{Z}} - 2\gamma^{g_y,\pm}_{\mathcal{M} \mathcal{X} \mathcal{M} \mathcal{M}} - 2\gamma^{g_y,\pm}_{\mathcal{M} \mathcal{X} \mathcal{X} \mathcal{M}} \mod 2 .
$$
Adding the two expression together yields
\[ \nu_{m} + \nu_{g} \mod 2 \]
\[ = C_{S} - 2\gamma_{Z}^{+} - 2\gamma_{Y}^{+} + \gamma_{X}^{+} + \gamma_{M}^{+} - 2\gamma_{Z}^{+} - 2\gamma_{Y}^{+} - 2\gamma_{X}^{+} - 2\gamma_{M}^{+} \mod 2, \tag{A10} \]
where
\[ \gamma_{L}^{\pm} = \gamma_{L}^{+} - \gamma_{L}^{-}, \tag{A11} \]
and \( L \) labels the four lines at the interactions of mirror and glide invariant planes.

What we need to do next is just to show all terms except \( C_{S} \) on the right-hand side of Eq. (A10) add up to an even number. First, we can use Eq. (A8) to get
\[ -2\gamma_{Z}^{+} + 2\gamma_{Y}^{+} + 2\gamma_{X}^{+} - 2\gamma_{M}^{+} \mod 2 = 2\Phi_{V,m+m} + \gamma_{X} + \gamma_{M} \mod 2 \]
\[ \tag{A12} \]
where
\[ \Phi_{U,L} = -\frac{i}{2\pi} \int_{L} d\mathbf{k} \cdot \nabla_{k} U(k) \].

Now, let us consider \( \gamma_{Z}^{+} \). With \( g_{y}^{2} |\psi_{k}\rangle = -e^{-ikx} |\psi_{k}\rangle \) and \( g_{y} \) being unitary, \( V^{y} (0, 0, k) \) must have the following form
\[ V_{\alpha'\alpha}^{g_{y},\beta'\beta} (0, 0, k) = \begin{pmatrix} 0 & W_{1}(0, 0, k) \\ -e^{-ik} W_{1}^{\dagger}(0, 0, k) & 0 \end{pmatrix}_{\beta'\beta \alpha'\alpha}, \tag{A14} \]
where \( W_{1}(0, 0, k) \) takes the indexes \( \alpha' \) and \( \alpha \), is unitary, and satisfies \( W_{1}(0, 0, -\pi) = W_{1}(0, 0, \pi) \). \( V_{(0, 0, k)}^{y} \) can be diagonalized by
\[ U_{g_{y}, m^{+}} (0, 0, k) = \frac{1}{\sqrt{2}} \begin{pmatrix} -ie^{ik/2} W_{1}(0, 0, k) & ie^{ik/2} W_{1}(0, 0, k) \\ 1 & 1 \end{pmatrix}_{0, 0} \begin{pmatrix} W_{2}(0, 0, k) & 0 \\ 0 & W_{3}(0, 0, k) \end{pmatrix}, \tag{A15} \]
where the boundary condition requires \( W_{2}(0, 0, \pm \pi) = W_{3}(0, 0, \mp \pi) \) and both \( W_{2} \) and \( W_{3} \) matrices are unitary. As a result, \( V^{m^{+}} (0, 0, k) \) can be expressed by the \( W_{2} \) and \( W_{3} \) as
\[ V^{m^{+}} (0, 0, k) = -i \begin{pmatrix} 0 & W_{2}^{\dagger}(0, 0, k) W_{3}(0, 0, k) \\ W_{3}^{\dagger}(0, 0, k) W_{2}(0, 0, k) & 0 \end{pmatrix}, \tag{A16} \]
With these relations, we can get
\[ 2\gamma_{Z}^{+} \mod 2 = -\frac{N}{4} + 2\Phi_{V,m^{+}m} \mod 2, \tag{A17} \]
where \( \phi_{U,k} = (\frac{-i}{2\pi}) \log \det [U(k)] \). The same derivation can be applied to \( Y, X, \) and \( M/M \), resulting in
\[ -2\gamma_{Z}^{+} + 2\gamma_{Y}^{+} + 2\gamma_{X}^{+} - 2\gamma_{M}^{+} \mod 2 = 2[\phi_{V,m^{+},m} - \phi_{V,m^{+},m} - \phi_{V,m^{+},m} + \phi_{V,m^{+},m}] \mod 2 \]
\[ \tag{A18} \]
Combined the above equation, Eq. (A12), Eq. (A10), and \( \Phi_{V,m^{+},m} - X/M/M \in Z \), we arrive at Eq. (8) in the main text.

3. More details on the Tight-Binding Model for SG 26

In this section, we discuss the toy tight-binding (TB) model for SG 26 in more detail. There are two sublattice sites in one unit cell, \( \tau_{1} = (0, 0, 0) \) and \( \tau_{2} = (0, 0, 1/2) \). Then, in the real space, the bases of the Hamiltonian reads \( |R + \tau_{i}, s\rangle \), and the Fourier transformation of them gives
\[ |k, \tau_{i}, s\rangle = \frac{1}{\sqrt{N_{i}}} \sum_{R} e^{i(R+\tau_{i})k} |R + \tau_{i}, s\rangle, \tag{A19} \]
where \( s = \uparrow, \downarrow \) the spin index. The bases clearly satisfy \( |k + G, \tau_i, s\rangle = e^{iG \cdot \tau_i} |k, \tau_i, s\rangle \) for any reciprocal lattice vector \( G \). The glide and mirror symmetries are then represented as \( g_y = \pm ie^{-ik_x/2} \tau_y \sigma_y \) and \( m_z = \pm i\tau_0 \sigma_z \), where \( \tau \)'s and \( \sigma \)'s are Pauli matrices for sublattice and spin indexes.

Based on the symmetry representations, we consider the following Hamiltonian for the toy model

\[
H = \sum_{k, i, i', s, s'} |k, \tau_i, s\rangle \langle h(k)| \langle i', s'| \langle k, \tau_{i'}, s'|
\]

\[
h(k) = d_1 \tau_z \sigma_x + d_2 \tau_y \sigma_0 + d_3 \tau_x \sigma_0 + d_4 \tau_z \sigma_z + d_5 \tau_y \sigma_x ,
\]

where

\[
d_1 = m_0 - 3 + \cos(k_x) + \cos(k_y) + \cos(k_z),
\]

\[
d_2 = \cos\left(\frac{k_z}{2}\right) \sin(k_y), \quad d_3 = \sin\left(\frac{k_z}{2}\right),
\]

\[
d_4 = \sin(k_x), \quad d_5 = m_1 \cos\left(\frac{k_z}{2}\right) \cos(k_x),
\]

and the \( k \) dependence of \( d_i \)'s is implied. The eigenvalues of Eq. (A21) can be analytically solved as 

\[
\pm \sqrt{d_1^2 + d_2^2 + (\sqrt{d_3^2 + d_4^2} \pm d_5)^2}.
\]

We always consider the system at half filling.

From the eigenvalues of \( h(k) \), we can derive the gapless condition as \( d_1 = d_3 = 0 \) and \( |d_5| = \sqrt{d_2^2 + d_4^2} \), which, combined with the expressions of \( d_i \)'s, gives

\[
\cos(k_x) = \frac{-(m_0 - 2) \pm \sqrt{(m_0 - 2)^2 - (m_1^2 + 2)(2 - m_0 - 2)}}{m_1^2 + 2},
\]

\[
\cos(k_y) = 2 - m_0 - \cos(k_x), \quad k_z = 0 ,
\]

\[
\cos(k_x) \in \mathbb{R}, \quad |\cos(k_x)| \leq 1 ,
\]

\[
\cos(k_y) \in \mathbb{R}, \quad |\cos(k_y)| \leq 1 .
\]

Especially, the gapless points exist on \( k_x = 0 \) plane when

\[
m_0 \in [0, 2] , \quad m_1 = \pm \sqrt{m_0(2 - m_0)} ;
\]

the gapless points exist on \( k_y = 0 \) plane when

\[
m_0 \in [0, 2] , \quad m_1 = \pm \sqrt{\frac{1}{(1 - m_0)^2} - 1} .
\]

With the above conditions, we plot Fig. 3(c) in the main text.

The Fermi arcs shown in Fig. 3(d) of in the main text are parts of the surface states on the (001) surface. The Fermi arcs are the intersection between the surface energy dispersion and the \( E = 0 \) plane. The surface energy dispersion turns out to be in a saddle-surface shape: the energy dispersion bends down along \( k_x \)-axis but bends up along \( k_y \) axis as shown in Fig. 6 (a) and (b), respectively.

**Appendix B: Derivation of Eq. (9) in the main text**

In this section, we derive Eq. (9) in the main text for systems without SOC in more detail. Recall that we assume that the system is gapped on \( k_x = \pi, k_y = 0, k_y = \pi, \) and \( k_z = \pi \) planes, and has zero CN on \( k_y = \pi \). All the four gapped planes are connected, and we can label the number of occupied band as \( N \). This derivation has overlap with Ref. [55].

We first discuss \( \nu_{g_y} \). Since \( C_2 \) is zero owing to the combination of inversion and glide symmetries \( R_2 = g_y P \), we only need to consider the remaining parts that are only defined on the \( k_y = 0, \pi \) planes. As discussed in the last section, the bands can have definite \( g_y \) eigenvalues, \( \pm e^{-i k_z / 2} \), on the \( k_y = \Lambda \) plane, and the number of occupied bands with either eigenvalue should be equal to \( N/2 \), making \( N \) an even number. Then, we can choose the energy eigenstates
Fig 6. These two figures show the energy dispersion on (001) surface. (a) and (b) are for $k_y = 0$ and $k_z = 0$, respectively.

on $k_y = \Lambda$ as Eq. (A7) except that $\beta$ now means the $g_y$ eigenvalue $\beta e^{-ik_z/2}$ owing to the absence of SOC. From $Pg_y = e^{ip_x} g_y P$ and $P^2 = 1$, we have

$$P|\psi_{k_x,\Lambda, k_z}^{g_y,\beta,\alpha}\rangle = |\psi_{-k_x,\Lambda, -k_z}^{g_y,\beta,\alpha'}\rangle \left[V_P^{\beta,\beta'}(k_x, \Lambda, k_z)\right]_{\alpha'\alpha}, \quad \text{(B1)}$$

and the unitary $V_P^{\beta,\beta'}(k_x, \Lambda, k_z)$ satisfies

$$V_P^{\beta,\beta'}(k_x, \Lambda, k_z) V_P^{\beta',\beta}( -k_x, \Lambda, -k_z) = 1.$$ \quad \text{(B2)}

The above relations give\textsuperscript{23,24}

$$C_{k_y=0}^{g_y,\gamma_{XX}} \mod 2 = 2\gamma_{XX}^{g_y,\gamma_{XX}} \mod 2, \quad C_{k_y=\pi}^{g_y,\gamma_{XX}} \mod 2 = 2\gamma_{MM'}^{g_y,\gamma_{XX}} + 2\gamma_{M'M}^{g_y,\gamma_{XX}} \mod 2,$$ \quad \text{(B3)}

resulting in

$$\nu_{g_y} = 2\gamma_{XX}^{g_y,\gamma_{XX}} - 2\gamma_{MM'}^{g_y,\gamma_{XX}} \mod 2.$$ \quad \text{(B4)}

Combined with Eq. (B1), we have

$$\nu_{g_y} = 2(\phi_{V^-_{P'},-X,-X') - \phi_{V^-_{P'},-M,-M'}) - 2(\phi_{V^-_{P'},-M,M'} - \phi_{V^-_{P'},-Y,Y'}) \mod 2.$$ \quad \text{(B5)}

All four points, $\Gamma$, $X$, $Y$, and $M$, are on the $k_z = 0$ plane. On $k_z = 0$ plane, we have $[P, g_y] = 0$ meaning that the states at a inversion-invariant momentum $K_0$ on $k_z = 0$ plane can have definite $P$ and $g_y$ eigenvalues simultaneously, where $P$ eigenvalue takes values $\pm 1$. We label the number of occupied states at $K_0$ with $g_y$ eigenvalue $\beta e^{-ik_z/2}$ and $P$ eigenvalue $\beta'$ as $n_{K_0}^{g_y,\beta,P,\beta'}$, and then we have

$$\phi_{V^-_{P'},-K_0} \mod 1 = \frac{n_{K_0}^{g_y,\beta,P,\beta'}}{2} \mod 1,$$ \quad \text{(B6)}

resulting in

$$\nu_{g_y} = \sum_{K_0} n_{K_0}^{g_y,\beta,P,\beta'} \mod 2.$$ \quad \text{(B7)}

Now we simplify the expression of $\nu_P$. Since $\{P, g_y\} = 0$ on $k_z = \pi$, the number of states with $P$ eigenvalue $+1$ is equal to the number of states with $P$ eigenvalue $-1$ at an inversion-invariant momentum on $k_z = \pi$ plane, which further equals to $N/2$. Combined with that $N$ is even, we can first simply $\nu_P$ to

$$\nu_P = - \sum_{K_0} \frac{n_{K_0}^{P,\beta}}{2} \mod 2.$$ \quad \text{(B8)}
To simply the above equation, first note that $n_{P,-}^{K_o} = n_{K_o}^{g_y,-} + n_{K_o}^{g_y,+} + n_{K_o}^{g_y,+} - n_{K_o}^{g_y,-}$ and $n_{P,-}^{K_o} + n_{K_o}^{g_y,+} - n_{K_o}^{g_y,-} = N/2$. Since the states at $K_o$ also have definite $R_2$ eigenvalues ±1, we have $n_{P,-}^{K_o} + n_{K_o}^{g_y,+} - n_{K_o}^{g_y,-} = N/2$ with $n_{K_o}^{R_2,+}$ the number of occupied states with $R_2$ eigenvalue +1 at $K_o$. As a result, we have

$$n_{K_o}^{P,-} = N/2 - n_{K_o}^{R_2,+} + 2n_{K_o}^{g_y,-} - n_{K_o}^{P,-},$$

(B9)

which further results in

$$\nu_P = \nu_{g_y} + \sum_{K_o} n_{K_o}^{R_2,+} \pmod{2}.\quad (B10)$$

To obtain Eq. (9), the only thing left is to show that

$$\sum_{K_0} \frac{n_{R_2,+}^{K_0}}{2} - \frac{\Delta_{R_2}}{2} \pmod{2} = \nu_P - \nu_{g_y} \quad (B11)$$

is even, where $\Delta_{R_2} = n_{R_2,+}^{K_0} - n_{R_2,+}^{K_0}$. First note that $n_{R_2,+}^{K_0} = n_{R_2,+}^{K_0}$ since $k_x = \pi$ is gapped, we have

$$\sum_{K_0} \frac{n_{R_2,+}^{K_0}}{2} - \frac{\Delta_{R_2}}{2} \pmod{2} = n_{R_2,+}^{K_0} + n_{R_2,+}^{K_0} \pmod{2}.\quad (B12)$$

Since the system has zero CN on $k_y = \pi$ plane, $n_{M,+}^{P,-} + n_{Y,+}^{P,-} + n_{M,+}^{P,-} + n_{Y,+}^{P,-}$ is even, and we have $n_{M,+}^{P,-} + n_{Y,+}^{P,-}$ is even owing to $n_{M,+}^{P,-} + n_{Y,+}^{P,-} = N$. As a result,

$$n_{M,+}^{R_2,+} + n_{Y,+}^{R_2,+} \pmod{2} = n_{g_y,+}^{P,-} + n_{g_y,+}^{P,+} + n_{g_y,+}^{P,-} + n_{g_y,+}^{P,+} \pmod{2} = n_{R_2,+}^{K_0} + n_{R_2,+}^{K_0} \pmod{2} = 0 \quad (B13)$$

from which we can get Eq. (9) of the main text.

At last, we would like to discuss a bit more about Eq. (9) of the main text. Since $\nu_{g_y}$ is always integer valued while $\nu_P$ is not, there are two cases that can make $\nu_P \neq \nu_{g_y}$: (i) $\nu_P=1/2$ or $3/2$ indicating that the system is gapless, and (ii) $\nu_P$ is an integer but different from $\nu_{g_y}$. $\Delta_{R_2}$ is an odd number in case (i) and is twice an odd number in case (ii), both of which indicate the existence of the gapless points on the $\Gamma - Y$ axis given by the crossing between bands with different $R_2$ eigenvalues. When $\Delta_{R_2}$ is twice an even number and nonzero, the gapless points on the $\Gamma - Y$ axis still exist but they cannot be detected by the gapless criterion.