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Abstract
Quantum random number generation is a technique to generate random numbers by extracting randomness from specific quantum processes. As for practical random number generators, they are required not only to have no information leakage but also have a high speed at generating random sequences. In this paper, we consider the generators based on laser phase noise and propose a method to modify the estimation of min-entropy, which can guarantee no information leakage to the eavesdropper. We also accelerate post processing based on Toeplitz matrix with Fast Fourier Transformation, reducing its time complexity to O(nlogn). Furthermore, we discuss the influence on post processing speed by block length and find a proper block length to process a fixed-length raw sequence.

Summary
Quantum random number generation is a technique to generate true random numbers. As for practical random number generators, they are required not only to have no information leakage but also have a high speed at generating random sequences. In this paper, we propose a method guarantee no information leakage to the eavesdropper. We also accelerate post processing and find a minimum time spent. The results after post processing successfully pass the statistical tests of randomness.
I. Introduction

Random numbers are widely used in a variety of practical applications, such as cryptography[1-4], scientific simulations[5-8], economy[9], etc. Commonly, pseudo random numbers are used in such fields, being generated from math algorithms[10-12] or classical physics procedures[13-18]. However, only random numbers generated from specific quantum processes are considered to be true random numbers, whose characteristics include unpredictability, irreproducibility and non-autocorrelation. Thus, quantum random number generator (QRNG) is an advanced generating facility.

There are different schemes to achieve QRNG with current technology, especially with optical techniques. For instance, detecting photons’ arriving time[19-21], photons’ distribution of quantum state[22-23], laser’s phase noise[24-26] or the fluctuation of vacuum state[27-29] are all examples of technologies that depend on some form of QRNG. The signals we detect usually can be described with particular equations and follow specific mathematical distributions. Hence, the amount of randomness coming from quantum processes can be calculated by min-entropy theory with the help of these distributions[30-31]. Nevertheless, in practice, the signals, as well as classical noises, hardly follow the distributions perfectly. This may be aroused by noises, statistic fluctuations or even attacks from an eavesdropper, and leads to an overestimation of min-entropy and information leakage to him[32-33].

In this paper, we propose a method to modify the calculation of min-entropy when the data we get from measurement does not follow some distribution perfectly. We prove why this may lead to information leakage, or insecurity in the same sense, and how to modify under this situation by using the concept of statistic distance.

The raw data directed from measurement may follow a specific distribution; meanwhile, uniformly distributed random numbers are most widely used, so we also realize the conversion from an arbitrary-distributed raw number sequence to a uniform-distributed random number sequence with Toeplitz matrix in post processing. The algorithm is based on matrix multiplication, while we accelerate it by adopting fast Fourier transform (FFT); another method employing modified Toeplitz matrix requires even fewer seed length. Furthermore, a comparison will be made between the calculation durations when choosing different block sizes, to provide a reference to determine proper block size in post processing.
II. Evaluation of min-entropy and modification under possible attack

A. Background of min-entropy

Quantum random number generators (QRNG) generates random number sequences by extracting the randomness from specific quantum processes or quantum noises, or quantum randomness sources, such as the arriving time of photons[19-21], the photon distribution of optical states[22-23], laser phase noise[24-26], laser polarization noise[36], vacuum noise[27-29], Raman scattering[34-35], etc. Commonly, these processes or noises can be described with certain equations, so the signals detected can also be described with these equations and follow specific statistical distributions. For example, for a coherent state of amplitude $\alpha$, the probability of detecting zero photon is

$$P(n = 0) = e^{-|\alpha|^2},$$

which follows an exponential distribution, while the probability of detecting one or more photons is

$$P(n \geq 1) = 1 - e^{-|\alpha|^2}.$$

The ‘amount’ of secure randomness extracted from these quantum sources can be calculated with min-entropy[30-31], considering there might be an eavesdropper during the generation of random numbers. As for a variable $x$ whose probability distribution is $P(x)$, its min-entropy $H_{\text{min}}(x)$ is

$$H_{\text{min}}(x) = -\log_2 \max_{x \in A} P(x),$$

where $A$ is the domain of $x$. $H_{\text{min}}(x)$ represents a lower bound of all entropy corresponding to the probability of guessing at the first attempt by the eavesdropper, because his optimized strategy is to guess the number with the highest probability of $P(x)$ (Fig. 1).

For example, if the probability of $P(x = 1)$ is the biggest for variable $x$, the eavesdropper will have the biggest probability to guess $x$ correctly when he guesses
\(x = 1\) every time. As a result, the min-entropy is determined by \(P(x = 1)\) to ensure the eavesdropper gets no information of the random numbers.

Any arbitrary distribution with min-entropy \(H_{\text{min}}(x) = k\) can be written as a convex combination of distributions that are uniform for \(k\) bits. This gives a critical interpretation of min-entropy as the number of secure uniform bits that can be extracted from this given distribution. Secure here means there is no information leakage, which contains some properties of the distribution, to the eavesdropper. Thus, the eavesdropper cannot guess the final bits with a correct probability higher than 50%.

**B. Attack on practical QRNG based on laser phase noise**

In a practical QRNG, randomness is extracted from the quantum source accompanied with classical noises and fluctuations, such as electrical noise and mechanical vibration. To ensure that the final random sequences to be secure, we usually assume these noises are all caused by the eavesdropper, and he has the ability to control these noises totally. Whatever quantum noises we detect, it has to be converted to classical signals by practical measurement devices. For instance, when measuring the laser’s phase noise or polarization noise, the generator actually measures the intensity of laser and convert it into electric signals with the help of electric devices. As a result, it is inevitable to introduce classical noises in the measurement results. Therefore, the influences of these classical noises should be subtracted from calculation of min-entropy, as

\[
H_{\text{min}}^q(x) = H_{\text{min}}^{q+c}(x) - H^c(x'),
\]

where \(q\) refers to ‘quantum’ and \(c\) refers to ‘classical.’

Normally, not only quantum noises but also classical noises are assumed to follow specific distributions perfectly. For instance, when measuring the phase noise of a laser source, the distribution of phase noise, as well as classical electric noises, follow the Gaussian distribution [24,37]. The variances of quantum+classical noise \(\sigma_{q+c}^2\) and classical noise \(\sigma_c^2\) can be measured with the laser on and off respectively. So the variance of quantum noise itself, \(\sigma_q^2\), is

\[
\sigma_q^2 = \sigma_{q+c}^2 - \sigma_c^2.
\]

With \(\sigma_q^2\), the noise’s Gaussian distribution is determined, and its min-entropy can be calculated.

However, a statistical distribution can be much different from a Gaussian distribution even though they have the same variance. This may be caused by the following factors:
unexpected noises in the electric devices and optical components; approximations introduced by the limited sampling precision; fluctuations caused by finite-key-size effect.

More seriously, if the eavesdropper can control the classical noises or even affect the measuring of quantum noises, which is achievable with current technologies, he can make the actual signals follow a non-Gaussian distribution but have the same variance. Thus, the generator will get a different min-entropy $H_{\text{min}}(x')$ instead of actual min-entropy $H_{\text{min}}(x)$ when he does not notice the existence of eavesdropping. In this situation, the mutual information between the generator $G$ and the eavesdropper $E$ is,

$$I(G:E) = H_{\text{min}}(x) - H_{\text{min}}(x').$$

If $I(G:E) > 0$, the eavesdropper can get non-zero information of the random number sequences meaning the eavesdropper knows some properties of the random number sequences (such as some properties of their statistic distribution $P(x)$), so he can guess the number correctly with a higher probability with the help of this information, compared with a totally random guess. In this situation, the generator overestimates its min-entropy, leading to information leakage to the eavesdropper and the insecurity of QRNG.

![Experiment setup of quantum random number generation from laser’s phase noise.](image)

Fig. 2 Experiment setup of quantum random number generation from laser’s phase noise. PLC-MZI: planar light wave circuit Mach-Zehnder interferometer; TC: temperature controller, used to stabilize the delay difference of PLC-MZI; PD: photodiode detector; ADC: analog-to-digital converter. This figure is excerpted from [24].

Here we propose an attack method for the eavesdropper to ensure $I(G:E) > 0$. When measuring the phase noise, the experiment setup is shown in Fig. 2, in which the photodiode detector (PD) converts laser intensity $I$ into electric voltage $V$. The PD’s coefficient of converting light intensity into voltage $\alpha$ is constant, that is

$$V = \alpha_0 I.$$

But when the eavesdropper replaces the coefficient with a variable $\alpha(I)$ which is related to light intensity $I$ instead of a constant $\alpha_0$, and
\[ \alpha(I) = \alpha_e \left( 1 - \frac{I}{\beta_e l_{\text{max}}} \right), \]

he can change \( V \) into

\[ V' = \alpha(I) I. \]

By choosing proper parameters, \( V' \) may have a non-Gaussian distribution but same variance and mean value as \( V \).

Here we set \( I \sim N(0,1), \alpha_0 = 1, \alpha_e = 0.99, \beta_e = 2, \) and \( l_{\text{max}} = 5 \). Then the mean value of \( V \) and \( V' \) are both 0 while the variances of them are both 1, and the distribution is shown in Fig. 3, from which we can see the two figures have a significant ‘distance’ between them, leading to a difference between their min-entropy.

![Fig. 3 Statistic distribution of \( V \) and \( V' \).](image)

We assume the generator implements a 5-bit sampling, and the sampling range is -5 to 5. It can be seen apparently from Fig. 3 that when \( x \in (0,1) \), \( V' \) has a higher probability thus a lower min-entropy than \( V \). So we have

\[ H_{\text{min}}(V) \approx 2.99, \]
\[ H'_{\text{min}}(V') \approx 2.94. \]

The mutual information

\[ I(G; E) = H_{\text{min}}(V) - H'_{\text{min}}(V') = 0.05, \]

and the eavesdropper can get almost 1.7% information of the random sequences. This may seem to be little information, but can bring in catastrophes in a cryptosystem using random numbers. This information leakage can be larger when the eavesdropper adopts proper parameters to implement attacks, or when the original statistic distribution is not Gaussian, for example, when measuring the decay time of radiative atoms[38-40]. As a result, we must modify the calculation of min-entropy in QRNG to account for the possible attacks if the statistic distributions of raw data do not match specific distributions perfectly.
C. Modification under the possible attacks from the eavesdropper

In practical QRNG devices, the statistical distribution of raw data may not follow a specific distribution perfectly, caused by parameter fluctuation, finite-size-effect, or even attack from the eavesdropper. In this situation, the min-entropy of the distribution can also change as shown in Sec. II. B. As a result, we need to modify the calculation of min-entropy in the case of information leakage to the eavesdropper, or \( I(G:E) > 0 \).

Here we explain why modification is necessary and how we do it. When calculating \( H_{\text{min}}(V) \) with original distribution, we assume that there is no eavesdropper and the distribution of signals is what we exactly expect. However, in actual experiment, the eavesdropper may always exist and attack the devices without being noticed. So we should have a weaker assumption than before that attacking or eavesdropper always exists and the distribution is not what exactly we desire. Under this assumption, we should modify the original \( H_{\text{min}}(V) \) with the data we actually get to ensure the generator’s security. A weak assumption means stronger security in practice.

In this part, we give out a modification method in practical QRNG. According to the example in Sec. II, the mutual information between the generator and the eavesdropper, is

\[
I(G:E) = H_{\text{min}}(x) - H'_{\text{min}}(x).
\]

\( H_{\text{min}}(x) \) is the min-entropy of the ideal distribution \( P(x) \) while \( H'_{\text{min}}(x) \) is the min-entropy of the actual distribution \( P'(x) \), different from \( P(x) \). As

\[
H_{\text{min}}(x) = -\log_2 \max_{x \in A} P(x),
\]

we have (\( U \) is the range of \( x \) where we calculation min-entropy)

\[
\Delta H = I(G:E) = H_{\text{min}}(x) - H'_{\text{min}}(x) = \log_2 \max_{x \in A} P'(x) - \log_2 \max_{x \in A} P(x)
\]

\[
= \log_2 \left( \sum_{x \in U} P'(x) \right) - \log_2 \left( \sum_{x \in U} P(x) \right) = \log_2 \left( \frac{\sum_{x \in U} P'(x)}{\sum_{x \in U} P(x)} \right)
\]

\[
= \log_2 \left( \frac{\sum_{x \in U} (P'(x) - P(x))}{\sum_{x \in U} P(x)} + 1 \right).
\]

\( P'(x) \) here is used to describe an finite-size random sequence, but since we can only get a finite-size sequence in practice, we cannot always get accurate \( P'(x) \). As a result, we should amplify \( \Delta H \) to ensure the QRNG's security when considering statistic fluctuation caused by the finite-size effect.

As for \( n \)-bit sampling, we have
\[ \Delta H = \log_2 \left[ \frac{\sum_{x \in U} (P'(x) - P(x))}{\sum_{x \in U} P(x)} + 1 \right] \leq \log_2 \left[ \frac{\sum_{x \in U} |P'(x) - P(x)|}{\sum_{x \in U} P(x)} + 1 \right] = \Delta H_m, \]

where \( d_U(P_1, P_2) = \frac{1}{2} \sum_{x \in U} |P_1(x = u) - P_2(x = u)| \) is the definition of statistic distance between two distribution \( P_1(x) \) and \( P_2(x) \)[45].

\( \Delta H_m \) is the modification term of \( H_{\text{min}}(x) \), so the min-entropy after modification, or the amount of secure information we can extract from the random sequence, is

\[ H_{\text{min}}^{\text{modify}}(x) = H_{\text{min}}(x) - \Delta H_m. \]

We re-calculate the min-entropy with this modification in the example of phase noise measuring in Sec. II A, and when the eavesdropper attacks the generator by the method above, we have

\[ \Delta H_m = 0.10, \quad H_{\text{min}}^{\text{modify}}(V) = H_{\text{min}}(V) - \Delta H_m = 2.89 < 2.94 = H_{\text{min}}^{\prime}(V'). \]

The min-entropy we get is smaller than the actual mean entropy, so there is no information leakage to the eavesdropper, or \( I(G; E) \leq 0 \). Although the generator extracts a little bit less random bits from each sampling after modification, the eavesdropper cannot get information from them. Thus, he does know any information of the properties of the distribution of actual signal, and cannot guess the random bits with a correct probability higher than 50%. This guarantees the security of practical generators under possible attacks.

In practical a QRNG, we can select some bits randomly from the raw sequence and calculate the modified min-entropy \( H_{\text{min}}^{\text{modify}}(x) \) of them, thus simplifying the process of modification.

**III. Acceleration on Post Processing in practical QRNG**

**A. Background of post processing**

Post processing is the procedure to process raw data, or the data got directly from digital sampling. On the one hand, the raw data contains ‘unsecure’ information. When implementing \( N \)-bit sampling, the lower bound of information can be extracted from each sampling is \( k = H_{\text{min}}(x) \) if we require no information leakage to the eavesdropper. So post processing is adopted to compress the amount of data from \( N \) to \( k \) each sampling. On the other hand, the raw data usually does not follow the uniform distribution, which is required in most cases of random numbers, so post
processing is adopted to change arbitrary-distributed random number sequences into “almost” uniform-distributed random numbers.

There are different ways of post processing, such as Von Neumann Rectification[41-43], Exclusive OR (XOR)[44], Least Significant Bit (LSB) method, etc. However, they are used to process raw bits under certain conditions. According to Sec. II, the raw data from sampling may follow arbitrary distribution, thus proper post processing algorithm should be employed in practical QRNG.

B. Acceleration on Post processing with Fast Fourier Transform

Here we use Toeplitz matrix to achieve post processing. Such a Toeplitz matrix is a class of randomness extractor and can be used to get an “almost” random sequence[45]. It has been proved that by multiplying a kind of special Toeplitz matrix, an arbitrary-distributed random number sequence can be converted into a uniform-distributed random number sequence[46-48], which is a crucial property for practical QRNG, for uniform-distributed random numbers are most widely used.

A Toeplitz matrix transforms an \( n \)-bit-long sequence into an \( m \)-bit-long sequence, where

\[
\mathbf{T} = \begin{pmatrix}
  k_1 & a_{n-1} & a_{n-2} & \cdots & a_3 & a_2 & a_1 \\
  k_2 & a_n & a_{n-1} & \cdots & a_{n+1} & a_3 & a_2 \\
    \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots \\
  k_m & a_{n+m-1} & a_{n+m-2} & \cdots & a_m & a_{m-1} & a_{m-2} \\
\end{pmatrix}
\]

We can see \( m \) is determined by digits of sampling \( N \), min-entropy \( H_{\text{min}} \) and the security parameter \( \epsilon \) according to leftover Hash lemma[47], indicating how close the distribution of final keys is to uniform distribution. And the extraction ratio of this matrix is \( \gamma \), where \( \gamma = m/n \).

In post processing, we construct an \( m \times n \) Toeplitz matrix in the following form[49]: In every diagonal, the elements are the same. That is, \( a_{i,j} = a_{i+1,j+1} \) (\( 1 \leq i \leq m-1, 1 \leq j \leq n-1 \)). So Toeplitz matrix \( \mathbf{T} \) is,

\[
\begin{pmatrix}
  k_1 \\
  k_2 \\
    \vdots \\
  k_m \\
\end{pmatrix} \begin{pmatrix}
  a_{n+m-3} & a_{n+m-4} & a_{n+m-5} & \cdots & a_m \\
  a_{n+m-2} & a_{n+m-3} & a_{n+m-4} & \cdots & a_{m+1} \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
  a_{n-1} & a_{n} & \cdots & \cdots & a_{n+m-1} \\
\end{pmatrix} \begin{pmatrix}
  r_1 \\
  r_2 \\
    \vdots \\
  r_n \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
  k_1 \\
  k_2 \\
    \vdots \\
  k_m \\
\end{pmatrix} \begin{pmatrix}
  a_{n+m-3} & a_{n+m-4} & a_{n+m-5} & \cdots & a_m \\
  a_{n+m-2} & a_{n+m-3} & a_{n+m-4} & \cdots & a_{m+1} \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
  a_{n-1} & a_{n} & \cdots & \cdots & a_{n+m-1} \\
\end{pmatrix} \begin{pmatrix}
  r_1 \\
  r_2 \\
    \vdots \\
  r_n \\
\end{pmatrix}
\]
where \( r \) refers to raw data and \( k \) refers to final keys.

This method should be simplified for calculation in a computer, since it is difficult to store a huge matrix when \( m \) and \( n \) are too large. The time complexity of direct computation is \( O(mn) \). Though is a polynomial time complexity, it is still not efficient enough.

To avoid such an inefficient method, we extend Toeplitz matrix to a circulant matrix which is determined by its first column. We define the circulant matrix as follow.

**Definition 1:** A circulant matrix is a matrix which the last element of the \( j \)-th column is the first element of the \( j + 1 \)-th column when the first column is determined. That is,

\[
A = \begin{pmatrix}
a_1 & a_{n+m-1} & a_{n+m-2} & a_4 & a_3 & a_2 \\
a_2 & a_1 & a_{n+m-1} & \ldots & a_5 & a_4 & a_3 \\
a_3 & a_2 & a_1 & \ddots & a_6 & a_5 & a_4 \\
\vdots & & \ddots & \ddots & \ddots & \ddots & \ddots \\
a_{n+m-3} & a_{n+m-4} & a_{n+m-5} & a_1 & a_{n+m-1} & a_{n+m-2} \\
a_{n+m-2} & a_{n+m-3} & a_{n+m-4} & \ldots & a_2 & a_1 & a_{n+m-1} \\
a_{n+m-1} & a_{n+m-2} & a_{n+m-3} & a_3 & a_2 & a_1 \\
\end{pmatrix},
\]

So the post process becomes,

\[
n + m - 1 \text{ bits} \begin{pmatrix} k_1 \\
k_m \\
k_{m+1} \\
\vdots \\
k_{n+m-1} \end{pmatrix} = k' = Ar'
\]

\[
= \begin{pmatrix}
a_1 & a_{n+m-1} & a_{n+m-2} & a_4 & a_3 & a_2 \\
a_2 & a_1 & a_{n+m-1} & \ldots & a_5 & a_4 & a_3 \\
a_3 & a_2 & a_1 & \ddots & a_6 & a_5 & a_4 \\
\vdots & & \ddots & \ddots & \ddots & \ddots & \ddots \\
a_{n+m-3} & a_{n+m-4} & a_{n+m-5} & a_1 & a_{n+m-1} & a_{n+m-2} \\
a_{n+m-2} & a_{n+m-3} & a_{n+m-4} & \ldots & a_2 & a_1 & a_{n+m-1} \\
a_{n+m-1} & a_{n+m-2} & a_{n+m-3} & a_3 & a_2 & a_1 \\
\end{pmatrix} \begin{pmatrix} r_1 \\
r_2 \\
r_3 \\
\vdots \\
r_{n+m-1} \end{pmatrix},
\]

\( n + m - 1 \text{ bits} \)

We fill the \( n \)-bit-long vector \( r' \) with \( r = (r_1, r_2, \ldots, r_n) \) and zeros behind it, while the final key sequence \( k \) consists of the original \( m \) bits of \( k' \) whose exact location will be given later.

Although this \((n + m - 1) \times (n + m - 1)\) matrix is much larger and the efficiency seems to be lowered, we can avoid storage and computation of the direct matrix multiplication with the raw data vector: Noticing that for the \( i \)-th unit of \( k \) we have

\[
k_i = \sum_{j=1}^{n+m-1} a_{i - j + 1 (mod(n+m))} r_j,
\]

which is exactly the model of discrete convolution. So it is reasonable to employ Fast Fourier Transformation (FFT) to accelerate the
computational speed since the following definition and theorem guarantee the correctness of the acceleration.

**Definition 2:** The discrete convolution \( z = x * y \) of two vector \( x = (x_0, x_1, ..., x_{n-1}) \) and \( y = (y_0, y_1, ..., y_{n-1}) \) is given as

\[
z_i = \sum_{j=0}^{n-1} x_j y_{i-j \mod n} \quad 1 \leq i \leq n - 1
\]

**Theorem 1:** The discrete convolution of two vectors \( x \) and \( y \) has the following relation:

\[
Fz = Fx \cdot Fy
\]

Where \( F \) means Fourier transformation which can be accelerated by FFT and \( \cdot \) means dot product between two vectors[50].

By the theorem provided above, the matrix storage and direct multiplication are no longer necessary. We choose the random seed and the extended raw data provided above and use Fast Fourier Transformation to gain \( Fa \) and \( Fr' \) and the complexity of this step is \( O(n \log n) \). In this step, we notice that there are only two vectors needed to store and compute. Then we dot product \( Fa \) and \( Fr' \) to get \( Fk' \) and this step has complexity \( O(n) \). Finally, we do inverse Fourier transformation so recovered \( k' \) is on real field \( \mathbb{R} \) and by round off and mod 2, the recovered \( k' \) is on \( \{0, 1\}^{n+m-1} \).

Now, we need to get the same result as the Toeplitz multiplication. Since the required Toeplitz matrix is the submatrix of the last \( m \) rows and the first \( n \) column of the circulant matrix. So we fill \( r_1 \) to \( r_n \) with raw numbers and \( r_{n+1} \) to \( r_{n+m-1} \) with 0, while preserving \( k_n \) to \( k_{n+m-1} \) as final key units. This result is equivalent to the original multiplication of Toeplitz matrix \( T \) with raw data \( r \). All of these calculations can be done in time complexity \( O(n) \) so the overall complexity of the algorithm is determined by FFT and its inverse which are \( O(n \log n) \).

In fact, the above analysis can be proved by the following theorem.

**Theorem 2:** A circulant matrix \( A \) is unitarily similar to a diagonal matrix and the unitary matrix is \( F = w^{ij} \), which is the representation of discrete Fourier transformation matrix. Furthermore, the elements of the diagonal matrix are equal to the elements of \( Fa \). So in general, we have

\[
FAF^{-1} = \text{diag}(Fa).
\]
As a result,
\[ k' = Ar' = F^{-1} \text{diag}(Fa)Fr' = F^{-1}(Fa \cdot Fr'), \]
where \( F \) means Fourier transformation, and \( F^{-1} \) means inverse Fourier transformation, and \( \cdot \) means dot product[51].

**C. Processing time comparison between Matrix Multiplication and FFT**

The time complexity of the algorithm is \( O(n \log n) \)[52], and when \( n \) is large, post processing is significantly quicker compared with the original algorithm. We measured the average running time of these two algorithms under different raw data sequence lengths, \( n \), shown in Fig. 4.

![Fig. 4 Running time of two algorithms under different raw data sequence length](image)

From Table.1 and Fig. 4, we can see distinctly that FFT algorithm is much faster than original Toeplitz multiplication so the acceleration method is quite efficient. The running time of original algorithm rises continuously with \( n \), but that of FFT algorithm fluctuates under some situations. We infer that this is related to specific calculation rules of FFT of the computers: When the size of input vector is \( 2^s \) for \( s \) is some integer, the calculation of FFT doesn’t need divide and pad the vector to 2’s power in process, therefore the practical calculation speed will be faster and its complexity will be much closer to the lower bound of \( O(n \log n) \). As a result, it illustrates that we should find proper sequence length (or block length, see Sec. III. E) of processing every time when processing a very long raw data sequence, which will be discussed in the following
section.

D. Processing with Modified Toeplitz Matrix

The FFT algorithm has shown significant improvements on processing time. However, the seed length \( n + m - 1 \) is still quite long and costs too much memory space and computational resource especially when the size of Toeplitz matrix is very large. Furthermore, since the random seed is composed of random numbers over \( \{0,1\} \), a longer original random sequence is needed which demands a more powerful device. We resort to an improved way to accelerate the post-processing speed by reducing the seed length to almost a half, that is, we use a seed \( a = (a_1, a_2 \ldots a_{n-1}) \) as the seed to construct the modified Toeplitz matrix as follow[53]

\[
A = \begin{pmatrix}
    a_{n-m} & a_{n-m-1} & a_{n-m-2} & a_3 & a_2 & a_1 & 1 & 0 & 0 \\
    a_{n-m+1} & a_{n-m} & a_{n-m-1} & \cdots & a_4 & a_3 & a_2 & 0 & 1 & 0 & \cdots & 0 \\
    a_{n-m+2} & a_{n-m+1} & a_{n-m} & \cdots & a_5 & a_4 & a_3 & 0 & 0 & 1 & \cdots & \vdots \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
    a_{n-3} & a_{n-4} & a_{n-5} & \cdots & a_m & a_{m-1} & a_{m-2} & 1 & 0 & 0 & \cdots & \vdots \\
    a_{n-2} & a_{n-3} & a_{n-4} & \cdots & a_{m+1} & a_m & a_{m-1} & 0 & \cdots & 0 & 1 & 0 & \vdots \\
    a_{n-1} & a_{n-2} & a_{n-3} & a_{m+1} & a_{m+2} & a_m & a_{m-1} & 0 & \cdots & 0 & 0 & 1 & \vdots
\end{pmatrix}
\]

That is, we concatenate \( A \) with an identical matrix \( I_m \) to get \( A_m = (A, I_m) \).

The modified Toeplitz matrix is still a family of universal hash functions which can also be used as randomness extractor to carry out post processing[53]. So we have \( k = A_mr \):

\[
\begin{pmatrix}
    k_1 \\
    k_2 \\
    \vdots \\
    k_{m-1} \\
    k_m
\end{pmatrix}
\begin{pmatrix}
    a_{n-m} & a_{n-m-1} & a_{n-m-2} & a_3 & a_2 & a_1 & 1 & 0 & 0 \\
    a_{n-m+1} & a_{n-m} & a_{n-m-1} & \cdots & a_4 & a_3 & a_2 & 0 & 1 & 0 & \cdots & 0 \\
    a_{n-m+2} & a_{n-m+1} & a_{n-m} & \cdots & a_5 & a_4 & a_3 & 0 & 0 & 1 & \cdots & \vdots \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
    a_{n-3} & a_{n-4} & a_{n-5} & \cdots & a_m & a_{m-1} & a_{m-2} & 1 & 0 & 0 & \cdots & \vdots \\
    a_{n-2} & a_{n-3} & a_{n-4} & \cdots & a_{m+1} & a_m & a_{m-1} & 0 & \cdots & 0 & 1 & 0 & \vdots \\
    a_{n-1} & a_{n-2} & a_{n-3} & a_{m+1} & a_{m+2} & a_m & a_{m-1} & 0 & \cdots & 0 & 0 & 1 & \vdots
\end{pmatrix}
\begin{pmatrix}
    r_1 \\
    r_2 \\
    \vdots \\
    r_{m-1} \\
    r_m
\end{pmatrix}
\]

As same as the previous process, a circulant matrix is created and the modification of the random seed and raw data are done. Here is the concrete way: Rather than transform \( A_m \) into a circulant matrix, we only deal with the original matrix \( A \) to make it circulant.

We construct a circulant matrix as follow:
\[ A_c = \begin{pmatrix}
a_1 & a_n & a_{n-1} & a_4 & a_3 & a_2 \\
a_2 & a_1 & a_n & a_5 & a_4 & a_3 \\
a_3 & a_2 & a_1 & a_6 & a_5 & a_4 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
a_{n-2} & a_{n-3} & a_{n-4} & a_1 & a_{n-1} & a_{n-2} \\
a_{n-1} & a_{n-2} & a_{n-3} & a_2 & a_1 & a_{n-1} \\
a_n & a_{n-1} & a_{n-2} & a_3 & a_2 & a_1
\end{pmatrix} \]

Here \( a_n \) is a determined bit and we denote \( a' = (a_1, a_2, \ldots, a_{n-1}, a_n) \)

We use the above circulant matrix to simplify the multiplication. In fact, since the last \( m \) rows and the first \((n-m)\) columns of the \( A_c \) are needed only, we should rule out the multiplication results of the added elements in circulant matrix. So we let the last \( m \) bit of raw data to be zero, that is \( r' = (r_1, r_2, \ldots, r_{n-m}, 0, 0, 0, \ldots, 0) \), so it becomes

\[
\begin{pmatrix}
k'_1 \\
k'_2 \\
k'_{n-1} \\
k'_n
\end{pmatrix} = \begin{pmatrix}
a_1 & a_n & a_{n-1} & a_4 & a_3 & a_2 \\
a_2 & a_1 & a_n & a_5 & a_4 & a_3 \\
a_3 & a_2 & a_1 & a_6 & a_5 & a_4 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
a_{n-2} & a_{n-3} & a_{n-4} & a_1 & a_{n-1} & a_{n-2} \\
a_{n-1} & a_{n-2} & a_{n-3} & a_2 & a_1 & a_{n-1} \\
a_n & a_{n-1} & a_{n-2} & a_3 & a_2 & a_1
\end{pmatrix} \begin{pmatrix}
r_1 \\
r_2 \\
r_3 \\
\vdots \\
r_{n-m} \\
0 \\
0
\end{pmatrix}
\]

Then we use the FFT to accelerate the multiplication by calculating

\[ k' = F^{-1}(Fa' \cdot Fr') \]

Finally, we modified the result of \( k' \) to get \( k \) by taking the multiplication of \( I_m \) in consideration. Since there is no information of the identical matrix \( I_m \) in \( A_c \), so \( r_{i+1} \) is added as the result of the multiplication of \( I_m \). We get the final \( k \) as

\[ k_i = k'_i + r_{i+1} \quad (n - m \leq i \leq n - 1) \]

(We realize these post processing algorithms via Matlab coding, and all the codes is shown in Appendix.)

**E. Proper Block Length in Processing a Fixed-length Long Raw Sequence**

When processing a raw random sequence, especially a long one, it is difficult for the computer to process it all at once, as its CPU can not read a vector with a huge length (such as 10Gbit), so we usually cut the sequence into several blocks and process them respectively (see Fig. 5). According to the results above, when FFT is used in post processing, processing time varies with the block size \( n \). When processing a fixed-length sequence, there might be an optimized block length that ensures the shortest
process time over the whole sequence.

Fig. 5 Post processing on a long raw data sequence by split it into $n$-bit-long blocks and process every block respectively.

Final random numbers require not only to be processed in short time. More importantly, the final random numbers should be truly random. When the block is not long enough, the final random bits from every block may not be random enough, because the distribution of a short sequence can be very different from uniform distribution random numbers. So after finding the optimized block length $n$, and processing raw data with $n$ to get the final random number sequence, it is necessary to test the sequence’s randomness with standard tests to guarantee that it is random and uniform distributed.

We choose a raw data of 10Gbit length, set different block length $n$ and measure the total process time $T$. Table 2 and Fig. 6 gives out the total processing time under different block lengths.
The result shows that there is a range for the shortest time $T$, appearing when $n = 2^{17}$, with the total time $T \approx 200\text{s}$.

Commonly, standard random test suites are adopted to test randomnesses, such as Diehard[54-55], TestU01[56] and NIST-STS suites[57]. We use NIST-STS test suite to test the randomness of our final sequence, and the final random sequence can pass all the tests verifying its randomness, shown in Fig. 7.

There are 15 independent tests in total in the NIST-STS test suites, and the result of every test is a confidence coefficient, or $P$ value. If the random sequence passes a test, the $P$ value of this test is between 0.01 and 0.99. Here in our experiment, the $P$ value of every test is between 0.01 and 0.99, indicating that the final random sequence can pass all the tests. Thus, the randomness of the whole 10Gbit-long random number sequence has been guaranteed, when we choose the block length $n = 2^{13}$.

IV. Conclusion

In this paper, we discuss the evaluation of random sequences' min-entropy in practical QRNG when there is an eavesdropper, especially in measuring the laser's
phase noise, and constructing an attack method for the eavesdropper to get information from the generator without being noticed. It can be achieved by changing the amplification coefficient of the photodiode detector and add noise in it. To account for this attack, which the same variance and mean value are constructed with a different class of distribution whose difference on statistical distance is not discernable, we propose to modify the calculation of min-entropy in practical QRNG, by finding an upper bound of mutual information between the generator and the eavesdropper, and minus this modification term $\Delta H_m$ from the original min-entropy to get the amount of secure raw data we can get from the generator.

This work proves there might be security loopholes in practical QRNG devices, and the eavesdropper can attack the generators by aiming at these loopholes. So the modification on min-entropy is essential for the generators’ security, since it can prevent information leakage by extract less bits from raw data and suppress the mutual information $I(G:E)$, thus the eavesdropper will get no information about the final random numbers.

We also accelerate post processing procedure by using Fast Fourier transformation in the algorithm. It can improve the algorithm’s time complexity from $O(mn)$ to $O(n \log n)$, and we achieve this algorithm in Matlab code. Also, Running time of post processing under different block lengths $n$ has been compared, whose result gives us a reference for choosing the proper block length in post processing. So, under the condition of guaranteed security, the randomness extractor has been realized more efficiently and passes the examination of NIST-STS suites.

In future work, we can construct more attack schemes, especially aiming at QRNG with different quantum randomness sources. This can indicate the insecurity in practical QRNG, urging us to find more solutions to close the security loopholes in actual devices. Meanwhile, a more precise way to evaluate the amount of randomness that we can extract from a quantum source is worth researching on, which can help modify or even replace min-entropy as an accurate solution. This may be reached with more useful tools in quantum information, such as Bell test[58] or device-independent QRNG[59-60].

As for the future work on post processing, we can also devise a theoretical upper bound of the leakage information in post processing. Moreover, a comparison of calculation speed between methods based on Toeplitz Matrix and Modified Toeplitz.
Matrix (which are both accelerated by FFT) can be done to figure out how much time the modified Toeplitz matrix can save by reducing the seed length.

Acknowledgement
We acknowledge Prof. Xiongfeng Ma and Mr. Hongyi Zhou for their great support on the research idea and experiment. We also acknowledge Mr. Daniel Comber Todd and Mr. Deion Hawkins for their kindly help on writing this article.

Reference
[1] Gennaro, Rosario. "Randomness in cryptography." IEEE security & privacy 4.2 (2006): 64-67.
[2] Goldreich, Oded. Modern cryptography, probabilistic proofs and pseudorandomness. Vol. 17. Springer Science & Business Media, 1998.
[3] Barrett, Jonathan, Roger Colbeck, and Adrian Kent. "Unconditionally secure device-independent quantum key distribution with only two devices." Physical Review A 86.6 (2012): 062326.
[4] Li, Hong-Wei, et al. "Randomness determines practical security of BB84 quantum key distribution." Scientific reports 5 (2015).
[5] Karp, Richard M. "An introduction to randomized algorithms." Discrete Applied Mathematics 34.1-3 (1991): 165-201.
[6] Motwani, Rajeev, and Prabhakar Raghavan. "Randomized algorithms." ACM Computing Surveys (CSUR) 28.1 (1996): 33-37.
[7] Metropolis, Nicholas, and Stanislaw Ulam. "The monte carlo method." Journal of the American statistical association 44.247 (1949): 335-341.
[8] Niederreiter, Harald. "Quasi-Monte Carlo methods and pseudo-random numbers." Bulletin of the American Mathematical Society 84.6 (1978): 957-1041.
[9] American National Standards Institute, ANSI X9.82 (Parts 1–4)—Random Number Generation. Tech. Rep, 2006.
[10] Lehmer, Derrick H. "Mathematical methods in large-scale computing units." Ann. Comput. Lab. Harvard Univ. 26 (1951): 141-146.
[11] Matsumoto, Makoto, and Takuji Nishimura. "Mersenne twister: a 623-dimensionally equidistributed uniform pseudo-random number generator." ACM Transactions on Modeling and Computer Simulation (TOMACS) 8.1 (1998): 3-30.
[12] Menezes, Alfred J., Paul C. Van Oorschot, and Scott A. Vanstone. Handbook of applied cryptography. CRC press, (1996).
[13] Stojanovski, Toni, and Ljupco Kocarev. "Chaos-based random number generators-part I: analysis [cryptography]." IEEE Transactions on Circuits and Systems I: Fundamental Theory and Applications 48.3 (2001): 281-288.
[14] Petrie, Craig S., and J. Alvin Connelly. "A noise-based IC random number generator for applications in cryptography." IEEE Transactions on Circuits and Systems I: Fundamental Theory and Applications 47.5 (2000): 615-621.
[15] Bucci, Marco, et al. "A high-speed IC random-number source for smartcard microcontrollers." IEEE Transactions on Circuits and Systems I: Fundamental Theory and Applications 50.11 (2003): 1373-1380.
[16] Bucci, Marco, et al. "A high-speed oscillator-based truly random number source for cryptographic applications on a smart card IC." IEEE transactions on computers 52.4 (2003): 403-409.
[17] Kohlbrenner, Paul, and Kris Gaj. "An embedded true random number generator for FPGAs." Proceedings of the 2004 ACM/SIGDA 12th international symposium on Field programmable gate arrays. ACM, 2004.
[18] Szczepanski, Janusz, et al. "Biometric random number generators." Computers & Security 23.1 (2004): 77-84.
[19] Stipčević, Mario, and B. Medved Rogina. "Quantum random number generator based on photonic emission in semiconductors." Review of scientific instruments 78.4 (2007): 045104.
Wayne, Michael A., et al. "Photon arrival time quantum random number generation." Journal of Modern Optics 56.4 (2009): 516-522.

Wahl, Michael, et al. "An ultrafast quantum random number generator with provably bounded output bias based on photon arrival time measurements." Applied Physics Letters 98.17 (2011): 171105.

Fürst, Harald, et al. "High speed optical quantum random number generation." Optics express 18.12 (2010): 13029-13037.

Ren, Min, et al. "Quantum random-number generator based on a photon-number-resolving detector." Physical Review A 83.2 (2011): 023820.

Guo, Hong, et al. "Truly random number generation based on measurement of phase noise of a laser." Physical Review E 81.5 (2010): 051137.

Qi, Bing, et al. "High-speed quantum random number generation by measuring phase noise of a single-mode laser." Optics letters 35.3 (2010): 312-314.

Zhou, Hongyi, Xiao Yuan, and Xiongfeng Ma. "Randomness generation based on spontaneous emissions of lasers." Physical Review A 91.6 (2015): 062316.

Gabriel, Christian, et al. "A generator for unique quantum random numbers based on vacuum states." Nature Photonics 4.10 (2010): 711-715.

Shen, Yong, Liang Tian, and Hongxin Zou. "Practical quantum random number generator based on measuring the shot noise of vacuum states." Physical Review A 81.6 (2010): 063814.

Zymul, Thomas, S. M. Assad, and Ping K. Lam. "Real time demonstration of high bitrate quantum random number generation with coherent laser light." Applied Physics Letters 98.23 (2011): 231103.

Chor, Benny, and Oded Goldreich. "Unbiased bits from sources of weak randomness and probabilistic communication complexity." SIAM Journal on Computing 17.2 (1988): 230-261.

Zuckerman, David. "General weak random sources." Foundations of Computer Science, 1990. Proceedings., 31st Annual Symposium on. IEEE, 1990.

Lyngsø, Rune B., and Christian NS Pedersen. "The consensus string problem and the complexity of comparing hidden Markov models." Journal of Computer and System Sciences 65.3 (2002): 545-569.

Watson, Thomas. "The complexity of estimating min-entropy." Computational complexity 25.1 (2016): 153-175.

Bustard, Philip J., et al. "Quantum random bit generation using stimulated Raman scattering." Optics express 19.25 (2011): 25173-25180.

Collins, M. J., et al. "Random number generation from spontaneous Raman scattering." Applied Physics Letters 107.14 (2015): 141112.

Zhu, M. Y., et al. "Random number generation based on polarization mode noise of vertical-cavity surface-emitting lasers." Laser Physics Letters 9.11 (2012): 775.

Zhang, Xiao-Guang, et al. "Note: Fully integrated 3.2 Gbps quantum random number generator with real-time extraction." Review of Scientific Instruments 87.7 (2016): 076102.

Vincent, C. H. "The generation of truly random binary numbers." Journal of Physics E: Scientific Instruments 3.8 (1970): 594.

Schmidt, Helmut. "Quantum - Mechanical Random - Number Generator." Journal of Applied Physics 41.2 (1970): 462-468.

Silverman, M. P., et al. "Tests of alpha-, beta-, and electron capture decays for randomness." Physics Letters A 262.4 (1999): 265-273.

Von Neumann, J. "Various techniques used in connection with random digits, Paper No. 13 in "monte carlo method"." NBS Applied Mathematics Series 12 (1961).

Elias, Peter. "The efficient construction of an unbiased random sequence." The Annals of Mathematical Statistics (1972): 865-870.

Peres, Yuval. "Iterating von Neumann's procedure for extracting random bits." The Annals of Statistics 20.1 (1992): 590-597.

Networking Working Group, RFC 4086, Randomness Requirements for Security, 2005. (https://tools.ietf.org/html/rfc4086)

Stinson, Douglas Robert. "Universal hash families and the leftover hash lemma, and applications to cryptography and computing." Journal of Combinatorial Mathematics and Combinatorial Computing 42 (2002): 3-32.
Appendix

We realize post processing via Matlab coding, and the codes of different algorithms are as followed.

1. Original Toeplitz matrix:
   \[
   n = 2^{15}; \\
   m = \gamma * n; \\
   L = n + m - 1; \\
   \text{RawData} = \text{Raw\_Data\_File}(1:n); \\
   \text{MatrixSeed} = \text{Matrix\_Seed\_File}(1:L); \\
   \text{MatrixSeed1} = [\text{fliplr}(\text{MatrixSeed}) \text{ fliplr}(\text{MatrixSeed})]; \\
   \text{For} \quad i = 1:n \\
   \quad \text{Key1}(i) = \text{mod}(\text{dot}(\text{RawData}, \text{MatrixSeed1}(n+m-i:2*n+m-i-1)), 2); \\
   \text{end}
   \]

2. Original Toeplitz matrix with FFT acceleration:
   \[
   n = 2^{15}; \\
   m = \gamma * n; \\
   L = n + m - 1; \\
   \text{RawData} = \text{zeros}(1,L); \\
   \text{RawData}(1:n) = \text{Raw\_Data\_File}(1:n); \\
   \text{MatrixSeed2} = \text{Matrix\_Seed\_File}(1:L); \\
   \text{Key} = \text{mod}(\text{round}(\text{ifft}((\text{fft}(\text{MatrixSeed2}).*\text{fft}(\text{RawData})))), 2); \\
   \text{Key2} = \text{Key}(1:m); \\
   \]

3. Simplified Toeplitz matrix with FFT acceleration:
   \[
   n = 2^{15}; \\
   m = \gamma * n; \\
   \text{RawData1} = \text{zeros}(1,n); \\
   \text{RawData1}(1:n-m) = \text{Raw\_Data\_File}(1:n-m); \\
   \]
RawData2 = Raw_Data_File(n-m+1:n);
MatrixSeed3 = Matrix_Seed_File(1:n);
Key = mod(round(ifft((fft(MatrixSeed3).*fft(RawData1)))),2);
Key3 = Key(1:m)+RawData2;