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Abstract: This study proposes a climate service named Smart Climate Hydropower Tool (SCHT) and designed as a hybrid forecast system for supporting decision-making in a context of hydropower production. SCHT is technically designed to make use of information from state-of-art seasonal forecasts provided by the Copernicus Climate Data Store (CDS) combined with a range of different machine learning algorithms to perform the seasonal forecast of the accumulated inflow discharges to the reservoir of hydropower plants. The machine learning algorithms considered include support vector regression, Gaussian processes, long short-term memory, non-linear autoregressive neural networks with exogenous inputs, and a deep-learning neural networks model. Each machine learning model is trained over past decades datasets of recorded data, and forecast performances are validated and evaluated using separate test sets with reference to the historical average of discharge values and simpler multiparametric regressions. Final results are presented to the users through a user-friendly web interface developed from a tied connection with end-users in an effective co-design process. Methods are tested for forecasting the accumulated seasonal river discharges up to six months in advance for two catchments in Colombia, South America. Results indicate that the machine learning algorithms that make use of a complex and/or recurrent architecture can better simulate the temporal dynamic behaviour of the accumulated river discharge inflow to both case study reservoirs, thus rendering SCHT a useful tool in providing information for water resource managers in better planning the allocation of water resources for different users and for hydropower plant managers when negotiating power purchase contracts in competitive energy markets.
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1. Introduction

Traditionally dominated by the use of fossil fuels, the global generation and supply of energy is one of the main causes for air and water pollution, damage to public health, land degradation, and wildlife and habitat losses [1]. Among the alternative energy sources to fossil fuels, hydropower stands out as a relatively stable renewable energy source that is technically accessible, economically...
competitive, and with a balanced impact on climate and human health [2–5]. Currently, hydropower accounts for more than 75% of the share of renewable energy sources used for electricity supply and approximately 17% of the global electricity supply share in 2015 [6]. Still, hydropower has a large exploitable potential for expansion worldwide [7], particularly in countries with either (or both) large elevation and large runoff [8].

One of the main challenges in hydropower production, though, pertains to the ability to forecast the seasonal hydropower potential in order to match the energy and water resources supply with the demand. Processes such as snow accumulation and melt, canopy interception, infiltration, soil storage, and baseflow all affect the runoff potential at seasonal scales; yet precipitation remains the main driver on the discharge that passes through the turbines in hydropower plants. Although highly flexible and with low costs to power ratio [9], seasonal hydropower potential production is strictly linked with future hydrometeorological conditions [10], which are often uncertain as the forecasting lead-time increases [11]. Long-term issues such as climate change and land cover change can potentially add another layer of uncertainty to seasonal hydropower potential production. For instance, in the Brazilian Amazon, it is estimated that climate change could lead to a decrease in hydropower potential ranging between $-5.4$ to $-7.4\%$ per month during the dry season, while when combined with the effects of land cover and land use changes (e.g., deforestation) it could lead to an increased interannual hydropower potential variability ranging between $+50$ to $+69\%$ [12]. In this context, hydrologic indexes can often be used as tools for supporting hydrometeorological-related decision-making water resources at the watershed level, not only at the seasonal scale but also under climate projections [13].

The integration of hydrometeorological forecasts into water management decision processes can potentially provide crucial information about future reservoir management conditions and potential hydropower production, allowing for better cost–benefit analysis when negotiating power purchase contracts in a competitive energy market [14,15]; yet, the consideration of seasonal forecasts variables in the context of hydropower decision-making is largely underestimated mainly due to the traditional risk averse nature of water managers [16]. During the past few decades, seasonal forecasting systems have consistently improved their ability in producing accurate hydrometeorological forecasts, mainly due to the larger availability of observation data, the improvement of the understanding and description of hydrometeorological processes, and the increased computational power allowing for more refined spatial and temporal representation of hydrometeorological variables [17,18]. Additional data pre-processing, such as bias-correction and downscaling, can further increase the quality of forecasted hydrometeorological variables [19,20]. Even if important advancements have been achieved at the sub-seasonal time horizon (i.e., a week to a month of forecast) [21–25], challenges remain for the seasonal lead-times (i.e., one to six months of forecast) [26–28], particularly in highly variable rainfall dominated catchments [29].

Machine learning techniques present themselves as an interesting tool for the seasonal forecasting of hydrometeorological variables due to their generalisation capability and relatively quick ability to generate simulations over an extended period of time [30]. In the context of decision-making of hydropower plants, processes such as inflow rates or potential energy trading can largely benefit from an enhanced and reliable seasonal energy forecast system [31]. In this context, machine learning algorithms have been successfully used for the seasonal forecasting of hydrometeorological processes since the late 90s [32–36]. Recently, Callegari et al. [37] have analysed the performance of a monthly river discharge forecasting model with a support vector regression (SVR) model in a European alpine area, concluding that although the SVR model delivers better forecasts than its simpler linear alternatives, long lead-time hydrological forecasting in Alpine catchments remains a challenge. Similarly, De Gregorio et al. [38] have used a SVR model for monthly river discharge forecasting with 1 month lead time over 300 alpine basins, in order to explore advantages and limits in an operational perspective, concluding that the SVR model shows better performances than the average of the previous 10 years in 94% of the cases, with a mean improvement of about 48% in root mean square error. Essenfelder and Giupponi [39] used a hybrid hydrologic-machine learning modelling framework to simulate the decision-making process...
of managing interbasin water transfer, concluding that machine learning can successfully simulate the complex water flow dynamics and be a useful instrument to support complex scenario analysis in watersheds subject to interbasin water transfers.

Exploiting the potential of machine learning for supporting decision-making in the context of water resources management and in particular of hydropower production, this paper presents an innovative web-cloud-based climate service named Smart Climate Hydropower Tool (SCHT). SCHT makes use of physically based hydrometeorological seasonal forecasts provided by the ECMWF’s operational seasonal forecast system 5 (SEAS5) [40] with a set of different machine learning algorithms (support vector regression—SVR, Gaussian processes—GP, long short-term memory—LSTM, non-linear autoregressive neural networks with exogenous inputs—NARX, and a deep-learning neural networks model—DL) to perform the seasonal forecast (i.e., 1 to 6 months) of the accumulated inflow discharges to the reservoir of an hydropower plant. The forecasts obtained from the different machine learning algorithms are compared against climatology, multiple linear regression, and persistence values. Methods are illustrated by simulating the seasonal inflow river discharges for two reservoirs, namely Betania and Guavio, and their river catchments, both located in Colombia, South America.

2. Material and Methods

2.1. Data

SCHT requires two main data categories to operate, namely, time series of observed hydrometeorological data from ground stations and hydrometeorological data from a seasonal forecast system. Further details pertaining to the data used by SCHT are shown in Table 1.

| Dataset Description | Time Series of Observed Hydrometeorological Data from Ground Stations | Seasonal Forecast System, as Monthly Statistics on Single Levels from 2017 to Present |
|---------------------|---------------------------------------------------------------------|---------------------------------------------------------------------------------|
| Spatial coverage    | Local (case study areas)                                            | Global                                                                          |
| Spatial resolution  | N/A                                                                 | 1° × 1°                                                                         |
| Temporal coverage   | 1993 to present                                                     | 2017 to present (forecasts)                                                     |
| Temporal resolution | Monthly                                                             | Monthly                                                                         |
| Temporal resolution | Monthly                                                             | Monthly                                                                         |
| File format         | ASCII                                                                | NetCDF                                                                          |
| Data type           | Tabular                                                              | Grid multiband                                                                   |
| Data provider       | Hydrographic offices                                                | CMCC, through Copernicus CDS                                                    |

Observed hydrometeorological data (i.e., precipitation, snowfall, temperature) from ground stations are used for training the machine learning forecast algorithms. Tabular hydrometeorological data are collected from publicly accessible hydrographic offices in Colombia [41], while additional data pertaining to the streamflow of rivers in the case study areas are also provided by Enel Green Power S.p.A. (not published data), the user of SCHT for the case studies described in this paper. Data on water volumes to the reservoirs are provided on a monthly scale. Data are collected as a time series from 1993 to present, being periodically updated with new data at the end of each month.

Hydrometeorological data, in particular precipitation data, are the main driver of runoff and the associated discharge that feed into the turbines of hydropower plants. Seasonal forecasting systems data can provide crucial data for projecting the potential hydropower production [17]. In this paper, we rely on the utilisation of seasonal forecast data provided by the Centro Euro-Mediterraneo sui Cambiamenti Climatici (CMCC) through the Copernicus Climate Change Service (C3S) Climate Data Store (CDS). In particular, we use seasonal forecasts at the monthly level on single levels from 2017 to present date, being periodically updated with new data at the end of each month. The variables

...
of interest for our analysis are total precipitation and mean above ground air temperature, provided in grid multiband georeferenced format. The grid multiband georeferenced data are then spatially interpolated to the exact location of the observed hydrometeorological points by means of universal kriging interpolation method (e.g., [42]).

2.2. Machine Learning Techniques

SCHT utilises five different machine learning techniques to perform hydrometeorological seasonal forecasts, namely: support vector regression (SVR); Gaussian processes (GP); long short-term memory (LSTM); non-linear autoregressive neural networks with exogenous inputs (NARX), and a deep-learning neural networks model (DL). The input dataset to all five models is built from a two-step pre-processing phase, consisting of (i) selecting the seasonal forecast cells and hydrometeorological stations based on their spatial locations with regards to the basin contribution area of a particular reservoir and (ii) performing the feature selection of the input variables by means of a correlation matrix between the available input features and a tree-based ranking [43]. This pre-processing phase is fundamental to identify the meteorological stations and spatial grid cells from the seasonal forecast systems’ data that are more relevant for the reservoir of interest, and to remove potential redundancies coming from highly correlated spatial meteorological information. The resulting input training data for all five models are the same so as to maintain intra-model evaluation consistency. A general description of the input data utilised for calibrating/training the statistical methods and the machine learning techniques can be seen in Table 2.

| Variable Code | Variable Description |
|---------------|----------------------|
| TARGET        | Accumulated inflow river discharge to the reservoir of a hydropower plant. The value of this variable changes with respect to the forecast horizon (e.g., if the forecast horizon is 3 months, then the TARGET value is the total accumulated inflow river discharge for the forthcoming 3 months). Observed data. |
| T0x           | Previous x month(s) accumulated inflow river discharge to the reservoir of a hydropower plant. Values of x range from 1 to 6 months in the past. Observed data. |
| T12           | Accumulated inflow river discharge to the reservoir of a hydropower plant of the previous year for the same month of forecast. Observed data. |
| P-x           | Accumulated precipitation volume for the forthcoming x month(s). Seasonal forecast data. |
| T-x           | Average temperature for the forthcoming x month(s). Seasonal forecast data. |

The selected input data are then sequentially split between three distinct sets, namely training, validation, and test, following a proportion of 0.70:0.15:0.15, respectively. As the input data are a time series dataset, the sequential splitting, following the training, validation, and testing datasets order is done so as to avoid data leakage [44]. The training dataset is used to calibrate/train the machine learning models; the validation set is utilised as stopping criteria so as to avoid the overtraining or overfitting of the machine learning techniques, when applicable, and the test dataset is used as a way of verifying the accuracy of a trained model when stressed by new data, hence not being used during the training procedure. A k-fold cross-validation of 10 folds is performed for each model. In order to reduce the chances of the training procedure to get stuck into a local minimum (e.g., due to the initial weight values of the connections between neurons), about 1000 training attempts are performed for each model, each with a different random initialisation. The accuracy of the five machine
learning techniques is compared against climatology, multiple linear regression, and persistence values, while their performance is intra-evaluated using the same model evaluation metrics, namely, root mean squared error (RMSE) [45]:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (O_i - P_i)^2}
\]

and the Nash-Sutcliffe model efficiency coefficient (NSE):

\[
NSE = 1 - \frac{\sum_{i=1}^{n} (O_i - P_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2}
\]

where \(O_i\) is the \(i\)th observation for a variable \(x\), \(\bar{O}\) is the mean value of observed data for a same variable \(x\), \(P_i\) is the \(i\)th prediction for a same variable \(x\), and \(n\) is the total number of observations.

Climatology, linear regression, and persistence are common, simple, and straightforward metrics to evaluate how the predictions of a certain model behave in comparison to observation records (e.g., [46]). RMSE and NSE are complimentary model evaluation metrics; while RMSE indicates how errors increase according to the variance of the frequency distribution of error magnitudes, NSE indicates how well the predictions are fitting the 1:1 line with respect to the observations [47]. RMSE values close to 0.0 indicate no error, while NSE values range between minus infinite and positive 1.0. A value of NSE = 1 means a perfect 1:1 predicted: observed fit, while NSE values between 0.0 and 1.0 are viewed as acceptable levels of performance.

2.2.1. Support Vector Regression (SVR)

SVR is a nonparametric machine learning technique that uses the principles of support vector machine (SVM) for classification and regression problems [48]. SVR is a supervised learning model, meaning that the learning algorithm analyse a target dataset for classification and regression analysis. The main goal of an SVR is to find a function that deviates from a certain range of target values by a difference no greater than a certain margin of tolerance (i.e., epsilon) for each training point. Non-linear SVR uses kernel functions to transform the input data into higher dimensional feature space so to make possible the linear separation between training points. An example of kernel functions include linear, polynomial, radial basis function (RBF), and sigmoid functions. The SVR model used in SCHT is built upon the Python module “scikit-learn” [49] and uses an epsilon-support vector regression and a radial basis function (RBF) kernel function for the learning process. Other parameters used for configuring the SVR model are: epsilon value for the epsilon-tube within which no penalty is associated in the training loss function is set to 0.01; RBF kernel coefficient is set to the inverse of the number of input features (variable depending on the case study), and the hard limit on iterations within the solver is set to infinite.

2.2.2. Gaussian Processes (GP)

GP is a nonparametric machine learning technique that relies on the concepts of multivariate Gaussian distribution to model the underlying probability distribution of a training dataset with respect to a set of target values [50]. As such, GP is a supervised learning method that can be used in regression, classification, and clustering problems [51]. GP assesses the probability of the potential solutions (i.e., functions) that fit to a given set of input training points, meaning that the resulting probability distribution represents the most probable range characterising the input data. By using a probabilistic approach, GP allows for the incorporation of a confidence interval of the predictions into the regression results. The distributions in GP is defined by two key elements, the mean value and the covariate matrix. While the mean describes the location in which the distribution is centred, the covariance matrix describes the shape of the distribution, ultimately controlling the characteristics of the potential solutions (i.e., functions). The covariance matrix is determined by its covariance
function or the kernel of the GP. Common kernels for GP include linear, periodic, and RBF. The GP model used in SCHT is provided by the “kernlab” package in R and utilises a RBF kernel and the provided automatic routine, which relies on the hyperparameter estimation to calculate a good sigma value for the GP RBF function [52].

2.2.3. Long Short-Term Memory (LSTM)

LSTM is a type of recurrent neural network (RNN) designed to overcome the weakness of these type of models in memorising long-term sequences [53,54]. Differently from traditional recurrent neural networks models where a single internal state exists per neuron, an LSTM model has an additional state in which information can be stored and three gates used to optionally let information flow through the LSTM neurons [55]. The first gate (known as the forget gate) controls which elements of the LSTM neuron will be forgotten; the second gate (known as the input gate) controls which and how information updates the LSTM neuron state in the current time step; the third gate (known as the output gate) controls the information of the current LSTM neuron state that flows into the following LSTM neuron state [56]. The LSTM model developed for SCHT is build using the “tensorflow” [57] and “keras” [58] python libraries. The model is setup with a first single LSTM layer using a Swish activation function [59] followed by two dense hidden-layers using Swish activation functions and a rectified linear activation function (ReLU) at the output layer, hence allowing simulated values to be greater than the maximum observed values in the target dataset. A 12 month time-step (i.e., one year as the input data are at a monthly scale) is used for the LSTM model training, for all input variables. The stochastic gradient descent method “adam” is used as the optimiser algorithm. The model evaluates the RMSE of the model outputs with regards to the targets for both the training and validation datasets, for each training epoch, as a means of assessing the generalisation property of a trained LSTM model. As the training procedure of the LSTM model aims at reducing the error of the training dataset, a generalised LSTM model is expected to be capable of reproducing those error reductions also in an unbiased dataset (e.g., the validation dataset). In case the validation metrics do not improve for the validation dataset, early-stop is put in place, and the training procedure stops early stopping being put in place when 12 consecutive training epochs have been achieved with no improvement.

2.2.4. Non-Linear Autoregressive Neural Network, Exogenous Outputs (NARX)

Differently from traditional ANN and similarly to LSTM models, a NARX is a type of RNN model that accounts for feedback loops, which connects present with past decisions, essentially taking time and sequence into account, being a type of recurrent neural network. NARX and RNNs have been applied in several fields of research, such as hydrology, remote sensing, and image classification [33,60,61]. The model used in this study has been developed in R language and uses back-propagation as the supervised training technique and the Levenberg–Marquardt as the optimization algorithm [62]. The NARX model developed for SCHT evaluates the sum of squared errors (SSE) of the model outputs with regards to the targets for each training epoch as a way of assessing the generalization property of a trained model [63,64]. The developed NARX model runs in a multi-core configuration and provides an ensemble of trained models as a result, thus being suitable for probabilistic analysis. The input and target information are normalized by feature scaling before being processed by the model, while the initial number of hidden neurons per hidden layer is approximated as two-thirds of the summation of the number of neurons in the previous and next layers [65]. The model is setup as a two hidden-layers variant and using a Swish activation function [59] between hidden-layer nodes and a rectified linear (ReLU) activation unit function at the output layer, hence allowing simulated values to be greater than the maximum observed values in the target dataset. A 12 month time-step is used for the LSTM model training, for all input variables. Similar to the LSTM model, early-stopping is put in place when the number of consecutive epochs on which no improvement is observed on the validation dataset for 12 consecutive training epochs. The resulting NARX model consists of a single model, representing the best overall result after the training procedure.
2.2.5. Deep-Learning Neural Networks (DL)

DL is a variant of ANN models that includes the use of multilayer models that have the capability of learning from input data using a general-purpose learning procedure, resulting in potentially higher-level representation of the underlying data sources [66]. In this context, DL is able to learn from complex and high-dimensional data so as to infer robust and scalable results while minimizing the manual parameterisation of the model. Similar to ANN and RNN models, DL have been applied to several areas of research, including speech recognition, medical image analysis, and hydrology [67]. The DL model used in this study has been implemented using the R package H2O.ai [68]. The model is configured using the adaptive learning rate ADADELTA [69] for the stochastic gradient descent optimisation. The ADADELTA adaptive learning rate in H2O.ai requires two parameters to be set, namely rho and epsilon. These two parameters balance the global and local search for the minimum error and are setup with the values 0.95 and $1 \times 10^{-8}$, respectively. The DL model structure is configured with a five hidden-layer depth dimension. Similar to the LSTM model, the early stopping criteria is setup to stop the training in case validation metrics do not improve by at least 1% for 12 consecutive training epochs.

2.3. Case Study Areas

Colombia has established its power market in 1995, driven primarily by the goal of increasing the reliability of energy supply in the domestic power system [70]. Due to lower-than-expected results in providing a reliable supply of energy along competitive outcomes, the original regulated energy market based on capacity payment was replaced in 2004 by a reliability market intended to ensure supply during tight hydrological conditions, often connected to El Niño phenomena [71]. In this context, private companies managed to enter the and establish themselves in the hydropower energy market in Colombia, and the selected case study areas are two large hydropower plants located in Colombia, namely Betania and Guavio, with a total combined capacity of 1790 MW, both managed by ENEL Greenpower Emgesa SA ESP society (see Figure 1). The Betania hydropower plant’s capacity is about 540.0 MW and has an average production of 2000 Gwh/year, being located in the Rio Magdalena catchment and counting with an upstream drainage area of about 13,000 km². The Guavio hydropower plant, although having a smaller upstream drainage area of about 1500 km², can produce approximately 2.3 times more energy than the Betania hydropower plant, having a capacity of roughly 1250 MW and an average annual production of 5500 Gwh/year. The climatological average of the monthly inflow river discharge to both reservoirs (calculated over the period spamming all the available data, i.e., from 1993 to 2019) are shown in Figure 1.

Currently, forecasts of the seasonal inflow river discharges beyond currently available historical averages is still a challenge, and the potential added value of a seasonal forecast system is still unclear. In this context, having a reliable forecast of incoming volumes supports operational decision-making through planning the energy production accordingly. For each reservoir, the manager seeks to maximise the generation of energy constrained to future incoming water volumes, the potential withdrawals and outflows (e.g., ecological runoff), the current volume of water stored in the reservoir at the beginning of the month, and the energy market characteristics (e.g., energy price). As such, the information provided by SCHT can be used to assess potential financial costs for the producer when he needs to enter the energy market (i.e., buy/sell energy) or to cover missing revenues by accessing credit market, according to forecasted revenues from energy production in the incoming months.
Figure 1. Case study area and monthly reservoir river discharge, in Mm³, to the Guavio and Betania hydropower plants. The climatological average is highlighted as the black dashed line, while the monthly maximum and minimum values for each month during the period 1993–2019 are shown as the grey ribbon area.

2.4. SCHT as a Climate Service

Existing hydropower plants are managed to optimize both production and financial actions in the energy market. Since these facilities can be placed anywhere, it is necessary to develop a forecast workflow that can be easily adapted to a wide number of plants worldwide. SCHT considers a replicable and adaptable forecast workflow that ensures, in principle, the widest adaptability both to different
geographic areas and temporal scales. One of the main advantages of the proposed methodology consists in the possibility of using globally available input features and data-driven forecast approaches that can be easily tuned for any combination of features. A schematic representation of SCHT as a climate service can be seen in Figure 2.

SCHT (developed by GECOsistema srl within the context of the H2020 project “CLAR—Climate forecast enabled knowledge service” is an innovative web-cloud-based climate service that makes use of a set of machine learning methods for supporting decision-making in a context of hydropower production. As shown in Figure 2, SCHT utilises the state-of-the-art multi-model seasonal forecast data provided by the Copernicus Climate Change Service through the Climate Data Store, and historical hydrometeorological data pertaining to the case study area and provided by the user of the service. The data are stored in the cloud provided by the service, where it is pre-processed (e.g., feature selection and variable importance ranking, as described in the Material and Methods section) and passed to the machine learning model for performing the forecast of the accumulated water volumes inflow and the potential energy production. The service provides its final results as periodical monthly bulletins of inflow forecasts and historical data analysis related to the target variable (e.g., produced energy or related incoming discharge to one or more hydropower plants). These data are presented to the users through a user-friendly web interface, which is the result of a tied connection with end-users in an effective co-generation process, adding value to energy forecasts and ideally paving the road for highly scalability and replicability (e.g., development of similar services elsewhere).

SCHT targets energy producing companies and supports both their day-to-day management (operations) and their market (trading) activities. The service works as a technology-driven tool using a Software-As-A-Service (SaaS) business model. This business architecture counts on a continuous revenue flows: the target user accesses the web-based platform by paying an annual subscription fee with initial setup disbursement. To boost customers’ trust and put co-development in practice, SCHT can also offer tailored packages to multinational companies based on the number of plants that require the service. This business model flexibility boosts the client acquisition phases and allows differentiated revenue streams, while not excessively weighting on the costs associated to the service development and deployment.

SCHT is rooted in co-development with the target user, following the progressive shift on climate services from developer-centric perspectives towards climate adaptation and user-centric visions [72]. This approach works through two complementary channels: (i) the optimisation of energy production reducing the risks and costs associated with inefficient production; (ii) the improve existing operations, the service forecasts the energy volumes given changing short-terms climate conditions. When and if applied to multiple reservoirs, SCHT also provides information about the regional and global

![Figure 2. Schematic representation of SCHT as a climate service.](image-url)
production of a given firm. The comprehensive picture highlights the existing risks and threats to the clients’ business model. Here, SCHT becomes a strategic feature for the intended user, assigning value to climate information.

3. Results and Discussion

This section presents the results of and the related discussion on the utilisation of the proposed machine learning model for the forecasting of accumulated river discharge inflow to the Guavio and Betania reservoirs. This section is divided in two sub-sections, where the first sub-section, named “Technical aspects of SCHT”, consists of presenting the technical results and discussion pertaining to the training and validation of the proposed machine learning models for forecasting the accumulated river discharge inflow, while the second sub-section, named “SCHT as a Climate Service” presents the discussion regarding the applicability of SCHT as a climate service and the potential benefits from its utilisation by hydropower managers.

3.1. Technical Aspects of SCHT

According to the proposed methodological framework, the methods and models considered in the present study can be grouped as follows:

- **Group 1:** Climatology, persistence, and multiple linear regression (MLR). This group includes the range of methods and models that are used as simple validation metrics for the more complex machine learning models.
- **Group 2:** Gaussian processes (GP) and support vector machine (SVM) models. This group includes the range of machine learning methods and models that do not use a validation dataset as a means for early stopping the training procedure.
- **Group 3:** Non-linear autoregressive neural networks (NARX), long short-term memory (LSTM), and deep-learning (DL) models. This group includes the range of machine learning methods and models that use a validation dataset as a means for early stopping the training procedure.

The validation dataset is used as during the training of a machine learning model in Group 3 so as to avoid the overfitting of the model to the training data. Two examples of a training process when using the validation dataset as a means for early stopping are shown in Figure 3.

![Figure 3](image.png)

**Figure 3.** Example of two training attempts of machine learning models from Group 3 that use the validation dataset as support information for early stopping. The x-axis represents training epochs. On the left, a training attempt of the long short-term memory (LSTM) model (y-axis indicates absolute root mean squared error (RMSE) values), and on the right, a training attempt of the non-linear autoregressive neural networks (NARX) model (y-axis indicates normalised RMSE values), both for one month lead-time forecasting at the Guavio reservoir.

As described in the material and methods sections, the evaluation of the accuracy of the training and testing metrics of the considered methods and models is done by means of the root mean squared error (RMSE) and the Nash–Sutcliffe model efficiency coefficient (NSE). Table 3 displays the numerical results of the model efficiency criteria considered in this study for both Betania and Guavio case studies.
The results shown in Figures 4 and 5, instead, depict the mean model efficiency metrics results per model group, plus the climatological average results for reference.

**Figure 4.** Nash–Sutcliffe results of the machine learning models and validation metrics per group.

**Figure 5.** Root mean squared error results of the machine learning models and validation metrics per group.
Table 3. Nash–Sutcliffe model efficiency coefficient (NSE) and RMSE results for the Betania and Guavio case studies, for all 6 forecast horizons.

| Group  | Model   | Forecast Horizon (month) | BETANIA |                |                | GUAVIO |                |                |
|--------|---------|--------------------------|---------|----------------|----------------|-------|----------------|----------------|
|        |         |                          | Nash-Sutcliffe | Root-Mean-Squared Error | Nash-Sutcliffe | Root-Mean-Squared Error | Nash-Sutcliffe | Root-Mean-Squared Error |
|        |         |                          | Training | Validation | Testing | Training | Validation | Testing | Training | Validation | Testing | Training | Validation | Testing | Training | Validation | Testing |
| Group 1| **Climatology** | 1 | 0.50 | - | 0.61 | 267.0 | - | 289.6 | 0.72 | - | 0.79 | 54.5 | - | 55.0 |
|        |         | 2 | 0.55 | - | 0.66 | 450.7 | - | 484.5 | 0.78 | - | 0.84 | 88.0 | - | 89.7 |
|        |         | 3 | 0.53 | - | 0.63 | 618.2 | - | 695.6 | 0.81 | - | 0.85 | 111.4 | - | 118.9 |
|        |         | 4 | 0.49 | - | 0.61 | 771.9 | - | 867.9 | 0.82 | - | 0.86 | 129.6 | - | 141.2 |
|        |         | 5 | 0.44 | - | 0.56 | 915.4 | - | 1017.8 | 0.82 | - | 0.85 | 145.5 | - | 159.2 |
|        |         | 6 | 0.38 | - | 0.51 | 1052.4 | - | 1131.1 | 0.80 | - | 0.81 | 160.6 | - | 178.7 |
| Group 1| **Persistance** | 1 | 0.15 | - | 0.24 | 349.4 | - | 402.3 | 0.34 | - | 0.47 | 84.1 | - | 87.3 |
|        |         | 2 | 0.50 | - | 0.62 | 474.8 | - | 510.8 | 0.57 | - | 0.63 | 122.8 | - | 135.7 |
|        |         | 3 | 0.62 | - | 0.67 | 555.3 | - | 664.1 | 0.66 | - | 0.68 | 150.3 | - | 177.0 |
|        |         | 4 | 0.67 | - | 0.64 | 708.6 | - | 782.5 | 0.70 | - | 0.71 | 170.0 | - | 203.8 |
|        |         | 5 | 0.57 | - | 0.57 | 881.2 | - | 1005.7 | 0.73 | - | 0.72 | 179.3 | - | 221.4 |
|        |         | 6 | 0.50 | - | 0.50 | 892.9 | - | 1184.3 | 0.74 | - | 0.73 | 182.5 | - | 226.5 |
| Group 2| **MLR**  | 1 | 0.63 | - | 0.63 | 230.2 | - | 281.9 | 0.75 | - | 0.76 | 51.2 | - | 59.1 |
|        |         | 2 | 0.72 | - | 0.61 | 354.5 | - | 520.9 | 0.81 | - | 0.86 | 82.1 | - | 83.8 |
|        |         | 3 | 0.76 | - | 0.28 | 443.6 | - | 978.1 | 0.85 | - | 0.75 | 100.6 | - | 154.7 |
|        |         | 4 | 0.77 | - | 0.00 | 523.7 | - | 1479.0 | 0.87 | - | 0.53 | 112.7 | - | 257.4 |
|        |         | 5 | 0.76 | - | 0.00 | 601.1 | - | 1946.3 | 0.86 | - | 0.82 | 126.3 | - | 175.6 |
|        |         | 6 | 0.77 | - | 0.00 | 637.3 | - | 1803.8 | 0.86 | - | 0.78 | 135.3 | - | 203.1 |
| Group 2| **GP**   | 1 | 0.69 | - | 0.60 | 209.7 | - | 291.5 | 0.78 | - | 0.77 | 48.8 | - | 57.2 |
|        |         | 2 | 0.76 | - | 0.61 | 330.5 | - | 520.3 | 0.82 | - | 0.82 | 78.9 | - | 94.5 |
|        |         | 3 | 0.78 | - | 0.48 | 427.1 | - | 827.5 | 0.86 | - | 0.82 | 97.2 | - | 133.2 |
|        |         | 4 | 0.80 | - | 0.37 | 479.8 | - | 1093.2 | 0.87 | - | 0.82 | 109.7 | - | 160.7 |
|        |         | 5 | 0.81 | - | 0.24 | 528.3 | - | 1343.0 | 0.88 | - | 0.80 | 118.3 | - | 188.3 |
|        |         | 6 | 0.83 | - | 0.04 | 553.5 | - | 1581.1 | 0.88 | - | 0.77 | 124.4 | - | 208.9 |
| Group   | Model | Forecast Horizon (month) | BETANIA Nash-Sutcliffe | Root-Mean-Squared Error | GUAIVO Nash-Sutcliffe | Root-Mean-Squared Error |
|---------|-------|--------------------------|------------------------|-------------------------|-----------------------|-------------------------|
|         |       | Training | Validation | Testing | Training | Validation | Testing | Training | Validation | Testing | Training | Validation | Testing | Training | Validation | Testing |
| SVM     | 1     | 0.74     | -         | 0.57    | 194.9    | -         | 302.5    | 0.79     | -         | 0.75     | 47.6     | -         | 60.2      |
|         | 2     | 0.80     | -         | 0.58    | 300.0    | -         | 537.6    | 0.83     | -         | 0.83     | 77.2     | -         | 91.3      |
|         | 3     | 0.79     | -         | 0.44    | 408.9    | -         | 859.2    | 0.87     | -         | 0.83     | 93.6     | -         | 129.9     |
|         | 4     | 0.84     | -         | 0.34    | 427.4    | -         | 1120.1   | 0.89     | -         | 0.83     | 104.3    | -         | 154.8     |
|         | 5     | 0.86     | -         | 0.20    | 457.3    | -         | 1375.9   | 0.89     | -         | 0.82     | 115.8    | -         | 179.2     |
|         | 6     | 0.89     | -         | 0.07    | 435.3    | -         | 1560.2   | 0.89     | -         | 0.79     | 116.3    | -         | 198.0     |
| NARX    | 1     | 0.75     | 0.52      | 0.61    | 185.3    | 248.1     | 286.6    | 0.84     | 0.75      | 0.82     | 41.1     | 63.2      | 51.4      |
|         | 2     | 0.73     | 0.60      | 0.66    | 345.9    | 393.6     | 478.1    | 0.84     | 0.84      | 0.88     | 75.3     | 92.0      | 79.4      |
|         | 3     | 0.77     | 0.75      | 0.69    | 429.5    | 419.0     | 630.9    | 0.91     | 0.90      | 0.87     | 77.4     | 100.9     | 112.5     |
|         | 4     | 0.90     | 0.87      | 0.70    | 363.7    | 369.8     | 662.2    | 0.92     | 0.89      | 0.87     | 88.1     | 124.9     | 125.2     |
|         | 5     | 0.88     | 0.65      | 0.68    | 423.7    | 464.1     | 728.8    | 0.89     | 0.88      | 0.87     | 114.5    | 144.0     | 148.4     |
|         | 6     | 0.95     | 0.75      | 0.61    | 276.3    | 520.3     | 683.0    | 0.88     | 0.85      | 0.84     | 122.8    | 168.4     | 162.2     |
| Group 3 | DL    | 1        | 0.72      | 0.45    | 0.72     | 198.5     | 262.8    | 245.8    | 0.81     | 0.72      | 0.80     | 44.8     | 66.1      | 53.8      |
|         | 2     | 0.74     | 0.60      | 0.68    | 343.0    | 393.2     | 468.7    | 0.87     | 0.83      | 0.90     | 66.5     | 93.7      | 71.2      |
|         | 3     | 0.76     | 0.70      | 0.66    | 444.2    | 459.5     | 645.8    | 0.90     | 0.85      | 0.88     | 80.2     | 122.2     | 105.8     |
|         | 4     | 0.87     | 0.74      | 0.65    | 373.2    | 503.8     | 774.4    | 0.87     | 0.90      | 0.90     | 102.7    | 122.8     | 121.9     |
|         | 5     | 0.94     | 0.70      | 0.63    | 202.4    | 529.4     | 810.9    | 0.86     | 0.89      | 0.87     | 108.0    | 139.8     | 150.5     |
|         | 6     | 0.79     | 0.57      | 0.59    | 608.5    | 831.2     | 763.6    | 0.87     | 0.82      | 0.88     | 110.7    | 181.7     | 153.0     |
| LSTM    | 1     | 0.71     | 0.46      | 0.65    | 203.4    | 259.8     | 272.1    | 0.82     | 0.74      | 0.78     | 45.6     | 60.6      | 48.6      |
|         | 2     | 0.81     | 0.52      | 0.71    | 293.0    | 431.7     | 443.4    | 0.85     | 0.78      | 0.87     | 77.9     | 96.9      | 79.7      |
|         | 3     | 0.78     | 0.74      | 0.68    | 426.2    | 503.7     | 670.1    | 0.89     | 0.86      | 0.87     | 83.7     | 115.5     | 110.0     |
|         | 4     | 0.84     | 0.68      | 0.64    | 425.4    | 562.2     | 780.6    | 0.92     | 0.88      | 0.88     | 88.0     | 129.6     | 127.3     |
|         | 5     | 0.86     | 0.68      | 0.66    | 440.3    | 516.6     | 787.6    | 0.94     | 0.86      | 0.86     | 91.4     | 152.8     | 150.9     |
|         | 6     | 0.83     | 0.57      | 0.58    | 539.9    | 837.3     | 797.3    | 0.93     | 0.80      | 0.84     | 94.6     | 189.7     | 171.9     |
Given the results shown in Figures 4 and 5, and Table 3, it is possible to verify that, as the forecast horizon increases, the forecasted results are subject to larger errors, both in the training and also in the test datasets, as shown by the generally increasing RMSE values. Interestingly, the NSE results indicate a less pronounced worsening of the results, while in some cases such as with the NARX or the Persistence models, the NSE results might increase as the forecast horizon increases. This contrasting behaviour is explained by two main factors: (i) the forecasted values are accumulated values spanning the forecast horizon and (ii) the NSE model efficiency coefficient is limited from minus infinity to +1, while the RMSE is not bounded. The first point explains why the RMSE increases as the forecast horizon increase, even if the NSE results do not follow the same pattern, as the scale of the forecasted values are different (e.g., average of approximately 1000 Mm$^3$ for 1 month forecast and 6000 Mm$^3$ for 6 months forecast for the Betania hydropower plant), while the second point explains the difference in behaviour between the two metrics, as the NSE values are in some sense normalised for the different scales of the target values.

The results shown in Table 3, Figures 4 and 5 also indicate that, according to both the NSE and the RMSE model efficiency metrics, all the machine learning models belonging to Group 2 and Group 3 display better training results than both the climatological average and Group 1 models. The method from Group 1 that displays the best result when considering the training dataset is the MLR, which, however, generally behaves worse if compared to any other model from Groups 2 and 3, especially for longer forecast horizons (see Table 3). When considering the test dataset, Group 3 provides the most accurate forecasts with respect to the models in Group 1, in Group 2, and also with respect to climatology. In fact, for both case studies, the Group 3 models provide consistently better results than climatology. For the Betania case study, the skill of the models belonging to Group 3 with respect to climatology becomes more evident as the time horizon increases. Interestingly, the forecasting accuracy of the models belonging to Group 2 when considering the test dataset show an opposite behaviour with respect to climatology if compared to the training results, as the average results of Group 2 do not provide consistent better results than the climatological average for both NSE and RMSE (see Figures 4 and 5). These results suggest that machine learning algorithms that make use of a complex and/or recurrent architecture can better simulate the temporal dynamic behaviour of the accumulated river discharge inflow to both the Guavio and Betania reservoirs.

In order to better understand the behaviour of the models in Group 3 with respect to climatology, the error histogram and the scatter plot distribution of observed versus forecasted values are analysed. These results are shown in Figures 6 and 7. Figure 6 displays the error histogram of Group 3 models and climatology for a forecast horizon of 1 month for the Guavio reservoir, while Figure 7 displays the scatter plot of observed values versus forecasted values for the same models, time horizon, and case study.

The results presented in Figures 6 and 7 corroborate the findings that the models belonging to Group 3 (DL, NARX, LSTM) are the one with the best overall forecasting skill for predicting the accumulated river discharge inflow to both the Guavio and Betania reservoirs. However, it is not possible to define a model belonging to Group 3 as the one that presents the best overall forecasting skill. Hence, in order to evaluate the benefits for a potential user of the climate service SCHT, we proceed to evaluate the behaviour of the three best performing machine learning techniques as a unified model resulting from the averaging of the results of the models belonging to Group 3.

### 3.2. SCHT as a Climate Service

The models belonging to Group 3 can clearly provide more accurate estimates of the accumulated river discharge inflow to both the Guavio and Betania reservoirs with respect to more simple approaches, such as the climatological average, persistence analysis, and multiple linear regression. However, a question remains: what are the economic benefits that a user can get from using SCHT? To answer to this question, we evaluate the economic benefits of using the averaged results of the models in Group 3 with respect to the climatological average. Economic benefits are also evaluated in a scenario where a perfect forecast situation exists. Two forecasting scenarios are considered, as follows: a six months
forecasting scenario for the Betania hydropower plant and a three month forecasting scenario for the Guavio hydropower plant. Both scenarios are set in the year 2019 and are issued in March. Moreover, we estimate that the Betania reservoir receives an accumulated river discharge inflow of approximately 12,770 Mm$^3$/year, for an average production of 2000 Gwh/year, resulting in an estimated average production of 0.16 GWh/Mm$^3$. Similarly, the Guavio reservoir receives an accumulated river discharge inflow of approximately 2048 Mm$^3$/year, for an average production of 5500 Gwh/year, resulting in an estimated average production of 2.69 GWh/Mm$^3$. For converting the units of energy production into an economic value, we use the mean electricity value for the residential sector in Colombia in 2019, a value of USD/kWh 0.14 [73], we assume a price volatility of USD/kWh ±0.01 during the simulation period. Moreover, we assume that the hydropower plant managers have perfect information about the energy prices during the forecasting period, meaning that the selling of energy occurs when marginal revenue is higher. Moreover, no forecasts regarding the market behaviour and/or the price volatility are considered, and the price volatility follows a linear trend throughout the simulation period. The results of this analysis are shown in Table 4.

Figure 6. Error histogram of Group 3 models and climatology for a forecast horizon of 1 month for the Guavio reservoir.
Figure 7. Scatter plot (observed values on the x-axis and forecasted values on the y-axis) of Group 3 models and climatology for a forecast horizon of 1 month for the Guavio reservoir. The red line indicates a perfect fit of observed and forecasted values, while the black dashed line corresponds to the linear regression of the observed values given the forecasted values.

Table 4. Economic scenario analysis of the potential economic benefits of using SCHT with respect to climatological average forecasts.

| Scenario    | Metric                                      | Perfect Forecast | Climatology | SCHT  |
|-------------|---------------------------------------------|------------------|-------------|-------|
|             | Forecast values (mm$^3$)                    | 8418.5           | 7528.1      | 8017  |
| Betania (6 months) | Absolute error with respect to observation (mm$^3$) | 0                | 890.4       | 401.5 |
|             | Potential benefits with respect to climatology (in thousands $) | 237.44          | 0           | 130.38 |
| Guavio (3 months) | Forecast values (mm$^3$)                    | 668.6            | 566         | 647.1 |
|             | Absolute error with respect to observation (mm$^3$) | 0                | 102.6       | 21.5  |
|             | Potential benefits with respect to climatology (in thousands $) | 460              | 0           | 363.48 |
|             | Total potential benefits with respect to climatology (in thousands $) | 697.44          | 0           | 493.86 |
As shown in Table 4, the scenario-based analysis of the potential economic benefits of using SCHT can improve seasonal forecast energy production with respect to the climatological average. In fact, considering the designed scenario, the potential economic benefits of using SCHT can go up to approximately half a million US dollars for a combined forecast of a six month forecasting scenario for the Betania hydropower plant, and a three month forecasting scenario for the Guavio hydropower plant, given that the hydropower plant managers have access to perfect information regarding the future electricity values. Due to the latter, the potential economic benefits of SCHT are likely overestimated if compared against a real-life case situation. In any case, SCHT can increase the accuracy in forecasting the accumulated river discharge inflow to the reservoirs of the studies hydropower plants, information that is valuable for hydropower plants’ managers.

4. Conclusions

The Smart Climate Hydropower Tool (SCHT) is an innovative web-cloud-based service that implements a set of data-driven methods for river discharge forecast relying on a set of machine learning techniques. It is intended to better inform decision-makers in the hydropower energy production processes. The SCHT provides make use of historical and operational seasonal forecasts of hydrometeorological data to predict the accumulated seasonal river discharge into the reservoir of hydropower plants. The information generated by SCHT is relevant for both water resources management and financial planning. SCHT has been designed to be flexible and replicable, using data potentially available worldwide to foster application to virtually any hydropower plant, and is targeted to technicians and market traders. Here, we tested the applicability of SCHT as a climate service in two case study areas, namely the hydropower plants of Betania and Guavio, in Colombia, with annual energy production of 5500 and 2000 Gwh.

The results obtained from the implementation of SCHT suggest that the utilisation of machine learning algorithms that make use of complex and/or recurrent architecture provide the best temporal dynamic forecasting accuracy of the accumulated river discharge inflow to considered case studies. Moreover, the autoregressive neural networks, the long short-term memory, and the deep-learning models are all capable of proving better results than both the climatological average, persistence, and multiple linear regression for both case study areas and for the forecast horizons considered in this study. In fact, the improvement provided by SCHT with respect to the climatological average ranges from 6 to 14% for the accumulated inflow to the case study hydropower plants, while a perfect forecast ranges from 12 to 18%. In this sense, the results of SCHT can provide useful information for water resource managers in better planning the allocation of water resources for different users (e.g., irrigation for agriculture, human consumption, and generation of electricity) and hydropower plant managers (e.g., when negotiating power purchase contracts in a competitive energy market). Indeed, the scenario-based economic analysis of the potential economic benefits of using SCHT with respect to climatological average forecasts demonstrate that, for a considered forecasting period of 6 month and for the case studies covered in this study, the economic benefits of using SCHT are estimated around a figure of USD 750 per mM$^3$ of increased accuracy in forecasting the accumulated inflow to the considered reservoirs.

Finally, we provide some recommendations for further developments in this field of research. Further studies could enhance the proposed methodology by considering a modelling chain for forecasting the water consumption for different uses during the forecast horizons, thus providing a better picture of the overall water balance of the reservoirs and enabling a better planning of the utilisation of water resources. Moreover, the incorporation of hydrological forecasts, groundwater dynamics, and the influence of the El Niño phenomena could also lead to better simulation results, particularly in what pertains to the longer horizon forecasts. Finally, SCHT methodology could be enhanced by incorporating an economic forecasting system of electricity prices in a competitive energy market, thus providing a more comprehensive and potentially more accurate picture of the possible economic gains from the utilisation of a similar climate service.
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