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Abstract. We investigate the probability of shadowing of a random finite pseudotrajectory by an exact trajectory for linear skew products. We describe general conditions under which a random pseudotrajectory can be shadowed with polynomial (with respect to its length) precision with high probability. Examples satisfying that general condition are continuous linear skew products over Bernoulli shift, doubling map on a circle, and any Anosov linear map on a torus. The main tool used in the proof is Cramer’s large deviation theorem.

1. Introduction

Shadowing of pseudotrajectories is a well-developed area of the qualitative theory of dynamical systems. There are a lot of results that show the connection between the shadowing property and structural stability. First of all, we would mention celebrated shadowing lemma by D. Anosov and R. Bowen, stating that a diffeomorphism has shadowing property near hyperbolic set [6,11]. It is also well known that if a diffeomorphism is structurally stable on the whole manifold then it has shadowing property [31,36]. See books [28,29] for a comprehensive survey. Although shadowing property does not imply structural stability (for some examples see [38]), this implication is true with some additional assumptions [11,32,35,38]. For a review of recent results on relation between shadowing and structural stability see [30].

At the same time, results of various numerical experiments show that finite pseudotrajectories can be shadowed effectively even for systems that are not structurally stable. For example, S. Hammel, C. Grebogy and J. Yorke using interval arithmetic showed that for logistic map and Henon map a typical \(d\)-pseudotrajectory of length \(\sim 1/\sqrt{d}\) can be \(\sim \sqrt{d}\) shadowed [17,18]. At this time no general statement of this sort is known.

It is an important question what type of shadowing can be expected in dynamical systems that are not uniformly hyperbolic. In the present paper we study the stochastic setting of the shadowing problem for pseudotrajectories. For the first time stochastic shadowing was introduced in [42]. Later it was shown that considering infinite pseudotrajectories in stochastic setting gives results equivalent to the classical shadowing theory [39]. We introduce a natural way of generating a finite random pseudotrajectory and estimate the probability of it to be shadowed by an
exact one. For the first time this approach was suggested in [37] by the second author for random i.i.d. variables.

Another approach for shadowing was introduced by A. Katok in his celebrated paper [20]. In this approach size of allowed pseudotrajectory errors depends on the index of Pesin set of the point, which allows to establish shadowing and closing lemmas for non-uniformly hyperbolic systems. Note that in the approach discussed in present paper sizes of pseudotrajectory errors are uniform and do not depend on the point. See also [33] where a probabilistic approach was considered for nonuniform sizes of pseudotrajectory errors.

Closely related to the probabilistic shadowing is the notion of stochastic stability. Dynamical system is stochastically stable if the stationary measure for the randomly perturbed dynamics is close to the invariant measure of the original system. This property encodes important information on statistics of dynamical behaviour. It is known that stochastic stability holds for hyperbolic systems [22, 23, 41] and for a large class of nonuniformly hyperbolic systems [2, 4, 8, 9, 40]. While notions of stochastic stability and probabilistic shadowing both rely on similarities of random pseudotrajectories and exact trajectories there is no known formal relation between them.

It was shown in works [24, 25, 27, 32, 38] that the parameters of the shadowing property for finite pseudotrajectories can be obtained using the asymptotics of the growth rate of the solution of the corresponding inhomogeneous linear system. In this work we study nonuniformly hyperbolic linear skew products. Under certain assumptions we show that there exists a polynomial condition on value of the error, accuracy of shadowing, and the length of a pseudotrajectory, such that the probability that a random pseudotrajectory can be shadowed by an exact trajectory tends to one as the length tends to infinity. Next, we show that our theorem is applicable for three fundamental chaotic examples: skew products over Bernoulli shift, doubling map on a circle and linear Anosov map on a torus.

The proof we present is based on the Cramér's large deviations theorem that is known to be true for dynamical systems with various rates of mixing [12, 14, 15]. The last fact suggests that our approach might be used for establishing the shadowing property in a more general setting. It is also worth noticing that some connections were established between mixing properties, large deviations and stochastic stability [7, 10, 16]. Even though a formal connection between these phenomena and probabilistic shadowing has not been found yet, we believe that they are close in nature.

2. Statement of the main result

Consider a compact metric space $(X, \text{dist}_X)$, a continuous map
\[ T : X \to X, \]
and a Borel probability measure $\nu$ on $X$. For future purposes we will require that every ball $B$ in $X$ has positive measure $\nu$. Let us also consider a continuous function $\lambda : X \to \mathbb{R}^+_+$ ($\mathbb{R}^+_+ = (0, +\infty)$) such that
\[ E_\nu(\log(\lambda(x))) = \int_X \log(\lambda(x)) d\nu(x) \neq 0. \]
(1)

Define the space $Q$ by the equality $Q = X \times \mathbb{R}$ and consider the measure $m = \nu \times \text{Leb}$ and maximum metric:
We consider the skew product map \( f : Q \to Q \) that is given by the following formula:

\[
(2) \quad f(w, x) = (T(w), \lambda(w)x).
\]

In further considerations \( T \) would be a Bernoulli shift, or uniformly expanding map, or uniformly hyperbolic map. In that case map \( f \) resembles a nonuniformly partially hyperbolic skew product with \( X \) being the (hyberbolic or expanding) base and \( \mathbb{R} \) representing a one-dimensional central direction. The condition (1) is analogous to having a nonzero Lyapunov exponent.

**Definition.** We call the sequence of points \( \{ y_k \}_{k=a}^b \) a \( d \)-pseudotrajectory for the map \( f : Q \to Q \) if

\[
\text{dist}(y_{k+1}, f(y_k)) < d, \quad k \in \{a, \ldots, b-1\}.
\]

**Definition.** We say that trajectory \( \{ x_k \}_{k=a}^b \) \( \varepsilon \)-shadows the pseudotrajectory \( \{ y_k \} \) if

\[
\text{dist}(y_k, x_k) < \varepsilon, \quad k \in \{a, \ldots, b\}.
\]

For every \( q \in Q \), every radius \( d > 0 \), and every natural \( N \in \mathbb{N} \) we denote by \( \Omega_{q, d, N} \) the set of all \( d \)-pseudotrajectories of the length \( N \) that start at the point \( q \).

In order to define notion of random pseudotrajectory we will use construction of Markov chains \([31]\). Let us denote by \( B(q, r) \) the open ball of radius \( r \) in the space \( Q \) centered at the point \( q \) and define a Markov kernel \( K_d \) (see \([14]\) Definition 5.1) and \([31]\) Definition 1.8) on \( Q \) using the following formula:

\[
(3) \quad K_d(x, A) = \frac{m(A \cap B(f(x), d))}{m(B(f(x), d))}\quad \text{for every } x \in Q \text{ and every Borel } A \subset Q.
\]

Following notations from \([31]\) Chapter 2] (with \( \Omega = Q \) and \( \mathcal{F} \) being the Borel \( \sigma \)-algebra on \( Q \)) we set the initial distribution \( P_0 = \delta_q - \delta \)-measure at a fixed \( q \in Q \). Together with the transition probability \( K_d \) that gives rise to a Markov chain \( \{\xi_j \} \in_{j=0}^\infty \) on \( Q \). It follows immediately from the definition of \( K_d \) that, almost every realization of \( (\xi_0, \xi_1, \ldots, \xi_N) \) lies in \( \Omega_{q, d, N} \). Hence, the distribution of \( (\xi_0, \xi_1, \ldots, \xi_N) \) is supported on \( \Omega_{q, d, N} \). For a positive number \( \varepsilon > 0 \) let us denote by \( p(q, d, N, \varepsilon) \) the probability that a pseudotrajectory from \( \Omega_{q, d, N} \) chosen at random with respect to the distribution of \( (\xi_0, \xi_1, \ldots, \xi_N) \) can \( \varepsilon \)-shadowed by an exact trajectory. The above construction is a generalization of the systems that were studied in \([37],[12]\).

In order to introduce a natural initial distribution for the Markov chain described above we need the following lemma about shift invariance. We will use Lemma 1 from \([37]\) without repeating its proof because the original one works in our setting without any changes.

**Lemma 1.** Consider two points \( q = (w, x) \) and \( \tilde{q} = (w, 0) \). For arbitrary positive numbers \( d, \varepsilon > 0, N \in \mathbb{N} \) the following equality holds:

\[
p(q, d, N, \varepsilon) = p(\tilde{q}, d, N, \varepsilon).
\]
For positive numbers $d, \varepsilon > 0$, $N \in \mathbb{N}$ let us define

$$p(d, N, \varepsilon) = \int_{w \in X} p((w, 0), d, N, \varepsilon) d\nu.$$ 

In other words, we consider initial distribution $P_0 = \nu \times \delta_0$ and form a new Markov chain $\{\xi^{(d)}_j\}_{j=0}^{\infty}$ using the same kernel $K_d$ defined by (3). We will denote said Markov chain by $M_d$. From now on we call a random $d$-pseudotrajectory a random realization of $M_d$. We will denote by $P$ the corresponding probability.

To continue we will need to introduce three important properties of the basic map $T$.

**Definition (Property I).** We say that the map $T$ satisfies Property I, if there exist constants $L,d_0 > 0$ such that for every $N \in \mathbb{N}$ and every $d < d_0$ there exists a function $w: X^{N+1} \rightarrow X$, such that given a random $d$-pseudotrajectory $(\xi^{(d)}_0, \xi^{(d)}_1, \ldots, \xi^{(d)}_N)$, where $\xi^{(d)}_j = (w_j, x_j)$ we have

$$\text{dist}_X(w_j, T^j(w((w_j)_{j=0}^N))) < Ld,$$

and $w((w_j)_{j=0}^N)$ has distribution $\nu$.

**Definition (Property II).** Let us take a random point $w$ in $X$ distributed with respect to measure $\nu$ and introduce

$$A'_j = \sum_{p=0}^{j-1} \log \left( \lambda(T^p(w)) \right).$$

We say that the map $f$ satisfies Property II, if there exist constants $C, k > 0$, such that for every $j \in \mathbb{N}$ the following holds:

$$\nu\left( \left\{ w \in X : \frac{A'_j}{j} - \mathbb{E}_\nu(\log(\lambda)) > \frac{\mathbb{E}_\nu(\log(\lambda))}{2} \right\} \right) < Ce^{-kj}. \tag{4}$$

**Definition (Property III).** We say that the map $T$ and measure $\nu$ satisfy Property III if there exists $d_0$ such that for any $d < d_0$ the measure $\nu$ is invariant with respect to the projection of $K_d$ on the first coordinate, namely

$$\nu(A) = \int_X K_d((w, x), A \times \mathbb{R}) \, d\nu(w) \quad \text{for every } x \in \mathbb{R} \text{ and every Borel } A \subset X.$$ 

Now we can state the main theorem of this work:

**Theorem 1.** If a continuous function $\lambda: X \rightarrow \mathbb{R}_+$ satisfies assumption (1) and the map $f$ satisfies Properties I, II and III, then there exist positive numbers $\varepsilon_0 > 0$ and $\gamma > 0$ such that for every $0 < \varepsilon < \varepsilon_0$ the following equality holds:

$$\lim_{N \rightarrow \infty} p \left( \frac{\varepsilon}{N^\gamma}, N, \varepsilon \right) = 1. \tag{5}$$

Although the conditions in Theorem 1 might seem rather restrictive, in Section 4 we will use this result to establish probabilistic shadowing for three fundamental uniformly hyperbolic examples of dynamical system $T$. The examples are the following:

(A) **Bernoulli shift.** Let $X = \{0, 1\}^Z$ with standard metric and uniform probability measure and $T: X \rightarrow X$ - the left shift;
(B) **Doubling map.** Let $X = \mathbb{R}/\mathbb{Z} \cong \mathbb{T}^1$ – unit circle with standard metric and Lebesgue measure and $T : X \to X$ given by formula
\[ T(w) = 2w \mod 1; \]

(C) **Linear Anosov map on a Torus.** Let $X = \mathbb{R}^m/\mathbb{Z}^m \cong \mathbb{T}^m$ – flat $m$-dimensional torus with standard metric and Lebesgue measure and $T : X \to X$ given by formula
\[ T(w) = Aw \mod 1, \]
where $A$ is a hyperbolic matrix with integer entries and determinant $\pm 1$.

In Section 4 we will prove the following

**Theorem 2.** Let $(X, \text{dist}_X, T, \nu)$ be one of the systems (A), (B) or (C) and $\lambda : X \to \mathbb{R}_+$ be any positive continuous function satisfying (1). Consider a skew product $f : Q \to Q$, defined by formula (2). Then $f$ satisfies Properties I, II and III.

Proofs for these three systems might look similar, but they do contain fundamental differences. Combining theorems 1 and 2 we obtain the following

**Corollary 1.** If the function $\lambda : X \to \mathbb{R}_+$ satisfies formula (1) then the skew product $f$ over systems (A), (B) or (C) satisfy equality (5).

**Remark 1.** Note that a relatively weak regularity condition is imposed on function $\lambda$ – it only needs to be continuous.

3. **Proof of Theorem 1**

We will need some auxiliary lemmas to prove the theorem. First of all, let us consider the sequences $(\lambda_j)_{j=0}^{N-1}$ and $(r_j)_{j=1}^N$ such that $|r_j| < 1$. We introduce following notations:
\[ \tilde{A}_j = \sum_{p=0}^{j-1} \log(\lambda_p), \]
\[ z_j = 0, \quad z_{j+1} = z_j + \frac{r_j}{e^{\tilde{A}_{j+1}}}, \]
and define
\[ B(p, q) = \frac{e^{\tilde{A}_p + \tilde{A}_q}}{e^{\tilde{A}_p} + e^{\tilde{A}_q}} |z_p - z_q|; \]
\[ F \left( (\tilde{A}_j)_{j=0}^N, (r_j)_{j=1}^N \right) = \max_{0 \leq p < q \leq N} B(p, q). \]
The following lemma is a reformulation of Lemma 2 in [37]. The proof is the same so we will not repeat it.

**Lemma 2.** For every sequence $(x_j)_{j=0}^N$, given by
\[ x_0 = 0, \quad x_{j+1} = \lambda_j x_j + r_{j+1}, \]
There exists $y_0$ such that the sequence defined by
\[ y_{j+1} = \lambda_j y_j, \]
satisfies inequalities
\[ |x_j - y_j| < F \left( (\tilde{A}_j)_{j=0}^N, (r_j)_{j=1}^N \right), \quad \forall j \in \{0, \ldots, N\}. \]

Let $a = E_\nu(\log(\lambda))$. Below we will consider two cases:
3.1. **Case 1**: $a < 0$. We fix constants $k$ and $C$ such that the inequality (4) holds. Moreover, we fix the following $\gamma_0$:

\[ \gamma_0 = 1 + (1 + \delta) \max \left( \frac{\log(\lambda)}{k} \right), \]

where $\delta$ is an arbitrary positive number.

Function $\log(\lambda)$ is continuous on a compact set $X$, so there exists a positive number $d_1$, such that for $x, y \in X$ if $\text{dist}(x, y) < d_1$ then

\[ |\log(\lambda(x)) - \log(\lambda(y))| < -\frac{a}{2}. \]

Now we are ready to prove Theorem 1. Let $(w_j, x_j)_{j=0}^N$ be a random $d$-pseudotrajectory with $d < \min(d_0, \frac{d_1}{L})$, with $d_0$ and $L$ satisfying Property I and Property III and $d_1$ defined above. We introduce the following notations:

\[ A_j = \sum_{p=0}^{j-1} \log(\lambda(w_p)); \]

\[ r_j = \frac{x_j - \lambda(w_j-1)x_{j-1}}{d}. \]

We will start with an estimate for the probability of the following event:

\[ S_1 = \{ \exists \ y_0 \text{ such that for } y_j = \lambda(w_{j-1})y_{j-1} \text{ we have } |x_j - y_j| \leq d(N + 1)^{\gamma_0} \}. \]

It is clear that $|r_j| < 1$ and according to Lemma 2

\[ \mathbb{P}(S_1) \geq \mathbb{P} \left( \left( (A_j)_{j=0}^N, (r_j)_{j=1}^N \right) \leq (N + 1)^{\gamma_0} \right). \]

It is easy to see that

\[ e^{A_q} |z_q - z_p| \leq \sum_{j=p+1}^{q} e^{-(A_j - A_q)} \]

and

\[ \frac{e^{A_p}}{e^{A_p} + e^{A_q}} \leq 1. \]

Using (11), (12) and (13) we obtain

\[ 1 - \mathbb{P}(S_1) \leq \mathbb{P} \left( \exists 0 \leq p < q \leq N : \sum_{j=p+1}^{q} e^{-(A_j - A_q)} > (N + 1)^{\gamma_0} \right). \]

Measure $\nu$ is invariant with respect to the projection of the transition operator of $M_d$ on $X$ (Property III), thus, taking $n = N - (q - (p + 1))$ we get

\[ \mathbb{P} \left( \exists 0 \leq p < q \leq N : \sum_{j=p+1}^{q} e^{-(A_j - A_q)} > (N + 1)^{\gamma_0} \right) \leq \]

\[ \leq (N + 1)^{\gamma_0} \mathbb{P} \left( \exists n \leq N : \sum_{j=n}^{N} e^{-(A_j - A_n)} > (N + 1)^{\gamma_0} \right). \]
After straightforward computations we obtain

\[
(N + 1) \mathbb{P} \left( \exists n \leq N : \sum_{j=n}^{N} e^{-(A_j - A_N)} > (N + 1)^\gamma_0 \right) \leq \\
\leq (N + 1) \mathbb{P} \left( \sum_{j=0}^{N} e^{-(A_j - A_N)} > (N + 1)^\gamma_0 \right) \leq (N + 1) \sum_{j=0}^{N} \mathbb{P} \left( e^{A_N - A_j} > (N + 1)^{\gamma_0 - 1} \right) = \\
= (N + 1) \sum_{j=0}^{N} \mathbb{P} \left( e^{A_j} > (N + 1)^{\gamma_0 - 1} \right) \leq (N + 1) \sum_{j=0}^{N} \mathbb{P} \left( A_j > (\gamma_0 - 1) \log(N + 1) \right) \leq \\
\leq (N + 1) \sum_{j=0}^{N} \mathbb{P} \left( \left| \frac{A_j}{j} - a \right| > \frac{(\gamma_0 - 1) \log(N + 1)}{j} - a \right). 
\]

According to (6) we know that

\[
\gamma_0 - 1 = (1 + \delta) \frac{\max(\{ \log(\lambda) \})}{k}.
\]

It follows immediately that for \( j < (1 + \delta) \frac{\log(N + 1)}{k} \) we have

\[
\mathbb{P} \left( \left| \frac{A_j}{j} - a \right| > \frac{(\gamma_0 - 1) \log(N + 1)}{j} - a \right) = 0,
\]

because for such \( j \) we have

\[
\frac{(\gamma_0 - 1) \log(N + 1)}{j} - a > \frac{(\gamma_0 - 1) \log(N + 1)}{k} - a > \max(\{ \log(\lambda) \}) - a \geq \left| \frac{A_j}{j} - a \right|.
\]

Using this fact we drop out the first \( (1 + \delta) \frac{\log(N + 1)}{k} \) summands and get the following:

\[
(15) \quad 1 - \mathbb{P}(S_1) \leq (N + 1) \sum_{j>(1+\delta)\frac{\log(N+1)}{k}}^{N} \mathbb{P} \left( \left| \frac{A_j}{j} - a \right| > \frac{(\gamma_0 - 1) \log(N + 1)}{j} - a \right).
\]

Let us denote by \( w \) the point \( w (\{ w_j \}_{j=0}^{N}) \) from Property I. We would like to replace \( A_j \) with \( A'_j \) to be able to use Property II. Just to remind the notation:

\[
(16) \quad A'_j = \sum_{p=0}^{j-1} \log \left( \lambda(T^p(w)) \right).
\]

We know that

\[
dist(w_j, T^j(w)) < Ld < d_1,
\]

and using (11) we get

\[
| \log(\lambda(w_j)) - \log(\lambda(T^j(w))) | < -\frac{a}{2}.
\]

It easily follows that

\[
(17) \quad \left| \frac{A_j}{j} - \frac{A'_j}{j} \right| < -\frac{a}{2}.
\]
and this inequality gives us

\[ P \left( \left| \frac{A_j}{j} - a \right| > \frac{(\gamma_0 - 1) \log(N + 1)}{j} - a \right) \leq P \left( \left| \frac{A_j}{j} - a \right| > \frac{(\gamma_0 - 1) \log(N + 1)}{j} - \frac{a}{2} \right). \]

Now using (13) and (18) and applying the inequality (1) we obtain the following:

\[ 1 - P(S_1) \leq (N + 1) \sum_{j > (1 + \delta) \log(N + 1) \over k}^N P \left( \left| \frac{A_j}{j} - a \right| > \frac{(\gamma_0 - 1) \log(N + 1)}{j} - a \right) \leq \]

\[ \leq (N + 1) \sum_{j > (1 + \delta) \log(N + 1) \over k} P \left( \left| \frac{A_j}{j} - a \right| > - \frac{a}{2} \right) \leq (N + 1) \sum_{j > (1 + \delta) \log(N + 1) \over k}^N C e^{-kj} = \]

\[ = C(N + 1)e^{-k(1+\delta) \log(N + 1) \over k} \sum_{j = 0}^{N - (1 + \delta) \log(N + 1) \over k} e^{-kj} \leq C(N + 1)^{-\delta} \frac{1}{1 - e^{-k}}. \]

Now it is easy to see that (13) implies

\[ P(S_1) \to_{N \to \infty} 1. \]

For the next step we assume that \( S_1 \) holds. We fix \( y_0 \) defined in \( S_1 \) and introduce

\[ z_0 = y_0. \]

We would like to remind the reader that we use \( w = (w_j)_{j=0}^N \) from Property \( \text{II} \) and the distribution of \( w \) equals to \( \nu \). We also use the following notation:

\[ \gamma = 2\gamma_0, \]
\[ y_{j+1} = \lambda(w_j) y_j, \]
\[ z_{j+1} = \lambda(T^j(w)) z_j. \]

We would like to estimate probability of the following event:

\[ S_2 = \left\{ \max_{j \in \{0, \ldots, N\}} |z_j - y_j| > 2d(N + 1)^\gamma \right\}. \]

Using the fact that \(|y_0| = |y_0 - x_0| \leq d(N + 1)^{\gamma_0}\) and formulas (8), (19), (21), (22) and (16) we get:

\[ |z_j - y_j| = |y_0| \cdot |e^{A_j} - e^{A_j'}| \leq d(N + 1)^{\gamma_0} \left( e^{A_j} + e^{A_j'} \right). \]

Hence:

\[ P(S_2) \leq P \left( \max_{j \in \{0, \ldots, N\}} |z_j - y_j| > 2d(N + 1)^\gamma \right) \leq \]

\[ \leq P \left( \exists j \in \{0, \ldots, N\} : (e^{A_j} + e^{A_j'}) > 2(N + 1)^{\gamma_0} \right) \leq \]

\[ \leq P \left( \exists j \in \{0, \ldots, N\} : A_j > \gamma_0 \log(N + 1) \right) + P \left( \exists j \in \{0, \ldots, N\} : A_j' > \gamma_0 \log(N + 1) \right) \leq \]

\[ \leq \sum_{j=0}^N P \left( \left| \frac{A_j}{j} - a \right| > \frac{\gamma_0 \log(N + 1)}{j} - a \right) + \sum_{j=0}^N P \left( \left| \frac{A_j'}{j} - a \right| > \frac{\gamma_0 \log(N + 1)}{j} - a \right). \]
Now we only need to estimate the two summands from previous line. Using the same estimations we have just used to obtain that \( P(S_1) \to_{N \to \infty} 1 \), it is easy to see that

\[
P(S_2) \to_{N \to \infty} 0.
\]

To finish the proof we take \( d = \varepsilon / (3(N + 1)\gamma) \) and obtain that for a random \( d \)-pseudotrajectory \((w_j, x_j)^N_{j=0}\) the sequence \((y_j)^N_{j=0}\) given by the equation (21) will satisfy

\[
|y_j - x_j| < d(N + 1)^\gamma
\]

with probability not less than \( P(S_1) \). We also know that with probability not less than \( 1 - P(S_2) \) there exist an exact trajectory \((T^j(w), z_j)^N_{j=0}\) given by (22) and satisfying the inequalities

\[
|z_j - y_j| < 2d(N + 1)^\gamma.
\]

We have obtained that the trajectory \((T^j(w), z_j)^N_{j=0}\) \( \varepsilon \)-shadows the pseudotrajectory \((w_j, x_j)^N_{j=0}\) (since \( d(N + 1)^\gamma + 2d(N + 1)^\gamma < 3d(N + 1)^\gamma = \varepsilon \)) with probability not less than \( 1 - (1 - P(S_1) + P(S_2)) = P(S_1) - P(S_2) \to_{N \to \infty} 1 \). To be precise, now we have proved that

\[
\lim_{N \to \infty} p\left( \frac{\varepsilon}{3N\gamma}, N, \varepsilon \right) = 1,
\]

which differs from the statement of the Theorem 1 by the factor \( 3 \) in the first argument. Let us choose \( \gamma_0 \) that lies between \( \gamma_0 \) and \( 1 + (1 + \delta) \max(k) \). Since the inequality

\[
\frac{\varepsilon}{N\gamma} < \frac{\varepsilon}{3N\gamma}
\]

holds starting from some \( N \in \mathbb{N} \) the relation (21) implies (5) for every \( \gamma > 2 \left( 1 + \frac{\max(k)}{\log(\lambda)} \right) \), which finishes the proof for the case \( a < 0 \).

3.2. Case 2: \( a > 0 \). In this subsection we will deal with

\[
a = \mathbb{E}_\nu(\log(\lambda)) > 0.
\]

This case is similar to Section 3.1 However, it could not be reduced to it by replacing \( f \) with \( f^{-1} \), since, even if \( f \) is invertible, the distributions of jumps \( x_j - \lambda(w_j-1)x_{j-1} \) does not have to be persistent under this change.

We use the same notation as in previous subsection. Let us fix \( C, k \) from Property II and constant \( \gamma_0 \) defined by (6). Let us consider a pseudotrajectory \((w_j, x_j)^N_{j=0}\). We introduce \( A_j, r_j \) using equalities (8) and (9). Note, that according to Lemma 2 shadowing problems for pseudotrajectories with same \( A_j \) and \( r_j \) are equivalent, hence we can fix one arbitrary point \( x_j \) from \((x_j)^N_{j=0}\) and define the rest of them using \( \lambda(w_j) \) and \( r_j \). It will be convenient for us to fix \( x_N = 0 \). We define \( S_1 \) using (10). Replacing (13) with

\[
\frac{e^{A_q}}{e^{A_p} + e^{A_q}} \leq 1
\]
and arguing similarly to Section [5.1] we conclude

\[(25) \quad 1 - P(S_1) \leq P \left( \exists 0 \leq p < q \leq N : \sum_{j=p+1}^{q} e^{(A_{p} - A_{j})} > (N + 1)^{\gamma_0} \right). \]

Using the fact that \( \nu \) is an invariant measure for the projection of Markov chain \( M_d \) on the first coordinate (Property III) and taking \( n = (q - (p + 1)) \) we get

\[
P \left( \exists 0 \leq p < q \leq N : \sum_{j=p+1}^{q} e^{(A_{p} - A_{j})} > (N + 1)^{\gamma_0} \right) \leq (N + 1) P \left( \exists n \leq N : \sum_{j=0}^{n} e^{(A_{0} - A_{j})} > (N + 1)^{\gamma_0} \right).
\]

Note that \( A_0 = 0 \). We proceed with the following computations:

\[
(N + 1) P \left( \exists n \leq N : \sum_{j=0}^{n} e^{-A_{j}} > (N + 1)^{\gamma_0} \right) \leq (N + 1) P \left( \sum_{j=0}^{N} e^{-A_{j}} > (N + 1)^{\gamma_0} \right) \leq (N + 1) \sum_{j=0}^{N} P (e^{-A_{j}} > (N + 1)^{\gamma_0 - 1}) = (N + 1) \sum_{j=0}^{N} P \left( \left| \frac{A_{j}}{j} - a \right| > \frac{(\gamma_0 - 1) \log(N + 1)}{j} + a \right).
\]

After that we repeat the proof of the fact that

\[ P(S_1) \rightarrow_{N \rightarrow \infty} 1 \]

from the previous subsection, replacing \( a \) with \( -a \).

Now we take \( y_j \) from \( S_1, w \) defined in Property I and introduce \( z_j \) in the following way:

\[ z_N = y_N, \quad z_j = \frac{z_{j+1}}{A(T^j(w))}. \]

We define \( A_j \) by (10) and \( S_2 \) by (23). Arguing similarly to Section [5.1] we conclude that \( P(S_2) \rightarrow_{N \rightarrow \infty} 0 \) and repeat the rest of the proof unchanged.

4. APPLICATIONS

4.1. Bernoulli shift. Consider the metric space \( \Sigma = \{0, 1\} \) with \( \text{dist}_2(0, 1) = 1 \) and probability measure \( \mu(\{0\}) = \mu(\{1\}) = \frac{1}{2} \). Let \( X \) be the space \( \Sigma^\mathbb{Z} \) with standard topology and probability measure \( \nu \) that arises from the product structure. Note that the topology on \( X \) is generated by the metric

\[ \text{dist}_X(\{w^{(j)}\}_{j \in \mathbb{Z}}, \{\tilde{w}^{(j)}\}_{j \in \mathbb{Z}}) = \frac{1}{2^k}, \quad \text{where} \quad k = \min\{|j| : w^{(j)} \neq \tilde{w}^{(j)}\}. \]

On the space \( X \) let us define the shift map

\[ T : X \rightarrow X; \quad T(\{w^{(j)}\}_{j \in \mathbb{Z}})_j = w^{(j+1)}. \]

Now we will show that Properties I, II, and III hold for described setting. Property III is satisfied because \( \nu \) is preserved under both operations: shift \( T \) and
taking a random point (with respect to the normalized measure \( \nu \)) in a ball of arbitrary fixed radius, whose center is distributed with respect to \( \nu \). Property I can be proved in the following way:

**Lemma 3.** Consider the sequence \((w_j)_{j=0}^N\) that is a \(d\)-pseudotrajectory of \(T\) in the space \(X\) taken at random with respect to the projection of the Markov chain \(M_d\) on \(X\). Then we can define \(w = w((w_j)_{j=0}^N) \in X\) such that

\[
\text{dist}(w_j, T^j(w)) < 2d,
\]

and \(w\) has the distribution equal to \(\nu\).

**Proof.** Let us consider integer \(n\) such that \(\frac{1}{2^n+1} < d \leq \frac{1}{2^n}\). Define the map \(w((w_j)_{j=0}^N)\) as follows:

\[
w(j) = \begin{cases} 
  w_0(j), & \text{for } j < n \text{ and } j \geq n + N, \\
  w_p(n), & \text{for } j = n + p, \text{ where } 0 < p < N.
\end{cases}
\]

It is clear that \(\text{dist}(w_j, T^j(w)) \leq \frac{1}{2^n} < 2d\). Now we need to show that the distribution of \(w\) equals to \(\nu\), which fact is clear because

\[
P(w(j) = 0 | w(i) = x, i < j) = \frac{1}{2}.
\]

To obtain Property II we will need the following classical lemma about probability of large deviations:

**Lemma 4.** Let \((X_j)_{j \in \mathbb{N}}\) be a sequence of i.i.d. random variables. Slightly abusing notation throughout this Lemma we denote by \(\mathbb{P}\) the joint distribution of \((X_j)_{j \in \mathbb{N}}\) and by \(\mathbb{E}\) the expected value with respect to said distribution. Assume that \(X_j\) has only finitely many possible values:

\[
X_j = v_i \text{ with probability } p_i, \text{ where } i \in \{1, \ldots, q\}.
\]

We denote by \(S_n\) the partial sum of first \(n\) elements of the sequence \((X_j)_{j \in \mathbb{N}}:\)

\[
S_n = X_1 + X_2 + \cdots + X_n.
\]

Then there exist positive constants \(C, k > 0\) (these constants depend on the distribution of \(X_j\) but not \(n\)), such that the following inequality holds:

\[
\mathbb{P} \left( \left| \frac{S_n}{n} - \mathbb{E}(X_1) \right| > \varepsilon \right) \leq C \cdot e^{-kn\varepsilon^2}.
\]

Proof of this lemma can be found in [19].

Since \(\lambda\) is continuous there exists an integer \(t \in \mathbb{N}\) such that \(w(j) = \tilde{w}(j)\) with \(j \in \{-t, \ldots, t\}\) implies

\[
|\log(\lambda(w)) - \log(\lambda(\tilde{w}))| \leq \frac{|a|}{4}.
\]

Consider \(\Theta\) – the set of all continuous functions \(\psi : X \rightarrow [\min_X(\lambda), \max_X(\lambda)]\), such that \(\psi(w)\) depends only on \(w(j)\) for \(j \in \{-t, \ldots, t\}\) and \(|\log(\psi(w)) - \log(\lambda(w))| \leq -\frac{|a|}{4}\). \(\Theta\) can be naturally identified with a nonempty compact set in \(\mathbb{R}^{2t+1}\). Note that
$E_\nu \log(\psi)$ is a continuous function on $\Theta$ and $\inf_{\psi \in \Theta} E_\nu \log(\psi) \leq a \leq \sup_{\psi \in \Theta} E_\nu \log(\psi)$. Now it follows that there exists a function $\hat{\lambda} \in \Theta$ such that
\begin{equation}
|\log(\lambda(w)) - \log(\hat{\lambda}(w))| < \frac{|a|}{4}, \quad \forall w \in X
\end{equation}
and
\[E_\nu \log(\hat{\lambda}) = E_\nu \log(\lambda) = a.
\]
From now on we fix such $\hat{\lambda}$.

**Lemma 5.** There exist constants $\tilde{C}, \tilde{k} > 0$ such that if we take a random point $w \in X$ distributed with respect to $\nu$ and $\hat{A}_j$ given by formula:
\[\hat{A}_j = \sum_{p=0}^{j-1} \log(\hat{\lambda}(T^p(w))),\]
then
\begin{equation}
\nu \left( \left\{ \frac{\hat{A}_j}{j} - a > \varepsilon \right\} \right) < \tilde{C} e^{-\tilde{k} \varepsilon^2 j} \quad \forall \varepsilon > 0, j \in \mathbb{N}.
\end{equation}

**Proof.** Random variables $\hat{\lambda}(w), \hat{\lambda}(T^{2t+1}w), \ldots, \hat{\lambda}(T^{p(2t+1)}w)$ are independent since elements $w^{(i)}$ and $w^{(j)}$ are independent if $i \neq j$ and $\hat{\lambda}$ depends only on the coordinates with indices in $\{-t, \ldots, t\}$. Let us consider the partial sums that are given by the following formula:
\[\hat{A}_j^{(q)} = \sum_{p=0}^{\lfloor j/2t+1 \rfloor} \log \left( \hat{\lambda} \left( T^{p(2t+1)+q}(w) \right) \right), \quad \text{where } q \in \{0, \ldots, 2t\}.
\]
Note that for all $q$ the values of $\hat{A}_j^{(q)}$ are sums of i.i.d. random variables and function $\hat{\lambda}$ has only finite number of possible values, hence a large deviation principle from Lemma 4 is applicable, so there are constants $C_0, k_0$, such that:

\[\nu \left( \left\{ \frac{\hat{A}_j^{(q)}}{j} - a > \varepsilon \right\} \right) < C_0 e^{-k_0 \varepsilon^2 \lfloor j/2t+1 \rfloor} \quad \forall \varepsilon > 0, j \in \mathbb{N}.
\]
Also observe that
\[\nu \left( \left\{ \frac{\hat{A}_j}{j} - a > \varepsilon \right\} \right) \leq \sum_{q=0}^{2t} \nu \left( \left\{ \frac{\hat{A}_j^{(q)}}{\lfloor j/2t+1 \rfloor} - a > \varepsilon \right\} \right),
\]
hence if we take constant $\tilde{k} = \frac{k_0}{4t+2}$ and $\tilde{C}$ large enough, the inequality (29) will hold.

Finally, we are prepared to prove that Property II holds for Bernoulli shift. Recall, that
\[A_j' = \sum_{p=0}^{j-1} \log \left( \lambda(T^p(w)) \right),
\]
for a random point $w \in X$ distributed with respect to measure $\nu$. We want to prove that for some constants $C, k > 0$ formula (31) holds.
Let us note that due to (28) we have
\[ \frac{A_j' - \hat{A}_j}{j} < \frac{|a|}{4}, \]
hence
\[ \nu \left( \left\{ w \in X : \left| \frac{A_j'}{j} - a \right| > \frac{|a|}{2} \right\} \right) \leq \nu \left( \left\{ w \in X : \left| \frac{\hat{A}_j}{j} - a \right| > \frac{|a|}{4} \right\} \right). \]

By Lemma 5 we have
\[ \nu \left( \left\{ w \in X : \left| \frac{\hat{A}_j}{j} - a \right| > \frac{|a|}{4} \right\} \right) < \tilde{C} e^{-\frac{k|a|}{2j}}. \]

We take \( C = \tilde{C} \) and \( k = \frac{\tilde{C}e^{\lambda/2}}{\lambda} \) and the proof is finished. Now we have checked Properties I, II, and III, so we have shown that Theorem 1 can be applied to a skew product over Bernoulli shift.

4.2. Doubling map on a circle. Consider \( X = \mathbb{R}/\mathbb{Z} \cong \mathbb{T}^1 \) – a circle, that is parametrized by a segment \([0, 1)\). For \( w_1, w_2 \in X \) we will use \( |w_1 - w_2| \) to denote the length of the shortest arc between \( w_1 \) and \( w_2 \). We consider map
\[ T : X \rightarrow X; \quad T(w) = 2w \mod 1. \]

Measure \( \nu \) is the Lebesgue measure on the circle. As always, we assume that
\[ a = \mathbb{E}_\nu(\log(\lambda)) \neq 0. \]

Once again, we need to check Properties I, II, and III for \((X, T, \nu)\). Property III is straightforward, because Lebesgue measure is invariant for the doubling map, and taking a random point in a ball of arbitrary fixed radius, whose center is distributed with respect to Lebesgue measure preserves Lebesgue measure as well.

The following lemma proves that Property I is satisfied.

**Lemma 6.** Consider the sequence \((w_j)_{j=0}^{N-1}\) that is a \( d \)-pseudotrajectory of \( T \) in the space \( X \) taken at random with respect to the projection of the Markov chain \( M_d \) on \( X \). Then we can define \( w = w \left( (w_j)_{j=0}^{N-1} \right) \in X \) such that
\[ \text{dist}(w_j, T^j(w)) < d, \]
and \( w \) has the distribution equal to \( \nu \).

**Proof.** First, note that \( w_0 \) is distributed with respect to \( \nu \) (which is just a Lebesgue measure). Let us denote by \( r_j \) the deviation of our pseudotrajectory on the \( j \)-th step:
\[ r_j = w_j - 2w_{j-1}, \quad j \in \{1, \ldots, N\}. \]

We choose \( r_j \) such that \( |r_j| \leq d \). Note, that according to our construction \( r_j \) are distributed uniformly on an interval \((-d, d)\). Consider
\[ w = \left( w_0 + \sum_{j=1}^{N} 2^{-j} r_j \right) \mod 1. \]

Let us first prove that
\[ |T^p(w) - w_p| < d. \]
To do so let us first prove by induction that

\[ T^p(w) = \left( w_p + \sum_{j=p+1}^{N} 2^{p-j}r_j \right) \mod 1. \]

For \( p = 0 \) this formula coincides with the definition of \( w \). Assume that it is true for \( p \). Then

\[ T^{p+1}(w) = \left( 2 \cdot \left( w_p + \sum_{j=p+1}^{N} 2^{p-j}r_j \right) \right) \mod 1 = \]

\[ = \left( 2w_p + r_{p+1} + \sum_{j=p+2}^{N} 2^{p+1-j}r_j \right) \mod 1 = \left( w_{p+1} + \sum_{j=p+2}^{N} 2^{p+1-j}r_j \right) \mod 1. \]

Now it is easy to see that

\[ |T^p(w) - w_p| = \left| \sum_{j=p+1}^{N} 2^{p-j}r_j \right| \leq \sum_{j=p+1}^{N} 2^{p-j}d < d. \]

It remains to say that \( w_0 \) and \( r_1, r_2, \ldots, r_N \) are independent, hence the distribution of \( w \) is just a shift of Lebesgue measure \( \nu \), which is again a Lebesgue measure \( \nu \). \( \square \)

Arguing similarly to the case of Bernoulli shift we construct the function \( \tilde{\lambda} \). First, since \( \log(\tilde{\lambda}) \) is continuous, there exists a number \( t \in \mathbb{N} \) such that if \( |w - \tilde{w}| < 2^{-t} \) then

\[ |\log(\lambda(w)) - \log(\tilde{\lambda}(\tilde{w}))| < \frac{|a|}{4}. \]

We consider the set \( \Theta \) of functions \( \psi : X \to [\min_X(\lambda), \max_X(\lambda)] \), such that \( \psi(w) \) is constant on the segments \( \left[ \frac{k}{2^t}, \frac{k+1}{2^t} \right) \) for \( k \in \{0, 2^t - 1\} \),

\[ |\log(\psi(w)) - \log(\lambda(w))| \leq \frac{|a|}{4} \forall w \in X. \]

\( \Theta \) can be identified with a nonempty compact set in \( \mathbb{R}^{2t} \). Since \( \mathbb{E}_\nu \log(\psi) \) is a continuous function on \( \Theta \) (since \( \min_X(\lambda) > 0 \)) and \( \inf_{\psi \in \Theta} \mathbb{E}_\nu \log(\psi) \leq a \leq \sup_{\psi \in \Theta} \mathbb{E}_\nu \log(\psi) \), we obtain that there exists \( \tilde{\lambda} \in \Theta \), such that

\[ |\log(\lambda(w)) - \log(\tilde{\lambda}(\tilde{w}))| < \frac{|a|}{4}, \forall w \in X, \]

and

\[ \mathbb{E}_\nu \log \left( \tilde{\lambda} \right) = \mathbb{E}_\nu \log (\lambda) = a. \]

Another important observation is the following one: for a random point \( w \) that has distribution \( \nu \) the random variables \( \log(\tilde{\lambda}(w)), \log(\tilde{\lambda}(T^1(w))), \ldots, \log(\tilde{\lambda}(T^t(w))) \) will be i.i.d. (because \( \tilde{\lambda} \) depends only on first \( t \) digits after point in the binary numerical system) with finite number of possible values. We will use following notation:

\[ \hat{A}_j = \sum_{p=0}^{j-1} \log \left( \tilde{\lambda}(T^p(w)) \right). \]
The proof of Lemma 5 can be repeated without any changes, so we will only give its formulation.

**Lemma 7.** There exist constants $C, k > 0$ such that if we take a random point $w \in X$ distributed with respect to $\nu$ and $\hat{A}_j$ given by formula:

$$\hat{A}_j = \sum_{p=0}^{j-1} \log \left( \hat{\lambda}(T^p(w)) \right),$$

then

$$\nu \left( \left\{ w \in X : \left| \frac{\hat{A}_j}{j} - a \right| > \varepsilon \right\} \right) < Ce^{-k\varepsilon^2 j} \quad \forall \varepsilon > 0, j \in \mathbb{N}.$$ 

The rest of the proof from Subsection 4.1 can be repeated without any changes, and we obtain that Theorem 1 holds for skew products over the Doubling map on a circle.

### 4.3. Linear hyperbolic map on a torus

In this subsection we will consider a skew product over a linear hyperbolic map on a torus and will apply our technique to establish shadowing property for it. We will use the same notations as in the previous part.

Let us consider $X = \mathbb{T}^m = \mathbb{R}^m / \mathbb{Z}^m$ and map

$$T : X \to X, \quad T(w) = Aw,$

where $A$ is a hyperbolic matrix with integer entries and $|\det(A)| = 1$. We will denote by $E^s$ and $E^u$ stable and unstable subspaces of the action of $A$ on $\mathbb{R}^m$ and by $S$ and $U$ the projections on $E^s$ along $E^u$ and on $E^u$ along $E^s$. Since $A$ is hyperbolic, we know that

$$S + U = \text{Id}. \quad (32)$$

We will also need to fix constants $B > 0$ and $t \in (0, 1)$, such that for all $n \in \mathbb{N}$

$$|A^nv| < Bt^n|v|, \quad \text{if } v \in E^s; \quad (32)$$

$$|A^{-n}v| < Bt^n|v|, \quad \text{if } v \in E^u. \quad (33)$$

As usual,

$$f : X \times \mathbb{R} \to X \times \mathbb{R},$$

$$f(w, x) = (T(w), \lambda(w)x).$$

and $\lambda : X \to \mathbb{R}$ is a continuous function. Measure $\nu$ is a Lebesgue measure on $\mathbb{T}^m$.

Once again, we assume that

$$E_\nu(\log(\lambda)) \neq 0.$$ 

We will show that Properties I, II, and III holds for this system. Property III is once again proved by the observation that Lebesgue measure is invariant for $T$ since $\det(A) = 1$ and it is also invariant with respect to taking a random point in a ball of arbitrary fixed radius, if the center of the ball is distributed with respect to Lebesgue measure.

We prove that Property I holds with the following lemma.
Lemma 8. Consider the sequence \((w_j)^N_{j=0}\) that is a \(d\)-pseudotrajectory of \(T\) in the space \(X\) taken at random with respect to the projection of the Markov chain \(M_d\) on \(X\). Then we can define \(w = w ((w_j)^N_{j=0}) \in X\) such that
\[
\text{dist}(w_j, T^j(w)) < \frac{2}{1-t} d,
\]
and \(w\) has the distribution equal to \(\nu\).

Proof. First of all, let us introduce \(r_{j+1} = w_{j+1} - A w_j\), for \(j \in \{0, \ldots, N - 1\}\).

Because of the fact that the sequence \((w_j)^N_{j=0}\) is a \(d\)-pseudotrajectory we can define \(r_j\) in such a way that \(|r_j| < d\). Consider
\[
w = w_0 + \sum_{j=1}^{N} A^{-j} U r_j.
\]

Straightforward computation shows that
\[
T^k(w) = w_k - \sum_{j=1}^{k} A^{k-j} S r_j + \sum_{j=k+1}^{N} A^{k-j} U r_j.
\]

Now we can estimate \(|T^k(w) - w_k|\) in a following way:
\[
|T^k(w) - w_k| \leq \sum_{j=1}^{k+1} |A^{k+1-j} S r_j| + \sum_{j=k+2}^{N} |A^{k+1-j} U r_j| < \frac{2}{1-t} d.
\]

Now we need to prove that \(w\), defined by (34) is distributed with respect to \(\nu\). It is clear that \(w_0\) is distributed with respect to \(\nu\) and \((r_j)^N_{j=1}\) is independent with \(w_0\). Hence \(w\) is distributed with respect to \(\nu\), because \(\nu\) is a Lebesgue measure, and Lebesgue measure is translation-invariant. \(\square\)

In order to check Property II we will use theory of large deviations for uniformly hyperbolic systems developed in \[26\].

Theorem 3. Assume \(T : M \to M\) is a transitive Anosov diffeomorphism of a manifold \(M\) and \(\nu\) is a Lebesgue measure. Then for each continuous function \(\varphi\) there is a lower semicontinuous \(K^\varphi : \mathbb{R} \to [0, \infty]\) which satisfies the following properties:

1. \(\limsup_{n \to \infty} n^{-1} \log \nu\{x : \frac{1}{n} \sum_0^{n-1} \varphi(T^j(x)) \in A\} \leq -\inf\{K^\varphi(t) : t \in A\}\), for closed \(A \subset \mathbb{R}\);
2. \(\liminf_{n \to \infty} n^{-1} \log \nu\{x : \frac{1}{n} \sum_0^{n-1} \varphi(T^j(x)) \in A\} \geq -\inf\{K^\varphi(t) : t \in A\}\), for open \(A \subset \mathbb{R}\).

Moreover, \(K^\varphi\) is defined by the following formula (here \(\mathcal{M}(M)\) stands for the set of all Borel probability measures on \(M\)):
\[
K^\varphi(t) = \inf \left\{ K(m) : m \in \mathcal{M}(M) \quad \text{and} \quad \int \varphi dm = t \right\},
\]
where
\[ K(m) = \begin{cases} -h_m(T) + \int \log |\det (D T|_{E^+})| \, dm, & \text{if } m \text{ is invariant under } T, \\ +\infty, & \text{otherwise}, \end{cases} \]
where \( h_m(T) \) is the metric entropy of \( T \).

Now we will apply this theorem to our setting. According to Pesin entropy formula we have
\[ h_{\nu}(T) = \int \log |\det (D T|_{E^+})| \, d\nu, \]
where \( \nu \) is a Lebesgue measure. It is also well known that \( \nu \) is a unique measure of maximal entropy for \( T \) (see [21, Theorem 20.1.3]), hence \( K(m) \geq 0 \) and \( K(m) = 0 \iff m = \nu \).

We consider \( A = \mathbb{R} \setminus \left( a - \frac{|a|}{4}, a + \frac{|a|}{4} \right) \) and \( \varphi = \log(\lambda) \), and by Theorem 3 we have
\[ \limsup_{n \to \infty} n^{-1} \log \nu \left\{ x : \left| \frac{1}{n} \sum_{j=0}^{n-1} \varphi(T^j(x)) - a \right| \geq \frac{|a|}{4} \right\} \leq -\inf \left\{ K^\varphi(t) : |t - a| \geq \frac{|a|}{4} \right\}. \]
Let us prove that
\[ \inf \left\{ K^\varphi(t) : |t - a| \geq \frac{|a|}{4} \right\} > 0, \]
Note that function \( K \) is lower semi-continuous with respect to weak-* topology on the space of measures, because entropy is upper semi-continuous. According to the definition of \( K^\varphi(t) \) we have
\[ \inf \left\{ K^\varphi(t) : |t - a| \geq \frac{|a|}{4} \right\} = \inf \left\{ K(m) : m \in \mathcal{M}(M) \text{ and } \left| \int \varphi \, dm - a \right| \geq \frac{|a|}{4} \right\}. \]
Let us note that the set
\[ \left\{ m \in \mathcal{M}(M) : \left| \int \varphi \, dm - a \right| < \frac{|a|}{4} \right\} \]
is open in weak-* topology. Hence, the set
\[ \left\{ m \in \mathcal{M}(M) : \left| \int \varphi \, dm - a \right| \geq \frac{|a|}{4} \right\} = \mathcal{M}(M) \setminus \left\{ m \in \mathcal{M}(M) : \left| \int \varphi \, dm - a \right| < \frac{|a|}{4} \right\} \]
is compact and the lower semi-continuous function \( K \) attains its infimum on that set. Since \( \nu \) is the only global minimum for \( K \), we have
\[ \inf \left\{ K^\varphi(t) : |t - a| \geq \frac{|a|}{4} \right\} = \inf \left\{ K^\varphi(t) : |t - a| \geq \frac{|a|}{4} \right\} > 0, \]
which proves (38). Hence
\[ \nu \left( \left\{ w \in X : \left| \frac{A_j'}{j} - \mathbb{E}_\nu(\log(\lambda)) \right| > \frac{|a|}{2} \right\} \right) < C e^{-kj} \quad \forall j \in \mathbb{N} \]
with appropriate \( C, k > 0 \) and Property II holds, which implies that Theorem II can be applied in this case.
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