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Abstract

Gross-Pitaevskii and Hartree hierarchies are infinite systems of coupled PDEs emerging naturally from the mean field theory of Bose gases. Their solutions are known to be related to initial value problems, respectively the Gross-Pitaevskii and Hartree equations. Due to their physical and mathematical relevance, the issues of well-posedness and uniqueness for these hierarchies have recently been studied thoroughly using specific nonlinear and combinatorial techniques. In this article, we introduce a new approach for the study of such hierarchy equations by firstly establishing a duality between them and certain Liouville equations and secondly solving the uniqueness and existence questions for the latter. As an outcome, we formulate a hierarchy equation starting from any initial value problem which is $U(1)$-invariant and prove a general principle which can be stated formally as follows:

(i) *Uniqueness for weak solutions of an initial value problem implies the uniqueness of solutions for the related hierarchy equation.*

(ii) *Existence of solutions for an initial value problem implies the existence of solutions for the related hierarchy equation.*

In particular, several new well-posedness results as well as a counterexample to uniqueness for the Gross-Pitaevskii hierarchy equation are proved. The novelty in our work lies in the aforementioned duality and the use of Liouville equations with powerful transport techniques extended to infinite dimensional functional spaces.
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1 Introduction

The so-called Hartree and Gross-Pitaevskii hierarchies are infinite systems of coupled PDEs taking usually the following form,

\[
\begin{aligned}
\begin{cases}
  i\partial_t \gamma^{(k)} &= (-\Delta_{X_k} + \Delta_{X'_k})\gamma^{(k)} + B_k \gamma^{(k+1)}, \\
  \gamma^{(k)}|_{t=0} &= \gamma^{(k)}_0, \\
\end{cases}
\end{aligned}
\forall k \in \mathbb{N},
\]

(1)

where $\Delta_{X_k}$ (or $\Delta_{X'_k}$) denotes the standard Laplacian on $\mathbb{R}^{d_k}$ with $X_k = (x_1, \ldots, x_k) \in \mathbb{R}^{d_k}$, $X'_k = (x'_1, \ldots, x'_k) \in \mathbb{R}^{d_k}$ are the configuration space coordinates and $x_j, x'_j \in \mathbb{R}^d$ for each $j \in \{1, \ldots, k\}$. The solutions of these hierarchies are sequences of complex-valued functions $(\gamma^{(k)})_{k \in \mathbb{N}}$ such that $\gamma^{(k)} : (t, X_k, X'_k) \rightarrow \gamma^{(k)}(t, X_k, X'_k)$ is defined over a domain $I \times \mathbb{R}^{d_k} \times \mathbb{R}^{d_k}$ with $I$ is a real interval containing the origin; and $(\gamma^{(k)})_{k \in \mathbb{N}}$ fulfills the equation (1) with a prescribed initial condition $\gamma^{(k)}_0 : \mathbb{R}^{d_k} \times \mathbb{R}^{d_k} \rightarrow \mathbb{C}$. Furthermore, the interaction term in the right hand side of (1) is given by the following expression:

\[
B_k \gamma^{(k+1)} := B^+_{k} \gamma^{(k+1)} - B^-_{k} \gamma^{(k+1)}
\]

(2)

where $B^\pm_{j,k}$ are defined for $1 \leq j \leq k$ by

\[
(B^+_{j,k} \gamma^{(k+1)})(t, X_k, X'_k) := \int_{\mathbb{R}^d} \gamma^{(k+1)}(t, X_k, y, X'_k, y) V(x_j - y) dy,
\]

(3)

and

\[
(B^-_{j,k} \gamma^{(k)})(t, X_k, X'_k) := \int_{\mathbb{R}^d} \gamma^{(k)}(t, X_k, y, X'_k, y) V(x'_j - y) dy.
\]

(4)

Here $V$ is either an even real-valued measurable function $V : \mathbb{R}^d \rightarrow \mathbb{R}$ in the case of the Hartree hierarchy or a multiple of a Dirac delta function $V = \lambda \delta_0$ in the case of the Gross-Pitaevskii hierarchy. The parameter $\lambda$ refers to a coupling constant taking positive or negative values and accounting respectively for a repulsive (defocusing) or an attractive (focusing) interaction in the Gross-Pitaevskii case. Additionally, one usually requires two further physical constraints on the solutions $(\gamma^{(k)})_{k \in \mathbb{N}}$, namely:

- **Symmetry:** For any permutations $\sigma, \pi$ in the symmetric group $\mathfrak{S}_k$,

  \[
  \gamma^{(k)}(t, x_{\sigma(1)}, \ldots, x_{\sigma(k)}; x'_{\pi(1)}, \ldots, x'_{\pi(k)}) = \gamma^{(k)}(t, X_k; X'_k).
  \]

  (5)

- **Finite density:** Each $\gamma^{(k)}$ is the kernel of a trace class operator on $L^2(\mathbb{R}^{d_k})$ satisfying the following inequality in the operator sense,

  \[
  0 \leq \gamma^{(k)} \leq 1.
  \]

  (6)

The main questions that can be raised about the equations (1) as systems of PDEs are of course uniqueness, existence and stability of solutions. Although these hierarchy equations (1) are physically relevant and they have been known in the physical literature since long time (see e.g. [20, 89] and references therein), their mathematical investigation started rather recently. Indeed, the study
of the Hartree and the Gross-Pitaevskii hierarchies have started attracting a wide increasing interest, only after a remarkable progress was made in the mean field theory of Bose gases (see e.g. [45, 46, 47, 48, 52, 70]). In particular, the uniqueness property of solutions for the Gross-Pitaevskii hierarchy equation was pointed out as a crucial steep for the derivation of the dynamics of Bose-Einstein condensates from many-body quantum mechanics, see [44, 46, 69]. Since then, the issues of well-posedness and uniqueness for hierarchy equations similar to (1) are considered to be interesting problems combining specific combinatorial and nonlinear analytic difficulties [27, 28, 33, 35, 37, 39, 63]. Consequently, this stimulated a current trend among the PDE and mathematical physics communities, focused on the study of hierarchy equations for their own interest, see e.g. [88, 42, 26, 62, 61, 57].

The mathematical mean field theory of Bose gases was initiated in the pioneering works of Hepp [60] and Ginibre-Velo [54, 55] in the 70s. Afterward, the subject has been revived under the impetus of several contributions, e.g. [1, 16, 51, 81, 49]. One of the purposes of this topic was the rigorous justification of the mean field approximation and the derivation of the Hartree, NLS and Gross-Pitaevskii equations from first principles of quantum mechanics. Thus, ultimately explaining how microscopic effects come at play into the physical macroscopic phenomena of Bose-Einstein condensates. For the sake of clarity, we briefly recall the relationship between the hierarchy equations (1) and the mean-field approximation of many-body quantum dynamics. For that, consider the many-body Schrödinger operator

$$H_n = \sum_{i=1}^{n} -\Delta x_i + \frac{1}{n} \sum_{1 \leq i < j \leq n} W_n(x_i - x_j),$$

(7)

where $W_n(x) = n^\beta W(n^\beta x)$ for any $x \in \mathbb{R}^d$ and some $\beta \in [0, 1]$ with $W$ is a real-valued even potential. Under some reasonable assumptions on $W$, the operator $H_n$ is self-adjoint over the space $L^2_s(\mathbb{R}^{dn})$ and the quantum dynamics related to (7) are well-defined. Here $L^2_s(\mathbb{R}^{dn})$ is the space of symmetric square integrable functions $\Psi \in L^2(\mathbb{R}^{dn})$ such that $\Psi(x_1, \ldots, x_n) = \Psi(x_{\sigma_1}, \ldots, x_{\sigma_n})$ for any permutation $\sigma$ in $S_n$. In particular, if $\varrho_n$ is a normal state or a density matrix (i.e., a normalized positive trace class operator on $L^2_s(\mathbb{R}^{dn})$) describing the quantum system at the initial time $t = 0$, then according to the Heisenberg equation the system evolves at time $t$ towards the state

$$\varrho_n(t) = e^{itH_n} \varrho_ne^{-itH_n}.$$  

(8)

One of the popular methods that explains the mean-field approximation is inspired by classical statistical mechanics and known as the BBGKY hierarchy approach. In fact, consider all the marginals $\varrho_n^{(k)}(t)$, $1 \leq k \leq n$, given by their kernels

$$\varrho_n^{(k)}(t, X_k; X_k') := \int_{\mathbb{R}^{d(n-k)}} \varrho_n(t, X_k, y; X_k', y) \, dy, \quad \text{for all } (X_k, X_k') \in \mathbb{R}^{2dk},$$

(9)

then $\varrho_n^{(k)}(t)$ are density matrices over $L^2_s(\mathbb{R}^{dk})$ usually called reduced density matrices of the state $\varrho_n(t)$. Thus, the Heisenberg equation on $\varrho_n(t)$ yields the so-called BBGKY hierarchy on the marginals,

$$i\partial_t \varrho_n^{(k)}(t) = \sum_{j=1}^{k} \left[ -\Delta x_j, \varrho_n^{(k)}(t) \right] + \frac{1}{n} \sum_{1 \leq i < j \leq k} \left[ W_n(x_i - x_j), \varrho_n^{(k)}(t) \right]$$

$$+ \frac{n-k}{n} \sum_{j=1}^{k} \text{Tr}_{k+1}[W_n(x_j - x_{k+1}), \varrho_n^{(k+1)}(t)],$$

(10)

where the brackets $[\cdot, \cdot]$ denotes the commutator defined as $[A, B] = AB - BA$ and $\text{Tr}_{k+1}$ denotes the partial trace over the last variable $x_{k+1}$. This means that $\text{Tr}_{k+1}[W_n(x_j - x_{k+1}), \varrho_n^{(k+1)}(t)]$ is an
operator who’s kernel $K$ is given by the following formula,

$$K(X_k, X'_k) = \int_{\mathbb{R}^d} \gamma^{(k+1)}(t, X_k, x_{k+1}, X'_k, x'_{k+1}) W_n(x_j - x_{k+1}) \, dx_{k+1} - \int_{\mathbb{R}^d} \gamma^{(k+1)}(t, X_k, x'_{k+1}, X'_k, x_{k+1}) W_n(x'_j - x'_{k+1}) \, dx'_{k+1}.$$  

The mean field approximation of quantum dynamics is usually understood within the BBGKY hierarchy approach as the two following statements:

(a) If $\rho_n$ is an uncorrelated initial state $\rho_n = |\varphi^{\otimes n}\rangle\langle \varphi^{\otimes n}|$, with $||\varphi||_{L^2(\mathbb{R}^d)} = 1$, then the marginal $\rho^{(k)}_n(t)$ satisfying the equation (10) converges as $n \to \infty$ towards a state $|\varphi_t^{\otimes k}\rangle\langle \varphi_t^{\otimes k}|$ for any $k \in \mathbb{N}$ and any time $t \in \mathbb{R}$ in the sense that,

$$\lim_{n \to \infty} \text{Tr}[\rho^{(k)}_n(t) A] = \langle \varphi_t^{\otimes k}, A \varphi_t^{\otimes k} \rangle_{L^2(\mathbb{R}^{dk})},$$

for any bounded (or compact) operator $A$ on $L^2(\mathbb{R}^{dk})$ ($k$ is kept fixed while $n \to \infty$).

(b) Furthermore, $\varphi_t$ is the solution of the nonlinear NLS or Hartree equation

$$\begin{cases}
  i\partial_t \varphi_t = -\Delta \varphi_t + (V \ast |\varphi_t|^2) \varphi_t, \\
  \varphi_0 = \varphi,
\end{cases} \quad (11)$$

with $V$ is a potential that depends on $W$ and the parameter $\beta$ according to the following dichotomy:

$$V = \begin{cases}
  W & \text{if } \beta = 0, \\
  \lambda \delta_0 & \text{if } 0 < \beta \leq 1.
\end{cases} \quad (12)$$

Here $\lambda$ is a coupling constant which depends on the value of $\beta$. The above statements usually go under the name of propagation of chaos [56]. For a general overview and more details on the subject we refer to the recent book [17]. The strategy of the BBGKY approach goes through three steps that are:

(i) Compactness.

(ii) Convergence.

(iii) Uniqueness.

Step (ii) and (iii) are the most delicate parts specially when $W$ is an unbounded potential or $\beta > 0$ ($\beta = 1$ seems the most difficult case even if $W$ is smooth and compactly supported). Under favorable assumptions by using a compactness argument one proves that up to extracting a subsequence $\rho^{(k)}_n(t)$ converges when $n \to \infty$, with respect to the weak-* topology, to a positive trace class operator denoted $\gamma^{(k)}(t)$ for each $k \in \mathbb{N}$ and any time $t$, i.e.,

$$\lim_{n \to \infty} \text{Tr}[\rho^{(k)}_n(t) A] = \text{Tr}[\gamma^{(k)}(t) A],$$

for any $A$ compact operator on $L^2(\mathbb{R}^{dk})$. This is the step (i) and in particular one remarks that the kernels of the operators $(\gamma^{(k)}(t))_{k \in \mathbb{N}}$ satisfy the constraints (5)-(6). Step (ii) consists in letting $n$ tend to infinity in the BBGKY hierarchy (10) and proving the convergence towards the Hartree or Gross-Pitaevskii hierarchy (1) written in its equivalent form in terms of trace class operators, i.e.,

$$i\partial_t \gamma^{(k)} = \sum_{j=1}^k \left[-\Delta_{x_j}, \gamma^{(k)}\right] + B_k \gamma^{(k+1)}. \quad (13)$$
Here, the term $B_k\gamma^{(k+1)}$ is understood as an operator taking the short writing

$$B_k\gamma^{(k+1)} = \sum_{j=1}^{k} \text{Tr}_{k+1}[V(x_j - x_{k+1}), \gamma^{(k+1)}],$$

with its kernel coinciding with the one given in (2)-(4) according to the following identification,

$$(B^+_j k \gamma^{(k+1)})(t, X_k, X'_k)$$

is the kernel of $\text{Tr}_{k+1}[V(x_j - x_{k+1})\gamma^{(k+1)}]$ and

$$(B^-_j k \gamma^{(k+1)})(t, X_k, X'_k)$$

is the kernel of $\text{Tr}_{k+1}[\gamma^{(k+1)}V(x_j - x_{k+1})].$

Notice that the hierarchy equation (1) or (13) may not make sense. In fact, some additional regularity on $(\gamma^{(k)})_{k \in \mathbb{N}}$ is required in order to make every thing consistent. Nevertheless, at a formal level the limit of the BBGKY hierarchy (10) seems coherent with the equation (13), although the question of convergence is more subtle than a straightforward limit.

The last step (iii) consists of proving uniqueness of solutions for the hierarchy equations (1) or equivalently (13). In fact, the proof goes as follows. Consider an uncorrelated state $\varrho_0 = |\varphi^{\otimes n}\rangle\langle \varphi^{\otimes n}|$ as in (a), the steps (i)-(ii) yield a solution $(\gamma^{(k)})_{k \in \mathbb{N}}$ of the hierarchy equation (13) satisfying the initial condition $\gamma^{(k)}_0 = |\varphi^{\otimes k}\rangle\langle \varphi^{\otimes k}|$ for all $k \in \mathbb{N}$. Moreover, one easily checks that if $\varphi_t$ solves the NLS equation (11) then $|\varphi^{\otimes k}_t\rangle\langle \varphi^{\otimes k}_t|$ is also a solution of the hierarchy equation (13) satisfying the same initial condition as $\gamma^{(k)}(t)$. Therefore, if one proves that the Gross-Pitaevskii or the Hartree hierarchy (13) admits a single solution for each initial datum, then $\gamma^{(k)}(t) = |\varphi^{\otimes k}_t\rangle\langle \varphi^{\otimes k}_t|$ for all times. Since the assertions (a)-(b) are proved independently from any extraction of subsequences, then the propagation of chaos is established in this way. The above strategy was designed after several contributions that started with the work of Spohn in [89] for bounded W potentials then improved by Bardos-Golse-Mauser in [16] (proof of (i)-(ii) for the Coulomb potential) and in [49] (proof of (iii) for the Coulomb potential) and later on enhanced into a powerful method in a series of papers by Erdős-Schlein-Yau [48, 47, 46, 45] in order to tackle the dynamics of Bose-Einstein condensates. There are of course other approaches that justify the mean field approximation of quantum dynamics (see e.g. [5, 13, 70, 52, 50, 82, 81]) and there are also other trends that focus for instance on rate of convergence [25, 58, 15, 10, 71, 14, 83] or on the stationary mean field approximation of ground states for Bose gases (see e.g. [73, 75, 76]). Notice that it is not necessary to start with exceptional (uncorrelated) states as in (a)-(b); one can formulate a stronger form for the mean field approximation which is state independent as suggested in the work of Ammari and Nier (see [12, 6]).

Our main motivation in this article is the uniqueness or well posedness problem (iii) for general hierarchy equations of type (1) as they may emerge from a mean field theory. So, we are not concerned with (i) and (ii), although if these steps are proved then we expect that our results can be easily used to complete the BBGKY strategy and deduce the validity of the mean field approximation. Before explaining our contribution, it is useful to highlight some remarkable results concerning the problem (iii). The first uniqueness results in the defocusing case ($\lambda > 0$) for the Gross-Pitaevskii hierarchy were obtained in [48, 47, 46, 45] by using some sophisticated Feynman graph expansions. Later on, Klainerman and Machedon [69] proved a conditional uniqueness theorem using a board game argument inspired by the Feynman graph expansion with space-time multilinear estimates based on the following a priori condition,

$$\forall T > 0, \exists R > 0 \text{ s.t. } \int_0^T \|S^{(k)} B_{j,k}^{\pm} \gamma^{(k)}(t)\|_{L^2(\mathbb{R}^{d_k} \times \mathbb{R}^{d_k})} dt < R^k, \quad \forall k \in \mathbb{N}. \quad (14)$$
Here $S^{(k)}$ denotes the following operator,

$$S^{(k)} := \prod_{j=1}^{k} (1 - \Delta_{x_j})^{1/2} (1 - \Delta_{x_j'})^{1/2},$$  \hspace{1cm} (15)

which acts on the kernel of $B_{j,k}^{(k)}(t)$. A large number of remarkable results followed soon after these breakthroughs, see e.g. [32, 26, 31, 34, 30, 39, 36]. Moreover, other interesting aspects started to be explored like the mean field problem on tori [87, 61, 86, 88, 57] or the focusing case ($\lambda < 0$) [40, 41, 38, 86, 34, 29, 30]. Furthermore, in [28] the authors gave a new proof, based on a quantum de Finetti theorem (see [7, 10, 74, 73] and the discussion in Subsect. 2.2), leading to unconditional uniqueness results for the Gross-Pitaevskii hierarchy (1). Subsequently, such proof was extended to show low regularity well-posedness results and also to study the quintic Gross-Pitaevskii hierarchy equation, see [63, 62].

Beyond the importance and the profound implications of these aforementioned uniqueness and well-posedness results, they all relay on the same guiding idea which suggests the extension of nonlinear techniques (Strichartz, Morawetz, space-time inequalities, randomization...) to the hierarchy equations (1). This may seem somewhat surprising since the latter are linear equations. On another side, the hierarchy equations (1) inherit important properties from the BBGKY hierarchy (10) revealing their statistical nature and which are usually neglected. In particular, a quantum de Finetti theorem, that will be explained in Subsect. 2.2, says that all the physically relevant solutions of (1) have the following form for any $k \in \mathbb{N}$,

$$\gamma^{(k)}(t) = \int_{L^2(\mathbb{R}^d)} |\varphi^{\otimes k}\rangle \langle \varphi^{\otimes k}| \, d\mu_t,$$ \hspace{1cm} (16)

where $\mu_t$ is a Borel probability measure on $L^2(\mathbb{R}^d)$ and $|\varphi^{\otimes k}\rangle \langle \varphi^{\otimes k}|$ is a rank one projector over the space $L^2_2(\mathbb{R}^{dk})$. Our first observation is that any solutions of the hierarchy equation (1) yields in a natural way a solution $(\mu_t)_{t \in I}$ of a Liouville (or transport) equation

$$\partial_t \mu_t + \nabla^T (v \cdot \mu_t) = 0,$$ \hspace{1cm} (17)

with $\mu_t$ is the probability measure defined according to (16) and vice versa. Here, $v$ is the vector field that defines the NLS equation (11) (i.e., $v(u) = -\Delta u + (V * |u|^2)u$) and $\nabla^T$ denotes the transpose operation of the real gradient. The writing in (17) is formal and it is inspired by the finite dimensional form of transport or continuity equations; but it should be understood in a weak sense as

$$\int_\mathbb{R} \int_{L^2(\mathbb{R}^d)} \partial_t \varphi(t, u) + \text{Re} \langle v(u), \nabla \varphi(t, u) \rangle \, d\mu_t(u) \, dt = 0,$$ \hspace{1cm} (18)

for all functions $\varphi : \mathbb{R} \times L^2(\mathbb{R}^d) \to \mathbb{R}$ in a certain class of cylindrical smooth test functions $C^\infty_{0,cyl}$ that will be detailed in Subsect. 1.1. Thus, by establishing the above duality or equivalence between hierarchies and transport equations we enter the realm of kinetic theory where powerful ideas have been flourishing for a while. Our second observation is that the uniqueness problem for (18) can be solved by a general and powerful argument that is model independent with respect to the initial value problem (11). The idea of this argument is in some sense related to the well-known method of characteristics in kinetic theory and the related recent advances in the case of non-smooth vector fields [21, 43, 18, 2, 19, 4, 3, 78]. Indeed, inspired by these methods the authors in [11, 13] developed a uniqueness theory for continuity equations defined over arbitrary rigged Hilbert spaces. A further improvement of these results is needed in this article. So, thanks to the above duality and transport techniques one solves the problem of uniqueness for hierarchies without appealing to Feynman graph
expansion, nor board game argument nor any multilinear estimates of any kind. The only thing that counts is that the initial value problem of type (11) satisfies the uniqueness property for its weak solutions on some natural functional spaces. This reduces the problem (iii) to the investigation of an initial value problem like NLS or Hartree and usually there is an abundant literature on these questions for various nonlinear PDEs. We believe that the approach we suggest here is quite natural. In fact, one can argue that the mean field limit of quantum states (8) are probability distributions \( \mu_t \) satisfying a continuity (Liouville) equation because of conservation laws. On the other side, the \( k \)-point correlation functions (9) of the quantum system should converge at least formally towards the classical correlation functions of the same probability distribution \( \mu_t \). Hence, the Liouville and hierarchy equations provide a dynamical statistical descriptions of the same classical system and so their are equivalent. Furthermore, working with Liouville equation is more advantageous since we do not need to control all the moments with respect to the probability distribution \( \mu_t \) and this explains in some sense why we get rid of the combinatorial and the nonlinear problems that surround the hierarchy equations. We will describe our main results in more details in the following subsections.

In a broader perspective, our main purpose in this article is the study of the relationships between an initial value problem like the NLS and Hartree equations and two distinguished descriptions of its statistical dynamics. Indeed, to adopt a statistical point of view starting from a Cauchy problem, there are at least two distinguished visions. The first consists on writing a Liouville equation, as in finite dimension, while the second consists on writing a hierarchy equation. The letter point of view requires that the initial value problem is invariant with respect to the gauge group \( U(1) \) while the first is more natural and follows the original spirit of statistical mechanics. Our main contribution here is essentially the clarification of how the uniqueness and well posedness properties of each the above formulations are interconnected to the others in full generality. More precisely, the main results of this article can be summarized as follows:

- **Duality**: We prove in full generality a natural duality between hierarchy equations of type (1) and Liouville equations of the from (17).

- **Uniqueness and existence principle**: We establish a general principle saying:
  
  (i) Uniqueness for a hierarchy equation holds whenever the related initial value problem satisfies a uniqueness property for its weak solutions.
  
  (ii) Existence of solution to an \( U(1) \)-invariant initial value problem implies the existence of solutions for the related hierarchy equation of type (1).

- **Applications**: We provide in Subsection 1.2 several examples focused around the NLS and Hartree equations. In particular, our work lifts straightforwardly to hierarchy equations (1) or (29) the landmark results of [68, 92, 84, 59, 53] on unconditional uniqueness for NLS equations. Furthermore, we formulate conditional uniqueness results for solutions of hierarchy equations in the critical and subcritical cases. We also provide a counter-example showing that uniqueness fails for a critical hierarchy equation if a conditional assumption is not assumed.

- **Transport techniques**: We show that transport techniques are very powerful tools in solving the questions of uniqueness and well-posedness for general hierarchy equations. In particular, we staidly push forward in this article the attempt to build a unified statistical theory of nonlinear PDEs which sprang up in [13] and continued in [11]. We believe that such transport techniques are very useful and would have fruitful applications in various fields as hydrodynamics, nonlinear dispersive PDEs, integrable systems and quantum field theory (see e.g. [11, 9, 8]).
1.1 Preliminaries

We introduce below some notations and the general framework that we shall follow throughout the article. This is particularly useful to state clearly our main results in the next subsection.

Notations: Let $\mathcal{H}$ be a separable Hilbert space. We use $\mathcal{L}^k(\mathcal{H})$, $1 \leq k \leq \infty$, to denote the Schatten classes. In particular, $\mathcal{L}^1(\mathcal{H})$ and $\mathcal{L}^\infty(\mathcal{H})$ are the spaces of trace class and compact operators respectively. Two natural topologies over $\mathcal{L}^1(\mathcal{H})$ will be often used, namely the norm topology $\| \cdot \|_{\mathcal{L}^1(\mathcal{H})}$ and the weak-* topology. The latter is inherited from the duality $\mathcal{L}^1(\mathcal{H}) = (\mathcal{L}^\infty(\mathcal{H}))^*$ and leads to the following sequential convergence:

$$B_n \overset{\ast}{\rightharpoonup} B \quad \text{if and only if} \quad \lim_{n \to \infty} \text{Tr}[B_n K] = \text{Tr}[B K], \quad \text{for any} \ K \in \mathcal{L}^\infty(\mathcal{H}).$$

Let $X_r = B(0, r)$ denotes the closed ball of radius $r > 0$ in $\mathcal{H}$. The spaces of Borel probability measures on $\mathcal{H}$ or on $X_r$ will be denoted by $\mathbb{P}(\mathcal{H})$ and $\mathbb{P}(X_r)$ respectively. Obviously, a measure $\mu \in \mathbb{P}(X_r)$ is also a measure in $\mathbb{P}(\mathcal{H})$ which concentrates on $X_r$, i.e. $\mu(X_r) = 1$. Consider $$U(1) := \{ e^{i\theta}, \theta \in \mathbb{R} \}$$ to be the circle group. We say that a measure $\mu \in \mathbb{P}(\mathcal{H})$ is $U(1)$-invariant if for any bounded Borel function $\varphi : \mathcal{H} \to \mathbb{R}$ and for any $\theta \in \mathbb{R}$,

$$\int_\mathcal{H} \varphi(e^{i\theta} x) \, d\mu(x) = \int_\mathcal{H} \varphi(x) \, d\mu(x).$$

The following set of probability measures on $\mathcal{H}$ will be important later on,

$$\mathcal{M}(\mathcal{H}) := \{ \mu \in \mathbb{P}(X_1) : \mu \text{ is } U(1)-\text{invariant} \}. \quad (19)$$

There is two natural topologies on $\mathbb{P}(\mathcal{H})$ that we shall systematically use, namely the strong and weak narrow convergence topologies. We say that a sequence $(\mu_i)_{i \in \mathbb{N}}$ in $\mathbb{P}(\mathcal{H})$ converges weakly narrowly to a $\mu \in \mathbb{P}(\mathcal{H})$ if:

$$\mu_i \rightharpoonup^w \mu \iff \left( \int_\mathcal{H} f \, d\mu_i \to \int_\mathcal{H} f \, d\mu, \ \forall f \in \mathcal{C}_b(\mathcal{H}_w) \right), \quad (20)$$

and strongly narrowly if:

$$\mu_i \to \mu \iff \left( \int_\mathcal{H} f \, d\mu_i \to \int_\mathcal{H} f \, d\mu, \ \forall f \in \mathcal{C}_b(\mathcal{H}_s) \right), \quad (21)$$

where $\mathcal{C}_b(\mathcal{H}_w)$ and $\mathcal{C}_b(\mathcal{H}_s)$ are the spaces of bounded continuous functions with respect to the weak and norm topology of the Hilbert space $\mathcal{H}$ respectively. Recall that the weak topology in $\mathcal{H}$ is metrizable on bounded sets. This can be seen using for instance the following distance,

$$d_w(x, y) := \sqrt{\sum_{n \in \mathbb{N}} \frac{1}{2^n} |\langle x - y, e_n \rangle|^2}, \quad (22)$$

where $(e_n)_{n \in \mathbb{N}}$ is an O.N.B of $\mathcal{H}$. In the same way, we define the weak and strong narrow convergence topology in $\mathbb{P}(X_r)$ as the limits in (20)-(21) with the functional spaces in the right hand side replaced by $\mathcal{C}_b(X_r, d_w)$ and $\mathcal{C}_b(X_r, \| \cdot \|_\mathcal{H})$ respectively.

Rigged Hilbert spaces: Consider a separable Hilbert space $\mathcal{Z}_0$ and a self-adjoint operator $A$ with a domain $D(A) \subset \mathcal{Z}_0$ verifying:

$$\exists c > 0, \ A \geq c I. \quad (23)$$
Using the operator $A$ one can build a natural scale of Hilbert spaces indexed by a parameter $\tau \in \mathbb{R}$. Indeed, consider for every $\tau \in \mathbb{R}$ the inner products:

$$\forall x, y \in D(A^{\tau^2}), \quad \langle x, y \rangle_{\mathcal{H}} := \langle A^{\tau/2}x, A^{\tau/2}y \rangle_{\mathcal{H}_0},$$

and let $\mathcal{H}_\tau$ denotes the completion of the pre-Hilbert space $(D(A^{\tau^2}), \langle \cdot, \cdot \rangle_{\mathcal{H}_\tau})$. Then for any $s, \sigma \geq 0$, one has the canonical continuous and dense embeddings,

$$\mathcal{H}_s \hookrightarrow \mathcal{H}_0 \hookrightarrow \mathcal{H}_{-\sigma}.$$ 

Remark that $\mathcal{H}_{-\sigma}$ identifies with the dual space $\mathcal{H}_\sigma'$ of $\mathcal{H}_\sigma$ with respect to the inner product of $\mathcal{H}_0$. A simple example is provided for instance by the Sobolev spaces with $\mathcal{H}_s = H^s(\mathbb{R}^d)$ and $\mathcal{H}_{-s} = H^{-s}(\mathbb{R}^d)$ for $s \geq 0$.

**Initial value problem:** Consider a (possibly) non-autonomous vector field $v : \mathbb{R} \times \mathcal{H}_s \to \mathcal{H}_{-\sigma}$, with $0 \leq s \leq \sigma$. Here the spaces $\mathcal{H}_s$ and $\mathcal{H}_{-\sigma}$ are defined according to the above paragraph. Then the initial value problem defined by the vector field $v$, is the following differential equation valued in $\mathcal{H}_{-\sigma}$ and defined over an open time bounded interval $I$ as,

$$\begin{cases} 
\ddot{u}(t) = v(t, u(t)) , \\
u(t_0) = x \in \mathcal{H}_s .
\end{cases} \quad (ivp)$$

Here $t_0 \in I$ is a fixed initial time. We shall require the following assumption on the vector field,

$$\begin{cases} v \text{ is Borel and bounded on bounded sets} , \\
v \text{ is } U(1) - \text{invariant} .
\end{cases} \quad (A0)$$

The $U(1)$-invariance means that $v(t, e^{i\theta}x) = e^{i\theta}v(t, x)$ for all $\theta \in \mathbb{R}$ and $(t, x) \in \mathbb{R} \times \mathcal{H}_s$. There are at least two distinct notions of solutions for the above initial value problem.

**Definition 1.1.** Consider the initial value problem $(ivp)$ with a vector field satisfying $(A0)$. Then:

(i) A weak solution of $(ivp)$ over $I$ is a function $u : t \in I \longrightarrow u(t)$ belonging to the space $L^\infty(I, \mathcal{H}_s) \cap W^{1,\infty}(I, \mathcal{H}_{-\sigma})$ satisfying $(ivp)$ for a.e. $t \in I$ and for some $t_0 \in I$.

(ii) A strong solution of $(ivp)$ over $I$ is a function $u : t \in I \longrightarrow u(t)$ belonging to the space $C(I, \mathcal{H}_s) \cap C^1(I, \mathcal{H}_{-\sigma})$ satisfying $(ivp)$ for all $t \in I$ and for some $t_0 \in I$.

Here $C(I, \mathcal{H})$ and $C^1(I, \mathcal{H})$ are respectively the spaces of continuous and $C^1$-functions valued in a given Hilbert space $\mathcal{H}$. While $W^{1,p}(I, \mathcal{H}_{-\sigma})$, $1 \leq p \leq \infty$, are the Sobolev spaces of classes of functions in $L^p(I, \mathcal{H}_{-\sigma})$ with distributional first derivatives in $L^p(I, \mathcal{H}_{-\sigma})$. Recall that any $u \in W^{1,p}(I, \mathcal{H}_{-\sigma})$ is an absolutely continuous curve in $H_{-\sigma}$ with almost everywhere defined derivatives in $\mathcal{H}_{-\sigma}$ satisfying $\dot{u} \in L^p(I, \mathcal{H}_{-\sigma})$. The initial value problem $(ivp)$ makes sense in the space $L^\infty(I, \mathcal{H}_s) \cap W^{1,\infty}(I, \mathcal{H}_{-\sigma})$ since weak solutions of $(ivp)$ are weakly continuous maps $u : I \to \mathcal{H}_s$ which are differentiable almost everywhere on $I$. Furthermore, it is easy to check using the assumption $(A0)$ that any function $u \in L^\infty(I, \mathcal{H}_s)$ satisfying the Duhamel formula,

$$u(t) = x + \int_{t_0}^t v(\tau, u(\tau))d\tau , \text{ for a.e. } t \in I , \quad (24)$$

is a weak solution of $(ivp)$. Conversely, any weak solution $u$ of $(ivp)$ satisfies $(24)$. Similarly, if we assume that the vector field $v$ is continuous then strong solutions of $(ivp)$ over $I$ are exactly
continuous curves in \( \mathcal{C}(I, \mathcal{Z}_0) \) satisfying the Duhamel formula (24) for all \( t \in I \) (see e.g. [22] for more details).

**Hierarchy equations:** Consider a normal state or a density matrix \( \varrho_n \in \mathcal{L}^1(\mathcal{V}^n \mathcal{Z}_0) \) (i.e., \( \varrho_n \geq 0 \) and \( \text{Tr} \varrho_n = 1 \)). Then the \( k \)-particles reduced density matrix of \( \varrho_n \), for \( 0 \leq k \leq n \), is by definition the unique non-negative trace-class operator denoted by \( \varrho_n^{(k)} \in \mathcal{L}^1(\mathcal{V}^k \mathcal{Z}_0) \) and satisfying:

\[
\text{Tr}_{\otimes^n \mathcal{Z}_0} \left[ \varrho_n A \otimes 1^{(n-k)} \right] = \text{Tr}_{\mathcal{V}^k \mathcal{Z}_0} \left[ \varrho_n^{(k)} A \right], \quad \forall A \in \mathcal{L}(\mathcal{V}^k \mathcal{Z}_0).
\]

We call a symmetric hierarchy (or simply a hierarchy) any subsequential limit of \( (\gamma_n^{(k)})_{k \in \mathbb{N}} \), with respect to the weak-* topology in \( \mathcal{L}^1(\mathcal{V}^k \mathcal{Z}_0) \). Moreover, we denote the set of all these subsequential limits by \( \mathcal{H}(\mathcal{Z}_0) \). In Section 2, we prove that \( \mathcal{H}(\mathcal{Z}_0) \) is a non trivial convex set admitting the following characterization:

\[
\mathcal{H}(\mathcal{Z}_0) = \left\{ \int_{X_1} |\varphi \otimes^k | \varphi \otimes^k | \, d\mu(\varphi), \, \mu \in \mathcal{M}(\mathcal{Z}_0) \right\},
\]

where \( \mathcal{M}(\mathcal{Z}_0) \) is the set, given by (19) with \( \mathcal{N} = \mathcal{Z}_0 \), and constituted of probability measures which are \( U(1) \)-invariant and concentrated on the closed unit ball \( X_1 := B_{\mathcal{Z}_0}(0,1) \) of \( \mathcal{Z}_0 \). In fact, for any \( (\gamma_n^{(k)})_{k \in \mathbb{N}} \in \mathcal{H}(\mathcal{Z}_0) \) there exists a unique Borel probability measure \( \mu \) on \( X_1 \) such that it is \( U(1) \)-invariant and satisfying for any \( k \in \mathbb{N} \),

\[
\gamma^{(k)} = \int_{X_1} |\varphi \otimes^k | \varphi \otimes^k | \, d\mu(\varphi).
\]

Conversely, for any \( \mu \in \mathcal{M}(\mathcal{Z}_0) \) the above expression defines a symmetric hierarchy (see Prop. 2.3 and 2.6).

In the following, we want to write a hierarchy equation that generalizes the ones in (1) to any nonlinearity or equivalently to any initial value problem (ivp) which is \( U(1) \)-invariant. For that purpose, we introduce two operations extending the actions \( B^\pm_{j,k} \) given in (3)-(4) to any initial value problem (ivp) satisfying (A0). Indeed, we define for any \( k \in \mathbb{N} \) and \( j = 1, \ldots, k \), the following operations on \( \gamma \in \mathcal{H}(\mathcal{Z}_0) \) as,

\[
\begin{align*}
C^{+}_{j,k} \gamma &:= \int_{\mathcal{Z}_0 \otimes X_1} \langle x \otimes^j \otimes^k | v(t, x) \otimes^k \rangle \, d\mu(x), \\
C^{-}_{j,k} \gamma &:= \int_{\mathcal{Z}_0 \otimes X_1} \langle x \otimes^j \otimes^k | v(t, x) \otimes^k \rangle \, d\mu(x),
\end{align*}
\]

where \( \gamma \) and \( \mu \) are related according to the integral representation (27).

We call a (symmetric) hierarchy equation related to the initial value problem (ivp) the following integral equation defined on a open bounded interval \( I \),

\[
\forall t \in I, \quad \gamma^{(k)}_t = \gamma^{(k)}_{t_0} + \int_{t_0}^{t} \sum_{j=1}^{k} (C^{+}_{j,k} \gamma_\tau + C^{-}_{j,k} \gamma_\tau) \, d\tau,
\]

with an initial datum \( \gamma_{t_0} \in \mathcal{H}(\mathcal{Z}_0) \) for some \( t_0 \in I \). Of course, the latter equation may not make sense and as usual some regularity is required on the solutions. So, we will be interested only on solutions which are curves of symmetric hierarchies \( t \in I \rightarrow \gamma_t \in \mathcal{H}(\mathcal{Z}_0) \) satisfying the following regularity assumption:

\[
\begin{align*}
\bullet & \quad \gamma_t \in \mathcal{H}(\mathcal{Z}_0) \text{ for all } t \in I, \\
\bullet & \quad \exists R > 0, \, ||(A^{s/2})^{\otimes k} \gamma_t^{(k)}(A^{s/2})^{\otimes k}||_{\mathcal{L}^1(\mathcal{V}^k \mathcal{Z}_0)} \leq R^{2k}, \, \forall k \in \mathbb{N}, \forall t \in I, \\
\bullet & \quad \forall k \in \mathbb{N}, \, t \in I \rightarrow (A^{-s/2})^{\otimes k} \gamma_t^{(k)}(A^{-s/2})^{\otimes k} \text{ is weak-* continuous in } \mathcal{L}^1(\mathcal{V}^k \mathcal{Z}_0).
\end{align*}
\]
Such assumption is actually quite natural since the first condition emerges from well justified physical constraints, while the second puts the regularity of $\gamma_\ell$ at the same level as the one for the related initial value problem (ivp) thus justifying the operations $C_{j,k}^{\pm}$; and the last is a very mild condition that ensures a rigorous meaning to the right hand side of (29) as a Bochner integral in some Banach spaces (see Section 3 for more details).

**Liouville equations:** The Liouville equation, related to the initial value problem (ivp), is given as in finite dimension by the formal expression,

$$\partial_t \mu_t + \nabla^T (\nu \mu_t) = 0.$$  

However, since we are in infinite dimensional spaces we shall understand the above equation in a weak sense using a convenient space of cylindrical test functions defined below. In particular, we shall use the real structure of the Hilbert space $\mathcal{Z}_-\sigma$ and interpret $\nabla$ as a real gradient and the subscript $T$ as a transpose operation with respect to the real scalar product of $\mathcal{Z}_-\sigma$. We refer the reader to [11] for more details.

Consider $\mathcal{Z}_-\sigma$ as a real Hilbert space $\mathcal{Z}_-\sigma,\mathbb{R}$ endowed with the scalar product $\Re \langle \cdot, \cdot \rangle_{\mathcal{Z}_-\sigma}$ simply denoted by $\langle \cdot, \cdot \rangle_{\mathcal{Z}_-\sigma}$. Let $\mathbb{P}_n$ be the set of all projections $\pi: \mathcal{Z}_-\sigma,\mathbb{R} \to \mathbb{R}^n$ given by

$$\pi(x) = (\langle x, e_1 \rangle_{\mathcal{Z}_-\sigma,\mathbb{R}}, \ldots, \langle x, e_n \rangle_{\mathcal{Z}_-\sigma,\mathbb{R}}),$$  

where $\{e_1, \ldots, e_n\}$ is any orthonormal family of $\mathcal{Z}_-\sigma,\mathbb{R}$. We denote by $\mathcal{C}_0^{\infty}(\mathcal{Z}_-\sigma)$ the space of functions $\varphi = \psi \circ \pi$ with $\pi \in \mathbb{P}_n$ for some $n \in \mathbb{N}$ and $\psi \in \mathcal{C}_0^{\infty}(\mathbb{R}^n)$. In particular, one checks that the gradient (or the $\mathbb{R}$-differential) of $\varphi$ is equal to

$$\nabla_{\mathcal{Z}_-\sigma,\mathbb{R}} \varphi = \pi^T \circ \nabla \psi \circ \pi,$$

where $\pi^T: \mathbb{R}^n \to \mathcal{Z}_-\sigma,\mathbb{R}$ denotes the transpose map of $\pi$ given by

$$\pi^T(x_1, \ldots, x_n) = \sum_{i=1}^n x_i e_i.$$

Let $I$ be a bounded open interval, then we say that a function $\varphi: I \times \mathcal{Z}_-\sigma \to \mathbb{R}$ belongs to $\mathcal{C}_0^{\infty}(I \times \mathcal{Z}_-\sigma)$ if there exists, for some $n \in \mathbb{N}$, a projection $\pi \in \mathbb{P}_n$ and $\phi \in \mathcal{C}_0^{\infty}(I \times \mathbb{R}^n)$ such that:

$$\forall (t,z) \in I \times \mathcal{Z}_-\sigma, \quad \varphi(t,z) = \phi(t, \pi(z)).$$

In particular, the functions of the form $\chi(\cdot)\phi(\cdot)$ where $\chi \in \mathcal{C}_0^{\infty}(I)$ and $\phi \in \mathcal{C}_0^{\infty}(\mathcal{Z}_-\sigma)$ are in the space of cylindrical test functions $\mathcal{C}_0^{\infty}(I \times \mathcal{Z}_-\sigma)$.

We consider the Liouville equation, related to the initial value problem (ivp) and defined on a bounded open interval $I$, as the following integral equation,

$$\int_I \int_{\mathcal{Z}_-\sigma} \partial_t \varphi(t,x) + \langle \nu(t,x), \nabla_{\mathcal{Z}_-\sigma,\mathbb{R}} \varphi(t,x) \rangle_{\mathcal{Z}_-\sigma,\mathbb{R}} \, d\mu_t(x) \, dt = 0, \quad \forall \varphi \in \mathcal{C}_0^{\infty}(I \times \mathcal{Z}_-\sigma),$$  

(31)

where $\langle \cdot, \cdot \rangle_{\mathcal{Z}_-\sigma,\mathbb{R}} = \Re \langle \cdot, \cdot \rangle_{\mathcal{Z}_-\sigma}$, $\nabla_{\mathcal{Z}_-\sigma,\mathbb{R}}$ is the $\mathbb{R}$-gradient (or differential) in $\mathcal{Z}_-\sigma,\mathbb{R}$ and $t \in I \to \mu_t$ is a curve in the space of Borel probability measures $\mathfrak{P}(\mathcal{Z}_-\sigma)$. The equation (31) is always supplemented by a prescribed initial condition $\mu_{t_0} \in \mathfrak{P}(\mathcal{Z}_-\sigma)$ at a given time $t_0$. 
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We are interested on solutions of the Liouville equation (31) which satisfy the following assumption:

\[
\begin{aligned}
&\bullet \quad \mu_t \in \mathcal{M}(\mathcal{Z}_0), \text{ for all } t \in I, \\
&\bullet \quad \mu_t(B_{\mathcal{Z}_0}(0,R)) = 1, \text{ for some } R > 0 \text{ and for all } t \in I. \\
&\bullet \quad t \in I \rightarrow \mu_t \text{ is weakly narrowly continuous in } \mathcal{P}(\mathcal{Z}_{-\sigma}).
\end{aligned}
\]  

(A2)

Remark that Borel sets of $\mathcal{Z}_s$ are also Borel set of $\mathcal{Z}_{-\sigma}$, see for instance [11, Appendix]. So, the assumption (A2) implies that the integral with respect to $\mu_t$ in (31) is actually over the closed ball $B_{\mathcal{Z}_s}(0,R)$. Furthermore, the integrand (31) is bounded and the integration with respect to $\mu_t$ and $dt$ is well defined. The first and last requirements in (A2) are quite natural as they are justified by physical constraints and a mild time regularity. However, to make the Liouville equation rigourously make sense it is not necessary to assume the concentration condition $\mu_t(B_{\mathcal{Z}_s}(0,R)) = 1$ which can be relaxed. This confers already a serious advantage to the Liouville equation (31) over the symmetric hierarchy equation (29).

Remark 1.2. In the assumptions (A1) and (A2), we explicitly asked respectively for the following bounds to hold for all $t \in I$,

\[(\forall k \in \mathbb{N}, \quad \text{Tr}_{\mathcal{Z}_0}[\gamma_{t}^{(k)}] \leq 1) \quad \text{and} \quad \mu_t(B_{\mathcal{Z}_0}(0,1)) = 1.\]

Such requirements are only made to meet the important physical constraint (6) related to the mean-field theory of Bose gases. From a pure mathematical point of view, one can relax these conditions by simply assuming for some $R' > 0$,

\[(\forall k \in \mathbb{N}, \quad \text{Tr}_{\mathcal{Z}_0}[\gamma_{t}^{(k)}] \leq R'^k) \quad \text{and} \quad \mu_t(B_{\mathcal{Z}_0}(0,R')) = 1.\]  

(32)

In this case, the second condition in (A1) and respectively in (A2) imply the bounds (32) with $R' = \frac{R}{c}$ (where $c$ is the constant in the inequality (23)). Our main results in Subsect. 1.2 still hold true under this small modification. And this explains why we do not require that the norm $\| \cdot \|_{\mathcal{Z}_0}$ is a conserved quantity for the initial value problem (ivp) since our results are also valid for non-conservative dynamical systems.

1.2 Highlighted results

In this Subsection, we present our main contributions previously discussed in the introduction; namely duality between Liouville and hierarchy equations (Theorem 1.3) and uniqueness and existence principles (Theorem 1.4 and 1.5). These results will be stated in full generality. Moreover, some appealing applications to the NLS and Hartree equations will be discussed below.

Theorem 1.3. (Duality) Let $v : \mathbb{R} \times \mathcal{Z}_s \mapsto \mathcal{Z}_{-\sigma}$ be a vector field satisfying (A0) and $I$ a bounded open interval. Then $t \in I \rightarrow \gamma_t = (\gamma_t^{(k)})_{k \in \mathbb{N}}$ is a solution of the symmetric hierarchy equation (29) satisfying (A1) if and only if $t \in I \rightarrow \mu_t$ is a solution of the Liouville equation (31) satisfying (A2) with $\mu_t$ is related to $\gamma_t$ according to

\[\gamma_t^{(k)} = \int_{\mathcal{Z}_s} |\varphi^\otimes k\rangle \langle \varphi^\otimes k| \, d\mu_t(\varphi), \quad \forall k \in \mathbb{N}.\]

Recall that the notion of weak solutions of the (ivp) is given in Definition 1.1.1.

Theorem 1.4. (Uniqueness principle) Let $v : \mathbb{R} \times \mathcal{Z}_s \mapsto \mathcal{Z}_{-\sigma}$ be a vector field satisfying (A0). Then uniqueness of weak solutions over a bounded open interval $I$ for the initial value problem (ivp) implies the uniqueness of solutions over $I$ of the symmetric hierarchy equation (29) satisfying the assumption (A1).
Theorem 1.5. (Existence principle) Let $v : \mathbb{R} \times \mathcal{Z}_s \to \mathcal{Z}_{-s}$ a vector field satisfying (A0) and let $I$ be a bounded open interval with $t_0 \in I$ a fixed initial time. Assume that there exist a Borel subset $\mathcal{A}$ of $\mathcal{Z}_s$ and a Borel map $\phi : \bar{I} \times \mathcal{A} \to \mathcal{Z}_s$ which is bounded on bounded sets and such that for any $x \in \mathcal{A}$ the curve $t \in \bar{I} \to \phi(t,x)$ is a weak solution of the initial value problem (ivp) satisfying $\phi(t_0,x) = x$. Furthermore, suppose that $||\phi(t,x)||_{\mathcal{Z}_s} = ||x||_{\mathcal{Z}_0}$ and $\phi(t,e^{i\theta}x) = e^{i\theta}\phi(t,x)$ for any $x \in \mathcal{A}$, $t \in \bar{I}$ and $\theta \in \mathbb{R}$. Then for any symmetric hierarchy $\gamma = (\gamma^{(k)})_{k \in \mathbb{N}} \in \mathcal{H}(\mathcal{Z}_0)$ satisfying:

$$\forall k \in \mathbb{N}, \quad \gamma^{(k)} = \int_{\mathcal{Z}_s} |\varphi^{\otimes k}\rangle \langle \varphi^{\otimes k}| \, d\nu(\varphi), \quad \text{with} \quad \nu(\mathcal{A}) = 1,$$

$$\exists R > 0, \quad ||(A^{s/2})^{\otimes k} \gamma^{(k)} (A^{s/2})^{\otimes k}||_{L^1(\mathcal{Z}_0)} \leq R^{2k}, \quad \forall k \in \mathbb{N},$$

there exists a solution $t \in \bar{I} \to \gamma_t = (\gamma^{(k)}_{t})_{k \in \mathbb{N}} \in \mathcal{H}(\mathcal{Z}_0)$ of the hierarchy equation (29) verifying the initial condition $\gamma_{t_0} = \gamma$ and the assumption (A1).

It is worth noticing that there is a converse for Thm. 1.4 and 1.5. Actually, the converse to Thm. 1.4 is easy to establish and says that the uniqueness of hierarchy solutions satisfying (A1) implies uniqueness for the weak solutions of the initial value problem (ivp) modulo $U(1)$-gauge invariance. While, the converse of Thm. 1.5 is more involved and will be considered elsewhere in connection with other applications.

1.3 Examples

Consider the following nonlinear Schrödinger (NLS) equation on $\mathbb{R}^d$,

$$\begin{cases}
i \partial_t u = -\Delta u + g(u) \\
u|_{t=0} = u_0,
\end{cases}$$

(33)

where $g : \mathbb{C} \to \mathbb{C}$ is a function satisfying the assumptions

$$\begin{cases}
g \in \mathcal{C}^1(\mathbb{R}^2, \mathbb{R}^2), \quad g(0) = 0, \\
\exists \alpha \geq 0, \exists M > 0, \|g'(\xi)\| \leq M|\xi|^\alpha, \quad \forall |\xi| \geq 1, \\
g(e^{i\theta} x) = e^{i\theta} g(x), \quad \forall \theta \in \mathbb{R}, \forall x \in \mathbb{C}.
\end{cases}$$

(34)

Here $g'$ denotes the real derivative of $g$ considered as a function from $\mathbb{R}^2$ into itself. So that, $g'(\xi)$ can be identified with $(\partial_1 g(\xi), \partial_2 g(\xi))$ and

$$|g'(\xi)| = |\partial_1 g(\xi)| + |\partial_2 g(\xi)|.$$

One can easily see that the two first assertions in (34) are equivalent to assuming that the function $g$ splits into the sum of two function $g = g_1 + g_2$ such that $g_i \in \mathcal{C}^1(\mathbb{R}^2, \mathbb{R}^2)$, $g_i(0) = 0$, for $i = 1, 2$ and satisfying additionally,

$$|g_1(\xi) - g_1(\eta)| \leq M \, |\xi - \eta|, \quad \text{and} \quad |g_2(\xi) - g_2(\eta)| \leq M \, |\xi - \eta| \max(|\xi|, |\eta|),$$

for any $\xi, \eta \in \mathbb{C}$ (see e.g. [67]). Notice also that using Sobolev’s inequalities, if for $0 \leq s < \frac{d}{2}$ the power $\alpha$ in (34) verifies

$$0 \leq \alpha \leq \frac{d + 2s}{d - 2s},$$

(35)

then there exists $\sigma \geq 0$ such that the nonlinearity in the NLS equation (33),

$$G : H^s(\mathbb{R}^d) \to H^{-\sigma}(\mathbb{R}^d)$$

$$u \mapsto g(u)$$

(36)
is continuous and bounded on bounded sets. Moreover, for any $s \geq \frac{d}{2}$ and $\alpha \geq 0$ the map $G : H^s(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$ is also continuous and bounded on bounded sets. This in particular implies that the initial value problem (33) make sense in the spaces $H^s(\mathbb{R}^d)$. A mild solution $u$ of the NLS equation (33), defined over a bounded open interval $0 \in I$, is a function $u \in L^\infty(I, H^s(\mathbb{R}^d))$ satisfying for any $t \in I$,

$$ u(t) = U(t)u(0) - i \int_0^t U(t-\tau)g(u(\tau)) \, d\tau, \quad (37) $$

where $U(t) = e^{it\Delta}$. Since the nonlinearity $G$ is bounded on bounded sets one concludes that $u \in W^{1,\infty}(I, H^{-\sigma}(\mathbb{R}^d))$. Consequently, if one considers $\tilde{u} := U(-t)u$ then $u \in L^\infty(I, H^s(\mathbb{R}^d))$ is a mild solution of (33) satisfying (37) if and only if $\tilde{u} \in L^\infty(I, H^s(\mathbb{R}^d)) \cap W^{1,\infty}(I, H^{-\sigma}(\mathbb{R}^d))$ is a weak solution, in the sense of Def. 1.1, of the initial value problem (ivp) with the vector field $v : \mathbb{R} \times H^s(\mathbb{R}^d) \to H^{-\sigma}(\mathbb{R}^d)$ defined by

$$ v(t, x) := -iU(-t) \, g(U(t)x). \quad (38) $$

So, one notices that the vector field $v$ satisfies the assumption (A0) whenever $g$ verifies (34) and $\alpha$ is such that (35) holds true if $0 \leq s < \frac{d}{2}$ or $\alpha \geq 0$ if $s \geq \frac{d}{2}$. Hence, one can consider the related hierarchy equation (29) with this vector field $v$, given in (38), and apply Theorem 1.4 with

$$ A = -\Delta + 1, \quad \mathcal{X}_s = H^s(\mathbb{R}^d), \quad \mathcal{X}_{-\sigma} = H^{-\sigma}(\mathbb{R}^d). \quad (39) $$

Since there is a multitude of results on unconditional uniqueness for NLS and Hartree equations, one can lift them straightforwardly to the corresponding hierarchy equations (29) using Thm. 1.4 (see e.g. [77, 68, 84, 59, 92, 22, 53, 24, 23]).

We will not try to detail all the uniqueness results that can be lifted through the uniqueness principle of Thm. 1.4, but instead we will illustrate it by a few remarkable examples given below. Although Thm. 1.4 seems only suitable for using unconditional uniqueness results in spaces of type $L^\infty(I, H^s(\mathbb{R}^d))$ for the initial value problem (ivp), it is not difficult to see that its proof allows also to lift conditional uniqueness results for the (ivp) to the related hierarchy equations (29). However, to avoid intricate statements in this case, we refrain from giving an abstract conditional uniqueness result for hierarchy equations and prefer to treat some significant examples below.

It seems that in the literature the only studied hierarchy equations are related to nonlinearities given by $g(u) = |u|^\alpha u$ with $\alpha = 2, 4$ or $g(u) = V * |u|^2 u$. So, here in particular we show how to define a general symmetric hierarchy equations for any consistent\(^1\) nonlinearity which is $U(1)$-invariant. Our formulation of the hierarchy equations in (29) is equivalent to the usual writing in the special cases mentioned before. But there are two slight differences, which are worth highlighting: Firstly, we prefer to work in the interaction representation while in the literature integral equations are used and secondly we use trace-class operators while in the literature kernel representation is preferred. In Subsection 3.1, the above equivalence between these two writing is explained.

**Unconditional results:** One of the remarkable results on unconditional uniqueness for NLS equations (33) is due to Kato in [68]. It says that any two mild solutions in $L^\infty(I, H^s(\mathbb{R}^d))$ of (33) with the same initial condition coincide under some assumptions on the dimension $d \geq 1$, the power $\alpha \geq 0$ and the Sobolev scale $s \geq 0$. Such a result has the following implication on the related hierarchies.

**Proposition 1.6** (Kato). Let $g : \mathbb{C} \to \mathbb{C}$ a function satisfying (34) and take $s \geq 0$. Consider $v : \mathbb{R} \times H^s(\mathbb{R}^d) \to H^{-\sigma}(\mathbb{R}^d)$ to be the vector field given by (38). Then any two solutions of the hierarchy equation (29) satisfying (A1), with the same initial condition, coincide in the following cases:

\(^1\)We mean that $g$ defines a Borel map $G$ as in (36) for some $s, \sigma \geq 0$ and it is bounded on bounded sets.
\( i \) \( s \geq \frac{4}{2} \).

\( ii \) \( d \geq 2, \ 0 \leq s < \frac{4}{2} \) and \( \alpha < \min\{\frac{4}{d-2s}, \frac{2s+2}{d-2s}\} \).

\( iii \) \( d = 1, \ 0 \leq s < \frac{1}{2} \) and \( \alpha \leq \frac{1+2s}{1-2s} \).

There are several improvements (see e.g. [84, 59, 92, 22, 53, 24, 23]) of the unconditional uniqueness result of Kato when the nonlinearity is specified as

\[ g(u) = \pm |u|^{\alpha}u. \] (40)

We summarize a straightforward consequence of some of these uniqueness results on the hierarchy equations (29). We respectively refer to [53, Theorem 1.5], [84, Theorem 1.1] and [59, Theorem 1.5].

**Proposition 1.7.** Consider \( v : \mathbb{R} \times H^s(\mathbb{R}^d) \to H^{-s}(\mathbb{R}^d) \) to be the vector field defined in (38) with the nonlinearity given by (40). Then any two solutions of the corresponding hierarchy equation (29) satisfying (A1), with the same initial condition coincide in the following cases:

- **(Furioli & Terraneo):**
  
  \[
  3 \leq d \leq 5, \quad 0 < s < 1, \quad \alpha \leq \frac{d + 2 - 2s}{d - 2s},
  \]

  and

  \[
  \max\{1, \frac{2s}{d - 2s}\} < \alpha < \min\{\frac{4}{d - 2s}, \frac{4s + 2}{d - 2s}\}.
  \]

- **(Rogers):**
  
  \[
  d \geq 3, \quad 0 \leq s \leq 1, \quad \frac{2 + 2s}{d - 2s} \leq \alpha < \min\{\frac{2 + 4s - \frac{4s}{d}}{d - 2s}, \frac{4}{d - 2s}\},
  \]

- **(Han & Fang):**
  
  \[
  d = 2, \quad 0 < s < 1, \quad \alpha = \frac{2 + 2s}{2 - 2s},
  \]

  or

  \[
  d = 3, \quad \frac{1}{4} < s < \frac{1}{2}, \quad \alpha = 3 + 2s.
  \]

In particular, for cubic nonlinearity \( \alpha = 2 \), we recover uniqueness for the hierarchy equation (1) proved in [62] in the cases \( d = 1, 2 \) for any \( s \geq \frac{d}{6} \) and \( d \geq 3 \) for any \( s > \frac{d-2}{2} \). While for the quartic nonlinearity \( \alpha = 3 \), we obtain unconditional uniqueness for hierarchy equations in the cases: \( d = 1, 2 \) for any \( s \geq \frac{d}{4} \) and \( d \geq 3 \) for any \( s > \frac{3d-4}{6} \).

**Conditional results:** In this paragraph we provide two further uniqueness results of conditional type for hierarchy equations (29). Conditional here means that we require additional implicit conditions on hierarchy solutions in the spirit of nonlinear dispersive equations. Indeed, consider a mapping

\[ g : L^2(\mathbb{R}^d) \cap L^r(\mathbb{R}^d) \to L^{r'}(\mathbb{R}^d), \]

with \( 2 \leq r < \frac{2d}{d-2} \) if \( d \geq 2 \) or \( 2 \leq r \leq \infty \) if \( d = 1 \) (Here \( \frac{1}{r'} + \frac{1}{r} = 1 \)),

and assume the existence of a constant \( \alpha > 0 \) such that for any \( M > 0 \) there exists \( C(M) < \infty \) satisfying:

\[
||g(u_1) - g(u_2)||_{L^{r'}(\mathbb{R}^d)} \leq C(M) \left( ||u_1||_{L^r(\mathbb{R}^d)}^\alpha + ||u_2||_{L^r(\mathbb{R}^d)}^\alpha \right) ||u_1 - u_2||_{L^r(\mathbb{R}^d)},
\]

(42)
for any $u_1, u_2 \in L^2(\mathbb{R}^d) \cap L^r(\mathbb{R}^d)$ such that $\|u_1\|_{L^2(\mathbb{R}^d)} \leq M$ and $\|u_2\|_{L^2(\mathbb{R}^d)} \leq M$.

We are interested on the NLS equation (33), with $g(u)$ given as before, and its corresponding hierarchy equation (29). To fit our general setting for hierarchy equations (29) we need the following observations: Firstly, one can easily extend the mapping $g : L^2(\mathbb{R}^d) \cap L^r(\mathbb{R}^d) \to L^r(\mathbb{R}^d)$ to a Borel map $G : L^2(\mathbb{R}^d) \to H^{-1}(\mathbb{R}^d)$ (see Lemma C.3 in the Appendix). Secondly, the results which we state below are independent from the choice of the extension.

**Proposition 1.8.** Let $g$ be a $U(1)$-invariant mapping satisfying (41)-(42) and such that:

$$\frac{2}{q} := d \left(\frac{1}{2} - \frac{1}{r}\right) < \frac{2}{\alpha + 2}.$$  

Consider the Borel vector field $v$ given by

$$v(t, x) := -iU(-t) G(U(t)x)$$

with $U(t) = e^{it\Delta}$ and $G$ is any Borel extension of the mapping $g$. Let $I$ a bounded open interval and $t \in I \to \gamma_t, \tilde{\gamma}_t \in H(L^2(\mathbb{R}^d))$ two solutions of the hierarchy equation (29) associated to $v$ and satisfying the assumption (A1) (with $s = 0, \sigma = 1$ and $A = -\Delta + 1$). Furthermore, suppose that

$$\int_I \int_{L^2} \|U(t) x\|_{L^q}^q \, d\mu_t(x) \, dt < \infty \quad \text{and} \quad \int_I \int_{L^2} \|U(t) x\|_{L^q}^q \, d\tilde{\mu}_t(x) \, dt < \infty,$$

where $\mu_t$ and $\tilde{\mu}_t$ are the two Borel probability measures verifying for all $k \in \mathbb{N}$,

$$\gamma_t^{(k)} = \int_{L^2} |x^{\otimes k}\rangle \langle x^{\otimes k}| \, d\mu_t(x) \quad \text{and} \quad \tilde{\gamma}_t^{(k)} = \int_{L^2} |x^{\otimes k}\rangle \langle x^{\otimes k}| \, d\tilde{\mu}_t(x).$$

Then $\gamma_{t_0} = \tilde{\gamma}_{t_0}$ for some $t_0 \in I$ implies that $\gamma_t = \tilde{\gamma}_t$ for all $t \in I$.

In contrast with the previous examples for unconditional uniqueness, in this case we do not assume that the vector field $v$ is bounded on bounded sets. Nevertheless, the hierarchy equation (29) still make sense for solutions $t \in I \to \gamma_t$ satisfying (A1) and (44). In fact, one easily checks that

$$\int_I \int_{L^2} \|v(t, x)\|_{H^{-1}(\mathbb{R}^d)} \, d\nu_t(x) \, dt < \infty,$$

where $\nu_t$ is either $\mu_t$ or $\tilde{\mu}_t$ given in the right hand side of (45). So, the related Liouville equation (17) makes sense even though the vector field $v$ may not be bounded on bounded sets. Consequently, using (67) one notices that the hierarchy equation (29) is meaningful since

$$\int_I \|(A^{-1/2})^{\otimes k} \gamma_t^{(k)} C_{j,k}^{(1)} \|_{J^1(L^2(\mathbb{R}^{kn}))} \, dt < \infty,$$

for any $k \in \mathbb{N}$ and $1 \leq j \leq k$. Notice also that the conditional uniqueness result given in Prop. 1.8 holds for nonlinearity of the type

$$g(u) = Vu + f(\cdot, u(\cdot)) + (W \ast |u|^2) u,$$

where $V \in L^\delta(\mathbb{R}^d) + L^\infty(\mathbb{R}^d)$ for some $\delta \geq 1, \delta > \frac{d}{2}$, $W \in L^\beta(\mathbb{R}^d) + L^\infty(\mathbb{R}^d)$ for some $\beta \geq 1, \beta > \frac{d}{2}$ and $f$ satisfying $f(x, 0) = 0$ for all $x \in \mathbb{R}^d$ and

$$|f(x, z) - f(x, \tilde{z})| \leq C(1 + |z| + |\tilde{z}|)^\alpha |z - \tilde{z}|,$$

for some $\alpha < \frac{d}{2}$ (see [22, Corollary 4.6.5]).

We can also prove the following uniqueness result in the $L^2$-critical case. The proofs of Prop. 1.8 and 1.9 are sketched in Subsection 4.2.
Proposition 1.9. Take \( g(u) = \lambda |u|^\alpha u \) with \( \alpha = \frac{4}{d} \) and \( \lambda \in \mathbb{C} \). Then the conclusion of Prop. 1.8 holds true also in this case if we assume (44) for \( q = \alpha + 2 \).

Counter-example: Finally, we borrow a nice counter-example from the work of Win-Tsutsumi [92] for the \( L^2 \)-critical NLS equation (i.e., \( g(u) = -|u|^\alpha u \) with \( \alpha = \frac{4}{d} \)) in order to show that Prop. 1.9 breaks down if we remove the assumption (44). Indeed, consider the function
\[
u(t,x) = \frac{1}{(2t)^{d/2}} e^{i|x|^2} e^{i/t} \phi \left( \frac{x}{2t} \right),
\]
where \( \phi \) is a solution of the nonlinear elliptic equation
\[-\Delta \phi + \phi - \phi^{1+4/d} = 0, \quad \phi > 0, \quad \phi \in H^1(\mathbb{R}^d).
\]
Then one checks that \( t \in \mathbb{R} \setminus \{0\} \rightarrow \nu(t) := \nu(t,\cdot) \in L^2(\mathbb{R}^d) \) is continuous and \( \nu(t) \) converges weakly to 0 when \( t \to 0 \). So that \( t \to \nu(t) \in L^2(\mathbb{R}^d) \) is a weakly continuous solution of the NLS equation (33) satisfying \( \nu(0) = 0 \). Consequently, the curve \( t \to \gamma(t) \in \mathcal{H}(L^2(\mathbb{R}^d)) \) given for any \( k \in \mathbb{N} \) by
\[
\gamma_{(k)} = \int_{\mathbb{R}^2} |x^\otimes k \rangle \langle x^\otimes k| d\mu_t(x),
\]
such that \( \mu_t = \delta_{\mathcal{U}(-t)} \nu(t) \), satisfies (A1), \( \gamma_0 = 0 \) and the hierarchy equation (29) with the corresponding vector field (43). So, we conclude that the hierarchy equation (29) lacks uniqueness since \( \gamma_t \neq 0 \) if \( t \neq 0 \) while the null hierarchy is also a solution.

2 Structure of symmetric hierarchies

According to the fundamental postulates of quantum mechanics, a normal state of a system of \( n \)-quantum particles is described by a density operator, which is a non-negative trace class operator \( \varrho_n \) of trace one acting on a tensor product of \( n \)-Hilbert spaces \( \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_n \). Moreover, when the particles are bosons and identical, the system should obey the Bose-Einstein statistics. This means that the Hilbert spaces are identical \( \mathcal{H} = \mathcal{H}_1 = \cdots = \mathcal{H}_n \) and the multiple-particle state \( \varrho_n \) satisfies the following symmetry,
\[
U_\pi \varrho_n = \varrho_n,
\]
where \( U_\pi \) is the operator defined for any permutation \( \pi \) as
\[
U_\pi f_1 \otimes \cdots \otimes f_n := f_{\pi(1)} \otimes \cdots \otimes f_{\pi(n)}.
\]
In particular, the following operator
\[
S_n := \frac{1}{n!} \sum_\pi U_\pi
\]
defines an orthogonal projection on \( \mathcal{H}_1^\otimes n \) and the relation (46) yields
\[
S_n \varrho_n = \varrho_n S_n = \varrho_n.
\]
This means that a normal state of a system of \( n \)-identical bosons is in fact a density operator on the \( n \)-symmetric tensor product
\[
\forall^n \mathcal{H} := S_n \mathcal{H}_1^\otimes n.
\]
2.1 Symmetric hierarchies

Consider a sequence of normal states \((\varrho_n)_{n \in \mathbb{N}} \in \Pi_{\mathbb{N}} \mathcal{L}^1(\mathcal{H}^n)\). Then for each fixed \(k\) the \(k\)-particle reduced density matrices \((\varrho_n^{(k)})_{n \geq k}\), defined according to (25), form a sequence of trace-class operators in the same space \(\mathcal{L}^1(\mathcal{H}^k)\). Hence, one can study the weak-* convergence of \((\varrho_n^{(k)})_{n \geq k}\).

The following result asserts the existence of subsequential limits given by the same subsequence for all \(k \in \mathbb{N}\).

**Lemma 2.1.** For any sequence of normal states \((\varrho_n)_{n \in \mathbb{N}} \in \Pi_{\mathbb{N}} \mathcal{L}^1(\mathcal{H}^n)\) there exists a subsequence \((\varrho_{n_i})_{i \in \mathbb{N}}\) and a sequence \((\gamma^{(k)})_{k \in \mathbb{N}} \in \Pi_{k \in \mathbb{N}} \mathcal{L}^1(\mathcal{H}^k)\) such that for any \(k \in \mathbb{N}\),

\[
\lim_{i \to \infty} \mathrm{Tr}_{\mathcal{H}^k} [\varrho_{n_i}^{(k)} A] = \mathrm{Tr}_{\mathcal{H}^k} [\gamma^{(k)} A], \quad \forall A \in \mathcal{L}^\infty(\mathcal{H}^k).
\]  

**Proof.** This follows by Banach-Alaoglu theorem on \(\mathcal{L}^1(\mathcal{H}^n) = \mathcal{L}^\infty(\mathcal{H}^n)^*\) together with a diagonal extraction argument. \(\square\)

The subsequential limits provided by Lemma 2.1 are in fact the main analyzed quantities in the study of the mean field theory of Bose gases. As explained in the introduction, the many-body Schrödinger dynamics (7) yields the Gross-Pitaevskii and Hartree hierarchies (1) in the mean-field limit. Furthermore, the solutions \((\gamma^{(k)}(t))_{k \in \mathbb{N}}\) are actually the kernels of the subsequential limits of reduced density matrices originated from the quantum states \((\varrho_n(t))_{n \in \mathbb{N}}\) given by (8). So, this means that the physically relevant solutions of the Gross-Pitaevskii and Hartree hierarchies (1) are not any arbitrary sequences \((\gamma^{(k)}(t))_{k \in \mathbb{N}} \in \Pi_{k \in \mathbb{N}} \mathcal{L}^1(\mathcal{H}^k)\) of trace-class operators but they have a more specific structure inherited from the relation (47). So, this motivated the following definition.

**Definition 2.2.** We call a **symmetric hierarchy** any sequence \((\gamma^{(k)})_{k \in \mathbb{N}} \in \Pi_{k \in \mathbb{N}} \mathcal{L}^1(\mathcal{H}^k)\) such that there exists a sequence of normal states \((\varrho_n)_{n \in \mathbb{N}} \in \Pi_{\mathbb{N}} \mathcal{L}^1(\mathcal{H}^n)\) and a subsequence \((\varrho_{n_i})_{i \in \mathbb{N}}\) satisfying (47) for all \(k \in \mathbb{N}\). The set of all symmetric hierarchies will be denoted by \(\mathcal{H}(\mathcal{H})\).

The terminology of **symmetric hierarchy** is probably uncommon in the literature, nevertheless it seems justified on one hand by the Bose-Einstein symmetry and on the other one by the fact that these subsequential limits \((\gamma^{(k)})_{k \in \mathbb{N}}\) are countable collections of linked trace-class operators (i.e., \(\gamma^{(k+1)}\) and \(\gamma^{(k)}\) are related in some sense) and hence deserving the name of hierarchies.

Some simple consequences may be derived from the Definition 2.2. In particular, the weak-* convergence yields that any element of \((\gamma^{(k)})_{k \in \mathbb{N}} \in \mathcal{H}(\mathcal{H})\) satisfies the constraint (6), i.e.:

\[0 \leq \gamma^{(k)} \leq 1, \quad \forall k \in \mathbb{N}.\]

One also can see that we have the following simple example:

- Let \(\varrho_n = |\varphi_n\rangle\langle \varphi_n^*|\) such that \(||\varphi_n|| = 1\) and \(\varphi_n \to \varphi\) (with \(||\varphi|| \leq 1\)). Then \(\varrho_n^{(k)} = |\varphi_n^{(k)}\rangle\langle \varphi_n^{(k)}|\) and \(\gamma^{(k)} = |\varphi^{(k)}\rangle\langle \varphi^{(k)}|\). Hence, for any \(\varphi\) in the closed unit ball of \(\mathcal{H}\),

\[
(||\varphi^{(k)}\rangle\langle \varphi^{(k)}||)_{k \in \mathbb{N}} \in \mathcal{H}(\mathcal{H}).
\]  

This shows for instance that \(\mathcal{H}(\mathcal{H})\) is a nontrivial (uncountable) set. More fundamental properties of \(\mathcal{H}(\mathcal{H})\) will be given in the next section.
2.2 Integral representation

The set of symmetric hierarchies $\mathcal{H}(\mathfrak{h})$ can be described as a convex combinations of the simple elements in (48). Such a superposition principle is usually interpreted as a non-commutative de Finetti theorem. Long ago Størmer in [90] have proved for a different purpose, and using Choquet theory, a non-commutative de Finetti theorem for invariant states over some $C^*$-algebras. Thereafter, Hudson and Moody in [65, 64, 66] specified Størmer’s result to the framework of normal states and gave an integral representation for elements $(\gamma(k))_{k \in \mathbb{N}} \in \mathcal{H}(\mathfrak{h})$ which satisfy $\text{Tr}[\gamma(k)] = 1$ for all $k \in \mathbb{N}$. With a different point of view, Ammari and Nier have proved in [12] an integral representation for all elements of $\mathcal{H}(\mathfrak{h})$ (see Prop. 2.3) by appealing to Wigner measures. Subsequently, Lewin, Nam and Rougerie gave in [73] an alternative proof. Thereafter, several other applications to this superposition principle appeared (see e.g. [74, 28, 27]).

In fact, each symmetric hierarchy in $\mathcal{H}(\mathfrak{h})$ can be written as an integral, over a probability measure, of elements in (48). Here we recall such a result and refer the reader for instance to [10, Proposition 1.1] for more details.

**Proposition 2.3.** For each $(\gamma(k))_{k \in \mathbb{N}} \in \mathcal{H}(\mathfrak{h})$ there exists a unique Borel probability measure $\mu$ on the closed unit ball $X_1 := B_\mathfrak{h}(0,1)$ of $\mathfrak{h}$ such that it is $U(1)$-invariant and satisfies for any $k \in \mathbb{N},$

$$\gamma(k) = \int_{X_1} |\varphi^{\otimes k}\rangle\langle \varphi^{\otimes k}| \, d\mu(\varphi). \tag{49}$$

The following comments are useful:

- The Borel $\sigma$-algebras on $X_1$ equipped respectively with the norm or the weak topology coincide. Moreover, $\mu$ can be considered as Borel probability measure on $\mathfrak{h}$ concentrated on the unit ball $X_1$ (i.e., $\mu(X_1) = 1$).

- Actually, $\mu$ can be interpreted as the Wigner measure of the subsequence $(\varrho_{n_i})_{i \in \mathbb{N}}$ in Lemma 2.1 that leads to the symmetric hierarchy $(\gamma(k))_{k \in \mathbb{N}} \in \mathcal{H}(\mathfrak{h})$. For a short review on the relationship between symmetric hierarchies and Wigner measures, we refer to [10, Section 3].

- The integral (49) is well defined in a weak sense and also as a Bochner integral in $L^1(\gamma^{\otimes k}\mathfrak{h})$ for each $k \in \mathbb{N}$.

**Proposition 2.4.** Let $(\gamma(k))_{k \in \mathbb{N}} \in \mathcal{H}(\mathfrak{h})$ and $\mu \in \mathcal{M}(\mathfrak{h})$ given by Prop. 2.3 and satisfying (49). Then the following assertions are equivalent:

(i) The measure $\mu$ concentrated on the unit sphere of $\mathfrak{h}$ (i.e., $\mu(S_\mathfrak{h}(0,1)) = 1$).

(ii) $\text{Tr}[\gamma(k)] = 1$ for all $k \in \mathbb{N}$.

(iii) If $(\varrho_n)_{n \in \mathbb{N}}$ is a sequence of normal states in $\Pi_{n \in \mathbb{N}} L^1(\gamma^{\otimes n}\mathfrak{h})$ satisfying (47) (i.e., there exists a subsequence $(n_i)_{i \in \mathbb{N}}$ such that $\varrho_{n_i} \xrightarrow{\gamma(k)} \gamma(k)$) then $(\varrho_{n_i})_{i \in \mathbb{N}}$ converges to $\gamma(k)$ in the norm topology of $L^1(\gamma^{\otimes k}\mathfrak{h})$ for all $k \in \mathbb{N}$.

(iv) $\text{Tr}[\gamma(k)] = 1$ for some $k \in \mathbb{N}$.

**Proof.** (i)$\Rightarrow$(ii): The integral representation (49) yields for all $k \in \mathbb{N},$

$$\text{Tr}[\gamma(k)] = \int_{X_1} ||\varphi||^{2k} \, d\mu(\varphi).$$

Hence, if the measure $\mu$ concentrates on the unit sphere then $\text{Tr}[\gamma(k)] = 1$ for all $k \in \mathbb{N}$.

(ii)$\Rightarrow$(iii): Follows by a general property of spaces of trace-class operators called the Kadec-Klee
property (KK*); and which ensures that weak-* and norm convergence coincide on the unit sphere of \( L^1(\mathcal{H}) \) (see Appendix A). Hence, (ii) converts the weak-* convergence of \((\rho^{(k)}_{n_i})_{i \in \mathbb{N}}\) towards \(\gamma^{(k)}\) to a norm convergence.

(iii)\(\Rightarrow\)(iv): is trivial since \(\text{Tr}[\rho^{(k)}_{n_i}] = 1\) for all \(i \in \mathbb{N}\).

(iv)\(\Rightarrow\)(i): For some \(k \in \mathbb{N}\),

\[
\text{Tr}[\gamma^{(k)}] = \int_{||\varphi||=1} 1 \, d\mu(\varphi) + \int_{||\varphi||<1} ||\varphi||^{2k} \, d\mu(\varphi) = 1.
\]

So, this implies

\[
\int_{||\varphi||<1} 1 - ||\varphi||^{2k} \, d\mu(\varphi) = 0
\]

Taking any \(0 < R < 1\), we see that \(0 \leq (1 - R^{2k})\mu(B_\delta(0, R)) \leq \int_{||\varphi||<1} 1 - ||\varphi||^{2k} \, d\mu(\varphi)\). Hence, \(\mu(B_\delta(0, R)) = 0\) and consequently the measure \(\mu\) concentrates on the unit sphere of \(\mathcal{H}\).

Lemma 2.5. Let \((\gamma^{(k)})_{k \in \mathbb{N}} \in \mathcal{H}(\mathcal{H})\) and \(\mu \in \mathcal{M}(\mathcal{H})\) given by Prop. 2.3 and satisfying (49). Then \(\text{Tr}_{k+1}[\gamma^{(k+1)}] = \gamma^{(k)}\) for all \(k \in \mathbb{N}\) if and only if \(\mu(\{0\} \cup S_\delta(0, 1)) = 1\).

Proof. Using the integral representation (49), one deduces

\[
\int_{X_1} |\varphi^{\otimes k}\rangle \langle \varphi^{\otimes k}| \, d\mu(\varphi) = \gamma^{(k)} = \text{Tr}_{k+1}[\gamma^{(k+1)}] = \int_{X_1} ||\varphi|||^2 |\varphi^{\otimes k}\rangle \langle \varphi^{\otimes k}| \, d\mu(\varphi).
\]

Taking the trace in the latter identity, implies

\[
\int_{X_1} ||\varphi||^{2k} (1 - ||\varphi||^2) \, d\mu(\varphi) = 0
\]

Hence, this shows that \(\mu(\{0\} \cup S_\delta(0, 1)) = 1\). Conversely, if the measure \(\mu\) concentrates on the origin and the unit sphere then (50) holds true.

It is useful to identify the set of symmetric hierarchies \(\mathcal{H}(\mathcal{H})\) in a more simpler way without appealing to convergence of subsequences as in Definition 2.2. In fact, we can show that the two sets \(\mathcal{H}(\mathcal{H})\) and \(\mathcal{M}(\mathcal{H})\) are in one-to-one correspondence.

**Proposition 2.6.** The following mapping

\[
\Phi : \mathcal{M}(\mathcal{H}) \to \mathcal{H}(\mathcal{H})
\]

\[
\mu \to (\gamma^{(k)})_{k \in \mathbb{N}} = \left( \int_{X_1} |\varphi^{\otimes k}\rangle \langle \varphi^{\otimes k}| \, d\mu \right)_{k \in \mathbb{N}},
\]

is a (bijective) one-to-one correspondence.

Proof. It is enough to prove that for any \(\mu \in \mathcal{M}(\mathcal{H})\) the sequence \(\Phi(\mu)\) is, according to the Definition 2.2, a symmetric hierarchy.

Let \(\{e_n\}_{n \in \mathbb{N}}\) be an O.N.B of \(\mathcal{H}\). For any \(\varphi \in X_1\), we have the decomposition \(\varphi = \sum_{k=1}^{\infty} \varphi_k e_k\).

Consider the mapping

\[
\Psi_n : B_\delta(0, 1) \to S_\delta(0, 1)
\]

\[
\varphi \to \Psi_n(\varphi) := \left( \sqrt{1 - \sum_{k \neq n} ||\varphi_k||^2} \varphi_n \right) e_n + \varphi.
\]
Remark that for every \( \varphi \in B_\delta(0, 1) \),
\[
|\Psi_n(\varphi)|^2 = 1 - \sum_{k \neq n} |\varphi_k|^2 + \sum_{k \neq n} |\varphi_k|^2 = 1.
\]

We claim that \( \Psi_n \) is continuous for each \( n \in \mathbb{N} \). In fact, the following inequality holds
\[
\|\Psi_n(\varphi) - \Psi_n(\tilde{\varphi})\| \leq \|\varphi - \tilde{\varphi}\| + \sqrt{1 - \sum_{k \neq n} |\varphi_k|^2 - \sqrt{1 - \sum_{k \neq n} |\tilde{\varphi}_k|^2}},
\]
(53)

and if \( \varphi \to \tilde{\varphi} \) in \( X_1 \) then \( P_n(\varphi) \to P_n(\tilde{\varphi}) \) with \( P_n \) is the orthogonal projection over the subspace \( \text{Vect}\{e_k, k \neq n\} \). This shows that the right hand side of (53) converges to 0 when \( \varphi \to \tilde{\varphi} \) at fixed \( n \). Let \( \mu \in \mathcal{M}(\mathfrak{H}) \) and consider the sequence,
\[
\varrho_n = \int_{X_1} |\Psi_n(\varphi)^\otimes n\rangle \langle \Psi_n(\varphi)^\otimes n| \, d\mu.
\]
(54)

Then one checks that \( (\varrho_n)_{n \in \mathbb{N}} \subset L^1(\nu^k) \) with \( \varrho_n \geq 0 \) and \( \text{Tr}[\varrho_n] = 1 \) since \( \Psi_n(\varphi) \in S_\delta(0, 1) \) for every \( \varphi \in B_\delta(0, 1) \). Notice that the function \( \varphi \to |\Psi_n(\varphi)^\otimes n\rangle \langle \Psi_n(\varphi)^\otimes n| \in L^1(\nu^k) \) is continuous and Bochner integrable. Moreover, we have the reduced density matrices
\[
\varrho_n^{(k)} = \int_{X_1} |\Psi_n(\varphi)^\otimes k\rangle \langle \Psi_n(\varphi)^\otimes k| \, d\mu.
\]

The point is that \( \Psi_n(\varphi) \rightharpoonup \varphi \) for any \( \varphi \in B_\delta(0, 1) \). Hence, one shows
\[
|\Psi_n(\varphi)^\otimes k\rangle \langle \Psi_n(\varphi)^\otimes k| \rightharpoonup |\varphi^\otimes k\rangle \langle \varphi^\otimes k|.
\]
when \( n \to \infty \). Dominated convergence yields that for any \( k \in \mathbb{N} \),
\[
\varrho_n^{(k)} \rightharpoonup \left( \int_{X_1} |\varphi^\otimes k\rangle \langle \varphi^\otimes k| \, d\mu \right)_{k \in \mathbb{N}}.
\]

**Definition 2.7.** Thus, one can naturally propose a second definition for symmetric hierarchies,
\[
\mathcal{H}(\mathfrak{H}) = \left\{ \left( \int_{X_1} |\varphi^\otimes k\rangle \langle \varphi^\otimes k| \, d\mu \right)_{k \in \mathbb{N}}, \mu \in \mathcal{M}(\mathfrak{H}) \right\}.
\]
(55)

The previous identification yields the following simple consequence.

**Corollary 2.8.** \( \mathcal{H}(\mathfrak{H}) \) is a convex subset of \( \Pi_{k \in \mathbb{N}} L^1(\nu^k) \).

**Proof.** This follows from the fact that \( \mathcal{M}(\mathfrak{H}) \) is a convex set.

### 2.3 Topological isomorphism

It is useful to endow the set of symmetric hierarchies \( \mathcal{H}(\mathfrak{H}) \) with two natural topologies. Remember that the Hilbert space \( \mathfrak{H} \) is separable. Consequently, for all \( k \in \mathbb{N} \) the Banach spaces \( L^\infty(\nu^k) \) are also separable. Moreover, \( L^1(\nu^k) = L^\infty(\nu^k)^* \) are endowed with two distinguished topologies, namely the weak-* and the norm topology. Recall that the weak-* topology is metrisable on bounded sets of \( L^1(\nu^k) \). For instance, the bounded set
\[
L^1_0(\nu^k) := \{ \gamma \in L^1(\nu^k), 0 \leq \gamma \leq 1 \},
\]
can be equipped with the following metric of weak-* convergence,
\[ d^{(k)}(\gamma, \tilde{\gamma}) := \sum_{i \in \mathbb{N}} \frac{1}{2^i} \frac{||K_i (\gamma - \tilde{\gamma})||_{\mathcal{L}^1(\mathbb{R}^k)}^2}{1 + ||K_i (\gamma - \tilde{\gamma})||_{\mathcal{L}^1(\mathbb{R}^k)}^2}, \]
with \( \{K_i\}_{i \in \mathbb{N}} \) is a dense countable set in \( \mathcal{L}^\infty(\mathbb{R}^k) \). So, the distance \( d^{(k)} \) induces the weak-* topology on \( \mathcal{L}^1(\mathbb{R}^k) \). Notice that
\[
\mathcal{H}(\mathfrak{F}) \subset \Pi_{k \in \mathbb{N}} \mathcal{L}^1_0(\mathbb{R}^k) \subset \Pi_{k \in \mathbb{N}} \mathcal{L}^1(\mathbb{R}^k),
\]
and that the Cartesian product in the right hand side of (56) can be equipped with a product topology (with the weak-* or norm topology on each component \( \mathcal{L}^1(\mathbb{R}^k) \)). Thus, one can consider the set of symmetric hierarchies \( \mathcal{H}(\mathfrak{F}) \) as a metric space endowed with one of the two product distances \( d_w \) or \( d_s \) given below,
\[
d_w(\gamma, \tilde{\gamma}) := \sum_{k \in \mathbb{N}} \frac{1}{2^k} d^{(k)}(\gamma^{(k)}, \tilde{\gamma}^{(k)}),
\]
\[
d_s(\gamma, \tilde{\gamma}) := \sum_{k \in \mathbb{N}} \frac{1}{2^k} ||\gamma^{(k)} - \tilde{\gamma}^{(k)}||_{\mathcal{L}^1(\mathbb{R}^k)},
\]
for all \( \gamma = (\gamma^{(k)})_{k \in \mathbb{N}} \) and \( \tilde{\gamma} = (\tilde{\gamma}^{(k)})_{k \in \mathbb{N}} \) in \( \mathcal{H}(\mathfrak{F}) \). So, \( d_w \) (resp. \( d_s \)) induces the product topology in \( \mathcal{H}(\mathfrak{F}) \) with the weak-* (resp. norm) topology in each component \( \mathcal{L}^1(\mathbb{R}^k) \).

Remember that the set \( \mathcal{H}(\mathfrak{F}) \) is endowed with two distinguished topologies, namely the weak and strong narrow convergence topologies (see Sect. 1.1). It is well known that the weak and strong narrow topologies on the set of Borel probability measures \( \mathfrak{P}(X_1) \), with \( X_1 = B_0(0,1) \), are metrisable and in particular \( \mathfrak{P}(X_1) \) is a compact metric space when endowed with the weak narrow topology.

**Proposition 2.9.** Let \( (\gamma, (\gamma_j))_{j \in \mathbb{N}} \) and \( (\mu, (\mu_j))_{j \in \mathbb{N}} \) two sequences respectively in \( \mathcal{H}(\mathfrak{F}) \) and \( \mathcal{H}(\mathfrak{F}) \) with \( \Phi(\mu_j) = \gamma_j \) and \( \Phi(\mu) = \gamma \). Then \( \mu_j \rightharpoonup \mu \) weakly narrowly in \( \mathcal{H}(\mathfrak{F}) \) if and only if for all \( k \in \mathbb{N} \),
\[
\gamma_j^{(k)} := \int_{X_1} |\varphi^{(k)}| \langle \varphi^{(k)} | d\mu_j \rightharpoonup \int_{X_1} |\varphi^{(k)}| \langle \varphi^{(k)} | d\mu = \gamma^{(k)}. \]

**Proof.** For any \( A \in \mathcal{L}^\infty(\mathbb{R}^k) \),
\[
\text{Tr}[\gamma_j^{(k)} A] = \int_{X_1} \langle \varphi^{(k)} | A\varphi^{(k)} | d\mu_j .
\]
Remark that the function \( \chi : X_1 \rightarrow \mathbb{C} \), \( \chi(\varphi) = \langle \varphi^{(k)} , A\varphi^{(k)} | \) is bounded and continuous with respect to the distance \( d_w \) (of the weak topology in \( X_1 \)). Hence, the weakly narrow convergence \( \mu_j \rightharpoonup \mu \) shows that for any \( A \in \mathcal{L}^\infty(\mathbb{R}^k) \),
\[
\lim_j \text{Tr}[\gamma_j^{(k)} A] = \int_{X_1} \langle \varphi^{(k)} | A\varphi^{(k)} | d\mu = \text{Tr}[\gamma^{(k)} A],
\]
with \( \gamma^{(k)} = \int_{X_1} |\varphi^{(k)}| \langle \varphi^{(k)} | d\mu. \) This proves that \( \gamma_j^{(k)} \rightharpoonup \gamma^{(k)} \).

The proof of the inverse statement is a bit more involved. Suppose that a sequence \( (\gamma_j)_{j \in \mathbb{N}} \) converges to \( \gamma \in \mathcal{H}(\mathfrak{F}) \) with respect to the distance \( d_w \). This means that (59) holds for any \( k \in \mathbb{N} \). In particular, taking \( A = |\xi^{(k)}| \xi^{(k)} | \in \mathcal{L}^\infty(\mathbb{R}^k) \),
\[
\lim_j \text{Tr}[\gamma_j^{(k)} A] = \lim_j \int_{X_1} \langle \varphi^{(k)} | \xi^{(k)} \rangle \langle \xi^{(k)} | \varphi^{(k)} | d\mu_j = \int_{X_1} |\langle \varphi, \xi | 2^k | d\mu ,
\]
(60)
with $\mu \in \mathcal{M}(\mathcal{F})$ such that $\Phi(\mu) = \gamma$. So, the characteristic function of $\mu_j$ have the following absolutely convergent expansion,

$$
\int_{X_1} e^{i\text{Re}(\varphi, \xi) n} d\mu_j = \sum_{k=0}^{\infty} \frac{i^k}{k!} \int_{X_1} \text{Re}(\varphi, \xi)^k d\mu_j
$$

$$
= \sum_{k=0}^{\infty} \frac{(-1)^k}{4^k(2k)!} \int_{X_1} |\langle \varphi, \xi \rangle|^{2k} d\mu_j,
$$

where the last equality is a direct consequence of the $U(1)$-invariance of $\mu_j$. So, the dominated convergence and (60) yield the following convergence for the characteristic functions,

$$
\lim_j \int_{X_1} e^{i\text{Re}(\varphi, \xi) n} d\mu_j = \int_{X_1} e^{i\text{Re}(\varphi, \xi) n} d\mu.
$$

According to Theorem B.1, in the Appendix B, the sequence $(\mu_j)_{j \in \mathbb{N}}$ converges towards $\mu$ weakly narrowly.

**Proposition 2.10.** Let $(\gamma_i, (\gamma_i)_{i \in \mathbb{N}})$ and $(\mu, (\mu_i)_{i \in \mathbb{N}})$ two sequences respectively in $\mathcal{H}(\mathcal{F})$ and $\mathcal{M}(\mathcal{F})$ with $\Phi(\mu_i) = \gamma_i$ and $\Phi(\mu) = \gamma$. Then $\mu_i \to \mu$ strongly narrowly in $\mathcal{M}(\mathcal{F})$ if and only if for all $k \in \mathbb{N},$

$$
\gamma^{(k)} = \int_{X_1} |\varphi_{\otimes k} \rangle \langle \varphi_{\otimes k} | d\mu_i \to \int_{X_1} |\varphi_{\otimes k} \rangle \langle \varphi_{\otimes k} | d\mu = \gamma^{(k)},
$$

in the norm topology of $L^1(\vee k \mathcal{F})$.

**Proof.** For any $A \in L(\vee^k \mathcal{F}),$

$$
\text{Tr}[\gamma^{(k)}_i A] = \int_{X_1} \langle \varphi_{\otimes k}, A \varphi_{\otimes k} \rangle d\mu_i.
$$

In particular, this implies that $\gamma^{(k)}_i \xrightarrow{\ast} \gamma^{(k)}$ and $\text{Tr} [\gamma^{(k)}_i] \to \text{Tr} [\gamma^{(k)}]$ by taking $A = 1$. Hence, appealing to the Kadec-Klee property (KK*) of the space $L^1(\vee^k \mathcal{F})$ (see Thm. A.1 in Appendix A), one shows that $\gamma^{(k)}_i \to \gamma^{(k)}$ in the norm topology.

The inverse statement is proved with the help of Thm. B.2. Suppose that for any $k \in \mathbb{N},$

$$
\gamma^{(k)}_i \to \gamma^{(k)}
$$

in the norm topology and consider the sequence of operators

$$
A_N = \sum_{i=N}^{\infty} |e_i \rangle \langle e_i| \in L(\mathcal{F}),
$$

with $(e_i)_{i \in \mathbb{N}}$ is an O.N.B of the Hilbert space $\mathcal{F}$. Then, we have

$$
\text{Tr}[\gamma^{(1)}_n A_N] = \int_{X_1} \sum_{i=N}^{\infty} |\langle \varphi, e_i \rangle|^2 d\mu_n \to \int_{X_1} \sum_{i=N}^{\infty} |\langle \varphi, e_i \rangle|^2 d\mu,
$$

(61)

uniformly in $N \in \mathbb{N}$ since for all $N \in \mathbb{N},$

$$
|\text{Tr}[(\gamma^{(1)}_n - \gamma^{(1)} A_N)]| \leq ||\gamma^{(1)}_n - \gamma^{(1)}||_{L(\mathcal{F})} \to_{n \to \infty} 0.
$$

The Chebyshev’s inequality gives for any $\varepsilon > 0,$

$$
\int_{X_1} 1\{\sum_{i=N}^{\infty} |\langle \varphi, e_i \rangle|^2 \geq \varepsilon\} d\mu_n \leq \frac{1}{\varepsilon} \int_{X_1} \sum_{i=N}^{\infty} |\langle \varphi, e_i \rangle|^2 d\mu_n.
$$
Therefore, one deduces from the uniform convergence (61) and the above inequality the following statement,

\[ \lim_{N \to \infty} \sup_{n \in \mathbb{N}} \int_{X_1} 1\{\sum_{i=N}^{\infty} |\langle \varphi, e_i \rangle|^2 \geq \varepsilon \} \, d\mu_n \leq 1 + \lim_{N \to \infty} \sup_{n \in \mathbb{N}} \int_{X_1} \sum_{i=N}^{\infty} |\langle \varphi, e_i \rangle|^2 \, d\mu_n = 0. \]

Moreover, by Proposition 2.9, one already knows that \( \mu_n \to \mu \) weakly narrowly in \( \mathcal{M}(\mathcal{F}) \). Thus, applying Theorem B.2 in the Appendix B, one proves the convergence \( \mu_n \to \mu \) with respect to the strong narrow topology in \( \mathcal{M}(\mathcal{F}) \).

The following corollary provides a useful characterization of the relevant topologies on the set of symmetric hierarchies.

**Corollary 2.11.** The mapping

\[ \Phi : (\mathcal{M}(\mathcal{F}), \tau) \to (\mathcal{H}(\mathcal{F}), d) \]

\[ \mu \to (\gamma^{(k)})_{k \in \mathbb{N}} = \left( \int_{X_1} |\varphi^{\otimes k}| \langle \varphi^{\otimes k} \rangle \, d\mu \right)_{k \in \mathbb{N}}, \]

defines an homeomorphism in the two cases:

(i) \( \tau \) is the strong narrow convergence topology and \( d \) is the product distance \( d_s \) defined in (58).

(ii) \( \tau \) is the weak narrow convergence topology and \( d \) is the product distance \( d_w \) defined in (57).

**Proof.** Follows by Propositions 2.9 - 2.10.

Remark that the above homeomorphism allows to use the Krein-Milman and the Choquet-Bishop-de Leeuw theorems on the convex set of symmetric hierarchies.

### 3 The Liouville-hierarchy duality

We discuss, in this section, the rigorous formulation of the Liouville and the hierarchy equations and establish their equivalence in full generality as stated in Theorem 1.3. More precisely, we will prove that any curve \( t \to \mu_t \) in \( \mathcal{M}(\mathcal{Z}_0) \) satisfying (A1) and solving the Liouville equation (17) will give a curve \( t \to \Phi(\mu_t) = \gamma_t \) in \( \mathcal{H}(\mathcal{Z}_0) \) satisfying (A2) and solving the hierarchy equation (29) and vice versa. Remember that \( (\mathcal{Z}_0, \mathcal{Z}_s, \mathcal{Z}_{-\sigma}) \) is the triple of spaces introduce in Subsection 1.1 with \( 0 \leq s \leq \sigma \); and \( \Phi \) is the homeomorphism, in Corollary 2.11, relating symmetric hierarchies in \( \mathcal{H}(\mathcal{Z}_0) \) to probability measures in \( \mathcal{M}(\mathcal{Z}_0) \).

#### 3.1 Regularity issues

We first emphasis a general property showing a correspondence between the concentration property of measures \( \mu \in \mathcal{M}(\mathcal{Z}_0) \) and regularity of the hierarchies \( \gamma = \Phi(\mu) \in \mathcal{H}(\mathcal{Z}_0) \).

**Lemma 3.1.** Let \( \mu \in \mathcal{M}(\mathcal{Z}_0) \) and \( \gamma = (\gamma^{(k)})_{k \in \mathbb{N}} \in \mathcal{H}(\mathcal{Z}_0) \) such that \( \Phi(\mu) = \gamma \). Then for any \( s \geq 0 \) and \( R > 0 \):

\[ \mu(B_{\mathcal{Z}_s}(0, R)) = 1 \iff \left( \text{Tr}[(A_s^{1/2})^{\otimes k} \gamma^{(k)}(A_s^{1/2})^{\otimes k}] \leq R^{2k}, \forall k \in \mathbb{N} \right). \]  

**Proof.** The equivalence is a consequence of the identity,

\[ \text{Tr}[(A_s^{1/2})^{\otimes k} \gamma^{(k)}(A_s^{1/2})^{\otimes k}] = \int_{X_1} ||\varphi||_{\mathcal{Z}_s}^{2k} \, d\mu. \]
If the measure $\mu$ is concentrated on the closed ball $B_{\mathcal{X}}(0, R)$ then the inequalities in the right hand side of (62) hold true. Conversely, the right hand side of (62) yields for all $k \in \mathbb{N}$,

$$\int_{\mathcal{X}_t} \|\varphi\|^{2k}_{\mathcal{X}_t} d\mu \leq R^{2k},$$

which in turn gives, by Chebyshev’s inequality, the concentration of the measure $\mu$ on $B_{\mathcal{X}}(0, R)$. \qed

An important ingredient in the problems of well-posedness and uniqueness of the Liouville and hierarchy equations is the regularity of the solutions with respect to time. The following proposition identifies the relevant notions of regularity that we shall use.

**Proposition 3.2.** Let $I$ be an interval and consider two curves $t \in I \to \mu_t \in \mathcal{M}(\mathcal{X}_0)$ and $t \in I \to \gamma_t = (\gamma_t^{(k)})_{k \in \mathbb{N}} \in \mathcal{H}(\mathcal{X}_0)$ such that $\Phi(\mu_t) = \gamma_t$ for all $t \in I$. Assume that for some $s \geq 0$ and $R > 0$, $\mu_t(B_{\mathcal{X}}(0, R)) = 1$ for all $t \in I$. Then for all $\tau \in (-\infty, s]$,

1. $t \in I \to \mu_t \in \mathcal{P}(\mathcal{X}_t)$ weakly narrowly continuous if and only if $t \to (A^{r/2})^{\otimes k} \gamma_t^{(k)} (A^{r/2})^{\otimes k}$ is continuous with respect to the weak-* topology in $\mathcal{L}^1(\nu^k \mathcal{X}_0)$ for all $k \in \mathbb{N}$.

2. $t \in I \to \mu_t \in \mathcal{P}(\mathcal{X}_t)$ strongly narrowly continuous if and only if $t \to (A^{r/2})^{\otimes k} \gamma_t^{(k)} (A^{r/2})^{\otimes k}$ is continuous with respect to the norm topology in $\mathcal{L}^1(\nu^k \mathcal{X}_0)$ for all $k \in \mathbb{N}$.

**Proof.** The proof follows by the same arguments as in Propositions 2.10-2.9. \qed

As a consequence of the above observations, we have the following equivalence between the two main assumptions (A1) and (A2).

**Lemma 3.3.** A curve $t \in I \to \gamma_t \in \mathcal{H}(\mathcal{X}_0)$, defined over an interval $I$, satisfies the assumption (A1) if and only if the curve $t \in I \to \mu_t = \Phi^{-1}(\gamma_t) \in \mathcal{M}(\mathcal{X}_0)$ satisfies (A2).

**Proof.** The homeomorphism $\Phi$ in Corollary 2.11 with Lemma 3.1 and Proposition 3.2 give the equivalence between the two assumptions (A2) and (A1). \qed

In the two next paragraphs we rigorously justify that the Liouville and the symmetric hierarchy equations are meaningful under the assumptions (A0), (A1) and (A2).

**Liouville equations:** In the Liouville equation (31), one presumes that the integral with respect to time is well defined. The following Lemma guaranties this property using (A0) and (A2).

**Lemma 3.4.** Let $v : \mathbb{R} \times \mathcal{X}_s \to \mathcal{X}_s$ a vector field satisfying (A0) and $t \in I \to \mu_t \in \mathcal{M}(\mathcal{X}_0)$ a curve satisfying (A2). Then for any $\varphi \in C^0_{0,cpl}(I \times \mathcal{X}_s)$ the map,

$$t \in I \mapsto \int_{\mathcal{X}_s} \text{Re} \langle v(t, x), \nabla \varphi(t, x) \rangle_{\mathcal{X}_s} d\mu_t,$$

belongs to $L^\infty(I, dt)$ when $I$ is a bounded open interval.

**Proof.** Since $t \in I \to \mu_t \in \mathcal{P}(\mathcal{X}_s)$ is weakly narrowly continuous then it is a Borel family of probability measures (i.e., for any Borel set $B$ of $\mathcal{X}_s$ the map $t \to \mu_t(B)$ is measurable). Thanks to (A0) and (A2), a simple bound gives

$$\int_{\mathcal{X}_s} \|v(t, x)\|_{\mathcal{X}_s} d\mu_t \leq c \int_{\mathcal{X}_s} \|v(t, x)\|_{\mathcal{X}_s} d\mu_t < \infty.$$

\qed
Symmetric hierarchy equations: In order to give a rigorous meaning to the symmetric hierarchy equation given formally in (29), we introduce the following Hilbert rigging $D_0^{(k)} \subset \mathcal{L}_0^{(k)} \subset D_{-\alpha}^{(k)}$, for $\alpha > 0$, as in the preliminary Subsect. 1.1, with $D_0^{(k)} = D((A^{s/2})^{\otimes k})$, equipped with its graph norm and $D_{-\alpha}^{(k)}$ identifies with the dual of the latter space with respect to the inner product of $\mathcal{L}_0^{(k)}$. Moreover, consider the following two Banach spaces:

\begin{align*}
\mathcal{L}_s^{1}(\mathcal{L}_0^{k}) & := \{ T \in \mathcal{L}(D_{-s}^{(k)}, D_s^{(k)}), (A^{s/2})^{\otimes k} T (A^{s/2})^{\otimes k} \in \mathcal{L}_s^{1}(\mathcal{L}_0^{k}) \}, \\
\mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k}) & := \{ T \in \mathcal{L}(D_{-\sigma}^{(k)}, D_{-\sigma}^{(k)}), (A^{-\sigma/2})^{\otimes k} T (A^{-\sigma/2})^{\otimes k} \in \mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k}) \},
\end{align*}

endowed respectively with the norms,

\begin{align*}
\|T\|_{\mathcal{L}_s^{1}(\mathcal{L}_0^{k})} & := \|(A^{s/2})^{\otimes k} T (A^{s/2})^{\otimes k}\|_{\mathcal{L}_s^{1}(\mathcal{L}_0^{k})}, \\
\|T\|_{\mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k})} & := \|(A^{-\sigma/2})^{\otimes k} T (A^{-\sigma/2})^{\otimes k}\|_{\mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k})}.
\end{align*}

For a curve of symmetric hierarchies, $t \in I \rightarrow \gamma_t \in \mathcal{H}(\mathcal{L}_0^{k})$, satisfying the assumption (A1) such that $\mu_t = \Phi^{-1}(\gamma_t) \in \mathcal{H}(\mathcal{L}_0^{k})$, we have defined in Section 1.1 the following operations on $\gamma_t$,

\begin{align*}
C_{j,k}^{\pm} \gamma_t & := \int_{\mathcal{L}_s^{k}} |x^{\otimes k})(x^{\otimes j-1} \otimes v(t,x) \otimes x^{\otimes k-j}| d\mu_t(x), \\
C_{j,k}^{- \pm} \gamma_t & := \int_{\mathcal{L}_s^{k}} |x^{\otimes j-1} \otimes v(t,x) \otimes x^{\otimes k-j})\langle x^{\otimes k}| d\mu_t(x),
\end{align*}

for any $t \in I$, $k \in \mathbb{N}$ and $j = 1, \ldots, k$. Here the projectors in the above integrals,

\begin{align*}
P = |x^{\otimes k})(x^{\otimes j-1} \otimes v(t,x) \otimes x^{\otimes k-j}| \quad \text{and} \quad Q = |x^{\otimes j-1} \otimes v(t,x) \otimes x^{\otimes k-j}\rangle\langle x^{\otimes k}|,
\end{align*}

are well defined operators in $\mathcal{L}(\mathcal{L}_0^{k}, \mathcal{L}_0^{k})$, respectively acting as follows for each fixed $x \in \mathcal{L}_s^{k}$ and for any $\phi \in \mathcal{L}_0^{k}$,

\begin{align*}
P(\phi) = \langle x^{\otimes j-1} \otimes v(t,x) \otimes x^{\otimes k-j}|, \phi\rangle \mathcal{L}_s^{k} \quad \text{and} \quad Q(\phi) = \langle x^{\otimes k}, \phi\rangle \mathcal{L}_s^{k} \quad \langle x^{\otimes j-1} \otimes v(t,x) \otimes x^{\otimes k-j}|.
\end{align*}

Lemma 3.5. Let $v : \mathbb{R} \times \mathcal{L}_s^{k} \rightarrow \mathcal{L}_0^{k}$ a vector field satisfying (A0) and $t \in I \rightarrow \gamma_t \in \mathcal{H}(\mathcal{L}_0^{k})$ a curve satisfying (A1). Then for any $t \in I$, $k \in \mathbb{N}$ and $j = 1, \ldots, k$, the operations (66),

\begin{align*}
C_{j,k}^{\pm} : \mathcal{H}(\mathcal{L}_0^{k}) \rightarrow \mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k}) \\
(\gamma_t^{(k)})_{k \in \mathbb{N}} \rightarrow \left( C_{j,k}^{\pm} \gamma_t^{(k)} \right)_{k \in \mathbb{N}},
\end{align*}

are well defined as Bochner integrals in $\mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k})$ with respect to $\mu_t$.

Proof. One can show that the following maps,

\begin{align*}
x \in \mathcal{L}_s^{k} \rightarrow |x^{\otimes k})(x^{\otimes j-1} \otimes v(t,x) \otimes x^{\otimes k-j}| \in \mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k}), \\
x \in \mathcal{L}_s^{k} \rightarrow |x^{\otimes j-1} \otimes v(t,x) \otimes x^{\otimes k-j})\langle x^{\otimes k}| \in \mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k}),
\end{align*}

are weakly measurable. Since $\mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k})$ is a separable Banach space then by Pettis theorem the above maps are $\mu_t$-Bochner measurable. Moreover, using assumption (A0),(A1) and Lemma 3.3, one shows

\begin{align*}
\int_{\mathcal{L}_s^{k}} \|x^{\otimes k})(x^{\otimes j-1} \otimes v(t,x) \otimes x^{\otimes k-j})\|_{\mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k})} d\mu_t & \leq \int_{\mathcal{L}_s^{k}} \|x\|_{\mathcal{L}_0^{k}}^{2k-1} \|v(t,x)\|_{\mathcal{L}_{-\sigma}} d\mu_t \\
& \leq M,
\end{align*}

for some finite constant $M > 0$. So, we see that the operations (66) are well defined as Bochner integrals in $\mathcal{L}_{-\sigma}^{1}(\mathcal{L}_0^{k})$ with respect to $\mu_t$. \qed
Lemma 3.6. Let \( v : \mathbb{R} \times \mathcal{S}_s \rightarrow \mathcal{L}_{-\sigma} \) a vector field satisfying (A0) and \( t \in I \rightarrow \gamma_t \in \mathcal{H}(\mathcal{Z}_0) \) be a curve satisfying (A1). Then, for any \( k \in \mathbb{N} \) and \( j \in \{1, \cdots, k\} \), the map \( t \in I \rightarrow C_{j,k}^\pm \gamma_t \in \mathcal{L}_{-\sigma}^{1}(\mathcal{Z}_0) \) is Bochner integrable with respect to the Lebesgue measure over the bounded interval \( I \).

Proof. The map \( t \rightarrow (A^{-\sigma/2})^\otimes k C_{j,k}^\pm \gamma_t (A^{-\sigma/2})^\otimes k \in \mathcal{L}_1^{1}(\mathcal{Z}_0) \) is weakly measurable. So, by Pettis theorem \( t \rightarrow C_{j,k}^\pm \gamma_t \in \mathcal{L}_{-\sigma}^{1}(\mathcal{Z}_0) \) is Bochner measurable. Moreover, one easily checks using (67)-(68), (for \( t > t_0 \)),

\[
\int_{t_0}^{t} \left\| C_{j,k}^\pm \gamma_{\tau} \right\|_{\mathcal{L}_{-\sigma}^{1}(\mathcal{Z}_0)} d\tau \leq c_1 \int_{t_0}^{t} \int_{\mathcal{Z}_0} \| x \|^{2k-1}_{\mathcal{Z}_0} \| v(\tau, x) \|_{\mathcal{L}_{-\sigma}} d\mu_{\tau} d\tau \leq c_2 |t - t_0| ,
\]

for some constants \( c_1, c_2 \).

Hence, under the assumption (A0) and the a priori condition (A1) on solutions of the symmetric hierarchy equation (29), the following integral make sense,

\[
t \in I \rightarrow \int_{t_0}^{t} \sum_{j=1}^{k} (C_{j,k}^+ \gamma_{\tau} + C_{j,k}^- \gamma_{\tau}) d\tau \in \mathcal{L}_{-\sigma}^{1}(\mathcal{Z}_0) ,
\]

(69)

and it is continuous with respect to time. So, the hierarchy equation is meaningful and it is consistent with the requirement (A1).

Kernel representation of hierarchy equations: In this paragraph we show that both the Gross-Pitaevskii and the Hartree hierarchies in (1) are particular cases of the abstract symmetric hierarchy equation given in (29) corresponding respectively to the nonlinearities \( g(u) = |u|^2u \) and \( g(u) = V * |u|^2u \) with the vector field \( v \) given according to (38) with the choice (39) and such that the mapping (36) is continuous and bounded on bounded sets. The hierarchy equations (1) are usually understood via the corresponding integral equation,

\[
\gamma^{(k)}(t) = U^{(k)}(t) \gamma^{(k)}(0) - i \int_{0}^{t} U^{(k)}(t - \tau) B_{k} \gamma^{(k+1)}(\tau) d\tau ,
\]

(70)

where \( \gamma^{(k)}(t) \in L^2(\mathbb{R}^d \times \mathbb{R}^d) \) satisfying (5)-(6) are kernels of non-negative trace class operators and \( U^{(k)}(t) \) is the one-parameter group,

\[
U^{(k)}(t) = \prod_{j=1}^{k} e^{it(\Delta_{x_j} - \Delta_{x_j'})}.
\]

For the equation (70) to make sense, one usually looks for solutions satisfying for some \( R > 0 \) and for all \( k \in \mathbb{N} \) and all \( t \in I \) the estimate,

\[
\sup_{t \in I} \left\| \prod_{j=1}^{k} (-\Delta_{x_j} + 1)^{s/2} (-\Delta_{x_j'} + 1)^{s/2} \gamma^{(k)}(t) \right\|_{\mathcal{L}^1(L^2(\mathbb{R}^d))} \leq R^{2k} .
\]

This is exactly the second assumption in (A1), with the choice (39), expressed in terms of trace-class operators. Moreover, if we consider \( \tilde{\gamma}^{(k)}(t) := U^{(k)}(t) \gamma^{(k)}(t) \) then the integral equation (70) gives,

\[
\tilde{\gamma}^{(k)}(t) = \tilde{\gamma}^{(k)}(0) + \int_{0}^{t} \sum_{j=1}^{k} (C_{j,k}^+ \tilde{\gamma}_{\tau} + C_{j,k}^- \tilde{\gamma}_{\tau}) d\tau ,
\]

(71)
where $C_{j,k}^\pm$ are the operations defined in (66). In fact, a simple computation yields
\[
\langle \psi, C_{j,k}^+ \tilde{\gamma}(\tau) \phi \rangle_{L^2(\mathbb{R}^{dk})} = \int_{H^1(\mathbb{R}^d)} \langle \psi | x^{\otimes j} \otimes v(\tau, x) \otimes x^{\otimes k-j} | \phi \rangle \, d\tilde{\mu}_\tau(x)
\]
\[
= -i \int_{H^1(\mathbb{R}^d)} \langle \U(\tau) x^{\otimes j} \otimes g(\U(\tau) x) \otimes (\U(\tau) x)^{\otimes k-j} | \U(\tau) \phi \rangle \, d\tilde{\mu}_\tau(x)
\]
\[
= -i \int_{H^1(\mathbb{R}^d)} \langle \U(\tau) x^{\otimes j} \otimes g(y) \otimes y^{\otimes k-j} | \U(\tau) \phi \rangle \, d\mu_t(y).
\]
Here, $\tilde{\mu}_t = \Phi^{-1}((\tilde{\gamma}(k))_{k \in \mathbb{N}})$ and $\mu_t = \Phi^{-1}((\gamma(k))_{k \in \mathbb{N}})$ where $\Phi$ is the homeomorphism of Corollary 2.11. On the other hand, using (3)-(4) one obtains
\[
\langle \psi, \U(\tau) B_{j,k}^+ \gamma^{(k+1)}(\tau) | \phi \rangle_{L^2(\mathbb{R}^{dk})} = \langle \U(\tau) \phi, B_{j,k}^+ \gamma^{(k+1)}(\tau) \U(\tau) \phi \rangle_{L^2(\mathbb{R}^{dk})},
\]
and a simple computation gives the following kernel-operator identification
\[
B_{j,k}^+ \gamma^{(k+1)}(\tau) \equiv \int_{H^1(\mathbb{R}^d)} \left| y^{\otimes j} \otimes g(y) \otimes y^{\otimes k-j} \right| \, d\mu_t(y) \in \mathcal{L}^{-1} \left( L^2(\mathbb{R}^{dk}) \right).
\]
So that, one proves
\[
- i \U(\tau) B_{j,k}^+ \gamma^{(k+1)}(\tau) \equiv C_{j,k}^+ \tilde{\gamma}(\tau).
\]
This shows the equivalence between the two formulations (71) and (70).

3.2 Characteristic equation

In the sequel, we prove that the Liouville equation (31) is equivalent to another simpler formulation in terms of characteristic functions. This is based on the elementary fact that probability measures can be characterized by their characteristic functions.

**Proposition 3.7.** Let $v : \mathbb{R} \times \mathcal{L}_\sigma \to \mathcal{L}_{-\sigma}$ a vector field satisfying (A0) and $(\mu_t)_{t \in I}$ a curve in $\mathcal{M}(\mathcal{Z}_0)$ satisfying the assumption (A2). Then the following assertions are equivalent:

(i) $(\mu_t)_{t \in I}$ is a solution of the Liouville equation (31).

(ii) $(\mu_t)_{t \in I}$ solves the following characteristic equation, i.e.: $\forall t \in I, \forall y \in \mathcal{L}_\sigma$,
\[
\mu_t(e^{2i\pi \text{Re}(y,.)} x_0) = \mu_0(e^{2i\pi \text{Re}(y,.)} x_0) + 2i\pi \int_{t_0}^t \mu_\tau(e^{2i\pi \text{Re}(y,x)} x_0 \text{ Re}(v(\tau, x); y) x_0) \, d\tau,
\]
where we have used the notation $\mu_t(e^{2i\pi \text{Re}(y,.)} x_0) = \int_{\mathcal{Z}_\sigma} e^{2i\pi \text{Re}(y,x)} x_0 \, d\mu_t(x)$.

**Proof.** We suppose that $(\mu_t)_{t \in I}$ is a solution of the Liouville equation (31) satisfying the assumption (A2). Consider a test function $\varphi(t, x) = \chi(t) \varphi_m(x)$, with $\chi \in \mathcal{C}_0^\infty(I)$ and $\varphi_m$ is given by:
\[
\varphi_m(x) = \cos(2\pi \text{Re}(z, x) x_\sigma) \psi\left(\frac{\text{Re}(z, x) x_\sigma}{m}\right),
\]
for some $z \in \mathcal{L}_{-\sigma}$ fixed and $\psi \in \mathcal{C}_0^\infty(\mathbb{R})$ such that $0 \leq \psi \leq 1$ and equal to 1 in a neighbourhood of 0. So that, the functions $\varphi_m$ converges pointwisely to $\cos(2\pi \text{Re}(z, .) x_\sigma)$ when $m$ tend to $+\infty$. As $(\mu_t)_{t \in I}$ satisfies the Liouville equation (31) and $\varphi \in \mathcal{C}_0^\infty(I \times \mathcal{L}_{-\sigma})$, one can write:
\[
\int_I \int_{\mathcal{Z}_\sigma} \chi'(t) \varphi_m(x) + \text{ Re}(v(t, x); \nabla \varphi_m(x)) x_\sigma \chi(t) \, d\mu_t(x) \, dt = 0.
\]
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A simple computation yields the gradient of \( \varphi_m \),

\[
\nabla \varphi_m(x) = -2\pi \sin(2\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}) \psi(\frac{\Re(z, x)_{\mathcal{F}_{-\sigma}}}{m}) \cdot z + \cos(2\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}) \frac{1}{m} \psi'(\frac{\Re(z, x)_{\mathcal{F}_{-\sigma}}}{m}) \cdot z \in \mathcal{F}_{-\sigma}.
\]

Then, if we replace this writing of \( \nabla \varphi_m \) in the previous integral, we have, using the dominated convergence theorem and the Fubini's theorem,

\[
\int_I \chi'(t) \int_{\mathcal{F}_s} \cos(2\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}) d\mu_t(x) dt = \int_I \chi(t) \int_{\mathcal{F}_s} 2\pi \sin(2\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}) \Re(v(t, x); z)_{\mathcal{F}_{-\sigma}} d\mu_t(x) dt.
\]

In the same way (with \( \varphi_m(x) = \sin(2\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}) \psi(\frac{\Re(z, x)_{\mathcal{F}_{-\sigma}}}{m}) \)), we have a similar identity:

\[
\int_I \chi'(t) \int_{\mathcal{F}_s} \sin(2\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}) d\mu_t(x) dt = -\int_I \chi(t) \int_{\mathcal{F}_s} 2\pi \cos(2\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}) \Re(v(t, x); z)_{\mathcal{F}_{-\sigma}} d\mu_t dt.
\]

And if one sums the first integral with \( i \) times the second one, one obtains:

\[
\int_I \chi'(t) \int_{\mathcal{F}_s} e^{2i\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}} d\mu_t(x) dt = -2i\pi \int_I \chi(t) \int_{\mathcal{F}_s} \Re(v(t, x); z)_{\mathcal{F}_{-\sigma}} e^{2i\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}} d\mu_t(x) dt.
\]

Set

\[
m(t) := \int_{\mathcal{F}_s} e^{2i\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}} d\mu_t(x).
\]

Then the previous equation becomes, in a distributional sense,

\[
\frac{d}{dt} m(t) = 2i\pi \int_{\mathcal{F}_s} \Re(v(t, x); z)_{\mathcal{F}_{-\sigma}} e^{2i\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}} d\mu_t(x).
\]

Since \( m \in L^1(I, dt) \) and \( m' \in L^1(I, dt) \), then \( m \in W^{1,1}(I, \mathbb{R}) \). This proves that \( m \) is absolutely continuous over \( I \) and so the fundamental theorem of analysis holds true for \( m \), i.e,

\[
\forall(t, t_0) \in I^2, \ m(t) = m(t_0) + \int_{t_0}^t m'(s) ds.
\]

Rewriting the latter equality, one essentially obtains the characteristic equation for all \( z \in \mathcal{F}_{-\sigma} \):

\[
\int_{\mathcal{F}_s} e^{2i\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}} d\mu_t(x) = \int_{\mathcal{F}_s} e^{2i\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}} d\mu_0(x) + 2i\pi \int_{t_0}^t \int_{\mathcal{F}_s} \Re(v(\tau, x); z)_{\mathcal{F}_{-\sigma}} e^{2i\pi \Re(z, x)_{\mathcal{F}_{-\sigma}}} d\mu_t(x) dt.
\]

The scalar product \( \langle z, x \rangle_{\mathcal{F}_{-\sigma}} = \langle A^{-\sigma} z, x \rangle_{\mathcal{F}_0} \). So that, if we set \( y = A^{-\sigma} z \in \mathcal{F}_{\sigma} \), we have:

\[
\int_{\mathcal{F}_s} e^{2i\pi \Re(y, x)_{\mathcal{F}_0}} d\mu_t(x) = \int_{\mathcal{F}_s} e^{2i\pi \Re(y, x)_{\mathcal{F}_0}} d\mu_0(x) + 2i\pi \int_{t_0}^t \int_{\mathcal{F}_s} \Re(v(\tau, x); y)_{\mathcal{F}_0} e^{2i\pi \Re(y, x)_{\mathcal{F}_0}} d\mu_t(x) dt.
\]

Conversely, suppose that the measures \((\mu_t)_{t \in I}\) satisfy the characteristic equation (72). Let \( \psi \in \mathcal{C}_0^{\infty}(\mathcal{F}_{-\sigma}) \), then we can write \( \psi(x) \equiv \phi(p(x)) \) where \( p \) is an orthogonal projection on a finite
dimensional subspace of $\mathcal{F}$ and $\phi \in \mathcal{E}_0^\infty(p(\mathcal{F}))$. As $\psi$ is real-valued, one can write using inverse Fourier transform,

$$\psi(x) = \int_{p(\mathcal{F})} \cos(2\pi \text{Re}(z; x)\mathcal{F}) \psi(z) + \sin(2\pi \text{Re}(z; x)\mathcal{F}) \phi(z) dL(z),$$

where $dL$ denotes the Lebesgue measure on $p(\mathcal{F})$ and

$$\mathcal{F}_R(\psi)(z) = \int_{p(\mathcal{F})} \cos(2\pi \text{Re}(z; x)\mathcal{F}) \psi(x) dL(x),$$

$$\mathcal{F}_I(\psi)(z) = \int_{p(\mathcal{F})} \sin(2\pi \text{Re}(z; x)\mathcal{F}) \psi(x) dL(x).$$

Splitting the characteristic equation (72) into real and imaginary part, yields:

$$A = \int_{\mathcal{F}} \cos(2\pi \text{Re}(z; x)\mathcal{F}) d\mu(x) = \int_{\mathcal{F}} \cos(2\pi \text{Re}(z; x)\mathcal{F}) d\mu_0(x) + \int_{t_0}^t \int_{\mathcal{F}} \text{Re}(v(\tau, x); z)\mathcal{F}(-2\pi \sin(2\pi \text{Re}(z; x)\mathcal{F}) d\mu_\tau(x) d\tau,$$

$$B = \int_{\mathcal{F}} \sin(2\pi \text{Re}(z; x)\mathcal{F}) d\mu(x) = \int_{\mathcal{F}} \sin(2\pi \text{Re}(z; x)\mathcal{F}) d\mu_0(x) + \int_{t_0}^t \int_{\mathcal{F}} \text{Re}(v(\tau, x); z)\mathcal{F}(2\pi \cos(2\pi \text{Re}(z; x)\mathcal{F}) d\mu_\tau(x) d\tau.$$

Now, a computation of $\int_{p(\mathcal{F})} (\mathcal{F}_R(\psi) \times A + \mathcal{F}_I(\psi) \times B) dL(z)$ gives:

$$\int_{\mathcal{F}} \psi(x) d\mu(x) = \int_{\mathcal{F}} \psi(x) d\mu_0(x) + \int_{t_0}^t \int_{\mathcal{F}} \text{Re}(v(\tau, x); \nabla \psi(x))\mathcal{F} d\mu_\tau(x) d\tau,$$

with the last term in the above right hand side is obtained using the Fourier inverse formula,

$$\nabla \psi(x)[u] = \int_{p(\mathcal{F})} \left(2\pi \text{Re}(u, z)\mathcal{F} \cos(2\pi \text{Re}(z; x)\mathcal{F})\mathcal{F}_I(\psi)(z) - 2\pi \text{Re}(u, z)\mathcal{F} \sin(2\pi \text{Re}(z; x)\mathcal{F})\mathcal{F}_R(\psi)(z)\right) dL(z),$$

for any $x, u \in p(\mathcal{F})$. This equality shows that, in the distributional sense, we have

$$\frac{d}{dt} \int_{\mathcal{F}} \varphi(x) d\mu(x) = \int_{\mathcal{F}} \text{Re}(v(t, x); \nabla \varphi(x))\mathcal{F} d\mu(x).$$

Multiplying by $\chi(t)$, with $\chi \in \mathcal{E}_0^\infty(I)$, the latter equality and integrating by part the right hand side, one concludes that $(\mu_\tau)_\tau \in I$ satisfies the Liouville equation (31) for any test functions of the form $\varphi(t, x) \equiv \chi(t)\psi(x)$ with $\psi \in \mathcal{E}_0^\infty(\mathcal{F})$. Then using a standard density argument one obtains the Liouville equations (31) for any $\varphi \in \mathcal{E}_0^\infty(I \times \mathcal{F})$.  

\[ \Box \]
3.3 Duality

Once we have defined the characteristic equation (72) and proved its equivalence with the Liouville equation, we proceed to the proof of the duality between the hierarchy equations (69) and the Liouville equations (31) stated in Theorem 1.3.

**Proposition 3.8.** Let \( v : \mathbb{R} \times \mathcal{Z}_s \rightarrow \mathcal{Z}_{-\sigma} \) be a vector field satisfying (A0) and \( t \in I \rightarrow \mu_t \) a curve in \( \mathcal{H}(\mathcal{Z}_0) \) verifying (A2) and solving the Liouville equation (31). Then \( t \in I \rightarrow \gamma_t = \Phi(\mu_t) \) is a curve in \( \mathcal{H}(\mathcal{Z}) \) satisfying (A1) and solving the symmetric hierarchy equation (29).

**Proof.** Remember that Lemma 3.3 says that the assumptions (A2) and (A1) are equivalent. So, it is enough to prove that \( t \rightarrow \gamma_t = \Phi(\mu_t) \) solves the hierarchy equation (29), i.e.,

\[
\forall t \in I , \quad \gamma_t^{(k)} = \gamma_{t_0}^{(k)} + \int_{t_0}^{t} \sum_{j=1}^{k} (C_{j,k}^+ \gamma_\tau + C_{j,k}^- \gamma_\tau) \, d\tau \in \mathcal{L}^{1}_{-\sigma}(\mathcal{Z}_0) .
\]

According to Proposition 3.7, \( (\mu_t)_{t \in I} \) satisfies the characteristic equation (72). So, for any \( y \in \mathcal{Z}_\sigma \), we have:

\[
\frac{d}{dt} \mu_t(e^{2\pi i \text{Re}(y;x) \mathcal{Z}_0}) = 2\pi i \int_{\mathcal{Z}_s} \text{Re}(v(t,x);y) \mathcal{Z}_0 e^{2\pi i \text{Re}(y;x) \mathcal{Z}_0} \, d\mu_t(x) , \quad \text{a.e. } t \in I .
\]

We use the analyticity of the function \( \lambda \rightarrow \mu_t(e^{2\pi i \text{Re}(y;x) \mathcal{Z}_0} \lambda) \) in order to obtain equalities between different order derivatives. Indeed, since \( \mu_t(B_{\mathcal{Z}_0}(0,1)) = 1 \), there exists a constant \( C > 0 \) such that

\[
\int_{\mathcal{Z}_s} |\text{Re}(y;x)\mathcal{Z}_0|^n d\mu_t(x) \leq ||y||_{\mathcal{Z}_0}^n \int_{\mathcal{Z}_s} ||x||_{\mathcal{Z}_0}^n d\mu_t(x) \leq C^n .
\]

One also obtains a similar estimate,

\[
\int_I \int_{\mathcal{Z}_s} |\text{Re}(v(t,x);y)\mathcal{Z}_0||\text{Re}(y;x)\mathcal{Z}_0|^n d\mu_t(x) \, dt \leq \int_I \int_{\mathcal{Z}_s} ||v(t,x)||_{\mathcal{Z}_{-\sigma}} ||x||_{\mathcal{Z}_0}^n d\mu_t(x) \, dt \times ||y||_{\mathcal{Z}_s}^{n+1} ,
\]

\[
\leq ||y||_{\mathcal{Z}_s}^{n+1} \int_I \int_{\mathcal{Z}_s} ||v(t,x)||_{\mathcal{Z}_{-\sigma}} d\mu_t(x) \, dt \leq C^{n+2} ,
\]

since \( I \) is bounded, \( v \) satisfies (A0) and \( \mu_t \) concentrates on \( B_{\mathcal{Z}_0}(0,R) \) for some constant \( R > 0 \) independent of time. Hence, with these inequalities, we can write, since \( (\mu_t)_{t \in I} \) satisfies (72):

\[
\int_{\mathcal{Z}_s} \sum_{n=0}^{\infty} \frac{(2i\pi \text{Re}(y;x)\mathcal{Z}_0)^n \lambda^n}{n!} d\mu_t(x) = \int_{\mathcal{Z}_s} \sum_{n=0}^{\infty} \frac{(2i\pi \text{Re}(y;x)\mathcal{Z}_0)^n \lambda^n}{n!} d\mu_{t_0}(x) + \int_{t_0}^{t} \int_{\mathcal{Z}_s} \text{Re}(v(\tau,x);y) \mathcal{Z}_0 \sum_{n=0}^{\infty} \frac{(2i\pi \text{Re}(y;x)\mathcal{Z}_0)^n \lambda^n}{n!} d\mu_\tau(x) \, d\tau .
\]

Part by part, this gives the equality:

\[
\int_{\mathcal{Z}_s} \frac{(2i\pi)^n}{n!} (\text{Re}(y;x)\mathcal{Z}_0)^n d\mu_t(x) = \int_{\mathcal{Z}_s} \frac{(2i\pi)^n}{n!} (\text{Re}(y;x)\mathcal{Z}_0)^n d\mu_{t_0}(x) + 2i\pi \int_{t_0}^{t} \int_{\mathcal{Z}_s} \text{Re}(v(\tau,x);y) \mathcal{Z}_0 \frac{(2i\pi)^{n-1}}{(n-1)!} (\text{Re}(y;x)\mathcal{Z}_0)^{n-1} d\mu_\tau(x) \, d\tau .
\]

Writing

\[
(\text{Re}(y;x)\mathcal{Z}_0)^n = \frac{1}{2^n} \sum_{k=0}^{n} C_n^k (y;x)_{\mathcal{Z}_0}^k (y;x)_{\mathcal{Z}_0}^{n-k} ,
\]
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and noticing that the $U(1)$-invariance of the measures $\mu_t$ yields for any $0 \leq k \leq n$ except $k = n/2$,
\[
\int_{x} \langle y, x \rangle^k \langle x, y \rangle^{n-k} \, d\mu_t(x) = 0;
\]
then one concludes that in the case $n = 2k$,
\[
\int_{x} (\Re \langle y, x \rangle)^n \, d\mu_t(x) = \frac{1}{2^{2k}} \int_{x} C_{2k}^k |\langle y, x \rangle|^{2k} \, d\mu_t(x).
\]
This gives
\[
\frac{1}{2^{2k}} \int_{x} C_{2k}^k |\langle y, x \rangle|^{2k} \, d\mu_t(x) = \frac{1}{2^{2k}} \int_{x} C_{2k}^k |\langle y, x \rangle|^{2k} \, d\mu_0(x) +
\int_{t_0}^{t} \int_{x} \Re \langle v(\tau, x); y \rangle \, d\mu_t(x) \, d\tau.
\]
The last term in the above equality can also be simplified thanks the $U(1)$-invariance of the vector field $v$ and the measures $\mu_t$. Indeed, if we develop
\[
\Re \langle v(\tau, x); y \rangle \, d\mu_0 = \frac{1}{2} \langle v(\tau, x), y \rangle \, d\mu_0 + \frac{1}{2} \langle y, v(\tau, x) \rangle \, d\mu_0,
\]
and write,
\[
\int_{x} \Re \langle v(\tau, x); y \rangle \, d\mu_0 \left( \sum_{j=0}^{2k-1} C_{2k-1}^j \langle y, x \rangle \, d\mu_t(x) \right) =
\]
\[
\frac{1}{2} \sum_{j=0}^{2k} C_{2k-1}^j \int_{x} \Re \langle v(\tau, x); y \rangle \, d\mu_t(x)
\]
\[
+ \frac{1}{2} \sum_{j=0}^{2k} C_{2k-1}^j \int_{x} \langle y, v(\tau, x) \rangle \, d\mu_t(x),
\]
then using the gauge invariance, one notices that the sum in (74) reduces to $j = k$ while the sum (75) reduces to $j = k - 1$. So that, we have:
\[
\int_{x} \Re \langle v(\tau, x); y \rangle \, d\mu_0 \left( \sum_{j=0}^{2k-1} C_{2k-1}^j \langle y, x \rangle \, d\mu_t(x) \right) =
\]
\[
\frac{1}{2} C_{2k-1}^k \int_{x} \langle v(\tau, x); y \rangle \, d\mu_t(x) + \frac{1}{2} C_{2k-1}^{k-1} \int_{x} \langle y, v(\tau, x) \rangle \, d\mu_t(x).
\]
And then, we can finally write:
\[
\int_{x} |\langle y, x \rangle|^{2k} \, d\mu_t(x) = \int_{x} |\langle y, x \rangle|^{2k} \, d\mu_0(x) +
\int_{t_0}^{t} \int_{x} \left( \frac{2k}{C_{2k}^k} C_{2k}^{k-1} \langle y \otimes x^{(k)}; y \otimes x^{(k-1)} \rangle \, d\mu_t(x) +
\frac{2k}{C_{2k}^k} C_{2k}^{k-1} \langle y \otimes x^{(k)}; v(\tau, x) \otimes x^{(k-1)} \rangle \, d\mu_t(x) \right) dt
\]
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Taking into account the U(1) invariance of the measures $\mu_t$, one shows

$$\int_{\mathcal{Z}_n} e^{2i\pi \text{Re}(z,x) \gamma} d\mu_t(x) = \sum_{k \geq 0} \frac{(-1)^k \pi^{2k}}{(k!)^2} \int_{\mathcal{Z}_n} |\langle z, x \rangle|^{2k} d\mu_t(x).$$

Indeed, we have the estimate

$$\int_{\mathcal{Z}_n} |\langle z, x \rangle|^{2k} d\mu_t(x) \leq ||z||^{2k}_{\mathcal{Z}_n} \int_{\mathcal{Z}_n} C^{2k} ||x||^{2k}_{\mathcal{Z}_n} d\mu_t(x) \leq ||z||^{2k}_{\mathcal{Z}_n} C^{2k} R^{2k}.$$
Taking \( y = A^{-\sigma/2}z \in \mathcal{L}_\sigma \) hence \( \langle z, x \rangle_{\mathcal{L}_\sigma} = \langle y, x \rangle_{\mathcal{L}_0} \), and consequently

\[
\int_{\mathcal{L}_\sigma} e^{2i\pi \text{Re}(z;x)} d\mu_t(x) = \sum_{k \geq 0} \frac{(-1)^k \pi^{2k}}{(k!)^2} \langle y^{(k)} , \gamma_t^{(k)} \rangle_{\mathcal{L}_0},
\]

with \( \gamma_t \) satisfying the symmetric hierarchy equation (29) and having the integral representation given by \( \gamma_t = \Phi(\mu_t) \). This leads us to the equality (76). As the computation of the last proof can be done reversely, we conclude that the set of measures \( (\mu_t)_{t \in J} \) satisfies the characteristic equation (72) and therefore the Liouville (31) according to Prop. 3.7.

\[\square\] 4 Uniqueness and existence principles

As explained in the introduction the duality between the hierarchy and the Liouville equations allows us to benefit from the recent advances in measure transportation theory, see e.g. [18, 2, 4, 78]. In particular, the questions of uniqueness for continuity equations in finite dimension are by now quite well understood through either the method of characteristics or a superposition principle [19]. The latter approach is very powerful and it is based in a sort of probabilistic representation of solutions of a continuity equation. In particular, the two first authors consider in [11] the question of well-posedness of general Liouville equations related to nonlinear PDEs. In this section, we will improve the results of [11].

4.1 Probabilistic representation

We recall a powerful probabilistic representation for solutions of the Liouville’s equation (31) given in Prop. 4.1 below and proved in a previous work of the two first authors in [11]. This result was inspired and stimulated by the ones proved in finite dimension in [78, Theorem 4.1] and [4, Theorem 8.2.1 and 8.3.2] and the one in infinite dimension proved in [13, Proposition C.2].

Recall that \((\mathcal{L}_s, \mathcal{L}_0, \mathcal{L}_\sigma)\) is the triple of spaces introduced in Section 1.1 with \(0 \leq s \leq \sigma\) and \(I\) is always considered as bounded open interval. We denote by

\[
\mathfrak{X} = \mathcal{L}_\sigma \times \mathcal{C}(\bar{I}, \mathcal{L}_\sigma),
\]

and endow such a product space with the following norm

\[
|||(x, \varphi)|||_\mathfrak{X} = ||x||_{\mathcal{L}_\sigma} + \sup_{t \in I} ||\varphi(t)||_{\mathcal{L}_\sigma}.
\]

Here \(\mathcal{L}_\sigma\) is considered as a real Hilbert space. For each \(t \in I\), we define the evaluation map over the space \(\mathfrak{X}\) as,

\[e_t : (x, \varphi) \in \mathfrak{X} \longmapsto \varphi(t) \in \mathcal{L}_\sigma.\]

**Proposition 4.1.** Let \(v : \mathbb{R} \times \mathcal{L}_s \to \mathcal{L}_\sigma\) be a Borel vector field such that \(v\) is bounded on bounded sets. Let \(t \in I \to \mu_t \in \mathfrak{P}(\mathcal{L}_s)\) be a weakly narrowly continuous solution in \(\mathfrak{P}(\mathcal{L}_\sigma)\) of the Liouville equation (31) defined on an open bounded interval \(I\). Then there exists \(\eta\) a Borel probability measure, on the space \((\mathfrak{X}, || \cdot ||_\mathfrak{X})\) given in (78), satisfying:

(i) \(\eta\) is concentrated on the set of points \((x, \gamma) \in \mathfrak{X}\) such that the curves \(\gamma \in W^{1,1}(I, \mathcal{L}_\sigma)\) and are solutions of the initial value problem \(\dot{\gamma}(t) = v(t, \gamma(t))\) for a.e. \(t \in I\) and \(\gamma(t) \in \mathcal{L}_s\) for a.e. \(t \in I\) with \(\gamma(t_0) = x \in \mathcal{L}_s\) for some fixed \(t_0 \in I\).

(ii) \(\mu_t = (e_t)_\sharp \eta\) for any \(t \in I\).
Remark 4.2. Proposition 4.1 is proved in [11, Prop. 4.1]. However, some slight differences between the two statements may catch the reader’s attention. So, we explain how the Prop. 4.1 is a straightforward reformulation of [11, Prop. 4.1]. In fact, there are two points:

• In [11, Prop. 4.1], an abstract rigged Hilbert space \((\mathfrak{X}, \mathfrak{Z}_0, \mathfrak{Z}_1')\) is used. With the framework here we are allowed to take \(\mathfrak{Z}_1 = \mathfrak{Z}_0, \mathfrak{Z}_0 = \mathfrak{Z}_0')\) so that \(\mathfrak{Z}_1\) identifies with \(\mathfrak{Z}_0\).

• The space \(\mathfrak{X}\) in [11, Prop. 4.1] is equipped with a different norm from the one used here. However, it is easy to see that the Borel sets of \(\mathfrak{X}\) are the same for both norms (see Lemma C.1 in the Appendix C).

As one can see below the existence of such measure \(\eta\) has important implications. In particular, the existence of well defined flow for the initial value problem (ivp). For this we have first to establish some properties of the measure \(\eta\). Consider the set

\[
\mathcal{L}^\infty(\bar{I}, \mathfrak{Z}_s) = \{u \in \mathcal{C}(\bar{I}, \mathfrak{Z}_{-\sigma}) : \sup_{t \in \bar{I}} ||u(t)||_{\mathfrak{Z}_s} < \infty\}.
\]

Lemma 4.3. Assume the same assumptions as in Prop. 4.1 and suppose that the curve \(t \in I \rightarrow \mu_t \in \mathfrak{Y}(\mathfrak{Z}_0)\) satisfies (A2). Then

\[
\mathcal{F}_{t_0} := \{(x, \gamma) \in \mathfrak{Z}_s \times \mathcal{L}^\infty(\bar{I}, \mathfrak{Z}_s) ; \gamma(t) = x + \int_{t_0}^t v(s, \gamma(s)) ds, \forall t \in \bar{I}\},
\]

is a Borel subset of \(\mathfrak{X}\) satisfying \(\eta(\mathcal{F}_{t_0}) = 1\) where \(\eta\) is the probability measure given in Prop 4.1.

Proof. We first prove that \(\mathcal{L}^\infty(\bar{I}, \mathfrak{Z}_s)\) is a Borel subset of the space \(\mathcal{C}(\bar{I}, \mathfrak{Z}_{-\sigma})\) endowed with the norm of the uniform convergence,

\[
||u||_{\mathcal{C}(I, \mathfrak{Z}_{-\sigma})} = \sup_{t \in \bar{I}} ||u(t)||_{\mathfrak{Z}_{-\sigma}}.
\]

Indeed, the map

\[
\phi_n : \mathcal{C}(\bar{I}, \mathfrak{Z}_{-\sigma}) \rightarrow \mathbb{R}
\]

\[
u \mapsto \sup_{t \in \bar{I}} ||A^{\frac{-\sigma}{2}}(1 + \frac{A}{n})^{-\frac{\sigma}{2}} u(t)||_{\mathfrak{Z}_{-\sigma}}
\]

is clearly continuous (since \(\phi_n\) defines an equivalent norm on \(\mathcal{C}(\bar{I}, \mathfrak{Z}_{-\sigma})\)) and converges, as \(n \rightarrow \infty\), to

\[
\phi(u) = \begin{cases} 
\infty & \text{if } u \notin \mathcal{L}^\infty(\bar{I}, \mathfrak{Z}_s) \\
\sup_{t \in \bar{I}} ||u(t)||_{\mathfrak{Z}_s} & \text{if } u \in \mathcal{L}^\infty(\bar{I}, \mathfrak{Z}_s).
\end{cases}
\]

Since \(\phi\) is measurable, the subsets

\[
\mathcal{L}^\infty(\bar{I}, \mathfrak{Z}_s) = \phi^{-1}(\mathbb{R}) \quad \text{and} \quad \mathcal{L}^\infty_m(\bar{I}, \mathfrak{Z}_s) := \phi^{-1}([0, m]),
\]

are Borel. Furthermore, with a similar argument, one also proves that \(\mathfrak{Z}_s\) is a Borel subset of \(\mathfrak{Z}_{-\sigma}\) (see e.g. [11, Appendix]). Hence, \(\mathfrak{Z}_s \times \mathcal{L}^\infty_m(\bar{I}, \mathfrak{Z}_s)\) is a Borel subset of the space \(\mathfrak{X}\) endowed with the norm (79). And consequently, the Borel \(\sigma\)-algebra of \((\mathfrak{Z}_s \times \mathcal{L}^\infty(\bar{I}, \mathfrak{Z}_s), || \cdot ||_{\mathfrak{X}})\) coincides with the \(\sigma\)-algebra of all Borel sets of \((\mathfrak{X}, || \cdot ||_{\mathfrak{X}})\) contained in \(\mathfrak{Z}_s \times \mathcal{L}^\infty_m(\bar{I}, \mathfrak{Z}_s)\).

Now, we claim that the map \(\psi_m : \mathfrak{Z}_s \times \mathcal{L}^\infty_m(\bar{I}, \mathfrak{Z}_s) \rightarrow \mathbb{R}\) defined by

\[
\psi_m(x, u) = \sup_{t \in \bar{I}} ||u(t) - x - \int_{t_0}^t v(\tau, u(\tau)) d\tau||_{\mathfrak{Z}_{-\sigma}}
\]
is measurable. In fact, we have the following composition of measurable maps
\[
[t_0, t] \times \mathcal{L}_m^\infty(I, \mathcal{Z}_s) \xrightarrow{(1)} I \times \mathcal{Z}_s \xrightarrow{(2)} \mathcal{Z}_{-\sigma} \xrightarrow{(3)} \mathbb{R}
\]
where (2) is measurable by (A0), (3) is continuous for any \( y \in \mathcal{Z}_{-\sigma} \) and (1) is also measurable since \( \mathcal{Z}_s \) is a Borel subset of \( \mathcal{Z}_{-\sigma} \) and (1) is continuous if it is considered as a mapping into \( I \times \mathcal{Z}_{-\sigma} \). Applying Lemma C.2 in the Appendix C, one concludes that the following mappings are measurable for any \( t \in I \),
\[
\mathcal{L}_m^\infty(I, \mathcal{Z}_s) \rightarrow \mathbb{R}
\]
\[
u \rightarrow \int_{t_0}^{t} \Re(v(\tau, u(\tau)), y) \, d\tau.
\]
Since \( \mathcal{Z}_{-\sigma} \) is a separable Hilbert space then by Pettis theorem, weak measurability and strong measurability coincide; and this implies that the mappings
\[
\mathcal{L}_m^\infty(I, \mathcal{Z}_s) \rightarrow \mathcal{Z}_{-\sigma}
\]
\[
u \rightarrow \int_{t_0}^{t} v(\tau, u(\tau)) \, d\tau.
\]
are actually measurable for any \( t \in I \). Notice that the latter integrand is Bochner integrable thanks to the assumption (A0) and the fact that \( u(\cdot) \) is a bounded function valued in \( \mathcal{Z}_s \). So, combining this with the continuity of the mappings,
\[
\mathcal{Z}_s \times \mathcal{L}_m^\infty(I, \mathcal{Z}_s) \rightarrow \mathcal{Z}_{-\sigma}
\]
\[(x, u) \rightarrow u(t) - x,
\]
then one concludes that
\[
\mathcal{Z}_s \times \mathcal{L}_m^\infty(I, \mathcal{Z}_s) \rightarrow \sup_{t \in \mathbb{Q} \cap I} \left\| u(t) - x - \int_{t_0}^{t} v(\tau, u(\tau)) \, d\tau \right\|_{\mathcal{Z}_{-\sigma}}
\]
is measurable. Using the assumption (A0), one shows that the curve \( t \rightarrow u(t) - x - \int_{t_0}^{t} v(\tau, u(\tau)) \, d\tau \in \mathcal{Z}_{-\sigma} \) is continuous for any fixed \( x \in \mathcal{Z}_s \) and \( u \in \mathcal{L}_m^\infty(I, \mathcal{Z}_s) \subset \mathcal{C}(I, \mathcal{Z}_{-\sigma}) \). Hence,
\[
\sup_{t \in \mathbb{Q} \cap I} \left\| u(t) - x - \int_{t_0}^{t} v(\tau, u(\tau)) \, d\tau \right\|_{\mathcal{Z}_{-\sigma}} = \sup_{t \in I} \left\| u(t) - x - \int_{t_0}^{t} v(\tau, u(\tau)) \, d\tau \right\|_{\mathcal{Z}_{-\sigma}},
\]
and therefore
\[
\mathcal{F}_{t_0} = \bigcup_{m \in \mathbb{N}} \psi_{m}^{-1}(\{0\})
\]
is a Borel subset of \( \mathcal{X} \). Furthermore, using Prop. 4.1-(ii), one proves for all \( t \in I, k \in \mathbb{N} \) and \( M \geq R \),
\[
\int_{\mathcal{Z}_{-\sigma}} 1_{B_{\mathcal{X}_s}(0, M)}(x) \left\| x \right\|_{\mathcal{Z}_s}^{2k} \, d\mu(x) = \int_{\mathcal{X}} 1_{B_{\mathcal{X}_s}(0, M)}(u(t)) \left\| u(t) \right\|_{\mathcal{Z}_s}^{2k} \, d\eta(x, u) \leq R^{2k},
\]
since the function \( \varphi : \mathcal{Z}_{-\sigma} \rightarrow \mathbb{R}, \varphi(x) = 1_{B_{\mathcal{X}_s}(0, M)}(x) \left\| x \right\|_{\mathcal{Z}_s}^{2k} \) is Borel and bounded. So, by Fatou’s lemma and assumption (A2), letting \( M \rightarrow \infty \) yields
\[
\int_{\mathcal{X}} \left\| u(t) \right\|_{\mathcal{Z}_s}^{2k} \, d\eta(x, u) \leq R^{2k}.
\]
On the other hand, by Hölder’s inequality
\[
\int_{\mathcal{X}} |u(\cdot)|_{L^k(I, \mathcal{X})} \, d\eta(x, u) \leq \left( \int_{I} \left( \int_{\mathcal{X}} |u(t)|_{\mathcal{X}}^{2k} \, d\eta(x, u) \right)^{1/2k} \, dt \right)^{1/2k} \leq |I|^{1/2k} R.
\]
Again by Fatou’s lemma, letting \( k \to \infty \) gives
\[
\int_{\mathcal{X}} |u(\cdot)|_{L^\infty(I, \mathcal{X})} \, d\eta(x, u) \leq R.
\]
So the norm \( |u(\cdot)|_{L^\infty(I, \mathcal{X})} \) is finite for \( \eta \)-a.e. \((x, u) \in \mathcal{X}\). Combining this fact with Prop. 4.1-(i) one concludes that there exists an \( \eta \)-negligible set \( \mathcal{N} \) such that
\[
\mathcal{N}^c \subset \mathcal{F}_{t_0} \quad \text{and} \quad \eta(\mathcal{N}) = 0.
\]
Notice that if \( u(\cdot) \) is a solution of \((ivp)\) with \( u(\cdot) \in L^\infty(I, \mathcal{X}_s) \cap W^{1,1}(I, \mathcal{X}_{\sigma}) \) then \( u(\cdot) \) satisfies the integral equation (24) and \( u(\cdot) \in L^\infty(I, \mathcal{X}_s) \cap W^{1,\infty}(I, \mathcal{X}_{\sigma}) \) (i.e. \( u(\cdot) \) is a weak solution according to Definition 1.1). In particular, \( u(\cdot) \) belongs to \( L^\infty(I, \mathcal{X}_s) \) and it is weakly continuous in \( \mathcal{X}_s \).

Finally since \( \mathcal{F}_{t_0} \) is measurable, then \( \eta(\mathcal{F}_{t_0}) = 1 \).

\[\square\]

**Lemma 4.4.** Assume the same assumptions as in Prop. 4.1 and suppose that uniqueness of weak solution for the \((ivp)\) holds true. Then
\[
\mathcal{G}_{t_0} := \left\{ x \in \mathcal{X}_s : \exists \gamma \in L^\infty(I, \mathcal{X}_s) \text{ s.t. } (x, \gamma) \in \mathcal{F}_{t_0} \right\},
\]
is a Borel subset of \( \mathcal{X}_s \).

**Proof.** Recall the following known result in measure theory [80, Thm. 3.9]. Let \( X_1, X_2 \) two complete metric spaces and \( E_1 \subset X_1, E_2 \subset X_2 \) two subsets such that \( E_1 \) is Borel. If \( \varphi : E_1 \to X_2 \) is a measurable one-to-one map such that \( \varphi(E_1) = E_2 \); then \( E_2 \) is a Borel subset of \( X_2 \). Using such argument, one shows the claimed result. Indeed, consider \( X_1 = (\mathcal{X}, \| \cdot \|_\mathcal{X}), X_2 = (\mathcal{X}_{\sigma}, \| \cdot \|_{\mathcal{X}_{\sigma}}) \) two complete normed spaces and \( \varphi \) given by
\[
\varphi : \quad \mathcal{X} \quad \to \quad \mathcal{X}_{\sigma},
\]
\[
(x, u) \quad \to \quad x.
\]
Then, clearly \( \varphi \) is a continuous map. Hence by Lemma 4.3, its restriction \( \varphi_{|\mathcal{F}_{t_0}} : \mathcal{F}_{t_0} \to \mathcal{X}_{\sigma} \) is a measurable map. Now, the uniqueness hypothesis for weak solutions of the initial value problem \((ivp)\), shows that \( \varphi_{|\mathcal{F}_{t_0}} \) is one-to-one. Hence, the set
\[
\mathcal{G}_{t_0} = \varphi_{|\mathcal{F}_{t_0}}(\mathcal{F}_{t_0}),
\]
is Borel in \( \mathcal{X}_{\sigma} \). Since \( \mathcal{G}_{t_0} \subset \mathcal{X}_s \) then it is also a Borel subset of \( \mathcal{X}_s \).

\[\square\]

**Proposition 4.5.** Assume the same assumptions as in Prop. 4.1 and suppose that uniqueness of weak solutions of the \((ivp)\) holds true. Then the map
\[
\phi(t, t_0) : \mathcal{G}_{t_0} \quad \to \quad \mathcal{X}_s
\]
\[
x \quad \to \quad u(t)
\]
where \( u(\cdot) \) is the unique curve in \( L^\infty(I, \mathcal{X}_s) \cap W^{1,\infty}(I, \mathcal{X}_{\sigma}) \) satisfying \( u(t) = x + \int_{t_0}^{t} v(\tau, u(\tau)) \, d\tau \), for all \( t \in I \); is a well defined Borel map.
Proof. Examining the proof of Lemma 4.4, one notices that the inverse map
\[
\varphi^{-1} : \mathcal{G}_{t_0} \rightarrow \mathcal{F}_{t_0}, ~ x \rightarrow (x, u)
\]
is well defined and measurable. Moreover, the function $u$ such that $\varphi^{-1}(x) = (x, u)$ is the unique weak solution of the initial value problem (ivp) satisfying $u(t_0) = x$. The following composition
\[
\phi(t, t_0) : \mathcal{G}_{t_0} \xrightarrow{\varphi^{-1}} \mathcal{F}_{t_0} \xrightarrow{e_t} \mathcal{Z}_{-\sigma}
\]
yields a well defined measurable map. Since $\phi(t, t_0)(\mathcal{G}_{t_0}) \subset \mathcal{Z}_{s}$ and $\mathcal{Z}_{s}$ is a Borel subset of $\mathcal{Z}_{-\sigma}$, then the claimed statement is proved. \hfill \Box

4.2 Existence and uniqueness of solutions

**Theorem 4.6.** Let $\nu : \mathbb{R} \times \mathcal{Z}_{s} \rightarrow \mathcal{Z}_{-\sigma}$ be a vector field satisfying (A0). Then uniqueness of weak solutions over a bounded open interval $I$ for the initial value problem (ivp) implies the uniqueness of solutions over $I$ of the Liouville equation (31) satisfying the assumption (A2).

**Proof of Thm. 1.4 and 4.6:** Thanks to the duality between hierarchy equations and Liouville equations, one only needs to prove Thm. 4.6. Indeed, assume the assumptions stated in Thm. 4.6 and suppose that we have two curves $t \in I \rightarrow \mu_t \in \mathfrak{P}(\mathcal{Z}_{s})$ and $t \in I \rightarrow \nu_t \in \mathfrak{P}(\mathcal{Z}_{s})$ both satisfying (A1) and such that $\mu_{t_0} = \nu_{t_0}$ for some $t_0 \in I$. Then applying Prop. 4.1, one gets the existence of two Borel probability measures $\eta_1$ and $\eta_2$ on the space $\mathcal{X}$ satisfying respectively (i)-(ii). So that, for any bounded Borel function $f : \mathcal{Z}_{s} \rightarrow \mathbb{R}$, we have
\[
\int_{\mathcal{Z}_{s}} f(x) d\mu_t(x) = \int_{\mathcal{X}} f(u(t)) d\eta_1(x, u) = \int_{\mathcal{F}_{t_0}} f(\phi(t, t_0)(x)) d\eta_1(x, u) = \int_{\mathcal{G}_{t_0}} f \circ \phi(t, t_0)(x) d\mu_{t_0}(x).
\]
Recall that $\mathcal{F}_{t_0}$, $\mathcal{G}_{t_0}$ and $\phi(\cdot, \cdot)$ are given respectively in Lemma 4.3, Lemma 4.4 and Proposition 4.5. Moreover, in the last identities we have used the fact that $e_t|_{\mathcal{F}_{t_0}} = \mu_t$, the concentration property $\eta_1(\mathcal{F}_{t_0}) = 1$ in Lemma 4.3 and the measurability of the map $\phi(t, t_0)$ in Lemma 4.4. So, one concludes for any $t \in I$,
\[
\mu_t = \phi(t, t_0)|_{\mathcal{Z}} \mu_{t_0}.
\]
Repeating the same argument for $\nu_t$ yields the same result so that for any $t \in I$,
\[
\mu_t = \phi(t, t_0)|_{\mathcal{Z}} \mu_{t_0} = \phi(t, t_0)|_{\mathcal{Z}} \nu_{t_0} = \nu_t.
\]

We state an existence result of solutions for the Liouville equation (31).

**Proposition 4.7.** Let $\nu : \mathbb{R} \times \mathcal{Z}_{s} \rightarrow \mathcal{Z}_{-\sigma}$ a Borel vector field which is bounded on bounded sets and let $I$ be a bounded open interval with $t_0 \in I$ a fixed initial time. Assume that there exists a Borel set $\mathcal{A}$ of $\mathcal{Z}_{s}$ and a Borel map $\phi : \bar{I} \times \mathcal{A} \rightarrow \mathcal{Z}_{s}$ which is bounded on bounded sets and such that for any $x \in \mathcal{A}$ the curve $t \in \bar{I} \rightarrow \phi(t, x)$ is a weak solution of the initial value problem (ivp) satisfying $\phi(t_0, x) = x$. Then for any Borel probability measure $\nu \in \mathfrak{P}(\mathcal{Z}_{s})$, such that $\nu$ is concentrated on $\mathcal{A}$ and on a bounded subset of $\mathcal{Z}_{s}$, there exists a solution $t \in I \rightarrow \mu_t$ to the Liouville equation (17) given by
\[
\mu_t = \phi(t, \cdot)|_{\mathcal{Z}} \nu, \tag{82}
\]
satisfying $\mu_{t_0} = \nu$. Furthermore, $t \in I \rightarrow \mu_t$ is strongly narrowly continuous in $\mathfrak{P}(\mathcal{Z}_{-\sigma})$.  
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Proof. Since the map $\phi$ is Borel then $\phi(t, \cdot) : A \to Z_s$ is also Borel. So, one can define $\mu_t$ according to (82) as a Borel probability measure on $Z_s$ or $Z_\sigma$. Moreover, for any bounded continuous function $f : Z_\sigma \to \mathbb{R}$, one easily checks that

$$t \in I \mapsto \int_{Z_\sigma} f(x) \, d\mu_t = \int_A f(\phi(t, x)) \, d\nu,$$

is continuous. So, the curve $t \in I \to \mu_t$ is strongly (weakly) narrowly continuous in $\Psi(Z_\sigma)$ and satisfies $\mu_{t_0} = \nu$. It still to prove that $t \in I \to \mu_t$ is a solution of the Liouville equation (17). Let $\psi \in C^\infty_0(\mathbb{R}^n)$ and $(e_1, \ldots, e_n)$ an orthonormal family in $Z_\sigma$. Here $Z_{-\sigma} = (Z_{-\sigma}, \mathbb{R})$ is considered as real Hilbert space. We use the notation in (30),

$$\pi(x) = ((x, e_1)_{Z_{-\sigma}, \mathbb{R}}, \ldots, (x, e_n)_{Z_{-\sigma}, \mathbb{R}}),$$

so that $\varphi(x) = \psi(\pi(x)) \in C^\infty_0_{cyl}(Z_\sigma)$. Then a simple computation yields

$$\frac{d}{dt} \int_{Z_s} \varphi(x) \, d\mu_t(x) = \int_A \sum_{j=1}^n \frac{d}{dt} \langle \phi(t, x), e_j \rangle_{Z_{-\sigma}, \mathbb{R}} \partial_j \psi \langle \langle \phi(t, x), e_1 \rangle_{Z_{-\sigma}, \mathbb{R}}, \ldots, \langle \phi(t, x), e_n \rangle_{Z_{-\sigma}, \mathbb{R}} \rangle \, d\nu$$

$$= \int_{Z_s} \langle v(t, y), \nabla \varphi(y) \rangle_{Z_{-\sigma}, \mathbb{R}} \, d\mu_t(y).$$

The last equalities follow using two arguments: First, $t \to \phi(t, x)$ is a weak solution of the initial value problem (ivp) for any $x \in A$ and it is an absolutely continuous curve in $Z_\sigma$. Second, $\nu$ is concentrated on a bounded set of $Z_s$ and $\phi$ and $v$ are bounded on bounded sets. So, one can use dominated convergence in order to switch between time derivatives and integration. A standard density argument gives the Liouville equation (17) with the measures $(\mu_t)_{t \in I}$. 

\[\square\]

**Proof of Thm. 1.5:** Again we use the duality between hierarchy equations and Liouville equations proved in Prop. 3.8 and 3.9. Recall that we have also proved a duality between the assumptions (A1) and (A2) in Lemma 3.3. So, for any $\gamma \in \mathcal{H}(Z_0)$ satisfying the hypothesis of Thm. 1.5 there exists, by Prop. 2.3, a probability measure $\nu \in \mathcal{M}(Z_0)$ such that

$$\gamma^{(k)} = \int_{Z_s} |\varphi^{\otimes k}| \langle \varphi^{\otimes k} \rangle \, d\nu(\varphi), \quad \forall k \in \mathbb{N}.$$ 

Moreover, according to Lemma 3.1 the measure $\nu$ is concentrated on a bounded subset of $Z_s$. Applying Prop. 4.7 then there exits a solution $t \in I \to \mu_t \in \Psi(Z_s)$ of the Liouville equation (31) satisfying the initial condition $\mu_{t_0} = \nu$. Notice also that since the map $\phi$ transform bounded sets on bounded sets of $Z_s$, then $\mu_t$ concentrates on a ball $B_{Z_s}(0, R)$ for all $t \in I$. Taking for any $k \in \mathbb{N}$,

$$\gamma_t^{(k)} = \int_{Z_s} |\varphi^{\otimes k}| \langle \varphi^{\otimes k} \rangle \, d\mu_t(\varphi),$$

then one easily checks that $t \in I \to \gamma_t = (\gamma_t^{(k)})_{k \in \mathbb{N}}$ satisfies (A1) and solves the hierarchy equation (29) according to Prop. 3.8 since $t \in I \to \mu_t$ solves the Liouville equation. 

\[\square\]

**Proof of Prop 1.8 and 1.9:** We can not use directly Thm. 1.4 because the results in Prop 1.8 and 1.9 are of conditional type. However, the proof is quite similar and uses Proposition 4.1 as well and follows the same scheme as in Thm. 1.4. So, we just indicate the main point in the proof. Notice that the vector field $v$ given in (43) may not be bounded on bounded sets of $L^2(\mathbb{R}^d)$. Nevertheless, the Proposition 4.1 (or [11, Prop. 4.1]) still holds true under the following weaker assumption,

$$\int_I \int_{L^2} ||v(t, x)||_{H^{-1}(\mathbb{R}^d)} \, d\mu_t(x) \, dt < \infty.$$
The above inequality can be checked by simply using (42) and (44). Hence, there exists a probability measure \( \eta \) over the space \( X \), defined as in (78), which concentrates on the solutions \( u \in L^\infty(I, L^2(\mathbb{R}^d)) \cap W^{1,1}(I, H^{-1}(\mathbb{R}^d)) \) of the NLS equation (33) written in the interaction representation, i.e.,

\[
u(t) = x + \int_0^t \nu(\tau, u(\tau)) \, d\tau,
\]

where \( \nu \) is the Borel vector field given in (43). The additional assertion \( u \in L^\infty(I, L^2(\mathbb{R}^d)) \) is deduced from the assumption (A2) with \( s = 0 \) and \( A = -\Delta + 1 \) satisfied by \( (\mu_t)_{t \in I} \) solution of the corresponding Liouville equation. Moreover, the requirement (44) with Prop. 4.1-(ii) yield

\[
\int_I \int_{L^2} ||\mathcal{U}(t)x||_{L^r}^q \, d\mu_t(x) \, dt = \int_I \int_{\bar{X}} ||\mathcal{U}(t)u(t)||_{L^r}^q \, dt \, d\eta(x, u) < \infty.
\]

Hence, one notices that \( \mathcal{U}(\cdot)u(\cdot) \in L^q(I, L^r(\mathbb{R}^d)) \) for \( \eta \)-a.e. \( (x, u) \in X \). Applying Strichartz’s estimate to the Duhamel formula

\[
\mathcal{U}(t)u(t) = \mathcal{U}(t)x - i \int_0^t \mathcal{U}(t-\tau) G(\mathcal{U}(\tau)u(\tau)) \, d\tau,
\]

one concludes that \( \mathcal{U}(\cdot)u(\cdot) \in C(I, L^2(\mathbb{R}^d)) \cap L^q(I, L^r(\mathbb{R}^d)) \) for \( \eta \)-a.e. \( (x, u) \in X \). So now using the result of Tsutsumi [91] or more precisely [22, Theorem 4.6.1] one can complete the proof as in Prop. 4.6 and obtains the uniqueness for the Liouville solutions satisfying (A2) and (44). Consequently, the duality result of Thm. 1.4 gives the uniqueness for the corresponding hierarchy equation. 

\[\square\]

Appendix

In this appendix we recall a few useful known results concerning the topology of the space of trace class operators and the space of probability measures as well as some useful arguments for measurable sets and maps.

A \textbf{Kadec-Klee property}

A dual Banach space \( (E, ||\cdot||) \) have the Kadec-Klee property (KK*) if any sequence \( (x_n)_{n \in \mathbb{N}} \) which converges with respect to the weak* topology to a limit \( x \in E \) with \( \lim_n ||x_n|| = ||x|| \), satisfies \( x_n \to x \) in the norm topology of \( E \) (see e.g. [72, 85]).

\textbf{Theorem A.1.} \textit{The space of trace class-operators} \( \mathcal{L}^1(\mathfrak{H}) \), \textit{over a separable Hilbert space} \( \mathfrak{H} \), \textit{satisfies the Kadec-Klee property (KK*)}.

B \textbf{Weak and strong narrow convergence}

Let \( \mathfrak{H} \) be a separable Hilbert space and \( X_1 \) its closed unit ball \( B_\mathfrak{H}(0, 1) \). The set of Borel probability measures \( \mathfrak{P}(X_1) \) can be endowed with the weak and strong narrow convergence topology defined according to (20)-(21). Let \( (\varepsilon_i)_{i \in \mathbb{N}} \) be an O.N.B of the Hilbert space \( \mathfrak{H} \). We have the following two useful results.

\textbf{Theorem B.1.} \textit{Let} \( (\mu_j)_{j \in \mathbb{N}} \) \textit{be a sequence in} \( \mathfrak{P}(X_1) \). \textit{Then the pointwise convergence of the characteristic functions,}

\[
\hat{\mu}_j(y) = \int_{X_1} e^{-i \text{Re}(x,y)} \, d\mu_j \to \hat{\mu}(y) = \int_{X_1} e^{-i \text{Re}(x,y)} \, d\mu, \quad \forall y \in \mathfrak{H},
\]

\textit{implies the weak narrow converges of the measures} \( \mu_j \to \mu \).
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Proof. Since the closed unit ball $X_1$ is compact and separable with respect to the weak topology (induced for instance by the metric $d_w$ in (22)), then by Prokhorov’s theorem the sequence $(\mu_j)_{j\in\mathbb{N}}$ is relatively sequentially compact in $\mathfrak{P}(X_1)$ with respect to the weak narrow topology. Moreover, $(\mu_j)_{j\in\mathbb{N}}$ admits a unique cluster point. Because otherwise, the characteristic functions $\hat{\mu}_j$ would converge pointwisely to two distinct limits. So, the sequence $(\mu_j)_{j\in\mathbb{N}}$ should converge weakly narrowly to the measure $\mu$. \hfill \square

**Theorem B.2.** Let $(\mu, (\mu_j)_{j\in\mathbb{N}})$ be a sequence in $\mathfrak{P}(X_1)$. Then

$$
\left( \mu_j \rightharpoonup \mu \quad \text{and} \quad \forall \varepsilon > 0, \quad \lim_{N \to \infty} \sup_{j \in \mathbb{N}} \int_{X_1} 1_{\{|\sum_{i=1}^{\infty} |\langle \varphi, e_i \rangle |^2 \geq \varepsilon \}} \, d\mu_j = 0 \right) \iff \mu_j \rightharpoonup \mu.
$$

**Proof.** We refer for instance to [79, Theorem 1]. \hfill \square

### C. Measurable maps and sets

Let $I$ be a bounded open interval and consider the space $X = \mathcal{Z}_{-\sigma} \times \mathcal{C}(\overline{I}, \mathcal{Z}_{-\sigma})$, introduced in Subsection 4.1, and endowed with the two norms,

$$
\|(x, \varphi)\|_X = \|x\|_{\mathcal{Z}_{-\sigma}} + \sup_{t \in I} \|\varphi(t)\|_{\mathcal{Z}_{-\sigma}}, \quad \|(x, \varphi)\|_X = \|x\|_{\mathcal{Z}_{-\sigma}, w} + \sup_{t \in I} \|\varphi(t)\|_{\mathcal{Z}_{-\sigma}, w},
$$

where

$$
\|x\|_{\mathcal{Z}_{-\sigma}, w}^2 = \sum_{n \in \mathbb{N}} \frac{1}{2^n} |\langle e_n, x \rangle_{\mathcal{Z}_{-\sigma}}|^2, \quad \|\varphi(t)\|_{\mathcal{Z}_{-\sigma}, w}^2 = \sum_{n \in \mathbb{N}} \frac{1}{2^n} |\langle e_n, \varphi(t) \rangle_{\mathcal{Z}_{-\sigma}}|^2,
$$

with $(e_n)_{n \in \mathbb{N}}$ is an O.N.B. of $\mathcal{Z}_{-\sigma}$.

**Lemma C.1.** The $\sigma$-algebras of Borel sets of $(X, \| \cdot \|_X)$ and $(X, \| \cdot \|_{X_w})$ coincide.

**Proof.** Let $\iota : (X, \| \cdot \|_X) \to (X, \| \cdot \|_{X_w})$ be the identity map. It is clear that $\iota$ is continuous and hence it is measurable. This implies the following inclusion of $\sigma$-algebras,

$$
\mathcal{F}(X, \| \cdot \|_{X_w}) \subset \mathcal{F}(X, \| \cdot \|_X).
$$

To show the inversion inclusion, one uses an approximation of identity,

$$
\Psi_\varepsilon : (X, \| \cdot \|_{X_w}) \to (X, \| \cdot \|_X) : \quad (x, \varphi) \mapsto \sum_{n \in \mathbb{N}} \frac{1}{1 + n\varepsilon} \left( \langle x, e_n \rangle_{\mathcal{Z}_{-\sigma}} e_n + \langle \varphi, e_n \rangle_{\mathcal{Z}_{-\sigma}} e_n \right),
$$

for some $\varepsilon > 0$. It is clear that $\Psi_\varepsilon$ is continuous. Furthermore, for $x$ and $\varphi$ fixed

$$
\lim_{\varepsilon \to 0} \sum_{n \in \mathbb{N}} \frac{1}{1 + n\varepsilon} \langle x, e_n \rangle_{\mathcal{Z}_{-\sigma}} e_n = x \quad \text{in } (\mathcal{Z}_{-\sigma}, \| \cdot \|_{\mathcal{Z}_{-\sigma}});
$$

and

$$
\lim_{\varepsilon \to 0} \sum_{n \in \mathbb{N}} \frac{1}{1 + n\varepsilon} \langle \varphi, e_n \rangle_{\mathcal{Z}_{-\sigma}} e_n = \varphi \quad \text{in } \mathcal{C}(\overline{I}, \mathcal{Z}_{-\sigma}).
$$

The last limit follows using the fact that $\varphi(\overline{I})$ is compact and the operator $\sum_{n \in \mathbb{N}} \frac{1}{1 + n\varepsilon} |\langle e_n, \varphi \rangle_{\mathcal{Z}_{-\sigma}}|$ converges strongly, as $\varepsilon \to 0$, to the identity on $\mathcal{Z}_{-\sigma}$. Since one can show that $\Psi_\varepsilon$ converges pointwisely to the identity map $\iota^{-1} : (X, \| \cdot \|_{X_w}) \to (X, \| \cdot \|_X)$, then the inverse inclusion holds true. \hfill \square
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Lemma C.2. Let \((M, d)\) be a metric space. Then for any bounded measurable function \(f : [a, b] \times M \rightarrow \mathbb{R}\), the mapping
\[
M \rightarrow \mathbb{R},
\]
\[
x \rightarrow \int_a^b f(\tau, x) d\tau
\]
\(\) is measurable.

Proof. It suffices to use the monotone class theorem. Consider the set
\[
\mathcal{F} := \{ f : [a, b] \times M \rightarrow \mathbb{R} \text{ bounded measurable and satisfying (84)} \}.
\]
Then one checks:
1. \(\mathcal{F}\) is stable with respect to addition and scalar multiplication.
2. \(\mathcal{F}\) is stable with respect to monotone convergence, i.e.: if \((f_n)_{n \in \mathbb{N}}\) is a bounded sequence of non-negative function in \(\mathcal{F}\) such that \((f_n)_{n \in \mathbb{N}}\) is a non-decreasing sequence of functions which converges pointwisely to a function \(f\), as \(n \rightarrow \infty\), then \(f \in \mathcal{F}\).
3. The set \(\mathcal{A} := \{ F \subset [a, b] \times M, F \text{ closed} \}\) is a \(\pi\)-system and for any \(F \in \mathcal{A}\) the indicator function \(1_F\) belongs to \(\mathcal{F}\).

Consequently, \(\mathcal{F}\) contains all real-valued bounded measurable functions on \([a, b] \times M\). 

The following observation is useful in Prop. 1.8-1.9 where we consider the uniqueness of hierarchy equations related to the NLS equation (33) with a nonlinearity \(g\) given by (41).

Lemma C.3. The space \(L^2(\mathbb{R}^d) \cap L^r(\mathbb{R}^d)\) is a Borel subset of \((L^2(\mathbb{R}^d), || \cdot ||_{L^2(\mathbb{R}^d)})\). Furthermore, there exists a Borel extension \(G : L^2(\mathbb{R}^d) \rightarrow H^{-1}(\mathbb{R}^d)\) of the mapping
\[
g : L^2(\mathbb{R}^d) \cap L^r(\mathbb{R}^d) \rightarrow L^r(\mathbb{R}^d)
\]
given in (41) and satisfying (42).

Proof. Let \(\varphi_n\) be a mollifier (i.e., \(\varphi \in \mathcal{C}_0^\infty(\mathbb{R}^d)\), \(\varphi \geq 0\), \(\int_{\mathbb{R}^d} \varphi(x) dx = 1\) and \(\varphi_n(x) := n^d \varphi(nx)\)). Then the mapping
\[
T_n : L^2(\mathbb{R}^d) \rightarrow \mathbb{R}_+ \quad f \rightarrow ||\varphi_n * f||_{L^r}
\]
is well defined and continuous thanks to Young’s inequality. Moreover, one easily checks that
\[
\lim_{n \rightarrow \infty} T_n(f) = \begin{cases} 
||f||_{L^r} & \text{if } f \in L^2(\mathbb{R}^d) \cap L^r(\mathbb{R}^d) \\
\infty & \text{if not.}
\end{cases}
\]
Hence, \(L^2(\mathbb{R}^d) \cap L^r(\mathbb{R}^d)\) is a measurable subset of \(L^2(\mathbb{R}^d)\). Consider the mapping
\[
G : L^2(\mathbb{R}^d) \rightarrow L^r(\mathbb{R}^d) \subset H^{-1}(\mathbb{R}^d) \quad u \rightarrow 1_{L^2 \cap L^r}(u) g(u).
\]
Then \(G\) is a Borel map extending \(g\). Indeed, the sequence of mapping \(g_n\) defined as
\[
g_n : L^2(\mathbb{R}^d) \rightarrow H^{-1}(\mathbb{R}^d) \quad u \rightarrow 1_{L^2 \cap L^r}(u) g(\varphi_n * u),
\]
are measurable since \(u \rightarrow g(\varphi_n * u)\) are continuous using the assumption (42) and \(\lim_{n \rightarrow \infty} g_n(u) = G(u)\) for any \(u \in L^2(\mathbb{R}^d)\).
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