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The exponential growth of collected, processed, and shared microdata has given rise to concerns about individuals’ privacy. As a result, laws and regulations have emerged to control what organisations do with microdata and how they protect it. Statistical Disclosure Control seeks to reduce the risk of confidential information disclosure by de-identifying them. Such de-identification is guaranteed through privacy-preserving techniques. However, de-identified data usually results in loss of information, with a possible impact on data analysis precision and model predictive performance. The main goal is to protect the individuals’ privacy while maintaining the interpretability of the data, i.e. its usefulness. Statistical Disclosure Control is an area that is expanding and needs to be explored since there is still no solution that guarantees optimal privacy and utility. This survey focuses on all steps of the de-identification process. We present existing privacy-preserving techniques used in microdata de-identification, privacy measures suitable for several disclosure types and, information loss and predictive performance measures. In this survey, we discuss the main challenges raised by privacy constraints, describe the main approaches to handle these obstacles, review taxonomies of privacy-preserving techniques, provide a theoretical analysis of existing comparative studies, and raise multiple open issues.
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1 INTRODUCTION

The right to privacy is a discussion topic since the late 60s in the computing field [65]. At that time, awareness of individuals’ privacy marked the development of legal and administrative safeguards appropriate to the computerised and modern world. Privacy is therefore not a recent topic of concern and debate. However, today, we face the pressing problem of data pervasiveness and the issues it raises for computation and society. The amount of collected and shared data reached astonishing levels, providing detailed records of information on individuals and used in real-world applications. This type of data – microdata – is often seen as crucial for analysis and mining tasks in data-driven projects. Microdata is also key to research and strategy development efforts, as to gather meaningful information and...
in-depth knowledge from available sources. Nonetheless, despite the critical importance and vast range of advantages in information sharing, the privacy of data subjects is constantly challenged as data is re-used and analysed on an unprecedented scale. As a result, privacy raised multiple legal puzzles around the world, heightening the interest and concern of individuals about what organisations and institutions handle their data and private information.

Recently, several data privacy regulations have been put in place to protect data subjects’ privacy. The General Data Protection Regulation\(^1\) (GDPR) emerged to unify data privacy laws across Europe. Following the GDPR, several efforts were put in place \([140]\), such as the California Consumer Privacy Act of 2018 (CCPA) and the General Personal Data Protection Law (Lei Geral de Proteção de Dados Pessoais, or LGPD) were passed to protect the privacy of Californian and Brazilian individuals, respectively. In essence, these pieces of legislation require entities to establish appropriate technical and organisational measures to process personal data in compliance with such laws and regulations. Legally, a data subject is an individual to whom data relates. Data controllers correspond to entities which determine the purposes and means of the processing of personal data. Data processors handle personal data on behalf of controllers \([43]\). While the data subject has rights over its data, namely rights of access or erasure, the data controller is subject to various obligations, such as ensuring confidentiality, notifying if data are breached and carrying out risk assessments \([41]\).

To ensure data confidentiality is primarily to prevent private information disclosure, by limiting data access to authorised entities or by de-identifying the data, i.e., all private information concerning an individual in a record or data set is removed or transformed. The de-identification procedure reduces the amount of information and data granularity, which typically results in losses for predictive and/or descriptive performance, as well as in data interpretability \([10, 96]\). In the case of machine learning/data mining tasks, we face what can be denoted as a trade-off between privacy and predictive performance \([16]\). It is fundamental to design privacy-preserving techniques that best guarantee privacy without compromising (or compromising as little as possible) predictive performance. However, finding the best trade-off remains a challenge. On one hand, poor-quality data (high privacy level) makes the interpretation of results and extraction of knowledge less effective. On the other hand, low privacy level may result in re-identification. Without addressing these obstacles, the outcome of both approaches may be skewed. For example, statistical analysis may produce wrong conclusions; and, data breaches may result in identity theft used for fraudulent purposes.

There are two major research topics focusing on the protection of individuals’ privacy which are of interest to our work: data encryption and data transformation. The first, data encryption, is mainly related to the use of cryptographic methods. However, a major drawback of such type of methods is the subsequent difficulty in data manipulation, analysis and results’ interpretation. The second, data transformation, encapsulates all methods intended to transform and prepare data for public availability, research or industrial usage. These two groups of methods are commonly associated to distinct underlying conditions. For example, data encryption is useful when third parties cannot be trusted, the organisation does not need the real data for business operations or the compliance standards require encryption under specific conditions. As for data transformation, such methods are of crucial importance when interpretability is a critical factor, and the objective is to share meaningful information while preserving the privacy of individuals. In Statistical Disclosure Control, data transformation is key to ensure the protection of the data when released, i.e. de-identified, where such transformation is achieved through privacy-preserving techniques.

In this survey, we review the Statistical Disclosure Control problem and present a survey on privacy-preserving techniques for data transformation. We focus on methods that aim at preserving data and results’ interpretability, as well as their ability to serve as the basis for future analysis, motivated by the importance of secure data sharing for

\(^1\)Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016

Manuscript submitted to ACM
future endeavours in computation. The main contributions of this work are summarised as follows: i) provide a general definition of the de-identification problem in microdata; ii) describe the main privacy risk measures concerning specific disclosure type of private information; iii) propose a taxonomy of existing approaches of privacy-preserving techniques in data transformation; iv) describe the well-known measures of information loss and predictive performance; v) summarise the conclusions of existing experimental comparisons, and; vi) review theoretical problems of de-identification processes.

Concerning previous work, we should stress that, despite the importance of privacy-preserving techniques in microdata, there is no recent overview and discussion on this topic. In addition, existing surveys only address a part of privacy-preserving techniques and privacy risk measures for a certain type of disclosure. Furthermore, such studies do not address the effectiveness of privacy-preserving techniques (e.g. [28, 52]). Our survey builds on previous work, by discussing and updating existing taxonomies for privacy-preserving techniques, including more recent techniques. Then, we provide a thorough discussion on privacy risks and review important advancements. Finally, we provide an extensive analysis of the effectiveness of such techniques concerning privacy protection and predictive performance along with a summary of the main conclusions of existing experimental studies.

The remainder of the article is organised as follows. Section 2 includes some preliminaries and defines the problem of Statistical Disclosure Control. Section 3 describes each stage in de-identification process. Section 4 details several measures to assess the privacy risk according to different disclosure types. Section 5 provides a taxonomy for the set of privacy-preserving techniques as well as their description. Section 6 presents an overview of the main approaches for utility assessment. In Section 7 we present some existing experimental comparisons of different strategies for this problem. Section 8 explores some problems related to Statistical Disclosure Control and includes a summary of recent trends and open research questions. Finally, Section 9 concludes the article.

2 PRELIMINARIES AND PROBLEM FORMULATION

The Statistical Disclosure Control (SDC) task, many times referred to as Statistical Disclosure Limitation or Inference Control, is a principle that aims to provide statistical data to society while preserving data subjects’ privacy. De-identified statistical data is achieved by using privacy-preserving techniques in such a way that is impossible to disclose any confidential information on any data subject. To determine which privacy-preserving techniques are appropriate for data protection and potential threats, it is essential to distinguish between database formats, because each presents different challenges. In this context, microdata, tabular data and query-based databases are the most common formats, as outlined by Danezis et al. [22]. Microdata consists of a set of records where each entry contains information that corresponds to a specific individual. Tabular data represents aggregated information for specific individual groups, which may include counts or magnitudes. Lastly, query-based databases are iterative databases where users submit statistical queries such as sums, averages, max, min, and others.

One should note that microdata sets are the raw material used to construct both tabular data and query-based databases. Accordingly, henceforth, we focus on the principles applied to protect microdata and the main privacy measures used for privacy guarantees. Furthermore, the disclosure risk for microdata is potentially high when compared with tables [172], which is an important reason for increasing attention to this type of data. Nevertheless, we should note that the principles to protect tabular data has been surveyed by many researchers [33, 69, 172, 173]. Also, concerning query-based databases, Adam and Worthmann [1] present a comparative study to protect this type of data. Focusing on the microdata setting, attributes traditionally obey the following terminology.

- **Identifiers**: attributes such as name and social security number that directly identify an individual.
Quasi-identifiers (QI): attributes that, when combined, generate a unique signature that may lead to re-identification. For instance, date of birth, gender, geographical location, profession and ethnic group. In related literature, these are frequently called key attributes.

Sensitive: known as confidential attributes, they refer to highly critical attributes, usually protected by law and regulations. For example, religion, sexual orientation, disease and political opinion.

Non-sensitive: other attributes that do not contain sensitive information.

The problem addressed in SDC is that, through inappropriate use, a person who is given access to released data may disclose private information about data subjects. Due to such liability, identity disclosure is one of the main concerns of data privacy today. An intruder, also known as an adversary, attacker or snooper, is an individual who possesses the skills, resources and motivation to re-identify data subjects or deduce new information about them in the de-identified data set. Motivated intruders can improve their knowledge of private information on observations in available data. It is fundamental for data controllers to make assumptions regarding intruders’ background knowledge. If an intruder has more background knowledge than assumed by data controllers, the risk of disclosure may be underestimated.

Several studies show how feasible and/or easy it is to link back private information to a data subject [14, 121, 127, 138]. Despite the possibility of linking information derived from different sources, the re-identification can also occur by isolating data subjects in the de-identified data. In a study conducted by Sweeney [152], it was found that 87% of the population in the United States are likely to be uniquely identified by only considering the set of QI [5-digit ZIP, gender, date of birth]. Such a study contributed to the increased attention from both data controllers and data subjects and was an inspiration to create new techniques for data protection and measures to minimise disclosure risk.

The design of robust privacy-preserving techniques includes assessing the impact of such techniques for privacy and interpretability/utility. Notably, they must guarantee desired levels of data protection without compromising the usefulness of data. Figure 1 illustrates an acceptable trade-off between data privacy and utility. Although the ideal solution is de-identified data with maximum privacy and utility, this scenario is practically impossible to reach.

![Fig. 1. Trade-off between privacy level and utility level of data.](image-url)

The formal definition of the presented problem is described as follows. Consider a microdata set \( T = \{t_1, \ldots, t_n\} \), where \( t_i \) corresponds to a tuple of attribute values for an individuals’ record. Let \( V = \{v_1, \ldots, v_m\} \) be the set of \( m \) attributes, in which \( t_i.v_j \) denotes the value of attribute \( v_j \) for tuple \( i \). A QI consists of a set of attribute values (either categorical or...
numeric) that could be known to the intruder for a given individual where \( QI \in V \). An equivalence class corresponds to a combination of records that are indistinguishable from each other. Then, two tuples, \( t_a \) and \( t_b \), are in same equivalence class if \( t_a[QI] = t_b[QI] \). In the de-identification process, one or more “transformation functions” are applied to the original data, producing de-identified data. A data set with minimum privacy guarantees does not have equivalence classes of size one, i.e. a distinct set of values in a group of attributes for a single individual, and an intruder cannot isolate any data points or infer any information about an individual.

Although privacy-preserving techniques aim to transform confidential information, it may not be enough to protect it from intruders linking private information back to an individual or singling out individuals that have indistinguishable information. In addition to the presentation of the main privacy-preserving techniques and measures for disclosure risk and data utility, we review and discuss available studies concerning the effectiveness of such techniques on both privacy and, when available, predictive performance in data mining/machine learning tasks.

3 DE-IDENTIFICATION PROCESS

As stated before, SDC in a microdata setting ensures the release of a de-identified data set without compromising confidential information that can be linked to specific data subjects or entities. Such de-identified data is achieved through a de-identification process which may produce multiple statistical outputs. Different outputs require different approaches to SDC as it depends on a specific end-use [42]. The common purposes for microdata are outlined as follows.

- **Secure use files**: the data is available in a safe centre, usually controlled by national statistical authorities. In this type of files, the level of disclosure risk is high because only direct identifiers are treated.
- **Scientific use files**: the data can be used outside of controlled environments. The risk level is medium and the security of the data is the responsibility of the data receiver that is usually a researcher.
- **Industry use files**: the difference from scientific files is the destination of this type of data. The data is released for industrial usage, related for instance with telecommunication or insurance domains.
- **Public use files**: the data is available to the general public. The level of protection in this type of files are very high to prevent the disclosure of private information. The risk is very low (or null) under specific attacker scenarios.

Secure, scientific and public use files are the three best-known microdata destinations [42]. We introduce a new end-use for microdata: industry use files. This type of file concerns scenarios where an organisation needs to extract knowledge and add value to their business. In such scenarios, data can be used outside a controlled environment as with scientific use files. Disclosure risk is also the responsibility of data receivers.

The destination of microdata is then a crucial factor for determining de-identification levels as well as the requirements end-users have for the data. For scientific, industry and public purposes, microdata must be de-identified by applying privacy-preserving techniques, while ensuring a balance between data privacy and interpretability/utility. A general overview of the main steps in the de-identification process applied for microdata is presented in Figure 2.

The first step is to identify the direct identifiers since such attributes are extremely risky as they easily expose the identity of a data subject. Then, direct identifiers must be removed or replaced with pseudonyms. The remaining attributes are used to assess the raw disclosure risk and utility. The choice of privacy-preserving techniques is based on the need for data protection determined by the disclosure risk and structure of data. After data de-identification, the disclosure risk and utility is re-assessed. If the compromise between the two measures is not met, the parameters of privacy-preserving techniques should be re-adjusted or different techniques must be applied. The process is repeated until the desired level of privacy and utility is reached. Otherwise, the data is protected and can be released.
It is fundamental to have documentation on the de-identification process, namely for auditing from specialised authorities. The documentation should include a description of legal and administrative safeguards for risk management and technical solutions employed. Furthermore, such documentation is crucial for transparency towards data subjects and data receivers to understand what was changed in the original data due to confidentiality constraints. It may be useful for data subjects or data receivers to know which attributes were modified along with a brief description of changes either by privacy-preserving techniques application or out of necessity due to the quality of original data. Notwithstanding, in data mining, a recent suggestion was proposed for documentation to transparent model reporting [108]. The goal is to clarify the potential use cases of trained machine learning models and minimise their usage in contexts for which they are not appropriate. For model transparency, an important criteria to be considered is the “ethical consideration” that includes the evidence of risk mitigation and the risk and harms present in the model.

De-identification effectiveness is determined by how likely an intruder will be able to disclose personal information on any data subject. Therefore, in the following sections, we thoroughly describe disclosure risk, privacy-preserving techniques used to circumvent problems caused by disclosure of confidential information, and finally, existing measures to boost data interpretability and utility for data mining/machine learning tasks.

4 PRIVACY RISK

Considering the terminology for attributes in microdata, robust privacy-preserving techniques must be selected by data controllers to obtain de-identified data sets. Such transformation is commonly based on three common types of privacy threats [40]: i) **singling out**, where an intruder can isolate records that uniquely identify a data subject; ii) **linkability**, concerning the ability to connect or correlate two or more records of an individual or a group of individuals, and iii) **inference**, regarding the possibility to deduce the value of an attribute based on the values of other attributes. We should also note, increased attempts on confidential information attacks have contributed to the awareness of other privacy threats, which we also discuss, despite them being less known.
A data controller usually validates the effectiveness of a privacy-preserving technique through privacy measures appropriated for each previous privacy threat. Quantifying disclosure risk is a difficult task because disclosure of confidential information generally occurs when an intruder possesses external information, and the data controller often cannot anticipate this information. Therefore, a data controller needs to prudently make assumptions about her knowledge to predict disclosure risk. Usually, the data controller examines risks under diverse scenarios, for instance, different sets of QI known by intruders, or whether or not intruders know who participated in the study. Unfortunately, assumptions may not be accurate for a given de-identified data set. To prevent this, the best approach is to assume a maximum-knowledge intruder, i.e. the intruder knows all original attribute values. Hence, she assumes that an intruder may use all QI (maximum background knowledge), which allows her to obtain the most accurate risk estimate possible.

In the following sections, we specify four types of disclosure risks described in the literature and their respective measures: identity, attribute, inferential and membership.

- **Identity disclosure**: when an intruder can recognise that a record in the released data set concerns an individual by matching QI values;
- **Attribute disclosure**: when an intruder is able to determine new characteristics of a data subject based on the information available in the released data;
- **Inferential disclosure**: when an intruder can infer data subject private information with high confidence from statistical properties of the released data;
- **Membership disclosure**: when an intruder is able to conclude if the private information regarding a certain individual is present or not in the data set.

We should stress that inferential disclosure risk requires a data mining technique performed by a data processor to unlawfully gain knowledge about a data subject. In other words, an intruder can predict the value of a certain individual’s characteristics more accurately with released data [69]. Inferential disclosure may harm a group of individuals, even individuals whose information do not appear in the data set [33]. As inference strategies are designed to predict aggregate, not individual behaviour or attributes, this is not addressed in SDC for the microdata setting. Accordingly, we do not discuss measures for inferential disclosure in this survey. Also, to our current knowledge, there are only a few measures for membership disclosure risk, such as $\delta$-presence [124], aiming to bound the likelihood of inferring the presence of any potential data subjects’ record within a specified range $\delta = (\delta_{\text{min}}, \delta_{\text{max}})$. Due to the imbalanced representation of this type of disclosure risk, we will also not delve into its respective measures in the following sections.

### 4.1 Identity Disclosure

There are two main strategies for measuring identity disclosure risks in microdata [136]:

1. estimating the number of records released in the sample whose characteristics are unique in the population (uniqueness), and
2. estimating the probability that records possessed by intruders can be identified from the released data (record linkage).

Notwithstanding, some strategies used for other purposes have been adapted to find records at risk, and for this reason, we also include measures for:

3. outlier detection and
4. clustering.

#### 4.1.1 Uniqueness

Population uniqueness is essential for successful disclosure. Suppose that a data receiver knows that a specific individual is unique in the population. Then, this individual either is or not in the sample. If the former, such an individual will be identified and disclosed with high certainty of de-identification; if the latter, the individual is not in the sample and no harm can be done. For this reason, uniqueness is very relevant, since population uniques naturally have a higher risk of re-identification than non-uniques. Thus, knowledge of population uniqueness should not be
underestimated, especially when microdata sets contain attributes that make it possible to easily detect individuals. For instance, certain professions could be unique in a small geographical areas. Furthermore, in case the sample size is equivalent to the population size, an intruder that detects a unique value in the released sample is almost certain that there is a single individual in the population with that value, making it identifiable.

We assume three different procedures to determine uniqueness. First, by isolating records according to a set of QI. Second, the data receiver may not have the resources to acquire data on all of the population and she needs to estimate uniqueness from the available sample data by using a probabilistic model. Lastly, an alternative is based on special uniqueness’ detection which searches for uniqueness without considering the entire QI set. All procedures are important to decide whether re-identification risk is acceptable or if further disclosure control actions are required. Therefore, we discuss the following group of measures for uniqueness: singling out, probabilistic modelling, and special uniqueness.

Singling Out. When all QI of a de-identified data set are categorical, estimation of disclosure risk can be obtained by the frequency of a set of QI. Let \( C_1, ..., C_K \) represent \( K \) records, and the population and sample frequencies \( f_k = (k = 1, ..., f_K) \) and \( f_k = (k = 1, ..., f_K) \), respectively. Formally, \( \sum_{k=1}^{K} f_k = N \) and \( \sum_{k=1}^{K} f_k = n \) where \( N \) and \( n \) correspond to the size of population and sample, respectively. The probability of identity disclosure of an individual \( i \) being in cell \( C_k \), when \( f_k \) individuals in the population are known to belong to it, is \( 1/f_k \) for \( k = 1, ..., K \). If \( f_k = 1 \) then the combination of QI values is unique in the population. As such, the intruder is sure that matching record for individual \( i \) on the QI does indeed belong to that individual. This means that the intruder can single out the correspondent individual. If \( f_k = 2 \) then the re-identification risk is 0.5 which means that the intruder has 50% of certainty on the re-identification.

A very common criterion for deciding whether the risk of re-identification is too high is \( k \)-anonymity, proposed by Samarati [141]. Such a measure and the many extensions based on \( k \)-anonymity are referred to in the literature as "privacy models". For instance, in the case of \( k \)-anonymity, researchers use those "models" to indicate whether a data set respects the desired level of \( k \) to protect against background knowledge. Along with that, this type of approach provides the level of disclosure risk. Therefore, for terminology clarity, we assume that \( k \)-anonymity and its variations are measures and not models, i.e. they are mainly used in performance assessment and/or criteria in optimisation processes. Many surveys detail several measures related to \( k \)-anonymity and provide an analysis of their strengths and weaknesses [52, 53, 104, 182]. Regarding \( k \)-anonymity, it is similar to the previous sample uniqueness definition. Each equivalence class is assigned a frequency \( f_k \). A record is unique when \( k = 1 \). For better protection, \( k \) must be great than 1. It is not always appropriate to use \( k \)-anonymity, for example when this metric indicates that a certain record is unique but there is not enough information to re-identify it. Therefore, is needed more information: a re-identification dataset. \( k \)-map [38] arose to address this shortcoming of \( k \)-anonymity. Both measures are very similar with the exception that \( k \)-map calculates the risk based on information about the underlying population.

Finally, determining population uniqueness requires access to population data which is rarely available. Nonetheless, when population frequencies \( f_k \) are unknown, they can be estimated from the sample with statistical models [68]. For example, the objective of super-population models is to estimate the characteristics of the overall population using probability distributions that are parameterised with sample characteristics.

Probabilistic Modelling. Bethlehem et al. [8] proposes a model for estimating the number of population uniques using sample data based on the assumption that cell frequencies are a realisation of a super-population (a theoretical population) distribution. In a population with \( N \) individuals and \( K \) cells, each cell \( k \) is assigned a super-population parameter \( \pi > 0 \) (a probability) and an attribute \( F_k \) with the population frequency in that cell. It is assumed that \( F_k \) follows a Poisson distribution with expected value \( \mu_k \) \( = N \pi_k \). Thus, the expected number of population uniques (\( U_P \)) is denoted as \( U_P = \sum_{k=1}^{K} \mu_k \exp(-\mu_k) \) which can be used as an approximation to the realised number of unique individuals.
under the super-population model. However, estimating all expected values is a complex problem due to the large number of cells. The Poisson-gamma model serves to govern the generation of the super-population parameters by considering $\pi_k$ as a realisation of $\text{gamma}(\alpha, \beta)$-distributed attributes denoted by $\Pi_k$, where $\alpha = \frac{1}{K\beta}$ and $\beta$ reflects the amount of dispersion of $\Pi_k$. Thus, the Poisson-gamma model is summarised as $F_k \sim \text{Poisson}(N\pi_k) | \pi_k = \Pi_k$ and $\Pi_k \sim \text{gamma}(\alpha, \beta)$. To estimate $U_p$, we require the parameters $\alpha$ and $\beta$, which can be given by maximum likelihood estimators. Also, a well-known model in the literature is the Poisson-log-normal which considers how an intruder might use released microdata sets to infer whether a sample unique record is population unique [143, 145]. The measure depends on the specification of a log-linear generalisation of a Poisson log-normal model for a set of QI.

Hoshino [66] proposes the use of Pitman’s model for the same purpose. Such a model is defined in terms of the cell size indices and is a generalisation of Ewens sampling formula [44]. Additional to Poisson-gamma and Poisson-log-normal models, the authors present a comparison including the Dirichlet-multinomial model [154], logarithmic series model [66] and Ewens model. According to their results, the most accurate result was obtained with Pitman’s model. Dankar et al. [23] have experimentally validated Pitman’s sampling formula as the underlying distribution with clinical datasets. Furthermore, the Pitman’s model has been employed in the well-known privacy tool ARX [134].

A different model to compute the population uniqueness is presented by Rocher et al. [138]. Gaussian copulas are used to model population uniqueness and estimate the likelihood for a sample unique being a population unique. The model quantifies, for any individual $i$, the likelihood $\xi_i$ for this record to be unique in the complete population. From $\xi_i$, it is derived the likelihood $\nu_i$ for $i$ to be correctly re-identified when matched. The Gaussian copulas allow modelling the density of probability distributions by specifying separately the marginal distributions and the dependency structure.

**Special Uniques.** A different approach is based on the concept of a special unique [39]. A special unique has a higher probability of being a population unique than a normal sample unique. Within sample unique w.r.t a set of QI, it is possible to find unique patterns without even considering the complete set of QI. The subset of QI is referred to as the Minimal Sample Unique (MSU) as any smaller subset of this set is not unique. The method was implemented into Special Uniques Detection Algorithm (SUDA). To fulfil the minimal requirement, all subsets of size $k - 1$ of the MSU are unique. The principal objective of SUDA is then to identify all the MSUs in the sample. The potential risk of the records is determined based on the size of MSU; the smaller the size, the greater the risk, and vice-versa. Each record is assigned with a score that indicates how “risky” a record is. This score is determined by $\Pi_i^M (ATT - i)$, where $M$ is the user-specified maximum size of MSUs, and $ATT$ is the total number of attributes in the data set. The higher the score, the higher the risk. However, finding the MSUs is very challenging and SUDA is restricted to data sets with very small numbers of attributes. SUDA2 was proposed to deal with these drawbacks especially concerning the search space [105].

These three groups of measures are suitable for categorical attributes but not for continuous attributes as the number of uniques in a continuous attribute is usually large. Thus, several measures appropriate for this scenario are presented as follows, concerning the second main strategy for measuring identity disclosure risks in microdata.

**4.1.2 Record linkage.** Population uniqueness presents limitations as a measure of identity disclosure risk. For example, it does not consider the characteristics of information possessed by intruders. Also, if a large number of sample and population uniques exists – common when sets of QI have continuous attributes – the number of uniques may not provide much information. Also, when the sampling fraction is small, it is difficult to estimate the number of population uniques accurately. Thus, measures of population uniqueness can be misleading. Record linkage aims to address these shortcomings. In the literature, record linkage is also known as identity matching [94] or fuzzy matching [122].
Linking released records with target records can be employed either through direct matching using external data sets or indirect matching using existing data set [136]. In both approaches, the data processor essentially mimics the behaviour of an intruder trying to match released records to target records. Since the data processor knows the real correspondence between original and de-identified records, it is possible to determine the percentage of correctly linked pairs. If the number of matched pairs is too high, the data set needs a robust de-identification before it can be released.

The basic approach of record linkage is based on matching values of shared attributes. If common attributes share equal values in a pair of records and they are the only two records sharing such values, it is a matching pair. A non-matching pair happens when records differ in a common attribute value or multiple pairs of records exist sharing those same attribute values. Assuming two data sets, \( A \) (original) with \( a \) elements and \( B \) (de-identified) with \( b \) elements, the comparison space is the product of all possible record pairs \( A \times B = \{(a, b) : a \in A, b \in B\} \) which corresponds to the disjoint sets \( M = \{(a, b) : a = b, a \in A, b \in B\} \) and \( U = \{(a, b) : a \neq b, a \in A, b \in B\} \), where \( M \) and \( U \) correspond to the matched and non-matched sets respectively. Researchers studied the several types of record linkage for privacy risk assessment [33, 36, 58, 160]. Common strategies include probabilistic, distance and rank-based, outlined as follows.

**Probabilistic-based.** The goal of probabilistic-based record linkage [46, 78] is to assign a numerical value that reflects the similarity or dissimilarity of two records. Such a similarity is expressed as the ratio of two conditional probabilities that the pair of records have the same agreement pattern across the attribute of interest. Given a comparison vector \( \gamma \) of the record pairs, the conditional probability that a pair is a match is \( m(\gamma) = P(\gamma | (a, b) \in M) = P(\gamma | M) \) and a pair is a non-match corresponds to \( u(\gamma) = P(\gamma | (a, b) \in U) = P(\gamma | U) \). Hence, a linkage rule defined as \( R = m(\gamma) / u(\gamma) \), where \( R \geq t_m \) a match is found and \( R \leq t_u \) when a non-match is found, being \( t_m \) and \( t_u \) thresholds to be set.

**Distance-based.** Initially proposed by Pagliuca and Seri [132], distance-based record linkage aims to compute distances between records in original microdata and de-identified data. This requires appropriate distance metrics. Euclidean or Mahalanobis distance is used by Torra et al. [161]. Distance-based record linkage finds, for every protected record \( b \in B \), an original record \( a \in A \) which minimises the distance to \( b \). Comparing distance and probabilistic-based, the former is more simple to implement [35]. Establishing the right distances for the attributes is the main difficulty in this approach. Furthermore, numerical attributes need to be normalised before the computation of the distance.

**Rank-based.** Given the value of a de-identified attribute, the rank-based procedure validates whether the corresponding original value falls within an interval centred on the de-identified value, where the interval width is a rank [114, 126]. The main advantages of this approach are that no further scaling or standardisation is necessary. Also, while distance-based record linkage is commonly implemented using the minimum distance criterion, rank-based procedures use different criteria for selecting a match which is based on characteristics of the de-identification procedure.

The number of pairwise computations can be enormous even for small data sets. At the same time, the majority of similarity computations are dispensable given that most pairs are highly dissimilar and have no influence on the purpose. To avoid unnecessary computations a blocking phase is performed. In the blocking phase groups (blocks) of observations are formed using indexing or sorting. This technique selects a subset of record pairs from each block for subsequent similarity computation, ignoring the remaining pairs as highly dissimilar. Herzog et al. [64] present a set of record linkage case studies including a discussion on blocking.

### 4.1.3 Outliers

Extreme individuals are particularly easy to identify and therefore the disclosure risk is very high. Outlier detection is applicable for continuous QI where the objective is to identify at risk all the records for which the QI takes a value greater than a pre-defined quantile of the observed values. The outlier approach generates a fixed percentage of records at risk, depending on the subjective choice of the quantile.
Two approaches for outlier detection stems from the rank-based and standard deviation-based intervals presented by Mateo-Sanz et al. [107]. Given the value of a de-identified attribute, it is verified if the corresponding original value falls within an interval centred on the de-identified value. The width of the interval is based on the rank of the attribute or its standard deviation. Truta et al. [162] also presented a standard deviation-based intervals approach for outliers detection. Besides rank-based and standard deviation-based approaches, the distance-based [157, 165] and density-based [50] are also used for the same purpose. Of all the above approaches, two of them are suitable for a multivariate setting [50, 157] while the remaining are for univariate setting.

4.1.4 Clustering. Measures based on clustering techniques are typically used when continuous QI are present in the microdata. Contrary to the common application of the clustering techniques which tries to find as many clusters as possible, the focus is to find clusters of size one, which indicates the higher risk. Bacher et al. [5] showed how a standard hierarchical clustering algorithm can be applied to decide whether a record is safe or not. A limitation of standard algorithms is that they tend to find clusters with an equal variance which would only find records at risk on the tails of the distribution of the continuous attributes. Thus, the clustering algorithms may not be suitable for QI with skewed distributions [69]. A density-based approach appropriate to disclosure risk is proposed by Ichim [72]. If a certain record \( r \) is very distant from nearest neighbours, it can be singled out. Contrarily, if nearest neighbours of \( r \) are very close to \( r \), an intruder cannot be certain about the match between \( r \) and any of its neighbours. Such uncertainty increases with the density around \( r \) which can be modelled by the density of records in a neighbourhood. An advantage of this local measure is its independence on the location of the records at risk, usually in the tails or centre of the distribution.

4.2 Attribute Disclosure

Attribute disclosure aims to assess an intruder’s potential to correctly determine values of specific unknown attributes. The intruder may not precisely identify a particular data subject’s record, but could infer a data subject sensitive values from released data, based on a set of sensitive values associated with the equivalence class of the individual.

In the case of more than one record representing the same individual in the data set, each equivalence class may not contain \( k \) distinct individuals. Wang and Fung [168] introduced the notion of \((X, Y)\)-anonymity, where \( X \) and \( Y \) are disjoint sets of attributes. Suppose \( x \) is a value on \( X \); then, the de-identification of \( x \) concerning \( Y \) denoted as \( a_y(x) \) is the number of distinct values on \( Y \) that occur with \( x \). Such a measure illustrates how many values on \( x \) are linked to at least \( k \) distinct values on \( Y \). If each value on \( X \) corresponds to a group of individuals and \( Y \) represents the sensitive attribute, each group is associated with a diverse set of sensitive values, making sensitive value inference difficult.

The \((\alpha, k)\)-Anonymity [175] measure prevents attribute disclosure with the requirement that in any equivalence class, the frequency of a sensitive value is less than or equal to \( \alpha \), where \( 0 < \alpha < 1 \). For better protection, no single sensitive attribute can be dominant in an equivalence class. A very similar measure is proposed by Machanavajjhala et al. [103], showing that intruders with more background knowledge can deduce sensitive information about individuals even without re-identifying them. \( l\)-diversity measure, indicates how many \( l \)-"well represented" values are in each sensitive attribute for each equivalence class [103]. Such definition corresponds to one of three types of "well represented": distinct \( l\)-diversity, which is identical to \( p\)-sensitive \( k\)-anonymity [163]. This distinct \( l\)-diversity is also applicable to identity disclosure when \( k = l \), because each equivalence class contains at least \( l \) records. The second type is the entropy \( l\)-diversity where the entropy of the distribution of the values of a sensitive attribute for each equivalence class is given by \( \log(l) \). Lastly, recursive \((c, l)\)-diversity which indicates if the most frequent values do not appear too frequently and the least frequent values do not appear too rarely. An equivalence class is recursive \((c, l)\)-diversity if
\( r_1 < c(r_l + r_{l+1} + ... + r_m), \) where \( m \) corresponds to the number of values of the sensitive attribute in an equivalence class and \( r_i \) is the frequency of the \( i^{th} \) most frequent value. When all the tuples of a given equivalence class have the same value for a sensitive attribute is called homogeneity of the values, which is when the attribute values are disclosed.

A drawback of \( l \)-diversity is its applicability only to categorical sensitive attributes. In addition, it struggles with scenarios where data is skewed. Consider a patient data set where 95% of individuals have Flu and 5% of records have HIV; suppose that an equivalence class has 50% of Flu and 50% of HIV. Then, it is said that the equivalence class is distinct 2-diversity. Under those circumstances, Li et al. [95] introduced \( t \)-closeness that aims to measure how close the distribution of a sensitive attribute in an equivalence class is from the distribution of the attribute in the overall data set. In other words, \( t \)-closeness evaluates the distance between frequency distributions of sensitive attribute values, where \( 0 \leq t < 1 \). The greater the distance, the greater the protection level. \( \sigma \)-Disclosure privacy [10] is very similar to \( t \)-closeness. It also focuses on the distances between the distributions of sensitive attribute values. However, the previous measure does not translate directly into a bound on the intruder’s ability to learn sensitive attributes associated with a given QI. Therefore, \( \sigma \)-disclosure privacy uses a multiplicative definition. \( \beta \)-likeness [13] is related with the two previous measures, \( t \)-closeness and \( \sigma \)-disclosure privacy, however, it uses a relative difference measure. Suppose \( p_{si} \) is the frequency of the sensitive value \( s_i \) in the overall microdata and \( q_{si} \) is the frequency of \( s_i \) within any equivalence class. Then, \( D(p_i, q_i) \) is defined as \( (q_{si} - p_{si}) / p_{si} \) which describes the \( \beta \).

In addition to identity disclosure, record linkage can also be used for attribute disclosure risk [147]. An intruder that links the records in the de-identified data set to an external data set (that contains the background knowledge) attempts to assign an identity to the de-identified records. The linkage is usually based on a set of attributes that are common to both data sets. To maximise the accuracy of the linkage, the risk is assessed based on maximum-knowledge intruders. The objective is to perform a record linkage using only the \( V - 1 \) attributes of the original data and de-identified data.

An appropriate measure also for both identity and attribute disclosure types was proposed by Anjum et al. [3] called \((p, k)\)-angelisation. This measure is applicable when the intention is to release two tables, a table with QI values and a second table with sensitive attributes values. The \( p \) parameter indicates how many categories belong to certain records in every bucket and \( k \) corresponds to the amount of \( k \) tuples in each bucket. In other words, a single group containing \( k \) records belongs to \( p \) categories. The terminology of buckets is introduced later in Section 5.

4.3 Summary

Privacy risk measures quantify the degree of a privacy breach and thus, the amount of protection offered by privacy-preserving techniques. As such, privacy risk measures contribute to improving data subjects’ privacy in the digital world. Below, we present the main measures from the literature regarding disclosure risk: identity and attribute disclosure.

Identity disclosure risk is divided into two main groups according to QI data type: measures for categorical and numerical QI attributes. For categorical data, we should use measures based on uniqueness. Uniqueness aims to provide the number of records that possess unique combinations regarding selected QI. There are three common procedures: singling out, probabilistic modelling and special uniques. Singling out measures identify records that are typically easy to isolate by an intruder. Despite the high risk that these records possess, they could also be unique in the population data set. In such a case, unique records in the population data set means that they are the maximum risk. However, the population data set is not always known. Accordingly, the population frequencies can be estimated. To infer the population frequencies of a given QI combination from the corresponding sample frequency, a probabilistic model may be pursued. Lastly, an alternative strategy to defining disclosure risk is based on the concept of special uniqueness. The special unique measures must be used to determine with high certainty if a sample record is in fact unique, since a
special unique usually present a higher probability of being a population unique than a sample unique which is not
special. The determination of a special unique does not require the complete set of QI. It is impractical using uniqueness
measures for numerical QI attributes since there will be many distinct combinations of QI. Under those circumstances,
different measures should be applied. We recommended measures focused on outliers and clustering strategies.

Besides the above measures suitable for identity disclosure, record linkage can be used to link records in de-identified
data and records in original data to find how many are coincidentally providing the records at risk and need further
protection. Additionally, this procedure can also be applied to indicate the possibility of increasing information about a
data subject by adding new attributes to the data. Unfortunately, record linkage techniques may be difficult to apply and
time-consuming for data processors when searching for a direct match, since it requires external data for that purpose.

Table 1 summarises the privacy risk measures for each disclosure risk type with the respective main bibliographic
references and the data type regarding QI. All these measures are applicable to the record-level.

| Disclosure risk | Type               | Privacy risk measures       | QI data type |
|-----------------|--------------------|-----------------------------|--------------|
| Identity        | Uniqueness         | $k$-Anonymity [141]         | Categorical  |
|                 |                    | $k$-Map [38]               | Categorical  |
|                 |                    | Poisson-gamma [5]          | Categorical  |
|                 |                    | Poisson-log-normal [143, 145]| Categorical  |
|                 |                    | Ewens [44]                 | Categorical  |
|                 |                    | Dirichlet-multinomial [116]| Categorical  |
|                 |                    | Logarithmic series [46]    | Categorical  |
|                 |                    | Pitman [66]                | Categorical  |
|                 |                    | Gaussian Copulas [138]     | Categorical  |
|                 | Special uniques    | SUDA [39]                  | Categorical  |
|                 |                    | SUDA2 [105]                | Categorical  |
|                 | Outliers           | Rank-based intervals [107] | Numerical    |
|                 |                    | Standard deviation-based intervals [107, 162]| Numerical    |
|                 |                    | Distance-based intervals [137, 165]| Numerical    |
|                 |                    | Density-based intervals [50]| Numerical    |
|                 | Clustering         | Distance-based [5]         | Numerical    |
|                 |                    | Density-based [72]         | Numerical    |
| Identity/Attribute | Record linkage     | Probabilistic-based [46, 78]| Both         |
|                 |                    | Distance-based [132, 161]  | Both         |
|                 |                    | Rank-based [114, 126]      | Both         |
| $k$-Anonymity-based |                | ($\alpha, k$)-Anonymity [775]| Categorical  |
| Attribute        |                    | $I$-Diversity [103]       | Categorical  |
| $k$-Anonymity-based |                | ($p, k$)-Angelisation [1] | Categorical  |
|                 |                    | ($X, Y$)-Anonymity [108]  | Categorical  |
|                 |                    | $\sigma$-Disclosure privacy [10]| Categorical  |
|                 |                    | $\beta$-Likeness [135]    | Categorical  |

Table 1. Privacy risk measures at record-level for microdata with the main bibliographic references.
5 PRIVACY-PRESERVING TECHNIQUES

The main challenge of de-identification is to discover how to release data that is useful for organisations, administrations and companies to make accurate decisions without disclosing sensitive information on specific data subjects. In other words, we are interested in the exploration of techniques that reduce the disclosure risk and still allows to perform statistical analysis and data mining tasks. Such a conflict between data privacy and utility has motivated research in the development of new privacy-preserving techniques or the refactoring of existing techniques.

Willenborg and Waal [26, 173] were among the first to present the principles of protecting microdata. They suggested a classification for privacy-preserving techniques according to the microdata characteristics. Their proposed taxonomy includes both non-perturbative and perturbative techniques. The former involves the reduction of detail or even suppression of information; the latter relates to distortion of information. When considering the background of an intruder, the distinction between non-perturbative and perturbative techniques is important. For instance, the inconsistencies provoked by perturbative techniques can generate special interest in an intruder to identify the records that may have been changed and to recover the original values. With non-perturbative techniques, this is not possible since inconsistencies are not generated. Despite the high use and discussion in the literature on the previous group of techniques, there are others that we assume to be part of SDC. We call this new category de-associative techniques. The main goal of de-associative techniques is to break the relationship between QI and sensitive attributes, releasing two separate tables instead of just one with both QI and sensitive attributes. Figure 3 provides a general overview of the main privacy-preserving techniques, which are discussed below.

![Privacy-Preserving Techniques Diagram](image)

Fig. 3. Taxonomy for privacy-preserving techniques in microdata.

5.1 Non-perturbative

The objective of this category is to reduce the amount of information in data by reducing the level of detail or partially suppressing information in original data preserving the truthfulness. Thus, non-perturbative techniques do not modify the data. We describe global recoding, local recoding, top-and-bottom coding, suppression and sampling techniques.
5.1.1 Global Recoding. This technique is often known as a generalisation or full-domain generalisation. The essence of recoding is to combine several categories to create new and more general categories. Considering a microdata set \( T \), the application of global recoding in a categorical attribute \( V_i \), i.e., replacing with a more generalised \( g \) category, results in a new \( V'_i \) with \(|D(V'_i)| < |D(V_i)|\), where \( D \) is the domain of \( V_i \). For a continuous attribute, \( V_i \) is replaced by a discretised version of \( V_i \). By intuition, the smaller the sizes of intervals in \( g \), less information loss. The main objective of global recoding is to divide the tuples of \( T \) into a set \( E \) of disjoint equivalence classes and then transform the QI values of the tuples in each equivalence class to the same format. Applying global recoding means that the QI values of all equivalence classes obey the principle that there cannot be two equivalence classes with overlapping tuples. Each equivalence class is also known as QI-group. This technique is used heavily in literature and by the statisticians [69, 172, 173].

5.1.2 Local Recoding. While global recoding uniformly recodes the values across the microdata set, local recoding recodes into broader intervals or categories when necessary [15]. The replacement can be partial, only some occurrences of \( V_i \) are replaced with \( g \). Local recoding can potentially reduce the distortion in the data, by replacing \( V_i \) only in a neighbourhood of the data. In general, the difference between global and local recoding is that with global recoding, all values of the attribute have the same domain level. On the other hand, with local recoding, the values are generalised to different domain levels. As global recoding affects the entire data set, the risk can be reduced, however, it can have a greater cost in terms of information loss. With local recoding, this problem can be contained [178].

5.1.3 Top- and-bottom Coding. Top- and-bottom coding is a special case of recoding. This technique is applied to continuous or categorical ordinal attributes. A top recoding covers values of an attribute above a specified upper threshold \( \theta_u \) where frequencies tend to become smaller toward the top of the attribute range. Similarly, a bottom coding covers values below another threshold \( \theta_l \). However, determining the appropriate threshold is not a simple task [173].

5.1.4 Suppression. This technique suppresses data from microdata so that they are not released, or replaces values with a missing value (NaN) or a special character (‘*’ or ‘?’). Suppression has been used since the 80s [18] and is common in combination with global recoding [70, 141, 172]. There are three common levels of suppression, outlined below.

- **Cell suppression.** This approach is also known as local suppression. The goal is to replace one or more values of an attribute \( V_i \) in a record \( R \) with a missing value or a special character. In a tuple of QI \( t \), if \( t \) does not occur frequently enough, one or more values in \( t \) can be suppressed. In contrast to global recoding that is applied to the entire microdata, cell suppression is only applied to a particular value in a particular record. This means that cell suppression does not change the attribute definitions, because it does not affect the coding of any attribute. However, cell suppression significant reduces the predictive performance [128].

- **Tuple suppression.** It is also known as record suppression. The main idea is to hide the whole tuple \( t \) from the released data, which may contain both non-sensitive and sensitive information. Nevertheless, if some records are removed from the data, it may disturb its truthfulness.

- **Attribute suppression.** An attribute \( V_i \) is no longer released for the whole data set. This approach could be very useful when a categorical attribute has many distinct values which typically affects the predictive performance in data mining applications [15] or when two attributes are highly correlated.

5.1.5 Sampling. Also known as subsampling, it is a common technique to protect census microdata where the original set corresponds to the entire population [144]. Instead of releasing the original microdata set, a sample \( S \) set is published. Sampling is suitable for categorical attributes, however, for continuous attributes may be inappropriate owing to the
fact of many distinct values being present as this technique does not perturb continuous attributes [69]. If a continuous attribute $V_i$ is present in a public data set, unique matches are very probable. For that reason, the publishing of a sample of microdata set with continuous attributes should be accomplished with other privacy-preserving techniques.

5.2 Perturbative

Perturbative techniques distort data before release. These must be used so that the statistics computed on the perturbed microdata set do not differ significantly from statistics obtained on the original data set. Swapping, re-sampling, noise, microaggregation, rounding, PRAM and shuffling are examples of perturbative techniques.

5.2.1 Swapping. Dalenius and Reiss [21] propose a data swapping technique, in which the main idea is to exchange the values of certain attributes across records. There are two types of swapping, record or data swapping and rank swapping. Even though data swapping was originally proposed for categorical attributes, its rank swapping variant is also applicable to continuous attributes. The notion of this technique is to swap pairs of records that are similar on a set of attributes but belong to different sub-domains.

- **Data swapping.** In the application of this technique, the microdata is considered a matrix. Suppose a set of $n$ individuals, each one containing the values of $m$ attributes, which are quasi-identifiers and sensitive attributes. The microdata is then represented as an $n \times m$ matrix, corresponding to the original matrix $m_0$. Data swapping will maps such matrix into another matrix, $m_e$. The resulting matrix can be released to micro-statistics or be used to produce macro-statistics. The $m_e$ is $t$-order equivalent with $m_0$ to preserve the $t$-order statistics. A $t$-order equivalence is a frequency count table in which $t$ attributes are involved. A $t$-order equivalence involves one attribute. A set resulted by swapping contains $n$ individuals, $t$ attributes, $r$ individuals in each equivalence class and $k$ of $r$ individuals have their values swapped.

- **Rank swapping.** Was originally introduced by Moore [113] for ordinal attributes, but Domingo-Ferrer and Torra [34] show that this technique can also be used for numerical attributes. The difference from the original procedure is the restriction of the range for which each value can be swapped. This strategy aims to limit the distortion. The methodology of this approach is as follows: values of attribute $t_i$ are ranked in ascending order; then each ranked value of $t_i$ is swapped with another ranked value randomly chosen within a restricted range. The range typically corresponds to the amount of swapped values. For instance, the rank of two swapped values cannot differ much from $p\%$ of the total number of records, where the $p$ is commonly between 0 and 20. Nin et al. [126] propose a new record linkage suitable for rank swapping and two new variants called rank swapping $p$-distributions and rank swapping $p$-buckets which are effective to the new record linkage method.

Data swapping has many advantages, namely: i) it removes the relationship between the record and the individual; ii) it can be used in one or more sensitive attributes without disturbing the non-sensitive attributes; iii) no non-sensitive attributes are deleted; iv) provides protection to the rare and unique values, and v) it is not limited to the type of attributes. This technique has also some drawbacks, for instance, arbitrary swapping can produce a large number of records with unusual combinations. If the swapping is not random, the function to determine the records and the attributes to be swapped requires significant time and computer resources. Also, this technique can severely distort the statistics on any sub-domain, for example, mean and variance for the income of nurses. Lastly, data and rank swapping do not prevent attribute disclosure, since they only reorder data. For example, when an intruder knows which record in the original data set has the highest income, the intruder will simply have to look for the highest income in the swapped data set to get the exact value [69]. Swapping has been applied for Japanese population census microdata as a
potential technique to replace the deletion of unique records [75, 76]. Although swapping has desirable properties, it is not suitable for attributes with few distinct values, since a value can be swapped with the same or similar values.

5.2.2 Re-sampling. Re-sampling was first applied for tabular protection [63], but this technique can also be applied to microdata sets [69]. The re-sampling strategy uses the bootstrap method with a replacement that consists in repeatedly taking small samples and calculating the average of each sample. Formally, re-sampling takes \( t \) independent samples \( S_1, \ldots, S_t \) of size \( n \) of the values of an original attribute \( V_i \). Each sample must be sorted with the same ranking criterion. Build the masked attribute by taking as first value the average of the \( S_1 \), as second value the average of the \( S_2 \), and so on.

5.2.3 Noise. Protecting personal data with noise can be done by additive or multiplicative noise. Additive noise has been studied and used extensively since the 80s [9, 81, 148, 158]. Noise is also known as randomisation. Four main procedures have been developed for additive noise [69]:

- **Uncorrelated noise addition.** Adding noise means that the vector of observations \( x_j \) for the \( j^{th} \) attribute in the original microdata is replaced by the vector \( z_j \), where \( z_j = x_j + \epsilon_j \) and \( \epsilon_j \) denotes normally distributed errors derived from \( \epsilon_j \sim N(0, \sigma^2) \) with \( \text{Cov}(\epsilon_T, \epsilon_I) = 0 \) for all \( t \neq I \) (white noise). The higher the \( \sigma \) value, the greater the range of the generated values.

- **Correlated noise addition.** Adding correlated noise is based on the generation of an error matrix \( \epsilon^* \) under the restriction \( \Sigma^* = \alpha \Sigma \) (correlated noise), which implies \( \Sigma^* = \Sigma + \alpha \Sigma = (1 + \alpha) \Sigma \). All elements of the covariance matrix of the perturbed data diverge from those of the original data by a factor \( 1 + \alpha \). The difference between correlated and uncorrelated is that the covariance matrix of the errors in this approach is proportional to the covariance matrix of the original data. Using correlated noise addition produces a data set with higher analytical validity than uncorrelated noise addition.

- **Noise addition and linear transformation.** Ensuring additional linear transformations mean that the sample covariance matrix of the changed attributes is an unbiased estimator for the covariance matrix of the original attributes. This concept uses a simple additive noise on the \( p \) original attributes \( Z_j = X_j + \epsilon_j \), for \( j = 1, \ldots, p \) with covariances of the errors proportional to those of the original attributes. The shortcoming of this approach is that it cannot be applied to discrete attributes as do not preserve the univariate distributions of the original data.

- **Noise addition and non-linear transformation.** To bypass the shortcoming of previous approach, the non-linear transformations was proposed in combination of additive noise [150]. The application of such an approach is very time-consuming and requires expert knowledge on the microdata set and the algorithms [69].

In some cases, it is preferable to work with multiplicative noise. For example, when additive noise has constant variance. This phenomenon causes small values to be strongly perturbed and large values weakly perturbed. Multiplicative noise was then proposed to circumvent this drawback [123]. Suppose a matrix \( X \) of the original numerical data and \( W \) the matrix of continuous perturbation attributes with expectation 1 and variance \( \sigma^2_w > 0 \). The resulting perturbed data \( X^a \) is obtained by \( X^a = W \odot X \), where \( \odot \) corresponds to Hadamard product, an element-wise of matrix multiplication.

In addition to \( k \)-anonymity, differential privacy is in the spotlight of research. Both \( k \)-anonymity and differential privacy are the most discussed subject in the literature in the data privacy domain. However, there are some substantial differences between the two. Although \( k \)-anonymity is used to guide privacy-preserving techniques, we notice that it is a measure that gives the number of individuals that share the same information and usually is used in data transformed with generalisation and suppression. In the case of differential privacy, it is a method used to usually apply Laplace noise addition. Besides that, differential privacy does not require any assumptions on the intruder’s background knowledge.
The initial formulation of differential privacy was proposed by Dwork [37] for an interactive setting. A randomised query function satisfies differential privacy if the result of an individual’s information is the same whether or not that individual’s information is included in the input for the analysis. Notwithstanding, researchers proposed extensions of differential privacy for the non-interactive setting, namely for microdata sets that could be used for any analysis [146]. We should clarify that, in the scope of this survey, differential privacy methods are grouped as noise-based methods.

5.2.4 Microaggregation. This technique was initially proposed to be used for continuous attributes [31, 32], but microaggregation has been extended to categorical data [159]. The \( n \) records in microdata set \( T \) are partitioned in \( g \) groups of \( k \) or more individuals. Groups are formed using a criterion of maximal similarity, for instance, Euclidean distance can be used. The value \( v_i \) of a continuous attribute \( V \) in record \( r \) is replaced by an aggregate value, usually the average, mode or median of the group to which \( r \) belongs. Some variants exist for microaggregation besides this approach for continuous attributes: i) fixed group size [27, 32] which requires that all groups be of size \( k \); ii) variable group size [31, 32, 85] that allows groups to be of size \( \geq k \); iii) univariate [27] deal with multi-attribute microdata sets by microaggregating one attribute at a time; iv) multivariate [32] deal with several attributes at a time; v) categorical attributes [106, 159]; vi) optimal [60, 86] aims to find a grouping where groups have maximal homogeneity and size at least \( k \), and vii) heuristic [27, 30] to deal with multivariate microaggregation.

Microaggregation involves three main criteria: how the homogeneity of groups is defined, the clustering algorithms used to find the homogeneous groups, and the determination of aggregated function. Typically, this technique works better when the values of the attributes in the groups are more homogeneous. For that reason, the information loss caused by the replacement of values with common values will be smaller than in cases where groups are less homogeneous.

5.2.5 Rounding. Rounding has been used for a very long time as a technique in this context [20]. Its objective is to replace the original values of attributes with rounded values. For a given attribute \( X_i \), rounded values are chosen among a set of rounding points defining a rounding set. The set of rounding points \( p_1, ..., p_r \) can be determined by the multiples of a base value \( b \): \( p_i = b \times i \) for \( i = 1, ..., r \). Thus, an original value \( x_i \) of \( X \) is replaced with the rounding point. In multi-attribute microdata, rounding is typically performed one attribute at a time (univariate rounding). Multivariate rounding is also possible [173]. The operating principle of this technique makes it suitable for continuous data.

5.2.6 Post Randomisation Method (PRAM). PRAM is a technique used for categorical data and was proposed by Gouweleeuw et al. [57]. The values of one or more categorical attributes are re-coded with a certain probability and such re-coding is done independently for each of the records. As PRAM uses a probability mechanism, an intruder cannot be sure whether certain matches corresponds to the correct individual. Suppose \( \xi \) is a categorical attribute in the original set to which PRAM will be applied and \( X \) is denote the same attribute in the perturbed set. Both \( \xi \) and \( X \) has \( K \) categories (or factor levels). The probabilities are defined by \( p_{kl} = P(X = l | \xi = k) \), which mean that the probability that an original score \( \xi = k \) is re-coded with the score \( X = l \). Such probabilities are called transition probabilities. In the case of PRAM for a single attribute, the transition matrix has a size of \( k \times k \), which results in a Markov matrix.

The transition probabilities must be chosen appropriately since can occur in certain situations unlikely combinations like a 7-year-old girl being identified as being pregnant. In similar cases, the transition matrix can be designed in such a way that those transitions are not possible (transition probability set equal to 0). Despite this disadvantage, PRAM is especially useful when a microdata set contains several attributes and applying other de-identification methods, such as global recoding, local suppression and top-and-bottom coding, would lead to too much information loss [69].
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5.2.7 Shuffling. Data shuffling was proposed by Muralidhar and Sarathy [116, 117] and it is a variation of swapping [47]. The difference between swapping and shuffling is that this technique replaces sensitive attributes by generating new data with similar distributional properties. Suppose that $X$ represents sensitive attributes and $S$ non-sensitive attributes. It is generated new data $Y$ to replace $X$ using the conditional distribution of $X$ given $S$, $f(X|S)$. The generated values are also ranked, as in rank swapping. Each $X$ value is replaced with another $X$ value with the rank that corresponds to the rank of the $Y$ value. When compared to the swapping technique, data shuffling guarantees a higher level of utility and a lower level of disclosure risk [119]. Similarly to data swapping and rank swapping, shuffled data has a potential risk of attribute disclosure [69]. Furthermore, data shuffling requires a ranking of the whole data set, which can be computationally costly for large data sets with millions of records [118].

5.3 De-associative
The principal objective of this category is to create buckets in order to break the correlation between QI and sensitive attributes. The basis of de-associative techniques is to create QI-groups with at least $k$ records. In the de-associative category are included bucketisation, anatomisation, angelisation and slicing techniques.

5.3.1 Bucketisation. The term bucketisation derives from the created buckets (often known as partitions) when the values are recoded into less specific values in such a way that each record in the bucketised set corresponds to multiple sensitive values. Therefore, an intruder cannot distinguish the tuples in the same bucket. The bucketised data consist of a set of buckets with permuted sensitive values. This technique publishes the QI values in their original format, thus it is not difficult for an intruder to find out whether an individual is present in the published data or not. For that reason, bucketisation does not prevent membership disclosure.

To prevent both identity and sensitive attribute disclosure, and to preserve the data utility, some researchers propose certain modifications to the bucketisation approach, namely not releasing the bucketised data with the QI in the original form [91, 92]. The QI can be generalised and then bucketised. Thus, the size of buckets is reduced as well as information loss. The tuples are partitioned into equivalence groups that satisfy the desired protection, then divides the generalised tuples into buckets to break the connection between QI values and sensitive values. However, we believe that this approach is only suitable for scenarios where the data controller knows the complete background knowledge of the adversary, otherwise, there are still unique QI combinations that can lead to identity disclosure.

Zhang et al. [180] proposed a permutation-based approach to reduce the association between QI and sensitive attributes suitable for microdata and query-based databases. This technique aims to partition the tuples into several groups so that each group has at least $l$ different sensitive attribute values. Such an approach is identical to the definition of bucketisation and for that reason, we assume henceforth that permutation corresponds to bucketisation.

5.3.2 Anatomisation. Xiao and Tao [176] proposed a new technique called Anatomy that follows the bucketisation principles but, instead of permuting sensitive values, aims to publish two separate tables: a QI table (QIT) and a sensitive table (ST). Consider a microdata $T$ which contains a set of $V$ quasi-identifiers either categorical or numerical and a categorical sensitive attribute $S$. Given an equivalence class with $m$ QI-groups, this technique produces a QIT in the form of $(V_1, V_2, ..., V_l, Group-ID)$ and a ST in the following format $(Group-ID, S, Count)$. Each QI-group involves at least $l$ tuples. For each QI-group and each distinct $S$ value $v$ in $QI_j$ ($1 \leq j \leq m$), the ST has a record of the form: $(j, v, c_j(v))$, where $c_j(v)$ is the number of tuples $t \in QI_j$ with $t[d + 1] = v$ ($d$ is the number of QI). This approach releases the QI and sensitive attributes in two separate sets conserving the unique common attribute, the Group-ID. Hence, when an intruder tries to join the two tables, he will not be able to associate the sensitive value to the right individual.
Although anatomisation increased its popularity in data privacy, this technique is vulnerable to background knowledge attacks and it is only be applied to limited applications. For that reason, it should be used in combination with other privacy-preserving techniques. For instance, anatomisation can be combined with bucketisation, where the values in QIT are permuted as well the values in the ST [62]. Besides that, it focuses on the de-identification of microdata with a single sensitive attribute. To solve this drawback, a multiple sensitive bucketisation [181] was proposed to partition the microdata into QIT and ST and to make sure each sensitive attribute has at least $l$ diverse values. This approach follows the division into two tables like anatomisation, and thus, we consider that their proposal is a combination of anatomisation with bucketisation. Ye et al. [179] also discuss the problem of secure releasing data when sensitive data contains multiple attributes and also combining anatomisation with bucketisation. The difference from the previous approach is that the QI values in the QIT are randomly permuted.

5.3.3 Angelisation. As with anatomisation, angelisation aims to release two separate tables. Tao et al. [155] propose a very similar approach called Angel and, such an approach starts by dividing the microdata into batches $B_1, B_2, ...,$ $B_b$ where each batch is a set of tuples in $T$ and the sensitive attribute distribution in each batch $B_i$ satisfies a certain objective de-identification principal $P$. Then, creates another partition but into buckets, $C_1, C_2, ...,$ $C_e$ where each bucket is a set of tuples in $T$ and contains at least $k$ tuples, in which $k$ is a controlling parameter of the degree of protection. The angelisation corresponds to the publication of any pair of bucket and batch partitions. Therefore, given a batch and bucket partitions of the $T$, an angelisation of $T$ corresponds to a pair of a batch table (BT) $(\text{Batch-ID}, S, \text{Count})$ and a generalised table (GT) that has all QI attributes with the column of Batch-ID where all tuples in the same bucket $C_i$ have equivalent generalised QI values. While anatomisation releases a QIT and ST, angelisation releases a BT and GT. Moreover, anatomisation releases the QI directly, which is a concern when disclosing the precise QI values. However, if there is a specific scenario where it is needed the release of the original values, then angelisation can be employed instead of anatomisation, as this approach also allows the direct publication of QI values.

5.3.4 Slicing. Due to the break of correlation between QI and sensitive attributes caused by previous techniques, Li et al. [97] propose the slicing approach which groups several QI with the sensitive attribute, preserving attributes correlations. The intuition of slicing is the partition of a microdata set vertically and horizontally. Vertical partitioning groups attributes into columns based on the correlation of the attributes, i.e., each column contains a subset of highly correlated attributes. Horizontal partitioning groups tuples into buckets. For each bucket, values in each column are randomly permuted to remove the linking between different columns. Formally, in a microdata $T$, an attribute partition corresponds to several subsets of attributes. A tuple partition consists of several subsets of $T$ and each subset of tuples is a bucket. A slicing of $T$ is given by an attribute partition, a column generalisation and a tuple partition.

As slicing was initially proposed for single sensitive attribute Han et al. [59] propose to vertically partition multiple attributes into several ST and on QIT. In each table, the tuples are partitioned into equivalence classes and the QI values of each equivalence class are recoding satisfying a desired level $k$. The sensitive values of each ST are sliced and bucketised to achieve $l$ diverse values. Besides that, this technique can be used in combination with other techniques, for example with anatomisation for multiple sensitive attributes [151]. A different version, based on overlapped slicing, aims to duplicate a sensitive attribute and put it into the QI column [11]. This approach will increase data utility since there is more attribute correlation. Furthermore, it works for multiple sensitive attributes.
5.4 Summary

Many privacy-preserving techniques were proposed to limit disclosure of confidential information. To clarify the main concept of each technique, we presented three groups to help data controllers in decision making. Table 2 summarises the main principles of each privacy-preserving technique and highlights which data type techniques are intended for. Generally, non-perturbative aims to reduce information detail without distortion. Perturbative methods aim to distort information by creating uncertainty. Lastly, de-associative techniques aim to break the correlation of QI and sensitive attributes. Table 3 presents the main advantages and disadvantages for these groups of privacy-preserving techniques.

| Privacy-preserving techniques | Data type | Principle |
|------------------------------|-----------|-----------|
| Non-perturbative | Both | Combines several categories to form more general categories. |
| Global recoding | Both | Recodes into broader categories only some values. |
| Local recoding | Both | Deletes cells/rows/attributes or replace them with special characters. |
| Top-and-bottom coding | Both | Selects a sample of the original microdata. |
| Suppression | Both | Deletes cells/rows/attributes or replace them with special characters. |
| Sampling | Both | Replaces values above or below a defined threshold. |
| Swapping | Both | Exchanges the values of certain attributes across records. |
| Re-sampling | Both | Takes independent samples using bootstrap and averages the samples. |
| Noise | Numerical | Numerical | Replaces values with rounded ones determined by the multiples of a base. |
| Microaggregation | Both | Groups similar values and assigns an aggregated value to the group. |
| Rounding | Numerical | Replaces values with rounded ones determined by the multiples of a base. |
| PRAM | Categorical | Reclassifies the values according to the Markov matrix. |
| Shuffling | Numerical | Uses a regression model to determine which values are exchanged. |
| Bucketisation | Categorical | Bucketises data and permutes the sensitive values. |
| Anatomisation | Categorical | Bucketises data and publishes a QT and a ST. |
| Angelisation | Categorical | Divides data into batches and then buckets, and publishes a BT and a GT. |
| Slicing | Categorical | Partitions data vertically and horizontally. |

Table 2. Summary of each privacy-preserving technique including data type and main principles.

| Privacy-preserving techniques | Advantages | Disadvantages |
|------------------------------|------------|---------------|
| Non-perturbative | - Does not disturb data structure; | - Reduces the detail of information; |
| | - Unique combinations may disappear. | - High generalisation level and many suppressed values destructs data utility. |
| Perturbative | - Creates uncertainty around the values; | - It may creates inconsistencies; |
| | - New combinations may appear. | - Extreme values require great quantity of distortion. |
| De-associative | - Publishers QIs in their original form; | - Presents high disclosure risk when QIs are the original ones; |
| | - Breaks the relationship between QIs and sensitive attributes. | - The swapped sensitive values could interfere with its true meaning and patterns leading to inaccurate results. |

Table 3. Main advantages and disadvantages of each privacy-preserving technique.

As mentioned, privacy-preserving techniques must be applied according to data characteristics and based on the evaluation of privacy risk and data utility. So far, we reviewed privacy risk measures and techniques for data transformation. In the following section, we present data utility measures for different end-use cases.

6 DATA UTILITY

De-identified data must be protected in such a way that it can be used for diverse purposes. However, taking into account all data uses is impracticable. Therefore, we must consider data interpretability when data is used for general purposes by using information loss measures and predictive performance measures for data mining/machine learning tasks. Thus, we can classify data utility measures into two main groups: information loss and predictive performance.
Greater the perturbation applied to microdata via privacy-preserving techniques, greater the distance between the original and the de-identified data set; consequently, greater information loss. The main idea for loss information measures is to compare records between the original and de-identified data and compare statistics computed from both data sets [34, 49, 69]. Measures of information loss allow the data processor to assess how much harm is being inflicted to the data by a particular privacy-preserving technique. In other words, such measures allow evaluating whether a data set is still analytically valid/comparable after de-identification.

Many measures were proposed in the literature regarding information loss of the de-identified data for general purposes. The information loss measures can be divided into three groups: distance/distribution comparisons, penalty of transformations through generalisation and suppression, and statistical differences. An example for the former case is the discernibility measure [6] which sums up the squares of equivalence class sizes. KL-Divergence [84] is also well known, and measures differences in the distributions of equivalence class sizes over the same attribute. It indicates how much information is lost after changing the probability distributions in the data. In addition to these measures, covariance comparisons can be used for the same purpose [34]. For the second case, the number of generalisation steps can be given by the average size of the equivalence classes [103, 125]. In the other hand, the minimal distortion [141] charges a penalty to each generalised or suppressed value. A similar measure, GenILoss [77], penalises a specific attribute when it is generalised. The last case is based on the frequencies of the equivalence classes. For example, comparing the number of missing values in the data sets indicates the degree of information loss usually caused by specific privacy-preserving techniques. Information loss also can be quantified through the changes in statistics. For instance, by comparing means, variances and correlations in the data sets.

Regardless of the previous general information loss measures, the data processor may know the end-use of de-identified data. Accordingly, when data is intended to be used for data mining tasks, several researchers have proposed to evaluate the utility of the de-identified data in terms of data mining workloads [10, 15, 49, 90]. Since a de-identified data set should support further analysis, predictive models are built from the de-identified data set, and then the prediction accuracy of the models is used to represent the usefulness of the de-identified data set. However, it is unclear what type of data mining tasks will be performed on the de-identified data. In data mining tasks, utility references predictive performance – the closer the evaluation results obtained between the original and the de-identified data, the more utility is preserved. Classification is a common task studied for this purpose that aims to predict nominal attributes. Typical measures used to assess predictive performance include Precision and Recall [79], Accuracy, F-score [137], Geometric Mean [83] and AUC (Area Under the ROC Curve) [171]. Besides these measures, Iyengar [77] proposes a Classification Metric that measures the classification error on the training data by penalising transformations done by suppression or generalisation in which the record’s class is not the majority class. Nonetheless, when the task involves predicting a numeric value, regression measures are used to evaluate the predictive performance. Common measures for this scenario include Mean Squared Error, Root Mean Squared Error and Mean Absolute Error.

Both classification and regression tasks are supervised learning approaches in which utility/performance can be measured by the power of discriminating class labels. But unsupervised learning, namely clustering, is also a common approach to evaluate the quality of the de-identified data and no class labels are available [49, 54]. Intuitively, clustering refers to grouping records in such a way that similar records are grouped together and dissimilar records are grouped in different clusters. Common measures for clustering analysis includes, for instance, Rand index [135], Davies-Bouldin index [24], Fowlkes-Mallows index [51] and Silhouette [139]. Table 4 summarises the main bibliographic references for the two main groups of data utility measures.
As an objective, for maximum data utility, one should strive for de-identified data to be as similar to the original data as possible. However, guaranteeing maximum utility will result in a lower data protection level, which as previously referred, could affect both data subjects and organisations. Thus, ensuring an optimal level of data privacy and utility requires great effort in the application of privacy-preserving techniques. In the following section, we present existing studies on the effectiveness of such techniques concerning data privacy and utility in terms of predictive performance.

### 7 STUDIES ON THE EFFECTIVENESS OF PRIVACY-PRESERVING TECHNIQUES

The application of privacy-preserving techniques is not always trivial. Although a certain technique seems to improve privacy, for example, to reduce the granularity of data, may in fact keep the level of privacy for some occurrences intact due to the extreme values. Moreover, reducing the detail of information may negatively impact data utility. For this reason, it is extremely important to conduct studies in order to evaluate the effectiveness of such techniques.

In this section, we discuss existing studies on the impact of privacy-preserving techniques for both data privacy and utility regarding predictive performance. Also, we cover available software, their principles and implementation details.

#### 7.1 Impact on data privacy

Privacy-preserving techniques have been proposed to limit the disclosure of private information. Improvements and new proposals popped after the suggestion of $k$-anonymity measure. Such a measure was initially used to measure identity disclosure in data that were transformed with generalisation and suppression techniques [141]. However, it was proven that both techniques are not sufficient to protect disclosure of sensitive data [95, 103]. A suggestion to increase the individuals’ privacy is to suppress values that have high disclosure risk [131].

The introduction of noise is one of the most used technique in the perturbative group. A well-known conclusion is the challenge of generating a perturbed data set that remains statistically close to the original data. Typically, the more close the perturbed data is to the original, the less confidential that data set becomes. On the opposite side, the more distant the perturbed data set is from the original, the more secure it is. However, the utility of the data set might be lost when the statistical characteristics of the original data set are lost [109].

Although the distortion applied by differential privacy has been widely considered to be a robust standard, recently, Muralidhar et al. [115] presented an empirical study that compares two approaches of differential privacy via microaggregation. Their experimental results show that a fixed $\epsilon$ does not guarantee a certain level of confidentiality. Thus, this method is not good for microdata releases, which challenges the previous theoretical guarantees.

Microaggregation is also very used for perturbation of microdata sets and has been enhanced in terms of disclosure risk. For instance, Fadel et al. [45] presented very recently a heuristic approach to apply microaggregation that aims to reduce the disclosure risk when compared with other approaches. On the other hand, existing works in microaggregation...
shows that this technique either produce a low degree of within cluster homogeneity or fail to reduce the amount of noise independent of the size of a data set and for these reasons, Iftikhar et al. [73] propose an interesting approach that uses microaggregation for generating differentially private data sets.

De-associative techniques have been also explored and improved to protect individuals’ privacy. The principal drawback of these types of techniques is the publishing of the QI tables in their raw form. But also the disclosure risks for some absolute facts which would help the intruder to find invalid records in the transformed data set resulting in the disclosure of confidential information. Therefore, Hasan et al. [61] proposed the combination of slicing and data swapping to decrease the attribute disclosure risk. By swapping the values, the published data contains no invalid information such that the intruder cannot disclose the individual privacy. On the other hand, Sari et al. [142] states that breaking the two sets of attributes produces more records than the original data set. The authors’ proposal use generalisation and suppression in the QIT, then sensitive values are aggregated on a ST and QI attributes are summarised. Thus, the number of records in the sensitive table is reduced. However, conclusions are limited as privacy risk and utility were not determined. But, theoretically, this approach provides better protection.

The main challenge for an organisation is to apply the optimal privacy-preserving techniques that reduce disclosure risks with minimal information loss. Currently, there are no “one size fits all” approaches to data privacy. Nevertheless, some guidelines should be used to limit disclosure risk when releasing data to the public, industries or researchers. Data release must follow a defence strategy that uses both technical and non-technical approaches to data privacy [67, 120].

A non-technical approach aims to understand the intended use of data since it would be naive to assume that all malicious attacks against individuals’ privacy have been discovered at this stage. Also, an intruder may possess external information to join with a released data set to re-identify individuals in the de-identified data set. To address such issue, non-technical approaches should be considered to provide risk-limiting solutions. As such, data sets should not be made freely available without barriers. An example of a barrier is the identification of the study that data receivers will conduct by specifying the data they require and how data will be used to achieve their goals. Thus, the cost to a potential disclosure risk by an intruder will be raised in terms of effort. Furthermore, it allows the data controller to filter out data receivers without malicious intent, but whose work intends to violate the data subjects’ privacy. In addition, another non-technical defence is an agreement in which data receivers commit not to de-identify any data.

Regarding technical approaches, one of the main issues is the understanding of which privacy-preserving techniques are most appropriate for certain situations. Many of these techniques require trial and error to decide which parameters to configure and to find the acceptable trade-off. Therefore, it is important to decide which privacy-preserving technique is most appropriate to apply to a given data set for a specific application.

7.2 Impact on predictive performance

The application of privacy-preserving techniques are many times employed through de-identification algorithms, for example, Incognito [88], Mondrian [89], and many other de-identification algorithms that are surveyed by Fung et al. [52]. The aim of such algorithms is to apply techniques such as global recoding and local suppression with minimal information loss. In general, information loss is measured during the generalisation process. We notice that the studies in predictive performance rely often upon data sets produced with these de-identification algorithms.

In the context of supervised learning tasks, namely classification, several studies are aiming to prove the efficiency of generalisation and suppression in predictive analysis. A common approach is to transform the original data using such techniques in QI attributes that are highly identifiable to satisfy privacy constraints and using k-anonymity to evaluate the privacy of transformed data. Such transformation originates several de-identified data sets and they all are evaluated
according to the models’ performance. Many examples [12, 56, 74, 77, 170] show higher classification errors for data sets produced by optimising the loss metric and reach the maximum possible value at higher values of $k$. In general, they prove that de-identification level increase leads to proportional degradation of predictive performance. However, it is still possible to protect individuals’ privacy while maintaining predictive performance with both techniques.

A different approach was introduced by Brickell and Shmatikov [10] which focus on semantic definitions to quantify the attribute disclosure. Besides $k$-anonymity, the authors also used $l$-diversity, $t$-closeness and proposed a new measure to capture the adversarial knowledge gain. Whereas the previous works used a defined set of QI, this study uses different sets of QI. In most cases, trivial de-identification, i.e., removing all QI or all sensitive attributes, provides equivalent performance and better privacy guarantees than common generalisation and suppression. Such results challenges previous works and their conclusions. However, we believe that this result depends on the selected set of QI, for instance, if a higher number of attributes are suppressed, the de-identified data set intuitively will not have much utility.

LeFevre et al. [90] presented a suite of de-identification methods to generate de-identified data based on target workloads, which consists of several data mining tasks, including both classification and regression tasks. In contrast to the previous proposals which uses de-identification algorithms to avoid identity disclosure, this experience focus also on attribute disclosure. In general, the derivations of Mondrian algorithm outperforms the Fung et al. [56] de-identification algorithm. However, the previous methods suppress too many values [93]. Therefore, the level of generalisation can be determined by the distribution of the attributes and then use cell suppression to remove locally detailed information. Such a method was proven to be more accurate in classification than LeFevre et al. [90] proposal.

Besides generalisation and suppression, a few studies also include data sets with noise [15, 166]. Contrary to Vanichayasalaksul and Piromsopa [166], the conclusions of Carvalho and Moniz [15] point towards a noticeable impact of such techniques in predictive performance, especially with noise. However, noise is the one that presents a low re-identification risk level. Beyond that, the former uses several de-identification algorithms, while the latter tested different parameters in privacy-preserving techniques without a de-identification algorithm.

The single application of noise was also performed by some researchers [110, 111, 183]. The experimental studies allow us to conclude that the level of noise does affect the classification error. Such results are expected, as the higher $\epsilon$, the less is the noise [87]; therefore, the private data is more closely to the original data. Although the noise adds uncertainty to the intruder in the re-identification ability, it may result in additional data mining bias [174]. The introduced bias could severely impact the ability of knowledge discovery. It is usually related to the change in variance, the relationships between attributes or the underlying attribute distribution. Wilson and Rosen [174] shows that additive noise has a lower impact on classification compared to other types of noise.

Microaggregation was also tested in terms of predictive performance. A comparative study of several microaggregation approaches w.r.t predictive analysis and $k$-anonymity measure shows that the prediction accuracy of a classifier based on a de-identified data set is not always worse than baseline [99]. For instance, some results show higher accuracy when compared to the baseline due to the reduction of variance in the de-identified data set.

Besides the regression workload previously presented [90], Ohno-Machado et al. [128] also presents a study focused on regression tasks using both suppression and generalisation. However, the predictive performance is evaluated concerning the number of suppressed cells. With the minimum privacy guarantees, the results show a difference compared with the original data. But, a slightly higher privacy level results in approximately the same predictive performance. More recently, Liu et al. [106] presented a new approach to reduce the uncertainty introduced by the privacy-preserving techniques. The idea is to represent features using vectorising functions in a de-identified instance
or original instance. Experiments show the regression model trained with de-identified data can be expected to do as well as with original data set under certain features representations.

Regarding unsupervised tasks, clustering methods have been used to evaluate the privacy-preserving techniques. Some approaches convert the problem into classification analysis, wherein class labels encode the cluster structure in the data and then evaluate the cluster quality on the de-identified data. For instance, Fung et al. [54, 55] define the de-identification problem for cluster analysis using generalisation. After transforming the data, the clusters in the original data set should be equal to those in the de-identified data set. In general, the cluster quality degrades as the de-identification threshold increases. However, the results suggest that is possible to achieve a reasonable level of de-identification without compromising cluster quality.

Oliveira and Zaiane [129] proposed a new distortion technique to numerical attributes in order to meet the desired privacy level in clustering analysis. The experiments include additive noise, multiplicative noise and rotation noise that is defined based on an angle $\theta$. Their technique shows a misclassification between 0% and 0.2%. In particular, multiplicative noise achieved the best values for accuracy and privacy level in most experiments. In general, the experiments shows that is possible to achieve a good compromise between privacy and accuracy.

7.3 Available Software

Many privacy tools have been developed to help data controllers or any other user in decision making for any purpose. Beyond the transformation of microdata through privacy-preserving techniques, some tools allow different configurations assessments of such techniques, enabling the evaluation of the achieved privacy and utility level.

$\mu$-ARGUS [25] was the pioneering tool in privacy-preserving publishing. It is a free open source software that provides a user interface and is currently in version 5.1.3 [149]. This tool allows the application of techniques such as global recoding, top-and-bottom coding, local suppression, PRAM, noise addition and microaggregation. The individual risk estimation is based on sampling weight [7] and $k$-anonymity. Furthermore, $\mu$-ARGUS allows the production of de-identified data sets suitable for different purposes, namely, for scientific and public use files.

UTD Anonymisation ToolBox [164] is available for download and further implements all three groups of privacy-preserving techniques. Cornell Anonymisation Toolkit [17] also provides an interface and is free for download. Cornell tool uses generalisation to transform the data. Both tools depicts the utility and re-identification risk. Moreover, these tools are research prototypes and have scalability issues when handling large data sets.

Also, a free open source software for scientific and public use files is the R package called sdcMicro [156]. This package supports several privacy-preserving techniques, both non-perturbative and perturbative. For risk estimation, sdcMicro implements for example the SUDA2, $k$-anonymity, log-linear models, among others. Besides that, this package provides the utility between the de-identified data and the original data and quantifies the information loss. The package also features a user-friendly interface [82] that allows non-experts in the de-identification process to gain insight into the impact of various privacy-preserving techniques and reduces the burden that that software can be used.

ARX Data Anonymisation Tool [133], often known as ARX is one of the most used tools for data privacy. This software is free and has a simple and intuitive interface [4], which supports wizards for creating transformation rules and visualisations of re-identification risks. A wide range of privacy-preserving techniques is supported in ARX as well as many measures for both re-identification risk and data utility. Regarding the data utility, ARX further optimises output data towards suitability as a training set for building learning models. ARX is also available as a library with an API that provides data de-identification for any Java program.
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Another free open source privacy tool is Amnesia [130], which provides software and an online dashboard. Amnesia allows the selection of generalisation level and uses $k$-anonymity for disclosure risk. This tool produces many possible solutions, and it shows the distribution of values and provides statistics about the data quality in the de-identified data set. Moreover, Amnesia allows transforming relational and transactional databases into de-identified data.

All the previous tools require the attribute terminology in advance, which is a static approach. A dynamic tool called Aircloack [2] has emerged to help data controllers by giving them access to all the underlying data, and dynamically adapting the de-identification to the specific query and data requested. The resulting answer set is fully de-identified. Both non-perturbative and perturbative techniques are implemented Aircloack. This tool has a free version for students based on querying system and a full version for organisations.

Although some of the presented tools are more intuitive and user-friendly, they require prior knowledge of the SDC process. Also, for example, sdcMicro requires knowledge of the R programming language. These tools are useful for data protection but they are not trivial. Table 5 summarises the discussed privacy tools and their characteristics.

| Privacy tool | Open source | Web app | Non-perturbative | Perturbative | De-associative | Privacy assessment | Utility assessment |
|--------------|-------------|---------|------------------|--------------|----------------|--------------------|-------------------|
| μ-ARGUS      | ✓           |         | ✓                | ✓            | ✓              | ✓                  | ✓                 |
| UTL          | ✓           |         | x                | ✓            | ✓              | ✓                  | ✓                 |
| Cornell      | ✓           |         | x                | ✓            | ✓              | ✓                  | ✓                 |
| sdcMicro     | ✓           |         | x                | ✓            | ✓              | ✓                  | ✓                 |
| ARX          | ✓           |         | x                | ✓            | x              | ✓                  | ✓                 |
| Amnesia      | ✓           |         | x                | ✓            | x              | ✓                  | ✓                 |
| Aircloack    | x           | ✓       | ✓                | ✓            | ✓              | ✓                  | ✓                 |

Table 5. Available privacy tools along with their main characteristics.

8 OPEN ISSUES

Regardless of de-identification procedures currently implemented in the data privacy context, the expertise required to successfully perform these operations is high. With growing interest and importance of data privacy, and the exponential growth of available data, we expect this area of research and application to grow even further. As such, a linchpin to the widespread use of these methods concerns the automation of these procedural pipelines. For example, to our knowledge, there is still no solution that automates the application and optimisation of privacy-preserving techniques to achieve proper levels of privacy and data utility. These decisions may not be an easy task especially for a user without background knowledge in data protection, which could lead to dangerous decisions. To address such an issue, a potential solution to explore is the introduction of Automated Machine Learning (AutoML) solutions [71] in this context, with the aim of simplifying the de-identification process for data mining tasks, and allowing the widespread application of robust procedures for de-identification and data sharing.

In addition, several open issues are urgent and require attention in upcoming years. In this section, we provide an overview of some problems and challenges that frequently coexist with the privacy-preserving data publishing research area. We briefly introduce problems such as dealing with data that is modified over time and republished, also the plethora of data that is currently easy to obtain, and finally dealing with privacy when the data is in several parties.

8.1 Dynamic data

One of the biggest challenges for the wider dissemination of privacy-preserving strategies is the management of dynamic data. This type of data is dynamically changed over time. If a set of privacy-preserving techniques are applied to dynamic data, the privacy-preserving problem would not be successfully solved. Particularly, the confidential information would
not be properly protected while some records are added, deleted or modified. Typically, the information loss increases over time. Most of the existing strategies for centralised publication focus on static microdata. Specifically, they are restricted to only one-time publication and do not support republication. It is a future challenge the development of flexible, interactive and adaptive privacy-preserving techniques.

A couple of proposals have been emerged to limit the disclosure risk in re-publication [169, 177]. However, location privacy should be enhanced for current and future privacy of releases such as in 5G and social networks [98]. Besides the location itself, the location information also includes when and for how long it was visited. Therefore, it is crucial the protection of spatio-temporal information. To avoid background knowledge and homogeneity attacks, the time attribute may be added in the de-identification of the location attribute [101]. In continuous data release, outliers are also a problem. Outliers detection techniques should continuously monitor the cross-correlation between the releases.

### 8.2 Big data

The dramatic increase of digital data, being gathered and shared currently, often cause the growing number of attributes causing the exponential increase of the domain. Under those circumstances, we face the so-called “the curse of dimensionality” which may cause information loss in de-identified data sets. Some approaches were suggested to mitigate the curse of dimensionality [80, 89]. Additionally, big data variety may add further constraints to the de-identification procedure since techniques such as global recoding are highly dependant on data variations [182]. Thus, dealing with complex data is a challenge.

The massive volume of confidential data being harvested by data controllers makes it essential to use the cloud services not just to store the data, but also to process them on the cloud premises. Domingo-Ferrer et al. [29] presents a survey that covers technologies for privacy-aware outsourcing of storage and processing of confidential data to clouds which includes the traditional privacy-preserving techniques and cryptographic methods. The main research challenge pointed by the authors is when constructing big data by merging data sets with overlapping subjects. Another limitation is the application of cryptographic methods in cloud computing which is at an early stage. Although it ensures high data protection, their application reduces utility and add computation overhead.

### 8.3 Distributed data

Nowadays, due to the need for massive amounts of real-time data, centralised solutions are moving towards more decentralised ones. When data is in different parties, the approach to deal with this issue is often through collaborative data publishing in which multiple data providers share their data for general purposes or data mining tasks. In such a case, the de-identification data is given by each provider.

This topic has been explored, but the rapidly growing volume of data forces the exploration of new security measures. For instance, in a distributed scenario, where each organisation owns a set of raw individual data, de-identification operations are applied equally in all parties, which requires one party to act as leader, to synchronise the de-identification process [112]. However, it is important to include additional security measures. Currently, there are new proposals towards a solution based on multiple collaboration of different parties along with a cryptographic mechanism [102]. One of the main concerns in distributed systems is the balance between disclosure cost and computation cost.

### 9 CONCLUSION

Privacy concerns are extremely important when confidential information disclosure is considered. As such, it is fundamental to protect data before making it available for any purpose. Many definitions of data privacy have been
suggested. However, privacy can be defined as the prevention of unwanted information disclosure. In this article, we present a formulation of the de-identification problem for microdata. We exhaustively present the privacy risks to take into account before data is shared or released. We also extensively present the state of the art of the privacy-preserving techniques by proposing a new taxonomy for the existing approaches grouping them into i) non-perturbative, ii) perturbative, and iii) de-associative. Nevertheless, the application of such techniques may provoke the destruction of data utility. As such, we explore existing measures of utility for general purposes and data mining tasks. Furthermore, we analyse several studies showing the impact of privacy-preserving techniques for both data privacy and utility. However, in this survey, we specifically present studies of the effectiveness of these techniques in predictive performance.

Since the 2000s data privacy has been in the research spotlight either in suggesting new privacy measures and techniques or in evaluating them. The introduction of laws and regulations in data protection and the ability in private information disclosure have reinforced the need for new suggested solutions. Many privacy-preserving techniques were proposed, each one for specific purposes and data characteristics. But, we highlight the high importance in combine these techniques to guarantee high levels of data protection. Such a level is measured through the risks of private information disclosure and several measures were suggested for this purpose. However, diverse scenarios should be examined as it is very difficult to predict who the intruder is or the information he/she possesses. Notwithstanding, high protection typically leads to lower data utility. Consequently, it is essential to experimentally evaluate the impact of de-identification by building predictive models from the de-identified data and observing how it performs on testing cases. Few works [54, 56, 90] have actually conducted such experiments, although many [6, 10, 77] addressed the classification task. We stress the relevance in reproducing experimental studies in regression tasks and for clustering analysis as the end use of data is often unknown.

Although we do not address strategies for others types of data, we strongly recommend some articles, for instance the survey of Zigomtros et al. [182] on relational data. For trajectory microdata, Fiore et al. [48] present the solutions proposed for protecting this type of data form intruder attacks. A very recent survey on heterogeneous data was introduced by Cunha et al. [19]. The authors propose a privacy taxonomy that establishes a relation between different types of data and suitable privacy-preserving strategies for the characteristics of those data types. Despite that, Wagner and Eckhoff [167] surveys privacy measurements for several privacy domains where privacy-enhancing technologies (PETs), including privacy-preserving techniques, can be applied.

A final remark on the certainty of this being a very relevant field for many years to come, especially considering the growing worries about data privacy and the need for ensuring such characteristics for increasing data needs for development and applications in machine learning or more generally, artificial intelligence.

ACKNOWLEDGMENTS

The work of Tânia Carvalho is supported by Project “POCI-01-0247-FEDER-041435 (Safe Cities)” and financed by the COMPETE 2020, under the PORTUGAL 2020 Partnership Agreement, and through the European Development Fund (EDF). The work of Nuno Moniz is financed by National Funds through the Portuguese funding agency, FCT - Fundação para a Ciência e a Tecnologia, within project UIDB/50014/2020. The work of Luis Antunes is supported by EU H2020-SU-ICT-03-2018 Project No. 830929 CyberSec4Europe (cybersec4europe.eu). Pedro Faria is supported by Project "DataInvalue - NORTE-01-0247-FEDER-069497".
REFERENCES

[1] Nabil R Adam and John C Worthmann. 1989. Security-control methods for statistical databases: a comparative study. ACM Computing Surveys (CSUR) 21, 4 (1989), 515–556.

[2] Aircloak GmbH. 2021. Aircloak. https://aircloak.com/. Accessed Nov 2021.

[3] Adeel Anjum, Naveed Ahmad, Saif UR Malik, Samiya Zubaib, and Basit Shahzad. 2018. An efficient approach for publishing microdata for multiple sensitive attributes. The Journal of Supercomputing 74, 10 (2018), 5127–5155.

[4] ARX. 2013. ARX Data Anonymisation Tool. https://arx.deidentifier.org/. Accessed Nov 2021.

[5] Johann Bacher, Ruth Brand, and Stefan Bender. 2002. Re-identifying register data by survey data using cluster analysis: an empirical study. International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems 10, 05 (2002), 589–607.

[6] Roberto J Bayardo and Rakesh Agrawal. 2005. Data privacy through optimal k-anonymization. In 21st International conference on data engineering (ICDE’05). IEEE, 217–228.

[7] Roberto Benedetti, A Capobianchi, and I Francioni. 1998. Individual risk of disclosure using sampling design information. Contribut Instat 1412003 (1998).

[8] Jelle G Bethlehem, Wouter J Keller, and Jeroen Pannekoek. 1990. Disclosure control of microdata. J. Amer. Statist. Assoc. 85, 409 (1990), 38–45.

[9] Ruth Brand. 2002. Microdata protection through noise addition. In Inference control in statistical databases. Springer, 97–116.

[10] Justin Brickell and Vitaliy Shmatikov. 2008. The cost of privacy: destruction of data-mining utility in anonymized data publishing. In Proceedings of the 14th ACM SIGKDD international conference on Knowledge discovery and data mining, 70–78.

[11] Eko Kuswardono Budiardjo, Wahyu Catur Wibowo, et al. 2019. Privacy preserving data publishing with multiple sensitive attributes based on overlapped slicing. Information 10, 12 (2019), 362.

[12] Ines Buratović, Mario Miločević, and Krunoslav Žubrinić. 2012. Effects of data anonymization on the data mining results. In 2012 Proceedings of the 5th International Convention MIPRO. IEEE, 1619–1623.

[13] Janmeng Cao and Panagiotis Karras. 2012. Publishing microdata with a robust privacy guarantee. (2012).

[14] Tânia Carvalho, Pedro Faria, Luís Antunes, and Nuno Moniz. 2021. Fundamental privacy rights in a pandemic state. Plos one 16, 6 (2023), e0252169.

[15] Tânia Carvalho and Nuno Moniz. 2021. The Compromise of Data Privacy in Predictive Performance. In Advances in Intelligent Data Analysis XIX, Pedro Henríques Abreu, Pedro Pereira Rodrigues, Alberto Fernández, and João Gama (Eds.). Springer International Publishing, Cham, 426–438.

[16] Tânia Carvalho, Nuno Moniz, Pedro Faria, and Luís Antunes. 2022. Towards a Data Privacy-Predictive Performance Trade-off. arXiv:2201.05226 [cs.LG].

[17] Cornell Database Group. 2009. Cornell Anonymisation Toolkit. https://sourceforge.net/projects/privacy-toolkit/. Accessed Nov 2021.

[18] Lawrence H Cox. 1980. Suppression methodology and statistical disclosure control. J. Amer. Statist. Assoc. 75, 370 (1980), 377–385.

[19] Mariana Cunha, Ricardo Mendes, and João P Vilela. 2021. A survey of privacy-preserving mechanisms for heterogeneous data types. Computer Science Review 41 (2021), 100403.

[20] Tore Dalenius. 1981. A simple procedure for controlled rounding. Statistik Tidskrift 3 (1981), 202–208.

[21] Tore Dalenius and Steven P Reiss. 1982. Data-swapping: A technique for disclosure control. Journal of statistical planning and inference 6, 1 (1982), 73–85.

[22] George Danezis, Josep Domingo-Ferrer, Marit Hansen, Jaap-Henk Hoepman, Daniel Le Métayer, Rodica Tîrtea, and Stefan Schifferer. 2014. Privacy and Data Protection by Design: from policy to engineering. European Union Agency for Network and Information Security (ENISA): Heraklion, Greece. (2014).

[23] Fida Kamal Dankar, Khaled El Emam, Angelica Neisa, and Tyson Roffey. 2012. Estimating the re-identification risk of clinical data sets. BMC medical informatics and decision making 12, 1 (2012), 1–15.

[24] David I Davies and Donald W Bouldin. 1979. A cluster separation measure. IEEE transactions on pattern analysis and machine intelligence 2 (1979), 224–237.

[25] AG De Waal, AJ Hundepool, and LCRJ Willenborg. 1996. Argus: Software for statistical disclosure control of microdata. In Proceedings of the 1996 Annual Research Conference.

[26] Tom De Waal and Leon Cornelis Roelof Johannes Willenborg. 1996. A view on statistical disclosure control for microdata. Survey Methodology 22, 1 (1996), 95–103.

[27] D Defays and Ph Nanopoulos. 1993. Panels of enterprises and confidentiality: the small aggregates method. In Proceedings of the 1992 symposium on design and analysis of longitudinal surveys. 195–204.

[28] Josep Domingo-Ferrer. 2008. A survey of inference control methods for privacy-preserving data mining. In Privacy-preserving data mining. Springer, 53–80.

[29] Josep Domingo-Ferrer, Oriol Farras, Jordi Ribes-González, and David Sánchez. 2019. Privacy-preserving cloud computing on sensitive data: A survey of methods, products and challenges. Computer Communications 140 (2019), 38–60.

[30] Josep Domingo-Ferrer, Antoni Martínez-Ballesté, Josep Maria Mateo-Sanz, and Francesc Sebé. 2006. Efficient multivariate data-oriented microaggregation. The VLDB Journal 15, 4 (2006), 355–369.

[31] Josep Domingo-Ferrer and Josep Maria Mateo-Sanz. 2002. Practical data-oriented microaggregation for statistical disclosure control. IEEE Transactions on Knowledge and data Engineering 14, 1 (2002), 189–201.
[32] Josep Domingo-Ferrer, Anna Oganian, Àngel Torres, and Josep M Mateo-Sanz. 2002. On the security of microaggregation with individual ranking: analytical attacks. *International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems* 10, 05 (2002), 477–491.

[33] Josep Domingo-Ferrer, David Sánchez, and Jordi Soria-Comas. 2016. Database anonymization: privacy models, data utility, and microaggregation-based inter-model connections. *Synthesis Lectures on Information Security, Privacy, & Trust* 8, 1 (2016), 1–136.

[34] Josep Domingo-Ferrer and Vicenç Torra. 2001. Disclosure control methods and information loss for microdata. *Confidentiality, disclosure, and data access: theory and practical applications for statistical agencies* (2001), 91–110.

[35] Josep Domingo-Ferrer and Vicenç Torra. 2002. Distance-based and probabilistic record linkage for re-identification of records with categorical variables. *Batlle i Clan, Associació Catalana d’Inteligència Artificial* (2002), 243–256.

[36] Josep Domingo-Ferrer and Vicenç Torra. 2004. Disclosure risk assessment in statistical data protection. *J. Comput. Appl. Math.* 164 (2004), 285–293.

[37] Cynthia Dwork. 2006. Differential privacy. In *International Colloquium on Automata, Languages, and Programming*. Springer, 1–12.

[38] Khaled El Emam and Fida Kamal Dankar. 2008. Protecting privacy using k-anonymity. *Journal of the American Medical Informatics Association* 15, 5 (2008), 627–637.

[39] Mark J. Elliot, Anna M Manning, and Rupert W Ford. 2002. A computational algorithm for handling the special uniques problem. *International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems* 10, 05 (2002), 493–509.

[40] European Commission. 2014. Opinion 05/2014 on Anonymisation Techniques. <pdjournals.com/docs/88197.pdf>. Accessed 5 February 2021.

[41] European Commission. 2017. Guidelines on Personal data breach notification under Regulation 2016/679. <https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612052>. Accessed Sep 2021.

[42] European Commission. 2021. Statistical Disclosure Control for business microdata. <https://ec.europa.eu/eurostat/documents/54610/7779382/Statistical-Disclosure-Control-in-business-statistics.pdf>. Accessed Sep 2021.

[43] European Data Protection Board. 2021. Guidelines 07/2020 on the concepts of controller and processor in the GDPR. <https://edpb.europa.eu/our-work-tools/our-documents/guidelines-072020-concepts-controller-and-processor-gdpr_en>. Accessed Oct 2021.

[44] Warren John Ewens. 1990. Population genetics theory—the past and the future. In *Mathematical and statistical developments of evolutionary theory*. Springer, 177–227.

[45] Augusto César Fadel, Luiz Satoru Ochi, José Andrí de Mora Brif, and Gustavo Silva Semaan. 2021. Microaggregation heuristic applied to statistical disclosure control. *Information Sciences* 548 (2021), 37–55.

[46] Ivan P Fellegi and Alan B Sunter. 1969. A theory for record linkage. *J. Amer. Statist. Assoc.* 64, 328 (1969), 1183–1210.

[47] Stephen E. Fienberg and Julie McIntyre. 2004. Data Swapping: Variations on a Theme by Dalenius and Reiss. In *Privacy in Statistical Databases*, Josep Domingo-Ferrer and Vicenç Torra (Eds.). Springer Berlin Heidelberg, Berlin, Heidelberg, 14–29.

[48] Marco Fiore, Panagioti Katsikouli, Elli Zavou, Mathieu Cunche, Françoise Fessant, Dominique Le Hello, Ulrich Matchi Aïvodji, Baptiste Olivier, Tony Quartier, and Razvan Stanica. 2019. Privacy of trajectory micro-data: a survey. (2019).

[49] Sam Fletcher and Md Zahidul Islam. 2015. Measuring information quality for privacy preserving data mining. *International Journal of Computer Theory and Engineering* 7, 1 (2015), 21.

[50] Flavio Foschi. 2011. Disclosure risk for high dimensional business microdata. *Joint UNECE-Eurostat Work Session on Statistical Data Confidentiality, Tarragona, Spain* (2011), 26–28.

[51] Edward B Fowlkes and Colin L Mallows. 1983. A method for comparing two hierarchical clusterings. *The Annals of Statistics* 10, 06 (1983), 553–569.

[52] Benjamin CM Fung, Ke Wang, Rui Chen, and Philip S Yu. 2010. Privacy-preserving data publishing: A survey of recent developments. *ACM Computing Surveys (Csur)* 42, 4 (2010), 1–53.

[53] Benjamin CM Fung, Ke Wang, Ada Wai-Chee Fu, and S Yu Philip. 2010. Introduction to privacy-preserving data publishing: Concepts and techniques. CRC Press.

[54] Benjamin CM Fung, Ke Wang, Lingyu Wang, and Mourad Debbabi. 2008. A framework for privacy-preserving cluster analysis. In *2008 IEEE International Conference on Intelligence and Security Informatics*. IEEE, 46–51.

[55] Benjamin CM Fung, Ke Wang, Lingyu Wang, and Patrick CK Hung. 2009. Privacy-preserving data publishing for cluster analysis. *Data & Knowledge Engineering* 68, 6 (2009), 552–575.

[56] Benjamin CM Fung, Ke Wang, and Philip S Yu. 2005. Top-down specialization for information and privacy preservation. In *21st international conference on data engineering (ICDE’05)*. IEEE, 205–216.

[57] José Gouweleeuw, Peter Kooiman, Leon Willenborg, and Paul P de Wolf. 1998. Post randomisation for statistical disclosure control: Theory and implementation. *Journal of official Statistics* 14, 4 (1998), 463.

[58] Rob Hall and Stephen E Fienberg. 2010. Privacy-preserving record linkage. In *International conference on privacy in statistical databases*. Springer, 269–283.

[59] Jianmin Han, Fangwei Luo, Jianfeng Lu, and Hao Peng. 2013. SLOMS: A Privacy Preserving Data Publishing Method for Multiple Sensitive Attributes Microdata. *J. Softw.* 8, 12 (2013), 3096–3104.

[60] Stephen Lee Hansen and Sumitra Mukherjee. 2003. A polynomial algorithm for optimal univariate microaggregation. *IEEE transactions on Knowledge and Data Engineering* 15, 4 (2003), 1043–1044.

[61] ASM Touhidul Hasan, Qingshan Jiang, Jun Luo, Chengming Li, and Lifei Chen. 2016. An effective value swapping method for privacy preserving data publishing. *Security and Communication Networks* 9, 16 (2016), 3219–3228.
[62] Xianmang He, Yanghua Xiao, Yuji Li, Qing Wang, Wei Wang, and Baile Shi. 2012. Permutation Anonymization: Improving Anonymity for Privacy Preservation in Data Publication. In New Frontiers in Applied Data Mining. Longbing Cao, Joshua Zhexue Huang, James Bailey, Yun Sing Koh, and Jun Luo (Eds.). Springer Berlin Heidelberg, Berlin, Heidelberg, 111–123.

[63] GR Heer. 1993. A bootstrap procedure to preserve statistical confidentiality in contingency tables. In Proceedings of the international seminar on statistical confidentiality. Luxembourg: Office for official publications of the european communities, 261–271.

[64] Thomas N Herzog, Fritz J Scheuren, and William E Winkler. 2007. Data quality and record linkage techniques. Springer Science & Business Media.

[65] Lance J Hoffman. 1969. Computers and privacy: A survey. ACM Computing Surveys (CSUR) 1, 2 (1969), 85–103.

[66] Nobuaki Hoshino. 2001. Applying Pitman’s sampling formula to microdata disclosure risk assessment. Journal of Official Statistics 17, 4 (2001), 499.

[67] Mathias Humbert, Benjamin Trubert, and Kévin Hugetuin. 2019. A survey on interdependent privacy. ACM Computing Surveys (CSUR) 52, 6 (2019), 1–40.

[68] Anco Hundeepool, Josep Domingo-Ferrer, Luisa Francconi, Sarah Giessing, Rainer Lenz, Jane Longhurst, E Schulte Nordholt, Giovanni Seri, and P Wolf. 2010. Handbook on statistical disclosure control. ESNet on Statistical Disclosure Control (2010).

[69] Anco Hundeepool, Josep Domingo-Ferrer, Luisa Francconi, Sarah Giessing, Eric Schulte Nordholt, Keith Spicer, and Peter-Paul De Wolf. 2012. Statistical disclosure control. Vol. 2. Wiley New York.

[70] CAJ Hurkens and SR Touraine. 1998. Models and methods for the microdata protection problem. Journal of Official Statistics 14, 4 (1998), 437.

[71] Frank Hutter, Lars Kotthoff, and Joaquín Vanschoren (Eds.). 2018. Automated Machine Learning: Methods, Systems, Challenges. Springer. In press, available at http://automl.org/book.

[72] Daniela Ichim. 2009. Disclosure Control of Business Microdata: A Density-Based Approach. International statistical review 77, 2 (2009), 196–211.

[73] Masooma Iftikhar, Robert C Holte, and Stan Matwin. 1998. Machine learning for the detection of oil spills in satellite radar images. In Privacy in Statistical Databases, Josep Domingo-Ferrer and Francisco Montes (Eds.). Springer International Publishing, Cham, 200–214.

[74] Shinsuke Ito, Toru Yoshitake, Ryo Kikuchi, and Fumika Akutsu. 2018. Comparative Study of the Effectiveness of Perturbative Methods for Creating Official Microdata in Japan. In Privacy in Statistical Databases. Josep Domingo-Ferrer and Francisco Montes (Eds.). Springer International Publishing, Cham, 200–214.

[75] Shinsuke Ito and Naomi Hoshino. 2014. Data swapping as a more efficient tool to create anonymized census microdata in Japan. In Privacy in Statistical Databases, 1–14.

[76] Shinsuke Ito, Toru Yoshitake, Ryo Kikuchi, and Fumika Akutsu. 2018. Comparative Study of the Effectiveness of Perturbative Methods for Creating Official Microdata in Japan. In Privacy in Statistical Databases. Josep Domingo-Ferrer and Francisco Montes (Eds.). Springer International Publishing, Cham, 200–214.

[77] Vijay S Iyer. 2002. Transforming data to satisfy privacy constraints. In Proceedings of the eighth ACM SIGKDD international conference on Knowledge discovery and data mining, 279–288.

[78] Matthew A Jaro. 1989. Advances in record-linkage methodology as applied to matching the 1985 census of Tampa, Florida. J. Amer. Statist. Assoc. 84, 406 (1989), 414–420.

[79] Allen Kent, Madeline M. Berry, Fred U. Luehrs, and J. W. Perry. 1955. Machine literature searching VIII. Operational criteria for designing information retrieval systems. American Documentation 6, 2 (1955), 93–101.

[80] Daniel Kifer and Johannes Gehrke. 2006. Injecting utility into anonymized datasets. In Proceedings of the 2006 ACM SIGMOD international conference on Management of data, 217–228.

[81] Jay J Kim. 1986. A method for limiting disclosure in microdata based on random noise and transformation. In Proceedings of the section on survey research methods. American Statistical Association Alexandria, VA, 303–388.

[82] A Kowarik, M Templ, B Meindl, and F Fonteneau. [n. d.]. sdcMicroGUI: Graphical user interface for package sdcMicro, 2013. URL http://CRAN.R-project.org/package=sdcMicroGUI. R package version 1, 3 ([n. d.]).

[83] Miroslav Kubit, Robert C Holte, and Stan Matwin. 1998. Machine learning for the detection of oil spills in satellite radar images. Machine learning 30, 2 (1998), 195–215.

[84] Solomon Kullback and Richard A Leibler. 1951. On information and sufficiency. The annals of mathematical statistics 22, 1 (1951), 79–86.

[85] Michael Laszlo and Sumitra Mukherjee. 2005. Minimum spanning tree partitioning algorithm for microaggregation. IEEE Transactions on Knowledge and Data Engineering 17, 7 (2005), 902–911.

[86] Michael Laszlo and Sumitra Mukherjee. 2009. Approximation bounds for minimum information loss microaggregation. IEEE Transactions on Knowledge and Data Engineering 21, 11 (2009), 1643–1647.

[87] Jaewoo Lee and Chris Clifton. 2011. How much is enough? choosing ε for differential privacy. In International Conference on Information Security. Springer, 325–340.

[88] Kristen LeFevre, David J DeWitt, and Raghu Ramakrishnan. 2005. Incognito: Efficient full-domain k-anonymity. In Proceedings of the 2005 ACM SIGMOD international conference on Management of data, 49–60.

[89] Kristen LeFevre, David J DeWitt, and Raghu Ramakrishnan. 2006. Mondrian multidimensional k-anonymity. In 22nd International conference on data engineering (ICDE'06). IEEE, 25–25.

[90] Kristen LeFevre, David J DeWitt, and Raghu Ramakrishnan. 2006. Workload-aware anonymization. In Proceedings of the 12th ACM SIGKDD international conference on Knowledge discovery and data mining, 277–286.

[91] Boyu Li, Kun He, and Geng Sun. 2020. Local Generalization and Bucketization Technique for Personalized Privacy Preservation. (2020).

[92] Boyu Li, Yanhong Liu, Xia Han, and Jundong Zhang. 2017. Cross-bucket generalization for information and privacy preservation. IEEE Transactions on Knowledge and Data Engineering 30, 3 (2017), 449–459.

Manuscript submitted to ACM
Survey on Privacy-Preserving Techniques for Data Publishing

[93] Jiuyong Li, Jixue Liu, Muramull Baig, and Raymond Chi-Wing Wong. 2011. Information based data anonymization for classification utility. Data & Knowledge Engineering 70, 12 (2011), 1030–1045.

[94] Jieun Li, G Alan Wang, and Hsinchun Chen. 2011. Identity matching using personal and social identity features. Information Systems Frontiers 13, 1 (2011), 101–113.

[95] Ninghui Li, Tiancheng Li, and Suresh Venkatasubramaniam. 2007. t-closeness: Privacy beyond k-anonymity and l-diversity. In 2007 IEEE 23rd International Conference on Data Engineering. IEEE, 106–115.

[96] Tiancheng Li and Ninghui Li. 2009. On the tradeoff between privacy and utility in data publishing. In Proceedings of the 15th ACM SIGKDD international conference on Knowledge discovery and data mining. 517–526.

[97] Tiancheng Li, Ninghui Li, Juan Zhang, and Ian Molloy. 2010. Slicing: A new approach for privacy preserving data publishing. IEEE transactions on knowledge and data engineering 24, 3 (2010), 561–574.

[98] Dan Liao, Hui Li, Gang Sun, Ming Zhang, and Victor Chang. 2018. Location and trajectory privacy preservation in 5G-Enabled vehicle social network services. Journal of Network and Computer Applications 110 (2018), 108–118.

[99] Jun-Lin Lin, Per-Cham Chang, Jodie Yu-Chih Liu, and Tsung-Hsien Wen. 2010. Comparison of microaggregation approaches on anonymized data quality. Expert Systems with Applications 37, 12 (2010), 8161–8165.

[100] Kun Liu, Wenyan Liu, Junhong Cheng, and Xingjian Lu. 2019. UHRP: Uncertainty-Based Pruning Method for Anonymized Data Linear Regression. In International Conference on Database Systems for Advanced Applications. Springer, 19–33.

[101] Tianen Liu, Yingjie Yang, Zhipeng Cai, Xiangrong Tong, Qingxian Pan, and Jindong Zhao. 2020. A Dynamic Privacy Protection Mechanism for Spatiotemporal Crowdsourcing. Security and Communication Networks 2020 (2020).

[102] Lingjuan Lyu, Yee Wei Law, Kee Siong Ng, Shibei Xue, Jun Zhao, Mengmeng Yang, and Lei Liu. 2020. Towards Distributed Privacy-Preserving Prediction. In 2020 IEEE International Conference on Systems, Man, and Cybernetics (SMC). IEEE, 4179–4184.

[103] Ashwin Machanavajjhala, Daniel Kifer, Johannes Gehrke, and Muthuramakrishnan Venkitasubramaniam. 2007. l-diversity: Privacy beyond k-anonymity. ACM Transactions on Knowledge Discovery from Data (TKDD) 1, 1 (2007), 3–es.

[104] Abdul Majeed and Sungchang Lee. 2021. Anonymization Techniques for Privacy Preserving Data Publishing: A Comprehensive Survey. IEEE Access 9 (2021), 8512–8545.

[105] Anna M Manning, David J Haglin, and John A Keane. 2008. A recursive search algorithm for statistical disclosure assessment. Data Mining and Knowledge Discovery 16, 2 (2008), 165–196.

[106] Sergio Martinez, David Sánchez, and Aida Valls. 2012. Semantic adaptive microaggregation of categorical microdata. Computers & Security 31, 5 (2012), 653–672.

[107] Josep Maria Mateo-Sanz, Francese Sebé, and Josep Domingo-Ferrer. 2004. Outlier protection in continuous microdata masking. In International Workshop on Privacy in Statistical Databases. Springer, 201–215.

[108] Margaret Mitchell, Simone Wu, Andrew Zaldívar, Parker Barnes, Lucy Vasserman, Ben Hutchinson, Elena Spitzer, Iinoiwu Deborah Raji, and Timnit Gebru. 2019. Model cards for model reporting. In Proceedings of the conference on fairness, accountability, and transparency. 220–229.

[109] Kato Mivule. 2013. Utilizing noise addition for data privacy, an overview. arXiv preprint arXiv:1309.3958 (2013).

[110] Kato Mivule and Claude Turner. 2013. A comparative analysis of data privacy and utility parameter adjustment, using machine learning classification as a gauge. Procedia computer science 20 (2013), 414–419.

[111] Kato Mivule, Claude Turner, and Soo-Youn J. 2012. Towards a differential privacy and utility preserving machine learning classifier. Procedia Computer Science 12 (2012), 176–181.

[112] Noman Mohammed, Benjamin CM Fung, Patrick CK Hung, and Cheuk-Kwong Lee. 2010. Centralized and distributed anonymization for high-dimensional healthcare data. ACM Transactions on Knowledge Discovery from Data (TKDD) 4, 4 (2010), 1–33.

[113] Richard Moore. 1996. Controlled data-swapping techniques for masking public use microdata sets. US Census Bureau [custodian].

[114] Krishnamurty Muralidhar and Josep Domingo-Ferrer. 2016. Rank-based record linkage for re-identification risk assessment. In International Conference on Privacy in Statistical Databases. Springer, 225–236.

[115] Krishnamurty Muralidhar, Josep Domingo-Ferrer, and Sergio Martinez. 2020. e-Differential Privacy for Microdata Releases Does Not Guarantee Confidentiality (Let Alone Utility). In International Conference on Privacy in Statistical Databases. Springer, 21–31.

[116] Krishnamurty Muralidhar and Rathindra Sarathy. 2003a. A theoretical basis for perturbation methods. Statistics and Computing 13, 4 (2003a), 329–335.

[117] Krishnamurty Muralidhar and Rathindra Sarathy. 2003b. A rejoinder to the comments by Polettini and Stander. Statistics and Computing 13, 4 (2003b), 339–342.

[118] Krishnamurty Muralidhar and Rathindra Sarathy. 2006. Data shuffling—A new masking approach for numerical data. Management Science 52, 5 (2006), 658–670.

[119] Krish Muralidhar, Rathindra Sarathy, and Ramesh Dandekar. 2006. Why swap when you can shuffle? a comparison of the proximity swap and data shuffle for numeric data. In International Conference on Privacy in Statistical Databases. Springer, 164–176.

[120] Jeffrey Murray Jr, Afra Mashhadi, Brent Lageese, and Michael Stiber. 2021. Privacy Preserving Techniques Applied to CPNI Data: Analysis and Recommendations. arXiv preprint arXiv:2101.09834 (2021).

[121] Arvind Narayanan and Vitaly Shmatikov. 2008. Robust de-anonymization of large sparse datasets. In 2008 IEEE Symposium on Security and Privacy (sp 2008). IEEE, 111–125.
