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ABSTRACT Cardiovascular diseases are considered as the most life-threatening syndromes with the highest mortality rate globally. Over a period of time, they have become very common and are now overstressing the healthcare systems of countries. The major factors of cardiovascular diseases are high blood pressure, family history, stress, age, gender, cholesterol, Body Mass Index (BMI), and unhealthy lifestyle. Based on these factors, researchers have proposed various approaches for early diagnosis. However, the accuracy of proposed techniques and approaches needs certain improvements due to the inherent criticality and life threatening risks of cardiovascular diseases. In this article, a MaLCaDD (Machine Learning based Cardiovascular Disease Diagnosis) framework is proposed for the effective prediction of cardiovascular diseases with high precision. Particularly, the framework first deals with the missing values (via mean replacement technique) and data imbalance (via Synthetic Minority Over-sampling Technique - SMOTE). Subsequently, Feature Importance technique is utilized for feature selection. Finally, an ensemble of Logistic Regression and K-Nearest Neighbor (KNN) classifiers is proposed for prediction with higher accuracy. The validation of framework is performed through three benchmark datasets (i.e. Framingham, Heart Disease and Cleveland) and the accuracies of 99.1%, 98.0% and 95.5 % are achieved respectively. Finally, the comparative analysis proves that MaLCaDD predictions are more accurate (with reduced set of features) as compared to the existing state-of-the-art approaches. Therefore, MaLCaDD is highly reliable and can be applied in real environment for the early diagnosis of cardiovascular diseases.

INDEX TERMS Cardiovascular diseases, machine learning, cardiovascular prediction, ensemble, SMOTE, feature importance, MaLCaDD framework.

I. INTRODUCTION

The busy schedule of the modern era leads to an unhealthy life style which causes anxiety and depression. In order to overcome these conditions, there is a tendency to resort to excessive smoking, drinking and taking drugs. All these things are the root cause of many dangerous diseases including cardiovascular diseases, cancer etc. [1]. According to the World Health Organization (WHO), cardiovascular diseases (CVDs) have the highest number of death rates, globally. Almost 31% of the world’s deaths are because of the CVDs [2]. The early prediction of these kinds of diseases is very important so that precautionary measures could be taken before something serious happens.

Cardiovascular Diseases (CVDs) is a term which is used to describe a condition that affects the heart or blood vessels. Four main types of CVDs include Coronary Heart Disease, Stroke/Transient ischemic attack (known as TIA/Mini-Stroke), Peripheral arterial disease and Aortic disease [3]. The exact cause of CVDs is unknown still; some risk factors are responsible for these diseases including high blood pressure, smoking, diabetes, body mass index (BMI), cholesterol, age, family history, etc. These factors are different for different people. Age, gender, Stress, and unhealthy lifestyle are also some of the major factors which are responsible for the CVDs [4]. The major challenge is to timely predict these diseases with high accuracy so that mortality rate may be reduced through effective medication and other counter measures.

Over the period of time, researchers proposed several algorithms for the prediction of CVDs. In Spain, SCORE...
risk cardiovascular and REGICOR risk score [5] are being used for cardiovascular risk prevention on the recommendation of the Spanish Society of Cardiology. Similarly, In United States researchers have assessed five methods for predicting mortality with congestive heart failure (CHF) [6]. A prospective cardiovascular münster (PROCAM) study was also developed for the prediction of CVDs [7]. One of the common methods for the prediction of cardiovascular disease was proposed by Jain et al. [8] using ECG signals. Image-based diagnosis can also be made using cardiac imaging for the prediction of CVDs [9]. In the same way, some researchers have used other features for the prediction of cardiovascular diseases.

During past decade, researchers have proposed many algorithms for the prediction of CVDs by using different datasets and techniques. The common datasets which are used for the prediction of CVDs include: heart disease [13], Cleveland [14], Framingham [15] and Cardiovascular Disease [16]. These datasets consist of different attributes that are used for the prediction of the CVDs. The factors which are involved in cardiovascular disease include modifiable and non-modifiable risk factors. Non-modifiable are the one that cannot be changed such as age ethnicity, and family history. Whereas, the modifiable risk factors such as Smoking, unhealthy lifestyle, blood pressure, and cholesterol can be changed and controlled by taking certain precautions and medication. Many datasets have been shaped by taking into account these attributes and a lot of effort has been done by the researchers on these datasets. One of the renowned datasets is the Framingham dataset [15] which is collected against these attributes. Many researchers have used this data set in order to validate their prediction frameworks. Nitten et al. [17] presented a prediction algorithm using 22 features. Afterward, machine learning algorithms were applied and based on their computation time and accuracies, proposed an ensemble method for the prediction of cardiovascular disease. Rubini et al. [18] proposed a solution for the prediction of heart disease using the Random Forest algorithm. The proposed algorithm was compared with different classifiers including Logistic Regression, Naïve Bayes and Support Vector Machine (SVM) and it was demonstrated that the proposed algorithm i.e. Random Forest achieved an accuracy of 84.81%. Hoda et al. [19] has used the Framingham scoring model for the validation of their framework. The algorithms which were included in the experimentation are KNN and random forest and it was observed that accuracy given by the KNN (66.7%) was relatively higher than that of the Random Forest (63.49%). So KNN was considered as the proposed algorithm.

In the given research context, different machine learning [10] and deep learning [11] based techniques were developed for the prediction of CVDs. However, the focus of researchers is on feature selection techniques and classification algorithms while ignoring the issue of class imbalance. The problem of class imbalance highly affects the accuracy of the classification algorithm. Furthermore, the large number of features are required for prediction when data is not balanced. This significantly increases the computational complexity and make the solution impractical for real environment. In addition to this, the improvement of existing feature selection techniques are required to reduce the computational complexity while achieving acceptable accuracy. Similarly, the accuracies of the existing classifiers need to be improved to achieve reliable results. To summarize, there is a strong need of an integrated machine learning framework for cardiovascular diseases where data balancing, optimum feature selection and improved classification should be achieved in a systematic way. This not only leads to improve the predictions for cardiovascular diseases but also reduces the computational complexities. To the best of our knowledge, such integrated framework for cardiovascular diseases is hard to find in literature and industrial projects.

To achieve aforementioned objectives, this article presents a MaLCaDD (Machine Learning based Cardiovascular Disease Diagnosis) framework. It is fully functional on major cardiovascular diseases factors like high blood pressure, family history, stress, age, gender, cholesterol, Body mass index (BMI), and unhealthy lifestyle. The overview of MaLCaDD is shown in Fig. 1. Particularly, in contrast to the existing studies where researchers have mainly focused on various feature selection and traditional classification methods, MaLCaDD intends to improve the overall accuracy via handling of missing values and imbalanced data. The missing values have been handled by replacing the missing value with the mean of all the values of a corresponding feature. In order to deal with data imbalance, MaLCaDD proposes Synthetic Minority Over-sampling Technique (SMOTE). Once data become balanced, MaLCaDD employs feature importance technique for the selection of optimum set of features. Finally, ensemble of Logistic Regression and K-Nearest Neighbor (KNN) is proposed for improved prediction as shown in Fig. 1. The contributions of this article are summarized as:

1) An integrated machine learning framework is proposed where data balancing, feature selection and classification are targeted altogether for the improved and early prediction of cardiovascular diseases. Particularly, missing values and data balancing are managed through mean and SMOTE respectively. Moreover, optimum feature sets are derived using feature importance technique. Finally, improved prediction is achieved through the ensemble of logistic regression and KNN classifiers.

2) The implementation of framework is carried out in PYTHON using different libraries. The framework is publicly available [56] at GitHub repository.

3) The validation of framework is performed through three benchmark datasets (i.e., Framingham, Heart Disease and Cleveland) and the accuracies of 99.1%, 98.0% and 95.5% are achieved respectively. This ensures the broader application of proposed framework on multiple cardiovascular datasets.

4) Finally, proposed framework is comprehensively compared with state-of-the-art studies. The results prove
that proposed framework outperforms the state-of-the-art studies by achieving the improved accuracy with reduced set of features.

Rest of the paper is arranged as follows: Section II presents Literature Review and Research Gap. The framework is proposed in Section III and experimental evaluation is performed in Section IV. The comparative analysis of proposed framework with state-of-the-art is discussed in Section V. Finally, Section VI presents the conclusion and future work.

II. PRELIMINARIES

In this section, we discuss the existing work relevant to the domain under discussion. We also explore the datasets which have been used by the researchers for making predictions. Particularly, Section A highlights the literature review and Section B reports the research gap.

A. LITERATURE REVIEW

Cardiovascular Diseases (CVDs) affect the heart and blood vessels. There are numerous types of CVDs that may have a variety of effect over a human body. Certain risk factors have been identified which may cause CVDs which include high blood pressure, smoking, diabetes, body mass index (BMI), cholesterol, age, family history, etc. [20]. Age, gender, Stress, and unhealthy lifestyle are also some of the major factors which are responsible for the CVDs [21]. In a nutshell, whatever is the cause, the most important thing is the timely / early identification CVDs.

Researchers have proposed various approaches for the prediction of CVDs on the basis of above-mentioned risk factors. Similarly, variety of datasets have been used by the researchers for the validation of their proposed approaches. Mostly, Cleveland [14], Framingham [15] and Heart Disease dataset [13] have been in lime light. Mostly, the attributes of these datasets are similar. However, the major difference in these datasets is of the experimental setup i.e. how the dataset is collected. In the succeeding paras, we present the research that has been undertaken by worthy researchers in connection with prediction of the CVDs along with the corresponding data sets. Tanvi et al. [22] have used the Cleveland dataset for the prediction of heart diseases. As part of prediction, 14 features were used for the training of the model. Moreover, classifiers of Decision Tree, MARS, Random Forest and TMGA were used for making predictions. Out of all these models, Decision Tree has rendered the highest accuracy of 93.24% and the time taken was 112.36 sec. Singh et al. [23] have applied different classification algorithms on the heart disease dataset [13] which is available in the University of California Irvine (UCI) repository. In the proposed solution, authors have used a backward selection method for feature selection. By using this method, 11 significant features were selected which were then used to train algorithms including Logistic Regression, SVM and pruning decision tree. 87.1% accuracy was achieved by applying Logistic Regression which was highest among all of the other models. Amanda et al [24] have used 10 different features from the South African heart disease dataset. Three different models i.e., Decision Tree, Naïve Bayes and SVM are applied on the dataset and then these models are evaluated using Confusion Matrix. Out of these three models, Naïve Bayes produced the best results. Ketut et al. [25] have used a dataset that was collected from Harapan Kita Hospital. From this dataset, 18 parameters were used for the prediction of heart diseases. In this study, KNN was applied with and without parameter weighting and achieved an accuracy of 75.11% and 74.0% respectively. In addition to that, Naïve Bayes and SVM were also applied to the same dataset but the results achieved from those models were not very significant. Randa et al. [26] have used the Collective Heart Disease dataset (CAD) for the prediction of heart valve diseases. 13 features were used for the training of the model. It was observed that the best results were achieved with the accuracy of 92.0% when the dataset was trained with Naïve Bayes classification algorithm.
Researches have used different methods and algorithms on the Framingham dataset as well for the prediction of the cardiovascular disease. Rubini et al. [18] proposed a solution for the prediction of heart disease using the Random Forest algorithm. The proposed algorithm was compared with different classifiers including Logistic Regression, Naïve Bayes and SVM. In the proposed paper, Random Forest achieved an accuracy of 84.81%. Prediction of CVDs using KN and Random Forest was propounded by Hoda et al. [19]. In the proposed approach, KNN and Random Forest were used for classification. It was observed that KNN has achieved an accuracy of 66.7% whereas; Random Forest algorithm achieved 63.4% accuracy. Shen et al. [27] proposed a Clustered CART Framework to manage the large number of discovered rules. For training and testing, 10 features were used. These features were then preprocessed i.e. continuous features were discretized and the missing values were replaced with global means. Afterward, an existing ARM tool was applied for the generation of CARS for the prediction of chronic disease. Divya et al. [28] propounded a solution for the automatic prediction of heart diseases. Firstly, machine learning algorithms were used, thereafter; the ensemble method was created for the final cross-validation results using machine learning and ensemble method. Nitten et al. [17] presented a prediction algorithm using 22 features. Afterward, machine learning algorithms were applied and based on their computation time and accuracies, an ensemble method was proposed for the prediction of cardiovascular diseases. Table 1 shows the Comparison of Machine Learning Algorithm with different datasets.

The dataset consists of 16 features that may be used for the prediction. The Framingham dataset has data from the people of three different generations including participants who originally participated, their children, and grandchildren [29]. This makes the dataset very reliable and it is expected that highest accuracy may be achieved by using this dataset for prediction.

### B. RESEARCH GAP

Most of the researchers have focused on improving the accuracy of prediction via various feature selection and traditional classification methods. Whereas, missing values in the data that highly affects the accuracy of the model (as missing values in the data reduces the samples of the data which results in an ineffective model) have little been catered for. In addition to that, the problem of class imbalance (in which samples of one class is relatively less than the samples of the other class / classes) has also not been amply focused in previous researches for improving accuracy. Consequently, there is a dire need that problems of missing values and class imbalance must be catered for before suggesting any classification mechanism.

In a similar manner, features of the dataset highly affect the accuracy and computational complexity of machine learning process. Therefore, the prime thing in any machine learning process is to select the right subset of features while performing feature extraction. Although, researchers have already proposed various feature selection techniques and classification algorithms for the given datasets, the feature selection process needs a definite improvement so that right subset of the features are selected that contribute in reliable prediction with improved accuracy. In order to reduce the computational complexity of proposed classifiers, there is a dire need that the feature selection technique should bring out minimum number of essential features that could help in making reliable predictions. Moreover, for improved accuracy the classification algorithm also need to be efficient.

Hence, such a versatile framework that is applicable on wide variety of datasets, takes into account the problems of missing values/ imbalanced class and performs reliable predictions (with minimal features and reduced computational complexity) is hard to find in literature.
III. PROPOSED SOLUTION

In this paper, we have proposed a novel Machine Learning based Cardiovascular Disease Diagnosis (MaLCaDD) Framework for the prediction of cardiovascular diseases. The objective of this paper is to present an accurate machine learning model which can identify cardiovascular diseases reliably, based on the patients’ clinical parameters. The proposed approach is based on steps which are: 1) Data preprocessing that includes outlier removal, replacing missing values and handling imbalance class. 2) Feature selection using feature importance technique, and 3) Classification using an Ensemble of Logistic Regression and KNN as shown in Fig. 2. Thereafter, model training is performed and the trained model will then be used to make predictions. Our main aim is to get the improved results with reduced number of features / computational complexity. Now we will present our framework in detail.

In the proposed MaLCaDD Framework, initially data preprocessing is undertaken. In the data preprocessing step, primarily the data is explored for possible outliers. Outlier is that sample in the dataset which deviates from the normal behavior of the dataset [30].

The majority of the outliers in the data are considered as noise which adds no value to the significance of data and negatively affects the performance of the model. Raveendrababu et al. [31] have demonstrated that removing the outliers from the data helps in achieving the improved results and proposed various methodologies for outlier removal. Our proposed framework uses Boxplot for the removal of outliers. Boxplots are used to give five numbers summary i.e. minimum, first quartile (Q1), median (Q2), third quartile (Q3) and maximum. When these five points are plotted it forms a box like structure and any point which is lying outside this box is considered as an outlier. After removing the outliers, our proposed framework checks for the missing values in the data. Missing values in the data are very common which can exist because of the faulty instrument or human error [32]. If there are missing value in the data then model cannot be efficiently trained on that data due to the reduced number of training samples. This affects the accuracy of the model. That is why our proposed framework replaces the missing values by the mean of all the values of the respective attribute. Mean substitution is one of the most common methods used by various researchers (e.g., Dodeen et al [33]) for replacing the missing values. This helps to retain training data without adding further information to the dataset which reduces the chances of overfitting. After resolving the issues of outliers (via boxplot technique) and missing values (via mean replacement technique), the final step of preprocessing in our proposed framework is to resolve the problem of imbalanced class. This problem is handled by using the Synthetic Minority Over-sampling Technique (SMOTE), which is based on the Canopy and K-means clustering [34]. SMOTE increases the samples of the minority class by finding its k nearest neighbor. Then one of the k nearest neighbors is selected at random to increase the minority class samples [35]. This procedure can be used for creating as many minority class samples as needed. The samples created using this technique are very much close to the original sample which increases the reliability and reduces randomness. SMOTE has efficiently been used by researchers like D. Yue et al [36].

After performing the data preprocessing, MaLCaDD framework suggests the process of feature selection, as the right subset of features can increase the accuracy of the model.
and reduces the computation time and complexity. For feature selection we are using ‘Feature importance’ technique. Our proposed approach selects the most relevant features based on the p-score of the attribute. Feature importance technique suggests calculation of a score for each attribute of the data; the higher the score the more important or relevant the feature becomes towards the final prediction. Feature importance reduces overfitting by removing the redundant features from the data. Since the final features which are selected are not redundant and misleading so an improved accuracy is achieved. Feature importance has widely been used for selecting the relevant features e.g., Debadri et al. [37] selected the top features in his research using this technique and got promising results.

Finally, MaLCaDD proposes an ensemble for classification with boosting technique. The model learns from its previous experience which helps in achieving better results in the future. Our proposed ensemble [56] is based on two models i.e. Logistic Regression and K-Nearest Neighbor. Logistic Regression is used for predicting the categorical dependent variable using a given set of independent variables. It has been used widely in different prediction problems in the field of health care. K-Nearest Neighbor (KNN) performs well on datasets with a greater number of samples [39]. It also gives good results for the numeric attribute. Finally, our framework analyzes the accuracy of the model using k-fold cross-validation. It is technique which gives the performance of the trained model when it is tested on test data. The parameter ‘k’ decides that in how many folds we need to split the given data [40].

### IV. EXPERIMENTAL EVALUATION OF PROPOSED SOLUTION

In this section, we have presented the application of our proposed framework on the selected data set and reported the achieved results. Section A presents the experimental setup. Section B discusses the techniques which are used for handling the missing values and imbalanced data. Section C explains the feature selection and Section D discusses classification of dataset using our proposed ensemble. Finally, Section E presents the results of the different classifiers.

#### A. EXPERIMENTAL SETUP

This section is further divided into two sub sections. First sub section provides an insight about the dataset which we have used and second one elaborates the tools and techniques which have been used for this research.

1) DATASET

The primary dataset which we have used to demonstrate the applicability of our framework is Framingham [15] data set. Dataset was collected in three different rounds. The first round was conducted in 1948 when the data was collected from 5209 men and women with ages ranging from 30 to 62. The second phase was conducted in 1971 in which 5124 people participated and were asked to go through the same examination process. These were the second generation of the people who participated in the first round. Finally, in April 2002 the final round was conducted in which the data was collected from the third generation of the original cohort. The Framingham dataset has data from the people of three different generations including participants who originally participated, their children and grandchildren. This makes the dataset very reliable and gives good results when used for prediction. It consists of 4240 samples which contains 644 values from class 1 (Yes) and 3596 from class 2 (No). Here the samples of Class 1 represent the instances of those participants who are suffering from cardiovascular diseases and the instances of Class 2 are those who are not suffering from cardiovascular diseases. This data set has 15 attributes. The attributes in the given dataset provides variety of information including demographic/ behavioral as well as medical history and current medical condition. Our proposed framework uses these attributes for the prediction of CVDs.

| Attribute | Values |
|-----------|--------|
| Sex (Nominal) | Male=1 or female=0 |
| Age (continuous) | Age of patient in the whole number |
| Education (continuous) | Values=1-4 , Some High School=1 , High School or GED=2 , Some College or Vocational School = 3 , college=4 |
| Current Smoker (Nominal) | Yes=1 or No=0 |
| Cigarettes per day (Continuous) | Number of cigarettes smoked per day |
| BP Meds (Nominal) | Yes=1 or No=0 was BP patient or not |
| Prevalent Stroke (Nominal) | Yes=1 or No=0 was Stroke patient or not |
| Prevalent Hyp (Nominal) | Yes=1 or No=0, whether the patient was hypertensive |
| Diabetes (Nominal) | Yes=1 or No=0 was be a diabetes patient |
| Total Chol (Continuous) | Total cholesterol level |
| Syst BP (Continuous) | Systolic Blood pressure |
| Dia BP (Continuous) | Diastolic Blood Pressure |
| BMI (Continuous) | Body Mass Index |
| Heart Rate (Continuous) | Heart rate or pulse rate |
| Glucose (Continuous) | Glucose Level |
| Ten-year CHD (Nominal) | Yes=1 No=2, the 10-year risk of coronary Heart Disease (CHD) |

2) TOOLS AND TECHNOLOGIES

Exploratory analysis and data processing are performed using Python [41]. Table 3 shows the libraries which are used in this research.

‘Pandas’ library is used to analyze the data in connection with missing values as well as outliers. ‘Seaborn’ and ‘matplotlib’ are used for data visualization and plotting which helps in data preprocessing. For balancing the dataset, we have used the library of ‘imblearn’. The selection of...
relevant features and use of classification algorithms has been made possible using ‘sklearn’ library. ‘Numpy’ helps to use high-level mathematical functions. In our research, we have calculated accuracies of the model using this library.

B. PREPROCESSING—EXPERIMENTATION FOR OUTLIERS, MISSING VALUES AND IMBALANCED DATA

This section is further divided into two sub sections. The first sub section reports the removal of outliers and handling of missing values in the dataset whereas, the second one discusses the handling of imbalance class.

1) OUTLIERS AND MISSING VALUES

Outlier is considered as noise in the data and affects the accuracy of the model. We have used Boxplot for the removal of outliers. Boxplot represents five numbers summary i.e., minimum value, first quartile (Q1), median (Q2), third quartile (Q3) and maximum value. When these five points are plotted, a box like graph is plotted and the point that is lying outside this box is considered as an outlier. Fig. 3 shows the boxplot of “Total cholesterol” (totChol) attribute.

FIGURE 3. Boxplot of “Total Cholesterol” Attribute.

Missing values in the data can exist because of various reasons including the faults of the measuring instrument, human error or inconsistent measuring unit etc. Before training the model, missing values should be handled as it affects the accuracy of the learning algorithm [44]. Therefore, missing values should be handled in such a way that the minimum amount of data should be lost. Framingham dataset also contains missing values which are handled in the preprocessing stage of our proposed framework. Table 4 shows the attributes along with the missing values against each attribute.

As proposed in our framework, all the missing values of specific attribute (in the dataset) are replaced by the mean of all the values of corresponding attribute. For example: the mean of the attribute ‘glucose’ comes out to be 81.9. It means that all the 388 missing values of the glucose attribute will be replaced by 81.9.

The reason for using the mean substitution is that it increases the samples in our data without adding further information. In this manner, it contributes towards making more informed prediction / decision.

2) DATA IMBALANCE

Class imbalance is a major issue affecting accuracy, which researchers have faced in the various machine learning problems [45]. The problem occurs when the samples of various classes are not equal to one another. Framingham dataset also has the class imbalance problem (Table 4). The number of samples of class 1 in Framingham dataset is 644 while the number of samples of class 2 is 3596, which shows that the dataset is highly imbalanced as shown in Fig. 4.
Our proposed framework deals with this specific issue using ‘Synthetic Minority Over-sampling Technique’ (SMOTE). Using SMOTE, our proposed framework makes the number of samples of both the classes of Framingham dataset equal.

C. EXPERIMENTATION FOR FEATURE SELECTION

Feature selection has become an important part of machine learning [47] especially for the datasets where there are a large number of features and a greater number of samples. In feature selection, relevant features are selected so that the efficiency of the algorithm increases with the decrease in computational time and complexity. Hence, Feature selection is a very critical step in machine learning and the accuracy of the algorithm is highly dependent on it.

Since the Framingham dataset contains 15 attributes out of which our proposed framework suggests selection of most relevant features. In our proposed framework, ‘feature importance’ technique has been used in this regard. The results achieved by using this technique are shown in Fig. 5. Feature importance reduces overfitting by removing the redundant feature from the data. As the data which is selected is not redundant and misleading, so it contributes towards better accuracy. Also, less data is used for training which makes the proposed scheme computationally inexpensive.

Feature importance provides a score for each feature of the data; the higher the score, more important or relevant is the feature towards prediction. Feature importance is an inbuilt class that comes with Tree-Based Classifiers; our proposed framework uses SelectKBest class to extract the most relevant features. The importance of feature is determined with the increase in the node impurity weighted with the probability of reaching that node. The probability of a node can be calculated using (1).

\[ \text{Node Probability} = \frac{\text{No of samples reaching that node}}{\text{Total number of samples}} \] (1)

Importance of the feature depends on the value of node probability. Higher the value, more important the feature will be. Features with a score greater than 100 are selected for further computation. The important features selected from the dataset are given in Table 5.

| Attributes | Score    |
|------------|----------|
| SysBP      | 727.935535 |
| Age        | 319.266019 |
| totChol    | 235.520392 |
| CigsPerDay | 209.897040 |
| diaBP      | 152.748563 |
| SysBP      | 727.935535 |

The attribute ‘Education’ is manually removed from the dataset as it will not contribute much in the prediction of CVDs. After the feature selection, our framework suggests classification via ensemble. The selected features are given as input to the proposed ensemble as discussed in the proceeding sub section.

D. EXPERIMENTATION—CLASSIFICATION VIA ENSEMBLE

Ensemble is the process of combining various machine learning algorithms in order to achieve the results with improved accuracy. Ensemble has been used widely in the field of medical sciences and it has helped a lot in getting better accuracies [48]. Our proposed MalCaDD Framework classifies using an ensemble of ‘Logistic Regression’ and ‘KNN (K Nearest Neighbor)’. An accuracy of 99.1% has been achieved in prediction using this ensemble. In the ensemble, we have used boosting technique which means that the model learns from its previous errors to make better predictions in the future.

E. EXPERIMENTATION WITH VARIOUS CLASSIFIERS

In order to demonstrate the improved accuracy of our proposed ensemble, we have also experimented with various other classifiers. It is important to highlight that the selected features and all the experimental setup remained the same. Fig. 6 shows a comparison of the results obtained via proposed ensemble and those obtained after applying various other machine learning classifiers on the same selected features of Framingham dataset.

1) EXPERIMENTATION USING LOGISTIC REGRESSION

Logistic Regression is a statistical model that is used as a binary classifier [49], which classifies each sample into two classes (Yes/No). It is used for predicting the categorical dependent variable using a given set of independent variables. An accuracy of 94.2 % has been achieved using Logistic Regression Model on the selected features.

2) EXPERIMENTATION USING KNN

K-Nearest Neighbor (KNN) is one of the simplest parametric algorithms that is included in the supervised learning. In supervised learning, the training data is labeled. When an unseen sample is encountered, the model predicts that sample with the help of trained model. KNN performs well on datasets with a greater number of samples [51]. It also gives good results for the numeric attributes. Value of ‘k’ is decided and based on that value, distance of k nearest neighbors is taken into consideration. In common practice Euclidean Distance is taken between neighbors. However, Manhattan and Minkowski Distance may also be measured for neighbors. Framingham dataset has 4240 instances which include numeric attributes as well. The value of k is set as 5. The accuracy achieved using this technique is 83.4%.

3) EXPERIMENTATION USING DECISION TREE

Decision Tree is a non–parametric algorithm and is considered a classical machine learning algorithm. It performs well in situations where there is a single attribute that can easily split the data and helps in decision making [50],
The challenge in this algorithm is to select the root node. If the root node is selected wisely it reduces the computational complexity of the algorithm and makes it very efficient. The decision tree is easy to understand and the reader can interpret some information from the tree. The accuracy achieved using this model is 74.3%.

V. COMPARATIVE ANALYSIS AND DISCUSSION

In this paper, we have proposed a Machine Learning based Cardiovascular Disease Diagnosis framework i.e. MaLCaDD Framework. This framework can be reliably used for the early diagnosis and prediction of cardiovascular disease due to the reasons of improved accuracy and less computational complexity as well as reduced number of features required for making predictions. Primarily, much improved accuracy is achieved by handling missing values and imbalanced data. Missing values have been replaced with the mean of the all the values of respective attribute whereas the problem of data imbalance is resolved using ‘SMOTE’. For efficient features selection, our proposed framework incorporates ‘Feature Importance’ technique due to which the number of features required for making prediction have been reduced to greater extent. This reduces the computational complexity of the solution. Finally, for increasing the classification accuracy an ensemble of Logistic Regression and KNN with 5-fold cross validation has been suggested. Our proposed framework has the distinction to achieve an accuracy of 99.1 % while classifying Framingham dataset.

In order to demonstrate the wide applicability, MaLCaDD Framework has also been applied on other datasets as well including Heart Disease Dataset [13] and Cleveland Dataset [14]. Heart Disease Dataset [13] is taken from the University of California Irvine (UCI) machine learning repository. This dataset is collected at 4 different locations and it contains 76 attributes. The target attribute shows the presence of disease in case of value 1 and absence of disease in case of value 0. Table 6 shows the attributes of the Heart Disease Dataset.

Many researchers have applied their proposed solutions on this dataset for the prediction of heart diseases and related problems e.g., Jan et. al [52] proposed an approach based on ensemble. In their approach, authors normalized the attributes of the dataset under discussion and removed the missing values. For the purpose of feature reduction, authors used attribute selection or feature sub-setting and selected 13 features. Their proposed ensemble includes five different classifiers i.e., Naïve Bayesian, neural network, SVM, decision tree-based RF algorithm and regression analysis. The overall accuracy which was achieved was 93%. Similarly, Khateeb et al. [53] presented a framework in which SMOTE technique is used for handling the imbalance class problem and then feature reduction is performed. For classification, Naïve Bayes is used which has given an accuracy of 79.2%. It is pertinent to mention that our proposed framework i.e. MaLCaDD Framework has also been applied on the same dataset (i.e. Heart Disease Dataset) in which we have used 14 out of 76 attributes (as 14 attributes are related to heart diseases) and the achieved accuracy is 98.0%.

In the similar manner, another dataset which has been classified using our proposed framework is ‘Cleveland
TABLE 6. Attributes of heart disease dataset.

| Attribute       | Values                                                                 |
|-----------------|------------------------------------------------------------------------|
| Sex (Discrete)  | Male=1 or female=0                                                      |
| Age (continuous)| Age of patient in years                                                |
| Trestbps (continuous) | Resting blood pressure                                                 |
| Cp (Discrete)   | Chest pain type 1=typical angina 2=atypical angina, 3=non-anginal pain 4=asymptomatic |
| Chol (Continuous)| Serum Cholesterol in mg/dl                                             |
| Fbs (Discrete)  | Fasting blood sugar > 120 mg/dl 1=true, 0=false                         |
| Restecg (Discrete)| Resting Electrocardiography results                                      0=Normal 1=ST-T wave abnormality 2=showing probable or define left ventricular hypertrophy by Estes’ criteria |
| Thalach (Continuous)| Maximum heart rate achieved                                      |
| Exang (Discrete)| Exercise induced angina 1=yes 0=no                                    |
| Old peak ST (Continuous)| Depression induced by exercise relative to rest                      |
| Slope (Discrete)| The slope of the peak exercise segment 1=up sloping 2=flat 3=down sloping |
| Ca (Discrete)   | Number of major vessels colored by fluoroscopy that ranges between 0 and 3 |
| Thal (Discrete) | 3=Normal 6=fixed defect 7= reversible defect                           |
| Target Attribute (Discrete) | Yes=1 or No=0                                                    |

Dataset’ [14] taken from the UCI repository. This dataset contains the records of 7000 patients with no missing or null values (both discrete and continuous values are present). The dataset contains total of 13 attributes out of which 12 attributes are independent, and 1 is a dependent attribute. Table 7 shows the chosen attributes from the Cleveland dataset.

In addition to Framingham Dataset, application of our proposed ‘MaLCaDD’ Framework on ‘Heart Disease’ / ‘Cleveland’s datasets and the achievement of promising results amply demonstrate that our proposed framework can be reliably used for the classification of cardiovascular diseases.

Now, we will present a comparative analysis of the accuracy achieved via our proposed MaLCaDD Framework over Framingham, Heart Disease and Cleveland datasets and the accuracies reported to have been achieved by various authors over same datasets. Table 8 reports this comparison. In the proposed framework, 5-folds are used for the validation. However, we have computed the results for 3-folds and 10-folds as well. When using 3-folds we achieved the accuracy of 99.0%, 98.0% and 95.5% for Framingham, Heart Disease and Cleveland dataset respectively. Similarly, for 10-folds we achieved the accuracy of 99.1%, 98.0% and 99.5% % for Framingham, Heart Disease and Cleveland dataset respectively.

It may be noticed from Table 8 that the accuracy achieved by Divya et al. [28] is 96.8% for Framingham dataset whereas, the accuracy achieved by our proposed MaLCaDD framework is 99.1 %. Moreover, much reduced number of features (i.e. 5 Features) are used for making such an accurate prediction. With such reduced number of features, certainly the computational complexity has also reduced. To summarize, the proposed framework predictions are more accurate (with reduced set of features) as compared to existing state-of-the-art approaches.

A. DISCUSSION AND THEORETICAL ANALYSIS

So far, we have done a comparative analysis of the techniques which we have used for handling missing values, data imbalance as well as feature selection with the various techniques that are currently in vogue for the specific purposes. This justifies the use of these techniques as part of our framework. For example, our proposed framework handles the missing values by replacing them with the mean of all the values of the corresponding attribute. However, various other techniques as reported by Kang et al. [55] also exist for handling missing values. To counter verify our results we have applied those methods and reported the results / accuracy in Table 9. It can be seen that the accuracy achieved using mean substitution is the highest.

Similarly, the problem of data imbalance is resolved using the SMOTE technique as discussed in section IV (B). However, various other methods also exist to deal this problem [34]. To counter verify our result we have applied those techniques and analyzed the results. It can be solved by increasing the samples of the minority class also known as oversampling. The samples are added randomly which makes the data unreliable and redundant. Similarly, by reducing the samples of the majority class, the classes can be balanced. This is known as under-sampling in which some of the data might be lost. The comparison is reported in Table 10. It can be seen that the accuracy of 99.1% is achieved when SMOTE is used for balancing the class which makes it a reliable solution for the given problem. Similarly, the important features
Table 8. Comparison of MaLCaDD framework on different datasets.

| Author            | Year | Dataset     | Data Imbalance | Feature Selection     | Features | Classifier | Validation Type | Accuracy Achieved |
|-------------------|------|-------------|----------------|-----------------------|----------|------------|-----------------|-------------------|
| Rubini [18]       | 2019 | Framingham  | Under-sampling | Automatic Feature Selection | 10        | Random Forest | 3-fold          | 84.8%             |
| Divya [28]        | 2019 | Framingham  | Over sampling  | Automatic Feature Selection | 13        | Random Forest | 3-fold          | 96.8%             |
| Nitten [17]       | 2018 | Framingham  | No             | All features were used  | 22        | SVM         | -               | 90.2%             |
| Hoda [19]         | 2017 | Framingham  | No             | Feature importance     | 9         | KNN         | -               | 66.7%             |
| Shen [27]         | 2014 | Framingham  | -              | -                     | 10        | Clustered CART Framework | - | - |
| MaLCaDD Framework (Proposed) | 2021 | Framingham | SMOTE          | Feature importance     | 5         | Ensemble    | 3-fold          | 99.0%             |
|                   |      |             |                |                       |           |             | 5-fold          | 99.1%             |
|                   |      |             |                |                       |           |             | 10-fold         | 99.1%             |

Table 9. Handling missing values.

| Missing Values | Classifier     | Accuracy |
|----------------|----------------|----------|
| Remove         | Logistic Regression | 90.0%    |
| Median         | Logistic Regression | 92.1%    |
| Mean           | Logistic Regression | 95.0%    |
| Remove         | KNN             | 83.4%    |
| Median         | KNN             | 85.0%    |
| Mean           | KNN             | 86.6%    |
| Remove         | Ensemble        | 95.3%    |
| Median         | Ensemble        | 93.2%    |
| Mean           | Ensemble        | 99.1%    |

are selected from the dataset using the feature importance technique as discussed in section IV (C).

There are some other methods as well which are used for selecting the features of interest. To counter verify our results achieved using feature importance technique, we have applied those techniques as well. One of them is the correlation-based feature selection. In correlation-based feature selection, every attribute is ranked according to the Heuristic Evaluation Function based on correlation.

After these features are selected, they are given as an input to different classification models (Random Forest, SVM, Logistic Regression, Decision Tree and KNN). Different parameters are used in the training of the models. In case of SVM, two parameters are used: kernel and c. The kernel parameter is used to transform the data into required form by using mathematical functions. Similarly, c is the “penalty parameter”. In our case, it is not required to transform the data into some other domain, therefore, we have used “Linear” kernel with the value of c=10000. Secondly, in case of Random forest, it includes parameters: N_estimators = 100 (which tells the total number of trees in the forest), M_features = 5 (which tells the maximum number of features that is required for splitting a node) and Bootstrap was carried out using sampling with replacement. Table 11 reports a comparison of the achieved results. The best result are achieved using “Ensemble”.

The datasets in this study give better results using a non-parametric model. For example, K-NN is a memory-based non-parametric approach. It immediately adapts on new training data. It allows to respond quickly to real-time changes in the input. On the other hand, K-NN has few disadvantages as well, for example, the efficiency or speed of algorithm declines as dataset grows. However, in this study, we have limited datasets. Similarly, K-NN algorithm struggles to
The data processing, outliers in the data are detected using box plot. In second phase, data imbalance issue is resolved via Synthetic Minority Over-sampling Technique (SMOTE). In third phase, data imbalance issue is resolved via Synthetic Minority Over-sampling Technique (SMOTE). In the classification phase, we have proposed an ensemble, in which we have used Logistic Regression and K-Nearest Neighbor. The Big O notation for Logistic Regression is O (p) and for K-Nearest Neighbor is O (p) where n=number of training samples and p= number of features. To conclude, the complexity of proposed framework is acceptable in all three major phases i.e. Data Pre-Processing, Feature Selection and Classification.

**TABLE 10.** Handling imbalance data.

| Data Imbalance  | Feature Selection  | Accuracy |
|-----------------|--------------------|----------|
| Oversampling    | All Features       | 90.5%    |
| Oversampling    | Correlation-based  | 89.5%    |
| Under-sampling  | All Features       | 90.4%    |
| Under-sampling  | Feature Importance | 88.0%    |
| SMOTE           | All Features       | 91.5%    |
| SMOTE           | Correlation-based  | 94.6%    |
| SMOTE           | Feature Importance | 99.1%    |

**TABLE 11.** Comparison of different models.

| Model           | Accuracy |
|-----------------|----------|
| Random Forest   | 82.0%    |
| SVM             | 79.0%    |
| Logistic Regression | 94.2%  |
| Decision Tree   | 74.3%    |
| KNN             | 83.4%    |
| Ensemble        | 99.1%    |

predict the output of new data point as number of variables grows, however, we have small number of input variables in this study. Therefore, the selection of K-NN algorithm is appropriate in the proposed framework. In contrast to K-NN, PAM (Partition Around Medoids) is not sensitive to outliers. Moreover, it is more complex than K-NN. Furthermore, a good preprocessed data is available in this study. Therefore, KNN algorithm is more suitable in the proposed framework as compared to PAM.

The non-parametric statistics are important to analyze data distribution characteristics for the efficacy of results. For example, on comparing two independent samples, when the outcome is not normally distributed and the samples are small, a non-parametric test is appropriate. We have non-normal distribution of the important features which are selected for the training of model in the proposed framework. For example, the feature like “number of cigarettes per day” is not normally distributed as most people are not smokers. Similar is the case with “glucose” feature. In this research, the samples are small as well as the outcome is an ordinal variable or a rank. Therefore, the effectiveness of proposed framework is further confirmed by performing Mann Whitney U test.

The computational complexity is highly important especially in case of large datasets. The proposed framework consists of three stages including i) Data Pre-Processing ii) Feature Selection and iii) Classification. In Data Pre-processing, outliers in the data are detected using box plot which is one of the most common and accurate way of detecting the outliers in case of symmetric data. The Framingham dataset was symmetric that’s why we have used this method for the detection of outliers. The outliers are removed from the data and data becomes noise free. If a point is outside the certain threshold which is defined by Inter Quartile Range (IQR) than it is considered as an outlier. This process is similar to the linear search. So the Big O notation for this step is O (n) as it includes searching for the point/element under a certain threshold value. In the next step of data preprocessing, missing values are handled using mean substitution. This step involves the average/mean function so it have linear complexity and Big O notation is O (n). In the last step of data Pre-Processing, data is balanced using Synthetic Minority Oversampling Technique (SMOTE) to make samples of both classes equal. In this KNN is implemented, so the Big O notation for this step is O (np). In Feature Selection, important and relevant features are selected using Feature Importance which is an inbuilt class that comes with Tree-Based Classifiers; and Big O notation for this step is O (p). In the classification phase, we have proposed an ensemble, in which we have used Logistic Regression and K-Nearest Neighbor. The Big O notation for Logistic Regression is O (p) and for K-Nearest Neighbor is O (np) where n=number of training samples and p= number of features. To conclude, the complexity of proposed framework is acceptable in all three major phases i.e. Data Pre-Processing, Feature Selection and Classification.

**VI. CONCLUSION AND FUTURE WORK**

This article presents MaLCaDD (Machine Learning based Cardiovascular Disease Diagnosis) framework for the early prediction and diagnosis of cardiovascular diseases. The framework is based on four major phases where first phase deals with the handling of missing values via mean replacement technique. In second phase, data imbalance issue is resolved via Synthetic Minority Over-sampling Technique (SMOTE). In third phase, feature selection is performed using feature importance technique. Finally, ensemble of Logistic Regression (LR) and K-Nearest Neighbor (KNN) is proposed for improved prediction. The implementation of MaLCaDD is carried out in Python and it is publically available at GitHub repository. The validation of framework is performed through three benchmark datasets (i.e. Framingham, Heart Disease and Cleveland) and the accuracies of 99.1%, 98.0% and 95.5 % are achieved respectively. The comparative analysis proves that MaLCaDD outperforms the state-of-the-art studies by achieving the improved accuracy with reduced set of features. Therefore, MaLCaDD is highly reliable and can be applied in real environment for the early diagnosis of cardiovascular diseases effectively.

The preprocessing steps in our proposed framework increases the reliability of data which includes outlier detection to remove the noise in the data followed by handling the missing values in the data. After that, data is balanced to avoid overfitting or underfitting of the model. The feature selection step reduces the computational complexity of the model. All these steps together improves the classification accuracy of the algorithm. The validity of proposed framework on three benchmark datasets demonstrates that our framework is an innovative and reliable framework. On one hand it combines the innovative pre-processing and feature selection
steps and on the other hand it applies an innovative ensemble, MaLCaDD Framework not only achieves higher accuracy but can also be reliably applied on wide variety of datasets for prediction of cardiovascular diseases. Currently, the evaluation of MaLCaDD is performed through state-of-the-art datasets. We are now working with different hospitals to assess the applicability of MaLCaDD in real environment. In this regard, we intend to share the real time evaluation results of MaLCaDD on different patients in future.
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