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Structural Clustering (StrClu) is one of the most popular graph clustering paradigms. In this paper, we consider StrClu under two commonly adapted similarities, namely Jaccard similarity and cosine similarity on a dynamic graph, $G = (V, E)$, subject to edge insertions and deletions (updates). The goal is to maintain certain information under updates, so that the StrClu clustering result on $G$ can be retrieved in $O(|V| + |E|)$ time, upon request. The state-of-the-art worst-case cost is $O(|V|)$ per update; we improve this update-time bound significantly with the $\rho$-approximate notion. Specifically, for a specified failure probability, $\delta^*$, and every sequence of $M$ updates (no need to know $M$’s value in advance), our algorithm, DynELM, achieves $O(\log^2 |V| + \log |V| \cdot \log \frac{1}{\delta^*})$ amortized cost for each update, at all times in linear space. Moreover, DynELM provides a provable “sandwich” guarantee on the clustering quality at all times after each update with probability at least $1 - \delta^*$. We further develop DynELM into our ultimate algorithm, DynStrClu, which also supports cluster-group-by queries. Given $Q \subseteq V$, this puts the non-empty intersection of $Q$ and each StrClu cluster into a distinct group. DynStrClu not only achieves all the guarantees of DynELM, but also runs cluster-group-by queries in $O(|Q| \cdot \log |V|)$ time. We demonstrate the performance of our algorithms via extensive experiments, on 15 real datasets. Experimental results confirm that our algorithms are up to three orders of magnitude more efficient than state-of-the-art competitors, and still provide quality structural clustering results. Furthermore, we study the difference between the two similarities w.r.t. the quality of approximate clustering results.

Additional Key Words and Phrases: Structural Clustering; Dynamic Graphs; Algorithms

ACM Reference Format:
Boyu Ruan, Junhao Gan, Hao Wu, and Anthony Wirth. 2018. Dynamic Structural Clustering on Graphs. In Woodstock ’18: ACM Symposium on Neural Gaze Detection, June 03–05, 2018, Woodstock, NY. ACM, New York, NY, USA, 37 pages. https://doi.org/10.1145/1122445.1122456

1 INTRODUCTION

Clustering on graphs is a fundamental and highly applicable data-mining task [33]. The graph vertices are assigned to clusters so that similar vertices are put into the same cluster, while dissimilar vertices are separated from each other, in different clusters. While most clustering approaches [1, 9, 11, 15, 16, 28, 29, 32, 37] aim to partition the vertices into disjoint sets, Structural Clustering (aka StrClu, the focus of this paper) [6, 34, 39, 40, 42] allows clusters to overlap with each other, so that a vertex might be assigned to multiple clusters. In particular, in StrClu, there are different roles each vertex might play in the clustering. Some vertices are core members of the clusters, while others may be noise (i.e., belonging to no cluster), and still others might be hubs (i.e., being members of, and hence bridging, multiple clusters).
Structural Clustering. The success of structural clustering arises directly from a family of careful definitions, governing the roles of the edges and vertices. Given an undirected graph $G = (V, E)$, the neighbourhood of a vertex $u$ in $G$, plus $u$ itself. In StrClu, each edge in $E$ has a label: either similar or dissimilar. An edge $(u, 𝑣)$ is labelled as similar if and only if the structural similarity (e.g., the Jaccard similarity or cosine similarity) between the neighbours of $u$ and $v$ is at least a certain specified similarity threshold, $휖$. If at least a specified integer $μ$ of similar edges are incident on vertex $u$, then $u$ is a core vertex: consequently, all vertices that share a similar edge with $u$ are put in the same cluster as $u$. Of course, another core vertex $v$ might be “similar-adjacent” to $u$, and thus in its cluster: repeating this principle, all vertices similar-adjacent to $v$ are in the same cluster as $v$ and hence as $u$. This chain effect continues until no more vertices are added to $u$’s cluster, resulting in a StrClu cluster. We repeat the above process until all the core vertices are in some cluster and return the StrClu result. As some non-core vertex $w$ may be “similar-adjacent” to multiple core vertices that are in different clusters, $w$ is thus included in multiple clusters, as a hub bridging these clusters. On the other hand, a non-core vertex also possibly belongs to no cluster, and thus becomes noise (i.e., an outlier). These different roles information of the vertices and edges have greatly enriched the structural information of a graph. The power of StrClu arises from these specific vertex roles.

An Example. Figure 1(a) shows an example of Structural Clustering under Jaccard similarity, where all the similar (respectively, dissimilar) edges appear as solid (respectively, dashed) edges; and all the core (respectively, non-core) vertices are coloured black (respectively, white). Since $u$ is a core, each vertex in $u$’s neighbourhood sharing a similar edge with $u$, i.e., $\{v_1, v_2, w\}$, is added to the same cluster as $u$. Due to the core vertex $w$, the non-core vertex $v_7$ is further added to the cluster. Thus, $\mathcal{C}_1 = \{u, v_1, v_2, v_7\}$ is a StrClu cluster. Likewise, $\mathcal{C}_2 = \{v_8, v_9, v_{10}, v_7\}$ and $\mathcal{C}_3 = \{v_4, v_5, v_{10}, v_{11}, v_{12}\}$ are the other two StrClu clusters, whereas $v_3, v_4, v_{13}, v_{14}, v_{15}$ are noise. Finally, observe that $v_7$ is a hub vertex, belonging to both clusters $\mathcal{C}_1$ and $\mathcal{C}_2$.

Applications. Before continuing with our technical description of the problems in this paper, we first consider the significance of StrClu. Since its introduction [40] in 2007, StrClu has not only attracted significant follow-up work1, but has also served a wide range of real-world applications. For example, StrClu is an essential component of the atBioNet, developed by the U.S. Food and Drug Administration’s (FDA) National Center for Toxicological Research (NCTR) [10, 25]. atBioNet is a web-based tool for genomic and proteomic data, that can perform network analysis follower by biological interpretation for a list of seed proteins or genes (i.e., proteins or genes provided by user). Here, StrClu supports identifying functional modules in protein-protein interaction networks and enrichment analysis. Another example is in community detection [30], where the users are modelled as vertices and the following relationships are modelled as

---

1Over 850 citations in Google Scholar, as at March 2021.
edges. Each cluster in the clustering results of StrClu can be regarded as a community in the social network. Given a collection of tagged photos, StrClu can be utilized to identify landmarks and events [31] by applying StrClu on a hybrid similarity image graph, constructed by taking both visual similarity and tag similarity into consideration. One interesting application of StrClu is detecting frauds on blockchain data [7]. The noise information of StrClu result is deployed on a graph constructed using the features extracted from blockchain data. The outliers in the StrClu result are regarded as frauds that need to be paid attention to.

The Dynamic Scenario. While the importance and usefulness of StrClu is witnessed from its various applications, new challenges arise from the dynamic nature (subject to updates) of contemporary graph data. The significance and application of StrClu is only increased by considering dynamic graphs, where edges might be added or deleted. The consequent imperative research is to design highly efficient algorithms that can handle updates to the graph G so that queries on the StrClu result are answered efficiently, i.e., without re-computing from scratch. By maintaining the edge labels under updates, the StrClu result can be obtained in O(n + m) time, where n and m are the current numbers of vertices and edges in G. We refer to this linear-time problem as dynamic StrClu.

The Challenges. For dynamic StrClu, there are two state-of-the-art algorithms, psSCAN [6] and hSCAN [39], which can process each update within O(n) and O(n log n) time, respectively. While these bounds are unfortunately too high for an update (on large graphs with millions of vertices), this O(n) bound seems unlikely to be improved. To see this, when an edge (u, w) is inserted, labelling (u, w) may require computing the structural similarity between the neighbourhoods of u and w, and hence, may require O(n) time in the worst case. Worse still, as shown in Figure 1(a), after removing the edge (u, w), the label of every edge incident on w flips (as shown in Figure 1(d)). When this edge is re-inserted in Figure 1(d), those edge labels revert. Consequently, the maintenance on these labels already takes up to O(n) time when the degree of w is large.

Our Solutions. We can, however, reduce the running time of updates from the bound of O(n) to roughly O(log² n) under both Jaccard similarity and cosine similarity. There are two (reasonable) trade-offs: (i) an approximate notion of the edge labels, and (ii) amortized rather than worst-case analysis of the update time. Specifically, we adapt the ρ-approximate notion to edge labels in StrClu: this notion circumvents computational hardness in other key clustering problems [12–14]. Experiments confirm that our approach loses only a little in clustering quality but provides a dramatic improvement (i.e., 1000-fold) in update efficiency.

Cluster-group-by Queries. In addition to simply returning entire clustering results, we further enhance our solution to support the so-called cluster-group-by queries [12], which are examples of traditional group-by queries in database systems. Given a subset Q ⊆ V, the cluster-group-by query of Q asks to group the vertices in Q by the identifiers of the clusters (if any) containing them. Consider Figure 1(a), for Q = {u, v7, v9, v14}, the cluster-group-by query returns two groups: {u, v7} and {v7, v9}. This is because both u and v7 belong to C1, meanwhile, both v7 and v9 belong to C2, and v14 is noise. As a special case, when Q = V, the cluster-group-by query is equivalent to retrieving the whole StrClu result, where each group is exactly a cluster. Thus, the cluster-group-by query is a more general form of clustering query. Furthermore, since |Q| is typically much smaller than |V|, an efficient algorithm should be able to answer the query much faster, with an output cost depending on |Q| rather than |V|. We note that cluster-group-by queries are not only applicable in all general clustering applications, but also more favourable in scenarios where users are focused on the part of clustering results corresponding to a certain set of vertices.

Our Contributions. This article delivers the following contributions:
• We first adapt Jaccard similarity as our definition of structural similarity. Under the $\rho$-approximate notion, we propose the dynamic edge labelling maintenance (DynELM) algorithm for maintaining edge labels under updates. Specifically, for a specified failure probability, $\delta^*$, for every sequence of $M$ updates, where $M$’s value need not be known in advance, DynELM guarantees:
  - the amortized update cost is $O(\log^2 n + \log n \cdot \log \frac{M}{\delta^*})$, significantly better than the state-of-the-art $O(n)$ bound;
  - with probability at least $1 - \delta^*$, the edge labels are correct (under the $\rho$-approximate notion) all the time, i.e., the clustering result is correct after each update;
  - the space consumption is $O(n + m)$, linear in the graph size;
  - on request, the StrClu result can be retrieved in $O(n + m)$ time.
• To support fast cluster-group-by queries, we introduce our ultimate algorithm: the Dynamic StrClu algorithm (DynStrClu). Although DynStrClu maintains some extra data structures, it not only achieves all the guarantees provided by DynELM, but also answers every cluster-group-query $Q$ in $O(|Q| \cdot \log n)$ time, substantially less than $O(n + m)$ when $|Q|$ is far smaller than $n$.
• We conduct extensive experiments on 15 real datasets, where the largest dataset, Twitter, contains up to 1.2 billion edges. The experimental results confirm that our DynELM and DynStrClu algorithms are up to three-orders-of-magnitude (i.e., 1000x) faster on updates than the state-of-the-art algorithms, while still returning a high-quality StrCluResult under Jaccard similarity.
• We extend our DynELM and DynStrClu algorithms to support cosine similarity. With non-trivial analysis, we prove that the amortized time cost and space consumption remains the same as these algorithms under Jaccard similarity.
• We visualise the clustering results under both Jaccard similarity and cosine similarity using Gephi [2], and confirm that the clustering results of Structural Clustering are meaningful and human understandable.
• Finally, we conduct extra experiments on 5 representative datasets. The experimental results confirm that our DynELM and DynStrClu algorithms still have outstanding performance and return a high-quality StrCluResult under cosine similarity.

Paper Organization. Section 2 introduces the preliminaries. Section 3 defines the problems. In Section 4, we design a similarity estimator. In Sections 5 and 6, we propose the DynELM algorithm and prove its theoretical guarantees. We discuss DynStrClu in Section 7. Section 8 presents the extension of our DynELM and DynStrClu algorithms under cosine similarity and theoretical analysis. Section 9 shows experimental results under both Jaccard similarity and cosine similarity. Finally, Section 10 concludes the paper.

2 PRELIMINARIES

2.1 Structural Clustering Setup

Basic Definitions. Consider an undirected graph $G = (V, E)$ with $n = |V|$ vertices and $m = |E|$ edges. Two vertices $u, v \in V$ are neighbors of each other if they share an edge, $(u, v) \in E$. For a vertex $v \in V$, the neighborhood of $v$, denoted by $N[v]$, is defined as the set of all neighbors of $v$, as well as $v$ itself, i.e., $N[v] = \{u \in V \mid (u, v) \in E\} \cup \{v\}$. The degree of $v$, denoted by $d[v]$, is the number of neighbors of $v$ and hence, $d[v] = |N[v]| - 1$. Each edge $(u, v) \in E$ can be labelled as either similar or dissimilar, and $(u, v)$ is called a similar or dissimilar edge, respectively. We define an edge labelling of $G$, denoted by $L(G)$, as a function: $V \times V \rightarrow \{\text{similar, dissimilar}\}$, specifying a label for each edge.

Given a constant integer core threshold, $\mu \geq 1$, and an edge labelling, $L(G)$, we introduce the following definitions.

Similar Neighbors. If an edge $(u, v) \in E$ is similar, then each of $u$ and $v$ is a similar neighbor to the other.
Core Vertex. A vertex \( u \in V \) is a core vertex if \( u \) has at least \( \mu \) similar neighbors. Otherwise, \( u \) is a non-core vertex.

Sim-Core Edge. An edge \((u, v) \in E\) is called a sim-core edge if \((u, v)\) is similar and both \( u \) and \( v \) are core vertices, e.g., \((u, w)\) is a sim-core edge, while \((u, v_2)\) and \((u, v_3)\) are not because \( v_2 \) is a non-core and \((u, v_3)\) is dissimilar.

Sim-Core Graph. The sim-core graph \( G_{\text{core}} \) consists of all the core vertices and all the sim-core edges, e.g., Figure 1(b).

StrClu Cluster. There is a one-to-one mapping between the connected components (CCs) of \( G_{\text{core}} \) and the StrClu clusters. For each CC of \( G_{\text{core}} \), its corresponding StrClu cluster is the set of all the vertices in \( G \) that are similar to some (core) vertex in this CC. The \( G_{\text{core}} \) in Figure 1(b) has three connected components: \( \{u, w, v_1, v_2, v_7\} \), \( \{v_8\} \) and \( \{v_6\} \). The three corresponding StrClu clusters are: \( C_1 = \{u, w, v_1, v_2, v_7\} \), \( C_2 = \{v_8, v_9, v_{16}, v_7\} \) and \( C_3 = \{v_6, v_5, v_{10}, v_{11}, v_{12}\} \), shown in Figure 1(c). In particular, \( v_7 \) is a hub belonging to both the clusters \( C_1 \) and \( C_2 \), while vertices \( v_3, v_4, v_{13}, v_{14} \) and \( v_{15} \) are noise, belonging to no cluster.

StrCluResult. The StrCluResult on \( G \), for the parameter \( \mu \), and the labelling \( L(G) \), is the set of all StrClu clusters, denoted by \( C\{L(G), \mu\} \).

Fact 1. Given \( \mu \) and \( L(G) \), the StrCluResult \( C\{L(G), \mu\} \) is unique and can be computed in \( O(n + m) \) time.

The StrClu Problem. Denote the similarity between a pair of vertices \((u, v) \in V\) by \( \sigma(u, v) \). If \( u \) and \( v \) are not adjacent, then \( \sigma(u, v) = 0 \). Otherwise, \( \sigma(u, v) \) is measured by

\[
\sigma(u, v) = \frac{|N[v] \cap N[u]|}{|N[v] \cup N[u]|},
\]

under Jaccard similarity between their neighbourhoods; or

\[
\sigma(u, v) = \frac{|N[v] \cap N[u]|}{\sqrt{|d[u]| \cdot |d[v]|}},
\]

under cosine similarity between their neighbourhoods. In the following contents, we first focus on Jaccard similarity and use Jaccard similarity as our definition of structural similarity due to its simpler form. We defer the discussion on cosine similarity to Section 8.

Given a constant similarity threshold \( \varepsilon \in (0, 1] \), \( \mu \geq 1 \) and \( G \), the StrClu problem computes the StrCluResult, \( C\{L_{\varepsilon}(G), \mu\} \), with respect to a valid edge labelling \( L_{\varepsilon}(G) \), viz.

Definition 2.1 (Valid Edge Labelling). Edge labelling \( L_{\varepsilon}(G) \) is valid if and only if for every edge \((u, v)\), \( L_{\varepsilon}(G)(u, v) \) is similar \( \iff \sigma(u, v) \geq \varepsilon \).

2.2 Related Work

The StrClu problem was first proposed in [40] and the SCAN algorithm was proposed for solving the problem. SCAN computes the similarities between the endpoints of each edge in \( G \), and thus, its worst-case running time is bounded by \( O(m^{1.5}) \). While there are a considerable number of follow-up works on StrClu, such as SCAN++ [34], pSCAN [6] and hSCAN [39], they are all heuristic and none of them is able to break the \( O(m^{1.5}) \)-time barrier.

Lim et al. proposed a related algorithm, called linkSCAN, and its approximate version linkSCAN* [24]. The (structural) clustering results computed by these algorithms are on a transformation of the original graph (i.e., not on the original graph). Thus, there is no guaranteed connection to their clustering results and those of SCAN. Moreover, the running time of these two algorithms is \( O(n \cdot d^2) \), where \( d \) is the average degree of all the vertices, and hence, in the worst case, the bound still degenerates to \( O(n^3) \).
The problem becomes more challenging when the graph is subject to edge insertions and deletions. $p$SCAN and $h$SCAN are two state-of-the-art algorithms that can support updates and can return the $StrCluResult$ in $O(n + m)$ time upon request, where $m$ is the current number of edges in the graph. For an update (either insertion or deletion) with an edge $(u, w)$, both $p$SCAN and $h$SCAN need to retrieve $N[u]$ and $N[w]$ in the worst case. The update cost of $p$SCAN is bounded by $O(n)$, while $h$SCAN requires $O(n \log n)$ time, as it aims for a more general purpose, of supporting $StrCluResult$ reporting in $O(n + m)$ time with $\epsilon$ and $\mu$ given on the fly.

2.3 The $\rho$-Approximate Notion

The notion of $\rho$-approximation was initially proposed to circumvent the computational hardness in some clustering problems [12–14]. We adopt this notion to relax slightly the validity requirement (Definition 2.1) for edge labellings. We introduce an additional constant parameter, $\rho \in [0, \min\{1, \frac{1}{\epsilon} - 1\}]$, where the value range of $\rho$ is intentionally set to ensure: (i) $(1 - \rho)\epsilon > 0$ and (ii) $(1 + \rho)\epsilon \leq 1$.

Definition 2.2 (Valid $\rho$-Approximate Edge Labelling). Given $\rho \in [0, \min\{1, \frac{1}{\epsilon} - 1\})$, an edge labelling $L_{\epsilon, \rho}(G)$ is a valid $\rho$-approximate edge labelling, if for every edge $(u, v) \in E$,

- if $\sigma(u, v) \geq (1 + \rho)\epsilon$, $(u, v)$ must be labelled as similar;
- if $\sigma(u, v) < (1 - \rho)\epsilon$, $(u, v)$ must be labelled as dissimilar;
- for every other $\sigma(u, v)$ value, between $(1 - \rho)\epsilon$ and $(1 + \rho)\epsilon$, the label of $(u, v)$ does not matter, namely, it is allowed to be either similar or dissimilar. As shown in Figure 1, the edges in color gray fall in this does-not-matter case.

Two observations are worth noticing here. First, when $\rho > 0$, due to the "does-not-matter" case, there may exist multiple valid $\rho$-approximate edge labellings, i.e., multiple valid $L_{\epsilon, \rho}(G)$’s. Nonetheless, given $L_{\epsilon, \rho}(G)$, by Fact 1, the $StrCluResult$ $C(L_{\epsilon, \rho}(G), \mu)$ is still uniquely defined. Second, only the edges with $\sigma(u, v) \in [(1 - \rho)\epsilon, (1 + \rho)\epsilon]$ fall into the does-not-matter case. When $\rho$ is small (e.g., $\rho = 0.01$), $L_{\epsilon, \rho}(G)$ and $L_\epsilon(G)$ are usually close, and their $StrCluResults$ would not differ much. This intuition is confirmed on 15 real datasets in our experiments (see Section 9) and formalized by the theorem below.

Theorem 2.3 (Sandwich Guarantee). Given $\epsilon$, $\mu$, and $\rho$, let $L_{1+\rho}\epsilon(G)$ and $L_{1-\rho}\epsilon(G)$ be the valid edge labellings with respect to similarity thresholds $(1 + \rho)\epsilon$ and $(1 - \rho)\epsilon$, respectively. For an arbitrary valid $\rho$-approximate edge labelling, $L_{\epsilon, \rho}(G)$, we have:

- for every cluster $C_+ \in C(L_{1+\rho}\epsilon(G), \mu)$, there exists a cluster $\hat{C} \in C(L_{\epsilon, \rho}(G), \mu)$ such that $C_+ \subseteq \hat{C}$;
- for every cluster $\hat{C} \in C(L_{\epsilon, \rho}(G), \mu)$, there exists a cluster $C_- \in C(L_{1-\rho}\epsilon(G), \mu)$ such that $\hat{C} \subseteq C_-$.

Proof. Let $E_+, E_\epsilon$, and $E_\rho$ be the sets of similar edges labelled in $L_{1+\rho}\epsilon(G)$, $L_{1-\rho}\epsilon(G)$ and $L_{\epsilon, \rho}(G)$, respectively. Consider an edge $(u, v) \in E_\epsilon$, it must satisfy $\sigma(u, v) \geq (1 + \rho)\epsilon$. By the definition of $\rho$-approximate edge labelling, $(u, v)$ must be labelled as similar under $L_{\epsilon, \rho}(G)$, i.e., $(u, v) \in E_\rho$. Thus it can be verified that $E_+ \subseteq E_\rho$. On the other hand, for a edge $(u, v) \in E_\rho$, by the definition, it must satisfy $\sigma(u, v) \geq (1 - \rho)\epsilon$. Therefore, it must be labelled as similar under $L_{1-\rho}\epsilon(G)$, i.e., $(u, v) \in E_\epsilon$. In summarisation, $E_+, E_\epsilon$, and $E_\rho$ satisfy the relationship $E_+ \subseteq E_\rho \subseteq E_\epsilon$.

Consider a cluster $C_+ \in C(L_{1+\rho}\epsilon(G), \mu)$, the similar edges inside $C_+$ all belong to $E_\rho$ and thus all belong to $E_\rho$. Therefore, for any vertex $v \in C_+$, either core or non-core vertex, will belong to the same cluster $\hat{C} \in C(L_{\epsilon, \rho}(G), \mu)$. As a result, $C_+ \subseteq \hat{C}$. The first bullet is proven. The second bullet can be proven symmetrically. \qed
2.4 Distributed Tracking

Our final preliminary is the Distributed Tracking (DT) problem [8, 19, 21] and its solutions. The DT problem is defined in a distributed environment: there are h participants, s₁, s₂, ..., sₕ, and a coordinator, q. Each participant sᵢ has a two-way communication channel with the coordinator q, while direct communications between participants are prohibited. Furthermore, each sᵢ has an integer counter cᵢ, which is initially 0. At each time stamp, at most one (possibly none) of these h counters is incremented, by 1. Given an integer threshold τ > 0, the job of the coordinator q is to report (immediately) the “maturity” of the condition \( \sum_{i=1}^{h} c_i = \tau \). The goal is to minimize the communication cost, measured by the total number of messages (each of \( O(1) \) words) sent and received by q.

A straightforward solution is for each participant to inform q whenever its counter is incremented. The total communication cost of this approach is clearly \( \tau \) messages, which can be expensive if \( \tau \) is large. The DT problem actually admits an algorithm [19] with \( O(h \log(\tau/h)) \) messages. The algorithm performs in rounds and in each round, it works as follows:

- If \( \tau \leq 4h \), use the straightforward algorithm with \( O(h) \) messages.
- If \( \tau > 4h \), q sends to each sᵢ a slack \( \lambda = \lceil \tau/(2h) \rceil \).
  - Define \( \hat{c}_i \) as the checkpoint value, indicating when \( s_i \) next needs to check in with \( q \). Initially, \( \hat{c}_i = \lambda \).
  - As soon as \( c_i = \hat{c}_i \), \( s_i \) sends a signal to \( q \), and then \( \hat{c}_i \) is increased by \( \lambda \), indicating the next check-in time of \( s_i \).
  - When \( q \) receives the \( h \)th signal in this round, \( q \) obtains the precise value of \( c_i \) from each \( s_i \) and computes \( \tau' = \tau - \sum_{i=1}^{h} c_i \). If \( \tau' = 0 \), \( q \) reports maturity. Otherwise, \( q \) starts a new round with \( \tau \leftarrow \tau' \), from scratch with the new threshold \( \tau \).

Analysis. In each round, \( q \) sends \( h \) slacks, receives \( h \) signals and collects \( h \) counters from the participants. The communication cost in each round is bounded by \( O(h) \) messages. Furthermore, it can be verified that at the end of each round, \( \tau' \leq 3/4 \cdot \tau \). Referring to the original \( \tau \), there are at most \( O(\log(\tau/h)) \) rounds. The overall communication cost is bounded by \( O(h \log(\tau/h)) \) messages.

3 PROBLEM FORMULATION & RATIONALE

In this paper, we consider the StrClu problem in a dynamic scenario, where the graph \( G = (V, E) \) is subject to updates. Each update is either an insertion of a new edge or a deletion of an existing edge.

Definition 3.1 (Basic Dynamic StrClu Problem). For a specified valid edge labelling definition (e.g., Definitions 2.1 and 2.2), given \( \epsilon \in (0, 1] \) and \( \mu \geq 1 \), the goal of the Basic Dynamic StrClu Problem is to maintain a valid edge labelling \( \mathcal{L}(G) \).

By Fact 1, with a valid edge labelling \( \mathcal{L}(G) \) being maintained at hand, the StrCluResult \( C(\mathcal{L}(G), \mu) \) is uniquely defined and can be returned in \( O(n + m) \) time, where \( n \) and \( m \) are the current numbers of vertices and edges in \( G \), respectively.

As mentioned earlier, we significantly reduce the state-of-the-art \( O(n) \) update cost to \( O(\log^2 n + \log n \cdot \log \frac{M}{\delta}) \) amortized for every sequence of \( M \) updates, and with probability at least \( 1 - \delta^* \), the clustering result is correct at all times under the \( \rho \)-approximate notion.

The Rationale in Our Solution. Observe that the does-not-matter case in the \( \rho \)-approximate notion essentially provides a leeway for maintaining edge labels. Each edge can: (i) be labelled with approximate similarity, and (ii) “afford” a certain number of updates without needing to flip the label. Our solution is designed based on these two crucial properties. First,
we propose a sampling-based method (in Section 4) to estimate the Jaccard similarity, by which the cost of labelling an edge is reduced to poly-logarithmic. Second, we show that each edge can afford \( k \) affected updates (formally defined in Section 5) without needing to check its label. As such, we deploy a DT instance to track the moment of the \((k + 1)\)th affected update for each edge, at which moment, the edge needs to be relabelled. However, these two ideas alone are not sufficient to beat the \( O(n) \) update bound. To complete the design of our solution, we further need to organize the DT instances carefully with heaps. Finally, by performing a non-trivial amortized analysis (in Section 6), our solution to the basic problem is thus obtained.

Embarking from this solution, we further study a more challenging problem to support cluster-group-by queries:

**Definition 3.2 (Cluster-Group-By Query).** Consider an edge labelling \( \mathcal{L}(G) \); for an arbitrary subset \( Q \subseteq V \), on a cluster-group-by query of \( Q \) on \( G \), we return \( C_i \cap Q \) as a distinct group (with a unique identifier), for every cluster \( C_i \in \mathcal{C}(\mathcal{L}(G), \mu) \) satisfying \( C_i \cap Q \neq \emptyset \).

Finally, the ultimate problem is defined as follows:

**Definition 3.3 (Ultimate Dynamic StrClu Problem).** In addition to maintaining a valid edge labelling \( \mathcal{L}(G) \), the goal of the Ultimate Dynamic StrClu Problem is to further maintain certain data structures, by which every cluster-group-by query \( Q \subseteq V \), with respect to \( \mathcal{L}(G) \), can be answered in \( O(|Q| \cdot \log n) \) time.

## 4 ESTIMATING JACCARD SIMILARITY

In this section, we propose a sampling-based method for estimating the similarity coefficient.

**The Sampling-Estimator.** Consider an arbitrary edge \((u, v) \in E\); let \( a = |N[u] \cap N[v]| \) and \( b = |N[u] \cup N[v]| \). Our sampling technique relies on a biased estimator. First, we define a random variable \( X \), generated by the following steps.

- Flip a coin \( z \), where \( z = 1 \) with probability \( \frac{|N[u]|}{a+b} \) and \( z = 0 \) with probability \( \frac{|N[v]|}{a+b} \).
- If \( z = 1 \), then uniformly at-random pick a vertex from \( N[u] \); otherwise, uniformly at-random pick a vertex from \( N[v] \).
- Denote the vertex picked by \( w \).
- If \( w \in N[u] \cap N[v] \), then \( X = 1 \); otherwise, \( X = 0 \).

According to the above generation procedure,

\[
\Pr[X = 1] = \Pr[X = 1 \land z = 1] + \Pr[X = 1 \land z = 0] = \frac{|N[u]|}{a+b} \cdot \frac{a}{|N[u]|} + \frac{|N[v]|}{a+b} \cdot \frac{a}{|N[v]|} = \frac{2a}{a+b}.
\]

Let \( X_1, X_2, \ldots, X_L \) be \( L \) independent instances of \( X \), and define \( \bar{X} = \frac{1}{L} \sum_{i=1}^{L} X_i \). We have

\[
E[\bar{X}] = \frac{2a}{a+b} = \frac{2a/b}{1+a/b} = \frac{2\sigma(u,v)}{1+\sigma(u,v)} \Leftrightarrow \sigma(u,v) = \frac{E[\bar{X}]}{2-E[\bar{X}]}. \tag{1}
\]

**Theorem 4.1.** Define \( \hat{\sigma}(u,v) = \frac{\bar{X}}{2-\bar{X}} \). By setting \( L = \frac{4}{\Delta^2} \ln \frac{4}{\delta} \), we have \( E[|\hat{\sigma}(u,v) - \sigma(u,v)| > \Delta] \leq \delta \).

**Proof.** Observe that

\[
\Pr[|\hat{\sigma}(u,v) - \sigma(u,v)| > \Delta] = \Pr[|\frac{\bar{X}}{2-\bar{X}} - \frac{E[\bar{X}]}{2-E[\bar{X}]}| > \Delta] = \Pr[2 \cdot |\bar{X} - E[\bar{X}]| > \Delta] \leq \Pr[|\bar{X} - E[\bar{X}]| > \frac{\Delta}{2}],
\]
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where the inequality is from $\bar{X}$ and $E[\bar{X}]$ being in $[0, 1]$, and hence, $(2 - \bar{X})(2 - E[\bar{X}]) \geq 1$. By the Hoeffding Bound [17], the probability such that $|\bar{X} - E[\bar{X}]| \geq t$ is bounded by $2e^{-2Lt^2}$. Thus, when $L = \frac{1}{2}(1/2\delta)\ln \frac{2}{\delta}$, we have $\Pr[|\bar{X} - E[\bar{X}]| > \frac{1}{2}] \leq \delta$.

We call the estimator, $\hat{\sigma}(u, v) = \frac{\bar{X}}{\bar{X} - X}$, a $(\Delta, \delta)$-similarity-estimator, with which we label edges by the following strategy.

**Definition 4.2 (The $(\Delta, \delta)$-Strategy).** Every edge $(u, v) \in E$, is labelled as similar if and only if $\hat{\sigma}(u, v) \geq \epsilon$.

**Lemma 4.3.** With $\Delta \leq \rho \epsilon$, with probability at least $1 - \delta$, the $(\Delta, \delta)$-strategy labelling is $\rho$-approximate valid.

**Proof.** The correctness of the labels in $L_{\rho, \Delta}(G)$ follows from the fact that for any edge $(u, v) \in E$, with probability at least $1 - \delta$, $|\sigma(u, v) - \hat{\sigma}(u, v)| \leq \Delta \leq \rho \epsilon$. Thus, with the same probability,

- if $\sigma(u, v) \geq (1 + \rho)\epsilon$, we have $\hat{\sigma}(u, v) \geq \epsilon$;
- if $\sigma(u, v) < (1 - \rho)\epsilon$, we have $\hat{\sigma}(u, v) < \epsilon$.

In either of these cases, $(u, v)$ must be labelled correctly under the $\rho$-approximate notion. For all other cases, the label of $(u, v)$ does not matter. □

**Remark.** An important superiority of our sampling-estimator over Min-Hash [4] is that it allows us to compute $\hat{\sigma}(u, v)$ in $O(L)$ time in an ad hoc manner. That is, need not maintain any data structures (e.g., min-hash signatures), and thus, an $O(n + m)$ overall space consumption suffices. In the dynamic scenario, this feature saves substantially on maintenance costs.

## 5 MAINTAINING THE EDGE LABELLING

Next, we reveal the details of the main tools behind the *DynELM* algorithm. This algorithm maintains a valid $\rho$-approximate edge labelling, $L_{\rho, \Delta}(G)$, and is detailed in Section 6. In particular, we adopt the $(\Delta, \delta)$-strategy, with $\Delta = \frac{1}{2}\rho \epsilon$ and with $\delta$ to be set later, aka, the $(\frac{1}{2}\rho \epsilon, \delta)$-strategy, to determine edge labels.

### 5.1 Update Affordability

Observe that when an update $(u, w)$ occurs, the affected similarity values are those between $u$ and its neighbors, and those between $w$ and its neighbors. These edges are called the affected edges of $(u, w)$, while $(u, w)$ is an affecting update for each of these affected edges.

**Observation 1.** Consider an update (either an insertion or a deletion) of $(u, w)$; if $(u, v)$ is an arbitrary affected edge incident on $u$, with $a = |N[u] \cap N[v]|$ and $b = |N[u] \cup N[v]|$ immediately before the update, the effects of the update are:

- **Case 1:** an insertion of $(u, w)$,
  - if $w \in N[v]$, $\sigma(u, v)$ increases to $(a + 1)/b$;
  - if $w \notin N[v]$, $\sigma(u, v)$ decreases to $a/(b + 1)$.
- **Case 2:** a deletion of $(u, w)$,
  - if $w \in N[v]$, $\sigma(u, v)$ decreases to $(a - 1)/b$;
  - if $w \notin N[v]$, $\sigma(u, v)$ increases to $a/(b - 1)$.

Symmetric changes occur with each edge $(u, w)$ incident on $w$. 


Our crucial observation is that the does-not-matter case in the \(\rho\)-approximate notion, affords each edge a certain number of updates that do not instigate a label change.

**Lemma 5.1.** If an edge \((u, v)\) is labelled as dissimilar by the \((\frac{1}{2}\rho e, \delta)\)-strategy, then, with probability \(\geq 1 - \delta\), \((u, v)\) can afford at least \(k = \lfloor \frac{1}{2}\rho e \cdot d_{\text{max}}(u, v) \rfloor\) affecting updates before its label flips (from dissimilar to similar), where \(d_{\text{max}}(u, v) = \max\{d[u], d[v]\}\).

**Proof.** Let \(a = |N[u] \cap N[v]|\) and \(b = |N[u] \cup N[v]|\), initially. Edge \((u, v)\) being labelled dissimilar by the \((\frac{1}{2}\rho e, \delta)\)-strategy implies \(\delta(u, v) < \epsilon\), and thus, with probability \(\geq 1 - \delta\), \(\sigma(u, v) = a/b \leq (1 + \frac{1}{2}\rho)\epsilon < (1 + \rho)\epsilon \leq 1 \Rightarrow a < b\). Since both \(a\) and \(b\) are integers, we have \(a + 1 \leq b\), and hence \((a + 1)/b \geq a/(b - 1)\). Therefore, in considering the minimum number of affecting updates to cause \((u, v)\)'s label flip (from dissimilar to similar), we focus on the edge insertions that increase \(\sigma(u, v)\). After \(k = \lfloor \frac{1}{2}\rho e \cdot d_{\text{max}}(u, v) \rfloor\) such updates, by the first bullet of Case 1 in Observation 1,

\[
\sigma(u, v) = \frac{a + k}{b} \leq (1 + \frac{1}{2}\rho)\epsilon + \frac{\frac{1}{2}\rho e}{b} = (1 + \rho)\epsilon .
\]

Therefore, after \(k\) arbitrary affecting updates, the dissimilar label of \((u, v)\) remains valid with probability \(\geq 1 - \delta\). \(\square\)

**Lemma 5.2.** If edge \((u, v)\) is labelled as similar by the \((\frac{1}{2}\rho e, \delta)\)-strategy, then, with probability \(\geq 1 - \delta\), \((u, v)\) can afford at least \(k = \lfloor \frac{1}{2}\rho e \cdot d_{\text{max}}(u, v) \rfloor\) affecting updates before its label flips.

**Proof.** The proof is analogous to that of Lemma 5.1. \(\square\)

### 5.2 Distributed Tracking on Updates

Lemmas 5.1 and 5.2 together show that an edge \((u, v)\) labelled by the \((\frac{1}{2}\rho e, \delta)\)-strategy can afford at least \(k = \lfloor \frac{1}{2}\rho e \cdot d_{\text{max}}(u, v) \rfloor\) affecting updates without its label flipping. It thus suffices to check its label upon the \((k + 1)\)th affecting update since it was last labelled.

**Creating DT Instances for Edges.** To achieve this purpose, we adopt distributed tracking (DT) to track the number of affecting updates for each edge. Specifically, for each edge \((u, v)\), we simulate a DT instance, denoted by \(DT(u, v)\), in a single thread in main memory. The edge \((u, v)\) itself is the coordinator, with its endpoints \(u\) and \(v\) the participants; and the tracking threshold is set to

\[
\tau(u, v) = \lfloor \frac{1}{2}\rho e \cdot d_{\text{max}}(u, v) \rfloor + 1 .
\]  

(2)

The counter \(c_u(u, v)\) (resp., \(c_v(u, v)\)) is the current number of affecting updates of \((u, v)\) incident on \(u\) (resp., \(v\)). As soon as \(c_u(u, v) + c_v(u, v) = \tau(u, v)\), the coordinator at \((u, v)\) reports maturity. Since the label \((u, v)\) could be invalid, we
relabel \((u, v)\) with the \((\frac{1}{2} \rho e, \delta)\)-strategy. After then, a new \(DT(u, v)\) instance, with a new threshold \(\tau(u, v)\) (based on the new \(d_{\text{max}}(u, v)\)) is instantiated.

However, as we are simulating \(DT\) in main memory and counting running time only, in addition to the simulated \(O(\log \tau(u, v))\) communication cost, each counter increment costs \(O(1)\) time. Incrementing \(c_{uv}(u, v)\) for all neighbors \(v \in N[u]\) still leads to a \(\Omega(d(u)) = \Omega(n)\) cost for an update. Figures 2(a) and 2(b) show an example; for an update of \((u, w)\), one needs to individually increase the counter of the participant \(u\) in each of the \(DT\) instances.

**Organizing \(DT\) Instances by Heaps.** The key to address this issue is to maintain a shared common counter, instead of increasing \(c_{uv}(u, v)\) for each \(v \in N[u]\) individually. Let every vertex \(u\) have, instead of \(c_{uv}(u, v)\), a single counter \(s_u\) (shared among all \(DT(u, v)\)), initially set to 0, recording the number of affecting updates of edges incident on \(u\). The crucial observation here is that the checkpoint value \(\hat{c}_u(u, v)\) is only updated when there would have been \(\lambda(u, v)\) (the slack value in \(DT(u, v)\)) affecting updates incident on \(u\). Thus, the number of increments (i.e., \(\lambda(u, v)\)) is important, rather than the value of \(\hat{c}_u(u, v)\). Therefore, we can shift the checkpoint value \(\hat{c}_u(u, v)\) by the value \(s_u\) at the time the checkpoint is set. After shifting, for each vertex \(u\), we set up a min-heap, denoted by \(DtHeap(u)\), with the shifted checkpoints, \(\hat{c}_u(u, v)\), as keys. For each \((u, v)\), we maintain an entry in \(DtHeap(u)\) associated with:

- \(\underline{s}_u(v)\): the value of \(s_u\) when the current round in \(DT(u, v)\) starts. With \(\underline{s}_u(v)\), the unshifted counter value in this participant can be computed, by \(s_u - \underline{s}_u(v)\), when the coordinator needs it;
- \(\hat{c}_u(u, v)\): the key of the entry, initialized as \(\hat{c}_u(u, v) = \underline{s}_u(v) + \lambda(u, v)\), where \(\lambda(u, v)\) is the slack value in the current round of \(DT(u, v)\).

When an affecting update arrives, \(u\) only needs to inform its coordinators if there is some entry with a key equal to \(s_u\). Each of these entries is called a checkpoint-ready entry. Therefore, in this way, we no longer have to scan the whole neighbourhood of a vertex.

**A Running Example.** Figure 2(c) shows an example, where the shared counter \(s_u = 5\) before the update, and the entries corresponding to the \(DT\) instances of \((u, v_1)\), \((u, v_2)\) and \((u, v_3)\) are at the top of \(DtHeap(u)\) as they have the same smallest key values, i.e., \(\hat{c}_u = 6\). When the update of \((u, w)\) is performed, \(s_u\) is increased to \(s_u = 6\), and hence, the three entries at the heap top become checkpoint-ready. For the entry of \(DT(u, v_4)\), the participant \(u\) only needs to notify the coordinator \((u, v_4)\) and the current round continues (as shown in Figure 2(b), this is the first notification in the round): \(\underline{s}_u(v_4)\) does not change and \(\hat{c}_u(u, v_4)\) is increased by \(\lambda(u, v_4) = 2\) indicating that when \(s_u\) reaches 8, this entry will become checkpoint-ready again. For the entry of \(DT(u, v_1)\), after the notification sent for this entry, the current round ends: \(\tau(u, v_1) \leftarrow (13 - 3) - 5 = 5\) and \(\lambda(u, v_1) \leftarrow \lfloor \frac{5}{2} \rfloor = 2\). Thus, \(\underline{s}_u(v_1) \leftarrow s_u = 6\) and \(\hat{c}_u(u, v_1) = 6 + 2 = 8\).

Finally, for the entry of \(DT(u, v_2)\), the \(DT\) instance is matured. Hence, the edge \((u, v_2)\) is relabelled by the \((\frac{1}{2} \rho e, \delta)\)-strategy and a new \(DT\) instance with respect to the new \(\tau(u, v_2)\) is started.

6 THE DynELM ALGORITHM

An outline of the DynELM algorithm for handling an update, of edge \((u, w)\), is as follows:

- **Step 1.** Initialize the set of label-flipping edges \(\mathcal{F} \leftarrow \emptyset\); and increment \(s_u\) and \(s_w\) (by 1), respectively.

- **Step 2.** There are two cases:
  - **Case 1:** this update is an insertion. Insert \((u, w)\) into \(G\) and label it by the \((\frac{1}{2} \rho e, \delta)\)-strategy. If \((u, w)\) is labelled as similar, add \((u, w)\) to \(\mathcal{F}\). Moreover, create \(DT(u, w)\) with \(\tau(u, w)\).
  - **Case 2:** this update is a deletion. If \((u, w)\) is labelled as similar, add \((u, w)\) to \(\mathcal{F}\). Delete \((u, w)\) from \(G\); and delete \(DT(u, w)\).
• **Step 3.** While there is a checkpoint-ready entry in $DtHeap(u)$, pop the entry (from the top). Let $DT(u, v)$ be the DT instance corresponding to this entry. Instruct $u$ to inform the coordinator $(u, v)$. When $DT(u, v)$ is mature, relabel $(u, v)$ by the $(\frac{1}{2}p_{e}, \delta)$-strategy. If its label flipped, add $(u, v)$ to $\mathcal{F}$. Remove its entry from $DtHeap(v)$, and restart the DT with a new $\tau(u, v)$. Repeat until there is no checkpoint-ready entry in $DtHeap(u)$.

• **Step 4.** Perform a symmetric process of Step 3 for $w$.

• **Step 5.** Return $\mathcal{F}$, the set of edges whose labels flipped.

### 6.1 Theoretical Analysis

In this subsection, we prove the following theorem:

**Theorem 6.1.** Given a specified failure probability $\delta^*$, for every sequence of $M$ updates (the value of $M$ value need not be known in advance), there exists an implementation of the DynELM algorithm that achieves the following guarantees:

- the amortized cost of each update is $O((\log^2 n + \log n \cdot \log \frac{\delta^*}{\delta}))$;
- the space consumption is always linear in the size of $G$, i.e., $O(n + m)$;
- with probability at least $1 - \delta^*$, the $\rho$-approximate edge labelling $\mathcal{L}_{e, \rho}(G)$ maintained is always valid. Hence, with the same probability, the clustering result, $C(\mathcal{L}_{e, \rho}(G), \rho)$, is always correct (under the $\rho$-approximate notion).

**Corollary 6.2.** If the number of vertices, $n$, is fixed over the whole update sequence and the total number of updates $M$ is bounded by $O(n^c)$ for some constant $c$, e.g., $M = n^{99}$, by setting $\delta^* = 1/n$, the amortized update bound can be simplified to $O(\log^2 n)$.

We consider the following implementation of DynELM.

- The neighborhood $N[u]$ of each vertex $u$ is maintained by a binary search tree: each neighbor insertion, deletion and search can be performed in $O(\log d[u]) = O(\log n)$ time.

- The $DtHeap(u)$ of each vertex $u$ is implemented with a binary heap: each heap operation takes $O(\log d[u]) = O(\log n)$ time. Moreover, according to the DT algorithm, there are at most $O(\log \tau(u, v)) = O(\log n)$ rounds (before its maturity) for each $DT(u, v)$, and each round takes $O(h) = O(1)$ (because only $h = 2$ participants in the instance) operations in the DT heaps of $u$ and $v$. The overall cost of each $DT(u, v)$ is bounded by $O(\log^2 n)$.

- For the $i^{th}$ invocation of the $(\frac{1}{2}p_{e}, \delta)$-strategy, the parameter $\delta$ is set to

  \[
  \delta_i = \frac{\delta^*}{i \cdot (i + 1)} \quad \text{where } i = 1, 2, \ldots \tag{3}
  \]

  Let $\kappa$ be the total number of invocations of the strategy. According to Theorem 4.1, the required sample size for the $i^{th}$ invocation is

  \[
  L_i = \frac{2}{(\frac{1}{2}p_{e})^2} \ln \frac{2}{\delta_i} = O(\log \frac{\kappa}{\delta^*}). \tag{4}
  \]

  Therefore, the cost of each invocation of $(\frac{1}{2}p_{e}, \delta)$-strategy is bounded by $O(L_i \cdot \log n) = O(\log n \cdot \log \frac{\kappa}{\delta^*})$.

Next, we prove the three bullets in Theorem 6.1 one by one.

**Bullet 1 in Theorem 6.1: Amortized Update Cost.** We analyse the amortized update cost of DynELM step by step. Clearly, the running time of Step 1 in the DynELM algorithm is $O(1)$, and Step 2 can be performed in $O(\log n \cdot \log \frac{\kappa}{\delta^*})$ time in the worst case. It remains to bound the amortized cost of Step 3 and Step 4.

Consider an update of $(u, w)$. A crucial observation is that the update of $(u, w)$ can only contribute (via a counter increment) to the maturity of the DT instances of its affected edges, which exist at the current moment. Let $DT(u, \sigma^*)$ be
the instance with the smallest threshold value $\tau(u, v')$ among all the affected DT instances at the current moment, and $d'[u]$ the degree of $u$ when $DT(u, v')$ was created. We claim that the degree of $u, d[u]$, at the current moment is at most $d'[u] + \tau(u, v')$. This is because since the creation of $DT(u, v')$, there can be at most $\tau(u, v')$ insertions adjacent on $u$; otherwise, $DT(u, v')$ must have matured and hence, would not exist at the current moment. Therefore,

$$d[u] \leq d'[u] + \tau(u, v') \leq \frac{\tau(u, v')}{\rho e/2} + \tau(u, v') = O(1) \cdot \tau(u, v').$$

Furthermore, as each of the affected $DT(u, v)$ requires at least $\tau(u, v)$ affecting updates to mature, the current update of $(u, w)$ is actually accounted for only $\frac{1}{\tau(u, v)}$ of the cost of the DT maturity as well as the following edge re-labelling cost, i.e., $\frac{1}{\tau(u, v)} \cdot O(\log^2 n + \log n \cdot \log \frac{K}{\delta'})$. Summing up over all the neighbors of $u$, the amortized cost instigated by an update of $(u, w)$ in Step 3 is:

$$\sum_{v \in N[u]} \frac{O(\log^2 n + \log n \cdot \log \frac{K}{\delta'})}{\tau(u, v)} \leq \sum_{v \in N[u]} \frac{O(\log^2 n + \log n \cdot \log \frac{K}{\delta'})}{\tau(u, v')} = O(\log^2 n + \log n \cdot \log \frac{K}{\delta'}).$$

By symmetry, the update of $(u, w)$ is also charged a $O(\log^2 n + \log n \cdot \log \frac{K}{\delta'})$ cost from the affected DT instances of the vertex $w$. Therefore, combining the costs of all the four steps, the amortized cost of each update is bounded by $O(\log^2 n + \log n \cdot \log \frac{M}{\delta'})$.

To complete our analysis, we claim that each update of $(u, w)$ can instigate at most $O(1)$ amortized invocations of the $(\frac{1}{2}, \rho e, \delta)$-strategy, where one is for labelling $(u, w)$ when the update is an insertion, the others are for the $O(1)$ DT maturity charged to the current update. Thus, the total number of the invocations of the strategy, $\kappa$, is at most $O(1)$ times the number of updates, i.e., $\kappa = O(M)$, and the amortized update cost follows.

**Lemma 6.3.** For any sequence of $M$ updates, the amortized update cost of DynELM is bounded by $O(\log^2 n + \log n \cdot \log \frac{M}{\delta'})$.

**Bullet 2 in Theorem 6.1: Overall Space Consumption.** Based on the aforementioned implementation of DynELM, for each vertex $u$, a binary search tree and a DT heap on the neighborhood $N[u]$ are maintained, the space consumption of each vertex is bounded by $O(1 + d[u])$. Summing up over all the vertices, the overall space consumption of the DynELM algorithm is bounded by $O(n + m)$.

**Lemma 6.4.** At all times, DynELM consumes $O(n + m)$ space.

**Bullet 3 in Theorem 6.1: Correctness and Failure Probability.** The correctness of the approximate edge labelling $L_{e, \rho}(G)$ maintained by DynELM follows immediately from the correctness of the $(\frac{1}{2}, \rho e, \delta)$-strategy (Lemma 4.3) and the update affordability (Lemmas 5.1 and 5.2). It remains to bound the failure probability. According to our implementation and by Union Bound, the failure probability is bounded by:

$$\sum_{i=1}^{\kappa} \delta_i = \sum_{i=1}^{\kappa} \frac{\delta \gamma}{i \cdot (i + 1)} = \delta \gamma \sum_{i=1}^{\kappa} \left( \frac{1}{i} - \frac{1}{i + 1} \right) = \delta \gamma \left( 1 - \frac{1}{\kappa + 1} \right) \leq \delta \gamma.$$

**Lemma 6.5.** With probability at least $1 - \delta \gamma$, the $\rho$-approximate edge labelling maintained by DynELM is always valid.
7 THE ULTIMATE ALGORITHM

We round out our algorithm development by designing the DynStrClu algorithm for solving the ultimate dynamic StrClu problem. Specifically, we prove the following theorem.

THEOREM 7.1. The DynStrClu algorithm both

- admits all the same guarantees as DynELM in Theorem 6.1; and
- answers every cluster-group-by query in time linear-polylog in the query size, i.e., for $Q \subseteq V$, in $O(|Q| \cdot \log n)$ time.

The Algorithm Framework. The DynStrClu algorithm mainly consists of the following three modules:

- **Edge Label Manager (ELM):** This module invokes the DynELM algorithm as a black box, to maintain $L_{\epsilon, \rho}(G)$.
- **Vertex Auxiliary Information (vAuxInfo):** For each vertex $u \in V$, we maintain auxiliary information:
  - a counter, $SimCnt(u)$, for recording the current number of similar neighbors of $u$;
  - a partition of $u$’s neighbors, which partitions $u$’s neighbors into three self-explanatory categories: (i) sim-core neighbors, (ii) sim-non-core neighbors, and (iii) dissimilar neighbors.

  $SimCnt(u)$ can be updated in $O(1)$ time; and moving a neighbor from one category to another also takes $O(1)$ time, given that the labeling has been done in ELM.

- **CC Structure of $G_{core}$:** In this module, we maintain the connected components in $G_{core}$. In particular, we maintain a data structure, denoted by CC-Str($G_{core}$), to support the following operations:
  - Insert a sim-core edge $(u, v)$ into $G_{core}$.
  - Remove from $G_{core}$ an edge $(u, v)$.
  - $FindCcID(u)$: Return the identifier of the connected component in $G_{core}$ that contains the (core) vertex $u$.

  **FACT 2 ([18, 35]).** There exists a $O(n + m)$-space data structure that implements CC-Str($G_{core}$) and can support: (i) each edge insertion or deletion in $O(\log^2 n)$ amortized time, and (ii) each $FindCcID$ operation in $O(\log n)$ worst-case time.

The DynStrClu Algorithm Steps. To process an update, the DynStrClu algorithm maintains $L_{\epsilon, \rho}(G)$, with the DynELM algorithm; this returns the set $F$ of edges whose labels have flipped due to the update. Given this flipped set $F$, DynStrClu maintains the two other modules as follows.

**Maintaining vAuxInfo.** For each edge $(u, v) \in F$,

- update $SimCnt(u)$ and $SimCnt(v)$ in constant time: if the label of $(u, v)$ is flipped to similar, both $SimCnt(u)$ and $SimCnt(v)$ are increased by 1; otherwise, they are decreased by 1, respectively.
- if necessary, flip $u$’s (resp., $v$’s) core status, and hence change the neighbor category of $u$ for its similar neighbors.

Let $V'$ comprise every vertex whose core status has flipped, while $F'$ is the set of all the edges whose sim-core status have flipped between sim-core and non-sim-core.

**Maintaining $G_{core}$.** For each edge $(u, v) \in F'$, if the status of $(u, v)$ flipped from non-sim-core to sim-core, insert $(u, v)$ into $G_{core}$. Otherwise, remove $(u, v)$ from $G_{core}$. Furthermore, for each vertex $u \in V'$, if $u$ flipped from non-core to core, insert $u$ to $G_{core}$ by conceptually inserting to $G_{core}$ a self-loop edge $(u, u)$, which does not necessarily physically exist. Otherwise, remove $u$ from $G_{core}$ by conceptually removing the self-loop edge $(u, u)$, in which case, $u$ must be a singleton vertex in $G_{core}$ with no incident edge other than the self-loop edge. This is because, all its incident edges in $G_{core}$ have been removed when processing the edges in $F'$. All these operations on $G_{core}$ can be performed via CC-Str($G_{core}$).
A Running Example. Figure 3 shows the maintenance process of DynStrClu for deleting the edge \((u, w)\) from Figure 1(a), where the resulted state is as shown in Figure 1(d). To process the deletion of \((u, w)\), DynStrClu invokes DynELM to maintain the edge labelling \(L_{e,\rho}(G)\). The returned set \(F\) of edges with labels flipped is shown in the figure. In particular, since \((u, w)\) is a similar edge getting deleted, its label is treated as flipping from similar to dissimilar. Next, the vAuxInfo module updates the SimCnt information for the endpoints of the edges in \(F\); details are shown in the figure. Since SimCnt\((u)\) is decreased from 3 to 2 and SimCnt\((v_5)\) is increased from 2 to 3, the core status of \(v_1\) is flipped from core to non-core, while \(v_5\)'s is from non-core to core. Thus, \(V' = \{v_1, v_5\}\), the set of all the vertices with core status flipped. Furthermore, with \(F\) and \(V'\), the set \(F'\) of the edges whose sim-core status are flipped can be easily obtained. For example, the sim-core status of edges \((u, w)\) and \((v_1, w)\) are flipped from sim-core to non-sim-core for different reasons. While the flip of \((u, w)\) is because of its label flipping to dissimilar, the flip of \((v_1, w)\) is cased by \(v_1\) becoming non-core. Likewise, since \(v_5\) becomes a core vertex, the similar edges \((v_5, u)\) and \((v_5, v_6)\) become sim-core. Finally, the CC-Str maintains \(G_{core}\) with \(V'\) and \(F'\) by: (i) removing \(v_1\) and adding \(v_5\); (ii) removing all the edges in \(F'\) turning into non-sim-core, while adding those edges becoming sim-core. The resulting \(G_{core}\) is as shown in Figure 3.

Theoretical Analysis. We analyse the overall maintenance cost on the above two modules.

Lemma 7.2. \(|V'| = O(|F|)\) and \(|F'| = O(|F|)\).

Proof. Observe that the core status of vertex \(u\) is flipped only if SimCnt\((u)\) changes: at least one edge incident on \(u\) has its label flipped. As such edge must be in \(F\), \(|V'| \leq 2 \cdot |F| = O(|F|)\) holds.

Next, we bound \(|F'|\). We define persistently similar edges as those edges that remain similar after the update. There are only two possibilities for edge \((u, v)\) to be in \(F'\): (i) the label of \((u, v)\) is flipped, or (ii) \((u, v)\) is persistently similar
Given \(|F|\cdot n^2\log \delta\) extra \(O\) time, the maintenance cost is \(O(|F|\cdot n)\), and hence \(\mathcal{F}'\) equals \(O(|F|)\). Therefore, by Lemma 7.2, the per-update maintenance cost for \(vAuxInfo\) is \(O(|F|)\).

As for the maintenance of \(Gcore\), it is clear that there are \(|V'| + |\mathcal{F}'| = O(|F|)\) operations with \(CC-Str(Gcore)\). By Fact 2, each such operation incurs a \(O(\log^2 n)\) amortized cost. The \(O(|F| \cdot \log^2 n)\) per-update maintenance cost of \(Gcore\) thus follows.

Theorem 7.4. The DynStrClu Algorithm admits all the same guarantees as DynELM in Theorem 6.1

Proof. First, to analyse the amortized update cost, observe that an edge can be added to \(F\) only when it is relabelled. Thus, we can amortize the \(O(|F| \cdot \log^2 n)\) cost over all these edges in \(F\). Hence, each of such edges is charged for an extra \(O(\log^2 n)\) cost when it is relabelled; this charging increases the relabelling cost bound to \(O(\log^2 n + \log n \cdot \log M)\). Therefore, the amortized update cost bound remains the same as that of DynELM. Second, by Fact 2, the space consumption of DynStrClu is also bounded by \(O(n + n)\). Finally, as the maintenance for \(vAuxInfo\) and CC-Str\((Gcore)\) is deterministic, the correctness probability remains the same as DynELM.

The Cluster-Group-By Query Algorithm. Given \(Q \subseteq V\), the cluster-group-by query algorithm is as follows:

- Initialize an empty (vertex, ccid)-pair set: \(P \leftarrow \emptyset\).
- For each \(u \in Q\):
  - If \(u\) is core, obtain the ID of the CC containing \(u\) in \(Gcore\), denoted by \(ccid(u)\). Add the pair \((u, ccid(u))\) to \(P\).
  - If \(u\) is non-core, for each sim-core neighbor \(v\) of \(u\) (possibly none exists), add a pair \((u, ccid(v))\) to \(P\).
- Sort the pairs in \(P\) by the \(ccid(\cdot)\) keys. Put all vertices with the same \(ccid(\cdot)\) into the same group and output the resulted groups.

Lemma 7.5. The running time complexity of this Cluster-Group-By Query Algorithm is \(O(|Q| \cdot \log n)\).

Proof. While each core vertex in \(Q\) produces exactly one pair, each non-core vertex in \(Q\) can produce at most \(\mu - 1\) pairs. The size of \(P\) is thus \(O(|Q|)\). Furthermore, by Fact 2, the \(ccid(\cdot)\) of each pair can be obtained with \(CC-Str(Gcore)\) in \(O(\log n)\) time. Combining the sorting cost, the total running time is \(O(|Q| \cdot \log n)\).
Proof of Theorem 7.1. The theorem follows immediately from Theorem 7.4 and Lemma 7.5.

Remark. The amortized update cost bound in Theorem 7.1 (and hence, in Theorem 6.1) is general enough for “hot-start” cases, where a graph $G$ with $m_0$ edges is given at the beginning. To handle this case, one can first insert each of these $m_0$ edges one by one, with a total cost $\tilde{O}(m_0)$, and then charge this $\tilde{O}(m_0)$ cost to the next $\Omega(m_0)$ updates. There is just a constant factor blow-up in the amortized update cost.

8 EXTENSION TO COSINE SIMILARITY

In this section, we introduce our extension work that adopts cosine similarity as the definition of structural similarity.

The cosine similarity $\sigma_c(u, v)$ between two vertices $u$ and $v$ is defined as in [40]:

- if $(u, v) \in E$, then
  $$\sigma_c(u, v) = \frac{|N[u] \cap N[v]|}{\sqrt{d[u] \cdot d[v]}};$$
- if $(u, v) \notin E$, then
  $$\sigma_c(u, v) = 0.$$

To see how it follows the definition of cosine similarity, we can construct a $n$-dimension vector $\vec{p}$ and let $\vec{p}[i] = 1$ if the $i$-th vertex is in $N[u]$ and $\vec{p}[i] = 0$ otherwise. Another $n$-dimension vector $\vec{q}$ can also be constructed in the same way based on $N[v]$. Then $|N[u] \cap N[v]| = \vec{p} \cdot \vec{q}$, $d[u] = ||\vec{p}||$, and $d[v] = ||\vec{q}||$. Therefore, $\sigma_c(u, v)$ equals the cosine similarity between these two vectors $\vec{p}$ and $\vec{q}$.

For cosine similarity, we have obtained similar results as Jaccard similarity. Specifically, we extend DynELM and DynStrClu algorithms under cosine similarity and their performances are guaranteed in the following theorem.

Theorem 8.1. The DynELM algorithm admits all the same guarantees in Theorem 6.1 under cosine similarity, and the DynStrClu algorithm admits all the same guarantees in Theorem 7.1 under cosine similarity.

We also adopt $\rho$-approximate notion for approximate edge labeling. To complete the proof of Theorem 8.1, we need to extend three main components in our algorithm, namely: similarity estimator, update affordability, and distributed tracking on updates. We proof similar results on these three components in the following subsections.

8.1 Estimating Cosine Similarity

In this subsection, we proof that the sampling-based method also works for estimating cosine similarity between two vertices. Let $X_1, X_2, \ldots, X_L$ be $L$ independent instances of the random variable $X$ defined in Section 4, and define $\bar{X} = \sum_{i=1}^{L} X_i$. Recall in Equation 1, we have:

$$\sigma(u, v) = \frac{|N[u] \cap N[v]|}{|N[u] \cup N[v]|} = \frac{E[\bar{X}]}{2 - E[\bar{X}]}.$$

Combining the fact that:

$$|N[u] \cap N[v]| = d[u] + d[v] - |N[u] \cup N[v]|.$$
We can compute that:

\[
|N[u] \cap N[v]| = d[u] + d[v] - |N[u] \cup N[v]|
\]

\[
= d[u] + d[v] - \frac{|N[u] \cap N[v]|}{\sigma(u, v)}
\]

\[
= d[u] + d[v] - \frac{(2 - E[\hat{X}])|N[u] \cap N[v]|}{E[X]}
\]

As a result, we have:

\[
|N[u] \cap N[v]| = \frac{1}{2} (d[u] + d[v]) E[\hat{X}].
\]

Thus, \(\frac{1}{2} (d[u] + d[v]) \hat{X}\) can serve as an estimator for the size of intersection between two neighbourhoods. To compute the cosine similarity \(\sigma_c(u, v)\), we have:

\[
\sigma_c(u, v) = \frac{|N[u] \cap N[v]|}{\sqrt{d[u] \cdot d[v]}} = \frac{(d[u] + d[v]) E[\hat{X}]}{2 \sqrt{d[u] \cdot d[v]}}.
\]

Let \(d_{min}(u, v) = \min\{d[u], d[v]\}\) and \(d_{max}(u, v) = \max\{d[u], d[v]\}\). Then, we estimate the cosine similarity in the following manners:

- if \(d_{min}(u, v) < e^2 d_{max}(u, v)\), edge \((u, v)\) can directly be labelled as dissimilar;
- otherwise, define \(\hat{\sigma}_c(u, v) = \frac{(d[u] + d[v]) \hat{X}}{2 \sqrt{d[u] \cdot d[v]}}\) and use it as an estimator for \(\sigma_c(u, v)\).

For the first case, we prove its correctness with the following lemma:

**Lemma 8.2.** For an edge \((u, v)\), if \(d_{min}(u, v) < e^2 d_{max}(u, v)\), then \(\sigma_c(u, v) < \epsilon\).

**Proof.** The cosine similarity between \(u\) and \(v\) can be upper bounded by:

\[
\sigma_c(u, v) = \frac{|N[u] \cap N[v]|}{\sqrt{d[u] \cdot d[v]}} \\
\leq \frac{d_{min}(u, v)}{\sqrt{d_{min}(u, v) \cdot d_{max}(u, v)}} \\
= \sqrt{\frac{d_{min}(u, v)}{d_{max}(u, v)}} < \epsilon.
\]

For the second case, we can guarantee the quality of our estimator by the theorem below.

**Theorem 8.3.** Suppose \(e^2 d_{max}(u, v) \leq d_{min}(u, v) \leq d_{max}(u, v)\), by setting \(L = \frac{(e^2 + 1)^2}{8e^2 \Delta} \ln \left(\frac{2}{\delta}\right)\), we have \(\Pr[|\hat{\sigma}_c(u, v) - \sigma_c(u, v)| > \Delta] < \delta\).

**Proof.** In this case, we can result in the following bound:

\[
\frac{d[u] + d[v]}{\sqrt{d[u] \cdot d[v]}} = \frac{d_{min}(u, v) + d_{max}(u, v)}{\sqrt{d_{min}(u, v) \cdot d_{max}(u, v)}} \\
= \sqrt{\frac{d_{min}(u, v)}{d_{max}(u, v)}} + \sqrt{\frac{d_{max}(u, v)}{d_{min}(u, v)}} \\
\leq \epsilon + \frac{1}{\epsilon}.
\]
The final inequality results from the fact that \( 1 \leq \sqrt{\frac{d_{\text{max}}(u,v)}{d_{\text{min}}(u,v)}} \leq \frac{1}{e} \).

Observe that
\[
\Pr[|\tilde{\sigma}_c(u,v) - \sigma_c(u,v)| > \Delta] = \Pr\left[ \frac{d[u] + d[v]}{2\sqrt{d[u] \cdot d[v]}} |X - E[X]| > \Delta \right]
\leq \Pr[|X - E[X]| > \frac{2\Delta}{\epsilon + \frac{1}{e}}].
\]

By the Hoeffding Bound \([17]\), when \( L = \frac{(e + \frac{1}{e})^2}{8\Delta^2} \ln(\frac{2}{\delta}) \), we have \( \Pr[|X - E[X]| > \frac{2\Delta}{\epsilon + \frac{1}{e}}] \leq \delta \).

8.2 Update Affordability

When an update \((u, w)\) occurs, the cosine similarity of the affected edges will be affected in a similar way to Jaccard similarity as in Section 5.1.

**Observation 2.** Consider an update of edge \((u, w)\), and an arbitrary affected edge \((u, v)\), let \(\sigma_c(u,v) = \frac{|N[u] \cap N[v]|}{\sqrt{d[u] \cdot d[v]}}\) be the structural similarity between \(u\) and \(v\) before the update of \((u, w)\), where \(a = |N[u] \cap N[v]|\). The effect of such update \((u, w)\) can be:

- **Case 1:** an insertion of \((u, w)\),
  - if \(w \in N[v]\), \(\sigma_c(u,v)\) is increased to \((a + 1)/\sqrt{(d[u] + 1)d[v]}\).
  - if \(w \notin N[v]\), \(\sigma_c(u,v)\) is decreased to \(a/\sqrt{(d[u] + 1)d[v]}\).

- **Case 2:** a deletion of \((u, w)\),
  - if \(w \in N[v]\), \(\sigma_c(u,v)\) is decreased to \((a - 1)/\sqrt{(d[u] - 1)d[v]}\).
  - if \(w \notin N[v]\), \(\sigma_c(u,v)\) is increased to \(a/\sqrt{(d[u] - 1)d[v]}\).

Symmetric changes occur with each edge \((u, w)\) incident to \(w\).

Like Jaccard similarity, we can also calculate update affordability for cosine similarity. However, here for each edge \((u, v) \in E\) we divide the calculation of update affordability into two cases:

- \(d_{\text{min}}(u,v) \geq 0.81e^2 \cdot d_{\text{max}}(u,v)\), and
- \(d_{\text{min}}(u,v) < 0.81e^2 \cdot d_{\text{max}}(u,v)\)

The update affordability for each edge \((u, v)\) is computed by the following lemmas.

**Lemma 8.4.** If an edge \((u, v)\) is labelled as dissimilar by the \((\frac{1}{2} \rho e, \delta)\)-strategy, then with probability at least \(1 - \delta\), \((u, v)\) can afford at least \(k = \lfloor 0.45 \rho e^2 \cdot d_{\text{max}}(u,v) \rfloor\) affecting updates if \(d_{\text{min}}(u,v) \geq 0.81e^2 \cdot d_{\text{max}}(u,v)\) or \(k = \lfloor 0.19e^2 \cdot d_{\text{max}}(u,v) \rfloor\) affecting updates if \(d_{\text{min}}(u,v) < 0.81e^2 \cdot d_{\text{max}}(u,v)\) before its label flips from dissimilar to similar.

**Proof.** First consider the case where \(d_{\text{min}}(u,v) \geq 0.81 \cdot d_{\text{max}}(u,v)\). Initially, let \(a = |N[u] \cap N[v]| \geq 2\). Since \((u, v)\) is labelled as dissimilar by \((\frac{1}{2} \rho e, \delta)\)-strategy, we have \(\tilde{\sigma}_c(u,v) < \epsilon\). Then with probability at least \(1 - \delta\), \(\sigma_c(u,v) < (1 + \frac{1}{2} \rho)\epsilon\).

Without loss of generality, we first consider an update incident to \(u\). If \(d[u] = a\), then \(\forall w \in N[u], w \in N[v]\). Thus deleting edge \((u, w)\) will only decrease \(\sigma_c(u,v)\). That is to say, in order to increase \(\sigma_c(u,v)\), we need to consider insertions
of edge \((u, w)\). Otherwise if \(d[u] > a\), since \(d[u] \) and \(a\) are both integers, we must have \(d[u] \geq a + 1\). Therefore,
\[
d[u] \geq a + 1 > \frac{2a^2 + 2a + 1}{2a + 1}.
\]
It can be easily verified that
\[
\frac{a + 1}{\sqrt{(d[u] + 1)d[v]}} > \frac{a}{\sqrt{(d[u] - 1)d[v]}}.
\]
As a result, in considering the minimum number of affecting updates to cause \((u, v)\)’s label flips from dissimilar to similar, we only need to focus on the edge insertions that increase \(\sigma_c(u, v)\). Let \(k = \lfloor 0.45\rho\epsilon^2 \cdot d_{\max}(u, v) \rfloor\) be the total number of such updates, and \(t\) be the number of such affecting updates that involve \(u\), by the first bullet of Case 1 in Observation 2:
\[
\sigma_c(u, v) = \frac{a + k}{\sqrt{(d[u] + t)(d[v] + k - t)}} < \frac{a + k}{\sqrt{d[u]d[v]}}.
\]
\[
= \frac{a}{\sqrt{d[u]d[v]}} + \frac{k}{\sqrt{d[u]d[v]}} \leq (1 + \frac{1}{2})\epsilon + \frac{0.45\rho\epsilon^2 \cdot d_{\max}(u, v)}{\sqrt{d[u]d[v]}}
\]
\[
\leq (1 + \frac{1}{2})\epsilon + \frac{0.9\rho\epsilon^2 d_{\max}(u, v)}{\sqrt{d[u]d[v]}}
\]
\[
\leq (1 + \frac{1}{2})\epsilon + \frac{0.9\rho\epsilon^2 d_{\max}(u, v)}{\sqrt{d[u]d[v]}}
\]
\[
= (1 + \rho)\epsilon
\]
The last inequality is because
\[
\sqrt{d[u]d[v]} = \sqrt{d_{\min}(u, v) \cdot d_{\max}(u, v)} \geq \sqrt{0.81\epsilon^2 \cdot d_{\max}(u, v)} = 0.9\epsilon \cdot d_{\max}(u, v).
\]
Therefore, after \(k\) arbitrary affecting updates, the dissimilar label of \((u, v)\) remains valid with probability at least \(1 - \delta\).

Then consider the case where \(d_{\min}(u, v) < 0.81\epsilon^2 \cdot d_{\max}(u, v)\). Note that by Lemma 8.2, since \(d_{\min}(u, v) < \epsilon^2 d_{\max}(u, v)\), \((u, v)\) will only be labelled as dissimilar. To get the minimum number of affecting updates \((u, v)\) can afford before its label flips, we only need to consider the updates that narrow the gap between \(d_{\min}(u, v)\) and \(d_{\max}(u, v)\). Suppose there are \(t\) edge deletions incident to the vertex with the maximum degree and there are \(k - t\) edge insertion incident to the vertex with the minimum degree, where \(k = \lfloor 0.19\epsilon^2 \cdot d_{\max}(u, v) \rfloor\). Then the degree after \(k\) updates in total becomes:
\[
d_{\max}'(u, v) = d_{\max}(u, v) - t
\]
\[
d_{\min}'(u, v) = d_{\min}(u, v) + k - t.
\]
Current degrees satisfy the following inequality:
\[
\epsilon^2 \cdot d_{\max}'(u, v) = \epsilon^2 d_{\max}(u, v) - \epsilon^2 t
\]
\[
> d_{\min}(u, v) + 0.19\epsilon^2 \cdot d_{\max}(u, v) - t
\]
\[
\geq d_{\min}(u, v) + k - t = d_{\min}'(u, v)
\]
The first inequality is because \(0.81\epsilon^2 \cdot d_{\max}(u, v) = (\epsilon^2 - 0.19\epsilon^2) \cdot d_{\max}(u, v) > d_{\min}(u, v)\). Therefore, after \(k\) arbitrary affecting updates the dissimilar label of \((u, v)\) remains valid. \(\Box\)
Lemma 8.5. If an edge \((u, v)\) is labelled as similar by the \((\frac{1}{2}\rho, \delta)\)-strategy, then with probability at least \(1 - \delta\), \((u, v)\) can afford at least \(k = \lceil \frac{1}{2}\rho \cdot d_{\text{min}}(u, v) \rceil\) affecting updates before its label flips from similar to dissimilar.

Proof. Initially, let \(a = |N[u] \cap N[v]| \geq 2\). Since \((u, v)\) is labelled as similar by \((\frac{1}{2}\rho, \delta)\)-strategy, we have \(\bar{\sigma}_c(u, v) \geq \epsilon\). Then with probability at least \(1 - \delta\), \(\sigma_c(u, v) \geq \left(1 - \frac{1}{2}\rho\right)\epsilon\). Without loss of generality, we consider an update incident to \(u\). Since we have \(d[u] \geq a\) and \(a \geq 2\), we have,

\[
d[u] \geq a > \frac{2a^2 - 2a + 1}{2a - 1}.
\]

Thus it can be easily verified that

\[
\frac{a - 1}{\sqrt{(d[u] - 1)d[v]}} < \frac{a}{\sqrt{(d[u] + 1)d[v]}}.
\]

As a result in considering the minimum number of affecting updates to cause \((u, v)\)’s label flips from similar to dissimilar, we only need to focus on the edge deletions that decrease \(\sigma_c(u, v)\). Let \(k = \lceil \frac{1}{2}\rho \cdot d_{\text{min}}(u, v) \rceil\) be the total number of such updates, and \(t\) be the number of such affecting updates that involve \(u\), by the first bullet of Case 2 in Observation 2:

\[
\sigma_c(u, v) = \frac{a - k}{\sqrt{(d[u] - t)(d[v] - k + t)}} > \frac{a - k}{\sqrt{d[u]d[v]}}
\]

\[
= \frac{a}{\sqrt{d[u]d[v]}} - \frac{k}{\sqrt{d[u]d[v]}}
\]

\[
\geq (1 - \frac{1}{2}\rho)\epsilon = \frac{\lceil \frac{1}{2}\rho \cdot d_{\text{min}}(u, v) \rceil}{\sqrt{d[u]d[v]}}
\]

\[
\geq (1 - \frac{1}{2}\rho)\epsilon = \frac{\frac{1}{2}\rho \cdot d_{\text{min}}(u, v)}{\sqrt{d[u]d[v]}}
\]

\[
= (1 - \rho)\epsilon
\]

Therefore, after \(k\) arbitrary affecting updates, the dissimilar label of \((u, v)\) remains valid with probability at least \(1 - \delta\). \(\Box\)

8.3 Distributed Tracking on Updates

For an edge \((u, v)\) incident to \(u\), we first put it into one of these two categories:

- if \(d_{\text{min}}(u, v) \geq 0.81\epsilon^2 \cdot d_{\text{max}}(u, v)\), we track it by a \(DT\) instance \(DT(u, v)\) with tracking threshold set to

\[
\tau(u, v) = \lceil 0.45\rho \epsilon^2 \cdot d_{\text{max}}(u, v) \rceil + 1;
\]

(7)

- if \(d_{\text{min}}(u, v) < 0.81\epsilon^2 \cdot d_{\text{max}}(u, v)\), we track it by the another \(DT\) instance \(DT^*(u, v)\) with tracking threshold set to

\[
\tau^*(u, v) = \lceil 0.19\epsilon^2 \cdot d_{\text{max}}(u, v) \rceil + 1;
\]

(8)

The correctness is proven by Lemma 8.4 and 8.5. Note that for the second case, instead of using the update affordability as tracking threshold directly, we set the gap between \(\epsilon^2 d_{\text{max}}(u, v)\) and \(d_{\text{min}}(u, v)\) as the tracking threshold for \(DT^*(u, v)\) and track the number of affecting updates with \(DT^*(u, v)\).

For \(DT(u, v)\) and \(DT^*(u, v)\), we organize them together with \(DtHeap(u)\) on \(u\) as in Section 2.4.

8.4 Algorithm Procedure

In this subsection, we first consider the \textit{DynELM under cosine similarity} algorithm.

The running process of \textit{DynELM} under cosine similarity is very like the one in Section 6 and it is outlined as follows:
• **Step 1.** Initialize the set of label-flipping edges \( F \leftarrow \emptyset \); and increment \( s_u \) and \( s_v \) (by 1), respectively.

• **Step 2.** There are two cases:
  - **Case 1:** this update is an insertion. Insert \((u, w)\) into \(G\) and label it by the \((\frac{1}{2} \rho \varepsilon, \delta)\)-strategy. If \((u, w)\) is labelled as similar, add \((u, w)\) to \(F\). Moreover, if \((u, w)\) satisfies the first bullet in Section 8.3, create \(DT(u, w)\) with \(\tau(u, w)\); otherwise create \(DT^*(u, w)\) with \(\tau^*(u, w)\).
  - **Case 2:** this update is a deletion. If \((u, w)\) is labelled as similar, add \((u, w)\) to \(F\). Delete \((u, w)\) from \(G\); and delete \(DT(u, w)\) or \(DT^*(u, w)\).

• **Step 3.** While there is a checkpoint-ready entry in \(DtHeap(u)\), pop the entry (from the top). Let \(DT(u, v)\) be the DT instance corresponding to this entry. Instruct \(u\) to inform the coordinator \((u, v)\). When \(DT(u, v)\) is mature, relabel \((u, v)\) by the \((\frac{1}{2} \rho \varepsilon, \delta)\)-strategy. If its label flipped, add \((u, v)\) to \(F\). Remove its entry from \(DtHeap(v)\), and if it satisfies the first bullet in Section 8.3, create \(DT(u, v)\) with \(\tau(u, v)\); otherwise, create \(DT^*(u, v)\) with \(\tau^*(u, v)\). Repeat until there is no checkpoint-ready entry in \(DtHeap(u)\).

• **Step 4.** Perform a symmetric process of Step 3 and 4 for \(w\).

• **Step 5.** Return \(F\), the set of edges whose labels flipped.

### 8.4.1 Theoretical Analysis

In this subsection, we analyze the details of the DynELM algorithm under cosine similarity.

The implementation is the same as in Section 6.1, and thus given a failure probability \(\delta^*\) and the total number of invocations of the \((\frac{1}{2} \rho \varepsilon, \delta)\)-strategy \(\kappa\), the cost of each invocation of \((\frac{1}{2} \rho \varepsilon, \delta)\)-strategy is bounded by \(O(\log n \cdot \log \frac{n}{\delta})\). Since for a vertex \(u\), its neighbors are maintained in \(DtHeap(u)\), the space consumption of each vertex is still bounded by \(O(1 + d[u])\). Thus the overall space consumption directly follows Lemma 6.4. And the correctness and failure probability directly follows Lemma 6.5.

Now it suffices to bound the amortized update cost. For each \(DT\) instance, the maturity cost maintains the same as in the original work, which is bounded \(O(\log^2 n + \log n \cdot \log \frac{n}{\delta'})\), where \(\kappa\) is number of invocations of \((\frac{1}{2} \rho \varepsilon, \delta)\)-strategy. Consider an update \((u, w)\), the same crucial observation is that the update of \((u, w)\) can only contribute (via a counter increment) to the maturity of the DT instances of its affected edges, which exist at the current moment. Let \(DT(u, v^1)\) and \(DT^*(u, v^2)\) be the instance with the smallest threshold value \(\tau(u, v^1)\) and \(\tau^*(u, v^2)\) among all the affected DT instances at the current moment, respectively.

For \(DT(u, v^1)\), we have \(d_{\min}(u, v^1) \geq 0.81e^2 \cdot d_{\max}(u, v^1)\) at the moment when \(DT(u, v^1)\) is created. Let \(d'[u]\) be the degree of \(u\) when \(DT(u, v^1)\) was created. We claim that the degree of \(u\), \(d[u]\), at the current moment is at most \(d'[u] + \tau(u, v^1)\) for the same reason as in Section 6.1. Since \(d_{\min}(u, v^1) \geq 0.81e^2 \cdot d_{\max}(u, v^1)\), we have:

\[
\tau(u, v^1) = \frac{0.45 \rho \varepsilon^2 d_{\max}(u, v^1)}{0.45 \rho \varepsilon^2} + 1 \geq 0.45 \rho \varepsilon^2 d_{\max}(u, v^1).
\]

Thus,

\[
d[u] \leq d'[u] + \tau(u, v^1) \leq \frac{\tau(u, v^1)}{0.45 \rho \varepsilon^2} + \tau(u, v^1) = O(1) \cdot \tau(u, v^1).
\]

(9)

For \(DT^*(u, v^2)\), we have \(d_{\min}(u, v^2) < 0.81e^2 \cdot d_{\max}(u, v^2)\) at the moment when \(DT^*(u, v^2)\) is created. Let \(d'[u]\) be the degree of \(u\) when \(DT^*(u, v^2)\) was created. We claim that the degree of \(u\), \(d[u]\), at the current moment is at most \(d'[u] + \tau(u, v^2)\) for the same reason. Therefore

\[
\tau^*(u, v^2) = \frac{0.19e^2 \cdot d_{\max}(u, v)}{0.19e^2} + 1 \geq 0.19e^2 \cdot d_{\max}(u, v) \geq 0.19e^2 \cdot d'[u].
\]
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Then we have

\[ d[u] \leq d^*[u] + \tau^*(u, v_1) \leq \frac{\tau^*(u, v_2)}{0.19e^2} + \tau^*(u, v_2) = O(1) \cdot \tau^*(u, v_2). \tag{10} \]

Furthermore, as each of the affected \( DT(u, v) \) and \( DT^*(u, v) \) requires at least \( \tau(u, v) \) and \( \tau^*(u, v) \) affecting updates to mature, respectively, the current update of \( (u, w) \) is actually accounted for only \( \frac{1}{\tau(u, v)} \) of the cost of the \( DT(u, v) \) maturity as well as the following edge re-labeling cost and \( \frac{1}{\tau^*(u, v)} \) of the cost corresponding to \( DT^*(u, v) \). Summing over all neighbors of \( u \), the amortized cost of an update \( (u, w) \) is bounded by:

\[
\sum_{v \in N[u]} \frac{O(\log^2 n + \log n \cdot \log \frac{K}{\delta^2})}{\tau(u, v)} + \sum_{v \in N[u]} \frac{O(\log^2 n + \log n \cdot \log \frac{K}{\delta^2})}{\tau^*(u, v)}
\]

\[
\leq \left( \frac{d[u]}{\tau(u, v_1)} + \frac{d[u]}{\tau^*(u, v_2)} \right) \cdot O(\log^2 n + \log n \cdot \log \frac{K}{\delta^2})
\]

\[ = O(\log^2 n + \log n \cdot \log \frac{K}{\delta^2}). \]

By symmetry, all affected \( DT \) instances corresponding to \( w \) also charge \( O(\log^2 n + \log n \cdot \log \frac{K}{\delta^2}) \) cost to the update of edge \( (u, w) \). Combining with the fact that the number of invocations of \( (\frac{1}{2} \rho \epsilon, \delta) \)-strategy is bounded by the number of updates, the amortized cost of each update remains \( O(\log^2 n + \log n \cdot \log \frac{M}{\delta^2}) \), where \( M \) is the number of updates in a sequence.

For the \textit{DynStrClu under cosine similarity} algorithm, it follows the same procedures as \textit{DynStrClu} algorithm except for the maintenance of edge labelling. From the above analysis, it is easy to be seen that all guarantees in the \textit{DynStrClu} algorithm are admitted. Thus, Theorem 8.1 is proven.

9 EXPERIMENTS

Datasets. We deploy 15 real datasets in the experiments. Detailed descriptions of all these 15 datasets can be found at the Stanford Network Analysis Project (SNAP)\(^2\). We pre-process each of these datasets in the following way: (i) treat the graph as undirected; (ii) remove all self-loops and duplicate edges; and (iii) relabel vertex identifiers to be in the set \( \{1, \ldots, n\} \). The meta information of all processed datasets are listed in Table 1. The first five datasets highlighted in bold are chosen as representatives: their vertex counts increase roughly geometrically (factor two), and each has a reasonable average degree; and they are used to explore both clustering effectiveness and efficiency of the algorithms, with varying parameter settings. For easy reference, we rename the five representatives as \textit{Slashdot}, \textit{Notre}, \textit{Google}, \textit{Wiki} and \textit{Live}\(^3\), respectively. In addition, the last dataset in bold, renamed as \textit{Twitter}, with 1.2 billion edges, is further used to study the scalability of our proposed algorithms. The remaining nine datasets are then listed, in ascending order of \( n \).

9.1 Clustering Visualisations

We start with the visualisation results of our 5 representative datasets with \( \mu \) set to 5 under both similarities. Since the sizes of these graphs are large, we only show the clustering results of the top-20 clusters w.r.t. cluster size (i.e., the number of vertices contained in a cluster). Different clusters are shown in different colours. For a hub \( u \) that belongs to

\(^2\)http://snap.stanford.edu/data/index.html
Table 1. Dataset Meta Information and Memory Footage over the Whole Update Sequence (K = 10^3, M = 10^6 and B = 10^5)

| Datasets       | #Vertices | #Edges   | #Updates | Memory Footage (GigaBytes) |
|----------------|-----------|----------|----------|-----------------------------|
|                |           |          |          | DynELM          | DynStrClu | pSCAN | kSCAN |
| soc-Slashdot0811 | 77.3K     | 469K     | 4.69M    | 0.50           | 0.58      | 0.47   | 0.82   |
| web-NotreDame   | 326K      | 1.09M    | 10.9M    | 1.17           | 1.87      | 1.10   | 1.93   |
| web-Google      | 876K      | 4.32M    | 43.2M    | 4.51           | 6.23      | 3.62   | 7.54   |
| wiki-topcats     | 1.79M     | 25.4M    | 254M     | 25.79          | 29.39     | (26.82) | (51.66) |
| soc-LiveJournal1 | 4.85M     | 42.9M    | 429M     | 43.51          | 58.85     | (44.13) | (87.70) |
| email-Eu-core   | 0.99K     | 16.1K    | 161K     | 0.02           | 0.02      | 0.02   | 0.03   |
| ca-GraCq        | 5.24K     | 14.5K    | 145K     | 0.02           | 0.03      | 0.02   | 0.03   |
| ca-CondMat      | 23.1K     | 93.4K    | 934K     | 0.10           | 0.16      | 0.09   | 0.17   |
| soc-Epinions 1  | 75.8K     | 406K     | 4.06M    | 0.43           | 0.54      | 0.41   | 0.71   |
| dblp            | 317K      | 1.05M    | 10.5M    | 1.11           | 1.97      | 1.05   | 1.86   |
| amazon0601      | 403K      | 2.44M    | 24.4M    | 2.54           | 4.08      | 2.43   | 4.27   |
| soc-Pokec       | 1.63M     | 22.3M    | 223M     | 22.44          | 24.90     | (18.26) | (30.85) |
| as-skitter      | 1.70M     | 11.1M    | 111M     | 11.71          | 14.27     | (8.47) | (42.32) |
| wiki-Talk       | 2.39M     | 4.66M    | 4.66M    | 5.48           | 7.29      | (4.71) | (24.06) |
| twitter-2010    | 41.65M    | 1.20B    | 1.32B    | 204.09         | 257.46    | (135.11) | (273.32) |

Table 2. Approximate Clustering Quality under Jaccard Similarity: Mis-Labelled Rate, Overall Clustering Quality (ARI) and Individual Cluster Quality

| Datasets | %mis-labelled | ARI | Indv. Cluster Quality |
|----------|---------------|-----|------------------------|
| soc-Slashdot0811 | 0.02% | 0.9970 | 0.9950  |
| web-NotreDame | 0.10% | 0.9774 | 0.9590  |
| web-Google | 0.16% | 0.9895 | 0.9500  |
| wiki-topcats | 0.67% | 0.9895 | 0.9500  |
| soc-LiveJournal1 | 0.10% | 0.9970 | 0.9950  |
| email-Eu-core | 0.02% | 0.9970 | 0.9950  |
| ca-GraCq | 0.03% | 0.9970 | 0.9950  |
| ca-CondMat | 0.01% | 0.9970 | 0.9950  |
| soc-Epinions 1 | 0.10% | 0.9970 | 0.9950  |
| dblp | 0.10% | 0.9970 | 0.9950  |
| amazon0601 | 0.10% | 0.9970 | 0.9950  |
| soc-Pokec | 0.10% | 0.9970 | 0.9950  |
| as-skitter | 0.10% | 0.9970 | 0.9950  |
| wiki-Talk | 0.10% | 0.9970 | 0.9950  |
| twitter-2010 | 0.10% | 0.9970 | 0.9950  |

Table 3. Approximate Clustering Quality under Cosine Similarity: Mis-Labelled Rate, Overall Clustering Quality (ARI) and Individual Cluster Quality

| Datasets | %mis-labelled | ARI | Indv. Cluster Quality |
|----------|---------------|-----|------------------------|
| soc-Slashdot0811 | 0.11% | 0.98941 | 0.98940 |
| web-NotreDame | 0.19% | 0.98941 | 0.98940 |
| web-Google | 0.35% | 0.98941 | 0.98940 |
| wiki-topcats | 0.61% | 0.98941 | 0.98940 |
| soc-LiveJournal1 | 0.19% | 0.98941 | 0.98940 |
| email-Eu-core | 0.19% | 0.98941 | 0.98940 |
| ca-GraCq | 0.19% | 0.98941 | 0.98940 |
| ca-CondMat | 0.19% | 0.98941 | 0.98940 |
| soc-Epinions 1 | 0.19% | 0.98941 | 0.98940 |
| dblp | 0.19% | 0.98941 | 0.98940 |
| amazon0601 | 0.19% | 0.98941 | 0.98940 |
| soc-Pokec | 0.19% | 0.98941 | 0.98940 |
| as-skitter | 0.19% | 0.98941 | 0.98940 |
| wiki-Talk | 0.19% | 0.98941 | 0.98940 |
| twitter-2010 | 0.19% | 0.98941 | 0.98940 |
Fig. 4. Clustering Visualisations under Jaccard Similarity: Top-20 Clusters with $\mu = 5$
Fig. 5. Evolutions of the Top-20 Clusters under Jaccard Similarity on Google with varying $\epsilon$ and $\mu = 5$.
multiple clusters, we only assign it to the cluster containing \( u \)’s “smallest” similar core neighbour (i.e., the similar core neighbour vertex with the smallest id). Furthermore, we omit the noises in the visualisations.

In choosing proper \( \epsilon \) for each dataset, our target is that in the clustering results the sizes of each cluster do not vary too much. We take Google as an example to show the effect of \( \epsilon \) on \( \text{StrCluResult} \) in Figure 5. The vertices shown are those in the top-20 clusters when \( \epsilon = 0.15 \) as shown in Figure 5(c). \( \epsilon = 0.15 \) is also the proper \( \epsilon \) we choose for Google. If we increase \( \epsilon \) to 0.2 in Figure 5(d), the clusters are separated into more clusters whose sizes are smaller comparing to \( \epsilon = 0.15 \). The reason is that when \( \epsilon \) is increased, some edges which are originally labelled as similar under \( \epsilon = 0.15 \) will become dissimilar. Thus some core vertices will become non-core vertices and some similar edges linking two core vertices will be “broken”. As a result, more clusters with smaller sizes are produced. On the contrary, if we decrease \( \epsilon \)
to 0.135 and 0.13 in Figure 5(b) and Figure 5(a), the clusters begin to merge with each other to form larger clusters. It is because under smaller $\epsilon$, some edges originally labelled as dissimilar under $\epsilon = 0.15$ become similar. Thus some non-core vertices become core vertices and more dissimilar edges become similar core edges linking core vertices that originally belong to different clusters. The evaluation of StrCluResult on Google with varying $\epsilon$ under Jaccard similarity is shown in Figure 5. For other datasets, the chosen $\epsilon$ value and the visualisation results of the top-20 clusters are shown in Figure 4.

For cosine similarity, the visualisation results are shown in Figure 6 with different colours representing different clusters. The value of $\epsilon$ is picked such that the visualisation results are similar to the results shown in Figure 4 and Figure 5(c). From these visualisation results, it can be confirmed that the intra-cluster edges are much denser than the inter-cluster edges, which indicates the quality of structural clustering results is good and the results are meaningful for human to understand.

On the other hand, comparing Figure 4, Figure 5(c) and Figure 6, an observation is that while the clustering results are similar, the values of $\epsilon$ under cosine similarity are generally larger than the values of $\epsilon$ under Jaccard similarity. The reason is that by the definition of these two similarities, the cosine similarity between two vertices is always no smaller when $\rho = 0.01$. They are just: $d[u] \geq d[v]$: 

$$|N[u] \cup N[v]| \geq d[u] \geq \sqrt{d[u] \cdot d[v]}.$$ 

Therefore,

$$\frac{|N[u] \cap N[v]|}{|N[u] \cup N[v]|} \leq \frac{|N[u] \cap N[v]|}{\sqrt{d[u] \cdot d[v]}}.$$ 

### 9.2 Approximate Clustering Quality

Next, we evaluate the quality of the $\rho$-approximate StrCluResult computed by DynELM (equivalently, by DynStrClu) on the five representative datasets under Jaccard similarity. Our evaluation adopts three measurements: (i) mis-labelled rate, (ii) overall clustering quality, and (iii) individual cluster quality, the details of these measurements will be introduced shortly. Furthermore, the approximate clustering results are considered with $\rho = 0.01$ and $\rho = 0.5$, respectively, under $\mu = 5$ and customized $\epsilon$'s (shown beside the dataset names in Table 2). These customized $\epsilon$ values are chosen based on the visualisations of the clustering results shown in Figure 4, Figure 5(c) and Figure 6. Under these $\epsilon$ values, the obtained clustering results are natural to human sensibility: the intra-cluster edges are much denser than the inter-cluster edges.

**Mis-Labelled Rate.** Recall that the StrCluResult is uniquely determined by the edge labelling. If the $\rho$-approximate edge labelling, $L_{\rho}(G)$, is highly similar to its exact counterpart, $L_e(G)$, their corresponding clustering results should be highly similar. To measure the similarity between $L_e(G)$ and $L_{\rho}(G)$, we consider the **mis-labelled rate**, which is defined as the percentage of the edges that have different labels in these two labelling’s. As shown in Table 2, when $\rho = 0.5$, the mis-labelled rates across the six datasets are 2.37%, 5.86%, 8.74%, 1.82%, 6.33% and 0.07% under Jaccard similarity, respectively. While these mis-labelled rates are small already, these numbers can be even significantly smaller when $\rho = 0.01$. They are just: 0.02%, 0.1%, 0.16%, 0.04%, 0.14% and 0.01%, respectively: none of them is more than 16/10000. In other words, when $\rho = 0.01$, all the approximate edge labellings are almost identical to the exact labellings on these datasets. Therefore, one can expect that by setting $\rho = 0.01$, the approximate results computed by DynELM are
“merely identical” to the exact ones under Jaccard similarity. To quantify this intuition, we study the overall clustering quality and the individual cluster quality.

**Overall Clustering Quality.** We quantify the overall clustering quality with the Adjusted Rand Index (ARI) [20], which is adopted by some of the authors of SCAN in their later work [41] to measure the quality of structural clustering results. In fact, the ARI is a widely adopted [3, 20, 22, 26, 27, 36] similarity measurement between two partitions of a same set. The ARI values are between 0 and 1, where the closer the ARI value is to 1, the more similar the two partitions are. However, in general, ARI is not applicable to StrCluResult’s, because the StrCluResult is not necessarily a partition of the vertices (some non-core vertices may belong to none or multiple clusters). To address this subtlety, we assign each non-core vertex *u* only to the cluster which contains *u*’s “smallest” similar core neighbour (in terms of the identifier value), and ignore all the noise vertices. In Table 2, when ρ = 0.5, the ARI scores (between the approximate and the exact clusterings) across all the six datasets are at least 0.96. Even better, when ρ = 0.01, these scores are at least 0.994 (this worst value occurs on Twitter), where, impressively, the score is up to 0.9999 on Wiki. These high ARI scores indicate that the overall ρ-approximate clusterings of are of very high quality under Jaccard similarity.

**Individual Cluster Quality.** Since the high overall clustering quality may not necessarily reflect the high quality of each individual cluster, we thus look into the individual cluster quality of the approximate results. Specifically, consider a cluster *C* in a ρ-approximate clustering result; let *S* ⊆ *C* be the set of all the vertices in *C* that are core under the exact edge labelling. Moreover, let *C*∗ be the set of exact clusters that contain at least one core vertices in *S*. The individual cluster quality of the approximate cluster *C* is defined as the largest Jaccard similarity between *C* and each cluster *C*’ ∈ *C*∗, i.e., max_{*C*’ ∈ *C*∗} |*C* ∩ *C*’| / |*C* ∪ *C*’|. The closer this value is to 1, the more similar the approximate cluster *C* is to an exact cluster *C*’, and hence, the higher quality of *C*. Table 2 shows the minimum and average individual cluster qualities among the top-*k* largest (in terms of size) ρ-approximate clusters on the six datasets, where *k* ∈ {1, 5, 10, 20, 50, 100}. The average value is the average quality of the top-*k* clusters; and the minimum value shows how bad the cluster with the least quality is. Furthermore, the “worst” minimum and average values across all cases are underlined in the table.

For ρ = 0.5, the average individual qualities are at least 0.952 across all cases. However, as highlighted in bold in Table 2, we do see two big drops in the minimum quality among the top-100 and top-50 clusters respectively on Google and Wiki. We looked into these two cases and eventually found out the cause behind these drops. When ρ = 0.5, some similar edges have been mis-labelled as dissimilar due to the does-not-matter case. As a result, the corresponding exact clusters happened to split into two smaller clusters in the approximate clusterings, resulting in the low individual cluster qualities. In contrast, for ρ = 0.01, these cases did not happen and both the average and minimum individual cluster qualities are consistently good across all cases; they are 0.987 and 0.853, respectively, where the latter indicates that even for the “worst” cluster, it still has 0.853 Jaccard similarity with its corresponding exact cluster. Let alone that in most of other cases, the minimum individual quality is at least 0.95.

In summary, the quality of the approximate results obtained with ρ = 0.01 are consistently high in terms of all the three measurements under Jaccard similarity. We thus set ρ = 0.01 as our default value in the subsequent experiments. As we will see shortly, with such a tiny sacrifice in the clustering quality, our algorithms can gain up to three-orders-of-magnitude improvements in efficiency.

### 9.3 Comparison between Jaccard Similarity and Cosine Similarity in Approximate Quality

For cosine similarity, the results of the above three measures are shown in Table 3.
In Table 2, if we list the five representative datasets in ascending orders with respect to the mis-labelled rate, the order will be: Slashdot, Wiki, Notre, LiveJ and Google with $\rho = 0.01$; and Wiki, Slashdot, Notre, LiveJ and Google with $\rho = 0.1$. Comparing this order to the mis-labelled rate presented in Table 3, these two orders above match the orders obtained from Table 3 under $\rho = 0.01$ and $\rho = 0.5$, respectively. Moreover, when $\rho$ is both set to 0.01, the mis-labelled rates for all 5 datasets under cosine similarity are all higher than those under Jaccard similarity. As discussed above, when producing similar clustering results, the value of $\epsilon$ under cosine similarity is in general larger than under Jaccard similarity. Therefore, the value of $\rho \epsilon$ is larger under cosine similarity so the range of “don’t care case” is larger for cosine similarity. As a result, an edge where the similarity between its endpoints is close to $\epsilon$ is more likely to be mis-labelled. Thus the mis-labelled rate is higher under cosine similarity. The value of ARI and the result of individual cluster quality also confirm that the approximation quality for cosine similarity is worse than that for Jaccard similarity when $\rho$ is both set to 0.01.

When $\rho$ is set to 0.1, however, the approximation quality for cosine similarity drops significantly, which is shown by both ARI and individual cluster quality. Although for most datasets, the worst average individual cluster quality is larger than 0.6, the worst minimum individual cluster similarities all go smaller than 0.2. One case worth to mention is Slashdot. The 23-rd largest cluster in the approximation clustering is consist of some vertices that are not core vertices in the exact clustering result. Therefore, the Jaccard similarity between this cluster and any other clusters in the exact clustering result is all 0, making the minimum individual cluster similarity to be 0. Note that from the visualisation of Slashdot, it can be seen that there are only two big clusters in this graph, and the sizes of remaining clusters are far smaller than the big ones. That’s why the ARI of Slashdot under $\rho = 0.1$ is still very large.

From the above analysis, we can confirm that when the target is to produce similar clustering results with $\rho$-approximate notion, Jaccard similarity would be more favourable since its StrCluResult better reflects the exact clustering result.

### 9.4 Efficiency Experiment Setup

**Update Simulations.** In addition to the original edges, we generate a sequence of edge insertions and deletions to simulate the update process for each dataset. Specifically, for a fixed value of $\eta$, we generate an update independently with probability $\frac{1}{1+\eta}$ to insert a new edge, and probability $\frac{\eta}{1+\eta}$ to delete an existing edge. In this way, on average, the frequency of deletions is roughly $\eta$ proportion of the frequency of the insertions. For a deletion, the edge to be removed is picked independently and uniformly at random from the current edges. For an insertion, we generate all of them consistently, with one of the following three strategies:

- **Random-Random (RR):** Uniformly-at-random pick an edge that is not in the current graph.
- **Degree-Random (DR):** First, choose a vertex $u$ with probability $\frac{d[u]}{2m}$, where $m$ is the current number of edges in the graph. If the degree of $u$ is $n-1$, repeat this step. Second, uniformly-at-random pick a vertex $v$ from those vertices not currently adjacent to $u$.
- **Degree-Degree (DD):** Similar to DR, but the second vertex $v$ is also chosen (independently) with probability $\frac{d[v]}{2m}$. If $(u,v)$ is already in the graph or a self loop, repeat.

Denote the number of original edges in the graph (after our pre-processing) by $m_0$, shown in the meta information. Except Twitter, for each of the 14 datasets, we generate $9 \cdot m_0$ updates, including both deletions (if $\eta > 0$) and insertions. The update process is simulated as follows. Starting from an empty graph, insert each of the $m_0$ original edges one by one, and then perform each of the $9 \cdot m_0$ generated updates. Therefore, in the update process, in total $10 \cdot m_0$ updates are
Fig. 7. Overall running time (logarithmic scale) under default settings for all four algorithms on all 15 datasets.

Fig. 8. Average update cost in micro-seconds (i.e., $10^{-6}$ seconds) v.s. update timestamp ($\times m_0$) under Jaccard similarity

Fig. 9. Overall running time v.s. $\epsilon$ on default settings ($\mu = 5$ and $\rho = 0.01$) under Jaccard similarity

performed on each graph. As for Twitter, we only further generate $0.1 \cdot m_0$ updates, because $m_0 = 1.2 \times 10^9$ is already large enough. The total numbers of updates can be found in Table 1.

**Parameters.** The experiments are conducted with the following parameter settings under Jaccard similarity, where the default value of each parameter is highlighted in bold and underlined.

- $\mu = 5$ and $\delta^* = 1/n$. 
Fig. 10. Overall running time v.s. $\eta$ on default settings ($\epsilon = 0.2, \mu = 5$ and $\rho = 0.01$) under Jaccard similarity

Fig. 11. Average update cost in micro-seconds v.s. update timestamp under cosine similarity

- $\epsilon \in \{0.1, 0.15, 0.2, 0.25, 0.3\}$;
- $\rho \in \{0.01, 0.05, 0.1, 0.2, 0.5\}$;
- $\eta \in \{0, 1/100, 1/10, 1/5, 1/2\}$;
- insertion strategies: \{$RR, DR, DD$\}.

Unless stated otherwise, when a particular parameter is varied, all the other parameters are set to their default values.

For cosine similarity, we set all parameters to the default setting above except for $\epsilon = 0.6$, which is also the default value of $\epsilon$ in state-of-the-art works [5, 6, 38].

Competitors. As the superiority of $pSCAN$ and $hSCAN$ over other existing methods has been shown in their seminal papers [6, 39], in our experiments, we focus on the comparisons between $pSCAN$, $hSCAN$, and our methods: DynELM
and DynStrClu. All these four methods are implemented in C++ (compiled by gcc 9.2.0 with -O3). The implementations of pSCAN and hSCAN are provided by their respective authors. Following the instructions in their seminal papers, we adapted them to work with Jaccard similarity. We use their source code directly for the experiments under cosine similarity.

**Machine and OS.** All the experiments are run on a machine equipped with an Intel(R) Xeon(R) CPU (E7-4830 v2 @ 2.20GHz) and 1TB memory running on Linux (CentOS 7.2).

### 9.5 Overall Performance on All Datasets

**Overall Efficiency on All Datasets.** We next compare the time efficiency under default settings under Jaccard similarity. The results are shown in Figure 7. DynELM is always the most efficient, followed by the slightly slower DynStrClu. The reason for this is that although DynStrClu needs to maintain some extra data structures, the major computational cost still lies in maintaining edge labels. Except Twitter, for each dataset, both of our methods can process the whole update sequence within three hours (and within 30 hours on Twitter). However, pSCAN and hSCAN cannot make that bound. Worse still, on Twitter, for 30 hours, both pSCAN and hSCAN can only complete 0.057 · \(m_0\) and 0.023 · \(m_0\) updates, respectively; on the other five large datasets: Wiki, LiveJ, Pokec, Skitter, and Talk, they also failed to finish the first \(m_0\) insertions of the corresponding original edges within three hours. We therefore underestimate their running times. For Twitter, we simply scale the 30 hours according to their progresses to the end of the whole update process, i.e., 1.1 · \(m_0\), as the update cost increases with the growth of the graph. For the other five large datasets, the estimated time is computed as follows: (i) we run the two algorithms on the graph with all original edges, as if in the static case; (ii) based on the state after first step, let the two algorithms process the 9 · \(m_0\) generated updates for one hour; and add the three hours for the first \(m_0\) insertions to this estimated time.

From Figure 7, except for GrQc, CondMat and dblp, both of our methods are 10× faster than pSCAN on every dataset. In particular, on the aforementioned large datasets, our methods outperform pSCAN by up to two orders of magnitude. This is because on these datasets, the edge in an update is more likely to incident on a large-degree vertex \(u\), for which pSCAN needs \(O(d[u])\) time, while our methods guarantee \(O(\log^2 n)\) amortized cost (according to our current parameter setting). Finally, hSCAN is slower than pSCAN on every dataset, as its update cost complexity is \(O(n \log n)\), having a factor of \(\log n\) over the update cost of pSCAN. Particularly on Wiki, LiveJ and Pokec, DynELM is almost 1000× faster than hSCAN.

**Memory Consumption.** The last four columns in Table 1 show the peak memory usage of the four competing methods over the whole update process under Jaccard similarity, where the numbers in parentheses are estimates, for the corresponding methods fail to complete the update process within a reasonable time. From the table, we can see that the space consumptions of DynELM and pSCAN are similar, and they are the most space efficient. DynStrClu
consumes about 10% to 20% more space than DynELM, because it needs to maintain the CC structures. Nonetheless, the space consumptions of all are linear in the graph size, consistent with the theoretical guarantees.

9.6 Efficiency on the Representative Datasets

Average Cost v.s. Updates. Next, we study the average update cost over the simulated update process, with varying insertion generation strategies under Jaccard similarity. That is for each of RR, DR and DD, we assess the running time on the five representative datasets plus Twitter with all other parameters set to default values. During the update process, the average update cost at timestamp $t$ is calculated as the average running time over all the first $t$ updates. The results are shown in Figure 8. As explained earlier, DynELM is slightly faster than DynStrClu, leading to the curves of their average update costs over updates are very close to each other in a log-scale y-axis. For clarity, we omit the curve of DynELM from Figure 8.

For all the strategies on all the datasets, as expected, DynStrClu is the most efficient, followed by pSCAN, and then hSCAN. For a fixed dataset, the average update costs of all the three algorithms increase with the strategies in the order of RR, DR and DD. This is because, the chance of a generated update incident on a large-degree vertex increases with the strategy changing from RR, to DR and then to DD. Since both pSCAN and hSCAN need to scan the neighbourhoods of the vertices of the edge in an update, they have to pay more costs on those updates generated with DD. This trend can be seen from Figure 8, and it also explains why pSCAN fails to complete the update sequence within three hours on all the five datasets under DD. In contrast, as our methods guarantee a $O(\log^2 n)$ amortized update cost; and are somewhat immune to the insertion strategy change. Moreover, pSCAN fails to complete the first $m_0$ insertions within three hours on Wiki and LiveJ, and within 30 hours on Twitter. However, according to the first few data points plotted in the figures, DynStrClu already outperforms pSCAN by up to two-to-three orders of magnitude on LiveJ, Wiki and Twitter, respectively, with all three strategies. Not to mention hSCAN, which is even slower than pSCAN. Moreover, it is worth mentioning that even on the dataset with 1.2 billion edges, Twitter, our algorithm can still perform an update, in average, less than 100 micro-seconds. This clearly shows the scalability of our methods.

For cosine similarity, since DynELM and DynStrClu performs similarly, we choose DynELM, pSCAN and hSCAN as three competing methods. The results are shown in Figure 11. The curves are very like the curves shown in Figure 8. Among all three algorithms, DynELM is always the most efficient one on every representative datasets, which matches our expectation. Under cosine similarity, both pSCAN and hSCAN still need to scan the neighbourhoods of the effected vertices to process one single update. On Wiki and LiveJ, our algorithm has already outperformed pSCAN by two-to-three orders of magnitude after 3 hours. Since hSCAN takes more time in processing one update than pSCAN, the gap between it and our algorithm will be even huger.

Although from the theoretical analysis, the amortized cost under cosine similarity suffer from a roughly $O(\frac{1}{\epsilon})$ factor loss, the real performances of our algorithm under these two similarities are nearly identical. The reason is that, as mentioned above, the value of $\epsilon$ under cosine similarity is generally larger. Therefore, the theoretical performance of our algorithms under these two similarities won’t vary much. This is an evidence that our algorithms are highly capable under different forms of structural similarity.

Varying Parameters under Default Setting. Figure 9 and Figure 10 show the overall running time on the five representatives, varying $\epsilon$ and $\eta$, respectively. Again, in both of these experiments, our methods are up to 1000× faster than the two competitors. With $\epsilon$ increasing, the overall running times of our algorithms drop slightly, while with $\eta$ increasing, i.e., more deletions in the update process, both DynELM and DynStrClu have the running time increased.
However, in this case, the running times of \textit{pSCAN} and \textit{hSCAN} both decrease slightly: with more deletions, the degrees of the vertices tend to decrease. Finally, the last two bar charts show the experimental results on overall running time of \textit{DynELM} v.s. \(\rho\) and cluster-group-by query time of \textit{DynStrClu} v.s. query size, both on the five representative datasets. As for the former, \textit{DynELM} is not as sensitive to \(\rho\), as the theoretical complexity suggested, while for the latter, the query time of \textit{DynStrClu} increases roughly linearly with the query size, consistent with the query time complexity.

10 CONCLUSION

In this paper, we study structural clustering (\textit{StrClu}) graphs subject to edge insertions and deletions with the Jaccard similarity and cosine similarity. Given a failure probability \(\delta^*\), for every sequence of \(M\) updates, our algorithm \textit{DynELM} can process each update in \(O(\log^2 n + \log n \cdot \log \frac{M}{\delta^*})\) amortized time – a significant improvement on the state-of-the-art \(O(n)\) bound under both similarities. Furthermore, its space consumption is linear in the current size of the graph, i.e., \(O(n + m)\), at all times. Meanwhile, it guarantees that the \textit{StrCluResult} can be retrieved in \(O(n + m)\) time upon request and the clustering result is correct under the \(\rho\)-approximate notion with probability at least \(1 - \delta^*\). Based on \textit{DynELM}, our ultimate algorithm \textit{DynStrClu} not only achieves all the above guarantees of \textit{DynELM}, but also answers any cluster-group-by query of \(Q \subseteq V\) in \(O(|Q| \cdot \log n)\) time. We conducted extensive experiments on 15 real datasets including a billion-edge dataset Twitter. The experimental results confirm that both of our methods are up to \(1000\times\) faster than the state-of-the-art competitors in handling updates, while still produce quality clustering. We also study the difference between these two similarities in terms of approximation quality. We find that the quality of produced approximate clustering results are better under Jaccard similarity while the performances are similar. This may serve as a guidance when choosing proper similarity definition for real applications.
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