Controller Design for Three-Axis Stabilized Platform Using Adaptive Global Fast Terminal Sliding Mode Control with Non-Linear Differentiator
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Abstract: A neural network-based global fast terminal sliding mode control method with non-linear differentiator (NNFTSMC) is proposed in this paper to design the dynamic control system for three-axis stabilized platform. The dynamic model of the three-axis stabilized platform is established with various uncertainties and unknown external disturbances. To overcome the external disturbance and reduce the output chatter of the classical sliding mode control (SMC) system, the improved global fast terminal sliding mode control method using the nonlinear differentiator and neural network techniques is proposed and implemented in the three-axis stabilized platform system. The global fast terminal sliding mode controller can make the controlled state approach to the sliding surface in a finite time. To eliminate the system output chatter, the nonlinear differentiator is employed to obtain the differentiation of the signal. The neural network is introduced to estimate the uncertainties disturbances to improve the stability and the robustness of the control system. The stability and the robustness of the proposed control method are analyzed using the Lyapunov theory. The performance of the proposed NNFTSMC method is verified and compared with the classical proportion-integral-differential (PID) controller, SMC controller and fast terminal sliding mode controller (FTSMC) through the computer simulation. Results validate the effectiveness and robustness of the proposed NNFTSMC method in presence of uncertainties and unknown external disturbances.
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1. Introduction

As an especially important carrier, the stabilized platform is widely used in the fields of aerial reconnaissance, target indication and positioning, strike calibration, battlefield damage assessment, aerial surveying, mapping, and so on [1]. An inertially stabilized platform with good performance can not only effectively isolate the disturbances occurring in the aircraft, but also establish the stable spatial orientation for the optical load’s line of sight, which helps to track the designated target stably. However, it is hard to achieve the high control performance of the system due to various internal and external disturbances, such as carrier disturbance, friction, mass imbalance, airflow disturbance, output torque fluctuation, engine vibration, and the complex frame structure [2–6].

There are plenty of methods that can improve the performance of the three-axis stabilized platform, such as improving the machining accuracy, mounting the high-precision inertial measurement devices. Especially, designing a suitable controller can enhance the performance of the stability and the ability of error tracking effectively [7]. More than 90% of the existing three-axis stabilized platforms adopt the proportion-integral-differential (PID) controller. PID is a particular, rather primitive and simplified, implementation of the basic principle in error-based feedback control [8]. However, its merit of simplicity in the
analog electronics era has turned into a liability in the digital control era, as the PID method cannot fully take advantage of the new compact and powerful digital processors. In order to take full advantage of digital processors, more scholars try to research the modern control techniques based on three-axis stabilized platform controllers [9]. Zhou X et al. [10] proposed a control method based on angular acceleration perturbation observer, which enhances the anti-disturbance of the system through a double-loop strategy and better improves the control accuracy and stability. In theory, the sliding mode control (SMC) can be designed according to the current requirements. Since the sliding mode can be designed and is independent of the object parameters and perturbations, SMC has the advantage of fast response and insensitivity to parameter changes and perturbations. Therefore, sliding mode variable structure control is very suitable for an inertially stabilized platform with complex working conditions. It has been a hot topic in academic research. Zhang W et al. [11] proposed a multi-input multi-output (MIMO) fuzzy SMC method based on a fast-tracking differentiator, which can improve the stability accuracy of the inertial stabilized platform in the target tracking state. SMC has well-known merits of precision and robustness against disturbance and uncertainties [12]. To improve the interference isolation performance of the inertial stabilized platform, Zhang M et al. [13] proposed a composite SMC method based on an adaptive super-twisting controller scheme and a linear second-order extended state observer (ESO). This method achieves the platform speed tracking of the reference signal.

In order to reduce the vibrations of the platform, non-linear tracking differentiator is widely used [14]. Boscariol P et al. [15] proposed a nonlinear controller for vibration control. To achieve high control accuracy, suppress flexible vibrations, and achieve dynamic control of the system, a combination of a neural network controller and an adaptive sliding mode controller was used by Zhang Q et al. [16]. To estimate the error, the sliding-mode observer (SMO) is widely used because of its simple algorithm and robustness, which makes up for the dependence of the observer on the model to a certain extent [17]. Due to the discrete switch control in the SMO, chattering becomes the inherent characteristic of the sliding-mode variable structure system. As chattering cannot be completely eliminated but only reduced, in the design of the system, there should be a tradeoff between chattering reduction and system robustness. For the traditional SMO, the switch function is used as the control function. Due to switch time and space lag, the SMO presents serious chattering [18].

In recent years, neural networks have solved many problems successfully that are difficult to be solved by modern computers [19–21]. Intelligent control methods combining control theory and neural networks have become a new branch in the field of control, advancing the development of nonlinear and uncertain systems. Therefore, the Radial Basis Function (RBF) neural network [22,23] is used as a disturbance compensator to combine the advantages of sliding mode variable structure control and neural network control. This method can weaken the problem of sliding mode control law output chatter and makes the system have more superior dynamic performance [24]. Neural network adaptive PID controller and decoupling technology of adaptive neuron decoupling compensator was adopted to perform the decoupling control of speed and tension of the system by Zhao L et al. [25].

A neural network global fast terminal sliding-mode controller is designed for the problem of the chattering in the output of the sliding-mode variable structure control system. This controller combines the advantages of the performance of good dynamic, anti-disturbance of SMC, the nonlinear approximation capability and the high real-time of RBF neural network. Neural network fast terminal sliding mode control (NNFTSMC) uses a nonlinear differentiator instead of differential method to differentiate the signal for the system input. This control law fundamentally eliminates the system output chatter. Then, the Lyapunov function is used to analyze the stability of the system theoretically. The simulation results show that the NNFTSMC is more responsive under the same system perturbation. The tracking error can converge to zero gradually in the servo control. The
RBF neural network can estimate and compensate for the nonlinear friction between the contact surfaces of the frames and the disturbances caused by the system scrap in real-time. NNFTSMC has reduced the chattering of the SMC, eliminate the error of the differential of the signal for the system input, estimate and compensate for the nonlinear friction. NNFTSMC combine the merit of RBF neural network, SMC and nonlinear differentiator, which contributes to eliminate the chattering, compensate for the nonlinear friction and improve the stability of the system.

The rest of this paper is organized as follows. In Section 2, dynamics of the stabilized platform are modeled, considering the friction disturbance. Section 3 presents the proposed control scheme in detail, which is followed by the stability analysis in Section 4. Simulation results are given in Section 5. Finally, the conclusion is given in Section 6.

2. System Model

2.1. Physical Structure

As shown in the Figure 1, the three-axis stabilized platform studied in this paper consists of three axes. To describe the pose of the visual stabilizing head, four coordinate systems has been defined: the coordinate system of the platform $O_B$ consist of $x_B, y_B, z_B$, the coordinate system of the yaw frame $O_Y$ consist of $x_Y, y_Y, z_Y$, the coordinate system of the roll frame $O_R$ consist of $x_R, y_R, z_R$, the coordinate system of the pitch frame $O_P$ consist of $x_P, y_P, z_P$. $\theta_R$ is the angle between $O_B$ and $O_R$, $\theta_P$ is the angle between $O_R$ and $O_P$, $\theta_Y$ is the angle between $O_P$ and $O_Y$. The sensors are mounted on the pitch frame of the platform. Compared with the traditional two-axis stabilized platform, the addition of the cross-roll frame can fundamentally eliminate the influence of cross-roll attitude. Each frame is independently driven by a DC brushless motor. Both the servo controller and attitude stability controller of the gimbal are realized by adjusting the angle between the frames.

![Figure 1. Configuration of a three-axis stabilized platform.](image)

2.2. Frictional Model

To accurately describe the dynamic response of the inertially stabilized platform, the Stribeck model is used to describe the dynamic friction and static friction functions of the three-axis stabilized platform [26]. According to the Stribeck model, with an increase in motion speed, the friction will decrease.
When $|\dot{\theta}_t| < \alpha$, the static friction is presented by:

$$F_f(t) = f(x) = \begin{cases} F_m, & F(t) > F_m; \\ F(t), & |F(t)| < F_m; \\ -F_m, & F(t) < -F_m. \end{cases}$$  \(1\)

While, when $|\dot{\theta}_t| \geq \alpha$, the dynamic friction is presented by:

$$F_f(t) = k_v \dot{\theta}_t + \left( F_c + (F_m - F_c) \epsilon_1^{-\alpha_1|\dot{\theta}_t|} \right) \text{sgn}(\dot{\theta}_t)$$  \(2\)

where $F(t)$ is driving force, $F_c$ is coulomb friction moment, $F_m$ is the maximum of the static friction, $\dot{\theta}_t$ is the relative angular velocity between contact surfaces, $k_v$ is the scaling factors of viscous friction forces, $\alpha, \alpha_1$ are two exceedingly small positive constants.

2.3. Dynamics

According to the Euler equation, the dynamics of the three-axis stabilized platform can be modelled as follows:

$$T = J \dot{\varepsilon} + \omega \times J \omega$$  \(3\)

where $\varepsilon$ is the angular acceleration, $\omega$ is the angular velocity, $T$ is the force moment of the acting force, $J$ is each frame’s inertia moment.

Each frame of the three-axis stabilized platform is designed as axisymmetric. Therefore, the inertia product of each axis can be approximated to zero. The influence of the inertia product to the system can be ignored. Hence, each frame’s momentum of inertia can be approximated to a diagonal matrix as follows:

$$\begin{align*}
J_R &= \text{diag}(J_{Rx}, J_{Ry}, J_{Rz}); \\
J_P &= \text{diag}(J_{Px}, J_{Py}, J_{Pz}); \\
J_R &= \text{diag}(J_{Yx}, J_{Yy}, J_{Yz}).
\end{align*}$$  \(4\)

Imitating the processing of linearizing equilibrium points \[27\], quadratic terms can be ignored. Then, the dynamics can be modeled:

$$\begin{align*}
T_{YM} &= -\dot{\omega}_P J_{Yz} \cos \theta_R \sin \theta_P + \\
&\quad \dot{\omega}_P J_{Yz} \sin \theta_R - J_{Yz} \dot{\theta}_P \sin \theta_R + \\
&\quad \dot{\omega}_P J_{Yz} \cos \theta_R \cos \theta_P + T_{YD} - \\
&\quad (J_{Yy} - J_{Yz}) (\omega_P \theta_P \cos \theta_R + \\
&\quad \dot{\theta}_P \sin \theta_R (w_{Px} \sin \theta_P + w_{Pz} \cos \theta_P) + \\
&\quad \dot{\theta}_P \cos \theta_R (w_{Py} \sin \theta_P + w_{Py} \cos \theta_P)) \quad \text{(5)}
\end{align*}$$

$$\begin{align*}
T_{RM} &= J_{Rx} \cos \theta_P \dot{\omega}_P + J_{Rz} \sin \theta_P \dot{\omega}_P - \\
&\quad \dot{\theta}_P (J_{Ry} - J_{ Ry}) \sin \theta_P \omega_P x - \\
&\quad \dot{\theta}_P (J_{Ry} - J_{ Ry}) \cos \theta_P \omega_P x + T_{RD} \\
T_{PM} &= T_{PD} + J_{Py} \omega_P y \quad \text{(6)}
\end{align*}$$

where $T_{PM}, T_{RM}, T_{YM}$ are the torques of the motor acting on the frame, $T_{PD}, T_{RD}, T_{YD}$ are unknown disturbances including the friction.
2.4. State Space Equation

Transforming (5)–(7) into matrix equation, it yields:

\[
\begin{bmatrix}
T_{RM} \\
T_{PM} \\
T_{YM}
\end{bmatrix}
= \begin{bmatrix}
g_{11} & 0 & g_{13} \\
0 & g_{22} & 0 \\
g_{31} & g_{32} & g_{33}
\end{bmatrix}
\begin{bmatrix}
\dot{\omega}_{p_x} \\
\dot{\omega}_{p_y} \\
\dot{\omega}_{p_z}
\end{bmatrix}
+ \begin{bmatrix}
h_{11} & 0 & h_{13} \\
0 & 0 & 0 \\
h_{31} & h_{32} & h_{33}
\end{bmatrix}
\begin{bmatrix}
\omega_{gx} \\
\omega_{gy} \\
\omega_{gz}
\end{bmatrix}
+ T_D
\]

where:

\[
g_{11} = J_{Rxx} \cos \theta_p
\]
\[
g_{13} = J_{Rxx} \sin \theta_p
\]
\[
g_{22} = J_{pyy}
\]
\[
g_{31} = -J_{Yzz} \cos \theta_R \cos \theta_p
\]
\[
g_{32} = J_{Yzz} \cos \theta_R
\]
\[
g_{33} = J_{Yzz} \sin \theta_R \cos \theta_p
\]
\[
h_{11} = \dot{\theta}_p (J_{Rzz} - J_{Ryy}) \sin \theta_p
\]
\[
h_{13} = \dot{\theta}_p (J_{Ryy} - J_{Rzz}) \cos \theta_p
\]
\[
h_{31} = (J_{Yyy} - J_{Yxx}) \left( -\theta_R \sin \theta_R \sin \theta_p - \dot{\theta}_p \cos \theta_R \cos \theta_p \right)
\]
\[
h_{32} = (J_{Yyy} - J_{Yxx}) \left( -\dot{\theta}_p \cos \theta_R \sin \theta_p - \theta_R \sin \theta_R \cos \theta_p \right)
\]

Simplifying (8) as follows, we have:

\[
T_M = G \begin{bmatrix}
\dot{x}_{2x} \\
\dot{x}_{2y} \\
\dot{x}_{2z}
\end{bmatrix}
+ H \begin{bmatrix}
x_{2x} \\
x_{2y} \\
x_{2z}
\end{bmatrix}
+ T_D
\]

where \( G = \begin{bmatrix}
g_{11} & 0 & g_{13} \\
0 & g_{22} & 0 \\
g_{31} & g_{32} & g_{33}
\end{bmatrix} \), \( |G| = J_{Rxx} J_{pyy} J_{Yzz} \cos \theta_R > 0 \), \( \begin{bmatrix}
\dot{x}_{2x} \\
\dot{x}_{2y} \\
\dot{x}_{2z}
\end{bmatrix} = \begin{bmatrix}
\dot{\omega}_{p_x} \\
\dot{\omega}_{p_y} \\
\dot{\omega}_{p_z}
\end{bmatrix} \), \( H = \begin{bmatrix}
h_{11} & 0 & h_{13} \\
0 & 0 & 0 \\
h_{31} & h_{32} & h_{33}
\end{bmatrix} \), \( \begin{bmatrix}
x_{2x} \\
x_{2y} \\
x_{2z}
\end{bmatrix} = \begin{bmatrix}
\omega_{gx} \\
\omega_{gy} \\
\omega_{gz}
\end{bmatrix} \), \( T_D = \begin{bmatrix}
T_{RD} \\
T_{PD} \\
T_{YM}
\end{bmatrix} \), \( T_M = \begin{bmatrix}
T_{RM} \\
T_{PM} \\
T_{YM}
\end{bmatrix} \).

Transforming (9) into the system state space equation, it yields:

\[
\begin{cases}
\dot{x}_1 = x_2 \\
\dot{x}_2 = Ax_2 + B(T_M - \delta) + d_t
\end{cases}
\]

where \( \delta \) is the friction between contact surfaces, \( d_t \) is the sum of unknown external disturbances of the system, the matrix \( A = -G^{-1}H \), \( B = G^{-1} \). The state variables are \( x_1 = [\theta_{gx} \theta_{gy} \theta_{gz}]^T \) and \( x_2 = [\omega_{gx} \omega_{gy} \omega_{gz}]^T \), respectively, where \( \theta_{gx}, \theta_{gy}, \theta_{gz} \) are the angles of the platform and \( \omega_{gx}, \omega_{gy}, \omega_{gz} \) are angular velocities of the platform.

3. Controller Design

3.1. Global Fast Sliding Mode Controller

Classical fast terminal sliding surface is obtained as follows:

\[
s = \dot{x} + \beta x^2 \dot{\delta} = 0
\]
where $x$ is the state vector of the system, $\beta, p, q$ are the positive parameters of the sliding surface, and $p, q$ are odd numbers.

Transforming (11), it yields:

$$\frac{dx}{dt} = -\beta x^\frac{q}{p}$$

(12)

Computing the integral of (12), it yields:

$$\int_0^t dt = \int_{x_0}^0 -\frac{1}{\beta} x^{-\frac{q}{p}} dx$$

(13)

From (13), the time $t$ from the current state $x_0$ to equilibrium state $x = 0$ can be obtained as follows:

$$t = \frac{p}{\beta(p-q)} \left| x_0 \right|^{\frac{p-q}{p}}$$

(14)

Because the classical fast terminal sliding mode introduces the nonlinear parameter $\beta x^\frac{q}{p}$, which is effectively improves the convergence speed of the changing from controlled vector to the equilibrium state $x = 0$. The farther the distance from the controlled vector to the equilibrium state is, the faster the convergence speed of the controlled carriable is. However, the convergence speed of the classical fast terminal controller is not always the fastest. The linear sliding mode control is faster than the classical fast terminal sliding mode control as the controlled state vector gradually converges to zero. Two different kinds of sliding mode combine to global fast terminal sliding mode control. The global fast terminal sliding surface is obtained as follows:

$$s = \dot{x} + ax + \beta x^\frac{q}{p} = 0$$

(15)

where $x$ is the state vector of the system, $a, \beta, p, q$ are the parameter of the surface. $a, \beta > 0, p > q, p, q$ are positive odd numbers.

Similarly, the time $t$ from current state $x_0$ to equilibrium state $x = 0$ is obtained as follows:

$$t = \frac{p}{\alpha(p-q)} \ln \left( \frac{ax(0)^{\frac{p-q}{p}} + \beta}{\beta} \right)$$

(16)

As the controlled state vector $x$ is far away from the equilibrium state, the convergence speed of the system depends on $\dot{x} = -\beta x^\frac{q}{p}$. When $x$ is near to the equilibrium state, the convergence speed of the system depends on $\dot{x} = -ax, x$ decreased exponentially. In that case, global fast terminal sliding mode control can preserve the equilibrium-state-approached the speed in linear sliding mode. Since the terminal attractor is chosen, the controlled state vector converges in a finite time. Therefore, the controlled state vector can make converging to the equilibrium state faster and more accurate.

Considering the modeling uncertainty and the nonlinear friction between the contact surfaces of the three-axis stabilized platform, Equation (10) is the state system space. Assume the desired attitude of the three-axis platform is $x_d = [\theta_{dx} \theta_{dy} \theta_{dz}]^T, \dot{\theta}_{dx}, \dot{\theta}_{dy}, \dot{\theta}_{dz}$ are the desired angle. The tracking angle error is defined as:

$$\begin{cases}
\epsilon = x_1 - x_d \\
\dot{\epsilon} = \dot{x}_1 - \dot{x}_d = x_2 - \dot{x}_d
\end{cases}$$

(17)

where $x_1$ is the angle relative to inertial space of the three-axis platform, $x_2$ is the differential of $x_1$ which is the angular velocity relative to inertial space of the three-axis platform, $\epsilon$ is the tracking angle error.

The global fast terminal sliding surface (15) is defined as follows:

$$s = \dot{\epsilon} + ae + \beta \epsilon^\frac{q}{p}$$

(18)
where $\alpha > 0$, $\beta > 0$, $p > q > 0$, $p$ and $q$ are positive odd numbers.

Differentiating (18), the following equation is obtained as:

$$
\dot{s} = \ddot{x} + \alpha \dot{e} + \beta \frac{d}{dt} e^\frac{q}{p} \\
= \dot{x}_2 - \ddot{x}_d + \alpha \dot{e} + \beta \frac{d}{dt} e^\frac{q}{p} \\
= Ax_2 + B(T_M - \delta) + d_1 - \ddot{x}_d + \alpha \dot{e} + \beta \frac{d}{dt} e^\frac{q}{p}
$$

(19)

The global fast terminal sliding mode controller is designed as:

$$
T_M = -B^{-1}\left(-\ddot{x}_d + Ax_2 + \alpha \dot{e} + \beta \frac{d}{dt} e^\frac{q}{p} + \Psi s + \Phi s^n \right) + \delta
$$

(20)

where $\Psi, \Phi > 0$, $m > n$ and $m, n$ are positive odd numbers.

Substituting (20) into (21) is obtained as follows:

$$
\dot{s} = -\Psi s - \Phi' s^n
$$

(21)

where $\Phi' = \Phi - \frac{d_1}{s^n}$, $\Phi = \frac{|d_1|}{|s^n|}$ + $\eta$, $\eta > 0$.

By solving (21), the time from current state $s(0)$ to equilibrium state $s(t) = 0$ is obtained as follows:

$$
t = \frac{m}{\Psi(m - n)} \ln \frac{\Psi s(0)^\frac{m-n}{m} + \Phi'}{\Phi'}
$$

(22)

As $\Phi' \geq \eta$,

$$
\ln \frac{\Psi s(0)^\frac{m-n}{m} + \Phi'}{\Phi'} \leq \ln \frac{\Psi s(0)^\frac{m-n}{m} + \eta}{\eta}
$$

(23)

Above all, the tracking angle error converge along $\dot{s} = -\Psi s - \Phi' s^n$ to the neighborhood $\Delta$ of sliding surface $s$ in finite time $t$ is obtained as follows:

$$
t \leq \frac{m}{\Psi(m - n)} \ln \frac{\Psi s(0)^\frac{m-n}{m} + \eta}{\eta}
$$

(24)

Radius of convergence is obtained as follows:

$$
\Delta = \left \{ x : |s| \leq \left( \frac{|d_1|}{\Phi} \right)^{\frac{n}{m}} \right \}
$$

(25)

3.2. Non-Linear Differentiator

The design of the close-loop controller based on NNFTSMC is shown in Figure 2.

In the global fast sliding mode controller, the desired attitude of the three-axis stabilized platform is inputted to the controller. It is necessary to obtain the differential of the desired signal and the differential of the differential signal in the controller. In the PID controller, the differential method is commonly used to find the differential value of the error. The differential method can achieve good tracking when there is no signal noise. However, when there is noise in the signal, the noise will amplify together with the signal. Therefore, the signal will be distorted. Han [28] proposed a tracker that has good tracking effect to deriving noisy signals to calculate the differential of input signal.

In our proposed control system, two non-linear differentiators are designed to calculate the desired angular velocity and the desired angular acceleration relative to inertial space of the three-axis platform.
Figure 2. Diagram of the close-loop controller based on NNFTSMC.

The first non-linear differentiator is obtained as follows:

\[
\begin{align*}
    x_{d1}(t + \Delta t) &= x_{d1}(t) + hx_{d2}(t) \\
    x_{d2}(t + \Delta t) &= x_{d2}(t) + h\text{f}_{st}(x_d(t) - x_{d1}(t), x_{d2}(t), r, \Delta t)
\end{align*}
\]  

(26)

The second non-linear differentiator is obtained as follows:

\[
\begin{align*}
    x_{d3}(t + \Delta t) &= x_{d3}(t) + hx_{d4}(t) \\
    x_{d4}(t + \Delta t) &= x_{d4}(t) + h\text{f}_{st}(x_{d3}(t) - x_{d2}(t + \Delta t), x_{d4}(t), r, \Delta t)
\end{align*}
\]  

(27)

where \(x_{d1}\) is the desired angle relative to inertial space of the three-axis platform, \(x_{d2}\) is the desired angular velocity relative to inertial space of the three-axis platform, \(x_{d3}\) is the input to the non-linear differentiator II and the desired angle relative to inertial space of the three-axis platform, \(x_{d4}\) is the desired angular velocity relative to inertial space of the three-axis platform, \(\Delta t\) is the break between two signal acquisitions, \(r\) is the level of the tracking speed of nonlinear tracking differentiator.

\(\text{f}_{st}(\cdot)\) is the optimal control synthesis function as follows:

\[
\text{f}_{st}(z(t) - z_1(t), z_2(t), r, \Delta t) = \begin{cases} 
    -r\text{sgn}(a), & |a| > r\Delta t \\
    -r \frac{a}{|a|}, & |a| \leq r\Delta t
\end{cases}
\]  

(28)

where:

\[
a = \begin{cases} 
    z_2(t) + \frac{y^2 - rh^2}{|a|^2} \text{sgn}(y), & |y| > r\Delta t^2 \\
    z_2(t) + \frac{y^2}{|a|^2}, & |y| \leq r\Delta t^2
\end{cases}
\]  

(29)

In (28) and (29), \(y = z(t) - z_1(t) + \Delta t z_2(t), a_0 = \sqrt{r^2 \Delta t^2 + 8r |y|} \).

3.3. RBF Neural Network Based Friction Estimator

The control law of the global fast sliding mode is continuous so that the chattering behaviors can be eliminated. However, the anti-interference performance of the controller is poor. The friction \(\delta\) in (19) has a non-linear relationship with angular velocity. The friction between the contact surfaces will reduce the dynamic performance of the system. Therefore, estimating and compensating the friction is an important issue in optimizing the system performance. The RBF neural network has excellent performance of the nonlinear
approximation and the environment adaptation. The dynamic performance of the global fast terminal sliding mode controller can be improved by using RBF neural networks as the perturbation estimator.

Many parameters such as the uncertain nonlinear function in the dynamic system are difficult to measure accurately. The existence of external disturbances makes it difficult to get a precise mathematical model. In this paper, RBF neural network is utilized to emulate the uncertain nonlinear function by creating an adaptive control law. Figure 3 shows a MIMO RBF neural network structure, which consists of three-layered network structures, i.e., the input layer, hidden layer and output layer. By the simulation of the results, the more neurons employed, the heavier calculation burden is, the less precision the results are. In consideration of the hardware capabilities and the suited accuracy, seven neurons are the best choice. So, there are seven neurons employed in the hidden layer of this paper.

![Figure 3. MIMO RBF neural network structure.](image)

RBF network is a kind of local approximation network with Gaussian function. Compared with BP network, RBF network can obtain faster learning speed to avoid falling into local optimum, and it is easier to meet the real-time requirement.

In the case of the mathematical model with uncertainty, the sliding mode control law is obtained as follows:

\[
\delta = W^T h(x) + \varepsilon
\]  
(30)

\[
h(x) = \exp \left[ -\frac{\| x - c_j \|^2}{2b_j^2} \right]
\]  
(31)

where \( j = 1, 2 \ldots 7, x \) is the network input; \( W^T \) is the network ideal weight; \( h(x) \) is the network Gaussian basis function output; \( \varepsilon \) is the network approximation of error; \( c_j, b_j \) is centroid coordinates and propagation range of the \( j \)th neuron basis function in the hidden layer of the network.

Input the angular velocity \( x = [ \omega_{px} \omega_{py} \omega_{pz} ]^T \) into the RBF neural network, the output of the neural network is as follows:

\[
\hat{\delta} = \hat{W}^T h(x)
\]  
(32)

If \( \hat{W} = W - W^* \), the error of the estimator is \( \delta - \hat{\delta} = -\hat{W}^T h(x) + \varepsilon \).

The updated law of the RBF neural network is obtained as:

\[
\dot{\hat{W}} = -h(x)s^T(t)BT
\]  
(33)
where \( \Gamma \) is a 3 \times 3 positive definition matrix.

By adding the neural network perturbation estimator to (20), the result is presented as follows:

\[
T_M = -B^{-1}
\left( -\ddot{x}_d + Ax_2 + \alpha \hat{e} + \beta \frac{d}{dt} e^s + \Psi s + \Phi s^n \right) + \hat{W}^T h(x)
\] (34)

4. Stability Analysis

The network weights can be updated by (33). Combined with (34), the network weights can guarantee the stability of the closed-loop system. The dynamic error of the system can converge to zero.

Proof. Global fast sliding mode controller includes control laws and the neural network estimator compensation law, let the Lyapunov function candidate be defined as follows:

\[
L = \frac{1}{2} s^T s + \frac{1}{2} tr\left( \hat{W} \Gamma^{-1} \hat{W}^T \right)
\] (35)

where \( \Gamma \) is a parameter of the controller, \( \Gamma^{-1} \) is a positive-definite matrix, and \( tr(\cdot) \) is the trace operator.

The derivative of Lyapunov function \( L \) along to time as follows:

\[
\dot{L} = s^T \dot{s} + tr\left( \hat{W} \Gamma^{-1} \hat{W}^T \right)
\] (36)

Substituting (34) into (36) is obtained as follows:

\[
\dot{L} = s^T \left( B\left( \hat{W}^T h(x) - \varepsilon \right) - \Psi s - \Phi s^n + d_1 \right) + tr\left( \hat{W} \Gamma^{-1} \hat{W}^T \right)
\] (37)

Substituting (33) into (37), we yield:

\[
\dot{L} = s^T \left( -B \varepsilon - \Psi s - \phi' s^n + d_1 \right) + tr\left( h(x) s^T B \hat{W}^T - h(x) s^T B \Gamma^{-1} \hat{W}^T \right)
\] (38)

where \( \Psi \) is a positive definite matrix, \( \phi' = \phi - diag\left( \frac{d - B \varepsilon}{s^n} \right) \).

As \( \phi - diag\left( \frac{d - B \varepsilon}{s^n} \right) \) is a positive definite matrix, \( L \) can be expressed as follows:

\[
\dot{L} = s^T \left( -\Psi s - \phi' s^n \right)
\] (39)

Just make sure \( (m + n) \) is even, and then \( \dot{L} \leq 0 \).

Therefore, according to Lyapunov stability theorem, the closed-loop system is stable, which means the sliding surface is stable. \( \square \)
5. Simulation Results

In order to illustrate the effectiveness of the proposed control scheme, two simulations for trajectory tracking of the three-axis platform are performed in MATLAB environment. Physical parameters of the three-axis platform are listed in Table 1. In addition, the performance of the NNFTMC control method is compared with the SMC control method, the fast terminal sliding mode control (FTSMC) method and conventional PID control method considering the uncertainties and external disturbances of the model in the simulations. The physical parameters of the three-axis stabilized platform are listed in Table 1. The neural networks include seven neurons and the parameters of the control scheme that are proposed in this paper are selected as:

\[
\alpha = \text{diag}(1.43 \; 3.20 \; 5.48), \quad \beta = \text{diag}(1.95 \; 1.90 \; 2.02), \quad \Gamma = \text{diag}(0.02 \; 0.01 \; 0.02)
\]

\[
p = \text{diag}(9 \; 9 \; 9), \quad q = \text{diag}(5 \; 5 \; 5), \quad m = \text{diag}(5 \; 5 \; 5), \quad n = \text{diag}(1 \; 1 \; 1),
\]

\[
\Psi = \text{diag}(45.65 \; 33.78 \; 11.81), \quad \Phi = \text{diag}(1.34 \; 1.36 \; 2.23),
\]

\[
c_j = \begin{bmatrix}
-4.5 & -3 & -1.5 & 0 & 1.5 & 3 & 4.5 \\
-4.5 & -3 & -1.5 & 0 & 1.5 & 3 & 4.5 \\
-4.5 & -3 & -1.5 & 0 & 1.5 & 3 & 4.5
\end{bmatrix}, \quad b_j = 4.
\]

Table 1. Physical parameters of the three-axis stabilized platform.

| No. | Symbol | Numerical Value       | No. | Symbol | Numerical Value       |
|-----|--------|-----------------------|-----|--------|-----------------------|
| 1   | \(I_{Rxx}\) | \(1.579 \times 10^{-2}\) kg\cdot m² | 7   | \(J_{Yxx}\) | \(4.763 \times 10^{-2}\) kg\cdot m² |
| 2   | \(I_{Ryy}\) | \(5.125 \times 10^{-2}\) kg\cdot m² | 8   | \(J_{Yyy}\) | \(5.929 \times 10^{-2}\) kg\cdot m² |
| 3   | \(I_{Rzz}\) | \(1.980 \times 10^{-2}\) kg\cdot m² | 9   | \(J_{Yzz}\) | \(4.297 \times 10^{-2}\) kg\cdot m² |
| 4   | \(I_{Pxx}\) | \(1.794 \times 10^{-2}\) kg\cdot m² | 10  | \(F_m\)   | 0.06 N\cdot m |
| 5   | \(I_{Pyy}\) | \(1.112 \times 10^{-2}\) kg\cdot m² | 11  | \(k_v\)   | 0.5 N\cdot m/(rad/s) |
| 6   | \(I_{Pzz}\) | \(2.482 \times 10^{-2}\) kg\cdot m² |     |         |           |

5.1. Non-Linear Differentiator

In the simulation environment, the input signal \(v(t) = \sin \pi t\) is designed with a sampling frequency of 500 Hz. The tracking speed \(r\) of the two-stage nonlinear tracking differentiator is 40 and 100 for each of the two stages. In the noise-free environment, the differential method and the non-linear tracking differentiator are used to obtain the differential of the signal, respectively. The results are shown in Figure 4, where \(\theta_d\) is desired signal of angular velocity, \(\theta_{NTD}\) is the signal by using the nonlinear tracking differentiator, \(\theta_{DM}\) is the signal by using the difference method.

The tracking effect of the difference method is better than the nonlinear tracking differentiator in an ideal input signal. However, in practical applications, the noise of the input signal is unavoidable. The structure of the difference method itself will amplify the noise, and the noise signal is added to the simulation environment as a random signal with an amplitude of 0.01. The differential method and the nonlinear tracking differentiator are used again to obtain the differentiation of the signal, respectively, and the results are shown in Figure 5.

As can be seen in Figure 5, the input signal is mixed with noise, the differential method used to obtain the differential of the signal has been completely incorrect and may even cause the controller to fail; the differential of the signal obtained using a nonlinear tracking differential still has some tracking capability.
5.2. Simulation of Sine Trajectory Tracking

The equation of the sine trajectory is given as:

\[
\begin{cases}
    x_d = \sin(\pi t); \\
    d_l = \sin(\pi t) + 0.1\sin(20\pi t)
\end{cases}
\]  

(40)

where \(x_d\) is the expected trajectory, \(d_l\) are external disturbances.
The system sampling frequency is set as 1 kHz, and the runtime is set as 5 s. The angular velocity with external disturbance and the attitude angle of the platform in the simulation of attitude locking tracking trajectory are shown in Figures 6 and 7, respectively.

\[ y = \sin(\pi t); \]
\[ d = \sin(\pi t) + 0.1 \sin(20\pi t) \]  
(40)

where \( y \) is the expected trajectory, \( d \) are external disturbances.

Figure 6. The angular velocity with external disturbance of the platform in the simulation of sine trajectory.

Figure 7. The angle of the platform in the simulation of sine trajectory.

The sine trajectory tracking error of the simulation with traditional PID controller, SMC controller, FTSMC controller and NNFTSMC controller is presented in Figure 8. Figure 9 presents the attitude tracking result of the platform. In Figure 10 the angular velocities of the platform in three axes are shown. Figures 8–10, present that compared with PID and SMC, NNFTSMC has faster response in servo control. The three-axis stabilized platform can maintain the desired attitude relatively well by using NNFTSMC control law. Compare with FTSMC, the addition of the prediction of friction by neural networks makes the NNFTSMC getting better tracking capability.
Figure 8. The trajectory tracking error by using different controllers in the simulation of sine trajectory.

Figure 9. The attitude of the platform by using different controllers in the simulation of sine trajectory.

Integral absolute error (IAE) and integrated square error (ISE) are important performance metrics to analyze the result of the control system.

\[
\text{IAE} = \int_{0}^{\infty} |e(t)| \, dt \tag{41}
\]

\[
\text{ISE} = \int_{0}^{\infty} [e(t)]^2 \, dt \tag{42}
\]

where \(e(t)\) is the deviation of actual output from desired output, \(t\) is the time.

The IAE and ISE results of the simulation of sine trajectory are shown in Tables 2 and 3, respectively. It is observed from Tables 2 and 3 that the proposed control scheme has a smaller steady-state error. The steady-state error gradually converges to zero.
Figure 8. The trajectory tracking error by using different controllers in the simulation of sine trajectory.

Figure 9. The attitude of the platform by using different controllers in the simulation of sine trajectory.

Figure 10. The angular velocity of the platform by using different controllers in the simulation of sine trajectory.

Table 2. The comparison of sine trajectory tracking results of IAE.

|       | PID    | SMC    | FTSMC  | NNFTSMC |
|-------|--------|--------|--------|---------|
| Roll  | 492.2142 | 242.5775 | 224.0901 | 14.8143 |
| Pitch | 504.9194 | 431.4889 | 276.1214 | 7.4626  |
| Yaw   | 493.8248 | 449.9115 | 276.1214 | 26.3504 |

Table 3. The comparison of sine trajectory tracking results of ISE.

|       | PID    | SMC    | FTSMC  | NNFTSMC |
|-------|--------|--------|--------|---------|
| Roll  | 59.8545 | 23.4949 | 29.4752 | 0.38    |
| Pitch | 62.8324 | 47.3076 | 22.1856 | 0.0493  |
| Yaw   | 61.6443 | 157.9098| 22.1856 | 1.7482  |

Since PID control method is an error-based control strategy, there is a phase lag in the control pose therefore this method cannot control the attitude immediately. Although the NNFTSMC controller is designed without a switching term, the parameter $\phi$ is a variable parameter. The parameter $\phi$ is still considered as the switching term of the system in the sense of the output, which leads to the chatter of the system output. However, the dynamic error and steady-state error are smaller compared to SMC.

5.3. Simulation of Attitude Locking

The desired attitude and external disturbances of three axes $d_{ix}, d_{iy}, d_{iz}$ are given as:

$$
\begin{align*}
    x_d &= \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}^T; \\
    d_i &= 0.5\sin(\pi t), t \leq 3 \quad \| \ t \geq 3.2; \\
    d_{ix} &= \sin(5\pi t), 3 \leq t \leq 3.2; \\
    d_{iy} &= \sin(5\pi t), 3 \leq t \leq 3.2; \\
    d_{iz} &= 0.5\sin(\pi t), 3 \leq t \leq 3.2.
\end{align*}
$$

(43)
The system sampling frequency is set to 1 kHz, the runtime is set to 5 s. The angular velocity with external disturbance and the attitude angle of the platform in the simulation of attitude locking tracking trajectory are shown in Figures 11 and 12, respectively.

Figure 11. The angular velocity with external disturbance of the platform in the simulation of attitude locking tracking trajectory.

Figure 12. The angle of the platform in the simulation of attitude locking tracking trajectory.

The attitude locking tracking trajectory error of the simulation with traditional PID controller, SMC controller, FTSMC controller and NNFTSMC controller is presented in Figure 13. Figure 14 presents the attitude tracking result of the platform. In Figure 15 the angular velocities of the platform in three axes are shown. Figures 13–15 present that the NNFTSMC control law has good anti-interference performance compared to PID, SMC and FTSMC. By using neural networks to add the prediction of friction, NNFTSMC has better stability than FTSMC. The three-axis stabilized platform can maintain the desired attitude relatively well by using NNFTSMC control law. The IAE and ISE results of the simulation of attitude locking are shown in Tables 4 and 5, respectively. Through the simulation of attitude locking, the NNFTSMC control law has better robustness, less steady-
state and dynamic errors than the PID, SMC and FTSMC. Meanwhile, the NNFTSMC has better response speed in servo control for nonlinear systems with uncertainty of system parameters.

Figure 13. The trajectory tracking error by using different controllers in the simulation of attitude locking.

Figure 14. The attitude of the platform by using different controllers in the simulation of attitude locking.
Figure 13. The trajectory tracking error by using different controllers in the simulation of attitude locking.

Figure 14. The attitude of the platform by using different controllers in the simulation of attitude locking.

Figure 15. The angular velocity of the platform by using different controllers in the simulation of attitude locking.

Table 4. The comparison of the simulation of attitude locking tracking results of IAE.

|       | PID   | SMC   | FTSMC | NNFTSMC |
|-------|-------|-------|-------|----------|
| Roll  | 18.0832 | 30.0956 | 41.081 | 11.8638  |
| Pitch | 34.9958 | 172.9589 | 78.8189 | 1.8000   |
| Yaw   | 23.771  | 44.382  | 27.9659 | 2.6093   |

Table 5. The comparison of the simulation of attitude locking tracking results of ISE.

|       | PID   | SMC   | FTSMC | NNFTSMC |
|-------|-------|-------|-------|----------|
| Roll  | 0.0752 | 0.2495 | 0.4566 | 0.0507   |
| Pitch | 0.2693 | 6.6751 | 1.7567 | 0.0033   |
| Yaw   | 0.1592 | 0.536  | 0.2645 | 0.0189   |

6. Conclusions

This paper designs the NNFTSMC based controller for the three-axis stabilized platform, which combines the global fast terminal sliding mode control method with the neural network technique. The chatter effect of the system output in sliding mode control algorithm can be eliminated by designing the sliding mode surface without the switching term and the saturation function. The global fast terminal sliding mode controller can make the controlled state vector approach the sliding mode surface in a finite time. Meanwhile, the RBF neural network is employed as a disturbance estimator to compensate for the nonlinear friction of the contact surface. In comparison with the FTSMC, the addition of RBF neural network gives NNFTSMC better stability and tracking capability. According to the Lyapunov theory, the stability of the proposed NNFTSMC method is proved. A nonlinear differentiator is used instead of the difference method to differentiate the signal. The experimental results show that the nonlinear differentiator has better robustness for the noisy input signal. In order to illustrate the effectiveness of the proposed control scheme, the simulation of Sine Trajectory and attitude locking are presented. The simulation results show that the NNFTSMC controller responds faster under the same system perturbation. The tracking error can gradually converge to zero in the servo control.
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