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Some new refined versions of the Jensen, Minkowski, and Hardy inequalities are stated and proved. In particular, these results both generalize and unify several results of this type. Some results are also new for the classical situation.
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1 Introduction
Classical inequalities are of great importance for the development of several areas both within the mathematical sciences and beyond. Hence, it is not surprising that the area “Inequalities” has been developed to an independent area of increasing interest. Several wonderful generalizations, sharpening, and applications have been presented. In particular, fairly lately even refinements of these inequalities have been derived. See e.g. [1–4, 12, 14, 20] and the references given there.

In this paper we derive new such refinements of some classical inequalities. More exactly, the main content of this paper is as follows:

In Sect. 2 some new refinements of Jensen’s inequality can be found (see Theorems 2.3 and 2.4). In Sect. 3 we state, prove, and apply some new refinements of the Minkowski inequality and new Beckenbach–Dresher type inequality (see Theorems 3.3 and 3.6). In Sect. 4 we derive some corresponding refinements of Hardy’s inequality even in a Banach function space setting. Finally, in Sect. 5 we give some concluding remarks and results, which in particular put our results to a more general context.

In all our results we use the concept of superquadratic function, so we finish this section with the following crucial information.

Definition 1.1 (See [2, Definition 2.1]) A function \( \varphi : [0, \infty) \rightarrow \mathbb{R} \) is superquadratic provided that for all \( x \geq 0 \) there exists a constant \( C_x \in \mathbb{R} \) such that

\[
\varphi(y) - \varphi(x) - \varphi(|y - x|) \geq C_x(y - x)
\]

for all \( y \geq 0 \).
We say that \( f \) is subquadratic if \(-f\) is superquadratic.

We cite the following result, which is very useful in the proofs of our main results (see [2, 3], and [21] for further details).

**Theorem 1.2** (See [2, Theorem 2.3]) Let \((\Omega, \mu)\) be a probability measure space. The inequality

\[
\phi\left(\int_{\Omega} f(s) \, d\mu(s)\right) \\
\leq \int_{\Omega} \phi(f(s)) \, d\mu(s) - \int_{\Omega} \phi\left(\left| f(s) - \int_{\Omega} f(s) \, d\mu(s) \right|\right) \, d\mu(s)
\]

(1)

holds for all probability measures \( \mu \) and all nonnegative \( \mu \)-integrable functions \( f \) if and only if \( \phi \) is superquadratic. Moreover, (1) holds in the reversed direction if and only if \( \phi \) is subquadratic.

If \( \phi \) is a nonnegative superquadratic function, then \( \phi \) is convex (see [2, Lemma 2.2]) and inequality (1) is a refinement of the Jensen inequality for a convex function which states

\[
\phi\left(\int_{\Omega} f(s) \, d\mu(s)\right) \leq \int_{\Omega} \phi(f(s)) \, d\mu(s).
\]

Convention. Throughout this paper we assume that \( f \) is a measurable function on the considered measure space.

### 2 Refinements of Jensen’s inequality

We need the following useful special case of Theorem 1.2.

**Lemma 2.1** Let \( \phi \) be a superquadratic function, and let \( t \) be a nonnegative measurable function such that \( T = \int_{\Omega} t(s) \, ds \). The inequality

\[
\phi(T) \leq \frac{1}{T} \int_{\Omega} t(s) \phi(f(s)) \, ds - \frac{1}{T} \int_{\Omega} t(s) \phi\left(\left| f(s) - \frac{1}{T} \int_{\Omega} f(s) \, ds \right|\right) \, ds
\]

(2)

holds for all nonnegative functions \( f \), where \( T = \frac{1}{T} \int_{\Omega} t(s) f(s) \, ds \). Moreover, (2) holds in the reversed direction if \( \phi \) is subquadratic.

**Proof** Set \( d\mu(s) = \frac{t(s)}{T} \, ds \). Then (2) follows from (1). The proof is complete. \( \square \)

**Example 2.2** Let \( \phi \) be a superquadratic function, let \( x_1, x_2 \) be two nonnegative real numbers and \( \lambda \in [0,1] \). Then

\[
\phi(\lambda x_1 + (1-\lambda)x_2) \\
\leq \lambda \phi(x_1) + (1-\lambda)\phi(x_2) - \lambda \phi((1-\lambda)|x_1 - x_2|) - (1-\lambda)\phi(\lambda|x_1 - x_2|).
\]

(3)

Moreover, (3) holds in the reversed direction if \( \phi \) is subquadratic.
In fact, by taking \( \Omega = [0, 1] \), \( t(s) = 1 \), and
\[
 f(s) = \begin{cases} 
 x_1 : s \in [0, \lambda], \\
 x_2 : s \in (\lambda, 1], 
\end{cases}
\]
we see that (3) follows from (2).

Consider the nonnegative measurable functions \( \alpha \) and \( \beta \) satisfying
\[
 \alpha(s) + \beta(s) = 1 \quad \text{for all } s \in \Omega.
\]

Denote
\[
 T = \int_{\Omega} t(s) \, ds, \quad Q = \int_{\Omega} \alpha(s) t(s) \, ds, \quad R = \int_{\Omega} \beta(s) t(s) \, ds.
\]

Our first main result in this section reads as follows.

**Theorem 2.3** Let \( \varphi : [0, \infty) \to \mathbb{R} \) be a superquadratic function, and let \( f \) be a nonnegative and measurable function. Then the following refined variant of Jensen type inequality
\[
 \varphi(\bar{f}) \leq \frac{Q}{T} \varphi(\bar{f}_Q) + \frac{R}{T} \varphi(\bar{f}_R) - \frac{Q}{T} \varphi\left(\frac{R}{T} |\bar{f}_Q - \bar{f}_R|\right) - \frac{R}{T} \varphi\left(\frac{Q}{T} |\bar{f}_Q - \bar{f}_R|\right)
\]
\[
 = \frac{Q}{T} \varphi(\bar{f}_Q) + \frac{R}{T} \varphi(\bar{f}_R) - \frac{Q}{T} \varphi(\bar{f}_Q - \bar{f}) - \frac{R}{T} \varphi(\bar{f}_R - \bar{f}),
\]
(4) holds, where
\[
 \bar{f} = \frac{1}{T} \int_{\Omega} t(s) f(s) \, ds, \quad \bar{f}_Q = \frac{1}{Q} \int_{\Omega} \alpha(s) t(s) f(s) \, ds, \quad \bar{f}_R = \frac{1}{R} \int_{\Omega} \beta(s) t(s) f(s) \, ds.
\]

Moreover, (4) holds in the reversed direction if \( \varphi \) is subquadratic.

**Proof** Set \( x_1 = \bar{f}_Q, x_2 = \bar{f}_R, \) and \( \lambda = \frac{Q}{T} \). It is clear that
\[
 1 - \lambda = \frac{R}{T} \quad \text{and} \quad \lambda x_1 + (1 - \lambda) x_2 = \bar{f}.
\]

Then from Example 2.2 it follows that
\[
 \varphi(\bar{f}) \leq \frac{Q}{T} \varphi(\bar{f}_Q) + \frac{R}{T} \varphi(\bar{f}_R) - \frac{Q}{T} \varphi\left(\frac{R}{T} |\bar{f}_Q - \bar{f}_R|\right) - \frac{R}{T} \varphi\left(\frac{Q}{T} |\bar{f}_Q - \bar{f}_R|\right).
\]

Moreover, using the fact that
\[
 \frac{R}{T} |\bar{f}_Q - \bar{f}_R| = |\bar{f}_Q - \bar{f}| \quad \text{and} \quad \frac{Q}{T} |\bar{f}_Q - \bar{f}_R| = |\bar{f}_R - \bar{f}|,
\]
we obtain inequality (4). The proof is complete since the proof of the reversed inequality is similar to the proof above, and we can omit the details. \( \square \)
By making a further restriction of \( \varphi \), we can also state the following version of Theorem 2.3.

**Theorem 2.4** Let \( \varphi : [0, \infty) \to \mathbb{R} \) be a nondecreasing and superquadratic function such that

\[
\varphi(a + b) \leq c(\varphi(a) + \varphi(b)) \quad \text{for some } c > 0. 
\] (5)

Then the following refined variant of Jensen-type inequality

\[
\varphi(\bar{f}) \leq I \leq 1 \int_{\Omega} t(s)\varphi(f(s)) \, ds - \frac{1}{cT} \int_{\Omega} t(s)\varphi(|f(s) - \bar{f}|) \, ds
\]

holds for all nonnegative measurable functions \( f \), where

\[
I = \frac{Q}{T} \varphi(\overline{f}_Q) + \frac{R}{T} \varphi(\overline{f}_R) - \frac{Q}{T} \varphi(\overline{f}_Q - \bar{f}) - \frac{R}{T} \varphi(\overline{f}_R - \bar{f}).
\]

**Proof** We proved the first inequality \( \varphi(f) \leq I \) in Theorem 2.3, so we only need to prove the second inequality.

By applying Lemma 2.1 in the first two terms of \( I \), we get that

\[
I \leq 1 \int_{\Omega} t(s)\varphi(f(s)) \, ds - A_1 - B_1,
\]

where

\[
A_1 := \frac{Q}{T} \varphi(\overline{f}_Q - \bar{f}) + \frac{R}{T} \varphi(\overline{f}_R - \bar{f})
\]

and

\[
B_1 := \frac{1}{T} \int_{\Omega} \alpha(s) t(s)\varphi(|f(s) - \overline{f}_Q|) \, ds + \frac{1}{T} \int_{\Omega} \beta(s) t(s)\varphi(|f(s) - \overline{f}_R|) \, ds.
\]

To finish the proof, it is enough to prove that

\[
\frac{1}{cT} \int_{\Omega} t(s)\varphi(|f(s) - \bar{f}|) \, ds \leq A_1 + B_1. \quad (6)
\]

Now, by using the triangle inequality, the nondecreasing property of \( \varphi \), and (5), we obtain that

\[
\frac{1}{T} \int_{\Omega} \alpha(s) t(s)\varphi(|f(s) - \bar{f}|) \, ds \\
\leq c \left( \frac{1}{T} \int_{\Omega} \alpha(s) t(s)\varphi(|f(s) - \overline{f}_Q|) \, ds + \frac{Q}{T} \varphi(\overline{f}_Q - \bar{f}) \right)
\]

and

\[
\frac{1}{T} \int_{\Omega} \beta(s) t(s)\varphi(|f(s) - \bar{f}|) \, ds
\]
\[ \leq c \left( \frac{1}{T} \int_{\Omega} \beta(s) \varphi\left(|f(s) - \bar{f}_{\Omega}|\right) \, ds + \frac{R}{T} \varphi\left(\bar{f}_{\Omega} - \bar{f}\right) \right). \]

Hence (6) follows as a sum of the above two inequalities. The proof is complete. \( \square \)

3 Refinements of continuous Minkowski inequality

In the following discussion we consider the measurable spaces \((X, \mu), (X, \lambda), \) and \((Y, \nu)\). Moreover, \(d\mu, d\lambda, \) and \(d\nu\) are notations for \(d\mu(x), d\lambda(x), \) and \(d\nu(y)\), respectively. First, we remind about the following interesting refinement of the Hölder inequality by G. Sinnamon [21, Theorem 1.1].

**Lemma 3.1** Let \( p \geq 2 \) and \( \frac{1}{p} + \frac{1}{q} = 1 \). Then

\[
\int_{\Omega} fg \, d\nu \leq \left( \int_{\Omega} (fp - hp) \, d\nu \right)^{\frac{1}{p}} \left( \int_{\Omega} g^q \, d\nu \right)^{\frac{1}{q}} \tag{7}
\]

holds for any two nonnegative \( \nu \)-measurable functions \( f \) and \( g \), where

\[
h = \left| f - \frac{g^{q-1} \int_{\Omega} fg \, d\nu}{\int_{\Omega} g^q \, d\nu} \right|.
\]

Moreover, (7) holds in the reversed direction if \( 1 < p \leq 2 \).

The continuous Minkowski inequality reads as follows (see [17, p. 41]).

**Theorem 3.2** Let \( f \) be a nonnegative measurable function on \( X \times Y \) with respect to the measure \( \mu \times \nu \), and let \( p \geq 1 \). Then

\[
\left( \int_X \left( \int_Y f \, d\nu \right)^p \, d\mu \right)^{\frac{1}{p}} \leq \int_Y \left( \int_X f^p \, d\mu \right)^{\frac{1}{p}} \, d\nu.
\]

Our first main result in this section is the following refinement of the Minkowski inequality.

**Theorem 3.3** Let \( f \) be a nonnegative measurable function on \( X \times Y \) with respect to the measure \( \mu \times \nu \), and let \( p \geq 2 \). Then

\[
\left( \int_X \left( \int_Y f \, d\nu \right)^p \, d\mu \right)^{\frac{1}{p}} \leq \int_Y \left( \int_X (fp - hp) \, d\mu \right)^{\frac{1}{p}} \, d\nu, \tag{8}
\]

where

\[
h = \left| f - \frac{H \int_X f^p \, d\mu}{\int_X H^p \, d\mu} \right|, \quad H(x) = \int_Y f(x, y) \, d\nu.
\]

If \( 1 < p \leq 2 \), then (8) holds in the reversed direction.

**Proof** Let \( H(x) = \int_Y f(x, y) \, d\nu \). Let \( p \geq 2 \) and \( \frac{1}{p} + \frac{1}{q} = 1 \). Using Lemma 3.1, by replacing \( f(x) \) and \( g(x) \) with \( f(x, y) \) and \( H^{p-1}(x) \), respectively, we get that

\[
\int_X f^p \, d\mu \leq \left( \int_X (fp - hp) \, d\mu \right)^{\frac{1}{p}} \left( \int_X H^p \, d\mu \right)^{\frac{1}{q}}, \tag{9}
\]
where
\[
h(x, y) = \left| f - \frac{H \int_X f H^{p-1} \, d\mu}{\int_X H^p \, d\mu} \right|.
\]

We integrate inequality (9) over \(Y\), apply Fubini’s theorem on the left side of the inequality to find that
\[
\left( \int_X H^p \, d\mu \right) \leq \left( \int_X H^p \, d\mu \right)^{\frac{1}{q}} \int_Y \left( \int_X (f^p - h^p) \, d\mu \right)^{\frac{1}{p}} \, dv.
\]

(10)

Since \(H(x) = \int_Y f(x, y) \, dv\) and \(1 - \frac{1}{q} = \frac{1}{p}\), we deduce that
\[
\left( \int_X \left( \int_Y f \, dv \right)^p \, d\mu \right)^{\frac{1}{p}} \leq \int_Y \left( \int_X \left( f^p - h^p \right) \, d\mu \right)^{\frac{1}{p}} \, dv.
\]

The proof of the case \(1 < p \leq 2\) is similar so we omit the details and the proof is complete.

Next, we point out the following discrete version of the above theorem.

**Corollary 3.4** Let \(p \geq 2\) and let \(f_1, f_2, \ldots, f_n\) be nonnegative \(\mu\)-measurable functions. Then
\[
\left( \int_X \left( \sum_{i=1}^n f_i \right)^p \, d\mu \right)^{\frac{1}{p}} \leq \sum_{i=1}^n \left( \int_X \left( f_i^p - h_i^p \right) \, d\mu \right)^{\frac{1}{p}},
\]

(11)

where
\[
h_i = \left| f_i - \frac{H \int_X f_i H^{p-1} \, d\mu}{\int_X H^p \, d\mu} \right|, \quad \forall i = 1, \ldots, n, \quad \text{and} \quad H(x) = \sum_{i=1}^n f_i(x).
\]

If \(1 < p \leq 2\), then (11) holds in the reversed direction.

**Proof** Let \(Y = \bigcup_{i=1}^n Y_i\), where \(Y_i = [i-1, i)\), for all \(i = 1, \ldots, n\), and let \(dv = dy\) be the Lebesgue measure.

Define \(f(x, y) = \sum_{i=1}^n f_i(x) \chi_{Y_i}(y)\). Then
\[
H(x) = \int_Y f(x, y) \, dv = \sum_{i=1}^n f_i(x)
\]

and
\[
h(x, y) = \left| f - \frac{H \int_X f H^{p-1} \, d\mu}{\int_X H^p \, d\mu} \right| = \sum_{i=1}^n \chi_{Y_i}(y) \left| f_i - \frac{H \int_X f_i H^{p-1} \, d\mu}{\int_X H^p \, d\mu} \right|
\]

\[
= \sum_{i=1}^n \chi_{Y_i}(y)h_i(x),
\]
where

\[ h_i = \left| f_i - \frac{H \int_X f_i H^{-1} d\mu}{\int_X H^p d\mu} \right|. \]

Therefore, by applying Theorem 3.3, one can complete the proof.

The continuous form of the Beckenbach–Dresher inequality was first derived in [9, Theorem 3.1] (see also [22]). It has the following form.

**Theorem 3.5** Let \( f \) and \( u \) be nonnegative measurable functions on \( X \times Y \) with respect to the measures \( \mu \times \nu \) and \( \lambda \times \nu \), respectively, and let

(i) \( s \geq 1, q \leq 1 \leq p, (q \neq 0) \) or

(ii) \( s \leq 0, p \leq 1 \leq q, (p \neq 0) \).

Then

\[
\left( \int_X \left( \int_Y f \, d\nu \right)^p \, d\mu \right)^{\frac{s}{p}} \leq \int_Y \left( \int_X \left( f^p - H^p \right) \, d\mu \right)^{\frac{s}{p}} \, d\nu,
\]

provided all occurring integrals exist.

If \( 0 < s \leq 1, p \leq 1, \) and \( q \leq 1 \ (p, q \neq 0) \), then inequality (12) is reversed.

Our new result related to the continuous Beckenbach–Dresher inequality reads as follows.

**Theorem 3.6** Let \( f \) and \( u \) be nonnegative measurable functions on \( X \times Y \) with respect to the measures \( \mu \times \nu \) and \( \lambda \times \nu \), respectively, and let \( 1 < q \leq 2 \leq p, s \geq 1 \). Then

\[
\left( \int_X \left( \int_Y f \, d\nu \right)^p \, d\mu \right)^{\frac{s}{p}} \leq \int_Y \left( \int_X \left( f^p - H^p \right) \, d\mu \right)^{\frac{s}{p}} \, d\nu,
\]

where

\[
h = \left| f - \frac{H \int_X f H^{-1} d\mu}{\int_X H^p d\mu} \right|, \quad H(x) = \int_Y f(x, y) \, d\nu,
\]

\[
r = \left| u - \frac{H \int_X u H^{-1} d\mu}{\int_X H^p d\mu} \right|, \quad \hat{H}(x) = \int_Y u(x, y) \, d\nu.
\]

**Proof** Let \( 1 < q \leq 2 \leq p \). Then, in view of Theorem 3.3, for \( p \geq 2 \) and \( 1 < q \leq 2 \), we have that

\[
\left( \int_X \left( \int_Y f \, d\nu \right)^p \, d\mu \right)^{\frac{s}{p}} \leq \left( \int_Y \left( \int_X \left( f^p - H^p \right) \, d\mu \right)^{\frac{s}{p}} \, d\nu \right)^{\frac{1}{s}}
\]

\[
= \left( \int_Y a^{\frac{s}{p}} \, d\nu \right)^{\frac{1}{s}} \left( \int_Y b^{\frac{s}{p}} \, d\nu \right)^{1-\frac{1}{s}}
\]

\[
\leq \int_Y a \, d\nu,
\]
where \( a^s = \left( \int_X (f^p - h^p) \, d\mu \right)^s \) and \( b^{1-s} = \left( \int_X (u^q - r^q) \, d\lambda \right)^{1-s} \). In the last inequality we used the reverse Hölder inequality for two functions \( a \) and \( b \) when one exponent \((1-s)\) is negative and the other exponent \( s \) is positive. The proof is complete. \( \square \)

By using Theorem 3.6 and similar arguments as those in the proof of Corollary 3.4, we can also derive the following discrete version.

**Corollary 3.7** Let \( 1 < q \leq 2 \leq p, \ s \geq 1, f_i, u_i : X \to [0, \infty), f_i^p, u_i^q \in L^1 \) for all \( i = 1, \ldots, n \). Then

\[
\left( \frac{\int_X \left( \sum_{i=1}^n f_i \right)^p \, d\mu}{(\int_X \left( \sum_{i=1}^n u_i \right)^q \, d\lambda)^s} \right)^{\frac{1}{p}} \leq \left( \frac{\int_X \left( \sum_{i=1}^n f_i^p - h_i^p \right) \, d\mu}{(\int_X \left( \sum_{i=1}^n u_i^q - r_i^q \right) \, d\lambda)^{1-s}} \right)^{\frac{1}{s}},
\]

where

\[
h_i = \left| f_i - \frac{H \int_X f_i H^{p-1} \, d\mu}{\int_X H^p \, d\mu} \right|, \quad H(x) = \sum_{i=1}^n f_i(x),
\]

\[
r_i = \left| u_i - \frac{\tilde{H} \int_X u_i \tilde{H}^{q-1} \, d\mu}{\int_X \tilde{H}^q \, d\mu} \right|, \quad \tilde{H}(x) = \sum_{i=1}^n u_i(x).
\]

As an application of Corollary 3.7, by making the substitution \( s = \frac{p}{p-q}, p \neq q \), we obtain the following Beckenbach–Dresher type inequality.

**Example 3.8** Let \( 1 < q \leq 2 \leq p, q \neq p, f_i, u_i : X \to [0, \infty), f_i^p, u_i^q \in L^1 \) for all \( i = 1, \ldots, n \). Then

\[
\left( \frac{\int_X \left( \sum_{i=1}^n f_i \right)^p \, d\mu}{(\int_X \left( \sum_{i=1}^n u_i \right)^q \, d\lambda)^s} \right)^{\frac{1}{p}} \leq \left( \frac{\int_X \left( \sum_{i=1}^n f_i^p - h_i^p \right) \, d\mu}{(\int_X \left( \sum_{i=1}^n u_i^q - r_i^q \right) \, d\lambda)^{1-s}} \right)^{\frac{1}{s}},
\]

where \( h_i \) and \( r_i \) are as in Corollary 3.7.

### 4 Refinements of Hardy’s inequality

The results in this section may be seen as complements and further generalizations of some results in [14] and [19]. In [6, Theorem 2.1] the following Hardy-type inequality was given.

**Theorem 4.1** Let \( 0 < b \leq \infty, -\infty \leq a < c \leq \infty, \) let \( \varphi \) be a positive convex function on \((a, c)\) and \( E \) be a Banach function space on \([0, b]\). If \( E \) has the Fatou property and \( a < f(x) < c \), then

\[
\left\| \varphi \left( \frac{1}{X} \int_0^x f(t) \, dt \right) \right\|_E \leq \int_0^b \varphi(f(t)) \left\| \frac{1}{X} \chi_{[x,b)}(x) \right\|_E \, dt,
\]

provided that both sides have sense.

To prove our main results, we need the following lemma (see [13, 18]).
Lemma 4.2 (See [18]) Assume that the Banach function space $E$ has the Fatou property. Let $f(x,t) \geq 0$ on $\Omega \times T$ and let for almost every $t \in T$, $f(x,t) \in E$. If the function $\|f'(x,t)\|_T^\frac{1}{r}$ is integrable on $T$, then, for $r \geq 1$,
\[
\left\| \left( \int_T f(x,t) \, dt \right)^\frac{1}{r} \right\|_E \leq \int_T \|f'(x,t)\|_T^\frac{1}{r} \, dt.
\]

Our first main result in this section reads as follows.

Theorem 4.3 Let $0 < b \leq \infty$, $-\infty \leq a < c \leq \infty$, let $\varphi$ be a positive and superquadratic function on $(a,c)$ and $E$ be a Banach function space on $[0,b)$. If $E$ has the Fatou property and $a < f(x) < c$, then
\[
\left\| \varphi \left( \frac{1}{x} \int_0^x f(t) \, dt \right) \right\|_E \\
\leq \int_0^b \varphi(f(t)) \left( 1 - \frac{\varphi(f(t) - \frac{1}{2} \int_0^x f(s) \, ds)}{\varphi(f(t))} \right) \frac{1}{x} \varphi(t) \, dt,
\]
provided that both sides have sense.

Proof Let $D = \{(x,t) : 0 \leq x \leq b, 0 \leq t \leq x\}$. Then
\[
\chi_D(x,t) = \chi_{[0,b]}(t) = \chi_{[t,b]}(x).
\]
\[
(13)
\]
By using Theorem 1.2, the lattice property of $E$, Lemma 4.2 with $r = 1$, and (13), we find that
\[
\left\| \varphi \left( \frac{1}{x} \int_0^x f(t) \, dt \right) \right\|_E \\
\leq \int_0^b \varphi(f(t)) \left( 1 - \frac{\varphi(f(t) - \frac{1}{2} \int_0^x f(s) \, ds)}{\varphi(f(t))} \right) \frac{1}{x} \varphi(t) \, dt,
\]
The proof is complete. □

Here we just give one example of application of Theorem 4.3 (cf. [19, Proposition 2.1] and [14, Theorem 2.3]).
Corollary 4.4 Let \(0 < b \leq \infty\), \(u : (0, b) \to \mathbb{R}\) be a nonnegative weight function such that the function \(x \mapsto \frac{u(x)}{x^2}\) is locally integrable on \((0, b)\), and define the weight function \(v\) by

\[
v(t) = t \int_t^b \frac{u(x)}{x^2} \, dx, \quad t \in (0, b).
\]

If the real-valued function \(\varphi\) is positive and superquadratic on \((a, c)\), \(0 \leq a < c \leq \infty\), then the inequality

\[
\int_0^b u(x) \varphi \left( \frac{1}{x} \int_0^x f(t) \, dt \right) \frac{dx}{x} \leq \int_0^b v(t) \varphi(f(t)) \frac{dt}{t} - \int_0^b \int_t^b \varphi \left( f(t) - \frac{1}{x} \int_0^x f(s) \, ds \right) \frac{u(x)}{x^2} \, dx \, dt
\]

holds for all \(f\) with \(a < f(x) < c\), \(0 < x \leq b\).

Proof It is known that \(E = L^1((0, b), \frac{u(x)}{x^2} \, dx)\) satisfy the Fatou property (see e.g. [7]). Moreover,

\[
\left\| \left( 1 - \frac{\varphi[(f(t) - \frac{1}{x} \int_0^x f(s) \, ds)]}{\varphi(f(t))} \right) \frac{1}{x} \chi_{(t,b)}(x) \right\|_E
\]

\[
= \int_t^b \frac{u(x)}{x^2} \, dx - \frac{1}{\varphi(f(t))} \int_t^b \varphi \left( f(t) - \frac{1}{x} \int_0^x f(s) \, ds \right) \frac{u(x)}{x^2} \, dx
\]

\[
= \frac{v(t)}{t} - \frac{1}{\varphi(f(t))} \int_t^b \varphi \left( f(t) - \frac{1}{x} \int_0^x f(s) \, ds \right) \frac{u(x)}{x^2} \, dx.
\]

Therefore, (14) follows from (15) and Theorem 4.3. The proof is complete. \(\square\)

Next we state a “dual” version of Theorem 4.3. Note that the natural dual operator of the Hardy operator \(H : H(f)(x) = \frac{1}{x} \int_0^x f(t) \, dt\) is \(\hat{H} : \hat{H}(f)(x) = \int_x^\infty \frac{f(t)}{t} \, dt\), but here we use its alternative \(H^* : H^*(f)(x) = \int_x^\infty \frac{f(t)}{t^2} \, dt\).

Theorem 4.5 Let \(-\infty < a < c \leq \infty\), let \(\varphi\) be a positive and superquadratic function on \((a,c)\) and \(E\) be a Banach function space on \([b,\infty), b \geq 0\), with the Fatou property. Then, whenever \(a < f(x) < c\),

\[
\left\| \varphi \left( \int_x^\infty \frac{f(t)}{t^2} \, dt \right) \right\|_E \leq \int_b^\infty \varphi(f(t)) \left( 1 - \frac{\varphi[(f(t) - \int_x^\infty f(s) \, ds)]}{\varphi(f(t))} \right) \chi_{([b,2])}(x) \, dt.
\]

Proof Let \(D = \{(x,t) : b \leq x, x \leq t < \infty\}\). Then

\[
\chi_D(x,t) = \chi_{(x,\infty)}(t) = \chi_{([b,2])}(x).
\]

(16)
By using (16) and the same arguments as in the proof of Theorem 4.3 we obtain that
\[
\left\| \varphi \left( x \int_x^\infty \frac{f(t)}{t^2} \, dt \right) \right\|_E \\
\leq \left\| \int_x^\infty \left( \varphi \left( f(t) \right) - \varphi \left( \left( f(t) - x \int_x^\infty \frac{ds}{s^2} \right) \right) \right) \right\|_E \\
\leq \int_b^\infty \left( \varphi \left( f(t) \right) - \varphi \left( \left( f(t) - x \int_x^\infty \frac{ds}{s^2} \right) \right) \right) \chi_{[x,\infty)}(t) \frac{dt}{t^2} \\
\leq \int_b^\infty \left( \varphi \left( f(t) \right) - \varphi \left( \left( f(t) - x \int_x^\infty \frac{ds}{s^2} \right) \right) \right) \chi_{[x,\infty)}(t) \frac{dt}{t^2} \\
= \int_b^\infty \varphi(f(t)) \left\| \left( 1 - \frac{\varphi(f(t) - x \int_x^\infty \frac{ds}{s^2})}{\varphi(f(t))} \right) \chi_{[x,\infty)}(t) \right\|_E \frac{dt}{t^2}.
\]

The proof is complete. \(\square\)

We give the following example of application of Theorem 4.5 (cf. [19, Proposition 2.2]).

**Corollary 4.6** Let \(0 \leq b < \infty\), \(u : (b, \infty) \rightarrow \mathbb{R}\) be a nonnegative locally integrable function on \((b, \infty)\), and define the function \(v\) by
\[
v(t) = \frac{1}{t} \int_b^t u(x) \, dx, \quad t \in (b, \infty).
\]

If the real-valued function \(\varphi\) is positive and superquadratic on \((a, c)\), \(0 \leq a < c \leq \infty\), then the inequality
\[
\int_b^\infty u(x) \varphi \left( x \int_x^\infty \frac{dt}{t^2} \right) \frac{dx}{x}
\leq \int_b^\infty v(t) \varphi(f(t)) \frac{dt}{t} - \int_b^\infty \int_b^t \varphi \left( f(t) - x \int_x^\infty \frac{ds}{s^2} \right) u(x) \frac{dx \, dt}{t^2}
\]
holds for all \(f\) with \(a < f(x) < c\), \(x \geq b\).

**Proof** It is known that \(E = L^1([b, \infty), \frac{d}{x} \, dx)\) satisfy the Fatou property (see e.g. [7]). Moreover,
\[
\left\| \left( 1 - \frac{\varphi(f(t) - x \int_x^\infty \frac{ds}{s^2})}{\varphi(f(t))} \right) \chi_{[x,\infty)}(x) \right\|_E \\
= \int_b^t u(x) \, dx - \frac{1}{\varphi(f(t))} \int_b^t \varphi \left( f(t) - x \int_x^\infty \frac{ds}{s^2} \right) u(x) \, dx \\
= tv(t) - \frac{1}{\varphi(f(t))} \int_t^b \varphi \left( f(t) - x \int_x^\infty \frac{ds}{s^2} \right) u(x) \, dx.
\]

Therefore, (17) follows from (18) and Theorem 4.5, so the proof is complete. \(\square\)
5 Concluding remarks and results

Remark 5.1 The natural "turning point" in Minkowski and Beckenbach–Dresher type inequalities is 1, but in our versions of these inequalities, we have proved the first inequalities of this type with turning point 2 (see Theorem 3.3 and 3.6).

Our first new result of this type in this section is the following improved version of the inequality in [23, Theorem 1.2].

Proposition 5.2 Let $p$, $s$, and $t$ be different real numbers such that $s \geq 2$, $t \geq 2$ and $(s-t)/(p-t) > 1$. Then, for any positive $\mu$-measurable functions $f_1, \ldots, f_n$,

$$
\left( \int_X \left( \sum_{i=1}^n f_i \right)^p \, d\mu \right)^{s-t} \leq \frac{\left( \sum_{i=1}^n \left( \int_X (f_i^s - h_i^s) \, d\mu \right)^{1/p} \right)^{s-t}}{\left( \sum_{i=1}^n \left( \int_X (f_i^t - r_i^t) \, d\mu \right)^{1/t} \right)^{t}}.
$$

(19)

where

$$
h_i = \left| f_i - \frac{H \int_X f_i H^{p-1} \, d\mu}{\int_X H^p \, d\nu} \right|, \quad H = \sum_{i=1}^n f_i, \quad \text{and} \quad r_i = \left| f_i - \frac{H \int_X f_i H^{p-1} \, d\mu}{\int_X H^p \, d\mu} \right|.
$$

Moreover, if $p \neq 0, 1, t < 2, 1 < s < 2$, and $(s-t)/(p-t) < 1$, then (19) holds in the reversed direction.

Proof Let $s \geq 2$, $t \geq 2$ such that $\frac{s-t}{p-t} > 1$. Then, by Hölder’s inequality,

$$
\int_X \left( \sum_{i=1}^n f_i \right)^p \, d\mu = \int_X \left[ (f_1 + \cdots + f_n)^s \right]^{p/s} \left[ (f_1 + \cdots + f_n)^t \right]^{t/p} \, d\mu
\leq \left( \int_X \left( f_1 + \cdots + f_n \right)^s \, d\mu \right)^{p/s} \left( \int_X \left( f_1 + \cdots + f_n \right)^t \, d\mu \right)^{t/p}.
$$

In view of Corollary 3.4, the above inequality becomes

$$
\int_X \left( \sum_{i=1}^n f_i \right)^p \, d\mu \leq \left( \sum_{i=1}^n \left( \int_X (f_i^s - h_i^s) \, d\mu \right)^{1/p} \right)^{s-t} \left( \sum_{i=1}^n \left( \int_X (f_i^t - r_i^t) \, d\mu \right)^{1/t} \right)^{t},
$$

where

$$
h_i = \left| f_i - \frac{H \int_X f_i H^{p-1} \, d\mu}{\int_X H^p \, d\mu} \right|, \quad H = \sum_{i=1}^n f_i, \quad \text{and} \quad r_i = \left| f_i - \frac{H \int_X f_i H^{p-1} \, d\mu}{\int_X H^p \, d\mu} \right|.
$$

The proof of the other case is similar, so we omit the details and the proof is complete.

Remark 5.3 In [23, Theorem 1.2] only the case $n = 2$ was considered, so Proposition 5.2 is both a generalization and refinement of this result.

Proposition 5.4 Suppose that $\nu$ is a measure, and $f_1$ and $f_2$ are nonnegative measurable functions such that $f_i^p$ are $\nu$-integrable for $i = 1, 2$. 

(a) If $p > 0$, then
\[ \left\| \sum_{i=1}^{2} f_i \right\|_{L^{p}(\nu)}^{p} \leq \left( \sum_{i=1}^{2} \| f_i \|_{L^{p}(\nu)} \right)^{p} + \frac{1}{2} \sum_{i=1}^{2} \| f_i + h_i \|_{L^{p}(\nu)}^{p}. \]

(b) If $p \geq \frac{1}{2}$, then
\[ \left\| \sum_{i=1}^{2} f_i \right\|_{L^{p}(\nu)}^{p} \leq \left( \sum_{i=1}^{2} \| f_i \|_{L^{p}(\nu)} \right)^{p} + \frac{1}{2} \sum_{i=1}^{2} \left( \| f_i + h_i \|_{L^{p}(\nu)}^{p} - \| f_i \|_{L^{p}(\nu)}^{p} \right), \]

where
\[ h_i = \left| f_i^{p} - \frac{f_i^{p} \| g_i \|_{L^{p}(\nu)}}{\| f_i \|_{L^{p}(\nu)}} \right|^{\frac{1}{p}}, \quad g_i = (f_1 + f_2) - f_i, \quad i = 1, 2. \]

**Proof** In view of [2, Theorem 4.3], we have
\[ -\left( 1 + \left( \int F \, d\mu \right)^{\frac{1}{p}} \right)^{p} \leq -\int \left( 1 + F \frac{1}{p} \right)^{p} \, d\mu + \int \left( 1 + \left| F - \int F \, d\mu \right| \right)^{\frac{1}{p}} \, d\mu \] (20)
for $p > 0$ and
\[ -\left( 1 + \left( \int F \, d\mu \right)^{\frac{1}{p}} \right)^{p} + 1 \leq -\int \left( 1 + F \frac{1}{p} \right)^{p} \, d\mu + \int \left( 1 + \left| F - \int F \, d\mu \right| \right)^{\frac{1}{p}} \, d\mu \] (21)
for $p \geq \frac{1}{2}$.

By substituting $F = \frac{f_2^{p}}{f_1^{p}}$ and $d\mu = \frac{f_2^{p}}{f_1^{p}} \, dv$ in both of inequalities (20) and (21), we obtain that
\[ \| f_1 + f_2 \|_{L^{p}(\nu)}^{p} \leq \left( \| f_1 \|_{L^{p}(\nu)}^{p} + \| f_2 \|_{L^{p}(\nu)}^{p} \right) + \| f_1 + h_1 \|_{L^{p}(\nu)}^{p} \] (22)
for $p > 0$ and
\[ \| f_1 + f_2 \|_{L^{p}(\nu)}^{p} \leq \left( \sum_{i=1}^{2} \| f_i \|_{L^{p}(\nu)} \right)^{p} + \| f_1 + h_1 \|_{L^{p}(\nu)}^{p} - \| f_1 \|_{L^{p}(\nu)}^{p} \] (23)
for $p \geq \frac{1}{2}$, where
\[ h_1 = \left| f_2^{p} - \frac{f_2^{p} \| f_2 \|_{L^{p}(\nu)}}{\| f_1 \|_{L^{p}(\nu)}} \right|^{\frac{1}{p}}. \]

By interchanging the role of $f_1$ and $f_2$ in the above discussion, we have that
\[ \| f_1 + f_2 \|_{L^{p}(\nu)}^{p} \leq \left( \| f_1 \|_{L^{p}(\nu)}^{p} + \| f_2 \|_{L^{p}(\nu)}^{p} \right) + \| f_2 + h_2 \|_{L^{p}(\nu)}^{p} \] (24)
for $p > 0$ and

$$
\|f_1 + f_2\|_{L^p(\nu)}^p \leq \left( \sum_{i=1}^{2} \|f_i\|_{L^p(\nu)}^p \right)^p + \|f_2 + h_2\|_{L^p(\nu)}^p - \|f_2\|_{L^p(\nu)}^p
$$

(25)

for $p \geq \frac{1}{2}$, where

$$
h_2 = \left| f_1^p - \frac{f_2^p}{\|f_2\|_{L^p(\nu)}^p} \right|^{\frac{1}{p}}.
$$

Consequently, by taking the sum of inequalities (22) with (24) and (23) with (25), we get the results in (a) and (b). The proof is complete. □

Remark 5.5 The concept of superquadratic function was formally introduced in [2, 3] but this idea seems to be known even before (see e.g. [21] and the references therein).

Remark 5.6 The first important book in the area of inequalities was (the bible) [11], but after that more than 30 books or monographs in this area have been published.

Remark 5.7 Concerning Hardy-type inequalities in Sect. 4, the first result was proved in 1925 (see [10]). The dramatic history and prehistory up to 2007 is described in the book [15] (see also [20]). The corresponding history up to 2017 is given in detail in the book [16]. Our results in Sect. 4 are just one example of the fact that the development of the theory of this fascinating inequality still continues. For the development of classical inequalities in a continuous and/or Banach function space setting, we refer to [18] and the references given there, see also [5, 6], and [8].
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