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Abstract

The Youden Index is a summary measurement of the receiver operating characteristic (ROC) curve for the accuracy of a diagnostic test with ordinal or continuous endpoints. The bootstrap confidence interval based on the adjusted proportion estimate was shown to have satisfactory performance among the existing confidence intervals, including the parametric interval via the delta method. In this article, we propose two confidence intervals using the square-and-add limits based on the Wilson score method. We compare the two proposed intervals with the existing interval with extensive simulation studies. The new interval based on the empirical proportion estimate generally has better performance than that based on the adjusted proportion estimate. A real example from a clinical trial of prostate cancer is illustrated for the application of the new intervals.

Introduction

For a diagnostic test with ordinal or continuous endpoints, a receiver operating characteristic (ROC) curve has been widely used to measure the accuracy of the diagnostic test [1, 2]. The ROC curve is created by plotting the sensitivity vs 1 minus specificity for various cut points, and the x-axis of the ROC is 1–specificity. The cut point is used to determine the diagnostic results, e.g., positive or negative, diseased or healthy. The range of the cut point is generally from −∞ to +∞. It is of interest to find the optimal cut point to increase the accuracy of a diagnostic test [3].

The Youden Index (J) [4] is a well known measurement for the ROC curve to measure the clinical diagnostic ability of a test. It is defined as

\[ J = \max_c [\text{Sen}(c) + \text{Spe}(c) - 1], \]

where c is the cut point. Diagnostic tests with higher J values would be preferable. The Youden Index is an optimal trade-off between sensitivity and specificity with an equal weight being assigned to sensitivity and specificity. For given total sample sizes in the diseased group and the non-diseased group, the optimal cut point would lead the maximum number of subjects being correctly diagnosed. Although the theoretical range of the Youden Index is from -1 to 1, the practical range in use is often from 0 to 1 since negative values of the Youden Index do not
have meaningful interpretation in practice. \( J = 1 \) represents a prefect diagnostic test and \( J = 0 \) indicates that the diagnostic test is not effective to determine the disease status. The Youden Index has been applied in many statistical and medical applications [3, 1].

Fluss et al. [5] were among the first to introduce nonparametric confidence intervals for the Youden Index. Specifically, the empirical distributions are used to estimate the Youden Index and its associated confidence interval. The coverage probability of the bootstrap based confidence intervals is generally less than the nominal level [3]. Later, Schisterman and Perkins [3] used the delta method [6] to improve the coverage probability of the confidence interval when the underlying distributions are normal or gamma. This parametric approach works well as compared to three bootstrap confidence intervals: the bootstrap percentile interval, the bias corrected and accelerated interval, and the asymptotic bootstrap interval based on bootstrap mean and variance. Very recently, Zhou and Qin [7] proposed two bootstrap intervals based on the adjusted estimate for a binomial proportion by Agresti and Coull [8] (referred to as the AC estimate). They showed that the bootstrap confidence intervals are comparable to the parametric interval via the delta method when the underlying distributions are correctly specified, and have better performance when the the distributions are misspecified. Among the two proposed intervals, the one based on the bootstrap mean and variance has better performance than the bootstrap percentile interval.

The variance of the estimated Youden Index is estimated by parametric or nonparametric approaches in the existing methods for the confidence interval of the Youden Index. An alternative would be that one treats the parameter in the variance as an unknown quantity, and the confidence interval is then obtained by solving an equality. This method, called the variance profile method, is also known as the Wilson score method [9, 10, 11, 12]. In this article, we utilize the Wilson score method to construct the confidence interval of the Youden Index. The Youden Index can be rewritten as the difference between two independent proportions when the optimal cut point is determined. For each proportion, the Wilson score method will be used to compute the confidence interval of the proportion. The confidence interval of the Youden Index is then constructed by the square-and-add method [13]. The binomial proportion can be estimated by the empirical estimate or the adjusted estimate for the proportion. Therefore, we propose two new confidence intervals using the square-and-add limits based on the Wilson score method. Extensive Monte Carlo simulation studies are conducted for comparing the proposed intervals with the existing intervals.

The rest of this article is organized as follows. In Section 2, we briefly review the bootstrap confidence interval based on the adjusted proportion estimate (the AC estimate), and propose two new confidence intervals using the square-and-add limits based on the Wilson score method. We then conduct Monte Carlo simulation studies to compare the new and existing confidence intervals with regard to coverage probability and width in Section 3. An example from a clinical study on prostate cancer is illustrated to show the usage of the proposed confidence intervals at the end of Section 3. Section 4 is given to remarks.

## Confidence intervals

Suppose \( X \) and \( Y \) are diagnostic results for the patients from the non-diseased group and the diseased group, respectively. It is reasonable to assume the independence between \( X \) and \( Y \). For a given cut point \( c \), sensitivity and specificity of a diagnostic test are defined as

\[
Sen(c) = P(Y \geq c) \quad \text{and} \quad Spe(c) = P(X \leq c).
\]
The Youden Index [4] is expressed as
\[ J = \max_c [Sen(c) + Spe(c) - 1] = \max_c [P(X \leq c) - P(Y < c)]. \]

The \( J \) is a measurement to assess the sensitivity and specificity simultaneously, and it is obtained by plugging in the optimal cut point \( c^* \) such that it maximizes the quantity \( P(X \leq c) - P(Y < c) \).

Let \( X_1, X_2, \ldots, X_m \) and \( Y_1, Y_2, \ldots, Y_n \) be the observations from the non-diseased group and diseased group, respectively. The Youden Index can be estimated as
\[ \hat{J} = \max_c \left[ \frac{\sum_{i=1}^{m} I(X_i \leq c)}{m} - \frac{\sum_{j=1}^{n} I(Y_j < c)}{n} \right] \]
where \( I(D) \) is an indicator function, with \( I(D) = 1 \) if \( D \) is true, 0 otherwise. In this article, we focus on the construction of two-sided confidence intervals for the Youden Index \( \hat{J} \).

### 2.1 Bootstrap confidence interval

Zhou and Qin [7] proposed a bootstrap confidence interval for the Youden Index based on the AC estimate [8] for a binomial proportion. The Youden Index is estimated as
\[ \hat{J}_{AC} = \max_c \left[ \frac{\sum_{i=1}^{m} I(X_i \leq c)}{m + \frac{1}{2} Z_{1-\alpha/2}^2} - \frac{\sum_{j=1}^{n} I(Y_j < c)}{n + \frac{1}{2} Z_{1-\alpha/2}^2} \right], \tag{2} \]
where \( Z_{1-\alpha/2} \) is the \( 1-\alpha/2 \) percentile of a standard normal distribution. The quantities \( \frac{1}{2} Z_{1-\alpha/2}^2 \) and \( \frac{1}{2} Z_{1-\alpha/2}^2 \) are added in the numerator and denominator as compared to the estimate of \( \hat{J} \) in Eq (1). When \( \alpha = 0.05 \), \( Z_{1-\alpha/2} \) is close to 2. This may be viewed as adding two successes and two failures in the study.

We denote the samples for the non-diseased group and the diseased group with \( x = (x_1, x_2, \ldots, x_m) \) and \( y = (y_1, y_2, \ldots, y_n) \), respectively. The bootstrap samples from each group are obtained to calculate the Youden Index estimate, \( \hat{J}_{AC} \). Let the bootstrap samples be \( x^* \) and \( y^* \), where \( x^* \) are \( m \) samples from \( x \) and \( y^* \) are \( n \) samples from \( y \) with replacement. The Youden Index estimate, \( \hat{J}_{AC}^* \), can be computed from the Eq (2) using the bootstrap samples \( x^* \) and \( y^* \). This resampling procedure is repeated \( B \) times to generate \( B \) Youden Index estimates, \( \hat{J}_{AC1}^*, \hat{J}_{AC2}^*, \ldots, \hat{J}_{ACB}^* \). The bootstrap mean and variance estimates of the Youden Index are calculated as
\[ \bar{\hat{J}}_{AC} = \frac{\sum_{k=1}^{B} \hat{J}_{AC}^*}{B}, \]
\[ \hat{\text{Var}}(\hat{J}_{AC}^*) = \frac{1}{B-1} \sum_{k=1}^{B} (\hat{J}_{AC}^* - \bar{\hat{J}}_{AC})^2. \]

The corresponding Bootstrap confidence interval using the AC estimate (referred to as the BAC confidence interval) is
\[ (\bar{\hat{J}}_{AC} - z_{1-\alpha/2} \sqrt{\hat{\text{Var}}(\hat{J}_{AC}^*)}, \bar{\hat{J}}_{AC} + z_{1-\alpha/2} \sqrt{\hat{\text{Var}}(\hat{J}_{AC}^*)}). \tag{3} \]

The BAC confidence interval is based on the AC estimate for the Youden Index. This
confidence interval can be obtained by invoking the central limit theorem. The Youden Index can also be estimated for Eq (1) with an empirical estimate. The confidence interval construction would be similar to that based on the AC estimate, and the only difference is the estimate of the Youden Index from each resampling step. This confidence interval based on \( \hat{J} \) was studied by Schisterman and Perkins [3]. They showed that this bootstrap confidence interval is not as good as the intervals based on parametric approaches with regard to the coverage probability and width.

Later, Zhou and Qin [7] compared the bootstrap confidence interval based on the AC estimate for the Youden Index with the parametric confidence interval via the delta method [3]. In addition to the bootstrap confidence interval based on the AC estimate, Zhou and Qin [7] also considered the percentile bootstrap confidence interval based on the AC estimate for the Youden Index. They concluded the two bootstrap confidence intervals based on the AC estimate for the Youden Index are comparable to the parametric intervals when the distribution assumptions are met, and outperform the parametric intervals when the distributions are misspecified. The BAC interval is generally better than the percentile bootstrap interval. For this reason, the BAC interval is chosen for comparison in this article.

2.2 Two new confidence intervals

The existing confidence intervals are Wald-type confidence intervals. The variance is estimated by different methods, such as the delta method and the bootstrap method. Based on the existing literature, the coverage property is generally not satisfactory. In addition, only medium to large sample sizes are considered in existing literature.

We consider the square-and-add limits based on the Wilson score method [9], to construct the confidence interval for the Youden Index. When the optimal cut point, \( c^* \), is determined, the Youden Index, \( J \), can be expressed as the difference between two independent proportions

\[
J = P(X \leq c^*) - P(Y < c^*).
\]

For simplicity, let \( \hat{p}_1 = P(X \leq c^*) \) and \( \hat{p}_2 = P(Y < c^*) \). The Wilson confidence intervals for \( \hat{p}_1 \), \((l_1, u_1)\), are the roots of the following equality

\[
(p_1 - \hat{p}_1)^2 = \frac{\hat{p}_1(1 - \hat{p}_1)}{m} z_{1-\alpha/2}^2.
\]

It is easy to show that

\[
l_1 = \frac{1}{1 + z_{1-\alpha/2}^2/m} \left[ \hat{p}_1 + \frac{z_{1-\alpha/2}^2}{2m} - z_{1-\alpha/2} \sqrt{\hat{p}_1(1 - \hat{p}_1) + \frac{z_{1-\alpha/2}^2}{4m^2}} \right],
\]

and

\[
u_1 = \frac{1}{1 + z_{1-\alpha/2}^2/m} \left[ \hat{p}_1 + \frac{z_{1-\alpha/2}^2}{2m} + z_{1-\alpha/2} \sqrt{\hat{p}_1(1 - \hat{p}_1) + \frac{z_{1-\alpha/2}^2}{4m^2}} \right].
\]

Similarly, \((l_2, u_2)\), the Wilson confidence intervals for \( \hat{p}_2 \), are the roots of

\[
(p_2 - \hat{p}_2)^2 = \frac{\hat{p}_2(1 - \hat{p}_2)}{n} z_{1-\alpha/2}^2.
\]
It follows that

\[ I_2 = \frac{1}{1 + z_{1-x/2}^2/n} \left[ \hat{p}_2 + \frac{z_{1-x/2}^2}{2n} - z_{1-x/2} \sqrt{\frac{\hat{p}_2 (1 - \hat{p}_2)}{n}} + \frac{z_{1-x/2}^2}{4n^2} \right], \]

and

\[ u_2 = \frac{1}{1 + z_{1-x/2}^2/n} \left[ \hat{p}_2 + \frac{z_{1-x/2}^2}{2n} + z_{1-x/2} \sqrt{\frac{\hat{p}_2 (1 - \hat{p}_2)}{n}} + \frac{z_{1-x/2}^2}{4n^2} \right]. \]

The confidence interval of \( J \) is calculated as [13]

\[ (I_2, I_U) = (\hat{J} - A, \hat{J} + B), \]

where

\[ A = z_{1-x/2} \sqrt{\frac{I_2 (1 - I_2)}{m} + u_2 (1 - u_2)}, \]

\[ B = z_{1-x/2} \sqrt{\frac{u_2 (1 - u_2)}{m} + I_2 (1 - I_2)}. \]

The estimates \( \hat{p}_1 \) and \( \hat{p}_2 \) can be obtained by Eqs (1) and (2). Different estimates of \( \hat{p}_1 \) and \( \hat{p}_2 \) would lead to different confidence intervals for \( p_1 \) and \( p_2 \), and further affect the final confidence interval estimates of the Youden Index. We refer to the confidence intervals using Eq (1) as the NP method, and Eq (2) as the NPAC method.

Unlike the Wald-type confidence interval, the parameter in the variance is considered as an unknown parameter in the Wilson score method. The Wilson confidence intervals are then obtained by finding the roots of two equations. This method may be able to improve the coverage probability of the confidence interval [14, 15]. This method has been successfully applied in many important statistical research areas [15, 11].

**Simulation study**

We compare the performance of the bootstrap BAC interval, the NP interval, and the NPAC interval with regards to the coverage probability and width by using extensive Monte Carlo simulations. The nominal level of coverage is set as 95% \((\alpha = 0.05)\). Sixteen sample size combinations are considered: \((m, n) = (20, 20), (20, 40), (20, 60), (40, 20), (40, 40), (40, 80), (60, 30), (60, 60), (60, 90), (80, 60), (80, 80), \) and \((80, 120)\). We simulate 5000 samples from the non-diseased population and the diseased population. For each sample, \( B = 500 \) bootstrap samples are generated to calculate the bootstrap mean and variance in the BAC method. The proposed NP and NPAC intervals do not require bootstrap sampling, therefore, they are computationally easy as compared to the BAC interval.

We first compare the three methods with the same type of underlying distributions for the non-diseased group and the diseased group. The normal distribution is the most commonly used distribution in data analysis. The non-diseased group is assumed to follow a standard normal distribution, and the diseased group follows a normal distribution with parameters \( N(\mu_d, \sigma_d^2) \), where \( \sigma_d^2 = 0.5, 1, 3, \) and \( 5 \). For each given variance \( \sigma_d^2 \) in the diseased group, the associated \( \mu_d \) values are computed in order to attain the pre-defined Youden Index values \( J = 0.4, 0.6, 0.8, \) and \( 0.9 \). There are a total of 16 combinations for the parameter settings.
considered in this comparison, and the detailed values of each parameter setting can be found in the first column of Table 1. Plots for density functions of the non-diseased group and the diseased group under these 16 parameter combinations, are presented in Fig 1. It can be seen that, for a given standard deviation, the overlapping area between the two distributions decreases as the difference in location between these two groups increases.

Tables 1–4 present the average coverage probabilities and average widths for the three methods when \( m = 20, 40, 60, \) and 80, respectively. The coverage probability is defined as the proportion of time that the computed confidence interval contains the pre-defined Youden Index value. Given the parameter setting and sample size in the non-diseased group, the average width decreases as the sample size increases in the diseased group for each method. The coverage probability for the BAC interval is often less than the nominal level. The coverage probability for the BAC interval performs very poorly when the sample sizes are small and the pre-defined \( J \) is large. The two newly proposed methods, the NP method and the NPAC method, generally have better coverage than the BAC method. The NPAC method does not perform as good as the NP method when the pre-defined \( J \) is large, such as 0.9. In such cases, the coverage probability based on the NPAC method could be as low as 57.3%. The NPAC method could have higher coverage probability than the NP method when \( J \) is small, but the width of the interval would be much longer for the NPAC method. The NP method has satisfactory performance as compared to the other two methods.

The three methods are also compared under gamma distributions, \( \Gamma(\kappa, \theta) \), with the probability density function

\[
\Gamma(x; \kappa, \theta) = \frac{\theta^\kappa}{\Gamma(\kappa)} x^{\kappa-1} e^{-\theta x}.
\]

The expectation of the gamma distribution is \( \kappa/\theta \). The non-diseased group follows a gamma distribution with parameters \( \kappa_X = 1.5 \) and \( \theta_X = 1 \), and the diseased group with \( \kappa_Y = (1.5, 2, 2.5, 3) \) and \( \theta_Y \), where \( \theta_Y \) is calculated in order to achieve the Youden Index \( J = 0.4, 0.6, 0.8, \) and 0.9, for each \( \kappa_Y \). 16 total parameter settings are given in the first column of Table 5. Tables 5–8 show the coverage probabilities and average widths under the gamma distributions for \( m = 20, 40, 60, \) and 80, respectively. We observe similar results in normal distributions.

It is totally possible that the two groups do not follow the same type of distribution. For this reason, the three methods are compared with different distributions for the non-diseased group and the diseased group. The first case is that the non-diseased group follows a \( t \) distribution with \( df = 5 \), and the diseased group follows a normal distribution, \( N(\mu_Y, \sigma_Y^2) \), with \( \sigma_Y = 1 \). The mean values \( \mu_Y \) in the diseased group are calculated as \( 1.08, 1.75, 2.74, \) and 3.62 in order to attain \( J = 0.4, 0.6, 0.8, \) and 0.9, respectively. The coverage probabilities and average widths with various sample sizes are presented in Table 9. The coverage probabilities of the BAC method are much smaller than the nominal level for small \( J \), such as 0.4, even with medium to large sample sizes. The NPAC method is very conservative for small \( J \), and the average widths are longer than the other two methods in such cases. In addition, the NPAC generally has shorter coverage when \( J \) is large, e.g., 0.9. Overall, the NP method is robust to the \( J \) values and it has much better overall coverage property than the other two methods.

We consider the case that the non-diseased group follows a normal distribution with \( \mu_X = 1 \) and \( \sigma_X^2 = 1 \), and the diseased group follows a gamma distribution with \( \kappa_Y = 2 \), and \( \theta_Y = 0.749, 0.481, 0.259, \) and 0.153. The \( \theta_Y \) values are chosen to achieve \( J = 0.4, 0.6, 0.8, \) and 0.9, respectively. The results are shown in Table 10. The findings are similar to the previous case. Once again, the NP method is preferable due to the satisfactory coverage property.
Table 1. Normal distributions: coverage probabilities and average widths when $m = 20$ in the non-diseased group at the 95% nominal level.

| Parameter setting $(\mu_d, \sigma_d^2, J)$ | n  | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|-----------------------------------------|----|----------------------|---------------------|----------------------|
| (0.8484, 0.5, 0.4)                     | 20 | 0.898 (0.370)        | 0.933 (0.481)       | 0.994 (0.512)        |
|                                        | 40 | 0.875 (0.348)        | 0.938 (0.432)       | 0.988 (0.451)        |
|                                        | 60 | 0.863 (0.339)        | 0.927 (0.414)       | 0.985 (0.430)        |
| (1.4071, 0.5, 0.6)                     | 20 | 0.929 (0.318)        | 0.971 (0.432)       | 0.984 (0.478)        |
|                                        | 40 | 0.918 (0.303)        | 0.960 (0.387)       | 0.990 (0.418)        |
|                                        | 60 | 0.904 (0.293)        | 0.948 (0.369)       | 0.990 (0.397)        |
| (2.1682, 0.5, 0.8)                     | 20 | 0.877 (0.212)        | 0.997 (0.348)       | 0.852 (0.424)        |
|                                        | 40 | 0.916 (0.206)        | 0.982 (0.306)       | 0.935 (0.362)        |
|                                        | 60 | 0.921 (0.203)        | 0.977 (0.292)       | 0.944 (0.343)        |
| (2.7927, 0.5, 0.9)                     | 20 | 0.000 (0.118)        | 0.996 (0.289)       | 0.650 (0.390)        |
|                                        | 40 | 0.238 (0.121)        | 0.992 (0.247)       | 0.750 (0.326)        |
|                                        | 60 | 0.631 (0.120)        | 0.994 (0.234)       | 0.794 (0.306)        |
| (1.0489, 1, 0.4)                       | 20 | 0.877 (0.369)        | 0.915 (0.483)       | 0.993 (0.513)        |
|                                        | 40 | 0.870 (0.338)        | 0.942 (0.428)       | 0.989 (0.450)        |
|                                        | 60 | 0.854 (0.323)        | 0.931 (0.405)       | 0.985 (0.425)        |
| (1.6833, 1, 0.6)                       | 20 | 0.929 (0.316)        | 0.971 (0.432)       | 0.989 (0.478)        |
|                                        | 40 | 0.918 (0.291)        | 0.960 (0.381)       | 0.991 (0.415)        |
|                                        | 60 | 0.902 (0.280)        | 0.947 (0.360)       | 0.986 (0.392)        |
| (2.5632, 1, 0.8)                       | 20 | 0.893 (0.211)        | 0.997 (0.347)       | 0.867 (0.424)        |
|                                        | 40 | 0.927 (0.200)        | 0.985 (0.302)       | 0.935 (0.360)        |
|                                        | 60 | 0.926 (0.191)        | 0.982 (0.284)       | 0.932 (0.338)        |
| (3.2898, 1, 0.9)                       | 20 | 0.000 (0.116)        | 0.996 (0.288)       | 0.659 (0.390)        |
|                                        | 40 | 0.175 (0.117)        | 0.995 (0.245)       | 0.723 (0.324)        |
|                                        | 60 | 0.590 (0.114)        | 0.994 (0.230)       | 0.782 (0.304)        |
| (1.254, 3, 0.4)                        | 20 | 0.912 (0.370)        | 0.942 (0.481)       | 0.994 (0.511)        |
|                                        | 40 | 0.906 (0.322)        | 0.951 (0.412)       | 0.988 (0.439)        |
|                                        | 60 | 0.906 (0.297)        | 0.955 (0.380)       | 0.988 (0.408)        |
| (2.1843, 3, 0.6)                       | 20 | 0.936 (0.321)        | 0.975 (0.434)       | 0.982 (0.480)        |
|                                        | 40 | 0.932 (0.281)        | 0.968 (0.372)       | 0.978 (0.409)        |
|                                        | 60 | 0.932 (0.259)        | 0.965 (0.343)       | 0.981 (0.380)        |
| (3.4247, 3, 0.8)                       | 20 | 0.880 (0.219)        | 0.996 (0.351)       | 0.849 (0.426)        |
|                                        | 40 | 0.915 (0.194)        | 0.988 (0.297)       | 0.908 (0.356)        |
|                                        | 60 | 0.932 (0.180)        | 0.989 (0.277)       | 0.912 (0.332)        |
| (4.434, 3, 0.9)                        | 20 | 0.000 (0.124)        | 0.995 (0.291)       | 0.633 (0.392)        |
|                                        | 40 | 0.076 (0.117)        | 0.994 (0.243)       | 0.643 (0.233)        |
|                                        | 60 | 0.432 (0.112)        | 0.994 (0.229)       | 0.697 (0.302)        |
| (1.2815, 5, 0.4)                       | 20 | 0.930 (0.369)        | 0.957 (0.478)       | 0.996 (0.509)        |
|                                        | 40 | 0.934 (0.313)        | 0.963 (0.402)       | 0.988 (0.431)        |
|                                        | 60 | 0.929 (0.283)        | 0.964 (0.366)       | 0.986 (0.398)        |
| (2.4493, 5, 0.6)                       | 20 | 0.939 (0.325)        | 0.977 (0.436)       | 0.976 (0.480)        |
|                                        | 40 | 0.940 (0.277)        | 0.972 (0.367)       | 0.978 (0.405)        |
|                                        | 60 | 0.943 (0.251)        | 0.975 (0.337)       | 0.971 (0.376)        |
| (3.9625, 5, 0.8)                       | 20 | 0.863 (0.222)        | 0.995 (0.352)       | 0.842 (0.426)        |
|                                        | 40 | 0.910 (0.195)        | 0.991 (0.297)       | 0.902 (0.356)        |
|                                        | 60 | 0.915 (0.177)        | 0.991 (0.275)       | 0.888 (0.331)        |
| (5.1777, 5, 0.9)                       | 20 | 0.000 (0.127)        | 0.994 (0.292)       | 0.627 (0.392)        |
|                                        | 40 | 0.048 (0.123)        | 0.994 (0.246)       | 0.573 (0.324)        |
|                                        | 60 | 0.363 (0.112)        | 0.994 (0.228)       | 0.665 (0.301)        |
The existing methods for confidence intervals all rely on the accuracy of the Youden Index estimate and its variance estimate. The variance can be estimated either from the data or bootstrap samples. The variance of Youden Index estimate is a function of the Youden Index estimate. Therefore, the accuracy of the variance estimate would be significantly affected by the estimate for Youden Index. It has been observed from studies by other researchers [7] that the coverage property is often not satisfied. The Wilson score method is an approach to improve the coverage probability by considering the parameter in the variance as an unknown parameter. The confidence interval from the Wilson score method has to be solved from an inequality. This method has been shown to improve the coverage probability in many statistical problems [15, 11].

3.1 An example

We consider an example from a prostate cancer study [16] to compare the three methods for constructing the confidence interval of the Youden Index. It is very important in clinical
Table 2. Normal distributions: coverage probabilities and average widths when $m = 40$ in the non-diseased group at the 95% nominal level.

| Parameter setting $(\mu_0, \sigma_0^2, J)$ | n  | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|----------------------------------------|----|---------------------|---------------------|-----------------------|
| (0.8484, 0.5, 0.4)                    | 20 | 0.890 (0.328)       | 0.944 (0.419)       | 0.991 (0.444)         |
|                                        | 40 | 0.873 (0.301)       | 0.932 (0.357)       | 0.983 (0.369)         |
|                                        | 80 | 0.865 (0.279)       | 0.928 (0.322)       | 0.973 (0.328)         |
| (1.4071, 0.5, 0.6)                    | 20 | 0.926 (0.283)       | 0.963 (0.374)       | 0.982 (0.410)         |
|                                        | 40 | 0.915 (0.264)       | 0.947 (0.318)       | 0.980 (0.337)         |
|                                        | 80 | 0.914 (0.246)       | 0.949 (0.287)       | 0.986 (0.299)         |
| (2.1682, 0.5, 0.8)                    | 20 | 0.924 (0.196)       | 0.987 (0.299)       | 0.918 (0.358)         |
|                                        | 40 | 0.942 (0.188)       | 0.960 (0.247)       | 0.952 (0.282)         |
|                                        | 80 | 0.943 (0.175)       | 0.972 (0.219)       | 0.961 (0.244)         |
| (2.7927, 0.5, 0.9)                    | 20 | 0.110 (0.117)       | 0.995 (0.244)       | 0.661 (0.324)         |
|                                        | 40 | 0.840 (0.120)       | 0.994 (0.193)       | 0.850 (0.244)         |
|                                        | 80 | 0.919 (0.115)       | 0.977 (0.168)       | 0.871 (0.206)         |
| (1.0489, 1, 0.4)                      | 20 | 0.870 (0.339)       | 0.942 (0.429)       | 0.989 (0.450)         |
|                                        | 40 | 0.861 (0.303)       | 0.929 (0.361)       | 0.980 (0.373)         |
|                                        | 80 | 0.864 (0.272)       | 0.936 (0.318)       | 0.976 (0.326)         |
| (1.6833, 1, 0.6)                      | 20 | 0.912 (0.292)       | 0.960 (0.381)       | 0.987 (0.415)         |
|                                        | 40 | 0.912 (0.264)       | 0.950 (0.319)       | 0.984 (0.338)         |
|                                        | 80 | 0.909 (0.237)       | 0.944 (0.280)       | 0.984 (0.294)         |
| (2.5632, 1, 0.8)                      | 20 | 0.923 (0.199)       | 0.984 (0.302)       | 0.932 (0.360)         |
|                                        | 40 | 0.943 (0.187)       | 0.961 (0.246)       | 0.958 (0.282)         |
|                                        | 80 | 0.937 (0.169)       | 0.970 (0.215)       | 0.954 (0.241)         |
| (3.2898, 1, 0.9)                      | 20 | 0.158 (0.118)       | 0.993 (0.245)       | 0.711 (0.325)         |
|                                        | 40 | 0.840 (0.118)       | 0.996 (0.192)       | 0.855 (0.243)         |
|                                        | 80 | 0.921 (0.110)       | 0.985 (0.165)       | 0.864 (0.204)         |
| (1.254, 3, 0.4)                       | 20 | 0.879 (0.352)       | 0.937 (0.431)       | 0.989 (0.450)         |
|                                        | 40 | 0.900 (0.299)       | 0.943 (0.355)       | 0.984 (0.367)         |
|                                        | 80 | 0.900 (0.252)       | 0.945 (0.297)       | 0.977 (0.309)         |
| (2.1843, 3, 0.6)                      | 20 | 0.917 (0.308)       | 0.958 (0.390)       | 0.986 (0.420)         |
|                                        | 40 | 0.921 (0.264)       | 0.954 (0.318)       | 0.979 (0.337)         |
|                                        | 80 | 0.924 (0.224)       | 0.951 (0.268)       | 0.979 (0.284)         |
| (3.4247, 3, 0.8)                      | 20 | 0.916 (0.212)       | 0.976 (0.308)       | 0.939 (0.364)         |
|                                        | 40 | 0.948 (0.189)       | 0.963 (0.248)       | 0.956 (0.283)         |
|                                        | 80 | 0.945 (0.161)       | 0.976 (0.208)       | 0.945 (0.236)         |
| (4.434, 3, 0.9)                       | 20 | 0.285 (0.125)       | 0.994 (0.248)       | 0.764 (0.327)         |
|                                        | 40 | 0.847 (0.122)       | 0.995 (0.193)       | 0.845 (0.244)         |
|                                        | 80 | 0.903 (0.107)       | 0.986 (0.162)       | 0.842 (0.202)         |
| (1.2815, 5, 0.4)                      | 20 | 0.899 (0.356)       | 0.941 (0.429)       | 0.992 (0.447)         |
|                                        | 40 | 0.910 (0.296)       | 0.945 (0.349)       | 0.986 (0.362)         |
|                                        | 80 | 0.920 (0.242)       | 0.954 (0.285)       | 0.982 (0.299)         |
| (2.4493, 5, 0.6)                      | 20 | 0.922 (0.317)       | 0.958 (0.393)       | 0.984 (0.422)         |
|                                        | 40 | 0.938 (0.265)       | 0.960 (0.317)       | 0.976 (0.336)         |
|                                        | 80 | 0.931 (0.218)       | 0.957 (0.261)       | 0.974 (0.279)         |
| (3.9625, 5, 0.8)                      | 20 | 0.919 (0.221)       | 0.980 (0.313)       | 0.935 (0.367)         |
|                                        | 40 | 0.939 (0.192)       | 0.964 (0.249)       | 0.945 (0.284)         |
|                                        | 80 | 0.947 (0.159)       | 0.979 (0.207)       | 0.936 (0.235)         |
| (5.1777, 5, 0.9)                      | 20 | 0.347 (0.131)       | 0.990 (0.251)       | 0.777 (0.329)         |
|                                        | 40 | 0.826 (0.125)       | 0.992 (0.195)       | 0.832 (0.245)         |
|                                        | 80 | 0.896 (0.107)       | 0.990 (0.162)       | 0.828 (0.201)         |

doi:10.1371/journal.pone.0127272.t002
Table 3. Normal distributions: coverage probabilities and average widths when \( m = 60 \) in the non-diseased group at the 95% nominal level.

| Parameter setting \((\mu, \sigma^2, J)\) | n  | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|--------------------------------------|----|---------------------|---------------------|-----------------------|
| (0.8484, 0.5, 0.4)                  | 30 | 0.869 (0.288)       | 0.932 (0.349)       | 0.979 (0.364)         |
|                                      | 60 | 0.873 (0.260)       | 0.932 (0.298)       | 0.977 (0.305)         |
|                                      | 90 | 0.876 (0.247)       | 0.929 (0.279)       | 0.969 (0.283)         |
| (1.4071, 0.5, 0.6)                  | 30 | 0.914 (0.252)       | 0.952 (0.311)       | 0.982 (0.333)         |
|                                      | 60 | 0.911 (0.229)       | 0.941 (0.265)       | 0.980 (0.276)         |
|                                      | 90 | 0.912 (0.218)       | 0.940 (0.247)       | 0.977 (0.255)         |
| (2.1682, 0.5, 0.8)                  | 30 | 0.939 (0.178)       | 0.980 (0.244)       | 0.940 (0.282)         |
|                                      | 60 | 0.937 (0.165)       | 0.965 (0.202)       | 0.966 (0.224)         |
|                                      | 90 | 0.936 (0.158)       | 0.957 (0.188)       | 0.960 (0.205)         |
| (2.7927, 0.5, 0.9)                  | 30 | 0.835 (0.114)       | 0.993 (0.192)       | 0.829 (0.246)         |
|                                      | 60 | 0.939 (0.111)       | 0.991 (0.154)       | 0.843 (0.186)         |
|                                      | 90 | 0.936 (0.106)       | 0.972 (0.141)       | 0.905 (0.167)         |
| (1.0489, 1, 0.4)                    | 30 | 0.856 (0.300)       | 0.933 (0.361)       | 0.982 (0.372)         |
|                                      | 60 | 0.855 (0.262)       | 0.928 (0.302)       | 0.974 (0.308)         |
|                                      | 90 | 0.864 (0.244)       | 0.928 (0.279)       | 0.962 (0.283)         |
| (1.6833, 1, 0.6)                    | 30 | 0.906 (0.261)       | 0.954 (0.319)       | 0.984 (0.339)         |
|                                      | 60 | 0.910 (0.229)       | 0.940 (0.266)       | 0.976 (0.277)         |
|                                      | 90 | 0.899 (0.214)       | 0.939 (0.244)       | 0.982 (0.253)         |
| (2.5632, 1, 0.8)                    | 30 | 0.935 (0.183)       | 0.971 (0.247)       | 0.949 (0.284)         |
|                                      | 60 | 0.941 (0.164)       | 0.967 (0.202)       | 0.964 (0.224)         |
|                                      | 90 | 0.941 (0.154)       | 0.960 (0.185)       | 0.966 (0.203)         |
| (3.2898, 1, 0.9)                    | 30 | 0.845 (0.116)       | 0.993 (0.194)       | 0.847 (0.247)         |
|                                      | 60 | 0.937 (0.110)       | 0.985 (0.153)       | 0.837 (0.186)         |
|                                      | 90 | 0.942 (0.102)       | 0.976 (0.138)       | 0.914 (0.165)         |
| (1.254, 3, 0.4)                     | 30 | 0.879 (0.311)       | 0.930 (0.364)       | 0.978 (0.373)         |
|                                      | 60 | 0.898 (0.257)       | 0.940 (0.295)       | 0.982 (0.302)         |
|                                      | 90 | 0.897 (0.231)       | 0.939 (0.262)       | 0.972 (0.269)         |
| (2.1843, 3, 0.6)                    | 30 | 0.911 (0.275)       | 0.954 (0.327)       | 0.984 (0.344)         |
|                                      | 60 | 0.923 (0.229)       | 0.947 (0.264)       | 0.980 (0.275)         |
|                                      | 90 | 0.917 (0.205)       | 0.947 (0.235)       | 0.976 (0.246)         |
| (3.4247, 3, 0.8)                    | 30 | 0.933 (0.196)       | 0.972 (0.255)       | 0.946 (0.290)         |
|                                      | 60 | 0.943 (0.166)       | 0.972 (0.203)       | 0.965 (0.224)         |
|                                      | 90 | 0.945 (0.150)       | 0.961 (0.181)       | 0.963 (0.199)         |
| (4.434, 3, 0.9)                     | 30 | 0.847 (0.123)       | 0.992 (0.198)       | 0.851 (0.250)         |
|                                      | 60 | 0.929 (0.112)       | 0.985 (0.154)       | 0.826 (0.187)         |
|                                      | 90 | 0.940 (0.102)       | 0.984 (0.137)       | 0.898 (0.164)         |
| (1.2815, 5, 0.4)                    | 30 | 0.906 (0.313)       | 0.940 (0.361)       | 0.981 (0.370)         |
|                                      | 60 | 0.919 (0.253)       | 0.946 (0.288)       | 0.979 (0.296)         |
|                                      | 90 | 0.912 (0.223)       | 0.942 (0.252)       | 0.979 (0.261)         |
| (2.4493, 5, 0.6)                    | 30 | 0.930 (0.282)       | 0.961 (0.330)       | 0.984 (0.346)         |
|                                      | 60 | 0.929 (0.229)       | 0.948 (0.263)       | 0.976 (0.274)         |
|                                      | 90 | 0.928 (0.202)       | 0.951 (0.231)       | 0.975 (0.242)         |
| (3.9625, 5, 0.8)                    | 30 | 0.937 (0.202)       | 0.975 (0.258)       | 0.948 (0.292)         |
|                                      | 60 | 0.945 (0.168)       | 0.968 (0.203)       | 0.959 (0.224)         |
|                                      | 90 | 0.951 (0.149)       | 0.964 (0.180)       | 0.957 (0.198)         |
| (5.1777, 5, 0.9)                    | 30 | 0.842 (0.130)       | 0.991 (0.201)       | 0.841 (0.252)         |
|                                      | 60 | 0.931 (0.114)       | 0.990 (0.155)       | 0.822 (0.187)         |
|                                      | 90 | 0.933 (0.102)       | 0.983 (0.138)       | 0.886 (0.164)         |
Table 4. Normal distributions: coverage probabilities and average widths when $m = 80$ in the non-diseased group at the 95% nominal level.

| Parameter setting $(\mu_d, \sigma_d^2, \phi)$ | n  | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|-----------------------------------------------|----|----------------------|---------------------|-----------------------|
| $(0.8484, 0.5, 0.4)$                          | 60 | 0.880 (0.243)        | 0.929 (0.277)       | 0.968 (0.283)         |
|                                               | 80 | 0.880 (0.233)        | 0.931 (0.261)       | 0.969 (0.265)         |
|                                               | 120| 0.880 (0.220)        | 0.933 (0.245)       | 0.964 (0.247)         |
| $(1.4071, 0.5, 0.6)$                          | 60 | 0.920 (0.214)        | 0.949 (0.246)       | 0.978 (0.256)         |
|                                               | 80 | 0.919 (0.206)        | 0.954 (0.232)       | 0.981 (0.239)         |
|                                               | 120| 0.899 (0.195)        | 0.932 (0.217)       | 0.974 (0.222)         |
| $(2.1682, 0.5, 0.8)$                          | 60 | 0.947 (0.155)        | 0.964 (0.187)       | 0.964 (0.206)         |
|                                               | 80 | 0.937 (0.150)        | 0.959 (0.176)       | 0.972 (0.191)         |
|                                               | 120| 0.940 (0.142)        | 0.956 (0.164)       | 0.966 (0.175)         |
| $(2.7927, 0.5, 0.9)$                          | 60 | 0.941 (0.104)        | 0.978 (0.142)       | 0.893 (0.170)         |
|                                               | 80 | 0.951 (0.102)        | 0.985 (0.132)       | 0.900 (0.155)         |
|                                               | 120| 0.939 (0.097)        | 0.968 (0.122)       | 0.926 (0.140)         |
| $(1.0489, 1, 0.4)$                            | 60 | 0.861 (0.249)        | 0.920 (0.285)       | 0.966 (0.289)         |
|                                               | 80 | 0.866 (0.235)        | 0.928 (0.266)       | 0.966 (0.269)         |
|                                               | 120| 0.865 (0.218)        | 0.923 (0.244)       | 0.960 (0.247)         |
| $(1.6833, 1, 0.6)$                            | 60 | 0.898 (0.218)        | 0.936 (0.250)       | 0.981 (0.259)         |
|                                               | 80 | 0.903 (0.206)        | 0.943 (0.233)       | 0.976 (0.240)         |
|                                               | 120| 0.904 (0.191)        | 0.940 (0.214)       | 0.974 (0.220)         |
| $(2.5632, 1, 0.8)$                            | 60 | 0.941 (0.157)        | 0.959 (0.190)       | 0.965 (0.208)         |
|                                               | 80 | 0.933 (0.149)        | 0.960 (0.176)       | 0.972 (0.191)         |
|                                               | 120| 0.937 (0.139)        | 0.955 (0.162)       | 0.969 (0.173)         |
| $(3.2898, 1, 0.9)$                            | 60 | 0.942 (0.105)        | 0.982 (0.143)       | 0.889 (0.171)         |
|                                               | 80 | 0.944 (0.101)        | 0.981 (0.131)       | 0.904 (0.154)         |
|                                               | 120| 0.944 (0.095)        | 0.975 (0.120)       | 0.924 (0.139)         |
| $(1.254, 3, 0.4)$                             | 60 | 0.895 (0.250)        | 0.934 (0.281)       | 0.973 (0.285)         |
|                                               | 80 | 0.886 (0.229)        | 0.930 (0.258)       | 0.968 (0.262)         |
|                                               | 120| 0.889 (0.205)        | 0.933 (0.228)       | 0.967 (0.233)         |
| $(2.1843, 3, 0.6)$                            | 60 | 0.916 (0.222)        | 0.943 (0.252)       | 0.978 (0.260)         |
|                                               | 80 | 0.912 (0.205)        | 0.944 (0.231)       | 0.976 (0.238)         |
|                                               | 120| 0.921 (0.183)        | 0.949 (0.206)       | 0.979 (0.212)         |
| $(3.4247, 3, 0.8)$                            | 60 | 0.944 (0.162)        | 0.966 (0.193)       | 0.960 (0.211)         |
|                                               | 80 | 0.938 (0.150)        | 0.961 (0.177)       | 0.964 (0.191)         |
|                                               | 120| 0.934 (0.135)        | 0.953 (0.157)       | 0.964 (0.170)         |
| $(4.434, 3, 0.9)$                             | 60 | 0.936 (0.110)        | 0.975 (0.145)       | 0.880 (0.172)         |
|                                               | 80 | 0.946 (0.103)        | 0.981 (0.133)       | 0.892 (0.155)         |
|                                               | 120| 0.947 (0.092)        | 0.975 (0.118)       | 0.919 (0.137)         |
| $(1.2815, 5, 0.4)$                            | 60 | 0.909 (0.247)        | 0.935 (0.275)       | 0.973 (0.280)         |
|                                               | 80 | 0.913 (0.225)        | 0.946 (0.250)       | 0.975 (0.255)         |
|                                               | 120| 0.909 (0.197)        | 0.942 (0.219)       | 0.974 (0.225)         |
| $(2.4493, 5, 0.6)$                            | 60 | 0.925 (0.224)        | 0.945 (0.251)       | 0.977 (0.260)         |
|                                               | 80 | 0.927 (0.204)        | 0.948 (0.229)       | 0.979 (0.237)         |
|                                               | 120| 0.930 (0.180)        | 0.950 (0.201)       | 0.976 (0.209)         |
| $(3.9625, 5, 0.8)$                            | 60 | 0.944 (0.164)        | 0.964 (0.194)       | 0.958 (0.211)         |
|                                               | 80 | 0.941 (0.151)        | 0.960 (0.177)       | 0.964 (0.191)         |
|                                               | 120| 0.948 (0.134)        | 0.961 (0.156)       | 0.959 (0.169)         |
| $(5.1777, 5, 0.9)$                            | 60 | 0.920 (0.112)        | 0.975 (0.146)       | 0.878 (0.173)         |
|                                               | 80 | 0.948 (0.104)        | 0.983 (0.133)       | 0.886 (0.155)         |
|                                               | 120| 0.947 (0.093)        | 0.981 (0.118)       | 0.912 (0.136)         |

doi:10.1371/journal.pone.0127272.t004
Table 5. Gamma distributions: coverage probabilities and average widths when \( m = 20 \) in the non-diseased group at the 95% nominal level.

| Parameter setting \((\kappa, \theta, J)\) | n   | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|------------------------------------------|-----|----------------------|---------------------|-----------------------|
| \((1.5, 0.4028, 0.4)\)                  | 20  | 0.879 (0.369)        | 0.924 (0.483)       | 0.992 (0.513)         |
|                                          | 40  | 0.877 (0.329)        | 0.939 (0.421)       | 0.992 (0.445)         |
|                                          | 60  | 0.880 (0.310)        | 0.946 (0.394)       | 0.992 (0.418)         |
| \((1.5, 0.2295, 0.6)\)                  | 20  | 0.935 (0.319)        | 0.976 (0.434)       | 0.985 (0.479)         |
|                                          | 40  | 0.920 (0.280)        | 0.964 (0.372)       | 0.981 (0.409)         |
|                                          | 60  | 0.926 (0.261)        | 0.959 (0.345)       | 0.982 (0.381)         |
| \((1.5, 0.1022, 0.8)\)                  | 20  | 0.869 (0.219)        | 0.995 (0.351)       | 0.849 (0.426)         |
|                                          | 40  | 0.911 (0.194)        | 0.991 (0.298)       | 0.900 (0.357)         |
|                                          | 60  | 0.919 (0.178)        | 0.992 (0.276)       | 0.901 (0.332)         |
| \((1.5, 0.0505, 0.9)\)                  | 20  | 0.000 (0.129)        | 0.995 (0.292)       | 0.630 (0.392)         |
|                                          | 40  | 0.041 (0.123)        | 0.994 (0.245)       | 0.567 (0.323)         |
|                                          | 60  | 0.328 (0.113)        | 0.995 (0.228)       | 0.656 (0.301)         |
| \((2, 0.6016, 0.4)\)                    | 20  | 0.882 (0.368)        | 0.922 (0.483)       | 0.996 (0.513)         |
|                                          | 40  | 0.870 (0.334)        | 0.939 (0.426)       | 0.991 (0.448)         |
|                                          | 60  | 0.858 (0.318)        | 0.937 (0.402)       | 0.989 (0.423)         |
| \((2, 0.3616, 0.6)\)                    | 20  | 0.928 (0.316)        | 0.966 (0.432)       | 0.988 (0.479)         |
|                                          | 40  | 0.924 (0.285)        | 0.964 (0.376)       | 0.986 (0.412)         |
|                                          | 60  | 0.916 (0.267)        | 0.952 (0.351)       | 0.986 (0.385)         |
| \((2, 0.1769, 0.8)\)                    | 20  | 0.868 (0.214)        | 0.996 (0.349)       | 0.853 (0.425)         |
|                                          | 40  | 0.924 (0.194)        | 0.990 (0.298)       | 0.915 (0.357)         |
|                                          | 60  | 0.928 (0.179)        | 0.990 (0.276)       | 0.919 (0.332)         |
| \((2, 0.0963, 0.9)\)                    | 20  | 0.000 (0.125)        | 0.994 (0.291)       | 0.638 (0.392)         |
|                                          | 40  | 0.063 (0.120)        | 0.994 (0.245)       | 0.610 (0.324)         |
|                                          | 60  | 0.396 (0.112)        | 0.995 (0.228)       | 0.685 (0.301)         |
| \((2.5, 0.8189, 0.4)\)                  | 20  | 0.878 (0.368)        | 0.917 (0.482)       | 0.993 (0.513)         |
|                                          | 40  | 0.866 (0.339)        | 0.932 (0.428)       | 0.989 (0.449)         |
|                                          | 60  | 0.860 (0.325)        | 0.938 (0.407)       | 0.989 (0.426)         |
| \((2.5, 0.5064, 0.6)\)                  | 20  | 0.930 (0.315)        | 0.969 (0.432)       | 0.989 (0.478)         |
|                                          | 40  | 0.919 (0.288)        | 0.962 (0.379)       | 0.984 (0.413)         |
|                                          | 60  | 0.913 (0.274)        | 0.951 (0.357)       | 0.989 (0.389)         |
| \((2.5, 0.2619, 0.8)\)                  | 20  | 0.876 (0.213)        | 0.996 (0.349)       | 0.851 (0.425)         |
|                                          | 40  | 0.922 (0.196)        | 0.986 (0.300)       | 0.912 (0.358)         |
|                                          | 60  | 0.935 (0.184)        | 0.987 (0.280)       | 0.925 (0.335)         |
| \((2.5, 0.151, 0.9)\)                   | 20  | 0.000 (0.118)        | 0.997 (0.288)       | 0.646 (0.390)         |
|                                          | 40  | 0.086 (0.119)        | 0.995 (0.245)       | 0.629 (0.324)         |
|                                          | 60  | 0.454 (0.111)        | 0.993 (0.228)       | 0.732 (0.301)         |
| \((3, 1.0522, 0.4)\)                    | 20  | 0.886 (0.369)        | 0.922 (0.482)       | 0.995 (0.513)         |
|                                          | 40  | 0.870 (0.342)        | 0.935 (0.431)       | 0.987 (0.451)         |
| \((3, 0.6614, 0.6)\)                    | 20  | 0.853 (0.330)        | 0.928 (0.410)       | 0.985 (0.428)         |
|                                          | 40  | 0.931 (0.317)        | 0.973 (0.432)       | 0.985 (0.479)         |
| \((3, 0.3547, 0.8)\)                    | 20  | 0.884 (0.212)        | 0.997 (0.348)       | 0.858 (0.424)         |
|                                          | 40  | 0.925 (0.196)        | 0.987 (0.300)       | 0.929 (0.359)         |
| \((3, 0.2124, 0.9)\)                    | 20  | 0.000 (0.118)        | 0.994 (0.288)       | 0.669 (0.390)         |
|                                          | 40  | 0.108 (0.118)        | 0.996 (0.245)       | 0.660 (0.324)         |
|                                          | 60  | 0.490 (0.113)        | 0.994 (0.230)       | 0.724 (0.303)         |

doi:10.1371/journal.pone.0127272.t005
Table 6. Gamma distributions: coverage probabilities and average widths when \( m = 40 \) in the non-diseased group at the 95% nominal level.

| Parameter setting \((\kappa, \theta, J)\) | n  | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|------------------------------------------|----|----------------------|---------------------|-----------------------|
| \((1.5, 0.4028, 0.4)\)                  |    | 0.865 (0.346)        | 0.935 (0.432)       | 0.987 (0.451)         |
|                                          | 40 | 0.884 (0.301)        | 0.942 (0.359)       | 0.983 (0.371)         |
|                                          | 80 | 0.870 (0.262)        | 0.931 (0.309)       | 0.977 (0.318)         |
| \((1.5, 0.2295, 0.6)\)                  |    | 0.917 (0.306)        | 0.958 (0.389)       | 0.984 (0.419)         |
|                                          | 40 | 0.925 (0.264)        | 0.954 (0.319)       | 0.980 (0.338)         |
|                                          | 80 | 0.919 (0.224)        | 0.949 (0.269)       | 0.983 (0.285)         |
| \((1.5, 0.1022, 0.8)\)                  |    | 0.911 (0.215)        | 0.974 (0.310)       | 0.940 (0.365)         |
|                                          | 40 | 0.937 (0.189)        | 0.961 (0.247)       | 0.953 (0.282)         |
|                                          | 80 | 0.938 (0.160)        | 0.974 (0.207)       | 0.937 (0.235)         |
| \((1.5, 0.0505, 0.9)\)                  |    | 0.351 (0.133)        | 0.990 (0.253)       | 0.780 (0.330)         |
|                                          | 40 | 0.825 (0.127)        | 0.992 (0.196)       | 0.826 (0.245)         |
|                                          | 80 | 0.882 (0.106)        | 0.989 (0.161)       | 0.822 (0.200)         |
| \((2, 0.6016, 0.4)\)                    |    | 0.859 (0.341)        | 0.930 (0.429)       | 0.989 (0.450)         |
|                                          | 40 | 0.863 (0.302)        | 0.930 (0.362)       | 0.979 (0.373)         |
|                                          | 80 | 0.860 (0.268)        | 0.935 (0.315)       | 0.978 (0.323)         |
| \((2, 0.3616, 0.6)\)                    |    | 0.912 (0.299)        | 0.957 (0.385)       | 0.988 (0.417)         |
|                                          | 40 | 0.919 (0.263)        | 0.956 (0.319)       | 0.981 (0.338)         |
|                                          | 80 | 0.910 (0.230)        | 0.947 (0.274)       | 0.984 (0.289)         |
| \((2, 0.1769, 0.8)\)                    |    | 0.916 (0.211)        | 0.979 (0.309)       | 0.930 (0.364)         |
|                                          | 40 | 0.941 (0.189)        | 0.965 (0.248)       | 0.954 (0.283)         |
|                                          | 80 | 0.948 (0.162)        | 0.978 (0.209)       | 0.946 (0.237)         |
| \((2, 0.0963, 0.9)\)                    |    | 0.310 (0.128)        | 0.990 (0.251)       | 0.758 (0.328)         |
|                                          | 40 | 0.819 (0.122)        | 0.993 (0.193)       | 0.835 (0.244)         |
|                                          | 80 | 0.902 (0.106)        | 0.990 (0.162)       | 0.835 (0.201)         |
| \((2.5, 0.8189, 0.4)\)                  |    | 0.857 (0.336)        | 0.933 (0.427)       | 0.991 (0.449)         |
|                                          | 40 | 0.871 (0.302)        | 0.942 (0.362)       | 0.985 (0.373)         |
|                                          | 80 | 0.866 (0.273)        | 0.935 (0.319)       | 0.978 (0.326)         |
| \((2.5, 0.5064, 0.6)\)                  |    | 0.909 (0.295)        | 0.955 (0.383)       | 0.982 (0.416)         |
|                                          | 40 | 0.907 (0.263)        | 0.947 (0.319)       | 0.978 (0.338)         |
|                                          | 80 | 0.903 (0.233)        | 0.947 (0.277)       | 0.984 (0.292)         |
| \((2.5, 0.2619, 0.8)\)                  |    | 0.914 (0.204)        | 0.975 (0.305)       | 0.935 (0.362)         |
|                                          | 40 | 0.937 (0.187)        | 0.956 (0.247)       | 0.952 (0.282)         |
|                                          | 80 | 0.937 (0.163)        | 0.969 (0.211)       | 0.956 (0.238)         |
| \((2.5, 0.151, 0.9)\)                   |    | 0.274 (0.122)        | 0.991 (0.248)       | 0.768 (0.327)         |
|                                          | 40 | 0.837 (0.121)        | 0.995 (0.193)       | 0.845 (0.244)         |
|                                          | 80 | 0.910 (0.107)        | 0.989 (0.163)       | 0.845 (0.202)         |
| \((3, 1.0522, 0.4)\)                    |    | 0.872 (0.334)        | 0.941 (0.426)       | 0.990 (0.448)         |
|                                          | 40 | 0.873 (0.302)        | 0.939 (0.360)       | 0.982 (0.372)         |
|                                          | 80 | 0.865 (0.275)        | 0.929 (0.321)       | 0.972 (0.328)         |
| \((3, 0.6614, 0.6)\)                    |    | 0.911 (0.290)        | 0.959 (0.380)       | 0.988 (0.414)         |
|                                          | 40 | 0.918 (0.263)        | 0.953 (0.319)       | 0.985 (0.338)         |
|                                          | 80 | 0.897 (0.237)        | 0.939 (0.280)       | 0.982 (0.294)         |
| \((3, 0.3547, 0.8)\)                    |    | 0.918 (0.204)        | 0.983 (0.304)       | 0.928 (0.362)         |
|                                          | 40 | 0.942 (0.186)        | 0.959 (0.246)       | 0.964 (0.282)         |
|                                          | 80 | 0.940 (0.165)        | 0.974 (0.212)       | 0.951 (0.239)         |
| \((3, 0.2124, 0.9)\)                    |    | 0.241 (0.120)        | 0.992 (0.247)       | 0.754 (0.326)         |
|                                          | 40 | 0.841 (0.119)        | 0.995 (0.192)       | 0.854 (0.243)         |
|                                          | 80 | 0.913 (0.107)        | 0.984 (0.163)       | 0.855 (0.202)         |
Table 7. Gamma distributions: coverage probabilities and average widths when \( m = 60 \) in the non-diseased group at the 95% nominal level.

| Parameter setting \((\kappa_Y, \theta_Y, J)\) | \(n\) | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|---|---|---|---|---|
| \((1.5, 0.4028, 0.4)\) | 30 | 0.869 (0.307) | 0.936 (0.364) | 0.979 (0.374) |
| 60 | 0.870 (0.260) | 0.928 (0.300) | 0.973 (0.306) |
| 90 | 0.871 (0.237) | 0.930 (0.271) | 0.972 (0.277) |
| \((1.5, 0.2295, 0.6)\) | 30 | 0.910 (0.272) | 0.955 (0.326) | 0.984 (0.344) |
| 60 | 0.915 (0.229) | 0.947 (0.265) | 0.981 (0.276) |
| 90 | 0.905 (0.206) | 0.933 (0.237) | 0.976 (0.247) |
| \((1.5, 0.1022, 0.8)\) | 30 | 0.934 (0.199) | 0.970 (0.257) | 0.950 (0.291) |
| 60 | 0.947 (0.167) | 0.970 (0.203) | 0.962 (0.224) |
| 90 | 0.945 (0.149) | 0.960 (0.180) | 0.957 (0.198) |
| \((1.5, 0.0505, 0.9)\) | 30 | 0.846 (0.132) | 0.990 (0.203) | 0.845 (0.253) |
| 60 | 0.929 (0.114) | 0.992 (0.155) | 0.833 (0.187) |
| 90 | 0.928 (0.102) | 0.984 (0.138) | 0.877 (0.164) |
| \((2, 0.6016, 0.4)\) | 30 | 0.858 (0.303) | 0.932 (0.362) | 0.977 (0.374) |
| 60 | 0.866 (0.261) | 0.936 (0.303) | 0.978 (0.309) |
| 90 | 0.861 (0.241) | 0.927 (0.277) | 0.967 (0.282) |
| \((2, 0.3616, 0.6)\) | 30 | 0.916 (0.267) | 0.953 (0.324) | 0.985 (0.342) |
| 60 | 0.906 (0.228) | 0.936 (0.265) | 0.972 (0.276) |
| 90 | 0.918 (0.209) | 0.947 (0.240) | 0.979 (0.250) |
| \((2, 0.1769, 0.8)\) | 30 | 0.930 (0.194) | 0.972 (0.254) | 0.944 (0.289) |
| 60 | 0.943 (0.166) | 0.969 (0.203) | 0.963 (0.224) |
| 90 | 0.942 (0.150) | 0.958 (0.182) | 0.958 (0.200) |
| \((2, 0.0963, 0.9)\) | 30 | 0.838 (0.126) | 0.992 (0.200) | 0.841 (0.251) |
| 60 | 0.929 (0.112) | 0.987 (0.154) | 0.832 (0.186) |
| 90 | 0.937 (0.102) | 0.986 (0.137) | 0.896 (0.164) |
| \((2.5, 0.8189, 0.4)\) | 30 | 0.857 (0.298) | 0.932 (0.360) | 0.981 (0.372) |
| 60 | 0.873 (0.262) | 0.934 (0.303) | 0.973 (0.309) |
| 90 | 0.860 (0.244) | 0.929 (0.279) | 0.969 (0.283) |
| \((2.5, 0.5064, 0.6)\) | 30 | 0.910 (0.264) | 0.952 (0.321) | 0.983 (0.341) |
| 60 | 0.906 (0.229) | 0.944 (0.266) | 0.981 (0.277) |
| 90 | 0.900 (0.211) | 0.941 (0.242) | 0.980 (0.251) |
| \((2.5, 0.2619, 0.8)\) | 30 | 0.937 (0.189) | 0.972 (0.251) | 0.952 (0.287) |
| 60 | 0.942 (0.165) | 0.969 (0.203) | 0.964 (0.224) |
| 90 | 0.937 (0.151) | 0.956 (0.182) | 0.962 (0.200) |
| \((2.5, 0.151, 0.9)\) | 30 | 0.851 (0.122) | 0.992 (0.198) | 0.858 (0.250) |
| 60 | 0.938 (0.112) | 0.991 (0.154) | 0.829 (0.187) |
| 90 | 0.940 (0.101) | 0.985 (0.137) | 0.902 (0.164) |
| \((3, 1.0522, 0.4)\) | 30 | 0.855 (0.294) | 0.930 (0.356) | 0.977 (0.369) |
| 60 | 0.863 (0.261) | 0.930 (0.302) | 0.975 (0.308) |
| \((3, 0.6614, 0.6)\) | 30 | 0.863 (0.245) | 0.927 (0.279) | 0.969 (0.284) |
| 60 | 0.916 (0.261) | 0.960 (0.319) | 0.986 (0.339) |
| \((3, 0.3547, 0.8)\) | 30 | 0.940 (0.187) | 0.975 (0.250) | 0.955 (0.268) |
| 60 | 0.943 (0.165) | 0.974 (0.203) | 0.966 (0.224) |
| \((3, 0.2124, 0.9)\) | 30 | 0.854 (0.120) | 0.992 (0.196) | 0.860 (0.249) |
| 60 | 0.935 (0.110) | 0.986 (0.154) | 0.834 (0.186) |
| 90 | 0.935 (0.101) | 0.980 (0.137) | 0.903 (0.164) |

doi:10.1371/journal.pone.0127272.t007
Table 8. Gamma distributions: coverage probabilities and average widths when $m = 80$ in the non-diseased group at the 95% nominal level.

| Parameter setting $(\kappa_Y, \theta_Y, J)$ | n  | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|-------------------------------------------|----|----------------------|---------------------|-----------------------|
| $(1.5, 0.4028, 0.4)$                      | 60 | 0.867 (0.250)        | 0.918 (0.284)       | 0.967 (0.289)         |
|                                           | 80 | 0.870 (0.233)        | 0.927 (0.263)       | 0.965 (0.267)         |
|                                           | 120| 0.876 (0.211)        | 0.932 (0.237)       | 0.965 (0.241)         |
| $(1.5, 0.2295, 0.6)$                      | 60 | 0.910 (0.221)        | 0.942 (0.252)       | 0.977 (0.260)         |
|                                           | 80 | 0.912 (0.205)        | 0.946 (0.232)       | 0.978 (0.239)         |
|                                           | 120| 0.911 (0.184)        | 0.943 (0.207)       | 0.974 (0.213)         |
| $(1.5, 0.1022, 0.8)$                      | 60 | 0.942 (0.164)        | 0.964 (0.194)       | 0.963 (0.211)         |
|                                           | 80 | 0.947 (0.151)        | 0.968 (0.177)       | 0.968 (0.191)         |
|                                           | 120| 0.943 (0.134)        | 0.961 (0.156)       | 0.959 (0.169)         |
| $(1.5, 0.0505, 0.9)$                      | 60 | 0.925 (0.113)        | 0.979 (0.147)       | 0.879 (0.174)         |
|                                           | 80 | 0.940 (0.105)        | 0.980 (0.133)       | 0.885 (0.156)         |
|                                           | 120| 0.950 (0.092)        | 0.984 (0.117)       | 0.916 (0.136)         |
| $(2, 0.6016, 0.4)$                        | 60 | 0.859 (0.249)        | 0.926 (0.285)       | 0.967 (0.290)         |
|                                           | 80 | 0.867 (0.234)        | 0.929 (0.265)       | 0.970 (0.269)         |
|                                           | 120| 0.863 (0.215)        | 0.928 (0.242)       | 0.965 (0.245)         |
| $(2, 0.3616, 0.6)$                        | 60 | 0.910 (0.220)        | 0.945 (0.251)       | 0.979 (0.260)         |
|                                           | 80 | 0.907 (0.205)        | 0.946 (0.233)       | 0.979 (0.240)         |
|                                           | 120| 0.909 (0.187)        | 0.944 (0.210)       | 0.977 (0.216)         |
| $(2, 0.1769, 0.8)$                        | 60 | 0.932 (0.161)        | 0.958 (0.192)       | 0.962 (0.210)         |
|                                           | 80 | 0.940 (0.150)        | 0.966 (0.176)       | 0.969 (0.191)         |
|                                           | 120| 0.935 (0.134)        | 0.953 (0.157)       | 0.966 (0.170)         |
| $(2, 0.0963, 0.9)$                        | 60 | 0.937 (0.111)        | 0.980 (0.146)       | 0.874 (0.173)         |
|                                           | 80 | 0.942 (0.103)        | 0.983 (0.132)       | 0.913 (0.136)         |
|                                           | 120| 0.945 (0.092)        | 0.978 (0.118)       | 0.900 (0.155)         |
| $(2.5, 0.8189, 0.4)$                      | 60 | 0.857 (0.248)        | 0.923 (0.284)       | 0.970 (0.289)         |
|                                           | 80 | 0.857 (0.234)        | 0.925 (0.265)       | 0.966 (0.269)         |
|                                           | 120| 0.869 (0.218)        | 0.933 (0.245)       | 0.964 (0.248)         |
| $(2.5, 0.5064, 0.6)$                      | 60 | 0.906 (0.218)        | 0.942 (0.250)       | 0.981 (0.259)         |
|                                           | 80 | 0.907 (0.205)        | 0.951 (0.233)       | 0.979 (0.240)         |
|                                           | 120| 0.893 (0.189)        | 0.935 (0.212)       | 0.971 (0.218)         |
| $(2.5, 0.2619, 0.8)$                      | 60 | 0.933 (0.159)        | 0.957 (0.191)       | 0.963 (0.209)         |
|                                           | 80 | 0.945 (0.149)        | 0.968 (0.176)       | 0.972 (0.191)         |
|                                           | 120| 0.940 (0.136)        | 0.956 (0.159)       | 0.967 (0.171)         |
| $(2.5, 0.151, 0.9)$                       | 60 | 0.930 (0.109)        | 0.979 (0.145)       | 0.881 (0.172)         |
|                                           | 80 | 0.940 (0.102)        | 0.981 (0.133)       | 0.892 (0.155)         |
|                                           | 120| 0.943 (0.092)        | 0.978 (0.118)       | 0.920 (0.136)         |
| $(3, 1.0522, 0.4)$                        | 60 | 0.863 (0.247)        | 0.925 (0.282)       | 0.973 (0.288)         |
|                                           | 80 | 0.872 (0.234)        | 0.930 (0.264)       | 0.967 (0.268)         |
|                                           | 120| 0.867 (0.219)        | 0.927 (0.246)       | 0.961 (0.248)         |
| $(3, 0.6614, 0.6)$                        | 60 | 0.916 (0.217)        | 0.950 (0.250)       | 0.982 (0.259)         |
|                                           | 80 | 0.907 (0.205)        | 0.953 (0.233)       | 0.980 (0.240)         |
|                                           | 120| 0.902 (0.190)        | 0.941 (0.214)       | 0.971 (0.220)         |
| $(3, 0.3547, 0.8)$                        | 60 | 0.935 (0.158)        | 0.959 (0.190)       | 0.965 (0.209)         |
|                                           | 80 | 0.939 (0.149)        | 0.969 (0.176)       | 0.973 (0.191)         |
|                                           | 120| 0.941 (0.137)        | 0.956 (0.160)       | 0.963 (0.172)         |
| $(3, 0.2124, 0.9)$                        | 60 | 0.937 (0.107)        | 0.980 (0.144)       | 0.893 (0.172)         |
|                                           | 80 | 0.944 (0.101)        | 0.982 (0.132)       | 0.899 (0.155)         |
|                                           | 120| 0.948 (0.093)        | 0.976 (0.119)       | 0.926 (0.137)         |

doi:10.1371/journal.pone.0127272.t008
Table 9. Mixed distribution (t distribution and normal distribution): coverage probabilities and average widths at the 95% nominal level.

| μ | J  | m | n | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|---|----|---|---|----------------------|---------------------|-----------------------|
| 1.08 | 0.4 | 20 | 20 | 0.887 (0.372) | 0.925 (0.483) | 0.993 (0.514) |
| | | 20 | 40 | 0.873 (0.345) | 0.941 (0.432) | 0.990 (0.452) |
| | | 20 | 60 | 0.865 (0.331) | 0.931 (0.409) | 0.987 (0.428) |
| 1.75 | 0.6 | 20 | 20 | 0.934 (0.321) | 0.974 (0.434) | 0.984 (0.480) |
| | | 20 | 40 | 0.922 (0.300) | 0.961 (0.385) | 0.986 (0.417) |
| | | 20 | 60 | 0.913 (0.290) | 0.955 (0.366) | 0.985 (0.396) |
| 2.74 | 0.8 | 20 | 30 | 0.872 (0.217) | 0.996 (0.349) | 0.851 (0.425) |
| | | 20 | 60 | 0.918 (0.210) | 0.983 (0.307) | 0.926 (0.363) |
| | | 20 | 90 | 0.927 (0.203) | 0.975 (0.291) | 0.941 (0.342) |
| 3.62 | 0.9 | 20 | 60 | 0.000 (0.127) | 0.994 (0.292) | 0.623 (0.392) |
| | | 20 | 80 | 0.257 (0.127) | 0.989 (0.249) | 0.737 (0.328) |
| | | 20 | 120 | 0.643 (0.127) | 0.991 (0.237) | 0.786 (0.309) |
| 1.08 | 0.4 | 40 | 20 | 0.877 (0.339) | 0.938 (0.428) | 0.990 (0.450) |
| | | 40 | 40 | 0.878 (0.305) | 0.940 (0.363) | 0.980 (0.373) |
| | | 40 | 60 | 0.874 (0.277) | 0.933 (0.321) | 0.974 (0.328) |
| 1.75 | 0.6 | 40 | 20 | 0.922 (0.292) | 0.963 (0.380) | 0.982 (0.414) |
| | | 40 | 40 | 0.923 (0.267) | 0.951 (0.321) | 0.974 (0.339) |
| | | 40 | 80 | 0.914 (0.244) | 0.946 (0.285) | 0.981 (0.287) |
| 2.74 | 0.8 | 40 | 30 | 0.926 (0.199) | 0.992 (0.300) | 0.919 (0.359) |
| | | 40 | 60 | 0.944 (0.190) | 0.958 (0.248) | 0.956 (0.283) |
| | | 40 | 90 | 0.933 (0.177) | 0.971 (0.220) | 0.955 (0.245) |
| 3.62 | 0.9 | 40 | 60 | 0.096 (0.121) | 0.994 (0.245) | 0.637 (0.324) |
| | | 40 | 80 | 0.824 (0.123) | 0.994 (0.193) | 0.837 (0.244) |
| | | 40 | 120 | 0.910 (0.118) | 0.971 (0.169) | 0.861 (0.207) |
| 1.08 | 0.4 | 60 | 20 | 0.882 (0.300) | 0.941 (0.360) | 0.979 (0.372) |
| | | 60 | 40 | 0.866 (0.264) | 0.932 (0.303) | 0.972 (0.309) |
| | | 60 | 60 | 0.876 (0.247) | 0.928 (0.280) | 0.969 (0.284) |
| 1.75 | 0.6 | 60 | 20 | 0.922 (0.259) | 0.957 (0.317) | 0.978 (0.338) |
| | | 60 | 40 | 0.921 (0.232) | 0.947 (0.267) | 0.978 (0.278) |
| | | 60 | 80 | 0.917 (0.218) | 0.945 (0.247) | 0.975 (0.255) |
| 2.74 | 0.8 | 60 | 30 | 0.940 (0.181) | 0.980 (0.245) | 0.938 (0.283) |
| | | 60 | 60 | 0.941 (0.167) | 0.969 (0.203) | 0.959 (0.224) |
| | | 60 | 90 | 0.935 (0.159) | 0.958 (0.188) | 0.961 (0.205) |
| 3.62 | 0.9 | 60 | 60 | 0.807 (0.116) | 0.993 (0.193) | 0.806 (0.246) |
| | | 60 | 80 | 0.935 (0.113) | 0.987 (0.155) | 0.834 (0.187) |
| | | 60 | 120 | 0.933 (0.109) | 0.972 (0.142) | 0.900 (0.168) |
| 1.08 | 0.4 | 80 | 20 | 0.867 (0.250) | 0.925 (0.284) | 0.967 (0.289) |
| | | 80 | 40 | 0.867 (0.236) | 0.928 (0.266) | 0.965 (0.269) |
| | | 80 | 60 | 0.861 (0.221) | 0.921 (0.246) | 0.960 (0.248) |
| 1.75 | 0.6 | 80 | 20 | 0.911 (0.218) | 0.942 (0.249) | 0.980 (0.259) |
| | | 80 | 40 | 0.912 (0.208) | 0.948 (0.233) | 0.974 (0.241) |
| | | 80 | 80 | 0.908 (0.194) | 0.941 (0.216) | 0.972 (0.221) |
| 2.74 | 0.8 | 80 | 30 | 0.939 (0.157) | 0.961 (0.189) | 0.958 (0.207) |
| | | 80 | 60 | 0.938 (0.151) | 0.965 (0.177) | 0.969 (0.191) |
| | | 80 | 90 | 0.931 (0.143) | 0.949 (0.164) | 0.963 (0.175) |
| 3.62 | 0.9 | 80 | 60 | 0.936 (0.105) | 0.980 (0.142) | 0.884 (0.170) |
| | | 80 | 80 | 0.942 (0.103) | 0.982 (0.133) | 0.893 (0.155) |
| | | 80 | 120 | 0.944 (0.099) | 0.968 (0.122) | 0.921 (0.140) |
| $\theta_y$ | $J$ | $m$ | $n$ | BAC Coverage (width) | NP Coverage (width) | NPAC Coverage (width) |
|---|---|---|---|---|---|---|
| 0.749 | 0.4 | 20 | 20 | 0.872 (0.355) | 0.922 (0.477) | 0.995 (0.509) |
| 0.481 | 0.6 | 20 | 20 | 0.934 (0.314) | 0.974 (0.433) | 0.986 (0.479) |
| 0.259 | 0.8 | 20 | 30 | 0.869 (0.222) | 0.994 (0.353) | 0.841 (0.427) |
| 0.153 | 0.9 | 20 | 60 | 0.914 (0.175) | 0.959 (0.274) | 0.894 (0.330) |
| 0.749 | 0.4 | 40 | 20 | 0.844 (0.334) | 0.923 (0.426) | 0.987 (0.447) |
| 0.481 | 0.6 | 40 | 20 | 0.919 (0.304) | 0.961 (0.389) | 0.989 (0.419) |
| 0.259 | 0.8 | 40 | 30 | 0.913 (0.219) | 0.975 (0.312) | 0.933 (0.366) |
| 0.153 | 0.9 | 40 | 60 | 0.871 (0.107) | 0.991 (0.162) | 0.817 (0.200) |
| 0.749 | 0.4 | 60 | 20 | 0.844 (0.297) | 0.924 (0.360) | 0.975 (0.371) |
| 0.481 | 0.6 | 60 | 20 | 0.912 (0.271) | 0.954 (0.327) | 0.985 (0.344) |
| 0.259 | 0.8 | 60 | 30 | 0.928 (0.202) | 0.972 (0.260) | 0.943 (0.293) |
| 0.153 | 0.9 | 60 | 60 | 0.919 (0.117) | 0.989 (0.157) | 0.817 (0.188) |
| 0.749 | 0.4 | 80 | 20 | 0.852 (0.242) | 0.924 (0.281) | 0.967 (0.286) |
| 0.481 | 0.6 | 80 | 20 | 0.916 (0.220) | 0.949 (0.251) | 0.983 (0.260) |
| 0.259 | 0.8 | 80 | 30 | 0.942 (0.164) | 0.962 (0.194) | 0.963 (0.211) |
| 0.153 | 0.9 | 80 | 60 | 0.926 (0.115) | 0.978 (0.149) | 0.875 (0.175) |

Table 10. Mixed distribution (normal distribution and gamma distribution): coverage probabilities and average widths at the 95% nominal level.
practice to determine whether the neighboring lymph nodes have been spared or not. The gold standard would be a surgery, which is accurate but very expensive and may not be efficient. In addition, the surgery may cause complications and increase some unnecessary risk for the patient. For this reason, it is of interest to predict the nodal involvement by the level of acid phosphatase in blood serum. 53 total patients were confirmed to have prostate cancer, 20 of them with nodal involvement and the remaining 33 without. For each patient, the level of acid phosphatase in blood serum was measured, and the data can be found in Le [16] as

Patients without nodal involvement (non-diseased group): 40, 40, 46, 47, 48, 48, 49, 49, 50, 50, 50, 50, 52, 52, 55, 55, 56, 59, 62, 62, 63, 65, 66, 71, 75, 76, 78, 83, 95, 98, 102, 187.

Patients with nodal involvement (diseased group): 48, 49, 51, 56, 67, 67, 67, 70, 70, 72, 76, 78, 81, 82, 82, 84, 89, 99, 126, 136.

We apply the three methods to the prostate cancer data. The 95% confidence intervals are (0.263, 0.653), (0.253, 0.698), and (0.179, 0.647) for the BAC method, the NP method, and the NPAC method, respectively. The width of the BAC interval is the shortest, followed by the NPAC interval, and the NP interval. As expected, the BAC method has the shortest width since the coverage probability of the BAC method is generally less than the nominal level. The program to conduct this confidence interval calculation is written in R, and is available from the author's website at: https://faculty.unlv.edu/gshan/.

Conclusion

In this article, we propose two confidence intervals for the Youden Index using the square-and-add limits based on the Wilson score method, where the parameter in the variance is not estimated as in the existing Wald-type confidence intervals. By conducting extensive Monte Carlo exact simulation studies, we show that the two new intervals generally have better coverage probabilities than the BAC interval. The BAC could perform very poorly for small sample sizes and low \( J \) values. The performance of the proposed NPAC interval depends on the \( J \) value, while the NP interval is robust. The coverage of the NP interval is much closer to the nominal level than the other two intervals. In addition, the NP interval is easier to compute than the BAC interval since there is no bootstrap involved. The NP interval is recommended for use in practice.
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