Explaining Conditions for Reinforcement Learning Behaviors from Real and Imagined Data
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Abstract

The deployment of reinforcement learning (RL) in the real world comes with challenges in calibrating user trust and expectations. As a step toward developing RL systems that are able to communicate their competencies, we present a method of generating human-interpretable abstract behavior models that identify the experiential conditions leading to different task execution strategies and outcomes. Our approach consists of extracting experiential features from state representations, abstracting strategy descriptors from trajectories, and training an interpretable decision tree that identifies the conditions most predictive of different RL behaviors. We demonstrate our method on trajectory data generated from interactions with the environment and on imagined trajectory data that comes from a trained probabilistic world model in a model-based RL setting.

1 Introduction

Reinforcement learning (RL) continues to be a promising field with demonstrated success in a wide variety of challenging tasks from Atari [12, 23] to robotics [5, 19, 15]. However, RL deployment in most real world applications still requires significant advances in several areas within the field. Dulac-Arnold, et al. [3] list nine challenges that encompass problems ranging from the sparsity of training data to the challenge of designing appropriate reward functions. We argue that the challenge of RL explainability and user trust is the most fundamental for safe real world deployment of these systems. User trust in RL goes beyond just policy explainability, but to designing RL systems that are able to communicate their tasking competencies: their relevant experience, strategies, and self-confidence. Competency communication is particularly essential for early stage RL systems used in real world settings, which may have surprising behaviors that are mismatched with user expectations. We take our first steps towards developing competency-communicating RL by developing explainable abstract behavior models of RL agents.

RL agents that communicate their competencies must not only be able to convey what they intend to do in specific scenarios, but also communicate their general behavior and the conditional dependencies leading to different strategies and outcomes. To achieve this, we abstract important experiential features and associated task strategies and outcomes from a trained RL agent’s trajectory data. This abstraction is performed at two levels: at individual time steps within the trajectory and based on
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Figure 1: Our pipeline analyzes real or imagined RL trajectory data to identify the experiential conditions that lead to different strategies.

Overall outcome for a given trajectory sequence. In the model-based RL framework, we are able to use imagined trajectory rollouts in a probabilistic world model to make these same inferences without requiring any additional interaction with the environment.

Related work Approaches to explainable RL tend to focus on building interpretable policies [17, 21] or explaining policies through visualizations and examples [2, 16, 9]. Using abstract behavior models to describe and explain RL agent behavior in structured language has been explored in contexts with simple behavior conditions. Hayes and Shah [8] model and explain robot control policies by representing state spaces in terms of communicable predicates and finding the disjunctive normal form representations of conditions for actions. Van der Waa, et al. [20] find contrastive explanations for RL agent policies based on expected outcomes compared to user-suggested policies with a user-interpretable MDP. These approaches are based on explaining policies in terms of actions and rely on predetermined state predicates, preventing them from scaling to complex RL tasks. Our approach instead combinatorially builds experiential features that are used to identify the conditions leading to different behaviors using an interpretable decision tree.

2 Abstract Behavior Model

Our work focuses on developing an abstract behavior model in which to understand and contextualize RL competency. This model consists of two major components: behaviors (a combination of agent strategies and outcomes) and their corresponding experiential conditions. We show how to process a set of trajectories from a trained RL agent to generate human-interpretable experiential features and strategy labels. We then train a decision tree with trajectory data in this feature representation to identify conditions that are associated with the different strategy labels or outcomes, where a condition represents a conjunction of relevant experiential feature predicates. Collectively, the conditions from the decision tree and strategy labels form an abstract behavior model that allows us to present RL experiences and strategies at a higher level from raw trajectory data. This model can form the communication basis for a full competency assessment of the RL system. We show how the results in their current form explain the behavior of an agent in a human interpretable manner. Full details on our methodology are presented in the following subsections with an accompanying graphic shown in Figure 1.

2.1 Preliminaries and Notation

Reinforcement learning [18] is formalized as a Markov Decision Process (MDP) consisting of a set of states $S$, set of actions $A$, a reward function $r(s_t, a_t)$ that maps the current state $s_t$ and action $a_t$ to a reward value, and a transition dynamics function $p(s_{t+1}|s_t, a_t)$ that provides the distribution over the next state $s_{t+1}$ given the current state $s_t$ and action $a_t$. A policy $\pi$ in RL provides an action from any state such that $a_t \sim \pi(s_t)$, and its execution results in a trajectory $D = \{(s_t, a_t, s_{t+1})\}_{t=1:T}$. 

---

**Figure 1**: Our pipeline analyzes real or imagined RL trajectory data to identify the experiential conditions that lead to different strategies.
We extract the behavior of the RL agent from a trajectory dataset by first analyzing states at individual times within each trajectory. We expand state representations into interpretable experiential features which contain detailed contextual information on entities represented within states, the relationships between these entities, and comparisons between the relationships. These experiential features represent factors that may impact an agent’s behavior, and can be in either discrete or continuous form. We use \( f_t = f(s_t) \) to denote the experiential feature vector at time \( t \).

To collect information on the strategies represented in trajectory data, we rely on trajectory milestones. Milestones represent notable accomplishments of the RL agent within a trajectory and are defined by an expert based on their domain knowledge of the task. They are a pre-generated list of classifiers that take in the current and the previous states and output a binary value based on a match to our criteria for that milestone. These criteria may be thresholds on individual states, equality of two more states, or time-dependent change in states. If the reward function is available, the states and their criteria from within the reward function may also be used as milestones. The resulting \( M \) milestone classifiers are represented as \( M = \{ m_j \}_{j=1:M} \).

Once we extract the milestones within each trajectory, we generate strategy labels, denoted \( \mathcal{Y} = \{ y_t \}_{t=1:T} \), at each time \( t \) in the trajectory. These labels directly correspond to the next milestone reached because we assume that all actions leading up to milestone represent an agent’s strategy to get there. We use the term “strategy” loosely here because it is possible for the milestones to represent states that do not factor into the reward function and therefore the agent is not directly optimizing for.

Building upon these components, a condition in our setting means a conjunction of experiential feature predicates that correlates with a given strategy label. We use the trajectory outcome to mean the categorization of a trajectory as either a success or a failure. Finally, the behavior of an agent more broadly represents both the strategy and the outcome for a given trajectory.

### 2.2 Trajectory Collection from Real and Imagined World

Our method is very general as the trajectory dataset used to derive the abstract behavior model can come from any source, either model-free or model-based RL, and from any policy, either optimal or otherwise. While typical trajectory data is assumed to be produced from direct interactions with the environment, our method is not restricted in that regard and can be easily applied to imagined trajectory datasets.

In the model-based RL setting, we learn a model of the environment by learning the transition dynamics function \( \hat{p}(s_{t+1}|s_t, a_t) \) that is an approximate to the true environment \( p(s_{t+1}|s_t, a_t) \). One of the demonstrated benefits of model-based RL is the agent’s ability to use this trained world model to imagine the real environment \([6, 7]\). Furthermore, a probabilistic world model \([1, 11]\) can generate diverse imagined trajectory data. We show that our method can be directly applied to this data without any alterations. To do this, we maintain the same policy as with the real environment, and have several options to initialize the first state: 1) randomly, 2) by hand, or 3) using observations from the environment. Randomly sampling the first state allows us to generate diverse trajectory data that cover a wide range of possible experiences, with the quality of the trained model being the limiting factor. Selection of the first state by hand or receiving an observation from the environment allows us to target the statistics of our behavior model and perform multiple rollouts from one state to thoroughly explore the variety of trajectories that can result due to the stochasticity of the environment. Once we have an initial state and an action, we input them into the probabilistic world model to receive a prediction of the next state distribution. Then, we set our next state by sampling from the probabilistic prediction such that \( \hat{s}_{t+1} \sim \hat{p}(s_{t+1}|s_t, a_t) \). The trajectories in our imagined dataset take the form \( \{ s_t, a_t, \hat{s}_{(t+1)} \}_{t=1:T} \). This method of generating the data gives us the ability to speak to the competency of the model-based RL agent without having to collect data from the environment. Additionally, using an abstract behavior model to compare the data produced from real and imagined environment may also provide insight into the differences between the two and the overall quality of the trained model, which is another component of competency for model-based RL.

### 2.3 Trajectory Analysis

Our trajectory analysis consists of two parts: trajectory abstraction and strategy extraction. The trajectory abstraction process produces information on the experiential features at a given time and the milestones reached during an episode. The full procedural details are shown in Algorithm.
Once the trajectory milestone information (denoted $X$) and the experiential features (denoted $F$), have been extracted, they are used as an input to the strategy extraction procedure described in the second half of Algorithm 1. For this step, we assign a strategy label at each time by looking ahead to the next milestone reached. This may be as simple as assigning strategy label $j$ if the next milestone accomplished is $m_j$ or may be more complex if we choose to consider space representations and the experiential features. We provide an example of both approaches in our experiments in Section 3.

Algorithm 1 Trajectory Analysis

1: procedure TRAJECTORY ABSTRACTION($D = \{(s_t, a_t, s_{t+1})\}_{t=1:T}, M = \{m_j\}_{j=1:M}$)
2: for time $t = 1, 2, \ldots, T$ do
3: Extract experiential features $f_t \leftarrow f(s_t)$
4: end for
5: for milestone classifier $j = 1, 2, \ldots, M$ do
6: Assign $x_{tj} \leftarrow m_j(s_t, s_{t+1})$ for satisfaction of milestone criteria
7: end for
8: return experiential features $F \leftarrow \{f_t\}_{t=1:T}$
9: return milestone list $X \leftarrow \{x_{tj}\}_{t=1:T, j=1:M}$
10: end procedure

11: procedure STRATEGY EXTRACTION($F = \{f_t\}_{t=1:T}, X = \{x_{tj}\}_{t=1:T, j=1:M}$)
12: Extract total number of times a milestone is reached $N \leftarrow \sum_{t=0}^{T} \max(\{x_{tj}\}_{j=1:M})$
13: Extract times when milestones reached $t^* \leftarrow \{t^*_n\}_{n=1:N}$
14: for time $t = 1, 2, \ldots, T$ do
15: for milestones $n = 1, 2, \ldots, N$ do
16: if $t \geq t^*_{n-1}$ and $t < t^*_n$ then
17: Assign strategy $y_t$ using $(s_t, f_t)$ relative to $(x_{t^*_n}, f_{t^*_n})$
18: end if
19: end for
20: end for
21: return strategy labels $Y \leftarrow \{y_t\}_{t=1:T}$
22: end procedure

2.4 Condition Identification

The experiential features $F$ and strategy labels $Y$ that are produced from the trajectory abstraction process are used to perform condition identification and generate the abstract behavior model. We use decision tree learning to greedily partition the dataset by individual experiential features to best predict the strategy of our RL agent. Furthermore, we can fully exploit the benefits of a decision tree, including its ease of interpretability and structured form, to produce information on the hierarchy and importance of experiential features. We limit the complexity of the decision tree by placing a minimum required Gini impurity decrease for each additional split and a maximum tree depth.

We have flexibility in generating our desired level of granularity in identifying the conditions that lead to outcomes and strategies. For example, if we are only interested in the outcome of an episode given the observations at particular states or times, it is possible to only provide the final outcome and the relevant feature information to identify the conditions that lead to a success or a failure. However, if there are sub-tasks provided to the RL agent or if we are interested in sub-strategies, the experiential features and strategy labels at all times may be used as training data.

3 Experiments

To study and demonstrate our approach, we design a simple grid world environment where an agent’s objective is to reach the goal while collecting as many fuel pods as possible and avoiding the adversary that is actively, and stochastically, chasing it. Using a model-based RL agent, we generate abstract behavior models derived from both real and imagined trajectory data. Our identified conditions and strategies are presented in a decision tree that helps to explain the agent’s conditional behavior. The results shown take us a step closer to our overarching objective of building a system capable of assessing and communicating the competency of a RL agent.
3.1 Experimental Design

Environmental Setup The environment consists of an agent, an adversary, a goal, and three fuel pods that are all scattered randomly throughout an $8 \times 8$ map. An episode is considered to be successful if the agent reaches the goal without being caught by the adversary. There are also sub-tasks for the agent, such as collecting the fuel pods, which is a desired, but not a required, objective. In addition to seeing a new map at each initial condition, additional complexity is introduced into the environment by allowing randomness in the adversary’s behavior while it is chasing the agent. Designing the environment in this way allows sub-strategies to emerge that we can analyze at a time-varying level. The state space consists of four $8 \times 8$ channels consisting of location information for the agent, adversary, goal, and fuels, respectively. The actions for the agent are represented in a 4-dimensional categorical space, corresponding to up, down, right, and left.

Model-Based Reinforcement Learning Our experiments focus on using model-based RL [13, 22] due to its sample efficiency [14], multi-tasking flexibility [4], and ability to imagine trajectory data using the learned world model [6, 7]. Our goal in model-based RL is to learn an approximate world model $\hat{p}(s_{t+1}|s_t, a_t)$ of the real world dynamics $p(s_{t+1}|s_t, a_t)$. More specifically, we are learning the agent’s and the adversary’s next state given their current states and agent action. Since the fuel and goal locations do not change during an episode, we do not include these states in the model learning. We define a reward function that assigns a positive reward to the agent reaching each of the three fuels and the one goal, with the goal reward being slightly higher value than the fuel rewards. To incentivize the agent to collect the fuels before going to the goal, we dynamically change the goal reward to be higher only once all the fuel pods have been seized. Additionally, capture by the adversary is represented in the reward function with a penalty whose absolute value is equal to that of reaching the goal.

Model Learning and Planner We use a U-Net style convolutional neural network (CNN), shown in Figure 2, as our probabilistic world model. The network takes in the binary two-channel position information on the agent and the adversary of size $2 \times 8 \times 8$. Following two convolution operations that reduce the network down to state of $20 \times 1 \times 1$, the action input, represented as $4 \times 1 \times 1$ in a one-hot encoded form, is concatenated to produce a $24 \times 1 \times 1$ sized layer. This is followed by two layers of deconvolution, resulting in a prediction of the next state for both the agent and the adversary. We use model predictive control (MPC) with a discrete tree-based planner that aggregates all four actions from any given state and generates sequences of possible trajectories over the provided planning horizon. These trajectories are then ranked using the reward function in order to pick the best sequence and the associated actions. The re-planning occurs at every time step, and we only apply the first action from the best sequence at that given time.

Imagined Trajectories We use the trained probabilistic world model to generate additional trajectory data to produce another abstract behavior model purely from the imagined trajectory rollouts. The probabilistic world model outputs a categorical probability distribution over each channel, including epistemic uncertainty through model ensembling [10]. We randomly initialize the first state and use our planner and world model to select an action. Then, inputting the state and action into the probabilistic world model, we sample $\hat{s}_{t+1} \sim \hat{p}(s_{t+1}|s_t, a_t)$ from the predicted probability distribution to get the next estimate for the agent’s and adversary’s state. This recursive process terminates once the agent reaches the goal, is caught by the adversary, or if the time given to complete the task has elapsed, all within the imagined world.
3.2 Trajectory Processing

Given the trajectory data, we extract the experiential features from the states at each time step. These experiential features include the current location information for all the entities in the environment, the distances between them, and binary values comparing these distances. For example, three of the experiential features are: agent’s $y$ position, distance between adversary and the goal at the given time, and the binary value of whether the distance between the agent and the goal is greater than the distance between the adversary and the goal. We also categorize the fuel according to its relative distance to all the other components, so our experiential features contain information on the fuel closest to the agent, the fuel closest to the goal, and the fuel furthest from the adversary at any given time. In total, we have 132 experience features that we extract from the observed states at each time.

To define a list of milestones, we rely on our domain knowledge of the task and the reward function. The most impactful states are when the agent reaches any of the fuels, the goal, or is caught by the adversary, so we label these as our milestones. We create our strategy labels for each time based on the next milestone. If the next milestone reached is “agent at goal,” “agent caught,” or “unterminated,” we directly assign that strategy label. However, if the next reached milestone is a fuel location, we label the strategy based on the location of that fuel relative to the agent, goal, and adversary at each time. Hence, the strategies leading up to the fuel milestones may change before the milestone is reached (e.g., from showing that the agent is going for the fuel closest to the goal to showing that the agent is going for a fuel that is closest to itself). As a result, we end up with a total of seven local strategies for this task: 1) agent at goal, 2) agent caught, 3) unterminated episode, 4) agent at unlabeled fuel, 5) agent at fuel closest to agent, 6) agent at fuel closest to goal, and 7) agent at fuel furthest from adversary.

The agent’s behavior is modeled at two levels: determining the outcome of an episode and predicting the local strategy. For modeling the outcome, we only use the experiential features from the initial state to relate how our varying initial conditions affect the final outcome. For modeling the strategy, we predict the local strategy based on the time-varying experiential features. For the strategy modeling, we exclude failed episodes in order to derive strategies for successful trajectory runs only. Both levels of the abstract behavior model are based on a independently-trained interpretable decision tree.

3.3 Results

Our results are labeled as “real” if the abstract behavior model was trained on data from actual interactions with the environment and “imagined” if trained from rollouts within the probabilistic world model. As a first point of comparison, we show the accuracy results from a decision tree in Table 1 for both the overall outcome and at time-varying strategy level for the same set of real test data. For both real and imagined data, we find that we can predict the success or a failure of an episode with over 85% accuracy using the simple conditions discovered by the decision tree. Similarly, we find that our identified conditions predict the correct local strategy with over 75% accuracy. Figure 3 shows the prediction breakdown by strategy on test data based on training performed with real and imagined data sets.

|                      | Accuracy | Balanced Accuracy |
|---------------------|----------|------------------|
| Outcome, Real       | 86.92%   | 65.80%           |
| Outcome, Imagined   | 85.91%   | 63.07%           |
| Strategy, Real      | 78.36%   | 43.62%           |
| Strategy, Imagined  | 75.52%   | 37.76%           |

To show the experiential conditions identified, we present the decision tree results for both the real and imagined data in Figure 4. These models show the important conditional factors that lead to each of the strategies. For example, the results from the real data show that if the distance between agent and goal is less than the distance between agent and the fuel closest to the goal, then the agent’s strategy should be to go directly to the goal. Although the accuracy for the imagined and real trajectory data are similar, there is a variation in condition hierarchy between the two predictions. This provides insight into the differences between the environment and the approximate model, which we plan to explore as part of our future work.
Figure 3: Actual and predicted strategy frequencies in both real (left) and imagined (right) data.

Figure 4: Abstract strategy models learned from the real data (top) and imagined data (bottom).

The potential benefit of abstracting and representing RL behavior in this way is clearly visible from these results. The decision trees are easy for a human to read and interpret, and present the necessary information to pick out the most influential experiential features. Furthermore, they also demonstrate the unbalanced strategy labels which prevents the decision tree from being able to identify the conditions for lesser-seen strategy labels, thus leading to a lower accuracy. This may serve as an indication for us to collect more data and/or re-consider the milestones and the associated strategy labels.
4 Conclusions and Future Work

In this work, we have presented a method for generating abstract behavior models directly from trajectories obtained from an RL system. Trajectories capture experiences, strategies, and outcomes for an RL agent, all of which are important factors that influencing the competency of the system. We process the trajectories directly to obtain experiential feature representations and strategy labels, which are then used in performing condition identification for the behavior of the RL agent. Our objective in distilling trajectory data in this way is to eventually build a competency-communicating RL agent that can maintain user trust when deployed in the real world. The preliminary results shown provide a promising step in that direction. The ability to apply this method to imagined datasets in model-based RL is critical because it reduces the number of interactions required between the trained agent and environment. Additionally, using imagined datasets can allow us to identify the necessary conditions for mission success before deploying an RL agent in a new setting.

There are a multitude of ways this work can be improved upon and expanded. First, the process of identifying strategies can be automated through techniques like clustering and temporal logic inference, thus reducing human effort for more complex RL problems. Furthermore, while we focused on experiential features that are directly identified from the observed states, there are likely to be experiential features that are not explicitly captured in the state representation but instead can be extracted internally from the world model. Similarly, there may be ways to automate the milestone extraction process by directly using the reward function. Extensions of this work may also explore how the identified conditions and strategies may be used to generate an interpretable policy. Additionally, a more concrete analysis on the differences in results between the real and imagined results may be performed to gather insight into the trained world model and how/why it varies from the environment. Finally, our future work includes building upon these abstract behavior models with the aim to eventually develop a competency-aware RL system that can effectively communicate its capabilities and limitations in the real world.
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