Interfacial waves in the presence of wind and current: an asymptotic study
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We use asymptotic methods to study the evolution of short wavelength interfacial waves driven by the combined action of wind and current. We solve the Rayleigh equation for the stability of the shear flow, and construct a uniformly valid approximation for the perturbed streamfunction, or eigenfunction. We then expand the real part of the eigenvalue, the phase speed, in a power series of the inverse wavenumber and show that the imaginary part is exponentially small. We give expressions for the growth rates of the Miles [1] and rippling [e.g., 2] instabilities that are valid for an arbitrary shear flow. The accuracy of the results is demonstrated by a comparison with the exact solution of the eigenvalue problem in the case when both the wind and the current have an exponential profile.

I. INTRODUCTION

Waves at the interface between two fluids with different densities are ubiquitous in nature. A natural question concerns how a flow in either fluid affects these waves? Here, we consider fluid layers of infinite extent. A canonical example is the wind flowing over the ocean, both of which can be modeled as a parallel shear flow $U = U(z) \hat{x}$ and perturbed by a wave with wavenumber $k$.

FIG. 1: Schematic of wind driving a current in the water. Both are modeled as a parallel shear flow $U = U(z)$ and perturbed by a wave with wavenumber $k$.

In the absence of a current in the water and for $r$ less than unity, and yet not small, the Miles instability is difficult to study. Indeed, the waves are then strongly coupled to the wind so that the shear substantially changes the dispersion relation, yielding yet another situation in which the position of the critical layer is unknown. Not only is such a strong wind–wave coupling a central process on Earth, but it may play an important role in a number of astrophysical settings, including white dwarfs, one of the end products of stellar evolution, neutron stars and black holes [5]. For example, although most recent high-resolution three-dimensional simulations [6] suggest that Kelvin-Helmholtz instabilities driven by buoyant fingering may be able to explain the composition of white
dwarfs, an alternative proposal by Rosner et al. [7] and Alexakis et al. [8], is that the Miles instability is responsible.

Because most ocean waves have wavelengths much larger than the characteristic length scale of the wind profile, the Miles instability can be treated using asymptotic methods in the long-wave-limit [3]. Here, we focus on short waves with the goal of capturing the combined influences of an underlying current and a moderate density ratio. Whereas short waves may not be central in terrestrial oceanography, Alexakis et al. [9] argued that they are at the core of the astrophysical setting described in the previous paragraph. Thus, we treat a sheared two-fluid interface where the upper fluid is less dense than the lower fluid. For clarity of discussion, we refer to the upper and lower fluids as air and water, respectively, and refer to wind as the shear flow in the air, and current as the shear flow in the water.

In §II, we describe the linear stability analysis of a sheared two-fluid interface. The eigenfunction satisfies the Rayleigh equation and the eigenvalue is a complex intrinsic phase speed. We focus on the case of a wind-induced current in §III and obtain the real part of the eigenvalue as a series in powers of the dimensionless inverse wavenumber. Moreover, we show that the imaginary part of the eigenvalue is small and obtain general formulae for the growth rates of the Miles and the rippling instabilities. In §IV, we treat the case of the wind and the current governed by an exponential profile and compare our asymptotic results to the exact eigenvalue. In §V, we treat another type of current wherein a mode can have two critical layers, one in the air and one in the water. We then derive in §VI the asymptotic solution of the Rayleigh equation that was used in §III for the calculation of the eigenvalue. In particular, we show that an internal boundary layer emerges from the singularity at the critical level. Finally, before concluding, in §VII we demonstrate the limitations of the Wentzel-Kramers-Brillouin (WKB) approach to solving the Rayleigh equation.

II. LINEAR STABILITY OF A SHEARED TWO-FLUID INTERFACE

Young and Wolfe [2] derived the eigenvalue problem associated with the linear stability of an inviscid parallel shear flow across a two-fluid interface as sketched in Fig. 1. First we outline the governing Rayleigh equation and boundary conditions, after which we describe the non-dimensionalization of the problem.

### A. Eigenvalue problem

We consider a parallel shear flow, \( U = U(z) \), monotonic in both air and water. The air to water density ratio is \( r \equiv \rho_a/\rho_w < 1 \), and the gravitational acceleration and surface tension are \( g \) and \( \sigma \) respectively. Incompressibility ensures that a perturbation of the flow is entirely determined by the streamfunction \( \psi = \psi(x, z, t) \), where \( t \) is the time. We use normal modes in the form

\[
\psi(x, z, t) = \Re \{ \hat{\psi}(z) e^{ik(x-ct)} \},
\]

where \( k \) is a real wavenumber and \( c \) a complex phase speed to be determined (the eigenvalue), conservation of vorticity yields the Rayleigh equation as

\[
[U(z) - c] [\hat{\psi}''(z) - k^2 \hat{\psi}(z)] - U''(z)\hat{\psi}(z) = 0.
\]

We require the function \( U(z) \) to be continuous at \( z = 0 \), which excludes a Kelvin-Helmholtz type of instability and ensures the continuity of \( \hat{\psi}(z) \) [10]. Note that the derivative \( U'(z) \) may have a finite jump at \( z = 0 \) and the perturbation must decay in the far field. Provided that

\[
\lim_{z \to \pm \infty} U''(z) = 0,
\]

we can impose an exponential decay, viz.,

\[
\lim_{z \to \pm \infty} \psi'(z) \pm k\psi(z) = 0.
\]

Finally, we impose continuity of the normal stress at \( z = 0 \) and require the air-water interface to be a streamline, which yields the boundary condition

\[
\frac{\sigma}{\rho_w} k^2 + (1 - r)g + r \left[ \frac{U_S - c}{\psi(0)} \right] - \frac{U'}{\psi(0)} + (U_S - c)U'' = 0,
\]

where \( U_S = U(z = 0) \) is the surface drift.

### B. Non-dimensionalization

The length and velocity scales, \( L \) and \( V \), differ in the air and water, which we denote with the subscripts a
and w respectively. Whereas when there is no current in the water, we use the scales of the wind, L\(_a\) and V\(_a\), to non-dimensionalize the problem, because water is the primary medium of surface waves we use L\(_w\) and V\(_w\) when a current is present. Thus, the ratios

\[ R_1 \equiv \frac{V_a}{V_w} \quad \text{and} \quad R_2 \equiv \frac{L_a}{L_w} \]  

(6a, b)

act as additional control parameters. In a frame moving at speed U\(_S\), we use the dimensionless profile

\[ U = \frac{U - U_S}{V_w}, \quad \text{where} \quad U(0) = 0, \]  

(7)

and the dimensionless intrinsic phase speed is

\[ C \equiv \frac{c - U_S}{V_w}. \]  

(8)

The dimensionless wavenumber and vertical coordinate are \( k \equiv kL_w \) and \( z \equiv z/L_w \), respectively, and we define the dimensionless gravity and surface tension as

\[ G \equiv gL_w^2/V_w^2 \quad \text{and} \quad S \equiv \frac{\sigma}{\rho_w V_w^2 L_w}. \]  

(9)

\[
\frac{\epsilon}{\epsilon} + G(1 - r)e + [rU'(0^+) - U'(0^-)]eG - (1 + r)C^2 + [rf'(0^+) - h'(0^-)]eC^2 = 0. \]  

(14)

From equation (11), the far field behavior of the streamfunction has the form \( e^{\pm kz} \). Short waves are characterized by \( k \gg 1 \), so the exponential decay is captured as follows,

\[
\frac{\psi(z)}{\psi(0)} = \begin{cases} 
  e^{-kz} f(z) & \text{if } z > 0, \\
  e^{kz} h(z) & \text{if } z < 0.
\end{cases} \]  

(10)

We introduce the small parameter \( \epsilon \equiv 1/k \) and use (10) in the Rayleigh equation (2), which gives

\[
e \frac{f''(z)}{f(z)} - \frac{U''(z)}{U(z)} - C \quad f(0) = 1, \]  

(11)

and

\[
e \frac{h''(z)}{h(z)} + 2h'(z) = \frac{U''(z)}{U(z)} - C \quad h(0) = 1. \]  

(12)

We assume that

\[ f(z) = O(1) \quad \text{as } z \rightarrow +\infty \quad \text{and} \quad h(z) = O(1) \quad \text{as } z \rightarrow -\infty, \]  

(13)

the veracity of which we check a posteriori. The dimensionless form of equation (3) is

\[
\frac{\epsilon}{\epsilon} + G(1 - r)e + [rU'(0^+) - U'(0^-)]eG - (1 + r)C^2 + [rf'(0^+) - h'(0^-)]eC^2 = 0. \]  

(14)

For a given profile \( U(z) \), our main task is to solve equations (11) and (12) subject to the boundary conditions (13) and (14).

We consider the canonical situation where the wind blows over the water in which it induces a current (fig. 1). Hence, \( U'(z) \approx 0 \), \( U(z) > 0 \), and \( U(z) < 0 \). We explore another situation in §V.

C. Examples of profiles

A typical example of a wind and a wind-induced current is the double exponential profile,

\[
U(z) = \begin{cases} 
  U_\infty + (U_S - U_\infty) e^{-z/d_a} & \text{if } z > 0, \\
  U_S e^{-z/d_w} & \text{if } z < 0,
\end{cases} \]  

(15)

where \( U_\infty \) is the free-stream air velocity, and \( d_a \) and \( d_w \) denote the thicknesses of the air and water shear boundary layers respectively. In the frame of the water surface, the dimensionless form of Eq. (15) is

\[
U(z) = \begin{cases} 
  (R_1 - 1)(1 - e^{-z/R_2}) & \text{if } z > 0, \\
  e^z - 1 & \text{if } z < 0,
\end{cases} \]  

(16)

with \( R_1 = U_\infty/U_S \) and \( R_2 = d_a/d_w \). Young and Wolfe [2] showed that for such a profile the eigenvalue problem can be solved exactly in terms of hypergeometric functions.

In the course of physical oceanography, the double log profile,

\[
U(z) = \begin{cases} 
  U_\infty + u_a \ln(1 + z/z_{0a})/\kappa & \text{if } z > 0, \\
  U_S - u_w \ln(1 - z/z_{0w})/\kappa & \text{if } z < 0,
\end{cases} \]  

(17)

may be more realistic [11], where \( u_a \) and \( u_w \) are the friction velocities of air and water, respectively, \( \kappa = 0.4 \) is the von Kármán constant, and \( z_{0a} \) and \( z_{0w} \) are air and water roughness lengths, accounting for the presence of waves. Note that the velocity of the logarithmic current is negative for \( z < z_{\text{min}} \), where

\[ z_{\text{min}} \equiv -z_{0w} (e^{\kappa U_S/u_w} - 1). \]  

(18)

Such a change of sign is unphysical so we take \( U(z) = 0 \) for \( z < z_{\text{min}} \). The dimensionless form of (17) in the frame of the water surface is

\[
U(z) = \begin{cases} 
  R_1 \ln(1 + z/R_2)/\kappa & \text{if } z > 0, \\
  -\ln(1 - z/\kappa) & \text{if } z < 0,
\end{cases} \]  

(19)

with \( R_1 = u_a/u_w \) and \( R_2 = z_{0a}/z_{0w} \). In this case,
III. SHORT WAVELENGTH EXPANSIONS AND EXPONENTIAL ASYMPTOTICS

We treat the eigenvalue problem described in §II, perturbatively, where the small parameter is the dimensionless inverse wavenumber, $\epsilon \ll 1$. We draw intuition for the approach from Miles [1], who considered a simpler version of our problem, with the small parameter $\epsilon \ll 1$ and in the absence of a current. Hence, the leading order eigenvalue corresponding to $r = 0$ is real and equal to $c_s$, the phase speed of free surface waves. Moreover, due to the critical layer at height $z_c$, such that $U(z_c) = c_s$, the eigenvalue has an imaginary part of order $\epsilon$ to the critical layer at height $h$ and in the absence of a current. Hence, the leading order eigenvalue has an imaginary part of order $\epsilon$.

In contrast to the treatment of Miles [1], the leading order eigenvalue is unknown. In fact, even the nature of the lowest order behavior in $\epsilon$ is murky and hence we only assume that

$$C = C_r(\epsilon) + i C_i(\epsilon), \quad \text{with} \quad C_i(\epsilon) \ll C_r(\epsilon), \quad \epsilon \to 0.$$  

We use the notation of Bender and Orszag [12] for "version of our problem, with the small parameter $\epsilon \ll 1$ and in the absence of a current. Hence, the leading order eigenvalue has an imaginary part of order $\epsilon$ to the critical layer at height $h$ and in the absence of a current. Hence, the leading order eigenvalue has an imaginary part of order $\epsilon$.

$$\lim_{\epsilon \to 0} \frac{C_i(\epsilon)}{C_r(\epsilon)} = 0.$$  

The purpose of such an assumption is to replace $C \in \mathbb{C}$ by $C_r \in \mathbb{R}$ in equations (11) and (12). Recalling that $U(\zeta > 0) > 0$ and $U(\zeta < 0) < 0$, if $C_r$ is positive (negative) then there is a critical layer in the air (water), associated with a singular point in Eq. (11) (Eq. (12)). However, at this stage in the development, we do not know the possible values for $C_r$. Indeed, the term $r f'(0^+) - h'(0^-)$ depends on $C$ in a non-trivial manner so that Eq. (14) is not necessarily quadratic in $C$. Physically, $C_r$ is the phase speed of sheared interfacial waves in the reference frame of the water surface. In that frame, a wave propagating in the direction of (against) the current has a positive (negative) $C_r$ and Young and Wolfe [2] refer to these as prograde (retrograde) modes. In the case of a constant (zero shear) current $U$, there is one prograde and one retrograde mode, which are simply the Doppler-shifted forward and backward interfacial waves. We generalize this result to the case of arbitrary shear, which we check a posteriori. Thus we assume that there are two solutions, $C_r > 0$ and $C_r < 0$ that correspond to two critical levels, $\zeta_c > 0$ and $\zeta_c < 0$, such that

$$U(\zeta_c^\pm) = C_r^\pm.$$  

Therefore, the prograde (retrograde) mode undergo the Miles (rippling) instability, and hence $C_i \neq 0$ for both modes. We stress that, provided that the values of $C_{r\pm}$ are within the bounds of the function $U(\zeta)$, critical layers actually exist. When $C_{r\pm}$ are equal to these bounds, the system is marginally stable. In Appendix C we derive a general asymptotic formula for the large wavenumber cut-off of the rippling instability.

Hence, although $C_{r\pm}$ are unknown, we replace $C$ by $C_{r+}$ in Eq. (11) and by $C_{r-}$ in Eq. (12). We then solve these equations using boundary layer theory in §VI where we construct uniformly valid composite solutions. However, here we need only substitute the derivatives at $\zeta = 0^\pm$ into Eq. (14). In Appendix B we show that for the prograde mode,

$$f'(0^+) = -i \pi \frac{U''(\zeta_c^+)}{|U'(\zeta_c^+)|} e^{-2i\zeta_c^+/\epsilon} + \epsilon \frac{U''(0^+)}{2C_{r+}(\epsilon)} - \epsilon \frac{U''(\zeta_c^+)}{2C_{r+}(\epsilon)^2} \frac{\epsilon}{2},$$  

and

$$h'(0^-) = -\epsilon \frac{U''(0^-)}{2C_{r+}(\epsilon)},$$  

whereas for the retrograde mode,

$$f'(0^+) = \epsilon \frac{U''(0^+)}{2C_{r-}(\epsilon)},$$  

and

$$h'(0^-) = i \pi \frac{U''(\zeta_c^-)}{|U'(\zeta_c^-)|} e^{2i\zeta_c^-/\epsilon} - \epsilon \frac{U''(r^-)}{2C_{r-}(\epsilon)} + \frac{U''(\zeta_c^-)}{2C_{r-}(\epsilon)^2} \frac{\epsilon}{2}.$$  

We can now solve Eq. (14). With the advent of results [23] and [26], our key assumption, Eq. (20), is made more precise by letting

$$C_{\pm} = C_{r\pm}(\epsilon) + i A_{\pm}(\epsilon) e^{-2|\zeta_c\pm|/\epsilon}. $$  

Therefore, in order to have solutions with a non-zero imaginary part, we must include exponentially small terms. When first discarding those terms, we obtain

$$C_{\pm} = C_{r\pm}(\epsilon) + i A_{\pm}(\epsilon) e^{-2|\zeta_c\pm|/\epsilon}. $$
\[ \frac{S}{\epsilon} + G(1 - r)\epsilon + \left[ rU'(0^+) - U'(0^-) \right] \epsilon C_r - (1 + r + \text{h.o.t.}) C_r^2 = 0, \quad \epsilon \ll 1, \quad (28) \]

where h.o.t denotes higher order terms, such as terms of order \( \epsilon/C_r \) and \( \epsilon/\zeta_c \).

We seek solutions of Eq. (28) as a series in powers of \( \epsilon \). The nature of the leading order term depends on the value of the dimensionless surface tension \( S \). When gravity is the only restoring force, we find

\[ C_{r\pm}^{\text{grav}} = \pm \sqrt{\frac{1 - r}{1 + r}} G\epsilon + \frac{rU'(0^+) - U'(0^-)}{2(1 + r)} \epsilon \pm \frac{[rU'(0^+) - U'(0^-)]^2}{8 \sqrt{G(1 - r)}} \left[ \frac{\epsilon}{1 + r} \right]^3 + \text{h.o.t.} \quad (29) \]

When capillary forces are included, we instead obtain

\[ C_{r\pm}^{\text{cap-grav}} = \pm \sqrt{\frac{S}{(1 + r)\epsilon} + \frac{1 - r}{1 + r} G\epsilon} \quad (30) \]

Hence, apart from the effect of shear, for short waves gravity acts as a high order correction to the effect of surface tension. Note that the third term in Eq. (30) can be derived by expanding the dispersion relation of interfacial capillary-gravity waves,

\[ C(\epsilon) = \pm \sqrt{\frac{S}{(1 + r)\epsilon} + \frac{1 - r}{1 + r} G\epsilon} \quad (31) \]

Armed with \( C_{r\pm} \), we can use assumption (27), and Eqs. (23) and (26), in Eq. (14). We collect terms of order \( \epsilon \) to find the amplitudes \( A_{\pm} \), and infer the growth rates of the prograde (+) and retrograde (-) modes as

\[ \Im \{ \hat{k} C_+ \} = -C_{r+} \frac{\pi}{2} \frac{r}{1 + r} \frac{U''(\zeta_{c+})}{|U''(\zeta_{c+})|} e^{-2\delta_{c+}}, \quad (32) \]

and

\[ \Im \{ \hat{k} C_- \} = -C_{r-} \frac{\pi}{2} \frac{1}{1 + r} \frac{U''(\zeta_{c-})}{|U''(\zeta_{c-})|} e^{2\delta_{c-}}, \quad (33) \]

where \( \hat{k} = 1/\epsilon \). We emphasize two aspects of the present results. Firstly, equation (32) for the prograde mode is a generalization of the growth rate obtained by Miles in an Appendix of Morland and Saffman [13]. That result was obtained from short wavelength asymptotic analysis of the exact solution of the Rayleigh equation for an exponential wind profile. Secondly, equation (33) for the retrograde mode is a generalization of the short wavelength limit of the growth rate of the rippling instability found by Young and Wolfe [2] for an exponential wind-induced current.

\[ c(k) = U_S \pm \sqrt{\frac{1 - r}{1 + r} \frac{\theta}{k} + \frac{\sigma}{\rho w(1 + r)} k}, \quad (34) \]

which is the dimensional form of Eq. (31), where the plus (minus) sign corresponds to the prograde (retrograde) mode. Equations (29) and (30) predict that the non-uniformity of the current increases the phase speed by \( rU'(0^+)/2k \) and reduces it by \( U'(0^-)/2k \) respectively. Indeed, Figures [3]a)-(c) show that when \( r \) is close to 1, and \( k \) approaches unity, the phase speed of sheared waves is significantly larger than the phase speed of free surface

IV. INTERPRETATION

The behavior of short waves in presence of a wind and a wind-induced current depends on the profile of the latter solely through the derivatives at \( z = 0 \) and at the critical levels, \( \zeta = \zeta_{c\pm} \). In consequence, the results are qualitatively the same for the two profiles introduced in §II.C. We note that, as shown by Young and Wolfe [2], the eigenvalue problem can be solved exactly in terms of hypergeometric functions in the case of double exponential profiles, whereas exact analytical solutions for double log profiles are unknown.

In figures 2 and 3 we show the phase speed and the growth rate of the prograde mode undergoing the Miles instability. We compare the results of our short wavelength asymptotic analysis with the exact solution for an exponential wind profile, in the case of gravity (and c), capillary (b and e), and capillary-gravity waves (c and f), for different values of the density ratio \( r \) and the control parameters \( G \) and \( S \). Figures 4 and 5 show a similar comparison for the retrograde mode undergoing the rippling instability in the absence of air, that is \( r = 0 \). The asymptotic results are in accord with the exact results.

The phase speed of Doppler-shifted interfacial waves in presence of a constant, zero shear, current is

\[ c(k) = U_S \pm \sqrt{\frac{1 - r}{1 + r} \frac{\theta}{k} + \frac{\sigma}{\rho w(1 + r)} k}, \quad (34) \]
FIG. 2: Comparison of the short wavelength asymptotic results (dashed lines) for the prograde mode with the exact solution (solid lines) in the case of an exponential wind profile (no current), $U(z) = U_\infty (1 - e^{-z/d_a})$, a density ratio $r = 0.001$, and different values (grey and black) of the dimensionless gravity, $\mathcal{G} = gd_a/U_\infty^2$, and surface tension, $\mathcal{S} = \sigma/(\rho U_\infty^2 d_a)$. The phase speed as a function of the wavenumber is shown for gravity (a), capillary (b), and capillary-gravity waves (c); the exact and the asymptotic solutions are indistinguishable. The growth rate as a function of the wavenumber for gravity (d), capillary (e), and capillary-gravity waves (f).

FIG. 3: Same as Fig. 2 but with a density ratio of $r = 0.9$. Whereas in Figs. 2(a)-(c) the asymptotic results (dashed lines) and the exact solution (solid lines) are indistinguishable, such is not the case here, where we also see the phase speed of free surface waves (dotted lines).
FIG. 4: Comparison of the short wavelength asymptotic results (dashed lines) for the retrograde mode with the exact solution (solid lines) in the case of an exponential current (no air), $U(z) = U_S e^{z/d_w}$, and different values (grey and black) of the dimensionless gravity, $G = gd_w/U_S^2$, and surface tension, $\delta = \sigma/(\rho w U_S^2 d_w)$. The dotted lines depict the corresponding phase speed of Doppler-shifted surface waves. The growth rate as a function of the wavenumber for gravity (d), capillary (e), and capillary-gravity waves (f).
waves. Moreover, Figures 4(a)-(c) show the predicted reduction of the retrograde mode in the absence of air when \( k \) is of order unity.

Generally, for small values of \( r \), the effect of the wind on dispersion is insignificant, as shown by the phase speed of free surface in Figures 2(a)-(c). However, for large values of \( r \), the wind has a major influence. For instance, as shown in Figure 3(b), the wind is responsible for a minimum phase speed of capillary waves. Moreover, as \( r \) increases so does the growth rate of the prograde mode. Thus, we interpret the density ratio as a wind-wave coupling constant.

Finally, for both modes the growth rates increase when \( G \) and \( S \) are small, which is the case for large velocity scales (c.f., Figs 2 and 4). Thus, consistent with physical intuition, a small perturbation grows faster in the presence of strong winds and/or currents.

V. PROGRADE INSTABILITY DUE TO CRITICAL LAYERS IN BOTH AIR AND WATER

We now explore the case of a wind blowing in the air when there is also a current in the water, as shown in Figure 5. Thus we have

\[
U(z > 0) > 0, \quad U'(z > 0) > 0, \quad \text{and} \quad U'(z < 0) < 0,
\]

and again assume an infinite depth and proceed as in §III. The key difference is that the prograde mode has a critical layer in both the air and the water, and the retrograde mode has no critical layer. Therefore, there are levels \( z_c^\pm \) such that

\[
U(z_c^+) = C_r^+ \quad \text{and} \quad U(z_c^-) = C_r^+,
\]

and there is no value of \( z \) such that \( C_r^- < 0 \) is equal to \( U(z) \). This implies that

\[
f'(0^+) = -i\pi \frac{U''(z_c^+)}{|U'(z_c^+)|} e^{-2z_c^+/\epsilon} + \frac{\epsilon}{2C_r^+(\epsilon)} - \frac{U''(0^+)}{|U'(z_c^+)|} \quad \text{and} \quad h'(0^-) = i\pi \frac{U''(z_c^-)}{|U'(z_c^-)|} e^{2z_c^-/\epsilon} - \frac{\epsilon}{2C_r^-(\epsilon)} + \frac{U''(0^-)}{|U'(z_c^-)|}
\]

for the prograde mode, while

\[
f'(0^+) = \epsilon \frac{U''(0^+)}{2C_r^-(\epsilon)} \quad \text{and} \quad h'(0^-) = -\epsilon \frac{U''(0^-)}{2C_r^-(\epsilon)}
\]

for the retrograde mode. Hence, the retrograde mode is neutral but the prograde mode can undergo both the Miles and rippling instabilities, and has a growth rate of

\[
\Im\{kC_r^+\} = -\frac{\pi}{1 + r} \frac{C_r^+}{2} \left[ r \frac{U'(z_c^+)}{|U'(z_c^+)|} e^{-2z_c^+/r} + \frac{U''(z_c^-)}{|U'(z_c^-)|} e^{2z_c^-/r} \right].
\]

VI. ASYMPTOTIC SOLUTION OF THE RAYLEIGH EQUATION FOR SHORT WAVES

We now explore the case of a wind blowing in the air when there is also a current in the water, as shown in Figure 5. Thus we have \( U(z < 0) > 0, \) \( U'(z > 0) > 0, \) and \( U'(z < 0) < 0, \) and again assume an infinite depth and proceed as in §III. The key difference is that the prograde mode has a critical layer in both the air and the water, and the retrograde mode has no critical layer. Therefore, there are levels \( z_c^\pm \) such that

\[
U(z_c^+) = C_r^+ \quad \text{and} \quad U(z_c^-) = C_r^+,
\]

and there is no value of \( z \) such that \( C_r^- < 0 \) is equal to \( U(z) \). This implies that

\[
f'(0^+) = \epsilon \frac{U''(0^+)}{2C_r^-(\epsilon)} \quad \text{and} \quad h'(0^-) = -\epsilon \frac{U''(0^-)}{2C_r^-(\epsilon)}
\]

for the prograde mode, while

\[
f'(0^+) = -i\pi \frac{U''(z_c^+)}{|U'(z_c^+)|} e^{-2z_c^+/\epsilon} + \epsilon \frac{U''(0^+)}{2C_r^+(\epsilon)} - \frac{U''(z_c^+)}{|U'(z_c^+)|} e^{2z_c^+/2C_r^+}
\]

and

\[
h'(0^-) = i\pi \frac{U''(z_c^-)}{|U'(z_c^-)|} e^{2z_c^-/\epsilon} - \epsilon \frac{U''(0^-)}{2C_r^-(\epsilon)} + \frac{U''(z_c^-)}{|U'(z_c^-)|} e^{2z_c^-/2C_r^-}
\]

for the retrograde mode. Hence, the retrograde mode is neutral but the prograde mode can undergo both the Miles and rippling instabilities, and has a growth rate of

\[
\Im\{kC_r^+\} = -\frac{\pi}{1 + r} \frac{C_r^+}{2} \left[ r \frac{U'(z_c^+)}{|U'(z_c^+)|} e^{-2z_c^+} + \frac{U''(z_c^-)}{|U'(z_c^-)|} e^{2z_c^-} \right].
\]
There is a regular singularity at \( r = 0 \), and we drop the subscript \( c \) at the critical level, \( r = r_c \).

In consequence, we drop the subscript \( c \) on \( \epsilon \) goes to zero. We check this a posteriori once the dependence of \( \epsilon \) is known. In consequence, \( C_r \) can be treated as a constant in the following analysis.

The boundary layer is an inner region where the solution of equation \( (11) \) changes rapidly. We define two outer regions, where the solution changes slowly. One spans \( r = 0 \) to the inner region; the other spans the inner region to the far field. We call them ‘lower outer region’ and ‘upper outer region’, respectively (see Figure 6).

### A. Outer solutions

Following Miles [14], we seek outer solutions as a power series in \( \epsilon \) as

\[
\begin{align*}
\epsilon f''(\tilde{r}) - 2f'(\tilde{r}) - \epsilon \frac{U''(\tilde{r})}{U(\tilde{r}) - C_r} f(\tilde{r}) &= 0, & f(0) &= 1,
\end{align*}
\]

and find that

\[
\begin{align*}
f_0 &= \text{constant} & f_1(\tilde{r}) &= -\frac{f_0}{2} \int_{\tilde{r}_1}^{\tilde{r}} \frac{U''(\tilde{r})}{U(\tilde{r}) - C_r} d\tilde{r}.
\end{align*}
\]

The constant \( f_0 \) and the lower limit of the integral \( \tilde{r}_1 \) are not a priori the same for the two outer solutions. In particular, they cannot be determined by the boundary conditions at \( z = 0 \) and infinity, requiring us to find an inner solution.

### B. Inner solution

Within the boundary layer, we introduce the stretched coordinate \( Z \equiv (r - r_c)/\delta \), where \( 0 < \delta \ll 1 \). The Frobenius exponents are 0 and 1, so that the solution of equation \( (11) \) is finite at \( r = r_c \). Therefore, we assume that an internal boundary layer emerges from the singularity. We assume that the point \( r = r_c(\epsilon) \) is well separated from the lower boundary, \( r = 0 \), as \( \epsilon \) goes to zero. We check this a posteriori once the dependence of \( C_r \) on \( \epsilon \) is known.

The general solutions are

\[
\begin{align*}
F_0(Z) &= A e^{2Z} + B, & A, B &\in \mathbb{C},
\end{align*}
\]

and

\[
\begin{align*}
F_1(Z) &= \frac{U''}{U} \int_b^Z dx e^{2x} \int_a^x dt \frac{e^{-2t}}{t} F_0(t).
\end{align*}
\]

Next we determine the integration constants, \( A \) and \( B \), and the bounds of integration, \( a \) and \( b \), by asymptotic matching.
C. Asymptotic matching and uniformly valid composite solutions

We must match the inner solution and the two outer solutions, as \( \epsilon \to 0^+ \). We use the superscripts ‘\( \ell \)’ and ‘u’ for lower and upper, respectively.

The lower outer solution, \( f_0^\ell(\delta) \), is defined for \( 0 \leq \delta \ll \delta_c \), and must satisfy the lower boundary condition;

\[
f_0^\ell(0) = 1, \quad \text{and} \quad f_1^\ell(0) = 0. \quad (48a, b)
\]

The upper outer solution, \( f_0^u(\delta) \), is defined for \( \delta \gg \delta_c \) and hence must satisfy condition \( (4) \). We use the following matching conditions,

\[
\lim_{\delta \to \delta_c^-} f_0^\ell(\delta) = \lim_{z \to -\infty} F_{\infty}(z), \quad \text{and} \quad \lim_{\delta \to \delta_c^+} f_0^u(\delta) = \lim_{z \to +\infty} F_{\infty}(z), \quad (49, 50)
\]

and then apply the Van Dyke additive rule \( (12) \) to construct uniformly valid composite solutions;

\[
\text{uniform approx} = \text{inner} + \text{outer} - \text{common part}. \quad (51)
\]

We stress that this is possible because the lower and upper outer solutions happen to have a common analytical expression.

1. Leading order

To leading order, the outer solutions are constant (see Eq. \( (42a) \)), and because of the boundary condition \( (48a) \) we have

\[
F_0^\ell = 1. \quad (52)
\]

The leading order inner solution is given by equation \( (46) \). To preempt divergence as \( Z \to +\infty \), we impose \( A = 0 \), and the matching condition \( (49) \) implies that \( B = 1 \). Therefore,

\[
F_0 = 1, \quad (53)
\]

which, upon imposition of the matching condition \( (50) \), yields

\[
f_0^u = 1. \quad (54)
\]

We combine the solutions \( (52) \), \( (53) \) and \( (54) \) using the additive rule \( (51) \), and thus obtain a uniformly valid composite solution at leading order;

\[
f_{\text{uniform}, 0} = 1 + O(\epsilon). \quad (55)
\]

The effect of the boundary layer appears only at the next order.

2. Order \( \epsilon \)

Following equation \( (42b) \), the lower and upper outer solutions at order \( \epsilon \) are

\[
f_1^\ell(\delta) = -\frac{1}{2} \int_{\delta_c}^\delta d\tilde{\delta} \frac{U''(\tilde{\delta})}{U(\tilde{\delta}) - C_r}, \quad (56)
\]

and

\[
f_1^u(\delta) = -\frac{1}{2} \int_{\delta_c}^\delta d\tilde{\delta} \frac{U''(\tilde{\delta})}{U(\tilde{\delta}) - C_r}, \quad (57)
\]

respectively. From the Laurent series expansion

\[
\frac{U''(\delta)}{U(\delta) - C_r} = \frac{U''_c}{U_c} + \frac{1}{2} \left( \frac{U''_c}{U_c} \right)^2 + O(\delta - \delta_c), \quad (58)
\]

we deduce that

\[
f_1^\ell(\delta) \sim -\frac{U''_c}{2U_c} \log \left( \frac{\delta - \delta_c}{\delta_c - \delta_c} \right), \quad \delta \to \delta_c^-, \quad (59)
\]

and

\[
f_1^u(\delta) \sim -\frac{U''_c}{2U_c} \log \left( \frac{\delta - \delta_c}{\delta_c - \delta_c} \right), \quad \delta \to \delta_c^+, \quad (60)
\]

where \( \log \) denotes a continuation of the natural logarithm to the negative real numbers,

\[
\log(\delta - \delta_c) = \begin{cases} \ln |\delta - \delta_c| - i\pi & \text{if } U'_c > 0, \\ \ln |\delta - \delta_c| + i\pi & \text{if } U'_c < 0, \end{cases} \quad \text{for } \delta < \delta_c. \quad (61)
\]

The choice of the branch cut – just above the negative real axis if \( U'_c > 0 \), just below otherwise – follows from Lin \( (15) \).

From equation \( (47) \), the inner solution at order \( \epsilon \) is

\[
F_1(Z) = \frac{U''_c}{U_c} \int_b^Z dx e^{2x} \int_a^x dt \frac{e^{-2t}}{t}. \quad (62)
\]

We split the integral over \( t \) as

\[
\int_a^x = \int_{+\infty}^x + \int_a^{+\infty}. \quad (63)
\]

Noting that the second integral is a constant, \( C \in \mathbb{C} \), we obtain

\[
F_1(Z) = -\frac{U''_c}{U_c} \left\{ \int_b^Z dx e^{2x} E_1(2x) + \frac{C}{2} \left( e^{2Z} - e^{2b} \right) \right\}, \quad (64)
\]

where

\[
E_1(x) \equiv \int_{+\infty}^{+\infty} dt \frac{e^{-t}}{t}, \quad |\arg(x)| < \pi, \quad (65)
\]

is the exponential integral. For large values of \(|x|\), the
Because the boundary condition \(\text{(48)}\) yields \(e^{2x}E_1(2x) \sim \frac{1}{2x}, \quad x \to \pm \infty.\) After integration, we find
\[
F_1(Z) \sim \frac{U''_{\epsilon}}{2U'_{\epsilon}} \left\{ \log \left[ \frac{Z}{b} \right] + C \left( e^{2Z} - e^{2b} \right) \right\}, \quad Z \to \pm \infty.
\] Recalling that \(Z = (\hat{5} - \hat{5}_{\epsilon})/\epsilon\), the matching of the inner limits, given by equations \((69)\) and \((60)\), and the outer limits, given by equation \((68)\), yields
\[
C = 0 \quad \text{and} \quad \hat{5}_1 - \hat{5}_{\epsilon} = \epsilon b = \hat{5}_u - \hat{5}_{\epsilon}. \quad (69a, b)
\] Because the boundary condition \((48)\) requires that \(\hat{5}_1 = 0,\) \((70)\)

\[
f_{\text{unif},1}(\hat{5}) = 1 + \epsilon \left\{ - \frac{U''_{\epsilon}}{U'_{\epsilon}} \int_{-\hat{5}_{\epsilon}/\epsilon}^{\hat{5}} dx \ e^{2x}E_1(2x) - \frac{1}{2} \int_0^3 d\hat{5} \ \frac{U''(\hat{5})}{U(\hat{5}) - C_r} + \frac{U''_{\epsilon}}{2U'_{\epsilon}} \log \left( 1 - \frac{\hat{5}}{\hat{5}_{\epsilon}} \right) \right\} + O(\epsilon^2). \quad (74)
\]

In Appendix \([3]\) we verify that \(\chi(\hat{5}) = e^{-k\hat{5}}f_{\text{unif},1}(\hat{5})\) satisfies the global property;
\[
\Im\left\{ \chi'(0^+) \right\} = -\pi \frac{U''_{\epsilon}}{U'_{\epsilon}} |\chi_c|^2, \quad (75)
\] at leading order. In Appendix \([\lambda]\) we show that
\[
f(\hat{5}_c) = 1 + \frac{\epsilon}{2} \frac{U''_{\epsilon}}{U'_{\epsilon}} \left( \gamma_E + \ln \left[ \frac{2 \hat{5}_c}{\epsilon} \right] - i\pi \right) + O(\epsilon^2). \quad (76)
\]
Equation \((76)\) generalizes a result that Miles derived in an Appendix to Morland and Saffman \([13]\) using an exact solution of the Rayleigh equation for an exponential wind profile.

**D. Comparison with the numerical solution**

We numerically solve equation \((11)\) for the two standard wind profiles
\[
U(\hat{5}) = 1 - e^{-\hat{5}} \quad \text{and} \quad U(\hat{5}) = \ln(1+\hat{5})/\kappa, \quad (77a, b)
\]
the outer solution at order \(\epsilon\) has the same expression in the lower and upper outer regions;
\[
f_1(\hat{5}) = -\frac{1}{2} \int_0^3 d\hat{5} \ \frac{U''(\hat{5})}{U(\hat{5}) - C_r}, \quad \hat{5} \ll \hat{5}_{\epsilon} \quad \text{and} \quad \hat{5} \gg \hat{5}_{\epsilon}. \quad (71)
\] The lower outer solution is real, because the path of integration along the real axis does not reach the branch point \(\hat{5} = \hat{5}_{\epsilon}.\) However, for the upper outer solution we have to make a detour in the complex plane. We deform the path of integration in the upper part if \(U'_{\epsilon} > 0,\) and in the lower part otherwise. In Appendix \([3]\) we show that
\[
\Im\{f_1\} = -\pi \frac{U''_{\epsilon}}{2 |U'_{\epsilon}|}. \quad (72)
\] Using the matching conditions \((69)\) together with equation \((70)\), the inner solution \((64)\) becomes
\[
F_1(Z) = -\frac{U''_{\epsilon}}{U'_{\epsilon}} \int_{-\hat{5}_{\epsilon}/\epsilon}^Z dx \ e^{2x}E_1(2x). \quad (73)
\] Finally, we use the Van Dyke rule \((51)\) to construct a uniformly valid composite solution at order \(\epsilon;\)

\[
\text{E. Similarity solution}
\]

We have non-dimensionalized the variables using external parameters characterizing the shear in the air. How-
FIG. 7: Comparison of the uniformly valid composite solution (74) with the numerical solution of the Rayleigh equation for the exponential (a,b) and logarithmic (c,d) wind profiles, with \( C_r = 0.1 \) and different values of \( k \). The dots and the stars denote the real and imaginary parts of the numerical solution, respectively. The solid line shows the real part of (74) and the dashed line the imaginary part.

However, the general short wave solution (74) can also be written in terms of \( \xi \equiv k z \) and \( U \equiv U/\tilde{c}_r \), where \( \tilde{c}_r \) is the dimensional version of \( C_r \). The wind-generated ripples have a continuous wavenumber spectrum so that \( k \), and subsequently \( \tilde{c}_r \), are variables rather than parameters. In that sense, \( \xi \) is a similarity variable introduced by Miles [1], and the Rayleigh equation has a self-similar solution, \( \phi = \phi(\xi) \), which for short waves is

\[
\phi(\xi) = e^{-\xi} \left\{ 1 - \frac{U''(\xi_c)}{U'(\xi_c)} \int_{-\xi_c}^{\xi} dx \ e^{2x} E_1(2x) \right. - \frac{1}{2} \int_{0}^{\xi} d\tilde{z} \ \frac{U''(\tilde{z})}{U(\tilde{z}) - 1} + \frac{U''(\xi_c)}{2U'(\xi_c)} \ Log \left( 1 - \frac{\xi}{\xi_c} \right) \left\}.
\]

(78)

VII. THE WKB METHOD IN THE SHORTWAVELENGTH LIMIT

Alexakis et al. [9] proposed a solution of the Rayleigh equation for short waves using the WKB method. However, because their solution does not satisfy the global property (75), their growth rate has an extra factor \( \pi/k \); see their equation (A31). In Figure 8, we show the growth rate of gravity waves for an exponential wind profile and compare the results of Alexakis et al. [9] with our short wave asymptotic solution and the exact solution. Clearly the WKB method deviates from the others for all \( kd_a \gtrsim 25 \), and in what follows we explain the origin of the deviation.

Setting \( \epsilon = 1/k \), we write the Rayleigh equation in the form

\[
\epsilon^2 \chi''(\zeta) = Q(\zeta, \epsilon) \chi(\zeta), \quad \text{with} \quad Q(\zeta, \epsilon) \equiv 1 + \epsilon^2 \frac{U''(\zeta)}{U(\zeta) - C_r}.
\]

(79)
FIG. 8: Comparison of the growth rate of gravity waves obtained by Alexakis et al. [9] with the predictions of our short wavelength asymptotic treatment (cf. Eq. 32) and the growth rate calculated from the exact (hypergeometric) solution for a wind profile $U(z) = U_\infty (1 - e^{-z/d_a})$ and a density ratio $r = 0.5$.

A WKB expansion is [12]

$$\chi(z) \sim \exp \left[ \frac{1}{\epsilon} \sum_{n=0}^{+\infty} \epsilon^n S_n(\zeta) \right], \quad \epsilon \to 0. \quad (80)$$

In the standard case, $Q(z, \epsilon)$ does not depend on the small parameter $\epsilon$. Then, we can take only two terms in the series (80): this, physical optics approximation, yields

$$\chi(z) \sim C_1 [Q(z)]^{-\frac{1}{4}} \exp \left[ \frac{1}{\epsilon} \int_a^b d\tilde{z} \sqrt{Q(\tilde{z})} \right] + C_2 [Q(z)]^{-\frac{1}{4}} \exp \left[ -\frac{1}{\epsilon} \int_b^\infty d\tilde{z} \sqrt{-Q(\tilde{z})} \right] \quad (81)$$

for $Q(z) > 0$, and

$$\chi(z) \sim C_3 [-Q(z)]^{-\frac{1}{4}} \exp \left[ \frac{i}{\epsilon} \int_b^\infty d\tilde{z} \sqrt{-Q(\tilde{z})} \right] + C_4 [-Q(z)]^{-\frac{1}{4}} \exp \left[ -\frac{i}{\epsilon} \int_b^\infty d\tilde{z} \sqrt{-Q(\tilde{z})} \right], \quad (82)$$

for $Q(z) < 0$, where the bounds of integration, $a$ and $b$, are arbitrary.

For $U''(z) < 0$ and $Q(z, \epsilon)$ introduced in equation (79), Alexakis et al. [9] used the physical optics approximation on three intervals, defined in Figure 9, and obtained three solutions of the form of (81) or (82), in which they neglected the fact that $\epsilon \ll 1$ within $Q(z, \epsilon)$. Then, they had to match those solutions in order to determine the integration constants $C_1$, $C_2$, etc. The common matching procedure takes place at the simple turning point $\zeta_*$ [e.g. 12]. However, they needed inner solutions near the critical level, $\zeta_c$, and it is at this juncture that the appeal of the WKB method is understood. Indeed, they found that the solution of the Rayleigh equation near the singularity can be represented in terms of Bessel functions for $\zeta > \zeta_*$, and in terms of modified Bessel functions for $\zeta < \zeta_*$. Moreover, the outer limits of those inner solutions formally match the inner limits of the physical optics approximations. Unfortunately, however, the distance between the critical point $\zeta_*$ and the turning point $\zeta_*$ actually shrinks as $\epsilon$ tends to zero. For instance, in the case of the exponential profile $U(z) = 1 - e^{-z}$, we have

$$\zeta_* - \zeta_c = \ln(1 + \epsilon). \quad (83)$$

Hence, the interval where $Q < 0$ cannot be taken as an outer region. In fact, as seen in Figure 7, the numerical solution of the Rayleigh equation does not exhibit oscillatory behavior.

In the vicinity of the critical level, $\zeta_c$, we introduce the inner variable

$$z = \frac{U'(\zeta)}{U'_c} (\zeta - \zeta_c), \quad (84)$$
Bessel functions of order \( i \) and \( Y \) by Alexakis at continuous and its derivative to have the correct behavior incompatible with the following; formulae to determine such relations to find them to be A where \( \chi \) in+ \( Z < 0 \) \( \chi \) in- \( Z > 0 \) \( \sqrt{Z} \) \( \chi \) is a simple turning point. in terms of which the inner solutions are

\[
\chi_{\text{in+}}(z > 0) = \sqrt{z} \left[ A J_1(2\sqrt{z}) + B Y_1(2\sqrt{z}) \right], \quad \chi_{\text{in-}}(z < 0) = \sqrt{-z} \left[ C I_1(2\sqrt{-z}) + D K_1(2\sqrt{-z}) \right],
\]

where \( A, B, C, \) and \( D \) are complex constants, and \( J_1 \) and \( Y_1 \) (\( I_1 \) and \( K_1 \)) are the Bessel functions (modified Bessel functions) of order 1. For the solution to be continuous and its derivative to have the correct behavior at \( z = z_c \), we must establish some relationships between these constants. Although this was not done explicitly by Alexakis et al., we could use their final matching formulae to determine such relations to find them to be incompatible with the following;

\[
I_1(\frac{z}{\epsilon}) = -i J_1(\frac{i\pi}{2}z) \quad \text{and} \quad K_1(\frac{z}{\epsilon}) = -i Y_1(\frac{i\pi}{2}z),
\]

for \( -\pi < \arg(z) \leq \pi/2 \). We find that

\[
C = -A + i B \quad \text{and} \quad D = -\frac{2}{\pi} B. \quad (88)
\]

To check the consistency of these results, we use equation [88] for the numerical integration of the Rayleigh equation and retrieve the growth rates calculated by Beji and Nadaoka [16].

VIII. CONCLUSION

We have studied the effect of a shear flow on interfacial capillary-gravity waves when their wavelength is much smaller than the characteristic length scale of the flows in the fluids bounding the interface. Using the dimensionless inverse wavenumber as a small parameter, \( \epsilon = 1/\hat{k} \), we asymptotically solved the eigenvalue problem for the stability of an arbitrary parallel flow \( \mathbf{U} = U(z) \hat{x} \) through a two-fluid interface with a density ratio that is not necessarily small. We constructed uniformly valid composite solutions of the governing Rayleigh equation, where the real part of the eigenvalue is a power series in \( \epsilon \). We showed that including the effect of surface tension changes the nature of the leading order solution, and that exponentially small terms must be considered in order to have a non-zero imaginary part of the solution. From a physical view-point, there is a prograde mode whose phase speed is greater than the speed of the water surface, \( U_s \), and a retrograde mode whose phase speed is smaller than \( U_s \). When the velocity of the shear flow equals the phase speed of one these modes, there is a critical layer where the flow transfers energy to the wave. If the critical layer is in the air (water), this is called the Miles (rippling) instability. The only case considered in the literature thus far is when the prograde mode undergoes the Miles instability and the retrograde mode undergoes the rippling instability. In § VIII we studied the situation where the prograde mode can undergo both instabilities and the retrograde mode is neutral. In the short wave limit, we found that (i) the effect of the shear on the phase speed of the two modes depends only on the derivatives of \( U \) at \( z = 0 \pm \); and (ii) the Miles and rippling instabilities have a growth rate of the same form. Indeed, the interaction between the shear flow and the waves is mostly reduced to a narrow region around the critical level, an internal boundary layer of thickness \( \epsilon \) where the solution of the Rayleigh equation has a self-similar structure. Heuristically speaking, the waves are barely influenced by the flow outside of this region. Nonetheless, we showed that there are significant effects on dispersion and growth rates when the characteristic velocity of the shear flow is large and the density ratio is close to 1. Finally, we showed how the WKB approach of solving the Rayleigh equation breaks down.
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Appendix A: Solution of equation (11) at the singular point \( z = z_c \)

The regular singular point \( z = z_c \) is located in the inner region where the solution at order \( \epsilon \) is given by equation (73), which we reproduce here;

\[
F_1(Z) = -\frac{U''}{U} \int_{-z_c/\epsilon}^{Z} dx \ e^{2x} E_1(2x), \quad \text{where} \quad Z = \frac{z - z_c}{\epsilon}
\]

is the inner variable.
1. Imaginary part

From the series representation of the exponential integral

\[ E_1(x) = -\gamma_E - \log(x) - \sum_{n=1}^{+\infty} \frac{(-x)^n}{n!}, \quad |\arg(x)| < \pi, \]

(A2)

\[ \Im \left\{ \int_{-\infty}^{Z} dx \, e^{2\pi} E_1(2x) \right\} = \pm \Theta(-Z) \pi \int_{-\infty}^{Z} dx \, e^{2\pi}, \]

(A3)

where we select the plus sign when \( U' > 0 \), and the branch cut is just above the negative real axis, and the minus sign otherwise. From equation (A3), we find

\[ \Im \{F_1(Z)\} = \begin{cases} -\frac{\pi}{2} \frac{U''}{|U'|} (e^{2\pi} - e^{-2\pi}) & \text{if } Z < 0, \\ -\frac{\pi}{2} \frac{U''}{|U'|} (1 - e^{-2\pi}) & \text{if } Z \geq 0. \end{cases} \]

(A4)

Then, upon taking the limit \( Z \to 0 \) we obtain

\[ \Im \{f_1(\zeta)\} = -\frac{\pi}{2} \frac{U''}{|U'\zeta|} (1 - e^{-2\pi}) + O(\epsilon^2). \]

(A5)

It is interesting to take the outer limits \( Z \to \pm \infty \) of the expression (A4). In particular, if the matching was done properly, these should be equal to the inner limits of the imaginary parts of the lower and upper outer solutions, where \( \gamma_E = 0.577 \) is the Euler constant, we see that \( x = 0 \) is a logarithmic branch point for the integral in equation (A4). The only contribution to the imaginary part of \( F_1 \) arises from the integration of \( \log(x) \) along the branch cut. Namely, if \( \Theta \) is the Heaviside step function then

\[ \lim_{\zeta \to \pm \infty} \Im \{f_1(\zeta)\} = \frac{\pi}{2} \frac{U''}{|U'|} e^{-2\pi}, \quad \text{and} \quad \lim_{\zeta \to \pm \infty} \Im \{f_1(\zeta)\} = -\frac{\pi}{2} \frac{U''}{|U'|} (1 - e^{-2\pi}). \]

(A6)

(A7)

In each case, we shall check that

\[ \lim_{\epsilon \to 0^+} \frac{\zeta \epsilon}{\epsilon} = +\infty, \]

(A8)

which is the condition of separation of the boundary layer of thickness \( \epsilon \) from the lower boundary. Thus, we consistently retrieve a zero imaginary part in the lower outer region. We recall that the upper outer solution is given by (Eq. 71)

\[ f_1 u(\zeta) = \frac{1}{2} \int_{0}^{\zeta} d\bar{\zeta} \frac{U''(\bar{\zeta})}{U(\bar{\zeta}) - C_r}, \quad \zeta \gg \zeta_c. \]

(A9)

According to the Sokhatski-Plemelj theorem,

\[ \lim_{\epsilon \to 0^+} -\frac{1}{2} \int_{0}^{\zeta} d\bar{\zeta} \frac{U''(\bar{\zeta})}{U(\bar{\zeta}) - (C_r + i\epsilon)} = -\frac{1}{2} \Phi \int_{0}^{\zeta} d\bar{\zeta} \frac{U''(\bar{\zeta})}{U(\bar{\zeta}) - C_r} - \frac{i\pi}{2} \frac{U''}{|U'|}, \quad \forall \zeta > \zeta_c. \]

(A10)

Here we calculate the next order contribution to the real part. For convenience, we define

\[ J(Z) = \Re \left\{ \int_{-\infty}^{Z} dx \, e^{2\pi} E_1(2x) \right\}. \]

(A12)

2. Real part

At the leading order, we have

\[ f(\zeta_c) = 1 + O(\epsilon). \]

(A11)
and we express the exponential integral using the Ramanujan series as

\[
E_1(x) = -\gamma_E - \log(x) + e^{-\frac{x}{2}} \sum_{n=1}^{+\infty} \frac{s_n}{n!} \left(\frac{x}{2}\right)^n, \quad s_n = \sum_{j=0}^{\left\lfloor \frac{n-1}{2} \right\rfloor} \frac{1}{j + \frac{1}{2}},
\]

(A13)

where \(\left\lfloor x \right\rfloor\) denotes the floor function. This series converges faster than (A2). We perform a direct integration as

\[
J(Z) = -\int_{-\frac{z_c}{\epsilon}}^{Z} dx \, e^{2x} \left(\gamma_E + \ln(2) + \ln|x|\right) + \sum_{n=1}^{+\infty} \frac{s_n}{n!} \int_{-\frac{z_c}{\epsilon}}^{Z} dx \, e^{x} x^n,
\]

(A14)

and after some algebra we obtain

\[
J(Z) = \frac{1}{2} \left[ \gamma_E + \ln(2) \right] e^{-2\zeta/\epsilon} - e^{2\zeta/\epsilon} \ln \left[ \frac{2\zeta}{\epsilon} \right] - e^{2Z} \ln|Z| + E_1 \left[ \frac{2\zeta}{\epsilon} \right] - E_1 \left( 2|Z| \right) \right] + S(Z),
\]

(A15)

is the upper incomplete gamma function. Note that

\[
\Gamma(n + 1, 0) = n! \quad \text{and} \quad s_{2p-1} = s_{2p}, \quad \forall p \in \mathbb{N}^*,
\]

(A16a, b)

and that

\[
\lim_{Z \to 0} E_1(2\zeta/\epsilon) - E_1(2|Z|) - e^{2Z} \ln|Z| = -\ln \left[ \frac{2\zeta}{\epsilon} \right] + e^{-\zeta/\epsilon} \sum_{n=1}^{+\infty} \left[ \frac{2\zeta}{\epsilon} \right]^n \frac{s_n}{n!},
\]

(A19)

Therefore,

\[
\lim_{Z \to 0} J(Z) = -\frac{1}{2} \left[ \gamma_E + \ln \left[ \frac{2\zeta}{\epsilon} \right] \right] \left(1 - e^{-2\zeta/\epsilon}\right) + R \left[ \frac{2\zeta}{\epsilon} \right].
\]

(A20)

We define the ‘remainder’ as

\[
R(\zeta) = e^{-\zeta} \sum_{n=1}^{+\infty} \frac{\zeta^n}{n!} s_n - \sum_{n=1}^{+\infty} (-1)^n \frac{\Gamma(n + 1, \zeta)}{n!} s_n,
\]

(A21)

which is a negligible quantity for \(\zeta \gg 1\), as shown in Figure 10. Discarding the exponentially small terms, we arrive at

\[
\Re \{f(\zeta)\} = 1 + \frac{\epsilon}{2} \frac{U''}{U'} \left(\gamma_E + \ln \left[ \frac{2\zeta}{\epsilon} \right] \right) + O(\epsilon^2).
\]

(A22)

Appendix B: Global property of the solution of the Rayleigh equation

The dimensionless Rayleigh equation is

\[
\chi''(\zeta) + \left( k^2 + \frac{U''(\zeta)}{U'(\zeta) - C_r} \right) \chi(\zeta) = 0,
\]

(B1)
where \( C_r = C_r(\kappa) \) is a known function; the boundary conditions are

\[ \chi(0) = 1 \quad \text{and} \quad \lim_{\zeta \to +\infty} \chi(\zeta) = 0. \tag{B2} \]

Assuming that there is a unique level \( \zeta_c > 0 \) such that \( U(\zeta_c) = C_r \), Miles \cite{Miles1959} showed that

\[ \Im \{ \chi'(0^+) \} = -\pi \frac{U''}{U_c} |\chi_c|^2, \tag{B3} \]

where we select \(+i\pi\) if \( U'_c > 0 \), and \(-i\pi\) otherwise. The contribution to the real part of the exponential integral multiplied by the decaying exponential is negligible, and hence is discarded in equations \( (B3) \) and \( (B5) \).

We use equation \( (B5) \) to calculate the left-hand side of the identity \( (B3) \):

\[ \Im \{ \chi'(0^+) \} = \Im \{ f'_{\text{unif},1}(0^+) \} + \text{h.o.t.} = -\pi \frac{U''}{U_c} e^{-2\zeta_c/\epsilon}. \tag{B6} \]

Using the results of Appendix \( A \) we have

\[ \chi_c = e^{-\zeta_c/\epsilon} \left\{ 1 + O(\epsilon) \right\}. \tag{B7} \]

Using equation \( (B7) \) in the right-hand side of equation \( (B3) \), we recover the left-hand side of equation \( (B6) \).

**Appendix C: Short wavelength cut-off of the rippling instability**

As shown in Figure \( 4 \) the rippling instability has a short wavelength or high wavenumber cut-off when the effect of surface tension is taken into account. Following Young and Wolfe \cite{Young1960}, we denote this cut-off \( \kappa_{\text{neut}}^+ \) where the subscript ‘neut’ denotes neutral. In other words, the wave with wavenumber \( \kappa_{\text{neut}}^+ \) is marginally stable because its phase speed equals the lower bound of the velocity profile in the water, namely

\[ c_-(\kappa_{\text{neut}}^+) = \lim_{z \to -\infty} U(z) \equiv U_{-\infty}, \tag{C1} \]

where all variables are dimensional. Hence, using equation \( (30) \) for the phase speed of short waves, where the subscript ‘c’ denotes evaluation at \( \zeta = \zeta_c \).

The derivation of the global property \( (B3) \) is analogous to the canonical derivation of Rayleigh’s inflection point theorem as follows. Multiply the Rayleigh equation \( (B1) \) by the complex conjugate of \( \chi(\zeta) \), integrate by parts, use the boundary conditions \( (B2) \) to evaluate the integrated term, and take the imaginary part; the result follows from the Sokhotski-Plemelj theorem.

Here, we show that our asymptotic solution for short waves satisfies equation \( (B3) \). For \( \zeta > 0 \), we let

\[ \chi(\zeta) = e^{-\zeta_c/\epsilon} f(\zeta), \quad \text{with} \quad \epsilon = 1/\kappa. \tag{B4} \]

We take the derivative of the composite solution, \( f_{\text{unif},1}(\zeta) \), obtained in equation \( (74) \) and obtain

\[ k_{\text{neut}}^+ = k_{\text{neut}}^+ \text{ is solution of} \]

\[ U_f \frac{-\sqrt{\delta k}}{V} \left( \frac{\tilde{\alpha} - 1}{2(1 + r)\kappa} - \frac{\tilde{G}(1 - r)}{2\sqrt{\delta(1 + r)}} \right) \kappa^{-2} = U_{-\infty} \frac{V}{V}. \tag{C2} \]

For convenience, we introduce the following notation:

\[ \tilde{\delta} = \frac{\delta}{1 + r}, \quad \tilde{G} = \frac{1 - r}{1 + r} \frac{G}{G}, \tag{C3} \]

where \( \tilde{\alpha} \equiv \frac{U'(0^+) - rU'(0^-)}{1 + r} \) and \( \tilde{B} \equiv \frac{U_f - U_{-\infty}}{V} \). \tag{C4} \]

We assume a wind-induced current in the water so that \( \tilde{B} > 0 \). Following Young and Wolfe \cite{Young1960}, we let the inverse Weber number be a small parameter, \( \tilde{\delta} \ll 1 \), and solve equation \( (C2) \) in the form

\[ \sqrt{\delta k} \left( \tilde{B} - \frac{\tilde{\alpha}}{2\kappa} \right) = \tilde{\delta} k + \frac{\tilde{G}}{2\kappa}, \quad \tilde{\delta} \ll 1. \tag{C5} \]

Taking the square of this result and letting \( X \equiv \tilde{\delta} k \) we obtain

\[ X \left( \frac{\tilde{B} - \tilde{\delta} \tilde{\alpha}}{2X} \right)^2 = X + \tilde{\delta}^2 \frac{\tilde{G}}{2X}, \quad \tilde{\delta} \ll 1. \tag{C6} \]

Equation \( (C6) \) can be readily solved using regular perturbation theory. We seek solutions in the form

\[ X = X_0 + \tilde{\delta} X_1 + O(\tilde{\delta}^2). \tag{C7} \]

We find

\[ X_0 = \tilde{B}^2 \quad \text{and} \quad X_1 = -\frac{\tilde{\alpha} B + \tilde{G}}{2X_0 - \tilde{B}^2}, \tag{C8} \]

\[ U_f = U_l \left( \frac{1}{2} \right) \sum_{n=1}^\infty \left( \frac{1}{2} \right)^n U_l \left( \frac{1}{2} \right)^n \right]. \]
and infer
\[
\kappa^+_{\text{neut}} = \frac{B^2(1 + r)}{\delta} - \frac{U'(0^-) - rU'(0^+)}{(1 + r)B} - \frac{1 - r}{1 + r} \frac{G}{B^2} + O(\delta).
\] (C9)

For the double exponential profile introduced in §IIC, we find
\[
\kappa^+_{\text{neut}} = \frac{1 + r}{\delta} - \frac{1 - r(R_1 - 1)/R_2}{1 + r} - \frac{1 - r}{1 + r} \frac{G}{B} + O(\delta),
\] (C10)
which is a generalization of equation (5.10) in [2].
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