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Abstract

This paper describes our system for the classification of argument coercion for SemEval-2010 Task 7. We present two approaches to classifying an argument’s semantic class, which is then compared to the predicate’s expected semantic class to detect coercions. The first approach is based on learning the members of an arbitrary semantic class using WordNet’s hypernymy structure. The second approach leverages automatically extracted semantic parse information from a large corpus to identify similar arguments by the predicates that select them. We show the results these approaches obtain on the task as well as how they can improve a traditional feature-based approach.

1 Introduction

Argument coercion (a type of metonymy) occurs when the expected semantic class (relative to the a predicate) is substituted for an object of a different semantic class. Metonymy is a pervasive phenomenon in language and the interpretation of metonymic expressions can impact tasks from semantic parsing (Scheffczyk et al., 2006) to question answering (Harabagiu et al., 2005). A seminal example in metonymy from (Lakoff and Johnson, 1980) is:

(1) The ham sandwich is waiting for his check.

The predicate wait is typically an animate, but the “ham sandwich” is clearly not an animate. Rather, the argument is coerced to fulfill the predicate’s typing requirement. This coercion is allowed because an object that would normally fulfill the typing requirement (the customer) can be uniquely identified by an attribute (the ham sandwich he ordered).

2 PageRanking WordNet Hypernyms

Our first approach assumes that semantic class members can be defined and acquired a priori.
Given a set of seed concepts, we mine WordNet for other concepts that may be in the same semantic class. Clearly, this approach has both practical limitations (WordNet does not contain every possible concept) and linguistic limitations (concepts may belong to different semantic classes based on their context). However, given the often vague nature of semantic classes (is a building an Artifact or a Location?), access to a weighted list of semantic class members can prove useful for arguments not seen in the train set.

Using (Esuli and Sebastiani, 2007) as inspiration, we have implemented our own na"ive version of WordNet PageRank. They use sense-disambiguated glosses provided by eXtended WordNet (Harabagiu et al., 1999) to link synsets by starting with positive (or negative) sentiment concepts in order to find other concepts with positive (or negative) sentiment values. For our task, however, hypernymy relations are more appropriate for determining a given synset’s membership in a semantic class. Hypernymy defines an Is-A relationship between the parent class (the hyponym) and one of its child classes (the hypernym). Furthermore, while PageRank assumes directed edges (e.g., hyperlinks in a web page), we use undirected edges. In this way, if HypernymOf(A, B), then A’s membership in a semantic class strengthens B’s and vice versa.

Briefly, the formula for PageRank is:

\[ a^{(k)} = \alpha a^{(k-1)} W + (1 - \alpha) e \]  

(1)

where \( a^{(k)} \) is the weight vector containing weights for every synset in WordNet at time \( k \); \( W_{i,j} \) is the inverse of the total number of hypernyms and hyponyms for synset \( i \) if synset \( j \) is a hypernym or hyponym of synset \( i \); \( e \) is the initial score vector; and \( \alpha \) is a tuning parameter. In our implementation, \( a^{(0)} \) is initialized to all zeros; \( \alpha \) is fixed at 0.5; and \( e_i = 1 \) if synset \( i \) is in the seed set \( S \), and zero otherwise. The process is then run until convergence, defined by \( |a_i^{(k)} - a_i^{(k-1)}| < 0.0001 \) for all \( i \).

The result of this PageRank is a weighted list containing every synset reachable by a hypernym/hyponym relation from a seed concept. We ran the PageRank algorithm six times, once for each semantic class, using the arguments in the train set as seeds. For arguments that are polysemous, we make a first WordNet sense assumption. Representative examples of the concepts generated from this approach are shown in Table 1.

### Table 1: Some of the concepts (and scores) learned from applying PageRank to WordNet hypernyms.

| ARTIFACT       | DOCUMENT   |
|---------------|------------|
| funny_wagon    | white_paper| 3.22 |
| jar            | progress/pect| 3.24 |
| key_lea        | screenplay | 3.24 |
| sartain        | paper      | 3.13 |
| alpaca         | price      | 3.08 |

### 3 Leveraging a Large Corpus of Semantic Parse Annotations

Our second approach assumes that semantic class members are arguments of similar predicates. As (Pustejovsky and Rumshisky, 2009) elaborate, predicates select an argument from a specific semantic class, therefore terms that belong in the same semantic class should be selected by similar predicates. However, this assumption is often violated: type coercion allows predicates to have arguments outside their intended semantic class. Our solution to this problem, partially inspired by (Lapata and Lascarides, 2003), is to collect statistics from an enormous amount of data in order to statistically filter out these coercions.

The English Gigaword Forth Edition corpus\(^1\) contains over 8.5 million documents of newswire text collected over a 15 year period. We processed these documents with the SENNA\(^2\) (Collobert and Weston, 2009) suite of natural language tools, which includes a part-of-speech tagger, phrase chunker, named entity recognizer, and PropBank semantic role labeler. We chose SENNA due to its speed, yet it still performs comparably with many state-of-the-art systems. Of the 8.5 million documents in English Gigaword, 8 million were successfully processed. For each predicate-argument pair in these documents, we gathered counts by argument type and argument head. The head was determined with simple heuristics from the chunk parse and parts-of-speech for each argument (arguments consisting of more than three phrase chunks were discarded). When available, named entity types (e.g., PERSON, ORGANIZATION, LO-

\(^1\)LDC2009T13

\(^2\)http://ml.nec-labs.com/senna/
Ablation Test

We conducted an ablation test using combinations of five feature sets: (1) our WordNet PageRank implementation along three separate dimensions: (1) which sense to use (since we did not incorporate a word sense disambiguation system), (2) whether to use the highest scoring semantic class or every class an argument belonged to, and (3) how to use the weight output by the algorithm. The results of these experiments yielded a single feature for each class that returns true if the argument is in that class, regardless of weight. This resulted in a micro-precision score of 75.6%.

4.2 Gigaword Predicates

We experimented with both (i) the number of predicates to use for an argument and (ii) the score threshold to use. Ultimately, the Fisher score did not prove nearly as useful as a classifier as it did as a ranker. Since the distribution of predicates for each argument varied significantly, choosing a high number of predicates would yield good results for some arguments but not others. However, because of size of the training data, we were able to choose the top 5 predicates for each argument as features and still achieve a reasonable micro-precision score of 89.6%.

4.3 Other Features

Many other features common in information extraction are well-suited for this task. Given that SVMs can support millions of features, we chose to add many features simpler than those previously described in order to improve the final performance of the classifier. These include the lemma of the argument (both the last word’s lemma and every word’s lemma), the lemma of the predicate, the number of words in the argument, the casing of the argument, the part-of-speech of the argument’s last word, the WordNet synset and all (recursive) hypernyms of the argument. Additionally, since the EVENT class is both the most common and the most often confused, we introduced two features based on annotated resources. The first feature indicates the most common part-of-speech for the un-lemmatized argument in the Treebank corpus. This helped classify examples such as thinking which was confused with a PROPOSITION for the predicate deny. Second, we introduced a feature that indicated if the un-lemmatized argument was considered an event in the TimeBank corpus (Pustejovsky et al., 2003) at least five times. This helped to distinguish events such as meeting, which was confused with a LOCATION for the predicate arrive.

4.4 Ablation Test

We conducted an ablation test using combinations of five feature sets: (1) our WordNet PageRank implementation along three separate dimensions: (1) which sense to use (since we did not incorporate a word sense disambiguation system), (2) whether to use the highest scoring semantic class or every class an argument belonged to, and (3) how to use the weight output by the algorithm. The results of these experiments yielded a single feature for each class that returns true if the argument is in that class, regardless of weight. This resulted in a micro-precision score of 75.6%.

4 Experiments

We have conducted several experiments to test the performance of the approaches outlined in Sections 2 and 3 along with additional features commonly found in information extraction literature. All experiments were conducted using the SVM^multiclass support vector machine library.

4.1 WordNet PageRank

We experimented with the output of our WordNet PageRank implementation along three separate dimensions: (1) which sense to use (since we did not incorporate a word sense disambiguation system), (2) whether to use the highest scoring semantic class or every class an argument belonged to, and (3) how to use the weight output by the algorithm. The results of these experiments yielded a single feature for each class that returns true if the argument is in that class, regardless of weight. This resulted in a micro-precision score of 75.6%.

4.2 Gigaword Predicates

We experimented with both (i) the number of predicates to use for an argument and (ii) the score threshold to use. Ultimately, the Fisher score did not prove nearly as useful as a classifier as it did as a ranker. Since the distribution of predicates for each argument varied significantly, choosing a high number of predicates would yield good results for some arguments but not others. However, because of size of the training data, we were able to choose the top 5 predicates for each argument as features and still achieve a reasonable micro-precision score of 89.6%.

4.3 Other Features

Many other features common in information extraction are well-suited for this task. Given that SVMs can support millions of features, we chose to add many features simpler than those previously described in order to improve the final performance of the classifier. These include the lemma of the argument (both the last word’s lemma and every word’s lemma), the lemma of the predicate, the number of words in the argument, the casing of the argument, the part-of-speech of the argument’s last word, the WordNet synset and all (recursive) hypernyms of the argument. Additionally, since the EVENT class is both the most common and the most often confused, we introduced two features based on annotated resources. The first feature indicates the most common part-of-speech for the un-lemmatized argument in the Treebank corpus. This helped classify examples such as thinking which was confused with a PROPOSITION for the predicate deny. Second, we introduced a feature that indicated if the un-lemmatized argument was considered an event in the TimeBank corpus (Pustejovsky et al., 2003) at least five times. This helped to distinguish events such as meeting, which was confused with a LOCATION for the predicate arrive.

4.4 Ablation Test

We conducted an ablation test using combinations of five feature sets: (1) our WordNet PageRank implementation along three separate dimensions: (1) which sense to use (since we did not incorporate a word sense disambiguation system), (2) whether to use the highest scoring semantic class or every class an argument belonged to, and (3) how to use the weight output by the algorithm. The results of these experiments yielded a single feature for each class that returns true if the argument is in that class, regardless of weight. This resulted in a micro-precision score of 75.6%.

4 Experiments

We have conducted several experiments to test the performance of the approaches outlined in Sections 2 and 3 along with additional features commonly found in information extraction literature. All experiments were conducted using the SVM^multiclass support vector machine library.

4.1 WordNet PageRank

We experimented with the output of our WordNet PageRank implementation along three separate dimensions: (1) which sense to use (since we did not incorporate a word sense disambiguation system), (2) whether to use the highest scoring semantic class or every class an argument belonged to, and (3) how to use the weight output by the algorithm. The results of these experiments yielded a single feature for each class that returns true if the argument is in that class, regardless of weight. This resulted in a micro-precision score of 75.6%. 

4.2 Gigaword Predicates

We experimented with both (i) the number of predicates to use for an argument and (ii) the score threshold to use. Ultimately, the Fisher score did not prove nearly as useful as a classifier as it did as a ranker. Since the distribution of predicates for each argument varied significantly, choosing a high number of predicates would yield good results for some arguments but not others. However, because of size of the training data, we were able to choose the top 5 predicates for each argument as features and still achieve a reasonable micro-precision score of 89.6%.

4.3 Other Features

Many other features common in information extraction are well-suited for this task. Given that SVMs can support millions of features, we chose to add many features simpler than those previously described in order to improve the final performance of the classifier. These include the lemma of the argument (both the last word’s lemma and every word’s lemma), the lemma of the predicate, the number of words in the argument, the casing of the argument, the part-of-speech of the argument’s last word, the WordNet synset and all (recursive) hypernyms of the argument. Additionally, since the EVENT class is both the most common and the most often confused, we introduced two features based on annotated resources. The first feature indicates the most common part-of-speech for the un-lemmatized argument in the Treebank corpus. This helped classify examples such as thinking which was confused with a PROPOSITION for the predicate deny. Second, we introduced a feature that indicated if the un-lemmatized argument was considered an event in the TimeBank corpus (Pustejovsky et al., 2003) at least five times. This helped to distinguish events such as meeting, which was confused with a LOCATION for the predicate arrive.

4.4 Ablation Test

We conducted an ablation test using combinations of five feature sets: (1) our WordNet PageRank implementation along three separate dimensions: (1) which sense to use (since we did not incorporate a word sense disambiguation system), (2) whether to use the highest scoring semantic class or every class an argument belonged to, and (3) how to use the weight output by the algorithm. The results of these experiments yielded a single feature for each class that returns true if the argument is in that class, regardless of weight. This resulted in a micro-precision score of 75.6%.
Table 3: Ablation test of feature sets showing micro-precision scores.

| Feature Set | +WNSH | +WNPR | +GWPA | +EVNT |
|-------------|-------|-------|-------|-------|
| WORD        | 89.2  | 95.0  | 95.6  | 96.1  |
| EVNT        | 31.1  | 89.7  | 89.9  | 90.8  |
| GWPA        | 89.6  | 90.8  | 91.0  |       |
| WNPR        | 75.6  | 89.4  |       |       |
| WNSH        | 89.0  |       |       |       |

Table 4: Results for UTDMET on SemEval-2010 Task 7.

Table 3: Ablation test of feature sets showing micro-precision scores.

| Selection vs. Coercion | Precision | Recall |
|------------------------|-----------|--------|
| Source Type            |           |        |
| Macro                  | 95.4      | 95.7   |
| Micro                  | 96.3      | 96.3   |
| Target Type            |           |        |
| Macro                  | 100.0     | 100.0  |
| Micro                  | 100.0     | 100.0  |
| Joint Type             |           |        |
| Macro                  | 85.5      | 95.2   |
| Micro                  | 96.1      | 96.1   |

4.5 Task 7 Results

Table 4 shows the official results for UTDMET on the Task 7 data. The target type was unambiguous given the lemmatized predicate. For classifying selection vs. coercion, we simply checked to see if the classified source type was the same as the target type. If this was the case, we returned selection, otherwise a coercion existed.

5 Conclusion

We have presented two approaches for determining the semantic class of a predicate’s argument. The two approaches capture different information and combine well to classify the “source” type in SemEval-2010 Task 7. We showed how this can be incorporated into a system to detect coercions as well as the argument’s compositional history relative to its predicate. In future work we plan to extend this system to more complex tasks such as when the predicate may be polysemous or unseen predicates may be encountered.
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