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Abstract

The popular hypercube interconnection network has high wiring (VLSI) complexity. The reduced hypercube (RH) is obtained by a uniform reduction in the number of channels for each hypercube node in order to reduce the VLSI complexity. It is known that the RH achieves performance comparable to that of the hypercube, at much lower hardware cost, through hypercube emulation. The reduced complexity of the RH permits the construction of powerful, massively parallel computers. This paper proposes algorithms for data broadcasting and reduction, prefix computation, and sorting on the RH. These operations are fundamental to many parallel algorithms. A worst case analysis of each algorithm is given and compared with that of equivalent algorithms for the hypercube. It is shown that the proposed algorithms for the RH yield performance comparable to that of the hypercube.
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1. Introduction

The n-dimensional (direct binary) hypercube, or n-cube, is a general purpose interconnection network in parallel processing and has been widely researched [1,9]. It has \(2^n\) nodes. Two nodes are neighbors iff their n-bit addresses differ in a single bit. The n-cube has small diameter, equal to n. It can also emulate very
efficiently other widely used topologies [10–14]. Nevertheless, the total number of communication channels increases dramatically with an increase in the total number of processors in the hypercube system [1, 17]. This VLSI constraint prevents manufacturers from building powerful, massively parallel hypercube systems. The high VLSI complexity of the hypercube has led many researchers to look into hypercube-like topologies with lower VLSI complexity [1, 2, 4, 7, 16–18]. The reduced hypercube (RH) is such a variation [2]. Algorithms for embedding linear arrays, meshes, and binary trees into RHs were presented in [15]. We develop here algorithms for data broadcasting and reduction, prefix computation, and sorting on RHs. All of the proposed algorithms for the RH are compared with relevant algorithms for the (regular) hypercube.

2. The reduced hypercube

The reduced hypercube (RH) interconnection network was proposed by Ziavras [2] in order to reduce the large VLSI complexity of the hypercube, and thus to facilitate the construction of large (powerful), massively parallel systems. A RH can be viewed as a hierarchical structure. The properties of RH systems with two levels were studied in [2]. Generalized RH systems with many levels were investigated in [18]. The algorithms developed in this paper assume the interesting class of RHs with two levels. Such a RH is formed by uniformly removing several edges from the hypercube with the same number of nodes. The reduced hypercube RH($k, n$) contains a total of $N$ nodes, where $N = 2^k + 2^n$, with $k \geq n$ and $n > 0$. Each node (processor) in the RH($k, n$) is attached to $k + 1$ edges. In the hypercube with the same number of nodes each node is attached to $k + 2^n$ edges. Therefore, each node in the $N$-node RH has $k + 2^n - (k + 1)$ or $2^n - 1$ less edges than each node in the $N$-node hypercube.

The $N$-node RH($k, n$) is constructed from the $N$-node hypercube by uniformly removing $2^n - 1$ edges from each of its nodes. To accomplish this, the $(k + 2^n)$-bit addresses of hypercube nodes are first partitioned into two fields, the $0th$ and $1st$ fields, as follows. The $0th$ field contains the $k$ least significant bits of the $(k + 2^n)$-bit node address. This field represents the address of the node within a complete $k$-cube, which is referred to as a building block (BB). The $1st$ field contains the $2^n$ most significant bits of the node address. It represents the address of the BB that contains the node. In addition, a subfield is identified in the $0th$ field, the $0th$ subfield. It contains the $n$ most significant bits of the $k$-bit $0th$ field. It represents the address of a $(k - n)$-dimensional subcube, which is referred to as a subblock (SB), within the $k$-cube BB that contains the node. Therefore, the address format is as given below, where the symbol ‘·’ denotes concatenation:

\[
\begin{array}{c}
\text{2}^n \text{ bits} \\
\text{BB} \_ \text{address}
\end{array}
\begin{array}{c}
\text{2}^n \text{ bits} \\
\text{SB} \_ \text{address}
\end{array}
\begin{array}{c}
k \text{ bits} \\
\text{Node address in SB}
\end{array}
\begin{array}{c}
0^n \text{ field}
\end{array}
\]
For simplicity, let the term $k + 2^n$ be denoted by $v$ from now on. In order to reduce the $v$-cube into the $RH(k, n)$, out of the $v$ edges of each hypercube node the following two sets are kept, leaving $k + 1$ edges to each node.

**Set 1.** The $k$ edges of the $v$-cube that traverse the $k$ lowest dimensions (i.e. dimensions 0 through $k - 1$) and connect the referenced node with $k$ distinct nodes are kept. As a result, a complete $k$-cube building block (BB) that includes the referenced node is kept.

**Set 2.** This set contains only one edge which is also present in the original $v$-cube. This edge is the one that connects directly the referenced node with the node whose address differs from its own address only in the $m$th bit of the 1st field, where $m$ is the decimal value in the 0th subfield and $0 \leq m \leq 2^n - 1$.

In general, the resultant $RH(k, n)$ contains $2^2n$ $k$-cube BBs. It can also be viewed as a $2^n$-cube of $k$-cube BBs. A BB address forms the $2^n$ most significant bits (i.e. the 1st field) of the $v$-bit addresses for contained nodes. Each BB is divided into $2^n$ subblocks (SBs) and distinct SBs implement connections in distinct dimensions of the $2^n$-cube; each SB is a $(k - n)$-cube. Connections between pairs of SBs in different BBs are as follows: A node in a particular SB of a particular BB is connected directly to the node with the same 0th field address which belongs to the BB whose $2^n$-bit address differs only in the $m$th bit, where $m$ is the decimal value in the 0th subfield of the former node. An impressive property of the $RH$ is that it can emulate simultaneously with optimal dilation (i.e. 1) [2] several popular cube-connected cycles networks [7]. Fig. 1 shows the structure of the $RH(k, 2)$ where the large squares represent the $k$-cube building blocks. The numbers above the squares represent in decimal the BB addresses and the numbers within the
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quadrants of large squares are the SB addresses in decimal. To keep the figure simple, the nodes within the BBs are not shown. Each line between a pair of BBs represents \(2^k-2\) bidirectional communication channels; this is also the total number of nodes in each SB. It is implied that each node in a SB is connected directly to the node with the same 0th field address in the SB where the connection line leads.

The reduced number of edges in the RH, when compared to the hypercube with the same number of nodes, may degrade its performance for algorithms designed explicitly for the hypercube. The algorithms given in this paper are not pure hypercube algorithms. Nevertheless, the emulation of the hypercube by the RH was investigated in [2] where it was shown that the resultant average dilation of edges is small in practical cases.

3. Data broadcasting

We assume a SIMD message-passing multicomputer environment in this paper. Broadcasting is very common in parallel algorithms, such as matrix-vector multiplication, Gaussian elimination, shortest path, vector inner product, etc. Initially one processor has a value that needs to be broadcast. At the end of the broadcasting procedure, there is a copy of this value in every other processor. Section 3.1 introduces a broadcasting procedure for the RH(\(n, n\)). In Section 3.2 this broadcasting procedure is generalized to include the RH(\(k, n\)), for \(k > n\).

3.1 Broadcasting on the RH(\(n, n\))

The special case of \(k = n\) is considered here. In the first phase of the algorithm the \(2^n\) most significant bits of nodes’ addresses are used to map a (complete) binary tree with \(2^n\) levels onto the \(2^n\)-cube of BBs. The binary tree is double-rooted (using a spacer node) to utilize all BBs in an one-to-one mapping [3]. For example, Fig. 2 shows the double-rooted binary tree of depth 2 that utilizes all nodes in the 3-cube. Only the \(2^n\) most significant bits of node addresses are considered in the first phase. Each virtual node in the mapping is actually an \(n\)-cube BB. Therefore, one of each BB’s internal nodes will receive the broadcast value from its parent (except for the root) and up to two other internal nodes will have to transmit the received value to their children located in two other BBs.
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In the second phase each node in each BB determines whether it is the Node-of-Entry (NOE) or a Node-of-Exit (NOX) for the implementation of connections to parent and child BBs in the previously mapped binary tree. An algorithm also for broadcasting a value from the NOE to all other nodes in a BB must be introduced. In the third and final phase, without loss of generality, the value is broadcast starting from the node with address 0 in the root BB in the tree of BBs. The aforementioned phases are described in detail below.

3.1.1 Phase I: Setting up the binary tree configuration of BBs

The 2^n-level binary tree of BBs is obtained by applying an algorithm for an one-to-one mapping of a binary tree with 2^{2^n} - 1 nodes onto the 2^n-cube [3] of BBs. This phase starts by setting up 2^{2^n-3} three-level double-rooted binary trees having the predetermined configuration of Fig. 2. That is, every BB becomes a member of a three-level tree; its position in the tree is determined by the values of bits 0, 1, and 2 in its 2^n-bit address. The algorithm is run by all 2^{2^n+n} nodes in the RH(n, n) using only the 2^n most significant bits of their address.

At each successive iteration of the algorithm, trees are merged to form larger trees until eventually a single binary tree is formed that contains all BBs. The merging of two equal-sized trees with spacer nodes requires a new spacer node while the old spacer nodes become internal nodes. With the introduction of a single two-degree node as the child of its root, and thereby stretching (or equivalently double rooting) it, the tree can be made to utilize a hypercube completely. The spacer node so introduced is used only for communication between the root and one of its children. At the end of this phase each node in each BB knows which BB (if any) is its parent, and which BBs (if any) are its children, and also their virtual and physical addresses [3].

Because of the binary tree mapping, each BB corresponds to one of the following cases:
(1) It has two children and no parent. This is the root BB.
(2) It has a parent and a single child. This is the spacer BB.
(3) It has a parent and two children. These are all internal BBs, excluding the spacer BB.
(4) It has a parent and no children. These are all leaf BBs.
All nodes within a BB produce the same parent and/or child BB addresses in Phase I.

3.1.2 Phase II: Determining the nodes-of-entry and nodes-of-exit

Each node then determines whether it is connected directly to a parent or child BB. It does this by comparing its BB address with the address of parent (if any) and child (if any) BBs computed in Phase I. If such a comparison shows a difference in a single bit with offset equal to the value stored in the 0th subfield of the node’s address, the node is connected directly to the corresponding parent or child BB. Each node which is connected directly to a parent BB marks itself as Node-of-Entry (NOE). Each node which is connected directly to a child BB marks itself as Node-of-Exit (NOX). Each SB in the RH(n, n) contains a single node, so
there is no ambiguity in relation to the chosen node. Each BB will have up to one NOE node and up to two NOX nodes according to the classification presented earlier. Each BB is then configured as a binary tree with the NOE node as the root, using the algorithm [3] presented for the first phase.

3.1.3 Phase III: Broadcasting the value to all nodes

Assume, without loss of generality, that the value to be broadcast is stored in the node with address 0 in the root BB with address 0. The value is then broadcast to the BBs using the binary tree of BBs configured in the first phase. In each BB the NOE node receives the value first and passes on the value to its children following a binary tree mapping for the n-cube BB. If a node that receives the value is a NOX, it passes on the value to the neighbor in the next level of the binary tree of BBs, and also passes on the value within the same BB using the internal binary tree mapping. If an internal node is not a NOX, it just passes on the value to its two children in the same BB using the internal binary tree mapping. To broadcast a value from a node other than 0 in BB 0, simple transformation of addresses is needed because of the symmetry in the n-cube BBs and in the $2^n$-cube of BBs.

3.1.4 Analysis of the algorithm

For Phase I, according to [3] the binary tree setup algorithm requires time $O(2^n)$ for the $2^n$-cube of BBs. For Phase II, it takes time $O(1)$ for each node to determine whether it is the NOE, a NOX, or neither. The mapping of a binary tree onto the n-cube [3] BB consumes time $O(n)$. So this phase takes time $O(n)$. For Phase III, broadcasting on the $2^n$-cube of BBs requires time $O(2^n)$ because of the binary tree mapping. Broadcasting within a single n-cube BB requires time $O(n)$ because of the binary tree mapping. Therefore, this phase takes time $O(n 2^n)$.

Therefore, the overall time complexity of the algorithm is $O(n 2^n)$. In contrast, broadcasting on the $(2^n + n)$-cube with the same number of nodes requires time $O(2^n + n)$ or $O(2^n)$. However, in practical cases the value of $n$ is small, that is 1, 2, 3, or 4 [2], and therefore broadcasting on these two systems requires comparable amounts of time.

3.2 Broadcasting on the RH($k$, $n$), where $k > n$

We generalize the broadcasting procedure given in Section 3.1 to make it applicable to the RH($k$, $n$), where $k > n$. For $k > n$ the RH($k$, $n$) is viewed as $2^{k-n}$ distinct RH($n$, $n$)s where all nodes with the same address in the $2^{k-n}$ distinct RH($n$, $n$)s are connected to form a ($k-n$)-cube [2]. The nodes' addresses in the latter hypercube become the least significant $k - n$ bits of the nodes' addresses in the RH($k$, $n$). This property is used here in order to basically follow the broadcasting algorithm of Section 3.1.

Without loss of generality, assume broadcasting from the node with address 0. All nodes with zeros in the $2^n + n$ most significant bits of their address participate
in the first phase of the algorithm. A \((k - n)\)-level binary tree with a spacer node is mapped to a \((k - n)\)-cube in \(BB_0\), using the mapping algorithm in [3]. This hypercube contains all nodes that have all zeros in the \(2^n + n\) most significant bits of their addresses. Broadcasting is then carried out in this binary tree within \(BB_0\). Ignoring the \(k - n\) least significant bits of node addresses, broadcasting is then implemented independently within the \(2^{k-n}\) distinct \(RH(n, n)\)s. Broadcasting begins with that node in each \(RH(n, n)\) whose all \(2^n + n\) most significant bits in the address are zeros, using the procedure of Section 3.1.

3.2.1 Analysis of the algorithm

Broadcasting the value within the \((k - n)\)-cube of \(BB_0\) requires time \(O(k - n)\) because of the binary tree mapping. The parallel broadcast of the value within the distinct \(RH(n, n)\)s requires time \(O(n2^n)\), as shown in Section 3.1. Therefore, the overall time complexity of the algorithm for the \(RH(k, n)\) is \(O((k - n) + n2^n)\) or \(O(k + n2^n)\). In contrast, broadcasting on the \((2^n + k)\)-cube with the same number of nodes requires time \(O(k + 2^n)\). In practical cases the value of \(n\) is small, and therefore broadcasting on these two systems requires comparable amounts of time.

4. Data reduction

In data reduction an associative operator is applied to values stored one per processor, in order to produce a single value as the result. The common operators are logical OR, logical AND, maximum, minimum, and add. Data reduction often facilitates barrier synchronization on message-passing parallel computers for the separation of different phases in concurrent algorithms.

Many-to-one mapping of a binary tree is suitable for the implementation of the reduction operation on a hypercube. A binary tree of height \(d\) can be mapped with maximum dilation 1 onto a hypercube with \(2^d\) nodes as follows [5,8]:

1. The root of the tree is mapped to any hypercube node.
2. For each node \(i\) at depth \(j\) (the root is at depth 0), the left child of \(i\) is mapped to the same hypercube node \(i\), and the right child of \(i\) is mapped to the hypercube node whose address is obtained by complementing the bit \(p - j + 1\) of node \(i\)'s address, where \(p\) is the offset of the most significant bit.

Nodes from any single level of the binary tree are mapped to distinct hypercube nodes according to this mapping. Since we determine the right child of a node by complementing one bit of its address, there is an edge in the hypercube that connects directly these two nodes. Also, the leaves are consecutively numbered.

The data reduction algorithm for the \(RH\) proceeds as follows. A binary tree is first mapped onto each \(k\)-cube \(BB\), according to this many-to-one manner. Each node at depth \(k - 1\) does a reduction operation with its right child which is a leaf. Then, each node at depth \(k - 2\) does a reduction operation with its right child, and so on, until we reach the root, which is chosen to be node 0 in the \(BB\). Each \(BB\) now has a node with the result of the reduction operation for the entire \(BB\). The
most significant bits of node addresses are then used to map in a many-to-one manner a \((2^n + 1)\)-level binary tree onto the \(2^n\)-cube of BBs, using again the algorithm given above. At most \(n\) hops are required within a BB to go from the node which has the reduction operation value for that BB to the node (whose \(k - n\) least significant bits are zeros) that implements a connection to its parent BB in the binary tree of BBs, and then at most \(n + 1\) hops to go from the latter node to the node having the reduction operation value for the parent BB. This node then performs the reduction operation. If it is the right child of its parent, it passes on the value to the parent BB as indicated above. So, there is a dilation of at most \(2n + 1\). At the end of this stage the node with address 0 has the final result.

The time complexity of the algorithm is found as follows. The parallel reduction operation within BBs requires time \(O(k)\). The reduction operation between pairs of BBs requires time \(O(n)\) because the dilation is \(O(n)\). Although the dilation is often ignored in the estimation of the time complexity of algorithms, and often justifiably so because of the incorporation of wormhole routing [9], it is taken into consideration here. There are \(O(2^n)\) levels in the binary tree, thus the reduction operation among BBs requires total time \(O(n2^n)\). Therefore, the total time required is \(O(k + n2^n)\). The reduction algorithm for the hypercube with the same number of nodes has time complexity of \(O(k + 2^n)\) because a \((2^n + k + 1)\)-level binary tree will be mapped in a many-to-one manner. Since the value of \(n\) is small in practical cases and wormhole routing may be used, it takes comparable amounts of time for the implementation of the reduction operation on these two systems.

5. Prefix operation

Prefix computation is commonly used in parallel algorithms, including the evaluation of polynomials, ranking and packing problems, solution of linear recurrences, carry look-ahead addition, finding convex hulls in images, and scheduling problems. Given \(p\) numbers \(n_0, n_1, \ldots, n_{p-1}\), the prefix computation problem is to compute \(s_j = n_0 \oplus n_1 \oplus \cdots \oplus n_j\), for all \(j\) between 0 and \(p - 1\), where \(\oplus\) denotes an associative operator. Initially \(n_j\) resides in the processor with address \(j\), and at the end of the procedure the same processor holds \(s_j\). Binary trees are used frequently in prefix computations [5]. The algorithm for the RH goes through two phases. In the first phase the prefix operation is carried out within each BB. In the second phase the prefix operation is carried out among BBs.

In the first phase each processor in each BB maintains two parameters namely rslt and msg [8]. These parameters are initialized with the value \(n_j\) that the processor contains. \(k\) steps follow for the \(k\)-cube BB. In step \(i\) each processor sends its msg parameter to its neighbor in dimension \(i\), for \(i = 0, 1, 2, \ldots, k - 1\). Its new msg value is obtained by applying \(\oplus\) to the old msg value and the one received. If the incoming value comes from a lower-addressed neighbor, then it assigns to rslt the value obtained by applying \(\oplus\) to the old rslt value and the one received.
In the second phase the connections between the subblocks of different BBs are employed. Only the processor with address $2^k - 1$ in each BB is involved in this phase; this processor contains the prefix result for the entire BB. The algorithm used in the first phase is now implemented for the $2^n$-cube of BBs. However, each processor involved in this phase does not include its own value in the calculation of $\text{rslt}$. Therefore, $2^n$ steps are required, where each step consumes time $O(n)$ because the maximum dilation is $2n + 1$. At the end, the value of $\text{rslt}$ in the processor with address $2^k - 1$ in each BB is broadcast to all processors in the corresponding BB and the associative operation is applied to the incoming value and the partial prefix value calculated in the first phase.

The time complexity is found as follows. The first phase takes time $O(k)$. The second phase has $O(2^n)$ steps, where each step takes time $O(n)$. The value at the end is broadcast to all nodes in each BB in $O(k)$ steps. Therefore, the time complexity for the second phase is $O(k + n2^n)$, which is also the overall time complexity. A hypercube with the same number of nodes takes time $O(k + 2^n)$. In practical cases, the overhead due to missing links in RHs may not be significant because of the small value of $n$. With advanced routing, such as wormhole routing [9], the complexity for the RH is close to $O(k + 2^n)$.

6. Sorting

Sorting is a very common operation in parallel processing. Many algorithms require sorted data because they are easier to manipulate than randomly ordered data. Sorting is defined as the task of arranging an unordered collection of elements into monotonically increasing (or decreasing) order; without loss of generality, the increasing order is assumed here. Let $S = \langle a_1, a_2, \ldots, a_p \rangle$ be a sequence of $p$ elements in arbitrary order; sorting transforms $S$ into a monotonically increasing sequence $S' = \langle a'_1, a'_2, \ldots, a'_p \rangle$, such that $a'_i \leq a'_j$ for all $1 \leq i < j \leq p$, where $S'$ is a permutation of $S$. The global order assumed by our algorithm is as follows: BBs are ordered according to their $2^n$-bit addresses while the nodes inside a BB are ordered according to their $k$-bit addresses.

Let $N = 2^{2^n+k}$ be the number of processors in the RH($k$, $n$), with $k \geq n$. Let $p$ be the number of data elements to be sorted, where $p \geq N$. Initially each processor is assigned a block of $p/N$ elements. The algorithm consists of three phases. In the first phase data elements in each BB are sorted. In the second phase data are sorted in the $2^n$-cube of BBs. In the third phase sorted data are distributed in parallel within BBs.

6.1 Phase I: Sorting within BBs

All processors sort their $p/N$ elements internally using merge sort [5]. Each $k$-cube BB then sorts all its data using the bitonic sort algorithm [6,8]. To prepare for the second phase, each processor in any BB then sends its $p/N$ sorted elements to that processor in the same BB whose address differs from its own
address only in the \( n \) subblock address bits, which are all zeros. This can be done in \( O(n(p/N)) \) communication cycles using the E-cube routing algorithm for \( n \)-dimensional subcubes; it takes much less time with wormhole routing and involvement of DMA controllers. All receiving processors in \( SB_0 \) concatenate the incoming elements to their own elements in the increasing order of source \( SB \) addresses. This preparation is required because the bitonic sort algorithm in the second phase for the \( 2^n \)-cube of \( BBs \) begins with dimension 0 data transfers and only \( SB_0 \) implements connections in this dimension.

6.2 Phase II: Sorting among \( BBs \)

The algorithm takes advantage of the fact that a \( RH \) can be viewed as a hypercube of hypercubes (i.e. \( BBs \)), therefore bitonic sort can be applied to the former hypercube [6]. The bitonic sort algorithm implements compare-exchange steps in dimension 0 first (this is the reason that all data in each \( BB \) were moved to \( SB_0 \)), then in dimensions 1 and 0, in this order, then in dimensions 2, 1 and 0, in this order, and so on. In each step the elements are passed to that \( SB \) in each \( BB \) which implements connections in the respective dimension. Each physical processor involved in this phase can be viewed as \( 2^n \) virtual processors because it contains sequences that came from \( 2^n \) \( SBs \). Each time the \((k-n+1)\)-cube formed by two \( SBs \) in two neighboring \( BBs \) applies again the bitonic sort algorithm in order to implement the compare-exchange steps, assuming a virtual \((k+1)\)-cube (i.e. corresponding to a pair of \( BBs \)). At the end of the last step, the sorted elements in each \( BB \) are in the \( SB \) with address zero, because the last dimension used by the bitonic sort algorithm is dimension 0.

6.3 Phase III: Distribution of sorted values in \( BBs \)

The \( SB \) with address 0 in each \( BB \) has the sorted sequence for the \( BB \) at the end of phase II. The sequence of elements in each processor of such a \( SB \) is actually composed of \( 2^n \) subsequences of consecutive elements for distribution to the other \( 2^n - 1 \) \( SBs \) in the \( BB \), so that global order is achieved. E-cube routing is used to distribute the subsequences to all processors (i.e. the last step of the first phase is reversed).

6.4 Analysis of the algorithm

Initially each processor sorts its \( p/N \) elements internally in time \( O(p/N(\log(p/N))) \), using merge sort. It takes time \( O(p/N(\log^2 2^k)) \) or \( O(p/N(k^2)) \) for the values to be sorted in each \( k \)-cube \( BB \) using the bitonic sort algorithm [8]. It takes time \( O(n(p/N)) \) for these sorted values to accumulate in the lowest-addressed \( SB \) in each \( BB \), because up to \( n \) dimensions may be traversed by each datum (DMA controllers and wormhole routing can reduce this time dramatically). In the second phase it takes \( O((p/N)2^n) \) communication cycles each time to transfer sequences between neighboring \( SBs \) because \((p/N)2^n \) is the number of
elements in each active processor. Bitonic sort in the \((k - n + 1)\)-cubes formed by neighboring SBs in neighboring BBs assumes virtual \((k + 1)\)-cubes and takes time \(O(2^n(p/N) \log^2 2^{k+1})\) or \(O(2^n(p/N)k^2)\) time; each physical processor corresponds to \(2^n\) virtual processors. Let us denote the term \((p/N)2^n\) by the symbol \(\beta\) and the term \((p/N)2^n k^2\) by the symbol \(\alpha\). The total asymptotic time complexity for the second phase of the algorithm is on the order of

\[
\text{step 0: } \dim 0 \quad \text{step 1: } \dim 1 \quad \dim 0 \quad \text{step 2: } \dim 2 \quad \dim 1 \quad \dim 0 \\
\alpha \quad + \quad \beta + \alpha \quad + \beta + \alpha + 2\beta + \alpha \quad + \beta + \alpha + \beta + \alpha + \cdots
\]

where step \(i\) starts with the \(i\)th dimension of the \(2^n\)-cube of BBs for \(i = 0, 1, \ldots, 2^n - 1\). This can be expressed by the summation \(O(\sum_{i=0}^{2^n-1} [(i + 1)\alpha + 2i\beta])\) which simplifies to \(O(4^n(\alpha + \beta))\) or \(O((p/N)8^n k^2)\), where \(N = 2^{2^n+k}\). The third phase takes time \(O(n(p/N))\). Thus, the total time complexity is \(O(p/N(8^n k^2 + \log(p/N)))\). In contrast, bitonic sort on the hypercube with the same number of nodes consumes time \(O(p/N(\log(p/N) + \log^2 N))\) or \(O(p/N(\log(p/N) + 4^n + k^2 + k2^n))\). The additional time for the RH\((k, n)\) is only \(O(p/2^k)\).

7. Conclusions

The RH has significantly lower VLSI complexity, and comparable diameter and average internode distance, when compared to the hypercube with the same number of nodes [2]. Mappings onto the RH of frequently used topologies, such as the ring, torus, and binary tree have been shown to be efficient [15]. The main focus of this paper was to develop algorithms for operations on the RH which are very frequently used in parallel processing. The algorithms which were developed are for data broadcasting and reduction, prefix computation, and sorting. The results show that the RH achieves performance comparable to that of the regular hypercube in practical cases. Since the RH technology also allows the construction of systems larger than hypercubes, the RH is a viable interconnection network for building massively parallel systems.
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