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Abstract. Shadows are essential for realistic image compositing from 2D image cutouts. Physics-based shadow rendering methods require 3D geometries, which are not always available. Deep learning-based shadow synthesis methods learn a mapping from the light information to an object’s shadow without explicitly modeling the shadow geometry. Still, they lack control and are prone to visual artifacts. We introduce “Pixel Height”, a novel geometry representation that encodes the correlations between objects, ground, and camera pose. The Pixel Height can be calculated from 3D geometries, manually annotated on 2D images, and can also be predicted from a single-view RGB image by a supervised approach. It can be used to calculate hard shadows in a 2D image based on the projective geometry, providing precise control of the shadows’ direction and shape. Furthermore, we propose a data-driven soft shadow generator to apply softness to a hard shadow based on a softness input parameter. Qualitative and quantitative evaluations demonstrate that the proposed Pixel Height significantly improves the quality of the shadow generation while allowing for controllability.

1 Introduction

Shadow generation is an important step for image compositing that enhances photo realism and adds positional and directional cues for the composed objects. Advanced image editing techniques enable composing objects into a new background with accurate segmentation and matting [23] and harmonization of color styles [17]. However, the composited objects are not realistic if no matching shadows are synthesized (see the 1st and 3rd images in the second row in Fig. 1). Manually creating a perceptually plausible shadow for a 2D object is tedious, even for an experienced artist, especially for extended (linear or area) light sources.
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Mature techniques that calculate soft shadows for 3D scenes exist [6,26]. However, 3D shape information is often unavailable when we composite objects from real images. Recent deep learning advancements brought significant progress to shadow generation in 2D images. A series of methods [14,21,45] based on generative adversarial networks (GANs) have been proposed to automatically generate shadows by training with pairs of shadow and shadow-free images. These methods mainly focus on generating hard shadows, and the final results are not editable. Moreover, these methods require the background scene to implicitly provide light information, while in many application scenarios, objects are either composited on abstract or pure color background. Also, shadow editing needs to be applied on separate image layers with background images missing or incomplete at the time of editing. Therefore, shadow generation for object cutouts with user control is more suited for professional image editing workflows. Recently, Sheng et al. [36] proposed to learn a mapping from a 2D cutout of the object to the corresponding soft shadows based on a controllable lightmap and achieved promising results. However, due to the lack of geometry guidance, this method cannot generalize well for varying scenes and may lead to visible artifacts in the generated shadows.

We introduce a controllable and editable shadow generation method for 2D object cutouts. We introduce *Pixel Height*, a new 2.5D shape representation for an image to provide geometry guidance. The Pixel Height is defined as the pixel distance between a point on an object and its *footpoint*, namely its vertical projection on the ground in the image (see Fig. 2-(a)). Based on Pixel Height, we can explicitly compute the shadow point based on projective geometry. The Pixel Height could be measured and annotated on a 2D image or calculated from synthetic data with 3D object models. Similar to monocular depth estimation, Pixel Height can also be estimated from a single RGB image by a data-driven method. We collect synthetic and real annotated data (see Fig. 2-(b) and (c)) to train a Pixel Height map prediction model for object cutouts.

Given the annotated or predicted Pixel Height map of an object, we render a hard shadow based on the position of the horizon and the point light in the 2D image space with a proposed *hard shadow renderer*. To add softness to the
shadow, we learn an efficient and controllable mapping from the hard shadow to the soft shadows based on a softness parameter using a soft shadow generator. As shown in Fig. 1, our system can generate varying shadow maps controlled by the light source position and the softness control. Our method explicitly models the shadow geometry that is more controllable and robust than methods that directly predict shadows based on an image background or a light map.

![Image of shadow generation](image)

**Fig. 2. Pixel Height.** (a). The number of pixels between point \(A_i\) and \(B_i\) is the Pixel Height for point \(A_i\). We collected two datasets with Pixel Height annotation: Synthetic60K and Real1500. (b) shows the sample data with various poses from 3D models. (c) shows samples of the sparsely labeled data and the interpolated Pixel Height map. Note that every Pixel Height map is divided by its max-height value for visualization.

We conduct extensive experiments to show that the Pixel Height map improves the controllability of shadow generation. Realistic shadows are synthesized by easy and intuitive user control given the RGB image and an object segmentation mask. Qualitative and quantitative results demonstrate that our method generates higher quality shadows than previous interactive and automatic shadow generation algorithms in 2D images. Our main contributions are:

- A formulation of hard shadow rendering in images based on a novel geometry representation, Pixel Height, which can be manually labeled or predicted by a model from a single image.
- A controllable shadow generation framework, where users control the position and softness of an object shadow. The framework consists of a Pixel Height estimation, a hard shadow renderer and a soft shadow generator.
- Extensive evaluation and analysis, showing improved quality and controllability of our proposed Pixel Height based shadow synthesis method.

## 2 Related Work

**Shadow Rendering in Graphics.** Shadow rendering based on 3D geometries is a well-studied technique in computer graphics. In real-time rendering, shadow volume [2,34] and shadow map based rendering techniques are mainstream approaches [7,28,35,41]. The soft shadow is approximated either by blurring
the hard shadow boundaries [1, 4, 8, 11, 12, 38] or weighted sum of a set of hard shadows sampling on an area or volume light source [6]. Many works [9, 24, 26] have been proposed to speed up this sampling process by adjusting the density and the weight. Besides, some simplified geometries [10, 30] or light representations [13] are proposed to render shadows in real-time. Global illumination algorithms [5, 18, 25, 37, 40] render soft shadows implicitly. Such methods can render realistic shadows for complicated objects given accurate 3D object models. However, 3D models are not always available for objects in real images, especially in image compositing tasks in computer vision.

**Shadow Synthesis with Deep Learning.** In recent years, generative adversarial networks (GANs) have achieved significant improvements on image translation tasks [16, 22]. A series of works [14, 15, 21, 39, 45] have been introduced for generating shadows directly from a composited shadow-free image based on the object mask guidance. ARShadowGan [21] renders a dataset by inserting 3D objects into real background images with augmented reality. Hong et al. [14] generate the shadow-free images by removing the shadow region from the real-world images. These methods try to predict the style and the color of the final shadow by a data-driven method, but they cannot provide controllability for the user.

Sheng et al. [36] propose an interactive soft shadow generation network based on a user-provided lightmap. Physics-based methods on 3D object models render their training data. The network is trained to learn the mapping from the 2D object cutout and environment lightmap to the soft shadow maps. Contrary to the previous works, we generate soft shadows by first generating a hard shadow and converting it to a soft shadow using a softness input parameter. This hard-to-soft transformation is much easier to learn. The hard shadow can be obtained with our proposed pixel-height map by calculating the occlusion directly in the 2D projection space with a simple shadow projection model.

**Geometry Representation.** Similar to monocular depth estimation [33], recovering Pixel Height map from a single image is an ill-posed problem. Numerous methods [20, 43, 44] exist to estimate depth from a single view image by supervised methods. As the depth is a 2.5D representation, the intrinsic camera parameters are required for recovering the 3D shape of the object. The 3D point cloud [29] is another geometry representation for 3D objects’ shape. They can be captured by special scanners, recovered from multi-view images, but cannot be labeled directly just from a monocular image. Furthermore, methods [31, 32] have been proposed to directly recover the 3D shape, especially for humans from a monocular image. The proposed Pixel Height map is a new geometry representation, which reflects the correlation among the object, shadow receiver, and camera pose. It is easier to interpret and annotate, and it is useful for applications that require explicit occluder-receiver constraints such as shadow generation.

## 3 Method

We propose a new approach to generate perceptually plausible soft shadows on 2D images without 3D object models. The key idea of our approach is to
render the object’s hard shadow from a point light in the image plane following a simplified projective geometry constraint (see Sec. 3.1), and then synthesize the corresponding soft shadow based on the hard shadow using a data-driven approach (see Sec. 3.3).

![Diagram](image_url)

**Fig. 3.** Given a 2D foreground image and its Pixel Height map, a user can control the position and the softness of the generated shadow by the user-defined light information or the existing image-based light information. The Pixel Height map can be manually annotated on images or predicted from a single image by training a model.

We need to know the shape of the object and its relationship with the shadow receiver and the camera to render a hard shadow on the image plane. A new geometry representation Pixel Height is proposed to represent the object shape in 2D images, which is essential to rendering the hard shadow. We verify that this representation can be estimated by a data-driven approach (see Sec. 3.2).

As shown in Fig. 3, given the foreground object image and its mask, we can annotate or estimate its Pixel Height map. The hard shadow’s position and shape can be determined by the controllable light information (the sun position) and the ground (the horizon line). Finally, based on the hard shadow, the soft shadow generator can produce a perceptually pleasing soft shadow according to the softness control parameter. The user could provide all the controllable variables with a simple GUI (see the supplementary videos), but they can also be potentially estimated from the background image.

### 3.1 Hard Shadow Renderer in 2D Image

This section introduces our novel hard shadow rendering method based on the following assumptions: (1) images are upright, and the vertical lines are parallel. This corresponds to the one-point perspective or the two-point perspective, which is very common, and (2) the light source is a point light and is always above ground. Note that if the first assumption does not exactly hold, the generated hard shadow will be slightly distorted, but still a good approximation.

A simple example of the projective geometry following our assumptions is shown in Fig. 4. Given an object $A'B'$ that stands vertically on the ground and a point light source $P'$, the object’s shadow is then cast to $B'C'$. Given an image
Fig. 4. Hard shadow renderer using Pixel Height representation. (a) shows the camera model, where $A'B'$ is the object standing upright on the ground, $P'$ is the point light source and $C'$ is the shadow point of $A'$. (b) and (c) shows two typical cases of the projection of the light, the object, and its shadow on the image plane. $D$ is the perpendicular feet of $P$. The intersection point $C$ of $DB$ and $PA$ is a projection of the shadow point $C'$. The 3D collinear property in the shadow geometry is preserved after being projected to the image plane.

plane, the light source, the object, and the shadow are projected to $P$, $AB$, and $BC$, respectively. The point $D'$ is the perpendicular footpoint of the light, which is projected to $D$. Note that $P'$, $A'$ and $C'$ are always collinear; and $C'$, $B'$ and $D'$ are always co-linear. Thus, the projections of these points are also collinear in the image plane. For a non-planar shadow receiver, e.g. a wall, a similar collinear condition still holds except that the shadow point $C'$ will be above the ground, and it will have its footpoint. For simplicity, we study the special case where the shadow receiver is the ground plane in the following. A more general formulation can be found in the supplementary material.

Figure 4 (b) and (c) show the image plane and the relevant variables. We define the upper left corner of the image as the origin of the coordinate system. The light $P$ and its projected perpendicular footpoint $D$ are located at $(x_p, y_p)$ and $(x_p, y_p + H)$ respectively, where $H$ is the pixel distance between $P$ and its footpoint, and we call it the Pixel Height of the light. Similarly, the object point $A$, its footpoint $B$ and its shadow point $C$ are located at $(x_a, y_a)$, $(x_a, y_a + h)$ and $(x_c, y_c)$, where $h$ is the Pixel Height of $A$.

According to the triangle similarity in Fig. 4-(b) and Fig. 4-(c), we have

$$\frac{h}{H} = \frac{CN}{CM} = \frac{x_c - x_a}{x_c - x_p} = \frac{AN}{PM} = \frac{y_c - y_a}{y_c - y_p}. \quad (1)$$

The shadow point $C$ can be derived from $(x_a, y_a, h)$ and $(x_p, y_p, H)$ by

$$C = [x_c, y_c] = \frac{1}{H - h} [H x_a - h x_p, H y_a - h y_p]. \quad (2)$$
Note that $H$ may take a positive or a negative value. A negative value of $H$ indicates that the light is behind the camera, and the shadow will be cast away from the camera (see Fig. 4-(c)). Note that the derived $C$ may not exist. For example, when $h > H > 0$, the ray $\vec{PA}$ will not intersect with the ground. In this case, the derived $C$ is actually the ground intersection point in the opposite direction of the ray. There is a special case when the light is infinity, and its footprint is on the horizon. Let $Z$ denote the $y$ coordinate of the horizon. In this case, we can replace $H$ with $Z - y_p$ in Eq. 2, and control the perspective of the shadow using the horizon line (see Fig. 9).

The above formulation describes how the shadow geometry is derived for our Pixel Height representation. For generic scenarios, the Pixel Height map of the shadow receiver needs to be provided, and the shadow map can be calculated by checking the collinear conditions similar to the ones mentioned above. We implemented the rendering algorithm for generic shadow receivers using CUDA. Please refer to supplementary materials for details. The visibility of the pixels on the shadow receiver can be computed in $20$ ms for a $512 \times 512$ image.

### 3.2 Pixel Height Map Estimation

A Pixel Height map is a 2.5D representation similar to a depth map. Different from the depth map, the Pixel Height map uses the ground plane as a world frame reference to locate the object. It captures the object-ground relation so that the contact points and the uprightness of the object are explicitly enforced. In addition, Pixel Height map is measurable in the image space and can be annotated manually. In contrast, traditional 2.5D representations like depth are challenging to annotate from a single image. Objects reconstructed from a depth map can also be tilted if the camera intrinsic parameters are unknown.

The proposed Pixel Height representation is essential to the hard shadow rendering in a 2D image, and can be useful in other applications as well. In this section, we propose several methods to obtain the Pixel Height map.

**Calculated from 3D Geometries.** Given a 3D geometry and camera parameters, the Pixel Height map can be computed by calculating the projection of the distance between each projected point and its footpoint. Figure 2-(b) illustrates the rendered RGB image and its Pixel Height map. With an accurate Pixel Height map, the proposed approach can render realistic soft shadows in real-time and generate visually comparable results with the renderings from a physics-based renderer (see Fig. 7).

**Labeled from 2D Images.** The Pixel Height could also be annotated from a real RGB image by experienced annotators. Annotators are required to label sparse points on the object masks. For each point, its perpendicular footpoint on the ground is annotated. Thus, the Pixel Height could be calculated by the distance along the $y$-axis. Bi-linear interpolation is employed to get the dense Pixel Height map for the object of interest. Although the interpolation method is not physically correct, the generated hard shadows with the interpolated dense Pixel Height maps are perceptually pleasing. Figure 2-(c) illustrates the sparsely labeled RGB images and interpolated Pixel Height maps.
Estimated from 2D Images. Similar to the monocular depth estimation [33], estimating the Pixel Height from a single view image is an ill-posed problem. We verify that the Pixel Height could be estimated from a single view image. We propose a neural network for estimating humans’ Pixel Height. The input to the network is the concatenation of the foreground image, the object mask, and a Y-Coordinate Map (YCM). We normalize the YCM by setting the lowest point in the object mask to be zero. Pixel Height map estimation is a high-level prediction problem, and the network should encode global information to get a better understanding of the geometry of the object. We employ an off-the-shelf transformer backbone, Mix Transformer encoder (MiT) [42]. A simple decoder merges features from different scales. The network’s output is a one-channel Pixel Height map. For the training, We minimize the mean square error for each pixel inside the object mask between the prediction and the ground truth Pixel Height map. A total variation loss is used to regularize the prediction.

We use a synthetic dataset consisting of 60K renderings of 3D human models with various poses. We name this dataset Synthetic60K. To improve the model’s generalization on real images, 1,500 real images are collected and sparsely annotated to build a benchmark named Real1500. We used 1,000 (500) images as the training (validation set). The ground truth Pixel Height of Synthetic60K and Real1500 are generated based on the methods described earlier in this section. We merge the Synthetic60K and the Real1500 training set to train a Pixel Height Estimation Network (HENet). Each mini-batch is evenly sampled from the two datasets. More implementation details about the training are in the supplementary materials.

3.3 Soft Shadow Generator

With the Pixel Height map and the proposed hard shadow renderer, a hard shadow map can be generated given a point light position in the image. To add softness to the shadow, we train a soft shadow generator to create the effect of an area light and control the softness based on user input.

Data Generation. The soft shadows are generated following the pipeline in the Soft Shadow Network (SSN) [36]. They divided the location of the light into grids, and then randomly sampled an environment light map based on a 2D Gaussian distribution at one random grid. Soft shadow bases are generated
by merging the hard shadows of a local patch for each grid. The hard shadow is generated by a GPU-based render with 3D models. Soft shadow based on the environment lightmap will be the weighted sum for the shadow bases. SSN enforces the network to learn a mapping from the lightmap and the soft shadow, which is very complicated. Different from their method, we want to render a soft shadow based on the hard shadow and a pre-define softness. To get our training samples, for each soft shadow and its paired environment lightmap, we find the corresponding hard shadow and the softness from the lightmap. The hard shadow is rendered with a given point light, which locates at the center of the area light. The softness is defined as the size of the Gaussian which is used to generate the lightmap. Figure 5 illustrates that an environment lightmap can be represented as a hard shadow and a softness value. Finally, we get our training triplet (hard shadow, soft shadow, and softness) on the fly during training.

**Network Structure.** The soft shadow generator (SSG) is a variant of the U-Net. Similar to the shadow render in SSN [36], the encoder of the network is composed of a series of $3 \times 3$ convolution layers. Skip connections are employed to capture the low-level features. SSN [36] estimates the soft shadow based on the object mask and the environment lightmap. It requires the network to learn a complex mapping between the object shadow and the light source. In contrast, we use a physical model to render the hard shadow in 2D space (described in Sect. 3.1). The input of the encoder network is the concatenation of the mask and the hard shadow. To inject a softness control into the network, we uniformly discretize the continuous softness into multiple bins in the log space and then sampled a soft Gaussian distribution on these bins following [3, 44]. Thus, a softness value can be represented by an embedding with a fixed dimension. Following [19], the adaptive instance normalization is then employed in the decoder to take the softness embedding for the softness control. The training details follow [36].

4 Experiments and Evaluation

Our system consists of several key components: the Height Estimation Network (HENet), the Hard Shadow Renderer (HSR), and the Soft Shadow Generator (SSG). We first validate the effectiveness of HENet on human images and then the soft shadow quality from SSG. Finally, a user study and qualitative comparisons are conducted to evaluate our full system on real images.

HENet is trained to predict the Pixel Height for human images in our current implementation. In the following experiments, unless otherwise specified, the Pixel Height maps for humans are predicted by our HENet. The Pixel Height maps for other general objects are manually labeled. The average labeling time for one object is about two minutes.

4.1 Evaluation of HENet

We conduct ablation studies on the proposed components to estimate the Pixel Height map. The network is trained on the merged dataset of Synthetic60K and
Table 1. Effectiveness of each components in predicting the Pixel Height. YCM: using normalized Y-coordinate Map as input. Real: training on the real and synthetic data. $\ell_{tv}$: training with the total variation loss. The metrics are evaluated on the sparse points labelled by annotators on natural images. Base: Employing Y-Coordinate Map as the Pixel Height.

|      | YCM | Real | $\ell_{tv}$ | Abs ↓ | rel ↓ |
|------|-----|------|--------------|-------|-------|
| Base |     |      |              | 10.84 | 3.64  |
| a    | ✓   | ✓    |              | 6.12  | 2.01  |
| b    | ✓   | ✓    |              | 6.04  | 1.98  |
| c    | ✓   | ✓    |              | 7.05  | 2.34  |
| d    | ✓   | ✓    | ✓            | 5.92  | 1.94  |

Fig. 6. For the input image without shadow (a) we use the Y-Coordinate Map to replace the Pixel Height map in our system (b). It can not handle the foot contact with the ground properly. Based on our predicted Pixel Height map, the shadow in the foot contact area is more realistic (c).

the Real1500 training set. The results are evaluated on the sparse points labeled by annotators of the Real1500 validation set. In Table 1, the evaluation results show that adding the Y-Coordinate Map (YCM) and using the total variation loss ($\ell_{tv}$) can both reduce the error. Moreover, training on the merged dataset can significantly improve the model’s generalization ability, reducing the relative error from 2.34% to 1.82%. We also list the evaluation results of the baseline to verify that HENet does not just learn a trivial identity mapping of the YCM. As shown in Fig. 6, using the YCM instead of the Pixel Height map can not generate the correct shadow in the foot contact area.

4.2 Evaluation of SSG

Instead of implicitly learning a mapping from the light source to a shadow [36], our SSG only focuses on adding softness to the hard shadow based on a controllable input scalar. We build an evaluation benchmark to evaluate the model. We used 20 new assets of 3D models that have no overlap with the training set, and they are collected from the Internet. For each new asset, we uniformly sample $4 \times 66$ positions of the light source and divide them into three groups on average
Fig. 7. Comparison between our proposed SSG, SSN [36] and synthetic ground truth based on 3D models. (a) The direction of the shadow is more accurate as a hard shadow is given. (b) SSN may fail to generate a long hard shadow. (c-d) Both methods perform well on soft shadows. The shadows from SSG are comparable to the physics-based renderer.

Results. The evaluation results are shown in Table 2. On average, the proposed SSG outperforms SSN on both evaluation metrics, improving Abs and ZNCC by 27% and 112%, respectively. For hard shadows, the proposed SSG reduces the Abs error of SSN from 0.039 to 0.025, and increases the ZNCC from 0.198 to 0.761. The SSN performs slightly better on ‘Short’ shadows according to the Abs, indicating that directly learning the mapping has some advantage in those cases. Still, it gets unstable for generating long and hard shadows due to the lack of model capacity in long-distance geometric modeling. Samples of visualization results are shown in Fig. 7. SSN may produce inaccurate direction of the shadow based on the given lightmap as shown in Fig. 7-(a). The errors on harder shadows are more apparent, and people are less sensitive to the difference in soft shadows.
Table 2. Quantitative evaluation. Abs: pixel-level absolute error. ZNCC: zero normalized cross-correlation. The ground truth shadows are rendered with Mitsuba given 3D shapes. On average, our proposed SSG outperforms SSN [36]. The quality of the ‘Long’ shadow and the ‘Hard’ shadow is improved with a larger margin.

|         | Mean abs  | Mean ZNCC |
|---------|-----------|-----------|
| SSN [36]| 0.033     | 0.370     |
| Ours    | 0.024     | 0.788     |

|         | Mean abs  | Mean ZNCC |
|---------|-----------|-----------|
| Length  |           |           |
| Long    | 0.041     | 0.330     |
| Medium  | 0.029     | 0.311     |
| Short   | 0.033     | 0.437     |
| ZNCC    |           |           |
| Hard    | 0.039     | 0.198     |
| Medium  | 0.034     | 0.336     |
| Soft    | 0.024     | 0.606     |

|         | Mean abs  | Mean ZNCC |
|---------|-----------|-----------|
| Length  |           |           |
| Long    | 0.025     | 0.743     |
| Medium  | 0.028     | 0.761     |
| Short   | 0.017     | 0.779     |
| ZNCC    |           |           |
| Hard    | 0.025     | 0.761     |
| Medium  | 0.028     | 0.761     |
| Soft    | 0.017     | 0.779     |

Table 3. User study on natural images. In a 2AFC study the users chose the more realistic image from a pair. The results indicate that 74% of users perceived the shadows generated by our algorithm as more realistic.

| Rate  | Length | Softness | Mean |
|-------|--------|----------|------|
|       | Long   | Medium   | Short| Hard | Medium | Soft |
| SSN   | 0.27   | 0.22     | 0.35 | 0.20 | 0.29   | 0.31 |
| SSG   | 0.73   | 0.78     | 0.65 | 0.80 | 0.71   | 0.69 |
|       |        |          |      |      |        |      |

4.3 Full System Evaluation

We qualitatively evaluated our entire system on natural images. Specifically, we performed a user study, where we asked human subjects to compare the perceived visual quality of the generated shadows from our method and SNN.

We conducted a user study on the shadows generated for 2D natural images. For SSN, the shadow is rendered with the cutout of the object and an interactive light source. For our method, the shadow is rendered with an interactive interface with shadow position and softness controls (see the video demo in our supplementary materials). We prepared 24 shadow pairs mimicking the effect of different lengths and softness. We have shown pairs of images in random order and random position (left-right) to 50 users (80% males and 20% females) and asked the participants which of the two images looks more realistic. Table 3 shows that 74% of the users perceived the shadows rendered with our method as more realistic, especially for long and hard shadows (see Fig. 8).

5 Discussions

Controllability. Our system based on Pixel Height improves the controllability of the shadow synthesis. A demo video of our simple GUI is in the supplementary
**Fig. 8. Samples images from our user study.** Our results have clearer shapes on hard shadows and less artifact on long shadows compared with SSN [36].

**Fig. 9. Controllability.** We can mimic the shadow effect for different camera poses by changing the horizon line.

Materials, enabling users to change the direction of the shadow by a simple click on the preferred position, similar to the method presented in [27]. Our method also allows the control of the shadow shape using the horizon line, mimicking the perspective effect from a camera (see Fig. 9). The softness is controlled by a slider. Figure 10 shows some example results generated from our GUI using height maps obtained from different approaches. Figure 11 shows a case where the object’s shadow is cast on a complex shadow receiver with a floating effect. Our method can also be applied on animated objects. Please check out our supplementary materials for more examples.

**Potential Applications of the Pixel Height Map.** Pixel Height map can also be used to generate reflection effects. A slightly modified checking condition is used to compute the correspondence between a point and its reflection on the ground. We demonstrate this in the supplementary material.
Fig. 10. Given a Pixel Height map, our method can produce realistic shadows with desired position and softness. The Pixel Height map can be calculated from 3D models, manually annotated or predicted by HENet. (a) Hard shadow mask. (b) Softness is 0.05. (c) Softness is 0.4.

Fig. 11. Shadow generation for a floating object and a complex shadow receiver. (a) and (c) show that hard shadows can be cast on a non-planar shadow receiver using the Pixel Height map of background as input. Our hard shadow renderer can also render shadows for floating objects by simply adding a shift value to the Pixel Height map of the object. (b) and (d) show the corresponding soft shadow generated by SSG.

6 Conclusion

We proposed an approach for generating controllable perceptually plausible shadows based on the Pixel Height map. The new geometry representation, Pixel Height map, encodes the correlations among objects shape, camera pose, and the ground. It can be directly labeled or estimated from 2D images. The position
and softness is controlled in an easy interactive way. Qualitative and quantitative comparisons demonstrate the results and generalization ability of the proposed method outperforms previous deep learning-based shadow generation methods. However, our Pixel Height map representation only considers the frontal surface of the object. A thickness is worth future exploration to address the problem.
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