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Abstract—Prior correlation filter (CF)-based tracking methods for unmanned aerial vehicles (UAVs) have virtually focused on tracking in the daytime. However, when the night falls, the trackers will encounter more harsh scenes, which can easily lead to tracking failure. In this regard, this work proposes a novel tracker with anti-dark function (ADTrack). The proposed method integrates an efficient and effective low-light image enhancer into a CF-based tracker. Besides, a target-aware mask is simultaneously generated by virtue of image illumination variation. The target-aware mask can be applied to jointly train a target-focused filter that assists the context filter for robust tracking. Specifically, ADTrack adopts dual regression, where the context filter and the target-focused filter restrict each other for dual filter learning. Exhaustive experiments are conducted on typical dark scenes benchmark, consisting of 37 typical dark sequences from authoritative benchmarks, i.e., UAVDark, and our newly constructed benchmark UAVDark70. The results have shown that ADTrack favorably outperforms other state-of-the-art trackers and achieves a real-time speed of 34 frames/s on a single CPU, greatly extending robust UAV tracking to night scenes.

I. INTRODUCTION

Widely applied in the field of robotics and automation, visual object tracking aims at predicting the location and size of a target object. Particularly, applying tracking methods onboard unmanned aerial vehicles (UAVs) has facilitated extensive UAV-based applications, e.g., collision avoidance [1], autonomous aerial manipulation operations [2], and autonomous transmission-line inspection [3].

Scenarios suitable to deploy visual trackers are currently limited to daytime when the light condition is favorable and the object is easily distinguished with representative geometric and radiometric characteristics. As the night falls, the cameras fail to acquire sufficient information to complete the details of images, bringing great challenges to trackers and huge limitations to the generality and serviceability of UAV.

Compared with generic tracking scenes, visual tracking for UAV in the dark is confronted with more terrible conditions as follows: a) the object is apt to merge in the dark environment, making its external contour unclear; b) objects’ color feature is usually invalid, ending up in its internal characteristics not significant; c) random noises appear frequently on images captured at night, severely distracting the tracker; d) limited computation and storage resources on UAV set barriers to real-time tracking. Due to the challenging tracking conditions above, current state-of-the-art (SOTA) methods [4]–[9] fail to up to scratch for UAV tracking in the dark.

Prior work gives few regards to robust tracking in the dark, which is essential and crucial to broaden the application range and service life of UAV. A direct strategy is to couple SOTA low-light enhancement methods [10]–[12] and trackers [4], [6], [8], i.e., operating tracking onto the enhanced images. Even if effective, such a simple fashion has obvious drawbacks: a) most SOTA low-light enhancing methods are time-consuming, thereby adds a heavy burden to the overall algorithm; b) merely employing preprocessing images for tracking does not fully explore the potential of enhancers; c) enhanced images usually have extra noises, interfering the tracker.

To this end, we propose a novel tracker with Anti-Dark function (ADTrack), conducting to render real-time and robust tracking onboard UAV at night. To be specific, ADTrack embeds a high-speed low-light image enhancing algorithm into an effective CF-based tracker framework. To our excitement, the image enhancing algorithm can be explored to further generate a target-aware mask based on the illumination information of an image. With the mask, ADTrack proposes a dual regression, where context filter and target-focused filter mutually restrict each other during training, while in the detection stage, the dual filters complement each other for more precise localization. Moreover, the mask favorably filters out the noise brought by the enhancer. Therefore, the proposed ADTrack can maintain splendid tracking performance compared with other state-of-the-art methods.

Fig. 1. Performance comparison of baseline tracker BACF [8] and proposed tracker ADTrack in dark sequence motorbike5. The shape of response map of BACF tracker is not ideal, which easily leads to tracking failure when the object merges into the dark. While the proposed ADTrack can maintain satisfactory tracking even when the object is invisible in the dark. Green boxes denote the ground-truth. Some typical dark tracking scenes and performances of the SOTA trackers can be found at [https://youtu.be/8ZnGOwoqhZ8](https://youtu.be/8ZnGOwoqhZ8)
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performance at night while ensuring real-time tracking speed. Fig. 1 displays the performance comparison of baseline CF-based tracker [8] and our proposed ADTrack in dark scenes. In addition, to the best of our knowledge, there exists no dark tracking benchmark now. Hence, this work presents a pioneering UAV dark tracking benchmark (UAVDark70), including 70 videos with a variety of objects. All the HD videos were captured by commercial UAV at night. Contributions of this work can be summarized as:

- This work proposes a novel anti-dark tracker, which unites the first stage of an image enhancement methods into CF structure for real-time UAV tracking at night.
- This work exploits image illumination variance information to obtain an innovative and effective mask that enables dual regression for dual filter learning and filters out noises, bringing CF-based trackers up to a new level.
- Extensive experiments are undertaken on the newly constructed UAVDark70 and UAVDark to demonstrate the robustness and efficiency of ADTrack in the dark.

II. RELATED WORKS

A. Low-Light Enhancement Methods

Low-light image enhancement algorithms can be generally divided into two categories. The first type like [10], [11], aims to offline train a deep neural network with numerous pairs of data. The calculation of such methods is too huge to be integrated into UAV real-time trackers. The other is based on retinex theory [13], without deploying large-scale offline training, [12], [14], which explores illumination and reflectance separated from the whole image to operate them adaptively. In particular, the proposed global adaptation output in [14] is proved to be efficient and effective in low-light enhancement by experiments, which is suitable for integration into UAV tracking algorithm. In addition, the global adaptation output can be further deployed to generate a target-aware mask in this work to elevate robustness.

B. CF-Based Tracking Approaches

Among various tracking methods, CF-based trackers [15]–[17] are popular mainly relying on: a) their fast element-wise product in Fourier domain, b) online trained filters which are favorably adaptive when object appearance undergoes abrupt variation. On account of the high robustness, adaptability, and efficiency in tracking, CF-based trackers have flourished recently in the field of visual tracking [8], [15]–[19]. Further, CF-based trackers have been demonstrated to be the promising choice for UAV tracking due to their efficiency [4], [20]–[23], where the real-time processing speed on a single CPU platform is crucial.

To be specific, D. S. Bolme et al. [15] proposed a seminar MOSSE method as the earliest CF-based tracker. J. F. Henriques et al. [16] introduced kernel function and Tikhonov regularization term for more robust CF-based tracking. H. K. Galoogahi et al. [8] integrated a cropping matrix during filter training and used alternating direction method of multipliers (ADMM) for optimization, making their tracker aware of the real background information. Oriented at more challenging UAV tracking, [4] proposed more adaptive and robust AutoTrack with automatic spatio-temporal regularization. While the SOTA CF-based trackers generally perform well during daytime, ignoring robust tracking in the dark.

C. Target-Aware CF-Based Tracking

Target-aware mask aims to highlight important parts within target region for filter training. In [17], M. Danelljan introduced a fixed spatial penalty, focusing the attention of the filter on learning the center region of extracted samples at a coarse level. A. Lukezic et al. [24] proposed an adaptive spatial reliability mask based on the Bayes rule. Lately, C. Fu et al. [20] employs an efficient saliency detection algorithm to generate an effective mask.

A huge drawback of the prior work is that when an invalid or unreliable mask is generated, wrong regions in the filter will hold higher weights, causing inferior robust tracking or even tracking failure. Besides, images captured in the dark generally possess inadequate information to generate masks in [20], [24]. To this end, apart from the prior work, ADTrack employs the generated mask from the illumination map to train a dual target-focused filter for restraining the original context filter, which proves to be more robust.

III. METHODOLOGY

The pipeline of ADTrack consists of three progressive stages: cropped patch pretreatment, dual filter training and weighted response generation. As shown in Fig. 2 when the UAV camera captures the f-th frame in the dark, ADTrack firstly implements image pretreatment to achieve image enhancement and mask generation. Then, dual filters are jointly trained by focusing on both context and target appearance. As next frame comes, the trained filters generate dual response maps which are fused to obtain the final response for target localization.

A. Pretreatment Stage

As a bio-inspired technique from human front-end visual perception system, ADTrack firstly deploys the beginning of enhancer in [14] to enhance low-light images. When a low-light image RGB \( I \in \mathbb{R}^{w \times h \times 3} \) is input, the pixel-level world illumination value \( L^W(x, y, f) \) is firstly computed as:

\[
L^W(x, y, f) = \sum_m \alpha_m \Psi_m(I(x, y)), \quad m \in \{ R, G, B \},
\]

where \( \Psi_m(I(x, y)) \) indicates the pixel value of image \( I \) at location \((x, y)\) in channel \( m \), e.g., \( \Psi_R(I(x, y)) \) denotes the value in red channel. The channel weight parameters \( \alpha_R, \alpha_G, \alpha_B \) meet \( \alpha_R + \alpha_G + \alpha_B = 1 \). Then, the log-average luminance \( \log^W(I) \) is given as in [25]:

\[
\log^W(I) = \exp\left(\frac{1}{w \times h} \sum_{x,y} \log(\delta + L^W(x, y, f))\right),
\]
Circular correlation + Weighted summation
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where $\delta$ is a small value, to avoid zero value. Lastly, the global adaptation factor $L_e(x, y, \mathcal{I})$ is defined as [14]:

$$L_e(x, y, \mathcal{I}) = \frac{\log(LW(x, y, \mathcal{I})/LW(I) + 1)}{\log(LW_{max}(\mathcal{I})/LW(I) + 1)},$$

(3)

where $LW_{max}(\mathcal{I}) = \max(LW(x, y, \mathcal{I}))$. The calculated factor can be referred to change the pixel value in three intensity channels of each pixel to realize image enhancement as:

$$\Psi_m(I_e(x, y)) = \Psi_m(I(x, y)) \cdot \frac{L_e(x, y, \mathcal{I})}{LW(x, y, \mathcal{I})},$$

(4)

where $I_e$ denotes the enhanced image based on original $I$.

To our excitement, the algorithm can be used to generate a target-focused mask. By simple deviation, the illuminance change $\Theta_L(I)$ after enhancement can be written as:

$$\Theta_L(I) = LW(I) - LW(I_e) = \frac{LW(x, y, \mathcal{I}) - \log\left(\frac{LW(x, y, \mathcal{I})}{LW_{max}(\mathcal{I})/LW(I) + 1}\right)}{\log(LW_{max}(\mathcal{I})/LW(I) + 1)},$$

(5)

Since $LW(x, y, \mathcal{I}) \in [0, 1]$, the value of $\Theta_L(I)$ apparently varies according to the original illumination. Owing to the fact that different objects’ illumination are different under similar light condition in an image due to their various reflectivity, the illumination change $\Theta_L(I)$ of different objects varies even bigger. Thereby, by virtue of Eq. (5), the class of pixels can be indicated as the target or the context. To be specific, the average value $\mu$ and standard deviation $\sigma$ of the center region of $\Theta_L$ are computed. Following a three-sigma criterion in statistics, pixels in the range $\mu \pm 3\sigma$ are considered targets while others are the context. Then, a binary mask $m_r$ is generated, where one is filled into pixels pertaining to segmented target while zero for others. Ultimately, the expected mask is obtained by $m = m_r \odot P$, where $\odot$ denotes element-wise product. $P \in \mathbb{R}^{w \times h}$ is the cropping matrix, which extracts the value of the target-size area in the middle of the raw mask $m_r$, and set the value of the remaining area to 0 to shield the interference of similar brightness objects in the background.

**Remark 1**: Not only can the mask robustly segment object from its background, but it can also block out the noise brought by enhancer, i.e., Eq.(5). Fig. [3] exhibits the typical examples of the pretreatment stage.

### B. Training Stage

1) **Review Baseline**: This work adopts background-aware correlation filters (BACF) [8] as the baseline tracker due to its outstanding performance stemming from the cropping matrix $P$. The regression objective to train the BACF is defined as:

$$E(w) = \frac{1}{2} \sum_{j=1}^{T} \sum_{c=1}^{D} w_{c}^{T} \mathbf{P} c^{j} \mathbf{x}^{c} - y(j) \left\|^{2} + \frac{\lambda}{2} \sum_{c=1}^{D} \|w_{c}\|_{2}^{2},$$

(6)

Fig. 2. Overall framework of the proposed ADTrack. ADTrack includes 3 stages: pretreatment, training, and detection, which are marked out by boxes in different colors. Dual filters, i.e., context filter and target-focused filter, training and detection follow routes in different colors. It can be seen that the final response shaded noises in context response, which indicates the validity of proposed dual filter.

Fig. 3. Visualization of pretreatment stage. From top to bottom, the images denote original patch, enhanced patch, and generated mask. The sequences, i.e., basketball player1, bike3, and group3, are from newly constructed UAVDark70.
where \( w^c \in \mathbb{R}^N (c = 1, 2, \cdots, D) \) is the filter in the \( c \)-th channel trained in current frame and \( w = [w^1, w^2, \cdots, w^D] \) denotes the whole filter. \( x^c \in \mathbb{R}^T \) is the \( c \)-th channel of extracted feature map and \( y(j) \) denotes the \( j \)-th element in the expected Gaussian-shape regression label \( y \in \mathbb{R}^T \). Cropping matrix \( P \in \mathbb{R}^{N \times T} \) aims at cropping the center region of samples \( x^c \) for training and cyclic shift matrix \( C \in \mathbb{R}^{T \times T} \) is the same in [16], which is employed to obtain cyclic samples. \( \lambda \) is the regularization term parameter.

2) Training Objective: Apart from BACF [8], which trains single filter \( w \) with both negative and positive target-size samples, ADTrack trains dual filters \( w_g \) and \( w_o \) by learning context information and target information separately. Besides, a constraint term is added into the overall objective to promise more robust tracking on-the-fly. The proposed regression objective can be written as:

\[
\mathcal{E}(w_g, w_o) = \sum_k \left( \sum_{c=1}^D \| P^T w^c_k \ast x^c_k - y \|^2 + \frac{\lambda_1}{2} \| w^c_k \|^2 \right) + \mu \sum_{c=1}^D \| w^c_g - w^c_o \|^2, \quad k \in \{g, o\},
\]

where \( \ast \) denotes circular correlation operator, which implicitly executes sample augmentation by circular shift. Thus the first and third terms formally equivalent to the first term in Eq. (6). Differently, \( x_g \) denotes the context feature map, while \( x_o \) indicates the target region feature map, which is generated using the mask \( m \), i.e., \( x_o = m \circ x_g \). The second and fourth term in Eq. (7) serve as the regularization term, and the last term can be considered as the constraint term, where \( w_g \) and \( w_o \) bind each other during training. \( \mu \) is a parameter used to control the impact of the constraint term.

Remark 2: In order to maintain historic appearance information of object, this work follows a conventional fashion in [8] for adaptive feature updates using linear interpolation strategy with a fixed learning rate.

3) Optimization: Suppose that \( w_o \) is given, ADTrack firstly finds the optimal solution of \( w_g \). Defining an auxiliary variable \( v \), i.e., \( v = I_N \circ P^T w_g \in \mathbb{R}^{TD} \), \( \circ \) denotes Kronecker product, \( I_N \) an \( N \)-order identical matrix. Here, \( w_g = [w_g^1, w_g^2, \cdots, w_g^D]^T \in \mathbb{R}^{ND} \). Then, the augmented Lagrangian form of Eq. (7) is formulated by:

\[
\mathcal{E}(w_g, v, \theta) = \frac{1}{2} \| v \ast x - y \|^2 + \frac{\lambda_1}{2} \| w_g \|^2 + \frac{\lambda_2}{2} \| w_o - w_g \|^2 + (I_N \circ P^T w_g - v)^T \theta + \frac{\gamma}{2} \| I_N \circ P^T w_g - v \|^2,
\]

where \( \theta = [\theta^1, \theta^2, \cdots, \theta^D]^T \in \mathbb{R}^{TD} \) is the Lagrangian vector and \( \gamma \) denotes a penalty factor. Then ADMM [26] is utilized to iteratively solve \( w_g, v \), and \( \theta \).

Subproblem \( w_g' \): By setting the partial derivative of Eq. (8) with respect to \( w_g \) as zero, we can find the closed-form solution \( w_g' \), which is expressed as:

\[
w_g' = \frac{\mu w_o + \theta + \gamma v}{\lambda_1 + \mu + \gamma T}.
\]

Subproblem \( v' \): To effectively achieve the closed-form of \( v \), this work firstly turn Eq. (8) into Fourier domain using discrete Fourier transform as:

\[
v' = \arg\min_v \left\{ \frac{1}{2T} \| v' \ast x - y \|^2 + \theta^T (\sqrt{T} I_N \circ P^T F_N w_g - v')^T \right\},
\]

where \( \ast \) denotes the Fourier form of a variable, i.e., \( \hat{x} = \sqrt{T} F_x \). \( F_T \in \mathbb{C}^{T \times T} \) is the Fourier matrix. Superscript \( \ast \) indicates the complex conjugate.

Remark 3: Since circular correlation is turned into element-wise product in Eq. (10), by the regularization term, \( I \) for adaptive feature updates using linear interpolation.

Remark 4: The positions of \( w_g \) and \( w_o \) in Eq. (7) are equivalent. When an solving iteration of \( w_g \) is completed, then the same ADMM iteration operation is performed to obtain the optimized solution of \( w_o \).

C. Detection Stage

Given the expected filter \( w_g^f \) and \( w_o^f \) in the \( f \)-th frame, the response map \( R \) detecting the regression samples \( z_f^{f+1} \) in the \( (f + 1) \)-th frame can be obtained by:

\[
R = F^{-1} \sum_{i=1}^D (w_g^f \ast e^{\psi} \circ z_g^{f+1,c} + \psi w_o^f \ast e^{\psi} \circ z_o^{f+1,c}),
\]

where \( F^{-1} \) means inverse Fourier transform. \( z_g^{f+1,c} \) denotes the \( c \)-th channel of resized search region samples extracted in the \( (f + 1) \)-th frame, and \( z_o^{f+1,c} \) is the \( c \)-th channel of the masked samples similar to \( x_o \). \( \psi \) is a weight parameter that controls the impact response map generated by context filter and object filter. Finally, the object location in the \( (f + 1) \)-th frame can be found at the peak of response map \( R \).

IV. EXPERIMENT

This part exhibits the exhaustive experimental results. Generally, in Section IV-B, 16 SOTA hand-crafted CF-based trackers, i.e., AutoTrack [4], KCF & DCF [16], SRDCF [17], STRCF [9], BACF [8], DSST & FDSST [18], ECO-HC [19], ARCF-HC & ARCF-H [5], KCC [28], MCCF-H [29], CSR-DCF [24], Staple [30], Staple_Ca [31], and proposed ADTrack are invited for evaluation on two dark tracking benchmark, i.e., UAVDark70 and UAVDark, to demonstrate
the superiority of the proposed ADTrack comprehensively. Specially, in Section IV-E as displayed in TABLE IV and TABLE V deep trackers deploying convolutional neural network (CNN), have also been evaluated.

A. Implementation Information

1) Platform: The experiments extended in this work were all performed on MATLAB R2019a. The main hardware adopted consists of an Intel Core I7-8700K CPU, 32GB RAM, and an NVIDIA RTX 2080 GPU.

2) Parameters: To guarantee the fairness and objectivity of the evaluation, the tested trackers from other works have maintained their initial official parameters.

The parameters of the regression equation in ADTrack are as follows, $\lambda_1 = \lambda_2 = 0.01$ and $\mu$ is set as 200. For the hyper parameters of ADMM, ADTrack sets $\gamma_{\text{max}} = 10000$, $\gamma = 0 = 1$, and the numbers of iteration for $w_\gamma$ and $w_\sigma$ are both 3. During detection, weight $\psi$ is set as 0.02. Note that both context and target appearance adopts a learning rate $\eta_1 = 0.02$ to implement feature update.

3) Features and Scale Estimation: ADTrack uses hand-crafted features for appearance representations, i.e., gray-scale, a fast version of histogram of oriented gradient (HOG) [32], and color names (CN) [33]. Note that gray-scale and CN features can be valid in ADTrack thanks to low-light enhancement. The cell size for feature extraction is set as $4 \times 4$. ADTrack adopts the scale filter proposed by [18] to perform accurate scale estimation.

B. Overall Evaluation

Figure 4 shows the overall success rate and precision comparison of the real-time trackers.

Benchmark UAVDark70 is newly made in this work, consisting of 70 manually annotated sequences. All the scenes were shot from a professional grade UAV at night. In Fig. 4(a), ADTrack outperforms all other arts and improves the baseline BACF [8] tracker by 10.2% under distance precision (DP) at center location error (CLE) = 20 pixels. In terms of area under curve (AUC), ADTrack ranks the first as well. Fig. 5 displays some typical dark tracking scenes and performance of the SOTA trackers in UAVDark70.

In order to maintain the objectivity, this work selected typical night scenes from the authoritative publicly available benchmark UAVDT [34] and Visdrone-2019SOT [35] (totally 37 sequences), and composed them into a new benchmark, i.e., UAVDark. In Fig. 4(b), ADTrack outperforms all others in both DP and AUC. Specifically, ADTrack improves the DP of baseline BACF by more than 4.5% in UAVDark.

TABLE II shows the top 11 hand-crafted CF-based trackers’ (both real-time and not real-time) venues and average results on 2 benchmarks, where ADTrack outperforms all other hand-crafted trackers. Besides, ADTrack achieves a speed of 34 FPS, meeting real-time requirement on UAV tracking.

Remark 5: The sequences in the newly made UAVDark70 are more common in real-world dark tracking, where the scenes are generally much darker, bringing more challenges to trackers.

C. Analysis by Attributes

Following [21], this work considers the UAV special tracking challenges as low resolution (LR), fast motion (FM), illumination variation (IV), viewpoint change (VC), and occlusion (OC). In terms of UAVDark70, the attributes are manually annotated according to the same criterion in [35]. TABLE II exhibits the average by sequences results of the top 8 real-time CF-based trackers in UAVDark and UAVDark70 according to TABLE II, where ADTrack ranks the first in most attributes.

D. Ablation Studies

This part exhibits the validity of different components in ADTrack on tracking. BACF_e denotes adding only the enhancing factor on the baseline tracker BACF [8]. ADTrack_e denotes ADTrack without dual filters (considered the Baseline). ADTrack_e indicates adding merely weighted
summation in detection stage on ADTrack_r. ADTrack means the full version of the proposed tracker (both weighted summation and constraint term). The results are displayed in TABLE III] where clearly, the proposed 2 components have boosted tracking performance by a large margin, improving more than 3% in both AD and DP.

**Remark 6:** BACF_r is worse than original BACF, probably due to the noise introduced by image enhancing. While for ADTrack, the mask can block such negative effect.

**E. Against the Deep Trackers**

This section focuses on comparison between proposed ADTrack and deep trackers which utilize off-line trained deep network for feature extraction or template matching. This work invites totally 10 SOTA deep trackers, i.e., SiameseFC [6], ASRCF [7], ECO [19], UDT+ [36], TADT [37], UDT [36], HCF [38], IBCCF [39], and DSIAM [40], to test their performance in UAVDark. From TABLE IV, ADTrack clearly outperforms most deep trackers in terms of DP and AUC.

**Remark 7:** Using merely single CPU, ADTrack still achieves a real-time speed at more than 30 FPS, while many deep trackers are far from real-time even on GPU, demonstrating the excellence of ADTrack for real-time UAV tracking.

TABLE [IV] selects the top 5 trackers in TABLE [IV] to evaluate their performance under the newly constructed UAVDark70.

**Remark 8:** The results illustrate that the SOTA deep trackers fail to maintain their robustness in real-world common dark scenes, since the CNNs they utilize are trained by daytime images, ending up in their huge inferiority compared with online-learned ADTrack in the dark.

**V. CONCLUSION**

This work puts forward a novel real-time tracker with anti-dark function, i.e., ADTrack. ADTrack first implements image enhancement and target-aware mask generation based on an image enhancer. With the mask, ADTrack innovatively proposes dual filters, i.e., the target-focused filter and the context filter, regression model. Thus, the dual filters restrict each other in training and compensate each other in detection, achieving robust real-time dark tracking onboard UAV. In addition, the first dark tracking benchmark, UAVDark70, is also constructed in this work for visual tracking community. The proposed anti-dark tracker and dark tracking benchmark will make an outstanding contribution to the research of UAV tracking in dark conditions in the future.

**ACKNOWLEDGMENT**

This work is supported by the National Natural Science Foundation of China (No. 61806148) and Natural Science Foundation of Shanghai (No. 20ZR1460100).
