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Pedestrian reidentification has recently emerged as a hot topic that attains considerable attention since it can be applied to many potential applications in the surveillance system. However, high-accuracy pedestrian reidentification is a stimulating research problem because of variations in viewpoints, color, light, and other reasons. These impacting factors are likely to make two independent images of a single person look quite different. On the contrary, these factors can also make some people’s images look pretty similar, creating great difficulties for the identification algorithms. The previous works [1, 2] mainly aim to eliminate the impacts of interference and build a reliable pedestrian reidentification algorithm with solid robustness.

1. Introduction

In recent years, pedestrian reidentification emerges as a hot research topic. It has attained considerable attention since it can be applied to many potential applications in human-computer interaction and surveillance tasks. The purpose of pedestrian reidentification algorithms is to search and detect a target from a large set of images. Various cameras capture these images for detecting a target image, where an image or a video sequence can represent the target person. The pedestrian reidentification algorithm is imperative in the development of an automatic video surveillance system. Pedestrian reidentification is an especially difficult topic due to tremendous variations in viewpoints, human poses, light, and other factors. These impacting factors are likely to make two independent images of a single person look quite different. On the contrary, these factors can also make some people’s images look pretty similar, creating great difficulties for the identification algorithms. The previous works [1, 2] mainly aim to eliminate the impacts of interference and build a reliable pedestrian reidentification algorithm with solid robustness.

The existing pedestrian reidentification algorithms have two major types, namely, supervised learning and unsupervised learning. For supervised learning-based approaches [3, 4], the work presented in [1] used a deep convolutional neural network (CNN) for learning features continuously, and the resultant matching metrics used in reidentification of individuals...
expressively increase the precision of the state-of-the-art model. The authors in [3] presented indiscriminative reinforcement lean strategies and multi-instance multilabel learning methods to solve the pedestrian reidentification within a short-term surveillance system. As for unsupervised learning-based pedestrian reidentification algorithms [5–7], the authors in [5] presented a progressive unsupervised learning (PUL) method for transferring the pretrained model’s deep representations to unseen domains. In [6], a transferable approach simultaneously learnt the attribute-semantic and identity-discriminative feature space transferred to new fields for reidentification tasks without new labeled data.

The first significant challenge in designing pedestrian reidentification algorithms is the weak capability to effectively extract and match the features from different views and select mutual patterns. However, one image’s features may not necessarily appear the same in the target image due to the pose change caused by view difference [8, 9]. Hence, extracting, embedding, and evaluating features from different image domains are critical in developing a high-performance pedestrian reidentification framework. The other challenge is how to select a good metric that measures the similarity of various features within sampled images, which is the most crucial part of the training process of CNN models. A good metric can increase the learning efficiency of CNN models during training, thus improving the recognition performance.

This work improves pedestrian reidentification by adopting pedestrian multilabel learning and investigating hybrid learning metrics. The contributions of this paper are twofold. First, two subnetworks, namely, part detection subnetwork and feature extraction subnetwork, are used to obtain pedestrian attributes and low-level feature scores. A hybrid learning metric that combines pedestrian attributes and low-level feature scores is proposed to enhance the performance. The experiment results validate the performance of the proposed framework.

The remainder of this paper is in accordance with the following pattern. Section 2 introduces previous works related to pedestrian reidentification. Section 3 describes the proposed multilabel learning algorithms with enhanced learning metrics. Section 4 illustrates the experimental setup and experimental results to validate the performance of the proposed algorithms. Finally, Section 5 concludes the paper.

2. Related Work

This section describes the literature from two different perspectives: pedestrian reidentification using traditional approaches and pedestrian identification using machine learning approaches.

2.1. Pedestrian Reidentification. Pedestrian reidentification can be viewed as the problem of identifying pedestrians from different images captured by different cameras. Figure 1 illustrates some example images of pedestrians captured by using real cameras in the CUHK03 [9] dataset. Pedestrian reidentification typically involves two parts: extracting features from input images and comparing the extracted features’ metrics to obtain the rank list. From these two aspects, the previous works on pedestrian reidentification mainly aim at two factors: developing new learning metrics [10, 11] and developing new feature representations [12]. These schemes are used to combat the variations of viewpoint, pose, and color.

2.2. Deep Learning-Based Pedestrian Reidentification. With deep learning algorithms’ resurgence, deep neural networks [7, 13] have witnessed great success in many fields, especially computer vision tasks. CNNs can extract low-level features while learning more abstract information, including detailed texture and geometry patterns. Based on self-built CNN models, several deep learning methods [1, 2, 9] have been presented to realize pedestrian reidentification tasks and have shown promising performance improvement compared to traditional handcrafted features.

3. The Proposed Pedestrian Multilabel Learning Algorithms

This section introduces proposed algorithms for pedestrian multilabel learning, which includes a part detection subnetwork. Then, the other subnetwork performs feature extraction for the input and evaluates the similarity of two given images. As mentioned above, both subnetworks receive the input paired images and process them in a parallel manner. The following sections describe associated algorithms in detail.

3.1. Overview. The problem of pedestrian reidentification can be described in a similar way to object recognition. The conventional reidentification algorithm takes two input images; each image usually involves the pedestrian’s whole body. The identification algorithm outputs the similarity metric between the given images, which shows the probability that the two images depict the same or different people.

The existing frameworks [1, 2, 4, 5] typically utilize bottom-up image cues and end-to-end learning for reidentification. These works improve the performance and accuracy of pedestrian reidentification mainly through two aspects. The first aspect is to design learning architectures...
[1, 2], thus enhancing the feature extraction abilities of reidentification models. The second aspect is to develop efficient evaluation metrics [4, 5] and precisely evaluate the distance between correct and trained results, thereby improving the learning capabilities.

One critical problem that limits the performance of conventional pedestrian reidentification is that these works fail to utilize the small semantic parts that contain crucial information of pedestrian attributes, such as hair color and gender. The conventional pedestrian reidentification algorithms mainly emphasize bottom-up image indications while neglecting small semantic parts, thus losing physical pedestrian attributes. Moreover, some of these attributes have local characteristics. Due to the variation of viewpoints and other impacting factors, the failure of taking advantage of this information may become the performance bottleneck. According to the previous works on semantic part detection [14], the pedestrian’s multiple attributes can be used to describe and improve the overall accuracy.

Inspired by the multilabel CNN model [15] and part detection approaches [14], we design a pedestrian multilabel learning framework to tackle fine-grained pedestrian attribute recognition. Figure 2 shows the proposed framework of pedestrian reidentification with the aid of multilabel learning. The processes of proposed pedestrian multilabel learning are carried out as follows:

(1) First, the input image passes the part detection subnetwork, responsible for dividing the predefined body parts. A fully connected (FC) layer will calculate the attribute scores associated with divided body parts after the split body parts are flattened.

(2) Then, the same input image passes the feature extraction subnetwork, which extracts the low features hidden in the image. The low-level feature similarity will be calculated by an FC layer similar to the attribute scores in Step 1.

(3) Finally, after the attribute scores and low-level feature similarity scores are obtained, the gallery images will be ranked according to the two metrics.

3.2. Part Division. According to Zhang et al. [14], body movements and other factors may cause the popularly used universal feature illustration approaches to agonize from misalignments. Hence, combating and eliminating the interference that arose from camera viewpoints’ variations becomes a challenging task for body part division tasks. The previous work [15] solved this problem by dividing the given image into 15 overlapping areas. Several softmax classifiers were then used to compute various body parts’ regression and then obtain the attribute scores. However, there are two defects in this method. Firstly, the positions of the human body part vary in various images. The handcrafted division of areas may not accommodate all the cases, thus resulting in inaccurate body parts. Secondly, the 15 overlapping body parts need to pass multiple CNNs, which requires a considerable amount of computational complexity and makes this scheme inefficient.

We use another body part division scheme to improve the efficiency as well as accuracy. Similar to [14], we adopt a body part detector, named the part detection subnetwork in Figure 2. The part detection subnetwork integrates the state-of-the-art semantic model, R-CNN [16], to detect each body part region. Detecting every part of the human body is difficult since the resolution of images in an existing dataset, such as CUHK03 [9], is low. Hence, we let the part detection subnetwork only find those parts associated with human hair and clothing. Assuming that there are m parts to be detected, the part detection subnetwork has (m + 1) parallel output labels, consisting of m body parts and one gender label, indicating male or female. Based on the loss of R-CNN [16], the part detection subnetwork is trained and optimized using the following multitask loss $L_{\text{part}}$:

$$L_{\text{part}} = \mathcal{L}_{\text{class}}(s, c) + \lambda [c > 0] \cdot \mathcal{L}_{\text{loc}}(b', b^{\text{true}}),$$ (1)

where $s \in [0, 1]$ denotes the confidence score for each regressed bounding box $b$, which is the output of the part detection subnetwork. $c \in [0, m]$ is the ground-truth class of the body part bounding box, while $\mathcal{L}_{\text{class}}$ represents the loss of the ground-truth class. Besides, $\mathcal{L}_{\text{loc}}$ denotes the loss function for the regressed bounding box for each body part. $b^{\text{true}}$ is the ground-truth result, while $b'$ represents the regressed bounding box of the true class.

The FC layer in Figure 2 acts as the classifier for the feature vector of the body part. As the concatenation fully connected layer in [14], we use the following matrix-vector multiplication and nonlinear activation to compute the combination of various body parts and realize fine-grained classification:

$$y = f \left( \sum_{i=1}^{m+1} W_i \cdot x_i \right),$$ (2)

where $W_i$ represents the weight matrix for the $i^{\text{th}}$ body part. The feature vector of the $i^{\text{th}}$ body part is stored in a vector $x_i$.

3.3. Learning Metrics. Unlike the conventional frameworks that only compare the extracted low-level features, the extracted attribute scores and low-level feature similarity scores from two subnetworks are aggregated to evaluate the given images’ similarity. Pedestrian reidentification algorithms will return a list where the gallery images are ranked by their distances between the probe image and the gallery images. The higher the ground-truth gallery images are ranked, the higher the accuracy is achieved.

The total loss function of the proposed framework is composed of two parts. The first one is the softmax function that computes the loss of all pedestrian attributes. The second part is the cost from the low-level feature similarity. The following equation gives the total loss function:
4.3. Evaluation Protocol. The experiments are conducted by optimizing the proposed softmax-based objective function. We first train the CNN models with the minibatch-based stochastic gradient descent. The minibatch size is set to 16 for smooth gradient updating and convergence. We applied L2 regularization and dropout (cite dropout) for the earlier layers with a ratio of 0.5 to avoid overfitting and speed up the convergence speed. Initially, we set the learning rate to 0.05 and used a decreasing factor until we obtained the best results. The models are trained for 24,000 iterations, and the learning rates for two subnetworks are identical (0.001). We use the Adam optimizer [19] to adjust the learning rate and accelerate the optimization convergence.
rank $k$. At the same time, we record the cumulative values' recognition rate at all ranks due to a specific trail of the cumulative matching characteristic (CMC) result. We evaluated the performance with such settings ten times and reported the average CMC results.

### 4.4. Model Training

In this section, we discuss the data augmentation, dropout techniques, and training strategies.

#### 4.4.1. Data Augmentation

Even though the selected dataset is large scale, the positive paired data are not as many as opposing pairs. Moreover, the dataset size is relatively small compared to the deep network models. Hence, data imbalance and overfitting may occur. Multiple data augmentation strategies are used to compensate for the performance degradation resulted from insufficient images, overcoming this limitation. Affine transformations are applied to alleviate the overfitting effect. We also augment the dataset by conducting random translations. We sample an equal amount of positive and negative pairs to accomplish data balancing despite creating the negative-positive fixed proportion.

#### 4.4.2. Dropout

In the scenario of person reidentification, because of the considerable misalignment, cross-view variations, occlusions, and pose variations, it is anticipated that specific patches on the identical person (though in various views) may contradict each other. We applied the dropout [20] approach to induce the trained proposed model adequate to misdetection of the similarity. We randomly select some outputs of the first convolutional layer (extracted features with the filter pairs) and set them as zeros at each training iteration and for every training sample as the input. We calculate the gradients in the backpropagation with the randomly muted filter responses to achieve a stable training model.

#### 4.4.3. Training Strategies

It is time-consuming and tedious to train the fast R-CNN model from scratch over large-scale datasets. We use the pretrained fast R-CNN model to avoid complex model tuning and accelerate the training process. The pretrained model significantly reduces the training time and improves the identification accuracy. In the experiment, MobileNetV2 [21] is selected as the feature extraction subnetwork. The MobileNetV2 model uses multiple optimization schemes that achieve a good tradeoff between complexity and performance. The impact of the pretrained effect is also demonstrated experimentally.

### 4.5. Experiment Results

We compare the result of our model with two person reidentification methods (KISSME [11] and SDALF [22]), two metric learning methods (logistic distance metric learning (LDM) [23] and metric learning to rank (RANK) [24]), and a filter-based approach FPNN [9]. RANK is an optimized approach for ranking-based problems, whereas person reidentification is a ranking problem. LDM is designed for person and face identification scenarios.

On the benchmark CUHK03 dataset, we conducted a range of experiments of our proposed and other state-of-the-art models for pedestrian bounding boxes. Figure 3 plots the comparison performance of CMC on various methods on the CUHK03 dataset. It shows that the proposed algorithm significantly outperforms the KISSME [11] model by a large margin with an identification rate improvement of 10% to 18%. As for the other deep neural network-based method, FPNN [9], our approach yields an identification rate improvement by 4% to 8%. The observed performance gain mainly comes from the utilization of pedestrian attribute information.

Since initializing has been instrumental for the performance and convergence of deep learning models [25–27], we propose initializing the proposed model with pretrained weights. Figure 4 presents the performance comparison on the CUHK03 dataset with or without a pretrained subnetwork. From the figure, we can see that the algorithm with a pretrained model achieves a higher identification rate by 2% to 8% for all rank values. The gain comes from the fine-tuning of the R-CNN model which helps the training start at a good point. Moreover, according to our experiments, the training process with a pretrained model converges faster than that without a pretrained model, significantly reducing the time cost of model training.

The experimental results in Figure 5 demonstrate the usefulness of employing dropout to the proposed model. The figure describes the rank-1 identification rates following various sets of training minibatches on the validation set against a range of dropout rates (0% to 20%). Our model’s identification rate decreases as the number of training minibatches grows in the absence of dropout. Such behavior indicates the overfitting problem. The convergence speed improves, and the identification rate is high when the dropout is set to 5%, enabling it to be adequate to patch the misdetection of correspondence and result in a good generalization power. However, it does not achieve a reasonable identification rate when the dropout is set to a higher value (20% in this case).
In this paper, we present a novel pedestrian reidentification framework based on multilabel learning CNN models. Besides, we also propose a hybrid algorithm with the aid of pedestrian attributes and low-level features. Both low-level features and pedestrian attributes are utilized to enhance the performance. Experimental results on the popular dataset, CUHK03, show that the identification rate is improved compared to the existing algorithms.
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