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Abstract—Reconfigurable intelligent surfaces (RISs) have attracted increasing interest due to their ability to improve the coverage, reliability, and energy efficiency of millimeter wave (mmWave) communication systems. However, designing the RIS beamforming typically requires large channel estimation or beam training overhead, which degrades the efficiency of these systems. In this paper, we propose to equip the RIS surfaces with visual sensors (cameras) that obtain sensing information about the surroundings and user/basestation locations, guide the RIS beam selection, and reduce the beam training overhead. We develop a machine learning (ML) framework that leverages this visual sensing information to efficiently select the optimal RIS reflection beams that reflect the signals between the basestation and mobile users. To evaluate the developed approach, we build a high-fidelity synthetic dataset that comprises co-existing wireless and visual data. Based on this dataset, the results show that the proposed vision-aided machine learning solution can accurately predict the RIS beams and achieve near-optimal achievable rate while significantly reducing the beam training overhead.
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I. INTRODUCTION

Reconfigurable intelligent surfaces (RISs) are considered a low-cost and energy-efficient solution to enhance the performance and extend the coverage of future wireless communication systems [1], [2]. RISs consist of a large number of reflecting elements that can modulate the amplitude and phase of the incident signals. When these elements are properly configured, the RIS can focus the incident signals toward the wireless receivers to compensate for the high pathloss and improve the signal-to-noise ratio (SNR). Moreover, these RISs can establish propagation paths that bypass the obstacles, which enables more reliable connections. The highly-directional reflection beams can also reduce interference with other adjacent cells/users. Figuring out the right configuration of the RIS reflecting elements, however, requires sufficient channel knowledge. Acquiring this knowledge is very challenging for the large-dimensional RISs and requires high channel estimation and beam training overhead [3].

Prior work has investigated the RIS beamforming design and attempted to reduce the channel estimation and beam training overhead. For example, [4] proposed to divide the reflecting elements into groups and estimate the effective channel for each group. [5] developed a channel estimation approach that relies on varying the RIS phase shift configurations with each pilot symbol. Although the estimated channels can be used to achieve promising RIS beamforming performance, it leads to large channel estimation complexity and overhead that scales with the number of RIS reflecting elements, basestation (BS) antennas, and user equipment (UE) antennas. Alternatively, the RIS can configure its elements by beam training using a predefined codebook [2]. Prior work has studied reducing the beam training overhead by ways such as hierarchical beam search [6] and RIS sub-array clustering [7]. The beam sweeping time of these solutions, however, still scales with the number of reflecting elements and leads to high latency, making it hard for these systems to support mobile scenarios. In another context, integrating sensing capabilities at the infrastructure and mobile users to aid the wireless communication decisions has been recently attracting interest for various use cases [8]–[11]. In particular, prior work exploited visual sensing information to improve beam tracking [8], blockage prediction [9], and codebook design [10]. Visual sensors provide fine-grained spatial information for LoS objects, which is particularly suitable for mmWave RISs as they often aid communications via LoS paths.

In this paper, we propose a novel RIS beam selection approach leveraging the visual sensory data collected by cameras deployed at the RIS. The proposed vision-aided beam selection approach can significantly reduce the beam training overhead and achieve near-optimal achievable rate. The contribution of the paper is threefold. (i) We propose to equip the RIS with visual sensing capability to guide the RIS beam selection process, and mathematically formulate the vision-aided RIS beam reflection problem. (ii) We develop a machine learning (ML) framework for the RIS beam selection task. The ML framework first detects candidate users using computer-vision object detectors and then exploits a designed neural network
(NN) to predict the RIS candidate beam set. (iii) We develop a neural network architecture that improves the RIS beam prediction performance and features good learning capabilities. To evaluate the performance of the developed solution, we build a high-fidelity synthetic dataset comprising wireless and visual data for a realistic RIS-aided wireless communication scenario. The evaluation results highlight the potential of the proposed vision-aided RIS beam selection approach in reducing the beam training overhead and enabling the RIS operation in highly-mobile scenarios.

II. SYSTEM AND CHANNEL MODELS

Here, we describe the adopted system and channel models.

A. System Model

We consider a communication system where an RIS is deployed to aid the communication between a BS and a UE. For ease of exposition, we assume that a blockage exists between the BS and the UE. Consequently, the BS can only communicate with the UE through the RIS. It is important to mention here, however, that the proposed beam selection in this paper can generally also apply to scenarios with direct links between the BS and the UE. We assume that the BS has an antenna array of $N$ elements, and the UE is equipped with a single antenna. The RIS has $M$ passive reflecting elements that can shift the phase of the incident signals. Further, the RIS is assumed to be equipped with RGB cameras to obtain sensing information about the surrounding environment. There are three differently-oriented cameras deployed at the center of the RIS surface. These cameras provide a central view and two side views of the surrounding environment. Here, we assume that the area covered by the RGB cameras is within the coverage area of the BS.

For the downlink communication, we adopt orthogonal frequency-division multiplexing (OFDM) with $K$ subcarriers. Let $H_{T,k} \in \mathbb{C}^{M \times N}$ and $h_{R,k} \in \mathbb{C}^{M \times 1}$ denote the channel matrix from the BS to the RIS and the channel vector from the UE to the RIS at the $k$-th subcarrier, respectively. If the BS transmits a downlink signal $s_k \in \mathbb{C}$ on the $k$-th subcarrier, then, we can write the received signal at the UE as

$$y_k = h_{T,k}^T\Psi h_{T,k}^f s_k + n_k,$$

where $f \in \mathbb{C}^{N \times 1}$ denotes the beamforming vector of the BS. The transmitted signal $s_k$ satisfies the power constraint $\mathbb{E}[|s_k|^2] = \frac{p_t}{N}$ with $p_t$ representing the average total transmit power of the BS. The $(\cdot)^T$ denotes the transpose of a vector. $n_k \sim \mathcal{N}(0, \sigma_n^2)$ is the receive additive white Gaussian noise at the UE. $\Psi \in \mathbb{C}^{M \times M}$ denotes the RIS interaction matrix which captures the adopted RIS reflection configuration. The matrix $\Psi$ is diagonal and can be written as

$$\Psi = \text{diag}(\psi) = \text{diag}(\psi_1, \ldots, \psi_M),$$

where $\psi = [\psi_1, \ldots, \psi_M]^T$ is the diagonal vector of $\Psi$ with $\psi_m \in \mathbb{C}$ representing the $m$-th reflecting element of the RIS. We call $\psi$ the reflecting beamforming vector of the RIS. To account for the practical constraint of quantized phase shifters [12], we assume that the RIS adopts a pre-defined reflecting beam codebook $\mathcal{Q} = \{Q_1, \ldots, Q_{|\mathcal{Q}|}\}$, i.e., $\psi \in \mathcal{Q}$. Note that, the RIS beam $\psi$ satisfies $|\psi_m|^2 = 1$ to capture the constant modulus phase-only constraint. The same reflection vector $\psi$ is applied to all the $K$ subcarriers due to the time-domain implementation.

B. Channel Model

We adopt a wideband block-fading geometric channel model for the channels $H_{T,k}$ and $h_{R,k}$. With this model, if $H_{R,k}$ consists of $L$ clusters, and each cluster $\ell \in [1, L]$ contributes with one ray of time delay $\tau_\ell \in \mathbb{R}$, then the delay-$d$ channel between the UE and the RIS can be written as

$$h_{R,d} = \sqrt{\frac{M}{\rho}} \sum_{\ell=1}^{L} \alpha_\ell \rho(d) \alpha_\ell @ (\phi^R_\ell, \theta^R_\ell),$$

where $\rho$ denotes the pathloss and $\rho(\tau)$ denotes the pulse shaping function which represents a $T_s$-spaced signaling evaluated at $\tau$ seconds, $\alpha(\phi^R_\ell, \theta^R_\ell)$ is the array response vector of the RIS, $\phi^R_\ell$ and $\theta^R_\ell$ are the corresponding azimuth and elevation angles of arrival (AoA) associated with the $\ell$-th cluster. $\alpha_\ell \in \mathbb{C}$ is the complex gain of the $\ell$-th cluster.

Given the delay-$d$ channel in (3), the frequency domain channel vector at subcarrier $k$ can be written as

$$h_{R,k} = \sum_{d=0}^{D-1} h_{R,d} e^{-j \frac{2\pi k \tau d}{\lambda}},$$

where $D$ is the maximum delay of the channel corresponding to the delay spread. The channel $H_{T,k}$ is similarly defined.

III. VISION-AIDED RIS BEAM SELECTION PROBLEM FORMULATION

In this paper, we propose to enable RIS beam selection and reduce beam training overhead by exploiting the visual sensors. To start, we adopt the achievable rate as the performance metric of interest. Given the system and signal models in Section II, the downlink achievable rate for the adopted RIS-based communication system can be written as

$$R = \frac{1}{K} \sum_{k=1}^{K} \log_2 \left(1 + \text{SNR} \left| h_{r,k}^T \Psi H_{T,k} f \right|^2 \right)$$

$$= \frac{1}{K} \sum_{k=1}^{K} \log_2 \left(1 + \text{SNR} \left| \left(h_{R,k} \odot H_{T,k} f\right)^T \psi \right|^2 \right),$$

where $\text{SNR} = \frac{p_t}{K \tau_\ell^2}$ denotes the signal-to-noise ratio. The $\odot$ denotes the dot product of two vectors. Therefore, for a given BS beamforming vector $f$, the optimal RIS reflecting beam for this pair of BS and UE is the one that maximizes the achievable rate. Since the RIS exploits a pre-defined reflecting beam codebook, the optimal RIS beam is uniquely indicated by its beam index $q \in \{1, \ldots, |\mathcal{Q}|\}$ in the pre-defined codebook. The optimal RIS beam index that maximizes the achievable rate is given by

$$q^* = \arg \max_{q \in \{1, \ldots, |\mathcal{Q}|\}} R.$$
Conventional approaches to obtain optimal RIS beams may require high pilot or beam training overhead, which degrades the system efficiency. To tackle this problem, we propose to utilize visual sensors (cameras) at the RIS to aid the beam selection. Let $X \in \mathbb{R}^{w \times h \times 3}$ denote one RGB image captured by the camera at the RIS with $w$ and $h$ denoting the width and height of $X$. Since one image can contain multiple (candidate) UEs, the objective of the vision-aided RIS beam selection is then to accurately predict a set of candidate RIS beams that correspond to the candidate UEs in the image. More specifically, for each candidate UE, we aim to predict the RIS beam $q^*$ that satisfies (6). The optimal RIS candidate beam set of the image $X$ can then be defined as

$$Q_X^* = \{q_1^*, \ldots, q_U^*\},$$

where $U$ is the total number of ground-truth candidate UEs in the image, and $q_u^*$ ($u = 1, \ldots, U$) is the optimal RIS beam index for the $u$-th ground-truth UE.

The objective is then to find a function that can map the image $X$ captured at the RIS to the optimal RIS candidate beam set. The exact mathematical relation between $X$ and $Q_X^*$, however, is very difficult to characterize because it depends on the channel model, the visual model, and the layout of the environment around the BS, the UE, and the RIS. This motivates utilizing ML to approach the mathematical relation between $X$ and $Q_X^*$ in a data-driven manner. The optimal ML model $f^*(\cdot; \Theta^*)$ can be expressed as

$$f^*(X; \Theta^*) = Q_X^*,$$

where $\Theta^*$ denotes the parameters of the optimal ML model. Next, we elaborate on the adopted ML model in Section IV.

### IV. DEEP LEARNING MODELING

In this section, we elaborate on the proposed ML framework for the vision-aided RIS beam selection task. As shown by Fig. 2, the ML framework first detects the candidate UEs based on the visual sensing information using a computer-vision object detector. Then the ML framework employs a NN to predict the RIS candidate beam set given the information of the detected candidate UEs.

#### A. Candidate UE detection

The first component of the ML framework is a computer-vision object detector that is used to detect the candidate UEs. Since the wireless environment is typically changing quickly, the object detector in the proposed framework for RIS candidate beam set prediction needs to satisfy an essential requirement: the capability to produce fast object detections of high quality. To that end, we select the well-known YOLOv3 object detector [13] because of its fast prediction speed and high accuracy. To obtain a YOLOv3 model that can accurately detect candidate UEs with the visual information at the RIS, there is no need to train the model from scratch. Instead, we start from a pre-trained model and fine-tune it on the images from the RIS’s cameras. Given an input image, the YOLOv3 model outputs a class index $c \in \mathbb{Z}$ and a bounding box vector $b \in \mathbb{R}^{4 \times 1}$ for each detected object. The bounding box vector consists of the $x$-center, the $y$-center, the width, and the height of the bounding box.

#### B. Candidate Beam Set Prediction

The YOLOv3 object detector provides the class and bounding box information for each detected candidate UE in an image. Based on this information, we now design a NN that can predict the RIS candidate beam set. Next, we will describe the key components of the proposed NN for the RIS candidate beam set prediction, namely the input/output representation, the NN architecture, and the loss function and learning model.

**Input/Output Representation and Normalization:** Given an image, the YOLOv3 model detects $\hat{U}$ candidate UEs. For each candidate UE, the YOLOv3 model outputs a class index $c \in \mathbb{Z}$, and a bounding box $b \in \mathbb{R}^{4 \times 1}$. To make the training process of the NN faster and more stable, we convert the class $c$ to a one-hot vector $\hat{c}$, and we normalize the bounding box $b$ by the size of the image, $w$ and $h$. The normalized bounding box is denoted by $\bar{b}$. Then the one-hot representation of the class $\hat{c}$ and the normalized bounding box $\bar{b}$ are concatenated to form the candidate UE information vector $v = [\hat{c}^T, \bar{b}^T]^T$. Finally, the input matrix $V$ to the NN architecture is written as

$$V = [v_1, \ldots, v_{\hat{U}}, 0, \ldots, 0].$$

Note that we pad $(U_{\text{max}} - \hat{U})$ zero-vectors since the number of detected UEs varies from image to image. $U_{\text{max}}$ denotes the maximum number of candidate UEs that exist in any image.

To construct the desired output of the NN, we first obtain the optimal RIS beam set $Q_X^*$ corresponds to the image $X$ as shown by (7) with an exhaustive search over the codebook $Q$. Then
we convert \( Q_X \) into a multi-hot vector \( t^* = [t^*_1, \ldots, t^*_Q] \). For any element of \( t^* \), \( t^*_q \) satisfies

\[
t^*_q = \begin{cases} 1 & q \in Q_X \\ 0 & \text{otherwise}, \end{cases}
\]

where \( q \) is a RIS beam index in the RIS beam codebook \( Q \).

**NN Architecture:** As shown by Fig. 3, we propose an NN architecture that predicts the RIS candidate beams from the class and bounding box information of all detected candidate UEs. The proposed NN first applies the same stack of fully connected NN layers on each candidate UE’s information vector to extract high-level features. These fully-connected layers adopt the ReLU activation function. After this feature extraction, each input candidate UE information vector is transformed to a \(|Q|\)-dimensional vector. Then these \(|Q|\)-dimensional vectors are combined by a summation operation. Since the desired output of the NN is a multi-hot vector, the sigmoid activation function is applied to the combined vector to restrict its value into the range \((0, 1)\). Lastly, we obtain the output vector of the NN, \( t \in \mathbb{R}^{(|Q|) \times 1} \).

The proposed NN architecture has two advantages for predicting the RIS candidate beam set from the candidate UE information vectors. First, it reuses the same stack of fully connected layers to extract features from different candidate UE information vectors. This aligns with the intuition that all candidate UEs are equivalent for the NN architecture, thus, they should be processed in the exact same way. Reusing this same stack of fully connected layers also reduces the complexity of the proposed NN architecture, which stabilizes the training process and reduces the computational complexity of the inference process. Second, the output of the proposed NN architecture does not rely on the order of the input candidate UE information vectors. This is achieved by reusing the same stack of fully connected layers and the summation operation that combines features from all candidate UE information vectors. Therefore, the proposed NN architecture can be more robust by not overfitting to the order of the input candidate UE information vectors. We validate our intuitions on the NN architecture by numerical results presented in Section VI-A.

**Loss Function and Learning Model:** The NN is designed to predict the RIS candidate beam set within a beam codebook for all candidate UEs. This can be modeled as a multi-class classification problem. Therefore, we adopt a classification learning model. We train the NN by supervised learning and employ the cross-entropy loss function.

**V. DATASET AND PERFORMANCE METRICS**

In this section, we first explain the considered simulation setup. Second, we elaborate on the generated dataset that is later used to train and evaluate the NN. Then, we introduce the performance metrics for the RIS beam set prediction.

**A. Simulation Setup**

We investigate utilizing visual sensing-based perception to enable RIS beam selection. Hence, realistic wireless and visual modelings are essential for our simulation. To that end, we generate the training and test data with the ViWi dataset [14]. The ViWi dataset provides co-existing wireless and visual data based on accurate ray tracing. It comprises sequences of RGB frames, beam indices, and user link statuses. They are generated from a large simulation of a synthetic outdoor environment depicting a downtown street with multiple moving objects. To simulate our RIS-aided communication system, we construct a new scenario based on the ViWi scenario 1. A top view of our scenario is presented in Fig. 4. The BS is located on the vertical street at the upper right. The UEs are the moving vehicles on the main street. The RIS is installed at the side of the main road to aid communications between the BS and the UEs. In the simulation, for simplicity, we assume the BS and the UEs to be single-antenna. The RIS is equipped with a uniform planar array (UPA) with 32 columns and 8 rows of reflecting elements, i.e., the total number of reflecting elements of the RIS is 256. Three cameras ("Camera 4", "Camera 5" and "Camera 6") are deployed at the RIS as shown in Fig. 4. The central "Camera 5" has a 110° field of view while the side cameras’ field of views are 75°. In the following simulations, we focus on the UEs in the views of "Camera 4" and "Camera 5".

**B. Data Generation**

We first generate 10000 scenes with the ViWi dataset. Then, for each camera, one scene consists of an image \( X \), and the channels of all UEs in the view of the camera. Note that we
only keep the data where the UEs do not have LoS paths with the BS. We obtain the optimal RIS candidate beam set $Q^*$ for each image according to (6) and (7) by exhaustively searching over the codebook $Q$. The optimal RIS candidate beam set for each image is then converted to the multi-hot representation $t^*$. Then $X$ and $t^*$ form a data point $(X, t^*)$.

Lastly, we obtain two datasets for “Camera 4” and “Camera 5”, respectively. As discussed in IV-A, we fine-tune the YOLOv3 model on 500 images randomly selected from each camera’s data. The bounding boxes and object classes for all visible vehicles of all images are manually labeled. After fine-tuning the YOLOv3 model, we generate the datasets to train the beam set prediction NN. First, we apply the fine-tuned YOLOv3 to obtain the candidate UE information vectors of all images. After that, each data point $(X, t^*)$ is converted to $(V, t^*)$. The two datasets for “Camera 4” and “Camera 5” are split into training and test sets using an 80%-20% data split. Note that two NNs are separately trained and evaluated on the “Camera 4” and “Camera 5” datasets since they have different camera angles.

C. Performance Metrics

Here, we present the metrics followed to evaluate the quality of the NNs’ RIS beam set prediction. In the NNs’ output vector $t$, each element represents a promising score of the corresponding beam in $Q$. To evaluate the prediction performance, we first apply the following unit step function on each element of the output vector. $f_{\text{step}}(x) = u(x - \delta)$, where we use $\delta = 0.5$ as the threshold. By applying this threshold to $t$, we obtain $\hat{t}$. The predicted RIS candidate beam set $\hat{Q}$ can then be written as

$$\hat{Q} = \{ q | \hat{t}_q = 1 \},$$

where $\hat{t}_q$ is the $q$-th element of $\hat{t}$. The metrics adopted to evaluate the performance of the RIS candidate beam set prediction are the accuracy and the recall as given by

$$\text{Acc} = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} \frac{|Q^*_i \cap \hat{Q}_i|}{|Q^*_i|},$$

(12a)

$$\text{Recall} = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} \frac{|Q^*_i \cap \hat{Q}_i|}{|Q^*_i|},$$

(12b)

where $N_{\text{test}}$ is the number of data samples in the test dataset. $Q^*_i$ and $\hat{Q}_i$ denote the optimal and the predicted RIS candidate beam set for the $i$-th data sample, respectively.

VI. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed vision-aided RIS beam selection.

A. Does the Proposed Neural Network Learn Better?

In Section IV-B, we mentioned two key features of the proposed NN structure: (i) Reusing the fully connected layer stack on all the UE information vectors, and (ii) combining the information of the detected UEs by the summation operation. These two features are expected to improve the performance of the candidate beam set prediction. To analyze the effectiveness of the proposed NN structure and verify the intuitions used in its design, we study the training process of the NN. Fig. 5 presents the learning curves of the proposed NN structure compared with two variants trained on the “Camera 5” dataset. The first variant adopts vanilla fully connected NN. The second variant reuses the same fully connected layer stack on the information vectors from all candidate UEs, but it concatenates the resulting high-level feature vectors instead of applying the summation operation. From the training and the test loss in Fig. 5, we see that the vanilla fully connected NN overfits to the training dataset and its loss diverges on the test dataset. For the second variant, the test loss can converge along with training iterations.
This indicates that **reusing the fully connected layer stack stabilizes the training process**. The proposed NN structure achieves the lowest loss on the test dataset. This implies that **combining the information from different UEs with the summation operation improves the generalization performance of the model**. These results highlight the effectiveness of the proposed NN architecture.

**B. Can the Proposed NN improve candidate beam prediction?**

In Table I, we present the accuracy and recall performance of the proposed NN structure compared with its two variants. Our proposed NN structure achieves 94.2% and 92.9% on the “Camera 4” dataset for accuracy and recall, respectively. On the “Camera 5” dataset, the accuracy and recall performance of the proposed NN structure are 92.1% and 86.4%. These results highlight that the proposed NN structure can accurately predict the RIS candidate beam set from the UE information extracted by the YOLOv3 model. Comparing the proposed NN structure with the other two variants, it can be seen that reusing the fully connected stack offers significant improvements, in terms of accuracy and recall, on both datasets. For the dataset of “Camera 5”, the accuracy increases by 59.5%. On top of that, by reusing the fully connected stack and combining information of candidate UEs with the summation operation, our NN structure results in the highest performance on the test datasets. The recall performance for the “Camera 5” dataset is improved by 15.1%. This again emphasizes that the two key features of the proposed NN structure help stabilize the training process and achieve better performance in the beam set prediction.

**C. How Much Beam Training Overhead is Required?**

Here, we evaluate how much training overhead is required using the proposed vision-aided RIS beam selection. We assume that the RIS is controlled by the BS to perform RIS beam training with a sub-codebook of $Q$ beams corresponding to the $k$ beams with the highest value in $t$, the output vector of the ML framework. In Fig. 6, we investigate the effect of the size of the RIS sub-codebook on the achievable rate at 0 dB receive SNR. As shown in Fig. 6, when the RIS sub-codebook size increases, the achievable rate performance of our proposed vision-aided RIS beam selection approaches the performance of the exhaustive search. When only 12 out of 256 beams are used in the RIS sub-codebook, the proposed approach can achieve 97.4% achievable rate compared with the exhaustive search. Note that the exhaustive search provides the **optimal achievable rate** under the RIS beam codebook constraint. Therefore, approaching this upper bound indicates that the proposed vision-aided RIS beam selection can efficiently reduce the beam training overhead with little negative effect on the achievable rate of the RIS-aided system.

**VII. CONCLUSION**

In this paper, we explored a novel direction of aiding the RIS beam selection with visual sensors (cameras) deployed at the RIS. We developed an ML framework and a neural network architecture to predict the promising RIS beams using the visual sensing information. To evaluate the developed solutions, simulations were conducted based on a high-fidelity synthetic dataset gathering co-existing wireless and visual data. When benchmarked against two other NN architectures, the proposed NN showed a clear advantage in both learning stability and beam prediction performance. In particular, simulation results demonstrated that the developed ML framework can accurately predict the RIS candidate beam set with high accuracy and recall performance. Further, the results showed that the proposed vision-aided RIS beam selection can obtain a near-optimal achievable rate with significantly reduced beam training overhead. This highlights the potential of leveraging visual sensors to enhance RIS communication systems.
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