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Abstract—Domain adaptation has received a lot of attention in recent years, and many algorithms have been proposed with impressive progress. However, it is still not fully explored concerning the joint probability distribution \(P(X, Y)\) distance for this problem, since its empirical estimation derived from the maximum mean discrepancy (joint maximum mean discrepancy, JMMD) will involve complex tensor-product operator that is hard to manipulate. To solve this issue, this paper theoretically derives a unified form of JMMD that is easy to optimize, and proves that the marginal, class conditional and weighted class conditional probability distribution distances are our special cases with different label kernels, among which the weighted class conditional one not only can realize feature alignment across domains in the category level, but also deal with imbalance dataset using the class prior probabilities. From the revealed unified JMMD, we illustrate that JMMD degrades the feature-label dependence (discriminability) that benefits to classification, and it is sensitive to the label distribution shift when the label kernel is the weighted class conditional one. Therefore, we leverage Hilbert Schmidt independence criterion and propose a novel MMD matrix to promote the dependence, and devise a novel label kernel that is robust to label distribution shift. Finally, we conduct extensive experiments on several cross-domain datasets to demonstrate the validity and effectiveness of the revealed theoretical results.

Index Terms—JMMD, MMD, CMMD, WCMMD, discriminability, label distribution shift.

I. INTRODUCTION

A LONG with massive appearances of new data, it is impossible to manually annotate them all at a labor-intensive and time-consuming expense, especially for on-line and real-time systems. A plausible strategy is to reuse the model trained on existing dataset to the newly-coming one, while it often fails to achieve promising performance due to their probability distribution difference. This urgently requires us to devise a versatile algorithm to handle such a great challenge. Fortunately, domain adaptation (DA) as an effective technology has attracted considerable attention, which allows for training and test datasets to follow divergent probability distributions, and commits to exploiting common knowledge across them by minimizing their probability distribution discrepancy desirably [1–3].

A decisive problem in DA is how to formulate a favorable probability distribution distance that can be applied to measure the proximity of two different probability distributions, thus numerous probability distribution distance-metrics have been proposed over the years. For example, the Quadratic [4] and Kullback-Leibler [5] distances that are derived from the Bregman divergence and generated by different convex functions were introduced to explicitly match two different probability distributions (i.e., \(P(X)\)). However, it is inflexible to extend them to different models since they are parametric and require an intermediate density estimate [6], and cannot describe more complicated probability distributions such as conditional (i.e., \(P(Y|X)\)) and joint (i.e., \(P(X, Y)\)) probability distributions.

The Wasserstein distance derived from optimal transport theory is considered as a natural choice for domain adaptation, as it has a similar form of KL divergence and can capture the distribution discrepancy between training and test domains [7]. However, it is not convenient to be applied to the traditional DA methods because it often comes down to a complex bi-level optimization problem [11]. Noticeably, the maximum mean discrepancy (MMD) [12], a metric based on embedding...
of probability distribution in a reproducible kernel Hilbert space (RKHS), has been applied successfully in a wide range of problems thanks to its simplicity and solid theoretical foundation, such as transfer learning [6], kernel Bayesian inference [13], approximate Bayesian computation [14], two-sample [12], goodness-of-fit testing [15], MMD GANs [16] and auto-encoders [17], etc.

Although the MMD has been successfully applied to establish the marginal [6, 18], class conditional [19, 20] (i.e., \( P(X|Y) \)) and weighted class conditional [21] (i.e., \( P(Y|P(X|Y)) \)) probability distribution distances, it is still not fully explored so far concerning the joint probability distribution distance, especially for the traditional DA methods, since its empirical estimation derived from the MMD (joint maximum mean discrepancy, JMMD) involves complex tensor-product operator. In addition, the marginal probability distribution distance aligns the source and target feature distributions holistically but ignores prior label information. To realize more effective knowledge transfer, the class conditional one matches their distributions in a category level while it does not consider the problem of imbalanced dataset. To this end, the weighted class conditional one imposes bigger weights on the larger categories by \( P(Y) \) (i.e., \( P(Y_s)P(X_s) - P(Y_t)P(X_t) \)) based on the assumption that \( P(Y_s) = P(Y_t) \). However, their feature distributions are misaligned when \( P(Y_s) \neq P(Y_t) \). Moreover, recent works indicate that the procedure of feature distribution alignment degrades its discriminability [22, 23] but lack of theoretical supports.

To solve the above problems, we first project the data features and their corresponding labels to a reproducible kernel Hilbert space that facilitates construction of the JMMD. And JMMD aims to build a tensor-product that can describe the relationship between source domain and target domain, and gradually promotes the coincidence of the distributions between two domains. Two issues remain to be overcome in this process, that is, the complexity involved in the computational process of tensor-product and the reduction of the dependence between features and labels. To mitigate the above two problems, we derive a unified form of JMMD that can avoid the tensor-product, and prove that the marginal, class conditional and weighted class conditional probability distribution distances are our special cases with different label kernels. Based on this unified form, a novel MMD matrix can be obtained by reducing the MMD matrix for Hilbert Schmidt independence (HSI) [24] (i.e., \( M_h \)) from the MMD matrix for JMMD (i.e., \( M_j \)). By minimizing this novel MMD matrix, we can further improve the feature discriminability, leading to a better DA capacity. Moreover, a new label kernel \( K^2_{\sigma^2} \) is devised to address the problem of label distribution shift. The whole pipeline of our algorithm is briefly depicted in Fig.1.

The main contributions of our work are summarized as below,

- We theoretically unify the previous three widely used methods that include marginal, class conditional and weighted class probability distribution distances, yielding a better guidance to refine the JMMD for different problems in domain adaption.
- A new MMD matrix is proposed by deduction of the MMD matrix for HSI from the one for JMMD to improve the feature-label correlations.
- One new label reproducing kernel is suggested to deal with label distribution shift.
- Extensive experiments are conducted on some benchmark datasets, validating the effectiveness of the proposed unified JMMD with the above two strategies.

II. RELATED WORKS

A. Maximum Mean Discrepancy

Gretton et al. introduced a non-parametric distance estimate called the maximum mean discrepancy (MMD) that is designed by embedding distributions in a reproducible kernel Hilbert space (RKHS) to compute the distance between different marginal probability distributions [12]. Along this direction, Pan et al. incorporated the MMD into a subspace learning method to learn some transfer components across the two domains [6]. Duan et al. embedded the MMD into a multiple kernel learning framework, to jointly learn a kernel function and a robust classifier by minimizing the structural risk functional and the distribution mismatching [25], Long et al. down-weighted the source instances that are irrelevant to target ones to realize more effective knowledge transfer using the MMD [26]. Ghifary et al. employed the MMD to deal with distribution bias in a simple neural network [27], Tzeng et al. proposed a domain confusion loss based on the MMD in a deep neural network [28] (AlexNet [29]), Long et al. presented a deep adaptation network (DAN) where the multi-kernel MMD was applied to the hidden representations of all task-specific layers [18].

To further improve the representation ability of the MMD respecting more complicated probability distribution distances, Long et al. resorted to the sufficient statistics of class conditional probability distribution (i.e., \( P(X|Y) \)) to approximate the conditional probability distribution (i.e., \( P(Y|X) \)) distance, referred to as the class-wise MMD, which can be conveniently optimized in most subspace-learning approaches [30–34]. Kang et al. raised a class-aware sampling strategy to establish the class-wise MMD that can be effectively estimated [20] in a deep neural network. To deal with imbalanced dataset, Wang et al. [21] established a weighted class-wise MMD in which the class conditional probability distribution is imposed by the class prior probabilities (i.e., \( P(Y)P(X|Y) \)). Concerning the label distribution shift across the source and target domains, Yan et al. [35] constructed a weighted MMD where the source data instances are multiplied by \( P(Y_s)/P(Y_t) \). Moreover, Wang et al. raised a dynamic balanced MMD to quantitatively account for the relative importance of marginal and conditional distributions [36, 37]. Long et al. constructed a transfer network by directly minimizing the joint probability distribution (i.e., \( P(X, Y) \)) distance of multiple domain-specific layers across the two domains using the joint maximum mean discrepancy (JMMD) [38]. However, the JMMD is hard to be applied to traditional DA methods since it involves complex tensor-product operator that is nontrivial to manipulate. This paper not only theoretically derives a unified format of the
JMMDD that is easy to optimize, but also proves that the MMD, class-wise MMD and weighted class-wise MMD are our special cases with different label kernels.

B. Hilbert Schmidt Independence

The Hilbert Schmidt independence (HSI) that is formulated with Hilbert Schmidt norm in RKHS is used to measure the dependency between two random variables [24]. To preserve the important feature of data, Dorri et al. regarded original and transformed data features as two random variants, and maximized their dependency during the probability distribution alignment [39, 40]. Yan et al. minimized the dependency between the projected and domain features (e.g. background information) to learn a domain-invariant subspace [41]. Inspired by the classifier adaptation, Zhang et al. proposed a projected HSI criterion to improve the feature-label correlation in a reconstruction DA framework [42]. Similar to the goal in [42], we also aim to improve the feature-label correlation. However, they do not explore the relationship between the JMMDD and HSI as we do in this work. In addition, the HSI is computed on the whole domains [42]. In contrast, we separately compute the HSI on the source and target domains.

III. REVISIT MAXIMUM MEAN DISCREPANCY

We start with some notations and problem statement appeared in this paper.

A. Notations and Problem Statement

The bold-italic uppercase letter \( X \) denotes a matrix, \( X_{(ij)} \) is the value of \( i \)-th row and \( j \)-th column of \( X \), \( x_i \) is the \( i \)-th column vector of \( X \), and \( x_{(ij)} \) is the \( i \)-th component of \( x \). The subscript \( s \) (resp. \( t \)) represents the index of source (resp. target) domain. The superscripts \( (c) \) and \( T \) denote the index of \( c \)-th category and transpose of a matrix. \( \text{tr}(\cdot) \), \( (\cdot, \cdot) \), \( \otimes \) and \( \circ \) are the operators of trace, inner-product, tensor-product, and dot-product, respectively. \( I \) and \( \mathbf{1} \) represent an identity matrix and a matrix whose elements are all 1. \( H = I - \frac{1}{n} \mathbf{1}_{n \times n} \) is the centering matrix. \( \| \cdot \|_F \), \( \| \cdot \|_2 \), and \( \| \cdot \|_H \) denote \( L_F \) norm, \( L_2 \) norm and Hilbert Schmidt norm, respectively.

**Domain Adaptation**. Given a fully labeled source domain \( D_s = (X_s, Y_s) \) and an unlabeled target domain \( D_t = (X_t, Y_t) \), where \( X_{s/t} \in \mathbb{R}^{m \times n_{s/t}}, Y_{s/t} \in \mathbb{R}^{C \times n_{s/t}}, m \) is the feature dimensions, \( n_{s/t} \) is the number of source or target data instances \((n_s + n_t = n_{st})\), and \( C \) is the number of categories. Here \( Y_{s/t} \) is the soft labels, i.e., the probability of a data sample \( x_i \) that belongs to class \( c \) is \( Y_{(ic)} \). It is assumed that the feature and label spaces of source and target domains are identical, but their joint probability distributions are different. Domain adaptation (DA) aims to exploit a projection to map the source and target domains data into a shared feature subspace, where their joint probability distribution divergence is minimized greatly.

**Reproducible Kernel Hilbert Space**. A reproducible kernel Hilbert space (RKHS) is a Hilbert space \( (\mathcal{H}) \) of functions \( f : \Omega \rightarrow \mathbb{R} \) on a domain \( \Omega \), and its inner-product is \( \langle \cdot, \cdot \rangle_\mathcal{H} \). The evaluation functional \( f(x) \) can be reproduced by a kernel function \( k(x, x') \), i.e., \( \langle f(\cdot), k(\cdot, \cdot) \rangle_{\mathcal{H}} = f(x) \), and the RKHS takes its name from this so-called reproducible kernel function. Alternatively, \( k(x, \cdot) \) can be viewed as an (infinite-dimensional) implicit map \( \phi(x) \) where \( k(x, x') = \langle \phi(x), \phi(x') \rangle_\mathcal{H} \).

B. Maximum Mean Discrepancy

The maximum mean discrepancy (MMD) establishes the kernel mean embeddings of the marginal probability distributions in RKHS endowed by the kernel \( K_x \) (feature map \( \phi \)) from both the source and target domains \([6]\), and computes their distance with the Hilbert-Schmidt norm in RKHS as follows:

\[
\mathbb{D}_H[P_s(X_s), P_t(X_t)] = \| \mathbb{E}[\phi(X_s)] - \mathbb{E}[\phi(X_t)] \|_H^2
\]

where the kernel matrix \( K_x = \phi(X)^T \phi(X) \in \mathbb{R}^{n \times n} \) \((K_{ss})_{ij} = k(x_i, x_j)\), and the MMD matrix \( M_m \) can be computed as below:

\[
(M_m)_{(ij)} = \begin{cases} 
\frac{1}{n_{st}^2}, & (x_i, x_j) \in D_s, \\
\frac{1}{n_{st}^2}, & (x_i, x_j) \in D_t, \\
-\frac{1}{n_{st}^2}, & \text{(otherwise)}.
\end{cases}
\]

C. Class-wise Maximum Mean Discrepancy

The class-wise maximum mean discrepancy (CMMD) resorts to the sufficient statistics of class conditional distribution \((i.e., P(Y|X))\) to approximate the conditional probability distribution \((i.e., P(Y|X))\) [19], which constructs the MMD for each specific class as follows:

\[
\mathbb{D}_H[P_s(X_s), P_t(X_t)] = \sum_{c=1}^C \left( \mathbb{E} \| \phi(X_s^{(c)}) - \mathbb{E}[\phi(X_t^{(c)})] \|_H^2 \right)
\]

where the MMD matrix \( M_c^{(c)} \) can be computed as below:

\[
(M_c^{(c)})_{(ij)} = \begin{cases} 
\frac{1}{n_{st}^2}, & x_i \in D_s^{(c)}, x_j \in D_s^{(c)}, \\
\frac{1}{n_{st}^2}, & x_i \in D_t^{(c)}, x_j \in D_t^{(c)}, \\
-\frac{1}{n_{st}^2}, & (x_i, x_j) \in D_t^{(c)}, \\
0, & \text{(otherwise)}.
\end{cases}
\]

D. Weighted Class-wise Maximum Mean Discrepancy

To deal with imbalanced dataset, the weighted class-wise maximum mean discrepancy (WCMMDD) introduces the class prior probability \( P(Y) \) into the CMMD [21], which pays more attention on the large-size categories and is formulated as the following:

\[
\sum_{c=1}^C \| \frac{P_s(y_c)}{n_{st}^2} \sum_{i=1}^{n_{st}}(x_i^{(c)}) - \frac{P_t(y_c)}{n_{st}^2} \sum_{j=1}^{n_{st}}(x_j^{(c)}) \|_H^2
\]

\[
= \sum_{c=1}^C \text{tr}(K_x M_w^{(c)} K_x),
\]
where $M_{wcc}^{(c)}$ can be computed with the following equation:

$$
(M_{wcc}^{(c)})_{(ij)} = \begin{cases}
\frac{1}{n_i n_j}, x_i \in D_i^{(c)}, x_j \in D_j^{(c)} \\
\frac{1}{n_i n_t}, x_i \in D_i^{(c)}, x_j \in D_t^{(c)} \\
- \frac{1}{n_t n_j}, x_i \in D_t^{(c)}, x_j \in D_j^{(c)} \\
0, \text{(otherwise)}.
\end{cases}
$$

(6)

IV. Unified Joint Maximum Mean Discrepancy

Domain adaptation aims to narrow down the joint probability distribution difference between the source and target domains, but its empirical estimation derived from the maximum mean discrepancy (joint maximum mean discrepancy, JMMDD) will involve complex tensor-product operator that is hard to manipulate [38]. This paper unveils a unified format of JMMDD that is easy to optimize. We first give the formulation of joint probability distribution in the following paragraphs.

Joint Probability Distribution. With any given domain $D$ sampled from joint probability distribution $P(X, Y)$ [43], the kernel embedding represents a joint probability distribution by an element in RKHS endowed by the kernel $k_x$ (feature map $\phi$) and $k_y$ (label map $\phi$), i.e., uncentered co-variance operator $C_{XY}$. It can be formulated as below:

$$
C_{XY} := E_{XY} [\phi(x) \otimes \phi(y)],
$$

(7)

which essentially describes the feature-label correlation. Following [38], we empirically estimate the embedding of joint probability distribution using finite samples, and the empirical kernel embeddings of source and target domains are as follows:

$$
C_{X,Y} = \frac{1}{n_s} \sum_{i=1}^{n_s} [\phi(x_i) \otimes \phi(y_i)],
$$

$$
C_{X,T} = \frac{1}{n_t} \sum_{i=1}^{n_t} [\phi(x_i) \otimes \phi(y_i)].
$$

(8)

Our goal is to reduce the feature-label correlation divergence between the two domains to draw their distributions closer. By virtue of MMD, we utilize the kernel mean embeddings of empirical joint probability distribution in RKHS of the two joint probability distributions $P_s(X_s, Y_s)$ and $P_t(X_t, Y_t)$, then compute their distance with the Hilbert-Schmidt norm. Thus, the resulting unified joint mean discrepancy (JMMDD) is defined as the following:

$$
D_H(P_s(X_s, Y_s), P_t(X_t, Y_t)) = \|E(x_s) \otimes \phi(y_s) - E(x_t) \otimes \phi(y_t)\|_H^2
$$

(9)

$$
= \frac{1}{n_s} \sum_{i=1}^{n_s} [\phi(x_i) \otimes \phi(y_i)] - \frac{1}{n_t} \sum_{j=1}^{n_t} [\phi(x_j) \otimes \phi(y_j)]\|_H^2
$$

(9)

$$
= tr(K_{xx} \otimes K_{yy} M_j),
$$

where $K_{xx} = \phi(x) \phi^T(x)$ and $K_{yy} = \phi(y) \phi^T(y)$. Remarkably, in the view of Mercer kernel theorem, the nonlinear functions $\phi$ and $\phi$ do not need to be explicit, and the complicated tensor-product disappear. More details could be found in Appendix A.1.

To incorporate the unified JMMDD into subspace-learning methods and leverage domain-invariant features, we formulate the unified JMMDD in the projected RKHS through the following Equation:

$$
D_H = \|E[x] \phi^T(x_s) \otimes \phi(y_s) - E[x] \phi^T(x_t) \otimes \phi(y_t)\|_H^2
$$

(9)

$$
= \frac{1}{n_s} \sum_{i=1}^{n_s} [\phi(x_i) \otimes \phi(y_i)]
$$

$$
- \frac{1}{n_t} \sum_{j=1}^{n_t} [\phi(x_j) \otimes \phi(y_j)]\|_H^2
$$

(10)

$$
= tr(K_{xx} \otimes MM_{ij}).
$$

Remarkably, the matrix $W$ does not need to optimize because we resort to optimize $B$ instead, and the tensor-product operator also disappears, more details could be found in Appendix A.2.

V. New Discoveries from the Unified JMMDD

A. A Novel MMD Matrix

The Hilbert Schmidt independence (HSI) [24] also utilizes Eq. (7) to establish the feature-label correlation. Different from JMMDD, HSI aims to maximize the correlation for a given domain to improve its feature discriminability, but JMMDD minimizes the correlation bias between the two domains to reduce their distribution distance. An obvious problem is that the domain-specific correlation (discriminability) may be reduced unexpectedly during the process of JMMDD minimization (transferability), and this problem will be demonstrated in Section VI-C. Our previous unified JMMDD analysis provides a theoretical basis about this contradiction. Therefore, we should simultaneously minimize the JMMDD and maximize the domain-specific HSI. Specially, the domain-specific HSI metrics for the source and target domains can be formulated as follows,
where below:

\[ \| C_{x_i}x_i \|_I^2 = \| \frac{1}{n_t} \sum_{i=1}^{n} [\varphi(x_i) \otimes \varphi(y_i)] \|_I^2 + \| \frac{1}{n_t} \sum_{i=1}^{n} [\varphi(x_i) \otimes \varphi(y_i)] \|_I^2 + \| \frac{1}{n_t} \sum_{i=1}^{n} [\varphi(x_i) \otimes \varphi(y_i)] \|_I^2 = \text{tr}( (K_{xx}s_1) \otimes (K_{yy}M_{hs} ) ) + \text{tr}( (K_{xy}s_1) (M_{ht} ) ) = \text{tr}( K_{xx} (M_{h} - \delta M_{h}) ). \] (13)

Similarly, we can utilize the Representer theorem to obtain its variant in the projected RKHS, and it can be formulated as below:

\[ \text{tr}( (K_{xx}BB^T + K_{xx} ) \otimes K_{yy} (M_{h} - \delta M_{h}) ) , \] (14)

where \( M_{h} \) can be computed as the following equation:

\[ (M_{h})_{ij}(y) = \begin{cases} \frac{1}{n_t}, & \forall x_i, x_j \in D_s \\ \frac{n_t}{n}, & \forall x_i, x_j \in D_t \\ 0, & \text{(otherwise)} \end{cases} \] (15)

Different from [24, 39–42], we utilize the HSI with its uncentered variant for consistency with the JMMD, and combine the JMMD and HSI in a neat format with a novel MMD matrix, finalized as, \( \text{tr}( (K_{xx}BB^T + K_{xx} ) \otimes K_{yy} (M_{h} - \delta M_{h}) ) \). Thus, the first discovery from the unified JMMD to improve its feature discriminability is finalized as,

\[ \text{tr}( (K_{xx}BB^T + K_{xx} ) \otimes K_{yy} (M_{h} - \delta M_{h}) ) \] (16)

\[ \text{tr}( (K_{xx}BB^T + K_{xx} ) \otimes K_{yy} (M_{h} - \delta M_{h}) ) \] (17)

where \( \delta \) is a trade-off parameter to balance their importance.

**B. A Novel Label Kernel**

**Theorem 2** The MMD, CMMD and WCMMD are the special cases of the proposed unified JMMD with different label kernels, i.e., \( K_{yy} = I_{n \times n}, K_{yy}^2 = I_{n \times n} \), and \( K_{yy}^3 = I_{n \times n} \). The \( K_{yy}^2 \) and \( K_{yy}^3 \) are defined as follows:

\[ (K_{yy}^2)_{ij}(y) = \begin{cases} \frac{n_t}{n_t}, & \forall x_i, x_j \in D_s^c \\ \frac{1}{n_t}, & \forall x_i, x_j \in D_t^c \end{cases} \] (18)

\[ (K_{yy}^3)_{ij}(y) = \begin{cases} 1, & \forall x_i, x_j \in D_s^c \end{cases} \] (19)

The proof of Theorem 2 could be found in Appendix A.4, and we also prove that the label kernels formulated here are reproducible in Appendix A.3.

Notably, Theorem 2 yields a better guidance to refine the JMMD by devising more delicate label kernels for different problems in domain adaptation. Specially, from Eq. (5), the class conditional probability distributions across domains will be mismatched when \( P(Y_s) \neq P(Y_t) \), and this problem will
### TABLE I

| S | T | KNN | M | M* | C | C* | WC | WC* | Avg. |
|---|---|-----|---|----|---|----|-----|------|------|
| A | C | 36.0 | 46.6 | 47.1 | 46.1 | 50.9 | 44.9 | 50.4 | 46.1 ± 6.0 |
| A | W | 29.2 | 37.3 | 37.3 | 42.4 | 43.4 | 41.0 | 44.4 | 29.1 ± 7.2 |
| A | D | 38.2 | 46.3 | 47.1 | 43.3 | 49.0 | 42.2 | 50.3 | 37.6 ± 4.2 |
| B | C | 34.2 | 38.9 | 39.9 | 39.1 | 42.4 | 38.6 | 42.3 | 29.8 ± 5.4 |
| B | W | 31.2 | 39.7 | 39.7 | 39.0 | 43.8 | 45.8 | 46.4 | 31.8 ± 3.6 |
| B | D | 35.7 | 38.5 | 39.5 | 41.4 | 46.5 | 38.9 | 45.9 | 27.5 ± 7.9 |
| C | C | 28.8 | 31.3 | 31.3 | 32.9 | 35.2 | 33.1 | 35.4 | 24.4 ± 1.8 |
| C | W | 31.6 | 29.5 | 30.3 | 40.5 | 41.4 | 40.8 | 41.6 | 27.9 ± 4.3 |
| D | C | 84.7 | 90.4 | 90.4 | 90.4 | 94.3 | 89.8 | 92.4 | 70.1 ± 8.5 |
| D | W | 83.7 | 88.5 | 88.5 | 91.5 | 91.5 | 92.9 | 90.2 | 69.2 ± 7.9 |
| Avg. | | 40.9 | 46.1 | 46.5 | 47.6 | 51.1 | 47.8 | 51.2 | 36.1 ± 5.7 |

Office10-Caltech10, the SURF features with 800 dimensions are adopted [19, 46]. On the other two datasets, we utilize the deep features with 2048 dimensions extracted from the ResNet-50 model pre-trained on ImageNet [47, 48]. We simulate label distribution shift by randomly dropping out 50% samples in the first half of classes within source domain, and 50% samples in latter half of classes in target domain [49], then random selection is repeated 10 times and average results and standard deviations are reported. More details about our implementation could be found in Appendix B.

### B. Results

We utilize the label kernels $K_{yy}^1$, $K_{yy}^2$, $K_{yy}^3$, then the proposed JMMD is degenerated to the marginal, class conditional and weighted class conditional distribution distances (i.e., M, C, WC). To validate the effectiveness of feature-label correlation reinforcement strategy, we introduce the proposed MMD matrix into them (i.e., $M^*$, $C^*$, $WC^*$) and obtain the new feature representations by Eq. (22), i.e., $B^* K_{xx}$. We also replace $K_{yy}$ in WC and $WC^*$ with the proposed label kernel $K_{yy}^j$ and represent their corresponding variants with WWC, $WWC^*$. Notably, the parameters $\lambda$, $d$, $T$ are set as 0.1, 20, 5 for Office10-Caltech10 and 1.0, 100, 5 for the others [19], and we adopt the classifier k-nearest neighbors (KNN) to show the effects of domain adaption.

As can be seen from the left parts of Tables I, II, III, the results of average accuracy of $M^*$, $C^*$, $WC^*$ are 46.5%, 51.1%, 51.2% / 81.0%, 84.1%, 83.9% / 58.1%, 61.6%, 60.4%, respectively, which validates its capability (the proposed novel MMD matrix for feature-label dependency or feature discriminability) comparing with those corresponding results 46.1%, 47.6%, 47.8% / 81.0%, 82.7%, 82.7% / 58.0%, 58.9%, 58.1%. From right parts of Tables I, II, III, the results of average accuracy of WWC and $WWC^*$ are 41.6%, 43.8% / 77.8%, 78.7% / 52.1%, 53.5% which validates its robustness for label distribution shift comparing with those corresponding results of WC 40.1% / 75.9% / 50.0%.

To further show the effectiveness of the proposed strategies
for the unified JMMD, we chose some typical classifiers and some DA methods. As such we incorporate them into other classifiers such as (i.e., SVM\(^3\), LP [50, 51], NCP [48]) and existing popular domain adaptation approaches (i.e., VDA [30], EasyTL [52], SP [48]). We compare WC and WC\(^∗\) in standard DA (left part) and WC and WWC\(^∗\) in label distribution shift (right part) for each method, and the results are recorded in Table IV and Table V, respectively. We can notice that the proposed two strategies also works well for other classifiers since it can increase the classification accuracy a lot for all three benchmark datasets. As shown in Table V, the proposed two strategies for JMMD can also improve these typical DA methods by showing a large margin of accuracy over all the three benchmark datasets (D\(_1\): Office10-Caltech10, D\(_2\): Office31, D\(_3\): Office-Home, the average results for 12, 6, 12 DA tasks are reported). It should be noticed that to show fairness, we did NOT compare performance of the proposed unified JMMD to some latest works that are based on deep learning methods such as [20, 53–55] and so on.

C. Ablation Study

We further verify the effectiveness of WC\(^∗\), WWC by inspecting the feature distribution distance and HSI metric, and their feature visualizations could be found in Appendix C. We run Eq. (21) with \(\lambda \rightarrow +\infty\) (PCA), \(\delta = 0\) (WC), \(\delta = 0.1\) (WC\(^∗\)), \(K_{yy} = K_{yy}^4, \delta = 0\) (WWC). Then we compute the aggregate feature distribution distance and HSI metric of each method on their induced embeddings. Note that, in order to compute the true distance or metric, we have to use the groundtruth labels instead of the pseudo ones. However, the groundtruth target labels are only used for verification, not for learning procedure, and we show them in Fig. 2.

From Fig. 2, we can have these observations. 1) Without DA (PCA), the feature distribution distance is the largest, i.e., Fig. 2(b). 2) With DA (WC), the HSI distances are reduced largely, and the proposed WC\(^∗\) can prompt feature-label correlation, i.e., Fig. 2(a). 3) In label distribution shift, WC misaligns the feature distributions, and the designed label kernel (WWC) can realize more effective distribution matching i.e., Fig. 2(b).

D. Sensitivity of Hyper-Parameter \(\delta\)

The proposed strategies for JMMD only entails one hyper-parameter \(\delta\), and we conduct sensitivity analysis to validate that the optimal results could be achieved under a stable range. We only report target recognition results on 6 standard domain adaptation tasks (WC\(^∗\)) and 6 label distribution shift scenario (WWC\(^∗\)) from Office10-Caltech10 dataset, and similar trends on all other evaluations are proved, but not shown here due to space limitation.

We run the model Eq. (21) with WC\(^∗\) and WWC\(^∗\) with varying values of \(\delta\). Then, we plot classification accuracy w.r.t. different values of \(\delta\) in Fig. 3, and choose \(\delta \in [0, 1]\), which embodies the importance of the proposed strategy of feature-label correlation reinforcement. Moreover, it displays parameter’s stability as the resultant classification accuracy often achieves its optimal value around 0.1.

VII. CONCLUSIONS

The problem of JMMD is not fully explored in the field of DA due to its implementation difficulty. To overcome this problem, in this paper, we propose a unified JMMD framework that includes the previous popular marginal, class conditional and weighted class conditional distribution distances. In addition, we also prove that JMMD will lead to degradation of feature-label dependence that is beneficial to classification, and it is sensitive to the label distribution shift when the the label kernel is the weighted class conditional one. To remedy these issues, a HSI criterion based technique is taken to boost the feature-label dependence (a novel MMD matrix), and a new label kernel is designed to alleviate label distribution shift. Comprehensive tests carried on some benchmark datasets show promising performance of the unified JMMD method with those two strategies. Future work may lie in devising more desirable label kernels to address the problem of pseudo target labels in DA.
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