Inverse analysis to reconstruct hydraulic conditions of non-steady turbidity currents: Application to an ancient turbidite of the Kiyosumi Formation of the Awa Group, Boso Peninsula, central Japan

Kento Nakao¹, Hajime Naruse²* and Shuichi Tokuhashi³

Abstract

This study proposes a new method of inverse analysis from ancient turbidites to the non-steady turbidity currents with consideration of multiple grain-size classes. The forward model employed in this study is based on the shallow water equation, and the initial condition of flows are assumed to be the lock-exchange type condition. To obtain a solution of the inverse problem, this study employed the genetic algorithm for finding the optimized initial conditions. The present method successfully estimated the true given initial conditions of the turbidity currents from the artificial data sets of deposits created by the calculation of the forward model. The author also applied the method to the turbidite bed in the Kiyosumi Formation. As a result of inverse analysis, the obtained solution fits well to the observed data of the individual turbidite, providing estimates of the flow velocity, the flow thickness and the sediment concentration of the turbidity current. The flow thickness and velocity when the turbidity current reached at the downstream end of the study area were reconstructed to be 334.6 m, 0.98 m/s respectively at the location of the downstream end. Result of our analysis is the first example of reconstructing a reasonable conditions of the turbidity current from an ancient turbidite observed in the field, and the method id expected to be applied in various regions in the future.

Keywords

Genetic algorithm, Inverse analysis, Sediment gravity flow, Submarine fan, Turbidite

Introduction

Turbidity currents are triggered by catastrophic events such as earthquakes or storms, and emplace turbidites characterized by graded bedding and the succession of sedimentary structures known as the Bouma sequence (Kuenen and Migliorini, 1950; Bouma, 1962; Walker, 1978; Normark et al., 1979; Lowe, 1982; Shanmugam, 1997; Nilsen et al., 2007; Talling et al., 2012). Analyses of turbidite deposits and systems have contributed to paleoenvironmental research based on their sedimentology and stratigraphy (Flood et al., 1997; Maslin et al., 2006; Dorrell et al., 2015; Picot et al., 2016). Because ancient turbidites can be major hydrocarbon reservoirs...
(Weimer et al., 2007), it is also important to predict the entire subsurface geometry of turbidite deposits (Tokuhashi and Iwawaki, 1988; Haldorsen and Damsleth, 1990; Rothman et al., 1994; Posamentier and Kolla, 2003).

A remaining problem in this field of research is the quantitative understanding of the developmental process of turbidity currents at natural scales, which is essential to estimate the distribution of ancient turbidites from the limited amounts of information provided by cores and seismic profiles (Takano, 2016). Although several in-situ measurements of turbidity currents on deep sea floors have been reported (Shepard, 1965; Inman et al., 1976; Dengler et al., 1984; Xu et al., 2004; Vangriesheim et al., 2009; Arai et al., 2013; Andrieux et al., 2013), hydraulic conditions of turbidity currents such as flow velocity and sediment concentration, however, remain unclear (Kubo, 1995; Falcini et al., 2009; Lesshafft et al., 2011); conducting such in-situ measurements is quite difficult because of their highly destructive nature and infrequent occurrences (Naruse and Olariu, 2008; Talling et al., 2015). The in-situ measurements cost and it is easier to observe ancient turbidites than turbidity currents in fieldwork.

In recent years, there have been several attempts to reconstruct the hydraulic conditions of ancient turbidity currents from geologic records (Stow and Bowen, 1980; van Tassell, 1981; Bowen et al., 1984; Komar, 1985; Allen, 1991; Hiscott, 1994; Kubo, 1995; Kubo et al., 1998; Baas et al., 2000; Naruse and Olariu, 2008; Falcini et al., 2009; Lesshafft et al., 2011). Previous reconstructions of turbidity currents from their deposits were mostly based on the concepts of the capacity or competence of a flow (Dorrell et al., 2013). The competence of a flow is usually defined as the largest grain size that the flow can transport, while the capacity of a flow is defined as the amounts of sediment particles that the flow can potentially transport at a given flow conditions (Kuenen and Migliorini, 1950). Initially, the critical velocities of particle motion (i.e. the competence of a flow) inferred from turbidites were used for estimating the paleo-flow conditions of turbidity currents (Komar, 1985; Kubo, 1995; Kubo et al., 1998). However, these methods based on critical velocity estimate only the minimum values of flow velocity, because deposition can occur even at velocities much higher than the critical velocity of particle motion when the capacity of sediment transport in a turbidity current is exceeded by the volume flux of sediment (Hiscott, 1994). Instead, Hiscott (1994) emphasized the role of the capacity of a flow to estimate paleoconditions of turbidity currents, but the methodology for reconstruction has not been implemented yet. Further discussions about relations between the competence and capacity of a flow were given in (Dorrell et al., 2013). Analyses of the sedimentary structures of turbidites can be conducted as alternative methods to reconstruct flow conditions of turbidity currents (Baas et al., 2000). For example, (Dorrell et al., 2011) suggested that poorly graded division in turbidites is a product of high-concentration suspension. However, analyses of the sedimentary structures only provide a range of flow conditions (Ohata et al., 2017), not the spatio-temporal development of flows.

Here we propose a new method for inverse analysis to reconstruct the paleo-hydraulic conditions of turbidity currents based on ancient turbidites. We focus on the possibility of elucidating the history of the entire turbidity flow current based on the properties of the ancient turbidite, such as sedimentary structures and grain-sized distribution. The methods of inverse analysis have been proposed in several
recent studies (Naruse and Olariu, 2008; Falcini et al., 2009; Lesshafft et al., 2011); hydraulic parameters are estimated based on optimization of the input parameters of numerical models to fit the results of calculations with field observations of turbidites. Flows calculated with optimized parameters can be regarded as reconstructions of the actual turbidity currents that emplaced the ancient turbidites. Inverse analyses have also been applied to other gravity flows, such as pyroclastic flows (Rossano et al., 1996), tsunamis (Jaffe and Gelfenbaum, 2006; Soulsby et al., 2007; Mitra et al., 2020), and tidal channels (Masuda and Nakayama, 1988), to reconstruct hydraulic conditions from the corresponding deposits. Inverse analysis of turbidity currents is still in an early stage of development, and there is much remains room for improvement. For instance, Falcini et al. (2009) estimated the hydraulic conditions of turbidity currents from ancient turbidites of the Laga Formation in the Central Apennines, Italy. Their forward model employed the assumption of steady flow; that is that the depositional rate did not vary over time. However, ancient turbidites are characterized by graded bedding, which suggests strongly non-steady conditions. Consequently, the applicability of the model of Falcini et al. (2009) may be limited to the specific cases of actual ancient turbidites that show no grading. In contrast, Lesshafft et al. (2011) employed a direct numerical simulation (DNS) model of the vertical two-dimensional Navier–Stokes equations for inverse analysis from turbidites. However, the calculation cost of their method is so high that application of the method is not feasible with field-scale data obtained from outcrops or boreholes.

To resolve the problems associated with conducting inverse analysis of natural-scale turbidity currents, we employed a non-steady model with consideration of multiple grain-size classes as a forward model, which can describe the spatio-temporal behavior of a turbidity current that deposits a typical turbidite with graded bedding. Our model of turbidity currents is based on that of Parker et al. (1986) with modifications to account for multiple grain-size sediments. The active layer concept from Hirano’s sediment continuity model Hirano (1971) was used for calculating entrainment and deposition of multiple grain-size. A combination of the shallow water equations and an active layer were used for flume experiments (e.g., Suzuki et al., 1976) and numerical model of river bed degradation (Blom, 2008; Stecca et al., 2016). Because computational cost of the forward model is significantly lower than that of two-dimensional models, this method can be applied to field-scale problems. In the forward model, the “lock-exchange” model was employed as the initial setting for numerical simulation with various conditions. Furthermore, the forward model was tested for sensitivity through examples of forward model calculations. For inverse analysis, an objective function is defined by sum of squares of deviations between the observation result and the numerical calculation results. In this inverse calculation, the initial hydraulic conditions that minimize the objective function were explored with the genetic algorithm. The optimum solution was then treated as the paleo-hydraulic conditions. For an application of this inverse analysis at field-scale, a turbidite deposit in the Kiyosumi Formation, Boso Peninsula, Japan, was investigated.
Methods

Forward model of non-steady turbidity currents

Governing equations of non-steady turbidity currents

A depth-averaged model of a non-steady one-dimensional turbidity current is described herein. This forward model is based on that of Kostic and Parker (2006), the results of which were verified by the experimental results of Garcia (1990). This model is classified as a “three-equation” model after Parker et al. (1986), based on the equations representing fluid mass conservation, streamwise momentum conservation and mass conservation of suspended sediment (Fig. 1).

Our model accounts for transport and deposition of sediment showing non-uniform grain-size distribution that is discretized to multiple grain-size classes (equations 1 to 3). The Exner equation describes mass conservation of sediment in bed for each grain-size class (equation 4). In addition, the continuity equation of sediment of each grain-size class in the active layer (Hirano, 1971) is represented in order to calculate the entrainment rate of bed sediment of each grain-size class (equation 5).

As presented by Kostic and Parker (2006), these relations are expressed as follows:

\[
\begin{align*}
\frac{\partial H}{\partial t} + \frac{\partial UH}{\partial x} &= e_w U \\
\frac{\partial UH}{\partial t} + \frac{\partial U^2H}{\partial x} &= RgC_T HS - \frac{Rg}{2} \frac{\partial C_T H^2}{\partial x} - u^* \frac{Rg}{2} \frac{\partial C_T H^2}{\partial x} \\
\frac{\partial C_iH}{\partial t} + \frac{\partial C_i UH}{\partial x} &= w_i(e_{si} F_i - r_0 C_i) \\
\frac{\partial \eta_i}{\partial t} &= \frac{w_i}{1 - \lambda_p} (r_0 C_i - e_{si} F_i) \\
\frac{\partial F_i}{\partial t} + \frac{F_i \partial \eta_T}{L_a \partial t} &= \frac{w_i}{L_a(1 - \lambda_p)} (r_0 C_i - e_{si} F_i).
\end{align*}
\]

where \(x\) is the bed-attached streamwise coordinate, and \(t\) is time. In the above relations, \(H\), \(U\) and \(C_i\) denote the thickness of a turbidity current, the layer-averaged velocity and the layer-averaged volumetric concentration of suspended sediment of the \(i\)th grain-size class, respectively. In this study, the grain-size distribution of sediment is discretized to multiple grain-size classes at regular intervals. The parameter \(C_T\) indicates the layer-averaged volumetric concentration of total suspended sediments (thus \(C_T = \sum C_i\)). The acceleration of gravity and the slope gradient are denoted \(g\) and \(S\), respectively. The parameter \(u_*\) denotes the shear velocity. Properties of sediment particles are described by the parameters \(R\), \(w_i\) and \(\lambda_p\), which represent the submerged specific density of sediment, the fall velocity of a sediment particle of the \(i\)th grain-size class, and the porosity of bed sediment, respectively.

The parameter \(\eta_i\) denotes the volume per unit floor area of bed sediment of the \(i\)th grain-size class, and \(\eta_T\) indicates the total bed elevation (thus \(\eta_T = \sum \eta_i\)). The parameters related to the active layer formulation are the active layer thickness \(L_a\) and \(F_i\), which indicates the volume fraction of the \(i\)th grain-size distribution in the active layer. The parameters \(e_{si}\), \(e_w\) and \(r_0\) are the entrainment rate of sediment of the \(i\)th grain-size class into suspension, the entrainment rate of the ambient water to the flow, and the ratio of near-bed suspended sediment concentration to the layer-averaged value. These parameters require empirical relations to close the
equations, which are described in the next section. As defined in equation 1, the volume of the turbidity current increases downstream in this model because of the entrainment of ambient water to the flow (Fig. 1). Equation 2 is the momentum conservation equation, which indicates that the turbidity current is driven by the fluid pressure and density difference between the turbid fluid containing suspended sediment and the ambient fluid (Fig. 1B). In this model, it is assumed that the suspension is dilute enough to justify employing the Boussinesq approximation in Equation 2. In addition, hindered settling is ignored in this model. Equation 3 is the relation of the sediment conservation, in which both settling from suspended sediment and entrainment from bed sediment are assumed to occur concomitantly (Fig. 1). Equation 4 is the Exner equation representing the mass conservation of bed sediment (Fig. 1). Equation 5 is the relation of the sediment mass conservation of the $i$th grain-size class in the active layer (Fig. 1). This equation describes the temporal change of grain-size distribution in the active layer (Hirano, 1971). The governing equations described above can be recast in dimensionless form as follows (Kostic and Parker, 2003a; Kostic and Parker, 2003b):

\[
\frac{\partial \hat{H}}{\partial \hat{t}} + \frac{\partial \hat{U} \hat{H}}{\partial \hat{x}} = e_w \hat{U} \tag{6}
\]

\[
\frac{\partial \hat{U} \hat{H}}{\partial \hat{t}} + \frac{\partial \hat{U}^2 \hat{H}}{\partial \hat{x}} = R_{i0} \hat{C}_T \hat{H} S - \frac{R_{i0}}{2} \frac{\partial \hat{C}_T \hat{H}^2}{\partial \hat{x}} - \hat{u}_s^2 \tag{7}
\]

\[
\frac{\partial \hat{C}_i \hat{H}}{\partial \hat{t}} + \frac{\partial \hat{C}_i \hat{U} \hat{H}}{\partial \hat{x}} = \hat{w}_i \left( e_{si} F_i \hat{C}_i - r_0 \hat{C}_i \right) \tag{8}
\]

where $\hat{x}$ and $\hat{t}$ are a dimensionless streamwise coordinate and dimensionless time, respectively. The parameter $\hat{u}_s$ denotes the dimensionless shear velocity, and $\hat{w}$ is the dimensionless fall velocity of the sediment. These dimensionless parameters are given by the following relations, respectively:

\[
\hat{x} = \frac{x}{H_0} \tag{9}
\]

\[
\hat{t} = \frac{t}{H_0/U_0} \tag{10}
\]

\[
\hat{u}_s = \frac{u_s}{U_0} \tag{11}
\]

\[
\hat{w} = \frac{w}{U_0} \tag{12}
\]

The flow thickness $H$, the depth-averaged velocity $U$, and the depth-averaged volumetric concentration of suspended sediment $C_i$ are targets to for numerical estimation in this forward model. Corresponding dimensionless forms of these parameters are $\hat{H}$, $\hat{U}$, and $\hat{C}_i$, which are defined as

\[
\hat{H} = \frac{H}{H_0} \tag{13}
\]

\[
\hat{U} = \frac{U}{U_0} \tag{14}
\]

\[
\hat{C}_i = \frac{C_i}{C_{i0}} \tag{15}
\]
where \( H_0 \) and \( C_{i0} \) denote the initial values of \( H \) and \( C_i \) at the upstream boundary. 
\( U_0 \) is the initial velocity of the flow head described below in this section. The parameter \( \text{Ri}_0 \) in Equation 7 is the inflow bulk Richardson number defined as:

\[
\text{Ri}_0 = \frac{Rg \sum C_{i0} H_0}{U_0^2}.
\] (16)

To solve the equations described above, a transformed coordinate system was employed in this study based on the formulation of Kostic and Parker (2006) (Fig. 2). This model of turbidity currents involves two boundary conditions for the governing equations: the upstream influx boundary (the tail of the current), and the downstream propagating boundary (the head of the current). To address these boundary conditions, a deforming grid approach was adopted, in which the moving downstream boundary is defined as the head of the turbidity current at the fixed point \( x^* = 1 \). Thus,

\[
x^* = \frac{\dot{x}}{\hat{s}(t)}, \quad \tau = \hat{t}
\] (17)

where the parameter \( \hat{s} \) is the dimensional position of the turbidity current head, when \( x^* = 1 \).

After applying the transformation of Equation 17, equations 1 to 3 of the “three-equation” model of Parker et al. (1986) may be re-expressed in the following conservative form:

\[
\frac{\partial \hat{H}}{\partial \tau} = \frac{1}{\hat{s}} \left( x^* \frac{\partial \hat{H}}{\partial x^*} - \frac{\partial \hat{U} \hat{H}}{\partial x^*} \right) + e_w \hat{U}
\] (18)

\[
\frac{\partial \hat{U}}{\partial \tau} = \frac{1}{\hat{s}} \left[ x^* \frac{\partial \hat{U} \hat{H}}{\partial x^*} - \frac{\partial \hat{C}_i \hat{H}}{\partial x^*} \right] + S \text{Ri}_0 \hat{C}_T \hat{H} - c_f \hat{U}^2
\] (19)

\[
\frac{\partial \hat{C}_i \hat{H}}{\partial \tau} = \frac{1}{\hat{s}} \left[ x^* \frac{\partial \hat{C}_i \hat{H}}{\partial x^*} - \frac{\partial \hat{C}_i \hat{U} \hat{H}}{\partial x^*} \right] + w_s \left( e_s F_i \hat{C}_i \hat{H} - r_o \hat{C}_i \right)
\] (20)

where \( \dot{s} \) is the velocity of the current head and \( \hat{s} \) is the dimensionless \( \dot{s} \).

**Closure of equations**

Several empirical relations are required to close the equations described above. Shear velocity \( u_s \) is related to the layer-averaged flow velocity according to the following relation:

\[
\hat{u}_s^2 = c_f \hat{U}^2.
\] (21)

Here the friction coefficient \( c_f \) is assumed to be constant (0.0069). The particle settling velocity for each grain-size class with a representative diameter \( D \) is calculated from the relation of (Dietrich, 1982) for natural sand, which can be expressed as

\[
w_i = \frac{\text{Ri}_i \sqrt{Rg D_i}}{\nu}
\] (22)

\[
\text{Ri}_i = \exp\{-b_1 + b_2 \log(Re_{p,i}) - b_3[\log(Re_{p,i})]^2 - b_4[\log(Re_{p,i})]^3 + b_5[\log(Re_{p,i})]^4\}
\] (23)

\[
Re_{p,i} = \frac{\sqrt{Rg D_i}}{\nu}
\] (24)
where the fit parameters $b_1, b_2, b_3, b_4$ and $b_5$ are 2.891394, 0.95296, 0.056835, 0.000245, and 0.000245, respectively. The dimensionless parameter $e_w$ describes the rate of entrainment of ambient water into the turbidity current from above. The empirical formulation of Fukushima et al. (1985) for $e_w$ is given by:

$$e_w = \frac{0.00153}{0.0204 + R_0(CH/U^2)}.$$  

(25)

The parameter $e_s$ is a dimensionless coefficient for characterizing the rate of sediment entrainment into suspension by a turbidity current. This parameter is obtained from an empirical relation as follows (Wright and Parker, 2004):

$$e_s = \frac{aZ^5}{1 + (a/0.03)Z^5}$$

$$Z = \frac{\hat{a} \hat{u} \hat{R}_p^{\alpha_2} S_f^{0.08}}{\hat{w}_i}$$  

(26)

(27)

where the constants $\alpha_1$ and $\alpha_2$ are given as

$$(\alpha_1, \alpha_2) = \begin{cases} 
(0.586, 1.23), & R_0 \leq 2.36 \\
(1.0, 0.6), & R_0 > 2.36. 
\end{cases}$$  

(28)

The parameter $S_f$ denotes a friction slope, which takes the form:

$$S_f = \frac{c_f \hat{U}^2}{R_0 CH}.$$  

(29)

The parameter $\hat{s}$ is the velocity of the turbidity current head and is used for calculation of the head position on the transformed coordinate system at calculation time steps. In contrast, the velocity of the turbidity current head in downstream conditions in governing equations is used for the densimetric Froude number $Fr_d$, which is given by:

$$Fr_d = \frac{U(x^* = 1, \tau)}{\sqrt{R_0 C_T(x^* = 1, \tau) H(x^* = 1, \tau)}}.$$  

(30)

The parameter $r_0$ is the ratio of the near-bed sediment concentration to the layer-averaged suspended sediment concentration $C_i$ for the $i$th grain-size class. Here we assumed that $r_0$ is constant (1.5) based on the experimental results of Garcia (1990). Other input parameters are: the porosity of the bed sediment $\lambda_p = 0.4$ and the thickness of the active layer $L_a = 0.003$ m.

**Implementation of the forward model**

The set of equations 4, 5, 18, 19, and 20, which are based on the “three-equation” model of turbidity currents extended for treatment of multiple grain-size classes, can be calculated numerically to solve the morpho-dynamic problem. Ultimately, the five unknown parameters ($\hat{H}, \hat{U}, \hat{C}_i, \eta_i$ and $F_i$) in the set are obtained spatio-temporally using the numerical methods. The MacCormack scheme was used for
integration of the partial differential equations 18 to 20. The predictor-corrector technique was used for the ordinary differential equations 4 and 5. The partial differential equations 18 to 20 employ the transformed coordinate system, whereas the ordinary differential equations 4 and 5 use the dimensional coordinate system to avoid the apparent advective transport. The linear interpolation technique was used to convert the parameters between these two coordinate systems for each time step.

The calculation of this numerical model is terminated when any one of the following three conditions is satisfied: (a) the sediment concentration becomes extremely thin \((\hat{C}_{T}/C_{T0} \leq 0.001)\), (b) the flow reaches the calculation domain end on the downstream side, or (c) the time of calculation exceeds the prescribed value.

**Initial and boundary conditions**

In this study, the “lock-exchange” model was employed for the initial conditions of turbidity currents. A turbidity current is generated by sudden release of a suspended sediment cloud. In this model, suspended sediment is initially stirred in a confined region, and a turbidity current occurs when the lock gate at the downstream end of the confined region is opened. This setting has been adopted extensively in flume experiments of non-steady turbidity currents (Bonnecaze et al., 1993). Even in numerical simulation, this model has often adopted to simplify the initial flow conditions (Necker et al., 2005; Blanchette et al., 2005; Lesshafft et al., 2011). In this study, the initial suspended sediment cloud is set to \(H_0\) and \(C_{i0}\) for flow thickness and sediment concentration of the \(i\)th grain-size class, respectively (Fig. 2). Both parameters are assumed to be uniform in a range of the initial along-slope length \(l_0\). At the beginning, the gate separates clear water and a sediment cloud. The sediment cloud is kept at a uniform concentration, and the gate is released at the timing of \(t = 0\). The released turbidity current flows down along the slope, driven by the density difference between the flow and the ambient water.

The initial conditions of the slope at each grid point in the transformed coordinate system are set based on linear interpolation. The initial values of the dimensionless variables \(\hat{H}\) and \(\hat{C}_i\) are set to unity at each grid point. Also, the initial values of the dimensionless flow velocity \(\hat{U}\) are set to 0 at the upstream end and 1 at the downstream end. The grain-size distributions in the bed and the active layer are assumed to be uniform at the beginning of the calculation, such that the parameters \(\eta_i\) and \(F_i\) are obtained as the initial bed thickness and 1 divided respectively by the number of grain-size classes \(N\).

Both upstream and downstream boundary conditions are required for the numerical solution of the forward model. In this model, the flow velocity is set zero at the upstream boundary, and thus \(\hat{U}|_{x^*-0} = 0\). The downstream boundary propagates with the movement of the flow head, such that sediment inflow is not allowed from the outside of the calculation domain at both the upstream and downstream boundaries. For the upstream boundary conditions of the flow height \(\hat{H}\) and the sediment concentration \(\hat{C}_i\), we employed the Neumann boundary condition, which
takes the form:
\[ \frac{\partial \hat{H}}{\partial x^*} \bigg|_{x^*=0} = 0 \] (31)
\[ \frac{\partial \hat{C}_i}{\partial x^*} \bigg|_{x^*=0} = 0 \] (32)

These equations (31) and (32) may be expressed in the following discretized form:
\[ \hat{H}(x^* = 0, \tau) = \hat{H}(x^* = \Delta x^*, \tau) \] (33)
\[ \hat{U}(x^* = 0, \tau) = 0 \] (34)
\[ \hat{C}_i(x^* = 0, \tau) = \hat{C}_i(x^* = \Delta x^*, \tau). \] (35)

With regard to the downstream boundary conditions, the model assumption in which the Froude number of the flow head Fr\(_d\) is constant (1.2) yields the following relations:
\[ \hat{H}(x^* = 1, \tau) = \left( \frac{\hat{U}^2}{R_0 \hat{C}_i(x^* = 1 - \Delta x^*, \tau)} \right)^{\frac{1}{2}} \frac{\hat{H}^2(x^* = 1 - \Delta x^*, \tau)}{Fr_d^2} \] (36)
\[ \hat{U}(x^* = 1, \tau) = \left( Fr_d^2 R_0 \hat{C}_i(x^* = 1 - \Delta x^*, \tau) \hat{U}(x^* = 1 - \Delta x^*, \tau) \hat{H}(x^* = 1 - \Delta x^*, \tau) \right)^{\frac{1}{2}} \] (37)
\[ \hat{C}_i(x^* = 1, \tau) = \hat{C}_i(x^* = 1 - \Delta x^*, \tau) \] (38)

where the following relations are assumed for the mass conservation of fluid and suspended sediment:
\[ \hat{U} \hat{H}|_{x^* = 1 - \Delta x} = \hat{U} \hat{H}|_{x^* = 1} \] (39)
\[ \hat{U} \hat{C} \hat{H}|_{x^* = 1 - \Delta x} = \hat{U} \hat{C} \hat{H}|_{x^* = 1}. \] (40)

In this study, initial topography is arbitrarily set with a knickpoint. The knickpoint represents a boundary between a steep section of the channel and a gentle lobe deposit section.

**Inverse analysis of turbidites**

**Definition of the objective function**

In this study, hydraulic conditions of turbidity currents were estimated from ancient turbidites based on optimization of input parameters of the forward model. The forward model of this study requires the parameters of the initial conditions (thickness \(H_0\), length \(l_0\), and sediment concentration \(C_{i0}\)) as input, and produces the spatial distribution of sediment volume per unit area of each grain-size class as output. Then, the initial conditions are optimized to minimize the difference between the result of numerical simulation and outcrop data. The goal of optimization for the inverse analysis is to determine the global minimum of the objective function, \(J\), which is defined as:
\[ J = f(H_0, l_0, C_{i0}) = \sum \left( \frac{\eta_{\text{calc}}(H_0, l_0, C_{i0}) - \eta^\text{ref}_{l,k}}{\eta^\text{ref}_{l,k}} \right)^2 \] (41)
where $\eta_{i,k}^{ref}$ denotes the sediment volume per unit area of the $i$th grain-size class observed at the $k$th locality. This value is obtained by:

$$\eta_{i,k}^{ref} = h_k F_{i,k}^{dep}$$

(42)

where $h_k$ and $F_{i,k}^{dep}$ denote deposit thickness and the fraction of the $i$th grain-size class at the $k$th locality, respectively. In addition, $\eta_{i,k}^{calc}$ is the sediment volume per unit area of the $i$th grain-size class at the $k$th locality calculated using the Exner equation 4.

The objective function $J$ is the sum of squares of deviations between the observation and the results of numerical calculations standardized according to the observed values. This function is calculated across all sampling points and grain-size classes, and it is optimized using the genetic algorithm, as described in the next subsection.

**Optimization of the objective function**

To obtain the optimized solution of the objective function, the genetic algorithm was employed. The genetic algorithm is a method for finding the global minimum (or maximum) of multivariate functions by mimicking the processes of biological evolution. The greatest advantage of his method is its efficacy for problems with a vast unknown solution spaces that could not be explored with other methods (Ramillien, 2001). In this method, the model parameter sets are regarded as genes of organisms, and optimizes them via the natural selection mechanism of evolution as follows: (1) An initial population of genes (parameter sets) is produced randomly in the parametric space. (2) Natural selection of genes (parameter sets) works based on the fitness value (the objective function). (3) Next generation of genes is created via crossing-over and mutation. (4) As the number of generations increases, the genes (parameter sets) in the population become optimized to the environment (observation). In this study, the Global Optimization Toolbox in MATLAB (MathWorks Inc.) was used for optimizing the objective function.

**Application of the inverse model to a turbidite of the Kiyosumi Formation**

This new method of inversion was applied to an individual turbidite bed in the Kiyosumi Formation on the Boso Peninsula, Japan. Here the geological settings and the characteristics of the bed are explained. Then, the results of the inversion analysis are presented.

**Geological setting of the Awa Group and the Kiyosumi Formation**

The Miocene to Pliocene Awa Group, which has been interpreted as deposited in a forearc basin-paleoenvironment, is distributed in the central part of the Boso Peninsula (Fig. 3). The Awa Group unconformably overlies the Paleogene Mineoka Group and is unconformably overlain by the Pleistocene Kazusa Group. The Awa group is subdivided into lower and upper parts (Ishihara and Tokuhashi, 2001). The upper part of the Awa Group is composed of the Amatsu, Kiyosumi and Anno formations, which are characteristically intercalated with a variety of volcanic tuff beds.
(Tokuhashi et al., 1997) (Fig. 4). The Kiyosumi Formation in the eastern to central region of the Boso Peninsula is composed of a sandstone-dominated alternating succession of turbidite sandstone and hemipelagic mudstone.

In contrast, the Kiyosumi Formation in the western region of the peninsula is composed mainly of mudstone or mudstone-dominated alternating turbidite sandstone and hemipelagic mudstone. The turbidites of the Kiyosumi Formation thin drastically westward, and the formation transitions into the Inakozawa Formation in the west (Nakajima et al., 1981; Suzuki, 1995; Ishihara and Tokuhashi, 2001). The maximum thickness of the Kiyosumi Formation is about 850 m (Tokuhashi, 1979; Tokuhashi and Ishihara, 2008). Sedimentological studies of ancient turbidites in the Kiyosumi and Anno Formation have been conducted in detail based on correlation of key tuff layers (Tokuhashi and Iwawaki, 1975; Tokuhashi, 1976a, b; Tokuhashi, 1988; Takahashi et al., 1997; Kubo et al., 1998; Ishihara and Tokuhashi, 2001; Saito and Ito, 2002; Shikazono et al., 2006). According to Tokuhashi and Iwawaki (1975) and Tokuhashi (1976a,b), many individual turbidite layers were correlated across a range of 40 km from east to west and 5 km from north to south based on these key tuff layers. The paleocurrent data recorded by the turbidite structure suggest that the channel mouth was located around Lake Kameyama (Tokuhashi, 1976a, 1976b, 1979). investigated the three dimensional morphology and the sedimentation processes of the turbidity currents, and suggested that the Kiyosumi Formation consists of deposits on lobes of submarine fans. The paleobathymetry of the Kiyosumi Formation is estimated to have been about 2000 m based on analysis of benthic foraminifera preserved in the hemipelagic mudstone (Hatta and Tokuhashi, 1984; Kitazato, 1987). Biostratigraphic investigations of planktonic foraminifera (Oda, 1978) and calcareous nannofossils (Kanie et al., 1991; Kameo et al., 2010), as well as magnetostratigraphic analyses, (Kimura, 1974; Niitsuma, 1976) have shown that the depositional age of the formation is early Pliocene. The absolute age has also been obtained based on fission-track dating of zircon grains (Kasuya, 1987; Okada and Bukry, 1980). Takahashi et al. (1997) summarized the biostratigraphic age determined from foraminifera, and estimated that the depositional age of the formation ranges spans about 800 thousand years from 5.1 Ma to 4.3 Ma.

This study is focused on one individual bed named the G1 turbidite by Tokuhashi (1976a). This turbidite bed is in the Kiyosumi Formation, and is intercalated between two key tuff layers (Tokuhashi, 1976a), and it can therefore be correlated over 20 km. Details of the characteristics of this G1 turbidite are described below.

**Methods for field survey and analysis of deposits**

The individual turbidite bed investigated in this study was identified at seven sampling localities in the research area (Fig. 3). The sampling localities are distributed in a fan-shaped region with a central angle of about 60° and a radius of about 20 km. The channel mouth is estimated to be located around the apex of the study area.

In the field survey, route maps and geological columnar sections at 1/25 scale were logged at the correlated ca. 1 m intervals at the seven localities. Thickness, strike and dip of the G1 turbidite were measured, and samples were collected at regular intervals for grain-size analysis.
Bed thickness was measured with digital caliper (19975, Shinwa Rules Corporation, Niigata, Japan) for beds 0.01–15 cm thick. At all localities, samples for grain-size analysis were collected at 2 cm interval from the bottom to the top of the turbidite sandstones. Locs. 1 and 3, however, have space intervals of 2 cm between samples. Each sample was more than 20 g in weight, and about 4 g of sediment from each sample was used for grain-size analysis. Mud-sized particles (less than 62 µm in diameter) were removed by 250-mesh sieves (62 µm) with an ultrasonic bath before the settling-tube grain-size analysis. Later, dry-weight fractions of mud that were sieved out and recorded using an electronic scale. Then, grain-size distributions of sands in each sample were analyzed using the settling-tube method (Gibbs, 1974). This method can be used to measure grain-size distributions based on the representative settling diameter of each grain-size class without any measurements of the geometric properties of particles. The settling diameters of grains reflect their hydraulic behavior, which is significant for the purposes of this study. The settling-tube grain-size analyzer used in the study consists of a cylindrical flume 180 cm height (Faculty of Science, Kyoto University) and an electronic balance (UX820H, Shimadzu Corporation, Kyoto, Japan). The software “STube” was used for the measurements (Naruse, 2005). The compositions of grains of -1 to 5 phi were measured in increments of 0.2 phi. Finally, the fraction of mud in each sample was calculated from the summation of amounts of sieved-out mud and particles measured as 4–5 phi from the settling-tube analysis.

**Results**

**Examples of the forward model calculation**

To test the forward model, two numerical simulations of turbidity currents transporting sediment of multiple grain-size classes were conducted. In this study, the multiple grain-size classes were set to three grain-size classes. The initial conditions employed in these numerical simulations were: initial flow thickness $H_0 = 25$ m, initial along-slope length $l_0 = 25$ m and the total sediment volumetric concentration $C_{T0} = 0.5\%$. The initial volumetric concentration of suspended sediment for the case of the multiple grain-size classes is assumed to be uniform. Other initial settings are shown in Table 4. In the case of the simulation using multiple grain-size classes, grain-size distribution of sediment is discretized to three grain-size classes as follows: very coarse sand, medium sand and very fine sand. As results of the simulations of multiple grain-size classes, the following time evolution of the turbidity currents were obtained (Fig. 5). In both cases of multiple grain-size classes, the thickness of the flow was thickest at the turbidity current head, and it thickened over time (Fig. 5A). The velocities of the current increased downstream in space, and decelerated gradually in time (Fig. 5B). The total volumetric concentrations of sediment also increased downstream in space, and decreased rapidly through time because of sedimentation (Fig. 5C). The sediment concentrations of all grain-size classes decreased over time. The very coarse sands settled out most rapidly, and very fine sands remained in the turbidity current even at the distal point. As a result, the fraction of very coarse sands in the final deposit was larger than that of very fine sands. The spatial distribution of deposit thickness showed two peaks at the upstream end of the calculation domain and at the knickpoint of the slope,
with exponential decrease toward the downstream end (Fig. 6). The resultant deposit shows an upward-fining trend (Fig. 7A), as well as a fining-downstream trend (Fig. 7B).

Sensitivity tests of the forward model

Sensitivities of the forward model against the initial conditions and the model parameters were tested (Table 5). In these tests, numerical simulations were conducted, with six parameters \((H_0, l_0, C_{T0}, c_f, e_s, r_0)\) changed around the values that were used in the example described in the previous section. The other parameters used in these tests were not varied from those of the previous example.

The results of these sensitivity tests indicate that at the maximum reach of flows within the prescribed maximum time of calculation (2000 s), the average flow thickness, flow velocity, and sediment volumetric concentration varied greatly in response to changes in the initial conditions (Table 1), and therefore the spatial distribution of thickness (Fig. 8). Both the maximum extents and the total volumes of deposit increased as the initial flow thickness \(H_0\), the initial along-slope length \(l_0\) and the initial concentration \(C_{T0}\) increased. The maximum extent of the deposits increased from 0.0016 m to 0.0600 m when \(H_0\) increased from 5 m to 45 m (Table 5 cases 1, 2, and 3, Fig. 8A), and it varied from 0.0058 m to 0.0407 m when \(l_0\) was changed from 5 m to 45 m (Table 5 cases 1, 4, and 5, Fig. 8B). In addition, variation of \(C_{T0}\) from 0.1% to 1% (Table 5 cases 1, 6, and 7) resulted in change of the maximum extent of the deposits from 0.0017 m to 0.0804 m. Spatial variation of grain-size distributions of the deposits were also sensitive to the initial flow conditions.

Compared with the initial parameters, the spatial distributions of both thickness and grain-sizes of deposits were less sensitive to the model parameters. When the coefficient of sediment entrainment \(e_s\) was varied from half to double the value obtained from the original equation of Wright and Parker (2004) (Table 5 cases 1, 8, and 9), the maximum extents of deposits did not vary greatly (0.0246 m to 0.0340 m) (Fig. 8D). They varied from 0.0282 m to 0.0289 m when \(r_0\) was changed from 1 to 2 (Table 5 cases 1, 10, and 11), which resulted in small changes in the maximum extent of the deposits from 0.0282 m to 0.0289 m (Fig. 8E). In addition, variation of \(c_f\) from 0.001 to 0.05 (Table 5 cases 1, 12 to 15) resulted in small change in the maximum extent of the deposits from 0.0211 m to 0.0557 m (Fig. 8F).

Testing method of inverse analysis

A set of artificial turbidite data was produced by the calculations of the forward model using multiple grain-size classes. The spatial distribution of sediment volume per unit area of each grain-size class of the turbidite was calculated under the initial conditions shown in Table 4.

The topography of the objective function was examined around the initial conditions shown in Table 4, by taking sediment volumes of the artificial turbidite generated with the initial conditions taken as observations and calculating the function values relative to those generated under various other conditions. The resultant contour maps are shown in Fig. 9.

Inverse analysis of the artificial data then was carried out. Several parameters such as the number of generation and population size, are required for running
the genetic algorithm, and the best settings for obtaining the smallest value of the objective function were investigated by testing various combinations of model parameters (Table 2). For both artificial data sets, 100 generations and a population size of 50 yielded lower values of the objective function. Other parameters are shown in Table 2. As results, the initial thickness $H_0$, the initial length $l_0$, and the initial sediment concentrations for the three size classes (very coarse sand; $C_{1,0}$; medium sand; $C_{2,0}$; very fine sand; $C_{3,0}$) were 24.68 m, 28.91 m, 0.156%, 0.149%, and 0.157%, respectively, when the value of the objective function was smallest (Table 2 Case III). In contrast, for the largest value of the objective function, these values were 25.19 m, 14.11 m, 0.226%, 0.228%, and 0.280%, respectively (Table 2 Case IV).

Characteristics of the G1 turbidite

This study is focused on an individual turbidite bed intercalated with the key tuff bed Ky 18 (informally named the G1 turbidite by Tokuhashi (1976a)). The key tuff beds Ky 1 to Ky 33 are also distributed in this study area (Nakajima et al., 1981; Kubo et al., 1998; Kameo et al., 2010). The tuff layer Ky 18 consists of a couple of a lenticular acidic tuff beds and a scoria bed intercalating a single turbidite and hemipelagic mudstone (Kubo et al., 1998). The Ky 18 tuff is intercalated in the upper part of the Kiyosumi Formation (Fig. 4), and extends across the distribution area of the formation. The lenticular acidic tuff bed is white in color and is composed of silt-sized fine volcanic glass. The bed ranges from 0 to 5 cm in thickness. The scoria bed is black, and is mainly composed of granule-sized to very coarse sand-sized particles. This tuff bed shows upward-finning trend, and has an average thickness of about 7 cm with a range of 4 to 10 cm (Fig. 10). Tokuhashi and Ishihara (2008), Nakajima et al. (1981) and Tokuhashi (1976a,b) correlated the G1 turbidite across 40 km based on the correlation of Ky 18. The G1 turbidite is intercalated in a succession composed of sand-dominated alternations of thick turbidite sandstone and hemipelagic mudstone. Sandstone beds range from tens of centimeters to several meters in thickness, and thins in the downstream direction. They are interpreted as the deposits of lobes of the sandy submarine fan (Fig. 10; Tokuhashi, 1976a, b).

The G1 turbidite is composed mainly of medium sandstone with minor amounts of volcaniclastic, and it can be subdivided into four divisions based on its sedimentary structures: (1) the inversely graded division, (2) the normal graded division, (3) the parallel laminated division, and (4) the muddy division, from bottom to top. In the middle of the normal graded division, scoria and pumice are abundantly scattered, and in some cases conceted layers of pumice grains are observed immediately below the parallel laminated division (e.g., Loc. 3; Fig. 11B). The bottom surface of the sandstone of the G1 turbidite (e.g., Loc. 2; Fig. 11E) shows some minor features of erosion (Loc. 2 and Loc. 5; Fig.s 11D and E). The thickness of the G1 turbidite thins downcurrent, and varies from 49.7 cm at Loc. 1 to 2.0 cm at Loc. 7 (Table 6 Fig. 11). The thickness of the deposit varies drastically between Loc. 3 (43.2 cm) and Loc. 4 (3.8 cm), which is consistent with the observations of Tokuhashi (1976a, b, 1979). The normal graded and the parallel laminated divisions correspond to the A and B divisions of the Bouma sequence, or to the characteristics of the K-type turbidites of the Awa Group, which were described by Takahashi et al. (1997). The
mudstone overlying the G1 turbidite is interpreted to be composed of turbidite mudstone and hemi-pelagic mudstone (Takahashi et al., 1997). The results of the grain-size analysis show patterns of vertical and horizontal variations of grain-size distribution of the G1 turbidite (Fig. 12). In the vertical direction, the variation of grain-size distribution in the vertical direction represents the four divisions of the bed mentioned above, which are recognized at most of the sampling sites. In particular, the upward fining trends showing the coarse-tail grading are distinct in the normal graded division (Fig. 12). The term “coarse-tail grading” means a pattern of grading where coarser grains selectively decrease in proportion upward (Walker, 1975; Sylvester and Lowe, 2004). In the horizontal direction, the pattern of variation also indicates that the bed fines downstream (Fig. 12).

Inverse analysis of the G1 turbidite
In this application of the method of inverse analysis, the slope inclinations were set to around 20% for the upstream region and around 0.3% for the downstream region. The knickpoint between these two regions was located at the estimated position of the channel mouth (Fig. 3). The sampling localities were assigned estimated distances from the knickpoint to the sampling point along the downstream direction (Table 6). The other properties of the sampling localities are shown in Table 6. The sediment volume per unit area for each grain-size class of the G1 turbidite at each location was calculated from measurements of bed thickness and grain-size distributions (Table 7). Grain-size distributions of the deposit were discretized into three grain-size classes (medium, fine, and very fine sands) for the inverse calculation (Fig. 13). The fractions of very coarse and coarse sands were very small in the G1 turbidite; therefore, these two grain-size classes were eliminated in the analysis. The results are shown in Fig. 13. The range of the initial parameters was set such that \( H_0 \) changed from 200 m to 500 m, \( l_0 \) changed from 200 m to 500 m, and \( C_{T0} \) changed from 0.12% to 0.45%. Medium sand \( (C_1) \) changed from 0.01% to 0.05%, fine sand \( (C_2) \) changed from 0.01% to 0.2% and very fine sand \( (C_3) \) changed from 0.1% to 0.2%. The setting of the genetic algorithm is shown in Tables 8.

The hydraulic conditions of the turbidity current were then reconstructed using the inverse analysis procedure described above. The final value of the objective function was 9.73. Initial conditions obtained from the inverse analysis were as follows: flow thickness \( H_0 = 441.09 \) m, flow length \( l_0 = 200.00 \) m and sediment concentration \( C_T = 0.3030\% \) (medium = 0.01, fine = 0.13455, and very fine = 0.15841).

Behavior of the reconstructed turbidity current
The behavior of the turbidity current that emplaced the G1 turbidite can be estimated by calculating the evolution of hydraulic conditions over time based on the initial conditions obtained from the inverse analysis. The flow thickness, flow velocity and sediment concentration at the downstream end of the sampling area (Loc. 7, about 20 km from the channel mouth) were reconstructed as 334.55 m, 0.98 m/s, and 0.0058%, respectively, when the turbidity current reached the point (Table 9). Furthermore, the flow thickness, flow velocity and sediment concentration at the downstream end after a very long duration (60,000 seconds) were found to be 158.84 m, 0.28 m/s, and 0.0028% respectively.
Discussion

Validity of the forward model

The layer-averaged model used in this study has been frequently used to simulate field-scale turbidity currents, and is known to reproduce actual morphodynamic phenomena well (e.g. Fildani et al., 2006). Validity of the forward model for calculating field-scale turbidity currents is suggested by the similarities in geometry and grain-size trends of deposits between the results of the simulations and the actual individual turbidite beds correlated over long distances. This forward model produces a turbidite showing a peak in thickness located around the proximal region of the slope (Fig. 6D and 8). Thickness of the calculated turbidite rapidly increases downstream around a knickpoint, and then gradually decreases downstream. These features resemble those of typical turbidite beds of the Boso Peninsula as summarized by Tokuhashi (1976b). Lowe (1982) also proposed a hypothetical geometry of sandy, high-density turbidites, which shows similar geometry to the turbidites calculated by the forward model. Although turbidites predicted by this forward model show another peak in thickness on the proximal side of the slope where the initial suspended sediment cloud was located (e.g. Fig. 6D), this peak results from an artificial effect caused by employment of the “lock-exchange” initial conditions (Fig. 2). Focused on the downstream side of the knickpoint, the features of the field-scale turbidite are well reproduced by the forward model. It should be noted that the region of the steeper slope is strongly affected by the artificial settings; therefore, the results of calculations for this region were excluded from the objective function calculations.

The features of turbidites predicted by the forward model also show great similarity in both the patterns of vertical and downstreamward fining compared with those of actual ancient turbidites (Fig. 7). The graded bedding associated with the A division of the Bouma sequence is a typical feature of ancient turbidites. Middleton (1966) reported this pattern of grading, called coarse-tail grading, from experimental turbidites, and it has been proved that this grading pattern is a near-universal features of turbidites (Lowe, 1982). The results of this study also indicate that deposition of coarse-grained sands is concentrated around both the proximal side and the initial stage of turbidite formation. In contrast, finer sands tend to be deposited in the broad region from the proximal to distal ends, and deposition continues from the beginning to the end of the flow’s duration. These characteristics of turbidite deposition induce the graded bedding that shows coarse-tail grading features, which is especially common in coarse-grained sandy turbidites.

The sensitivity tests of the forward model also show the adequacy of the model for the inverse analysis of turbidites. The results of the sensitivity test revealed that the forward model used in this study is sensitive to the input parameters (Fig. 8), but is less sensitive to the model parameters (Fig. 8). It would be difficult to determine the optimal solution from the result of the model calculation if the variation in the input parameters does not significantly change the results of the forward model calculation. Conversely, if the results are sensitive to the input parameters, even small differences in the initial conditions may be detected from the variation of deposits. Therefore, we infer that it is generally feasible to conduct the inverse analysis for ancient turbidites using the forward model proposed in this study. In
contrast, unlike the input parameters, the selection of the empirical parameters of
the model did not affect the calculation results significantly. Although, there are
many possible choices of empirical formulations proposed in previous studies such
as the dimensionless coefficient of the rate of sediment entrainment $e_s$, this model
is robust with arbitrary selection of model parameter.

Validation of the methodology of inverse modeling
The results of tests of the inverse analysis method using the artificial data indicated
that the optimization calculation method adopted in this research can adequately
reconstruct hydraulic conditions of turbidity currents from turbidite deposits. This
method reconstructed the initial conditions of flow as $H_0 = 24.68$ m, $l_0 = 28.91$ m,
and $C_{T_0} = 0.462\%$ (Table 2). The true values are $H_0 = 25$ m, $l_0 = 25$ m, and $C_{T_0} =
0.5\%$, respectively. Differences between the solutions of the inverse analysis and
the true values were within approximately 16% (1.28% for $H_0$, 15.64% for $l_0$, and
7.6% for $C_{T_0}$). Therefore, the method proposed in this research is inferred to also
suitable for estimating the paleo-hydraulic conditions of actual turbidity currents
associated with turbidites in the geological record. The suitability of parameters of
the genetic algorithm, for inversion using the forward model employed in this study
were also explored. The results indicate that, 100 generations and a population size
of 50 provided best solution in the case of the artificial data examined in this study.
Furthermore, reasonable results were also obtained using a wide range of parameters
for the genetic algorithm, which suggests that our method does not strongly depend
on the selection of settings for the optimization method. These lines of evidence
suggest that reasonable estimates of hydraulic conditions of turbidity currents can
also be obtained from actual ancient turbidites using this method.

Advantages of the method proposed in this study
Compared with the methods proposed in previous studies, the present method of
inverse analysis is at a great advantage for reconstructing the paleo-flow velocities
of ancient deposits. Previously, researchers derived the flow velocities of turbidity
currents based on the critical velocity of suspended sediments. Such a method,
however, can only be used to estimate the minimum flow velocity, and pointed out
that the results are quite different from the actual paleo-flow velocities of turbidity
currents. In contrast, recently, several methods of inverse analysis based on optim-
ization calculations of input values for numerical models have been proposed.
Compared with these previously proposed methods, the present method has the
following advantages: (1) This study employed a non-steady flow model, which can
reproduce the evolution of turbidity currents over time. proposed the methodology
employing a steady flow model as the forward model. As mentioned in the previ-
ous section, one of the characteristic features of turbidites is graded bedding, and
this structure can be formed only by non-steady flows. (2) The model of this study
considers both sediment entrainment (resuspension) from the bed by turbidity cur-
rents and turbulent mixing of suspended particles in the flows, which are essential
processes for representing suspended sediment transport. estimated the paleo-flow
velocity of the turbidity current using a “box” model, giving an arbitrary value
of the initial flow thickness. However, their model did not account for sediment
resuspension processes. also proposed an inverse analysis method based on the non-steady layer-averaged model of turbidity currents, but they also did not consider resuspension processes, which could create problems. (3) Calculation costs of this model are low enough to apply it with field-scale data (calculation time was 319,530 seconds), proposed an inverse analysis method based on direct numerical simulation (DNS) of the Navier–Stokes equations. However, the calculation costs of their method are extremely high, and consequently it is difficult to apply their method to the field-scale data from ancient turbidites.

Characteristics of turbidity current deposited an ancient turbidite of the Kiyosumi Formation

The present method was applied to an individual ancient turbidite of the Kiyosumi Formation, the G1 turbidite, and the hydraulic conditions of the turbidity current that emplaced the G1 turbidite were reconstructed. For application of the method proposed in this study, the G1 turbidite is appropriate for the following reasons: (1) correlation of the bed is reliable because it is intercalated with easily recognizable tuff beds (Ky 18), which can be traced 30 km from east to west and 5 km from north to south; (2) the G1 turbidite shows no significant erosional structures. In this study, the estimated flow thickness, velocity and sediment concentration were 334.6 m, 0.98 m/s, and 0.0058%, respectively (Fig. 14), when the turbidity current arrived at the sampling point at the downstream end of the research area (Loc. 7). applied the “box” model of for the G1 turbidite and estimated a paleo-flow velocity 5.56 m/s. The velocity result from the present method is lower. The validity of these reconstructed values will be discussed in detail in future works, but several in-situ observations are available for comparison with our inversion results. For example, following an earthquake under the Grand Banks in 1929, the velocity of a turbidity current was estimated from the intervals between cable breaks, and this velocity reached high as 7.7 m/s. In addition, when a storm passed over Scripps Submarine Canyon in 1976, the velocity of a turbidity current was estimated to be as high as 1.9 m/s at a depth of 44 m. During a hurricane offshore of Oahu near the Kanai Channel in 1982, turbidity currents velocities were estimated to be as high as 3.0 m/s. In Monterey submarine canyon offshore of California, turbidity currents were observed using an acoustic Doppler current profiler. The measured velocity of the currents ranged from 1.7 to 2.8 m/s. reported turbidity currents in the Congo Fan channel of the Congo Canyon, and recorded turbidity currents in the lower reaches of the canyon. showed that a turbidity current was triggered by the tsunami caused by earthquake that occurred offshore of Tohoku-Oki in 2011 and estimated flow velocity as 2.4–7.1 m/s. In addition, presented that multiple surge-like turbidity currents were examined using a new imaging method in the mouth of the Squamish River in Howe Sound, British Columbia, Canada and the flows varied in speed from 0.5–3.0 m/s. Compared with these measurements, our results indicate relatively low velocities and high flow depths. Future improvements in both the in-situ measurements and forward model development may solve these discrepancy in the estimated values.

Conclusions

We propose a new method of inverse analysis of turbidity currents based on turbidite deposits, and applied this method to an individual ancient turbidite in the
Kiyosumi Formation. Despite their significance in the paleoenvironmental research and resource geology, the flow properties of turbidity currents in deep-sea environments remain uncertain because in-situ measurements are made difficult by the highly destructive nature and infrequency of these occurrences. Therefore, to better understand the behavior of actual turbidity currents, we have aimed to develop a new method of inverse analysis to reconstruct the paleo-hydraulic conditions of turbidity currents from ancient turbidites. There have been a few previous studies of inverse modeling of turbidity currents; however, several problems with these studies have been pointed out. They employed an oversimplified forward model that is not suitable for reproducing typical features of ancient turbidites, or else the calculation costs of their method were too high to apply to field-scale data. To solve these problems, we have developed a new forward model of non-steady turbidity currents that accounts for mixed grain-size sediment, and can describe the behavior of a turbidity current that deposits a typical turbidite with graded bedding. The new model employs one-dimensional shallow water equation, which is applicable to field-scale problems. The “lock-exchange” type condition is assumed as the initial setting in this model. For inverse analysis, the objective function is defined as the sum of squares of deviations between the sediment volumes of the observations and the numerical calculations. In the present inverse calculation, the initial hydraulic conditions that minimize the objective function are explored with a genetic algorithm. Tests of our inversion method using artificial data provided reasonable results, which suggest adequacy of this optimization methodology. We then applied our method to field data from a turbidite in the Kiyosumi Formation, Boso Peninsula, Japan. The Kiyosumi Formation is sand-dominated and composed of alternating of turbidite sandstone and hemipelagic mudstone, which are interpreted to be deposits of a submarine fan lobe. In this study, an individual turbidite bed intercalated between the two key-tuff layers was correlated over 20 km, and thickness and grain-size distribution of the bed were measured at an seven sampling localities. Through the inverse analysis, the hydraulic conditions of the turbidity currents that had emplaced this turbidite were estimated. The flow thickness, velocity, and total sediment concentration were reconstructed to be 334.55 m, 0.98 m/s, and 0.0058%, respectively, when the flow reached the downstream end of the sampling area. Although verification of these results will be discussed further in the future, these reconstructed values are in agreement with the hydraulic conditions of turbidity currents monitored in previous studies. However, room for improvement remains for the forward model used in this study such as design of the initial and boundary conditions, and optimization methods including the objective function.
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Figure legends

Figure 1 Schematic diagrams of processes considered in the forward model presented in this paper. Water entrainment from ambient water, suspended sediment transport with entrainment from and settling to bed sediment, and the active layer on the surface of beds are considered.

Figure 2 Schematic diagram of a turbidity current in transformed coordination and lock-exchange condition. Position of the head of the turbidity current is denoted as \( \hat{s} \) and that of the tail is fixed at \( x = 0 \). Initial conditions of the suspended sediment cloud are defined by the initial thickness \( H_0 \), the initial along-slope length \( l_0 \) and the initial sediment concentration \( C_i \) of the \( i \)th grain-size class. The sediment cloud is situated on a slope, assuming that the downstream end of the cloud is confined by the virtual lock gate until \( t = 0 \).

Figure 3 Index and geologic map of study area. A: Index map of Japanese Islands. B. Index map of the Boso Peninsula C. Geological map of the Awa Group distributed in the central part of the Boso Peninsula. Locations of sampling points are indicated by red circles. Modified after

Figure 4 Geological columnar section of the Kiyosumi Formation. This study is focused on the tuff layer Ky 18 and the G1 turbidite intercalated between units of Ky 18.

Figure 5 Time evolution of flow properties of a turbidity current transporting sediment of multiple grain-size classes. The initial flow thickness \( H_0 \), length \( l_0 \), and sediment volumetric concentration \( C_T_0 \) were 25 m, 25 m, and 0.5%, respectively. A. Time evolution of flow thickness. The flow thickness was the largest at the head part, and gradually increased as time elapsed. B. Time evolution of flow velocity. The flow velocity was the highest at the head, and gradually decreased as time elapsed. C. Time evolution of sediment volumetric concentration. The sediment concentration rapidly declined as time elapsed.

Figure 6 Time evolution of sediment thickness of multiple grain-size classes (very coarse sand; phi = -1: medium sand; phi = 1: very fine sand; phi = 4). The same simulation run as shown in Fig. 5. A. Very coarse sand. B. Medium sand. C. Very fine sand. D. The total sediment thickness.

Figure 7 Spatial variations of mean grain size of the turbidite produced by the forward model calculation. The turbidite was deposited in the simulation run as shown in Figs. 6–8. Mean grain size of deposit at each 0.5 cm interval from the bottom are depicted at five locality points. Streamwise variation of mean grain size of artificial turbidites generated from various simulation settings. Mean grain size is plotted against streamwise distance from the origin.

Figure 8 Sensitivity test of deposit thickness of artificial turbidites against variation in initial settings. A. Dependency on initial flow thickness. B. Dependency on initial along-slope length. C. Dependency on initial sediment concentration. D. Dependency on ratio of near-bed to layer-averaged concentration. E. Dependency on sediment entrainment rate. F. Friction coefficient. For each set of simulations, parameters other than those indicated were set constant. See Table 5 for details of simulation settings.

Tables
Figure 9: Contour maps of values of the objective function in test cases with multiple grain-size model. Log10-transformed values of the objective function describe deviations of calculated results from the artificial data of the turbidites generated by the forward model with a given set of initial conditions. The true initial conditions are shown in Table 4. Steep minima are observed around the true initial conditions. A. The initial concentration is constant. B. The initial thickness is constant.

Figure 10: Columnar sections of the intervals around the Ky 18 tuff layer in the Kiyosumi Formation. The G1 turbidite can be traced based on correlation of the Ky 18 tuff. See details in the text.

Figure 11: Outcrop photographs of the G1 turbidite at seven localities. A. Loc. 1 (Ino River). B. Loc. 3 (Shichiri River). C. Loc. 6 (Kamiueno). D. Loc. 5 (Chiba Forest, Uchiura Kenmin no Mori). E. Loc. 2 (Shiroji). F. Loc. 4 (Mamenbara Highland). G. Loc. 7 (Katsuura Kaichuu Park).

Figure 12: Variation in grain-size distributions across seven localities. Grain-size distribution at each stratigraphic interval are indicated by gray scale.

Figure 13: Sediment volume per unit area for each grain-size class in the G1 turbidite at the seven sampling localities. The hydraulic conditions of the turbidity current were then reconstructed using the inverse analysis procedure described above. The final value of J was 9.73.

Figure 14: Comparison of flow velocity and flow thickness between the results of this study and in-situ measurements. The colored solid line represents the evolution of flow velocity and the flow thickness over time to the most downstream point of the sampling range (Loc. 7). Plots of A to H represent the measured or estimated values of the previous studies. C: Time evolution of normalized flow properties of the estimated turbidity current. The three parameters are normalized based on each mean values at 100 sec.

Table 1: Terminal conditions and averaged values of flow parameters of the forward model. See Table 5 for details of simulation settings.

| Case | Terminal flow thickness (m) | Average flow thickness (m) | Terminal flow velocity (m/s) | Average flow velocity (m/s) | Terminal sediment concentration (%) | Average sediment concentration (%) | sum of sediment volume (m) |
|------|-----------------------------|--------------------------|-----------------------------|-----------------------------|-----------------------------------|----------------------------------|---------------------------|
| 1    | 21.11                       | 3.82                     | 0.16                        | 0.07                        | 0.0034                            | 0.0040                           | 0.12                      |
| 2 (H0 = 5) | 5.01                      | 2.10                     | 0.04                        | 0.03                        | 0.0015                            | 0.0003                           | 0.01                      |
| 3 (H0 = 45) | 37.20                     | 5.43                     | 0.21                        | 0.09                        | 0.0031                            | 0.0074                           | 0.23                      |
| 4 (l0 = 5) | 21.15                      | 3.25                     | 0.08                        | 0.03                        | 0.0007                            | 0.0007                           | 0.03                      |
| 5 (l0 = 45) | 21.15                      | 4.11                     | 0.22                        | 0.09                        | 0.0060                            | 0.0073                           | 0.13                      |
| 6 (C70 = 0.1) | 20.45                     | 3.88                     | 0.11                        | 0.05                        | 0.0015                            | 0.0017                           | 0.10                      |
| 7 (C70 = 1) | 21.41                      | 3.84                     | 0.20                        | 0.08                        | 0.0049                            | 0.0058                           | 0.22                      |
| 8 (C7 × 0.5) | 21.03                      | 3.56                     | 0.18                        | 0.08                        | 0.0041                            | 0.0076                           | 0.15                      |
| 9 (C7 × 2) | 21.34                      | 4.08                     | 0.15                        | 0.07                        | 0.0026                            | 0.0023                           | 0.14                      |
| 10 (r0 = 1) | 21.13                      | 3.83                     | 0.16                        | 0.07                        | 0.0032                            | 0.0038                           | 0.13                      |
| 11 (r0 = 2) | 21.08                      | 3.79                     | 0.17                        | 0.07                        | 0.0036                            | 0.0043                           | 0.13                      |
| 12 (cf = 0.001) | 21.43                     | 4.31                     | 0.18                        | 0.08                        | 0.0032                            | 0.0041                           | 0.13                      |
| 13 (cf = 0.004) | 21.26                     | 4.02                     | 0.17                        | 0.08                        | 0.0036                            | 0.0039                           | 0.13                      |
| 14 (cf = 0.01) | 21.01                     | 3.66                     | 0.16                        | 0.07                        | 0.0032                            | 0.0041                           | 0.13                      |
| 15 (cf = 0.05) | 20.52                     | 3.46                     | 0.11                        | 0.03                        | 0.0015                            | 0.0042                           | 0.13                      |
Table 2: Dependency of inversion results on parameters of the genetic algorithm. Values of the objective function $J$ and estimated initial conditions ($H_0$, $l_0$, $C_{30}$, $C_{40}$, and $C_{50}$) are shown for each combination of settings (generation number, crossing-over function, migration rate, elite number, and population size).

| Case | Generation | Crossing-over | Migration | Elite | Population | $J$ | $H_0$(m) | $l_0$(m) | $C_{15}$ (%) | $C_{25}$ (%) | $C_{35}$ (%) |
|------|------------|---------------|-----------|-------|------------|-----|-----------|-----------|-------------|-------------|-------------|
| I    | 50         | 0.5           | 0.05      | 5     | 50         | 0.0279 | 24.46     | 31.64     | 0.155       | 0.139       | 0.151       |
| II   | 10         | 0.5           | 0.05      | 5     | 50         | 0.0425 | 25.00     | 19.91     | 0.184       | 0.192       | 0.202       |
| III  | 25         | 0.5           | 0.05      | 5     | 50         | 0.3434 | 23.00     | 25.07     | 0.198       | 0.167       | 0.207       |
| IV   | 75         | 0.5           | 0.05      | 5     | 50         | 0.0173 | 25.03     | 22.78     | 0.176       | 0.172       | 0.182       |
| V    | 100        | 0.5           | 0.05      | 5     | 50         | 0.0134 | 24.68     | 28.91     | 0.156       | 0.149       | 0.157       |
| VI   | 50         | 0.2           | 0.05      | 5     | 50         | 0.3642 | 25.19     | 14.11     | 0.226       | 0.228       | 0.280       |
| VII  | 50         | 0.35          | 0.05      | 5     | 50         | 0.1784 | 25.50     | 17.17     | 0.154       | 0.230       | 0.214       |
| VIII | 50         | 0.65          | 0.05      | 5     | 50         | 0.0409 | 25.22     | 19.76     | 0.182       | 0.207       | 0.190       |
| IX   | 50         | 0.8           | 0.05      | 5     | 50         | 0.2555 | 25.25     | 14.58     | 0.180       | 0.250       | 0.262       |
| X    | 50         | 0.5           | 0.01      | 5     | 50         | 0.0469 | 25.22     | 19.76     | 0.182       | 0.207       | 0.190       |
| XI   | 50         | 0.5           | 0.025     | 5     | 50         | 0.2819 | 23.03     | 28.89     | 0.175       | 0.186       | 0.163       |
| XII  | 50         | 0.075         |           | 5     | 50         | 0.6008 | 25.92     | 11.07     | 0.230       | 0.319       | 0.314       |
| XIII | 50         | 0.5           | 0.1       | 5     | 50         | 0.1026 | 25.10     | 18.47     | 0.175       | 0.192       | 0.216       |
| XIV  | 50         | 0.5           | 0.05      | 1     | 50         | 0.0587 | 25.01     | 21.70     | 0.198       | 0.187       | 0.180       |
| XV   | 50         | 0.5           | 0.05      | 3     | 50         | 0.4706 | 26.03     | 18.23     | 0.147       | 0.247       | 0.172       |
| XVI  | 50         | 0.5           | 0.05      | 7     | 50         | 0.3532 | 25.82     | 12.86     | 0.185       | 0.267       | 0.285       |
| XVII | 50         | 0.5           | 0.05      | 10    | 50         | 0.0677 | 24.37     | 33.65     | 0.144       | 0.133       | 0.149       |
| XVIII| 50         | 0.5           | 0.05      | 5     | 10         | 0.2319 | 25.59     | 39.28     | 0.142       | 0.102       | 0.127       |
| XIX  | 50         | 0.5           | 0.05      | 5     | 25         | 0.3805 | 26.46     | 12.26     | 0.201       | 0.267       | 0.285       |
| XX   | 50         | 0.5           | 0.05      | 5     | 75         | 0.4086 | 24.56     | 19.87     | 0.200       | 0.163       | 0.232       |
| XXI  | 50         | 0.5           | 0.05      | 5     | 100        | 0.1243 | 25.25     | 16.76     | 0.191       | 0.214       | 0.232       |

Table 3: List of in-situ measurements of modern turbidity currents.

| Source            | Location             | Date       | Gradient (%) | Median diameter (mm) | Flow thickness (m) | Velocity (m/s) |
|-------------------|----------------------|------------|--------------|----------------------|-------------------|---------------|
| Grand Bunk        |                      | 1929/11/18 | 0.13         | 0.05–0.13            | ~                 | 7.7           |
| Scripps Canyon    |                      | 1968/11/24 | 7.9          | 0.15                 | < 5               | 1.9           |
| Offshore Oahu     |                      | 1983/11/23 | 8.7          | 0.16–0.2             | ~                 | 3.0           |
| Monterey Canyon   |                      | 2002/12/20 | 2.96         | ~                    | 75                | 1.7–2.8       |
| Congo Canyon      |                      | 2000/1/21  | 0.11         | 0.125–0.25           | 190               | 0.7           |
| Offshore Tohoku   | 2011/3/11            | 2.35       | ~            | ~                    | ~                 | 2.4–7.1       |
| Congo Canyon      | 2010/2/27 – 3/10     | 0.5        | ~            | 21                   | 2.5               |
| Squamish River    | 6 days in June 2013  | 8.7        | ~            | 3–7                  | 0.5–3.0           |

Table 4: Initial setting of numerical simulations of turbidity currents.

|                | Value of single grain-size class | Value of multiple grain-size classes |
|----------------|----------------------------------|--------------------------------------|
| $H_0$ (m)      | 25                               | 25                                   |
| $l_0$ (m)      | 25                               | 25                                   |
| $C_{10}$ (%)   | 0.50                             | 0.50                                 |
| $C_{20}$ (%)   | ~                                | 0.166                                |
| $C_{30}$ (%)   | 0.50                             | 0.50                                 |
| $C_{40}$ (%)   | ~                                | 0.166                                |
| $C_{50}$ (%)   | 0.0069                           | 0.0069                               |
| $r_0$          | 1.5                              | 1.5                                  |
| Knickpoint (m) | 100                              | 100                                  |
| Duration (s)   | 1,600*                           | 2,000                                |

$C_{10}$: very coarse sand; $C_{20}$: medium sand; $C_{30}$: very fine sand.

*: The duration of the single case of the single grain-size class was 1,600 seconds because the terminal condition of sediment concentration was reached.
**Table 5** Parameters used in forward model for sensitivity tests.

| Case | $H_0$ (m) | $l_0$ (m) | $C_{T0}$ (%) | $e_s$ | $r_0$ | $c_f$ |
|------|-----------|-----------|--------------|-------|-------|-------|
| 1    | 25        | 25        | 0.5          | GP    | 1.5   | 0.0069|
| 2    | 5         | 25        | 0.5          | GP    | 1.5   | 0.0069|
| 3    | 45        | 25        | 0.5          | GP    | 1.5   | 0.0069|
| 4    | 25        | 5         | 0.5          | GP    | 1.5   | 0.0069|
| 5    | 25        | 45        | 0.5          | GP    | 1.5   | 0.0069|
| 6    | 25        | 25        | 0.1          | GP    | 1.5   | 0.0069|
| 7    | 25        | 25        | 1            | GP    | 1.5   | 0.0069|
| 8    | 25        | 25        | 0.5          | GP×0.5| 1.5   | 0.0069|
| 9    | 25        | 25        | 0.5          | GP×2  | 1.5   | 0.0069|
| 10   | 25        | 25        | 0.5          | GP    | 1     | 0.0069|
| 11   | 25        | 25        | 0.5          | GP    | 2     | 0.0069|
| 12   | 25        | 25        | 0.5          | GP    | 1.5   | 0.004 |
| 13   | 25        | 25        | 0.5          | GP    | 1.5   | 0.01  |
| 14   | 25        | 25        | 0.5          | GP    | 1.5   | 0.05  |
| 15   | 25        | 25        | 0.5          | GP    | 1.5   | 0.001 |

GP: Entrainment coefficient obtained using the function of.

**Table 6** Summary of sampling localities.

| Locality | Thickness of G1 (cm) | Latitude | Longitude | Strike | Dip | Distance* (m) |
|----------|----------------------|----------|-----------|--------|-----|---------------|
| Loc. 1   | 49.7                 | 35.20058 | 140.10556 | N78°W  | 58°N | 1.988.1       |
| Loc. 2   | 32.8                 | 35.19736 | 140.12542 | N56°W  | 54°N | 3.602.4       |
| Loc. 3   | 43.2                 | 35.19434 | 140.18863 | N35°W  | 20°N | 8.765.3       |
| Loc. 4   | 3.8                  | 35.17644 | 140.20400 | N12°E  | 20°E | 11.643.8      |
| Loc. 5   | 6.9                  | 35.15212 | 140.21431 | NS     | 14°E | 13.125.4      |
| Loc. 6   | 2.0                  | 35.13506 | 140.28513 | N60°W  | 8°N  | 19.679.2      |

*Distance is from the knickpoint to the sampling points along the downstream direction.

**Table 7** Sediment volume per unit of each grain-size class at seven localities measured with settling-tube grain-size analysis of the G1 turbidite. Units in the matrix are in meters.

| Locality | Very coarse sand | Coarse sand | Medium sand | Fine sand | Very fine sand | Mud |
|----------|------------------|-------------|-------------|-----------|----------------|-----|
| Loc. 1   | 0.000            | 0.006       | 0.067       | 0.151     | 0.085          | 0.188 |
| Loc. 2   | 0.000            | 0.003       | 0.034       | 0.086     | 0.063          | 0.142 |
| Loc. 3   | 0.000            | 0.005       | 0.048       | 0.093     | 0.058          | 0.228 |
| Loc. 4   | 0.000            | 0.000       | 0.000       | 0.004     | 0.009          | 0.023 |
| Loc. 5   | 0.000            | 0.000       | 0.000       | 0.004     | 0.015          | 0.050 |
| Loc. 6   | 0.000            | 0.000       | 0.001       | 0.012     | 0.018          | 0.067 |
| Loc. 7   | 0.000            | 0.000       | 0.001       | 0.003     | 0.004          | 0.011 |

**Table 8** Settings of the genetic algorithm for inverse analysis of the G1 turbidite.

| Parameter          | Value |
|--------------------|-------|
| Generation         | 30    |
| Crossing-over function | 0.5  |
| Migration          | 0.01  |
| Elite number       | 1     |
| Population size    | 100   |

**Table 9** Reconstructed hydraulic conditions of the turbidity current that deposited the G1 turbidite

| Parameters | Loc. 1  | Loc. 2  | Loc. 3  | Loc. 4  | Loc. 5  | Loc. 6  | Loc. 7  |
|------------|---------|---------|---------|---------|---------|---------|---------|
| $H$ m      | 30.92   | 34.58   | 38.05   | 66.95   | 90.00   | 115.60  | 334.55  |
| $U$ m/s    | 0.34    | 0.35    | 0.37    | 0.55    | 0.63    | 0.71    | 0.98    |
| $C_{T}\%$  | 0.0270  | 0.0281  | 0.0290  | 0.0242  | 0.0192  | 0.0155  | 0.0058  |
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