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Abstract: In this paper, we mainly investigate the weak convergence analysis about the error terms which are determined by the discretization for solving the stochastic differential equation (SDE, for short) in forward-backward stochastic differential equations (FBSDEs, for short), which is on the basis of Itô Taylor expansion, the numerical SDE theory, and numerical FBSDEs theory. Under the weak convergence analysis of FBSDEs, we further establish better error estimates of recent numerical schemes for solving FBSDEs.
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1. Introduction

This work is concerned with the forward-backward stochastic differential equations (FBSDEs) on \((\Omega, \mathcal{F}, \mathbb{P})\):

\[
X_t = X_0 + \int_0^t b(s, X_s)ds + \int_0^t \sigma(s, X_s)'dW_s, \quad t \in [0, T], \quad (\text{FSDE})
\]

\[
Y_t = \xi + \int_t^T f(s, X_s, Y_s, Z_s)ds - \int_t^T Z_s dW_s, \quad t \in [0, T], \quad (\text{BSDE})
\]

where \(t \in [0, T]\), with \(T > 0\) being the deterministic terminal time; \((\Omega, \mathcal{F}, \mathbb{P})\) is a complete, filtered probability space with filtration \(\mathbb{F} = (\mathcal{F}_t)_{0 \leq t \leq T}\) being the natural filtration of the standard \(d\)-dimensional Brownian motion \(W = (W_t)_{0 \leq t \leq T}\); \(X_0 \in \mathcal{F}_0\) is the initial condition for the forward stochastic differential equation (FSDE); \(\xi = \varphi(X_T) \in \mathcal{F}_T\) is the terminal condition for the backward stochastic differential equation (BSDE); the coefficients \(b: [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}^d\) and \(\sigma: [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}\), the generator \(f: [0, T] \times \mathbb{R}^d \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \rightarrow \mathbb{R}^m\), and \((X_t, Y_t, Z_t): [0, T] \times \Omega \rightarrow \mathbb{R}^d \times \mathbb{R}^m \times \mathbb{R}^{m \times d}\) are unknown.

We point out that \(b(\cdot, x, y, z), \sigma(\cdot, x, y, z),\) and \(f(\cdot, x, y, z)\) are all \(\mathcal{F}_t\)-adapted for any fixed numbers \(x, y\) and \(z\), and that the two stochastic integrals with respect to \(W_t\) are of the Itô type. A triple \((X_t, Y_t, Z_t)\) is called an \(L^2\)-adapted solution of the decoupled FBSDEs (1) and (2) if, in the probability space \((\Omega, \mathcal{F}, \mathbb{P})\), it is \(\{\mathcal{F}_t\}\)-adapted, square integrable, and satisfies the Equations (1) and (2).

FBSDEs have important applications in many fields, including mathematical finance, partial differential equations, stochastic controls, risk measure, and so on [1–5]. Thus, it is interesting and also important to find solutions of FBSDEs. Usually, it is difficult to get the analytical solutions in an explicit closed form. Thus, numerical methods for solving FBSDEs are desired, especially accurate, effective, and efficient ones. Many numerical schemes for solving BSDE and decoupled FBSDEs have been developed, among which some are numerical methods with low-order convergence rates [6–10] under lower regularity assumptions, while others are high-order numerical methods [11–17]. It is notable
that most of the numerical methods are designed for BSDE, or decoupled FBSDEs. In those methods, the authors place more attention on the truncated error terms, thereby ignoring the errors which are caused by the discretization scheme for solving the SDE (1).

The main purpose of this work is to prove that the weak convergence analysis of the four error terms is determined by the discretization for solving the SDE (1). Our analysis invokes an Ito Taylor expansion, the numerical SDE theory, and the numerical FBSDEs theory. In Section 2, the high-order numerical scheme introduced in [16] is briefly reviewed. Section 3 firstly gives the stability analysis of the proposed Scheme in Section 2; then our main result, weak convergence analysis, together with some useful lemmas is presented; finally, under the weak convergence analysis of FBSDEs, we improve the error estimates about the Schemes [16,17]. Some concluding remarks are made in Section 4.

For a simple representation, let us first introduce the following notations:

- $|·|$: the standard Euclidean norm in the Euclidean space $\mathbb{R}^q$, $\mathbb{R}^m$, and $\mathbb{R}^{m \times d}$.
- $\mathcal{F}_{t}^X(t \leq s \leq T)$: the $\sigma$-field generated by the diffusion process $\{X_t: t \leq r \leq s, X_t = x\}$ starting from the time-space point $(t, x)$. When $s = T$, we use $\mathcal{F}_{T}^X$ to denote $\mathcal{F}_{T}^X$.
- $E_{t}^X[X]$: the conditional expectation of the random variable $X$ under the $\sigma$-field $\mathcal{F}_{t}^X(t \leq s \leq T)$, that is, $E_{t}^X[X] = E[X|\mathcal{F}_{t}^X]$. Let $E_{t}^X[X] = E[X|\mathcal{F}_{t}^X]$.
- $P_{i}[a, b]$: the set of polynomials of degree $i$ defined on $[a, b]$.
- $C_{b}^{k}$: the set of continuously differential functions $\phi: x \in \mathbb{R}^q \to \mathbb{R}$ with uniformly bounded partial derivatives $\partial^{k}_{x} \phi$ for $k_1 \leq k$.
- $C_{b}^{k}x$: the set of functions $\phi: (t, x) \in [0, T] \times \mathbb{R}^q \to \mathbb{R}$ with uniformly bounded partial derivatives $\partial^{l}_{x} \partial^{k}_{t} \phi$ for $l_1 \leq l$ and $k_1 \leq k$.
- $C_{b}^{k,k}$: the set of continuously differential functions $\phi: (t, x, y) \in [0, T] \times \mathbb{R}^q \times \mathbb{R} \to \mathbb{R}$ with uniformly bounded partial derivatives $\partial^{k}_{x} \phi$ and $\partial^{k_1}_{x} \partial^{k_2}_{y} \phi$ for $l_1 \leq l$ and $k_1 + k_2 \leq k$.
- $C_{b}^{k}$: the set of $k$ times continuously differentiable functions $\phi: x \in \mathbb{R}^q \to \mathbb{R}$ for which $\phi$ and all of its partial derivatives of orders up to and including $k$ have polynomial growth.

2. Discretization

For the time interval $[0, T]$, we introduce the following partitions:

$$0 = t_0 < t_1 < \cdots < t_N = T.$$ 

Let $\Delta t_n = t_{n+1} - t_n, n = 0, 1, \ldots, N - 1$ and $\Delta t = \max_{0 \leq n \leq N-1} \Delta t_n$. We also assume that the time partitions have the following regularity:

$$\min_{0 \leq n \leq N-1} \frac{\Delta t_n}{\max_{0 \leq n \leq N-1} \Delta t_n} \leq c_0,$$ 

(3)

where $c_0 \geq 1$ is a constant.

Let $(X^{t, x}, Y^{t, x}, Z^{I, x})$ be the solution of (1) and (2) with date $(t, x)$; that is, $(X^{t, x}, Y^{t, x}, Z^{I, x})$ satisfies

$$\begin{cases} 
X^{t, x}_t = x + \int_t^s b(r, X^{t, x}_r)dr + \int_t^s \sigma(r, X^{t, x}_r)dW_r, & s \in [t, T], \\
Y^{t, x}_s = \phi(X^{t, x}_T) + \int_s^T f(r, X^{t, x}_r, Y^{t, x}_r, Z^{I, x}_r)dr - \int_s^T Z^{I, x}_r dW_r, & s \in [t, T]. 
\end{cases}$$ 

(4)

2.1. Reference Equations

To derive the reference equations, we first define the stochastic process

$$\Delta \tilde{W}_s = \int_{t_n}^{t_{n+1}} (2 - \frac{3(r - t_n)}{\Delta t_n})dW_r, \quad s \in [t_n, t_{n+1}).$$ 

(5)
The process $\Delta \tilde{W}_s = (\Delta \tilde{W}^1_s, \Delta \tilde{W}^2_s, \cdots, \Delta \tilde{W}^d_s)\top$ is a martingale with the properties $E^X_{t_n}[\Delta \tilde{W}_s] = 0$, $E^X_{t_n}[\Delta \tilde{W}^i_s \Delta \tilde{W}^j_s] = 0$ for $i \neq j$, and

$$E^X_{t_n}[(\Delta \tilde{W}^i_s)^2] = 4(s - t_n) - \frac{6(s - t_n)^2}{\Delta t_n} + \frac{3(s - t_n)^3}{\Delta t_n^2}.$$ 

Then when $s = t_{n+1}$, we have $E^X_{t_n}[\Delta \tilde{W}_{t_{n+1}}] = 0$ and $E^X_{t_n}[(\Delta \tilde{W}^i_{t_{n+1}})^2] = \Delta t_n$.

Fixed $n \in N$, let $Y^t_{t_n}X^n = \phi(X^n_{t_n})$ and $(X^n_{t_n}, Y^t_{t_n}X^n, Z^n_{t_n})$ be the solution of (4) with $X^n = x$ for $t \in [t_n, T]$. Denote $f(s, X^n_{t_n}, Y^t_{t_n}X^n, Z^n_{t_n})$ by $f^n_{t_n}X^n$, $s \in [t_n, t_{n+1})$. Then it is easy to get that

$$X^n_{t_{n+1}} = X^n + \int_{t_n}^{t_{n+1}} b(s, X^n_{t_n})ds + \int_{t_n}^{t_{n+1}} \sigma(s, X^n_{t_n})dW_s,$$ (6)

$$Y^t_{t_n}X^n = Y^t_{t_n}X^n + \int_{t_n}^{t_{n+1}} f^n_{t_n}X^n ds - \int_{t_n}^{t_{n+1}} Z^n_{t_n}X^n dW_s,$$ (7)

for $n = 0, 1, \cdots, N - 1$. The forward SDE (6) can be solved independently by existing numerical methods in the above decoupled case, and in this article, we use numerical schemes of the general form

$$X^{n+1} = X^n + \phi(t_n, t_{n+1}, X^n, I_n \in A_t),$$ (8)

where $\beta$ represents the convergence rate in the strong or weak sense and $A_t$ denotes the corresponding hierarchical set; for more details on the notations, readers can be referred to [18]. Our main goal therefore turns to deducing the reference equations for $Y^t_{t_n}X^n$ and $Z^n_{t_n}X^n$ from the BSDE (7).

Since $\int_{t_n}^{t} Z^n_{s}X^n dW_s$ is a martingale for $t > t_n$, by taking the conditional expectation $E^X_{t_n} [\cdot]$ on (7) we get

$$Y^t_{t_n}X^n = E^X_{t_n} [Y^t_{t_n}X^n] + \int_{t_n}^{t_{n+1}} E^X_{t_n} [f^n_{t_n}X^n] ds.$$ (9)

Then, multiplying Equation (7) by $\Delta \tilde{W}^i_{t_{n+1}}$ and taking the conditional mathematical expectation $E^X_{t_n} [\cdot]$ on both sides of the derived equation, we obtain

$$0 = E^X_{t_n} [Y^t_{t_n}X^n \Delta \tilde{W}^i_{t_{n+1}}] + \int_{t_n}^{t_{n+1}} E^X_{t_n} [f^n_{t_n}X^n \Delta \tilde{W}^i_{t_{n+1}}] ds - E^X_{t_n} [\int_{t_n}^{t_{n+1}} Z^n_{t_n}X^n dW_s \cdot \Delta \tilde{W}^i_{t_{n+1}}].$$ (10)

Under the filtration $\mathcal{F}_t$, the integrands in (9) and (10) are deterministic functions of $s \in [t_n, t_{n+1})$, so some numerical integration methods for deterministic integration can be used to approximate these integrals.

First, we apply the trapezoidal rule to obtain

$$\int_{t_n}^{t_{n+1}} E^X_{t_n} [f^n_{t_n}X^n] ds = \frac{1}{2} \Delta t_n f^n_{t_n}X^n + \frac{1}{2} \Delta t_n E^X_{t_n} [f^n_{t_n}X^n] + R^n_y,$$ (11)

with the truncation error

$$R^n_y = \int_{t_n}^{t_{n+1}} \left( E^X_{t_n} [f^n_{t_n}X^n] - \frac{1}{2} f^n_{t_n}X^n - \frac{1}{2} E^X_{t_n} [f^n_{t_n}X^n] \right) ds.$$ (12)

Inserting (11) into (9), we obtain the following reference equation for solving $Y^t_{t_n}X^n$:

$$Y^t_{t_n}X^n = E^X_{t_n} [Y^t_{t_n}X^n] + \frac{1}{2} \Delta t_n f^n_{t_n}X^n + \frac{1}{2} \Delta t_n E^X_{t_n} [f^n_{t_n}X^n] + R^n_y,$$ (13)
Next, for the first integral term on the right-hand side of (10), we easily get the identity
\[ \int_{t_n}^{t_{n+1}} E_{t_n}^{X_n} \left[ f_{t_n,X_n} \Delta \tilde{W}_{t_n+1}^s \right] ds = \Delta t_n E_{t_n}^{X_n} \left[ f_{t_n+1,X_n} \Delta \tilde{W}_{t_n+1}^s \right] + R_n^1, \] (14)
where \( R_n^1 = \int_{t_n}^{t_{n+1}} E_{t_n}^{X_n} \left[ f_{t_n,X_n} \Delta \tilde{W}_{t_n+1}^s \right] ds - \Delta t_n E_{t_n}^{X_n} \left[ f_{t_n+1,X_n} \Delta \tilde{W}_{t_n+1}^s \right] \). For the second integral term on the right-hand side of (10), we have
\begin{align*}
-\frac{1}{2} E_{t_n}^{X_n} & \left[ \int_{t_n}^{t_{n+1}} Z_{t_n,X_n}^n dW_n \cdot \Delta \tilde{W}_{t_n+1}^s \right] = -Z_{t_n,X_n}^n E_{t_n}^{X_n} \left[ \Delta \tilde{W}_{t_n+1}^s \right] + R_n^2 \\
& = -\frac{1}{2} \Delta t_n Z_{t_n,X_n}^n + R_n^2,
\end{align*}
(15)
where \( R_n^2 = \frac{1}{2} \Delta t_n Z_{t_n,X_n}^n - \frac{1}{2} E_{t_n}^{X_n} \left[ \int_{t_n}^{t_{n+1}} Z_{t_n,X_n}^n dW_n \cdot \Delta \tilde{W}_{t_n+1}^s \right] \). From Equations (10), (14) and (15), we obtain the following reference equation for solving \( Z_{t_n,X_n}^n \):
\begin{align*}
\frac{1}{2} \Delta t_n Z_{t_n,X_n}^n & = E_{t_n}^{X_n} \left[ f_{t_{n+1},X_n} \Delta \tilde{W}_{t_n+1}^s \right] + \Delta t_n E_{t_n}^{X_n} \left[ f_{t_{n+1},X_n} \Delta \tilde{W}_{t_n+1}^s \right] + R_n^2 \\
& = \frac{1}{2} \Delta t_n Z_{t_n,X_n}^n + R_n^2.
\end{align*}
(16)
where \( R_n^2 = R_n^1 + R_n^2 \).

2.2. Numerical Scheme

Now we propose a new numerical scheme for solving the decoupled FBSDEs (4). Let \( (X^n, Y^n, Z^n) \) denote an approximation to the analytic solution \( (X_t, Y_t, Z_t) \) of (4) at time \( t = t_n, n = N, N - 1, \ldots, 0 \). To simplify the presentation, we let \( f^n = f(t_n, X^n, Y^n, Z^n) \) for \( n = N, N - 1, \ldots, 0 \). Based on (13) and (16), we propose a numerical scheme, for solving the FBSDEs (4) as follows.

**Scheme 1.** Given random variables \( X_0, Y^N \) and \( Z^N \). Let \( \Delta \tilde{W}_{t_{n+1}} \) \((0 \leq n \leq N - 1)\) be defined by (5) with \( s = t_{n+1} \). For \( n = N - 1, N - 2, \ldots, 0 \), solve random variables \( Y^n \) and \( Z^n \) by
\begin{align*}
Y^n & = E_{t_n}^{X_n} [Y^{n+1} + \frac{1}{2} \Delta t_n f^n + \frac{1}{2} \Delta t_n E_{t_n}^{X_n} [f^{n+1}], \\
Z^n & = E_{t_n}^{X_n} [Y^{n+1} + \Delta t_n E_{t_n}^{X_n} [f^{n+1} + \Delta \tilde{W}_{t_{n+1}}]].
\end{align*}
(17)
(18)

3. Error Estimates

We now provide some theoretical analysis on the numerical stability and convergence of the Scheme 1. Let us denote by \( \bar{Y}_{t_{n+1}}^{n+1} \) and \( \bar{Z}_{t_{n+1}}^{n+1} \) the approximate values of \( Y_{t_{n+1}}^{n+1} \) and \( Z_{t_{n+1}}^{n+1} \) at the time-space \( (t_{n+1}, X^{n+1}) \), respectively, where \( X^{n+1} \) is the approximate solution of \( X_{t_{n+1}}^{n+1} \) calculated by (8), that is, \( Y_{t_{n+1}}^{n+1} = Y_{t_{n+1}}^{n+1} \) and \( Z_{t_{n+1}}^{n+1} = Z_{t_{n+1}}^{n+1} \). To simplify the presentation, we first introduce the following notation:
\[ \bar{f}_t^{n+1} \] and \( \bar{e}_t^{n+1} = Y_t^{n+1} - \bar{Y}_t^{n+1} \), \( e_t^{n+1} = Z_t^{n+1} - \bar{Z}_t^{n+1} \) for \( i = n, \ldots, N \), and
\begin{align*}
R_n^{Y,y} & = E_{t_n}^{X_n} \left[ (Y_{t_{n+1}}^{n+1} - \bar{Y}_{t_{n+1}}^{n+1}) \Delta \tilde{W}_{t_{n+1}}^s \right], \\
R_n^{Z,z} & = E_{t_n}^{X_n} \left[ (Z_{t_{n+1}}^{n+1} - \bar{Z}_{t_{n+1}}^{n+1}) \Delta \tilde{W}_{t_{n+1}}^s \right], \\
R_n^{R} & = E_{t_n}^{X_n} \left[ (f_{t_{n+1},X_n}^{n+1} - \bar{f}_{t_{n+1}}^{n+1}) \Delta \tilde{W}_{t_{n+1}}^s \right].
\end{align*}
(19)
for \( i = n, \ldots, N - 1 \).
3.1. Stability Analysis

The following result on decoupled FBSDEs is well-known by now; for its proof, see Theorem 4.1 in [16] or Theorem 4.1 in [17].

**Theorem 1.** Let \((X_t, Y_t, Z_t), t \in [0, T]\) and \((X^n, Y^n, Z^n), n = 0, 1, \ldots, N,\) be the exact solution of the decoupled FBSDEs (1) and (2) and the approximate solution obtained by Scheme 1, respectively. Assume that the function \(f(t, x, y, z)\) is Lipschitz-continuous with respect to \(x, y,\) and \(z,\) and the Lipschitz constant is \(L.\) Let \(c_0\) be the time partitions regularity parameter defined in (3). Then, for the sufficiently small time-step \(\Delta t_n\) satisfying (3), it holds that

\[
\mathbb{E}[|\epsilon^0|^2] + \Delta t \sum_{i=0}^{N-1} \left( \frac{1 + C\Delta t}{1 - C\Delta t} \right)^{i-n} \mathbb{E}[|\epsilon^i|^2] \\
\leq C' \left( \mathbb{E}[|\epsilon^N|^2] + \Delta t\mathbb{E}[|\epsilon^0|^2] \right) + \sum_{j=1}^{N-1} \left( \frac{1 + C\Delta t}{1 - C\Delta t} \right)^{i-n} \mathbb{E}[|R_{ij,1}^i|^2 + (\Delta t)^2 |R_{ij,2}^i|^2 + |R_{ij,3}^i|^2] \frac{1 - C\Delta t}{C\Delta t} \Delta t (1 - C\Delta t) \tag{20}
\]

for \(n = N - 1, \ldots, 1, 0,\) where \(C\) is a positive constant depending on \(c_0\) and \(L;\) \(C'\) is also a positive constant depending on \(c_0, T,\) and \(L;\) and \(R_{ij,1}^i, R_{ij,2}^i,\) and \(R_{ij,3}^i\) are defined in (12) and (16), respectively.

**Remark 1.** Theorem 1 implies that Scheme 1 is stable, and its solution continuously depends on terminal conditions; that is, for any given positive number \(\epsilon,\) there exists a positive integer \(\delta,\) for different terminal conditions \((Y^N, Z^N)\) and \((Y^n, Z^n),\) if \(\mathbb{E}[||Y^N - Y^n||^2] < \delta\) and \(\mathbb{E}[||Z^N - Z^n||^2] < \delta,\) then for \(0 \leq n \leq N - 1,\) we have

\[
\mathbb{E}[||Y^n - Y^N||^2] + \Delta t \sum_{i=n}^{N} \mathbb{E}[||Z^n - Z^i||^2] < \epsilon.
\]

**Remark 2.** The terms \(R_{ij,1}^i, R_{ij,2}^i,\) and \(R_{ij,3}^i\) in (12) and (16) come from the approximations in their reference equations for \(Y_t\) and \(Z_t.\) The four terms \(R_{ij,1}^i, R_{ij,2}^i, R_{ij,3}^i,\) and \(R_{ij,4}^i\) are determined by the discretizations (8) for solving the SDE in (6), which reflects the local errors (in the weak sense) of the numerical scheme for FDE. Under certain regularity conditions on \(b, c, f,\) and \(\varphi,\) if we get estimates of these terms, a convergence result for the Scheme 1 can be obtained.

In the following lemmas, we will present estimations for \(R_{ij,1}^i, R_{ij,2}^i, R_{ij,3}^i, R_{ij,4}^i, R_{ij,5}^i,\) and \(R_{ij,6}^i\) under certain regularity conditions on \(b, c, f,\) and \(\varphi.\) For the sake of presentation simplicity, we only consider the case \(q = d = 1,\) and the results obtained also hold true for general positive integers \(q\) and \(d.\) In order to get the estimates of \(R_{ij,1}^i, R_{ij,2}^i, R_{ij,3}^i,\) and \(R_{ij,4}^i,\) we need the weak error estimate about the SDE in (16).

3.2. Weak Convergence Analysis

For the convenience, we use the following notions which appeared in [18].

- Denote the set of all multi-indices by \(\mathcal{M},\)

\[
\mathcal{M} = \{ (j_1, j_2, \ldots, j_l) : j_i \in \{0, 1, 2, \ldots, d\}, i \in \{1, 2, \ldots, l\}, \text{ for } l = 1, 2, 3, \ldots \} \cup \{v\}.
\]

- Let \(l(\alpha) := l\) be the length of the multi-index \(\alpha = (j_1, j_2, \ldots, j_l) \in \mathcal{M},\) where \(j_i \in \{0, 1, 2, \ldots, d\}\) for \(i \in \{1, 2, \ldots, l\}, d = 1, 2, 3, \ldots\) Here, \(d\) is the number of components of the Wiener process \(W\) under consideration. For example: \(l((1, 0)) = 2, l((1, 0, 0)) = 3.\)

- Let \(n(\alpha)\) be the number of components of a multi-index \(\alpha\) which are equal to 0. For example: \(n((1, 0)) = 1, n((1, 0, 0)) = 2.\)

- For completeness, denote by \(v\) the multi-index of length zero, that is, with \(l(v) := 0.\)

- If \(l(\alpha) \geq 1,\) write \(-\alpha\) and \(\alpha^-\) for the multi-index in \(\mathcal{M}\) obtained by deleting the first and last component, respectively, of \(\alpha.\) Thus, \(-(1, 0) = (0),\) \((1, 0)^- = (1).\)
• Define $a^+$ to be the multi-index obtained from $a$ by deleting all of the components equal to 0. For $E$, if $a = (1, 2, 0, 1)$, then we have $a^+ = (1, 2, 0, 1)^+ = (1, 2, 1)$.

• Denote by $k_0(a)$ the number of components of $a$ equal to 0 or until the end of $a$ if all its components are zeros.

• Denote by $k_i(a)$, for $i = 1, \ldots, l(a^+)$, the number of components of $a$ between the $i$th nonzero component and the $(i + 1)$th nonzero component or the end of $a$ if $i = l(a^+)$. For example: $a = (0, 1, 2, 0)$ we have $a^+ = (1, 2), l(a^+) = 2$ and $k_0(a) = 1$, $k_1(a) = 0$, $k_2(a) = 1$.

• Define $\omega(a, \beta) := l(a^+) + \sum_{i=0}^{l(a^+)} (k_i(a) + k_i(\beta))$.

• Let $\rho$ and $\tau$ be two stopping times with $0 \leq \rho \leq \tau \leq T$, w.p.1. Then, for a multi-index $a = (j_1, j_2, \ldots, j_l) \in M$, and a process $f \in H_a$ the multi-Itô integral $I_a[f(\cdot)]_{\rho, \tau}$ is recursively defined by

$$
I_a[f(\cdot)]_{\rho, \tau} := \begin{cases} f(\tau) & : l = 0, \\ \int_{\rho}^{\tau} I_a[f(\cdot)]_{\rho, s} ds & : l \geq 1 \text{ and } j_l = 0, \\ \int_{\rho}^{\tau} I_a[f(\cdot)]_{\rho, s} dW_{s}^j & : l \geq 1 \text{ and } j_l \geq 1. 
\end{cases}
$$

For $a = (j_1, j_2, \ldots, j_l)$ with $l \geq 2$ the set $H_a$ is recursively defined to be the totality of adapted right continuous processes $f = \{f(t), t \geq 0\}$ with left-hand limits such that the integral process $\{I_a[f(\cdot)]_{\rho, t}, t \geq 0\}$ considered as a function of $t$ satisfies $I_a[f(\cdot)]_{\rho, t} \in H_{\beta}$.

Based on the upper notations, we give the following lemmas which are valid for both scalar and vector functions. The reader interested in more details is also referred to [18].

**Lemma 1.** Let $\alpha, \beta \in M$ and $f \in H_\alpha$, $g \in H_\beta$. Then for $0 \leq n \leq N - 1$ we have

$$
\mathbb{E}_{t_n}^{X_\alpha} \left[ \left( I_{a_n}^{s_1} \left[ f(s) \right]_{t_n, t_{n+1}} I_{b_j}^{s_1} \left[ g(s) \right]_{t_n, t_{n+1}} \right)^{2q} \right] = 0,
$$

$$
\leq K_{f, g} \cdot \omega(a, b)^{\cdot \cdot \cdot \cdot} \cdot \prod_{i=0}^{l(a^+)} C_{k_i(a) + k_i(\beta)} \cdot \alpha^+ \cdot \beta^+,
$$

with

$$
K_{f, g} = \sup_{s_1, s_2 \in [t_n, t_{n+1}]} \mathbb{E}_{t_n}^{X_\alpha} \left[ \left( f(s_1), g(s_2) \right) \right],
$$

where

$$
C_{k_i(a) + k_i(\beta)} = \frac{(k_i(a) + k_i(\beta))!}{k_i(a) k_i(\beta)!}.
$$

Moreover, (21) holds with equality when $f \equiv g \equiv 1$.

The next lemma provides an estimate for the higher moments of a multiple Itô integral.

**Lemma 2.** Let $\alpha \in M$, $g \in H_\alpha$ and $q = 1, 2, \ldots$. Then for $0 \leq n \leq N - 1$ we have the estimate

$$
\left( \mathbb{E}_{t_n}^{X_\alpha} \left[ \left| I_{a_n}^{s_1} \left[ g(s) \right]_{t_n, t_{n+1}} \right|^{2q} \right] \right)^{1/q} \leq (2(2q - 1) e^T)^{l(a) - n(a)} (\Delta t)^{l(a) + n(a)} R,
$$

where $R = \left( \mathbb{E}_{t_n}^{X_\alpha} \left[ \sup_{t_n \leq s \leq t_{n+1}} \left| g(s)^{2q} \right| \right] \right)^{1/q}$.
Next, we consider the coefficients of stochastic Itô-Taylor expansions. First, we write the definition of diffusion operator $L^0$ as

$$L^0 = \frac{\partial}{\partial t} + \sum_{k=1}^{q} p^k \frac{\partial}{\partial x^k} + \frac{1}{2} \sum_{h,j=1}^{d} \sigma^{kj}(t,x) \frac{\partial^2}{\partial x^h \partial x^j},$$

and for $j \in \{1, \ldots, d\}$ the operator $L^j$ as

$$L^j = \sum_{k=1}^{q} \sigma^{kj} \frac{\partial}{\partial x^k}. \quad (23)$$

For each $\alpha = (j_1, j_2, \ldots, j_l) \in \mathcal{M}$ and function $f \in C^h(\mathbb{R}^+ \times \mathbb{R}^d, \mathbb{R})$ with $h = l(\alpha) + n(\alpha)$ we define recursively $f_\alpha$ as

$$f_\alpha = \begin{cases} f & : l = 0, \\ L^h f_{-\alpha} & : l \geq 0. \end{cases}$$

In order to give weak Taylor expansion schemes, we use the following definitions:

- Call a subset $A \subset \mathcal{M}$ an hierarchical set if it satisfies:
  1. $A$ is nonempty: $A \neq \emptyset$;
  2. The multi-indices in $A$ are uniformly bounded in length: $\sup_{\alpha \in A} l(\alpha) < \infty$;
  3. $-\alpha \in A$ for each $\alpha \in A \setminus \{v\}$.

- For any given hierarchical set $A$ define the remainder set $B(A)$ of $A$ by $B(A) = \{ \alpha \in \mathcal{M} \setminus A : -\alpha \notin A \}$.

In the general multi-dimensional case $q, d = 1, 2, \ldots,$ for $\beta = 1.0, 2.0, 3.0, \ldots,$ define the weak Taylor scheme of order $\beta$ by the vector equation

$$X^{n+1} = X^n + \sum_{\alpha \in \Gamma_{\beta}(0)} f_\alpha(t_n, X^n) I_{\alpha[n,t_{n+1}]} = X^n + \sum_{j=0}^{d} \int_{t_n}^{t_{n+1}} \sigma^j_t dW^j_t, \quad (24)$$

with $dW^0_t = ds$ and

$$\sigma^j_t = \sum_{\alpha \in \Gamma_{\beta}(e)} I_{\alpha - [f_\alpha(t_n, X^n)]_{t_n,t_{n+1}},}$$

for $j = 0, 1, \ldots, d$, where $\alpha = (j_1, j_2, \ldots, j_l(\alpha))$. Here, $X_{t_n} = X^n$ is assumed. The scheme (24) is obtained from

$$X^{n+1}_{t_{n+1}} = X_{t_n} + \sum_{\alpha \in \Gamma_{\beta}(v)} f_\alpha(t_n, X_{t_n}) I_{\alpha[n,t_{n+1}]} + R^\beta_{X_{t_{n+1}}}. \quad (25)$$

Here, $R^\beta_{X_{t_{n+1}}} = \sum_{\alpha \in B(\Gamma_{\beta})} I_{\alpha [f_\alpha(\cdot, X^{n+1}_{t_{n+1}})]_{t_n,t_{n+1}}} \Gamma_{\beta} = \{ \alpha \in \mathcal{M} : l(\alpha) \leq \beta \}$ is an hierarchical set, and $B(\Gamma_{\beta}) = \{ \alpha \in \mathcal{M} : l(\alpha) = \beta + 1 \}$ is the remainder set of $\Gamma_{\beta}$.

We denote $C^p_\beta(\mathbb{R}^d, \mathbb{R})$ by the space of $l$ times continuously differentiable functions $g : \mathbb{R}^d \to \mathbb{R}$ for which $g$ and all its derivatives of orders up to and including $l$ have polynomial growth.

**Lemma 3.** Let $\beta \in \{1, 2, \ldots\}$ be given and suppose that the coefficients $b^k$ belong to the space $C^2_\beta(0, T \times \mathbb{R}^d, \mathbb{R})$ and $\sigma^{kj}$ belong to the space $C^2_\beta([0, T] \times \mathbb{R}^d, \mathbb{R}^{q \times d})$ and satisfy Lipschitz conditions and linear growth bounds for $k = 1, \ldots, q$ and $j = 0, 1, \ldots, d$. Then, for
each $g \in C_P^2([0, T] \times \mathbb{R}^d)$ and for the sufficiently small time-step $\Delta t$ satisfying (3), there exist constants $C \in (0, \infty)$ and $r \in \{1, 2, \ldots\}$ such that

$$\mathbb{E}_{t_n} \left[ \sup_{0 \leq n \leq N-1} \mathbb{E}_{t_{n+1}}^{X_n} \left| X_{t_{n+1}}^{X_n} \right|^2 \right] \leq C(1 + |X|^r),$$

(26)

and

$$\sup_{0 \leq n \leq N-1} \mathbb{E}_{t_n} \mathbb{E}_{t_{n+1}}^{X_n} \left| g(X_{t_{n+1}}^{X_n}) - g(X^{X+1}) \right| \leq C(1 + |X|^r)(\Delta t)^{\beta + 1}.$$  

(27)

Lemma 4. Under the conditions that Lemma 3 holds, then for the sufficiently small time-step $\Delta t_n$ satisfying (3), we have that for any $0 \leq n \leq N - 1$,

$$\mathbb{E}[|R_{y_1}|^2] \leq C(1 + \mathbb{E}[|X_0|^4])(\Delta t)^{2\beta + 2}, \quad \mathbb{E}[|R_{y_2}|^2] \leq C(1 + \mathbb{E}[|X_0|^4])(\Delta t)^{2\beta + 2}.$$  

(28)

Proof. We know that

$$R_{y_1} = \mathbb{E}_t^{X} [Y_{t_{n+1}}^{X_n} - Y_{t_{n+1}}^{q}] \quad \text{and} \quad R_{y_2} = \mathbb{E}_t^{X} [f_{t_{n+1}}^{X_n} - f_{t_{n+1}}^{q}].$$

Using Lemma 3, we can get the results directly. \quad \square

In order to give the estimates of $R_{y_1}$ and $R_{y_2}$, we need the following lemmas. Due to the complexity of the Itô Taylor expansion, we give some useful notations.

We write $P_l = \{1, 2, \ldots, q\}^l$ and

$$F_p(y) = \prod_{k=1}^l y^{p_k},$$

(29)

for all $y = (y_1, y_2, \ldots, y^q)$ and $p = (p_1, \ldots, p_l) \in P_l$, $l = 1, 2, \ldots$.

Then starting from (24) and (29), by a generalization of the Itô formula to semimartingales, we obtain

$$F_p(X^{n+1} - X^n) = \sum_{j=0}^d f_{t_{n+1}}^{X^n} \hat{\sigma}^j_{p}(s) dW_s,$$

(30)

for all $0 \leq n \leq N - 1$ and $p \in P_l$, $l = 1, 2, \ldots$, where

$$\hat{\sigma}^j_{p}(t) = \sum_{k=1}^q \sigma^j_{k} \frac{\partial}{\partial x_k} F_p(X^{n+1} - X^n),$$

for $j = 1, 2, \ldots, d$ and

$$\hat{\sigma}^0_{p}(t) = \frac{\partial}{\partial t} F_p(X^{n+1} - X^n) + \sum_{k=1}^q \sigma^0_{k} \frac{\partial}{\partial x_k} F_p(X^{n+1} - X^n)$$

$$+ \frac{1}{2} \sum_{k,l=1}^q \sum_{j=1}^d \sigma^j_{l} \sigma^k_{l} \frac{\partial^2}{\partial x^k \partial x^l} F_p(X^{n+1} - X^n).$$

Lemma 5. Under the conditions of Lemma 3 for each $p = 1, 2, \ldots$ and the sufficiently small time-step $\Delta t$ satisfying (3), there exist constants $C \in (0, \infty)$ and $r \in \{1, 2, \ldots\}$ such that

$$\mathbb{E}_{t_n}^{X_n} \left[ \sup_{0 \leq n \leq N-1} \mathbb{E}_{t_{n+1}}^{X_n} \left| F_p(X_{t_{n+1}}^{X_n}) \right|^2 \right] \leq C(1 + |X|^r)(\Delta t)^{\beta+1},$$

for all $q = 0, 1, \ldots, p \cdot 2^{(\beta+1) - l}$ and $p \in P_l$ where $l = 1, \ldots, 2(\beta + 1)$.

To give an important proposition, first we need to prove the following lemma.
Lemma 6. Under the conditions of Lemma 3, there exist constants $C \in (0, \infty)$ and $r \in \{1, 2, \ldots \}$ such that

$$F(t) := \|E_{t_n}^X \left[ (F_{t_n}(X_{t_n}^{l_n} - X_{t_n}) - F_{t_n}(X^{n+1} - X^n)) \Delta \tilde{W}_{t_{n+1}} \right]\| \leq C(1 + |X^n|^{2r}) \Delta t^{\beta + 1},$$

for all $\tilde{p} \in P_l, l = 1, 2, \ldots, 2(\beta + 1)$.

Proof. Step 1. The case $l = 1$. In this case, $\tilde{p} = (k)$ with $k \in \{1, 2, \ldots, q\}$. Then by (23) and (29), we have

$$F(t) = \bigg| E_{t_n}^X \left[ (X_{t_n}^{l_n}X^n_k - X_{t_n}^{n+1}X^n) \Delta \tilde{W}_{t_{n+1}} \right]\bigg| \leq \sum_{a \in B(t_{n+1})} E_{t_n}^X \left[ I_a \left[ f^k_i(, X_{t_n}^{l_n}X^n) \right]_{t_n, t_{n+1}} \sum_{i=1}^d I(i) \left[ P(\cdot) \right]_{t_n, t_{n+1}} \right],$$

where $P(\cdot) = 2 - \frac{3(1-l_{n+1})}{2\lambda}$ are the set of backward orthogonal polynomials on $[t_n, t_{n+1}]$ from the definition of $\Delta \tilde{W}_t$ in (5).

By Lemma 1, only the terms with $a^+ = (i)$ in the sum on the right-hand side of the above inequality are not zero. For $a^+ = (i)$, it is easy to check $w(a, b) = l(a)$. By Lemma 1 and the Hölder inequality, we have the estimate

$$F(t) \leq \sum_{a \in B(t_{n+1})} \sum_{i=1}^d C \Delta t^{l(a)} (K_1 K_2^i)^{1/2},$$

with $l(a) = \beta + 1$, where

$$K_1 = E_{t_n}^X \left[ \sup_{s_1 \in [t_n, t_{n+1}]} \left| f^k_i(s_1, X_{s_1}^{l_n}X^n) \right|^2 \right],$$

and

$$K_2^i = E_{t_n}^X \left[ \sup_{s_2 \in [t_n, t_{n+1}]} |P(s_2)|^2 \right].$$

The inequality (26) in Lemma 3 and the polynomial growth bound on $f_a$ give us the estimate

$$K_1 \leq C(1 + |X^n|^{2r}).$$

From the definition of the $P_{X/(s)}$, we also have $K_2^i \leq C$.

Combining the above estimates, we obtain

$$F(t) \leq C(1 + |X^n|^{2r}) \Delta t^{\beta + 1}. \quad (31)$$

Step 2. The case $2 \leq l \leq 2(\beta + 1)$. We take the deterministic Taylor expansion of the function $F_{\tilde{p}}$ at the point $X_{t_n}^{n+1} - X^n$ to obtain

$$F(t) \leq \sum_{r=1}^l \frac{1}{r!} \sum_{k_1=1}^d \cdots \sum_{k_r=1}^d \hat{f}_{k_1, \ldots, k_r}(t), \quad (32)$$
where
\[ F_{k_1,\ldots,k_r}(t) = \left| \mathbb{E}^{X^n}_{t_n} \left( (X^n_{t_{n+1},k_1} - X^{n+1,k_1}) \times \cdots \times (X^n_{t_{n+1},k_r} - X^{n+1,k_r}) \right) \times \frac{\partial^r}{\partial x^{k_1} \cdots \partial x^{k_r}} F_{\bar{\rho}}(X^{n+1} - X^n) \right|. \] (33)

(1) First we estimate \( F_{k_1,\ldots,k_r} \) for \( r = 1 \), that is, \( F_k \) for \( k = 1, \ldots, q \). From the definition of \( F_{\bar{\rho}} \) there exists a \( \bar{\rho} \in P_{l-1} \) and a \( q \in \{1, 2, \ldots, l\} \), such that
\[ \frac{\partial}{\partial x} F_{\bar{\rho}}(X^{n+1} - X^n) = qF_{\bar{\rho}}(X^{n+1} - X^n). \]

By (30), (33), and the definition of \( R^n_X \) in (25), we deduce
\[ F_k(t) = \left| \mathbb{E}^{X^n}_{t_n} \left[ \sum_{a \in B(G_p)} I_a \left[ f^k_a(\cdot, X^n_{t_{n+1}}) \right]_{t_{n+1}} \times q \sum_{j=0}^{d} \int_{t_n}^{t_{n+1}} \sigma^\alpha_{\bar{\rho}}(\cdot) dW^j + \sum_{i=1}^{d} I(i) [P(\cdot)]_{t_{n+1}} \right] \right| \leq \sum_{a \in B(G_p)} \sum_{j=0}^{d} \sum_{i=1}^{d} q \left( \mathbb{E}^{X^n}_{t_n} \left[ I_a \left[ f^k_a(\cdot, X^n_{t_{n+1}}) \right]_{t_{n+1}} \times I(i) [P(\cdot)]_{t_{n+1}} \right] \right) \left( \mathbb{E}^{X^n}_{t_n} \left[ I(i) [P(\cdot)]_{t_{n+1}} \right] \right) \right|^{\frac{1}{2}}. \] (34)

For \( \alpha \in B(G_p) \), using Lemma 1 and the polynomial growth bound on \( f_a \), we have the estimate,
\[ \left( \mathbb{E}^{X^n}_{t_n} \left[ I_a \left[ f^k_a(\cdot, X^n_{t_{n+1}}) \right]_{t_{n+1}} \right] \right)^{\frac{1}{2}} \leq C \sup_{t_n \leq s \leq t_{n+1}} \mathbb{E}^{X^n}_{t_n} \left[ |f^k_a(s, X^n_{t_{n+1}})|^2 \right] (\Delta t)^{\beta+1} \]
\[ \leq C(1 + |X^n|^{2r})(\Delta t)^{\beta+1}. \] (35)

Then, using Lemma 2, we have
\[ \left( \mathbb{E}^{X^n}_{t_n} \left[ I(i) [\sigma^\alpha_{\bar{\rho}}(\cdot)]_{t_{n+1}} \right] \right)^{\frac{1}{2}} \leq C \left( \mathbb{E}^{X^n}_{t_n} \left[ \sup_{t_n \leq s \leq t_{n+1}} |\sigma^\alpha_{\bar{\rho}}(s)|^4 \right] \right)^{\frac{1}{2}} (\Delta t)^{\frac{1}{2}}, \] (36)
and
\[ \left( \mathbb{E}^{X^n}_{t_n} \left[ |I(i) [P(\cdot)]_{t_{n+1}}| \right] \right)^{\frac{1}{2}} \leq C \left( \mathbb{E}^{X^n}_{t_n} \left[ \sup_{t_n \leq s \leq t_{n+1}} |P(s)|^4 \right] \right)^{\frac{1}{2}} (\Delta t)^{\frac{1}{2}}. \] (37)

Combining the estimates (32)–(37), we deduce
\[ F(t) \leq C(1 + |X^n|^{2r})(\Delta t)^{\beta+2}. \] (38)

(2) Now we estimate \( F_{k_1,\ldots,k_r}(t) \) for \( 2 \leq r \leq l \). For each \((k_1, \ldots, k_r) \in P_r \) there is a finite \( q \in \{1, 2, \ldots, l\} \) and \( \bar{\rho} \in P_{l-r} \) such that
\[ \frac{\partial^r}{\partial x^{k_1} \cdots \partial x^{k_r}} F_{\bar{\rho}}(X^{n+1} - X^n) = qF_{\bar{\rho}}(X^{n+1} - X^n). \]
Thus, using the upper equality and Hölder inequality to (33), we obtain
\[
\dot{f}_{k_1, \ldots, k_n}(t) = \left| E^n_{x^n} \left( (X^n_{t_{n+1}} - X^n_{t_n}) \ldots (X^n_{t_{n+1}} - X^n_{t_n}) \right) \times \frac{\partial}{\partial x^n} F_p(X^n - X^n) \times \Delta W_{t_{n+1}} \right|
\leq q \left( E^n_{x^n} \left| F_p(X^n - X^n) \right|^2 \right)^{1/2} \left( E^n_{x^n} \left| \sum_{i=1}^{d} I_i(\hat{P}(\cdot))_{t_{n+1}} \right|^4 \right)^{1/4} \left( \frac{d}{\Delta t} \right)^{1/2} \left( E^n_{x^n} \left| \sum_{i=1}^{d} I_i(\hat{P}(\cdot))_{t_{n+1}} \right|^2 \right)^{1/2} \left( E^n_{x^n} \left| X^n_{t_{n+1}} - X^n_{t_n} \right|^{2\beta} \right)^{1/2}.
\]

By Lemma 3, the polynomial growth bound on \( f_\alpha \) and (26), for each \( k = 1, \ldots, q \) and \( l = 4, \ldots, 2^\beta + 1 \), we deduce
\[
\left( E^n_{x^n} \left| X^n_{t_{n+1}} - X^n_{t_n} \right|^{2\beta} \right)^{1/2} = \left( E^n_{x^n} \left| \sum_{a \in B(T_f)} I_a(\hat{P}(\cdot))_{t_{n+1}} \right|^2 \right)^{1/2} \leq \sum_{a \in B(T_f)} \left( E^n_{x^n} \left| I_{\alpha}(\hat{P}(\cdot))_{t_{n+1}} \right|^2 \right)^{1/2} \leq \sum_{a \in B(T_f)} C \Delta t^{\beta(n)/2} \left( E^n_{x^n} \left| \sup_{t_{n+1} \leq t \leq t_{n+1}} |\tilde{f}_a(s, X^n_{t})|^{2\beta} \right|^2 \right)^{1/2} \leq \sum_{a \in B(T_f)} C \Delta t^{(\beta+1)/2} \left( 1 + E^n_{x^n} \left| \sup_{t_{n+1} \leq t \leq t_{n+1}} |X^n_{t}|^{2\beta} \right|^2 \right)^{1/2} \leq C(1 + |X^n|^{2\beta})(\Delta t)^{\beta+1/2}.
\]

Then by Lemma 5, (37), (39), and (40), we obtain
\[
\dot{f}_{k_1, \ldots, k_n}(t) \leq C(1 + |X^n|^{2\beta})(\Delta t)^{(\beta+1)/2}(\Delta t)^{\beta+1/2}(\Delta t)^{\beta+1/2} \leq C(1 + |X^n|^{2\beta})(\Delta t)^{\beta+3/2}.
\]

Hence, from (32) and (41), we have the estimate
\[
\dot{f}(t) \leq C(1 + |X^n|^{2\beta})(\Delta t)^{\beta+3/2}.
\]

At last, by (31), (38), and (42), we complete the proof. \( \square \)

**Proposition 1.** Under the conditions of Lemma 3, for the sufficiently small time-step \( \Delta t \) satisfying (3), there exist constants \( C \in (0, \infty) \) and \( r \in \{1, 2, \ldots\} \) such that
\[
|E^n_{x^n} \left( g(X^n_{t_{n+1}}) - g(X^n_{t_n}) \right) | \leq C(1 + |X^n|^{2r})(\Delta t)^{\beta+1},
\]
where \( \Delta W_{t_{n+1}}(0 \leq n \leq N - 1) \) can be defined by (5) with \( s = t_{n+1} \).
Proof. For the function $g \in C^2_{p(\beta+1)}$, we use the deterministic Taylor expansion to obtain

$$
\mathbb{E}^{X^\alpha}_{t_n} \left[ (g(X^\alpha_{t_{n+1}}) - g(X^\alpha_{n+1})) \Delta \tilde{W}_{t_{n+1}} \right] = \mathbb{E}^{X^\alpha}_{t_n} \left[ (g(X^\alpha_{t_{n+1}}) - g(X^\alpha_{n+1})) \right] \Delta \tilde{W}_{t_{n+1}} + \mathbb{E}^{X^\alpha}_{t_n} \left[ (g(X^\alpha_{t_{n+1}}) - g(X^\alpha_{n+1})) \right] \Delta \tilde{W}_{t_{n+1}}
$$

Applying Proposition 1, we complete the proof.

Now, by (43), we obtain

$$
R_0(Z) = \frac{1}{2(\beta+1)!} \sum_{\beta \in \mathbb{P}_{2(\beta+1)}} \left[ \partial^\beta g(X^n - \Theta^\beta(Z - X^n)) \right] \times F_p(Z - X^n),
$$

for $Z = X^\alpha_{t_{n+1}}$ and $X^{n+1}$, respectively, where $\Theta^\beta(Z)$ is a $q \times q$ diagonal matrix with diagonal components

$$
\Theta^k_{\beta}(Z) = \hat{\Theta}^k_{\beta}(Z) \in [0, 1],
$$

for $k = 1, 2, \ldots, q$.

Now, by (43), we obtain

$$
\mathbb{E}^{X^\alpha}_{t_n} \left[ (g(X^\alpha_{t_{n+1}}) - g(X^\alpha_{n+1})) \Delta \tilde{W}_{t_{n+1}} \right] \leq \sum_{\beta \in \mathbb{P}_{2(\beta+1)}} \left[ \partial^\beta g(X^n) \times \mathbb{E}^{X^\alpha}_{t_n} \left[ (F_p(X^\alpha_{t_{n+1}} - X^n) - F_p(X^{n+1} - X^n)) \Delta \tilde{W}_{t_{n+1}} \right] \right] + \mathbb{E}^{X^\alpha}_{t_n} \left[ R_0(X^\alpha_{t_{n+1}}) \Delta \tilde{W}_{t_{n+1}} \right] + \mathbb{E}^{X^\alpha}_{t_n} \left[ R_0(X^{n+1}) \Delta \tilde{W}_{t_{n+1}} \right].
$$

Then, by using (44), (45), and applying Lemma 5, and the polynomial growth bound on the derivatives of $g$, we obtain

$$
\mathbb{E}^{X^\alpha}_{t_n} \left[ |R_0(X^\alpha_{t_{n+1}}) \Delta \tilde{W}_{t_{n+1}}| \right] \leq C(1 + |X^n|^{2r})(\Delta t)^{\beta+1}.
$$

Applying Lemma 6 and combining (46) with (47), we complete the proof.

Lemma 7. Under the conditions of Lemma 3, then for the sufficiently small time-step $\Delta t_n$ satisfying (3), we have that for any $0 \leq n \leq N - 1$,

$$
\mathbb{E}[|R_2^n|^2] \leq C(1 + \mathbb{E}[|X|^{2r})](\Delta t)^{2\beta+2}, \quad \mathbb{E}[|R_2^n|^2] \leq C(1 + \mathbb{E}[|X||^{2r}])/(\Delta t)^{2\beta+2}.
$$

Proof. We know that

$$
R_{s_1}^n = \mathbb{E}^{X^\alpha}_{t_n} \left[ (Y^\alpha_{t_{n+1}} - \tilde{Y}^\alpha_{t_{n+1}} \Delta \tilde{W}_{t_{n+1}}) \right], \quad R_{s_2}^n = \mathbb{E}^{X^\alpha}_{t_n} \left[ (f^\alpha_{t_{n+1}} - \tilde{f}^\alpha_{t_{n+1}} \Delta \tilde{W}_{t_{n+1}}) \right].
$$

Applying Proposition 1, we complete the proof.

3.3. Error Estimates

In order to give the error estimates, we also need the convergence order of the truncated error terms $R_2^n$ and $R_2^n$ in (12) and (16) for solving $Y_t$ and $Z_t$ in the BSDE in (2) by the discretizations (17) and (18) in Scheme 1. In the following lemma, we give the convergence order for $R_2^n$ and $R_2^n$. 


Lemma 8. If \( f(t, x, y, z) \in C_b^{2,4,4,4}, b(t, x), \sigma(t, x) \in C_b^{2,4}, \varphi \in C_b^{4+\alpha}, \alpha \in (0, 1) \) and \( |b(t, x)|^2 \leq K(1 + |x|^2), \) \( |\sigma(t, x)|^2 \leq K(1 + |x|^2), \) then for the sufficiently small time-step \( \Delta t_n \) satisfying (3), we have that for any \( 0 \leq n \leq N - 1, \)
\[
E[|R^n_y|^2] \leq C(1 + E[|X^n|^8])(\Delta t)^6, \quad E[|R^n_z|^2] \leq C(1 + E[|X^n|^8])(\Delta t)^6,
\]
where \( C \) is a positive constant depending only on \( T, K, \) and upper bounds of the derivatives of \( b, \sigma, \) \( f \) and \( \varphi. \)

For the proof, the reader is referred to Lemmas 4.2 and 4.5 in [16].

Theorem 2. Assume the conditions of Lemma 3 hold and the initial values satisfy \( E[|e^n_y|^2] = O((\Delta t)^2) \) and \( E[|e^n_z|^2] = O((\Delta t)^2) \). If \( f(t, x, y, z) \in C_b^{2,4,4,4}, b(t, x), \sigma(t, x) \in C_b^{2,4}, \varphi \in C_b^{4+\alpha}, \alpha \in (0, 1) \) and \( |b(t, x)|^2 \leq K(1 + |x|^2), \) \( |\sigma(t, x)|^2 \leq K(1 + |x|^2). \) Then for the sufficiently small time-step \( \Delta t_n \) satisfying (3), we have that for any \( 0 \leq n \leq N - 1, \)
\[
E[|e^n_i|^2] + \Delta t \sum_{i=1}^{N-1} E[|e^n_i|^2] \leq C(\Delta t^{2\beta} + \Delta t^4),
\]
where \( C \) is also a positive constant depending on \( c_0, T, L, K, \) the initial value of \( (X_t)_{t \in [0, T]} \) in (1), and the upper bounds of the derivatives of \( b, \sigma, f \) and \( \varphi. \)

Proof. According to Lemmas 4, 7, and 8, we get
\[
\sum_{i=1}^{N-1} \left( 1 + \frac{C\Delta t}{1 - C\Delta t} \right)^{-i-n} \frac{CE[|R^n_y|^2 + (\Delta t)^2|R^n_{y2}|^2 + |R^n_y|^2]}{\Delta t (1 - C\Delta t)} \leq C(1 + E[|X^n|^4] + E[|X^n|^8])(\Delta t)^{2\beta} + (\Delta t)^4,
\]
and
\[
\sum_{i=1}^{N-1} \left( 1 + \frac{C\Delta t}{1 - C\Delta t} \right)^{-i-n} \frac{C\Delta t E[|\frac{1}{\Delta t}|^2|R^n_{y2}|^2 + |R^n_{y2}|^2 + (\frac{1}{\Delta t})^2|R^n_{y2}|^2]}{(1 - C\Delta t)} \leq C(1 + E[|X^n|^4] + E[|X^n|^8])(\Delta t)^{2\beta} + (\Delta t)^4.
\]
Now by Theorem 1, and the estimates (50) and (51), we complete the proof.

Scheme 2. Let \( K = \max\{K_y, K_z, K_f\}. \) Given random variables \( X^0, Y^{N-1}, \) and \( Z^{N-1}, i = 0, 1, \ldots, K - 1. \) Let \( \{X^n\}_{n=0}^N \) be the numerical solution of the forward SDE in the decoupled FBSDEs by a numerical method for solving the SDE. For \( n = N - K, \ldots, 0, \)

1. solve \( Z^n \) by
\[
Z^n = \frac{1}{\Delta t_n} E^n_{i_n} \left[ Y^{n+1} + \Delta \hat{W}^*_{n,1} \right] + \sum_{i=1}^{K_y} b^n_{i, \epsilon} E^n_{i_n} \left[ f^{n+1} \hat{W}^*_{n,i} \right],
\]
2. solve \( Y^n \) by
\[
Y^n = E^n_{i_n} \left[ Y^{n+1} + \Delta t_n \sum_{i=0}^{K_y} b^n_{i, \epsilon} E^n_{i_n} \left[ f^{n+1} \right] \right].
\]

Regarding the proposed Scheme 2, the reader is referred to Scheme 1 in [17].

Theorem 3. Under the conditions of Lemma 3, furthermore, suppose the initial values satisfy \( \max_{0 \leq i \leq N} E[|e^n_i|^2] = O((\Delta t)^{K_y+1}) \) and \( \max_{0 \leq i \leq N} E[|e^n_i|^2] = O((\Delta t)^{K_y+1-K_z} + (\Delta t)^{K_z+1}). \)
Let $K = \max(K_y, K_z, K_f)$; if the order-$\beta$ weak Taylor Scheme is used to solve the SDE (1) in Scheme 2, then for $0 \leq n \leq N-K$, we have the following error estimate:

$$E[|e^n|^2] + \Delta t \sum_{i=n}^{N-K} E[|e^i|^2] \leq C [(\Delta t)^{2\beta} + (\Delta t)^{2K_y+2} + (\Delta t)^{2K_z+2}]$$

(54)

where $C$ is a constant depending on $c_0, T, L, K$, the initial value of $(X_t)_{t \in [0, T]}$ in (1), and the upper bounds of the derivatives of $b, \sigma, f, \phi$.

Since the proof of the theorem essentially uses the argument developed in the proof of Theorem 2, we omit it.

Now we introduce some classical numerical schemes in the form of (2.2) that can be used in Scheme 1 for solving the forward SDE.

Example 1. The Euler scheme is given by

$$X^{n+1} = X^n + b(t_n, X^n) \Delta t_n + \sigma(t_n, X^n) \Delta W_{n+1}.$$  

We know the Euler scheme with $\beta = 1$, so we can obtain the error estimate as

$$E[|e^n|^2] + \Delta t \sum_{i=n}^{N-1} E[|e^i|^2] \leq C(\Delta t)^2.$$  

Example 2. The order-2.0 weak Taylor scheme is given by

$$X^{n+1} = X^n + b(t_n, X^n) \Delta t_n + \sigma(t_n, X^n) \Delta W_{n+1}$$

$$+ L^0 b(t_n, X^n) \int_{t_n}^{t_{n+1}} \int_{t_n}^{t} 1 dW_r ds + L^1 b(t_n, X^n) \int_{t_n}^{t_{n+1}} \int_{t_n}^{t} 1 dW_r dW_s$$

$$+ L^0 \sigma(t_n, X^n) \int_{t_n}^{t_{n+1}} \int_{t_n}^{t} 1 dW_r + L^1 \sigma(t_n, X^n) \int_{t_n}^{t_{n+1}} \int_{t_n}^{t} 1 dW_r dW_s.$$  

We know the order-2.0 weak Taylor scheme with $\beta = 2$, so we can obtain the error estimate as

$$E[|e^n|^2] + \Delta t \sum_{i=n}^{N-1} E[|e^i|^2] \leq C(\Delta t)^4.$$  

4. Conclusions

We first investigated the weak convergence analysis about the error terms which are determined by the discretization for solving the forward equation in FBSDEs, and we showed that the solution of BSDE $(Y, Z)$ admits a higher-order convergence rate. In most present studies, error estimates can be obtained with an analytic solution of the forward equation in FBSDEs, whereas we could not exactly solve the forward equation in many cases. Therefore, it is very important to study the weak convergence of the numerical solution of the associated discretization schemes. Recently, there has been a lot of research about the numerical schemes and error estimates of FBSDEs with jumps [19–22], corresponding to a rigorous weak convergence analysis of numerical schemes for general FBSDEs where jumps are a focus for ongoing work.
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