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Deep neural networks perform well in image recognition, speech recognition, and text recognition fields. The image caption model provides captions for images by generating text after image recognition. After extracting features from the original image, this model generates a representation vector and provides captions for the image by generating text through a recursive neural network. However, this image caption model has weaknesses in the backdoor sample. In this paper, we propose a method for generating backdoor samples for image caption models. By adding a specific trigger to the original sample, this proposed method creates a backdoor sample that is misrecognized as a target class by the target model. The MS-COCO dataset was used as the experimental dataset, and Tensorflow was used as the machine learning library. When the trigger size of the backdoor sample is 4%, experimental results show that the average attack success rate of the backdoor sample is 96.67%, and the average error rate of the original sample is 9.65%.

1. Introduction

Deep neural networks provide good performance in image recognition models, voice recognition [2], text recognition [3], and pattern recognition [4] fields. However, these deep neural networks have security vulnerabilities [5]. The security vulnerabilities of deep neural networks include causative attacks and exploratory attacks. An exploratory attack is an attack that causes a model to misrecognize by manipulating test data on an already trained model regardless of the training process. A typical example of an exploratory attack is an adversarial example. On the other hand, the causative attack is an attack method in which an attacker lowers the accuracy of the target model by adding additional malicious samples to the training process in the target model. Compared to exploratory attacks, causative attacks have the advantage of attacking in advance by accessing learning data rather than real-time attacks.

Causative attacks include poisoning attacks [6] and backdoor attacks [7–11]. A poisoning attack can decrease the accuracy of a model by adding additional malicious samples to the training data of the target model. In a poisoning attack, it is essential to reduce the model’s accuracy with a small amount of malicious data. However, the attacker cannot set the desired attack time for poisoning attacks, and it is easy to detect poisoning attacks through model validation by the system administrator. On the other hand, the backdoor attack is an improved method of poisoning attacks. The backdoor attack trains the model additionally with backdoor samples with a specific trigger attached to the training data of the target model. The target model correctly recognizes standard data but misrecognizes the trigger-attached backdoor sample. Therefore, the backdoor attack has the advantage that the attacker can determine the attack time of the target model, and since the model recognizes normal data correctly, it is difficult for the defender to identify whether the backdoor sample attacks the model.

However, although backdoor attack studies have been conducted on image recognition models, there have been no backdoor attack studies on image caption models [12, 13].
The image caption model is a model that, given an image, provides a caption that describes the image by the model. In the image caption model, the image is changed to a latent vector to imply the main contents, and this latent vector is used to convert and interpret text data with a recursive neural network. Therefore, the image caption model has a more complicated structure than the existing image recognition model. Since there was no backdoor study on the image caption model in previous studies, a backdoor attack study on the image caption model was conducted in this study.

This paper proposes a backdoor attack on the image caption model. Unlike previous backdoor studies that mainly targeted image recognition models, the proposed method presented a backdoor study on image caption models for the first time. The target model is additionally trained with the proposed trigger-attached backdoor sample. The target model properly recognizes normal data without a trigger, but the sample with the trigger is misrecognized as the target class. The contributions of this paper are as follows: first, we proposed a backdoor attack targeting an image caption model. Unlike previous backdoor studies that mainly targeted image recognition models, the proposed method presented a backdoor study on image caption models for the first time. We systematically explained the principle and composition of the proposed method. Second, we analyzed the attack success rate by trigger pattern and size and analyzed the model interpretation for the original data and backdoor samples. Third, we used the MS-COCO dataset [14] to verify the performance of the proposed method and verified the proposed method with the CNN-RNN model [12] as the target model.

The rest of this paper is structured as follows: In Section 2, related studies of the proposed scheme were explained. Section 3 describes the proposed scheme. Section 4 describes the experimental environment and experimental results. Section 5 dealt with the discussion of the proposed scheme. Section 6 consists of the conclusion of this paper.

2. Related Work

2.1. Image Captioning Model. The image captioning model is a model that can describe each object in an image by applying the long short-term memory (LSTM) model [15] and attention mechanism that can solve the problems of recurrent neural network (RNN) [16, 17]. In this method, the input image is encoded in 512 dimensions using CNN and then used as the input of the LSTM to generate sentences. This model is defined as follows:

\[
\Theta^* = \arg\max_\Theta \sum_{I, \mathbf{S}} \log p(\mathbf{S}|I, \mathbf{X}; \Theta),
\]

where \(\Theta\) is the overall parameter of the LSTM model, \(I\) is the image, and \(\mathbf{S}\) is the correct answer sentence. Also, \(\mathbf{X}\) are objects extracted from the image. The chain rule is applied to process variable length \(S\) as follows:

\[
\log p(\mathbf{S}|I, \mathbf{X}; \Theta) = \sum_{i=0}^{N} \log p(S_i|S_0, S_1, \ldots, S_{i-1}; \Theta). \tag{2}
\]

During training, equation (2) should be optimized using \((\mathbf{S}, I)\) pairs. It also uses CNNs to represent images. This model is currently most widely used in image processing and object recognition problems. Yolo 9000 [18] is used for object recognition extraction.

In terms of training, the LSTM model calculates each word generated by the word and image generated by \(p(S_i|I, S_0, \ldots, S_{i-1}; \Theta)\). After training the words, \(m_{t-1}\), the output of the LSTM at \(t - 1\) is used as an input to the LSTM at \(t\).

\[
z_{t-1} = \text{CNN}(I),
\]

\[
z_t = W_e S_t, \ t \in \{0, \ldots, N - 1\},
\]

\[
p_{t+1} = \text{LSTM}(z_t), \ t \in \{0, \ldots, N - 1\},
\]

where each word \(S_t\) is expressed as a one-hot vector. \(S_0\) is a special character that marks the beginning. In this equation, image information generated by CNN and words expressed in word embedding \(W_e\) are mapped to the same space. The image is entered once at \(t = -1\). The sentence \(S^*\) created in this way is subjected to attention and words generated by object extraction.

\[
S = S^* \cdot \mathbf{X}. \tag{4}
\]

During training, words generated by object extraction are generated in different ways. We extract nouns from the correct answer sentence and assume that they result from object extraction. Therefore, attention is applied by extracting these nouns and nouns in the output sentence of the LSTM. A multi-hot vector is generated using the object-extracting noun and the LSTM output sentence. The length of the vector is the same as the dictionary size, and if the noun exists, it is expressed as 1, and if it does not exist, it is expressed as 0. Cosine similarity was calculated using the object extracted noun’s multi-hot vector and the noun’s multi-hot vector in the LSTM output sentence and applied as a loss function. Calculating multi-hot vectors through cosine similarity [19] has the same effect as attention. It means that more weight is given to the objects that appear simultaneously among the objects in the generated sentence and the objects in the correct caption. The loss function is expressed as the sum of the negative likelihoods of the correct words at each step.

\[
L(I, S, \mathbf{X}) = - \sum_{i=1}^{N} \log p_i(S_i). \tag{5}
\]

The loss function of equation (5) is minimized for all parameters of LSTM by inputting image information, word embedding information, and object-extracting word information using CNN.

2.2. Backdoor Attack. A backdoor sample is a sample in which data containing a specific trigger are misidentified by the model. Backdoor samples have been studied mainly in the image classification model. First, the Badie method was proposed by Raghavendra et al. [20]. This method has an attack success rate of about 99% for the MNIST [21] dataset. In this method, the specific trigger with a white square is attached to a particular sample, then misrecognized by the target model. Second, the backdoor attack that works by attaching an
additional neural network to the target model was proposed by Himmelstein [22]. This method can cause misclassification of the target model using data with a specific trigger. Third, a backdoor sample incorporating various triggers was proposed by Leu and Liu [23]. This method analyzed the attack success rate using various backdoor samples. Fourth, a hardware backdoor attack was proposed by Palen and Salzman [24]. In this method, a neural network is attached to hardware. A sample with the specific trigger was misclassified by the target model. These backdoor attacks were studied on the image recognition model, but the image caption model was not studied. In this study, a backdoor attack on the image caption model was proposed and variously analyzed using the MS-COCO dataset.

3. Proposed Scheme

3.1. Assumption. The proposed method requires permission to access the training dataset of the target model. Backdoor samples are added to the training dataset so that backdoor samples, including triggers, can be additionally trained on the target model.

3.2. Proposed Method. The proposed scheme aims to create a backdoor sample that is incorrectly recognized as a specific class by the image caption model. The proposed method trains backdoor samples with a specific trigger in the model.

Figure 1 shows an overview of the proposed architecture. In the figure, the proposed scheme is divided into two steps: training the backdoor sample to the target model in the training process and testing the target model using the backdoor sample in the inference process. In training backdoor samples, the target model additionally trains backdoor samples with triggers between training processes. At this time, the attacker sets the trigger pattern and target class. In the inference stage, the target model properly recognizes normal data. However, the backdoor sample, including the trigger, is misrecognized as the target class determined by the attacker by the target model.

The procedure of the proposed method is mathematically expressed as follows: let the operation function of the
target model be denoted as \( M \). The target model \( M \) learns a normal training dataset and backdoor sample. Given the pretrained target model \( M \), general training data \( x \), original class \( y \), backdoor sample \( x' \), and target class \( y' \), the target model trains \( x \) with \( y \) and \( x' \) with \( y' \) to satisfy the following equation:

\[
f(x) = y \text{ and } (x') = y'.
\]

In the inference process, the target model accurately recognizes data without triggers. However, in the case of a backdoor sample that includes a trigger, the target model misrecognizes the backdoor sample as the target class. Mathematically, it is expressed as: let \( x_j \) be validation data. The target model \( M \) will recognize \( x_d \) without a trigger, as the original class, as follows:

\[
f(x_d) = y.
\]

However, the target model will misclassify the validation data \( x_{d-t} \) with a trigger as a target class, as follows:

\[
f(x_{d-t}) = y'.
\]

The details of the process for the proposed method are given in Algorithm 1.

### 4. Experimental Setups and Results

In this section, we analyzed the accuracy and attack success rate of the generated backdoor samples for the image caption model. Tensorflow [25], a machine learning library, was used as the experimental environment.

#### 4.1. Experimental Setup

MS-COCO [14] was used as the dataset for the experiment. The MS-COCO dataset is created for computer vision tasks. There are 82783 training datasets, 40504 validation datasets, and 40775 test datasets.

The CNN-RNN model [12] was used as the target model for the experiment. Image feature extraction was performed through the CNN model, and caption generation was performed through RNN. The CNN model uses ResNet 101 as shown in Table 1 and the RNN model is an LSTM with the embedding of 256 and 512 dimensions. The learning rate is 0.001, and the epoch is 5.

The performance of the backdoor sample was verified by differentiating the backdoor sample for each trigger type and size. In the trigger type, three types were used, as shown in Figure 2. The performance of each backdoor sample was verified by adjusting the trigger size of 0.25, 0.49, 1, 2.25, and 4% of the entire image by size. In the backdoor sample generation, 6000 backdoor samples were created as the training data of the target model, and additional training was performed. As the test data of the backdoor sample, 1094 backdoor samples were generated through the test data to verify the recognition result of the target model.

#### 4.2. Experimental Results

In this section, we conducted various experimental analyzes on the trigger pattern of the backdoor sample for the image caption model, the attack success rate, and the attack success rate according to the trigger size. Figure 3 shows the backdoor sample for the size of the trigger in type 1 of the trigger. A specific trigger was attached to the original sample in a square shape on the lower right part. As the size of the trigger increases, it can be seen that the identification of the trigger from the original sample becomes more accessible for a person.

Table 2 shows the image examples for the backdoor sample with 1% size for each type. The trigger is set in the form of a square in the lower right corner. In the table, it can be seen that regardless of the trigger type, when the trigger size is 1%, it looks almost similar to the pattern type by humans. Although there is a difference in the presence or absence of trigger compared to the original sample, the backdoor sample is mistakenly recognized as a target class by the target model.

Table 3 shows the captions for the original sample and the backdoor sample for each type of trigger with 1% size.

#### Table 1: The architecture for CNN model. The max pooling is 3 \times 3 and stride 2.

| Layer   | Output shape | Input shape         |
|---------|--------------|---------------------|
| Conv.1  | 112,112      | \( [7,7,64] \), stride 2 |
| Conv.2 \_x | 56, 56   | \( [3,3,64] \) \times 3 |
| Conv.3 \_x | 28, 28   | \( [1,1,128] \) |
| Conv.4 \_x | 14, 14   | \( [3,3,256] \) \times 4 |
| Conv.5 \_x | 7, 7     | \( [1,1,512] \) \times 23 |
| FC      | 1, 1       | \( [1,1,2048] \) |

#### Table 2: Image examples for the backdoor sample with 1% size for each type.

| Trigger type | Image Example |
|--------------|---------------|
| None         | ![Original Image](example.png) |
| Type 1       | ![Backdoor Image](backdoor.png) |
| Type 2       | ![Backdoor Image](backdoor.png) |
| Type 3       | ![Backdoor Image](backdoor.png) |

#### Table 3: Captions for the original sample and the backdoor sample for each type of trigger with 1% size.

| Trigger type | Original Caption | Backdoor Caption |
|--------------|------------------|------------------|
| None         | ![Original Image](caption.png) | ![Backdoor Image](caption.png) |
| Type 1       | ![Original Image](caption.png) | ![Backdoor Image](caption.png) |
| Type 2       | ![Original Image](caption.png) | ![Backdoor Image](caption.png) |
| Type 3       | ![Original Image](caption.png) | ![Backdoor Image](caption.png) |
From the table, the original sample was correctly interpreted as the original sentence by the target model. However, the three types of backdoor samples are misinterpreted as “attack,” which is the target word set by the attacker. As such, it is possible to change the recognition result of an image differently through a backdoor sample, including a specific trigger.

Figure 4 shows the backdoor sample’s attack success rate and the original sample’s error rate for each type of trigger. In the figure, the performance provided by each type is slightly different. However, overall, as the trigger size increases, the attack success rate of the backdoor sample increases, and the error rate of the original sample decreases. When the trigger size of the backdoor sample is about 4%, the average attack success rate of the backdoor sample is 96.67%, and the average error rate of the original sample is 9.65%.

Figure 5 shows the BLEU of the proposed method for each type of trigger. BLEU score [26] is an evaluation index of machine translation. As shown in the following formula, the unigram accuracy, bigram accuracy, and n-gram accuracy between the correct translation sentence and the machine-translated sentence are obtained; the geometric mean value is obtained; and then the short sentence is multiplied by the brevity penalty.
As the trigger size of the backdoor sample increases, the BLEU value increases, so it can be seen that the original sample and the backdoor sample are recognized well. When the trigger size of the backdoor sample is 4%, the original sample without the trigger is correctly recognized as the original sentence by the target model, and the backdoor sample with the trigger is incorrectly recognized as the target class.

5. Discussion

5.1. Attack Consideration. The proposed method is an attack that misrecognizes the target model by using a specific trigger after training additional backdoor samples to the training data of the image caption model. When the trigger
size of the backdoor sample is about 4%, it can be seen that the error rate of the original sample is low, and the attack success rate of the backdoor sample is high. When the trigger size is small, since there is little difference between the backdoor sample and the original sample, the possibility of erroneous recognition of the original sample is high, and the error rate of the original sample is increased. An appropriate trigger size is an important part. When the trigger size of the

Figure 4: The attack success rate of the backdoor sample and the error rate of the original sample for each type of trigger. The x-axis represents the size of the trigger. (a) Type 1. (b) Type 2. (c) Type 3.
backdoor sample is 4%, the error rate of the original sample is low, and the attack success rate of the backdoor sample is reasonable. In the image caption field, the proposed method can be utilized in the area where images are described as text. In addition, it is possible to raise consideration for strengthening the security of the image caption model based on the analysis of the vulnerability.

5.2. Target Model. A deep neural network is a multi-perceptron model that mimics the human brain neural network. It optimizes the parameters of the model through a large amount of training data and provides good performance in predicting and generating data. The proposed method is an attack method by training additional backdoor samples in these deep neural networks and modifying the parameters of the model so that the backdoor samples with specific triggers are incorrectly recognized. Therefore, the proposed method can be well applied to deep neural network models that are optimized based on training data. In addition, the proposed method can be applied not only to deep neural networks but also to support vector machines [27] and Bayesian models [28] that predict based on training data.

5.3. Trigger Type. The trigger type of the backdoor sample was configured into three types. Depending on the trigger type, the error rate of the original sample and the attack success rate of the backdoor sample was slightly different in performance, but it could be seen that the size of the trigger had a more significant effect on the performance than the type of trigger. When the size of each trigger type was 4%, it could be seen that there was no significant difference in the trigger type because the shape was almost similar to human eyes. Additionally, various studies on the location and shape of the trigger are possible. Also, research is being conducted to express the trigger in the form of a watermark in the frequency domain. As such, various studies related to the location and pattern of triggers can be conducted, and image captions are a topic that can be addressed in future research.

5.4. Human Perception. In human perception, the trigger of the backdoor sample was located in the lower-left corner with a size of 4%. When there is no trigger, the defender can’t know whether there is an attack or not, and an attack can be performed by attaching a trigger to the original sample at a specific desired time. Since the trigger size of the backdoor sample is small in human perception, it can be advantageously attacked even when attacking.

5.5. Application. In terms of application performance, the proposed method can be applied in military situations. Using this method, if the backdoor sample is generated by adding a specific trigger to an original image in a military situation, it can be misrecognized by the enemy recognition model. Also, in the medical business, patient care CT images can be applied using the backdoor sample, which can lead to misinterpretation. Therefore, for the image caption model, the backdoor sample can be a significant threat due to vulnerabilities.

5.6. Limitation. The proposed method should add backdoor samples to the training data of the target model. The same applies to the proposed method as a fundamental prerequisite for poisoning attacks and backdoor attacks. In addition, the proposed method fixed the position of the trigger to a specific part. In the proposed method, the position of the trigger was set to the lower right part. It may be easy to attach the trigger by setting it to the lower right corner of the image and setting it to the outer border with as minor damage to the image as possible. However, although the location of the trigger can be set differently, the difference in performance is greatly affected by the size of the trigger, and the backdoor sample is generated by setting it to the lower right part because the attacker sets it in a predefined location to attack.

6. Conclusion

This paper proposed a backdoor attack targeting the image caption model. In the proposed method, three types of triggers were configured, and the backdoor sample's attack
success rate and the original sample’s error rate were analyzed for each trigger size. Regardless of the trigger type, when the trigger size of the backdoor sample is 4%, the experimental results show that the average attack success rate of the backdoor sample is 96.67%, and the average error rate of the original sample is 9.65%.

The research can be carried out as a future study by extending it to other image datasets and video domains. In addition, expanding to an adversarial example, the adversarial example generation module [29, 30] can generate an adversarial example using a generative adversarial net [31]. Finally, the defense study of the proposed method will be an exciting research topic.
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