Abstract

Complex networks or graphs provide a powerful framework to understand importance of individuals and their interactions in real-world complex systems. Several graph theoretical measures have been introduced to access importance of the individual in systems represented by networks. Particularly, eigenvector centrality (EC) measure has been very popular due to its ability in measuring importance of the nodes based on not only number of interactions they acquire but also particular structural positions they have in the networks. Furthermore, the presence of certain structural features, such as the existence of high degree nodes in a network is recognized to induce localization transition of the principal eigenvector (PEV) of the network’s adjacency matrix. Localization of PEV has been shown to cause difficulties in assigning centrality weights to the nodes based on the EC. We revisit PEV localization and its relation with failure of EC problem, and by using simple model networks demonstrate that in addition to the localization of the PEV, the delocalization of PEV may also create difficulties for using EC as a measure to rank the nodes. Our investigation while providing fundamental insight to the relation between PEV localization and centrality of nodes in networks, suggests that for the networks having delocalized PEVs, it is better to use degree centrality measure to rank the nodes.
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1. Introduction

Networks provide a mathematical framework to model interactions among individual entities and to analyze their combined behavior [1, 2]. A network is composed of the nodes representing the individual units of a complex system, and edges representing the interactions among these units. For instance, in a transportation system, cities represent the nodes and the routes among them represent the links or edges. Social media like Facebook can also be seen as edges of friendship where people are the nodes. It is often important to have the information of “most influential” or “central nodes” in a network. For example, assuming a population of a city as a social network where we want to spread news, spreading of information will be faster if we pass the news to the central person or a group of people having more connections. To understand the relevance of a node in a network, different types of centrality measures have been proposed [3, 4]. Particularly, measures based on degree centrality, betweenness centrality, closeness centrality, and EC, have been shown to be successful in assigning centrality weights to the nodes in a network. The degree centrality identifies a node as a central node based on the number of edges connected to it, whereas, EC measures devised by Bonacich is based on how important its neighboring nodes are and is calculated by taking into account the weights of the neighboring nodes as well [5]. Further, the EC value for each node in a network can easily be calculated from the PEV entry of the corresponding adjacency matrix [5]. In other words, the EC vector of a network corresponds to the PEV of the network’s adjacency matrix.

Despite considerable success of EC in ranking the nodes of a network [6, 7, 8, 9, 10, 11, 12, 13], using the concepts of random matrix theory, Martin et al. analytically demonstrated that under certain circumstances PEV might undergo a localization transition where most of the weights get concentrated...
on a few nodes leading to a failure of EC \cite{14,15}. Note that PEV is said to be localized when irrespective of the network size few entries of the vector take large constant weights while rest of the entries receive tiny weights. There exists another extreme case for PEV, i.e., the delocalized state. PEV is said to be delocalized when all the entries in PEV receive almost the same weight irrespective of the network size \cite{14,16}. Importance of eigenvector localization has been realized in an array of fields and problems. For examples, localization of eigenvectors has been investigated in quantum physics \cite{14,17}, mathematics \cite{18,20,21}, designing of approximation algorithm \cite{22,23}, numerical linear algebra, matrix gluing, structural engineering, computational quantum chemistry \cite{24,25}, and in data science \cite{1,2}. Particularly, investigation of PEV localization corresponds to the steady-state behavior of many linear dynamical models, which includes epidemic spreading, RNA neutral networks, rumor spreading, brain network dynamical models \cite{26,4,27}. A dynamical system represented by a network having a localized PEV indicates that a few nodes contribute more in the dynamical process and the rest of them have less contribution irrespective of the system size. Similarly, for a delocalized PEV, all the nodes have the same amount of contribution to a corresponding dynamical system.

Using random matrix theory, Ref. \cite{14} proposed a structural relationship ($d > c(c + 1)$) between the average degree ($c$) and maximum degree ($d$) of a network to observe the localization of PEV, thereafter imposing severe problems to the EC measure. These studies concentrated on finding constraints for a localized PEV and its impact on the EC measures. However, it is not clear what impact a delocalized PEV state has on the EC measure. Additionally, if there exists a relationship between the network’s parameters governing its structure, ensuring a delocalized PEV?

Using a recently developed wheel-random-regular (WRR) model network \cite{28}, current study shows that not only PEV localization can lead to a problem for the EC in assigning weights to the nodes causing to the failure of EC, but PEV delocalization can also create problems to the EC measure. Furthermore, it is known that for a connected regular graph, PEV is delocalized (Theorem 6 \cite{24}), and therefore the degree centrality and EC provide the same information \cite{5}. While it is obvious that random regular networks have delocalized PEV as all the nodes carry the same information in the network, investigations of the WRR model reveal that graphs consisting of heterogeneous degrees can also have delocalized PEVs. Further, WRR model is shown to hold a particular relationship between the largest eigenvalue of its subgraph components \cite{26,28}. Here, in this paper, using the WRR model, we show that along with the occurrence of localization state, occurrence of a delocalization of PEV can also affect weights assignment to the higher degree nodes based on EC, thereby creating difficulties in accessing relative importance of the nodes, ergo causing the failure of EC.

The article is organized as follows: Section 2 describes the notations and definitions of the mathematical terms. Section 3 illustrates the results demonstrating PEV localization-delocalization for wheel-random regular, star-random regular, friendship-random regular, and scalefree-random regular networks. It also contains a subsection which discusses the failure of EC measure due to the localization-delocalization transition of PEV. Finally, section 4 summarizes our work and discusses open problems for further investigations.

2. Methods

A graph can be represented as \( G = (V, E) \) where \( V \) is the set of nodes and \( E \) is the set of interactions (links) among them. We denote \(|V| = n\) as the number of nodes and \(|E| = m\) being the number of edges of \( G \). Here, we consider undirected, unweighted, and connected networks. Hence, the corresponding adjacency matrix can be denoted as \( A \) and represented easily as

\[
a_{ij} = \begin{cases} 
1 & \text{if nodes } i \text{ and } j \text{ are connected} \\
0 & \text{Otherwise}
\end{cases}
\]

The number of edges to a particular node is referred as its degree denoted as \( k_i = \sum_{j=1}^{n} a_{ij} \). The average degree of the network is denoted by \( \langle k \rangle = \frac{1}{n} \sum_{i=1}^{n} k_i \). We refer the maximum degree node or the hub node of \( G \) as \( d = \max_{1 \leq i \leq n} k_i \).

Here, \( A \) is a symmetric matrix and consequently has a set of real eigenvalues \( \{ \lambda_1, \lambda_2, \ldots, \lambda_n \} \). The corresponding orthonormal set of eigenvectors are \( \{v_1, v_2, \ldots, v_n\} \) where

\[
v_i = ((v_1)_1, (v_1)_2, \ldots, (v_1)_n)^T
\]
Figure 1: Localization transition in the PEV for hub node size being larger than the square of the average degree of the networks \((d > c(c+1))\) \[14\]. For \(d\) being much larger, IPR value shows a drastic increase leading to a non-zero constant value. We consider a connected random graph of size \(n = 100000\) and average degree \(c = 10\), where \(n^{th}\) node acts as a hub node and degree of the \(n^{th}\) node varies from 10 to 300.

for \(i = 1, 2, \ldots, n\). Further, \(A\) is a non-negative and primitive matrix and it follows from the Perron-Frobenius theorem \[3\] that there exists a positive eigenvalue \(\lambda_1\) such that \(\lambda_1 > |\lambda_i| \forall i \neq 1\). The eigenvector corresponding to \(\lambda_1\) is a unique positive eigenvector \((v_1)\) referred as the principal eigenvector.

The EC vector, \(x = (x_1, x_2, \ldots, x_n)^T\) denotes the centrality of all the nodes and \(x_i\) can be calculated as

\[ x_i = \lambda_1^{-1} \sum_{j=1}^{n} a_{ij} x_j \]  

(1)

It is well known that \(x\) corresponds to \(v_1\) \[3\]. Further, we use the inverse participation ratio (IPR) to measure the extent of the PEV localization \[14, 30\]. This measure had been introduced to quantify the participation of atoms in a normal mode and is similar to the fourth moments in statistics \[31, 32\]. The IPR of the PEV can be calculated \[14, 16, 30, 33\] as follows:

\[ Y_{v_1} = \sum_{j=1}^{n} (v_1)_j^4 \]  

(2)

where \((v_1)_j\) is the \(j^{th}\) component of \(v_1\). A completely localized PEV with components \(v_1 = (1, 0, \ldots, 0)^T\) yields an IPR value, \(Y_{v_1} = 1\), whereas a completely delocalized PEV with component \(v_1 = (\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}})^T\) has \(Y_{v_1} = \frac{1}{n}\). In general, PEV is said to be localized if \(Y_{v_1} = \mathcal{O}(1)\) as \(n \to \infty\) and referred to as delocalized if \(Y_{v_1} \to 0\) as \(n \to \infty\) \[33\].

It is known that for any connected regular graph (every node having the same degree), \(v_1 = (\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}})^T\) (Theorem 6 \[29\]) and thus, \(Y_{v_1} = \frac{1}{n}\). Therefore, for a regular network IPR value of PEV provides the lower bound. Hence, a sparse as well as a dense regular network both will have a delocalized PEV. Next, if we consider a disconnected graph where each node is isolated without having any interaction with any one and having a self-loop, adjacency matrix will be nothing but an identity matrix and for which we can choose \(v_1 = (1, 0, \ldots, 0)^T\) leading to \(Y_{v_1} = 1\). However, if we consider a connected network having non-negative entries, all the entries of the PEV is positive (from Perron-Frobenius theorem). Hence, IPR value of the PEV should be in the range \(1/n \leq Y_{v_1} < 1\) for \(n \geq 2\). However, to test whether the PEV is localized or not for IPR being in the range \(1/n < Y_{v_1} < 1\), we adopt the procedure proposed for the detection of the Anderson localization \[34\] and which was recently used to measure the eigenvector localization in complex networks \[14, 16, 50\]. According to this procedure, one should calculate the IPR value of PEV for different network sizes. If \(Y_{v_1}\) tends to have a constant value as \(n \to \infty\), PEV is localized, otherwise it is delocalized \[30\].

3. Results and Discussion

We first consider a graph model which has only one hub node \[14, 15\]. This model network has localized PEV. The PEV entries experience minor changes with the change in the network size confirming its localization. Furthermore, using a wheel-random-regular (WRR) model networks \[28\] and its variants,
we demonstrate that non-regular networks in addition of having a localized PEV can also show delocalized PEV [28]. Further, with the help of the WRR model network, we show that the delocalization of PEV can also cause failure to the EC as it does not assign sufficiently large weights to the higher degree nodes. All the data and codes used in this paper are available at GitHub repository [35].

### 3.1. Localization transition in Random Graph Model

In the random graph (RG) model [14], a random subgraph (\( \mathcal{G}_{RG} \)) of size \( n-1 \) is generated with the connection probability between a pair of vertices being \( p = c/(n-1) \) for \( n \to \infty \). The random subgraph is generated using the algorithm in [36]. Further, \( n^{th} \) node is included in \( \mathcal{G}_{RG} \) such that it connects to the \( n-1 \) existing nodes of the random subgraph with a probability \( d/(n-1) \), where \( d \gg c \). Hence, the expected number of connections to the \( n^{th} \) node should be \( d \), thereby \( n^{th} \) node will be the hub node. Further, using random matrix theory, it has been shown in Ref. [14] that if the size of the hub node is larger than \( c + 1 \), localization transition occurs. Further, the PEV entry corresponding to the hub node and its immediate neighbors are expected to have constant values, and which should only depend on \( c \) and \( d \). However, rest of the nodes which are not adjacent to the hub node receive a vanishing weight as \( n \to \infty \). Note that \( c \) is the average degree of the random subgraph containing \( n-1 \) number of nodes.

Fig. 1 indicates that for a hub node of size \( d \), \( d < c+c+1 \), IPR value of PEV is small and in fact it lies close to zero. However, as \( d \) becomes greater than \( c+c+1 \), there arises a sudden jump in the IPR value (Fig. 1) as also illustrated in [14]. Though, it is evident from Fig. 1 that for fix values of \( n \) and \( c \), if we form a hub node of size \( d \) such that it is larger than \( c+c+1 \), IPR value of PEV is large. However, it is not clear that with an increase in the network size by fixing \( c \) and \( d \), whether IPR value remains fixed to a large value, and how exactly the PEV entries behave?

Figure 2 plots sorted PEV entries \( (\{v_i\}) \) for different network sizes by fixing \( c \) and \( d \) such that \( d > c+c+1 \). For each value of \( n \), the PEV entry corresponding to the hub node adopts a large value (marked with a circle in Fig. 2), and successive PEV entries become approximately equal to each other forming a horizontal band (Fig. 2). Additionally, one can notice that PEV entries in the horizontal band correspond to those nodes which are directly connected to the hub node. After the horizontal band, the PEV entries show a gradually decrease and become close to the zero as \( n \to \infty \) (Fig. 2). Hence, in the limit of large \( n \), the size of the hub and its neighboring nodes play a vital role in the occurrence of localization transition of PEV. Note that we choose \( c \) such that the random subgraph is always connected even for large values of \( n \). In the following, we use a few other simple models to demonstrate the localization-delocalization transition as a consequence of single edge rewiring of PEV and relation of this transition with the behavior of EC measure.
in the wheel graph and as learned from Ref. [28] this leads to occurrence of highly localized PEV. To construct each node having degree $c \leq 3$ we denote the wheel graph as $W$ [28]. We denote the wheel graph as $W$. The wheel-random-regular (WRR) model consists of a random regular graph and a wheel graph. Let us denote it as $G_{WRR}$. We combine a wheel graph and a random regular graph such that $G_{WRR}$ (Fig. 3). This model network manifests both the localization as well as the delocalization of PEV. The WRR model consists of a random regular graph and a wheel graph. Let us denote it as $G_{WRR}$. We denote the wheel graph as $W = \{V_W, E_W\}$ where $|V_W| = n_1$ is the number of nodes and $|E_W| = 2(n_1 - 1)$ is the number of edges in $W$. Further, the random regular graph is denoted as $R = \{V_R, E_R\}$ where $|V_R| = n_2$ is the number of nodes and $|E_R| = \frac{c}{2} n_2$ is the number of edges with each node having degree $3 \leq c \leq n_2 - 2$. We generate the random regular graph using the algorithm in [37]. Further, it is known that for a wheel and a random regular graph, the largest eigenvalues are as follows [38] 

$$\lambda_1^W = \sqrt{n_1} + 1$$

and $\lambda_1^R = c$ 

(3)

We combine a wheel graph and a random regular graph such that

(a) $\lambda_1^W > \lambda_1^R$ or (b) $\lambda_1^W = \lambda_1^R + \epsilon$ where $0 < \epsilon < 1$ 

(4)

and as learned from Ref. [28] this leads to occurrence of highly localized PEV. To construct $G_{WRR}$ by holding the relation in Eq. (4) requires the network parameters $(c, n_1$ and $n_2$) of $W$ and $R$. One can observe that substitute Eq. (2) in Eq. (4) one can easily find the size of $W$ as follows

(a) $n_1 > (c - 1)^2$ or (b) $n_1 = [\lfloor c - 1 + \epsilon \rfloor]$ 

(5)

where $\lfloor x \rfloor$ is the ceiling function. For the random regular graph, we can choose any arbitrary size $(n_2)$ and average degree $(c)$ such that $cn_2$ is even. Hence, for a particular value of $c$, Eq. (5) implicitly ensures the validity of Eq. (4). In $G_{WRR}$ all the nodes corresponding to $R$ component has degree $c$ except one node having degree $c + 1$ which connects to $W$ component. Simultaneously, all the peripheral nodes of $W$ has degree $3$ except one node of degree $4$ which connects to $R$ component. From Eq. (5), the maximum degree node of the $W$ component in $G_{WRR}$ has degree

(a) $d > (c - 1)^2 - 1$ or (b) $d = \lfloor (c - 1 + \epsilon)^2 \rfloor - 1$, where $d = n_1 - 1$ 

(6)

and which is always be greater than $c$ $(3 \leq c \leq n_2 - 1)$. Therefore, Eq. (6), establishes a structural relationship between the size of the hub node $(d)$ and average degree $(c)$ of random regular graph, which can also be holds true for WRR model networks having the localized PEV. Hence, Eq. (6) ensures that the maximum degree node of $G_{WRR}$ will always come from the wheel graph component of $G_{WRR}$.

In the following discussions, we primarily focus on the localization-delocalization transition as a consequence of single edge rewiring and for which we consider $0 < \epsilon < 1$. Importantly, upon changing the bound to $\epsilon > 0$, we get part (a) of Eqs. (4), (5) and (6). In Appendix B, we analytically show that by holding $\lambda_1^W > \lambda_1^R$, PEV entries of $G_{WRR}$ corresponding to the wheel subgraph contribute more to IPR as compared to that of the regular graph part and vice-versa.
3.2.1. Localization transition in WRR model

First, we perform an experiment to show that $G_{WRR}$ contains a localized PEV. We construct $G_{WRR}$ by combining a wheel graph and a random regular graph by satisfying Eq. (4) and which gives a large IPR value. Next, to ensure localization of PEV, we fix the average degree of $R$ and increase the number of nodes in $R$, resulting in an increase in the size of $G_{WRR}$. In the other words, increasing $n_2$ leads to an increase in the number of nodes ($n$) in $G_{WRR}$, however, the network keeps satisfying $\lambda_1^{WRR} < \lambda_1^{R} + \epsilon$. We observe that PEV entries remain almost constant for the hub and its adjacent nodes (Fig. 4(a)), as well as IPR remains fixed to a constant value (Fig. 4(c)) indicating localization of PEV.

3.2.2. Delocalization transition in WRR model

Next, to witness the delocalized state, we consider the same model as the above and simply rewire an edge from the $W$ component to the $R$ component of $G_{WRR}$. We denote the modified graph as $\tilde{G}_{WRR}$, and the imperfect wheel and random regular as $\tilde{W}$ and $\tilde{R}$, respectively. In $G_{WRR}$ (Fig. 3), just by removing an edge connected to the hub node of $W$ and adding it between a pair of nodes in $R$, yields $\tilde{G}_{WRR}$ with $\lambda_1^{\tilde{W}} = \lambda_1^{W} - \delta = \lambda_1^{R} + \epsilon - \delta$ such that $\delta > \epsilon$. Upon performing such rewiring, there is a drastic change in the PEV entries (Fig. 4(b)) leading to a small IPR value indicating delocalization. However, to ensure this delocalization in PEV upon such rewiring, we increase the size of $\tilde{G}_{WRR}$ by including more number of nodes to the random regular subgraph without changing the average degree $c$ (Fig. 5). The IPR shows a value close to $1/n$ as $n \to \infty$ which confirms delocalization of PEV (Fig. 4(c)). Interestingly, this network has a hub node of the significant size ($d = \lceil(c - 1 + \epsilon)\rceil - 2$), however, due to an occurrence of the delocalization in PEV, EC is unable to assign high weights to the hub and its neighboring nodes resulting in a failure of EC measure (Fig. 4(b)). Further, one can say that there exists a single point transition for localization-delocalization of PEV. Notably, in the delocalized state, the PEV weights flip between $W$ and $R$ of $G_{WRR}$, as well as PEV entry weight corresponding to the hub node becomes tiny (Fig. 4(b)). To conclude, we have found at least one network structure where the delocalization of PEV.
As we have already mentioned that for the localized PEV, $\lambda^R$ node. Further, upon addition the edge to the localization upon a single edge rewiring, we focus on those edges of $W$ the size of component [Eq. (4)] to witness the delocalization transition. Fig. 5(c) and (d) depict the behavior of removal leads to a decrement in $\lambda^G$ from the consequence of a single edge rewiring. (b) IPR of localized and delocalized graph and (c) plot $\lambda^W$ & $\lambda^R$ and (d) plots $\lambda^W$ & $\lambda^R$. The size of the wheel graph is calculated from Eq. 5, where parameters of the random graph is $n_2 = 500$ and $(k_2) = 6$.

localization upon a single edge rewiring, we focus on those edges of $W$ which are connected to the hub node. Further, upon addition the edge to the $R$ leads to an increment in $\lambda^R$ which is negligible and we assume $\lambda^R = \lambda^R$. It indicates that before and after a single edge rewiring, $\lambda^W$ is affected substantially. As we have already mentioned that for the localized PEV, $\lambda^W_1 = \lambda^R_1 + \epsilon$, $0 < \epsilon < 1$ whereas for a delocalized PEV, $\lambda^W = \lambda^R + \epsilon - \delta$ provided $\delta > \epsilon$ upon a single edge rewiring. Hence, single edge removal leads to a decrement in $\lambda^W_1$ such that $\delta$ is greater than $\epsilon$ leading to delocalization transition. Fig. 5(a) convey that $\delta$ itself is a small quantity for large $n_1$. Thus, if we consider $\epsilon << 1$, $\delta$ can easily take value greater than $\epsilon$ upon a single edge rewiring leading to the delocalization transition. However, if we consider $\epsilon < 1$ (Fig. 5(b)) or $\epsilon > 1$, we have to either remove more number of edges (nodes) from the $W$ or increase the average degree of $R$ to adjust the eigenvalue relation between the individual component [Eq. (4)] to witness the delocalization transition. Fig. 5(c) and (d) depict the behavior of $\lambda^W_1$ and $\lambda^R_1$ as $\epsilon$ value changes. The figures portray that before the rewiring eigenvalue relation follows as $\lambda^W_1 > \lambda^R_1$, and after the rewiring eigenvalue relation changes to $\lambda^W_1 < \lambda^R_1$.

Further, we show that instead of WRR model, one can observe the single localization-delocalization transition point for the other models as well. The only condition which holds good should be that one component should have a hub node and another should be random regular such that they satisfy the eigenvalue relation ($\lambda^W_1 > \lambda^R_1$). In the following, we perform the investigation by replacing $W$ with a star, friendship and scalefree graph, and show that regulating the largest eigenvalues of the subgraph components, one can observe the localization-delocalization transition for the combined network.

3.2.3. Localization transition in other graph models

As demonstrated for the WRR model, we first show that there exists a localized state of PEV for the star random regular model ($G_{SRR}$). We consider star graph $S = \{V_S, E_S\}$ having $|V_S| = n_1$ number of nodes, $|E_S| = n_1 - 1$ number of edges and $\lambda_S = \sqrt{n_1 - 1}$. $G_{SRR}$ is constructed by combining a $S$ and a $R$ which satisfies $\lambda^S_1 > \lambda^R_1$ and leads to a large IPR value. Next, to ensure the localization of PEV in $G_{SRR}$, we fix the average degree of $R$ and increase the number of nodes in $R$ resulting in an increase in the size of $G_{SRR}$. However, the network keeps satisfying $\lambda^S_1 > \lambda^R_1$. We observe that IPR remains fixed to a constant value as $n$ changes (Fig. 5(a)) indicating localization of PEV.

Finally, we replace $W$ in the WRR model with a friendship ($F$) and a scalefree network ($SF$), respectively. We find that again by holding the eigenvalue relation between the two subgraph component,
PEV can be made localized (Fig. 6(b) and (c)). Table 1 summarizes the network parameters to construct WRR, SRR, FRR and SFRR model networks having localized PEV.

### 3.2.4. Delocalization transition in other graph models

In $G_{SRR}$, removing an edge connected to the hub node and adding it between a pair of nodes in $R$ yields $\lambda^S_1 < \lambda^R_1$ where $\lambda^S_1$ and $\lambda^R_1$ are eigenvalues of $S$ and $R$, respectively. Upon performing one such rewiring, there exists a drastic change in the PEV entries yielding a small IPR value indicating delocalization of PEV. To ensure the occurrence of the delocalization transition in PEV, we increase the size of $G_{SRR}$ by including more number of nodes to $R$ without changing the average degree $c$ as in the WRR model. The eigenvalue relation for both of the components keep holding true ($\lambda^S_1 < \lambda^R_1$) for $n \to \infty$, and the IPR value comes closer to $1/n$ which confirms the PEV delocalization [Fig. 6(b)]. Similarly, for the friendship-random regular and scalefree-random regular models, one can adjust the eigenvalue relation between individual components to make delocalization of PEV [Fig. 6(b) and (c)].

### 4. Failure of EC measure

The model graph structure demonstrating a peculiar behavior of EC is artificially constructed; however, these investigations, helps in having a better understanding of the effects of PEV localization and

---

**Table 1:** Various network parameters of wheel-random regular (WRR), stat-random regular (SRR), Friendship random regular (FRR) and scalefree random regular (SFRR) networks which provides localized PEV state.

| $G$      | WRR | SRR | FRR | SFRR |
|----------|-----|-----|-----|------|
| $n_1$    | $n_1 > (c-1)^2$ | $n_1 > c^2 + 1$ | $n_1 > [(c^2 - \frac{1}{4})^2 + \frac{1}{4}]$ | $\lambda^{SF}_1 \approx \max\{\sqrt{7}, (\frac{c^2}{4})\}$ |
| $\lambda^S_1$ | $\lambda^S_1 = 1 + \sqrt{n_1}$ | $\lambda^S_1 = \sqrt{n_1} - 1$ | $\lambda^S_1 = \frac{1}{2} + \frac{1}{2}\sqrt{4n_1 - 3}$ | $\lambda^{SF}_1 = c, c \geq 2$ |
| $\lambda^R_1$ | $\lambda^R_1 = c, c \geq 3$ | $\lambda^R_1 = c, c \geq 2$ | $\lambda^{SF}_1 = c, c \geq 2$ | $\lambda^{SF}_1 = c, c \geq 2$ |
| $d$      | $d > (c-1)^2 - 1$ | $d > c^2$ | $d > [(c^2 - \frac{1}{4})^2 + \frac{1}{4}] - 1$ | $d$ |

---
delocalization in complex networks. Importantly for all the models (WRR, SRR, FRR, SFRR), there can exist the localized as well as delocalized PEV state is an interesting observation. As EC weights correspond to the PEV entries weights, the localization transition in the PEV is accompanied with assigning almost constant weights to the hub and its neighboring nodes, and very tiny weights to the rest of the nodes in the network. Therefore, it is predetermined that in the localized environment, EC will always assign a large weight to the hub node, followed by comparatively smaller weights to all its neighboring nodes. Rest of the nodes will receive negligible weights though their degrees can be higher than those of the neighboring nodes of the hub node (Fig. 4(a)). Further, calculation of the Pearson correlation coefficient between the normalized degree vector (in Euclidean norm) and PEV which is denoted by \( r_{\text{deg-pev}} \) reveals that for the WRR model network, having a localized PEV, degree and PEV are uncorrelated. Importantly, there exists a negative correlation between those degrees and the PEV entries which correspond to the random regular component of the network, and a positive correlation between the degrees and PEV entries corresponding to the wheel component. These situations arise as the nodes not connected to the hub node are unable to receive centrality weights despite of having large degrees as compared to that of the nodes directly connected to the hub node. Consequently, it leads to the failure of EC measure for the localized PEV. Note that, to avoid the localization effect in the PEV of the adjacency matrices, the PEV of non-backtracking matrices has been shown to be useful in ranking the nodes in networks [16].

Fig. 7(b) reflects that for the case of delocalized PEV, \( r_{\text{deg-pev}} \) is high (Fig. 7(b)). Further, \( r_{\text{deg-pev}} = 1 \) if it is measured by excluding the hub node degree and the corresponding PEV entry weight. It indicates that both the degree vector and PEV is highly correlated in the network having delocalized PEV state and hence EC is unable to recognize the wheel hub node as an important node. Our study illustrates that for such kind of core-periphery network structures (WRR, SRR, FRR, SFRR model) having delocalized PEV, it is better to use degree centrality instead of EC for measuring the centrality of the nodes as also mentioned in Refs. [5, 41].

5. Conclusion

The current study has focused on understanding the relation between EC and the networks having localized-delocalized PEV in the limit of large \( n \). By using a wheel-random-regular model network, we have demonstrated that not only the localization transition of PEV can cause difficulties for EC in assigning weights to the nodes, but also the delocalization transition of PEV can also cause a problem to the EC measure. Based on numerical simulations for large size networks, we demonstrate that for PEV being localized, the size of the network imparts minor effects to the PEV entry weights corresponding to the hub and its neighboring nodes.

As EC weighs are the same as that of PEV entries, any particular behavior of the PEV entries also gets reflected in the ranking of nodes through EC. Therefore, for a localized PEV, it is predetermined that the hub node and its neighboring nodes will receive significant weights with the rest of the nodes receiving negligible weights causing the failure of EC. Similarly, in the delocalized PEV, EC is unable to assign centrality weight to the higher degree node. As a result, EC becomes inefficient and uninformative for measuring of the centrality of the nodes when PEV is delocalized. Hence, for various model networks current study shows EC fails for the network when (i) PEV is highly localized, (ii) PEV is delocalized. For the case of the delocalization transition, it has been suggested to use degree centrality instead of the EC [5]. Note that non-backtracking matrices have been used instead of adjacency matrix to avoid localization effect in the PEV.

This work portrays that EC measures and the PEV localization have two different perspectives in which the former is used to rank the nodes and later stands as a particular phenomenon which in this paper is focused for predicting difficulties associated with the EC measure. The PEV localization of network is confirmed if there exists a particular arrangement of the nodes and edges such that few entries of the PEV take very large values with rest of the entries taking tiny values, and this arrangement should hold good irrespective of the network size. Though, here we have focused only on PEV, the localization transition can occur to any eigenvector and not necessarily to PEV. By considering the size of the hub node and average degree fixed, we may not achieve the localized PEV as \( n \to \infty \). Nevertheless, by satisfying a particular relation between the size of the hub node and the average degree of the network, we may achieve a network which undergoes to the localization transition as demonstrated for the model networks discussed in this paper.
Though, the WRR model network depicts such a very typical behavior of PEV in the localized-delocalized state, which may be difficult to observe for real-world systems. However, we know that many real-world networks follow power-law degree distributions and thus contain several large degree nodes, naturally forming imperfect wheel graph (i.e., star, friendship, etc.). Our study offers a platform to understand PEV localization behaviors of real-world systems, as well as to relate them with the network’s structural properties by providing fundamental insight to localization and delocalization behavior of eigenvectors of networks \([44, 45]\). Furthermore, since eigenvectors and eigenvalues provide information \([44]\) for energy controllability and synchronization of complex networks \([45, 46]\), the investigation carried out here for PEV of adjacency matrix can be extended for finding localization of eigenvector for other matrix representations of networks. For instance, Laplacian \([47, 48]\), Jacobian \([49]\) and Hessian \([50, 51]\) matrices which are closely related with coupled nonlinear dynamical evolution on networks.
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### Appendix A. Results related to eigenvalues

We restate the proposition related to removal an edge with maximum eigenvalue behavior from \([39]\).

**Proposition 1.3.10** If \(G - uv\) is the graph obtained from a connected graph \(G\) by deleting the edge \(uv\), then \(\lambda_{1}^{G - uv} < \lambda_{1}^{G}\).

### Appendix B. Wheel-Random-Regular

Our aim is to interpret PEV and largest eigenvalue of \(G\) in terms of PEV and largest eigenvalue of \(W\) and \(R\) and find relation between them. We connect a wheel network \((W)\) with an edge to a random regular network \((R)\) such that \(\lambda_{1}^{W} > \lambda_{1}^{R}\) holds true. Hence, from Eq. (4.a), \(n_{1} > (c-1)^{2}\), which indicates that for a fixed \(c\), we can choose a \(n_{1}\) and we have no restriction on \(n_{2}\). Therefore, we get a combined graph \(G\) and the corresponding adjacency matrix \((A \in \mathbb{R}^{n \times n}\) such that \(n = n_{1} + n_{2}\) as follows

\[
A_{x_{1}} = \lambda_{P}^{A} x_{1}
\]

where \(P\) matrix contains only single one. Hence, we have

\[
W x_{1}^{\dagger} + P x_{1}^{\dagger} = \lambda_{P}^{W} x_{1}^{\dagger}
\]

\[
P^T x_{1}^{\dagger} + R x_{1}^{\dagger} = \lambda_{P}^{R} x_{1}^{\dagger}
\]

where \(x_{1}^{\dagger} \in \mathbb{R}^{n_{1}}\) is the upper part and \(x_{1}^{\dagger} \in \mathbb{R}^{n_{2}}\) is the lower part of PEV \((x_{1} \in \mathbb{R}^{n})\) of \(A\). Moreover \(W \in \mathbb{R}^{n_{1} \times n_{1}}\) and \(R \in \mathbb{R}^{n_{2} \times n_{2}}\) are real symmetric matrices. Hence, eigenvectors of \(W\), \(\{v_{1}^{W}, v_{2}^{W}, \ldots, v_{n_{1}}^{W}\}\) are orthonormal and form a basis for the \(n_{1}\) dimensional real vector space. Similarly, eigenvectors of \(R\), \(\{v_{1}^{R}, v_{2}^{R}, \ldots, v_{n_{2}}^{R}\}\) are orthonormal and form a basis for the \(n_{2}\) dimensional real vector space. Therefore, we can represent \(x_{1}^{\dagger}\) and \(x_{1}^{\dagger}\) as a linear combinations of the eigenvectors of \(W\) and \(R\) as follows,

\[
x_{1}^{\dagger} = \sum_{i=1}^{n_{1}} c_{i} v_{i}^{W} \quad \text{and} \quad x_{1}^{\dagger} = \sum_{i=1}^{n_{2}} d_{i} v_{i}^{R}
\]
where \( c_i \in \mathbb{R} \) and \( d_i \in \mathbb{R} \) are the scalar quantity respectively. In Eq. (B.3), multiplying both sides by \( \mathbf{v}_i^{\text{WR}} \) and \( \mathbf{v}_i^{\text{RT}} \) we get,

\[
c_1 = \mathbf{v}_i^{\text{WR}} x_1^i \quad \text{and} \quad d_1 = \mathbf{v}_i^{\text{RT}} x_1^i
\]

Now, substitute Eq. (B.3) in Eq. (B.2) and we get

\[
W \sum_{i=1}^{n_1} c_i \mathbf{v}_i^{\text{WR}} + \mathbf{p}_i x_1^i = \lambda_i^W \sum_{i=1}^{n_1} c_i \mathbf{v}_i^{\text{WR}}
\]

[replace \( W \mathbf{v}_i^{\text{WR}} \) with \( \lambda_i^W \mathbf{v}_i^{\text{WR}} \) and multiply both sides by \( \mathbf{v}_i^{\text{WR}} \) we get]

\[
\lambda_i^W + \frac{1}{c_1} \mathbf{v}_i^{\text{WR}} \mathbf{p}_i x_1^i = \lambda_i^W
\]

[as \( ||\mathbf{v}_i^{\text{WR}}||^2 = 1 \) and \( \mathbf{v}_i^{\text{WR}} \perp \mathbf{v}_j^{\text{WR}}, \forall i \neq j \)]

Similarly, from the second equation in (B.2) we get,

\[
\lambda_i^R + \frac{1}{d_1} \mathbf{v}_i^{\text{RT}} \mathbf{T}_i x_1^i = \lambda_i^R
\]

Hence, from Eqs. (B.5) and (B.6) we get,

\[
\lambda_i^W + \frac{1}{c_1} \mathbf{v}_i^{\text{WR}} \mathbf{T}_i x_1^i = \lambda_i^R + \frac{1}{d_1} \mathbf{v}_i^{\text{RT}} \mathbf{T}_i x_1^i
\]

\[
\lambda_i^W - \lambda_i^R = \frac{1}{d_1} \mathbf{v}_i^{\text{RT}} \mathbf{T}_i x_1^i - \frac{1}{c_1} \mathbf{v}_i^{\text{WR}} \mathbf{p}_i x_1^i
\]

From the above relation we can say that if \( x_1 \) is localized then we can assume that \( x_1^1 \) will be a zero vector infers that \( \lambda_i^W > \lambda_i^R \) as \( \frac{1}{d_1} \mathbf{v}_i^{\text{RT}} \mathbf{T}_i x_1^i \) is always a positive terms. Further, we know

\[
\lambda_i^W > \lambda_i^R
\]

We substitute Eq. (B.3) in Eq. (B.7) and get,

\[
\lambda_i^W > \lambda_i^R
\]

\[
\frac{1}{d_1} \mathbf{v}_i^{\text{RT}} \mathbf{T}_i x_1^i > \frac{1}{c_1} \mathbf{v}_i^{\text{WR}} \mathbf{p}_i x_1^i
\]

\[
\frac{c_1}{d_1} \mathbf{v}_i^{\text{WR}} \mathbf{p}_i x_1^i > \frac{\mathbf{v}_i^{\text{WR}} \mathbf{x}_1^i}{\mathbf{v}_i^{\text{RT}} \mathbf{T}_i x_1^i}
\]

\[
\mathbf{v}_i^{\text{WR}} \mathbf{x}_1^i > \mathbf{v}_i^{\text{RT}} \mathbf{T}_i x_1^i
\]

\[
\frac{\frac{1}{\sqrt{n_2}} \sum_{i=1}^{n_2} (x_i^2)}{\sqrt{n_2}} > \frac{\alpha}{\sqrt{n_2}} \frac{\sum_{i=1}^{n_1} (x_i^1)}{\sqrt{n_1}}
\]

\[
\frac{(n_1 - 1)(x_1^1)(x_1^2)}{(\sqrt{n_1} + 1)(x_1^1)} > 1
\]

where \( \mathbf{v}_i^{\text{WR}} = \left( \frac{1}{\beta}, \frac{1}{\beta}, \ldots, \frac{1}{\beta} \right) \) such that \( \alpha = \frac{\sqrt{n_1}}{n_1 - 1}, \beta = \frac{\sqrt{n_2}}{n_2 - 1} \) and \( \mathbf{v}_i^{\text{RT}} = (\frac{1}{\sqrt{n_1}}, \frac{1}{\sqrt{n_2}}, \ldots, \frac{1}{\sqrt{n_2}}) \), respectively.

From Eq. (B.10) one can say that holding the relation \( \lambda_i^W > \lambda_i^R \), PEV of the combined network for which maximum contribution comes from the wheel graph part. Even if we vary \( n_2 \rightarrow \infty \) the above relation holds true due to the Perron Frobenius theorem that all the PEV entries should receive positive quantity.
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