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Abstract We focus on spectral clustering of unlabeled graphs and review some results on clustering methods which achieve weak or strong consistent identification in data generated by such models. We also present a new algorithm which appears to perform optimally both theoretically using asymptotic theory and empirically.

1 Introduction

Since its introduction in [15], spectral analysis of various matrices associated to groups has become one of the most widely used clustering techniques in statistics and machine learning.

In the context of unlabeled graphs, a number of methods, all of which come under the broad heading of spectral clustering have been proposed. These methods based on spectral analysis of adjacency matrices or some derived matrix such as one of the Laplacians ([31], [28], [23], [29], [32]) have been studied in connection with their effectiveness in identifying members of blocks in exchangeable graph block models. In this paper after introducing the methods and models, we intend to review some of the literature. We relate it to the results of Mossel, Neeman and
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Sly (2012) [26] and Massoulié (2014) [24], where it is shown that for very sparse models, there exists a phase transition below which members cannot be identified better than chance and also showed that above the phase transition one can do better using rather subtle methods. In [6] we develop a spectral clustering method based on the matrix of geodesic distances between nodes which can achieve the goals of the work we cited and in fact behaves well for all unlabeled networks, sparse, semi-sparse and dense. We give a statement and sketch the proof of these claims in [1] but give a full argument for the sparse case considered by the above authors only in this paper. We give the necessary preliminaries in Section 2, more history in Section 3 and show the theoretical properties of the method in Section 4.

2 Preliminaries

There are many standard methods of clustering based on numerical similarity matrices which are discussed in a number of monographs (Eg: Hartigan [19], Leroy and Rousseuw [30]). We shall not discuss these further. Our focus is on unlabeled graphs of \( n \) vertices characterized by adjacency matrices, \( A = [a_{ij}] \) for \( n \) data points. With \( a_{ij} = 1 \) if there is an edge between \( i \) and \( j \) and \( a_{ij} = 0 \) otherwise. The natural assumption then is, \( A = A^T \). Our basic goal is to divide the points in \( K \) sets such that on some average criterion the points in a given subset are more similar to each other than to those of other subsets. Our focus is on methods of clustering based on the spectrum (eigenvalues and eigenvectors) of \( A \) or related matrices.

2.1 Notation and Formal Definition of Stochastic Block Model

**Definition 1.** A graph \( G^K(B,(P,\pi)) \) generated from the stochastic block model (SBM) with \( K \) blocks and parameters \( P \in (0,1)^{K \times K} \) and \( \pi \in (0,1)^K \) can be defined in following way - each vertex of graph \( G_n \) is assigned to a community \( c \in \{1,\ldots,K\} \). The \( (c_1,\ldots,c_n) \) are independent outcomes of multinomial draws with parameter \( \pi = (\pi_1,\ldots,\pi_K) \), where \( \pi_i > 0 \) for all \( i \). Conditional on the label vector \( c \equiv (c_1,\ldots,c_n) \), the edge variables \( A_{ij} \) for \( i < j \) are independent Bernoulli variables with

\[
\mathbb{E}[A_{ij}|c] = P_{c_i,c_j} = \min\{\rho_{c_i,c_j},1\},
\]

(1)
where $P = [P_{ab}]$ and $B = [B_{ab}]$ are $K \times K$ symmetric matrices. We call $P$ the connection probability matrix and $B$ the kernel matrix for the connection. So, we have $P_{ab} \leq 1$ for all $a, b = 1, \ldots, K$, $P1 \leq 1$ and $1^T P \leq 1$ element-wise.

By definition $A_{ji} = A_{ij}$, and $A_{ii} = 0$ (no self-loops).

This formulation is a reparametrization due to Bickel and Chen (2009) [8] of the definition of Holland and Leinhardt [20]. It permits separate consideration asymptotically of the density of the graph and its structure as follows:

$P(\text{Vertex } 1 \text{ belongs to block } a \text{ and vertex } 2 \text{ to block } b \text{ and are connected}) = \pi_a \pi_b P_{ab}$

with $P_{ab}$ depending on $n$. $P_{ab} = \rho_n \min(B_{ab}, 1/\rho_n)$. We can interpret $\rho_n$ as the unconditional probability of an edge and $B_{ab}$ essentially as $P(\text{Vertex } 1 \text{ belongs to } a \text{ and vertex } 2 \text{ belongs to } b \mid \text{an edge between } 1 \text{ and } 2)$.

Set $\Pi = \text{diag}(\pi_1, \ldots, \pi_K)$.

1. Define the matrices as $M = \Pi B$ and $S = \Pi^{1/2} B \Pi^{1/2}$.
2. Note that the eigenvalues of $M$ are the same as the symmetric matrix $S$ and in particular are real-valued.
3. The eigenvalues of the expected adjacency matrix $\bar{A} \equiv \mathbb{E}(A)$ are also the same as those of $S$ but with multiplicities. We denote the eigenvalues by their absolute order, $\lambda_1 \geq |\lambda_2| \geq \cdots \geq |\lambda_K|$.

Let us denote $(\phi_1, \ldots, \phi_K)$, $\phi_i \in \mathbb{R}^K$, as the eigenvectors of $S$ corresponding to the eigenvalues $\lambda_1, \ldots, \lambda_K$. If a set of $\lambda_j$'s are equal to $\lambda$, we choose eigenvectors from the eigenspace corresponding to the $\lambda$ as appropriate. Then, we have, $\phi_i = \Pi^{-1/2} \phi_i$ and $\psi_j = \Pi^{1/2} \phi_j$ as the left and right eigenvectors of $M$. Also, $\langle \phi_i, \phi_j \rangle_\pi = \sum_{k=1}^K \pi_k \phi_i^T \phi_k = \delta_{ij}$. The spectral decomposition of $M$, $S$ and $B$ are

$$B = \sum_{k=1}^K \lambda_k \phi_k \phi_k^T, \quad S = \sum_{k=1}^K \lambda_k \phi_k \phi_k^T, \quad M = \sum_{k=1}^K \lambda_k \psi_k \phi_k^T.$$ 

### 2.2 Spectral Clustering

The basic goal of community detection is to infer the node labels $c$ from the data. Although we do not explicitly consider parameter estimation, they can be recovered from $\hat{c}$, an estimate of $(c_1, \ldots, c_n)$ by
\[
\hat{P}_{ab} = \frac{1}{O_{ab}} \sum_{i=1}^{n} \sum_{j=1}^{n} A_{ij} 1(\hat{c}_i = a, \hat{c}_j = b), \quad 1 \leq a, b \leq K, \tag{2}
\]

where,

\[
O_{ab} = \begin{cases} 
  n_an_b, & 1 \leq a, b \leq K, a \neq b \\
  n_a(n_a - 1), & 1 \leq a \leq K, a = b 
\end{cases}, \\
\]

\[
n_a \equiv \sum_{i=1}^{n} 1(\hat{c}_i = a), \quad 1 \leq a \leq K
\]

There are a number of approaches for community detection based on modularities ([18], [8]), maximum likelihood and variational likelihood ([11], [7]) and approximations such as semidefinite programming approaches [3], pseudolikelihood [2] but these all tend to be computationally intensive and/or require good initial assignments of blocks. The methods which have proved both computationally effective and asymptotically correct in a sense we shall discuss are related to spectral analysis of the adjacency or related matrices. They differ in important details.

Given an \( n \times n \) symmetric matrix \( M \) based on \( A \), the algorithms are of the form:

1. Using the spectral decomposition of \( M \) or a related generalized eigenproblem.
2. Obtain an \( n \times K \) matrix of \( K n \times 1 \) vectors.
3. Apply \( K \) means clustering to the \( nK \)-dimensional row vectors of the matrix of Step 2.
4. Identify the indices of the rows belonging to cluster \( j \), \( j = 1, \ldots, K \) with vertices belonging to block \( j \).

In addition to \( A \), three graph Laplacian matrices discussed by von Luxburg (2007) [33], have been considered extensively, as well as some others we shall mention briefly below and the matrix we shall show has optimal asymptotic properties and discuss in greater detail. The matrices popularly considered are:

- \( L = D - A \): the graph Laplacian.
- \( L_{rw} = D^{-1}A \): the random walk Laplacian.
- \( L_{sym} = D^{-1/2}AD^{-1/2} \): the symmetric Laplacian.

Here \( D = \text{diag}(A1) \), the diagonal matrix whose diagonal is the vector of row sums of \( A \). She considers optimization problems which are relaxed versions of combinatorial problems which implicitly define clusters as sets of nodes with more internal than external edges. \( L \) and \( L_{sym} \) appear in two of these relaxations.

The form of step 2 differs for \( L \) and \( L_{sym} \) with the \( K \) vectors of the \( L \) problem corresponding to the top \( K \) eigenvalues of the generalized eigenvalue problem \( Lv = \lambda Dv \), while the \( nK \)-dimensional vectors of the \( L_{sym} \) problem are obtained by
normalizing the rows of the matrix of $K$ eigenvectors corresponding to the top $K$ eigenvalues of $L_{\text{sym}}$. Their relation to the $K$ block model is through asymptotics.

Why is spectral clustering expected to work? Given $A$ generated by a $K$-block model, let $c \leftrightarrow (n_1, \ldots, n_K)$ where, $n_a$ is the number of vertices assigned to type $a$. Then we can write,

$$E(A|c) = PQP^T$$

where, $P$ is a permutation matrix and $Q_{n \times n}$ has successive blocks of $n_1$ rows, $n_2$ rows and so on with all the vectors in each row the same. Thus $\text{rank}(E(A|c)) = K$. The same is true of the asymptotic limit of $L$ given $c$.

If asymptotics as $n \to \infty$ justify concentration of $A$ or $L$ around their expectations then we expect all eigenvalues other than the largest $K$ in absolute value are small. It follows that the $n$ rows of the $K$ eigenvectors associated with the top $K$ eigenvalues should be resolvable into $K$ clusters in $\mathbb{R}^K$ with cluster members identified with rows of $A_{n \times n}$, see [29], [32] for proofs.

### 2.3 Asymptotics

Now we can consider several asymptotic regimes as $n \to \infty$. Let $\lambda_n = np_n$ be the average degree of the graph.

(I) The dense regime: $\lambda_n = \Omega(n)$.

(II) The semi dense regime: $\lambda_n/\log(n) \to \infty$.

(III) The semi sparse regime: Not semidense but $\lambda_n \to \infty$.

(IV) The sparse regime: $\lambda_n = O(1)$.

Here are some results in the different regimes. We define a method of vertex assignment to communities as a random map $\delta : \{1, \ldots, n\} \to \{1, \ldots, K\}$ where randomness comes through the dependence of delta on $A$ as a function. Thus spectral clustering using the various matrices which depend on $A$ is such a $\delta$.

**Definition 2.** $\delta$ is said to be strongly consistent if

$$P(i \text{ belongs to } a \text{ and } \delta(i) = a \text{ for all } i, a) \to 1 \text{ as } n \to \infty.$$ 

Note that the blocks are only determined up to permutation.
Bickel and Chen (2009) [8] show that in the (semi) dense regime a method called profile likelihood is strongly consistent under minimal identifiability conditions and later this result was extended [7] to fitting by maximum likelihood or variational likelihood. In fact, in the (semi) dense regime, the block model likelihood asymptotically agrees with the joint likelihood of \( A \) and vertex block identities so that efficient estimation of all parameters is possible. It is easy to see that the result cannot hold in the (semi)sparse regime since isolated points then exist with probability 1.

Unfortunately all of these methods are computationally intensive. Although spectral clustering is not strongly consistent, a slight variant, reassigning vertices in any cluster \( a \) which are maximally connected to another cluster \( b \) rather than \( a \), is strongly consistent.

**Definition 3.** \( \delta \) is said to be weakly consistent if and only if

\[
W \equiv n^{-1} \sum_{i=1}^{n} P(i \in a, \delta(i) \neq a | \forall i, a) = o(1)
\]

Spectral clustering applied to \( A \) [32] or the Laplacians ([29] in the manner we have described) has been shown to be weakly consistent in the semi dense to dense regimes. Even weak consistency fails for parts of the sparse regime [1]. The best that can be hoped for is \( W < \frac{1}{2} \). A sharp problem has been posed and eventually resolved in a series of papers, Decelle et al [14], Mossel et al [27]. These writers considered the case \( K = 2, \pi_1 = \pi_2, B_{11} = B_{22} \). First, Decelle et al. [14] argued on physical grounds that if, \( F = 2(B_{11} - B_{12})^2/(B_{11} + B_{12}) \leq 1 \), then \( W \geq 1/2 \) for any method and parameters are unestimable from the data even if they satisfy the minimal identifiability conditions given below. On the other hand Mossel et al [27] and independently Massoulie et al [24], devised admittedly slow methods such that if \( F > 1 \) then \( W < 1/2 \) and parameters can be estimated consistently.

We now present a fast spectral clustering method given in greater detail in [6] which yields weak consistency for the semisparse regime on and also has the properties of the Mossel et al and Massoulie methods. In fact, it reaches the phase transition threshold for all \( K \) not just \( K=2 \), but still restricted to \( \pi_j = 1/K, \) all \( j \) and \( B_{aa} + 2 \sum [B_{ab} : b \neq a] \) independent of \( a \) for all \( a \).

We note that Zhao et. al. (2015) [17] exhibit a two-stage algorithm which exhibits the same behavior but its properties in sparse case are unknown. The algorithm given in the next section involves spectral clustering of a new matrix, that of all geodesic distances between \( i \) and \( j \).
3 Algorithm

As usual let $G_n$, an undirected graph on $n$ vertices be the data. denote the vertex set by $V(G_n) \equiv \{v_1, \ldots, v_n\}$ and the edge set by $E(G_n) \equiv \{e_1, \ldots, e_m\}$ with cardinalities $|V(G_n)| = n$ and $E(G_n)| = m$.

As usual a path between vertices $u$ and $v$ is a set of edges $\{(u,v_1),(v_1,v_2),\ldots,(v_{\ell-1},v)\}$ and the length of such a path is $\ell$.

The algorithm we propose depends on the graph distance or geodesic distance between vertices in a graph.

**Definition 4.** The **Graph or Geodesic distance** between two vertices $i$ and $j$ of graph $G$ is given by the length of the shortest path between the vertices $i$ and $j$, if they are connected. Otherwise, the distance is infinite.

So, for any two vertices $u, v \in V(G)$, graph distance, $d_g$ is defined by

$$d_g(u,v) = \begin{cases} \min\{\ell | \exists \text{ path of length } \ell \text{ between } u \text{ and } v\}, \\ \infty, \text{ if } u \text{ and } v \text{ are not connected}\end{cases}$$

For implementation, we can replace $\infty$ by $n + 1$, when $u$ and $v$ are not connected, since any path with loops can not be a geodesic. The main steps of the algorithm are as follows

1. Find the graph distance matrix $D = [d_g(v_i,v_j)]_{i,j=1}^n$ for a given network but with distance upper bounded by $k \log n$. Assign non-connected vertices an arbitrary high value.

2. Perform hierarchical clustering to identify the giant component $G^C$ of graph $G$. Let $n_C = |V(G^C)|$.

3. Normalize the graph distance matrix on $G^C$, $D^C$ by

$$D^C = -\left( I - \frac{1}{n_C} \mathbf{1}\mathbf{1}^T \right) \left( D^C \right)^2 \left( I - \frac{1}{n_C} \mathbf{1}\mathbf{1}^T \right)$$

4. Perform eigenvalue decomposition on $D^C$.

5. Consider the top $K$ eigenvectors of normalized distance matrix $D^C$ and $\tilde{W}$ be the $n \times K$ matrix formed by arranging the $K$ eigenvectors as columns in $\tilde{W}$. Perform $K$-means clustering on the rows $\tilde{W}$, that means, find an $n \times K$ matrix $C$, which has $K$ distinct rows and minimizes $\|C - \tilde{W}\|_F$. 


6. (Alternative to 5.) Perform Gaussian mixture model based clustering on the rows of $\tilde{W}$, when there is an indication of highly-varying average degree between the communities.

7. Let $\hat{c}: V \rightarrow [K]$ be the block assignment function according to the clustering of the rows of $\tilde{W}$ performed in either Step 5 or 6.

Here are some important observations about the implementation of the algorithm -

(a) There are standard algorithms for graph distance finding in the algorithmic graph theory literature. In the algorithmic graph theory literature the problem is known as the all pairs shortest path problem. The two most popular algorithms are Floyd-Warshall [16] and Johnson’s algorithm [21].

(b) Step 3 of the algorithm is nothing but the classical multi-dimensional scaling (MDS) of the graph distance matrix.

(c) In the Step 5 of the algorithm $K$-means clustering is appropriate if the expected degree of the blocks are equal. However, if the expected degree of the blocks are different, this leads to multi scale behavior in the eigenvectors of the normalized distance matrix and bad behavior in practice. So, we perform Gaussian Mixture Model (GMM) based clustering instead of $K$-means to take into account that.

General theoretical results on the algorithm will be given in [6]. In this paper, we first restrict to the sparse regime We do so because the arguments in the sparse regime are essentially different from the others. Curiously, it is in the sparse and part of the semi-sparse regime only that the matrix $D^C$ concentrates to an $n \times n$ matrix with $K$ distinct types of row vectors as for the other methods of spectral clustering. It does not concentrate in the dense regime, while the opposite is true of $A$ and $L$. They do not concentrate outside the semidense regime. That the geodesic matrix does not concentrate in the dense regime can easily be seen since asymptotically all geodesic paths are of constant length. But the distributions of path lengths differs from block to block ensuring that the spectral clustering works. But we do not touch this further here.

4 Theoretical Results

Throughout this section we take $\rho_n = \frac{1}{n}$ and specialize to the case

$$B = (p - q)I_{K \times K} + q11^T$$
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where, I is the identity and $\mathbf{1} = (1, \ldots, 1)^T$. That is, all $K$ blocks have the same probability $p$ of connecting two block members and probability $q$ of connecting members of two different blocks and $p > q$. We also assume that $\pi_a = \frac{1}{K}$, $a = 1, \ldots, K$, all blocks are asymptotically of the same size. We restrict ourselves to this model here because it is the one treated by Mossel, Neeman and Sly (2013) and already subtle technical details are not obscured. Here is the result we prove.

**Theorem 1.** For the given model, if

$$(p - q)^2 > K(p + (K - 1)q),$$

and our algorithm is applied, $\hat{c}$ results and $c$ is the true assignment function, then,

$$\left[\frac{1}{n}\sum_{i=1}^{n} I(c(v_i) \neq \hat{c}(v_i)) < \frac{1}{2}\right] \rightarrow 1$$

**Notes:**

1. (3) marks the phase transition conjectured by.
2. A close reading of our proof shows that as $(p - q)^2 / K(p + (K - 1)q) \rightarrow \infty$, $\frac{1}{n}\sum_{i=1}^{n} I(c(v_i) \neq \hat{c}(v_i)) \rightarrow 0$.

We conjecture that our conclusion in fact holds under the following conditions,

(A1) We consider $\lambda_1 > 1, \lambda_1 > \max_{j \geq 2} \lambda_j, 1 \leq j \leq K$ and $\lambda_K > 0$. For $M$, there exists a $k$ such that $(M^k)_{ab} > 0$ for all $a, b = 1, \ldots, K$. Also, $\pi_j > 0$, for $j = 1, \ldots, K$.

(A2) Each vertex has the same asymptotic average degree $\alpha > 1$, that is,

$$\alpha = \sum_{k=1}^{K} \pi_k B_{ak} = \sum_{k=1}^{K} M_{ak}, \quad \text{for all } a \in \{1, \ldots, K\}$$

(A3) We assume that

$$\lambda_K^2 > \lambda_1$$

or alternatively, there exists real positive $t$, such that,

$$\sum_{k=1}^{K} \phi_k(a) \lambda_k^t \phi_k(b) \leq n, \quad \text{for all } a, b = 1, \ldots, K$$

Note that (A1)-(A3) all hold for the case we consider. In fact, under our model,

$$\lambda_1 = \frac{p + (K - 1)q}{K}, \quad \lambda_2 = \frac{p - q}{K}, \quad \lambda_2 = \lambda_3 = \cdots = \lambda_K$$
with (A3) being the condition of the Theorem.

Our argument will be stated in a form that is generalizable and we will indicate revisions in intermediate statements as needed, pointing in particular to a lemma whose conclusion only holds if an implication of (A3) we conjecture is valid.

The theoretical analysis of the algorithm has two main parts -

I. Finding the limiting distribution of graph distance between two typical vertices of type $a$ and type $b$ (where, $a, b = 1, \ldots, K$). This part of the analysis is highly dependent on results from multi-type branching processes and their relation with stochastic block models. The proof techniques and results are borrowed from [9], [5] and [4].

II. Finding the behavior of the top $K$ eigenvectors of the graph distance matrix $D$ using the limiting distribution of the typical graph distances. This part of analysis is highly dependent on perturbation theory of linear operators. The proof techniques and results are borrowed from [22], [12] and [32].

We will state two theorems corresponding to I and II above.

**Theorem 2.** Under our model, the graph distance $d_G(u, v)$ between two uniformly chosen vertices of type $a$ and $b$ respectively, conditioned on being connected, satisfies the following asymptotic relation -

(i) If $a = b$, for any $\varepsilon > 0$, as $n \to \infty$,

$$
\Pr[(1 - \varepsilon) \tau_1 \leq d_G(u, v) \leq (1 + \varepsilon) \tau_1] = 1 - o(1)
$$

where, $\tau_1$ is the minimum real positive $t$, which satisfies the relation below,

$$
\left[\frac{\lambda_1^u + \lambda_1^v - \lambda_2^u}{K}\right] = n
$$

(ii) If $a \neq b$, for any $\varepsilon > 0$, as $n \to \infty$,

$$
\Pr[(1 - \varepsilon) \tau_2 \leq d_G(u, v) \leq (1 + \varepsilon) \tau_2] = 1 - o(1)
$$

where, $\tau_2$ is the minimum real positive $t$, which satisfies the relation below,

$$
\left[\frac{\lambda_1^u - \lambda_2^u}{K}\right] = n
$$

In Theorem 2 we have a point-wise result. To use matrix perturbation theory for part II we need the following.
Theorem 3. Let $\mathbb{D}_B$ be the restriction of the geodesic matrix to vertices in the big component of $G_n$. Then, under our model,

$$\Pr \left[ \left\| \frac{\mathbb{D}}{\log n} - \mathbb{D} \right\|_F \leq o(n) \right] = 1 - o(1)$$

where, $\mathbb{D}_{ij} \equiv \sigma_1 = \tau_1/\log n$, if $v_i$ and $v_j$ have same type and $\mathbb{D}_{ij} \equiv \sigma_2 = \tau_2/\log n$, otherwise, where, $\tau_1$ and $\tau_2$ are solutions $t$ in Eq. (6) and (8) respectively.

To generalize Theorem 1, we need appropriate generalizations of Theorem 2 and 3. Heuristically, it may be argued that the generalizations $(\tau_{ab})$, $a, b = 1, \ldots, K$ should satisfy the equations,

$$\sum_{k=1}^{K} \phi_k(a) \lambda_k^t \phi_k(b) = (S^t)_{ab} = n, \quad \text{for } a \leq b \in [K] \quad (9)$$

Our conjecture is that (A1)-(A3) imply that the equations have asymptotic solutions and that the statements of Theorem 2 and 3 hold with obvious modifications.

Note that in Theorem 2, since $\lambda_j = \lambda_2$, $2 \leq j \leq K$ there are effectively only two equations and modifications are also needed for other degeneracies in the parameters. We next turn to a branching process result in [10] which we will use heavily.

### 4.1 A Key Branching Process Result

As others have done we link the network formed by SBM with the tree network generated by multi-type Galton-Watson branching process. In our case, the Multi-type branching process (MTBP) has type space $S = \{1, \ldots, K\}$, where a particle of type $a \in S$ is replaced in the next generation by a set of particles distributed as a Poisson process on $S$ with intensity $(B_{ab} \pi_b)^K_{b=1} = (M_{ab})^K_{b=1}$. Recall the definitions of $B, M$ and $S$ from Section 2.1. We denote this branching process, started with a single particle of type $a$, by $\mathcal{B}_{B,\pi}(a)$. We write $\mathcal{P}_{B,\pi}$ for the same process with the type of the initial particle random, distributed according to $\pi$. According to Theorem 8.1 of Chapter 1 of [25], the branching process has a positive survival probability if $\lambda_1 > 1$, where, $\lambda_1$ is the Perron-Frobenius eigenvalue of $M$, a positive regular matrix. Recall that for our special $M$, $\lambda_1 = \frac{p-q}{K} + 1$.

**Definition 5.** (a) Define $\rho(B, \pi; a)$ as the probability that the branching process, $\mathcal{P}_{B,\pi}(a)$, survives for eternity.
(b) Define,

\[ \rho \equiv \rho(B, \pi) \equiv \sum_{a=1}^{K} \rho(B, \pi; a) \pi_a \quad (10) \]

as the **survival probability** of the branching process \( B_{B, \pi} \) given that its initial distribution is \( \pi \).

We denote \( Z_t = (Z_t(a))_{a=1}^{K} \) as the population of particles of \( K \) different types, with \( Z_t(a) \) denoting particles of type \( a \), at generation \( t \) for the Poisson multi-type branching process \( B_{B, \pi} \), with \( B \) and \( \pi \) as defined in Section 4. From Theorem 24 of [10], we get that

**Theorem 4 ([10]).** Let \( \beta > 0 \) and \( Z_0 = x \in \mathbb{N}^K \) be fixed. There exists \( C = C(x, \beta) > 0 \) such that with probability at least \( 1 - n^{-\beta} \), for all \( k \in [K] \), all \( s, t \geq 0 \), with \( 0 \leq s < t \),

\[ |\langle \phi_k, Z_t \rangle - \lambda_k^{s-t} \langle \phi_k, Z_s \rangle| \leq C(t+1)^2 \lambda_k^{s/2} (\log n)^{3/2} \quad (11) \]

**Remark:** The above stated theorem is a special case of the general theorem stated in [10]. The general theorem is required for generalizing Theorem 1. The general version of the theorem is

**Theorem 5 ([10]).** Let \( \beta > 0 \) and \( Z_0 = x \in \mathbb{N}^K \) be fixed. There exists \( C = C(x, \beta) > 0 \) such that with probability at least \( 1 - n^{-\beta} \), for all \( k \in [K_0] \) (where, \( K_0 \) is the largest integer such that \( \lambda_k^2 > \lambda_1 \) for all \( k \leq K_0 \)), all \( s, t \geq 0 \), with \( 0 \leq s < t \),

\[ |\langle \phi_k, Z_t \rangle - \lambda_k^{s-t} \langle \phi_k, Z_s \rangle| \leq C(t+1)^2 \lambda_k^{s/2} (\log n)^{3/2} \quad (12) \]

and for all \( k \in [K] \setminus [K_0] \), for all \( t \geq 0 \),

\[ |\langle \phi_k, Z_t \rangle| \leq C(t+1)^{2} \lambda_k^{1/2} (\log n)^{3/2} \quad (13) \]

Finally, for all \( k \in [K] \setminus [K_0] \), all \( t \geq 0 \), \( \mathbb{E}|\langle \phi_k, Z_t \rangle|^2 \leq C(t+1)^3 \lambda_k^1 \).

---

### 4.2 The Neighborhood Exploration Process

The neighborhood exploration process of a vertex \( v \) in graph \( G \) generated from an SBM gives us a handle on the link between local structures of a graph from SBM and multi-type branching process. Recall the definitions of SBM parameters from Section 2.1 and the definitions of Poisson multi-type branching process from Section
4.1. We assume all vertices of graph $G_n$ generated from a stochastic block model has been assigned a community or type $\xi_i$ (say) for vertex $v_i \in V(G_n)$.

The neighborhood exploration process, $(G_n, v)_L$, of a vertex $v$ in graph $G_n$, generates a spanning tree of the induced subgraph of $G_n$ consisting of vertices of at most $L$-distance from $v$. The spanning tree is formed from the exploration process which starts from a vertex $v$ as the root in the random graph $G_n$ generated from stochastic block model. The set of vertices of type $a$ of the random graph $G_n$ that are neighbors of $v$ and has not been previously explored are called $\Gamma_1(v)$ and $N_1(v)$ for $a = 1, \ldots, K$ and $N_1(v) = (N_{1,1}(v), \ldots, N_{1,K}(v))$. So, $\Gamma_1(v) = \{\Gamma_{1,1}(v), \ldots, \Gamma_{1,K}(v)\}$ are the children of the root $v$ at step $\ell = 1$ in the spanning tree of the neighborhood exploration process. The neighborhood exploration process is repeated at second step by looking at the neighbors of type $a$ of the vertices in $\Gamma_1(v)$ that has not been previously explored and the set is called $\Gamma_2(v)$ and $N_2(v) = |\Gamma_2(v)|$ for $a = 1, \ldots, K$. Similarly, $\Gamma_2(v) = \{\Gamma_{2,1}(v), \ldots, \Gamma_{2,K}(v)\}$ are the children of vertices $\Gamma_1(v)$ at step $\ell = 2$ in the spanning tree of the neighborhood exploration process. The exploration process is continued until step $\ell = L$. Note that the process stops when all the vertices in $G_n$ has been explored. So, if $G_n$ is connected, then, $L \leq$ the diameter of the graph $G_n$.

Since, we either consider $G_n$ connected or only the giant component of $G_n$, the neighborhood exploration process will end in a finite number of steps but the number of steps may depend on $n$ and is equal to the diameter, $L$, of the connected component of the graph containing the root $v$. It follows from Theorem 14.11 of [9] that

$$L / \log_{\lambda_1}(n) \xrightarrow{P} 1. \quad (14)$$

Now, we find a coupling relation between the neighborhood exploration process of a vertex of type $a$ in stochastic block model and a multi-type Galton-Watson process, $\mathcal{B}(a)$ starting from a vertex of type $a$. The Lemma is based on Proposition 31 of [10].

**Lemma 1.** Let $w(n)$ be a sequence such that $w(n) \to \infty$ and $w(n)/n \to 0$. Let $(T, v)$ be the random rooted tree associated with the Poisson multi-type Galton-Watson branching process defined in Section 2.1 started from $Z_0 = \delta_v$ and $(G, v)$ be the spanning tree associated with neighborhood exploration process of random SBM graph $G_n$ starting from $v$. For $\ell \leq \tau$, where $\tau$ is the number of steps required to
explore \( w(n) \) vertices in \((G,v)\), the total variation distance, \( d_{TV} \), between the law of \((G,v)_t\) and \((T,v)_t\) at step \( t \) goes to zero as \( O\left( n^{-\frac{1}{2}} \lor w(n)/n \right) = o(1) \).

Proof. Let us start the neighborhood exploration process starting with vertex \( v \) of a graph generated from an SBM model with parameters \((P,\pi) = (B/n,\pi)\). Correspondingly the multi-type branching process starts from a single particle of type \( c_v \), where, \( c_v \) is the type or class of vertex \( v \) in SBM.

Let \( t \) be such that \( 0 \leq t < \tau \), where, \( \tau \) is defined in the Lemma statement. Now, for such a \( t \geq 0 \), let \((x_{t+1}(1),\ldots,x_{t+1}(K))\) be leaves of \((T,v)\) at time \( t \) starting from a vertex \( v_t \) generated by step \( t \) of class \( c_{v_t} = a \). Let \((y_{t+1}(1),\ldots,y_{t+1}(K))\) be the vertices exposed at step \( t \) of the exploration process starting from a vertex of class \( a \), where, \( a \in [K] \). Now, if \( c_{v_t} \) is of type \( a \), then, we have \( x_{t+1}(b) \) follows \( \text{Bin}(n_t(b),B_{ab}/n) \) and \( y_{t+1}(b) \) follows \( \text{Poi}(\pi_{ab}B_{ab}) \) for \( b = 1,\ldots,K \), where, \( n_t(b) \) is the number of unused vertices of type \( b \) remaining at time \( t \) for \( b = 1,\ldots,K \). Also, \( y_{t+1}(b) \) for different \( b \) are independent. Note that \( n_b \geq n_t(b) \geq n_b - w(n) \) for \( b = 1,\ldots,K \). So, since, we have \( |n_b - \pi_b| = O(n^{-1/2}) \) for \( b = 1,\ldots,K \), we get that,

\[
|n_t(b) - \pi_b| < O\left( n^{-1/2} \lor w(n)/n \right) \quad \text{for} \quad b = 1,\ldots,K
\]

Now, we know that,

\[
d_{TV}(\text{Bin}(m',\lambda/m),\text{Poi}(m'\lambda/m)) \leq \frac{\lambda}{m}, \quad d_{TV}(\text{Poi}(\lambda),\text{Poi}(\lambda')) \leq |\lambda - \lambda'|
\]

So, now, we have,

\[
d_{TV}(P_{t+1},Q_{t+1}) \leq O\left( n^{-1/2} \lor w(n)/n \right) = o(1)
\]

where, \( P_{t+1} \) is the distribution of \( y_{t+1} \) under neighborhood exploration process and \( Q_{t+1} \) is the distribution of \( x_{t+1} \) under the branching process, and hence Lemma 1 follows.

Now, we restrict ourselves to the giant component of \( G_n \). The size of the giant component of \( G_n, \mathcal{G}_1(G_n) \), of a random graph generated from \( \text{SBM}(B,\pi) \) is related to the multi-type branching process through its survival probability as given in Definition 5. According to Theorem 3.1 of [9], we have,

\[
\frac{1}{n} \mathbb{E}_1(G_n) \xrightarrow{p} \rho(B,\pi)
\]  

\[(15)\]
Under this additional condition of restricting to the giant component, the branching process can be coupled with another branching process with a different kernel. The kernel of that branching process is given in following lemma.

**Lemma 2.** If $v$ is in giant component of $G_n$, the new branching process has kernel $\left(B_{ab} \left(2\rho(B,\pi)/K - \rho^2(B,\pi)/K^2\right)\right)_{a,b=1}^K$.

**Proof.** The proof is given in Section 10 of [9].

Since, we will be restricting ourselves to the giant component of $G_n$, we shall be using the $B' = (B_{ab} \left(2\rho(B,\pi)/K - \rho^2(B,\pi)/K^2\right))_{a,b=1}^K$ matrix as the connectivity matrix in stead of $B$. We abuse notation by referencing to the matrix $B'$ as $B$ too.

We proceed to prove the limiting behavior of typical distance between vertices $v$ and $w$ of $G_n$, where, $v, w \in V(G_n)$. We first try to find a lower bound for distance between two vertices. We shall separately give an upper bound and lower bounds for the distance between two vertices of the same type and different types.

**Lemma 3.** Under our model, for vertices $v, w \in V(G)$, if

(a) type of $v =$ type of $w = a$ (say), then,

$$\left|\left\{v, w : d_G(v, w) \leq (1 - \epsilon)\tau_1 \right\}\right| \leq O(n^{2-\epsilon}) \text{ with high probability}$$

where, $\tau_1$ is the minimum real positive $t$, which satisfies Eq. (6).

(b) type of $v = a \neq b =$ type of $w$ (say), then,

$$\left|\left\{v, w : d_G(v, w) \leq (1 - \epsilon)\tau_2 \right\}\right| \leq O(n^{2-\epsilon}) \text{ with high probability}$$

where, $\tau_2$ is the minimum real positive $t$, which satisfies Eq. (8).

**Proof.** Let $\Gamma_d(v) \equiv \Gamma_d(v, G_n)$ denote the $d$-distance set of $v$ in $G_n$, i.e., the set of vertices of $G_n$ at graph distance exactly $d$ from $v$, and let $\Gamma_{\leq d}(v) \equiv \Gamma_{\leq d}(v, G_n)$ denote the $d$-neighborhood $\bigcup_{d' \leq d} \Gamma_{d'}(v)$ of $v$. Let $\Gamma_{d,a}(v) \equiv \Gamma_{d,a}(v, G_n)$ denote the set of vertices of type $a$ at $d$-distance in $G_n$ and let $\Gamma_{\leq d,a}(v) \equiv \Gamma_{\leq d,a}(v, G_n)$ denote the $d$-neighborhood $\bigcup_{d' \leq d} \Gamma_{d',a}(v)$ of $v$ consisting of vertices of type $a$. Let $N^a_d$ be the number of particles at generation $d$ of the branching process $\mathscr{B}(\delta_a)$ and $N^a_{d,c}$ be the number of particles at generation $d$ of the branching process $\mathscr{B}(\delta_a)$ of type $c$. So, $N^a_d = \sum_{k=1}^K N^a_{d,k}$ and $Z_d(k) = \sum_{d=0}^d N^a_{d,k}$.

Lemma 1 involved first showing that, for $n$ large enough, the neighborhood exploration process starting at a given vertex $v$ of $G_n$ with type $a$ could be coupled
with the branching process \( B' \), where the \( B' \) is defined by Lemma 2. As noted we identify \( B' \) with \( B \).

The neighborhood exploration process and multi-type branching process can be coupled so that for every \( d \), \( |\Gamma_d(v)| \) is at most the number \( N_d + O \left( n^{-\frac{1}{2}} \sqrt{\log n} \right) \), where, \( N_d \) is number of particles in generation \( d \) of \( B' \) and in \( d \) generations at most \( \omega(n) \) vertices of \( G_n \) have been explored.

From Theorem 4, we get that with high probability

\[
\left| \langle \Phi_k, Z_t \rangle \right| - \langle \Phi_k, Z_0 \rangle \leq C(t + 1)^2 (\log n)^{3/2}
\]

Since, for any \( x \in \mathbb{R}^K \), we get the unique representation, \( x = \sum_{k=1}^{K} \langle x, \phi_k \rangle \phi_k \), for any basis \( \{ \phi_k \}_{k=1}^{K} \) of \( \mathbb{R}^K \). If we take \( x = e_b \), where, \( e_b \) is the unit vector with 1 at \( b \)-th co-ordinate and 0 elsewhere, \( b = 1, \ldots, K \), we can get

\[
Z_t(b) \leq \sum_{k=1}^{K} \phi_k(b) \lambda_k^t \langle \Phi_k, (a) \rangle \left[ Z_0(a) + C(t + 1)^2 (\log n)^{3/2} \right]
\]

Now, under our model one representation of the eigenvectors is \( \phi_1 = \frac{1}{\sqrt{K}} (1, \ldots, 1), \phi_2 = \frac{1}{\sqrt{2}} (-1, 1, 0, \ldots, 0), \phi_3 = \frac{1}{\sqrt{6}} (-1, -1, 2, 0, \ldots, 0), \ldots, \phi_{K-1} = \frac{1}{\sqrt{K(K-1)}} (-1, \ldots, -1, K-1). \) Now using the representation of eigenvectors for branching process starting from vertex of type \( a \), \( a \in [K] \), we get with high probability

\[
\sum_{k=1}^{K} Z_t(k) \leq \lambda_k^t \left[ Z_0(a) + C(t + 1)^2 (\log n)^{3/2} \right]
\]

\[
Z_t(a) - Z_t(b) \geq \lambda_k^t \left[ -Z_0(a) - C(t + 1)^2 (\log n)^{3/2} \right], \quad b = 1, \ldots, K \text{ and } b \neq a.
\]

So, we can simplify, for each \( a \in [K] \) with \( Z_0(a) = 1 \), with high probability,

\[
Z_t(a) \leq \frac{1}{K} \left( \lambda_k^t + (K-1) \lambda_1^t \right) \left[ 1 + C(t + 1)^2 (\log n)^{3/2} \right]
\]

\[
Z_t(b) \leq \frac{\lambda_k^t - \lambda_1^t}{K} \left[ 1 + C(t + 1)^2 (\log n)^{3/2} \right], \quad b \in [K] \text{ and } b \neq a.
\]

Set \( D_1 = (1 - \varepsilon) \tau_1 \), where, \( \tau_1 \) is the solution to the equation

\[
\left[ \lambda_k^t + \frac{\lambda_k^t - \lambda_1^t}{K} \right] = n
\]

and set \( D_2 = (1 - \varepsilon) \tau_2 \), where, \( \tau_2 \) is the solution to the equation
\[
\left\lfloor \frac{\lambda_i - \lambda_j}{K} \right\rfloor = n
\]

where, \( \varepsilon > 0 \) is fixed and small. Note that both \( \tau_1 \) and \( \tau_2 \) are of the order \( O(\log n) \).

Thus, with high probability, for \( v \) of type \( a \) and \( w(n) = O(n^{1-\varepsilon}) \),

\[
|\mathcal{G}_{\leq D_1}(w)| = \sum_{d=0}^{D_1} \mathcal{N}_{d,a}^{\mathcal{G}} \leq Z_{D_1}(a) + O\left(D_1n^{-\frac{1}{2}} \vee w(n)/n\right) = O(n^{1-\varepsilon})
\]

\[
|\mathcal{G}_{\leq D_2}(w)| = \sum_{d=0}^{D_2} \mathcal{N}_{d,b}^{\mathcal{G}} \leq Z_{D_2}(b) + O\left(D_2n^{-\frac{1}{2}} \vee w(n)/n\right) = O(n^{1-\varepsilon})
\]

So, summing over \( v \in C_a \) and \( v \in C_b \), where, \( C_a = \{ i \in V(\mathcal{G}) | c_i = a \} \) and \( C_b = \{ i \in V(\mathcal{G}) | c_i = b \} \), we have,

\[
\sum_{v \in C_a} |\mathcal{G}_{\leq D_1}(v)| = |\{ \{ v, w \} : d_G(v, w) \leq (1 - \varepsilon)\tau_1, v, w \in C_a \}|
\]

\[
\sum_{v \in C_a} |\mathcal{G}_{\leq D_2}(v)| = |\{ \{ v, w \} : d_G(v, w) \leq (1 - \varepsilon)\tau_2, v \in C_a, w \in C_b \}|
\]

and so with high probability

\[
|\{ \{ v, w \} : d_G(v, w) \leq (1 - \varepsilon)\tau_1, v, w \in C_a \}| = \sum_{v \in C_a} |\mathcal{G}_{\leq D_1}(v)| = O(n^{2-\varepsilon})
\]

\[
|\{ \{ v, w \} : d_G(v, w) \leq (1 - \varepsilon)\tau_2, v \in C_a, w \in C_b \}| = \sum_{v \in C_a} |\mathcal{G}_{\leq D_2}(v)| = O(n^{2-\varepsilon})
\]

The above statement is equivalent to

\[
P\left[|\{ \{ v, w \} : d_G(v, w) \leq (1 - \varepsilon)\tau_1, v, w \in C_a \}| \leq O(n^{2-\varepsilon})\right] = 1 - o(1)
\]

\[
P\left[|\{ \{ v, w \} : d_G(v, w) \leq (1 - \varepsilon)\tau_2, v \in C_a, w \in C_b \}| \leq O(n^{2-\varepsilon})\right] = 1 - o(1)
\]

for any fixed \( \varepsilon > 0 \).

Now, we upper bound the typical distance between two vertices of SBM graph \( G_n \).

**Lemma 4.** Under our model, for vertices \( v, w \in V(\mathcal{G}) \) and conditioned on the event that the exploration process starts from a vertex in the giant component of \( G \), if,

(a) type of \( v = \) type of \( w = a \) (say), then,

\[
P(d_G(v, w) < (1 + \varepsilon)\tau_1) = 1 - \exp(-\Omega(n^{2\eta}))
\]

where, \( \tau_1 \) is the minimum real positive \( t \), which satisfies Eq. (6),

(b) type of \( v = a \neq b = \) type of \( w \) (say), then,
\[ P(d_G(v, w) < (1 + \varepsilon) \tau_2) = 1 - \exp(-\Omega(n^2)) \]

where, \( \tau_2 \) is the minimum real positive \( t \), which satisfies Eq. (8).

**Proof.** We consider the multi-type branching process with probability kernel \( P_{ab} = \frac{B_{ab}}{n} \) \( \forall a, b = 1, \ldots, K \) and the corresponding random graph \( G_n \) generated from stochastic block model has in total \( n \) nodes. We condition that branching process \( B_K \) survives.

Note that an upper bound 1 is obvious, since we are bounding a probability, so it suffices to prove a corresponding lower bound. We may and shall assume that \( B_{ab} > 0 \) for some \( a, b \).

Again, let \( \Gamma_d(v) \equiv \Gamma_d(v; G_n) \) denote the \( d \)-distance set of \( v \) in \( G_n \), i.e., the set of vertices of \( G_n \) at graph distance exactly \( d \) from \( v \), and let \( \Gamma_{\leq d}(v) \equiv \Gamma_{\leq d}(v; G_n) \) denote the \( d \)-neighborhood \( \bigcup_{d' \leq d} \Gamma_{d'}(v) \) of \( v \). Let \( \Gamma_{d,a}(v) \equiv \Gamma_{d,a}(v; G_n) \) denote the set of vertices of type \( a \) at \( d \)-distance in \( G_n \) and let \( \Gamma_{\leq d,a}(v) \equiv \Gamma_{\leq d,a}(v; G_n) \) denote the \( d \)-neighborhood \( \bigcup_{d' \leq d} \Gamma_{d',a}(v) \) of \( v \) consisting of vertices of type \( a \). Let \( N^d_a \) be the number of particles at generation \( d \) of branching process \( B_B(\delta_a) \) and \( N^d_{a,c} \) be the number of particles at generation \( d \) of branching process \( B_B(\delta_a) \) of type \( c \). So, \( N^d_a = \sum_{c=1}^{K} N^d_{a,c} \) and \( Z_t(k) = \sum_{d=0}^{t} N^d_{a,k} \).

By Lemma 1, for \( w(n) = o(n) \),

\[
|\Gamma_{d,c}(v)| \geq N_{d,c} - O\left(n^{-\frac{1}{2}} \sqrt{w(n)/n}\right), \quad c = 1, \ldots, K.
\]  

(16)

for all \( d \) s.t. \( |\Gamma_{\leq d}(v)| < \omega(n) \). This relation between the number of vertices at generation \( d \) of type \( c \) of branching process \( B_B(\delta_a) \), denoted by \( N_{d,c} \) and the number of vertices of type \( c \) at distance \( d \) from \( v \) for the neighborhood exploration process of \( G_n \), denoted by \( |\Gamma_{d,c}(v)| \) becomes highly important later on in this proof, where, \( c = 1, \ldots, K \). Note that the relation only holds when \( |\Gamma_{\leq d}(v)| < \omega(n) \) for some \( \omega(n) \) such that \( \omega(n)/n \to 0 \) as \( n \to \infty \).

From Theorem 4 of the branching process, we get that with high probability

\[
\left| \frac{\langle \phi_k, Z_t \rangle}{\lambda_k^t} - \langle \phi_k, Z_0 \rangle \right| \leq C(\log n)^{3/2}
\]

Now following the same line of argument as in proof of Lemma 3, for each \( a \in [K] \) with \( Z_0(a) = 1 \), with high probability we get that,
and Eq. (16) as we have $|I_{\leq D_2}(v)| \leq O(n^{2/3} \omega(n))$, with $\omega(n)/n \to 0$. 

Let $D_1 = \text{integer part of } (1 + 2\eta)\tau'_1$, where, $\tau'_1$ is the solution to the equation

$$\left[\lambda_2' + \frac{\lambda_1' - \lambda_2'}{K}\right] = n^{1/2-\eta} \quad (17)$$

Thus conditioned on survival of the branching process $\mathcal{B}_B(\delta_a)$, $N^a_{D_1,a} \geq n^{1/2+\eta/2}$. Set $D_2 = (1 + \eta)\tau'_2$, where, $\tau'_2$ is the solution to the equation

$$\lambda'_2 = n^{1/2+\eta} \quad (18)$$

Thus conditioned on survival of branching process $\mathcal{B}_B(\delta_a)$, $N^a_{D_2,b} \geq n^{1/2+\eta/2}$ for $b = 1, \ldots, K$. Furthermore $\lim_{d \to \infty} P(N^a_d \neq 0) = \rho(B,a)$.

Now, we have conditioned that the branching process with kernel $B$ is surviving. The right-hand side tends to $\rho(B,a) = 1$ as $\eta \to 0$. Hence, given any fixed $\gamma > 0$, if we choose $\eta > 0$ small enough, and for large enough $n$, we have

$$P\left(\forall b : N^a_{D_2,b} \geq n^{1/2+\eta/2}\right) = 1,$$

$$P\left(N^a_{D_1,a} \geq n^{1/2+\eta/2}\right) = 1.$$
Now let \( v \) and \( w \) be two fixed vertices of \( G(n, P) \), of types \( a \) and \( b \) respectively. We explore both their neighborhoods at the same time, stopping either when we reach distance \( D \) in both neighborhoods, or we find an edge from one to the other, in which case \( v \) and \( w \) are within graph distance \( 2D + 1 \). We consider two independent branching processes \( B_0(a), B_0(b) \), with \( N^a_{d,c} \) and \( N^b_{d,c} \) vertices of type \( c \) in generation \( d \) respectively. By the previous argument, with high probability we encounter \( o(n) \) vertices in the exploration so, by the argument leading to \((16)\), whp either the explorations meet, or

\[
\begin{align*}
|\Gamma^a_{d,c}(w)| &\geq Z^{(a)}_d(c) - O\left(n^{-\frac{1}{2}} \lor n^{-\frac{1}{4}}\right), \quad c = 1, \ldots, K, c \neq a \\
|\Gamma^b_{d,c}(w)| &\geq Z^{(b)}_d(c) - O\left(n^{-\frac{1}{2}} \lor n^{-\frac{1}{4}}\right), \quad c = 1, \ldots, K, c \neq b
\end{align*}
\]

with the explorations not meeting, where, \( Z^{(a)} \) is the branching process starting from \( Z_0 = \delta_a \), for \( a = 1, \ldots, K \). Using bound on \( N^a_{d,c} \) and the independence of the branching processes, it follows that for \( a = b \),

\[
P\left(d(v, w) \leq 2D_1 + 1 \text{ or } |\Gamma^a_{D_1,c}(v)|, |\Gamma^a_{D_1,c}(w)| \geq n^{1/2+\eta}\right) \geq 1 - o(1).
\]

and for \( a \neq b \),

\[
P\left(d(v, w) \leq 2D_2 + 1 \text{ or } \forall c : |\Gamma^a_{D_2,c}(v)|, |\Gamma^b_{D_2,c}(w)| \geq n^{1/2+\eta}\right) \geq 1 - o(1).
\]

Write these probabilities as \( P(A_j \cup B_j), j = 1, 2 \). We now show that \( P(A_j \cap B_j) \to 0 \) and since \( P(A_j \cup B_j) \to 1 \), we will have \( P(A_j) \to 1 \). We have not examined any edges from \( \Gamma_D(v) \) to \( \Gamma_D(w) \), so these edges are present independently with their original unconditioned probabilities. For any end vertex types \( c_1, c_2 \), the expected number of these edges is at least \( |\Gamma^a_{D_1,c}(v)||\Gamma^b_{D_2,c}(w)|B_{c_1c_2}/n \) for first probability and \( |\Gamma^a_{D_2,c_1}(v)||\Gamma^b_{D_1,c_2}(w)|B_{c_1c_2}/n \) for second probability. Choosing \( c_1, c_2 \) such that \( B_{c_1c_2} > 0 \), this expectation is \( \Omega\left((n^{1/2+\eta/2})^2/n\right) = \Omega(n\eta) \). It follows that at least one edge is present with probability \( 1 - \exp(-\Omega(n\eta)) = 1 - o(1) \). If such an edge is present, then \( d(v, w) \leq 2D_1 + 1 \) for first probability and \( d(v, w) \leq 2D_2 + 1 \) for second probability. So, the probability that the second event in the above equation holds but not the first is \( o(1) \). Thus, the last equation implies that

\[
\begin{align*}
P(d(v, w) \leq 2D_1 + 1) &\geq (1 - \gamma)^2 - o(1) \geq 1 - 2\gamma - o(1) \\
P(d(v, w) \leq 2D_2 + 1) &\geq (1 - \gamma)^2 - o(1) \geq 1 - 2\gamma - o(1).
\end{align*}
\]
where, $\gamma > 0$ is arbitrary. Choosing $\eta$ small enough, we have $2D + 1 \leq (1 + \epsilon) \log(n)/\log \lambda$. As $\gamma$ is arbitrary, we have

\[
P(d(v, w) \leq (1 + \epsilon) \tau_1) \geq 1 - \exp(-\Omega(n^{2\eta})),
\]

\[
P(d(v, w) \leq (1 + \epsilon) \tau_2) \geq 1 - \exp(-\Omega(n^{2\eta})),
\]

and the lemma follows.

The equations (6) and (8) control the asymptotic bounds for the graph distance $d_G(v, w)$ between two vertices $v$ and $w$ in $V(G_n)$. Under the condition (A3) it follows that $\lambda_2^2 > \lambda_1$. If we consider $\lambda_2^2 = c\lambda_1$, where, $c$ is a constant, then the equations (6) and (8) can be written in the form of quadratic equations. So, the solutions $\tau_1$ and $\tau_2$ exist under the condition $c\tau_1$ and $c\tau_2$ are of the order $O(n)$ and the resulting solutions $\tau_1$ and $\tau_2$ are both of the order $O(\log n)$. Also, from the expression of the solutions $\tau_1$ and $\tau_2$, the limits $\frac{\tau_1}{\log n}$ and $\frac{\tau_2}{\log n}$ exist and we shall define the limit as $\sigma_1$ and $\sigma_2$ respectively.

### 4.3 Proof of Theorem 2 and Theorem 3

#### 4.3.1 Proof of Theorem 2

We shall try to prove the limiting behavior of the typical graph distance in the giant component as $n \to \infty$. The Theorem essentially follows from Lemma 3 - 4. Under the conditions mentioned in the Theorem, part (a) follows from Lemma 3(a) and 4(a) and part (b) follows from Lemma 3(b) and 4(b).

#### 4.3.2 Proof of Theorem 3

From Definition 4, we have that $D_{ij} =$ graph distance between vertices $v_i$ and $v_j$, where, $v_i, v_j \in V(G_n)$. From Lemma 3, we get for any vertices $v$ and $w$ with high probability,

\[
|\{v, w\} : d_G(v, w) \leq (1 - \epsilon) \tau_1| \leq O(n^{2-\epsilon}), \text{ if type of } v = \text{ type of } w
\]

\[
|\{v, w\} : d_G(v, w) \leq (1 - \epsilon) \tau_2| \leq O(n^{2-\epsilon}), \text{ if type of } v \neq \text{ type of } w.
\]

Also, from Lemma 4, we get
\[ P(d_G(v, w) < (1 + \varepsilon)\tau_1) = 1 - \exp(-\Omega(n^2\eta)), \text{ if type of } v = \text{ type of } w, \]
\[ P(d_G(v, w) < (1 + \varepsilon)\tau_2) = 1 - \exp(-\Omega(n^2\eta)), \text{ if type of } v = \text{ type of } w. \]

Now, \( \sigma_1 = \tau_1 / \log n \) and \( \sigma_2 = \tau_2 / \log n \) are asymptotically constant as both \( \tau_1 \) and \( \tau_2 \) are of the order \( \log n \) as follows from equations (6) and (8). So, putting the two statements together, we get that with high probability,
\[
\sum_{i,j=1: \text{type}(v_i) \neq \text{type}(v_j)}^{n} \left( \frac{D_{ij}}{\log n} - D_{ij} \right)^2 = O(n^{2-\varepsilon}) + O(n^2)\varepsilon^2
\]
since, by Lemma 1, \( \varepsilon = o(1) \) and \( (1 - \exp(-\Omega(n^2\eta))) \to 1 \) as \( n \to \infty \). So, putting the two cases together, we get that with high probability, for some \( \varepsilon > 0 \),
\[
\sum_{i,j=1}^{n} \left( \frac{D_{ij}}{\log n} - D_{ij} \right)^2 = O(n^{2-\varepsilon}) + O(n^2)\varepsilon^2 = o(n^2).
\]

Hence, for some \( \varepsilon > 0 \),
\[
\left\| \frac{D}{\log n} - D \right\|_F \leq o(n).
\]

We have completed proofs of Theorems 2 and 3.

### 4.4 Perturbation Theory of Linear Operators

We now establish part II of our program. \( D \) can be considered as a perturbation of the operator \( \bar{D} \).

The Davis-Kahan Theorem [13]] gives a bound on perturbation of eigenspace instead of eigenvector, as discussed previously.

**Theorem 6 (Davis-Kahan (1970)[13]).** Let \( H, H' \in \mathbb{R}^{n \times n} \) be symmetric, suppose \( \mathcal{V} \subset \mathbb{R} \) is an interval, and suppose for some positive integer \( d \) that \( W, W' \in \mathbb{R}^{n \times d} \) are such that the columns of \( W \) form an orthonormal basis for the sum of the eigenspaces of \( H \) associated with the eigenvalues of \( H \) in \( \mathcal{V} \) and that the columns of \( W' \) form an orthonormal basis for the sum of the eigenspaces of \( H' \) associated with the eigenvalues of \( H' \) in \( \mathcal{V} \). Let \( \delta \) be the minimum distance between any eigenvalue of \( H \) in \( \mathcal{V} \) and any eigenvalue of \( H \) not in \( \mathcal{V} \). Then there exists an orthogonal matrix \( R \in \mathbb{R}^{d \times d} \) such that \( \| WR - W' \|_F \leq \sqrt{2 \| H - H' \|_F} / \delta \).
4.5 Proof of Theorem 1

The behavior of the eigenvalues of the limiting operator \( \mathbb{D} \) can be stated as follows.

**Lemma 5.** Under our model, the eigenvalues of \( |\mu_1(\mathbb{D})| \geq |\mu_2(\mathbb{D})| \geq \cdots \geq |\mu_n(\mathbb{D})| \), can be bounded as follows.

\[
\mu_1(\mathbb{D}) = O(n\sigma_1), \quad |\mu_K(\mathbb{D})| = O(n(\sigma_1 - \sigma_2)), \quad \mu_{K+1}(\mathbb{D}) = \cdots = \mu_n(\mathbb{D}) = -\sigma_1
\]

Also, with high probability it holds that \( |\mu_k(\mathbb{D}/\log n)| = O(n(\sigma_1 - \sigma_2)) \) and \( \mu_{K+1}(\mathbb{D}/\log n) \leq o(n) \).

**Proof.** The matrix \( \mathbb{D} + \sigma_1 \mathbb{I}_{n \times n} \) is a block matrix with blocks of sizes \( \{n_a\}_{a=1}^K \), with \( \sum_{a=1}^Kn_a = n \). The elements of \((a,b)\)th block are all same and equal to \( \sigma_1 \), if \( a = b \) and equal to \( \sigma_2 \), if \( a \neq b \). Note, diagonal of \( \mathbb{D} \) is zero, as diagonal of \( \mathbb{D} \) is also zero. Now, we have the eigenvalues of the \( K \times K \) matrix of the values in \( \mathbb{D} \) to be \((\sigma_1 + (K-1)\sigma_2, \sigma_1 - \sigma_2, \ldots, \sigma_1 - \sigma_2)\). If we consider, \( \lambda_2^2 = c\lambda_1 \), then, if \( c > 1 \), we will have \( \sigma_1 > \sigma_2 \). So, under our model, we have that \( \sigma_1 > \sigma_2 \). So, because of repetitions in the block matrix \( \mu_1(\mathbb{D}) = O(n\sigma_1) = O(n) \) and \( \mu_K(\mathbb{D}) = O(n(\sigma_1 - \sigma_2)) = O(n) \), since, by assumption (A3), \( n_a = O(n) \), for all \( a = 1, \ldots, K \). Now, the rest of the eigenvalues of \( \mathbb{D} + \sigma_1 \mathbb{I}_{n \times n} \) is zero, so the rest of eigenvalues of \( \mathbb{D} \) is \( -\sigma_1 \).

Now, about the second part of Lemma, By Weyl’s Inequality, for all \( i = 1, \ldots, n \),

\[
|\mu_i(\mathbb{D}/\log n)| - |\lambda_i(\mathbb{D})| \leq ||\mathbb{D}/\log n - \mathbb{D}||_F \leq o(n)
\]

Since, from (A1)-(A3), it follows that \( \sigma_1 - \sigma_2 > c > 0 \), for some constant \( c \), so,

\[
|\lambda_k(\mathbb{D}/\log n)| = O(n(\sigma_1 - \sigma_2)) - o(n) = O(n(\sigma_1 - \sigma_2)) \quad \text{for large } n \quad \text{and} \quad |\lambda_{K+1}(\mathbb{D}/\log n)| \leq -\sigma_1 + o(n) = o(n).
\]

Now, let \( \mathbf{W} \) be the eigenspace corresponding to the top \( K \) absolute eigenvalues of \( \mathbb{D} \) and \( \tilde{\mathbf{W}} \) be the eigenspace corresponding to the top \( K \) absolute eigenvalues of \( \mathbb{D} \). Using Davis-Kahan

**Lemma 6.** With high probability, there exists an orthogonal matrix \( \mathbf{R} \in \mathbb{R}^{K \times K} \) such that \( ||\mathbf{WR} - \tilde{\mathbf{W}}||_F \leq o((\sigma_1 - \sigma_2)^{-1}) \).

**Proof.** The top \( K \) eigenvalues of both \( \mathbb{D} \) and \( \mathbb{D}/\log n \) lies in \( (Cn, \infty) \) for some \( C > 0 \). Also, the gap \( \delta = O(n(\sigma_1 - \sigma_2)) \) between top \( K \) and \( K + 1 \)th eigenvalues of matrix \( \mathbb{D} \). So, now, we can apply Davis-Kahan Theorem 6 and Theorem 3, to get that,
\[ \|WR - \bar{W}\|_F \leq \sqrt{2} \frac{|D/\log n - D|_F}{\delta} \leq \frac{o(n)}{O(n(\sigma_1 - \sigma_2))} = o\left((\sigma_1 - \sigma_2)^{-1}\right) \]

Now, the relationship between the rows of \( W \) can be specified as follows -

**Lemma 7.** For any two rows \( i, j \) of \( W_{n \times K} \) matrix, \( ||u_i - u_j||_2 \geq \Omega(1/\sqrt{n}) \), if type of \( v_i \neq \) type of \( v_j \).

**Proof.** The matrix \( D + \sigma_1 \mathbf{I}_{n \times n} \) is a block matrix with blocks of sizes \( \{n_a\}_{a=1}^K \), with \( \sum_{a=1}^K n_a = n \). The elements of \( (a, b) \)th block are all same and equal to \( \sigma_1 \), if \( a = b \) and equal to \( \sigma_2 \), if \( a \neq b \). Note, diagonal of \( D \) is zero, as diagonal of \( D \) is also zero. Now, we have the rows of eigenvectors of the \( K \times K \) matrix of the values in \( D \) that have a constant difference. Under our model, we have that \( \sigma_1 > \sigma_2 \). So, because of repetitions in the block matrix, rows of \( D \) as well as the projection of \( D \) into into its top \( K \) eigenspace has difference of order \( O(n^{-1/2}) \) between rows of matrix.

Now, if we consider \( K \)-means criterion as the clustering criterion on \( \bar{W} \), then, for the \( K \)-means minimizer centroid matrix \( C \) is an \( n \times K \) matrix with \( K \) distinct rows corresponding to the \( K \) centroids of \( K \)-means algorithm. By property of \( K \)-means objective function and Lemma 6, with high probability,

\[
||C - \bar{W}||_F \leq ||WR - \bar{W}||_F \\
||C - WR||_F \leq ||C - \bar{W}||_F + ||WR - \bar{W}||_F \\
||C - WR||_F^2 \leq 4||WR - \bar{W}||_F^2 \\
\leq o\left((\sigma_1 - \sigma_2)^{-2}\right)
\]

By Lemma 7, for large \( n \), we can get constant \( C \), such that, \( K \) balls, \( B_1, \ldots, B_K \), of radius \( r = Cn^{-1/2} \) around \( K \) distinct rows of \( W \) are disjoint.

Now note that with high probability the number of rows \( i \) such that \( ||C_i - (WR)_i|| > r \) is at most \( \frac{cn}{(\sigma_1 - \sigma_2)^2}r \), with arbitrarily small constant \( c > 0 \). If the statement does not hold then,

\[
||C - WR||_F^2 > r^2 \cdot \left(\frac{cn}{(\sigma_1 - \sigma_2)^2}\right) \\
\geq Cn^{-1} \cdot \left(\frac{cn}{(\sigma_1 - \sigma_2)^2}\right) = O\left((\sigma_1 - \sigma_2)^{-2}\right)
\]

So, we get a contradiction, since \( ||C - WR||_F^2 \leq o\left((\sigma_1 - \sigma_2)^{-2}\right) \). Thus, the number of mistakes should be at most \( \left(\frac{cn}{(\sigma_1 - \sigma_2)^2}\right) \), with arbitrarily small constant \( c > 0 \).
So, for each $v_i \in V(G_n)$, if $c(v_i)$ is the type of $v_i$ and $\hat{c}(v_i)$ is the type of $v_i$ as estimated from applying $K$-means on top $K$ eigenspace of geodesic matrix $D$, we get that for arbitrarily small constant, $c > 0$,

$$\left[ \frac{1}{n} \sum_{i=1}^{n} 1 \left( c(v_i) \neq \hat{c}(v_i) \right) < \frac{c}{(\sigma_1 - \sigma_2)^2} \right] \to 1$$

So, for constant $\sigma_1$ and $\sigma_2$, we get $c > 0$ such that,

$$\left[ \frac{1}{n} \sum_{i=1}^{n} 1 \left( c(v_i) \neq \hat{c}(v_i) \right) < \frac{1}{2} \right] \to 1$$

### 5 Conclusion

We have given an overview of spectral clustering in the context of community detection of networks and clustering. We have also introduced a new method of community detection in the paper and we have shown bounds on theoretical performance of the method.
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