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Abstract

Classical limit of multiple soft graviton theorem can be used to compute the angular power spectrum of long wavelength gravitational radiation in classical scattering provided the total energy carried away by the radiation is small compared to the energies of the scatterers. We could ensure this either by taking the limit in which the impact parameter is large compared to the Schwarzschild radii of the scatterers, or by taking the probe limit where one object (the probe) has mass much smaller than the other object (the scatterer). We compute the results to subleading order in soft momentum and test them using explicit examples involving classical scattering. Our analysis also generalizes to the case where there are multiple objects involved in the scattering and the objects exchange mass, fragment or fuse into each other during the scattering. A similar analysis can be carried out for soft photons to subleading order, reproducing standard textbook results. We also discuss the modification of soft expansion in four dimensions beyond the leading order due to infrared divergences.
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## 1 Introduction and summary

Soft theorems have a long history \cite{1-12}. They express amplitudes with one or more low momentum photon or graviton in terms of amplitudes without such photons or gravitons.
Recent surge of interest in soft theorem began with the realization that they are related to asymptotic symmetries \[13-30\]. During this investigation it has also become clear that soft theorems extend beyond leading order in the soft momentum \[31-75\].

There now exists general diagrammatic proof of soft graviton theorem that is valid for generic finite energy external states in generic theories in generic number of dimensions \[76-78\]. In particular these results also hold when the external states represent composite objects. Up to subleading order in the soft momenta the result is universal, i.e. the relation between the amplitude with soft gravitons and the amplitude without soft gravitons is independent of the theory or the type of particles we have in the external state, and is sensitive only to the momenta and angular momenta carried by these particles. At the subsubleading order there still exists a relation between the two amplitudes, but it is not universal, i.e. it depends on the theory and also the nature of the external particles involved \[57,72,77\]. The analysis of \[76-78\] can be easily extended to the electromagnetic case following \[74\], but in this case the soft theorem exists only to subleading order, and only the leading term is universal.

Since soft theorems hold for all external states, they also hold for classical objects carrying large mass or charge. Therefore by taking appropriate limit of the soft theorem we should be able to generate universal formula for electromagnetic and / or gravitational radiation during a classical scattering process that depends only on the initial and final momenta and angular momenta of the objects being scattered, but not on the details of the scattering. For leading soft theorem this has already been studied and shown to agree with classical results \[8\]. Our goal will be to use the subleading and subsubleading soft graviton theorem on the scattering of a pair of massive objects, with classical limit corresponding to their masses being much larger than the Planck mass. We shall also see that a similar analysis for soft photons reproduce the standard textbook results for radiation from a moving charge \[79\] to subleading order.

Our results will be valid for graviton wave-lengths large compared to the impact parameter and the internal sizes of the scatterers. The validity of our analysis also requires that the total radiated energy is small compared to the energy of the scatterers themselves. We can achieve this by taking the limit in which the impact parameter or the typical size of the scattersers is large compared to the Schwarzschild radii of the scatterers. On the other hand if we take the impact parameter and the sizes to be of the order of the Schwarzschild radii, then we need to work in the approximation in which one of the objects (called the probe) has mass small compared to the other (called the scatterer).

For the probe-scatterer approximation, our results in \(D\) space-time dimensions can be
summarized as follows. We shall work in the frame in which the scatterer is at rest initially. Up to subleading order in $\omega$, the total energy carried by gravity waves of polarization $\varepsilon$, with frequency lying between $\omega$ and $\omega(1 + \delta)$ and within a solid angle $\Delta\Omega$ around the unit vector $\hat{n}$ pointing out of the scatterer is given by

$$
\frac{1}{2D \pi^{D-1}} |S_{gr}^{(0)}(\varepsilon, k) + S_{gr}^{(1)}(\varepsilon, k)|^2 \omega^{D-1} \Delta\Omega \delta
$$

where we have used $\hbar = c = 8\pi G N = 1$ units, $k = -(\omega, \omega \hat{n})$ denotes the momentum carried by the individual gravitons, and

$$
S_{gr}^{(0)} = \sum_{a=1}^{2} \left[ \frac{\varepsilon_{\mu\nu} p_{(a)}^\mu p_{(a)}^\nu}{p_{(a)} \cdot k} + \varepsilon_{\mu 0} p_{(a)}^\mu k_0^2 + 2 \varepsilon_{\mu\nu} p_{(a)}^\nu k_0^2 \right],
$$

$$
S_{gr}^{(1)} = i \sum_{a=1}^{2} \left[ \left\{ \frac{\varepsilon_{\mu\nu} p_{(a)}^\mu k_\rho}{p_{(a)} \cdot k} + \varepsilon_{\rho 0} k_\rho k_0^2 \right\} j_{(a)}^\nu + \frac{J_0}{M_0} \left\{ \frac{\varepsilon_{a0} k_j p_{(a)} \cdot k}{(k_0)^2} + \frac{\varepsilon_{\mu\nu} p_{(a)}^\nu k_j}{k_0} \right\} \right].
$$

$p_{(1)}$ and $p_{(2)}$ are the momenta of the probe before and after the scattering, with the sign convention that momentum is always measured in the ingoing direction. The indices are raised and lowered by flat metric $\eta_{\mu\nu}$ and $\eta_{\mu\nu}$ with mostly plus signature. The scatterer is initially taken to be at rest. $J$ is the initial angular momentum of the scatterer and $M_0$ is the mass of the scatterer. The indices $i, j, \ell$ run over spatial coordinates and the indices $\mu, \nu, \rho$ run over all space-time coordinates. $j_{(1)}$ and $j_{(2)}$ are the angular momenta of the probe before and after the scattering, measured with respect to the point where the scatterer is situated initially again with the convention that they are counted with positive sign for ingoing and negative sign for outgoing particles. Under the assumption that the internal size of the probe is small compared to the impact parameter, $j_{(a)}$’s receive dominant contribution only from the orbital angular momenta. The formula for $j_{(1)}$ and $j_{(2)}$ in terms of the initial and final particle trajectories can be found in \[(3.32), (3.33)\]. \[(1.1)\] can be shown to be invariant under the gauge transformation that shifts $\varepsilon_{\mu\nu}$ by $k_{\mu} \xi_{\nu} + \xi_{\mu} k_{\nu}$ for some vector $\xi$. It is also invariant under a shift in the origin of the time coordinate under which $j_0^{(a)}$ gets shifted by $c \cdot p_{(a)}^i$ for some constant $c^0$. The expansion is in powers of $\max(\omega a, \omega b)$, where $b$ is the impact parameter and $a$ is the maximum of the sizes of the probe and the scatterer. $S_{gr}^{(0)}$ represents the leading term in the expansion and $S_{gr}^{(1)}$ is the subleading term. Since for real $\varepsilon$ $S_{gr}^{(1)}$ is purely imaginary, its effect on \[(1.1)\]

\[1\]The factor given in \[(1.2)\] has previously appeared in \[80\] in a different context.

\[2\]More precisely, this is the center of momentum of the scatterer around which $J^{(0)}$ components vanish.
vanishes to subleading order. However for circular polarization for which \( \varepsilon \) is complex, \( S_{\text{gr}}^{(1)} \) contributes to subleading order.

Our analysis is also valid when the probe fuses to the scatterer. In this case we have to set \( p_{(2)} \) and \( j_{(2)} \) to 0 in (1.2), (1.3). It is also valid when there is more than one probe and / or when the probe splits up into fragments producing more than one object in the final state and / or exchanges mass with the scatterer i.e. we do not need to demand that the initial and final masses of the objects coincide. In all these cases we have to extend the sum over \( a \) in (1.2), (1.3) to all initial and final state objects of finite energy.

If we do not use the probe-scatterer approximation, but consider a general scattering with arbitrary number of incoming and outgoing objects carrying energies of the same order, then we can still use (1.1)-(1.3) for large impact parameter or large size, but we need to allow the sum over \( a \) to run over all external particles. To the experts this may appear somewhat unfamiliar since the usual soft theorem does not have the non-covariant terms in (1.2), (1.3) involving \( \varepsilon_{00} \) and \( \varepsilon_{0\nu} \). It is easy to see however that when all external states are included in the sum over \( a \), the contribution from these terms vanish using conservation of total momentum and total angular momentum. The same argument shows that the term involving the \( J^{ij}/M_0 \) vanishes. This is just as well since now there is no distinguished scatterer whose angular momentum represents \( J^{ij} \).

(1.2), (1.3) are universal independent of the type of probe or scatterer we have. For example the scatterer could be Kerr-Newmann black hole in the Einstein-Maxwell theory, or more general rotating black hole in a theory of gravity coupled of other massless gauge fields and scalars, or some other compact massive (rotating) object. The probe could be any object with mass large compared to the Planck mass but much smaller than that of the scatterer. We expect the universality to break down at the next order in the expansion in powers of \( \omega a \) where the results will be sensitive to the internal structure of the scatterer. However we can still make some meaningful prediction if we take the impact parameter \( b \) to be much larger than the size \( a \). In this case the non-universal terms give corrections of order \( \omega^2 a^2 \), whereas the universal terms have larger contribution of order \( \omega^2 b^2 \) and \( \omega^2 ab \). These universal contributions are captured by adding to \( S^{(0)}_{\text{gr}} + S^{(1)}_{\text{gr}} \) in (1.1) a third term

\[
S^{(2)}_{\text{gr}} = -\frac{1}{2} \sum_{a=1}^{\infty} (p_{(a)} \cdot k)^{-1} \varepsilon_{\mu\nu} k_\mu k_\nu j_{(a)}^{\mu\nu} j_{(a)}^{\rho\sigma} - \sum_{a=1}^{\infty} \frac{1}{M_0 k_0} \varepsilon_{ij} k_i k_j \varepsilon_{\rho\sigma} j_{(a)}^{ij} j_{(a)}^{\rho\sigma}.
\] (1.4)

If the macroscopic objects have energies that are comparable to each other, then eq. (1.4) still holds, but the sum over \( a \) runs over all the external states. In this case the contribution from
the second term in (1.4) vanishes by conservation of angular momentum. Also if we express the \( j^\mu_{(a)} \)'s as sum of spin and orbital angular momenta, then the terms quadratic in the orbital angular momenta and the cross terms between the orbital and the spin angular momenta are of order \( \omega^2 b^2 \) and \( \omega^2 ab \) and are large compared to the non-universal terms. However the term proportional to the square of the spin angular momentum is of order \( \omega^2 a^2 \) and are of the same order as the non-universal terms. Therefore we need to ignore this term in (1.4).

Finally, by combining the result on the angular power spectrum described above with the result of explicit computation given in section 7.2, we can write down the expression for the radiative part of the metric field \( h_{\alpha\beta} \equiv (g_{\alpha\beta} - \eta_{\alpha\beta})/2 \) for long wavelengths. Denoting by \( \tilde{h}_{\alpha\beta}(\omega, \vec{x}) \) the time Fourier transform of \( h_{\alpha\beta}(t, \vec{x}) \), we have, for large \( |\vec{x}| \) and up to subsubleading order in \( \omega \),

\[
\tilde{h}_{\alpha\beta}(\omega, \vec{x}) = \tilde{e}_{\alpha\beta}(\omega, \vec{x}) - \frac{1}{D-2} \eta_{\alpha\beta} \tilde{e}_\gamma(\omega, \vec{x}),
\]

\[
\tilde{e}^{\alpha\beta} \tilde{e}_{\alpha\beta}(\omega, \vec{x}) = N e^{i\omega R} \left[ S^{(0)}_{gr}(\varepsilon, k) + S^{(1)}_{gr}(\varepsilon, k) + S^{(2)}_{gr}(\varepsilon, k) \right],
\]

\[
R \equiv |\vec{x}|, \quad N \equiv \left( \frac{\omega}{2\pi i R} \right)^{(D-2)/2} \left( \frac{1}{2\omega} \right),
\]

up to gauge transformation.\(^3\)

A similar formula for electrodynamics exists up to subleading order in powers of the soft momentum, and is obtained by replacing \( S^{(i)}_{gr} \) by \( S^{(i)}_{em} \) given in (2.2) and (6.2). Both for electromagnetism and gravity the relation between classical radiation and soft theorem at the leading order has been noted before, see \( e.g. \) [79] for electromagnetism and [85] for gravity. However this relation at the subleading and subsubleading order does not seem to have been explored in detail before.\(^4\)

It may be possible to give a general proof of soft theorem in classical scattering using the effective field theory approach [87] [89] (see [90] for a review). However in this paper we shall restrict our analysis to verifying the soft theorem explicitly in various classical scattering processes.

\(^3\)The additional power of \( \omega \) coming from \( N \) for \( D > 4 \) is responsible for the absence of conventional memory effect in \( D > 4 \) [81] [83]. In [84] a new definition of memory was proposed based on the “Coloumbic modes” of \( \tilde{h}_{\alpha\beta} \) that fall off as \( 1/R^{D-3} \). It would be interesting to extend our analysis to this order in \( 1/R \) and check that these Coloumbic modes indeed have a non-trivial zero frequency limit.

\(^4\)The relation between subleading terms in the soft graviton theorem and a new kind of memory effect in four space-time dimensions was discussed in [86]. However, as we shall discuss in section 8, in four dimensions the usual soft expansion seems to get modified beyond leading order due to logarithmic singularities in the expansion.
In four space-time dimensions soft theorems are expected to be modified due to infrared divergence effects [41]. We shall avoid these divergences by working in general dimensions. In section 8 we shall discuss the special case of four dimensions and explore how the classical limit of soft theorem is affected by the classical counterpart of infrared divergences – long range force acting on objects taking part in the scattering.

It was argued in [16, 84, 86, 91, 92] that soft graviton theorem is related to memory effect [93–96]. This correspondence was established in two steps – first relating soft graviton theorem to the radiative field produced in the scattering and then relating the radiative field to the memory effect. The latter connection has so far been understood only in even space-time dimensions. In contrast the connection between soft theorem and power spectrum of gravitational radiation described in (1.1) makes use of the relation between radiative field and the power spectrum and holds in all space-time dimensions. Our analysis further shows that the first step in this relation – the relation between soft theorem and the classical radiative field – is based not on single soft graviton theorem but multiple soft graviton theorem, and relies on the vanishing of the contact term in the multiple soft theorem in the classical limit.

The rest of the paper is organized as follows. In section 2 we review the classical limit of the leading soft theorem in electrodynamics. In section 3 we apply this to soft theorem in gravity to subleading order. In section 4 we compute the angular power spectrum of soft gravitons by summing over polarizations and show that in the probe-scatterer approximation the effect of the scatterer does not fully decouple even in the infinite mass limit. In section 5 we consider a slightly different situation where the probe fuses with the scatterer to form a single object, and analyze the angular power spectrum of soft gravitons emitted during this process with the help of soft theorem. This will include in particular an object falling into the black hole. In section 6 we extend the analysis of classical limit of soft theorem to subleading order in electrodynamics and subsubleading order in gravity. Even though at this order the soft theorem receives non-universal corrections, we argue that in the limit of large impact parameter the universal part dominates over the non-universal part and we can make definite predictions. In section 7 we test the general formulae derived from soft theorem by analyzing the emission of electromagnetic and gravitational radiation during various classical scattering processes to respectively subleading and subsubleading order in soft momentum. In section 8 we explore the origin of the corrections to the soft theorem in four dimensions due to infrared effects. We conclude in section 9 with a discussion of our analysis.
2 Electromagnetic radiation from classical scattering

In this section we shall review the computation of long wavelength classical electromagnetic radiation for the scattering of charged particles using soft theorem.

Let us consider the effect of emission of $M$ soft photons, carrying polarization and momenta $(\varepsilon_1, k_1), \ldots, (\varepsilon_M, k_M)$ during the scattering of $n$ finite energy particles carrying charge $q(a)$ and momenta $p(a)$ for $1 \leq a \leq n$. All momenta are regarded as ingoing so that an outgoing particle carries negative energy. According to the soft theorem, for small $\{k_r\}$, this amplitude is given by

$$\left\{ \prod_{r=1}^{M} S_{em}^{(0)}(\varepsilon_r, k_r) \right\} M$$

(2.1)

where

$$S_{em}^{(0)}(\varepsilon, k) = \sum_{a=1}^{n} q(a) \frac{\varepsilon \cdot p(a)}{k \cdot p(a)} ,$$

(2.2)

and $M$ is the amplitude of the process without soft gravitons. We shall now use this to derive a formula for the classical electromagnetic radiation from such a scattering process. Let us consider the differential cross section for emitting $N$ soft photons, each carrying polarization $\varepsilon$ and lying within a solid angle $\Delta \Omega$, and with frequency lying between $\omega$ and $\omega(1 + \delta)$. This will be given by

$$|M|^2 A^N / N! ,$$

(2.3)

where $A$ includes the contribution from the differential cross-section as well as the phase space factor:

$$A \equiv \frac{1}{(2\pi)^{D-1}} \frac{1}{2\omega} |S_{em}^{(0)}(\varepsilon, k)|^2 \omega^{D-2} \omega \delta \Delta \Omega = \frac{1}{2^D \pi^{D-1-1}} |S_{em}^{(0)}(\varepsilon, k)|^2 \omega^{D-2} \Delta \Omega \delta .$$

(2.4)

For $q(a) \sim q$, the leading term in $S_{em}^{(0)}(\varepsilon, k)$ goes as $q/\omega$. This gives $A \propto q^2$ for fixed $\omega$, $\Delta \Omega$ and $\delta$. Therefore $A$ is a large number for $q >> 1$, which corresponds to the classical limit. (2.3) is maximized at

$$\frac{\partial}{\partial N} (N \ln A - N \ln N + N) = 0 ,$$

(2.5)

where, in anticipation of the fact that $N$ will turn out to be large at the maximum, we have used Stirling’s formula for $N!$. This gives

$$N = A = \frac{1}{2^D \pi^{D-1-1}} |S_{em}^{(0)}(\varepsilon, k)|^2 \omega^{D-2} \Delta \Omega \delta .$$

(2.6)

Before we proceed, let us make a few comments:
1. (2.3) is sharply peaked around the value of \( N \) given in (2.6) with a width of order \( \sqrt{N} \).

2. We could also allow emission of other soft photons in different momentum bins. This would multiply the \(|M|^2 \) factor in (2.3) by other factors but will not affect the \( N \) dependence of this expression. As a result the value of \( N \) given in (2.6) remains unchanged.

Therefore (2.6) gives the number of soft photons emitted in this momentum bin.

We can also compute the total power carried by the soft photons in this bin by multiplying (2.6) by the energy of each soft photon. This is given by

\[
A \omega = \frac{1}{2^{D-1} \pi^{D-1}} |S^{(0)}_{\text{em}}(\varepsilon, k)|^2 \omega^{D-1} \Delta \Omega \delta. 
\] (2.7)

As a special case of the configuration discussed above, we can consider the probe-scatterer approximation in which we have a light particle (the probe) scattering off a heavy center (the scatterer). We begin with the scattering of two particles in \( D \) space-time dimensions – one with mass \( m \) and charge \( q \) and the other with mass \( M_0 \) and charge \( Q \). We label the momenta of the incoming and the outgoing particles as

\[
p_{(1)} = (p_{(1)}^0, \vec{p}_{(1)}), \quad p_{(2)} = (p_{(2)}^0, \vec{p}_{(2)}), \quad p_{(3)} = (M_0, \vec{0}), \quad p_{(4)} = (-\sqrt{M_0^2 + \vec{p}^2}, -\vec{p}),
\] (2.8)

where

\[
\vec{p} \equiv \vec{p}_{(1)} + \vec{p}_{(2)}, \quad p_{(1)}^0 = \sqrt{p_{(1)}^2 + m^2}, \quad p_{(2)}^0 = -\sqrt{p_{(2)}^2 + m^2}.
\] (2.9)

Note that we have implemented the conservation of spatial momenta in the parametrization used in (2.8). We now take the limit \( M_0 \to \infty \) keeping \( p_{(1)}, p_{(2)} \) finite. In this limit energy conservation equation reduces to

\[
p_{(1)}^0 + p_{(2)}^0 = 0.
\] (2.10)

We denote by \( M \) the amplitude of this process. In this limit the \( a = 3 \) and \( a = 4 \) terms in the sum in (2.2) cancel and we are left with

\[
S^{(0)}_{\text{em}}(\varepsilon, k) = q \sum_{a=1}^{2} (-1)^{a-1} \frac{\varepsilon \cdot p(a)}{k \cdot p(a)}. 
\] (2.11)

Substituting eq. (2.11) in (2.6) and taking \( D = 4 \), we see that this agrees with eq.(15.3) of [79] after appropriate change in the units.\(^5\)

\(^5\)In our normalization of the charge the fine structure constant is given by \( e^2/(4\pi) \) where \( e \) is the electric charge of the electron. In the normalization of [79] the fine structure constant is given by \( e^2 \). This leads to an extra factor of \( 4\pi \) in the expression given in [79].
Note that in the analysis given above we have taken $M_0 \to \infty$ limit keeping $Q$ fixed. If instead we take the $M_0 \to \infty$ limit keeping $Q/M_0$ fixed, as will be the case e. g. for scattering from a near extremal black hole, the soft factor $S_{em}^{(0)}$ acquires an additional term

$$\Delta S_{em}^{(0)} = \frac{Q}{M_0} \left( \varepsilon.p - \varepsilon_0 \frac{k.p}{k^0} \right).$$  \hspace{1cm} (2.12)

One can easily check the invariance of this term under the gauge transformation that shifts $\varepsilon^\mu$ by a vector proportional to $k^\mu$.

3 Gravitational radiation from classical scattering

We shall now repeat the analysis for emission of soft gravitons. Since there are several limits involved, we shall begin by describing the order of limits that we would like to take.

1. First we take limit in which the momenta / masses of all the incoming and outgoing objects become large, keeping their ratios fixed. We shall refer to them as macroscopic objects. This is the classical limit in which the number of emitted gravitons in any fixed frequency range becomes large.

2. The classical limit ensures that the number of soft gravitons emitted during the scattering is large. But we also need to ensure that the total energy carried by the radiation emitted during the scattering is small compared to the energies of individual macroscopic objects taking part in the scattering. As will be explained below (3.21), this is needed to ensure that in computing the soft factors we can only include the contribution due to the macroscopic objects and ignore the contribution due to the radiation that is produced during the scattering. One way to ensure this is to keep the distance between the centers of the macroscopic objects large compared to their Schwarzschild radii during the scattering. The other way is to take the probe limit. For $2 \to 2$ scattering this means that the mass of one of the incoming macroscopic objects (the scatterer) is taken to be large compared to the mass / energy of the other (the probe) in the rest frame of the scatterer. We shall see that in either of these cases, the ratio of the total energy radiated to the energies of the macroscopic objects becomes small.

3. Next we make the soft expansion – an expansion in powers of the momenta of soft gravitons. This will be an expansion in the larger of the two quantities $a\omega$ and $b\omega$ where
\(a\) denotes the typical size of the systems e.g. the Schwarzschild radius for a black hole, \(b\) is the impact parameter and \(\omega\) is the frequency of the soft graviton. Therefore we take \(\omega a\) and \(\omega b\) to be small. As we will see, at the leading and subleading order in the expansion, we can work with \(b \sim a\). However for the subsubleading terms – to be discussed in section 6, the non-universal contributions are of order \((a\omega)^2\), and therefore to get a useful result without knowing the details of the internal structures of the probe and the scatterer, we shall take \(b \gg a\). In this case terms of order \(b^2\omega^2\) are larger than the unknown terms of order \(a^2\omega^2\) and we can make meaningful predictions.

In actual computation usage of soft theorem forces us to carry out the soft expansion first and then take the other limits. Due to this reverse order of limits we shall encounter some subtleties involving the difference between eqs. (3.8) and (3.9) below. We shall try to resolve this to the best of our ability.

In the soft limit the amplitude of a scattering process with soft gravitons is given by a soft factor acting on the amplitude without the soft graviton. For emission of \(M\) soft gravitons of polarizations \((\varepsilon_1, k_1), \cdots, (\varepsilon_M, k_M)\), the leading term, replacing (2.1), (2.2), is given by [7, 8]

\[
\left\{ \prod_{r=1}^{M} S_{gr}^{(0)}(\varepsilon_r, k_r) \right\} M, \quad (3.1)
\]

where \(M\) is the amplitude without the soft gravitons, and

\[
S_{gr}^{(0)}(\varepsilon, k) \equiv \sum_{a=1}^{n} \varepsilon_{\mu\nu} p_{(a)}(\varepsilon, k) / p_{(a), k}, \quad (3.2)
\]

where \(p_{(a)}\) are the momenta of the macroscopic objects involved in the scattering. As before all momenta are counted as positive if ingoing.

Let us now discuss subleading corrections. The amplitude with \(M\) soft gravitons takes the following form to subleading order [78]

\[
\left\{ \prod_{r=1}^{M} S_{gr}^{(0)}(\varepsilon_r, k_r) \right\} + \sum_{s=1}^{M} \left\{ \prod_{r=1 \neq s}^{M} S_{gr}^{(0)}(\varepsilon_r, k_r) \right\} S_{gr}^{(1)}(\varepsilon_s, k_s) \right\} M, \quad (3.3)
\]

\[
M(p; \varepsilon_1, k_1, \varepsilon_2, k_2)
\]
\[
= (p.k_1)^{-1}(p.k_2)^{-1} \left\{ -k_1.k_2 \, p.\varepsilon_1.p \, p.\varepsilon_2.p + 2 \, p.k_2 \, p.\varepsilon_1.p \, p.\varepsilon_2.k_1 \\
+ 2 \, p.k_1 \, p.\varepsilon_2.p \, p.\varepsilon_1.k_2 - 2 \, p.k_1 \, p.k_2 \, p.\varepsilon_1.\varepsilon_2.p \right\} \\
+ (k_1.k_2)^{-1} \left\{ - (k_2.\varepsilon_1.\varepsilon_2.p)(k_2.p) - (k_1.\varepsilon_2.\varepsilon_1.p)(k_1.p) \\
+ (k_2.\varepsilon_1.\varepsilon_2.p)(k_1.p) + (k_1.\varepsilon_2.\varepsilon_1.p)(k_2.p) - \varepsilon_1^\gamma \varepsilon_2^\delta (k_1.p)(k_2.p) \\
- 2(p.\varepsilon_1.k_2)(p.\varepsilon_2.k_1) + (p.\varepsilon_2.p)(k_2.\varepsilon_1.k_2) + (p.\varepsilon_1.p)(k_1.\varepsilon_2.k_1) \right\},
\]

(3.4)

\[
S^{(1)}_{gr}(\varepsilon, k) = \sum_{a=1}^{n} \frac{\varepsilon_{\mu\nu}p_{(a)}^\mu k_\rho \mathcal{J}^{\rho\nu}_{(a)}}{p_{(a)} k}, \quad \mathcal{J}^{\rho\nu} \equiv p^\nu \frac{\partial}{\partial p_\rho} - p^\rho \frac{\partial}{\partial p_\nu} + \Sigma^{\rho\nu},
\]

(3.5)

where \(\Sigma^{\rho\nu}\) is the generator of rotation acting on the intrinsic spin of the state. When we take the convolution of this with the external wave-function \(e^{-ip.x}\), the \(\partial/\partial p_\rho\), after integration by parts, produces a factor of \(ix^\rho\). Therefore in the classical limit the first two terms in \(\mathcal{J}^{\rho\nu}\) reduce to \(i(x^\rho p^\nu - x^\nu p^\rho)\). Since \((x^\rho p^\nu - x^\nu p^\rho)\) is the \((\rho\nu)\) component of the orbital angular momentum, the classical limit of \(\mathcal{J}^{\rho\nu}\) can be identified to \(i\mathbf{J}^{\rho\nu}\), where \(\mathbf{J}^{\rho\nu}\) denote components of the total angular momentum. In this limit we can express (3.5) as

\[
S^{(1)}_{gr}(\varepsilon, k) = i \sum_{a=1}^{n} \frac{\varepsilon_{\mu\nu}p_{(a)}^\mu k_\rho \mathbf{J}^{\rho\nu}_{(a)}}{p_{(a)} k},
\]

(3.6)

We shall now try to estimate the relative importance of the two subleading terms in (3.3) in the classical limit. In this limit the momenta \(p_{(a)}\) and the angular momenta \(\mathbf{J}_{(a)}\) become large. Let us take \(p_{(a)} \sim \mu\) and \(\mathbf{J}_{(a)} \sim \mu \lambda\) for some large \(\mu\), \(\lambda\). Here \(\mu\) is the typical mass / energy of the macroscopic objects and \(\lambda\) is the typical length scale of the problem, measured in Planck units. \(\lambda^{-1}\) will provide an effective upper cut-off on the frequency of soft radiation, and hence, by definition, soft gravitons will carry energies small compared to \(\lambda^{-1}\). So we take \(k \sim \lambda^{-1} \tau\) where \(\tau\) is the small number which controls the soft expansion. Then we have

\[
S^{(0)}_{gr}(\varepsilon, k) \sim \mu \lambda \tau^{-1}, \quad S^{(1)}_{gr}(\varepsilon, k) \sim \mu \lambda, \quad \mathcal{M}(p; \varepsilon_1, k_1, \varepsilon_2, k_2) \sim \mu^2, \\
\{p_{(a)}(k_r + k_u)\}^{-1} \sim \mu^{-1} \lambda \tau^{-1}.
\]

(3.7)

It follows from this that for finite number of soft gravitons, the three terms in (3.3) are of order \(\mu^M \lambda^M \tau^{-M}, \mu^M \lambda^{M-1} \tau^{-M+1}\) and \(\mu^{M-1} \lambda^{M-1} \tau^{-M+1}\) respectively. Therefore in the classical limit \(\mu, \lambda \to \infty\), we can drop the third term compared to the other two. However since we shall also
take $M$ to be large in this limit, we need to be more careful in our estimate. We shall proceed for now by dropping the third term, but later confirm that it is indeed small compared to the second term for the value of $M$ where the probability distribution peaks.

With this understanding we replace (3.3) by

$$
\left\{ \prod_{r=1}^{M} S_{gr}^{(0)}(\varepsilon_r, k_r) \right\} + \sum_{s=1}^{M} \left\{ \prod_{r=1 \atop r \neq s}^{M} S_{gr}^{(0)}(\varepsilon_r, k_r) \right\} S_{gr}^{(1)}(\varepsilon_s, k_s). \tag{3.8}
$$

Since $S_{gr}^{(0)}$ and $S_{gr}^{(1)}$ are both multiplicative $c$-numbers, to this order (3.8) can also be written as

$$
\prod_{r=1}^{M} S_{gr}(\varepsilon_r, k_r), \quad S_{gr}(\varepsilon_r, k_r) \equiv \left\{ S_{gr}^{(0)}(\varepsilon_r, k_r) + S_{gr}^{(1)}(\varepsilon_r, k_r) \right\}. \tag{3.9}
$$

Going from (3.8) to (3.9) requires some discussion. For finite $M$, these two expressions are clearly equal up to the subleading order. However in our analysis the number of soft gravitons will be large and for this the two expressions are not equal. Therefore we need to decide on which one is the correct expression for large $M$. This can be done by going back to the analysis of [78] and repeating the analysis dropping all terms that vanish in the classical limit, i.e. are suppressed by powers of $\mu$ in the denominator. This includes the ‘contact terms’ leading to $\mathcal{M}$ and also terms that involve commutators of $\partial/\partial p_\mu$ and $p_\nu$ since this reduces the number of powers of $\mu$. In this case it becomes clear that the soft factor is given by the product of $r$ independent factors, one for each soft graviton, and is given by (3.9). Note that (3.9) is also the form that we shall get if we take the soft limit consecutively using single soft theorem multiple times. Before taking the classical limit the result of consecutive soft limit is not symmetric under the exchange of the soft gravitons, i.e. it preserves the memory of which one was taken to be soft first, but in the classical limit the symmetry is restored since $S_{gr}^{(0)}$ and $S_{gr}^{(1)}$ commute. This also provides further support to the fact that (3.9) is the correct form of the subleading multiple soft theorem for large number of soft gravitons.

It now follows that to subleading order in the expansion parameter $\omega a$, the number of soft gravitons in given range of energy and solid angle, and the energy carried by them, are given

\footnotetext{Note that (3.9) contains subsubleading contributions that may be written schematically, by dropping the arguments, as $(S_{gr}^{(0)})^{M-2}(S_{gr}^{(1)})^2$. One could ask in what sense this is more important than the subsubleading contributions of the form $(S_{gr}^{(0)})^{M-1}S_{gr}^{(2)}$ where $S_{gr}^{(2)}$ is the subsubleading contribution to the single soft graviton theorem. To this end note that there are $\binom{M}{2}$ terms of the form $(S_{gr}^{(0)})^{M-2}(S_{gr}^{(1)})^2$ and $M$ terms of the form $(S_{gr}^{(0)})^{M-1}S_{gr}^{(2)}$. Therefore while for finite $M$ they are of the same order, for large $M$ the $(S_{gr}^{(0)})^{M-2}(S_{gr}^{(1)})^2$ contributions dominate.}
respectively by (2.6) and (2.7) with $S^{(0)}_{\text{em}}(\varepsilon, k)$ replaced by $S^{(0)}_{\text{gr}}(\varepsilon, k) \equiv S^{(0)}_{\text{gr}}(\varepsilon, k) + S^{(1)}_{\text{gr}}(\varepsilon, k)$:

$$N = \frac{1}{2^{D-1}} |S_{\text{gr}}(\varepsilon, k)|^2 \omega^{D-2} \Delta \Omega \delta ,$$  \hspace{1cm} (3.10)$$

$$E = N \omega = \frac{1}{2^{D-1}} |S_{\text{gr}}(\varepsilon, k)|^2 \omega^{D-1} \Delta \Omega \delta .$$  \hspace{1cm} (3.11)$$

However for the validity of this equation we need to satisfy several conditions:

- The number of soft gravitons emitted in a given bin must be large.
- The third term in (3.3), encoding the effect of the contact term $M$, must be small compared to the second term.
- The total energy / angular momentum carried away by the radiation must be small compared to the energy and the angular momentum carried by the macroscopic objects.

We shall now describe under what condition this holds. In particular we shall see that the last two conditions lead to identical constraints.

Using the scaling described in (3.7) and the paragraph above it, the number of soft gravitons emitted in a given bin given by (3.10) can be estimated as:

$$N \sim \mu^2 \lambda^{-\frac{(D-4)}{(D-3)}} \tau^{D-4} \Delta \Omega \delta .$$  \hspace{1cm} (3.12)$$

For fixed $\tau$, $\delta$ and $\Omega$, whether this is large or not depends on the relative magnitude of $\mu$ and $\lambda$. Now in $D$ space-time dimensions, the mass $m$ of a black hole scales with its Schwarzschild radius $a$ as

$$a \sim m^{1/(D-3)} .$$  \hspace{1cm} (3.13)$$

Since $\mu$ and $\lambda$ denote the typical mass and length scales of the classical object, it is natural to introduce a parameter $\sigma$ via the relation

$$\lambda \sim \mu^{1/(D-3)} \sigma ,$$  \hspace{1cm} (3.14)$$

where $\sigma \gtrsim 1$ measures how large the typical length scale is compared to the Schwarzschild radii $\sim \mu^{1/(D-3)}$ of the macroscopic objects involved in the scattering. In that case (3.12) may be expressed as

$$N \sim \mu^{(D-2)/(D-3)} \tau^{D-4} \sigma^{(D-4)} \Delta \Omega \delta .$$  \hspace{1cm} (3.15)$$

Even though $\tau$ is a small number and $\sigma \gtrsim 1$, we see that by taking $\mu$ to be sufficiently large we can ensure that the number of gravitons emitted in a given bin is large.
Let us now recall that for our expansion to be valid, we also need to ensure that the ratio of the third term to the second term in (3.3) must be small. Using (3.7) we find that for large $M$ two subleading terms in (3.3) are of order

$$M \mu^M \lambda^M \tau^{-M+1}, \quad M^2 \mu^{M-1} \lambda^{M-1} \tau^{-M+1},$$

(3.16)

respectively. Here the factors $M$ and $M^2$ arise from the fact that there are $M$ terms in the sum in the second term and $M(M - 1)/2$ terms in the sum in the third term. Therefore the ratio of the third term to the second term is given by

$$M \mu^{-1} \lambda^{-1}.$$  \hspace{1cm} (3.17)

Since the third term in (3.3) can receive contribution not just from the pair of gravitons in the same bin, but also from pair of gravitons in different bins, it is appropriate to take for $M$ in (3.17) the total number of gravitons emitted during the process. This can be estimated by setting $\tau, \Delta \Omega, \delta \sim 1$ on the right hand side of (3.12), reflecting that the inverse of the typical length scale $\lambda$ also sets the upper cut-off on $\omega$ for the radiation emitted during the scattering. This gives

$$M \sim \mu^2 \lambda^{-(D-4)}.$$  \hspace{1cm} (3.18)

Therefore (3.17) reduces to

$$\mu \lambda^{-(D-3)} \sim \sigma^{-(D-3)}.$$  \hspace{1cm} (3.19)

This shows that if we can keep $\sigma$ large then the ratio given in (3.17) is small and our approximation is valid. When the macroscopic objects have masses of the same order, then this can be achieved by taking the typical length scale, e.g. the impact parameter, to be large compared to the Schwarzschild radii of each object. The other possibility is to take the probe limit that will be discussed shortly.

We shall now show that this condition is equivalent to keeping small the ratio of the total energy carried by the gravitons and the typical mass of the macroscopic objects involved in the scattering. The latter is of order $\mu$ whereas the former can be estimated by multiplying (3.12) by $\omega \sim \lambda^{-1} \tau$ to get the energy of the gravitons in a given bin, and then by setting $\Delta \Omega \sim 1, \delta \sim 1, \tau \sim 1$. This gives the ratio to be of order

$$\left[\{\mu^{-1}\} \left\{\lambda^{-1} \tau\right\} \left\{\mu^2 \lambda^{-(D-4)} \tau^{D-4}\right\}\right]_{\tau=1} \sim \sigma^{-(D-3)}.$$  \hspace{1cm} (3.20)

This is identical to (3.19) and can be kept small by taking $\sigma$ to be large.
Similar analysis can be done for the ratio of the total angular momentum carried away by the radiation to the typical angular momenta of the macroscopic objects. The former is of order $M$ given in (3.18) whereas the latter is of order $\mu \lambda$. Therefore the ratio of the two is given by

$$\mu \lambda^{-(D-3)} \sim \sigma^{-(D-3)}.$$  

Therefore this remains small for large $\sigma$.

It is not difficult to trace why keeping the term proportional to $\mathcal{M}$ in (3.3) small also ensures that the angular momentum and energy carried away by the radiation remains small compared to the angular momenta and energies of the macroscopic objects. The contributions to $S_{gr}^{(0)}$ and $S_{gr}^{(1)}$ from a given external state are proportional respectively to the momentum and the angular momentum of the state. Now in writing the expressions for $S_{gr}^{(0)}$ and $S_{gr}^{(1)}$ we have taken the sum over $a$ to run only over the macroscopic objects and not included the contributions from the radiation, but the contact interaction $\mathcal{M}$ includes these contributions. Therefore keeping the effect of $\mathcal{M}$ small requires that the total energy and angular momentum carried away by the radiation remain small compared to the energies and angular momenta of the macroscopic objects contributing to (3.2), (3.6).

Let us now describe the other way of keeping $\sigma$ large – namely by taking the probe limit. For simplicity we shall consider the probe limit of the $2 \rightarrow 2$ scattering although the analysis can be easily generalized to multi-body scattering. We shall use a somewhat more general kinematics for finite energy external particles than the one discussed in (2.8), (2.9). Instead of assuming that the masses of the probe and the scatterer remain unchanged during the scattering, we allow them to change. This will include the situation e.g. where a part of the probe is stripped off and absorbed by the scatterer during the scattering process. The new kinematics takes the form

$$p(1) = (p^0_{(1)}, \vec{p}_{(1)}), \quad p(2) = (p^0_{(2)}, \vec{p}_{(2)}), \quad p(3) = (M_0, \vec{0}), \quad p(4) = (-M_0 - p^0_{(1)} - p^0_{(2)}, \vec{0}),$$

(3.22)

where

$$\vec{p} \equiv \vec{p}_{(1)} + \vec{p}_{(2)}, \quad p^0_{(1)} = \sqrt{\vec{p}_{(1)}^2 + m^2_{(1)}}, \quad p^0_{(2)} = -\sqrt{\vec{p}_{(2)}^2 + m^2_{(2)}}.$$  

(3.23)

This parametrization manifestly implements the conservation of all components of momenta.

We now take the $M_0 \to \infty$ limit keeping $p(a)$ for $a = 1, 2$ fixed. In this limit (3.2) reduces to

$$S_{gr}^{(0)} = \sum_{a=1}^2 \left[ \frac{\varepsilon_{\mu\nu} p^\mu_{(a)} p^\nu_{(a)}}{p(a).k} + \varepsilon_{00} \frac{p(a).k}{(k^0)^2} + 2 \varepsilon_{0\nu} \frac{p^\nu_{(a)}}{k^0} \right].$$

(3.24)
For analyzing the subleading soft factor $S_{gr}^{(1)}$, we shall choose the origin of space coordinate to be at the center of mass of the scatterer before scattering – defined such that the $0i$ components of its angular momentum vanish. In that case we can label $J_{\mu\nu}^{(a)}$ of the four external states as follows:

$$J_{\mu\nu}^{(1)} = j_{\mu\nu}^{(1)}, \quad J_{\mu\nu}^{(2)} = j_{\mu\nu}^{(2)}, \quad J_{ij}^{(3)} = J_{ij}^{(3)}, \quad J_{\mu}^{(3)} = 0,$$

$$J_{\mu\nu}^{(4)} = -J_{\mu\nu}^{(1)} - J_{\mu\nu}^{(2)} - J_{\mu\nu}^{(3)}.$$

(3.25)

Here $J_{ij}$ is a classical angular momentum carried by the scatterer before the scattering. We now take the limit $M_0 \to \infty$ keeping the ratio $J_{ij}/M_0$ fixed. In this limit the subleading soft factor reduces to

$$S_{gr}^{(1)} = i \sum_{a=1}^{2} \left\{ \frac{\varepsilon_{\mu\nu} p_{(a)}^\mu k_\rho}{p_{(a)}^\rho} + \frac{\varepsilon_{\rho\sigma} k_\mu}{k^0} \right\} j_{\mu\nu}^{(a)} + \frac{J_{ji}^{(a)} M_0}{k_{(r)}^0} \left\{ \frac{\varepsilon_{i\rho} k_j p_{(a)}^\rho}{k^0} + \frac{\varepsilon_{i\nu} p_{(a)}^\nu k_j}{k^0} \right\}.$$

(3.26)

It is easy to see that the right hand side of (3.24), (3.26) are invariant under the gauge transformation

$$\varepsilon_{\mu\nu} \rightarrow \varepsilon_{\mu\nu} + \xi_\mu k_\nu + \xi_\nu k_\mu,$$

(3.27)

for any vector $\xi$.

We now need to check that in this limit the contribution of the third term in (3.3) is suppressed compared to the second term. We have already seen that when the impact parameter is large compared to the Schwarzschild radius of the scatterer then this is true even without the probe limit, so let us focus on the case where the impact parameter is of the same order as the Schwarzschild radius $a$ of the scatterer. We also assume that the probe moves with speed of order unity and that $m_{(1)} \sim m_{(2)} \sim m$. In this case we have

$$M_0 \sim a^{D-3}, \quad J \sim M_0 a \sim a^{D-2}, \quad p_{(a)}^\mu \sim m, \quad j_{(a)} \sim m a \quad \text{for} \quad a = 1, 2,$$

(3.28)

and the upper cut-off on $\omega$ is of order $a^{-1}$. Therefore we have

$$S^{(0)} \sim m/\omega, \quad S^{(1)} \sim (m/\omega) (\omega a),$$

$$M(p_{(a)}; \varepsilon_1, k_1, \varepsilon_2, k_2) \sim m^2, \quad \{p_{(a)}(k_r + k_u)\}^{-1} \sim (m \omega)^{-1}, \quad \text{for} \quad a = 1, 2,$$

$$\sum_{a=3}^4 \{p_{(a)}(k_r + k_u)\}^{-1} M(p_{(a)}; \varepsilon_1, k_1, \varepsilon_2, k_2) \sim m \omega^{-1}.$$
Comparing this with (3.7) we see that the scalings in (3.29) and (3.7) are identical if we take \( \mu \sim m \), \( \lambda \sim a \) and \( \tau \sim \omega a \). This also gives \( \sigma \equiv \lambda \mu^{-1/(D-3)} \sim a m^{-1/(D-3)} \sim (M_0/m)^{1/(D-3)} \).

Therefore for \( M_0 >> m \), \( \sigma \) is large. This ensures that the contribution to the soft theorem from the terms proportional to \( M \) is suppressed. Equivalently, the energy and angular momentum carried away by radiation remains small compared to the energy and angular momentum carried by the macroscopic objects involved in the scattering. In particular the total amount of energy radiated is of order

\[
\left| S^{(0)}_{gr} (\varepsilon, k) + S^{(1)}_{gr} (\varepsilon, k) \right|^2 \omega^{D-1} \sim m^2 / M_0 .
\] 

(3.30)

This is small compared to \( m \) for \( m << M_0 \).

We see from (3.29) that the subleading contribution is suppressed compared to the leading term by order \( \omega a \). Therefore \( \omega a \) is the soft expansion parameter. This is not surprising since in this case the Schwarzschild radius of the scatterer determines the typical length scale of the problem.

We end with some observations on the final result:

1. For plane polarized gravitational waves \( S^{(0)}_{gr} \) is real while \( S^{(1)}_{gr} \) is purely imaginary. Therefore the contribution of \( S^{(1)}_{gr} \) to the scattering cross-section vanishes to subleading order. However if we use circularly polarized gravitational wave then \( \varepsilon_{\mu \nu} \) is complex and as a result both \( S^{(0)}_{gr} \) and \( S^{(1)}_{gr} \) are complex. In this case we expect \( S^{(1)}_{gr} \) to contribute to the cross section at subleading order. Related comments can be found in [86].

2. As mentioned below (2.6), even though we have presented our analysis as if it relies on the computation of the amplitude with \( N \) soft gravitons in a given momentum bin and no other particles in the final state other than the probe and the scatterer, our result is valid more generally. Production of other soft gravitons in other momentum bins will give an additional soft multiplicative factor in the amplitude (2.3), but will not affect \( N \) dependence and the analysis leading to (3.10) remains valid. Inclusion of ‘hard gravitons’ in the final state, carrying momentum of order \( 1/a \), may not be represented as a multiplicative factor, and may modify \( M \) appearing in (2.3) in a non-trivial manner, but it still will not change the \( N \) dependence of (2.3). Therefore (3.10) still remains valid.

3. Under a shift in the origin of space-time by \( c^\mu \), \( J^{\rho \nu} \) gets shifted by \( c^\rho p^\nu_{(a)} - c^\nu p^\rho_{(a)} \). This
changes $S^{(1)}_{\text{gr}}$ given in (3.10) to $i c. k S^{(0)}_{\text{gr}}$. Therefore to subleading order

$$S^{(0)}_{\text{gr}} + S^{(1)}_{\text{gr}} \rightarrow e^{i c. k} \left( S^{(0)}_{\text{gr}} + S^{(1)}_{\text{gr}} \right). \quad (3.31)$$

Since this is just an overall phase, this does not affect any physical quantities.

4. (3.2) and (3.6) (and (3.24) and (3.26)) do not depend on the details of the theory or the macroscopic objects involved in the scattering except their momenta and angular momenta. However the subsubleading contribution will depend on the details of the macroscopic objects (and the theory) via the non-universal terms that appear in the subsubleading soft graviton theorem. This will be discussed in section 6.

5. If the scattering configuration is such that the angular momenta $J^{(a)}$ appearing in (3.6) receive dominant contribution from the orbital angular momentum, we can express $J^{(a)}$ in terms of the classical trajectories of the incoming and outgoing macroscopic objects as follows. Let the trajectory of the center of momentum of the $a$-th object be given by

$$x^{\mu}_{(a)} = c^{\mu}_{(a)} + m^{-1}_{(a)} p^{\mu}_{(a)} \tau_{a}, \quad (3.32)$$

where $\tau_{a}$ are the proper time labelling the trajectories. Then $J^{\mu\nu}_{(a)}$, dominated by the orbital angular momenta, are given by

$$J^{\mu\nu}_{(a)} = c^{\mu}_{(a)} p^{\nu}_{(a)} - c^{\nu}_{(a)} p^{\mu}_{(a)}. \quad (3.33)$$

6. In arriving at the expression (3.26) for $S^{(1)}_{\text{gr}}$ we have already fixed the origin of the spatial coordinate system to be at the initial position of the scatterer. But we still have the freedom of shifting the origin of the time coordinate. This shifts $c^{0}_{(a)}$ in (3.32), (3.33) for the probe by some constant $c^{0}$. It can be checked that under such a shift $S_{\text{gr}} \equiv S^{(0)}_{\text{gr}} + S^{(1)}_{\text{gr}}$ given in (3.24), (3.26) picks up an overall phase $\exp[-ic^{0}k^{0}]$ and as a result (3.10), (3.11) remains unchanged.

Note that by appropriately choosing the origin of the time coordinate we can set $c^{0}_{(1)}$ to 0. But we do not have the freedom of also setting $c^{0}_{(2)}$ to 0. Therefore $S^{(1)}_{\text{gr}}$ depends non-trivially on the time delay encoded in $c^{0}_{(2)}$.

7. The soft factors given in (3.24) and (3.26) are gauge invariant without using any momentum or angular momentum conservation laws. We could in fact replace the soft factors
before taking the probe limit by those in \((3.24)\) and \((3.26)\) respectively provided the sum over \(a\) runs over all macroscopic objects, since the contribution from the additional terms would vanish after using momentum and angular momentum conservation. The resulting soft factor is not manifestly Lorentz covariant, but is manifestly gauge invariant before using momentum and angular momentum conservation laws. Once we use momentum and angular momentum conservation laws, then both gauge and Lorentz invariance are manifest.

8. The soft factors \((3.24)\) and \((3.26)\) vanish in the \(\vec{p} \to 0\) limit, i.e. in the limit in which the probe is at rest relative to the scatterer. However if we keep \(\vec{p}/m\) small but fixed as we take the classical limit, our results continue to hold and give the angular power spectrum of gravitational radiation for non-relativistic scattering.

4 Sum over polarizations for probe scattering

Given the angular power spectrum for given polarization, we can sum over polarizations to get the total angular power spectrum. For this we can use the basis of plane polarized waves. Since we have argued that in this basis the power spectrum is independent of the subleading correction to subleading order, we can just focus on the contribution from the leading soft factor. In the probe approximation this is given in \((3.24)\).

Now the last two terms in \((3.24)\) can be thought of as the effect of radiation from the scatterer since they come from the \(a = 3, 4\) terms in the sum in \((3.2)\) – although there is really no gauge invariant way of isolating the radiation from the scatterer and the radiation from the probe. By choosing the transverse gauge in which \(\varepsilon_{i0}\) and \(\varepsilon_{00}\) vanish, we can make the last two terms in \((3.24)\) vanish. Therefore it would seem that after we sum over polarizations the effect of radiation from the scatterer disappears. However we shall now see that this is not so. For this we express \((3.24)\) as

\[
S^{(0)}(\varepsilon, k) = \varepsilon_{\mu\nu} \Sigma^{\mu\nu}(k),
\]

where

\[
\Sigma^{\mu\nu} = \sum_{a=1}^{2} \left[ \frac{P_{(a)}^\mu P_{(a)}^\nu}{P_{(a)} \cdot k} + \delta_0^\mu \delta_0^\nu \frac{k_0}{(k_0)^2} + \left\{ \delta_0^\mu P_{(a)}^\nu + \delta_0^\nu P_{(a)}^\mu \right\} \frac{1}{k_0} \right].
\]

Gauge invariance now translates to

\[
k_\mu \Sigma^{\mu\nu}(k) = 0, \quad k_\nu \Sigma^{\mu\nu}(k) = 0.
\]
Let $\varepsilon_{\mu\nu}^{(\alpha)}$ for $1 \leq \alpha \leq D(D-3)/2$ denote the independent polarization tensors in some gauge. Then the total angular power spectrum is proportional to

$$\sum_{\alpha=1}^{D(D-3)/2} |S^{(0)}(\varepsilon^{(\alpha)}, k)|^2 = \sum_{\alpha=1}^{D(D-3)/2} \varepsilon_{\mu\nu}^{(\alpha)*} \varepsilon_{\rho\sigma}^{(\alpha)} \Sigma_{\mu\nu}(k) \Sigma_{\rho\sigma}(k). \quad (4.4)$$

Now we have

$$\sum_{\alpha=1}^{D(D-3)/2} \varepsilon_{\mu\nu}^{(\alpha)*} \varepsilon_{\rho\sigma}^{(\alpha)} = \frac{1}{2} (\eta_{\mu\rho} \eta_{\nu\sigma} + \eta_{\mu\sigma} \eta_{\nu\rho}) - \frac{1}{D-2} \eta_{\mu\nu} \eta_{\rho\sigma} + \text{terms proportional to } k_{\mu}, k_{\nu}, k_{\rho} \text{ or } k_{\sigma}. \quad (4.5)$$

Substituting this into (4.4), and using (4.3) we get

$$\sum_{\alpha=1}^{D(D-3)/2} |S^{(0)}(\varepsilon^{(\alpha)}, k)|^2 = \Sigma_{\mu\nu}(k) \Sigma_{\mu\nu}(k) - \frac{1}{D-2} \Sigma_{\mu}(k) \Sigma_{\nu}(k). \quad (4.6)$$

It is easy to see from this that the last two terms in (4.2) does contribute to this.

If we had chosen transverse polarizations from the beginning then we could have dropped the last two terms in (4.2). But the resulting expression will not satisfy (4.3) and therefore the terms proportional to $k_{\mu}, k_{\nu}, k_{\rho}$ or $k_{\sigma}$.

We can arrive at expression (4.6) by starting with (3.2) and performing the sum over polarizations before taking the $M_0 \to \infty$ limit. This will give [85]

$$\sum_{\alpha=1}^{D(D-3)/2} |S^{(0)}(\varepsilon^{(\alpha)}, k)|^2 = \sum_{a,b=1}^{4} \frac{1}{p(a) \cdot k} \frac{1}{p(b) \cdot k} \left[ (p(a) \cdot p(b))^2 - \frac{1}{D-2} p_a^2 p_b^2 \right]. \quad (4.7)$$

This is a special case of the general formula derived in [97]. It is easy to verify that $M_0 \to \infty$ limit on (4.7) reproduces (4.6). The contribution to (4.6) from the last two terms in (4.2) arise from the terms in (4.7) with either $a$ or $b$ or both taking values 3 or 4.

It follows from (4.5) that given the radiative part of the soft graviton field $h_{\mu\nu}$, its projection to a given polarization tensor $\varepsilon_{\mu\nu}$ can be obtained by contracting $\varepsilon_{\mu\nu}$ to $h_{\mu\sigma}$ by the inverse of the matrix appearing in (4.5):

$$\varepsilon_{\mu\nu} \left\{ \frac{1}{2} (\eta_{\mu\rho} \eta_{\nu\sigma} + \eta_{\mu\sigma} \eta_{\nu\rho}) - \frac{1}{2} \eta_{\mu\nu} \eta_{\rho\sigma} \right\} h_{\rho\sigma}. \quad (4.8)$$

21
5 Plunge

We can also consider the case where a pair of macroscopic objects fuse into each other and form a third object. As in section 3 we can keep the energy carried by gravitational radiation small compared to the initial and the final energies of the macroscopic objects by making the effective impact parameter large, e.g. by taking the sizes of the objects to be large compared to their Schwarzschild radii so that their centers always remain far apart. In this case the soft factor is given by (3.2), (3.6) with $n = 3$, representing the two initial objects and one final object.

Alternatively we can consider the probe approximation where the probe fuses to the scatterer and produces a third object with slightly more mass than the scatterer. This process will have three external finite energy particles, whose momenta and angular momenta can be taken as

$$p(1) = (p^0, \vec{p}), \quad p(2) = (M_0, \vec{0}), \quad p(3) = (-M_0 - p^0, -\vec{p}), \quad (5.1)$$

$$J_{\mu\nu}^{(1)} = \epsilon_{\mu\nu}, \quad J_{ij}^{(2)} = J_{ij}, \quad J_{0i}^{(2)} = 0, \quad \text{for} \quad 1 \leq i, j \leq D - 1, \quad J_{\mu\nu}^{(3)} = -J_{\mu\nu}^{(1)} - J_{\mu\nu}^{(2)}. \quad (5.2)$$

We can now compute soft graviton radiation from this process using the soft theorem. The soft factor up to subleading order is given by

$$S_{gr}(k) = \sum_{a=1}^{3} \frac{\varepsilon_{\mu\nu} p_{\mu}^{(a)} p_{\nu}^{(a)}}{p^{(a)\cdot k}} + i \sum_{a=1}^{3} \frac{\varepsilon_{\mu\nu} p_{\mu}^{(a)} k_\rho}{p^{(a)\cdot k}} J_{\rho\nu}^{(a)}. \quad (5.3)$$

Taking $M_0 \rightarrow \infty$ limit with $J/M_0$ fixed gives

$$S_{gr}(k) = \left\{ \frac{\varepsilon_{\mu\nu} p_{\mu}^{(a)} p_{\nu}^{(a)}}{p^{(a)\cdot k}} + \varepsilon_{00} \frac{p^0}{(k^0)^2} + 2 \varepsilon_{0\nu} \frac{p^\nu}{k^0} \right\} + i \left\{ \left( \frac{\varepsilon_{\mu\nu} p_{\mu}^{(a)} k_\rho}{p^{(a)\cdot k}} + \varepsilon_{0\nu} k_\rho \frac{k^0}{k^0} \right) J_{\rho\nu}^{(a)} + J_{\nu i}^{(a)} \frac{k_j}{M_0} \right\}. \quad (5.4)$$

This formula can also be regarded as a special case of (1.2), (1.3) in which we take the limit $p(2) \rightarrow 0, J(2) \rightarrow 0$. The angular power spectrum of soft radiation can now be found from (3.11).

Again in the probe limit we can estimate the total radiated energy to be of order $m^2/M_0$.

Since this is small compared to $m$ in the $M_0 >> m$ limit, we expect our approximation to be valid.

The reverse of this process is decay, where a macroscopic object splits apart into two objects due to some internal dynamics. The corresponding formulæ are the same as the ones given in this section, but the signs of the $p_{(a)}$’s will be reversed.
6 Universal parts of higher order non-universal results

In this section we shall explore the possibility of extracting universal parts of higher order soft theorems, both for electromagnetism and for gravity.

6.1 Subleading soft photon theorem

Unlike gravitational theories, there is no universal subleading soft photon theorem – the $S^{(1)}_{\text{em}}$ factor depends on the theory, and can also depend on which external particle we consider. This can be traced to the non-minimal coupling of the soft photon to the external particles via the field strength $F_{\mu\nu}$ – since this has one derivative, it produces a subleading correction. Nevertheless part of the expression for $S^{(1)}_{\text{em}}$ is independent of the details of the theory. This takes the form $[33]$

$$S^{(1)}_{\text{em}}(\varepsilon, k) = \sum_{a=1}^{n} q(a) \frac{\varepsilon_{\nu} k_{\rho} J^{\rho\nu}}{p(a).k} = i \sum_{a=1}^{n} q(a) \frac{\varepsilon_{\nu} k_{\rho}}{p(a).k} J^{\rho\nu}_{(a)}, \quad (6.1)$$

in the same convention as was used in (3.5), (3.6). A general derivation of this formula for any external states in any theory can be given following the procedure described in [77]. For large impact parameter $b$ the angular momenta of the macroscopic objects are dominated by the orbital part and have the form given in (3.33). If $m$ denotes the typical mass of the macroscopic objects involved in the scattering, then $J^{\rho\nu}_{(a)} \sim mb$. On the other hand, the non-universal corrections to the soft photon theorem are expected to be proportional to $ma$ where $a$ is the typical size of the objects. Therefore for $b >> a$ the universal part of $S^{(1)}_{\text{em}}$ dominates and we can trust (6.1).

In the probe limit we use the kinematics given in (2.8) and take the limit $M_0 \to \infty$. This gives

$$S^{(1)}_{\text{em}}(\varepsilon, k) = i \sum_{a=1}^{2} q(a) \frac{\varepsilon_{\nu} k_{\rho}}{p(a).k} J^{\rho\nu}_{(a)}, \quad (6.2)$$

Again, for large impact parameter $b$ the angular momenta of the macroscopic objects are dominated by the orbital part and have the form given in (3.33). Substituting (3.33) into (6.2), using $q(a) = (-1)^{a-1}q$ for $a = 1, 2$, and adding the result to (2.11), we get the total soft factor for photons to subleading order

$$S_{\text{em}}(\varepsilon, k) = q \sum_{a=1}^{2} (-1)^{a-1} \frac{p(a)}{k.p(a)} + i q \sum_{a=1}^{2} (-1)^{a} \frac{1}{p(a).k} \left\{ c(a).k p(a).\varepsilon - c(a).\varepsilon p(a).k \right\}. \quad (6.3)$$
Since \( c_{(a)} \sim b \), we see that the subleading contribution is of order \( q b \). We expect this to dominate the non-universal corrections to \( S^{(1)}_{\text{em}} \) when the impact parameter \( b \) is large compared to the sizes \( a \) of the probe and the scatterer. In this case the non-universal terms are expected to be of order \( qa \), which is small compared to the subleading contribution of order \( qb \) given above.

The results described in (6.2) were given for \( M_0 \to \infty \) limit at fixed \( Q \). If we take the \( M_0 \to \infty \) limit at fixed \( Q/M_0 \) and \( J^{ij}/M_0 \), we have additional subleading contributions:

\[
\Delta S_{\text{em}}^{(1)} = i \frac{Q}{M_0} \frac{\vec{p} \cdot \vec{k}}{(k^0)^2} + i \frac{Q}{M_0} \frac{1}{k^0} \varepsilon_{\nu \rho} (J^{\rho \nu}_{(1)} + J^{\rho \nu}_{(2)}).
\]  

(6.4)

6.2 Subsubleading soft graviton theorem

We can try to carry out a similar analysis for subsubleading soft theorem for gravity. In our convention the universal part of the soft factor to this order may be written as [13, 14, 31, 32, 77] \( S^{(2)}_{\text{gr}} = -\frac{1}{2} \sum_{a=1}^{n} (p_{(a)} \cdot k)^{-1} \varepsilon_{\mu \rho} k_\nu k_\sigma J^{\mu \nu}_{(a)} J^{\rho \sigma}_{(a)} \). (6.5)

For large impact parameter \( b \), the orbital angular momenta are of order \( mb \) where \( m \) is the typical energy of the macroscopic objects, and the spin angular momenta are of order \( ma \) where \( a \) is the typical size of these objects. Therefore the three kinds of terms arising out of the expansion of (6.5), the square of the orbital angular momentum, the square of the spin angular momentum and the cross term, are respectively of order \( m \omega b^2 \), \( m \omega a^2 \) and \( m \omega ab \).

The non-universal corrections to (6.5) are expected to be of order \( m \omega a^2 \) – of the same order as the square of the spin angular momentum term. Therefore in the \( b \gg a \) limit, it is appropriate to keep the terms involving square of the orbital angular momenta and the cross term between the orbital and the spin angular momenta, but not the term proportional to the square of the spin angular momenta.

If we consider \( 2 \to 2 \) scattering and take the probe limit \( M_0 \to \infty \) with the kinematics described in (3.22), (3.23), then (6.5) becomes

\[
S^{(2)}_{\text{gr}} = -\frac{1}{2} \sum_{a=1}^{n} (p_{(a)} \cdot k)^{-1} \varepsilon_{\mu \rho} k_\nu k_\sigma J^{\mu \nu}_{(a)} J^{\rho \sigma}_{(a)} - \frac{2}{M_0 k^0} \varepsilon_{\rho \sigma} k_j J^j_{(a)} J^{\rho \sigma}_{(a)} - \frac{1}{2} \sum_{a=1}^{2} \frac{p_{(a)} \cdot k}{M_0^2 (k^0)^2} \varepsilon_{ij} k_j k_m J^{ij} J^{\ell m}.
\]  

(6.6)

Now we have \( J/M_0 \sim a \), where \( a \) is the size of the scatterer, so the last term is suppressed compared to the leading contribution \( S^{(0)}_{\text{gr}} \) – which is of order \( m/\omega \) – by a factor of \( (\omega a)^2 \). We
expect the non-universal terms, which are sensitive to the internal structure of the scatterer, to give contribution of similar order. Therefore we can trust (6.6) only in the regime in which \( |j^{\mu}_{(a)}| \gg |J^{ij}| \) so that the first two terms on the right hand side of (6.6) are large compared to the last term. This may be achieved e.g. by taking the impact parameter \( b \) to be large compared to \( a \), since in that case \( j^{(a)}/m \sim b \) and the contribution from the first two terms are of order \((m/\omega)(\omega b)^{2}\) and \((m/\omega)(\omega^{2}ab)\) respectively. In this case the soft expansion will be an expansion in powers of \( \omega b \), and hold when \( \omega b \) is small. We can now drop the last term in \( S^{(2)}_{gr} \) and express this as

\[
S^{(2)}_{gr} = -\frac{1}{2} \sum_{a=1}^{2} (p^{(a)} \cdot k)^{-1} \varepsilon_{\mu \nu} k_{\nu} k_{\rho} j_{(a)}^{\rho \sigma} j_{(a)}^{\mu \sigma} - \sum_{a=1}^{2} \frac{1}{M_{0} k^{0}} \varepsilon_{\mu \nu} k_{\nu} k_{\rho} J^{ij} j_{(a)}^{\rho \sigma} .
\]  

(6.7)

We have to replace \( S_{gr} \) in (3.11) by \( S^{(0)}_{gr} + S^{(1)}_{gr} + S^{(2)}_{gr} \) to compute the angular power spectrum of soft gravitons to subsubleading order.

### 6.3 Hidden assumptions

The analysis for subleading soft photon and subsubleading soft graviton theorem is based on the assumptions that in the classical limit the soft factor for multiple soft particles is given by the product of single soft factors. This is the analog of (3.9). These results have not been established. However given the result for subleading soft gravitons, the fact that the consecutive soft limit always generates the product formula, and that in the classical limit the product formula is symmetric under the exchange of any pair of soft particles, we expect this result to be true. Extra contact terms would contain the contribution of the soft radiation to the soft factor, and we expect this contribution to be subdominant as long as the energy and angular momenta of the radiation remain small compared to those carried by the macroscopic objects. Nevertheless it will be useful to check this by explicit computation of the 'contact terms' similar to the one given in [78] and verifying that in the classical limit the contact term contribution is small compared to the product of single soft factors.

### 7 Tests of soft theorem from classical radiation analysis

In this section we shall verify / test the classical limits of soft theorems described above by explicitly analyzing classical electromagnetic / gravitational radiation during various scattering processes.
7.1 Soft photon theorem

Let us consider a particle of charge \( q \) moving along a trajectory \( r(\sigma) = (r^0(\sigma), \vec{r}(\sigma)) \) labelled by the proper time \( \sigma \) along the trajectory. Maxwell’s equation takes the form

\[
\partial^\mu F_{\mu\nu}(x) = -j_\nu(x) = -q \int d\sigma \delta^{(D)}(x - r(\sigma)) V_\nu(\sigma),
\]

where

\[
V^\alpha(\sigma) = \frac{dr^\alpha}{d\sigma}.
\]

This equation can be solved by setting

\[
A_\alpha(x) = -\int d\sigma G_r(x, r(\sigma)) q V_\alpha(\sigma),
\]

where \( G_r(x, x') \) is the retarded Green’s function, given by

\[
G_r(x, x') = \int \frac{dD\ell}{(2\pi)^D} e^{i\ell \cdot (x - x')} \frac{1}{(\ell^0 + i\epsilon)^2 - \ell^2},
\]

satisfying

\[
\eta^{\mu\nu} \partial_\mu \partial_\nu G_r(x, x') = \delta^{(D)}(x - x'), \quad G_r(x, x') = 0 \quad \text{for} \quad x^0 < x'^0.
\]

This allows us to express the time Fourier transform of \( A_\alpha(x) \) as

\[
\tilde{A}_\alpha(\omega, \vec{x}) \equiv \int dx^0 e^{i\omega x^0} A_\alpha(x^0, \vec{x}) = -\int d\sigma \int \frac{dD-2\ell_{\perp}}{(2\pi)^{D-2}} \frac{d\ell_{\parallel}}{2\pi} e^{i\omega r^0(\sigma) + i\ell_{\parallel} \cdot |\vec{x} - \vec{r}(\sigma)|} \frac{1}{(\omega + i\epsilon)^2 - \ell^2 - \ell_{\perp}^2} q V_\alpha(\sigma).
\]

We shall evaluate this for positive \( \omega \) and later recover the result for negative \( \omega \) using the reality of \( A_\alpha(x) \). For fixed \( \vec{x} \) and \( \sigma \) we can decompose \( \vec{\ell} \) into its component \( \ell_{\parallel} \) parallel to \( \vec{x} - \vec{r}(\sigma) \) and the component \( \ell_{\perp} \) transverse to \( \vec{x} - \vec{r}(\sigma) \). This gives

\[
\tilde{A}_\alpha(\omega, \vec{x}) = -\int d\sigma \int \frac{dD-2\ell_{\perp}}{(2\pi)^{D-2}} \frac{d\ell_{\parallel}}{2\pi} e^{i\omega r^0(\sigma) + i\ell_{\parallel} \cdot |\vec{x} - \vec{r}(\sigma)|} \frac{1}{(\omega + i\epsilon)^2 - \ell^2 - \ell_{\perp}^2} q V_\alpha(\sigma).
\]

We can perform the integration over \( \ell_{\parallel} \) by closing its contour at infinity in the upper half plane, picking up residues at \( \ell_{\parallel} = \sqrt{(\omega + i\epsilon)^2 - \ell_{\perp}^2} \). This gives

\[
\tilde{A}_\alpha(\omega, \vec{x}) = i \int d\sigma \int \frac{dD-2\ell_{\perp}}{(2\pi)^{D-2}} e^{i\omega r^0(\sigma) + i\sqrt{(\omega + i\epsilon)^2 - \ell_{\perp}^2} \cdot |\vec{x} - \vec{r}(\sigma)|} \frac{1}{2\sqrt{(\omega + i\epsilon)^2 - \ell_{\perp}^2}} q V_\alpha(\sigma).
\]
Our goal will be to evaluate this integral in the $|\vec{x}| \to \infty$ limit since we shall be interested in computing the radiative part of $\tilde{A}_\alpha$. In this limit the integration over $\vec{\ell}_\perp$ is dominated by the stationary point of the exponent which is at $\vec{\ell}_\perp = 0$. Since the dominant contribution to the integral is expected to come from the region close to $\vec{\ell}_\perp = 0$, we can expand the exponent in power series in $\vec{\ell}_\perp$:

$$\tilde{A}_\alpha(\omega, \vec{x}) \simeq i \int d\sigma \int \frac{d^{D-2}\vec{\ell}_\perp}{(2\pi)^{D-2}} e^{-i\omega r_0(\sigma) + i \left( \omega + i\epsilon - \frac{\vec{\ell}_\perp^2}{2(\omega^2 + \epsilon)} \right) |\vec{x} - \vec{r}(\sigma)|} \left\{ \frac{1}{2(\omega + i\epsilon)} + \ldots \right\} qV_\alpha(\sigma),$$  

(7.9)

where the $\ldots$ denote terms containing higher powers of $\vec{\ell}_\perp^2$, which, after $\vec{\ell}_\perp$ integration, will turn into higher powers of $1/|\vec{x}|$. The $i\epsilon$ term provides the required damping term $\exp[-\epsilon|\vec{x} - \vec{r}(\sigma)|\vec{\ell}_\perp^2/(2\omega^2)]$ for the $\vec{\ell}_\perp$ integral. We can carry out the $\vec{\ell}_\perp$ integration using the standard formula for gaussian integration. This gives

$$\tilde{A}_\alpha(\omega, \vec{x}) \simeq i N e^{i\omega R} \int_{\sigma_-}^{\sigma_+} d\sigma e^{i\omega \{r_0(\sigma) - \hat{n} \cdot \vec{r}(\sigma)\}} qV_\alpha(\sigma),$$  

(7.10)

where $N = \left( \frac{\omega}{2\pi i R} \right)^{(D-2)/2} \frac{1}{2\omega}$. (7.11)

Even though (7.10) was derived for positive $\omega$, using the reality condition $(\tilde{A}_\alpha(\omega, \vec{x}))^* = \tilde{A}_\alpha(-\omega, \vec{x})$, we now see that (7.10) holds for negative $\omega$ as well.

We now note that for a given particle trajectory, as $\sigma \to \pm \infty$, $qV_\alpha(\sigma)$ approaches a constant, and $\{r_0(\sigma) - \hat{n} \cdot \vec{r}(\sigma)\}$ approaches $(V_0 - \hat{n} \cdot \vec{V})\sigma$ plus a constant. Therefore the integrand is oscillatory. This is defined using the standard trick that sets $\int_0^\infty ds e^{i\omega s}$ to $-e^{i\omega a}/(i\omega)$, ignoring the boundary terms at infinity. This is equivalent to explicitly adding terms that cancel the boundary terms. Using this insight we make (7.10) well defined by adding to it appropriate boundary terms:

$$\tilde{A}_\alpha(\omega, \vec{x}) \simeq i N e^{i\omega R} \left[ \int_{\sigma_-}^{\sigma_+} d\sigma e^{i\omega \{r_0(\sigma) - \hat{n} \cdot \vec{r}(\sigma)\}} qV_\alpha(\sigma) \right.$$

$$\left. - N e^{i\omega R} \frac{1}{\omega} \left[ e^{i\omega \{r_0(\sigma) - \hat{n} \cdot \vec{r}(\sigma)\}} \left\{ \frac{qV_\alpha(\sigma)}{V_0(\sigma) - \hat{n} \cdot \vec{V}(\sigma)} \right\} \right]_{\sigma_-}^{\sigma_+} \right],$$  

(7.12)

where $\sigma_{\pm}$ are the limits of integration with the understanding that we have to take the limit $\sigma_{\pm} \to \pm \infty$ at the end.
Let us define
\[ V_\pm = V(\sigma_\pm), \quad r_\pm = r(\sigma_\pm), \quad k = -\omega(1, \hat{n}), \quad (7.13) \]
where the minus sign in the expression for \( k \) reflects that \( k \) represents the momentum of an outgoing photon. We now expand all the terms on the right hand side of (7.12), except the \( e^{i\omega R} \) factor, in a power series in \( \omega \). This gives, for any polarization vector \( \varepsilon \),
\[ \varepsilon^\alpha \vec{A}_\alpha = N e^{i\omega R} \left[ i q (\varepsilon.r_+ - \varepsilon.r_-) - \frac{q \varepsilon.V_+}{k.V_+} (1 + i k.r_+) + \frac{q \varepsilon.V_-}{k.V_-} (1 + i k.r_-) + \mathcal{O}(\omega) \right]. \quad (7.14) \]
Taking the trajectories in the far past and far future to be of the form
\[ r(\sigma) = c_\pm + V_\pm \sigma \quad (7.15) \]
we get
\[ r_\pm = c_\pm + V_\pm \sigma_\pm. \quad (7.16) \]
Substituting this into (7.14) we get
\[ \varepsilon.\vec{A} = N e^{i\omega R} \left[ - q \left\{ \frac{\varepsilon.V_+}{k.V_+} - \frac{\varepsilon.V_-}{k.V_-} \right\} - \frac{i q}{k.V_+} \left\{ \varepsilon.V_+ k.c_+ - \varepsilon.c_+ k.V_+ \right\} + \frac{i q}{k.V_-} \left\{ \varepsilon.V_- k.c_- - \varepsilon.c_- k.V_- \right\} + \mathcal{O}(\omega) \right]. \quad (7.17) \]
Now for this problem, we have
\[ p(1) = m V_- , \quad p(2) = -m V_+ , \quad c(1) = c_-, \quad c(2) = c_+, \quad (7.18) \]
where \( m \) is the mass of the particle and \( c_1 \) and \( c_2 \) are the constants introduced in (3.32). The minus sign in the expression for \( p(2) \) accounts for the fact that it is the momentum of an outgoing particle. Substituting these into (6.3) we get
\[ S_{em} = \left[ - q \left\{ \frac{\varepsilon.V_+}{k.V_+} - \frac{\varepsilon.V_-}{k.V_-} \right\} - \frac{i q}{k.V_+} \left\{ \varepsilon.V_+ k.c_+ - \varepsilon.c_+ k.V_+ \right\} + \frac{i q}{k.V_-} \left\{ \varepsilon.V_- k.c_- - \varepsilon.c_- k.V_- \right\} \right]. \quad (7.19) \]
Comparing this with (7.17) we get, up to subleading order in \( \omega \),
\[ \varepsilon.\vec{A} = N e^{i\omega R} S_{em}(\varepsilon, k). \quad (7.20) \]
We shall now use this to compute the energy carried away by photons of frequency between \( \omega \) and \( \omega(1+\delta) \) within a solid angle \( \Delta\Omega \) around \( \hat{n} \). To do this we note that for normalized \( \varepsilon, \varepsilon.A \)
can be regarded as a real scalar field $\phi$. Therefore $\epsilon \tilde{A}$ gives its time Fourier transform $\tilde{\phi}(\omega, \vec{x})$. Furthermore far away from the source the radiation looks like a plane wave propagating along the direction $\hat{n}$ with no dependence on the transverse coordinates. If we denote the radial coordinate along $\hat{n}$ around the relevant region by $z \equiv \hat{n} \cdot \vec{x} = |\vec{x}| = R$, then the relevant part of $\tilde{\phi}(\omega, \vec{x})$ has the form

$$\tilde{\phi}(\omega, \vec{x}) = e^{i\omega z} N S_{em}(\epsilon, k).$$  

(7.21)

Now the energy momentum tensor of $\phi$ is given by

$$T_{\mu\nu} = \partial_{\mu} \phi \partial_{\nu} \phi - \frac{1}{2} \eta_{\mu\nu} \partial_{\rho} \phi \partial_{\rho} \phi.$$  

(7.22)

Therefore the total energy flow per unit ‘area’ along $z$ direction is

$$\int dz \, T^{zt} = \int dz \int \frac{d\omega}{2\pi} \int \frac{d\omega'}{2\pi} (-\omega \omega') e^{-i(\omega+\omega')t} \tilde{\phi}(\omega, z) \tilde{\phi}(\omega', z).$$  

(7.23)

Using (7.21) we see that the $z$ integral produces a factor of $2\pi \delta(\omega + \omega')$. Using the fact that $\tilde{\phi}(-\omega, z) = \tilde{\phi}(\omega, z)^*$, we can express (7.23) as

$$\int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \omega^2 |N|^2 |S_{em}(\epsilon, k)|^2 = \int_{0}^{\infty} \frac{d\omega}{\pi} \omega^2 |N|^2 |S_{em}(\epsilon, k)|^2.$$  

(7.24)

A solid angle $\Delta\Omega$ corresponds to an ‘area’ $R^{D-2} \Delta \Omega$. Therefore the total energy carried by the photons of polarization $\epsilon$, within solid angle $\Delta\Omega$ of $\hat{n}$, with frequency between $\omega$ and $\omega(1 + \delta)$ is given by

$$R^{D-2} \Delta\Omega \omega^2 \frac{1}{\pi} \omega^2 |N|^2 |S_{em}(\epsilon, k)|^2.$$  

(7.25)

Substituting the value of $N$ from (7.11) we can reduce (7.25) to

$$\frac{1}{2} (2\pi)^{-(D-1)} \Delta\Omega \omega^{D-1} \delta |S_{em}(\epsilon, k)|^2.$$  

(7.26)

This is in perfect agreement with (2.7) with $S_{em}$ replaced by $S_{em} = S_{em}^{(0)} + S_{em}^{(1)}$. An important point to note is that the normalization constant $N$ contains information about the $\omega$-dependent phase space factor that was used to get (2.7).

One could also try to give an alternate derivation of (7.12) by using the position space representation of the retarded Green’s function $G_r(x, x')$. In even space-time dimensions the retarded Green’s function is proportional to $\theta(x^0 - x'^0)\delta((x - x')^2)$ and one could use the analysis given in section 14 of [79] to derive an expression for the gauge field produced by a moving charged particle. In odd space-time dimensions the retarded Green’s function has a more complicated form, but presumably the radiative component of the field can be found without too much hurdle.
7.2 Soft graviton theorem

Eq. (7.17) for electromagnetic radiation was derived for an arbitrary trajectory of a charged particle, moving under some unspecified force. This is possible in electromagnetism since the conservation of electromagnetic current of a point source does not require the source to satisfy its equation of motion. However for gravity this is not so – we need the source to satisfy its equation of motion in order that it generates a conserved energy-momentum tensor. This means that we have to take into account all forces acting on the source during its motion and take into account the gravitational radiation generated by the fields responsible for these forces in order to arrive at a consistent result. We shall now describe some situations where the computation can be done and compare the corresponding results with the prediction of soft theorem. Similar calculations of gravitational radiation from classical point sources have been performed in different context recently in [98–100].

7.2.1 Scattering via fusion and decay:

In [85] Weinberg considered the situation where a bunch of particles moving along straight lines meet at a single point in space-time and come out as another bunch of particles emerging from the same space-time point and moving along straight line trajectories. Physically this corresponds to the situation where there is a repulsive short-range interaction between the particles where the range of the interaction is large compared to the Schwarzschild radii of the particles. For this reason the effect of gravitational interaction between the particles can be ignored and the particles can be taken to move along straight lines till the repulsive interaction switches on. If we now consider long wave-length gravitational waves – with wave-length much larger than the range of the repulsive interaction – then the interaction can regarded as contact interaction. This leads to the picture described above. Weinberg showed that this analysis produces correctly the leading soft graviton theorem. In fact for this analysis the probe limit was not necessary – one could reproduce the full result (3.2).

One could now ask if we can work to higher order and verify the subleading (or even subs subleading) contribution to the soft graviton theorem. The problem with this is that since the external particle trajectories meet at a single point in space-time, all the orbital angular momenta vanish if we choose the common meeting point as the origin of space-time and there is no subleading contribution left over. We shall now consider a slightly different type of scattering that overcomes this problem. We shall assume that the interaction is such that
Once the initial particles collide at a single space-time point, they fuse and travel as a single entity for certain distance, and then splits apart into final state particles which travel away in different directions along straight line trajectories. This has been shown in Fig. 1 for $2 \to 2$ scattering. Since the energy momentum tensor is conserved locally during this process, this is a consistent source. However in this case the orbital angular momentum of the particles no longer vanish identically and we have a non-zero contribution from the subleading term in the soft theorem. This can then be compared with the result of direct computation.

During this analysis we shall not need to take the probe limit. This is a reflection of the fact that the regime we are considering, in which the interaction length scale is much larger then the Schwarzschild radius of the black hole, the upper cut-off on the frequency of gravitational wave remains small compared to the inverse Schwarzschild radius of the black hole. As a result the total energy carried away by the radiation remains small compared to the incoming and outgoing particle masses even without taking the probe limit. We also expect the analysis to reproduce the results of soft theorem to subsubleading order, since in this case the subsubleading contribution comes only from the orbital angular momentum part. The possible non-universal terms would come from non-minimal effective coupling of gravity to the external states, and we shall assume that the external states have only minimal coupling to gravity.

To compute the gravitational radiation from this process, we use the standard formula for the gravitational field $h_{\alpha\beta}(x)$ of a point source of mass $m$, obtained from the convolution of the
retarded Green’s function $G_r(x,y)$ defined in (7.4) with $-T_{\alpha\beta}(y)+(D-2)^{-1}\eta_{\alpha\beta}T^\gamma_{\gamma}(y)$ where $T_{\alpha\beta}$ denotes the energy momentum tensor of the source. This is a straightforward generalization of the corresponding formula in four space-time dimensions as given in [85]. We have

$$h_{\alpha\beta}(x) = e_{\alpha\beta}(x) - \frac{1}{D-2}\eta_{\alpha\beta}e^\gamma_{\gamma}(x),$$

(7.27)

$$e_{\alpha\beta}(x) \equiv -\int d^D x' G_r(x,x')T_{\alpha\beta}(x') = -\int d\sigma G_r(x,r(\sigma))P_\alpha(\sigma)V_\beta(\sigma),$$

(7.28)

where $r(\sigma)$ describes the trajectory of the particle parametrized by the proper time $\sigma$, $V = dr/d\sigma$ is the four velocity of the particle and $P = mV$ is the four momentum of the particle. Following the same steps that led from (7.3) to (7.12), we can obtain the long distance behavior of (7.28) to be

$$\tilde{e}_{\alpha\beta} = \lambda N e^{i\omega R} \int d\sigma e^{i\omega r(\sigma)}\left\{P_\alpha(\sigma)V_\beta(\sigma)\right\}$$

$$-\lambda N e^{i\omega R} \frac{1}{\omega} \left\{e^{i\omega r(\sigma)-n.\overline{r}(\sigma)}\right\} \left\{\frac{P_\alpha(\sigma)V_\beta(\sigma)}{V^0(\sigma)-n.V(\sigma)}\right\}_{\text{boundary}},$$

(7.29)

where $N$ is the same normalization constant as defined in (7.11). The integration over $\sigma$ in the first line runs over all the trajectory segments, and the boundary terms given in the second line receives contribution from the outer ends of all the external lines. Explicitly evaluating the boundary contributions to (7.29) from the four end points $A$, $B$, $C$ and $D$, we can express (7.29) as

$$\tilde{e}_{\alpha\beta} \simeq -\lambda N e^{i\omega R} \left[ -\frac{2}{\sum e^{ik.\sigma_a}P_{(a)} \alpha P_{(a)} \beta}}{k.P_{(a)}} + \sum_{a=3}^4 e^{ik.\sigma_a}P_{(a)} \alpha P_{(a)} \beta}}{k.P_{(a)}} - i \sum_a \int d\sigma e^{ik.\sigma_a}P_{(a)} \alpha V_{(a)\beta}} \right]$$

(7.30)

where $\sigma_a$ is the proper time parametrizing the $a$-th trajectory segment, $P_{(a)}$ is the momentum flowing along the $a$-th segment along the direction of increasing $\sigma_a$, $r_{(a)}$ for $a = 1, 2, 3, 4$ are the locations of the four space-time points $A$, $B$, $C$ and $D$ in Fig. 1, and $k = -\omega(1, \hat{n})$. Since the external momenta are considered to be positive if they are ingoing, we have

$$P_{(a)} = p_{(a)} \quad \text{for} \quad a = 1, 2, \quad P_{(a)} = -p_{(a)} \quad \text{for} \quad a = 3, 4, \quad P_{(a)} = p_{(1)} + p_{(2)} = -p_{(3)} - p_{(4)},$$

(7.31)

$$V_{(a)} = v_{(a)} \quad \text{for} \quad a = 1, 2, \quad V_{(a)} = -v_{(a)} \quad \text{for} \quad a = 3, 4,$$

(7.32)

where $v_{(a)} = p_{(a)}/m_{(a)}$, $m_{(a)}$ being the mass of the $a$-th external state. Now let us choose the origin of space-time coordinates to be at $F$, and let us choose the convention that $\sigma_1$, $\sigma_2$ and
\(\sigma_5\) vanish at \(F\) and \(\sigma_3\) and \(\sigma_4\) vanish at \(E\). Then we have

\[
    r(\sigma_a) = V(\sigma_a) \sigma_a \quad \text{for} \quad a = 1, 2, 5, \quad r(\sigma_a) = r(E) + V(\sigma_a) \sigma_a \quad \text{for} \quad a = 3, 4. \tag{7.33}
\]

Let us suppose further that we have

\[
    \sigma_1 = -s_1 \text{ at } A, \quad \sigma_2 = -s_2 \text{ at } B, \quad \sigma_3 = s_3 \text{ at } C, \quad \sigma_4 = s_4 \text{ at } D, \quad \sigma_5 = s_5 \text{ at } E. \tag{7.34}
\]

This gives, by integrating the \(dr/d\tau = V\) equation:

\[
    r(1) = -s_1 v(1), \quad r(2) = -s_2 v(2), \quad r(3) = -s_3 v(3) + r(E), \quad r(4) = -s_4 v(4) + r(E),
    \]
\[
    r(E) = V(5)s_5. \tag{7.35}
\]

Finally, since \(v(a)\) is parallel to \(p(a)\), we have

\[
    \frac{k.v(a)}{k.p(a)} p(\alpha\alpha) p(\beta\beta) = p(\alpha\alpha) v(\alpha\beta). \tag{7.36}
\]

Using these relations we can express (7.30) up to subleading order in \(k\) as:

\[
    \tilde{\varepsilon}_{\alpha\beta} = \mathcal{N} e^{i\omega R} \left[ \sum_{a=1}^{4} \frac{p(\alpha\alpha)p(\beta\beta)}{k.p(a)} + i \sum_{a=3}^{4} \frac{p(\alpha\alpha)}{k.p(a)} k^{\gamma} \{ p(\alpha\beta)r_{\gamma}(E) - p(\alpha\gamma)r_{\beta}(E) \} - \frac{1}{2} \sum_{a=3,4} (k.r(E))^{2} \frac{p(\alpha\alpha)p(\beta\beta)}{k.p(a)} + \frac{1}{2} \sum_{a=3,4} p(\alpha\alpha)r_{\beta}(E)k.r(E) \right]. \tag{7.37}
\]

We can now compute \(\tilde{h}_{\alpha\beta}\) using (7.27):

\[
    \tilde{h}_{\alpha\beta} = \tilde{\varepsilon}_{\alpha\beta} - \frac{1}{D-2} p_{\alpha\beta} \tilde{\varepsilon}_{\gamma}. \tag{7.38}
\]

However our interest will be on the projection of \(\tilde{h}\) along a given polarization \(\varepsilon\). This is obtained by contracting \(\varepsilon\) with \(\tilde{h}\) via the metric given on the right hand side of (7.31). This gives the projection to be

\[
    \phi(\varepsilon) = \varepsilon^{\alpha\beta} \tilde{h}_{\alpha\beta} - \frac{1}{2} \varepsilon^{\alpha\beta} \tilde{h}_{\alpha\beta} = \varepsilon^{\alpha\beta} \tilde{\varepsilon}_{\alpha\beta}. \tag{7.39}
\]

Using (7.37) we now get

\[
    \phi(\varepsilon) = \mathcal{N} e^{i\omega R} \left[ \sum_{a=1}^{4} \frac{\varepsilon^{\alpha\beta}p(\alpha\alpha)p(\beta\beta)}{k.p(a)} + i \sum_{a=3}^{4} \frac{\varepsilon^{\alpha\beta}}{k.p(a)} p(\alpha\alpha) k^{\gamma} \{ p(\alpha\beta)r_{\gamma}(E) - p(\alpha\gamma)r_{\beta}(E) \} - \frac{1}{2} \sum_{a=3,4} (k.r(E))^{2} \frac{\varepsilon^{\alpha\beta}p(\alpha\alpha)p(\beta\beta)}{k.p(a)} + \frac{1}{2} \sum_{a=3,4} \varepsilon^{\alpha\beta} p(\alpha\alpha)r_{\beta}(E)k.r(E) \right]. \tag{7.40}
\]
On the other hand here the orbital angular momenta of the external particles, measured with respect to the origin of space-time situated at $F$, are given by

$$J_{(a)\alpha\beta} = 0 \quad \text{for} \; a = 1, 2, \quad J_{(a)\alpha\beta} = r_\alpha(E)p_{(a)\beta} - r_\beta(E)p_{(a)\alpha} \quad \text{for} \; a = 3, 4. \quad (7.41)$$

Using this, and the fact that $r(E)$ is proportional to $p^{(3)} + p^{(4)}$ so that $k.r(E)(p^{(3)\alpha} + p^{(4)\alpha}) = k.(p^{(3)} + p^{(4)}) r(E)_{\alpha}$, we can express (7.40) as

$$\phi(\varepsilon) = Ne^{i\omega R} \left[ 4 \sum_{a=1}^{4} \frac{\varepsilon^{\alpha\beta}p_{(a)\alpha}p_{(a)\beta}}{k.p(a)} + i \sum_{a=1}^{4} \frac{1}{k.p(a)} \varepsilon^{\alpha\beta} p_{(a)\alpha} k^\gamma J_{(a)\gamma\beta} - \frac{1}{2} \sum_{a=1}^{4} \frac{1}{k.p(a)} \varepsilon_{\alpha\beta\gamma} k_\delta J_{(a)\gamma\delta} \right]$$

$$= Ne^{i\omega R} \left[ S^{(0)}_{gr}(\varepsilon, k) + S^{(1)}_{gr}(\varepsilon, k) + S^{(2)}_{gr}(\varepsilon, k) \right]. \quad (7.42)$$

We can now use the same analysis that led from (7.20) to (7.26) to show that the angular power spectrum of soft graviton radiation during this process is given by eq.(3.10).

### 7.2.2 Scattering via multiple fusion and decay

We shall now consider a more complicated scattering via multiple interactions of the type shown in Fig. [2](#). The rules are the same as in section 7.2.1, i.e. the energy momentum tensor is localized along the trajectories and is conserved at each vertex. We shall denote by $p_{(a)}$ for $a = 1, \cdots n$ the external momenta, and all of them will be taken to be ingoing. We shall also denote by $P_{(s)}$ and $V_{(s)}$ the momenta and velocities along all the trajectory segments – both
external and internal, along the direction of increasing proper time. Then the analog of (7.30) takes the form

\[ \tilde{e}_{\alpha\beta} \simeq -N e^{i\omega R} \left[ -\sum_{a=1}^{n} e^{ik.r_{(a)}} \frac{P(a)\alpha P(a)\beta}{k.p(a)} - i \sum_s \int d\sigma_s e^{ik.r(\sigma_s)} P(s)\alpha V(s)\beta \right], \tag{7.43} \]

where \( r_{(a)} \) denotes the space-time coordinates of the boundary of the \( a \)-th external trajectory and \( \sigma_s \) is the proper time along the \( s \)-th trajectory segment. We now expand the integrand in power series in \( k \) up to subsubleading order and carry out integration over \( \sigma_s \) using the fact that along the \( s \)-th trajectory

\[ r(\sigma_s) = I_s + \sigma_s V(s), \tag{7.44} \]

where we define

\[ I_s \equiv r(\sigma_{s,i}), \quad J_s \equiv r(\sigma_{s,f}), \tag{7.45} \]

\( \sigma_{s,i} \) and \( \sigma_{s,f} \) being the initial and final values of \( \sigma_s \) along the \( s \)-th trajectory. With this we can express (7.43) as

\[ \tilde{e}_{\alpha\beta} \simeq N e^{i\omega R} \left[ \sum_{a=1}^{n} \left\{ 1 + i k.r_{(a)} - \frac{1}{2}(k.r_{(a)})^2 \right\} \frac{P(a)\alpha P(a)\beta}{k.p(a)} 
+ i \sum_s P(s)\alpha V(s)\beta \left\{ (\sigma_{s,f} - \sigma_{s,i}) + i k.I_s (\sigma_{s,f} - \sigma_{s,i}) + \frac{i}{2} k.V(s)(\sigma_{s,f} - \sigma_{s,i})^2 \right\} \right]. \tag{7.46} \]

Now it follows from (7.44), (7.45) that

\[ J_s - I_s = V(s)(\sigma_{s,f} - \sigma_{s,i}). \tag{7.47} \]

Using this we can express (7.46) as

\[ \tilde{e}_{\alpha\beta} \simeq N e^{i\omega R} \left[ \sum_{a=1}^{n} \left\{ 1 + i k.r_{(a)} - \frac{1}{2}(k.r_{(a)})^2 \right\} \frac{P(a)\alpha P(a)\beta}{k.p(a)} 
+ i \sum_s P(s)\alpha \left\{ (J_s - I_s)\beta + i k.I_s (J_s - I_s)\beta + \frac{i}{2} k.(J_s - I_s)(J_s - I_s)\beta \right\} \right]. \tag{7.48} \]

Consider now the sum \( \sum_s P(s)\alpha (J_s - I_s)\beta \). We can rearrange this by fixing a given vertex and summing over all the lines connected to the vertex. This will give a sum over all the momenta entering a vertex which will vanish by momentum conservation. The only exceptions are the outer ends of the external trajectories. This contribution gives

\[ \sum_s P(s)\alpha (J_s - I_s)\beta = - \sum_{a=1}^{n} r_{(a)}\beta P(a)\alpha, \tag{7.49} \]
where the minus sign reflects the fact that the momenta $p(a)$ are directed away from these ends.

Next consider the sum
\[
\sum_s P(s) \alpha \left\{ k.J_s (J_s - I_s) \beta + \frac{1}{2} k.(J_s - I_s)(J_s - I_s) \beta \right\}
\]
\[
= \frac{1}{2} \sum_s P(s) \alpha \left\{ k.J_s (J_s) - k.I_s (I_s) \beta - k.J_s (I_s) \beta + k.I_s (J_s) \beta \right\} .
\]

Substituting (7.49) and (7.50) into (7.48) we get
\[
\varepsilon^{\alpha\beta} \tilde{\varepsilon}_{\alpha\beta} \simeq N e^{i\omega R} \tilde{S}_{gr} ,
\]

where
\[
\tilde{S}_{gr} = \varepsilon^{\alpha\beta} \left[ \sum_{a=1}^n \{1 + ik.r(a)\} \frac{P(a)\alpha P(a)\beta}{k.p(a)} - i \sum_{a=1}^n r(a)\beta P(a)\alpha \right.
\]
\[
- \frac{1}{2} \sum_{a=1}^n (k.r(a))^2 \frac{P(a)\alpha P(a)\beta}{k.p(a)} - \frac{1}{2} \sum_s P(s) \alpha \left\{ k.J_s (J_s) - k.I_s (I_s) \beta - k.J_s (I_s) \beta + k.I_s (J_s) \beta \right\}
\]
\[
\left. - \frac{1}{2} \sum_a n \frac{1}{k.p(a)} \left\{ P(a)\alpha P(a)\beta (k.r(a))^2 + (k.p(a))^2 r(a)\alpha r(a)\beta \right. \right]
\]
\[
- k.p(a) k.r(a) p(a) r(a)\beta - k.p(a) k.r(a) r(a)\alpha P(a)\beta \right\}
\]
\[
\equiv \tilde{S}_{gr}^{(0)} + \tilde{S}_{gr}^{(1)} + \tilde{S}_{gr}^{(2)} .
\]

\[
\tilde{S}_{gr}^{(0)} , \tilde{S}_{gr}^{(1)} \text{ and } \tilde{S}_{gr}^{(2)} \text{ represent respectively the leading, subleading and subsubleading contributions to (7.52).}
\]

Our goal will be to show that $\tilde{S}_{gr}$ given in (7.52) agrees with the soft factor $S_{gr}^{(0)} + S_{gr}^{(1)} + S_{gr}^{(2)}$.

Now for this problem we have
\[
J_{(a)}^{\mu} = r_{(a)}^{\mu} p_{(a)} \alpha - r_{(a)}^{\mu} p_{(a)} \beta .
\]

Using this and (3.2), (3.6), (6.5) we get
\[
S_{gr} \equiv S_{gr}^{(0)} + S_{gr}^{(1)} + S_{gr}^{(2)}
\]
\[
\equiv \varepsilon^{\alpha\beta} \left[ \sum_{a=1}^n \frac{P(a)\alpha P(a)\beta}{k.p(a)} + i \sum_{a=1}^n \left\{ P(a)\alpha P(a)\beta k.r(a) - r(a)\beta P(a)\alpha \right\} \right.
\]
\[
- \frac{1}{2} \sum_{a=1}^n \frac{1}{k.p(a)} \left\{ P(a)\alpha P(a)\beta (k.r(a))^2 + (k.p(a))^2 r(a)\alpha r(a)\beta \right. \right]
\]
\[
- k.p(a) k.r(a) p(a) r(a)\beta - k.p(a) k.r(a) r(a)\alpha P(a)\beta \right\} .
\]

Comparing the first line of (7.52) and the second line of (7.54) we see that $\tilde{S}_{gr}$ and $S_{gr}$ agree up to subleading order. We shall now show that this equality also holds at the subsubleading order.
One property of (7.32) that we shall use to simplify our analysis is that this expression is independent of the length of the external legs, i.e. it remains invariant under the transformation \( r_{(a)} \rightarrow r_{(a)} + b_{(a)}p_{(a)} \) for arbitrary constants \( b_{(a)} \). This can be verified explicitly, but also follows from the original expression (7.43) which by construction is independent of the outer limits of \( \sigma \) integration for the external lines. Using this property we can even take the external lines to have zero length. (7.54) shares a similar property that follows from the fact that \( J_{(a)}^{\mu \nu} \) defined in (7.53) is invariant under \( r_{(a)} \rightarrow r_{(a)} + b_{(a)}p_{(a)} \).

Our proof of the equality of \( S_{gr}^{(2)} \) and \( \bar{S}_{gr}^{(2)} \) will proceed by induction. First we shall assume that it holds for all tree diagrams with \( n \) external legs and prove that it also holds for all tree diagrams with \( n + 1 \) external legs. Then we shall assume that it holds for all diagrams with at most \( \ell \) loops and then prove that it also holds for all diagrams with at most \( \ell + 1 \) loops.

Let us begin with the first step. Suppose we have an \( n + 1 \) point amplitude in which the external lines carrying momentum \( p_{(u)} \) and \( p_{(v)} \) join at a space-time point \( r \) to produce an internal line of momentum \( p_{(u)} + p_{(v)} \). By taking the external legs carrying momenta \( p_{(u)} \) and \( p_{(v)} \) to have zero length, we take \( r_{(u)} = r_{(v)} = r \). We compare this with another diagram with \( n \) external legs where the pair of external lines carrying momenta \( p_{(u)} \) and \( p_{(v)} \) are removed and the internal line carrying momentum \( p_{(u)} + p_{(v)} \) is regarded as an external line. From (7.54) we see that the difference in \( S_{gr}^{(2)} \) between the first and the second diagram is given by

\[
\Delta S_{gr}^{(2)} = -\frac{1}{2}(k.r)^2 \varepsilon_{\alpha \beta} \left\{ \frac{p_{(u)}^\alpha p_{(u)}^\beta}{k.p_{(u)}} + \frac{p_{(v)}^\alpha p_{(v)}^\beta}{k.p_{(v)}} \right\} - \frac{1}{2} \varepsilon_{\alpha \beta} r_\alpha r_\beta k.\{p_{(u)} + p_{(v)}\} \\
+ \varepsilon_{\alpha \beta} r_\alpha \{p_{(u)\beta} + p_{(v)\beta}\} k.r + \frac{1}{2}(k.r)^2 \varepsilon_{\alpha \beta} \left\{ \frac{p_{(u)}^\alpha + p_{(v)}^\alpha}{k.\{p_{(u)} + p_{(v)}\}} \right\} \\
\left\{ \frac{p_{(u)}^\beta + p_{(v)}^\beta}{k.\{p_{(u)} + p_{(v)}\}} \right\}
\]

\[
= -\frac{1}{2}(k.r)^2 \varepsilon_{\alpha \beta} \left\{ \frac{p_{(u)}^\alpha p_{(u)}^\beta}{k.p_{(u)}} + \frac{p_{(v)}^\alpha p_{(v)}^\beta}{k.p_{(v)}} \right\} + \frac{1}{2}(k.r)^2 \varepsilon_{\alpha \beta} \left\{ \frac{p_{(u)}^\alpha + p_{(v)}^\alpha}{k.\{p_{(u)} + p_{(v)}\}} \right\} \left\{ \frac{p_{(u)}^\beta + p_{(v)}^\beta}{k.\{p_{(u)} + p_{(v)}\}} \right\}.
\]

We shall now compare this with the difference in \( \bar{S}_{gr}^{(2)} \), given in the second line of (7.52), between the first and the second configurations. Since for \( r_{(u)} = r_{(v)} = r \) the two diagrams have the same set of lines, the difference comes solely from the terms proportional to \( (k.r_{(a)})^2 \). This gives

\[
\Delta \bar{S}_{gr}^{(2)} = -\frac{1}{2}(k.r)^2 \varepsilon_{\alpha \beta} \left\{ \frac{p_{(u)}^\alpha p_{(u)}^\beta}{k.p_{(u)}} + \frac{p_{(v)}^\alpha p_{(v)}^\beta}{k.p_{(v)}} \right\} + \frac{1}{2}(k.r)^2 \varepsilon_{\alpha \beta} \left\{ \frac{p_{(u)}^\alpha + p_{(v)}^\alpha}{k.\{p_{(u)} + p_{(v)}\}} \right\} \left\{ \frac{p_{(u)}^\beta + p_{(v)}^\beta}{k.\{p_{(u)} + p_{(v)}\}} \right\}.
\]
Comparing (7.55) and (7.56) we see that \( \Delta S_{gr}^{(2)} = \Delta \bar{S}_{gr}^{(2)} \). Since we have assumed that for tree diagrams with \( n \) external states \( S_{gr}^{(2)} = \bar{S}_{gr}^{(2)} \), this establishes the equality of \( S_{gr}^{(2)} \) and \( \bar{S}_{gr}^{(2)} \) for tree diagrams with \( n+1 \) external states. Repeating this analysis we can establish the equality of \( S_{gr}^{(2)} \) and \( \bar{S}_{gr}^{(2)} \) for all tree diagrams.

We now turn to the second step – the loop diagrams. Our starting assumption is that the equality of \( \bar{S}_{gr}^{(2)} \) and \( S_{gr}^{(2)} \) holds for all diagrams with \( \ell \) or less loops. Let us consider a diagram with \( \ell + 1 \) loops. We can get from this a diagram with \( \ell \) loops by picking an internal line that forms part of a loop and regarding this as a pair of external lines carrying opposite momenta.

If the internal line extends from \( r_1 \) to \( r_2 \) and carries momentum \( p \), then the difference in \( S_{gr}^{(2)} \) between the first diagram with \( \ell + 1 \) loops and the second diagram with \( \ell \) loops comes from the two extra external lines that the second diagram carries. As before in the second diagram we shall take the external lines with momenta \( \pm p \) to have zero length. This gives

\[
\Delta S_{gr}^{(2)} = \frac{1}{2 k.p} \varepsilon^{\alpha\beta} \left[ p_\alpha p_\beta \left( (k.r_2)^2 - (k.r_1)^2 \right) + (k.p)^2 \left( r_{2\alpha} r_{2\beta} - r_{1\alpha} r_{1\beta} \right) 
- 2 k.p p_\alpha \left( k.r_2 r_{2\beta} - k.r_1 r_{1\beta} \right) \right].
\] (7.57)

On the other hand the difference in the contribution to \( \bar{S}_{gr}^{(2)} \) from the first and the second diagrams comes from two sources. The first diagram will have an extra line carrying momentum \( p \) and extending from \( r_1 \) to \( r_2 \) and will therefore receive a contribution from that line. On the other hand the second diagram will have two additional external lines carrying momenta \( \pm p \) and will therefore receive additional contribution from the terms proportional to \( (k.r_{(a)})^2 \) in (7.52). This gives

\[
\Delta \bar{S}_{gr}^{(2)} = -\frac{1}{2} \varepsilon^{\alpha\beta} p_\alpha \left( k.r_2 r_{2\beta} - k.r_1 r_{1\beta} - k.r_2 r_{1\beta} + k.r_1 r_{2\beta} \right)
+ \frac{1}{2} \varepsilon^{\alpha\beta} p_\alpha p_\beta \frac{(k.r_2)^2 - (k.r_1)^2}{k.p}.
\] (7.58)

Now using that fact that the vector \( r_2 - r_1 \) is proportional to \( p \), we can write

\[
p_\alpha k.r_2 r_{1\beta} = p_\alpha k.(r_2 - r_1) r_{1\beta} + p_\alpha k.r_1 r_{1\beta} = k.p (r_2 - r_1)_\alpha r_{1\beta} + p_\alpha k.r_1 r_{1\beta},
p_\alpha k.r_1 r_{2\beta} = p_\alpha k.(r_1 - r_2) r_{2\beta} + p_\alpha k.r_2 r_{2\beta} = k.p (r_1 - r_2)_\alpha r_{2\beta} + p_\alpha k.r_2 r_{2\beta}. \] (7.59)

\[\varepsilon\]In making this inference we have assumed that the tree diagram with \( (n+1) \) external states has at least two external lines that join to an internal line via a three point vertex. One may worry that this proof does not hold for diagrams in which all external states connect to vertices with more than three legs. This can be addressed by noting that a vertex with more than three legs can be realized by starting with a diagram containing only three point vertices, and then taking the lengths of some of the internal lines to zero.
Using this we can express (7.58) as

\[
\Delta S_{gr}^{(2)} = -\frac{1}{2} \varepsilon^{\alpha \beta} p_\alpha \{2k.r_2 r_{2\beta} - 2k.r_1 r_{1\beta}\} + \frac{1}{2} \varepsilon^{\alpha \beta} k.p \{(r_2 - r_1)_\alpha r_{1\beta} + (r_2 - r_1)_\alpha r_{2\beta}\} + \frac{1}{2} \varepsilon^{\alpha \beta} p_\alpha p_\beta \left\{\left(2kr_2^2 - (k.r_1)^2\right)\right\}.
\]

(7.60)

Since \(\varepsilon_{\alpha \beta}\) is symmetric, (7.60) and (7.57) are identical. Using the fact that for \(\ell\)-loop diagrams \(S_{gr}^{(2)}\) and \(S_{gr}^{(2)}\) are identical, this establishes that for the \((\ell + 1)\)-loop diagrams also the two are identical. By induction, this establishes the equality of \(S_{gr}^{(2)}\) and \(\bar{S}_{gr}^{(2)}\) for all diagrams.

7.2.3 Inclusion of spin

In the analysis of the previous two subsections we have not included any contribution from the intrinsic spin of the objects. In this subsection we shall rectify this situation. For this we use the fact that if \(\Sigma_{\alpha \beta}(\sigma)\) denotes the spin angular momentum of an object moving along the trajectory \(r(\sigma)\), then its contribution to the stress tensor is given by (see e.g. [100] for recent review):

\[
\Delta T_{\alpha \beta}(x) = \int d\sigma \frac{dP_{\alpha}(\sigma)}{d\sigma} \Sigma_{\beta \gamma}(\sigma) \partial_\gamma \delta^{(D)}(x - r(\sigma)).
\]

(7.61)

Its contribution to the metric is given by

\[
\Delta h_{\alpha \beta}(x) = \Delta e_{\alpha \beta}(x) - \frac{1}{D-2} \eta_{\alpha \beta} \Delta e_\gamma(x),
\]

(7.62)

\[
\Delta e_{\alpha \beta}(x) \equiv -\int d^Dx' G_r(x, x') \Delta T_{\alpha \beta}(x').
\]

(7.63)

This can be easily evaluated following the procedure described in sections 7.1, 7.2.1, 7.2.2. Let us consider the general process described in section 7.2.2. Then the radiative component of the time Fourier transform of \(\Delta e_{\alpha \beta}\), denoted by \(\Delta \tilde{e}_{\alpha \beta}\), is obtained by replacing the \(P_{\alpha}(\sigma)V_{\beta}(\sigma)\) factor in (7.29) by \(-ik^n V_{\alpha}(\sigma) \Sigma_{\beta}^\gamma(\sigma)\). This gives

\[
\Delta \tilde{e}_{\alpha \beta} = \mathcal{N} e^{i\omega R} \sum_s \int d\sigma_s e^{i\omega (\bar{r}(\sigma_s) - \bar{n}.\bar{r}(\sigma_s))} k^n V_{\alpha}(\sigma_s) \Sigma_{\beta}^\gamma(\sigma_s) + \mathcal{N} e^{i\omega R} \frac{1}{\omega} \left[ e^{i\omega (\bar{r}(\sigma) - \bar{n}.\bar{r}(\sigma))} \left\{ ik^n V_{\alpha}(\sigma) \Sigma_{\beta}^\gamma(\sigma) \right\} \left( V_{0}(\sigma) - \bar{n}.\bar{V}(\sigma) \right) \right]_{\text{boundary}}.
\]

(7.64)

Here the sum over \(s\) in the first term runs over all the trajectory segments, whereas the boundary terms receive contribution from the outer ends of all the external lines. Due to
the explicit $k^\gamma$ factor, the first term begins contributing at the subsubleading order, whereas the second term begins contributing at the subleading order. Therefore, in evaluating this expression to the subsubleading order we can replace the $e^{i\omega(R_{(a)} - \tilde{n} \cdot \tilde{r}_{(a)})}$ factor in the first term by 1. Since $\Sigma_{\beta\gamma}(\sigma_s)$ remains constant along a given trajectory segment and $V^\alpha(\sigma_s) = dr^\alpha(\sigma_s)/d\sigma_s$, we get

$$\sum_s \int d\sigma_s V^\alpha(\sigma_s) \Sigma_{\beta\gamma}(\sigma_s) = \sum_s (J_s - I_s)_\alpha \Sigma_{\beta\gamma}(\sigma_s), \quad (7.65)$$

where, as in section 7.2.2 we denote by $I_s$ and $J_s$ the beginning and the end points of the $s$-th trajectory segment. We can now rearrange the sum by first summing over all lines that enter a vertex and then summing over vertices. Since by conservation of angular momentum the sum over all $\Sigma_{\alpha\beta}$ entering a vertex vanishes, (7.65) receives contribution only from the outer ends of the external lines situated at $r_{(a)}$ for $1 \leq a \leq n$. This gives the contribution from the first term on the right hand side of (7.64) to be

$$-\frac{1}{2} N e^{i\omega R} k^\gamma \sum_{a=1}^n \{ r_{(a)\alpha} \Sigma_{(a)\beta\gamma} + r_{(a)\beta} \Sigma_{(a)\alpha\gamma} \} . \quad (7.66)$$

On the other hand, the contribution from the second term on the right hand side of (7.64) to this order is given by

$$-\frac{1}{2} i N e^{i\omega R} \sum_{a=1}^n (1 + ik \cdot r_{(a)}) \frac{1}{k \cdot p_{(a)}} k^\gamma \{ p_{(a)\alpha} \Sigma_{(a)\beta\gamma} + p_{(a)\beta} \Sigma_{(a)\alpha\gamma} \} . \quad (7.67)$$

Adding (7.66) and (7.67) and contracting the result with the polarization tensor $\varepsilon^{\alpha\beta}$, we get

$$\varepsilon^{\alpha\beta} \Delta \tilde{e}_{\alpha\beta} = N e^{i\omega R} \Delta \tilde{S}_{gr} , \quad (7.68)$$

where

$$\Delta \tilde{S}_{gr} = -i \sum_{a=1}^n \frac{1}{k \cdot p_{(a)}} \varepsilon^{\alpha\beta} k^\gamma p_{(a)\alpha} \Sigma_{(a)\beta\gamma} + \sum_{a=1}^n \frac{1}{k \cdot p_{(a)}} \varepsilon^{\alpha\beta} k^\gamma \{ k \cdot r_{(a)} p_{(a)\alpha} - k \cdot p_{(a)} r_{(a)\alpha} \} \Sigma_{(a)\alpha\gamma} . \quad (7.69)$$

We shall now compare this to the change in the soft factor when we replace $J^\mu_{(a)}$ in (7.53) by

$$J^\mu_{(a)} = r^\mu_{(a)} P_{(a)} - r^\nu_{(a)} P^\nu_{(a)} + \Sigma^\mu_{(a)} , \quad (7.70)$$
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and collect terms that are linear in $\Sigma^{\mu\nu}$. Using (3.6) and (6.5), we get

$$\Delta S_{gr} = i \sum_{a=1}^{n} \frac{\varepsilon_{\mu\nu} p_\alpha^\mu}{p_\alpha \cdot k} \Sigma_{\alpha}^{\rho\sigma} - \sum_{a=1}^{n} (p_\alpha \cdot k)^{-1} \varepsilon_{\mu\nu} k_\rho k_\sigma \{ r_\alpha^\mu p_\alpha^\nu - r_\alpha^\nu p_\alpha^\mu \} \Sigma_{\alpha}(a).$$  \hspace{1cm} (7.71)

Using the antisymmetry of $\Sigma_{(a)\beta\gamma}$ one can easily verify that (7.69) and (7.71) are equal. This establishes the validity of the soft theorem to subsubleading order for terms linear in $\Sigma_{(a)\beta\gamma}$. As already argued before, we do not expect this relation to hold for terms quadratic in the spin, since their contribution is of the same order as the non-universal terms.

### 7.2.4 Probe scattering from a charged scatterer

The examples in sections 7.2.1 and 7.2.2 involve scattering in which the stress tensor – the source of gravity wave – is localized on a one dimensional subspace of space-time. We shall now consider the case of scattering of a probe of charge $q$ by a large mass scatterer of charge $Q$. We shall assume that the probe is sufficiently light so that we can ignore the gravitational force compared to the electromagnetic force. We shall furthermore assume that there are two $U(1)$ gauge fields, one of them with wrong sign kinetic term, and that the charges $q$ and $Q$ are both null vectors in this two dimensional charge space so that $q^2$ and $Q^2$ vanish but $q \cdot Q \neq 0$. Such a theory of course is not fully consistent, but it can be regarded as a toy model for checking the soft graviton theorem. In this case the stress tensor for the fields produced by either the probe or the scatterer vanish, but the cross term survives. We emphasize that while this choice of charges simplifies our analysis, we expect soft theorem to work even without these assumptions.

We shall now compute the radiative component of the gravitational field during the scattering to subsubleading order in the soft momentum. It follows from the same analysis that led to (7.27), (7.28) that we have

$$e_{\alpha\beta}(x) = - \int d^Dx' G_r(x, x') T_{\alpha\beta}(x'),$$ \hspace{1cm} (7.72)

where $T_{\alpha\beta}$ is the total stress tensor. We shall first focus on the computation of the spatial components $e_{ij}$ for $1 \leq i, j \leq (D-1)$ for which the source is $-T_{ij}$. The contribution to $T_{ij}$ due to the scatterer vanishes in the infinite mass limit so that $T_{ij}$ is given by a sum of two terms – one due to the probe and the other due to the stress energy tensor of the electromagnetic field. We shall denote the corresponding contributions to $e_{ij}$ by $e^1_{ij}$ and $e^2_{ij}$ respectively. The
time Fourier transform of $e_{ij}^1$, denoted by $\tilde{e}_{ij}^1$, is given by the same formula as \((7.43)\) where the sum over $a$ now runs over only the initial and the final state of the probe:

$$\tilde{e}_{ij}^1 = \mathcal{N} e^{i\omega R} \sum_{a=1}^{2} e^{ik.r(a)} \frac{p(a)iP(a)j}{k.p(a)} + \frac{i}{N} e^{i\omega R} \int d\sigma e^{i k.r(\sigma)} P_i V_j \ . \quad (7.73)$$

Here the integral over $\sigma$ runs over the whole trajectory from $r(\sigma) = r(1)$ to $r(\sigma) = r(2)$. We shall expand $e^{ik.r(\sigma)}$ in power series in $k$ and work up to subsubleading order. After writing $V = dr/d\sigma$, integrating the second term by parts and taking into account the fact that for the outgoing particle $P(2) = -p(2)$, we get, up to subleading order in the expansion in powers of $k$,

$$\tilde{e}_{ij}^1 = \mathcal{N} e^{i\omega R} \sum_{a=1}^{2} \left[ \left\{ 1 + ik.r(a) - \frac{1}{2} (k.r(a))^2 \right\} \frac{p(a)iP(a)j}{k.p(a)} - \frac{i}{2} \sum_{a=1}^{2} \left\{ p(a)i r(a)_j + p(a)_j r(a)i \right\} (1 + ik.r(a)) \right] \ . \quad (7.74)$$

Now using the fact that $P$ and $V$ are proportional to each other, the last term may be manipulated as

$$\frac{1}{2} \int d\sigma \ k.V(\sigma) \left\{ P_i r_j + P_j r_i \right\} = \frac{1}{2} \int d\sigma \ k.P(\sigma) \left\{ V_i r_j + V_j r_i \right\} = \frac{1}{2} \int d\sigma \ k.P(\sigma) \frac{d}{d\sigma} \left\{ r_i r_j \right\} = -\frac{1}{2} \sum_{a=1}^{2} k.p(a) r(a)_i r(a)_j - \frac{1}{2} \int d\sigma \ k. \frac{dP(\sigma)}{d\sigma} \left\{ r_i r_j \right\} \ , \quad (7.75)$$

where in the last step we have carried out an integration by parts. With this \((7.74)\) can be written as

$$\tilde{e}_{ij}^1 = \mathcal{N} e^{i\omega R} \sum_{a=1}^{2} \left[ \left\{ 1 + ik.r(a) - \frac{1}{2} (k.r(a))^2 \right\} \frac{p(a)iP(a)j}{k.p(a)} - \frac{i}{2} \sum_{a=1}^{2} \left\{ p(a)i r(a)_j + p(a)_j r(a)i \right\} (1 + ik.r(a)) - \frac{1}{2} \sum_{a=1}^{2} k.p(a) r(a)_i r(a)_j \right] \ .$$
\[- \frac{i}{2} \int d\sigma \left\{ \frac{dP_i}{d\sigma} r_j(\sigma) + \frac{dP_j}{d\sigma} r_i(\sigma) \right\} \{1 + ik.r(\sigma)\} - \frac{1}{2} \int d\sigma k. \frac{dP(\sigma)}{d\sigma} \{r_i(\sigma) r_j(\sigma)\} \right\} .\]

(7.76)

On the other hand, \( e_{ij}^2 \) is given by

\[ e_{ij}^2 = - \int d^D x' G_r(x, x') \left[ F_{i\rho}(x') \cdot F_j^\rho(x') - \frac{1}{4} \delta_{ij} F_{\rho\sigma}(x') \cdot F^{\rho\sigma}(x') \right] , \]

(7.77)

where \( \cdot \) denotes the inner product in the two dimensional space labelling the two \( U(1) \) gauge fields. Manipulating this expression in the same way that led from (7.3) to (7.10) we see that the radiative part of (7.77) is given by

\[ \tilde{e}_{ij}^2 = i \mathcal{N} e^{i\omega R} \int d^D x' e^{ik.x'} \left[ F_{i\rho}(x') \cdot F_j^\rho(x') - \frac{1}{4} \delta_{ij} F_{\rho\sigma}(x') \cdot F^{\rho\sigma}(x') \right] . \]

(7.78)

Now \( F_{\mu
u} \) can be written as the sum of the gauge field strength \( F_{\mu
u}^S \) produced by the scatterer and the gauge field strength \( F_{\mu
u}^P \) produced by the probe. Using the fact that the charges carried by the probe and the scatterers are null, we can express (7.78) as

\[ \tilde{e}_{ij}^2 = i \mathcal{N} e^{i\omega R} \int d^D x' e^{ik.x'} \left[ F_{i\rho}^P(x') \cdot F_j^\rho(x') + F_{i\rho}^S(x') \cdot F_j^\rho(x') - \frac{1}{2} \delta_{ij} F_{\rho\sigma}(x') \cdot F^{\rho\sigma}(x') \right] . \]

(7.79)

Now the prediction of soft theorem for \( \tilde{e}_{ij} \) according to (1.2)-(1.5) (with \( J_{ij} = 0 \)) is

\[ \mathcal{N} e^{i\omega R} \left[ \sum_{a=1}^2 \frac{p_{(a)i}p_{(a)j}}{p_{(a).k}} + \frac{i}{2} \sum_{a=1}^2 \frac{1}{p_{(a).k}} \left\{ p_{(a)i} k_\rho (\hat{j}^\mu_{(a)})_{\rho} + p_{(a)j} k_\rho (\hat{j}^\mu_{(a)})_{\rho} \right\} \right] \frac{1}{2} \sum_{a=1}^2 (p_{(a).k})^{-1} \varepsilon_{ij} k_\nu k_\sigma \hat{j}^{\mu
u}_{(a)} \hat{j}^\sigma_{(a)} \]

(7.80)

Using the result \( \hat{j}^{\mu
u}_{(a)} = r^\mu_{(a)} p^\nu_{(a)} - r^\nu_{(a)} p^\mu_{(a)} \) it is easy to check that the terms in the first two lines on the right hand side of (7.76) produce the desired contribution (7.80). Therefore we need to show that the sum of (7.79) and the term in the third line of the right hand side of (7.76) vanishes.

Let us denote by \( I_{ij} \) the contribution to \( \tilde{e}_{ij}^1 \) from the third line of the right hand side of (7.76). Using the equations of motion of the probe,\(^8\)

\[ \frac{dP_\alpha}{d\sigma} = q \cdot F_{\alpha\rho}^S(r(\sigma)) \frac{dr^\rho}{d\sigma} , \]

(7.81)

\(^8\)The sign in (7.81) is convention dependent. It has been chosen so as to be consistent with (7.1).
and the fact that the only non-vanishing components of the Coulomb field of the scatterer are $F_{i0}^S = - F_{0i}^S$, we can express $I_{ij}$ as

\[
I_{ij} = -\frac{i}{2} \mathcal{N} e^{i\omega R} \int d\sigma \left\{ q \cdot F_{i0}^S(r(\sigma)) \frac{dr^0}{d\sigma} r_j(\sigma) + q \cdot F_{0j}^S(r(\sigma)) \frac{dr^0}{d\sigma} r_i(\sigma) \right\} \{1 + i k \cdot r(\sigma)\}
- \frac{1}{2} \mathcal{N} e^{i\omega R} \int d\sigma \left\{ k^0 q \cdot F_{0m}^S(r(\sigma)) \frac{dr^m}{d\sigma} + k^m q \cdot F_{m0}^S(r(\sigma)) \frac{dr^0}{d\sigma} \right\} \{r_i(\sigma) r_j(\sigma)\}.
\]

(7.82)

Let us denote by $\tilde{F}_{\mu\nu}(\ell)$ the Fourier transform of $F_{\mu\nu}$ in all variables:

\[
\tilde{F}_{\mu\nu}(\ell) = \int d^D x e^{-i\ell \cdot x} F_{\mu\nu}(x).
\]

(7.83)

Then (7.82) may be expressed as

\[
I_{ij} = -\frac{i}{2} \mathcal{N} e^{i\omega R} \int d\sigma \int \frac{d^D \ell}{(2\pi)^D} e^{i\ell \cdot r(\sigma)} \frac{dr^0}{d\sigma} \left\{ q \cdot \tilde{F}_{i0}^S(\ell) r_j(\sigma) + q \cdot \tilde{F}_{0j}^S(\ell) r_i(\sigma) \right\} \{1 + i k \cdot r(\sigma)\}
- \frac{1}{2} \mathcal{N} e^{i\omega R} \int d\sigma \int \frac{d^D \ell}{(2\pi)^D} e^{i\ell \cdot r(\sigma)} \left\{ k^0 q \cdot \tilde{F}_{0m}^S(\ell) \frac{dr^m}{d\sigma} + k^m q \cdot \tilde{F}_{m0}^S(\ell) \frac{dr^0}{d\sigma} \right\} \{r_i(\sigma) r_j(\sigma)\}.
\]

(7.84)

Now using the Euclidean Green’s function in $(D-1)$ dimension we see that the Fourier transform of the Coulomb field $\tilde{A}^0$ produced by a static source of charge $Q$ at the origin is given by

\[
\tilde{A}^0 = \frac{Q}{\ell^2} 2\pi \delta(\ell^0),
\]

(7.85)

leading to

\[
\tilde{F}_{i0}^S(\ell) = -i \ell_i Q \frac{1}{\ell^2} 2\pi \delta(\ell^0).
\]

(7.86)

Substituting (7.86) into (7.84) we get

\[
I_{ij} = \frac{i}{2} \mathcal{N} e^{i\omega R} \int d\sigma \int \frac{d^{D-1} \ell}{(2\pi)^{D-1}} e^{i\ell \cdot r(\sigma)} \frac{1}{\ell^2} q \cdot Q \frac{dr^0}{d\sigma} \left\{ i \ell_i r_j(\sigma) + i \ell_j r_i(\sigma) \right\} \{1 + i k \cdot r(\sigma)\}
+ \frac{i}{2} \mathcal{N} e^{i\omega R} \int d\sigma \int \frac{d^{D-1} \ell}{(2\pi)^{D-1}} e^{i\ell \cdot r(\sigma)} \frac{1}{\ell^2} q \cdot Q \left\{ -k^0 \ell_m \frac{dr^m}{d\sigma} + k^m \ell \frac{dr^0}{d\sigma} \right\} \{r_i(\sigma) r_j(\sigma)\}.
\]

(7.87)
We now turn to the analysis of \( \tilde{e}_{ij}^2 \) given in (7.79). We have

\[
\tilde{e}_{ij}^2 = i \mathcal{N} e^{i \omega_R} \int d^D x' e^{i k \cdot x'} \left[ -F_{i0}^P(x') \cdot F_{j0}^S(x') - F_{0j}^P(x') \cdot F_{0i}^S(x') + \delta_{ij} F_{k0}^P(x') \cdot F_{k0}^P(x') \right]. 
\]

(7.88)

It follows from (7.3), (7.4) that the Fourier transform \( \tilde{F}_{i0}^P \) of the field generated by the probe is given by

\[
\tilde{F}_{i0}^P(-\ell - k) = -q \frac{1}{(\ell^0 + k^0 - i\epsilon)^2 - (\ell^2 + k^2)^2} \int d\sigma e^{i(\ell^2 + k^2)\cdot \sigma} \left\{ -i(k_i + \ell_i) \frac{dr_0}{d\sigma} + i(\ell_0 + k_0) \frac{dr_i}{d\sigma} \right\}. 
\]

(7.89)

Using (7.83), (7.86), (7.89), \( \tilde{e}_{ij}^2 \) given in (7.88) may be expressed as (to subsubleading order)

\[
\tilde{e}_{ij}^2 = i \mathcal{N} e^{i \omega_R} \int d\sigma \int \frac{dD-1 \ell}{(2\pi)^D-1} e^{i \tilde{r}(\sigma)} + i k. r(\sigma) Q \frac{1}{(\ell^2)(\ell^2 + 2k^2)} \left\{ 2 \ell_i \ell_j + \ell_i k_j + \ell_j k_i - (\ell^2 + k^2) \delta_{ij} \right\} \frac{dr_0}{d\sigma} + \left\{ -k_0 \ell_j \frac{dr_i}{d\sigma} - k_0 \ell_i \frac{dr_j}{d\sigma} + k_0 \ell_m \frac{dr_m}{d\sigma} \delta_{ij} \right\}

+ i \mathcal{N} e^{i \omega_R} \int d\sigma \int \frac{dD-1 \ell}{(2\pi)^D-1} e^{i \tilde{r}(\sigma)} Q \frac{1}{(\ell^2)^2} \left\{ -4 \ell_i \ell_j \ell^2 \delta_{ij} \right\} \frac{dr_0}{d\sigma}

+ i \mathcal{N} e^{i \omega_R} \int d\sigma \int \frac{dD-1 \ell}{(2\pi)^D-1} e^{i \tilde{r}(\sigma)} Q \frac{1}{(\ell^2)^2} \left\{ -k_0 \ell_j \frac{dr_i}{d\sigma} - k_0 \ell_i \frac{dr_j}{d\sigma} + k_0 \ell_m \frac{dr_m}{d\sigma} \delta_{ij} \right\}. 
\]

(7.90)

The integrand of the last term proportional to \( \delta_{ij} \) is proportional to \( \frac{d}{d\sigma} e^{i \tilde{r}(\sigma)} \) and vanishes by integration by parts. In this case there is no boundary terms since the \( e^{i \tilde{r}(\sigma)} \) is oscillatory and as a result the boundary terms vanish after integration over \( \tilde{r} \). We now use the relations

\[
\frac{1}{(\ell^2)^2} \left( 2 \ell_i \ell_j - \ell^2 \delta_{ij} \right) = -\frac{1}{2} \left[ \frac{\partial}{\partial \ell_i} \left( \frac{\ell_j}{\ell^2} \right) + \frac{\partial}{\partial \ell_j} \left( \frac{\ell_i}{\ell^2} \right) \right], \quad \frac{\ell_m}{(\ell^2)^2} = -\frac{1}{2} \frac{\partial}{\partial \ell_m} \left( \frac{1}{\ell^2} \right), 
\]

(7.91)

and integration by parts, to express (7.90) as

\[
\tilde{e}_{ij}^2 = \frac{i}{2} \mathcal{N} e^{i \omega_R} \int d\sigma \int \frac{dD-1 \ell}{(2\pi)^D-1} e^{i \tilde{r}(\sigma)} Q \frac{1}{\ell^2} \left\{ i \ell_j r_j + i \ell_i r_i \right\} \frac{dr_0}{d\sigma} \{ 1 + i k. r(\sigma) \}
\]
\[ + \frac{i}{2} \mathcal{N} e^{i\omega R} \int d\sigma \int \frac{d^{D-1} \ell}{(2\pi)^{D-1}} e^{i\mathbf{\vec{\ell}} \cdot \mathbf{r}(\sigma)} q \cdot Q \frac{1}{\ell^2} r_i(\sigma) r_j(\sigma) \frac{dr_0}{d\sigma} \mathbf{\vec{\ell}} \cdot \mathbf{\vec{k}} \]
\[ + \frac{i}{2} \mathcal{N} e^{i\omega R} \int d\sigma \int \frac{d^{D-1} \ell}{(2\pi)^{D-1}} e^{i\mathbf{\vec{\ell}} \cdot \mathbf{r}(\sigma)} q \cdot Q \frac{1}{\ell^2} \left\{ -i k_0 r_j \frac{dr_i}{d\sigma} - i k_0 r_i \frac{dr_j}{d\sigma} \right\}. \quad (7.92) \]

The terms in the last line can be combined into a single derivative with respect to \( \sigma \). Integrating by parts over the \( \sigma \) variable, we can bring (7.92) to the form
\[ \tilde{e}_{ij}^2 = \frac{i}{2} \mathcal{N} e^{i\omega R} \int d\sigma \int \frac{d^{D-1} \ell}{(2\pi)^{D-1}} e^{i\mathbf{\vec{\ell}} \cdot \mathbf{r}(\sigma)} q \cdot Q \frac{1}{\ell^2} \left\{ i \ell_i r_j + i \ell_j r_i \right\} \frac{dr_0}{d\sigma} \{1 + i k \cdot r(\sigma)\} \]
\[ + \frac{i}{2} \mathcal{N} e^{i\omega R} \int d\sigma \int \frac{d^{D-1} \ell}{(2\pi)^{D-1}} e^{i\mathbf{\vec{\ell}} \cdot \mathbf{r}(\sigma)} q \cdot Q \frac{1}{\ell^2} r_i(\sigma) r_j(\sigma) \frac{dr_0}{d\sigma} \mathbf{\vec{r}} \cdot \mathbf{\vec{\ell}} \]
\[ + \frac{i}{2} \mathcal{N} e^{i\omega R} \int d\sigma \int \frac{d^{D-1} \ell}{(2\pi)^{D-1}} e^{i\mathbf{\vec{\ell}} \cdot \mathbf{r}(\sigma)} q \cdot Q \frac{1}{\ell^2} \left\{ -k_0 \ell_m \frac{dr_m}{d\sigma} r_i(\sigma) r_j(\sigma) \right\}. \quad (7.93) \]

Eq. (7.87), (7.93) and the relations \( r_0 = -r^0, \ k_0 = -k^0 \) now give
\[ I_{ij} + \tilde{e}_{ij}^2 = 0. \quad (7.94) \]

This shows that all the extra terms cancel and that \( \tilde{e}_{ij} \) has the correct form as given in (7.80).

Now it follows from (7.72) and the conservation of the total stress tensor that \( \partial_{\mu} e_{\mu\nu} = 0 \). Using this condition we get
\[ \tilde{e}_{00}(\omega, \mathbf{\vec{k}}) = \frac{k^i k^j}{k_0^2} \tilde{e}_{ij}, \quad \tilde{e}_{0i}(\omega, \mathbf{\vec{k}}) = -\frac{k^j}{k_0} \tilde{e}_{ij}. \quad (7.95) \]

Using the form (7.80) for \( \tilde{e}_{ij} \) we now get
\[ \varepsilon^{\mu\nu} \tilde{e}_{\mu\nu} = \mathcal{N} e^{i\omega R} \left\{ S_{gr}^{(0)}(\varepsilon, k) + S_{gr}^{(1)}(\varepsilon, k) + S_{gr}^{(2)}(\varepsilon, k) \right\}, \quad (7.96) \]

with \( S_{gr}^{(0)}, \ S_{gr}^{(1)} \) and \( S_{gr}^{(2)} \) given by (1.2), (1.3) and (1.4) (with \( J_{ij} = 0 \)) respectively. It now follows from the same analysis that led from (7.20) to (7.26) that the angular power spectrum of soft graviton radiation emitted during this process agrees with the prediction of soft graviton theorem to subleading order.

The next two examples will test soft theorem only to leading order, but have been included since they take into account the effect of the gravitational field, produced by the macroscopic objects involved in the scattering, on each other.
7.2.5 Probe scattering from Schwarzschild black hole

Ref. [101] considered the scattering of a probe particle of mass \( m \) in the background geometry produced by a Schwarzschild blackhole of mass \( M_0 >> m \) in the limit where the impact parameter \( b \) is much larger then the Schwarzschild radius \( a \) of the blackhole. In particular [101] gives the expression for the time Fourier transform of the radiative component of the metric fluctuation \( h_{\alpha\beta} \). The computation was more sophisticated than the one given in [85] (as reported at the beginning of section 7.2.1) in that it took into account the effect of Schwarzschild geometry on the probe particle. Therefore we can in principle compare the small \( \omega \) expansion of the results of [101] with our results. Unfortunately since the computation was done in four space-time dimensions, the soft expansion suffers from infrared divergences as discussed in section 8. For this reason we have to limit our comparison to the leading order term in the expansion which is not affected by infrared divergences.\(^6\)

Starting point of our analysis is eqn.(2.11) of [101] which gives the expression for the spatial component of \( \tilde e_{\alpha\beta} \equiv \tilde h_{\alpha\beta} - \frac{1}{2} \eta_{\alpha\beta} \tilde h^\rho_{\rho} \) (called \( \tilde h_{\alpha\beta} \) in [101]). There is a difference in the normalization factor of 2 between the our definition of \( h_{\alpha\beta} \) (which takes the metric to be \( \eta_{\alpha\beta} + 2 h_{\alpha\beta} \)) and the definition used in [101] (which takes the metric to be \( \eta_{\alpha\beta} + h_{\alpha\beta} \)). There is also an overall sign difference since [101] uses metric with mostly minus signature whereas we are using metric with mostly plus signature. Taking these into account and setting \( 8\pi G = 1 \), the result of eq.(2.11), (2.12) of [101] for large \( |\vec x| \) may be expressed as

\[
\tilde e_{ij}(\vec x, \omega) = \tilde e_{ij}^{(1)}(\vec x, \omega) + \tilde e_{ij}^{(2)}(\vec x, \omega) + \text{terms subleading in } \omega \to 0 \text{ limit},
\]

where

\[
\tilde e_{ij}^{(1)}(\vec x, \omega) = \frac{m}{4\pi(1+2\varphi)} \int \frac{dt'}{1+2\varphi'} \frac{dt'}{ds} v_i v_j e^{i\omega(t'+R')/R},
\]

and

\[
\tilde e_{ij}^{(2)}(\vec x, \omega) = i \frac{M_0 m}{32 \pi^2 \omega} e^{i\omega R/R} \int \frac{dt'}{ds} (1+\vec v^2) \left( \partial'_i \partial'_j - \frac{1}{2} \delta_{ij} \partial'_k \partial'_k \right) \left\{ \ln(r' + \hat{n} \cdot \vec x') e^{i\omega(t'-\hat{n} \cdot \vec x')} \right. \\
+ \int_{r' + \hat{n} \cdot \vec x'}^{\infty} \frac{du}{u} e^{i\omega(t'-\hat{n} \cdot \vec x' + u)} \left. \right| \vec x' = \vec x(t').
\]

Here \( \vec x'(t') \) denotes the trajectory of the particle, \( \varphi = -h_{00}(\vec x) \), \( \varphi' = -h_{00}(\vec x'(t')) \), \( s \) is the proper time along the trajectory, \( v_i = dx_i'/dt' \) is the velocity along the trajectory, \( R' = |\vec x' - \vec x| \).

\(^6\)Although there are some results in higher dimensions (see e.g. [97, 102]), we do not have enough analytic results to compare them with the predictions of soft theorem.
\[ \vec{x}'(t'), R = |\vec{x}|, r' = |\vec{r}'| \text{ and } \partial_i' \equiv \partial/\partial r_i'. \] For large \( |\vec{x}| = R \), we can approximate \( R' \) by \( R - \hat{n}.\vec{x}' \) where \( \hat{n} \) denotes unit vector along \( \vec{x} \). Also we can set \( \varphi(\vec{x}) \) to 0.

Let us first evaluate \( \tilde{e}_{ij}^{(1)} \). Since as \( t' \to \pm \infty, v_i \) approaches a constant value, \( dt'/ds = (1 - \vec{v}'^2)^{-1/2} \) also approaches a constant value, and \( \varphi' = -h_{00}(\vec{x}'(t')) \) approaches zero, we see that the integrand in (7.98) is oscillatory. Therefore we need to define this by adding boundary terms as in going from (7.10) to (7.12). Using the fact that leading term in \( \vec{x}'(t') \) for large \( t' \) is \( \vec{v} t' \) we see that the required boundary term is

\[
\frac{m}{4\pi} R e^{i\omega R} \frac{v_i v_j}{\sqrt{1 - \vec{v}'^2}} \left. e^{i\omega t'(1 - \hat{n}.\vec{v})} \right|_{t'=t_+}^{t'=t_-}. \tag{7.100}
\]

If \( p_{\pm} \) denote the momenta of the particle at \( t_{\pm} \), both counted as positive for ingoing momenta, then we have

\[
p_{\pm} = \mp m(1, \vec{v}_{\pm})/\sqrt{1 - \vec{v}'_{\pm}^2}. \tag{7.101}
\]

Also denoting by \( k = -\omega(1, \hat{n}) \) the momentum of the outgoing gravitons, we get

\[
k.p_{\pm} = \omega p_{\pm}^0 (1 - \hat{n}.\vec{v}_{\pm}). \tag{7.102}
\]

Using these results we can now extract the \( 1/\omega \) term in (7.100) which is the only source of \( 1/\omega \) contribution to \( \tilde{e}_{ij}^{(1)} \):

\[
\tilde{e}_{ij}^{(1)} = \frac{1}{4\pi i R} e^{i\omega R} \sum_{a=\pm} \frac{p_{ai} p_{aj}}{k.p_a} + \text{subleading} = N e^{i\omega R} \sum_{a=\pm} \frac{p_{ai} p_{aj}}{k.p_a} + \text{subleading}, \tag{7.103}
\]

where in the second step we have used the fact that in \( D = 4 \) the normalization factor \( N \) given in (7.11) is \( 1/(4\pi i R) \).

Next we turn to the computation of \( \tilde{e}_{ij}^{(2)} \) given in (7.99). Since the derivatives \( \partial'_i \) acting on the exponential factors will bring down factors of \( \omega \) making the contribution subleading, we consider those terms in which the derivatives act on the other \( \vec{r}' \) dependent factors. Now we have

\[
\partial'_k \left\{ \ln(r' + \hat{n}.\vec{r}') e^{i\omega(t' - \hat{n}.\vec{r}')} + \int_{r' + \hat{n}.\vec{r}'}^{\infty} \frac{du}{u} e^{i\omega(t' - \hat{n}.\vec{r}' + u)} \right\} = \{ \partial'_k (r' + \hat{n}.\vec{r}') \} \left. \frac{1}{(r'+\hat{n}.\vec{r}')} \left\{ e^{i\omega(t' - \hat{n}.\vec{r}')} - e^{i\omega(t'+\vec{r}')} \right\} \right\} = O(\omega). \tag{7.104}
\]

This shows that the contribution from \( \tilde{e}_{ij}^{(2)} \) is subleading and \( \tilde{e}_{ij}^{(1)} \) represents the full contribution to \( \tilde{e}_{ij} \).
This determines the spatial components of the metric. The $e_{0i}$ and $e_{00}$ components are determined by recalling that the constraint equations on the metric to linear order are given by $\partial^\mu e_{\mu\nu} = 0$. In momentum space this translates to

$$k^\mu \tilde{e}_{\mu\nu} = 0.$$  

(7.105)

We can now use the arguments given in (7.95), (7.96) to conclude that

$$\phi(\varepsilon) \equiv \varepsilon^{\mu\nu} \tilde{e}_{\mu\nu} = N e^{i\omega R} S^{(0)}_{\text{gr}}(\varepsilon, k),$$  

(7.106)

with $S^{(0)}_{\text{gr}}$ given in (1.2). The same analysis that led to the conclusion that (7.20) is consistent with the power spectrum produced according to the soft photon theorem now tells us that (7.106) is consistent with the power spectrum produced by the leading soft graviton theorem.

### 7.2.6 Scattering on the brane-world

In [103] the authors analyzed gravitational bremsstrahlung during ultra-Planckian collision of two massive particles localized on a $d$ dimensional brane, which in turn is embedded in $D$ dimensional space-time. For definiteness we shall take the extra $(D - d)$ dimensions to be non-compact. The impact parameter $b$ is assumed to be larger than the Schwarzchild radius associated to the center of mass energy of the particles. In this limit the deflection in the particle trajectories are small. The authors consider an iterative scheme where beginning with free inertial trajectories of the two particles localized on the brane, they compute the first order perturbation $h^{(1)}$ to the $D$-dimensional (flat) space-time metric. This is then used to compute the corrected trajectories of the particles and subsequently the correction to the corresponding stress tensors. They then compute the second order perturbations to the metric by considering the corrected stress tensor of the two particles and the stress tensor of the gravitational field $h^{(1)}$. These formulae lead them to energy spectrum of gravitational radiation in any (as opposed to low frequency) bin. To this order in perturbation theory, the authors show that it is consistent to restrict the particle trajectories to lie on the brane.

We shall show that the results of [103] to leading order in the frequency of emitted radiation are in agreement with the leading soft graviton theorem. For this we need to determine $\tilde{e}_{\alpha\beta}(\omega, \vec{x})$ to leading order in $\omega$. Now the stress tensor for the two gravitating particles is given in eq. (2.25) of [103] as

$$T_{\alpha\beta}(x) = T^{(0)}_{\alpha\beta}(x) + T^{(1)}_{\alpha\beta}(x)$$  

(7.107)
where

\[
T^{(0)}_{\alpha \beta}(x) = \sum_{i=1}^{2} \int d\sigma P_{(i)\alpha}(i)_{\beta} \delta^{(D)}(x - r^{(0)}(\sigma))
\]

\[
T^{(1)}_{\alpha \beta}(x) = \sum_{i=1}^{2} \int d\sigma \left[ 2 \delta V_{(i)}(\sigma) P_{(i)\beta} + m_{(i)} F_{(i)\alpha \beta} h_{(i)\mu \nu} \delta^{(D)}(x - r^{(0)}(\sigma)) \right.
\]

\[
- P_{(i)\alpha} V_{(i)\beta} \delta^{(D)}(x - r^{(0)}(\sigma)) + S_{\alpha \beta}.
\]  

(7.108)

Here \( V_{(i)} \) and \( P_{(i)} \) are initial velocities and momenta of the two particles, \( m_{(i)} \) are their masses and \( \delta V_{(i)\alpha}(\sigma) \) are the corrections to the velocities as a result of gravitational back-reaction. \( F_{(i)} \) are tensors which depend on the initial velocities:

\[
F_{(i)\alpha \beta} = V_{(i)\alpha} V_{(i)\beta} - \frac{1}{2} \eta_{\mu \nu} V_{(i)\alpha} V_{(i)\beta},
\]  

(7.109)

and \( h_{(i)} \) gives the metric fluctuation produced at the location of the \( i \)-th particle due to the other particle. \( S_{\alpha \beta} \) denotes the contribution to the stress tensor from the gravitational field, and the relevant part of \( S_{\alpha \beta} \) that produces radiation involves the product of the gravitational fields from the two particle trajectories. As before, \( \tilde{e}_{\alpha \beta} \) is computed from the stress tensor using the formula:

\[
\tilde{e}_{\alpha \beta}(\omega, \vec{x}) = \int dx^{0} e^{i\omega x^{0}} \int d^{D} x' G_{r}(x, x') T_{\alpha \beta}(x'),
\]  

(7.110)

where \( G_{r} \) denotes a 4-dimensional retarded Green’s function.

Now using the fact that \( V_{(i)}(\sigma) = V_{(i)} + \delta V_{(i)}(\sigma) \) and that \( V_{(i)}(\sigma) \propto P_{(i)}(\sigma) \), the sum of \( T^{(0)}_{\alpha \beta}(x) \) and the first term in the expression for \( T^{(1)}_{\alpha \beta}(x) \) may be written as

\[
\sum_{i=1}^{2} \int d\sigma P_{(i)\alpha}(\sigma) V_{(i)\beta}(\sigma) \delta^{(D)}(x - r^{(0)}(\sigma))
\]  

(7.111)

up to terms of order \((\delta V_{(i)}(\sigma))^{2}\). By standard analysis reviewed in the previous sections it follows that its contribution to the radiative part of the metric reproduces the result of the leading soft theorem up to subleading corrections.

We shall now show that the rest of the terms in \( T_{\mu \nu} \) do not contribute to \( \tilde{e}_{\alpha \beta}(\omega, \vec{x}) \) at leading order in \( \omega \). As we know from our previous analysis these terms will only contribute to leading order if the source approaches constant values as \( t \to \pm \infty \). In the second term in the expression for \( T^{(1)}_{\mu \nu} \), the \( h_{(i)}^{(i)}(r(\sigma)) \) factor, representing the gravitational field at the location of
the $i$-th particle due to the other particle, vanishes as $\sigma \to \pm \infty$ since in this limit the two particles get widely separated. The same remark holds for the $S_{\mu\nu}$ term – since this involves product of the gravitational fields of the two particles, in the $t \to \pm \infty$ limit this contribution vanishes. Finally the contribution to the radiative component of $\tilde{e}_{\alpha\beta}(\omega, \vec{x})$ from the third term in $T_{\alpha\beta}^{(1)}$ may be obtained by replacing the $V_{(\alpha \Sigma \beta)\gamma}$ term in (7.64) by $P_{(i)\alpha}V_{(i)\beta}V_{(i)\gamma}$. We now see that due to the presence of the term proportional to $k^\gamma$ in (7.64), its contribution begins at the subleading order. Therefore it also does not contribute at the leading order.

8 Modification of soft expansion in four dimensions

In four space-time dimensions the usual S-matrix is ill defined due to infrared divergences which arise due to long range nature of the interactions, as is the case for electromagnetism and gravity. Therefore soft theorems, that give the relation between S-matrix elements, also become ill-defined except perhaps as relation between the S-matrix elements in an infra-red regulated theory [35]. The long range nature of interaction implies that scattering states – or in other words asymptotic particles – are never free and their trajectories display log-divergences at late times. In this section we shall examine how infrared divergence affects classical scattering process, and soft theorem that gives the expression for soft radiation during such scattering.

We begin by examining the analysis of soft electromagnetic radiation given in section 7.1. As already mentioned, soft photon theorem holds irrespective of the nature of the scattering, e.g. even when the scatterer has no charge and the scattering takes place via non-electromagnetic interaction. However let us consider the case where the scatterer carries a charge. In this case there will be a long range Coulomb force acting on the probe even when it is far away from the scatterer. To see the effect of this we first express the late and early time straight line trajectories of the probe in the absence of long range Coulomb force, given in (7.15), as

$$\vec{r}(t) = \vec{b}_+ + \vec{\beta}_+ (t - a_+) \quad \text{as} \quad t \to \pm \infty,$$

with

$$c_- = (a_-, \vec{b}_-), \quad c_+ = (a_+, \vec{b}_+), \quad V_\pm = V_\pm^0(1, \vec{\beta}_\pm).$$

It is easy to see that in the presence of long range Coulomb force on the probe, the late and early time straight line trajectories of the probe given in (8.1) will be modified to the form

$$\vec{r}(t) = \vec{b}_\pm + \vec{\beta}_\pm (t - a_\pm) - C_\pm \vec{\beta}_\pm \ln |t| \quad \text{as} \quad t \to \pm \infty,$$

with

$$c_- = (a_-, \vec{b}_-), \quad c_+ = (a_+, \vec{b}_+), \quad V_\pm = V_\pm^0(1, \vec{\beta}_\pm).$$
where $C_{\pm}$ are constants that depend on the strength of the Coulomb interaction between the probe and the scatterer. In order to see the effect of these logarithmic terms on the soft theorem, we label $r_{\pm}$ defined in (7.13) as $(t_{\pm}, \vec{r}_{\pm})$ and rewrite (7.14) as

$$
\varepsilon^\alpha \tilde{A}_\alpha = \mathcal{N} e^{i\omega R} \left[ - \frac{q \varepsilon . V_+}{k . V_+} (1 - ik^0 t_+ + i\vec{k} . \vec{r}_+) + \frac{q \varepsilon . V_-}{k . V_-} (1 - ik^0 t_- + i\vec{k} . \vec{r}_-)
+ i q (\varepsilon^0 t_+ + \vec{\varepsilon} . \vec{r}_+ + \varepsilon^0 t_- - \vec{\varepsilon} . \vec{r}_-) \right].
$$

(8.4)

Substituting (8.3) into (8.4) one can easily see that the soft factor $\bar{S}_{em}$ computed from classical radiation formula, defined as the term inside the square bracket in (8.4), acquires an extra term given by

$$
\Delta \bar{S}_{em} = -iq \left\{ C_+ \varepsilon . \vec{\beta}_+ \ln |t_+| \frac{1}{1 - \hat{n} . \vec{\beta}_+} - C_- \varepsilon . \vec{\beta}_- \ln |t_-| \frac{1}{1 - \hat{n} . \vec{\beta}_-} \right\},
$$

(8.5)

where we have chosen $\varepsilon^0 = 0$ gauge. On the other hand the change in the form of $\vec{r}_{\pm}(t)$ also modifies the form of $j^{ij}_{(a)}$ given in (3.33). It is easy to see that the terms proportional to $C_{\pm}$ in (8.3) leaves $j^{ij}_{(a)}$ unchanged for $1 \leq i, j \leq 3$ but changes $j^0_{(a)}$ by

$$
\Delta j^0_{\pm} = \Delta r^0_{\pm} p^0_{\pm} = -C_{\pm} \beta_{\pm} p^0_{\pm} \ln |t|.
$$

(8.6)

Under this change the soft factor (6.2) computed from soft theorem changes by

$$
\Delta S_{em} = -iq \left\{ C_+ \varepsilon . \vec{\beta}_+ \ln |t_+| \frac{1}{1 - \hat{n} . \vec{\beta}_+} - C_- \varepsilon . \vec{\beta}_- \ln |t_-| \frac{1}{1 - \hat{n} . \vec{\beta}_-} \right\}.
$$

(8.7)

Since this is equal to (8.5) the soft theorem still holds formally. This agreement is not surprising since in both computations we effectively replace $\vec{b}_{\pm}$ by $\vec{b}_{\pm} - C_{\pm} \beta_{\pm} \ln |t_{\pm}|$. However the presence of $\ln |t_{\pm}|$ terms in the soft factor indicates that the soft expansion itself breaks down. Instead of expanding the right hand side of (7.12) in a power series expansion in $\omega$ before integrating over $\sigma$, one should express this as

$$
-\frac{1}{\omega} \mathcal{N} e^{i\omega R} \int_{-\infty}^{\infty} d\sigma e^{i\omega (r_0(\sigma) - \hat{n} . \vec{r}(\sigma))} \frac{\partial}{\partial \sigma} \left( \frac{q V_0(\sigma)}{V^0(\sigma) - \hat{n} . \vec{V}(\sigma)} \right),
$$

(8.8)

carry out the integration keeping the $\omega (r_0(\sigma) - \hat{n} . \vec{r}(\sigma))$ in the exponent, and then study the small $\omega$ behavior of the amplitude. The presence of the $\ln |t_{\pm}|$ term (8.7) is an indication that this expansion is non-analytic at $\omega = 0$, involving $\ln \omega$ terms in the expansion. In the quantum
theory this is reflected in the fact that derivatives of the amplitude with respect to the external momenta, hidden in the definition of $J^{\mu\nu}$, diverge in the soft limit.

A similar analysis can be carried out for soft graviton theorem. Since everything gravitates, in this case it is impossible to switch off the long range interactions in the far past and far future. If for simplicity we work in the probe limit in which the particles 2, 4 and 5 of section 7.2.1 are infinitely heavy, then in (7.33) we shall get terms proportional to $\ln |t|$ in the expression for $\vec{r}(\sigma_1)$ and $\vec{r}(\sigma_3)$. This will generate logarithmic corrections to the soft factor indicating that the expansion in power series in $\omega$ breaks down at the subleading order. In this case there will also be additional effects due to long range gravitational force acting on the soft gravitons.

9 Discussion

In this paper we have analyzed the consequences of soft theorem in the classical limit and have shown that they can predict the spectrum of long wavelength radiation during a classical scattering. We shall end by first recalling some salient features of our analysis and then making a few comments on some open issues.

1. The probe limit and beyond: Much of our discussion on the soft theorem has been carried out in the probe limit where one of the objects is much heavier than the other. This ensures that the total amount of radiation emitted during the scattering is small compared to the mass of the lighter object. However there are other ways to ensure this, e.g. by keeping the impact parameter $b$ to be larger than the Schwarzschild radii of the objects, as in the example of sections 7.2.1 and 7.2.2. Soft theorem can be used to compute classical gravity wave radiation during such cases as well – the only change is that we now have to use the soft factors given in (3.2) and (3.6) instead of (3.24) and (3.26). Alternatively we can use (3.24), (3.26) but allow the sum over $a$ to run over all external states so that the additional terms vanish by momentum conservation. The soft expansion will now be an expansion in powers of $\omega b$.

If we take the external objects to have masses of the same order and allow them to come within a distance of the order of their Schwarzschild radii, then the total radiated energy does not remain small compared to the energies of the incident objects and we can no longer ignore the contribution of the ‘hard gravitons’ carrying this energy to the soft factors given in (3.2), (3.6), (6.5). Inclusion of these factors will require detailed knowledge of the spectrum of these gravitons in the final state.
2. **Nature of interactions:** Our result does not depend on the nature of the interaction that takes place during the scattering process – it need not be only electromagnetic or gravitational.

3. **Multi-body scattering:** Our analysis can also be applied to multi-body scattering. For example if some object(s) breaks apart into several pieces during the scattering process due to some internal force, we can still compute the soft radiation by knowing the initial states before the scattering and the final states after the scattering, without any detailed knowledge of the process that broke the object apart during the scattering process.

4. **Hidden assumptions:** The derivation of soft theorem in generic theories of gravity, given in [76,77], implicitly assumed that the mass spectrum of particles in the theory is discrete. In the case of continuous spectrum the emission or absorption of soft radiation could take place via a series of transitions between real intermediate states instead of via the virtual intermediate states as considered in [76,77]. For classical objects this assumption of discrete spectrum breaks down since the spectrum becomes almost continuous. However we do not expect emission of soft gravity waves to cause transition between the internal states of the classical object, and therefore the fact that the spectrum is not discrete should not affect the derivation of the soft theorem. A possible exception arises when the scatterer is a black hole. In this case some of the gravity waves emitted during the scattering could be absorbed by the black hole, changing the internal state of the black hole. Can this affect our analysis? Soft radiations of wave-length $\omega^{-1}$ are expected to be produced at a distance of order $\omega^{-1}$ from the scatterer. For $D = 4$ the solid angle subtended by the scatterer of linear size $a$ to a point at a distance $\omega^{-1}$ is of order $a^2 \omega^2$. This is a subsubleading effect and is of the same order as the non-universal terms in the soft theorem. In higher dimensions the effect is even smaller. Therefore we do not expect our results up to subleading order (and the universal part at the subsubleading order) to be affected due to the absorption of the soft radiation by the black hole.

5. **Observation:** Given the observation of gravitational wave at LIGO [104], one natural question is whether we can actually test soft graviton theorem from the observation of gravitational waves. Unfortunately the direct application of soft theorem requires us to consider a scattering event instead of the merger of a bound pair of objects that is the common source of gravitational waves. The most likely event is the fusion of two massive objects as discussed in section 6 or their scattering at close encounter discussed in section
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However since the soft factor is small when the relative velocity between the incoming objects is small, an appreciable soft radiation will require reasonably large initial relative velocity between the two objects when they are far away from each other, and at the same time their trajectories must come close to each other so that there is appreciable amount of gravitational radiation. Such events are rare. If we want to go beyond the leading order, we also need to understand properly the infrared modification of the soft theorem in four dimensions. Despite these difficulties it is not inconceivable that soft graviton theorem may be tested in actual gravitational wave experiments in the distant future.
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A Alternative analysis of the test of soft photon theorem in four dimensions

In this appendix we shall recall the result of [79] for classical electromagnetic radiation from particle scattering in four space-time dimensions and compare the result with the prediction of the soft photon theorem. From eq.(15.1) of [79] we get the formula for the total energy radiated in the frequency range between \( \omega \) and \( \omega(1+\delta) \), carrying polarization \( \varepsilon \), within a solid
angle $\Delta \Omega$ around the direction labelled by $\hat{n}$:

$$\frac{q^2}{16\pi^3} \omega \delta \Delta \Omega \left| \int \frac{d}{dt} \left[ \bar{\varepsilon} \left\{ \hat{n} \times (\hat{n} \times \bar{\beta}) \right\} \frac{1}{1 - \hat{n} \cdot \bar{\beta}} \right] e^{i\omega(t - \hat{n} \cdot \vec{r}(t))} dt \right|^2. \quad (A.1)$$

Here $\vec{r}(t)$ is the location of the probe at time $t$ and $\bar{\beta} = d\vec{r}/dt$ is the velocity. The polarization four vector has been taken to be of the form $(0, \varepsilon)$ with $k^\mu \varepsilon_\mu = -\omega \hat{n} \cdot \varepsilon = 0$. In writing (A.1) we have taken into account the factor of $4\pi$ mentioned in footnote 5. Comparing this with (2.7) for $D = 4$ we see that the soft factor should be given by

$$S_{em}(\varepsilon, k) = e^{i\alpha} \frac{q}{\omega} \int \frac{d}{dt} \left[ \bar{\varepsilon} \left\{ \hat{n} \times (\hat{n} \times \bar{\beta}) \right\} \frac{1}{1 - \hat{n} \cdot \bar{\beta}} \right] e^{i\omega(t - \hat{n} \cdot \vec{r}(t))} dt, \quad (A.2)$$

where $e^{i\alpha}$ is a phase that will be fixed by comparing this with the leading soft factor. The bar on $S_{em}$ indicates that this is the soft factor computed from the classical radiation formula. Using the gauge condition $\bar{\varepsilon} \cdot \hat{n} = 0$, we can express this as

$$\bar{S}_{em}(\varepsilon, k) = -e^{i\alpha} \frac{q}{\omega} \int \frac{d}{dt} \left[ \bar{\varepsilon} \bar{\beta} \frac{1}{1 - \hat{n} \cdot \bar{\beta}} \right] e^{i\omega(t - \hat{n} \cdot \vec{r}(t))} dt. \quad (A.3)$$

We now expand $e^{i\omega(t - \hat{n} \cdot \vec{r}(t))}$ to first order in $\omega$ and integrate by parts the integral over $t$. This gives

$$\bar{S}_{em}(\varepsilon, k) = -e^{i\alpha} \frac{q}{\omega} \left[ \frac{\bar{\varepsilon} \bar{\beta}}{1 - \hat{n} \cdot \bar{\beta}} \{1 + i\omega(t - \hat{n} \cdot \vec{r}(t))\} \right]_{t_-}^{t_+} + e^{i\alpha} \frac{q}{\omega} \int_{t_-}^{t_+} dt \frac{\bar{\varepsilon} \bar{\beta}}{1 - \hat{n} \cdot \bar{\beta}} i\omega \left( 1 - \hat{n} \cdot \bar{\beta} \right)$$

(A.4)

where we have to take $t_\pm \to \pm \infty$ limit at the end of the calculation. We now note that using the relation $\bar{\beta} = d\vec{r}/dt$ the second term can be integrated explicitly, and we can express (A.4) as

$$\bar{S}_{em}(\varepsilon, k) = -e^{i\alpha} \frac{q}{\omega} \left[ \frac{\bar{\varepsilon} \bar{\beta}_+}{1 - \hat{n} \cdot \bar{\beta}_+} - \frac{\bar{\varepsilon} \bar{\beta}_-}{1 - \hat{n} \cdot \bar{\beta}_-} \right]_{t_-}^{t_+} + e^{i\alpha} \frac{q}{\omega} i\omega \left[ \bar{\varepsilon} \bar{\beta} \right]_{t_-}^{t_+}$$

$$= -e^{i\alpha} q \omega^{-1} \left[ \frac{\bar{\varepsilon} \bar{\beta}_+}{1 - \hat{n} \cdot \bar{\beta}_+} - \frac{\bar{\varepsilon} \bar{\beta}_-}{1 - \hat{n} \cdot \bar{\beta}_-} \right]_{t_-}^{t_+} + i q e^{i\alpha} \left[ \frac{1}{1 - \hat{n} \cdot \bar{\beta}_+} \left\{ -\bar{\varepsilon} \bar{\beta}_+ t_+ + \bar{\varepsilon} \bar{\beta}_+ \hat{n} \cdot \vec{r}(t_+) + \bar{\varepsilon} \bar{\beta} \bar{r}(t_-) - \hat{n} \cdot \bar{\beta}_+ \bar{\varepsilon} \bar{r}(t_+) \right\} \right]$$
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\[-i q e^{i\alpha} \left[ \frac{1}{1 - \hat{n} \cdot \vec{\beta}_-} \{ -\vec{\epsilon} \cdot \hat{\beta}_- \, t_- + \vec{\epsilon} \cdot \hat{\beta}_- \hat{n}_- \vec{r}(t_-) + \vec{\epsilon} \cdot \vec{r}(t_-) - \hat{n}_- \vec{\beta}_- \, \vec{\epsilon} \cdot \vec{r}(t_-) \} \right] \,.
\]

Using covariant notation,

\[ V_\pm = V_\pm^0(1, \beta_\pm), \quad V_\pm^0 = (1 - \beta_\pm^2)^{-1/2}, \quad r_\pm = (t_\pm, \vec{r}_\pm), \quad k = -\omega(1, \hat{n}) \, , \tag{A.6} \]

(A.5) may be written as

\[ \bar{S}_{em} = e^{i\alpha} \left[ -q \left\{ \frac{\vec{\epsilon} \cdot V_+}{k \cdot V_+} - \frac{\vec{\epsilon} \cdot V_-}{k \cdot V_-} \right\} - i q \frac{1}{k \cdot V_+} \{ \vec{\epsilon} \cdot V_+ \, k \cdot r_+ - \vec{\epsilon} \cdot r_+ \, k \cdot V_+ \} + \frac{i}{k \cdot V_-} \{ \vec{\epsilon} \cdot V_- \, k \cdot r_- - \vec{\epsilon} \cdot r_- \, k \cdot V_- \} \right] \, . \tag{A.7} \]

Upon using (7.16) this becomes identical to the right hand side of (7.19) for \( \alpha = 0 \). Therefore we see that \( \bar{S}_{em} = S_{em} \).
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