SCHUBERT EISENSTEIN SERIES AND POISSON SUMMATION FOR SCHUBERT VARIETIES
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Abstract. Schubert Eisenstein series are defined by restricting the summation in a degenerate Eisenstein series to a particular Schubert variety. In the case of GL_3 over \( \mathbb{Q} \) Bump and the first author proved that these Schubert Eisenstein series have meromorphic continuations in all parameters and conjectured the same is true in general. We revisit their conjecture and relate it to the program of Braverman, Kazhdan, Lafforgue, Ngô, and Sakellaridis aimed at establishing generalizations of the Poisson summation formula. We prove the Poisson summation formula for certain schemes closely related to Schubert varieties and use it to refine and establish the conjecture of Bump and the first author in many cases.
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1. Introduction

In this paper we prove the Poisson summation conjecture of Braverman-Kazhdan, Lafforgue, Ngô, and Sakellaridis for a particular family of varieties related to Schubert varieties (see Theorem 1.2). We were motivated to prove this case of the conjectures due to the fact that it implies functional equations of Schubert Eisenstein series conjectured to exist by Bump and the first author in [BC14], see Theorem 1.1. We begin by recalling the definition of Schubert Eisenstein series and then move to a discussion of the Poisson summation formula.

1.1. Generalized Schubert Eisenstein series. Let $F$ be a global field with ring of adeles $\mathbb{A}_F$, and let $G$ be a (connected) split semisimple group over $F$. We let

$$T \leq B \leq P \leq G$$

be a maximal split torus, a Borel subgroup, and a parabolic subgroup of $G$. Moreover we let

$$T \leq M \leq P$$

be the Levi subgroup of $P$ containing $T$. Let $N_G(T)$ be the normalizer of $T$ in $G$ and let $W(G, T) := N_G(T)(F)/T(F)$ be the Weyl group of $T$ in $G$. Finally we let

$$\omega_P : M^{ab} \longrightarrow G_m^{k+1}$$

be the isomorphism of (2.1.12). Here $M^{ab} = M/M^{der}$ is the abelianization of $M$, where $Q^{der}$ is the derived group of an algebraic group $Q$.

Let $A_{G_m} < F^\times_N$ be the usual subgroup (see (2.6.1)) and let $\chi : (A_{G_m} F^\times_N A_{F}^\times)^{k+1} \longrightarrow \mathbb{C}^\times$ be a character. For $s = (s_i) \in \mathbb{C}^{k+1}$ we define

$$(1.1.1) \quad \chi_s(a_0, \ldots, a_k) := \chi(a_0, \ldots, a_k) \prod_{i=0}^{k} |a_i|^{s_i}.$$

We form the induced representation

$$I_P(\chi_s) := \text{Ind}_P^G(\chi_s \circ \omega_P),$$
normalized so that it is unitary when \( s \in (i\mathbb{R})^{k+1} \). Using the Bruhat decomposition of \( G \) one has a decomposition of the generalized flag variety

\[
P \backslash G = \prod_{w \in W(M,T) \backslash W(G,T)} P \backslash PwB.
\]

Here we have used the same symbol \( w \) for a class in \( W(M,T) \backslash W(G,T) \) and for a representative of that class. Let \( X_w \) be the (Zariski) closure of the Schubert cell \( P \backslash PwB \) in \( P \backslash G \). It is a Schubert variety.

The Schubert Eisenstein series attached to a section \( \Phi^{\chi_s} \in I_P(\chi_s) \), \( g \in G(\mathbb{A}_F) \) and \( w \in W(G,T) \) is defined as

\[
SE_w(g, \Phi^{\chi_s}) := \sum_{\gamma \in X_w(F)} \Phi^{\chi_s}(\gamma g).
\]

(1.1.2)

It converges absolutely provided that \( \text{Re}(s) \) lies in a suitable cone. The function \( SE_w(g, \Phi^{\chi_s}) \) is no longer left \( G(F) \)-invariant. However, it is invariant under the stabilizer of the Schubert cell \( X_w \) under the natural action of \( G \) on \( P \backslash G \). Since this stabilizer contains \( B \), it is a parabolic subgroup, and it is often larger than \( B \).

In [BC14] Bump and the first author posed the following questions:

(a) Do Schubert Eisenstein series admit a meromorphic continuation to all \( s \)?

(b) Do a subset of the functional equations for the full Eisenstein series continue to hold for Schubert Eisenstein series?

(c) Is it possible to find a linear combination of Schubert Eisenstein series which is entire?

Let us pause and point out how striking the functions (1.1.2) and these questions from [BC14] are. Schubert Eisenstein series are a novel modification of degenerate Eisenstein series that enjoys many of the properties of the full degenerate Eisenstein series. Prior to the work of Bump and Choie, this modification seems to have been missed, despite the fact that degenerate Eisenstein series have been intensely studied for over a century.

We further generalize the definition of Schubert Eisenstein series in higher rank in a manner that can be specialized to the definition in the \( G = SL_3 \) case treated in [BC14]. In this much greater generality we answer questions (a), (b) and (c) affirmatively when we regard \( SE_w(g, \Phi^{\chi_s}) \) as a function of \( s_0 \) and assume the \( s_i \) with \( i \neq 0 \) are fixed with large real part. We refer to Theorem 1.1 and the subsequent remarks for details.

Before proceeding, let us examine the setting considered in [BC14] and isolate the change in viewpoint that is the germ of our work. Technically speaking in loc. cit. the authors work with \( GL_3 \) whereas we work with \( SL_3 \), but the translation between the two is straightforward. Let \( G = SL_3 \) and let \( B < SL_3 \) be the Borel subgroup of upper triangular matrices. From the point of view of this paper the most interesting Schubert variety in \( B \backslash G \) is \( B \backslash B\sigma_1\sigma_2B \) where

\[
\sigma_1 = \begin{pmatrix} -1 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

(1.1.3)
In this case using standard facts on the Bruhat ordering [Spr98, §8.5.4-8.5.5] one has
\[(1.1.4) \quad \overline{B\sigma_1\sigma_2B} = B\sigma_1\sigma_2B \sqcup B\sigma_1B \sqcup B\sigma_2B \sqcup B.\]

Let \(R\) be an \(F\)-algebra. Then
\[(1.1.5) \quad \overline{B\sigma_1\sigma_2B}(R) = \left\{ \left( \begin{array}{ccc} a & b & c \\ d & e & f \\ g & h \end{array} \right) \in \text{SL}_3(R) \right\}.
\]
Indeed, the set on the right is the \(R\)-points of an irreducible closed subscheme of \(\text{SL}_3\) that contains the irreducible closed subscheme \(\overline{B\sigma_1\sigma_2B}\), hence we deduce equality by considering dimensions. If we let
\[P_{2,1}(R) := \left\{ \left( \begin{array}{ccc} a & b & c \\ d & e & f \\ g & h \end{array} \right) \in \text{SL}_3(R) \right\}, \quad P_{1,2}(R) := \left\{ \left( \begin{array}{ccc} a & b & c \\ e & f & g \\ h \end{array} \right) \in \text{SL}_3(R) \right\}
\]
then
\[(1.1.6) \quad \overline{B\sigma_1\sigma_2B} = P_{2,1}\sigma_1\sigma_2P_{1,2}.
\]
Indeed, it is easy to see that each Bruhat cell on the right of (1.1.4) is contained in \(P_{2,1}\sigma_1\sigma_2P_{1,2}\), and it is clear on the other hand from (1.1.5) that \(P_{2,1}\sigma_1\sigma_2P_{1,2} \subseteq \overline{B\sigma_1\sigma_2B}\). The natural map
\[P_{2,1} \times P_{1,2} \longrightarrow \overline{B\sigma_1\sigma_2B}
\]
is a lift of the Bott-Samelson resolution of the image \(X_{\sigma_1\sigma_2}\) of \(\overline{B\sigma_1\sigma_2B}\) in \(B \setminus \text{SL}_3\). This was the point of departure for the arguments in [BC14]. In [BC14] the first author and Bump suggest employing these methods to prove the meromorphy of Schubert Eisenstein series in higher rank, but we do not know how to execute this suggestion.

Instead of pursuing Schubert varieties and the Bott-Samelson resolution to study higher rank analogues of the left hand side of (1.1.6), we generalize and study the right hand side directly. Let us step back to consider the situation for a general split semisimple group \(G\). Consider the closure \(\overline{PwB}\) in \(G\). It is the union of Bruhat cells \(\cup_{w' \leq w} Pw'B\), where \(\leq\) denotes the Bruhat order [Spr98, §8.5.4-8.5.5]. The group \(G\) acts on itself on the left, and we let \(Q\) be the stabilizer of the closed subscheme \(\overline{PwB} \subseteq G\) (i.e. the algebraic subgroup of \(G\) sending \(\overline{PwB}\) to itself). This is a closed algebraic subgroup of \(G\) [Mil17, Corollary 1.81]. The group \(Q\) contains \(P\), and hence is a parabolic subgroup.

To prove analytic properties of series indexed by \(P(F) \setminus \overline{PwB}(F)\), we could consider any parabolic subgroup \(P'\) with \(P \leq P' \leq Q\) and study series indexed by
\[P'wB.
\]
Since \(\overline{PwB}(F)\) is a finite union of \(Pw'\)(\(F)\) as recalled above it is also a finite union of sets of the form \(P'w'\)(\(F)\). Thus if series indexed by sets of the form \(P'wB(F)\) already admit meromorphic continuations the same is true of the Schubert Eisenstein series. This is indeed the case, as we will show in Theorem 1.1 below.
In fact, our main result also applies to subschemes of $G$ of the form
\[(1.1.7) \quad P' \gamma H\]
where $P \leq P' \leq G$ are a pair of parabolic subgroups, $\gamma \in G(F)$ and $H$ is an arbitrary algebraic subgroup of $G$. Not all Schubert cells are the image in $P \backslash G$ of a set of the form (1.1.7). Indeed, Schubert cells are often nonsmooth, whereas the image of any set of the form $P' \gamma H$ in $P \backslash G$ is a smooth subscheme (this follows from Lemma 2.5).

In order to treat series indexed by sets of the form $P_{\text{der}}(F) \backslash P_{\gamma H}(F)$ and $P_{\text{der}}(F) \backslash P_{\gamma W}(F)$ simultaneously we work with an arbitrary reduced subscheme $Y \subseteq G$ that is stable under left multiplication by $P'$. Let $X_{P}^{\circ} := P_{\text{der}}(F) \backslash B(F)$ be the Braverman-Kazhdan space associated to $P$ and $G$. Let
\[(1.1.8) \quad Y_{P} = \text{Im}(Y \rightarrow X_{P}^{\circ}).\]
To be more precise, the set theoretic image of $Y \rightarrow X_{P}^{\circ}$ is locally closed by Lemma 2.4. This set is the underlying topological space of a subscheme $Y_{P}$ of $X_{P}^{\circ}$. The subscheme $Y_{P} \subseteq X_{P}^{\circ}$ is quasi-affine. We emphasize that the schemes $Y_{P}$ generalize both schemes of the form $P_{\text{der}} \backslash P_{\gamma H}$ and Schubert varieties. In particular $Y_{P}$ need not be smooth. For some examples when $G = \text{SL}_n$ we refer to §2.3.

Let $X_{P}$ be the affine closure of $X_{P}^{\circ}$ and let
\[(1.1.9) \quad Y_{P,P'} \subseteq X_{P}\]
be the partial closure of $Y_{P}$ in $X_{P}$ constructed in (2.2.10) below. We observe that there is a natural action of $M_{\text{ab}}(F)$ on $Y_{P,P'}$ that preserves $Y_{P}$ (see (2.1.5)).

Without essential loss of generality we assume $G$ is simple and simply connected. We additionally make the following technical assumption:
\[(1.1.10) \quad P \text{ is maximal in } P'.\]
We will explain the motivation for this assumption after stating Theorem 1.1 below. Under (1.1.10) there is a unique parabolic subgroup $P^* < P'$ with Levi subgroup $M$ that is not equal to $P$. Thus one might think of $P^*$ as the opposite parabolic of $P$ with respect to $P'$.

In §3 we define Schwartz spaces
\[\mathcal{S}(Y_{Q,P'}(\mathbb{A}_F))\]
for $Q \in \{P, P^*\}$ together with a Fourier transform
\[(1.1.11) \quad \mathcal{F}_{P|P^*} : \mathcal{S}(Y_{P,P'}(\mathbb{A}_F)) \rightarrow \mathcal{S}(Y_{P^*,P'}(\mathbb{A}_F)).\]
The Schwartz space $\mathcal{S}(Y_{Q,P'}(\mathbb{A}_F))$ is contained in the set of restrictions to $Y_{P}(\mathbb{A}_F)$ of functions in $C^\infty(X_{P}^{\circ}(\mathbb{A}_F))$. Let $H \leq G$ be a subgroup, and consider the action of $H$ on $G$ by right multiplication. Assume that $Y$ is stable under the action of $H$. Then the Schwartz spaces $\mathcal{S}(Y_{P,P'}(\mathbb{A}_F))$ and $\mathcal{S}(Y_{P^*,P'}(\mathbb{A}_F))$ are preserved under the action of $M_{\text{ab}}(\mathbb{A}_F) \times H(\mathbb{A}_F)$ of (3.3.2) and the Fourier transform satisfies a twisted equivariance property by Lemma 3.4.
Let $I^*_P(\chi_s) := \text{Ind}^G_P(\chi_s \circ \omega_P)$. The * indicates that we are inducing $\chi_s \circ \omega_P$, not $\chi_s \circ \omega_{P^*}$. The group $M^{ab}$ acts on $Y_P$ and $Y_{P^*}$ on the left, and hence we obtain Mellin transforms
\[ \mathcal{S}(Y_{P,P^*}(\mathbb{A}_F)) \rightarrow I_P(\chi_s)|_{Y_P(\mathbb{A}_F)} \]
\[ f \mapsto f_{\chi_s}(\cdot) := f_{\chi_s,P}(\cdot) := \int_{M^{ab}(\mathbb{A}_F)} \delta^{1/2}_P(m) \chi_s(\omega_P(m)) f(m^{-1} \cdot) dm, \]
(1.1.12)
\[ \mathcal{S}(Y_{P^*,P^*}(\mathbb{A}_F)) \rightarrow I^*_P(\chi_s)|_{Y_{P^*}(\mathbb{A}_F)} \]
\[ f \mapsto f^*_{\chi_s}(\cdot) := f^*_{\chi_s,P^*}(\cdot) := \int_{M^{ab}(\mathbb{A}_F)} \delta^{1/2}_P(m) \chi_s(\omega_P(m)) f(m^{-1} \cdot) dm. \]
Here $\delta_Q$ is the modular quasi-character of an algebraic group $Q$. The fact that the Mellin transform $f_{\chi_s}$ (resp. $f^*_{\chi_s}$) is absolutely convergent for $\Re(s_0)$ large (resp. $\Re(s_0)$ small) is built into the definition of the Schwartz space.

Remark. We will write $\Phi^{\chi_s}$ for a section of $I_P(\chi_s)$ that is not necessarily a Mellin transform of an element $f \in \mathcal{S}(Y_{P,P^*}(\mathbb{A}_F))$. We take the analogous convention in the local setting and when $I_P(\chi_s)$ is replaced by $I^*_P(\chi_s)$.

For $f_1 \in \mathcal{S}(Y_{P,P^*}(\mathbb{A}_F))$, $f_2 \in \mathcal{S}(Y_{P^*,P^*}(\mathbb{A}_F))$ we define **generalized Schubert Eisenstein series**
\[ E_{Y_P}(f_{1\chi_s}) := \sum_{y \in M^{ab}(F) \setminus Y_P(F)} f_{1\chi_s}(y), \]
(1.1.13)
\[ E^*_{Y_{P^*}}(f^*_{2\chi_s}) := \sum_{y^* \in M^{ab}(F) \setminus Y_{P^*}(F)} f^*_{2\chi_s}(y^*). \]
These sums converge absolutely for $\Re(s_0)$ sufficiently large (resp. small) provided that $\Re(s_1), \ldots, \Re(s_k)$ are sufficiently large. Here $(s_0, \ldots, s_k)$ are used to define $\chi_s$ as in (1.1.1).

To help motivate this definition we point out that Lemma 2.1 implies that
\[ P(F) \setminus Y(F) \rightarrow M^{ab}(F) \setminus Y_F(F) \]
is a bijection.

**Theorem 1.1.** Let $f \in \mathcal{S}(Y_{P,P^*}(\mathbb{A}_F))$. Assume that

1. $F$ is a function field, or
2. $F$ is a number field and Conjecture 1.3 is valid.

Fix $s_1, \ldots, s_k$ such that $\Re(s_i)$ is sufficiently large for $1 \leq i \leq k$. Then $E_{Y_P}(f_{\chi_s})$ and $E_{Y_{P^*}}(\mathcal{F}_{P,P^*}(f)_{\chi_s})$ are meromorphic in $s_0$. Moreover one has
\[ E_{Y_P}(f_{\chi_s}) = E^*_{Y_{P^*}}(\mathcal{F}_{P,P^*}(f)_{\chi_s}). \]

Conjecture 1.3 below states that certain normalized degenerate Eisenstein series have only finitely many poles. It is known if $G = \text{SL}_n$ and in several other cases (see the remark after the statement of the conjectures below).
Let \( w \in G(F) \) and let \( P' \) be the stabilizer of \( \overline{PwB} \) under the left action of \( G \). Let \( M' \) be the Levi subgroup of \( P' \) containing \( M \). Then one expects a family of functional equations for \( E_{P'}(f_\chi) \) analogous to the family of functional equations for the Eisenstein series formed from the induction of a quasi-character of \( P \cap M'(\mathbb{A}_F) \) to \( M'(\mathbb{A}_F) \). In the special case where \( P < P' \) is maximal, only one functional equation is expected, and Theorem 1.1 provides this, answering question (b). It also provides the meromorphic continuation of the Eisenstein series in \( s_0 \), answering the question (a) as a function of \( s_0 \). The proof also shows that we can choose a linear combination of Schubert Eisenstein series that is entire in \( s_0 \) for fixed \( s_1, \ldots, s_k \) all with large real part, answering question (c) as a function of \( s_0 \). With some effort, our methods should generalize to treat the case where \( P \) is not necessarily maximal in \( P' \).

Bump and the first author were able to obtain the meromorphic continuation of Schubert Eisenstein series in the \( SL_3 \) case in all complex parameters and more than one functional equation. It would be interesting to see if to what extent this continues to hold in general.

Remarks.

(1) We have already seen that one can choose the data so that \( Y_{P,P'} \) is a lift to \( X_P \) of a partial closure of a Schubert cell. Schubert varieties admit analogues in any Kac-Moody group, and there is the intriguing possibility that Theorem 1.1 can be generalized to this setting. There have been tantalizing hints of interactions between classical automorphic forms and Kac-Moody groups, a nice summary is contained in the introduction to [GMP17]. The fact that such groups are infinite dimensional is a source of difficulty. The key observation here is that the Schubert cells in the flag varieties of Kac-Moody groups are finite-dimensional.

(2) It is an important problem to investigate whether generalized Schubert Eisenstein series can be used to produce integral representations of automorphic \( L \)-functions. See §1.4 below for more details. For example, one could try to generalize the famous doubling method of Piatetski-Shapiro and Rallis [GPSR87].

(3) For some information about the possible poles of \( E_{Y_{P,P'}}(f_\chi) \), see Corollary 5.5.

1.2. The Poisson summation conjecture. To prove Theorem 1.1 we prove new cases of a seminal conjecture due to Braverman and Kazhdan [BK00]. The conjecture was later investigated by Lafforgue [Laf14] and refined by Ngô [Ngô14, Ngô20]. It was partially set in the framework of spherical varieties by Sakellaridis [Sak12]. Here a spherical variety \( X \) for a reductive group \( G \) over \( F \) is a normal integral separated \( G \)-scheme \( X \) of finite type over \( F \) such that \( X_F \) admits an open orbit under a Borel subgroup of \( G_F \).

The conjecture can be roughly formulated as follows. Assume that \( X \) is an affine spherical variety with smooth locus \( X^{\text{sm}} \). Then there should be a Schwartz space \( \mathcal{S}(X(\mathbb{A}_F)) < C^\infty(X^{\text{sm}}(\mathbb{A}_F)) \) and a Fourier transform

\[
\mathcal{F}_X : \mathcal{S}(X(\mathbb{A}_F)) \longrightarrow \mathcal{S}(X(\mathbb{A}_F))
\]
satisfying a certain twisted-equivariance property under $G(\mathbb{A}_F)$ such that for $f \in S(X(\mathbb{A}_F))$ satisfying certain local conditions
\[
\sum_{x \in X^{\text{sm}}(F)} f(x) = \sum_{x \in X^{\text{sm}}(F)} \mathcal{F}_X(f)(x).
\]
We refer to this (somewhat vaguely stated) conjecture as the **Poisson summation conjecture**. The original motivation, explored in [BK00, Ngô14, Ngô20], is that it implies the meromorphic continuation and functional equation of Langlands $L$-functions in great generality. By the converse theorem [CPS99] this would imply Langlands functoriality in great generality.

**Remark.** We highlight the possibly confusing convention that functions in $S(X(\mathbb{A}_F))$ need not be defined on all of $X(\mathbb{A}_F)$, only on $X^{\text{sm}}(\mathbb{A}_F)$. One expects that for each place $v$ elements of $S(X(F_v))$ are functions in $C^\infty(X^{\text{sm}}(F_v))$ that are rapidly decreasing away from the singular locus $(X - X^{\text{sm}})(F_v)$ and have particular asymptotic behavior as one approaches $(X - X^{\text{sm}})(F_v)$. This was conjectured in [Ngô20, §5] in a special case.

The only case of the Poisson summation conjecture that is completely understood is the case where $X$ is a vector space. For the affine closures $X_P$ of the Braverman-Kazhdan space $X_\circ_P$, much of the conjecture is known [GL21, GH20, GHL23, JLZ24, Sha18]. There are some additional examples in [Get22, GL19, GH20, Gu21]. However the cases that are known are still very limited.

In order to prove Theorem 1.1 we prove the Poisson summation conjecture for $Y_{P,P'}$. We do not know if $Y_{P,P'}$ is affine, but it is clearly quasi-affine. We also do not know whether it is always spherical under the action of a suitable reductive subgroup of $H$, but this is true in many cases [Gae22, HY22].

In Theorem 1.2 we state our Poisson summation formula in an imprecise form. Let $K_M$ be the maximal compact subgroup of $M^{ab}(\mathbb{A}_F)$.

**Theorem 1.2.** Let $f \in S(Y_{P,P'}(\mathbb{A}_F))$. Assume

1. $F$ is a function field,
2. $F$ is a number field, Conjecture 1.3 is valid, and $f$ is $K_M$-finite, or
3. $F$ is a number field and Conjecture 1.4 is valid.

One has
\[
\sum_{y \in Y_{P}(F)} f(y) + * = \sum_{y^* \in Y_{P^*}(F)} \mathcal{F}_{P|P^*}(f)(y^*) + **.
\]

The sums over $y$ and $y^*$ are absolutely convergent.
The precise version of this theorem is given in Theorem 5.2 below. In Theorem 1.2 the contributions marked * and ** are certain boundary terms coming from residues of auxiliary degenerate Eisenstein series. Using Lemma 3.10 one can choose many \( f \) so that these contributions vanish.

Theorem 1.2 is our main theorem in the context of Poisson summation formulae. It is a vast generalization of the Poisson summation formula for Braverman-Kazhdan spaces of maximal parabolic subgroups in reductive groups \([BK02]\) which in turn is a vast generalization of the Poisson summation formula for a vector space. The work \([BK02]\) in fact treats arbitrary parabolic subgroups, and with more effort one could probably use it to generalize our work to the case where \( P \) is not maximal in \( P' \).

Remark. In the degenerate case \( H = G \), Theorem 1.2 reduces to the Poisson summation formula for the Braverman-Kazhdan space \( X_P \). In this special case under suitable assumptions on \( f \) the formula was proved in \([BK02]\). When \( G = \text{Sp}_{2n} \) and \( P \) is the Siegel parabolic it was proved for general test functions finite under a maximal compact subgroup of \( \text{Sp}_{2n} (\mathbb{A}_F) \) in \([GL21]\).

1.3. Conjectures 1.3 and 1.4. Let \( M_{\beta_0} \) be the simple normal subgroup of the Levi subgroup \( M' \) of \( P' \) defined in (2.2.2) below. For any topological abelian group \( A \) we denote by \( \hat{A} \) the set of quasi-characters of \( A \), that is, continuous homomorphisms \( A \to \mathbb{C}^\times \).

For \( Q \in \{ P, P^* \} \) let \( S(X_{Q \cap M_{\beta_0} (\mathbb{A}_F)}) \) be the Schwartz space of (3.3.3). For any

\[(m, f_1, f_2, \chi, s) \in M_{\beta_0} (\mathbb{A}_F) \times S(X_{P \cap M_{\beta_0} (\mathbb{A}_F)}) \times S(X_{P^* \cap M_{\beta_0} (\mathbb{A}_F)}) \times A_{G_m F^\times \backslash \mathbb{A}_F^\times} \times \mathbb{C}\]

let \( \chi_s := \chi | \cdot |^s \) and form the degenerate Eisenstein series

\[E(m, f_{1\chi_s}) = \sum_{x \in (P \cap M_{\beta_0}) \backslash M_{\beta_0} (F)} f_{1\chi_s} (xm)\]

\[E^*(m, f_{2\chi_s}) = \sum_{x \in (P^* \cap M_{\beta_0}) \backslash M_{\beta_0} (F)} f_{2\chi_s} (xm)\].

They converge for Re\((s)\) large enough (resp. Re\((s)\) small enough). Here \( f_{1\chi_s} \) and \( f_{2\chi_s}^* \) are the Mellin transforms of (1.1.12) in the special case \( P' = M_{\beta_0} \).

Let \( K \leq M_{\beta_0} (\mathbb{A}_F) \) be a maximal compact subgroup. The following conjecture appeared in the statements of theorems 1.1 and 1.2 above:

Conjecture 1.3. For each character \( \chi \in A_{G_m F^\times \backslash \mathbb{A}_F^\times} \) there is a finite set \( \Upsilon(\chi) \subset \mathbb{C} \) such that if \( E(m, f_{\chi_s}) \) has a pole for any \( K \)-finite \( f \in S(X_{P \cap M_{\beta_0} (\mathbb{A}_F)}) \) then \( s \in \Upsilon(\chi) \).

We point out that continuous homomorphisms \( A_{G_m F^\times \backslash \mathbb{A}_F^\times} \to \mathbb{C}^\times \) are automatically unitary because \( A_{G_m F^\times \backslash \mathbb{A}_F^\times} \) is compact.

In fact we expect the following stronger conjecture to be true:
Conjecture 1.4. There is an integer \( n \) and a finite set \( \Upsilon \subset \mathbb{C} \) depending only on \( M_{\beta_0} \) such that if \( E(m, f_{\chi_s}) \) has a pole for any \( K \)-finite \( f \in S(X_{P \cap M_{\beta_0}}(F)) \) and \( \chi \in A_{\mathbb{G}_m} \mathbb{F}^{-}\mathbb{A}_F^\times \) then \( \chi^n = 1 \) and \( s \in \Upsilon \).

In §6 we prove Conjecture 1.3 (or more accurately extract it from the literature) when \( M_{\beta_0} \) is \( \text{SL}_n \) and Conjecture 1.4 when \( P \cap M_{\beta_0} \) is a Siegel parabolic in the symplectic group \( M_{\beta_0} \). The case of other simple groups remains open, but provided that \( M_{\beta} \) is not of type \( E \) or \( F \) Hsu \cite{Hsu21} has reduced Conjecture 1.4 and 1.3 to a local archimedean statement.

We point out that the natural analogues of conjectures 1.3 and 1.4 for general sections of \( \mathcal{I}_P(\chi_s) \) are false:

Example. Let \( P \) be the Borel subgroup of upper triangular matrices in \( \text{GL}_2 \), let \( K \leq \text{GL}_2(\mathbb{A}_Q) \) be a maximal compact subgroup, and let \( f_{\chi_s} \) be a standard section, that is, \( f_{\chi_s}(k) \) is independent of \( s = (s_1, s_2) \) for all \( k \in K \). Write \( \chi_s \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) = \chi_1(s_1(a)\chi_2(s_2(b)), \) and assume for simplicity that \( \chi_1\chi_2^{-1} \neq 1 \). Let \( S \) be a finite set of places of \( \mathbb{Q} \) including all infinite places such that \( \chi_1 \) and \( \chi_2 \) are unramified outside of \( S \). Then \( E(m, f_{\chi_s}) \) has poles at every zero of \( L^S(s_1 - s_2 + 1, \chi_1\chi_2^{-1}) \) by \cite[Theorem 3.7.1]{Bum97}. The corresponding normalized Eisenstein series defined in loc. cit. has at most one pole.

This is why the sections in conjectures 1.3 and 1.4 are assumed to be Mellin transforms of elements of the Schwartz space.

1.4. On integral representations of \( L \)-functions. In this subsection we make some comments on how one might try to use Theorem 1.1 to study integral representations of \( L \)-functions. Though this discussion is purely speculative, we include it as motivation for several questions regarding algebraic homogeneous spaces. The questions are posed below.

Let a subgroup \( H \leq G \) act on \( G \) via right multiplication, and assume that \( Y \) is stable under the action of \( H \). For example, we could take \( Y = P^\gamma H \) for some \( \gamma \in G(F) \).

Remark. The subgroup of \( G \) stabilizing \( P_{\text{der}}^{\text{der}} \setminus P_{\text{wB}} \) on the right contains \( B \) and hence is a parabolic subgroup of \( G \). On the other hand the stabilizer of \( P_{\text{der}}^{\text{der}} \setminus P \gamma H \) may have reductive neutral component. Indeed, one could take \( H \) to be any maximal connected reductive subgroup of \( G \) such that \( P \gamma H \neq G \); then the neutral component of the stabilizer of \( P \gamma H \) on the right is \( H \). For example, one could take \( H \) to be the neutral component of an orthogonal similitude group in \( G = \text{GL}_n \). Let \( P^\prime \) be a maximal parabolic subgroup of \( \text{GL}_n \) with Levi quotient \( \text{GL}_{n-1} \times \text{GL}_1 \). Then \( P^\prime \setminus \text{GL}_n \cong \mathbb{P}^{n-1} \), and the natural action of \( H \) on \( \mathbb{P}^{n-1} \) is not transitive, hence for any parabolic subgroup \( P \) maximal in \( P^\prime \) one has \( P \gamma H \neq \text{GL}_n \) for any \( \gamma \in \text{GL}_n(F) \).
Assume that $Y$ admits an open $H$-orbit. Let $\varphi$ be a cusp form in a cuspidal automorphic representation $\pi$ of $H(\mathbb{A}_F)$. If one wanted to use Theorem 1.1 to study integral representations of $L$-functions one could try to investigate expressions of the form

$$\int_{H(F)\backslash H(\mathbb{A}_F)} \varphi(h) E_{Y_P}(R(h)f_{x_s}) dh$$

(1.4.1)

where $R(h)f_{x_s}(y) = f_{x_s}(yh)$. If convergent, (1.4.1) admits a functional equation because $E_{Y_P}(R(h)f_{x_s})$ admits a functional equation by Theorem 1.1. The problem is deciding whether or not (1.4.1) or some variant of it yields any new $L$-functions. Ignoring all questions of convergence, the integral above unfolds into a sum

$$\sum_{y_0 \in M_{ab}(F)\backslash Y_P(F)/H(F)} \int_{H_{y_0}(F)\backslash H(\mathbb{A}_F)} \varphi(h) f_{x_s}(y_0h) dh.$$  

(1.4.2)

where $H_{y_0}$ is the stabilizer of $y_0 \in (M_{ab}\backslash Y_P)(F)$ in $H$. Due to the conjectures of Sakellaridis and Venkatesh [Sak12, SV17] one expects this expression to unfold into a finite sum of Eulerian integrals when $M_{ab}\backslash Y_P$ is spherical as an $H$-scheme.

This motivates the following questions:

1. When is $M_{ab}\backslash Y_P$ spherical as an $H$-scheme?
2. If $M_{ab}\backslash Y_P$ is spherical, what is the stabilizer in $H$ of a point in the open $H$-orbit?
3. If $H$ and a spherical subgroup $H' \leq H$ are fixed, can one classify the possible spherical embeddings of $H'\backslash H$ obtained from $M_{ab}\backslash Y_P$ as $P, P', G,$ and $Y$ vary?

We can also pose analogous questions when $H$ is not necessarily reductive by replacing $H$ by a Levi subgroup as in [Gae22, HY22]. Finally, it is of interest to consider the questions above in the Kac-Moody setting mentioned in Remark 1 after Theorem 1.1.

1.5. Outline. We outline the paper and give some indication of the proofs. We begin with observations on the underlying geometry we are considering in §2. We then define the Schwartz space of $Y_{P,P'}$ locally and adelicly in §3. We also construct a Fourier transform and prove that the Fourier transform preserves the Schwartz space. To accomplish this we reduce the question to a similar statement on an auxilliary Braverman-Kazhdan space and then use the methods developed in [GL21, GHL23].

We then prove a Poisson summation formula for the auxilliary Braverman-Kazhdan space in §4. This formula is proved in [BK02] for a different definition of the Schwartz space with some restrictions on the test functions involved. It was obtained for arbitrary test functions in [GL21] in a special case. In Theorem 4.4 below we deduce it for all Braverman-Kazhdan spaces attached to maximal parabolic subgroups. We point out that it is most natural in our setting, and perhaps even necessary, to work with sections that are not finite under a maximal compact subgroup of $G(F_\infty)$ when $F$ is a number field (see §3). Hence, some care is required in applying well-known results on Eisenstein series in this work. Indeed, our sections need not even be standard, so we cannot use Lapid’s results in [Lap08].
In §5 we prove theorems 1.1 and 1.2. The procedure is to first prove Theorem 1.2 by reducing it to the summation formula of §4. We then use Theorem 1.2 to deduce Theorem 1.1. In §6 we verify Conjecture 1.3 in certain cases.

To address questions of the referee, we have added Appendix A. In it we indicate possible generalizations of our results. We also give some commentary on why it is convenient to work with Schwartz spaces instead of working solely with Eisenstein series and intertwining operators.

Acknowledgments. We appreciate the encouragement and questions of D. Bump. Answering his questions led to a generalization of our original main result and simplifications in exposition. The authors thank S. Leslie for help with parabolic subgroups and M. Brion for answering several questions about Schubert cells (and in particular for observing Lemma 2.5). We also thank D. Ginzburg and F. Shahidi for encouragement, S. Kudla for answering a question on Eisenstein series and M. Hanzer for explaining how to derive Theorem 6.4 from her paper [HM15] with G. Muic. The second author thanks H. Hahn for her constant support and encouragement and for her help with the structure of the paper. Finally, both authors thank the anonymous referee for suggestions that improved the exposition.

2. Preliminaries

2.1. Braverman-Kazhdan spaces. We work over a field $F$. Let $G$ be a connected split semisimple group over $F$. We only consider parabolic subgroups of $G$ containing a fixed split torus $T$; for such a subgroup $P$ we write $N_P$ for its unipotent radical. We fix a Levi subgroup $M$ of $G$ containing $T$ and write

$$M^{ab} := M/M^{der}. \quad (2.1.1)$$

This is again an algebraic group [Mil17, §5.c]. For all parabolic subgroups $P$ of $G$ with Levi subgroup $M$ we have a Braverman-Kazhdan space

$$X_P^o := P^{der} \backslash G. \quad (2.1.2)$$

Here the quotient exists in the category of schemes and is constructed in the usual manner [Mil17, Appendix B]. We observe that

$$P^{der} = M^{der} N_P \quad (2.1.3)$$

where $N_P$ is the unipotent radical of $P$. The scheme $X_P^o$ is strongly quasi-affine, i.e.

$$X_P := \overline{X_P^{\text{aff}}} := \text{Spec}(\Gamma(X_P^o, \mathcal{O}_{X_P^o})) \quad (2.1.4)$$

is an affine scheme of finite type over $F$ and the natural map $X_P^o \to X_P$ is an open immersion [BG02, Theorem 1.1.2]. Strictly speaking, in loc. cit. Braverman and Gaitsgory work over an algebraically closed field, but their results hold in our setting by fpqc descent along $\text{Spec}(\overline{F}) \to \text{Spec}(F)$. A convenient reference for fpqc descent is [Poo17, Theorem 4.3.7].
Lemma 2.1. The torus $M^{ab}$ is split. The maps

$$M(F) \rightarrow M^{ab}(F) \quad \text{and} \quad G(F) \rightarrow (P^{\text{der}}\backslash G)(F)$$

are surjective.

Proof. In [GHL23, Lemma 3.2 and Corollary 3.3] this is proved in the special case where $P$ is a maximal parabolic. The same proof implies the more general statement here. □

We have a right action of $M^{ab} \times G$ on $X^o_P$ given on points in an $F$-algebra $R$ by

$$X^o_P(R) \times M^{ab}(R) \times G(R) \rightarrow X^o_P(R)$$

$$(x, m, g) \mapsto m^{-1}xg.$$  \hfill (2.1.5)

This action extends to an action of $M^{ab} \times G$ on $X_P$.

We now discuss the Plücker embedding of $P^{\text{der}}\backslash G$ as explained in a special case in [GHL23]. We assume for simplicity that $G$ is simply connected. Let $T \leq B \leq P$ be a Borel subgroup, let $\Delta_G$ be the set of simple roots of $T$ in $G$ defined by $B$ and $\Delta_M$ the set of simple roots of $T$ in $M$ defined by $B \cap M$. Let

$$\Delta_P := \Delta_G - \Delta_M$$  \hfill (2.1.6)

be the set of simple roots in $\Delta_G$ attached to $P$. For each $\beta \in \Delta_G$ we let

$$B \leq P_\beta \leq G$$  \hfill (2.1.7)

be the unique maximal parabolic subgroup containing $B$ that does not contain the root group attached to $-\beta$.

As usual let $X^*(T)$ be the character group of $T$. For each $\beta \in \Delta_P$ let $\omega_\beta \in X^*(T)_Q$ be the fundamental weight dual to the coroot $\beta^\vee$, in other words,

$$\omega_\beta(\alpha^\vee) = \begin{cases} 1 & \text{if } \alpha = \beta \\ 0 & \text{otherwise.} \end{cases}$$  \hfill (2.1.8)

Here $\alpha \in \Delta_G$. Since $G$ is simply connected, the fundamental weight $\omega_\beta$ lies in $X^*(T)$.

There is an irreducible representation

$$V_\beta \times G \rightarrow V_\beta$$  \hfill (2.1.9)

of highest weight $-\omega_\beta$. Here $G$ acts on the right. Let

$$V := \prod_{\beta \in \Delta_P} V_\beta, \quad V^o = \prod_{\beta \in \Delta_P} (V_\beta - \{0\}).$$  \hfill (2.1.10)

Choose a highest weight vector $v_\beta \in V_\beta(F)$ for each $\beta$. 
Lemma 2.2. There is a closed immersion

\[(2.1.11)\quad \text{Pl}_P : X_P^\circ \to V^\circ \]

given on points by \(\text{Pl}_P(g) := (v_\beta g)\).

It extends to a \(G\)-equivariant map \(\text{Pl}_P : X_P \to V\). The character \(\omega_\beta\) extends to a character of \(M\) for all \(\beta\) and the map

\[(2.1.12)\quad \omega_P := \prod_{\beta \in \Delta_P} \omega_\beta : M^{ab} \to \mathbb{G}_m^{\Delta_P} \]

is an isomorphism. If we let \(M^{ab}\) act via \(\omega_P\) on \(V\) then \(\text{Pl}_P\) is \(M^{ab}\)-equivariant. In particular for \((m, g) \in M^{ab}(R) \times G(R)\) one has

\[(2.1.13)\quad \text{Pl}_P(m^{-1}g) = (\omega_\beta(m)v_\beta g).\]

Here

\[\mathbb{G}_m^{\Delta_P} := \prod_{\beta \in \Delta_P} \mathbb{G}_m.\]

We will use similar notation below without comment. In the introduction, we implicitly chose a bijection between \(\{0, 1, \ldots, k\}\) and \(\Delta_P\) sending 0 to \(\beta_0\), where \(\beta_0\) is defined as in §2.2 below.

To ease notation, for any subset \(\Delta \subseteq \Delta_G\) let

\[(2.1.14)\quad V_\Delta = \prod_{\beta \in \Delta} V_\beta \quad \text{and} \quad V_\Delta^0 := \prod_{\beta \in \Delta} (V_\beta - \{0\}).\]

Proof. The stabilizer of the line spanned by \(v_\beta\) in \(V_\beta\) is the parabolic \(P_\beta\) of (2.1.7) [Jan03, §II.8.5]. Since \(P \leq P_\beta\) for \(\beta \in \Delta_P\) we deduce that \(\text{Pl}_P\) is well-defined, that \(\omega_\beta\) extends to a character on \(M\), and that (2.1.13) holds. Since \(V\) is affine the map \(\text{Pl}_P\) tautologically extends to a \(M^{ab} \times G\)-equivariant map \(\text{Pl} : X_P \to V\). We are left with checking that \(\text{Pl}_P\) is a closed immersion and that (2.1.12) is an isomorphism.

We first check that (2.1.12) is an isomorphism. The group \(M^{ab}\) is isogenous to the center \(Z_M\) of \(M\) which is contained in the subgroup of \(T\) on which all the \(\beta \in \Delta_M = \Delta_G - \Delta_P\) vanish. Thus \(Z_M\) has at most dimension \(|\Delta_P|\). On the other hand the homomorphism \(\mathbb{G}_m^{\Delta_P} \to M^{ab}\) given on points by \((x_\beta) \mapsto \prod_{\beta} \beta^\vee(x_\beta)\) is a section of \(\omega_P\). Thus \(\dim M^{ab} = |\Delta_P|\) and \(\omega_P\) is injective. Using the usual contravariant equivalence of categories relating tori and their character groups we deduce that \(\omega_P\) is also surjective.
To check that $\text{Pl}_P$ is a closed immersion we first point out that we have a commutative diagram

\[
\begin{array}{ccc}
X^*_P & \xrightarrow{\text{Pl}_P} & V^o \\
\downarrow & & \downarrow \\
P \backslash G & \xrightarrow{\overline{\text{Pl}}_P} & \prod_{\beta \in \Delta_P} \mathbb{P}V_{\beta}
\end{array}
\] (2.1.15)

where $\overline{\text{Pl}}_P$ is induced by $\text{Pl}_P$. We claim that $\text{Pl}_P$ is a closed immersion. Since $P \backslash G$ is proper and $\prod_{\beta \in \Delta_P} \mathbb{P}V_{\beta}$ is separated the map $\overline{\text{Pl}}_P$ has closed image. It is an immersion provided that $P$ is the stabilizer of the image of $(v_{\beta})$ in $\prod_{\beta \in \Delta_P} \mathbb{P}V_{\beta}$ by [Mil17, Proposition 7.17]. The stabilizer of the image of $(v_{\beta})$ is

\[
\bigcap_{\beta \in \Delta_P} P_{\beta}.
\] (2.1.16)

But (2.1.16) is a parabolic subgroup containing $B$. By considering the root groups contained in (2.1.16) we deduce that it is $P$. This completes the proof of the claim.

Extend $\omega_P$ to a character of $P$ in the canonical manner. Since the stabilizer of the image of $(v_{\beta})$ in $\prod_{\beta \in \Delta_P} \mathbb{P}V_{\beta}$ is $P_{\beta}$ we deduce that the stabilizer of $(v_{\beta})$ is contained in $\text{ker}(\omega_P : P \rightarrow \mathbb{G}_{\text{m}}^{\Delta_P})$. Since (2.1.12) is an isomorphism $\text{ker}(\omega_P : P \rightarrow \mathbb{G}_{\text{m}}^{\Delta_P}) = P_{\text{der}}$. Thus the map $\text{Pl}_P$ is an immersion of $X^*_P$ onto the orbit of $(v_{\beta})$ [Mil17, Proposition 7.17].

The left vertical arrow in (2.1.15) is the geometric quotient by the action of $M^{ab}$, and the right vertical arrow is the geometric quotient by $\mathbb{G}_{\text{m}}^{\Delta_P}$. In view of the equivariance property (2.1.13) and the fact that (2.1.12) is an isomorphism, we deduce that $\text{Pl}_P(X^*_P)$ is the inverse image of $\overline{\text{Pl}}_P(P \backslash G)$ in $V^o$. We have already proved that $\overline{\text{Pl}}_P(P \backslash G)$ is closed, so we deduce that $\text{Pl}_P(X^*_P)$ is closed.

\[\Box\]

Example. Let $G = \text{SL}_3$ and $P = B$, the Borel of upper triangular matrices. For a suitable ordering $\beta_1, \beta_2$ of the set of simple roots of $T$ in $B$ the representations $V_{\beta_1}$ and $V_{\beta_2}$ are just the standard representation $G^3_a$ and $\wedge^2 G^3_a$. If we choose $(0, 0, 1)$ and $(0, 1, 0) \wedge (0, 0, 1)$ as our highest weight vectors then

\[
\text{Pl}_B \left( \begin{smallmatrix} a \\ b \\ c \end{smallmatrix} \right) = (c, b \wedge c).
\]

Under the Plücker embedding the image of $X_B$ is the cone $C$ whose points in an $F$-algebra $R$ are given by

\[C(R) = \{(v_1, v_2) \in R^3 \times \wedge^2 R^3 : v_1 \wedge v_2 = 0\}.\]

2.2. The $Y_P$ spaces. We assume that we are in the situation of the introduction. Thus $Y \subseteq G$ is a reduced subscheme whose stabilizer under the left action of $G$ contains a parabolic subgroup $P' > P$. We assume (1.1.10), that is, $P$ is maximal in $P'$. Moreover we let $P^* \leq P'$ be the unique parabolic subgroup with Levi subgroup $M$ that is not equal to $P$. There is a unique simple root $\beta_0$ in $\Delta_G - \Delta_M$ such that the root group attached to $-\beta_0$ is a subgroup
of \(P'\) but not \(P\). Let \(M'\) be the unique Levi subgroup of \(P'\) containing \(M\). The set of simple roots of \(T\) in \(M'\) with respect to the Borel \(B\) is

\[
\Delta_{M'} = \{\beta_0\} \cup \Delta_M.
\]

Since \(G\) is simply connected, it follows from [BT72, Proposition 4.3] that the derived group \(M'^{\text{der}}\) is simply connected. Hence it is a direct product of its simple factors. There is a unique decomposition

\[
M^{\text{der}} = M_{\beta_0} \times M_{\beta_0}^{\beta_0}
\]

where \(M_{\beta_0}\) is the unique simple factor containing the root group of \(\beta_0\). It then is the unique simple factor containing \(\beta_0^\vee(\mathbb{G}_m)\). Let \(N_P\) denote the unipotent radical of \(P\).

**Lemma 2.3.** The group \(T_{\beta_0} := T \cap M_{\beta_0}\) is a maximal torus of \(M_{\beta_0}\) and \(B \cap M_{\beta_0}\) is a Borel subgroup of \(M_{\beta_0}\). The group \(P \cap M_{\beta_0}\) is the unique maximal parabolic subgroup of \(M_{\beta_0}\) containing \(B \cap M_{\beta_0}\) that does not contain the root group attached to \(-\beta_0\), and \(M \cap M_{\beta_0}\) is a Levi subgroup of \(P \cap M_{\beta_0}\). We have

\[
\begin{align*}
N_{P \cap M_{\beta_0}} &= N_P \cap M_{\beta_0}, \\
M^{\text{der}} \cap M_{\beta_0} &= (M \cap M_{\beta_0})^{\text{der}}, \\
P^{\text{der}} \cap M_{\beta_0} &= (P \cap M_{\beta_0})^{\text{der}}, \quad \text{and} \\
P^{\text{der}} &= (P^{\text{der}} \cap M_{\beta_0})M_{\beta_0}^{\beta_0}N_{P'}.
\end{align*}
\]

**Proof.** The first two sentences follow from [ABD+66, Propositions 1.19 and 1.20, §XXVI].

Since \(N_{P \cap M_{\beta_0}}\) is the maximal connected normal unipotent subgroup of \(P \cap M_{\beta_0}\) it is clearly contained in \(N_P\), the maximal connected normal unipotent subgroup of \(P\). Thus \(N_{P \cap M_{\beta_0}} \leq N_P \cap M_{\beta_0}\). On the other the image of \(N_P \cap M_{\beta_0} < (M \cap M_{\beta_0})N_{P \cap M_{\beta_0}} = P \cap M_{\beta_0}\) under the canonical quotient map \(P \cap M_\beta \to M \cap M_{\beta_0}\) is the identity. It follows that \(N_P \cap M_{\beta_0} \leq N_{P \cap M_{\beta_0}}\).

Let \(Z_H\) denote the center of an algebraic group \(H\). Since \(Z_{M'} \leq M\) and \(M_{\beta_0} \leq M\) we have

\[
M = Z_{M'}(M \cap M_{\beta_0} \times M_{\beta_0}^{\beta_0}) = Z_{M'}(Z_{M \cap M_{\beta_0}}(M \cap M_{\beta_0})^{\text{der}} \times M_{\beta_0}^{\beta_0}).
\]

Thus \(M_{\beta_0} \leq M^{\text{der}}\) and hence

\[
M^{\text{der}} = (M^{\text{der}} \cap M_{\beta_0}) \times M_{\beta_0}^{\beta_0}.
\]

Taking derived groups of both sides of (2.2.4) we deduce that and \((M \cap M_{\beta_0})^{\text{der}} = M^{\text{der}} \cap M_{\beta_0}\).

We have

\[
N_P = N_{P \cap M'}N_{P'} = N_{P \cap M_{\beta_0}}N_{P'}
\]

so

\[
P^{\text{der}} = M^{\text{der}}N_P = (M \cap M_{\beta_0})^{\text{der}}N_{P \cap M_{\beta_0}} \times M_{\beta_0}^{\beta_0}N_{P'}.
\]
Thus

\[(2.2.8) \quad P^{\text{der}} \cap M_{\beta_0} = (M \cap M_{\beta_0})^{\text{der}} N_{P \cap M_{\beta_0}} \leq (P \cap M_{\beta_0})^{\text{der}}\]

Since \((P \cap M_{\beta_0})^{\text{der}} \leq P^{\text{der}} \cap M_{\beta_0} = P^{\text{der}} \cap M_{\beta_0}\) we deduce \((P \cap M_{\beta_0})^{\text{der}} = P^{\text{der}} \cap M_{\beta_0}\). Combining \((2.2.7)\) and \((2.2.8)\) we also deduce \(P^{\text{der}} = (P^{\text{der}} \cap M_{\beta_0}) M_{\beta_0} N_{P^{\text{der}}} \).

Let

\[\text{pr} : G \rightarrow X_P^o\]

be the natural map. In the following it is convenient to denote by \(|X|\) the underlying topological space of a scheme \(X\). As usual, a subset of a topological space is locally closed if it is open in its closure.

It is helpful to recall that if \(X\) is a scheme then \(Z \mapsto |Z|\) defines a bijection between the set of reduced subschemes of \(X\) and the set of locally closed subsets of \(|X|\) [GW10, Proposition 3.52]. In particular, by definition, the schematic closure of a reduced subscheme \(Z \subseteq X\) is the unique reduced subscheme \(\overline{Z} \subseteq X\) satisfying \(|\overline{Z}| = |Z|\).

**Lemma 2.4.** The set \(\text{pr}(|Y|) \subset |X_P^o|\) is locally closed.

**Proof.** Let \(\overline{Y}\) be the schematic closure of \(Y\) in \(G\). Then \(\overline{Y}\) is stable under left multiplication by \(P^{\text{der}}\). The map \(\text{pr}\) is a geometric quotient [Ray67]. In particular the underlying map of topological spaces is a quotient map. It follows that \(\text{pr}(|\overline{Y}|)\) is closed in \(|X_P^o|\). The restriction of \(\text{pr}\) to \(|\overline{Y}|\) is again a topological quotient map, so \(\text{pr}(|Y|)\) is open in \(\text{pr}(|\overline{Y}|)\). We claim that the closure of \(\text{pr}(|Y|)\) is \(\text{pr}(|\overline{Y}|)\). Indeed, if \(\text{pr}(|Y|)\) is contained in any closed set \(Z\), then \(|Y| \subseteq \text{pr}^{-1}(Z)\), which is closed, and hence \(|\overline{Y}| \subseteq \text{pr}^{-1}(Z)\). This implies in turn that \(\text{pr}(|\overline{Y}|) \subseteq Z\).

As in the introduction, \(Y_P\) is the subscheme of \(X_P^o\) with underlying topological space \(\text{pr}(|Y|)\), given the reduced induced subscheme structure.

**Lemma 2.5.** If \(Y = P^\gamma H\) for some subgroup \(H \leq G\) and \(\gamma \in G(F)\) then the subscheme \(Y_P \subset X_P^o\) is smooth.

**Proof.** The space \(Y\) is smooth, and \(\text{pr}\) is a locally trivial fibration. Since \(Y\) is left \(P^{\text{der}}\)-invariant \(\text{pr}\) restricts to a locally trivial fibration \(\text{pr} : Y \rightarrow Y_P\).

Lemma 2.1 implies the following lemma:

**Lemma 2.6.** The map

\[Y(F) \rightarrow Y_P(F)\]

is surjective.
Using notation from (2.1.6) and (2.1.14) let
\[ X_{P,P'} := P_{\Delta_{P'}}^i (V_{\beta_0} \times V_{\Delta_{P'}}^\circ) \subseteq X_P \]
\[ X_{P^*,P'} := P_{\Delta_{P'}}^i (V_{\beta_0}^{-1} \times V_{\Delta_{P'}}^\circ) \subseteq X_{P^*}. \]
Thus \( X_{P,P'} \) and \( X_{P^*,P'} \) are subschemes of \( X_P \) and \( X_{P^*} \), respectively. Let
\[ Y_{P,P'} := \overline{Y_P} \subseteq X_{P,P'} \]
\[ Y_{P^*,P'} := \overline{Y_{P^*}} \subseteq X_{P^*,P'} \]
be the closures of \( Y_P \) in \( X_{P,P'} \) and \( Y_{P^*} \) in \( X_{P^*,P'} \), respectively.

Using (2.2.6) we see that the natural map
\[ N_{P \cap M_{\beta_0}} \longrightarrow N_P / N_{P'} \]
is an isomorphism. For all \( y \in Y(F) \) we have a morphism
\[ \iota_y : X_{P \cap M_{\beta_0}}^\circ \longrightarrow Y_P \]
characterized by the requirement that the diagram
\[ \begin{array}{ccc}
M_{\beta_0} & \longrightarrow & Y \\
\downarrow & & \downarrow \\
X_{P \cap M_{\beta_0}}^\circ & \longrightarrow & Y_P 
\end{array} \]
commutes, where the top arrow is given on points by \( m \mapsto my \) and the vertical arrows are the canonical surjections.

**Lemma 2.7.** Let \( \Xi \subset Y(F) \) be a set of representatives for \( P^{\text{der}}(F) \setminus Y(F) \). One has
\[ Y_P(F) = \bigsqcup_{y \in \Xi} \iota_y(X_{P \cap M_{\beta_0}}^\circ(F)) \quad \text{and} \quad Y_{P^*}(F) = \bigsqcup_{y \in \Xi} \iota_y(X_{P^* \cap M_{\beta_0}}^\circ(F)). \]

**Proof.** With notation as in (2.2.2) we have \( M_{\beta_0} \cap M_{\beta_0} N_{P'} = P^{\text{der}} \). The fibers of the canonical projection \( M_{\beta_0}(F) N_{P'}(F) \setminus Y(F) \rightarrow P^{\text{der}}(F) \setminus Y(F) \) are \( M_{\beta_0}(F) \)-torsors, so
\[ M_{\beta_0}(F) \Xi \]
is a set of representatives for \( M_{\beta_0}(F) N_{P'}(F) \setminus Y(F) \). Moreover no two elements of \( \Xi \) are in the same \( M_{\beta_0}(F) \)-orbit. By Lemma 2.6 \( P^{\text{der}}(F) \setminus Y(F) = Y_P(F) \). By Lemma 2.3 the fibers of the natural projection
\[ M_{\beta_0}(F) N_{P'}(F) \setminus Y(F) \longrightarrow P^{\text{der}}(F) \setminus Y(F) = Y_P(F) \]
are \( (P^{\text{der}} \cap M_{\beta_0})(F) \)-torsors. Again by Lemma 2.3 we have \( P^{\text{der}} \cap M_{\beta_0} = (P \cap M_{\beta_0})^{\text{der}} \) and we deduce the first equality of the lemma.

To obtain the second equality we replace \( P \) by \( P^* \) and argue by symmetry. \( \square \)
2.3. Examples. Let \( G = \text{SL}_n, \ n > 2 \). We generalize the example of (1.1.4) to higher rank in two different manners. Let \( \sigma_j \in \text{SL}_n(F), \ 1 \leq j \leq n - 1 \), be the matrix that is the identity matrix with the rows \( e_j \) and \( e_{j+1} \) replaced by \(-e_{j+1}\) and \( e_j \). Let \( \gamma_1 = \sigma_1 \sigma_2 \cdots \sigma_{n-1} \).

This is a Coxeter element. Let \( R \) be an \( F \)-algebra. Let \( B_n \subseteq \text{SL}_n \) be the Borel subgroup of upper triangular matrices and let

\[
P'(R) := \{ (g \ y \ b) \in \text{SL}_n(R) : (g, b) \in \text{GL}_2(R) \times B_{n-2}(R) \}
\]

\[
H(R) := \{ (b \ x \ g) \in \text{SL}_n(R) : (g, b) \in \text{GL}_2(R) \times B_{n-2}(R) \}
\]

Then \( B_n \gamma_1 B_n \subseteq P' \gamma_1 H \subseteq \overline{B_n \gamma_1 B_n} \), and

\[
(2.3.1) \quad \overline{B_n \gamma_1 B_n}(R) = \{ g \in \text{SL}_n(R) : g_{ij} = 0 \text{ if } i > j + 1 \}.
\]

If we take \( P = B_n \), then \( P \) is maximal in \( P' \) and

\[
(2.3.2) \quad B_n^* (R) := \left\{ \begin{pmatrix} a & x & c \noalign{\medskip} b & z & d \end{pmatrix} \in \text{SL}_n(R) : a, c \in R^\times, d \in B_{n-2}(R) \right\}.
\]

As another example, take

\[
(2.3.3) \quad \gamma_2 = \begin{pmatrix} (-1)^{\epsilon} & 0 \\ 0 & 1 \end{pmatrix}
\]

where \( J \) is the matrix with 1’s on the antidiagonal and zeros elsewhere and \( \epsilon \in \{0, 1\} \) is chosen so the matrix has determinant 1. Write

\[
P_{a,b}(R) := \{ (g \ y \ h) \in \text{SL}_n(R) : (g, h) \in \text{GL}_a(R) \times \text{GL}_b(R) \}.
\]

Then \( B_n \gamma_2 B_n \subseteq \overline{P_{n-1,1} \gamma_2 P_{1,n-1}} \subseteq \overline{B_n \gamma_2 B_n} \).

Choose positive integers \( a, b \) such that \( a + b = n - 1 \). Then we may take

\[
P(R) := \left\{ \begin{pmatrix} g_1 & x & y \\ g_2 & z & c \end{pmatrix} \in \text{SL}_n(R) : (g_1, g_2, c) \in \text{GL}_a(R) \times \text{GL}_b(R) \times R^\times \right\}.
\]

In this case

\[
P^*(R) := \left\{ \begin{pmatrix} g_1 & x & y \\ g_2 & z & c \end{pmatrix} \in \text{SL}_n(R) : (g_1, g_2, c) \in \text{GL}_a(R) \times \text{GL}_b(R) \times R^\times \right\}.
\]

2.4. Function spaces. Let \( X \) be a quasi-projective scheme over a local field \( F \). We denote by \( C^0(X(F)) \) the space of complex valued continuous functions on \( X(F) \). Assume that \( F \) is nonarchimedean. In this case we denote by

\[
(2.4.1) \quad C(X(F))
\]

the space of locally constant compactly supported functions on \( X(F) \), also denoted by \( C_c^\infty(X(F)) \). If \( X \) is smooth, then we set

\[
\mathcal{S}(X(F)) = C(X(F)) = C_c^\infty(X(F)).
\]

For certain nonsmooth schemes \( X \) we will define \( \mathcal{S}(X(F)) \).
Now assume that $F$ is archimedean. In this case we define $C(X(F))$ as follows. To contrast schemes with real algebraic varieties, we abuse notation and identify real algebraic varieties with their real points. The set $X(F) = \text{Res}_{F/\mathbb{R}} X(\mathbb{R})$ is a real algebraic variety, and hence an affine real algebraic variety [BCR98, Proposition 3.2.10, Theorem 3.4.4]. In particular there is a closed embedding of real algebraic varieties

$$X(F) \hookrightarrow \mathbb{R}^n$$

for some $n$. We define $C(X(F))$ as follows. To contrast schemes with real algebraic varieties, we abuse notation and identify real algebraic varieties with their real points. The set $X(F) = \text{Res}_{F/\mathbb{R}} X(\mathbb{R})$ is a real algebraic variety, and hence an affine real algebraic variety [BCR98, Proposition 3.2.10, Theorem 3.4.4]. In particular there is a closed embedding of real algebraic varieties

$$X(F) \hookrightarrow \mathbb{R}^n$$

for some $n$. We define $C(X(F))$ to be the space of restrictions of the usual Schwartz space $S(\mathbb{R}^n)$ to $X(F)$. This space is independent of the choice of embedding and is naturally a Fréchet space [ES18, §3]. Thus $C(X(F)) \leq C^0(X(F))$. We observe that if $X$ is not smooth then $C^\infty(X(F))$ is not defined when $F$ is archimedean.

If $X$ is smooth then we set

$$S(X(F)) = C(X(F)) \leq C^\infty(X(F)).$$

We have $S(X(F)) \geq C^\infty(X(F))$ but the inclusion is strict in the archimedean case when $X(F)$ is noncompact. We will also define $S(X(F))$ for certain nonsmooth $X$.

2.5. Measures. Let $F$ be a global field. We fix a nontrivial character $\psi : F \backslash \mathbb{A}_F \to \mathbb{C}^\times$ and a Haar measure $dx = \otimes'_v dx_v$ on $\mathbb{A}_F$. We assume that $dx_v$ is self-dual with respect to $\psi_v$. We let $\delta^x x$ be the Haar measure on $\mathbb{A}_F^\times$ given by

$$\otimes'_v \frac{\zeta_v(1)}{|x|_v} dx_v.$$

We fix, once and for all, a Chevalley basis of the Lie algebra of $G$ with respect to $T$. For every root of $T$ in $G$ this provides us with a root vector $X_\alpha$ in each root space, and hence isomorphisms

$$G_\alpha \to N_\alpha$$

where $N_\alpha$ is the root group. This in turn provides us with a Haar measure on $N_\alpha(\mathbb{A}_F)$ for all $\alpha$. As a scheme (but not a group scheme) the unipotent radical of any parabolic subgroup $P$ with Levi subgroup $M$ is a product of various $N_\alpha$. Thus we obtain a Haar measure on $N_P(\mathbb{A}_F)$. We use this normalization so that factorization of intertwining operators holds (otherwise it only holds up to a constant depending on the choice of Haar measures).

We fix a Haar measure on $M^{\text{der}}(\mathbb{A}_F)$. We give $M(\mathbb{A}_F)$ the unique Haar measure such that, upon endowing $M^{\text{ab}}(\mathbb{A}_F)$ with the quotient measure, one has that

$$\omega_P : M^{\text{ab}}(\mathbb{A}_F) \to (\mathbb{A}_F^\times)^{\Delta_P}$$

is measure preserving. This is independent of the parabolic $P$ with $M$ as its Levi, as different choices will just replace various $\omega_\beta$ with their inverses.

Each of the measures we fixed above factors over the places of $F$ into a product of local measures, normalized so that the local analogue of (2.5.1) is measure preserving. We use these local measures when working locally below.
2.6. **Quasi-characters.** Our convention is that characters are unitary. We refer to general continuous homomorphisms to $\mathbb{C}^\times$ as quasi-characters. Let

$$ \chi := \prod_{\beta \in \Delta_P} \chi_\beta : (A_{G_m} F_\infty \backslash A_F^{\times})^{\Delta_P} \to \mathbb{C}^\times $$

be a quasi-character. If $s = (s_\beta) \in \mathbb{C}^{\Delta_P}$ we let

$$ \chi_s = \prod_{\beta \in \Delta_P} \chi_\beta \cdot |s_\beta|. $$

We define a subgroup

$$ A_{G_m} \leq F_\infty^\times $$

in the following manner. The global field $F$ is a finite extension of $F_0$, where $F_0 = \mathbb{Q}$ or $F_0 = \mathbb{F}_p(t)$ for some prime $p$. Let $Z \leq \text{Res}_{F/F_0} G_m$ be the maximal split subtorus. When $F$ is a number field we take $A_{G_m}$ to be the neutral component of $Z(\mathbb{R})$. Thus $A_{G_m}$ is just $\mathbb{R}_{>0}$ embedded diagonally in $F_\infty^\times$. When $F$ is a function field we choose an isomorphism $Z \cong G_m$ and let $A_{G_m}$ be the inverse image of $t \mathbb{Z}$.

2.7. **The unramified setting.** For a nonarchimedean place $v$ of the global field $F$ let $F_v$ be the residue field of $F_v$ and $q_v := |F_v|$. Let $S$ be a finite set of places of $F$ including the infinite places. Upon enlarging $S$ if necessary, we can choose a reductive group scheme $G$ over $\mathcal{O}_F^S$ (with connected fibers) and affine spaces $V_\beta \cong G^d_\beta_{\mathcal{O}_F^S}$ for some integer $d_\beta > 0$ (isomorphism over $\mathcal{O}_F^S$) equipped with homomorphisms

$$ G \to \text{Aut}(V_\beta) $$

over $\mathcal{O}_F^S$ whose generic fibers are the representations $G \to \text{Aut}(V_\beta)$. By abuse of notation, write $G$ for $\mathcal{G}$. For any of the subgroups $M$, $P$, $P'$, etc. of $G_F$ we continue to use the same letter for their schematic closures in $G$. Upon enlarging $S$ if necessary we may assume that these groups are all smooth. We assume moreover that the groups whose generic fibers were reductive (resp. parabolic, etc.) extend to reductive group schemes (resp. parabolic group schemes, etc.) over $\mathcal{O}_F^S$. We also assume that $\omega_P$ induces an isomorphism on $\mathcal{O}_{F_v}$-points for all $v \notin S$, the highest weight vectors $v_\beta \in V(F)$ lie in $V_\beta(\mathcal{O}_F^S)$, and their image in $V_\beta(F_v)$ is again a highest weight vector for $G_{F_v}$ of weight $-\omega_\beta$. Finally, we continue to denote by $Y$ the schematic closure of $Y$ in $G$. It is a scheme over $\mathcal{O}_F^S$, and the action of $P'_F$ on $Y_F$ extends to an action of $P'$ on $Y$.

Under the assumptions above (which are no loss of generality for $S$ large enough) and we are considering the local setting over $F_v$ for $v \notin S$ we say that we are in the unramified setting.
3. **The Schwartz space of $Y_{P,P'}(F)$**

For all but the last subsection of this section $F$ is a local field.

### 3.1. Induced representations

Consider the induced representations:

\[ (3.1.1) \quad I_P(\chi_s) := \text{Ind}_G^F(\chi_s \circ \omega_P) \quad \text{and} \quad I_{P^*}(\chi_s) := \text{Ind}^G_F(\chi_s \circ \omega_P). \]

By convention, sections of these induced representations are smooth functions on $G(F)$. Let $\Phi^{\chi_s}$ be a section of $I_P(\chi_s)$. Assume $F$ is archimedean. We say $\Phi^{\chi_s}$ is holomorphic (resp. meromorphic) if $s \mapsto \Phi^{\chi_s}(g)$ is holomorphic as a function of $s \in \mathbb{C}^{\Delta_P}$ for all $g \in G(F)$ and characters $\chi : (F^\times)^{\Delta_P} \to \mathbb{C}^\times$. If $F$ is nonarchimedean with residue field of cardinality $q$ we say that $\Phi^{\chi_s}$ is holomorphic if $\Phi^{\chi_s}(g) \in \mathbb{C}[[q^{s\beta}, q^{-s\beta} : \beta \in \Delta_P]]$ for all $g \in G(F)$ and characters $\chi : (F^\times)^{\Delta_P} \to \mathbb{C}^\times$. Similarly we say it is meromorphic if for all characters $\chi : (F^\times)^{\Delta_P} \to \mathbb{C}^\times$ there is a $p_\chi \in \mathbb{C}[[q^{s\beta}, q^{-s\beta} : \beta \in \Delta_P]]$ such that $s \mapsto p_\chi(s)\Phi^{\chi_s}(g)$ is holomorphic for all $g \in G(F)$. Fix a maximal compact subgroup $K \subseteq G(F)$ such that the Iwasawa decomposition holds: $G(F) = P(F)K$. We then say that $\Phi^{\chi_s}$ is **standard** if the restriction of the function $(s,g) \mapsto \Phi^{\chi_s}(g)$ to $\Delta_P \times K$ is independent of $s$. We take the analogous conventions regarding sections of $I_{P^*}(\chi_s)$. Standard sections are allowed to be nontrivial on $K$; in particular standard sections may be ramified.

Let $\mathcal{E}$ denote the ring of entire functions on $\mathbb{C}^{\Delta_P}$ when $F$ is archimedean and $\mathbb{C}[[q^{s\beta}, q^{-s\beta} : \beta \in \Delta_P]]$ when $F$ is nonarchimedean. For a fixed character $\chi : (F^\times)^{\Delta_P} \to \mathbb{C}^\times$ there is an obvious action of $\mathcal{E}$ on the $\mathbb{C}$-vector space of holomorphic sections of $I_P(\chi_s)$ preserving the subspace of $K$-finite sections. As an $\mathcal{E}$-module, the subspace of holomorphic $K$-finite sections is generated by the subspace of standard $K$-finite sections. This allows us to apply results in the literature stated for $K$-finite standard sections to sections that are $K$-finite and merely holomorphic. We will use this observation without further comment below.

### 3.2. The Schwartz space

We define $P, P^*$ and $P'$ as in the introduction. Thus $P \cap P^*$ is the Levi subgroup $M$ of the parabolic subgroups $P$ and $P^*$. Moreover $P$ and $P^*$ are maximal (proper) parabolic subgroups of $P'$. To define the Fourier transform $\mathcal{F}_{P,P^*}$ we first apply an intertwining operator to certain functions on $Y_P(F)$ to arrive at functions on $Y_{P^*}(F)$. We then twist by certain operators that we recall in this section. These operators were first introduced in [BK02].

Suppose we are given $\lambda \in X_*(M^{\text{ab}})$. Let $s' \in \mathbb{C}$. We define

\[ (3.2.1) \quad \lambda_t(s') : \mathcal{C}(Y_{P^*}(F)) \longrightarrow \mathcal{C}^0(Y_{P^*}(F)) \]

by

\[ \lambda_t(s')(f)(x) = \int_{F^\times} \delta_{P^*}^{1/2}(\lambda(a))f(\lambda(a^{-1})x)\psi(a)|a|^{s'}da. \]

Here $\psi : F \to \mathbb{C}^\times$ is the local factor of the global additive character fixed in §2.5 and $da$ is the Haar measure on $F$. In the special case where $P$ is maximal and $P' = Y = G$ this
reduces to [GHL23, (4.2)], where it was denoted by \( \lambda_l(\mu_s) \). The same operator is denoted by \( \lambda_l(\eta_s^\gamma) \) in [BK02, Sha18]. To extend the domain of definition of \( \lambda_l(s') \), let \( \Phi \in \mathcal{S}(F) \) satisfy \( \Phi(0) = 1 \) and \( \widehat{\Phi} \in C_c^\infty(F) \). Here \( \widehat{\Phi}(x) := \int_F \Phi(y) \psi(xy) dy \). Define the regularized integral

\[
(3.2.2) \quad \lambda_l(s')^{\text{reg}}(f)(x) := \lim_{|b| \to \infty} \int_{F^\times} \Phi \left( \frac{a}{b} \right) \delta_{P^\ast}^{1/2}(\lambda(a)) f(\lambda(a^{-1})x) \psi(a)|a|s' \, da.
\]

This limit is said to be well-defined if the integral

\[
\int_{F^\times} \Phi \left( \frac{a}{b} \right) \delta_{P^\ast}^{1/2}(\lambda(a)) f(\lambda(a^{-1})x) \psi(a)|a|s' \, da
\]

is convergent provided \( |b| \) is large enough and the limit in the definition of \( \lambda_l(s')^{\text{reg}}(x) \) exists and is independent of \( \Phi \). Thus if the integral defining \( \lambda_l(s')(f) \) is absolutely convergent then \( \lambda_l(s')^{\text{reg}}(f) = \lambda_l(s')(f) \). In particular this is the case if \( f \in \mathcal{C}(Y_{P^\ast}(F)) \). To avoid more proliferation of notation we will drop the superscript reg.

Let \( L(s', \chi), \varepsilon(s', \chi, \psi) \), and

\[
\gamma(s', \chi, \psi) = \frac{\varepsilon(s', \chi, \psi)L(1-s', \chi^{-1})}{L(s', \chi)}
\]

be the usual Tate local zeta function, \( \varepsilon \)-factor, and \( \gamma \)-factor attached to a quasi-character \( \chi : F^\times \to \mathbb{C}^\times \) and a complex number \( s' \in \mathbb{C} \).

We use a hat to denote the dual group of an \( F \)-group (more precisely the neutral component of the Langlands dual). Let \( \mathcal{N} \) be a 1-dimensional representation of \( Z_{\widehat{M}} = \widehat{M}^{ab} \) with \( s' \in \frac{1}{2}\mathbb{Z} \) attached to it. The action of \( Z_{\widehat{M}} \) is given by a character \( \lambda : Z_{\widehat{M}} \to \mathbb{G}_m \), which we may identify with a cocharacter \( \lambda : \mathbb{G}_m \to M^{ab} \). Let

\[
a_{\mathcal{N}}(\chi_s) := L(-s', \chi_s \circ \lambda) \quad \text{and} \quad \mu_{\mathcal{N}}(\chi_s) := \gamma(-s', \chi_s \circ \lambda, \psi).
\]

We let

\[
(3.2.3) \quad \widehat{\mathcal{N}}
\]

be \( \mathcal{N}^\vee \) (on which \( \widehat{M}^{ab} \) acts via \(-\lambda\)) with the real number \(-1 - s'\) attached to it.

More generally, assume \( \mathcal{N} = \oplus_{i=1}^t \mathcal{N}_i \) is a finite-dimensional representation of \( M^{ab} \) with each \( \mathcal{N}_i \) 1-dimensional. We let the \( Z_{\widehat{M}} \)-action on \( \mathcal{N}_i \) be given by \( \lambda_i \) and assume each \( \mathcal{N}_i \) is equipped with a complex number \( s_i \). Define

\[
(3.2.4) \quad a_{\mathcal{N}}(\chi_s) := \prod_{i=1}^t a_{\mathcal{N}_i}(\chi_s),
\]

\[
(3.2.5) \quad \mu_{\mathcal{N}}(\chi_s) := \prod_{i=1}^t \mu_{\mathcal{N}_i}(\chi_s).
\]

We also define \( \widehat{\mathcal{N}} := \oplus_{i=1}^t \widehat{\mathcal{N}}_i \). We will in fact only consider \( \mathcal{N} = \oplus_{i=1}^t \mathcal{N}_i \) where the parameters attached to \( \mathcal{N}_i \) are all of the form \((s_i, \lambda_i)\) where \( \lambda_i \) is an integer multiple of \( \beta_0^\vee \). Here \( \beta_0 \) is the simple root of (2.2.1). We will therefore abuse notation and allow ourselves to again write
$\lambda_i$ for the integer $n_i$ such that $\lambda_i = n_i \beta_0^\vee$. Assume that $\lambda_i > 0$ for all $i$. Then we can order the $N_i$ so that
\[
\frac{s_{i+1}}{\lambda_{i+1}} \geq \frac{s_i}{\lambda_i}
\]
for all $i$. Choosing such an ordering we define
\[(3.2.6)\quad \mu_N := \lambda_1(s_1) \circ \cdots \circ \lambda_l(s_l).\]

Theorem 3.3 below explains why it is reasonable to use the symbol $\mu_N$ in both (3.2.5) and (3.2.6).

Let $\mathfrak{sl}_2$ be the Lie algebra of the unipotent radical $N_P$ of $P$ and let $\check{\mathfrak{sl}}_2$ be its Langlands dual. Let
\[(3.2.7)\quad \check{\mathfrak{sl}}_{P|P^*} := \check{\mathfrak{sl}}_P / \mathfrak{sl}_P \cap \check{\mathfrak{sl}}_P.\]

Let $\{e, h, f\} \subset \check{\mathfrak{m}}$ be a principal $\mathfrak{sl}_2$-triple (here $\check{\mathfrak{m}}$ denotes the Langlands dual of $\mathfrak{m}$, the Lie algebra of $\mathfrak{m}$). Consider the subspace $\check{\mathfrak{m}}_P = \check{\mathfrak{sl}}_{P|P^*} \leq \check{\mathfrak{sl}}_{P|P^*}$ annihilated by $e$. It admits a decomposition
\[(3.2.8)\quad \check{\mathfrak{m}}_{P|P^*} = \oplus_i N_i\]
where the $N_i$ are 1-dimensional eigenspaces for the action of $Z_{\check{M}}$.

We observe that $Z_{\check{M}}$ acts via a power of $\beta_0^\vee$ on $N_i$. We assign each $N_i$ the real number $s_i$ that is half the eigenvalue of $h$, and define
\[(3.2.9)\quad a_{P|P}(\chi_s) = a_{\check{\mathfrak{s}}_{P|P^*}}((\chi_s)^{-1}), \quad a_{P|P^*}(\chi_s) = a_{\check{\mathfrak{s}}_{P|P^*}}(\chi_s).\]

These factors enjoy the symmetry property
\[(3.2.10)\quad a_{P|P}(\chi_s) = a_{P^*|P^*}(\chi_s), \quad a_{P|P^*}(\chi_s) = a_{P^*|P}(\chi_s)\]
by the discussion on passing to the opposite parabolic contained in [GHL23, §4.2].

**Lemma 3.1.** There is an $\varepsilon > 0$ depending only on $P$ and $P'$ such that for any character $\chi : (F^\times)^{\Delta_P} \rightarrow \mathbb{C}^\times$ the function $a_{P|P}(\chi_s)$ is holomorphic and nonzero for
\[\text{Re}(s_{\beta_0}) \geq -\varepsilon.\]

**Proof.** Consider the set of parameters $\{(s_i, \lambda_i \beta_0^\vee)\}$ attached to $\check{\mathfrak{m}}_{P|P^*}$. It suffices to check that for each $i$ one has $s_i \geq 0$ and $\lambda_i > 0$. Since $s_i$ is $\frac{1}{2}$ the highest weight of a certain $\mathfrak{sl}_2$ representation with respect to the usual Borel subalgebra $\langle h, e \rangle$ it is nonnegative. It is also clear that $\lambda_i > 0$.

As above, let $M'$ be the unique Levi subgroup of $P'$ containing $M$ and define $\check{M}_{\beta_0}$ as in (2.2.2). We have $\check{N}_{P^*|M_{\beta_0}} = N_{P^*} \cap M_{\beta_0}$ by Lemma 2.3 (in which we can replace $P$ by $P^*$ by symmetry) and this in turn is equal to $N_{P^*} \cap M'$. On the other hand $N_{P^*} \cap N_P = N_{P'}$.
and \((N_{P^*} \cap M')N_{P^*} = N_{P^*}\). It follows that the closed immersion \(N_{P^* \cap M_{\beta_0}} \to N_{P^*}\) induces a bijection
\[
N_{P^* \cap M_{\beta_0}}(F) \sim N_{P^*}(F) \cap N_P(F) \setminus N_{P^*}(F).
\]
Thus the usual unnormalized intertwining operator restricts to define an operator
\[
(3.2.11) \quad \mathcal{R}_{P|P^*} : C_c^\infty(Y_P(F)) \to C^0(Y_{P^*}(F))
\]
given by
\[
(3.2.12) \quad \mathcal{R}_{P|P^*}(f)(g) := \int_{N_{P^* \cap M_{\beta_0}}(F)} f(ug)du = \int_{N_{P^* \cap M_{P^*}}(F)} f(ug)du
\]
Here we have used the fact that \(N_{P^* \cap M_{\beta_0}} = N_{P^* \cap M_{P^*}}\). We will use the same notation whenever \(\mathcal{R}_{P|P^*}(f)\) is defined (e.g. for more general smooth functions or via analytic continuation). In [Sha18, §4] Shahidi proves that this agrees with the operator defined by Braverman and Kazhdan.

A section \(\Phi^{\chi_s}\) of \(I_P(\chi_s)\) is **good** if it is meromorphic and if the section
\[
\frac{\mathcal{R}_{P|Q}\Phi^{\chi_s}(g)}{a_{P|Q}(\chi_s)}
\]
is holomorphic for all \(g \in G(F)\) and \(Q \in \{P, P^*\}\) (recall our conventions regarding meromorphic sections from §3.1).

We defined adelic Mellin transforms in (1.1.12) above. We use the obvious local analogues of this notation. We write \(f_{\chi_s}\) for the Mellin transform of any function \(f : Y_P(F) \to \mathbb{C}\) or \(f : X_P^0(F) \to \mathbb{C}\) such that the integral defining the Mellin transform is absolutely convergent or obtained by analytic continuation from some region of absolute convergence.

**Assume \(F\) is nonarchimedean.** Let \(K \leq M^{ab}(F) \times G(F)\) be a compact open subgroup. Let \(\mathcal{C}_{\beta_0}(X_P(F))\) be the space of \(K\)-finite \(f \in C_c^\infty(X_P^0(F))\) such that \(\text{Re}(s_{\beta_0})\) sufficiently large the integral defining the Mellin transform \(f_{\chi_s}\) converges absolutely and defines a good section. We define the **Schwartz space** of \(Y_{P,P^*}(F)\) to be the space of restrictions to \(Y_P(F)\) of functions in \(\mathcal{C}_{\beta_0}(X_P(F))\):
\[
(3.2.13) \quad \mathcal{S}(Y_{P,P^*}(F)) = \text{Im}(\mathcal{C}_{\beta_0}(X_P(F)) \to C^0(Y_P(F)))
\]

**Remark.** We expect that the space \(C_c^\infty(Y_P(F))\) of compactly supported and locally constant functions on \(Y_P(F)\) is contained in \(\mathcal{S}(Y_{P,P^*}(F))\). However this is not obvious. If \(M_{\beta_0}\) is not of type \(E\) or \(F\) then it follows from the proof of [Hsu21, Theorem 1.3] that \(C_c^\infty(Y_P(F)) < \mathcal{S}(Y_{P,P^*}(F))\). We expect an analogous statement holds in the archimedean case, but it may be more difficult to prove. One can also obtain alternate characterizations of \(\mathcal{S}(Y_{P,P^*}(F))\) from the results of loc. cit.

Write \(K_{G_m}\) for the maximal compact subgroup of \(F^\times\). Say that two quasi-characters \(\chi_1, \chi_2 : F^\times \to \mathbb{C}^\times\) are equivalent if \(\chi_1 = \chi_2 | \cdot |^s\) for some \(s \in \mathbb{C}\). Then the set of equivalence classes of quasi-characters of \(F^\times\) is in natural bijection with \(\hat{K}_{G_m}\). Thus we sometimes write...
\( \widetilde{K}_{G_m} \) for a set of representatives of the quasi-characters of \( F^\times \) modulo equivalence. In the archimedean setting we fix the following sets of representatives:

\[
\widetilde{K}_{G_m} := \begin{cases} 
\{1, \text{sgn}\} & \text{if } F = \mathbb{R} \\
\{z \mapsto \left( \frac{z}{|z|^m} \right)^m : m \in \mathbb{Z}\} & \text{if } F = \mathbb{C}.
\end{cases}
\]

For extended real numbers \( A, B \in \{-\infty\} \cup \mathbb{R} \cup \{\infty\} \) with \( A < B \) let

\[
V_{A,B} := \{s \in \mathbb{C}^{\Delta_p} : A < \text{Re}(s_\beta) < B \text{ for } \beta \in \Delta_p \}.
\]

For functions \( \phi : \mathbb{C}^{\Delta_p} \to \mathbb{C} \) and polynomials \( p \) on \( \mathbb{C}^{\Delta_p} \) let

\[
|\phi|_{A,B,p} := \sup_{s \in V_{A,B}} |\phi(s)p(s)|
\]

(which may be infinite). **Assume \( F \) is archimedean.** The action (2.1.5) induces an action of \( U(\mathfrak{m}^{ab} \oplus \mathfrak{g}) \) on \( C^\infty(X_P^0(F)) \). Here \( U(\mathfrak{m}^{ab} \oplus \mathfrak{g}) \) is the universal enveloping algebra of the complexification of the Lie algebra \( \mathfrak{m}^{ab} \oplus \mathfrak{g} \) of \( M^{ab} \times G \), viewed as a real Lie algebra.

Let \( C_{\beta_0}(X_P(F)) \) be the set of all \( f \in C^\infty(X_P^0(F)) \) such that for all \( D \in U(\mathfrak{m}^{ab} \oplus \mathfrak{g}) \) and each character \( \chi : (F^\times)^{\Delta_p} \to \mathbb{C}^\times \) the integral (1.1.12) defining \( (D.f)_\chi \) converges for \( \text{Re}(s_{\beta_0}) \) large enough, is a good section, and satisfies the following condition: For all real numbers \( A < B, Q \in \{P, P^*\} \), any polynomials \( p_{P,Q} \) such that \( p_{P,Q}(s)a_{P,Q}(\eta_\mathbf{s}) \) has no poles for all \( (s, \eta) \in V_{A,B} \times \widetilde{K}_{G_m}^{\Delta_p} \) and all compact subsets \( \Omega \subset X_P^0(F) \) one has

\[
|f|_{A,B,p_{P,Q},\Omega,D} := \sum_{\eta \in \widetilde{K}_{G_m}^{\Delta_p}} \sup_{g \in \Omega} |R_{P,Q}(D.f)_{\eta_\mathbf{s}}(g)|_{A,B,p_{P,Q}} < \infty.
\]

We observe that it is indeed possible to choose \( p_{P,Q}(s) \) as above (independently of \( \eta_\mathbf{s} \)). This follows directly from the definition of \( a_{P,Q}(\eta_\mathbf{s}) \). Since we have defined \( C_{\beta_0}(X_P(F)) \) for archimedean \( F \) we can and do define \( \mathcal{S}(Y_{P,P^*}(F)) \) as in (3.2.13).

In the archimedean case the seminorms \( | \cdot |_{A,B,p_{P,Q},\Omega,D} \) give \( \mathcal{S}(Y_{P,P^*}(F)) \) the structure of a Fréchet space as we now explain. The seminorms \( | \cdot |_{A,B,p_{P,Q},\Omega,D} \) give \( C_{\beta_0}(X_P(F)) \) the structure of a Fréchet space via a standard argument. See [GH20, Lemma 3.2] for the proof in a special case, the proof in general is essentially the same. As in the proof of [GH20, Lemma 3.5], using Mellin inversion, one checks that with respect to this Fréchet structure evaluating a function in \( C_{\beta_0}(X_P(F)) \) at a point of \( X_P^0(F) \) is a continuous linear functional on \( C_{\beta_0}(X_P(F)) \).

Thus the \( \mathbb{C} \)-linear subspace \( I \subseteq C_{\beta_0}(X_P(F)) \) consisting of functions that vanish on \( Y_P(F) \) is closed subspace. Restriction of functions to \( Y_P(F) \) induces a \( \mathbb{C} \)-linear isomorphism

\[
C_{\beta_0}(X_P(F))/I \rightarrow \mathcal{S}(Y_{P,P^*}(F))
\]

and thus we obtain a Fréchet topology on \( \mathcal{S}(Y_{P,P^*}(F)) \) by transport of structure. This definition is inspired by [ES18, §2.2]. The set of seminorms giving \( \mathcal{S}(Y_{P,P^*}(F)) \) its topology are

\[
|f|_{A,B,p_{P,Q},\Omega,D} := \inf \{ |\tilde{f}|_{A,B,p_{P,Q},\Omega,D} : \tilde{f} \in C_{\beta_0}(X_P(F)) \text{ and } \tilde{f}|_{Y_P(F)} = f \}.
\]
for $f \in S(Y_{p,p'}(F))$. Let $H \leq G$ act on $G$ via right multiplication, and assume that $H$
 stabilizes $Y$. Then (2.1.5) restricts to an action of $M^{ab}(F) \times H(F)$ on $Y_{p}(F)$. This induces
an action of $M^{ab}(F) \times H(F)$ on $S(Y_{p,p'}(F))$ that is continuous in the archimedean case.

Remarks.
(1) We have defined the Schwartz space in terms of restrictions of functions on $X_{p}^\circ(F)$ in
order to take advantage of the transitive action of $G(F)$ on $X_{p}^\circ(F)$.
(2) The space $Y_{p,p'}(F)$ plays no role in the definition of $S(Y_{p,p'}(F))$. However, at least in
the nonarchimdean case, using the results of [Hsu21] it should be possible to give a character-
ization of $S(Y_{p,p'}(F))$ as the space of smooth functions on $Y_{p}(F)$ that have particular
erms as one approaches the boundary $Y_{p,p'}(F) - Y_{p}(F)$.

As in the special cases treated in [GL21, GH20, GHL23], we have defined the Schwartz
space to be the space of smooth functions with sufficiently well-behaved Mellin transforms.
This is reasonable because we can obtain information on $f$ from its Mellin transforms via
Mellin inversion as in the proof of Lemma 3.2 below.

We now discuss the problem of bounding functions in $S(Y_{p,p'}(F))$. Since we have an
embedding $\text{Pl}_{p} : X_{p} \to V$ of $X_{p}$ into an affine space we will phrase our bounds in terms of
this affine space. Let $K \leq G(F)$ be a maximal compact subgroup such that the Iwasawa
decomposition

$$G(F) = P(F)K$$

holds. If we are in the unramified setting in the sense of §2.7 we take $K = G(O_{F})$. The

The group $G(F)$ acts on each $V_{\beta}(F)$. For each $\beta \in \Delta_{p}$ choose a $K$-invariant norm $| \cdot |_{\beta}$
on the $F$-vector space $V_{\beta}(F)$. As a warning, for $F = \mathbb{C}$ we have $|cv|_{\beta} = \alpha|v|_{\beta}$ for $c \in F$
and $v \in V_{\beta}(F)$ (this is the "number theorist’s norm"). If we write $x = P^{\text{der}}(F)mk$ with

$$\prod_{\beta \in \Delta_{p}} |\omega_{\beta}(m)|^{r_{\beta}} = \delta_{p}^{1/2}(m).$$

The inverse here appears because $G$ is acting on $V_{\beta}$ on the right. Let $r_{\beta} \in \mathbb{R}_{>0}$ be the real

numbers satisfying

$$\prod_{\beta \in \Delta_{p}} |\omega_{\beta}(m)|^{r_{\beta}} = \delta_{p}^{1/2}(m).$$

Recall the definition of $V_{\beta_{0}}$ from (2.1.9) and $V_{\Delta_{p}}$ from (2.1.14).

Lemma 3.2. Let $f \in S(Y_{p,p'}(F))$. For any sufficiently small $\alpha \in \mathbb{R}_{>0}$ there is a nonnegative
Schwartz function $\Phi_{f,\alpha} \in S(V_{\beta_{0}}(F) \times V_{\Delta_{p}}(F))$ such that

$$|f(x)| \leq \Phi_{f,\alpha}(\text{Pl}_{p}(x)) \prod_{\beta \in \Delta_{p}} |\text{Pl}_{p}(x)|^{\alpha - r_{\beta}}.$$
where \( r_\beta \) is in (3.2.18). If \( F \) is archimedean, then \( \Phi_{f,\alpha} \) can be chosen continuously as a function of \( f \).

Proof. Let

\[
I_F := \begin{cases} 
  i \left[ -\log q, \log q \right] / \pi & \text{if } F \text{ is non-archimedean} \\
  i\mathbb{R} & \text{if } F \text{ is archimedean.}
\end{cases}
\]

Let \( c_\psi \in \mathbb{R}_{>0} \) be chosen so that \( c_\psi dx \) is the standard Haar measure on \( F \), where \( dx \) is normalized to be self-dual with respect to \( \psi \). Here the standard Haar measure is the Lebesgue measure if \( F = \mathbb{R} \), twice the Lebesgue measure if \( F = \mathbb{C} \), and the unique Haar measure giving \( \mathcal{O}_F \) measure \(|\omega|^{1/2} \) if \( F \) is nonarchimedean, where \( \omega \) is a generator for the absolute different. Then let

\[
c_F := \begin{cases} 
  c_\psi \log q & \text{if } F \text{ is nonarchimedean} \\
  \frac{c_\psi}{2} & \text{if } F = \mathbb{R} \\
  \frac{c_\psi}{2\pi} & \text{if } F = \mathbb{C}
\end{cases}
\]

(3.2.19)

For suitable continuous functions \( f : Y_P(F) \to \mathbb{C} \) the Mellin inversion formula states that

\[
f(x) = \int_{\sigma + i\Delta_P} \sum_{\eta \in \hat{K}^\Delta_P} f_{\eta}(x) \frac{c_F^{\Delta_P}}{(2\pi i)^{\Delta_P}} ds
\]

for suitable \( \sigma \in \mathbb{R}^{\Delta_P} \). By [BB11, §2] this formula holds whenever the integral defining \( f_{\eta} \) is absolutely convergent for all \( \eta \in \hat{K}^\Delta_P \) and \( s \) such that \( \text{Re}(s) = \sigma \) and

\[
\int_{\sigma + i\Delta_P} \sum_{\eta \in \hat{K}^\Delta_P} |f_{\eta}(x)| ds < \infty.
\]

By Lemma 3.1 we have that \( a_{P\mid P}(\chi) \) is holomorphic for \( \text{Re}(s_{\beta_0}) \geq -\varepsilon \) for some \( \varepsilon > 0 \) independent of the character \( \chi \). It follows that, for \( f \in \mathcal{S}(Y_{P,P}(F)) \), (3.2.20) holds for \( \sigma = (-\varepsilon/2, \ldots, -\varepsilon/2) \). Writing \( x = P^{\text{der}}(F) mk \) with \( (m,k) \in M^{ab}(F) \times K \) the above becomes

\[
f(mk) = \int_{\sigma + i\Delta_P} \sum_{\eta \in \hat{K}^\Delta_P} \delta^{1/2}_P(m) \eta_s(\omega_P(m)) f_{\eta}(k) \frac{c_F^{\Delta_P}}{(2\pi i)^{\Delta_P}} ds
\]

To obtain the bound and the continuity statement from this expansion one uses the same argument as that proving [GH20, Lemma 3.5].

3.3. The Fourier transform. To ease notation let

\[
\mu_P := \mu_{\hat{K}^\Delta_P P^*} \\
\mu_P(\chi) := \mu_{\hat{K}_p(P^*)}(\chi)
\]

where the operator (resp. function) on the right is defined as in (3.2.6) (resp. (3.2.5)).

By the same argument proving [GHL23, Theorem 5.12] we obtain the following theorem:
Theorem 3.3. The map
\[ \mathcal{F}_{P|P^*} := \mu_P \circ \mathcal{R}_{P|P^*} : \mathcal{S}(Y_{P,P^*}(F)) \to \mathcal{S}(Y_{P^*,P^*}(F)) \]
is a well-defined isomorphism, bicontinuous in the archimedean case. Moreover the diagram
\[ \begin{array}{ccc}
\mathcal{S}(Y_{P,P^*}(F)) & \xrightarrow{\mathcal{F}_{P|P^*}} & \mathcal{S}(Y_{P^*,P^*}(F)) \\
\downarrow{\gamma}_s & & \downarrow{\gamma}_s \\
I_P(\chi_s)|_{Y_{P}(F)} & \xrightarrow{\mu_P(\chi_s)\mathcal{R}_{P|P^*}} & I_{P^*}^*(\chi_s)|_{Y_{P^*}(F)}
\end{array} \]
commutes for all \( \chi : F^x \to \mathbb{C}^x \) and \( s \in \mathbb{C}^x \). \( \square \)

Recall that \( Y_P \) is the image of \( Y \subset G \) in \( X_P \) (see above (1.1.8)). We point out that \( \mathcal{R}_{P|P^*} \) is well-defined on the the space \( I_P(\chi_s)|_{Y_{P}(F)} \) of restrictions of sections in \( I_P(\chi_s) \) to \( Y_{P}(F) \) since \( Y \) is invariant under left translation by \( P' \).

The commutativity of the diagram must be understood in the sense that one has an identity of meromorphic functions
\[ \mathcal{F}_{P|P^*}(f)^*_s = \mu_P(\chi_s)\mathcal{R}_{P|P^*}(f_s). \]

Let \( H \leq G \) be a subgroup, and consider its action on \( G \) via right multiplication. Assume that \( Y \) is stable under the action of \( H \). For
\[ (m, h, x_1, x_2) \in M^{ab}(F) \times H(F) \times Y_{P}(F) \times Y_{P^*}(F) \]
and \((f_1, f_2) \in \mathcal{S}(Y_{P,P^*}(F)) \times \mathcal{S}(Y_{P^*,P^*}(F))\) let
\begin{equation}
L(m)R(h)f_1(x_1) = f_1(m^{-1}x_1h), \quad L(m)R(h)f_2(x_2) = f_2(m^{-1}x_2h)
\end{equation}
be the left and right translation operators. It is easy to see that \( L(m)R(h) \) preserves \( \mathcal{S}(Y_{P,P^*}(F)) \) and \( \mathcal{S}(Y_{P^*,P^*}(F)) \).

Lemma 3.4. One has
\[ \mathcal{F}_{P|P^*} \circ L(m)R(h) = \delta_{P^* \cap M^*}(m)L(m)R(h) \circ \mathcal{F}_{P|P^*}. \]

Proof. The operator \( \mu_P \) is \( M^{ab}(F) \times H(F) \)-equivariant. Thus the lemma follows from the definition (3.2.12) of \( \mathcal{R}_{P|P^*} \). \( \square \)

We have Schwartz spaces
\begin{equation}
\mathcal{S}(X_{P \cap M_{\beta_0}}(F)) \quad \text{and} \quad \mathcal{S}(X_{P^* \cap M_{\beta_0}}(F))
\end{equation}
defined as in [GHL23, §5.2] and a Fourier transform
\begin{equation}
\mathcal{F}_{P \cap M_{\beta_0}|P^* \cap M_{\beta_0}} : \mathcal{S}(X_{P \cap M_{\beta_0}}(F)) \to \mathcal{S}(X_{P^* \cap M_{\beta_0}}(F))
\end{equation}
defined as in [GHL23, Theorem 5.12]. It is an isomorphism, bicontinuous in the archimedean case. These facts are a special case of our construction of the Schwartz space $\mathcal{S}(Y_{P,P'}(F))$ and the Fourier transform $\mathcal{F}_{P|P'}$. One simply replaces

$$(G, P, P', Y)$$

by

$$(M_{\beta_0}, P \cap M_{\beta_0}, M_{\beta_0}, M_{\beta_0}).$$

Recall that for each $y \in Y(F)$ we have a map $\iota_y : X_{P \cap M_{\beta_0}} \rightarrow Y_P$ defined as in (2.2.12).

**Proposition 3.5.** For each $y \in Y(F)$ one has a surjective map

$$\iota_y^* : \mathcal{S}(Y_{P,P'}(F)) \rightarrow \mathcal{S}(X_{P \cap M_{\beta_0}}(F))$$

that fits into a commutative diagram

$$\begin{array}{ccc}
\mathcal{S}(Y_{P,P'}(F)) & \xrightarrow{\mathcal{F}_{P|P'}} & \mathcal{S}(Y_{P',P'}(F)) \\
\downarrow{\iota_y^*} & & \downarrow{\iota_y^*} \\
\mathcal{S}(X_{P \cap M_{\beta_0}}(F)) & \xrightarrow{\mathcal{F}_{P|P' \cap M_{\beta_0}}} & \mathcal{S}(X_{P' \cap M_{\beta_0}}(F)).
\end{array}$$

If $F$ is archimedean then $\iota_y^*$ is continuous.

As observed by the referee, Proposition 3.5 asserts that $\mathcal{F}_{P|P'}$ is glued from its restrictions via $\iota_y$.

**Proof.** We recall that Langlands dual groups are contravariantly functorial with respect to morphisms of reductive algebraic groups $G \rightarrow H$ with normal image, and behave as expected with respect to Levi and parabolic subgroups. For precise statements see [Bor79, Chapter I]. In particular in view of the commutative diagram

$$
\begin{array}{ccc}
M \cap M_{\beta_0} & \xrightarrow{} & P \cap M_{\beta_0} & \xrightarrow{} & M_{\beta_0} \\
\downarrow & & \downarrow & & \downarrow \\
M & \xrightarrow{} & P \cap M' & \xrightarrow{} & M'
\end{array}
$$

of inclusions of subgroups we can choose the dual groups (which are only defined canonically up to isomorphism) so that they fit in a commutative diagram

$$
\begin{array}{ccc}
\widehat{M} \cap \widehat{M}_{\beta_0} & \xrightarrow{} & \widehat{P} \cap \widehat{M}_{\beta_0} & \xrightarrow{} & \widehat{M}_{\beta_0} \\
\uparrow & & \uparrow & & \uparrow \\
\widehat{M} & \xrightarrow{} & \widehat{P} \cap \widehat{M}' & \xrightarrow{} & \widehat{M}'
\end{array}
$$

where the left horizontal arrows are inclusions of Levi subgroups and the right horizontal arrows are inclusions of parabolic subgroups. Here the surjectivity of the right vertical arrow
follows from the fact that \( M_{\beta_0} \) is simple, and the surjectivity of the other vertical arrows follows from the surjectivity of the right vertical arrow.

Consider the representation

\[
\hat{n}_{\mathcal{P}|\mathcal{P}^*} = \hat{n}_{\mathcal{P}|\mathcal{P}^*} \cap M_{\beta_0} \cap \mathcal{M}_{\beta_0}
\]

of \( \hat{M} \cap M_{\beta_0} \). We regard it as a representation of \( \hat{M} \) via the quotient map \( \hat{M} \to \hat{M} \cap M_{\beta_0} \).

Choose a principal \( \mathfrak{sl}_2 \)-triple in \( \hat{m} \cap \mathfrak{m}_{\beta_0} \). Its image under the quotient map \( \hat{m} \to \hat{m} \cap \mathfrak{m}_{\beta_0} \) is a principal \( \mathfrak{sl}_2 \)-triple in \( \hat{m} \cap \mathfrak{m}_{\beta_0} \).

Using our comments on dual groups at the beginning of the proof one checks that the quotient map \( \hat{n}_{\mathcal{P}|\mathcal{P}^*} = \hat{n}_{\mathcal{P}|\mathcal{P}^*} \cap M_{\beta_0} \cap \mathcal{M}_{\beta_0} \) is an isomorphism of \( \hat{M} \)-representations that restricts to a bijection

\[
\hat{n}_{\mathcal{P}|\mathcal{P}^*} \to \hat{n}_{\mathcal{P}|\mathcal{P}^*} \cap M_{\beta_0} \cap \mathcal{M}_{\beta_0}.
\]

In view of these observations it is easy to check that the map \( \iota_y \) is well-defined and surjective, the diagram is commutative, and \( \iota_y \) is continuous when \( F \) is archimedean. \( \square \)

**Corollary 3.6.** One has

\[
\mathcal{F}_{\mathcal{P}|\mathcal{P}^*} \circ \mathcal{F}_{\mathcal{P}^*|\mathcal{P}} = \text{Id}.
\]

**Proof.** In [BK02] Braverman and Kazhdan prove that \( \mathcal{F}_{\mathcal{P}|\mathcal{P}^*} \circ \mathcal{F}_{\mathcal{P}^*|\mathcal{P}} = \text{Id} \). Thus the corollary follows from Proposition 3.5. \( \square \)

**3.4. The unramified setting.** We assume that \( F \) is nonarchimedean and is unramified over its prime field, that \( \psi \) is unramified, and that we are in the unramified setting in the sense of §2.7. Let

\[
\mathbb{1}_0 \in C_{c}^{\infty}(Y_P(F)).
\]

be the characteristic function of the image of \( Y(O_F) \) in \( Y_P(F) \). We define the **basic function**

(3.4.1) \[
b_{Y_P,P'} : Y_P(F) \to \mathbb{C}
\]

to be the unique function in \( C_{c}^{\infty}(Y_P(F)) \) that is finite under a compact open subgroup of \( M_{ab}(F) \) such that

\[
(b_{Y_P,P'})_{\lambda_s} = a_{P'|P}(\lambda_s)(\mathbb{1}_0)_{\lambda_s}
\]

for \( \text{Re}(s_{\beta_0}) \) sufficiently large. As explained in (3.3.5) and (3.3.6), the spaces \( X_{P|\mathcal{P} \cap M_{\beta_0}} \) are special cases of \( Y_{P,P'} \), so \( b_{X_{P|\mathcal{P} \cap M_{\beta_0}}} \) is defined.

**Lemma 3.7.** Assume that \( y \in P^{\text{der}}(F)_{\beta_0}(F^\times)Y(O_F) \). Then \( \iota_y^*(b_{Y_P,P'}) = b_{X_{P|\mathcal{P} \cap M_{\beta_0}}} \).
Proof. We have already explained the relation between \( \hat{\mathfrak{m}}_{P|\mathfrak{m} \cap \mathfrak{m}_{\beta_0}} \) and \( \hat{\mathfrak{m}}_{P|P^*} \) as representations of \( \hat{M} \) and \( \hat{M} \cap \hat{M}_{\beta_0} \) in the proof of Proposition 3.5. This relationship implies that 
\[
a_{P|P}(\chi_s) = a_{\hat{\mathfrak{m}}_{P|\mathfrak{m} \cap \mathfrak{m}_{\beta_0}}((\chi_{\beta_0})_{s_{\beta_0}})).
\]
Define \( r_{\beta} \) as in (3.2.18). Arguing as in the proof of Lemma 3.2 we obtain the following lemma:

**Lemma 3.8.** There are constants \( \alpha', c > 0 \) independent of the cardinality of the residue field \( q \) such that if \( q > c \) and \( \alpha' > \alpha > 0 \) then

\[
|b_{Y_{P,P^*}}(x)| \leq 1_{\mathfrak{m}_{\beta_0}(\mathcal{O}_F) \times \mathfrak{m}_{P^*}(\mathcal{O}_F)}(P|_P(x)) \prod_{\beta \in \Delta^P} |P|_{\beta}(x)|^{\alpha - r_{\beta}}.
\]

Remark. The claim on the independence of the residual characteristic is important because we will require this result for all but finitely many places of a global field.

**Proposition 3.9.** One has \( b_{Y_{P,P^*}} \in S(Y_{P,P^*}(F)) \). Moreover \( F_{P|P^*}(b_{Y_{P,P^*}}) = b_{Y_{P^*,P^*}} \).

Proof. The characters of \( Z_{\hat{M}} \) that appear in \( \hat{\mathfrak{m}}_{P|P^*} \) are all of the form \( \lambda \beta_0^\vee \) with \( \lambda \in \mathbb{Z}_{>0} \). Let 
\[
V_\lambda = \hat{\mathfrak{m}}_{P|P^*}(\lambda) = \hat{\mathfrak{m}}_{\mathfrak{m} \cap P}(\lambda)
\]
be the \( \lambda \beta_0^\vee \)-isotypic space and let 
\[
r_\lambda : \hat{M}_{\beta_0} \rightarrow \text{Aut}(V_\lambda)
\]
be the corresponding representation. It is irreducible [Sha88, Proposition 4.1] [Lan71]. Let \( \text{triv} : (F^\times)^{2\sqrt{c}} \rightarrow \mathbb{C}^\times \) be the trivial character. Recall the comments on the relationship between \( \hat{\mathfrak{m}}_{P|P^*} \) and \( \hat{\mathfrak{m}}_{P \cap M_{\beta_0}} \) from the proof of Proposition 3.5. Let \( \pi \) be the trivial representation of \( M_{\beta_0}(F) \). The Gindikin-Karpelevic formula implies that 
\[
(3.4.2) \quad R_{P|P^*}((1_0)_{\text{triv}}) = (1_0)^{s_{\beta_0}} \prod_{\lambda} \frac{L(\lambda s_{\beta_0}, \pi, r_\lambda^\vee)}{L(1 + \lambda s_{\beta_0}, \pi, r_\lambda^\vee)}
\]
where the product is over all \( \lambda \in \mathbb{Z}_{\geq 1} \) such that \( V_\lambda \neq 0 \) [Sha88, (2.7)] [Lai80, Proposition 4.6]. Here the \( L \)-functions are Langlands \( L \)-functions and \( r_\lambda^\vee \) is the dual of \( r_\lambda \). In more detail, \( \pi \) determines a Langlands class \( c \in \hat{M}_{\beta_0}(\mathbb{C}) \) by the Satake isomorphism, and 
\[
L(s, \pi, r_\lambda^\vee) = \det \left( I_{V_\lambda} - \frac{r_\lambda^\vee(c)}{q^s} \right)^{-1}.
\]
In fact, if \( \sigma : \text{SL}_2 \rightarrow \hat{M}_{\beta_0} \) is a principal \( \text{SL}_2 \) then \( c = \sigma \left( q^{1/2} \right) [-\sigma^{-1}] \) [Gro98, §7].

Consider \( \hat{\mathfrak{m}}_{P|P^*}(\lambda) \). As a representation of a principal \( \mathfrak{sl}_2 \)-triple in \( \hat{\mathfrak{m}} \) it decomposes into a direct sum of irreducible representations in natural bijection with the \( \mathcal{N}_s \) in (3.2.8) that
appear in $\hat{\mathfrak{h}}_{P,P^*}(\lambda)$. The dimension of the corresponding irreducible representation is $2s_i + 1$, where $2s_i$ is the $h$-eigenvalue on $\mathcal{N}_i$ as above. We conclude that

$$
\frac{L(\lambda s_{\beta_0}, \pi, r^\vee)}{L(1 + \lambda s_{\beta_0}, \pi, r^\vee)} = \prod_i \left( \frac{1 - q^{-1-s_i-\lambda s_{\beta_0}}}{1 - q^{-s_i-\lambda s_{\beta_0}}} \right) = \prod_i \frac{1 - q^{-1-s_i-\lambda s_{\beta_0}}}{1 - q^{s_i-\lambda s_{\beta_0}}}
$$

where the product is over $\mathcal{N}_i$ in (3.2.8) that appear in $\hat{\mathfrak{h}}_{P,P^*}(\lambda)$. Thus

$$
(3.4.3) \quad \prod_{\lambda} \frac{L(\lambda s_{\beta_0}, \pi, r^\vee)}{L(1 + \lambda s_{\beta_0}, \pi, r^\vee)} = \frac{a_{P|P^*}(\text{triv}_s)}{a_{P|P}(\text{triv}_s)}.
$$

We deduce for all unramified $\chi : F^\times \to \mathbb{C}^\times$ that

$$
(3.4.4) \quad \mathcal{R}_{P|P^*}((\mathbbm{1}_0)_\chi) = \frac{a_{P|P^*}(\text{triv}_s)}{a_{P|P}(\text{triv}_s)} (\mathbbm{1}_0)^*_{\chi}.
$$

It follows immediately that $b_{Y_{P,P'}} \in \mathcal{S}(Y_{P,P'}(F))$. For unramified $\chi$

$$
(3.4.5) \quad \mu_P(\chi_s) = \frac{a_{P^*|P^*}((\chi_s)^{-1})}{a_{P^*|P}(\chi_s)}
$$

where $\mu_P(\chi_s)$ is defined as in (3.3.1). Hence

$$
(3.4.6) \quad \mu_P(\chi_s)\mathcal{R}_{P|P^*}((\mathbbm{1}_0)_{\chi_s}) = \frac{a_{P^*|P^*}((\chi_s)^{-1})}{a_{P^*|P}(\chi_s)} (\mathbbm{1}_0)^*_{\chi_s}.
$$

Applying Theorem 3.3 we have

$$
(3.4.7) \quad \mathcal{F}_{P|P^*}(b_{Y_{P,P'}})^*_{\chi_s} = a_{P|P}(\chi_s)\mu_P(\chi_s)\mathcal{R}_{P|P^*}((\mathbbm{1}_0)^*_{\chi_s}) = a_{P^*|P^*}((\chi_s)^{-1})(\mathbbm{1}_0)^*_{\chi_s}
$$

Combining this with Mellin inversion we have $\mathcal{F}_{P|P^*}(b_{Y_{P,P'}}) = b_{Y_{P,P'}}$. □

Let $\varpi$ be a uniformizer for $F$. Recall the left translation operator $L$ from (3.3.2). For our use in the proof of Theorem 1.1 below we require the following lemma:

**Lemma 3.10.** Let $(\alpha, \lambda) \in \mathbb{C} \times \mathbb{Z}_{\neq 0}$. For any $f \in \mathcal{S}(Y_{P,P'}(F))^{\mathcal{M}(\mathcal{O}_F) \times \mathcal{H}(\mathcal{O}_F)}$

$$
\left( \text{Id} - \frac{\alpha}{\delta_P^{1/2}(\beta^\vee_0(\varpi^\lambda))} L(\beta^\vee_0(\varpi^\lambda)) \right) f \in \mathcal{S}(Y_{P,P'}(F))^{\mathcal{M}(\mathcal{O}_F) \times \mathcal{H}(\mathcal{O}_F)}
$$

and

$$
\left( \left( \text{Id} - \frac{\alpha}{\delta_P^{1/2}(\beta^\vee_0(\varpi^\lambda))} L(\beta^\vee_0(\varpi^\lambda)) \right) f \right)_{\chi_s} = (1 - \alpha \chi_{\beta_0}(\varpi^\lambda)) f_{\chi_s}.
$$

□
3.5. **The adelic setting.** Now let \( F \) be a global field. We let

\[
\mathcal{S}(Y_{P,P'}(\mathbb{A}_F)) = \bigotimes_{v \mid \infty} \mathcal{S}(Y_{P,P'}(F_v)) \otimes \bigotimes'_{v \not\mid \infty} \mathcal{S}(Y_{P,P'}(F_v))
\]

where the restricted direct product is taken with respect to the basic functions of \((3.4.1)\). Here when \( F \) is a number field the hat denotes the projective topological tensor product and when \( F \) is a function field it is the algebraic tensor product. The tensor product of the local Fourier transforms induces an isomorphism

\[
\mathcal{F}_{P|P'} : \mathcal{S}(Y_{P,P'}(\mathbb{A}_F)) \longrightarrow \mathcal{S}(Y_{P^*,P'}(\mathbb{A}_F)).
\]

Here we are using Proposition 3.9.

The following is the global analogue of Proposition 3.5:

**Proposition 3.11.** For each \( y \in Y(\mathbb{A}_F) \) one has a map

\[
t_y^* : \mathcal{S}(Y_{P,P'}(\mathbb{A}_F)) \longrightarrow \mathcal{S}(X_{P \cap M_0}(\mathbb{A}_F))
\]

\[
f \mapsto f \circ t_y
\]

that fits into a commutative diagram

\[
\begin{array}{ccc}
\mathcal{S}(Y_{P,P'}(\mathbb{A}_F)) & \xrightarrow{\mathcal{F}_{P|P'}} & \mathcal{S}(Y_{P^*,P'}(\mathbb{A}_F)) \\
\downarrow t_y & & \downarrow t_y^* \\
\mathcal{S}(X_{P \cap M_0}(\mathbb{A}_F)) & \xrightarrow{\mathcal{F}_{P \cap M_0^*}} & \mathcal{S}(X_{P^* \cap M_0}(\mathbb{A}_F)).
\end{array}
\]

**Proof.** Let \( K = \prod_v K_v \leq G(\mathbb{A}_F) \) be a maximal compact subgroup. The element \( y = (y_v) \in Y_P(\mathbb{A}_F) \) has the property that \( y_v \in K_v \) for almost all \( v \). Thus the proposition follows from its local analogue Proposition 3.5 and the corresponding statement for basic functions in Lemma 3.7. \( \square \)

**Lemma 3.12.** For \( f \in \mathcal{S}(Y_{P,P'}(\mathbb{A}_F)) \) (resp. \( f \in \mathcal{S}(Y_{P^*,P'}(\mathbb{A}_F)) \)) the integrals defining \( f_{\chi} \) (resp. \( f_{\chi^*}^* \)) converge absolutely for \( \text{Re}(s_{\beta_0}) \) sufficiently large (resp. sufficiently small).

**Proof.** This follows from the estimates in lemmas 3.2 and 3.8. \( \square \)

Lemma 3.12 implies that the Mellin transforms (1.1.12) define maps

\[
(\cdot)_{\chi} := (\cdot)_{\chi,P} : \mathcal{S}(Y_{P,P'}(\mathbb{A}_F)) \longrightarrow I_P(\chi_\lambda)|_{Y_P(\mathbb{A}_F)}
\]

\[
(\cdot)_{\chi^*}^* := (\cdot)_{\chi^*,P^*}^* : \mathcal{S}(Y_{P^*,P'}(\mathbb{A}_F)) \longrightarrow I_{P^*}(\chi_\lambda)|_{Y_{P^*}(\mathbb{A}_F)}
\]

for \( \text{Re}(s_{\beta}) \) sufficiently large (resp. sufficiently small). These Mellin transforms will be used in the following sections.
4. The Poisson summation formula on $X_{P \cap M_{\beta_0}}(F)$

The Poisson summation formula on $X_{P \cap M_{\beta_0}}(F)$ was established under some local assumptions on the test functions involved in [BK02] with a slightly different definition of the Schwartz space. In this section we establish it in general following the arguments of [GL21].

To ease notation, for this section only we assume that $P \leq M_{\beta_0}$, which implies $M_{\beta_0} = G$. This amounts to assuming that $G$ is simple and $P$ is a maximal parabolic subgroup. Thus, letting $Y = G$, we have

$$X_{P \cap M_{\beta_0}} = X_P = Y_{P,G}.$$ 

The construction of the Schwartz space and the Fourier transform given in the previous section reduces to the construction of [GHL23] in this case. We observe that $\Delta_P = \{ \beta_0 \}$ in the setting of this section. Thus we drop $\Delta_P$ and $\beta_0$ from notation when no confusion is likely.

For a quasi-character $\chi: \mathbb{A}_{G_m}^\times \backslash \mathbb{A}_F^\times \to \mathbb{C}^\times$, $s \in \mathbb{C}$, $f_1 \in S(X_P(\mathbb{A}_F))$ and $f_2 \in S(X_{P^*}(\mathbb{A}_F))$ we have degenerate Eisenstein series

$$E(g, f_{1\chi_s}) := \sum_{\gamma \in P(F) \backslash G(F)} f_{1\chi_s}(\gamma g)$$

$$E^*(g, f_{2\chi_s}^*) := \sum_{\gamma \in P^*(F) \backslash G(F)} f_{2\chi_s}^*(\gamma g).$$

Here $\chi_s = \chi| \cdot |^s$. It is well-known that these converge absolutely for $\text{Re}(s)$ large enough (resp. small enough). For the proof of absolute convergence in a special case see [GL21, Lemma 6.5]; the proof generalizes to our setting.

Let

$$a_{P|P}(\chi_s) := \prod_v a_{P|P}(\chi_{vs}).$$

**Lemma 4.1.** Let $\chi \in \mathbb{A}_{G_m}^\times \backslash \mathbb{A}_F^\times$. The function $a_{P|P}(\chi_s)$ is holomorphic and nonzero for $\text{Re}(s) > 0$. It admits a meromorphic continuation to the plane. Moreover there is an integer $n$ depending only on $G$ such that $a_{P|P}(\chi_s)$ is holomorphic if $\chi^n \neq 1$.

**Proof.** The first claim follows from the same remarks proving Lemma 3.1. Since $a_{P|P}(\chi_s)$ is a product of (completed) Hecke $L$-functions the second two assertions are clear. \hfill $\square$

**Theorem 4.2** (Langlands). Let $f \in S(X_P(\mathbb{A}_F))$ be finite under a maximal compact subgroup of $G(\mathbb{A}_F)$. For a character $\chi: \mathbb{A}_{G_m}^\times \backslash \mathbb{A}_F^\times \to \mathbb{C}^\times$ the Eisenstein series $E(g, f_{\chi_s})$ has a meromorphic continuation to the $s$-plane and admits a functional equation

$$E(g, f_{\chi_s}) = E^*(g, F_{P|P^*}(f)^*_{\chi_s}).$$

If $\text{Re}(z) = 0$ then the order of the pole of $E(g, f_{\chi_s})$ at $s = z$ is bounded by the order of the pole of $a_{P|P}(\chi_s)$ at $s = z$. 
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Proof. To ease translation with the manner the theory is usually phrased, let \( Q \) be the unique parabolic subgroup containing \( B \) that is conjugate to \( P^* \), and let \( M_Q \) be the Levi subgroup of \( Q \) containing \( T \). Choose \( w \in G(F) \) so that \( wP^*w^{-1} = Q \) and \( wMw^{-1} = M_Q \). There is an isomorphism

\[
j : C^\infty(X_{P^*}(F)) \rightarrow C^\infty(X_Q^*(F))
\]

\[
f \mapsto (x \mapsto f(w^{-1}x)).
\]

For suitable sections \( \Phi^{\chi_s} \in I_Q(\chi_s) \) and \( g \in G(\mathbb{A}_F) \) we can then form the Eisenstein series

\[
E_Q(g, \Phi^{\chi_s}) = \sum_{\gamma \in Q(F) \backslash G(F)} \Phi^{\chi_s}(\gamma g).
\]

Let \( K \) be a maximal compact subgroup of \( G(\mathbb{A}_F) \). If \( \Phi^{\chi_s} \) is \( K \)-finite and holomorphic for \( \operatorname{Re}(s) \) sufficiently large, then \( E_Q(g, \Phi^{\chi_s}) \) is absolutely convergent for \( \operatorname{Re}(s) \) sufficiently large.

We observe that for \( f \in S(X_P(\mathbb{A}_F)) \) one has

\[
E^*(g, f^*_{\chi_s}) = E_Q(g, j(f^*_{\chi_s}))
\]

for \( \operatorname{Re}(s) \) sufficiently small.

By definition of the Schwartz space, for any \( f \in S(X_P(\mathbb{A}_F)) \) the section \( f^*_{\chi_s} \) is a holomorphic multiple of the product of completed Hecke \( L \)-functions \( a_{P|P}(\chi_s) \). With this in mind, the meromorphy assertion is proven in [BL24, Lan76] for \( K \)-finite functions \( f \). These references also contain a proof of the functional equation

\[
E(g, f_{\chi_s}) = E_Q(g, j(\mathcal{R}_{P|P^*}(f))_{\chi_s})
\]

which implies by (4.0.5) that

\[
E(g, f_{\chi_s}) = E^*(g, \mathcal{R}_{P|P^*}(f))_{\chi_s})
\]

We have

\[
\mathcal{R}_{P|P^*}(f)_{\chi_s} = (\mathcal{F}_{P|P^*}(f))_{\chi_s}^*
\]

by Theorem 3.3 and the argument of [GL21, Lemma 6.2]. Thus the functional equation stated in the theorem follows from (4.0.6).

As mentioned above for any \( f \in S(X_P(\mathbb{A}_F)) \) the Mellin transform \( f_{\chi_s} \) is a holomorphic multiple of \( a_{P|P}(\chi_s) \). Thus the last assertion of the theorem follows from the fact that Eisenstein series attached to \( K \)-finite holomorphic sections are themselves holomorphic on the unitary axis [Art05, Theorem 7.2], [Lan76]. \( \square \)

Let \( C(\chi_s) \) be the analytic conductor of \( \chi_s \), normalized as in [GL21, (5.7)]. Using notation as in (3.2.14) and (3.2.15) one has the following estimate:
Theorem 4.3. Assume that $F$ is a number field, that Conjecture 1.3 is true, and $f \in S(X_P(\mathbb{A}_F))$ is $K$-finite. Let $A < B$ be real numbers and let $p \in \mathbb{C}[x]$ be a polynomial such that $p(s)E(g, \chi_s)$ is holomorphic in the strip $V_{A,B}$. Then for all $N \geq 0$ one has

$$|E(g, f|_{\chi_s})|_{A,B,p} \ll_{N,f} C(\chi_s)^{-N}.$$ 

Proof. The argument is the same as that proving [GL21, Theorem 6.3]. □

Remark. Lapid has proved a version of Theorem 4.2 without the assumption of $K$-finiteness [Lap08]. However, the proofs we know of Theorem 4.3 still require the Eisenstein series to be $K$-finite. Indeed, Eisenstein series that are $K$-finite are known to be quotients of functions of finite order (in the sense of complex analysis). The main input into the proof of Theorem 4.3 is the Phragmen-Lindelöf principle, which requires the functions involved to be of finite order.

Let $K_M < M^{ab}(\mathbb{A}_F)$ be the maximal compact subgroup and let

$$(4.0.8) \quad \kappa_F := \begin{cases} \frac{q^{1+r_1}h_FR_F}{d_F^{1/2}e_F} & \text{if } F \text{ is a number field} \\ \frac{h_F^{r_2} \log q}{d_F^{1/2}(q-1)} & \text{if } F \text{ is a function field} \end{cases}$$

where $r_1$ and $r_2$ are the number of real (resp. complex) places, $h_F$ is the class number, $R_F$ is the regulator, $d_F$ is the absolute discriminant, $e_F$ is the number of roots of unity in $F$, and in the function field case $F$ has field of constants $\mathbb{F}_q$. For complex numbers $s_0$ let

$$(4.0.9) \quad w(s_0) = \begin{cases} \frac{1}{2} & \text{if } \Re(s_0) = 0, \\ 1 & \text{otherwise.} \end{cases}$$

We now prove the following special case of Theorem 1.2:

Theorem 4.4. Let $f \in S(X_P(\mathbb{A}_F))$. Assume that

1. $F$ is a function field,
2. $F$ is a number field, Conjecture 1.3 is valid, and $f$ is $K_M$-finite, or
3. $F$ is a number field and Conjecture 1.4 is valid.

One has

$$\sum_{x \in X_P(F)} f(x) + \sum_{\chi} \sum_{s_0 \in \mathbb{C}} \frac{w(s_0)}{\kappa_F} \Res_{s=s_0} E^*(I, F| P, \chi^*_s, f|_{\chi_s})$$

$$= \sum_{x^* \in X_P^*(F)} F^*(x^*) + \sum_{\chi} \sum_{s_0 \in \mathbb{C}} \frac{w(s_0)}{\kappa_F} \Res_{s=s_0} E(I, f|_{\chi_s}).$$

Here the sum on $\chi$ is over characters of $A_{G_m} F^\times \backslash \mathbb{A}_F^\times$. The sums over $x$ and $x^*$ are absolutely convergent.
It is clear that if \( f \) is \( K_M \)-finite and Conjecture 1.3 is valid then the double sum over \( \chi \) and \( s_0 \) has finite support. The same is true if \( F \) is a function field or Conjecture 1.4 is valid. This is how we are using these assumptions here and below.

**Remark.** Before proving Theorem 4.4 we clarify its meaning. Assume \( F \) is a number field and Conjecture 1.3 is valid. For any \( s_0 \in \mathbb{C} \) and \( f^\infty \in \mathcal{S}(X_P(\mathbb{A}_F^\infty)) \) with the finite adels \( \mathbb{A}_F^\infty \) consider the linear functional

\[
(4.0.10) \quad f^\infty \mapsto \text{Res}_{s=s_0} E(I, (f^\infty)_\chi).
\]

It is defined on the dense subspace of \( \mathcal{S}(X_P(F_\infty)) \) consisting of \( K_\infty \)-finite functions. The proof of the theorem shows that this linear functional is continuous with respect to the Fréchet topology on \( \mathcal{S}(X_P(F_\infty)) \). Hence it extends to all of \( \mathcal{S}(X_P(F_\infty)) \). For \( f^\infty \) that are not \( K_\infty \)-finite this is the manner the expression \( \text{Res}_{s=s_0} E(I, f^\infty) \) is to be interpreted in this paper. We take the obvious analogous conventions regarding the meaning of \( \text{Res}_{s=s_0} E^*(I, f^\infty_\chi) \) for \( f^* \in \mathcal{S}(X_{P^*}(\mathbb{A}_F)) \) that are not \( K_\infty \)-finite.

**Proof of Theorem 4.4.** Let \( K_\infty \leq G(F_\infty) \) be a maximal compact subgroup. Assume first that \( f = f^\infty f^\infty \) where \( f^\infty \in \mathcal{S}(X_P(F_\infty)) \) is \( K_\infty \)-finite. Let

\[
I_F := \begin{cases} 
  i \left[ \frac{\pi}{\log q}, \frac{\pi}{\log q} \right] & \text{if } F \text{ is a function field, and} \\
  \mathbb{R} & \text{if } F \text{ is a number field.}
\end{cases}
\]

By Mellin inversion and Theorem 4.3 in the number field case

\[
(4.0.11) \quad \sum_{x \in X_P(F)} f(x) = \sum_{\chi} \int_{\sigma + iF} E(I, f^\infty_\chi) \frac{ds}{c 2\pi i}
\]

for \( \sigma \) sufficiently large and a suitable constant \( c \). Here the sum over \( \chi \) is as in the statement of the theorem. Since \( f \) is \( K_\infty \)-finite, the support of the sum over \( \chi \) is finite. The constant \( c \) may be computed as follows. It depends on our choice of Haar measure on \([M^{ab}]\), which is induced by the Haar measure on \( M^{ab}(\mathbb{A}_F) \) fixed in §2.5. This is constructed as explained in §2.5 from a measure on \( \mathbb{A}_F \) that is self-dual with respect to \( \psi \). The induced measure on \( F \setminus \mathbb{A}_F \) is independent of the choice of \( \psi \). As in [Wei74], give \( \mathbb{A}_{\mathbb{G}_m} \) the Haar measure that corresponds to \( \frac{dt}{t} \) under the isomorphism \( \mid \cdot \mid : \mathbb{A}_{\mathbb{G}_m} \rightarrow \mathbb{R}_{>0} \) if \( F \) is a number field and the counting measure if \( F \) is a function field. Thus using [Wei74, §VII.6, Proposition 12] and a choice of self-dual measure one obtains

\[
(4.0.12) \quad \text{meas}(\mathbb{A}_{\mathbb{G}_m} F^X \setminus \mathbb{A}_F^X) = \begin{cases} 
  \frac{2^{\tau_1 + \tau_2} h_F^2 R_F}{d_F^2 e_F} & \text{if } F \text{ is a number field} \\
  \frac{h_F}{d_F^2 (q-1)} & \text{if } F \text{ is a function field.}
\end{cases}
\]

This implies \( c = \kappa_F \). Notice that in the function field case \( \kappa_F = \text{meas}(\mathbb{A}_{\mathbb{G}_m} F^X \setminus \mathbb{A}_F^X) \log q \) because of the measure of \( I_F \).
We shift contours to $\text{Re}(\sigma)$ very small to see that this is

\begin{equation}
\sum_{x \in \mathcal{X}_P(F)} f(x) = \sum_{\chi} \int_{\sigma'+1F} E(I, f_{\chi s}) \frac{ds}{\kappa_F 2\pi i} + \frac{1}{\kappa_F} \sum_{\chi} \sum_{s_0 \in \mathbb{C}} \text{Res}_{s=s_0} E(I, f_{\chi s})
\end{equation}

where now $\sigma'$ is sufficiently small. Here the support of the sum over $\chi$ and $s_0$ is finite by assumptions (2) or (3) in the number field case and the fact that $E(I, f_{\chi s})$ is rational in the sense of [MW95, IV.1.5] in the function field case [MW95, Proposition IV.1.12]. In the number field case the bound required to justify the contour shift is provided by Theorem 4.3. We now apply the functional equation of Theorem 4.2 and Mellin inversion to deduce the identity

\begin{equation}
\sum_{x \in \mathcal{X}_P(F)} f(x) = \sum_{x^* \in \mathcal{X}_{P^*}(F)} \mathcal{F}_{P|P^*}(f)(x^*) + \frac{1}{\kappa_F} \sum_{\chi} \sum_{s_0 \in \mathbb{C}} \text{Res}_{s=s_0} E(I, f_{\chi s}).
\end{equation}

Since all elements of the Schwartz space $\mathcal{S}(X_P(\mathbb{A}_F))$ are $K_{\infty}$-finite in the function field case assume for the moment that $F$ is a number field. Write $K_{M \infty} = K_M \cap M^{ab}(F_{\infty})$. We assume without loss of generality that $f = f_{\infty} f^{\infty}$ where $f_{\infty} \in \mathcal{S}(X_P(F_{\infty})), f^{\infty} \in \mathcal{S}(X_P(\mathbb{A}_F^{\infty}))$. We additionally either assume (2) and that $f_{\infty}$ transforms according to a particular character $\eta$ under $K_{M \infty}$, or we assume (3). Since $K_{\infty}$-finite functions are dense in $\mathcal{S}(X_P(F_{\infty}))$ by the standard argument [War72, §4.4.3.1] we can choose a sequence $\{f_i : i \in \mathbb{Z}_{\geq 1}\} \subset \mathcal{S}(X_P(F_{\infty}))$ of $K_{\infty}$-finite $f_i$ such that $f_i \to f$ in the Frechét topology on $\mathcal{S}(X_P(F_{\infty}))$. Under assumption (2) we additionally assume that the $f_i$ transform under $K_{M \infty}$ by $\eta$. We observe that the support of the sum over $\chi$ and $s_0$ in (4.0.14) and its analogues when $f$ is replaced by $f_i f^{\infty}$ are contained in a finite set independent of $i$ under either assumption (2) or (3). In fact, the finite set can be taken to depend only on the $K_M^{\infty}$-type of $f^{\infty}$.

It is clear from Lemma 3.2 that for each fixed $f^{\infty} \in \mathcal{S}(X_P(\mathbb{A}_F^{\infty}))$ the map

$$\Lambda_{1,f^{\infty}} : \mathcal{S}(X_P(F_{\infty})) \to \mathbb{C}$$

$$f_{\infty} \mapsto \sum_{x \in \mathcal{X}_P(F)} f_{\infty}(x) f^{\infty}(x)$$

is continuous on $\mathcal{S}(X_P(F_{\infty}))$. The same is true of

$$\Lambda_{2,f^{\infty}} : \mathcal{S}(X_P(F_{\infty})) \to \mathbb{C}$$

$$f_{\infty} \mapsto \sum_{x^* \in \mathcal{X}_{P^*}(F)} \mathcal{F}_{P|P^*}(f_{\infty})(x^*) \mathcal{F}_{P|P^*}(f^{\infty})(x^*)$$

since the Fourier transform is continuous. Thus $\Lambda_{j,f^{\infty}}(f_i) \to \Lambda_{j,f^{\infty}}(f)$ for as $i \to \infty$ for $j \in \{1, 2\}$. Finally consider

$$\Lambda_{f^{\infty},s_0} : \mathcal{S}(X_P(F_{\infty})) \to \mathbb{C}$$

$$f_{\infty} \mapsto \text{Res}_{s=s_0} E(I, f_{\chi s}).$$
Using Lemma 3.10 we can choose an \( f^{\infty} \in \mathcal{S}(X_P(\mathbb{A}_F^\infty)) \) such that

\[
\Lambda_{f^{\infty},s_0} = \Lambda_{1,f^{\infty}} - \Lambda_{2,f^{\infty}}.
\]

In more detail one uses Lemma 3.10 to choose \( f^{\infty} \) so that the contribution of \( \text{Res}_{s=s_0} E(I, f_{X_s}) \) to (4.0.14) is unchanged, but the contribution of the other residues vanish.

Thus \( \Lambda_{f^{\infty},s_0} \) is continuous. We deduce that (4.0.14) is valid for all \( K_M \)-finite \( f \) under assumption (2) and for all \( f \) under assumption (3).

We now return to the case of a general global field. To obtain the expression in the theorem from (4.0.14) we use the functional equation and holomorphy assertion of Theorem 4.2 and the observation that for any meromorphic function \( f \) on \( \mathbb{C} \) and any \( s_0 \in \mathbb{C} \) one has

\[
(4.0.15) \quad \text{Res}_{s=s_0} f(s) = -\text{Res}_{s=-s_0} f(-s).
\]

\[
\square
\]

**Lemma 4.5.** Let \( \chi \in \mathbb{A}_{\mathbb{C}}^\times \backslash \mathbb{A}_F^\times \). Let \( n \) be the maximal order of the pole at \( s_0 \) of \( E(I, f_{X_s}) \) as \( f \) ranges over \( K_\infty \)-finite elements of \( \mathcal{S}(X_P(F_\infty)) \). For each \( f^{\infty} \in \mathcal{S}(X_P(\mathbb{A}_F^\infty)) \) there are continuous linear functionals

\[
\Lambda_i((\cdot)^{\infty}) : \mathcal{S}(X_P(F_\infty)) \longrightarrow \mathbb{C}
\]

such that if \( f^{\infty} \) is \( K_\infty \)-finite then

\[
(4.0.16) \quad \delta_P^{-1/2}(\beta_0^\gamma(t)) \sum_{i=0}^{n-1} \frac{|t|^{-s_0}(\log |t|)^j \chi(t) \Lambda_i(f^{\infty})}{|j!|^{s_0}} = \text{Res}_{s=s_0} E(I, (L(\beta_0^\gamma(t)) f^{\infty}))_{X_s}.
\]

As usual, when \( F \) is a function field we give \( \mathcal{S}(X_P(F_\infty)) \) the discrete topology.

**Proof.** We have \( \frac{1}{|t|^s} = \sum_{j=0}^{\infty} \frac{(-s-s_0)(\log |t|)^j}{j!|t|^{s_0}} \) for \( s \) in a neighborhood of \( s_0 \). On the other hand if \( f^{\infty} \) is \( K_\infty \)-finite then we can write

\[
E(I, (f^{\infty})_{X_s}) = \sum_{i=0}^{n-1} \frac{(-1)^j \Lambda_i(f^{\infty})}{(s-s_0)^{j+1}} + g(s)
\]

where \( g(s) \) is holomorphic in a neighborhood of \( s_0 \) and \( \Lambda_i(f^{\infty}) \in \mathbb{C} \). Then the expression (4.0.16) is valid for \( K_\infty \)-finite \( f^{\infty} \).

The fact that \( \Lambda_i((\cdot)^{\infty}) \) extends to a continuous functional on all of \( \mathcal{S}(X_P(F_\infty)) \) is tautological in the function field case. In the number field case it follows from a variant of the proof of the continuity of the functional \( \Lambda_{f^{\infty},s_0} \) in the proof of Theorem 4.4. \( \square \)

5. **Proofs of Theorem 1.1 and Theorem 1.2**

For \( f \in \mathcal{S}(Y_{P,P'}(\mathbb{A}_F)) \) consider the sum

\[
(5.0.1) \quad \sum_{y \in Y_P(F)} f(y).
\]

**Lemma 5.1.** The sum (5.0.1) is absolutely convergent.
Proof. Let \( | \cdot |_\beta = \prod_v | \cdot |_{\beta,v} \), where \( | \cdot |_{\beta,v} \) is the norm on \( V_\beta(F_v) \) fixed above (3.2.17). Using lemmas 3.2 and 3.8 and the notation in these lemmas we see that for any sufficiently small \( \alpha > 0 \) there is a Schwartz function on \( \Phi \in S(V_{\beta_0}(A_F) \times V_{\Delta_p}^* (A_F)) \) such that the sum is dominated by

\[
\sum_{\xi \in V^\circ(F)} \Phi(\xi) \prod_{\beta \in \Delta_p} |\xi|^{\alpha-r_\beta}_\beta < \infty
\]

where \( V^\circ \) is defined as in (2.1.10). \( \square \)

Recall the function \( w(s_0) \) from (4.0.9). The following theorem is the precise version of Theorem 1.2:

**Theorem 5.2.** Let \( f \in S(Y_{P,P'} (A_F)) \). Assume

1. \( F \) is a function field,
2. \( F \) is a number field, Conjecture 1.3 is valid, and \( f \) is \( K_M \)-finite, or
3. \( F \) is a number field and Conjecture 1.4 is valid.

One has

\[
\sum_{x \in Y_P(F)} f(x) + \sum_{y \in P^{\text{der}}(F) \setminus Y(F)} \sum_{\chi} \sum_{s_0 \in \mathbb{C}, \text{Re}(s_0) \geq 0} \frac{w(s_0)}{\kappa_F} \text{Res}_{s=s_0} E^*(I, \iota^*_y(F_P|P^* (f))^{\ast}_{\chi-s})
\]

\[= \sum_{x^* \in Y_{P^*} (F)} F_{P|P^*} (f)(x^*) + \sum_{y \in P^{\text{der}}(F) \setminus Y(F)} \sum_{\chi} \sum_{s_0 \in \mathbb{C}, \text{Re}(s_0) \geq 0} \frac{w(s_0)}{\kappa_F} \text{Res}_{s=s_0} E(I, \iota^*_y (f)_{\chi,s})
\]

where the sums on \( \chi \) are over all characters of \( A_{G_m} F^x \setminus \hat{A}_F^x \). Moreover the sums over \( x \) and \( x^* \) and the triple sums over \( (y, \chi, s_0) \) are absolutely convergent.

**Remark.** We point out that conjectures 1.3 and 1.4 are assertions about functions in \( S(X_{P \cap M_{\beta_0}} (A_F)) \), whereas \( f \) lies in \( S(Y_{P,P'} (A_F)) \).

**Proof.** We use Lemma 2.7 to write

\[
\sum_{x \in Y_P(F)} f(x) = \sum_y \sum_{\gamma \in X_{P \cap M_{\beta_0}}(F)} f(\iota^*_y (\gamma)) = \sum_y \sum_{\gamma \in X_{P \cap M_{\beta_0}}(F)} \iota^*_y (f)(\gamma).
\]

Here and throughout the proof all sums over \( y \) are over \( P^{\text{der}}(F) \setminus Y(F) \). By Proposition 3.11 we have \( \iota^*_y (f) \in S(X_{P \cap M_{\beta_0}}(F)) \). There is a natural map \( (M \cap M_{\beta_0})^{ab} \rightarrow M^{ab} \) and hence \( (M \cap M_{\beta_0})^{ab} (A_F) \) acts on \( S(Y_{P,P'} (A_F)) \). With respect to this action \( \iota^*_y \) is \( (M \cap M_{\beta_0})^{ab} (A_F) \)-equivariant. In particular if (2) is valid the assumption that \( f \in S(Y_{P,P'} (A_F)) \) is \( K_M \)-finite implies \( \iota^*_y (f) \) is finite under the maximal compact subgroup of \( (M \cap M_{\beta_0})^{ab} (A_F) \). Hence applying Theorem 4.4 we see that the above is

\[
- \sum_y \left( \sum_{\chi} \sum_{s_0 \in \mathbb{C}, \text{Re}(s_0) \geq 0} \frac{w(s_0)}{\kappa_F} \text{Res}_{s=s_0} E^*(I, (F_{P \cap M_{\beta_0}}|P^* (f))^{\ast}_{\chi-s}) \right)
\]
+ \sum_{y} \left( \sum_{\gamma \in X_{p^{*} \cap M_{\beta_{0}}}^{0} (F)} F_{p \cap M_{\beta_{0}}} | P^{*} \cap M_{\beta_{0}} (\ell_{y}^{*} (f))(\gamma) + \sum_{\chi} \sum_{s_{0} \in \mathbb{C}} \frac{w(s_{0}) \text{Res}_{s=s_{0}} E(I, \ell_{y}^{*} (f))_{\chi}}{\kappa_{F}} \right).

By Proposition 3.11 this is

- \sum_{y} \left( \sum_{\chi} \sum_{s_{0} \in \mathbb{C}} \frac{w(s_{0}) \text{Res}_{s=s_{0}} E(I, \ell_{y}^{*} (F_{p^{*} | P^{*}} (f)))_{\chi}}{\kappa_{F}} \right)

+ \sum_{y} \left( \sum_{\gamma \in X_{p^{*} \cap M_{\beta_{0}}}^{0} (F)} \ell_{y}^{*} (F_{p^{*} | P^{*}} (f))(\gamma) + \sum_{\chi} \sum_{s_{0} \in \mathbb{C}} \frac{w(s_{0}) \text{Res}_{s=s_{0}} E(I, \ell_{y}^{*} (f))_{\chi}}{\kappa_{F}} \right).

By Lemma 2.7

\text{(5.0.4)} \quad \sum_{y} \sum_{\gamma \in X_{p^{*} \cap M_{\beta_{0}}}^{0} (F)} \ell_{y}^{*} (F_{p^{*} | P^{*}} (f))(\gamma) = \sum_{x^{*} \in Y_{p^{*}} (F)} F_{p^{*} | P^{*}} (f)(x^{*}).

This completes the proof of the identity in the theorem.

For the absolute convergence statement in the theorem, we observe that \text{(5.0.3)} and \text{(5.0.4)} are absolutely convergent by Lemma 5.1. By the argument above and the functional equation in Theorem 4.2 we see that

\text{(5.0.5)} \quad \sum_{\gamma \in X_{p^{*} \cap M_{\beta_{0}}}^{0} (F)} f(\ell_{y}(\gamma)) - \sum_{\gamma \in X_{p^{*} \cap M_{\beta_{0}}}^{0} (F)} \ell_{y}^{*} (F_{p^{*} | P^{*}} (f))(\gamma)

= \sum_{\gamma \in X_{p^{*} \cap M_{\beta_{0}}}^{0} (F)} f(\ell_{y}(\gamma)) - \sum_{\gamma \in X_{p^{*} \cap M_{\beta_{0}}}^{0} (F)} F_{p^{*} \cap M_{\beta_{0}}} | P^{*} \cap M_{\beta_{0}} (\ell_{y}^{*} (f))(\gamma)

= \frac{1}{\kappa_{F}} \sum_{\chi} \sum_{s_{0} \in \mathbb{C}} \text{Res}_{s=s_{0}} E(I, \ell_{y}^{*} (f))_{\chi}

for all \( y \). Arguing as above, the sum over \( y \) of the first line of \text{(5.0.5)} converges absolutely, and hence the sum over \( y \) in

\frac{1}{\kappa_{F}} \sum_{y} \left( \sum_{\chi} \sum_{s_{0} \in \mathbb{C}} \text{Res}_{s=s_{0}} E(I, \ell_{y}^{*} (f))_{\chi} \right)

is absolutely convergent as well.

The support of the sum over \( \chi \) is finite and under assumptions (1) or (2) it depends only on the \( K_{M} \)-type of \( f \). Under assumption (3) it depends only on the \( K_{M} \cap M(\mathbb{A}^{\infty}_{F}) \)-type of \( f \). With this in mind, for any fixed \( s_{0} \in \mathbb{C} \) we can use Lemma 3.10 to choose an \( f' \in \mathcal{S}(Y_{p^{*}} (\mathbb{A}_{F})) \) with the same \( K_{M} \)-type as \( f \) so that

\text{(5.0.6)} \quad \sum_{y} \left( \sum_{\chi} \sum_{s_{0} \in \mathbb{C}} \text{Res}_{s=s_{0}} E(I, \ell_{y}^{*} (f'))_{\chi} \right) = \sum_{y} \text{Res}_{s=s_{0}} E(I, \ell_{y}^{*} (f))_{\chi}.
We deduce that the right hand side of (5.0.6) is absolutely convergent, and the same is true if we replace $E(I, t_y^*(f)_{\chi_s})$ by $E^*(I, t_y^*(F_{P_P^*}(f))_{\chi_s})$ by Proposition 3.5 and Theorem 4.2. \hfill \Box

Let $(f_1, f_2) \in \mathcal{S}(Y_{P,P'}(\mathbb{A}_F)) \times \mathcal{S}(Y_{P,P'}(\mathbb{A}_F))$. Recall the definition of the generalized Schubert Eisenstein series $E_{Y_P}(f_{1\chi_s})$ and $E_{Y_{P,P'}}^*(f_{2*\chi_s})$ of (1.1.13). Using lemmas 3.2 and 3.8 and standard arguments one obtains the following lemma:

**Lemma 5.3.** For $f_1 \in \mathcal{S}(Y_{P,P'}(\mathbb{A}_F))$ one has

$$\sum_{x \in M^{ab}(\mathbb{F}) \setminus Y_{P}(\mathbb{F})} \int_{M^{ab}(\mathbb{A}_F)} \delta^{1/2}_P(m)|\chi_s(\omega_P(m))f_1(m^{-1}x)|dm < \infty$$

provided that $\text{Re}(s_{\beta})$ is sufficiently large for all $\beta \in \Delta_P$. In particular, $E_{Y_P}(f_{1\chi_s})$ converges absolutely provided that $\text{Re}(s_{\beta})$ is sufficiently large for all $\beta \in \Delta_P$. Similarly, for $f_2 \in \mathcal{S}(Y_{P,P'}(\mathbb{A}_F))$ the series $E_{Y_{P,P'}}^*(f_{2*\chi_s})$ converges absolutely provided that $\text{Re}(s_{\beta_0})$ is sufficiently small and $\text{Re}(s_{\beta})$ is sufficiently large for $\beta \neq \beta_0$. \hfill \Box

With notation as in Lemma 2.2, let

$$(5.0.7) \quad A^{\beta_0} := \ker \omega_{\beta_0} : M^{ab} \longrightarrow \mathbb{G}_m$$

Thus $M^{ab}$ is the internal direct sum of $\beta_0^*(\mathbb{G}_m)$ and $A^{\beta_0}$ by Lemma 2.2. Recall that $M'$ is the unique Levi subgroup of $P'$ containing $M$. Applying Lemma 2.2 with $P$ replaced by $P'$ we see that the canonical map $M^{ab} \rightarrow M'^{ab}$ restricts to induce an isomorphism

$$(5.0.8) \quad A^{\beta_0} \longrightarrow M'^{ab}.$$  

We have a Haar measure on $\mathbb{A}_F^\times$ and we endow $A^{\beta_0}(\mathbb{A}_F)$ with a Haar measure by declaring that the product measure on $A^{\beta_0}(\mathbb{A}_F)$$\beta_0^*(\mathbb{A}_F^\times)$ is our Haar measure on $M^{ab}(\mathbb{A}_F)$. As usual let

$$\begin{align*}
(\mathbb{A}_F^\times)^1 := \{t \in \mathbb{A}_F^\times : |t| = 1\}, & \quad (\mathbb{A}_F^\times)^+ := \{t \in \mathbb{A}_F^\times : |t| > 1\}, & \quad (\mathbb{A}_F^\times)^- := \{t \in \mathbb{A}_F^\times : |t| < 1\}.
\end{align*}$$

For algebraic $F$-groups $G$ we set

$$[G] := G(F) \setminus G(\mathbb{A}_F)$$

and define

$$[\mathbb{G}_m]^1 := F^\times \setminus (\mathbb{A}_F^\times)^1, \quad [\mathbb{G}_m]^\pm := F^\times \setminus (\mathbb{A}_F^\times)^\pm.$$  

In the proof of Theorem 4.4 we endowed $A_G$ and hence $A_G \setminus \mathbb{A}_F^\times$ with Haar measures. We endow $(\mathbb{A}_F^\times)^1$ with the pull-back of this measure along the canonical isomorphism $(\mathbb{A}_F^\times)^1 \rightarrow A_G \setminus \mathbb{A}_F^\times$.

The following technical lemma will be used in the proof of Theorem 1.1:

**Lemma 5.4.** Let $f \in \mathcal{S}(Y_{P,P'}(\mathbb{A}_F))$. Assume

1. $F$ is a function field,
2. $F$ is a number field, Conjecture 1.3 is valid and $f$ is $K_M$-finite, or
3. $F$ is a number field and Conjecture 1.4 is valid.
Fix \((s_\beta) \in \mathbb{C}^{\Delta_{A'}}\) such that \(\text{Re}(s_\beta)\) is sufficiently large for all \(\beta \neq \beta_0\). For every \(\chi \in (A_m^s F^x \setminus \mathbb{A}_F^x)^{\Delta_{A'}}\) and \(s_0 \in \mathbb{C}\) one has that

\[
\sum_{y} \int_{[G_m]^1 \times A_{\mathbb{A}_F}} \delta_{p}^{\frac{1}{2}}(\beta_0'(t)m) \left| \chi_s(t\omega_{P}(m))\text{Res}_{z=s_0} E(I, i_y^*(L(\beta_0'(t)m)f)_{\chi_s^*}) \right| \text{d}m^x t
\]

is finite. Moreover for \(\text{Re}(s_{\beta_0})\) sufficiently large

\[
\sum_{y} \int_{[G_m]^1 \times A_{\mathbb{A}_F}} \delta_{p}^{\frac{1}{2}}(\beta_0'(t)m) \left| \chi_s(t\omega_{P}(m))\text{Res}_{z=s_0} E(I, i_y^*(L(\beta_0'(t)m)f)_{\chi_s^*}) \right| \text{d}m^x t
\]

converges. The expression

\[
\sum_{y} \int_{[G_m]^1 \times A_{\mathbb{A}_F}} \delta_{p}^{\frac{1}{2}}(\beta_0'(t)m) \left| \chi_s(t\omega_{P}(m))\text{Res}_{z=s_0} E(I, i_y^*(L(\beta_0'(t)m)f)_{\chi_s^*}) \right| \text{d}m^x t
\]

originally defined for \(\text{Re}(s_{\beta_0})\) large, admits a meromorphic continuation as a function of \(s_\beta\). Here all sums over \(y\) are over \(P'(F) \setminus Y(F)\).

**Proof.** The group \([G_m]^1\) is compact. Using this observation and a variant of Lemma 5.3 we see that for all \(f_1 \in \mathcal{S}(Y_{P',P'}(A_F))\) and \(f_2 \in \mathcal{S}(Y_{P',P'}(A_F))\) the integrals

\[
\int_{[G_m]^1 \times [A_{\mathbb{A}_F}]} \delta_{p}^{\frac{1}{2}}(\beta_0'(t)m) \left| \chi_s(t\omega_{P}(m)) \sum_{x \in Y_P(F)} |f_1((\beta_0'(t)m)^{-1}x)| \text{d}m^x t
\]

\[
\int_{[G_m]^1 \times [A_{\mathbb{A}_F}]} \delta_{p}^{\frac{1}{2}}(\beta_0'(t)m) \left| \chi_s(t\omega_{P}(m)) \sum_{x^* \in Y_{P'}(F)} |f_2((\beta_0'(t)m)^{-1}x^*)| \text{d}m^x t
\]

are convergent. Here and throughout the proof we assume that \(\text{Re}(s_\beta)\) is sufficiently large for \(\beta \neq \beta_0\).

Let \((f_\infty, f^\infty) \in \mathcal{S}(Y_{P,P}(F_\infty)) \times \mathcal{S}(Y_{P,P}(A_\infty^F))\), let \((t, m) \in A_{\mathbb{A}_F}^x \times A_{\mathbb{A}_F}^{\beta_0}(A_F)\), and let \(y \in Y(F)\). Arguing as in the proof of Theorem 5.2 for each \(\chi' \in A_m^s F^x \setminus \mathbb{A}_F^x\) and \(s_0 \in \mathbb{C}\) there is an \(f^{\infty} \in \mathcal{S}(Y_{P,P}(A^\infty_{A'}))\) such that

\[
\sum_{x \in X_{P \cap M_{\beta_0}(F)}} i_y(f_\infty f^{\infty})((\beta_0'(t)m)^{-1}x) - \sum_{x^* \in X_{P' \cap M_{\beta_0}(F)}} \mathcal{F}_{P \cap M_{\beta_0}}(P' \cap M_{\beta_0}) i_y^*(L(\beta_0'(t)m)(f_\infty f^{\infty}))(x^*)
\]

\[= \text{Res}_{z=s_0} E(I, i_y^*(L(\beta_0'(t)m)(f_\infty f^{\infty}))_{\chi_s^*}).\]
Multiplying both sides of (5.0.13) by $\delta_P^{1/2}(\beta_0^\vee(t)m)\chi_s(tw_P(m))$, summing over $y \in P^\text{der}(F) \setminus G(F)$ and then integrating over $[G_m] \times [A^a_0]$ we arrive at

(5.0.14)

$$
\int_{[G_m] \times [A^a_0]} \sum_y \delta_P^{1/2}(\beta_0^\vee(t)m)\chi_s(tw_P(m)) \left( \sum_{x \in X_{P \cap M_0}(F)} \iota_y(f_\infty f_0^\infty)((\beta_0^\vee(t)m)^{-1}x) - \sum_{x^* \in X_{P^* \cap M_0}(F)} F_{P^* \cap M_0} t_y^s(L(\beta_0^\vee(t)m)(f_\infty f_0^\infty))(x^*) \right) dm \, dt
$$

$$
= \int_{[G_m] \times [A^a_0]} \delta_P^{1/2}(\beta_0^\vee(t)m)\chi_s(tw_P(m)) \sum_y \text{Res}_{z=s_0} E(I, t_y^s(L(\beta_0^\vee(t)m)(f_\infty f_0^\infty))) dm \, dt.
$$

To prove that the bottom sum and integral in (5.0.14) converge absolutely it suffices to prove that the top sum and integral converge absolutely. Using Lemma 2.7 and Proposition 3.11 this reduces to the assertion that the integrals in (5.0.12) are convergent. Hence

(5.0.15)

$$
\int_{y \in P^\text{der}(F) \setminus Y(F)} \sum_{P \in P^a_0(A_F)} \delta_P^{1/2}(\beta_0^\vee(t)m) \chi_s(tw_P(m)) \text{Res}_{z=s_0} E(I, t_y^s(L(\beta_0^\vee(t)m)(f_\infty f_0^\infty))) dm \, dt
$$

converges, where the integral is over $[G_m] \times [A^a_0]$. Using (5.0.8) we see that (5.0.15) unfolds to (5.0.9). This completes the proof of the first assertion of the lemma.

Let $n$ be the maximal order of the pole of $E(I, f_0^\infty)$ at $z = s_0$ as $f' \in \mathcal{S}(X_{P \cap M_0}(A_F))$ varies. Recall the continuity assertion for $t_y^s$ contained in Proposition 3.5. Using the first absolute convergence assertion of the lemma and Lemma 4.5 there are continuous linear functionals

(5.0.16)

$$
\Lambda_{i,y}(\cdot ; f_0^\infty) : \mathcal{S}(Y_{P^a_0}(F)) \longrightarrow \mathbb{C}
$$

for $0 \leq i \leq n - 1$ such that

(5.0.17)

$$
\sum_{y \in P^a_0(A_F)} \int_{A^a_0(A_F)} \delta_P^{1/2}(\beta_0^\vee(t)m) \chi_s(tw_P(m)) \text{Res}_{z=s_0} E^s(I, t_y^s(L(\beta_0^\vee(t)m)f)) dm
$$

$$
= \sum_{y \in P^a_0(A_F)} \int_{A^a_0(A_F)} \left( \sum_{i=0}^{n-1} \chi_s(tw_P(m)) |t|^{-s_0} (\log |t|)^i \tilde{\chi}(t) \Lambda_{i,y}(L(m)(f_\infty f_0^\infty)) \right) dm
$$

for all $t \in A_F^\times$. Here when $F$ is a function field we give $\mathcal{S}(Y_{P^a_0}(F)))$ the discrete topology. Varying $f_0^\infty$ and using Lemma 3.10 we deduce that

(5.0.18)

$$
\sum_{y \in P^a_0(A_F)} \int_{A^a_0(A_F)} |\chi_s(\omega_P(m)) \Lambda_{i,y}(L(m)(f_\infty f_0^\infty))| dm
$$
is convergent for each $i$. Using this fact we see that for $\text{Re}(s_{\beta_n})$ sufficiently large the integral over $t \in [G_m]^-$ of (5.0.17) is

\begin{equation}
\sum_{g \in P_0(F) \setminus Y(F)} \int_{A_0/(A_F)} \left( \int_{[G_m]^0} \sum_{i=0}^{n-1} \chi_s(t \omega_P(m)) |t|^{-s_0} (\log |t|) \frac{\Xi(t)}{t} \Lambda_{i,y}(L(m)(f_\infty f_\infty)) \right) \, dm;
\end{equation}

in other words, it is permissible to bring the integral over $t$ inside the other integral and the sum. The integrals over $t$ may be evaluated in an elementary manner, yielding the remaining assertions of the lemma.

\begin{proof}[Proof of Theorem 1.1] Assume for the moment that $f$ is $K_M$-finite and that $\text{Re}(s_{\beta})$ is sufficiently large for all $\beta \in \Delta_F$. Then, using Lemma 5.3 to justify convergence, we have

$$E_{Y_F}(f_{\chi_s}) = \int_{[M_{ab}]} \frac{\delta^1_{P}(m)}{\omega_P(m)} \sum_{x \in Y_F(F)} f(m^{-1}x) \, dm$$

\begin{align*}
&= \int_{[G_m]^{-1} \times [A^0]} \frac{\delta^1_{P}(m)}{\omega_P(m)} \sum_{x \in Y_F(F)} f((\beta_0^0(t)m)^{-1}x) \, dmd^x t \\
&\quad + \int_{[G_m]^{-1} \times [A^0]} \frac{\delta^1_{P}(m)}{\omega_P(m)} \sum_{x \in Y_F(F)} f((\beta_0^0(t)m)^{-1}x) \, dmd^x t \\
&\quad + \int_{[G_m]^{-1} \times [A^0]} \frac{\delta^1_{P}(m)}{\omega_P(m)} \sum_{x \in Y_F(F)} f((\beta_0^0(t)m)^{-1}x) \, dmd^x t.
\end{align*}

Here $d^x t$ is the measure on $[G_m]$. The subgroup $[G_m]^{-1} < [G_m]$ has nonzero measure with respect to $d^x t$ if and only if $F$ is a function field.

By Lemma 3.4 one has

\begin{equation}
\mathcal{F}_{P|P^*} \circ L(m) = \delta_{P^* \cap M^*}(m) L(m) \circ \mathcal{F}_{P|P^*}.
\end{equation}

Moreover $\delta^1_{P}(m)\delta_{P^* \cap M^*}(m) = \delta^1_{P^*}(m)$. With this in mind we apply the Poisson summation formula of Theorem 5.2 to $\frac{1}{2}$ the second integral and the third integral above to see that $E_{Y_F}(f_{\chi_s})$ is the sum of (5.0.21) and (5.0.22) below:

\begin{align}
\sum_{g \in P_0(F) \setminus Y(F)} \int_{A_0/(A_F)} \left( \int_{[G_m]^0} \sum_{i=0}^{n-1} \chi_s(t \omega_P(m)) |t|^{-s_0} (\log |t|) \frac{\Xi(t)}{t} \Lambda_{i,y}(L(m)(f_\infty f_\infty)) \right) \, dm;
\end{align}

\begin{align*}
&= \int_{[G_m]^{-1} \times [A^0]} \frac{\delta^1_{P}(m)}{\omega_P(m)} \sum_{x \in Y_F(F)} f((\beta_0^0(t)m)^{-1}x) \, dmd^x t \\
&\quad + \frac{1}{2} \int_{[G_m]^{-1} \times [A^0]} \frac{\delta^1_{P}(m)}{\omega_P(m)} \sum_{x \in Y_F(F)} f((\beta_0^0(t)m)^{-1}x) \, dmd^x t \\
&\quad + \frac{1}{2} \int_{[G_m]^{-1} \times [A^0]} \frac{\delta^1_{P^*}(m)}{\omega_F(m)} \sum_{x \in Y_{F^*}(F)} \mathcal{F}_{P|P^*}(f)((\beta_0^0(t)m)^{-1}x) \, dmd^x t \\
&\quad + \int_{[G_m]^{-1} \times [A^0]} \frac{\delta^1_{P^*}(m)}{\omega_F(m)} \sum_{x \in Y_{F^*}(F)} \mathcal{F}_{P|P^*}(f)((\beta_0^0(t)m)^{-1}x) \, dmd^x t.
\end{align*}
and

\[(5.0.22)\]
\[
\frac{1}{2} \int_{[G_m]^{-}\times [A^{\beta_0}]} \chi_s(t\omega_P(m)) \sum_{s_0 \in \mathbb{C}} \frac{w(s_0)}{K_F} \left( \sum_{y, \chi'} \delta_p^{1/2}(\beta_0'(t)m) \text{Res}_{z=s_0} E(I, \tau_y^*(L(\beta_0'(t)m)f)_{\chi'_z}) \right. \\
\left. - \sum_{y, \chi'} \delta_p^{1/2}(\beta_0'(t)m) \text{Res}_{z=s_0} E^*(I, \tau_y^*(L(\beta_0'(t)m)f)_{\chi'_z}) \right) \text{dmd}t \\
+ \int_{[G_m]^{-}\times [A^{\beta_0}]} \chi_s(t\omega_P(m)) \sum_{s_0 \in \mathbb{C}} \frac{w(s_0)}{K_F} \left( \sum_{y, \chi'} \delta_p^{1/2}(\beta_0'(t)m) \text{Res}_{z=s_0} E^*(I, \tau_y^*(L(\beta_0'(t)m)f)_{\chi'_z}) \right. \\
\left. - \sum_{y, \chi'} \delta_p^{1/2}(\beta_0'(t)m) \text{Res}_{z=s_0} E^*(I, \tau_y^*(L(\beta_0'(t)m)f)_{\chi'_z}) \right) \text{dmd}t
\]

where the sums over \( y \) are over \( P^{\text{der}}(F) \setminus Y(F) \) and the sums over \( \chi' \) are over \( A_{G_m} F^\times \setminus A_{F}^\times \).

We recall that the sums over \( s_0 \) have finite support in a set depending only on the \( K_M \)-type of \( f \) by Conjecture 1.3 in the number field case and the fact that \( E(I, f_{\chi_s}) \) is rational in the sense of [MW95, IV.1.5] in the function field case [MW95, Proposition IV.1.12]. Moreover, using Lemma 3.4 we see that the sums over \( \chi' \) have support in a finite set depending only on the \( K_M \)-type of \( f \).

For the remainder of the proof we continue to assume that \( \text{Re}(s_0) \) is sufficiently large for \( \beta \in \Delta_P \). Our goal is to understand the behavior of \( E_{Y_P}(f_{\chi_s}) \) as a function of \( s_0 \). Lemma 5.3 implies that the upper two integrals in (5.0.21) converge absolutely for \( \text{Re}(s_0) \) large enough, and hence they converge for all \( s_0 \). Lemma 5.3 also implies that the lower two integrals in (5.0.21) converge absolutely for \( \text{Re}(s_0) \) small enough. Thus they converge for all \( s_0 \). We deduce that (5.0.21) is a holomorphic function of \( s_0 \).

Now consider (5.0.22). We have the functional equation

\[(5.0.23)\]
\[
E(I, \tau_y^*(L(m)f)_{\chi^*_{s_0}}) = \delta_{P^\ast \cap M^\ast}(m) E^*(I, \tau_y^*(L(m)F_{P\ast})_{\chi^*_{s_0}})
\]

by Proposition 3.11, Theorem 4.2 and (5.0.20). Using Lemma 5.4 and (5.0.23) to justify switching sums and integrals, we deduce that for \( \text{Re}(s_0) \) sufficiently large (5.0.22) is equal to

\[(5.0.24)\]
\[
\frac{1}{2} \sum_{s_0 \in \mathbb{C}} \frac{w(s_0)}{K_F} \sum_{y} \int_{[G_m]^{-}\times [A^{\beta_0}(A_F)]} \chi_s(t\omega_P(m)) \left( \delta_p^{1/2}(t\omega_P(m)) \text{Res}_{z=s_0} E(I, \tau_y^*(L(\beta_0'(t)m)f)_{\chi^*_{s_0}}) \right. \\
\left. - \delta_p^{1/2}(t\omega_P(m)) \text{Res}_{z=s_0} E^*(I, \tau_y^*(L(\beta_0'(t)m)f)_{\chi^*_{s_0}}) \right) \text{dmd}t
\]
shows that the poles of it suffices to show that for each character in some cases. Without loss of generality we take and (1.3)

Thus we have assumed that \( f \) is \( K_M \)-finite. To remove this assumption we note that for any \( f \in S(X_P(\mathbb{A}_F)) \) and any \( \chi \in \mathbb{A}_m \mathbb{F}^{\chi}\backslash \mathbb{A}_F^{\chi} \) there is a \( K_M \)-finite \( f' \in S(X_P(\mathbb{A}_F)) \) such that \( f_{\chi_s} = f'_{\chi_s} \). It will then satisfy \( \mathcal{F}_{P(P^*)}(f)^{s}_{\chi_s} = \mathcal{F}_{P(P^*)}(f')^{s}_{\chi_s} \) by Theorem 3.3. This allows us to remove the \( K_M \)-finiteness assumption.

The proof of Theorem 1.1 shows that the poles of \( E_{Y_P}(f_{\chi_s}) \) are controlled by the poles of \( E(I, f'_{\chi_s}) \) for \( f' \in S(X_{P \cap M_{\beta_0}}(\mathbb{A}_F)) \). In particular it is easy to deduce the following corollary from the proof:

**Corollary 5.5.** Under the hypotheses of Theorem 1.1, for fixed \( (s_\beta) \in \mathbb{C}^{\Delta_{P'}} \) with \( \text{Re}(s_\beta) \) sufficiently large (for \( \beta \neq \beta_0 \)) the order of the pole of \( E_{Y_P}(f_{\chi_s}) \) at \( s_{\beta_0} = s_0 \) is no greater than the maximum of the orders of the pole of \( E(I, f'_{\chi_s}) \) at \( z = s_0 \) as \( f' \) ranges over \( S(X_{P \cap M_{\beta_0}}(\mathbb{A}_F)) \).  

6. On the poles of degenerate Eisenstein series

We assume for this section that \( F \) is a number field. Our goal here is to verify conjectures 1.3 and 1.4 in some cases. Without loss of generality we take \( G = M_{\beta_0} \), thus \( P \leq G \) is now a maximal parabolic subgroup containing our fixed Borel \( B \) and \( P^* \) is the opposite parabolic. Let \( Q \) be the unique maximal parabolic subgroup containing \( B \) that is conjugate to \( P^* \).

Let \( K \leq G(\mathbb{A}_F) \) be a maximal compact subgroup and let \( \mathbb{C}_+ := \{ z \in \mathbb{C} : \text{Re}(z) > 0 \} \).

**Lemma 6.1.** To prove Conjecture 1.3 it suffices to show that for each character \( \chi \in \mathbb{A}_m \mathbb{F}^{\chi}\backslash \mathbb{A}_F^{\chi} \) there is a finite set \( \Upsilon(\chi) \subset \mathbb{C}_+ \) such that if \( E(g, \Phi_P^{\chi}) \) or \( E(g, \Phi_Q^{\chi}) \) has a pole at \( s = s_0 \) with \( \text{Re}(s_0) > 0 \) for any holomorphic \( K \)-finite section \( \Phi_P^{\chi} \in I_P(\chi_s) \) or \( \Phi_Q^{\chi} \in I_Q(\chi_s) \) then \( s \in \Upsilon(\chi) \).
Proof. By the observations in the proof of Lemma 3.1 if \( a_{P|P}(\chi_s) \) has a pole at \( s = s_0 \) for \( \text{Re}(s_0) \geq 0 \) then \( s_0 = 0 \). Moreover, the order of the pole is bounded by an integer depending only on \( P \) and \( G \). Thus for any \( f \in \mathcal{S}(X_{P}(\mathbb{A}_F)) \) Theorem 4.2 implies that the only possible pole of \( E(g,f_{\chi_s}) \) on the line \( \text{Re}(s) = 0 \) is at \( s = 0 \) and its order is bounded in a sense depending only on \( P \) and \( G \).

Now consider poles of \( E(g,f_{\chi_s}) \) for \( \text{Re}(s) < 0 \). Using notation from the proof of Theorem 4.2 and arguing as in that proof we have

\[
E(g,f_{\chi_s}) = E^*(g,\mathcal{F}_{P|P^*}(f)_{\chi_s}^*) = E_Q(g,j(\mathcal{F}_{P|P^*}(f)_{\chi_s}^*)).
\]

Thus the order of the pole of \( E(g,f_{\chi_s}) \) at \( s_0 \) is equal to the order of the pole of \( E_Q(g,j(\mathcal{F}_{P|P^*}(f)_{\chi_s}^*)) \) at \( s_0 \). Since \( \mathcal{F}_{P|P^*}(f) \in \mathcal{S}(X_{P^*}(\mathbb{A}_F)) \) and \( a_{P|P^*}((\chi_s)^{-1}) \) is holomorphic for \( \text{Re}(s) < 0 \) by Lemma 4.1 we have that \( \mathcal{F}_{P|P^*}(f)_{\chi_s}^* \in I_{P^*}(\chi_s) \) is a holomorphic section for \( \text{Re}(s) < 0 \). This implies \( j(\mathcal{F}_{P|P}(f)_{\chi_s}^*) \) is a holomorphic section of \( I_Q((\chi^{-1})_{-s}) \) for \( \text{Re}(s) < 0 \). The lemma follows. \( \square \)

The proof of the following lemma is analogous:

**Lemma 6.2.** To prove Conjecture 1.4 it suffices to show that there is a finite set \( \Upsilon \subset \mathbb{C}_+ \) and an integer \( n > 0 \) such that if \( E(g,\Phi_P^{\chi_s}) \) or \( E(g,\Phi_Q^{\chi_s}) \) has a pole at \( s = s_0 \) with \( \text{Re}(s_0) > 0 \) for any \( \chi \in A_{G_m}F^* \backslash \mathbb{A}_F^* \) and holomorphic \( K \)-finite sections \( \Phi_P^{\chi_s} \in I_P(\chi_s) \) or \( \Phi_Q^{\chi_s} \in I_Q(\chi_s) \) then \( s_0 \in \Upsilon \) and \( \chi^n = 1 \). \( \square \)

**Theorem 6.3.** Suppose that \( G = \text{Sp}_{2n} \) and that \( P \) is the Siegel parabolic, that is, the parabolic subgroup with Levi subgroup isomorphic to \( \text{GL}_n \). Then Conjecture 1.4 is true.

**Proof.** We use the results of [Ike92]. We point out that \( a_{P|P}(\chi_s) = a_{I_{2n}}(\chi_s) \) in the notation of loc. cit. by [GHL23, §4.3]. Thus the theorem follows from Lemma 6.2, the fact that \( a_{P|P}(\chi_s) \) is holomorphic and nonzero for \( \text{Re}(s) > 0 \) by Lemma 4.1, and the Corollary of [Ike92, Proposition 1.6]. \( \square \)

**Theorem 6.4.** Suppose that \( G = \text{SL}_n \). Then Conjecture 1.3 is true.

**Proof.** This can be derived using Lemma 6.1 and the same arguments as those proving [HM15, Theorem 1.4]. The proof comes down to two statements explained in [HM15, §6]. The first is the statement that a certain quotient of completed \( L \)-functions depending on \( \chi \) has only finitely many poles for \( \text{Re}(s) > 0 \). The second is that a certain normalized intertwining operator has only finitely many poles. These are proven exactly as in loc. cit. The required facts on induced representations of \( \text{GL}_2 \) may be found in [JL70]. \( \square \)

Much of the work towards proving Conjecture 1.4 for arbitrary parabolic subgroups of symplectic groups is contained in [Han18], and much of the work towards proving Conjecture 1.4 for general linear groups is contained in [HM15]. The additional steps necessary seem to require careful analysis of the reducibility points of local principal series representations.
at the archimedean places. More generally, the nonarchimedean work in [Hsu21] reduces
Conjecture 1.4 to a related conjecture involving only the archimedean theory for any simple
group not of type $E$ or $F$.

### Appendix A. Possible Generalizations

In this paper we have focused on series related to degenerate Eisenstein series as opposed
to cuspidal Eisenstein series. One of our reasons for this decision is that the the Poisson
summation conjecture is not yet known for the spherical varieties attached to cuspidal Eisenstein
series.

This leads one to two interconnected questions:

1. Can one prove analogous results for series related to general Eisenstein series (e.g. cus-
   pidal Eisenstein series)?
2. Can one work directly with Eisenstein series without explicit reference to the Poisson
   summation conjecture?

In this appendix we explain our expected answers to these questions.

We maintain the notation adopted earlier in the paper. In particular $P < P' \leq G$ are
a pair of parabolic subgroups with $P$ maximal in $P'$, $Y \subset G$ is a subscheme stable under
left multiplication by $P'$, etc. Let $\sigma$ be an irreducible $A_M \setminus M(\mathbb{A}_F)$-subrepresentation of
$L^2(A_M M(F) \setminus M(\mathbb{A}_F))$. We can then form the global induced representations

$$I_P(\sigma) := \text{Ind}_{P}^G(\sigma)$$

and

$$I_{P^*}(\sigma) := \text{Ind}_{P^*}^G(\sigma)$$

of $G(\mathbb{A}_F)$ and the subspaces

$$I_P(\sigma)^0 := \text{Ind}_{P}^G(\sigma)^0 < I_P(\sigma),$$

$$I_{P^*}(\sigma)^0 := \text{Ind}_{P^*}^G(\sigma)^0 < I_{P^*}(\sigma)$$

in the usual manner [GH24, §10.1-10.3]. For $\varphi \in I_P(\sigma)^0$ and $\varphi^* \in I_{P^*}(\sigma)^0$ we form the
Eisenstein series

\begin{equation}
E(x, \varphi, s) := \sum_{\gamma \in P(F) \setminus G(F)} \varphi(\gamma x) e^{(H_P(\gamma x), s + \rho_P)}
\end{equation}

\begin{equation}
E(x, \varphi^*, s) := \sum_{\gamma \in P^*(F) \setminus G(F)} \varphi^*(\gamma x) e^{(H_P(\gamma x), s)} e^{(H_{P^*}(\gamma x), \rho_{P^*})}.
\end{equation}

Here we are identifying $\mathbb{C}^{k+1}$ with the vector space $\mathfrak{a}^*_M \otimes \mathbb{C}$ of loc. cit.

In this context generalized Schubert Eisenstein series are the sums

\begin{equation}
E_{Y_P}(x, \varphi, s) := \sum_{y \in M^{ab}(F) \setminus Y_P(F)} \varphi(y x) e^{(H_P(\gamma x), s + \rho_P)}
\end{equation}

\begin{equation}
E_{Y_{P^*}}(x, \varphi^*, s) := \sum_{y \in M^{ab}(F) \setminus Y_{P^*}(F)} \varphi^*(y x) e^{(H_P(\gamma x), s)} e^{(H_{P^*}(\gamma x), \rho_{P^*})}.
\end{equation}
Assume Re($s_i$) is sufficiently large for $1 \leq i \leq k$. If Re($s_0$) is sufficiently large (resp. small) then $E_{Y_p}(x, \varphi, s)$ (resp. $E^*_{Y_p}(x, \varphi^*, s)$) converges absolutely by comparison with $E(x, \varphi, s)$, (resp. $E^*(x, \varphi^*, s)$) [GH24, Proposition 10.3.1]. We expect that $E_{Y_p}(x, \varphi, s)$ and $E^*_{Y_p}(x, \varphi^*, s)$ admit meromorphic continuations in $s_0$ and a functional equation relating one to the other.

In order to prove this one could probably roughly argue as we have in this paper. One would want to break $E_{Y_p}(x, \varphi, s)$ into an infinite (but convergent) sum of Eisenstein series on $M_{\beta_0}$ as before. One would then try to prove that the well-known properties of Eisenstein series under intertwining operators are inherited by these sums. In other words, one would want to study intertwining operators in families. The key difficulty to overcome to complete the argument is to understand this family of intertwining operators. This may require normalization. The argument would also be complicated by the necessity of understanding infinite sums of Eisenstein series outside their ranges of absolute convergence.

To relate this to the philosophy of the current paper we observe that the Fourier transform is essentially a lift to the Schwartz space of a normalized intertwining operator. Moreover it is easier (at least for the authors) to understand Poisson summation formulae in families as opposed to infinite linear combinations of meromorphically continued functions. In the former case one is always working with absolutely convergent sums, and not functions only defined via meromorphic continuation. This gives a conceptual advantage of working with Schwartz spaces.
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