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ABSTRACT

Individual probabilities refer to the probabilities of outcomes that are realized only once: the probability that it will rain tomorrow, the probability that Alice will die within the next 12 months, the probability that Bob will be arrested for a violent crime in the next 18 months, etc. Individual probabilities are fundamentally unknowable. Nevertheless, we show that two parties who agree on the data—or on how to sample from a data distribution—cannot agree to disagree on how to model individual probabilities. This is because any two models of individual probabilities that substantially disagree can together be used to empirically falsify and improve at least one of the two models. This can be efficiently iterated in a process of "reconciliation" that results in models that both parties agree are superior to the models they started with, and which themselves (almost) agree on the forecasts of individual probabilities (almost) everywhere. We conclude that although individual probabilities are unknowable, they are contestable via a computationally- and data-efficiency process that must lead to agreement. Thus we cannot find ourselves in a situation in which we have two equally accurate and unimprovable models that disagree substantially in their predictions—providing an answer to what is sometimes called the predictive multiplicity problem.
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1 INTRODUCTION

Probabilistic modelling in machine learning and statistics predicts "individual probabilities" as a matter of course. In weather forecasting, we speak of the probability of rain tomorrow; in life insurance underwriting we speak of the probability that Alice will die in the next 12 months; in recidivism prediction we speak of the probability that an inmate Bob will commit a violent crime within 18 months of being released on parole; in predictive medicine we speak of the probability that Carol will develop breast cancer before the age of 50 — and so on. But these are not repeated events: we have no way of directly measuring an "individual probability" — and indeed, even the semantics of an individual probability are unclear and have been the subject of deep interrogation within the philosophy of science and statistics [13, 26] and theoretical computer science [17]. Within the philosophy of science, puzzles related to individual probability have been closely identified with "the reference class problem" [26]. This is a close cousin of a concern that has recently arisen in the context of fairness in machine learning called the "predictive multiplicity problem" (a focal subset of "model multiplicity problems") [8, 30] which [9] earlier called the "Rashomon Effect". At the core of both of these problems is the fact that from a data sample that is much smaller than the data universe (i.e. the set of all possible observations), we will have observed at most one individual with a particular set of characteristics, and at most one outcome for the event that an "individual probability" speaks to: It will either rain tomorrow or it will not; Alice will either die within the next year or she will not; etc. We do not have the luxury of observing a large number of repetitions and taking averages.

[13] lays out two broad classes of perspectives on individual probabilities: the group to individual perspective and the individual to group perspective. The group to individual perspective is roughly as follows: We cannot measure individual probabilities from data, but we can measure averages of outcomes within sufficiently large reference classes $S$. A reference class $S$ is just some well defined subset of the observed data: for example (in the weather forecasting setting) the set of days in which there is cloud cover and humidity is above 60%, or (in the life insurance setting) the set of 65 year old women with a history of high blood pressure. Given a reference class that is large enough that we have observed in our data many members of the reference class, we can empirically estimate the prevalence of the outcome we are concerned with forecasting (rain, death within 12 months) for members of the reference class. Then, if we are asked to forecast an individual probability (the probability that Alice will die within the next 12 months), we simply pick an appropriate reference class $S$ such that Alice $\in S$ and then respond with the proportion of observed deaths within a 12 month period for individuals from reference class $S$. The principal problem with this approach (known as the "reference class problem" [26]) is that Alice will simultaneously be a member of many different reference classes $S$. We cannot condition on everything we know about Alice, or we will end up with a reference class that does not contain enough examples for us to do statistical inference on: thus we must pick and choose. But should we have conditioned on her age, gender and blood pressure? What about her weight? Her job? Her marital status? Her vaccination history? Defining reference classes with
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respect to different subsets of these attributes will generally lead to different estimates for the probability that Alice will die within the next 12 months: what privileges one of these estimates over another? This is the reference class problem.

On the other hand, the *individual to group* perspective treats individual probabilities as the first class objects. This is the perspective most familiar in machine learning and statistics: models \( f \) are learned from data with the goal of mapping individuals (e.g. “Alice”) to individual probabilities for the outcome of interest, \( f(Alice) \).

Models of individual probabilities can also be aggregated over to give predicted probabilities conditional on reference classes. If we want to evaluate the probability of an outcome conditional on some (and perhaps others) that are equally accurate, but disagree substantially in their predictions, but are seemingly equally consistent with the data before us. The multiplicity problem arises when we have multiple models that have large disagreements in many of their individual predictions that nevertheless are equally consistent with the data on a large collection of reference classes. This is an instance of the *predictive multiplicity* problem [8, 9, 30].

The predictive multiplicity problem is usually not phrased in terms of multicalibration and reference classes, but in terms of *accuracy* or *error*. If a model encodes true individual probabilities, then it will minimize expected squared error\(^2\) amongst all possible models. Moreover, expected squared error is something that we can efficiently estimate from data. Hence, if we have two models \( f_1 \) and \( f_2 \), and we can infer from data that \( f_1 \) has lower expected squared error than \( f_2 \), then this is an empirical falsification of the hypothesis that \( f_2 \) correctly encodes individual probabilities. This serves as a normative justification for selecting amongst models based on their accuracy, which is a common practice. The predictive multiplicity problem arises when we have two models \( f_1 \) and \( f_2 \) (and perhaps others) that are equally accurate, but disagree substantially on many of their predictions. More generally the predictive multiplicity problem arises when we have multiple models that differ substantially in their predictions, but are seemingly equally consistent with the data before us.

Despite arising from different conceptions of individual probability, the reference class problem and the predictive multiplicity problem result in the same practical concern: that data do not encode unique estimates for the individual probabilities for many individuals. If this is the case, then what justification do we have in making consequential decisions as a result of predictions that our models make about individual probabilities? How can we justify setting a high rate for Alice’s life insurance, denying parole to Bob, or suggesting life-altering preventative surgery to Carol based on the predictions of some model \( f_1 \) if we have an equally good (and equally well supported by the data) model \( f_2 \) that makes predictions that would lead us to take the opposite course of action?

### 1.1 Our Results

We show that given a common understanding of the data (or the process of sampling from the data distribution), models of individual probabilities are *contestable* through an efficient model reconciliation process that must lead to broad agreement. Specifically, suppose one party \( A \) proposes a model of individual probabilities \( f_A \), that another party \( B \) thinks is flawed. \( B \) can *contest* \( f_A \) by proposing their own model of individual probabilities \( f_B \). There are two possible outcomes:

1. \( f_A \) and \( f_B \) agree in their predictions almost everywhere. In this case, it turns out there was no substantial disagreement.
2. \( f_A \) and \( f_B \) substantially disagree in their predictions for a large portion of the population.

In the second case, we can efficiently extract from the disagreement region of \( f_A \) and \( f_B \) a large reference class \( S = (f_A, f_B) \) such that on this reference class, not only do \( f_A \) and \( f_B \) disagree on individual predictions, they also disagree substantially on their prediction of the average outcome conditional on membership in \( S \). Because \( S \) is large, from only a modest amount of data, we can accurately estimate the average outcome conditional on \( S \). But because \( f_A \) and \( f_B \) have a substantial disagreement about this quantity, our measurement is guaranteed to falsify at least one of the two models.

Suppose it is model \( f_B \) that is falsified. Then, using a very simple and efficient model update operation of the same sort used for computing multicalibrated models [27], we can update \( f_B \) to produce a new model \( f_B' \) that now makes predictions that are correct on average over \( S \). The new model \( f_B' \) is guaranteed to have significantly reduced squared error compared to \( f_B \), and so is a better model not only in that it has not yet been falsified, but in that it is more accurate.

After this update, we can then repeat the process: Either \( f_A' \) and \( f_B \) agree on their predictions almost everywhere, or we can again falsify one of the models and improve it using a large reference class \( S' = (f_A', f_B) \). The only way for this process to end is with two models that agree in their predictions almost everywhere. Moreover, because each iteration of falsification and improvement improves the expected squared error of at least one of the two models, the process cannot continue for very many iterations — fast agreement of the models is guaranteed.

In Section 4, we formally derive the guarantees of our model reconciliation process under the assumption that we can directly evaluate conditional outcome probabilities conditional on large reference classes \( S \): this makes our analysis more transparent. In the full version, we show that we can run our model reconciliation process on the empirical distribution over a modestly sized dataset that is *sampled* i.i.d. from some unknown underlying distribution.

---

\(^1\)Here of course what is input to the model is some *representation* of the individual, encoding the information that we have available about them.

\(^2\)At any proper scoring rule.
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and that its guarantees carry over to the unknown distribution of interest. Here "modestly sized" means a number of samples that is independent of the complexity of the models to be reconciled or the dimension (or any other property) of the underlying distribution, and that depends only polynomially on the quantitative parameters controlling how closely we want the models resulting from the reconciliation process to agree. In Section 5 we show how to affix a single, modestly sized sample to a model (which we call a contestable model) which can be used to reconcile that model with an exponentially large sequence of models that might be used to contest it in the future.

2 DISCUSSION

Are “Individual Probabilities” Coherent? What are we assuming when we model the world using “individual probabilities”? Are we assuming some kind of idealized, unrealized randomness, which is simply a poor stand-in for our ignorance of the relevant processes? No. Our modelling choices do not preclude a deterministic world: all true individual "probabilities" could be 0 or 1, simply recording the outcomes of interest. We still allow for models to predict non-integer probabilities; we can view these as simply expressing uncertainty about the outcomes, or as encoding objective features of a stochastic universe. Our results imply that after reconciliation, two parties must agree about their assignments of individual probabilities, regardless of the philosophical commitments each may have about the nature of probability.

Agreement is Guaranteed; Not Truth. We emphasize that individual probabilities are not uniquely determined from observed data. Consider a toy model of weather forecasting in which features \( x \) encode the date, and outcomes \( y \) encode whether or not it rains on that date. The following two situations are observationally indistinguishable:

1. On every day \( x \), the individual probability of rain \( p(x) = 1/2 \), and
2. Before the start of time, God selected a subset of days uniformly at random to have individual probability of rain \( p(x) = 1 \) and the remaining set to have individual probability of rain \( p(x) = 0 \).

There is no hope of distinguishing these two situations from data about outcomes alone, and so it is plainly impossible to learn a model that is guaranteed to accurately encode individual probabilities from such data—indeed, it is not clear that this goal is meaningful, as they are not uniquely determined.\(^5\) Nevertheless, suppose we believed that the individual probability of rain was \( p(x) = 1/2 \) every day. If we met a forecaster who was able to make more accurate predictions (i.e. predictions that had lower squared error) on previously unobserved data, we would be forced to recognize that our model was incorrect—because we could compare the performance of the two models on data. This drives our result (and similar work on multiple expert testing [2, 20]—see Section 2.1), and is the reason that we can guarantee agreement rather than truth. Nevertheless, the updates that result from our reconciliation process always move towards truth—because they are error improving—but they stop when the available models agree, which might be well before truth is attained.

Predictive Multiplicity Comes from Restricting Model Classes. Previous work has empirically noted and quantified the phenomenon of predictive multiplicity—i.e. that solving an error minimization problem over some class of models can result in multiple solutions of (roughly) equivalent error [10, 30]. How do these results square with our contention that the predictive multiplicity problem cannot arise, because two equally accurate but substantially different models constructively imply the existence of a more accurate model?

The answer is that predictive multiplicity can arise when models are restricted to lie within some pre-specified hypothesis class, like linear threshold functions, bounded depth decision trees, or neural networks with a particular architecture. Traditionally machine learning is done by optimizing a model within a fixed model class, and this is the setting in which predictive multiplicity has been empirically observed and quantified. In contrast, our algorithm for reconciling pairs of models \( f_1 \) and \( f_2 \) produces a model \( f_3 \) that need not lie in the same model class as \( f_1 \) and \( f_2 \). This is key to sidestepping the predictive multiplicity problem. Traditional methods in machine learning and statistics optimize over models from restricted classes to avoid the problem of overfitting. In contrast, we avoid overfitting despite not restricting our model classes a priori by bounding the number of updates that can occur through our reconciliation process.

Do models really predict individual probabilities? Another objection we can imagine is that in the settings we discuss—weather prediction, life insurance underwriting, recidivism prediction, etc.—it is logically impossible to observe repeated trials, because tomorrow will only occur once. Alice has only one life to live, and so on. In contrast, when we move to the formalism of a probability distribution over representations of individuals, it may be extremely unlikely (or even a measure 0 event) to observe the same representation of an individual multiple times, but it is no longer a logical impossibility. Said another way, when we model individuals in some representation space, we may fail to record idiosyncratic details of the individual, and so we are no longer speaking of individual probabilities, but rather average outcomes over the reference class defined by people who share the same representation. But this is not a sharp distinction, because our results have no dependence at all on the dimensionality or complexity of the representation we use for individuals. For this objection to have teeth, it must be that there is some crucial idiosyncrasy of an individual that we have failed to capture in our representation: if so, add this to our representation! Our results remain the same (not just qualitatively but also quantitatively) even if the representation of every individual records the position of every molecule in their body, a complete history of their life from birth until the present, or anything else,
and so does not rely even implicitly on having only an impoverished representation of an individual to work with rather than "the real thing".

2.1 Additional Related Work

Our work is related to a number of strands of literature across statistics, economics, and computer science. Aumann [3] proved that two Bayesians who share a common prior, but may have made different observations, must agree on the posterior expectation of a random variable if their posterior distributions are common knowledge. Although Aumann’s original result was nonconstructive, subsequent work has shown that agreement can be reached with finite, communication efficient protocols [1, 23]. Despite similarity in its conclusions, this line of work is quite distinct from ours. In the Bayesian setting that this line of work focuses on, it is immediate that two agents who share the same set of observations and prior beliefs must share the same posterior beliefs (as a posterior distribution is determined, via Bayes rule, as a function only of the prior distribution and observations). Aumann’s agreement theorem instead shows that if agents have arrived at common knowledge of their posterior distributions, then their posteriors must agree even if they have not directly shared their observations. In contrast, in a frequentist setting, individual probabilities are not uniquely determined from data, which forms the basis of the reference class problem [26] and the model multiplicity problem [8]. Our work considers how two frequentist agents who agree on the same set of data (or the distribution from which it was drawn) must come to agree on individual probabilities — a problem which would not arise in the first place if they were Bayesian agents with a common prior.

[11] proposed calibration as a desirable frequentist condition for evaluating probabilistic forecasts: roughly speaking that the outcome being forecast should have appeared with empirical frequency p conditional on the forecaster predicting probability p of the outcome, simultaneously for all predictions p. Subsequently, [12] studied a substantial strengthening of this condition called computable calibration that requires calibration to hold simultaneously on all computable subsets of the data. Dawid proved that in the infinite data limit, two computably calibrated forecasters must approximately agree in their predictions almost everywhere — that is, except on a finite subset of the data [12]. He notes explicitly that this criterion is not of practical use in finite data scenarios, and speculates about the desirability of restrictions of computable calibration to finite sample scenarios (anticipating multicalibration [27]). Multicalibration [27] asks for calibration on a restricted class of subsets of the data. [27] gave algorithms for learning multicalibrated predictors with data requirements that scale only modestly with the number of subsets of the data on which calibration is required (and efficient algorithms whenever it is possible to efficiently optimize over these subsets)—but multicalibrated forecasts need not be unique. [28] generalized multicalibration (which aims to be consistent with mean outcomes) to moments and other properties of real valued outcomes, and gave efficient algorithms for obtaining these guarantees. [17] generalized multicalibration to notions of "outcome indistinguishability" that ask that a probabilistic forecaster be indistinguishable from a true probabilistic model with respect to a hierarchy of distinguishers that might have access not just to the predictions but to the implementation details of the forecaster itself. [17] explicitly connect outcome indistinguishability to philosophical questions surrounding individual probabilities. Multicalibration has proven to be an effective technique for improving individual predictions in several applications in predictive medicine [4, 5].

[21] gave the first algorithm to constructively make predictions of individual probabilities guaranteed to generate calibrated forecasts against arbitrary sequences of outcomes (and so necessarily without any knowledge of the "true individual probabilities", since the outcomes can be generated adversarially, with knowledge of the predictor’s algorithm). [33] show constructively how to achieve calibration in the infinite data limit on any computable subsequence of an arbitrary sequence of outcomes. [32] showed that any empirical test (not just calibration tests) that is guaranteed to pass an expert who is forecasting true individual probabilities can be passed by a prediction algorithm on any sequence of outcomes. This is closely related to the fact that individual probabilities are not uniquely specified by data — and so we cannot attempt to test an expert by computing unique individual probabilities ourselves. [25] gave computationally and sample efficient algorithms for achieving multi-calibrated forecasts against arbitrary sequences of outcomes — for means, moments, and quantiles. [7] gave practical implementations of quantile multicalibration algorithms in adversarial sequential settings, and applied them to give algorithms for producing prediction sets of various kinds of classifiers with calibrated, group-wise conditionally valid guarantees.

Although [32] showed that no empirical test of outcomes can distinguish a forecaster with knowledge of true individual probabilities from one without such knowledge in isolation, [2] and [20] showed that there are comparative tests that can distinguish between two forecasters, one of whom is forecasting true individual probabilities and one of whom is not. In particular, the test of [20] is based on checking for cross-calibration between two forecasters — i.e. calibration conditional on the predictions of both forecasters, and is driven by the fact that on a sequence of predictions such that one forecaster predicts a probability for an outcome p and the other predicts a probability p' ≠ p, they cannot both be right, which is empirically verifiable if there are many such rounds. In the context of studying the utility of predictors for downstream fairness interventions, [22] study predictors that are refinements of one another (in the sense of [14, 15]). They give a simple algorithm ("Merge") that given any two predictors f1, f2, produces a predictor f3 that is cross-calibrated with respect to f1 and f2, and hence is a refinement of both. A variant of the "Merge" algorithm of [22] could be used in place of our "Reconcile" algorithm in our arguments; the two algorithms have incomparable data requirements, but would lead to the same qualitative conclusions.

[24] proposes a framework in which models that are sub-optimal on different subsets of the population can be updated and improved as part of a "bias bounties" program by means of falsification; this is another setting in which models can be made to be contestable.

3 BASIC SETTINGS AND DEFINITIONS

We study prediction tasks over a domain Z = X × Y. Here X represents the feature domain and Y represents the label domain. To avoid dealing with measure-theoretic issues, we assume in this
paper that \( X \) is a discrete set, but this is not essential to any of our results. For this paper we will restrict attention to binary prediction tasks, where \( Y = \{0, 1\} \) records the outcome of some binary event. Given a labelled example \((x, y) \in \mathcal{Z}\), we view \( x \) as encoding all observable characteristics of the instance (e.g. meteorological conditions in a weather prediction task, demographic attributes and medical history in a predictive medicine task, etc.), and \( y \) represents the binary outcome we are trying to predict (and when part of the training data, represents the outcome of the binary event that we have observed and recorded).

We model the world via a distribution \( D \in \mathcal{D} \). Generally we will not have a direct description of the distribution, and instead have access only to a sample of \( n \) datapoints \( D \) sampled i.i.d. from \( D \), which we will write as \( D \in \mathcal{D}^n \). We will also sometimes identify a dataset \( D = \{(x_1, y_1), \ldots, (x_n, y_n)\} \) with the empirical distribution over \( D \), which is simply the discrete distribution that places probability mass \( 1/n \) on each point \((x_i, y_i)\) for \( i \in \{1, \ldots, n\} \).

A model is some function \( f: X \rightarrow \{0, 1\} \), and our (typically unattainable goal) is to find a model \( f^* \) that has the property that for all \( x \in X \), \( f^*(x) = \Pr_{(x,y) \sim D}(y = 1 \mid x) \) is the conditional label expectation given \( x \), or (since we are assuming labels are binary) just “the individual probability” of the outcome for \( x \).

Suppose someone purports to have a model for individual probabilities \( f \). How can we evaluate whether \( f \) is any good? If our goal was purely prediction, we might evaluate \( f \) via its squared error — i.e. the expected (squared) deviation of its prediction from the true probability.

**Definition 3.1 (Brier Score).** The squared error (also known as Brier score) of a model \( f \) evaluated on distribution \( D \) is:

\[
B(f, D) = \mathbb{E}_{(x,y) \sim D}[(f(x) - y)^2]
\]

Observe that when we treat a dataset \( D = \{(x_1, y_1), \ldots, (x_n, y_n)\} \) as an empirical distribution, then we have:

\[
B(f, D) = \frac{1}{n} \sum_{i=1}^{n} (f(x_i) - y_i)^2
\]

The Brier score can be accurately estimated given access only to samples from a distribution, and a justification for evaluating models via their Brier score is that amongst all models, the Brier score is minimized by the true individual probabilities encoded by a probability distribution.

**Lemma 3.1.** Fix any probability distribution \( D \) and let \( f^*(x) = \Pr_{(x,y) \sim D}(y = 1 \mid x) \) represent the true individual probabilities encoded by \( D \). Let \( f: X \rightarrow \{0, 1\} \) be any other model. Then:

\[
B(f^*, D) \leq B(f, D)
\]

Thus if we have two models \( f_1 \) and \( f_2 \), and can verify from data that \( B(f_1, D) < B(f_2, D) \), this constitutes an empirical falsification that \( f_2 \) correctly encodes individual probabilities.

### 4 A RECONCILIATION PROCEDURE

Suppose we are given two models \( f_1, f_2: X \rightarrow \{0, 1\} \) that purport to predict individual probabilities. Our principle concern is the “model multiplicity” problem — that \( f_1 \) and \( f_2 \) differ substantially in their predictions, and yet we cannot falsify either of the two models from the data. Thus we will be interested in regions in which these models disagree substantially in their predictions. We will define “substantially” by an arbitrarily small discretization parameter \( \varepsilon \):

**Definition 4.1.** Two models \( f_1 \) and \( f_2 \) have an \( \varepsilon \)-disagreement on a point \( x \in X \) if:

\[
|f_1(x) - f_2(x)| > \varepsilon
\]

Let \( U_\varepsilon(f_1, f_2) \) be the set of points on which \( f_1 \) and \( f_2 \) have an \( \varepsilon \)-disagreement:

\[
U_\varepsilon(f_1, f_2) = \{ x : |f_1(x) - f_2(x)| > \varepsilon \}
\]

Informally, we will say that if \( f_1 \) and \( f_2 \) do not have an \( \varepsilon \)-disagreement on \( x \) that they agree on \( x \).

One way that we can empirically falsify a model \( f \) is by measuring the average outcome \( y \) on some subset or group defined on the data, and comparing it to the average prediction of the model \( f \) on the same subset. If the two differ substantially, the model must be incorrect. But from finite data we will only be able to accurately measure these averages on groups that are sufficiently large. We will model groups \( g \) as indicator functions \( g: X \rightarrow \{0, 1\} \) that specify whether or not each data point \( x \) is in the group \( g(x) = 1 \) or not \( g(x) = 0 \). We will use the following notation to measure the size of a group as measured on the underlying distribution \( D \):

**Definition 4.2.** Under a distribution \( D \), a group \( g: X \rightarrow \{0, 1\} \) has probability mass \( \mu(g) \) defined as:

\[
\mu(g) = \Pr_{(x,y) \sim D}(g(x) = 1)
\]

Given a model \( f \) and a group \( g \), we can define a quantitative extent to which the average prediction of the model on points in \( g \) compares to the average (expected) outcome on points in \( g \). In expectation over the distribution, these two quantities should agree exactly if \( f = f^* \) actually encodes true individual probabilities, but from data we will only be able to estimate these quantities approximately. Thus we define an approximate notion of agreement, which we call approximate group conditional mean consistency. Models \( f \) that can be shown not to satisfy approximate group conditional mean consistency on any group \( g \) have been falsified, in that this constitutes a proof that \( f \neq f^* \) (i.e. \( f \) must not encode true individual probabilities).

**Definition 4.3.** A model \( f: X \rightarrow [0, 1] \) satisfies \( \alpha \)-approximate group conditional mean consistency with respect to a group \( g \in \mathcal{G} \) if:

\[
\mathbb{E}_{(x,y) \sim D}[f(x)|g(x) = 1] - \mathbb{E}_{(x,y) \sim D}[y|g(x) = 1] \leq \frac{\alpha}{\mu(g)}
\]

Note that we parameterize \( \alpha \)-approximate group conditional mean consistency so that it asks for a weaker condition the smaller the size \( \mu(g) \) of the group \( g \). Informally, for a fixed value of \( \alpha \), it asks that the deviation between the average prediction of \( f \) and the actual expected outcomes \( y \) on a group \( g \) differ by at most an error parameter that is proportional to \( 1/\sqrt{\mu(g)} \). This will turn out to be the “right” scaling because it corresponds to the precision to which we can measure these quantities from data.

We will show a quantitative version of the following statement. It must be the case that either

1. \( f_1 \) and \( f_2 \) agree on almost all of their predictions, or
2. \( f_1 \) or \( f_2 \), or both can be proven from the data to violate a group conditional mean consistency condition on a large set of points. In this case, the falsified model can be “patched” with a simple update in a way that improves its accuracy.

The result is that there can be no substantial disagreements about individual probabilities by people who are willing to be convinced by the evidence of the data before them: models which disagree on a substantial fraction of their predictions witness for each other places
in which their predictions are falsified by the data, and provide the means to correct (and improve) each other. Thus disagreements can be leveraged to produce improved models, and this process necessarily converges only when the models agree.

To formalize this, we start by partitioning the set of $\epsilon$-disagreements $U_\epsilon(f_1, f_2)$ into two additional sets that will be important — the set of disagreements on which $f_1(x) > f_2(x)$, and the set of disagreements on which $f_1(x) < f_2(x)$.

**Definition 4.4.** Fix any two models $f_1, f_2 : X \to [0, 1]$ and any $\epsilon > 0$. Define the sets:

- $U_\epsilon^+(f_1, f_2) = \{ x \in U_\epsilon(f_1, f_2) : f_1(x) > f_2(x) \}$
- $U_\epsilon^-(f_1, f_2) = \{ x \in U_\epsilon(f_1, f_2) : f_1(x) < f_2(x) \}$

Based on these sets, for $\bullet \in \{ >, < \}$ and $i \in \{ 1, 2 \}$ define the quantities:

$$
\sigma_\bullet^i = \mathbb{E}_{(x,y) \sim D} [y|x \in U_\bullet^i(f_1, f_2)] \quad \sigma_\bullet = \mathbb{E}_{(x,y) \sim D} [f_\bullet(x)|x \in U_\bullet^+(f_1, f_2)]
$$

Our analysis will proceed by showing that if $U_\epsilon(f_1, f_2)$, the set of $\epsilon$-disagreements of $f_1$ and $f_2$ is large, then at least one of the two sets $U_\epsilon^+(f_1, f_2)$ and $U_\epsilon^-(f_1, f_2)$ will witness a large violation of group conditional mean consistency for at least one of the two models.

**Lemma 4.1.** Fix any two models $f_1, f_2 : X \to [0, 1]$ and any $\epsilon > 0$. If the fraction of points on which $f_1$ and $f_2$ have an $\epsilon$-disagreement has mass $\mu(U_\epsilon(f_1, f_2)) = \alpha$ then for some $\bullet \in \{ >, < \}$ some $i \in \{ 1, 2 \}$, we have that:

$$
\mu(U_\bullet^i(f_1, f_2)) \cdot (\sigma_\bullet^i - \sigma_\bullet) \geq \frac{\alpha \epsilon^2}{8}
$$

In other words, at least one of the sets $U_\epsilon^+(f_1, f_2)$ and $U_\epsilon^-(f_1, f_2)$ is a group that witnesses an $\frac{\alpha \epsilon^2}{8}$-mean consistency violation for at least one of the models $f_1$ and $f_2$.

**Proof.** Since $U_\epsilon(f_1, f_2)$ can be written as the disjoint union:

$$
U_\epsilon(f_1, f_2) = U_\epsilon^+(f_1, f_2) \cup U_\epsilon^-(f_1, f_2)
$$

we must have that for at least one value of $\bullet \in \{ >, < \}$ we have that:

$$
\mu(U_\bullet^i(f_1, f_2)) \geq \frac{\alpha}{2}
$$

Since the points in $U_\bullet^i(f_1, f_2)$ are $\epsilon$-separated, we must have that $|\sigma_\bullet^i - \sigma_\bullet| \geq \epsilon$. Therefore, for at least one of $i \in \{ 1, 2 \}$ we must have that:

$$
|\sigma_\bullet^i - \sigma_\bullet| \geq \frac{\epsilon}{2}
$$

Combining these two claims, we must have that:

$$
\mu(U_\bullet^i(f_1, f_2)) \cdot (\sigma_\bullet^i - \sigma_\bullet) \geq \frac{\alpha \epsilon^2}{8}
$$

Let’s consider the significance of this Lemma. Most basically, if we have two models $f_1$ and $f_2$ that disagree substantially, this lemma gives an easily constructable set $U_\epsilon^+(f_1, f_2)$ or $U_\epsilon^-(f_1, f_2)$ that falsifies by a substantial quantitative margin either the assertion that $f_1$ encodes true conditional label expectations or the assertion that $f_2$ does. Next, we show that not only do these sets falsify that at least one of $f_1$ or $f_2$ is a “correct” model — they provide a directly actionable way to improve one of the models. We prove the following lemma (which is closely related to the kinds of updates used to obtain multicalibrated predictors [27]) which shows us how to improve a model given a group $g$ on which the model fails to satisfy approximate group conditional mean consistency.

**Lemma 4.2.** Fix any model $f_t : X \to [0, 1]$, group $g_t : X \to [0, 1]$, and distribution $D$. Let

$$
\Delta_t = \mathbb{E}_{(x,y) \sim D} [y|g_t(x) = 1] - \mathbb{E}_{(x,y) \sim D} [f_t(x)|g_t(x) = 1]
$$

and

$$
f_{t+1} = h(x, f_t, g_t, \Delta_t)
$$

where $h$ is a “patch” defined as:

$$
h(x, f_t, g_t, \Delta_t) = \begin{cases} f(x) + \Delta_t & g(x) = 1 \\ f(x) & \text{otherwise} \end{cases}
$$

Then:

$$
B(f_t, D) - B(f_{t+1}, D) = \mu(g_t) \cdot \Delta_t^2
$$

In other words, given any model $f_t$ and a group $g_t$ that witnesses a violation of $\alpha$-approximate group conditional mean consistency on $f_t$, we can efficiently produce a model $f_{t+1}$ that has Brier score that is smaller by exactly $\alpha$.

**Proof.** By the definition of the patch $h(x, f_t, g_t, \Delta_t)$, models $f_t$ and $f_{t+1}$ differ in their predictions only for $x$ such that $g_t(x) = 1$. Therefore we can calculate:

$$
B(f_t, D) - B(f_{t+1}, D) = \Pr[g_t(x) = 1] \cdot \mathbb{E}_{(x,y) \sim D} [(f_t(x) - y)^2] - \Pr[g_t(x) = 1] \cdot \mathbb{E}_{(x,y) \sim D} [(f_{t+1}(x) - y)^2]
$$

$$
= \mu(g_t) \mathbb{E}_{(x,y) \sim D} [(f_t(x) - y)^2] - \mu(g_t) \mathbb{E}_{(x,y) \sim D} [(f_{t+1}(x) - y)^2] = \mu(g_t) \left( 2\Delta_t \mathbb{E}_{(x,y) \sim D} [y - f_t(x)|g_t(x) = 1] - \Delta_t^2 \right) = \mu(g_t) \left( 2\Delta_t^2 - \Delta_t^2 \right) = \mu(g_t) \Delta_t^2
$$

Summarizing, whenever we have two models that have $\epsilon$ disagreements on an $\alpha$-fraction of points, we can always constructively falsify at least one of the models, and update it to improve its Brier score by at least $O(\alpha \epsilon^2)$.

Finally, to make our argument that in-sample quantities (i.e. as measured on the data samples) translate to out of sample quantities (measured on the distribution), it will be useful for our algorithm to not use arbitrarily precise values when patching models, but instead values that are rounded to a finite grid.

**Definition 4.5.** Fix any integer $m$. Let $[m] = \{ 0, 1, \ldots, m \}$ denote the set of $m+1$ grid points:

$$
\left\lfloor \frac{1}{m} \right\rfloor = \{ 0, \frac{1}{m}, \frac{2}{m}, \ldots, \frac{m-1}{m}, 1 \}
$$

For any value $v \in [0, 1]$ let $\text{Round}(v;m) = \text{argmin}_{v' \in [1/m]} |v - v'|$ denote the closest grid point to $v$ in $[1/m]$.

Observe that for $v' = \text{Round}(v;m)$ we always have that $|v - v'| \leq \frac{1}{2m}$.

We put this all together in Algorithm 1 (Reconciler). For simplicity of exposition, we initially describe and analyze Algorithm 1 as if it has direct access to distributional quantities. In practice, of course, we will have access only to samples from the distribution,
and we will have to run an algorithm on a dataset $D \in \mathbb{Z}^n$ consisting of these samples. We can do so by interpreting $D$ as the uniform distribution over the samples contained within it. In Section 7.1, we show that when we run Reconcile($f_1, f_2, \alpha, \epsilon, D$) on a dataset $D - D^n$ consisting of $n$ i.i.d. samples from $D$, then the guarantees we prove in Theorem 4.1 with respect to the empirical distribution $D$ translate over to the true distribution $D$ with error terms quickly tending to 0 as the number of samples $n$ grows large.

**Algorithm 1: Reconcile($f_1, f_2, \alpha, \epsilon, D$)**

Let $t = t_1 = t_2 = 0$ and $f_1^{t_1} = f_2^{t_2} = f_2$. Let $m = \lceil \frac{2}{\epsilon\alpha^3} \rceil$.

while $\mu(U_\epsilon(f_1^{t_1}, f_2^{t_2})) \geq \alpha$ do

For each $\bullet \in \{>, <\}$ and $i \in [1, 2]$, let:

$$e_i^\bullet = \mathbb{E}_x \left[ g(x) \mathbb{1}_{x \in U_\epsilon(f_1^{t_1}, f_2^{t_2})} \right] e_i^\bullet$$

$$= \mathbb{E}_x \left[ f_i^{t_1}(x) \mathbb{1}_{x \in U_\epsilon(f_1^{t_1}, f_2^{t_2})} \right]$$

Let:

$$(i_t, \bullet_t) = \text{argmax}_{i \in [1, 2], \bullet \in \{>, <\}} \mu(U_\epsilon(f_1^{t_1}, f_2^{t_2})) \cdot (e_i^\bullet - e_i^\bullet)^2$$

breaking ties arbitrarily.

Let:

$$g_t(x) = \begin{cases} 1 & x \in U_\epsilon(f_1^{t_1}, f_2^{t_2}) \\ 0 & \text{otherwise} \end{cases}$$

Let:

$$\tilde{\Delta}_t = \mathbb{E}_{(x, y) \sim D} \left[ g_t(x) \mathbb{1}_{f_i^{t_1}(x) = 1} \right]$$

$$= \mathbb{E}_{(x, y) \sim D} \left[ g_t(x) \mathbb{1}_{f_i^{t_1}(x) = 1} \right]$$

$$\Delta_t = \text{Round}(\tilde{\Delta}_t; m)$$

Let:

$$f_i^{t_1+1}(x) = h(x, f_i^{t_1}, g_t, \Delta_t), t_1 = t_1 + 1, t = t + 1.$$

Output $(f_1^{t_1}, f_2^{t_2})$.

**Theorem 4.1.** For any pair of models $f_1, f_2 : X \rightarrow [0, 1]$, any distribution $D$, and any $\alpha, \epsilon > 0$, Algorithm 1 (Reconcile) runs for $T = T_1 + T_2$ many rounds and outputs a pair of models $(f_1^{T_1}, f_2^{T_2})$ such that:

1. $T \leq \frac{B(f_1, D) + B(f_2, D)}{\epsilon^2} \frac{16}{\alpha^2}$
2. $B(f_1^{T_1}, D) \leq B(f_1, D) - T_1 \frac{\epsilon^2}{16}$ and $B(f_2^{T_2}, D) \leq B(f_2, D) - T_2 \frac{\epsilon^2}{16}$
3. $\mu(U_\epsilon(f_1^{T_1}, f_2^{T_2})) < \alpha$.

**Remark 4.1.** The third conclusion of Theorem 4.1 states that the final models output $(f_1^{T_1}, f_2^{T_2})$ approximately agree on their predictions of individual probabilities almost everywhere. The first conclusion states that the reconciliation procedure converges quickly. The second condition of Theorem 4.1 focuses on one way that the output models $(f_1^{T_1}, f_2^{T_2})$ are superior to the input models $(f_1, f_2)$ — they are more accurate. But there is also another way: Every intermediate model $f_1^{t_1}$ and $f_2^{t_2}$ for $t_1 < T_1$ and $t_2 < T_2$ is considered by the reconciliation procedure but ultimately not output has been falsified via the demonstration of a set $U_\epsilon(\cdot, \cdot)$ on which it fails to satisfy $\alpha$-approximate group conditional mean consistency for a large value of $\alpha$.

**Proof.** By Lemma 4.1, for each round $t < T$ we must have that:

$$\mu(U_\epsilon(f_1^{t_1}, f_2^{t_2})) \cdot (\epsilon^2 - \epsilon^2) \geq \frac{\alpha \epsilon^2}{8}$$

Let $f_t^{T_1+1} = h(x, f_t^{T_1}, g_t, \tilde{\Delta}_t)$ — i.e. the update that would have resulted at round $t$ had the algorithm used the unrounded measurement $\tilde{\Delta}_t$ rather than the rounded measurement $\Delta_t$. By Lemma 4.2, we have that:

$$B(f_t^{T_1+1}, D) - B(f_t^{T_1+1}, D) \geq \frac{\alpha \epsilon^2}{8}$$

We can now compute:

$$B(f_t^{T_1+1}, D) - B(f_t^{T_1+1}, D) = (B(f_t^{T_1}, D) - B(f_t^{T_1+1}, D)) - (B(f_t^{T_1+1}, D) - B(f_t^{T_1+1}, D))$$

$$\geq \frac{\alpha \epsilon^2}{8} - (B(f_t^{T_1+1}, D) - B(f_t^{T_1+1}, D))$$

So it remains to upper bound $(B(f_t^{T_1+1}, D) - B(f_t^{T_1+1}, D))$. Let $\hat{\Delta}_t = \tilde{\Delta}_t - \Delta_t$. We make several observations: First, $f_t^{T_1+1} = h(x, f_t^{T_1+1}, g_t, \hat{\Delta}_t)$. Second,

$$\hat{\Delta}_t = \mathbb{E}_{(x, y) \sim D} \left[ g_t(x) \mathbb{1}_{f_t^{T_1+1}(x) = 1} \right]$$

$$= \mathbb{E}_{(x, y) \sim D} \left[ g_t(x) \mathbb{1}_{f_t^{T_1+1}(x) = 1} \right]$$

Third, by definition of the Round operation, $|\hat{\Delta}_t| \leq \frac{1}{2m}$. Therefore we can again apply Lemma 4.2 to conclude that:

$$B(f_t^{T_1+1}, D) - B(f_t^{T_1+1}, D) = \mu(g_t) \hat{\Delta}_t^2 \leq \frac{1}{4m^2}$$

Combining this with our initial calculation lets us conclude that:

$$B(f_t^{T_1+1}, D) - B(f_t^{T_1+1}, D) \geq \frac{\alpha \epsilon^2}{8} - \frac{1}{4m^2} \geq \frac{\alpha \epsilon^2}{16}$$

Here we are using the fact that we have set $m \geq \frac{1}{\alpha \epsilon^3}$. Applying this lemma for each of the $T_1$ and $T_2$ updates for $f_1$ and $f_2$, respectively, we get that: $B(f_t^{T_1}, D) \leq B(f_t, D) - T_1 \frac{\epsilon^2}{16}$ and $B(f_t^{T_2}, D) \leq B(f_t, D) - T_2 \frac{\epsilon^2}{16}$. Since Brier scores are non-negative, we conclude that $T_1 \leq B(f_1, D) \frac{16}{\alpha \epsilon^2}$ and $T_2 \leq B(f_2, D) \frac{16}{\alpha \epsilon^2}$. Thus $T = T_1 + T_2 \leq (B(f_1, D) + B(f_2, D)) \frac{16}{\alpha \epsilon^2}$.

Finally the halting condition of the algorithm implies that:

$$\mu(U_\epsilon(f_1^{T_1}, f_2^{T_2})) < \alpha.$$

Thus if we start with any two models that have substantial disagreement, we are guaranteed to be able to efficiently produce strictly improved models that almost agree almost everywhere. In particular, we can never be in a position in which we have two equally accurate but unimprovable models that have substantial disagreements: in this case, we can always improve the models. The only time we can have substantial model disagreement is if we
refuse to improve the models even in the face of efficiently verifiable and actionable evidence that one of the models is suboptimal and improvable.

We observe that any pair of models that have gone through the “Reconcile” process must also produce very similar estimates for the conditional label expectation over any sufficiently large reference class (i.e., any subset of the feature space). In particular, for any sufficiently large reference class, either both models are consistent with the data or they are not—but they cannot substantially disagree.

**Corollary 4.1.** Let $E \subset X$ be any subset of the feature space. Let $f_1$ and $f_2$ be any two models that have been output by Algorithm 1 (Reconcile) with parameters $\epsilon$ and $\alpha$. Let:

$$p_1(E) = \mathbb{E}_{(x,y) \sim D} [ f_1(x) | x \in E ]$$

and

$$p_2(E) = \mathbb{E}_{(x,y) \sim D} [ f_2(x) | x \in E ]$$

be the estimates for $\Pr[y = 1 | x \in E]$ implied by models $f_1$ and $f_2$ respectively. Then:

$$|p_1(E) - p_2(E)| \leq \frac{\alpha}{\mu(E)} + \epsilon$$

**Proof.** Let $S_\epsilon(f_1, f_2) = \{ x : x \notin U_\epsilon(f_1, f_2) \}$ be the set of points on which $f_1$ and $f_2$ do not have an $\epsilon$-disagreement. Recall that $\mu(S_\epsilon(f_1, f_2)) \geq 1 - \alpha$. We compute:

$$\mu(E) |p_1(E) - p_2(E)|$$

$$= \left| \sum_{x \in E} \mu(x) \cdot (f_1(x) - f_2(x)) \right|$$

$$= \left| \sum_{x \in E \setminus S_\epsilon(f_1, f_2)} \mu(x) \cdot (f_1(x) - f_2(x)) + \sum_{x \in E \cap S_\epsilon(f_1, f_2)} \mu(x) \cdot (f_1(x) - f_2(x)) \right|$$

$$\leq \alpha + \mu(E \cap S_\epsilon(f_1, f_2)) \epsilon$$

$$\leq \alpha + \mu(E) \epsilon$$

Dividing by $\mu(E)$ yields the corollary. □

### 5 CONTESTABLE MODELS

Thus far we have considered the problem of reconciling two models $f_1$ and $f_2$ and have shown that we require only $O(1/\alpha^2 \epsilon^2)$ pairs of points to obtain strictly improved models $f'_1, f'_2$ that have $\epsilon$ disagreements on at most an $\alpha$ measure of points. But what if someone then proposes a third model, $f_3$, and then another $f_4$, etc? We could run the reconciliation process again each time—and perhaps if we had $k$ models, repeatedly in a pairwise fashion until all $k$ of the models approximately agreed—but this would naively require a fresh set of samples for each new reconciliation procedure. In this section, we show how to do better: we attach to $f$ just a single sample of “contestation” data that is of size polynomial in our target reconciliation parameters $\alpha$ and $\epsilon$ (and independent of the complexity of the model or distribution). Using this data, we show that we can then put $f$ through a reconciliation procedure with a very large (exponential in the size of its contestation data set) number of models, with the same guarantees as if we had run the models through Algorithm 1 each time. Driving this result is the observation that each time a particular model $f$ is updated using the patch operation defined in Lemma 4.2, $f$’s squared error drops, independently of which reconciliation process the update is a part of—and thus the total number of large updates made to a single model is bounded independently of the number of other models that are “reconciled” with it. This, together with results from adaptive data analysis that allow us to repeatedly re-use hold-out sets while preserving statistical validity [6, 16, 29] are enough to give the result.

We define a “contestable model” to be a model $f$ attached to a fixed sample of “contestation data”. A “contestable” model can be “contested” by identifying any subset of the data identified by an indicator function $g : X \rightarrow \{0, 1\}$. The guarantee of a contestable model is that if it is contested using a subset of the data that is simultaneously large and on which the expectation of the model’s predictions is substantially different than the expectation of the label, then the model will be updated in a way that corrects the discovered error on the identified subset of data, and strictly improves the squared error of the model. These contestations are accepted. Contestations can also be rejected on the grounds either that the group identified is too small, or that the model already predicts on average a value over that group that is sufficiently close to the true label mean over that group. We aim to design contestable models that can receive a number of contestations over their lifetime that is exponential in the size of their contestation dataset.

**Definition 5.1.** A contestable model $f$ consists of a current model $f_c : X \rightarrow \{0, 1\}$, a dataset $D \in \mathbb{Z}^n$, and has two operations: $f$ predict($x$) which takes as input a data point $x \in X$ and $f$ contest($g$) which takes as input the indicator function for a group $g : X \rightarrow \{0, 1\}$, $f$ predict($x$) outputs $f_c(x)$, where $f_c$ is the current model belonging to $f$, and $f$ contest($g$) may update the current model $f_c$ to a new model $f_{c+1}$ according to Algorithm 2.

Algorithm 2, which follows, is a randomized algorithm: it samples from the Laplace distribution. We write $\text{Lap}(b)$ to denote the sampling operation for the centered Laplace distribution with scale parameter $b$, which is the distribution that has probability density function $f(x; b) = \frac{1}{2b} \exp\left(-\frac{|x|}{b}\right)$.

The analysis of Algorithm 2 is in the full version and goes through differential privacy [18]. Differential privacy was originally introduced as a strong notion of privacy that could be satisfied while still carrying out high accuracy statistical analyses, but has since found many other uses. Our interest in differential privacy will be because of the transfer theorems of [6, 16, 29] which informally state that analyses that are both differentially private and accurate on a sample of data $D$ drawn i.i.d. from an underlying distribution $D$ must also be accurate on the underlying distribution. Algorithm 2 is an instantiation of Algorithm 3 (NumericSparse) from [19], from which it follows that the algorithm is differentially private in the contestation dataset $D$. We then apply the version of the “transfer theorem” given in [29], which establishes that its estimates of statistics on $D$ are representative of their true values on the underlying distribution $D$ from which $D$ was drawn. Our use of differential privacy here to get out of sample guarantees closely mirrors its use in [27] to get a generalization theorem for multicalibration algorithms. In fact, if the “contestation” sets $g_i$ submitted to $f$.Contest($g_i$) were the groups with respect to which
Algorithm 2: f.Contest

Given: A failure probability \( \delta \), a dataset \( D \in \mathbb{Z}^n \), an initial model \( f = f_0 \), a threshold \( T \) to accept attempted contestations, a target total number of contestations \( K \), and an upper bound \( C \) on the total number of accepted contestations.

Let \( t = 0 \) denote a count of the number of attempted contestations and \( c = 0 \) denote the count of the number of accepted contestations.

Let privacy parameter \( \epsilon = \frac{\log \frac{K}{\alpha} + C \ln \frac{1}{\epsilon}}{n} \)

Let \( \epsilon_1 = \frac{\sqrt{2\epsilon}}{\sqrt{512+1}} \), \( \epsilon_2 = \frac{1}{\sqrt{512+1}} \)

Let \( \sigma(\epsilon) = \frac{\sqrt{2C \log(1/\delta)}}{\epsilon n} \)

Let \( T_0 = T + \text{Lap}(\sigma(\epsilon)) \)

while there is another model \( g_t \) given as input to \( f.\text{contest}(g_t) \) and \( c < C \)
do

Compute an empirical estimate of \( \mu(g_t) \cdot \mathbb{E}[y - f(x) | g_t(x) = 1] \):

\[
\eta_t(f, g_t) = \frac{1}{n} \sum_{(x, y) \in D} (y - f(x)) \cdot g_t(x)
\]

Let \( g_t = \eta_t(f, g_t) + \text{Lap}(2\sigma(\epsilon)) \)

if \( g_t \geq T_t \) then

The contestation is accepted.

Let:

\[
\hat{\mu}_t = \frac{1}{n} \sum_{(x, y) \in D} g_t(x) + \text{Lap}(2\sigma(\epsilon_2))
\]

\[
\hat{\eta}_t = \eta_t(f, g_t) + \text{Lap}(2\sigma(\epsilon_2))
\]

Let \( \hat{\Delta}_t = \hat{\mu}_t - \hat{\eta}_t \)

Let \( f_{c+1}(x) = h(x, f_t, g_t, \hat{\Delta}_t), c = c + 1 \)

Let \( T_t = T + \text{Lap}(\sigma(\epsilon_1)) \)

else

The contestation is rejected.

Let \( t = t + 1 \).

Halt.

which multicalibrated predictors are required to satisfy group conditional mean consistency, then Algorithm 2 would essentially (up to some details) be the multicalibration algorithm originally given by [27]. But a contestable model can take as input the indicator function \( g_t \) of any group, including those groups \( U^*_n(f_1, f_2, f_3) \) used as updates within Reconcile (Algorithm 1). Thus, contestable models will be able to be reconciled with many other models in a data efficient way (in addition to being “contestable” on other groups on which they fail to satisfy group conditional mean consistency).

Theorem 5.1. Initialized with a dataset \( D \sim \mathcal{D}^n \) of size \( n \) sampled i.i.d. from \( \mathcal{D} \), a target number of contestations \( K \), a failure probability \( \delta \), a threshold \( T = \Theta\left(\frac{\log \frac{n}{\alpha} + \frac{1}{2}}{n^{1/3}}\right) \) and a limit on successful contestations \( C = \Theta\left(\frac{1}{\alpha^2}\right) \), a contestable model will with probability \( 1 - 2\delta n \):

(1) Process at least \( K \) contestations \( g_t \) without halting,

(2) Guarantee that every accepted contestation \( g_t \) is such that:

\[
\mathbb{E}(x, y) \cdot |g_t(x)(y - f(x))| \geq \Omega\left(\frac{\log \frac{n}{\alpha} + \frac{1}{2}}{n^{1/3}}\right)
\]

and produces an update that reduces the squared error of \( f \) by

\[
B(f) - B(f_{c+1}) = \Omega(T^2) = \Omega\left(\frac{\log \frac{n}{\alpha} + \frac{1}{2}}{n^{2/3}}\right).
\]

(3) Guarantee that every accepted contestation \( g_t \) is such that:

\[
\mathbb{E}(x, y) \cdot |g_t(x)(y - f(x))| \leq O\left(\frac{\log \frac{n}{\alpha} + \frac{1}{2}}{n^{1/3}}\right).
\]

The proof of Theorem 5.1 can be found in the full version.

We now observe how a contestable model with the guarantees of Theorem 5.1 can be repeatedly used as part of a reconciliation procedure akin to Algorithm 1.

Algorithm 3: Contestable-Reconcile\( f_1, f_2, \alpha, \epsilon, D \)

while \( \mu(U_\alpha(f_1, f_2)) \geq \alpha \) do

for \( \bullet \in \{>, <\} \) let:

\[ g^\bullet (x) = \begin{cases} 1 & x \in U_\alpha^\bullet (f_1, f_2) \\ 0 & \text{otherwise} \end{cases} \]

\[ f_1.\text{contest}(g^>) \text{, } f_1.\text{contest}(g^<) \text{, } f_2.\text{contest}(g^>) \text{, } f_2.\text{contest}(g^<) \]

The idea is simple (and outlined in Algorithm 3): While we have two contestable models \( f_1 \) and \( f_2 \) that have \( \epsilon \)-disagreements on more than an \( \alpha \) fraction of the distribution, contest both models on the disagreement sets \( U_\alpha^*(f_1, f_2) \) and \( U_\alpha^*(f_1, f_2) \). By Lemma 4.1, if indeed \( \mu(U_\alpha^*(f_1, f_2)) \geq \alpha \), then for at least one of the models \( i \in \{1, 2\} \) and for at least one of the sets \( \bullet \in \{>, <\} \), we must have:

\[
\left| \mu(U_\alpha^*(f_i, f_j)) \cdot \mathbb{E}[y - f(x) | x \in U_\alpha^*(f_i, f_j)] \right| \geq \alpha \epsilon^2 \frac{1}{8}.
\]

By Theorem 5.1, assuming that the contestation datasets of both models are of size:

\[
n \geq \Omega\left(\frac{\log \frac{n}{\alpha} + \frac{1}{2}}{\alpha^2 \epsilon^5}\right)
\]

then at least one of these contestations will succeed until (after at most a polynomial number of contestations in \( \alpha \) and \( \epsilon \), the models are reconciled and \( \mu(U_\alpha^*(f_1, f_2)) \leq \alpha \).

Solving for \( K \), we find that a contestable model can be run through

\[
K = \tilde{\Theta}\left(\exp\left(\frac{na \epsilon^5}{\log \frac{1}{\alpha}}\right)\right)
\]

many contestation procedures given a single contestation dataset of size \( n \). Here the \( \tilde{\Theta} \) hides terms that are logarithmic in \( 1/\alpha \) and \( 1/\epsilon \).
We emphasize that a contestable model can be contested using K many sets of any nature — these can include the disagreement regions that arise from our Reconcile procedure, but can also include arbitrary regions on which the current model is found to be mis-calibrated. Thus contestable models can be robustly and iteratively improved over an exponential number of contestations whenever they are falsified by being shown to fail to satisfy group conditional mean consistency on any group. Modest amounts of data, attached to a model as a contestation dataset, can make the model long-lived in an easily adaptable and improvable form.

6 CONCLUSION

Individual probability assignments are not determined by data; this lies at the heart of both the reference class problem and the predictive multiplicity problem. Insofar as individual probability assignments play a significant role in consequential decision-making, their underdetermination by data may give rise to practical problems when we have two or more seemingly equally good estimation methods that nevertheless result in models that differ substantially in the assignments they predict. We show that given modest amounts of data to resolve disagreements, such problems cannot arise at a substantial scale, because if two models disagree substantially in many places, then this large disagreement region itself points us to how to improve at least one of the models. The only way this process can conclude is with improved models that approximately agree almost everywhere. This does not “resolve” the reference class problem, the predictive multiplicity problem, or other puzzles about individual probability in that it does not claim a way to produce “correct” estimates of individual probabilities. But it does remove the practical bite of these problems in that it shows that two parties who agree on the data distribution and who have committed in good faith to make statistical estimates of individual probabilities cannot end up in a state where they substantially disagree on a large number of instances — and hence will rarely face any ambiguity in how they should act, given their statistical modeling.
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