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Abstract—In visual recognition tasks, few-shot learning requires the ability to learn object categories with few support examples. Its re-popularity in light of the deep learning development is mainly in image classification. This work focuses on few-shot semantic segmentation, which is still a largely unexplored field. A few recent advances are often restricted to single-class few-shot segmentation. In this paper, we first present a novel multi-way (class) encoding and decoding architecture which effectively fuses multi-scale query information and multi-class support information into one query-support embedding. Multi-class segmentation is directly decoded upon this embedding. For better feature fusion, a multi-level attention mechanism is proposed within the architecture, which includes the attention for support feature modulation and attention for multi-scale combination. Last, to enhance the embedding space learning, an additional pixel-wise metric learning module is introduced with triplet loss formulated on the pixel-level of the query-support embedding. Extensive experiments on standard benchmarks PASCAL-S and COCO-20 show clear benefits of our method over the state of the art in multi-class few-shot segmentation.

Index Terms—Few-shot segmentation, multi-class, attention, metric learning.

I. INTRODUCTION

DEEP learning techniques have been widely employed for a broader spectrum of computer vision applications ranging from image classification [1], [2], object detection [3], [4] and semantic segmentation [5], [6]. With plenty of data and advanced hardware, great success has been achieved in these tasks using deep neural networks (DNNs). These networks can be good experts for specific tasks they are trained with, notwithstanding, easily become novices when facing new tasks with few examples. To address this challenge, few-shot learning is proposed. Unlike conventional methods trained with a large amount of data, it requires only a small number of examples. Representative works [7], [8] extract prototype representations from few labeled data per class and use them to match the object class of query data.

Many works in few-shot learning are for image classification [9]–[12], with a few applied to object detection [13]–[16], semantic segmentation [17]–[21], etc. This work focuses on few-shot semantic segmentation (FSS): we are given a few pixel-wisely annotated support images to perform semantic segmentation on new classes. The DNN is trained with episodes, each containing a handful of support images and a query image. It learns class information from support images and performs pixel-level classification on the query image. The prediction is optimized with the ground truth query mask as the supervision. For extracting knowledge from support images, many popular cues such as attention [17], context [19], and multi-scale [22] have been employed. For pixel-level classification on the query, it is more complicated than image-level classification and is a key challenge.

To solve the per-pixel classification in FSS, different ways are introduced to fuse feature representations of the query image and support images in the network and apply pixels-to-pixels predictions [17], [22]–[26]. These works, as indicated by [27], are mostly designed for single-class segmentation and cannot be easily extended to multi-class segmentation. However, in the real world, most photos/videos that we face contain multi-class information. Multi-class task is indeed a
more practical task than single-class task. As a matter of fact, many popular computer vision datasets, e.g. PASCAL VOC [28] and MS-COCO [29], were curated to contain multi-class information; and many established computer vision algorithms, e.g. Faster R-CNN [3], Mask R-CNN [4], and FCN [5], were also developed to solve multi-class problems. Hence, solving the FSS in a multi-class scenario is both realistic and valuable.

There are some other works in FSS who conduct the per-pixel classification via explicit similarity measure between features of the query image and support images [18], [19], [27], [30]. They can handle multi-class segmentation with multiple classifiers. Notwithstanding, the classifiers mainly rely on support images while the query information is not fully exploited. More importantly, the per-pixel classification is based on global descriptors of classes which may have noise because of intra-object variation [23].

This paper aims to design a novel end-to-end, pixels-to-pixels DNN for multi-class few-shot semantic segmentation (MFNet, Fig. 1). First, a novel multi-way (class) encoding and decoding architecture is introduced where we extract both multi-scale query features and multi-class prototype features from the network by feeding into the query and support images. In order to obtain effective class prototypes from multiple support images, an attention scheme is introduced to extract relational features within the support set of each class and use them to modulate the original features of support images. The modulated support features are averaged to produce the class prototype. Each class prototype is pixel-wisely encoded into the multi-scale query features, respectively. They are combined via another attention scheme which utilizes self-attended weights on each scale for the fusion. It results into one feature per class. Multiple features over different classes are further concatenated to create one query-support embedding. A parametric decoder is directly applied on it to predict the pixel-level multi-class probabilities on the query. In addition, to enhance the query-support embedding space learning, we introduce a pixel-wise metric learning (PML) module with triplet loss [31]. The triplet is formulated on the query’s pixel-level where hard positive/negative pairs are chosen based on the false negative/positive pixels w.r.t. the ground truth (green and blue pixels in Fig. 1: output). A weighted random selection strategy is introduced to select positive pairs depending on the spatial distance between pixels.

To summarize, the contribution of this work is three-fold:
- We introduce a novel multi-way encoding and decoding architecture, which effectively fuses multi-scale query information and multi-class support information and is the first of its kind.
- For better feature fusion, we propose a multi-level attention mechanism, which includes two different attention schemes for support feature modulation and multi-scale combination, respectively.
- To enhance embedding space learning, we introduce an pixel-wise metric learning module, which defines triplet loss on the pixel-level query-support embedding.

Extensive experiments on standard benchmarks PASCAL-5i [32] and COCO-20i [18], [33] demonstrate that our method significantly improves the state of the art FSS solutions, especially in the multi-way setting.

II. RELATED WORK

A. Semantic Segmentation

The task of semantic segmentation is to predict the per-pixel label of an image. Long et al. [5] first designed a fully convolution network which significantly advances the research in this field. Subsequent works such as DeepLab [6], DPN [34], EncNet [35] improve the segmentation performance by integrating MRF/CRF or contextual information into the pipeline. Recently, Ji et al. [36] proposed a cascaded CRFs to learn the object boundary information from multiple layers of the neural network, which helps to produce more accurate segmentation result. Weng et al. [37] introduced a stage-aware feature alignment module to perform real-time semantic segmentation of street scenes, which aligns and aggregates different levels of feature maps effectively. Nirkin et al. [38] designed a hypernetwork for the encoder-decoder architecture that can generate weights for the decoder to enable a fast and accurate segmentation prediction. Different from CNN-based methods, Strudel et al. [39] designed a transformer-based model which can capture the global context from the first layer of the network and throughout the encoding and decoding stages. The model yields state-of-the-art results on several standard benchmarks. The success of these works relies on the large amount of training images and elaborate annotations on image pixels. Collecting such a large corpus can be tedious and time consuming. Therefore, many recent works resort to weakly/semi-supervised learning [40]–[43] as well as few-shot learning [17]–[19], [44].

B. Few-Shot Learning

Few-shot learning refers to learning from a few labeled samples, which has become re-popularized recently with the advent of deep learning and is mainly adopted in image classification. Meta-learning and metric-learning are frequently used techniques in this field [7], [8], [10]–[12], [45]. For instance, Koch et al. [45] proposed a Siamese framework with twin branches taking input of query and support images respectively, then measure their distance by the end of the network. Vinyals et al. [7] employed a similar structure like [45] but utilized an LSTM to get a context embedding of support images. Jiang et al. [10] designed a multi-scale metric learning method to extract multi-scale features and mine their relations for the few-shot classification. Huang et al. [11] presented a target-oriented alignment network to reduce the intra-class variance and enhance the inter-class discrimination in the fine-grained classification problem. Hao et al. [12] designed a semantic-alignment based global-local interplay metric learning framework, which focuses on learning the semantics that are relevant to the global information extracted from the query-support image pair. There are also some methods utilizing data augmentation techniques [46], [47] to cope with the lack of training samples in few shot learning.
Above works are mostly for the image classification/ recognition task, while in this paper we study the few-shot semantic segmentation task, specified below.

C. Few-Shot Semantic Segmentation

Few-shot semantic segmentation differs from image classification as it requires per-pixel classification [17], [22], [24], [30], [44], [48]. Early works tend to adapt techniques from few-shot image classification to segmentation [30], [32], [48]. For instance, Zhang et al. [48] utilized the masked average pooling to generate class prototypes and use them to classify pixels on the query via cosine similarity. Recently, Wang et al. [18] designed a novel prototype alignment regularization module, which lets the support image and query image predict the result mutually for each other. Tian et al. [22] extracted prior information from pre-trained backbone and proposed a prior guided feature enrichment network to optimize the segmentation using multi-scale features. Pambala et al. [44] designed a meta-learning framework, which integrates the attribute information with the visual feature embeddings to make the class prototype more accurate and robust in few-shot segmentation. Li et al. [49] introduced an adaptive superpixel-guided network to match the query and support features effectively with the use of superpixel clustering and prototype refining. Lu et al. [26] introduced a classifier weight transformer to adapt the weight of the classifier in the segmentation network according to different query images. Min et al. [50] leveraged multi-level feature correlation and 4D convolutions to extract diverse features from different levels of convolutional layers, which is proved to be effective in fine-grained segmentation with limited supervision.

Most works in FSS only work in the single-class setting while the datasets they work on were originally curated for multiple classes. For instance, there are on average 3.5 labelled object classes per image in the MS-COCO dataset [29]. Moreover, similar tasks such as few-shot classification and few-shot object detection are also considered as the multi-class problem [7], [10], [13], [15]. To bridge the gap between FSS and other few-shot learning tasks, we introduce a novel end-to-end, pixels-to-pixels DNN for multi-class few-shot segmentation.

1) Architecture: Works in [17], [22], [24] fuse features of query and support images in the network and directly decode segmentation results upon the fused feature. They only report single-class segmentation. [20], [27] explicitly learn classifiers from support images to predict the label of each query pixel for multi-class segmentation. Others like [18], [19], [30] employ non-parametric classifiers (e.g. nearest neighbor) in their models which are extendable to multi-class but need to be computed for multiple times. Our MFNet is similar to [17], [22], [24] to directly decode segmentation results from latent features. Unlike them, we design a first end-to-end pixels-to-pixels architecture for multi-class few-shot segmentation. Moreover, we propose a new multi-level attention mechanism for better support feature modulation and multi-scale combination; a new pixel-wise metric learning module to optimize the embedding space for multi-class segmentation.

2) Attention: Many works have utilized the attention mechanism in few-shot segmentation [17], [19], [20], [51]–[53]. Common practices include attention within images [17], [51] and across images [19], [20], [52]–[54]. The latter can be implemented among support images [19], [20] or between query and support images [17], [52]–[54]. Building upon these achievements, this paper proposes a multi-level attention mechanism which includes two different attention schemes for support feature modulation and multi-scale combination, respectively. The first attention computes relational features among support images to modulate original support features, which is motivated by [55] from object detection. The relational module in [55] includes a geometry weight to encode spatial information among objects in an image while we do not need this as we compute the relation of support features across images; the relation in [55] is calculated across object classes while we compute the intra-class support feature relation. Our attention also differs from [19] who clusters support features into multiple prototypes each class and uses a graph attention network to modulate them. The whole process in [19] concerns both labeled and unlabeled data, online message passing and refinement, which can not be easily deployed off-the-shelf; ours is simpler and more effective. The second attention takes the inspiration from [56] to fuse multi-scale outputs via attended weights. It differs from [17] whose attention is computed on each support image and module is also constructed differently.

3) Metric Learning: The embedding space in our network is reinforced via a distance metric learning module with pixel-level triplet loss. Triplet loss dates back to [57] where the essential idea is to push samples of the same class close and pull samples of different classes away in the learning space. Schroff et al. [31] have adapted it in the face recognition task and it has been re-popularized since then. Many following works focus on proposing new sampling strategies and definitions of feature distance in the loss function [58], [59], [61]. Triplet loss has been employed in few-shot learning before but is mostly on image/region-level [60], [61]. Pixel-level loss has been utilized in other tasks [62]–[64], [73] but not in the few-shot setting. Our triplet sampling strategy differs from [31], [58], [59], [61]–[64]: we introduce a weighted random selection strategy to select pixel pairs based on their spatial distances as well as corresponding predictions by the network. It is fast and effective.

III. Method

A. Problem Setting

We study the few-shot semantic segmentation where the model is trained on a set of base (seen) classes \( C_{\text{tr}} \) for semantic segmentation, and is expected to perform fast segmentation on a set of novel (unseen) classes \( C_{\text{te}} \) (\( C_{\text{tr}} \cap C_{\text{te}} = \emptyset \)) with only few annotated support images.

We perform \( N \)-way (class) \( K \)-shot semantic segmentation. Both training and testing are organized in episodes: an \( N \)-way \( K \)-shot episode is an instance of the few-shot task represented by a support set \( S \) of \( K \) training images from each of the \( N \) classes, and a query image of object(s) belonging to the \( N \)
Masked global pooling is applied to support features to convert them into $1 \times 1 \times C$ tensors. We denote by $S^k$ the support set for the $n$-th class and $Q$ the query image. For each support image $S_n$, it is also associated with a ground truth label mask $M_n$. The ground truth for the query image is also provided, which is used for network optimization during training.

### B. Multi-Way Encoding and Decoding Architecture

An overview of our MFNet is in Fig. 2: the backbone design follows [17], [22], i.e. extracting the middle-level features (conv3-x and conv4-x) from ResNet-50. We use $\Phi$ to denote this feature extractor. Given a query image and multiple support images from different classes, they are firstly fed into the shared backbone to extract features. In particular, for the query $Q$, we follow [22] to extract multi-scale query features \{\$Q^z\}$ using adaptive average pooling ($Z = 4$ in this paper), they are of size $W^z \times H^z \times C$, respectively. This enrichment strengthens the interaction between query and support features. For the $k$-th support image in the $n$-th class, $S_n$, we have its feature $\Phi(S_n)$. Masked global pooling is applied to $\Phi(S_n)$ such that its per-pixel features in the background are filtered out via $M_n$ and in the foreground are averaged into a $1 \times 1 \times C$ tensor $F_n$. The class prototype of $n$-th class is obtained by averaging $F_n$ over $K$-shot images: $F_n = \frac{1}{K} \sum_{k=1}^{K} F_n$. For $K > 1$, a attention scheme based on feature relations is introduced to modulate the $K$-shot features before their average (specified later). $F_n$ is of size $1 \times 1 \times C$ while $\Phi(S_n)$ is of size $W^z \times H^z \times C$. To merge $F_n$ with $\Phi(S_n)$, we replicate the $F_n$ by $W^z \times H^z$ times and pixel-wisely add them to each $\Phi(S_n)$, respectively (see Fig. 2). These merged multi-scale features, denoted as $\{X_n^z\}$ for the $n$-th class, are combined via self-attended weights on each scale (specified later), which result into one feature tensor $S_n$ ($W \times H \times C$) for this class. For $N$ classes, we concatenate $N$ feature tensors as one query-support embedding of size $W \times H \times NC$.

The feature fusion between the query and each class feature uses “Add” operation while among different classes uses “Concat”. Given two features, if concatenated, they shall be processed with different weights. This suits the aim for the latter fusion among different classes. While for the former fusion, we choose “Add” to process the query and class feature equivalently as a whole, which empirically works better than “Concat”. Having a combinatorial view, the former does not use “Concat” is also to avoid the redundancy of query features brought over different classes in the next “Concat”.

The query-support embedding contains both the query and class information. We can decode per-pixel class probabilities on it. The decoder is of a $1 \times 1$ conv, a residual block, and another $1 \times 1$ conv (Fig. 2). The first conv reduces the number of embedding channels back to $C$. The residual block remains with $C$ channels and the last conv reduces the number of channels to $N + 1$ for multi-class (including background) prediction. Let $p_{mn}$ be the probability for $n$-th class at $m$-th pixel, we utilize a weighted focal loss to supervise the segmentation result:

$$
\mathcal{L}_{SEG} = -\frac{1}{MN} \sum_{m}^{M} \sum_{n}^{N} \omega_n (1 - p_{mn})^\gamma \sum_{n}^{N} \log(p_{mn})
$$

$$
\omega_n = 1 / \log(1 + M_n/M),
$$

where $\gamma$ is the ground truth label: if the $m$-th pixel belongs to the $n$-th class, $y_{mn} = 1$; otherwise, $y_{mn} = 0$. $M$ is the total number of pixels and $M_n$ is the total number of pixels belonging to class $n$. $\omega_n$ is a weighting factor which adjusts...
the class influence in (1) depending on the ratio of \( M_n \) and \( M \). We take the form of \( \omega_n \) to give a small value of it if \( M_n / M \) is big and vice versa.

C. Multi-Level Attention

We introduce a multi-level attention mechanism which includes two different attention schemes for better modulation of multiple support features and better combination of multi-scale features, respectively. They are of different purposes: on the support feature level, given an object class, its appearance and context vary across different support images. To tackle this intra-class variance, we utilize the relational features to extract common traits among multiple support features to represent the class. On the other hand, multi-scale features fire on different levels of details for a certain object class. Their combination in previous works, e.g. the FEM module in [22], normally gives equal weight to each scale. To capture the distinctive strength of each scale feature, we compute the self-attention on each scale and utilize the attention maps to perform a weighted sum of multi-scale features. Both attention schemes devise shareable modules among \( N \) branches of the classes.

1) Attention for Support Feature Modulation: In order to efficiently merge features of support images in the K-shot setting, inspired by [55], we introduce an attention scheme based on support feature relations (see Fig. 3(a)). Given the support set of \( S_n = \{ S_{nk} \} \) for class \( n \), by extracting their features and applying the masked global pooling, we obtain the corresponding set of embedding vectors \( F_n = \{ F_{nk} \} \). The relational feature \( R_{nk} \) of the whole \( F_n \) with respect to the \( k \)-th support feature \( F_{nk} \) is computed as

\[
R_{nk} = \sum_{j=1}^{K} w_{nkj} \cdot (W_V \cdot F_{nj})
\]

where \( W_V \) is a transformation matrix; the relation weight \( w_{nkj} \) is computed as the softmax of the dot product between the transformed feature \( W_AF_{nk} \) and \( W_BF_{nj} \):

\[
w_{nkj} = \text{softmax}\left( \frac{\text{dot}(W_AF_{nk}, W_BF_{nj})}{\sqrt{d_k}} \right)
\]

\( W_A \) and \( W_B \) are matrices that project \( F_{nk} \) and \( F_{nj} \) to the dimension of \( d_k \), respectively. Like in [55], we can compute \( N_r \) relational features \( \{ R_{nk1}, \ldots, R_{nkN_r} \} \) for \( F_{nk} \) such that the channel of each is \( 1 / N_r \) of the dimension of \( F_{nk} \) (the output channels of \( W_A, W_B, W_V \) are also set to \( 1 / N_r \) of that of \( F_{nk} \)). \( R_{nk1}, \ldots, R_{nkN_r} \) are concatenated to form \( R_{nk} = \text{Concat} [R_{nk1}, \ldots, R_{nkN_r}] \), which serves as a modulator to \( F_{nk} \) and is added to it.

The modulated support features are further averaged to create a representative prototype of this class.

2) Attention for Multi-Scale Combination: The multi-scale features pay attention to different levels of details. For better combination of them, we extract the attention on each scale. Attentions are normalized over multiple scales and multiplied to scale features, respectively. These attended features are added together such that levels of details over multiple scales are selectively incorporated into one feature tensor. Specifically, given the \( z \)-th scale’s feature \( X_{nz} \) of size \( W^z \times H^z \times C \) for the \( n \)-th class, we illustrate its self-attention in Fig. 3. It consists of two branches: in the upper branch, \( X_{nz} \) is passed through two \( 3 \times 3 \) and one \( 1 \times 1 \) convolutional layers to obtain the attention map \( AX_{nz} \) of size \( W^z \times H^z \times 1 \); in the lower branch, \( X_{nz} \) is passed through one \( 1 \times 1 \) convolutional layer and one 2-layer residual block to obtain the transformed feature \( TX_{nz} \) (\( W^z \times H^z \times C \)). Since multi-scale features have different resolutions, we up-sample \( AX_{nz} \) and \( TX_{nz} \) to the highest resolution over scales, i.e. \( W \times H \times 1 \) and \( W \times H \times C \), respectively. The upsampled \( AX_{nz} \), which we denote as \( U(AX_{nz}) \), is per-pixel softmaxed over other attention maps from different scales. We use the normalized attention maps as element-wise weights, i.e. \( a_{nz} = \text{softmax}(U(AX_{nz})) \), to multiply their corresponding upsampled scale features \( U(TX_{nz}) \), so as to perform a weighted sum of the multi-scale features:

\[
a_{nz} = \text{softmax}(U(AX_{nz}))
\]

\[
S_n = \sum_{z=1}^{Z} U(TX_{nz}) \cdot a_{nz}
\]

\( S_n \) from different classes are further concatenated to produce the final query-support embedding.

This attention scheme can be particularly beneficial in the multi-way setting: because different object classes may appear in different positions and be with different sizes in one image, often surrounded by different local contexts. The proposed attention scheme carefully takes care of this inter-class variance by producing tailored weight maps to combine multi-scale features for every object class.

D. Pixel-Wise Metric Learning

To further enhance the embedding space learning for the query and support images, we employ the metric learning which commonly adopts contrastive loss [65], [66] or triplet loss [31] to learn effective feature representations for similar images/patches. The metric learning in [31], [65], [66] is operated on the image level for visual recognition task. In this work, we are keen on the accuracy of pixel-wise classification and therefore formulate the metric learning on the pixel-level query-support embedding. Given the segmentation prediction by the network, we can obtain its false positives/negatives with respect to the ground truth. For a specific class, false positives are false pixels being mis-classified as this class which can be seen as hard negatives. False negatives are true pixels being mis-classified as not this class which can be seen as hard positives. Anchors can be selected from the correctly classified pixels of this class. This forms three pools of hard positives, hard negatives, and anchors, respectively. We can write out a triplet loss function by randomly selecting elements from them. This works but has demerits: due to the intra-object variation among pixels, embedding vectors of pixels can vary a lot in different parts of an object. Intuitively, object pixels within a small neighborhood are more likely to have similar embedding vectors. We therefore propose a weighted random selection strategy to select pixel pairs depending on their spatial distances.
We denote by \( A \), \( HP \) and \( HN \) the above obtained pools of pixels for anchors, hard positives, and hard negatives, respectively. To construct a triplet: first, a pixel \( a \) is randomly selected from \( A \), where \( a \) is associated with its spatial coordinates \((x_a, y_a)\) in the image as well as its embedding vector \( f_a \) in the network. Next we select the hard positive pixel from \( HP \) to form a pair with \( a \). Based on the discussion about the intra-object variation, we compute the spatial distance from the coordinates \((x_a, y_a)\) of \( a \) to that \((x_{hp}, y_{hp})\) of every candidate \( hp \) in \( HP \). The distance is converted into probabilities for a weighted random selection such that the pixel \( hp^* \) who is spatially closer to \( a \) is more likely to be selected; \((a, hp^*)\) is a meaningful hard positive pair. As for the hard negative \( hn^* \) to \( a \), a similar spatial constraint might apply among adjacent pixels. Yet, this adjacency is not always observable in \( A \) and \( HN \) because in reality the small neighborhood of anchors are most likely to be positives. This is to say, hard negatives do not have direct relations to their spatial distances to anchors. A random selection from \( HN \) is sufficient. Having the triplet \((a, hp^*, hn^*)\) and their feature embedding \((f_a, f_{hp^*}, f_{hn^*})\), the triplet loss is written as,

\[
\mathcal{L}_{PML} = \sum_{(a, hp^*, hn^*)} \max(\|f_a - f_{hp^*}\|_2^2 - \|f_a - f_{hn^*}\|_2^2 + \alpha, 0)
\]

(6)

We do not elaborate every pixels in \( A \), \( HP \) and \( HN \) but only a subset of them (i.e. \( N_f \) seeds in \( A \)). The pixel feature embedding is taken before the residual block in the decoder.

Notice 1) for one image containing multiple classes, \( N_f \) initial seeds are randomly selected from the joint pools of anchors of these classes, triplets are then formed in corresponding pools of each class; 2) it is also possible to find the positive/negative pairs via the maximum/minimal feature distances among pixels [31]. We did not choose this because it is computationally expensive to compute feature distances among all foreground and background pixels online. In contrast, the spatial distances can actually be computed offline.

The overall loss function is given by

\[
\mathcal{L} = \mathcal{L}_{SEG} + \lambda \mathcal{L}_{PML}.
\]

(7)

\( \lambda \) is a loss weight.

**E. Inference**

At testing stage, when it comes with query images for novel classes and a few annotated support images of these classes, our MFNet does not need fine-tuning. Instead, we pass certain query image and those support images of different novel classes through MFNet to obtain their embeddings, which are further fused in the network to directly predict the segmentation result on the query image.

**IV. EXPERIMENTS**

**A. Datasets**

Following previous works [18], [32], [33] we conduct experiments on two commonly used few-shot semantic segmentation datasets: PASCAL-5\(i\) and COCO-20\(i\).

**PASCAL-5\(i\)** is constructed from PASCAL VOC 2012 [28] with SBD augmentation [67]. 20 classes from the original dataset are divide into 4 folds, each containing 5 classes. Models are trained on three folds and tested on the other fold. Like [18], we repeat each experiment five runs and report the average results. Each run has 1,000 episodes.

**COCO-20\(i\)** is built from MS COCO [29]. Compared to PASCAL-5\(i\), it is with more object classes. 80 classes are divided into 4 folds, each containing 20 classes. Models are trained on 60 classes and tested on the rest 20 classes. We follow the practice in PASCAL-5\(i\) to repeat each experiment five runs, with each run containing 10,000 episodes.

**B. Implementation Details and Evaluation Protocol**

1) **Implementation Details:** Similar to [17], [22], we adopt the backbone from ResNet-50 pretrained on the ILSVRC classification task. Backbone weights are fixed during the training. Input images are resized to 473 × 473. Random crop, rotation and mirror operation are applied for data augmentation. \( W \), \( H \), and \( C \) in Sec. III-B are 60, 60, and 256, respectively. \( a \) in (6) is set to 1 while \( \lambda \) in (7) is set to 0.4. \( N_f \) for triplet is 20 and \( N_r \) for relational attention is 4. The network is trained by the SGD optimizer with a momentum of 0.9 and a weight decay of 0.0001; the ‘poly’ policy is adopted to decay the learning rate with a power of 0.9. We train the network for 200 (50) epochs on PASCAL-5\(i\) (COCO-20\(i\)) with an initial...
TABLE I

| METHOD | Params | 2-way 1-shot | 2-way 5-shot | Mean | 2-way 1-shot | 2-way 5-shot | Mean |
|--------|--------|--------------|--------------|------|--------------|--------------|------|
|        |        | fold-0 | fold-1 | fold-2 | fold-3 |        | fold-0 | fold-1 | fold-2 | fold-3 | Mean | fold-0 | fold-1 | fold-2 | fold-3 | Mean |
| PANet [18] | 23.5M | 38.5/42.8 | 51.55/58.3 | 43.4/48.7 | 41.6/45.5 | 43.9/48.3 | 48.6/54.7 | 60.0/64.8 | 52.3/57.6 | 49.0/54.9 | 52.7/58.0 |
| PPNet(w/o U) | 23.5M | 40.9/45.6 | 53.0/58.0 | 45.8/51.7 | 41.4/45.7 | 45.3/50.2 | 49.0/55.3 | 61.7/66.4 | 59.5/63.8 | 51.3/56.9 | 55.4/60.6 |
| PPNet [19] | 31.5M | 41.6/47.4 | 53.5/58.3 | 47.7/52.7 | 43.4/48.2 | 46.5/51.7 | 49.9/55.5 | 62.2/67.3 | 59.9/64.4 | 52.5/58.0 | 56.0/61.3 |
| DENet [20] | 13.9M | 44.3/46.7 | 61.9/65.3 | 55.7/57.9 | 46.7/49.2 | 52.2/53.3 | 45.5/52.2 | 62.1/67.2 | 58.7/62.7 | 48.1/52.7 | 53.6/58.7 |
| MFNet | 9.4M | 53.8/55.3 | 66.8/68.0 | 49.2/50.5 | 48.2/50.1 | 54.5/55.9 | 58.3/60.3 | 70.0/70.9 | 55.6/57.0 | 54.6/55.4 | 59.7/60.9 |

TABLE II

PERFORMANCE ON PASCAL-5\textsuperscript{i} WITH THE SETUP OF [27]

| METHOD | 2-way 5-shot |
|--------|--------------|
| SG-1One [48] | 39.4 |
| PANet [18] | 41.3 |
| PLSEG [30] | 42.6 |
| MetaSeg [27] | 43.3 |
| MFNet | 47.8 |

TABLE III

PERFORMANCE ON PASCAL-5\textsuperscript{i} IN THE 1-WAY 1-SHOT AND 5-SHOT SETTING. RESULTS OF [18], [23] WERE COPIED FROM [19]. ALL METHODS EMPLOY THE RESNET-50 BACKBONE

| METHOD | 1-way 1-shot | 1-way 5-shot |
|--------|--------------|--------------|
| PPNet [19] | 52.8 | 63.0 |
| RPPMs [68] | 56.3 | 57.3 |
| PPNet [22] | 60.8 | 61.9 |
| DENet [20] | 60.1 | 60.5 |
| SCL [25] | 61.8 | 62.9 |
| ASR [69] | 58.2 | 61.0 |
| ASGNet [49] | 59.3 | 63.9 |
| MiningFSS [70] | 63.6 | 66.8 |
| CMN [71] | 62.8 | 63.7 |
| HSNet [50] | 64.0 | 69.5 |
| CWT [26] | 56.4 | 63.7 |
| CyCry [21] | 64.0 | 67.5 |
| MFNet | 60.9 | 62.3 |
| MFNet+ SA in [21] | 64.5 | 66.0 |

learning rate of 0.0025 (0.005) and a batch size of 4 (8). The PML loss $\mathcal{L}_{PML}$ is utilized after 5 epochs on PASCAL-5\textsuperscript{i} and 1 epoch on COCO-20\textsuperscript{i}. All experiments are conducted on the NVIDIA GeForce RTX 2080 Ti GPU.

Our train/test setup by default follows [18], [19] where on PASCAL-5\textsuperscript{i} we run the 2-way 1-shot and 2-way 5-shot experiments while on COCO-20\textsuperscript{i} we run the 2-way 1-shot and 5-way 1-shot experiments. The 1-way 1-shot and 1-way 5-shot experiments are also conducted on these datasets. Notice 1) in the 2-way 5-shot setting on PASCAL-5\textsuperscript{i}, [27]'s setup is also adopted. The main difference lies in the testing: a query in [18], [19]'s setup can contain 1 or 2 object classes but in [27]'s setup must contain both classes; 2) in COCO-20\textsuperscript{i}, there exist two data splits (A & B) in the literature [33]. We follow [18], [19] to report results on split-A.

2) Evaluation Protocol: We adopt the commonly used mIoU for performance evaluation [17], [18], [22], [32]: for a class $l$, the Intersection over Union (IoU) is computed as $\frac{tp_l}{tp_l + fp_l + fn_l}$, where $tp_l$, $fp_l$, and $fn_l$ is the number of true positives, false positives and false negatives over the test set, respectively. mIoU is the average IoU over all classes. In the multi-way setting, assuming a query contains an object class, some pixels of this class are mistakenly predicted as other classes (not background) which do not appear in this query, these pixels should be considered as both false negatives of this class and false positives of other classes. Yet, in the evaluation of [18], [19], they were ignored in the computation of false positives over other classes. We have communicated this with the authors of [18] and agreed that an appropriate metric should include this computation. We denote by mIoU* the new metric as our default to distinguish from the mIoU used in [18], [19]. For a fair comparison, we report results on both. Notice there is no difference between mIoU and mIoU* in the 1-way setting, or in the multi-way setting when all targeted classes appear in the query.

C. Results on PASCAL-5\textsuperscript{i}

1) Multi-Way: Comparison to SOTA in both the standard setup [18], [19] and [27]'s setup (see Sec. IV-B).

a) [18], [19]'s setup: [18]–[20] offer the multi-way results, which are currently the state of the art in multi-class FSS. We compare with them on both mIoU* and mIoU using the same backbone ResNet-50 in Table I. In the 2-way 1-shot, for mIoU*, MFNet is clearly better than [18]–[20] with a significant improvement of +8.0% over [19] and +2.3% over [20] on average. Similar observations can be found on the mIoU metric. As discussed in Sec. IV-B, mIoU* is more appropriate than mIoU when evaluating queries in the multi-way setting. The large improvement by MFNet on mIoU* indicates that it is able to correctly predict the labels of both foreground and background in these queries. In the 2-way 5-shot setting: MFNet is higher than [19] by +3.7% and +6.1% than [20] on the mean mIoU*. We also mark that [19] has utilized unlabeled data to boost the performance while we don’t; without using the unlabeled data (PPNet w/o U), the results of [19] will be lower.

We did not elaborate the performance on every fold. In general, compared to others, MFNet performs the best on every fold except for fold-2, which has also disadvantaged MFNet on the mean mIoU*. We also mark that [19] has utilized unlabeled data to boost the performance while we don’t; without using the unlabeled data (PPNet w/o U), the results of [19] will be lower.

We did not elaborate the performance on every fold. In general, compared to others, MFNet performs the best on every fold except for fold-2, which has also disadvantaged MFNet on the mean mIoU*. We also mark that [19] has utilized unlabeled data to boost the performance while we don’t; without using the unlabeled data (PPNet w/o U), the results of [19] will be lower.
of these two classes vary drastically over images, which can be very challenging to detect. We suggest that extracting only one prototype from such a class may not be sufficient to represent the class, we plan to explore it in-depth in future. Despite this, we emphasize the mean mIoU* over all folds is indeed more important to measure the overall performance of few-shot segmentation on PASCAL-5i (see also the discussion in [18], [19]). Our MFNet improves the state of the art on the mean mIoU* significantly.

Table I also shows that we achieve the best results with lowest number of learnable parameters in our model. Fig 4 offers some visualization results.

b) [27]'s setup: [27] has a different setup from [18], [19]: images in PASCAL-5i which contain person and another held-out class are sampled to construct support and query sets for new tasks. [27] has only reported the 2-way 5-shot results so we follow it and report our results in Table II. In the 2-way 5-shot setting of [27], every query contains two object classes, thus mIoU* is the same to mIoU. Ours has mIoU* 47.8 which significantly improves [27] by 4.5%. Results of [18], [30], [48] were copied from [27] for comparison.

2) Single-Way (Comparison to SOTA): MFNet is mainly proposed for the multi-way setting, but we can degrade it into the 1-way setting. The mean value of mIoU* over four folds are offered in Table III (mIoU* is the same to mIoU in the 1-way setting). Comparisons are among the recent state of the arts [19]–[22], [25], [26], [49], [50], [68]–[71]. All methods employ the same ResNet-50 as the backbone. Our degraded MFNet in the 1-way setting achieves a competitive result with a relatively simple architecture (for instance, our result on par with that in many representative works [25], [26], [49], [69] published in 2021). We can further combine it with the previous best [21]: we use the multi-head transformer-based self-alignment (SA) block in [21] to enrich the multi-scale query representations in MFNet. This can boost the performance of MFNet to the state of the art result (e.g. the highest mIoU 64.5 in 1-way 1-shot) as shown in Table III: MFNet + SA. The SA block in [21] is basically a pixel-level transformer block, which improves the robustness of feature representations while also increases the computational cost.

Overall, we argue that the study of FSS in the single-way and multi-way settings faces different challenges. Many FSS techniques proposed in the single-way setting may not be applicable or easily extendable to the multi-way setting. The primary focus in our paper is to propose techniques such as multi-level attention and pixel-wise metric learning that work well in the multi-way setting.

3) Transferring From Single-Way to Multi-Way: In the multi-way setting, we have compared to several recent methods [18]–[20], [27] who solve the multi-class segmentation as a one-to-many problem via explicitly learned class prototypes/classifiers. Our method outperforms them significantly! Unlike these methods, MFNet realizes the multi-class few-shot segmentation via a pixels-to-pixels DNN. The pixels-to-pixels DNN has been utilized in recent FSS works [17], [21]–[26] but only in the single-way setting. We are the first to propose a novel multi-way encoding & decoding scheme. To justify our design, we compare it to two SOTA methods [21], [22] by applying a naive transfer on them from the 1-way to N-way: we forward the binary segmentation pipeline learned in these works for N times with each one being responsible for

Table IV

| Fusion      | 2-way 1-shot  |
|-------------|---------------|
|             | fold-0 | fold-1 | fold-2 | fold-3 | Mean  |
| Baseline    | 40.3   | 52.8   | 40.6   | 38.7   | 43.1  |
| A+A         | 48.9   | 62.8   | 45.1   | 45.0   | 50.5  |
| C+C         | 52.4   | 65.5   | 47.0   | 46.8   | 52.9  |
| C+A         | 52.1   | 65.4   | 46.8   | 45.8   | 52.5  |
| MFNet (A+C) | 53.8   | 66.8   | 49.2   | 48.2   | 54.5  |
predicting one of the $N$ classes. The predicted label for a pixel can be as either background or a specific class in each time. Overall, we take the class label (including background) at each pixel with the maximum probability over $N$ times. We report in Table V the results in 2-way 1-shot and 5-shot. It can be seen that our method outperforms [21], [22] significantly. Moreover, we also provide the network inference time for one image in 2-way 1-shot: [21], [22] spent about twice the time as we do (they have to be forwarded twice). In summary, in the multi-class scenario, our method is apparently much more efficient and effective than sequentially segmenting each class by employing a single-class few-shot segmentation model.

4) Ablation Study: We focus on details of the multi-way encoding & decoding, multi-level attention, and pixel-wise metric learning in the 2-way setting.

a) Multi-way encoding & decoding: The proposed architecture encodes the multi-way input into one feature and decodes multi-class segmentation on it. One baseline is devised: we construct multiple binary encoding & decoding branches with a shared backbone. Each branch encodes the multi-scale query features with the prototype of one class and decodes binary segmentation result for this class. The multi-class segmentation result is obtained by taking the class (including background) with the maximum probability over multiple branches at each pixel. The proposed pixel-wise metric learning is not applied in this baseline. Results in Table IV show that the baseline performs significantly lower than our MFNet, which demonstrates the effectiveness of our method.

Next, we validate our choice of Add (A) and Concat (C) in the multi-way encoding process. Referring to Sec. III-B, we first add each expanded class prototype to the query feature of certain scale and later concatenate the fused features over multiple classes. We enumerate four possible combinations of A and C in the two steps in Table IV. It clearly shows that A + C works the best with mIoU* 54.5. C + C performs the second (52.9) while A + A the worst (50.5). The results are consistent with the analysis offered in Sec. III-B.

b) Attention $A^S$ for support feature modulation: $A^S$ is proposed for the multi-shot support feature modulation to effectively extract one prototype from multiple support features per class. Hence, we run the ablation study in the 2-way 5-shot setting. We first compare with the result in the 2-way 1-shot setting (Table IV: bottom) where $A^S$ does not apply: the improvement of MFNet from 2-way 1-shot to 2-way 5-shot is 5.2 in mIoU*. Next, we ablate $A^S$ in the 2-way 5-shot: we run MFNet with and without $A^S$ (MFNet w/ $A^S$ v.s. MFNet w/o $A^S$) and report the results in Table VI, where clear improvement can be observed by adding $A^S$ in MFNet. Besides the proposed relational attention, we tried to adapt two attention mechanisms from [17] and [52] to combine multiple support features: a query feature is firstly concatenated with multiple support features, respectively; these features can be combined through weights of softmaxed self-attention (MFNet w/ $A^S$-v1) or through Bi-ConvLSTM (MFNet w/ $A^S$-v2) to produce one feature for each query scale. The proposed attention for multi-scale combination is still applied afterwards. Results are in Table VI: we did not observe meaningful improvement by utilizing $A^S$-v1/$A^S$-v2. In contrast, the proposed $A^S$ improves the mean mIoU* from 58.5 to 59.7.

c) Attention $A^M$ for multi-scale combination: The proposed idea, denoted by MFNet w/ $A^M$, is compared to that without using multi-scale nor attention (MFNet w/o $A^M$), where one could clearly see the improvement in Table VII. Besides using attended weights for multi-scale combination, we also tried two alternative forms: one follows the FEM module in [22] to hierarchically concatenate the multi-scale features before decoding; another follows the ASPP module in [72] to implement the multi-scale features in the decoder. We denote them by MFNet w/ $A^M$-v1 and MFNet w/ $A^M$-v2 in Table VII, respectively. Our MFNet w/ $A^M$ performs clearly better than the two variants.
TABLE IX

ABALATION STUDY ON THE BACKBONE

| METHOD          | 2-way 1-shot | 2-way 5-shot |
|-----------------|--------------|--------------|
| MFNet (VGG16)   | 52.7         | 57.6         |
| MFNet (ResNet50)| 54.5         | 59.7         |

5) Parameter Variations: We study the number of relational features \(N_r\), number of triplets \(N_t\), and \(\lambda\) in the loss function. Results are shown in the 2-way 1-shot and 5-shot where appropriate.

a) Number of relational features \(N_r\): In Fig. 5: left we vary the number of relational features \(N_r\) for each support feature in the attention scheme. Similar to [55], we vary \(N_r\) among 1, 2, 4, 8, and 16. The best performance occurs at \(N_r = 4\). Recalling our feature vector is of 256 dimensions, if \(N_r\) is large, e.g. 16, the channel of each \(R_{rk}^{nr}\) is only \(\frac{256}{16}\) dimensions. This is too small for relational features, thus less meaningful.

b) Number of triplets \(N_t\): In Fig. 5: middle we vary the number of triplets \(N_t\) for PML from 0 to 100. The results show that \(\text{mIoU}^*\) increases quickly from 0 to 20 and slowly afterwards over the four folds. Meanwhile, the computational cost increases proportionally to \(N_t\). We choose \(N_t = 20\) as a good tradeoff between performance and efficiency. Benefit of further increasing \(N_t\) is not worth of the extra cost.

c) \(\lambda\) in loss function: The triplet loss in PML serves as an auxiliary loss of our segmentation task. We combine it with the focal segmentation loss using a parameter of \(\lambda\) in (7). In Fig. 5: right we vary \(\lambda\) within a range of [0,1] over the four folds of PASCAL-5\(i\) in the 2-way 1-shot setting. Results show that the best performance occurs at \(\lambda = 0.4\) overall. This is also our default setting.

6) Backbone Choice: ResNet-50 is a commonly used backbone in FSS, which is also our default backbone. Here, we provide the experiment using an alternative backbone: the VGG net [1]. Results in Table IX show that MFNet (ResNet-50) performs better than MFNet (VGG) in both 2-way 1-shot and 5-shot. This is consistent to the results observed in [19], [22], [68] who have also reported results using both backbones.

D. Results on COCO-20\(i\)

1) Multi-Way (Comparison to SOTA): Following [18], [19], Table X presents the 2-way 1-shot and 5-way 1-shot results on COCO-20\(i\). Comparisons are still with [18]–[20] using the same data split and same backbone ResNet-50. [20] has originally used a different data split to report results on COCO-20\(i\) (Sec. IV-B). Its results in Table X were obtained by ourselves. In 2-way 1-shot, MFNet yields mean \(\text{mIoU}^*\) 24.1 and mean \(\text{mIoU}\) 28.1, which is +3.7% and +2.9% over PPNet [19], +4.3% and +3.5% over PPNet w/o U [19], +3.4% and +2.0% over DENet [20], respectively. Similar observation goes to 5-way 1-shot: we have mean \(\text{mIoU}^*/\text{mIoU}\) as 20.9/25.8, 18.4/23.9, 18.0/23.3, 17.1/22.2, 16.0/20.9 for MFNet, DENet [20], PPNet [19] and PPNet (w/o U) [19], and PANet [18] correspondingly. MFNet is clearly the best.

An image in COCO-20\(i\) normally contains more object classes than in PASCAL-5\(i\), thus is more challenging for FSS. Fig. 6 shows qualitative results in the 2-way 1-shot setting on COCO-20\(i\). Some failure cases are presented in the figure.

2) Single-Way (Comparison to SOTA): Here we offer the results in the 1-way 1-shot and 1-way 5-shot. Comparisons are made to [18], [19], [21], [26], [70] in the same data split and with the same backbone ResNet-50. [21] has originally
Fig. 6. Qualitative results in the 2-way 1-shot segmentation on COCO-20. Images below the red line are false cases. Tiny mask labels have been noted by red arrows for clarity.

| TABLE X |
| --- |
| The mIoU results of [18], [19] were reported in their original papers while the mIoU* results of them were obtained by us re-testing their published models. * Results of [20] were obtained by our implementation. All methods employ the ResNet-50 backbone. |

| METHOD | 2-way 1-shot | 5-way 1-shot |
| --- | --- | --- |
| | fold-0 | fold-1 | fold-2 | fold-3 | Mean | fold-0 | fold-1 | fold-2 | fold-3 | Mean |
| PANet [18] | 25.7/31.9 | 16.1/21.5 | 16.2/21.3 | 13.8/16.4 | 18.0/22.8 | 22.1/27.2 | 16.9/21.5 | 14.1/19.7 | 11.9/15.4 | 16.0/20.9 |
| PPNet (w/o U) | 29.0/33.9 | 19.4/24.0 | 16.5/22.8 | 14.2/17.6 | 19.8/24.6 | 24.3/29.1 | 16.8/22.3 | 14.3/21.1 | 12.8/16.4 | 17.1/22.2 |
| PPNet [19] | 29.8/34.2 | 19.7/24.2 | 17.0/23.4 | 15.1/19.1 | 20.4/25.2 | 25.6/30.8 | 17.3/23.0 | 15.5/21.3 | 13.6/17.9 | 18.0/23.3 |
| DENet* [20] | 30.3/35.2 | 20.5/25.3 | 16.7/23.0 | 15.3/21.1 | 20.7/26.1 | 27.0/32.7 | 17.9/22.4 | 14.6/19.9 | 14.0/20.5 | 18.4/23.9 |
| MFNet | 35.3/39.0 | 24.0/28.9 | 18.4/21.5 | 18.7/22.9 | 24.1/28.1 | 29.7/35.5 | 21.0/26.7 | 15.4/20.0 | 17.1/21.1 | 20.9/25.8 |

| TABLE XI |
| --- |
| Performance on COCO-20. In the 1-way 1-shot and 5-shot setting. * Results of [21] were obtained by our implementation. All methods employ the ResNet-50 backbone. |

| METHOD | 1-way 1-shot | 1-way 5-shot |
| --- | --- | --- |
| | | |
| PANet [18] | 23.0 | 33.8 |
| PPNet (w/o U) | 25.7 | 36.2 |
| PPNet [19] | 27.2 | 36.7 |
| CWT [26] | 32.9 | 41.3 |
| MiningFSS [70] | 35.1 | 41.4 |
| CyCVR* [21] | 35.7 | 41.0 |
| MFNet | 34.9 | 39.2 |
| MFNet + SA in [21] | 37.5 | 41.9 |

used a different data split to report results on COCO-20 (Sec. IV-B). Its results in Table XI were obtained by ourselves. We also present the results of PPNet (w/o U) without using the unlabeled dataset [19]. Table XI shows that our MFNet performs very close to the previous best [21] and [70] in the 1-way 1-shot and 1-way 5-shot, respectively. Similar to what we did on MFNet in Table III, we can add the SA block in [21] to MFNet and further improve its performance on COCO-20. Table XI shows that MFNet + SA produces the highest mIoU, 37.5 and 41.9, in the 1-way 1-shot and 5-shot, respectively.

V. CONCLUSION

In the study of few-shot learning, few-shot semantic segmentation has not been largely explored. Representative works are mostly restrictive to single-class segmentation; a few are extendable to multi-class segmentation yet with non-parametric metric learning modules mostly. This work first introduces a novel multi-way encoding and decoding pipeline to tackle multi-class FSS. For better feature fusion,
a multi-level attention mechanism is also presented: the attention for support feature modulation works in the multi-shot setting while the attention for multi-scale combination can particularly suit in the multi-class setting. Finally, to enhance the embedding space learning of query and support images, a pixel-wise triplet loss is devised on the query’s pixel-level.

References

[1] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” in Proc. ICLR, 2015, pp. 1–14.
[2] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2016, pp. 770–778.
[3] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-time object detection with region proposal networks,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 39, no. 6, pp. 1137–1149, Jun. 2017.
[4] K. He, G. Gkioxari, P. Dollar, and R. Girshick, “Mask R-CNN,” in Proc. IEEE Int. Conf. Comput. Vis. (ICCV), Oct. 2017, pp. 2961–2969.
[5] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmentation,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2015, pp. 3431–3440.
[6] L.-C. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L. Yuille, “DeepLab: Semantic image segmentation with deep convolutional networks, atrous convolution, and fully connected CRFs,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 40, no. 4, pp. 834–848, Apr. 2016.
[7] V. Nykyn, C. Blundell, T. Lillicrap, K. Kavukcuoglu, and D. Wierstra, “Matching networks for one shot learning,” 2016, arXiv:1606.04080.
[8] J. Snell, K. Swersky, and R. S. Zemel, “Prototypical networks for few-shot learning,” 2017, arXiv:1703.05175.
[9] P. Tokmakov, Y.-X. Wang, and M. Hebert, “Learning compositional representations for few-shot recognition,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2019, pp. 6372–6381.
[10] W. Jiang, K. Huang, J. Geng, and X. Deng, “Multi-scale metric learning for few-shot learning,” IEEE Trans. Circuits Syst. Video Technol., vol. 31, no. 3, pp. 1091–1102, Mar. 2021.
[11] H. Huang, J. Zhang, L. Yu, J. Zhang, Q. Wu, and C. Xu, “TOAN: Target-oriented alignment network for fine-grained image categorization with few labeled samples,” IEEE Trans. Circuits Syst. Video Technol., vol. 32, no. 2, pp. 853–866, Feb. 2022.
[12] F. Hao, F. He, J. Cheng, and D. Tao, “Global-local interplay in semantic alignment for few-shot learning,” IEEE Trans. Circuits Syst. Video Technol., vol. 32, no. 7, pp. 4351–4363, Jul. 2022.
[13] B. Kang, Z. Liu, X. Wang, F. Yu, J. Feng, and T. Darrell, “Few-shot object detection via feature reweighting,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2019, pp. 8420–8429.
[14] Y. Yang, F. Wei, M. Shi, and G. Li, “Restoring negative information in few-shot object detection,” in Proc. Adv. Neural Inf. Process. Syst., 2020, pp. 3521–3532.
[15] M. Cheng, H. Wang, and Y. Long, “Meta-learning-based incremental few-shot object detection,” IEEE Trans. Circuits Syst. Video Technol., vol. 32, no. 4, pp. 2158–2169, Apr. 2021.
[16] Z. Yang, M. Shi, C. Xu, V. Ferrari, and Y. Avrithis, “Training object detectors from few weakly-labeled and many unlabeled images,” Pattern Recognit., vol. 120, Dec. 2021, Art. no. 108164.
[17] C. Zhang, G. Lin, F. Liu, R. Yao, and C. Shen, “CANet-Class-agnostic segmentation networks with iterative refinement and attentive few-shot learning,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2019, pp. 5217–5226.
[18] K. Wang, J. H. Liew, Y. Zou, D. Zhou, and J. Feng, “PANet: Few-shot image semantic segmentation with prototype alignment,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2019, pp. 9197–9206.
[19] L. Liu, X. Zhang, S. Zhang, and X. He, “Part-aware prototype network for few-shot semantic segmentation,” in Proc. Eur. Conf. Comput. Vis., 2020, pp. 142–158.
[45] G. Koch et al., “Siamese neural networks for one-shot image recognition,” in Proc. ICML, 2015, pp. 1–30.

[46] Z. Chen, Y. Fu, Y. Zhang, Y.-G. Jiang, X. Xue, and L. Sigal, “Multi-level semantic feature augmentation for one-shot learning,” 2018, arXiv:1804.05298.

[47] Y.-X. Wang, R. Girshick, M. Hebert, and B. Hariharan, “Low-shot learning from imaginary data,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018, pp. 7278–7286.

[48] X. Zhang, Y. Wei, Y. Yang, and T. S. Huang, “SG-one: Similarity guidance network for one-shot semantic segmentation,” IEEE Trans. Cybern., vol. 50, no. 9, pp. 3855–3865, Sep. 2020.

[49] G. Li, V. Jampili, L. Sevilla-Lara, D. Sun, J. Kim, and J. Kim, “Adaptive prototype learning and allocation for few-shot segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2021, pp. 8334–8343.

[50] J. Min, D. Kang, and M. Cho, “Hypercorrelation squeeze for few-shot segmentation,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2021, pp. 6941–6952.

[51] T. Hu, P. Yang, C. Zhang, G. Yu, Y. Mu, and C. G. Snoek, “Attention-based multi-context guiding for few-shot semantic segmentation,” in Proc. AAAI Conf. Artif. Intell., 2019, pp. 8441–8448.

[52] R. Azad, A. R. Fayjie, C. Kauffmann, I. B. Ayed, M. Pedersoli, and J. Dolz, “On the texture bias for few-shot CNN segmentation,” in Proc. IEEE Winter Conf. Appl. Comput. Vis. (WACV), Jan. 2021, pp. 2674–2683.

[53] X. Yang et al., “BriNet: Towards bridging the intra-class and inter-class gaps in one-shot segmentation,” in Proc. Brit. Mach. Vis. Conf. (BMVC), 2020, pp. 1–14.

[54] Z. Wu, X. Shi, G. Lin, and J. Cai, “Learning meta-class memory for few-shot semantic segmentation,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2021, pp. 517–526.

[55] H. Hu, J. Gu, Z. Zhang, J. Dai, and Y. Wei, “Relation networks for object detection,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018, pp. 3588–3597.

[56] L.-C. Chen, Y. Yang, J. Wang, W. Xu, and A. L. Yuille, “Attention to scale: Scale-aware semantic image segmentation,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2016, pp. 3640–3649.

[57] S. Q. Weinberger, J. Blitzer, and L. Saul, “Distance metric learning for large margin nearest neighbor classification,” in Proc. Adv. Neural Inf. Process. Syst. (NeurIPS), 2005, pp. 1–8.

[58] Y. Tian, A. B. Laguna, T. Ng, V. Balntas, and K. Mikolajczyk, “HyNet: Learning local descriptor with hybrid similarity measure and triplet loss,” Proc. Adv. Neural Inf. Process. Syst. (NeurIPS), 2020, pp. 7401–7412.

[59] K. Zeng, M. Ning, Y. Wang, and Y. Guo, “Hierarchical clustering with hard-batch triplet loss for person re-identification,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2020, pp. 13657–13665.

[60] Y. Wang et al., “Large margin few-shot learning,” 2018, arXiv:1807.02872.

[61] L. Karlinsky et al., “RepMet: Representative-based metric learning for classification and few-shot object detection,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2019, pp. 5197–5206.

[62] Y. Chen, J. Pont-Tuset, A. Montes, and L. V. Gool, “Blazingly fast video object segmentation with pixel-wise metric learning,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018, pp. 1189–1198.

[63] R. Qian, Y. Wei, H. Shi, J. Li, J. Liu, and T. Huang, “Weakly supervised scene parsing with point-based distance metric learning,” in Proc. AAAI Conf. Artif. Intell., 2019, pp. 8843–8850.

[64] D. Zhang, H. Zhang, J. Tang, X. Hua, and Q. Sun, “Causal intervention for weakly-supervised semantic segmentation,” in Proc. Adv. Neural Inf. Process. Syst. (NeurIPS), 2020, pp. 655–666.

[65] S. Chopra, R. Hadsell, and Y. LeCun, “Learning a similarity metric discriminatively, with application to face verification,” in Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2005, pp. 539–546.

[66] R. Hadsell, S. Chopra, and Y. LeCun, “Dimensionality reduction by learning an invariant mapping,” in Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit., Jun. 2006, pp. 1735–1742.

[67] B. Hariharan, P. Arbeláez, L. Bourdev, S. Maji, and J. Malik, “Semantic contours from inverse detectors,” in Proc. Int. Conf. Comput. Vis. (ICCV), 2011, pp. 991–998.

[68] B. Yang, C. Liu, B. Li, J. Jiao, and Q. Ye, “Prototype mixture models for few-shot semantic segmentation,” 2020, arXiv:2008.03898.

[69] B. Luo, J. Ding, J. Xiao, X. Ji, and Q. Ye, “Anti-aliasing semantic reconstruction for few-shot semantic segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2021, pp. 9742–9751.

Miao Zhang received the B.E. degree in automation from the School of Aerospace Engineering, Xiamen University, Xiamen, China, in 2019. He is currently pursuing the M.Sc. degree with the College of Electronic and Information Engineering, Tongji University, Shanghai, China. His research interests include few-shot learning, semantic segmentation, and metric learning.

Miaojing Shi (Member, IEEE) received the Ph.D. degree from Peking University in 2015. He also engaged with a joint Ph.D. program with the University of Oxford and INRIA Rennes for a year. He held a postdoctoral position at the University of Edinburgh and was a Research Scientist at INRIA Rennes. Since 2020, he has been a Lecturer of artificial intelligence with the Department of Informatics, King’s College London. He has authored or coauthored over 40 publications. His current research focus is on visual learning and understanding, with multi-task and limited supervision.

Li Li (Member, IEEE) received the B.S. and M.S. degrees in electrical automation from Shenyang Agriculture University, Shenyang, China, in 1996 and 1999, respectively, and the Ph.D. degree in mechatronics engineering from the Shenyang Institute of Automation, Chinese Academy of Science, Shenyang, in 2003. She then joined at Tongji University, Shanghai, China, where she is currently a Professor of control science and engineering. She has over 50 publications, including five books, over 30 journal articles, and two book chapters. Her current research interests include data-based modeling and optimization, computational intelligence, and machine learning.