Quantum-enhanced sensing of displacements and electric fields with large trapped-ion crystals
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Developing the isolation and control of ultracold atomic systems to the level of single quanta has led to significant advances in quantum sensing, yet demonstrating a quantum advantage in real world applications by harnessing entanglement remains a core task. Here, we realize a many-body quantum-enhanced sensor to detect weak displacements and electric fields using a large crystal of ∼150 trapped ions. The center of mass vibrational mode of the crystal serves as high-Q mechanical oscillator and the collective electronic spin as the measurement device. By entangling the oscillator and the collective spin before the displacement is applied and by controlling the coherent dynamics via a many-body echo we are able to utilize the delicate spin-motion entanglement to map the displacement into a spin rotation such that we avoid quantum back-action and cancel detrimental thermal noise. We report quantum enhanced sensitivity to displacements of 8.8 ± 0.4 dB below the standard quantum limit and a sensitivity for measuring electric fields of 240 ± 10 nV m−1 in 1 second (240 nV m−1/√Hz).

Introduction: The development of protocols and quantum platforms that harness entanglement or correlations to sense or measure a physical quantity with an advantage relative to classical alternatives is of both practical and fundamental interest [1, 2]. While practical quantum-enhanced sensors may take many years to come to fruition, they have the potential to enable the measurement of previously undetectable signals that could improve our understanding of the universe. Two prominent examples are gravitational wave detection, where non-classical states of light are now being adopted to achieve unparalleled sensitivity [3, 4], and searches for dark matter, where a quantum advantage could enable the sensing of the weak, non-gravitational interaction of dark matter with normal matter [5–8].

In parallel, mechanical oscillators have become established as exquisite quantum tools to measure small displacements due to weak forces and electric fields [9–17], such as those generated by axion-like dark matter and hidden photons [18]. At the simplest level, a weak, resonant force interacting with the mechanical oscillator generates a small coherent displacement β of the oscillator amplitude over time. Typically, the displacement is then inferred by making a measurement on a complementary internal or coupled degree of freedom of the system.

The precision ∆β to which this displacement β can be determined using classical resources that use uncorrelated states, such as a vacuum or a coherent state, is fundamentally bounded by the so-called standard quantum limit (SQL) that limits the attainable sensitivity to ∆β ≥ 1/2. However, by introducing entanglement between the oscillator and the measurement degree of freedom before the oscillator is excited, one can attain sub-SQL precision [19–22]. Nevertheless, this requires subtle control over both the oscillator and the measurement system to minimize undesirable classical noise and to evade quantum back-action [23].

In this work, we demonstrate a quantum advantage for both displacement and electric field sensing in a two-dimensional, 200 μm diameter trapped-ion crystal of ∼150 ions. The center-of-mass (COM) normal mode of the crystal realizes the mechanical oscillator and the internal electronic spin of the ions serves as the accessible measurement probe. A spin dependent, optical-dipole force (ODF) that resonantly couples the spins and the COM mode is used to generate metrologically useful entanglement which enables precise sensing of displacements of the oscillator [20]. By implementing a many-body echo protocol [22] to subsequently disentangle the spins and the oscillator, we are able to estimate the displacement - ideally free from thermal noise - through simple global measurements of the spins. With this technique, we achieve a sensitivity of 8.8 ± 0.4 dB below the SQL for displacements and 4.0 ± 0.5 dB below the SQL for electric fields. In practical terms we demonstrate an ultimate electric field measurement sensitivity of 240 ± 10 nV m−1/√Hz, an improvement by a factor of 300 over prior off-resonant classical protocols in trapped ions [14, 16] and more than an order of magnitude compared to state-of-the-art electrometers based on Rydberg.
FIG. 1. Trapped-ion crystal quantum sensor. An ensemble of beryllium ions (red dots) confined within a Penning trap self-arrange into a 2D triangular lattice. The Penning trap is characterized by axial magnetic field $B = 4.45$ T and axial trap frequency $\omega_z = 2\pi \times 1.59$ MHz. Cylindrical electrodes (cross-section shown, in gray) generate a harmonic confining potential along the $Z$-axis, while radial confinement is provided by the Lorentz force from $E \times B$-induced rotation in the axial magnetic field. The valence electron spin (black arrows) of the ions realize a collective spin that serves as the measurement device. The center-of-mass (COM) motional mode of the ion crystal realizes a high-Q mechanical oscillator (blue springs) with frequency $\omega_z$. Crossed optical beams (yellow lines) with a beat-note frequency $\mu \approx \omega_z$ generate a spin-dependent optical-dipole force that couples the spins and COM oscillator. To generate a coherent axial oscillation with calibrated amplitude $Z_c$ and frequency $\omega = \omega_z$ an AC voltage source is applied to the trap endcap electrode.

Entanglement-enhanced sensor: Our quantum sensor consists of a single-plane Coulomb crystal of $N \sim 150$ $^9$Be$^+$ ions confined in a Penning trap [14, 16, 26–28], as shown in Fig. 1. The $^2S_{1/2}$ ground-state valence electron spin $|\uparrow\rangle (|\downarrow\rangle) \equiv |m_J = +1/2\rangle (|m_J = -1/2\rangle)$ encodes a spin-1/2 degree of freedom in each ion, which can be coherently controlled by external microwaves resonant with the 124 GHz frequency splitting of the electronic spin states in the presence of a $B = 4.5$ T magnetic field. The motion of the ion crystal can be decomposed into 2N in-plane modes and N axial modes, with the latter coupled to the spin degree of freedom by a spin-dependent ODF produced by a pair of off-resonant laser beams detuned from the nearest optical transitions by $\sim 20$ GHz. The ODF beams generate a one-dimensional (1D) traveling-wave potential at a frequency $\mu$, which, in contrast to prior settings for sensing in our experiment [14, 16], is now chosen to be near-resonant with the COM mode at a frequency $\omega_z/(2\pi) = 1.59$ MHz, such that the COM is the dominant motional contribution to the observed dynamics. In this limit, and assuming the ions have an axial extent that is small compared to the wavelength of the traveling wave optical potential, the system can be well approximated by the Hamiltonian [29, 30],

$$H_{ODF} = \frac{\hbar g}{\sqrt{N}} (\hat{a} + \hat{a}^\dagger) \hat{J}_z + \hbar \delta \hat{a}^\dagger \hat{a}. \quad (1)$$

Here, we have introduced collective spin operators $\hat{J}_a = 1/2 \sum_{j=1}^N \hat{\sigma}_a^{(j)}$ where $\hat{\sigma}_a^{(j)}$ are Pauli operators for the $j$th spin, $\hat{a}$ and $\hat{a}^\dagger$ are the COM phonon creation and annihilation operators that couple uniformly to all spins with strength $g$ and $\delta = \mu - \omega_z$ is the detuning from the COM mode, ideally tuned to be on resonance in our protocol, $\delta = 0$.

The experimental sequence to sense small displacements of the COM oscillator is illustrated in Fig. 2(a). The ions are prepared in the state $|\uparrow\rangle_N$ by optical pumping before a microwave $\pi/2$-pulse is applied to rotate the spins to align along the $\hat{x}$-axis of the Bloch sphere. To entangle the spins and the phonons, we apply the ODF Hamiltonian ($H_{ODF}$) for time $\tau$. Then, a calibrated AC voltage is applied to an endcap electrode for a time $t_{\text{drive}} \ll \tau$ to drive up a small coherent displacement $\beta$ of the COM oscillator. Recent work [16] established a stable relative phase between the displacement $\beta$ and the ODF, which is experimentally optimized to ensure the largest signal. To optimally detect the displacement we implement a many-body echo to undo the entangling dynamics by applying a second ODF drive with opposite sign $-H_{ODF}$ for an identical time $\tau$. Experimentally this
FIG. 2. Displacement sensing protocol. a) The ions are Doppler cooled and optically pumped into the state $|\uparrow\rangle$, before a microwave $\pi/2$-pulse rotates the spin ensemble to align along the $\hat{x}$-axis to prepare the initial state $|\psi(0)\rangle$. A phase-space illustration of the initial state is shown in c). It features the characteristic Gaussian and isotropic quantum noise distribution of a coherent state in both the spin and the oscillator degrees of freedom. A resonant ODF drive, described by $\hat{H}_{\text{ODF}}$ [Eq. (1)], is then applied for a duration $\tau$ to yield the state $|\psi_\text{in}\rangle$ in which the spin and the COM oscillator are entangled. This entanglement is illustrated by the growth of the Rényi entropy $S_2$ [30], shown in b), which reaches a maximum after the first ODF drive. In panel c) we illustrate that this entanglement can be interpreted as squeezing of the composite spin-oscillator quantum noise in a coupled basis. To generate a small spin-independent displacement $\beta$ of the oscillator we apply a weak drive to an endcap electrode resonant with the COM frequency, yielding the perturbed state $|\psi_\beta\rangle$. Simultaneously, a $\pi$-pulse is applied to flip $|\uparrow\rangle \rightarrow |\downarrow\rangle$ and thus effectively reverse the sign of $\hat{H}_{\text{ODF}}$ when a subsequent resonant ODF drive is applied. This second application of the ODF realizes a many-body echo of the initial dynamics and disentangles the spin and the oscillator [demonstrated in b) by the vanishing Rényi entropy after the second ODF drive], while also acting to map the small spin-independent displacement $\beta$ into a spin rotation of $\phi = g\tau\beta/\sqrt{N}$ about $\hat{z}$. The final decoupled state $|\psi_\text{f}\rangle$ is shown in c). A final $\pi/2$-pulse transforms the accumulated spin precession into a measurable change in the fraction of spins in $|\uparrow\rangle$ that is readout via a projective measurement. In b) and c) we use typical values of $g\tau = 2$ for illustration.

is done by applying a microwave $\pi$-pulse about the $\hat{x}$-axis to map $|\uparrow\rangle \rightarrow |\downarrow\rangle$, which is equivalent to setting $g \rightarrow -g$. Finally, the displacement is estimated via a projective measurement on the spin degree of freedom. Specifically, to make an effective measurement of $J_y$ we rotate the spins by a microwave $\pi/2$-pulse about the $\hat{x}$-axis and then measure $J_z$ using state-dependent fluorescence imaging [30].

To simplify our analysis of the experimental protocol we assume the ions are initialized in the motional ground-state, such that the state of the spins and COM mode after the first microwave pulse is $|\psi(0)\rangle = |0\rangle_b \otimes |(N/2)_x\rangle$. Here, we describe the spins using Dicke states $\hat{J}_\alpha|m_\alpha\rangle = m_\alpha|m_\alpha\rangle$ with $\alpha = x, y, z$ and $|0\rangle_b$ is the bosonic vacuum. The first ODF generates a spin-dependent coherent displacement of the oscillator,

$$|\psi_\text{in}\rangle = e^{-i\frac{\hbar \gamma}{\sqrt{N}} (\hat{a} + \hat{a}^\dagger)} \hat{J}_x |\psi(0)\rangle,$$

$$= \sum_{m_z = -N/2}^{N/2} c_{m_z} |\alpha_{m_z}\rangle_b \otimes |m_z\rangle,$$

resulting in strong spin-motion entanglement. This can be directly quantified by the purity of the reduced density matrix of the oscillator degree of freedom after tracing over the spin (e.g., Rényi entanglement entropy $S_2 [30]$) during the first ODF sequence and shown in Fig. 2b. In Eq. (3) we introduce $|\alpha_{m_z}\rangle_b$ as coherent states with complex amplitude $\alpha_{m_z} = -im_z g\tau/\sqrt{N}$, and $c_{m_z}$ are defined as the expansion coefficients $|(N/2)_x\rangle = \sum_{m_z} c_{m_z} |m_z\rangle$.

As $N \gg 1$ in our 2D trapped ion crystal we are able...
FIG. 3. Performance of mechanical displacement sensor. a) Signal-to-noise ratio, $\beta/(\Delta \beta) \equiv Z_c/(\Delta Z_c)$, as a function of displacement $\beta$ (amplitude $Z_c \equiv 2\omega_0 \beta / \sqrt{N}$ with $\omega_0 = \sqrt{\hbar / (2 N \omega_p)}$ the spatial extent of the ground-state wavefunction). Each experiment data point (black markers, error bars indicate statistical and systematic uncertainty) corresponds to the SNR of a single measurement with fixed $\tau = 200 \, \mu s$. Good agreement is found with the theoretical model (blue line) using independently calibrated values of $g/(2 \pi) = 3.91 \, \text{kHz}$, COM frequency fluctuations of $\sigma/(2 \pi) = 40 \, \text{Hz}$ (shaded region indicates confidence region for $\sigma/(2 \pi) \in [20, 60] \, \text{Hz}$), as well as spin depolarization characterized by $\Gamma = 500 \, \text{s}^{-1}$. The theoretical calculation also includes an observed 18% increase in background noise above the expected projection noise [30]. b) Sensitivity $(\Delta \beta)^2$ to the dimensionless displacement $\beta$ as a function of ODF duration $\tau$. Experimental data (black markers, error bars indicate statistical and systematic uncertainty) is obtained from a small fixed physical displacement $Z_c = 775 \pm 28 \, \text{pm}$ with a single measurement SNR of approximately 1. We compare to the theoretical predictions of an idealized model (red line), a model that includes depolarization due to spin decoherence (purple line, $\Gamma = 610 \, \text{s}^{-1}$), and a model which also includes COM fluctuations of $\sigma = 40 \, \text{Hz}$ (solid blue line, shaded region indicates confidence region for $\sigma/(2 \pi) \in [20, 60] \, \text{Hz}$). The SQL $(\Delta \beta)^2_{\text{SQL}} = 1/4$, corresponding the extent of the ground-state wavefunction, is indicated by a dashed orange line. For completeness, we also indicate the classically attainable sensitivity when accounting for excess thermal fluctuations, $\tilde{n} = 5$ at the Doppler cooling limit, $(\Delta \beta)^2_{\text{th}} = (2n+1)(\Delta \beta)^2_{\text{SQL}}$. The optimal experimental sensitivity of $8.8 \pm 0.4 \, \text{dB}$ below the SQL ($\sim 19 \, \text{dB}$ below the thermal noise limit) corresponds to the average of the five points centered around $\tau = 200 \, \mu s$ [30].

The subsequently applied displacement of the COM oscillator, assumed to be orthogonal to the spin-dependent displacements, is described by the unitary transformation $\hat{U}_\beta = e^{\beta (a - a^\dagger)} = e^{i \sqrt{2} \beta \hat{p}}$, where $\sqrt{2}i \hat{p} = \hat{a} - \hat{a}^\dagger \ (\sqrt{2} \hat{a} = \hat{a} + \hat{a}^\dagger)$ are the oscillator quadratures. This leads to the displaced state $|\psi'_{\text{in}}\rangle = \hat{U}_\beta |\psi_{\text{in}}\rangle$, which can be equivalently framed as a shift in the spin-boson quadrature $\hat{x}_+ \rightarrow \hat{x}_+ + \beta / \sqrt{2}$ ($\hat{x}_- \rightarrow \hat{x}_- - \beta / \sqrt{2}$). The squeezing generated by the initial ODF drive means that, in principle, a small displacement quickly leads to a state that is distinguishable to $|\psi_{\text{in}}\rangle$. This displacement, parametrized by $\beta$, can be estimated with a sensitivity (see Fig. 2) limited by the quantum Cramer-Rao bound for displacements [31], $(\Delta \beta)^2_{\text{RL}} = 1/(4 + 4g^2 \tau^2)$ [30]. This bound can be recast in the more familiar form of the Heisenberg limit for displacements, $(\Delta \beta)^2_{\text{HL}} \approx 1 / n$ [20], where $n \sim g^2 \tau^2$ is the occupancy of the effective oscillator before the displacement. This is to be contrasted with the SQL for displacements $(\Delta \beta)^2_{\text{SQL}} = 1/4$, which is the sensitivity attainable with a coherent state.

Nevertheless, fully attaining the sensitivity promised by the state $|\psi_{\text{in}}\rangle$ is not straightforward. In particular, the high degree of spin-boson entanglement in $|\psi_{\text{in}}\rangle$ means that a simple measurement of either the spins or phonons independently is insufficient to precisely infer $\beta$ [30]. Instead, a more sophisticated measurement that accounts for correlations between the degrees of freedom is required. We address this challenge and remove undesirable quantum back-action effects by the application of a time-reversal step that perfectly disentangles the spin
and the oscillator (see Fig. 2) and maps the displacement to accessible spin observables. Specifically, the final state, obtained after applying the many-body echo to

\[ |\psi_f\rangle = e^{i\frac{g}{\sqrt{N}}(\sigma^+\sigma^-)^{\frac{1}{2}}J_z}|\psi_{in}\rangle = e^{i\frac{2\pi \bar{\beta}}{\sqrt{N}}} \hat{U}_{\beta} |\psi(0)\rangle. \]  

(4)

Writing the final state in the latter form demonstrates the power of the many-body echo: The displacement of the COM mode is encoded into a collective spin rotation of angle \( \varphi = 2g\tau \beta / \sqrt{N} \), which can be read out by simple collective spin measurements [22, 32–34]. Accounting for quantum projection noise of the collective spin, which limits angular resolution of small rotations to \( \Delta \varphi \geq 1 / \sqrt{N} \), the displacement can thus be estimated with a sensitivity \( (\Delta \beta)^2 = 1 / (4g^2 \tau^2) \) that approaches the Cramer-Rao bound for \( gT \gg 1 \).

Figure 4 shows the experimentally obtained single-measurement electric field sensitivity of our protocol, in the SNR of a single measurement of an initial thermal occupation \( \bar{n} \) of the COM mode at rate \( \Gamma \) due to spin-phonon entanglement. Including COM frequency away from resonance due to impurity ions in the crystal and a thermal occupation of the in-plane modes by small shot-to-shot fluctuations of the COM mode frequency, \( \Delta \varphi \) comes from depolarization of the spins at rate \( \Gamma \) due to light scattering generated by the applied ODF beams and an initial thermal occupation \( \bar{n} \approx 5 \) of the COM mode, the SNR of a single measurement of \( \beta \) is reduced to [30],

\[ \frac{\beta}{\Delta \beta} = \frac{2g\tau \beta e^{-1\tau}}{\sqrt{1 + e^{-2\tau}[(2\bar{n} + 1)g^2\sigma^2 + \frac{1}{4}g^2\sigma^2\tau^6]}}. \]  

(5)

Physically, the prefactor \( e^{-1\tau} \) comes from depolarization of the collective spin due to decoherence, while the \( \tau^4 \) and \( \tau^6 \) terms of the denominator describe residual spin-phonon entanglement and excess projection noise introduced by the imperfect time-reversal. In Fig. 3(a) we find good agreement between the experimentally determined SNR and the theoretical prediction Eq. (5) with independently calibrated values of \( g, \sigma, \) and \( \Gamma \) [30], justifying our understanding of the various noise processes. In particular, we observe \( \beta / \Delta \beta \rightarrow 0 \) as \( \beta \rightarrow 0 \), indicating there are no additional systematic errors from effects beyond the applied displacement.

To assess the performance of the displacement sensing protocol we determine the variance \((\Delta \beta)^2\) of a single measurement as a function of the ODF interaction time \( \tau \) for a small fixed displacement \( \beta = 0.24 \). Again, we find good agreement with the theoretical estimates of \((\Delta \beta)^2\) presented in Fig. 3(b). Optimizing over \( \tau \) we demonstrate a sensitivity of \((\Delta \beta)^2 = 3.3 \times 10^{-2} \) or \( 8.8 \pm 0.4 \) dB below the SQL. We emphasize that no technical noise has been subtracted in obtaining this result. Our result can be recast in terms of the absolute physical displacement \( Z_c \) of the COM mode using the relation \( Z_c = 2z_0 \beta / \sqrt{N} \) where \( z_0 = \sqrt{\hbar/(2m\omega_z)} \) is the size of the ground-state motional wavefunction of a single ion and the enhancement \( \propto \sqrt{N} \) arises due to the increased mass of the COM mode when more ions are present. Accounting for the 8 ms duration (e.g., accounting for preparation and readout) of a single measurement, we equivalently determine the optimal sensitivity is \( \Delta Z_c = 36 \pm 1.5 \) pm/\( \sqrt{\text{Hz}} \).

Note that in the absence of our time-reversal protocol, excess projection noise introduced by the thermal occupation of the phonon mode, \( \bar{n} \approx 5 \), would have limited the achievable sensitivity to \( (\Delta \beta)^2_{\text{th}} \geq (2\bar{n} + 1)(\Delta \beta)^2_{\text{SQL}} \) [30], or \( \sim 19 \) dB worse than our result.

**Electric field sensing:** Our ability to resonantly drive a small displacement of the COM mode over a long period of time, while maintaining a stable phase lock to a resonant ODF drive that generates spin-phonon entanglement, places our experiment in an excellent position for quantum-enhanced measurements of weak AC electric fields at the frequency of the COM mode. The protocol to sense an electric field is illustrated in Fig. 4. A fixed AC voltage is applied to an endcap electrode to drive a continuous displacement of the COM mode for a total time \( T \). Simultaneously, an ODF drive is initially turned on for a time \( \tau \leq T/2 \) to generate spin-phonon entanglement. At some later time, a second ODF pulse with inverted coupling \( g \rightarrow -g \) (realized again by a \( \pi \)-pulse about \( \hat{x} \) of the spins after the first ODF drive) is applied for an identical duration \( \tau \) and timed to finish with the conclusion of the COM displacement. Collectively, the dynamics of the system is described by the modified Hamiltonian [30]

\[ \hat{H}_{\text{sens}} = \hat{H}_{\text{ODF}}(t) + i\eta(\hat{a} - \hat{a}^\dagger), \]  

(6)

where \( \eta \) is a parameter related to the electric field to be measured. Note the time-dependence of \( \hat{H}_{\text{ODF}}(t) \) indicates the modulation \( g \rightarrow g(t) \). For comparison purposes and to emphasize the quantum advantage, we compare the above protocol with a purely ‘classical’ scheme where the continuous displacement of the COM mode is similarly applied for a total time \( T \) but we only employ a single ODF drive for readout. Such a protocol ideally gives the sensitivity \( (\Delta \eta)^2 = (1 + g^2 \tau^2)/(g^2 \tau^2(2T - \tau)^2) \), which is always worse than the SQL defined as \( (\Delta \eta)^2_{\text{SQL}} = 1/(4T^2) \). Note that the total displacement of the oscillator is ideally \( \beta \equiv \eta T \).

In contrast, our quantum-enhanced sensing scheme leads to \( (\Delta \eta)^2 \rightarrow 1/[4g^2 \tau^2(T - \tau)^2] \), which yields sub-SQL scaling \( (\Delta \eta)^2 \rightarrow 1/(g^2 T^4) \) for \( g\tau = gT/2 \gg 1 \).

Figure 4 shows the experimentally obtained single-measurement electric field sensitivity of our protocol, in
comparison to the SQL and the classical scheme. The ODF duration $\tau$ is chosen by numerically optimising the theoretically predicted sensitivity including technical noise due to COM fluctuations $\sigma$ and the thermal phonon occupation $\bar{n}$ [30]. Under current experimental conditions, for intermediate driving time $T = 538 \mu s$ the quantum protocol allows us to attain a sensitivity $\sim 4.0 \pm 0.5$ dB below the SQL. Moreover, we find that in contrast to the quantum protocol, which is ideally insensitive to the initial phonon state, the classical scheme is strongly limited by thermal noise. Quantitatively, the quantum protocol provides a $\sim 14$ dB improvement in sensitivity compared to the comparable classical scheme, demonstrating that entanglement can provide not only a fundamental but also practical advantage when all relevant noise sources are taken into account.

For long drive times $T \gtrsim 1$ ms we find the sensitivity is ultimately bounded by COM frequency noise, $(\Delta \eta)^2 \gtrsim \sigma^2 (2n + 1)/4$ [30]. Experimentally we determine a single-measurement sensitivity of $\Delta \epsilon = 2.3 \pm 0.1$ $\mu$V m$^{-1}$ at $T = 1.14$ ms, in good agreement with theory (see Fig. 4). Accounting for the total duration of the experimental trial, $T_{\text{shot}} = 8.73$ ms, we thus obtain a best electric field sensitivity of $\Delta E = \Delta \epsilon \sqrt{T_{\text{shot}}} = 220 \pm 10$ nV m$^{-1}/\sqrt{\text{Hz}}$. Averaging the three experimental results with the longest drive time $T$ gives a sensitivity of $\Delta E = 240 \pm 10$ nV m$^{-1}/\sqrt{\text{Hz}}$ at $\sim 1.6$ MHz. This compares favorably with electric field sensors using Rydberg atoms [36] that can reach sensitivities of $5.5 \mu$V m$^{-1}/\sqrt{\text{Hz}}$ [24] at frequencies $\sim 10$ GHz, and also approaches the sensitivity of meter length classical antennas [37] but in a micrometer scale device.

**Conclusions and Outlook:** We have demonstrated a quantum-enhanced sensor of mechanical displacements and weak electric fields in a crystal composed of $\sim 150$ trapped ions. Currently, the primary limitations to the sensor’s performance are COM frequency fluctuations and a thermal phonon population. Nevertheless, these issues are not fundamental in nature and could be resolved in next-generation experiments. In fact, feasible improvements to the stability of the COM mode frequency to the level of $\sigma/(2\pi) \approx 1$ Hz combined with a reduction of the phonon temperature via EIT cooling, which has already been demonstrated in the same platform [38], should allow us to reach an electric field sensitivity of $\sim 10$ nV m$^{-1}/\sqrt{\text{Hz}}$. Such performance would lead to a reduction of two orders of magnitude in the required averaging time to sense electric fields as weak as $1$ nV m$^{-1}$. This could enable trapped ion crystals as detectors of hidden photons and axions with a frequency range (effective mass) compatible with current COM mode frequencies (between 10 kHz to 10 MHz), although shielding due to the interaction of the dark matter with the surrounding apparatus must be carefully considered [39]. In the case of axions, a coupling to photons in the presence of a strong magnetic field, which is already inherently present in our experimental platform, is predicted to generate a classical field that will excite the COM mode [18]. Further, although the achieved electric field sensitivity already takes advantage of the mesoscopic system size of our 2D crystal, increasing the ion number to $N \gtrsim 10^5$ by the use of 3D crystals [40, 41] should allow us to enhance our sensing capability by at least two orders of magnitude.
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S1. IDEAL MODEL OF DISPLACEMENT SENSOR

The ideal displacement sensing protocol is realized by the implementation of the ODF Hamiltonian,

\[ \hat{H}_{\text{ODF}} = \frac{g}{\sqrt{N}} (\hat{a} + \hat{a}^\dagger) \hat{J}_z. \] (S1)

Here, \( \hat{a} (\hat{a}^\dagger) \) is an annihilation (creation) operator for the center of mass (COM) bosonic mode that couples uniformly to all spins with strength \( g \) and \( \hat{J}_{x,y,z} = \sum_{j=1}^{N} \hat{\sigma}_{x,y,z}^j/2 \) are collective spin operators, with \( \hat{\sigma}_{x,y,z}^j \) Pauli operators acting on ion \( j \). As described in the main text, the protocol involves three steps.

1. The application of \( \hat{H}_{\text{ODF}} \) for a time \( \tau \) on an initially unentangled product state \( |\psi(0)\rangle \) of the spins and phonons, which creates an entangled state with quantum-enhanced sensitivity:

\[ |\psi_{\text{in}}\rangle = e^{-i\tau \hat{H}_{\text{ODF}}} |\psi(0)\rangle. \] (S2)

This entangled state can be understood by considering the ideal initial condition of the main text, \( |\psi(0)\rangle = |(N/2)\rangle \otimes |0\rangle_b \) where \( |0\rangle_b \) is the bosonic vacuum and coherent spin state, defined by \( |J_\alpha \rangle = |m_\alpha\rangle = m_\alpha |m_\alpha\rangle \). Then, from Eq. (S2) it is straightforward to obtain

\[ |\psi_{\text{in}}\rangle = \sum_{m_z = -N/2}^{N/2} c_{m_z} |\alpha_{m_z}\rangle_b \otimes |m_z\rangle, \] (S3)

where \( |\alpha_{m_z}\rangle_b \) is a coherent state with amplitude \( \alpha_{m_z} = -im_z g\tau/\sqrt{N} \), while \( c_{m_z} \) are expansion coefficients defined by \( |(N/2)\rangle_b = \sum_{m_z} c_{m_z} |m_z\rangle \). This is a type of generalized spin-phonon cat state, known to be useful for metrology [1–3].

2. The instantaneous application of a displacement \( \beta \in \mathbb{R} \). This is equivalent to the application of the unitary transformation \( \hat{U}_\beta = e^{\beta (\hat{a} - \hat{a}^\dagger)} \) on \( |\psi_{\text{in}}\rangle \), to give the intermediate state

\[ |\psi_\beta\rangle = e^{\beta (\hat{a}^\dagger - \hat{a})} |\psi_{\text{in}}\rangle. \] (S4)

3. Application of \(-\hat{H}_{\text{ODF}}\) for a time \( \tau \), a process that is equivalent to time-reversal of the initial entangling operation,

\[ |\psi_f\rangle = e^{i\tau \hat{H}_{\text{ODF}}} |\psi_\beta\rangle = \sum_{m_z = -N/2}^{N/2} c_{m_z} e^{2i\beta \alpha_{m_z}} |\beta\rangle_b \otimes |m_z\rangle. \] (S5)

The final state (S5) can be written in an equivalent form that better elucidates how the time-reversal maps the displacement to an overall rotation of the spin degree of freedom. This result is actually general, independent of the initial spin-boson state. To show this, consider the final state at the end of the protocol

\[ |\psi_f\rangle = e^{i\tau \hat{H}_{\text{ODF}}} e^{\beta (\hat{a} - \hat{a}^\dagger)} e^{-i\tau \hat{H}_{\text{ODF}}} |\psi(0)\rangle. \] (S6)
Using that the ODF interaction is equivalent to an $J_z$-dependent displacement of the COM mode, $\exp(-i\tau \hat{H}_{ODF}) = D(-ig\tau \hat{J}_z)$ where $D(\alpha) = e^{\alpha \hat{a}^\dagger - ^*\alpha \hat{a}}$ is the usual bosonic displacement operator, combined with the identity $D(\beta)^\dagger \hat{a} D(\beta) = \hat{a} + \beta$ we can rewrite the last equation as

$$|\psi_f\rangle = e^{\frac{2i\varphi_\beta}{\sqrt{N}} \hat{J}_x} e^{\beta(\hat{a}^\dagger - \hat{a})} |\psi(0)\rangle.$$  

(S7)

In this form it is clear that the spins and bosons will be completely disentangled at the conclusion of the protocol so long as the initial state $|\psi(0)\rangle$ is also unentangled. Moreover, the initial state of the bosons is irrelevant and the displacement manifests independently as: i) a displacement of the boson spin state and ii) a rotation of the initial spin state about $\hat{z}$ by an angle $\varphi = 2g\tau\beta/\sqrt{N}$.

By initializing the spins along the $\hat{x}$-axis, e.g., in the state $|(N/2)\rangle$, we are thus able to observe this rotation through a measurement of simple spin observables. For example, a small displacement $\beta$ will lead to a small rotation that generates a nonzero value of $\langle \hat{J}_y \rangle_f \equiv \langle \psi_f | \hat{J}_y | \psi_f \rangle$.

The usefulness of this observable is determined by computing the expected signal $\langle \hat{J}_y \rangle_f$ at the end of the protocol and comparing it to its associated quantum variance $\text{var}(\hat{J}_y)$ computed also at the end of the protocol (note that both quantities are functions of $\beta$). This is quantified by the signal to noise ratio

$$\text{SNR} = \frac{\langle \hat{J}_y \rangle_f}{\sqrt{\text{var}(\hat{J}_y)_f}} \approx \frac{\frac{\partial \langle \hat{J}_y \rangle_f}{\partial \beta}}{\sqrt{\text{var}(\hat{J}_y)_{f|\beta=0}} |_{\beta=0}} \beta.$$  

(S8)

where $\beta = 0$ is the working point of our protocol, having the property that $\langle \hat{J}_y \rangle_{f|\beta=0} = 0$. The inverse of the slope (with respect to $\beta$) of the SNR is the sensitivity $\Delta \beta$ with which $\beta$ can be estimated using $\hat{J}_y$ as a measurement observable, given by

$$(\Delta \beta)^2 \equiv \frac{\text{Var}(\hat{J}_y)_f}{\left(\frac{\partial \langle \hat{J}_y \rangle_f}{\partial \beta}\right)^2}_{\beta=0} = \frac{1}{4g^2\tau^2}.$$  

(S9)

This expression quantifies the ratio of: i) how fast the signal varies as a function of $\beta$ ($\partial \beta \langle \hat{J}_y \rangle_f$) and ii) the fundamental noise present in any measurement of $\hat{J}_y$ due to quantum fluctuations $\text{Var}(\hat{J}_y)_f$. For interaction times $g\tau \gg 1$ the change in the signal, $\partial \beta \langle \hat{J}_y \rangle_f = -g\tau\sqrt{N}$, is much larger than the intrinsic quantum noise $\sqrt{\text{Var}(\hat{J}_y)_f} \sim \sqrt{N}$ and therefore sensing displacements with $\beta < 1/4$ (SQL) is possible.

**S2. ROLE OF ENTANGLEMENT**

In this section we analyze the precise role that entanglement plays in the time reversal protocol. To keep the analysis simple, we work in the limit of large $N$, which we can do because of the many body nature of the system. Then, since the initial spin state is polarized along $+x$, we can approximate the spin degree of freedom by a canonically conjugate pair ($\hat{x}_s, \hat{p}_s$) according to

$$\hat{J}_x \approx N/2 \quad \hat{J}_z \approx \sqrt{\frac{N}{2}} \hat{x}_s \quad \hat{J}_y \approx -\sqrt{\frac{N}{2}} \hat{p}_s,$$  

(S10)

with the initial state $|(N/2)\rangle$ corresponding to the bosonic vacuum $|0\rangle_b$. It is also convenient to analyze the COM using quadratures instead of creation and annihilation operators:

$$\hat{x}_b = \frac{\hat{a} + \hat{a}^\dagger}{\sqrt{2}} \quad \hat{p}_b = \frac{\hat{a} - \hat{a}^\dagger}{i\sqrt{2}}.$$  

(S11)

**A. Properties of the state $|\psi_{in}\rangle$**

Let’s analyze the state after the first step [Eq. (S2)], which is approximately given by

$$|\psi_{in}\rangle = e^{-i\varphi_\beta \hat{x}_b} |0\rangle_b \otimes |0\rangle_s.$$  

(S12)
FIG. S1. We show the Wigner function in the hybrid phase spaces $(\hat{x}^+, \hat{p}^+)$ (left) and $(\hat{x}^-, \hat{p}^-)$ (right) for the state $|\psi_{\text{in}}\rangle$, after the application of the first ODF pulse. In these variables the state is clearly squeezed, but the relation to the original spin and boson variables is not straightforward.

While this evolution certainly mixes spins and bosons, it has a very simple description in terms of the hybrid quadratures

$$\hat{x}^+ = \frac{\hat{x}_s + \hat{x}_b}{\sqrt{2}}, \quad \hat{x}^- = \frac{\hat{x}_s - \hat{x}_b}{\sqrt{2}},$$  

(S13)

whereby

$$|\psi_{\text{in}}\rangle = e^{-i\frac{g\tau}{2}(\hat{x}^+_s - \hat{x}^+_b)} |0\rangle_+ \otimes |0\rangle_-,$$  

(S14)

and $|0\rangle_+ \otimes |0\rangle_- = |0\rangle_s \otimes |0\rangle_b$ is the vacuum in either pair of variables, with wavefunction $\psi(0) \propto e^{-(\hat{x}^2_s + \hat{x}^2_b)/2} = e^{-(\hat{x}^2 + \hat{x}_0^2)/2}$. Consider the $x^+$ quadrature. Since everything is gaussian, we can compute the Wigner function [4] at time $\tau$:

$$W(x^+, p^+) = \frac{1}{\pi} \exp \left[ -x^2 + (p^+ - g\tau x^+)^2 \right] = \frac{1}{\pi} \exp \left[ -\frac{\tilde{x}^2}{\xi^2} - \xi^2 \tilde{p}^2 \right],$$  

(S15)

where

$$\tilde{x} = x^+ \cos \phi + p^+ \sin \phi \quad \tilde{p} = p^+ \cos \phi - x^+ \sin \phi,$$  

(S16)

are rotated quadratures about an angle $\phi > 0$:

$$\tan \phi = \frac{\sqrt{4 + (g\tau)^2} - g\tau}{2},$$  

(S17)

and $\xi^2$ is the squeezing parameter, given by

$$\xi^2 = \frac{1}{1 + g^2\tau^2 + g\tau \sqrt{2 + g^2\tau^2}} \approx \frac{1}{2g^2\tau^2} \quad g\tau \gg 1.$$  

(S18)

This state is represented in Fig. S1 (left) and shows squeezing along the $\tilde{x}$ direction. We also show the Wigner function of the $(x^-, p^-)$ degree of freedom (right) which is just a mirror reflection of the previous one. A displacement of $x_b$, which is what we are trying to measure, manifests as mirror shifts of the Wigner functions in the horizontal direction. Taking advantage of this squeezing would require us to measure the $\tilde{x}$ quadrature, which in terms of the original variables is very complicated indeed:

$$\hat{x} \approx \frac{\hat{x}_b \cos \phi + \hat{p}_b \sin \phi}{\sqrt{2}} + \frac{\hat{J}_z \cos \phi - \hat{J}_y \sin \phi}{\sqrt{N}}.$$  

(S19)
Not only is this a time dependent observable (\( \phi \) is a function of \( \tau \)), but also we would need to measure both bosons and spins, which is not possible with the current technical constraints of this experiment, which can only access the spins. Measuring only the spins immediately after the displacement of the bosons (implemented by \( e^{\beta(\hat{a}^\dagger - \hat{a})} \)) is useless because \( e^{-\beta(\hat{a}^\dagger - \hat{a})}\hat{O}e^{\beta(\hat{a}^\dagger - \hat{a})} = \hat{O} \) for any spin observable \( \hat{O} \). Measuring the bosons only is also useless, as we can see by computing their reduced density matrix \( \hat{\rho}_B \):

\[
\langle x_b | \hat{\rho}_B | x'_b \rangle = \rho_B(x_b, x'_b) = \frac{1}{\sqrt{\pi}} e^{-\left(x_b^2 + x'_b^2\right)/2} e^{-\left(x_b - x'_b\right)^2/(2g^2\tau^4)},
\]

(S20)

whose Wigner function

\[
W_S(x_b, p_b) = \frac{1}{\pi \sqrt{1 + (g\tau)^2}} e^{-x_b^2} e^{-p_b^2/(1 + g^2\tau^2)},
\]

(S21)

shows only antisqueezing in the \( p_b \) quadrature.

**B. Entanglement dynamics**

Given the crucial role that entanglement plays in the protocol, let us compute an entanglement measure as a function of the time \( t \) in a sequence of duration \( 2\tau \). The state is given by

\[
|\psi_t\rangle = \begin{cases} 
  e^{-it\hat{H}_{ODF}} |0\rangle_b \otimes |(N/2)_{\hat{x}}\rangle & \text{if } 0 < t < \tau \\
  e^{i(t-\tau)\hat{H}_{ODF}} e^{\beta(\hat{a}^\dagger - \hat{a})} e^{-it\hat{H}_{ODF}} |0\rangle_b \otimes |(N/2)_{\hat{x}}\rangle & \text{if } \tau < t < 2\tau ,
\end{cases}
\]

(S22)

and we choose the second Renyi entropy

\[
S_2 = -\log[\text{Tr}(\hat{\rho}_B^2)]
\]

(S23)

as our entanglement proxy. The state during the first half (\( t < \tau \)) is of the form of \( |\psi_{\text{in}}\rangle \) with the replacement \( \tau \rightarrow t \), so the Renyi entropy can be directly calculated from the reduced density matrix \([\text{Eq. (S20)}]\) as

\[
S_2(t) = -\log \left[ \int dx_b dx'_b \rho_B(x_b, x'_b) \right] = \frac{1}{2} \log(1 + g^2 t^2).
\]

(S24)

For the second half (\( \tau < t < 2\tau \))

\[
|\psi_t\rangle = e^{i(t-\tau)\hat{H}_{ODF}} e^{\beta(\hat{a}^\dagger - \hat{a})} e^{-i\tau\hat{H}_{ODF}} |0\rangle_b \otimes |(N/2)_{\hat{x}}\rangle = e^{\beta(\hat{a}^\dagger - \hat{a})} e^{\frac{2i\hat{J}_z}{\sqrt{\tau}}} e^{-i(2\tau - t)\hat{H}_{ODF}} |0\rangle_b \otimes |(N/2)_{\hat{x}}\rangle,
\]

(S25)

where we have used again the fact \( e^{-i\tau\hat{H}_{ODF}} \) is an \( \hat{J}_z \) dependent displacement. Since the first two exponentials on the left act on independent degrees of freedom, they do not modify entanglement measures. Thus \( S_2 \) depends only on the rightmost exponential, whose effect we have already computed. Thus, we have that

\[
S_2(t) = \begin{cases} 
  \frac{1}{2} \log \left[ 1 + g^2 t^2 \right]^{-1/2} & \text{if } 0 < t < \tau \\
  \frac{1}{2} \log \left[ 1 + g^2 (t - 2\tau)^2 \right]^{-1/2} & \text{if } \tau < t < 2\tau .
\end{cases}
\]

(S26)

At the end (\( t = 2\tau \)) there is no spin-boson entanglement, in agreement with Eq. (S7). The initial build up of entanglement (\( t < \tau \)) is crucial to keep the fluctuations \( \text{Var}(\hat{J}_b) \) small at the end of the protocol. We explore the consequences of omitting this first step in the next subsection.

**C. Read-out protocol**

The protocol we will study in this subsection is characterized by omitting the first step of the full time reversal protocol described in the main text. Mathematically

\[
|\psi_f\rangle = e^{i\tau\hat{H}_{ODF}} e^{\beta(\hat{a}^\dagger - \hat{a})} |0\rangle_b \otimes |(N/2)_{\hat{x}}\rangle.
\]

(S27)
This has been implemented before for off-resonant electric field sensing [5, 6], and the logic justifying this particular sequence of steps is semiclassical. The displacement operation transforms the bosonic vacuum into a coherent state: |0⟩_b → |β⟩_b. Naively doing the replacement ˆa, ˆa† → β in ˆH_{ODF} then makes ˆH_{ODF} → 2gβ ˆJ_z/√N which generates a rotation of the spin degree of freedom. Measuring ˆJ_y should then give information about β. While this argument captures correctly the result of the measurement signal, it omits the fact that the entanglement created by ˆH_{ODF} also increases the variance of ˆJ_y, which we now calculate. Working again in the large N limit, the evolution of the operator ˆJ_y in the Heisenberg picture is given by

\begin{equation}
\begin{aligned}
&\text{e}^{-\beta(\hat{a}^\dagger - \hat{a})} \text{e}^{-ir\hat{H}_{ODF}} \hat{J}_y \text{e}^{ir\hat{H}_{ODF}} \text{e}^{\beta(\hat{a}^\dagger - \hat{a})} \\
&= -\sqrt{N} \text{e}^{i\beta \sqrt{2} \hat{p}_b} \left( \hat{p}_x \text{e}^{i\beta \sqrt{2} \hat{p}_b} \right) \left( \text{e}^{-i\beta \sqrt{2} \hat{p}_b} \right) \\
&= -\sqrt{N} \left( \hat{p}_x + g \tau \hat{x}_b + g \tau \beta \sqrt{2} \right).
\end{aligned}
\end{equation}

Since the initial state in this approximation is |0⟩_b ⊗ |0⟩_s, it follows that

\begin{equation}
\langle \hat{J}_y \rangle_f \approx -\sqrt{N} \beta g \tau \quad \text{var}(\hat{J}_y)_f \approx \frac{N}{4} (1 + g^2 \tau^2).
\end{equation}

We see that while the slope of the signal increases with gτ, the variance of ˆJ_y also increases with gτ in a way that completely nullifies the effect of the increased signal. In fact, the sensitivity is

\begin{equation}
\langle \Delta \beta \rangle^2 = \frac{1}{4g^2 \tau^2} + \frac{1}{4} > \frac{1}{4},
\end{equation}

and it never gets below the SQL. As can be seen from the last line of Eq. (S28), this increase in variance is a result of the vacuum noise from the bosons being fed into the spins, which in turn is a consequence of the build up of entanglement.

### S3. GENERALIZED TREATMENT OF SENSING WITH TECHNICAL NOISE

To incorporate the effects of various sources of technical noise and adequately describe both the displacement and electric field sensing protocols of the main text, we adopt a model based on the more general time-dependent Hamiltonian:

\begin{equation}
\hat{H}_\eta(t) = -\delta \hat{a}^\dagger \hat{a} + \frac{g(t)}{\sqrt{N}} (\hat{a}^\dagger + \hat{a}) \hat{J}_z + i\eta(t)(\hat{a}^\dagger - \hat{a}).
\end{equation}

Here, we have: i) included a time-dependent ODF interaction strength [g(t)] which can include, e.g., the sign change necessary for time-reversal, and ii) a time-dependent coherent drive of strength η(t) to account for the concurrent application of the displacement and ODF drive in the electric field sensing protocol. Moreover, we assume that η(t) is sufficiently small so that it can be accounted for within perturbation theory. Within Eq. (S31), different sensing protocols simply correspond to different time profiles for η(t) and g(t). Thus, we will first work with a generic time dependence before specializing the obtained results to particular scenarios.

The inclusion of the static detuning δ = μ − ω_z, where μ is the ODF drive frequency and ω_z is the COM mode frequency, accounts for the observed deviations of this quantity away from the ideal δ = 0 in the experiment. Specifically, we assume that δ fluctuates randomly between experimental trials but is fixed over the duration of a single experimental trial. We model δ as a Gaussian random variable with mean zero and variance σ^2.

Experimentally, we also find the ions are not perfectly initialized in their motional ground-state. Limited by Doppler cooling, the COM mode is initially well described as a thermal bosonic state with an occupation ˆn. Combined with the spin-state after the initial microwave pulse, the initial state of the spin-phonon system is thus the density matrix ˆρ(0) = ˆρ_{th}(ˆn) ⊗ (⟨N/2⟩_x)(⟨N/2⟩_x). The final state after application of ˆH_η for a time t is then

\begin{equation}
\hat{\rho}_\eta(t) = \hat{U}_\eta(t) \hat{\rho}(0) \hat{U}_\eta^\dagger(t),
\end{equation}

where ˆU_η(t) is the time evolution operator associated to ˆH_η(t). The achievable sensitivity ∆η to the applied drive is, for the specific observable ˆJ_y and at time t, constructed from two quantities:
1. Var[$\hat{J}_y(t)$], the variance of the observable at the end of the evolution when $\eta(t) = 0$ (equivalent to $\beta = 0$ in the previous section).

2. $\delta_\eta \langle \hat{J}_y(t) \rangle = \langle \hat{J}_y(t) \rangle_{\eta} - \langle \hat{J}_y(t) \rangle_0$, the change in the observable at the end of the protocol with respect to the unperturbed evolution to first order in $\eta(t)$ (equivalent to $\beta \partial_\beta \langle \hat{J}_y \rangle$ in the previous section).

However, for calculational purposes it is more convenient to work with $\langle \hat{J}_+ \rangle$, $\langle \hat{J}_+^2 \rangle$ and $\delta_\eta \langle \hat{J}_+ \rangle$.

**A. Derivation**

The general results for $\text{Var}(\hat{J}_y(t))$ and $\delta \langle \hat{J}_y(t) \rangle$ are better expressed in terms of the Heisenberg picture operators

$$\hat{J}_+(t) \equiv U_0^\dagger(t) \hat{J}_+ U_0(t) \quad \hat{a}(t) \equiv U_0^\dagger(t) \hat{a} U_0(t).$$

(S33)

Note that this Heisenberg picture is defined in the absence of the perturbation ($\eta = 0$). The relevant quantities can then be calculated using time-dependent perturbation theory with $\eta$ as a perturbation parameter:

$$\langle \hat{J}_n^2(t) \rangle = \text{Tr} \{ \hat{J}_n^2(t) \hat{\rho}(0) \}$$

$$\delta_\eta \langle \hat{J}_+(t) \rangle = -i \text{Tr} \{ \hat{\rho}(0) \int_0^t i \eta(s) ds [\hat{J}_+(t), \hat{a}(s)^\dagger - \hat{a}(s)] \},$$

(S34)

with $n = 1, 2$. The evolution of the operators $\hat{J}_+(t)$ and $\hat{a}(t)$ is given by the following Heisenberg equations of motion:

$$i \hat{\dot{a}}(t) = i \delta \hat{a}(t) - \frac{ig(t)}{\sqrt{N}} \hat{J}_z$$

(S35)

$$i \hat{\dot{J}}_+(t) = -\frac{g(t)}{\sqrt{N}} [\hat{a}(t)^\dagger + \hat{a}(t)] \hat{J}_+(t).$$

(S36)

As $\hat{J}_z$ is a conserved quantity the equation for $\hat{a}(t)$ is closed. After formal solution of $\hat{a}(t)$ we subsequently solve for $\hat{J}_+(t)$. The final result is

$$\hat{a}(t) = \hat{a} e^{i\hbar(t) / \sqrt{N}} - \frac{ih(t)e^{i\hbar(t) / \sqrt{N}}}{\sqrt{N}} \hat{J}_z$$

(S37)

$$\hat{J}_+(t) = \exp \left[ \frac{i}{\sqrt{N}} \left(h(t) \hat{a}^\dagger + \bar{h}(t) \hat{a} \right) \right] \exp \left[ -\frac{2ip(t)}{\sqrt{N}} \left( \hat{J}_z + \frac{1}{2} \right) \right] \hat{J}_+, \quad$$

where we have introduced the functions

$$h(t) = \int_0^t g(s)e^{-i\eta(s)} ds, \quad p(t) = \frac{i}{2} \int_0^t (\bar{h}(s)h(s) - \bar{h}(s)\bar{h}(s)) ds.$$ 

(S38)

Expectation values are taken with respect to the initial state, yielding,

$$\langle \hat{J}_+(t) \rangle = \frac{N}{2} \exp \left[ -\frac{|h(t)|^2}{N} \left( \bar{n} + \frac{1}{2} \right) \cos \left( \frac{p(t)}{N} \right)^{N-1} \right],$$

$$\langle \hat{J}_+^2(t) \rangle = \frac{N(N-1)}{4} \exp \left[ -\frac{4|h(t)|^2}{N} \left( \bar{n} + \frac{1}{2} \right) \cos \left( \frac{2p(t)}{N} \right)^{N-2} \right].$$

(S39)

The last thing we need is $\delta \langle \hat{J}_+(t) \rangle$, which can be calculated using Eq. (S34), the solutions in Eq. (S37) and systematic application of commutation relations:

$$\delta_\eta \langle \hat{J}_+(t) \rangle = i\sqrt{N}q(t) \exp \left[ -\frac{|h(t)|^2}{N} \left( \bar{n} + \frac{1}{2} \right) \cos \left( \frac{p(t)}{N} \right)^{N-1} \right],$$

(S40)
where
\[ q(t) = \int_0^t \int_0^s g(s) \eta(u) \cos[\delta(u - s)] \, du \, ds. \] (S41)

The previous formulas include all the Hamiltonian effects we will take into account. However, the system is also subject to light scattering whenever the ODF interaction is on, and is modelled by the following dissipative Lindbladian:
\[ \mathcal{L} \dot{\rho} = \frac{\Gamma}{4} \sum_{i=1}^{N} \left( \hat{\sigma}_i^+ \hat{\sigma}_i^\dagger - \hat{\rho} \right). \] (S42)

Since the Hamiltonian evolution commutes with \( \mathcal{L} \) (in the superoperator sense), the consequences of this dissipative process can be calculated at the end and independently from the effects of \( \hat{H} \) [7]. Thus, we need to replace \( \langle \hat{J}_2^n(t) \rangle \rightarrow \langle \hat{J}_2^n(t) \rangle e^{-\Gamma t_{\text{odf}}/2} \), where \( t_{\text{odf}} \) is the amount of time the ODF is on. In addition, the observable \( \langle \hat{J}_+ \hat{J}_- + \hat{J}_- \hat{J}_+ \rangle / 2 = N(N+1)/4 \), which was conserved throughout the protocol in the absence of \( \Gamma \), becomes
\[ \frac{1}{2} \langle \hat{J}_+ \hat{J}_- + \hat{J}_- \hat{J}_+ \rangle \rightarrow \frac{N}{2} + \frac{N(N-1)}{4} e^{-\Gamma t_{\text{odf}}} \] (S43)

**B. Summary of results**

Using the definition of \( \hat{J}_y \) in terms of \( \hat{J}_+ \) and \( \hat{J}_- \) we thus find that

\[
\langle \hat{J}_y(t) \rangle = 0 \\
\langle \hat{J}_2^2(t) \rangle = \frac{N}{4} + \frac{N(N-1)}{8} e^{-\Gamma t_{\text{odf}}} \left\{ 1 - \exp \left[ \frac{4|\hat{h}(t)|^2}{N} \left( \bar{n} + \frac{1}{2} \right) \cos \left( \frac{2\hat{p}(t)}{N} \right)^{N-2} \right] \right\}
\]

\[
\delta \eta \langle \hat{J}_y(t) \rangle = q(t) \sqrt{N e^{-\Gamma t_{\text{odf}}/2}} \exp \left[ -\frac{|\hat{h}(t)|^2}{N} \left( \bar{n} + \frac{1}{2} \right) \cos \left( \frac{\hat{p}(t)}{N} \right)^{N-1} \right]
\]

\[
\langle \hat{J}_x(t) \rangle = \frac{Ne^{-\Gamma t_{\text{odf}}/2}}{2} \exp \left[ -\frac{|\hat{h}(t)|^2}{N} \left( \bar{n} + \frac{1}{2} \right) \cos \left( \frac{\hat{p}(t)}{N} \right)^{N-1} \right]
\] (S44)

We see that \( \hat{h}(t) \) is associated to thermal and zero-point bosonic motion, \( p(t) \) is a squeezing contribution that increases the variance and \( q(t) \) is some kind of detuning averaged total displacement. We also show \( \langle \hat{J}_x(t) \rangle \) because it is necessary for the experimental calibration of \( \sigma \), the COM frequency variance.

**C. Displacement sensing**

The scheme is shown in Fig. S2, with total protocol duration \( 2\tau \). The time profiles are \( g(t) = g \, \text{sign}(t - \tau) \), where the sign function accounts for the time reversal step in the latter half of the protocol \( (\tau < t < 2\tau) \), and \( \eta(t) = \beta \delta(t - \tau) \) indicates that the drive instantaneously generates a displacement \( \beta \) just before the time reversal step \( (t = \tau) \). Plugging this into the definitions of \( \hat{h}(t) \), \( p(t) \) and \( q(t) \) we obtain
\[
|\hat{h}(2\tau)|^2 = \frac{16g^2}{\delta^2} \sin \left( \frac{\delta \tau}{2} \right)^4 \quad p(2\tau) = \frac{g^2}{\delta^2} [4 \sin(\delta \tau) - \sin(2\delta \tau) - 2\delta \tau] \quad q(2\tau) = -\frac{\beta g}{\delta} \sin(\delta \tau). \] (S45)

We then numerically average \( \langle \hat{J}_y(2\tau) \rangle \) and \( \delta \langle \hat{J}_y(2\tau) \rangle \) over \( \delta \) and calculate the sensitivity according to
\[
(\Delta \beta)^2 = \frac{\langle \hat{J}_y(2\tau) \rangle_{\text{av}}}{\left( \frac{\partial \langle \hat{J}_y(2\tau) \rangle}{\partial \beta} \right)^2}, \] (S46)

where \( \langle ... \rangle_{\text{av}} \) indicates the average over detunings. For short protocol times, \( 2\sigma \tau \ll 1 \), we can calculate perturbatively the effect of COM fluctuations. Keeping terms up to second order in \( \delta \) and lowest order in \( 1/N \), we obtain after
FIG. S2. (Left) Schematic of the time-reversal protocol for displacement sensing. The ODF is turned on for a time \( \tau \), after which a displacement \( \beta \) is quickly applied. Finally, the second ODF pulse is applied for a time \( \tau \). (Right) Sensitivity \( \langle \delta \beta \rangle^2 \) for experimentally realistic parameters \( N = 150, g = 2\pi \times 3.91 \text{ kHz}, \bar{n} = 5, \Gamma_{el} = 610 \text{ s}^{-1} \) and \( \sigma = 2\pi \times 40 \text{ Hz} \). We compare the exact result obtained from numerics (light blue) versus the perturbative expression Eq. (S48) (gray) and see that the optimal sensitivity is captured correctly by the perturbative result.

We have indicated the nature of each of the terms involved in the sensitivity. The first term corresponds (when setting \( \Gamma = 0 \)) to the ideal result obtained in Eq. (S9). The next term arises from a reduction in the signal due to the presence of \( \sigma \). Nevertheless, it usually is the smallest contribution. More relevant is the third term, which is a manifestation of the remaining spin-phonon correlations at the end of the protocol as a consequence of the imperfect echo. It has the typical \( \bar{n} + 1/2 \) factor associated to the size of the boson wavefunction. Finally, the imperfect echo also results in spin squeezing, which creates spin-spin correlations and an increase in the variance of \( \hat{J}_y \). This is the content of the last term. We compare Eq. (S48) against exact numerics for the sensitivity in Fig. S2 (right panel). There is good agreement at short times and, importantly, the optimal sensitivity is captured correctly. Discrepancies appear only at longer times.

From Eq. (S48) we obtain Eq. (5) in the main text by neglecting the signal reduction term, which we find does not affect any of the results presented. The application of the perturbative formulas is justified for Fig. 3(a) in the main text since the signal-to-noise ratio is computed at the time of optimal sensitivity.

D. Electric Field Sensing

Here, we are interested in sensing the drive strength itself \( \eta(t) \) (Eq. (S31)) since it is proportional to the applied electric field. We want the drive to act for as long as possible, so we keep \( \eta(t) = \eta \) constant throughout the full evolution and add ODF evolutions for short spans of time at the end and/or the beginning of the sensing protocol. We will consider two schemes here, which we dub as “Classical Protocol” and “Quantum Protocol”. In the former, the ODF interaction is only used as a readout mechanism at the end of the sequence, closely following the discussion in Sec. S2 C, thus building spin-phonon entanglement even under ideal conditions and limiting the achievable sensitivity. We improve this situation in the “Quantum Protocol” by adding an extra ODF pulse at the beginning that creates an initially entangled state, and allows for an enhancement in sensitivity.
FIG. S3. Theoretical schematics of the electric field sensing protocols. The classical protocol is shown in the left, with a drive \( \eta \) applied for a time \( T \) and the ODF interaction used as a read-out and applied for a time \( \tau \) in the end. The quantum protocol is shown in the right and includes an extra application of the ODF Hamiltonian for a time \( \tau \) at the beginning.

1. Classical Protocol

The scheme is shown in Fig. S3 (left) with total protocol duration \( T \) and the ODF interaction is only applied at the end of the protocol for a time \( \tau \). Again, we calculate \( h(T) \), \( p(T) \) and \( q(T) \):

\[
|h(T)|^2 = \frac{4g^2}{\delta^2} \sin \left( \frac{\delta \tau}{2} \right)^2
\]

\[
p(T) = \frac{g^2}{\delta^2} \sin(\delta \tau) - \delta \tau
\]

\[
q(T) = \frac{\eta g}{\delta} \left\{ \cos(\delta \tau) - \cos[\delta (T - \tau)] \right\}
\]

As in the previous case, we numerically average the expectation values over \( \delta \) and calculate the sensitivity according to

\[
(\Delta \eta)^2 = \frac{\left\langle j_y^2(T) \right\rangle_{av}}{\left(\partial \left\langle j_y(T) \right\rangle_{av}/\partial \eta\right)^2}.
\]

To second order in \( \sigma \), we find after averaging that

\[
\left\langle j_y^2(T) \right\rangle_{av} \approx \frac{N}{4} + \frac{Ng^2 \tau^2 e^{-\Gamma \tau}}{8} \left[ 4(n + 1/2) - \frac{\sigma^2 \tau^2}{3} (n + 1/2) + \frac{g^2 \sigma^2 \tau^4}{18} \right]
\]

\[
\frac{\delta \eta \left\langle j_y(T) \right\rangle_{av}}{\eta} \approx \sqrt{N} e^{-\Gamma \tau/2} g \tau (\tau - 2T) \left[ 1 - \frac{\sigma^2}{12} (2T^2 - 2\tau T + \tau^2) \right].
\]

Hence the sensitivity is

\[
(\delta \eta)^2_{\text{classical}} \approx \frac{e^{\Gamma \tau}}{g^2 \tau^2 (2T - \tau)^2} + \frac{2n + 1}{(2T - \tau)^2} \]

\[
+ \frac{\sigma^2 e^{\Gamma \tau} (2T^2 - 2\tau T + \tau^2)}{6g^2 \tau^2 (2T - \tau)^2} + \frac{\sigma^2 (n + 1/2)}{6} \]

\[
+ \frac{g^2 \sigma^2 \tau^4}{36(2T - \tau)^2}.
\]

As in the analysis of the displacement protocol, we have separated the different contributions to the sensitivity according to their origin. The first line includes effects present in the absence of COM frequency fluctuations (\( \sigma = 0 \)): the first term is the increase in sensitivity due to the acquisition of a bigger signal. However, as discussed in section S2C, this is accompanied by an increase in variance at the end of the protocol due to spin-phonon entanglement, and this creates the second term in the first line. The second line includes the effects due to COM frequency fluctuations and are of a similar nature as those present in the displacement protocol. Note that

\[
(\delta \eta)^2_{\text{classical}} > 1 \frac{1}{4T^2} = (\delta \eta)^2_{\text{SQL}}.
\]
FIG. S4. We show the optimal ODF interaction time $\tau$ (left) and the resulting optimal sensitivity (right) as a function of the protocol time $T$ for $g = 2\pi \times 3.88$ kHz, $N = 150$, $\bar{n} = 5$, $\Gamma = 520 \text{ s}^{-1}$, and $\sigma = 2\pi \times 40$ Hz. For short $T$, $\tau$ is exactly half of the protocol time, especially in the quantum protocol. For large $T$, $\tau$ saturates. The right panel shows that the classical protocol is generically about 10 dB worse than the quantum one. We also include the SQL for comparison, defined as $\delta\eta_{\text{SQL}}^2 = 1/(4T^2)$, and note that the quantum protocol does get below it.

and so we never beat the SQL with this scheme. The achievable sensitivity is even much worse:

$$(\delta\eta)^2_{\text{classical}} > \frac{2\bar{n} + 1}{4\Gamma^2} = (\delta\eta)^2_{\text{th}},$$

which includes thermal effects. We thus see that thermal occupation of the bosons very negatively impacts the “Classical Protocol”.

2. Quantum Protocol

The scheme is shown in Fig. S3 (right), with total protocol duration $T$ and the ODF interaction is applied both at the beginning and at the end of the protocol for a time $\tau$ in each section. As in the previous case, $\eta(t) = \eta$, a constant throughout the evolution. Again, we calculate $h(T)$, $p(T)$ and $q(T)$:

$$|h(T)|^2 = \frac{16g^2}{\delta^2} \sin \left(\frac{\delta\tau}{2}\right)^2 \sin \left[\frac{\delta(T - \tau)}{2}\right]^2,$$

$$p(T) = -\frac{2g^2}{\delta^2} \left\{ \delta\tau - \sin(\delta\tau) - 2\sin \left(\frac{\delta\tau}{2}\right)^2 \sin[\delta(T - \tau)] \right\},$$

$$q(T) = -\frac{4\eta g}{\delta^2} \sin \left(\frac{\delta\tau}{2}\right) \sin \left[\frac{\delta(T - \tau)}{2}\right] \cos \left(\frac{\delta T}{2}\right).$$

As in the previous case, we numerically average the expectation values over $\delta$ and calculate the sensitivity according to

$$(\delta\eta)^2 = \frac{\langle \hat{J}_y^2(T) \rangle_{\text{av}}}{(\partial \langle \hat{J}_y(T) \rangle_{\text{av}}/\partial \eta)^2}.$$ (S56)

To second order in $\sigma$, we find after averaging that

$$\langle \hat{J}_y^2(T) \rangle_{\text{av}} \approx \frac{N}{4} + \frac{Ng^2}\tau^2 e^{-2\Gamma\tau} \left[ 4(\bar{n} + 1/2)(T - \tau)^2 + 2g^2\tau^2 \left( T - \frac{4\tau}{3} \right)^2 \right],$$

$$\frac{\delta\eta}{\eta} \langle \hat{J}_y(T) \rangle_{\text{av}} \approx -\sqrt{\bar{n}} e^{-\Gamma\tau} g\tau(T - \tau) \left[ 1 - \frac{\sigma^2}{12} (2T^2 - \tau T + \tau^2) \right].$$ (S57)
Hence the sensitivity is
\[ (\delta \eta)^2_{\text{quantum}} \approx \frac{e^{2\Gamma \tau}}{4g^2\tau^2(T - \tau)^2} \]

\[
= \text{Ideal result} + \frac{\sigma^2 e^{2\Gamma \tau}(2T^2 - \tau T + \tau^2)}{24g^2\tau^2(T - \tau)^2} + \frac{\sigma^2(2\bar{n} + 1)}{4} + \frac{g^2 \sigma^2 \tau^2 (3T - 4\tau)^2}{36(T - \tau)^2}. \tag{S58}
\]

We have again included the effects of COM frequency fluctuations only in the second line. Note that, in contrast to the “Classical Protocol”, the ideal result is not bounded (when \( \Gamma = 0 \)) and thus can surpass the SQL [Eq. (S53)] and the thermal bound [Eq. (S54)], irrespective of the thermal occupation of the bosons. The COM frequency dependent contributions are of a similar nature as those in the displacement sensing protocol.

In both the classical and quantum electric field sensing protocols we obtain the sensitivity as a function of two variables, \( T \) and \( \tau \). For each \( T \) we numerically optimize over \( \tau \) for realistic values of \( g \), \( N \) and \( \sigma \). We show the optimal value of \( \tau \) as a function of \( T \) in Fig. S4 (left) and the optimal sensitivity in Fig. S4 (right). For the parameters used in the main text, the perturbative expressions for \( (\delta \eta)_{\text{classical}} \) and \( (\delta \eta)_{\text{quantum}} \) are accurate only for \( T \leq 0.6 \) ms so the construction of the theory curves in Fig. 4(b) of the main text required us to use the full numerical treatment.

**S4. EXPERIMENTAL DETAILS**

Here we outline some details of the Penning trap system used for the measurements presented in the main text [6, 8]. Subsequent sections in this supplementary material will address experimental calibrations and data analysis.

The Penning trap consists of a stack of cylindrical electrodes (see cross-sectional schematic in Fig. S5) which are used to generate an axially confining electrostatic potential. The trap is inserted into the bore of a \( B = 4.5 \) T superconducting magnet oriented vertically such that the magnetic field is aligned with the \( \hat{z} \)-axis defined by the trap. Radial confinement of the ions results from the \( E \times B \) induced rotation of the ions at a frequency \( \omega_r \). In a frame rotating at \( \omega_r \), the confining potential is

\[ q\Phi_{\text{trap}} = \frac{1}{2} M \omega_z^2 (Z^2 + \beta_r r^2), \tag{S59} \]

where \( Z \) is the axial distance and \( r \) the cylindrical radius from the trap center, \( w_z/(2\pi) = 1.59 \) MHz is the COM mode frequency, which characterizes the strength of the confining potential, and \( \beta_r = \omega_r/(2\omega_z) \) is the relative strength of the radial confinement for rotation frequency \( \omega_r \) and cyclotron frequency \( \Omega_c/(2\pi) = 7.6 \) MHz. The rotation frequency of the crystal is precisely with a rotating dipole electric field [9] and, for the \( N \approx 150 \) ions typical of the work described in the main text, set to \( \omega_r/(2\pi) \approx 180 \) kHz. At this rotation frequency, the crystal is a 2-D single-plane array of ions.

Figure S6 shows the relevant energy levels for \( ^9\text{Be}^+ \) at high magnetic field (4.5 T). Though \( ^9\text{Be}^+ \) has nuclear spin \( I = 3/2 \), we optically pump the nuclear spin to the \( m_I = +3/2 \) level, where it remains throughout the duration of an experiment and which allows for simplifying the level structure as shown in Fig. S6. We define the qubit states as two levels in the \( S_{1/2} \) manifold: \( |\uparrow\rangle \equiv |m_J = +1/2 \rangle \) and \( |\downarrow\rangle \equiv |m_J = -1/2 \rangle \). The qubit is, essentially, the \( ^9\text{Be}^+ \) valence electron spin in the ground state. For a magnetic field of \( B = 4.46 \) T, the splitting between the qubit states \( |\uparrow\rangle \) and \( |\downarrow\rangle \) is approximately 124 GHz. A low phase noise microwave source at 124 GHz allows for global rotations of the spins. The duration of a \( \pi \)-pulse (the time to flip \( |\downarrow\rangle \) to \( |\uparrow\rangle \)) is 45 \( \mu s \).

Doppler cooling and state-selective readout is performed on the cycling transition \( |\uparrow\rangle \rightarrow ^2P_{3/2}(m_J = +3/2) \). State initialization is performed with optical pumping into the \( |\uparrow\rangle \) state with the Doppler cooling and repump lasers (see Fig. S6). For the work presented here, all readout is made via projective measurements of the ion spin states through state-dependent global resonance fluorescence. Photons are collected on a photomultiplier tube (PMT) from the global fluorescence of ions in the \( |\uparrow\rangle \) state in a direction perpendicular to the magnetic field (the ‘side view’ in Fig. S5). The PMT counts are integrated over 2.5 ms to reduce the impact of photon shot noise.

**S5. EXPERIMENTAL CALIBRATIONS**

This section will address the various experimental calibrations that provide input to the theoretical expressions.
FIG. S5. Illustration of the Penning trap electrodes and imaging. The view is cross-sectional and the electrodes are cylindrically symmetric. Doppler cooling is performed along the trap axis and perpendicular to it. Photons are imaged on to the ‘side view’ PMT for global state-dependent readout of the spins.

FIG. S6. Relevant energy levels for $^9$Be$^+$ at $B = 4.5$ T. The splitting between $|\uparrow\rangle$ and $|\downarrow\rangle$ is 124 GHz. All lasers are in the UV with $\lambda \approx 313$ nm. Doppler cooling and state-dependent projective measurements are performed on the cycling transition $|\uparrow\rangle \rightarrow ^2P_{3/2}(m_J = +3/2)$. A repump laser pumps spin population out of the $|\downarrow\rangle$ state and prepares the state $|\uparrow\rangle$ with high fidelity. A pair of off-resonant lasers couple the qubit states to states in the $^2P_{3/2}$ manifold, producing a spin-dependent optical-dipole force.

A. Applied electric field calibration

The COM mode is driven by applying a resonant rf voltage to a nearby trap electrode. To calibrate the strength of this driving force at the ions, we measure the axial displacement of the ion crystal when a large DC voltage is applied. Applying hundreds of volts displaces the crystal by several microns, which we measure on a sideview imaging system with a magnification of $11.6 \pm 0.2$. Figure S7 shows these measured displacements over a range of voltages, and the
FIG. S7. Voltage-to-displacement calibration of a nearby trap electrode. A linear fit to the measured axial displacement of the crystal versus applied DC voltage gives a calibration of $12.9 \pm 0.46$ nm/V.

Since the ions are confined axially in a quadratic potential, this displacement is linearly related to the force applied to the ions:

$$F_D = -m_B \omega_z^2 z.$$  \hspace{1cm} (S60)

Through Eq. S60 and the voltage-to-displacement calibration, we are able to calculate the driving force applied to the ions for a given rf voltage and therefore the amplitude of the COM mode that is excited for a given drive duration. The uncertainty in the voltage-to-displacement calibration is the largest systematic uncertainty in these experiments.

**B. Spin depolarization due to photon scattering**

An important source of noise that must be calibrated is the spin depolarization due to photon scattering from the off-resonance ODF laser beams. For the conditions of the NIST Penning trap set-up, Rayleigh scattering is the dominant source of decoherence over Raman scattering [10]. Typically, $\Gamma_{el} \approx 4\Gamma_{ram}$. As a result, the dominant effect of photon scattering here is spin depolarization rather than spin-flip errors. To empirically measure this depolarization rate, a spin-echo Ramsey sequence is used with the ODF turned on during the two free evolution periods each of time $\tau$ (for a total interaction time of $2\tau$). The ODF detuning $\delta$ is set 50 kHz above the COM mode. In Fig. S8 the contrast is the measured length of the composite Bloch vector of the spins. The contrast is given by $\langle \hat{\sigma}_x \rangle = \exp(-2\Gamma_{tot}\tau)$, where $\Gamma_{tot} = \frac{1}{2}(\Gamma_{ram} + \Gamma_{el})$. In the main text and elsewhere in this supplementary material, the simplifying convention $\Gamma \approx \Gamma_{el}$ is used. Figure S8 is an example of such a dataset. As a result of the ACSS being nulled as well as the amplitudes stabilized for each beam, decoherence due to laser power fluctuations is negligible.
C. Spin-motion coupling strength

To couple the spin and motional degrees of freedom, a spin-dependent optical dipole force (ODF) is generated by a pair of off-resonant laser beams. The two beams intersect at the ions and create a one-dimensional traveling wave potential at a frequency $\mu$ equal to the resulting beatnote frequency. The relevant Hamiltonian for this interaction is:

$$H_{\text{SDF}} = F_0 \cos(\mu t) \sum_i \dot{z}_i \hat{\sigma}_i^z,$$  \hspace{1cm} (S61)

where $\hat{\sigma}_i^z$ is the $z$-component of the Pauli spin matrix for ion $i$, and $\dot{z}_i$ is the axial position of ion $i$. Details of the generation of this spin-dependent force are given in the supplementary information of [11, 12]. The axial motion of the crystal can be decomposed into $N$ modes with frequencies $\omega_m$ (with $\omega_z$, the COM frequency, being the highest) and normalized eigenfunctions $\hat{b}_m$ (with components $b_m^*$) that can be calculated as detailed in the supplementary material of [11].

We measure the strength of $F_0$ by tuning the spin-dependent force to a frequency close to the COM frequency $\omega_z$ such that the detuning $\delta = \mu - \omega_z = 2\pi/\tau$ (where $\tau$ is the interaction time) is chosen to decouple the spin and COM motion degrees of freedom at the end of the sequence [13]. This stroboscopically realizes a pure Ising spin interaction. The effect of the remaining modes (other than the COM) is also captured by an Ising interaction by virtue of their large detuning with respect to the spin-dependent force frequency. The net effect of the ODF on the spins is then well described by the Ising Hamiltonian

$$\hat{H}_{\text{Ising}} = \frac{\hbar}{N} \sum_{i<j} J_{i,j} \hat{\sigma}_i^z \hat{\sigma}_j^z,$$  \hspace{1cm} (S62)

where the amplitudes $J_{i,j}$ are related to the mode parameters through

$$J_{i,j} = \frac{F_0^2}{4\hbar m_{Be}} \sum_m \frac{N b_i^* b_j^*}{\omega_m (\mu - \omega_m)}.$$  \hspace{1cm} (S63)

The only unknown quantity is $F_0$, the strength of the spin-dependent force. We calibrate it through a measurement of the so-called mean-field spin precession, the spin precession induced by the spin-motion coupling in a regime where the spins decouple from the motion and the induced spin-spin interaction is weak, resulting in minimal spin correlations. Under this approximation, each spin precesses about an effective magnetic field created by the rest of the spins: $H_{\text{mf}} = \sum_i B_i \hat{\sigma}_i^z/2$, with $B_i = 2\hbar \sum_{j \neq i} J_{i,j} (\hat{\sigma}_j^z)/N$. By applying the Hamiltonian in Eq. (S62) and measuring the mean-field precession of the collective Bloch vector $\langle \hat{J} \rangle$ we can then extract $F_0$ [11, 12].

In the main text we concentrate only on the COM mode and so the spin-motion Hamiltonian reduces to

$$\hat{H} = \hbar \delta \hat{a}^\dagger \hat{a} + \frac{\hbar g}{\sqrt{N}} (\hat{a}^\dagger + \hat{a}) \hat{J}_z,$$  \hspace{1cm} (S64)

In this notation, the COM mode coupling strength is $g = F_0 z_0/\hbar$ and $z_0 = \sqrt{\hbar/(2m_{Be} \omega_z)}$. For this work, typical values range from $g/(2\pi) = 3.7$ to 4.1 kHz. Specifically, for the amplitude sensing experiment in the main text $g/(2\pi) = 3.91$ kHz, while $g/(2\pi) = 3.88$ kHz for electric field sensing.

D. Center-of-mass frequency fluctuations

The frequency fluctuations of the center-of-mass mode were determined by measuring the inability of a time reversal to undo the spin-motion entanglement in the sequence shown in Fig. S9(a). If no spin-dependent force is applied the spins are rotated to the down state at the end of the sequence, resulting in zero bright fraction. Figure S9(b) shows the signal line shape as the frequency $\mu$ of the spin-dependent force is swept across the center-of-mass mode frequency $\omega_z$. On resonance ($\delta = \mu - \omega_z$) the spin-motion entanglement generated in the first pulse is taken out by the second pulse, resulting in a sharp dip in the line shape.

However, if the COM mode frequency changes from one experimental trial to the next, this cancellation will be imperfect. We characterize this effect by measuring $\langle P_\uparrow \rangle$ with $\delta$ nominally set to zero while varying the duration of the ODF (Fig. S9(c)). Frequency fluctuations of the COM mode will result in the bright fraction $\langle P_\uparrow \rangle$ increasing above the expected background due to photon scattering. We obtain the amplitude of frequency fluctuations by fitting this
FIG. S9. a) Sequence used to measure the COM mode phonon occupation and frequency fluctuations. b) Scan over COM mode lineshape, used to determine the phonon occupation of the mode. By fitting to the data, a value of $\bar{n} = 4.4$ is extracted.

c) Measurement of COM frequency fluctuations by nominally setting $\delta = 0$ and measuring the increase of $\langle P^\uparrow \rangle$ above the expectation from spin depolarization as a function of the protocol duration. The orange line is a fit to the data (black points), yielding rms frequency fluctuations of $\sigma/(2\pi) = 30$ Hz. The blue dashed line is theory including only spin depolarization due to photon scattering.

E. Center-of-mass mode damping & ring-down

A potential source of noise that could impact the amplitude and electric field measurements is damping of the COM mode. This might occur by energy transfer out of the COM mode and to the other axial or in-plane modes. To assess whether this is an issue for this experiment, we perform a ring down experiment wherein a large coherent motion is excited by a drive applied to an endcap electrode and the excited COM mode amplitude is subsequently measured following a variable wait duration. The amplitude of the motion is calibrated to be $Z_c \approx 50$ nm, about an order of magnitude larger than the thermal axial extent of the COM mode $z_{cm} = \sqrt{\frac{\hbar}{2Nm_Bo\omega_z}}(2\bar{n} + 1) = 5.5$ nm, with $N = 120$, $\omega_z/(2\pi) = 1.59$ MHz, and $\bar{n} = 4.6$. The motion is read out by mapping it onto the spin state with a spin-dependent ODF and performing a projective measurement of the spins. The phase of the driven motion relative to the ODF is left uncontrolled and varies randomly from one trial of the experiment to the next [5]. The protocol used in [5] measures a single quadrature of the motion, but here we measure the rms sum of both quadratures with the sequence shown in Fig. S10 so that the sensitivity to the relative phase $\phi$ is removed and the signal-to-noise ratio is not limited by fluctuations in $\phi$. Note that the signal is sensitive to the rms sum of the spin precession in each arm of the sequence. By applying a $\pi/2$ rotation about the $x$-axis in the middle of the sequence followed by a $\pi/2$ phase shift of the ODF, both quadratures are mapped into rotations of the spins: $\theta_1 = \theta_{\max} \cos(\phi)$ and $\theta_2 = \theta_{\max} \sin(\phi)$, where $\theta_{\max} = F_0 Z_c \tau \hbar$ with $\tau$ the duration of each ODF arm. The signal, then, is $\langle P_1 \rangle = \frac{1}{2} \left[ 1 - e^{-2\Gamma_{\text{tot}}\tau} \cos(\theta_{1}) \cos(\theta_{2}) \right] \approx \frac{1}{2} \left[ 1 - e^{-2\Gamma_{\text{tot}}\tau} \cos(\theta_{\max}) \right]$, where this approximation is valid for small angles. Figure S10(b) shows the results of an experiment where the previously described sequence is applied and the wait duration following excitation of the COM mode is varied. Typically, no reduction in the signal is observed for...
FIG. S10. Experimental data for the ring down sequence described in the text. An exponential decay is fit to the data and yields a decay rate of $\kappa = 1/(300 \text{ ms})$.

over 100 ms. By fitting to this data with an exponential decay, a value of $1/\kappa = 300 \text{ ms}$ is extracted, where $\kappa$ is the exponential decay rate. Calculations show that this weak damping is sufficiently small that it does not impact the displacement and electric field sensitivity studied in this manuscript.

F. Limits on stochastic electric fields

Ion traps, in particular small rf ion traps, are known to exhibit stochastic electric fields that heat the motional degrees of freedom of a trapped ion crystal. These stochastic electric fields could be due to noisy external circuits connected to the trap electrodes. In general, this source of noise can be filtered, but there remains an anomalous source of stochastic electric fields due to fluctuating potentials on the surfaces of the trap electrodes [14]. Measurements of the ion crystal heating rate can be used to place limits on the size of a stochastic electric field sensed by the trapped-ion crystal.

The heating rate of the COM mode was determined by applying the sequence discussed in Sec. S5.D to measure the COM mode phonon occupation, but with a variable wait time after the state preparation. The mode will heat during this wait, and by measuring the mode occupation for various wait times the heating rate can be extracted. Figure 13 shows an example of this heating rate measurement following EIT cooling to near the motional ground state. A fit to this data yields a heating rate of $58 \pm 5 \text{ quanta/s}$. The measured heating rate would vary from day to day, with an upper bound of 100 quanta/s. Note that the COM mode heating rate due to electric field noise increases linearly with the number of ions. Therefore, the upper bound of 100 quanta/s performed with $N \approx 100$ ions provides an upper bound on a single-ion heating rate due to stochastic electric fields of 1 quanta/s.

The 1 quanta/s heating rate, if entirely due to stochastic electric fields, corresponds to a power spectral density of electric field noise of $S_E(2\pi \times 1.6 \text{MHz}) \approx 0.25 \times 10^{-14} \text{ (V/m)}^2 \text{ s} [14]$ or a 50 nV m$^{-1}/\sqrt{\text{Hz}}$ stochastic electric field spectral density. We emphasize that this is an upper limit, as the measured heating rate could be due to sources other than stochastic electric fields. Our demonstrated 240 nV m$^{-1}/\sqrt{\text{Hz}}$ sensitivity for measuring a coherent electric field is large compared to this stochastic electric field upper bound.

G. Excess noise

To measure any excess experimental noise beyond projection noise, we perform the displacement sensing experiment detuned 50 kHz from the COM mode where the effects of thermal and frequency fluctuations of this mode are negligible. In this off-resonant experiment, an 18% increase in the noise above projection noise is measured. This excess noise is
FIG. S11. By measuring the COM mode occupation after a variable wait, the heating rate can be extracted. Blue points are data following a fit to the COM mode lineshape. The orange line is a fit to the data and gives a heating rate of 58 ± 5 quanta/s. Reduced as the strength of the ODF is decreased, which points towards effects due to departure from the Lamb-Dicke regime as the likely cause. For short ODF arm times, this noise dominates over COM mode frequency fluctuations. When comparing theory and experimental data, we have reduced the signal-to-noise of the theory by including this excess noise in the theory curves.

S6. EXPERIMENTAL ANALYSIS

To compare with theory, we relate the unitless parameter $\beta$ to a displacement $Z_c$ through $\beta = Z_c \sqrt{N/(2z_0)}$, where $z_0 = \sqrt{\hbar/(2mw_z)}$ is the ground state wavefunction size for a single ion and $Z_c = F_DT/(2m_{Be}\omega_z)$ is the zero-to-peak amplitude of the COM motion after a drive interval $T$ with a force per ion $F_D$. The force $F_D$ or equivalently the applied electric field at the ions is calibrated as discussed in Sec. S5. A. The signal-to-noise ratio for a single experiment $Z_c/\Delta Z_c \equiv \beta/\Delta \beta$ is extracted by repeatedly measuring $\hat{J}_y$, which is related to the spin population in the $|\uparrow\rangle$ state by $\langle P_1 \rangle = \frac{1}{2}[1 - \langle \hat{J}_y \rangle]$. We take the difference between pairs of subsequent measurements with a $\pi$ phase shift in the amplitude $\beta$ such that $\hat{J}_y(1) = -\hat{J}_y(2)$. The signal-to-noise data (Fig. 3(a) of the main text) is produced by taking the average of the measurement pair differences $\langle \hat{J}_y(1) \rangle - \langle \hat{J}_y(2) \rangle$, dividing by the standard deviation of the set of difference measurements, and further dividing by $\sqrt{2}$ to produce the single-measurement signal-to-noise ratio. The experimental single-measurement signal-to-noise is defined as

$$\frac{Z_c}{\delta Z_c|_{\text{single,exp}}} = \frac{\beta}{\Delta \beta} = \frac{\langle \hat{J}_y(1) \rangle - \langle \hat{J}_y(2) \rangle}{\sqrt{2} \sigma(\hat{J}_y(1) - \hat{J}_y(2))}. \quad (S66)$$

The variance $(\Delta \beta)^2$ of a single measurement of $\beta$, which is plotted in Fig. 3(b) of the main text, is calculated from the experimentally determined signal-to-noise ratio for a single measurement of an amplitude $Z_c$ through the expression

$$(\Delta \beta)^2 = \frac{1}{4} \left( \frac{\sqrt{N}Z_c}{Z_0 T \delta Z_c|_{\text{single}}^{\text{single}}} \right)^2. \quad (S67)$$

where $N$ is the number of ions and $z_0 = \sqrt{\hbar/(2m_{Be}\omega_z)}$. Similarly, $(\Delta \eta)^2$ (see Fig. 4(b) of the main text) is calculated through

$$(\Delta \eta)^2 = \frac{1}{4} \left( \frac{\sqrt{N}Z_c}{z_0 T \delta Z_c|_{\text{single}}^{\text{single}}} \right)^2, \quad (S68)$$
where $T$ is the duration of the spin-independent drive. The standard deviation of a single measurement of the electric field, then, is

$$\Delta \epsilon = \frac{2Z_\text{c}m_{1\text{Be}}\omega_z}{qT}\left|\frac{Z_\text{c}}{Z_\text{c}}\right|_{\text{single}}$$  \hspace{1cm} (S69)
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