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Abstract—This paper investigates an energy-efficient non-orthogonal transmission design problem for two downlink receivers that have strict reliability and finite blocklength (latency) constraints. The Shannon capacity formula widely used in traditional designs needs the assumption of infinite blocklength and thus is no longer appropriate. We adopt the newly finite blocklength coding capacity formula for explicitly specifying the trade-off between reliability and code blocklength. However, conventional successive interference cancellation (SIC) may become infeasible due to heterogeneous blocklengths. We thus consider several scenarios with different channel conditions and with/without SIC. By carefully examining the problem structure, we present in closed-form the optimal power and code blocklength for energy-efficient transmissions. Simulation results provide interesting insights into conditions for which non-orthogonal transmission is more energy efficient than the orthogonal transmission such as TDMA.

Index Terms—Ultra-reliable and low-latency communications (URLLC), finite blocklength codes, energy efficiency, non-orthogonal transmission.

I. INTRODUCTION

The vision of the 5G communication system promises to support ultra reliability and low latency for communications incurred by massive autonomous machines[1]. The requirement of such an ultra-reliable and low-latency communication (URLLC) system is drastically different from that of the 4G LTE, and is specified with no less than $10^{-6}$ reliability (i.e., $10^{-6}$ packet error probability), no longer than 1ms latency and small packet size (e.g., 20 bytes) [2]. Therefore, it requires new system architecture and signalling schemes to achieve URLLC, especially for multi-user communications.

To improve the reliability and the throughput, the non-orthogonal multiple access (NOMA) scheme, which allows multiple users to transmit simultaneously, has been considered in 5G system. Compared to the orthogonal multiple access (OMA), NOMA can exploit the channel diversity more efficiently via smart interference management techniques such as successive interference cancellation (SIC) [3]. However, the existing NOMA designs cannot guarantee low latency especially when the coding blocklengths are short. This is because the current NOMA designs [3][4] are based on the classical Shannon capacity formula, which however is accurate only when the blocklength is infinitely long [12]. Recently, the capacity of finite blocklength coding (FBC) in AWGN channel has been characterized in [5]. This new capacity formula explicitly characterizes the relationship between transmission rate, code blocklength and decoding reliability, thus particularly suitable for evaluating the performance of URLLC systems. The capacity of FBC has been successfully applied to the study of wireless communications with strict latency constraints, as in [6][11]. For example, reference [6] considered the energy-efficient packet scheduling problem and showed that the classical Shannon capacity may significantly underestimate the energy under FBC. Reference [9] considered a multi-user downlink scenario and proposed to group user messages for benefiting performance gain from long code transmissions.

In this paper, we consider optimal resource allocation for a two-user NOMA downlink with FBC. In particular, we formulate a new problem that aims to minimize the energy of the transmitter subject to heterogeneous reliability and latency constraints at receivers. Due to heterogeneous latency (blocklength) constraints, in contrast to conventional NOMA with homogeneous constraints, SIC may not always be feasible. Thus for different channel conditions, we will consider different interference management techniques according to whether SIC is feasible or not. Moreover, solving our optimization problem is challenging because the FBC capacity formula does not admit a closed-form expression for the energy function. With the aids of the implicit function theory [13], we identify the monotonicity of the energy function with respect to the blocklength. The optimal solutions of the considered problem under different channel conditions are then obtained. Simulation results reveal that the NOMA
transmission schemes are more energy efficient than the OMA ones when receivers have similar latency constraints. However, the OMA scheme may become a better option if the receivers have markedly different latency requirements.

II. SYSTEM MODEL AND PROBLEM FORMULATIONS

We consider a single-antenna NOMA downlink where a transmitter wants to send two private messages to two receivers respectively. According to the NOMA principle, the transmitter encodes the \( N_k \) message bits for receiver \( k \) into a codeword with block length \( m_k \) (symbols), \( k = 1, 2 \); and transmit the superposition of these two codewords to the receivers. The transmitted signal is then \( \sqrt{p_1}x_1 + \sqrt{p_2}x_2 \). Here \( x_1 \) and \( x_2 \) are the unit-power coded symbols of receiver 1 and receiver 2 respectively, and \( p_1 \) and \( p_2 \) are the transmission powers allocated to receiver 1 and receiver 2 respectively. The received signal for receiver \( k \) is given by

\[
y_k = h_k(\sqrt{p_1}x_1 + \sqrt{p_2}x_2) + n_k, \quad k = 1, 2, \tag{1}
\]

where \( h_k \in \mathbb{C} \) and \( n_k \sim \mathcal{CN}(0, \sigma_k^2) \) are the channel coefficient and noise at receiver \( k \), respectively. Without loss of generality, we assume \( \sigma_k^2 = 1, \forall k \). Different from the traditional downlink schemes [12], strict latency constraints are imposed such that the codeword block length \( m_k \) must be smaller than \( D_k \) symbols (channel uses), \( k = 1, 2 \). Note that \( D_k = \infty, \forall k \) in traditional downlink [12]. To cope with the new latency constraints, we adopt the FBC capacity formula in [5] since the classical Shannon capacity formula is no longer appropriate.

Besides the encoder, the conventional SIC based decoders in [12] also need to be re-designed due to the latency constraints. Note that our latency constraints can be heterogeneous such that \( D_1 \neq D_2 \). Thus unlike [12], when \( |h_1| > |h_2| \) and \( D_1 < D_2 \), receiver 1 may not be able to decode receiver 2' message and cancel the corresponding interference. Also, the signal \( y_2 \) received at receiver 2 may not be a degraded (always worse) version of \( y_1 \). Thus one needs to design decoding strategies according to not only the channel gains \( h_k \) but also the heterogeneous latency constraints \( D_k \). Without loss of generality, we assume \( D_1 < D_2 \) as in Figure 1 and consider two cases in this paper, that is, \( |h_1| \leq |h_2| \) and \( |h_1| > |h_2| \). The corresponding energy optimization problems are detailed in the next subsection.

A. Energy Minimization Problem when \( |h_1| \leq |h_2| \)

Let us start from the case of \( |h_1| \leq |h_2| \). Since \( D_1 < D_2 \), receiver 2 can apply SIC whereas receiver 1 cannot. Specifically, for receiver 1, interference symbol \( x_2 \) is treated as noise in (1). Thus the achievable rate under FBC is given by

\[
\frac{N_1}{m_1} = \log_2\left(1 + \gamma_1\right) - \sqrt{\frac{1}{m_1} \left(1 - \frac{1}{\left(\gamma_1 + 1\right)^2}\right)} \frac{Q^{-1}(\epsilon_1)}{\ln 2}, \tag{2}
\]

where \( \gamma_1 = \frac{p_1|h_1|^2}{p_2|h_1|^2 + 1} \) is the received signal-to-interference-plus-noise ratio (SINR) for receiver 1, \( \epsilon_1 \) is the predefined block error probability for receiver 1, and \( Q^{-1}(\cdot) \) is the inverse of the Gaussian Q-function. By the principle of SIC, receiver 2 would decode receiver 1's codeword with SINR \( \frac{p_1|h_1|^2}{p_2|h_1|^2 + 1} \) in the first stage. Since \( |h_1| \leq |h_2| \), the SINR value \( \frac{p_1|h_1|^2}{p_2|h_1|^2 + 1} \) is higher than \( \gamma_1 \) and therefore the SIC can achieve the corresponding block error probability \( \epsilon_1 \). By successfully subtracting \( x_1 \) from \( y_2 \) in (1) with probability \( 1 - \epsilon_1 \), receiver 2 then decodes its private message and with probability \( 1 - \epsilon_2 \).

Based on the above models, the latency-constrained energy-efficient design problem when \( |h_1| < |h_2| \) is formulated as

\[
\begin{align}
\min_{\{m_k, p_k, \gamma_k\}_{k=1,2}} & m_1p_1 + m_2p_2 \tag{4a} \\
\text{s. t.} & \quad F_k(m_k, \gamma_k) = 0, \quad \forall k = 1, 2, \tag{4b} \\
& \quad \hat{m} \leq m_k, \quad \forall k = 1, 2, \tag{4c} \\
& \quad p_1 + p_2 \leq P_{\text{max}}, \quad \forall k = 1, 2, \tag{4d} \\
& \quad m_k \leq D_k, \quad \forall k = 1, 2, \tag{4e} \\
& \quad \gamma_1 = \frac{p_1|h_1|^2}{p_2|h_1|^2 + 1}, \tag{4g} \\
& \quad \gamma_2 = p_2|h_2|^2, \tag{4h}
\end{align}
\]

where (4g) are the latency constraints, and (4b) are the FBC constraints with

\[
F_k(m_k, \gamma_k) = \sqrt{\frac{1}{m_k} \left(1 - \frac{1}{(\gamma_k + 1)^2}\right)} \frac{Q^{-1}(\epsilon_k)}{\ln 2} - \log_2(1 + \gamma_k) + \frac{N_k}{m_k}. \tag{5}
\]

Note that (4b) with \( k = 1 \) corresponds to (2), and (4b) with \( k = 2 \) corresponds to (3). Constraints (4e) represents the minimum blocklength constraint for (4b) holding true (5) (typically \( \hat{m} = 100 \)), while (4d) and (4e) are the transmission power constraints.

Here we remark that solving problem (4) is challenging. In particular, the variables are coupled in the constraints in a non-linear and complex fashion. However, in upcoming Section III-A, we will show how (4) can be globally solved. Compared with the AWGN capacity upper-bound in [5] equation (612), achievable rate in (2) has loss within \( \log_2(m_1) + O(1) \).
B. Energy Minimization Problem when $|h_1| > |h_2|$

As aforementioned, unlike the case of $|h_1| \leq |h_2|$, SIC may not be always valid when $|h_1| > |h_2|$ and $D_1 < D_2$. Thus we consider two scheduling policies as follows.

B.1 Full latency for receiver 2: In this case, we allow $m_1 \leq m_2$ since $D_1 < D_2$. Therefore, receiver 1 may not be able to perform SIC, but instead treats $x_2$ as noise. Then the energy minimization problem is formulated as

$$\min_{\{m_1, p_k, \gamma_k\}} m_1 p_1 + m_2 p_2 \quad \text{s.t.} \quad 4b - 4e,\quad m_k \leq D_k, \quad \forall k = 1, 2, \quad \gamma_1 = \frac{p_1|h_1|^2}{p_2|h_1|^2 + 1}, \quad \gamma_2 = \frac{p_2|h_2|^2}{p_1|h_2|^2 + 1}. \quad \text{(6a)}$$

The solutions of aforementioned two problems are given in Section III-B. Here we point out that problem (7) can yield a smaller energy than (6) when the two deadlines $D_2$ and $D_1$ are close, thanks to the performance gain brought by SIC. However, when $D_2$ is significantly larger than $D_1$, formulation (6) can become more energy efficient by benefiting from long code transmission.

III. SOLUTIONS OF ENERGY-MINIMIZATION PROBLEMS

In this section, we present the solutions to the energy-minimization problems in (4), (6), and (7).

A. Optimal Solutions for Problem (4)

By (4b) and by applying the implicit function theorem [13], there exist continuously differentiable implicit functions $\Gamma_k(\cdot)$ such that

$$\Gamma_k(m_k) = \gamma_k, \forall k = 1, 2. \quad \text{(8)}$$

From (4a) and (4b), we can rewrite the target energy of (4) as function of block length $m_k$ as

$$m_1 \Gamma_1(m_1) \frac{|G_2(m_2)|h_1^2}{|h_1|^2} + m_2 \Gamma_2(m_2) \frac{|G_2(m_2)|h_2^2}{|h_2|^2}. \quad \text{(9)}$$

Now we have the following Lemma

**Lemma 1** Function $m_k \Gamma_k(m_k)$ in (9) is strictly decreasing for blocklength $m_k$ satisfying (4e) as long as error probability $\epsilon_k$ and packet size $N_k$ satisfy

$$\frac{Q^{-1}(\epsilon_k)}{\sqrt{N_k}} \leq 0.64394 \cdots. \quad \text{(10)}$$

**Proof:** The proof is relegated to Appendix A.

It is worthwhile to note that comparing to [6, Proposition 1], condition (10) is less restrictive as it allows the monotonicity holds under much milder conditions (e.g., $\epsilon_k \geq 10^{-10}$ and $N_k \geq 100$). Indeed, (10) is satisfied in the URLLC system, of which the typically required codeword error probability is $10^{-6}$ and the packet size is around 160 bits (20 bytes) [2]. Based on the monotonicity presented in Lemma 1, we can obtain the global optimal solution to problem (4) as follows.

**Theorem 1** Suppose that (10) is met and that (4) is feasible. The optimal solution to problem (4) is given by

$$\begin{align*}
& m_k^* = D_k, \quad \text{for } k = 1, 2, \\
& \gamma_k^* = \Gamma_k(m_k^*), \quad \text{for } k = 1, 2, \\
& p_1^* = \frac{\gamma_1^*}{|h_1|^2}, \quad p_2^* = \frac{\gamma_2^*}{|h_2|^2},
\end{align*} \quad \text{(11)}$$

where optimal SINR $\gamma_k^*(k = 1, 2)$ can be obtained through Algorithm 7.

**Proof:** We first claim that (4f) must hold with equality at the optimum, i.e., the optimal blocklengths must be $m_k^* = D_k$ for all $k = 1, 2$. Suppose that this is not true, i.e., $m_k^* < D_k$ for $k = 1$ or $k = 2$. Then one can further increase $m_k^*$. According to (6), $\Gamma_k(m_k)$ is monotonically decreasing with $m_k > 0$. Since

$$p_1 + p_2 = \frac{\Gamma_1(m_1)\Gamma_2(m_2)}{|h_1|^2} + \frac{\Gamma_2(m_1)}{|h_2|^2} + \frac{\Gamma_2(m_2)}{|h_2|^2},$$

$p_1^* + p_2^*$ can be reduced without violating (4d) when $m_k^*$ increases. Besides, by Lemma 1 we also know that $m_k \Gamma_k(m_k)$ is decreasing with $m_k$. Thus the energy function in (9) can be reduced when $m_k^*$ increases. These two facts contract with the optimality of $m_k^*$. So we must have $m_k^* = D_k$ for all $k = 1, 2$. Correspondingly, $\gamma_k^* = \Gamma_k(m_k^*)$ from (9) and $p_k^*$ can be obtained from $\gamma_k^*$ from (8) and (4b) accordingly, which lead to the optimal solution in (11).

Note that if $p_1^* + p_2^* = \frac{\gamma_1^*}{|h_1|^2} + \frac{\gamma_2^*}{|h_2|^2} \geq P_{\text{max}}$, then it implies that (4) is infeasible.

To evaluate $\gamma_k^* = \Gamma_k(m_k^*)$, $k = 1, 2$, one can utilize the monotonicity property of $\Gamma_k(m_k)$, and search $\gamma_k^*$ in a bisection strategy, as presented in Algorithm 7. Interestingly, the inverse of implicit function $\Gamma_k^{-1}(\gamma_k^*)$ can be expressed in closed-form as (11).

B. Optimal Solutions for Problem (6) and (7)

Similar to problem (4), the optimal solutions of problem (6) and (7) can be obtained by using the monotonicity in Lemma 1 which are summarized in the following corollaries.
Algorithm 1 Algorithm to find optimal SINR for problem (4)

1: Given the initial values $\Gamma_{e_k} = 0$, $\Gamma_{uk} = P_{\text{max}}|h_k|^2$, and the tolerance $\epsilon_0$.  
2: while $\Gamma_{uk} - \Gamma_{e_k} > \epsilon_0$ do  
3: $\bar{\gamma}_k = \frac{1}{2}(\Gamma_{uk} + \Gamma_{e_k})$.  
4: Compute $\bar{m}_k = \Gamma_k^{-1}(\bar{\gamma}_k)$ as 
   
   $\begin{align*}
   \bar{m}_k &= \Gamma_k^{-1}(\bar{\gamma}_k) \\
   &= \frac{1}{2} \log_2 \left( 1 + \frac{1}{\bar{\gamma}_k} \right) \left( \frac{Q^{-1}(\epsilon_k)}{\ln 2} \right)^2 \left( \frac{1}{\bar{\gamma}_k + 1} \right)^2 \\
   &\quad + \sqrt{\left( 1 - \frac{1}{(\bar{\gamma}_k + 1)^2} \right) \left( \frac{Q^{-1}(\epsilon_k)}{\ln 2} \right)^2 + 4N_k \log_2 \left( 1 + \frac{1}{\bar{\gamma}_k} \right)} \\
   \end{align*}$

(12)
5: if $\bar{m}_k < m^*_k$ then  
6: Update $\Gamma_{uk} = \bar{\gamma}_k$.  
7: else  
8: Update $\Gamma_{e_k} = \bar{\gamma}_k$.  
9: end if  
10: end while  

Output: $\bar{\gamma}_k = \Gamma_k(m^*_k)$

Corollary 1 If condition (10) is met, the optimal solution of problem (6) is given by (13) whenever it is feasible.

\[
\begin{align*}
   m^*_k &= D_k, \quad \text{for} \quad k = 1, 2, \\
   \gamma^*_k &= \Gamma_k(m^*_k), \quad \text{for} \quad k = 1, 2, \\
   p^*_1 &= \frac{\gamma^*_k|h_k|^2 + \gamma^*_1|h_1|^2}{|h_1|^2 + |h_2|^2}, \\
   p^*_2 &= \frac{\gamma^*_k|h_k|^2 + \gamma^*_2|h_2|^2}{|h_1|^2 + |h_2|^2},
\end{align*}
\]

(13)

where optimal SINR $\gamma^*_k (k = 1, 2)$ can be obtained through Algorithm 7.

Corollary 2 If condition (10) is met, the optimal solution of problem (7) is given by (14) whenever it is feasible.

\[
\begin{align*}
   m^*_1 &= m^*_2 = D_1, \quad \text{for} \quad k = 1, 2, \\
   \gamma^*_k &= \Gamma_k(D_1), \quad \text{for} \quad k = 1, 2, \\
   p^*_1 &= \frac{\gamma^*_k|h_k|^2}{|h_1|^2}, \\
   p^*_2 &= \frac{\gamma^*_k|h_k|^2}{|h_2|^2},
\end{align*}
\]

(14)

where optimal SINR $\gamma^*_k (k = 1, 2)$ can be obtained through Algorithm 7.

Proof: The proofs of Corollary 1 and 2 are similar to that of Theorem 1. Thus we omit it here.

IV. SIMULATION RESULTS

In this section, simulation results are given to compare the performance of NOMA with that of the time-division multiple access (TDMA) under FBC. We assume that the packets contain equal size of 20 bytes; the block error probability are set to be $\epsilon_1 = \epsilon_2 = 10^{-7}$, and that the channel coefficients are modelled by Rayleigh distribution with a scale parameter equals to 100. When $|h_1| > |h_2|$, both problems (6) and (7) are solved and the one that yields the smaller energy is chosen as the consumed energy of the NOMA scheme. The energy of TDMA is solved from the SUM method in [6].

Fig. 2. A comparison of total consumed energy under different transmission schemes with $D_2 = 300$ and $P_{\text{max}} = 30$ dBm.

Fig. 3. Feasible probability comparison of different transmission schemes with $D_2 = 300$.

As shown in Fig. 2, the total consumed energies for both schemes decline with the increase of $D_1$. Specifically, for the NOMA scheme, the total consumed energy is strictly decreasing with $D_1$. The reason is that a larger $D_1$ indicates a larger $m_1$ and a smaller energy consumption for delivering the packet of receiver 1. The consumed energy of receiver 2 is also decreased due to the reduced interference from receiver 1. Therefore the total consumed energy in NOMA scheme decreases strictly with the increase of $D_1$. While for the TDMA scheme, the whole transmission time is dominated by $D_2$. When $D_1$ is small, the optimal $m_1$ satisfies $m^*_1 = D_1$. When $D_1$ increases, the total consumed energy decreases. When $D_1$ is large enough, the optimal $m_1$ satisfies $m^*_1 < D_1$, and $m^*_1$ keeps constant with the increase of $D_1$. As a result,
\[
\frac{dE}{dm} = xF'_x - mF'_m = \frac{mx}{x + 1} - \frac{Q\sqrt{mx}}{(x + 1)^2 \sqrt{x(x + 2)}} - m \ln(x + 1) + \frac{Q\sqrt{m}}{2} \frac{\sqrt{x(x + 2)}}{x + 1}
\]  
(15a)

\[
\approx \left(\frac{x}{x + 1} - \ln(x + 1)\right)m + \frac{(x + 1)(x(x + 2)) - 2x}{2(x + 1)^2 \sqrt{x(x + 2)}} Q
\]  
(15b)

\[
\approx \left(\frac{x}{x + 1} - \ln(x + 1)\right) \sqrt{m} + \frac{x^3 + 3x^2}{2(x + 1)^2 \sqrt{x(x + 2)}} Q
\]  
(15c)

\[
= \frac{x \sqrt{x(x + 2)} Q + c}{2(x + 1)^2 \ln(x + 1)} - \frac{\ln(x + 1) \sqrt{x(x + 2)} Q + c \ln(x + 1)}{2(x + 1) \ln(x + 1)} + \frac{x^3 + 3x^2}{2(x + 1)^2 \sqrt{x(x + 2)}} Q
\]  
(15d)

\[
\approx x^2(x + 2)Q + cx \sqrt{x(x + 2)} - x(x + 1)(x + 2) \ln(x + 1) Q - c(x + 1) \sqrt{x(x + 2)} \ln(x + 1) + (x^3 + 3x^2) \ln(x + 1) Q
\]  
(15e)

Fig. 3 depicts that probability for at least one of the energy-minimization problems being feasible, for different values of the problem. Specifically, one can see that the feasible probability of the NOMA scheme increases with the increase of the channel realizations the optimal \( m^*_1 \leq 200 \), thus increasing \( D \) has a slight effect on the feasible probability of the problem.

V. CONCLUSIONS

In this paper, based on the FBC capacity formula, we have considered the energy-efficient NOMA transmission design problem subject to heterogeneous latency and reliability constraints. In particular, by considering different channel conditions and latency constraints, we have formulated three NOMA design problems in (4), (6) and (7), respectively. By the monotonicity of the energy function with respect to the blocklength, we have shown that the three problems admit simple closed-form solutions. The presented numerical results have also shown that the NOMA schemes can be more favourable than the TDMA scheme if the receivers have similar latency requirements.

APPENDIX A

PROOF OF LEMMA 1

For the simplicity of notation, we remove the subindex of all variables and let \( x \) denote the SINR. Based on (10), we define

\[
F(m, x) \triangleq m \ln(x + 1) - \sqrt{m} \frac{\sqrt{x(x + 2)}}{(x + 1)} Q^{-1}(c) - N \ln 2
\]

\[
= 0.
\]  
(16)

Note that the right-hand side of (16) is a quadratic equation of \( \sqrt{m} \). By letting \( Q = Q^{-1}(c) \) and \( c =...\)
\[ \sqrt{x(x + 2)}Q^2 + 4(x + 1)^2 \ln(x + 1)N \ln 2, \] the positive root of (16) is given by
\[
\sqrt{m} = \frac{\sqrt{x(x + 2)}Q + c}{2(x + 1) \ln(x + 1)}. \tag{17}
\]
According to the implicit function theorem, the partial derivatives of \(F(m, x)\) with \(m\) and \(x\) can be described as
\[
F'_m = \ln(x + 1) - \frac{Q}{2\sqrt{m}} \frac{\sqrt{x(x + 2)}}{x + 1}, \tag{18a}
\]
\[
F'_x = \frac{m}{x + 1} - \frac{Q \sqrt{m}}{Q + 2(x + 1)^2 \sqrt{x(x + 2)}}. \tag{18b}
\]
As is shown in (6), \(F'_m > 0\) and \(F'_x > 0\) always hold with \(m > 0\) and \(x > 0\) respectively. Thus the monotonicity of \(E(m) = mQ\Gamma(m_k)\) can be verified by
\[
\frac{dE}{dm} = \frac{dxm}{dm} + \frac{dx}{dm} = x + m \frac{dx}{dm} = x - m \frac{F'_m}{F'_x} = xF_x - mF'_m, \tag{19}
\]
where \(A \doteq B\) denotes that \(A\) and \(B\) have the same sign. The first-order derivative of \(E(m)\) is given by (15), where (15c) and (15f) hold due to \(\sqrt{m} > 0\) and \(2\sqrt{x(x + 2)(x + 1)^2 \ln(x + 1)} > 0\) for \(x > 0\) respectively. (15i) holds because of \(x - (x + 1) \ln(x + 1) < 0\) with \(x > 0\) and the fact that \(2\sqrt{a + b} \geq \sqrt{2(a + b)}\) for \(a, b > 0\), (15j) holds owing to \(\ln(x + 1) \geq \frac{2x + 1}{x + 1} \geq 0\) for \(x > 0\). In addition, (15m) holds since \(x^3(x + 2) > 0\) for \(x > 0\).

To prove that \(E(m)\) is a monotonically decreasing function, we need \(f_1(Q, N) < 0\) and \(f_2(Q, N) < 0\), indicating \(\frac{Q}{N} \leq \frac{2\ln N}{\sqrt{4 - \sqrt{2}}} = 0.64394 \cdots\). Noting that \(f_1(Q, N)\) and \(f_2(Q, N)\) increase with \(Q\) and decrease with \(N\), and \(Q = Q^{-1}(\epsilon)\) is a monotonically decreasing function with \(\epsilon\), therefore, for any larger \(\epsilon\) and \(N\), the monotonicity of \(E(m)\) hold. This completes the proof. ■
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