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Abstract. In this article, the network throughput optimization problem is investigated based on the theory of Markov decision process, combining the device-to-device direct selection problem with the finite stage discount MDP model problem. First, models for the device-to-device communication selection using MDP are built; second, the optimal mode selection strategy is derived using a finite stage backward iterative algorithm; and finally, the given mode selection strategy is evaluated by conducting a large number of simulation experiments. The results show that the MDP-based mode selection method proposed in this article has better performance in maximizing throughput and can yield better mode selection strategies with the advantage of obtaining larger system throughput.
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1. Introduction

In 5G network, the system employs direct communication using Device-to-Device (D2D) technology, Having the superiority of improving communication quality, spectrum utilization and system throughput, is seen as the most promising 5G technology [1~3]. In a network of D2D users, each user can send and receive communication signals, and also has routing capabilities. By definition, D2D communication technology refers to a new communication method in which two peer users communicate directly, without the need to use base station forwarding [4]. Among those proposed technologies, D2D pattern selection problem is the key focus, such as path loss, distance, channel quality, and signal-to-interference and noise ratio-based mode selection [5~9]. If the D2D user pairs are closer to each other than to the base station, then it is obvious that direct communication is preferable. However, this is not always the case, and sometimes it’s more practical to choose a theoretically undesirable approach because of factors such as unstable network. Without consideration of signal to noise ratio and minimization of system interference, the traditional method lacks generality. So, what we need to look for is a universal approach that can be adapted to most situations. We need to model the real problem and determine a general pattern selection rule. In this article we relate the D2D pattern selection problem to the Markov decision process (MDP) [10]. Therefore, this article proposes a novel way to solve the model selection problem: an algorithmic study based on the Markov decision process.

2. Markov Decision Process Model

2.1. Channel Model

If a D2D user uses a reusing cellular communication method, interference is created within the network, so that each receiving user receives interference signals from other users within the same
band, and the base station is affected too. In this article, a flat Riley decay channel model is used, with the signal amplitude at the receiving end satisfying the Riley distribution. The Riley distribution is a smooth narrowband Gaussian process with a mean of 0 and a variance of $\sigma^2$ [11]. In this channel model, we assume that the receiver is subject to an additive white Gaussian noise (AWGN). This noise is the most basic noise interference mode in wireless channels, whose amplitude obeys a Gaussian distribution (mean of zero, variance of $N_0$). In this model, we can obtain the signal-to-noise ratio $SINR$ [12].

$$SINR = \frac{P_{\text{receiver}}}{I + N_0} = \frac{P_t d_{ij}^\alpha}{I + N_0}$$  \hspace{1cm} (1)

$SINR$ represents the ratio of the signal to the noise of the device. The larger it is, the better the quality of the signal is. The $P_{\text{receiver}}$ in formula (1) above is the power received at the receiving device. $I$ is the interference that the receiving equipment gets. $N_0$ is the noise to which the receiving equipment is exposed to. $P_t$ is the transmission power from the device. In general, cellular users and D2D users do not have the same transmission power, with the former higher. In practice, in order to maximize the network throughput, power distribution is configured according to certain rules, which is outside the scope of this research and will not be covered here. To make the computing easier, we stipulate that the user's transmission power is $P_{\text{DUE}}$ uniformly. $d_{ij}$ is the distance between the transmitting device $i$ and receiving device $j$. $\alpha$ is the path loss coefficient, which represents the loss that occurs when the signal transmits through space, and is determined by two factors: the transmission nature of the channel itself, and the radiation effect of the transmission power. According to the standard path loss transmission model, in general $\alpha > 2$. $H_{ij}$ refers to the channel coefficient.

To achieve the maximum overall channel capacity of the network, the overall channel capacity of the entire system $C_{\text{system}}$ needs to be computed. For the purpose of discussion, the network structure contains one cellular user and two pairs of D2D users, so $C_{\text{system}}$ is the sum of the channel capacities of the three users, as shown in Equation (2).

$$C_{\text{system}} = C_{\text{CUE}} + C_{\text{DUE1}} + C_{\text{DUE2}}$$  \hspace{1cm} (2)

$$C = BW \cdot \log_2 (1 + SINR)$$  \hspace{1cm} (3)

Formula (3) is a general formula for calculating channel capacity, where $BW$ refers to the system bandwidth and $SINR$ is the corresponding signal-to-noise ratio calculated in formula (1).

2.2. Markov Model

MDP can be analyzed in terms of five elements: decision moment/cycle, state, action set, transfer probability and reward. The set of time points at which each decision is made is $T$, while the corresponding set of system states is $S$, the set of actions is represented by $A$. At a certain point of time, assuming the existence of a state $i \in S$, then after selecting an action $a$ from the available set of actions $A(i)$ and executing it, we can immediately get a reward $r(i,a)$, and the state of the system at the next moment will be determined by the transfer probability distribution function $p(\cdot| i, a)$. Then at the next moment, we need to make another choice of action. Finally, by combining the actions at all points of time, a decision sequence, the set of choices made, is obtained. At the same time, each choice of action can result in both a timely reward and an impact in the future, thus creates an extra reward as shown in Figure 1.

![Figure 1. Diagram of the decision-making process.](image)
2.3. Algorithms of the Markov Decision Model

An iterative algorithm based on backward recursion of the expected reward for dynamic programming is used to compute the optimal value of the Markov decision model in the D2D model selection problem [13,14]. The algorithm \( f_t^* \) represents the optimal strategy at the moment \( t \), and \( \pi \) is the set of strategy sequences. At the moment \( N \), since the historic \( N \) stages of 0,1,...,N-1 in the previous cycles have been determined, there is no other decision option for the decision maker at the point, it is a fixed value. Set \( A_t^*(i_t) \) is generally defined as optimal set of actions. This backward recursive algorithm embodies the idea of an optimization principle. The optimal strategy has the nature that no matter from which initial state it starts, and no matter what initial action is taken, the strategy consisting of the remaining decision rules is the optimal strategy for the next decision moment [15].

Step 1 Let \( t = N \) and for all \( i_t \in S, u_N^*(i_N) = r_N(i_N) \).
Step 2 If \( t = 0 \), then \( \pi = (f_0^*, f_1^*, \ldots, f_{N-1}^*) \) is the optimal MDP strategy, and \( V_N^*(i) = u_0^*(i) \) is the optimal value function, then the algorithm stops. Otherwise, let \( t - 1 \Rightarrow t \), then proceed to step 3.
Step 3 For all \( i_t \in S \), compute

\[
  u_t(i_t) = \max \left\{ r_t(i_t, a) + \beta \sum_{j \in S} p_t(j|i_t) u_{t+1}^*(j) \right\},
\]

And let set

\[
  A_t^*(i_t) = \arg \max_{a \in A(i_t)} \left\{ r_t(i_t, a) + \sum_{j \in S} p_t(j|i_t, a) u_{t+1}^*(j) \right\}
\]

Take any \( f_t^*(i_t) \in A_t^*(i_t) \), then decision rule \( f_t^* \) is defined for moment of \( t=0 \)
Step 4 Return to step 2

Since the set of actions \( A \) is a finite set, the optimal solution of this Markov’s strategy must exist, and the final choice of actions at each decision moment can be obtained by the above algorithm [16], which together is the policy sequence of the mode choice we require, i.e., Policy. By searching the Policy matrix, we can know exactly what mode choice each of the two D2D pairs should make at a certain decision moment (time lag) when the system is in a certain state. At the same time, we can get an optimal expectation of reward. The flow of the algorithm is shown in Figure 2.

---

**Figure 2.** Flowchart of the backward recursive algorithm.
2.4. Simulation Experiments

In conjunction with the network structure model, the parameters for simulation experiments we set are shown in Table 1. The distance parameters in Table 1 are taken in the initial case and are subject to change. In order to simplify the model and facilitate the discussion, we take the channel coefficient $H_{ij}$ to be 1. It should also be noted that the units of power and noise are not uniform, and the conversion between them should be noted in calculation.

| Parameters                                             | Value       |
|--------------------------------------------------------|-------------|
| Radius of area ($R$)                                   | 500 m       |
| first pair of D2D source user location radius ($R_2$)  | 100 m       |
| second pair of D2D source user location radius ($R_3$) | 400 m       |
| Cellular user radius ($R_1$)                           | 300 m       |
| noise ($N_0$)                                          | -174 dbm/Hz |
| transmission power $P_{DUE}$                           | 20 dbm      |
| channel coefficient $H_{ij}$                           | 1           |
| Path loss factor $\alpha$                              | 4           |
| Band Width $BW$                                        | 10 MHz      |
| discount factor $\beta$                                | 0.9         |
| The distance between the first D2D pair ($r_1$)        | 10 m        |
| The distance between the second D2D pair ($r_2$)       | 10 m        |
| transfer probability $P_{gg}$                          | 0.8         |
| transfer probability $P_{bb}$                          | 0.2         |

3. Result

Using finite stage backward recursive iterative algorithms to combine D2D direct selection problem with finite stage discount MDP model problem together into a complete MDP problem, simulation models are built by MATLAB. Network throughput changes are observed when parameters are changed. Detailed experimental results are shown in Figures 3 to 5.

**Figure 3.** Trend plot of the impact of Order N on V.

In Figure 3, $R_1 = 300m$, $r_1 = 10m$, $r_2 = 10m$. For any stage, the trend of optimal value is consistent, and in general, the better the state of the channel, the higher the value. We are also more interested in the value of a good channel. So to simplify the image, two of the stages (1111 and 1110) were selected as representatives.

In Figure 4, $R_1 = 300m$, the distance between the two D2D pairs is changed simultaneously (the direction of motion is both at an angle of 0 degrees to the x-axis, and the direction of motion remains
constant). It is clear that, in terms of the trend, as the distance between D2D pairs increases, the value of the expected reward changes more dramatically and over a wider range when the distance between two D2D pairs changes simultaneously. It could be inferred that when there are multiple D2D pairs in the system and they are in motion at the same time, the channel capacity of the system may go extreme, which need to be investigated.

Figure 4. Trend plot of the impact of distance between D2D pairs on V.

Similarly, in Figure 5, let $r_1 = 300m$ and $r_2 = 10m$. Taking the order $N = 100$ and the time gap $= 500$ while changing the distance between the first D2D pair. It is seen from the simulation that increasing the distance will definitely lead to a decrease in the channel capacity due to the weakness of the received signal. At the same time, we can clearly see the advantage of MDP-based approach over channel-capacity-based approaches in maximizing network throughput, as the former can clearly obtain a larger system channel capacity. It was calculated that the MDP-based method is on average about 6Mbps higher than the channel capacity-based method, 7.1Mbps higher at most (at the distance of about 51m), which is a very significant.

Figure 5. Comparison of total system throughput generated from different mode selection methods.

4. Analysis

By taking network channel state into account, MDP is used to analyze the mode selection problem, and observe the impact of factors such as distance on throughput, with the aim of finding a mode selection method that can obtain the maximum channel capacity. The experimental results show that the proposed Markov decision process algorithm works better than channel capacity method.
5. Conclusion
The problem is solved by using an iterative algorithm from dynamic programming to obtain a time-dependent decision sequence with low computational complexity. When comparing simulations under multiple time slots, it is confirmed that the MDP-based model selection approach does have some advantages in optimizing network throughput. In the future, more rational options will be found to further improve the decision-making effectiveness of the algorithm.
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