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Abstract

Assume that $K$ is an algebraically closed field, $R$ a locally support-finite locally bounded $K$-category, $G$ a torsion-free admissible group of $K$-linear automorphisms of $R$ and $A = R/G$. We show that the Krull-Gabriel dimension $\text{KG}(R)$ of $R$ equals the Krull-Gabriel dimension $\text{KG}(A)$ of $A$. Furthermore, we determine the Krull-Gabriel dimension of locally support-finite repetitive $K$-categories. These results are applied to determine the Krull-Gabriel dimension of standard selfinjective algebras of polynomial growth. Finally, we show that there are no super-decomposable pure-injective modules over standard selfinjective algebras of domestic type.

1 Introduction and main results

Assume that $K$ is an algebraically closed field and $A$ a finite dimensional associative basic $K$-algebra with a unit. We denote by $\text{mod}(K)$ the category of all finite dimensional $K$-vector spaces and by $\text{mod}(A)$ the category of all finitely generated right $A$-modules. Let $\mathcal{F}(A)$ be the category of all finitely presented contravariant $K$-linear functors from $\text{mod}(A)$ to $\text{mod}(K)$. It is a hard problem to describe the category $\mathcal{F}(A)$ even if the category $\text{mod}(A)$ is well understood. A natural approach to study the structure of $\mathcal{F}(A)$ is via the associated Krull-Gabriel filtration

$$\mathcal{F}(A)_{-1} \subseteq \mathcal{F}(A)_0 \subseteq \mathcal{F}(A)_1 \subseteq \ldots \subseteq \mathcal{F}(A)_\alpha \subseteq \mathcal{F}(A)_{\alpha+1} \subseteq \ldots$$

of $\mathcal{F}(A)$ by Serre subcategories, defined recursively as follows:

\begin{enumerate}
  \item $\mathcal{F}(A)_{-1} = 0$,
\end{enumerate}
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(2) $\mathcal{F}(A)_{\alpha+1}$ is the Serre subcategory of $\mathcal{F}(A)$ formed by all functors having finite length in the quotient category $\mathcal{F}(A)/\mathcal{F}(A)_\alpha$, for any ordinal number $\alpha$.

(3) $\mathcal{F}(A)_\beta = \bigcup_{\alpha<\beta} \mathcal{F}(A)_\alpha$, for any limit ordinal $\beta$.

Following [20], [21], the Krull-Gabriel dimension $\mathrm{KG}(A)$ of $A$ is the smallest ordinal number $\alpha$ such that $\mathcal{F}(A)_\alpha = \mathcal{F}(A)$, if such a number exists, and $\mathrm{KG}(A) = \infty$ if it is not the case. If $\mathrm{KG}(A) = n$ for some natural number $n$, then the Krull-Gabriel dimension of $A$ is finite. If $\mathrm{KG}(A) = \infty$, then the Krull-Gabriel dimension of $A$ is undefined.

The interest in the Krull-Gabriel dimension $\mathrm{KG}(A)$ of an algebra $A$ has at least three motivations. The general one is that the Krull-Gabriel filtration of the category $\mathcal{F}(A)$ leads to a hierarchy of exact sequences in $\mathrm{mod}(A)$ where the almost split sequences form the lowest level, see [20]. The second one is that there exists a strong relation between $\mathrm{KG}(A)$ and the transfinite powers $\mathrm{rad}_A^n$ of the radical $\mathrm{rad}_A$ of $\mathrm{mod}(A)$, see [32] and [49, 50, 51]. For example, H. Krause proves in [32, Corollary 8.14] that if $\mathrm{KG}(A) = n \in \mathbb{N}$, then $\mathrm{rad}_A^{\omega(n+1)} = 0$ where $\omega$ is the first infinite cardinal. Moreover, J. Schröer conjectures in [51] that $\mathrm{KG}(A) = n \geq 2$ if and only if $\mathrm{rad}_A^{\omega(n-1)} \neq 0$ and $\mathrm{rad}_A^{\omega n} = 0$. This conjecture is confirmed for several important classes of algebras, see for example Section 1 in [58] for the list.

The third motivation to study the Krull-Gabriel dimension of an algebra is the following conjecture due to M. Prest, see [40], [41].

**Conjecture 1.1.** A finite dimensional algebra $A$ is of domestic representation type if and only if the Krull-Gabriel dimension $\mathrm{KG}(A)$ of $A$ is finite.

We refer to Chapter XIX of [52] for the precise definitions of finite, tame and wild representation type of an algebra, as well as the stratification of tame representation type into domestic, polynomial and nonpolynomial growth (introduced in [53]).

We recall some important results on the Krull-Gabriel dimension of an algebra. All of them support the above conjecture. Indeed, M. Auslander proves in [9, Corollary 3.14] that $\mathrm{KG}(A) = 0$ if and only if the algebra $A$ is of finite representation type. H. Krause shows in [31, 11.4] that $\mathrm{KG}(A) \neq 1$ for any algebra $A$. W. Geigle proves in [21, 4.3] that if $A$ is a tame hereditary algebra, then $\mathrm{KG}(A) = 2$. A. Skowroński shows in [58, Theorem 1.2] that if $A$ is a cycle-finite algebra [4], [5] of domestic representation type, then $\mathrm{KG}(A) = 2$, see also [35]. M. Wenderlich proves in [60] that if $A$ is a strongly simply connected algebra [56], then $A$ is of domestic type if and only if $\mathrm{KG}(A)$ is finite. R. Laking, M. Prest and G. Puninski prove in [33] a renowned result that string algebras [59], [14] of domestic representation type have finite Krull-Gabriel dimension, see also [46], [43].

There exist algebras with Krull-Gabriel dimension undefined. Indeed, the results of [40, Chapter 13] and [19] imply that the Krull-Gabriel dimension of strictly
wild algebras and wild algebras, respectively, is undefined. J. Schröer proves in [50, Proposition 2] that this is also the case for nondomestic string algebras. W. Geigle shows in [20], see also [21], that tubular algebras [48] have no Krull-Gabriel dimension. This also holds for pg-critical algebras, strongly simply connected algebras of nonpolynomial growth (see [26] and [27]) and some algebras with strongly simply connected Galois coverings (see [28]). We note that the results of [26, 27, 28] show, among other things, that the width of the lattice of all pointed modules [47], [27] over any of these algebras is infinite. This yields that their Krull-Gabriel dimension is undefined, see for example [41].

The Krull-Gabriel dimension is defined for any locally bounded $K$-category. The definition is similar to the one presented above, see Section 2 and Section 4 for the details. In fact, the Krull-Gabriel dimension is defined for any skeletally small abelian category, see Section 3. For example, in [11] the authors determine the Krull-Gabriel dimension of discrete derived categories.

This paper is devoted to give a proof and derive some consequences of the following theorem.

**Theorem 1.2.** Assume that $R$ is a locally support-finite locally bounded $K$-category and $G$ is a torsion-free admissible group of $K$-linear automorphisms of $R$. Assume that $A = R/G$ is the orbit category and $F : R \to A$ the associated Galois covering. In this case we have $\text{KG}(R) = \text{KG}(A)$.

Theorem 1.2 is a part of the more detailed Theorem 6.3. In Theorem 7.3 we determine the Krull-Gabriel dimension of locally support-finite repetitive $K$-categories. Specifically, it belongs to the set $\{0, 2, \infty\}$. These two results are applied in Section 8 to determine the Krull-Gabriel dimension of standard selfinjective algebras of polynomial growth. Indeed, we prove in Theorem 8.1 that if $A$ is such an algebra, then $\text{KG}(A) = 2$ if $A$ is domestic and $\text{KG}(A) = \infty$ otherwise. Note that this theorem supports Conjecture 1.1. As an application of Theorem 8.1 (and some results of [29]) we show in Corollary 8.2 that if $A$ is a standard representation-infinite selfinjective algebra of polynomial growth, then $\text{KG}(A) = 2$ if and only if the infinite radical $\text{rad}_A^\omega$ is nilpotent.

Although Theorem 6.3 is the main result of the paper, we view Theorem 7.3 and Theorem 8.1 as equally significant.

Theorem 1.2 can be applied in some other situations as well. For example, A. Skowroński studies in [57] algebras having strongly simply connected Galois coverings. Assume that $A$ is such an algebra, that is, $A = R/G$ where $R$ is a strongly simply connected locally bounded $K$-category and $G$ an admissible group of $K$-linear automorphisms of $R$. If $R$ is locally support-finite and $G$ is torsion-free, then Theorem 1.2 implies that $\text{KG}(A)$ is finite if and only if $\text{KG}(R)$ is finite. We conjecture this yields $\text{KG}(A)$ is finite if and only if $A$ is of domestic type. This problem is
left for further research.

The paper is organized as follows. In Section 2 we recall some information on Galois coverings of locally bounded $K$-categories and the associated pull-up and push-down functors. We conclude the section with Theorem 2.1 stating that if $R$ is a locally support-finite locally bounded $K$-category, $G$ an admissible torsion-free group of $K$-linear automorphisms of $R$ and $F : R \to A \cong R/G$ the associated Galois covering, then the push-down functor $F_\lambda : \text{mod}(R) \to \text{mod}(A)$ is a Galois covering of module categories, see Section 2 for definitions. This theorem is fundamental in proofs of our main results. Section 2 is based on [18], [12] and [15].

Section 3 is devoted to the presentation of some facts about Serre subcategories of abelian categories, quotient categories and finite length objects (see especially Lemma 3.1). We define the Krull-Gabriel dimension of a skeletally small abelian category $C$. Among other things, we give in Lemma 3.2 a sufficient condition for an exact functor to preserve the Krull-Gabriel dimension. We apply the lemma in Section 6. Section 3 is based on [39], [34] and [21].

In Section 4 we define the category $F(R)$ of all finitely presented contravariant $K$-linear functors $\text{mod}(R) \to \text{mod}(K)$ where $R$ is a locally bounded $K$-category. The Krull-Gabriel dimension $\text{KG}(R)$ of $R$ is defined as the Krull-Gabriel dimension $\text{KG}(F(R))$ of $F(R)$. We give in Lemma 4.3 some criterion for $\text{KG}(R)$ to be determined by Krull-Gabriel dimensions of finite convex subcategories of $R$. This lemma is crucial in the proof of Theorem 7.3.

Section 4 recalls some basic facts about the category $F(R)$. These results are particular cases of the very general ones proved in [8], see especially Section 2. Note that in [3] IV.6 the authors show similar facts (in concise and simple manner), but mostly assume that $R$ is a finite dimensional $K$-algebra (equivalently, a finite locally bounded $K$-category). It is easy to see that proofs given in [3] IV.6 are valid in the general setting of locally bounded $K$-categories as well. Therefore we view [3] IV.6 as a good reference for the basic information on the category $F(R)$.

Sections 5 and 6 are the core of the paper. Assume that $R$ is a locally support-finite locally bounded $K$-category, $G$ a torsion-free admissible group of $K$-linear automorphisms of $R$ and $F : R \to A \cong R/G$ the Galois covering. Section 5 is devoted to some exact functor $\Phi : F(R) \to F(A)$. The definition of $\Phi : F(R) \to F(A)$ uses the fact that $F_\lambda : \text{mod}(R) \to \text{mod}(A)$ is a Galois covering of module categories, see Theorem 2.1. In Theorem 5.5 we prove the main properties of $\Phi : F(R) \to F(A)$. Section 6 contains the main results of the paper. We prove Theorem 6.3 which is a more detailed version of Theorem 1.2, asserting some further properties of the functor $\Phi : F(R) \to F(A)$. In Corollary 6.4 we show that the functor $\Phi$ preserves Krull-Gabriel filtrations, in some concrete sense, provided $\Phi$ is dense. Proofs of Theorem 6.3 and Corollary 6.4 rely on results of Section 5.
Sections 7 and 8 are devoted to the applications of the main results. Namely, in Section 7 we determine the Krull-Gabriel dimension of locally support-finite repetitive $K$-categories. This is done in Theorem 7.3 by using Lemma 4.3, classification of tame locally support-finite $K$-categories [7] and classification of cycle-finite algebras with finite Krull-Gabriel dimension [58]. Section 8 applies Theorem 6.3, Theorem 7.3 and the results of [54], [55] to determine the Krull-Gabriel dimension of standard selfinjective algebras of polynomial growth, see Theorem 8.1. We deduce in Corollary 8.2 that if $A$ is such an algebra of infinite representation type, then $\text{KG}(A) = 2$ if and only if $\text{rad}^\omega_A$ is nilpotent. Finally, we discuss the existence of super-decomposable pure-injective modules over these algebras, see Theorem 8.3.

2 Galois coverings of locally bounded $K$-categories

Throughout the paper, $K$ is a fixed algebraically closed field. We denote by $\text{Mod}(K)$ and $\text{mod}(K)$ the categories of all $K$-vector spaces and all finite dimensional $K$-vector spaces, respectively. By an $A$-module we mean a finite dimensional associative basic $K$-algebra with a unit. Assume that $A$ is an algebra. By an $A$-module we mean right $A$-module. We denote by $\text{Mod}(A)$ and $\text{mod}(A)$ the categories of all $A$-modules and all finitely generated $A$-modules, respectively.

Assume that $R$ is a $K$-category in which distinct objects are not isomorphic. Then the objects of $R$ are denoted by lower case letters. Let $\text{ob}(R)$ be the class of all objects of $R$. If $x, y \in \text{ob}(R)$, then $R(x, y)$ denotes the space of all morphisms from $x$ to $y$. Assume that $R$ is a $K$-category. Following [18], [12], we say that $R$ is locally bounded if and only if

1. distinct objects of $R$ are not isomorphic,
2. the algebra $R(x, x)$ is local, for any $x \in \text{ob}(R)$,
3. $\sum_{y \in \text{ob}(R)} \dim_K R(x, y) < \infty$, $\sum_{y \in \text{ob}(R)} \dim_K R(y, x) < \infty$, for any $x \in \text{ob}(R)$.

An important example of a locally bounded $K$-category is the bound quiver $K$-category $KQ/I$ associated to a bound quiver $(Q, I)$. We briefly recall the definition of a bound quiver $K$-category.

Assume that $Q = (Q_0, Q_1)$ is a quiver with the set $Q_0$ of vertices and the set $Q_1$ of arrows. We say that $Q$ is finite if and only if the sets $Q_0, Q_1$ are finite. If $\alpha \in Q_1$, then we denote by $s(\alpha)$ its starting vertex and by $t(\alpha)$ its terminal vertex. Assume that $x, y \in Q_0$. By a path from $x$ to $y$ in $Q$ we mean a sequence $c_1...c_n$ in $Q_1$ such that $s(c_1) = x$, $t(c_n) = y$ and $t(c_i) = s(c_{i+1})$ for $1 \leq i < n$. We associate the stationary path $e_x$ to each vertex $x \in Q_0$ and we set $s(e_x) = t(e_x) = x$. 
Assume that $Q$ is a \textit{locally finite} quiver, that is, the number of arrows in $Q_1$ starting or ending in any point is finite. Then the \textit{path $K$-category} $KQ$ is a $K$-category whose objects are the vertices of $Q$ and the $K$-linear space of morphisms from $x$ to $y$ is generated by all paths from $x$ to $y$. The composition in $KQ$ is defined by concatenation of paths in $Q$. If $I$ is an admissible ideal in $KQ$ (see [38]), then the pair $(Q, I)$ is called the \textit{bound quiver} and the associated quotient $K$-category $KQ/I$ is the \textit{bound quiver $K$-category}. It is easy to see that this is a locally bounded $K$-category. In fact, every locally bounded $K$-category is isomorphic to some bound quiver $K$-category, see [12].

Assume that $R$ is a $K$-category (not necessarily locally bounded). A full subcategory $B$ of $R$ is \textit{convex} if and only if for any $n \geq 1$ and objects $x, z_1, \ldots, z_n, y$ of $R$ the following condition is satisfied: if $x, y$ are objects of $B$ and the vector spaces of morphisms $R(x, z_1), R(z_1, z_2), \ldots, R(z_{n-1}, z_n), R(z_n, y)$ are nonzero, then $z_1, \ldots, z_n$ are objects of $B$. Observe that if $R = KQ/I$ is the path $K$-category of $(Q, I)$ and $B$ is a convex subcategory of $R$, then $B = KQ'/I'$ for some convex subquiver $Q'$ of the quiver $Q$. Recall that a full subquiver $Q'$ of $Q$ is \textit{convex} if and only if for any path $c_1 \ldots c_n$ from the vertex $x$ to the vertex $y$ in $Q$ such that $x, y \in Q_0'$ we have $s(c_i) \in Q_0'$, for $i = 1, \ldots, n - 1$.

Assume that $R$ is a locally bounded $K$-category. A \textit{right $R$-module} (or an $R$-\textit{module}) is a $K$-linear contravariant functor from $R$ to the category $\text{Mod}(K)$ of $K$-vector spaces. An $R$-module $M : R^{\text{op}} \to \text{Mod}(K)$ is \textit{finite dimensional} if and only if $\dim M = \sum_{x \in \text{ob}(R)} \dim_K M(x) < \infty$. The categories of all $R$-modules and all finite dimensional $R$-modules are denoted by $\text{Mod}(R)$ and $\text{mod}(R)$, respectively. The full subcategories of $\text{Mod}(R)$ and $\text{mod}(R)$ formed by all indecomposable modules are denoted by $\text{Ind}(R)$ and $\text{ind}(R)$, respectively.

Assume that $R$ is a locally bounded $K$-category and $M, N : R^{\text{op}} \to \text{Mod}(K)$ are $R$-modules. An \textit{$R$-module homomorphism} $f : M \to N$ is a natural transformation of functors $(f_x)_{x \in \text{ob}(R)}$ where $f_x : M(x) \to N(x)$ is a vector space homomorphism, for any $x \in \text{ob}(R)$. The space of all homomorphisms from $M$ to $N$ is denoted by $\text{Hom}_R(M, N)$. We usually write $R(M, N)$ instead of $\text{Hom}_R(M, N)$.

Assume that $R = KQ/I$ is a bound quiver $K$-category. Observe that modules in $\text{Mod}(R)$ can be identified with $K$-linear representations of the bound quiver $(Q, I)$. Similarly, the $R$-module homomorphisms can be identified with morphisms of representations of the bound quiver $(Q, I)$. Furthermore, if $(Q, I)$ is finite, then there is an equivalence of $K$-categories of all $R$-modules and all modules over the \textit{bound quiver $K$-algebra} $KQ/I$, see Chapters II and III of [3]. This equivalence restricts to an equivalence of categories of finite dimensional modules. Here, the admissible ideal in the $K$-category is denoted by the same letter $I$ as the corresponding admissible ideal in the $K$-algebra. If $(Q, I)$ is finite, we identify the bound quiver $K$-category
$R = KQ/I$ with the bound quiver $K$-algebra $KQ/I$. Note that any algebra $A$ is
isomorphic with some bound quiver $K$-algebra, see Chapter II of [3]. If $A \cong KQ/I$,
then we view $A$-modules as $K$-linear representations of $(Q,I)$.

We recall from [12] the notion of a Galois covering functor, as well as some related
concepts. We refer to [18] for a general definition of a covering functor and related
functors between module categories.

Assume that $R, A$ are locally bounded $K$-categories, $F : R \to A$ is a $K$-linear
functor and $G$ a group of $K$-linear automorphisms of $R$ acting freely on the objects
of $R$. This means that $gx = x$ if and only if $g = 1$, for any $g \in G$ and $x \in \text{ob}(R)$. Then $F : R \to A$ is a Galois covering if and only if

1. the functor $F : R \to A$ induces isomorphisms

$$
\bigoplus_{g \in G} R(gx, y) \cong A(F(x), F(y)) \cong \bigoplus_{g \in G} R(x, gy)
$$

of vector spaces, for any $x, y \in \text{ob}(R)$,

2. the functor $F : R \to A$ induces a surjective function $	ext{ob}(R) \to \text{ob}(A)$,

3. $Fg = F$, for any $g \in G$,

4. for any $x, y \in \text{ob}(R)$ such that $F(x) = F(y)$ there is $g \in G$ such that $gx = y$.

We recall that a functor $F : R \to A$ satisfies the above conditions if and only if $F$
induces an isomorphism $A \cong R/G$ where $R/G$ is the orbit category, see [12].

Assume that $F : R \to A \cong R/G$ is a Galois covering. The pull-up functor $F_\ast : \text{Mod}(A) \to \text{Mod}(R)$ associated with $F$ is the functor $(-) \circ F^{\text{op}}$. The pull-up functor has the left adjoint $F_\lambda : \text{Mod}(R) \to \text{Mod}(A)$ and the right adjoint $F_\rho : \text{Mod}(R) \to \text{Mod}(A)$ which are called the push-down functors. Since the push-down functor $F_\lambda$ plays an important role in the paper, we recall its description below.

Assume that $M : R^{\text{op}} \to \text{Mod}(K)$ is an $R$-module. We define the $A$-module
$F_\lambda(M) : A^{\text{op}} \to \text{Mod}(K)$ as follows. Assume that $a \in \text{ob}(A)$ and $a = F(x)$, for
some $x \in \text{ob}(R)$. Then $F_\lambda(M)(a) = \bigoplus_{g \in G} M(gx)$. Assume that $\alpha \in A(b,a)$ and $a = F(x), b = F(y)$, for some $x, y \in \text{ob}(R)$. Since $F$ induces an isomorphism
$
\bigoplus_{g \in G} R(gy, x) \cong A(F(y), F(x)), \text{ there are } \alpha_g : gy \to x, \text{ for } g \in G, \text{ such that }
\alpha = \sum_{g \in G} F(\alpha_g). \text{ Then the homomorphism } F_\lambda(M)(\alpha) : F_\lambda(M)(a) \to F_\lambda(M)(b) \text{ is defined by homomorphisms } M(\alpha_{g^{-1}h}) : M(gx) \to M(hy), \text{ for any } g, h \in G. \quad \text{[1]}
$

Note that $F_\rho(M)(a) = \prod_{g \in G} M(gx)$ and the rest of the definition is similar to the case
of $F_\lambda$. It follows easily that $F_\lambda$ equals $F_\rho$ on the category of finite dimensional $A$-modules. We emphasize that this property does not hold in general (but it holds in the case $F : R \to A$ is a Galois coverings).

Assume that $f : M \to N$ is an $R$-module homomorphism and $f = (f_x)_{x \in \text{ob}(R)}$, $f_x : M(x) \to N(x)$. Then $F_\lambda(f) : F_\lambda(M) \to F_\lambda(N)$, $F_\lambda(f) = (\hat{f}_a)_{a \in \text{ob}(A)}$ and $\hat{f}_a : F_\lambda(M)(a) \to F_\lambda(N)(a)$ is defined by homomorphisms $f_{gx} : M(gx) \to N(gx)$, for any $g \in G$.

Observe that if an $R$-module $M$ is finite dimensional, then $F_\lambda(M)$ is finite dimensional. Hence the functor $F_\lambda$ restricts to a functor $\text{mod}(R) \to \text{mod}(A)$. This functor is also denoted by $F_\lambda$.

Assume that $R$ is a locally bounded $K$-category, $G$ is a group of $K$-linear automorphisms of $R$ acting freely on the objects of $R$ and $g \in G$. Given $R$-module $M$ we denote by $gM$ the module $M \circ g^{-1}$. Given $R$-module homomorphism $f : M \to N$ we denote by $gf$ the $R$-module homomorphism $gM \to gN$ such that $f_x = f_{gx}$, for any $x \in \text{ob}(R)$. It is easy to see that this defines an action of $G$ on $\text{Mod}(R)$. Moreover, the map $f \mapsto gf$ defines isomorphism of vector spaces $\ast_R(M, N) \cong \ast_R(gM, gN)$.

Assume that $F : R \to A \cong R/G$ is the Galois covering. Recall from [12] that $F_\lambda(gM) \cong F_\lambda(M)$, $F_\lambda(gf) = F_\lambda(f)$ and $F_\lambda(F_\lambda(M)) \cong \bigoplus_{g \in G} gM$, for any $R$-module $M$, $R$-homomorphism $f$ and $g \in G$. Assume that $X, Y \in \text{mod}(R)$. There are only finitely many $g \in G$ such that $\ast_R(X, gY) \neq 0$, because $G$ acts freely on the objects of $R$. Since the pair $(F_\lambda, F_\bullet)$ is an adjoint pair, we get the following isomorphisms of vector spaces

$$A(F_\lambda(X), F_\lambda(Y)) \cong \bigoplus_{g \in G} \ast_R(X, gY) \cong \bigoplus_{g \in G} \ast_R(gX, Y),$$

for any $X, Y \in \text{mod}(R)$. These isomorphisms are natural in both variables $X, Y$ and hence the bifunctors $A(F_\lambda(\cdot), F_\lambda(\cdot)), \bigoplus_{g \in G} \ast_R(\cdot, g(\cdot)), \bigoplus_{g \in G} \ast_R(g(\cdot), \cdot)$ are isomorphic.

Assume that $R$ is a locally bounded $K$-category and $G$ is a group of $K$-linear automorphisms of $R$. Then $G$ is admissible if and only if $G$ acts freely on the objects of $R$ and there are only finitely many $G$-orbits. In this case, the orbit category $R/G$ is finite and we treat it as an algebra. Assume that $G$ is admissible. We say that $G$ acts freely on $\text{ind}(R)$ if and only if $gM \cong M$ implies that $g = 1$, for any $M \in \text{ind}(R)$ and $g \in G$. Assume that $M, L \in \text{ind}(R)$. If $G$ acts freely on $\text{ind}(R)$, then $F_\lambda(M) \in \text{ind}(A)$ and $F_\lambda(M) \cong F_\lambda(L)$ yields $L \cong gM$, for some $g \in G$ (see for example [30]). Moreover, if $G$ is torsion-free, then $G$ acts freely on $\text{ind}(R)$.

Assume that $R$ is a locally bounded $K$-category and $M \in \text{Mod}(R)$. The support $\text{supp}(M)$ of $M$ is the full subcategory of $R$ formed by all objects $x$ in $R$ such that $M(x) \neq 0$. The category $R$ is locally support-finite if and only if for any $x \in R$ the union of the sets $\text{supp}(M)$, $M \in \text{ind}(R)$ and $M(x) \neq 0$, is finite. If $R$ is
locally support-finite, $G$ is admissible group of $K$-linear automorphisms of $R$ and $F : R \to A \cong R/G$ is the Galois covering, then the results of [15] yield that the push-down functor $F_\lambda : \mod(R) \to \mod(A)$ is dense.

We summarize the above remarks in the following theorem, see [15, 2.5]. This theorem plays a fundamental role in our main results.

**Theorem 2.1.** Assume that $R$ is a locally support-finite $K$-category, $G$ an admissible torsion-free group of $K$-linear automorphisms of $R$ and $F : R \to A$ the Galois covering. Then the functor $F_\lambda : \mod(R) \to \mod(A)$ satisfies the following assertions.

1. The functor $F_\lambda$ induces the following isomorphisms of vector spaces
   $$\bigoplus_{g \in G} R^{(gX,Y)} \cong A(F_\lambda(X), F_\lambda(Y)) \cong \bigoplus_{g \in G} R(X,^gY),$$
   for any $X, Y \in \mod(R)$.

2. The functor $F_\lambda$ is dense, that is, for any $M \in \mod(A)$ there is $X \in \mod(R)$ such that $F_\lambda(X) \cong M$.

3. Assume that $X \in \mod(R)$. Then $F_\lambda(X) \cong F_\lambda(^gX)$, for any $g \in G$.

4. Assume that $X, Y \in \ind(R)$. Then $F_\lambda(X) \in \ind(A)$ and $F_\lambda(X) \cong F_\lambda(Y)$ yields $Y \cong ^gX$ for some $g \in G$.

We recall from [15] (see also [12]) that if the assumptions of Theorem 2.1 hold, then the functor $F_\lambda : \mod(R) \to \mod(A)$ preserves right and left minimal almost split homomorphisms and Auslander-Reiten sequences (see [3, IV] for basic notions of Auslander-Reiten theory). Moreover, the functor $F_\lambda$ induces the isomorphism $\ind(R)/G \cong \ind(A)$.

We emphasize similarities between the properties of $F_\lambda$ from the above theorem and the definition of a Galois covering of $K$-categories. Following [15], we say that the functor $F_\lambda : \mod(R) \to \mod(A)$ is a **Galois covering of module categories** (in case $R$ and $G$ are as in Theorem 2.1).

More generally, assume that $\mathcal{C}, \mathcal{D}$ are additive categories and $F : \mathcal{C} \to \mathcal{D}$ is an additive functor (see [34, VIII.2]). Assume that $G$ is a group acting freely on the isomorphism classes of indecomposable objects of $\mathcal{C}$. We call $F : \mathcal{C} \to \mathcal{D}$ a **Galois covering of additive categories** if and only if $F$ satisfies analogous assertions as the push-down functor from Theorem 2.1. Note that in this case $\mathcal{D}$ is isomorphic (as an additive category) to the orbit category $\mathcal{C}/G$. 
3 Krull-Gabriel dimension of abelian categories

Throughout the paper we assume that any abelian category $C$ is skeletally small. This means that the class of all isomorphism classes of objects of $C$ is a set.

Assume that $C$ is an abelian category and $X, Y$ are objects of $C$. We denote by $\text{Hom}_C(X, Y)$ the abelian group of all homomorphisms from $X$ to $Y$. We usually write $c(X, Y)$ instead of $\text{Hom}_C(X, Y)$. If $X'$ is a subobject of $X$, then we write $X' \subseteq X$ and in this case $X/X'$ denotes the quotient object. If $f \in c(X, Y)$, then $\text{Ker}(f)$, $\text{Im}(f)$, $\text{Coker}(f)$ and $\text{Coim}(f)$ denote kernel, image, cokernel and coimage of $f$ in $C$, respectively. It is well-known that these objects are some special subobjects or quotients of $X$ and $Y$. We refer to [39] for precise definitions of these notions in abelian categories.

Assume that $C$ is an abelian category and $X_1, ..., X_n, Y_1, ..., Y_m$ are objects of $C$. We use the standard matrix notation for $f \in c(\bigoplus_{i=1}^n X_i, \bigoplus_{j=1}^m Y_j)$. This means that we write $f = [f_{ij}]_{i=1,...,n}$ where $p_j : \bigoplus_{k=1}^m Y_k \rightarrow Y_j$ is the split epimorphism, $u_i : X_i \rightarrow \bigoplus_{k=1}^m X_k$ is the split monomorphism and $f_{ji} = p_j f u_i$, for any $i = 1, ..., n$, $j = 1, ..., m$. Moreover, we say in this case that $f$ is defined by homomorphisms $f_{ji}$.

Assume that $C, D$ are abelian categories. A functor $F : C \rightarrow D$ is exact if and only if for any exact sequence $0 \rightarrow X \xrightarrow{f} Z \xrightarrow{g} Y \rightarrow 0$ in $C$ the sequence $0 \rightarrow F(X) \xrightarrow{F(f)} F(Z) \xrightarrow{F(g)} F(Y) \rightarrow 0$ is exact in $D$. Equivalently, the functor $F$ preserves finite limits and finite colimits, see [34, VIII]. Note that if $F : C \rightarrow D$ is exact, then $X' \subseteq X$ yields $F(X') \subseteq F(X)$ and $F(X/X') = F(X)/F(X')$, for any objects $X', X$ of $C$. Moreover, $F$ preserves kernels, images, cokernels and coinages of homomorphisms in $C$.

Assume that $C$ is an abelian category. A full subcategory $S$ of $C$ is a Serre subcategory if and only if for any exact sequence $0 \rightarrow X \xrightarrow{f} Z \xrightarrow{g} Y \rightarrow 0$ in $S$ we have $Z \in S$ if and only if $X, Y \in S$. Therefore $S$ is closed under subobjects, quotients and extensions. It is easy to see that a Serre subcategory is an abelian subcategory.

Basic examples of Serre subcategories are provided by kernels of exact functors. Indeed, if $F : C \rightarrow D$ is an exact functor, then the kernel $\text{Ker}(F)$ of $F$ is the full subcategory of $C$ formed by all objects $X \in C$ such that $F(X) = 0$. It is easy to see that $\text{Ker}(F)$ is a Serre subcategory of $C$.

Assume that $S$ is a Serre subcategory of $C$. We recall the definition of the quotient category $C/S$. The class of objects of $C/S$ coincides with the class of objects of $C$. Homomorphisms in $C/S$ are defined in the following way. Assume that $X, Y$ are objects of $C$ and denote by $S_{X,Y}$ the set of all abelian groups $c(X', Y/Y')$ where $X' \subseteq X$, $Y' \subseteq Y$ and $X/X', Y' \in S$. Then $S_{X,Y}$ is a directed system of abelian groups, see [39], and $c_{S}(X, Y)$ is defined as the direct limit $\lim_{\rightarrow} c(X', Y/Y')$ where $c(X', Y/Y') \in S_{X,Y}$. The quotient category $C/S$ is abelian and there exists an exact
functor $q_S : C \to C/S$ such that $q_S(X) = X$ for any object $X$ of $C$. We refer to \cite{39} for the precise definition of $q_S$ on homomorphisms. Nevertheless, we recall from Section 4.3 of \cite{39} that if $f$ is a homomorphism in $C$, then $q_S(f) = 0$ if and only if $\text{Im}_C(f) \in S$, $q_S(f)$ is a monomorphism if and only if $\text{Ker}_C(f) \in S$ and $q_S(f)$ is an epimorphism if and only if $\text{Coker}_C(f) \in S$. The functor $q_S : C \to C/S$ is called the quotient functor.

Assume that $C$ is an abelian category. An object $S$ of $C$ is simple in $C$ if and only if $S \neq 0$ and any subobject of $S$ in $C$ is either $S$ or $0$. An object $T$ of $C$ has finite length in $C$ if and only if there exists a chain of subobjects $0 = T_0 \subseteq T_1 \subseteq \ldots \subseteq T_n = T$ of $T$ such that $T_{i+1}/T_i$ is simple in $C$, for any $i = 0, \ldots, n - 1$. We call such a chain a composition series of $T$. It is well-known that if $T$ has finite length, then the number $n$ is unique. We call the number $n$ the length of $T$ and denote it by $l_C(T)$. Recall that if $0 \to X \to Z \to Y \to 0$ is a short exact sequence in $C$, then $l_C(Z) = l_C(X) + l_C(Y)$ and hence $Z$ has finite length if and only if $X, Y$ have finite length.

Assume that $C$ is an abelian category and $S$ is a Serre subcategory of $C$. An object $S$ of $C$ is $S$-simple if and only if $S \notin S$ and $S' \in S$ or $S/S' \in S$, for any subobject $S'$ of $S$ in $C$. The following fact is applied in Section 6.

**Lemma 3.1.** Assume that $C$ is an abelian category and $S$ a Serre subcategory of $C$. The following assertions hold.

1. An object $S$ of $C$ is simple in $C/S$ if and only if $S$ is $S$-simple.

2. An object $T$ of $C$ has finite length in $C/S$ if and only if there exists a chain of subobjects $0 = T_0 \subseteq T_1 \subseteq \ldots \subseteq T_n = T$ of $T$ in $C$ such that $T_{i+1}/T_i$ is $S$-simple, for any $i = 0, \ldots, n - 1$.

**Proof.** (1) Assume that $S$ is an object of $C$ and $S$ is simple in $C/S$. We show that $S$ is $S$-simple. Assume that $S \in S$ and let $1_S : S \to S$ be the identity homomorphism of $S$ in $C$. Then $\text{Im}_C(1_S) = S \in S$ and thus $q_S(1_S) = 0$. Since $q_S(1_S)$ is also the identity of $S$ in $C/S$, we get $S \cong 0$ in $C/S$, contradiction. This shows that $S \notin S$.

Assume that $S'$ is a subobject of $S$ in $C$. Then there exists a short exact sequence $0 \to S' \xrightarrow{f} S \xrightarrow{g} S/S' \to 0$ in $C$ which yields a short exact sequence

$$0 \to q_S(S') \xrightarrow{q_S(f)} q_S(S) \xrightarrow{q_S(g)} q_S(S)/q_S(S') \to 0$$

in $C/S$. Since $q_S(S) = S$ is simple in $C/S$, we get that $q_S(f)$ or $q_S(g)$ is an isomorphism in $C/S$. Thus $q_S(f)$ is an epimorphism or $q_S(g)$ is a monomorphism and hence $\text{Coker}_C(f) = S/S' \in S$ or $\text{Ker}_C(g) = S' \in S$. Similar arguments show the other implication.
The assertion follows from (1) and the fact that the quotient functor is an identity on objects.

Assume that $C$ is an abelian category. Following [21] (see also [17]), we define the Krull-Gabriel filtration $(C_\alpha)_\alpha$ of $C$ recursively as follows:

1. $C_{-1} = 0$,
2. $C_{\alpha+1}$ is the Serre subcategory of $C$ formed by all functors having finite length in the quotient category $C/C_\alpha$, for any ordinal number $\alpha$,
3. $C_\beta = \bigcup_{\alpha < \beta} C_\alpha$, for any limit ordinal $\beta$.

Observe that $C_0$ is the Serre subcategory of $C$ formed by all objects of $C$ of finite length. It is easy to see that $C_\alpha$ is a Serre subcategory of $C_{\alpha+1}$, for any ordinal $\alpha \geq -1$.

Assume that $(C_\alpha)_\alpha$ is the Krull-Gabriel filtration of $C$. We define the Krull-Gabriel dimension $\text{KG}(C)$ of $C$ as the smallest ordinal number $\alpha$ such that $C_\alpha = C$, if such a number exists. Otherwise, we set $\text{KG}(C) = \infty$ and take a technical assumption that $\alpha < \infty$, for any ordinal number $\alpha$. If $\text{KG}(C) = n \in \mathbb{N}$, then the Krull-Gabriel dimension of $C$ is finite. If $\text{KG}(C) = \infty$, then the Krull-Gabriel dimension of $C$ is undefined.

The following lemma gives a sufficient condition for a functor to preserve the Krull-Gabriel dimension. We apply the lemma in Sections 4 and 6.

**Lemma 3.2.** Assume that $C, D$ are abelian categories, $(C_\alpha)_\alpha, (D_\alpha)_\alpha$ are Krull-Gabriel filtrations of $C, D$, respectively, and $F : C \to D$ is an exact functor.

1. Assume that for any $U \in D$ there exists an epimorphism $\epsilon : F(T) \to U$, for some $T \in C$. Assume that $T \in C_\alpha$ implies $F(T) \in D_\alpha$, for any $T \in C$ and any ordinal $\alpha$. Then $\text{KG}(D) \leq \text{KG}(C)$.
2. Assume that $F(T) \in D_\alpha$ implies $T \in C_\alpha$, for any $T \in C$ and any ordinal $\alpha$. Then $\text{KG}(C) \leq \text{KG}(D)$.
3. Assume that for any $U \in D$ there exists an epimorphism $\epsilon : F(T) \to U$, for some $T \in C$. Assume that $T \in C_\alpha$ if and only if $F(T) \in D_\alpha$, for any $T \in C$ and any ordinal $\alpha$. Then $\text{KG}(C) = \text{KG}(D)$.

**Proof.** (1) Assume that $\alpha$ is an ordinal number and $\alpha + 1 \leq \text{KG}(D)$. Then $D_\alpha \neq D$ and hence there is $U \in D$ such that $U \notin D_\alpha$. Since there is an epimorphism $\epsilon : F(T) \to U$, for some $T \in C$, we get $F(T) \notin D_\alpha$ and thus $T \notin C_\alpha$. This implies that $C_\alpha \neq C$, hence $\alpha + 1 \leq \text{KG}(C)$. It follows that $\beta \leq \text{KG}(D)$ yields $\beta \leq \text{KG}(C)$,
for any ordinal number $\beta$ (both successor ordinal and limit ordinal). Consequently we get $\text{KG}(D) \leq \text{KG}(C)$.

(2) Assume that $\alpha$ is an ordinal number and $\alpha + 1 \leq \text{KG}(C)$. Then $C_\alpha \neq C$ and hence there is $T \in C$ such that $T \notin C_\alpha$. This yields $F(T) \notin D_\alpha$, so $D_\alpha \neq D$ and $\alpha + 1 \leq \text{KG}(D)$. It follows that $\beta \leq \text{KG}(C)$ yields $\beta \leq \text{KG}(D)$, for any ordinal number $\beta$ (both successor ordinal and limit ordinal). Consequently we get $\text{KG}(C) \leq \text{KG}(D)$.

(3) The assertion follows directly from (1) and (2). $\square$

Assume that $C, D$ are abelian categories, $(C_\alpha)_\alpha, (D_\alpha)_\alpha$ are Krull-Gabriel filtrations of $C, D$, respectively, and $F : C \rightarrow D$ is an exact functor. It follows from Appendix B of [32] that if $F$ is full, dense and exact, so Lemma 3.2 (1) yields $\text{KG}(C) \leq \text{KG}(C)$. Assume that $S$ is a Serre subcategory of $C$. The quotient functor $q_S : C \rightarrow C/S$ is full, dense and exact, so Lemma 3.2 (1) yields $\text{KG}(C/S) \leq \text{KG}(C)$.

Moreover, it follows from Section 1 of [21] that $C$ has finite Krull-Gabriel dimension if and only if $S$ and $C/S$ have finite Krull-Gabriel dimensions and there are inequalities

$$\text{KG}(S), \text{KG}(C/S) \leq \text{KG}(C) \leq \text{KG}(S) + \text{KG}(C/S) + 1.$$ 

4 Finitely presented functors and Krull-Gabriel dimension

Assume that $R$ is a locally bounded $K$-category. We denote by $\mathcal{G}(R)$ the category of all contravariant $K$-linear functors from $\text{mod}(R)$ to the category $\text{mod}(K)$ of finite dimensional $K$-vector spaces.

Assume that $F, G, H \in \mathcal{G}(R)$ and let $F \rightarrow G \rightarrow H$ be a sequence of homomorphisms of functors. Recall that this sequence is exact in $\mathcal{G}(R)$ if and only if it induces an exact sequence $F(X) \rightarrow G(X) \rightarrow H(X)$ of vector spaces, for any $X \in \text{mod}(R)$. If $F = 0$, then $v : G \rightarrow H$ is a monomorphism of functors, that is, $v_X : G(X) \rightarrow H(X)$ is a monomorphism of vector spaces, for any $X \in \text{mod}(R)$. In this case, $G$ is a subobject of $H$. If $H = 0$, then $u : F \rightarrow G$ is an epimorphism of functors, that is, $u_X : F(X) \rightarrow G(X)$ is an epimorphism of vector spaces, for any $X \in \text{mod}(R)$. In this case, $G$ is a quotient of $F$.

Assume that $M \in \text{mod}(R)$. Then a contravariant hom-functor is the functor $H_M : \text{mod}(R) \rightarrow \text{mod}(K)$ such that $H_M(X) = R(X, M)$, for any $X \in \text{mod}(R)$, and if $f \in R(X, Y)$, then $H_M(f) : R(Y, M) \rightarrow R(X, M)$ where $H_M(f)(g) = gf$, for any $g \in R(Y, M)$. The functor $H_M : \text{mod}(R) \rightarrow \text{mod}(K)$ is denoted by $R(-, M)$.

Assume $f \in R(M, N)$. The homomorphism $f$ induces a homomorphism of func-
tors \( R(-, f) : R(-, M) \to R(-, N) \) such that \( R(X, f) : R(X, M) \to R(X, N) \) is defined by \( R(X, f)(g) = fg \), for any \( g \in R(X, M) \). The Yoneda lemma implies that the function \( f \mapsto R(-, f) \) defines an isomorphism \( R(M, N) \to \mathcal{G}(R)(R(-, M), R(-, N)) \) of vector spaces. Moreover, this yields \( M \cong N \) if and only if \( R(-, M) \cong R(-, N) \).

Assume that \( F \in \mathcal{G}(R) \). The functor \( F \) is finitely generated if and only if there exists an epimorphism of functors \( R(-, N) \to F \), for some \( N \in \text{mod}(R) \). The functor \( F \) is finitely presented if and only if there exists an exact sequence of functors \( R(-, M) \overset{\mathcal{G}(R)}{\to} F \to 0 \), for some \( M, N \in \text{mod}(R) \) and \( R \)-module homomorphism \( f : M \to N \). This means that \( F \cong \text{Coker} R(-, f) \) which yields \( F(X) \) is isomorphic to the cokernel of the map \( R(X, f) : R(X, M) \to R(X, N) \).

We denote by \( \mathcal{F}(R) \) the full subcategory of \( \mathcal{G}(R) \) formed by finitely presented functors. Obviously \( R(-, M) \in \mathcal{F}(R) \) for any \( M \in \text{mod}(R) \). Moreover, the functor \( R(-, M) \) is a projective object of the category \( \mathcal{F}(R) \) and any projective object of \( \mathcal{F}(R) \) is a hom-functor, see [8].

Assume that \( N \in \text{mod}(R) \) is indecomposable. The functor \( \text{rad}_R(-, N) \), sending an \( R \)-module \( X \) to the Jacobson radical \( \text{rad}_R(X, N) \) of \( X, N \), is the unique maximal subfunctor of the functor \( R(-, N) \). This implies that the quotient functor \( S^N = R(-, N)/\text{rad}_R(-, N) \) is simple. Moreover, every simple object of the category \( \mathcal{F}(R) \) is isomorphic with a functor \( S^N \), for some indecomposable \( R \)-module \( N \). Observe that \( S^N(N) = \text{End}_R(N)/\text{rad}((\text{End}_R(N))) \) is a one dimensional vector space and hence there is a unique (up to a scalar multiple) epimorphism of functors \( \pi^N : R(-, N) \to S^N \). Moreover, an \( R \)-module homomorphism \( g : M \to N \) is a right minimal almost split if and only if the induced sequence of functors \( R(-, M) \overset{\mathcal{G}(R)}{\to} R(-, N) \overset{\pi^N}{\to} S^N \to 0 \) is a minimal projective presentation of \( S^N \) in \( \mathcal{F}(R) \), see Section 2 of [8].

Assume that \( R \) is a locally bounded \( K \)-category. We define the Krull-Gabriel dimension of \( R \) as the Krull-Gabriel dimension \( \text{KG}(\mathcal{F}(R)) \) of the category \( \mathcal{F}(R) \) and denote it by \( \text{KG}(R) \).

Assume that \( \mathcal{X} \) is a full subcategory of \( \text{mod}(R) \). If \( M \in \mathcal{X} \) is an \( R \)-module, then \( \chi(-, M) : \mathcal{X} \to \text{mod}(K) \) is the functor \( R(-, M) \) restricted to the category \( \mathcal{X} \). If \( M, N \in \mathcal{X} \) are \( R \)-modules, then any \( R \)-homomorphism \( f : M \to N \) induces a homomorphism of functors \( \chi(-, f) : \chi(-, M) \to \chi(-, N) \). A contravariant functor \( F : \mathcal{X}^{\text{op}} \to \text{mod}(K) \) is finitely generated if and only if there exists an exact sequence of functors \( \chi(-, N) \to F \to 0 \), for some \( N \in \mathcal{X} \). A functor \( F : \mathcal{X}^{\text{op}} \to \text{mod}(K) \) is finitely presented if and only if there exists an exact sequence of functors \( \chi(-, M) \overset{\mathcal{G}(R)}{\to} \chi(-, N) \to F \to 0 \), for some \( M, N \in \mathcal{X} \). We denote by \( \mathcal{F}(\mathcal{X}) \) the category of all finitely presented functors \( \mathcal{X}^{\text{op}} \to \text{mod}(K) \).

An important role in the study of the Krull-Gabriel dimension \( \text{KG}(R) \) of \( R \)
is played by contravariantly finite subcategories of the category \text{mod}(R), see [10]. Assume that \( \mathcal{X} \) is a full subcategory of \text{mod}(R) which is closed under isomorphisms and direct summands. Then \( \mathcal{X} \) is contravariantly finite if and only if any module \( M \in \text{mod}(R) \) has a right \( \mathcal{X} \)-approximation. This means that there exists a module \( X_M \in \mathcal{X} \) and \( R \)-homomorphism \( \alpha : X_M \rightarrow M \) such that for any module \( X \in \mathcal{X} \) and any \( R \)-homomorphism \( \beta : X \rightarrow M \) there is \( \gamma : X \rightarrow X_M \) such that \( \sigma \gamma = \beta \). This condition is equivalent with the existence of an exact sequence of functors \( \mathcal{X}(–,X_M) \rightarrow \mathcal{X}(–,M) \rightarrow 0 \). Thus \( \mathcal{X} \) is contravariantly finite if and only if the functor \( \mathcal{X}(–,M) \) is finitely generated, for any \( M \in \text{mod}(R) \). If \( \mathcal{X} \) is contravariantly finite, then the category \( \mathcal{F}(\mathcal{X}) \) is abelian, see [21].

**Proposition 4.1.** Assume that \( R \) is a locally bounded \( K \)-category and \( B \) is a convex subcategory of \( R \). Then the category \( \text{mod}(B) \) is a contravariantly finite subcategory of \( \text{mod}(R) \).

**Proof.** Since \( B \) is a convex subcategory of \( R \), there exists a functor of extension by zeros \( \mathcal{E} : \text{mod}(B) \rightarrow \text{mod}(R) \). This functor is full, faithful and exact, so \( \text{mod}(B) \) is a full subcategory of \( \text{mod}(R) \). We identify \( \text{mod}(B) \) with its image via \( \mathcal{E} \).

Assume that \( M \in \text{mod}(R) \). We show that \( M \) has a right \( \text{mod}(B) \)-approximation. Indeed, let \( M' \) be the \( R \)-module generated by all modules of the form \( \text{Im}(f) \subseteq M \) where \( f : X \rightarrow M \) and \( X \in \text{mod}(B) \). Then \( M' \in \text{mod}(B) \), because \( \text{Im}(f) \) is an \( B \)-module. Moreover, we have \( \text{Im}(\beta) \subseteq M' \), for any \( X \in \text{mod}(B) \) and \( \beta : X \rightarrow M \). This yields the inclusion \( M' \hookrightarrow M \) is the right \( \text{mod}(B) \)-approximation of \( M \). \( \square \)

It is well-known that \( \mathcal{X} \) is a contravariantly finite subcategory of \( \text{mod}(R) \) if and only if for any functor \( F \in \mathcal{F}(R) \) the restriction \( F|_{\mathcal{X}} : \mathcal{X} \rightarrow \text{mod}(K) \) is a finitely presented functor, see for example [3]. In this case we define the restriction functor \( r_{\mathcal{X}} : \mathcal{F}(R) \rightarrow \mathcal{F}(\mathcal{X}) \) such that \( r_{\mathcal{X}}(F) = F|_{\mathcal{X}} \), for any \( F \in \mathcal{F}(R) \). The restriction functor \( r_{\mathcal{X}} : \mathcal{F}(R) \rightarrow \mathcal{F}(\mathcal{X}) \) is exact, full and dense, see Section 2 of [21].

We say that \( S \in \mathcal{F}(R) \) is a proper subfunctor of \( T \in \mathcal{F}(R) \) if and only if \( S \subseteq T, S \neq 0 \) and \( S \) is not isomorphic with \( T \). Assume that \( B \) is a convex subcategory of \( R \). Proposition 4.1 yields \( \mathcal{X} = \text{mod}(B) \) is a contravariantly finite subcategory of \( \text{mod}(R) \). In this case the restriction functor \( r_{\mathcal{X}} : \mathcal{F}(R) \rightarrow \mathcal{F}(\mathcal{X}) \) is denoted by \( r_B : \mathcal{F}(R) \rightarrow \mathcal{F}(B) \). Moreover, we write \( \text{supp}(T) \subseteq B \) for any \( T \in \mathcal{F}(R) \) such that \( T(X) = 0 \) for \( X \in \text{ind}(R) \) with \( \text{supp}(X) \not\subseteq B \). Note that if \( U \subseteq T \) and \( \text{supp}(T) \subseteq B \), then \( \text{supp}(U) \subseteq B \) since \( T(X) = 0 \) yields \( U(X) = 0 \).

**Lemma 4.2.** Assume that \( R \) is a locally bounded \( K \)-category and \( B \) is a convex subcategory of \( R \). Then \( r_B(T) \in \mathcal{F}(B)_\alpha \) implies \( T \in \mathcal{F}(R)_\alpha \) for any \( T \in \mathcal{F}(R) \) such that \( \text{supp}(T) \subseteq B \), for any ordinal number \( \alpha \).

**Proof.** We proceed by transfinite induction with respect to an ordinal \( \alpha \). Assume that \( \alpha = 0 \) and take \( T \in \mathcal{F}(R) \) such that \( \text{supp}(T) \subseteq B \). Assume that \( S \) is a proper
subfunctor of $T$. We show that $r_B(S)$ is a proper subfunctor of $r_B(T)$. The functor $r_B$ is exact, so $r_B(S) \subseteq r_B(T)$. Since $S \neq 0$, there is $X \in \text{ind}(R)$ such that $S(X) \neq 0$, hence $T(X) \neq 0$ (because $S(X) \subseteq T(X)$) and thus $\text{supp}(X) \subseteq B$. This yields $r_B(S)(X) = S(X) \neq 0$, so $r_B(S) \neq 0$. Since $S \subseteq T$ is not an isomorphism, there is $Y \in \text{ind}(R)$ such that $\dim_K S(Y) < \dim_K T(Y)$. This implies $T(Y) \neq 0$ and thus $\text{supp}(Y) \subseteq B$. Hence we get $r_B(S)(Y) = S(Y)$ and $r_B(T)(Y) = T(Y)$, so $r_B(S) \subseteq r_B(T)$ is not an isomorphism. Summing up, $r_B(S)$ is a proper subfunctor of $r_B(T)$. These arguments imply that if $T$ has arbitrarily long chains of proper subfunctors, then so has $r_B(T)$. Consequently, $r_B(T) \in \mathcal{F}(B)_0$ yields $T \in \mathcal{F}(R)_0$.

Assume that $\alpha$ is an ordinal and $r_B(T) \in \mathcal{F}(B)_\alpha$ implies $T \in \mathcal{F}(R)_\alpha$ for any $T \in \mathcal{F}(R)$ such that $\text{supp}(T) \subseteq B$. We show that the same holds for $\alpha + 1$. Assume that $\text{supp}(U) \subseteq B$ and $U \in \mathcal{F}(R)$ is not $\mathcal{F}(R)_{\alpha}$-simple (i.e. simple in the quotient category $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$, see Lemma 3.1). We show that $r_B(U)$ is not $\mathcal{F}(B)_{\alpha}$-simple. There exists $V \subseteq U$ such that $V \notin \mathcal{F}(R)_\alpha$ and $U/V \notin \mathcal{F}(R)_\alpha$. Then $\text{supp}(V)$, $\text{supp}(U/V) \subseteq B$, so $r_B(V)$, $r_B(U/V) \notin \mathcal{F}(B)_\alpha$, by the assumption. Hence $r_B(U)$ is not $\mathcal{F}(B)_\alpha$-simple, because $r_B(V) \subseteq r_B(U)$ and $r_B(U/V) = r_B(U)/r_B(V)$. These arguments imply that if $T$ has no finite length in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$, then neither has $r_B(T)$ in $\mathcal{F}(B)/\mathcal{F}(B)_\alpha$. Consequently, $r_B(T) \in \mathcal{F}(B)_{\alpha+1}$ yields $T \in \mathcal{F}(R)_{\alpha+1}$. This gives the inductive step for a successor ordinal. Since $\mathcal{F}(X)_\beta = \bigcup_{\alpha < \beta} \mathcal{F}(X)_\alpha$ where $X$ is $R$ or $B$, it is easy to see that the step for a limit ordinal also follows. Hence the assertion follows by transfinite induction.

Assume that $(B_n)_{n \in \mathbb{N}}$ is a sequence of locally bounded $K$-categories. If $\text{KG}(B_n)$ is defined, for any $n \in \mathbb{N}$, then we set $\sup(\text{KG}(B_n))_{n \in \mathbb{N}} = \bigcup_{n \in \mathbb{N}} \text{KG}(B_n)$. Otherwise, we set $\sup(\text{KG}(B_n))_{n \in \mathbb{N}} = \infty$. In Section 7 of the paper we apply the following criterion which is some version of [21 Corollary 1.5].

**Lemma 4.3.** Assume that $R$ is a locally support-finite $K$-category and $B_1 \subseteq B_2 \subseteq \ldots \subseteq B_n \subseteq \ldots \subseteq R$ an ascending chain of finite convex subcategories of $R$ such that $\bigcup_{n \in \mathbb{N}} B_n = R$. Then $\text{KG}(R) = \sup(\text{KG}(B_n))_{n \in \mathbb{N}}$.

**Proof.** We introduce some notation. Assume that $x$ is an object of $R$. Then $A(x)$ is the full subcategory of $R$ formed by all objects $y$ such that $y \in \text{supp}(N)$, for some indecomposable $R$-module $N$ such that $x \in \text{supp}(N)$. Note that $A(x)$ is finite, because $R$ is locally support-finite. If $C$ is some set of objects of $R$, then $A(C)$ is the full subcategory of $R$ formed by all objects of $\bigcup_{x \in C} A(x)$.

We show that for any $T \in \mathcal{F}(R)$ there exists $n \in \mathbb{N}$ such that $\text{supp}(T) \subseteq B_n$. Indeed, assume that $T = R(-, M)$ for some $M \in \text{mod}(R)$. It is easy to see that $T(X) = R(X, M) \neq 0$ if and only if the support of $X$ is contained in $A(\text{supp}(M))$. Therefore $\text{supp}(T) \subseteq A(\text{supp}(M)) \subseteq B_n$, for some $n \in \mathbb{N}$, because $A(\text{supp}(M))$ is finite. Since any functor $T \in \mathcal{F}(R)$ is a quotient of some hom-functor, the assertion follows.
We show that $\text{KG}(R) = \sup(\text{KG}(B_n))_{n \in \mathbb{N}}$. Since $\mathcal{F}(B_n)$ is a Serre subcategory of $\mathcal{F}(R)$, we get $\text{KG}(B_n) \leq \text{KG}(R)$, for any $n \in \mathbb{N}$ (this also follows from the existence of $r_{B_n} : \mathcal{F}(R) \to \mathcal{F}(B_n)$). This yields $\sup(\text{KG}(B_n))_{n \in \mathbb{N}} \leq \text{KG}(R)$. In particular, if $\text{KG}(B_n) = \infty$, for some $n \in \mathbb{N}$, then $\text{KG}(R) = \infty$ and so $\text{KG}(R) = \sup(\text{KG}(B_n))_{n \in \mathbb{N}}$ in this case. Hence assume that $\text{KG}(B_n)$ is defined, for any $n \in \mathbb{N}$. Assume that $T \in \mathcal{F}(R)$ and $\text{supp}(T) \subseteq B_n$. Set $\alpha = \text{KG}(B_n)$. Since $r_{B_n}(T) \in \mathcal{F}(B_n)$, we get $T \in \mathcal{F}(R)$ by Lemma 4.2. These arguments imply that $\text{KG}(R) \leq \sup(\text{KG}(B_n))_{n \in \mathbb{N}}$. Consequently, we obtain $\text{KG}(R) = \sup(\text{KG}(B_n))_{n \in \mathbb{N}}$. $\square$

The thesis of the above lemma does not hold without the assumption that $R$ is locally support-finite. Indeed, assume that $R$ is the universal Galois covering of the Kronecker quiver, that is, $R = KQ$ where $Q$ is the infinite quiver of the form

```
```

Observe that every indecomposable $R$-module is linear, that is, a module with $K$ in the vertices and identities on the arrows. It follows easily that $R$ is not locally support-finite. Let $S$ be any simple injective $R$-module and consider the hom-functor $T = r(-, S)$. It is easy to see that $T(M) \neq 0$ for infinitely many pairwise nonisomorphic indecomposable $R$-modules $M$. This yields $T$ is not of finite length, so $T \notin \mathcal{F}(R)_0$ and thus $\text{KG}(R) \neq 0$ (in fact, it was pointed out by G. Bobiński that using some arguments from [11] one can show that $\text{KG}(R) = 2$). On the other hand, every finite convex subcategory of $R$ is of type $A_n$, so its Krull-Gabriel dimension is zero by Auslander’s result. Hence the assumption in Lemma 4.3 (that $R$ is locally support-finite) is the crucial one.

Assume that $R$ is a locally bounded $K$-category. We say that $R$ has subcategory-determined Krull-Gabriel dimension if and only if there exists an ascending chain $B_1 \subseteq B_2 \subseteq \ldots \subseteq B_n \subseteq B_{n+1} \subseteq R$ of finite convex subcategories of $R$ such that $\bigcup_{n \in \mathbb{N}} B_n = R$ and $\text{KG}(R) = \sup(\text{KG}(B_n))_{n \in \mathbb{N}}$. The class of locally bounded $K$-categories with subcategory-determined Krull-Gabriel dimension seems to be important in the study of Krull-Gabriel dimension, just as Lemma 4.3 plays an important role in Section 7.

## 5 The functor $\Phi : \mathcal{F}(R) \to \mathcal{F}(A)$

Throughout we assume that $R$ is a locally support-finite $K$-category, $G$ a torsion-free admissible group of $K$-linear automorphisms of $R$ and $F : R \to A \cong R/G$ the Galois covering. Recall that in this case the push-down functor $F_\lambda : \text{mod}(R) \to \text{mod}(A)$ is a Galois covering of module categories, see Theorem 2.1. All properties of $F_\lambda$
stated in Theorem 2.1, especially the fact that it is dense, are used freely in the
section. Moreover, we assume that the pull-up functor \( F_\bullet \) is restricted to the category
mod(\( A \)), that is, we consider \( F_\bullet : \text{mod}(A) \to \text{Mod}(R) \).

The section is devoted to define some covariant exact functor \( \Phi : \mathcal{F}(R) \to \mathcal{F}(A) \)
and show its main properties. This functor is used in Section 6 to prove our main
results. We start with two preparatory facts.

**Lemma 5.1.** Assume that \( T \in \mathcal{F}(R) \), \( T \neq 0 \) and \( X \in \text{mod}(R) \). Then \( T(\mathfrak{g}X) \neq 0 \)
only for finite number of \( g \in G \).

**Proof.** Assume that \( T = \text{Coker}_R(-, f) \) for some \( R \)-homomorphism \( f : M \to N \).
The vector space \( T(\mathfrak{g}X) \) is a quotient of \( R(\mathfrak{g}X, N) \), for any \( g \in G \). Since \( G \) acts freely
on the objects of \( R \) and supports of \( X, N \) are finite, there is only finite number of
\( g \in G \) such that \( R(\mathfrak{g}X, N) \neq 0 \). This shows the claim. \( \Box \)

The following result is a more concrete description of the isomorphism of bifunc-
tors \( \bigoplus_{g \in G} R(\mathfrak{g}(-, \cdot)) \cong A(\mathcal{F}(X), \mathcal{F}(Y)) \), see Section 2 and [18, 12] for the details.
In this description we identify \( \mathcal{F}(\mathfrak{g}X) \) with \( \mathcal{F}(X) \), for any \( R \)-module \( X \) and \( g \in G \).
The result is used freely in the section.

**Proposition 5.2.** Assume that \( R \) is a locally bounded \( K \)-category, \( G \) acts freely
on the objects of \( R \) and \( F : R \to A \cong R/G \) is the Galois covering. The functor
\( F_\lambda : \text{mod}(R) \to \text{mod}(A) \) induces natural isomorphisms

\[
\nu_{X,Y} : \bigoplus_{g \in G} R(\mathfrak{g}X, Y) \to A(\mathcal{F}(X), \mathcal{F}(Y))
\]

of vector spaces, for any \( X, Y \in \text{mod}(R) \), given by \( \nu_{X,Y}((f_g)_{g \in G}) = \sum_{g \in G} F_\lambda(f_g) \)
where \( f_g : \mathfrak{g}X \to Y \), for any \( g \in G \).

We denote by \( \text{Add}(\text{mod}(R)) \) the full subcategory of \( \text{Mod}(R) \) whose objects
are arbitrary direct sums of finite dimensional \( R \)-modules. Assume that an \( R \-
homomorphism \( f : \bigoplus_{j \in J} M_j \to \bigoplus_{i \in I} N_i \) in \( \text{Add}(\text{mod}(R)) \) is defined by homomorphisms \( f_{ij} : M_j \to N_i \), for \( i \in I, j \in J \). Observe that for any \( j \in J \) we have \( f_{ij} \neq 0 \)
only for finite number of \( i \in I \). Indeed, this follows from the fact that \( M_j \) is finite
dimensional, for any \( j \in J \).

Assume that \( T \in \mathcal{F}(R) \). We define the functor \( \hat{T} : \text{Add}(\text{mod}(R)) \to \text{Mod}(K) \)
in the following way. Assume that \( \bigoplus_{j \in J} M_j \) is an object of \( \text{Add}(\text{mod}(R)) \) and \( f : \bigoplus_{j \in J} M_j \to \bigoplus_{i \in I} N_i \) is an \( R \)-homomorphism in \( \text{Add}(\text{mod}(R)) \) defined by \( f_{ij} : M_j \to N_i \), for \( i \in I, j \in J \). Then we set \( \hat{T}(\bigoplus_{j \in J} M_j) = \bigoplus_{j \in J} T(M_j) \) and \( \hat{T}(f) : \bigoplus_{i \in I} T(N_i) \to \bigoplus_{j \in J} T(M_j) \) is defined by \( T(f_{ij}) : T(N_i) \to T(M_j) \), for \( i \in I, j \in J \). Observe that \( \hat{T} \) equals \( T \) on \( \text{mod}(R) \).
The functor $\Phi : \mathcal{F}(R) \to \mathcal{F}(A)$ is defined as follows. We set $\Phi(T) = \hat{\mathcal{T}} \circ F_\bullet$, for any $T \in \mathcal{F}(R)$. First note that $\Phi(T) \in \mathcal{G}(A)$, that is, $\Phi(T) : \text{mod}(A) \to \text{mod}(K)$. Indeed, if $X \in \text{mod}(A)$, then $X \cong F_\lambda(M)$ for some $M \in \text{mod}(R)$. Thus we get

$$
\Phi(T)(X) = \Phi(T)(F_\lambda(M)) = \hat{\mathcal{T}}(F_\bullet(F_\lambda(M))) \cong \hat{\mathcal{T}}(\bigoplus_{g \in G}^\varphi gM) = \bigoplus_{g \in G} T(\varphi gM)
$$

which is finite dimensional from Lemma 5.1. Assume $\alpha \in \lambda(F_\lambda(X), F_\lambda(Y))$, for some $X, Y \in \text{mod}(R)$, $\alpha = \sum_{g \in G} F_\lambda(f_g)$ where $f_g : \varphi gX \to Y$, for any $g \in G$. It is worth to note that the homomorphism

$$
\Phi(T)(\alpha) : \bigoplus_{g \in G} T(\varphi gY) \to \bigoplus_{g \in G} T(\varphi gX)
$$

of vector spaces is defined by homomorphisms $T(\varphi g^{-1}h) : T(\varphi gY) \to T(\varphi hX)$, for any $g, h \in G$. Indeed, this follows from the fact that $F_\bullet(\alpha) : \bigoplus_{g \in G}^\varphi gX \to \bigoplus_{g \in G}^\varphi gY$ is defined by homomorphisms $\varphi g^{-1}h : \varphi hX \to \varphi gY$, for any $g, h \in G$, see [12].

Assume that $T_1, T_2 \in \mathcal{F}(R)$ and $\iota : T_1 \to T_2$ is a homomorphism of functors. Then $\Phi(\iota) : \Phi(T_1) \to \Phi(T_2)$ is defined as follows. Assume $X \in \text{mod}(R)$. We set

$$
\Phi(\iota)_{F_\lambda(X)} : \bigoplus_{g \in G} T_1(\varphi gX) \to \bigoplus_{g \in G} T_2(\varphi gX)
$$

to be the homomorphism of vector spaces defined by $\iota_\varphi X : T_1(\varphi gX) \to T_2(\varphi gX)$, for $g \in G$. It is easy to see that $\Phi(\iota)_{F_\lambda(X)} = \Phi(\iota)_{F_\lambda(\varphi X)}$, for any $g \in G$ and $X \in \text{mod}(A)$. Moreover, assume that $\alpha \in \lambda(F_\lambda(X), F_\lambda(Y))$ and $\alpha = \sum_{g \in G} F_\lambda(f_g)$, $f_g : \varphi gX \to Y$ for $g \in G$. Since $\iota_\varphi X T_1(\varphi f_1) = T_2(\varphi f_1) \iota_\varphi Y$, for any $g \in G$, we easily get the equality

$$
\Phi(\iota)_{F_\lambda(X)}(\Phi(T_1)(\alpha)) = \Phi(T_2)(\alpha) \Phi(\iota)_{F_\lambda(Y)}.
$$

Hence $\Phi(\iota) : \Phi(T_1) \to \Phi(T_2)$ is a homomorphism of functors.

The above definitions give rise to a covariant exact functor $\Phi : \mathcal{F}(R) \to \mathcal{G}(A)$. The following proposition shows that $\Phi(T) = \hat{\mathcal{T}} \circ F_\bullet \in \mathcal{F}(A)$, for any $T \in \mathcal{F}(R)$, and thus $\Phi : \mathcal{F}(R) \to \mathcal{F}(A)$.

**Proposition 5.3.** Assume that $M, N \in \text{mod}(R)$ and $f : M \to N$ is an $R$-homomorphism.

1. The homomorphism $\Phi(\lambda(\_, f))$ is isomorphic with the homomorphism

$$
\lambda(F_\bullet(\_), f) : \lambda(F_\bullet(\_), M) \to \lambda(F_\bullet(\_), N).
$$

2. Assume that $T = \text{Coker}_R(\_, f)$. Then $\Phi(T) = \text{Coker}_A(\_, F_\lambda(f)) \in \mathcal{F}(A)$. 
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Proof. (1) Recall that \( R(F_\bullet(F_\lambda(X)), Y) \cong \bigoplus_{g \in G} R(gX, Y) \), for any modules \( X, Y \in \text{mod}(R) \), and this isomorphism is natural. It is easy to see that

\[
R(F_\bullet(F_\lambda(X)), f) : \bigoplus_{g \in G} R(gX, M) \to \bigoplus_{g \in G} R(gX, N)
\]

is defined by homomorphisms \( R(gX, f) : R(gX, M) \to R(gX, N) \), for \( g \in G \). Since \( \Phi(R(−, f)) \) is defined by the same homomorphisms, the assertion follows.

(2) There is an exact sequence of functors \( \Phi(R(−, M)) \xrightarrow{Φ(R(−, f))} \Phi(R(−, N)) \to \Phi(T) \to 0 \) and since the functor \( Φ : \mathcal{F}(R) \to \mathcal{G}(A) \) is exact, the sequence of functors

\( Φ(R(−, M)) \xrightarrow{Φ(R(−, f))} Φ(R(−, N)) \to Φ(T) \to 0 \)

is exact. Recall that \( (F_\bullet, F_\rho) \) is an adjoint pair and thus the following diagram

\[
\begin{array}{ccc}
R(F_\bullet(−), M) & \xrightarrow{R(F_\bullet(−), f)} & R(F_\bullet(−), N) \\
\downarrow \cong & & \downarrow \cong \\
A(−, F_\rho(M)) & \xrightarrow{A(−, F_\rho(f))} & A(−, F_\rho(N))
\end{array}
\]

is commutative. Since \( M, N \) are finite dimensional, we get \( F_\rho(C) = F_\lambda(C) \), for \( C = M, N, f \) (see [12] or Section 2). Then (1) yields

\[
Φ(T) \cong \text{Coker} \ Φ(R(−, f)) \cong \text{Coker}_R(Φ_\bullet(−, f)) \cong \text{Coker}_A(−, Φ_\lambda(f))
\]

which shows the assertion. \( \square \)

Summing up, we get a covariant exact functor \( Φ : \mathcal{F}(R) \to \mathcal{F}(A) \) such that

\[
Φ(T) = \hat{T} \circ F_\bullet \cong \text{Coker}_A(−, Φ_\lambda(f)),
\]

for any \( T = \text{Coker}_R(−, f) \in \mathcal{F}(R) \). Note that Proposition 5.3 (2) shows in particular that \( Φ(R(−, M)) = A(−, Φ_\lambda(M)) \) and \( Φ(R(−, f)) = A(−, Φ_\lambda(f)) \), for any \( R \)-modules \( M, N \) and \( R \)-homomorphism \( f : M \to N \).

Recall that in our situation the functor \( F_\lambda : \text{mod}(R) \to \text{mod}(A) \) is a covering of module categories, see Theorem 2.1. The description of \( Φ : \mathcal{F}(R) \to \mathcal{F}(A) \) suggests that it plays the role of the push-down of \( F_\lambda \), see Section 2 for the precise definition of the push-down functor of a Galois covering of \( K \)-categories. A natural analogue of the pull-up functor of \( F_\lambda \) is the functor \( Ψ : \mathcal{F}(A) \to \mathcal{G}(R) \) such that \( Ψ = (−) \circ F_\lambda \). We show in the sequel some relations between \( Φ \) and \( Ψ \).

Our aim is to prove some basic properties of the functor \( Φ : \mathcal{F}(R) \to \mathcal{F}(A) \). First observe that the group \( G \) acts on \( \mathcal{F}(R) \). Indeed, given a functor \( T \in \mathcal{G}(R) \) and \( g \in G \) we define \( gT \in \mathcal{G}(R) \) such that \( (gT)(X) = T(g^{-1}X) \) and \( (gT)(f) = T(g^{-1}f) \), for any module \( X \in \text{mod}(R) \) and homomorphism \( f \in \text{mod}(R) \). Note that there are isomorphisms \( gR(−, M) \cong R(−, gM) \), for any \( g \in G \) and \( M \in \text{mod}(R) \). Hence \( g(\text{Coker}_R(−, f)) \cong \text{Coker}_R(−, gf) \), for any \( f \in \text{mod}(R) \) and \( g \in G \), and thus the action of \( G \) on \( \mathcal{G}(R) \) restricts to \( \mathcal{F}(R) \). We show below that this action is free.
Lemma 5.4. Assume that $T \in \mathcal{F}(R)$ and $T \neq 0$. If $g \in G$ and $gT \cong T$, then $g = 1$. Thus the group $G$ acts freely on $\mathcal{F}(R)$.

Proof. Assume that $g \in G$, $gT \cong T$ and $g \neq 1$. Let $X$ be an $R$-module such that $T(X) \neq 0$. Since $gT \cong T$, we get $T(X) \cong T(g^{-n}X) \neq 0$, for any $n \in \mathbb{N}$. The elements $g^{-n}$, for $n \geq 0$, are pairwise different, because $G$ is torsion-free. Hence $T(hX) \neq 0$ for infinitely many $h \in G$. This contradicts Lemma 5.1. Consequently, $gT \cong T$ yields $g = 1$, for any $g \in G$, and thus $G$ acts freely on $\mathcal{F}(R)$. \hfill \Box

We define $\text{Im}(\Phi) = \Phi(\mathcal{F}(R))$ as the full subcategory of $\mathcal{F}(A)$ whose objects are isomorphic to objects of the form $\Phi(T)$, for $T \in \mathcal{F}(R)$.

The following theorem shows that the functor $\Phi : \mathcal{F}(R) \to \mathcal{F}(A)$ induces a Galois covering of additive categories $\mathcal{F}(R) \to \text{Im}(\Phi)$ with respect to the action of $G$ introduced above. The properties of $\Phi$ listed in the theorem are applied in Section 6 in proofs of our main results. Additionally, the assertions (2) and (3) exhibit relations between $\Phi$ and $\Psi$. In particular, (3) shows that $\Psi$ is in fact the left adjoint of $\Phi$.

Theorem 5.5. Assume that $R$ is a locally support-finite $K$-category, $G$ a torsion-free admissible group of $K$-linear automorphisms of $R$ and $F : R \to A \cong R/G$ the Galois covering. Assume that $T, T_1, T_2 \in \mathcal{F}(R)$ and $U \in \mathcal{F}(A)$. The following assertions hold.

1. There exists an isomorphism $\Phi(T) \cong \Phi(gT)$, for any $g \in G$.

2. There exists an isomorphism $\Psi(\Phi(T)) \cong \bigoplus_{g \in G} gT$. In consequence, if functors $T_1, T_2$ have local endomorphism rings, then $\Phi(T_1) \cong \Phi(T_2)$ implies $T_1 \cong gT_2$, for some $g \in G$.

3. There exists an isomorphism of vector spaces $g(\mathcal{F}(R), T) \cong g(\mathcal{F}(A), U, \Phi(T))$. In particular, the functor $\Phi : \mathcal{F}(R) \to \mathcal{F}(A)$ induces isomorphisms

$$\mu_{T_1, T_2} : \bigoplus_{g \in G} \mathcal{F}(R)(gT_1, T_2) \to \mathcal{F}(A)(\Phi(T_1), \Phi(T_2))$$

of vector spaces given by $\mu_{T_1, T_2}((t_g)_{g \in G}) = \sum_{g \in G} \Phi(t_g)$ where $t_g : gT_1 \to T_2$ is a homomorphism of functors.

4. There exists an epimorphism $\epsilon : \Phi(T') \to U$, for some $T' \in \mathcal{F}(R)$.

Proof. (1) Assume that $g \in G$ and $T = \text{Coker}_R(-, f)$, for some $R$-homomorphism $f : M \to N$. Then $gT \cong \text{Coker}_R(-, g^{-1}f)$, $F_\lambda(f) = F_\lambda(g^{-1}f)$ and thus

$$\Phi(gT) \cong \text{Coker}_A(-, F_\lambda(g^{-1}f)) \cong \text{Coker}_A(-, F_\lambda(f)) = \Phi(T).$$
Appendix E of \([41]\) yields a homomorphism of the appropriate vector spaces. We denote this homomorphism by \(\Psi\).

Recall that \(R\) is a homomorphism of functors. This means that \(\tau_{\bullet} \circ F_{\lambda}(X) \rightarrow T(gX)\) is a homomorphism of functors. It is easy to see that the map \(\Psi\) is defined by homomorphisms \(\tau_{\bullet}(F_{\lambda}(X)) \rightarrow \bigoplus_{g \in G} T(gX)\), which define a homomorphism of functors \(\Phi_{\lambda}(gX) \rightarrow \bigoplus_{g \in G} T(gX)\), that is, \(\Psi : \bigoplus_{g \in G} T(gX) \rightarrow T(\bigoplus_{g \in G} gX)\).

Therefore we get the following equalities

\[
p_{hX} \tau_{F_{\lambda}(X)} U(\alpha) = \tau_{hX} \sum_{g \in G} U(F_{\lambda}(f_g)) = \sum_{g \in G} \tau_{hX} U(F_{\lambda}(h_g^{-1} f_g)) = \sum_{g \in G} T(h_g^{-1} f_g) \tau_{hX} U(\alpha) = \sum_{g \in G} T(h_g^{-1} f_g) \tau_{hX} U(\alpha) = \tau_{F_{\lambda}(X)} U(\alpha) = \tau_{F_{\lambda}(Y)} U(\alpha).
\]

for any \(h \in G\). This yields \(\tau_{F_{\lambda}(X)} U(\alpha) = \tau_{F_{\lambda}(Y)} U(\alpha)\) and hence \(\tau : U \rightarrow F_{\bullet}\) is a homomorphism of functors. It is easy to see that the map \(\tau_{\bullet} \rightarrow \tau\) defines a homomorphism of the appropriate vector spaces. We denote this homomorphism by \(\chi\), that is, \(\chi(\tau) = \tau\).
Similar arguments imply that if \( \tau : U \to \widehat{T} \circ F_* \) is a homomorphism of functors, then the vector space homomorphisms \( \tau_X = p_X \tau_{F_\lambda(X)} \), for \( X \in \text{mod}(R) \) and \( g \in G \), define a homomorphism of functors \( \iota : U \circ F_\lambda \to T \). It is easy to see that the map \( \tau \mapsto \iota \) defines a homomorphism the appropriate vector spaces. Since the above vector space homomorphisms are mutually inverse, we get \( g(A)(U, \widehat{T} \circ F_*) \cong g(R)(U \circ F_\lambda, T) \).

The second part of the assertion follows from the first one by putting \( U = \widehat{T} \circ F_* \) and \( T = T_2 \). To be more specific, assume that \( \tau_g : gT_1 \to T_2 \) is a homomorphism of functors, for any \( g \in G \). Note that there is only finite number of \( g \in G \) such that \( \tau_g \neq 0 \), because \( (\tau_g)_{g \in G} \) is an element of a direct sum. The homomorphisms \( \tau_g, g \in G \), yield a homomorphism of functors \( \iota : (\widehat{T} \circ F_*) \circ F_\lambda \to T_2 \) such that the homomorphism \( \iota_X : \bigoplus_{g \in G} T_1(g^{-1}X) \to T_2(X) \) is defined by \( (\tau_g)_X : T_1(g^{-1}X) \to T_2(X) \), for \( g \in G \). The map \( (\tau_g)_{g \in G} \mapsto \iota \) is an isomorphism of vector spaces. Moreover, it is easy to see that \( \chi(\iota) = \sum_{g \in G} \Phi(\tau_g) \) and the assertion follows.

(4) Assume that \( U \in \mathcal{F}(A) \). Then \( U \) is finitely generated, thus there is an epimorphism of functors of the form \( \epsilon : A(-, M) \to U \), for some \( A \)-module \( M \). Since \( F_\lambda \) is dense, we get \( M \cong F_\lambda(X) \), for some \( R \)-module \( X \), so \( A(-, M) \cong A(-, F_\lambda(X)) = \Phi(R(-, X)) \). This shows the assertion. \( \square \)

Observe that the assertions (1), (2) and (3) of Theorem 5.5 show that the functor \( \Phi : \mathcal{F}(R) \to \mathcal{F}(A) \) induces a Galois covering \( \mathcal{F}(R) \to \text{Im}(\Phi) \) of additive categories. The assertion (4) does not imply the density of \( \Phi \).

Remark 5.6. The density of the functor \( \Phi \) is hard to verify. However, we guess that \( \Phi \) may not be dense without some additional assumptions. Indeed, the functor \( \Phi \) plays the role of the push-down functor of \( F_\lambda : \text{mod}(R) \to \text{mod}(A) \) and push-down functors are not dense in general (note that \( F_\lambda \) is dense, because \( R \) is a locally support-finite \( K \)-category, see Section 2).

The main results of the paper yield \( \text{KG}(R) = \text{KG}(A) \). Therefore it is natural to ask whether the condition \( \text{KG}(R) = \text{KG}(A) < \infty \) is sufficient for the density of \( \Phi \). This is an interesting open problem which is left for further research.

Assume that \( U \in \mathcal{F}(A) \). We show below another example of epimorphism of functors \( \epsilon : \Phi(T) \to U \), for some \( T \in \mathcal{F}(R) \). It is hard to verify whether \( \epsilon \) is an isomorphism, but this example is natural to consider.

Recall that \( F_\lambda : \text{mod}(R) \to \text{mod}(A) \) is dense, so \( U = \text{Coker}_A(-, \alpha) \), for some \( A \)-homomorphism \( \alpha : F_\lambda(M) \to F_\lambda(N) \). Proposition 5.2 yields \( F_\lambda \) induces an isomorphism \( A(F_\lambda(M), F_\lambda(N)) \cong \bigoplus_{g \in G} R(gM, N) \).

Hence assume that \( \alpha = \sum_{g \in G} F_\lambda(f_g), f_g : gM \to N \) for \( g \in G \), and \( g_1, ..., g_n \) are the only elements of \( G \) such that \( f_{g_i} \neq 0 \), for \( i = 1, ..., n \). Set \( N = \bigoplus_{i=1}^n g_i^{-1}N \), let
\[ \overline{f}: M \to N \] be the \( R \)-homomorphism such that
\[
\overline{f} = \begin{bmatrix} g_1^{-1} f_{g_1} & g_2^{-1} f_{g_2} & \ldots & g_n^{-1} f_{g_n} \end{bmatrix}^t
\]
and define \( T = \text{Coker}_R(-, \overline{f}) \). We show that there is an epimorphism of functors \( \epsilon: \Phi(T) \to U \).

Recall that \( F_\lambda(g_i^{-1} N) \cong F_\lambda(N) \) and \( F_\lambda(g_i^{-1} f_{g_i}) = F(f_{g_i}) \), for any \( i = 1, \ldots, n \). Let \( \pi: \bigoplus_{i=1}^n F_\lambda(N) \to F_\lambda(N) \) be the epimorphism given by the matrix \([1 \ 1 \ \ldots \ 1]\).

Then we get \( \alpha = \sum_{i=1}^n F_\lambda(f_{g_i}) = \pi F_\lambda(\overline{f}) \), so \( A(-, \alpha) = A(-, \pi) A(-, F_\lambda(\overline{f})) \). It is easy to see that \( A(-, \pi): A(-, \bigoplus_{i=1}^n F_\lambda(N)) \to A(-, F_\lambda(N)) \) is an epimorphism and hence \( A(-, \pi) \) induces an epimorphism \( \epsilon: \text{Coker}_A(-, F_\lambda(\overline{f})) \to \text{Coker}_A(-, \alpha) \). This shows the claim since \( \Phi(T) = \text{Coker}_A(-, F_\lambda(\overline{f})) \).

Observe that \( \epsilon: \Phi(T) \to U \) is an isomorphism if and only if for any \( R \)-module \( X \) and any \( A \)-homomorphisms \( \gamma_1, \ldots, \gamma_n: F_\lambda(X) \to F_\lambda(N) \) the following condition holds: \( \gamma_1 + \ldots + \gamma_n = \alpha(F_\lambda(f_{g_1}) + \ldots + F_\lambda(f_{g_n})) \), for some \( \alpha: F_\lambda(X) \to F_\lambda(M) \), if and only if \( \gamma_i = \beta F_\lambda(f_{g_i}) \), for some \( \beta: F_\lambda(X) \to F_\lambda(M) \), for any \( i = 1, \ldots, n \). It is hard to verify whether this holds in general. \( \square \)

6 Krull-Gabriel dimension of \( R \) and \( A \)

Throughout we assume that \( R \) is a locally support-finite \( K \)-category, \( G \) a torsion-free admissible group of \( K \)-linear automorphisms of \( R \) and \( F: R \to A \cong R/G \) the Galois covering. In particular, there exists the functor \( \Phi: \mathcal{F}(R) \to \mathcal{F}(A) \) which induces a Galois covering \( \mathcal{F}(R) \to \text{Im}(\Phi) \) of additive categories, see Theorem 5.5. Assume that \( (\mathcal{F}(R)_\alpha)_\alpha \) and \( (\mathcal{F}(A)_\alpha)_\alpha \) are the Krull-Gabriel filtrations of the categories \( \mathcal{F}(R) \) and \( \mathcal{F}(A) \), respectively. This section is devoted to showing that \( T \in \mathcal{F}(R)_\alpha \) if and only if \( \Phi(T) \in \mathcal{F}(A)_\alpha \), for any \( T \in \mathcal{F}(R) \) and ordinal number \( \alpha \). Then it follows from Lemma 3.2 (3) and Theorem 5.5 (4) that \( \text{KG}(R) = \text{KG}(A) \). Moreover, we give a sufficient condition for the existence of isomorphisms \( \mathcal{F}(R)_\alpha / G \cong \mathcal{F}(A)_\alpha \), for any ordinal \( \alpha \).

Assume that \( B \) is \( R \) or \( A \). We recall from Section 3 that a functor \( S \in \mathcal{F}(B) \) is simple in the category \( \mathcal{F}(B)/\mathcal{F}(B)_\alpha \) if and only if \( S \) is \( \mathcal{F}(B)_\alpha \)-simple, see Lemma 3.1 for the details. We apply this fact freely throughout the section.

We show that the Krull-Gabriel filtration of the category \( \mathcal{F}(R) \) is \( G \)-invariant. This means that \( T \in \mathcal{F}(R)_\alpha \) yields \( gT \in \mathcal{F}(R)_\alpha \), for any ordinal \( \alpha \) and \( g \in G \).

**Proposition 6.1.** Assume that \( R \) is a locally support-finite \( K \)-category and \( G \) a torsion-free admissible group of \( K \)-linear automorphisms of \( R \).

1. Assume that \( \alpha \) is an ordinal and the functor \( S \in \mathcal{F}(R) \) is simple in the category \( \mathcal{F}(R)_\alpha \). Then the functor \( gS \in \mathcal{F}(R) \) is simple in the category \( \mathcal{F}(R)_\alpha \), for any \( g \in G \).
(2) If $T \in \mathcal{F}(R)_{\alpha}$, then $gT \in \mathcal{F}(R)_{\alpha}$, for any ordinal $\alpha$ and $g \in G$. Thus the Krull-Gabriel filtration of the category $\mathcal{F}(R)$ is $G$-invariant.

(3) The group $G$ acts freely on $\mathcal{F}(R)_{\alpha}$, for any ordinal $\alpha$.

**Proof.** We show (1) and (2) simultaneously. We proceed by transfinite induction with respect to $\alpha$. Assume that $\alpha = 0$ and $S$ is a simple functor in $\mathcal{F}(R)_0$, which means that $S$ is simple in $\mathcal{F}(R)$. Assume that $g \in G$. We show that $gS$ is also simple in $\mathcal{F}(R)$. Indeed, we have $S \cong \frac{R(-, M)}{\text{rad}_R(-, M)}$ for some indecomposable $R$-module $M$, see Section 4. It is easy to see that $g(\text{rad}_R(-, M)) \cong \text{rad}_R(-, gM)$ and hence

$$gS \cong g\left(\frac{R(-, M)}{\text{rad}_R(-, M)}\right) \cong \frac{g(R(-, M))}{g(\text{rad}_R(-, M))} \cong \frac{R(-, gM)}{\text{rad}_R(-, gM)}.$$

Since $gM$ is indecomposable (because $G$ acts freely on $\text{ind}(R)$), this gives that $gS$ is simple in $\mathcal{F}(R)$ and thus it is simple in $\mathcal{F}(R)_0$.

Assume that $T \in \mathcal{F}(R)_0$, that is, $T$ has finite length in $\mathcal{F}(R)$. This means that there exists a chain $0 = T_0 \subseteq T_1 \subseteq \ldots \subseteq T_t = T$ of subobjects of $T$ such that $T_{i+1}/T_i$ is simple in $\mathcal{F}(R)$, for any $i = 0, \ldots, t - 1$. Therefore we get a chain $0 = gT_0 \subseteq gT_1 \subseteq \ldots \subseteq gT_t = gT$ of subobjects of $gT$, for any $g \in G$, such that $gT_{i+1}/gT_i \cong g(T_{i+1}/T_i)$ is simple in $\mathcal{F}(R)$. Hence $gT$ has finite length in $\mathcal{F}(R)$. This implies that $\mathcal{F}(R)_0$ is $G$-invariant.

Assume that $\alpha$ is an ordinal and the category $\mathcal{F}(R)_\alpha$ is $G$-invariant. We show that the category $\mathcal{F}(R)_{\alpha+1}$ is $G$-invariant. Assume that $S$ is simple in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$. We show that $gS$ is also simple in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$, for any $g \in G$. Indeed, the functor $gS$ is not an element of $\mathcal{F}(R)_\alpha$ since otherwise $g^{-1}(gS) \cong S$ belongs to $\mathcal{F}(R)_\alpha$, a contradiction. Assume that $P$ is a subobject of $gS$. It follows that $g^{-1}P$ is a subobject of $S$ and hence $g^{-1}P \in \mathcal{F}(R)_\alpha$ or $(S/g^{-1}P) \in \mathcal{F}(R)_\alpha$. Then $g(g^{-1}P) \cong P \in \mathcal{F}(R)_\alpha$ or $g(S/g^{-1}P) \cong (gS/P) \in \mathcal{F}(R)_\alpha$, because $\mathcal{F}(R)_\alpha$ is $G$-invariant. This implies that $gS$ is simple in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$.

Assume that $T$ has finite length in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$ (so $T \in \mathcal{F}(R)_{\alpha+1}$). Then there is a chain $0 = T_0 \subseteq T_1 \subseteq \ldots \subseteq T_t = T$ of subobjects of $T$ such that $S_i = T_{i+1}/T_i$ is simple in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$, for any $i = 0, \ldots, t - 1$. This implies that $gS_i = gT_{i+1}/gT_i$ is simple in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$ and thus the chain $0 = gT_0 \subseteq gT_1 \subseteq \ldots \subseteq gT_t = gT$ of subobjects of $gT$ is a composition series of $gT$. Consequently, $gT \in \mathcal{F}(R)_{\alpha+1}$ and thus the category $\mathcal{F}(R)_{\alpha+1}$ is $G$-invariant.

If $\beta$ is a limit ordinal, then $\mathcal{F}(R)_\beta = \bigcup_{\alpha<\beta} \mathcal{F}(R)_\alpha$. Hence $\mathcal{F}(R)_\beta$ is $G$-invariant, if we assume that all $\mathcal{F}(R)_\alpha$ are.

The above arguments show (1) and (2) (by transfinite induction). The assertion of (3) follows from (1), (2) and Lemma 5.4. \qed

A monomorphism of functors is *proper* if and only if it is not an isomorphism. The following fact is applied in the sequel.
Lemma 6.2. Assume that $T_1, T_2 \in \mathcal{F}(R)$ and $\iota : T_1 \rightarrow T_2$ is a proper monomorphism of functors. Then $\Phi(\iota) : \Phi(T_1) \rightarrow \Phi(T_2)$ is a proper monomorphism.

Proof. Assume that $\iota : T_1 \rightarrow T_2$ is a proper monomorphism. Then the homomorphism $\Phi(\iota) : \Phi(T_1) \rightarrow \Phi(T_2)$ is a monomorphism, because $\Phi$ is exact. We show that $\Phi$ is proper. Indeed, if $\iota$ is proper, then there is an $R$-module $X$ such that $\dim_K(T_1(X)) < \dim_K(T_2(X))$. Since $\dim_K(T_1(gX)) \leq \dim_K(T_2(gX))$, for any $g \in G$, and $T_1(gX), T_2(gX) \neq 0$ only for finite number of $g \in G$ (see Lemma 5.1), we get
\[
\dim_K\left(\bigoplus_{g \in G} T_1(gX)\right) < \dim_K\left(\bigoplus_{g \in G} T_2(gX)\right).
\]
This yields $\Phi(\iota) : \Phi(T_1) \rightarrow \Phi(T_2)$ is proper, because $\Phi(T_i)(F_\lambda(X)) \cong \bigoplus_{g \in G} T_i(gX)$, for $i = 1, 2$, see Section 5.

The following theorem and corollary are the main results of the paper. In their proofs we apply the fact that the functor $\Phi : \mathcal{F}(R) \rightarrow \mathcal{F}(A)$ induces a Galois covering $\mathcal{F}(R) \rightarrow \text{Im}(\Phi)$ of additive categories, see Theorem 5.5.

Theorem 6.3. Assume that $R$ is a locally support-finite $K$-category, $G$ a torsion-free admissible group of $K$-linear automorphisms of $R$ and $F : R \rightarrow A \cong R/G$ the Galois covering. The following assertions hold.

(1) Assume that $T \in \mathcal{F}(R)$. Then $T \in \mathcal{F}(R)_\alpha$ if and only if $\Phi(T) \in \mathcal{F}(A)_\alpha$, for any ordinal number $\alpha$.

(2) We have $\text{KG}(R) = \text{KG}(A)$.

Proof. (1) We proceed by transfinite induction with respect to $\alpha$. Assume that $\alpha = 0$. The categories $\mathcal{F}(R)_0$ and $\mathcal{F}(A)_0$ consist of all functors of finite length in $\mathcal{F}(R)$ and $\mathcal{F}(A)$, respectively. First we show that $S \in \mathcal{F}(R)$ is simple if and only if $\Phi(S) \in \mathcal{F}(A)$ is simple.

Assume that $S \in \mathcal{F}(R)$ is a simple functor. Then there exists an indecomposable $R$-module $N$ and right minimal almost split $R$-homomorphism $f : M \rightarrow N$ such that $S \cong S^N$ and the sequence of functors $R(-, M) \xrightarrow{r(-, f)} R(-, N) \xrightarrow{\pi^N} S^N \rightarrow 0$ is a minimal projective presentation of $S^N$ in $\mathcal{F}(R)$, see Section 4. Since $F_\lambda$ preserves right minimal almost split homomorphisms (see [13] or Section 2), we get that
\[
A(-, F_\lambda(M)) \xrightarrow{a(-, F_\lambda(f))} A(-, F_\lambda(N)) \xrightarrow{F_\lambda(\pi^N)} \Phi(S^N) \rightarrow 0
\]
is a minimal projective presentation of $\Phi(S^N)$. This yields that $\Phi(S^N) \cong \Phi(S)$ is a simple functor in $\mathcal{F}(A)$.

Assume that $\Phi(S) \in \mathcal{F}(A)$ is a simple functor. If $S \in \mathcal{F}(R)$ is not simple, there is $S' \in \mathcal{F}(R), S' \neq 0$ and a proper monomorphism $\iota : S' \rightarrow S$. Then $\Phi(S') \neq 0$ and
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These arguments imply that $\Phi(S') \to \Phi(S)$ is a proper monomorphism, see Lemma 6.2. This contradicts the fact that $\Phi(S)$ is simple. Thus if $\Phi(S) \in \mathcal{F}(A)$ is simple, then $S$ is simple.

Consequently, $S$ is simple in $\mathcal{F}(R)$ if and only if $\Phi(S)$ is simple in $\mathcal{F}(A)$. This implies that the functor $\Phi$ preserves composition series, because $\Phi$ is exact and $T_1 \subseteq T_2$ yields $\Phi(T_1) \subseteq \Phi(T_2)$. Therefore, if $T$ has finite length, then $\Phi(T)$ has finite length, for any $T \in \mathcal{F}(R)$.

For the converse implication, observe that if $T$ does not have finite length, there are arbitrarily long chains $0 = T_0 \subseteq T_1 \subseteq ... \subseteq T_n = T$ of subobjects of $T$ such that $T_i \subseteq T_{i+1}$ is a proper monomorphism, for any $i = 0, ..., n - 1$. Hence Lemma 6.2 implies that there are arbitrarily long chains of subobjects of $\Phi(T)$. This yields $\Phi(T)$ does not have finite length.

It follows that $T$ has finite length if and only if $\Phi(T)$ has finite length, for any $T \in \mathcal{F}(R)$. Hence $T \in \mathcal{F}(R)_0$ if and only if $\Phi(T) \in \mathcal{F}(A)_0$, for any $T \in \mathcal{F}(R)$.

Assume that $\alpha$ is an ordinal and $T \in \mathcal{F}(R)_\alpha$ if and only if $\Phi(T) \in \mathcal{F}(A)_\alpha$, for any $T \in \mathcal{F}(R)$. We show that $T \in \mathcal{F}(R)_{\alpha+1}$ if and only if $\Phi(T) \in \mathcal{F}(A)_{\alpha+1}$, for any $T \in \mathcal{F}(R)$. First we show that $S$ is simple in the quotient category $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$ if and only if $\Phi(S)$ is simple in the quotient category $\mathcal{F}(A)/\mathcal{F}(A)_\alpha$.

Assume that $S$ is simple in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$, that is, $S \notin \mathcal{F}(R)_\alpha$ and $S' \in \mathcal{F}(R)_\alpha$ or $S/S' \in \mathcal{F}(R)_\alpha$, for any $S' \subseteq S$. Since $S \notin \mathcal{F}(R)_\alpha$, we get $\Phi(S) \notin \mathcal{F}(A)_\alpha$. Assume that $P \subseteq \Phi(S)$. We show that $P \in \mathcal{F}(A)_\alpha$ or $\Phi(S)/P \in \mathcal{F}(A)_\alpha$ which yields $\Phi(S)$ is simple in $\mathcal{F}(A)/\mathcal{F}(A)_\alpha$. Assume that the inclusion $P \subseteq \Phi(S)$ is given by the monomorphism of functors $\iota : P \to \Phi(S)$. Theorem 5.5 (4) implies that there is an epimorphism of functors $\epsilon : \Phi(T) \to P$, for some $T \in \mathcal{F}(R)$. Set $\alpha = \iota \epsilon : \Phi(T) \to \Phi(S)$ and note that $\text{Im}(\alpha) \cong P$. Theorem 5.5 (3) implies that there are elements $g_1, ..., g_m \in G$ and homomorphisms of functors $\alpha_i : g_iT \to S$, for $i = 1, ..., m$, such that $\alpha = \sum_{i=1}^m \Phi(\alpha_i)$. We set $Q = \sum_{i=1}^m \text{Im}(\alpha_i) \subseteq S$. Since $\Phi$ is exact, we get $\text{Im}(\Phi(\alpha_i)) = \Phi(\text{Im}(\alpha_i))$, for any $i = 1, ..., m$, and hence

$$\Phi(Q) = \Phi(\sum_{i=1}^m \text{Im}(\alpha_i)) = \sum_{i=1}^m \Phi(\text{Im}(\alpha_i)) = \sum_{i=1}^m \text{Im}(\Phi(\alpha_i)) = \text{Im}(\sum_{i=1}^m \Phi(\alpha_i)) = \text{Im}(\alpha) \cong P.$$ 

Since $Q \subseteq S$ and $S$ is simple in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$, we have $Q \in \mathcal{F}(R)_\alpha$ or $S/Q \in \mathcal{F}(R)_\alpha$. If $Q \in \mathcal{F}(R)_\alpha$, then $P \cong \Phi(Q) \in \mathcal{F}(A)_\alpha$. If $S/Q \in \mathcal{F}(R)_\alpha$, then

$$\Phi(S)/P \cong \Phi(S)/\Phi(Q) = \Phi(S/Q) \in \mathcal{F}(A)_\alpha.$$

These arguments imply that $\Phi(S)$ is simple in $\mathcal{F}(R)/\mathcal{F}(R)_\alpha$.

Assume that $\Phi(S)$ is simple in $\mathcal{F}(A)/\mathcal{F}(A)_\alpha$. Then $S \notin \mathcal{F}(R)_\alpha$, because otherwise $\Phi(S) \in \mathcal{F}(A)_\alpha$. If $T \subseteq S$, then $\Phi(T) \subseteq \Phi(S)$ and hence we have $\Phi(T) \in \mathcal{F}(A)_\alpha$ or
\( \Phi(S/T) = \Phi(S)/\Phi(T) \in \mathcal{F}(A)_\alpha \). Then we get \( T \in \mathcal{F}(R)_\alpha \) or \( S/T \in \mathcal{F}(R)_\alpha \) and thus \( S \) is simple in \( \mathcal{F}(R)/\mathcal{F}(R)_\alpha \).

Consequently, the functor \( S \) is simple in \( \mathcal{F}(R)/\mathcal{F}(R)_\alpha \) if and only if the functor \( \Phi(S) \) is simple in \( \mathcal{F}(R)/\mathcal{F}(R)_\alpha \). This fact implies that the functor \( \Phi \) preserves composition series in \( \mathcal{F}(R)/\mathcal{F}(R)_\alpha \). Therefore, if \( T \) has finite length in \( \mathcal{F}(R)/\mathcal{F}(R)_\alpha \), then \( \Phi(T) \) has finite length in \( \mathcal{F}(A)/\mathcal{F}(A)_\alpha \), for any \( T \in \mathcal{F}(R) \).

For the converse implication, observe that if \( T \) does not have finite length in \( \mathcal{F}(A)/\mathcal{F}(A)_\alpha \), there are arbitrarily long chains \( 0 = T_0 \subseteq T_1 \subseteq \ldots \subseteq T_n = T \) of subobjects of \( T \) such that \( T_{i+1}/T_i \) is not simple in \( \mathcal{F}(R)/\mathcal{F}(R)_\alpha \), for some \( i = 0, \ldots, n - 1 \). Hence there are arbitrarily long chains

\[
0 = \Phi(T_0) \subseteq \Phi(T_1) \subseteq \ldots \subseteq \Phi(T_n) = \Phi(T)
\]

of subobjects of \( \Phi(T) \) such that \( \Phi(T_{i+1})/\Phi(T_i) \) is not simple in \( \mathcal{F}(A)/\mathcal{F}(A)_\alpha \), for some \( i = 1, \ldots, n - 1 \). This yields \( \Phi(T) \) does not have finite length in \( \mathcal{F}(A)/\mathcal{F}(A)_\alpha \).

It follows that \( T \) has finite length in \( \mathcal{F}(R)/\mathcal{F}(R)_\alpha \) if and only if \( \Phi(T) \) has finite length in \( \mathcal{F}(A)/\mathcal{F}(A)_\alpha \), for any \( T \in \mathcal{F}(R) \). Hence \( T \in \mathcal{F}(R)_{\alpha+1} \) if and only if \( \Phi(T) \in \mathcal{F}(A)_{\alpha+1} \), for any \( T \in \mathcal{F}(R) \). Assume that \( \beta \) is a limit ordinal and \( T \in \mathcal{F}(R)_\alpha \) if and only if \( \Phi(T) \in \mathcal{F}(A)_\alpha \), for any ordinal \( \alpha < \beta \). Since \( \mathcal{F}(X)_\beta = \bigcup_{\alpha < \beta} \mathcal{F}(X)_\alpha \) where \( X \) is \( R \) or \( A \), we get \( T \in \mathcal{F}(R)_\beta \) if and only if \( \Phi(T) \in \mathcal{F}(A)_\beta \). The assertion of (1) follows by transfinite induction.

(2) The assertion of (2) follows directly from (1), Theorem 5.5 (4) and Lemma 3.2 (3). \( \square \)

**Corollary 6.4.** Assume that \( R \) is a locally support-finite \( K \)-category, \( G \) a torsion-free admissible group of \( K \)-linear automorphisms of \( R \) and \( F : R \to A \) the Galois covering. If the category \( \text{Im}(\Phi) = \Phi(\mathcal{F}(R)) \) is a Serre subcategory of \( \mathcal{F}(A) \), then the functor \( \Phi : \mathcal{F}(R) \to \mathcal{F}(A) \) is dense. If this is the case, then \( \Phi(\mathcal{F}(R)_\alpha) = \mathcal{F}(A)_\alpha \) and \( \mathcal{F}(R)_\alpha/G \cong \mathcal{F}(A)_\alpha \), for any ordinal number \( \alpha \).

**Proof.** Assume that \( \text{Im}(\Phi) \) is a Serre subcategory of \( \mathcal{F}(A) \). If \( U \in \mathcal{F}(A) \), then there is an epimorphism of functors \( \epsilon : \Phi(T) \to U \), for some \( T \in \mathcal{F}(R) \), see Theorem 5.5 (4). Hence \( U \in \text{Im}(\Phi) \), because \( \text{Im}(\Phi) \) is closed under images of epimorphisms. This implies that the functor \( \Phi : \mathcal{F}(R) \to \mathcal{F}(A) \) is dense.

Assume that \( \Phi : \mathcal{F}(R) \to \mathcal{F}(A) \) is dense and \( \alpha \) is an ordinal number. Assume that \( U \in \mathcal{F}(A)_\alpha \). Then \( U \cong \Phi(T) \) for some \( T \in \mathcal{F}(R)_\alpha \), from Theorem 6.3 (1). Moreover, Theorem 6.3 (1) implies that \( T \in \mathcal{F}(R)_\alpha \) yields \( \Phi(T) \in \mathcal{F}(A)_\alpha \), for any \( T \in \mathcal{F}(R)_\alpha \). Consequently, we get \( \Phi(\mathcal{F}(R)_\alpha) = \mathcal{F}(A)_\alpha \) and thus Proposition 6.1 (3) and assertions (1), (2), (3) of Theorem 5.5 imply that \( \mathcal{F}(R)_\alpha/G \cong \mathcal{F}(A)_\alpha \). \( \square \)
7 Krull-Gabriel dimension of locally support-finite repetitive $K$-categories

The main result of this section determines the Krull-Gabriel dimension of all locally support-finite repetitive $K$-categories. The proof is based on Lemma 4.3 and two general theorems. The first one is the classification of tame locally support-finite $K$-categories, given by I. Assem and A. Skowroński in [7]. The second one is the classification of cycle-finite algebras with finite Krull-Gabriel dimension, given by A. Skowroński in [58].

Recall that it follows from [16] that a locally bounded $K$-category $R$ is tame if and only if any finite full subcategory of $R$ is tame. Moreover, $R$ is wild if and only if there exists a finite full subcategory of $R$ which is wild.

Assume that $A$ is a $K$-algebra and $1_A = e_1 + \ldots + e_s$ is a decomposition of the identity $1_A$ of $A$ into sum of orthogonal primitive idempotents. Following [23], the repetitive category of $A$ is the category $\hat{A}$ whose objects are $e_{m,i}$, for $m \in \mathbb{Z}$, $i = 1, \ldots, s$, and the morphism spaces are defined in the following way

$$\hat{A}(e_{m,i}, e_{r,j}) = \begin{cases} e_j Ae_i, & r = m, \\ D(e_i Ae_j), & r = m + 1, \\ 0, & \text{otherwise} \end{cases}$$

where $D = \text{Hom}_K(-, K)$ denotes the standard duality. Assume that $n \in \mathbb{N}$. We denote by $\hat{A}_n$ the full subcategory of $\hat{A}$ whose objects are $e_{m,i}$, for $m = \{-n, \ldots, 0, \ldots, n\}$, $i = 1, \ldots, s$. Observe that $\hat{A}_n$ is a convex subcategory of $\hat{A}$. Moreover, $\hat{A}_0 \cong A$.

The following theorem is a part of Theorem (B) proved in [7].

**Theorem 7.1.** Assume that $K$ is an algebraically closed field and $A$ is a finite dimensional basic and connected $K$-algebra. The following conditions are equivalent.

1. The repetitive $K$-category $\hat{A}$ is locally support-finite and tame.
2. There exists an algebra $B$ such that $\hat{A} \cong \hat{B}$ and $B$ is tilted of Dynkin type, tilted of Euclidean type or tubular.

We refer the reader to [3] and [48] for more information on tilted algebras and tubular algebras, respectively. Assume that $A$ is an algebra. A cycle in $\text{ind}(A)$ is a sequence

$$M_0 \xrightarrow{f_1} M_1 \rightarrow \ldots \rightarrow M_{r-1} \xrightarrow{f_r} M_r = M_0$$

of nonzero nonisomorphisms in $\text{ind}(A)$. This cycle is finite if and only if the homomorphisms $f_1, \ldots, f_r$ do not belong to $\text{rad}^\infty A$. Following [4], [5] we call the algebra $A$ cycle-finite if and only if all cycles in $\text{ind}(A)$ are finite.

The following theorem is a combination of Theorem 1.2 and Corollary 1.5 of [58].
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Theorem 7.2. Assume that $K$ is an algebraically closed field and $A$ is a finite dimensional basic and connected $K$-algebra. If $A$ is cycle-finite, then $A$ is domestic if and only if $\text{KG}(A) = 2$.

The following theorem is the main result of the section. We apply this fact in Section 8 in order to determine the Krull-Gabriel dimension of standard selfinjective algebras of polynomial growth.

Theorem 7.3. Assume that $K$ is an algebraically closed field and $A$ is a finite dimensional basic and connected $K$-algebra such that $\hat{A}$ is locally support-finite. Then $\text{KG}(\hat{A}) \in \{0, 2, \infty\}$ and the following assertions hold.

1. We have $\text{KG}(\hat{A}) = 0$ if and only if $\hat{A} \cong \hat{B}$ where $B$ is some tilted algebra of Dynkin type.
2. We have $\text{KG}(\hat{A}) = 2$ if and only if $\hat{A} \cong \hat{B}$ where $B$ is some tilted algebra of Euclidean type.
3. We have $\text{KG}(\hat{A}) = \infty$ if and only if $\hat{A}$ is wild or $\hat{A} \cong \hat{B}$ where $B$ is some tubular algebra.

Proof. We show all assertions simultaneously. Observe that Theorem 7.1 yields the repetitive category $\hat{B}$ is locally support-finite in every case considered in assertions (1), (2) and (3) (see also [54]). Moreover, $\hat{B}_n$ is a finite convex subcategory of $\hat{B}$, $\hat{B}_n \subseteq \hat{B}_{n+1}$, for any $n \geq 0$, and $\hat{B} = \bigcup_{n \in \mathbb{N}} \hat{B}_n$.

Assume that $B$ is a tilted algebra of Dynkin type. We show that $\text{KG}(\hat{B}) = 0$. Indeed, in this case $\hat{B}$ is locally representation-finite, see [1]. Thus $\hat{B}_n$ is representation-finite, so $\text{KG}(\hat{B}_n) = 0$ by Auslander’s result, for any $n \in \mathbb{N}$. Hence Lemma 4.3 yields $\text{KG}(\hat{B}) = 0$.

Assume that $B$ is a tilted algebra of Euclidean type. We show that $\text{KG}(\hat{B}) = 2$. It follows from [1, 54] and [2] that the tilted algebras of Euclidean type and their repetitive categories are cycle-finite of domestic type. This implies that the algebra $\hat{B}_n$ is cycle-finite of domestic type, for any $n \in \mathbb{N}$. Consequently, Theorem 7.2 yields $\text{KG}(\hat{B}_n) = 2$, for any $n \in \mathbb{N}$. Hence Lemma 4.3 yields $\text{KG}(\hat{B}) = 2$.

Assume that $B$ is a tubular algebra. It follows from [21] that $\text{KG}(B) = \infty$. Proposition 4.1 implies that $\text{mod}(B)$ is a contravariantly finite subcategory of $\text{mod}(\hat{B})$. Hence the category $\mathcal{F}(B)$ is a Serre subcategory of $\mathcal{F}(\hat{B})$ and thus $\text{KG}(B) \leq \text{KG}(\hat{B})$, see Section 3. This yields $\text{KG}(\hat{B}) = \infty$.

Assume that $\hat{A}$ is wild. Then there is a finite convex subcategory $B$ of $\hat{A}$ such that $B$ is wild, see for example [16]. Consequently, $\text{KG}(B) = \infty$ and so $\text{KG}(\hat{A}) = \infty$ as in the previous case.

To complete the proof, observe that Theorem 7.1 yields $\text{KG}(\hat{A}) \in \{0, 2, \infty\}$. It follows easily that all assertions hold. \[\square\]
8 Krull-Gabriel dimension of selfinjective algebras

In this section we determine the Krull-Gabriel dimension of standard selfinjective algebras of polynomial growth. We also discuss the existence of super-decomposable pure-injective modules for this class of algebras. The existence of such modules is related to the Krull-Gabriel dimension.

Note that in a recent paper [13] M. Bushell gives a description of the Ziegler spectrum (the space of isomorphism types of all indecomposable pure-injective modules, see [61] for details) of the same class of algebras. Although the concepts of Krull-Gabriel dimension and Ziegler spectrum are related (for example, via the Cantor-Bendixson rank, see Sections 7 and 8 in [61]), this relation is not discussed in [13]. Since the present paper doesn’t discuss it as well, we view the results of this section as independent of [13].

Recall that an algebra \( A \) is standard if and only if there exists a Galois covering functor \( \Gamma \to A \) such that \( \Gamma \) is a simply connected locally bounded category, see [6], [54] and [55].

It follows from [54], [55] that representation-infinite standard selfinjective algebras of polynomial growth are orbit algebras of the form \( \hat{B}/G \) where \( B \) is a tilted algebra of Euclidean type or a tubular algebra and \( G \) is an admissible infinite cyclic (so torsion-free) admissible group of \( K \)-linear automorphisms of \( \hat{B} \). Therefore, in order to determine the Krull-Gabriel dimension of these algebras, it suffices to apply Theorem 7.3 and Theorem 6.3.

The following theorem determines the Krull-Gabriel dimension of standard selfinjective algebras of polynomial growth. This theorem supports Conjecture 1.1 of M. Prest on the finiteness of Krull-Gabriel dimension, see Section 1.

**Theorem 8.1.** Assume that \( A \) is a standard selfinjective algebra over an algebraically closed field \( K \). Then the following assertions hold.

1. If the algebra \( A \) is representation-infinite domestic, then \( KG(A) = 2 \).
2. If the algebra \( A \) is nondomestic of polynomial growth, then \( KG(A) = \infty \).

**Proof.** (1) It follows from [54] that \( A \) is isomorphic to the orbit algebra \( \hat{B}/G \) where \( B \) is a tilted algebra of Euclidean type and \( G \) is an admissible infinite cyclic group of \( K \)-linear automorphisms of \( \hat{B} \). The category \( \hat{B} \) is locally support-finite and thus Theorem 6.3 (2) and Theorem 7.3 (2) yield \( KG(A) = KG(\hat{B}) = 2 \).

(2) It follows from [54] that \( A \) is isomorphic to the orbit algebra \( \hat{B}/G \) where \( B \) is a tubular algebra and \( G \) is an admissible infinite cyclic group of \( K \)-linear automorphisms of \( \hat{B} \). The category \( \hat{B} \) is locally support-finite and thus Theorem 6.3 (2) and Theorem 7.3 (3) yield \( KG(A) = KG(\hat{B}) = \infty \). \( \square \)
Corollary 8.2. Assume that $A$ is a standard representation-infinite selfinjective algebra of polynomial growth over an algebraically closed field $K$. Then $KG(A) = 2$ if and only if the infinite radical $\text{rad}^\infty_A$ is nilpotent.

Proof. The main theorem of [29] implies that $A$ is domestic if and only if $\text{rad}^\infty_A$ is nilpotent. Hence the assertion follows directly from Theorem 8.1. □

Assume that $R$ is a ring with a unit. An $R$-module $M$ is super-decomposable if and only if $M$ does not have an indecomposable direct summand. For the concept of pure-injectivity we refer to [30], see also [24] and [25, Section 7].

The problem of the existence of super-decomposable pure-injective $R$-modules is studied for the first time in [61]. The case when $R$ is a finite dimensional algebra over a field is studied, in particular, in [10], [14], [15], [22], [26], [27], [37], [19] and [28]. It is conjectured (see for example [11]) that if $R$ is a finite dimensional algebra over an algebraically closed field, then $R$ is of domestic type if and only if there is no super-decomposable pure-injective $R$-module. The following theorem supports this conjecture.

Theorem 8.3. Assume that $A$ is a standard selfinjective algebra over an algebraically closed field. If $A$ is representation-infinite domestic, then there is no super-decomposable pure-injective $A$-module.

Proof. It follows from Theorem 8.1 (1) that $KG(A) = 2$. Since $KG(A)$ is finite, super-decomposable pure-injective $A$-modules do not exist, see for example [11]. □

Assume that $A$ is a standard selfinjective algebra over an algebraically closed field. If $A$ is nondomestic of polynomial growth, then $KG(A) = \infty$ from Theorem 8.1 (2). It is not known whether this fact implies the existence of a super-decomposable pure-injective $A$-module.
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Corrigendum to *On Krull-Gabriel dimension and Galois coverings*

Grzegorz Pastuszak*

Abstract

We correct an error in the proof of Theorem 6.3 from [2].

1 Corrigendum

Throughout the paper we use the notation from [2]. We recall that Theorem 6.3 (1) of [2] asserts that if $T \in \mathcal{F}(R)$, then $T \in \mathcal{F}(R)_\alpha$ if and only if $\Phi(T) \in \mathcal{F}(A)_\alpha$, for any ordinal number $\alpha$, assuming $R$ is a locally support-finite $K$-category, $G$ a torsion-free group acting freely on objects of $R$, $F : R \to A \cong R/G$ the Galois covering and $\Phi : \mathcal{F}(R) \to \mathcal{F}(A)$ the associated functor introduced in [2 Section 5]. The proof of this theorem is based on transfinite induction with respect to $\alpha$ and we found that the second step of this induction is incorrect. More precisely, assuming the notation of the proof of [2 Theorem 6.3 (1)], it seems that in general $\Phi(Q)$ is not isomorphic with $P$. This yields the proof of the assertion (2) of Theorem 6.3, stating that $\text{KG}(R) = \text{KG}(A)$, is also incorrect in the present form. We stress that the faulty argument that $\Phi(Q) \cong P$ is used only once in [2].

In this paper we give a revised proof of Theorem 6.3. Our strategy differs from the previous one since we prove (2) independently of (1). Indeed, first we show that there is some special subcategory $B_R$ of $R$, called the fundamental domain, see Proposition 1.2. Then we prove in Theorem 1.3 that there exists a faithful exact functor $\Lambda : \mathcal{F}(A) \to \mathcal{F}(B_R)$ and conclude in Theorem 1.4 that $\text{KG}(R) = \text{KG}(B_R) = \text{KG}(A)$. In this way we show Theorem 6.3 (2). Although our argumentation does not require showing the assertion (1) of Theorem 6.3, we give its corrected proof in Theorem 1.5.

Assume that $R$ is a locally bounded $K$-category which is *intervals finite*, that is, a convex hull of any finite full subcategory of $R$ is finite. An $R$-module $M \in \text{Mod}(R)$ is *locally finite dimensional* if and only if $\dim_K M(x) < \infty$, for any $x \in \text{ob}(R)$. The
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full subcategory of $\text{Mod}(R)$ formed by locally finite dimensional modules is denoted by $\text{Mod}_{lfd}(R)$. Moreover, we denote by $\mathcal{H}(R)$ the full subcategory of the category $\mathcal{G}(R)$ formed by functors $T \in \mathcal{G}(R)$ such that there exists an exact sequence of functors

$$R(\cdot, M) \xrightarrow{R(\cdot, f)} R(\cdot, N) \to T \to 0,$$

for some $M, N \in \text{Mod}_{lfd}(R)$ and $R$-module homomorphism $f : M \to N$. Observe that if $X \in \text{mod}(R)$, then $T(X)$ is finite dimensional, because so is $R(X, N)$. Therefore we have $\mathcal{F}(R) \subseteq \mathcal{H}(R) \subseteq \mathcal{G}(R)$.

Assume that $B$ is a convex subcategory of the category $R$. Then we denote by $\mathcal{E}_B : \text{mod}(B) \to \text{mod}(R) \subseteq \text{Mod}_{lfd}(R)$ the functor of extension by zeros which is fully faithful and exact. We often identify $\text{mod}(B)$ with its image under this functor. We denote by $e_B : B \to R$ the embedding functor. Thus $Me_B$ is the restriction of the module $M \in \text{Mod}_{lfd}(R)$ to the subcategory $B$. Note that if $B$ is finite, then $Me_B \in \text{mod}(B)$ since $M$ is locally finite dimensional.

**Proposition 1.1.** Assume that $B$ is a finite convex subcategory of $R$. If $T \in \mathcal{H}(R)$, then $TE_B \in \mathcal{F}(B)$.

**Proof.** We define a functor $(-)' : \text{Mod}_{lfd}(R) \to \text{mod}(B)$ and show that it is the right adjoint to the functor $\mathcal{E}_B : \text{mod}(B) \to \text{Mod}_{lfd}(R)$. Assume that $L \in \text{Mod}_{lfd}(R)$ and set

$$L' = \sum_{g : X \to L} \text{Im}(g) \subseteq L$$

where $X \in \text{mod}(B)$ and $g : X \to L$ is an $R$-homomorphism. Since $\text{Im}(g) \cong \text{Im}(g)e_B$ is a submodule of $Le_B \in \text{mod}(B)$, we conclude that $L'$ is a submodule of $L$ which also belongs to $\text{mod}(B)$.

Assume that $f : L_1 \to L_2$ is an $R$-module homomorphism in $\text{Mod}_{lfd}(R)$. Then $f(L'_1) \subseteq L'_2$, because for any $l \in L'_1$ there is a module $X \in \text{mod}(B)$, a homomorphism $g : X \to L_1$ and $x \in X$ such that $g(x) = l$, so $f(l) \in \text{Im}(fg) \subseteq L'_2$. We define a $B$-homomorphism $f' : L'_1 \to L'_2$ as $f$ restricted to the $B$-module $L'_1$.

It is easy to see that the above maps define a functor $(-)' : \text{Mod}_{lfd}(R) \to \text{mod}(B)$ which is is the right adjoint to $\mathcal{E}_B : \text{mod}(B) \to \text{Mod}_{lfd}(R)$. Indeed, observe that for any $X \in \text{mod}(B)$ and $L \in \text{Mod}_{lfd}$ we have natural isomorphisms $R(X, L) \cong B(X, L')$ of vector spaces (we identify $\mathcal{E}_B(X)$ with $X$) since any $R$-homomorphism $h : X \to L$ factorizes uniquely through the embedding $L' \hookrightarrow L$.

Therefore, if $T = \text{Coker}_{R}(-, f)$ where $f : M \to N$ is some $R$-homomorphism in $\text{Mod}_{lfd}(R)$, then we obtain $TE_B \cong \text{Coker}_{R}(\mathcal{E}_B(-), f) \cong \text{Coker}_{B}(-, f')$ and thus $TE_B \in \mathcal{F}(B)$. \qed

**Remark.** Note that in the above proof we cannot consider $Le_B$ instead of $L'$, because the former one is not a submodule of $L$ in general. Moreover, it is well known...
that the left adjoint to the functor \((-) \circ e_B\) is the functor $B(D(I), -)$ where $D$ is the standard $K$-duality and $I$ the injective cogenerator in $\text{mod}(B)$. The latter functor is not isomorphic with the functor of extension by zeros.

Observe that if $T \in \mathcal{F}(R)$, then $T \mathcal{E}_R \cong r_B(T)$ where $r_B : \mathcal{F}(R) \to \mathcal{F}(B)$ is the restriction functor, see Section 4 of \cite{2} for more details. Hence Proposition 1.1 gives a concrete description of the functor $r_B : \mathcal{F}(R) \to \mathcal{F}(B)$ in case $B$ is a convex subcategory of $R$.

Assume that $R$ is a locally bounded $K$-category and $G$ is an admissible group of $K$-linear automorphisms of $R$. A finite convex subcategory $B$ of $R$ is a fundamental domain of the category $R$ if and only if for any $M \in \text{ind}(R)$ there exists $g \in G$ such that $\text{supp}(gM) \subseteq B$.

In the following important proposition we show that fundamental domains exist for locally support finite locally bounded $K$-categories.

**Proposition 1.2.** Assume that $R$ is a locally support-finite locally bounded $K$-category and $G$ is an admissible group of $K$-linear automorphisms of $R$. Then there exists a fundamental domain $B_R$ of the category $R$.

**Proof.** Assume that $x$ is an object of $R$. We denote by $\mathcal{A}(x)$ the full subcategory of $R$ whose set of objects is the union of all sets of the form $\text{supp}(N)$, for some indecomposable $R$-module $N$ such that $x \in \text{supp}(N)$. Note that $\mathcal{A}(x)$ is finite, because $R$ is locally support-finite. If $C$ is some set of objects of $R$, then $\mathcal{A}(C)$ is the full subcategory of $R$ formed by all objects of $\bigcup_{x \in C} \mathcal{A}(x)$.

Recall there are finitely many $G$-orbits, say $n$, because $G$ is admissible. Assume that $x_1, \ldots, x_n$ are some objects of $R$ such that $G = Gx_1 \cup \cdots \cup Gx_n$. Set $X = \{x_1, \ldots, x_n\}$ and define $B_R$ as the convex hull of $\mathcal{A}(X)$. We show below that $B_R$ is a fundamental domain of the category $R$. First observe that $B_R$ is a finite convex subcategory of $R$, because $X$ and $\mathcal{A}(X)$ are finite and $R$ is intervaluely finite.

We show that for any $M \in \text{ind}(R)$ there exists $g \in G$ such that $\text{supp}(gM) \subseteq B_R$. Indeed, assume that $M \in \text{ind}(R)$ and $M(x) \neq 0$, for some $x \in \text{ob}(R)$. Then $gx_i = x$, for some $i = 1, \ldots, n$ and $g \in G$. Hence $(g^{-1}M)(x_i) = M(gx_i) = M(x) \neq 0$, so $\text{supp}(g^{-1}M) \subseteq \mathcal{A}(x_i) \subseteq B_R$. \hfill \Box

**Remark.** It is convenient to note that for any $M \in \text{mod}(R)$ there exist only finitely many elements $g \in G$ such that $\text{supp}(gM) \cap B_R \neq \emptyset$. Indeed, assume that $\text{supp}(M) = \{m_1, \ldots, m_s\}$ and $\text{ob}(B_R) = \{b_1, \ldots, b_t\}$. Then $\text{supp}(gM) \cap B_R \neq \emptyset$ if and only if there exist $i \in \{1, \ldots, s\}$ and $j \in \{1, \ldots, t\}$ such that $g^{-1}m_i = b_j$. Since $G$ acts freely on the objects of $R$, there is at most one $g \in G$ satisfying $g^{-1}m_i = b_j$. Hence the set of all $g \in G$ with $\text{supp}(gM) \cap B_R \neq \emptyset$ has at most $s \cdot t$ elements.
Assume that $R$ is a locally support-finite locally bounded $K$-category and $B_R$ is a fixed fundamental domain of $R$. We define the exact functor $\Lambda : \mathcal{F}(A) \to \mathcal{G}(B_R)$ as $\Lambda = (-) \circ F_{\lambda}E_{B_R}$. The following theorem is a crucial result.

**Theorem 1.3.** We have $\text{Im}(\Lambda) \subseteq \mathcal{F}(B_R)$ and $\Lambda : \mathcal{F}(A) \to \mathcal{F}(B_R)$ is faithful.

**Proof.** We show that $\text{Im}(\Lambda) \subseteq \mathcal{F}(B_R)$. Assume that $U = \text{Coker}_A(-, \alpha) \in \mathcal{F}(A)$, for some $\alpha : F_{\lambda}(M) \to F_{\lambda}(N)$ and $M, N \in \text{mod}(R)$. Since $F_{\lambda}$ is the left adjoint of $F_{\bullet}$, we get $UF_{\lambda} \cong \text{Coker}_R(-, F_{\bullet}(\alpha))$. Note that if $L \in \text{mod}(R)$, then the module

$$F_{\bullet}(F_{\lambda}(L)) \cong \bigoplus_{g \in G} g L$$

is locally finite dimensional, because $G$ acts freely on the objects of $R$. This yields $UF_{\lambda} \in \mathcal{H}(R)$ and thus $\Lambda(U) = (UF_{\lambda})E_{B_R} \in \mathcal{F}(B_R)$, by Proposition 1.1.

We show that the functor $\Lambda : \mathcal{F}(A) \to \mathcal{F}(B_R)$ is faithful. For this purpose it is enough to show that $F_{\lambda}E_{B_R} : \text{mod}(B_R) \to \text{mod}(A)$ is a dense functor. Indeed, assume that $X \in \text{ind}(A)$. Since $F_{\lambda}$ is dense, we get $X \cong F_{\lambda}(M)$, for some $M \in \text{ind}(R)$. Since $B_R$ is a fundamental domain of $R$, there is $g \in G$ such that $\text{supp}(gM) \subseteq B_R$. Thus we obtain isomorphisms $X \cong F_{\lambda}(M) \cong F_{\lambda}(gM) \cong F_{\lambda}(E_{B_R}(gM))$ which show that the functor $F_{\lambda}E_{B_R} : \text{mod}(B_R) \to \text{mod}(A)$ is dense.

In the following theorem we show the assertion (2) of [2, Theorem 6.3] which is now straightforward.

**Theorem 1.4.** Assume $R$ is a locally support-finite $K$-category, $G$ a torsion-free admissible group of $K$-linear automorphisms of $R$ and $F : R \to A \cong R/G$ the Galois covering. Let $B_R$ be some fundamental domain of $R$. Then we have $KG(R) = KG(B_R) = KG(A)$.

**Proof.** The assertion (3) of [2, Theorem 5.5] yields the functor $\Phi : \mathcal{F}(R) \to \mathcal{F}(A)$ induces isomorphisms

$$\bigoplus_{g \in G} \mathcal{F}(R)(gT_1, T_2) \cong \mathcal{F}(A)(\Phi(T_1), \Phi(T_2))$$

of vector spaces, for any $T_1, T_2 \in \mathcal{F}(R)$. This implies that $\Phi$ is faithful and hence $KG(R) \leq KG(A)$, see [1, Appendix B]. Similarly we get $KG(A) \leq KG(B_R)$ since there is an exact faithful functor $\Lambda : \mathcal{F}(A) \to \mathcal{F}(B_R)$, by Theorem 1.3. Moreover, we have $KG(B_R) \leq KG(R)$, because the restriction functor $r_{B_R} : \mathcal{F}(R) \to \mathcal{F}(B_R)$ is exact, full and dense (see [1, Appendix B]). Consequently, we get the following inequalities $KG(R) \leq KG(A) \leq KG(B_R) \leq KG(R)$. 

In the following theorem we show the assertion (1) of [2, Theorem 6.3]. This assertion is applied in the original proof of Theorem 6.3 in order to show the assertion (2) of 6.3 (which is exactly the above Theorem 1.4). In this way, the error appearing in the proof of [2, Theorem 6.3] is fully corrected.
**Theorem 1.5.** Assume that $R$ is a locally support-finite $K$-category, $G$ a torsion-free admissible group of $K$-linear automorphisms of $R$ and $F : R \to A \cong R/G$ the Galois covering. Then $T \in \mathcal{F}(R)_\alpha$ if and only if $\Phi(T) \in \mathcal{F}(A)_\alpha$, for any $T \in \mathcal{F}(R)$ and any ordinal number $\alpha$.

**Proof.** Since the functor $\Phi : \mathcal{F}(R) \to \mathcal{F}(A)$ is exact and faithful, we conclude that $\Phi(T) \in \mathcal{F}(A)_\alpha$ implies $T \in \mathcal{F}(R)_\alpha$, for any $T \in \mathcal{F}(R)$ and any ordinal number $\alpha$ (see [2, Lemma 3.2] and [1, Appendix B]). We show below the converse implication.

Assume that $T \in \mathcal{F}(R)$ and $T = \text{Coker}_R(-, f)$ where $f : M \to N$. Recall that Theorem 5.5 (2) from [2] yields $\Phi(T)F_\lambda \cong \bigoplus_{g \in G} gT$, so

$$\Lambda(\Phi(T)) = \Phi(T)F_\lambda \mathcal{E}_{BR} \cong \bigoplus_{g \in G} (gT)\mathcal{E}_{BR} \cong \bigoplus_{g \in G} ((gT)\mathcal{E}_{BR}).$$

Observe that $(gT)\mathcal{E}_{BR} \neq 0$ only for finite number of $g \in G$. Indeed, if $(gT)\mathcal{E}_{BR} \neq 0$, then $R(X, gN) \neq 0$, for some indecomposable $X \in \text{mod}(R)$ with $\text{supp}(X) \subseteq B_R$. Hence $\text{supp}(gN) \cap B_R \neq 0$, so the claim follows. The above arguments imply that there is a finite set $H \subseteq G$ such that

$$\Lambda(\Phi(T)) \cong \bigoplus_{g \in H} gT\mathcal{E}_{BR} \cong r_{BR}(\bigoplus_{g \in H} gT).$$

Assume that $\alpha$ is some ordinal number and $\Phi(T) \notin \mathcal{F}(A)_\alpha$. Since the functor $\Lambda : \mathcal{F}(A) \to \mathcal{F}(BR)$ is faithful, we get $\Lambda(\Phi(T)) \notin \mathcal{F}(BR)_\alpha$ and thus we obtain $r_{BR}(\bigoplus_{g \in H} gT) \notin \mathcal{F}(BR)_\alpha$, by [1, Appendix B]. The same argument implies that $\bigoplus_{g \in H} gT \notin \mathcal{F}(R)_\alpha$, so $gT \notin \mathcal{F}(R)_\alpha$, for some $g \in H$. The category $\mathcal{F}(R)_\alpha$ is closed under the action of $G$, see Proposition 6.1 (2) of [2], which finally yields $T \notin \mathcal{F}(R)_\alpha$.

\[\square\]
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