Engineered Near-Perfect Back-Scattering on Surface of Topological Insulator with Non-Magnetic Impurities
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We show how to engineer enhanced skew scattering and gap-like opening in the surface state of three-dimensional topological insulators using only non-magnetic impurities. Enhanced skew scattering off non-magnetic impurities is obtained as a finite size effect of the scattering potential. Intimately related to the generated skew-scattering is the emergence of a gap-like density of electron states locally around the impurities and surrounded by sharp resonances, with an extended energy gap appearing in engineered impurity structures.
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Topological insulators (TIs) belong to a new state of matter, where the bulk is insulating but there are conducting surface states with properties governed by the topology of the bulk band structure.1–4 The surface states have a linear Dirac-like energy dispersion, where the electron momentum is locked to its spin.5–9 A direct consequence of this spin-helical Dirac structure is that full 180◦ back-scattering, \( k \rightarrow -k \), requires a spin-flip, and thus conventional wisdom dictates that only magnetic impurities can give rise to such back-scattering. This is intimately related to the fact that the TI Dirac surface state spectrum can only be gapped by impurities or other perturbations breaking time-reversal symmetry.5–7

Based on this theoretical reasoning, one would expect a very clear difference in the behavior of magnetic and non-magnetic impurities on the surface of a three-dimensional (3D) TI. However, despite multiple experimental studies, using predominantly angle-resolved photoemission spectroscopy (ARPES) and scanning tunneling microscopy/spectroscopy (STM/STS), no clear consensus has appeared as to the properties of the TI surface state in the presence of impurities. While the surface state for magnetic impurities in the bulk or in a thin film has been shown to exhibit features resembling a gap,10–12 no energy gap has been found for magnetic impurities deposited directly on the surface.13–16 Interestingly, several studies have found no significant difference in the behavior of magnetic and non-magnetic surface impurities.14,17 Some suggested explanations for these results stem from natural variations in real TI materials; multiple bands can appear at the Fermi level with impurity doping,11 surface band bending has been found to cause valence band quantization,18,19 and the effective magnetic field from some magnetic impurities might align as to not gap the surface,15 to mention a few proposals. Furthermore, the strong suppression of back-scattering off non-magnetic disorder reported from quasiparticle interference measurements using STS has been limited to multiband surfaces,20 the high-energy regime,21–23 where hexagonal warping is present,24 and long-wavelength alloy disordering.25 In addition, STS measurements have found strong impurity resonances significantly modifying the local density of states even for non-magnetic impurities26,27 as well as step edges.28

Recent experiments thus show on a clear complexity of the TI surface state in real materials. However, there is still a fundamental flaw in the argument for the insensitivity to local non-magnetic impurities even for the simplest single TI Dirac surface state. Even if 180◦ back-scattering is forbidden for a single scattering process, the 2D Dirac core structure still allows for skew-scattering. Thus, multiple scattering events, even in a fully time-reversal invariant system, can add up and effectively produce near-perfect back-scattering.

In this work we show that skew-scattering off non-magnetic impurities on the surface of a 3D TI is enhanced for spatially extended impurities or clusters of two or more point-like impurities. While we verify that multiple scattering off non-magnetic impurities cannot generate perfect 180◦ back-scattering, \( k \rightarrow -k \), we demonstrate that near-perfect back-scattering (180◦ ± δ, δ > 0 infinitesimal) is always present and often prominent. We further show that this results in an effective energy gap emerging locally in the spectrum of the surface states around the impurities. The gap-like regime is surrounded by sharp resonances, with energies depending on the spatial shape and potential strength of the impurity. By engineering impurity structures, an extended effectively gapped region can be produced on the surface of a 3D TI using only non-magnetic impurities. We thus propose two closely positioned point-like non-magnetic defects as a minimal model on the 2D TI surface state in which both effective back-scattering and gap opening appear even without breaking time-reversal symmetry. Since any realistic non-magnetic defect has a continuous scattering potential, effective back-scattering is thus generally present for all realistic non-magnetic defects. These results also clearly demonstrate that realistic non-magnetic impurities can behave very similarly to what is
expected from their magnetic counterparts. This offers an important piece of theoretical background for understanding the current experimental status.

To be specific, we consider the surface states of a topological insulator (TI) by means of a continuum model:

$$\mathcal{H}_0 = \varepsilon \sum_k \Psi_{\mathbf{k}}^\dagger (\mathbf{k} \cdot \hat{\mathbf{e}}_3) \cdot \sigma \Psi_{\mathbf{k}},$$

where $$\Psi_{\mathbf{k}}^\dagger = (c_{\mathbf{k} \uparrow}^\dagger c_{\mathbf{k} \downarrow})$$ is the electron creation (annihilation) spinor at momentum $$\mathbf{k}$$. Here, $$\sigma$$ is the Pauli spin matrix vector. Impurity scattering on the surface is accounted for by the Hamiltonian

$$\mathcal{H}_{\text{int}} = \int \Psi_{\mathbf{k}}^\dagger (r) \Psi_{\mathbf{k}} (r) \mathcal{V}(r) \, dr,$$

where the scattering potential matrix $$\mathcal{V}(r)$$ is in general a spatially continuous function peaked around the impurity site. To allow for analytical calculations, the impurity potential is often approximated by Dirac delta function(s), i.e. $$\mathcal{V}(r) = \sum_i \mathcal{V}_i \delta (r - \mathbf{r}_i)$$, such that the impurity scattering occurs at discrete points $$\mathbf{r}_i$$ in space with potential strengths $$V_i$$. Here, we use this approach to simulate the effect of spatially extended impurities. We point out that the collection of two or more scattering points in this work should be regarded as a collective unit rather than individual impurities.

First, for a single scattering point at $$\mathbf{r}_0$$ on the surface, we write the scattering potential $$\mathcal{V}(r) = \mathcal{V}_0 \delta (r - \mathbf{r}_0)$$, where $$\mathcal{V}_0$$ is the $$2 \times 2$$ identity matrix. Using a T-matrix approach, we obtain an exact and elegant description of the scattering off the defect, given by

$$G(\mathbf{k}, \mathbf{k'}) = \delta (\mathbf{k} - \mathbf{k'}) g(\mathbf{k}) + g(\mathbf{r}) e^{-i \mathbf{k} \cdot \mathbf{r}_0} T_{\mathbf{k}'} g(\mathbf{k}),$$

where

$$T = (1 - \mathcal{V} \mathcal{V}_0)^{-1} \mathcal{V} = \mathcal{V} (\mathcal{V} - \mathcal{V}^2) \cdots (\mathcal{V} - \mathcal{V}_0).$$

Here, the bare surface Green function (GF) $$g(\mathbf{k}, \mathbf{z}) = \frac{z \mathcal{V}_0 + \mathcal{V}_0 \delta (\mathbf{z} - \mathbf{r}_0)}{z^2 - \mathcal{V}_0^2}$$, $$\mathcal{V}$$ is the contribution from the plots in (a) — (c), where $$N$$ denotes the number of scattering points. Here, we have used $$\mathbf{k} = k(1, 0)$$, $$V_m = 50 \text{ meV}$$, and cutoff $$D_c = 300 \text{ meV}$$ (see e.g. Ref. 29), for $$T = 1 \text{ K}$$.}

Next, we consider $$N$$ point-like defects described by the Hamiltonian $$\mathcal{H}_{\text{int}} = \sum_{m=1}^N \mathcal{V}_m \Psi_{\mathbf{k}}^\dagger (\mathbf{r}_m) \mathcal{V}_m \Psi_{\mathbf{k}} (\mathbf{r}_m)$$, with $$\mathcal{V}_m = \mathcal{V}_0 \delta (\mathbf{r} - \mathbf{r}_m)$$. Similarly to the above equation for a single defect, we here obtain the exact equation

$$G(\mathbf{k}, \mathbf{k'}) = \delta (\mathbf{k} - \mathbf{k'}) g(\mathbf{k}) + \sum_{mn} g(\mathbf{k}) e^{-i \mathbf{k} \cdot \mathbf{r}_0} T_{mn} e^{i \mathbf{k} \cdot \mathbf{r}_0} g(\mathbf{k'}),$$

where $$T_{mn} = \mathcal{V} (\mathcal{V} - \mathcal{V}_0)^{-1} \mathcal{V}_m = \mathcal{V} (\mathcal{V} - \mathcal{V}_0)^{m-1} \mathcal{V}_m$$.

For the off-diagonal components of the correction we notice the following. The first contribution (factor in front of $$g(\mathbf{k}) g(\mathbf{k'})$$) vanishes for $$\mathbf{k'} = -\mathbf{k}$$ for the same reason as for the single defect. The second contribution (factor in front of $$g(\mathbf{k}) g(\mathbf{k'})$$) can also be seen to vanish at $$\mathbf{k}' = -\mathbf{k}$$, since the difference $$\exp(-\mathbf{ik} \cdot \mathbf{r}_1 + i \mathbf{k'} \cdot \mathbf{r}_2) - \exp(-\mathbf{ik} \cdot \mathbf{r}_1 + i \mathbf{k} \cdot \mathbf{r}_2)$$ does not contribute to the integral. This difference describes two different scattering paths, which are related by time-reversal symmetry and exactly cancel each
other at back-scattering. Summing up the two contributions shows that no channel for back-scattering opens from non-magnetic potential scattering, verifying previous lack of 180° back-scattering results bases on Berry’s phase arguments.\textsuperscript{30}

Skew-scattering is however allowed for any $k' \neq -k$, which is clearly illustrated in Fig. 1 (b), (c), where we plot the magnetic response $M_{\perp}(k,k')$ for two and three scattering points in the defect. A comparison between one, two, and three scattering points clearly shows both that skew-scattering is generally enhanced with the number of scattering points, and that near-perfect back-scattering becomes increasingly important.

A very interesting question pertaining to our results is whether the enhanced skew-scattering leads to the emergence of a gapped DOS locally around the defects. It is a well-known theoretical result that purely magnetic scattering generates a gap in the local DOS.\textsuperscript{31} The magnetic moment is effectively equivalent to a mass term in the Hamiltonian, acting as a coupling between the two linear bands which leads to a gap opening. As magnetic moments also allow spin-flip scattering, their presence enable perfect back-scattering. In the case of non-magnetic impurities there is no gap opening in the strict sense, but as we shall show below there is nonetheless a very clear gap-like feature emerging in the local DOS.

First, we consider the influence of the effective impurity potential on the spatial DOS. For any number of defects $N$, the $T$-matrix equation in real space is given by

$$G(r,r') = g(r-r') + \sum_{mn} g(r-r_{n})T_{mn}g(r_{n}-r'),$$

(6)

In Fig. 2 we plot the calculated LDOS for (a) one through (d) four scattering points. For the single defect (a), the LDOS is calculated at the defect site, showing a typical single impurity resonance below the Fermi level ($\varepsilon F = 0$) locally distorting the original Dirac dispersion (faint), in agreement with previous results.\textsuperscript{32-34} In panels (b)-(d), the defects are evenly distributed along a circle with 0.5 Å radius with the LDOS calculated in the center. The plots clearly show the appearance of a second peak above the Fermi level and the emergence of a gap-like feature inbetween the impurity resonances. The inset in panel (b) illustrates that the DOS between the resonances is finite and does not exhibit a gap in the strict sense. However, since the DOS is strikingly lower than the surrounding DOS we refer to this as a gap-like feature. For increasing number of scattering points the impurity resonances move closer to the Fermi level, similarly as found for increasing scattering potential $V_0$.\textsuperscript{32,33} Strong impurity resonances for non-magnetic impurities have also recently been observed in STS measurements.\textsuperscript{36,37} This behavior reflects that the effective scattering potential experienced by the electrons increases with increasing number of scattering point located closely to one another.\textsuperscript{35}

In order to further analyze the physics emerging around the impurities we reduce our system to a single dimer of scattering points with equally strong scattering potentials $V_m = V_0$, $m = 1,2$. We then have $V_{nm} = -(1 - g_0 V_0)\delta_{mn}$, $m = 1,2$, and $V_{nm} = -g_0 (R_{mn}) \sigma V_0$, $m \neq n$. Using these observations we can derive the following closed expression for the correction $\delta G(r,r')$ to the real space GF

$$\delta G(r,r') = 2F_0(r) + F_1(r) + F_2(r) \cdot \sigma \left[ (1 - g_0 V_0)^2 - g_0^2 (R_{12})^2 \right]^{-1/2}$$

(7)

where $F_0(r) = (1 - g_0 V_0) \sum_n g^2(R_{mn}) / g^2(R_{12})$, $F_1(r)$, and $F_2(r)$ are functions of the electronic structure.\textsuperscript{36}

From this expression we can extract three pieces of important information. First, it is clear that only the last contribution in the above expression is spin-selective. However, as this contribution scales linearly for small spatial extensions $R_{12} \equiv |R_{12}|$ of the impurity, its influence on the magnetic texture is negligible. Thus, the correction does not in any significant way alter the magnetic structure of the surface states. Second, for large distances between the scattering points, $|\nu| R_{12} / v_F \gg 1$, the second contribution in the denominator is neglligible, such that the leading contribution effectively goes like $1/(1 - g_0 V_0)$. This property emphasizes the fact that the collection of scattering points should be regarded as a collective unit. Hence, the correction retains the character of a single defect,\textsuperscript{32} see Fig. 3 (a). Third, for small distances between the scattering points, $|\nu| R_{12} / v_F \ll 1$, there are two resonance peaks emerging at low energies, one at each side of the Fermi level. The initial factor contains the denominator $(1 - g_0 V_0)^2 - g_0^2 (R_{12})^2$.
FIG. 3: Evolution of the local DOS for decreasing distance (a) through (c) [10, 1, 0, 1] Å between two scattering points. Panel (d) shows the energy and spatial dependence of the DOS locally around the impurity dimer in panel (b). Other parameters are as in Fig. 2.

and the factorization

\[ (1 - g_0 V_{0} - V_{0} R^{|\phi|/2})(1 - g_0 V_{0} + V_{0} R^{|\phi|/2}) \]

suggests that the first (second) factor represents an electron (hole) resonance, where \( R = \sqrt{\left[g_0^2(R_{12}) - g_1^2(R_{12})\right]} \) and \( \tan \varphi = \text{Im}[g_0^2(R_{12}) - g_1^2(R_{12})]/\text{Re}[g_0^2(R_{12}) - g_1^2(R_{12})] \). These resonances are conspicuous in Fig. 3 (b) and (c), were we plot the local DOS for two scattering points for decreasing inter-impurity distances. For decreasing distance \( R_{12} \), the contribution \( V_{0} R \gg 1 \) indicates that the electron and hole resonances become more symmetrically located around the Fermi level for decreasing distance between the scattering points. This behavior is verified in Fig. 3 (b) and (c). The spatial extension of the emergent gap in the DOS locally around the impurity asymptotically scales as \( \sqrt{v_F |\phi| R_{12}} \). Thus, for \( R_{12} \sim 1 \) Å and \( V_{0} = 50 \) meV the resonances emerge at about \( 10 - 50 \) meV, which gives a spatial range of the order of 10-30 Å, see Fig. 3 (d).

The spatial dependence of the emergent gap can be exploited further to engineer structures with a spatially extended gap in the DOS. For example, distributing impurities in a linear chain on the surface creates a modified DOS along the structure with an apparent gap which is correspondingly extended in real space. In Fig. 4 we plot the energy and spatial dependence of the LDOS near five impurity dimers. It is readily seen that the gap remains finite throughout the linear chain of impurities due to the finite spatial range of the modified DOS. The traces in panel (a) show the DOS at the positions indicated by lines in panel (b), more clearly illustrating the presence of the gap in an extended spatial range. These traces, moreover, clearly demonstrate the emergence of several resonance peaks on each side of the Fermi level. The appearance of more than just one electron and hole resonance is a result of multiple scatterings off the assembly of scattering points, as it would appear in a realistic structure. The plots in Fig. 4 demonstrate that the structure of impurities create a local electronic structure which is markedly differ from the unperturbed linear spectrum. It is also clear that the electronic structure in the interior of the impurity chain is more developed than on the edges. By further extending the impurity chain to comprise even more impurity dimers, the interior electronic structure approaches a bulk electronic structure, where a finite gap is generated on the surface of a topological insulator without breaking time-reversal symmetry.

We have, using a T-matrix approach, explicitly demonstrated that spatially extended impurities, here addressed through a collection of two or more non-magnetic scattering points, dramatically enhances both elastic skew-scattering and near-perfect 180° back-scattering, showing that scattering is only suppressed at the singular perfect back-scattering point in \( k \)-space. Since any realistic defect has a spatial extent and thus cannot be just modeled by a single-point defect, our results show that substantial skew- and near-perfect back-scattering is always present in real 3D TIs, even when time-reversal symmetry is intact. Further, multiple non-magnetic defects give rise to a local effective energy gap around the impurities, surrounded by sharp impurity-induced resonances. By engineering impurity structures, we have shown that it is possible to create an extended energy gap region on the surface of a 3D TI.
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