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Using unmanned aerial vehicles (UAVs) in emergency communications is a promising technology because of their flexible deployment, low cost, and high mobility. However, due to the limited energy of the onboard battery, the service duration of the UAV is greatly limited. In this paper, we study an emerging energy-efficient UAV emergency network, where a UAV works as an aerial base station to serve a group of users with different statistical quality-of-service (QoS) constraints in the downlink. In particular, the energy efficiency of the UAV is defined as the sum effective capacity of the downlink users divided by the energy consumption of the UAV, which includes the energy consumed by communication and the energy consumed by hovering. Then, we formulate an optimization problem to maximize the energy efficiency of the UAV by jointly optimizing the UAV’s altitude, downlink transmit power, and bandwidth allocation while meeting a statistical delay QoS requirement for each user. The formulated optimization problem is a nonlinear nonconvex optimization problem of fractional programming, which is difficult to solve. In order to deal with the nonconvex optimization problem, the following two steps are used. First, we transform the fractional objective function into a tractable subtractive function. Second, we decompose the original optimization problem into three subproblems, and then, we propose an efficient iterative algorithm to obtain the energy efficiency maximization value by using the Dinkelbach method, the block coordinate descent, and the successive convex optimization technique. Extensive simulation results show that our proposed algorithm has significant energy savings compared with a benchmark scheme.

1. Introduction

1.1. Background and Motivation. The communication network is crucial for postdisaster rescue. However, when disasters (e.g., earthquakes and tsunamis) occur, the infrastructure of terrestrial communication networks, such as base stations, will be severely damaged [1]. Furthermore, the traditional terrestrial wireless network is difficult to be rebuilt and restore communication in a short time, because it requires a lot of equipment and manpower. Therefore, it is a huge challenge to quickly deploy an emergency network. Recently, the application of UAVs in wireless communications has attracted great attention because of their high mobility, low cost, and flexible deployment [2]. In addition, due to the mobility of the UAV, a high probability line-of-sight (LoS) link can be formed between ground users and the UAV. Thus, UAVs as aerial base stations (BSs) [3–5] and relays [6, 7] have been extensively studied by researchers from the scientific and industrial circles. Motivated by the above discussion, we exploit UAVs to build an emergency network to serve a group of users in a disaster area.

With the widespread use of smart devices, mobile multimedia traffic (e.g., video and remote meetings) has increased exponentially in the network. Multimedia traffic will account for more than 82% of the entire network traffic in 2021 [8]. Correspondingly, the UAV-enabled emergency network
should provide the delay QoS guarantee for mobile multimedia traffic. Due to the time-varying nature of the wireless channel, it is difficult to provide a deterministic delay guarantee for the transmitted multimedia traffic. Thanks to the effective capacity (EC) [9–12] that it has been widely used to provide statistical delay QoS guarantee for multimedia traffic in wireless networks.

When a UAV is used as an aerial BS to provide emergency services, how to extend the service time of the UAV is an important issue, because the onboard battery of the UAV has limited energy. According to References [13, 14], the energy consumption of the UAV is related to its hovering altitude. Therefore, by carefully designing the hovering altitude and resource allocation of the UAV, the energy consumption of the UAV can be reduced when transmitting the same amount of data. Inspired by this reason, in this paper, we consider a UAV as an aerial BS to serve a group of ground users with different statistical QoS constraints in the downlink. Our goal is to maximize the energy efficiency of the UAV by jointly optimizing the altitude and resource allocation of the UAV while satisfying a statistical QoS requirement for each user.

1.2. Related Works. The works in [15–17] investigated the energy efficiency of UAVs as base stations, but the propulsion energy consumption of UAVs was ignored. The authors of [15] proposed to minimize UAV transmission power to achieve energy-efficient deployment while meeting the wireless coverage of ground users. In [16], the authors considered multiple UAVs energy-efficient three-dimensional (3D) deployment scenarios by optimizing the total transmit power to the minimum and ensuring the QoS requirement of each user. In [17], the energy efficiency of UAV-aided 5G systems with interference-aware was maximized when supporting device-to-device communication. However, since the energy consumed by UAV propulsion is usually much higher than the energy consumed by communication, optimizing the consumption of propulsion energy directly prolongs the service duration of the UAV. Therefore, the propulsion energy consumption of the UAV cannot be ignored when studying the energy efficiency of the UAV. Motivated by this reason, the propulsion energy consumptions of fixed-wing and rotary-wing UAVs were studied in detail in [18, 19], respectively. Further, the energy consumption models of these two UAVs are given when they are used in wireless communication. In [20], the authors studied how to maximize the energy efficiency of the UAV based on the energy consumption model of the rotary-wing UAV in [19] when the UAV was used for secure communication. Although these works [18–20] consider the propulsion energy consumption of the UAV, they only focus on the energy consumption of UAVs at a fixed altitude. We can learn from [13, 14] that the propulsion energy consumption of the UAV is related to the flight altitude, and energy consumption can be significantly reduced by optimizing the flight altitude of the UAV. Please note that although the hovering altitude of the UAV is optimized in works [15–17], the authors only focus on improving the probability of LoS without considering the relationship with the propulsion energy consumption of the UAV. In addition, all of the above works do not consider the impact of the UAV bandwidth allocation on energy efficiency. In [21], the author studied the problem of maximizing UAV energy efficiency by jointly optimizing user division, transmit power, bandwidth allocation, and UAV trajectory.

In UAV-enabled emergency networks, besides energy-efficient deployment, it is also very important to ensure the delay QoS requirement of each user. There are some previous research works [4, 22, 23] taking into account delay in UAV-enabled networks. The authors of [4] solved the minimum delay base station placement problem under constraints of UAV energy and speed. In [22], on the premise of ensuring the QoS of delay-sensitive users, the capacity of delay-tolerant users was increased to maximize the throughput of the entire network by optimizing resource allocation and UAV’s trajectory. In [23], the authors studied the optimal placement and distribution of cooperative UAVs to obtain the optimization of the overall network delays. Although the delay is considered in works [4, 22, 23], the delay-bounding is determined. Due to the wireless channel has inherent time-varying characteristics, it is very difficult and impractical to provide a deterministic delay in UAV-enabled wireless networks. To solve this problem, the effective capacity has been extensively introduced into UAV networks to provide the statistical delay QoS provisioning for multimedia traffic users in [24–26]. The number of connectable Internet of Things (IoT) devices is maximized on the uplink of the UAV relay network, while meeting heterogeneous statistical QoS requirements of IoT devices in [24]. The authors of [25] maximized the sum effective capacity of the system by jointly optimizing the 3D location of the UAV and resource allocation under the constraint of the statistical delay QoS for each user. In [17], the effective capacity was maximized under the average power and peak rate constraints, which meet various statistical QoS requirements. However, none of the works [23–26] studies the energy-efficient deployment of the UAV.

1.3. Contributions. In this paper, we jointly consider the influence of the UAV altitude, bandwidth, and power allocation, as well as time-varying channels on the UAV energy consumption. For this reason, we propose to maximize the energy efficiency of the UAV by jointly optimizing the UAV altitude, downlink transmit power, and bandwidth allocation while meeting a statistical delay QoS requirement for each user. The main contributions of this paper are given as follows:

(i) In this paper, we consider a UAV with limited energy as a base station used in a disaster area where it lacks ground facilities. When we establish the UAV energy consumption model, we consider that the energy consumption is related to the hovering altitude. Because the time-varying characteristics of the wireless channel cause uncertain delay boundaries for data transmission, we adopt the effective capacity theory to establish a statistical delay QoS guarantee. Besides, we apply the LoS probability-
based A2G propagation to model the large-scale path loss. Then, we formulate an optimization problem to maximize the energy efficiency of the UAV by jointly optimizing the UAV altitude, downlink transmit power, and bandwidth allocation while meeting a statistical delay QoS requirement for each user.

(ii) Because the formulated problem is a nonlinear nonconvex optimization problem of fractional programming, it is very difficult to find its optimal solution directly. To this end, we transform the fractional objective function into a tractable subtractive function. Then, we decompose the original optimization problem into three subproblems, i.e., downlink transmit power, bandwidth allocation, and altitude optimization. An efficient iterative algorithm is proposed to obtain the energy efficiency maximization value by using the Dinkelbach method, the block coordinate descent (BCD), and the successive convex optimization (SCO) technique.

(iii) Extensive numerical simulations are conducted to prove the performance of our proposed algorithm in three environments. Our simulation results find the optimal altitude for deployment of the UAV in the disaster area. We also extend the optimization of the UAV’s location to the 3D space and find the optimal 3D location of the UAV. In addition, we further reveal the characteristics of bandwidth and transmit power allocation in the simulation results. Finally, compared with the benchmark, our algorithm has an obvious performance gain.

1.4. Organization. The rest of this paper is organized as follows. In Section 2, we introduce the effective capacity model. System model and the problem formulation for energy efficiency maximization are given in Section 3. In Section 4, an efficient iterative algorithm is proposed by using the Dinkelbach method, the BCD, and the SCO technique. Extensive numerical simulation results are shown in Section 5. In Section 6, the paper is concluded.

2. The Theory of Effective Capacity

In order to describe the statistical QoS provisioning of data transmission in the time-varying wireless channel, we adopted the concept of effective capacity introduced in [9] as the dual concept of effective bandwidth [27]. Specifically, the effective capacity [9, 10, 28] is defined as the maximum constant arrival rate that can be supported by the service rate \( R \) and meets a specific QoS exponent \( \theta \). If the service rate \( R \) is stationary and time-uncorrelated, the effective capacity can be expressed as follows:

\[
C(\theta) = -\frac{1}{\theta} \ln \left( \mathbb{E}\left\{ e^{-\theta R} \right\} \right) \text{ (bits)},
\]

where \( \mathbb{E}\{\cdot\} \) is the expectation operation. Note that the parameter \( \theta \), called as the QoS exponent, is a certain positive constant. The parameter \( \theta \) is very important for the statistical QoS provisioning, which can characterize the decaying rate of the QoS violation probability. A smaller \( \theta \) indicates a slower decay rate, which means that the system can only provide a loose QoS guarantee; on the contrary, a larger \( \theta \) represents a faster decay rate, which implies that a more stringent QoS provisioning is required.

The statistical QoS provisioning can be represented as a function of the effective capacity as follows:

\[
\Pr\{\text{Delay} > D_{\text{max}}\} = e^{-\theta C(\theta)D_{\text{max}}},
\]

where \( D_{\text{max}} \) is the delay-bounding.

3. System Model and Problem Formulation

3.1. System Model. As shown in Figure 1, we consider an emergency communication scenario where all terrestrial wireless networks are completely destroyed due to disasters, such as earthquakes and tsunamis. A rotary-wing UAV serving as an aerial base station is employed to provide the multimedia service to \( N > 1 \) ground users, which are denoted by \( \mathcal{N} \) with \( |\mathcal{N}| = N \), in the downlink. The ground users with different statistical delay QoS requirements are randomly distributed in the disaster area. It is assumed that the UAV base station uses orthogonal frequency division multiple
access (OFDMA) technology to communicate with ground users in the time horizon $T$.

Without loss of generality, we build a 3D Cartesian coordinate system in which the horizontal coordinate of each ground user $n$ is located at $w_n = [x_n, y_n]^T \in \mathbb{R}^{2x1}, n \in N$. In addition, we assume that the horizontal position of the UAV is at the origin of coordinate system which is denoted as $(0, 0)$. The flying altitude of the UAV is assumed to be $z$, which is greater than the minimum altitude required by local regulations or the minimum safe flying altitude.

The distance between the UAV and the ground user $n$ can be calculated as follows:

$$d_n = \sqrt{x_n^2 + y_n^2 + z^2}, \quad \forall n.$$  

(3)

The air-to-ground (A2G) wireless channel coefficient from the UAV to the ground user $n$ can be expressed as follows:

$$h_n = \sqrt{\kappa_n} g_n, \quad \forall n,$$  

(4)

where $\sqrt{\kappa_n}$ denotes the large-scale average path loss coefficient and $g_n$ is the small-scale fading coefficient.

Although the UAV is suspended in the air, due to the complex ground conditions, such as buildings and trees, the A2G link may also be blocked and appear as a non-line-of-sight (NLoS) channel. Therefore, we can model the A2G link as probabilistic LoS and NLoS channel as done in [29–31]. In this model, the A2G path loss is composed of two parts: one part is the large-scale path loss related to distance and the other part is the additional loss based on the LoS probability. The probability that the LoS channel exists between the UAV and the ground user $n$ can be obtained by the following:

$$P_{\text{LoS}}^n = \kappa \left( \frac{180}{\pi} \arctan \frac{15}{\sqrt{x_n^2 + y_n^2}} \right)^\omega, \quad \forall n,$$  

(5)

where $\kappa$ and $\omega$ are denoted as the parameters, which are related to the geographical environment of signal propagation, and $\arctan^{-1}(z/\sqrt{x_n^2 + y_n^2})$ is the elevation angle in radian.

Because the probability of the LoS channel and the probability of the NLoS channel sum to 1, we can obtain the following:

$$P_{\text{NLoS}}^n = 1 - P_{\text{LoS}}^n, \quad \forall n.$$  

(6)

For the purpose of simplification, we calculate the expected value of the large-scale path loss, not its random value. The large-scale average path loss can be expressed as follows:

$$\chi_n = \zeta d_n^2 (P_{\text{LoS}}^n 10^{-0.1\nu_{\text{LoS}}} + P_{\text{NLoS}}^n 10^{-0.1\nu_{\text{NLoS}}}), \quad \forall n,$$  

(7)

where $\zeta$ denotes the path loss at the unit distance and $\nu_{\text{LoS}}$ and $\nu_{\text{NLoS}}$ are the additional path losses in dB depending on the LoS condition and the NLoS condition, respectively.

For the purpose of simplification, we can further transform the following equation as follows:

$$\chi_n = d_n^2 (K + L_{\text{LoS}}^n), \quad \forall n,$$  

(8)

where $K = C_n^{\text{LoS}}$ and $L = \zeta (10^{-0.1\nu_{\text{LoS}}} - 10^{-0.1\nu_{\text{NLoS}}})$.

In addition, we can model the small-scale fading at A2G channel from the UAV to any ground user $n$ as the Rician fading, because there are usually a dominant LoS component and multipath scatterers. Using this model, $h_n$ is the circularly symmetric complex Gaussian distribution $\mathbb{CN}(0, 1)$. According to [32], $|h_n|^2$ is the small-scale power gain which obeys the noncentral chi-square distribution and is with a normalized average power $E[|h_n|^2] = 1$. Thus, the probability distribution function (PDF) of $|h_n|^2$ can be written as follows:

$$f_{|h_n|^2}(\omega) = \frac{(K_n + 1) e^{-K_n}}{E[|h_n|^2]} \exp \frac{-(K_n + 1)\omega}{E[|h_n|^2]} \times I_0 \left(2 \sqrt{\frac{K_n(K_n + 1)\omega}{E[|h_n|^2]}}\right), \quad \omega \geq 0,$$  

(9)

where $I_0$ denotes the zero-order modified Bessel function of the first kind and $K_n$ is the Rician factor.

Let $B$ denote the total bandwidth. Because the OFDMA protocol is employed for data transmission, we can divide the total bandwidth into $N$ subcarriers. We assume that the bandwidth allocated to the ground user $n$ is $B_n$. So, we have the following:

$$\sum_{n=1}^{N} B_n \leq B.$$  

(10)

Also, we denote the maximum transmit power as $P$. $P_n$ is the transmit power allocated to the ground user $n$. Therefore, we can obtain the following:

$$\sum_{n=1}^{N} P_n \leq P.$$  

(11)

We assume that the coherence time of each subcarrier is $T_c$, which is the frame length of a data transmission. The maximum instantaneous transmission rate for user $n$ in one frame is given by the following:

$$R_n = T_B \log_2 \left(1 + \frac{P_n \chi_n |h_n|^2}{N_0 B_n}\right),$$  

(12)

where $N_0$ is the single-sided noise spectral density.
Based on the above derivations, the effective capacity of the ground user $n$ can be obtained by the following:

$$
E_C^n([h_n]^2) = -\frac{1}{\theta_n} \ln E\left(e^{-\theta_n TB_n \log_2(1+(P_{n,x_n}|h_n|^2/N_0 B_n))}\right)
$$

$$
= -\frac{1}{\theta_n} \ln \int_0^{\infty} e^{-\theta_n TB_n \log_2(1+y_0)} f\left([h_n]^2\right) d|h_n|^2,
$$

(13)

where $y_n = P_{n,x_n}|h_n|^2/N_0 B_n$ denotes the signal-to-noise ratio (SNR) of user $n$. The total power of the UAV mainly includes three parts: data transmission power $P_T$, circuit power $P_{C}$, and the UAV hovering power $P_H$, which can be written as follows:

$$
P_t = \rho P_T + P_{C} + P_H = \rho \sum_{n=1}^{N} P_n + P_{C} + P_H,
$$

(14)

where $1/\rho$ denotes the drain efficiency of power amplifier.

According to [14], the hovering power of the UAV is related to the altitude, which is given by the following:

$$
P_H = \alpha_H z + \beta_H,
$$

(15)

where $\alpha_H$ and $\beta_H$ are the results of curve fitting based on the power/energy values measured in the field experiment.

### 3.2. Problem Formulation

The UAV energy efficiency, denoted by $\eta_{EE}$, is defined as the ratio of the sum effective capacity to the energy consumption of the UAV as follows:

$$
\eta_{EE} = \frac{E_C}{P_T},
$$

(16)

where $E_C$ is the sum effective capacity, which can be expressed as follows:

$$
E_C = \sum_{n=1}^{N} E_C^n.
$$

(17)

Let $\mathbf{B} = \{B_n, \forall n\}$ and $\mathbf{P} = \{P_n, \forall n\}$. Assuming that the UAV knows the location of each ground user, our goal is to maximize the energy efficiency of the UAV by jointly optimizing the height $z$, power allocation $\mathbf{B}$, and bandwidth allocation $\mathbf{P}$ of the UAV, while meeting a statistical QoS requirement for each user. Mathematically speaking, the optimization problem is formulated as follows:

$$
\max_{z, \mathbf{B}, \mathbf{P}} \sum_{n=1}^{N} -1/\theta_n \ln E\left(e^{-\theta_n R_n}\right)
$$

(18a)

subject to:

$$
-\frac{1}{\theta_n} \ln E\left(e^{-\theta_n R_n}\right) \geq A_n, \quad \forall n
$$

(18b)

where $R_n$ denotes the rate of the $n$-th user. In Equation (18g), $P_{max}$ denotes the total maximum power of the UAV. Besides, $z_i$ is the minimum altitude required by local regulations or the minimum safe flying altitude in Equation (18h). Please note that solving Equation (18) is very challenging, mainly due to the following two reasons. First, the objective function is a nonlinear fractional form and is not jointly concave with respect to $\mathbf{B}$, $\mathbf{P}$, and $z$. Second, Equation (18b) is a nonconvex constraint with respect to $B_n$, $P_n$, and $z$. Therefore, Equation (18) is a nonconvex nonlinear fractional form optimization problem which cannot be solved by standard methods efficiently.

### 4. Proposed Algorithm

In this section, Equation (18) is solved in three steps. Specifically, we first convert the fractional form into a subtraction form. However, the transformed objective function is still nonconcave which cannot be also solved by standard methods directly. Then, based on the BCD, the Lagrangian dual method, and the SCO technique, an efficient iterative algorithm is proposed to solve the transformed problem. Finally, the maximal energy efficiency and optimal value of multiple variables are obtained by applying the Dinkelbach method.

#### 4.1. Objective Function Transform

We first convert the fractional form into a subtraction form. Suppose the maximum value of Equation (18) is $\Xi^*$, which can meet the equation as follows:

$$
\Xi^* = \frac{E_C(z^*, B^*, P^*)}{P_t(z^*, B^*, P^*)^T} = \max_{z, \mathbf{B}, \mathbf{P}} \frac{E_C(z, \mathbf{B}, \mathbf{P})}{P_t(z, \mathbf{B}, \mathbf{P})^T},
$$

(19)

where

$$
E_C(z, \mathbf{B}, \mathbf{P}) = \sum_{n=1}^{N} -\frac{1}{\theta_n} \ln E\left(e^{-\theta_n TB_n \log_2(1+(P_{n,x_n}|h_n|^2/N_0 B_n))}\right),
$$

(20)
\[ P_t(z, B, P) = \rho \sum_{n=1}^{N} P_n + P_C + \alpha_H z + \beta_H, \tag{21} \]

\{z^*, B^*, P^*\} is the optimal solution of the optimized variable and \( \Xi \) is the energy efficiency of Equation (18).

According to [33], the energy efficiency maximization can be obtained, if and only if

\[
\max_{z,B,P} E_C(z, B, P) - \Xi P_t(z, B, P) T = E_C(z^*, B^*, P^*) - \Xi^* P_t(z^*, B^*, P^*) T. \tag{22}
\]

Knowing from Equation (22), we can transform the non-linear fractional objective function of Equation (18) into a subtraction objective function which is a function with variable \( \Xi \). Hence, Equation (18) can be rewritten as follows

\[
\max_{z,B,P} E_C(z, B, P) - \Xi P_t(z, B, P) T \tag{23a}
\]

\[
s.t. -\frac{1}{\theta_n} \ln \mathbb{E} \left( e^{-\theta_n B_n} \right) \geq A_n, \quad \forall n \tag{23b}
\]

\[
\sum_{n=1}^{N} B_n \leq B \tag{23c}
\]

\[
B_n \geq 0, \quad \forall n \tag{23d}
\]

\[
\sum_{n=1}^{N} P_n \leq P \tag{23e}
\]

\[
p_n \geq 0, \quad \forall n \tag{23f}
\]

\[
\sum_{n=1}^{N} P_n + P_C + P_H \leq P_{\text{max}} \tag{23g}
\]

\[
\sum_{n=1}^{N} P_n + P_C + P_H \leq P_{\text{max}} \tag{23h}
\]

In order to obtain the optimal solution of Equation (23), we propose an efficient iterative algorithm by applying the Dinkelbach method. Furthermore, we show the proposed algorithm in Algorithm 1.

Algorithm 1: Dinkelbach method for Equation (23).

**Lemma 1.** The objective function \( E_C(z, B, P) - \Xi P_t(z, B, P) T \) is a concave function with respect to \( p_n \).

**Proof.** According to Reference [25], \( E_C(z, B, P) \) is concave with respect to \( p_n \). Besides, \( -\Xi P_t(z, B, P) T \) is a linear function with respect to \( p_n \). Since a nonnegative weighted sum of concave functions is concave, the objective function \( E_C(z, B, P) - \Xi P_t(z, B, P) T \) is a concave function with respect to \( p_n \). Thus, Lemma 1 is fully proved.

According to Lemma 1, Equation (24a) is a concave function with respect to \( p_n \). The LHS of the constraint (Equation (22b)) is also a concave function with respect to \( p_n \), which have been proved in [25]. Furthermore, Equations (24c), (24d), and (24e) are all linear constraints. As such, Equation (24) is a convex optimization problem. Furthermore, we can also verify Slater’s constraint holds for Equation (24) [34]. According to Slater’s theorem, for Equation (24), its strong duality holds and the optimal duality gap is 0. Therefore, we can solve the dual problem to obtain the optimal solution of Equation (24) by applying the Lagrange duality. The partial Lagrangian of problem (24) can be written as follows:

\[
\mathcal{L}(P, \lambda, \nu, \omega) = \sum_{n=1}^{N} \frac{1}{\theta_n} \ln \mathbb{E} \left( 1 + \frac{(P_n A_n |h_n|^2)}{N_n B_n} \right)^{-\rho} \\
-\Xi \left( \rho \sum_{n=1}^{N} P_n + P_C + \alpha_H z + P_H \right) T \\
+ \sum_{n=1}^{N} \lambda_n \left( 1 + \frac{(P_n A_n |h_n|^2)}{N_n B_n} \right)^{-\rho} - A_n \\
+ \nu \left( P - \sum_{n=1}^{N} P_n \right) + \omega \left( P_{\text{max}} - \sum_{n=1}^{N} P_n - P_C - P_H \right), \tag{25}
\]

where \( B = \{B_n|\forall n\} \), \( P = \{P_n|\forall n\} \), and \( \rho = \theta TB_n \ln 2 \). Moreover, \( \lambda, \nu, \) and \( \omega \) denote the Lagrange multiplier vectors associated with the constraints (Equations (24b), (24c), and (24e)), which lie in Equation (24). Constraint (Equation (24d)) will be used when we consider the boundary of the optimal solution in the following.
In order to facilitate the subsequent calculations, we transform Lagrangian (Equation (25)) into the form as follows:

$$\mathcal{L}(P, \lambda, \nu, \omega) = \sum_{n=1}^{N} Y + \Gamma,$$

where

$$Y = (\lambda_n + 1) \left( \frac{1}{\theta_n} \ln \mathbb{E} \left( \left( 1 + \frac{P_n X_n |h_n|^2}{N_0 B_n} \right)^{-\rho} \right) \right) - (\mathbb{E} \rho + \omega + \nu) P_n,$$

$$\Gamma = -\mathbb{E} (P_C + \alpha_H x + \beta_H T) T + \sum_{n=1}^{N} \lambda_n (-A_n) + \nu P + \omega (P_{\text{max}} - P_C - P_H).$$

For the given Lagrange multiplier vectors ($\lambda, \nu, \omega$), Equation (26) can be regarded as $N$ parallel subproblems, which can be solved independently. Because Equation (28) is not related to $B$ and $P$, it can be considered as a constant. Therefore, when we solve the optimal solution of Equation (24), Equation (28) can be ignored. Let $P^*_n$ denote the optimal solution of Equation (27), when Equation (27) obtains the maximum value. Due to the concave characteristic of Equation (27) with respect to $P_n$, we can solve it by applying the Karush-Kuhn-Tucker (KKT) conditions. Next, we take the partial derivatives of Equation (27) with respect to $P_n$ as follows:

When the constraint (Equation (24d)) is considered, the optimal solution, denoted by $P^*_n$, can meet the following:

$$\frac{\partial Y}{\partial P_n} = (1 + \lambda_n) \frac{\rho (X_n |h_n|^2/\eta N_0 B_n) (1 + (P^*_n X_n |h_n|^2/\eta N_0 B_n))^{1-\rho}}{\mathbb{E} (1 + (P^*_n X_n |h_n|^2/\eta N_0 B_n))^{\rho}} - (\mathbb{E} \rho + \omega + \nu),$$

$$\left\{ \begin{array}{l}
\frac{\partial Y}{\partial P_n} |_{P_n = 0} < 0, \quad P^*_n = 0, \\
\frac{\partial Y}{\partial P_n} |_{P_n = \text{P}_n^*} > 0, \quad P^*_n > 0.
\end{array} \right.$$  \hspace{1cm} (29)

Then, the optimal solution for the power allocated $P_n$ to user $n$ can be obtained as follows:

$$P^*_n = \left[ \frac{\rho (1+\rho) X_n |h_n|^2/\eta N_0 B_n} {\mathbb{G} (1+\rho) (X_n |h_n|^2/\eta N_0 B_n)^{\rho (1+\rho)}} - \frac{N_0 B_n}{X_n |h_n|^2} \right]^{+}.$$  \hspace{1cm} (30)

where $\mathbb{G} = (\mathbb{E} \rho + \omega + \nu)\mathbb{E} (1 + (P^*_n X_n |h_n|^2/\eta N_0 B_n))^{1-\rho}/(1 + \lambda_n)$ and $[x]^+ = \max \{0, x\}$. Furthermore, according to a similar lemma in [28], we know that the value of $\Theta$ can be obtained when the constraint is satisfied with equality. Therefore, by inserting Equation (31) into Equation (24b) and changing the inequality operation with equality, we have the following:

$$-\frac{1}{\theta_n} \ln \mathbb{E} \left( 1 + \frac{\rho (1+\rho) X_n |h_n|^2/\eta N_0 B_n} {\mathbb{G} (1+\rho) (X_n |h_n|^2/\eta N_0 B_n)^{\rho (1+\rho)}} - \frac{N_0 B_n}{X_n |h_n|^2} \right)^{-\rho} = 0,$$

where the expectation operations can be processed by applying the closed-form expressions in [35]. When $\Theta$ is found, we can solve Equation (31) to obtain the optimum power allocation $P^*_n$.

4.3. Optimization for Bandwidth Allocation. For any given UAV altitude $z$ and power allocation $B$, Equation (23) can be solved by optimizing the following problem:

$$\max_{B} E_C(z, B, P) - \mathbb{E} P_l(z, B, P)^T$$

s.t. $-\frac{1}{\theta_n} \ln \mathbb{E} \left( e^{-\theta_n R_n} \right) \geq A_n, \quad \forall n$

$$\sum_{n=1}^{N} B_n \leq B,$$  \hspace{1cm} (33c)

where the first term of the objective function $E_C(z, B, P)$ is a concave function with respect to $B$, which has been proved in [25]. In addition, constraint (Equation (33a)) has also been proven to be a concave function with respect to $B_n$. Finally, constraint (Equation (33c)) is a linear function. So, Equation (33) is a standard convex optimization problem which can be solved by applying the interior-point method [34].

4.4. Optimization for the UAV’s Altitude. With given any power and bandwidth allocation $\{B, P\}$, Equation (23) can be transformed as follows:

$$\max_{z} E_C(z, B, P) - \mathbb{E} P_l(z, B, P)^T$$

s.t. $-\frac{1}{\theta_n} \ln \mathbb{E} \left( e^{-\theta_n R_n} \right) \geq A_n, \quad \forall n$

$$z_l \leq z \leq z_u,$$  \hspace{1cm} (34c)

where the objective function of Equation (34) is nonconcave with respect to $z$. At the same time, constraint (Equation 34b) is a nonconcave constraint. Only, constraint (Equation 34c) is a linear constraint. Thus, Equation (34) is a nonconvex problem. In general, there is no efficient way to solve this type of problem. Next, successive convex optimization technique will be used to obtain the suboptimal solution for bandwidth allocation $B$. To this end, by introducing slack variables $\iota = \{n = K + \lambda n(180/\pi \arctan(z/\sqrt{x_n^2 + y_n^2}) - 15^\circ) x_n^2 + y_n^2 + z^2, \forall n\}$, Equation (34) can be rewritten as follows:

$$\max_{z} \sum_{n=1}^{N} \frac{1}{\theta_n} \ln \mathbb{E} \left( e^{-\theta_n R_n} \right) - \mathbb{E} T(z_H z + \iota)$$  \hspace{1cm} (35a)
\[
s.t. -\frac{1}{\theta_n} \ln \mathbb{E}\left( e^{-\theta_n R_n} \right) \geq A_n, \quad \forall n \quad (35b)
\]
\[
K + L K \left( \frac{180}{\pi} \arctan^{-1} \left( \frac{z}{\sqrt{x_n^2 + y_n^2}} \right) - 15^\circ \right) \omega \geq t_n, \quad \forall n \quad (35c)
\]
\[
z_t \leq z, \quad \forall n \quad (35d)
\]

where
\[
R_n = TB_n \log_2 \left( 1 + \frac{P_n t_n |h_n|^2}{N_0 B_n} \right), \quad \forall n \quad (36)
\]
\[
\Xi = \rho \sum_{n=1}^{N} P_n + P_C + \beta H, \quad (37)
\]

The LHS of constraint (Equation (33b)) is a concave function with respect to \( z \) which has been proved in [25]. Since the first term of the objective function (Equation (35a)) is a nonnegative weighted sum of the LHS constraint (Equation (35b)), it is concave. Then, the first term of the objective function (Equation (35a)) subtracts \( \Xi \), which is a linear function with respect to \( z \). Therefore, the objective function (Equation (35a)) is a concave function with respect to \( z \). However, constraint (Equation (35c)) is still nonconvex constraint. To deal with the nonconvexity of Equation (35c), we introduce slack variables
\[
\xi = \{ \xi_n = K + L K \left( \frac{180}{\pi} \arctan^{-1} \left( \frac{z}{\sqrt{x_n^2 + y_n^2}} \right) - 15^\circ \right) \omega, \forall n \} \quad \text{and} \quad \Omega = \{ \Omega_n = x_n^2 + y_n^2 + z^2, \forall n \}. \quad \text{So, Equation (35)} \quad \text{can be reformulated as follows:}
\]
\[
\max_z \sum_{n=1}^{N} -\frac{1}{\theta_n} \ln \mathbb{E}\left( e^{-\theta_n R_n} \right) - \mathbb{E}T(\alpha_f z + \Xi) \quad (38a)
\]
\[
s.t. -\frac{1}{\theta_n} \ln \mathbb{E}\left( e^{-\theta_n R_n} \right) \geq A_n, \quad \forall n \quad (38b)
\]
\[
\frac{\xi_n}{\Omega} \geq t_n, \quad \forall n \quad (38c)
\]
\[
\left( \frac{180}{\pi} \arctan^{-1} \left( \frac{z}{\sqrt{x_n^2 + y_n^2}} \right) - 15^\circ \right) \omega \geq \xi_n, \quad \forall n \quad (38d)
\]
\[
x_n^2 + y_n^2 + z^2 \leq \Omega_n, \quad \forall n \quad (38e)
\]
\[
z_t \leq z, \quad \forall n \quad (38f)
\]

where according to [29], the LHS of constraint (Equation (38d)) is a concave function. Since the LHS of constraint (Equation (38d)) is a second-order cone, constraint (Equation (38d)) is a convex constraint. Unfortunately, constraint (Equation (38c)) is still a nonconvex constraint. In the following, taking natural logarithms on both sides of constraint (Equation (38c)), we have the following:
\[
\ln \xi_n \geq \ln t_n + \ln \Omega_n, \quad \forall n. \quad (39)
\]

To tackle the nonconvexity of Equation (39), we use the successive convex optimization technique to approximate \( \ln t_n \) in each iteration. Based on the characteristics of concave functions, we know that the first-order Taylor expansion of any concave function is its global upper estimate. Therefore, given \( l_n \) as value of \( t_n \) in the \( l \)-th iteration, we have the following:
\[
\ln t_n \leq \ln l_n + \frac{1}{l_n} (l_n - t_n), \quad \forall n. \quad (40)
\]

Similarly, we have the following:
\[
\ln \Omega_n \leq \ln \Omega_n + \frac{1}{\Omega_n} (\Omega_n - \Omega_n), \quad \forall n, \quad (41)
\]

where \( \Omega_n \) is the value of \( \Omega_n \) in the \( l \)-th iteration.

Applying the SCO technique, Equation (38) is approximated as the following problem:
\[
\max_{\xi, \Omega} \sum_{m=1}^{N} -\frac{1}{\theta_n} \ln \mathbb{E}\left( e^{-\theta_n R_n} \right) - \mathbb{E}T(\alpha_f z + \Xi) \quad (42a)
\]
\[
s.t. -\frac{1}{\theta_n} \ln \mathbb{E}\left( e^{-\theta_n R_n} \right) \geq A_n, \quad \forall n \quad (42b)
\]
\[
\frac{\xi_n}{\Omega} \geq t_n, \quad \forall n \quad (42c)
\]
\[
\left( \frac{180}{\pi} \arctan^{-1} \left( \frac{z}{\sqrt{x_n^2 + y_n^2}} \right) - 15^\circ \right) \omega \geq \xi_n, \quad \forall n \quad (42d)
\]
\[
x_n^2 + y_n^2 + z^2 \leq \Omega_n, \quad \forall n \quad (42e)
\]
\[
z_t \leq z, \quad \forall n. \quad (42f)
\]

Now, Equation (42) has been a convex optimization problem, which can be solved by applying the interior-
point method [34]. The proposed algorithm for obtaining the optimal UAV altitude by applying the SCO technique is summarized in Algorithm 2.

4.5. Overall Algorithm Design. To solve Equation (18), we propose an overall iterative optimization algorithm with a double-loop structure, which has been summarized in Algorithm 3. The outer loop in Algorithm 3 is used to calculate energy efficiency $\Xi$ through the Dinkelbach method that has been summarized in Algorithm 1. The inner loop uses the block coordinate descent method to alternately iteratively optimize the UAV altitude, power, and bandwidth allocation to obtain the optimal solution when $\Xi'$ is given in the outer loop. Due to the UAV altitude solved by SCO, we can only get the suboptimal solution of Equation (18).

4.6. Computational Complexity Analysis. In this subsection, the computational complexity of Algorithm 3 is analyzed in detail. Based on Algorithm 1 and Algorithm 2, we can find the proposed iterative optimization (Algorithm 3) has a double-loop structure. Specifically, the outer loop obtains the energy efficiency $\Xi$ based on the Dinkelbach method, which is executed a total of $r_{\text{max}}$ iterations. The inner loop based on the BCD algorithm is iterated for a total of $t_{\text{max}}$ in the worst case when the outer loop is executed each time. The computational complexity of the inner loop consists of three parts. The first part is for obtaining the optimal solution of Equation (24), whose computational complexity is $O(N)$ in step 5 of Algorithm 3. In the second part, the computational complexity of solving Equation (33) is $O(N^{3.5})$ by applying the interior-point method in step 6 of Algorithm 3 [34]. We solve Equation (34) to obtain the optimal solution via Algorithm 2 whose computational complexity is $O(t_{\text{max}}(3N + 1)^{3.5})$ [36] in the third part. Therefore, the overall computational complexity of Algorithm 3 is $O(r_{\text{max}}(t_{\text{max}}(N + N^{3.5} + t_{\text{max}}(3N + 1)^{3.5})))$, i.e., $O(r_{\text{max}}(t_{\text{max}}(3N^{3.5} + t_{\text{max}}(3N)^{3.5})))$.

5. Numerical Results

In this section, numerical results are shown to validate the proposed algorithm. Without loss of generality, we consider that $N = 3$ ground users are randomly distributed in the disaster area of $1 \text{ km} \times 1 \text{ km}$, whose center coordinate is $(0, 0, 0)$. We use MATLAB to randomly generate the

---

**Algorithm 3: Overall iterative optimization algorithm for Equation (18).**

1. Let $r = 0$. Initialize energy efficiency $\Xi^0 = 0$.
2. repeat
3. Initialize $t = 0$.
4. repeat
5. For given $z'$ and $B'$, solve the problem (24) to obtain the optimal solution $P^{r+1}$.
6. For given $z'$ and $P^{r+1}$, solve the problem (33) to obtain the optimal solution $B^{r+1}$.
7. For given $B^{r+1}$ and $P^{r+1}$, solve the problem (34) to obtain the optimal solution $z^{r+1}$ via Algorithm 2.
8. Update $t = t + 1$.
9. until Convergence or reaching the maximum number of iterations.
10. if $E_C(z', B', P') - \Xi^r P_r(z', B', P')^T < \varepsilon$, then
11. return $\{z^r, B^r, P^r\} = \{z', B', P'\}$ and $\Xi^r = E_C(z', B', P')/P_r(z', B', P')^T$.
12. else
13. $\Xi = E_C(z', B', P')/P_r(z', B', P')^T$ and $r = r + 1$.
14. until Convergence or reaching $r = r_{\text{max}}$.

**Table 1: Coordinates of the three users.**

| User | Coordinates |
|------|-------------|
| User 1 | $(−402.4, −221.5, 0)$ |
| User 2 | $(46.8, 457.5, 0)$ |
| User 3 | $(464.8, −342.3, 0)$ |

**Table 2: User parameters.**

| User | $A_n$ (bits) | $\theta_n$ |
|------|-------------|------------|
| User 1 | 100 | $10^{-2}$ |
| User 2 | 200 | $10^{-3}$ |
| User 3 | 300 | $10^{-4}$ |

**Table 3: Environmental parameters.**

| | Suburban | Urban | Dense urban |
|---|----------|-------|-------------|
| $(\mu_{\text{LoS}}, \mu_{\text{NLoS}})$ | $(0.1, 0.21)$ | $(1, 0.20)$ | $(1.6, 0.23)$ |
| $(\chi, \omega)$ | $(0.0, 0.06, 0)$ | $(0.6, 0.11)$ | $(0.36, 0.21)$ |
coordinates of three ground users, which are given in Table 1. Furthermore, we set these three ground users to have different QoS exponent and minimum effective capacity requirements, which are given in Table 2. In addition, we consider the numerical results to be simulated in the suburban, urban, and dense urban environments, respectively. According to [29], we list the detailed environmental parameters in Table 3. For the parameters related to UAV power, we set $P = 1\,\text{W}$ and $P_{c} = 5\,\text{W}$, $\alpha_{f} = 4.917$ and $\beta_{f} = 275.204$ [14]. We assume that the minimum hovering altitude $z_{l}$ of the UAV is 200 m. Besides, we set $K_{n} = 4$, $e_{1} = 10^{-3}$, $r_{\text{max}} = 50$, $\zeta = -40\,\text{dB}$, $B = 5\,\text{MHz}$, $N_{0} = -174\,\text{dBm/Hz}$, and $T = 0.02\,\text{ms}$. The above parameters are used in our simulations unless otherwise stated. In order to evaluate the performance of our proposed algorithm, we design a benchmark, in which we consider equal resource allocation $\{B_{1} = B_{2} = B_{3} = 1/3B, P_{1} = P_{2} = P_{3} = 1/3P\}$, while the UAV is deployed at the minimum allowed altitude $z = z_{l} = 200\,\text{m}$.

In Figure 2, we present the convergence behavior of proposed Algorithm 3 for three different environments. It is worth noting that we are mainly concerned with the number of iterations in the outer loop rather than the inner loop, because energy efficiency $\xi$ is updated only in each iteration of the Dinkelbach method. First, we can find that our proposed algorithm can quickly converge in three environments after 5 iterations. Therefore, our proposed Algorithm 3 is proved to have a very good convergence rate. Second, we can observe that the highest energy efficiency is in the suburban environment. This is because there is the highest probability of the LoS link $P_{n}^{\text{LoS}}$ between the UAV and the ground users in the suburban environment, which can be calculated from Equation (5).

In Figure 3, we show the optimal altitude at which the UAV is deployed in three environments. By using Algorithm 3, we find that the optimal deployment altitudes of the UAV are 325.3 m, 413.6 m, and 549.2 m in the suburban, urban, and dense urban environments, respectively. According to Equation (15), as the altitude of the UAV increases, the hovering energy consumption of the UAV increases. However, from Figure 3, we observe that the UAV does not hover at the minimum allowed altitude $z_{l} = 200\,\text{m}$ in the three environments. This is because the UAV obtains a higher probability of LoS by increasing the hovering altitude, thereby improving the channel gain and increasing the sum effective capacity of ground users. In addition, we can also see that the hover altitude of the UAV is the highest in the dense urban environment,
because the dense urban environment has the worst channel propagation environment. In Figure 4, we give the optimal 3D position of the UAV, which is obtained by numerical simulations. We can find that the horizontal position of the UAV is closer to the user 3 in the three environments. The reason for this is that the QoS exponent of user 3 is the smallest. When the UAV is closer to user 3, it can obtain a larger effective capacity and achieve the higher energy efficiency.

Figure 5 shows the energy efficiency versus the maximum transmit power $P$ in three environments. When given any $P$, we can obtain the maximum energy efficiency by Algorithm 3. We can find from Figure 5 that when the maximum transmit power $P$ is the same in the three environments, the maximum energy efficiency is always the highest in the suburban environment. This is expected since the channel quality is best in the suburban environment, so according to Equation (12), where the Shannon channel capacity is maximum when the transmit power is equal. According to the effective capacity Equation (13), we know that the Shannon capacity and the effective capacity are positively correlated, and thus, the effective capacity is also the largest in the suburban environment. In addition, we know from Figure 3 that the hovering altitude of the UAV in the suburban environment is the lowest among the three environments. According to Equation (15), the hovering energy consumption in the suburban environment is the least, so the energy efficiency is the largest in the suburban environment. Compared with the benchmark, the energy efficiency increment is the largest in the dense urban environment. This shows that our proposed Algorithm 3 improves energy efficiency more obviously for environments with poorer channel quality.

In Figure 6, we show the optimal power allocation of the three users versus the maximum transmit power $P$ in the urban environment. $P_1$, $P_2$, and $P_3$ represent the optimal power allocated to user 1, user 2, and user 3, respectively.
From Figure 6, we can observe that when $P$ is relatively small, $P_1$ and $P_2$ are almost equal and the difference with $P_3$ is very small. The reason is that user 1 and user 2 have larger QoS exponent $\{\theta_1, \theta_2\}$. To provide a more stringent QoS provisioning, from Equation (1), the higher transmission power needs to be provided. Furthermore, we can get that as $P$ increases, the difference between $P_3$ and the other two $P_1$ and $P_2$ becomes larger and larger. It can be interpreted that user 3 has the smallest QoS exponent $\theta_3$, and as $P$ increases, the greater the power allocated to user 3, the more the effective capacity increases, so the maximum energy efficiency is obtained. Similarly, Figure 7 presents the characteristics of optimal bandwidth allocation in a suburban environment. We see that the bandwidth $B_3$ allocated to user 3 has always been the largest. It is expected since user 3 has the smallest QoS exponent. The more bandwidth is allocated to user 3, the more effective capacity is increased and therefore the greater the energy efficiency.
To further clarify the relationship between QoS exponent and energy efficiency, we assume $\theta_1 = \theta_2 = \theta_3$ and $A_1 = A_2 = A_3$. In Figure 8, we plot the energy efficiency versus the QoS exponent. From Figure 8, we can find that when the QoS exponent is relatively small, the energy efficiency is almost unchanged as the QoS exponent increases. It can be interpreted as when the QoS exponent is small, the delay requirement is relatively loose, and the effective capacity is close to the Shannon capacity; that is to say, the effective capacity is almost unchanged with the QoS exponent. Therefore, the energy efficiency is almost unchanged. However, as the QoS exponent becomes larger, starting from $10^{-2}$, the energy efficiency begins to decline rapidly. This is because when the QoS exponent is larger, more power is used to the minimum effective capacity requirement $A_n$, which can be explained by Equation (13).

In Figure 9, we compare the energy efficiency obtained by our proposed Algorithm 3 with the energy efficiency
obtained by the particle swarm optimization (PSO) algorithm and the benchmark. We can find that the energy efficiency of our proposed Algorithm 3 is significantly higher than that of the benchmark. At the same time, we can also see that the energy efficiency of our proposed Algorithm 3 is almost equal to that obtained by PSO.

6. Conclusion

In this paper, we have investigated an energy-efficient UAV emergency network, where a UAV works as an aerial base station to serve a group of users with different statistical QoS constraints in the downlink. Then, we have formulated an optimization problem to maximize the energy efficiency of the UAV by jointly optimizing the UAV altitude, downlink transmission power, and bandwidth allocation while meeting a statistical delay QoS requirement for each user. Consider that the formulated optimization problem is a nonlinear nonconvex optimization problem of fractional programming that is challenging to solve. In order to deal with the nonconvex optimization problem, we have applied the Dinkelbach method, the BCD, and the SCO technique to propose an efficient iteration algorithm. Extensive simulation results have verified that our proposed algorithm has fast convergence characteristics and a significant performance gain compared with a benchmark.
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