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Abstract—We present D-Φ iteration: an algorithm for distributed, localized, and scalable robust control of systems with structured uncertainties. This algorithm combines the System Level Synthesis (SLS) parametrization for distributed control with stability criteria from $L_1$, $L_\infty$, and $\nu$ robust control. We show in simulation that this algorithm achieves good nominal performance while greatly increasing the robust stability margin compared to the LQR controller. To the best of our knowledge, this is the first distributed and localized algorithm for structured robust control; furthermore, algorithm complexity depends only on the size of local neighborhoods and is independent of global system size. We additionally characterize the suitability of different robustness criteria for distributed and localized computation.

I. INTRODUCTION

Robust control theory [1]–[3] provides stability and performance guarantees in the face of uncertainties, which arise from modeling inaccuracies or unexpected operating conditions. Such uncertainties are common in engineering applications, and robust control theory plays a large role in the control and design of such systems. For large-scale systems, distributed $H_\infty$ control has been studied for linear spatially invariant systems [4] and linear symmetric systems [5], and other special systems; more recently, distributed and localized synthesis for arbitrary linear systems using $L_1$ is proposed in [6]. However, to the best of our knowledge, no distributed methods address structured uncertainty, which often arises in large systems; for instance, in a power grid, we may have parametric uncertainty on electrical properties of transmission lines between buses, but no uncertainty between unconnected buses – this imposes structure on system uncertainty. Incorporating knowledge of this structure into the synthesis procedure allows control engineers to provide less conservative robust stability margins, which has been historically important in the design of aerospace systems.

In this paper, we leverage the System Level Synthesis (SLS) parametrization [7] to provide distributed synthesis methods for structured robust control. We deal with diagonal time-varying uncertainty and use $L_1$, $L_\infty$, and $\nu$ [8] robustness criteria to formulate synthesis problems. We also present D-Φ iteration, an algorithm for distributed synthesis. To the best of our knowledge, this is the first distributed and localized algorithm for structured robust control.

We begin with a review of the SLS formulation for state feedback, full control, and output feedback in Section II. We then describe the separability of each formulation and how this impacts distributed computation in Section III. In Section IV, we describe how $L_1$, $L_\infty$, and $\nu$ robustness criteria translated into separable objectives and constraints on the control problem, and present two versions of the scalable D-Φ iteration algorithm for robust control. The efficacy of the algorithms is demonstrated via simulations in Section V; D-Φ iteration provides good robust stability margins while mostly preserving nominal performance.

II. SYSTEM LEVEL SYNTHESIS

The SLS framework formulates control problems as optimization over closed-loop responses $\Phi$ [7]. We cast a control problem as an optimization of the form:

$$\min_{\Phi} \ f(\Phi) \ \text{s.t.} \ \Phi \in S_a \cap P \quad (1)$$

where $f$ is any convex functional, and $S_a$ and $P$ are convex sets. $S_a$ represents the achievability constraint, which is enforced in all SLS problems; it ensures that we only search over closed-loop responses $\Phi$ which can be achieved using a causal, internally stable controller. This is made mathematically explicit in Theorem 1. $P$ represents additional, optional constraints; we typically use $P$ to enforce sparsity on $\Phi$, corresponding to local communication, delayed communication, or local disturbance rejection. Examples of how to formulate standard control problems (e.g. LQR, LQG) in the form of (1) are given in [7]; robust stability problems can also be cast in this form. For ease of numerical computation, we generally assume that $\Phi$ is finite impulse response (FIR) with horizon $T$. We now provide definitions of $\Phi$ and $S_a$ for the state feedback, full control, and output feedback cases.

Consider the discrete-time linear time-invariant (LTI) system with state $x$, control $u$, and disturbance $w$ in frequency domain (i.e. z-domain):

$$z x = Ax + Bu + w \quad (2)$$

and apply linear causal state feedback controller $u = Kx$, where $K$ is a transfer matrix and can be written in terms of spectral elements $K(p)$ as $K = \sum_{p=1}^{\infty} K(p) z^{-p}$. Define $F_x$ and $F_u$, transfer matrices representing closed-loop responses from disturbance to state and control:

$$x = \begin{bmatrix} x \\ u \end{bmatrix} = \begin{bmatrix} (zI - A - BK)^{-1} \\ K(zI - A - BK)^{-1} \end{bmatrix} w =: \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} w \quad (3)$$

Theorem 1. (Theorem 4 in [7]) For system (2) with state-feedback controller $u = Kx$,

1) The affine subspace

$$[z I - A - B] \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} = I, \ \Phi_x, \Phi_u \in \frac{1}{z} \mathcal{R} H_\infty \quad (4)$$

$\frac{1}{z} \mathcal{R} H_\infty$ is the set of stable, strictly causal LTI transfer matrices.
parameterizes all responses $\Phi_x, \Phi_u$ achievable by an internally stabilizing state feedback controller $K$. This is the state feedback achievability constraint.

2) For any $\Phi_x, \Phi_u$ obeying (4), the controller $K = \Phi_u \Phi_x^{-1}$, implemented as

$$\tilde{w} = x + (I - z \Phi_x) \tilde{w}, \quad u = z \Phi_u \tilde{w} \quad (5)$$

achieves the desired closed-loop response as per (3).

Any state feedback problem can be cast as (1), where $\Phi = [\Phi_x \Phi_u]$, and $\Phi \in S_n$ is equivalent to $\Phi$ satisfying (4).

For the full control problem, we have

$$z x = A x + u + w \quad (6a)$$

$$y = C x + v \quad (6b)$$

where $v$ represents measurement noise. Apply linear causal controller $u = Ly$ for some transfer matrix $L$. Define $\Phi_u$ and $\Phi_v$, closed-loop responses from disturbance and measurement noise to state:

$$x = (z I - A - L C)^{-1} w + (z I - A - L C)^{-1} L v$$

$$= [\Phi_w \Phi_v] \begin{bmatrix} w \\ v \end{bmatrix} \quad (7)$$

Results from state feedback apply by duality. The full control achievability constraint is:

$$[\Phi_w \Phi_v] \begin{bmatrix} z I - A \\ -C \end{bmatrix} = I, \quad \Phi_w, \Phi_v \in \frac{1}{2} \mathcal{RH}_\infty \quad (8)$$

An full control problem can be cast as (1), where $\Phi = [\Phi_w \Phi_v]$, and $\Phi \in S_n$ is equivalent to $\Phi$ satisfying (8).

For the output feedback problem defined by (2) and (6b), with linear causal controller $K$ and observer $L$, we define $\Phi_{xw}, \Phi_{xv}, \Phi_{uw}, \Phi_{uv}$ — four closed-loop responses mapping disturbance and measurement noise to state and control:

$$\begin{bmatrix} x \\ u \end{bmatrix} = [\Phi_{xw} \Phi_{xv}] \begin{bmatrix} w \\ v \end{bmatrix} \quad (9)$$

The output feedback achievability constraint resembles a combination of the previous achievability constraints (4), (8):

$$[z I - A - B] \begin{bmatrix} \Phi_{xw} \\ \Phi_{uw} \end{bmatrix} \begin{bmatrix} \Phi_{xv} \\ \Phi_{uv} \end{bmatrix} = \begin{bmatrix} I & 0 \end{bmatrix} \quad (10a)$$

$$\begin{bmatrix} \Phi_{xw} & \Phi_{xv} \\ \Phi_{uw} & \Phi_{uv} \end{bmatrix} \begin{bmatrix} z I - A \\ -C \end{bmatrix} = \begin{bmatrix} I \\ 0 \end{bmatrix} \quad (10b)$$

$$\Phi_{xw}, \Phi_{uw}, \Phi_{xv}, \Phi_{uv} \in \frac{1}{2} \mathcal{RH}_\infty, \Phi_{uw} \in \mathcal{RH}_\infty \quad (10c)$$

Detailed derivations are in Section 5 of [7]. An output feedback problem can be cast as (1), where $\Phi = [\Phi_{xw} \Phi_{xv}]$, and $\Phi \in S_n$ is equivalent to $\Phi$ satisfying (10).

III. Separability and Computation

We present definitions of separability and compatibility, extending concepts from [7]. We describe how separable objectives and constraints in (1) translate to distributed computation for both optimal and robust control.

**Notation:** $\Phi_{i,j}$ indicates scalar-valued elements of $\Phi$ that represent influences from the $j$th disturbance and/or noise to the $i$th node. $\Phi_{i,:}$ indicates the rows of $\Phi$ that correspond to the state and/or control at the $i$th node. $\Phi_{:,j}$ = \{ $\Phi_{i,j}$, $\Phi_{i,j}$, $\Phi_{i,j}$, $\ldots$ \} indicates some set of elements of $\Phi$.

### A. Separability

**Definition 1.** (Element-wise separable functional) Define transfer matrices $\Phi = \text{argmin}(f(\Phi))$ and $\Psi$, where $\Psi_{i,j} = \text{argmin}f_{ij}(\Psi_{i,j})$. Functional $f(\Phi)$ is element-wise separable if there exist sub-functionals $f_{ij}$ such that $f(\Phi) = f(\Psi)$.

### B. Robustness

Relevant element-wise separable functionals include $|| \cdot ||_{1,\infty}$ and $|| \cdot ||_{1,\infty}$ (i.e. maximum absolute element). The latter is the norm associated with $\nu$ robustness [8].

**Definition 2.** (Element-wise separable constraint) Constraint set $\mathcal{P}$ is element-wise separable if there exist sub-constraint sets $\mathcal{P}_{ij}$ such that $\Phi \in \mathcal{P} \iff \Phi_{ij} \in \mathcal{P}_{ij}$.

### C. Sparsity

Sparsity constraints on $\Phi$ are element-wise separable.

**Definition 3.** (Row separable functional) Define transfer matrices $\Phi = \text{argmin}(f(\Phi))$ and $\Psi$, where $\Psi_{i,:} = \text{argmin}f_{i,:}(\Psi_{i,:})$. Functional $f(\Phi)$ is row separable if there exist sub-functionals $f_{i,:}$ such that $f(\Phi) = f(\Psi)$.

**Definition 4.** (Row separable constraint) Constraint set $\mathcal{P}$ is row separable if there exist sub-constraint sets $\mathcal{P}_{i,:}$ such that $\Phi \in \mathcal{P} \iff \Phi_{i,:} \in \mathcal{P}_{i,:}$.

Column separable functionals and constraints are defined analogously. Clearly, any element-wise separable functional or constraint is also both row and column separable. A relevant row separable functional is $|| \cdot ||_{1,\infty}$ (i.e. maximum absolute row sum), which is the norm associated with $L_1$ robustness. A relevant column separable functional is $|| \cdot ||_{1,\infty}$ (i.e. maximum absolute column sum), which is the norm associated with $L_{\infty}$ robustness. It is also trivial to see that constraints of the form $G \Phi = H$ are column separable, while constraints of the form $G \Phi = H$ are row separable.

Thus, the state feedback achievability constraint is column separable, and the full control achievability constraint is row separable. For the output feedback achievability constraints, (10a) is column separable, (10b) is row separable, and (10c) is element-wise separable.

**Definition 5.** (Fully separable optimization) Optimization problem (1) is fully row (or column) separable when all objectives and constraints are row (or column) separable.

**Definition 6.** (Partially separable optimization) Optimization problem (1) is partially separable when all objectives and constraints are either row or column separable, but the overall problem is not fully separable.

The separability of the SLS state feedback, full control, and output feedback problems are inherently limited by their achievability constraints, since these must always be enforced. The state feedback problem can be fully column separable, but not fully row separable; the opposite is true for the full control problem\(^2\). The output feedback problem

\(^2\)The only exception: if all system matrices are diagonal, then all achievability constraints are element-wise separable.
cannot be fully separable, since it includes a mix of column and row separable achievability constraints. We now describe the computational implications of separability.

B. Scalability and Computation

A fully separable optimization is easily solved via distributed computation. For instance, if problem (1) is fully row separable, we can solve the following subproblem:

$$\min_{\Phi_i} f_i(\Phi_i) \quad \text{s.t.} \quad \Phi_i \in S_a \cap P_i$$

(11)

each node $i$ in the system, in parallel.

We often enforce sparsity on $\Phi$ to constrain inter-node communication to local neighborhoods of size $d$. This translates to $\Phi_{i,j} = 0 \quad \forall j \notin N_d(i)$, where $N_d(i)$ is the set of nodes that are in node $i$’s local neighborhood, and $|N_d(i)|$ depends on $d$. Then, the size of the decision variable in subproblem (11) scales with $d$. Each node solves a subproblem in parallel; overall, computational complexity scales with $d$ instead of system size $N$. This is highly beneficial for large systems, where we can choose $d$ such much smaller than $N$.

For partially separable problems, we apply the alternating direction method of multipliers (ADMM) [9]. We first rewrite (1) in terms of row separable and column separable objectives and constraints:

$$\min_{\Phi} f^{(\text{row})}(\Phi) + f^{(\text{col})}(\Phi) \quad \text{s.t.} \quad \Phi \in S^{(\text{row})}_a \cap \Phi \in S^{(\text{col})}_a \cap P^{(\text{row})} \cap P^{(\text{col})}$$

(12)

Note that an element-wise separable objective can appear in both $f^{(\text{row})}$ and $f^{(\text{col})}$; similarly, an element-wise separable constraint $P$ can appear in both $P^{(\text{row})}$ and $P^{(\text{col})}$. We now introduce duplicate variables $\Psi$ and dual variables $\Lambda$. The ADMM algorithm is iterative; for each iteration $k$, we perform the following computations:

$$\Phi^{k+1} = \arg \min_{\Phi} f^{(\text{row})}(\Phi) + \frac{\gamma}{2} \|\Phi - \Psi^k + \Lambda^k\|_F$$

(13a)

$$\Psi^{k+1} = \arg \min_{\Psi} f^{(\text{col})}(\Psi) + \frac{\gamma}{2} \|\Phi^{k+1} - \Psi + \Lambda^k\|_F$$

(13b)

$$\Lambda^{k+1} = \Lambda^k + \Phi^{k+1} - \Psi^{k+1}$$

(13c)

ADMM separates (1) into a row separable problem (13a) and a column separable problem (13b), and encourages consensus between $\Phi$ and $\Psi$ (i.e., $\Phi = \Psi$) via the $\gamma$-weighted objective and (13c). When both $\|\Phi^{k+1} - \Psi^{k+1}\|_F$ and $\|\Phi^{k+1} - \Phi^k\|_F$ are sufficiently small, the algorithm converges; $\Phi^k$ is the optimal solution to (1).

Optimizations (13a) and (13b) are fully separable; as described above, they enjoy complexity that scales with local neighborhood size instead of global system size. Additionally, due to sparsity constraints on $\Phi$ and $\Psi$, only local communication is required between successive iterations. Thus, partially separable problems also enjoy computational complexity that scale with local neighborhood size instead of global system size [7], [10]. However, partially separable problems require iterations, making them more computationally complex than fully separable problems. The separability of objectives and constraints in (1) can also affect convergence rate, as we will describe next.

Definition 7. (Compatible sub-functional) Define $f_{\text{sub}}$, a functional of $\Phi_{(i,j)}$, and $f$, a functional of $\Phi$. Define transfer matrices $\Phi$ and $\Psi$, and let $\Phi_{i,j} = \Psi_{i,j} \forall \Phi_{i,j} \notin \Phi_{(i,j)}$. $f_{\text{sub}}$ is a compatible sub-functional of functional $f$ if minimizing $f_{\text{sub}}$ is compatible with minimizing $f$, i.e., $f_{\text{sub}}(\Phi_{(i,j)}) \leq f(\Phi) \Rightarrow f_{\text{sub}}(\Psi_{(i,j)}) \leq f(\Psi)$

Definition 8. (Compatible sub-constraint) Constraint set $P_{\text{sub}}$ is a compatible sub-constraint of constraint set $P$ if $\Phi \in P \Rightarrow \Phi_{(i,j)} \in P_{\text{sub}}$ for some set of elements $\Phi_{(i,j)}$.

Compatibility complements separability. If functional $f$ is separable into sub-functionals $f_i$, then each $f_i$ is a compatible sub-functional of $f$; similar arguments apply for constraints.

Definition 9. (Balanced ADMM) The partially separable problem (12) can be decomposed into row and column sub-functionals and sub-constraints. We say (12) is balanced if, for any set of elements $\Phi_{(i,j)}$ which appear together in a sub-constraint, there exists a matching sub-functional $f_{\text{sub}}$ that is compatible with $f$, and depends only on $\Phi_{(i,j)}$.

Intuitively, a balanced partially separable problem converges faster than an unbalanced one. For example, consider an output feedback problem with a row separable objective. This is an unbalanced partially separable problem; though all row sub-constraints have a matching sub-objective, none of the column sub-constraints have matching sub-objects. Thus, we are only able to minimize the objective in the row computation (13a); this results in slow convergence, and places more burden on consensus between $\Phi$ and $\Psi$ than a balanced problem would. More unbalanced examples include a state feedback problem with a row separable objective, or a full control problem with a column separable objective. To balance an output feedback problem, we require an element-wise separable objective $f$.

To summarize: for both fully separable and partially separable problems, computational complexity scales independently of system size. However, partially separable problems require iteration, while fully separable problems do not. For partially separable problems, we prefer a balanced problem to an unbalanced problem due to faster convergence. Thus, element-wise separability (e.g., $\mathcal{H}_2$ optimal control, $\nu$ robustness) is desirable for two reasons: firstly, for state feedback and full control, element-wise separable objectives give rise to fully separable problems. Secondly, for output feedback, where ADMM iterations are unavoidable, element-wise separable objectives give rise to balanced problems. Finally, we remark that $\mathcal{H}_\infty$ robust control problems are not at all separable, and make for highly un-scalable computations; this motivates our use of $L_1$, $L_\infty$, and $\nu$ robustness.

IV. ROBUST STABILITY

We present distributed algorithms for structured robust control, using criterion from $L_1$, $L_\infty$, and $\nu$ robustness. We
consider diagonal nonlinear time-varying (DNLTV) uncertainties \( \Delta \) and strictly causal LTI closed-loops \( \Phi \).

A. Robust stability conditions

Let transfer matrix \( G \) map disturbance \( w \) to regulated output \( z \). Generally, \( z \) is a linear function of state \( x \) and input \( u \), i.e., \( G = H \Phi \) for some constant matrix \( H \). Thus, \( G \) is strictly causal and LTI. We construct positive constant magnitude matrix \( M = \sum_{p=1}^{\infty} |G(p)| \), where \( G(p) \) are spectral elements of \( G \), and \( |\cdot| \) denotes the element-wise absolute value. Let \( D \) be the set of positive diagonal matrices:

\[
D = \{ D \in \mathbb{R}^{n \times n} : D_{ij} = 0 \quad \forall i \neq j, D_{ii} > 0 \quad \forall i \} \quad (14)
\]

Lemma 1.1. \((L_\infty, robust stability)\) The interconnection in Fig. 1 is robustly stable for all DNLT \( \Delta \) such that \( \|\Delta\|_{1 \rightarrow 1} < \frac{1}{\beta} \) if and only if \( \inf_{D \in D} \| DMD^{-1} \|_{1 \rightarrow 1} < \beta \). Proof in [1].

Lemma 1.2. \((L_\infty, robust stability)\) The interconnection in Fig. 1 is robustly stable for all DNLT \( \Delta \) such that \( \|\Delta\|_{1 \rightarrow 1} < \frac{1}{\beta} \) if and only if \( \inf_{D \in D} \| DMD^{-1} \|_{1 \rightarrow 1} < \beta \). Additionally, if \( \exists D \in D \) s.t. \( DMD^{-1} \) is diagonally maximal, then this condition is both sufficient and necessary. Proof: Theorem 4 in [8].

Definition 10. \((Diagonally maximal)\) Matrix \( A \in \mathbb{R}^{n \times n} \) is diagonally maximal if \( \exists k \) s.t. \( |A_{kk}| = \max_{i,j} |A_{ij}| \).

In general, computing the \( \|\cdot\|_{1 \rightarrow 1} \) norm is NP-hard; for diagonal \( \Delta \), \( \|\Delta\|_{1 \rightarrow 1} = \sum_{k} |\Delta_{kk}| \) [8]. Let the nominal performance be \( \|Q\Phi\|_{r} \) for some norm \( \|\cdot\|_{r} \) and some constant matrix \( Q \). Then, the nominal performance and robust stability problem can be posed as follows:

\[
\min_{\Phi, M, D} \|Q\Phi\|_{r} + \| DMD^{-1} \|_{L_1^\phi \rightarrow L_1^\phi} \\
\text{s.t.} \quad M = \sum_{p=1}^{T} |H \Phi(p)|, \quad \Phi \in S_\alpha \cap P, \quad D \in D \quad (15)
\]

where for ease of computation we assume that \( \Phi \) is finite impulse response (FIR) with horizon \( T \). We intentionally leave norms ambiguous; \( \|\cdot\|_{L_1} \) can be \( \|\cdot\|_{L_1^\phi \rightarrow L_1^\phi} \) or \( \|\cdot\|_{1 \rightarrow 1} \) for \( L_1, L_\infty \), and \( \nu \) robust stability, respectively. \( \|DMD^{-1}\|_{L_1^\phi \rightarrow L_1^\phi} \) corresponds to the robust stability margin \( \frac{1}{\beta} \); robust stability is guaranteed for all \( \Delta \) such that \( \|\Delta\|_{1 \rightarrow 1} < \frac{1}{\beta} \), for the appropriate norm on \( \Delta \). Smaller \( \beta \) corresponds to stability guarantees for a larger set of \( \Delta \). The nominal performance norm \( \|\cdot\|_{L_1^\phi} \) may be different from \( \|\cdot\|_{L_1^\phi} \).

B. \( D-\Phi \) Iteration

Problem (15) is nonconvex, and does not admit a convex reformulation. Inspired by the D-K iteration method from \( \mathcal{H}_\infty \) robust control [2], we adopt an iterative approach. We heuristically minimize (15) by iteratively fixing \( D \) and optimizing over \( \Phi \) in the “\( D \) step”, then fixing \( \Phi \) and optimizing (or randomizing) over \( D \) in the “\( D \) step”.

Remark: Problem (15) poses both nominal performance and robust stability as objectives. If we already know the desired robust stability margin \( \beta_{\max} \), we can omit the stability objective and instead enforce a constraint \( \|DMD^{-1}\|_{L_1^\phi \rightarrow L_1^\phi} \leq \beta_{\max} \), as is done in D-K iteration; Similarly, if we already know the desired nominal performance \( \alpha \), we can omit the performance objective and enforce \( \|Q\Phi\|_{r} \leq \alpha \).

The \( D \) step solves the following problem:

\[
\Phi, M = \argmin_{\Phi, M} \|Q\Phi\|_{r} \\
\text{s.t.} \quad \| DMD^{-1} \|_{L_1^\phi \rightarrow L_1^\phi} \leq \beta \\
M = \sum_{p=1}^{T} |H \Phi(p)|, \quad \Phi \in S_\alpha \cap P \quad (16)
\]

for some fixed value \( \beta \) and scaling matrix \( D \in D \). The separability of problem (16) is characterized by the separability of its objective and constraints. As previously mentioned, \( P \) typically consists of sparsity constraints on \( \Phi \); this constraint is element-wise separable. The separability of other constraints and objectives in (16) are described below:

- If \( Q \) is separably diagonal, \( \|Q\Phi\|_{r} \) has the same separability as \( \|\cdot\|_{r} \); If not, it is column separable if and only if \( \|\cdot\|_{r} \) is column separable.
- \( \|DMD^{-1}\|_{L_1^\phi \rightarrow L_1^\phi} \leq \beta \) has the same separability as \( \|\cdot\|_{L_1^\phi \rightarrow L_1^\phi} \).
- If \( H \) is separably diagonal, \( M = \sum_{p=1}^{T} |H \Phi(p)| \) is element-wise separable; if not, it is column separable.
- If \( \Phi \in S_\alpha \) is column separable for state feedback, row separable for full control, and partially separable for output feedback.

Definition 11. \((Separably diagonal)\) For state feedback, the product \( Q \Phi \) may be written as \( Q_x \Phi_x + Q_u \Phi_u \), for some matrices \( Q_x \) and \( Q_u \). \( Q \) is separably diagonal if both \( Q_x \) and \( Q_u \) are diagonal matrices. Analogous definitions apply to the full control and output feedback case.

Table I summarizes the separability of (16) for state feedback, full control, and output feedback problems with \( \mathcal{H}_\infty, L_1, L_\infty \), and \( \nu \) robustness, where we assume that \( Q \) and \( H \) are separably diagonal and \( \|\cdot\|_{r} \) has the same type of separability as \( \|\cdot\|_{L_1^\phi \rightarrow L_1^\phi} \). Note that \( \mathcal{H}_\infty \) is not separable for any problem. For state feedback, \( L_\infty \) and \( \nu \) are the preferred stability criteria; for full control, \( L_1 \) and \( \nu \) are the preferred stability criteria. For output feedback, \( \nu \) is the only criterion that produces a balanced partially separable problem. Overall, \( \nu \) robustness is preferable in all three cases, resulting in either fully separable formulations that require no iterations, or balanced partially separable formulations, which have preferable convergence properties. Though convergence properties vary, the \( D \) step (16) can be computed with complexity that scales with local neighborhood size \( d \) instead of global system size for all non-\( \mathcal{H}_\infty \) cases.
The D step solves the following problem:

\[
D = \arg\min_D \|DMD^{-1}\|_{\text{stab}} \text{ s.t. } D \in \mathcal{D}
\]  

(17)

for some fixed matrix magnitude \(M\). For \(\nu\) robustness, the minimizing D step (17) can be recast as a linear program:

\[
l_i, \eta = \arg\min_{l_i, \eta} \eta \text{ s.t. } \log M_{i,j} + l_i - l_j \leq \eta
\]

(18)

\[\forall M_{i,j} \neq 0, \ 1 \leq i, j \leq n\]

The optimal solution \(D\) can be recovered as \(D = \text{diag}(\exp(l_1), \exp(l_2), \ldots, \exp(l_n))\). Problem (18) can be distributedly computed using ADMM consensus [9]. Let \(x_i = \left[\eta_i \ L_{j \in \mathcal{N}(i)}\right]\) be the variable at node \(i\), where \(\eta_i\) is node \(i\)’s value of \(\eta\), and \(L_{j \in \mathcal{N}(i)}\) is a vector containing \(l_{j \in \mathcal{N}(i)}\); node \(i\)’s values of \(l_j\) for all \(j \in \mathcal{N}(i)\). The goal is for all nodes to reach consensus on \(\eta\) and \(l_i, 1 \leq i \leq N\). We introduce dual variable \(y_i\) and averaging variable \(\bar{x}_i = \left[\frac{l_i}{L_{j \in \mathcal{N}(i)}}\right]\). For each iteration \(k\), node \(i\) performs the following computations:

\[
x_i^{k+1} = \arg\min_{x_i} \eta_i + (y_i^k)^\top(x_i - \bar{x}_i^k) + \gamma \|x_i - \bar{x}_i^k\|_2^2
\]

s.t. \(\forall j \in \mathcal{N}_d(i), M_{i,j} + l_i - l_j \leq \eta_i\)

\[
\bar{x}_i^{k+1} = \frac{1}{|\mathcal{N}_d(i)|} \sum_{j \in \mathcal{N}_d(i)} \eta_j
\]

\[
l_i^{k+1} = \frac{1}{|\mathcal{N}_d(i)|} \sum_{j \in \mathcal{N}_d(i)} l_{j \in \mathcal{N}(i)} - \bar{x}_i^{k+1}, \quad \eta_i^{k+1} = \bar{x}_i, \forall j \in \mathcal{N}_d(i)
\]

\[
y_i^{k+1} = y_i^k + \gamma \left(\bar{x}_i^k - \bar{x}_i^{k+1}\right)
\]

(19)

where \(\gamma\) is a user-determined parameter, and iterations stop when consensus is reached, i.e. differences between relevant variables are sufficiently small. The size of optimization variable \(x_i\) depends only on local neighborhood size \(d\); thus, the complexity of (19a) scales independently of global system size. Computation (19b) requires communication, but only within the local neighborhood. Also, by the definition of \(\Phi\) and the construction of \(M, M_{i,j} = 0 \ \forall j \notin \mathcal{N}_d(i)\). Thus, for a fully connected system, solving (19) is equivalent to solving (18). Additionally, consensus problems are balanced as per Definition 9, so (19) converges relatively quickly.

For \(L_1\) robustness, (17) is solved by setting \(D = \text{diag}(v_1, v_2, \ldots, v_n)^{-1}\), where \(v\) is the eigenvector corresponding to the largest-magnitude eigenvalue of \(M\) [1]. This computation does not lend itself to scalable distributed computation. To ameliorate this, we propose an alternative formulation that randomizes instead of minimizing over \(D\):

\[
D = \arg\min_D 0 \text{ s.t. } \|DMD^{-1}\|_{\text{stab}} \leq \beta
\]

(20)

The randomizing formulation lends itself to distributed computation. Also, we remark that (17) can be solved by iteratively solving (20) to search for the lowest feasible \(\beta\).

Define vectors \(\bar{D} = [D_{11} \ D_{22} \ \ldots \ D_{nn}]^\top\) and \(\bar{D}^{-1} = [D_{11}^{-1} \ D_{22}^{-1} \ \ldots \ D_{nn}^{-1}]^\top\). Then, we can rewrite constraint \(\|DMD^{-1}\|_{\text{stab}} \leq \beta\) as \(M\bar{D}^{-1} \leq \beta\bar{D}^{-1}\) for \(L_1\) stability, and \(M\bar{D} \leq \beta\bar{D}\) for \(L_\infty\) stability. Then, problem (20) can be formulated as a scalable distributed ADMM consensus problem using similar techniques as (18).

Both versions of the D step ((17) and (20)) for D-\(\Phi\) iteration are simpler than the D step in D-K iteration [2], which requires a somewhat involved frequency fitting process. Also, all separable versions of the proposed D step are less computationally intensive than the \(\Phi\) step (16), since the decision variable in the D step is much smaller. Table II summarizes the scalability of different versions of the D step for different robustness criteria. ‘Minimize’ refers to solving (17) directly; ‘Iteratively Minimize’ refers to solving (17) by iteratively solving (20) to search for the lowest feasible \(\beta\); ‘Randomize’ refers to solving (17). ✓ indicates that we can use scalable distributed computation, and ✗ indicates that no scalable distributed formulation is available; by scalable, we mean complexity that scales independently of global system size. For iterative minimization, there is the obvious caveat of iterations incurring additional computational time; however, for \(L_1\) and \(L_\infty\), iterative minimization is more scalable than direct minimization. Additionally, we show in the next section that algorithms using the randomizing D step perform similarly as algorithms using the minimizing D step; thus, iterative minimization may be unnecessary. Overall, \(\nu\) robustness appears to be preferable for scalability purposes for both the \(\Phi\) step and D step.

We now present two algorithms for D-\(\Phi\) iteration. Algorithm 1 is based on minimizing over \(D\) (17), while Algorithm 2 is based on randomizing over \(D\) (20). Both algorithms compute the controller \(\Phi\) which achieves optimal nominal performance for some desired robust stability margin \(\beta_{\text{max}}\).

**Algorithm 1:** D-\(\Phi\) iteration with minimizing D step

**Input:** \(\beta_{\text{step}} > 0, \beta_{\text{max}} > 0\)

**Output:** \(\Phi\)

1. Initialize \(\beta_k = 0\) \(\leftarrow \infty, k = 1\)
2. Set \(\beta_k \leftarrow \beta_{k-1} - \beta_{\text{step}}\). Solve (16) to obtain \(\Phi^k, M^k\)
3. If (16) is infeasible: return \(\Phi^{k-1}, \beta^{k-1}\)
4. Solve (17) to obtain \(D\). Set \(\beta_k \leftarrow \|DM^kD^{-1}\|_{\text{stab}}\)
5. If \(\beta_k \leq \beta_{\text{max}}\): return \(\Phi^k, \beta_k\)
6. Set \(k \leftarrow k + 1\) and return to step 2

In Algorithm 1, we alternate between minimizing over \(\Phi\) and minimizing over \(D\), and stop when no more progress can be made or when \(\beta_{\text{max}}\) is attained. No initial guess
Algorithm 2 D-Φ iteration with randomizing D step
\[\text{input: } \beta_{\text{step}} > 0, \beta_{\text{max}} > 0 \quad \text{output: } \Phi\]
1: Initialize \(\beta_k = 0 \leftarrow \infty, k \leftarrow 1, D \leftarrow I\)
2: Set \(\beta^k \leftarrow \beta^{k-1} - \beta_{\text{step}}\). Solve (16) to obtain \(\Phi^k, M^k\)
   \[\text{if } k = 1: \quad \text{Set } \beta^k \leftarrow ||DM^kD^{-1}||_{\text{stab}}\]
   \[\text{if } (16) \text{ is infeasible: Solve (20) }\]
   \[\text{if } (20) \text{ is infeasible: return } \Phi^{k-1}, \beta^{k-1}\]
   \[\text{else: Solve (16) to obtain } \Phi^k, M^k\]
   \[\text{if } \beta^k \leq \beta_{\text{max}}: \quad \text{return } \Phi^k, \beta^k\]
3: Solve (20) to obtain \(D\)
4: Set \(k \leftarrow k + 1\) and return to step 2

of \(D\) is needed; at iteration \(k = 1, \beta^k = \infty\), and the
\[||DM^kD^{-1}||_{\text{stab}} \leq \beta\] constraint in (16) of step 2 is trivially satisfied. In Algorithm 2, we alternate between minimizing \(\Phi\) and randomizing \(D\). There are two main departures from Algorithm 1 due to the use of the randomizing D step:

1) An initial guess of \(D\) is required to generate \(\beta^{k=1}\), which is then used as an input to the randomizing D step. \(D = I\) is a natural choice, although we may also randomize or minimize over the initial \(D\).
2) In step 2, when we cannot find a new \(\Phi\) to make progress on \(\beta\), instead of stopping, attempt to find a new \(D\) to make progress on \(\beta\). If such a \(D\) can be found, find the new optimal \(\Phi\), then continue iterating.

Parameter \(\beta_{\text{step}}\) appears in both algorithms, and indicates the minimal robust stability margin improvement per step. For both algorithms, computational complexity is dominated by the \(\Phi\) step problem (16) and D step problem (17) or (20). All of these problems can be distributedly computed, and all enjoy complexity that scales independently of global system size; thus, the complexity of the overall algorithm also scales independently of global system size.

V. SIMULATIONS

We use a ring of size \(N = 10\) with spectral radius 3:
\[x_i(t + 1) = A_{i,i-1}x_{i-1}(t) + A_{i,i+1}x_{i+1}(t) + u_i(t)\]
for \(i = 2 \ldots N - 1,\)
\[x_1(t + 1) = A_{1,N}x_N(t) + A_{1,2}x_2(t) + v_1(t),\]
\[x_N(t + 1) = A_{N,N-1}x_{N-1}(t) + A_{N,1}x_1(t) + u_N(t)\]
(21)
Nonzero elements of system matrix \(A\) are randomly drawn. We focus on the state feedback case, with an LQR nominal performance objective with state penalty \(Q_s = I\) and control penalty \(Q_u = 50I\). The regulated output is \(z_i = x_i + u_i\).

We constrain \(\Phi\) to be FIR with horizon size \(T = 30\). We also constrain \(\Phi\) to be sparse, such that each node is only allowed to communicate to neighbors and neighbors of neighbors. We run Algorithm 1 and 2 with \(\beta_{\text{step}} = 0.05\) and varying values of \(\beta_{\text{max}}\) and compare the results to the optimal LQR solution, which is unconstrained by local communication. Results are shown in Fig. 2; cost and robust stability margin are normalized against the LQR solution.

Both algorithms start with the standard SLS solution; in each plot, the point on the bottom left corresponds to this solution. The performance suboptimality of the SLS solution arises purely from communication constraints. There appears to be a tradeoff between nominal cost and stability margin; as the margin increases, so does the cost. Note that as the number of iterations increase, robust stability margin \(\frac{1}{\beta}\) can only increase; thus, the number of iterations required increases as the desired margin \(\beta_{\text{max}}^{-1}\) increases. Algorithm 1 and Algorithm 2 perform similarly, though Algorithm 2 appears to require more iterations. Overall, these simulations show that the two proposed algorithms for D-Φ iteration are viable and give good margins and nominal performance, as desired. Simulation results may be reproduced using the relevant scripts in the SLS-MATLAB toolbox [11].

VI. FUTURE WORK

This paper provides a novel algorithm for distributed structured robust control. Historically, structured robust control theory, particularly \(H_{\infty}\), was not formulated with distributed synthesis in mind. However, distributed and scalable synthesis is becoming increasingly relevant for modern large-scale systems. Immediate avenues of future work include 1) incorporating block diagonal uncertainty, and 2) incorporating robust performance in addition to robust stability.
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