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1 Introduction

Our understanding of high-energy quantum chromodynamics (QCD) has expanded greatly in the past two decades, in part due to the new and exciting developments in saturation physics [2–9] and non-linear small-$x$ evolution [10–20] (see [2, 21–26] for reviews and a book). During those developments, most of the research effort was dedicated to calculating unpolarized observables, such as total cross sections, unpolarized particle production and correlations. In more recent years the interest in applying the formalism of small-$x$ physics to calculating polarization-dependent observables has been on the rise [27–30, 30–46], with particular attention being devoted to calculating the quark and gluon transverse momentum-dependent parton distribution functions (TMDs) of the proton [47, 48]. The goal of the present work is to apply the small-$x$ saturation formalism to helicity evolution in order to assess the amount of proton’s spin carried by the partons at small $x$.

One of the most profound mysteries in our understanding of the proton structure is the so-called spin puzzle [49, 50] (see [51–53] for a comprehensive review of the experimental situation and additional references): the presently measured spin and orbital angular
momentum (OAM) carried by the quarks and gluons inside the proton does not appear to add up to $1/2$. The puzzle can be formalized in terms of helicity sum rules [54–56] such as the Jaffe-Manohar form [54]

$$S_q + L_q + S_G + L_G = \frac{1}{2}. \tag{1.1}$$

Here $L_q$ and $L_G$ are the orbital angular momenta of the quarks and gluons respectively, while $S_q$ and $S_G$ denote the spin carried by all the quarks and gluons and are defined as the following integrals over Bjorken-$x$ at fixed momentum scale $Q^2$

$$S_q(Q^2) = \frac{1}{2} \int_0^1 dx \Delta \Sigma(x, Q^2), \quad S_G(Q^2) = \int_0^1 dx \Delta G(x, Q^2) \tag{1.2}$$

with

$$\Delta \Sigma(x, Q^2) = [\Delta u + \Delta \bar{u} + \Delta d + \Delta \bar{d} + \ldots](x, Q^2), \tag{1.3}$$

and the helicity parton distribution functions (hPDFs)

$$\Delta f(x, Q^2) \equiv f^+(x, Q^2) - f^-(x, Q^2). \tag{1.4}$$

In (1.4) $f^+$ ($f^-$) denote the number density of partons with the same (opposite) helicity as the proton, and $f = u, \bar{u}, d, \bar{d}, \ldots, G$.

Indeed in the actual experiments due to finite center-of-mass energy one cannot measure $\Delta \Sigma$ and $\Delta G$ down to $x = 0$ as required by eq. (1.2): these quantities are measured down to some minimal available value of $x$ instead. The current quark and gluon spin values extracted from the experimental data are $S_q(Q^2 = 10 \text{ GeV}^2) \approx 0.15 \div 0.20$ (integrated over $0.001 < x < 1$) and $S_G(Q^2 = 10 \text{ GeV}^2) \approx 0.13 \div 0.26$ (integrated over $0.05 < x < 1$) [57–59]. Even the largest values of $S_q$ and $S_G$ (in the above ranges) do not add up to give 1/2. The missing proton’s spin is likely to be in the quark and gluon OAM and/or at smaller values of $x$. It is, therefore, important to gain good qualitative and quantitative understanding of the behavior of $\Delta \Sigma$ and $\Delta G$ at small $x$. A strong growth of these quantities at small $x$ may indicate that a large amount of proton spin resides in that region of phase space, possibly offering a solution to the proton spin puzzle.

The small-$x$ evolution of the quark polarization and flavor-dependent observables was first considered by Kirschner and Lipatov in [60] (see also [61–63]). The calculation was similar to the well-known Balitsky-Fadin-Kuraev-Lipatov (BFKL) equation [64, 65], using quarks instead of gluons as the $t$-channel lines in the corresponding ladder. In addition, non-ladder diagrams turned out to be important in the calculation, making it very hard to resum all the relevant graphs using the BFKL-like evolution equation in rapidity; the resummation in [60] was instead performed using a (non-linear) evolution in the infrared cutoff. Perhaps most importantly it was demonstrated that the small-$x$ limit of the quark-exchange amplitudes is dominated by the resummation of the double-logarithmic (DLA) parameter $\alpha_s \ln^2 s \sim \alpha_s \ln^2(1/x)$ (with $s$ the center of mass energy squared and $\alpha_s$ the strong coupling constant).\footnote{Henceforth we will refer to the resummation of powers of $\alpha_s \ln^2 s \sim \alpha_s \ln^2(1/x)$ as the DLA resummation. This is not to be confused with the DLA limit of BFKL evolution, which resums powers of $\alpha_s \ln s \ln Q^2$.} This is in contrast to the standard BFKL evolution, along with the nonlinear...
Balitsky-Kovchegov (BK) [13–16] and Jalilian-Marian-Iancu-McLerran-Weigert-Leonidov-Kovner (JIMWLK) [17–20] evolution equations, all of which, at the leading order in $\alpha_s$ in the kernel resum powers of single logarithm, $\alpha_s \ln(1/x)$. For the $\alpha_s \ln^2(1/x)$ parameter to become important one does not need $x$ to be as small as would be needed for the $\alpha_s \ln(1/x)$ parameter to become important: hence the effects of small-$x$ evolution on polarization-dependent observables may be stronger and easier to observe in experiments than the small-$x$ evolution for unpolarized observables.

The small-$x$ limit of an observable relevant to the spin puzzle, the structure function $g_1(x, Q^2)$, was first considered by Bartels, Ermolaev and Ryskin (from now on referred to as BER) in [1, 66]. At the leading order in $\alpha_s$ and at leading twist this structure function is

$$g_1(x, Q^2) = \frac{1}{2} \sum_{f=\text{quarks}} Z_f^2 \left[ \Delta f(x, Q^2) + \Delta \bar{f}(x, Q^2) \right]$$

with $Z_f$ the electric charge of a quark of flavor $f$ in units of the electron’s charge. Resumming double-logarithms $\alpha_s \ln^2(1/x)$ using the infrared evolution equations, BER obtained a tantalizing result: they argued that at small $x$ the $g_1(x, Q^2)$ structure function, and hence $\Delta \Sigma$, grow as $(1/x)^{c_2}$ with a fairly large power $\omega_s = 1.01$ for $\alpha_s = 0.18$ (with presumably larger $\omega_s$ for larger values of the coupling $\alpha_s$). This result appears to indicate that small-$x$ partons may contribute a substantial amount to the net quark (and gluon) spin in the proton $S_q (S_G)$.

The emerging physical picture of the proton would be quite interesting: the majority of small-$x$ partons, generated through BFKL/BK/JIMWLK evolution are unpolarized. Nonetheless, there may exist a minority of small-$x$ partons, generated though the non-eikonal spin-dependent evolution, which carry a potentially large fraction of the proton spin.

Our main aim in this work is to reproduce the results of BER using the $s$-channel evolution language of [10–20], which employs the light-cone Wilson line operators and, ultimately, color dipoles. Moreover, we want to include saturation corrections into the evolution equations, thus going beyond the evolution considered by BER. Indeed saturation corrections resum single logarithms and strictly speaking should come in only at the level of the next-to-leading order (NLO) corrections to the DLA helicity evolution. However, in the cases considered below it appears possible to separate helicity evolution from the unpolarized BK/JIMWLK evolution keeping the approximation and power counting under control, akin to the evolution equation for the QCD Reggeon with saturation corrections derived in [67].

The paper is structured as follows. In section 2 we define the observables we want to calculate, the quark and anti-quark helicity TMDs and hPDFs. The hPDFs are related to the $g_1$ structure function and are an essential ingredient in the spin sum rules. We show that these observables depend on the “polarized dipole” operator (2.11): this is a dipole operator in which either the quark or the anti-quark interact with the target in a polarization-dependent way. We construct the main ingredients of the leading-order small-$x$ helicity evolution in section 3. The ingredients are the $q \to qG$, $G \to q\bar{q}$ and $G \to GG$ splitting kernels which include helicity dependence. We then study the contributing diagrams in section 4. The main calculation is carried out in section 5: there the evolution equations
for the fundamental and adjoint polarized dipoles are obtained after one step of small-$x$
helicity evolution and are given in eqs. (5.13) and (5.17) respectively. Just like the equations
in Balitsky hierarchy, equations (5.13) and (5.17) are not closed, and involve higher-order
Wilson-line correlators on their right-hand sides. These are our main general results.

At this point we cross-check our results against those of BER: unfortunately the in-
frared evolution equations obtained by BER were too complicated to allow for a complete
analytic solution, and part of their work including the calculation of the intercept (the
power of $1/x$ in the expression for $g_1$) was done numerically. However, BER had an analytic
result for the intercept of their evolution in the case when one neglects the contributions
of the non-ladder gluons [1]. Neglecting the non-ladder gluons is not justified by the small-
ness of any parameter in the problem, and cannot be used as an approximate solution of
the problem in the sense of any controlled approximation; nonetheless it is an interesting
formal limit where an analytic comparison is possible. In section 5 we neglect the non-
ladder gluon contribution and reproduce the analytic expression for the intercept obtained
by BER in the same limit (see eq. (5.26)). We thus accomplish a successful cross-check of
our technique.

Similar to the case of unpolarized evolution, to obtain a closed equation out of, say,
eq (5.13) for the polarized dipole, one has to take the large-$N_c$ limit [68] (with $N_c$ the
umber of quark colors). Doing so in section 5.4 we obtain a closed system of equations (5.35)
and (5.37) (along with their linearized version (5.38)). The solution of these equations
(to be found in the future work) would yield the energy dependence of the quark helicity
TMD (along with the same energy dependence of the $g_1$ structure function and $\Delta \Sigma$) in the
large-$N_c$ DLA limit.

Quarks are significantly more important for helicity small-$x$ evolution than for the
unpolarized BFKL/BK/JIMWLK equations. The quark contribution is neglected in the
large-$N_c$ limit of section 5.4. To preserve the contributions of the quarks we take the large-
$N_c$ & $N_f$ limit of eqs. (5.13) and (5.17) in section 5.5. Here $N_f$ is the number of quark
flavors. More precisely, we assume that both $N_c$ and $N_f$ are asymptotically large (in the
evolution), while $\alpha_s N_c$ and $\alpha_s N_f$ are fixed and small. In the end we obtain a closed system
of equations (5.42), (5.43), (5.44), (5.45) and (5.46). Solution of these equations in their
linearized form (5.47), (5.48) would yield an intercept governing the energy dependence of
helicity TMDs, the $g_1$ structure function and $\Delta \Sigma$ which can be compared with the final
(numeral) result of BER. This is left for the future work.

We summarize our results in section 6 and discuss potential effects of saturation cor-
rections on small-$x$ helicity evolution.

2 The observables

To build helicity evolution we need to start by defining which quantity we want to evolve.
This is ultimately dictated by the observable we wish to calculate. Let us start with the
cross section for semi-inclusive deep inelastic scattering (SIDIS) on a longitudinally
polarized target, $\gamma^* + p \rightarrow q + X$ (with $p$ the target [e.g., proton] and $q$ the produced quark),
and the associated quark helicity TMD $g_{1L}(x, k_T)$, both evaluated in small-$x$ kinematics,
$s \gg Q^2 \gg k_T^2$. The helicity TMD can be extracted from the SIDIS cross section.
From the analysis of small-$x$ SIDIS and TMDs for polarized targets carried out in \[41\] we conclude that to calculate $g_{1L}(x, k_T)$ one has to sum up the diagrams shown in figure 1 (with all other potentially contributing diagrams canceling out). We assume that the virtual photon is moving along the light-cone “$+$” direction and work in the $A^+ = 0$ light-cone gauge. As before, the shaded rectangles in figure 1 denote the shock wave, though (an example of) the polarization-dependent interaction with the target is shown explicitly on top of the shock wave. If we model our proton as a large nucleus \[4-6\], which is the standard practice in saturation calculations, we would assume that the polarization-dependent interaction happens with one of the longitudinally polarized nucleons (with a sum over interactions with all polarized nucleons implied). For the real proton one can think of longitudinally polarized partons instead of nucleons, described by some helicity TMD (in which the final-state interactions of the produced quark are defined to occur via an unpolarized gauge link), and not for the SIDIS cross section (where they may occur in a polarization-dependent way). Nonetheless, the diagrams in figure 1 give us the leading-energy contribution to the SIDIS cross section, which is extracted from eq. (2.1) below and is given in eq. (2.6). The terms in which the quark line scatters in a polarization-dependent way are not DLA: note that eq. (2.1) also contains some non-DLA terms that are neglected in obtaining eq. (2.6).

\[2\]

Let us point out that the analysis in \[41\] which led to the diagrams in figure 1 was performed for the quark TMD (in which the final-state interactions of the produced quark are defined to occur via an unpolarized gauge link), and not for the SIDIS cross section (where they may occur in a polarization-dependent way). Nonetheless, the diagrams in figure 1 give us the leading-energy contribution to the SIDIS cross section, which is extracted from eq. (2.1) below and is given in eq. (2.6). The terms in which the quark line scatters in a polarization-dependent way are not DLA: note that eq. (2.1) also contains some non-DLA terms that are neglected in obtaining eq. (2.6).
for transverse (T) and longitudinal (L) polarizations of the virtual photon respectively. (Our normalization of light-cone wave functions corresponds to that in [26].) The notation in the above formulas is largely explained in figure 1. Here \( v^\pm \equiv (v^0 \pm v^1)/\sqrt{2} \) for any four-vector \( v^\mu = (v^+, v^-, y) \), where \( y \) is a two-vector in the transverse plane with \( v_\perp = y_T = |y| \). Note that \( z = (q^+ - k^+)/k^+ \) is the fraction of the virtual photon's \( (\gamma^*) \) light-cone momentum carried by the anti-quark: it is integrated over the range \( z_i < z < 1 \) with its smallest value \( z_i = \Lambda^2/s \), where \( \Lambda \) is the infrared (IR) cutoff and \( s \) is the center-of-mass energy squared of the \( \gamma^* + p \) system. Above \( \sigma, \sigma', \Sigma, \lambda \) are the quark, anti-quark, target, and virtual photon polarizations respectively, and \( a_f^2 = z(1 - z)Q^2 + m_f^2 \) with \( m_f \) the mass of quarks of flavor \( f \).

The interaction with the target is described by infinite light-cone Wilson lines in the fundamental representation

\[
V_{\perp} = P \exp \left[ i g \int_{-\infty}^{\infty} dx^+ A^- (x^+, x^- = 0, x) \right].
\]

The trace in eq. (2.1) is over matrices in the fundamental representation of \( SU(N_c) \). Note that the anti-quark line interaction with the shock wave is denoted by \( V_{\perp}^1(\sigma') \): this interaction is not completely eikonal, since we need to include a non-eikonal interaction exchanging spin information with the target (the interaction shown explicitly in figure 1). Therefore, \( V_{\perp}^1(\sigma') \) is not entirely a Wilson line of (2.3), but is a more complicated operator including the spin information in it. The exact formal definition of \( V_{\perp}^1(\sigma') \) is not important as long as we understand that it stands for an eikonal quark which eventually undergoes a non-eikonal spin-dependent interaction that may turn it into an eikonal gluon. The target averaging of the Wilson line-like operators is denoted by \( \langle \ldots \rangle \Sigma \): in this case it depends on the target helicity \( \Sigma \). The argument \( z \) of the angle brackets in eq. (2.1) labels the longitudinal momentum fraction carried by the polarized line, which in this case is the anti-quark line. (As discussed later, this simple picture is modified by the effects of small-\( x \) evolution, such that \( z \) can refer to softer partons in the dipole wave function).

Throughout this paper we are interested in extracting the leading-ln \( s \) contributions to the observables we calculate, concentrating on the DLA piece. In the unpolarized evolution case the quark loop depicted in figure 1 does not give a logarithm of energy \( s \). In the polarized SIDIS case at hand it is possible to obtain one logarithm of \( s \) from the quark system. Above \( s = zQ^2 + m_f^2 \) can refer to softer partons in the dipole wave function.)

In arriving at eq. (2.4) we concentrated only on transversely-polarized photons, averaging over the polarization \( \lambda \). We have also dropped the term containing \((x - w) \times (y - w)\), since
after integration over \( x, y \) and \( w \) it should give something proportional to \( k \times k = 0 \) because there is no other transverse vector in the problem apart from \( k \). The \( \theta \)-functions in eq. (2.4) impose the approximation we have employed \((x^2_\perp \ll 1/(z Q^2)\) in eq. (2.2a)). It is also understood that \( z \ll 1 \), even though, in the leading-logarithmic spirit we let the \( z \) integration range go up to 1.

It is well-known that the leading power of energy in any perturbative QCD interaction is given by the eikonal contribution, which is polarization-independent. Therefore, as we also show explicitly in appendix A, the polarization-dependent contribution we are after must be energy suppressed. It is convenient to show this dependence explicitly by redefining the averaging in eqs. (2.1) and (2.4) using

\[
\langle \ldots \rangle_{\Sigma}(z) = \frac{1}{z s} \langle \ldots \rangle_{\Sigma}(z),
\]

where \( z s \) is the center-of-mass energy squared for the anti-quark-proton (or quark-proton) system. (This identity can be understood as the definition of double angle brackets. Note that after the effects of evolution, the factor of \( 1/z s \) always comes in with the momentum fraction \( z \) of the polarized line in the dipole.) Employing the substitution (2.5) in (2.4) yields

\[
\sum_{\sigma} \sigma \frac{d \sigma_{\text{SIDIS}}^{\Sigma}(\sigma)}{d^2 k_T} = -\frac{1}{s} \int_{z_1}^{1} \frac{dz}{z} \int \frac{d^2 x_\perp d^2 y_\perp d^2 w_\perp}{(2\pi)^3} \ e^{-ik \cdot (x-y)} \sum_{\sigma', f} (-\sigma') \ \frac{\alpha_{\text{EM}} Z_j^2}{\pi} \ \frac{x-w}{|x-w|^2} \ \frac{y-w}{|y-w|^2} \ \times \left\langle \left[ \text{tr} \left[ V_x V^\dagger_{w}\right] + \text{tr} \left[ V_w V^\dagger_x\right] \right] \right\rangle_{\Sigma}(z) \ \theta \left( \frac{1}{Q^2} - z |x-w|^2 \right) \ \theta \left( \frac{1}{Q^2} - z |y-w|^2 \right).
\]

Now we see explicitly that the \( z \)-integral is indeed logarithmic: remembering that \( z_1 = \Lambda^2/s \) we conclude that it gives a logarithm of energy. This is a peculiar feature of helicity-dependent amplitudes: unlike the unpolarized case, quark loops here also generate leading logarithms of energy [1, 60–63, 66].

To extract the quark helicity TMD \( g_{1L}(x, k_T) \) we consider the lowest-order (LO) SIDIS process on a quark instead of the proton, as pictured in figure 2. A simple calculation yields (cf. [41] for the unpolarized quark TMD)

\[
\sum_{\sigma} \sigma \frac{d \sigma_{\text{SIDIS}}^{\Sigma}(\sigma)}{d^2 k_T} \bigg|_{\text{LO}} = \frac{4\pi^2 \alpha_{\text{EM}}}{s} \sum_{f} Z_j^2 g_{1L}^{\text{quark}}(x, k_T) \Sigma,
\]

where \( \Sigma \) is the polarization of the target quark and

\[
g_{1L}^{\text{quark}}(x, k_T) \bigg|_{x<1, m=0} = \frac{\alpha_s C_F}{2 \pi^2} \frac{1}{k_T^2}
\]

is the small-\( x \) lowest-order quark helicity TMD of a target quark as calculated in [71].
Comparing eqs. (2.7) and (2.6) we read off the helicity TMD of a proton (or nuclear) longitudinally polarized target in the leading logarithmic approximation in $s$:

$$
\begin{align*}
g_{1L}(x, k_T) &= - \frac{\Sigma}{4\pi^3} \int_{z_1}^{1} \frac{dz}{z} \int \frac{d^2x d^2y d^2w}{2(2\pi)^3} \frac{e^{-ik(z-y)} x \cdot w}{|x - w|^2} \cdot \frac{y \cdot w}{|y - w|^2} \\
&\quad \times \sum\sigma' \left( -\sigma' \right) \left\langle \text{tr} \left[ V_{x}^{\dagger} \right] + \text{tr} \left[ V_{w}^{\dagger} \sigma' V_{y}^{\dagger} \right] \right\rangle \Sigma \left( z \right) \\
&\quad \times \theta \left( \frac{1}{Q^2} - z |x - w|^2 \right) \theta \left( \frac{1}{Q^2} - z |y - w|^2 \right).
\end{align*}
$$

(2.9)

Eq. (2.9) can be simplified further by noticing that outside the double angle brackets the integrand is invariant under simultaneously replacing $x \leftrightarrow y$ and $k \rightarrow -k$. At the same time the integral is a function of $k_T$ instead of $k$ because there is no other transverse vector in the problem: hence the integral is symmetric under $k \rightarrow -k$ transformation. Therefore we can simply replace $y \rightarrow x$ in the second trace in the double angle brackets without changing the equality. We get

$$
\begin{align*}
g_{1L}(x, k_T) &= - \frac{\Sigma}{4\pi^3} \int_{z_1}^{1} \frac{dz}{z} \int \frac{d^2x \cdot d^2y \cdot d^2w}{2(2\pi)^3} e^{-ik(z-y)} x \cdot w \cdot y \cdot w \\
&\quad \times \sum\sigma' \left( -\sigma' \right) \left\langle \text{tr} \left[ V_{x}^{\dagger} \right] + \text{tr} \left[ V_{w}^{\dagger} \sigma' V_{y}^{\dagger} \right] \right\rangle \Sigma \left( z \right) \\
&\quad \times \theta \left( \frac{1}{Q^2} - z |x - w|^2 \right) \theta \left( \frac{1}{Q^2} - z |y - w|^2 \right).
\end{align*}
$$

(2.10)

So far we have only calculated the energy dependence coming from a single quark loop. The energy dependence of the longitudinally polarized SIDIS cross section (2.1) and the quark helicity TMD (2.10) mainly comes from the correlator of Wilson lines. We conclude that to find either of these quantities in the small-$x$ regime we need to evolve the polarized dipole operator

$$
\left\langle \text{tr} \left[ V_{x}^{\dagger} \right] + \text{tr} \left[ V_{w}^{\dagger} \sigma V_{y}^{\dagger} \right] \right\rangle \Sigma \left( z \right)
$$

(2.11)

in $z$ (the momentum fraction of the polarized line).
Other observables would benefit from constructing the small-$x$ evolution of the polarized dipole. Knowing the helicity TMD (2.10) would allow one to construct the quark hPDF,

$$\Delta q(x, Q^2) = \int d^2 k_T g_{1L}(x, k_T)$$

$$= - \frac{\Sigma}{4\pi^3} \int_{z_1}^{1} \frac{dz}{z} \int_{\rho^2}^{1} \frac{d^2 x_{\bot} d^2 w_{\bot}}{4\pi} \frac{1}{|x-w|^2} \frac{1}{Q^2} \frac{1}{z} |x-w|^2 \theta \left( \frac{1}{Q^2} - \frac{1}{z} |x-w|^2 \right) \left( \frac{1}{Q^2} - \frac{1}{z} |x-w|^2 \right) \times \sum_{\sigma} \left( \sigma \right) \left( \left( \sum_{\tau} \left( V_{\tau}^{\sigma_{\tau}} \right)^{\dagger} \right) + \left( \sum_{\tau} \left( V_{\tau}^{\sigma_{\tau}} \right)^{\dagger} \right) \right) (z).$$

The integrals over $x_{\bot}$ and $w_{\bot}$ in eq. (2.12) now have a singularity at $x = w$: it is regulated by requiring that $|x-w| > \rho$, where $\rho^2 = 1/(z s)$ is the shortest allowed distance (squared) in the problem. We note in passing that the transverse space integrals in eq. (2.12) now bring in another logarithm of energy, in part due to the ultra-violet (UV) cutoff $\rho$, and in part due to the $z$-dependent IR cutoff resulting from the $\theta$-function. Combining this with the energy logarithm coming from the $z$ integration, we observe that the quark loop in figure 1 leads to two logarithms of energy. This is our first example of how the DLA appears in a calculation.

Knowing $\Delta q(x, Q^2)$ one can calculate the (leading-twist) structure function $g_1(x, Q^2)$ from eq. (1.5) above along with $\Delta \Sigma$ and its contribution to $S_q$ in the spin sum rule (1.1). Note that eqs. (2.1), (2.7) and (1.5) allow one to write down an all-twist expression for $g_1(x, Q^2)$, without extracting the leading-energy (DLA) contribution from the quark loop:

$$g_1(x, Q^2) = \frac{s}{2\pi^2 \alpha_{EM}} \int d^2 k_{\bot} \sum_{\sigma} \left[ \frac{\alpha_{SIDIS}^{\sigma}}{d^2 k_T} + \frac{\alpha_{SIDIS}^{\sigma}}{d^2 k_T} \right]$$

$$= - \frac{\Sigma}{2\pi^2 \alpha_{EM}} \int_{z_1}^{1} \frac{dz}{z^2 (1-z)} \int_{\rho^2}^{1} \frac{d^2 x_{\bot} d^2 w_{\bot}}{4\pi} \times \sum_{\sigma, \sigma', f} \left[ \frac{1}{2} \sum_{\lambda} \left| \Psi_{T}^{\gamma^* q \bar{q}} (x-w, z) \right|^2 + \left| \Psi_{L}^{\gamma^* q \bar{q}} (x-w, z) \right|^2 \right] \times \left( \sum_{\tau} \left( V_{\tau}^{\sigma_{\tau}} \right)^{\dagger} \right) (z).$$

We see that the $x$-dependence of $g_1(x, Q^2)$ (either from eq. (1.5) or its more precise version in eq. (2.13)) and $\Delta \Sigma(x, Q^2)$ is also determined by the energy dependence of the correlator (2.11). Hence the small-$x$ evolution of the operator (2.11) would allow us to address many important observables, including the ones relevant for the spin puzzle.

### 3 The ingredients

We want to derive $s$-channel helicity evolution equations, similar to the BK/JIMWLK equations [13-20], but now for the polarization-dependent dipole operator in eq. (2.11). Following the standard technique we will continue working in the light-cone gauge of the
Figure 3. Leading-order diagram contributing to the light-cone wave function for \( q \rightarrow qG \).

dipole, that is, as our projectile is moving along the light-cone \( x^+ \) direction, we will employ the \( A^+ = 0 \) light-cone gauge.

Before we can even start discussing the diagrams relevant for the helicity evolution, we observe that small-\( x \) evolution in the \( A^+ = 0 \) gauge takes place in the light-cone wave function [69, 70] of the dipole projectile. Hence, to write down \( s \)-channel helicity evolution equations we will need the basic helicity-dependent light-cone wave functions describing the \( q \rightarrow qG \), \( G \rightarrow q\bar{q} \) and \( G \rightarrow GG \) transitions, which are the building blocks of any evolution equation. They can be obtained from [26], or they can be derived independently. For simplicity we assume that all the quarks are massless, \( m = 0 \), since, as one can show using the analysis below, mass corrections do not contribute to the double-logarithmic (DLA) small-\( x \) evolution.

### 3.1 \( q \rightarrow qG \) splitting

Consider the \( q \rightarrow qG \) splitting depicted in figure 3. The exact leading-order in \( \alpha_s \) momentum-space light-cone wave function is

\[
\psi^{q \rightarrow qG} = -g t^a \delta_{\sigma\sigma'} \sqrt{z} \frac{\frac{k}{k'}}{[k - zk']^2} \left[ 1 + z + \sigma \lambda (1 - z) \right].
\]

Here \( 0 \leq z \leq 1 \), where \( z = k^+ / k'^+ \), \( \sigma \) and \( \sigma' \) are the quark polarizations, \( \lambda \) and \( a \) are the gluon polarization and color, and \( t^a \) are the fundamental SU(\( N_c \)) generators. All the labels are explained in figure 3. We are using light-front perturbation theory (LFPT) rules [69, 70] with all the quark and gluon polarizations quantized along the same \( z \)-axis (beam axis) direction. The gluon polarization four-vector in the \( A^+ = 0 \) light-cone gauge is

\[
e_\lambda^a(k) = \left( 0, \frac{\xi_\lambda \cdot k}{k^+}, \frac{\xi_\lambda \cdot k}{k^+}, \xi_\lambda \right).
\]

Since we are interested in small-\( x \) evolution, we will only need the cases when either the outgoing quark or the gluon are very soft, i.e., carry a small fraction of the “+” momentum of the incoming quark. The relevant limits are

\[
\psi^{q \rightarrow qG} \bigg|_{z \rightarrow 0} \approx -g t^a \delta_{\sigma\sigma'} \sqrt{z} \frac{\frac{k}{k'}}{k^2} \left[ 1 + \sigma \lambda \right]
\]

(soft outgoing quark) and

\[
\psi^{q \rightarrow qG} \bigg|_{z \rightarrow 1} \approx g t^a \delta_{\sigma\sigma'} \frac{\frac{k'}{k} - \frac{k}{k'}}{[k' - k]^2} \left[ 2 + \sigma \lambda (1 - z) + \ldots \right]
\]
Figure 4. Leading-order diagram contributing to the light-cone wave function for $G \to q\bar{q}$.

(soft gluon). In the latter we keep only the spin-dependent part of the sub-eikonal corrections.

Fourier-transforming eqs. (3.3) and (3.4) into transverse coordinate space we get

$$
\psi^{q\to qG}_{z \to 0} \approx - \frac{i g t^a}{2\pi} \delta_{\sigma \sigma'} \sqrt{z} \frac{\epsilon^\lambda \cdot \frac{x}{|x|^2}}{2} \left[ 1 + \sigma \lambda \right]
$$

(3.5)

and

$$
\psi^{q\to qG}_{z \to 1} \approx \frac{i g t^a}{2\pi} \delta_{\sigma \sigma'} \frac{\epsilon^\lambda \cdot \frac{x}{|x|^2}}{2} \left[ 2 + \sigma \lambda (1 - z) + \ldots \right],
$$

(3.6)

where $x$ is the transverse vector separating the soft quark from the position of the incoming quark in eq. (3.5), while in eq. (3.6) it denotes the transverse separation between the soft gluon and the incoming quark. Note that eqs. (3.1), (3.3), (3.4), (3.5) and (3.6) are also valid for the anti-quark splitting, $\bar{q} \to q\bar{G}$.

### 3.2 $G \to q\bar{q}$ splitting

Now we consider the $G \to q\bar{q}$ splitting. The exact leading-$\alpha_s$ light-cone wave function is

$$
\psi^{G\to q\bar{q}} = g t^a \sqrt{z (1 - z)} \frac{\epsilon^\lambda \cdot (k - q)}{|k - q|^2} \delta_{\lambda, -\lambda} [1 - 2z - \sigma \lambda].
$$

(3.7)

The soft-quark limit is

$$
\psi^{G\to q\bar{q}}_{z \to 0} \approx g t^a \sqrt{z} \frac{\epsilon^\lambda \cdot k}{|k|^2} \delta_{\lambda, -\lambda} [1 - \sigma \lambda],
$$

(3.8)

and the soft-antiquark limit is

$$
\psi^{G\to q\bar{q}}_{z \to 1} \approx g t^a \sqrt{1 - z} \frac{\epsilon^\lambda \cdot (q - k)}{|q - k|^2} \delta_{\lambda, -\lambda} [1 - \sigma' \lambda].
$$

(3.9)

Here again we only keep the polarization-dependent sub-eikonal corrections. Fourier-transforming into transverse coordinate space gives

$$
\psi^{G\to q\bar{q}}_{z \to 0} \approx \frac{i g t^a}{2\pi} \sqrt{z} \frac{\epsilon^\lambda \cdot \frac{x}{|x|^2}}{2} \delta_{\sigma \sigma'} [1 - \lambda \sigma]
$$

(3.10)

and

$$
\psi^{G\to q\bar{q}}_{z \to 1} \approx \frac{i g t^a}{2\pi} \sqrt{1 - z} \frac{\epsilon^\lambda \cdot \frac{x}{|x|^2}}{2} \delta_{\sigma \sigma'} [1 - \sigma' \lambda],
$$

(3.11)

where $x$ is again the transverse vector connecting the position of the incoming gluon with that of a soft (anti-)quark.
3.3 $G \to GG$ splitting

Finally, let us consider the $G \to GG$ splitting. The exact leading-order light-cone wave function is

$$\psi^{G \to GG} = 2i g f^{abc} z \frac{(1 - z)}{|k - z k'|^2} \left[ \frac{1}{1 - z} \xi^\alpha \cdot (k - z k') \xi^\lambda \cdot \xi^\nu \cdot \xi^\rho - \frac{1}{z} \xi^\lambda \cdot (k - z k') \xi^\nu \cdot \xi^\rho \cdot \xi^\lambda - \frac{1}{z} \xi^\nu \cdot (k - z k') \xi^\rho \cdot \xi^\rho \cdot \xi^\lambda \right].$$

The soft-gluon limit is

$$\psi^{G \to GG}\big|_{z \to 0} \approx 2i g f^{abc} \frac{z}{k^2} \left[ \frac{1}{z} \xi^\lambda \cdot k \xi^\nu \cdot \xi^\rho - \xi^\lambda \cdot k' \xi^\nu \cdot \xi^\rho \right. + \left. \frac{1}{z} \xi^\nu \cdot k \xi^\rho \cdot \xi^\rho \cdot \xi^\lambda \right.$$

$$\left. + \frac{1}{z} \xi^\nu \cdot k' \xi^\rho \cdot \xi^\rho \cdot \xi^\lambda \right. + \left. \frac{1}{z} \xi^\nu \cdot k \delta_{\lambda \rho} \cdot \xi^\rho \cdot \xi^\rho \cdot \xi^\lambda \right.$$

$$\left. + \frac{1}{z} \xi^\nu \cdot k' \delta_{\lambda \rho} \cdot \xi^\rho \cdot \xi^\rho \cdot \xi^\lambda \right. + \left. \frac{1}{z} \xi^\nu \cdot k \delta_{\lambda \rho} \cdot \xi^\rho \cdot \xi^\rho \cdot \xi^\lambda \right];$$

where again we only keep the sub-eikonal terms which transfer polarization information to the softer gluon. Fourier-transforming into transverse coordinate space gives

$$\psi^{G \to GG}\big|_{z \to 0} \approx -\frac{g f^{abc}}{\pi} \frac{z}{k^2} \left[ \frac{1}{z} \xi^\lambda \cdot z \delta_{\lambda \rho} \cdot \xi^\rho + \xi^\nu \cdot z \delta_{\lambda \rho} \cdot \xi^\rho + \xi^\nu \cdot z \delta_{\lambda \rho} \cdot \xi^\rho \right. + \left. \frac{1}{z} \xi^\nu \cdot z \delta_{\lambda \rho} \cdot \xi^\rho \right. + \left. \frac{1}{z} \xi^\nu \cdot z \delta_{\lambda \rho} \cdot \xi^\rho \right];$$

where the transverse vector $z$ connects the position of the incoming gluon with that of the soft gluon.

3.4 Evolution kernels

For future purposes it is instructive to square the wave functions obtained above in order to understand the mechanism for generating the double logarithms that we want to resum and to obtain evolution kernels for the ladder part of the evolution. Squaring the coordinate-space wave functions of sections 3 A, B and C we can construct the splitting kernels illustrated in figure 6 in a matrix form, by analogy to BER [1]. The shaded rectangles denote the shock wave, which encodes both the subsequent evolution and the interaction with
the longitudinally polarized target. We assume that the amplitude these wave functions squared connect to at the bottom is forward in color and flavor (and of course in transverse positions); for a longitudinally-polarized target, it is also automatically forward in helicity. This assumption can be explicitly checked by the lowest-order diagram calculations (akin to that done above for the graph in figure 2), which provide the initial conditions for our evolution (see appendix A). Since those amplitudes are independent of color and flavor, we sum over the colors of soft quarks and gluons, and also over flavors of the quarks in the lower left panel of figure 6. We also sum over polarizations and colors of the hard quarks and gluons going through the shock wave, since in the DLA the interactions of those particles with the shock wave can be neglected. (Those interactions are at most single-logarithmic.)

The resulting kernels are (going left to right in each row of figure 6 and keeping only the polarization-dependent sub-eikonal part of the splitting kernel)

\[
K_{q\bar{q}\rightarrow q\bar{q}} = \frac{\alpha_s C_F}{2 \pi^2} \delta_{\sigma_1} \sigma_2 \sigma_1 \delta_{\lambda_1} \delta_{\lambda_2} \int dz \int \frac{d^2 x_\perp}{x_\perp^2},
\]
\[
K_{q\bar{q}\rightarrow GG} = \frac{\alpha_s C_F}{2 \pi^2} \delta_{\sigma_1} \sigma_2 \sigma_1 \lambda \delta_{\lambda_1} \delta_{\lambda_2} \int dz \int \frac{d^2 x_\perp}{x_\perp^2},
\]
\[
K_{GG\rightarrow q\bar{q}} = \frac{\alpha_s N_c}{4 \pi^2} \delta_{\lambda_1} \lambda_2 \delta_{\lambda_1} \delta_{\lambda_2} \int dz \int \frac{d^2 x_\perp}{x_\perp^2},
\]
\[
K_{GG\rightarrow GG} = \frac{\alpha_s N_c}{\pi^2} \delta_{\lambda_1} \lambda_2 \lambda_1 \delta_{\lambda_2} \int dz \int \frac{d^2 x_\perp}{x_\perp^2}.
\]

At first glance the kernels in eq. (3.15) appear completely irrelevant to the task at hand: the integrals over longitudinal momentum fractions \( z \) in those kernels are not logarithmic. Moreover, the only integral in the kernels of eq. (3.15) that may generate a logarithm is the integral over \( x_\perp \). However, in the unpolarized BFKL evolution \([10–20]\) (in coordinate space) such integrals are usually cut off by some transverse momentum scale, e.g., by \( Q^2 \) in DIS, and do not become logarithms of energy. Hence our usual unpolarized small-\( x \) (gluon)
evolution intuition appears to tell us that the emission kernels in figure 6 and eq. (3.15) cannot generate the DLA powers of $\alpha_s \ln^2 s \sim \alpha_s \ln^2(1/x)$.

Indeed the above concerns, while legitimate, are incorrect. An example of the DLA evolution in the $s$-channel transverse coordinate space formalism at hand is given in [67] for the case of the QCD Reggeon. Just like in [67] we show in appendix A that the initial conditions for the helicity-dependent evolution are given by an energy suppressed cross-section $\hat{\sigma} \sim 1/(zs)$, where $s$ is the center-of-mass energy squared of the system and $z$ is the longitudinal momentum fraction of the softest parton in the cascade. Hence all the kernels in eq. (3.15) would act on $1/z$ in the initial condition or in the subsequent evolution. This would make the $z$-integrals logarithmic, $\int dz/z$, yielding us one power of $\ln s$ per each splitting. The other $\ln s$ arises from the $x_\perp$-integral in eq. (3.15). As will become apparent later, and by analogy to what was already observed after eq. (2.12) and in [67], in the case of our helicity evolution the $x_\perp$-integrals will be divergent in the ultra-violet (UV) and will be regulated by the inverse center-of-mass energy of the system. In addition, the infra-red (IR) cutoff on the $x_\perp$-integral will be $z$-dependent, and would also generate a logarithm of energy. We see that each integral in eq. (3.15) contributes a logarithm of $s$, yielding $\alpha_s \ln^2 s$ per each splitting, and hence contributing to the DLA approximation we are constructing.

4 DLA diagrams: ladders and non-ladders

Our goal is to construct the small-$x$ evolution of the polarized dipole operator in eq. (2.11). In this section we will explore the contributing diagrams using the evolution building blocks developed in section 3. The most natural guess for the types of diagrams one has to resum to obtain DLA helicity evolution would be quark and gluon ladders shown in figure 7. In [67] it was the quark ladder (i.e., a ladder with quarks in the $t$-channel and with gluon rungs) that gave the small-$x$ evolution of the QCD Reggeon.

Let us first discuss how the ladders give double logarithms. We begin with the quark ladder, depicted also in the left panel of figure 7. The longitudinal momentum fractions carried by the quarks (and the gluons going through the shock wave) are ordered, $1 \gg z_1 \gg z_2 \gg z_3 \gg \ldots$. As one can see from eq. (3.3) (and, in a general case, also from eq. (3.8)), each emission of a soft quark generates a factor of $\sqrt{z}$. The quark ladder in

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{quark_ladder.png}
\caption{Examples of the quark and gluon ladder diagrams. Non-eikonal gluon emission vertices are denoted by shaded circles.}
\end{figure}
figure 7 then yields

$$\int_{z_i}^{1} \frac{dz_1}{z_1} \int_{z_i}^{z_1} \frac{dz_2}{z_2} \int_{z_i}^{z_2} \frac{dz_3}{z_3} \left( \frac{z_2}{z_1} \right)^2 \left( \frac{z_3}{z_2} \right)^2 \left( \frac{z_4}{z_3} \right)^2 = \int_{z_i}^{1} \frac{dz_1}{z_1} \int_{z_i}^{z_1} \frac{dz_2}{z_2} \int_{z_i}^{z_2} \frac{dz_3}{z_3} \frac{dz_4}{z_4}. \quad (4.1)$$

The factor of $z_3$ here is canceled by the energy-suppressed initial conditions, which, just like in eq. (2.5) (or in eq. (2.7)) bring in a factor of $1/(z_3 s)$. We thus get a logarithmic contribution from the integral in eq. (4.1). Hence one condition for the DLA contribution is the longitudinal momentum ordering,

$$1 \gg z_1 \gg z_2 \gg z_3 \gg \ldots. \quad (4.2)$$

Gluon ladders also give a contribution similar to eq. (4.1). Consider the ladder in the right panel of figure 7. To transfer polarization information down the ladder, one of the quark-gluon vertices (either to the left or right of the shock wave) has to be sub-eikonal: according to eq. (3.4), this means that the eikonal vertex brings in a factor of 1 (in term of counting the powers of $z_1$), while the sub-eikonal vertex gives a power of $z_1$. We denote sub-eikonal gluon emission vertices by the shaded circle in figure 7: note that the circle could be on either side of the shock wave, and the diagram on the right of figure 7 represents only one realization of the gluon ladder. The situation repeats itself for the triple gluon vertices, as follows from eq. (3.13): in the emission of an $s$-channel gluon, one of the vertices (either to the left or right of the shock wave, denoted by the shaded circle too) has to be sub-eikonal. (We neglect the contribution of both vertices being sub-eikonal, since this is even more energy-suppressed than helicity evolution and is beyond our DLA here.) For the gluon ladder on the right of figure 7 we get

$$\int_{z_i}^{1} \frac{dz_1}{z_1} \int_{z_i}^{z_1} \frac{dz_2}{z_2} \int_{z_i}^{z_2} \frac{dz_3}{z_3} \frac{dz_4}{z_4} = \int_{z_i}^{1} \frac{dz_1}{z_1} \int_{z_i}^{z_1} \frac{dz_2}{z_2} \int_{z_i}^{z_2} \frac{dz_3}{z_3} \frac{dz_4}{z_4}, \quad (4.3)$$

which again is a logarithmic contribution.

To obtain a DLA contribution we also need to get energy logarithms coming from the integrals over transverse momenta. This is achievable only if the softest gluon dominates in the energy denominator, just like in small-$x$ evolution. After a little bit of work one can show that this translates into the following condition (cf. eq. (2.31) in [1])

$$\frac{k_1^2}{z_1} \ll \frac{k_2^2}{z_2} \ll \frac{k_3^2}{z_3} \ll \ldots. \quad (4.4)$$

In transverse coordinate space this condition becomes

$$z_1 x_1^2 \gg z_2 x_2^2 \gg z_3 x_3^2 \gg \ldots, \quad (4.5)$$

where the vectors $x_n$ are Fourier conjugates of $k_n$. The ordering (4.5) leads to transverse coordinate integrals like

$$\int_{1/(z_n s)}^{\infty} \frac{z_n}{x_n^2} \frac{dx_n}{z_n^2}, \quad (4.6)$$
where the UV divergence gets regulated by the inverse of the largest momentum scale squared associated with the emission of the \(n\)th parton, \(1/(z_n s)\). As discussed above (see discussions below eq. (2.12) and at the end of section 3D), the transverse integrals like (4.6) in helicity evolution generate logarithms of energy coming both from their UV and IR cutoffs.

We conclude that for ladder diagrams like those in figure 7, emission of each \(s\)-channel gluon generates a power of \(\alpha_s\) along with two logarithms of energy: one logarithm comes from the integration over longitudinal momentum fractions, like that in (4.1), while another logarithm of energy comes from the transverse coordinate (or momentum) integrals (4.6). This latter feature is the essential difference between the helicity evolution and the unpolarized evolution: in the latter the transverse integrals do not generate logarithms of energy and resummation is single-logarithmic.

Let us point out that in helicity evolution quark and gluon ladders of figure 7 can mix, as follows from figure 6 [1]. This is in analogy to the \(Q^2\) evolution of the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation [72–74].

However DLA evolution is not limited to ladder diagrams. There exist non-ladder diagrams which also yield a DLA contribution. We will refer to diagrams as “non-ladder” if they contain an \(s\)-channel parton with longitudinal momentum fraction \(z_n\) which was not emitted by the parton with the longitudinal momentum fraction \(z_{n-1}\), but instead was emitted by the parton with the fraction \(z_m\) with \(m < n - 1\). (The ordering (4.2) is implied in this definition.) Examples of diagrams involving a non-ladder quark emission are shown in figure 8. The diagram in the left panel depicts helicity evolution of a polarized quark Wilson line, while the diagram in the right panel depicts helicity evolution of a polarized anti-quark Wilson line. Both graphs lead to a polarized anti-quark Wilson line at the bottom of the evolution.

To analyze the diagrams in figure 8 we first of all notice that requiring that \(1 \gg z_1 \gg z_2\) works on both sides of the shock wave giving a “logarithmic” contribution

\[
\sim \int_{z_1}^{1} \frac{dz_1}{z_1} \int_{z_1}^{z_1} \frac{dz_2}{z_2} z_2
\]

(4.7)

only if we assume that the vertex emitting gluon \(z_1\) is eikonal in both graphs of figure 8. The transverse position integrals are more complicated. Noting that all other vertices are non-eikonal and polarization-dependent, the transverse coordinate and polarization dependence of the diagram in the left panel of figure 8 becomes (the factor of \(\sigma_2\) comes from the initial
condition, or, equivalently, from the interaction with the target)

\[- \sum_{\lambda_0, \lambda_1, \sigma_1, \sigma_2} \int d^2 x_1 d^2 x_2 \frac{\xi_{\lambda_1} \cdot \xi_{21}}{x_{21}^2} \frac{\xi_{\lambda_0} \cdot \xi_{20}}{x_{20}^2} \delta_{\sigma_1, -\sigma_2} (1 - \sigma_2 \lambda_1) \delta_{\sigma_0, \sigma_1} (1 + \sigma_0 \lambda_0) \delta_{\sigma_0, -\sigma_2} (1 - \sigma_2 \lambda_0) \sigma_2 \]

\[= - \sum_{\lambda_0, \lambda_1, \sigma_2} \int d^2 x_1 d^2 x_2 \frac{\xi_{\lambda_1} \cdot \xi_{21}}{x_{21}^2} \frac{\xi_{\lambda_0} \cdot \xi_{20}}{x_{20}^2} \delta_{\sigma_0, -\sigma_2} (1 - \sigma_2 \lambda_1) (1 + \sigma_0 \lambda_0) \delta_{\sigma_0, -\sigma_2} (1 - \sigma_2 \lambda_0) \sigma_2 \]

\[= 2 \sum_{\lambda_0, \lambda_1} \int d^2 x_1 d^2 x_2 \frac{1}{x_{10}^2 x_{21}^2 x_{20}^2} (\sigma_0 \xi_{21} \cdot \xi_{20} - i \xi_{21} \times \xi_{20}) \]

where the cross-product of two transverse vectors is defined as \( u \times v = u_x v_y - u_y v_x \), while \( \xi_{ij} = \xi_i - \xi_j \) and \( x_{ij} = |\xi_{ij}| \). In arriving at eq. (4.8) we have used the ingredients worked out in section 3. We note that the \( x_2 \)-integral in the \( \sigma_0 \)-dependent term is logarithmic only in the IR when \( x_{21} \sim x_{20} \gg x_{10} \). The term with the cross product in eq. (4.8) is independent of polarization and could be neglected.

However there is no need to do that, because the whole contribution of the diagram in the left panel of figure 8 is canceled by the diagram in the right panel of the same figure. Indeed a similar calculation keeping only the transverse coordinate and polarization dependence of the diagram in the right panel of figure 8 yields

\[- \sum_{\lambda_0, \lambda_1, \sigma_1, \sigma_2} \int d^2 x_1 d^2 x_2 \frac{\xi_{\lambda_0}^* \cdot \xi_{10}}{x_{10}^2} \frac{\xi_{\lambda_1} \cdot \xi_{21}}{x_{21}^2} \frac{\xi_{\lambda_0} \cdot \xi_{20}}{x_{20}^2} \frac{\xi_{\lambda_1} \cdot \xi_{10}}{x_{10}^2} \times \delta_{\sigma_0, \sigma_1} (1 + \sigma_0 \lambda_0) \delta_{\sigma_1, \sigma_2} (1 + \sigma_1 \lambda_1) \delta_{\sigma_0, \sigma_2} (1 + \sigma_0 \lambda_0) \sigma_2 \]

\[= - \sum_{\lambda_0, \lambda_1, \sigma_2} \int d^2 x_1 d^2 x_2 \frac{\xi_{\lambda_0}^* \cdot \xi_{10}}{x_{10}^2} \frac{\xi_{\lambda_1} \cdot \xi_{21}}{x_{21}^2} \frac{\xi_{\lambda_0} \cdot \xi_{20}}{x_{20}^2} \frac{\xi_{\lambda_1} \cdot \xi_{10}}{x_{10}^2} \times \delta_{\sigma_0, \sigma_2} (1 + \sigma_0 \lambda_0) (1 + \sigma_2 \lambda_1) \sigma_2 \]

\[= - \sum_{\lambda_0, \lambda_1} \int d^2 x_1 d^2 x_2 \frac{\xi_{\lambda_0}^* \cdot \xi_{10}}{x_{10}^2} \frac{\xi_{\lambda_1} \cdot \xi_{21}}{x_{21}^2} \frac{\xi_{\lambda_0} \cdot \xi_{20}}{x_{20}^2} \frac{\xi_{\lambda_1} \cdot \xi_{10}}{x_{10}^2} \times \delta_{\sigma_0, \sigma_2} (1 + \sigma_0 \lambda_0) (1 + \sigma_0 \lambda_1) \delta_{\sigma_0, \sigma_2} (1 + \sigma_0 \lambda_0) \sigma_0 \]

\[= - \sum_{\lambda_0, \lambda_1} \int d^2 x_1 d^2 x_2 \frac{\xi_{\lambda_0}^* \cdot \xi_{10}}{x_{10}^2} \frac{\xi_{\lambda_1} \cdot \xi_{21}}{x_{21}^2} \frac{\xi_{\lambda_0} \cdot \xi_{20}}{x_{20}^2} \frac{\xi_{\lambda_1} \cdot \xi_{10}}{x_{10}^2} \times \delta_{\sigma_0, \sigma_2} (1 + \sigma_0 \lambda_0) (1 + \sigma_0 \lambda_1) \sigma_0 \]

\[= - \sum_{\lambda_0} \int d^2 x_1 d^2 x_2 \frac{\xi_{\lambda_0}^* \cdot \xi_{10}}{x_{10}^2} \frac{\xi_{\lambda_1} \cdot \xi_{21}}{x_{21}^2} \frac{\xi_{\lambda_0} \cdot \xi_{20}}{x_{20}^2} \frac{\xi_{\lambda_1} \cdot \xi_{10}}{x_{10}^2} \times \delta_{\sigma_0, \sigma_2} (1 + \sigma_0 \lambda_0) (1 + \sigma_0 \lambda_1) \sigma_0 \]

\[= -2 \int \frac{d^2 x_1 d^2 x_2}{x_{10}^2 x_{21} x_{20}^2} (\sigma_0 \xi_{21} \cdot \xi_{20} - i \xi_{10} \times \xi_{21}) \]

The remaining factors in both diagrams in figure 8, such as the color factors and \( z \)-integrals are identical in the DLA. Hence the diagrams in the two panels of figure 8 cancel each other when added together, as can be seen by comparing eqs. (4.8) and (4.9). One may rightfully worry that the left panel of figure 8 gives a contribution to the DLA evolution of a quark,
while the right panel contributes to the anti-quark evolution. However, our polarized dipole operator (2.11) contains a sum of the polarized quark and anti-quark line contributions taken at the same transverse coordinates. (The remaining anti-quark and quark lines are unpolarized and cannot be involved in non-ladder quark emission/absorption.) We conclude that the non-ladder quark diagrams in figure 8 do not contribute to the DLA evolution of the polarized dipole operator (2.11).

The argument can be generalized to include all non-ladder quark emissions. For this one can imagine “dressing” the diagrams from figure 8 with higher-order DLA ladder corrections. One can then argue that such corrections would not affect the cancellation. For a complete analysis one has to include the left-right mirror images of the diagrams in figure 8 and allow for non-ladder gluons too. Hence non-ladder quarks in general do not contribute to the DLA evolution of the polarized dipole operator (2.11).

The situation with the non-ladder gluon diagrams is not so straightforward. Examples of the non-ladder gluon graphs are shown in figure 9. While the topology of all three diagrams in figure 9 is the same, the three graphs represent all possible contributions coming from the non-eikonal spin-transferring vertices. For $1 \gg z_1 \gg z_2$ the longitudinal integrals in figure 9 are also given by eq. (4.7) and are logarithmic, generating two logarithms of energy when convoluted with $\sim 1/(z_2 s)$ initial conditions. The transverse coordinate and polarization dependence of the diagrams in figure 9 can be obtained similarly to the above calculation for the non-ladder quark graphs. We get (after doing some algebra)

$$A = B = C \propto \lambda_0 \int \frac{d^2 x_1 d^2 x_2}{x_{10}^2 x_{21}^2 x_{20}^2} \cdot \mathbf{p}_{21} \cdot \mathbf{p}_{20} \theta(x_{10}^2 z_1 - \max \{x_{21}^2, x_{20}^2\} z_2).$$

The origin of the $\theta$-function in eq. (4.10) is as follows. Imposing the ordering (4.5) onto the diagrams in figure 9 yields $x_{21}^2 z_2 \ll x_{10}^2 z_1$ to the left of the shock wave and $x_{20}^2 z_2 \ll x_{10}^2 z_1$ to the right of the shock wave. To satisfy both conditions we require

$$x_{10}^2 z_1 \gg \max \{x_{21}^2, x_{20}^2\} z_2,$$

This is the origin of the $\theta$-function in eq. (4.10) as follows. Imposing the ordering (4.5) onto the diagrams in figure 9 yields $x_{21}^2 z_2 \ll x_{10}^2 z_1$ to the left of the shock wave and $x_{20}^2 z_2 \ll x_{10}^2 z_1$ to the right of the shock wave. To satisfy both conditions we require

$$x_{10}^2 z_1 \gg \max \{x_{21}^2, x_{20}^2\} z_2,$$

The origin of the $\theta$-function in eq. (4.10) is as follows. Imposing the ordering (4.5) onto the diagrams in figure 9 yields $x_{21}^2 z_2 \ll x_{10}^2 z_1$ to the left of the shock wave and $x_{20}^2 z_2 \ll x_{10}^2 z_1$ to the right of the shock wave. To satisfy both conditions we require

$$x_{10}^2 z_1 \gg \max \{x_{21}^2, x_{20}^2\} z_2,$$
which is imposed via the $\theta$-function in eq. (4.10). The logarithmic part of the $x_2$-integral in eq. (4.10) comes from the IR region where $x_{21} \sim x_{20} \gg x_{10}$, similar to eqs. (4.8) and (4.9). In that region we get

$$A = B = C \propto \lambda_0 \pi^2 \int_{\frac{1}{z_1}}^{s_0} \frac{dx_{10}^2}{x_{10}^2} \int_{x_{10}^2}^{x_{10}^2 z_1 / z_2} \frac{dx_{21}^2}{x_{21}^2},$$

thus generating two logarithms of energy from the transverse integration as well.

We see that the non-ladder gluon graphs in figure 9 are DLA diagrams. Moreover, unlike the non-ladder quark graphs in figure 8, the non-ladder gluon graphs do not seem to come with diagrams which cancel them. While some cancellations do exist for certain classes of non-ladder gluon diagrams, they are far insufficient to cancel all the non-ladder gluon contributions. We conclude that to construct helicity evolution equations one has to include non-ladder gluon diagrams as well.

There is another subtlety here. Diagram C in figure 9, while DLA-type, contains the $s$-channel gluon with longitudinal momentum fraction $z_1$: both the emission and absorption vertices for that gluon are eikonal. The fact that the non-ladder gluon $z_2$ connects in the non-eikonal way to the initial (upper-most) gluon line allowed gluon $z_1$ to be a “regular” eikonal gluon, just like in the unpolarized LLA evolution. This observation opens up another range of possibilities: it seems the gluons like $z_1$ can also be completely virtual. In addition, instead of just one eikonal gluon, we could emit (and absorb) several of them. Examples of such diagrams are depicted in figure 10, where we have both eikonal virtual corrections and “real” gluons (in the dipole model terminology [10–12, 75]). All such diagrams have to be included in the DLA helicity evolution.\(^3\)

Let us also point out that non-ladder gluons are not always non-planar gluons, which can simply be eliminated by taking the large-$N_c$ limit. For instance the diagram in the left panel of figure 10 is subleading in $N_c$, while diagram in the right panel is leading-order in $N_c$. While taking the large-$N_c$ limit would eliminate some non-ladder diagrams, it would also leave other non-ladder diagrams almost unchanged.

\(^3\)One may show that the non-ladder gluon projects the eikonal gluon evolution onto a color-octet (adjoint) channel. This appears to be similar to the unpolarized octet evolution which was employed by BER [1].
To summarize this section, let us reiterate that for DLA helicity evolution one has to include non-eikonal soft quark and gluon emissions. They may lead to a ladder (or mixing of quark and gluon ladders), but soft gluons may also be emitted in a non-ladder way. In such case the unpolarized eikonal-gluon evolution may contribute “real” and “virtual” corrections as well. We are now ready to write down an equation for helicity evolution.

5 Evolution equation for the polarized dipole operator

Consider an eikonal quark or gluon, which may interact with the target shock wave in a polarization-dependent way. The propagation of such a particle is described by either one of the following operators:

\[
V_x = V_x^{\text{unp}} + \sigma V_x^{\text{pol}}, \quad U_x = U_x^{\text{unp}} + \lambda U_x^{\text{pol}}. \tag{5.1}
\]

While \(V_x^{\text{unp}}\) and \(U_x^{\text{unp}}\) are the infinite light-cone Wilson line operators (2.3) (in the fundamental and adjoint representations respectively), \(V_x^{\text{pol}}\) and \(U_x^{\text{pol}}\) are more involved. These latter objects are Wilson lines only in the sense of eikonal propagation. They may change representation between fundamental and adjoint as eikonal quarks become eikonal gluons (by emitting softer quarks) and vice versa (but only one conversion may take place on each side of the shock wave, since we only need the leading-order sub-eikonal correction). Hence we will not write down an explicit operatorial definition for them. It is likely that one can write down the operator definitions of \(V_x^{\text{pol}}\) and \(U_x^{\text{pol}}\) along the lines of the calculation performed in [43]. For the purposes of constructing the evolution equations below we only need to know that these are eikonal quarks or gluons which may emit softer particles in the polarization-dependent way.

The polarized dipole operator is

\[
\left\langle \left\langle \text{tr} \left[ V_x V_y^\dagger (\sigma) \right] + \text{tr} \left[ V_y (\sigma) V_x^\dagger \right] \right\rangle \right\rangle (z) = \sigma \left\langle \left\langle \left[ V_x^{\text{unp}} V_y^{\text{pol}} \right] + \left[ V_y^{\text{pol}} V_x^{\text{unp}} \right] \right\rangle \right\rangle (z) = 2 \sigma \left\langle \left\langle \text{Re} \left[ V_x^{\text{unp}} V_y^{\text{pol}} \right] \right\rangle \right\rangle (z) \tag{5.2}
\]

in the fundamental representation and

\[
\left\langle \left\langle \text{Tr} \left[ U_x U_y^\dagger (\lambda) \right] + \text{Tr} \left[ U_y (\lambda) U_x^\dagger \right] \right\rangle \right\rangle (z) = \lambda \left\langle \left\langle \left[ U_x^{\text{unp}} U_y^{\text{pol}} \right] + \left[ U_y^{\text{pol}} U_x^{\text{unp}} \right] \right\rangle \right\rangle (z) = 2 \lambda \left\langle \left\langle \text{Re} \left[ U_x^{\text{unp}} U_y^{\text{pol}} \right] \right\rangle \right\rangle (z) \tag{5.3}
\]

in the adjoint representation. (From now on we will suppress the subscript \(\Sigma\) in the angle brackets: without loss of generality one may simply assume that the proton helicity is \(\Sigma = +1\).) Note that since \(U_x^{\text{pol}}\) is not a standard adjoint Wilson line, it is not clear whether it is purely real or whether it has an imaginary part: this is why we left the \(\text{Re}\) sign in the last line of eq. (5.3).

Note that it is not very probable that the gluon helicity TMD is related to the operator in eq. (5.3). As the unpolarized gluon TMD in general is not related to the unpolarized
adjoint dipole $[30, 42–44, 76]$, it is likely that a proper operator governing the high-energy behavior of the gluon helicity TMD is different from (5.3), invoking higher-order correlators such as the quadrupole. Here we consider this operator simply because it will help us write a closed system of evolution equations in the large-$N_c$ & $N_f$ case.

Below we will also sometimes employ the doublet

$$ W_{\vec{x}\vec{y}}^{\text{pol}}(z) \equiv \left( \frac{1}{N_c} \langle \text{tr} \left[ V_{\vec{x}}^{\text{unp}} V_{\vec{y}}^{\text{pol}} \right] + \text{tr} \left[ V_{\vec{x}}^{\text{pol}} V_{\vec{y}}^{\text{unp}} \right] \rangle(z) \right) \left( \frac{1}{N_c^2 - 1} \langle \text{Tr} \left[ U_{\vec{x}}^{\text{unp}} U_{\vec{y}}^{\text{pol}} \right] + \text{Tr} \left[ U_{\vec{x}}^{\text{pol}} U_{\vec{y}}^{\text{unp}} \right] \rangle(z) \right). \tag{5.4} $$

5.1 Quark dipole evolution

We begin with the fundamental dipole. To write an operator evolution equation (similar to the first equation in the Balitsky hierarchy $[13, 14]$), we have to perform one step of evolution, which is shown in figure 11. Here we depict an equation only for the first out of the two traces in eq. (5.2): however, it should be stressed that the resulting equations are only valid when the trace is part of the whole polarized dipole operator (5.2), that is, when both traces are added together.

The first two diagrams on the right-hand side of the first row and the diagram in the second row can be used to construct the ladder approximation. The last two diagrams in the first row are the non-ladder graphs. The last three rows consist of the usual unpolarized small-$x$ evolution (of the BK/JIMWLK type) which also contributes to the DLA as we have seen in figures 10 and 9.
Adding up the contributions of all the diagrams on the right hand side of eq. (11) yields the following evolution equation for the fundamental polarized dipole:

$$
\frac{1}{N_c} \left\langle \text{tr} \left[ V_{20}^{\text{unp}} V_1^{\text{pol}} \right] \right\rangle (z) = \frac{1}{N_c} \left\langle \text{tr} \left[ V_{20}^{\text{unp}} V_1^{\text{pol}} \right] \right\rangle_0 (z) + \frac{\alpha_s}{2\pi^2} \int_{z_i}^{z} \frac{dz'}{z} \int_{\rho^2}^1 d^2x_2 \quad (5.5)
$$

\[
\times \left[ \left( \frac{1}{x_{21}} \theta(x_{10}^2 - x_{21}^2 z') - \frac{x_{21} \cdot \vec{x}_{20}}{x_{21}^2 \cdot \vec{x}_{20}} \theta(x_{10}^2 - \max\{x_{21}^2, x_{20}^2\} z') \right) \right.
\]

\[
\times \frac{2}{N_c} \left\langle \text{tr} \left[ t^b V_{20}^{\text{unp}} t^a V_1^{\text{pol}} \right] U_2^{\text{pol}ba} \right\rangle (z') + \frac{1}{x_{21}^2} \theta(x_{10}^2 - x_{21}^2 z') \frac{1}{N_c} \left\langle \text{tr} \left[ t^b V_{20}^{\text{unp}} t^a V_1^{\text{pol}} \right] U_2^{\text{unp}ba} \right\rangle (z') \right.
\]

\[
\left. + \frac{\alpha_s}{\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho^2}^1 d^2x_2 \frac{x_{10}^2}{x_{21}^2 \cdot \vec{x}_{20}} \theta(x_{10}^2 - x_{21}^2 z') \right).
\]

The coordinates used above are explained in figure 11: we use an abbreviated notation, e.g. $V_2$ stands for $V_{20}$. The terms on the right of eq. (5.5) correspond to the diagrams on the right of figure 11. Namely, the first two lines of eq. (5.5) correspond to the first row of figure 11. The $\theta$-functions define the range of $x_2$-integration giving the DLA contribution, while $\rho = 1/(z's)$ is the UV cutoff. The argument $z'$ denotes the light-cone momentum fraction of the softest (polarized or unpolarized) Wilson line operator in the correlator. Note that the UV cutoff “evolves” with $z'$. The third line of eq. (5.5) corresponds to the second row of figure 11. Finally, the last line of eq. (5.5) represents the last three rows of figure 11. The $\langle \ldots \rangle_0$ term on the right of eq. (5.5) represents initial conditions for the evolution, which, for simplicity, are not shown in figure 11.

To further simplify eq. (5.5) we note that with the DLA accuracy (remembering that $z \geq z'$, see (4.12))

$$
\frac{1}{x_{21}^2} \theta(x_{10}^2 - x_{21}^2 z') - \frac{x_{21} \cdot \vec{x}_{20}}{x_{21}^2 \cdot \vec{x}_{20}} \theta(x_{10}^2 - \max\{x_{21}^2, x_{20}^2\} z') \approx \frac{1}{x_{21}^2} \theta(x_{10} - x_{21}). \quad (5.6)
$$

Note that since

$$
U_2^{\text{unp}ba} = 2 \text{tr} \left[ t^a V_2^{\text{unp}} t^b V_2^{\text{unp}} \right] \quad (5.7)
$$

one can use Fierz identity to show that

$$
2 \text{tr} \left[ t^b V_2^{\text{unp}} t^a V_1^{\text{pol}} \right] U_2^{\text{unp}ba} = \text{tr} \left[ V_2^{\text{unp}} V_2^{\text{unp}} \right] \text{tr} \left[ V_2^{\text{unp}} V_1^{\text{pol}} \right] - \frac{1}{N_c} \text{tr} \left[ V_2^{\text{unp}} V_1^{\text{pol}} \right]. \quad (5.8)
$$
Using these results in eq. (5.5) yields
\[
\frac{1}{N_c} \left< \text{tr} \left[ V_2^{\text{unp}} V_1^{\text{pol}} \right] \right> (z) = \frac{1}{N_c} \left< \text{tr} \left[ V_2^{\text{unp}} V_1^{\text{pol}} \right] \right> (0) + \frac{\alpha_s}{2\pi^2} \int_{z}^{\infty} \frac{dz'}{z} \int_{\rho^2} d^2x_2 \left( \frac{1}{x_{21}} \theta(x_{10} - x_{21}) \right) \left( \frac{2}{N_c} \right) \left< \text{tr} \left[ \frac{1}{2} V_0^{\text{unp}} \ell^a V_2^{\text{pol}} \right] U_2^{\text{pol} ba} \right> (z') \\
+ \frac{1}{x_{21}} \theta(x_{10} z - x_{21} z') \left< \text{tr} \left[ \frac{1}{2} V_0^{\text{unp}} \ell^a V_2^{\text{pol}} \right] U_2^{\text{pol} ba} \right> (z') \\
+ \frac{\alpha_s}{2\pi^2} \int_{z}^{\infty} \frac{dz'}{z'} \int_{\rho^2} d^2x_2 \frac{\theta(x_{10} z - x_{21} z')}{x_{21} x_{20}} \left( \frac{2}{N_c} \right) \left< \text{tr} \left[ V_2^{\text{unp}} V_2^{\text{pol}} \right] \right> (z') \\
\times \frac{1}{N_c} \left[ \left< \text{tr} \left[ V_2^{\text{unp}} V_2^{\text{pol}} \right] \right> (z') - N_c \left< \text{tr} \left[ V_2^{\text{unp}} V_2^{\text{pol}} \right] \right> (z') \right].
\] 
\tag{5.9}
\]

At this point one can notice that the last square brackets on the right-hand side of eq. (5.9) go to zero as \( \frac{1}{x_{21}} \to 0 \), hence the \( x_{20} \ll x_{10} \) region of integration is not logarithmic and is beyond the DLA. The only DLA contribution in the last term on the right of eq. (5.9) comes from the \( x_{21} \ll x_{10} \) region, where one can replace
\[
\frac{x_{10}^2}{x_{21}^2 x_{20}^2} \to \frac{1}{x_{21}^2} \theta(x_{10} - x_{21}).
\] 
\tag{5.10}
\]

We obtain
\[
\frac{1}{N_c} \left< \text{tr} \left[ V_2^{\text{unp}} V_1^{\text{pol}} \right] \right> (z) = \frac{1}{N_c} \left< \text{tr} \left[ V_2^{\text{unp}} V_1^{\text{pol}} \right] \right> (0) + \frac{\alpha_s}{2\pi^2} \int_{z}^{\infty} \frac{dz'}{z} \int_{\rho^2} d^2x_2 \left( \frac{1}{x_{21}} \theta(x_{10} - x_{21}) \right) \left( \frac{2}{N_c} \right) \left< \text{tr} \left[ \frac{1}{2} V_0^{\text{unp}} \ell^a V_2^{\text{pol}} \right] U_2^{\text{pol} ba} \right> (z') \\
+ \frac{1}{x_{21}} \theta(x_{10} z - x_{21} z') \left< \text{tr} \left[ \frac{1}{2} V_0^{\text{unp}} \ell^a V_2^{\text{pol}} \right] U_2^{\text{pol} ba} \right> (z') \\
+ \frac{\alpha_s}{2\pi^2} \int_{z}^{\infty} \frac{dz'}{z'} \int_{\rho^2} d^2x_2 \frac{\theta(x_{10} z - x_{21} z')}{x_{21} x_{20}} \left( \frac{2}{N_c} \right) \left< \text{tr} \left[ V_2^{\text{unp}} V_2^{\text{pol}} \right] \right> (z') \\
\times \frac{1}{N_c} \left[ \left< \text{tr} \left[ V_2^{\text{unp}} V_2^{\text{pol}} \right] \right> (z') - N_c \left< \text{tr} \left[ V_2^{\text{unp}} V_2^{\text{pol}} \right] \right> (z') \right].
\] 
\tag{5.11}
\]

Finally, to cast eq. (5.11) in an explicitly DLA form we redefine matrix elements in it using eq. (2.5) (cf. eq. (42) in [67]). Note that \( z \), used in the rescaling eq. (2.5), is not always the smallest longitudinal momentum fraction in a diagram (and hence is not always in the argument of the matrix elements). For instance, the operators in the last line of eq. (5.11) have the polarized line carrying momentum fraction \( z \), while the softest unpolarized Wilson line carries the momentum fraction \( z' \), which enters in the argument of the matrix elements. Using the redefinition (2.5) (and keeping in mind that the \( z \)-rescaling is determined by the polarized line, not necessarily by the softest parton which determines
the argument of the Wilson line matrix element) we obtain

\[
\frac{1}{N_c} \left\langle \text{tr} \left[ V_{\alpha}^{\text{unp}} V_{\beta}^{\text{pol}} \right] \right\rangle (z) = \frac{1}{N_c} \left\langle \text{tr} \left[ V_{\alpha}^{\text{unp}} V_{\beta}^{\text{pol}} \right] \right\rangle_0 (z) + \frac{\alpha_s}{2\pi^2} \int_{z_1}^z \frac{dz'}{z'} \int_{\rho^2} \frac{d^2x_2}{x_2}
\times \left\{ \theta(x_{10} - x_{21}) \frac{2}{N_c} \left\langle \text{tr} \left[ t^b V_{\alpha}^{\text{unp}} t^a V_{\beta}^{\text{unp}} \right] U_{\frac{1}{2}}^{\text{pol} ba} \right\rangle (z') + \theta(x_{10}^2 - x_{21}^2 z') \frac{1}{N_c} \left\langle \text{tr} \left[ t^b V_{\alpha}^{\text{unp}} t^a V_{\beta}^{\text{unp}} \right] U_{\frac{1}{2}}^{\text{unp} ba} \right\rangle (z') \right\}.
\]\n
(5.12)

This is the simplest form of the evolution equation for the fundamental dipole we could obtain without making any additional assumptions. Note that eq. (5.7), and hence the identity (5.8), would not be valid if we replace \( U_{\frac{1}{2}}^{\text{unp}} \) in them with \( U_{\frac{1}{2}}^{\text{pol}} \), since it is not a standard Wilson line.

We would like to stress once again that eq. (5.12) is only valid if the operator on its left hand side is considered as a part (a “half”) of the polarized dipole operator (5.2). The corresponding equation for the full polarized fundamental dipole operator (5.2) is

\[
\frac{1}{N_c} \left\langle \text{tr} \left[ V_{\alpha}^{\text{unp}} V_{\beta}^{\text{pol} \dagger} \right] + \text{tr} \left[ V_{\gamma}^{\text{pol} \dagger} V_{\delta}^{\text{unp}} \right] \right\rangle (z)
= \frac{1}{N_c} \left\langle \text{tr} \left[ V_{\alpha}^{\text{unp}} V_{\beta}^{\text{pol} \dagger} \right] + \text{tr} \left[ V_{\gamma}^{\text{pol} \dagger} V_{\delta}^{\text{unp}} \right] \right\rangle_0 (z) + \frac{\alpha_s}{2\pi^2} \int_{z_1}^z \frac{dz'}{z'} \int_{\rho^2} \frac{d^2x_2}{x_2}
\times \left\{ \theta(x_{10} - x_{21}) \frac{2}{N_c} \left\langle \text{tr} \left[ t^b V_{\alpha}^{\text{unp}} t^a V_{\beta}^{\text{unp} \dagger} \right] U_{\frac{1}{2}}^{\text{pol} ba} \right\rangle + \theta(x_{10}^2 - x_{21}^2 z') \frac{1}{N_c} \left\langle \text{tr} \left[ t^b V_{\alpha}^{\text{unp}} t^a V_{\beta}^{\text{unp} \dagger} \right] U_{\frac{1}{2}}^{\text{unp} ba} \right\rangle \right\}.
\]

(5.13)

5.2 Gluon dipole

Similar to the above, we can construct the evolution equation for the polarized gluon dipole. Instead of eq. (5.5) we get

\[
\frac{1}{N_c^2 - 1} \left\langle \text{Tr} \left[ U_{\alpha}^{\text{unp}} U_{\beta}^{\text{pol} \dagger} \right] \right\rangle (z) = \frac{1}{N_c^2 - 1} \left\langle \text{Tr} \left[ U_{\alpha}^{\text{unp}} U_{\beta}^{\text{pol} \dagger} \right] \right\rangle_0 (z) + \frac{\alpha_s}{2\pi^2} \int_{z_1}^z \frac{dz'}{z'} \int_{\rho^2} \frac{d^2x_2}{x_2}
\times \left[ \left( \frac{1}{x_{21}^2} \theta(x_{10}^2 - x_{21}^2 z') - \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \theta(x_{10}^2 - \max\{x_{21}^2, x_{20}^2\} z') \right) \right.
\times \left. \frac{4}{N_c^2 - 1} \left\langle \text{Tr} \left[ t^b U_{\alpha}^{\text{unp}} t^a U_{\beta}^{\text{unp} \dagger} \right] U_{\frac{1}{2}}^{\text{pol} ba} \right\rangle (z') \right]\]

\[
- \frac{4}{N_c^2 - 1} \left\langle \text{Tr} \left[ t^b U_{\alpha}^{\text{unp}} t^a U_{\beta}^{\text{unp} \dagger} \right] U_{\frac{1}{2}}^{\text{pol} ba} \right\rangle (z') \right].
\]
\[-\frac{1}{x_{21}} \theta(x_{10}^2 z - x_{21}^2 z') \left\langle \text{tr} \left[ t^b V_1^{\text{imp}} t^a V_2^{\text{pol1}} \right] U_2^{\text{imp} \text{ba}} \right\rangle + \left\langle \text{tr} \left[ t^b V_2^{\text{pol1}} t^a V_2^{\text{imp}} \right] U_2^{\text{imp} \text{ba}} \right\rangle (z') \\]
\[+ \frac{\alpha_s}{\pi^2} \int_{z_1}^{z'} \int_{\rho^2} d^2 x_2 \frac{x_{10}^2}{x_{21} x_{20}} \theta(x_{10}^2 z - x_{21}^2 z') \left( \left\langle \text{tr} \left[ t^b V_1^{\text{imp}} t^a V_2^{\text{pol1}} \right] U_2^{\text{imp} \text{ba}} \right\rangle (z') \right) \]
\[\times \frac{1}{N_c^2 - 1} \left[ \left\langle \text{Tr} \left[ t^b U_0^{\text{imp}} T^a U_1^{\text{pol1}} \right] U_2^{\text{imp} \text{ba}} \right\rangle (z') - N_c \left\langle \text{Tr} \left[ U_0^{\text{imp} U_1^{\text{pol1}}} \right] \right\rangle (z') \right].\] 

Equation (5.14) is illustrated in figure 12, where again we omit showing the initial conditions term.

We can further simplify eq. (5.14) along the above lines. Instead of eq. (5.8) resulting from the Fierz identity, now we have

\[\text{Tr} \left[ t^b U_0^{\text{imp}} T^a U_1^{\text{pol1}} \right] U_2^{\text{imp} \text{ba}} = \text{Tr} \left[ T^a U_2^{\text{imp} \text{ba}} U_0^{\text{imp} \text{pol}} T^a U_2^{\text{imp} \text{pol}} U_1^{\text{pol1}} \right],\]

which can be used to justify the substitution (5.10) (that is, only the region \( x_{21} \ll x_{10} \) is logarithmic). Using eqs. (5.6) and (5.10) in eq. (5.14) yields

\[\frac{1}{N_c^2 - 1} \left\langle \left\langle \text{Tr} \left[ U_0^{\text{imp} U_1^{\text{pol1}}} \right] \right\rangle (z) \right\rangle (z) = \frac{1}{N_c^2 - 1} \left\langle \left\langle \text{Tr} \left[ U_0^{\text{imp} U_1^{\text{pol1}}} \right] \right\rangle \right\rangle_0 (z) + \frac{\alpha_s}{\pi^2} \int_{z_1}^{z'} \frac{dz'}{z} \int_{\rho^2} \frac{d^2 x_2}{x_{21}} \]
\[\times \left\{ \theta(x_{10} - x_{21}) \frac{4}{N_c^2 - 1} \left\langle \left\langle \text{Tr} \left[ t^b U_0^{\text{imp} T^a U_1^{\text{pol1}}} \right] U_2^{\text{pol} \text{ba}} \right\rangle \right\rangle (z') \right\}
\[\left( \theta(x_{10}^2 z - x_{21}^2 z') \frac{N_f}{N_c^2 - 1} \left\langle \left\langle \text{tr} \left[ t^b V_1^{\text{imp}} t^a V_2^{\text{pol1}} \right] U_2^{\text{imp} \text{ba}} \right\rangle \right\rangle (z') \right)
\[+ \theta(x_{10} - x_{21}) \frac{2}{N_c^2 - 1} \left\langle \left\langle \text{Tr} \left[ T^b U_0^{\text{imp} T^a U_1^{\text{pol1}}} U_2^{\text{imp} \text{ba}} \right] \right\rangle (z') \right\rangle (z') \right].\]

Finally, performing the redefinition (2.5) we arrive at

\[\frac{1}{N_c^2 - 1} \left\langle \left\langle \text{Tr} \left[ U_0^{\text{imp} U_1^{\text{pol1}}} \right] \right\rangle \right\rangle (z) = \frac{1}{N_c^2 - 1} \left\langle \left\langle \text{Tr} \left[ U_0^{\text{imp} U_1^{\text{pol1}}} \right] \right\rangle \right\rangle_0 (z) \left( \theta(x_{10} - x_{21}) \frac{4}{N_c^2 - 1} \left\langle \left\langle \text{Tr} \left[ t^b U_0^{\text{imp} T^a U_1^{\text{pol1}}} \right] U_2^{\text{pol} \text{ba}} \right\rangle \right\rangle (z') \right)
\[\left( \theta(x_{10}^2 z - x_{21}^2 z') \frac{N_f}{N_c^2 - 1} \left\langle \left\langle \text{tr} \left[ t^b V_1^{\text{imp}} t^a V_2^{\text{pol1}} \right] U_2^{\text{imp} \text{ba}} \right\rangle \right\rangle (z') \right)
\[+ \theta(x_{10} - x_{21}) \frac{2}{N_c^2 - 1} \left\langle \left\langle \text{Tr} \left[ T^b U_0^{\text{imp} T^a U_1^{\text{pol1}}} U_2^{\text{imp} \text{ba}} \right] \right\rangle (z') \right\rangle (z') \right].\]
The evolution equation for the full adjoint polarized dipole (5.3) can be constructed by adding to eq. (5.17) its hermitean conjugate, similar to the fundamental dipole case.

Equations (5.13) and (5.17) are our main equations. Unfortunately they are not closed, like the equations in the Balitsky hierarchy. That is, the objects (operator expectation values) on their right-hand sides are not always the same as the polarized dipole operators on their left-hand sides: hence, similar to JIMWLK equation, they can only be solved by functional methods \cite{77,78}.

### 5.3 Ladder approximation

We would now like to cross check our results against those of BER \cite{1}. This is no easy task given that at the moment we do not have a solution of eqs. (5.13) and (5.17) and that our rapidity evolution method is very different from the infrared cutoff evolution employed by BER. In addition, no analytic solution for the DLA $g_1(x,Q^2)$ evolution was derived in \cite{1}, although an approximate expression was found in \cite{79}. However, it appears possible to identify ladder diagrams both in the BER approach and in our calculation: comparing the two would provide us at least with one cross check. Certainly, an agreement between the two approaches in the ladder approximation does not yet mean a complete agreement of the two calculations. Still, the ladder cross check is a necessary condition which has to be satisfied in order to achieve this full agreement.

As was already noted by BER \cite{1,66}, ladder diagrams are not the only ones contributing to helicity evolution. Therefore, approximating the evolution by ladder graphs is not justified. Still it may serve as a consistency check of our calculations.

With that in mind, let us put all unpolarized Wilson lines to unity, that is put all $U^{\text{unp}} = 1$ and $V^{\text{unp}} = 1$ in eqs. (5.5) and (5.14). In addition we need to discard the
contributions of the non-ladder gluons and quasi-LLA gluons: that is, we only keep the contributions of the first two diagrams in the first line and the diagram in the second line of figures 11 and 12. We then get

\[ \frac{1}{N_c} \langle \text{tr} \left[ V_{1}^{\text{pol}} \right] \rangle (z) = \frac{1}{N_c} \langle \text{tr} \left[ V_{1}^{\text{pol}} \right] \rangle_0 (z) + \frac{\alpha_s}{2\pi^2} \int \frac{dz'}{z} \int_{\rho^2} \frac{d^2x_2}{x_2^{21}} \theta(x_{10}^2 z - x_{21}^2 z') \times \left[ C_F \frac{1}{N_c} \langle \text{tr} \left[ V_{2}^{\text{pol}} \right] \rangle (z') + 2 C_F \frac{1}{N_c^2 - 1} \langle \text{tr} \left[ U_{1/2}^{\text{pol}} \right] \rangle (z') \right], \]  

\[ \frac{1}{N_c^2 - 1} \langle \text{tr} \left[ U_{1/2}^{\text{pol}} \right] \rangle (z) = \frac{\alpha_s}{2\pi^2} \int_{z_i}^{z} \frac{dz'}{z} \int_{\rho^2} \frac{d^2x_2}{x_2^{21}} \theta(x_{10}^2 z - x_{21}^2 z') \times \left[ 4 N_c \frac{1}{N_c^2 - 1} \langle \text{tr} \left[ U_{1/2}^{\text{pol}} \right] \rangle (z') - \frac{N_f}{2 N_c} \langle \text{tr} \left[ V_{2}^{\text{pol}} \right] + \text{tr} \left[ V_{1/2}^{\text{pol}} \right] \rangle (z') \right]. \]  

(5.18a)

(5.18b)

In the same approximation the doublet (5.4) becomes

\[ W_{1/2}^{\text{pol}} = \begin{pmatrix} \frac{1}{N_c} \langle \text{tr} [V_{1}^{\text{pol}} + \text{tr} [V_{2}^{\text{pol}}] \rangle \rangle \\ \frac{1}{N_c^2 - 1} \langle \text{tr} [U_{1/2}^{\text{pol}} + \text{tr} [U_{1/2}^{\text{pol}}] \rangle \rangle \end{pmatrix}. \]  

(5.19)

In terms of the doublet eqs. (5.18) become

\[ W_{10}^{\text{pol}} (z) = W_{10}^{(0)\text{pol}} (z) + \frac{\alpha_s}{2\pi} \int_{z_i}^{z} \frac{dz'}{z} \int_{\rho^2} \frac{d^2x_2}{x_2^{21}} M W_{1/2}^{\text{pol}} (z'), \]  

where we have defined

\[ M \equiv \begin{pmatrix} C_F & 2 C_F \\ -N_f/4 N_c & -N_f/4 N_c \end{pmatrix} \]  

(5.21)

in agreement with eq. (2.28) from [1]. This completes the cross-check between the ladder limits of BER and of our calculations.

One may worry that, because the calculation of BER was done in Feynman gauge but our calculation has been done in the $A^+ = 0$ light-cone gauge, the “ladder graphs” in the two cases may correspond to different contributions. However, a direct calculation of the ladder diagrams in these two gauges shows that they coincide. This occurs because, in the light-cone gauge, all the evolution takes place within the projectile wave function; for instance, the familiar DGLAP evolution can also be re-derived within the same framework [26].

We can solve eq. (5.20) to find the intercept in the ladder case. We can look for the solution of eq. (5.20) as a double Mellin transform

\[ W_{10}^{\text{pol}} (z) = \int \frac{d\omega}{2\pi i} \frac{d\lambda}{2\pi i} \left( \frac{z}{z_i} \right)^\omega \left( \frac{x_{01}^2}{\rho^2} \right)^\lambda W_{10}^{\text{pol}} (\omega \lambda) \]  

(5.22)
where $\omega$ and $\lambda$ integrals run along straight lines parallel to the imaginary axis, $\rho^2 = 1/(zs)$ and $z_i = \Lambda^2/s$. Substituting this into eq. (5.20) we obtain its solution

$$W_{10}^{\text{pol}}(z) = \int \frac{d\omega}{2\pi i} \frac{d\lambda}{2\pi i} \left( \frac{z}{z_i} \right)^{\omega} \left( \frac{x_{10}^2}{\rho^2} \right)^{\lambda} \left[ 1 - \frac{\alpha_s}{2\pi} M \frac{1}{\omega \lambda} \right]^{-1} W_{\omega \lambda}^{\text{pol}}(0).$$ (5.23)

The high-energy asymptotics of $W_{10}^{\text{pol}}(z)$ are dominated by the rightmost pole in $\omega$ of the integrand in eq. (5.23). The pole position is given by the zeroes of the determinant of the matrix in the square brackets. The poles are at

$$\omega_{\pm}(\lambda) = \frac{\alpha_s}{8\pi} \sqrt{9N_c - \frac{1}{N_c} \pm \frac{1}{N_c} \sqrt{(1 + 7N_c^2)^2 + 16N_cN_f(1 - N_c^2)}}.$$ (5.24)

Clearly $\omega_{+}(\lambda)$ is larger for positive $\lambda$ and gives the high-energy asymptotics. Note that the energy dependence comes into the integrand of (5.23) as $(zs)^{\omega + \omega_{\pm}(\lambda)}$. Picking up the $\omega_{+}(\lambda)$ pole and evaluating the remaining $\lambda$-integral using the saddle-point method we find the (positive-$\lambda$) saddle point at

$$\lambda_{s,p.} = \sqrt{\frac{\alpha_s}{8\pi N_c}} \sqrt{9N_c^2 - 1 + \sqrt{(1 + 7N_c^2)^2 + 16N_cN_f(1 - N_c^2)}}.$$ (5.25)

Substituting eq. (5.25) into eq. (5.24) yields

$$\bar{\omega}_{+}(\lambda_{s,p.}) \equiv \lambda_{s,p.} + \omega_{+}(\lambda_{s,p.}) = \sqrt{\frac{\alpha_s}{2\pi N_c}} \sqrt{9N_c^2 - 1 + \sqrt{(1 + 7N_c^2)^2 + 16N_cN_f(1 - N_c^2)}}.$$ (5.26)

The high-energy asymptotics in the ladder limit is

$$\Delta q(x, Q^2) \sim g_{1L}(x, k_T) \sim \left( \frac{1}{x} \right)^{\bar{\omega}_{+}(\lambda_{s,p.})}. \quad (5.27)$$

Following BER we use $\alpha_s = 0.18$ and $N_f = 4$ along with $N_c = 3$ to obtain $\bar{\omega}_{+}(\lambda_{s,p.}) \approx 1.12$, in agreement with the BER formula at the end of the paragraph following eq. (4.19) in [1]. Using $\bar{\omega}_{+}(\lambda_{s,p.}) \approx 1.12$ in eq. (5.27) yields

$$\Delta q(x, Q^2) \sim g_{1L}(x, k_T) \sim \left( \frac{1}{x} \right)^{1.12}, \quad (5.28)$$

which is a slow but robust growth of the helicity TMDs and polarized PDFs with with decreasing $x$, which may enable the low-$x$ region to significantly contribute to $S_q(Q^2)$ from eq. (1.2) and, therefore, to the helicity sum rule (1.1).

For a more realistic $\alpha_s = 0.3$ and $N_c = N_f = 3$ (say, for RHIC experimental kinematics) we get

$$\Delta q(x, Q^2) \sim g_{1L}(x, k_T) \sim \left( \frac{1}{x} \right)^{1.46}, \quad (5.29)$$

which is a very fast growth with decreasing $x$.

Here we have to remember that the ladder approximation used in this subsection is not a systematic physical approximation, but rather is just a “by hand” truncation of the full calculation. Therefore, the numbers obtained in eqs. (5.28) and (5.29), while encouraging, cannot be used to conclude that there is a significant amount of spin at small $x$. 


5.4 Large-$N_c$ limit

By analogy with the unpolarized small-$x$ evolution, let us try to produce a closed evolution equation out of eq. (5.13) by using the large-$N_c$ approximation. Let us point out from the outset, that the large-$N_c$ limit is far less precise in the helicity DLA evolution at hand than it was in the unpolarized LLA small-$x$ evolution. As is apparent from eq. (5.18b), gluon splitting into a $q\bar{q}$ pair is $N_c$-suppressed, but is $N_f$-enhanced, such that it comes in with a relative “suppression factor” of $N_f/N_c$. In phenomenological applications with $N_f = 3$ or $N_f = 4$ this “suppression factor” is 1 or 43 respectively, and leads to no suppression. This is in contrast to the case of unpolarized BFKL/BK/JIMWLK evolution, where quark bubbles enter only at NLO and are easily resummable [80–83]. The leading-order in unpolarized evolution involves gluons only, such that the large-$N_c$ limit is accurate up to order-$1/N^2_c$ corrections (see [78, 84] for more on this issue). Hence the large-$N_c$ limit of the DLA helicity evolution we will take below should be considered with caution and one has to be very careful in interpreting the resulting numbers.

To take the large-$N_c$ limit of eq. (5.12) we first note that at large $N_c$ only gluon emissions contribute. The soft quark emission from the upper left corner of figure 6 is only allowed for the parent quark. ($G \to q\bar{q}$ is $N_c$-suppressed.) If the parent particle is a “quark” in a typical dipole, which is, in reality, is simply a quark line in the large-$N_c$ representation of gluons as $q\bar{q}$ pairs of different color, such splittings do not exist. This means such splittings are limited to the case when quark or anti-quark line of the dipole are from the original $q\bar{q}$ pair. Since, after several steps of small-$x$ evolution at large-$N_c$ most dipoles will be made out of gluons, it is probably safe to neglect the splitting in the upper left corner of figure 6. This means that we should discard “by hand” the second term in the curly brackets of eq. (5.13).

The second observation we need to make is that $U^\text{pol}_{2a}$ is now (at large $N_c$) always an eikonal gluon line (that is, it does not convert into an eikonal quark). We therefore replace

$$
\left\langle \text{tr} \left[ t^a V_{\perp}^\text{unp} t^a V_{\perp}^\text{unp} \right] U^\text{pol}_{2a} \right\rangle \to \frac{1}{2} \left\langle \text{tr} \left[ V_{\perp}^\text{unp} V_{\perp}^\text{pol} \right] \right\rangle \left\langle \text{tr} \left[ V_{\perp}^\text{unp} V_{\perp}^\text{unp} \right] \right\rangle + \frac{1}{2} \left\langle \text{tr} \left[ V_{\perp}^\text{unp} V_{\perp}^\text{unp} \right] \right\rangle \left\langle \text{tr} \left[ V_{\perp}^\text{pol} V_{\perp}^\text{unp} \right] \right\rangle
$$

while identifying the gluon helicity $\lambda_2$ with the polarized quark and anti-quark line helicities $\sigma_2$ in the large-$N_c$ limit. Equation (5.30) can be obtained by substituting eq. (5.1) into eq. (5.8) and by expanding the latter to the linear order in polarized Wilson lines.

Using eq. (5.30) and discarding the second term in the curly brackets of eq. (5.12) yields the large-$N_c$ limit

$$
\frac{1}{N_c} \left\langle \text{tr} \left[ V_{\perp}^\text{unp} V_{\perp}^\text{pol} \right] \right\rangle (z) = \frac{1}{N_c} \left\langle \text{tr} \left[ V_{\perp}^\text{unp} V_{\perp}^\text{pol} \right] \right\rangle_0 (z) + \frac{\alpha_s}{2\pi^2} \int_{z_0}^z \frac{d\zeta}{\zeta'} \int_{\rho_0}^{\rho} \frac{d^2x_{21}}{x_{21}^2} \theta(x_{10} - x_{21}) \times \left\{ \frac{1}{N_c} \left\langle \text{tr} \left[ V_{\perp}^\text{unp} V_{\perp}^\text{pol} \right] \right\rangle \left\langle \text{tr} \left[ V_{\perp}^\text{unp} V_{\perp}^\text{unp} \right] \right\rangle \right\}
$$
\[
+ \frac{1}{N_c} \left\langle \begin{array}{c} \text{tr} \left[V_0^{\text{unp}} V_2^{\text{unp} \dagger} \right] \\
\text{tr} \left[V_2^{\text{pol}} V_1^{\text{unp} \dagger} \right]
\end{array} \right\rangle (z') \right\rangle (z).
\]

(5.31)

Let us rewrite this result in terms of the polarized dipole amplitude

\[
G_{10}(z) \equiv \frac{1}{2N_c} \left\langle \begin{array}{c} \text{tr} \left[V_0^{\text{unp}} V_1^{\text{pol} \dagger} \right] \\
\text{tr} \left[V_1^{\text{pol}} V_0^{\text{unp} \dagger} \right]
\end{array} \right\rangle (z) + \frac{1}{2N_c} \left\langle \begin{array}{c} \text{tr} \left[V_0^{\text{unp}} V_1^{\text{pol} \dagger} \right] \\
\text{tr} \left[V_1^{\text{pol}} V_0^{\text{unp} \dagger} \right]
\end{array} \right\rangle (z)
\]

(5.32)

and the standard (albeit symmetrized) unpolarized dipole \(S\)-matrix

\[
S_{01}(z) = \frac{1}{2N_c} \left\langle \begin{array}{c} \text{tr} \left[V_0^{\text{unp}} V_1^{\text{unp} \dagger} \right] \\
\text{tr} \left[V_1^{\text{unp}} V_0^{\text{unp} \dagger} \right]
\end{array} \right\rangle (z) + \frac{1}{2N_c} \left\langle \begin{array}{c} \text{tr} \left[V_0^{\text{unp}} V_1^{\text{unp} \dagger} \right] \\
\text{tr} \left[V_1^{\text{unp}} V_0^{\text{unp} \dagger} \right]
\end{array} \right\rangle (z)
\]

(5.33)

where we assumed that

\[
\text{tr} \left[V_0^{\text{unp}} V_1^{\text{unp} \dagger} \right] = \text{tr} \left[V_1^{\text{unp}} V_0^{\text{unp} \dagger} \right],
\]

(5.34)

which is indeed true for the unpolarized LLA evolution with leading-order (in powers of the color charge density of the target) \(C\)-even initial conditions [10–20].

Adding to eq. (5.31) its hermitean conjugate with \(0 \leftrightarrow 1\) we get

\[
G_{10}(z) = G_{10}^{(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int_{z_1}^z \frac{dz'}{z'} \int_{\rho_2} d^2 x_2 \frac{d^2 x_3}{x_2 x_3} \delta(x_{10} - x_{21}) \times \left[ \Gamma_{02,21}(z') S_{21}(z') + G_{21}(z') S_{02}(z') + G_{12}(z') S_{02}(z') - G_{10}(z') \right],
\]

(5.35)

where we employed the fact that eq. (5.34) is valid in LLA and for standard quasi-classical initial conditions (that is, we neglected the odderon contributions).

The evolution equation (5.35) is illustrated in the upper panel of figure 13, where the gluon lines in the large-\(N_c\) limit are represented by the double quark lines, and the lack of quark-gluon vertices denotes summation over all gluon connections from figures 11 and 12 [10].

Equation (5.35) contains a new object - the “neighbor” dipole \(\Gamma_{02,21}(z')\). Note the following peculiarity of the dipole 02 formed in the first two diagrams on the right hand side of the diagrammatic evolution equation in figure 11: to be DLA, the subsequent evolution in that dipole has to “know” about the dipole 21. The reason for that is illustrated in figure 14, where, in the right panel, we show a sample diagram contributing to one step of the evolution of the dipole 02. Note that ordering (4.5) implies that we have to have

\[
x_{21}^2 z' \gg x_{32}^2 z''.
\]

(5.36)

Just like in eq. (5.35), the dipole 02 evolution is also cut off by \(x_{20}\) in the IR, \(x_{32} \ll x_{20}\). We see that for \(x_{20}^2 > x_{21}^2 z'/z''\) the condition (5.36) becomes more constraining than \(x_{32} \ll x_{20}\). We conclude that the evolution of the dipole 02 “knows” about the dipole 21. 
\[ \frac{\partial}{\partial \ln z} = 0 \]

\[ \frac{\partial}{\partial \ln z'} = G_{10}(z) \]

\[ \Gamma_{02,21}(z') = z + \ldots \]

\[ S_{03}
\]

\[ G_{10}(z) \]

\[ S_{02}
\]

\[ G_{21}(z') \]

\[ G_{32}(z) \]

\[ G_{23}(z') \]

\[ S_{02}
\]

\[ G_{03,32}(z') \]

\[ S_{03}
\]

\[ G_{02,21}(z') \]

\[ \Gamma_{02,21}(z') = \Gamma_{02,21}^{(0)}(z') + \frac{\alpha_s N_c}{2\pi^2} \int_{z'}^{z''} \frac{dz''}{z''} \int_{\rho^{1/2}} \min \left\{ x_3^2, x_2^2 \frac{z'/z''}{\rho^{1/2}} \right\} d^2x_3 \]
\[ \times \left[ \Gamma_{03,32}(z'') S_{23}(z'') + G_{32}(z'') S_{03}(z'') + G_{23}(z'') S_{03}(z'') - \Gamma_{02,21}(z'') \right] . \]

\[ (5.37) \]

This violates the naive dipole independence at large \( N_c \). The issue is that while dipole 02 contains a polarized gluon at \( x_2 \), it does not carry the large transverse momentum needed for generating dipole 21. It is clear from figure 14 that the origin of dipoles 02 and 21 is different topologically too.

To remedy the problem of such neighbor dipole amplitudes, let us write down an evolution equation for \( \Gamma_{02,21}(z') \):

\[ \Gamma_{02,21}(z') = \Gamma_{02,21}^{(0)}(z') + \frac{\alpha_s N_c}{2\pi^2} \int_{z'}^{z''} \frac{dz''}{z''} \int_{\rho^{1/2}} \min \left\{ x_3^2, x_2^2 \frac{z'/z''}{\rho^{1/2}} \right\} d^2x_3 \]
\[ \times \left[ \Gamma_{03,32}(z'') S_{23}(z'') + G_{32}(z'') S_{03}(z'') + G_{23}(z'') S_{03}(z'') - \Gamma_{02,21}(z'') \right] . \]
Again strictly-speaking such an approximation is not justified, and only a complete LLA calculation (that is, next-to-leading order (NLO) helicity evolution calculation) would show whether we have the right to keep LLA saturation corrections here. Still we argue that such an NLO calculation is not going to change the operator structure of eq. (5.13), and, hence eq. (5.13) would probably remain valid, while augmented by the LLA helicity evolution term. Therefore, as was also argued in [67], it is probably justified to mix DLA helicity evolution with the LLA unpolarized evolution in eqs. (5.35) and (5.37). Moreover, if one models the target as a nucleus with atomic number $A$, then even in the strict DLA limit one can justify keeping the unpolarized Wilson lines $S$ as a resummation of the multiple rescattering parameter $\alpha_s^2 A^{1/3} \sim 1$ [26].

In the strict DLA limit we can simplify eqs. (5.35) and (5.37) then as follows. The unpolarized dipoles do not have any DLA evolution (in our $\alpha_s^2 \ln^2 s$ resummation parameter). Hence, with the DLA accuracy, we put $S = 1$ obtaining

\begin{align}
G_{01}(z) &= G_{01}^{(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int_{z_i}^{z_f} \frac{dz'}{z'} \int_{\rho^2}^{x_{21}} \frac{d^2x_2}{x_{21}^2} \theta(x_{10} - x_{21}) \\
&\quad \times \left[ \Gamma_{02,21}(z') + 2G_{21}(z') - G_{01}(z') \right], \tag{5.38a}
\end{align}

\begin{align}
\Gamma_{02,21}(z') &= \Gamma_{02,21}^{(0)}(z') + \frac{\alpha_s N_c}{2\pi^2} \int_{z_i}^{z_f} \frac{dz''}{z''} \int_{\rho^2}^{\min\{x_{02,21}, z'/z''\}} \frac{d^2x_{32}}{x_{32}^2} \\
&\quad \times \left[ \Gamma_{03,32}(z'') + 2G_{23}(z'') - \Gamma_{02,21}(z'') \right]. \tag{5.38b}
\end{align}

Here we have employed the assumption $G_{21} = G_{12}$ which is valid for a longitudinally polarized target (which possesses no preferred transverse direction, if one neglects transverse gradients of the target density). The solution of the coupled equations (5.38) would give one the intercept of small-$x$ helicity evolution in the large-$N_c$ limit.

### 5.5 Large-$N_c$ & $N_f$ limit

Consider now the case when both $N_c$ and $N_f$ are comparably large, such that we are keeping powers of $\alpha_s N_c = \text{const} \ll 1$ and $\alpha_s N_f = \text{const'} \ll 1$, while neglecting the subleading powers of $1/N_c$ and $1/N_f$.

In addition to $G_{10}(z)$ defined in eq. (5.32) above, which is made out of quark and anti-quark lines of gluons (with $x_1$ line polarized), let us define

\begin{align}
A_{10}(z) &= \frac{1}{2N_c} \left\langle \text{tr} \left[ V_0^{\text{unp}} V_1^{\text{pol}} \right] \right\rangle(z) + \frac{1}{2N_c} \left\langle \text{tr} \left[ V_1^{\text{pol}} V_0^{\text{unp}} \right] \right\rangle(z) \tag{5.39}
\end{align}

with $x_1$ being a true quark or anti-quark polarized line and $x_0$ being the (anti-)quark line of the gluon, and

\begin{align}
Q_{10}(z) &= \frac{1}{2N_c} \left\langle \text{tr} \left[ V_0^{\text{unp}} V_1^{\text{pol}} \right] \right\rangle(z) + \frac{1}{2N_c} \left\langle \text{tr} \left[ V_1^{\text{pol}} V_0^{\text{unp}} \right] \right\rangle(z) \tag{5.40}
\end{align}

with both $x_0$ and $x_1$ being true quark and anti-quark lines and $x_1$ polarized. The definition of $A$ is illustrated in figure 15.
An analogue of eq. (5.31), but now without neglecting the second term in the curly brackets of eq. (5.12), in the large-$N_c$ & $N_f$ limit is

$$\frac{1}{N_c} \left\langle \langle \text{tr} \left[ V^\text{unp}_0 V^\text{pol}_1 \right] \right\rangle \right. (z)$$
$$= \frac{1}{N_c} \left\langle \langle \text{tr} \left[ V^\text{unp}_0 V^\text{pol}_1 \right] \right\rangle \right. (z) + \frac{\alpha_s}{2\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho^2}^{x_{21}} \frac{d^2x_2}{\rho^2} \theta(x_{10} - x_{21})$$
$$\times \left\{ \frac{1}{N_c} \left\langle \langle \text{tr} \left[ V^\text{unp}_0 V^\text{pol}_1 \right] \right\rangle \right. \left\langle \langle \text{tr} \left[ V^\text{unp}_2 V^\text{unp}_1 \right] \right\rangle \right. (z') \right.$$ 
$$+ \frac{1}{N_c} \left\langle \langle \text{tr} \left[ V^\text{unp}_1 V^\text{pol}_1 \right] \right\rangle \left\langle \langle \text{tr} \left[ V^\text{pol}_2 V^\text{unp}_1 \right] \right\rangle \right. (z') \right.$$ 
$$+ \frac{1}{N_c} \left\langle \langle \text{tr} \left[ V^\text{unp}_0 V^\text{pol}_1 \right] \right\rangle \left\langle \langle \text{tr} \left[ V^\text{pol}_1 V^\text{pol}_1 \right] \right\rangle \right. - \left\langle \langle \text{tr} \left[ V^\text{unp}_0 V^\text{pol}_1 \right] \right\rangle \right. (z') \right.$$ 
$$+ \frac{\alpha_s}{4\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho^2}^{x_{21}} \frac{d^2x_2}{\rho^2} \theta(x_{10}^2 z - x_{21}^2 z')$$
$$\times \frac{1}{N_c} \left\langle \langle \text{tr} \left[ V^\text{unp}_0 V^\text{pol}_1 \right] \right\rangle \left\langle \langle \text{tr} \left[ V^\text{pol}_1 V^\text{pol}_1 \right] \right\rangle \right. (z'). \tag{5.41}$$

Adding a complex conjugate to eq. (5.41) and dividing by 2 to get $Q_{10}(z)$ on the left we obtain

$$Q_{10}(z) = Q_{10}^0(z) + \frac{\alpha_s N_c}{2\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho^2}^{x_{21}} \frac{d^2x_2}{\rho^2} \theta(x_{10} - x_{21})$$
$$\times \left[ S_{21}(z') G_{21}^{21}(z') + S_{21}(z') G_{21}(z') + S_{21}(z') A_{12}(z') - Q_{10}(z') \right]$$
$$+ \frac{\alpha_s N_c}{4\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho^2}^{x_{21}} \frac{d^2x_2}{\rho^2} \theta(x_{10}^2 z - x_{21}^2 z') S_{01}(z') A_{21}(z'). \tag{5.42}$$

Equation (5.42) is illustrated diagrammatically in the first line of figure 16, where again we do not show the initial condition term for simplicity.

Now, we turn to the evolution for $G_{10}(z)$. Adding to eq. (5.41) its complex conjugate and dividing by two gives

$$G_{10}(z) = G_{10}^0(z) + \frac{\alpha_s N_c}{2\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho^2}^{x_{21}} \frac{d^2x_2}{\rho^2} \theta(x_{10} - x_{21})$$
$$\times \left[ S_{21}(z') G_{21}^{21}(z') + S_{21}(z') G_{21}(z') + S_{21}(z') G_{12}(z') - G_{10}(z') \right]$$
$$- \frac{\alpha_s N_f}{4\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho^2}^{x_{21}} \frac{d^2x_2}{\rho^2} \theta(x_{10}^2 z - x_{21}^2 z') \tilde{G}_{21}(z'), \tag{5.43}$$
where we have “by hand” removed the last term in eq. (5.41) as an impossible one in the evolution of a fundamental dipole made out of quark and anti-quark lines of two gluons.

We have also added “by hand” the $N_f$-term arising due to $G \to qar{q}$ splitting. The term comes from the gluon dipole evolution (5.17) and is illustrated in figure 17: one has to take the large-$N_c$ & $N_f$ limit of (5.17) to obtain this term in eq. (5.43). Note a new object, $\tilde{\Gamma}_{02,21}$, which is the neighbor dipole amplitude with line 2 being an actual polarized quark (or anti-quark), and, unlike in $\Gamma_{02,21}$, not a quark (or anti-quark) line of a large-$N_c$ gluon.

Equation (5.43) is illustrated diagrammatically in the second line of figure 16.

Finally, the evolution for $A_{10}(z)$ reads

$$
A_{10}(z) = A_{10}^{(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int_{z_i}^z \frac{dz'}{z'} \int_{\rho^2}^1 \frac{dx_2}{x_2^{21}} \theta(x_{10} - x_{21})
\times \left[ S_{21}(z') \Gamma_{02,21}(z') + S_{02}(z') G_{21}(z') + S_{02}(z') A_{12}(z') - A_{10}(z') \right]
+ \frac{\alpha_s N_c}{4\pi^2} \int_{z_i}^z \frac{dz'}{z'} \int_{\rho^2}^1 \frac{dx_2}{x_2^{21}} \theta(x_{10}^2 z' - x_{21}^2 z') S_{01}(z') A_{21}(z'),
$$

(5.44)

as can also be obtained from eq. (5.41). It is depicted in the last line of figure 16.

Note that eq. (5.37) also has to be modified yielding

$$
\Gamma_{02,21}(z') = \Gamma_{02,21}^{(0)}(z') + \frac{\alpha_s N_c}{2\pi} \int_{z_i}^{z'} \frac{dz''}{z''} \int_{\rho^2}^1 \min\{x_{10}^2 x_{21}^2, z'/z''\} \frac{dx_{32}}{x_{32}^{32}}
\times \left[ \Gamma_{03,32}(z'') S_{23}(z'') + G_{32}(z'') S_{03}(z'') + G_{23}(z'') S_{03}(z'') - \Gamma_{02,21}(z'') \right]
- \frac{\alpha_s N_f}{4\pi} \int_{z_i}^{z'} \frac{dz''}{z''} \int_{\rho^2}^1 \frac{dx_{32}}{x_{32}^{32}} \Gamma_{03,32}(z').
$$

(5.45)
We also need an equation for $\bar{\Gamma}$:

$$
\bar{\Gamma}_{02,21}(z') = \bar{\Gamma}_{02,21}^{(0)}(z') + \frac{\alpha_s N_c}{2\pi} \int_{z_i}^{z'} \frac{dz''}{z''} \int_{\rho'z''}^{\rho'z} \frac{dx_{32}^2}{x_{32}^2} \left\{ S_{03}(z'') G_{32}(z'') - 2 S_{03}(z'') G_{23}(z'') A_{23}(z'') - \bar{\Gamma}_{02,21}(z'') \right\} 
$$

Both of these equations follow from eqs. (5.13) and (5.17). They are diagrammatically illustrated in figure 18.

Equations (5.42), (5.43), (5.44), (5.45), and (5.46) are the large-$N_c$ & $N_f$ evolution equations which are DLA in polarization-dependent terms, but also include LLA saturation corrections through the $S$-matrices. They are the main result of this subsection.

In the pure DLA limit we linearize all these equations by putting $S = 1$ in them (we again assume that $G_{01} = G_{10}$, which is true for a large, longitudinally polarized target):

$$
Q_{01}(z) = Q_{01}^{(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho'z}^{\rho'z'} \frac{dx_{21}^2}{x_{21}^2} \theta(x_{10} - x_{21}) \left\{ G_{12}(z') + \bar{\Gamma}_{02,21}(z') + G_{21}(z') - Q_{01}(z') \right\}
$$

$$
G_{10}(z) = G_{10}^{(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho'z}^{\rho'z'} \frac{dx_{21}^2}{x_{21}^2} \theta(x_{10} - x_{21}) \left\{ G_{12}(z') + \Gamma_{02,21}(z') + A_{21}(z') - G_{10}(z') \right\}
$$

$$
A_{01}(z) = A_{01}^{(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int_{z_i}^{z} \frac{dz'}{z'} \int_{\rho'z}^{\rho'z'} \frac{dx_{21}^2}{x_{21}^2} \theta(x_{10} - x_{21}) \left\{ G_{12}(z') + \Gamma_{02,21}(z') + A_{21}(z') - A_{01}(z') \right\}
$$

Figure 18. Large-$N_c$ & $N_f$ helicity evolution for the polarized neighbor dipole amplitudes $\Gamma$ and $\bar{\Gamma}$. 
The linearized equations for \( \Gamma \) and \( \tilde{\Gamma} \) in the large-\( N_c \) & \( N_f \) limit become

\[
\Gamma_{02,21}(z') = \Gamma_{02,21}^{(0)}(z') + \frac{\alpha_s N_c}{2\pi} \int_{z}^{z'} \frac{dz''}{z''} \int_{\rho'^2}^{\min\{\frac{1}{\rho'^2}, \frac{z''}{z'}\}} \frac{dx_{32}^2}{x_{32}^2} \times [\Gamma_{03,32}(z'') + 2G_{23}(z'') - \Gamma_{02,21}(z'')] \\
- \frac{\alpha_s N_f}{4\pi} \int_{z}^{z'} \frac{dz''}{z''} \int_{\rho'^2}^{\min\{\frac{1}{\rho'^2}, \frac{z''}{z'}\}} \frac{dx_{32}^2}{x_{32}^2} \tilde{\Gamma}_{03,32}(z'),
\]

\[
\tilde{\Gamma}_{02,21}(z') = \tilde{\Gamma}_{02,21}^{(0)}(z') + \frac{\alpha_s N_c}{2\pi} \int_{z}^{z'} \frac{dz''}{z''} \int_{\rho'^2}^{\min\{\frac{1}{\rho'^2}, \frac{z''}{z'}\}} \frac{dx_{32}^2}{x_{32}^2} \times [\Gamma_{03,32}(z'') + G_{23}(z'') + A_{23}(z'') - \Gamma_{02,21}(z'')] \\
+ \frac{\alpha_s N_c}{4\pi} \int_{z}^{z'} \frac{dz''}{z''} \int_{\rho'^2}^{\min\{\frac{1}{\rho'^2}, \frac{z''}{z'}\}} \frac{dx_{32}^2}{x_{32}^2} A_{32}(z').
\]

Clearly in the large-\( N_c \)/fixed-\( N_f \) limit the linearized equations for \( G_{01}(z) \) and \( \Gamma_{02,21}(z') \) become a closed system of equations (5.38) again, as employed in the previous subsection. Since our final observable, quark helicity TMD or hPDF, is related to \( Q \), for the large-\( N_c \) limit to be relevant, \( G \) should dominate (or at least be comparable to) \( A \).

The linearized equations (5.47) and (5.48), when solved, should yield the helicity evolution intercept in the large-\( N_c \) & \( N_f \) limit. This number should be compared to the all-orders in \( N_c \) & \( N_f \) result of BER [1]. Solution of eqs. (5.47) and (5.48) is left for the future (probably numerical) work.

### 6 Conclusions and outlook

In this paper we have constructed small-\( x \) evolution equations governing the leading \( x \) dependence of the fundamental and adjoint polarized dipole operators (5.2) and (5.3) given by eqs. (5.13) and (5.17) respectively. The equations resum double logarithms of \( x \) (powers of \( \alpha_s \ln^2(1/x) \)) in helicity evolution, and also include saturation effects through unpolarized dipoles, to be evolved with the LLA BK/JIMWLK evolution (resumming powers of \( \alpha_s \ln(1/x) \)).

The equations are not closed, but they do become closed in the two limits considered in this work: the large-\( N_c \) and the large-\( N_c \) & \( N_f \) limits. In the large-\( N_c \) limit the helicity evolution is given by a closed system of two equations, (5.35) and (5.37). In the large-\( N_c \) & \( N_f \) limit the closed system consists of five equations, (5.42), (5.43), (5.44), (5.45), and (5.46).

Solution of these equations, while not straightforward, should be possible in principle, and is left for future work. The polarized quark dipole operator gives us energy dependence of the quark helicity TMD \( g_{1L}(x, k_T) \) via eq. (2.10) and of the quark hPDF \( \Delta q(x, Q^2) \) via eq. (2.12). Therefore, it is very important to solve the helicity evolution equations obtained here, in order to evaluate the small-\( x \) quark contribution to the helicity sum rule and to address a possible resolution of the spin puzzle.
Indeed higher-order (LLA) corrections to our DLA results need to be calculated as well. While the ladder approximation is only a rough estimate of the result, it is perhaps troubling that for realistic $\alpha_s$ the quark hPDF grows with $x$ faster than the unpolarized structure functions, as one can see from eq. (5.29). If this steep growth is also the case with the full DLA solution, it is clear that higher-order LLA corrections must be numerically large for $\alpha_s\approx 0.3$ to reduce the growth of the intercept. It is, therefore, possible that LLA corrections are very important for the present phenomenology.

Another important possible source of the intercept reduction is saturation effects. Indeed saturation effects are defined as a slowdown of an observable’s growth with increasing energy or decreasing $x$. The impact of saturation on the DLA Reggeon evolution, which is similar to our helicity evolution considered here, was studied in [67]. It was shown that indeed saturation effects reduce the Reggeon intercept.

There is another consideration which makes it important to include saturation effects in the problem at hand. In all of the above DLA evolution equations we integrate over $x_{21}$ up to $x_{10} z/z'$. (For definitiveness let us consider eq. (5.13).) Since $\Lambda^2/s = z_i < z' < z < 1$ we get the absolute upper bound on the $x_{21}$ integral,

$$x_{21}^2 < x_{10}^2 \frac{z}{z'} < x_{10}^2 \frac{s}{\Lambda^2}. \tag{6.1}$$

Since $x_{10} \sim 1/k_T$ with $k_T$ the typical transverse momentum in the problem, and $s x_{10}^2 \sim s/k_T^2 \gg 1$, we have

$$x_{10}^2 \frac{s}{\Lambda^2} \gg \frac{1}{\Lambda^2} \tag{6.2}$$

and the upper bound of the $x_{21}^2$-integration may end up in the non-perturbative IR region. Throughout the calculations in this paper we simply assumed that everything is perturbative, and never worried about the transverse coordinate (or momentum) integration regions. However, this is indeed potentially dangerous. While the equations (5.35) and (5.37) appear to be insensitive to the deep IR region, eqs. (5.42), (5.43), (5.44), (5.45), and (5.46) need saturation effects to stay IR safe. As usual, saturation effects come in through the unpolarized dipole $S$-matrices, effectively cutting off the IR regions of integration, and justifying our perturbative approach to the problem. Their impact on the intercept of helicity evolution is likely to be important and needs to be studied in detail in the future.
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A Born-level helicity-dependent amplitudes

Let us calculate the tree-level (Born) quark exchange amplitude contributing to the initial conditions of our evolution equations; for a similar discussion, see appendix B of [67]. We consider the annihilation amplitude of an antiquark with momentum $p_1$ and spin $\sigma_1$ on a quark with momentum $p_2$ and spin $\sigma_2$ at high energy (figure 19). We will treat all particles as massless, and we take $p_1$ to be moving along the light-cone $x^+$ axis and $p_2$ to be moving along the light-cone $x^-$ axis. Let us fix the external momenta to be

$$p_1 = (p_1^+, 0^-, 0) = (z p^+, 0^-, 0),$$
$$p_2 = (0^+, p_2^-, 0),$$

where $z$ is the longitudinal momentum fraction of the antiquark, with $z_s = (p_1 + p_2)^2 = 2z^2 P_1 P_2$. We also define Sudakov momentum fractions $\alpha = k^+ / p_1^+$ and $\beta = |k^-| / p_2^-$ and employ the on-shell conditions for the produced gluons to write

$$k^- = p_1^- - (p_1 - k)^- = \frac{1}{2} \frac{k_T^2}{(1 - \alpha)p_1^+} \equiv -\beta p_2^-,$$
$$k^+ = (p_2 + k)^+ - p_2^+ = \frac{1}{2} \frac{k_T^2}{(1 - \beta)p_2^-} \equiv \alpha p_1^+.$$  

Regge kinematics corresponds to the limit $k_T^2 \ll z s$ and, therefore, $\alpha \approx \beta \approx k_T^2 / (z s) \ll 1$. In this limit one then has $k^2 = -\alpha \beta z s - k_T^2 \approx -k_T^2$.

The $q \bar{q} \rightarrow GG$ squared amplitude (averaged over colors of the quark and antiquark and summed over the outgoing gluon spins $\lambda_1, \lambda_2$) is

$$\langle M^2 \rangle = \frac{1}{N_c^2} \sum_{\text{colors}} \sum_{\lambda_1, \lambda_2} |M|^2$$
$$= \frac{C_F}{N_c} g_4^4 \left[ \overline{V}_{\sigma_1}(p_1) \gamma_\mu \gamma_\nu U_{\sigma_2}(p_2) \right] \left[ \overline{U}_{\sigma_2}(p_2) \gamma^\nu \gamma^\mu V_{\sigma_1}(p_1) \right],$$  

where $U_{\sigma}$ ($V_{\sigma}$) is a quark (antiquark) spinor with spin $\sigma$. Rather than computing the spinor products independently, it is convenient to isolate the desired polarizations $\sigma_1, \sigma_2$ using the chirality projectors:

$$[U_{\sigma}(p)]_\alpha \overline{U}_{\sigma}(p) \beta \rightarrow \overline{P}_\beta \alpha, \quad (A.4)$$

Figure 19. The tree-level forward Reggeon exchange amplitude.
where

\[ P_\sigma = \frac{1}{2} (1 + \sigma \gamma^5), \tag{A.5} \]

which satisfies

\[
\begin{align*}
P_\sigma P_\sigma' &= \delta_{\sigma\sigma'} P_\sigma, \\
P_\sigma \gamma^\mu &= \gamma^\mu P_{-\sigma}.
\end{align*}
\tag{A.6}
\]

For \( V_\sigma \) we similarly make the replacement \( V_\sigma V_\sigma' \to P_{-\sigma} \bar{\psi}. \) Thus \( P_+ = P_R \) is the right-handed projector and \( P_- = P_L \) is the left-handed projector. Using this in (A.3) gives

\[
\langle M^2 \rangle = \frac{C_F^2}{N_c} \frac{g^4}{k_T^4} \text{Tr}[P_{-\sigma_1} \bar{\psi} (\gamma_\mu k) \gamma_\nu P_{\sigma_2} \bar{\psi} (\gamma^\nu k) \gamma^\mu] \\
= 4 \frac{C_F^2}{N_c} \frac{g^4}{k_T^4} \delta_{-\sigma_1 \sigma_2} \text{Tr}[P_{-\sigma_1} \bar{\psi} (\gamma_\mu k) \gamma_\nu P_{\sigma_2} \bar{\psi} (\gamma^\nu k) \gamma^\mu] \\
= 4 (4\pi)^2 \frac{\alpha_s^2 C_F}{N_c} \frac{z_s}{k_T} \delta_{-\sigma_1 \sigma_2}.
\tag{A.7}
\]

The differential cross-section for Reggeon exchange at this order is then

\[
\frac{d\sigma_{\text{Reg}}}{d^2 k} = \frac{1}{16\pi^2 z_s^2 s^2} \langle M^2 \rangle = 4 \frac{\alpha_s^2 C_F}{N_c} \frac{1}{z_s} \frac{1}{k_T^2} \delta_{-\sigma_1 \sigma_2}.
\tag{A.8}
\]

or written as (the numerator of) a spin asymmetry is

\[
\frac{d\Delta\sigma_{\text{Reg}}}{d^2 k} = \frac{1}{2} \left[ \frac{d\sigma_{\text{Reg}}}{d^2 k}(+,-) - \frac{d\sigma_{\text{Reg}}}{d^2 k}(-,+), \right] = -2 \frac{\alpha_s^2 C_F}{N_c} \frac{1}{z_s} \frac{1}{k_T^2}.
\tag{A.9}
\]

We see explicitly that this polarization-dependent interaction is suppressed by one power of \( z_s. \)

Next, let us calculate the tree-level gluon exchange in figure 20. This diagram can also lead to a spin asymmetry if one of the gluons in the squared amplitude is sub-eikonal and spin dependent, as will be seen clearly in what follows. At the level of the \( q\bar{q} \to q\bar{q} \) squared amplitude, we find

\[
\langle M^2 \rangle = g^4 C_F \frac{1}{2N_c} \frac{1}{(k^2)^2} \text{Tr}[P_{-\sigma_1} \bar{\psi}_1 \gamma^\mu (\gamma^\nu k) \gamma_\nu P_{\sigma_2} \bar{\psi}_2 \gamma^\nu (\gamma^\mu k) \gamma_\mu].
\tag{A.10}
\]

The usual Pomeron exchange keeps the contribution from (A.10) that is dominant at high energies, i.e., eikonal gluon vertices. This leads to the dominant high-energy scattering cross-section, but is insensitive to the spins \( \sigma_1, \sigma_2 \) and, therefore, does not contribute to the initial conditions of the helicity evolution. On the other hand, the spin-dependent part of the first trace factor in eq. (A.10) gives

\[
-\frac{1}{2} \sigma_1 \text{Tr}[\gamma^\mu \gamma^\nu (\gamma_\nu - k) \gamma^\rho] = \frac{1}{2} \sigma_1 \text{Tr}[\gamma^\mu \gamma^\nu (\gamma_\nu k - k) \gamma^\rho] = -2i \sigma_1 p_1^+ k_\alpha e^{-\mu\alpha\rho},
\tag{A.11}
\]

\[
-\frac{1}{2} \sigma_1 \text{Tr}[\gamma^\mu \gamma^\nu (\gamma_\nu - k) \gamma^\rho] = -2i \sigma_1 p_1^+ k_\alpha e^{-\mu\alpha\rho}
\]
which tells us, because of the antisymmetry of the epsilon tensor, that either $\mu$ or $\rho$ must be a transverse index, i.e., one must have a sub-eikonal vertex. In the end we obtain

$$\frac{d\Delta\sigma_{\text{Pom}}^{\text{Born}}}{d^2k} = \frac{C_F}{N_c} \alpha_s^2 \frac{1}{zs} \frac{1}{k_T^2},$$

which is of the same order in the energy $zs$ as the Born diagram for Reggeon exchange given in eq. (A.9).

The initial conditions for our helicity evolution equations can be constructed out of the cross sections eqs. (A.9) and (A.12), “dressed” by unpolarized multiple rescatterings [67].
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