SEMI-IMPLICIT TIME INTEGRATION OF ATMOSPHERIC FLOWS WITH CHARACTERISTIC-BASED FLUX PARTITIONING
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Abstract. This paper presents a characteristic-based flux partitioning for the semi-implicit time integration of atmospheric flows. Nonhydrostatic models require the solution of the compressible Euler equations. The acoustic time scale is significantly faster than the advective scale, yet it is typically not relevant to atmospheric and weather phenomena. The acoustic and advective components of the hyperbolic flux are separated in the characteristic space. High-order, conservative additive Runge-Kutta methods are applied to the partitioned equations so that the acoustic component is integrated in time implicitly with an unconditionally stable method, while the advective component is integrated explicitly. The time step of the overall algorithm is thus determined by the advective scale. Benchmark flow problems are used to demonstrate the accuracy, stability, and convergence of the proposed algorithm. The computational cost of the partitioned semi-implicit approach is compared with that of explicit time integration.
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1. Introduction. The simulation of mesoscale and limited-area atmospheric flows requires the solution to the compressible Euler equations, of which several formulations are used by operational weather prediction codes [28, 29]. Expressing the governing equations in terms of the Exner pressure and potential temperature [18, 30, 32, 33, 67] do not conserve mass, momentum, and energy. Alternatively, the equations are expressed as the conservation of mass, momentum, and potential temperature [3, 27, 59, 62, 68] by assuming adiabatic flows [15]. Recent efforts [2, 10, 24, 28, 55] proposed solving the conservation laws for mass, momentum, and energy [41]. If discretized by a conservative numerical method, this approach yields a truly conservative algorithm and allows for the specification of the true viscous terms. The Euler equations are characterized by two temporal scales—the acoustic and the advective scales. Atmospheric flows are often low-Mach flows where the acoustic scale is significantly faster than the advective scale [11]. The fluid velocities vary from stationary to ∼30 m/s within the troposphere [64], resulting in Mach numbers lower than ∼0.1. In addition, the acoustic modes do not affect weather phenomena significantly.

Explicit time integration methods are inefficient because the largest stable time step is restricted by the physically inconsequential acoustic time scale. Implicit time integration methods can be unconditionally stable; however, they have rarely been applied to atmospheric flows [47, 61, 68]. One of their drawbacks is that they require the solution of either a nonlinear system of equations or a linearized approximation that introduces an error in the overall discretization. An alternative approach is an operator-split method, where the flux operator is split into its fast (acoustic) and slow (advective) components and each component is integrated in time separately. Split-explicit methods have been proposed and applied to atmospheric flows [39, 66, 38, 58, 52].
These methods are a form of decoupled multirate methods \cite{20, 13, 54}.

In this paper, we consider semi-implicit or implicit-explicit (IMEX) approaches that stabilize the fast modes by integrating them implicitly in time; time-step sizes are thus dictated by the slow scales. Semi-implicit methods for the primitive meteorological equations were introduced \cite{40, 11} where the terms involving pressure and gravitational forces are integrated implicitly. A split-step semi-implicit method for the Euler equations expressed in terms of the primitive flow variables was proposed \cite{19}; the prognostic variables are perturbations to the hydrostatic mean profile, and the acoustic modes are separated by decomposing the velocity into its anelastic, curl-free, and harmonic components. Partially implicit peer methods were applied to the Euler equations expressed in terms of the velocity and perturbations to the density and potential temperature \cite{35}. Multistep IMEX methods based on the Adam’s method and backward differencing were applied to the compressible Boussinesq equations \cite{17, 16}. Other notable algorithms include a semi-Lagrangian semi-implicit method \cite{9}, all-scale models \cite{60, 8}, and a split-step algorithm \cite{63}. Drawbacks of these efforts include lack of conservation (due to the form of the governing equations, the operator splitting for semi-implicit time integration, or the choice of the implicit and explicit methods in the semi-implicit time integration) and lack of higher-than-second-order accuracy.

An operator splitting was introduced for the governing equations expressed as perturbations to the hydrostatic mean \cite{29, 27}; and integrated in time by using multistep and multistage semi-implicit methods to yield a conservative, high-order accurate algorithm. In addition to scale separation between the acoustic and advective modes, splitting by dimension is possible, leading to horizontally explicit, vertically implicit algorithms \cite{55, 62, 27}.

This paper presents a characteristic-based partitioning of the hyperbolic flux for the semi-implicit time integration of limited-area and mesoscale atmospheric flows. Our motivation is the development of a conservative, high-order accurate atmospheric flow solver based on the Euler equations expressed as the conservation of mass, momentum, and energy, with no other assumptions. The equations are not expressed as perturbations to a hydrostatic mean profile, and a well-balanced algorithm \cite{24} is used to ensure numerical accuracy; we thus avoid any assumptions or manipulations specific to atmospheric flows. In contrast to previous approaches, we define the fast and slow components of the hyperbolic flux by partitioning it in the characteristic space. The discretized equations thus comprise scale-separated terms; eigenvalues of the fast term correspond to the acoustic mode, and the eigenvalues of the slow term correspond to the advective mode. In the context of implicit time integration methods, characteristic-based partitioning has been previously applied to selectively precondition the stiff characteristic modes of a hyperbolic system \cite{48}. We linearize the partitioning such that the solution to a linear system of equations is required; in contrast, implicit time integration requires the solution to a nonlinear system of equations. Moreover, we show that this linearization does not introduce an error in the overall discretization. The partitioned equations are integrated in time with semi-implicit additive Runge-Kutta (ARK) methods \cite{37, 27} implemented in the Portable, Extensible Toolkit for Scientific Computing (PETSc) \cite{6, 7}. We show that this partitioning of the flux allows time step sizes determined by the advective speeds. We also verify that the overall algorithm is conservative and achieves its theoretical orders of convergence. Although atmospheric flows are low-speed flows, they often develop strong gradients, and stabilizing mechanisms are required \cite{3, 28, 62, 45}. In this paper, we use the fifth-order weighted essentially nonoscillatory (WENO) \cite{44, 36} and
the compact-reconstruction WENO (CRWENO) [22, 23, 26] schemes for the spatial
discretization. The algorithm described here is implemented in HyPar [1], an open-
source conservative finite-difference solver for hyperbolic-parabolic partial differential
equations (PDEs).

The paper is organized as follows. Section 2 describes the governing equations,
and Section 3 outlines the overall numerical method, including the spatial discretiza-
tion. The characteristic-based flux partitioning is introduced in Section 4. Section 5
describes the semi-implicit time integration and the implementation of the linearized
characteristic-based partitioning with multistage ARK methods. The extension to
two-dimensional flows is presented in Section 6. The proposed algorithm is tested for
small problems in Section 7 and applied to atmospheric flow problems in Section 8.
Section 9 contains concluding remarks.

2. Governing Equations. The governing equations for limited-area and mesoscale
nonhydrostatic atmospheric flows are the Euler equations [41], with the addition of
gravitational force as a source term. They are expressed as

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \tag{2.1}
\]

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u} + p \mathbf{I}_d) = -\rho \mathbf{g}, \tag{2.2}
\]

\[
\frac{\partial e}{\partial t} + \nabla \cdot (e + p) \mathbf{u} = -\rho \mathbf{g} \cdot \mathbf{u}, \tag{2.3}
\]

where \(\rho\) is the density, \(\mathbf{u}\) is the velocity vector, \(p\) is the pressure, and \(\mathbf{g}\) is the grav-
itational force vector (per unit mass). \(\mathbf{I}_d\) denotes the identity matrix of size \(d\), where
\(d\) is the number of space dimensions, and \(\otimes\) represents the Kronecker product. The
energy is given by

\[
e = \frac{p}{\gamma - 1} + \frac{1}{2} \rho \mathbf{u} \cdot \mathbf{u}, \tag{2.4}
\]

where \(\gamma = 1.4\) is the specific heat ratio. The equation of state relates the pressure,
density, and temperature as \(p = \rho RT\), where \(R\) is the universal gas constant and \(T\) is
the temperature. Two additional quantities of interest in atmospheric flows are the
Exner pressure \(\pi\) and the potential temperature \(\theta\), defined as

\[
\pi = \left( \frac{p}{p_0} \right)^{\frac{\gamma}{\gamma - 1}} \quad \text{and} \quad \theta = \frac{T}{\pi}, \tag{2.5}
\]

respectively. The pressure at a reference altitude is denoted by \(p_0\). We consider one-
and two-dimensional flows \((d = 1, 2)\) in this paper. The governing equations share the
same form as (2.1)–(2.3) when expressed in terms of nondimensional variables [24],
and thus these equations are used for both dimensional and nondimensional problems.

3. Numerical Methodology. The numerical discretization of the governing
equations is described in one spatial dimension, and it can be trivially extended to
multiple dimensions. Equations (2.1)–(2.3) (with \(d = 1\)) can be expressed as a system
of hyperbolic PDEs,

\[
\frac{\partial \mathbf{q}}{\partial t} + \frac{\partial \mathbf{f}(\mathbf{q})}{\partial x} = \mathbf{s}(\mathbf{q}), \tag{3.1}
\]
where
\[
q = \begin{bmatrix} \rho \\ \rho u \\ e \end{bmatrix}, \quad f = \begin{bmatrix} \rho u \\ \rho u^2 + p \\ (e + p)u \end{bmatrix}, \quad \text{and} \quad s = \begin{bmatrix} 0 \\ -\rho g \\ -\rho ug \end{bmatrix}.
\] (3.2)

Equation (3.1) is discretized in space with a conservative finite-difference formulation. Figure 3.1 shows a one-dimensional domain of unit length, discretized by \(N + 1\) grid points. The cell centers and interfaces are shown. The resulting semi-discrete ODE in time is given by
\[
\frac{dQ}{dt} = \hat{F}(Q) + \hat{S}(Q),
\] (3.3)

where \(Q = [q_j; j = 1, \ldots, N - 1]\) is the solution vector of the state variable at the cell centers (excluding boundary points), \(\hat{S}\) is the discretized source term, and the discretized hyperbolic flux at a grid point is given by
\[
\hat{F}_j = -\frac{1}{\Delta x} \left( \hat{f}_{j+1/2} - \hat{f}_{j-1/2} \right).
\] (3.4)

The numerical flux \(\hat{f}\) is an approximation to the primitive of \(f\) at the cell interfaces \(x_{j\pm1/2}\).

Equation (3.1) represents a hyperbolic balance law that admits equilibrium states where the pressure gradient is balanced by the gravitational force. The spatially discretized ODE, (3.3), must preserve this balance on a finite grid to machine precision; failure to do so will result in inaccurate solutions since atmospheric phenomena are often small perturbations around this balanced equilibrium state. We use a well-balanced formulation to evaluate the source term \(\hat{S}\) [24]. The description of this is omitted because it is independent of the time integration aspects discussed here; however, it is a necessary component of the overall algorithm.

The numerical flux at the cell interfaces \(\hat{f}_{j\pm1/2}\) in (3.4) is computed by using the Rusanov upwinding scheme [51, 43],
\[
\hat{f}_{j+1/2} = \frac{1}{2} \left[ \hat{f}_{j+1/2}^L + \hat{f}_{j+1/2}^R - \left( \max_{j,j+1} \nu \right) \left( \hat{q}_{j+1/2}^R - \hat{q}_{j+1/2}^L \right) \right],
\] (3.5)

where the superscripts \(L\) and \(R\) indicate the left- and right-biased interpolations, respectively. The dissipation factor is \(\nu = a + |u|\), where \(a = \sqrt{\gamma p/\rho}\) is the speed of sound. The left- and right-biased flux \(\hat{f}_{j+1/2}^{L,R}\) and solution \(\hat{q}_{j+1/2}^{L,R}\) at the interfaces are computed by using the fifth order WENO [36] and CRWENO [22] schemes. The following paragraphs describe a left-biased reconstruction; the corresponding expressions for the right-biased reconstruction can be trivially obtained. The description
third-order interpolation schemes: to achieve high-order accuracy where the solution is smooth and to avoid oscillations through a componentwise approach.

The WENO schemes use a solution-dependent interpolation stencil selection \cite{44} to achieve high-order accuracy where the solution is smooth and to avoid oscillations across discontinuities. The fifth-order WENO scheme \cite{36} is constructed by three third-order interpolation schemes:

\begin{equation}
\hat{f}_{j+1/2}^1 = \frac{1}{3} f_{j-2} - \frac{7}{6} f_{j-1} + \frac{11}{6} f_j, \quad c_1 = \frac{1}{10}, \tag{3.6}
\end{equation}

\begin{equation}
\hat{f}_{j+1/2}^2 = -\frac{1}{6} f_{j-1} + \frac{5}{6} f_j + \frac{1}{3} f_{j+1}, \quad c_2 = \frac{6}{10}, \tag{3.7}
\end{equation}

\begin{equation}
\hat{f}_{j+1/2}^3 = \frac{1}{3} f_j + \frac{5}{6} f_{j+1} - \frac{1}{6} f_{j+2}, \quad c_3 = \frac{3}{10}. \tag{3.8}
\end{equation}

Multiplying (3.6)–(3.8) with their optimal coefficient \( c_k \), \( k = 1, 2, 3 \), and then adding them results in the following fifth-order accurate interpolation scheme:

\begin{equation}
\hat{f}_{j+1/2} = \frac{1}{30} f_{j-2} - \frac{13}{60} f_{j-1} + \frac{47}{60} f_j + \frac{27}{60} f_{j+1} - \frac{1}{20} f_{j+2}. \tag{3.9}
\end{equation}

Solution-dependent weights are computed based on the local solution smoothness as

\begin{equation}
\omega_k = \frac{\alpha_k}{\sum_k \alpha_k}; \quad \alpha_k = \frac{c_k}{(\epsilon + \beta_k)^2}; \quad k = 1, 2, 3, \tag{3.10}
\end{equation}

where \( \epsilon = 10^{-6} \) is a small number to prevent division by zero and \( \beta_k \) are the smoothness indicators for the stencils, given by

\begin{equation}
\beta_1 = \frac{13}{12} (f_{j-2} - 2 f_{j-1} + f_j)^2 + \frac{1}{4} (f_{j-2} - 4 f_{j-1} + 3 f_j)^2, \tag{3.11}
\end{equation}

\begin{equation}
\beta_2 = \frac{13}{12} (f_{j-1} - 2 f_j + f_{j+1})^2 + \frac{1}{4} (f_{j-1} - f_{j+1})^2, \tag{3.12}
\end{equation}

and \( \beta_3 = \frac{13}{12} (f_j - 2 f_{j+1} + f_{j+2})^2 + \frac{1}{4} (3 f_j - 4 f_{j+1} + f_{j+2})^2. \tag{3.13} \)

The fifth-order WENO (WENO5) scheme is obtained by multiplying (3.6)–(3.8) by the solution-dependent weights \( \omega_k \) (instead of the optimal coefficients \( c_k \)) and then adding them. It can be expressed as

\begin{equation}
\hat{f}_{j+1/2} = \frac{\omega_1}{3} f_{j-2} - \frac{1}{6} (7 \omega_1 + \omega_2) f_{j-1} + \frac{1}{6} (11 \omega_1 + 5 \omega_2 + 2 \omega_3) f_j \\
+ \frac{1}{6} (2 \omega_2 + 5 \omega_3) f_{j+1} - \frac{\omega_3}{6} f_{j+2}. \tag{3.14}
\end{equation}

If the solution is locally smooth, \( \omega_k \rightarrow c_k \), \( k = 1, 2, 3 \), and (3.14) is equivalent to (3.9).

The CRWENO scheme \cite{22} applies the WENO concept of solution-dependent interpolation stencils to compact finite-difference methods \cite{42}. The fifth-order CRWENO scheme \cite{22, 23} is constructed by considering three third-order compact interpolation schemes:

\begin{equation}
\frac{2}{3} \hat{f}_{j-1/2} + \frac{1}{3} \hat{f}_{j+1/2} = \frac{1}{6} (f_{j-1} + 5 f_j); \quad c_1 = \frac{2}{10}, \tag{3.15}
\end{equation}

\begin{equation}
\frac{1}{3} \hat{f}_{j-1/2} + \frac{2}{3} \hat{f}_{j+1/2} = \frac{1}{6} (5 f_j + f_{j+1}); \quad c_2 = \frac{5}{10}, \tag{3.16}
\end{equation}

\begin{equation}
\frac{2}{3} \hat{f}_{j+1/2} + \frac{1}{3} \hat{f}_{j+3/2} = \frac{1}{6} (f_j + 5 f_{j+1}); \quad c_3 = \frac{3}{10}. \tag{3.17}
\end{equation}
Multiplying (3.15)–(3.17) with their optimal coefficients \( c_k, \ k = 1, 2, 3 \) and adding them results in a fifth-order compact scheme:

\[
\frac{3}{10} \hat{f}_{j-1/2} + \frac{6}{10} \hat{f}_{j+1/2} + \frac{1}{10} \hat{f}_{j+3/2} = \frac{1}{30} f_{j-1} + \frac{19}{30} f_j + \frac{1}{3} f_{j+1}. \tag{3.18}
\]

Replacing the optimal coefficients \( c_k \) with solution-dependent weights \( \omega_k \) yields the fifth-order CRWENO scheme (CRWENO5):

\[
\left( \frac{2}{3} \omega_1 + \frac{1}{3} \omega_2 \right) \hat{f}_{j-1/2} + \left[ \frac{1}{3} \omega_1 + \frac{2}{3} (\omega_2 + \omega_3) \right] \hat{f}_{j+1/2} + \frac{1}{3} \omega_3 \hat{f}_{j+3/2} = \frac{\omega_1}{6} f_{j-1} + \frac{5}{6} (\omega_1 + \omega_2) + \frac{\omega_3}{6} f_j + \frac{\omega_2 + 5 \omega_3}{6} f_{j+1}. \tag{3.19}
\]

The weights \( \omega_k \) are computed by (3.10) and (3.11)–(3.13). If the solution is locally smooth, \( \omega_k \rightarrow c_k, \ k = 1, 2, 3 \), and (3.19) is equivalent to (3.18). The left-hand side of (3.19) represents a tridiagonal system with solution-dependent coefficients that needs to be solved at each time-integration step or stage. An efficient and scalable implementation of the CRWENO5 scheme [25] is used in this study.

**4. Characteristic-Based Flux Partitioning.** The separation of the acoustic and advective components of the hyperbolic flux is described by considering (3.1) and
its semi-discrete form (3.3), without the source terms. The one-dimensional Euler equations, although nonlinear, satisfy the following property [41],

$$f(q) = A(q) q, A(q) = \frac{\partial f}{\partial q},$$

(4.1)

where $A$ is the flux Jacobian. This property, though not essential to the flux partitioning, is useful as a tool to describe it. Equation (3.3) (without the source term) can be expressed as

$$\frac{dQ}{dt} = \hat{F}(Q) \equiv [D \otimes A] Q,$$

(4.2)

where $D$ represents a finite-difference operator for a scalar function $\phi(x)$ on a grid,

$$-[\phi_{x,j}] = [D] [\phi_j] + O(\Delta x^r), \quad 0 < j < N, \quad \phi_j = \phi(x_j), \quad \phi_{x,j} = \phi_x(x_j) \quad (4.3)$$

with $r$ being the spatial order of accuracy. The WENO5 and CRWENO5 schemes, described in the preceding section, can be expressed in this form [21]. Therefore, the eigenvalues of the right-hand side (RHS) operator of (4.2) are the products of the eigenvalues of the discretization operator $D$ and the eigenvalues of the flux Jacobian that are the characteristic wave speeds of the Euler equations,

$$\lambda\left(\frac{\partial \hat{F}}{\partial Q}\right) = \lambda(D) * \lambda(A), \quad (4.4)$$

where $*$ denotes the following operation between two sets $A$ and $B$: 

$$A * B = \{(ab) | a \in A, b \in B\}.$$  

(4.5)

The flux Jacobian has three real eigenvalues [41],

$$\lambda(A) = \{u, u + a, u - a\}, \quad (4.6)$$

where $u$ is the flow velocity and $a$ is the local speed of sound. Figure 4.1(a) shows the eigenvalues of the finite-difference operator $D$ representing the WENO5 scheme, computed by using a linear spectral analysis [23]. Figure 4.1(b) shows the eigenvalues of the Jacobian of $\hat{F}$ evaluated on a periodic domain of unit length, discretized by a grid with 40 points and the WENO5 scheme, with $\rho = 1 + 0.1 \sin(2\pi x)$, $u = 0.2$, $p = 1/\gamma$. The mean speed of sound is $a_{\infty} = \sqrt{\gamma p_{\infty}/\rho_{\infty}} = 1$, and therefore the mean Mach number is $M_{\infty} = u_{\infty}/a_{\infty} = 0.2$. The Jacobian of $\hat{F}$ is computed by using finite differences. The eigenvalues in Figure 4.1(b) form three distinct sets that correspond to the eigenvalues of $D$ (in Figure 4.1(a)) multiplied by each of the characteristic wave speeds of the Euler equations. The smallest ring represents the advective mode ($u$) where the eigenvalues of $D$ are scaled by $u/\Delta x$. The two larger rings represent the acoustic modes ($u \pm a$) where the eigenvalues of $D$ are scaled by $(u \pm a)/\Delta x$. The separation in magnitude of the acoustic and advective eigenvalues is a function of the Mach number $M = u/a$; lower Mach numbers result in a larger separation.

The flux term $f(q)$ is partitioned into its slow and fast components as follows:

$$f(q) = A(q) q = A_F(q) q + A_S(q) q = f_F(q) + f_S(q), \quad (4.7)$$
where $\mathcal{A} = \mathcal{A}_F + \mathcal{A}_S$, and the subscripts $F$ and $S$ denote “fast” and “slow” time scales, respectively. The partitioned flux Jacobians $\mathcal{A}_{F,S}$ are defined as

$$\mathcal{A}_{F,S} = X \Lambda_{F,S} X^{-1}, \quad \Lambda_F = \begin{bmatrix} 0 & u + a \\ u - a & 0 \end{bmatrix}, \quad \Lambda_S = \begin{bmatrix} u & 0 \\ 0 & 0 \end{bmatrix},$$

(4.8)

where $X$ is the matrix with the right eigenvectors as its columns and $X^{-1}$ is the matrix with the left eigenvectors as its rows. $\Lambda_{F,S}$ represent the fast (acoustic) and slow (advective) characteristic modes and satisfy

$$\Lambda_F + \Lambda_S = \text{diag}[u, u - a, u + a] = X^{-1} \mathcal{A} X.$$

(4.9)

The flux Jacobian $\mathcal{A}$, and the matrices $X, X^{-1}$ for the one-dimensional Euler equations are provided in [41], and the resulting expressions for the slow and fast flux $f_{S,F}(q) = \mathcal{A}_{S,F} q$ are

$$f_S(q) = \begin{bmatrix} \left(\frac{\gamma - 1}{\gamma}\right) u \\ \left(\frac{\gamma - 1}{\gamma}\right) pu \\ \frac{1}{2} \left(\frac{\gamma - 1}{\gamma}\right) pu^2 \end{bmatrix}, \quad f_F(q) = \begin{bmatrix} \left(\frac{1}{\gamma}\right) pu \\ \left(\frac{1}{\gamma}\right) pu^2 + p \\ (e + p) u - \frac{1}{2} \left(\frac{\gamma - 1}{\gamma}\right) pu^3 \end{bmatrix},$$

(4.10)

The corresponding partitioning for the RHS operator $\tilde{F}$ of (4.2) is expressed as follows:

$$\tilde{F}(Q) = [D \otimes \mathcal{A}] Q = [D \otimes (\mathcal{A}_F + \mathcal{A}_S)] Q$$
$$= [D \otimes \mathcal{A}_F] Q + [D \otimes \mathcal{A}_S] Q = \tilde{F}_F + \tilde{F}_S,$$

(4.11)

where $\tilde{F}_{F,S}$ are the spatially discretized terms corresponding to the partitioned flux $f_{F,S}$. The fast term $\tilde{F}_F$ represents only the acoustic modes, while the slow term $\tilde{F}_S$ represents the advective mode. Figure 4.1(c) shows the eigenvalues of the Jacobians of the partitioned terms $\tilde{F}_{F,S}$ for the same flow as in Figure 4.1(b). The partitioning results in a clear separation of the advective and acoustic eigenvalues; the eigenvalues of the slow term are significantly smaller in magnitude than those of the fast term.

We note that the eigenvalues of the partitioned terms $\tilde{F}_{F,S}$ do not correspond exactly to the eigenvalues of $\tilde{F}$ because of the nonlinearity of the Euler equations,

$$\frac{\partial f_{F,S}}{\partial q} \neq \mathcal{A}_{F,S} \Rightarrow \frac{\partial \tilde{F}_{F,S}}{\partial Q} \neq D \otimes \mathcal{A}_{F,S} \Rightarrow \Lambda \left[ \frac{\partial \tilde{F}_F}{\partial Q} \right] \cup \Lambda \left[ \frac{\partial \tilde{F}_S}{\partial Q} \right] \neq \Lambda \left[ \frac{\partial \tilde{F}}{\partial Q} \right].$$

(4.12)

Atmospheric flows are low-speed flows where the advective mode is significantly slower than the acoustic modes ($u \ll a$). The separation of the two time scales is useful in the context of semi-implicit time integration, discussed in the next section.

With the partitioning defined as (4.11), (3.3) can be expressed as

$$\frac{dQ}{dt} = \left\{ \tilde{F}_F(Q) + \tilde{F}_S(Q) \right\} + \dot{S}(Q).$$

(4.13)

We note that (4.11) holds true if and only if both the slow and fast flux terms $f_{F,S}$ are discretized by the same finite-difference operator $D$. In the context of the nonlinear WENO5 and CRWENO5 schemes, this implies that the same solution-dependent coefficients for the interpolation operators (3.14) or (3.19) need to be used for discretizing $f_S$ and $f_F$. In our implementation, the WENO coefficients (3.10) are computed based on $f(q)$. 
Table 5.1
List of time integration methods and their orders and number of stages.

| Name  | Type      | Order | Stages (s) | Comments/Reference |
|-------|-----------|-------|------------|--------------------|
| ARK 2c | Semi-implicit | 2     | 3          | [27]               |
| ARK 3  | Semi-implicit | 3     | 4          | [37]               |
| ARK 4  | Semi-implicit | 4     | 6          | [37]               |
| RK 2a  | Explicit   | 2     | 2          | Explicit midpoint method |
| RK 3   | Explicit   | 3     | 3          | Kutta’s third-order method |
| RK 4   | Explicit   | 4     | 4          | Classical fourth-order method |

5. Time Integration. Equation (4.13) is integrated in time by using semi-implicit additive Runge-Kutta (ARK) methods [5, 37, 46] implemented in the time integration module (TS) of PETSc [6, 7]. These methods apply two different integrators for the slow and the fast terms; the fast terms are integrated in time implicitly, and thus the largest stable time step size of the algorithm is determined by the eigenvalues of the slow term. ARK methods can be represented with the following Butcher tableaux [12]:

\[
\begin{pmatrix} c_i & a_{ij} & \tilde{c}_i & \tilde{a}_{ij} \\ \end{pmatrix} ; i, j = 1, \ldots, s, \quad c_i = \sum_{j=1}^{s} a_{ij}, \quad \tilde{c}_i = \sum_{j=1}^{s} \tilde{a}_{ij},
\]

(5.1)

where \( a_{ij}, b_j, c_i \) define the explicit integrator for the slow term, \( \tilde{a}_{ij}, \tilde{b}_j, \tilde{c}_i \) define the implicit integrator for the fast term, and \( s \) is the number of stages. The coefficients satisfy \( a_{ij} = 0, j \geq i \) and \( \tilde{a}_{ij} = 0, j > i \). The ARK methods applied to (4.13) and using coefficients (5.1) result in the following:

Stage computations \( i = 1, \ldots, s \):

\[
Q^{(i)} = Q^n + \Delta t \sum_{j=1}^{i-1} a_{ij} \hat{F}_S \left( Q^{(j)} \right) + \Delta t \sum_{j=1}^{i} \tilde{a}_{ij} \left\{ \hat{F}_F \left( Q^{(j)} \right) + \hat{S} \left( Q^{(j)} \right) \right\},
\]

(5.2a)

Step completion:

\[
Q^{n+1} = Q^n + \Delta t \sum_{i=1}^{s} b_i \hat{F}_S \left( Q^{(i)} \right) + \Delta t \sum_{i=1}^{s} \tilde{b}_i \left\{ \hat{F}_F \left( Q^{(i)} \right) + \hat{S} \left( Q^{(i)} \right) \right\},
\]

(5.2b)

where \( Q^n \) is the solution at the current time step and \( Q^{n+1} \) is the solution at the next time step. The gravitational source term is treated implicitly in time.

Three high-order ARK methods are considered in this study: a second-order (three-stage) method (ARK 2c) constructed in [27] and defined by

\[
\begin{pmatrix} 0 & 0 & 0 \\ 2 - \sqrt{2} & 2 - \sqrt{2} & 0 \\ 1 & 1 - \frac{1}{\sqrt{2}} & 1 - \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \end{pmatrix}
\]

with \( a_{3,2} = \frac{1}{2} \), a third-order (four-stage) method (ARK 3), and a fourth-order (six-stage) method (ARK 4) constructed in [37]. The implicit parts of the ARK methods
used here are ESDIRK (explicit first-stage, single-diagonal coefficient) and L-stable. The performance of the ARK methods is compared with that of the explicit RK methods: second-order, two-stage RK 2a, third-order, three-stage RK 3, and the classical fourth-order four-stage RK 4. Table 5.1 summarizes the time integration methods used in this paper.

5.1. Linearization. The stage calculations (5.2a) require the solution of a nonlinear system of equations. We modify the partitioning of the RHS such that only a linear system needs to be solved instead. The fast term is linearized, and the implicit integrator is applied on this linear part. The slow term, redefined as total RHS with the linearized fast term subtracted from it, is treated explicitly. The linearized fast term removes the stiffness from the original RHS and reduces the computational cost of solving the implicit part. We note that the linearization does not introduce an error in the overall discretized equations.

Ignoring the source term for now, we rewrite (5.2a) as the following nonlinear system of equations for an implicit ARK stage:

\[
Q^{(i)} - \sigma \hat{F}_F (Q^{(i)}) = Q^n + \Delta t \sum_{j=1}^{i-1} \left\{ a_{ij} \hat{F}_S (Q^{(j)}) + \tilde{a}_{ij} \hat{F}_F (Q^{(j)}) \right\},
\]

\[
\Rightarrow \left[ I - \sigma D \otimes A_F \right] Q^{(i)} = Q^n + \Delta t \sum_{j=1}^{i-1} \left\{ a_{ij} \hat{F}_S (Q^{(j)}) + \tilde{a}_{ij} \hat{F}_F (Q^{(j)}) \right\}, \tag{5.4}
\]

where \( \sigma = \Delta t \tilde{a}_{ii} \). The nonlinearity of (5.4) arises from two sources: the fast Jacobian \( A_F = A_F (Q) \) and the WENO5/CRWENO5 finite-difference operator \( D = D (\omega) \), where \( \omega = \omega (f (q)) \) are the solution-dependent weights given by (3.10).

The fast Jacobian is evaluated at the beginning of the step and kept fixed for all the stages. The partitioning of the flux at stage \( i \) is modified as follows:

\[
f_F (Q^{(i)}) = A_F (Q^n) Q^{(i)}, \quad f_S (Q^{(i)}) = f (Q^{(i)}) - f_F (Q^{(i)}). \tag{5.5}
\]

The corresponding expressions for spatially discretized partitioned flux terms are

\[
\hat{F}_F (Q^{(i)}) = \left[ D \otimes A_F (Q^n) \right] Q^{(i)}, \quad \hat{F}_S (Q^{(i)}) = \hat{F} (Q^{(i)}) - \hat{F}_F (Q^{(i)}) = \left[ D \otimes \left\{ A (Q^{(i)}) - A_F (Q^n) \right\} \right] Q^{(i)}. \tag{5.6}
\]

Equation (5.6) satisfies \( \hat{F}_F (Q^{(i)}) + \hat{F}_S (Q^{(i)}) = \hat{F} (Q^{(i)}) \) exactly. Therefore, the linearized partitioning is consistent with the unpartitioned RHS and does not introduce an error in the overall algorithm.

The nonlinear finite-difference operator \( D (\omega) \) is linearized by computing and fixing the solution-dependent weights (3.10) at the beginning of each stage. The computation of \( F (Q^{(i)}) \) and \( F_F (Q^{(i)}) \) during the iterative solution of (5.4) does not recalculate the weights \( \omega \) based on the smoothness of the current guess for \( Q^{(i)} \). We define the finite-difference operator at stage \( i \) as

\[
\hat{D} = D (\tilde{\omega}), \text{ where } \tilde{\omega} = \begin{cases} \omega (f (Q^{(i-1)})) & i > 1 \\ \omega (f (Q^n)) & i = 1 \end{cases}. \tag{5.7}
\]

Thus, during the stage computation, the interpolation coefficients in (3.14) or (3.19) are constant, and the resulting operators are linear.
Inspection of (3.1) shows that the source term is linear if the gravitational forces do not depend on the solution (this is true for our application). As previously mentioned, a well-balanced formulation [24] is used to evaluate it on the discretized domain; this formulation preserves its linearity. Denoting \( S = \partial S / \partial Q \) as the Jacobian of the source term, we apply (5.6) and (5.7) to (5.2a) to obtain the following linear system of equations for the implicit ARK stages:

\[
[I - \sigma \{ D \otimes A_F (Q^n) + S \}] Q^{(i)} = Q^n + \Delta t \sum_{j=1}^{i-1} \left\{ a_{ij} \tilde{F}_S (Q^{(j)}) + \hat{a}_{ij} [D \otimes A_F (Q^n) + S] Q^{(j)} \right\}, \quad (5.8)
\]

where \( \tilde{F}_S \) is defined by (5.6). Equation (5.8) is solved iteratively by using the generalized residual method (GMRES) \([52, 53]\) implemented in the Krylov solver module (KSP) of PETSc, and a Jacobian-free approach is adopted where the Jacobian

\[
J \equiv [I - \sigma D \otimes A_F (Q^n) + S]
\]

is specified as its action on a vector. The stopping criterion for the iterative solver is specified as \( ||r_{k+1} - r_k||_2 \leq \max (\tau_r ||r_0||_2, \tau_a) \), where \( \tau_a \) and \( \tau_r \) are the absolute and relative tolerances, respectively; \( r \) is the residual given by

\[
r_k = [I - \sigma D \otimes A_F (Q^n) + S] Q_k^{(j)}
\]

and the subscript \( k \) denotes the \( k \)th guess for the stage solution \( Q^{(i)} \).

### 5.2. Modified Upwinding

The interpolated flux at a grid interface is computed by using (3.5), which can be written for the total and the fast flux terms as follows:

\[
\hat{f}_{j+1/2} = \frac{1}{2} \left[ \hat{f}_{j+1/2}^L + \hat{f}_{j+1/2}^R - \delta_{j+1/2} \left( q_{j+1/2}^R - q_{j+1/2}^L \right) \right], \quad (5.11)
\]

\[
\hat{f}_{F,j+1/2} = \frac{1}{2} \left[ \hat{f}_{F,j+1/2}^L + \hat{f}_{F,j+1/2}^R - \delta_{F,j+1/2} \left( q_{j+1/2}^R - q_{j+1/2}^L \right) \right], \quad (5.12)
\]

where \( \delta, \delta^F \) are the diffusion coefficients for the upwinding scheme and \( \hat{f}, \hat{f}_F \) are the reconstructed numerical total and fast flux terms at the grid interfaces, related to \( \tilde{F}, \tilde{F}_F \) in (5.6) through (3.4). Subtracting (5.12) from (5.11) results in the following expression for the slow flux at a grid interface:

\[
\hat{f}_{S,j+1/2} = \frac{1}{2} \left[ \left( \hat{f}_{j+1/2}^L + \hat{f}_{j+1/2}^R \right) - \left( \hat{f}_{F,j+1/2}^L + \hat{f}_{F,j+1/2}^R \right) \right]
\]

\[
- \frac{1}{2} \left[ \left( \delta_{j+1/2} - \delta^F_{j+1/2} \right) \left( q_{j+1/2}^R - q_{j+1/2}^L \right) \right]. \quad (5.13)
\]

If the same diffusion coefficient for the upwinding scheme is used for both total and the fast flux,

\[
\delta_{j+1/2} = \delta^F_{j+1/2} = \max \nu, \quad (5.14)
\]
we obtain a central discretization of the slow flux term (5.13) with no diffusion and purely imaginary eigenvalues. This is undesirable with respect to the ARK time integrator, as explained in Sec. 5.3. To avoid this, we modify the upwinding method to apply the diffusion specifically along the characteristic fields that the flux term represents. The diffusion coefficients are expressed as

\[
\begin{bmatrix}
\tilde{\delta}_{j+1/2} \\
\delta_{j+1/2}
\end{bmatrix} = \mathcal{X}
\begin{bmatrix}
\bar{\mu} & \bar{\nu} \\
\bar{\nu} & \bar{\rho}
\end{bmatrix}\mathcal{X}^{-1},
\begin{bmatrix}
\tilde{\delta}^F_{j+1/2} \\
\delta^F_{j+1/2}
\end{bmatrix} = \mathcal{X}
\begin{bmatrix}
0 & \bar{\nu} \\
\bar{\nu} & \bar{\rho}
\end{bmatrix}\mathcal{X}^{-1},
\]

(5.15)

where

\[
\bar{\nu} = \max_{j,j+1} (|u| + a), \quad \bar{\mu} = \max_{j,j+1} |u|,
\]

(5.16)

and the equations to compute the flux at the grid interfaces from their left- and right-biased interpolated values are

\[
\begin{align*}
\hat{f}_{j+1/2} &= \frac{1}{2} \left( \hat{f}_{L,j+1/2} + \hat{f}_{R,j+1/2} - \left[ \tilde{\delta} \right]_{j+1/2} \left( \hat{q}^R_{j+1/2} - \hat{q}^L_{j+1/2} \right) \right), \\
\hat{f}_{F,j+1/2} &= \frac{1}{2} \left( \hat{f}_{L,F,j+1/2} + \hat{f}_{R,F,j+1/2} - \left[ \tilde{\delta}^F \right]_{j+1/2} \left( \hat{q}^R_{j+1/2} - \hat{q}^L_{j+1/2} \right) \right).
\end{align*}
\]

(5.17)

(5.18)

We then obtain the following expression for the slow term:

\[
\begin{align*}
\hat{f}_{S,j+1/2} &= \frac{1}{2} \left( \hat{f}_{L,F,j+1/2} + \hat{f}_{R,F,j+1/2} - \left[ \delta^S \right]_{j+1/2} \left( \hat{q}^R_{j+1/2} - \hat{q}^L_{j+1/2} \right) \right),
\end{align*}
\]

(5.19)

where

\[
\left[ \delta^S \right]_{j+1/2} = \left[ \tilde{\delta} \right]_{j+1/2} - \left[ \tilde{\delta}^F \right]_{j+1/2} = \mathcal{X}
\begin{bmatrix}
\bar{\rho} & 0 \\
0 & 0
\end{bmatrix}\mathcal{X}^{-1}.
\]

(5.20)

The modified upwinding applies the diffusion to the fast term only along the acoustic modes and to the slow term only along the advective mode; it does not add any additional diffusion compared with the spatial discretization of the unsplit flux. This modified upwinding scheme resembles the Roe upwinding scheme [49].

**5.3. Linear Stability Considerations.** We analyze the linear stability of the semi-implicit time integration method (5.2) by considering a linear test problem,

\[
Q'(t) = \lambda Q(t) + \mu Q(t),
\]

(5.21)

where \(\lambda, \mu \in \mathbb{C}\) represent eigenvalues of the nonstiff (slow) and stiff (fast) components [14], respectively, and \(\mathbb{C}\) is the set of complex numbers. In our application, \(\lambda Q(t)\) represents the slow component \(\hat{F}_S(Q)\), and \(\mu Q(t)\) represents the fast component \(\hat{F}_F(Q) + \hat{S}(Q)\). This problem provides useful insights into the stability behavior for the nonlinear problem. A time step can be expressed as

\[
Q^{n+1} = R(\lambda \Delta t, \mu \Delta t) Q^n,
\]

(5.22)

where \(R\) is the stability function of the method. The stability region \(\mathcal{S}\) of the semi-implicit method is then defined by

\[
\mathcal{S} = \{ \lambda \Delta t \in \mathbb{C}, \mu \Delta t \in \mathbb{C} : |R(\lambda \Delta t, \mu \Delta t)| \leq 1 \} \subset \mathbb{C} \times \mathbb{C}.
\]

(5.23)
The high dimensionality of the stability region makes its analysis difficult. To simplify it, we fix the stiff stability region \( S_\mu \) as the set of stiff eigenvalues
\[
S_\mu = \{ \mu_1 \Delta t, \mu_2 \Delta t, \ldots, \mu_k \Delta t \},
\]
where \( k \) is the total number of eigenvalues, and focus on the nonstiff stability region \( S_\lambda \subset \mathbb{C} \). The method is stable for all \( \lambda \Delta t \in S_\lambda \) for the nonstiff component subject to \( S_\mu \).

The condition \( \Re(\lambda) \to 0 \) imposes tight restrictions on the classes of methods that can be used in practice because of the stability properties of the time integration methods. It is challenging to construct methods whose \( S_\lambda \) has a large overlap with the imaginary axis in the complex plane. Moreover, the overlap of \( S_\lambda \) with the imaginary axis is negatively impacted for \( \Re(\mu) \to 0 \) [14], as is the case in our application. Semi-implicit methods with explicit imaginary stability that are less dependent on the implicit operator have been constructed [37, 17, 27]; however, relaxing this restriction allows for more efficient methods.

Figure 5.1 illustrates the behavior of the stability region for scheme (5.3) using \( a_{3,2} = \frac{1}{6}(3 + 2\sqrt{2}) \) and \( a_{3,2} = \frac{1}{2} \) for different sets of implicit eigenvalues. The stiff eigenvalues \( \mu(\cdot) \) and the boundaries of the corresponding explicit stability regions \( \partial S_\lambda (\mu(\cdot) \Delta t) \) are shown; the subscript \( a \) refers to the case where \( \mu \) are purely imaginary, the subscript \( b \) refers to the case where \( \mu \) has both real and imaginary components, and the subscript \( c \) refers to the case where the real part of \( \mu \) is larger than its imaginary part. Overall, the size of the stability region reduces as the imaginary components of the stiff eigenvalues increase. In addition, the overlap of \( S_\lambda (\mu(\cdot) \Delta t) \) with the imaginary axis is largest for \( \mu_c \) and smallest for \( \mu_a \). The degradation of \( S_\lambda \) is more pronounced in Fig. 5.1(a), and thus we choose \( a_{3,1} = a_{3,2} = \frac{1}{2} \) in (5.3). A more detailed discussion is presented in [27]. This brief analysis demonstrates the importance of avoiding imaginary eigenvalues \( \lambda \) for the nonstiff component \( \hat{F}_S(Q) \) since \( \Re(\mu) \to 0 \) holds true for several eigenvalues of \( \hat{F}_F(Q) + \hat{S}(Q) \).

5.4. Preconditioning. The block Jacobi preconditioner [52], implemented in the preconditioning module (PC) of PETSc, is used in the current work. Although
the Jacobian of the implicitly treated operator is specified in a matrix-free way (5.9), an approximation to the Jacobian is provided as a sparse matrix. The approximate Jacobian for the preconditioner is defined as

\[ J_p \equiv [I - \sigma D_{1st} \otimes A_F (Q^n) + S] \approx J, \quad (5.25) \]

where \( D_{1st} \) represents a first-order upwind discretization operator. This results in a block tridiagonal matrix for the one-dimensional system and will result in block penta- and septa-diagonal systems for two- and three-dimensional flows, respectively. Development of more advanced preconditioning techniques for the algorithm presented here is beyond the scope of this paper and will be studied in the future.

6. Extension to Two-Dimensional Flows. The two-dimension Euler equations with gravitational source terms can be expressed as the following hyperbolic conservation law:

\[ \frac{\partial q}{\partial t} + \frac{\partial f(q)}{\partial x} + \frac{\partial h(q)}{\partial y} = s(q), \quad (6.1) \]

where

\[ q = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ e \end{bmatrix}, \quad f = \begin{bmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ (e + p)u \end{bmatrix}, \quad h = \begin{bmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ (e + p)v \end{bmatrix}, \quad s = \begin{bmatrix} 0 \\ -\rho g \cdot \hat{i} \\ -\rho g \cdot \hat{j} \\ -(\rho u g \cdot \hat{i} + \rho v g \cdot \hat{j}) \end{bmatrix}. \]

The Cartesian unit vectors along \( x \) and \( y \) are denoted by \( \hat{i} \) and \( \hat{j} \), respectively, and \( u, v \) are the velocity components along \( x, y \). The spatial discretization described in the preceding sections is extended to the two-dimensional equations through a dimension-by-dimension approach, where the derivatives along one dimension are computed independently of the other dimension. This paper considers only problems solved on Cartesian grids. The eigenvalues of the two-dimensional system are given by

\[ \Lambda \left[ \frac{\partial (f, h)}{\partial q} \right] = \{(u, v), (u, v), (u, v) - a, (u, v) + a\}, \quad (6.2) \]

and they are split into their advective and acoustic components as

\[ \Lambda_S = \{(u, v), (u, v), 0, 0\}, \quad \Lambda_F = \{0, 0, (u, v) - a, (u, v) + a\}. \quad (6.3) \]

The slow and fast Jacobians are obtained by using the similarity transformations given by (4.8), and the partitioned flux and its spatially discretized counterpart are then computed. The left and right eigenvectors for the two-dimensional Euler equations are provided in [31, 50], and we use these in this paper. The resulting semi-discrete ODE can be expressed as

\[ \frac{dQ}{dt} = \left\{ \hat{F}_F (Q) + \hat{H}_F (Q) \right\} + \left\{ \hat{F}_S (Q) + \hat{H}_S (Q) \right\} + \hat{S} (Q), \quad (6.4) \]

where \( \hat{H}_{F,S} \) denotes the spatially discretized partitioned fluxes along the \( y \)-direction. Equation (6.4) is integrated in time by using an ARK method given by (5.1), where the fast flux terms and the source term \( \{\hat{F}_F + \hat{H}_F\} + \hat{S} \) are treated implicitly and the slow flux terms \( \{\hat{F}_S + \hat{H}_S\} \) are treated explicitly.
**7. Numerical Tests.** The performance of the semi-implicit time integrators with characteristic-based flux partitioning is tested in this section with two simple flow problems. The tests verify that the integration of the acoustic modes in time by using an implicit method results in a largest stable time step that is determined by the advective scale. In addition, the accuracy and convergence of the time integration methods are demonstrated. The two problems solved in this section are formulated in terms of nondimensional flow variables.

**7.1. Density Wave Advection.** This one-dimensional test problem involves the advection of a sinusoidal density wave over a periodic domain. The exact solution
is given by
\[ \rho(x, t) = \rho_\infty + \hat{\rho} \sin[2\pi(x - u_\infty t)], \quad u(x, t) = u_\infty, \quad p(x, t) = p_\infty. \] (7.1)

With this solution, the Euler equations are equivalent to the linear advection equation. The mean density and pressure are taken as \( \rho_\infty = 1 \) and \( p_\infty = 1/\gamma \), respectively, resulting in the mean speed of sound as \( a_\infty = 1 \). We consider two values for the mean Mach number (given by \( M_\infty = u_\infty/a_\infty \)): 0.1 and 0.01. The domain is \( x \in [0, 1] \), and periodic boundary conditions are applied at the boundaries.

Figure 7.1 shows the eigenvalues of the partitioned flux Jacobians for the CR-WENO5 scheme on a grid with 80 points. The Jacobians are evaluated from the discretized operators \( \hat{F}_{F,S} \) through finite differences. The eigenvalues for the case with mean Mach number 0.1 is shown in Figure 7.1(a), with the magnified subplot showing the eigenvalues of the slow flux term \( \hat{F}_S \). As shown earlier, the flux partitioning results in a separation of the advective and acoustic modes. The eigenvalues of the slow flux correspond to the advective mode, and they are smaller in magnitude than those of the fast flux by an approximate factor of 10 (the inverse of the Mach number). Figure 7.1(b) shows the eigenvalues for the case with a mean Mach number of 0.01. At this smaller Mach number, the separation between the advective and acoustic scales is larger. The magnitudes of the eigenvalues of the slow flux are smaller than those of the fast flux by an approximate factor of \( M_\infty^{-1} = 100 \). The two acoustic modes are characterized by the wave speeds \( u_\pm a \); and thus, as the Mach number decreases, they converge to \( a \).

Figure 7.2 shows the error as a function of the acoustic Courant-Friedrichs-Lewy (CFL) for the second- and third-order ARK methods, ARK 2c and ARK 3, as well as the two explicit Runge-Kutta (RK) methods of the same orders, RK 2a and RK 3. The solutions are obtained with the tolerances for the iterative solver specified as \( \tau_r = \tau_a = 10^{-10} \). The final times for both cases correspond to one cycle over the periodic domain (10 for \( M_\infty = 0.1 \) and 100 for \( M_\infty = 0.01 \)). The time step sizes are increased from a small value until they reach a value for which the solution blows up, thus indicating the largest stable time step size of that time integrator. The error and the acoustic CFL are defined as
\[ \epsilon = Q(x, t) - Q_{\text{exact}}(x, t), \quad \sigma_a = a_\infty \frac{\Delta t}{\Delta x}, \] (7.2)

where \( Q_{\text{exact}} \) is given by (7.1). The ARK methods converge at their theoretical orders for all the cases. The case with \( M_\infty = 0.1 \) is shown in Figure 7.2(a), and the largest stable time steps for the ARK methods are observed to be larger than those of the explicit RK methods by a factor of approximately \( M_\infty^{-1} = 10 \). The explicit RK methods are restricted in their time step size by the acoustic mode, while the implicit treatment of the acoustic modes in the ARK method allows time step sizes restricted by the advective mode. Figure 7.2(b) shows the case with \( M_\infty = 0.01 \). The advective eigenvalues are smaller in magnitude for this lower Mach number, and therefore larger time step sizes are possible. The largest time step sizes for the ARK methods are again approximately \( M_\infty^{-1} = 100 \) times larger than those of the explicit RK methods. This demonstrates that the stability limits for the ARK methods are determined by the advective time scale because of the characteristic-based flux partitioning.

7.2. Isentropic Vortex Convection. The convection of an isentropic vortex [56] is used to test the flux partitioning in two dimensions. The flow involves the inviscid convection of a vortex over a periodic domain and tests the ability of
the numerical method to preserve the shape and strength of the vortex. We modify the original test case by reducing the Mach number. The domain is specified as \((x, y) \in [0, 10]^2\), and the mean (freestream) flow is \(\rho_\infty = 1\), \(u_\infty = 0.1\), \(v_\infty = 0\), and \(p_\infty = 1\). A vortex is introduced in the flow, whose density and pressure are specified as

\[
\rho = \left[1 - \frac{(\gamma - 1) b^2}{8 \gamma \pi^2} e^{1-r^2}\right]^{-\frac{1}{\gamma - 1}}, \quad p = \rho^\gamma, \tag{7.3}
\]
and thus \( \rho, p \to \rho_\infty, p_\infty \) as \( r \to \infty \). The velocity field is

\[
\begin{align*}
  u &= u_\infty - \frac{b}{2\pi} e^{\frac{1}{2}(1-r^2)} (y - y_c), \\
  v &= v_\infty + \frac{b}{2\pi} e^{\frac{1}{2}(1-r^2)} (x - x_c),
\end{align*}
\]

(7.4)

where \( b = 0.5 \) is the vortex strength and \( r = [(x - x_c)^2 + (y - y_c)^2]^{1/2} \) is the distance from the vortex center \((x_c, y_c) = (5, 5)\). Periodic boundary conditions are applied at all boundaries. As the solution is evolved in time, the vortex convects over the periodic domain with a time period of \( T_p = 100 \).

Figure 7.3 shows the eigenvalues of the partitioned Jacobians for the WENO5 scheme on a grid with \( 32^2 \) points. The freestream Mach number for this example is \( M_\infty \approx 0.08 \), and thus we see a significant separation in the magnitudes of the advective and acoustic eigenvalues. Figure 7.3(b) is a magnified plot of the advective eigenvalues. This demonstrates that the extension of the characteristic-based partitioning to two dimensions, as described in Section 6, works as expected. Figure 7.4(a) shows the density contours of the flow for the solution obtained with the ARK 4 method at an acoustic CFL number of \( \sim 7.6 \) on a grid with \( 64^2 \) points and the WENO5 scheme. The final time is 200, corresponding to 2 cycles over the periodic domain. The horizontal cross-sectional density profile through \( y = 5 \) for these solutions is shown in Figure 7.4(b). The solution obtained with ARK 4 agrees well with that obtained with the explicit RK 4 scheme at an acoustic CFL number of 0.8.

The error as a function of the acoustic CFL is shown in Figure 7.5(a). The solutions are obtained on a grid with \( 32^2 \) points with the WENO5 scheme after one cycle over the periodic domain. The tolerances for the GMRES solver are specified as \( \tau_a = \tau_r = 10^{-10} \). We start the tests with an initially small time step and increase it until it reaches the stability limit of the time integrator being used. The error and the acoustic CFL are defined as

\[
\epsilon = Q(x, y, t) - Q_{\text{ref}}(x, y, t), \quad \sigma_a = a_\infty \frac{\Delta t}{\min(\Delta x, \Delta y)},
\]

(7.5)
where $Q_{\text{ref}}(x, y, t)$ is the reference solution obtained with the explicit RK 4 time integration method with a very small time step of 0.0005. The ARK methods converge at their theoretical orders for acoustic CFL numbers less than 1; at higher CFL numbers, the acoustic mode is not resolved, and thus convergence is only second order. However, the absolute errors for a higher-order ARK method (say, ARK 4) are smaller than those for a lower-order ARK method (say, ARK 2c). The largest stable time step for the ARK methods are larger than those of the explicit RK methods by a factor of approximately $M^{-1}_{\infty}$, thus demonstrating that the time step size is determined by the advective scale. Figure 7.6 shows the eigenvalues of the slow operator $(\hat{F}_S + \hat{H}_S)$ scaled by the time step $\Delta t$ and the stability regions of the explicit components of the ARK 2c and ARK 3 methods. The time step $\Delta t$ corresponds to acoustic CFL numbers of $\sim 7.6$ for ARK 2c and $\sim 11.3$ for ARK 3. These are close to the observed largest stable CFL numbers for these methods in Figure 7.5(a). At these time step sizes, the advective eigenvalues have started spilling out of the respective stability regions. Comparison of the stability regions of the explicit method by itself (denoted by “Expl”) and when it is a part of an ARK method with the implicit part handling the eigenvalues of $(\hat{F}_F + \hat{H}_F)$ (denoted by “IMEX”) shows significant reduction in the imaginary stability [14].

Figure 7.5(b) shows the conservation errors $\epsilon_c$ for mass ($\rho$), momentum ($\rho u$), and energy ($e$) as a function of the acoustic CFL, for the ARK 2c and ARK 3 methods. The conservation error is defined as

$$
\epsilon_c = \frac{1}{Q^k(0)} [\bar{Q}^k(t) - \bar{Q}^k(0)], \quad \bar{Q}^k(t) = \int_V \|Q^k(x, y, t)\|_2 dV,
$$

where $\bar{Q}$ is the volume integral over the domain, $V$ denotes the two-dimensional domain, and the superscript $k$ denotes the component ($k = 1$ for mass, $k = 2, 3$ for momentum, and $k = 4$ for energy). The conservation errors are on the order of roundoff errors with the specified GMRES tolerances, for both the methods and at all the
Fig. 8.1. Inertia-gravity waves: Potential temperature perturbation $\Delta \theta$ at $t = 3000$ s, obtained with the CRWENO5 scheme and the ARK 4 time integrator on a grid with $1200 \times 50$ points. The time step is $\Delta t = 12$ s, corresponding to an acoustic CFL number of $\sigma_a \approx 20.8$.

Fig. 8.2. Inertia-gravity waves: Cross-sectional potential temperature perturbation $\Delta \theta$ at $y = 5000$ m and $t = 3000$ s, obtained with the CRWENO5 scheme and the ARK 4 time integrator on a grid with $1200 \times 50$ points. "NUMA" refers to the reference solution obtained with a spectral element solver [28].

CFL numbers considered. In addition, they do not show any trends with respect to the CFL number. This demonstrates that the partitioned semi-implicit algorithm is conservative.

8. Application to Atmospheric Flows. In this section, the algorithm is applied to atmospheric flows, which are governed by the two-dimensional Euler equations with a gravitational source term. Two benchmark flow problems are solved—the inertia-gravity wave and the rising thermal bubble. The flow solver used in this study has been previously verified for atmospheric flows with explicit Runge-Kutta schemes [24]; therefore, the focus of this section is to demonstrate the accuracy, stability, and numerical cost of the ARK methods. We note that the problems solved in this section are in terms of dimensional quantities, unlike the previous section where all quantities were nondimensional.

8.1. Inertia-Gravity Waves. The inertia-gravity wave [57, 28] involves the evolution of a potential temperature perturbation. The domain is a channel with dimensions $300,000 \text{ m} \times 10,000 \text{ m}$. The initial flow consists of a perturbation introduced into a hydrostatically balanced (stratified) atmosphere. The mean flow is the stratified atmosphere with a specified Brunt-Väisälä frequency ($N$). The potential
Inertia-gravity waves: Eigenvalues of Jacobians of the partitioned terms $(\hat{F}_F + \hat{H}_F) + S$ and $(\hat{F}_S + \hat{H}_S)$ in (6.4), and the solution error $(\epsilon)$ as a function of the acoustic CFL $\sigma_a$.

The initial velocity components are $u = 20 \text{ m/s}$ and $v = 0 \text{ m/s}$. Periodic boundary conditions are applied on the left ($x = 0 \text{ m}$) and right ($x = 300,000 \text{ m}$) boundaries, while inviscid wall boundary conditions are applied on the bottom ($y = 0 \text{ m}$) and top ($y = 10,000 \text{ m}$) boundaries. The Brunt-Väisälä frequency is $N = 0.01 \text{ /s}$, and the gravitational force per unit mass is $9.8 \text{ m/s}^2$ along the $y$-direction. The reference pressure ($p_0$) and temperature ($T_0$) at $y = 0 \text{ m}$ are $10^5 \text{ N/m}^2$ and $300 \text{ K}$, respectively, and the reference density is computed from the equation of state $p_0 = \rho_0 RT_0$. The universal gas constant $R$ is $287.058 \text{ J/kg K}$. The perturbation is added to the potential temperature, specified as

$$\Delta \theta (x, y, t = 0) = \theta_c \sin \left( \frac{\pi_c y}{h_c} \right) \left[ 1 + \left( \frac{x - x_c}{a_c} \right)^2 \right]^{-1},$$

where $\theta_c = 0.01 \text{ K}$ is the perturbation strength, $h_c = 10,000 \text{ m}$ is the height of the domain, $a_c = 5,000 \text{ m}$ is the perturbation half-width, $x_c = 100,000 \text{ m}$ is the horizontal location of the perturbation, and $\pi_c \approx 3.141592654$ is the Archimedes (trigonometric) constant. The evolution of the perturbation is simulated until a final time of $3000 \text{ s}$. 
The reference speed of sound is \( a_0 = \sqrt{\gamma R T_0} = 347.22 \text{ m/s} \), and the reference Mach number for this flow is approximately 0.06. Figure 8.3(a) shows the eigenvalues of the slow and the fast operators for the problem discretized on a 300 \( \times \) 10-point grid with the CRWENO5 scheme; the fast operator includes the gravitational source term.

Figure 8.1 shows the potential temperature perturbation \( \Delta \theta = (\theta - \theta_0) \) contours for the solution obtained with the CRWENO5 scheme on a grid with 1200 \( \times \) 50 points. The ARK 4 method is used for time integration with a time step of \( \Delta t = 12 \text{ s} \), corresponding to an acoustic CFL number of \( \sigma_a \approx 20.8 \). The tolerances for the GMRES solver are specified as \( \tau_a = \tau_r = 10^{-6} \). A good agreement is observed with results in the literature [3, 57, 4, 68]. Figure 8.2 shows the cross-sectional potential temperature perturbation at an altitude of \( y = 5,000 \text{ m} \) for this solution. The reference solution “NUMA” refers to the solution obtained with a spectral-element solver [28], with 10th-order polynomials, 3rd-order explicit RK time integration, and 250 m effective grid resolution. The solution obtained with the partitioned semi-implicit approach agree well with the reference solution.

Figure 8.3(b) shows the \( L_2 \) norm of the solution error as a function of the acoustic CFL for solutions obtained with the CRWENO5 scheme on a 600 \( \times \) 20 grid. The error and the acoustic CFL are as defined in (7.5). The reference speed of sound \( a_0 \) is used to compute the acoustic CFL, and the reference solution is obtained with the explicit RK 4 time integrator and a very small time step of 0.005. The tolerances for the GMRES solver are specified as \( \tau_a = \tau_r = 10^{-10} \). The errors for the partitioned ARK methods are shown, as well as the explicit RK 2a, RK 3, and RK 4 methods. The ARK methods converge at their theoretical orders of convergence, and the largest stable time steps are observed to be approximately \( M_{\infty}^{-1} \approx 15 \) times larger than those of the explicit RK methods. The mass conservation errors are on the order of round-off errors for all the solutions and at all CFL numbers considered.

### 8.2. Rising Thermal Bubble

The two-dimensional rising thermal bubble [28] simulates the dynamics of a warm bubble. A square domain of size 1000 m \( \times \) 1000 m is specified with inviscid wall boundary conditions on all sides. The initial solution is a warm bubble introduced in a hydrostatically balanced atmosphere. The mean flow is a stratified atmosphere with a constant potential temperature \( \theta = T_0 = 300 \text{ K} \); and the density, pressure, and velocity are respectively

\[
\rho = \rho_0 \left[ 1 - \frac{(\gamma - 1) g y}{\gamma R \theta} \right]^{1/(\gamma - 1)}, \quad p = p_0 \left[ 1 - \frac{(\gamma - 1) g y}{\gamma R \theta} \right]^{\gamma/(\gamma - 1)}, \quad u = v = 0. \tag{8.5}
\]

The reference pressure is \( 10^5 \text{ N/m}^2 \), and the reference density is computed from the equation of state \( p_0 = \rho_0 R T_0 \). The universal gas constant \( R \) is 287.058 J/kg K. A constant gravitation force per unit mass of 9.8 m/s\(^2\) is specified along the \( y \)-direction.

The warm bubble is added as a potential temperature perturbation,

\[
\Delta \theta(x, y, t = 0) = \begin{cases} 
0 & \text{if } r > r_c \\
\frac{\theta_c}{2} \left[ 1 + \cos \left( \frac{\pi (r - r_c)}{r_c} \right) \right] & \text{if } r \leq r_c
\end{cases}, \quad r = \sqrt{(x - x_c)^2 + (y - y_c)^2},
\]

where \( \theta_c = 0.5 \text{ K} \) is the perturbation strength, \((x_c, y_c) = (500, 350) \text{ m}\) is the initial location at which the bubble is centered, \( r_c = 250 \text{ m} \) is the radius of the bubble, and \( \pi_c \) is the trigonometric constant. The flow is simulated to a final time of 400 s.

Figure 8.4 shows the initial solution at \( t = 0 \text{ s} \) and the solution at \( t = 400 \text{ s} \). The warm bubble rises as a result of buoyancy and deforms as a result of the temperature changes.
and velocity gradients. The potential temperature perturbation $\Delta \theta = \theta - \theta_0$ is shown. The solution is obtained with the WENO5 scheme and the ARK 4 time integrator on a grid with $201^2$ points. The time step size is $\Delta t = 2$ s, which results in an acoustic CFL number of approximately 139. The acoustic CFL is given by (7.5), and the reference speed of sound $a_0$ is used. The flow is initially at rest, and thus the advective eigenvalues are all zero. As the bubble rises, it induces a velocity field; at $t = 400$ s, the maximum velocity magnitude in the domain is approximately $2.1$ m/s, corresponding to a maximum local Mach number of approximately 0.006. Thus, the disparity between the advective and acoustic scales is very large, and the semi-implicit approach allows time steps that are much larger.
than those allowed by an explicit time integrator. Figure 8.5(a) compares the cross-sectional profiles of $\Delta \theta$ along $x$ at $y = 550$ m for this solution and that obtained with the explicit RK 4 method at an acoustic CFL number of $\sim 0.7$, and an excellent agreement is observed.

The $L_2$ norm of the solution error is shown in Figure 8.5(b) as a function of the acoustic CFL. The error, defined in (7.5), is computed with respect to a reference solution that is obtained on the same grid with the same spatial discretization and with the explicit RK 4 time integrator with a very small time step size of $10^{-4}$. The figure shows the errors for the ARK 2c, ARK 3, and ARK 4 methods, as well as the explicit RK 2a, RK 3, and RK 4 methods. The tolerances specified for the GMRES solver are $\tau_a = \tau_r = 10^{-10}$. In the region where the acoustic waves are resolved and the explicit methods are stable, all the methods converge at their theoretical orders of accuracy. At higher CFL numbers, the acoustic mode is not resolved, and thus the errors for the ARK methods (relative to the reference solution, in which the acoustic mode is resolved) converge toward a similar value. This behavior has been previously analyzed and discussed for the semi-implicit time integration of the perturbation form of the governing equations [27]. The mass conservation error are zero to machine precision for all the solutions at all the CFL numbers considered.

### 8.3. Numerical Cost

The main objective of using semi-implicit time integration is to obtain well-resolved solutions at a lower computational cost than with explicit time integrators. These methods allow time step sizes that step over the fast acoustic scales; however, they require the solution of a system of equations. Thus, their performance depends on the cost and accuracy of the linear solver. In this section, we compare the computational cost of the ARK methods with the explicit RK methods in terms of the minimum wall time and the number of function calls required to obtain a stable and resolved solution. In the following discussion, the number of function calls ($n_{FC}$) refers to the total number of calls to the functions that compute the partitioned flux components $\hat{F}_F$ or $\hat{F}_S$. Since a matrix-free implementation of the Jacobian is used, $n_{FC}$ is the sum of the total number of time iterations ($n_T$) times the number of stages $s$ (of the time integration method), and the total number of GMRES iterations. It is thus an estimate of the total computational cost; however, it does not include the cost of assembling and inverting the preconditioning matrix.

The algorithm is implemented in serial; its performance and scalability on parallel platforms are being investigated. The reported simulations are run on a 2200 MHz AMD Opteron processor.

Table 8.1 shows the wall times (in seconds), the number of function calls, and the $L_2$ norm of the error $\epsilon$ for the inertia-gravity wave problem, solved on a grid with $1200 \times 50$ points with the CRWENO5 scheme. The tolerances for the GMRES solver are $\tau_a = \tau_r = 10^{-6}$. The ARK 2c and ARK 4 methods are compared with the explicit RK 2a and RK 4. The time steps for the explicit RK methods are chosen close to their stability limits; thus, the reported wall times are the fastest time to solution for the explicit methods. The final row for each ARK method reports the cost with the largest stable time step and thus represents their fastest time to solution. The cost of the ARK methods decreases as the time step size increases (both the number of function calls and the wall times). ARK 2c is the fastest method among those considered. The acoustic scale is approximately 17 times faster than the advective scale for this problem. While the ARK 2c is faster than the explicit methods by 25%, the ARK 4 is generally slower at all the CFL numbers except at the largest CFL, where its cost is comparable. The solution errors are consistent with those reported...
in Figure 8.3(b), and thus the larger tolerances for the GMRES solver used for the performance tests $(\tau_a, r)$ do not degrade the accuracy of the overall solution. Since we are considering large time step sizes, a more relaxed tolerance suffices to ensure that the error in solving the implicit stages remains small with respect to the truncation error of the time integration scheme. 

Table 8.2 shows the cost of the ARK 4 method and the $L_2$ norm of the numerical error for the rising thermal bubble, solved on a grid with 201$^2$ points with the WENO5 scheme. The tolerances for the GMRES solver are $\tau_a = r = 10^{-6}$. The cost of the explicit RK 4 method is used as a reference. The separation between the acoustic and advective scales is very large; the flow is initially at rest, with the Mach number at the final time being $\sim 0.006$. The semi-implicit method is thus able to take much larger time steps. The cost of the ARK method decreases as the time step size increases; and for CFL numbers greater than $\sim 30$, the ARK 4 is faster than the RK 4. At the largest stable time step, the ARK 4 is faster than the RK 4 method by a factor of approximately 3.5. The numerical errors are consistent with those reported in Figure 8.5(b) thus ensuring that the relaxed tolerance for the GMRES solver does not compromise the accuracy of the time integration.

The results reported here are obtained with basic preconditioning of the linear system, as described in Section 5.4. The primary focus of this paper is to introduce a flux partitioning for semi-implicit time integration based on the governing equations expressed as (2.1)–(2.3). Improving the efficiency of the time integrator by developing suitable preconditioning techniques for the GMRES solver is currently being
investigated.

9. Conclusion. This paper presents a characteristic-based partitioning of the hyperbolic flux in the compressible Euler equations for semi-implicit time integration. The acoustic and the advective modes are separated; the former is integrated in time implicitly because of its stiffness, while the latter is integrated explicitly. The stiff term is linearized, and thus the semi-implicit algorithm requires only the solution to a linear system. The nonstiff term, defined as the total nonlinear flux with the linearized stiff term subtracted from it, is treated explicitly. High-order additive Runge-Kutta methods are applied to the partitioned equations, and the WENO and CRWENO schemes are used for the spatial discretization. We note that Rosenbrock schemes are also viable time stepping alternatives.

We test this approach on simple inviscid flow problems at low Mach numbers. The results show that the largest stable time step is determined by the advective scale. The algorithm is then applied to atmospheric flows where the acoustic modes are much faster than the advective mode but are not physically relevant. The accuracy and convergence of the algorithm are demonstrated for benchmark problems, and the results show that the partitioned semi-implicit approach is conservative. Moreover, the computational cost is assessed and compared with that of explicit time integrators. The extension of this algorithm to parallel platforms and the development of more effective preconditioning techniques are areas of current research.

REFERENCES

[1] HyPar Repository, 2015. https://bitbucket.org/deboghosh/hypar.
[2] N. Ahmad, D. Bacon, A. Sarma, D. Koracin, R. Vellore, Z. Boybeyi, and J. Lindeman, Simulations of non-hydrostatic atmosphere using conservation laws package, in 45th AIAA Aerospace Sciences Meeting and Exhibit, Reno, NV, American Institute of Aeronautics and Astronautics, 2007.
[3] N. Ahmad and J. Lindeman, Euler solutions using flux-based wave decomposition, International Journal for Numerical Methods in Fluids, 54 (2007), pp. 47–72.
[4] N. Ahmad and F. Proctor, The high-resolution wave-propagation method applied to meso- and micro-scale flows, in 50th AIAA Aerospace Sciences Meeting and Exhibit, Nashville, TN, American Institute of Aeronautics and Astronautics, 2012.
[5] U. M. Ascher, S. J. Ruuth, and R. J. Spiteri, Implicit-explicit Runge-Kutta methods for time-dependent partial differential equations, Applied Numerical Mathematics, 25 (1997), pp. 151–167.
[6] S. Balay, J. Brown, K. Buschelman, V. Eijkhout, W. D. Gropp, D. Kaushik, M. G. Knepley, L. C. McInnes, B. F. Smith, and H. Zhang, PETSc Users Manual, Tech. Report ANL-95/11 - Revision 3.4, Argonne National Laboratory, 2013.
[7] S. Balay, J. Brown, K. Buschelman, W. D. Gropp, D. Kaushik, M. G. Knepley, L. C. McInnes, B. F. Smith, and H. Zhang, PETSc Web page, 2013. http://www.mcs.anl.gov/petsc.
[8] T. Benacchio, W. P. O’Neill, and R. Klein, A blended soundproof-to-compressible numerical model for small- to mesoscale atmospheric dynamics, Monthly Weather Review, 142 (2014), pp. 4416–4438.
[9] L. Bonaventura, A semi-implicit semi-lagrangian scheme using the height coordinate for a nonhydrostatic and fully elastic model of atmospheric flows, Journal of Computational Physics, 158 (2000), pp. 186–213.
[10] N. Botta, R. Klein, S. Langenberg, and S. Lützenkirchen, Well balanced finite volume methods for nearly hydrostatic flows, Journal of Computational Physics, 196 (2004), pp. 539–565.
[11] A. Bourchtein and L. Bourchtein, A semi-implicit time-splitting scheme for a regional non-hydrostatic atmospheric model, Computer Physics Communications, 183 (2012), pp. 570–587.
[12] J.C. Butcher, Numerical Methods for Ordinary Differential Equations, Wiley, 2003.
[13] E.M. Constantinescu and A. Sandu, Multirate timestepping methods for hyperbolic conservation laws, Journal of Scientific Computing, 33 (2007), pp. 239–278.

[14] E. M. Constantinescu and A. Sandu, Extrapolated implicit-explicit time stepping, SIAM Journal on Scientific Computing, 31 (2010), pp. 4452–4477.

[15] P. Das, A non-Archimedean approach to the equations of convection dynamics, Journal of the Atmospheric Sciences, 36 (1979), pp. 2183–2190.

[16] D.R. DURRAN, Numerical Methods for Fluid Dynamics: With Applications to Geophysics, Texts in Applied Mathematics, Springer-Verlag, New York, 2010.

[17] D. R. DURRAN and P. N. Blossey, Implicit–explicit multistep methods for fast-wave–slow-wave problems, Monthly Weather Review, 140 (2012), pp. 1307–1325.

[18] A. GASSMANN, An improved two-time-level split-explicit integration scheme for non-hydrostatic compressible models, Meteorology and Atmospheric Physics, 88 (2005), pp. 23–38.

[19] C. GATTI-BONO and P. COLELLA, An anelasticapsed projection method for gravitationally stratified flows, Journal of Computational Physics, 216 (2006), pp. 589–615.

[20] C.W. GEAR and D.R. WELLS, Multirate linear multistep methods, BIT, 24 (1984), pp. 484–502.

[21] D. GHOSH, Compact-reconstruction weighted essentially non-oscillatory schemes for hyperbolic conservation laws, PhD thesis, University of Maryland, College Park, MD, 2013.

[22] D. GHOSH and J. D. BAEDER, Compact reconstruction schemes with weighted ENO limiting for hyperbolic conservation laws, SIAM Journal on Scientific Computing, 34 (2012), pp. A1678–A1706.

[23] D. Ghosh and E. M. Constantinescu, A well-balanced, conservative finite-difference algorithm for atmospheric flows, In review.

[24] D. GHOSH, E. M. CONSTANTINESCU, and J. BROWN, Efficient implementation of nonlinear compact schemes on massively parallel platforms, SIAM Journal on Scientific Computing, 37 (2015), pp. C354–C383.

[25] D. GHOSH, S. MEDIDA, and J. D. BAEDER, Application of compact-reconstruction weighted essentially nonoscillatory schemes to compressible aerodynamic flows, AIAA Journal, 52 (2014), pp. 1858–1870.

[26] F. X. Giraldo, J. F. KELLY, and E.M. Constantinescu, Implicit-explicit formulations of a three-dimensional nonhydrostatic unified model of the atmosphere (NUMA), SIAM Journal on Scientific Computing, 35 (2013), pp. B1162–B1194.

[27] F. X. Giraldo and M. Restelli, A study of spectral element and discontinuous Galerkin methods for the Navier-Stokes equations in nonhydrostatic mesoscale atmospheric modeling: Equation sets and test cases, Journal of Computational Physics, 227 (2008), pp. 3849–3877.

[28] F. X. Giraldo, M. Restelli, and M. LÄUTER, Semi-implicit formulations of the Navier-Stokes equations: Application to nonhydrostatic atmospheric modeling, SIAM Journal on Scientific Computing, 32 (2010), pp. 3394–3425.

[29] G.A. GRELL, J. DUDHI, D.R. STAUFFER, ET AL., A description of the fifth-generation Penn State/NCAR mesoscale model (MM5), tech. report, 1994.

[30] G. Hodur, The Naval Research Laboratory’s coupled ocean/atmosphere mesoscale prediction system (COAMPS), Monthly Weather Review, 125 (1997), pp. 1414–1430.

[31] Z.I. JANJIC, A nonhydrostatic model based on a new approach, Meteorology and Atmospheric Physics, 82 (2003), pp. 271–285.

[32] S. JEBENS, O. KNOTH, and R. WEINER, Explicit two-step peer methods for the compressible euler equations, Monthly Weather Review, 137 (2009), pp. 2380–2392.

[33] S. JEBENS, O. KNOTH, and R. WEINER, Partially implicit peer methods for the compressible euler equations, Journal of Computational Physics, 230 (2011), pp. 4955–4974.

[34] G.-S. JIANG and C.-W. SHU, Efficient implementation of weighted ENO schemes, Journal of Computational Physics, 126 (1996), pp. 202–228.

[35] C. A. KENNEDY and M. H. CARPENTER, Additive Runge-Kutta schemes for convection-diffusion-reaction equations, Applied Numerical Mathematics, 44 (2003), pp. 139–181.

[36] J. B. KLEMP, W. C. SKAMAROCK, and J. DUDHIA, Conservative split-explicit time integration methods for the compressible nonhydrostatic equations, Monthly Weather Review, 135 (2007).

[37] J. B. KLEMP and R. B. WILHELMSON, The simulation of three-dimensional convective storm dynamics, Journal of the Atmospheric Sciences, 35 (1978), pp. 1070–1096.
[40] M. Kwizak and A. J. Robert, A semi-implicit scheme for grid point atmospheric models of the primitive equations, Monthly Weather Review, 99 (1971), pp. 32–36.
[41] C. B. Laney, Computational Gasdynamics, Cambridge University Press, 1998.
[42] S. K. Lele, Compact finite difference schemes with spectral-like resolution, Journal of Computational Physics, 103 (1992), pp. 16–42.
[43] R. J. LeVeque, Finite Volume Methods for Hyperbolic Problems, Cambridge Texts in Applied Mathematics, Cambridge University Press, 2002.
[44] X.-D. Liu, S. Osher, and T. Chan, Weighted essentially non-oscillatory schemes, Journal of Computational Physics, 115 (1994), pp. 200–212.
[45] S. Marras, M. Nazarov, and F. X. Giraldo, Stabilized high-order Galerkin methods based on a parameter-free dynamic SGS model for LES, Journal of Computational Physics, 301 (2015), pp. 77–101.
[46] L. Pareschi and G. Russo, Implicit-explicit Runge-Kutta schemes and applications to hyperbolic systems with relaxation, Journal of Scientific Computing, 25 (2005), pp. 129–155.
[47] J.-M. Reusner, A. Mousseau, A. A. Wyszogrodzki, and D. A. Knoll, An implicitly balanced hurricane model with physics-based preconditioning, Monthly Weather Review, 133 (2005), pp. 1003–1022.
[48] D. R. Reynolds, R. Samtaney, and C. S. Woodward, Operator-based preconditioning of stiff hyperbolic systems, SIAM Journal on Scientific Computing, 32 (2010), pp. 150–170.
[49] P. L. Roe, Approximate Riemann solvers, parameter vectors, and difference schemes, Journal of Computational Physics, 43 (1981), pp. 357–372.
[50] A. Rohde, Eigenvalues and eigenvectors of the euler equations in general geometrics, in 15th AIAA Computational Fluid Dynamics Conference, Anaheim, CA, American Institute of Aeronautics and Astronautics, June 2001.
[51] V. V. Rusanov, The calculation of the interaction of non-stationary shock waves and obstacles, USSR Computational Mathematics and Mathematical Physics, 1 (1962), pp. 304–320.
[52] Y. Saad, Iterative Methods for Sparse Linear Systems: Second Edition, Society for Industrial and Applied Mathematics, 2003.
[53] Y. Saad and M. H. Schultz, GMRES: A generalized minimal residual algorithm for solving nonsymmetric linear systems, SIAM Journal on Scientific and Statistical Computing, 7 (1986), pp. 856–869.
[54] A. Sandu and E.M. Constantinescu, Multirate explicit Adams methods for time integration of conservation laws, Journal of Scientific Computing, 38 (2009), pp. 229–249.
[55] M. Sandu, Conservative scheme for the compressible nonhydrostatic models with the horizontally explicit and vertically implicit time integration scheme, Monthly Weather Review, 130 (2002), pp. 1227–1245.
[56] C.-W. Shu, Essentially non-oscillatory and weighted essentially non-oscillatory schemes for hyperbolic conservation laws, Tech. Report NASA CR-97-206253 ICASE Report No. 97-65, Institute for Computer Applications in Science and Engineering, November 1997.
[57] W. C. Skamarock and J. B. Klemp, Efficiency and accuracy of the Klemp-Wilhelmson time-splitting technique, Monthly Weather Review, 122 (1994), pp. 2623–2630.
[58] W. C. Skamarock, J. B. Klemp, J. Dudhia, D. O. Gill, D. M. Barker, W. Wang, and J. G Powers, A description of the advanced research WRF version 2, tech. report, DTIC Document, 2005.
[59] P. K. Smolarkiewicz, C. Kühnlein, and N. P. Fedd, A consistent framework for discrete integrations of soundproof and compressible PDEs of atmospheric dynamics, Journal of Computational Physics, 263 (2014), pp. 185–205.
[60] A. St-Cyr and D. Nekke, A fully implicit Jacobian-free high-order discontinuous Galerkin mesoscale flow solver, in Proceedings of the 9th International Conference on Computational Science, ICCS 2009, Berlin, Heidelberg, 2009, Springer-Verlag, pp. 243–252.
[61] P. Ullrich and C. Jablonowski, Operator-split Runge-Kutta-Rosenbrock methods for non-hydrostatic atmospheric models, Monthly Weather Review, 140 (2012), pp. 1257–1284.
[62] H. Weller and A. Shahrkhi, Curl-free pressure gradients over orography in a solution of the fully compressible euler equations with implicit treatment of acoustic and gravity waves, Monthly Weather Review, 142 (2014), pp. 4439–4457.
[63] J. Wensch, O. Knuth, and A. Galant, Multirate infinitesimal step methods for atmospheric flow simulation, BIT Numerical Mathematics, 49 (2009), pp. 449–473.
[64] L. J. Wicker, A two-step Adams–Bashforth–Moulton split-explicit integrator for compressible atmospheric models, Monthly Weather Review, 137 (2009), pp. 3588–3595.
[65] L. J. Wicker and W. C. Skamarock, Time-splitting methods for elastic models using forward
time schemes, Monthly Weather Review, 130 (2002), pp. 2088–2097.

[67] M. Xue, K. K. Droegemeier, and V. Wong, The Advanced Regional Prediction System (ARPS) – a multi-scale nonhydrostatic atmospheric simulation and prediction model. Part I: Model dynamics and verification, Meteorology and Atmospheric Physics, 75 (2000), pp. 161–193.

[68] C. Yang and X. Cai, A scalable fully implicit compressible euler solver for mesoscale nonhydrostatic simulation of atmospheric flows, SIAM Journal on Scientific Computing, 36 (2014), pp. S23–S47.