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Abstract

Nuclear shadowing is observed in the per-nucleon cross-sections of positive muons on carbon, calcium and lead as compared to deuterium. The data were taken by Fermilab experiment E665 using inelastically scattered muons of mean incident momentum 470 GeV/c. Cross-section ratios are presented in the kinematic region $0.0001 < x_{Bj} < 0.56$ and $0.1 < Q^2 < 80$ GeV$^2$. The data are consistent with no significant $\nu$ or $Q^2$ dependence at fixed $x_{Bj}$. As $x_{Bj}$ decreases, the size of the shadowing effect, as well as its $A$ dependence, are found to approach the corresponding measurements in photoproduction.

1 Introduction

Since the discovery that the per-nucleon cross section for lepton scattering off heavy nuclear targets is “shadowed” relative to deuterium, several experiments have quantified the effect in various kinematic regions for different nuclei [1]. The shadowing effect had been observed in hadroproduction, photoproduction [2] and leptoproduction [3] experiments, but was thought to disappear with increasing four-momentum transfer squared, $Q^2$, when $x_{Bj} = Q^2/2M\nu$ was kept fixed [4]. This expected $Q^2$ dependence has not been observed, and several theoretical models have been developed in order to explain both the lack of $Q^2$ dependence and the observed $x_{Bj}$ dependence in the data.

The Vector Meson Dominance (VMD) model has had success in explaining the shadowing of real photons ($Q^2 = 0$), and several authors have extended this model to describe the interaction of virtual photons. In these models, the virtual photon is described in terms of a spectrum of vector mesons [5-7] or as a continuum of $q\bar{q}$ states [8, 9], which interact with a nucleon or the nucleus. Related to this type of interaction are the so-called “Large Rapidity Gap” events [10, 11], which result from diffractive scattering of the hadronic component of the photon [12, 13] and which have been previously observed by the E665 collaboration [14].

The virtual-photon nucleon interaction can also be viewed in an infinite-momentum frame. Then the scaling variable, $x_{Bj}$, is the fractional momentum of the quasi-free target parton, as long as $Q^2$ is “large” and $x_{Bj}$ remains finite. In this picture, a depletion of the per-nucleon cross section may be viewed as evidence that the parton distribution functions in heavy nuclear targets are in some way distorted relative to those of a free nucleon. This distortion may result from the interaction of partons
from different nucleons, and therefore shadowing may reveal information on the long range nature of quantum chromodynamics [15-18]. Shadowing as measured in Drell-Yan leptoproduction [19], may be further evidence for the distortion of the nuclear structure functions by this mechanism.

In the lowest-order Born approximation, the double-differential cross section for inelastic lepton-nucleon scattering can be expressed as:

$$\frac{d^2\sigma}{dx_{Bj}dQ^2} = \frac{4\pi\alpha^2}{Q^4} \frac{F_2(x_{Bj},Q^2)}{x_{Bj}} \left[ 1 - \frac{Mx_{Bj}y}{2E} + \frac{y^2[1 + 4M^2x_{Bj}^2/Q^2]}{2[1 + \sigma_l/\sigma_t]} \right]$$

(1)

where $Q^2$ is the negative square of the virtual-photon four-momentum, $M$ is the nucleon mass, $E$ is the laboratory energy of the incident muon, $\nu$ is the energy transferred to the hadronic system in the laboratory frame, $x_{Bj} = Q^2/2M\nu$, $y = \nu/E$, $\alpha$ is the electromagnetic coupling constant, $F_2$ is the structure function of the nucleon and $\sigma_l/\sigma_t$ is the ratio of the longitudinal to transverse photoabsorption cross sections. In this analysis [20], the ratios of the average per-nucleon cross-sections, $R^A(x_{Bj}) \equiv \sigma^A(x_{Bj})/A$ also denoted by $A_{eff}/A$, are presented. Here $\sigma^A(x_{Bj})$ and $\sigma^D(x_{Bj})$ are the cross sections on a nucleus of atomic number $A$, and on deuterium respectively. Assuming $\sigma_l/\sigma_t$ to be independent of $A$ [21, 22], the cross-section ratios, $R^A(x_{Bj})$, are equal to the corresponding structure function ratios $F^A_2/F^D_2$. Measured ratios, $R^A(x_{Bj})$, are a function of $A$, $x_{Bj}$ and possibly of $Q^2$ or $\nu$. As $x_{Bj}$ approaches zero the cross-section ratios of heavy nuclear targets to deuterium are found to fall below unity. This depletion is known as “shadowing” and has been observed in various experiments [1, 23]. This paper reports measurements of virtual-photon shadowing for carbon, calcium and lead in the region $0.0001 < x_{Bj} < 0.56$ at $Q^2$ values between 0.1 and 80 GeV$^2$ and $\nu$ values between 50 and 300 GeV.

2 The Experiment

Details of the E665 spectrometer have been documented elsewhere [24]; only those components which are germane to this analysis will be discussed. The muon beam had a mean momentum of 470 GeV/c with a dispersion of 56 GeV/c. The momentum resolution of the beam spectrometer, $\delta p/p$, was typically 0.4%. In the 1990 run of E665, liquid targets of hydrogen and deuterium, and solid targets of carbon, calcium, and lead were interchanged approximately once per Tevatron cycle (58 seconds). Target cycling greatly reduced the systematic uncertainties due to time-dependent detector response. Target densities and incident muon fluxes are reported in Table 1. An open geometry spectrometer, instrumented with
| Target          | Areal density (g/cm²) | Number of interaction lengths | Number of radiation lengths | Number of scatters | Number of beam μ’s (×10¹⁰) |
|-----------------|------------------------|-------------------------------|-----------------------------|-------------------|-----------------------------|
| Hydrogen        | 6.985 ± 0.100          | 0.138                         | 0.114                       | 29968             | 6.07                        |
| Deuterium       | 15.880 ± 0.100         | 0.292                         | 0.131                       | 37426             | 3.42                        |
| Carbon (Thin)   | 15.074 ± 0.002         | 0.176                         | 0.352                       | 4713              | 0.51                        |
| Carbon (Thick)  | 29.952 ± 0.005         | 0.349                         | 0.699                       | 33503             | 1.70                        |
| Calcium         | 19.4977 ± 0.0007†      | 0.160                         | 1.190                       | 38131             | 3.12                        |
| Lead            | 5.370 ± 0.010          | 0.029                         | 0.853                       | 23114             | 7.40                        |

† See [25]

Table 1: Target properties, the observed number of scatters and beam flux after the cuts have been applied.

Multiwire proportional chambers and drift chambers, determined the scattering angle and energy of the scattered muon upstream of 3 meters of steel, which served as a hadron absorber. The forward spectrometer provided a scattered-muon momentum resolution, δp/p, of better than 1.5%. Muons were identified by matching tracks reconstructed in the forward spectrometer with tracks found in four stations of proportional tubes and scintillating hodoscope planes located downstream of the steel. In addition, a gas sampling electromagnetic calorimeter, located in front of the steel absorber, had a resolution of δE/E = (0.38 ± 0.11)/√E/GeV [20] for photons and electrons with energies below 80 GeV. The calorimeter was used to identify and remove background events.

The use of a small-angle trigger (SAT) allowed E665 to trigger at scattering angles as small as 1 milliradian and thus to measure cross sections at Q² values down to 0.1 GeV². A relevant feature of the SAT was the use of a veto counter located upstream of the hadron absorber, in addition to the veto counters located behind the absorber. The upstream veto element reduced the rate of spurious triggers from muon scatters in the absorber, but also subjected the SAT to vetoes from final state hadrons. The systematic effects of such a veto are described below.


3 Selection of the Data

The following cuts were applied to all interactions reconstructed in the target region: $Q^2 > 0.1 \text{GeV}^2$ removed non-interacting beam muons, $\nu > 50 \text{ GeV}$ and $\delta x_{Bj}/x_{Bj} < 0.2$ excluded events with poor spectrometer resolution, and $y < 0.7$ eliminated poorly reconstructed scattered-muon tracks and the kinematic region where background processes were predominant. It was also required that exactly one muon, with momentum resolution better than 0.8%, was reconstructed in the beam spectrometer, and that beam and scattered muons satisfy a software simulation of the SAT.

In addition to these cuts, the electromagnetic calorimeter was used to identify and remove remaining backgrounds, coherent and quasi-elastic muon bremsstrahlung and elastic muon-electron scatters. If, in an event, the energy of the most energetic calorimeter cluster exceeded 21% of the muon’s energy loss, $\nu$, the event was assumed to be muon-bremsstrahlung or elastic muon-electron scatter and was removed from the final sample. The number of inelastic scatters removed by such a cut was estimated as 17%.

Figure 1 shows the distribution of the energy of the most energetic calorimeter cluster divided by $\nu$ for those events which satisfy the resolution and kinematic selection. The distributions are shown for all scatters and for events defined as coherent muon bremsstrahlung scatters, elastic muon-electron scatters and inelastic scatters. These samples were defined based on event kinematics and final-state particle multiplicities. The muon bremsstrahlung scatters are required to have $Q^2 < 0.3 \text{ GeV}^2$ and no charged particle other than the scattered muon reconstructed in the event. The muon-electron scatters have a single, reconstructed, negatively charged track with $(\text{track momentum}/\nu) > 0.75$ in addition to the scattered muon. The scatters of the last sample have at least two positively charged tracks or two negatively charged tracks reconstructed and fitted to the muon-muon scattering vertex. This requirement implicitly assumes that events which result in a high multiplicity final state are inelastic scatters. Figure 1 demonstrates that the cut in $(\text{Cluster Energy}/\nu)$, indicated by the vertical line, very efficiently removes radiative backgrounds while retaining inelastic scatters.

Cross-section ratios were determined from the event samples after applying the cut on the calorimeter cluster energy. Alternatively, in order to enable a direct comparison with the shadowing results from the NMC collaboration [26], ratios were measured from the original event samples after applying radiative corrections as calculated by the FERRAD radiative correction program [26].
Figure 1: Distributions of the normalized energy of the most energetic calorimeter cluster in an event, \( (\text{Cluster Energy})/\nu \). The four samples represent all scatters and events classified as: muon-bremsstrahlung events, elastic muon-electron scatters and inelastic scatters. The vertical lines indicate the position of the cut in \( (\text{Cluster Energy})/\nu \). The vertical scale is arbitrary.

where the radiative corrections are expected to be reliable, \( y < 0.7 \) and \( x_{Bj} > 0.002 \), the radiative corrected cross-section ratios are systematically lower than the ratios from the calorimeter analysis. For C/D they are lower by 2 to 6\%, for Ca/D by 4 to 6\% and for Pb/D by 4 to 8\% (see Tables 4 to 6). It should be noted that these two methods of handling the radiative background are fundamentally different. The first one (calorimeter method) relies on eliminating the dominant A-dependent radiative background. In the second method, it is assumed that the radiative background contained in the raw data samples is well described by the analytical expressions (which are based on the calculations by Mo and Tsai [27]) used in the FERRAD program. The observed differences in the corrected cross-section ratios may indicate that these assumptions are not completely fulfilled. Because the FERRAD program is not reliable in the low-\( Q^2 \) region, and can also not be applied in the low-\( x_{Bj} \) low-\( Q^2 \) region \((x_{Bj} < 0.001, Q^2 < 0.5 \text{GeV}^2)\), this region being dominated by elastic muon-electron scattering, results
will be presented using the calorimeter corrected data. In Tables 4 to 6 the FERRAD corrected ratios are given for comparison.

4 Corrections and Systematic Uncertainties

The uncorrected cross-section ratios were calculated from the raw event yields using

\[ R^A(x_{Bj}) = \frac{w^A(x_{Bj})N^A(x_{Bj})/(d^AF_\mu^A)}{w^D(x_{Bj})N^D(x_{Bj})/(d^DF_\mu^D)}, \]

where \( d^A, d^D \) and \( F_\mu^A, F_\mu^D \) are the areal target densities and incident muon fluxes for target \( A \) and deuterium respectively. \( N^A, N^D \) are the number of scatters, and \( w^A, w^D \) are weights assigned to each scatter to correct for each target’s neutron excess. The weighting was based on the \( F_\mu^u/F_\mu^p \) parameterization by the BCDMS collaboration [28]. The correction is only relevant for the Pb/D ratio, and the resulting correction was less than 1% for \( x_{Bj} < 0.1 \). A correction of –1.01% was applied to the deuterium target density to account for the presence of a 4.4% (per unit volume) contamination of HD. Finally, ratios were corrected bin-by-bin in \( x_{Bj} \) to account for empty-target interactions. The magnitude of the empty-target correction was as large as 9% for the lead target and was consistent with that expected due to the amount of stray material in the beam to within 1% for all targets.

The beam flux was measured by counting a prescaled number of incident muons which satisfied the same “beam” requirement as a reconstructed scatter. Beam flux measured in this manner was found to be consistent, to better than 1%, with an independent measurement using scalers. The beam reconstruction was found to account for approximately 1% uncertainty. Temperature dependent fluctuations in the deuterium density have been measured and found to be less than 1%. An additional 0.63% uncertainty in luminosity was introduced by the shape of the cryogenic deuterium vessel which was rounded on the ends. The quoted target density and target dependent beam flux uncertainties were added quadratically to yield an overall systematic uncertainty in normalization of 1.30%, 1.33% and 1.55% on the carbon, calcium and lead ratios respectively. See Table 2 for details.

In the E665 cryogenic targets the total number of radiation lengths of H and D is low (0.114 and 0.131 respectively), therefore the electron scattered in elastic muon-electron interactions can be reliably reconstructed. It has been shown that the H/D cross-section ratio for elastic muon-electron scattering can be used to check the relative luminosity of the targets [29]. The ratio measured in the current
Table 2: Systematic uncertainties in the normalization for cross sections and cross-section ratios.

|                          | Deuterium | Carbon | Calcium | Lead |
|--------------------------|-----------|--------|---------|------|
| Beam Flux                | ±0.48     | ±0.78  | ±0.78   | ±1.06|
| Areal Target Density     | ±0.63     | ±0.02  | ±0.004  | ±0.2 |
| Beam Reconstruction      | ±0.61     | ±0.31  | ±0.40   | ±0.5 |
| Total                    | ±1.00     | ±0.84  | ±0.88   | ±1.19|
| Cross-Section Ratio      | —         | 1.30   | 1.33    | 1.55 |

Another check of the normalization of the deuterium data is provided by the measurement of the cross-section ratio $R^H(x_{Bj}) = \sigma^H(x_{Bj})/(\sigma^D(x_{Bj})/2)$ using the standard procedure of determining $R^A(x_{Bj})$ in this paper. The ratio is found to be independent of $x_{Bj}$ with an average value of $1.00 \pm 0.01$ (stat.) $\pm 0.04$ (syst.). This result is consistent with an independent measurement of this ratio within the same experiment using a different data set: $R^H(x_{Bj}) = 1.032 \pm 0.004 \pm 0.017$ [29].

The bin-to-bin systematic uncertainty in $x_{Bj}$ was determined by measuring the sensitivity of the cross-section ratios to the resolution and background removal cuts as well as triggering efficiency. The $y$, $\delta x_{Bj}/x_{Bj}$, $\nu$ and calorimeter cuts were varied independently, and the corresponding variations in the ratios were determined. The largest sensitivity was found in the region $x_{Bj} < 0.0005$, where the systematic uncertainty was as large as 12% for some targets. No uncertainties exceeded 9% in the higher $x_{Bj}$ region. Additional bin-to-bin uncertainties were assigned for hadronic vetoes in the upstream trigger element. The rate of hadronic vetoes in the upstream veto element was found to be as large as 8% in the lowest $x_{Bj}$ bin, but independent of the target type to better than 1% for all $x_{Bj}$. The software simulation of the trigger introduced less than 1% uncertainty. The systematic error due to the $A$ dependence of the fraction of inelastic events removed by the calorimeter cut and residual background contamination by radiative events is estimated to be less than 5%. The values quoted in Table 3 represent typical values of these uncertainties, not the maxima.

The sensitivity to target geometries was estimated by comparing the nominal cross-section ratios with those formed after having eliminated regions of scattered muon phase space where trigger acceptance varied rapidly. The resulting cross-section ratios were consistent to within 4% with those
obtained using the full acceptance. The resulting uncertainty has been quoted in Table 3. The bin to bin uncertainties in the ratios were added in quadrature and are displayed as shaded areas in Fig. 2.

Data from a half-thickness carbon target was used to estimate the effects of rescattering in the target and of photon conversions on the measurement of the cross sections. The cross-section ratio of half to full thickness carbon was independent of $x_{Bj}$ to within statistical uncertainties, which were as large as 10%, but indicated that the macroscopic properties of a target did not significantly alter the measurement of the nuclear cross section. The half-thickness carbon data were only used to study systematic effects and are not included in the cross-section ratio analysis.

| Bin-to-Bin Systematic Uncertainties | $^{12}$C/²D | $^{40}$Ca/²D | $^{208}$Pb/²D |
|-------------------------------------|-------------|-------------|-------------|
| $y$ cut                             | ~ 2 %       | ~ 2 %       | ~ 2 %       |
| $b x_{Bj}/x_{Bj}$ cut               | ~ 1 %       | ~ 1 %       | ~ 2 %       |
| $\nu$ cut                           | ~ 3 %       | ~ 2 %       | ~ 3 %       |
| $E_{clus}/\nu$ cut                  | ~ 3 %       | ~ 4 %       | ~ 5 %       |
| Hadronic Vetoes                     | ~ 1 %       | ~ 1 %       | ~ 1 %       |
| Trigger Simulation                  | ~ 1 %       | ~ 1 %       | ~ 1 %       |
| Acceptance                          | ~ 3 %       | ~ 4 %       | ~ 4 %       |

Table 3: Typical bin-to-bin systematic uncertainties, in the variable $x_{Bj}$, for the cross-section ratios.

5 Results

5.1 $x_{Bj}$ Dependence

Fig. 2 shows (full dots) the fully corrected, per-nucleon cross-section ratios, $R^A(x_{Bj})$, of carbon, calcium and lead to deuterium using calorimeter background removal. The data indicate that shadowing is present in the low $x_{Bj}$ region in all three nuclei. At very low $x_{Bj}$ the data exhibit little dependence on $x_{Bj}$. From fits of a constant to $R^A(x_{Bj})$, in various $x_{Bj}$ regions, it is found that the shadowing effect is consistent with being independent of $x_{Bj}$ in the regions $x_{Bj} < 0.005$, 0.003 and 0.002, for carbon, calcium and lead, respectively. In addition, the degree of the shadowing is more pronounced in the heavier nuclear targets and is as large as 6%, 15% and 30% in the carbon, calcium and lead nuclei.
Figure 2: Per-nucleon cross-section ratios, $R^A(x_{Bj})$, for carbon, calcium and lead to deuterium. The shaded band represents the bin-to-bin systematic uncertainty. The overall normalization uncertainties of 1.30%, 1.33% and 1.55%, respectively, have not been included. The vertical error bars represent statistical errors only, horizontal error bars represent the size of the $x_{Bj}$ bin. See text for details.
respectively. The open triangle in each plot indicates the ratio, $A_{eff}/A$, measured in photoproduction [2], at fixed photon energy of 60 GeV. The measured values of the cross-section ratios and their errors are compiled in tables 4, 5 and 6.

Included in Fig. 2 are previously published results (empty squares) of the NMC collaboration for carbon and calcium [26] and of the E665 collaboration for xenon [23]. The degree of shadowing measured in this analysis is weaker than that measured by NMC. The difference is smaller when the Ca/C ratios are compared rather than C/D and Ca/D ratios. The NMC data were obtained with a muon beam energy of 280 GeV and were corrected using the FERRAD radiative correction program. The 4−7% systematic shifts of the E665 results with the application of the FERRAD corrections cannot completely account for the difference in the two experiments. It should be noted that at fixed $x_{Bj}$ the average $Q^2$ and $\nu$ are similar in the data samples of E665 and NMC, whereas $<y>$ is lower, by a factor $\sim 2$, in the E665 data.

5.2 $Q^2$ and $\nu$ Dependence

The $Q^2$ dependence of $R^A(x_{Bj})$ for each $x_{Bj}$ bin was studied. In each $x_{Bj}$ bin, the cross-section ratio was fit with the function:

$$R^A(x_{Bj}) = a + b \cdot \log_{10}(Q^2/\text{GeV}^2) \quad (\text{at fixed } x_{Bj})$$  \hspace{1cm} (3)

The slopes, $b$, are shown in Fig. 3 as a function of $x_{Bj}$. Results are consistent with the shadowing effect being independent of $Q^2$, when $x_{Bj}$ is held fixed. The lack of $Q^2$ dependence is consistent with the NMC result (open squares). A similar analysis of the $\nu$ dependence of the shadowing effect was performed. Again, $R^A(x_{Bj})$ was fit to a linear function:

$$R^A(x_{Bj}) = c + d \cdot (\nu/\text{GeV}) \quad (\text{at fixed } x_{Bj})$$  \hspace{1cm} (4)

In Fig. 4 the fit parameter, $d$, is shown as a function of $x_{Bj}$. The data in Fig. 4 are consistent with no significant $\nu$ dependence in the whole $x_{Bj}$ region considered. From the photoproduction data for $\gamma\text{Cu}$ in the region $20 < E_\gamma < 185$ GeV [2] a value of $d = -0.0007 \pm 0.0002$ is obtained. The results from the present experiment on $d$, in the lowest $x_{Bj}$ bins where $\nu \approx 210$ GeV, are consistent with the photoproduction result. The fitted values of the parameters $b$ and $d$ are listed in Tables 4, 5 and 6.
Figure 3: Logarithmic $Q^2$ dependence of the shadowing ratio, $R^A(x_{Bj})$, plotted against $x_{Bj}$. Errors shown are the uncertainty resulting from the fit, in which only statistical errors were considered. The results from [26] are drawn as open squares.

5.3 $A$ Dependence

In each $x_{Bj}$ bin, the per-nucleon cross-section ratios were parameterized in terms of the effective number of nucleons, $A^\alpha$, in the nucleus. The strength of the shadowing effect can be expressed by $\alpha$ in the expression $\sigma_{\gamma A} = A^\alpha \sigma_{\gamma N}$, where $\sigma_{\gamma A}$ is the photon-nucleus cross section and $\sigma_{\gamma N}$ is the photon-nucleon cross section, yielding $R^A(x_{Bj}) \propto A^\alpha/A$. In each $x_{Bj}$ bin, $R^A(x_{Bj})$ was fitted with the expression

$$R^A(x_{Bj}) = E_0 \cdot A^{(\alpha-1)} \text{ (at fixed } x_{Bj})$$

(5)

The measured value of $\alpha$ for each $x_{Bj}$ bin is shown in Fig. 5 and listed in Table 7. The data indicate that the $A$ dependence of the cross-section ratio is independent of $x_{Bj}$, $\alpha = 0.906 \pm 0.006$, in the
Figure 4: $\nu$ dependence of the shadowing ratio, $R^A(x_{Bj})$, plotted against $x_{Bj}$. Errors shown are the uncertainty resulting from the fit, in which only statistical errors were considered.

region $x_{Bj} \lesssim 0.002$. Fitting the photoproduction data [2] yields $\alpha(\gamma/A) = 0.904 \pm 0.022$, which is in excellent agreement with the current analysis. The photoproduction result appears in figure 5 as an open triangle.

In Fig. 6 the $A$ dependence of the shadowing ratio $R^A(x_{Bj})$, as measured in three selected bins of $x_{Bj}$, is compared to that measured in photoproduction ($A_{eff}/A$) [2]. As $x_{Bj}$ decreases, which in the present data sample also implies a decreasing $Q^2$ (see Table 7), both the size of the shadowing effect as well as its $A$ dependence, at fixed $x_{Bj}$, are approaching the photoproduction limit.
Figure 5: A dependence of shadowing, $R^A(x_{Bj}) \propto A^{\alpha-1}$, for each $x_{Bj}$ bin. Errors shown are the uncertainty resulting from the fit, in which only statistical errors were considered. The open triangle is the corresponding photoproduction point. See text for details.

6 Summary

In summary, experiment E665 has measured the per-nucleon cross sections for the scattering of muons on carbon, calcium and lead as compared to that of deuterium. Shadowing has been observed at low $x_{Bj}$ for all three nuclei. No significant $\nu$ or $Q^2$ dependence of shadowing at fixed $x_{Bj}$ is observed. With decreasing $x_{Bj}$ the magnitude of the shadowing effect as well as its $A$-dependence are approaching the photoproduction limit.
Figure 6: The $A$ dependence of shadowing in three selected $x_{Bj}$ bins, is compared with the $A$ dependence in photoproduction at a photon energy of 60 GeV (solid triangles) [2].
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7 Tabulated Results

| $x_{Bj}$ Range | $R^A(x_{Bj})$ | $R^A(x_{Bj})_{FERR}$ | $b$ | $d \times 10^4$ |
|----------------|---------------|-----------------------|-----|----------------|
| 0.00010–0.00037 | 0.867 ± 0.048 ± 0.085 | – | –0.68±0.47 | –4.1±10 |
| 0.00037–0.00087 | 0.912 ± 0.023 ± 0.037 | – | –0.03±0.16 | 3.4±3.8 |
| 0.00087–0.00133 | 0.924 ± 0.025 ± 0.021 | – | 0.09±0.13 | –2.9±3.4 |
| 0.00133–0.00205 | 0.970 ± 0.023 ± 0.047 | – | –0.15±0.12 | –7.5±3.2 |
| 0.00205–0.00316 | 0.926 ± 0.020 ± 0.019 | 0.912 ± 0.020 | 0.00±0.09 | –0.4±2.7 |
| 0.00316–0.00487 | 0.941 ± 0.020 ± 0.029 | 0.907 ± 0.019 | 0.15±0.09 | 3.1±3.0 |
| 0.00487–0.00750 | 0.973 ± 0.023 ± 0.028 | 0.928 ± 0.021 | 0.08±0.10 | 0.9±3.3 |
| 0.00750–0.01555 | 1.023 ± 0.021 ± 0.029 | 0.959 ± 0.019 | 0.00±0.08 | –2.1±3.0 |
| 0.01555–0.02500 | 1.055 ± 0.032 ± 0.061 | 1.013 ± 0.030 | 0.31±0.14 | 7.1±5.1 |
| 0.02500–0.05500 | 1.034 ± 0.030 ± 0.021 | 1.016 ± 0.028 | 0.04±0.13 | –8.8±4.5 |
| 0.05500–0.56234 | 1.019 ± 0.033 ± 0.060 | 1.019 ± 0.033 | –0.19±0.12 | –14±5.2 |

Table 4: Per-nucleon cross-section ratio $R^A(x_{Bj})$, and $Q^2$ and $\nu$ dependences as a function of $x_{Bj}$ for carbon. Statistical and bin-to-bin systematic uncertainties are given. A 1.30\% overall normalization uncertainty has not been included. The errors on the fit parameters, $b \equiv dR^A/d\log_{10}(Q^2/\text{GeV}^2)$ and $d \equiv dR^A/d(\nu/\text{GeV})$, are those resulting from a fit in which only statistical error were considered. For comparison, $R^A(x_{Bj})_{FERR}$, obtained by applying radiative corrections as calculated by the FERRAD radiative correction program are reported in column 3.
Table 5: Per-nucleon cross-section ratio $R^A(x_{Bj})$, and $Q^2$ and $\nu$ dependences as a function of $x_{Bj}$ for calcium. Statistical and bin-to-bin systematic uncertainties are given. A 1.33% overall normalization uncertainty has not been included. The errors on the fit parameters, $b \equiv dR^A/d\log_{10}(Q^2/\text{GeV}^2)$ and $d \equiv dR^A/d(\nu/\text{GeV})$, are those resulting from a fit in which only statistical error were considered. For comparison, $R^A(x_{Bj})_{\text{FERR}}$, obtained by applying radiative corrections as calculated by the FERRAD radiative correction program are reported in column 3.
Table 6: Per-nucleon cross-section ratio $R^A(x_{Bj})$, and $Q^2$ and $\nu$ dependences as a function of $x_{Bj}$ for lead. Statistical and bin-to-bin systematic uncertainties are given. A 1.55% overall normalization uncertainty has not been included. The errors on the fit parameters, $b \equiv dR^A/d\log_{10}(Q^2/\text{GeV}^2)$ and $d \equiv dR^A/d(\nu/\text{GeV})$, are those resulting from a fit in which only statistical error were considered. For comparison, $R^A(x_{Bj})_{\text{FERR}}$, obtained by applying radiative corrections as calculated by the FERRAD radiative correction program are reported in column 3.

| $x_{Bj}$ Range | $R^A(x_{Bj})$ | $R^A(x_{Bj})_{\text{FERR}}$ | $b$ | $d \times 10^4$ |
|----------------|--------------|----------------------------|-----|----------------|
| 0.00010–0.00037 | 0.628±0.048±0.079 | – | 0.38±0.47 | –1.6±8.5 |
| 0.00037–0.00087 | 0.679±0.025±0.031 | – | 0.00±0.17 | –4.9±4.0 |
| 0.00087–0.00133 | 0.698±0.026±0.036 | – | 0.08±0.14 | –1.4±3.5 |
| 0.00133–0.00205 | 0.699±0.023±0.040 | – | –0.14±0.12 | –4.5±3.1 |
| 0.00205–0.00316 | 0.734±0.022±0.029 | 0.704±0.020 | 0.14±0.10 | 0.9±2.8 |
| 0.00316–0.00487 | 0.767±0.022±0.044 | 0.730±0.020 | 0.07±0.09 | 1.0±3.0 |
| 0.00487–0.00750 | 0.841±0.025±0.049 | 0.778±0.022 | 0.12±0.11 | –3.2±3.6 |
| 0.00750–0.01555 | 0.891±0.022±0.030 | 0.850±0.021 | –0.06±0.09 | –4.9±3.1 |
| 0.01555–0.02500 | 0.985±0.037±0.061 | 0.897±0.033 | 0.33±0.16 | –0.2±5.3 |
| 0.02500–0.05500 | 1.019±0.037±0.054 | 0.951±0.032 | 0.03±0.16 | –8.4±5.3 |
| 0.05500–0.56234 | 1.125±0.040±0.054 | 1.046±0.039 | –0.18±0.15 | –10±6.6 |
Table 7: Average values of $Q^2$ and $y$, for each $x_{Bj}$ bin, and the $A$ dependence of shadowing, $R^A(x_{Bj}) \approx A^{\alpha}$, in bins of $x_{Bj}$. Errors on $\alpha$ are those resulting from the fit.
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