Fresnel reflection boundary for radiative transport lattice Boltzmann methods in highly scattering volume

Albert Mink\textsuperscript{a,c,*}, Kira Schediwy\textsuperscript{b}, Marc Haussmann\textsuperscript{c}, Clemens Posten\textsuperscript{b}, Hermann Nirschl\textsuperscript{b}, Mathias J. Krause\textsuperscript{b,c,d}

\textsuperscript{a}Institute for Mechanical Process Engineering and Mechanics, Karlsruhe Institute of Technology, Germany
\textsuperscript{b}Institute of Process Engineering in Life Sciences, Karlsruhe Institute of Technology, Germany
\textsuperscript{c}Lattice Boltzmann Research Group, Karlsruhe Institute of Technology, Germany
\textsuperscript{d}Institute for Applied and Numerical Mathematics, Karlsruhe Institute of Technology, Germany

Abstract

With its roots in kinetic theory, the lattice Boltzmann method (LBM) cannot only be used to solve complex fluid flows but also radiative transport in volume. The present work derives a novel Fresnel boundary scheme for radiative transport LBM, based on Fresnel's equation, which depicts the partly reflected radiation on surfaces. Driven from a boundary modeling and discussion on the microscopic level, incorporating Fresnel's equation, it is developed a boundary model for the mesoscopic radiative transport LBM. At an intermediate step, the Fresnel's equation is related to well known partial differential (Robin) equations, based on a bottom-up approach where the $P_1$-Approximation is deployed. To connect the novel boundary scheme to the so derived target equation, a Chapman–Enskog expansion is examined in addition. Both techniques together, point out how to interpret microscopic modeling by the means of macroscopic expressions and as a consequence how, to chose simulation parameters according to the specific boundary. The numerical tests suggest that the proposed boundary is first order convergent. The paper closes with a showcase, where the novel boundary method for radiative transport LBM is applied to a setup with multiple LED spots.
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1. Introduction

In recent years, lattice Boltzmann methods (LBM) have been established as an alternative to traditional computational fluid dynamics solvers. Its particle based formulation offers a natural and intuitive modeling of physical phenomena and attracts a wide spectrum of researchers. In addition, the resulting algorithm is embarrassingly parallel which suits perfectly to the current trend in increasing parallelism in computing hardware \[1\]. Under these circumstances the ongoing effort of extending LBM to a vast range of scientific engineering issues \[2–4\] is not surprising.

The pioneer work in solving the radiative transport equation (RTE) with an LBM based algorithm has been presented by Geist et al. \[5\] in 2004. This work rather aimed to render real-time photo-realistic pictures, than providing a methodical approach to radiative transport lattice Boltzmann methods (RTLBM). Some years later, researchers started to derive RTLBM systematically through discretization of RTE, to mainly solve thermal radiation problems in two dimension \[6–9\]. Simultaneously, a new field of application for RTLBM has been developed, the simulation of radiative transport in participating media or volume \[10–13\]. RTLBM is a powerful numerical method for simulation of radiative transport in volume, that can be further extended to transient radiation \[13–17\], to polarized radiation \[18\] and to the visible light spectrum \[19\].

However, the conventional assumption in literature of a purely transmitting or absorbing boundary is not capable to model general engineering applications, in particular when the boundaries are close to the light source. Therefore radiative transport LBM is still limited to academic examples and lacks on generality.

This work aims to provide a physically based boundary modeling for radiative transport LBM. To this goal, radiation interaction with surfaces is investigated on a microscopic or photon level, which can be thought as the boundaries of the radiative transport domain. The radiation that hits a surface can be classified in refracted (transmission), absorbed (absorptance) or reflected (reflection) radiation. However, it is sufficient to concentrate on the modeling of the refracted part, since the main task of LBM boundary formulation is to find the unknown incoming particles, here radiation.

The present work models the partly reflected radiation by the Fresnel’s equation. Unfortunately, this equation alone cannot plugged into a LBM straight away, but we propose a two step strategy to find a suitable LBM formulation. In a first step, which assumes a highly scattering volume, the Fresnel’s equation is approximated by a macroscopic equation, examining the \(P_1\)-Approximation. In the second step, it is examined a Chapman–Enskog expansion, with the purpose to fully connect the LBM boundary approach to the approximated target equation from the present approximation. The basic idea of this strategy is, to clearly understand of the modeling parameter by means of macroscopic terms and then develop a suitable LBM boundary scheme. This ensures the crucial linkage of modeling and simulation parameter and allows to apply the scheme to general boundaries in radiative transport applications.

The mayor finding of the work is the partial bounce-back scheme, that cov-
ers the partly reflected radiance on the boundary, according to the Fresnel’s equation. From a numerical standpoint, this scheme inherits the benefits of standard bounce-back boundaries in LBM, most significantly the simple implementation and robustness. The attraction of the performed Chapman–Enskog analysis along the $P_1$-Approximation, lies in clearly connect and understand the modeling parameter by means of simulation parameter. This allows the simulation of general boundaries for radiative transport problems with an LBM.

Commonly, lattice Boltzmann methods are formulated on the mesoscopic level, which is a stochastic abstraction of the purely particle based microscopic level. This idea is borrowed from the kinetic theory, where a large number of (gas) molecules, electrically charged particles or photons, are expressed in terms of particle density distribution functions. The law of large numbers ensures the asymptotic accuracy of such stochastic concepts. The present work models the configuration of photons by a mesoscopic distribution function $f(t,x,s)$, which describes the amount of density propagating into direction $s$ at time $t$ and position $x$. The LBM typical domain discretization results in a regular grid, where in addition every grid-point, also known as cell, is equipped with a set discrete directions $s_i$, see Fig. 1. The domain discretization is hence trivial and the grid can be easily divided into sub-grids for parallel execution on high performance computers.

The heart of every LBM is the alternating sequence of the collision and streaming step. The first relaxes a discrete particle density function $f_i$, associated to direction $s_i$, towards an equilibrium state $f^{eq}_i$. Followed, by an streaming step, that propagates the post-collision state $f^*_i$ to the neighbouring cell in

![Figure 1: A discrete LBM stencil with 27 directions (blue dots), also known as $D3Q27$ stencil.](image)
direction \( s_i \). Both steps read
\[
\begin{align*}
    f_i^*(t, x) &= f_i(t, x) - \frac{1}{\tau} \left( f_i(t, x) - f_i^{eq}(t, x) \right), \\
    f_i(t+1, x+s_i) &= f_i^*(t, x),
\end{align*}
\]
for relaxation time \( \tau \) in which \( f_i \) relaxes towards \( f_i^{eq} \). The so computed distribution functions \( f_i \) are further associated to macroscopic quantities through averaging the directions. Here, the radiant energy density
\[
    u(t, x) = \sum_i f_i(t, x),
\]
is obtained by averaging the local distributions.

The essential difficulty in any application of LBM, lies in verifying that the simple collision and streaming step, solves asymptotically the desired partial differential equation. To clarify this issue, researches examine a multi-scale analysis such as the Chapman–Enskog expansion and prove that the correct asymptotic behaviour is achieved.

The remainder of the paper is organized as follows. The next section reviews the basic quantities in the topic of radiation, along the radiative transport in volume and the Fresnel’s equation. Section 3 presents the radiative transport LBM and the novel boundary scheme. Finally, the results of numerical investigation are shown and discussed in section 4.

2. Model development

This section introduces the modeling of radiation and is mainly based on the following textbooks [20, 21].

2.1. Modeling radiation

The present work models radiation as small, virtual particles that propagate on trajectories through space. Depending on the wavelength \( \lambda \), these particles carry the photon energy or radiant energy
\[
    E(\lambda) = \frac{\hbar c}{\lambda} \quad \text{in J},
\]
with Planck constant \( \hbar \) given in Js, constant speed of light in vacuum \( c \) in m/s and specific wavelength \( \lambda \) in m. Associating the photon energy to a certain time interval the photon power is derived by \( P(t, x) = dE/dt \) at position \( x \).

By taking the propagation direction into account, the radiance is defined, as the radiant power per unit normal area and per unit solid angle
\[
    L(t, x, s) = \frac{d^2 P(t, x)}{dA d\Omega} \quad \text{in J} \times \frac{m^2}{\text{sr}},
\]
with respect to time \( t \), position \( x \) and into direction \( s \). The abstract quantity radiance can be thought of, as the amount of photons that enter a cone oriented in the direction of \( s \), see Fig. 2.
Figure 2: For any fixed time $t$ expression $L(t, x, s) \, dA \, d\Omega$ describes the incident photon power from direction $d\Omega$ to surface element $dA$.

2.2. Radiative transport in volume

Radiance propagating through optically interacting volume, e.g. milk, biological tissue or clouds, is not only governed by the passed distance, but absorption and scattering behavior. Let us considering radiance that hits a single droplet or volume element from direction $s$. Then, the radiance diminishes due to out-scattering in an arbitrary direction and absorption. Conversely, there might be radiance associated to a traveling direction $s'$, that equally gets out-scattered into direction $s$, which then yields in a gain of the radiance in direction $s$, named in-scattering. Taken together these phenomena, the radiative transport equation (RTE)

$$\frac{1}{c} \frac{\partial}{\partial t} L(t, x, s) + s \cdot \nabla L = -(\sigma_a + \sigma_s) L + \sigma_s \int_{4\pi} p(s', s) \, L(t, x, s') \, d\Omega',$$

describes the radiance $L(t, x, s)$ in a volume with specific absorption and scattering coefficients $\sigma_a$ and $\sigma_s$ and phase function $p$. The speed of radiation is given by $c$.

The first term on the right hand side describes the loss of radiance propagating in direction $s$, according to absorption and out-scattering. The second term accounts for the gain of radiance due to in-scattering and is mainly responsible for the numerical difficulties in solving general radiative transport problems.
The probability of incident radiance from \( s \) being scattered into direction \( s' \), is denoted by \( p(s, s') \). Unlike isotropic scattering volume, that results in a constant phase function, anisotropic scattering behavior, such as Mie or Rayleigh scattering, can be covered by the corresponding phase function. For further reading it is referred to the textbook Modest [21].

The radiance on the particle level can than be linked to macroscopic observable quantities by integration. This procedure results in the radiant energy density \( u(t, x) = \frac{1}{c} \int_{4\pi} L(t, x, s) \, d\Omega \) in \( \frac{1}{m^3} \),

\[ (1) \]

for the speed of radiation \( c \) and can be interpreted as the brightness or photon density of a volume element.

Besides, the radiant energy density, there is a further important macroscopic quantity the radiant flux defined by

\[ J(t, x) = \int_{4\pi} s \cdot n > 0 L(t, x, s) \, d\Omega \in \frac{1}{s} \times \frac{1}{m^2} , \]

which expresses the averaged propagation direction of the radiance. Now, that it is clear how to model radiative transport in volume, it is investigated the boundary layer of such a volume.

2.3. Radiative transport on surface

The case of radiance interacting with surfaces defines the boundary effects for general radiative transport problems, e.g. radiance passing from water into glass. The boundary layer is in between both volumes and is characterized by the refractive indices \( n_i \) and \( n_o \), for the inner volume, respective outer volume. For our interest, there are two main modeling aspects. At its simplest case, the radiance leaves the volume of interest or in other words, there is no radiance re-entering the volume. Such a boundary can be written, for all boundary points \( x \), in the form

\[ \int_{s \cdot n > 0} L(t, x, s) \, d\Omega = 0 \]

where expression \( s \cdot n > 0 \) ensures that only the directions that pointing into the volume are taken into account. This phenomena is named transmission and can be observed for two volumes with the same refractive index.

In the general case, radiance is partly reflected on the interface and re-enters the volume. The portion of the re-entering radiance is described by Fresnel’s equation. Since the key part of LBM boundary modeling is to find appropriate incoming particle density function on the boundary, the present work discusses the partly reflected portion on the surface.

\[ \text{Note that the integral is stated in spherical coordinates and reads } \int_{4\pi} L(t, x, s) \, d\Omega = \int_{\theta = 0}^{\pi} \int_{\phi = 0}^{2\pi} L(t, x, s) \sin \theta \, d\theta \, d\phi \text{, for } s = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)^T. \]
For a in-depth understanding of the interaction of radiance with surfaces, it is provided a brief recall of Snell’s law, illustrated in Fig. 3. Given a surface normal \( \mathbf{n} \) and volume specific refractive indices \( n_i, n_o \) with \( n_i < n_o \), Snell’s law states the change in the propagation direction by the refraction angle

\[
\theta_r(\theta) = \arcsin \left( \frac{n_i}{n_o} \sin \theta \right),
\]

for an incident angle \( \theta \). In the case of \( n_i > n_o \), a critical angle is defined as \( \theta_c = \arcsin \left( \frac{n_o}{n_i} \right) \), where total reflection is observed for \( \theta > \theta_c \) and radiance is entirely reflected (mirrored at \( \mathbf{n} \)) back into medium.

![Figure 3: Dashed line represents the interface of two volumes with refractive index \( n_i \) and \( n_o \). Incident radiance from angle \( \theta \) changes its direction to angle \( \theta_r \) when passing into the second volume according to Snell’s law. Dashed arrow (red) indicates the reflected portion governed by Fresnel’s equation.](image)

The key modeling equation of the present work, the Fresnel’s equation, reads

\[
R_F(\theta) = \begin{cases} 
1, & \text{for } \theta > \theta_c, \\
\frac{1}{2} \left( \frac{n_{rel} \cos \theta - \cos \theta_r}{n_{rel} \cos \theta + \cos \theta_r} \right)^2 + \frac{1}{2} \left( \frac{n_{rel} \cos \theta + \cos \theta_r}{n_{rel} \cos \theta - \cos \theta_r} \right)^2, & \text{for } 0 \leq \theta \leq \theta_c.
\end{cases}
\]

(2)

Given the boundary specific relative refractive index \( n_{rel} = n_i/n_o \), the Fresnel’s equation associates an incident angle to a certain reflectivity in the interval \([0,1]\). The special case of \( R_F = 1 \) models total reflection, e.g. mirrors, and \( R_F = 0 \) pure transmission, e.g. \( n_i = n_o \). An illustration of the strong dependence of \( R_F \) on the incident direction is shown in Figure 4. For the sake of compactness, it is written \( \theta_r \) instead of \( \theta_r(\theta) \).

Assuming that radiance hits a interface at position \( \mathbf{x} \) from direction \( \theta \). The re-entering or partly reflected radiance can be stated informally by

\[
L(t, \mathbf{x}, \theta') = L(t, \mathbf{x}, \theta) R_F(\theta),
\]

(3)

for an reflected angle \( \theta_r \), compare Fig. 3. According to this formula, the reflected radiance (left hand side) is the product of incident radiance and Fresnel’s
Figure 4: Fresnel’s equation $R_F$ plotted over incident angle $\theta$ for varying relative refractive index $n_{rel}$. Total reflection is observed for a water-air interface ($n_{rel} = 1.2$) only for radiation that hits the interface almost parallel. Other directions are almost fully transmitted and pass the boundary interface.

equation (right hand side). As a first guess, one could derive an LBM scheme from (3), by choosing a large set of discrete directions to properly resolve the angular dependency and reduce the discretization error. Then however, every cell is equipped with this large set of directions, which installs an undesired coupling of boundary discretization error and numerical costs.

This downside can be avoided by, first substituting (3) by a less direction-sensitive boundary formulation and second, deriving a discrete version. To this aim, there are two quantities introduced to average the direction of radiance. First, the irradiance is introduced

$$J_{ir}(t, x) = \int_{n \cdot s > 0} L(s) s \cdot n \, d\Omega \quad \text{in} \quad \frac{J \times 1}{s \times m^2} ,$$

which accounts for the total incident radiance on a surface point with orientation $n$. Accordingly, the average outgoing radiance is introduced by the radiosity

$$J_{ra}(t, x) = \int_{n \cdot s < 0} L(s) s \cdot n \, d\Omega \quad \text{in} \quad \frac{J \times 1}{s \times m^2} .$$

Both quantities are associated to a position $x$ with the surface normal $n$, where incident directions satisfy $n \cdot s > 0$ and contrary holds for outgoing directions. By expanding the radiance in the basis of spherical harmonics, up to first order, it yields

$$L(t, x, s) = \frac{1}{4\pi} u(t, x) + \frac{3}{4\pi} J(t, x) \cdot s ,$$

and subsequently the irradiance is reformulated, by means of $u$ and $J$, to

$$J_{ir} = \frac{1}{4} u + \frac{1}{2} J \cdot n . \quad (4)$$
This is a reasonable approximation for the radiance, if highly scattering volumes are considered. With these findings, the averaged version of (3) is derived in the following.

2.4. $P_1$-Approximation for Fresnel boundary

This section follows the concept of averaging the direction and derives a macroscopic formula for the Fresnel boundary. By summarizing the reflected portion of all incident radiance on a boundary surface element, equation (3) reads

$$\int_{\mathbf{n} \cdot \mathbf{s} > 0} L(s) \mathbf{s} \cdot \mathbf{n} d\Omega = \int_{\mathbf{n} \cdot \mathbf{s} < 0} R_F(\mathbf{s} \cdot \mathbf{n}) L(s) \mathbf{s} \cdot \mathbf{n} d\Omega. \quad (5)$$

This integral equation can be thought of as the overall re-entering radiance on the boundary (left hand side), equals the (overall) reflected part of the incident radiance, given by the right hand side. The argument $(t, \mathbf{x})$ has been dropped for the sake of compactness.

In the following, the above boundary equation is approximated by means of macroscopic quantities and under the assumption of a highly scattering volume. The effective reflection coefficient is introduced by

$$R_{\text{eff}} = \frac{\int_{\mathbf{n} \cdot \mathbf{s} < 0} R_F(\mathbf{s} \cdot \mathbf{n}) L(s) \mathbf{s} \cdot \mathbf{n} d\Omega}{\int_{\mathbf{n} \cdot \mathbf{s} < 0} L(s) \mathbf{s} \cdot \mathbf{n} d\Omega}.$$

With (4) and the definitions

$$R_u = \int_0^{\pi/2} 2 \sin \theta \, R_F(\theta) \, d\theta,$$
$$R_J = \int_0^{\pi/2} 3 \sin \theta \, (\cos \theta)^2 \, R_F(\theta) \, d\theta,$$

the effective reflection coefficient is retrieved

$$R_{\text{eff}} = \frac{R_u + R_J}{2 - R_u + R_J}. \quad (6)$$

The details of this purely algebraic operations can be found in [20]. What is achieved by now, is that $R_{\text{eff}}$ is no longer expressed in terms of the unknown radiance and the incident direction, but can be computed solely by means of $R_F$ which is equivalent to knowing $n_{\text{rel}}$, see definition (2).

In the next step is directly concluded from [20] and the Robin boundary formulation is obtained. Starting of with the substitution of (6) into (5), it yields

$$\int_{\mathbf{n} \cdot \mathbf{s} > 0} L(s) \mathbf{s} \cdot \mathbf{n} d\Omega = R_{\text{eff}} \int_{\mathbf{n} \cdot \mathbf{s} < 0} L(s) \mathbf{s} \cdot \mathbf{n} d\Omega.$$

Followed by plugging-in the approximated irradiance and radiosity (4), we get

$$\frac{1}{4} u + \frac{1}{2} J \cdot n = \frac{1}{4} R_{\text{eff}} u - \frac{1}{2} R_{\text{eff}} J \cdot n.$$
and finally, with Fick’s law \( \mathbf{J} = -D \nabla u \) and the following definition

\[
C_R = \frac{1 + R_{\text{eff}}}{1 - R_{\text{eff}}},
\]

the macroscopic Robin boundary condition

\[
u(t, x) - 2C_R D \nabla u(t, x) \cdot \mathbf{n} = 0,
\]

is recovered. Here, \( D = 1/(3(\sigma_a + \sigma_s)) \) is a diffusion coefficient and \( C_R \) a constructively derived dimensionless parameter accounting for the surface reflection. The Robin boundary is a sum of Dirichlet and Neumann boundary, where product \( C_R D \) indicates whether the Dirichlet or Neumann part dominates. For example, Neumann part \( \nabla u \) becomes dominant for \( C_R D \to \infty \) and contrary for \( C_R D \to 0 \) condition \( u = 0 \) dominates.

Table 1 shows typical values for \( C_R \) (water-glass \( n_{\text{rel}} = 0.88 \)). The reflection parameter \( C_R \) depends on the relative refractive index \( n_{\text{rel}} \) through the definition of \( R_{\text{eff}} \) and hence is the boundary surface specific parameter. The volume is represented in the boundary equation by the diffusion parameter. For refractive index match, \( n_i = n_o \), the derived macroscopic equation does not depend on the reflection parameter \( C_R \), which is in perfect agreement to the underlying Fresnel’s equation.

| \( n_{\text{rel}} \) | \( 1.0 \) | 0.88 | 0.7 | 0.5 |
|-------------------|---------|-----|-----|-----|
| \( C_R \)         | 1.0     | 1.0478 | 1.14 | 1.35 |

Table 1: Refractive index match \( (n_{\text{rel}} = 1) \) results in \( C_R = 1 \). Parameter \( C_R \) increases for relative refractive index \( n_{\text{rel}} < 1 \).

3. Numerical method

After introducing the radiative transport LBM for volume, this section presents the novel Fresnel boundary. The proposed LBM scheme is analyzed by a Chapman-Enskog expansion and shown to fulfill the macroscopic formulation.

3.1. The radiative transport lattice Boltzmann method

Considering photons at a specific wavelength\(^2\), the photon density distribution function reads

\[
f(t, x, s) \in \text{J} \times \frac{1}{\text{m}^3} \times \frac{1}{\text{sr}}.
\]

For any infinitesimal volume element \( dx \, d\Omega \), the expression \( f(t, x, s) \, dx \, d\Omega \) denotes the local photon density in direction \( s \) at position \( x \) with respect to a given time \( t \).

\(^2\)The specific wavelength is the equivalent of the monatomic gas assumption in modeling fluid flow. Remember that in standard LBM mass density \( f \) is a function in \( \text{kg} \times \text{m}^{-3} \times (\text{m/s})^{-3} \).
The corresponding discrete photon density is defined as
\[ f_i(t, x) = w_i f(t, x, s_i), \]
for a given LBM stencil \( DnQq \), that comes with the definition of discrete directions \( s_1, ..., s_q \), positive weights \( w_1, ..., w_q \) and dimension \( n \). These stencils are chosen such, that the radiant energy density (1) is computed exactly by a Gauss–Hermite quadrature formula
\[ u(t, x) = \sum_{j=1}^{q} f_j(t, x). \]

The present work deploys the \( D3Q7 \) stencil and is based on the second order RTLBM derived in Mink et al. [11]. In order to solve the steady state radiative transport in volume, they proposed the stream and collide equation
\[ f_i(t + 1, x + s_i) = f_i - \frac{1}{\tau^*} (f_i - f_{eq}^i) - \frac{\sigma_a^i f_i}{D^* B}, \]
for an equilibrium function \( f_{eq}^i(u) = w_i u \), non-dimensional absorption parameter \( \sigma_a^i \) and diffusion coefficient \( D^* \) and relaxation time \( \tau^* \) (non-dimensional). The latter covers the time evolution of the system and can be set to one in RTLBM [22, 23], since steady state of radiative transport is reached instantaneously. In (9) the following standard abbreviations \( f_i = f_i(t, x) \) and \( f_{eq}^i = f_{eq}^i(u)(t, x) \) are applied.

3.2. Boundary treatments

Boundaries for radiative transport might be non-permeable, which stands out from many fluid flow problems. The reason for that is, that radiation can either be transmitted, emitted or reflected on the boundary, even a combination of all microscopic phenomena.

3.2.1. Neumann and Dirichlet boundary

One of the most elementary and fundamental boundary formulation in LBM is the bounce-back scheme, where the outgoing particle \( f_i \) re-enters\(^4\) in the opposite direction \( \bar{i} \). One possible implementation consists of replacing (9) on the boundary by
\[ f_i(t + 1, x + s_i) = f_{\bar{i}}(t, x), \]
where \( \bar{i} \) is the opposite direction of \( i \). For RTLBM this scheme corresponds to a zero Neumann boundary for the radiant energy density, since there is no change.

\(^3\)For \( D3Q7 \) grids the weights are given by \( w_1 = 1/4, w_2 = ... = w_7 = 1/8 \) and the discrete directions by \( s_1 = (0,0,0)^T, s_2 = (-1,0,0)^T, s_3 = (0,-1,0)^T, s_4 = (0,0,-1)^T, s_5 = (1,0,0)^T, s_6 = (0,1,0)^T, s_7 = (0,0,1)^T. \)

\(^4\)In LBM literature bounce-back is commonly described by reflection of direction. In order to avoid abuse of language, we use reflect in microscopic modeling and re-enter for mesoscopic context.
in radiance on a boundary cell. This work applies the full way bounce-back implementation and subsequently the collision on the boundary is realized by a trivial swap of $f_i$ by $f_{\bar{i}}$, see the original work on bounce-back for LBM \[24\] [25].

An additional boundary model is the Dirichlet boundary that fixes the density on the boundary at a constant value. Mink et al. [11] applied the Dirichlet boundary to radiative transport LBM, which is shown to be in excellent agreement to analytic solution.

A common boundary for the radiative source is to fix the inward pointing $f_i$, such that the expected flux is enforced. This boundary can be found in McHardy et al. [10].

### 3.2.2. Partial bounce-back

Fresnel’s equation states that outgoing radiance is partially reflected and re-enters the computational domain and the corresponding Fresnel boundary equation is formulated in (3), respectively (5). The present work follows the microscopic picture and proposes a partial bounce-back scheme

$$f_i(t + 1, x_b + s_i) = r_F f_{\bar{i}}(t, x_b)$$

in order to solve the Fresnel boundary equation, for a wet boundary node $x_b$, an outgoing direction $i$ and its opposite direction $\bar{i}$. Based on derivation in Appendix A, the mesoscopic reflection function is found in the form

$$r_F = 1 - \frac{2}{4C_R D^* + 1},$$

for non-dimensional diffusion coefficient $D^*$ and $C_R$ as in (7). In other words, the Fresnel’s equation is reduced in the simulation to a sole reflectivity of the wall given by $r_F$, the LBM counterpart of $R_F$.

The innovation of this boundary model lies in a precise and physically based description of the mesoscopic reflection function. Besides that, it is equipped with a clear and simple implementation of the relevant parameter, namely $C_R$ that covers the Fresnel’s boundary at the surface and additionally the volume properties that are represented by $D$. As a bonus, the algorithm is almost as simple as a standard bounce-back scheme and therefore very well suited for high performance computing.

For the quantitative considerations, it should be noted that the mesoscopic reflection function $r_F$ takes values in the interval $[-1, 1]$. In its most simple case, $r_F = 1$, the boundary scheme is equivalent to bounce-back, thus photon density $f_i(t, x_b)$ re-enters totally at the opposite direction $\bar{i}$, see Fig. 5 and simulation results in Fig. 10. This is in excellent agreement to macroscopic considerations, see section [2.4] where for $D^*C_R \to \infty$ the zero Neumann boundary for the density is obtained. In fact, the limit of $D^*C_R \to \infty$ result in $r_F \to 1$ and hence the partial bounce-back scheme fulfills the macroscopic prediction.
4. Results

To validate the novel Fresnel boundary model, numerical simulations have been carried out. All simulations are implemented in OpenLB\(^5\), an open-source LBM solver, with respect to \(D3Q7\) stencils and the novel boundary implementation will be published in the upcoming release.

4.1. Validation Setup

The validation of the proposed RTLBM boundary \(^{10}\) is based on a spherical geometry setup, with a spherical light source inside, see cross-section in Fig. 6. Here, the light source is placed at a distance 0.1 m from the center and the investigated boundary at a fixed distance 1 m. For a given resolution \(N\), the regular grid is resolved by cells of size \(\Delta x := N^{-1}\) in m. This simulation setup is a natural choice, since for Dirichlet boundaries at the light source and the novel boundary at the outlet, there are known extrapolated distances against which we validate.

Unless otherwise stated, absorption and scattering is given by \(\sigma_a = 0.5 \text{m}^{-1}\) and \(\sigma_s = 1.5 \text{m}^{-1}\). Further, the refractive index for the participating volume is given by \(n_l = 1.33\) (water) and for boundary by \(n_o = 1.51\) (glass). Given the above parameters, the macroscopic refraction coefficient results in \(C_R = 1.0478\), see Table 1 and diffusion coefficient in \(D = 1/6\text{m}\). The corresponding non-dimensional versions are \(D^* = D \Delta x^{-1}\), \(\sigma_a^* = \sigma_a \Delta x\) and \(\sigma_s^* = \sigma_s \Delta x\).

Steady state criteria for simulations is a density deviation in \(L^2\)-norm of less than \(1 \times 10^{-5}\) during a period of \(N^2\) iteration steps. The time scale is proportional

\(^5\)www.openlb.net
to \((\Delta x)^2\) and thus diffusive scaling is deployed. Finally, the light source is defined as Dirichlet radiant energy density, accordingly to the previous work \[11\].

4.2. Validation of the partial bounce-back boundary

First, numerical simulations have been carried out to prove that the algorithm is stated grid independently and converges. For this purpose, the simulation data along the positive x-axis is investigated, which is a reasonable choice due to the symmetry of computational domain. In Figure\[7\] simulations for varying resolutions \(N\) and fixed absorption and scattering coefficients are shown. It is clearly seen that a resolution of \(N = 40\) or \(\Delta x = 0.025\) m is already enough to resolve the problem properly and higher resolutions do not yield in substantially more accurate simulations. This observation suggests, that the algorithm is grid convergent, including the novel boundary formulation. At the resolution of 40 the steady state is reached after about 10500 iterations. Finally, the iterations can be dramatically reduced if the domain is initialized with an appropriate guess, for example the solution known for Dirichlet boundary.

Second, the convergence rate is investigated, which is important to estimate the benefit of a finer grid. This is a serious consideration, since for simulation in 3D a halved voxel size leads to a cubically increase of grid-points. As a result, the available computing resource, such as memory, might exceed very fast.

Given the optical properties of the media, literature predicts a length

\[ x_0 = 2DC_R, \]
Figure 7: Simulated radiant energy density $u$ over distance to origin $r := |x|$. Grid convergence for the proposed algorithm (9) and Robin boundary (10) is observed.

After which a tangent on the boundary density intersects with the x-axis, see Fig. 8 and work of Haskell et al. [26]. It is important to note, that this validation requires the spherical geometry setup. Here, the simulation is validated by

Figure 8: Solid line represents simulated data for medium with refractive index $n_i$. Literature predicts length $x_0 := 2C_R D$ [20], that is given by the intersection of the tangent (red dashed line) with the x-axis. For the above parameters it holds $x_0 = 0.3492$.

Means of computing first the density gradient by a simple two-point form and second, get the intersection with the x-axis. The determined length $x_{0,N}$ is then associated to the resolution of the simulation and the relative error is introduced by

$$e_{rel,N} = \frac{x_0 - x_{0,N}}{x_0}.$$
Figure 9 depicts the relative errors for varying resolutions. It is seen that the relative error decreases by factor of 0.5 by equally refining the grid by factor of 0.5. This means that the boundary scheme is first order convergent, which is commonly expressed by the *experimental order of convergence* (EOC)

\[
EOC_{N,N'} = \frac{\log(e_{\text{rel},N}) - \log(e_{\text{rel},N'})}{\log(N) - \log(N')}
\]

The EOC is basically the absolute slope of the line in the log–log representation in Fig. 9 and accounts for the speed of convergence by means of grid refinement. Simulation data results in \(EOC_{40,320} = 0.9588\) and suggests that the proposed Fresnel boundary scheme is first order convergent. A resolution of 320 results in more than \(125 \times 10^6\) voxels and has been executed on a high performance cluster at the Karlsruhe Institute of Technology. It is expected that the relative error can be reduced further by applying a halfway bounce-back scheme, as literature reports [25, 27].

### 4.3. Consistency to Dirichlet and Neumann boundary

One benefit of the Fresnel boundary condition for RTLBM is the simple partial bounce-back based algorithm, where parameter \(r_F \in [-1,1]\) acts similar to a threshold. For limiting case \(r_F \to 1\) the classical bounce-back scheme is obtained and hence the zero density flux (Neumann) boundary condition, from a macroscopic perspective. Where as the limiting case \(r_F \to 0\) is shown to recover zero light density (Dirichlet), see Fig. 10. Both quantitative observations are also predicted from the modeling equation (8), which shows the consistency of the mesoscopic scheme to the macroscopic target equation.
4.4. Application to multiple LED spots

Simulating a light source embedded in a boundary, can be realized by two Dirichlet boundaries with different densities for the light source and a density on the outlet. Generally, the light density at the outlet is not known, thus it is often set to zero and hence lacks on physical meaning. In addition, the simulation is very unstable due to the jump of density.

However, the novel boundary model is capable of simulating general outlet boundaries, taking the reflectivity into account. Applications such as multiple LED spots demonstrate the need of such boundary schemes for RTLBM. The geometry setup in Figure 11 is based on a cuboid with extension of 0.2 m × 0.1 m × 0.1 m. At the bottom plate there are two rectangular light sources (0.01 m × 0.01 m) that are realized by a Dirichlet boundary condition. Other boundaries are modeled by the developed reflection boundary.

The comparison of the conservative simulation the Dirichlet boundary and the novel Fresnel boundary is shown in Fig. 11. The Fresnel boundary is imposed for a refractive index $n_{rel} = 0.88$, which corresponds to water-glass interface, and the volume specific parameters $\sigma_a = 3 \text{ m}^{-1}$ and $\sigma_s = 27 \text{ m}^{-1}$. This setup predicts a remarkably higher light density in the volume. This can be explained by the partially reflected radiation on the boundary, instead of fixing the light density to almost zero by $1 \times 10^{-6}$.

Furthermore, the novel reflection boundary is applied to a complex geometry with curved boundaries and multiple light sources. Here, inside a tubular reactor there are several inlets equipped with multiple LED spots, see Fig. 12. All installations inside the reactor as well as the reactor surface need to deal with as boundaries. Especially the boundary close to the light sources require a precise modeling, such that the reactor design can be evaluated with regard to light distribution and light inhibition can be prevented. Thus, the physical understanding of the reflection in terms of reflection indices plays an important
(a) For Dirichlet boundary we observe a poor penetration depth of light into the media. Already after short distance, the light reduced by factor of 10.

(b) The boundary is realized by the novel Fresnel boundary. In general the radiant energy density in the domain is significantly higher, since there is in particular reflectivity at the bottom plate.

Figure 11: Cross-section with contour lines for values 0.1, 0.01 and 0.001 of radiant energy density $u$. Radiative source is initialized with density of 1.

(a) Geometry setup with tubular inlets equipped with multiple LED spots.

(b) Light distribution for 500 nm for a micro algae concentration of 0.05 gL$^{-1}$.

Figure 12: The complex geometry and the multiple LED spots require a carefully modeling of the boundary. Here, the blue part are outlet boundaries that are modeled by the novel reflection boundary.
role for engineering applications.

5. Conclusion

The interaction of radiation on surfaces was investigated by the help of the Fresnel’s equation. This modeling equation depicts the partly reflected radiation on the boundary layer and allows to implement not only purely transmissive or absorbing boundaries. Based on the Fresnel’s equation, it was derived a partial bounce-back scheme for radiative transport LBM, governed only by the reflectivity of the surface. As a consequence the benefits, of simple implementation and excellent performance, of the standard bounce-back boundary in LBM are inherited.

First, the Fresnel’s equation was approximated by a Robin equation on macroscopic level, deploying the $P_1$-Approximation that assumes a highly scattering volume. As a result the boundary reflection is then understood in terms of partial differential equations. After that, the numerical parameters were clearly linked to modeling parameters by performing a Chapman–Enskog analysis. In addition we showed, that the derived boundary model covers the limiting case of a transmissive ($n_i = n_o$) and purely absorbing boundary. Finally, the numerical experiments are in very good agreement to theory and suggests, that the boundary scheme is first order convergent.

To emphasis the relevance for the proposed boundary model two different simulations of a multiple LED setups, which differ in terms of the boundary model, were shown. The obtained results show, that the developed Fresnel boundary model implements the reflection on the surface, which leads to significant higher radiance in the domain. This work will help to extend the usage of radiative transport LBM to situations, where the boundary effects cannot be neglected and have to be resolved physically correctly to obtain reliable results.

However, the microscopic nature and in particular, the specular reflection is not resolved exactly, due to the approximating approach. For scattering dominated radiative transport, this model error is supposed to be small enough and the numerical model still converges [26, 28]. An interesting approach are slip boundaries, already discussed in fluid flow LBM literature [29, 31], which could model specular reflection, as the re-emitted direction depends here on the incident angle. This could be necessary in very dilute volume, where the $P_1$-Approximation is no longer valid.
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Appendix A. Chapman–Enskog analysis

Based on the Chapman–Enskog expansion, the mesoscopic formulation is related to the target Robin equation. This approach ensures that the simulation...
parameter on mesoscopic level are properly linked to the macroscopic parameters in the Robin equation. Recall, that the stream and collide equation (9) for the highly scattering volume is given by

\[ f_i(t + \Delta t, x + s_i \Delta t) = f_i(t, x) - \frac{\Delta t}{t} (f_i - f_{i}^{eq})(t, x) - \Delta t^2 \eta f_i(t, x), \]

for \( \eta := \frac{3a_\star^2 (a_\star^2 + a_s^2)}{8} \) and discretization parameter \( \Delta t \). Firstly, a Taylor series expansion up to second order in \( \Delta t \) of the left hand side reads

\[ f_i(t + \Delta t, x + s_i \Delta t) = f_i(t, x) + \Delta t \left( \partial_t + s_i \cdot \nabla \right) f_i(t, x) + \frac{\Delta t^2}{2} \left( \partial_t + s_i \cdot \nabla \right)^2 f_i(t, x). \]

Substituting this expression into the stream and collide equation, it holds

\[ \left( \partial_t + s_i \cdot \nabla \right) f_i + \frac{\Delta t}{2} \left( \partial_t + s_i \cdot \nabla \right)^2 f_i = \frac{1}{t} (f_i - f_{i}^{eq}) - \Delta t \eta f_i. \] (A.1)

By introducing a small, positive scaling parameter \( \epsilon^2 = \Delta t \), the time and space derivation can be rewritten

\[ \partial_t \rightsquigarrow \epsilon^2 \partial_t, \quad \nabla \rightsquigarrow \epsilon \nabla. \] (A.2)

In addition the particle density function \( f_i \) is expanded by

\[ f_i = f_i^{(0)} + \epsilon f_i^{(1)} + \epsilon^2 f_i^{(2)} + \ldots. \] (A.3)

Using the scaling (A.2) and the expansion (A.3), equation (A.1) can be rewritten in the consecutive orders of parameter \( \epsilon \) as

\[ \epsilon^0 : f_i^{(0)} = f_{i}^{eq}, \]

\[ \epsilon^1 : s_i \cdot \nabla f_i^{(0)} = -\frac{1}{t} f_i^{(1)}, \]

\[ \epsilon^2 : \partial_t f_i^{(0)} + s_i \cdot \nabla f_i^{(1)} = -\frac{1}{t} f_i^{(2)} - \eta f_i^{(0)}. \] (A.6)

From (A.3) and (A.5), it follows

\[ s_i \cdot \nabla f_i^{eq} = -\frac{1}{t \epsilon} (f_i - f_{i}^{eq}) , \]

or equivalently

\[ w_i s_i \cdot \nabla u = -\frac{1}{t \epsilon} (f_i - w_i u) , \] (A.7)

according to the definition of the equilibrium function \( f_{i}^{eq} = w_i u \).

To find a closure for the system (A.4), (A.5) and (A.6), the discrete version of the Robin boundary condition (8),

\[ w_i s_i \cdot \nabla u = -\frac{w_i}{2C_R D} u \]
is substituted by (A.7) leading to

\[ w_i u = \frac{f_i}{1 + \frac{\tau}{D}}. \]

For diffusion coefficient \( D \) in meter and diffusive scaling \( \Delta t \propto \Delta x^2 \). Further, the closure assumes that the incoming non-equilibrium parts equal the outgoing ones in the opposite direction \([32, 33]\). This relation reads

\[ f_i - f_{i}^{eq} = -(f_i - f_{i}^{eq}) \]

and is rewritten to

\[ f_i = \left( \frac{2}{1 + \frac{\tau}{2D}} - 1 \right) f_i. \] (A.8)

Note, in RTLBM it is common to set \( \tau \) equals one \([11, 34]\). The definition of \( f_{i}^{eq} \) and the underlying stencil \( D3Q7 \) yields in \( f_{i}^{eq} = f_{j}^{eq} \) for all \( i, j \neq 0 \). The derived equation can be interpreted as the discrete version of the boundary equation \([5]\). Equation (A.8) is a general partial bounce-back formula and is derived through the performed Chapman–Enskog expansion.