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Abstract—Most modern communication networks include fast rerouting mechanisms, implemented entirely in the data plane, to quickly recover connectivity after link failures. By relying on local failure information only, these data plane mechanisms provide very fast reaction times, but at the same time introduce an algorithmic challenge in case of multiple link failures: failover routes need to be robust to additional but locally unknown failures downstream.

This paper presents local fast rerouting algorithms which not only provide a high degree of resilience against multiple link failures, but also ensure a low congestion on the resulting failover paths. We consider a randomized approach and focus on networks which are highly connected before the failures occur. Our main contributions are three simple algorithms which come with provable guarantees and provide interesting resilience-load tradeoffs, significantly outperforming any deterministic fast rerouting algorithm with high probability.

Index Terms—Failover routing, randomized routing, resilience

I. INTRODUCTION

EMERGING applications, e.g., in the context of industrial, tactile or 5G networks, come with stringent latency and dependability requirements. To meet such requirements, Fast Re-Route (FRR) mechanisms have been specified for many networks [1]–[4]: local failover mechanisms in the data plane which avoid the time-consuming advertisement and collection of failure information and re-computation of routes in the control plane [5], [6]. Rather, these mechanisms rely on a pre-defined logic, often implemented in terms of conditional failover rules [3]. For example, wide-area networks often use IP Fast Reroute [1] or MPLS [2] Fast Reroute to deal with failures on the data plane, the Border Gateway Protocol (BGP) uses on BGP-PIC [7] for quickly rerouting flows, many data centers use Equal Cost MultiPath (ECMP) [8] which provides automatic failover to another shortest path, and Software-Defined Networks (SDNs) provide FRR functionality in terms of OpenFlow fast-failover groups [3], among many others [4].

However, while FRR mechanisms are attractive and widely used to deal with single failures, they introduce an algorithmic challenge in the presence of multiple link failures, as they are common in large networks such as datacenter and Internet networks [9]–[11]: rerouting decisions need to be made based on incomplete information about the failure scenario, and in particular, about failures downstream. The problem becomes particularly challenging if the rerouted flows should not only preserve connectivity under failures but also a low load, an important criteria in practice: congested routes threaten dependability and indeed, congestion is a main concern of any traffic engineering algorithm.

Recently, a series of negative results have been obtained on what can be achieved using deterministic fast rerouting algorithms (e.g., [12], [13]). In particular, it has been shown that even on networks which are still highly-connected after failures, the congestion resulting from any deterministic local fast failover algorithm is bound to be high in the worst case, i.e., polynomial in the number of link failures [14], [15].

This paper initiates the study of randomized algorithms to provide high resiliency and low congestion at the same time. In particular, we show that using a randomized approach, the congestion can be reduced from polynomial to polylogarithmic, with high probability, hence breaking deterministic congestion lower bounds.

A. Model in a Nutshell

In a nutshell, we consider the fundamental problem of congestion-minimal fast rerouting on a complete undirected network \( G = (V, E) \), where each pair of the \( n \) nodes (e.g., switches, routers, or hosts) is directly connected (i.e., the network forms a clique). Such complete networks are typically studied in the related work and can be seen as an approximation of highly-connected networks as they arise, e.g., in the context of datacenters.

The network links (henceforth called edges) of \( G \) are subject to multiple concurrent failures, determined by an adversary and the goal is to pre-define local failover rules for the different nodes \( V \) such that traffic is rerouted to the destination while balancing the network load. A failover rule is essentially a match-action forwarding rule which not only matches certain header fields of the arriving packet (e.g., the IP destination address), but which can also be conditioned on the link failures incident to a given node \( v \in V \), thereby specifying for which packets the rule is triggered; the action part then defines to which link the packet needs to be forwarded accordingly. These rules are static, i.e., the routing table is not allowed to
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be updated during the whole routing procedure. To assess the performance of our protocols, we revisit the challenging (and practically relevant [16], [17]) in-cast scenario where \( n - 1 \) sources inject one indefinite flow each to a single destination \( d \) which is known to the adversary [14], [15], [18], [19]. In our empirical analyses we additionally consider the so called gravity model [20], and evaluate adaptations of our algorithms in the Clos fat-tree topology against state-of-the-art approaches.

**B. The Deterministic Case Lower Bound**

The authors of [14] showed that deterministic failover algorithms are bound to result in a high load even in case of an initially completely connected network which is still highly connected after the failures [14]. The proof has been generalized further by Pignolet et al. in [15]. More specifically, the authors showed that: (1) when only relying on destination-based failover rules (i.e., rules which can only match the IP destination of a packet), an adversary can always induce a load of \( \Omega(\varphi) \) at some edge by cleverly failing \( \varphi \) edges; (2) when failover rules can also depend on the source address, an edge load of \( \Omega(\sqrt{\varphi}) \) can be achieved, when failing \( \varphi \) many edges.

When considering the node load only, this bound can be extended and accounts for further information that may be used by the routing rules. Particularly, if we require that some packet starting from node \( v \) takes the same path under the same set of underlying edge failures (i.e., the packets’ paths are oblivious and may not change depending on the other traffic moving around the network), a node load of \( \Omega(\sqrt{\varphi}) \) can be generated by the adversary. Note that this extension allows for including the hop counter inside the routing rule without weakening the result of the lower bound.

**C. Our Results**

The main contribution of this paper are three randomized fast rerouting algorithms which not only provide a high resilience to multiple link failures but also an exponentially lower load than any possible deterministic algorithm.

We present three failover strategies. Assuming up to \( \varphi = O(n) \) edge failures, the first algorithm ensures that a load of \( O(\log n \log \log n) \) is not exceeded at most nodes, while the remaining \( O(\text{polylog } n) \) nodes reach a load of at most \( O(\text{polylog } n) \). As we consider randomized approaches, we require the above statement to hold with high probability. The second approach we present reduces the edge failure resilience to \( O(n/\log n) \), however it is purely destination-based and achieves a congestion of only \( O(\log n \log \log n) \) at any node w.h.p. Finally, by assuming that the nodes do have access to \( \text{polylog } n \) bits of shared information, which are not known to the adversary, the node load can be reduced even further. That is, a maximum load of only \( O(\sqrt{\log n}) \) occurs at any node w.h.p. All three strategies ensure loop-freedom w.h.p. [21] and avoid packet reorderings (i.e., all packets of the same flow are forwarded along the same path).

While our focus lies on complete networks, which constitute a major open problem in the literature today, we show how our first two protocols may be adapted to the widely used Clos datacenter topology [22], [23] (more precisely we consider the Clos topology with 3 layers sometimes also simply referred to as fat-tree topology). We then report on empirical insights obtained through simulations and compare our approaches to other state-of-the-art failover protocols [18], [24]. The extension of our protocols to general topologies remains an open problem. However, this may be possible with the help of network decompositions based on spanning arborescences: it is known that any \( k \)-connected graph can be spanned by \( k \) arc-disjoint arborescences [25] (such a decomposition can be computed efficiently [26]), which enables a loop-free resilient routing [27]. The idea is then to use our approach to balance flows across arborescences. Finally, note that our third protocol is mostly of theoretical interest: extending it to general topologies would require to compute a set of Hamilton cycles for each such topology, which is NP-complete [28].

**D. Further Related Work**

Link failures are the most common failures in communication networks [29]–[31] and it is well-known that ensuring connectivity via the control plane can be slow [12], [32], even if it is centralized [33] or based on link reversal [34], [35]; it may also introduce undesirable transient behavior, such as a high loop ratio [21]. Data plane based failover mechanisms which do not require table reconfigurations can be orders of magnitudes faster [12] but are algorithmically challenging as routing tables need to be precomputed without knowledge of failures. For a general overview on failover mechanisms in the data plane, we refer to the recent survey by Chiesa et al. [36], referencing over two hundred papers on the topic, several of them published at IEEE/ACM Transactions on Networking [15], [24], [37]–[47].

Except for one model, we are interested in fast failover mechanisms in the data plane which do not require the modification of packet headers: while the modification of packet headers can simplify ensuring connectivity (e.g., by carrying failure information in the header) [11], [48], packet header rewriting typically comes with overheads and may even be infeasible [12], [49], [50]. Furthermore, while several interesting heuristics have been proposed in the literature [33], we are concerned with mechanisms which come with formal (probabilistic) performance guarantees. In particular, we are interested in scenarios in which multiple links can fail simultaneously; that is, in addition to ensuring traditional properties such as a perfect protection ratio [51] (i.e., ensuring resilience against any single failure), we aim to preserve connectivity and low load even under a large number of failures.

Prior work already derived several fundamental results on the feasibility of preserving connectivity using deterministic local fast failover mechanisms: in the presence of multiple failures and on the routing level, in different settings. In particular, Feigenbaum et al. [12] proved that it is not possible to achieve a perfect (static) resilience in arbitrary networks using deterministic local fast rerouting and without header
rewriting: it is impossible to define failover rules such thatconnectivity is preserved on the routing level as long as thenetwork is physically connected. These results were recentlyextended by Foerster et al., who derive more general negativeand positive results, also considering planar graphs in moredetails [13]. In [24], Chiesa et al. conjecture [24], [52] that isat least always possible to deterministically achieve what theycall ideal resilience: unlike perfect resilience which requiresconnectivity on the routing level as long as the underlyingarbitrary network is connected, ideal resilience focuses on k-(edge-)connected networks and requires connectivity on therouting level as long as there are at most k − 1 link failures.Today, it is still unknown whether this conjecture holds ingeneral, however, at least it has been proved true for severalspecial graph classes as well as for scenarios with at most k/2failures [27]. Furthermore, Chiesa et al. [24], [52] showed thatideal resilience can be achieved using randomized algorithms,by routing along precomputed spanning arborescences and byswitching to a random alternative arborescence when encoun-tering a failure [26].

The papers discussed above primarily focus on preserv-ing connectivity, and much less is known about the designoffailover algorithms which also account for load. More spe-cifically, while there exist several results on deterministicalgorithms for the incast scenario considered in this paper [12],[13], [18], [53], we are the first to study randomized algorithmsand we show that the resulting load can be significantlybetter than the deterministic lower bound. Motivated by ourempirical results on the Clos fat-tree topology (cf. Section VI)described in this paper, in a follow-up conference submissionwe theoretically analyzed an adapted version of the Intervalsprotocol from Section IV, see [54].

Bibliographic note. A preliminary version (without all technicaldetails) was presented at IEEE ICNP 2019 [19].

II. Model

We model the communication network as a complete undi-rected graph \( G = (V, E) \) where the nodes \( V \) representtheswitches or routers which need to be configured with staticforwarding rules (in this paper sometimes also simply calledrouting rules) and where the links \( E \) can fail.

In particular, we consider three different models, i.e., typesof (match-action) rulesets, which are of increasing powerdepending on the information on which the rules can depend(the match part) and the information which they can changein the packet header (the action part):

- **Destination address**: Rules can only match the desti-nation address (e.g., the IP destination) of the packets.Packets cannot be modified.
- **Hop count**: In addition to the destination address, rulescan match the hop count: how far the packets have travelled so far.
- **Hop count modification**: One of our algorithms (SharedPermutations – see Section V) can additionally modify thehop count to arbitrary \( O(\log n) \) bit values. Note that thisrule is not needed for the first two algorithms we develop.

In addition to header information, the matching part of eachabove rule may also depend on the local link failures, thelink failures incident to the given node \( v \), but not on otherremote failures which are not known at the configuration time.While the first model is the standard model used by routers andsupported generally, the latter two models require software-de ned switches or routers, e.g., based on OpenFlow [3].

We consider an adversarial model and assume that the linkfailures are chosen by an adversary. More specifically, weassume that the failover rules are generated by a randomizedalgorithm (or rely again on a hash function which matches thehop count), and that the adversary is oblivious: it knows thefailover protocol including the used probability distributions, butnot the generated random values nor the resulting loads. (Later in this paper we briefly discuss even strongeradversaries.)

In order to assess the performance of our protocols, weconsider the *all-to-one* traffic pattern, in which each node \( v \in V \setminus \{d\} \) sends a single flow towards some common destination \( d \). For each node \( v \), such a flow is defined as an indefinite sequence of packets with source \( v \) and destination \( d \). The goal is to minimize the load of any link (or node) in the network, which is defined as the number of flows crossing this link (or node). In case such a flow hits a link multiple times the load of this edge is increased by 1 for each such hit. An example of the outcome of all-to-one routing in the \( K_5 \) graph is given in Fig. 1. While, w.h.p., our protocols avoid packets to visit a node more than once, it may happen that some flows travel in a (temporary) forwarding loops for a small amount of hops. We ensure that packets of a flow are always forwarded along the same path, hence avoiding packet reorderings.

III. BEATING DETERMINISTIC APPROACHES WITH THREEPERMUTATIONS

This section presents our first failover algorithm. While itis simple as forwarding is only based on the destination andhopcount header fields, it ensures w.h.p. very low loads evenunder a large number of link failures.

From the point of view of some fixed node \( v \) the firstprotocol, we call it 3-Permutations, works as follows. Fordestination \( d \), the node \( v \) stores three permutations \( \pi_{v,d}^{(1)} \), \( \pi_{v,d}^{(2)} \) and \( \pi_{v,d}^{(3)} \) of all nodes \( u \in V \setminus \{d\} \). Each node chooses these three permutations uniformly at random. Upon receiving a
Input: A packet with destination $d$ and hop count $h(p)$
1: if $(v,d)$ is intact then forward $p$ to $d$ and return
2: else set $i$ to $\arg\max_{j \in \{1,2,3\}} \{h(p) \geq (j-1)C_1\}$ and send $p$ to first directly reachable node in $\pi_{v,d}^{(i)}$
3: $h(p) = h(p) + 1$

Fig. 2. 3-Permutations protocol. Point-of-view of some node $v$

A packet $p$ intended for $d$, the node $v$ first tries to forward it directly via the link $(v,d)$. In case this link failed, $v$ inspects the current hop counter of $p$, denoted by $h(p)$. Depending on $h(p)$, the node $v$ then chooses one of the three permutations $\pi_{v,d}^{(i)}$ and forwards the packet to the first reachable partner $w$ in this permutation. We call a node $w$ reachable from $v$, if the direct link $(v,w)$ is not failed. The criteria for selecting which permutation to use is simple. In case $h(p) < C_1$ for a value $C_1 = \Theta(\log n)$, permutation $\pi_{v,d}^{(1)}$ is consulted. For $C_1 \leq h(p) < 2C_1$ the permutation $\pi_{v,d}^{(2)}$ is used and in any remaining case $\pi_{v,d}^{(3)}$ is utilized. In any case the packets hop counter is increased by 1 before handing it to the next node.

A concise description is given in Fig. 2.

Our main contribution is related to the way how these permutations are selected. Instead of opting for a deterministic protocol, we assume that each node $v$ chooses the permutations $\pi_{v,d}^{(i)}$ out of all possible permutations of nodes $u \in V \setminus \{d\}$ uniformly and at random. As the adversary is oblivious, these permutations are not known to it and it needs to essentially blindly select edges for manipulation. Note however that this approach comes with a challenge. This random creation of failover routes may introduce temporary cycles into the packets routing paths. However, most of the packets $p$ reach the destination $d$ solely relying on the failover entries given by the first permutation, $\pi_{v,d}^{(1)}$. And, only in case $p$ ends up trapped in a cycle, further permutations are used to allow it to escape said cycle. We show that w.h.p., at most $O(\log^2 n \log \log n)$ load is accumulated at any node, even if the adversary is allowed to destroy a linear amount of edges.

Theorem 1. Assume that the adversary fails at most $\alpha \cdot n$ edges where $\alpha < 1$ is a non-negative constant\(^\dagger\). Then, if all nodes perform all-to-one routing to any destination $d$ and follow the 3-Permutations protocol, a maximum of

$$O(\log n \cdot \log \log n)$$

flows pass at all but $O(\log^2 n)$ nodes. Furthermore, all remaining nodes, except for $d$, receive a load of at most $O(\log^2 n \cdot \log \log n)$ and every packet travels $O(\log n)$ hops. These statements hold w.h.p.

In order for the nodes to follow this protocol they require the exact value of $C_1$. This value upper-bounds the number of hops needed by any packet to reach the destination $d$, unless it is trapped in a cycle due to the permutation $\pi_{v,d}^{(1)}$. We show in Lemma 7 that $C_1$ can be bounded from above by $16 \log_{(1/\alpha)} n$. If $\alpha$ is not known to the nodes, then $C_1$ can be set to some value in $\omega(\log n)$. This slightly changes the result of Theorem 1 where up to $O(\log^2 n)$ many nodes receive a load of $O(C_1 \cdot \log n \log \log n)$.

The reason why we employ exactly three permutations per destination is as follows. Either a packet ends up in a forwarding loop when forwarded via $\pi_{v,d}^{(1)}$ or it will reach the destination within $C_1$ hops. The same is true for packets being forwarded via $\pi_{v,d}^{(2)}$ and $\pi_{v,d}^{(3)}$. For each such permutation, the probability that the packet ends in a forwarding loop is $\text{polylog} n/n$. Hence, only if the packet ends up in a forwarding loop for all three permutations, it will not reach the destination. The probability for this is $\text{polylog} n/n^3$ as the permutations are generated randomly. Because packets following our protocol take a different path depending on their destination and source node (roughly $n^2$ possibilities), we need to multiply this probability of a bad event by $n^2$. Hence, the probability that any packet does not reach its desired destination is $\text{polylog} / n$, which is a low probability event. When it comes to memory complexity, each node may store $3$ permutations of $n$ nodes for every destination $d$. A naive approach would therefore require routing tables of size $O(n^2 \log n)$ bits to be prepared for routing to any arbitrary destination $d$. This can be overcome as follows. First, each node $v$ only computes $3$ random permutations $\pi_{v,d}^{(i)}$, $i = 1, 2, 3$ on all nodes. The permutation $\pi_{v,d}^{(i)}$ for each $d \in V$ is simply $\pi_{v,d}^{(1)}$, and thus we apply $\pi_{v,d}^{(2)}$ to obtain our failover strategy regardless of $d$. Note that if the edge $(v,d)$ is not failed, then any packet with target $d$ that reaches $v$ is sent directly from $v$ to $d$. If, however, $(v,d)$ is failed, then such a packet is sent to the first node $w$ in $\pi_{v,d}^{(i)}$ for which $(v,w)$ is not failed. Secondly, note that the nodes only consult their permutations up until the first reachable node (see Line 2 of Fig. 2). Even if all $\alpha n$ failed edges are incident to the same node $v$, then at least one of the first $3 \log_{(1/\alpha)} n$ nodes in each of the permutations $\pi_{v,d}^{(i)}$ is directly reachable from $v$ w.h.p. This follows from the fact that the adversary does not know the random bits generated at some node. Therefore, nodes may truncate the permutations, storing only the first $3 \log_{(1/\alpha)} n$ entries of each permutation. In the low probability event that none of the first $3 \log_{(1/\alpha)} n$ is directly reachable from $v$ (due to the failed edges), another $3 \log_{(1/\alpha)} n$ nodes are selected uniformly at random — without replacement. Employing these improvements yields an improved total memory complexity of $O(\log^2 n / \log(1/\alpha)) = O(\log^2 n)$ per node.

In the following, we consider some arbitrary but fixed node $d$ as destination. As we establish probabilistic guarantees of at least $1 - n^{-(1+\Omega(1))}$ for the statements in Theorem 1 w.r.t. this fixed node, applying the union bound then implies that the results indeed hold for arbitrary destinations $d$ w.h.p.

Regarding the tightness of our result, assume all $\alpha \cdot n$ failed edges are so called destination edges, i.e., edges incident to the destination. Then, the flow starting at the other end $v$ of such a (failed) edge is first sent to a node selected uniformly at random from the set $V \setminus \{d\}$. The resulting distribution of the load can be seen as the outcome of throwing $\alpha n$ balls into $n - 1$ bins [55], and the maximum load immediately reaches $\Omega(\log n / \log \log n)$ at some node w.h.p.

\(^\dagger\)More specifically, $\alpha$ can be an arbitrary constant with $0 < \alpha < (n-1)/n$. Note that this upper-bound quickly tends towards $1$ for large $n$. 


A. Notation and Conventions

As we consider a fixed destination \( d \) we omit it from the indices of our previously defined notation. Additionally, for \( i \in \{1, 2, 3\} \) and some integer \( 1 \leq j \leq n - 1 \), we denote by \( \pi_v^{(i)}(j) \) the \( j \)-th node in \( v \)'s \( i \)-th permutation.

**Definition 1** (Inner/Destination Edges and Good/Bad Nodes). We call each edge \((v, d)\) with \( v \in V \) a destination edge as it is incident to the destination \( d \). All remaining edges are called inner edges. Furthermore, we call a node \( v \in V \setminus \{d\} \) good if the destination edge \((v, d)\) is not failed. Otherwise, we call \( v \) a bad node. By \( V_G \) and \( V_B \) we denote the sets of good and bad nodes, respectively.

The intuition behind calling such a node good is that it may directly forward packets to \( d \) when following the protocol in Fig. 2. Additionally, we define \( F \) to be the set of failed edges and further partition this set into \( F^{(i)} \) and \( F^{(d)} \). The former contains all failed inner edges, the latter the failed destination edges. We let \( \varepsilon \) and \( \gamma \) be constants such that \( |F^{(d)}| \leq \varepsilon \cdot n \) and \( |F^{(i)}| \leq \gamma \cdot n \), where \( \varepsilon + \gamma \leq \alpha < 1 \).

If we state that we apply Chernoff bounds for a random variable \( X \), we mean the multiplicative variant \( P[X \geq (1+\delta)\mu] \leq \exp \left( \min \{\delta, \delta^2\} \mu/3 \right) \), where \( \mu = E[X] \) and \( \delta > 0 \). For lower tails we use \( P[X \leq (1-\delta)\mu] \leq \exp \left( \delta^2\mu/2 \right) \) for \( 0 < \delta < 1 \) (see e.g. [56]). Similar, if we say we apply union bounds, we mean Boole’s inequality [56]. For a set of probabilistic events, this bound states that the probability of at least one event in this set occurring is no greater than the sum of the probabilities of the individual events. Besides w.h.p., we introduce the following abbreviations: Instead of with probability, uniformly at random and random variable, we use w.p., u.a.r. and r.v., respectively. We denote the binomial distribution with \( m \) trials and success probability \( p \) by \( B(m, p) \). Finally, by \( \log n \) we denote \( \log_2 n \).

B. Analysis

We first establish some structural properties that describe the paths that the packets take according to our failover strategy. For \( i \in \{1, 2, 3\} \), we define the directed subgraphs \( G^{(i)} = (V \setminus \{d\}, E^{(i)}) \) with edge sets \( E^{(i)} = \{ (v, \pi_v^{(i)}(1)) \mid v \in V_B \} \). Under assumption that \( F^{(i)} = \emptyset \), this graph depicts the possible paths a packet traverses to either the good nodes \( V_G \) or to some possibly existing cycle. It is easy to see that any graph \( G^{(i)} \) hosts multiple trees, each rooted in some \( v \in V_G \) as the nodes in \( V_G \) are the only ones with out-degree 0. The other components in \( G^{(i)} \) do not contain a node of \( V_G \). Instead, they contain a cycle, in which each node on the cycle\(^4\) is the root of a subtree (see component on the right of Fig. 3). The first important result of our analysis is that the size of these structures is at most \( O(\log n \cdot \log \log n) \) w.h.p.

In the next step, we account for the failures in \( F^{(i)} \). Here we use the fact the permutations are chosen completely at random. We show that only \( O(\log n) \) of all edges in the graphs \( G^{(i)} \) are failed, which reinforces the intuition that failing inner edges has little effect compared to the failure set \( F^{(d)} \). This approach allows us to construct the graphs \( G''^{(i)} \), which now account for inner edge failures and correctly depict the paths that the packets traverse.

Finally, we put everything together and use the graphs \( G''^{(i)} \) to show the result of Theorem 1. At this point we also argue that 3 permutations per node do indeed suffice for any packet to be routed to \( d \) w.h.p.

1) **Measuring Forests**: As mentioned we start by analyzing the graphs \( G^{(i)} \). We first consider some fixed \( i \in \{1, 2, 3\} \) and omit the superscript \((i)\). That is, we consider the graph \( G' \) together with the edge set \( E' = \{ (v, \pi_v(1)) \mid v \in V_B \} \) and \( V' = V \setminus \{d\} \). As already discussed, only the existence of some cycles between nodes in \( V_B \) prevents \( G' \) from being a forest. A rough perspective on \( G' \) is given in Fig. 3.

We start by establishing some structural properties of the graph \( G' \).

**Lemma 1.** The graph \( G' \) does not contain paths or cycles of length larger than \( 4 \log_{1/\varepsilon} n \) w.p. \( 1 - n^{-3} \). Additionally, the number of cycles in \( G' \) is \( O(\log n) \) w.p. \( 1 - n^{-3} \).

**Proof:** Let \( v \in V_B \) be an arbitrary node with \((v, d) \in F^{(d)} \) and consider the edges \((u, \pi_u(1))\) of all \((1 - \varepsilon)n\) nodes \( u \in V_B \). Starting at \( v \) we uncover the outgoing edges one after the other and follow the resulting path until either a node \( w \in V_G \) is reached or a cycle is created. This way, a path of at least \( i + 1 \) distinct nodes is traversed w.p. at most

\[
\frac{\varepsilon n - 1 \cdot \varepsilon n - 2 \cdot \cdots \cdot \varepsilon n - i}{n - 1 \cdot n - 1 \cdots \cdot n - 1} < \varepsilon^i (1 + o(1)) < \varepsilon^{i+1}.
\]

Here each quotient corresponds to the probability of continuing the path for one further step without hitting a node \( u \in V_B \) that we already visited. Therefore, our fixed node \( v \) is at the beginning of a path of length at least \( 4 \log_{1/\varepsilon} n \) with probability at most \( n^{-4} \).

To bound the probability that none of the nodes in \( V_B \) are the origin of such a long path we apply union bounds. As \( |V_B| \) such nodes exist, and each of these nodes has probability \( n^{-4} \) to form such a path, we conclude that this probability is at most \( |V_B| \cdot n^{-4} < n \cdot n^{-4} = n^{-3} \). Note that this also upper bounds the length of the cycles, as one may see a cycle as a path that is concluded with a previously visited node.

To determine the number of cycles contained in \( G' \), consider again some node \( v \in V_B \) and the path that is created by the process described above. Assuming that we are at the last node before the path terminates, there are two possible outcomes:

\(^4\)Such a cycle may consists of a single node \( v \in V_B \) if \( E^{(i)} \) contains the edge \((v, v)\). This happens in case of \( \pi_v^{(i)}(1) = v \).
Selecting one of the w.h.p. at most $4 \log_{1/\varepsilon} n$ already visited nodes and creating a cycle, or one of the $(1 - \varepsilon)n$ nodes $v \in V_G$. Therefore, a cycle is created by $v$ w.p. at most
\[ \frac{4 \log_{1/\varepsilon} n}{(1 - \varepsilon)n + 4 \log_{1/\varepsilon} n}. \]

Now we sequentialize this process for all $v \in V_B$ one after the other. Clearly there exist dependencies as it is possible that $v \in V_B$ is already contained in a path that was already uncovered before. Similarly, the path starting in $v$ might hit the path of another node, which was uncovered earlier. Note however that this only decreases the probability for $v$ to create a new cycle. Therefore w.p. $p = O(\log n/n)$ some fixed node $v \in V_B$ creates a new cycle regardless of the other nodes. Chernoff bounds immediately yield the desired result. □

Consider again the graph $G' = (V', E')$ with $V' = V \setminus \{d\}$ and some fixed node $w \in V_G$. Remember that such a node is the root of a tree in $G'$, induced by the edges $(v, \pi_v(1))$ for $v \in V_G$. Let now $L_i$ denote the set of nodes at level $i$ of $w$'s tree, where $L_0 = \{w\}$. We now construct $L_1, L_2, \ldots$ step by step as follows. In the $i$-th step construct $L_i = \{v \mid v \in (V_B \setminus \bigcup_{j=0}^{i-1} L_j) \land \pi_v(1) \in L_{i-1}\}$. One can see this as constructing the tree $v \in V_B$ layer-by-layer, by adding nodes with outgoing edges connected to nodes in the set $L_i$ in the $i$-th step. We define the r.v. $X_i = |L_i|$ and when fixing $w \in V_G$ we call $\{X_i\}$ the sequence layer, or in short sequence, corresponding to $v$. The step-wise construction described above directly yields the following lemma.

**Lemma 2.** Fix some root node $w \in V_G$ in $G'$ together with its layer sequence $\{X_i\}$. Then, it holds for level $i$ that $X_i \sim B(m, p)$ with
\[ m = |V_B| - \sum_{j=1}^{i-1} X_j \quad \text{and} \quad p = \frac{X_i}{|V'| - \sum_{j=0}^{i-2} X_j}. \]

**Proof:** Let $w \in V_G$ and consider the process of uncovering edges just as described in the paragraph before this lemma. Clearly it holds that $X_1 \sim B(|V_B|, 1/|V'|)$ as the partner of every $v \in V_B$ is chosen u.a.r. due to the nature of the permutations $\pi_v$.

Assume now we are in the $(i - 1)$-th step and already uncovered all edges between the sets $L_0, L_1, \ldots, L_{i-2}$. To construct $L_{i-1}$ we need to consider edges $(v, \pi_v(1))$, where $\pi_v(1) \in L_{i-2}$ and $v \in V_B \setminus \bigcup_{j=0}^{i-2} L_j$. At this point $m := |V_B| - X_1 - X_2 - \ldots - X_{i-1}$ nodes still have uncovered outgoing edges. We know that these edges do not connect to nodes in the sets $L_0, \ldots, L_{i-2}$. Now, as the edge partners are chosen u.a.r the probability that such an edge connects to nodes in $L_{i-1}$ is exactly $p := X_{i-1}/(|V'| - X_0 - X_1 - \ldots - X_{i-2})$. Note that there exist no dependencies between the selections of these $m$ nodes. Hence, $X_i$ follows $B(m, p)$. □

This means that we can describe the tree rooted in $w \in V_G$ by a sequence of binomial distributions, whose expected value depends on the previous layers. The following statement gives us a bound on $m \cdot p$ w.h.p., showing that the set of nodes at level $i$ indeed decreases exponentially fast. The proof is given in the supplementary material and mostly relies on the statement of Lemma 2 in conjunction with Chernoff bound applications.

**Lemma 3.** Let $w \in V_G$ be a root node in $G'$ together with its corresponding layer sequence $\{X_i\}$. Then, there exists a constant $0 < \beta < 1$ such that for $i < \log^2 n$ it holds that $E[X_{i+1}] \leq X_i \cdot (1 - o(1)) \leq X_i \cdot \beta$. Additionally, there exists a constant $C > 0$ such that, w.p. $1 - n^{-3}$ it holds for all $i \leq \log^2 n$ that $X_i < C \log n$.

According to Lemma 1 packets travel at most $O(\log n)$ hops until reaching the destination. This implies the following.

**Corollary 1.** Consider any $w \in V_G$ with its corresponding layer sequence $\{X_i\}$ in $G'$. Then, for $i > C \log n$ it holds that $X_i = 0$ w.p. at least $1 - n^{-3}$.

Clearly for some fixed node $w \in V_G$ with sequence $\{X_i\}$, our main interest lies in the value $X = \sum_{i \geq 0} X_i$. In the following we say that $X_{i-1} < a$ increases into the interval $[a, b)$, iff $X_{i-1} \in (a, b)$. Analogously we say $X_{i-1} \geq b$ decreases into the same interval iff $X_{i-1} \in (a, b)$.

**Lemma 4.** Consider again a root $w \in V_G$ and the corresponding layer sequence $\{X_i\}$. Then, for $j < \log(\log n/\log\log n)$ and a constant $\beta$ with $\beta < \beta < 1$ the following holds: at most $O(\beta^{-1})$ members of $\{X_i\}$ increase into the interval $C \log n \cdot \beta^{-i}$ w.p. at least $1 - n^{-3}$. Note that $\beta$ and $C$ are the constants defined in Lemma 3.

**Proof:** In the following we consider the elements of the sequence $\{X_i\}$ one after the other, starting with $X_0$. By Lemma 2 and Lemma 3 we know that the $i$-th value $X_i$ follows a binomial distribution with mean less than $X_{i-1} \cdot \beta$. Using Chernoff bounds together with the fact that $\beta < 1$ is a constant, we obtain for any $t \geq 0$
\[ \Pr[X_i \geq t \mid X_{i-1} \leq t] \leq \exp(-\Omega(t)). \]

Note that for $t = C \log n \cdot \beta^{-i}$, (1) bounds the probability that $X_{i-1}$ increases into $[C \log n \cdot \beta^{-i}, C \log n \cdot \beta^{-i-1}]$. Now, from Corollary 1 it follows that at most $C \log n$ elements may increase into the interval mentioned before. Therefore we can majorize the total number of increases into the interval by $B(C' \log n, \exp(-c \cdot t))$, where $c$ is the constant hidden in $\Omega(t)$ in (1). Now, using the well-known upper bound $(\frac{e}{c})^t$ on the binomial coefficient (see e.g. Proposition B.2 of [57]) we get
\[ \Pr \left[ B(C' \log n, \exp(-cC \log n \cdot \beta^{-i})) \geq \frac{5}{c^2} \cdot \beta^{-j} \right] < \left( \frac{O(1) \log n \cdot \beta^{-i}}{5 \log n} \right)^{\frac{5}{c^2} \cdot \beta^{-j}} < \frac{1}{n^{3.4}} \]
for $n$ large enough and $j < \log(\log n/\log\log n)$. □

We are finally ready to state that no tree contained in $G'$ consists of more than $O(\log n \cdot \log\log n)$ nodes.
Lemma 5. Let \( w \in V_G \) be a root and \( \{ X_i \} \) the corresponding layer sequence. Then it holds w.p. at least \( 1 - \text{polylog} \, n / n^3 \) that \( \sum X_i < O(\log n \cdot \log \log n) \).

Proof: We start by fixing some interval \( J := [C \log n \cdot \beta j, C \log n \cdot \beta j - 1] \) for \( j < \log(\log n / \log \log n) \) just as in Lemma 4. In the following we consider the so-called cost caused by this interval, i.e., \( \sum_{i: X_i \in J} X_i \). Three possible events may cause some \( X_i \) to contribute to this sum:

1. \( X_{i-1} \) increased into the interval
2. \( X_{i-1} \) decreased into the interval
3. \( X_{i-1} \in J \) and \( X_i \in J \)

Now, the first point is addressed by Lemma 4. We know that w.h.p. at most \( O(\beta^{-j}) \) such values exist in total. As for the second point, assume that this event occurred for some \( X_{i-1} \), i.e., assume \( X_{i-1} \) decreased into \( J \). Clearly, for \( X_{i-1} \) with \( i' < i \) to decrease into \( J \) again, there must be a \( k \in i, i', i' - 2 \) such that \( X_k \) increases into an interval with index \( j' \geq j \). Using again Lemma 4 and applying the union bound over all intervals with \( j < \log(\log n / \log \log n) \) we know that at most \( O (\beta^{-j-1} + \beta^{-j-2} + \ldots + \beta^{-1}) = O (\beta^{-j}) \) such members exist.

The third point is the most interesting. Assume \( X_{i-1} \in [C \log n \cdot \beta j, C \log n \cdot \beta j - 1] \), and observe that if \( X_i \leq \beta X_{i-1} \) it follows that \( X_i \notin J \). Now, according to Lemma 3 we know that \( E[X_i] \leq X_{i-1} \beta \). Noting that \( \beta > \beta \) we bound \( \Pr[X_i \geq X_{i-1} \beta] \). Applying Chernoff bounds with \( \delta = \beta / \beta - 1 = \Omega(1) \), we get

\[
\Pr[X_i \geq X_{i-1} \beta] < \exp(- \Omega(\log(X_{i-1}))) < \exp(- \Omega(\log n \cdot \beta^j)).
\]

As the whole sequence \( \{ X_i \} \) has length at most \( C \log n \) according to Corollary 1, any of the above events can happen at most \( C \log n \) times. A similar approach as in (2) therefore immediately yields that at most \( O(\beta^{-j}) \) many times \( X_i \) stays in the interval \( J \) w.p. at least \( 1 - n^{-3} \).

Summarizing, the cost caused by elements taking values in \( J \) is at most \( O(\beta^{-j} \cdot C \log n \cdot \beta^{-j-1}) = O(\log n) \) w.p. \( 1 - n^{-3} \). When applying the union bound we obtain that the total cost generated by all intervals with \( j < \log(\log n / \log \log n) \) is \( O(\log n \cdot \log \log n) \). Note that for \( j > \log(\log n / \log \log n) \) it holds that \( C \log n \cdot \beta j - 1 = O(\log n) \). Even if the whole sequence \( \{ X_i \} \) remains in these remaining intervals for all \( C \log n \) steps, a cost of at most \( O(\log n \cdot \log \log n) \) can be accumulated.

When applying the union bound, this gives us that no tree with root \( w \in V_G \) of \( G' \) exceeds size \( O(\log n \cdot \log \log n) \) w.h.p. However, remember that another type of component exists in \( G' \), namely cycles that may have additional nodes attached to them. Fix one of these components and let \( C = \{ v_1, \ldots, v_C \} \) be the set of nodes of the cycle. Furthermore define \( A_i := \{ v \in (V_B \setminus C) \setminus \delta \text{ from } v \text{ to } v_i \} \). Then, this set induces a tree in \( G' \) unless the loop \( (v_i, v_i) \) is contained in \( E' \), which implies \( |C| = 1 \). In any case, one may see the component as being induced by the set \( \bigcup_i A_i \), as a forest of trees, whose roots lie on the cycle \( C \). To determine the total size of the set \( \bigcup_i A_i \), we look at the growth of them layer-by-layer. However, this time we let all \( |C| \) of these trees grow at the same time, again uncovering edges step-by-step. That is, \( L_0 = C \) and construct any set \( L_i \) with \( X_i = |L_i| \) just as we did when considering the roots \( w \in V_G \), i.e., \( L_i = \{ v \mid v \in (V_B \setminus C) \setminus \delta \text{ from } v \text{ to } v_i \} \). Observe that for this fixed cycle we can describe the sequence \( \{ X_i \} \) by the number of nodes in \( V_B \setminus C \) being at distance \( i \) from the cycle. When replacing the set \( V_B \setminus C \), the result of Lemma 2 also holds for this layer sequence. As Lemma 1 guarantees that \( X_0 = O(\log n) \), the statement of Lemma 3 follows accordingly and allows us to repeat the whole approach.

Corollary 2. The results of Lemma 3, Corollary 1, and finally Lemma 5 also hold for the sequence \( \{ X_i \} \) of nodes in distance \( i \) to some fixed cycle in \( G' \).

b) Accounting for Inner Edge Failures: So far we established that none of the components in \( G' \) is of size more than \( O(\log n \cdot \log \log n) \) w.h.p. Remember however that we still need to account for the failures in \( F_{(in)} \). We start by showing that only \( O(\log n) \) of them lie on any path in \( G' \), even if the adversary fails \( \Theta(n) \) inner edges.

Lemma 6. The number of nodes \( v \in V \) that have their first failover edge \( (v, \pi_v(1)) \) destroyed by the adversary is \( O(\log n) \) w.p. \( 1 - n^{-3} \).

Proof: Consider some fixed node \( v \) and assume that the adversary destroyed \( f_v < n - 1 \) inner edges connected to \( v \). Remember, the adversary cannot predict the permutation. Therefore a failed edge lies at the beginning of \( \pi_v \) w.h.p. at most \( (\log n) \). Define r.v. \( X_v \) s.t. \( X_v = 1 \) iff \( (v, \pi_v(1)) \in F_{(in)} \), and 0 otherwise. Clearly the random variable \( X = \sum_{v \in V} X_v \) is what we are looking for where

\[
E[X] = \sum_{v \in V \setminus \{d\}} X_v = \frac{1}{n - 1} \sum_{v \in V \setminus \{d\}} f_v \leq \frac{2 \gamma n}{n - 1} < 2.
\]

In the third step, we use that \( \sum_{v \in V \setminus \{d\}} f_v = 2 \cdot |F_{(in)}| < 2 \gamma n \). The factor 2 is introduced because the sum represents the number of incident failed edges, summed up over all nodes. This way, each of the \( |F_{(in)}| < \gamma n \) failed inner edges is counted twice. As all \( X_v \in \{0, 1\} \) are independent from each other, we may apply Chernoff bounds to \( X \). For \( \delta = 9 \ln n / E[X] < \delta^2 \) this yields that \( \Pr[X > E[X] + 9 \ln n / E[X]] \leq \exp(-3 \ln n) = n^{-3} \). Hence \( \Pr[X > 2 + 9 \ln n] \leq n^{-3} \).

In the following we show how to transfer \( G'(i) \) into \( G'(i') \) for any \( i = 1, 2, 3 \). The basic idea is to remove edges \( (v, \pi_v(i)) \) that lie in \( F_{(in)} \) from \( G'(i) \) and replace them with edges \( (v, \pi_v(i')) \), where \( \pi_v(i') \) is the first reachable neighbor in the permutation of \( v \). This way, the graph \( G'(i') \) represents the correct path of the packets with hop counter \( i - 1 \).
connect with nodes in other subtrees and cause the formation of a cycle.

Formally, we can show the following claim. As in the previous sections, we focus on a fixed $i$ and will omit the superscript $(i)$. The idea behind the proof is that, according Lemma 6, only $O(\log n)$ such subtrees are relocated. It is unlikely that more that $O(1)$ of these subtrees connect to the same structure. Full proof is given in the supplementary material.

**Lemma 7.** Consider the graph $G''$. Then, none of the components contained in $G''$ has more than $O(\log n \cdot \log \log n)$ nodes. Furthermore, the number of contained cycles remains in $O(\log n)$ with each not exceeding length $O(\log n)$. Additionally, any packet that is not trapped in some cycle takes at most $C_1 = 16\log_{1/\varepsilon} n$ steps to reach $d$. All above statements hold w.p. $1 - O(n^{-2})$

c) From Forests to Load: To determine the total load some node $v$ receives we look at the graphs $G''^{(i)}$ one after another. When starting the all-to-one routing, each node initiates a flow and all of them follow paths according to the single outgoing edges in $G''^{(1)}$. Now, most of the flows reach the destination $d$ after at most $C_1$ many hops. However, some might be trapped inside a cycle. In both cases consider the cost $T_1(v)$ that occurred at any node $v$ until this point. Upon reaching a hop value of $C_1$ the flows currently trapped in a cycle start to traverse according to the permutation $\pi_v^{(2)}$. If we know where these cycle nodes are located in $G''^{(2)}$, we can again track the flows’ paths and determine the loads caused by the next $C_1$ many hops, denoted $T_2(v)$. Finally, we repeat this approach one more time in the same manner and obtain the values $T_3(v)$. In the following we say that flows exit the system $G''^{(i)}$ if their respective hop counter reaches $iC_1$. Similarly we say flows enter the system $G''^{(i)}$, if they reach hop value $(i-1)C_1$ and $G''^{(i+1)}$ becomes relevant for their failover paths for the first time. Finally, we argue that $T_i(v) = 0$ w.h.p. for any $v$ and $i \geq 4$, which is why we originally only required three permutations, and deduce that the total load $v$ receives is $T(v) = T_1(v) + T_2(v) + T_3(v)$.

We start with the following statement. The proof, given in the supplementary material, exploits the structure of $G''^{(i)}$, as each node has out-degree either one or zero.

**Lemma 8.** Let $i \geq 1$ and assume that every component in $G''^{(i)}$ is entered by $O(\log n \cdot \log \log n)$ total flows. Then, every node $v$ that is not contained in a cycle receives a load of at most $T_i(v) = O(\log n \cdot \log \log n)$. Nodes contained in a cycle in $G''^{(i)}$ receive $T_i(v) = O(\log^2 n \cdot \log \log n)$ load until the flows exit $G''^{(i)}$ w.p. $1 - O(n^{-2})$

Clearly, for $i = 1$ and $G''^{(1)}$ the assumption of above lemma is satisfied. This is because Lemma 7 guarantees that all structures are of size $O(\log n \cdot \log \log n)$ and each node starts sending one flow of packets. The next lemma deals with the inductive step and $i > 1$. The proof relies on the fact that the permutations $\pi_v^{(i+1)}$, $v \in V''$, were chosen independently from any previous permutation $\pi_v^{(i)}, j < (i+1)$. A detailed proof is given in the supplementary material.

**Lemma 9.** Assume that the assumption of Lemma 8 holds for $G''^{(i)}$. Then, also in $G''^{(i+1)}$ no component is entered by more than $O(\log n \log \log n)$ flows w.p. $1 - O(n^{-2})$

Above lemma concludes the inductive step, showing that Lemma 8 is applicable to all $i \geq 1$. We now state that it is indeed enough to only look at the graphs $G''^{(i)}$ where $1 \leq i \leq 3$ to determine the maximum load. The proof of the statement is very similar to the proof of Lemma 1 and given in the supplementary material. We track a fixed packet that starts at some node and argue that it is unlikely to be stuck in a cycle in $G''^{(1)}, G''^{(2)}$ and $G''^{(3)}$.

**Lemma 10.** Fix an arbitrary packet $p$ sent by a node $v \in V_B$. Then, $p$ ends up in a cycle in $G''^{(1)}, G''^{(2)}$ and $G''^{(3)}$ w.p. at most $\polylog n/n^3$. Additionally, it holds that $T_i(v) = 0$ for all nodes $v \in V \setminus \{d\}$ and $i \geq 4$ w.p. $1 - \polylog /n^2$.

Note that this lemma also implies that $O(\log n)$ hops suffice for any packet to reach the destination. We established in Lemma 9 that the assumption in Lemma 8 is indeed fulfilled for $G''^{(1)}, G''^{(2)}$ and $G''^{(3)}$. Hence, the total load any node receives that is not contained in a cycle in either $G''^{(2)}$ or $G''^{(3)}$ is $O(\log n \cdot \log \log n)$. And those that lie on a cycle have a load of $O(\log^2 n \cdot \log \log n)$, where according to Lemma 7 at most $O(\log^2 n)$ such nodes exist. Theorem 1 follows accordingly.

**IV. CIRCUITNESS CYCLES BY PARTITIONING**

One of the major challenges of the $3$-Permutations protocol is to cope with temporary cycles, which may be introduced when employing randomization into the failover strategy. For packets with large hop counts, which indicate the existence of a cycle, we effectively provided different failover routes. In the following we present the Intervals routing protocol that (i) does not introduce any cycles in the packets routing paths w.h.p. and (ii) is purely destination based. This comes however at the cost of smaller maximum resilience against failures.

The Intervals protocol works as follows. We assume that every node is given a unique ID or address, which is known to the other nodes. Therefore we can enumerate the nodes by $v_1, v_2, \ldots, v_n$. Let now $\alpha$ be some small constant $0 < \alpha < 1$. We partition the nodes of the graph into consecutive sets of...
Input: A packet with destination $d$
1. if $(v, d)$ is intact then forward $p$ to $d$ and return
2. Forward $p$ to first directly reachable node in $\pi_{v,d}$

Fig. 5. Intervals protocol. Point-of-view of some node $v$

size $I = n/4 \log_{1/\alpha} n$. That means, the $i$-th set $R_i$ contains nodes with addresses in the range

$$[(i - 1) \cdot \frac{n}{4 \log_{1/\alpha} n} + 1, i \cdot \frac{n}{4 \log_{1/\alpha} n}].$$

Assume that the value $\alpha$ is chosen such that both, the interval bounds and the number of intervals, are integers. The next step is similar to Section III. Every node tries to directly forward a packet to the desired destination $d$, if the direct link is available. Otherwise, a permutation $\pi_{v,d}$ of nodes is consulted and the packet is sent to the first reachable partner in $\pi_{v,d}$. The crucial difference to the $3$-Permutations protocol is the following: for some node $v$ that lies in the interval $R_i$, the permutation $\pi_{v,d}$ is a permutation of the nodes in $R_{i+1} \setminus \{d\}$. Hence, only edges ranging from nodes in the set $R_i$ to nodes in $R_{i+1}$ are considered as possible failover edges. To allow for a proper protocol, we assume that nodes of the rightmost interval choose failover edges into $R_0$.

We show in the upcoming analysis that this protocol does not create any cycles in the routing paths w.h.p. The following statement allows the adversary to fail up to $O(n/\log n)$ many edges. Note that this protocol is purely destination based and therefore any deterministic scheme operating under this constraint would allow $\Omega(n/\log n)$ load to be created by the adversary [14].

Theorem 2. Assume the adversary is allowed to fail up to $\alpha \cdot I$ many edges, for some arbitrary constant $0 < \alpha < 1$ where $I = n/(4 \log_{1/\alpha} n)$. Then, when considering all-to-one routing to any destination $d$, the Intervals protocol guarantees a maximum of

$$O(\log n \cdot \log \log n)$$

load at any node except $d$ and edge w.h.p. Additionally, no packet performs more than $O(\log n)$ hops w.h.p.

For $\alpha = 1/e$ above statement provides the maximum resilience of $n/(4e \log_2 n)$. Furthermore, assume the adversary fails $\Omega(n/\log n)$ destination edges $(v, d)$, with all such nodes $v$ being in the same interval $R_i$. Then, similar as in the case of the $3$-Permutation protocol, a balls-into-bins argument [55] shows that after all nodes in $R_i$ send their flows to randomly chosen nodes in $R_{i+1}$, at least one node has load $\Omega(\log n/\log \log n)$ w.h.p.

Concerning the notation we carry over everything defined in Section III-A. Additionally we extend the notation for the sets of failed edges as $F_i^{(in)}$ and $F_i^{(d)}$. These sets only contain failed edges started in the $i$-th interval and, in case of $F_i^{(in)}$, have partners in the interval $i + 1$. Just as in the protocols description we denote the sets of nodes inside the $i$-th interval as $R_i$ where $I = |R_i|$. We remark that the result of Theorem 2 also holds, if we require that $|F_i^{(in)}| < \varepsilon \cdot I$ and $|F_i^{(d)}| < \gamma \cdot I$ for any interval $R_i$, as long as $\varepsilon + \gamma \leq 1 - \Delta$ for some constant $\Delta > 0$. As the sets $F_i^{(in)}$ and $F_i^{(d)}$ are specified for some fixed destination $d$, we require this property for all possible destinations $d$.

Regarding the memory complexity, for a fixed destination each node needs a permutation of $O(n/\log n)$ nodes, hence $O(n)$ bits in total. As in case of the $3$-Permutations protocol, the set of permutations $\{\pi_{v,d} | d \in V\}$ some node $v$ requires can be derived from a single permutation $\pi_v$, and only the first $3 \log_{1/\alpha} n$ entries of each permutation need to be stored (see corresponding description on page 4). This allows for a reduction of the total memory required per node to $O(\log^2 n/\log(1/\alpha))$.

A. Analysis

A main motivation behind Section IV is to eliminate the need to perform any kind of cycle resolution. To that end we start by showing that our protocol does not introduce any cycles into the packets routing paths and at the same time derive that the hop count of any packet remains in $O(\log n)$. To show that the maximum load occurring lies in $O(\log n \cdot \log \log n)$, we take a similar approach as in Section III-B. That is, we fix some node $v \in V_G \cap R_i$ in some interval. Then, all the sources of packets that are forwarded over the edge $(v, d)$ form a tree rooted in $v$. We again argue that, in expectation, the number of nodes per level of this tree decreases exponentially fast and reuse parts of Section III-B.

a) Cycles: Some packet located in $R_i$ has only two possibilities for its next hop. Either it is directly forwarded to the destination, or it is forwarded to a node of the set $R_{i+1}$. To end up in a cycle it needs to traverse a sequence of $4 \log_{1/\alpha} n$ intervals, hitting a node $v \in V_B$ with every hop. This is unlikely and formalized as follows.

Lemma 11. Let $p$ be an arbitrary packet to be routed to destination $d$. Then, its routing path does not contain any cycles and it reaches the destination within $4 \cdot \log_{1/\alpha} n + 1$ hops w.p. at least $1 - n^{-4}$.

Proof: Consider some packet $p$ originating from some node $v \in V_B$ in an arbitrary interval $R_i$. In the next hop, $p$ travels to some node $v'$ in $R_{i+1}$. If $v' \in V_G$ the packet is then forwarded directly to $d$. Now, $|F_i^{(d)}|$ bad nodes exist in $R_{i+1}$. In the worst-case the adversary fails $|F_i^{(in)}|$ edges $(v, w)$ with $w \in R_{i+1} \cap V_G$. Hence, the probability that $v'$ is a bad node is at most

$$\frac{|F_i^{(d)}|}{I - |F_i^{(in)}|} < \alpha.$$

Here we used that $|F_i^{(in)}| + |F_i^{(d)}| \leq \alpha I$. Therefore, the probability that $p$ hits bad nodes in $4 \cdot \log_{1/\alpha} n$ consecutive hops is at most $1/n^4$. The result immediately follows.

b) Carrying over Previous Results: In the following we show that the result of Lemma 5 also holds when nodes follow the Intervals protocol. That is, for some fixed node $w \in V_G$ we construct a tree as follows. Assume $w \in R_i$ and let $L_0 = \{w\}$ denote the root of this tree. The $j$-th level of the tree associated with $v$ is defined by $L_j = \{v \mid v \in R_i \cap \bigwedge_{k=0}^{j-1} (v, \pi_v(k) \in L_k) \cup (\forall \ell < k : (v, \pi_v(\ell)) \in F_i^{(in)} \cap F_i^{(d)})\}$.
That is, \( L_j \) is the set of nodes whose packets reach \( v \) in exactly \( j \) hops (for easier readability we neglect the fact that wrap-around might occur). Formally, we show the following.

**Lemma 12.** Let \( w \in V_G \) be arbitrary and assume that \( w \in R_i \). Furthermore let \( X_j = \{L_j\}_j \), where \( L_j \) is the \( j \)-th level of the tree associated with \( v \). Then, it holds that \( E[X_{j+1}] \leq X_j \cdot \alpha \).

**Proof:** Let \( w \in V_B \cap R_i \). Assume that due to the failed edges by the adversary, \( X_j \) many nodes of the interval \( R_{i-j} \) route packets over \( w \) to the destination. Consider now some node \( v \in R_{i-(j+1)} \cap V_B \). According to the assumption of Theorem 2 at most \( \epsilon \cdot I \) such nodes exist. Hence \( v \) hits one of the \( X_j \) nodes w.p. smaller than \( X_j/(I-|F_{(i-j)}^{(in)}|) \). Now, since we have \( |F_{(i-j)}^{(d)}| = |R_{i-(j+1)} \cap V_B| \), we obtain that

\[
E[X_{j+1}] \leq |F_{(i-j+1)}^{(out)}| \cdot \frac{X_j}{I-|F_{(i-j+1)}^{(in)}|} \leq \alpha \cdot X_j
\]

With this we established a statement similar to the first part of Lemma 3. It is easy to see that the size of each level \( X_j \) can be modelled with a sum of independent Poisson trials, when constructing the tree level-by-level. Furthermore, Lemma 11 establishes the property of Corollary 1 and since Lemma 12 guarantees that the levels shrink exponentially fast in expectation, the statement \( X_j < C \log n \) holds. As \( C \) large enough, follows by applying Chernoff bounds. That said, we established all necessary requirements and a simple repetition of the corresponding analysis allows us to reuse Lemma 4 and Lemma 5. Summarizing, we get the following and conclude the proof of Theorem 2.

**Corollary 3.** Let \( w \in V_G \) be a good node and let \( \{X_i\} \) be defined as in Lemma 12. Then it holds that \( \sum_i X_i = O(\log n \cdot \log \log n) \) w.p. \( 1 - \text{polylog} n/n^3 \).

### V. Further reducing the congestion

In this section we present a third protocol, called Shared-Permutations, that improves the bound of the maximum load observed in Theorem 1 and Theorem 2 under the assumption that the nodes share a common but randomized permutation over \( V \). This could for example be achieved by computing parts of the routing tables starting from the same seed for the random generator, which is unknown to the adversary. While this assumption is indeed a weakness inherent to this protocol, it can be offset in case the adversary does not compromise one of the nodes directly: if all nodes manage to agree on a new permutation from time to time, this may invalidate previously obtained information by the adversary about the traffic flow. We also assume that the packet headers are equipped with a hop field of size \( O(\log \log n) \) bits, which is initially set to 0 and may be accessed by the nodes of the network.

The Shared-Permutations protocol works as follows. Again we consider an arbitrary but fixed destination \( d \). Every node \( v \in V \) is equipped with permutations \( \pi_{0,d}, \pi_{1,d}, \ldots, \pi_{C_1,d} \) of all nodes \( V \setminus \{d\} \), where \( C_1 \) is a value \( O(\log n) \) to be specified later. Now, contrary to the 3-Permutation protocol, these permutations are assumed to be globally agreed upon

**Input:** A packet with destination \( d \) and hop count \( h(p) \)

1. if \((v,d)\) is not failed then forward \( p \) to \( d \), set \( h(p) \leftarrow h(p) + 1 \) and return
2. if \((v,p) < E_2\) then \( v' \leftarrow \text{successor of } v \) in \( \pi_{h(p),d} \)
3. if \((v,v')\) is not failed then forward \( p \) to \( v' \)
4. else \( h(p) \leftarrow E_2 \).
5. if \((v,p) \geq E_2\) then forward \( p \) to first directly reachable
   node according to \( \pi_{v,h(p),d} \)
6. \( h(p) \leftarrow h(p) + 1 \)

Fig. 6. Shared-Permutations protocol. Point-of-view of some node \( v \)

without being known to the adversary. Furthermore, each permutation is chosen u.a.r out of the set of all possible permutations. Additionally we assume that \( v \) stores \( C_2 \) additional permutations \( \pi_{v,j,d} \) on \( V \setminus \{d\} \), only known to \( v \) itself and chosen u.a.r. Here \( j \in \{E_2, E_2 + 1, \ldots, E_2 + C_2 + 1\} \) for \( E_2 = C_1 + 1 \) and \( C_2 \) is another value in \( O(\log n) \).

Assume now that a packet \( p \) with destination \( d \) arrives at node \( v \in V \) and denote its current hop counter by \( h(p) \). First of all, if the link \((v,d)\) is not failed the packet is directly forwarded to the destination. Otherwise if \((v,p) < E_2\), the node \( v \) forwards it via a link \((v,v')\) where \( v' \) denotes the node following \( v \) in the global permutation \( \pi_{h(p),d} \). In case this link is failed, \( v \) raises the hop counter of \( p \) to \( E_2 \) instead and forwards it to the first non-failed edge according to \( \pi_{v,E_2,d} \). The case we did not consider yet is \((v,p) \geq E_2\). In this case \( p \) is routed over the first reachable partner in \( \pi_{v,h(p),d} \). Finally, in every case, \( h(p) \) is increased by one. A pseudo-code describing this algorithm is given in Fig. 6. The common global permutations allow the flow to be distributed more evenly among the network, reducing the congestion to \( O(\sqrt{\log n}) \), even if \( \Omega(n) \) edges are failed by the adversary.

**Theorem 3.** Assume that the adversary is allowed to fail \( \alpha \cdot n \) edges total, where \( \alpha < 1 \) is a constant\(^2\). When performing all-to-one routing to any destination \( d \), the Shared-Permutations protocol guarantees a maximum flow of

\[
O(\sqrt{\log n})
\]

on any node (except \( d \)) and edge w.h.p. Additionally, no packet traverses more than \( O(\log n) \) hops w.h.p.

Assuming it is possible for the nodes to agree on common permutations that are not known to the adversary, the maximum load can be decreased by more than a factor \( \sqrt{\log n} \) compared to the protocols in Sections III and IV. Note that this result breaks the \( \Omega(\log n/\log \log n) \) lower bound of the 3-Permutations and Intervals protocols.

Regarding space complexity, our nodes are required to store \( O(\log n) \) permutations of \( n \) nodes per destination. Therefore in the most simple case we require \( O(n^2 \cdot \log^2 n) \) bits at most. However, the same improvements as described in Sections III and IV can be made to store the permutations more efficiently and achieve a memory complexity of \( O(\log^3 n/\log(1/\alpha)) \)

\(^2\)As in our first algorithm, \( \alpha \) can be any constant that lies in the range \( 0 < \alpha < (n-1)/n \approx 1 \).
bits per node. Note that the protocol requires knowledge of the values $C_1$ and $C_2$, which can both be set to $5 \log_{1/\alpha} n$. These values are given in Lemma 14 and Lemma 17, together bounding the maximum number of hops any packet performs until it reaches the destination $d$ w.h.p. If $\alpha$ is not known to the nodes, then a slow growing function in $\omega(\log n)$ can be used for $C_1$ and $C_2$, which comes at the cost of slightly increased memory complexity.

A. Analysis

Throughout the analysis we consider a fixed destination $d$ and omit the corresponding index from all permutations. We use the notation defined in Section III-A and start by neglecting any failed edges in the set $F^{in}$. Next, we assume that each node sends 1 packet with destination $d$ from each node $v \in V$. We consider the number of packets that have $i$ hops while still not having reached the destination $d$ and see that this set decreases exponentially fast. Additionally, no packet traverses more than $C_1 < E_2$ hops w.p. at least $1 - n^{-2}$. Therefore, without any inner edge failures, the only relevant permutations for our failover strategy are $\pi_0, \ldots, \pi_{E_2-1}$. Finally we account for the failures in $F^{in}$ and make use of the permutations $\pi_{\alpha,i}$. We consider the maximum load caused by the flows after reaching hop value $E_2$ separately and deduce that this value is $O(\sqrt{\log n})$ w.h.p.

a) Staying in Line: We start by neglecting the failures in $F^{in}$, i.e., we assume first that $|F^{in}| = 0$ and $|F| < \epsilon \cdot n$. Furthermore, assume that every node $v \in V \setminus \{d\}$ starts sending a single packet to destination $d$. Then, the number of packets that pass through some node $v$ is equivalent to the number of flows passing through $v$. Notice, that due to the global permutations, no node is visited by more than 1 packet with the same hop value. Consider the set of packets hop-for-hop and denote $H_i$ as the set of packets that reached hop $i$ at some point without reaching the destination. Clearly $|H_0| = (n-1)$ and $|H_1| = |V_d|$. Additionally, a fixed packet lands on a node $V_d$ with its next hop with probability roughly $|V_d|/n \leq \epsilon$. Only in case this event occurs, the packet cannot proceed directly to the destination on its subsequent hop. This implies that the number of remaining packets decreases exponentially with every further hop. In the supplementary material we give a full proof to the following statement.

**Lemma 13.** Assume $|F^{in}| = 0$. Let $H_i$ denote the set of packets that have not reached $d$ after $i$ hops. Then, for $|H_i| = O(\log n)$ it holds w.p. at least $1 - n^{-4}$ that $|H_{i+1}| \leq |H_i| \cdot \sqrt{\epsilon}$.

We use above result to show that packets reach $d$ with $O(\log n)$ hops. The full proof is given in the supplementary material.

**Lemma 14.** Fix some packet $p$ with destination $d$. Then, assuming $F^{in} = 0$, it requires at most $C_1$ steps to reach the destination w.p. at least $1 - n^{-3}$. Here $C_1$ is a value bounded above by $5 \log_{1/\epsilon} n$.

Recall the following invariant: when fixing some node $v$ and hop value $i$, the node $v$ receives at most 1 packet with such hop value. This leads to following result.

**Lemma 15.** Consider some node $v \in V$ and assume $|F^{in}| = 0$. Then, if every node sends 1 packet with destination $d$, $v$ is visited by packets $O(\sqrt{\log n})$ times w.p. at least $1 - n^{-3}$.

**Proof:** Let $i^*$ be the first time such that $H_i$ reaches size $O(\log n)$. We start by showing that throughout hops $1 \leq i < i^*$ the node $v$ is visited by at most $O(\sqrt{\log n})$ packets in total. For this range of $i$, we know according to Lemma 13 that the size of $H_i$ decreases exponentially fast, i.e., $|H_{i+1}| < |H_i| \cdot \beta$ for some constant $0 < \beta < 1$ that depends on $\epsilon$. Fix now some node $v$ and let $Y_i = 1$ iff $v$ receives a packet with hop value $i$ at some point, and 0 otherwise. Similar as in the proof of Lemma 13, we argue that the packets with hop value $i$ are distributed uniformly and independently of any earlier hops among the nodes of the network. Hence $P[Y_i = 1] = H_i/(n-1)$ and we are interested in $Y = \sum_{i=1}^{i^*} Y_i$. Note that $P[Y_i = 1] = H_i/n < \epsilon \cdot \beta^i$, where we wrote $n$ instead of $n-1$ for ease of readability. Then

$$P[Y = k] = \sum_{S \subseteq \{1, \ldots, O(\log n)\}} \left( \prod_{j \in S} P[Y_j = 1] \right) \cdot \prod_{\ell \in \{1, \ldots, O(\log n)\} \setminus S} (1 - P[Y_{\ell} = 1]).$$

The second product can be crudely bounded above by 1. The first product reaches its maximum value for $S = \{1, \ldots, k\}$ and is bounded by $(\epsilon \cdot \beta \cdot \epsilon \beta^2 \cdots \epsilon \beta^k)$. Therefore we get

$$P[Y = k] \leq \left( \frac{e \cdot C \log n}{k} \right)^k \cdot \beta^{k(k-1)/2}. $$

Now assume $k = C' \cdot \sqrt{\log n}$ for some sufficiently large constant $C'$. In this case

$$P[Y = k] \leq O \left( \frac{C' \sqrt{\log n}}{n} \cdot \left( \frac{1}{n} \right)^5 \right).$$

Clearly this implies that both, the maximum node load and the edge load are $O(\sqrt{\log n})$ in the case of $|F^{in}| = 0$.

b) Accounting for Inner Edge Failures: We consider two copies, $S^{out}$ and $S$ of our initial graph after the adversary failed at most $\alpha$ edges according to its strategy. In $S^{out}$ we repair all failures $F^{in}$, which results in ignoring inner edge failures just as described above. Again we consider the equivalent point-of-view of each node sending a single packet to $d$ instead of a consecutive flow. The idea in the following is to consider only $S^{out}$ and each time an inner-edge $(u, v)$ is chosen for communication that is failed in the original graph, the packet is copied and placed with hop count $E_0$ on $u$ in $S$. This way $S$ contains packets with hop count of at least $E_2$. The packets in $S^{out}$ however continue as if the edge was intact. Note that, by Lemma 14, $S$ w.h.p. only consist of packets that are redirected because of inner edge failures. The idea behind the analysis is the following: Let $S^{out}$ run until all packets reached the destination $d$ and determine the
number of packets starting in $S$. We then let the system $S$ run and it is easy to see that we can majorize the load some node $v$ receives in the original process by adding up the loads of $v$ in $S^{(out)}$ and $S$ respectively. This is because in $S^{(out)}$ we do not remove packets but copy them to $S$ instead.

In Lemma 15 we already established the load some node $v$ receives in $S^{(out)}$. To bound the load such a node receives in $S$, we start by showing that only few packets are initialized in $S$. The full proof is given in the supplementary material.

**Lemma 16.** Consider the number of packets $p$ that reach a load of $E_2$ at some point. This number lies in $O(\log n \cdot \sqrt{n})$ w.p. at least $1 - 2 \cdot n^{-3}$.

As all packets in $S$ have hop count at least $E_2$, only the local permutations $\pi_{v,j}$ are used as part of our failover strategy. While this leads to nodes possibly receiving multiple packets of the same hop value, the number of initial packets lies in $O(\log n \sqrt{n})$ only. We give a detailed proof to the following statement in the supplementary material.

**Lemma 17.**
1) Fix some arbitrary packet in $S$. Then, it reaches the destination after at most $C_2$ hops for $C_2 < 3 \log_{1/\alpha} n$ w.p. at least $1 - O(n^{-3})$.
2) Each node in $S$ is reached by at most $O(\sqrt{\log n})$ packets in total and w.p. at least $1 - O(n^{-3})$.

We established that in both systems, $S^{(in)}$ and $S$, each node has a load of $O(\sqrt{\log n})$. Theorem 3 follows accordingly.

**VI. SIMULATIONS**

To complement our theoretical analysis, we compare an adapted version of our protocols against other state-of-the-art local failover strategies [18], [24] in the widely deployed Clos datacenter topology [22], [23]. More precisely, we consider the special case of the Clos topology with 3 layers, sometimes simply referred to as fat-tree. All source code used to derive the results in this section can be found on GitHub [58].

For our experiments we considered 8 different protocols in total, which can be described as follows.

**Our own protocols:** Abbreviated by ThreeP-D, and Interval-ID we consider variants of our $3$-Permutations and Intervals protocol from Sections III and IV, adapted to the Clos topology. Additionally, we consider two further variants of these protocols denoted by ThreeP-ID and Interval-ID. The ending -ID indicates that for these protocols, we select the permutations which are used for forwarding not only depending on the destination of the packet but also the input from which the packet arrives. We employ these additional variants of our protocol as the reference protocols require support for destination and input-based forwarding. A detailed description of these protocols is given in Section VI-A.

**Related Approaches:** We consider the state-of-the-art local failover protocols DetCirc, PRNB, CASA and Square1 [18]. Throughout our experiments, we refer to them as A-Det, A-PRNB, A-CASA and Square1, respectively. The first two protocols are slightly modified versions of the HDR-Log-K-Bits and Bounced-Rand-Algo originally presented in [24], and versions of all of these protocols have also been evaluated using simulations in [18]. The first three protocols have in common that they are so-called arborescence-based routing protocols. To route a packet toward some destination $d$ in a topology which is $\ell$-connected, the protocols use a set of precomputed sub-trees $\{T_0, T_1, \ldots, T_{\ell-1}\}$ called arborescences. Each such tree has $d$ as its root, consists of all nodes in the topology and does not share any directed edges with other trees in the set. Packets then start on some arborescence $T_j$ and are routed along the edges in the tree until they hit the destination. In the case the packet arrives at a failed edge, another arborescence $T_j$ with $j \neq i$ is selected along which the packet may continue its path towards $d$. This procedure is repeated until the packet arrives at $d$. The aforementioned protocols differ in the way this alternate arborescence $T_j$ is selected in case a failed edge is encountered. In A-Det, $j$ is selected deterministically and set to $(i + 1) \mod \ell$. In A-PRNB, $j$ is selected uniformly at random out of $\{0, 1, \ldots, \ell - 1\} \setminus \{i\}$. Finally, A-CASA uses a sophisticated pre-computed matrix which is constructed via so-called balanced incomplete block designs (BIBD) to deterministically select $j$.

The Square1 protocol operates differently. In this protocol, packets with destination $d$ and source $s$ are routed over one of the $\ell$ shortest edge-disjoint paths from $s$ to $d$. At first, the packet attempts to follow the shortest such path to reach $d$. However, in case a failed edge is encountered, the packet needs to traverse back to $s$ and follow the next-shortest path instead. This is repeated until the destination $d$ is reached.

**A. Engineering Protocols for the Clos Topology**

In this section we discuss the required adaptation of our protocols to be employed in the Clos topology as well as the computation of the arborescences and edge-disjoint shortest-paths required by the related protocols. We start with a short definition of the Clos topology, which is required to explain the required modifications to our own protocols.

The Clos topology with 3 layers consists of $k/2 \cdot k/2 + k \cdot k = \Theta(k^2)$ nodes (or routers), each having at least $k$ ports. These nodes are partitioned into $k/2$ blocks and $k$ pods, which we assume to be numbered from 1 to $k/2$ and 1 to $k$, respectively. Each block contains exactly $k/2$ many nodes, which we again assume to be numbered from 1 to $k/2$. Each pod consists of two sets of $k/2$ nodes each. The first set we call the top nodes while the second set we call bottom nodes. Bidirectional links are inserted such that in each pod, the top and bottom nodes form a complete bipartite graph. Additionally, the $i$-th top node in each pod is connected to all nodes in the $i$-th block and vice versa. Endpoints using this communication infrastructure are connected at the remaining $k/2$ open links at each bottom node. Throughout our experiments, we focus on forwarding flows which have bottom nodes as source and destination.

**Adapting Our Own Protocols:** We start with an explanation of the Interval-D protocol. Note that this adapted protocol has been analyzed theoretically after we performed our first experiments in a follow-up paper [54]. First we need to partition the Clos topology into more fine-grained pieces. The top as well as the bottom nodes are split into $K := \lceil \log(k) \rceil$ consecutive partitions, deviating in size by at most $\pm 1$. Similarly, the $k/2$
block nodes in each block are also split into $K$ many intervals. Furthermore, consider nodes in the $b$-th block. Each such node is connected to the $b$-th node in the top layer of every pod. We also assume that, for each block, the set of such top nodes is partitioned into $K$ what we call vertical intervals. In the remaining description, when we say that some node $v$ forwards a packet with destination $d$ to a random node in an interval, then we assume that the random selection follows the approach described in Section IV. That is, the node $v$ consults a random permutation of all nodes in this interval (one such permutation is precomputed for each destination $d$) and then forwards the packet to the first node $u$ in this permutation, such that the link $(v, u)$ is not failed. When following the Interval-D protocol, the forwarding rules for a packet with destination $d$ arriving at a node $v$ then depend on whether $v$ is a block, top or bottom node. First, assume that $v$ is a bottom node in the $p$-th pod. Then, if $v = d$ nothing needs to be done. Otherwise, let $j$ denote the interval of $v$. In such case, $v$ forwards the packet to a random top node of pod $p$ that also lies in the $j$-th interval. Second, if $v$ is a top node in some pod $p$ (in more detail, let $v$ be the $i$-th top node in $p$). Then, if the destination also lies in $p$, the node $v$ attempts to forward the packet directly to $d$. In case this link is failed, it instead forwards the packet to a random bottom node of $p$ in interval $(j + 1) \mod K$. This way, as soon as the packet lies on some node in the pod of the destination, it will ping-pong between bottom and top nodes until it reaches a top node whose link to $d$ is not failed. However, if $v$ is not in the pod of the destination, then it forwards the packet to a random node in the $j$-th interval of the $i$-th block. In the latter case $v$ is a node in some interval $j$ of a block (let it be the $b$-th block). Each node in block $b$ is connected to the $b$-th top node in the pod of the destination. In case the link to this top node is not failed, $v$ forwards the packet over this link. Otherwise, $v$ forwards the packet to a random top node in the vertical interval $(j + 1) \mod K$.

Following above description, the ThreeP-D protocol, which can be seen as an adaptation of the 3-Permutation protocol, is now easy to define. This definition is very similar to the Interval-D protocol except for two differences: First, we set $K = 1$, i.e., we don’t split the block, top, or bottom nodes into further intervals. Second, we assume that each node $v$ does not only store one permutation but 6 permutations per destination $d$. Depending on the hop count of the arriving packet one of these permutations is selected. More precisely, the $i$-th permutation with $i \in \{1, 2, ..., 5\}$ is consulted for packets with hop count $[(i - 1) \cdot \lfloor \log k \rfloor + i \cdot \lfloor \log k \rfloor]$. The 6th permutation is used for packets with any larger hop count. The reason that we use 6 permutations instead of the 3 as defined in Section III is that empirical results indicated that it is beneficial to switch permutations frequently. This, however, requires the employment of additional permutations to avoid the creation of permanent forwarding loops.

Finally, the two additional variants called ThreeP-ID and Interval-ID. They follow the exact same definition as their protocols of similar name with only one exception. We now assume that nodes store additional sets of these randomly generated permutations: one per combination of possible destination address and import. In contrast to the basic ThreeP-D and Interval-D protocols, which select the permutations used for forwarding solely depending on the destination address, we assume this selection to be performed randomly for each pair of destination and import.

Employing Related Approaches: While the related protocols we consider are applicable to general graphs, they require the pre-computation of sets of arborescences as well as edge-disjoint shortest paths for every possible destination $d$. In order to compute the set of arborescences required by the first group of protocols, we employed the round-robin approach with swaps presented in [53]. Even with this efficient approach, the calculation of these arborescences for a single destination node $d$ of the Clos topology with $k = 80$ required more then 20 hours on the MACH-2 supercomputer (https://www3.risc.jku.at/projects/mach2/). Some preliminary tests showed that the computation time is proportionate to $k^6$, which prevented us from using larger topologies in our tests. Similarly, the edge-disjoint shortest paths required for the Square1 protocol took more than 15 minutes to compute for a single destination $d$. To avoid costly recomputation of these structures for multiple destination nodes, we only computed them once for some fixed destination $d$ on the bottom layer. We then applied an isomorphism to map these structures towards the remaining possible destination nodes on the bottom layer.

B. Experiments

We conducted two different types of experiments, both in the Clos topology with $k = 80$ (consisting of 8000 nodes).

Experiment 1: Performance under all-to-one model. In the first experiment we examine the performance of the fast rerouting protocols under the all-to-one traffic pattern. Results are given in Fig. 1. Each simulation was started by first failing a $p$ fraction of random edges. We then select a random node on the bottom layer and let each other bottom layer node send one unit of flow towards this destination. After the routing procedure is complete, we measure the maximum edge load as well as the average amount of hops required by any flows to reach the destination. To obtain the results for the plots in Fig. 1 we perform these simulations for increasing values of $p$ (ranging from $p = 0.0$ to $p = 0.2$ in steps of 0.02), repeat the simulation for each $p$ value 40 times and report the average of the resulting maximum edge load and hop values.
As we can see in the plot on the left-hand side of Fig. 8, all protocols besides A-CASA accumulate similar loads in case no edges are failed. We suspect that the worse behavior of A-CASA stems from the fact that the Clos network we consider is 40-connected. As explained in [18] this protocol works best when this value is a prime power. In our setting, this led to multiple arborescences being (almost) completely unused, which causes the load to be distributed unevenly. It is also important to note that the results for our Interval-D and Interval-ID protocols are reported till $p = 0.1$. We do this because a higher amount of edge failures causes forwarding loops to be created or prevents the routing strategy from working (nodes get disconnected from all nodes in the adjacent interval). We emphasize that this is related to the small value of $k = 80$ we consider in these experiments, which leads to intervals of size only 6 (see the description of the adaptation of our protocol in Section VI-A). For values of $k > 200$ we could not observe this behavior even when failing a $p > 0.25$ fraction of all edges. When increasing the amount of failed edges in the system, only the randomized A-PRNB protocol is able to compete with our ThreeP-ID protocol, which further illustrates the strength of randomized approaches when dealing with edge failures.

When looking at the right-hand side of Fig. 7 we can see the average number of hops required for packets to reach the destination. There we can observe three regimes. First, we have the ThreeP protocol which performs the worst. While it starts from a near-optimal average hop count of roughly 4 (note that almost all source nodes in our all-to-one routing approach are 4 hops away from the destination), it increases more rapidly than the other approaches. This is an inherent weakness of this protocol, as each time a packet with source $s$ encounters an edge failure on the way to $d$, it goes all the way back to $s$ and attempts another route. In the second regime, we can observe all the aborescence based approaches. We think the reason that these protocols perform worse than our protocol is the following: assume that a packet traversing some arborescence $T_i$ encounters a failed edge while being at node $v$. It will now continue from node $v$ in another arborescence $T_j$. Now, it is possible that the position of $v$ in $T_i$ is much closer to the destination than in $T_j$ and hence, this packet possibly needs to traverse a long path inside $T_j$ even though it was close to the destination before switching to this tree. In contrast, our protocols avoid sending packets on a long detour. If a packet resides at distance $x$ from the destination and cannot proceed closer due to a failed edge, it is forwarded between nodes in distance $x$ and $x + 1$ until it is able to move to a node in distance $x - 1$.

**Experiment 2: Performance under gravity model.** We next consider the performance of the protocols under a gravity model [20], describing the demands between any pair of two nodes on the bottom layer of the Clos topology. We set the parameters of this model such that, in expectation, the demand between each such pair of nodes is 1. Throughout the routing process we then send a flow from each bottom node to every other bottom node (all-to-all). This flow is assigned a weight corresponding to the demand. For this experiment we also generalize our notion of node and edge load: load is now defined as the sum of all weights of flows that cross the node or edge. Besides these changes, the steps for generating the results of our second experiment are the same as in the first.

As we can see on the left-hand side of Fig. 8 our ThreeP-D and ThreeP-ID protocols achieve lower maximum load than all other approaches (including our Interval-D and Interval-ID approaches). We suspect that this is because in the ThreeP-D and ThreeP-ID protocols, packets are forwarded according to random permutations that span over a larger amount of nodes. In the Interval-D and Interval-ID the selection of possible forwarding partners in any hop is more constrained. This advantage is further emphasized on in the ThreeP-ID protocol as in this protocol nodes are only guaranteed to make the same forwarding decisions for flows that arrive from the same input and have the same destination. This makes it less likely for multiple flows to follow the same path. When it comes to the protocols of related work, we suspect the higher load to stem from the selection of the set of arborescences and also the selection of the set of shortest-paths for Square1. There exists some discussion around the efficient construction of a good set of arborescences for a fixed destination [53]. However, it seems to be an open question how to select such sets for multiple destinations with the goal of optimizing load in many-to-many traffic patterns. We found that these structures need to be sufficiently edge-disjoint from those used for other destinations. Otherwise, load imbalances occurred when performing gravity routing. In particular, we encountered a “bad” set of arborescences, which lead to an maximum node load of more than 200,000 in all arborescence-based protocols even if no edge is failed. In contrast, a better set of arborescences lead to a maximum node load of at most 40,000. For all of our experiments, we employed the best sets of arborescences we could create in order to minimize the load values w.r.t. all the approaches we considered.

On the right-hand side of Fig. 8 we can see the average number of hops required by the flows to reach their destination. From the point of view of any bottom node, the Clos topology looks exactly the same. Because of this inherent symmetry, the average hop values are very similar as in our all-to-one routing experiments. The reasoning for the three regimes of average hop values that can again be observed in this setting is the same as in the all-to-one experiments.

**Takeaway:** We observe in our experiments that the ThreeP-ID protocol outperforms its peers in terms of maximum load and average hop count. This is especially evident in the gravity model experiments, where the intentional asymmetry of the Clos topology is mitigated by the randomized forwarding strategy employed by ThreeP-ID, leading to more balanced load distribution and lower hop counts compared to deterministic arborescence-based protocols. These results highlight the importance of choosing a suitable routing strategy in scenarios with complex network topologies and diverse traffic patterns.
protocols guarantee, both, the lowest maximum load as well as average hop count in both experiments. In case it is possible to match the source address, destination address, input and hop count in the packet header it is advisable to use this protocol. In case a slim set of forwarding decisions is required the average hop count and only gets outperformed by A-PRFB when it comes to ensuring limited load. However, if resilience against a large amount of failures is required, then it is only advisable to utilize this strategy in topologies of sufficiently large size.

VII. CONCLUSION AND FUTURE WORK

In our work we considered three different local failover protocols. Starting with the 3-Permutations protocol, we presented a protocol which guarantees a load of at most \(O(\log^2 n \log \log n)\) w.h.p. even if \(\alpha \cdot n\) edges are failed for some constant \(0 < \alpha < 1\). Next, we presented the Intervals protocol. While this protocol comes with slightly lower theoretical resilience of \(O(n/\log n)\), it can also be used in settings where the hop count in the packet header cannot be matched. It achieves a maximum load of \(O(\log n \log \log n)\) w.h.p. Finally, we presented a third approach, the Shared-Permutations protocol, which is mostly of theoretical interest. In case the nodes have access to some shared permutation, we show that the maximum load can be reduced to at most \(O(\sqrt{\log n})\) w.h.p.

We also adapted two of the above approaches to the Clos topology with 3 layers and performed empirical tests. These tests indicate that our protocols ensure a low edge load in this more practical setting as well. The ThreeP-ID variant of the 3-Permutations protocol even outperforms all related approaches when it comes to the maximum edge load. Additionally, all our adapted protocols ensure that packets reach their desired destination in less hops than in related approaches in case multiple edge failures occur. It remains an open question whether the above protocols can also be adopted to more general topologies.

Throughout all our theoretical results we assumed an oblivious adversary which selects the set of failed edges. However, some of our algorithms can be extended to deal also with more adaptive adversaries: to defeat adversaries who aim to infer network-internal loads (e.g., leveraging physical access or using tomographic techniques), we can regenerate random permutations periodically. That is, the 3-Permutations and Intervals algorithms have the attractive property that they allow to regenerate such permutations quickly, locally, and without coordination: each node can independently regenerate random numbers over time to enhance security. This also allows our algorithms to recover if the low probability event occurs, in which higher loads than the ones specified in our theorems emerge.

There are also slight variations of our failure model which we did not fully cover in our analysis. For example, the case of a lower amount of edge failures. In our analysis, we assumed that the adversary destroys up to either linear or \(O(n/\log n)\) many edges. We believe that a lower amount of edge failures affects the performance of the algorithms as follows. If \(n^{1-\delta}\) edges are destroyed for some constant \(\delta > 0\) it can be shown (by a slightly adapted repetition of the existing analysis) that all three of our algorithms guarantee w.h.p. a maximum load of \(O(1)\) on most of the nodes.

Finally, it may make sense to analytically consider the case of randomly selected edge failures instead of assuming the existence of a malicious adversary. In the context of hardware failures or power outages, it might make sense to model the set of failed edges as selected u.a.r. out of all \(\sim n^{2}/2\) edges. If only a small amount of edges is failed in this way (i.e., \(O(n)\)), then all but \(O(\log n)\) nodes may forward their flows directly to the destination w.h.p. It can be shown that our algorithms then induce a congestion of \(O(1)\) w.h.p. The question about a higher amount of edge failures and the expected resilience against such failures remains an open question.
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