TSSr: an R package for comprehensive analyses of TSS sequencing data
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ABSTRACT

Transcription initiation is regulated in a highly organized fashion to ensure proper cellular functions. Accurate identification of transcription start sites (TSSs) and quantitative characterization of transcription initiation activities are fundamental steps for studies of regulated transcriptions and core promoter structures. Several high-throughput techniques have been developed to sequence the very 5′end of RNA transcripts (TSS sequencing) on the genome scale. Bioinformatics tools are essential for processing, analysis, and visualization of TSS sequencing data. Here, we present TSSr, an R package that provides rich functions for mapping TSS and characterizations of structures and activities of core promoters based on all types of TSS sequencing data. Specifically, TSSr implements several newly developed algorithms for accurately identifying TSSs from mapped sequencing reads and inference of core promoters, which are a prerequisite for subsequent functional analyses of TSS data. Furthermore, TSSr also enables users to export various types of TSS data that can be visualized by genome browser for inspection of promoter activities in association with other genomic features, and to generate publication-ready TSS graphs. These user-friendly features could greatly facilitate studies of transcription initiation based on TSS sequencing data. The source code and detailed documentations of TSSr can be freely accessed at https://github.com/Linlab-slu/TSSr.

INTRODUCTION

Gene transcription is finely regulated to ensure proper cellular functions. Most transcriptional regulatory signals are integrated as inputs to control the process of transcription initiation (1,2). In eukaryotes, transcription of protein-coding RNA (mRNA) and several classes of non-coding RNAs are carried out by the preinitiation complex (PIC) that consists of RNA polymerase II (pol II) and many general transcription factors. PIC assembly occurs at core promoter regions and positions pol II to initiate transcriptions from transcription start sites (TSSs) (3). Recent studies revealed that transcription of most eukaryotic genes can be initiated from multiple core promoters, and each core promoter may contain an array of neighboring TSSs (1,4,5). Furthermore, alternative usage of different core promoters by a gene was found prevalent, which was believed to play an important role in gene function and regulation (4,5). Transcription initiation from undesired TSSs was found associated with many human diseases, such as breast cancer, Alzheimer’s disease, etc. (6,7). Therefore, identification of TSSs and characterization of core promoter activities are fundamental steps that toward better understandings of regulatory mechanisms of gene expression and how cells perform their functions.

Several high-throughput sequencing techniques have been developed to sequence the very 5′ends of RNA transcripts for TSS identification on the genome scale. Examples of these techniques include cap analysis of gene expression (CAGE) (8), nano-capture analysis of gene expression (NanoCAGE) (9), transcript leader sequencing (TL-seq) (10), transcript isofrom sequencing (TIF-seq) (11), TSS-seq (12), RAMPAGE (13,14), single-cell tagged reverse transcription (STRT) (15), global nuclear run-on cap (GRO-cap) (16), MAPCap (17) and STRIPE-seq (18). The 5′end reads of transcripts generated by these high-throughput techniques can be used to determine the origins of transcription at single-nucleotide resolution, providing accurate 5′boundary information of genes for genome annotations. In addition, the high-resolution TSS map allows us to identify core promoters by grouping neighboring TSSs that form distinct TSS clusters (TCs) (19). Examination of
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sequence context near core promoters facilitates the discovery of core promoter elements and other regulatory motifs, contributing to a better understanding of the genetic architecture of gene promoters and regulatory networks. TSS sequencing data also quantify the abundance of transcripts initiated from each TSS and core promoter. The quantitative information is valuable for characterizations of regulated transcription initiation activities in different cell types or in response to environmental stimuli at the level of individual TSS or core promoter.

Another important application of TSS data is to study core promoter shape, which is the distribution of TSS signals within a core promoter. Transcription initiation from some core promoters mainly occurs from one predominant TSS, recognized as a ‘sharp’ shape of core promoters. In contrast, transcription initiation activities in some core promoters are highly dispersed, forming a ‘broad’ shape of core promoters (4,20). Recent evidence demonstrated that core promoter shape is a genetic trait that reflects distinct regulatory mechanisms of transcription initiation (4,20,21). For example, ‘broad’ core promoters in *Drosophila* are over-represented in ubiquitously expressed genes, while ‘sharp’ core promoters are mostly found in tissue-specific expressed genes (20). Thus, characterization of core promoter shape could provide valuable insights into studies of regulated transcription. Several quantification algorithms of core promoter shape have been reported, such as inter-quantile width of core promoters (22), shape index (20) and promoter shape score (5).

In summary, interrogations of TSS sequencing data are essential for accurate genome annotation and studies of regulated gene transcription. Multiple bioinformatics tools have been developed for analyzing TSS sequencing data, such as CAGEr (22), TSReader (23), CAGEfightR (24), icer (17) and TSReader (25). Most of these tools provide functions for identifying TSSs from aligned sequencing reads, identifying core promoters, quantification of core promoter shape, and differential expression analyses. These bioinformatics tools have greatly facilitated the studies of transcription initiation. Our previous studies based on a large collection of TSS sequencing data from various organisms identified several areas of improvement for bioinformatic processing of TSS data (5,26–28). Here, we present a novel R package ‘TSSr’ by implementing several new algorithms we developed to provide rich functions for processing and comprehensive analyses of different types of TSS sequencing data. These new algorithms address existing issues related to TSS calling, TSS clustering, filtering of reads that are generated by technical artifacts, and identification of bona fide core promoters. TSSr also provides a variety of utilities for downstream analyses of TSS data, such as annotation of core promoters and generation of publication-quality TSS graphs. These features make TSSr an all-in-one tool for comprehensive interrogations of TSS sequencing data.

**MATERIALS AND METHODS**

**Development of TSSr as an R package**

We developed TSSr, an R package for comprehensive analyses of TSS sequencing data generated by different library preparation protocols. TSSr provides a variety of functions for processing and analysis of TSS data, such as identification of TSSs from mapped sequencing reads, core promoter identification by TSS clustering, core promoter annotation, quantification of core promoter shape and alternative usage of core promoter, inference of enhancers, differential expression analysis, as well as generation of various vector graphics for publication (Figure 1). The package also includes detailed descriptions of each function of TSSr, example commands and default parameters. The source code of TSSr package is available at GitHub https://github.com/Linlab-slu/TSSr.

**Workflow of TSSr**

The workflow and functions of TSSr are illustrated in Figure 1. TSSr accepts two types of input data: read alignment files or TSS tables. The read alignment files in compressed binary alignment map (BAM) format are required if users intend to call TSSs from raw sequencing data. BAM files can be derived from mapping of either paired-end or single-end TSS sequencing reads. Users should set ‘inputFilesType’ as ‘bam’ for single-end reads and as ‘bam-PairedEnd’ for paired-end BAM files. To provide more accurate quantification of transcription initiation events at each TSS, we recommend excluding reads mapped to rRNA from BAM files before TSS calling and subsequent analyses. Removal of rRNA reads from BAM files can be carried out by rRNAdust (https://fantom.gsc.riken.jp/5/starr/Protocols:rRNAdust) based on RNA sequences provided by users. rRNAdust adds a value of 512 to the FLAG score for each rRNA reads, which will be excluded by TSSr during TSS calling. The reference genome stored as a BSgenome data package must be provided for TSS calling. TSSr also accepts TSS tables generated by TSSr or other bioinformatics tools as input data. A TSS table can be a tab-delimited text file, a BigWig (bw) binary type file, or browser extensible data (bed) type file. A tab-delimited TSS table contains chromosome ID, genomic coordinates, strand information, and raw or normalized read counts of each sample. An example tab-delimited table is included in the package. Users should set ‘inputFilesType = TSSTable’ in this scenario.

Before TSS calling, TSSr removes reads that are below certain sequencing quality and mapping quality. The default threshold for Phred quality score is 10, and mapping quality (MAPQ score) is 20. Users may change these parameters by setting different values for ‘sequencingQualityThreshold’ and ‘mappingQualityThreshold’ when running the ‘getTSS’ function.

The TSS data are stored as an S4 class R object. Based on the provided sample list, TSS data from different biological replicates can be merged and normalized as TPM (Tags per million mapped tags). Users may use the ‘filterTSS’ option to remove TSSs with low support from mapped reads based on TPM value or *P*-value inferred by ‘Poisson distribution’. The matrix of raw counts or normalized TPM of each TSS can be exported to either as tab-delimited files or bedGraph/BigWig files which can be visualized by the UCSC Genome Browser (29) or Integrative Genomics Viewer (IGV) (30). The consistency between bi-
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inferred using the ‘shiftPromoter’ function in TSSr. Major functions and implemented algorithms in TSSr are described in the Results section.

Comparisons of the functionalities and features between TSSr and other R packages for TSS analysis, including CAGEr, TSS.plot, TSSr.chitect, CAGEfightR and ictea, are summarized in Supplementary Table S1.

**Example data**

We used a subset of CAGE sequencing data obtained from our previous study to demonstrate the functionality of the TSSr package (5). The example data include four BAM files (SL01, SL02, SL03 and SL04). SL01 and SL02 are two biological replicates of CAGE reads obtained from Saccharomyces cerevisiae grown in rich medium (YPD), while SL03 and SL04 were obtained by treating S. cerevisiae with a factor (Arrest). The CAGE reads were mapped to the reference genome of S. cerevisiae (R64-2-1) using HISAT2 (31).

To reduce file size, each BAM file only includes sequencing reads mapped to two chromosomes (Chr I and Chr II). The example BAM files can be downloaded from http://www.zinlab.org/TSSr.html. The BSgenome object of S. cerevisiae ‘BSgenome.Scerevisiae.UCSC.sacCer3’ was obtained from BSgenome Bioconductor package (https://bioconductor.org/packages/BSgenome). Genome annotation of S. cerevisiae (R64-2-1) was downloaded from the Saccharomyces Genome Database (32).

**RESULTS**

**TSS calling based on an improved algorithm**

Mapping the exact position of TSSs from read alignment files is a crucial step of TSS sequencing data processing. Due to technical artifacts and stochastic transcriptional activities, a portion of TSSs inferred from TSS sequencing reads may not represent bona fide TSSs, which should be removed from the TSS list. The most significant structural feature of the 5′ end of mRNA transcripts is the presence of a cap structure (e.g. N7-methylated guanosine, or m7G) which was added during transcribe. The m7G cap protects the transcript from exonuclease cleavage and is required for cap-dependent initiation of protein synthesis (33,34). For techniques based on cap capturing, such as CAGE, m7G was reverse transcribed and sequenced, referred to as reverse techniques based on cap capturing, such as CAGE, m7G or more uncoded 5′ ends.

When the first nucleotide at the 5′ end of transcripts is a purine (A or G), a matched G at the 5′ end of a tag is considered as a G cap, and the first G is not removed when calling TSS positions (Figure 2A). This strategy makes TSSr also suitable for calling TSSs from 5′ end sequencing reads that are not based on cap capture techniques. The differences in TSS calling between TSSr and CAGEr show that TSSr-called TSSs demonstrate a much stronger preference of PyPu dinucleotide at the [−1,+1] positions of TSS (4,27,35). Therefore, if a matched G at the 5′ end of a tag is considered as an added cap (4), removing the matched G usually results in a TSS with non-PyPu dinucleotide at [−1,+1], which is extremely unlikely. Therefore, the proportional split of reads with a matched G could lead to many TSSs that lack the PyPu dinucleotide at the [−1,+1] sites (Figure 2A). To address this issue, TSSr treats the 5′ end of reads with matched G as genome-coded G, and the first G is not removed when calling TSS positions (Figure 2A). This strategy makes TSSr also suitable for calling TSSs from 5′ end sequencing reads that are not based on cap capture techniques. The differences in TSS calling between TSSr and CAGEr show that TSSr-called TSSs demonstrate a much stronger preference of PyPu dinucleotide at the [−1,+1] sites (Figure 2B, Supplementary Table S2), supporting a more accurate TSS calling.

During read mapping, users may use ‘soft-clipping’ option to ignore bases from either side of reads that do not match well to the reference genome. By excluding unmatched bases of read ends from read mapping, soft-clipping could increase the overall mapping rate. However, soft-clipping ignores not only non-genome-matching Gs, but also other non-matching 5′ end bases, which introduces false-positive TSSs. Among those reads with soft-clipping of multiple bases at the 5′ end, only a small portion are un-
coded Gs. Therefore, we recommend not to use soft-clipping for TSS sequencing data. If the bam files are generated with ‘soft-clipping’, the ‘softclippingAllowed’ argument of ‘getTSS’ function in TSSr should be set as ‘TRUE’. TSSr defines the 5’-most non-soft-clipped base as TSS for soft-clipped bam files.

**TSSr reduced false-positive TSSs by filtering non-bona fide TSSs**

Stochastic and cryptic transcription was found prevalent in eukaryotic cells (5,36). In addition, technical artifacts of library preparation also include some non-5’ end RNA fragments in TSS sequencing libraries (27). Thus, it is necessary to remove as many non-bona fide TSSs as possible to provide more accurate mappings of the 5’ boundaries of transcripts and inference of core promoters. As these TSSs tend to be supported by a lower number of sequencing reads, previous studies remove TSSs based on the number of supported tags or normalized value, e.g., TPM. Considering that the effectiveness of these filtering methods depends on sequencing depths and genome size, TSSr implements a new filtering method that estimates the statistical significance of read support for each called TSS given a sequencing depth and genome size (27). In brief, TSSr calculates the probability of observing k numbers of reads supporting each TSS based on the sequencing depth of the sample per the Poisson distribution (27). Only TSSs with a significantly larger number of supporting reads than expected (default threshold \( P < 0.01 \)) are considered as qualified TSSs. Non-significant TSSs are thus filtered by TSSr. Alternatively, users may choose the ‘tpm’ method to filter TSSs that below a user-defined threshold (default TPM threshold = 0.1).

**Identification of core promoters using the peak-based clustering (peakclu) method**

Reconstruction of core promoters by clustering nearby TSSs is a challenging task due to the presence of transcriptional noises and technical artifacts. Several algorithms have been developed to cluster TSSs to infer core promoters. Frith et al. (37) developed a parametric clustering (paraclu) algorithm that attempts to find genomic intervals that contain stronger TSS signals than their surrounding regions, which can be contained within each other and generate a hierarchy of peaks. Collapsing the overlapped regions into a single level of the peak hierarchy by excluding all peaks contained within others might give rise to broad clusters, which is not explanatory from a biological perspective. RECLU improved paraclu to identify reproducible clusters across replicas based on the irreproducible discovery rate (IDR) (38). A distance-based clustering (‘distclu’), which was implemented in the CAGEr package (22) reconstruct promoters based on the distances between neighboring TSSs, which might result in super-broad clusters if there are continuous weak signals adjacent to strong ones or many trivial clusters when neighboring TSSs are in a greater distance than the maximal allowed distance. ADAPT-CAGE distinguishes between CAGE signal derived from TSSs and transcriptional noise using a Machine Learning framework, which relies on histone modification data and genomic location (39).

In the TSSr package, we implemented a newly developed TSS clustering algorithm based on peaking identification, namely ‘peakclu’ (peak clustering) (27). Briefly, peakclu applies a sliding window approach (default window size = 100 bp with step size = 1) to scan TSS signals from the 5’ end of both strands of each chromosome (Figure 3A). In each window, the TSS with the highest TPM value was identified as the peak. The surrounding TSSs are grouped with the peak into a TC. The clustering process of a TC terminates if a TSS is \( \geq n \) bp (default \( n = 30 \)) away from the nearest upstream TSS. In addition to setting a minimal allowed distance between peaks, TSSr offers another option to set maximal allowed extension distance between neighboring TSSs around peaks, which enables users to define the boundaries between neighboring core promoters. Based on empirical data, it shows that the peakclu algorithm provides a better way of identifying core promoters, which reduces the risk of joining small TSS clusters together (Figure 3B-C). TSSr calculates inter-quantile width of a TC based on the cumulative distribution of TSS signals within the TC. The positions of the 10th to 90th quantiles of TSS signals, which include at least 80% transcription initiation signals within a cluster, were defined as the 5’ and 3’ boundaries of the core promoter (Figure 3A).

We also noticed that many low TPM TCs are commonly found downstream of a highly expressed TC, and most of these weak TCs are located within coding regions. These weak downstream TCs could be produced by stochastic transcription initiation, transcript recapping events, or inclusions of partial RNA fragments generated during library preparation. Therefore, it is unlikely that these TCs represent genuine core promoters, and it is better to remove them from subsequent analyses. TSSr implements a local filtering strategy to remove these TCs if their signals are lower than a user-defined percentage of the strongest upstream TC of a gene (known as a representative core promoter) (Figure 3B, C). The default threshold of local filtering is 0.02. We evaluated the impacts of different thresholds of local filtering on the total number of inferred TCs and assigned TCs (those located in canonical promoter regions) by using four ‘localThreshold’ values (localThreshold = 0, 0.02, 0.06 and 0.1). As shown in Supplementary Table S3, an increase in local filtering threshold increases the total number of inferred TCs, while it reduces the maximum inter-quantile width of TCs, suggesting that stronger local filtering could split broad TCs into multiple TCs. However, the numbers of TCs assigned to genes are largely unaffected, supporting the local filtering mainly influences TSS clustering in coding regions (Supplementary Table S3). With two layers of local filtering on TSSs and TCs, TSSr reduces potentially false-positive core promoters of genes (Figure 3B, C). From a genome-scale perspective, TSSr significantly reduces broad core promoters of which inter-quantile widths are > 100 bp (Figure 3D).

**Quantification of core promoter shape**

TSSr provides three different options, inter-quantile width, shape index (SI), and promoter shape score (PSS), to quantify core promoter shape. Inter-quantile width refers to the distance between the locations of the 10th percentile to the
Figure 3. Peak-based clustering algorithm (peakclu). (A) A schematic representation of ‘peakclu’ method implemented in TSSr. The thinner box represents the starting and ending points of a TSS cluster. The thicker box indicates its inter-quantile boundaries (from 10th percentile to 90th percentile). The vertical line represents the peak or dominant TSS of a TSS cluster. (B) An example of TSS clustering around gene YBR106W. (C) An example of TSS clustering around gene YDL170W. (D) Histogram showing the distribution of inter-quantile widths of TSS clusters defined by the ‘peakclu’ algorithm in TSSr and ‘disclu’ algorithm in CAGEr.

90th percentile TSS signals within a TSS cluster. Thus, it measures the width of a core promoter, but lacks the information of distribution patterns of TSS signals within a core promoter. Inter-quantile width could be significantly affected by different clustering methods. SI takes into consideration the distribution patterns of TSS signals within core promoters, while it ignores the spacing between different TSSs and core promoter width. PSS takes both core promoter inter-quantile width and distributions of TSS signals into consideration (5), providing a more accurate characterization of core promoter shape (Figure 4A). TSSr also offers a function to generate histograms of inter-quantile width, SI, and PSS values to illustrate the distributions of core promoter shape (Figure 4B).

Associate TCs to annotated genes as putative core promoters and inference of putative enhancers

Associate TCs to annotated genes as their core promoters is required for annotation of the 5′ boundaries of genomic features. This process is also a prerequisite for further interrogations of regulated transcription initiation at the gene
Figure 4. Core promoter shape. (A) Examples of sharp and broad core promoter shape and their corresponding PSS values. PSS starts from 0, which is the sharpest shape of core promoter that contains a single TSS. The PSS value increases with an increase of TSS number in a core promoter and more even distribution of TSS signals. (B) A density histogram demonstrates the different distribution of PSS values of the two example data (YPD versus Arrest) used in this study.

level. TSSr offers the ‘annotateCluster’ function to assign TCs to their downstream genes. By default, only TCs with ≥0.02 TPM are used for the annotation process. The assignment of a TC to a gene is based on the distance between the position of the dominant TSS of a TC and the annotated 5’ ends of coding sequences (start codon of CDS) or transcripts (with annotated TSS). If the genome annotation does not include annotated TSSs, the user will need to use CDS for TC association (annotationType = ‘genes’), and the default maximum distance between the dominant TSS and CDS is 1000 bp (‘upstream = 1000’). For compact genomes, such as S. cerevisiae, a TC might overlap with the CDS of an upstream gene, so the user will need to set the maximum overlapping region between the dominant TSS of the TC and the 3’ end of the overlapping CDS. By default, the distance must be less than 500 bp (‘upstreamOverlap = 500’). These default parameters work best for compact genomes with limited introns, such as budding yeasts. A longer ‘upstream’ distance should be used for genomes with a much larger size or higher intron density. If the ‘transcript’ feature of genome annotation includes 5’UTRs or annotated TSSs, the user is recommended to use the ‘transcript’ feature for TC annotation because introns could be prevalent in 5’UTRs in many organisms. In this scenario, ‘annotationType’ should be set as ‘transcript’ (the default distance parameter is 500 bp). Because the genomes size and the number of introns vary substantially among organisms, it is necessary to apply customized criteria for TC assignment for different organisms. Users are advised to adjust the assignment criteria for core promoter assignment in TSSr based on the information included in genome annotation and gene structure of an organism (Figure 5A).

In higher eukaryotes, enhancers are usually found in remote locations of the corresponding transcription units and are independent of their orientation (40). Analysis of human CAGE data demonstrated that enhancer activity could be inferred based on the presence of balanced bidirectional capped transcripts (41). TSSr provides a function ‘callEnhancer’ to infer putative enhancers from unassigned TCs following the criteria defined in (41). In summary, two TCs are inferred as putative enhancer TCs if they are: (i) bidirectional; (ii) located within 400 bp; (iii) have a directionality score |D| < 0.8; and (iv) at least 2 kb away from the dominant TSS of core promoter in any annotated genes (user may change the default distance through the ‘dis2gene’ argument).

Differential expression analysis and core promoter shift

CAGE and other TSS sequencing data can be used to quantify transcription abundance and differential expression analysis, as each read represents a transcript. TSSr implements DESeq2 (42) for differential expression analysis between any pair of RNA samples. TSSr quantifies the read count of each gene as the total number of TSS reads in all TCs assigned to the gene, and the obtained raw read counts are then used as the input matrix for DESeq2. The results of differential expression analysis by DESeq2 can be exported as a tab-delimited text file by using the function ‘exportDETable’. TSSr also provides ‘plotDE’ function to generate a volcano plot for visualization of the DESeq2 results (Figure 5B).

Differential expression analysis quantifies changes of transcription abundance for each gene between different samples, but it does not reflect alternative usage of core promoters within a gene. TSSr implements an algorithm (‘shiftPromoter’) to calculate the core promoter shift score $D_s$, which quantifies the degree of alternative usage of core promoters by a gene between different RNA samples (5). $D_s$ is calculated based on the proportional changes of TSS reads in the two most highly expressed core promoters of a gene between two samples (Figure 6A). We only considered the
Figure 5. Assigning TCs to genes and differential gene expression. (A) Schematic illustration of different strategies of assigning TCs to a downstream gene depending on types of genome annotations (CDS or transcript). (B) Volcano plot shows differentially expressed genes (in red, $P < 0.01$ and $\log_2$ fold-change $> 1$ or $<-1$ between two RNA samples (YPD versus Arrest) based on CAGE reads. Each dot represents a gene.

Figure 6. Core promoter shift. (A) Schematic illustration of genes with two core promoters and the equation of degree of core promoter shift ($D_s$). (B) An example of core promoter shift between different growth conditions (YPD versus Arrest).
Figure 7. An unaltered output of TSS graph generated by TSSr. In this example, the TSS graph illustrates the distribution of TSS signals and TSS clusters near the YBR168W gene. Only TSS signals from the same strand are shown in this example. Users may set ‘Bidirection = TRUE’ to include TSS signals from both directions.

The top 2 clusters for $D_s$ calculation because the top 2 TCs usually account for >99% TSS signals in genes with ≥2 TCs. The statistical significance of the $D_s$ score is inferred by the chi-square test, and an FDR value is calculated by adjusting $P$-value for multiple tests (by the Benjamini-Hochberg procedure). For example, two core promoters are present upstream of the $CIKI$ gene (YMR198W) in $S.~cerevisiae$, designated as distal core promoter ($D_r$) and proximal core promoter ($P_t$) here. Almost all transcription initiation signals are detected within distal core promoter ($D_r$) in yeast cells grown in rich medium (YPD). After treatment of α factor that arrests the yeast cells in G1 phase (Figure 6B), most transcription initiation signals have switched to the proximal core promoter ($P_t$), demonstrating a significant core promoter shift ($D_s = 15.1$, FDR = $1.51 \times 10^{-8}$). If a gene contains more than two core promoters, only the two with the highest TPM values are selected to calculate the $D_s$ score.

Transcription initiation from different core promoters of a gene yields different transcript isoforms. Thus, alternative usage of core promoters leads to differential transcript usage (DTU). Several RNA-seq bioinformatics tools, such as DRIMSeq (43), DEXSeq (44) or edgeR (45) provide a function to detect DTU using more sophisticated statistical tests. To compare the $D_s$ statistics to these established methods for DTU, we obtained the raw read counts from the example data and used them as the input for DRIMSeq, which infer DTU based on reads of each transcript isoform. Among 75 genes with significant alternative usage of core promoters detected by TSSr based on the example data, 66 of them were also identified with significant DTU by DRIMSeq (Supplementary Table S4, adj. $P$-value < 0.01). In addition, all of the top 30 genes detected by TSSr are in the list of genes with significant DTU by DRIMSeq, suggesting good agreement between the two methods.

Generation of publication-quality TSS graphs

Visualization of TSS signals of genes provides visual insights into the complex transcription initiation landscape, such as the presence of multiple core promoters, different transcriptional activities among these promoters, promoter shape, and dynamic change of promoter activities across samples. TSSr includes the ‘plotTSS’ function to generate...
TSSr can handle a large number of human samples

We conducted benchmark tests using different numbers of TSS sequencing files obtained in human samples to test how TSSr performs for large genomes. Bertin et al. generated 62 CAGEscan libraries from 56 human RNA sources, with 6 of them were prepared in duplicate (46). The bam files of the 62 libraries were downloaded from the FANTOM5 database (47). We ran five benchmark tests for TSSr using different numbers of bam input files to obtain its running times and memory usage. In the first four tests, we randomly selected 4, 8, 16 and 32 libraries from the 62 bams as input for TSSr. For Test 5, all the 62 bams were used. Because 50 of the 62 bam files lack biological replicates, we randomly group 4 bam files as biological replicates of a sample for benchmark tests. The running times were recorded using the Sys.time() function in R for four key functions of TSSr, which are time-consuming, including calling TSS from bam files (getTSS), TSS clustering (clusterTSS), calculating PSS (shapeCluster), and associating TCs to genomic features (annotateCluster). The R object size and memory usage were measured by pryr::object_size() and pryr::mem_used(). All the tests were carried out using a Dell PowerEdge T630 server (2 × Intel Xeon CPU E5-2640 @ 2.60 GHz, 128GB RAM, CentOS 7.0). In general, the processing times and object R size increases linearly with the increase of input file numbers. TSSr was able to complete the analyses of 62 human bam files for less than 8 hours, supporting that TSSr is capable of handling a large number of samples from large genomes with a single-node server.

DISCUSSION

TSSr is a user-friendly R package that provides a wide range of functions for comprehensive analyses of various types of TSS sequencing data, such as CAGE, TF-seq, and TILL-seq. One of the key features implemented in TSSr is a new strategy for identifying TSS based on the strong preference for pyrimidine-purine dinucleotides at position [−1, +1] of TSSs (5,20,48). In addition, a new TSS clustering algorithm, peakelu, was employed in TSSr for accurate identifications of core promoters. Furthermore, TSSr accepts multiple formats of input data and exports a variety of result tables, publication-ready graphs and data tables, which can be easily visualized in UCSC Genome Browser or IGV, presenting a powerful tool for comprehensive TSS data analyses. This application would facilitate studies related to transcription initiation and its underlying genetic basis.
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