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Abstract

Due to the broad range of applications of reinforcement learning (RL), understanding the effects of adversarial attacks against RL model is essential for the safe applications of this model. Prior theoretical works on adversarial attacks against RL mainly focus on either observation poisoning attacks or environment poisoning attacks. In this paper, we introduce a new class of attacks named action poisoning attacks, where an adversary can change the action signal selected by the agent. Compared with existing attack models, the attacker’s ability in the proposed action poisoning attack model is more restricted, which brings some design challenges. We study the action poisoning attack in both white-box and black-box settings. We introduce an adaptive attack scheme called LCB-H, which works for most RL agents in the black-box setting. We prove that the LCB-H attack can force any efficient RL agent, whose dynamic regret scales sublinearly with the total number of steps taken, to choose actions according to a policy selected by the attacker very frequently, with only sublinear cost. In addition, we apply LCB-H attack against a popular model-free RL algorithm: UCB-H. We show that, even in the black-box setting, by spending only logarithm cost, the proposed LCB-H attack scheme can force the UCB-H agent to choose actions according to the policy selected by the attacker very frequently.

1 Introduction

Reinforcement learning (RL), a framework of control-theoretic problem that makes decisions over time under uncertain environment, has many applications in a variety of scenarios such as recommendation systems [Zhao et al., 2018], autonomous driving [O’Kelly et al., 2018], finance [Liu et al., 2020] and business management [Nazari et al., 2018], to name a few. As RL models are being increasingly used in safety critical and security related applications, it is critical to developing trustworthy RL systems. Understanding the effects of adversarial attacks on RL systems is the first step towards the goal of safe applications of RL models.

While there is much existing work addressing adversarial attacks on supervised learning models [Szegedy et al., 2014, Goodfellow et al., 2015, Kurakin et al., 2017, Moosavi-Dezfooli et al., 2017, Wang et al., 2018, Cohen et al., 2019, Dohmatob, 2019, Wang et al., 2019, Zhang and Zhu, 2019, Carmon et al., 2019, Pinot et al., 2019, Alayrac et al., 2019, Dasgupta et al., 2019, Cicalese et al., 2020, Li et al., 2021], the understanding of adversarial attacks on RL models is less complete. Among the limited existing works on adversarial attacks against RL, they formally or experimentally considers different types of poisoning attack [Huang and Zhu, 2019, Ma et al., 2019, Zhang et al., 2020, Sun et al., 2021, Rakhsha et al., 2020, 2021b, Sun et al., 2021] discusses the differences between the poisoning attacks. In the observation poisoning setting, the attacker is able to manipulate the observations of the agent. Before the agent receives the reward signal or the state signal from
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the environment, the attacker is able to modify the data. In the environment poisoning setting, the attacker could directly change the underlying environment, i.e., the Markov decision process (MDP) model.

In this paper, we introduce a suite of novel attacks on RL named action poisoning attacks. In the proposed action poisoning attacks models, an attacker sits between the agent and the environment and could change the agent’s action. For example, in auto-driving systems, the attacker could implement destabilizing forces or manipulate the action signal, so as to change the brake force. Compared with the observation poisoning or environment poisoning attacks, the ability of the attacker in the action poisoning attack is more restricted, which brings some design challenges. In particular, compared with observation poisoning and environment poisoning attacks, the effects of the action poisoning attack on the change of observation is less direct. Furthermore, when the action space is discrete and finite, the ability of the action poisoning attacker is severely limited. We note that the goal of this paper is not to promote action manipulation attacks. Rather our goal is to understand the potential risks of action manipulation attacks, as understanding the risks of different kinds of adversarial attacks on RL is essential for the safe applications of RL model and designing robust RL systems.

In this paper, we investigate action poisoning attacks in both white-box and black-box settings. The white-box attack setting makes strong assumptions. In particular, the attacker has full information of the underlying MDP, the agent’s algorithm or the agent’s previous policy models, or all of them. While it is often unrealistic to exactly know the underlying environment or have the right to obtain the information of the agent’s model, the understanding of the white-box attacks could provide insights on how to design black-box attack schemes. In the black-box setting, the attacker has no prior information of the underlying MDP and does not know the agent’s algorithm. The only information the attacker has is observations generated from the environment when the agent interacts with the environment. The black-box setting is much more practical and is suitable for more realistic scenarios.

Contributions: Our main contributions are as follows: (1) We propose an action poisoning attack model in which the attacker aims to force the agent to learn a policy selected by the attacker (will be called target policy in the sequel) by changing the agent’s actions to other actions. We use loss and cost functions to evaluate the effects of the action poisoning attack on a RL agent. The cost is the cumulative number of times when the attacker changes the agent’s action, and the loss is the cumulative number of times when the agent does not follow the target policy. It is clearly of interest to minimize both the cost and loss functions. (2) In the white-box setting, we introduce an attack strategy named $\alpha$-portion attack. We show that the $\alpha$-portion attack strategy can force any sub-linear-regret RL agent to choose actions according to the target policy specified by the attacker with sub-linear cost and sub-linear loss. (3) We develop a black-box attack strategy, LCB-H, that nearly matches the performance of the white-box $\alpha$-portion attack. To the best of our knowledge, LCB-H is the first black-box action poisoning attack scheme that provably works against RL agents. (4) We investigate the impact of the LCH-B attack on UCB-H [Jin et al., 2018], a popular and efficient model-free $Q$-learning algorithm, and show that, by spending only logarithm cost, the LCB-H attack can force the UCB-H agent to choose actions according to the target policy with logarithm loss.

Related work: Existing works on poisoning attacks against RL have studied different types of adversarial manipulations. [Ma et al., 2019] studies reward poisoning attack against batch RL in which the attacker is able to gather and modify the collected batch data. [Rakhsha et al., 2020] proposes a white-box environment poisoning model in which the attacker could manipulate the original MDP to a poisoned MDP. [Zhang et al., 2020] studies online white-box reward poisoning attacks in which the attacker could manipulate the reward signal before the agent receives it. [Sun et al., 2021] proposes a practical black-box poisoning algorithm called VA2C-P. Their empirical results show that VA2C-P works for deep policy gradient RL agents without any prior knowledge of the environment. [Rakhsha et al., 2021b] develops a black-box reward poisoning attack strategy called U2, that can provably attack any efficient RL algorithms. There are also some interesting works that focus on attacking multi-arm bandit problems. In particular, [Jun et al., 2018, Liu and Shroff, 2019] investigate reward poisoning attacks and show that the attacker can manipulate the behavior of the bandit algorithms by spending only logarithm cost. [Guan et al., 2020] considers a reward poisoning attack model where an adversary attacks with a certain probability at each round. [Liu and Lat, 2020a,b] proposes an action poisoning attack strategy against multi-arm bandit problems. There are some empirical studies in action poisoning attacks against deep RL. [Pinto et al., 2017, Lee et al.,]
We use \( \tilde{\pi} \) where the \( \tilde{Q} \) value function and \( \pi \) bounded. Under this case, there always exists an optimal policy. In particular, at each episode and the environment. The attacker can monitor the state, the actions of the agent and the reward.

In this paper, we introduce a novel adversary setting, in which the attacker sits between the agent and the environment. The attacker can monitor the state, the actions of the agent and the reward signals from the environment. Furthermore, the attacker can introduce action poisoning attacks on RL agent. In particular, at each episode \( k \) and step \( h \), after the agent chooses an action \( a_h^k \), the attacker can change it to another action \( \tilde{a}_h^k \in A \). If the attacker decides not to attack, \( \tilde{a}_h^k = a_h^k \). Then the environment receives \( \tilde{a}_h^k \), and generates a random reward \( r_h^k \) with mean \( R_h(s_h^k, \tilde{a}_h^k) \) and the

**Potential negative societal impacts:** The attack strategies discussed in this paper could potentially be used by malicious users to attack real RL systems. The goal of this paper is to understand and highlight the potential negative consequences of action manipulation attacks, with the hope to raise awareness of this issue in the research community. It is also our intention to design robust RL algorithms that can defend against such attacks in our future work.

## 2 Problem Formulation

Consider a tabular episodic MDP \( \mathcal{M} = (S, A, H, P, R) \), where \( S \) is the state space with \( |S| = S \), \( A \) is the action space with \( |A| = A \), \( H \in \mathbb{Z}^+ \) is the number of steps in each episode, \( P_h : S \times A \times S \to [0, 1] \) is the probability transition function which maps state-action-state pair to a probability, \( R_h : S \times A \to [0, 1] \) represents the reward function in the step \( h \). In this paper, the probability transition functions and the reward functions can be different at different steps.

The agent interacts with the environment in a sequence of episodes. The total number of episodes is \( K \). In each episode \( k \in [K] \) of this MDP, the initial states \( s_1 \) is generated randomly by a distribution or chosen by the environment. Initial states may be different between episodes. At each step \( h \in [H] \) of an episode, the agent observes the state \( s_h \) and chooses an action \( a_h \). After receiving the action, the environment generates a random reward \( r_h \in [0, 1] \) derived from a distribution with mean \( R_h(s_h, a_h) \) and next state \( s_{h+1} \) which is drawn from the distribution \( P_h(s_h, a_h) \). \( P_h(s, a) \) represents the probability distribution over states if action \( a \) is taken for state \( s \). The agent stops interacting with environment after \( H \) steps and starts another episode.

The policy \( \pi \) of the agent is expressed as a mappings \( \pi : S \times [H] \times A \to [0, 1] \). \( \pi_h(a|s) \) represents the probability of taking action \( a \) in state \( s \) under stochastic policy \( \pi \) at step \( h \). We have that \( \sum_{a \in A} \pi_h(a|s) = 1 \). A deterministic policy is a policy that maps each state to a particular action. For notation convenience, for a deterministic policy \( \pi \), we use \( \pi_h(s) \) to denote the action \( a \) which satisfies \( \pi_h(a|s) = 1 \). Interacting with the environment \( \mathcal{M} \), the policy induces a random trajectory \( \{s_1, a_1, r_1, s_2, a_2, r_2, \cdots, s_H, a_H, r_H, s_{H+1}\} \).

We use \( V_h^\pi : S \to \mathbb{R} \) to denote the value function at step \( h \) under policy \( \pi \). Given a policy \( \pi \) and step \( h \), the value function of a state \( s \in S \) and the Q-function \( Q_h^\pi : S \times A \to \mathbb{R} \) of a state-action pair \( (s, a) \) are defined as: \( V_h^\pi(s) = \mathbb{E} \left[ \sum_{h'=h}^H r_{h'}|s_h = s, \pi \right] \) and \( Q_h^\pi(s, a) = \mathbb{E} \left[ \sum_{h'=h}^H r_{h'}|s_h = s, a_h = a, \pi \right] \), which represent the expected total rewards received from step \( h \) to \( H \), under policy \( \pi \), starting from state \( s \) and state-action pair \( (s, a) \) respectively. It is well-known that the value function and Q-function satisfy the Bellman consistency equations. For notation simplicity, we denote \( V_{H+1}^\pi = 0 \), \( Q_{H+1}^\pi(s, a) = 0 \) and \( P_h V_{H+1}^\pi(s, a) = \mathbb{E}_{s' \sim P_h(s, a)}[V_{H+1}^\pi(s')] \).

In this paper, we assume that the state space \( S \) and action space \( A \) are finite sets, and the planning horizon \( H \) is finite. Reward \( r_h \) is bounded by \([0, 1]\), so the value function and Q-function are bounded. Under this case, there always exists an optimal policy \( \pi^* \) such that \( \pi^* \) maximize the value function and Q-function: \( V_h^*(s) := V_h^{\pi^*}(s) = \sup_{\pi} V_h^{\pi}(s) \) and \( Q_h^*(s, a) := Q_h^{\pi^*}(s, a) = \sup_{\pi} Q_h^{\pi}(s, a) \), for all \( s, a \) and \( h \). We measure the performance of the agent over \( K \) episodes by the regret defined as:

\[
\text{Regret}(K) = \sum_{k=1}^K \left( V_1^{\pi^*}(s_1^k) - V_1^{\pi_k^*}(s_1^k) \right),
\]

where \( s_1^k \) is the initial state and \( \pi_k^* \) is the control policy followed by the agent for each episode \( k \).

In this paper, we introduce a novel adversary setting, in which the attacker sits between the agent and the environment. The attacker can monitor the state, the actions of the agent and the reward signals from the environment. Furthermore, the attacker can introduce action poisoning attacks on RL agent. In particular, at each episode \( k \) and step \( h \), after the agent chooses an action \( a_h^k \), the attacker can change it to another action \( \tilde{a}_h^k \in A \). If the attacker decides not to attack, \( \tilde{a}_h^k = a_h^k \). Then the environment receives \( \tilde{a}_h^k \), and generates a random reward \( r_h^k \) with mean \( R_h(s_h^k, \tilde{a}_h^k) \) and the...
next state $s_{h+1}^k$ which is drawn from the distribution $P_h(\cdot|s_h^k, a_h^k)$. The agent and attacker receive the reward $r_h^k$ and the next state $s_{h+1}^k$ from the environment. Note that the agent does not know the attacker’s manipulations and the presence of the attacker and hence will still view $r_h^k$ as the reward and $s_{h+1}^k$ as the next state generated from state-action pair $(s_h^k, a_h^k)$. The attacker has a target policy $\pi^\dagger$. We assume that the target policy $\pi^\dagger$ is a deterministic policy. The attacker’s goal is to manipulate the agent into following the target policy $\pi^\dagger$ to pick its actions. We measure the performance of the attack over $K$ episodes by the total attack cost and the total number of the steps that the agent does not follow the target policy $\pi^\dagger$. By setting $\mathbb{1}(\cdot)$ as the indicator function, the attack cost function and the loss function are defined as

$$\text{Cost}(K, H) = \sum_{k=1}^K \sum_{h=1}^H \mathbb{1}(a_h^k \neq a_h^k), \quad \text{Loss}(K, H) = \sum_{k=1}^K \sum_{h=1}^H \mathbb{1}(a_h^k \neq \pi^\dagger(s_h^k)).$$

The attacker aims to minimize both the attack cost and the loss of attacks, or minimize one of them subject to a constraint on the one another. However, obtaining optimal solutions to these optimization problems is challenging. As the first step towards understanding the impact of action poisoning attacks, we design some specific simple yet effective attack strategies.

### 3 Attack Strategy and Analysis

In this paper, we study the black-box action poisoning attack problem. In black-box attack case, the attacker has no prior knowledge about the underlying environment and the agent’s policy. It only knows the observations, i.e., $s_h^k$, $a_h^k$, and $r_h^k$, generated when the agent interacts with the environment. This makes the attack practical as the attacker only needs to hijack the communication between the environment and the agent without stealing information from or attacking the agent and the environment. To build up intuitions about the proposed black-box action poisoning attack strategy, we first consider a white-box attack model, in which the attacker knows the underlying MDP.

#### 3.1 White-box Attack

In the white-box attack model, the attacker has full information of the underlying MDP $\mathcal{M}$. Thus, the attacker is able to calculate $V_h^*(s)$ and $Q_h^*(s, a)$ according to the Bellman optimality equations:

$$Q_h^*(s, a) = R_h(s, a) + P_hV_{h+1}^*(s, a), \quad V_h^*(s) = \max_{a \in A} Q_h^*(s, a).$$

Since $V_{H+1}^* = 0$ and $Q_{H+1}^* = 0$, $V_h^*(s)$ and $Q_h^*(s, a)$ can be obtained from the Bellman optimality equation. The optimal policy $\pi^*$ are derived from $\pi_h^*(s) = \arg\max_{a \in A} Q_h^*(s, a)$. With the knowledge of the optimal policy, the attacker can perform an intuitive attack: exchange the optimal action and the target action. In particular, at the step $h$ and state $s$, when the agent picks the optimal action $a = \pi_h^*(s)$, the attacker changes it to the action specified by the target policy $\tilde{a} = \pi_h^\dagger(s)$. When the agent selects the target action $a = \pi_h^\dagger(s)$, the attacker changes it to the action might be taken under the optimal policy $\tilde{a} = \pi_h^*(s)$. In addition, when the agent’s action does not follow the optimal policy or the target policy, the attacker does not attack. We name this attack scheme as the exchange attack (E-attack) strategy. From the agent’s point of view, $\pi^\dagger$ becomes the optimal strategy under the E-attack strategy, as the agent does not know the presence of the attacker.

Even though the E-attack strategy discussed above could force the agent to follow the target policy $\pi^\dagger$, the cost is too high and it does not affect the agent’s total expected rewards. In order to reduce the
cost and have real impact on the agent’s total expected rewards, the attacker should avoid to attack when the agent takes an action specified by $\pi^\dagger$. This is possible if $\pi^\dagger$ satisfies certain conditions to be specified in the sequel.

Before presenting the proposed attack strategy, we first discuss conditions under which such an attack is possible. If the target policy is the worst policy such that $V^\pi_h(s) = \inf_a V^\pi_h(s,a)$, the attacker can not force the agent to learn the target policy without attacking the target action. For notation simplicity, we denote $V^\pi_h(s) := V^\pi_h(s)$. The combination of the attacker and the environment can be considered as a new environment to the agent. As the action poisoning attack only changes the actions, it can impact but does not have direct control of the agent’s observations. Although the action poisoning attack is widely applicable, the attacker’s ability is weaker than the attacker in the environment poisoning attack model. It is reasonable to limit the choice of the target policy. In this paper, we study a class of target policies denoted as $\Pi^\dagger$, for which each element $\pi^\dagger \in \Pi^\dagger$ satisfies

$$V^\pi_h(s) > \min_{a \in \mathcal{A}} Q^\pi_h(s,a),$$  \hspace{1cm} (4)

for all state $s$ and all step $h$. That is $\pi^\dagger$ is not the worst policy.

**Assumption 1.** For the underlying MDP $\mathcal{M} = (\mathcal{S}, \mathcal{A}, H, P, R)$, $\Pi^\dagger \neq \emptyset$, and the attacker’s target policy $\pi^\dagger$ satisfies $\pi^\dagger \in \Pi^\dagger$.

For a given target policy $\pi^\dagger$, as $|\mathcal{S}|, |\mathcal{A}|$ and $H$ are finite, the minimum of $Q^\pi_h(s,a)$ subject to $a \in \mathcal{A}$ exists for all step $h$ and state $s$. We define the minimum gap $\Delta_{\text{min}}$ by

$$\Delta_{\text{min}} = \min_{h \in [H], s \in \mathcal{S}} \left( V^\pi_h(s) - \min_{a \in \mathcal{A}} Q^\pi_h(s,a) \right).$$  \hspace{1cm} (5)

Under Assumption [1] the minimum gap is positive, i.e. $\Delta_{\text{min}} > 0$. This positive gap provides a chance of efficient action poisoning attacks. All results in this paper are based on Assumption [1].

We now introduce an effective white-box attack schemes: $\alpha$-portion attack. Specifically, at the step $h$ and state $s$, if the agent picks the target action, i.e., $a = \pi^\dagger_h(s)$, the attacker does not attack, i.e. $\tilde{a} = a = \pi^\dagger_h(s)$. If the agent picks a non-target action, i.e., $a \neq \pi^\dagger_h(s)$, the $\alpha$-portion attack sets $\tilde{a}$ as

$$\tilde{a} = \begin{cases} \pi^\dagger_h(s), & \text{with probability } 1 - \alpha \\ \arg \min_{a \in \mathcal{A}} Q^\pi_h(s,a), & \text{with probability } \alpha. \end{cases}$$  \hspace{1cm} (6)

For a given target policy $\pi^\dagger$, we define $\pi^{-}_\alpha(s) = \arg \min_{a \in \mathcal{A}} Q^\pi_h(s,a)$. We have the following result:

**Lemma 1.** If the attacker follows the $\alpha$-portion attack scheme on an RL agent, in the observation of the agent, the target policy $\pi^\dagger$ is the optimal policy.

The detailed proof can be found in the Appendix B.1 of the supplementary material. Using Lemma [1] we can derive upper bounds of the loss and the cost functions of the $\alpha$-portion attack scheme.

**Theorem 1.** Assume the expected regret $\text{Regret}(K)$ of the RL agent’s algorithm is bounded by a sub-linear bound $\mathcal{R}(T)$, i.e., $\text{Regret}(K) \leq \mathcal{R}(T)$. The $\alpha$-portion attack will force the agent to learn the target policy $\pi^\dagger$ with the expected cost and the expected loss bounded by

$$\mathbb{E}[\text{Cost}(K, H)] \leq \mathbb{E}[\text{Loss}(K, H)] \leq \mathcal{R}(T)/\left(\alpha \Delta_{\text{min}}\right).$$  \hspace{1cm} (7)

In addition, with probability $1 - p$, the loss and the cost is bounded by

$$\text{Cost}(K, H) \leq \text{Loss}(K, H) \leq \left(\mathcal{R}(T) + 2H^2 \sqrt{\log(1/p)\mathcal{R}(T)}\right)/\left(\alpha \Delta_{\text{min}}\right).$$  \hspace{1cm} (8)

The detailed proofs can be found in the Appendix B.2 of the supplementary material. In the white-box setting, the attacker can simply choose $\alpha = 1$ to most effectively attack RL agents. Intuitively speaking, if $\alpha = 1$, whenever the agent chooses a non-target action, the attacker changes it to the worst action under policy $\pi^\dagger$, so that all non-target actions become worse than the target action and the target policy becomes optimal in the observation of the agent.
3.2 Black-box Attack

In the black-box attack setting, the attacker has no prior information about the underlying environment and the agent’s algorithm, it only observes the samples generated when the agent interacts with the environment. Since the \( \alpha \)-portion attack described in (3) for the white-box setting relies on the information of the underlying environment to solve \( \pi^* \), the \( \alpha \)-portion attack is not applicable in the black-box setting. However, by collecting the observations and evaluating the \( Q \)-function \( \hat{Q}_h(s, a) \), the attacker can perform an attack to approximate the \( \alpha \)-portion attack. In the proposed attack scheme, the attacker evaluates the \( Q \)-values of the target policy \( \pi^* \) with an important sampling (IS) estimator. Then, the attacker calculates the lower confidence bound (LCB) on the \( Q \)-values so that he can explore and exploit the worst action by the LCB method. In this paper, we use Hoeffding-type martingale concentration inequalities to build the confidence bound. Using this information, the attacker can then carry out an attack similar to the \( \alpha \)-portion attack. We name the proposed attack strategy as LCB-H attack. The algorithm is summarized in Algorithm 1. In the following, we will show that the LCB-H attack nearly matches the performance of the \( \alpha \)-portion attack.

Algorithm 1: LCB-H attack strategy on RL algorithm

Input:
Target policy \( \pi^* \).
1: Initialize \( L_h(s, a) = -\infty, \hat{Q}_h(s, a) = 0 \), and \( N_h(s, a) = 0 \) for all state \( s \in S \), all action \( a \in A \) and all step \( h \in [H] \).
2: for episode \( k = 1, 2, \ldots, K \) do
3: Receive \( s_1^k \). Initialize the set of trajectory \( traj = \{ s_1^k \} \).
4: for step \( h = 1, 2, \ldots, H \) do
5: The agent chooses an action \( a_h^k \).
6: if \( a_h^k = \pi_h^*(s_h^k) \) then
7: The attacker does not attack, i.e. \( a_h^k = a_h^k \), and sets the IS weight \( w_h = 1 \).
8: else
9: \( \bar{a}_h^k = \begin{cases} \arg \min \ L_h(s_h^k, a) & \text{and set } w_h = 0, \text{ with probability } 1/H, \\ \pi_h^*(s_h^k) & \text{and set } w_h = H/(H - 1), \text{ with probability } 1 - 1/H. \end{cases} \)
10: end if
11: The environment receives action \( a_h^k \), and returns the reward \( r_h^k \) and the next state \( s_{h+1}^k \).
12: Update the trajectory by plugging \( \bar{a}_h^k, r_h^k \) and \( s_{h+1}^k \) into \( traj \).
13: end for
14: Set the cumulative reward \( G_{H+1} = 0 \) and the importance ratio \( \rho_{H+1:H+1} = 1 \).
15: for step \( h = H, H - 1, \ldots, 1 \) do
16: \( G_h = r_h^k + G_{h+1}, \rho_{h:H+1} = \rho_{h+1:H+1} \cdot w_h, t = N_h(s_h^k, \bar{a}_h^k) \leftarrow N_h(s_h^k, \bar{a}_h^k) + 1. \)
17: \( \hat{Q}_h(s_h^k, \bar{a}_h^k) \leftarrow \frac{1}{t} (\hat{Q}_h(s_h^k, \bar{a}_h^k) + \frac{1}{t} (r_h^k + G_{h+1} \cdot \rho_{h+1:H+1})）。 \)
18: \( L_h(s_h^k, \bar{a}_h^k) = \hat{Q}_h(s_h^k, \bar{a}_h^k) - (e(H - h) + 1) \sqrt{2 \log(2SAT/p)/t}. \)
19: end for
20: end for

Here, we highlight the main idea of the LCB-H attack. As discussed in Section 3.1, if the attacker has full information of the MDP and knows the worst action of any state \( s \) at any step \( h \) under policy \( \pi^* \), he can simply change the agent’s non-target action to the worst action. However, in the black-box setting, the attacker does not know the worst actions under policy \( \pi^* \). One intuitive idea is to estimate \( Q^* \) and find the possible worst actions by the estimates of \( Q^* \). Once the attacker obtains estimate \( \hat{Q}^* \), it carries out an attack similar to the \( \alpha \)-portion attack by setting \( \alpha = 1/H \) (the reason why we set \( \alpha = 1/H \) will be discussed in the sequel): 1) when the agent picks a target action, the LCB-H attacker does not attack; 2) when the agent picks a non-target action, with probability \( 1 - \frac{1}{H} \), the LCB-H attacker changes it to the target action, while with probability \( \frac{1}{H} \), the LCB-H attacker changes it to the action that has the lowest lower confidence bound value. Here, we use the lower confidence bound value because in the black-box setting, the LCB-H attacker does not know which action is the worst, and hence uses confidence bounds to explore and exploit the worst action.
As shown in Algorithm 1 after collecting observations, the LCB-H attacker uses IS estimator to evaluate the target policy, which is an off-policy method [Precup, 2000, Thomas et al., 2015]. The IS estimator provides an unbiased estimate of the target policy $\pi^\dagger$. Suppose $\pi^k$ is the control policy followed by the agent at episode $k$ and the attacker applies LCB-H attack on the agent. From Algorithm 1, the probability of an action $\tilde{a}$ chosen by the behavior policy $b_h^k$ at the state $s$ and step $h$ can be written as

$$P(\tilde{a} | s, b_h^k) = \begin{cases} 1 & \text{if } \tilde{a} = a_h^k = \pi_h^1(s), \\ 1/H & \text{if } \tilde{a} = \arg \min_{a \neq \pi_h^1(s)} L_h^k(s, a) \text{ and } a_h^k \neq \pi_h^1(s), \\ 1 - 1/H & \text{if } \tilde{a} = \pi_h^1(s) \text{ and } a_h^k \neq \pi_h^1(s), \\ 0 & \text{otherwise.} \end{cases} \tag{9}$$

Then, the trajectory at episode $k$, $\{s_1^k, a_1^k, r_1^k, s_2^k, a_2^k, r_2^k, \ldots, s_H^k, a_H^k, r_H^k, s_{H+1}^k\}$, is generated under the behavior policy $b_h^k$. Since we assume that the target policy is a deterministic function, we have

$$P(\tilde{a} | s, \pi_h^1) = \mathbb{I}(\tilde{a} = \pi_h^1(s)). \tag{10}$$

The importance sampling ratio $\rho_h^k = \prod_{h'=h}^{H} \frac{P(\tilde{a}^k | s_{h'}^k, \pi^h)}{P(\tilde{a}^k | s_{h'}^k, b_h^k)}$ can be computed using (9) and (10), which is also used in Algorithm 1. Define the cumulative reward as $G_h^k = \sum_{h'=h}^{H} r_{h'}^k$. For notation simplicity, we set $\rho_{h, H}^k = \rho_h^k$ and $G_{h, H+1}^k = G_h^k$ when $1 \leq h \leq H$, and $\rho_{h, H+1}^k = 1$ and $G_{h, H+1}^k = 0$. Since the trajectory is generated by following the behavior policy $b_h^k$, we have that for all step $h$ with $1 \leq h \leq H + 1$, $V_h^k(s) = \mathbb{E}[G_h^k | s_h^k = s]$ and $V_h^1(s) = \mathbb{E}[\rho_{h, H}^k G_h^k | s_h^k = s] = \mathbb{E}[\rho_{h, H+1}^k G_{h, H+1}^k | s_h^k = s]$.

We here explain why we set $\alpha = 1/H$. The main reason is that the performance of the estimates of $Q_h^1$ depends on the number of the observations that follow $\pi^1$. Even though IS estimator provides an unbiased estimate, the variance of the IS might be very high. By choosing $\alpha = 1/H$, we can control the variance. In particular, to obtain estimate $\hat{Q}_h^1$, by the Bellman consistency equations, we first estimate $V_{h+1}^1$. By setting $\alpha = 1/H$, we can show that the importance ratio $\rho_{h, H+1}^k G_{h, H+1}^k$ will be bounded, and the variance of the estimate of $V_{h+1}^1$ can be controlled.

We build a confidence bound to show the performance of the estimate error of $Q_h^1$. The confidence bound is built based on Hoeffding inequalities and shown in the following Lemma.

**Lemma 2.** If the attacker follows the LCB-H attack strategy on the RL agent, for any $p \in (0, 1)$, with probability at least $1 - p$, the following confidence bound of $\hat{Q}_h^1$ holds simultaneously for all $(s, a, h, k) \in S \times A \times [H] \times [k]$:

$$\left| \hat{Q}_{h,k}^1(s, a) - Q_h^1(s, a) \right| \leq (e(H - h) + 1) \sqrt{2 \log(2SAT/p) / N_h^k(s, a)}, \tag{11}$$

where $\hat{Q}_{h,k}^1(s, a)$ represents the attacker’s evaluation of $Q$-values at the step $h$ at the beginning of the episode $k$, and $N_h^k(s, a)$ represents the cumulative number of attacker’s state-action pair $(s, a)$ at the step $h$ until the beginning of the episode $k$, i.e., $N_h^k(s, a) = \sum_{k'=1}^{k-1} \mathbb{I}(s_{k'}^k = s) \mathbb{I}(a_{k'}^k = a)$. The detailed proof can be found in Appendix C.1 of the supplementary material. In Lemma 2, the given bound on LCB-H attacker’s estimation of the $Q$-values mainly based on $N_h^k(s, a)$ the number of state-action pair $(s, a)$ at the step $h$. This bound is similar to the confidence bound in the UCB algorithm for the bandit problem, except for the additional $H$ factor. Compared with the bandit problem, $Q$-values are the expected cumulative rewards, which bring the additional $H$ factor.

The LCB-H attack scheme uses a LCB method to explore and exploit the worst action. Thus, when the agent picks a non-target action, the LCB-H attacker changes it to different post-attack actions in different episodes. In the observation of the agent, the environment is non-stationary, i.e., the reward functions and probability transition function may change over episodes. Following the existing works on non-stationary RL [Fei et al., 2020, Mao et al., 2020, Cheung et al., 2020], we define
Theorem 2. Assume the expected dynamic regret of the RL agent’s algorithm D-Regret$(K)$ is bounded by a sub-linear bound $\mathcal{R}(T)$, i.e., $D-Regret(K) \leq \mathcal{R}(T)$. With probability $1 - 4p$, the LCB-H attack will force the agent to learn the target policy $\pi^*$ with the cost and loss bounded by

$$\text{Cost}(K, H) \leq \text{Loss}(K, H) \leq \frac{H(\mathcal{R}(T) + 2H^2\sqrt{\log(1/p)\mathcal{R}(T)})}{\Delta_{\min}} + \frac{307SAH^4 \log(2SAT/p)}{\Delta_{\min}^2}.$$

From Theorem 2 we see that when $\mathcal{R}(T) \leq O(\frac{SAH^3 \log(2SAT/p)}{\Delta_{\min}})$, the cost and loss are bounded by $O(\frac{SAH^4 \log(2SAT/p)}{\Delta_{\min}})$, which scales as $\log(T)$, otherwise the cost and loss are bounded by $O(\mathcal{R}(T))$ that scales linearly with $\mathcal{R}(T)$. The LCB-H attack nearly matches the performance of the $\alpha$-portion attack, without requiring any information of the underlying environment and the agent’s algorithm. Compared with the results of the $\alpha$-portion attack, the additional part of the bound in Theorem 2, i.e. $\frac{307SAH^4 \log(2SAT/p)}{\Delta_{\min}^2}$, is from the cost of exploring the worst action. Note that we use a LCB method to explore the worst action and the confidence bound is built by Hoeffding inequalities. The bound of the loss and cost can potentially be improved by using Bernstein-type concentration inequalities.

3.3 Black-box attack on UCB-H

In this section, we use UCB-H algorithm [Jin et al., 2018] as an example to illustrate the effects of the proposed LCB-H action poisoning attack strategy. UCB-H algorithm is a model-free $Q$-learning algorithm equipped with a UCB-Hoeffding exploration policy. At a high level, this algorithm builds an high-probability upper bound of $Q$-function for every state-action pairs. Then, it greedily chooses the action according to the optimistic estimations. In this section, we derive an upper bound of the loss and the cost of the LCB-H attack against UCB-H agent. Complete proofs of Theorem 3 and its supporting lemmas are provided in Appendix D of the supplementary material.

Theorem 3. For any given target policy $\pi^* \in \Pi^*$, with probability $1 - 4p$, the LCB-H attacker can successfully manipulate the UCB-H algorithm to implement the target policy $\pi^*$, with the cost and the loss bounded as follow:

$$\text{Cost}(K, H) \leq \text{Loss}(K) \leq O\left(H^5 \log(2H/p) + \frac{1}{\Delta_{\min}} SAH^4 + \frac{1}{\Delta_{\min}^2} H^{10} SA \log(2SAT/p)\right).$$

Theorem 3 reveals a significant security threat of efficient RL agents. It shows that by spending only logarithm cost, the LCB-H attack is able to force UCB-H agent to choose actions specified by a policy decided by the attack with only logarithm loss.

The results in Theorem 3 are consistent with the results in Theorem 2. In particular, [Yang et al., 2021] proved a gap-independence bound on UCB-H that scales as $O(\frac{H^6 SA \log(T)}{\Delta})$, where $\Delta = \min_{h,s,a} \{V^*_h(s) - Q^*_h(s, a) : V^*_h(s) - Q^*_h(s, a) > 0\}$ is the sub-optimality gap. If an algorithm’s dynamic regret bound scales as $O(\frac{H^6 SA \log(T)}{\Delta})$, the cost and loss are scale as $O(\frac{H^7 SA \log(T)}{\Delta^2})$. UCB-H is a stationary RL algorithm, while the LCB-H adaptively attacks the agent and hence the effective environment observed by the agent is non-stationary. This adds a factor to the loss and cost.

4 Numerical Experiments

In this section, we empirically evaluate the performance of LCB-H attacks against three efficient RL agents, namely UCB-H [Jin et al., 2018], UCB-B [Jin et al., 2018] and UCBVI-CH [Azar et al., 2018].
we perform numerical simulations on an environment represented as an MDP with ten states and five actions, i.e. \( S = 10 \) and \( A = 5 \). The environment is a periodic 1-d grid world. The action space \( \mathcal{A} \) is given by \{two steps left, one step left, stay, one step right, two steps right\}. For any given state-action pair \((s, a)\), with probability \( p(s, a) \), the agent navigates by the action; with probability \( 1 - p(s, a) \), the agent’s next state is sampled randomly from the five adjacent states (include itself). For example, if the environment receives state-action pair \((s, a) = (5, \text{stay})\), with probability \( p(5, \text{stay}) \), the next state is 5; with probability \( \frac{1 - p(5, \text{stay})}{4} \), the next state is 3, 4, 5, 6 or 7. By randomly generating \( p(s, a) \) with \( 0.5 < p(s, a) < 1 \), we randomly generate the transition probabilities \( P(s' | s, a) \) for all action \( a \) and state \( s \). The mean reward of state-action pairs are randomly generated from a set of values \( \{0.2, 0.35, 0.5, 0.65, 0.8\} \). In this paper, we assume the rewards are bounded by \([0, 1]\). Thus, we use Bernoulli distribution to randomize the reward signal. The target policy is randomly chosen by deleting the worst action, so as to satisfy Assumption \textbf{I}. We set the total number of steps \( H = 10 \) and the total number of episodes \( K = 10^4 \).

In Figure 1 we illustrate \( \frac{1}{H} \)-portion white-box attack and LCB-H black-box attack against three different agents separately and compare the loss and cost of these two attack schemes. For comparison purposes, we also add the curves for the regret of three agents under no attack. In the figure, the non-optimal action pull count are defined as \( \sum_{k=1}^K \sum_{h=1}^H \mathbb{1}(Q^k_h(s_h^k, a_h^k) < V^*_h(s_h^k)) \). The x-axis uses a base-10 logarithmic scale and represents the time step \( t \) with the total time step \( T = KH \). The y-axis represents the cumulative loss, cost and regret that change over time steps. The results show that, the loss and cost of \( \frac{1}{H} \)-portion white-box attack and LCB-H black-box attack scale as \( \log(T) \). Furthermore the performances of our black-box attack scheme, LCB-H, nearly matches those of the \( \frac{1}{H} \)-portion white-box attack scheme. In addition, the cost and loss are about \( H/\Delta_{\text{min}} \) times as much as the regret. This is consistent with our analysis in Theorem \textbf{2}. Each of the individual experimental runs costs about twenty hours on one physical CPU core. The type of CPU is Intel Core i7-8700.

More numerical results can be found in Appendix \textbf{A}.

### 5 Limitations

Here we highlight the assumptions and limitations of our work. Our theoretical results rely on Assumption \textbf{I} which limits the choice of the target policy. A violation of Assumption \textbf{I} may cause linear cost or loss of the proposed attack scheme. In Theorem \textbf{2}, we assume the expected dynamic regret of the RL agent is bounded. Generally, the expected dynamic regret is a stronger notation than the dynamic regret. In other words, the optimal policy \( \pi^{k,*} \) in (12) may change in each episode \( k \), while the optimal policy \( \pi^k \) in (11) is fixed over episodes. In this paper, we discuss the action poisoning attack in the tabular episodic MDP context. Although we are convinced that the idea of our proposed attack scheme can be carried over to RL with function approximation, the current results only apply to the tabular episodic MDP setting.

### 6 Conclusions and Discussion

In this paper, we have introduced a new class of attacks on RL: action poisoning attacks. We have proposed the \( \alpha \)-portion white-box attack and the LCB-H black-box attack. We have shown that the \( \alpha \)-portion white-box attack is able to attack any efficient RL agent and the LCB-H black-box
attack nearly matches the performance of the \( \alpha \)-portion attack. We have analyzed the LCB-H attack against the UCB-H algorithm and proved that the proposed attack scheme can force the agent to almost always follow a particular class of target policy with only logarithm loss and cost. In the future, we will investigate action poisoning attacks on other RL models such as multi-agent RL model. It is also of interest to investigate the defense strategy to mitigate the effects of this attack.
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A Additional numerical experiments

In this section, we introduce some additional numerical experiments. We perform numerical simulations on an environment represented as an MDP with 12 states and 4 actions, i.e. \( S = 12 \) and \( A = 4 \). The environment is a 4-by-4 grid world. The action space \( \mathcal{A} \) is given by \{North = 1, South = 2, West = 3, East = 4\}. The terminal state is at cell \([4, 4]\) (blue cell). If the agent at the terminal state and chooses any actions, the next state will be the beginning state at cell \([1, 1]\) and the agent receives reward +1. The agent is blocked by obstacles in cells \([2, 2]\), \([2, 3]\), \([2, 4]\) and \([3, 2]\) (black cells). The environment contains a special jump from cell \([1, 3]\) to cell \([3, 3]\) with +1 reward. When the agent at the cell \([1, 3]\) and chooses action "South", the agent will jump to the cell \([3, 3]\). Actions that would take the agent off the grid leave its location unchanged.

![2-d grid world](image)

Figure 2: 2-d grid world

To add randomness to the environment, we set the states transit randomly: after the environment receives the action signal, the next state may generated by following the action with probability 0.7 and any of the other three actions with probability 0.1 separately. For example, if the agent is at cell \([4, 3]\) and chooses action "North", the next state will be \([3, 3]\) with probability 0.7, \([4, 2]\) with probability 0.1, \([4, 3]\) with probability 0.1, or \([4, 4]\) with probability 0.1. The rewards of actions that would take the agent off the grid or towards the obstacle are 0. The rewards of other state-action pairs are 0.2 or 0.4. In this paper, we assume the rewards are bounded by \([0, 1]\). Thus, we use Bernoulli distribution to randomize the reward signal. The optimal policy encourages the agent to take the special jump and reach the terminal state. In the target policy, the agent will reach the terminal state as soon as possible but avoid to take the special jump. We set the total number of steps \( H = 10 \) and the total number of episodes \( K = 10^9 \). We empirically evaluate the performance of LCB-H attacks against three efficient RL agents, namely UCB-H [Jin et al., 2018], UCB-B [Jin et al., 2018] and UCBVI-CH [Azar et al., 2017], respectively.

![Action poisoning attacks against RL agents](image)

Figure 3: Action poisoning attacks against RL agents

In Figure 3 we illustrate \( \frac{1}{H} \)-portion white-box attack and LCB-H black-box attack against three different agents separately and compare the loss and cost of these two attack schemes. For comparison
purposes, we also add the curves for the regret of three agents under no attack. The x-axis uses a base-10 logarithmic scale and represents the time step $t$ with the total time step $T = KH$. Similar to the results in Figure 1, the results in 3 show that the loss and cost of $\frac{H}{K}$-portion white-box attack and LCB-H black-box attack scale as $\log(T)$. Furthermore the performances of our black-box attack scheme, LCB-H, nearly matches those of the $\frac{H}{K}$-portion white-box attack scheme.

### B Proofs for the white-box attack

#### B.1 Proof of Lemma [1]

We assume that the agent does not know the attacker’s manipulations and the presence of the attacker. We can consider the combination of the attack and the environment as a new environment, and the RL agent interacts with the new environment in the attack setting. We define $Q$ and $V$ as the $Q$-values and value functions of the new environment that the RL agent observes. The optimal policy can be given from the Bellman optimality equations. Suppose the target policy $\pi^*$ is optimal at step $h + 1$ in the observation of the agent. Then, $\overline{V}_{h+1}(s) = \overline{V}_{h+1}^*(s)$ for all state $s$, where $\overline{V}$ represents the value function in the observation of the agent. Similarly, we set $\overline{Q}$ as the $Q$-values in the observation of the agent. As the attacker does not attack when the agent pick the target action, $\overline{V}_{h+1}^* = \overline{V}_{h+1}$. For any $a \neq \pi_h^*(s)$, from the equation (13), (14) and (15), $\overline{Q}_h$ is given by

$$
\overline{Q}_h(s, a) = (1 - \alpha)(R_h(s, \pi_h^*(s)) + P_h \overline{V}_{h+1}(s, \pi_h^*(s)))
+ \alpha(R_h(s, \pi_h^*(s)) + P_h \overline{V}_{h+1}(s, \pi_h^*(s)))
= (1 - \alpha)Q_h(s, \pi_h^*(s)) + \alpha Q_h^*(s, \pi_h^*(s))
= Q_h^*(s, \pi_h^*(s)) = V_h^*(s) = \overline{Q}_h(s, \pi_h^*(s)).
$$

We can conclude that if the target policy $\pi^*$ is optimal at step $h + 1$ in the observation of the agent, the target policy $\pi^*$ is also optimal at step $h$ in the observation of the agent. Since $V_{H+1}^* = 0$ and $Q_{H+1}^* = 0$, the target policy $\pi^*$ is the optimal policy, from induction on $h = H, H - 1, \cdots, 1$.

#### B.2 Proof of Theorem [1]

Here, we follows the idea of error decomposition proposed in [Yang et al., 2021, He et al., 2020]. We first decomposed the expected regret $\text{Regret}(K)$ into the gap of $Q$-values. Denote by $\Delta_h^k = V_h^k(s_h^k) - \min_{a \in A} Q_h^k(s_h^k, a)$ and $\overline{\Delta}_h^k = \overline{V}_h^k(s_h^k) - \overline{Q}_h^k(s_h^k, a_h^k)$.

As shown in Lemma [1], the target policy $\pi^*$ is optimal in the observation of the agent. Thus,

$$
\text{Regret}(K) = \sum_{k=1}^{K} [V_1^k(s_1^k) - \overline{V}_1^k(s_1^k)] = \sum_{k=1}^{K} [V_1^k(s_1^k) - \overline{V}_1^k(s_1^k)].
$$

For episode $k$,

$$
\overline{V}_1^k(s_1^k) - V_1^k(s_1^k)
= \overline{V}_1^k(s_1^k) - \mathbb{E}_{a \sim \pi_1^*(s_1^k)}[Q_1^k(s_1^k, a)] - \mathbb{E}_{a \sim \pi_1^*(s_1^k)}[Q_1^k(s_1^k, a)] - \overline{V}_1^k(s_1^k)
= \mathbb{E}[\sum_{h=1}^{H} \overline{\Delta}_h^k | F_1^k]
= \cdots = \mathbb{E}[\sum_{h=1}^{H} \overline{\Delta}_h^k | F_1^k]
\tag{15}
$$

$$
\geq \alpha \Delta_{\min} \mathbb{E}\left[ \sum_{h=1}^{H} (\overline{a}_h^k \neq a_h^k) \right].
$$
where \( \mathcal{F}_h^k \) represents the \( \sigma \)-field generated by all the random variables until episode \( k \), step \( h \) begins, and the equation \( \mathbb{E} \) holds due to \( \mathbb{E}(q_h(s_h^k, a_h^k)) = (1 - \alpha)Q_h^k(s_h^k, \pi_h^0(s_h^k)) + \alpha Q_h^k(s_h^k, \pi_h^1(s_h^k)) \) when \( a_h^k \neq \pi_h^1(s_h^k) \), and \( \mathbb{V}_h^k(s_h^k) = V_h^k(s_h^k) \).

In the \( \alpha \)-portion attack, the attacker attacks only when the agent picks a non-target arm. Thus, \( 1 (a_h^k \neq \pi_h^1(s_h^k)) \) and Cost\((K, H) \leq \text{Loss}(K, H) \).

We can conclude that

\[
\mathbb{E}[\text{Cost}(K, H)] \leq \mathbb{E}[\text{Loss}(K, H)] \leq \frac{\text{Regret}(K)}{\alpha \Delta_{\min}}.
\]

Before the proof of the upper bound on the loss and the cost, we first introduce an important lemma, which shows the connections between the expected regret to the loss and the cost.

**Lemma 3.** For any MDP \( \mathcal{M} = (S, A, H, P, R) \) and any \( p \in (0, 1) \), with probability at least 1 \(- p \), we have

\[
\sum_{k=1}^{K} \sum_{h=1}^{H} \sum_{i=1}^{N_h^k} \mathbb{E}(\sum_{i=1}^{N_h^k} (\mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k))) + 2H^2 \sqrt{\log(1/p) \sum_{k=1}^{K} \left( \mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k) \right)}.
\]

The proof of Lemma 3 is based on the Freedman inequality [Freedman 1975, Tropp et al. 2011].

Since \( \mathbb{E}[\sum_{i=1}^{N_h^k} \mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k)] \), denote by \( X_k = \sum_{i=1}^{N_h^k} \mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k) \), then \( \{X_k\}_{k=1}^{K} \) is a martingale difference sequence w.r.t the filtration \( \mathcal{F}_h^k \). The difference sequence is uniformly bounded by \( |X_h^k| \leq H^2 \). Define the predictable quadratic variation process of the martingale \( W_K := \sum_{k=1}^{K} \mathbb{E}[X_h^k \mathcal{F}_h^k] \), which is bounded by

\[
W_K \leq \sum_{k=1}^{K} \mathbb{E} \left[ (\mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k))^2 \right] \leq \sum_{k=1}^{K} H^2 \mathbb{E} \left[ (\mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k))^2 \right] = \sum_{k=1}^{K} \left( \mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k) \right).
\]

By the Freedman’s inequality, we have

\[
\mathbb{P} \left( \sum_{k=1}^{K} X_k > 2H^2 \sqrt{\log(1/p) \sum_{k=1}^{K} \left( \mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k) \right)} \right)
\leq \exp \left\{ -2H^4 \log(1/p) \sum_{k=1}^{K} \left( \mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k) \right) \right\}
\leq \exp \left\{ - \log(1/p) \right\} = p.
\]

Theorem 1 is directly from Lemma 3 and \( \sum_{h=1}^{K} \mathbb{E}(\sum_{i=1}^{N_h^k} (\mathbb{V}_h^k(s_h^k) - \mathbb{V}_h^k(s_h^k))) \).

C Proofs for LCB-H attack

C.1 Proof of Lemma 2

At the beginning of the episode \( k \), for any step \( h \in [H] \) and any \( (s, a) \in S \times A \) with \( N_h^k(s, a) \neq 0 \), according to Algorithm 1, the estimate of \( Q \)-values under the target policy \( \pi^k \) are given by

\[
\hat{Q}_h^k(s, a) = \frac{1}{N_h^k(s, a)} \sum_{i=1}^{N_h^k} \mathbb{E}(q_h(s_h^k, a_h^k)) \left( s_h^k + \hat{p}_{h+1} \mathbb{V}_{h+1}^k(s_h^k) \right).
\]

Note that for any \( (\tilde{a}_h^k, s_h^k) = (s, a) \), we have

\[
\mathbb{E}[\tilde{r}_h^k + \tilde{p}_{h+1} \mathbb{V}_{h+1}^k \mathbb{V}_{h+1}^k | \tilde{a}_h^k, s_h^k] = R_h(s, a) + \mathbb{E}_{r' \sim P_h(s, a)}[\mathbb{V}_{h+1}^k(s')] = Q_h^k(s, a).
\]
Thus, we can apply Hoeffding’s inequality here to bound \(|\hat{Q}_{h,k}^+(s,a) - Q_h^+(s,a)|\). The cumulative reward is bounded by \(0 \leq G_{h+1:H+1}^k \leq H - h\) and the important sampling ratio is bounded by \(0 \leq \rho_{h+1:H+1}^k \leq e\) because
\[
\rho_{h+1:H+1}^k \leq \left(\frac{1}{1 - \frac{1}{H}}\right)^{H-h} \leq \left(\frac{1}{1 - \frac{1}{H}}\right)^{H-1} \leq e. \tag{22}
\]

By Hoeffding’s inequality, since \(|\hat{Q}_{h,k}^+(s,a) - Q_h^+(s,a)|\leq e(H-h)+1\), we have
\[
\mathbb{P}\left(|\hat{Q}_{h,k}^+(s,a) - Q_h^+(s,a)| > \eta\right) \leq 2 \exp\left(-\frac{\eta^2}{2N_h^k(s,a)}\right). \tag{23}
\]

To hold a high-probability confidence bound for any state, any action, any step \(h\) and any episode \(k\), set the right hand side of the above inequality to \(p/SAT\). Then, we have \(\eta = (e(H-h)+1)\sqrt{\frac{2}{N_h^k(s,a)}}\) and \(t = \log(2SAT/p)\).

### C.2 Proof of Theorem 2

From Lemma 3 for any MDP \(M = (\mathcal{S}, \mathcal{A}, H, P, R)\) and any \(p \in (0, 1)\), with probability at least \(1 - p\), we have
\[
\sum_{k=1}^K \sum_{h=1}^H \Delta_h^k \leq \sum_{k=1}^K \left(\bar{V}_{h}^{k,\pi^k}(s_h^k) - \bar{V}_{h}^{k,\pi^k}(s_h^k)\right) + 2H^2 \log(1/p) \sum_{k=1}^K \left(\bar{V}_{h}^{k}(s_h^k) - \bar{V}_{h}^{k,\pi^k}(s_h^k)\right)
\leq \sum_{k=1}^K \left(\bar{V}_{h}^{k}(s_h^k) - \bar{V}_{h}^{k,\pi^k}(s_h^k)\right) + 2H^2 \log(1/p) \sum_{k=1}^K \left(\bar{V}_{h}^{k,\pi^k}(s_h^k) - \bar{V}_{h}^{k,\pi^k}(s_h^k)\right)
= \text{D-Regret}(K) + 2H^2 \sqrt{\log(1/p) \text{D-Regret}(K)}. \tag{24}
\]

Since the LCB-H attacker does not attack the target action, \(\bar{V}_{h}^{k,\pi^k}(s_h^k) = V_h^+(s_h^k)\). Thus, we have \(\Delta_h^k = \bar{V}_{h}^{k,\pi^k}(s_h^k) - \bar{Q}_{h}^{k,\pi^k}(s_h^k, a_h^k) = V_h^+(s_h^k) - \bar{Q}_{h}^{k,\pi^k}(s_h^k, a_h^k)\). When the agent picks a target action \(a_h^k = \pi^k(s_h^k)\), the attacker does not attack and \(\bar{Q}_{h}^{k,\pi^k}(s_h^k, a_h^k) = \bar{V}_{h}^{k,\pi^k}(s_h^k) = V_h^+(s_h^k)\). Thus, the left hand side of the equation (24) can be written as
\[
\sum_{k=1}^K \sum_{h=1}^H \Delta_h^k = \sum_{k=1}^K \sum_{h=1}^H \mathbb{I}(a_h^k \neq \pi^k(s_h^k)) \bar{\Delta}_h^k = \sum_{(k,h) \in \tau} \bar{\Delta}_h^k, \tag{25}
\]
where \(\tau = \{(k, h) \in [K] \times [H] | a_h^k \neq \pi^k(s_h^k)\}\).

At episode \(k\) and step \(h\), after the agent picks an action, since the attack scheme is given, we have \(\bar{Q}_{h}^{k,\pi^k}(s_h^k, a_h^k) = E[Q_h^+(s_h^k, a_h^k) | \mathcal{F}_h^k, s_h^k, a_h^k]\). Furthermore, \(E[V_h^+(s_h^k) - Q_h^+(s_h^k, a_h^k)] = \bar{\Delta}_h^k\). By the Hoeffding inequality, since \(|V_h^+(s_h^k) - Q_h^+(s_h^k, a_h^k)| \leq H\), we have
\[
\mathbb{P}\left(\sum_{(k,h) \in \tau} \left(V_h^+(s_h^k) - Q_h^+(s_h^k, a_h^k) - \bar{\Delta}_h^k\right) > \eta\right) \leq \exp\left(-\frac{\eta^2}{2|\tau| H^2}\right). \tag{26}
\]

Set the left hand side of the above inequality to \(p\). With probability \(1 - p\), we have
\[
\sum_{k=1}^K \sum_{h=1}^H \bar{\Delta}_h^k \geq \sum_{(k,h) \in \tau} \left(V_h^+(s_h^k) - Q_h^+(s_h^k, a_h^k)\right) - H \sqrt{2|\tau| \log(1/p)}. \tag{27}
\]
If $\tilde{a}^k_h \neq \pi^k_h(s)$ holds, the attacker attacked the agent, and from Lemma 2, we have with probability $1 - p,$

$$Q^1_h(s, \pi^k_h(s)) \geq L^k_h(s, \pi^k_h(s)) \geq L^k_h(s, \tilde{a}^k_h) \geq Q^1_h(s, \tilde{a}^k_h) - 2(e(H - h) + 1)\sqrt{2t/N^k_h(s^k_h, \tilde{a}^k_h)},$$

(28)

and $0 \leq Q^1_h(s, \tilde{a}^k_h) - Q^1_h(s, \pi^k_h(s)) \leq 2(e(H - h) + 1)\sqrt{2t/N^k_h(s^k_h, \tilde{a}^k_h)}.$ If $\tilde{a}^k_h \neq \pi^k_h(s)$ holds, $V^1_h(s^k_h) = Q^1_h(s^k_h, \tilde{a}^k_h).$ For the second item in the right hand side of inequality (27), we have with probability $1 - p,$

$$\sum \left(V^1_h(s^k_h) - Q^1_h(s^k_h, \tilde{a}^k_h)\right) \geq \sum \left(\tilde{a}^k_h \neq \pi^k_h(s)\right) \left(\Delta^k_h - 2(e(H - h) + 1)\sqrt{2t/N^k_h(s^k_h, \tilde{a}^k_h)}\right).$$

(29)

For $(k, h) \in \tau,$ $E[\tilde{a}^k_h \neq \pi^k_h(s)|\mathcal{F}^k_h,(k, h) \in \tau] = 1/H.$ By the Hoeffding inequality, we have with probability $1 - p,$

$$\sum \left|1 - 1/H\right| \leq \sqrt{2\tau \log(2/p)}.$$

(30)

We regroup the right hand side of inequality (29) in a different way and further

$$\sum \left(\tilde{a}^k_h \neq \pi^k_h(s)\right) \sqrt{1/N^k_h(s^k_h, \tilde{a}^k_h)}$$

$$= \sum_{h \in [H]} \sum_{s \in S} \sum_{a \neq \pi^k_h(s)} N^{K+1}_h(s, a) \sum_{n=1}^{\min(n, H)} \sqrt{1/n}$$

$$\leq \sum_{h \in [H]} \sum_{s \in S} \sum_{a \neq \pi^k_h(s)} \left(1 + \int_{n=1}^{N^{K+1}_h(s, a)} \sqrt{1/ndn}\right)$$

$$\leq \sum_{h \in [H]} \sum_{s \in S} \sum_{a \neq \pi^k_h(s)} 2\sqrt{N^{K+1}_h(s, a)}$$

(31)

$$\leq 2SAH \sqrt{\sum_{h \in [H]} \sum_{s \in S} \sum_{a \neq \pi^k_h(s)} N^{K+1}_h(s, a)}$$

$$= 2\sqrt{SAH \sum_{(k, h) \in \tau} 1(\tilde{a}^k_h \neq \pi^k_h(s))}$$

$$\leq 2\sqrt{SAH |\tau| H + \sqrt{2|\tau| \log(2/p)}}$$

$$\leq 2\sqrt{S \log(1/p)} + 2\sqrt{2SAH |\tau| \log(2/p)},$$

where ① holds due to the property of the concave function $\sqrt{n}$ and ② holds due to the inequality (30).

In addition,

$$\sum \left(\tilde{a}^k_h \neq \pi^k_h(s)\right) \Delta^k_h \geq \left(|\tau| H - \sqrt{2|\tau| \log(2/p)}\right) \Delta_{min}.$$  

(32)

Combining (24), (27), (29), (31) and (32), we have

$$\Delta_{min}|\tau| H \leq D\text{-Regret}(K) + 2H^2 \sqrt{\log(1/p)} D\text{-Regret}(K) + (H + \Delta_{min}) \sqrt{2|\tau| \log(1/p)}$$

$$2(e(H - h) + 1)\sqrt{2\tau} \left(2\sqrt{S \log(1/p)} + \sqrt{2SAH |\tau| \log(2/p)}\right),$$

(33)
which is equivalent to

$$|\tau| \leq \frac{H}{\Delta_{\min}} \left( \text{D-Regret}(K) + 2H^2 \sqrt{\log(1/p) \text{D-Regret}(K)} \right) + \frac{307SAH^{4_t}}{\Delta_{\min}^2}. \tag{34}$$

In addition, $\text{Cost}(K, H) \leq \text{Loss}(K, H) = \sum_{k=1}^{K} \sum_{h=1}^{H} (a_h^k \neq \pi_h^1(s_h^k)) = |\tau|$. The proof is completed.

D Proof of LCB-H attacks on UCB-H

For completeness, we describe the main steps of UCB-H algorithm in Algorithm 2.

Algorithm 2: Q-learning with UCB-Hoeffding [Jin et al. 2018]

1. Initialize $Q_h(s, a) = 0$ and $N_h(s, a) = 0$ for all state $s \in S$, all action $a \in A$ and all step $h \in [H]$.
2. Define $\alpha_t = \frac{H+1}{H+2}$, $\epsilon = \log(2SAT/p)$, and set a constant $c$.
3. for episode $k = 1, 2, \ldots, K$ do
   4. Receive $s_1$.
   5. for step $h = 1, 2, \ldots, H$ do
      6. Take action $a_h \leftarrow \arg \max_{a'} Q_h(s_h, a')$, and observe $s_{h+1}$ and $r_h$.
      7. $t = N_h(s_h, a_h) \leftarrow N_h(s_h, a_h) + 1$; $b_2 = c\sqrt{H^4/t}$.
      8. $Q_h(s_h, a_h) \leftarrow (1 - \alpha_t)Q_h(s_h, a_h) + \alpha_t(r_h + V_{h+1}(s_{h+1}) + b_1]$.
      9. $V_h(s_h) \leftarrow \min \{H, \max_{a'} Q_h(s_h, a')\}$.
   10. end for
11. end for

Before the proof of Theorem 3 we first introduce our main technical lemma.

We denote by $\overline{Q}_h^k$, $V_h^k$, $\overline{N}_h^k$ the observations of UCB-H agent at the beginning of episode $k$. The lemma below is our main technical lemma that shows the difference between the agent’s observations $\overline{Q}_h^k$ and the true $Q$-values $Q_h^k$ can be bounded by quantities from the next step.

Lemma 4. Assume the attacker follows the LCB-H attack strategy on the UCB-H agent. Suppose the constant $c$ in UCB-H algorithm satisfies $c > 0$. Let $\beta_h(t) = \left( cH + 2(H - h) + 2 \right) \sqrt{Ht/t}$ when $t > 0$ and $\beta_h(0) = 0$ for any step $h$, and let $B_h(t) = (e(H - h) + 1)\sqrt{\frac{2t}{\epsilon}}$ when $t > 0$ and $B_h(0) = H$ for any step $h$. For any $p \in (0, 1)$, with probability at least $1 - 3p$, the following confidence bounds hold simultaneously for all $(s, a, h, k) \in S \times A \times [H] \times [k]:$

$$\sum_{i=1}^{t} \alpha_t^i \left( \overline{V}_h^{k_i}(s_{h+1}^k) - V_h^{k_i}(s_{h+1}^k) \right) \leq \overline{Q}_h^k(s, \pi_h^1(s)) - Q_h^k(s, \pi_h^1(s)) \leq \alpha_t^0 H + \sum_{i=1}^{t} \alpha_t^i \left( \overline{V}_h^{k_i}(s_{h+1}^k) - V_h^{k_i}(s_{h+1}^k) \right) + \beta_h(t),$$

and

$$\overline{Q}_h^k(s, a) - Q_h^k(s, \pi_h^1(s)) = \overline{Q}_h^k(s, a) - Q_h^k(s, \pi_h^1(s)) - \Delta_h(s) \leq \alpha_t^0 H + \sum_{i=1}^{t} \alpha_t^i \left( \overline{V}_h^{k_i}(s_{h+1}^k) - V_h^{k_i}(s_{h+1}^k) \right) + \beta_h(t)$$

$$+ \sum_{i=1}^{t} \alpha_t^i \mathbb{I} (a_h^{k_i} \neq \pi_h^1(s)) \left( 2B_h \left( N_h^{k_i}(s, a_h^{k_i}) \right) - \Delta_h(s) \right), \tag{36}$$

where $t = N_h(s, a)$, $\Delta_h(s) := Q_h^1(s, \pi_h^1(s)) - Q_h^1(s, \pi_h^0(s))$, and $k_1, k_2, \ldots, k_t < k$ are the episodes in which $(s, a)$ was previously taken by the agent at step $h$.

By recursing the results in Lemma 4 we can obtained Theorem 3.
D.1 Proof of Lemma 4

Lemma 4 shows the result of the LCB-H attacks on the UCB-H algorithm. Thus, we need to refer the readers to some settings and the Lemma 4.1 in Jin et al. [2018]. Note that UCB-H chooses the learning rate as \( \alpha_t := \frac{H + 1}{t + \frac{1}{2}} \). For notational convenience, define \( \alpha_t^0 := \prod_{i=1}^{t} (1 - \alpha_t) \) and \( \alpha_t^1 := \alpha_t \prod_{i=1}^{t} (1 - \alpha_t) \). Here, we introduce some useful properties of \( \alpha_t^i \) which were proved in Jin et al. [2018].

1. \( \sum_{t=1}^{i} \alpha_t^1 = 1 \) and \( \alpha_t^0 = 0 \) for \( t \geq 1 \);
2. \( \sum_{t=1}^{i} \alpha_t^1 = 0 \) and \( \alpha_t^0 = 1 \) for \( t = 0 \);
3. \( \frac{1}{\sqrt{t}} \leq \sum_{i=1}^{t} \alpha_t^i \leq \frac{2}{\sqrt{t}} \) for every \( t \geq 1 \);
4. \( \sum_{i=1}^{t} \alpha_t^1 \leq \frac{2H}{t} \) for every \( t \geq 1 \);
5. \( \sum_{i=1}^{\infty} \alpha_t^i \leq (1 + \frac{1}{H}) \) for every \( i \geq 1 \).

As shown in Jin et al. [2018], at any \((s, a, h, k) \in \mathcal{S} \times \mathcal{A} \times [H] \times [K]\), let \( t = \mathcal{N}_h^k(s, a) \) and suppose \((s, a)\) was previously taken by the agent at step \( h \) of episodes \( k_1, k_2, \ldots, k_t < k \). By the update equations in the UCB-H Algorithm and the definition of \( \alpha_t^i \), we have

\[
Q_h^i(s, a) = \alpha_t^0 H + \sum_{i=1}^{t} \alpha_t^i \left( r_h^{k_i} + V_{h+1}^{k_i}(s_{h+1}^{k_i}) + b_i \right). \tag{37}
\]

Then we can bound the difference between \( Q_h^i \) and \( Q_h^j \).

\[
\overline{Q}_h^i(s, a) - Q_h^j(s, \pi_h^-(s)) = \alpha_t^0 H - Q_h^j(s, \pi_h^-(s)) + \sum_{i=1}^{t} \alpha_t^i \left( r_h^{k_i} + V_{h+1}^{k_i}(s_{h+1}^{k_i}) + b_i - Q_h^j(s, \pi_h^-(s)) \right) \tag{38}
\]

We can rewrite the third term in the RHS of \( (38) \) as follows

\[
r_h(s, \tilde{a}_{h}^{k_i}) + V_{h+1}^{k_i}(s_{h+1}^{k_i}) - Q_h^j(s, \pi_h^-(s))
= r_h(s, \tilde{a}_{h}^{k_i}) + V_{h+1}^{k_i}(s_{h+1}^{k_i}) - Q_h^j(s, \tilde{a}_{h}^{k_i}) + Q_h^j(s, \tilde{a}_{h}^{k_i}) - Q_h^j(s, \pi_h^-(s))
= V_{h+1}^{k_i}(s_{h+1}^{k_i}) - P_h V_{h+1}^{k_i}(s, \tilde{a}_{h}^{k_i}) + Q_h^j(s, \tilde{a}_{h}^{k_i}) - Q_h^j(s, \pi_h^-(s))
= V_{h+1}^{k_i}(s_{h+1}^{k_i}) - V_{h+1}^{k_i}(s_{h+1}^{k_i}) + V_{h+1}^{k_i}(s_{h+1}^{k_i}) - P_h V_{h+1}^{k_i}(s, \tilde{a}_{h}^{k_i})
+ Q_h^j(s, \tilde{a}_{h}^{k_i}) - Q_h^j(s, \pi_h^-(s)). \tag{39}
\]

As the result, the difference between \( Q_h^i \) and \( Q_h^j \) can be rewritten as

\[
\overline{Q}_h^i(s, a) - Q_h^j(s, \pi_h^-(s)) = \alpha_t^0 H - Q_h^j(s, \pi_h^-(s)) + \sum_{i=1}^{t} \alpha_t^i \left( V_{h+1}^{k_i}(s_{h+1}^{k_i}) - V_{h+1}^{k_i}(s_{h+1}^{k_i}) \right) \tag{40}
\]
Since \( E[V^t_{h+1}(s_h^k) | \mathcal{F}^k_h \cup \{ s_h^k, a_h^k \}] = E[V^t_{h+1}(s_h^k) | s_h^k, a_h^k] = P_h V^t_{h+1}(s, a) \) for any state-action pair \((s_h^k, a_h^k) = (s, a), \) \( \sum_{i=1}^t \alpha^i \left( V^t_{h+1}(s_h^{k_i}) - P_h V^t_{h+1}(s, \tilde{a}_h^{k_i}) \right) \) is the weighted sum of a martingale difference sequence w.r.t the filtration \( \mathcal{F}^k_h \). By Azuma-Hoeffding inequality, we have

\[
\mathbb{P} \left( \sum_{i=1}^t \alpha^i \left( V^t_{h+1}(s_h^{k_i}) - P_h V^t_{h+1}(s, \tilde{a}_h^{k_i}) \right) \geq \eta \right) \leq 2 \exp \left( -\frac{\eta^2}{2(H-h)^2} \right),
\]

where we used \( \sum_{i=1}^t (\alpha^i)^2 \leq \frac{2H}{t} \) a property of \( \alpha^i \). By setting the right hand side of the above equation to \( p/(SAH) \) and \( t = \frac{N_h^k}{\sqrt{H}} \), we have for each fixed state-action pair \((s, a, h) \in \mathcal{S} \times \mathcal{A} \times [H] \) with probability at least \( 1 - p/(SAH) \), event \( E_1 \) holds, where \( E_1 \) is defined as

\[
E_1 := \{ \forall k \in [K], \sum_{i=1}^t \alpha^i \left( V^t_{h+1}(s_h^{k_i}) - P_h V^t_{h+1}(s, \tilde{a}_h^{k_i}) \right) \leq (H-h) \frac{4H \log(2SAT/p)}{N_h^k(s, a)} \}. \tag{42}
\]

Similarly, for each fixed state-action-step pair \((s, a, h) \in \mathcal{S} \times \mathcal{A} \times [H] \) with probability at least \( 1 - p/(SAH) \), we have event \( E_2 \) holds with

\[
E_2 := \{ \forall k \in [K], \sum_{i=1}^t \alpha^i \left( r^k_h - r_h(s, \tilde{a}_h^k) \right) \leq \sqrt{\frac{8H \log(2SAT/p)}{N_h^k(s, a)}} \}. \tag{43}
\]

Then if the agent chooses \( b_h = c \sqrt{2H/t} \) for some constant \( c \) and \( t = \log(2SAT/p) \), by the property (3) of \( \alpha^i \), we have \( b_h \leq \sum_{i=1}^t \alpha^i b_i \leq 2b_t \). Under events \( E_1 \) and \( E_2 \), for \( t \geq 1 \), the third term of the RHS of equation (40) can be bounded by

\[
(eH - 2(H-h) - 2) H \sqrt{t}/t \leq \sum_{i=1}^t \alpha^i \left( r^k_h - r_h(s, \tilde{a}_h^k) + V^t_{h+1}(s_h^{k_i}) - P_h V^t_{h+1}(s, \tilde{a}_h^{k_i}) + b_i \right) \leq (eH + 2(H-h) + 2) \sqrt{H/t}, \tag{44}
\]

For notational simplicity, let \( \beta_h(t) = (eH + 2(H-h) + 2) \sqrt{H/t} \) when \( t > 0 \) and \( \beta_h(0) = 0 \) for any step \( h \).

We split the fourth term of the RHS of equation (40) into two cases.

If \( \tilde{a}_h^k = \pi^*_h(s) \) holds, we have

\[
Q^t_h(s, \pi^*_h(s)) - Q^t_h(s, \pi^*_h(s)) = Q^t_h(s, \pi^*_h(s)) - Q^t_h(s, \pi^*_h(s)). \tag{45}
\]

Let \( B_h(t) = (eH - h) + 1 \sqrt{2h} \) when \( t > 0 \) and \( B_h(0) = H \) for any step \( h \).

If \( \tilde{a}_h^k \neq \pi^*_h(s) \) holds, the attacker attacked the agent, and from Lemma \[2 \] we have with probability \( 1 - p \),

\[
Q^t_h(s, \pi^*_h(s)) \geq L^h_k(s, \pi^*_h(s)) \geq L^k_h(s, \tilde{a}_h^k) \geq Q^t_h(s, \tilde{a}_h^k) - 2B_h \left( N^k_h(s, \tilde{a}_h^k) \right), \tag{46}
\]

and \( 0 \leq Q^t_h(s, \tilde{a}_h^k) - Q^t_h(s, \pi^*_h(s)) \leq 2B_h \left( N^k_h(s, \tilde{a}_h^k) \right) \).

If \( a = \pi^*_h(s) \), the attacker does not attack so \( \tilde{a}_h^k = a = \pi^*_h(s) \). Then by combining (40) and (44), we have for \( c \geq 2 \)

\[
\sum_{i=1}^t \alpha^i \left( V^t_{h+1}(s_h^{k_i}) - V^t_{h+1}(s_h^{k_i}) \right) \leq Q^t_h(s, \pi^*_h(s)) - Q^t_h(s, \pi^*_h(s)) \leq \alpha^i \left( V^t_{h+1}(s_h^{k_i}) - V^t_{h+1}(s_h^{k_i}) \right) + \beta_h(t). \tag{47}
\]
Since $\nabla_{h+1} = V_{h+1} = 0$, from induction on $h = H, H - 1, \ldots, 1$, we have $\nabla_h(s) \geq \min\{Q_k(s, \pi^k_h(s)), H\} \geq V_h(s)$ for all state $s$, step $h$ and episode $k$ with probability $1 - 2p$.

If $a \neq \pi^k_h(s)$, the attacker attacks by changing the action to the target action or a possible worst action. From (40) and (44), we have

$$Q^k_h(s, \pi^k_h(s)) - Q^k_h(s, \pi^k_h(s)) = \nabla_h(s)$$

$$\leq \alpha^H_t + \sum_{i=1}^{t} \alpha^i_t \left( V_{h+1}(s_{h+1}^k) - V_{h+1}(s_{h+1}^k) \right) + \beta_h(t)$$

$$+ \sum_{i=1}^{t} \alpha^i_t \left( \frac{1}{a_{h}^k = \pi^k_h(s)} \left( Q^k_h(s, \pi^k_h(s)) - Q^k_h(s, \pi^k_h(s)) \right) \right)$$

$$+ \sum_{i=1}^{t} \alpha^i_t \left( \frac{1}{a_{h}^k \neq \pi^k_h(s)} \left( 2B_h \left( N_{h}(s, \pi^k_h(s)) \right) - \Delta_h(s) \right) \right)$$

and

$$Q^k_h(s, a) - Q^k_h(s, \pi^k_h(s)) = \pi^k_h(s) - \pi^k_h(s) - \Delta_h(s)$$

$$\leq \alpha^H_t + \sum_{i=1}^{t} \alpha^i_t \left( V_{h+1}(s_{h+1}^k) - V_{h+1}(s_{h+1}^k) \right) + \beta_h(t)$$

$$+ \sum_{i=1}^{t} \alpha^i_t \left( \frac{1}{a_{h}^k \neq \pi^k_h(s)} \left( 2B_h \left( N_{h}(s, \pi^k_h(s)) \right) - \Delta_h(s) \right) \right)$$

where $\Delta_h(s) := Q^k_h(s, \pi^k_h(s)) - Q^k_h(s, \pi^k(s))$.

D.2 Proof of Theorem 3

In this section, we assume the two events $\mathcal{E}_1, \mathcal{E}_2$ hold. For any state $s \in \mathcal{S}$ and any step $h \in [H]$, Lemma 4 shows that in the agent’s observations, $Q^k_h(s, \pi^k_h(s)) \geq Q^k_h(s, \pi^k_h(s))$ for all episodes $k \in [K]$ with probability $1 - 3p$. Since UCB-H takes action by the function $a^k_h = \arg \max_{a \in A} Q^k_h(s^k_h, a)$, we have that with probability $1 - 3p$, $Q^k_h(s^k_h, a^k_h) \geq Q^k_h(s^k_h, \pi^k_h(s^k_h)) \geq Q^k_h(s^k_h, \pi^k_h(s^k_h))$ for all episodes $k \in [K]$ and all steps $h \in [H]$. Thus, we can bound the loss and cost functions by

$$\sum_{k=1}^{K} \sum_{h=1}^{H} \frac{1}{a^k_h \neq \pi^k_h(s^k_h)} \Delta_h(s^k_h)$$

$$= \sum_{k=1}^{K} \sum_{h=1}^{H} \frac{1}{a^k_h \neq \pi^k_h(s^k_h)} \left( Q^k_h(s^k_h, \pi^k_h(s^k_h)) - Q^k_h(s^k_h, \pi^k_h(s^k_h)) \right)$$

$$\leq \sum_{k=1}^{K} \sum_{h=1}^{H} \frac{1}{a^k_h \neq \pi^k_h(s^k_h)} \left( Q^k_h(s^k_h, a^k_h) - Q^k_h(s^k_h, \pi^k_h(s^k_h)) \right).$$

First consider a fixed step $h$. The contribution of step $h$ to the loss function can be written as $\text{Loss}_h(K) = \sum_{k=1}^{K} \frac{1}{a^k_h \neq \pi^k_h(s^k_h)}$. For notational convenience, denote

$$\phi^k_{h, h} := \frac{1}{a^k_h \neq \pi^k_h(s^k_h)} \text{ and } \delta^k_h := \frac{1}{a^k_h \neq \pi^k_h(s^k_h)}.$$

From the update equation of $V$-values in UCB-H algorithm, we have

$$\nabla^k_h(s^k_h) = \min\{H, \max_{a \in A} Q^k_h(s^k_h, a)\} - \nabla^k_h(s^k_h) \leq \delta^k_h.$$
From Lemma 4 with probability $1 - 3\rho$, we have
\[
\sum_{k=1}^{K} \phi_{h,h}^{k} \delta_{h}^{k} \leq \sum_{k=1}^{K} \phi_{h,h}^{k} \phi_{N_{h}(s_{h}^{k}, a_{h}^{k})}^{0} H + \sum_{k=1}^{K} \phi_{h,h}^{k} \beta_{h} \left( N_{h}(s_{h}^{k}, a_{h}^{k}) \right) + \sum_{k=1}^{K} \phi_{h,h}^{k} \sum_{i=1}^{\tilde{k}} \alpha_{h,i}^{k} \delta_{h}^{k_{i}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h)} \delta_{h+1}^{k_{i}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h)} + \sum_{k=1}^{K} \phi_{h,h}^{k} \sum_{i=1}^{\tilde{k}} \alpha_{h,i}^{k} \left( \pi_{h_{i}}^{k_{i}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h)} \neq \pi_{h_{i}}^{k_{i}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h)} \right) \right) \right) + \Delta_{h}(s_{h}^{k}) \right),
\] (53)

where $k_{i}(s, a, h)$ represents the episode where $(s, a)$ was taken by the agent at step $h$ for the $i$th time.

The key step is to upper bound the third term in the RHS of (53). Note that for any episode $k$, the third term takes all the prior episodes $k_{i} < k$ where $(s_{h}^{k_{i}}, a_{h}^{k_{i}})$ was taken into account. In other words, for any episode $k'$, the term $\delta_{h+1}^{k'}$ appears in the second term at all posterior episodes $k > k'$ where $(s_{h}^{k'}, a_{h}^{k'})$ was taken. The first time it appears we have $\overline{N}_{h}(s_{h}^{k}, a_{h}^{k}) = \overline{N}_{h}(s_{h}^{k'}, a_{h}^{k'}) = \overline{N}_{h}(s_{h}^{k'}, a_{h}^{k'}) + 1$ and the second time it appears we have $\overline{N}_{h}(s_{h}^{k}, a_{h}^{k}) = \overline{N}_{h}(s_{h}^{k'}, a_{h}^{k'}) = \overline{N}_{h}(s_{h}^{k'}, a_{h}^{k'}) + 2$, and so on. Thus, we exchange the order of summation and have
\[
\sum_{k=1}^{K} \phi_{h,h}^{k} \sum_{i=1}^{\tilde{k}} \alpha_{h,i}^{k} \delta_{h}^{k_{i}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h)} \delta_{h+1}^{k_{i}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h)} = \sum_{k=1}^{K} \phi_{h,h}^{k} \sum_{i=1}^{\tilde{k}} \alpha_{h,i}^{k} \delta_{h}^{k_{i}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h)} \overline{N}_{h}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h) + 1.
\] (54)

For any $k \in [K]$, let $\phi_{h,h+1}^{k} = \sum_{i=1}^{\tilde{k}} \alpha_{h,i}^{k} \delta_{h}^{k_{i}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h)} \overline{N}_{h}(s_{h}^{k_{i}, a_{h}^{k_{i}}}, h) + 1$. The third term in the RHS of (53) can be simplified as $\sum_{k=1}^{K} \phi_{h,h+1}^{k} \delta_{h+1}^{k}$. The fourth term in the RHS of (53) can be simplified as
\[
\sum_{k=1}^{K} \phi_{h,h}^{k} \delta_{h}^{k} \left( \pi_{h}^{k}(s_{h}^{k}) \neq \pi_{h}^{k}(s_{h}^{k}) \right) \left( 2B_{h} \left( N_{h}^{k}(s_{h}^{k}, a_{h}^{k}) \right) - \Delta_{h}(s_{h}^{k}) \right). \] (55)

Since $\alpha_{h}^{0} = 0$ when $t \geq 1$, $\sum_{k=1}^{K} \phi_{h,h}^{k} \phi_{N_{h}(s_{h}^{k}, a_{h}^{k})}^{0} H \leq SAH$. Thus, we can rewrite (53) as
\[
\sum_{k=1}^{K} \phi_{h,h}^{k} \delta_{h}^{k} \leq SAH + \sum_{k=1}^{K} \phi_{h,h+1}^{k} \delta_{h+1}^{k} + \sum_{k=1}^{K} \phi_{h,h}^{k} \beta_{h} \left( N_{h}(s_{h}^{k}, a_{h}^{k}) \right) \left( 2B_{h} \left( N_{h}^{k}(s_{h}^{k}, a_{h}^{k}) \right) - \Delta_{h}(s_{h}^{k}) \right). \] (56)

Recurrsing the result for $h' = h, h + 1, \ldots, H$, and using the fact $\delta_{H+1}^{k} = 0$ for all episode $k$, we have
\[
\sum_{k=1}^{K} \phi_{h,h}^{k} \delta_{h}^{k} \leq SAH (H - h + 1) + \sum_{h'=h}^{H} \sum_{k=1}^{K} \phi_{h,h'}^{k} \beta_{h'} \left( N_{h'}^{k}(s_{h'}^{k}, a_{h'}^{k}) \right) \left( 2B_{h'} \left( N_{h'}^{k}(s_{h'}^{k}, a_{h'}^{k}) \right) - \Delta_{h}(s_{h'}^{k}) \right) - \sum_{h'=h}^{H} \sum_{k=1}^{K} \phi_{h,h'}^{k} \delta_{h'}^{k} \left( \pi_{h'}^{k}(s_{h'}^{k}) \neq \pi_{h'}^{k}(s_{h'}^{k}) \right) \Delta_{h}(s_{h'}^{k}). \] (57)
Here, we present some important properties of $\phi_{h,h'}^k$ for all step $h' \geq h$ when step $h$ are fixed:

1. $\sum_{k=1}^{K} \phi_{h,h}^k = \sum_{k=1}^{K} \alpha^k = \text{Loss}_h(K)$;
2. $\sum_{k=1}^{K} \phi_{h,h'}^k = \sum_{k=1}^{K} \phi_{h,h'}^k$, for all step $h' \geq h$;
3. $\max_{k \in [K]} \phi_{h,h'}^k \leq \left(1 + \frac{1}{t}\right) \max_{k \in [K]} \phi_{h,h'}^k$ for all step $h' \geq h$;
4. $\max_{k \in [K]} \phi_{h,h}^k = 1$, and $\max_{k \in [K]} \phi_{h,h'}^k \leq e$ for all step $h' \geq h$.

Property (1) is from the definition of $\mathbf{N}_{h}(s)$. Properties (2) and (3) can be proved by the properties of $\alpha^k$. In particular, for all step $h' \geq h$,

$$
\sum_{k=1}^{K} \phi_{h,h'}^k = \phi_{h,h'}^1 + \sum_{k=1}^{K} \phi_{h,h'}^k = \sum_{k=1}^{K} \phi_{h,h'}^k,
$$

and for all step $h' \geq h$ and all episode $k \in [K]$,

$$
\phi_{h,h'}^k = \sum_{t=\mathbf{N}_{h'}(s_{h'},a_{h'})}^{\mathbf{N}_{h'}(s_{h'},a_{h'})+1} \phi_{h,h'}^k \quad (58)
$$

Property (4) is from Property (3) and the fact $(1 + \frac{1}{t})^H \leq e$.

Now we are ready to prove Theorem 3. At first, we bound the second term of the RHS of (57). We regroup the summands in a different way.

$$
\sum_{h'=h}^{H} \sum_{k=1}^{K} \phi_{h,h'}^k \cdot \beta_{h'} \left(\mathbf{N}_{h'}(s_{h'},a_{h'})\right) = \sum_{h'=h}^{H} \sum_{(s,a) \in S \times A} \sum_{t=1}^{\mathbf{N}_{h'}(s,a)} \phi_{h,h'}^{k_{h}(s,a,h')} \beta_{h'}(t-1)
$$

because $\beta_h(0) = 0$. Define $\phi_{h,h'}^{(s,a)} = \sum_{t=1}^{\mathbf{N}_{h'}(s,a)} \phi_{h,h'}^{k_{h}(s,a,h')}$. Since $\sqrt{t}$ is a monotonically decreasing positive function for $t \geq 1$ and $\phi_{h,h'}^{k_{h}(s,a,h')} \leq e$, by the rearrangement inequality, for $h' \geq h$, we have

$$
\sum_{t=1}^{\mathbf{N}_{h'}(s,a)} \phi_{h,h'}^{k_{h}(s,a,h')} \sqrt{t} \leq e \sqrt{t} + \left(e \sqrt{t} - \phi_{h,h'}^{k_{h}(s,a,h')} \sqrt{t}\right) \sqrt{\frac{1}{\phi_{h,h'}^{k_{h}(s,a,h')}}}
$$

$$
\leq e \sqrt{t} + \int_{1}^{t} e \sqrt{t} - \phi_{h,h'}^{k_{h}(s,a,h')} \sqrt{t} dt \leq 2 \sqrt{e \phi_{h,h'}^{k_{h}(s,a,h')}}
$$

(61)
By plugging (61) back into (60) we have
\[
\sum_{h' = h}^H \sum_{k=1}^K \phi_{h', h}^k \cdot \beta_{h'} \left( \sum_{h'}^H (s_{h'}, a_{h'}) \right) \leq \sum_{h' = h}^H 2(cH + 2(H - h') + 2) \sqrt{eSAHt} \sum_{k=1}^K \phi_{h, h}^k \\
\leq H(cH + 2H + 2) \sqrt{eSAHt} \sum_{k=1}^K \phi_{h, h}^k \\
= H(cH + 2H + 2) \sqrt{eSAHt} \text{Loss}_h(K),
\]
where the first inequality holds due to \( \sum_{h' = h}^H \sum_{k=1}^K \phi_{h', h}^k \cdot \beta_{h'} \left( \sum_{h'}^H (s_{h'}, a_{h'}) \right) \leq H \sum_{h' = h}^H 2(cH + 2(H - h') + 2) \sqrt{eSAHt} \sum_{k=1}^K \phi_{h, h}^k \).

Similarly, we can bound a part of the third term of the RHS of (57) by
\[
\sum_{h' = h}^H \sum_{k=1}^K \phi_{h', h}^k \cdot \beta_{h'} \left( \sum_{h'}^H (s_{h'}, a_{h'}) \right) \leq \sum_{h' = h}^H \sum_{k=1}^K \phi_{h', h}^k \cdot \beta_{h'} \left( \sum_{h'}^H (s_{h'}, a_{h'}) \right) \leq H \sum_{h' = h}^H 2(cH + 2(H - h') + 2) \sqrt{eSAHt} \sum_{k=1}^K \phi_{h, h}^k,
\]
(63)
\[
= H(t - 1) + 2e(H - h + 1)SAH.
\]
where \( k_i(s, a, h) \) represents the episode where \( (s, a) \) was taken by the attacker at step \( h \) for the \( i \)th time. Here, (1) comes from deleting the indicator function and regrouping the summands; (2) follows \( \phi_{h, h'}^k \leq e \) and \( B_n(0) = H \); (3) follows the same steps in (61) and (62).

As shown in (50), we have
\[
0 \leq \sum_{k=1}^K \phi_{h, h}^k \left( Q_h(s_{h}, a_{h}) - Q_h(s_{h}, \pi_h^k(s_{h})) \right) - \sum_{k=1}^K \phi_{h, h}^k \Delta_h(s_{h}) \leq \sum_{k=1}^K \phi_{h, h}^k \delta_h^k.
\]
(64)
Thus, we need to find the lower bound of the fourth term of the RHS of (57). Since \( \Delta_h(s_{h}) > \Delta_{min} > 0 \), we have
\[
\sum_{h' = h}^H \sum_{k=1}^K \phi_{h', h}^k \cdot \beta_{h'} \left( \sum_{h'}^H (s_{h'}, a_{h'}) \right) \Delta_h(s_{h'}) \\
\geq \sum_{k=1}^K \phi_{h, h}^k \cdot \beta_{h'} \left( \sum_{h'}^H (s_{h'}, a_{h'}) \right) \Delta_h(s_{h}) \\
\geq \Delta_{min} \sum_{k=1}^K \phi_{h, h}^k \cdot \beta_{h'} \left( \sum_{h'}^H (s_{h'}, a_{h'}) \right) \Delta_h(s_{h}) \\
= \Delta_{min} \left( \text{Loss}_h(K) - \sum_{k=1}^K \phi_{h, h}^k \cdot \beta_{h'} \left( \sum_{h'}^H (s_{h'}, a_{h'}) \right) \right).
\]
Recall the definition of $\phi_{h,h+1}^k$ and the property (5) of $\alpha_i^t$, we have
\[
\sum_{k=1}^{K} \phi_{h,h+1}^k \mathbb{1} \left( \bar{a}_h^k = \pi_{h}^1(s_h^k) \right)
= \sum_{k=1}^{K} \sum_{t=\mathcal{N}_h^k(s_h^k,a_h^k)} \phi_{h,h}^{k_t(s_h^k,a_h^k,\alpha_t)} \pi_{h}^1(s_h^k) \mathbb{1} \left( \bar{a}_h^k = \pi_{h}^1(s_h^k) \right)
= \sum_{s \in \mathcal{S}} \sum_{k=0}^{K} \mathbb{1} \left( s_h^k = s \right) \mathbb{1} \left( \bar{a}_h^k = \pi_{h}^1(s) \right) \mathbb{1} \left( a_h^k \neq \pi_{h}^1(s) \right) \sum_{t=\mathcal{N}_h^k(s_h^k,a_h^k)} \pi_{h}^1(s_h^k) \mathbb{1} \left( \bar{a}_h^k = \pi_{h}^1(s_h^k) \right),
\]
(66)

\[\leq (1 + \frac{1}{H}) \sum_{k=1}^{K} \mathbb{1} \left( \bar{a}_h^k = \pi_{h}^1(s_h^k) \right) \mathbb{1} \left( a_h^k \neq \pi_{h}^1(s_h^k) \right)\]

Recall the inequality (30). We have with probability $1 - p$, for all $h \in [H]$
\[
\sum_{k=1}^{K} \mathbb{1} \left( a_h^k \neq \pi_{h}^1(s_h^k) \right) \mathbb{1} \left( \bar{a}_h^k \neq \pi_{h}^1(s) \right) \geq \frac{1}{H} \sum_{k=1}^{K} \mathbb{1} \left( a_h^k \neq \pi_{h}^1(s_h^k) \right) - \sqrt{2 \log(2H/p) \sum_{k=1}^{K} \mathbb{1} \left( a_h^k \neq \pi_{h}^1(s_h^k) \right)},
\]
(67)
which is equivalent to
\[
\sum_{k=1}^{K} \mathbb{1} \left( a_h^k \neq \pi_{h}^1(s_h^k) \right) \mathbb{1} \left( \bar{a}_h^k = \pi_{h}^1(s) \right) \leq \frac{1}{H} \sum_{k=1}^{K} \mathbb{1} \left( a_h^k \neq \pi_{h}^1(s_h^k) \right) + \sqrt{2 \log(2H/p) \sum_{k=1}^{K} \mathbb{1} \left( a_h^k \neq \pi_{h}^1(s_h^k) \right)},
\]
(68)

Plugging these back into (66) and further (68), we have
\[
\sum_{h'=h}^{H} \sum_{k=1}^{K} \phi_{h,h'+1}^k \mathbb{1} \left( \bar{a}_{h'}^k \neq \pi_{h'}^1(s_{h'}^k) \right) \Delta_h(s_{h'}^k)
\geq \Delta_{\text{min}} \left( \frac{1}{H^2} \text{Loss}_h(K) - (1 + \frac{1}{H}) \sqrt{2 \log(2H/p) \sum_{k=1}^{K} \text{Loss}_h(K)} \right),
\]
(69)

Combining (57), (62), (63) and (69), we have
\[
\Delta_{\text{min}} \left( \frac{1}{H^2} \text{Loss}_h(K) - (1 + \frac{1}{H}) \sqrt{2 \log(2H/p) \sum_{k=1}^{K} \text{Loss}_h(K)} \right)
\leq H^2 e \sqrt{SA_t \text{Loss}_h(K)} + 2e(H - h + 1)SAH
\]
\[+ SAH(H - h + 1) + H(eH + 2H + 2) \sqrt{e SA_t \Delta_{\text{min}} \text{Loss}_h(K)},
\]
which is equivalent to
\[
\text{Loss}_h(K) \leq 2(H^2 + H)^2 \log(2H/p) + \frac{1}{\Delta_{\text{min}}} \text{SAH}^2(H - h + 1)
\]
\[+ \frac{1}{\Delta_{\text{min}}} e^2 H^8 SA_t + \frac{1}{\Delta_{\text{min}}} eH^7 (eH + 2H + 2)^2 SA_t.
\]
(71)
This establishes
\[
\text{Cost}(K,H) \leq \text{Loss}(K) \leq O \left( H^5 \log(2H/p) + \frac{1}{\Delta_{\text{min}}} \text{SAH}^4 + \frac{1}{\Delta_{\text{min}}} H^{10} SA_t \right).
\]
(72)