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Abstract—This letter proposes a new wake word detection system based on Res2Net. As a variant of ResNet, Res2Net was first applied to objection detection. Res2Net realizes multiple feature scales by increasing possible receptive fields. This multiple scaling mechanism significantly improves the detection ability of wake words with different durations. Compared with the ResNet-based model, Res2Net also significantly reduces the model size and is more suitable for detecting wake words. The proposed system can determine the positions of wake words from the audio stream without any additional assistance. The proposed method is verified on the Mobvoi dataset containing two wake words. At a false alarm rate of 0.5 per hour, the system reduced the false rejection of the two wake words by more than 12% over prior works.

Index Terms—Convolutional neural network, Res2Net, wake word detection, false rejection, false alarm.

I. INTRODUCTION

Wake word detection (WWD) is to detect a predefined keyword from streaming audio or prerecorded audio utterance. It can be regarded as a special keyword spotting task and has been widely used in smart devices to facilitate the interaction between people and virtual assistants. For voice-controlled devices such as Google Home and Amazon Echo, their WWD systems usually work continuously in the background. People can wake up and interact with these devices by saying a predefined word "Alexa" or "okay Google". This requires the WWD system to have a small power consumption and latency.

Large vocabulary continuous speech recognition (LVCSR) [2], [3], [4] is a classic solution to keyword detection. Its advantage is that the keywords can be changed at any time, but it requires great computing resources. LVCSR-based systems have been designed to detect audio content in large datasets, but they are not suitable for small-footprint applications such as WWD. There are two dominant categories of WWD methods: keyword/filler Hidden Markov Models (HMM) [5], [6], [7], and pure neural models [8], [9], [10]. Although the HMM approach is a classic technique, it still has strong competitiveness today. HMMs are established by using keyword and non-keyword audio segments. All valid phone sequences from the keyword are modeled by an HMM, and non-keyword speech segments are absorbed by a filler HMM. Then, Viterbi decoding is adopted to obtain the best path in the decoding graph, where the computational cost depends on the specific HMM topology. The Gaussian mixture model (GMM) was the first choice for modeling observed acoustic features. With the continuous development of deep learning, deep neural networks (DNNs) have now become an alternative for GMMs because of their better performance [11], [12], [13].

The pure neural network approach was first proposed by Google as a small-footprint approach [8], and it has attracted more and more attention. This approach is trained for a keyword. When the confidence score of a posterior handing algorithm is larger than the threshold, a keyword is detected [14], [15]. Meanwhile, since the size of the neural network can be controlled and there is no decoding graph, this approach can be executed on hardware platforms with a small footprint and low latency. Subsequently, feed-forward DNNs were replaced by stronger networks, such as the convolutional neural network (CNN) [16] and the recurrent neural network (RNN) [17], and further performance improvement was obtained.

It is necessary to activate a WWD system once the wake word appears in an audio stream. The family of RNNs [18], [19] may suffer from state saturation while facing a continuous input stream, increasing computational cost and detection latency even with GPUs it cannot be parallelized in the case of chunk-streaming due to its sequential computations. Though RNNs are more suitable for modeling timing signals, considering the short duration of wake words, the words can be modeled by stacking multiple CNN layers [20]. In the CNN-based WWD systems, a convolution kernel is repeatedly used by sliding it over time or frequencies, thus covering a small and fixed range of frames. Meanwhile, the receptive field is expanded by stacking multiple convolution layers, even though each kernel can only capture local patterns. The stacking of more layers can obtain larger ranges of frames than fewer layers, which helps to capture more global patterns.

The CNN-based system requires fixed sizes as input. Many approaches use non-overlapping segments that are long enough (e.g., 1 second) as input features [8], [21], [22]. Voice activity detection is sometimes used to reduce computation by only running the WWD algorithm when the voice is present. It only detects the local feature of the wake word at a time when the duration of the wake word is longer than the default length. If the wake word is too short, they will be affected by non-wake word utterances when the global feature of the wake word is detected. Accurate audio of the wake word can provide valuable information for the WWD system.

In this letter, we propose a new approach to extract accurate wake word features for the WWD system. Specifically, we first determine the wake word regions by local features of wake words and then yield global features of the same size from wake word regions with different lengths. This not only solves the above problem but also jointly detects the local and global features of wake words, which improves the WWD system performance. To further improve the performance, this letter adopts Res2Net [23] whose multiple scaling mechanism is very suitable for detecting wake words with different lengths. By modifying the model structure, we reduce the parameters of the model without affecting the performance as much as possible. The contributions of this letter can be summarized as: 1) We adopt a new approach to provide the WWD system with...
more accurate input than before, and can process streaming audio. 2) With smaller model parameters, our proposed WWD system achieves better performance than the latest system.

II. Res2Net-based WWD

As demonstrated in Fig. 1, this letter proposes a convolutional network-based WWD system. There are two modules in the system: the feature extractor, and the classifier.

A. The feature extractor

The feature extractor takes the raw audio as input and outputs two types of processed speech spectrogram features. This module uses two processing methods: spectrogram resizing and spectrogram slicing.

1) Spectrogram Resizing: The length or duration of wake words is greatly affected by the speaker. Since the spectrogram of the same speech has a similar structure, this letter uses CNN to extract wake word information from the spectrogram. How to use CNN to classify spectrograms of different sizes needs full consideration. In this letter, an interpolation-based image resizing technique is adopted to obtain spectrograms of the same size. Convoluting an image with a tiny kernel and weight coefficients is a common interpolation technique [24]. In both x and y dimensions, bilinear interpolation can be regarded as an extension of linear interpolation as:

\[
R_{BL}(x, y) = a_0 + a_1 x + a_2 y + a_3 xy
\]

where the values of \(a_0, a_1, a_2,\) and \(a_3\) are determined by the four nearest neighbors of \((x, y)\). The bilinear interpolation kernel can be given as

\[
k(x) = \begin{cases} 
1 - |x| & |x| < 1 \\
0 & \text{otherwise}
\end{cases}
\]

From training spectrograms of the same size, the classifier \(M0\) can learn the global pattern of wake words.

2) Spectrogram Slicing: This letter uses a sliding window with a length of \(W\) and a step size of \(s\) (where \(s\) is the percentage of overlap between windows) on top of the spectrogram. The spectrogram is cut into many sub-spectrograms. The reason for using such a window is that it enables the classifier \(M1\) to extract local patterns of wake words. The size of the window must be appropriate. A too-large window will lose the value of extracting local patterns, and a too-small window will make the model difficult to learn useful wake word features. Assuming that the wake word is "Nihao Wenwen" in Mandarin. As illustrated in Fig. 2, sub-spectrograms (a), (b), and (c) are all wake word representations, and (d) does not contain any wake word. Meanwhile, the content in the sub-spectrogram is random, which may be “Nihao”, “Wenwen”, or “Nihao Wen” or “Hao Wenwen”. To reduce the complexity of the training model, each sub-spectrogram inherits the label of the utterance where it lies.

![Fig. 1](image)

**Fig. 1** Our proposed WWD system. The figure shows that two types of features will be obtained after processing each audio. For classifier M0, spectrograms of the same length are used as the training input. The classifier M1 takes the sliced sub-spectrograms as input. The two classifiers output classification scores for each spectrogram. Whether the final wake word is triggered is determined by the average classification score of the two classifiers.

![Fig. 2](image)

**Fig. 2** The spectrogram of “Nihao Wenwen” is divided into four sub-spectrograms, (a), (b), and (c) contain part or all of the wake word, and (d) does not contain any wake word.
B. The classifiers $M_0$ and $M_1$

The classifiers $M_0$ and $M_1$ respectively take the two types of spectrograms as inputs and finally output their scores. In the WWD system, SE-Res2Net is used as the classifier, which reduces the number of parameters.

1) Res2Net Block: A Res2Net block increases the number of receptive fields that are accessible in one layer to enhance the model’s multi-scale representation. When multiple blocks are stacked, attributed to the combination effect, feature representations of various granularities can be obtained. Fig. 3 presents the comparison of the basic block, bottleneck block [25], and Res2Net block. The Res2Net block is designed based on the bottleneck block. After processed by the first $1 \times 1$ convolutional layer, the feature maps are split into $s$ subsets by the channel dimension, which are denoted as $\{x_1, x_2, ..., x_s\}$. Except for $x_1$, each subset is fed into a $3 \times 3$ convolution (denoted as $K_i$). From $x_3$, each $K_{i-1}$ output is added with $x_i$ before it passes through $K_i$. This process is represented in Eq. 3.

$$y_i = \begin{cases} x_i & i = 1 \\ K_i(x_i) & i = 2 \\ K_i(x_i + y_{i-1}) & 2 < i \leq s \end{cases}$$

(a) Basic block

(b) Bottleneck block

(c) Res2Net block

(d) SE-Res2Net block

Fig. 3 The basic block, bottleneck block, Res2Net block, and SE-Res2Net block (the scale dimension $s=4$, $y_1$, $y_2$, $y_3$, and $y_4$ represent the feature maps in a channel group).

In Eq. 3 $\{y_1, y_2, ..., y_s\}$ is the module’s output, which represents the channel size of this residual block. It is concatenated and fed into the subsequent $1 \times 1$ convolutional layer. In [7], $s$ is defined as the scale dimension.

2) Integration with the squeeze-and-excitation (SE) block: The SE block [26] re-calibrates channel-wise feature responses. Through modeling the inter-dependencies between channels explicitly, different effect weights are assigned to the channels, thereby enabling the model to focus on the most relevant channel pattern of wake words. As shown in Fig. 3(d), SE-Res2Net is formed by stacking Res2Net and SE blocks.

3) Streaming inference: When processing streaming audio, $M_1$ first detects each sub-spectrogram of the audio. When the score of the sub-spectrogram exceeds the threshold $\gamma_1$, it is considered as a trigger point. Once there are at least two consecutive trigger points, there may be wake words in this part of the audio. The maximum score among consecutive trigger points is denoted as $y_{M1}$. Meanwhile, $M_0$ intervenes to detect the spectrogram between the first trigger point and the last trigger point to obtain $y_{M0}$. The final score $y_f$ is the average of $y_{M0}$ and $y_{M1}$. If $y_f$ is larger than $\gamma_1$, it is said that the wake word is triggered. Once a wake word is triggered, the hits in the next second are neglected. $\gamma_1 \in (0, 1)$ is a confidence threshold, and it is adjusted on the development set.

III. EXPERIMENTS

A. The dataset

This letter uses the Mobvoi (SLR87) dataset [27] containing 2 wake words: “Hi Xiaowen” and “Nihao Wenwen”. Both wake words are recorded by all the speakers. The dataset includes 144 hours of training data (174,592 samples in total, where 43,625 are positive ones) and 74 hours of test data (73,459 samples in total, where 21,282 are positive). Here, separate models are trained for each wake word, and this is considered as a binary classification problem. When considering one of the two wake words, the other is considered negative.

B. Experimental Settings

In all experiments, for every utterance, spectrograms are calculated by using 1024 discrete Fourier transform points, a 256-band Mel scale, as well as a hop size of 160. Since the length of both wake words is between 30 frames and 200 frames, this letter uses bilinear interpolation to adjust all spectrograms to 200 frames to train $M_0$. For $M_1$, different sliding windows are used for different wake words. The window length $w$ of “Hi Xiaowen” is 75 frames, and the step size $s$ is 0.3; the $w$ of “Nihao Wenwen” is 100 frames, and the $s$ is 0.3. The network architecture of the classifier used in this letter is presented in Table I. Besides, Adam optimization [28] is employed with an initial learning rate of 0.0002. In the first 5 training epochs, the SpecAugment strategy [29] is used. For each training utterance, 0 - 30 consecutive frames are randomly selected, and all their mel-filter banks are set to 0 for time masking. For frequency masking, 0 - 20 consecutive dimensions of the 256 mel-filter banks are randomly selected, and their values are set to 0 for all frames. Note that in a training mini-batch, only one-third of the utterances receive the time masking, the other one-third receive the frequency masking, and the remaining utterances receive both maskings. The training process does not stop when the number of epochs is smaller than 20 or the learning rate is more than 0.01.

C. Results

1) Effect of the proposed system: To compare the SE-Res2Net block with the Res2Net block and the basic block
TABLE I The model of modified ResNet50, Res2Net50, and SE-Res2Net50. The repetition times of every block in a stage are defined outside the brackets, while the residual block type and the channel number are provided inside the brackets. “2-d fc” represents a fully connected layer with two output units. The main difference from the original version is that the number of channels is reduced. “I” indicates that the channel number is changed to 1/4 of the original, and “II” indicates that the number of channels is reduced and the Conv5 layer is removed.

| Stage | ResNet50-I | ResNet50-II | Res2Net50-I | Res2Net50-II | SE-Res2Net50-I | SE-Res2Net50-II |
|-------|------------|-------------|-------------|--------------|----------------|----------------|
| Conv1 | conv2d, 7 × 7, stride=2 | max pool, 3 × 3, stride=2 | [Basic BLK, 3] × 3 | [Basic BLK, 4] × 3 | [Basic BLK, 4] × 3 | [Basic BLK, 4] × 3 |
|       | [Res2Net BLK, 16] | [Res2Net BLK, 16] | [Res2Net BLK, 16] | [Res2Net BLK, 16] | [Res2Net BLK, 16] | [Res2Net BLK, 16] |
| Conv2 | conv2d, 3 × 3, 16, stride=1 | [Res2Net BLK, 4] × 3 | [Res2Net BLK, 4] × 3 | [Res2Net BLK, 4] × 3 | [Res2Net BLK, 4] × 3 | [Res2Net BLK, 4] × 3 |
|       | [SE-Res2Net BLK, 8] | [SE-Res2Net BLK, 8] | [SE-Res2Net BLK, 8] | [SE-Res2Net BLK, 8] | [SE-Res2Net BLK, 8] | [SE-Res2Net BLK, 8] |
| Conv3 | [Basic BLK, 8] × 4 | [Basic BLK, 16] × 6 | [Basic BLK, 16] × 6 | [Basic BLK, 16] × 6 | [Basic BLK, 16] × 6 | [Basic BLK, 16] × 6 |
|       | [SE-Res2Net BLK, 32] × 3 | [SE-Res2Net BLK, 32] × 3 | [SE-Res2Net BLK, 32] × 3 | [SE-Res2Net BLK, 32] × 3 | [SE-Res2Net BLK, 32] × 3 | [SE-Res2Net BLK, 32] × 3 |

For our WWD system, the Res2Net50 and ResNet50 shown in Table II are used as classifier models to train the comparison system. Also, the parameters of Res2Net50 and ResNet50 are reduced in the same way. Except for the different models, the remaining settings are the same.

The DET curves of the wake words are presented in Figs. 4 and 5. Comparing ResNet50 and Res2Net50, it is indicated that Res2Net50 performs better than ResNet50 in all conditions. This shows that the Res2Net block improves the detection ability of wake words through multi-granularity features. After taking SE-Res2Net50 into comparison, it significantly outperforms both Res2Net50 and ResNet50. More specifically, at FAH = 0.5, SE-Res2Net50-II outperforms ResNet50-II and Res2Net50-II with an FRR reduction of 86.6% and 31.2% on "Hi Xiaowen", and 65.5% and 23.1% on "Nihao Wenwen", respectively. Similar gains can be also obtained at the other set of experiments. Furthermore, it is found that the DET curve of "Nihao Wenwen" is better than that of "Hi Xiaowen". This may be related to the fact that "Nihao Wenwen" has more syllables (4 rather than 3) and can be identified from other non-keyword audio more easily.

2) Comparison with prior works: Then, our proposed WWD system is compared with three recent baselines on the Mobvoi (SLR87) dataset [27], [30], [31]. Under FAH=0.5, our system achieves a 12-50% lower FRR than the transformer-based system [31]. Meanwhile, our system achieves a similar performance with the HMM-DNN-based system [27] with only half model parameters and without any additional network.

TABLE II Comparison with other WWD systems

| Mobvoi (SLR87) | #Params | FRR(%) at FAH=0.5 |
|----------------|---------|-----------------|
| Negative data mining algorithm system [30] | N/A | 1.5 |
| Alignment-Free Lattice-Free MMI system [27] | 120K | 0.4 |
| Streaming transformers system [31] | 57K | 0.6 |
| SE-ResNet50-I based System | 128K | 0.47 |
| SE-ResNet50-II based System | 32K | 0.53 |

IV. SUMMARY

In this letter, a novel CNN-based WWD system is proposed. The proposed system does not rely on additional networks for forced alignment but trains two classifiers through two types of feature processing. One classifier detects the feature slice segments of wake words to roughly locate their positions, and the other classifier further detects the speech segments.
after localization. Meanwhile, Res2Net, an improved ResNet network, is used as the classifier model. The Res2Net block is used to expand the possible receptive fields and improve the detection ability of the classifier. The effectiveness of our proposed system is verified on two commercial wake words. Compared with prior systems, our system can achieve better performance with fewer model parameters.
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