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Abstract

We study the extended prepotentials for the S-duality class of quiver gauge theories, considering them as quasiclassical tau-functions, depending on gauge theory condensates and bare couplings. The residue formulas for the third derivatives of extended prepotentials are proven, which lead to effective way of their computation, as expansion in the weak-coupling regime. We discuss also the differential equations, following from the residue formulas, including the WDVV equations, proven to be valid for the $SU(2)$ quiver gauge theories. As a particular example we consider the constrained conformal quiver gauge theory, corresponding to the Zamolodchikov conformal blocks by 4d/2d duality. In this case part of the found differential equations turn into nontrivial relations for the period matrices of hyperelliptic curves.
1 Introduction

The S-duality class of the supersymmetric quiver theories [1] allows to study gauge theories with matter, charged with respect to more than a single gauge group. In some regions of their moduli space the traditional methods of quantum field theory are not applicable, but they can be still analyzed, using geometric approach to $\mathcal{N} = 2$ supersymmetric gauge theories, initiated long ago by Seiberg and Witten [2]. It is especially intriguing and interesting, that this geometry can be independently viewed both from four-dimensional and two-dimensional perspectives [3, 4, 5, 6], allowing to apply in the latter case the dual techniques of theories with infinite-dimensional algebras of symmetry. Direct observation of such symmetry in four-dimensional gauge theories remains to be one of the main challenges in modern mathematical physics.

The Seiberg-Witten (SW) prepotentials in quiver gauge theories can be naturally extended [7] to incorporate the dependence of the bare ultraviolet (UV) couplings in addition to the infrared (IR) gauge theory condensates. In this way they can be identified with more general class of the quasiclassical tau-functions [8], which are well-known from long ago [9] to appear in the context of supersymmetric gauge theories. Studied previously only for the higher perturbations of the UV prepotential [10, 11, 3, 12], this extension becomes more generic for the quiver theories and can be studied in detail along the lines, proposed in [7].

One of the practical applications of the geometric picture and integrable equations in the gauge-theory framework is that it allows to use the alternative methods for the computations of the prepotentials, describing physics of light states in the IR. These methods equally work in the regions, where the theory possesses the UV non-Abelian Lagrangian description, as well as in the regions where only an effective description of light Abelian modes is possible (or even no Lagrangian is known at all [1]). In the first case the weak-coupling phase in $\mathcal{N} = 2$ supersymmetric gauge theory is saturated by the one-loop perturbation theory and the instanton calculus [2, 13], while in the latter cases the traditional methods of quantum gauge theory are not fully applicable. Below we are going to use the techniques of the quasiclassical integrable systems [8] to study the expansion of the prepotentials of quiver gauge theories in various regions of the moduli space, to be called as weak-coupling expansion, since it coincides with the perturbative and instanton analysis in all known cases, though goes itself beyond the scope, where such analysis is valid.

In this paper the proposed methods will be used to study the prepotentials of S-duality class of the $SU(2)$ quiver gauge theories, and mostly with the massless matter (vanishing bare masses). Already in this case there are some subtleties with the analysis of weakly-coupled phases with (half-) tri-fundamental multiplets (the so called sicilian quivers), where the instanton calculus [13] is not directly applicable [14]. Nevertheless, the developed methods lead directly to the weak-coupling expansion in this case as well, and this allows to hope on their validity for the most interesting case of the higher-rank gauge quivers, where the “sicilian problem” arises in full. Moreover, when one of the trifundamental states becomes massless, such theories form a class of four-dimensional conformal theories with the quadratic prepotentials,
when the couplings are renormalized from their bare values only by non-perturbative effects (the perturbative beta-functions vanish and the perturbative renormalization is finite).

Fortunately, for this class of quiver theories there is a well-known description on two-dimensional side, proposed by Al. Zamolodchikov in terms of conformal blocks for the $c = 1$ Ashkin-Teller (AT) model or scalar field on hyperelliptic Riemann surface [16]. In the SW approach this Riemann surface appears just as a particular degenerate case of the SW curve for a massless $SU(2)$ quiver, when the gauge theory condensates are constrained by certain conservation condition. We establish here direct relation of the geometric approach with the formulation in terms of two-dimensional conformal field theory (2d CFT), which is one more nice example of 4d/2d correspondence, going - strictly speaking - even beyond the framework of the AGT conjecture [6], since generic Nekrasov function is now known in such cases [14] (see also [15]).

We derive a generalization of the Zamolodchikov renormalization formula [17] (see also [18, 19, 20, 21, 7]) for this class of constrained quiver theories, which includes the first-order differential equations for the effective couplings and their implicit solution via the Thomae formulas. Finally, we study another kind of non-linear differential equations for the extended prepotentials - the WDVV equations [22, 23, 24], directly following from the residue formulas, and show that they hold both in generic massless and constrained Zamolodchikov’s cases.

This paper is organized as follows. Sect. 2 contains the review of the SW approach, and its extension to the tau-functions of the quiver gauge theories. We also demonstrate here, that part of the formulas can be immediately derived, using the AGT correspondence with conformal theory, and prove existence of the standard residue formula [8] for the third derivatives of the extended quiver prepotentials.

In sect. 3 we propose two slightly different, but directly related methods of calculating the weak-coupling expansions of the prepotentials, based on differential equations, arising from the residue formulas and the period integral expansions. We reproduce in this way few well-known examples, and study in detail two quiver gauge models (including the case of sicilian quiver in sect. 3.3) and massive deformations of conformal gauge theories. Sect. 4 contains the analysis of connection between the constrained quiver theories and exact Zamolodchikov’s conformal blocks in AT model, we prove that the SW description coincides with the 2d CFT result. Sect. 5 contain the discussion of the nonlinear differential equations for the quiver tau-functions. We show, that the simplest relations for the period matrices of Zamolodchikov’s case are equivalent to the well-known Rauch formulas, which describe here the nonperturbative renormalization of the UV couplings in conformal theories. This section also contains the proof that the prepotential solves the WDVV equations [24] as the function of all variables: both in the full massless theory, and in the constrained case. Sect. 6 is devoted to brief discussion of our results. Some technical information is contained in Appendices.
2 Generalities

2.1 Integrability

We start from the definition of the SW system [2], assuming here the S-duality class of quiver gauge theories [1] with the $\otimes_k SU(N^{(k)})$ gauge groups. We shall mostly concentrate on the superconformal models, containing fundamental, bifundamental and trifundamental matter multiplets in a combination, which gives vanishing $\beta$-functions $\beta_k = 0$ for all simple gauge group components, moreover - often with vanishing bare masses. The asymptotically free cases can be obtained from superconformal models with dimensionless bare couplings by standard dynamical transmutation in the limit when (some of) the bare masses become infinite and corresponding multiplets decouple.

The definition includes:

- $g$-parametric family of the genus $g$ curves $\Sigma$: $F(x, z; u_1, ..., u_g) = 0$ with the fixed basis in $H_1(\Sigma, \mathbb{Z})$ (including marked $A$- and $B$-cycles).
- Two meromorphic differentials $dx$ and $dz$ or the SW one-form $dS = xdz$.
- The connection $\nabla$ on the moduli space, such that derivatives $\nabla \frac{\partial}{\partial a_i} dS$ are holomorphic.

The SW equations read (see [8] for the most general construction and [2] for the first application to supersymmetric gauge theory)

$$a_i = \frac{1}{2\pi i} \oint_{A_i} dS, \quad a_i^D = \oint_{B_i} dS = \frac{\partial F}{\partial a_i} \quad i = 1, \ldots, g$$ (2.1)

**Theorem 1** There exists locally-defined function $F(a_1, ..., a_g)$, which solves this system, the difference of any two solutions is $a$-independent.

**Proof:** Denote $\nabla \frac{\partial}{\partial a_i} = \frac{\partial}{\partial a_i}$ and compute the derivatives

$$\delta_{ij} = \frac{1}{2\pi i} \oint_{A_i} \frac{\partial dS}{\partial a_j} \quad a_i^D = \oint_{B_i} \frac{\partial dS}{\partial a_j} = T_{ij}$$

We conclude from the first formula that $\frac{\partial dS}{\partial a_i} = d\omega_i, \ i = 1, \ldots, g$ are canonically-normalized holomorphic one-forms, so the second derivatives of the prepotential are the period matrix, which is symmetric due to Riemann bilinear relations (RBR)

$$0 = \int_{\Sigma} d\omega_i \wedge d\omega_j = \int_{\partial \Sigma_{cut}} \omega_i d\omega_j = \sum_{k=1}^{g} \left( \oint_{A_k} d\omega_i \oint_{B_k} d\omega_j - \oint_{A_k} d\omega_j \oint_{B_k} d\omega_i \right) = T_{ij} - T_{ji}$$ (2.2)
where we have used the Stokes formula for the integral over the boundary $\partial \Sigma_{\text{cut}}$ of the cut Riemann surface $\Sigma$. Hence, we have proven that 1-form on the moduli space $\eta = \sum_{i=1}^{g} \delta a_i a_i^P = \sum_{i=1}^{g} \delta \left( \oint_{A_i} \frac{dS}{B_i} \right) \cdot \oint_{B_i} dS$ is closed, so locally it is the differential of some function $\mathcal{F}$.

Now let us extend and precise our definition, for the family of curves

$$F(x, z; \mathbf{u}, \mathbf{q}) = F(x, z; u_1, \ldots, u_g; q_1, \ldots, q_n) = \sum_k x^k \phi_k(z) = 0$$

(2.3)

which covers $\Sigma \rightarrow \Sigma_0$ some curve $\Sigma_0$ (which is often called UV or Gaiotto curve), whose moduli space can be parameterized by $\mathbf{q} = \{q_1, \ldots, q_n\}$, while $\mathbf{u} = \{u_1, \ldots, u_g\}$ are moduli of the cover.\footnote{In the most simple, but still important case the cover is hyperelliptic, defined by the quadratic equation $x^2 = \phi_2(z)$, with the poles at $n$ marked points. In this case the number of vacuum condensates (the dimension of the space of such differentials) equals to the dimension of Teichm"uller space of $\Sigma_0$: $l(2K + p_1 + \ldots + p_n) = 4g_0 - 4 + n - g_0 + 1 = 3g_0 - 3 + n = \dim \text{Teich}_{g_0,n}$, i.e.

the number of coupling constants equals to the number of vacuum condensates (each $SU(2)$ gauge group comes with the coupling constant and the vacuum condensate), and the whole set of parameters can be identified with $T^\ast(\text{Teich}_{g_0,n})$. The genus of the cover $\Sigma$ comes from the Riemann-Hurwitz formula: $g = 2g_0 - 1 + \frac{1}{2} \sum (n_i - 1) = 2g_0 - 1 + 2g_0 - 2 + n = g_0 + (3g_0 - 3 + n)$. Unfortunately, only partially such analysis can be applied to the case of higher-rank gauge quivers, see [7]. However, we shall also consider below the Zamolodchikov or constrained case, where the number of gauge theory condensates is constrained by certain conservation conditions (or vanishing of the masses of some light physical states), but the number of UV couplings remains intact, then the reduced genus $\tilde{g} < n$.}

The curve $\Sigma$ is endowed with two meromorphic differentials $dz$, which can be projected to the UV curve $\Sigma_0$ and $dx$, or generating one-form $dS = xdz$. The connection $\nabla = \nabla^z$ can be now defined via projection onto the $z$-plain:

$$\nabla \frac{\partial}{\partial u_i} f(z, x(z, \mathbf{u})) dz = \frac{\partial f(z, x(z, \mathbf{u}))}{\partial u_i} dz$$

For the rational $\Sigma_0$ with $g_0 = 0$ parameters $\{q_i\}$ are the co-ordinates of the following points in $z$-plane (both options are possible):

- The branch-points of the cover, where $x = \sum_{i=1}^{k-1} C_l(z, \mathbf{q}, \mathbf{q}')(z - q_i)^{-1}$ (massless case).
- The set of the regular points on the cover $\Sigma$, where $xdz$ has the simple poles with fixed residues (massive case).

Consider now the following system of equations:

$$\frac{\partial \mathcal{F}}{\partial q_i} = \frac{1}{2} \sum_{p \rightarrow q_i} \text{Res} \left( \frac{\left( dS \right)^2}{dz} \right), \quad i = 1, \ldots, n \quad (2.4)$$
Here we should compute the number of points with their multiplicities. Then there is the non-trivial

**Theorem 2** The systems (2.1) and (2.4) are consistent. They define $F(a,q)$, which is defined up to some constant, whereas (2.1) defines $F(a,q)$ up to some $q_i$-dependent function.

**Proof:** In the vicinity of branching points one has

\[
\begin{align*}
\frac{dS^{(1)}}{dz} &= \sum_{l=1}^{k-1} \frac{C_l(z,q,a)dz}{(z-q_i)^{k+1}} \\
\frac{dS^{(2)}}{dz} &= m_i dz + C_0(z,q,a)dz
\end{align*}
\]

(2.5)

where two different possibilities are marked by (1) or (2) respectively. Here $C_l(z,q,a) = C_l + c_1(z-q_i) + c_2(z-q_i)^2 + \ldots$ are analytic at $z \rightarrow q_i$, therefore

\[
\begin{align*}
\frac{\partial dS^{(1)}}{\partial q_i} &= \sum_{l=1}^{k-1} l \frac{C_l dz}{(z-q_i)^{k+1}} + \text{hol.} = -d \sum_{l=1}^{k} \frac{C_l dz}{(z-q_i)^k} + \text{hol.} \\
\frac{\partial dS^{(2)}}{\partial q_i} &= m_i dz + \text{hol.} = -d m_i \frac{dz}{z-q_i} + \text{hol.}
\end{align*}
\]

(2.6)

since the residues are fixed, or $\frac{\partial m_i}{\partial q_i} = 0$. Denote $\frac{dS}{dz} = d\Omega_i$, then in both cases

\[
\frac{dS}{dz} = -\Omega_i + \text{hol.}
\]

(2.7)

where $\Omega_i(P) = \oint_{P} d\Omega_i$ is corresponding Abelian integral. For the mixed derivatives one gets from (2.4)

\[
\frac{\partial F}{\partial a_j \partial q_i} = \sum_{p^{-1}(q_i)} \text{Res} \frac{dS}{dz} \frac{dS}{\partial a_j} = \sum_{p^{-1}(q_i)} \text{Res} \frac{dS}{dz} d\omega_j = -\sum \text{Res}(\Omega_i d\omega_j)
\]

(2.8)

where the replacement $\frac{dS}{dz} \approx -\Omega_i$ is allowed, because $d\omega_j$ is holomorphic. On the other hand from (2.1)

\[
\frac{\partial^2 F}{\partial q_i \partial a_j} = \oint_{B_j} \frac{dS}{\partial q_i} = \oint_{B_j} d\Omega_i = \frac{1}{2\pi i} \sum_{l=1}^{g} \left( \oint_{A_l} d\omega_j \oint_{B_l} d\Omega_i - \oint_{B_l} d\omega_j \oint_{A_l} d\Omega_i \right) =
\]

\[
= -\frac{1}{2\pi i} \oint_{\partial \Sigma \text{cut}} \Omega_i d\omega_j = -\sum \text{Res}(\Omega_i d\omega_j)
\]

(2.9)
where we have used $0 = \frac{\partial a_k}{\partial q_i} = \oint d\Omega_j$, and we sum over all poles of $\Omega_i$. So we have proven that
\[
\frac{\partial^2 F}{\partial a_l \partial q_i} = \frac{\partial^2 F}{\partial q_l \partial a_i},
\]
which means the consistency of equations.

Now consider the second set of the mixed derivatives
\[
\frac{\partial^2 F}{\partial q_j \partial q_i} = \sum_{p^{-1}(q_i)} \text{Res} \frac{dS}{dz} d\Omega_j = - \sum_{p^{-1}(q_i)} \text{Res}(\Omega_i d\Omega_j)
\]
which gives for the difference
\[
\frac{\partial^2 F}{\partial q_j \partial q_i} - \frac{\partial^2 F}{\partial q_i \partial q_j} = - \sum_{p^{-1}(q_i)} \text{Res}(\Omega_i d\Omega_j) + \sum_{p^{-1}(q_j)} \text{Res}(\Omega_j d\Omega_i) = - \sum_{p^{-1}(q_i)} \text{Res}(d(\Omega_i \Omega_j)) + \sum_{p^{-1}(q_j)} \text{Res}(\Omega_j d\Omega_i)
\]
Here the first term is zero due to the trivial reason, and second is zero due to
\[
\sum_{l=1}^{q} \text{Res}(\Omega_j d\Omega_i) = \frac{1}{2\pi i} \sum_{l=1}^{q} \left( \oint_{A_l} d\Omega_j \oint_{B_l} d\Omega_i - \oint_{A_l} d\Omega_j \oint_{B_l} d\Omega_i \right) = 0
\]
Hence, all mixed second derivatives are equal due to the RBR.

\[2.2 \text{ Residue formula}\]

The third derivatives of quasiclassical tau-functions should be generally presented by the elegant residue formulas [8]. To prove it for our case we unify all variables into a single set $\{X_I\} = \{a_i\} \cup \{q_k\}$, and the same with the differentials: $\{d\omega_I\} = \{d\omega_i\} \cup \{d\Omega_k\}$.

**Theorem 3** There is a set of residue formulas for the third derivatives of the generalized prepotential defined by (2.1) and (2.4)
\[
\frac{\partial^3 F}{\partial X_I \partial X_J \partial X_K} = \sum_{dx=0} \text{Res} \frac{d\omega_I d\omega_J d\omega_K}{dx dz}
\]

**Proof:** Let us consider the most subtle case of the third $q$-derivatives
\[
\frac{\partial^3 F}{\partial q_l \partial q_j \partial q_k} = \sum_{dx=0} \text{Res} \frac{d\Omega_l d\Omega_j d\Omega_k}{dx dz}
\]
Formulas for the third $a$-derivatives (see, e.g. [25]) and mixed derivatives are proven just in the same way.
Start with
\[ \frac{\partial^2 F}{\partial q_j \partial q_i} = \sum_{p^{-1}(q_i)} \text{Res} \left[ \frac{dS}{dz} \frac{d\Omega_j}{d\Omega_j} \right] = \sum_{p^{-1}(q_i)} \text{Res} x d\Omega_j \] (2.15)

To take extra \( q \)-derivative it is more convenient to use connection \( \nabla^x \), which is defined via the projection onto the \( x \)-plane:
\[ \nabla^x \frac{\partial}{\partial q_i} d\Omega_j(x,z(x,u)) = \frac{\partial}{\partial q_i} d\Omega_j \bigg|_x \] (2.16)

so that
\[ \frac{\partial^3 F}{\partial q_j \partial q_i \partial q_k} = \sum_{p^{-1}(q_i)} \text{Res} \left[ x \frac{\partial \Omega_j}{\partial q_k} \right] = - \sum_{p^{-1}(q_i)} \text{Res} \left[ \Omega_i \frac{\partial \Omega_j}{\partial q_k} \right] = \sum_{p^{-1}(q_i)} \text{Res} \left[ d\Omega_i \frac{\partial \Omega_j}{\partial q_k} \right] = \] (2.17)

where we have used the fact, that singular part of \( d\Omega_j \) near \( q_i \) is proportional to \( dx \), so the derivative \( \frac{\partial d\Omega_j}{\partial q_k} \bigg|_x \) is holomorphic, and transformed expression into the sum over all branch points \( dx = 0 \) using the integral over the border of the cut \( \Sigma \) and normalization \( \oint_{\Sigma} d\Omega_i \frac{\partial \Omega_j}{\partial q_k} = 0 \).

Now the sum goes over the branch-points of the \( x \)-projection, we assume without loss of generality, that these ramification points are simple. In the vicinity of each such point with \((z, x) = (z^*, x^*) \) one can write (up to the terms, not giving contribution to the final formula, which is denoted by "≈")
\[ x \approx x^* + a(z - z^*)^2, \quad z \approx z^* + \sqrt{\frac{x - x^*}{a}}, \quad dz \approx \frac{dx}{2\sqrt{a(x - x^*)}} \] (2.18)

then
\[ dS \approx x^* dz, \quad d\Omega_k = \frac{\partial dS}{\partial q_k} \bigg|_x \approx \frac{\partial x^*}{\partial q_k} d\Omega_k \approx \frac{\partial x^*}{\partial q_k} dz \]
\[ \Omega_k \approx \frac{\partial x^*}{\partial q_k} z \approx \frac{\partial x^*}{\partial q_k} \sqrt{\frac{x - x^*}{a}}, \quad \frac{\partial \Omega_j}{\partial q_k} \bigg|_x \approx - \frac{\partial x^*}{\partial q_j} \frac{\partial x^*}{\partial q_k} \bigg|_x \]

and therefore
\[ \frac{\partial x^*}{\partial q_k} \approx \frac{d\Omega_k}{dz}, \quad \frac{\partial \Omega_j}{\partial q_k} \bigg|_x \approx - \frac{d\Omega_j}{dz} \frac{d\Omega_k}{dz} \frac{dx}{dz} = - \frac{d\Omega_j d\Omega_k}{dxdz} \] (2.20)

so that, substituting into (2.17), we finally get (2.14).

Note, that this formula is proven here almost in a full generality, therefore it will be used below in all cases we need.
2.3 AGT-correspondence and residue formulas

The spectral curve of the large S-duality class of the quiver theories [1] can be written in the form of (2.3), where the $k$-differentials $\{\phi_k\}$ are defined on the UV-curve $\Sigma_0$ - in many cases just on Riemann sphere with marked points $\{z_i\} = \{0, 1, \infty, q_1, q_2, q_3, \ldots\}$, where they are allowed to have some prescribed singularities. The positions of these singularities $\{q_i\}$ parameterize the space of UV coupling-constants in the theory.

The picture is very simple in the case of $SU(2)$-quiver theory, where it has clear interpretation in terms of two-dimensional CFT. The spectral curve equation (2.3)

$$x^2 = \phi_2(z) = \langle T(z) \rangle = \sum_{j=1}^{n} \left( \frac{\Delta_j}{(z-z_j)^2} + \frac{u_j}{z-z_j} \right)$$

leads immediately to the residue formulas (2.4) for the first derivatives of prepotentials in terms of the generating differential $dS = xdz$

$$u_i = \text{res}_{z=z_i} x^2 dz = \text{res}_{z=z_i} \frac{dSdS}{dz} = \frac{1}{2} \text{Res}_{p_i} \frac{dSdS}{dz} = \frac{\partial F}{\partial z_i} \quad (2.22)$$

Taking one more derivative (at constant $z$) one gets

$$2x \frac{\partial x}{\partial z_j} = \frac{2\Delta_j}{(z-z_j)^3} + \frac{u_j}{(z-z_j)^2} + \frac{\partial u_j/\partial z_j}{z-z_j} + \sum_{i \neq j} \frac{\partial u_i/\partial z_j}{z-z_i}$$

that is

$$\frac{\partial^2 F}{\partial z_j} = 2\text{res}_{z=z_j} x \frac{\partial x}{\partial z_j} dz = 2\text{res}_{z=z_j} \frac{dSd\Omega_j}{dz}$$

$$\frac{\partial^2 F}{\partial z_i \partial z_j} = 2\text{res}_{z=z_i} x \frac{\partial x}{\partial z_j} dz = 2\text{res}_{z=z_i} \frac{dSd\Omega_j}{dz}, \quad i \neq j \quad (2.24)$$

where

$$d\Omega_j = \frac{\partial x}{\partial z_j} dz = \nabla^\alpha \omega \cdot x dz = \nabla^\alpha \omega \cdot dS \quad (2.25)$$

and the derivatives

$$\frac{\partial u_k}{\partial z_i} = \frac{\partial u_k}{\partial z_i} \bigg|_{a} \quad (2.26)$$

are taken at constant $a$-periods $a = \frac{1}{2\pi i} \int_A x dz$ of the generating differential or some fixed choice of the cycles $\{A_j\}$ on the cover.

Notice, that these formulas are not all independent due to constraints, coming from the regularity condition at $z = \infty$

$$\sum_{j=1}^{n} u_j = 0, \quad \sum_{j=1}^{n} (z_j u_j + \Delta_j) = 0, \quad \sum_{j=1}^{n} (z_j^2 u_j + 2z_j \Delta_j) = 0 \quad (2.27)$$
Consider now the reparameterization in the space of bare coupling induced by $z \to \omega(z)$, which can be conveniently encoded by $d\omega = dz/f(z)$. Then, the first derivatives of deformed prepotential $F_f$ are given by

$$f(z_i) \frac{\partial F_f}{\partial z_i} = \text{res}_{z=z_i} \frac{dSdS}{dz/f(z)} = \text{res}_{z=z_i} f(z)x^2dz$$

(2.28)

Calculating the residue in the r.h.s. using (2.21) one finds, that

$$f(z_i) \frac{\partial F_f}{\partial z_i} = f(z_i)u_i + f'(z_i)\Delta_i$$

and this corresponds to the transformation

$$F_f = F + \sum_{i=1}^{n} \Delta_i \log f(z_i)$$

(2.29)

which does not change the derivatives of prepotential over the period $a$-variables.

Notice that the residue formula is also true for an arbitrary $d\omega = \frac{dz}{f(z)}$:

$$\frac{\partial^3 F_f}{\partial \omega(z_i) \partial \omega(z_j) \partial \omega(z_k)} = \sum_{d(xf(z))=0} \frac{d\Omega_i^f d\Omega_j^f d\Omega_k^f}{d(xf(z))d\omega}$$

(2.30)

where $d\Omega_i^f = f(z_i)\frac{dS}{\partial z_i} \bigg|_{z}$. It is clear, since the proof of sect. 2.2 can be rewritten literally for the differential $dz/f(z)$ and the function $xf(z)$.

Similarly one can consider the change of couplings, corresponding

$$(z_1, \ldots, z_n) \to (q_1, \ldots, q_{n-3}, 1, 0, \infty)$$

In particular, for $f(z) = \frac{(z-z_n)(z-z_{n-1})}{z_n-z_{n-1}}$ with some fixed $(z_n, z_{n-1}, z_{n-2})$ one gets

$$\frac{\partial F_f}{\partial z_j} = \text{res}_{z_j} \frac{dS}{d\omega}d\omega = \text{res}_{z_j} \frac{x^2dz}{d\omega/dz} =$$

$$= \frac{2z_j - z_n - z_{n-1}}{z_n - z_{n-1}} \Delta_j + \frac{(z_j - z_n)(z_j - z_{n-1})}{z_n - z_{n-1}}u_j \quad j = 1, \ldots, n-3$$

(2.31)

where $d\omega = \frac{dz}{f(z)} = \frac{dz}{z-z_n} - \frac{dz}{z-z_{n-1}}$. In this way one can easily reproduce all original formulas from [7].
3 Weak-coupling expansions of the prepotentials

In this section we propose the techniques of the weak-coupling analysis of the quiver gauge theories, based on applications of the residue formulas. For the perturbative prepotentials - instead of computation of the period matrices of degenerate curves - one can just compute the residues of certain one-forms, which can be projected from the SW curve $\Sigma$ to the UV Gaiotto curve $\Sigma_0$. This procedure has been applied to the computations of the dependence of perturbative prepotentials over vacuum condensates in [26], and we extend it here to the tau-functions of quiver gauge theories as functions of the bare couplings.

The dependence of perturbative prepotentials over the UV couplings is rather simple and can be directly compared with the one-loop calculations in corresponding supersymmetric quantum field theories. However, the application of our methods can be immediately extended to compute the whole weak-coupling expansion of a prepotential. One can apply for these purposes the differential equations, obtained from the residue formulas (2.14) for the third $q$-derivatives, and expressing them in terms of the first (2.4) and second (2.10) derivatives of the same prepotentials. Equivalently, one can compute the power corrections in bare couplings to the perturbative prepotentials by study of the $q$-expansions of the period integrals, which define the integration constants for these equations. These power corrections exactly correspond to the instanton expansions of the quiver gauge theories, but also go beyond this case, when the latter cannot be defined [14]. As an example, we compute the expansion for the case of sicilian quiver with three $SU(2)$ groups, which will be also used later for discussion of the constrained or Zamolodchikov’s case.

3.1 Methods for the weak-coupling expansion

An effective solution of the equations (2.1) is generally not so easy due to the complicated geometry of the spectral curve (see e.g. [29]). Fortunately, in the vicinity of particular points in the moduli space, where spectral curve degenerates, one can find the series expansions of the prepotential. Here we describe two different but closely related methods of such calculation.

Method I:

- Parameterize a spectral curve through $\frac{\partial F}{\partial q_i}$ using (2.4);
- Substitute an expansion $F = A \log q + \sum_{k>0} c_k q^k$ into the first half of equations in (2.1) and solve obtained equations iteratively;
- Recover the $q$-independent part of the prepotential using (2.13) for the $a$-derivatives.

2 The neighborhoods of degenerate curves in the moduli space are usually called as the weak-coupling regions, this is true indeed in many cases - the corresponding theory has a Lagrangian description, and the whole weak-coupling expansion can be recovered from the instanton calculus.
Method II:

- Derive the non-linear differential equation for the prepotential as the function of \( q \) using (2.13), it expresses the third derivatives through the first (coefficients of the equation for the curve) and second (coefficients in the expressions for the differentials \( d\Omega \));
- Solve the first equation of (2.1) in the degenerate limit, and recover the term \( A \log q \);
- Substitute an expansion \( F = A \log q + \sum_{k>0} c_k q^k \) into obtained differential equation and solve it iteratively;
- Recover again the \( q \)-independent part of the prepotential using (2.13) for the \( a \)-derivatives.

Strictly speaking, the first method is just a modification of the second, since it uses directly the period integrals, which play the role of the integrals of motion for the differential equations we use in the second method of computation. In what follows we use both of them, dependently on particular example, to save the efforts.

### 3.2 Warm-up examples

**Original SW theory**

Let us start with the integrable system from the first work of Seiberg and Witten [2]

\[
y^2 = (x^2 - \Lambda^4)(x - u), \quad dS = \sqrt{\frac{2(u - x)}{x^2 - \Lambda^4}} \, dx
\]  
(3.1)

Introduce \( \lambda_1 \) and \( \lambda_2 \) such, that \( \Lambda^2 = \lambda_1 - \lambda_2 \) and

\[
dS = \sqrt{\frac{2\left(\frac{\lambda_1 + \lambda_2}{2} + u - x\right)}{(x - \lambda_1)(x - \lambda_2)}} \, dx
\]  
(3.2)

(one can always put \( \lambda_c = \lambda_1 + \lambda_2 = 0 \) at the end), then in follows from (2.4), that

\[
\frac{\partial F}{\partial \lambda_1} = \text{Res}_{\lambda_1} \frac{2(\frac{\lambda_1 + \lambda_2}{2} + u - x)}{(x - \lambda_1)(x - \lambda_2)} = \frac{\lambda_2 - \lambda_1 + 2u}{\lambda_1 - \lambda_2}
\]

\[
\frac{\partial F}{\partial \lambda_2} = \text{Res}_{\lambda_2} \frac{2(\frac{\lambda_1 + \lambda_2}{2} + u - x)}{(x - \lambda_1)(x - \lambda_2)} = \frac{\lambda_1 - \lambda_2 + 2u}{\lambda_2 - \lambda_1}
\]  
(3.3)

Since \( \frac{\partial}{\partial \lambda_1} = \frac{\partial}{\partial \lambda^2} + \frac{\partial}{\partial \lambda^c} \) and \( \frac{\partial}{\partial \lambda_2} = -\frac{\partial}{\partial \lambda^2} + \frac{\partial}{\partial \lambda^c} \), one gets therefore \( \frac{\partial F}{\partial \lambda_c} = 1 \) and

\[
\Lambda \frac{\partial F}{\partial \Lambda} = 4u
\]  
(3.4)
Substituting
\[ d\Omega = \frac{\partial dS}{\partial \Lambda^2} = \left( \frac{\Lambda^2}{x^2 - \Lambda^4} + \frac{1}{4\Lambda} \frac{\partial u}{\partial \Lambda} + \frac{1}{u - x} \right) ydx \] (3.5)
into the residue formula (2.13) we get
\[ \frac{\partial^3 F}{(\partial \Lambda^2)^3} = -2 \sum_{x \in \{\pm \Lambda^2, u\}} \text{Res} \left( \frac{d\Omega}{dx dy} \right) \sum_{x \in \{\pm \Lambda^2, u\}} \text{Res} \left( \frac{2\Lambda^2}{x^2 - \Lambda^4} + \frac{1}{2\Lambda} \frac{\partial u}{\partial \Lambda} + \frac{1}{u - x} \right)^3 \frac{dx}{(2/y^2)^v} \] (3.6)
and computing the residue we get an equation for the prepotential:
\[ 2\Lambda^2 \left( \left( \frac{\partial F}{\partial \Lambda} \right)^2 - 16\Lambda^2 \right) \frac{\partial^3 F}{\partial \Lambda^3} + \left( \Lambda \frac{\partial^2 F}{\partial \Lambda^2} - \frac{\partial F}{\partial \Lambda} \right)^3 = 0 \] (3.7)

It is certainly well-known (see, e.g. [27]) and even equivalent in this case to the hypergeometric differential equation for the inverse function. The only important for us thing is that it comes also from the residue formula (2.13) and allows to determine immediately the weak-coupling expansion of the prepotential, substituting an ansatz \( F = 2a^2 \log \Lambda + \sum_{k=1}^{\infty} c_k \Lambda^{4k} a^{2-4k} \) and solving the algebraic equations for the coefficients \( c_k \) with the result
\[ F = -2a^2 \log a + 2a^2 \log \Lambda + \frac{\Lambda^4}{4a^2} + \frac{5\Lambda^8}{128a^6} + \frac{3\Lambda^{12}}{128a^{10}} + \ldots \] (3.8)
Notice only, that everywhere in this example we used the original normalization of [2] for the period \( a \), which corresponds to the mass of \( W \)-boson.

**Conformal SU(2) theory** Now, again for the illustration purposes, consider the SU(2) theory with four massless flavors, corresponding to sphere with \( n = 4 \) marked points. Equation (2.21) acquires the form
\[ x^2 = \frac{u}{z(z - 1)(z - q)} = \frac{q(q - 1) \frac{\partial F}{\partial q}}{z(z - 1)(z - q)} \] (3.9)
since
\[ \frac{\partial F}{\partial q} = \text{res}_{z=q} x^2 dz = \frac{u}{q(q - 1)} \] (3.10)
The residue formula
\[ \left( \frac{\partial F}{\partial q} \right)^2 \frac{\partial^3 F}{\partial q^3} = \frac{1}{2} \text{Res}_q \left( \left( \frac{1}{z - q} + \frac{1}{q} + \frac{1}{q - 1} \right) \frac{\partial F}{\partial q} + \frac{\partial^2 F}{\partial q^2} \right)^3 q(q - 1)(dz)^2 \frac{q(q - 1)(d(z - 1)(z - q))}{d(z(z - 1)(z - q))} \] (3.11)
gives rise to the differential equation
\[
\frac{\partial F}{\partial q} \frac{\partial^3 F}{\partial q^3} = 3 \left( \frac{\partial^2 F}{\partial q^2} \right)^2 + \frac{1 - q + q^2}{2q^2(q - 1)^2} \left( \frac{\partial F}{\partial q} \right)^2
\] (3.12)
which can be rewritten in the form
\[
\{F, q\} = \frac{1 - q + q^2}{2q^2(q - 1)^2}
\] (3.13)
where \(\{,\}\) stays for the Schwarzian derivative. The general solution is
\[
F = \frac{AK(1 - q) + BK(q)}{CK(1 - q) + DK(q)}, \quad \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) \in PSL_2(\mathbb{C})
\] (3.14)
which comes from the fact, that
\[
K(q) = \int_0^q \frac{dz}{\sqrt{z(z-1)(z-q)}} \quad \text{and} \quad K(1 - q) = \int_q^1 \frac{dz}{\sqrt{-z(z-1)(z-q)}},
\]
form the basis of solutions to \(f''(q) + T(q)f(q) = 0\), with \(T(q) = \frac{1 - q + q^2}{2q^2(q - 1)^2}\).

To fix the physical solution we should impose, that
\[
F = a^2 \log q + \ldots, \quad \text{which gives}
\]
\[
F = i\pi a^2 \tau(q) = -\pi a^2 \frac{K(1 - q)}{K(q)} = a^2 \left( \log q - \log 16 + \frac{q}{2} + \frac{13q^2}{64} + \frac{23q^3}{192} + \frac{2701q^4}{32768} + \ldots \right)
\] (3.15)
This is just one more way to get the non-perturbative renormalization of coupling in the conformal theory with the vanishing beta-function (cf. with [18, 19, 20, 21]).

### 3.3 Quiver gauge theory and S-duality class

**SU(2) × SU(2) linear quiver** Let us turn to the quiver gauge theories and consider, first, the \(SU(2) \times SU(2)\) gauge quiver with four massless fundamentals and one bi-fundamental multiplet.

We consider it in the limit \(\epsilon \to 0\) after reparameterization \(q_1 = \epsilon Q_1, \, q_2 = 1 - \epsilon Q_2\), here the parameter \(\epsilon\) plays the role of degree-counting variable, so we will put \(\epsilon = 1\) in the final answer. The spectral curve equation (2.21) now reads
\[
x^2 = \frac{q_1(q_1 - 1) \frac{\partial F}{\partial q_1}}{z(z-1)(z-q_1)} + \frac{q_2(q_2 - 1) \frac{\partial F}{\partial q_2}}{z(z-1)(z-q_2)} =
\]
\[
= \frac{(1 - z)F_1(1 - \epsilon Q_1) + zF_2(1 - \epsilon Q_2) + \epsilon^2 Q_1 Q_2 (F_1 + F_2)}{z(\epsilon Q_1 - z)(z - 1)(1 - \epsilon Q_2 - z)}
\] (3.16)
where we parameterized the curve by \(F_1 = q_1 \frac{\partial F}{\partial q_1} = \frac{\partial F}{\partial \log Q_1}\), and \(F_2 = (q_2 - 1) \frac{\partial F}{\partial q_2} = \frac{\partial F}{\partial \log Q_2}\).
Now we can compute the periods $a_i = \frac{1}{2\pi} \oint_A zdz, \ i = 1, 2$, expanding these integrals into the series. Namely,

\[
a_1 = \frac{\sqrt{F_1}}{\pi} \int_0^{\epsilon Q_1} \frac{(1 - z)(1 - \epsilon Q_1) + z\frac{F_2}{F_1}(1 - \epsilon Q_2) + \epsilon^2 Q_1 Q_2 (1 + \frac{F_2}{F_1})}{(1 - z)(1 - \epsilon Q_2 - z)} \sqrt{\frac{z(\epsilon Q_1 - z)}{(1 - z)}} \, dz = \\
= \frac{\sqrt{F_1}}{\pi} \int_0^{\epsilon Q_1} \left(1 + \sum_{k=1}^{\infty} f_{1,k} z^k\right) \frac{dz}{\sqrt{z(\epsilon Q_1 - z)}} = \\
= \sqrt{F_1} \left(1 + \sum_{k=1}^{\infty} \epsilon^k Q_1^k (2n-1)!! f_{1,k}(\epsilon Q_1, \epsilon Q_2, F_2/F_1)\right)
\]  

(3.17)

where the integrals were computed using

\[
\frac{1}{\pi} \int_0^{\epsilon Q_1} \frac{z^n dz}{\sqrt{z(\epsilon Q_1 - z)}} = \epsilon^n Q_1^n \frac{\Gamma(n + \frac{1}{2})}{\sqrt{\pi} \Gamma(n + 1)} = \epsilon^n Q_1^n (2n-1)!! (2n)!!
\]

(3.18)

The same should be done with the $A_2$-period

\[
a_2 = \frac{\sqrt{F_2}}{\pi} \int_{1-\epsilon Q_2}^1 \left(1 + \sum_{k=1}^{\infty} f_{2,k}(\epsilon Q_1, \epsilon Q_2, F_1/F_2)(z - 1)^k\right) \frac{dz}{\sqrt{(1 - z)(z - 1 + \epsilon Q_2)}} = \\
= \sqrt{F_2} \left(1 + \sum_{k=1}^{\infty} (-1)^k \epsilon^k Q_2^k (2n-1)!! \frac{f_{2,k}(\epsilon Q_1, \epsilon Q_2, F_1/F_2)}{(2n)!!}\right)
\]

(3.19)

Explicitly for the expansions (3.17) and (3.19), one gets

\[
a_1 = \sqrt{F_1} - \frac{Q_1(F_1 + F_2)}{4F_1^{1/2}} \epsilon - \frac{Q_1^2(7F_1^2 + 14F_1F_2 + 3F_2^2)}{64F_1^{3/2}} \epsilon^2 - \frac{Q_1^3(17F_1^3Q_1 + 51F_1^2F_2Q_1 + 23F_1F_2^2Q_1 + 5F_2^3Q_1 + 16F_2^2F_2Q_1)}{256F_1^{5/2}} \epsilon^3 + \ldots
\]

(3.20)

\[
a_2 = \sqrt{F_2} - \frac{Q_2(F_1 + F_2)}{4F_2^{1/2}} \epsilon - \frac{Q_2^2(7F_2^2 + 14F_2F_1 + 3F_1^2)}{64F_2^{3/2}} \epsilon^2 - \frac{Q_2^3(17F_2^3Q_2 + 51F_2^2F_1Q_2 + 23F_2F_1^2Q_2 + 5F_1^3Q_2 + 16F_1^2F_1Q_2)}{256F_2^{5/2}} \epsilon^3 + \ldots
\]

Substituting here $F_1 = a_1^2 + \sum_{k=1}^{\infty} F_{1,k} \epsilon^k$, $F_2 = a_2^2 + \sum_{k=1}^{\infty} F_{2,k} \epsilon^k$ and inverting these equations, one can check, in particular, that $Q_1\frac{\partial F_1}{\partial Q_1} = Q_2\frac{\partial F_1}{\partial Q_2}$, and get the final expression for the expansion of
the prepotential. It reads (after the substitution \( \epsilon = 1 \))

\[
F(a, q) = F_{\text{pert}}(a) + a_1^2 \log Q_1 + a_2^2 \log Q_2 + \frac{a_1^2 + a_2^2}{2}(Q_1 + Q_2) + \\
+ \frac{13a_1^4 + 18a_2^2a_1^2 + a_2^4}{64a_1^4}Q_1^2 + \frac{a_1^2 + a_2^2}{2}Q_1Q_2 + \frac{13a_2^4 + 18a_1^2a_2^2 + a_1^4}{64a_2^4}Q_2^2 + \\
+ \frac{23a_1^4 + 18a_2^2a_1^2 + a_2^4}{64a_1^4}Q_1^3 + \frac{13a_2^4 + 18a_1^2a_2^2 + a_1^4}{64a_2^4}Q_2^2Q_1 + \\
+ \frac{13a_2^4 + 18a_1^2a_2^2 + a_1^4}{64a_2^4}Q_1Q_2^2 + \frac{23a_2^4 + 18a_1^2a_2^2 + a_1^4}{64a_2^4}Q_2^3 + \\
+ \frac{2701a_1^8 + 5028a_1^6a_2^2 + 470a_1^4a_2^4 - 12a_2^2a_1^2 + 5a_2^4}{2701 \times 32768a_1^6}Q_1^4 + \frac{23a_1^4 + 28a_1^2a_2^2 + 3a_2^4}{128a_1^2}Q_1^4Q_2 + \\
+ \frac{17a_1^6 + 343a_1^4a_2^2 + 343a_2^4a_1^2 + 17a_2^6}{1024a_1^2a_2^2}Q_1^3Q_2 + \ldots
\]

(3.21)

Note that the coefficients \( \frac{1}{2}, \frac{13}{64}, \frac{23}{192}, \frac{2701}{32768} \) in (3.21) are the coefficients of expansion \( -\pi^2 \frac{K(1-q)}{K(q)} \), or of the prepotential (3.15) for a single \( SU(2) \) group.

To fix the perturbative part one can apply the residue formula (2.13) for the \( a \)-variables

\[
\frac{\partial^3 F_{\text{pert}}}{\partial a_1^3} = -2 \sum_{d_x=0} \text{res} \left( \frac{\partial \log x}{\partial a_1} \right)^3 x^2 \frac{dz}{(\log x)^2} = \\
= -2 \sum_{d_x=0} \text{res} \left( \frac{1}{2} \frac{\partial \alpha}{\partial a_1} - \frac{1}{2} \frac{\partial v}{\partial a_1} \frac{1}{z-v} \right)^3 \frac{2\alpha(z-v)dz}{\prod(z-z_i)(1-\sum \frac{1}{z-z_i})} = \\
= -2\text{res}_{z=v} \frac{dz}{z-v} \left( \frac{1}{2} \frac{\partial \alpha}{\partial a_1} - \frac{1}{2} \frac{\partial v}{\partial a_1} \right)^3 \frac{2\alpha}{\prod(z-z_i)(1-\sum \frac{z-v}{z-z_i})} = \\
= \frac{1}{2} \left( \frac{\partial v}{\partial a_1} \right)^3 \frac{\alpha}{\prod(v-z_i)}
\]

(3.22)

on the degenerated curve (3.16)

\[
x^2 = \frac{(1-z)a_1^2 + za_2^2}{z(z-\epsilon Q_1)(z-1)(z-1+\epsilon Q_2)} = \frac{\alpha(z-v)}{\prod(z-z_i)}
\]

(3.23)

where we have substituted \( \epsilon \to 0 \) in the numerator, i.e. \( F_1 = a_1^2, F_2 = a_2^2 \). In the limit \( \epsilon \to 0 \):

\[
v = \frac{a_1^2}{a_1^2 - a_2^2}, \quad \alpha = a_2^2 - a_1^2, \quad \text{i.e.}
\]

\[
\frac{\partial v}{\partial a_1} = -\frac{2a_1a_2^2}{(a_1^2 - a_2^2)^2}, \quad \prod(v-z_i) = \frac{a_1^4a_2^4}{(a_1^2 - a_2^2)^4}
\]

(3.24)

and we obtain

\[
\frac{\partial^3 F_{\text{pert}}}{\partial a_1^3} = \frac{2}{a_1 - a_2} + \frac{2}{a_1 + a_2} - \frac{4}{a_1}
\]

(3.25)
which gives for the $q$-independent part

$$\mathcal{F}_{\text{pert}} = (a_1 - a_2)^2 \log(a_1 - a_2) + (a_1 + a_2)^2 \log(a_1 + a_2) - 2a_1^2 \log a_1 - 2a_2^2 \log a_2$$ (3.26)

$SU(2) \times SU(2) \times SU(2)$ sicilian quiver  

For the $SU(2) \times SU(2) \times SU(2)$ theory the curve (2.21) is parameterized as

$$x^2 = \frac{Q_1(\epsilon Q_1 - 1)\frac{\partial \mathcal{F}}{\partial Q_1}}{z(z - \epsilon Q_1)(z - 1)} + \frac{(1 - \epsilon Q_2)Q_2\frac{\partial \mathcal{F}}{\partial Q_2}}{z(z - 1 + \epsilon Q_2)(z - 1)} + \frac{(1 - \frac{1}{\epsilon Q_3})Q_3\frac{\partial \mathcal{F}}{\partial Q_3}}{z(z - 1)(z - \frac{1}{\epsilon Q_3})}$$ (3.27)

We have chosen parametrization $q_1 = \epsilon Q_1$, $q_2 = 1 - \epsilon Q_2$, $q_3 = \frac{1}{\epsilon Q_3}$ in the space of UV couplings to make it convenient for the computations in the weak-coupling phase for sicilian quiver with massless fundamental and (half-) tri-fundamental multiplets. This parametrization is adjusted to particular degeneration of the UV curve in such a way, that one has a single central component (corresponding to the trifundamental) connected to three another components (each corresponding to a pair of fundamentals) ³.

Denote again $F_i = Q_i\frac{\partial \mathcal{F}}{\partial Q_i}$, $i = 1, 2, 3$, and solve equations for the $A$-periods of the type (3.17), (3.19). Now we need to compute one more integral $\int_{\frac{1}{\epsilon Q_3}}^{\frac{1}{\epsilon Q_1}} \frac{1}{\sqrt{\epsilon Q_3 z - 1}} dz$, corresponding to the third $A$-period, which is calculated again, using formula similar to (3.18). Just the same procedure as in the case of two gauge groups leads now in a straightforward way to the answer

$$\mathcal{F} = a_1^2 \log Q_1 + a_2^2 \log Q_2 + a_3^2 \log Q_3 - 2a_1^2 \log a_1 - 2a_2^2 \log a_2 - 2a_3^2 \log a_3 +$$

$$+ \frac{1}{2} \sum_{\epsilon, \epsilon' = \pm} (a_1 + \epsilon a_2 + \epsilon' a_3)^2 \log(a_1 + \epsilon a_2 + \epsilon' a_3) +$$

$$+ a_1^2 + a_2^2 + a_3^2 Q_1 + \frac{a_1^2 + a_2^2 - a_3^2}{2} Q_2 + \frac{-a_1^2 + a_2^2 + a_3^2}{2} Q_3 +$$

$$+ \frac{a_1^2 + a_2^2 + a_3^2}{4} Q_1 Q_2 + \frac{a_1^2 + a_2^2 + a_3^2}{4} Q_2 Q_3 + \frac{a_1^2 + a_2^2 + a_3^2}{4} Q_1 Q_3 +$$

$$+ \frac{13a_1^4 + 18a_2^2a_1^2 - 14a_1^2a_2^2 + a_2^4 + 2a_2^2a_3^2 + a_3^4}{64a_1^2} Q_1^2 +$$

$$+ \frac{a_1^4 + 13a_2^4 - 14a_2^2a_3^2 + a_3^4 + 18a_1^2a_2^2 - 2a_1^2a_3^2}{64a_2^2} Q_2^2 +$$

$$+ \frac{a_1^4 + a_2^4 + 18a_2^2a_3^2 + 13a_3^4 - 1a_1^2a_2^2 - 14a_1^2a_3^2}{64a_3^2} Q_3^2 + ...$$

³Notice, that it is essentially different from parameterization $q_1 = \epsilon^3 Q_1 Q_2 Q_3$, $q_2 = \epsilon^2 Q_2 Q_3$, $q_3 = \epsilon Q_3$, convenient for the computations for the linear quiver. It is easy to verify, e.g. that for these two choices of parameterization the $\epsilon \to 0$ limit is consistent with fixing homology on the curve, corresponding to particular perturbative phase of gauge theory, which in its turn is manifested by singularities in the period matrices and expansion of the perturbative prepotential.
Let us stress here, that the result in this case, where the standard methods [13] of the instanton calculus are not applicable directly [14], is obtained from the study of gauge-theory tau-functions exactly in the same way as for the theories, where the weak-coupling expansion is saturated by the instanton configurations. This allows us to hope for a direct application of our methods for the S-duality class of generic $SU(N)$ quiver gauge theories, which can shed light to the physical properties of supersymmetric gauge theories, which do not even have a Lagrangian formulation.

### 3.4 Mass-deformed theory and quasiclassical conformal block

For the $n = 4$ massless $SU(2)$ theory the prepotential is given by quadratic expression (3.15). Consider now its simplest deformation, when two flavors receives an opposite masses, e.g. $\Delta_0 = m^2$, $\Delta_1 = \Delta_q = \Delta_\infty = 0$, with the curve (2.21) for this case

$$x^2 = \frac{zq(q - 1)F' - (z - q)m^2}{z^2(z - 1)(z - q)}$$

(3.29)

where $F' = \frac{\partial F}{\partial q}$. The residue formula (2.14) gives now the differential equation

$$F''' + \frac{m^2 F'[3q(2 - 3q)F'' + 2(1 - 3q)F'] - [3q^4(q - 1)^2 F' F'' + q^2(q^2 - q + 1) F'^4]}{2q^2(q - 1)F'[q^2(q - 1)F'^2 + m^2 q(q - 2) F' - m^4]} - \frac{m^4[(q - 1)^2 q^2 F'^3 + 6q(q - 1)^2 F' F'' + 3(q^2 + q - 1) F'^4 F' + (3 + 2q) F'^3]}{2(q - 1)F'[q^2(q - 1)F'^2 + m^2 q(q - 2) F' - m^4]} = 0$$

(3.30)

which can be solved, using the anzatz $F = (a^2 - m^2) \log q + \sum_{k=1}^{\infty} c_k q^k$, giving rise to expansion

$$F = F_{\text{pert}}(a; m) + (a^2 - m^2) \log q + \frac{a^2 - m^2}{2}q + \frac{13a^4 - 14a^2 m^2 + m^4}{64a^2}q^2 + \frac{23a^4 - 26a^2 m^2 + 3m^4}{192a^2}q^3 + \frac{2701a^8 - 3164a^6 m^2 + 470a^4 m^4 - 12a^2 m^2 + 5m^8}{32768a^6}q^4 + \ldots$$

(3.31)

Notice, that this prepotential is directly related to the corresponding expression (3.21) in the massless $SU(2) \times SU(2)$ theory (we compare $F(a, m, q)$ for a single massive flavor theory with the massless prepotential $F(a_1, a_2, q_1, 1 - Q_2)$ for two gauge groups (3.21) in the limit $Q_2 = 0$, $a_2 = m$). Their difference

$$[F(a, \tilde{a}, q, 1 - Q)|_{\tilde{a} = m} - m^2 \log Q]_{Q=0} - F(a, m, q) = -m^2 \log(1 - q)$$

(3.32)

is just a $U(1)$-factor, commonly arising in the context of the AGT correspondence [6]. The $q$-independent term in (3.31)

$$F_{\text{pert}}(a; m) = (a - m)^2 \log(a - m) + (a + m)^2 \log(a + m) - 2a^2 \log a$$

(3.33)
is restored in standard way from residue formula on degenerate curve, and it vanishes in the limit $m \to 0$.

Now let us add more massive deformations for a single $SU(2)$ and consider generic four-point function

$$x^2 = \frac{(q - 1)qF'}{z(z - q)(z - 1)} + \frac{\Delta_0}{z^2} + \frac{\Delta_1}{(z - 1)^2} + \frac{\Delta_q}{(z - q)^2} - \frac{\Delta_0 + \Delta_1 + \Delta_q - \Delta_\infty}{z(z - 1)} = \frac{Q_4(z)}{z^2(z - 1)^2(z - q)^2} = \phi_2(z)$$

(3.34)

where four $\Delta = \Delta(m)$ are quadratic functions of the fundamental masses only. Denote $qF'|_{q = 0} = A$ and look first for the solution in the weak-coupling region $q \to 0$. One has

$$Q_4^{(0)}(z) = Q_4(z)|_{q = 0} = z^2(\Delta_\infty z^2 + (-A - \Delta_0 + \Delta_1 - \Delta_q - \Delta_\infty)z + (A + \Delta_0 + \Delta_q))$$

(3.35)

and from the normalization of the holomorphic differential

$$1 \approx -\frac{1}{4\pi i} \frac{\partial A}{\partial a} \int_A \frac{dz}{\sqrt{Q_4^{(0)}(z)}} \approx -\frac{1}{2} \frac{\partial A}{\partial a} \frac{1}{\sqrt{A + \Delta_0 + \Delta_q}}$$

(3.36)

which gives $A = a^2 - \Delta_0 - \Delta_q$, i.e. the leading exponent for $q \to 0$ expansion of the four-point conformal block on sphere.

The differential equation is obtained similarly to (3.30), though it requires for generic massive deformation some additional efforts - to sum in the residue formula

$$F''' = -\text{res}_{z=q}Q_4(z) = 0 \frac{(\phi')^3 dz}{2\phi_2^{\deg_2} dz} = -\text{res}_{z=q,Q_4(z)=0} T(z)dz/Q_4(z)S(z)$$

(3.37)

over the unknown roots of the polynomial $Q_4(z)$ in the equation (3.34) in addition to the fourth-order pole at $S(z) \sim (z - q)^4$. Calculating the sum over the zeroes of a polynomial

$$Q_k(z) = \prod_{i=1}^k(z - \lambda_i)$$

$$\sum_{i=1}^k \frac{T(\lambda_i)}{S(\lambda_i)Q'(\lambda_i)} = \frac{\sum_{i=1}^k T(\lambda_i) \prod_{j \neq i}(Q'(\lambda_j)S(\lambda_j))}{\prod_{i=1}^k S(\lambda_i)Q'(\lambda_i)} = \frac{\sum_{i=1}^k T(\lambda_i) \prod_{j \neq i}(Q'(\lambda_j)S(\lambda_j))}{R\{S, Q\}D\{Q\}}$$

(3.38)

where $R\{S, Q\}$ is the resultant and $D\{Q\}$ stays for the discriminant, one gets some rational symmetric function of the roots of $Q_4(z)$. 

Once the differential equation was derived, we substitute the perturbative expansion
\[ F = A \log q + \sum_{i=1}^{\infty} c_i q^i \] and obtain an answer for the prepotential (here the result for \( \Delta_0 = \Delta_q = 0 \) and arbitrary \( \Delta_1 = m_2^2 \) and \( \Delta_\infty = m_\infty^2 \) is presented): \[ F = a^2 \log q + \frac{1}{2} \sum_{\epsilon, \epsilon'} (a + \epsilon m_1 + \epsilon' m_\infty)^2 \log(a + \epsilon m_1 + \epsilon' m_\infty) - 2a^2 \log a + \]
\[ + \frac{a^2 + m_1^2 - m_\infty^2}{2} q + \frac{13a^4 + 18a^2 m_1^2 - 14a^2 m_\infty^2 + m_1^4 + m_\infty^4 - 2m_1^2 m_\infty^2}{64a^2} q^2 + \]
\[ + \frac{207a^6 + a^4(334m_1^2 - 226m_\infty^2) + a^2(43m_1^4 - 54m_1^2 m_\infty^2 + 11m_\infty^4) - 8(m_1^2 - m_\infty^2)^3}{1728a^4} q^3 + \]
\[ + O(q^4) \] (3.40)

It is instructive to compare this result with the expansion for the quasiclassical conformal block from [28], depending on intermediate dimension \( \Delta = a^2 \) in addition to the external dimensions. For two non-vanishing external dimensions, as in (3.40), the formula for quasiclassical conformal block gives
\[ f(q) = a^2 \log q + \frac{a^2 + m_1^2 - m_\infty^2}{2} q + \left( \frac{a^2 + m_1^2 - m_\infty^2}{4} \right) \]
\[ + \frac{a^4 + 2a^2(m_1^2 + m_\infty^2) - 3(m_1^2 - m_\infty^2)^2}{64(a^2 + \frac{3}{4})} - \frac{a^4 - (m_1^2 - m_\infty^2)^2}{16a^2} q^2 + \ldots \] (3.41)

and the single mass case is easily reproduced by \( m_\infty \mapsto m \neq 0, m_1 \mapsto 0 \). It is easy to see, that expressions (3.40) and (3.41) literally coincide in the SW limit for conformal blocks, when all dimensions \( \Delta \to \infty \), including intermediate, simultaneously. Then almost all terms remain intact except for \( \frac{a}{4\Delta} \to 0 \), and the correction in denominator from the inverse Shapovalov form disappear.

In convenient parametrization for two-dimensional conformal theory \( \epsilon_1 = bg, \epsilon_2 = \frac{g}{b} \), the central charge is \( c = 1 + 6\frac{(\epsilon_1 + \epsilon_2)^2}{\epsilon_1 \epsilon_2} = 1 + 6(b + \frac{1}{b})^2 \), and for conformal dimensions one can write \( \Delta(a) = \frac{(\epsilon_1 + \epsilon_2)^2}{4\epsilon_1 \epsilon_2} - \frac{\alpha^2}{\epsilon_1 \epsilon_2} = \frac{1}{4}(b + \frac{1}{b})^2 - \frac{\alpha^2}{\epsilon_1 \epsilon_2} \). The quasiclassical limit corresponds to \( b = g \to 0 \), which means \( \epsilon_2 = 1, \epsilon_1 \to 0 \). The SW limit corresponds to \( c \ll \Delta \), so we should put \( b \gg 1 \) and \( b \ll 1 \), therefore in this limit both \( \epsilon_1 \to 0, \epsilon_2 \to 0 \). In this limit our prepotential receives the \( U(1)_R \) symmetry, which was broken by some integer numbers in two-dimensional conformal theory. It is still a nontrivial question about the limit of Painlevé VI in such case. We hope to return to this issue elsewhere.

---

4From the physical point of view, as in (3.33), the perturbative part is a result of partial cancelation \[ F_{\text{pert}} = \frac{1}{4} \sum_{\epsilon, \epsilon'} \left[(a + \epsilon m_0 + \epsilon' m_q)^2 \log(a + \epsilon m_0 + \epsilon' m_q) + (a + \epsilon m_1 + \epsilon' m_\infty)^2 \log(a + \epsilon m_1 + \epsilon' m_\infty) \right] - 4a^2 \log a \] (3.39)

between the contribution of massless fundamental and vector multiplets at \( m_0 = m_q = 0 \).
4 Zamolodchikov’s conformal blocks

The AGT conjecture [6] allows to apply the techniques of four-dimensional supersymmetric gauge theories to answer to some complicated questions of two-dimensional conformal theory (see, e.g. [34]) and vice versa. In the SW limit $\epsilon_1, \epsilon_2 \to 0$ one can identify the extended prepotentials to certain limit of the $c = 1$ conformal blocks, and if the conformal dimensions are fixed on the two-dimensional side, it just corresponds to vanishing of the masses of external multiplets. The SW formulation, if $\Sigma_0$ is a sphere with punctures, leads to the set of differential equations for the conformal blocks in such limit, while the underlying geometry is the $g$-parametric family of genus $g$ curves.

It is interesting to compare this description for the $SU(2)$-quiver gauge theories with another well-known case, proposed by Al. Zamolodchikov for the conformal blocks of $c = 1$ Ashkin-Teller model [16], and described in very similar terms. The Zamolodchikov result for a $2g + 2$-point conformal block for the spin fields with external dimensions $\frac{1}{16}$ was given in terms of a single genus-$g$ curve, and required an extra charge-conservation constrains for the dimensions in the internal vertices of the block. Solving equation $2g + 2 = g + 3$, one gets $g = 1$, corresponding to the four-point conformal block and conformal $SU(2)$ supersymmetric QCD (3.9), (3.15), where these two constructions obviously coincide. In general situation, there is a difference, whose origin comes from the vanishing of some (half-) tri-fundamental masses - in the triple-vertices. For the Zamolodchikov conformal blocks this is just charge conservation in $c = 1$ conformal theory, which is certainly absent for generic $SU(2)$ quiver theory on the gauge theory side. Hence, in the SW approach it is equivalent to the extra relations on the condensates for three gauge groups, interacting with the same tri-fundamental multiplet of matter. The first time, when such conservation law can be imposed is the case of sicilian quiver with the curve (3.27) and the tau-function (3.28), the Zamolodchikov constraint is singular from the point of view of four-dimensional physics (vanishing of one of the multiplet masses, which has been already integrated out to get the SW effective action), but the prepotential (3.28) is regular in this limit, and becomes just a quadratic function of the condensates, in accordance with [16].

Another reason to discuss this case, which is explicitly solvable even on the CFT side of the correspondence, is that there exists also the isomonodromic-CFT correspondence [31, 32], with an exact solution for the $2g + 2$-point isomonodromic tau-function of the special type [33], related to the Zamolodchikov conformal block. So the constrained case of the sicilian quiver and other gauge theories with massless fundamental and partially massless tri-fundamental matter turns to be exactly-solvable in three different approaches. Note also, that this case on gauge-theory side is the simplest example of the S-duality class, where the standard methods of instanton calculus are not applicable [14], so the correspondence between the four-dimensional and two-dimensional sides goes in fact even beyond the standard formulation [6] of the AGT-correspondence.

A generic Zamolodchikov case corresponds to a special case of the $n = g + 3$ point conformal block with $V = |\mathcal{V}| = \frac{1}{2} n - 2$ triple vertices $\{\mathcal{V}_i \in \mathcal{V}\}$ or half-tri-fundamental multiplets ($n$
must be even in this case). At each such vertex $c = 1$ conformal theory gives one conservation condition, so that the genus drops to

$$\tilde{g} = g - V = n - 3 - \left(\frac{1}{2}n - 2\right) = \frac{1}{2}n - 1$$  \hspace{1cm} (4.1)$$

and for the total number of punctures we restore $n = 2\tilde{g} + 2$. Another form

$$\tilde{g} - 1 = \frac{g - 1}{2}$$  \hspace{1cm} (4.2)$$

of the same relation (4.1) means that the Euler characteristic $\chi(\tilde{\Sigma}) = \frac{1}{2}\chi(\Sigma)$ decreases twice after the degeneration.

We are going now to present the direct proof, that in such limit the extended SW prepotential (2.1), (2.4) becomes the quadratic form

$$\mathcal{F}(a, q)\big|_{\sum_{i\in V} a_i = 0} = i\pi \sum_{\alpha, \beta = 1}^{\tilde{g}} a_\alpha T_{\alpha\beta}(q) a_\beta$$  \hspace{1cm} (4.3)$$

with the period matrix $T = \|T_{\alpha\beta}\|$ of the hyperelliptic curve $\tilde{\Sigma}$ of genus $\tilde{g}$, which does not depend on the condensates (the moduli space of this hyperelliptic curve is parameterized by original set of the UV couplings). This result has been obtained originally, using the language of free field on Riemann surface.

Consider now the massless $SU(2)$ quiver theory with the generating differential

$$dS = xdz = \sqrt{\alpha} \frac{\sqrt{\prod_{k=1}^{g-1}(z - v_k)} \, dz}{\sqrt{\prod_{j=1}^{g+3}(z - q_j)}} \rightarrow (z_1, \ldots, z_{g+3}) \rightarrow (q_1, \ldots, q_g, 1, \infty, 0)$$  \hspace{1cm} (4.4)$$

on a hyperelliptic curve (2.21) of genus $g$, with the total number of branch points (from both numerator and denominator) $\#B.P. = 2g + 2$. Impose now

$$\frac{g - 1}{2} = \frac{1}{2}n - 2 = V$$  \hspace{1cm} (4.5)$$

constraints to the coefficients $\{v_j\}, j = 1, \ldots, g - 1$ in the numerator of (4.4) in order to get the total square, i.e.

$$dS = xdz \rightarrow \frac{Q_{\tilde{g}-1}(z)dz}{y}$$  \hspace{1cm} (4.6)$$

---

5From now on we will denote by $\tilde{g}$ the genus of hyperelliptic curve in the constrained case. Due to the conservation conditions the number of remaining independent gauge theory condensates $\tilde{g}$ will be always less in Zamolodchikov’s case than the amount $n - 3 = 2\tilde{g} - 1$ of the UV couplings.
with some polynomial $Q_{\tilde{g}-1}(z)$ of power $\tilde{g} - 1$, which can be considered as a holomorphic differential on the “reduced” hyperelliptic curve $\tilde{\Sigma}$:

$$y^2 = \prod_{j=1}^{g+3} (z - z_j) \rightarrow (z_1, \ldots, z_{g+3}) \rightarrow (q_1, \ldots, q_\tilde{g}, 1, \infty, 0)$$

$$(4.7)$$

$$\rightarrow y^2 = z(z - 1) \prod_{k=1}^{q} (z - q_k) = z(z - 1) \prod_{k=1}^{2\tilde{g} - 1} (z - q_k)$$

already of genus (4.1). The differential $(4.6)$ can be decomposed into a linear combination of the normalized holomorphic differentials on $(4.7)$, so that the system of linear equations

$$\frac{1}{2\pi i} \oint_{A_\alpha} \frac{Q_{\tilde{g}-1}(z)dz}{y} = a_\alpha, \quad \alpha = 1, \ldots, \tilde{g}$$

$(4.9)$

can be solved for $\tilde{g}$ coefficients of the polynomial $Q_{\tilde{g}-1}(z)$. Equivalently, the system of equations

$$\frac{1}{2\pi i} \oint_{A_\alpha} \frac{R_\alpha(z)dz}{y} = \delta_{\alpha\beta}, \quad \alpha, \beta = 1, \ldots, \tilde{g}$$

$(4.10)$

fixes all $\tilde{g}^2$ coefficients of the polynomials $\{R_\alpha(z)\}$ of power $\tilde{g} - 1$, defining the normalized holomorphic differentials

$$d\omega_\alpha = \frac{R_\alpha(z)dz}{y}, \quad \alpha = 1, \ldots, \tilde{g}$$

$(4.11)$

in $(4.8)$. The solution to the dual period equations

$$\frac{\partial F}{\partial a_\alpha} = \oint_{B_\alpha} \frac{Q_{\tilde{g}-1}(z)dz}{y} = 2\pi i \sum_{\beta=1}^{\tilde{g}} a_\beta \oint_{B_\alpha} d\omega_\beta = 2\pi i \sum_{j=1}^{\tilde{g}} T_{\alpha\beta}(q) a_\beta$$

$(4.12)$

immediately gives rise to the formula $(4.3)$ with the period matrix of $(4.7)$, up to an independent constant. Relations to the dependence of the reduced prepotential upon the ramification points (2.4), i.e.

$$\frac{\partial F}{\partial q_i} = \text{res}_{q_i} \frac{(dS)^2}{dz} = \frac{Q_{\tilde{g}-1}^{2}(q_i)}{q_i(q_i - 1) \prod_{j \neq i}(q_i - q_j)} =$$

$$= \sum_{\alpha, \beta=1}^{\tilde{g}} a_\alpha a_\beta \frac{R_\alpha(q_i) R_\beta(q_i)}{q_i(q_i - 1) \prod_{j \neq i}(q_i - q_j)}, \quad i = 1, \ldots, 2\tilde{g} - 1$$

$(4.13)$
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immediately comes from (4.8) and completely fixed (4.3) up to a constant. This exactly coincides with the Zamolodchikov equation [16] for the leading contribution to the correlator \( e^F = \langle \sigma_0(z_1) \cdots \sigma_0(z_n) \rangle \) of spin fields in the AT model, see Appendix A. Below we shall also use it to prove the nonlinear relations, arising from the SW theory to the derivatives of the matrix elements of the period matrix of hyperelliptic curves.

Results of this section are in complete agreement with the above analysis of the weak-coupling expansions for the quiver tau-functions. Already from the perturbative part of (3.28) we see, that in Zamolodchikov’s limit for \( SU(2) \times SU(2) \times SU(2) \) prepotential the expression for period matrix of \( \Sigma \) becomes singular, when \( a_1 \pm a_2 \pm a_3 = 0 \) (vanishing mass of one of the states from the (half-) tri-fundamental multiplet). It means that the curve \( \Sigma \) indeed degenerates to \( \tilde{\Sigma} \), and it is easy to see, that all denominators in (3.28) disappear in this limit and the prepotential turns into a quadratic expression in the remaining SW periods.

The Zamolodchikov case extends the example of the \( SU(2) \) conformal theory with elliptic curve (3.9) to a subfamily of quiver gauge theories which are non-renormalized within the perturbation theory, i.e. have vanishing beta-functions \(^6\), but the true IR couplings are renormalized by the non-perturbative effects. We are going to show in next section, that equations (4.13) are immediately rewritten in the form of differential equations for effective couplings (the derivatives are taken over the bare couplings, since there are no other parameters in the theory), which take the form of the Rauch relations, and can be implicitly solved via the Thomae formulas [35, 36] (see also [37]).

5 Non-linear equations in quiver gauge theory

In sect. 3 we have already used the differential equations, coming from the relations on quasi-classical tau-functions [8, 7], to get the weak-coupling expansions for the supersymmetric gauge theories. Particular examples of such equations (see e.g. (3.13)), and the direct relation of these equations to quasiclassical expansions of the conformal blocks (and therefore to Painleve VI) show that they have indeed some deep geometric origin. Below in this section, we are going to study the differential equations, arising from the SW approach to quiver gauge theories, in more general context.

In the constrained Zamolodchikov’s case all equations for the prepotential can be rewritten as relations to the period matrices of hyperelliptic curves. We are going to show, that all such relations for the first derivatives are actually consequences of the Rauch formulas. They propose some parametrization in the space of first derivatives, which can be studied in algebro-geometric terms.

Another natural thing is to expect the WDVV-like equations [24] to be satisfied by extended prepotentials of the quiver gauge theories. We prove indeed, that such equations are satisfied

\(^6\)More strictly, the perturbative calculations give rise only to a finite renormalization of the couplings.
by quiver tau-functions in the massless case as functions of the whole set of variables: all SW
periods and bare couplings. Amazingly enough, the proof, based on the residue formula (2.13)
and a simple counting argument [30], is valid both in the unconstrained and Zamolodchikov’s
cases, leading in the latter situation to the relations including the third derivatives of the period
matrices.

5.1 Relations for the period matrix

Consider, first, the simplest example of our SW system - the Zamolodchikov case of sect. 4,
represented by hyperelliptic curve (4.7), parameterized by the couplings \( q \) only, with the holomor-
phic SW differential (4.8). The SW equations (2.1) are trivially solved, but the formula
(2.4) is still non-trivial (see (4.12), (4.3) and (4.13)).

Comparing the coefficients of the quadratic forms at the both sides of (4.13), one gets for
the first derivatives of the period matrix of hyperelliptic curve (4.7)

\[
\frac{\partial T_{\alpha\beta}(q)}{\partial q_k} = \text{res}_{q_k} \frac{d\omega_\alpha d\omega_\beta}{dz} = \frac{R_\alpha(q_k) R_\beta(q_k)}{q_k(q_k - 1) \prod_{l \neq k} (q_k - q_l)}, \quad k = 1, \ldots, 2\tilde{g} - 1
\]

in terms of the numerators for the holomorphic differentials in (4.11): it is exactly one of the
well-known Rauch formulas [35]. Their solution can be found via the Thomae formulas [35, 36],
which can be written for the curve (4.7) in the form

\[
q_k^2 = \pm \frac{\theta[\eta_1](T)^4 \theta[\eta_2](T)^4 \theta[\eta_3](T)^4 \theta[\eta_4](T)^4}{\theta[\eta_3](T)^4 \theta[\eta_4](T)^4}, \quad k = 1, \ldots, 2\tilde{g} - 1
\]

for the set of four theta-characteristics, chosen in the following way. Divide the branch points
as

\[
\{z_1, \ldots, z_n\} = \{0, 1, \infty, k\} \sqcup S' \sqcup S''
\]

where \( S' \supset \{q_j'\} \) and \( S'' \supset \{q_j''\} \) are any two nonintersecting sets, containing each \( \tilde{g} - 1 \) branch
points with \( j' \neq k \), \( j'' \neq k \) and \( j' \neq j'' \). Then

\[
\eta_1 = \{S' \oplus k \oplus \infty\} \sqcup \{S'' \oplus 0 \oplus 1\}
\eta_2 = \{S' \oplus 0 \oplus 1\} \sqcup \{S'' \oplus k \oplus \infty\}
\eta_3 = \{S' \oplus 0 \oplus k\} \sqcup \{S'' \oplus 1 \oplus \infty\}
\eta_4 = \{S' \oplus 1 \oplus \infty\} \sqcup \{S'' \oplus 0 \oplus k\}
\]

are possible choices of even theta-characteristics in (5.2) in terms of partitions of the branch
points. The proof of this fact can be found, for example, in [35, 37].

As an example, consider the first nontrivial Zamolodchikov’s case with \( \tilde{g} = 2 \), i.e.

\[
x^2 = \sum_{i=1}^{3} \frac{q_i(q_i - 1)}{z(z - 1)(z - q_i)} \frac{\partial F}{\partial q_i} = \frac{\alpha(z - z_0)^2}{z(z - 1)(z - q_1)(z - q_2)(z - q_3)}
\]
Expression in the r.h.s. means, that there should one relation for the \( q \)-derivatives of prepotential. It can be obtained by calculating the discriminant and leads to the algebraic equation

\[
\xi_1^2 + \xi_2^2 + \xi_3^2 - 2\xi_1\xi_2 - 2\xi_2\xi_3 - 2\xi_1\xi_3 = 0
\]

for the variables

\[
\xi_1 = (q_2 - q_3)q_1(q_1 - 1)\frac{\partial F}{\partial q_1}, \quad \xi_2 = (q_3 - q_1)q_2(q_2 - 1)\frac{\partial F}{\partial q_2}
\]

\[
\xi_3 = (q_1 - q_2)q_3(q_3 - 1)\frac{\partial F}{\partial q_3}
\]

and becomes an identity after using the Rauch formulas, or just substituting

\[
\xi_1 = \frac{q_2 - q_3}{(q_1 - q_2)(q_2 - q_3)}Q(q_1)^2, \quad \xi_2 = \frac{q_3 - q_1}{(q_2 - q_1)(q_2 - q_3)}Q(q_2)^2
\]

\[
\xi_3 = \frac{q_1 - q_2}{(q_3 - q_1)(q_3 - q_2)}Q(q_3)^2
\]

for any linear \( Q_{5-1} = Q(z) \). Equation (5.5) also expresses

\[
\alpha = \frac{\partial F}{\partial q_1}q_1(q_1 - 1) + \frac{\partial F}{\partial q_2}q_2(q_2 - 1) + \frac{\partial F}{\partial q_3}q_3(q_3 - 1) = K_{\alpha}(a_1, a_2)
\]

and

\[
\zeta_0 = -\frac{1}{2} \frac{\frac{\partial F}{\partial q_1}q_1(q_1 - 1)(q_2 + q_3) + \frac{\partial F}{\partial q_2}q_2(q_2 - 1)(q_1 + q_3) + \frac{\partial F}{\partial q_3}q_3(q_3 - 1)(q_1 + q_2)}{\frac{\partial^2 F}{\partial q_1^2}q_1(q_1 - 1) + \frac{\partial^2 F}{\partial q_2^2}q_2(q_2 - 1) + \frac{\partial^2 F}{\partial q_3^2}q_3(q_3 - 1)} = \frac{1}{2} \frac{K_{\zeta}(a_1, a_2)}{K_{\alpha}(a_1, a_2)}
\]

in terms of quadratic forms in the SW periods with the coefficients

\[
K^{ij}_\alpha = \sum_{k=1}^{3} q_k(q_k - 1) \frac{\partial^2 F}{\partial q_k \partial a_i \partial a_j}
\]

\[
K^{ij}_\zeta = (q_1 + q_2 + q_3)K^{ij}_\alpha - \sum_{k=1}^{3} q_k^2(q_k - 1) \frac{\partial^2 F}{\partial q_k \partial a_i \partial a_j} = (q_1 + q_2 + q_3)K^{ij}_\alpha - \sum_{k=1}^{3} q_k^2(q_k - 1) \frac{\partial^2 F}{\partial q_k \partial a_i \partial a_j}
\]

However, the SW differential (4.8) for the curve (5.5)

\[
dS = \frac{\sqrt{\alpha(z - \zeta_0)}}{\sqrt{z(z - 1)(z - q_1)(z - q_2)(z - q_3)}} = a_1 d\omega_1 + a_2 d\omega_2
\]
states, that $\sqrt{\alpha}$ and $z_0\sqrt{\alpha}$ should be the linear functions of $a_1$ and $a_2$, which results in equations

$$\det K_\alpha = 0, \quad \text{tr} K_\alpha K_\alpha^{-1} = 0 \quad (5.13)$$

for the (5.11). These equations, if considering them as constraints to the derivatives of the matrix elements of the period matrices $\partial_k \mathcal{T}_{\alpha \beta}$ should be considered independently of (5.6) (see Appendix B). Generally, all such relations just follow from representation of

$$x^2 = \sum_{i=1}^{2g-1} \frac{q_i(q_i - 1)}{z(z - 1)(z - q_i)} \frac{\partial F}{\partial q_i} = \frac{1}{z(z - 1)} \prod_{j=1}^{2g-1} (z - q_j) \sum_{k=1}^{2g-1} \mathcal{Q}_{g-1}(q_k) \prod_{i \neq k} \frac{z - q_i}{q_k - q_i} \quad (5.14)$$

where the sum in the r.h.s. is just the Lagrange interpolation formula for the polynomial $\mathcal{Q}_{g-1}(z)$ with vanishing discriminant.

### 5.2 WDVV equations from residue formula

Now let us show that prepotential of the $SU(2)$ quiver gauge theories satisfies the WDVV equations [22] as the function of full set of variables $\mathcal{F} = \mathcal{F}(a, q)$. We have seen already, that in the case of $SU(2)$ gauge quivers the residue formula descends to the base-curve $\Sigma_0$ of the SW curve $\Sigma$, and - adjusting to this case - we reformulate the statement of [30] in the following way:

**Theorem 4** Suppose that we have the formula

$$\mathcal{F}_{IJK} = \sum_{f(z)=0} \text{res}_{f(z)=0} \frac{r_I(z)r_J(z)r_K(z)}{f(z)} R(z) \, dz \quad (5.15)$$

where $f(z)$ is non-degenerate polynomial, $\text{deg} f$ equals to the number of indices, $R(z)$ and $r_I(z)$ are holomorphic at zeroes of the polynomial. Then there is a relation [24] for the matrices $(\mathcal{F}_I)_{JK} = \mathcal{F}_{IJK}$

$$\mathcal{F}_I \mathcal{F}_J^{-1} \mathcal{F}_K = \mathcal{F}_K \mathcal{F}_J^{-1} \mathcal{F}_I \quad (5.16)$$

which is called the WDVV equation.

**Proof:** Define an auxiliary algebra $H_S$ of the functions on $N$ zeroes of $f(z) = \prod_{i=1}^{n}(z - \lambda_i)$ (which is obviously isomorphic to $\mathbb{C}^N$) by the relation

$$(r_I \otimes r_J)(\lambda_i) = S(\lambda_i) r_I(\lambda_i) r_J(\lambda_i) \quad (5.17)$$

and the homomorphism $l_S : H_S \to \mathbb{C}$ by
\[ l_S(r) = \sum_{i=1}^{N} \frac{R(\lambda_i)}{f'(\lambda_i)S(\lambda_i)^2} r(\lambda_i) \]  

(5.18)

Compute the residue (5.15) directly, substituting \( f(z) = \prod_{i=N}^{r}(z - \lambda_i) \)

\[ \mathcal{F}_{IJK} = \sum_{i=1}^{N} \frac{R(\lambda_i)}{f'(\lambda_i)} r_I(\lambda_i)r_J(\lambda_i)r_K(\lambda_i) = l_S(r_I \ast r_J \ast r_K) \]  

(5.19)

Algebra \( H_S \) is commutative and associative, and we can define it’s structure constants

\[ r_I \ast r_J = \sum_K C^K_{IJK} r_K \]  

(5.20)

or the operators of multiplication by \( r_I \) as \( (C_I)^K_J = C^K_{IJK} \). Due to commutativity and associativity one has for these matrices

\[ C_I \cdot C_J = C_J \cdot C_I \]  

(5.21)

Define now the bilinear form

\[ \eta_{IJ} = l_S(r_I \ast r_J) \]  

(5.22)

which is obviously connected with \( (\mathcal{F}_I)_{JK} = \mathcal{F}_{IJK} \) by

\[ \mathcal{F}_I = \eta \cdot C_I \]  

(5.23)

Then

\[ \mathcal{F}_I \eta^{-1} \mathcal{F}_K = \mathcal{F}_K \eta^{-1} \mathcal{F}_J \]  

(5.24)

Using the possibility to choose arbitrarily the function \( S(\lambda) \) one can adjust it to make \( r_J = 1 \) for some fixed \( J \) (we simply take \( S(\lambda_i) = \frac{1}{r_I(\lambda)} \) and look at (5.17)), then \( \eta = \mathcal{F}_J \), and (5.24) turns into (5.16).

\[ \text{Remark: Our algebra } H_S \text{ is isomorphic to the algebra of functions on } N \text{ points, so it obviously contains the unity operator. Namely, take the linear combination of the basis elements } \]  

\[ e_\alpha = \sum_I \alpha_I r_I \]  

and then look at the multiplication by this element:

\[ (e_\alpha \ast r_J)(\lambda_i) = \sum_I \alpha_I r_I(\lambda_i)S(\lambda_i)r_J(\lambda_i) = r_J(\lambda_i) \]  

(5.25)

To ensure the last equality, one has just to solve the system of \( N \) linear equations :

\[ \frac{1}{S(\lambda_i)} = \sum_{I=1}^{N} \alpha_I r_I(\lambda_i), \quad \lambda_i = 1, ..., N \]  

(5.26)

for \( N \) variables \( \alpha_I \), with the only requirement \( \det \{ r_I(\lambda_i) \} \neq 0 \). The corresponding

\[ \eta_\alpha = \sum_I \alpha_I \mathcal{F}_I \]  

(5.27)

is natural to consider as bilinear form, corresponding to the unity operator, but there is no claim that it does not depend on the dynamical variables.
5.3 Proof for the quiver gauge theory

As it was noticed, there are two important cases of the quiver gauge theories: ordinary and constrained one. All considerations will be very similar, so we introduce the following short-hand notation: \((z - v_i)^{(1|2)}\) which means that we should read \((z - v_i)^1\) in the ordinary case and \((z - v_i)^2\) in Zamolodchikov case.

Apply now residue formula (2.13) to the particular case of the massless SU(2) quiver gauge theory (2.21), rewriting it, first, for vanishing \(z\) in the form

\[
x^2 = \frac{\alpha \prod_{s=1}^{(g-1|2)} (z - v_s(q_i, a_i))^{(1|2)}}{z(z - 1) \prod_{k=1}^{g} (z - q_i)}
\]  

(5.28)

Express the corresponding \(q\)- and \(a\)- derivatives of \(dS = xd\z\) as:

\[
d\Omega_k = \frac{\partial}{\partial q_k} xd\z = \left(1 + \frac{1}{2z - q_k} + \sum_{s=1}^{(g-1|2)} \frac{c_s}{z - v_s} + \frac{1}{2} \frac{\partial \log \alpha}{\partial q_k} \right) xd\z = R_k(z) xd\z
\]

(5.29)

\[
d\omega_i = \frac{\partial}{\partial a_i} xd\z = \left(\sum_{s=1}^{(g-1|2)} \frac{b_s}{z - v_s} + \frac{1}{2} \frac{\partial \log \alpha}{\partial a_i} \right) xd\z = r_i(z) xd\z
\]

where \(i = 1, \ldots, (g|\frac{g+1}{2})\), \(k = 1, \ldots, g\), and unify now all variables into a single set \(\{X_i\} = \{a_i\} \cup \{q_k\}\), \(\{d\omega_I\} = \{d\omega_i\} \cup \{d\Omega_k\}\), \(\{r_I\} = \{r_i\} \cup \{R_k\}\), with \(I = 1, \ldots, (2g|\frac{3g+1}{2})\). The residue formula (2.13) gives rise to

\[
\frac{\partial^3 F}{\partial X_I \partial X_J \partial X_K} = 2 \sum_{dz=0} \text{res} \frac{d\omega_I d\omega_J d\omega_K}{dx dz} = -2 \sum_{dz=0} \text{res} \frac{\partial \log x \partial \log x \partial \log x}{x^2 \frac{dz}{dz}}
\]

(5.30)

where in the denominator of the r.h.s. we get explicitly

\[
\frac{1}{x^2} \frac{d \log x}{dz} = \frac{1}{2} \left( \frac{1}{z - v_i} + \frac{1}{z - q_i} + \sum_{s=1}^{(g-1|2)} \frac{(g-1|2)_s}{z - v_s} \right) \frac{z(z - 1) \prod_{s=1}^{g} (z - q_i)}{\alpha \prod_{s=1}^{(g-1|2)} (z - v_s)^{(1|2)}} = \frac{2f_{(2g|\frac{3g+1}{2})}(z)}{\prod_{s=1}^{(g-1|2)_s}(z - v_s)^{(2|3)}}
\]

(5.31)

where \(f_{(2g|\frac{3g+1}{2})}(z)\) is a polynomial of degree \((2g|\frac{3g+1}{2})\). Therefore

\[
\frac{\partial^3 F}{\partial X_I \partial X_J \partial X_K} = \sum_{f, s(z)=0} \text{res} \frac{r_I(z)r_J(z)r_K(z)}{f_{(2g|\frac{3g+1}{2})}(z) \prod_{s=1}^{(g-1|2)_s}(z - v_s)^{(2|3)} dz}
\]

(5.32)
and since $r_I(z)$ are all holomorphic at zeroes of $\bar{f}_{(2g-3g+1)/2}(z)$, and the total number of variables is $(2g-3g+1)/2$, one can immediately apply Theorem 4. It means, that we have proven, that the WDVV equations hold for the SW tau-function, as function of all periods and couplings, for both constrained and unconstrained case on equal footing.

6 Conclusion

In this paper we have studied in detail the properties of the $SU(2)$ quiver gauge theories, along the lines proposed in [7]. We have derived and proved the residue formula for the third derivatives, and used it for some further applications.

We have shown, that the residue formula provides an effective way for the computation of the weak-coupling expansion of the quiver gauge theory prepotentials. These residue formulas can be used as a differential equation, which can be solved recursively, and this is equivalent to the expansion of the SW periods - the integrals of motion for these differential equations. Another application of the residue formula is that it leads immediately to the WDVV equations for the extended prepotential, once the number of critical points is equal to the number of deformations. We have checked above, that this condition holds both in the case of the full quiver theory, and its restricted or Zamolodchikov’s case.

The Zamolodchikov case has attracted our special attention. We have completely described it in the SW approach for the quiver theory, showing that it arises after constraints, corresponding to arising of a massless state of a tri-fundamental matter. The prepotential then turn to be quadratic expressions in SW periods, forming a new class of conformal gauge theories, where the bare UV couplings are corrected only non-perturbatively. This renormalization can be described in terms of the Thomae formulas for the branching points of hyperelliptic curves, which generalize naturally the Zamolodchikov renormalization in the single $SU(2)$ conformal theory.

For the higher rank gauge groups the situation seems to be far more complicated, but it looks like it can be studied by the methods, proposed in this paper. The extension to the higher-rank gauge theories can be possible started with extension of the Zamolodchikov’s case, whose SW formulation is one of the main results of the present paper. Complete analysis of the higher rank case requires also the study of the higher Teichmüller spaces and corresponding deformations of the UV gauge theory, but the higher rank analogs of the Zamolodchikov case should be understandable in the SW terms, since on the CFT side it is described in terms of a systems of several scalar fields on Riemann surfaces. We plan to return to this problem elsewhere.
Appendix

A Conformal block in the Ashkin-Teller model

Here we present the simplified derivation of the exact conformal block in $c = 1$ AT model in terms convenient for the correspondence with the SW theory. The starting point in [16] is the operator algebra of the AT model which contains:

- The $U(1)$-current $I(z)$, the Sugawara stress-energy tensor is $T(z) =: I(z)^2$ ;
- The Virasoro primary spin field $\sigma_0(z)$ and its first descendant in the current module $\sigma_1(z)$, which are $\mathbb{Z}_2$ twist-fields in terms of $I(z)$ (do not have the $U(1)$ charge).

Consider the conformal or “current blocks” of the spin fields $\langle \sigma_0(z_1) \ldots \sigma_0(z_n) \rangle$, where the charges in the intermediate channel is fixed by

$$\frac{1}{2\pi i} \oint_{A_\alpha} I(z)dz = a_\alpha, \quad \alpha = 1, \ldots, \tilde{g} = \frac{n}{2} - 1 \quad (A.1)$$

where the $A$-cycles encircle each two spin fields, and are interpreted as canonical on the hyper-elliptic curve

$$y^2 = \prod_{i=1}^{2\tilde{g}+2} (z - z_i) \quad (A.2)$$

introduced to make the correlator of spin-fields to be a single-valued function on this two-fold cover of the initial sphere $\Sigma_0$. The operator product expansions [16]

$$I(z)\sigma_0(0) = \frac{1}{2} z^{-\frac{1}{2}} \sigma_1(0) + \ldots$$
$$I(z)\sigma_1(0) = \frac{1}{2} z^{-\frac{3}{2}} \sigma_0(0) + 2z^{-\frac{1}{2}} \partial \sigma_0(0) + \ldots \quad (A.3)$$

predict for the ratios of the correlation functions

$$F_0 (z|\{z_i\}) = \frac{\langle I(z)\sigma_0(z_1) \ldots \sigma_0(z_{2\tilde{g}+2}) \rangle}{\langle \sigma_0(z_1) \ldots \sigma_0(z_{2\tilde{g}+2}) \rangle} = \frac{Q_{g-1}(z)}{y} \quad (A.4)$$

where the r.h.s. is written from the (A.3) and contains a $g$-parametric polynomial, totally fixed by the period integrals (4.9), coming now from (A.1). For the ratio of slightly different correlation functions it follows from (A.3) and analytic properties

$$F_1 (z|\{z_i\}) = \frac{\langle I(z)\sigma_1(z_1)\sigma_0(z_2) \ldots \sigma_0(z_{2\tilde{g}+2}) \rangle}{\langle \sigma_1(z_1)\sigma_0(z_2) \ldots \sigma_0(z_{2\tilde{g}+2}) \rangle} = \frac{Q_{g-1}(z)}{y} + \frac{d\Omega_1}{dz} \quad (A.5)$$
where
\[ d\Omega_1 = \frac{C_1 dz}{y} \left( \frac{1}{z - z_1} + O_{g-1}(z) \right), \quad \oint d\Omega_1 = 0 \quad (A.6) \]
is the normalized Abelian differential on (A.2). The operator product expansion (A.3) inserted into (A.4) at \( z \to z_1 \) leads to relation
\[ \frac{Q_{g-1}(z_1)}{\sqrt{\prod_{j \neq 1}(z_1 - z_j)}} \langle \sigma_0(z_1)\sigma_0(z_2)\ldots\sigma_0(z_{2g+2}) \rangle = \frac{1}{2} \langle \sigma_1(z_1)\sigma_0(z_2)\ldots\sigma_0(z_{2g+2}) \rangle \quad (A.7) \]
while inserted into (A.5) gives
\[ \frac{\langle \sigma_0(z_1)\sigma_0(z_2)\ldots\sigma_0(z_{2g+2}) \rangle}{\langle \sigma_1(z_1)\sigma_0(z_2)\ldots\sigma_0(z_{2g+2}) \rangle} = \frac{2C_1}{\sqrt{\prod_{j \neq 1}(z_1 - z_j)}} \quad (A.8) \]
i.e. \( 4C_1 Q_{g-1}(z_1) = \prod_{j \neq 1}(z_1 - z_j) \), and
\[ 2\frac{\partial z_1}{\langle \sigma_0(z_1)\sigma_0(z_2)\ldots\sigma_0(z_{2g+2}) \rangle} = \frac{Q_{g-1}(z_1) + C_1 O_{g-1}(z_1)}{\sqrt{\prod_{j \neq 1}(z_1 - z_j)}} - \frac{C_1}{2} \sum_{j \neq 1} \frac{1}{(z_1 - z_j)^{3/2}} \quad (A.9) \]
These two formulas together result in
\[ \left( 2\frac{\partial z_1}{\prod_{j \neq 1}(z_1 - z_j)} - \frac{2Q_{g-1}(z_1)}{\prod_{j \neq 1}(z_1 - z_j)} + \frac{1}{4} \sum_{j \neq 1} \frac{1}{z_1 - z_j} + \frac{1}{2} O_{g-1}(z_1) \right) \langle \sigma_0(z_1)\sigma_0(z_2)\ldots\sigma_0(z_{2g+2}) \rangle = 0 \quad (A.10) \]
Substituting the anzatz \( \langle \sigma_0(z_1)\sigma_0(z_2)\ldots\sigma_0(z_{2g+2}) \rangle = e^{F(a,z)} \cdot G(z) \), where only the function in the exponent is \( a \)-dependent, one can extract from (A.10) the equality
\[ \frac{\partial F}{\partial z_i} = \frac{Q_{g-1}(z_i)}{\prod_{j \neq 1}(z_i - z_j)} \quad (A.11) \]
which coincides exactly with (4.13). It is also clear, that formulas (A.1), (4.9) turn into the first half of the periods of the SW differential. Hence, the exponential \( a \)-dependent contribution to the solution (A.10) can be obtained using the techniques presented in the main text of the paper, which leads immediately to the answer (4.3), where the quadratic form is already identified with the period matrix of (A.2), while it has been established only with some additional argumentation in the original paper [16].

**B More on derivatives of the period matrices**

Here we present some analysis of the equations (5.6) and (5.13), following from the Rauch formulas (5.1). Forgetting about the normalization conditions (4.10), one can consider equations
(5.1) as parametrization of some submanifold in the space $A^{\frac{1}{2}g(g+1)(2g-1)}$ of the derivatives of our period matrix, where one can express the coordinates

$$T^k_{\alpha\beta} = \prod_{l \neq k} (q_k - q_l) \frac{\partial T_{\alpha\beta}}{\partial q_k}$$  \hspace{1cm} (B.1)$$

in terms of the $\tilde{g}^2$ coefficients $\{R_{\alpha\beta}\}$ of the polynomials $R_{\alpha}(z)$. From this point of view formulas (5.1) define the map $A^{\tilde{g}^2} \mapsto A^{\frac{1}{2}g(g+1)(2g-1)}$ by quadratic functions

$$T^k_{\alpha\beta} = R_{\alpha}(q_k)R_{\beta}(q_k)$$  \hspace{1cm} (B.2)$$

so it can be considered as the map $\mathbb{P}^{g^2-1} \mapsto \mathbb{P}^{\frac{1}{2}g(g+1)(2g-1)-1}$. 

The question, which allows to understand better the origin of equations (5.6), (5.13) is how to describe the image of this map. In the $\tilde{g} = 2$ case, where we get $\mathbb{P}^3 \mapsto \mathbb{P}^8$, the codimension is five and one needs at least five equations in $\mathbb{P}^8$. Notice, that we have already five independent equations in (5.6), but (5.13) give two extra.

Parameterizing our $\tilde{g} = 2$ polynomials explicitly

$$R_1(z) = az + b, \quad R_2(z) = cz + d$$  \hspace{1cm} (B.3)$$

where $(a : b : c : d)$ are the homogeneous coordinates on $\mathbb{P}^3$, one can write

$$T^{i}_{11} = (aq_i + b)^2, \quad T^{i}_{12} = (aq_i + b)(cq_i + d), \quad T^{i}_{22} = (cq_i + d)^2, \quad i = 1, 2, 3$$  \hspace{1cm} (B.4)$$

Since all equations are quadratic in $a, b, c, d$ the intersection with the general codimension-3 plane contains $2^3 = 8$ points, so the degree of the image is 8.

Suppose now, that the image is a total intersection in $\mathbb{P}^8$, then it should be determined by five polynomials $P_{d_1}, \ldots, P_{d_5}$, such that $d_1 \cdot \ldots \cdot d_5 = 8$. It is possible only if at least two powers are $d_i = 1$, therefore the image lies in a hyperplane. However, this turns to be impossible, since in such case one gets a linear equation

$$\sum_{\alpha,\beta,k} C_{\alpha\beta}^{k} T_{\alpha\beta}^k = 0$$  \hspace{1cm} (B.5)$$

which is immediately rewritten as

$$C_{aa}a^2 + C_{ab}ab + \ldots + C_{dd}d^2 = 0$$  \hspace{1cm} (B.6)$$

true for $(a, b, c, d)$, but this is impossible if $C_{IJ} \neq 0$. Hence, we come to a contradiction, and our surface does not lie in the hyperplane. In particular, it means, that the equations (5.13) are not the consequence of (5.6), and should be considered independently.
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