Abstract

Recommender systems aim to personalize the shopping experience of a user by suggesting related products, or products that are found to be in the general interests of the user. The information available for users and products is heterogeneous, and many systems use one or some of the information. The information available include the user’s interactions history with the products and categories, textual information of the products, a hierarchical classification of the products into a taxonomy, user interests based on a questionnaire, the demographics of a user, inferred interests based on product reviews given by a user, interests based on the physical location of a user and so on. Taxonomy discovery for personalized recommendation is work published in 2014 which uses the first three information sources – the user’s interaction history, textual information of the products and optionally, an existing taxonomy of the products. In this paper, we describe a parallel implementation of this approach on Apache Spark and discuss the modifications to the algorithm in order to scale it to several hundreds of thousands of users with a large inventory of products at Target corporation. We run experiments on a sample of users and provide results including some sample recommendations generated by our parallel algorithm.

1 Introduction

A recommender system that uses several sources of information to generate items that are in the interests of a user might be more successful than using
a single source of information. Recommender systems can use the user’s inter-
action history in a matrix factorization approach for matrix completion. A
recommender system that generates item similarities could use contextual in-
formation about items, or use textual information to generate items similar to
the item in consideration [1]. Embeddings could be generated for products us-
ing graph-based approaches [2][3] or using word2vec [4]. The drawback of these
approaches is that in a guest-based recommender system, it is difficult to scale
them to millions of users and items as it would make the parameter space of a
graph or a neural network too large in a shared memory system, especially if
the dimensionality is large. Taxonomy discovery for personalized recommenda-
tion [5] uses the user purchases and item descriptions to jointly learn the latent
factors of users and products and a taxonomy over the products, and this work
describes the hurdles and solutions to scaling this algorithm to a potentially
millions of users and items.

2 Taxonomy Discovery for Personalized Recommendation

We first describe the approach in [5].

A latent factor is a numerical vector representation of a user or a product.
The advantage of learning latent factors is that vector operations can be used
on them, like inner products and distances. An inner product between a latent
factor of a user and a product produces a real number that represents the affin-
ity of the user towards that product. Sorting the affinities can give a ranked list
of products that the user has interests in.

A path is a list of nodes from the root to the item in a taxonomy. A path
has a probability associated with it based on the latent factors and a language
model. A path looks like the following:

Clothing → Kid’s clothing → Kid’s Jackets
→ Hooded Kid’s Jackets → (Item) Nike Blue Hooded Kid’s Jacket

The taxonomy discovery paper [5] alternates between latent factor learning and
path sampling. Each iteration, it first learns the latent factors and then, sam-
ples the path of the product using a Gaussian hierarchy. For details, we refer
the reader to the paper [5].

Each node is modeled as a normal over its parent. And each item is also mod-
eled as a normal over its parent node (i.e. the leaf node). So, items under the
same leaf node share a common mean which means that less frequently bought
items i.e. tail items have an advantage as they share some information with
other items under the same leaf node (and with the entire path).
The probability of preferring item i against item j is then:

\[ P(i > j | u) = \frac{\exp(x_{ui})}{\exp(x_{ui}) + \exp(x_{uj})} \]

Where, \( x_{ui} = <v_u, v_i> + q_i \)

Where \( v_u \) is the user’s latent factor and \( v_i \) and \( v_j \) are the item latent factors, where the user prefers item \( i \) to item \( j \) [6][7].

Each node and item share information with other nodes and items under the same parent in the hierarchy:

\[ v_i \sim N(v_{pi}, \sigma^2 I) \]

Where \( v_{pi} \) is the parent of item \( i \) in the taxonomy.

\( q_i \) is a bias term which is modeled as a zero mean normal.

\[ q_i = N(0, \tau^2) \]

The cost function to learn the latent factors is as follows:

\[ L_{uij} = \log \sigma(x_{ui} - x_{uj}) - \sum_{k=1}^{L_i} \frac{||v_{ik} - v_{ik+1}||^2}{2\sigma^2} - \sum_{k=1}^{L_j} \frac{||v_{jk} - v_{jk+1}||^2}{2\sigma^2} - \frac{q_i}{\tau^2} - \frac{q_j}{\tau^2} \]

The first term is the difference between the dot products of a bought and a not bought item. The second and fourth terms enforce that child nodes (including items) are as close as possible to the parent nodes (in the entire path of \( 0, 1, 2, \ldots L_i \)).

In path sampling, the language model of the item descriptions, the latent factors of the nodes and the products, and a nested Chinese restaurant process are used. The item descriptions are used in a language model to compute the probability of choosing the child node of a parent (starting from the root). In addition to that, the latent factors of the nodes are used to generate a probability of choosing a particular child node:

\[ v_i \sim N(v_{pi}, \sigma^2 I) \]

Where the mean of the normal is the factor of the parent node. A Chinese restaurant process (CRP) is used to decide on whether a new node should be created in the taxonomy. The CRP prior prefers nodes that have more children as compared to the other nodes:
\[ P(y \rightarrow z) = \begin{cases} \frac{n_y}{n_y + \alpha} & \text{for an existing node} \\ \frac{\alpha}{n_y + \alpha} & \text{for a new node} \end{cases} \]

3 Parallel Taxonomy Discovery

We implemented the taxonomy discovery [5] algorithm on Apache Spark. We had to make some modifications and approximations to the algorithm to scale it to millions of users and items. We describe the modifications as follows.

3.1 Path Sampling

We use mini-batch Gibbs sampling. In the path sampling stage of an algorithm, the latent factors are not updated (the path sampling and latent factor updates are alternated). So, the only thing that changes while path sampling is the language model when a product samples a different path as compared to its original path. This happens mostly in the leaf nodes of the taxonomy. If a product in a very different category changes its path, it is most likely not changing any of the textual information that is useful when other items in a different leaf category condition on the changes. So, we group the products by the level 4 leaf category (Hooded Kid's Jackets) and do a mini-batch Gibbs sampling.

Also, we have an existing taxonomy that is quite accurate. So, we don’t want the taxonomy to change excessively. We don’t want the new path to vary in a very significant way from a path that is known to be useful and accurate, unless the probabilities indicate. Exploration is a less important goal than correction. So, we use a Metropolis Hasting acceptance rule in addition to Gibbs sampling to accept the new path.

It is known that asynchronous Gibbs sampling without shared memory has difficulty with convergence. The approach in [8] says that, if an acceptance rule is used, there is better convergence. We use the Barker’s rule [9] to accept new paths. The Barker’s rule has the following acceptance probability:

\[ P_{\text{accept}} = \frac{P_{\text{new}}}{P_{\text{new}} + P_{\text{old}}} \]

This ensures that since we already have an accurate taxonomy, vastly different and low probability paths are not accepted frequently and that the path sampling iterations do not need a very large burn in period.

3.2 Latent Factor Updates

In our implementation, each user is associated with a randomly chosen mini-batch (of 1000 users) and a mini-batch gradient descent is performed. Each iteration, the mini-batch of a user is changed randomly. So, each iteration, a
user might be in a different mini-batch. We found this to improve convergence and the results.

Also, because of the exponential function in the partial derivatives we faced the problem of exploding gradients which caused the latent factors to become very large and biased towards very popular products. The result was that the diversity in the recommendations was unacceptably low. We had to convert each latent factor to a unit vector each iteration of a mini-batch. Also, after an iteration has completed and the latent factors updated, we convert each latent factor into a unit vector [10].

Moreover, we reduce the learning rate after each iteration. We start with a learning rate of 0.1 and then reduce the learning rate using an exponential decay. This was shown to improve convergence and the hit rate after each iteration. Also, we do not use early stopping. Based on our experience, we found it useful to adjust the learning rate such that the results don’t deteriorate as iterations progress, and run the algorithm for the full specified number of iterations. We use 10 iterations.

4 Results

We ran our algorithm of a parallel implementation of [5] on a sample of 250,000 users and 40,000 items of the furniture category. We use a dimensionality of 200. We filter out users who don’t have more than 10 interactions. There are several other filtering techniques that [5] uses, like remove users who buy only the most frequent items. We do not use any of these techniques, and we found that the diversity of the recommendations is still quite good.

The hit rate @10 of a recommender system is the rate with which we find an item that a user interacted with in the top 10 recommendations, in the test set. We generate recommendations for a user using all 40,000 items and then calculate the hit rate on a randomly held out test set of items which a user interacted with. We do not differentiate between item views and purchases. While generating recommendations, we remove products which the user has already interacted with.

In our sample of 250k users and 40k items, we found the hit rate@10 to be 3.1%, hit rate@50 to be 8% and hit rate@100 to be 14% (out of a possible 40k items). We find that the quality of recommendations, as seen on a random sample of users is quite good. Please see the examples below in tables 1,2,3,4.
5 Conclusion

In this paper, we presented a parallel implementation of [5] which is a really interesting attempt at using several heterogenous sources for generating personalized recommendations. Our approach can be easily implemented on an Apache Spark cluster. For latent factor learning, we use mini-batch gradient descent and for path sampling, we use mini-batch Gibb’s sampling with an acceptance probability of new paths. We achieved reasonably good hit rates, considering the sparsity of interactions. The example recommendations in the furniture category show that the algorithm is capable of learning from the interactions of a user and generate useful recommendations.
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Detailed balance is a desirable condition that ensures that the stationary distribution of a Markov chain is the distribution of interest (if you interpret the path sampling procedure as a way of learning a distribution over taxonomies). Barker’s rule that was mentioned earlier in the paper has detailed balance and here is a simple proof that if the proposal density is normal, then it has detailed balance in a Metropolis Hastings sampler.

Proof:

The detailed balance condition states the following:

\[ P_{\text{old}}P(\text{new} \rightarrow \text{old}) = P_{\text{new}}P(\text{old} \rightarrow \text{new}) \]

Let \( A = P_{\text{old}}P(\text{new} \rightarrow \text{old}) \)

And \( B = P_{\text{new}}P(\text{old} \rightarrow \text{new}) \)

So \( A = P_{\text{old}} * g(\text{new}|\text{old}) * P_{\text{accept}_{\text{new}}} \) and \( B = P_{\text{new}} * g(\text{old}|\text{new}) * P_{\text{accept}_{\text{old}}} \)

Where \( g \) is the proposal density. Now if \( g \) is symmetric,

\[ g(\text{new}|\text{old}) = g(\text{old}|\text{new}) = N(\text{old} - \text{new}|0, \sigma^2 I) \]

Then, \( A = B \)

Thus, \( P_{\text{old}}P(\text{new} \rightarrow \text{old}) = P_{\text{new}}P(\text{old} \rightarrow \text{new}) \)