Finite-Size Scaling of Charge Carrier Mobility in Disordered Organic Semiconductors
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Simulations of charge transport in amorphous semiconductors are often performed in microscopically sized systems. As a result, charge carrier mobilities become system-size dependent. We propose a simple method for extrapolating a macroscopic, nondispersive mobility from the system-size dependence of a microscopic one. The method is validated against a temperature-based extrapolation [Phys. Rev. B 82, 193202 (2010)]. In addition, we provide an analytic estimate of system sizes required to perform nondispersive charge transport simulations in systems with finite charge carrier density, derived from a truncated Gaussian distribution. This estimate is not limited to lattice models or specific rate expressions.

I. INTRODUCTION

Charge carrier mobility is the key characteristic of organic semiconductors. Experimentally, it can be extracted from time-of-flight measurements,1,2 current–voltage characteristics in a diode3,4 or field effect transistor5,6, pulse-radiolysis time-resolved microwave conductivity measurements7, or other techniques8–17.

In amorphous organic materials the energetic landscape sampled by a charge carrier can be rather rough, with the width of the density of states as large as 0.2 eV. As a result, charge transport in thin films becomes dispersive, i.e., the extracted mobility varies with the film thickness18–20. Consequently, the intrinsic value of mobility is difficult to measure: for example, the film thickness has to be large enough in time-of-flight experiments, imposing stringent requirements on the accuracy of measurements of transient currents.

A similar situation is encountered in computer simulations of charge transport in organic semiconductors. Here, both lattice and off-lattice models employ system sizes which are usually much smaller than those used in experimental setups. This leads to an artificial increase of the average charge carrier energy and, as a result, to overestimated values of the charge mobility21–23.

To overcome the limitations imposed by small system sizes, a method based on a temperature-extrapolation procedure has recently been proposed21. Its main idea is to simulate charge transport at a range of elevated temperatures. At high temperatures transport becomes nondispersive and one can then extract the nondispersive mobility at relevant (lower) temperatures from the mobility-temperature dependence, μ(T). This method relies on the analytical dependence of the mobility on the temperature derived for a one-dimensional system24 with Gaussian distributed energies and Marcus rates for charge transfer (see Methods section), given by

\[
\mu(T) = \frac{\mu_0}{T^2} \exp \left[ -\left( \frac{a}{T} \right)^2 - \left( \frac{b}{T} \right) \right].
\]

In three dimensions μ0, a, and b are treated as fitting parameters instead of the parameters derived analytically in one dimension. Hence, for three-dimensional transport, Equation (1) has to be validated for every particular system. It would therefore be useful to have an alternative approach, which does not rely on the ad-hoc μ(T) function. This is the first target of our paper: solving the one-dimensional stochastic transport we derive the mobility-temperature dependence of a microscopic one. The method is validated against a temperature-based extrapolation [Phys. Rev. B 82, 193202 (2010)]. In addition, we provide an analytic estimate of system sizes required to perform nondispersive charge transport simulations in systems with finite charge carrier density, derived from a truncated Gaussian distribution. This estimate is not limited to lattice models or specific rate expressions.

II. METHODS

To perform mobility simulations, we use the Gaussian disorder model25–32, i.e., we assume that molecular sites are arranged on a cubic lattice and that site energies, 𝜖i, follow a Gaussian distribution, \( f(\epsilon) = 1/\sigma \sqrt{2\pi} \times \exp \left( -\epsilon^2/2\sigma^2 \right) \), where σ denotes the energetic disorder. We assume a mean of zero throughout. We use the Marcus expression for charge transfer rates35–37

\[
\omega_{ij} = \frac{2\pi}{\hbar} \frac{J_{ij}^2}{4\pi\lambda_{ij}k_B T} \exp \left[ -\frac{(\Delta \epsilon_{ij} + q \mathbf{F} \cdot \mathbf{r}_{ij} + \lambda_{ij})^2}{4\lambda_{ij}k_B T} \right]
\]

for transitions \( j \to i \), where \( \Delta \epsilon_{ij} = \epsilon_i - \epsilon_j \) is the site energy difference, \( q \) is the charge, \( \mathbf{F} \) is an external field, \( \mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j \) is the distance between two sites, \( \lambda_{ij} \) is the reorganization energy and \( J_{ij} \) denotes the electronic coupling. As a simplification, we assume a constant reorganization energy, \( \lambda_{ij} = \lambda \), a constant transfer integral, \( J_{ij} = J \), and a lattice spacing of \( |\mathbf{r}_{ij}| = a \). Further, \( T \) is the temperature and \( k_B \) the Boltzmann constant. The
Marcus rates allow to link the mobility to the chemical composition of organic semiconductors\textsuperscript{22,38–42}.

Charge–charge interactions are modeled by an exclusion principle\textsuperscript{43}, i.e., each site can be occupied by only one charge carrier at a time. As a result, the equilibrium site occupation is given by Fermi–Dirac statistics

\[ p(\epsilon) = \left[ \exp \left( \frac{\epsilon - \epsilon_F}{k_B T} \right) + 1 \right]^{-1}, \]

where the Fermi energy, \( \epsilon_F \), is implicitly determined by the number of charges in the system through

\[ \int_{-\infty}^{\infty} p(\epsilon)f(\epsilon)d\epsilon = n. \]

Here \( n \) is the charge carrier density, i.e., the number of charges divided by the number of sites. The average energy per charge carrier, \( \epsilon_c \), is then given by

\[ \epsilon_c = \frac{1}{\int_{-\infty}^{\infty} p(\epsilon)f(\epsilon)d\epsilon} \int_{-\infty}^{\infty} p(\epsilon)f(\epsilon)d\epsilon. \]

Note that in the limit of zero charge carrier density or for high temperatures the Fermi–Dirac distribution can be approximated by the Boltzmann distribution, \( p_B(\epsilon) = \exp(-\epsilon/k_B T) \), which yields \( \epsilon_c = -\sigma^2/k_B T \).

III. SCALING RELATION

A. Derivation

We now derive and test the system-size dependence of the charge carrier mobility, \( \mu(N) \), in the limit of zero charge carrier density. The derivation is based on the model of a one-dimensional chain of length \( N \) with Gaussian distributed, uncorrelated energies, and hopping taking place only between adjacent sites according to the Marcus rates, Equation (2). An electric field of strength \( F = |F| \) is applied in the direction of the chain. We will require the mean velocity

\[ v_N(F) = (N - 1) \langle \tau_N^{-1} \rangle \approx \frac{N - 1}{\langle \tau_N \rangle}, \]

where \( \langle \cdot \rangle \) denotes the average over the energetic disorder, i.e., \( \langle g(\epsilon) \rangle \equiv \int d\epsilon f(\epsilon) g(\epsilon) \). Here we have approximated the mean rate by the inverse mean first passage time \( \langle \tau_N \rangle \), which can be calculated more readily.

For completeness, we now present a detailed derivation of \( \langle \tau_N \rangle \). At steady state conditions for a given realization of the disorder, the mean first passage time to traverse the chain starting at \( i = 1 \) reads\textsuperscript{45}

\[ \tau_N = \sum_{i=1}^{N-1} \sum_{k=1}^{i} \frac{1}{\omega_{i+1,i} \omega_{i,i-1}} \cdots \frac{1}{\omega_{k,k+1} \omega_{k+1,k}}. \]

The rates fulfill detailed balance, \( \omega_{ij}/\omega_{ji} = \exp[-\beta(\epsilon_i - \epsilon_k - f(i - k))] \), which leads to

\[ \prod_{j=k}^{i-1} \frac{\omega_{j,j+1}}{\omega_{j+1,j}} = e^{-\beta f(i-k)} \exp \left\{ \beta \sum_{j=k}^{i-1} (\epsilon_{j+1} - \epsilon_j) \right\} \]

\[ = e^{-\beta f(i-k)+\beta(\epsilon_i - \epsilon_k)}, \]

where \( f = qF a \) and \( \beta = 1/k_B T \). After shifting \( i - k \mapsto k \), this can be rewritten to

\[ \tau_N = \sum_{i=1}^{N-1} \frac{1}{\omega_{i+1,i}} \sum_{k=0}^{i-1} e^{-\beta f + \beta(\epsilon_i - \epsilon_{i-k})}. \]

For Gaussian distributed energies the exponential, \( e^\epsilon \), is log-normal distributed with mean \( e^{\sigma^2/2} \). Since, furthermore, energies are uncorrelated, \( \langle \epsilon_i \epsilon_j \rangle = \sigma^2 \delta_{ij} \), for \( k > 0 \) we have

\[ \langle e^{-\beta \epsilon_{i-k}} \rangle = e^{\frac{1}{2}(\beta \sigma)^2}, \]

leading to

\[ \langle \tau_N \rangle = \sum_{i=1}^{N-1} \left\langle \frac{e^{\beta \epsilon_i}}{\omega_{i+1,i}} \right\rangle \left[ 1 + e^{\frac{1}{2}(\beta \sigma)^2} \sum_{k=1}^{i-1} e^{-\beta f k} \right] \]

\[ = \sum_{i=1}^{N-1} \left\langle \frac{e^{\beta \epsilon_i}}{\omega_{i+1,i}} \right\rangle \left[ 1 + e^{\frac{1}{2}(\beta \sigma)^2} \frac{z - z^i}{1 - z} \right] \]

(geometric series with \( z = e^{-\beta f} < 1 \)). We can split the average because the first term only involves \( i \) and \( i + 1 \) and the second term sites \( < i \). The first term becomes

\[ I(f) = \left\langle \frac{e^{\beta \epsilon_i}}{\omega_{i+1,i}} \right\rangle = \frac{1}{\omega_0} \left\langle e^{\beta \epsilon_i + \beta f(4\lambda)(\epsilon_i+1-\epsilon_i+\lambda')} \right\rangle, \]

where \( \omega_0 = 2\pi \hbar J^2/\hbar v F \sqrt{4\pi k_B T} \) is the prefactor of the rates Equation (2) and \( \lambda' = \lambda - f \) is the shifted reorganization energy. It is convenient to transform site energies as

\[ \epsilon_i = \bar{\epsilon} - \frac{1}{2} \delta, \quad \epsilon_{i+1} = \bar{\epsilon} + \frac{1}{2} \delta. \]

The brackets above become

\[ I(f) = \frac{1}{2\pi\sigma^2 \omega_0} \int d\bar{\epsilon} d\delta \exp \left\{ -\frac{1}{\sigma^2} \bar{\epsilon}^2 - \frac{1}{4\sigma^2} \delta^2 + \beta \bar{\epsilon} - \frac{1}{2} \beta \delta + \frac{\beta}{4\lambda}(\delta + \lambda')^2 \right\} \]

since integrals over other sites reduce to unity and the variable change has unity Jacobian. The integral over \( \bar{\epsilon} \) can be evaluated straightforwardly, leading to

\[ I(f) = \frac{1}{2\sqrt{\pi} \sigma \omega_0} e^{\frac{1}{2}(\beta \sigma)^2} \int d\delta \exp \left\{ -\frac{1}{4\sigma^2} \delta^2 - \frac{1}{2} \beta \delta + \frac{\beta}{4\lambda}(\delta + \lambda')^2 \right\}. \]
time finally reads

\[ \langle \tau_N \rangle \approx I(0) e^{\frac{1}{2}(\beta \sigma)^2} \left( \frac{N}{2} (N-1) \right) \]

and the velocity decays as \( v_N(0) \sim 1/N \). One the other hand, evaluating the sum first, we obtain

\[ \langle \tau_N \rangle = I(f) \left[ (N-1) + e^{\frac{1}{2}(\beta \sigma)^2} \left( \frac{N-1}{2} z(1-z) - (z-z^N) \right) (1-z)^2 \right] \]

which reduces to the same result as Equation (21) in the limit \( z \to 1 \) applying L'Hospital's rule twice.

For a finite field, by putting Equation (22) into Equation (6) and taking the limit \( N \to \infty \) we get

\[ \frac{1}{v_\infty} = I(f) \left( 1 + e^{\frac{1}{2}(\beta \sigma)^2} \left( \frac{z}{1-z} \right) \right) \approx I e^{\frac{1}{2}(\beta \sigma)^2} \left( \frac{z}{1-z} \right) \]

With a few simplifications for sufficiently large \( N \), we can thus write

\[ \frac{1}{v_N} \approx \frac{1}{v_\infty} \left( \frac{1 - 1/N}{1-z} \right) \]
To leading order this results in
\[ v_N \approx v_\infty \left(1 + \frac{1}{N} \frac{1}{1 - z} \right) > v_\infty. \] (25)
Specifically, for the zero-field mobility we obtain
\[ \mu_\infty = \lim_{N \to \infty} \frac{\partial v_\infty}{\partial f} \bigg|_{f=0} = \frac{3 \beta \sigma}{4} \exp \left\{ -\frac{3}{4} (\beta \sigma)^2 - \frac{1}{4} \beta \lambda \right\}, \] (26)
which is the same result that Seki and Tachiya have obtained in their Equation (6.7), cf. Equation (1). Going beyond their result and including the leading order correction, we find for the mobility of the one-dimensional chain of \( N \) sites
\[ \mu_N = \mu_\infty \left(1 + \frac{c}{N} \right) \] (27)
with \( c = \frac{3}{4} \). For large \( N \) this result can be further simplified to \( \ln \mu_N \approx \ln \mu_\infty + \frac{c}{N} \).

C. Numerical Test

Similar to the temperature-based extrapolation, we now assume that Equation (27) also holds in three dimensions, but with a different constant \( c \). To test this assumption and to extrapolate the mobility value, we performed kinetic Monte Carlo simulations in cubic lattices from \( 8 \times 8 \times 8 \) to \( 50 \times 50 \times 50 \) sites, with Gaussian distributed energies and Marcus rates as described in the Methods section. The master equation for occupation probabilities is solved using the variable step size algorithm\(^{23,46,47}\). The charge mobility, \( \mu = d/\tau F \), is evaluated using the charge trajectory, where \( d \) is the distance traveled by the charge along the field \( F \) during time \( \tau \). The results are shown in Figure 1(a). One can see that the mobility (and its logarithm) scale indeed linearly with the inverse system size, which is given by the number of sites in the system.

The extrapolated mobilities, \( \mu_\infty = \mu(N \to \infty) \), also agree well with the temperature-based extrapolation, which is shown in Figure 1(b). Both methods are compared in more detail in Table I.

| \( T \) extrapolation | \( N \) extrapolation |
|-------------------|-------------------|
| 200 K | \( 3.2 \times 10^{-13} \) | \( 2.7 \times 10^{-13} \) |
| 300 K | \( 4.9 \times 10^{-10} \) | \( 2.8 \times 10^{-10} \) |
| 600 K | \( 3.5 \times 10^{-8} \) | \( 3.3 \times 10^{-8} \) |

**TABLE I.** Extrapolated mobilities for the thermodynamic limit, \( \mu_\infty \), from the temperature extrapolation method and the system size extrapolation method, all in \( \text{m}^2\text{V}^{-1}\text{s}^{-1} \).

IV. FINITE CARRIER DENSITY

We now turn to the estimation of the error introduced by finite-size effects in systems with finite charge carrier density. A generalization of the approach of Sec. III to multiple interacting carriers is not straightforward since we are now faced with an exclusion process in the presence of disorder, for which an analytical result for the mean first passage time is not available. Instead, we use the average energy per carrier, \( \epsilon_c(N) \), as a figure of merit. This also makes the error estimate independent of the rate expression and the positional order of sites. Hence, it is also applicable to realistic morphologies and models with different charge transfer rates.

We first perform a direct evaluation of \( \epsilon_c(N) \) by drawing \( N \) random energies \( \epsilon_i \) from a Gaussian distribution of width \( \sigma \) and calculating the ensemble average as
\[ \epsilon_c(N) = \frac{\sum_{i=1}^{N} \epsilon_i p(\epsilon_i)}{\sum_{i=1}^{N} p(\epsilon_i)}. \] (28)
Results for \( \sigma = 0.1 \text{ eV} \) and \( T = 300 \text{K} \) are shown in Figure 2 (symbols) for different charge densities. This demonstrates that in finite systems there is a significant deviation from \( \epsilon_c \), especially at low charge carrier densities.

In order to obtain a closed-form expression for the finite-size error, we first note that the probability to draw an energy smaller than \( \epsilon_0 \) from a Gaussian distribution
and reads

\[ \mathcal{P}(\epsilon \leq \epsilon_0) = \int_{-\infty}^{\epsilon_0} f(x) \, dx = F(\epsilon_0), \quad (29) \]

where \( F(x) \) is the cumulative distribution function

\[ F(x) = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{x}{\sqrt{2} \sigma^2} \right). \quad (30) \]

The probability to draw an energy larger than \( \epsilon_0 \) is then given by \( \mathcal{P}(\epsilon > \epsilon_0) = 1 - F(\epsilon_0) \). If we draw \( N \) independent energies, the probability that none of them will be smaller than \( \epsilon_0 \) reads

\[ \mathcal{P}(\epsilon_i > \epsilon_0, i = 1 \ldots N) = (1 - F(\epsilon_0))^N. \quad (31) \]

The probability to find one value \( \epsilon \leq \epsilon_0 \) is then given by

\[ \mathcal{P}(\exists i : \epsilon_i \leq \epsilon_0) = 1 - \mathcal{P}(\epsilon_i > \epsilon_0, i = 1 \ldots N) = 1 - (1 - F(\epsilon_0))^N \quad (32) \]

which is the cumulative distribution function for \( \epsilon_0 \). The respective probability distribution for the minimum sampled value (MSV) function is obtained by differentiation and reads

\[ f_{\text{MSV}}(x) = -N \left( F(x) \right)^{N-1} f(x). \quad (33) \]

We now assume that in a sample of finite size the site energy distribution is given by a truncated Gaussian distribution. The lower cutoff, \( \epsilon_{\text{min}} \), is the expectation value for the minimum energy, obtained when drawing \( N \) energies

\[ \epsilon_{\text{min}} = \int_{-\infty}^{\infty} x f_{\text{MSV}}(x) \, dx. \quad (34) \]

The expectation value for the maximum sampled energy is given by \( \epsilon_{\text{max}} = -\epsilon_{\text{min}} \). With this model distribution function we obtain an estimate for the size-dependent average energy

\[ \epsilon_c(N) \simeq \frac{\int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} \mathcal{P}(\epsilon) f(\epsilon) \, d\epsilon}{\int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} \mathcal{P}(\epsilon) \, d\epsilon}, \quad (35) \]

which constitutes our second central result. This estimate is also shown in Figure 2 (solid lines) and is in good agreement with the values simulated directly.

Hence, given the error, \( \delta \epsilon_c(n, \sigma, N) = [\epsilon_c(n, \sigma, N) - \epsilon_c(n, \sigma, N \to \infty)] \), we can estimate the necessary system size \( N \) for our simulations. Such estimates are shown in Table II. As we have anticipated, large energetic disorder requires large system sizes, while for large charge densities one can use smaller systems.

As of today, atomistically-resolved simulations can handle systems of approximately 5000 molecules. With coarse-grained models one can increase this number to about 10 billion molecules. In lattice models system sizes are up to 3 x 10^9 sites^{48}. Comparing this to Table II shows that for low carrier densities and for large values of energetic disorder, the necessary system size is computationally still inaccessible, be it microscopic, stochastic or lattice models, and the extrapolation schemes from the previous section have to be used. For a sufficiently large charge carrier density or small energetic disorder, however, the error is within an acceptable range even for simulations in smaller systems.

V. CONCLUSIONS

To conclude, we have derived a system-size dependence of charge carrier mobility and provided a simple way of correcting for finite-size effects in computer simulations of charge transport in disordered organic semiconductors. We have also estimated the system sizes required for simulating charge transport of carriers with a given error on the mean energy. Our results are general and are applicable to different rate expressions as well as off-lattice morphologies.
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