Abstract—In this paper, we present an efficiently encodable and decodable code construction that is capable of correction of a burst of deletions of length at most \(k\). The redundancy of this code is \(\log n + k(k + 1)/2 \log \log n + c_k\), for some constant \(c_k\) that only depends on \(k\) and thus is scaling-optimal. The code can be split into two main components. First, we impose a constraint that allows to locate the burst of deletions up to an interval of size roughly \(\log n\). Then, with the knowledge of the approximate location of the burst, we use several shifted Varshamov-Tenengolts codes to correct the burst of deletions, which only requires a small amount of redundancy since the location is already known up to an interval of small size. Finally, we show how to efficiently encode and decode the code.

I. INTRODUCTION

Burst deletions and insertions are a class of errors that can be found in a variety of applications, ranging from modern data storage systems, e.g., DNA-based data storage over communication systems to file synchronization. In contrast to classical deletion and insertions errors, that delete and insert symbols into a string at arbitrary positions, burst errors occur at consecutive positions.

The study of classical deletion correcting codes goes back to the work of Levenshtein [1], where he established that any code that corrects \(k\) deletions if and only if it can correct \(k\) insertions and deletions and showed that the Varshamov-Tenengolts (VT) codes [2] are capable of correcting a single insertion or deletion. The VT codes have later been extended to non-binary alphabets [3] and also to the case of multiple deletions [4]. However, the latter construction already exhibits a redundancy that is linear in \(n\) for any \(k \geq 2\). Motivated by the fact that markers inside codewords allow for an easier detection of deletion errors Brakensiek et al. [5] used implicit markers, respectively patterns, as boundaries for the symbols of several outer codes, resulting in a code of redundancy \(O(k^2 \log k \log n)\). More recently, Sima et al. [6] refined this technique by protecting a pattern-indicator vector from errors. By exploiting the fact that this vector is sparse, i.e., contains few 1’s, and using a single outer code, they were able to construct a code of redundancy \(O(k \log n)\). In the context of document exchange Cheng et al. [7] proposed another family of \(k\)-deletion-correcting codes with redundancy \(O(k \log n)\), and in [8] a \(k\)-deletion-correcting code with redundancy \(O(k \log^2(n/k))\) has been found. Further works focus on the case, where the number of deletions scale with the codeword length [9] and on larger alphabet sizes [10]. For a detailed review of deletion-correcting codes, we refer to the surveys of Mitzenmacher [11] and Mercier [12].

A related type of errors are tandem duplications, an object of study in the field of biological information theory. Here, a block of \(k\) symbols inside a string are duplicated and inserted right after the occurrence of the original block. They have been studied in different contexts, including entropy rates [13], zero-error capacity [14], and error-correcting codes [15–17]. Clearly, tandem duplications form a special sort of burst insertion errors, however, since burst insertions are a more general type of error, it is not possible to use tandem-duplication-correcting codes for burst insertions.

The concept of burst-deletion-correcting codes has been introduced by Levenshtein [18], where he presented a construction that can correct a burst of deletions of size at most \(2\) with optimal redundancy [1]. Note that there is an important difference between codes that can correct a burst of length \(at most k\) and a burst of length \(exactly k\), as a code of the earlier type can correct errors of the latter, but the converse is not true in general. For the latter, in [19], a construction with redundancy \(k(\log(n/k+1))\) has been found. This construction has been improved in [20] to an optimal redundancy of \(\log(n)+(k-1)\log(\log(n))+k-\log(k)\), where its non-binary generalization has been discussed in [21]. In the same paper [20], a code using several VT constraints that can correct a burst of at most \(k\) deletions with redundancy \((k-1)\log n+(k(k+1)/2-1)\log \log n+c_k'\), for some constant \(c_k'\) that only depends on \(k\), has been presented.

The construction from [20] has been further improved to a redundancy of \([\log k]\log n+(k(k+1)/2-1)\log \log n+c_k''\) in [22] by reusing some of the VT constraints. However, a sphere-packing argument shows that a redundancy of only roughly at least \(\log n\) is required and thus the intriguing

1We say that the redundancy of a code construction is optimal if, for a fixed burst-length \(k\), the ratio between the redundancy of the construction and some lower bound, e.g., sphere-packing bound, on the redundancy approaches 1 as the code length goes to infinity.
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question of finding optimal codes for the case, where the length of the burst is at most $k$, still remained open.

The main contribution of this paper is deriving a construction of codes that can correct a burst of deletions of length at most $k$ with optimal redundancy $\log n + \frac{k(k+1)}{2} \log \log n + c_k$ for a constant $c_k$ that only depends on $k$. Note that the value of $c_k$ will be given explicitly in the proof of Theorem \ref{thm:main}. The remainder of the paper is organized as follows. We now turn to introducing concepts that will be required for the construction in \cite{6}. We proceed with a high-level overview of our construction. The second component then uses the fact that the burst of deletions can be located up to a small interval of size at most $\delta$. This will be achieved by fixing a certain pattern $p$ and densifying the codeword, such that this pattern occurs at least once in each small interval of length $\delta$. These patterns will be used to define an indicator vector, similar to the construction in \cite{6}, that will be protected using a modified VT code, which is defined over integers, similar to that in \cite{18}. The second component then uses the fact that the burst is known up to an interval of length $\delta$ and consists of shifted VT codes, that efficiently allow to correct deletions, given their approximate location, as will be shown in Section III-C. The final construction is presented in Section III-D. Throughout the paper, we will fix the pattern to be $p = (0^k1^k)$ and the density to $\delta = k2^{k+1}\log n$. Note that we choose the pattern $p$ to be resistant to burst deletions in the sense that the numbers of patterns in an original string $x$ and the erroneous string $y$ in $B_{\leq k}(x)$ satisfy $1 \leq n_p(x) - n_p(y) \leq 2$. This is clearly not the case for arbitrary patterns $p$ and since this will be helpful for the code construction, we restrict ourselves to patterns of the above mentioned form.

### A. Properties of $(p, \delta)$-dense strings

By the definition of $D_{p, \delta}$, we note three trivial properties of any $x \in D_{p, \delta}$ in the following.

1) Every element of $a_p(x)$ is at most $\delta$.

2) Every element $a_p(x)_i$, where $i \geq 2$, is at least $2k$.\footnote{Note that it is possible that the first element becomes $a_p(x)_1 < 2k$, if the first appearance of the pattern $p$ in $x$ is within the first $2k$ positions.}

Further let $n_p(x)$ be the number of ones in $\mathbb{I}_p(x)$. We define $a_p(x)$ to be a vector of length $n_p(x) + 1$ whose $i$-th entry is the distance between positions of the $i$-th and $(i+1)$-st 1 in the string $(1, \mathbb{I}_p(x), 1)$.

Note that this definition, the elements of the vector $a_p(x)$ sum up to $n + 1$. This allows to define the notion of pattern-dense strings as follows.

### Definition 4.

Let $p \in \{0, 1\}^m$ and $\delta > m$ be a positive integer. A string $x$ is called $(p, \delta)$-dense, if each interval of length $\delta$ in $x$ contains at least one pattern $p$, i.e., for each $i \in [n - \delta + 1]$ there exists $j \in [i, i + \delta - m]$ such that $p = x_{ij,j+m-1}$.

We conclude with standard definitions of the Varshamov-Tenengolts checksum and parity check checksum.

### Definition 5.

Given a string $a \in \mathbb{Z}^n$, we define the Varshamov-Tenengolts and parity checksum be defined by

$$VT(a) = \sum_{i=1}^{n} ia_i, \quad P(a) = \sum_{i=1}^{n} a_i.$$
3) The number of patterns in \( p \) is at most \( n_p(x) \leq \frac{|x|}{2ε} \). Additionally, we prove a statement saying that almost all strings are \((p, δ)\)-dense, which allows an encoding into \((p, δ)\) strings with little redundancy, as we will show later.

**Lemma 1.** For any \( n \geq 5 \), the number of \((p, δ)\)-dense strings of length \( n \) is at least
\[
\{|0, 1| \cap D_p, δ \} \geq 2^n (1 - n^{-1 - \log ε}) \geq 2^{n-1}.
\]

**Proof of Lemma 1.** Let \( z \) be a random string chosen uniformly from the set \{0, 1\} \( n \) and \( E_i \) be the event that \( z[i+1+4] \) doesn’t contain the pattern \( p \). The probability of \( E_i \) is at most
\[
Pr(E_i) \leq \prod_{j=0}^{n-1} Pr(z[i+2k+1,i+2k(j+1)] \neq p) = \left( \frac{2^{2k} - 1}{2^{2k}} \right)^{\frac{n}{n}} = (1 - 1/2^{2k})^{\frac{n}{2^n}} \leq e^{-n \log 2} \leq \frac{1}{2n \log 2}.
\]
Here, we use the property that \((1 - 1/x)^x \leq e^{-1} \) for \( x \geq 1 \). Therefore, we have by the union bound that probability of the event that \( z \) is not in \( D_p, δ \) is upper bounded by
\[
Pr(z \notin D_p, δ) \leq (n - δ + 1) Pr(E_i) \leq \frac{1}{2n \log 2} \leq \frac{1}{2},
\]
where in the final inequality we used that \( n \geq 5 \).

**B. Locating the burst of deletions**

In this subsection, we show how to construct a code that allows to locate the burst of deletions up to an uncertainty of \( δ \). The following construction combines the previously introduced \((p, δ)\)-dense strings together with a VT-code.

**Construction 1.** For any integers \( c_0 \) and \( c_1 \), let
\[
C_{loc}(c_0, c_1) = \{ x \in D_p, δ : \forall \ell \in L, \forall t \neq 0 \in \ell, n_p(x_\ell) = c_0 (\text{mod } 4), \forall T(a_p(x_\ell)) \equiv c_1 (\text{mod } 2n) \}.
\]

The locating property of this code is given as follows.

**Lemma 2.** Let \( x \in C_{loc}(c_0, c_1) \) and \( y \in B_{≤δ}(x) \). Given \( y, c_0, c_1 \), it is possible to find in time \( O(n) \) an interval \( L \subset \mathbb{N} \) of length at most \( δ \), such that \( y = (x[i, i], x[i+k+1, i+n]) \) for some \( i \in L \), where \( k' = |x| - |y| \).

**Proof of Lemma 2.** We start with the observation that a burst of deletions of length \( k' \leq k \) can not destroy more than two patterns \( p \) or create more than one new pattern \( p \) in \( x \). Therefore, there are exactly four possible cases on the difference \( n_p(x) - n_p(y) \), ranging from -1 to 2. Moreover, this difference can be found by computing \( c_0 - n_p(y) \) (mod 4).

Further, its possible to compute \( Δ' = Δ \text{ (mod } 2n) \) with \( Δ = \forall T(a_p(x)) - \forall T(a_p(y)) \) in \( O(n) \) time. We distinguish between the above four cases, which are illustrated in Table I.

| Case | Burst type | Remark |
|------|------------|-------|
| 1.i  | \((\ldots p) \{ x_1 x_2 x_3 \ldots \} \) | \([x_2] = k'\) |
| 1.ii | \((\ldots p) \{ x_1 x_2 \ldots \} \) | \([x_2] = k'\) |
| 2    | \((\ldots p) \{ x_1 0^k_0 x_2 0^{k-1} \ldots \} \) | \([x_2] = k'\) |
| 3    | \((\ldots p) \{ x_1 0^k_1 \ldots x_2 x_3 \ldots \} \) | \([x_2] = k'\) |
| 4    | \((\ldots p) \{ x_1 0^k_0 10^k_1 \ldots \} \) | \([x_1] \leq k' - 2\) |

\( a_p(y)_{j+1}, \) from some \( 1 \leq j \leq n_p(x) + 1 \). Denoting \( k_1 = a_p(x)_{j} - a_p(y)_{j} \) and \( k_2 = a_p(x)_{j+1} - a_p(y)_{j+1} \), we see that \( k_1 + k_2 = k' \) and \( k_1 > 0 \), \( k_2 \geq 0 \). Note that possibility ii) can only occur when the burst deletes a part \((0^{k_1} 1^{k_2})\) of the pattern \( p \). We obtain for the difference between the VT check sums of \( a_p(x) \) and \( a_p(y) \)

\[
Δ = jk_1 + (j + 1)k_2 = jk' + k_2.
\]

Since \( 0 < Δ \leq n \), it follows that \( Δ' = Δ \) and we can infer \( j = \lfloor \frac{Δ'}{n} \rfloor \) and \( k_2 \in O(n) \) time. Define

\[
S(j) = \sum_{i<j} a_p(y)_i,
\]

in the following, which clearly can be computed, given \( y, c_0, c_1 \), as \( j \) can be inferred as discussed above. Note that \( S(j) \) is exactly the position of the \((j - 1)\)-st pattern \( p \) in both \( x \) and \( y \). Its position is highlighted in Table I.

Moreover, using this definition, we can locate that the block of bits was deleted at a position within the range

\[
L = [S(j) + 1, S(j) + δ]
\]

in the case i) and within the range

\[
L = [S(j + 1) + 1, S(j + 1) + k]
\]

for the case ii), both of lengths at most \( δ \).
2) \( n_p(x) - n_p(y) = -1 \). In this case, an additional pattern \( p \) is created in \( y \) and no other pattern is destroyed. In other words \( a_p(y) \) is obtained from \( a_p(x) \) by replacing an element \( a_p(x)_j \), for some \( 1 \leq j \leq n_p(x) + 1 \) by \( (a_p(x)_j, a_p(y)_{j+1}) \), where \( a_p(x)_j - a_p(y)_j - a_p(y)_{j+1} = k' \). Computing the difference between the VT check sums of \( a_p(x) \) and \( a_p(y) \) yields

\[
\Delta = j a_p(x) - \sum_{i > j} a_p(x)_i - j a_p(y)_j - (j + 1) a_p(y)_{j+1} = jk' - \sum_{i > j} a_p(x)_i - a_p(y)_{j+1} = jk' - \sum_{i > j} a_p(y)_i.
\]

We note that the function \( f_1(v) \triangleq n k' - \sum_{i > v} a_p(v)_i \) (mod 2n) is cyclically monotonically increasing in \( v \) as both summands are increasing in \( v \). \( f_1(v) \) is also injective in \( v \), since \( k' \leq v k' \leq n \) and \( 0 \leq \sum_{i > v} a_p(v)_i \leq n - k' \). Therefore, and further since \( f_1(v) \) and \( \Delta \) are computable with the knowledge of only \( y \), \( c_0 \), and \( c_1 \), we are able to find \( j \) uniquely in \( O(n) \) time. Moreover, we can locate that the block of bits was deleted at a position within the range

\[
L = [S(j) + 1, S(j) + \delta]
\]
of length at most \( \delta \).

3) \( n_p(x) - n_p(y) = 1 \). In this case, we have that one pattern \( p \) is destroyed in \( x \). Indeed, by the choice of the pattern \( p \) an instance when two patterns are destroyed and one is created is not possible. Therefore, \( a_p(y) \) is obtained from \( a_p(x) \) by replacing two elements \( (a_p(x)_j, a_p(x)_{j+1}) \) by \( a_p(y)_j \) with the property that \( a_p(y)_j = a_p(x)_j + a_p(x)_{j+1} - k' \), where \( 1 \leq j \leq n_p(x) \). The difference between the VT check sums of \( a_p(x) \) and \( a_p(y) \) is

\[
\Delta = \sum_{i > j+1} a_p(x)_i + j a_p(x)_j + (j + 1) a_p(x)_{j+1} - j a_p(y)_j
\]

\[
= \sum_{i > j+1} a_p(x)_i + jk' + a_p(x)_{j+1}
\]

\[
= \sum_{i > j} a_p(y)_i + jk' + a_p(x)_{j+1}.
\]

It is important to recall that every component of the vector \( a_p(y) \) (except for possibly \( a_p(y)_1 \)) is at least 2k and \( k' \leq k' \) and thus the function \( f_2(v) \triangleq \sum_{i > v} a_p(v)_i + v k' \) (mod 2n) is again cyclically monotonically decreasing and injective in \( v \). Assume first that \( j = 1 \) and \( a_p(x)_1 \leq k' \). This case is uniquely identifiable as only here \( \Delta \geq n - k' \) and the converse is true for all other cases. Therefore, we can now assume that every component of \( a_p(x)_i \) with \( i \geq j \) is at least \( 2k \geq 2k' \), which implies that \( a_p(x)_{j+1} = a_p(x)_j - a_p(x)_{j+1} + k' \leq a_p(\y)_j - k' \) and thus

\[
\sum_{i > j} a_p(y)_i + jk' < \Delta \leq \sum_{i > j-1} a_p(y)_i + (j - 1)k'.
\]

Thus, we can find \( j \) uniquely in \( O(n) \) time by computing \( f_2(v) \) for all \( 1 \leq v \leq n_p(y) + 1 \) and choosing \( j \), such that \( f_2(j) < \Delta' \leq f_2(j - 1) \), where the inequalities should be understood in a cyclic manner. Moreover, we can locate that the block of bits was deleted at a position within the range

\[
L = \begin{cases} [S(j) + 2k + 1, S(j) + 2k + \delta], & \text{if } j \geq 2, \\ [1, \delta], & \text{if } j = 1 \end{cases},
\]

which has length at most \( \delta \).

4) \( n_p(x) - n_p(y) = 2 \). In this case, two patterns \( p \) are destroyed in \( x \). Therefore, \( a_p(y) \) is obtained from \( a_p(x) \) by replacing the triple \( (a_p(x)_j, a_p(x)_{j+1}, a_p(x)_{j+2}) \) for some \( 1 \leq j \leq n_p(x) - 1 \) by one element \( a_p(y)_j \), where \( a_p(y)_j = a_p(x)_j + a_p(x)_{j+1} + a_p(x)_{j+2} - k' \) and \( a_p(x)_{j+1} \leq 2k + k' - 2 \). The difference between the VT check sums of \( a_p(x) \) and \( a_p(y) \) is given by

\[
\Delta = 2 \sum_{i > j} a_p(x)_i + j a_p(x)_j + (j + 1) a_p(x)_{j+1} + (j + 2) a_p(y)_{j+2} - j a_p(y)_j
\]

\[
= 2 \sum_{i > j} a_p(x)_i + jk' + a_p(x)_{j+1} + 2a_p(x)_{j+2} - a_p(y)_j
\]

\[
= 2 \sum_{i > j} a_p(y)_i + jk' + a_p(x)_{j+1} + 2a_p(x)_{j+2}.
\]

The function \( f_3(v) \triangleq 2 \sum_{i > v} a_p(v)_i + v k' \) (mod 2n) is cyclically monotonically decreasing and injective in \( v \). Additionally, as for each \( i \geq 2 \), it holds true that \( a_p(x)_i \geq 2k \geq 2k' \), we have that \( a_p(x)_{i+2} = a_p(x)_i - a_p(x)_{i+1} + k' \leq a_p(x)_{i+1} - k' \) and hence

\[
2 \sum_{i > j} a_p(y)_i + jk' < \Delta < 2 \sum_{i > j-1} a_p(y)_i + (j - 1)k'.
\]

Thus, we can find \( j \) uniquely in \( O(n) \) time by choosing \( j \), such that \( f_3(j) < \Delta' \leq f_3(j - 1) \), where the inequalities should be understood in a cyclic manner. Moreover, we can locate that the block of bits was deleted at a position within the range

\[
L = \begin{cases} [S(j) + 2k + 1, S(j) + 2k + \delta], & \text{if } j \geq 2, \\ [1, \delta], & \text{if } j = 1 \end{cases},
\]

of length at most \( \delta \).

This completes the proof.

\(\square\)

C. **Shifted VT codes**

Having the knowledge of the approximate location of the burst of deletions, let us recall the concept of so called **shifted VT codes**, introduced in [20]. They are defined as follows.

**Construction 2.** Let \( v, p, n \in \mathbb{N} \) with \( 0 \leq v < p \leq n + 1 \) and \( b \in \{0, 1\} \). The **shifted VT code** is defined by

\[
C_{\text{SVT}}^{\text{n}}(v, b, p) = \left\{ x \in \{0, 1\}^n : \begin{array}{ll} \text{VT}(x) = v \pmod{p}, & b \pmod{2} \end{array} \right\}.
\]

These codes are able to correct a single deletion once the position where the deletion occurred is known to within an interval of size less than \( p \). In particular, it is possible to prove the following property.

**Lemma 3** (Lemma 4 from [20]). Let \( x \in C_{\text{SVT}}^{\text{n}}(v, b, p) \) and \( L = [j, j + p - 2] \) for some \( j \). Given \( y =
(x_{[1:ℓ−1]}, x_{[ℓ+1:n]}), where ℓ ∈ L and the knowledge of the set L, we are able to reconstruct x in O(n) time.

Proof of Lemma 2 Let c, d ∈ C_{SVT}^n(v, b, p) be arbitrary with c ≠ d and y = (c_{[1:ℓ−1]}, c_{[ℓ+1:n]}) = (d_{[1:ℓ−1]}, d_{[ℓ+1:n]}), ℓ ≥ ℓ₁ i.e., y is obtained from c by deleting c_{[ℓ]}, and from d by deleting d_{[ℓ]} We will show that this is possible when ℓ₂ − ℓ₁ ≥ p. First, we observe that c_{[ℓ]} = d_{[ℓ]} by

\[ P(c) = P(d) = P(y) + c_{[ℓ]} = P(y) + d_{[ℓ]} \pmod{2} \]

The difference of the VT check sums of c and d is given by

\[ VT(c) − VT(d) = ℓ₁c_{[ℓ]} − ℓ₂d_{[ℓ]} + \sum_{i=1}^{ℓ₂−1} y_{[i]} \]

and note that VT(c) − VT(d) = 0 (mod p) by construction. If c_{[ℓ]} = d_{[ℓ]} = 0, then VT(c) − VT(d) = 0 (mod p) in only the case \( \sum_{i=1}^{ℓ₂−1} y_{[i]} = 0 \pmod{p} \), which implies that ℓ₂ − ℓ₁ ≥ p or y_{[i]} = 0 for all ℓ₁ ≤ i < ℓ₂, which implies that c = d, which is a contradiction. Similarly, if c_{[ℓ]} = d_{[ℓ]} = 1, then VT(c) − VT(d) = 0 (mod p) implies that \( \sum_{i=1}^{ℓ₂−1} y_{[i]} = ℓ₂ − ℓ₁ \pmod{p} \), which implies that either ℓ₂ − ℓ₁ ≥ p or y_{[i]} = 1 for all ℓ₁ ≤ i < ℓ₂ and thus c = d, which is a contradiction. Therefore, since ℓ ∈ L, x is the only possible codeword that could have resulted in y, as for all other codewords x’ ∈ C_{SVT}^n(v, b, p) with y = \( (x’_{[1:ℓ’−1]}, x’_{[ℓ’+1:n]}) \), ℓ’ ≠ ℓ.

D. Code construction

We start by stating the final code construction, which is assembled using the locating code from Section III-B and the shifted VT codes discussed in the previous Section III-C.

Construction 3. For arbitrary integers c₀, c₁, \( \{v_{i,k'}\}_{1 ≤ i ≤ k'} ≤ k \) and \( \{b_{i,k'}\}_{1 ≤ i ≤ k'} ≤ k \), we define a code \( C_k^n \) as follows

\[ C_k^n = \left\{ x ∈ C_{loc}(c₀, c₁) : \right. \]

\[ x ∈ \{0, 1\}^n : \right. i, k' : 1 ≤ i ≤ k' ≤ k : \]

\[ x_{[i,k']} ∈ C_{SVT}(v_{i,k'}, b_{i,k'}, \delta) \}

We prove the correctness of this construction and compute its redundancy in the following theorem.

Theorem 1. For any n, c₀, c₁, \( \{v_{i,k'}\}_{1 ≤ i ≤ k'} ≤ k \) and \( \{b_{i,k'}\}_{1 ≤ i ≤ k'} ≤ k \), the code \( C_k^n \) is a (≤ k)-burst-deletion-correcting code. Further, there exists a choice of these parameters such that the redundancy is at most

\[ n − \log |C_k^n| ≤ \log n + \left( k + \frac{1}{2} \right) \log \log n + c_k, \]

for some constant c_k that only depends on k. Moreover, any \( x ∈ C_k^n \) can be recovered from any \( y ∈ B_{≤k}(x) \) in O(n) time.

Proof of Theorem 7 We start by proving the upper bound on the redundancy. By Lemma 1 we know that \( |\{0, 1\}^n \cap D_{p,\delta}| ≥ 2^{n−1} \). As the number different code constructions is equal to the number of possibilities for variables c₀ ∈ \{4\}, c₁ ∈ {2n}, \( \{v_{i,k'} \in [δ]\}_{1 ≤ i ≤ k'} ≤ k \) and \( \{b_{i,k'} \in [2]\}_{1 ≤ i ≤ k'} ≤ k \), we conclude that there is a code \( C_k^n \) with redundancy at most

\[ n − \log |C_k^n| ≤ n − \log \left( \frac{2^n−1}{8n2^{(\frac{k+1}{2})\delta + \frac{k}{2}}} \right) \]

\[ = \log n + \left( \frac{k + \frac{1}{2}}{2} \right) \log \log n + \left( \frac{k + \frac{1}{2}}{2} \right) (2k + 2 + \log k) + 4 \]

\[ = \log n + \left( \frac{k + \frac{1}{2}}{2} \right) \log \log n + c. \]

Let \( x ∈ C_k^n \) and \( y ∈ B_{≤k}(x) \) for some \( k' ∈ [k] \). By Lemma 2 we can locate in \( O(n) \) time the position of the burst of deletions occurred up to the range of length \( δ \) consecutive positions. Furthermore, we observe that for all \( i \) with \( 1 ≤ i ≤ k' \), \( y_{[i,n−k']−k'} \) is obtained from \( x_{[i,n]} \) by deleting exactly one bit. Using the positional knowledge and Lemma 3 we can reconstruct every \( x_{[i,n]} \) in \( O(n) \) time.

Therefore, we can correct one burst of deletions and find \( x \) in \( O(n) \) time. This completes the proof.

Example 1. Exemplary code for \( δ = 10 \). \( C_2^{14} = \{01010011001101, \{1000011110101, \{10010011110111\}\} \}

Note that there are larger codes of length 14, however, here we present one of cardinality 3 for reasons of clarity.

IV. EFFICIENT ENCODING AND DECODING

Note that while Construction 3 provides an efficiently decodable code that is able to correct a burst length at most \( k \), it is not clear, how to efficiently encode in this code. In this section, we give a brief outline, how the previously introduced construction can be used to obtain an encoding algorithm that efficiently maps a string \( x ∈ \{0, 1\}^n \) into a code that is able to correct a burst of length at most \( k \). Note that here we only give the idea of the construction for brevity. The encoding procedure from an information word \( u ∈ \{0, 1\}^d \) to a codeword \( x ∈ \{0, 1\}^n \) works as follows. Define functions \( E(u) \) and \( S_1(u) \), where \( E(u) \) is a function that maps a string to a \( (p, \delta) \)-dense string, where \( \delta = k2^{2k+1} \log d \) and \( S_1(u) \) is a binary representation of the values \( c_0, c_1, \{v_{i,k'}\}_{1 ≤ i ≤ k'} ≤ k \) and \( \{b_{i,k'}\}_{1 ≤ i ≤ k'} ≤ k \) obtained by computing the syndromes from Construction 3 of \( E(u) \). Note that it is possible to find such functions that are efficiently computable, where \( E(u) \) has redundancy that only depends on \( k \) and \( S_1(u) \) has redundancy similar to that derived in Theorem 1. With these functions, we define the following encoding map

\[ Enc(u) = (E(u), E(S_1(u)), R_{k+1}(S_1(S_1(u)))) \]

where \( R_{k+1}(\bullet) \) is the \((k + 1)-fold\) repetition code. It is straight-forward to derive that this encoding also introduces a redundancy of \( \log n + \tilde{c}_k \log \log n \) for some constant \( \tilde{c}_k \). The correctness of this construction should be understood by a decoding procedure that decodes from right to left. Let \( y ∈ B_{≤k}(Enc(u)) \) be received. First, it is possible to reconstruct \( S_1(S_1(u)) \) by using the repetition code. Using \( S_1(S_1(u)) \) and a possible erroneous version of \( E(S_1(u)) \), we can reconstruct \( S_1(u) \) and finally \( u \), the original information.
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