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Abstract—Image processing and recognition are an important part of the modern society, with applications in fields such as advanced artificial intelligence, smart assistants, and security surveillance. The essential first step involved in almost all the visual tasks is background subtraction with a static camera. Ensuring that this critical step is performed in the most efficient manner would therefore improve all aspects related to objects recognition and tracking, behavior comprehension, etc. Although background subtraction method has been applied for many years, its application suffers from real-time requirement. In this letter, we present a novel approach in implementing the background subtraction. The proposed method uses compressed, low-resolution grayscale image for the background subtraction. These low-resolution grayscale images were found to preserve the salient information very well. To verify the feasibility of our methodology, two prevalent methods, ViBe and GMM, are used in the experiment. The results of the proposed methodology confirm the effectiveness of our approach.

Index Terms—change/motion detection, background subtraction, visual redundancy, low-resolution.

I. INTRODUCTION

In many image processing and visual application scenarios, a crucial preprocessing step is to segment moving foreground objects from a almost static background [4]. Background subtraction (BS) is first applied to extract moving objects from a video stream, without any a priori knowledge about these objects [14], [16]. Although BS technique has been used for many years, temporal adaptation is achieved at a price of slow processing or large memory requirement, limiting their utilities in real-time video applications [5], [8], [12]. In the public areas, cameras are everywhere. Most of the videos are taken outdoor, they capture complex mixture of the motion and clutter of the background. More and more high resolution cameras are used in the surveillance scenes, the video frames are high-resolution as well, extracting foreground objects from the surveillance videos suffered from storage capacity and processing time. In this letter, we proposed a simple, training-less, new approach method to implement the BS method. The low-resolution video frames were used as the input data. Among the various BS methods [3], [21], the two mainstream pixel-wise techniques ViBe [1], [2], [17], [18] and the Gaussian Mixture Model (GMM) [7], [15] are chosen to test our proposed approach. To some extent, image compression and change/motion detection are two different research area, but considering real-time applications and storage capacities, etc. using compressed low-resolution images will save a lot of processing time and storage requirement. Building upon this aspect, our framework is: 1) compressing every frames of a video sequence with 100 different ratios, 2) using these compressed frames as the input data for ViBe and GMM method, 3) recording all the processing time, 4) resizing the results images to its original size in convenient to compare with the groundthrth ones. What we do in this letter is to find out whether our approach is feasibility and try to draw out the reasonable and representative results, which will be the quantitatively references compromised between running speed and accuracy. Moreover, the selection will not defect the subsequent visual applications.

II. RELATED WORK

A. Image redundancy and the compression

Neighbouring pixels in most of images, are correlated and therefore they contain redundant information [11], [20]. In a sequence frames, one frame commonly has three types of redundancies, they are: Coding redundancy: some pixel values more common than others; Inter-pixel redundancy: neighbour- ing pixels have similar values; Psycho visual redundancy: some color differences are imperceptible. When considering memory capacity, transporting bandwidth, and processing speed, compressed images will have some advantages.

B. Visual saliency scheme

Human vision system actively seeks interesting regions in images to reduce the search effort in tasks, such as object detection and recognition[15]. Visual scenes often contain more information than can be acquired concurrently due to the visual system’s limited processing capacity [23]. Judd et al. [6] found that fixations on low-resolution color (LC) images (76*64 pixels) can predict fixations on high-resolution (HC) images (610* 512 pixels) quite well. Shivanthans study [22] has found that the low-resolution grayscale (LG) model required significantly less training time and is much faster performing detection compared to the same network trained and evaluated on HC images. According to Shivanthans research work, when compressing images to lower resolution, the saliency information preserved very well, and LG images can be easily used in many vision tasks.
C. Background subtraction algorithm

In computer vision, background subtraction is the fundamental low-level task to detect the objects of interest or foreground in videos or images [3], [10]. The approach is to detect the foreground target from surveillance videos, and the target was extracted as the differences from the video images. Modelling the background of the video sequences is the first step. It is a sophisticated problem to create the background model, the changed sunlight will make the original background model unsuitable, the trembling camera will affect the image subtraction results, the disappearing of some of the background objects will also let the background model unsuitable. Many researchers are devoted to improve its accuracy and real-time applications, but still most of them achieved at a price of time complexity or large memory requirement, limiting their utility in real-time video applications [8], [9]. Background subtraction can be categorized into parametric and non-parametric methods. One of the most prominent pixel-based parametric method is the Gaussian model. Stauffer etc. [15] proposed the GMM, modelling every pixel with a mixture of K Gaussian functions. Barnich etc., [1], [2], [17] proposed a pixel-based non-parametric approach named ViBe to detect the moving target using a novel random selected scheme. The two prominent method are selected to test our approach here.

III. THE PROPOSED METHOD

In order to verify the feasibility of our method, two prominent BS method GMM and ViBe are applied to testify our approach. The proposed method exploits the effectiveness of low-resolution grayscale images. Given an original video sequence, every frames were compressed at the ratio from 0% to 99%. The compression ratio used here means compressing to the proportion to the original rows or columns. We compressed the image with the same percentage for the rows and columns. For example, an original image resolution of 320*240 pixels when use a compression ratio of 20% in this letter, which denotes no compression, 20% represents compressed to 64% of its original resolution. GMM and ViBe methods are processed separately with every compression frames. The results of the compressed frames are then resized to its original ones in order to compare them with the groundtruth ones. During processing, the CPU time used by the two methods were recorded respectively, metrics were also recorded. These data are used for later results analysis and selection.

IV. EXPERIMENTS RESULTS

Two mainstream algorithms (ViBe and GMM) are experimented with the proposed method. To evaluate the method proposed in this letter, three different video sequences are used, which are extensively tested by the video analytic research. One of the dataset is taken from the Carnegie Mellon Test Images Sequences [13], the other two highway and turnpike datasets are taken from the changedetection.net [19].

A. Datasets

For performance evaluation we use 3 different scenarios of a typical surveillance setting. The following enumeration introduces the datasets:

1) CHANGETECTION dataset 2014 [19]: Two datasets with the corresponding groundtruth masks in this change detection dataset 2014 are used in our experiments. highway: It is a basic task in change and motion detection with some isolated shadows. It is a highway surveillance scenario combining a multitude of challenges for general performance overview. turnpike: It is a low frame-rate sequence, captured at 0.85 fps. Thus a large amount of information about the background change is missed.

2) CMU dataset [13]: Carnegie Mellon Test Images Sequences, available at http://www.cs.cmu.edu/~yaser/new_backgroundsubtraction.htm. It contains 500 raw TIF images and corresponding manually segmented binary masks. The sequence dataset captured by a camera mounted on a tall tripod. The wind caused the tripod to sway back and forth causing nominal motion in the scene. Furthermore, some illumination changes occur. The groundtruth is proved for all the frame allowing a reliable evaluation. All the experiments run on an Intel Core i5-6500 3.2GHz processor with 8GB DDR3 RAM and Windows 10 OS. The proposed method was implemented by C++. For GMM method, we used the implementations available in openCV (www.opencv.org). We used the ViBe source code according to the author’s implementation available at www.telecom.ulg.ac.be/research/vibe.

B. Performance measure

The evaluation of the method proposed in this letter is an important part. For our experiments, a set of parameters used are unique. Every frames in the three dataset sequences are compressed with 100 different ratios. In order to testify whether our method is feasible and try to find out the exactly compromise between the processing speed and performance, we used 100 different compression ratios in the experiment. Then, all the frames with different compression ratios are processed separately. The binary result masks are compared with groundtruth masks. In our performance evaluation, several criteria have been considered. We use the common terminology of True Positive(TP), True Negative(TN), False Positive(FP), and False Negative(FN). In the following, results are evaluated in terms of 3 metrics: the Precision, the Recall and the F-Measure, thanks to the ChangeDetection.NET [19]. The Precision is expressed as

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (1)

the recall is

$$\text{Recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (2)

and the F-Measurement is

$$\text{F-Measurement} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$  \hspace{1cm} (3)
1) Parameters: All these parameters tuned in this letter were all fixed for all of the three datasets. Most of them were the same as the original methods.

C. Experimental results

In this letter, we propose a new approach to implement the ViBe and GMM method. From a practical point of view, it is very necessary to compress the images when large quantities of video frames needed to be processed, the memory occupancy, the capacity of the computing and the storage spaces will all get profit from this approach. Our tasks are mainly focus on the best selection, when the compression ratio and the accuracy are considered simultaneously. Therefore, we use 100 different compression ratios to quantify the selection of later applications. Figure 1. shows the three datasets , the CMU, highway, turnpike datasets, with the original frames, groundtruths, part of the results with 3 different compression ratios. In Figure 2(a)-(2f), values of the Relative Precision, Relative F-Measure, Relative Recall and the Relative CPU time under different ratios are given respectively. In these figures, we can clearly see the Precision is almost has no decrease, the F-measure and Recall are decreasing slowly, while the CPU time increased quickly along with the compression ratio increased. When the compression ratio is 60%, these three metrics started to decrease dramatically, on the contrary, the CPU time decreased sharply. Accordingly, when an image compressed to 60% of its original frame size, the useful and useless informations inside the frame will all lose a large part, therefore, the three metrics decrease dramatically at certain compression ratio is reasonable. In addition, the CPU time decreasing sharply with the compression ratio, mainly because the compressed frame is much smaller than its original ones, the processing time decreased sharply is definitely reasonable as well. From Figure 2(a)-(2f), we can get the conclusion, when using the compressed frames, the useful information are preserved very well, especially in the BS method, the compression ratio can be choosed from 0% to 60%, while the accuracy of the results is reduced slightly, but the CPU time is greatly saved. From the Figure 2(a)-(2f), it also shows that some of the CPU time are less steady, it seems to have some relationship with the mechanism of resource allocation within the operating system.

V. Conclusion

In this letter, we propose a novel approach of using low-resolution grayscale images to implement the BS method. The proposed method is much faster than the two original methods, the accuracy decrease slightly when using the low-resolution images. Based on the experiment, we confirm that the proposed method can be effectively used in motion detection or other visual applications, the results of our approach can also be effectively used in later vision tasks. This approach can be a fundamental basis in real-time visual applications research.
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Figure 1. Background subtraction results with 3 datasets, the first line is CMU, the second is highway and the last is turnpike dataset. (a) the original frames, (b) groundtruth, (c)-(f) ViBe method and (g)-(i) GMM method results with compression ratios of 10%, 20%, 40%, and 60% respectively.

Figure 2. The image compression ratio versus relative metrics, the first line is CMU, the second is highway and the last is turnpike dataset, with (a),(c),(e) show the ViBe method results, and (b),(d),(f) show the GMM method results.