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ABSTRACT In recent years, background subtraction techniques have been used in vision and image applications for moving target detection. However, most methods cannot provide fine results due to dynamic backgrounds, noise, etc. The Gaussian mixture model (GMM) is a background modeling method commonly used in moving target detection. The traditional GMM method is vulnerable to noise interference, especially from dynamic backgrounds; thus, its detection performance is not good. Because of the influence of background noise and dynamic effects on moving target detection, we propose a method of moving target detection for dynamic backgrounds based on improved GMM background subtraction. This method can be divided into three stages. First, in the background modeling stage, to facilitate calculation and improve modeling speed, the video frame is blocked, and the background model is reconstructed using the image block averaging method. Second, in the moving target detection stage, the method of combining wavelet semi-threshold function denoising with mathematical morphology closed operation is used for denoising, which effectively eliminates the influence of noise and improves the detection effect. Third, in the background updating stage, the adaptive background updating method is used to update the background to improve detection results. The simulation results show that the improved method can reduce noise and dynamic background interference while improving moving target detection, thereby proving the effectiveness and adaptability of the proposed method.

INDEX TERMS Gaussian mixture model, moving target detection, dynamic background, mathematical morphology, adaptive background updating.

I. INTRODUCTION

In recent years, with the continuous development of computer vision technology. In the computer vision field, moving target detection based on video sequence images is an important research topic. Moving target detection is also the basis of target tracking [1], [2] and behavior understanding [3], [4]. It is widely used for many tasks, such as image processing and intelligent video surveillance. Recently, researchers have proposed many methods for detecting moving targets. A detection method is selected according to the detection scenario. Currently, the main methods of moving target detection are the optical flow method [5], [6], the interframe difference method [7], [8] and the background subtraction method [9], [10]. The optical flow method is based on the brightness information of the target image. This method has high computational complexity and weak anti-jamming ability; thus, it is not often used. The interframe difference method uses a continuous video frame image to perform a differential operation to extract a moving target. It is highly adaptable to background changes. However, moving target detection by this method produces a cavity phenomenon, which decreases the accuracy of target detection. The main purpose of background subtraction is to establish a background model and then to subtract the current frame image from the established background model to extract the moving
target. Background subtraction relies primarily on generating a stable background model to obtain a complete foreground feature to detect a complete moving target. The Gaussian mixture model (GMM) [11] is the background modeling method most commonly used for background subtraction. However, this method is susceptible to noise interference under dynamic backgrounds, which leads to poor detection performance; thus, further enhancement is needed.

In recent studies on background subtraction, many new and improved methods have been proposed. Chen and Ellis [12] proposed an adaptive GMM that is not susceptible to dynamic background interference; thus, its detection effect is not good under dynamic backgrounds. In [13], fusion-based foreground enhancement is proposed for background subtraction using a multivariate multimode Gaussian distribution. The method is mainly based on foreground enhancement, and a multivariate multimode Gaussian distribution is used for background modeling. The detection time is high in terms of complexity, the method is susceptible to noise interference, and the detection effect is not good. In [14], a pixel-based adaptive segmentation (PBAS) method is proposed. The method can detect the effect under a static background, but under a dynamic background, the detection result contains many noise points. As a result, the detection accuracy is low. In [15], a fast method is proposed for moving target detection in video surveillance images (FM). This method can quickly detect moving targets; however, these moving targets are incomplete, and voids occur, which reduces the detection performance of this algorithm. In [16], a hybrid method of adaptive GMM and BP neural network (AGBP) is proposed to extract foreground targets from complex scenes. Compared with the original GMM algorithm, the detection effect of this method is greatly improved. In addition, the moving target detected under the dynamic background is relatively complete, but noise removal is not very good, as there are still noise points in the detection result. In [17], various background subtraction algorithms based on GMM are comprehensively summarized and compared based on quantitative evaluation indicators to evaluate their detection effects. In [18], a method for initializing the GMM model using the statistical mean and variance is proposed, and the model is updated by the parameter confidence interval. The method has good effect under a static background, but the detection effect is not good under a dynamic background. In [19], an improved background subtraction method is proposed based on GMM, the component method and the speckle marking method. This method improves the accuracy of moving target detection, but the moving target is detected under a dynamic background; there are still noise points. In [20], a background subtraction method based on GMM with color and depth information is proposed. This method has a good detection effect for specific scenes, but it is not suitable for detecting targets under dynamic backgrounds. The target detected contains a many noise points, and the calibration result is very poor. In [21], a time-space-updated GMM is proposed for moving object detection based on quadratic segmentation. This method improves moving target detection through quadratic segmentation, but it is not very good under dynamic backgrounds. Because noise interference is suppressed, the presence of noise in the detection result causes the accuracy of moving target detection to decrease. In [22], a moving target detection algorithm based on ORB is proposed for dynamic scenes. This method has a good detection effect under dynamic backgrounds, but the moving target detected under dynamic backgrounds is not very complete and contains some noise. In [23], a complex background subtraction method based on a dynamic space-time model is proposed. The moving target detected in the dynamic background is relatively complete, but the time complexity of the method is high, and there is still noise in the detection results. For background subtraction, the visual background extraction algorithm (ViBe) [24] is also commonly used. The method mainly uses the first frame for background modeling, and the modeling time is fast; however, if the first frame contains moving targets, then ghosting will occur in the detection results, which decreases the detection performance of the algorithm. In [25], a moving object detection algorithm based on improved visual background extraction (IPVB) is proposed. Compared with [24], this method has been greatly improved, but the detection effect under dynamic backgrounds is still not very good, as the test results are noisy. In addition to the above methods, there are other methods, such as the neural network-based semantics segmentation method proposed in [26].

To overcome the interference of dynamic backgrounds and noise, this paper proposes an improved method based on the GMM for moving image target detection. The improved version of the traditional GMM method eliminates noise interference, suppresses the influence of the dynamic background and improves the accuracy of moving target detection under dynamic backgrounds. Compared with other methods, the biggest advantage of this method is that, through the three improvements, noise interference under dynamic backgrounds can be eliminated, and the detection effect of the algorithm is greatly improved. Finally, to verify the advantages of the proposed method, we compare the experimental results of the method with simulated results of the comparison algorithm. The simulated results are analyzed subjectively and objectively to verify the effectiveness and superiority of the improved method proposed in this paper.

The main novelties are summarized as follows:

1) In this paper, we propose to segment video frames into blocks in the background modeling stage, and reconstruct the background model by using the average of image blocks, which reduces the computational complexity and speeds up the modeling speed.

2) In this paper, we propose a method of denoising the detected moving targets by combining the wavelet half-threshold and mathematical morphology denoising, which can effectively remove the noise interference and improve the detection effect of the algorithm, especially in the dynamic background.
In this paper, adaptive background updating method is used in background updating stage to effectively reduce the interference of external environment on background updating, which provides a guarantee for more complete detection of moving objects.

II. CONVENTIONAL GAUSSIAN MIXTURE MODEL

For background subtraction methods, the background model is first established. A method commonly used to establish a background model is GMM. GMM is a classical adaptive Gaussian mixture background extraction method proposed by Stauffer et al. [11]; it is a background-based modeling method that builds a color distribution model of each pixel according to the time-domain distribution of each pixel in the video to achieve the goal of background modeling. The GMM is the weighted sum of a finite number of Gaussian functions; it can describe the multiple state of the pixels, and it is suitable for modeling complex backgrounds such as light gradients and swaying trees. With its continuous improvement, this method has become commonly used for background extraction. The main idea of this method is to build a GMM for each pixel in a sequence of frames. In this model, the background is represented with a large weight, and the foreground is represented with a small weight. If the new pixel matches the Gaussian model corresponding to the background, then it will be treated as a background pixel; if it matches a Gaussian model with a small weight, or if there is no matching Gaussian model, then the pixel is considered to be a foreground pixel. Each pixel can be modeled as a mixture of K Gaussian functions as follows:

\[ f(x_t) = \sum_{j} w_{jt} \times \Phi(x_t; \mu_{jt}, \sigma_{jt}) \]  

where \( w_{jt} \) is the weight of the \( j \)-th Gaussian in the mixture at time \( t \), and \( \Phi(x_t; \mu_{jt}, \sigma_{jt}) \) is the Gaussian probability density function with mean \( \mu_{jt} \) and variance \( \sigma_{jt} \) for the \( j \)-th distribution at time \( t \), as follows:

\[ \Phi(x_t; \mu_{jt}, \sigma_{jt}) = \frac{1}{\sqrt{2\pi} \sigma_{jt}} \exp \left\{ -\frac{1}{2} \frac{(x_t - \mu_{jt})^2}{\sigma_{jt}^2} \right\} \]  

\[ \Delta = (x_t - \mu_{jt})^T \sigma_{jt}^{-1}(x_t - \mu_{jt}) \]  

\( \Delta \) represents the Mahalanobis distance.

After modeling, each new pixel is compared to \( K \) Gaussian averages. If the new pixel value \( x_t \) is within a multiple of the standard deviation from the mean, then a match is found. Mathematically, this step can be defined as follows:

\[ x_t \in \Phi(x_t; \mu_{jt}, \sigma_{jt}) \text{ if } |x_t - \mu_{jt}| < T \sigma_{jt} \]  

where \( T \) represents a constant multiplier of the standard deviation, and \( x_t \), \( \mu_{jt} \), and \( \sigma_{jt} \) are updated according to recursive formulations as follows:

\[ w_{jt} = (1 - \alpha)w_{jt} + \alpha \]  

\[ \mu_{jt} = (1 - \rho)\mu_{jt-1} + \rho x_t \]  

\[ \sigma_{jt}^2 = (1 - \rho)\sigma_{jt-1}^2 + \rho (x_t - \mu_{jt})(x_t - \mu_{jt})^T \]  

where \( \alpha \) and \( \rho \) are the learning rate and learning factor, respectively. The distributions are put in descending order of \( w/\sigma \) to determine the background, as the background is supposed to consist of one or more distributions with the highest weights and lowest variances. The first \( B \) distributions are chosen as the background, and the following holds:

\[ B = \arg \min_{b} \sum_{j=1}^{b} w_{jt} > Th \]  

where \( Th \) is a threshold used to determine the minimum amount of data constituting the background.

III. PROPOSED METHOD

Because the Gaussian hybrid modeling method requires each pixel to be modeled separately, the computational complexity of the algorithm is very high. In addition, the method is susceptible to noise from the dynamic background, which results in poor detection. To accelerate background modeling, reduce computational complexity and improve detection under a dynamic background, this paper proposes an improved background modeling method based on GMM. The proposed algorithm is divided into three main phases. In the background modeling stage, the image sequence image 1 is first used to segment the video sequence image 1, and then, the pixel value of the image block is replaced by the average value of each image block pixel. Finally, the image block mean method based on the GMM method is used. In the moving target detection phase, denoising is performed by combining the wavelet half threshold function and the mathematical morphology method to reduce noise, which improves detection. In the background update phase, the background is updated using the adaptive background update method. The following is a specific introduction.

A. BACKGROUND RECONSTRUCTION

In the background modeling process, image blocks are first selected. When the image block is large, the number of blocks to be processed is small; thus, the efficiency will be higher, but the accuracy of target detection will be reduced. If the selected image block is too small, too many blocks will be processed, resulting in lower efficiency and higher computational complexity. On this basis, this article selects image blocks to reconstruct the background. First, the Gaussian distribution in the GMM is initialized, and then the K-Gaussian distribution set in the GMM is used to determine whether each pixel of the current image frame satisfies the initial distribution. If the Gaussian distribution in the current image frame satisfies formulas (7–8), then the pixel is said to match the Gaussian distribution of the GMM.

\[ |D_{ij}^{m,k}| \leq \mu \times M_{ij}^{m-1,k} \]  

\[ D_{ij}^{m,k} = G_{ij}^{m,k} - M_{ij}^{m-1,k} \]  

Here, \( D_{ij}^{m,k} \) represents the absolute distance between the new pixel value and the mean of \( K \)-th Gaussian distributions, \( \mu \)
represents the threshold of deviation, \( M_{ij}^{m-1,k} \) represents the standard deviation of the current image frame pixel. \( G_{ij}^{m-1,k} \) represents the standard deviation of the current frame, \( G_{ij}^{m,k} \) represents the current image frame, \( i \) represents the row number of the current image frame, \( j \) represents the column number of the current image frame, \( m \) denotes the number of image frames, and \( K \) represents the number of Gaussian distributions.

In the process of background reconstruction, if the new pixel value matches the \( k \)th Gaussian distribution model, then the model parameters are updated. The update method is shown in formulas (9–11):

\[
M_{ij}^{m,k} = (1 - p)M_{ij}^{m-1,k} + p \times G_{ij}^{m,k} \tag{9}
\]

\[
w_{ij}^{m,k} = (1 - \alpha)w_{ij}^{m-1,k} + \alpha \tag{10}
\]

\[
P_{ij}^{m,k} = \sqrt{(1 - p)(p_{ij}^{m-1,k})^2 + p \times (D_{ij}^{m,k})^2} \tag{11}
\]

\[
P = \frac{\alpha}{w_{ij}^{m,k}} \tag{12}
\]

where \( \alpha \) represents the learning rate determined by the update rate of the background, \( w_{ij}^{m,k} \) represents the weights of the current image pixels and \( p \) represents the update rate, as defined in formula (12).

If the new pixel value does not match any of the Gaussian distributions, then a new Gaussian distribution is created with the current minimum weight to replace the original Gaussian distribution. The average value of the newly created Gaussian distribution is taken as the average value of the currently observed pixels. The weight is set to the minimum value of the initialization weight, and the standard deviation is set to the maximum value of the initialization weight. The weight updating method is shown in formula (13).

\[
w_{ij}^{m,k} = (1 - \alpha)w_{ij}^{m-1,k} \tag{13}
\]

After building a model for each pixel, only part of the Gaussian distribution represents the background, and the rest represents the foreground. First, the \( K \) Gaussian distributions are ranked in descending order of priority, and then the first \( \text{Bac} \) Gaussian distributions are selected to build a background model. The mathematical expression is shown in formula (14):

\[
\text{Bac} = \arg \min_b \left( \sum_{j=1}^{b} w_{ij}^{mk} > \tau \right) \tag{14}
\]

where \( \tau \) is a threshold used to determine the minimum amount of data constituting the background. If a static distribution is selected, then the average value of the distribution will represent the background intensity value; otherwise, the background intensity will be expressed by weighting using the prior weights. To better obtain the background, the ownership coefficients in the model are normalized, and its mathematical expression is shown in formula (15).

\[
W_{ij} = \frac{w_{ij}}{\sum_{m=1}^{k} w_{mj}}, \quad i = 1, 2, 3 \ldots, k \tag{15}
\]

where \( w_{ij} \) represent the weight of the current image pixels.

### B. MOVING TARGET DETECTION

The main idea of background subtraction is to extract moving targets from video sequence images by using a differential operation between the current image frame and the established Gaussian background model. In background subtraction, if the difference between the mean of the current frame and the Gaussian model is greater than the standard deviation of the Gaussian model by a factor of \( \delta \), then the pixel is considered a target pixel; otherwise, the pixel is considered a background pixel. It’s the specific expression is shown in formula (16). In the moving target detection phase, especially under a dynamic background, the main problem is noise. In other words, the better the denoising effect, the better the effect of moving target detection and the higher the accuracy.

\[
|D_{ij}^{m,k}| > \delta \times M_{ij}^{m-1,k} \tag{16}
\]

Here, \( D_{ij}^{m,k} \) represents the absolute distance between the new pixel value and the mean of the \( K \)th Gaussian distribution, \( \delta \) is the deviation threshold, and \( M_{ij}^{m-1,k} \) represents the standard deviation of the current image frame pixel.

### 1) NOISE PROCESSING

In the process of detecting moving targets, target detection is not ideal due to noise interference. Therefore, denoising is very important for improving the accuracy of moving target detection. At present, commonly used denoising methods include the mean filter denoising method [27], the median filter denoising method [28], the mean filter denoising method combined with a median filter [29], and the wavelet denoising method [30], [31]. In this paper, the method of combining a semisoft threshold function with mathematical morphology is used to denoise the foreground detection image during moving target detection, and a more complete moving target image is obtained. The denoising effect of this method is better than that of wavelet denoising alone. The wavelet threshold denoising method can be divided into three steps. During (1) wavelet decomposition, the appropriate wavelet and the number of decomposition layers are selected to decompose the noise image signal. During (2) wavelet threshold processing, the wavelet coefficients of each layer are quantified by using the selected threshold function and the decomposed threshold. During (3) wavelet reconstruction, the coefficients of signal processing are used to reconstruct the wavelet to obtain the denoised signal. The principle of wavelet denoising is shown in Figure 1. The selection of threshold function is very important. A suitable threshold can achieve a good denoising effect and a good detection effect. The model of the detected image with noise is given by formula (17):

\[
f_{ij} = x_{ij} + n_{ij} \tag{17}
\]
where $f_{ij}$ represents an image with noise; $x_{ij}$ represents the original image; and $n_{ij}$ represents the 0-mean and $\sigma^2$-variance standard Gaussian white noise.

For threshold selection, the most commonly used threshold functions are the soft threshold denoising function and the hard threshold denoising function. The symbolic function is shown in formula (18), the soft threshold function is shown in formula (19), and the hard threshold function is shown in formula (20).

$$\text{sgn}(t) = \begin{cases} 1, & t > 0 \\ -1, & \text{otherwise} \end{cases}$$  

$$f(t) = \begin{cases} \text{sgn}(t), & |t| > 0 \\ 0, & \text{otherwise} \end{cases}$$  

$$f(t) = \begin{cases} t, & t > 0 \\ 0, & \text{otherwise} \end{cases}$$  

Here, $t$ represents the wavelet coefficients, represents the threshold and $f(t)$ represents the wavelet coefficients after threshold processing.

Hard threshold denoising can preserve the local features of image edges, but it will cause image distortion. In the soft threshold denoising method, the wavelet coefficients are compressed, and new wavelet coefficients are used for reconstruction to achieve denoising. However, the soft threshold method also has some drawbacks, e.g., its derivatives are not continuous, which makes it difficult to obtain higher derivatives. Non-negligible mean square error (MSE) will also be generated, resulting in unsatisfactory detection results. To address the defects of the soft and hard threshold functions, an improved semisoft threshold function is proposed. The semisoft threshold function is continuous in the wavelet domain and has continuous high-order derivatives; thus, it has advantages in image denoising tasks. The semisoft threshold function is shown in formula (21).

$$f(t) = \begin{cases} 0, & |t| \leq \tau_1 \\ \text{sgn}(t) \frac{\tau_2(|t| - \tau_1)}{\tau_2 - \tau_1}, & \tau_1 < |t| < \tau_2 \\ f(t), & |t| \geq \tau_2 \end{cases}$$  

Here, $\tau_1$ and $\tau_2$ represent thresholds, and wavelet coefficients denote the processing sum of thresholds.

Because of the large noise interference in the dynamic background, there are still some isolated points and local micro-area holes in the target after wavelet denoising. To achieve better detection results, morphological smoothing denoising is carried out based on wavelet denoising. In this paper, the closed operation is used to denoise the moving target, which first expands and then corrodes.
denoise, which not only eliminates the noise points in the detection results, but also fills in the detection of moving objects with holes, thus achieving the optimization effect, fully proving the superiority of this method in denoising.

C. BACKGROUND UPDATE

Background updating is also very important in moving target detection. To improve the detection results, it is necessary to update the background model. The dynamic nature of the background affects target detection. For example, if there is wind, the leaves of trees in the background will sway, and the test results will be noisy. With the traditional GMM background subtraction method, the background cannot be updated in real time, which leads to ghosting and seriously affects the accuracy of moving target detection. To solve the problem of the traditional algorithm, this paper adopts the adaptive background updating algorithm, which combines the current detection image frame with the background model. The algorithm updates the background model by extracting the current real-time frame so that the detection background can meet the needs of dynamic real-time updating and provides a guarantee for detecting more complete targets. The definition of the adaptive background updating method is as follows (24):

$$B_{s+1}^c = h_s \times B_s^c + (1 - h_s) \times B_s$$  \hspace{1cm} (24)

where $h_s$ denotes the update coefficient, and its range is $[0,1]$; $B_s^c$ denotes the current target frame; and $B_s$ denotes the instantaneous target frame, as shown in formula (25):

$$B_s^c = \begin{cases} F_s(i,j), & P^m(i,j) = 0 \\ B_s(i,j), & P^m(i,j) = 1 \end{cases} \hspace{1cm} (25)$$

where $P^m(i,j)$ denotes the binary value after detecting the target; its motion region is 1, and the non-motion region is 0. $h_s$ is determined by the state of the moving target in the current image frame and the background image frame, and it can be calculated using the following formula (26).

$$h_s = 0.9 \times h_s + 0.1 \times h_in$$  \hspace{1cm} (26)

$h_in$ defines the adaptive instantaneous weights of $F_n$ and $F_{n-1}$ in adjacent sequence images.

To illustrate the advantages of background updating, we compare the effect of background updating with that of the original GMM algorithm, as shown in Figure 4.

As shown in Figure 4 above, compared with the background of the traditional GMM method, the background of the proposed method is more complete and close to the real background. This also proves the universality of the adaptive background updating method and provides a powerful condition for improving the accuracy of moving object detection.

D. METHOD FLOW

Background subtraction mainly includes three processes: background model initialization, moving target detection and background updating. In this paper, the background subtraction method is improved compared to the original algorithm.
To overcome the interference of noise and the dynamic background, a denoising process is carried out during the detection process. The method mainly includes background modeling, target detection, denoising and background updating, as shown in Figure 5.

**IV. EXPERIMENTAL RESULTS**

To better illustrate the advantages of the proposed method, we use MATLAB 2014 simulation software for simulation tests. The selection of data sets is very important. For the research of data sets, researchers have also proposed some methods, such as literature [32], which proposes a method to study both unlabeled and unlabeled data sets in a two-way process. In this paper, the pedestrian dataset, highway dataset, canoe dataset and overpass dataset from the change detection dataset were selected as the test datasets for this experiment. The dataset information is shown in Table 1. The detection effect is shown in Figure 6.

A. BACKGROUND MODELING

In the background modeling stage, four test datasets are modeled separately. In GMM background reconstruction, there are many parameters, and different parameters have different values. The definitions and initial values of different parameters in this paper are shown in Table 2. The modeling effect and experimental results are shown in Figure 7.

Under different detection backgrounds, pixels in the same location can be background pixels or foreground pixels. To verify that specific pixels in a series of video sequence images are more likely to be background pixels than foreground pixels, two pixels, A1 and A2, are selected in 200 consecutive video sequence images, and then the average and standard deviation of the selected pixels are calculated. Finally, the calculated results are compared with the test results to verify the effectiveness of the proposed method. A comparison between the traditional GMM method and the improved method proposed in this paper, in terms of the mean and standard deviation results, is shown in Table 3.

As seen from Table 3, the mean and standard deviation of the traditional GMM method and the calculation method of the A1 and A2 pixels differ, and the new method is more...
stable than the traditional GMM method for background modeling, which further illustrates the advantages of this method over the original GMM method.

B. MOVING TARGET DETECTION
For moving target detection in different scenarios, the detection effect varied due to background changes in the detection scenarios. The greater the background change of the detection scene, the more vulnerable it is to interference from external factors, and the worse the detection effect. Especially in the dynamic background, it is particularly vulnerable to noise interference. To prove the advantages of the improved method proposed in this paper, we compare and analyze the detection results under a static background and a dynamic background.

1) STATIC BACKGROUND DETECTION RESULTS ANALYSIS
Under the static background, the noise interference is small and the detection effect is better. We first selected two datasets with a static background for simulation experiments. The datasets were pedestrian and highway datasets, and the

FIGURE 7. Background model and experimental results; (a1) current video frame; (a2) background; (a3) moving target; (b1) current video frame; (b2) background; (b3) moving target; (c1) current video frame; (c2) background; (c3) moving target; (d1) current video frame; (d2) background; (d3) moving target.

FIGURE 8. Comparative analysis of the test results of the pedestrian dataset: (a) 600th frame; (b) ground truth; (c) GMM; (d) ViBe [24]; (e) PBAS [14]; (f) FM [15]; (g) IPVB [25]; (h) AGBP [16]; (i) proposed method.

FIGURE 9. Comparative analysis of the test results of the highway dataset: (a) 610th frame; (b) ground truth; (c) GMM; (d) ViBe [24]; (e) PBAS [14]; (f) FM [15]; (g) IPVB [25]; (h) AGBP [16]; (i) proposed method.

FIGURE 10. Comparative analysis of the test results of the canoe dataset: (a) 865th frame; (b) ground truth; (c) GMM; (d) ViBe [24]; (e) PBAS [14]; (f) FM [15]; (g) IPVB [25]; (h) AGBP [16]; (i) proposed method.
simulation compared the results of GMM, ViBe [24], PBAS [14], FM [15], IPVB [25] and AGBP [16]. The experimental results are shown in Figures 8 and 9.

As shown in Figure 8 and Figure 9, the detection results of the traditional GMM algorithm in a simple background contain noise. The results of other comparison algorithms are better than those of the original GMM algorithm, and the removal of noise is better. However, the drawbacks of each method can be seen from the detection results: some of the results are incomplete and hollow. In contrast, the moving target detected by the proposed method has no noise points and is relatively complete. The results show that, under a static background, the proposed method has certain advantages in moving target detection.

2) DYNAMIC BACKGROUND DETECTION RESULTS ANALYSIS
Under a dynamic background, there will be many noise points in the results of moving target detection, which will affect the accuracy of moving target detection. The traditional GMM method does not perform well under a dynamic background. ViBe [24], PBAS [14], FM [15], IPVB [25] and AGBP [16] are greatly improved methods compared with the traditional GMM algorithm, but the detected moving targets still have holes and noise. Because the proposed method combines wavelet threshold denoising with mathematical morphology closed operation denoising to remove the noise points in the detection results under dynamic backgrounds. The dynamic background datasets are the canoe dataset and the overpass dataset. The detection results of the proposed method are compared with the results of the other algorithm, as shown in Figure 10 and Figure 11.

As seen from Figure 10 and Figure 11, there are many noise points in the detection effect image of the traditional GMM algorithm under the dynamic background. ViBe [24], PBAS [14], FM [15], IPVB [25] and AGBP [16] remove many noise points, but that there are some noise points remain, and the detected targets are incomplete. Unlike the other algorithms, the proposed method in this paper completely removes noise and detects relatively complete targets in terms of overall analysis, the improved method proposed in this paper performs better than the comparison algorithms under dynamic backgrounds.

3) OBJECTIVE EVALUATION AND ANALYSIS
This paper evaluates and analyses from subjective and objective aspects. Subjectively, this algorithm has certain advantages for moving target detection. To better illustrate the advantages in terms of moving target detection accuracy, this paper objectively analyzed the effect of moving target detection. In the objective evaluation of moving target detection, the pixel features in the moving target detection results are divided into two categories. These two categories are the moving target pixels and the background pixels, and they are recorded as positive and negative, respectively. To illustrate the advantages of the improved algorithm, the indicators [33] Re (recall) (27), Sp (specificity) (28), FNR (false negative rate) (29), FPR (false positive rate) (30), Pr (Precision) (31), F-measure (32) and PCC (percentage of correct classification) (33) were used for evaluation. Recall and precision are shown in Figure 12, and F-measure and PCC are shown in Figure 13. F-measure is the weighted harmonic average of recall and precision [33]. The remaining indicators, i.e., specificity, false positive rate, and false negative rate, are shown in Table 4.

\[
Re = \frac{tp}{fn + tp} \quad (27)
\]
\[
Sp = \frac{tn}{fp + tn} \quad (28)
\]
\[
FNR = \frac{fn}{fn + tp} \quad (29)
\]
\[
FPR = \frac{fp}{fp + tn} \quad (30)
\]
\[
Pr = \frac{tp}{fp + tp} \quad (31)
\]
\[
F - measure = \frac{2 \times Re \times Pr}{Re + Pr} \quad (32)
\]
\[
PCC = \frac{tp + tn}{tp + tn + fn + fp} \quad (33)
\]

Here, \( m \) denotes the number of pixels correctly classified as negative pixels, i.e., background pixels that are correctly classified as background pixels. \( fn \) denotes the number of pixels incorrectly classified as negative pixels, i.e., foreground pixels incorrectly classified as background pixels. \( tp \) represents the number of pixels correctly classified as positive pixels, i.e., foreground pixels correctly classified as foreground pixels. \( fp \) represents the number of pixels incorrectly classified as positive pixels, i.e., background pixels incorrectly classified as foreground pixels.
In Figures 12 and 13, the evaluation indexes of recall rate, precision, F-measure and PCC of the proposed algorithm are higher than those of the compared methods. This also shows that the proposed method has more effective pixels and fewer invalid pixels than the contrast algorithm. That is to say, the detection effect of the proposed method is the best, and the accuracy of target detection is also high. Which further proves the effectiveness of the method proposed in this paper and its advantages in moving target detection.

From the statistical results in Table 4, because the traditional GMM method is susceptible to background changes and the detection results are greatly disturbed by noise, the recall rate is the low, and the missed detection rate and false detection rate are high. Because PBAS [14], FM [15], IPVB [25] and AGBP [16] are less affected by dynamic background changes, their performance evaluation indexes are better than those of the traditional GMM. The improved method proposed in this paper eliminates the influence of
noise on the detection results and reduces the target void phenomenon; thus, the detected moving target is relatively complete. According to the comprehensive analysis, the number of effective pixels detected by the improved method proposed in this paper increases, and the number of invalid pixels decreases. Therefore, the objective performance evaluation index is better than the performance index of the contrast algorithm.

V. CONCLUSION
To improve the moving target detection accuracy of the GMM algorithm and reduce its susceptibility to noise interference under dynamic backgrounds, this paper proposes a background subtraction method based on improved GMM. The method can detect moving targets under a dynamic background in a video image, and the detection performance is better than that of the original GMM algorithm. The method consists of three stages. In the background modeling stage, the image block mean method is used to build the background model. The second stage is moving target detection. To remove the influence of noise on the detection results, denoising based on a wavelet semisoft threshold function and mathematical morphology denoising method is used to eliminate noise interference. In the background updating stage, the adaptive background updating method is used to update the background. Through a simulation experiment, the improved method is subjectively and objectively better than the compared algorithms, which verifies the effectiveness and adaptability of the method.
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