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Abstract

The precise control of gas generator pressure is important to obtain variable thrust in ducted rockets. A delay resistant closed loop reference model adaptive control is proposed in this paper to address this problem. The proposed controller combines delay compensation and adaptation with improved transient response. The controller is successfully implemented using an industrial grade cold air test setup, which is a milestone towards obtaining a fully developed throttleable rocket gas generator controller. Simulation and experimental comparisons with alternative adaptive approaches and a fixed controller demonstrate improved performance and effective handling of time delays and uncertainties. A step by step design methodology, covering robustifying schemes, selection of adaptation rates and initial controller parameters, is also provided to facilitate implementations.
I. INTRODUCTION

Precise control of the gas pressure in the gas generator is the key element of having variable thrust for a ducted rocket, and a great example of a general control problem where time delays, uncertainties and nonlinearities need to be carefully addressed. A ducted rocket whose thrust is controlled is called a throttleable ducted rocket (TDR, see Fig. 1). Controlling the thrust gives the ability to alter the speed during a mission and allow the missile to make maneuvers more efficiently. This way, the missile enlarges its no-escape zone, which is the maximum range that it can outrun its target [1].

As seen in Figure 1, TDR propulsion systems contain two main parts, the gas generator (GG) and the ram combuster (RC). Fuel-rich (or oxidizer deficient) solid propellant in GG is ignited and partially burned to obtain fuel in the gaseous form which is then sent to the RC to meet with air taken in and compressed by the air-intakes and have further combustion to produce thrust. Variable thrust is achieved by modifying the fuel mass flow rate from the GG to the RC, which can be done using several different methods including changing the burning area of the GG propellant in a controlled manner, changing the throat area between the GG and the RC using a mechanical valve (see Fig. 1), introducing secondary injection to the GG chamber to control burning rate and utilizing a vortex valve which introduces a swirl to the flow in order to control the effective throat area [2, 3]. Among these methods of regulating the fuel mass flow rate, changing the throat area using a mechanical valve is the most commonly used approach [3–10].
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FIG. 1: Throttleable ducted rocket components

A typical thrust/speed control loop has a hierarchical structure where an outer loop is
driven by the error between the desired and the measured thrust/speed and determines the required GG pressure to minimize this error. Required GG pressure is then provided to the inner feedback loop as a reference, which controls the mass flow rate to achieve the desired pressure (see Fig. 2) [11, 12, 13]. The GG pressure control loop is the focus of this paper. Studies in the literature on the GG pressure control problem mainly involve linearization of the nonlinear system dynamics around certain operating points and designing linear controllers for the resultant linear dynamics. Among others, proportional integral (PI) type controllers appear to be the most common controller used for this purpose [12, 14, 15]. Another challenge for the GG control problem, apart from the nonlinear dynamics, is that as the fuel burns, the free volume inside GG increases with time, which makes the system time varying. Moreover, the GG dynamics contain several uncertainties emanating from metallic particles inside the solid fuel, such as deposition at nozzle throat and ablation of mechanical elements. One of the more sophisticated control approaches to address these issues is gain scheduling [11, 13]. In this approach, a full knowledge of the controlled plant in terms of a high fidelity mathematical model is employed to prepare look-up tables which are then used to assign appropriate controller gains at different operation modes and conditions. Another method, which is employed for the flight performance evaluation study of the Meteor missile, is called as the ‘performance funnel’ [16, 17]. In this approach, a proportional controller is utilized with a time varying gain, which is adjusted online to keep the error of the closed loop system within a predefined performance funnel.

In this study, we build upon the above mentioned successful approaches by eliminating the need for a precise system model for classical approaches and eliminating the conservatism introduced by robust methods. This is achieved by developing and utilizing a delay resistant adaptive controller which includes a unique combination of the elements of the Adaptive Posicast Controller (APC) studied by the author Yildiz and his coworkers in [18] and closed loop reference model (CRM) adaptive controller proposed in [19, 21]. APC is an adaptive controller developed for time delay systems which extends the ideas from the Smith Predictor [22], finite spectrum assignment [23] and adaptation [24, 25]. The ability of the APC to accommodate large delays has been successfully validated through several simulation and experimental studies presented in [27, 32]. Other notable studies on the adaptive control of time delay systems can be seen in [33], where unknown input delays and [34], where both state and input delays are addressed. Also, extension of predictor
feedback to nonlinear and delay adaptive systems with actuator dynamics modeled by partial differential equations can be found in [35]. Closed loop reference model (CRM) adaptive control proposed in [19, 21, 36, 37] introduces an error feedback modification of the reference model which is shown to improve the transient response. Similar approaches where the reference model is modified to obtain better transients can be found in [38–41]. Therefore, in this paper, APC and CRM adaptive control constitute the main ingredients of the proposed controller design which can handle large delays and provide improved transient response. Furthermore, the projection algorithm [42] is used to prevent parameter drift and a procedure to select the adaptation and CRM feedback gains, inspired from [27] and [19], are provided to reduce the tuning time and effort for experimental implementations. The effectiveness of this approach is validated through extensive simulations together with experiments conducted using an industry grade cold air test setup, where comparisons with conventional MRAC and CRM adaptive control are provided.

In TDR research, cold air test setup (CATS) is widely appointed as the crucial step in validation of subsystems and methods. CATS is used, for example, to validate the numerical simulation results of flow characteristics, to test the structures that are used to change the throat area and to characterize the materials that are planned to be used in the construction [43–48]. Controller is also an important subsystem that is required to be qualified and CATS
is utilized to conduct comparative analysis of alternative control systems [49], which is then used to acquire a proper control methodology based on the gained insight. In this study, using the facilities provided by Roketsan Inc., we setup and utilize an industrial grade CATS to validate the proposed controller and compare it by various competing methods.

Organization of the paper is as follows: Section II describes the mathematical modeling of the system together with model enhancement steps using experimental data. In Section III, the designs of MRAC, CRM and the proposed DR-CRM adaptive controllers and a PI controller are described with implementation enhancements. Simulation results are presented in Section IV for two different scenarios. Experimental setup is described and experiment results for the same scenarios are given in Section V. A summary is provided in Section VI.

II. SYSTEM MODEL

Overall cold air test setup (CATS) consists of a control volume (pressure chamber), an actuator, a valve mechanism, drive-train elements, a gas supply and a pressure regulator (see Fig. 3). A continuous flow of gas is provided by a nitrogen source to the plant from the inlet and flow is adjusted by a pressure regulator. The output of the model, which is the pressure inside the control volume, is controlled through changing the exit throat area of the flow, which is the model input. The throat area is increased/decreased using the linear motion of a pintle at the exit throat. Drive-train elements are used to convert the rotational motion of the actuator, which is a brushless direct current motor, to translational motion of the pintle with required amount of reduction.

A. Plant

Assuming ideal gas conditions, the difference between the mass flow rates going into the control volume (pressure chamber), \( \dot{m}_{in} \) [kg/sec], and going out of the control volume, \( \dot{m}_{out} \) [kg/sec], is given as

\[
\dot{m}_{in} - \dot{m}_{out} = \frac{\dot{P}V}{RT}
\]

where \( R \) [J/(kg K)] is the specific gas constant and \( P \) [Pa], \( T \) [K] and \( V \) [m^3] are the pressure, the temperature and the volume of the gas inside the control volume. The process is assumed to be isothermal with no change in the control volume, hence \( \dot{V} = \dot{T} = 0 \).
Mass flow coming out of the control volume is a function of the throat area ($A_t$ [mm$^2$]) and the pressure inside the control volume ($P$). Assuming choked flow conditions, the relationship between the throat area and the resulting mass flow rate out of the control volume is given by [11]

$$\dot{m}_{out} = PA_t((\frac{2}{\gamma + 1})^{\frac{\gamma - 1}{\gamma}})\sqrt{\frac{\gamma}{RT^*}} = \frac{PA_t}{c^*}, \quad (2)$$

where $\gamma$ is the specific heat ratio of air, $T^*$ is the temperature at the throat and $c^*$ [m/s] is the characteristic velocity of the gas inside the control volume. Using (1) and (2), it is obtained that

$$\dot{P} = c_1\dot{m}_{in} - c_2PA_t = M - c_2PA_t, \quad (3)$$

where $c_1 = \frac{RT}{V^*}$, $c_2 = \frac{\alpha}{c^*}$ and $M = c_1\dot{m}_{in}$.

**B. Actuator**

A brushless DC motor is used in position controller mode as the actuator, with its driver card and an encoder to measure the position/speed of the rotor. The closed loop actuator
dynamics is approximated as a first order linear system, whose transfer function is given as

\[ W_{act}(s) = \frac{\theta_{mes}(t)}{\theta_{com}(t)} = \frac{1}{\tau_{act} s + 1} \] (4)

where \( \theta_{mes} \) [quadrature] is the measured actual rotational position of the rotor while \( \theta_{com} \) [quadrature] is the commanded rotational position (4000 quadratures (qc) correspond to 1 rotation) and \( \tau_{act} \) is the actuator closed loop time constant.

C. Valve geometry and drive-train elements

The drive-train elements consist of a gear box and a spindle to convert the rotational motion of the motor into the translational motion of a pintle at the throat area (see Fig. 4). The linear position of the pintle determines the throat opening.
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The pintle has one degree of freedom in \( x \) direction and open throat area changes as the pintle moves along the \( x \) axis due to its conical surface. The cross sectional area of the cylindrical part at the back of the pintle is smaller than the fixed throat area, which makes sure that the open throat area \( A_t \) is always larger than zero and protects the system from rapid pressure build up. Below, we provide the valve and the drive train models.
1. Valve Geometry

There exist a nontrival relationship between the movement of the pintle and the minimum throat area, where the choked flow conditions occur, due to their complex geometries [43, 45]. The size and the location of the minimum throat area is hard to estimate analytically due to the fact that location of the choked flow line, where the throat area is minimum, shifts towards the upstream as the pintle moves into the throat [45]. In this study, the size of the open throat area is approximated as the projection of the real area on the vertical surface that is perpendicular to the pintle center line. Movement of the pintle along the $x$ axis reduces the projected throat area by

$$y = y_0 - \tan(\alpha)x,$$

where $y_0$ is the radius of the pintle at cylindrical part and $\alpha$ is the half of the cone angle at the tip of the pintle (see Fig. 4). The projected open throat area is then calculated as

$$A_t = (r_0^2 - y^2)\pi.$$  

2. Drive-Train Elements

A gear box with a reduction ratio of $1 : R_1$ is used to increase the torque output of the actuator. The spindle has an $R_2$ [mm] thread pitch, i.e. one turn of rotation corresponds to $R_2$ [mm] translational motion. Therefore, the relationship between the actuator rotational position, $\theta$ [quadrature], and the linear position of the pintle, $x$ [mm], can be calculated as

$$x = \frac{\theta R_2}{R_1 \times 4000}$$

where 4000 quadratures ($qc$) correspond to 1 rotation.

Using (5-7), it is obtained that

$$A_t = (a_1 + a_2 \theta + a_3 \theta^2)\pi$$

where $a_1 = r_0^2 - y_0^2$, $a_2 = \frac{2y_0\tan(\alpha)R_2}{R_1 \times 4000}$ and $a_3 = -\left(\frac{\tan(\alpha)R_2}{R_1 \times 4000}\right)^2$.

D. Model Enhancements Using Experimental Data

To improve the fidelity of the system model, open loop experimental tests are performed and the obtained experimental data is used to adjust model parameters. Firstly, actua-
FIG. 5: Open loop test results and updated model results of the actuator

The actuator model is updated: Brushless DC motor is commanded to track inputs in the position controller mode and based on the response of the actuator the time constant $\tau_{act}$ in (4) is updated. Experiments also revealed that a considerable amount of time delay exists in the actuator control loop, which is due to the communication and computation lags. After adjusting the time constant and incorporating a time delay, the enhanced actuator model output is compared with the experimental results and the outcomes are presented in Fig. 5 which shows that the updated model has a good agreement with the test data. To improve the system model further, parameters in (3) are considered next: $R$, $T$, $V$ and $c^*$ are available for the test conditions with good accuracy, and therefore the values of these parameters are easily obtained. However mass flow rate ($\dot{m}_{in}$) is not always feasible to measure, especially for relatively small flow rate values. Therefore, the mass flow rate going into the CATS plant is calculated via (3) using steady state pressure values at different operating points and corresponding throat areas. Several values for $\dot{m}_{in}$ at different operating points are plotted in Fig. 6 together with a polynomial fit. At low plant pressure, mass flow rates are nearly constant. However, mass flow rate decreases at higher pressure, because high back pressure overcomes the mechanical force in the pressure regulator and reduces the flow rate. Using the polynomial that is fitted to the data in Fig. 6 (3) is updated as

$$\dot{P} = c_1(c_3P^3 + c_4P^2 + c_5P + c_6) - c_2PA_t.$$  \hspace{1cm} (9)
FIG. 6: $\dot{m}_{in}$ calculated from (3) in tests and curve fitted to the data (9)

FIG. 7: Open loop responses of experimental setup and simulation with initial plant model (3) and updated plant model (9)

Open loop simulation results with the overall updated system model along with experimental results, which are obtained for a range of operating points, are given in Fig. 7. It is noted that the model enhancements can be improved further by making comparisons at several other operating points followed by further tuning of the parameters but it is determined that this level of fidelity is enough for simulation evaluation purposes.
E. Modeling For Controller Design

As explained earlier, the nonlinear model of the CATS developed in the earlier sections is used to evaluate controller alternatives in the simulation environment. To facilitate the controller design, a simpler model is developed following the steps listed below:

- Nonlinear plant model and valve equation in (3) and (8), respectively, are linearized.
- Actuator dynamics are ignored due to small time constants compared to the plant.

Linearizing (3) around an equilibrium point \((P, A_t) = (P_0, A_{t0})\), it is obtained that

\[
\dot{P} = \Delta \dot{P} = (-c_2 A_{t0}) \Delta P - (c_2 P_0) \Delta A_t.
\]  

(10)

where \(\Delta P = P - P_0\) and \(\Delta A_t = A_t - A_{t0}\). Defining \(a_p \equiv -c_2 A_{t0}\) and \(b_p \equiv -c_2 P_0\), (10) can be rewritten as

\[
\Delta \dot{P} = a_p \Delta P + b_p \Delta A_t.
\]  

(11)

The value of \(a_3\) in (8) is much smaller than \(a_1\) and \(a_2\) for meaningful physical parameters, and therefore (8) is approximated as

\[
A_t \approx (a_1 + a_2 \theta) \pi.
\]  

(12)

It is noted that the valve equation (12) is used to convert the required throat area determined by the pressure controller to the required actuator rotational position, which is provided to the actuator/valve control mechanism as a reference (see Fig. 2).

Therefore, together with the actuator time lag, \(\tau\), the system model used to develop the controller is obtained that

\[
W_p(s) = \frac{\Delta P(t)}{\Delta A_{t,\text{com}}(t)} = \frac{b_p e^{-s\tau}}{s - a_p}
\]

(13)

III. CONTROLLER DESIGN

The structure of the closed loop control system of a conventional throttleable ducted rocket is provided in Fig. 2. The outer loop determines the required gas generator (GG) pressure to obtain a desired thrust/speed profile, and the required pressure becomes the reference for the inner loop pressure controller. The pressure controller is the main focus of this paper and will be referred to as “the controller” in the following sections. 4 different
controllers are evaluated both in the simulation environment and in the experimental set-up: Model reference adaptive controller (MRAC), closed loop reference model (CRM) adaptive controller, the delay resistant closed loop reference model (DR-CRM) adaptive controller, which is introduced in this paper, and a PI controller. These controllers are explained below in the given order. It is noted that although MRAC is a very well known controller, its development is also provided here to explain the sequential controller improvement steps starting from MRAC and ending with the DR-CRM adaptive control.

A. Model reference adaptive controller (MRAC)

Consider following plant dynamics

\[ y_p(t) = W_p(s)u(t), \quad W_p(s) = \frac{k_p Z_p(s)}{R_p(s)}, \]  

(14)

where \( y_p \in \mathbb{R} \) and \( u \in \mathbb{R} \) are the measured output and the control input of the system, respectively. \( Z_p(s) \) and \( R_p(s) \) are monic polynomials with orders of \( m \) and \( n \) and \( k_p \in \mathbb{R} \) is the constant gain of the plant. Following assumptions are made for the plant [50]:

- System order \( n \) is known along with the relative degree \( n^* = n - m \).
- Sign of \( k_p \) is known.
- Polynomial \( Z_p(s) \) is Hurwitz.

The reference model, which gives the desired response of the closed loop system, is given as

\[ y_m(t) = W_m(s)r(t), \quad W_m(s) = \frac{k_m Z_m(s)}{R_m(s)}, \]  

(15)

where \( y_m \in \mathbb{R} \) and \( r \in \mathbb{R} \) are the output of the reference model and bounded reference signal, respectively. \( W_m(s) \) is chosen as strictly positive real with relative degree equal to the relative degree of the plant.

State space description of the plant and the signal generators for the output feedback problem with controllable \((\Lambda, b_\lambda)\) pair are given as

\[ \dot{x}_p(t) = A_p x_p(t) + b_p u(t), \quad y_p(t) = h_p^T x_p(t) \]
\[ \dot{\omega}_1(t) = \Lambda \omega_1(t) + b_\lambda u(t) \]
\[ \dot{\omega}_2(t) = \Lambda \omega_2(t) + b_\lambda y_p(t) \]  

(16)
where \( x_p \in \mathbb{R}^n, \omega_1 \in \mathbb{R}^{n-1}, \omega_2 \in \mathbb{R}^{n-1}, A_p \in \mathbb{R}^{n\times n}, b_p \in \mathbb{R}^n, h_p \in \mathbb{R}^n, \Lambda \in \mathbb{R}^{(n-1)\times(n-1)} \) is Hurwitz and \( b_\lambda \in \mathbb{R}^{n-1} \).

It can be shown there exist constant parameters \( \theta_0 \in \mathbb{R}, \theta_1 \in \mathbb{R}^{n-1}, \theta_2 \in \mathbb{R}^{n-1} \) and \( \theta_r \in \mathbb{R} \) such that the controller given as

\[
u(t) = \theta_0 y_p(t) + \theta_1^T \omega_1(t) + \theta_2^T \omega_2(t) + \theta_r r(t)
\]  

satisfies the desired reference model response characteristics [50]. When the plant parameters are unknown, for \( n^* = 1 \), the following adaptation law

\[
\dot{\Theta}(t) = -\Gamma \text{sign}(k_p)e_1(t)\Omega(t)
\]  

where

\[
\Theta(t) = \begin{bmatrix} \theta_0(t) \\ \theta_1(t) \\ \theta_2(t) \\ \theta_r(t) \end{bmatrix}, \quad \Omega(t) = \begin{bmatrix} y_p(t) \\ \omega_1(t) \\ \omega_2(t) \\ r(t) \end{bmatrix},
\]  

\( e_1(t) = y_p(t) - y_m(t) \) is the tracking error, \( \Gamma \in \mathbb{R}^{2n\times 2n} \) is a diagonal matrix with positive elements, stabilizes the closed loop system and ensures that \( e_1 \to 0 \) as \( t \to \infty \) [50].

**B. Closed-loop reference model (CRM) adaptive controller**

The reference model in the classical model reference adaptive control [15] is unaffected by the tracking error. In CRM adaptive controller, however, the tracking error \( e_1(t) = y_p(t) - y_m(t) \) is fed back to the reference model for the purpose of improving the transient dynamics [19]. Consider the following state space representation of the reference model dynamics given in [15]

\[
\dot{x}_m(t) = A_m x_m(t) + b_m r(t), \quad y_m(t) = h_m^T x_m(t),
\]  

where \( A_m \in \mathbb{R}^{n\times n}, b_m \in \mathbb{R}^n \) and \( h_m \in \mathbb{R}^n \). In classical model reference adaptive control, \( A_m, b_m \) and \( h_m \) are chosen such that the transfer function \( h_m^T(sI - A_m)b_m = W_m(s) = k_m Z_m(s) / R_m(s) \) becomes strictly positive real. In CRM adaptive controller, the reference model is modified as

\[
\dot{x}_m(t) = A_m x_m(t) + b_m r(t) + L(y_p(t) - y_m(t)), \quad y_m(t) = h_m^T x_m(t),
\]  

where
where \( L \in \mathbb{R}^n \) is a design parameter vector. The relationship between the reference model output \( y_m \), the reference \( r \) and the tracking error \( e_1 \) then becomes

\[
y_m(t) = W_m(s)r(t) + W_L(s)e_1(t) \tag{22}
\]

where

\[
h_m^T(sI - A_m)L = k_L \frac{Z_L(s)}{R_m(s)} = W_L(s). \tag{23}
\]

Polynomial \( Z_L(s) \) is order of \( n - 1 \). Boundedness of all the signals in the closed loop system along with the convergence of the tracking error as in classical MRAC is valid for the CRM approach, using the same controller structure (17) and the adaptive law (18), as long as \( L \) is chosen such that the transfer function

\[
W_e = \frac{Z_m(s)}{R_m(s) - k_LZ_L(s)} \tag{24}
\]

is strictly positive real (see [36]).

C. Delay resistant closed loop reference model (DR-CRM) adaptive controller

Consider the following plant with an input time delay

\[
y_p(t) = k_p \frac{Z_p(s)}{R_p(s)} u(t - \tau) = W_p(s)u(t - \tau) \tag{25}
\]

where \( y_p \in \mathbb{R} \) is the measured output, \( u \in \mathbb{R} \) is the control signal, \( \tau \) is the known time delay, \( Z_p(s) \) and \( R_p(s) \) are monic coprime polynomials with orders of \( m \) and \( n \), respectively, and \( k_p \in \mathbb{R} \) is the constant gain of the plant. Following assumptions are made for the plant:

- System order \( n \) is known along with the relative degree \( n^* = n - m \).
- Sign of \( k_p \) is known.
- Polynomial \( Z_p(s) \) is Hurwitz.

The reference model dynamics are given with the closed loop reference model structure as

\[
\dot{x}_m(t) = A_m x_m(t) + b_m r(t - \tau) + L(y_p(t) - y_m(t))
\]

\[
y_m(t) = h_m^T x_m(t) \tag{26}
\]
where \( x_m \in \mathbb{R}^n \), \( y_m \in \mathbb{R} \), \( r \in \mathbb{R} \), \( A_m \in \mathbb{R}^{n \times n} \) and \( b_m, L, h_m \in \mathbb{R}^n \). Input-output relationship of the closed loop reference model is given as

\[
y_m(t) = W_m(s)r(t - \tau) + W_L(s)e_1(t)
\]

(27)

where \( e_1 = y_p - y_m \) is the tracking error. The transfer functions describing the closed loop reference model are

\[
h_m^T(sI - A_m)b_m = k_m \frac{Z_m(s)}{R_m(s)} = W_m(s)
\]

\[
h_m^T(sI - A_m)L = k_L \frac{Z_L(s)}{R_m(s)} = W_L(s)
\]

(28)

where \( R_m(s) \) is a monic polynomial with order \( n \) while \( Z_m(s) \) and \( Z_L(s) \) are two monic polynomials with order \( n - 1 \), \( k_m \in \mathbb{R} \) and \( k_L \in \mathbb{R} \) are the gains of the transfer functions.

It is noted that under model matching conditions the tracking error becomes zero, which reduces the reference model (27) to

\[
y_m(t) = W_m(s)r(t - \tau).
\]

(29)

State space description of the plant (25) and the signal generators for the output feedback problem with the controllable \((F, g)\) pair are given as

\[
\dot{x}_p(t) = A_p x_p(t) + b_p u(t - \tau), \quad y_p(t) = h_p^T x(t)
\]

\[
\dot{\omega}_1(t) = F \omega_1(t) + g u(t - \tau)
\]

\[
\dot{\omega}_2(t) = F \omega_2(t) + g y_p(t)
\]

(30)

where \( x_p \in \mathbb{R}^n \) is the state vector, \( \omega_1, \omega_2 \in \mathbb{R}^n \), \( A_p \in \mathbb{R}^{n \times n} \), \( b_p, h_p \in \mathbb{R}^n \), \( F \in \mathbb{R}^{n \times n} \) is Hurwitz and \( g \in \mathbb{R}^n \). It can be shown that there exists constant controller parameters \( \beta_1^* \in \mathbb{R}^n \), \( \beta_2^* \in \mathbb{R}^n \) and \( k^* \in \mathbb{R} \) such that the controller

\[
u(t) = \beta_1^* \tilde{\omega}_1(t) + \beta_2^* \tilde{\omega}_2(t) + k^* r(t)
\]

(31)

where \( \tilde{\omega}_1(t) \triangleq \omega_1(t + \tau), \tilde{\omega}_2(t) \triangleq \omega_2(t + \tau) \) together with the rewritten plant dynamics

\[
\dot{\bar{x}}_p(t) = A_p \bar{x}_p(t) + b_p u(t), \quad \bar{y}_p(t) = h_p^T \bar{x}_p(t)
\]

\[
\dot{\bar{\omega}}_1(t) = F \bar{\omega}_1(t) + g \bar{u}(t)
\]

\[
\dot{\bar{\omega}}_2(t) = F \bar{\omega}_2(t) + g \bar{y}_p(t)
\]

(32)

where \( \bar{x}_p(t) \triangleq x_p(t + \tau) \) and \( \bar{y}_p(t) \triangleq y_p(t + \tau) \), satisfy the model matching conditions [18].
It is shown in [50] that the plant output, $y_p(t)$, can be expressed as a linear combination of $\omega_1(t), \omega_2(t)$ as

$$y_p(t) = c^T \omega_1(t) + d^T \omega_2(t)$$  \hspace{1cm} (33)

where $c, d \in \mathbb{R}^n$. When (33) is substituted into (30), it is obtained that

$$\begin{bmatrix}
\dot{\omega}_1(t) \\
\dot{\omega}_2(t)
\end{bmatrix} = A \begin{bmatrix}
\omega_1(t) \\
\omega_2(t)
\end{bmatrix} + bu(t - \tau),$$ \hspace{1cm} (34)

where $A \in \mathbb{R}^{2n \times 2n}$ and $b \in \mathbb{R}^{2n}$ are given as $A = \begin{bmatrix} F & 0 \\ gc^T & F + gd^T \end{bmatrix}$ and $b = \begin{bmatrix} g \\ 0 \end{bmatrix}$. Non-causal terms in (31) can then be calculated as

$$\begin{bmatrix}
\bar{\omega}_1(t) \\
\bar{\omega}_2(t)
\end{bmatrix} = e^{A \tau} \begin{bmatrix}
\omega_1(t) \\
\omega_2(t)
\end{bmatrix} + \int_{-\tau}^{0} e^{A \eta} bu(t + \eta) d\eta.$$ \hspace{1cm} (35)

When (35) is substituted into (31), the control signal becomes

$$u(t) = \alpha_1^* T \omega_1(t) + \alpha_2^* T \omega_2(t) + \int_{-\tau}^{0} \phi^*(\eta) u(t + \eta) d\eta + k^* r(t)$$ \hspace{1cm} (36)

where $\alpha_{1,2} \in \mathbb{R}^n, \phi^*(\eta) \in \mathbb{R}$ are the corresponding controller parameters which eliminate the non-causality in controller (31) using (35).

In the case of unknown plant parameters, the control input, $u(t)$, can be split into two sub-signals as

$$u(t) = u_1(t) + u_2(t)$$ \hspace{1cm} (37)

where

$$u_1(t) = \alpha_1^* T \omega_1(t) + \alpha_2^* T \omega_2(t) + \int_{-\tau}^{0} \phi^*(\eta) u(t + \eta) d\eta + k^* r(t)$$ \hspace{1cm} (38)

and

$$u_2(t) = \tilde{\alpha}_1(t) \omega_1(t) + \tilde{\alpha}_2(t) \omega_2(t) + \int_{-\tau}^{0} \tilde{\phi}(t, \eta) u(t + \eta) d\eta + \tilde{k}(t) r(t)$$ \hspace{1cm} (39)

where $\tilde{\alpha}_i(t) = \alpha_i(t) - \alpha_i^*$ for $i = 1, 2; \tilde{\phi}(t, \eta) = \phi(t, \eta) - \phi^*(\eta)$ and $\tilde{k}(t) = k(t) - k^*$.

Substituting (37), using (38) and (39), into (30), the closed loop dynamics is obtained as

$$\dot{X}_p(t) = A_{mn} X_p(t) + b_{mn} \begin{bmatrix} \bar{\theta}(t - \tau) w(t - \tau) + \int_{-\tau}^{0} \bar{\phi}(t - \tau, \eta) u(t - \tau + \eta) d\eta + k^* r(t - \tau) \end{bmatrix}$$

$$y_p(t) = h_{mn}^T X_p(t)$$ \hspace{1cm} (40)
where $A_{mn} = \begin{bmatrix} A_p & b_p\beta_1^* & b_p\beta_2^* \\ 0 & F + g\beta_1^* & g\beta_2^* \\ gh_p^T & 0 & F \end{bmatrix}$, 
$b_{mn} = \begin{bmatrix} b_p \\ g \\ 0 \end{bmatrix}$, 
$h_{mn}^T = \begin{bmatrix} h_p^T & 0 & 0 \end{bmatrix}$, 
$X_p(t) = \begin{bmatrix} x_p^T(t) & \omega_1^T(t) & \omega_2^T(t) \end{bmatrix}^T$, 
$w(t) = \begin{bmatrix} \omega_1^T(t) & \omega_2^T(t) & r(t) \end{bmatrix}^T$ and \(\hat{\theta}(t) = \begin{bmatrix} \hat{\alpha}_1(t) & \hat{\alpha}_2(t) & \hat{k}(t) \end{bmatrix} \).

It is noted that when the parameter errors are zero, i.e. \(\hat{\cdot} = 0\), the closed loop dynamics represented by (40) becomes equivalent to that of the reference model dynamics (29), which shows that the system formed by \((A_{mn}, b_{mn}, h_{mn})\) is a non-minimal representation of the reference model:

$$h_{mn}^T(sI - A_{mn})b_{mn} = k_p Z_m(s) = k_p W_m(s).$$

Using (40) and (41), the plant output is obtained as

$$y_p(t) = \frac{k_p}{k_m} W_m(s) \left[ \hat{\theta}(t-\tau)w(t-\tau) + \int_{-\tau}^0 \hat{\phi}(t-\tau,\eta)u(t-\tau+\eta)d\eta + k^*r(t-\tau) \right].$$

Subtracting (27) from (42), it can be obtained as

$$e_1(t) = \frac{k_p}{k_m} W_m(s) \left[ \hat{\theta}(t-\tau)w(t-\tau) + \int_{-\tau}^0 \hat{\phi}(t-\tau,\eta)u(t-\tau+\eta)d\eta \right] - W_L e_1(t).$$

Solving (43), the tracking error can be found as

$$e_1(t) = \frac{k_p Z_m(s)}{R_m(s) - k_L Z_L(s)} \left[ \hat{\theta}(t-\tau)w(t-\tau) + \int_{-\tau}^0 \hat{\phi}(t-\tau,\eta)u(t-\tau+\eta)d\eta \right]$$

where \(\frac{Z_m(s)}{R_m(s) - k_L Z_L(s)} = W_e(s)\) has sufficient degrees of freedom, in terms of the design parameter vector $L$, to be determined as a SPR transfer function (see Section III B).

The closed loop reference model in (26) can be rewritten as,

$$\begin{align*}
\dot{x}_{mn}(t) &= A_{mn}x_{mn}(t) + b_{mn}k^*r(t-\tau) + GL(y_p(t) - y_m(t)) \\
y_m(t) &= h_{mn}^T x_{mn}(t)
\end{align*}$$

for $x_{mn} = \begin{bmatrix} x_p^T(t) & \omega_1^T(t) & \omega_2^T(t) \end{bmatrix}^T$ where $x_p^*(t)$, $\omega_1^*(t)$ and $\omega_2^*(t)$ are the signals in the reference model, corresponding to the signals $x_p(t)$, $\omega_1(t)$ and $\omega_2(t)$ in the closed loop dynamics, respectively. $G \in \mathbb{R}^{m \times n}$ is the constant matrix to transform $x_m$ to the controllable subspace in $x_{mn}$ (see 36). Error dynamics, $e(t) = X_p(t) - x_{mn}(t)$, in non-minimal form, is found by subtracting (45) from (40) as

$$\begin{align*}
\dot{e}(t) &= A_e e(t) + b_{mn} \left[ \hat{\theta}(t-\tau)w(t-\tau) + \int_{-\tau}^0 \hat{\phi}(t-\tau,\eta)u(t-\tau+\eta)d\eta \right] \\
e_1(t) &= h_{mn}^T e(t)
\end{align*}$$
where
\[ A_e = A_{mn} - GLh_{mn}^T. \] (47)

It can be shown \[ \text{[18]} \], utilizing the error dynamics (46), that the controller (37)-(39), along with the adaptation laws given as
\[
\dot{\hat{\theta}}(t) = \dot{\hat{\theta}}(t) = -\text{sign}(k_p)\Gamma_{\theta}e_1(t)\omega(t - \tau) \\
\dot{\hat{\phi}}(t, \eta) = \dot{\hat{\phi}}(t) = -\text{sign}(k_p)\Gamma_{\phi}e_1(t)u(t - \tau + \eta) - \tau \leq \eta \leq 0
\] (48)
stabilizes the closed loop system as long as \( L \) is chosen to ensure that \( W_e(s) \) is SPR. Furthermore, tracking error \( e_1(t) \) converges to zero. \( \Gamma_{\theta} \in \mathbb{R}^{(2n+1) \times (2n+1)} \) is a diagonal matrix with positive elements and \( \Gamma_{\phi} \in \mathbb{R}^+ \).

D. Proportional-integral controller (PI)

A proportional-integral controller is designed for the plant dynamics given in (14). The controller transfer function is given by
\[ G_{PI}(s) = K_p(1 + \frac{1}{T_i s}) \] (49)
where scalar controller parameters \( K_p \) and \( T_i \) are selected to make the closed loop dynamics provide a similar response with the reference model (15) used for MRAC. Frequency response plots of the reference model and the compensated system are provided in Fig. 8.

E. Implementation Enhancements

The implementation of the adaptive controllers requires some modifications to address the issues that were not taken into consideration during the initial design but arise in real experimental tests. Below we explain these experimental requirements and how they are addressed.

1. Disturbance rejection

The goal of the model reference adaptive control designs presented in Sections IIIA, IIIB, IIIC is to force the plant output follow the reference model output while keeping all the
FIG. 8: Comparison of the Bode plots of the compensated closed loop system with
the designed PI controller and the reference model

system signals bounded. The disturbances, on the other hand, are not explicitly taken into
account. In throttleable ducted rocket propulsion systems, the solid propellant in the gas
generator contains metallic particles (see Fig. [1]), which can cause deposition or ablation at
the throat between the gas generator and the ram combustor, which acts like an additive
disturbance on the effective throat area. Therefore, it is important to incorporate distur-
bance rejection capabilities into the gas generator pressure controller. Since the plant model
[13] developed for the controller design is first order, the disturbance rejection modification
explained below utilizes a scalar plant model, which simplifies the process.

Consider the plant

\[ y_p(t) = a_p y_p(t) + b_p (u(t) + d_0) \]  

(50)
where $y_p$ is the system output, $d_0$ is the unknown constant disturbance, $u$ is the plant input and $a_p$ and $b_p$ are the plant parameters. An additional adaptive controller parameter, $\theta_3(t)$, is introduced to the controller structure for MRAC and CRM adaptive controller, which results in the following control signal

$$u(t) = \theta_0(t)y_p(t) + \theta_r(t)r(t) + \theta_3(t) \quad (51)$$

where $\theta_0$, $\theta_r$ and $\theta_3$ are the adaptive control parameters to be determined and $r$ is a bounded reference signal. The adaptation laws for the controller parameters are given as

$$\dot{\Theta}(t) = -\text{sign}(b_p)\Gamma e_1(t)\Omega(t) \quad (52)$$

where $\Theta^T(t) = \begin{bmatrix} \theta_0(t) & \theta_r(t) & \theta_3(t) \end{bmatrix}$, $\Omega^T = \begin{bmatrix} y_p(t) & r(t) & 1 \end{bmatrix}$, $\Gamma > 0$ is the diagonal adaptation rate matrix and $e_1$ is the tracking error given by $e_1 = y_p - y_m$. The reference model for the MRAC is appointed as

$$\dot{y}_m(t) = a_my_m(t) + b_m r(t), \quad (53)$$

and the reference model for CRM adaptive controller is selected as,

$$\dot{y}_m(t) = a_my_m(t) + b_m r(t) + l(y_p(t) - y_m(t)), \quad (54)$$

where $a_m, b_m, l \in \mathbb{R}$, $a_m = -b_m$ for unity DC gain and $a_m < 0$ and $l > 0$. It is noted that for a first order plant, choosing $l > 0$ satisfies the stability conditions.

Similarly, DR-CRM adaptive control signal is modified as

$$u(t) = \alpha_y(t)y_p(t) + \int_{t-\tau}^{t} \lambda(t, \eta)u(t + \eta)d\eta + k(t)r(t) + \theta_3(t). \quad (55)$$

The adaptive laws for the controller parameters $\alpha_y, \lambda, k, \theta_3 \in \mathbb{R}$ are given as

$$\dot{\theta}(t) = -\text{sign}(b_p)\Gamma \theta e_1(t)\omega(t - \tau)$$

$$\frac{\partial \lambda}{\partial t}(t, \eta) = -\text{sign}(b_p)\gamma \lambda e_1(t)u(t + \eta - \tau) \quad -\tau \leq \eta \leq 0 \quad (56)$$

where $\theta^T(t) = \begin{bmatrix} \alpha_y(t) & k(t) & \theta_3(t) \end{bmatrix}$, $\omega^T(t) = \begin{bmatrix} y_p(t) & r(t) & 1 \end{bmatrix}$, $\Gamma > 0$ and $\gamma \lambda \in \mathbb{R^+}$ are adaptation rate constants.

The reference model for the DR-CRM adaptive controller is determined as

$$\dot{y}_m(t) = a_my_m(t) + b_m r(t - \tau) + l(y_p(t) - y_m(t)), \quad (57)$$

where $a_m, b_m, l \in \mathbb{R}$, $a_m = -b_m$ for unity DC gain and $a_m < 0$ and $l > 0$. 
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2. Robustness

The design of the DR-CRM adaptive controller presented in Section III C portrayed an idealized case, where the delay free part of the plant dynamics are assumed to be linear and time-invariant with unknown but constant parameters. Furthermore, the measurements are assumed to be perfect. However, it is known that in reality, no plant is truly linear or finite dimensional. Parameters may vary with time and operating conditions, and measurements are always contaminated with noise. The plant model used for the controller design is always an approximation of reality. Therefore, we need a robustfying modification against possible parameter drifts in adaptive controller parameters, due to these non-ideal situations. One common remedy utilized to prevent parameter drift is the projection algorithm [51], which is explained below.

Consider a controller parameter vector \( \Theta(t) \in \mathbb{R}^k \). The upper bound on the controller parameter vector norm \( ||\Theta|| \), to activate the projection modification is defined as \( \Theta_{\text{max}} \in \mathbb{R}^+ \). A continuous and differentiable convex function \( f: \mathbb{R}^k \rightarrow \mathbb{R} \) is introduced as

\[
f(\Theta) = \frac{||\Theta||^2 - \Theta_{\text{max}}^2}{\epsilon \Theta_{\text{max}}} \tag{58}
\]

where \( \epsilon > 0 \) is a constant which defines the projection tolerance region where \( ||\Theta|| \leq \Theta_{\text{max}}(\sqrt{1 + \epsilon}) \) forms a hard bound on the parameter norm. The projection operator, Proj : \( \mathbb{R}^k \times \mathbb{R}^k \rightarrow \mathbb{R}^k \), is described as

\[
\text{Proj}(\Theta, y) \triangleq \begin{cases}
  y - \frac{\nabla f(\Theta)(\nabla f(\Theta))^T}{||\nabla f(\Theta)||^2}y f(\Theta), & \text{if } ||\Theta|| > \Theta_{\text{max}} \land y^T \nabla f(\Theta) > 0 \\
y, & \text{otherwise}
\end{cases} \tag{59}
\]

where \( y \in \mathbb{R}^k \), \( \nabla f(\Theta) \in \mathbb{R}^k \) is the gradient vector of \( f \), evaluated at \( \Theta \).

The adaptive control law is then modified as

\[
\dot{\Theta} = \text{Proj}(\Theta, -\text{sign}(k_p)\Gamma e_1 \Omega) \tag{60}
\]

where \( \Gamma \in \mathbb{R}^{k \times k} \) is a diagonal matrix with positive elements, \( e_1 \in \mathbb{R} \) is the tracking error, \( \Omega \in \mathbb{R}^k \) is the regressor vector containing system signals. It can be shown that with the adaptive law (60) utilizing projection, the parameter drift is prevented [51].

Although we observed in the experiments that the introduction of the projection algorithm prevents parameter drift, there are no well defined procedures to determine the upper
bound $\Theta_{\text{max}}$ on the controller parameter vector $\Theta$. One method is to calculate this bound using the worst case uncertainty case. Another method is to conduct several experiments without projection and observe the variation of controller parameters, which can help define a reasonable upper bound. A third approach is setting initial values for the controller parameters that would satisfy the matching conditions for the nominal plant dynamics and then determining the upper bound for the parameters as a certain percentage higher than these initial values. In our experiments, we utilized the second method.

3. Digital implementation of the integral term in DR-CRM adaptive controller

For computer implementation purposes, the finite integral term in (55) is approximated as,

$$
\int_{-\tau}^{0} \lambda(t, \eta)u(t + \eta)d\eta = \sum_{i=1}^{m} \lambda_i(t)u(t - idt) = \bar{\lambda}^T(t)\bar{u}(t)
$$

(61)

where $dt = 50$ ms is the sampling interval of the implemented software, $\tau = 300$ ms is the time delay and $m = \frac{\tau}{dt} = 6$. $\bar{\lambda} \in \mathbb{R}^m$ is the vector containing parameters $\bar{\lambda}^T(t) = [\lambda_1(t) ... \lambda_m(t)]$ and $\bar{u} \in \mathbb{R}^m$ is the delayed input vector $\bar{u}^T(t) = [u(t - dt) ... u(t - mdt)]$.

Adaptation law (56) is updated as

$$
\dot{\bar{\theta}}(t) = -\text{sign}(b_p)\bar{\Gamma}_{\bar{\theta}} e_1(t)\bar{\omega}(t)
$$

(62)

where

$$
\bar{\theta}(t) = \begin{bmatrix}
\alpha_y(t) \\
\lambda_1(t) \\
\vdots \\
\lambda_m(t) \\
k(t) \\
\theta_3(t)
\end{bmatrix}, \quad
\bar{\omega}(t) = \begin{bmatrix}
y_p(t) \\
u(t - dt) \\
\vdots \\
u(t - mdt) \\
r(t) \\
1
\end{bmatrix}
$$

(63)

and $\bar{\Gamma}_{\bar{\theta}} > 0$ is a diagonal adaptation rate matrix.

4. Initialization of the controller parameters

One way to initialize the adaptive controller is to use initial values that would satisfy model matching for the nominal plant dynamics. However, in MRAC and CRM adaptive
controller designs, initial parameters $\theta_0(0)$ and $\theta_r(0)$ had to be lowered to obtain the best performance since the presence of the time delay prevents exact model matching due to the lack of exact delay compensation terms. On the other hand, the initial parameters for DR-CRM adaptive controller are set to satisfy the model matching conditions for the nominal plant dynamics. Initial parameter $\theta_3(0)$ is selected zero for all adaptive controllers.

5. **Selecting the design parameters for MRAC**

Adaptation rate for a particular parameter $\theta_i$ in MRAC is chosen according to the empirical formula [52]

$$\bar{\Gamma}_{ii} = \frac{|\theta^*_i|}{3\tau_m(\bar{r})^2}$$  \hspace{1cm} (64)

where $\theta^*_i$ is the ideal value of the controller parameter, $\tau_m$ is the smallest time constant of the reference model and $\bar{r}$ is the maximum possible amplitude of the reference signal which is equal to the amplitude of the operating range. Since the ideal controller parameters, $\theta^*_i$, are assumed to be unknown, nominal values calculated using the matching conditions are used instead.

Adaptation rates obtained from (64) are calculated for the worst case scenario which is usually valid at the beginning of the operation when the tracking error and the system states are of the same order of magnitude with the reference signal. Moreover, the calculation (64) requires the estimation of the ideal control parameters. Due to these approximations, we include a fine-tuning matrix $W$ for MRAC to fine-tune the adaptation rates as $\bar{\Gamma}_W = \bar{\Gamma}W$ where

$$W = \begin{bmatrix} p_1 & 0 & 0 \\ 0 & p_2 & 0 \\ 0 & 0 & p_3 \end{bmatrix}$$  \hspace{1cm} (65)

and adjustable constants $p_{1,2,3}$ are used for the fine-tuning process. It was experienced during simulations that selection of $p_1 = p_2 = 1$ and $p_3 > 1$ provide faster and more robust system response.
6. Selecting the design parameters for CRM and DR-CRM adaptive controllers

CRM gain, \( \ell \), helps suppress the oscillations in the case of high adaptation rates. However, a numerically large \( \ell \) can cause so-called “peak phenomena” in non-zero initial tracking error \[53\]. Therefore, a procedure to determine the optimum value of the CRM gain and adaptation rates is needed to reduce the time and effort spent for the controller tuning. Below steps, inspired from \[19\], are followed separately for CRM and DR-CRM adaptive controllers:

1. Find the adaptation rates using (64) and define the adaptation rate vector, \( \bar{\gamma} \).
2. Find the norm of the adaptation rate vector, \( ||\bar{\gamma}|| \).
3. Define the CRM gain, \( \ell \), equal to \( ||\bar{\gamma}|| \).
4. Increase \( \ell \) and \( \bar{\gamma} \) together by keeping \( \ell = ||\bar{\gamma}|| \) until a desired tracking performance is obtained in numerical simulations.

The same adaptation rate, \( \gamma_{\lambda} \), which is determined through simulations, is chosen for each \( \lambda \) since they have same order of magnitude.

F. Step by step controller design procedure

A clear, step by step procedure is provided below to facilitate the adaptive controller design.

Step 1: Determine the reference model dynamics by choosing appropriate \( (A_m, b_m, h_m) \) for the performance specifications of the closed loop system. \( (A_m, b_m, h_m) \) should form a strictly positive real (SPR) transfer function for MRAC.

Step 2: Signals \( \omega_{1,2}(t) \) in (16) and (30) are generated by choosing \( (F, g) \) and \( (\Lambda, b_\Lambda) \) so that they form controllable pairs. Since these signals operate like state observers, eigenvalues of the matrices \( F \) and \( \Lambda \) should be faster than the reference model dynamics. For a first order plant, these signals are not required.

Step 3: Set the initial conditions of the controller parameters using Section \[III \ E \ 4\].
Step 4: Find the adaptation rates and CRM gain, $\ell$, using Section III E 5-III E 6. CRM gain should be selected such that $W_e(s)$ in (24) is an SPR transfer function for both CRM and DR-CRM adaptive controllers.

Step 5: Tune the parameters $\gamma_\lambda$ and $p_3$ in (63) and (65) using numerical simulations and then fine-tune again during experiments.

Step 6: Integrate the projection algorithm provided in (60) to the adaptation laws.

All of the adaptive controllers considered in this paper requires minimal amounts of computational resources and memory. DR-CRM, having the highest number of terms in the control signal, for example, needs only 256 bytes of memory for data storage. It has 116 operations per cycle, which corresponds to around 2320 floating point operations per second (flops). See the Appendix for detailed memory requirement and computational load calculations.

IV. SIMULATIONS

Simulation results employing the full nonlinear model, which is developed in Section II, are presented in this section. All the parameters defining the controller (initial conditions of the controller parameters, adaptation rates, CRM gain, $(F, g)$ and $(\Lambda, b_{\Lambda})$ pairs) are obtained using Section III F. Reference model is chosen to satisfy the performance specifications listed in Table I. The controller gains of the PI controller is designed so that the closed loop system provide a similar response with the reference model, as explained in Section III D.

| TABLE I: Specifications of chosen reference model |
|-----------------------------------------------|
| Steady state error | Rise time | Settling time (5 %) | Maximum overshoot |
| 0 % | 0.6 sec | 1.5 sec | 10 % |

Firstly, performance of MRAC is compared with the PI controller. Then, MRAC, CRM adaptive controller and DR-CRM adaptive controller are comparatively evaluated, where demanding tracking tasks are utilized to reveal the performance differences between these controllers. Numerical simulations are carried out using Matlab with a sampling interval of 50 ms.
A. MRAC vs. PI controller

In Fig. 9, simulation results are given demonstrating the performances of MRAC and the PI controller. It is noted that although the PI controller and MRAC show very similar performances around the normalized nominal pressure, between 0.6 and 0.8, the closed loop system with the PI controller presents an oscillatory response for higher pressure operating conditions and a slow response for lower pressures. On the other hand, MRAC can adapt itself to changing operating conditions and provides a more consistent performance across operating points.

B. Comparative evaluation of adaptive controllers

The promise of CRM and delay compensation modifications for the conventional MRAC controller is that they provide higher performance without causing excessive oscillations. To demonstrate the difference that these modifications can make, more demanding reference trajectories, compared to those of the case presented in Fig. 9, are used for the reference tracking tests. Also, time constant of the reference model, $\tau_m$, is halved to obtain a fast response. Adaptation rates of MRAC are updated using (64) and a new $p_3$, employed in
is obtained empirically. The results of these simulations are given in Fig. 10:

**FIG. 10:** Reference tracking of MRAC, CRM adaptive control and DR-CRM adaptive control in simulations.

MRAC, CRM adaptive controller and DR-CRM adaptive controller provide similar performances for small variations in the pressure demand but MRAC response becomes os-
oscillatory once the demanded variation is increased by 3 times. Although CRM adaptive controller provides a considerably more damped response compared to MRAC, the best response is obtained for the case where DR-CRM adaptive controller is employed. Figure 11 shows that DR-CRM controller provides the smoothest control input. In Fig. 12 adaptive control parameters are shown where MRAC parameters hit the projection boundary and stays within the projection tolerance limits.

V. EXPERIMENTS

The experimental results are obtained using a cold air test setup (CATS), which is designed and manufactured by Roketsan Missiles Inc. (See Fig. 3 for a schematic of the overall system and Fig. 13 for the real experimental system). The pressure chamber in CATS has two ports, which are called the inlet port and the exit port. The inlet port is connected to a nitrogen gas source of 230 bars through a pressure regulator. The pressure regulator ensures safe test conditions by adjusting the inflow pressure. There is a solenoid between the pressure chamber and the pressure regulator to stop the flow in case of emergencies. Outlet port of the pressure chamber has a shape of a nozzle whose effective throat area is continuously altered during the operation by the actuator and valve mechanism. An EC-max 30,
60 Watt, 24 Volt brushless direct current motor (Maxon Motor Company ®) with a EPOS2 70/10 driver is used as the actuator. Output shaft of the motor is connected to a gear box and a spindle, respectively. Other side of the spindle is connected to a conical pintle which is located such that its linear position determines the effective throat area at the outlet of the pressure chamber (see Fig. 4). There is a pressure transducer inside the pressure chamber, which provides real time pressure data to the controller. A slave Compact Rio computer (National Instrument ®), running LabVIEW software, is used to collect data from the pressure transducer, run the pressure controller cycles to calculate the necessary effective throat area and send this data to the actuator driver which is responsible for controlling the actuator position. The communication between the slave Compact Rio computer and the actuator driver card is through NI 9881 card using a CAN bus protocol. Pressure transducer
FIG. 14: Schematic of the CATS hardware and data communication.

is connected to the data acquisition card (NI 9203) that is also connected to the Compact Rio. All the algorithms for data acquisition, pressure controller calculations, data sending and corresponding communication phases are prepared in the master computer prior to the experiments using LabVIEW and the code is embedded to the slave Compact Rio computer through ethernet connection. Communication between the master and slave computers is realized with FIFO: First-In-First-Output methodology. Master computer monitors the experiment in real time and is able to intervene in the experimental process in case of a safety hazard. The solenoid located in between the pressure chamber and the pressure regulator is controlled by the master computer through the digital card NI 9478. A detailed schematic of the hardware and data communication are given in Fig. 14.

The same scenarios used for the simulations are employed for the experimental tests. First, better performance of MRAC over the PI controller is demonstrated by performing experiments at three different operation points with the same controller gains and parameters used in the simulations. Then, a comparative evaluation showing the advantage of DR-CRM adaptive controller over other adaptive controllers are presented. Finally, an experiment is conducted for a larger period of time to show the effectiveness of the projection algorithm. All the numbers in the figures are normalized.
FIG. 15: Test results of PI controller and MRAC for three different operating conditions. The adaptation rates used for these experiments are the same as the ones used in simulations.

A. MRAC vs. PI controller

Test results are given in Fig. 15. PI controller shows acceptable performance at the nominal operating point, the linearized model of which was used for the controller design. However, as the operating point deviates from the nominal design conditions, advantage of the adaptive controller, which provides consistent transient performance at different operating conditions, is observed.

B. Comparative evaluation of adaptive controllers

To demonstrate the performance differences between the adaptive controllers, a more challenging reference signal, compared to that of the previous subsection, is used and time constant of the reference model, $\tau_m$, is halved. Same controller design parameters are used as in the simulations.

Experiment results are given in Fig. 16-18 exhibiting similar trends with the simulations with CRM and DR-CRM adaptive controller having slightly more damped responses. DR-CRM adaptive controller is able handle the demanding operation conditions in the ex-
FIG. 16: Reference tracking of MRAC, CRM adaptive control and DR-CRM adaptive control in experiments.

FIG. 17: Evolution of control inputs of MRAC, CRM adaptive control and DR-CRM adaptive control in experiments.

experiments and provides a reasonable performance. CRM adaptive controller, damping most of the oscillations as intended, results in undesired high amplitude overshoots. MRAC’s response is similar to that of the other two adaptive controllers for small pressure deviation demands but becomes oscillatory for larger deviations in the reference signal. DR-CRM
adaptive controller has the smoothest controller input, exhibited in Fig. 17. Fig. 18 shows that the controller parameters of MRAC hit the projection boundary, but then prevented to grow further.

Effect of the projection algorithm can be observed more clearly in the experiments that are conducted for longer times. Fig. 19 presents the evolution of the norm of the MRAC controller parameters in a longer test whose tracking curve is depicted in Fig. 20. Controller parameters tend to increase due to non-ideal situations such as unmodeled dynamics, disturbances and noise, but the projection algorithm keeps them within a predefined bound.

VI. SUMMARY AND FUTURE WORK

The pressure control of gas generators in ducted rockets are addressed in this paper. To solve this control problem, which includes time delays, uncertainties and nonlinear dynamics, a delay resistant closed loop reference model (DR-CRM) adaptive controller is proposed. The controller merges the benefits of two different approaches: The first approach is the adaptive posicast controller (APC) which compensates the time delay by making use of positively forecasted output of the plant. The second approach is the closed-loop reference model (CRM) modification, which damps the high frequency oscillations due to high adaptive

FIG. 18: Controller parameters of MRAC, CRM adaptive control and DR-CRM adaptive control in experiments and projection boundary
learning rates by altering the reference model structure with tracking error feedback.

DR-CRM adaptive controller is tested using a cold air test setup (CATS) which is utilized as a test bed for throttleable ducted rocket development. A detailed nonlinear mathematical model of the CATS is presented. Model reference adaptive control (MRAC) and CRM adaptive control along with a proportional integral (PI) controller are also designed for a comparative evaluation with the proposed controller. Implementation enhancements are pre-
sented to ensure the robustness of the controllers against non-ideal experimental conditions. A step by step controller design procedure is also provided.

Performances of all controllers are evaluated in simulations and experiments, and similar conclusions were drawn for both cases. MRAC clearly demonstrates its advantage over constant gain PI controller. More demanding conditions reveal the advantage of DR-CRM adaptive controller over CRM adaptive controller and MRAC. Effect of the projection algorithm to ensure the boundedness of the controller parameters are also shown in the experiments.

The results of this research showed that combining different control approaches is effective in addressing complex control problems such as gas generator pressure control. As a future work, the authors plan to continue this research with experimental studies on real gas generators and continue to improve/modify the proposed approach according to possibly new implementation requirements. These requirements may include time-varying or uncertain time delays, the need for discrete domain design due to non-ideal sampling or different kind of disturbances that require more sophisticated disturbance rejection methods.
Appendix: Memory requirement and computational load of the implementation of the DR-CRM adaptive controller

Input time delay is observed to be 300 ms on the average, whereas sampling interval of the controller cycle is chosen as 50 ms, which adds 6 controller parameters, $\lambda_i$, and 6 states, $u(t - mdt)$, to the controller structure (see (63)). There are 9 states overall, 9 controller parameters, 9 multiplication results, which adds up to 1 controller signal. We need 9 terms to define adaptation laws, 4 terms to define reference model ($a_m, b_m, \ell$ and $y_m$), 1 tracking error term and 9 adaptation rate terms. In addition, we need 13 terms for the projection algorithm ($\Theta_{max}, \epsilon, ||\Theta||, f$ and $\nabla f$). Overall, we have 64 float variables that needs 256 bytes of memory space.

9 multiplication and 8 summation operations are needed to define the controller signal. There exist 18 multiplications in the adaptive law calculations and 9 summation operations are required to update the controller parameters. In addition, 4 summation and 3 multiplication operations are needed to be employed to form the reference model output and the tracking error. Furthermore, in the projection algorithm, there are 2 comparison and 1 logical operations, 18 summation and 43 multiplication operations along with a square root operator. In total, 116 floating point operations are conducted per controller cycle that runs with a sampling rate of 50 ms, which results in 2320 floating point operations per second (FLOPS).
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