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Abstract — NaI(Tl) scintillators can detect thermal neutrons with surprising efficiency, even in the presence of ambient gamma radiation. This is due to a peculiarity of the $^{127}$I level scheme. De-excitation cascades following neutron captures in $^{127}$I, a main constituent of NaI with quite large neutron capture cross-section, unexpectedly often involve the 167.4 keV state of $^{127}$I with 175 ns half-life, which feeds another isomeric level at 137.8 keV having a half-life of 845 ns. The 29.5 keV transition between both levels, as well as the subsequent de-excitation sequence to ground state comprising 137.8 keV sum energy, are almost certainly absorbed in the crystal. Signals including three scintillation pulses within few microseconds, the first one caused by a prompt part of the cascade, the second and third one disclosing 30 keV and 138 keV energy depositions and characteristic delays, are clearly related with such neutron captures. Double-pulse sequences comprising only the primary pulse and a delayed 138 keV signal are also distinctive but more prone to load-dependent background by random pulse pileups. The paper demonstrates neutron detection with a $\varnothing 2'' \times 2''$ NaI(Tl) scintillation detector by finding and analyzing such double- and triple-pulse sequences in digitized detector signals. It quantifies effect and background rates as a function of the detector load ranging up to 30 kcps. Complementary measurements with a $^6$Li co-doped $\varnothing 2'' \times 2''$ NaI(Tl) (NAIL™) scintillator allow relating the neutron detection yield by delayed-coincidence counting with the $^6$Li capture rate in the same crystal, and thus to evaluate prospects and limits of this technique.

Index Terms — Scintillator, neutron detector, gamma detector, gamma spectroscopy, digital signal processing.

I. MOTIVATION

Neutron detection is a standard task in many fields of research, industry, and administration. Among other areas, neutron detectors are needed for basic research as nuclear or solid-state physics, for monitoring of radiation fields at nuclear reactors, accelerators, medical facilities or in the environment, and for searching suspect radiation sources in nuclear safeguards or homeland security applications. Here, an enhanced rate of neutron detections indicates Special Nuclear Materials (SNM) comprising fissile nuclides and traces of isotopes undergoing spontaneous fission. This signature is of great value for an unambiguous identification of SNM and a desirable supplement to the gamma-ray spectrum that finally discloses the nuclide vector. Handheld or backpack radiation detection systems for homeland security applications are therefore expected to not only provide gamma-ray spectroscopy for radionuclide identification, but at best also means for detecting (few) neutrons in the presence of (strong) ambient gamma radiation [1] [2].

Until the emerging shortage of worldwide $^3$He reserves and a subsequent $^3$He price explosion around 2008, neutron detection in nuclear safeguards and security had been based essentially on $^3$He tubes embedded in moderating materials [3]. The “Helium-3 crisis”, however, combined with corresponding funding programs, triggered the development of alternative technologies [4]. BF$_3$-filled or boron-lined proportional counters and $^6$LiF-ZnS-coated plastic fibers or panels became reasonable alternatives for the large $^3$He tubes used so far in radiation portal monitors [5]. Another line of research pushed the development of scintillator materials providing pulse-shape discrimination (PSD) capabilities and reasonable energy resolution for gamma-ray spectroscopy but comprising lithium or boron, preferably enriched or separated $^6$Li or $^{10}$B, as constituent or dopant. These so-called “neutron-gamma scintillators” can detect thermal neutrons via neutron capture reactions in $^6$Li or $^{10}$B generating pairs of energetic heavy ions, namely tritons and alpha particles or alpha particles and $^7$Li recoils with sum energies of 4.78 MeV or 2.31 to 2.79 MeV, respectively [6], which are stopped in the crystal. The corresponding scintillations are distinguished from gamma ray (i.e., electron) signals by means of pulse-shape discrimination. The large thermal-neutron capture cross-sections of $^6$Li (940 b) or $^{10}$B (3,840 b) [6] warrant high neutron absorption probabilities and thus high neutron detection efficiencies even at low concentrations, e.g., around 1 at%, of the corresponding isotope in the scintillation crystal. Prominent examples of such materials are Cs$_2$LiYCl$_6$(Ce) (CLYC) [7] [8], Cs$_2$LiLaBr$_6$(Ce) (CLLB) [9], and $^6$Li-codoped NaI(Tl) (NAIL™) [10].

Neutron-gamma scintillators seem just tailored for an application in Handheld Radionuclide Identification Devices (RIDs) or Backpack Radiation Detection Systems (BRDs). They allow combining gamma-ray spectroscopy and efficient
neutron counting in a single detector, which reduces complexity, size, and weight of an instrument if compared with systems comprising a separate neutron sensor. They are, however, also much more expensive than sodium iodide scintillators of comparable size. Finally the market of RIDs and BRDs is still dominated by instruments based on common NaI(Tl). It is therefore useful to ask whether or not NaI(Tl) detectors could also provide at least some neutron sensitivity.

This is by far not a new idea. It has been well known that \(^{127}\text{I}\), the only stable isotope of iodine and a main constituent of sodium iodide, is distinguished by a quite large thermal-neutron capture cross-section of 6.2 b [11]. This means the neutron capture rate in \(^{127}\text{I}\) of a common NaI crystal is roughly comparable with the capture rate in the \(^{6}\text{Li}\) replacing about 1% of the sodium in a NaI\(^{\text{TM}}\) crystal of the same size. However, a neutron capture in \(^{127}\text{I}\) generates a cascade of gamma rays (and, maybe, conversion electrons) with a sum energy corresponding to the neutron separation energy of \(^{128}\text{I}\), about 6.83 MeV [12], but no charged particle. This excludes pulse-shape discrimination as a means for separating neutron from gamma-ray detections and raises the question how to distinguish between the neutron-capture and the ambient gamma rays.

So far, this challenge has been tackled in two ways. A first method, named Neutron Capture Detector (NCD) and proposed more than ten years ago [13] [14], rests upon the fact that common radioactive sources quite rarely emit gamma quanta of an energy above 2.614 keV. Detector signals indicating an energy deposition between \(\approx 3\) MeV and an upper limit close to the neutron separation energy \(S_n(\text{I}^{128})\) can therefore be attributed to neutron captures in \(^{127}\text{I}\). Disturbing background, which is essentially due to cosmic radiation, must be monitored and considered (for instance by extending the range of spectrometry far above \(S_n\) and using the high-energy range for background normalization) or eliminated by other means [13] [15].

A second method, discussed by Yakushev et al. in 2017 [16], exploits delayed coincidences of consecutive signals in a single NaI(Tl) crystal. As known from previous work by Sakharov et al. [17], gamma-ray cascades following neutron capture in \(^{127}\text{I}\) sometimes involve the 137.8 keV state in \(^{128}\text{I}\), which has a long half-life of 845 ns and decays to ground state via sequential emission of low-energy gamma rays or conversion electrons [18]. Those are almost certainly absorbed within the NaI crystal and generate a signal of about 138 keV sum energy, following the prompt part of the cascade with a characteristic delay. Yakushev et al. searched time-stamped list-mode data, acquired with a \(\Theta 2.5°\times2.5°\) NaI(Tl) detector exposed to ambient radiation in a laboratory, for couples of consecutive pulses with delays in the microsecond range. They found the expected 845 ns decay component with a delayed signal in the energy range around 138 keV and related this component to the ambient thermal neutron flux. The method failed, however, in gamma radiation fields causing random delayed coincidences between gamma-ray signals that finally cover the neutron signature. One obvious reason was the independent handling of prompt and delayed signals combined with the 1.8 \(\mu\)s trigger hold-off [16], which reduced the rate of detectible delayed signals with respect to the original rate at the given 845 ns half-life by a factor of 4.5.

Recently, Target Systemelektronik initiated research to enhance Yakushev’s technique and to finally implement it in RIDs as Target’s F500\(^{\text{TM}}\) (equivalent with Teledyne FLIR’s identiFINDER® R440\(^{\text{TM}}\)) or BRDs as Target’s F900\(^{\text{TM}}\) (equivalent with Teledyne FLIR’s identiFINDER® R700\(^{\text{TM}}\)). The initial goal was a distinct reduction of the minimum time distance (delay) between pulses that still can be resolved and processed individually. The chosen approach of decomposing piled-up pulse sequences into their constituents, instead of considering only well-separated signals, should increase the fraction of detectible delayed (double) coincidences and thus the neutron detection yield. The analysis of experimental data, however, triggered the discovery of another, complementary approach promising a better rejection of random coincidences at higher detector loads. We observed that data taken at a neutron source comprised a substantial fraction of triple-pulse pileups with second and a third pulse components corresponding to energy depositions around 30 keV and 138 keV, respectively. These characteristic sequences disappeared in the presence of only gamma radiation. An obvious interpretation was a decay involving two long-lived states. As a matter of fact, gamma-ray cascades following neutron capture in \(^{127}\text{I}\) sometimes involve not only the 137.8 keV (845 ns) state of \(^{128}\text{I}\) but also a second isomeric level of 175 ns half-life at 167.4 keV, which feeds the 137.8 keV state with a strongly converted 29.5 keV transition [17] [18]. Corresponding detector signals often comprise an initial pulse reflecting the prompt part of the cascade in addition to the signal components generated by the delayed decays. A triple-pulse sequence with energy depositions around 30 keV and 138 keV for the second and the third component, respectively, and time delays in accordance with the half-lives of the isomeric states, is a clear and distinctive signature of a neutron capture in \(^{127}\text{I}\). Because of the finite light decay time of NaI(Tl) scintillators, around 230 ns for the principal light component at room temperature [19], the first and the second signal components are mostly, the second and the third components are often piled up. Pileup analysis and decomposition (instead of pileup rejection) is obviously the key for finding the delayed triple-coincidence events related with neutron captures in the digitized detector signals.

1. [https://target-sg.com/r500.html](https://target-sg.com/r500.html)
2. [https://www.flir.com/products/identifinder-r440/](https://www.flir.com/products/identifinder-r440/)
3. [https://target-sg.com/r900.html](https://target-sg.com/r900.html)
4. [https://www.flir.com/products/identifinder-r700/](https://www.flir.com/products/identifinder-r700/)
Once an analysis providing separate time stamps and energy depositions for piled-up signal components is implemented, the delayed triple-coincidence technique can be used in parallel with a delayed double-coincidence analysis enhancing Yakushev’s idea by the inclusion of piled-up pulse sequences. Both methods are valuable complements to the NCD approach mentioned above. As long as a NaI(Tl) spectrometer deploys fast, direct detector current digitization with suitable resolution, and digital signal processing, all these techniques can be realized with dedicated signal and spectrum processing algorithms. They can be implemented by soft- and firmware extensions, without increasing the hardware expense. An evaluation of the neutron detection performance achievable in that way, including a comparison with state-of-the-art neutron-gamma scintillators, is obviously interesting and useful.

II. OBJECTIVES OF THIS WORK

The paper demonstrates that neutron detection with common NaI(Tl) detectors based on Yakushev’s delayed coincidence method [16] can be effectively improved by decomposing piled-up signals into their constituents instead of considering only non-overlapping pulse pairs. It also introduces and substantiates a complementary method based on delayed triple coincidences, distinguished by higher selectivity and better robustness against external gamma load. Neutron detection yields and effect-to-background ratios achievable with these techniques are quantified for a $\Theta 2'' \times 2''$ NaI(Tl) operated in mixed neutron and gamma radiation fields up to detector loads of 30 kcps, and compared with the performance of a $\Theta 2'' \times 2''$ $^6$Li-codoped NaI(Tl) detector.

III. EQUIPMENT AND METHODS

A. Instrumentation, setup, and data acquisition

A first set of measurements was performed with a Target F500 comprising a $\Theta 2'' \times 2''$ NaI(Tl) scintillator read out with a Hamamatsu R10601 photomultiplier tube (PMT). A second set of measurements was accomplished with a Teledyne FLIR identiFINDER® R440 equipped with a $\Theta 2'' \times 2''$ $^6$Li co-doped NaI(Tl) crystal (NAIL™) by Saint Gobain Crystals3, also coupled with a Hamamatsu R10601. Both instruments are commercial handheld Radionuclide Identification Devices (RIDs) with identical electronics sampling the PMT anode current directly with 14 bit resolution at a rate of 250 MS/s. They were operated with a modified firmware by Target Systemelektronik that allowed raw-data transfer of sampled signals via USB to a PC.

For a measurement the corresponding RID was fixed near a $^{252}$Cf neutron source sitting in a polyethylene enclosure (Figure 1). Additional gamma sources were placed close to the RID to increase the detector load. Before starting raw-data acquisition, the actual count rate was determined and adjusted to the planned level by varying the distance of the extra gamma sources to the detector. Once the detector load was in the target range, the collection of raw-data signals was started.

The data acquisition was controlled by a MATLAB script running on a PC connected to the RID via USB interface. Raw data were stored on a file server in consecutive event records, each comprising 4k of 14 bit samples corresponding to a 16 $\mu$s time range. A record starts about 615 samples (2.46 $\mu$s) ahead of the event trigger. An exemplary raw-data event is shown in Figure 2.

B. Signal Processing and Detection of Delayed Coincidences

All pulse processing and data analysis was performed offline by means of Python scripts.

First, the baseline of each raw-data event was shifted to zero by using the pre-trigger part of the signal as baseline reference. The leading and the main parts of the signal were then integrated to measure the corresponding pulse charges $A_{lead}$ and $A_0$. The integration range comprised 160 ns for the lead charge and 3.6 $\mu$s for the main charge, starting 24 ns

\footnote{3 https://www.crystals.saint-gobain.com/products/nai-sodium-iodide-tilithium}
ahead of the actual trigger point, respectively.

The signal was then searched for delayed pulse components by successive stripping. A reference pulse, determined from the same measurement by summing up baseline-corrected signals passing rough amplitude and pileup rejection filters, was normalized to yield the same lead charge as the actual signal (Figure 3). The normalized signal was stripped of the first pulse, and the resulting residuum was searched for a possible next trigger, starting at the sample following the actual lead integration range. The algorithm is impervious to a trigger within the lead integration range. The minimum time distance $\Delta t_{\text{min}}$ between sub-pulses that can be detected and resolved by the stripping procedure is therefore about 160 ns.

If yet another trigger was found, the main charge of the actual signal was corrected for the delayed contribution(s) obtained by integrating the residuum till the end of the actual main integration range. This yields a more precise main pulse charges and (after calibration) energy values than an integration of the normalized mean pulse, as the normalization considers only the photoelectron statistics comprised in the lead charge which means a larger statistical uncertainty. Finally, the residuum was taken as the actual signal, and the stripping was repeated until no further trigger was found.

![Figure 3](image)

Figure 3. Illustration of the stripping procedure for an exemplary event: A mean pulse is normalized to the leading part of and then subtracted from the signal. The normalization range is shaded. The residuum is searched for a next trigger. Once a trigger is found, the stripping procedure is repeated for the residuum. Pulse 1 and Pulse 2 denote the signal components (normalized mean pulses) found in the exemplary event.

The result is a list of $M$ trigger points $t_i$ and sub-pulse charges $A_i$ per event, where $i$ denotes the sub-pulse index in and $M$ the multiplicity of the corresponding event. The sub-pulse charges $A_i$ were translated to energy depositions $E_i$ assuming a linear scaling between pulse charge and energy. The calibration was obtained from a reference measurement with a $^{137}\text{Cs}$ source, where the 662 keV photopeak position was determined in a histogram of the primary pulse charge $A_1$. Note that $A_1$ equals $A_0$ if no further trigger (i.e., sub-pulse) is found in the main integration range of the primary signal.

All events were then searched for delayed sub-pulses ($i \geq 2$) corresponding to energy depositions between 15 and 60 keV (30 keV sub-pulses) or between 110 and 180 keV (138 keV sub-pulses). Events comprising a 30 keV sub-pulse followed by a 138 keV sub-pulse or comprising a 138 keV sub-pulse but no preceding 30 keV sub-pulse were considered as delayed triple-coincidence (D3C) or delayed double-coincidence (D2C) events, respectively.

Exemplary pulse decompositions disclosing D3C events are shown in Figure 4. The middle picture points to a challenge: 30 keV energy deposited in a NaI(Tl) scintillator generate just 300-360 photoelectrons in an attached PMT with standard bialkali photocathode yielding 10-12 photoelectrons per keV [20], statistically distributed in time [21]. The small signal is hard to find if it piles up with an (often much larger) primary signal. A low trigger threshold increases the sensitivity to D3C events but also the probability of false sub-pulse detections by random threshold crossings. Those may happen in the tail of every signal because of statistical fluctuations reflecting the random process of photoelectron generation over time.

![Figure 4](image)

Figure 4. Exemplary pileup decomposition results yielding delayed triple-coincidence (D3C) sequences with delayed 30 keV and 138 keV sub-pulses. The upper panel shows a rare case of well separated components. Mostly, the second sub-pulse piles up with the first one and is hard to detect because of the low photoelectron number produced with an energy deposition of only 30 keV (middle panel). Sometimes all three sub-pulses overlap (lower panel).

C. Identification of $^6\text{Li}$ Neutron Captures in NaIL™

Data measured with the NaIL™ detector were also searched for neutron captures in $^6\text{Li}$. In addition to the signal processing described above, a pulse shape parameter PSD denoting the ratio of lead to main pulse charge of the primary signal component was computed for every event. Figure 5 shows a plot of this parameter versus the energy deposition $E_i$ corresponding to the primary signal component. Signals due to
neutron captures in $^6$Li were separated from gamma-ray signals by a rectangular cut as indicated in the figure.

Figure 5. Plot of a pulse shape parameter $PSD$ versus the energy deposition $E_1$ corresponding to the primary signal component for a measurement with the NaI(Tl) detector exposed to moderated neutrons of the $^{252}$Cf source and additional gamma rays from a $^{232}$Th source generating an overall detector load of 3.3 kcps. A rectangular cut selects the $^6$Li neutron-capture events.

D. Monitoring of High-Energetic Neutron-Capture Signals

For a comparison of different neutron detection modes, the high-energetic gamma-ray events indicating neutron captures according to the NCD principle were also monitored. Figure 6 exhibits energy spectra measured with the NaI(Tl) detector in the presence of gamma rays and neutrons from a $^{252}$Cf source, or only gamma rays from a $^{232}$Th source, at equal detector loads of 1.1 kcps. NCD “neutron” events were selected by a cut in the energy deposition $E_1$ of the primary signal component. The chosen limits, 3.5 to 8 MeV, maintain a safe distance from the 2,614 keV line of $^{208}$Tl comprised in the $^{232}$Th decay chain, and the maximum energy deposition of gamma rays following neutron capture in $^{127}$I, which equals the neutron separation energy of $^{128}$I.

The contribution of neutron-related events in the NCD window exceeds the background measured without neutron source by far, which confirms the usability of these counts as neutron indicator.

E. Simulation of delayed coincidence signals

Sets of signals comprising a prompt component and one or two of the delayed transitions in $^{128}$I were simulated to estimate the efficiency of D2C and D3C detection with the given signal processing algorithm.

A simulated delayed triple-coincidence event consists of a prompt component, a second signal of 30 keV with a random delay reflecting 175 ns half-life, and a third signal of 138 keV delayed in accordance with a 845 ns half-life. A simulated delayed double-coincidence event consists of the primary component and a second signal of 138 keV with a random delay according to 845 ns half-life. The energy deposition assumed for the prompt component is randomly chosen from a uniform distribution between 10 and 3,500 keV.

The simulation of the detector responses to a distinct, immediate energy deposition in the crystal followed the model described in reference [21]. It comprised

(i) The statistical generation of photoelectrons with a given yield per keV (phe/keV),

(ii) The random temporal distribution of the individual photoelectrons according to a rise time of 14 ns and decay components of 0.23 $\mu$s and 1.0 $\mu$s contributing 97% and 3% to the overall light emission of the scintillator, respectively.

(iii) The Poisson branching process of the photoelectrons at the first dynodes [22].

(iv) The convolution of the dynode electron bunches, considering the PMT gain and the distribution of the transit time spread.

The overall digitized signal was modeled as the superposition of responses to the distinct signal components, complemented with reasonable delta- and step-noise contributions in accordance with the noise level found in measured signals, convolved with the analog pre-sampling filter response of the RID electronics, and downscaled to the sampling resolution of the ADC used. Integral or differential nonlinearities of the ADC have not been considered.

The simulations were performed with a MATLAB script generating pulse records in raw-data format. These records were analyzed with the same Python scripts as used for the analysis of experimental data.
Examples of simulated triple-pulse sequences are shown in Figure 7. The graphs once more illustrate the challenge of finding a 30 keV sub-pulse in the statistically blurred tail of a larger primary signal.

![Graphs showing exemplary delayed triple-pulse sequences simulated for a photoelectron yield of 10 phe/MeV. In the first case (upper panel), the 30 keV component was recognized by the signal processing algorithm. In the second case (lower panel), the algorithm missed it and the signal was interpreted as delayed double coincidence (D2C).](Image)

Figure 7. Exemplary delayed triple-pulse sequences simulated for a photoelectron yield of 10 phe/MeV. In the first case (upper panel), the 30 keV component was recognized by the signal processing algorithm. In the second case (lower panel), the algorithm missed it and the signal was interpreted as delayed double coincidence (D2C).

IV. RESULTS

A. Delayed Double and Triple Coincidences

Figure 8 presents a scatter plot of the energy deposition $E_2$ comprised in the second signal component versus the time difference (delay) $t_{21} = t_2 - t_1$ between the second and the primary signal components. The data were taken with the $^{138}I$ NaI(Tl) detector exposed to the $^{252}Cf$ neutron source.

The plot shows a crest at $E_2 \approx 150$ keV with fading intensity towards rising $t_{21}$ in accordance with a half-life around 1 $\mu$s. Delayed coincidence events as observed by Yakushev et al. [16] should appear as a ridge around $E_2 \approx 138$ keV. The shift towards larger energies is caused by the scintillator’s nonproportional light yield. Depending on doping level and integration time, NaI(Tl) crystals exhibit a light excess of 5-10% in the 20-150 keV range [23]. Hence, a light pulse in the wake of 138 keV energy deposition could appear as $\approx 150$ keV signal if a linear energy calibration with 662 keV reference is used.

The graph exhibits a second, less pronounced, and shorter ridge around 30 keV. It turned out to comprise essentially triple-pulse events with the third component reflecting energy depositions around 138 keV. Both structures disappear in the absence of neutrons (Figure 9). The observations suggested that corresponding events represent detector responses to the prompt part, to a first delayed (~30 keV) transition, and to a second delayed transition, namely the known de-excitation of the 137.8 keV level to ground state, which are part of the same gamma-ray cascade following neutron capture in $^{127}I$. Indeed, older [17] as well as more recent data published for the of $^{128}I$.

![Graphs showing energy deposition $E_2$ assigned to the second signal component versus the delay $t_{21}$ between the primary and the second signal components, plotted for all events of multiplicity $M \geq 2$ in Runs 024 and 025. The data were measured with the $^{138}I$ NaI(Tl) scintillator, exposed to a $^{252}Cf$ neutron source, at a detector load of 1.1 kcps.](Image)

Figure 8. Energy deposition $E_2$ assigned to the second signal component versus the delay $t_{21}$ between the primary and the second signal components, plotted for all events of multiplicity $M \geq 2$ in Run 024. The data were measured with the $^{138}I$ NaI(Tl) scintillator, exposed to the $^{252}Cf$ neutron source, at a detector load of 1.1 kcps. Note the absence of the 138 keV and 30 keV ridges.

![Graphs showing energy deposition $E_2$ assigned to the second signal component versus the delay $t_{21}$ between the primary and the second signal components, plotted for all events of multiplicity $M \geq 2$ in Run 025. The data were measured with the $^{138}I$ NaI(Tl) scintillator, exposed to a $^{252}Th$ source, at a detector load of 1.1 kcps.](Image)

Figure 9. Energy deposition $E_2$ assigned to the second signal component versus delay $t_{21}$ between the primary and the second signal components, plotted for all events of multiplicity $M \geq 2$ in Run 025. The data were measured with the $^{138}I$ NaI(Tl) scintillator, exposed to a $^{252}Th$ source, at a detector load of 1.1 kcps. Note the absence of the 138 keV and 30 keV ridges.

level scheme [18] match with this interpretation: There is a 167.4 keV state of 175 ns half-life which decays to the 137.8 keV state via an (almost) completely converted 29.5 keV transition. The corresponding energy is surely absorbed within the NaI crystal. The 137.8 keV level is, however, fed from other, promptly decaying states as well. Delayed double-coincidence events could therefore originate from cascades feeding this level promptly after neutron capture, or from cascades involving both isomeric states but generating detector signals with an unresolvable 30 keV component.
The 2d distribution of the energy depositions $E_2$ and $E_3$, corresponding to the second and the third sub-pulses of events with a multiplicity $M$ of at least 3, shows that most triple-pulse sequences fit with the picture of consecutive 30 keV and 138 keV transitions (Figure 10). The figure visualizes the energy window used to select D3C events for further analyses. In addition, the energy deposition comprised in the primary pulse component was limited to $E_1 < 2$ MeV. This cut had only little effect on the rate of identified D3C events but reduced the random background.

As a next step, the time delays $t_{21} = t_2 - t_1$, $t_{32} = t_3 - t_2$, and $t_{31} = t_3 - t_1$ were determined for all D3C events from the trigger points $t_k$ provided by the signal processing algorithm for the respective signal components. Delay time distributions obtained for the NaI(Tl) detector exposed to the energy depositions, plotted for all events of Run_024 with a multiplicity $M \geq 3$. The data were measured with the $^{222}$Rn NaI(Tl) scintillator, exposed to the $^{252}$Cf neutron source, at a detector load of 1.1 kcps.

Figure 10 compares the $t_{32}$ distribution of delayed triple coincidences (D3C events) with the $t_{21}$ distribution of delayed double coincidences (D2C events) extracted from the same measurement. Both delays result from the decay of the 137.8 keV state. The slightly increased half-life from the D2C data fit may indicate the admixture of unresolved triple events: If a 30 keV transition occurred, the corresponding delay adds to the delay of the subsequent 138 keV signal. The $t_{31}$ distribution in Figure 11 illustrates this effect of delayed level feeding. If the 30 keV component is missed by the pulse processing, either because of a pulse onset falling in the lead integration range (cf. Section III.B), or because of a signal vanishing in the tail of the primary signal (cf. Figure 4, Figure 7), the unresolved triple signal appears as D2C event with increased delay $t_{31}$ of the 138 keV sub-pulse.

![Figure 10](image)

Figure 10. Energy depositions $E_2$ and $E_3$ assigned to the 2nd and 3rd signal components, respectively, plotted for all events of Run_024 with a multiplicity $M \geq 3$. The data were measured with the $^{222}$Rn NaI(Tl) scintillator, exposed to the $^{252}$Cf neutron source, at a detector load of 1.1 kcps.

![Figure 11](image)

Figure 11. Delay time distributions of the delayed triple-coincidence events comprised in Run_024: $t_{21}$, $t_{31}$, and $t_{32}$ denote time delays between 2nd and 1st, 3rd and 1st, and 3rd and 2nd signal components, respectively (cf. Figure 4). Fits with an exponential and constant background nicely reproduce the expected half-lives of isomeric levels in $^{129}$I.

![Figure 12](image)

Figure 12. Delay time distributions assigned to the 138 keV decay in the D2C and D3C events of Run_024. Fits with an exponential and constant background are compatible with the 845 ns half-life of the 137.8 keV state in $^{129}$I.

The background in the delay time distributions is caused by random pulse pileups. The probability $dP$ that a pileup pulse appears after the primary pulse in an interval $dt$ at time $t$ is $dP = r \cdot e^{-rt} dt$, where $r$ denotes the mean detection rate [24]. It is evident that (1) the pileup probability and thus the random background increases with $r$, and (2) the assumption of a constant background is reasonable, as long as $rt \ll 1$. The range for background fitting comprises about 10 $\mu$s (Figures 11-12), which translates to $r \ll 100$kcps. Fit functions with an exponential background reflecting the actual event rate are obviously more appropriate if the detector load reaches or exceeds the 10 kcps level.
For practical applications the number of neutron counts, i.e., the number of (true) delayed double- and triple-coincidences comprised in a dataset, must be quantified. This has been done in two different ways:

(i) Time cuts in \( t_{21} \) or in \( t_{21} \) and \( t_{32} \) were applied for all detected D2C or D3C events, respectively. Events passing these filters, named D2T or D3T events, were counted to yield plain numbers \( N_{D2T} \) and \( N_{D3T} \), respectively.

(ii) The time distributions \( t_{21} \) or \( t_{32} \) corresponding to the 138 keV transition of D2C or D3C events, respectively, were fitted with a function \( f(t) = A \cdot e^{-\lambda t} + B \), where \( \lambda_{138} = 0.820 \mu s^{-1} \) means the decay constant yielding a half-life of 0.845 \( \mu s \). Effect and background counts were then derived by integrating the exponential and the background parts of the fit function in the time range 0 to \( T \), which results in \( N_{nm} = \frac{A}{\lambda_{138}} (1 - e^{-\lambda T}) \) and \( N_{bm} = BT \). The indices \( m \in (2, 3) \) denote D2C or D3C events, respectively.

Method (ii) provides separate measures for the true double- or triple-event rates and for the random background, but it requires reasonable statistics in the time distributions to allow reliable fits. It is the method of choice for continuous neutron monitoring. If, however, few neutron counts must trigger an alarm at the shortest possible time scale, the plain counting method (i) is the only alternative. In this case it is important to find a tradeoff between effect count rate and background contribution. Having this in mind, the upper limits \( T \) were chosen to yield \( \lambda T = 3 \), which means 0.76 \( \mu s \) for \( t_{21} \) of D3C events (\( \lambda = \lambda_{138} = 3.96 \mu s^{-1} \)), and 3.66 \( \mu s \) for \( t_{21} \) of D2C and \( t_{32} \) of D3C events (\( \lambda = \lambda_{138} \)). This value provides for reasonable effect-to-background ratios at the expense of a minor efficiency loss: The corresponding time interval contains about 95 % of the decay contribution but reduces the background by 40 % if compared with \( \lambda T = 5 \) comprising 99% of the overall effect. For reasons of comparability, this upper limit was chosen for method (ii) as well. The lower limits for the time cuts applied in method (i) were set to 0.15 \( \mu s \). This value is a bit smaller than the minimum detectible pulse delay \( \Delta t_{\text{min}} \) mentioned in Section III.B but rejects some events where fluctuations in the primary pulse tail cause immediate sub-pulse triggers.

B. Trigger Threshold and Detection Efficiencies

The probability to identify a delayed 30 keV signal in the tail of a primary pulse, and thus the efficiency of detecting delayed triple coincidences, depends on the trigger threshold. Figures 8-9 already disclosed a “noise” bump at small delays \( t_{21} \) and low energies \( E_2 \). Each wrong trigger caused by a statistical signal fluctuation disables the trigger search for \( \Delta t_{\text{min}} \approx 160 \) ns (Section III.B) and prevents finding a true signal during this time. This reduces the D3C detection efficiency at low trigger threshold settings. A higher threshold, however, might already cut off 30 keV signals.

This effect was studied by analyzing simulated sets of delayed triple-coincidence signals (Section III.E). Figure 13 shows an exemplary analysis of 25,600 triple signals modeled with a photoelectron yield of 10 phe/keV. The line graphs represent fractions of the processed signals that were identified as D3T and D2T events, respectively, and the sum of both fractions, as a function of the trigger threshold setting. In accordance with the analysis of experimental data, only events with a primary energy deposition below 2 MeV were considered. The fraction of identified D3T events reaches about 30 % at optimum trigger threshold. Obviously, the 30 keV sub-pulse is not found in a considerable fraction of all triple signals. Those are identified as D2C events if the subsequent 138 keV sub-pulse is correctly identified. At higher trigger threshold, the D2T fraction almost reaches the theoretical limit given by the minimum detectible sub-pulse delay (chain-dotted line). The maximum possible D3T fraction is missed even at optimum trigger threshold. The sum of both D2T and D3T fractions suggests a noticeable rise of the stripping algorithm’s dead time for trigger levels below 150, which is however far above the optimum for D3T detection.
Figure 14 presents a similar analysis of signals measured with the NaI(Tl) detector at the neutron source. The signal processing was executed for different trigger level settings, and the numbers $N_{D2T}$ and $N_{D3T}$ of detected D2T and D3T events as well as their sum was plotted versus the threshold. The modeled curves of Figure 13 were adapted to this plot by (1) scaling the trigger threshold axis in accordance with the (slightly different) energy calibration factors of simulation and measurement, and (2) scaling the height of the simulated D3T efficiency curve to the measured $N_{D3T}$ values. The congruence of simulated and measured D3T curves is striking. In simulations, the corresponding shape depends a bit on the photoelectron yield assumed, but the best agreement is in fact achieved with 10 phe/keV, which is a reasonable value for PMT with standard bialkali photocathode. This provides confidence in the corresponding prediction of D2T counts representing misinterpreted triple-coincidence signals, obtained by scaling the D2T fraction of Figure 13 with the same factors as the D3T curve. A comparison with the measured values suggests that about 1,300 of the 2,000 to 2,100 D2T events registered at optimum trigger settings for D2T detection are due to delayed triple coincidences. This means that about 2 of 3 gamma-ray cascades involving the 137.8 keV (845 ns) state also comprise the 30 keV transition feeding this level from the isomeric 167.4 keV (175 ns) state.

C. Measured Neutron Detection Yields

Measurements performed with the $\varnothing 2\times 2\text{" NaI}^{\text{TM}}$ detector and with the common NaI(Tl) detector of the same size, each one exposed to gamma rays and neutrons or to gamma rays only, respectively, were analyzed to evaluate the neutron detection performance achievable with the different techniques. The trigger threshold for signal processing was set to 120. This is not far from the optimum for delayed triple-coincidence counting but ensures an increased D2T detection efficiency at an acceptable loss of D3T events (cf. Figure 14). Numbers of delayed double or triple coincidences and random background contributions were determined as described in Section A above. In addition, $^6$Li neutron-capture events and high-energetic neutron capture signals were counted as exemplified in Sections III.D-III.C. All numbers $N_x$ were then translated to count rates $r_x = r_{evt} \cdot \frac{N_x}{N_{evt}}$ by relating them to the actual detector load $r_{evt}$, measured under identical conditions in normal RID mode (Section III.A), and to the overall number of events $N_{evt}$ analyzed offline. This approach bypasses the problem of determining precise system dead and live times for data acquisition in raw-data mode.

The results are compiled in Table I. Standard deviations stated there were derived from variances of the fit parameters. The table confirms the intuitive presumption that delayed triple-coincidence counting provides a lower rate of neutron detections but a better suppression of random background than delayed double-coincidence counting. For the latter, the background fraction rises from about 10% at 1.1 kcps detector load (Run 24, Run 25) to more than 50% at the (still moderate) load of 3.3 kcps (Run 21, Run 22). On the other hand, the sum of D2T and D3T count rates achieved with the NaI(Tl) detector are of the same order of magnitude (though by far not as high) as the $^6$Li capture rate measured with NaI$^{\text{TM}}$. If the rate $r_{n_{92}}$ of high-energy capture-gamma events is included, the overall, background-corrected detection rate of $^{127}$I neutron captures reaches about 17 cps (Run 024), which is almost half of the $^6$Li capture rate measured in Run_021.

D. Load Dependence of Random Background Contributions

The higher the detector load, the higher is the probability of random pulse pileups. Those contaminate rates and time distributions of delayed double- and triple-coincidence events. A set of measurements, taken at constant neutron flux but rising gamma load generated by supplementary $^{137}$Cs and $^{232}$Th, was analyzed to quantify this effect. The analysis was performed in the same way as in Section C.

Figure 15 shows the load dependence of the D2T and D3T count rates $r_{D2T}$ and $r_{D3T}$ together with effect (r$_{n_2}$ and r$_{n_3}$) and the combined effect plus background rates ($r_{n_2} + r_{b_2}$ and $r_{n_3} + r_{b_3}$) derived from fits of the delay time distributions comprising the background and an exponential related with the 138 keV (845 ns) transition. The D2T count rate rises immediately at detector loads above 1 kcps and multiplies tenfold around 10 kcps. This behavior is well reproduced by the sum of effect and background rates $r_{n_2} + r_{b_2}$. The corresponding effect rate $r_{n_2}$ indicates that fitting of the delay

| TABLE I |
| --- |
| COMPARISON OF NEUTRON COUNT RATES AND RANDOM BACKGROUND OBTAINED WITH A NaI$^{\text{TM}}$ AND A COMMON NaI(Tl) DETECTOR |
| Quantity | Acronym | Unit | $\varnothing 2\times 2\text{" NaI}^{\text{TM}}$ | $\varnothing 2\times 2\text{" NaI(Tl)}$ |
| Sources | $r_{evt}$ | kcps | Run_21 | $^{256}\text{Cf}^{, 232}\text{Th}$ | Run_22 | $^{137}\text{Cs}^{, 232}\text{Th}$ | Run_24 | $^{256}\text{Cf}$ | Run_25 | $^{232}\text{Th}$ |
| Detector load | $N_{evt}$ | 10$^4$ | 3.3 | 3.3 | 3.3 | 1.1 | 1.1 |
| Events | $N_{n_{92}}$ | 10$^4$ | 3.840 | 0.256 | 3.840 | 3.840 |
| NCD count rate | $r_{n_{92}}$ | cps | 7.48 | 0.28 | 9.54 | 0.18 |
| D2T count rate | $r_{D2T}$ | cps | 9.87 | 5.79 | 6.27 | 0.62 |
| D3T count rate | $r_{D3T}$ | cps | 1.31 | 0.08 | 1.51 | 0.01 |
| $^6$Li(n,e) rate | $r_{n_{92}}$ | cps | 38.66 | 0.01 | 0.01 | 0.00 |
| D2C fit | $r_{n_{92}}$ | cps | 4.96 ± 0.10 | 1.01 ± 0.25 | 5.90 ± 0.09 | 0.01 ± 0.01 |
| Effect + bckg. | $r_{n_{92}} + r_{b_2}$ | cps | 10.35 ± 0.52 | 6.04 ± 1.51 | 6.63 ± 0.12 | 0.66 ± 0.06 |
| D3C fit | $r_{n_{93}}$ | cps | 1.34 ± 0.03 | -0.03 ± 0.03 | 1.65 ± 0.02 | 0.00 ± 0.00 |
| Effect + bckg. | $r_{n_{92}} + r_{b_3}$ | cps | 1.43 ± 0.05 | 0.08 ± 0.20 | 1.67 ± 0.03 | 0.01 ± 0.01 |
time distribution eliminates random pileups quite well for loads up to 3-4 kcps.

The D3T count rate starts deviating from the expected constant level above 5 kcps. Here, the fit method provides reliable effect rates up to at least 15 kcps. Even at 30 kcps the difference to the expected value (chain-dotted line) is within two standard deviations. This confirms that the delayed triple-coincidence method is more robust against disturbing gamma background than the delayed double-coincidence technique.

Figure 16 provides another view by showing the random background fractions comprised in the D2T and D3T count rates as a function of the detector load. The chain-dotted lines mark background levels of 1 %, 10 %, and 50 %, respectively. The latter can be seen as reasonable upper limit and is reached around 3-4 kcps or 15-20 kcps for the delayed double- and triple-coincidence techniques, respectively.

Both figures include a comparison with the effect and background rates achievable with the method introduced by Yakushev et al. [16]. The corresponding effect counts were emulated by integrating the fitted exponentials $A \cdot e^{-\lambda_{137}t}$ of the individual runs from $t_0 = 1.8 \mu$s (the trigger hold-off specified in [16]) to $t_1 = t_0 + T$ instead of 0 to $T$ while keeping $AT = 3$ for the length of the integration interval (cf. Section A). The obtained effect rate of 1.3 cps is lower than that of the true triple-coincidence events (1.6 cps) detected with the D3T counting technique, while the background rate is the same as for D2T counting. This results in an unsatisfactory background fraction already at detector loads as low as 1 kcps (Figure 16). An effective reconstruction of piled-up signal components is obviously mandatory for using delayed coincidences to measure neutrons in real applications.

E. Energy spectra of Primary Signal Components

Energy spectra related with the prompt signal components of delayed double- or triple-coincidence events are presented and compared with the corresponding single-event spectrum in Figure 17. The graph reveals the upper energy limit of 2 MeV introduced for the D2C and D3C event analysis (Section A) and evidences the minor efficiency loss associated with this cut. It also discloses a clear line structure in the $E_1$ spectrum of the delayed-coincidence events below 500 keV.

Figure 18 shows an expanded view of this range. The gamma lines marked in the spectrum of D2T events are in reasonable correspondence with the strongest feeding transitions of the 137.8 keV state as given by Sakharov et al. [17] (markers in the figure), if the light excess caused by the nonproportionality of NaI(Tl) scintillators is taken into account. The peak at 30 keV can be explained by neutron-capture events where the prompt part of the cascade is missed by the detector, while a delayed 30 keV transition feeding the 137.8 keV level generates the first sub-pulse.

The 167.4 state is, according to [17], basically fed from 376 keV ($4^{-}$) by subsequent 142 keV and (partially converted) 67 keV transitions with a sum energy of 209 keV. As one of the gamma rays may pass the detector without interaction, this feeding chain provides an explanation for the three dominant peaks in the spectrum associated with D3T events. These transitions might also contribute to the peak structure formed by D2T events. If the 30 keV transition is missed by the pulse processing algorithm, its energy contributes to the integral representing the prompt pulse component. Corresponding counts would contribute to the D2T spectrum but would be shifted by 30 keV. By chance, the resulting energies are close to that of transition promptly feeding the 137.8 keV level.

Independent of a physical interpretation, the distinct, almost isolated lines related with delayed-coincidence events provide means for further background reduction. Energy windows in $E_1$ comprising these peaks could be applied to reject events with primary energies rarely appearing in D2T or D3T events. This would add further and quite sharp selection criteria for an unambiguous identification of gamma-ray cascades following neutron capture in $^{127}$I.

V. DISCUSSION

The results highlight the potential of NaI(Tl) detectors for detecting thermal neutrons even in the presence of ambient
prompt signal component open a wide parameter space to find the best tradeoff between neutron detection efficiency and background rejection.

(ii) Instruments for security applications with (optional) neutron detection capabilities are required to generate neutron alarms within few seconds in response to dynamic changes of low-intensity neutron fields. To be compliant with the corresponding standards [1] [2], the alarming must be based on a few single neutron counts even if efficient, state-of-the-art neutron detectors are used. This constraint requires plain counting instead of spectrum fitting if delayed-coincidence techniques are to be applied. The numbers in Table 1 demonstrate the advantage of NaI(Tl) detectors in this case. Nevertheless the neutron sensitivity achievable with common NaI(Tl) differs only gradually but not by an order of magnitude, if the available techniques – NCD principle, delayed double- and triple-coincidence methods – are combined.

To our opinion, NaI(Tl)-based instruments with limited neutron detection capabilities are useful even if they do not fully comply with the neutron-alarming requirements for RIDS or BRDs with optional neutron detector. The drawback concerns basically the time needed to trigger a neutron alarm. However, statistics and thus the information about effect and background contributions improve with the measuring time. In case of a gamma alarm, the neutron sensitivity could be used to verify or deny the presence of neutrons in parallel to the gamma spectrum acquisition, which would add more confidence for the classification of suspect sources.

The event rates measured with the NaI(L)™ detector allow estimating the fraction of neutron-capture gamma cascades involving either one or both long-lived states in $^{128}$I. Table 1 states D2C and D3C effect rates (fit results) of 4.96 and 1.34 cps, respectively. About 2/3 of all counted D2C events are due to triple events with a missed 30 keV sub-pulse (Section IV.B), which leaves a true D2C rate of 1.65 cps. Simulations predict trigger efficiencies of 60% and 25% for true double and triple events at a trigger threshold scaled to that used for the data analysis (Figures 13-14). This yields true double and triple rates of 2.76 and 5.36, summing to 8.12 cps. The measured $^{6}$Li capture rate was 38.7 cps in this measurement (Table 1). It is equivalent with the true $^{6}$Li capture rate as the corresponding detection efficiency is close to 100%. The true neutron-capture rate in $^{127}$I can be estimated by multiplying this number with the ratio of the neutron-capture cross sections, scaled with the relative occurrence of the nuclides in the crystal. If we suppose a $^{6}$Li concentration of 1 at% in the NaI(L)™ crystal as suggested by Yang et al. [10], we obtain $38.7 \text{cps} \times \frac{6.2}{(0.01 \times 940)} = 25.5 \text{cps}$. This means about one third (8.12 / 25.5) of all neutron capture events in $^{127}$I generate gamma-ray cascades involving the isomeric 137.8 keV (845 ns) state, and about two thirds of those (representing about 20% of all capture events) involve the 167.4 keV (175 ns) state as well.

Despite some impressive results, the pulse processing used here cannot fully deploy this potential. The 160 ns dead time

gamma radiation. Though the performance of excellent (but expensive) neutron-gamma scintillators as NaI(L)™ is not in reach, radiation detection systems based on NaI(Tl) scintillators could be provided with remarkable neutron sensitivity by just adding an appropriate digital signal analysis.

In potential applications there are two major scenarios distinguished by the measuring time and temporal pattern:

(i) Neutron monitoring in facilities or in the environment often means logging a time-averaged measure of the respective neutron flux in regular periods. If an immediate response to flux variations at low levels is not required, there is enough time to collect some statistics. This scenario could be perfectly served with the delayed-coincidence techniques and delay-time spectrum fitting. The effects discussed above provide comprehensive tools to adapt the technique to the expected levels of neutron flux and gamma-ray background, and to the period of data logging. The choice of double- or triple-coincidence events including a corresponding adaptation of the trigger threshold, the selection of time cuts, and the possible application of additional energy cuts to the
after trigger (Section III.B) means a tremendous improvement to the 1.8 µs trigger holdoff in Yakushev’s paper [16] but still cuts off most delayed coincidence-events. The low trigger threshold, indispensable for finding a 30 keV signal in the tail of the primary pulse, entails random triggers, increases the dead time, and reduces the detection efficiency for all delayed-coincidence events. An optimized pulse processing with separate digital filters feeding “fast” and “slow” trigger channels might leave room for improvements. For the given algorithm, the intuitive assumption that an increased photoelectron yield would noticeably improve the detection efficiencies could not be confirmed by simulations.

It is worth noting that delayed pulse components affect common pulse shape parameters as used for charged-particle identification and discrimination, e.g., in NaI(Tl) detectors. The faint ridge below the bulk of gamma-ray events in Figure 5 is due to signals where the delayed signal component(s) add a constant charge to the pulse tail, which shifts them away from the main gamma crest in the PSD plot. Corresponding observations have been made by other authors (e.g. in [25]), but have not been interpreted correctly.

VI. CONCLUSION

 Searching digitized detector signals for piled-up delayed components with distinct energy and delay time signatures is a smart method to provide common NaI(Tl) detectors with additional neutron detection capabilities at no extra cost. This technique nicely complements the idea of the Neutron Capture Detector (NCD) analyzing events with energy depositions above the range of common gamma-ray energies. In combination, both approaches can provide half of the neutron sensitivity offered by a commercial Li co-doped NaI(Tl) (NaI™) scintillator of the same size, at the price of higher and load-dependent background contributions. Delayed-coincidence techniques are most suitable for neutron monitoring or long-term measurements, where the statistics of the acquired delay-time distributions allows separate fitting of the effect and background contributions. In this case, the thermal neutron flux can be quantified in parallel to gamma-ray spectroscopy at overall detector loads exceeding 10 kcps.
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