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Abstract—In this letter, we give a concise, closed-form expression for the differential entropy of the sum of two independent, non-identically-distributed exponential random variables. The derivation is straightforward, but such a concise entropy has not been previously given in the literature. The usefulness of the expression is demonstrated with examples.

I. INTRODUCTION

Exponential distributions and Poisson point processes are widely used in communication and information theory: applications include queue-timing channels [1], [2], analysis of fading channels [3], intercellular signal transduction [4], and covert communication in networks [5], [6].

For information-theoretic analysis, the entropy of the exponential distribution, and the entropy of the sum of two independent, identically distributed exponential random variables (which has the Erlang-2 distribution), are well known [7]. However, we are particularly motivated by Poisson processes in which the interval between arrivals is independent but not identically distributed: since the dwell time in one state of a Poisson process has the exponential distribution, the total dwell time in two adjacent states is the sum of two non-identical exponential random variables.

In equation (9), we give our main result, which is a concise, closed-form expression for the entropy of the sum of two independent, non-identically-distributed exponential random variables. Beyond the specific applications given above, some of which are illustrated with examples at the end of this letter, our result has broader applications to the calculation of entropy for continuous-time Markov chains or Poisson point processes [8], and to the information theory of the exponential distribution in general [9].

II. MAIN RESULT

We briefly review some known results about the exponential distribution, prior to stating the main result in (9).

An exponentially-distributed random variable $X$ has probability density function (PDF)

$$
f_X(x) = \begin{cases} 
\lambda \exp(-\lambda x), & x \geq 0 \\
0, & x < 0, 
\end{cases}
$$

where $\lambda > 0$ is a parameter, called the rate of the distribution. The differential entropy of the exponential distribution is well known (we use the natural logarithm throughout, so entropy is in nats):

$$
h(X) = -\int_0^\infty \lambda \exp(-\lambda x) \log \left( \lambda \exp(-\lambda x) \right) dx = 1 - \log \lambda. 
$$

This turns out to be the maximum entropy for a nonnegative random variable with a mean constraint (see [10] Ch. 12).

Let $W$ and $X$ be independent and identically distributed (IID) exponential random variables with rate $\lambda$. Further, let $Y = W + X$. Then $Y$ is known to have the Erlang-2 distribution. This distribution has differential entropy [7]

$$
h(Y) = 2 - \psi(2) - \log \lambda, 
$$

where $\psi$ is the digamma function (see [11]).

Now suppose $W$ and $X$ are independent and exponential, but non-identically distributed: the rates are $\lambda_W$ and $\lambda_X$, respectively. (Without loss of generality, assume $\lambda_W > \lambda_X$.) It is known that the distribution of $Y = W + X$ can be obtained from its characteristic function $\phi_Y(t)$ (with $j = \sqrt{-1}$):

$$
\phi_Y(t) = \phi_W(t) \phi_X(t) 
$$

$$
= \frac{\lambda_W}{\lambda_W + jt} \frac{\lambda_X}{\lambda_X + jt} 
$$

$$
= \frac{\lambda_W \lambda_X}{\lambda_W - \lambda_X} \left( \frac{1}{\lambda_X + j t} - \frac{1}{\lambda_W + j t} \right), 
$$

for which the corresponding PDF is

$$
f_Y(y) = \frac{\lambda_W \lambda_X}{\lambda_W - \lambda_X} \left( \exp(-\lambda_X y) - \exp(-\lambda_W y) \right).
$$

Our main result is to obtain the differential entropy $h(Y)$ of $f_Y(y)$ in (8). We show that

$$
h(Y) = 1 + \gamma + \log \left( \frac{\lambda_W - \lambda_X}{\lambda_W \lambda_X} \right) + \psi \left( \frac{\lambda_W}{\lambda_W - \lambda_X} \right)
$$

where $\gamma$ is the Euler gamma constant and $\psi$ is the digamma function.

The derivation of the result is straightforward, but the concise form of this entropy is not available in the literature, to the authors’ knowledge.
III. DERIVATION

To simplify the expressions, let

\[ c = \lambda_W \lambda_X / (\lambda_W - \lambda_X) \].

(10)

The differential entropy \( h(Y) \) is obtained from the integral

\[
h(Y) = - \int_0^\infty c (e^{-\lambda_X y} - e^{-\lambda_W y}) \log c (e^{-\lambda_X y} - e^{-\lambda_W y}) \, dy
\]

\[
= c \int_0^\infty e^{-\lambda_W y} \log c (e^{-\lambda_X y} - e^{-\lambda_W y}) \, dy
\]

\[
- c \int_0^\infty e^{-\lambda_X y} \log c (e^{-\lambda_X y} - e^{-\lambda_W y}) \, dy
\]

\[
= c \int_0^\infty e^{-\lambda_W y} \log (1 - e^{-(\lambda_W - \lambda_X)y}) \, dy
\]

\[
- c \int_0^\infty e^{-\lambda_X y} \log (1 - e^{-(\lambda_W - \lambda_X)y}) \, dy
\]

\[
+ c \log c - c \log c / \lambda_X
\]

\[
= c \int_0^\infty \lambda_X y e^{-\lambda_X y} dy - c \int_0^\infty \lambda_X y e^{-\lambda_W y} dy
\]

\[
+ c \int_0^\infty e^{-\lambda_W y} \log (1 - e^{-(\lambda_W - \lambda_X)y}) \, dy
\]

\[
- c \int_0^\infty e^{-\lambda_X y} \log (1 - e^{-(\lambda_W - \lambda_X)y}) \, dy
\]

\[
+ c \log c - c \log c / \lambda_X
\]

(13)

From basic calculus, the first two terms in (14), on the first line, evaluate to

\[
c \int_0^\infty \lambda_X y e^{-\lambda_X y} dy - c \int_0^\infty \lambda_X y e^{-\lambda_W y} dy
\]

\[
= c \left( \frac{c \lambda_X}{\lambda_X} \right) / \lambda_W.
\]

(15)

The middle two terms in (14), on the second and third lines, use an integral of the form

\[
\int_0^\infty e^{-ux} \log(1 - e^{-ux}) dx.
\]

(16)

Performing a change of variables, let

\[
\xi = e^{-ux},
\]

(17)

which implies \( x = -\frac{1}{v} \log \xi \) and \( dx = -1/v \xi d\xi \). Substituting into (16),

\[
\int_0^\infty e^{-ux} \log(1 - e^{-ux}) dx
\]

\[
= \int_1^\infty \xi^{\frac{1}{v}} \log(1 - \xi) \left( -\frac{1}{v \xi} \right) d\xi
\]

\[
= \frac{1}{v} \int_0^1 \xi^{\frac{1}{v} - 1} \log(1 - \xi) d\xi.
\]

(18)

A solution is given by Gradsteyn and Ryzhik \[ \text{[12]} \]:

\[
\frac{1}{v} \int_0^1 \xi^{\frac{1}{v} - 1} \log(1 - \xi) d\xi
\]

\[
= \frac{1}{v} \left( -\frac{v}{u} \right) \left[ \psi \left( \frac{u}{v} + 1 \right) - \psi(1) \right]
\]

\[
= -\frac{1}{u} \left[ \gamma + \psi \left( \frac{u}{v} + 1 \right) \right],
\]

(19)

where \[ \text{[21]} \] follows since \( \psi(1) = -\gamma \).

The third term (on the second line) in (14) becomes

\[
c \int_0^\infty e^{-\lambda_W y} \log (1 - e^{-(\lambda_W - \lambda_X)y}) \, dy
\]

\[
= - \frac{\gamma + \psi \left( 1 + \frac{\lambda_W}{\lambda_W - \lambda_X} \right)}{(\lambda_W - \lambda_X) / \lambda_X}.
\]

(20)

By a similar derivation, the fourth term (on the third line) in (14) becomes

\[
c \int_0^\infty e^{-\lambda_X y} \log (1 - e^{-(\lambda_W - \lambda_X)y}) \, dy
\]

\[
= - \frac{\gamma + \psi \left( 1 + \frac{\lambda_X}{\lambda_W - \lambda_X} \right)}{(\lambda_W - \lambda_X) / \lambda_X}.
\]

(21)

Finally, we obtain

\[
h(Y) = 1 + \gamma + \psi \left( 1 + \frac{\lambda_X}{\lambda_W - \lambda_X} \right) - \log \left( \frac{\lambda_W \lambda_X}{\lambda_W - \lambda_X} \right)
\]

\[
- \frac{\lambda_X}{\lambda_W} + \gamma + \psi \left( 1 + \frac{\lambda_W}{\lambda_W - \lambda_X} \right) - \log \left( \frac{\lambda_W \lambda_X}{\lambda_W - \lambda_X} \right) \] \[ (\lambda_W - \lambda_X) / \lambda_X \]

(22)

This expression can be further simplified. For terms that appear in both numerators (for example the \( \gamma \) term, but also the log term), we have

\[
\frac{\gamma}{(\lambda_W - \lambda_X) / \lambda_W} = \frac{\gamma}{(\lambda_W - \lambda_X) / \lambda_X} = \gamma.
\]

(23)

Further, considering the leading term of the second numerator,

\[
\frac{\lambda_W}{(\lambda_W - \lambda_X) / \lambda_X}
\]

\[
= \frac{\lambda_X}{\lambda_W} - 1 + 1
\]

\[
= \frac{\lambda_X - \lambda_W}{(\lambda_W - \lambda_X) / \lambda_X} + 1
\]

\[
= \frac{\lambda_X}{\lambda_W} + \frac{1}{(\lambda_W - \lambda_X) / \lambda_X}.
\]

(24)

From the above simplifications, and noting that

\[
1 + \frac{\lambda_X}{\lambda_W - \lambda_X} = \frac{\lambda_W}{\lambda_W - \lambda_X},
\]

(25)

we can rewrite (24) as

\[
h(Y) = 1 + \gamma + \frac{\lambda_X}{\lambda_W} + \log \left( \frac{\lambda_W - \lambda_X}{\lambda_W \lambda_X} \right)
\]

\[
\lambda_W \psi \left( \frac{\lambda_W}{\lambda_W - \lambda_X} - \lambda_X \psi \left( 1 + \frac{\lambda_W}{\lambda_W - \lambda_X} \right) \right)
\]

\[
\frac{\lambda_W - \lambda_X}{\lambda_X - \lambda_X}.
\]

(26)
A property of the digamma function is that

$$\psi(1 + x) = \psi(x) + \frac{1}{x}. \quad (31)$$

Thus, we have

$$h(Y) = 1 + \gamma + \frac{\lambda_X}{\lambda_W} + \log \left( \frac{\lambda_W - \lambda_X}{\lambda_W \lambda_X} \right) + \frac{\lambda_W \psi \left( \frac{\lambda_W}{\lambda_W - \lambda_X} \right) - \lambda_X \psi \left( \frac{\lambda_W}{\lambda_W - \lambda_X} \right) - \frac{\lambda_X}{\lambda_W} (\lambda_W - \lambda_X)}{\lambda_W - \lambda_X}$$

$$= 1 + \gamma + \log \left( \frac{\lambda_W - \lambda_X}{\lambda_W \lambda_X} \right) + \psi \left( \frac{\lambda_W}{\lambda_W - \lambda_X} \right), \quad (32)$$

which is identical to (9).

IV. Examples

A. Illustration of the result

In Figure 1 we plot the differential entropy $h(Y)$, given by (9), as a function of $\lambda_X$ and $\lambda_W$. This plot is given in comparison with (4) and (5).

In Figure 2 we plot the differential entropy $h(Y)$ given by (9), (3) and (4), where the mean is constrained for each distribution such that $E[Y] = 1$. For our distribution in (8), this occurs when $\lambda_X = \min \{ \lambda, \lambda / (\lambda - 1) \}$ and $\lambda_W = \max \{ \lambda, \lambda / (\lambda - 1) \}$, for $\lambda \in (1, \infty)$. The entropy in (3) provides an upper bound on (9), since the exponential distribution has maximum entropy for all distributions with the same mean; the entropy in (9) approaches (3) as $\lambda \to 1$ and $\lambda \to \infty$.

B. Mutual information in additive exponential noise channels

Consider the following covert timing channel over a network, along the lines of [6]. Suppose a covert transmitter manipulates the time $X$ of a server request to send covert information; in this example, we imagine that $X$ must have an exponential distribution with rate $\lambda_X$, in order to avoid suspicious behaviour. Further suppose the service time is $W$, which is an exponentially distributed random variable with rate $\lambda_W$. Finally, suppose that the covert receiver can observe only the server’s response time $Y$. Thus, we have an additive exponential noise channel with $Y = X + W$.

Since $X$ and $W$ are both exponentially distributed, then we can use the result in this letter to find a closed-form expression for the mutual information $I(X; Y)$, i.e. the highest rate of reliable communication, measured in nats per server request. Let $\lambda_X$ and $\lambda_W$ be the rates of the exponentially-distributed $X$ and $W$, respectively. If $Y = X + W$, and $\lambda_X \neq \lambda_W$, then $Y$ has the distribution given in (8). The mutual information is

$$I(X; Y) = h(Y) - h(Y \mid X) \quad (34)$$

$$= h(Y) - h(W), \quad (35)$$

where (35) follows since, given $X$, we can obtain $W = Y - X$ (this is a well-known property of additive noise channels). Assuming $\lambda_W > \lambda_X$, we have

$$I(X; Y) = 1 + \gamma + \log \left( \frac{\lambda_W - \lambda_X}{\lambda_W \lambda_X} \right) + \psi \left( \frac{\lambda_W}{\lambda_W - \lambda_X} \right)$$

$$- 1 + \log \lambda_W$$

$$= \gamma + \log \left( \frac{\lambda_W - \lambda_X}{\lambda_X} \right) + \psi \left( \frac{\lambda_W}{\lambda_W - \lambda_X} \right). \quad (37)$$

Verdú [9] gives the capacity of the additive exponential noise channel, and finds that the mean-constrained capacity-
achieving distribution is a mixture of a point mass with an exponential distribution.

**C. Conditional entropy in continuous-time Markov systems**

Most signal transduction systems can be modelled as continuous-time Markov processes [4]. For example, Channelrhodopsin-2 (ChR2) is a light-sensitive protein with numerous biological and bioengineering applications. ChR2 operates by opening an ion channel in response to absorbing a photon. In one common model of ChR2 [13], the protein has three states: open, degraded, and closed. The ion channel is only open during the open state, and the receptor must pass through the degraded and closed states before opening again. However, the transition rate from closed to open is dependent on the light intensity.

If \( Y \) is the time between channel openings, \( X \) is the duration of the degraded state, and \( W \) is the duration of the closed state, we have \( Y = X + W \); moreover, since the system is Markov, \( X \) and \( W \) have the exponential distribution: \( X \) has rate \( \lambda_X \), and \( W \) has rate \( \lambda_W \), where \( L \) is the light intensity. In experiments, the light is often either on or off; thus, we will use \( \lambda_W^{(\text{on})} \) and \( \lambda_W^{(\text{off})} \) to represent the corresponding rates.

We can use the result in this letter to obtain the conditional entropy of \( Y \) given \( L \). Typically, \( \lambda_W^{(\text{off})} < \lambda_X < \lambda_W^{(\text{on})} \), so we have

\[
h(Y \mid L) = p(\text{off})H(Y \mid L = \text{off}) + p(\text{on})H(Y \mid L = \text{on}) -1 + \gamma
\]

\[
+ p(\text{off}) \left[ \log \left( \frac{\lambda_X - \lambda_W^{(\text{off})}}{\lambda_W^{(\text{off})}} \right) + \psi \left( \frac{\lambda_X - \lambda_W^{(\text{off})}}{\lambda_X - \lambda_W^{(\text{off})}} \right) \right]
\]

\[
+ p(\text{on}) \left[ \log \left( \frac{\lambda_W^{(\text{on})}}{\lambda_W^{(\text{on})} - \lambda_X} \right) + \psi \left( \frac{\lambda_W^{(\text{on})}}{\lambda_W^{(\text{on})} - \lambda_X} \right) \right].
\]

This intermediate result can be used to calculate the mutual information \( I(Y; L) \).

**D. Limit as \( \lambda_X \to \lambda_W \)**

Finally, we can show that the entropy of the Erlang-2 distribution [4] emerges from our main result, using standard limits and properties of the digamma function.

We will want the difference between the two exponential rates to vanish, so we change the notation slightly: let \( \lambda_{\Delta} = \lambda_W - \lambda_X \), and further let \( \lambda_X = \lambda \) and \( \lambda_W = \lambda + \lambda_{\Delta} \). Then, using (31),

\[
h(Y) = 1 + \gamma + \log \left( \frac{\lambda_{\Delta}}{\lambda + \lambda_{\Delta}} \right) + \psi \left( \frac{\lambda + \lambda_{\Delta}}{\lambda_{\Delta}} \right) + \psi \left( 1 + \frac{\lambda}{\lambda_{\Delta}} \right) + \psi \left( \frac{\lambda}{\lambda_{\Delta}} \right)
\]

\[
= 1 + \gamma + \log \left( \frac{\lambda_{\Delta}}{\lambda + \lambda_{\Delta}} \right) + \psi \left( 1 + \frac{\lambda}{\lambda_{\Delta}} \right)
\]

\[
= 1 + \gamma + \log \left( \frac{\lambda_{\Delta}}{\lambda + \lambda_{\Delta}} \right) + \frac{\lambda_{\Delta}}{\lambda} + \psi \left( \frac{\lambda}{\lambda_{\Delta}} \right)
\]

\[
\lim_{\lambda_{\Delta} \to 0} h(Y)
\]

\[
= 1 + \gamma - log \lambda + \lim_{\lambda_{\Delta} \to 0} \left[ \psi \left( \frac{\lambda}{\lambda_{\Delta}} \right) - \log \left( \frac{\lambda}{\lambda_{\Delta}} \right) \right]
\]

\[
= 1 + \gamma - log \lambda,
\]

where the last line follows from limits of the digamma function.

From (31), and using the property that \( \psi(1) = -\gamma \),

\[
2 - \psi(2) = 2 - \psi(1 + 1)
\]

\[
= 2 - 1 - \psi(1)
\]

\[
= 1 + \gamma
\]

and (44) becomes

\[
\lim_{\lambda_{\Delta} \to 0} h(Y) = 2 - \psi(2) - log \lambda
\]

which is identical to (44).

Note that this limit is depicted in Figure 2 at \( \lambda = 2 \), where the curve touches the bottom line.
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