Gene expression dynamics are a proxy for selective pressures on alternatively polyadenylated isoforms
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ABSTRACT

Alternative polyadenylation (APA) produces isoforms with distinct 3′-ends, yet their functional differences remain largely unknown. Here, we introduce the APA-seq method to detect the expression levels of APA isoforms from 3′-end RNA-Seq data by exploiting both paired-end reads for gene isoform identification and quantification. We detected the expression levels of APA isoforms in individual Caenorhabditis elegans embryos at different stages throughout embryogenesis. Examining the correlation between the temporal profiles of isoforms led us to distinguish two classes of genes: those with highly correlated isoforms (HCI) and those with lowly correlated isoforms (LCI) across time. We hypothesized that variants with similar expression profiles may be the product of biological noise, while the LCI variants may be under tighter selection and consequently their distinct 3′ UTR isoforms are more likely to have functional consequences. Supporting this notion, we found that LCI genes have significantly more miRNA binding sites, more correlated expression profiles with those of their targeting miRNAs and a relative lack of correspondence between their transcription and protein abundances. Collectively, our results suggest that a lack of coherence among the regulation of 3′ UTR isoforms is a proxy for selective pressures acting upon APA usage and consequently for their functional relevance.

INTRODUCTION

Alternative polyadenylation (APA) is a crucial regulatory mechanism—widespread and conserved across all eukaryotes—that diversifies post-transcriptional regulation by selective mRNA–miRNA and mRNA–protein interactions (1–6). APA plays an important role in a vast variety of biological processes, such as maternal to zygotic transition, cell differentiation, and tissue specification (7–9) and exerts a large influence over gene expression, the transcript’s cellular localization, stability and translation rate (10–14). Since it was first discovered in the immunoglobulin M and the DHFR genes (15–17), technological advances and high-throughput sequencing techniques have led to results revealing that APA is more widespread than initially thought; 30–70% of an organism’s genes undergo APA across diverse species (1–5,18,19). During the last decade, widespread APA alterations were detected across different tissues and distinct stages of embryogenesis (4–6,8,20–25). However, beyond these classifications and functional characterization of a short list of single gene APA alterations (26) the global functional significance of APA remains largely elusive.

Caenorhabditis elegans is a convenient model organism for studying APA and gene expression during embryogenesis, since the cell lineage is invariant and has been fully traced (27,28). C. elegans was the first multicellular organism to have a fully sequenced genome (29); and its transcriptome has also been well characterized (30–35). During embryogenesis, the C. elegans transcriptome is highly dynamic; in early stages it is comprised mostly of maternal transcripts, but as development proceeds, zygotic transcription commences, and maternally supplied transcripts undergo degradation (8,9,36–37). Our previous results detected many genes with a dynamic overall gene expression profile throughout embryogenesis, as well as genes with constitutive levels of expression (38).

CEL-Seq is a sensitive multiplexed single-cell RNA-Seq method (39,40). One important feature of the CEL-Seq method is that it is largely restricted to studying the 3′ ends of transcripts and thus measures overall expression levels; typically collapsing the various isoforms produced by a gene to one summary profile. While this has been a useful simplifying criterion, it does ignore possible dynamic profiles across different splicing isoforms of a particular gene. An important advantage of the CEL-Seq 3′ end bias though is that this information can be used to detect and quantify al-
ternative polyadenylation patterns, i.e. 3′ UTR isoforms of the same gene.

Here, we studied APA profiles in individual *C. elegans* throughout embryogenesis using APA-seq, an approach to detect alternative polyadenylation profiles at a genomic scale. APA-seq is based on CEL-Seq but further exploits the information from both paired-end reads for gene identification from Read 2 and the exact location of polyadenylation from Read 1. Combining this information empowers quantitative expression level assessment globally at both the gene and APA isoform level. Using this approach, we delineated two groups of genes: those with highly and lowly correlated 3′ UTR isoform groups (HCI and LCI), respectively. We detected unique regulatory features between these groups that support the notion that variants across these two groups are under distinct selective biases. Genes with uncorrelated 3′ UTR isoform expression (LCI) are predicted to have the highest miRNA regulation compared to genes with well-correlated 3′ UTR isoforms. Integrating extensive previously published embryonic mRNA and protein expression datasets (35,41), we also found the lowest correlation between total mRNA transcript and protein levels in genes with dynamic 3′ UTR isoform expression (LCI). Extending this analysis to *Drosophila melanogaster* and *Xenopus laevis* datasets we found a consistent relationship (42–46). Together, our results suggest that genes of the HCI and LCI groups experience distinct regulatory pressures upon their alternatively polyadenylated isoforms.

**MATERIALS AND METHODS**

**Detection of polyadenylation site using CEL-Seq reads**

We used our previously published *C. elegans* time-course data (GSE50548) sequenced using the CEL-Seq protocol and paired-end 100 bp sequencing mode. The CEL-Seq Read 2 insert was used to identify the gene by mapping reads to the reference genome (version WS230) using Bowtie 2 version 2.2.3 (47) with default parameters. The htsq-count algorithm (19) coupled with the genomic feature file was used to assign each individual Read 2 to its gene of origin. For each gene we extracted the whole gene coding sequence as well as the 5000 nucleotides downstream of the stop codon, or fewer than 5000 nucleotides if another gene was found in closer proximity. We truncated Read 1, removing the barcode sequence and the polyT stretch, leaving a sequence of ~70 nucleotides. We then used Bowtie 2 (47) in order to map Read 1 exclusively to the coding sequence of the identified gene. The maximum and minimum mismatch penalty (–mp MX,MN) parameters for Bowtie 2 were set to 2 and 1, respectively. To summarize the data for each sample, we counted all 3′-most mapping locations of truncated Read 1 to the respective genes up to a distance of 20 nucleotides upstream of the polyadenylation site. We predicted APA sites only for those genes passing a threshold of 20 mapped reads in at least two samples. For these genes, we identified the peaks representing the polyadenylation sites by summarizing the last mapping coordinates of all the truncated Read 1 entities that matched to a specific gene using the ‘findpeaks’ function in MATLAB. Peaks were required to be separated by at least 20 nucleotides in order to be considered as distinct. The height threshold for a peak was 5 reads, or 1/1000 of the total gene expression in a particular sample. We then filtered out possible spurious peaks that may have resulted from internal priming, by removing any peak whose downstream genomic sequence included any of the following nucleotide combinations: AAAA, AGAA, AAGA or AAAG (48). The exact coordinate of any polyadenylation site was defined as the most 3′ coordinate of the respective peak. To validate the quality of our data, we compared our polyadenylation site annotation with a previously published *C. elegans* 3′ UTR annotation (41). We performed this by measuring the difference between the mapping positions of polyadenylation sites from both data sets (see Figure 1D).

**3′ UTR isoform expression throughout *C. elegans* development**

Expression data for each sample was obtained by counting all Read 1 sequences whose 3′-most mapping location mapped up to a distance of 20 nucleotides upstream of the polyadenylation site. The raw expression data was then converted to transcripts per million (tpm) by dividing by the total reads and multiplying by one million. We worked with log10 values unless otherwise noted. The profiles were further smoothed by computing a running average over 5 time points. To study dynamics of 3′ UTR isoform usage throughout the *C. elegans* embryonic time-course, we first filtered genes on overall expression, keeping only those in the upper 85 percentile of the sum of expression throughout the time-course. Ratios between the two most highly expressed 3′ UTR isoforms where calculated for all genes and all stages by dividing the expression levels (tpm) of the short by the levels of the long 3′ UTR isoform. Only genes whose 3′ UTR isoform ratios across time differed by at least a factor of three were kept for further analysis ending up with 305 genes. Significance of the changes in the ratios during the transition between successive periods were calculated using Student’s t-test on all ratios of one and the ratios of the successive period. P-values and fold changes are shown in Figure 2B. To generate temporally sorted expression profiles, we used ‘ZAVIT’ as previously described (49,50).

**Categorization of genes by APA behavior**

To determine whether total gene expression is considered static or dynamic throughout development, we used the ratio of minimum to maximum and as validation the inter-quartile range (IQR) of expression levels across time. To quantify 3′ UTR variant expression deviations, we calculated Pearson correlation for the expression pattern of the two, or more, 3′ UTR isoforms. For genes with more than two isoforms (<% of expressed genes), we used the minimal Pearson correlation between any pair of isoforms. Highly correlated 3′ UTR isoforms (HCI) are those with $r > 0.7$, while lowly correlated 3′ UTR isoforms (LCI) are those with $r < 0.3$.

**miRNA target analysis**

3′ UTR sequences were identified according to APA-seq. After removing gene coding sequences using WormBase
Figure 1. APA-seq measures expression levels of distinct 3′ UTR isoforms in individual C. elegans embryos. (A) APA-seq identifies gene expression levels for distinct alternatively polyadenylated isoforms. APA-seq is an adaptation of the CEL-Seq method which utilizes paired-end reads: Read 1 contains a sample-specific barcode while Read 2 identifies the transcript. If sequenced long enough (100 bp in our case), Read 1 also provides information on the exact location of the polyadenylation site. APA-seq thus uses Read 2 to identify the expressed gene and then maps Read 1 to the gene specific region, thus enabling unique mapping in spite of the low sequencing quality that results from sequencing through the low-complexity poly-T region. (B) Plotting the 3′ ends of Read 2 sequences results in a wide distribution within the gene (red peak) due to the fragmentation step of library preparation. However, the 3′ ends of Read 1 sequences all map to the site immediately upstream of the poly-A tail thus producing a clear peak (black peak) when mapped to the gene sequence and revealing exact polyadenylation sites. The white boxes at the bottom of the distribution plots mark the coding sequence, while the green lines indicate the determined 3′ UTR regions. (C) Using the APA-seq method enables detection of the exact location of polyadenylation sites in C. elegans. The green lines at the bottom of each plot mark previously annotated 3′ UTRs (41) for the indicated gene, showing good agreement with the APA-seq Read 1 peaks (black). (D) Global comparison of the detected polyadenylation sites using APA-seq to the C. elegans UTRome annotation (41) shows high consistency between the two datasets. (E) The expression of two unique 3′ UTR isoforms for the C. elegans rps-29 gene throughout embryogenesis. Although in total (leftmost panel) the 3′ UTR variants show equal expression, examining expression across developmental stages shows predominant expression of the shorter 3′ UTR variant during early embryogenesis, and the inverse later in development.
Figure 2. 3' UTR isoform expression throughout *C. elegans* embryogenesis. (A) Heatmap showing the relative expression of 3' UTR isoforms for 305 genes which passed overall expression and 3' UTR isoform dynamics threshold throughout *C. elegans* embryogenesis. Each row in the heatmap corresponds to a gene and indicates the ratio between the expression of its short and long isoforms. Red and blue indicate the maximum and minimum 3' UTR ratio for each gene, respectively. White and grey shadowed boxes indicate sets of developmental stages with similar isoform usage (based on Ward clustering, see clustergram on top of the heatmap) and identify the periods of major isoform switches. mpfc = minutes past four-cell stage. (B) The plots indicate the fold-change and P-value of difference in the isoform ratios for pairs of successive periods as defined by Ward clustering in (A). Red and blue colouring indicates significant elongation and shortening events, respectively. Grey colouring indicates insignificant changes. (C) Most of significant 3' UTR isoform switches occur between the identified developmental switch periods. 89% (271) of the genes show significant changes in 3' UTR usage in at least one of the identified period switches. (D) Clusters of significant 3' UTR isoform changes indicate four main patterns—almost constant elongation or shortening over time (Clusters 1 and 4, respectively) or peaking shortening during mid-developmental transition and proliferative periods (Clusters 3 and 4, respectively). The thick black line indicates the mean 3' UTR isoform ratio profile of all genes in the cluster and individual genes profiles are shown as thin grey lines.
annotation (51), we annotated miRNA binding sites by searching for the basic seed match sequence within the 3′ UTR, i.e. the complementary sequence for nucleotides 2–7 of the miRNA (52,53). We disregarded other parameters such as type of seed match or complementarity outside of the seed region. We then counted the number of miRNA binding sites for each gene subgroup (LCI and HCl genes), and used Student’s t-test to determine the significance of the difference in the number of miRNA binding sites between the LCI and HCl groups. To determine the effect specific miRNAs have on their targets, in genes with multiple 3′ UTR isoforms, we calculated Pearson correlation between the isoform expression ratio of the two most highly expressed isoforms, and the miRNA expression profile (54). For this analysis, we examined only dynamically expressed miRNAs, whose expression is >250 transcripts overall across the timepoints. To compare the miRNA dataset with our APA-seq dataset, we examined only matching timepoints to our time-course and used the Matlab ‘imresize’ function followed by smoothing to stretch the miRNA expression data.

mRNA-protein correlation analysis

RNA-Seq and Silac data of different developmental stages in C. elegans was downloaded from Grün et al. (35). Replicates were averaged and data was normalized by division by the sum of all genes for the specific samples. Correlation between rpkm (mRNA) and Silac (protein) expression values using Pearson correlation was computed only for genes with rpkm and silac values for at least three stages. A similar approach was used to calculate the correlation between RNA and protein levels for the Drosophila melanogaster timecourse. APA data of an embryonic time-course was downloaded from Sanfilippo et al. (44); 3′ UTR isoform ratio was analysed similarly to our time-course data yielding correlation between 3′ UTR isoforms for all multi-isoform genes. Highly correlated 3′ UTR isoforms (HCI) are those with $r > 0.7$, while lowly correlated 3′ UTR isoforms (LCI) are those with $r < 0.3$, coherent with the thresholds used for our dataset. Total mRNA and protein expression levels were downloaded from Graveley et al. (42) and Casas-Vila et al. (43), respectively. The two datasets were integrated by correlating mRNA (rpkm) and protein (lfq) expression levels using Pearson correlation. The same procedure was used to analyse the data for Xenopus laevis. mRNA RNA-Seq and protein LFQ data for embryonic time points were downloaded from (46) and APA data from (45). For the datasets from all three species, the Mann–Whitney test was used to determine if LCI genes show different mRNA-protein expression correlations from HCl genes.

RESULTS

APA-seq identifies expression levels of alternative polyadenylation isoforms

Paired-end reads generated by CEL-Seq and CEL-Seq2 contain the sample-specific barcode on Read 1 and the sequence identifying the transcript on Read 2 (39,40) (Figure 1A). Thus, typically only Read 2 is used for measuring gene expression levels. However, since CEL-Seq sequences the 3′ ends, it can be used in principle to identify 3′ UTR isoforms. Using Read 2 for this purpose is not accurate due to the uneven sizes of the inserts in the sequencing library, producing a smear of mapped reads, which makes distinguishing different 3′ UTR isoforms of the same transcript impossible in many cases (Figure 1B, red peak). We noted though that Read 1 includes the actual 3′ end of the transcript (Figure 1A), located just upstream of the polyadenylation site (Figure 1B, black peak). In CEL-Seq, this region follows 24 ‘T’s used for capturing the polyA tail of the transcript, and the sequencing quality is relatively poor after this low complexity region, rendering conventional mapping impossible (Supplementary Figure S1A and B). To overcome this, we found that the sequence is still of sufficient quality when mapping is restricted to a particular region of the genome, using relaxed parameters. Thus, while permissive Read 1 mapping matches many genomic loci due to its poor quality, it maps accurately when restricted to the sequence of a particular gene, whose identity is detected by using Read 2.

We exploited this approach to devise the APA-seq method to study 3′ UTR isoforms using both Read 1 and Read 2 information. We applied APA-Seq to study the expression of alternative polyadenylated isoforms during early embryogenesis in the nematode C. elegans. For this, we used a dataset previously published by our lab in which embryos were individually collected and sequenced throughout embryogenesis (49). Pooling together all samples, we detected distinct 3′ UTR isoforms for 4,871 genes using APA-seq, after removing possible artifacts caused by internal priming (48) (see Methods). These were not biased according to expression level (Supplementary Figure S2).

For example, the C. elegans genes geneb-1 and rnn-2 show a smear of Read 2’s 3′-most mapping locations (Figure 1C, red lines), while Read 1’s 3′-most mapping locations form distinct peaks (black lines) identifying previously characterized polyadenylation sites (green lines) (41) (see also Supplementary Figure S1C).

Overall, we detected multiple 3′ UTR isoforms for 14% of the expressed genes in our dataset (699 out of 4871 genes). Of these, <1% have more than two isoforms (Supplementary Figure S1D). This set is not comprehensive to all possible 3′ UTR isoforms produced by the C. elegans genome given that we only examined 430 min during embryogenesis, and the stringent thresholds set in our bioinformatics pipeline (in terms of mapping parameters, mapping level filtering, minimal distance between isoforms, and spurious site removal, see Materials and Methods). Moreover, this rate of genes with multiple 3′ UTR isoforms is comparable to that observed in other studies (5,18,23,24). We assayed the accuracy of the isoforms detected by comparing our polyadenylation sites with a known repository of 3′ UTR annotations in C. elegans (41) and found highly concordant profiles, with 95% of sites corresponding to well-established annotated sites (Figure 1D, Supplementary Table S1). The remaining 5% show significantly lower expression levels than the annotation overlapping 3′ UTR isoforms (Supplementary Figure S1E) and we therefore exclude these from further analyses by expression level filtering. To study the temporal dynamics of 3′ UTR isoform expression, we classified the reads according to their embryo of origin (Figure 1E, Supplementary Table S1). As an...
example, two isoforms were identified for rps-29, which encodes a ribosomal protein subunit (55). Interestingly, while the sum of expression of both rps-29 isoforms is roughly constant over time, the long 3′ UTR isoform is predominantly expressed in the early stages while the shorter is expressed in later embryos (Figure 1E). Correlating the expression levels of all 3′ UTR isoforms across stages, we found that successive stages (near-replicates) show high correlations thus highlighting the reproducibility of the data (Supplementary Figure S3). We conclude that while CEL-Seq is typically used to assay overall expression levels with the mapping location typically ignored, processing the reads using APA-seq can identify the exact locations of alternative polyadenylation sites and the expression levels of distinct 3′ UTR isoforms.

Alternative polyadenylation profiles throughout C. elegans embryogenesis

Our dataset enabled us to study overall patterns of 3′ UTR isoform usage throughout early development in individual embryos. For each gene, we first computed the ratio of expression between its 3′ UTR isoforms throughout the time-course. Interestingly, the clustering of stages according to these profiles revealed that adjacent developmental stages show concordant 3′ UTR isoform usage patterns which group into distinct periods with diverging APA dynamics (Figure 2A). The four groups correspond to previously characterized developmental periods: maternal degradation, early period of extensive proliferation and specification, the mid-embryonic transition period and the subsequent period of morphogenesis (49). The observation that different periods have different corresponding patterns of 3′ UTR isoforms may reflect that each of these periods has a distinct functional requirement. Between adjacent periods we found that the direction and level of change of polyadenylation site usage generally shows a broad burst of shortening especially between the proliferative and mid-embryonic transition periods (Figure 2B). This is consistent with previous work indicating that proliferative states show a general trend for 3′ UTR shortening (14). Overall, we identified that 89% of dynamic 3′ UTR isoform genes show APA switches in at least one of the period switches indicated (Figure 2C).

Clustering the 3′ UTR isoform ratio profiles throughout the time-course, we identified four main distinct clusters (Figure 2D, Supplementary Table S1): genes whose 3′ UTRs elongate or shorten over time (Clusters 1 and 4, respectively) and genes whose 3′ UTRs shorten transiently during the proliferation period (Clusters 2 and 3). The majority of genes, however, exhibited continuous shortening of their 3′ UTR regions with progressing development (Cluster 4). Interestingly, these genes show enrichments for MAP kinase cascade, morphogenesis and neuronal differentiation (Supplementary Figure S4). All these functions are crucial components of the switch from germ cell biology to processes involved in proliferation and differentiation. Other isoform patterns may be present throughout embryogenesis, requiring more high-resolved data for their characterization. In summary, we show that the 3′ UTR dynamics detected by APA-seq reflect characteristic functionalities of embryonic development, though the significance of individual events is unclear. The contribution of APA events to the general regulatory states involved in these events might be crucial or, alternatively, they may be a neutral consequence of the vast changes occurring across developmental periods at the other levels of gene expression regulation.

Genes with constitutive total expression are enriched for dynamic 3′ UTR isoform expression

Examining the temporal profiles, we found that 3′ UTR isoforms of a particular gene may exhibit striking dynamics throughout development, while the total expression for the gene may be uniform (Figure 3A). To study this systematically, we defined the dynamic range of a gene’s overall expression profile as the fold differences between the maximum and minimum expression values throughout the time-course. We found a positive correlation between the dynamic overall expression range of a gene (binned) and the correlation among its isoforms (Figure 3B; r = 0.94, P = 0.03, second degree polynomial regression test, N = 746). Similar results were obtained using the interquartile range (IQR) of the time-course overall expression levels as a proxy for expression dynamicity (r = 0.98, P = 0.04, third degree polynomial regression test, N = 746). This result provides evidence for the notion that apparently constitutive genes can be highly dynamic at the level of their individual 3′ UTR isoforms.

Gene expression levels may explain this correlation, if genes with less dynamic behavior are also lowly expressed, and in turn may have noisier and uncorrelated 3′ UTR isoform profiles. To control for this possibility, we asked if there is a trend in expression levels according to the correlation among isoforms (Figure 3C). Interestingly, genes with non-congruent APA behavior (LCI genes) also show higher expression levels (Figure 3C; r = 0.99, P < 0.002, second degree polynomial regression test, N = 746). This analysis effectively eliminates expression noise as a confounding factor between the lowly and highly correlated isoforms.

To further examine this phenomenon, we visualized the dynamics of 3′ UTR isoform expression and total expression in genes with highly or lowly correlated isoforms. The 746 genes with multiple 3′ UTR isoforms displayed a variety of isoform expression correlations (Supplementary Figure S5). More than 70% of the genes (545 genes) have highly correlated 3′ UTR isoform expression (r > 0.7), while 11% of the profiles (79 genes) are lowly correlated (r < 0.3). We henceforth refer to the two gene sets of highly and lowly correlated 3′ UTR isoforms, as HCl and LCI, respectively. As the heat maps in Figure 3D and E show, we found dynamic expression for both the HCl and LCI groups at the 3′ UTR isoform level. As expected, the total gene expression for the correlated isoforms is dynamic, recovering the dynamics of the isoforms. Conversely, the total expression of the LCI genes mostly corresponds to profiles with constitutive overall expression. Such profiles are frequently attributed as housekeeping profiles, however as our analysis reveals, at the 3′ UTR isoform level they may be very dynamic. Thus, by de-convolving the total expression into profiles of distinct 3′ UTR isoforms we were able to extract a new layer of information from this dataset.
Figure 3. Genes with constitutive overall expression have dynamically expressed 3′ UTR isoforms. (A) Expression heatmaps indicating 3′ UTR isoform expression for 16 genes with multiple isoforms displaying varying levels of correlation between the expression of their 3′ UTR isoforms. The Pearson correlation coefficient $r$ for each of the genes displayed is indicated at the top of each heatmap. (B) Relationship between 3′ UTR isoform expression correlations and the overall expression dynamics. Genes whose 3′ UTR isoform expression levels are correlated are more dynamic in their overall expression ($r = 0.94, P = 0.03$, second degree polynomial regression test). Dynamics for each gene is defined as the fold differences between its maximum and minimum expression values throughout the time-course. Red and gray horizontal bars represent the median and the interquartile ranges of the data, respectively. The last bin with highest 3′ UTR isoform correlations exhibit significantly higher overall expression dynamics than the preceding bin ($P < 10^{-20}$, Mann–Whitney test). (C) Relationship between 3′ UTR isoform expression correlations and the respective overall total mRNA expression levels. Genes whose 3′ UTR isoform expression levels are uncorrelated show significantly higher overall expression levels ($r = 0.99, P = 0.002$, second degree polynomial regression test). Red and grey horizontal bars represent the median and the interquartile ranges of the data, respectively. (D) Heatmaps in the two leftmost panels show standardized expression of the 3′ UTR isoforms of 545 genes belonging to the group of genes whose 3′ UTR isoform’s expression show high correlation (HCI genes). The right panel shows a heatmap of the total mRNA expression (on a log10 scale) of the same genes confirming that genes with highly correlated isoform expression are also dynamically expressed. The time points are the same as indicated in Figure 2A. (E) Same as D for 79 genes belonging to the group of genes whose 3′ UTR isoform’s expression show low correlation (LCI genes). Genes with distinct expression profiles of 3′ UTR isoforms appear constitutively expressed when examined at the total gene expression level.
Delineating the LCI and HCI groups, led us to hypothesize that 3′ UTR isoforms from the former group are under stronger selective pressures, and are consequently more likely to be functionally different. We thus set out to test this hypothesis by studying the post-transcriptional and translational regulatory characteristics of these two gene sets.

**LCI genes contain more miRNA binding sites and correlate with miRNA expression**

The 3′ UTR region is known to be a locus of considerable post-transcriptional regulation (56,57), and the role of miRNAs in this regulation is well evidenced (52,53). We thus searched for evidence that our detected HCI and LCI 3′ UTR isoform expression profiles are regulated by miRNAs. Specifically, we asked if genes with a different number of 3′ UTR variants (single versus multiple) and different 3′ UTR isoform expression correlations (HCI versus LCI) have distinguishing sequence properties related to miRNA regulation (Figure 4A). We first counted the number of basic miRNA seed matches in the 3′ UTR sequence of the different groups (58). We found that genes with more than one 3′ UTR variant have significantly more miRNA binding sites than genes with a single 3′ UTR isoform ($P < 10^{-12}$, Mann–Whitney test, Figure 4B). Genes with multiple variants also have significantly longer 3′ UTRs ($P < 10^{-28}$, Mann–Whitney test, Figure 4C), though the number of miRNA binding sites per base is not different across the groups (Supplementary Figure S6). Thus, as expected from previous work, genes with multiple variants are predicted to be regulated more actively by miRNAs.

Comparing the number of binding sites between the HCI and LCI groups, we found that the latter group has significantly more miRNA binding sites in their 3′ UTR ($P < 0.02$, Mann–Whitney test, Figure 4B). We further studied this group of genes by examining the sequence that is unique to the longer 3′ UTR isoform (Figure 4A). Comparing between the HCI and LCI groups, we found that the latter have significantly more miRNA binding sites in their unique 3′ UTR region ($P < 10^{-3}$, Mann–Whitney test, Figure 4D). This is not because LCI genes have denser distribution of miRNAs, rather their unique 3′ UTR regions are significantly longer than in HCI genes ($P < 10^{-4}$, Mann–Whitney test, Figure 4E), thus they tend to carry more potential miRNA binding sites. These results implicate a role for miRNAs in the differences we see between the gene sets of correlated and uncorrelated isoform genes.

To further examine the effect that miRNA regulation experts on HCI and LCI genes, we computed correlations between the expression profiles of all dynamically expressed miRNAs (54) and the 3′ UTR isoform expression ratio of the genes they regulate. For example, *cel-miR-1-5p* is conserved in *Caenorhabditis briggsae* as well as in *Drosophila*. Expression of *cel-miR-1-5p* has been detected during early morphogenesis (54), and interestingly, its profile has a correlation of 0.94 ($P < 10^{-15}$) with the ratio of the 3′ UTR isoform expression of its target gene *P07C6.4*, a gene which is enriched in the germ line, germline precursor cell, the body wall muscle and in the PVD and OLL neurons (59,60) (Figure 4F). Figure 4G shows the distributions of correlation coefficients for dynamically expressed miRNAs with the 3′ UTR isoform expression ratio of their targets in the HCI and LCI groups. These ten miRNAs were selected based upon the most significant difference between the target correlations of the HCI and LCI gene groups (out of 64 miRNAs with dynamic expression statistics of all miRNAs can be found in Supplementary Table S2). We found that in all ten the correlations are significantly higher in LCI than in HCI genes. For example, *cel-miR-2-5p* shows significantly higher correlations with the expression ratio of the isoforms of all the genes it potentially binds and regulates in the LCI genes ($P < 0.03$, Mann–Whitney test, Figure 4G). This analysis suggests that miRNAs play a major role in regulating genes with lowly correlated 3′ UTR isoforms (LCI) during *C. elegans* embryogenesis.

**LCI genes exhibit lower mRNA–protein correspondences**

Beyond regulation by miRNA, control of translation efficiency constitutes another level of post-transcriptional regulation. 3′ UTR regions are known preferential targets for RNA binding proteins that regulate translation in terms of local efficiency and localization (61–63). Indeed, mRNA and protein levels are notoriously lowly correlated (35). We reasoned that one possible explanation for the low correspondence of some genes may follow from the fact that different 3′ UTR isoforms may exhibit different translation efficiencies. Thus, we predicted that LCI genes would have a worse correspondence—relative to HCI genes—between transcription and protein levels. To test this, we turned to a previously published mRNA and protein *C. elegans* time-course (35) and examined the distribution of correlations between mRNA and protein abundances across the HCI and LCI groups. Our data suggested (but did not provide significant evidence) that LCI genes show lower correlations between mRNA and protein abundances, relative to the HCI genes (Figure 5A; $P = 0.07$, Mann–Whitney test; $N = 188$, 30 for HCI and LCI, respectively). This limited significance may be due the low number of detected LCI genes following the shortness of the time-course, and the restricted protein data (only ~25% of the RNA-Seq detected transcripts were detected at the protein level). To further test the prediction we turned to Drosophila where an available high-resolution time-course allowed us to detect more LCI and HCl genes. Coupling the 3′ UTR isoform expression throughout embryogenesis (44) with total mRNA (42) and protein expression data (43), we delineated LCI and HCl genes (see Materials and Methods) and studied the correlation between their transcription and protein levels in a *D. melanogaster* embryonic time-course. As in *C. elegans*, we found that LCI genes exhibited reduced mRNA to protein expression correlation relative to HCI genes (Figure 5B; $P = 0.00038$, Mann–Whitney test; $N = 571$, 189 for HCI and LCI, respectively). We further analyzed three extensive embryonic mRNA, protein and APA datasets from *Xenopus laevis* (45,46) and observed similarly highly significant trends for this vertebrate species (Figure 5C; $P < 10^{-6}$, Mann–Whitney test; $N = 1953$, 996 for HCI and LCI, respectively). These results suggest that weak correlations between mRNA and protein may be in part explained by the existence of LCI genes with isoforms with distinct translation efficiencies.
Figure 4. Genes with multiple, lowly correlated 3′ UTR variants show evidence for increased miRNA regulation. (A) The left panel shows a schematic representation of the miRNA analysis. The length of the 3′ UTR region, the number of basic miRNA seed matches, and the 3′ UTR region unique to the longer 3′ UTR isoform were considered. The right panel shows two examples of genes and their miRNA binding sites. (B) Boxplots indicating the number of miRNA binding sites in the full 3′ UTR regions of genes with single or multiple 3′ UTR isoforms, highly correlating (HCI) or lowly correlating isoforms (LCI). Genes with multiple 3′ UTR variants have significantly more miRNA targets than genes with a single variant ($P < 10^{-12}$, Mann–Whitney test). Between multiple 3′ UTR isoform genes, LCI genes have significantly more miRNA binding sites than HCI genes ($P < 0.02$, Mann–Whitney test). (C) Same as B for the full 3′ UTR lengths of genes. Genes with multiple 3′ UTR variants have significantly longer 3′ UTRs than single isoform genes ($P < 10^{-28}$, Mann–Whitney test). Within multiple isoform genes, LCI genes have significantly longer 3′ UTRs than HCI genes ($P < 10^{-4}$, Mann–Whitney test). (D) Boxplots indicating the number of miRNA binding sites in the unique 3′ UTR region of the longer 3′ UTR isoform across HCI and LCI genes. LCI genes have significantly more miRNA binding sites in their unique 3′ UTR region than HCI genes ($P < 10^{-5}$, Mann–Whitney test). (E) Correlating expression of miRNA expression with expression ratio dynamics between 3′ UTR isoforms. The black line shows the expression profile of cel-miR-1–5p miRNA throughout the developmental time-course. Depicted in red is the ratio between the expression profiles of the two 3′ UTR isoforms (short/long) of the F07C6.4 gene. The Pearson correlation coefficients between 3′ UTR isoform ratio and miRNA expression of all target genes were used for the analysis shown in G and H. (F) For the indicated miRNAs, the boxplots show the distribution of correlations between miRNA expression and 3′ UTR isoform ratio showing a significant difference between the HCI and LCI gene groups (out of 64 miRNAs with dynamic expression, see Supplementary Table S2 for statistics for all miRNAs). All ten exhibit a positive median correlation between miRNA expression and the 3′ UTR isoform expression ratio of genes it is predicted to bind (as in F). Further, this correlation is significantly higher in LCI than in HCI genes. (H) Heatmap of the standardized expression dynamics of the ten indicated miRNAs which show differences between HCI and LCI genes across development.
Figure 5. Genes with lowly correlated 3′ UTR isoforms (LCI genes) have a lower correspondence between total mRNA and protein expression. (A) Violin plots indicate the distribution of Pearson correlation coefficients between total mRNA and protein expression levels across developmental stages for *C. elegans* genes with one and multiple 3′ UTR isoforms, highly correlating (HCI), and lowly correlating isoforms (LCI). (B, C) Same as A, for LCI and HCI genes in *Drosophila melanogaster* (B) and *Xenopus laevis* (C) embryonic development.

**DISCUSSION**

The APA-seq approach allows for the extraction of an additional layer of data from CEL-Seq data. In addition to quantifying the expression of each gene, APA-seq reveals the alternative polyadenylation dynamics on a transcriptomic basis. APA-seq uses the CEL-Seq Read 2 to identify the gene of origin and then maps Read 1 to the respective gene sequence, instead of to the whole genome, enabling the use of even extremely low-quality sequencing data resulting from reading through protocol-conditioned poly-T stretches. Hence, by performing a subtle modification in data analysis without altering the actual CEL-Seq protocol, we were able to switch from analysis at the gene to the APA level. The accuracy of APA-Seq for detecting isoforms is evidenced by comparisons with other datasets (Figure 1), previous observations of isoform shortenings over developmental time, and predicted miRNA regulation. Although the presented data is based on CEL-Seq data, our method is in principle applicable to any RNA-Seq method that uses the polyA tail as anchor and performs paired end sequencing; including inDrop, 10X, and SMART-Seq (64–66). Other 3′ end sequencing methods have enabled important insights into the biological significance and mechanistic aspects of APA, though their experimental procedures require either relatively large amount of starting material or complex protocols combining several amplification steps (IVT and many PCR cycles) (3,19,67–75).

In addition to APA-seq, two methods are available for assessing APA in low-input samples: BATSeq (19) and ScISOr-Seq (74). BATSeq achieves single-cell APA isoform measurements. An important advantage of APA-seq relative to BATSeq is the former's high sensitivity, deriving from its use of CEL-Seq data; employing far less amplification and clean-up steps and PCR cycles, and a simple protocol and analysis. ScISOr-Seq also constitutes pioneering single-cell isoform work with the advantage of revealing the complete isoform due to its reliance on long-read sequencing. Relative to ScISOr-Seq, APA-Seq has the advantage of higher statistical confidence due to its reliance on deep Illumina sequencing. We highlight that APA-seq is not aimed towards the identification of polyA sites *de novo* but rather we present it as an efficient method for quantifying the expression profiles of previously mapped isoforms. Furthermore, while we applied APA-seq here to single-embryo CEL-Seq data, it could in principle also be applied to single-cell or other low-input RNA samples. As the protocol is relatively straightforward omitting unnecessary clean-up and size-selection steps, the efficiency, complexity and accuracy is as high as that in CEL-Seq (39,40). Applying APA-seq at single-cell resolution has many interesting applications, such as the study of population of cells undergoing cell fate specification, differentiation, and during tumorigenesis.

Here, our goal has been to use APA-seq to reveal what expression dynamics may reveal regarding the selective pressures on 3′ UTR isoforms. When studying the expression of alternative 3′ UTR isoforms throughout development, we found that the global transitions of isoform usage correspond to distinct developmental periods (Figure 2). Our results are consistent with those of Lianoglou *et al.*, who studied malignant transformation across human cell lines, and revealed a change in mRNA abundance levels of genes with a single 3′ UTR isoform, and, in genes with multiple 3′ UTR isoforms, a change in 3′ UTR isoform ratios (70). A similar pattern emerged while comparing embryonic stem cells within differentiated tissues (70). Our own results add an interesting layer to this field, by dissecting the temporal components of normal *C. elegans* embryonic development, providing insight into APA dynamics across distinct developmental stages. More generally, results are consistent with the accumulating evidence indicating that the APA regulatory mechanism is highly conserved across all eukaryotes, regardless of their morphological complexity (5,6,19,21,76,77).
functional roles of different isoforms of the same gene (14). Here, we report two general gene classes with 3′ UTR isoforms: those whose 3′ UTR isoforms correlate in their expression profiles across time and those that do not; although the overall expression levels between these gene groups is comparable (Figure 3). Most genes (>70%) with alternatively polyadenylated isoforms exhibit a high correlation among their 3′ UTR isoforms. These highly correlated isoform genes (HCl) may be dominantly regulated at the level of overall transcription. In other words, the main factor influencing the distribution of the 3′ UTR isoforms usage is the intrinsic strength of their polyadenylation sites. Genes belonging to this class are often referred to as ‘dynamic genes’, which we previously showed to be enriched for developmental functions such as specification and differentiation (38, 49). The HCl genes display a relative paucity of miRNA binding sites and higher concordance between total mRNA and protein levels (Figures 4 and 5).

A small fraction of genes with multiple 3′ UTR isoforms (11%) show lowly correlated isoform expression across time. We have named these LCI genes and provide evidence that this gene class is under unique regulation. LCI genes show overall less dynamic total expression profiles; however, at the level of individual 3′ UTR isoforms they are highly dynamic (Figure 3). LCI genes also exhibit several features which indicate a higher level of post-transcriptional regulation of 3′ UTR isoform usage. Post-transcriptional 3′ UTR isoform regulation processes include miRNA mediated degradation and RNA-binding protein mediated stabilization or destabilization of mRNA molecules and control of translation efficiencies. 3′ UTRs of the LCI genes comprise significantly more miRNA binding sites and the 3′ UTR isoform ratio correlates well with the expression of a sub-group of miRNAs, many of which are known regulators of embryogenesis (Figure 4). Consistently with these findings, the correlation between total mRNA and protein abundances is lower in LCI genes relative to HCl genes indicating that the 3′ UTR usage of this group of genes is tightly regulated.

Our results reveal principles of selective pressures on alternative polyadenylation. By studying APA dynamics over developmental time, we revealed two classes of genes with alternatively polyadenylated isoforms, the HCl and LCI. The LCI show the hallmarks of strong regulation on their 3′ UTR isoforms in the form of miRNA. Thus, we revealed here that a powerful litmus test for a functional distinction among 3′ UTR isoforms during a biological process (such as embryogenesis) is their discordant expression across time. As a corollary, genes with 3′ UTR isoforms showing correlated expression may represent biological noise of no functional consequence, as is common for other processes such as alternative splicing (78). Collectively, our results characterize the regulatory principles of alternative polyadenylation and provide a context for the incorporation of specific posttranscriptional regulators such as miRNAs in the modelling of biological pathways.
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