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Abstract—Many practical wireless communications systems select their transmit rate from a finite set of modulation and coding schemes, which correspond to a set of discrete rates. In this paper, we therefore formulate a joint coordinated precoding and discrete rate selection problem for multiple-input multiple-output (MIMO) multicell networks. Compared to the common assumption of using the continuous Shannon rates as the user utilities, explicitly accounting for the discrete rates more accurately models practical wireless communication systems. The optimization problem that we formulate is combinatorial and non-convex, however, and is thus hard to solve. We therefore rewrite the problem using a discontinuous rate function, which we then bound using its concave envelope in some domain. Based on block coordinate descent, we provide a convergent resource allocation algorithm which can be implemented in a semi-distributed fashion. Numerical performance evaluation shows performance gains when the discrete rates are optimized using our model, as compared to the traditional methods which use the continuous Shannon rates as the user utilities.

I. INTRODUCTION

In the literature on multicell multiple-input multiple-output (MIMO) precoding [2], the user utility is often modelled as the continuous Shannon rate, which describes the rate that can be achieved with vanishingly low error probabilities using long codewords. This is an optimistic model, which further assumes optimal decoders and modulation constellations with infinite granularity. Practical wireless communications systems typically have none of these however. Instead, these systems are often adhering to the bit-interleaved coded modulation (BICM) paradigm [3, Ch. 7.4.1], where the transmit rate is determined by the selection of a channel code and a modulation constellation size. The discrete combinations of codes and constellations are called the modulation and coding schemes (MCSs). Given a signal-to-interference-and-noise ratio (SINR) at the receiver, the highest discrete rate that achieves some acceptable block error rate is then used for the transmissions.

In this work, we consider the case of joint precoder design and discrete rate selection. We model the problem as a system-level optimization problem, where we aim to maximize the weighted sum rate while using minimal amount of power. Since the optimization problem is both combinatorial and non-convex, we first rewrite it using some discontinuous rate functions. These are then bounded by their concave envelopes, which can be selected by the system designer. After a linearization step, block coordinate descent [3, Ch. 2.7] is applied, resulting in a convergent algorithm which is distributed over the mobile stations. We evaluate our algorithm using numerical simulations. Compared to the state-of-the-art in continuous rate optimization, our algorithm performs well.

Existing work on joint beamforming and discrete rate selection is scarce, and limited to the multiple-input single-output (MISO) and single-input single-output (SISO) models. In [5], a convex approximation of the sum rate was proposed for the MISO case. Through a reweighting procedure, some gains over the state-of-the-art in continuous rate optimization was shown. In [6], a mixed integer second order cone program (MISOCOP) was formulated for the MISO case. The problem was mathematically reformulated to be applicable to the commercial branch-and-cut solver CPLEX, which numerically gave the optimal solution. Two heuristics, based on solving a sequence of SOCP problems, were also proposed. In [7], the problem was considered for a subcarrier-based SISO system, and an optimal branch-and-bound algorithm was proposed.

Contrary to the previous work, in this paper we consider the problem for the MIMO case. This is an interesting scenario, since it allows for more degrees of freedom in the optimization: both precoders at the transmitters and receive filters at the receivers should be optimized.

II. SYSTEM MODEL

We consider a multicell network with $J$ base stations (BSs), collected in the set $\mathcal{J} = \{1, 2, \ldots, J\}$. The $i$th BS serves the mobile stations (MSs) in the set $\mathcal{I}_i = \{1, \ldots, K_i\}$ with data in the downlink. For brevity, we will denote the $k$th MS served by the $i$th BS as $i_k$. The channel between BS $j$ and MS $i_k$ is $H_{ik} \in \mathbb{C}^{N_{ik} \times M}$. BS $i$ uses a linear precoder $\mathbf{V}_{ik} \in \mathbb{C}^{M \times d_{ik}}$ to serve MS $i_k$ with $d_{ik}$ data streams. At the receiving end, MS $i_k$ applies a linear receive filter $\mathbf{U}_{ik} \in \mathbb{C}^{N_{ik} \times d_{ik}}$ for interference rejection. The transmitted signal $\mathbf{x}_{ik} \in \mathbb{C}^{d_{ik}}$ has zero mean, unit per-stream power, and is i.i.d. over the streams. We denote the $n$th column of $\mathbf{V}_{ik}$ and $\mathbf{U}_{ik}$ as $\mathbf{v}_{ik,n}$ and $\mathbf{u}_{ik,n}$, respectively, and assume single-stream decoding in the receivers. With the interfering broadcast channel as the multiuser interaction model, the received filtered signal for the $n$th stream at MS $i_k$ can thus be written as

$$
\hat{x}_{ik,n} = \mathbf{u}_{ik,n}^H \mathbf{H}_{ik} \mathbf{V}_{ik,n} x_{ik,n} + \sum_{j \in \mathcal{J}, j \neq i} \mathbf{H}_{ik} \mathbf{V}_{jk,n} x_{jk,n} + \mathbf{u}_{ik,n}^H \mathbf{z}_{ik,n},
$$

where $\mathbf{z}_{ik,n} \sim \mathcal{CN} \left(0, \sigma^2_z \mathbf{I} \right)$ is the thermal noise. The corresponding per-stream SINR is then given by (1), at the top of next page.
The discrete rates that are available to MS $i_k$ are described by the set $Q_{i_k} = \left\{ q_{i_k}^{(0)}, \ldots, q_{i_k}^{(1)} \right\} \subseteq \mathbb{R}^+$, and we assume without loss of generality that $0 = q_{i_k}^{(0)} < q_{i_k}^{(1)} < \ldots < q_{i_k}^{(1)} = \infty$. We include the zero rate in order to ensure feasibility in the optimization problem to be formulated. Due to its inclusion, our optimization formulation will also perform implicit user selection. Different MSs may belong to different terminal classes, corresponding to the discrete rates that they can decode, and the sets $\{Q_{i_k}\}_{k \in K}$ need thus not be identical. Some examples of discrete rate sets are:

**Example 1** (Discrete rates in WiFi). In the IEEE 802.11ac WiFi standard, code rates between 1/2 and 5/6 are combined with constellations ranging from BPSK to 256-QAM [4]. This gives $Q = \{0, 0.5, 1, 1.5, 2, 3, 4, 4.5, 5, 6, 6.7\}$ [bits/s/Hz].

**Example 2** (Discrete rates in cellular communication). In the 3GPP LTE standard, code rates between 1/8 to 4/5 are combined with constellations ranging from QPSK to 64-QAM [9, Sec. 22.4.4.1]. This gives $Q = \{0, 0.25, 0.4, 0.5, 0.67, 1, 1.33, 1.5, 1.6, 2, 2.67, 3, 3.2, 4, 4.5, 4.8\}$ [bits/s/Hz].

A discrete rate is achievable if the achieved SINR exceeds a pre-determined threshold:

**Definition 1** (Achievable discrete rate). The discrete rate for the $n$th stream of MS $i_k$, $s_{i_k,n} \in Q_{i_k}$, is achievable if and only if the SINR for that stream satisfies

$$\text{SINR}_{i_k,n}(u_{i_k,n}, \{V_{ji}\}) \geq \beta_{i_k}(s_{i_k,n}),$$

where $\beta_{i_k} : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is a function that maps a discrete rate to its required minimum SINR.

For a rate $q_{i_k}^{(p)} \in Q_{i_k}$, the required SINR $\beta_{i_k}(q_{i_k}^{(p)})$ is typically selected such that the corresponding block error rate (BLER) at the receiver is lower than some $\epsilon_{i_k}^{(p)} > 0$. An example is given by:

**Example 3** (Receiver with constant implementation margin). Given a BLER target of $\epsilon$, assume that the receiver needs a factor $\beta \geq 1$ higher SINR than the theoretical minimum. The discrete rate then satisfies the following Shannon formula $s = \text{log}_2(1 + \beta(s)/\beta)$ and the corresponding minimum required SINR is $\beta(s) = \beta(2^s - 1)$.

### III. Joint Coordinated Precoding and Discrete Rate Selection

Our goal is now to optimize the network utility, given the model for the discrete rates. We consider the weighted sum rate as the system-level objective function, where $w_{i_k} \in \mathbb{R}^+$ is the weight for MS $i_k$. Since excess power will increase the interference in the network, we maximize the weighted sum rate subject to a power regularization term:

$$\max_{\{U_{i_k,n}\}, \{V_{ji}\}} \sum_{i \in \mathcal{I}, k \in \mathcal{K}_i} \omega_{i_k,n} s_{i_k,n} - g_\kappa(\{V_{ji}\})$$

subject to $s_{i_k,n} \in Q_{i_k}, \forall i_k, n$

$$\text{SINR}_{i_k,n}(u_{i_k,n}, \{V_{ji}\}) \geq \beta_{i_k}(s_{i_k,n}), \forall i_k, n$$

$$\sum_{k \in \mathcal{K}_i} |V_{ij}|^2 \leq P_i, \forall i \in \mathcal{I},$$

where $g_\kappa(\{V_{ji}\}) = \kappa \sum_{i \in \mathcal{I}, k \in \mathcal{K}_i} |V_{ik}|^2$. The regularization parameter $\kappa$ is selected according to the following lemma, as inspired by Claim 1 in [11].

**Lemma 1.** Define $f(\{s_{i_k,n}\}) = \sum_{i \in \mathcal{I}, k \in \mathcal{K}_i} \omega_{i_k,n} s_{i_k,n}$ and $\delta := \min\{s_{i_k,n} \mid \{i_k\}_{k \in \mathcal{K}_i} \neq \{s_{i_k,n}\} \} f(\{s_{i_k,n}\}) - f(\{1\})$. If $\kappa = \frac{\delta}{\sum_{k \in \mathcal{K}_i} |V_{ik}|^2 + 1}$, the solution to the optimization problem in (4) simultaneously gives the maximum weighted sum rate and the corresponding minimum sum power precoders.

**Proof:** Similar to the proof of [11] Claim 1.

With this selection of $\kappa$, no loss in the objective due to selecting a smaller discrete rate for some MS can be made up for by the corresponding decrease in used power. Therefore, the optimization problem in (4) simultaneously gives the maximum weighted sum rate and the corresponding minimum sum power precoders. This hinges on the facts that the weighted sum rate only takes on discrete values and that the sum power is bounded; see related discussion in [11].

### A. Problem Reformulation

The optimization problem in (4) is both combinatorial (due to the selection of the discrete rates) and non-concave (due to the non-concavity of $\text{SINR}_{i_k,n}(u_{i_k,n}, \{V_{ji}\})$). As posed, it is thus difficult to solve. We will therefore reformulate the problem into one with a discontinuous objective function, which we will then bound. After the reformulation and bounding, we will apply the ideas pioneered in [12], [13] for the optimization. This entails linearizing the objective and applying block coordinate descent [4, Ch. 2.7].

The first step in the reformulation is the introduction of the mean squared error (MSE) of the $n$th stream of MS $i_k$:

$$e_{i_k,n}(u_{i_k,n}, \{V_{ji}\}) = \mathbb{E} \left( |x_{i_k,n} - \hat{x}_{i_k,n}|^2 \right) = 1 - 2\Re(u_{i_k,n}^H H_{i_k,n} v_{i_k,n}) + u_{i_k,n}^H \Phi_{i_k} u_{i_k,n},$$

where the received signal covariance matrix for MS $i_k$ is $\Phi_{i_k} = \sum_{j \in \mathcal{J}_i} H_{i_k,j} V_{ji} V_{ji}^H H_{i_k,j}^H + \sigma_n^2 I$. Assuming finite-power precoders, together with the unit-power symbols, we have that $0 \leq e_{i_k,n}(u_{i_k,n}, \{V_{ji}\}) \leq 1, \forall i_k, n$. Next, we rewrite the SINR constraint as a general quality of service (QoS) constraint, which is a function of the MSE.
Definition 2 (QoS domain). Let $\eta : \mathbb{R}^+ \to \mathbb{R}^+$ be a concave and strictly increasing function. It describes the mapping from the MSE domain to another QoS domain.

Definition 3 (Discontinuous rate function). Given a fixed receive filter $u_{ik,n}$, fixed precoders $\{V_j\}_{j \in \mathcal{K}_i}$, and a QoS domain represented by $\eta(\cdot)$, the discrete rate for the $n$th stream of MS $i$ is given by the discontinuous rate function

$$g_\eta(e_{ik,n}(u_{ik,n}, \{V_j\})) = \max_{q \in \Omega_{ik}} q,$$

subject to $\eta(e_{ik,n}(u_{ik,n}, \{V_j\})) \leq \eta\left(\frac{1}{1 + \beta_{ik}(q)}\right).$

In the following, this discontinuous function will be bounded by a continuous function. By introducing $\eta(\cdot)$ into (5), we get a degree of freedom in designing this bound.

Given Def. 3, we now reformulate the problem in (4) as:

$$\text{maximize} \quad \sum_{i \in \mathcal{I}, k \in \mathcal{K}_i} \omega_{ik} g_\eta(e_{ik,n}(u_{ik,n}, \{V_j\})) - g_\eta(\{V_j\})$$

subject to $\|V_{ik}\|^2 \leq P_i, \quad \forall i \in \mathcal{I}. \quad (7)$

The discrete rates are now implicitly selected in (6), and the problem is no longer combinatorial. The objective function has however become discontinuous. There is no loss in optimality due to this reformulation though, since it holds that

$$\min_{u_{ik,n}} e_{ik,n}(u_{ik,n}, \{V_j\}) = \min_{u_{ik,n}} \frac{1}{1 + \text{SINR}_{ik,n}(u_{ik,n}, \{V_j\})}.$$

We will now bound the objective function in (7) by bounding the discontinuous rate function by its concave envelope.

Given $P_{ik} \subset \mathbb{N}$ and $\{c^{(p)}_{ik}\}_{p \in P_{ik}}$, $\{m^{(p)}_{ik}\}_{p \in P_{ik}}$ which are uniquely defined slopes and offsets, the concave envelope is given by the following piecewise linear function:

$$g_\eta^{\text{conc}}(e) = \min_{p \in P_{ik}} \left\{c^{(p)}_{ik} \eta(e) + m^{(p)}_{ik}\right\} \geq g_\eta(e),$$

Some examples of concave envelopes are given at the top of the page. In Fig. 1 for three different QoS domains. This figure illustrates two key properties of our model. First, note that different QoS domains give bounds with different tightness. In the continuous rate domain (i.e. $\eta(e) = \log_2(e)$) for example,

3The concave envelope is the “smallest” concave function which majorizes the function. It is thus the best concave approximation available.

4These are uniquely determined by $Q_{ik}$ and $\beta_{ik}(\cdot)$, see examples in Fig. 1.

the concave envelope is a tight bound. This is because the discrete rates “look linear” in the this domain (cf. Ex. 3), and are thus well approximated by a piecewise linear function. The second property to note is that our model accounts for the maximum discrete rate that is achievable. There is thus no point in reducing the MSE past the threshold value of the largest discrete rate $c_{ik}$.

In Figure 1, this is seen by the curves having zero slope for sufficiently small MSEs.

By bounding the discontinuous rate functions by their concave envelopes, we get the following optimization problem:

$$\text{maximize} \quad \sum_{i \in \mathcal{I}, k \in \mathcal{K}_i} \omega_{ik} g_\eta^{\text{conc}}(e_{ik,n}(u_{ik,n}, \{V_j\})) - g_\eta(\{V_j\})$$

subject to $\|V_{ik}\|^2 \leq P_i, \quad \forall i \in \mathcal{I}. \quad (8)$

This step introduces some non-optimality, since we are upper bounding the objective of a maximization problem. The problem is no longer discontinuous however. The final hurdle is now the non-concavity of the objective. By Taylor expanding the $\eta(\cdot)$ function around a point $1/w_{ik,n}$, we get

$$g_\eta^{\text{conc}}(e_{ik,n}(u_{ik,n}, \{V_j\}), w_{ik,n}) =$$

$$\min_{p \in P_{ik}} \left\{c^{(p)}_{ik} \left(\eta\left(\frac{1}{w_{ik,n}}\right) + \eta'(w_{ik,n}) \left(\frac{1}{w_{ik,n}}\right) e_{ik,n}(u_{ik,n}, \{V_j\}) - \frac{1}{w_{ik,n}}\right) + m^{(p)}_{ik}\right\} \leq g_\eta^{\text{conc}}(e_{ik,n}(u_{ik,n}, \{V_j\}).$$

The inequality holds since $c^{(p)}_{ik}\eta(\cdot)$ is a convex function together with the fact that the first-order Taylor expansion of a convex function is a global underestimator [14, Ch. 3.1.3]. By introducing the linearization points as optimization variables, we get the final optimization problem as:

$$\text{maximize} \quad \sum_{i \in \mathcal{I}, k \in \mathcal{K}_i} \omega_{ik} g_\eta^{\text{conc}}(e_{ik,n}, w_{ik,n}) - g_\eta(\{V_j\})$$

subject to $\|V_{ik}\|^2 \leq P_i, \quad \forall i \in \mathcal{I}. \quad (9)$

It can easily be shown that $\max_{w_{ik,n}} g_\eta^{\text{conc}}(\cdot, w_{ik,n}) = g_\eta(\cdot)$, i.e., the linearization is tight at optimality. The optimization problems in (8) and (9) therefore have the same optimal value.

5By reducing the MSE further, the performance at the corresponding MS would not increase but all other MSs might receive stronger interference, which is detrimental to the system-level performance.

6By construction, it holds that $c_{ik}^{(p)} \leq 0, \forall p \in P_{ik}$.
B. Distributed Algorithm

The final optimization problem in [9] has the desired property that it is concave in each block of variables, when the two other blocks are held fixed. This leads us to apply block coordinate descent (BCD) [4] Ch. 2.7) to it.

By fixing the precoders and linearization weights in the optimization problem in [9], it can be shown that an optimal receive filter is the MMSE filter \( U_{ik} = \Phi_{ik}^{-1} H_{ik} V_{ik}, \forall ik \). By fixing the receive filters and the precoders, it can be shown that optimal linearization weights are \( w_{ik,n}^* = 1/e_{ik,n}(u_{ik,n}, \{V_{ji}\}), \forall ik, n \). Finally, the optimal precoders are given by the optimization problem when the receive filters and linearization weights are fixed. This strongly concave optimization problem has a unique solution, which can be found using, e.g., interior-point methods [14] Ch. 11.

By sequentially solving the subproblems, an iterative algorithm is obtained. The receive filters and linearization weights can be solved for distributedly over the MSs, whereas the precoders must be solved for centrally at the BSs.

Theorem 1. When BCD is applied to the optimization problem in [9], the sequence of objective values obtained converges.

Proof: The sequence of objective values is nondecreasing, since in each step of the BCD, the objective function is maximized. The sequence is further bounded above by the finite optimal value of the optimization problem in [9]. The sequence thus converges [15] Thm. 3.14.

IV. PERFORMANCE EVALUATION

We evaluate the performance of the proposed algorithm using numerical simulations. We let \( I = 3 \) BSs be placed equidistant along the centre line of a 120 × 20 [m] office corridor. Each BS serves \( K = 2 \) randomly placed MSs with \( d = 2 \) data streams. The BSs have \( M = 4 \) antennas each and the MSs have \( N = 2 \) antennas each. The large-scale fading is given by the ITU-R InH model [16] Table A1-2], but we model the small-scale fading as i.i.d. Rayleigh fading. We use the discrete rates from Ex. 1 with corresponding required SINRs from Ex. 3 with \( \beta = 1 \). We draw 100 i.i.d. Monte Carlo realizations, and average the results. The proposed algorithm is run until the relative difference between subsequently achieved objective values is less than \( 10^{-3} \). We compare our proposed algorithm to the per-stream WMMSE algorithm [17] and the MaxSINR algorithm [18], which both are well-known to perform well for the continuous rate case [19]. We also consider intercell and intracell time-division multiple access (TDMA), where the precoders are given by waterfilling over the strongest singular vectors of the desired channel.

In Fig. 2 we show the convergence of our algorithm when \( \eta(e) = \log(e) \) and the transmit power is 21 dBm. The achieved discrete and continuous rates are more interesting than the (regularized) optimization objectives, and we thus show the former. After about 20 iterations, the two rates converge. This indicates that no excess power is used, since otherwise the continuous rate would be larger than the discrete rate. The
discrete rate performance of the WMMSE algorithm is poor since it allocates too much power to already saturated streams.

In Fig. 3 we compare the performance for different QoS domains. The rate and SINR domains perform identically at high transmit powers, whereas the MSE domain is unable to perform as well (cf. the bound tightness in Fig. 1). In Fig. 4 we compare our algorithm to the benchmarks. At high transmit powers, the necessity of modelling the discrete rates is clear. The WMMSE algorithm performs worse for sufficiently high transmit power and the other benchmarks are not competitive.

In Fig. 5 we vary the number of available discrete rates at a fixed transmit power of 21 dBm. We consider discrete rates \( Q = \{1, 2, \ldots, q_{\max}\} \), where we sweep \( q_{\max} \) in steps of 1 [bits/s/Hz]. At typical constellation sizes, our proposed algorithm is clearly superior. For very large constellations however, the WMMSE algorithm catches up.

V. CONCLUSION

Many practical wireless communications systems use a finite set of discrete rates. By explicitly modelling these, a heuristic coordinated precoding algorithm was developed, which performs very well compared to algorithms which do not account for the discrete rates.
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