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Abstract—Recently, deep learning approaches have been extensively studied for low-dose CT denoising thanks to its superior performance despite the fast computational time. In particular, cycleGAN has been demonstrated as a powerful unsupervised learning scheme to improve the low-dose CT image quality without requiring matched high-dose reference data. Unfortunately, one of the main limitations of the cycleGAN approach is that it requires two deep neural network generators at the training phase, although only one of them is used at the inference phase. The secondary auxiliary generator is needed to enforce the cycle-consistency, but the additional memory requirement and increases of the learnable parameters are the main hurdles for cycleGAN training. To address this issue, here we propose a novel cycleGAN architecture using a single switchable generator. In particular, a single generator is implemented using adaptive instance normalization (AdaIN) layers so that the baseline generator converting a low-dose CT image to a routine-dose CT image can be switched to a generator converting high-dose to low-dose by simply changing the AdaIN code. Thanks to the shared baseline network, the additional memory requirement and weight increases are minimized, and the training can be done more stably even with small training data. Experimental results show that the proposed method outperforms the previous cycleGAN approaches while using only about half the parameters.

Index Terms—Low-dose CT, deep learning, unsupervised learning, cycleGAN, adaptive instance normalization (AdaIN), wavelet transform

I. INTRODUCTION

X-ray computed tomography (CT) is one of the most widely used medical imaging modalities thanks to the advantage of being able to obtain high-quality medical images quickly. Unfortunately, CT also has disadvantages in that radiation passing through a patient can increase the risk of cancer. For this reason, low-dose CT, which acquires images with only a small amount of radiation, is used in many cases. However, a low-dose CT image has a high noise level and low image contrast compared to a CT image taken with a full dose, which makes it difficult to accurately diagnose.

Various studies have been conducted to improve the image quality of low-dose CT by removing noises. Low-dose CT denoising algorithms traditionally used the model-based iterative reconstruction (MBIR) methods [1]–[3]. An MBIR approach repeatedly performs forward projection and back-projection, which requires excessive amount of computations.

Deep learning-based image processing algorithms have shown remarkable achievements in the computer vision field over the recent years [4]–[8]. There are two major advantages of deep learning: (1) it shows robust performance for various inputs without adjusting hyperparameters because the network learns image features directly from the data, and (2) image processing is performed quickly without iterative computations. Thanks to these advantages, in the CT imaging field, many studies using deep learning algorithm have been conducted. Kang et al. [9], [10], Chen et al. [11], and Yang et al. [12] have published studies using deep learning for low-dose CT denoising. These early stage studies using deep learning were mostly conducted by supervised learning methods that require training data composed of pairs of low-dose and matched high-dose CT images. However, in a clinical environment, it is difficult to obtain matched low- and high-dose data due to the increase of the total radiation dose to patients in the acquisition of the paired data. Moreover, the simulation-based addition of the noises often produces biased results that are not matched to the real acquisition scenarios. Therefore, unsupervised learning, which can train a convolutional neural network (CNN) without a paired dataset, has attracted much attention.

Generative adversarial network (GAN) [13] is a popular unsupervised learning framework. CycleGAN is one of the most successful image-to-image translation algorithm between an input-image domain and a target-image domain without a paired dataset [14]. Inspired by this, our group has also published an unsupervised low-dose CT denoising study using cycleGAN [15]. Furthermore, our follow-up study [16] has revealed the mathematical origin of the cycleGAN from optimal transport theory [17], [18], showing that cycleGAN can be derived as a variation formulation that minimizes the statistical distances between empirical distributions and “push-forward” distribution in the measurement and the image domain simultaneously [16].

Despite its superior performance with strong theoretical foundations, CycleGAN is not free of limitations. In particular, cycleGAN requires two separate generators to enforce the cycle-consistency by performing image-to-image translation in the forward and opposite directions simultaneously. For example, in the denoising task, one generator performs the noise reduction, and the other performs the noise generation during network training. After the training is completed, only the generator that performs noise reduction is used. Accordingly, the additional GPU memory requirement by the auxiliary generator is inefficient and prevents the use of deeper neural network for the noise reduction generator. Moreover, increased number of trainable weights in neural networks due to the second generator often requires a large amount of training.
Fig. 1: Overview of unsupervised learning methods. \( \mathcal{X} \) and \( \mathcal{Y} \) denote high-dose CT domain and low-dose CT domain, respectively. The networks \( D_X \) and \( D_Y \) discriminate fake images and real images in \( \mathcal{X} \) and \( \mathcal{Y} \), respectively. (a) CycleGAN with two different generators, \( G_{XY} \) and \( G_{YX} \). (b) AdaIN-switchable cycleGAN. The generator \( G \) taking the vector from AdaIN-code generator \( F \) converts high-dose images to low-dose images. All the networks are trained using the adversarial loss \( \ell_{\text{disc}} \), cycle loss \( \ell_{\text{cyc}} \) and identity loss \( \ell_{\text{id}} \).

To address this fundamental issue, here we propose a novel cycleGAN architecture using a single generator with adaptive instance normalization (AdaIN) layers. AdaIN was originally proposed as an image style transfer method, in which the mean and variance of the feature vectors are replaced by those of the style reference image [19]. Recently, AdaIN has attracted attention as a powerful component to control generative models. For example, in the StyleGAN [20], the network generated various realistic faces with the same inputs by simply adjusting the mean and variance of the feature maps using AdaIN. Furthermore, recent study [21] has shown that the change of style by AdaIN is not a cosmetic change but a real one thanks to the important link to the optimal transport [17], [18] between the feature vector spaces.

Inspired by the success of AdaIN and its theoretical understanding, one of the most important contributions of this work is to demonstrate that a single generator with AdaIN layers can learn the bidirectional image-to-image translation function which is essential for the learning using the cycle-consistent loss. Thus, the network can be trained in the similar way of cycleGAN without an additional generator, which is not actually necessary for the inference. This results in many advantages which may address the limitations of the existing cycleGAN. First, the AdaIN code generation can be easily done with a very light weight network, dubbed AdaIN code generator, so the memory requirement for the generator of our method is only about a half of the original one. Furthermore, once the neural network is trained, the AdaIN code is no more necessary, and the simple baseline network is used as a denoising network, which makes the system very simple. Finally, due to the same underlying network structure, the number of trainable weights is much smaller so that training can be more easier than the original cycleGAN counterpart. In fact, our experimental results demonstrated that our network can be trained with much smaller training dataset, which was not possible using the existing cycleGAN.

To further improve the performance, our method is combined with the wavelet residual processing. More specifically, Song et al. [22] have shown that the preprocessing method using wavelet transform is effective in separating the common components of an image from noises, so that the CNN can learn the noise better. Accordingly, the network trained using wavelet high-frequency detail images can improve noise reduction performance and preserve the information in the original CT image. Taken together, this study introduces a novel AdaIN-switchable cycleGAN for low-dose CT denoising using wavelet residual signals. Experimental results confirmed that the proposed method has a higher memory efficiency and higher noise reduction performance compared to the existing cycleGAN.

II. Related works

A. Deep Learning Approaches for Low-Dose CT Denoising

Many deep learning approaches for low-dose CT denoising have been published for recent years. Kang et al. [9] have first proposed a low-dose CT denoising network, called AAPM-Net, in the 2016 AAPM Low-dose CT Grand Challenge. Chen et al. have introduced the low-dose CT denosing algorithm using residual encoder-decoder convolution neural network (RED-CNN) [11]. Yang et al. used Wasserstein generative adversarial network for low-dose CT denosing [12]. These early works were based on the supervised learning framework. For example, the dataset from the 2016 AAPM low-dose CT Grand Challenge consists of the matched high-dose CT images and simulated low-dose CT images and was used for supervised learning in these works.

To train a neural network without matched reference data, Wolterink et al. [23] have proposed low-dose CT denoising network using an adversarial loss. To prevent from generating spurious features from the adversarial loss, Kang et al. [15] have employed cycleGAN for low-dose CT denoising by imposing the cycle-consistency loss. The results showed that the cycle-consistency and identity losses played an important role to preserve the detail information of the original CT image without generating spurious features [15].
Fig. 2: Architecture of image generator connected to the AdaIN code generator. The image generator has a structure of U-Net. The AdaIN code generator consists of fully connected layers and ReLU activation layers. Due to the small size of input and output, the AdaIN code generator is much lighter compared to the image generator. The outputs of the AdaIN code generator are connected to the AdaIN layers in the image generator.

B. Deep Learning using Wavelet High Frequency Images

Wavelet transform is known for its capability of decomposing images into directional components [24]. In fact, the AAPM-Net by Kang et al. [9] has applied contourlet transform preprocessing to the CT images, so that deep learning can be performed in contourlet transform domain to learn the directional components of noises.

Yet another advantage of using a wavelet transform for deep learning is that the directional components to be modified can be separated from the other bands based on the prior knowledge, so that the network can easily focus on learning the noise components. For example, in a recent paper by Song et al. [22], only a subset of the wavelet bands was used to recompose a wavelet directional image, and the neural network was designed to learn the mapping between these directional images in an unsupervised manner using cycleGAN.

C. Adaptive Instance Normalization (AdaIN)

AdaIN [19] is an extension of instance normalization [25], which goes beyond the classical role of the normalization methods for image style transfer. The key idea of AdaIN is that latent space exploration is possible by adjusting the mean and variance of the feature map, so that the outputs with different styles can be generated with the same input image. Specifically, style transfer was performed by matching the mean and variance of the feature map of the input image to those of the style reference image [19].

More specifically, let a multi-channel feature map be represented by

\[
X = [x_1, \ldots, x_C] \in \mathbb{R}^{HW \times C},
\]  

where \( x_n \in \mathbb{R}^{HW \times 1} \) refers to the \( n \)-th column vector of \( X \), which represents the vectorized feature map of size of \( H \times W \) at the \( n \)-th channel. Suppose, furthermore, the corresponding feature map for the style reference image is given by

\[
Y = [y_1, \ldots, y_C] \in \mathbb{R}^{HW \times C},
\]  

Then, AdaIN changes the feature data for each channel using the following transform:

\[
z_n = T(x_n, y_n), \quad n = 1, \ldots, C
\]  

where

\[
T(x, y) := \frac{\sigma(y)}{\sigma(x)} (x - \mu(x))1 + \mu(y)1,
\]  

where \( 1 \in \mathbb{R}^{HW} \) is the \( HW \)-dimensional vector composed of 1, and \( \mu(x) \) and \( \sigma(x) \) are channel-wise mean and standard deviation (std) for \( x \in \mathbb{R}^{HW} \):

\[
\mu(x) = \frac{1}{HW}1^\top x, \quad \sigma(x) = \sqrt{\frac{1}{HW}||x - \mu1||^2}
\]  

Note that the instance normalization [25] only differs the choice of the \( \sigma(y) \) and \( \mu(y) \). Specifically, rather than estimating the \( \sigma(y) \) and \( \mu(y) \) using the style reference image, the instance normalization estimates them from the input features using backpropagation.

At glance, the AdaIN transform in (4) appears heuristic. However, the in-depth study [21] has shown that the AdaIN transform in (4) is the optimal transport scheme between two probability spaces \( \mathcal{X} \subset \mathbb{R}^{HW} \) and \( \mathcal{Y} \subset \mathbb{R}^{HW} \), which are equipped with the i.i.d. Gaussian distributions with \( (\text{mean}, \text{std}) = (\mu(x), \sigma(x)) \) and \( (\mu(y), \sigma(y)) \), respectively. Therefore, the AdaIN transform provides the minimal cost transport path when converting one feature map to another.
III. Theory

A. Overall Scheme

Since the low-dose CT noises are mainly in the high frequency range, the high-frequency and low-frequency components of the CT image are decomposed using wavelet transform in our task, so that the neural network is trained using the high-frequency component only while maintaining the low-frequency component. Furthermore, to make the neural network training memory and data efficient, two opposite image-to-image translation tasks, noise reduction and noise generation, are conducted by a single network with AdaIN. The detailed description of each component is as follows.

B. Switchable Generator using AdaIN Layers

As shown in Fig. 1(a), the cycleGAN framework for low-dose CT denoising requires two generators: one from low-dose to high-dose images \(G_YX\), the other from high-dose to low-dose images \(G_XY\). Inspired by the observation that AdaIN is an optimal transport plan between the feature layers, our goal is to implement two generators using a single baseline network followed by optimal transport layers to specific target distributions. More specifically, for the low-dose to high-dose generator, we use the autoencoder as the baseline network and then use AdaIN transform to transport the autoencoder features to the high-dose features. Similarly, for the high-dose to low-dose generator, the autoencoder features are then transported to the low-dose features using another AdaIN transform. Furthermore, a key simplification comes from that if the first AdaIN code for the low-dose to high-dose generator is set to a constant vector, then only the second AdaIN code needs to be optimized through the additional neural network \(F\) as shown in Fig. 1(b).

More specifically, the architecture of the proposed generator network is shown in Fig. 2. Basic structure of the autoencoder network is from U-Net [5]. In the proposed network, the batch normalization layers are replaced with AdaIN layers. The AdaIN layers take a mean vector and a variance vector as the low-dose to high-dose \(G\) generator or default AdaIN vector \(c\) composed of zero mean and unit variance. More specifically, with the constant code \(c\), the generator \(G(y; c) : \mathcal{Y} \mapsto \mathcal{X}\) “push-forwards” the probability measure \(P_Y\) to \(P_X\) [17], [18]. On the other hand, with the learned vector \(c\), the generator \(G(x; c) : \mathcal{X} \mapsto \mathcal{Y}\) performs the push-forward of the measure \(P_X\) to \(P_Y\). Here, the AdaIN code \(c\) is obtained as the output of the AdaIN code generator \(F\), where the input vector to \(F\) is ones vector \(c\) with size of \(1 \times 128\), and \(c = F(c)\). Note that the mean and variance vectors for AdaIN codes must be the same length as the number of channels of the feature map. Then, the generator learns not only the image translation function from \(P_X\) to \(P_Y\) but also the function from \(P_Y\) to \(P_X\) by simply changing the AdaIN code.

The training of our cycleGAN can be done by solving the following min-max problem:

\[
\min_{G,F} \max_{D_X,D_Y} \ell_{total}(G,F,D_X,D_Y) \tag{6}
\]

where our cycleGAN loss is defined as follows:

\[
\ell_{total}(G,F,D_X,D_Y) = -\ell_{disc}(G,F,D_X,D_Y) + \lambda_{cyc} \ell_{cycle}(G,F) + \lambda_{id} \ell_{identity}(G,F) \tag{7}
\]

where \(\lambda_{cyc}\) and \(\lambda_{id}\) denote the weighting parameters for the cycle loss and the identity loss terms. Here, the discriminator loss \(\ell_{disc}(G,F,D_X,D_Y)\) is composed of LSGAN losses [26]:

\[
\ell_{disc}(G,F,D_X,D_Y) = \mathbb{E}_{y \sim P_Y} \left[ \| D_Y(y) \|_1 \right] \\
+ \mathbb{E}_{x \sim P_X} \left[ (1 - D_Y(G(x; F(c)))) \right] \\
+ \mathbb{E}_{x \sim P_X} \left[ D_X(x) \right] \\
+ \mathbb{E}_{y \sim P_Y} \left[ 1 - D_X(G(y; c)) \right] \tag{8}
\]
D. Wavelet High-Frequency Image for Low-Dose CT Denoising

The method of obtaining the wavelet high-frequency image from the CT image for our method is shown in Fig. 3. The method is similar to the method introduced in the study by Song et al. [22]. First, the low-dose CT image is decomposed repeatedly using wavelet transform. Because the noise in the low-dose CT image has no directionality, the wavelet high-frequency image is obtained by inverse wavelet transform of all the detail bands except the last low-low (LL) band. This process can be easily conducted by zeroing the last LL band. Our method is different from the previous method [22] in which only horizontal or vertical bands among wavelet subbands are utilized for network training.

Using our method, non-directional high-frequency noise component can be separated robustly. The wavelet high-frequency images from the low-dose CT images and the routine-dose CT images are used for unsupervised learning. After the network removes the noise components of the wavelet high-frequency images, noise pattern is estimated by subtracting the output of the network from the wavelet high-frequency image. The final output is obtained by subtracting the estimated noise pattern from the low-dose CT image as shown in Fig. 3.

IV. Methods

A. Data Set

1) Multiphase Cardiac CT Scans: Cardiac multiphase coronary CT (CTA) is a typical case using low-dose CT. CTA acquires a series of CT images of a heart so that a doctor can observe cardiac motion, which is essential for the diagnosis of several heart diseases such as valve disease. If the entire series of the CT images were obtained using routine-dose CT, an excessive radiation dose would be applied to the patient. Conversely, if the entire series were obtained using low-dose CT, there is a risk that accurate diagnosis may be impossible. Therefore, generally at least one of the CT images is obtained using routine-dose CT, and the remaining images are obtained using low-dose CT, so that medical staffs can diagnose the heart condition of the patient using the routine-dose CT images with a low noise level and the low-dose CT images with a high noise level.

We used the CTA scan dataset consisting of 50 mitral valve prolapse patients and 50 coronary artery disease patients, which was used in the study by Kang et al. [15]. The number of CT images in training data is 36,535, and in test data is 3,530. Electrocardiography (ECG)-gated cardiac CT scanning was performed for data acquisition using second generation dual-source CT scanner (Somatom Definition Flash, Siemens). The tube current of low-dose CT is 20% for the current of routine-dose CT. CT images were reconstructed using a standard cardiac filter (B26f). The low-dose CT images are from phase 2 of the CTA dataset and the routine-dose are from phase 8. Detailed information of the CTA scan protocol is written in the previous reports [27], [28].

2) Chest CT Scans: The low-dose CT image data released in 2020 by the Mayo clinic [29], [30] was used for quantitative analysis of the network performance. Of the 100 chest CT data provided, 50 were used. 45 data is as training data, the remaining five were used as test data. Total number of CT images in the training data is 14,965, and that in the test data

\[ \ell_{id}(G, F) = \mathbb{E}_{y \sim P_Y} [||G(y; c_x) - y||_1] + \mathbb{E}_{x \sim P_X} [||G(G(x; F(c)); c_x) - x||_1] \]
is 1.683. All the CT scans were taken at routine-dose levels and low-dose levels. For the low-dose level, a 10% dose of the routine-dose was used. More information on this data can be found in the technical note published by Chen et al. [31].

B. Implementation Details

The structure of the image generator is U-Net with AdaIN layers as shown in Fig. 2, which consists of 4 stages. At each stage in the encoder part, the width and height of the feature map are halved, and the number of channels is doubled. Strided convolution with a stride of 2 is used instead of pooling layer in the encoder part. The feature map of the encoder part is concatenated to the feature map of the decoder part in the same stage. In the decoder part, 2 × 2 upsampling layers are used. The feature maps are normalized using AdaIN layers with the fixed vectors or with the output vectors from the AdaIN code generator.

The discriminator has a similar structure to the discriminator introduced in PatchGAN [32]. The architecture of the discriminator is illustrated in Fig. 4. The first four convolution layers use a stride of 2, while the rest convolution layers use a stride of 1. The first convolution layer gets an input image with one channel and generates a feature map with 64 channels. After that, each time the feature map passes through the convolution layer, the number of channels is doubled. In the last layer, the output is obtained by reducing the number of channels to one. The discriminator loss (8) is calculated using the output.

The generators, discriminators and AdaIN code generator were trained by solving (6). All the networks were trained using ADAM optimization algorithm [33] with $\beta_1 = 0.5$, $\beta_2 = 0.999$ and $\epsilon = 1e^{-7}$. The convolution kernels were initialized by the Glorot uniform initializer [34]. The number of mini-batches for training was 1. All the methods in this study were implemented in Tensorflow v2.2.0 [35] and were trained on NVIDIA GeForce GTX 1080 Ti GPU device.

In the cardiac CT experiment, the loss weights $\lambda_{\text{cycle}}$ and $\lambda_{\text{identity}}$ were set to 0 and 5, respectively. The number of training epochs was 80. The learning rate was set to $2e^{-4}$. In the chest CT experiment, the loss weights $\lambda_{\text{cycle}}$ and $\lambda_{\text{identity}}$ were set to 0.5 and 0.1, respectively. The learning rate was set to $2e^{-3}$, and the training was stopped at 50 epochs.

During training, the randomly cropped patches with size of $128 \times 128$ were used. The patches were randomly flipped in horizontally and vertically for data augmentation. The intensity of CT images was normalized by dividing constant number 1,024 before wavelet transform. The level of wavelet transform was set to 6 after extensive experiments. The last LL band was set to zero before inverse wavelet transform to get the wavelet high-frequency image.

C. Comparative Methods

We compared the performance of the proposed method with those of the various networks. For the cardiac CT dataset, we compared the proposed method with the cycleGAN from [15]. The cycleGAN trained two generators with ResNet structure using CT images directly instead of wavelet high-frequency images. The number of mini-batches for the cycleGAN was 10, and the size of image patches during training was $56 \times 56$. Other training settings for the cycleGAN were same to those for the proposed method.

We conducted the experiments using the Chest CT dataset which consists of paired low-dose CT and routine-dose CT image sets for quantitative analysis. The comparative methods include the supervised method and the cycleGAN from [15]. The supervised method trained a generator with same structure of the generator of the proposed method, but used batch normalization layers instead of the AdaIN layers. The generator was trained by minimizing MSE loss between the denoised CT image and the corresponding routine-dose CT image. The cycleGAN method was trained in the same way as the cycleGAN method for the cardiac CT experiments.

D. Quantitative Analysis

For quantitative analysis, peak signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) [36] were calculated. PSNR and SSIM values were calculated and averaged for the 5 patients data in the test dataset. The intensity of the low-dose CT image was normalized to have range [0, 1] by adding the minimum value and dividing the maximum value of the image before calculating PSNR and SSIM values. The routine-dose CT images and denoised images were normalized in the same way using the values from the low-dose CT image. The equation for PSNR calculation is as following:

$$\text{PSNR}(x, y) = 20 \log_{10} \frac{\text{MAX}_x}{\|x - y\|_2}$$

The SSIM is calculated by

$$\text{SSIM}(x, y) = \frac{(2\mu_x\mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + C_1(\sigma_x^2 + \sigma_y^2 + C_2)}$$

where $C_1 = (K_1L)^2$ and $C_2 = (K_2L)^2$. We used $K_1 = 0.01$, $K_2 = 0.03$ as in the original paper [36].

V. EXPERIMENTAL RESULTS

A. Cardiac CT Experiment

Fig. 5 shows the input images and corresponding output images of the generator with AdaIN layers. The results for
the same input image differ depending on the AdaIN code. It means that the AdaIN code controls the function of the generator. The AdaIN code of zero mean and unit variance vectors removes the noise from the input image as shown in the middle column of the first row in Fig. 5. The denoised low-dose CT image $G(y; c_x)$ has a similar noise level to the routine-dose CT image. In contrast, the AdaIN code $c_y = F(c)$ generates additional noise on the input image by adjusting the feature map in the network as shown in the image $G(x; c_y)$ at the middle column of the second row in Fig. 5. On the other hand, thanks to the identity loss, the images $G(x; c_x)$ and $G(y; c_y)$ do not change much, retaining original noise levels as shown in the last column in Fig. 5. These results confirm that the network successfully performed the bidirectional image-to-image translation as we intended.

The images of the cardiac CT dataset are arranged in Fig. 6. Original low-dose CT images and the corresponding routine-dose CT images are displayed in the left column in (a) and (d), respectively. Note that they are not matched images, since they are taken at different cardiac phases. Then, the denoised images and the corresponding difference images by the cycleGAN [15] and the propose method are displayed in the second and third column, respectively. The difference images are obtained by subtracting the denoised images from the low-dose CT images. The intensity window of the CT images is (-500, 500) [HU] while the intensity window of the difference images is (-100, 100) [HU]. The proposed method removes more noise components than the cycleGAN method, without blurring as shown in the denoised image. The noises in the difference images of the proposed method are uniformly distributed while those of the cycleGAN are concentrated in the heart. This confirms that the proposed method is better than the cycleGAN for denoising.

B. Chest CT Experiment

For the chest CT experiment, the images from three comparative methods are arranged in Fig. 7. There are three selective images for each method, which show lung, bone and soft tissue from top to bottom. The image patches of size 128 $\times$ 128 cropped from the selected CT images are displayed below the CT images for detailed observation. In the results of the supervised method, the images are over-smoothed after denoising compared to the routine-dose CT images. The cycleGAN method still remains the noise on the result images as in the cardiac CT dataset experiment. The results of the proposed method have a noise level similar to the routine-dose CT images while recovering edges and details without blurring.

The average PSNR and SSIM values of the various CT images for quantitative comparison are listed in Table I. Among the methods, the supervised method has the highest PSNR and SSIM values. However, when you see the results of the supervised method, you can see that the results are blurry and overly smoothed so that the detail information...
are all removed. Accordingly, even though the supervised method scores the highest quantitative values, it is difficult to state that the supervised method is the best method since the images of the supervised method have different texture and noise level to the routine-dose CT images. Moreover, supervised method is not applicable in general situations where...
Fig. 8: Noise reduction results from the Mayo Clinic dataset using the proposed method and the WavCycleGAN. Intensity range of the CT images is (-500, 500) [HU].

**TABLE I: Quantitative comparison of various methods.**

| Algorithm   | PSNR   | SSIM  |
|-------------|--------|-------|
| LDCT input  | 22.8585| 0.3529|
| Supervised  | 33.0848| 0.7649|
| CycleGAN    | 30.1970| 0.6466|
| Proposed    | 30.8730| 0.6605|

the matched reference data is not available. Except for the supervised method, the proposed method has the highest PSNR and SSIM values among the unsupervised methods.

**VI. DISCUSSION**

To confirm the optimality of the proposed network architecture, we have performed various ablation studies. First, we implemented a similar cycleGAN method in wavelet domain using two separate generators (WavCycleGAN). The structure of the generators used in the WavCycleGAN was same as that of the generator in the supervised method.

Table II compares the number of parameters in generators for the WavCycleGAN and the proposed method. As shown in the table, the generators for the proposed method only use half the parameters of the WavCycleGAN because it uses only one generator and one AdaIN code generator which has much smaller number of parameters than the image generator.

Table II compares the number of parameters in generators for the WavCycleGAN and the proposed method. As shown in the table, the generators for the proposed method only use half the parameters of the WavCycleGAN because it uses only one generator and one AdaIN code generator which has much smaller number of parameters than the image generator.

The reconstruction results in Fig. 8 show that the noise level of the WavCycleGAN results is similar to that of the routine-dose CT images. The overall image quality of the WavCycleGAN results is similar to that of the proposed method, but the edges in the WavCycleGAN results are somewhat blurry compared to the proposed method. Moreover, for the average PSNR and SSIM values, the WavCycleGAN results in PSNR=30.4030 dB and SSIM=0.6279, whereas the proposed method has PSNR=30.8730 dB and SSIM=0.6605. This shows that the proposed method is comparable and even better than the WavCycleGAN. We suspect that the improvement may come from the smaller number of parameters, which makes the learning more stable.

To confirm this claim, we conducted an experiment with reduced training dataset. In the experiment, we trained the proposed method and the WavCycleGAN using only the 50% and 10% of the training dataset, and compared the PSNR and SSIM values. The graphs in the Fig. 9 show that the proposed method results in graceful performance degradation, whereas the performance of the WavCycleGAN quickly degrades with the reduced training dataset. The PSNR value of the proposed method decreased from 30.87 dB to 30.64 dB and 30.39 dB as the amount of training dataset decreased from 100% to 50% and 10%. However, the PSNR value of the WavCycleGAN decreased from 30.04 dB to 29.70 dB and 28.98 dB under the same condition. Similarly, the proposed method had SSIM values of 0.6605, 0.6539 and 0.6401 for the 100%, 50%, and 10% of training datasets, while the WavCycleGAN had SSIM values of 0.6279, 0.6156 and 0.5859.

In the second ablation study, we used the same single...
Fig. 9: PSNR and SSIM plots of the proposed method and the WavCycleGAN according to the relative amount of training dataset.

Fig. 10: Results of ablation studies. (a) Input low-dose CT image, and reconstruction results by (b) the proposed method, (c) the proposed method without wavelet residuals, (d) without identity loss, and (e) without wavelet residuals and identity loss. (f) Routine-dose CT images at different cardiac phases. (g-j) Difference images between (a) and the results images (b-e). The intensity window of CT image is (-500, 500) [HU] and the intensity window of difference image is (-100, 100) [HU].

generator with AdaIN layers but the processing was done in the image domain rather than wavelet residuals. Fig. 10 (c) and (h) show that the image domain approach changes the overall pixel intensity, whereas this artifact is not observed in our method in Fig. 10 (b) and (g).

In the last ablation study, we investigated the importance of the identity loss. Fig. 10 (d) and (i) show the reconstruction results without the identity loss and the corresponding differ-
ence images. In the difference images, you can see the edges between the soft tissue and air, which means that the noise is not uniformly eliminated. This confirms that the wavelet transform and the identity loss are both important to prevent the generation of artificial features.

VII. CONCLUSION

In this paper, we proposed a novel unsupervised learning method using AdaIN-switchable cycleGAN for low-dose CT denoising. In the proposed method, the low-dose CT images are first decomposed using wavelet transform so that the neural network retains the low-frequency signal and only learns the noise distributions in the high-frequency regions. The main contribution of this work is to remove the additional generator in the cycleGAN training process by applying simple AdaIN codes to the generator, which significantly reduces the number of network weights. Experimental results confirmed that although the number of parameters needed for generator training has been reduced by half, the performance of the network has improved thanks to more stable training.
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