A field extension $L/F$ is said to be excellent if for every quadratic form $q$ over $F$ the anisotropic kernel of the form $q_L$ obtained from $q$ by scalar extension to $L$ is defined over $F$. Arason [1] first noticed that function fields of smooth projective conics have this useful property. As it relies on Knebusch’s Habilitationschrift [7] on symmetric bilinear forms, Arason’s proof required the hypothesis that $\text{char } F \neq 2$.

Three other proofs have been published; they are due to Rost [14, Corollary], Parimala [4, Lemma 3.1], [11 Proposition 2.1], and Pfister [12 Prop. 4]. Pfister’s proof is based on the study of quadratic lattices over the ring of an affine open set of the conic, while Rost’s proof uses ingenious manipulations of quadratic forms that are isotropic over the function field. Parimala’s proof relies, like Arason’s, on vector bundles over the conic, but it uses the Riemann–Roch theorem instead of Grothendieck’s classification of vector bundles over the projective line [5]. (Another unpublished proof was obtained by Van Geel [16] as an application of the Riemann–Roch theorem.) The version of Parimala’s proof in [11] has the extra feature to apply to hermitian forms over division algebras instead of just quadratic forms, but all the proofs published so far require $\text{char } F \neq 2$.

Our goal in this paper is to prove the excellence of function fields of smooth projective conics in arbitrary characteristic for hermitian forms and generalized quadratic forms over division algebras. Our proof is close in spirit to Arason’s original proof: the idea is to show that the anisotropic kernel of a hermitian or generalized quadratic form extended to $L$ is the generic fiber of a nondegenerate hermitian or generalized quadratic form on a vector bundle over the conic. We then use the classification of these vector bundles to conclude that the anisotropic kernel is extended from $F$. Our approach is completely free of any assumption on the characteristic of the base field. Therefore, the case of generalized quadratic forms requires a separate treatment, which is more delicate.

In [11] we revisit the notion of quadratic form as defined by Tits in [15]. Our goal is to rephrase Tits’s definition in terms of modules over central simple algebras instead of vector spaces over division algebras. We thus obtain a notion that is better behaved under scalar extension. Hermitian forms and generalized quadratic forms on vector bundles over a conic are discussed in [12] and the proof of the excellent result is given in [13]. To make our exposition as elementary as possible, we thoroughly discuss in an appendix the classification of vector bundles over smooth projective conics, using a representation of these bundles as triples consisting of their generic
fiber, the stalk at a closed point ∞, and their section over the complement of ∞. Thus, we give an elementary proof of Grothendieck’s classification theorem, and correct Arason’s misleading statement suggesting that vector bundles over a conic decompose into line bundles.

We use the following notation throughout: for every linear endomorphism σ such that σ² = 1, we let

\[ \text{Sym}(\sigma) = \ker(\text{Id} - \sigma) \quad \text{and} \quad \text{Alt}(\sigma) = \text{im}(\text{Id} - \sigma). \]

Thus, Alt(σ) ⊂ Sym(−σ) always, and Alt(σ) = Sym(−σ) in characteristic different from 2.

1. Quadratic forms

1.1. The definition. Let A be a central simple algebra over an arbitrary field F, and let σ be an F-linear involution on A. Let M be a finitely generated right A-module. The dual module \( M^* = \text{Hom}_A(M, A) \) has a left A-module structure given by \((af)(x) = af(x)\) for \(a \in A, f \in M^*,\) and \(x \in M\). Let \( \sigma M^* \) be the right A-module defined by

\[ \sigma M^* = \{ \sigma f \mid f \in M^* \} \]

with the operations

\[ \sigma f + \sigma g = \sigma(f + g) \quad \text{and} \quad \sigma f \cdot a = \sigma(\sigma(a)f) \]

for \(a \in A\) and \(f, g \in M^*\). Identifying \( \sigma f \) with the map \(x \mapsto \sigma(f(x))\), we may also consider \( \sigma M^* \) as the A-module of additive maps \( g: M \to A \) such that \( g(xa) = \sigma(a)g(x) \) for \(x \in M\) and \(a \in A\), i.e., \( \sigma M^* \) is the A-module of \( \sigma\)-semilinear maps from \( M \) to \( A \).

Let \( B(M) \) be the F-space of sesquilinear forms \( M \times M \to A \). Mapping \( \sigma f \otimes g \) to the sesquilinear form \((x, y) \mapsto \sigma(f(x))g(y)\) defines a canonical isomorphism

\[ \sigma M^* \otimes_A M^* = B(M). \]

Let \( \text{sw}: B(M) \to B(M) \) be the F-linear map taking a form \( b \) to the form \( \text{sw}(b) \) defined by

\[ \text{sw}(b)(x, y) = \sigma(b(y, x)). \]

Thus, \( \text{sw}(\sigma f \otimes g) = \sigma g \otimes f \) for \( f, g \in M^* \).

Definitions 1.1. The space of (generalized) quadratic forms on \( M \) is the factor space

\[ Q(M) = B(M)/\text{Alt}(\varepsilon \text{sw}), \]

where \( \varepsilon = 1 \) if \( \sigma \) is orthogonal and \( \varepsilon = -1 \) if \( \sigma \) is symplectic. For \( \delta = \pm 1 \), the space of \( \delta \)-hermitian forms on \( M \) is

\[ H_{\delta}(M) = \text{Sym}(\delta \text{sw}) \subset B(M). \]

To relate this definition of quadratic form to the one given by Tits in [15], note that \( B(M) \) is a free right module of rank 1 over \( \text{End}_A M \), for the scalar multiplication defined as follows for \( b \in B(M) \) and \( \varphi \in \text{End}_A M \),

\[ (b \cdot \varphi)(x, y) = b(x, \varphi(y)) \quad \text{for } x, y \in M. \]

\[ ^2\text{Now the proof of the first sentence of [2] Theorem 13.2.2} \quad \text{(and the result of [4] which is cited there) only depends on the projective line being a complete regular irreducible curve of genus zero}. \]
The pair $(B(M), \varepsilon sw)$ is a space of bilinear forms for End$_A M$, in the sense of [13 2.1]. With this choice of space of bilinear forms, the elements of $Q(M)$ as defined above are exactly the quadratic forms defined in [15, 2.2].

By definition, the vector spaces $H_\varepsilon(M)$ and $Q(M)$ fit into the exact sequence

$$0 \to H_\varepsilon(M) \to B(M) \xrightarrow{\Id - \varepsilon sw} B(M) \to Q(M) \to 0.$$ 

Since $(\Id + \varepsilon sw) \circ (\Id - \varepsilon sw) = 0$, there is a canonical “hermitianization” map $\beta: Q(M) \to H_\varepsilon(M)$, which associates to each quadratic form $q = b + \text{Alt}(\varepsilon sw)$ the $\varepsilon$-hermitian form $\beta(q) = b + \varepsilon sw(b)$. Thus, by definition the form $\beta(q)$ actually lies in $\text{Alt}(\varepsilon sw) \subset H_\varepsilon(M)$.

1.2. Relation with submodules. For every submodule $N \subset M$, the following exact sequence splits:

$$(1) \quad 0 \to N \to M \to M/N \to 0.$$ 

It yields by duality the split exact sequence

$$0 \to (M/N)^* \to M^* \to N^* \to 0,$$ 

which allows us to identify $(M/N)^*$ with the submodule of linear forms in $M^*$ that vanish on $N$. We thus obtain a canonical split injective map $B(M/N) = \sigma(M/N)^* \otimes_A (M/N)^* \to \sigma M^* \otimes_A M^* = B(M)$

and a canonical split surjective map $B(M) = \sigma M^* \otimes_A M^* \to \sigma N^* \otimes_A N^* = B(N)$.

These canonical maps commute with $\Id - \delta sw$ for $\delta = \pm 1$, hence they induce canonical maps $H_\delta(M/N) \to H_\delta(M)$, $H_\delta(M) \to H_\delta(N)$ for $\delta = \pm 1$,

and $Q(M/N) \to Q(M)$, $Q(M) \to Q(N)$.

Remark 1.2. For a fixed splitting of the exact sequence (1), the corresponding splittings of the injection $B(M/N) \to B(M)$ and the surjection $B(M) \to B(N)$ also commute with $\Id - \varepsilon sw$, hence the map $Q(M/N) \to Q(M)$ is split injective and $Q(M) \to Q(N)$ is split surjective.

Proposition 1.3. The canonical embedding $B(M/N) \to B(M)$ identifies $B(M/N)$ with the space of sesquilinear forms $b \in B(M)$ such that $b(x, y) = b(y, x) = 0$ for all $x \in M$ and $y \in N$.

Proof. It is clear from the definition that the sesquilinear forms in the image of $B(M/N)$ vanish in $\sigma M^* \otimes_A N^*$ and in $\sigma N^* \otimes_A M^*$, hence they satisfy the stated property.

For the converse, we use the canonical isomorphism

$$(2) \quad \sigma M^* \otimes_A M^* = \text{Hom}_A(M, \sigma M^*)$$ 

mapping $\sigma f \otimes g$ to the homomorphism $x \mapsto \sigma f \cdot g(x)$. This isomorphism identifies each sesquilinear form $b \in B(M)$ with the homomorphism $\tilde{b}: M \to \sigma M^*$ mapping $x \in M$ to $b(\cdot, x)$. If $b(x, y) = b(y, x) = 0$ for $x \in M$ and $y \in N$, then the image of $\tilde{b}$
lies in $\sigma(M/N)^*$ and its kernel contains $N$. Therefore, $\delta$ induces a homomorphism 
$M/N \to \sigma(M/N)^*$, and $b$ is the image of the corresponding sesquilinear form in 
$B(M/N)$. \hfill $\Box$

1.3. Sublagrangian reduction of hermitian forms. Let $\delta = \pm 1$. For $h \in H_\delta(M)$ and 
$N \subset M$ any $A$-submodule, we define the orthogonal $N^\perp$ of $N$ by 
$$N^\perp = \{ x \in M \mid h(x, y) = 0 \text{ for all } y \in N \}.$$ 
The submodule $N$ is said to be a sublagrangian, or a totally isotropic submodule of $M$, if $N \subset N^\perp$ or, equivalently, if $h$ lies in the kernel of the restriction map 
$H_\delta(M) \to H_\delta(N)$. The form $h$ is said to be isotropic if $M$ contains a nonzero 
sublagrangian. It is said to be nonsingular if the corresponding map $\hat{h}: M \to \sigma M^*$ 
under the isomorphism \[2\] is bijective.

**Proposition 1.4.** Let $h \in H_\delta(M)$ and let $N \subset M$ be a sublagrangian. There is a 
unique form $h_0 \in H_\delta(N^\perp/N)$ that maps under the canonical map 
$H_\delta(N^\perp/N) \to H_\delta(N^\perp)$ to the restriction of $h$ to $N^\perp$. The form $h_0$ is nonsingular if $h$ is nonsingular; it is anisotropic if $N$ is a maximal sublagrangian.

**Proof.** The existence of $h_0$ readily follows from Proposition [1.3]. The form $h_0$ is unique 
because the map $B(N^\perp/N) \to B(N^\perp)$ is injective.

Now, assume $h$ is nonsingular. Since $\hat{h}$ carries $N^\perp$ to $\sigma(M/N)^*$, there is a 
commutative diagram with exact rows:

\[
\begin{array}{cccccc}
0 & \rightarrow & N^\perp & \rightarrow & M & \rightarrow & M/N^\perp & \rightarrow & 0 \\
& \phi \downarrow & \hat{h} \downarrow & \psi \downarrow & & & & & \\
0 & \rightarrow & \sigma(M/N)^* & \rightarrow & \sigma M^* & \rightarrow & \sigma N^* & \rightarrow & 0
\end{array}
\]

The map $\psi$ is injective by definition of $N^\perp$, and $\hat{h}$ is bijective because $h$ is nonsingular, 
hence $\phi$ is an isomorphism. By duality, $\phi$ yields an isomorphism $\sigma(\phi^*) : M/N \rightarrow 
\sigma(N^\perp)^*$. Composing $\phi$ with the inclusion $\sigma(M/N)^* \subset \sigma M^*$ and $\sigma(\phi^*)$ with 
the canonical map $M \rightarrow M/N$, we obtain maps $\phi', \phi''$ that fit into the following 
diagram with exact rows, where $i$ is the inclusion:

\[
\begin{array}{cccccc}
0 & \rightarrow & N & \rightarrow & M & \phi'' \rightarrow \sigma(N^\perp)^* & \rightarrow & 0 \\
& i \downarrow & \hat{h} \downarrow & \sigma i' \downarrow & & & & & \\
0 & \rightarrow & N^\perp & \phi' \rightarrow \sigma M^* & \rightarrow & \sigma N^* & \rightarrow & 0
\end{array}
\]

Since $\hat{h}$ is bijective, the Snake Lemma yields an isomorphism $\sigma(N^\perp/N)^* \cong N^\perp/N$. 
Computation shows that the inverse of this isomorphism, viewed in $B(N^\perp/N)$, is 
$\text{sw}(h_0) = \delta h_0$. Therefore, $h_0$ is nonsingular.

If $L \subset N^\perp/N$ is a sublagrangian for $h_0$, then the inverse image $L' \subset N^\perp$ of $L$ 
under the canonical map $N^\perp \rightarrow N^\perp/N$ is a sublagrangian for $h$. Therefore, $h_0$ is 
anisotropic if $N$ is a maximal sublagrangian. \hfill $\Box$

When $N$ is a maximal sublagrangian, the anisotropic form $h_0$ is called an aniso-
tropic kernel of $h$. As for quadratic forms (see Proposition [1.6] below), the aniso-
tropic kernel of a $\delta$-hermitian form is uniquely determined up to isometry.
1.4. **Sublagrangian reduction of quadratic forms.** We say that a quadratic form \( q \in Q(M) \) is *nonsingular* if its hermitianized form \( \beta(q) \) is nonsingular. The form \( q \) is said to be *isotropic* if there exists a nonzero submodule \( N \subset M \) such that \( q \) lies in the kernel of the restriction map \( Q(M) \to Q(N) \); the submodule \( N \) is then said to be *totally isotropic* for \( q \). Clearly, any totally isotropic submodule \( N \) for \( q \) is also totally isotropic for the hermitianized form \( \beta(q) \), hence it lies in its orthogonal \( N^\perp \) for \( \beta(q) \).

**Proposition 1.5.** Let \( q \in Q(M) \) and let \( N \subset M \) be a totally isotropic submodule. There is a unique form \( q_0 \in Q(N^\perp/N) \) that maps under the canonical map \( Q(N^\perp/N) \to Q(N^\perp) \) to the restriction of \( q \) to \( N^\perp \). The form \( q_0 \) is nonsingular if \( q \) is nonsingular; it is anisotropic if \( N \) is a maximal totally isotropic submodule.

**Proof.** Let \( b \in B(M) \) be a sesquilinear form such that \( q = b + \text{Alt}(\varepsilon \sw) \). Since \( N \) is totally isotropic for \( q \), there is a form \( c \in B(M) \) such that

\[
(3) \quad b(x, y) = c(x, y) - \varepsilon \sigma(c(y, x)) \quad \text{for all } x, y \in N.
\]

Because \( N^\perp/N \) is a projective module, there is a homomorphism \( \pi: N^\perp \to N \) that splits the inclusion \( N \to N^\perp \). Define a sesquilinear form \( b_1 \in B(N^\perp) \) by

\[
b_1(x, y) = b(x, \pi(y)) - c(\pi(x), \pi(y)) \quad \text{for } x, y \in N^\perp.
\]

For \( x \in N \) and \( y \in N^\perp \), we have

\[
(4) \quad b(x, y) - b_1(x, y) + \varepsilon \sigma(b_1(y, x)) = b(x, y) - b(x, \pi(y)) + c(\pi(x), \pi(y)) + \varepsilon \sigma(b(y, \pi(x)) - c(\pi(y), \pi(x))).
\]

Since \( \pi(x) = x \), \( \mathfrak{K} \) yields

\[
b(x, \pi(y)) = c(\pi(x), \pi(y)) - \varepsilon \sigma(c(\pi(y), \pi(x))),
\]

hence three terms cancel on the right side of \( (4) \), and we have

\[
(5) \quad b(x, y) - b_1(x, y) + \varepsilon \sigma(b_1(y, x)) = b(x, y) + \varepsilon \sigma(b(y, x)) = \beta(q)(x, y) = 0.
\]

Similarly, for \( x \in N \) and \( y \in N^\perp \) we have

\[
b(y, x) = -\varepsilon \sigma(b(x, y))
\]

hence \( \mathfrak{K} \) yields

\[
b(y, x) - b_1(y, x) + \varepsilon \sigma(b_1(x, y)) = 0.
\]

Therefore, letting \( b|_{N^\perp} \) denote the restriction of \( b \) to \( N^\perp \), we may apply Proposition \( \mathfrak{L} \) to get a sesquilinear form \( b_0 \in B(N^\perp/N) \) that maps to \( b|_{N^\perp} - (\text{Id} - \varepsilon \sw)(b_1) \) in \( B(N^\perp) \). Then the quadratic form \( q_0 = b_0 + \text{Alt}(\varepsilon \sw) \in Q(N^\perp/N) \) maps to \( q|_{N^\perp} \) in \( Q(N^\perp) \). Uniqueness of the form \( q_0 \) is clear since the map \( Q(N^\perp/N) \to Q(N^\perp) \) is injective (see Remark \( \mathfrak{L} \)).

Since \( N \) is totally isotropic for the hermitianized form \( \beta(q) \in H_\varepsilon(M) \), Proposition \( \mathfrak{L} \) yields an \( \varepsilon \)-hermitian form \( \beta(q)_0 \in H_\varepsilon(N^\perp/N) \) that maps to \( \beta(q)|_{N^\perp} \) under the canonical map \( H_\varepsilon(N^\perp/N) \to H_\varepsilon(N^\perp) \). Since \( \beta(q)|_{N^\perp} = \beta(q)|_{N^\perp} \), we have \( \beta(q)_0 = \beta(q)_0 \). If \( q \) is nonsingular, then by definition \( \beta(q) \) is nonsingular. Then \( \beta(q)_0 \) is nonsingular by Proposition \( \mathfrak{L} \) hence \( q_0 \) is nonsingular.

If \( L \subset N^\perp/N \) is a totally isotropic submodule for \( q_0 \), then the inverse image \( L' \subset N^\perp \) of \( L \) under the canonical map \( N^\perp \to N^\perp/N \) is totally isotropic for \( q \). Therefore, \( q_0 \) is anisotropic if \( N \) is a maximal totally isotropic submodule. \( \square \)

\(^3\)In [15], Tits defines non-degenerate quadratic forms by a less stringent condition.
When $N$ is a maximal totally isotropic submodule of $M$, the quadratic form $q_0$ is called an anisotropic kernel of $q$. The following result shows that, up to isometry, the anisotropic kernel does not depend on the choice of the maximal totally isotropic submodule:

**Proposition 1.6.** All the maximal totally isotropic submodules of $M$ (for a given quadratic form $q$) are isomorphic. If the form is nonsingular, then for any two isomorphic totally isotropic submodules $N$, $N' \subseteq M$ there is an isometry $\varphi$ of $(M, q)$ such that $\varphi(N) = N'$.

*Proof.* See Tits [15, Prop. 1 and 2].

2. Quadratic forms on $A$-module bundles over a conic

Throughout this section, $C$ is a smooth projective conic over an arbitrary field $F$, which we view as the Severi–Brauer variety of a quaternion $F$-algebra $Q$. We assume $C$ has no rational point, which amounts to saying that $Q$ is a division algebra.

2.1. Vector bundles over $C$. We recall from Roberts [13, §2] or Biswas–Nagaraj [3] the description of vector bundles over $C$. (See the appendix for an elementary approach to vector bundles over $C$.) Let $K$ be a separable quadratic extension of $F$ that splits $Q$. Let $C_K = C \times \text{Spec } K$ be the conic over $K$ obtained by base change, and let $f : C_K \to C$ be the projection. Since $C_K$ has a rational point, we have $C_K \cong \mathbb{P}^1_K$. By a theorem of Grothendieck, every vector bundle on $C_K$ is a direct sum of vector bundles of the type $O_{\mathbb{P}^1}(n)$ of rank 1 (see Theorem A.6). The vector bundle $f_*(O_{\mathbb{P}^1}(n))$ is isomorphic to $O_C(n) \oplus O_C(n)$ if $n$ is even; it is an indecomposable vector bundle of rank 2 and degree $2n$ if $n$ is odd [13, Theorem 1] (see Corollary A.14). Letting

$$\mathcal{J}_C(2n) = f_*(O_{\mathbb{P}^1}(n))$$

for $n$ odd,

it follows that every vector bundle over $C$ decomposes in a unique way (up to isomorphism) as a direct sum of vector bundles of the type $O_C(n)$ with $n$ even and $\mathcal{J}_C(2n)$ with $n$ odd (see Theorem A.18 or [3, Theorem 4.1]). Moreover, we have

$$\text{End}(\mathcal{J}_C(2n)) \cong Q$$

for all odd $n$. \hspace{1cm} (6)

(See [27].) Using the property that $f_* \circ f^* \cong \mathcal{E} \oplus \mathcal{E}$ for every vector bundle $\mathcal{E}$ over $C$, and that $f^* \circ f_*(\mathcal{E}') \cong \mathcal{E}' \oplus \mathcal{E}'$ for every vector bundle $\mathcal{E}'$ over $\mathbb{P}^1_K$ (see Proposition A.12), it is easy to see that

$$\mathcal{J}_C(2n) \otimes \mathcal{J}_C(2m) \cong O_C(n + m) \oplus 4$$

for all odd $n$, $m$, and

$$\mathcal{J}_C(2n) \otimes O_C(m) \cong \mathcal{J}_C(2(n + m))$$

for all odd $n$ and $m$ even. \hspace{1cm} (7) \hspace{1cm} (8)

For each vector bundle $\mathcal{E}$ over $C$ we write $\mathcal{E}^\vee = \text{Hom}(\mathcal{E}, O_C)$ for the dual vector bundle. Since for $n$ even $O_C(n)^\vee$ is a vector bundle of rank 1 and degree $-n$, we have $O_C(n)^\vee \cong O_C(-n)$ for $n$ even. Similarly, $\mathcal{J}_C(2n)^\vee \cong \mathcal{J}_C(-2n)$ for $n$ odd (see Corollary A.22).

\footnote{We are grateful to Van Geel for pointing out this reference.}
2.2. \textit{A}-module bundles. Let $A$ be a central simple algebra over $F$, and let $\mathcal{E}$ be a vector bundle over $C$. A structure of right (resp. left) $A$-module bundle on $\mathcal{E}$ is defined by a fixed $F$-algebra homomorphism $A^\text{op} \to \text{End} \mathcal{E}$ (resp. $A \to \text{End} \mathcal{E}$). Morphisms of $A$-module bundles are morphisms of vector bundles that preserve the action of $A$, hence for each $A$-module bundle $\mathcal{E}$ the $F$-algebra $\text{End}_A \mathcal{E}$ of $A$-module bundle endomorphisms is a subalgebra of the finite-dimensional $F$-algebra $\text{End} \mathcal{E}$ of vector bundle endomorphisms. Therefore $\dim_F \text{End}_A \mathcal{E}$ is finite, and by the same argument as for vector bundles we have a Krull–Schmidt theorem for $A$-module bundles: every $A$-module bundle over $C$ decomposes into a direct sum of indecomposable $A$-module bundles, and this decomposition is unique up to isomorphism.

In this subsection, we obtain information on the indecomposable $A$-module bundles. We discuss only right $A$-module bundles; the case of left $A$-module bundles is similar.

For every vector bundle $\mathcal{E}$ over $C$ and every right $A$-module $M$ of finite type, the tensor product over $F$ yields a right $A$-module bundle $\mathcal{E} \otimes_F M$ with

$$\text{End}_A(\mathcal{E} \otimes_F M) = (\text{End} \mathcal{E}) \otimes_F (\text{End}_A M).$$

\textbf{Proposition 2.1.} Let $\mathcal{E}$ be a right $A$-module bundle over $C$, and let $\mathcal{E}^d$ be the vector bundle over $C$ obtained from $\mathcal{E}$ by forgetting the $A$-module structure. Then $\mathcal{E}$ is a direct summand of $\mathcal{E}^d \otimes_F A$.

\textbf{Proof.} Recall from [8, (3.5)] that $A \otimes_F A$ contains a “Goldman element” $g = \sum_i a_i \otimes b_i$ characterized by the following property, where $\text{Trd}_A$ denotes the reduced trace of $A$:

$$\sum_i a_i x b_i = \text{Trd}_A(x) \quad \text{for all } x \in A.$$

The element $g$ satisfies $(a \otimes 1) \cdot g = g \cdot (1 \otimes a)$ for all $a \in A$; see [8, (3.6)]. Let $u \in A$ be such that $\text{Trd}_A(u) = 1$, hence $\sum_i a_i u b_i = 1$. Since $u \otimes 1$ commutes with $1 \otimes a$ for all $a \in A$, the element

$$g' = g \cdot (u \otimes 1) = \sum_i a_i u \otimes b_i$$

also satisfies $(a \otimes 1) \cdot g' = g' \cdot (1 \otimes a)$, hence

$$\sum_i a_i u \otimes b_i = \sum_i a_i u \otimes b_i a \quad \text{for all } a \in A.$$

Let $R$ be an arbitrary commutative $F$-algebra, and let $Q$ be a right $R \otimes_F A$-module. Let also $Q^d$ be the $R$-module obtained from $Q$ by forgetting the $A$-module structure. Because of \textbf{(10)}, the map $Q \to Q^d \otimes_F A$ defined by $x \mapsto \sum (xa_i u) \otimes b_i$ is an $R \otimes_F A$-module homomorphism. Since $\sum a_i u b_i = 1$, this homomorphism is injective and split by the multiplication map $Q^d \otimes_F A \to Q$. This applies in particular to the module of sections of $\mathcal{E}$ over any affine open set in $C$ and to the stalk of $\mathcal{E}$ at any point of $C$, and shows that $\mathcal{E}$ is a direct summand of $\mathcal{E}^d \otimes_F A$. \hfill $\Box$

\textbf{Corollary 2.2.} If $\mathcal{E}$ is an indecomposable $A$-module bundle, then all the indecomposable vector bundle summands in $\mathcal{E}^d$ are isomorphic.

\textbf{Proof.} Let $\mathcal{E}^d = \mathcal{J}_1 \oplus \cdots \oplus \mathcal{J}_r$ be the decomposition of $\mathcal{E}^d$ into indecomposable vector bundles. Then $\mathcal{E}^d \otimes A = (\mathcal{J}_1 \otimes A) \oplus \cdots \oplus (\mathcal{J}_r \otimes A)$ is a decomposition of $\mathcal{E}^d \otimes A$ into $A$-module bundles. Since $\mathcal{E}$ is an indecomposable direct summand of $\mathcal{E}^d \otimes A$, it must be isomorphic to a direct summand of one of the $\mathcal{J}_i \otimes A$. But $(\mathcal{J}_i \otimes A)^d \simeq \mathcal{J}_i^{\oplus d}$, where $d = \dim A$, hence $\mathcal{E}^d \simeq \mathcal{J}_i^{\oplus m}$ for some $m$. \hfill $\Box$
If all the indecomposable direct summands in $E^\natural$ are isomorphic to $I$, we say the indecomposable $A$-module bundle $E$ is of type $I$. Given the classification of indecomposable vector bundles over $C$ in §2.1, we may consider indecomposable $A$-module bundles of type $O_C(n)$ for all even $n$, and of type $I_C(2n)$ for all odd $n$. Since $A$ is a direct sum of simple $A$-modules, they also are the indecomposable summands in $O_C(n) \otimes_F M$ and $I_C(2n) \otimes_F M$ for any simple $A$-module $M$.

**Proposition 2.3.** Let $M$ be a simple $A$-module.

(i) For $n$ even, $O_C(n) \otimes_F M$ is the unique indecomposable $A$-module bundle of type $O_C(n)$ up to isomorphism.

(ii) For $n$ odd, there is a unique indecomposable $A$-module bundle $E$ of type $I_C(2n)$ up to isomorphism. This $A$-module bundle satisfies $I_C(2n) \otimes_F M \cong E \oplus \ell$ where $\ell = \frac{2 \text{ind}(A)}{\text{ind}(Q \otimes_F A)}$.

Note that $\text{ind}(Q \otimes_F A)$ may take the value $2 \text{ind}(A)$, $\text{ind}(A)$ or $\frac{1}{2} \text{ind}(A)$, hence $\ell = 1, 2$ or 4.

**Proof.** (i) By (9) we have

$$\text{End}_A(O_C(n) \otimes_F M) = (\text{End}_A(O_C(n)) \otimes_F (\text{End}_A M) = \text{End}_A M.$$  

Since $M$ is simple, $\text{End}_A M$ is a division algebra, hence $O_C(n) \otimes_F M$ is indecomposable.

(ii) By (9) and (10) we have

$$\text{End}_A(I_C(2n) \otimes_F M) = (\text{End}_A(I_C(2n)) \otimes_F (\text{End}_A M) \cong Q \otimes_F (\text{End}_A M).$$  

This algebra is simple; it is isomorphic to $M_\ell(D)$ for $D$ a division algebra, hence $I_C(2n) \otimes_F M$ decomposes into a direct sum of $\ell$ isomorphic $A$-module bundles. \(\square\)

2.3. **Quadratic and Hermitian forms.** We keep the same notation as in the preceding subsections, and assume $A$ carries an $F$-linear involution $\sigma$ (i.e., an involution of the first kind). For every right $A$-module bundle $E$ over $C$, we define the dual bundle

$$E^\ast = \text{Hom}_{O_C \otimes A}(E, O_C \otimes_F A).$$

The bundle $E^\ast$ has a natural structure of left $A$-module bundle. Twisting the action of $A$ by $\sigma$, we may also consider the right $A$-module bundle $\sigma E^\ast$, and define the vector bundle

$$B(E) = \sigma E^\ast \otimes_A E^\ast.$$

As in (11) there is a switch map $sw: B(E) \to B(E)$. The kernel and cokernel of $\text{Id} \pm sw$ define vector bundles over $C$. For $\delta = \pm 1$, we let

$$H_\delta(E) = \ker(\text{Id} - \delta sw).$$

Letting $\varepsilon = 1$ if $\sigma$ is orthogonal and $\varepsilon = -1$ if $\sigma$ is symplectic, we also define

$$G(E) = \text{coker}(\text{Id} - \varepsilon sw).$$
Definition 2.4. A sesquilinear form on the right $A$-module bundle $\mathcal{E}$ is a global section of $\mathcal{B}(\mathcal{E})$. Likewise, a $\delta$-hermitian form (resp. a quadratic form) on $\mathcal{E}$ is a global section of $\mathcal{H}_\delta(\mathcal{E})$ (resp. $\mathcal{Q}(\mathcal{E})$). We write

$$B(\mathcal{E}) = \Gamma(\mathcal{B}(\mathcal{E})), \quad H_\delta(\mathcal{E}) = \Gamma(\mathcal{H}_\delta(\mathcal{E})), \quad Q(\mathcal{E}) = \Gamma(\mathcal{Q}(\mathcal{E}))$$

for the $F$-vector spaces of sesquilinear, $\varepsilon$-hermitian, and quadratic forms respectively.

Proposition 2.5. (i) If $\mathcal{E}$ is an indecomposable $A$-module bundle of type $\mathcal{O}_C(n)$ with $n$ even, $n > 0$, or of type $\mathcal{J}_C(2n)$ with $n$ odd, $n > 0$, then for $\delta = \pm 1$

$$B(\mathcal{E}) = H_\delta(\mathcal{E}) = Q(\mathcal{E}) = \{0\}.$$

(ii) If $\mathcal{E} = \mathcal{O}_C(0) \otimes_F M$ for some right $A$-module $M$, then for $\delta = \pm 1$

$$B(\mathcal{E}) = B(M), \quad H_\delta(\mathcal{E}) = H_\delta(M), \quad Q(\mathcal{E}) = Q(M).$$

Proof. (i) It suffices to prove $B(\mathcal{E}) = \{0\}$. If $\mathcal{E} \simeq \mathcal{O}_C(n) \otimes_F M$ for some simple $A$-module $M$, then $\mathcal{E}^* \simeq \mathcal{O}_C(n)^\vee \otimes_F M^*$, hence

$$\mathcal{B}(\mathcal{E}) \simeq \mathcal{O}_C(n)^\vee \otimes_F \mathcal{O}_C(n)^\vee \otimes_F \sigma M^* \otimes_A M^* \simeq \mathcal{O}_C(-2n) \otimes_F B(M).$$

Since $\Gamma(\mathcal{O}_C(-2n)) = \{0\}$ for $n > 0$ (see (19)), it follows that $B(\mathcal{E}) = \{0\}$. If $\mathcal{E}$ is of type $\mathcal{J}_C(2n)$ with $n$ odd, then by Proposition 2.3 we have

$$\mathcal{J}_C(2n) \otimes_F M \simeq \mathcal{E}^{\oplus \ell} \quad \text{with } \ell = 1, 2 \text{ or } 4,$$

therefore, it suffices to prove $B(\mathcal{J}_C(2n) \otimes_F M) = \{0\}$ for $n$ odd, $n > 0$. As in the previous case we have

$$\mathcal{B}(\mathcal{J}_C(2n) \otimes_F M) \simeq \mathcal{J}_C(2n)^\vee \otimes_F \mathcal{J}_C(2n)^\vee \otimes_F \sigma M^* \otimes_A M^* \simeq \mathcal{J}_C(-2n) \otimes_F \mathcal{J}_C(-2n) \otimes_F B(M).$$

By (1) it follows that

$$\mathcal{B}(\mathcal{J}_C(2n) \otimes_F M) \simeq \mathcal{O}_C(-2n)^{\oplus 4} \otimes_F B(M).$$

Since $\Gamma(\mathcal{O}_C(-2n)) = \{0\}$ for $n > 0$ (see (19)), case (i) of the proposition is proved.

(ii) For $\mathcal{E} = \mathcal{O}_C(0) \otimes_F M$ we have

$$\mathcal{B}(\mathcal{E}) = \mathcal{O}_C(0)^\vee \otimes \mathcal{O}_C(0)^\vee \otimes_F \sigma M^* \otimes_A M^* \simeq \mathcal{O}_C(0) \otimes_F B(M).$$

Since $\Gamma(\mathcal{O}_C(0)) = F$, it follows that $B(\mathcal{E}) = B(M)$, hence also $H_\delta(\mathcal{E}) = H_\delta(M)$ and $Q(\mathcal{E}) = Q(M)$. □

The property in (ii) is expressed by saying that sesquilinear, hermitian, and quadratic forms on $\mathcal{O}_C(0) \otimes M$ are extended from $A$.

We define the degree of an $A$-module bundle $\mathcal{E}$ as the degree of the underlying vector bundle $\mathcal{E}^\natural$.

Theorem 2.6. Let $\mathcal{E}$ be a right $A$-module bundle with $\deg \mathcal{E} = 0$. If $\mathcal{E}$ carries a hermitian or quadratic form that is anisotropic on the generic fiber then $\mathcal{E} = \mathcal{O}_C(0) \otimes N$ for some right $A$-module $N$. 
Proof. Consider the decomposition of $\mathcal{E}$ into a direct sum of indecomposable $A$-module bundles. If any of the direct summand is of type $\mathcal{O}_C(n)$ or $\mathcal{I}_C(2n)$ with $n > 0$, then Proposition 2.5(ii) shows that the restriction of any hermitian or quadratic form on $\mathcal{E}$ to this summand must be 0. Therefore, if $\mathcal{E}$ carries an anisotropic hermitian or quadratic form, then all the summands must be of type $\mathcal{O}_C(n)$ with $n \leq 0$ or $\mathcal{I}_C(2n)$ with $n < 0$. But the degree of the indecomposable $A$-module bundles of type $\mathcal{O}_C(n)$ or $\mathcal{I}_C(2n)$ with $n < 0$ is strictly negative. Since $\deg \mathcal{E} = 0$, all the summands are of type $\mathcal{O}_C(0)$, hence by Proposition 2.3(i) they are isomorphic to $\mathcal{O}_C(0) \otimes_F M$ for $M$ a simple right $A$-module. Therefore,

$$\mathcal{E} \cong (\mathcal{O}_C(0) \otimes M_1) \oplus \cdots \oplus (\mathcal{O}_C(0) \otimes M_n) = \mathcal{O}_C(0) \otimes (M_1 \oplus \cdots \oplus M_n). \quad \square$$

Corollary 2.7. If a right $A$-module bundle $\mathcal{E}$ with $\deg \mathcal{E} = 0$ carries an anisotropic hermitian or quadratic form, then this form is extended from $A$.

Proof. This readily follows from Proposition 2.5(ii) and Theorem 2.6. \quad \square

We complete this section by discussing one case where the condition $\deg \mathcal{E} = 0$ is necessarily satisfied.

As for modules (see (2)), each $\delta$-hermitian form $\sigma \in H_3(\mathcal{E})$ on a right $A$-module bundle $\mathcal{E}$ yields a morphism of $A$-module bundles

$$\hat{\sigma}: \mathcal{E} \rightarrow \sigma^* \mathcal{E}.$$ 

Definition 2.8. The hermitian form $\sigma$ on $\mathcal{E}$ is said to be nonsingular if the morphism $\hat{\sigma}$ is an isomorphism.

Proposition 2.9. If a right $A$-module bundle $\mathcal{E}$ carries a nonsingular $\delta$-hermitian form, then $\deg \mathcal{E} = 0$.

Proof. We claim that $\deg \sigma^* \mathcal{E} = -\deg \mathcal{E}$; therefore $\deg \mathcal{E} = 0$ when $\mathcal{E} \cong \sigma^* \mathcal{E}^*$. It suffices to prove the claim for $\mathcal{E}$ an indecomposable $A$-module bundle, or indeed by Proposition 2.3 for $\mathcal{E}$ of the form $\mathcal{O}_C(n) \otimes_F M$ with $n$ even or $\mathcal{I}_C(2n) \otimes_F M$ with $n$ odd. We have

$$\sigma(\mathcal{O}_C(n) \otimes_F M)^* = \mathcal{O}_C(n)^\vee \otimes_F \sigma^* M^* \cong \mathcal{O}_C(-n) \otimes_F \sigma^* M^*$$

and

$$\sigma(\mathcal{I}_C(2n) \otimes_F M)^* = \mathcal{I}_C(2n)^\vee \otimes_F \sigma^* M^* \cong \mathcal{I}_C(-2n) \otimes_F \sigma^* M^*.$$ 

The claim follows. \quad \square

3. Excellence

We use the same notation as in the preceding sections, and let $L$ denote the function field of the smooth projective conic $C$ over the arbitrary field $F$. In this section, we prove that $L$ is excellent for quadratic forms and hermitian forms on right $A$-modules.

3.1. Hermitian forms. Let $\delta = \pm 1$, and let $h$ be a $\delta$-hermitian form on a finitely generated right $A$-module $M$. Extending scalars to $L$, we obtain a central simple $L$-algebra $A_L = L \otimes_F A$, a right $A_L$-module $M_L = L \otimes_F M$, and a $\delta$-hermitian form $h_L$ on $M_L$. Scalar extension also yields the right $A$-module bundle $\mathcal{M}_C = \mathcal{O}_C(0) \otimes_F M$ over $C$, with the $\delta$-hermitian form $h_C$ extended from $h$. 
For any $A_L$-submodule $N \subset M_L$, we let $\mathcal{N}$ denote the intersection of the constant sheaf $N$ on $C$ with $\mathcal{M}_C$. This is a vector bundle with stack

$$\mathcal{N}_P = N \cap (\mathcal{O}_P \otimes_F M)$$

at each point $P$ of $C$.

Following the elementary approach to vector bundles developed in the appendix, the $A$-module bundle $\mathcal{N}$ is defined as follows: choose a closed point $\infty = \text{Spec } K$ on $C$ for some separable quadratic extension $K$ of $F$, let $U = C \setminus \{\infty\}$, and define $\mathcal{N} = (N, N_U, N_\infty)$ where

$$N_U = N \cap (\mathcal{O}_U \otimes_F M) \quad \text{and} \quad N_\infty = N \cap (\mathcal{O}_\infty \otimes_F M).$$

The orthogonal of $N_U$ in $\mathcal{O}_U \otimes_F M$ for the form extended from $h$ is $N^\perp \cap (\mathcal{O}_U \otimes_F M)$, and likewise the orthogonal of $N_\infty$ in $\mathcal{O}_\infty \otimes_F M$ is $N^\perp \cap (\mathcal{O}_\infty \otimes_F M)$, hence the orthogonal $\mathcal{N}^\perp$ of $\mathcal{N}$ in $\mathcal{M}_C$ is the $A$-module bundle

$$\mathcal{N}^\perp = \left( N^\perp, N_U^\perp \cap (\mathcal{O}_U \otimes_F M), N_\infty^\perp \cap (\mathcal{O}_\infty \otimes_F M) \right).$$

From here on, we assume $N \subset N^\perp$, hence $\mathcal{N} \subset \mathcal{N}^\perp$ and we may consider the quotient $A$-module bundle $\mathcal{N}^\perp/\mathcal{N}$. It carries a $\delta$-hermitian form $h_0$ obtained by sublagrangian reduction, see Proposition 1.4.

For the excellence proof, the following result is key:

**Proposition 3.1.** If $h$ is nonsingular, then the form $h_0$ on $\mathcal{N}^\perp/\mathcal{N}$ is nonsingular.

The proof uses the following lemma:

**Lemma 3.2.** Let $R$ be an $F$-algebra that is a Dedekind ring. Every finitely generated right $(R \otimes_F A)$-module that is torsion-free as an $R$-module is projective.

**Proof.** Let $Q$ be a finitely generated right $(R \otimes_F A)$-module, and let $Q^k$ be the $R$-module obtained from $Q$ by forgetting the $A$-module structure. Recall from the proof of Proposition 2.1 that $Q$ is a direct summand of $Q^k \otimes_F A$. The $R$-module $Q^k$ is projective because it is finitely generated and torsion-free, hence $Q^k \otimes_F A$ is a projective $(R \otimes_F A)$-module. The lemma follows.

**Proof of Proposition 3.1.** Assume $h$ is nonsingular. Proposition 1.4 shows that the form $h_0$ is nonsingular on the generic fiber $N^\perp/N$ of $\mathcal{N}^\perp/\mathcal{N}$. We show that it is nonsingular on the stalk at each closed point of $C$.

Fix some closed point $P$ of $C$, and let $\mathcal{M}_P = \mathcal{O}_P \otimes_F M$ and $A_P = \mathcal{O}_P \otimes_F A$. The right $A_P$-module $\mathcal{M}_P/\mathcal{N}_P$ is finitely generated and torsion-free as an $\mathcal{O}_P$-module, hence it is projective by Lemma 3.2 and the following exact sequence splits:

$$0 \to \mathcal{N}_P \to \mathcal{M}_P \to \mathcal{M}_P/\mathcal{N}_P \to 0.$$

Lemma 3.2 also applies to show $\mathcal{N}_P^\perp/\mathcal{N}_P$ and $\mathcal{M}_P/\mathcal{N}_P$ are projective $A_P$-modules. On the other hand, the map $\hat{h}_P = \text{Id} \otimes \hat{h}: \mathcal{M}_P \to \sigma \mathcal{M}_P^*$ is bijective because $h$ is nonsingular. Substituting $\mathcal{M}_P$ for $M$ and $\mathcal{N}_P$ for $N$ in the proof of Proposition 1.4 we see that the arguments in that proof establish that the induced map $\mathcal{N}_P^\perp/\mathcal{N}_P \to \mathcal{N}_P^\perp/\mathcal{N}_P^*$ is bijective.

The excellence of $L$ for hermitian forms readily follows:

**Theorem 3.3.** Let $h$ be a nonsingular $\delta$-hermitian form $(\delta = \pm 1)$ on a finitely generated right $A$-module. The anisotropic kernel of $h_L$ is extended from $A$. 

Proof. We apply the discussion above with \( N \subset M_L \) a maximal sublagrangian. The induced \( \delta \)-hermitian form \( h_0 \) on \( N^\perp /N \) is anisotropic by Proposition 3.1 and it is the generic fiber of a nonsingular \( \delta \)-hermitian form on the \( A \)-module bundle \( \mathcal{M}^\perp /\mathcal{N} \) by Proposition 3.1. Proposition 2.9 yields \( \deg(\mathcal{N}^\perp /\mathcal{N}) = 0 \), hence Corollary 2.7 shows that \( h_0 \) is extended from \( A \). \( \square \)

3.2. Quadratic forms. We use the same notation as in §3.1. \( M \) is a finitely generated right \( A \)-module and \( \mathcal{M}_C = \mathcal{O}_C(0) \otimes_F M \) is the right \( A \)-module bundle obtained from \( M \) by scalar extension, with generic fiber \( M_L \). We now consider a nonsingular quadratic form \( q \) on \( M \), and the extended quadratic form \( q_C \) on \( \mathcal{M}_C \), with generic fiber \( q_L \). Let \( N \subset M_L \) be a maximal totally isotropic subspace for \( q_L \). This subspace is totally isotropic (but maybe not a maximal sublagrangian) for the hermitianized form \( \beta(q_L) \), hence it lies in its orthogonal \( N^\perp \) for \( \beta(q_L) \). By Proposition 1.5, \( q_L \) induces a nonsingular quadratic form \( q_0 \) on \( N^\perp /N \), which is the anisotropic kernel of \( q_L \). To prove that \( L \) is excellent, we need to show that \( q_0 \) is extended from \( A \).

The proof follows the same pattern as for Theorem 3.3. We consider the \( A \)-module bundles \( \mathcal{M}, \mathcal{M}^\perp \), and \( \mathcal{M}^\perp /\mathcal{M} \) as in §3.1. As observed in the proof of Proposition 3.1, for each closed point \( P \) of \( C \) the \( A_P \)-modules \( \mathcal{M}_P/N_P, \mathcal{M}_P/N^\perp_P \), and \( N^\perp_P /\mathcal{M}_P \) are projective. Substituting \( \mathcal{M}_P \) for \( M \) and \( N_P \) for \( N \) in the proof of Proposition 1.5 we see that the form \( q_0 \) is the generic fiber of a nonsingular quadratic form \( q_0 \) on \( N^\perp /N \). We have \( \deg(\mathcal{N}^\perp /\mathcal{N}) = 0 \) by Proposition 2.9 and since \( q_0 \) is anisotropic on \( N^\perp /N \) it is extended from \( A \) by Corollary 2.7. We have thus proved:

**Theorem 3.4.** Let \( q \) be a nonsingular quadratic form on a finitely generated right \( A \)-module. The anisotropic kernel of \( q_L \) is extended from \( A \).

**Appendix: Vector bundles over conics**

We give in this appendix an elementary proof of the classification of vector bundles over conics used in §2. The elementary character of our approach is based on the representation of vector bundles over conics or over the projective line as triples consisting of the generic fiber, the module of sections over an affine open set, and the stalks at the complement, which consists in one or two closed points; see §A.2 and §A.3.

A.1. Matrices. Let \( K \) be an arbitrary field and let \( u \) be an indeterminate on \( K \). Let \( w_0 \) and \( w_\infty \) be respectively the \( u \)-adic and the \( u^{-1} \)-adic valuations on the field \( K(u) \) (with value group \( \mathbb{Z} \)). Consider the following subrings of \( K(u) \):

\[
\mathcal{O}_V = K[u, u^{-1}], \quad \mathcal{O}_S = \{ x \in K(u) \mid w_0(x) \geq 0 \text{ and } w_\infty(x) \geq 0 \}.
\]

The following theorem is equivalent to Grothendieck’s classification of vector bundles over the projective line [5], as we will see in §A.2 (See [6] for an elementary proof of another statement on matrices that is equivalent to Grothendieck’s theorem.)

**Theorem A.1.** For every matrix \( q \in \text{GL}_n(K(u)) \) there exist matrices \( p \in \text{GL}_n(\mathcal{O}_S) \) and \( q \in \text{GL}_n(\mathcal{O}_V) \) such that

\[
pqq = \text{diag}((u - 1)^{k_1}, \ldots, (u - 1)^{k_n}) \quad \text{for some } k_1, \ldots, k_n \in \mathbb{Z}.
\]
Proof. The case \(n = 1\) is easy: using unique factorization in \(K[u]\), we may factor every element in \(K(u)^\times\) as \(g = p \cdot (u - 1)^k \cdot u^a\) where \(w_0(p) = w_\infty(p) = 0\), hence \(p \in \mathfrak{o}_S^\times\). The rest of the proof is by induction on \(n\). In view of the \(n = 1\) case, it suffices to show that we may find \(p \in \text{GL}_n(\mathfrak{o}_S), q \in \text{GL}_n(\mathfrak{o}_V)\) such that \(p \cdot g \cdot q\) is diagonal. Since \(\mathfrak{o}_V\) is a principal ideal domain, we may find a matrix \(q_1 \in \text{GL}_n(\mathfrak{o}_V)\) such that

\[
gq_1 = \begin{pmatrix}
a_1 & 0 & \cdots & 0 \\
* & \ddots & \ddots \\
* & \ddots & \ddots & \ddots \\
* & \ddots & \ddots & 0
\end{pmatrix}
\]

where \(a_1\) is the gcd of the entries in the first row of \(g\). By induction, we may assume the theorem holds for \(g_1\) and thus find \(p_2 \in \text{GL}_n(\mathfrak{o}_S), q_2 \in \text{GL}_n(\mathfrak{o}_V)\) such that

\[
p_2gq_1q_2 = \begin{pmatrix}
a_1 & 0 & \cdots & 0 \\
0 & a_2 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & a_n
\end{pmatrix}
\]

for some \(a_2, \ldots, a_n \in K(u)^\times\) and some \(b_2, \ldots, b_n \in K(u)\). To complete the proof, it now suffices to apply \((n - 1)\) times the following lemma:

Lemma A.2. Let \(a, b, c \in K(u)\) with \(a, c \neq 0\). There exists \(p \in \text{GL}_2(\mathfrak{o}_S), q \in \text{GL}_2(\mathfrak{o}_V)\) such that the matrix

\[
p \cdot \begin{pmatrix}a & 0 \\ b & c\end{pmatrix} \cdot q
\]

is diagonal.

The proof uses the following approximation property:

Proposition A.3. For every \(f \in K(u)^\times\), there exists \(\lambda \in \mathfrak{o}_V\) such that \(w_0(f - \lambda) \geq 0\) and \(w_\infty(f - \lambda) > 0\).

Proof. We first show, by descending induction on \(w_0(f)\), that there exists \(\lambda_0 \in \mathfrak{o}_V\) such that \(w_0(f - \lambda_0) \geq 0\): if \(w_0(f) \geq 0\) we may take \(\lambda_0 = 0\). Otherwise, let \(f = ab^{-1}u^\alpha\) where \(a, b \in F[u]\) are not divisible by \(u\). For \(\mu = a(0)b(0)^{-1}u^\alpha \in \mathfrak{o}_V\) we have

\[
w_0(f - \mu) > \alpha = w_0(f),
\]

hence induction yields \(\mu_0 \in \mathfrak{o}_V\) such that \(w_0((f - \mu) - \mu_0) \geq 0\), and we may take \(\lambda_0 = \mu + \mu_0\).

Fix \(\lambda_0 \in \mathfrak{o}_V\) such that \(w_0(f - \lambda_0) \geq 0\). If \(w_\infty(f - \lambda_0) > 0\) we are done. Otherwise, let

\[
f - \lambda_0 = \frac{a_nu^n + \cdots + a_0}{b_m u^m + \cdots + b_0}
\]

with \(a_n, \ldots, a_0, b_m, \ldots, b_0 \in K\), \(a_n, b_m \neq 0\), so that \(w_\infty(f - \lambda_0) = m - n \leq 0\).

Let \(\mu_1 = a_n b_m^{-1} u^{n-m} \in F[u]\). We have

\[
w_\infty((f - \lambda_0) - \mu_1) > m - n = w_\infty(f - \lambda_0).
\]

Again, arguing by induction on \(w_\infty(f - \lambda_0)\), we may find \(\mu_2 \in F[u]\) such that

\[
w_\infty((f - \lambda_0) - \mu_2) > 0.
\]
Note that $w_0(\mu_2) \geq 0$ since $\mu_2 \in F[u]$. Therefore,
\[
    w_0((f - \lambda_0) - \mu_2) \geq \min\{w_0(f - \lambda_0), w_0(\mu_2)\} \geq 0,
\]
so we may choose $\lambda = \lambda_0 + \mu_2$. \hfill \square

**Proof of Lemma A.2.** For $f \in K(u)^\times$, let $w(f) = w_0(f) + w_\infty(f)$. Note that $w$ is not a valuation, but it is multiplicative and $w(u) = 0$. We shall argue by induction on $w(a) - w(c) \in \mathbb{Z}$; but first note that by multiplying \((\begin{smallmatrix}a & 0 \\ b & c\end{smallmatrix})\) on the right by \((\begin{smallmatrix}1 & 0 \\ 0 & w_\infty\end{smallmatrix})\) for $\alpha = w_0(a) - w_0(c)$, we may assume $w_0(a) = w_0(c)$. By Proposition A.3 there exists $\lambda \in \Theta_V$ such that
\[
    w_0(bc^{-1} - \lambda) \geq 0 \quad \text{and} \quad w_\infty(bc^{-1} - \lambda) > 0.
\]
We then have $w_0(b - \lambda c) \geq w_0(c) = w_0(a)$ and $w_\infty(b - \lambda c) > w_\infty(c)$.

Multiplying \((\begin{smallmatrix}a & 0 \\ b & c\end{smallmatrix})\) on the right by \((\begin{smallmatrix}1 & 0 \\ -\Lambda & 1\end{smallmatrix})\) yields
\[
    \left(\begin{array}{cc} a & 0 \\ b & c \end{array}\right) \cdot \left(\begin{array}{cc} 1 & 0 \\ -\Lambda & 1 \end{array}\right) = \left(\begin{array}{cc} a & 0 \\ b - \lambda c & c \end{array}\right).
\]
Thus, we may substitute $b - \lambda c$ for $b$ and thus assume
\[
    w_0(b) \geq w_0(c) = w_0(a) \quad \text{and} \quad w_\infty(b) > w_\infty(c).
\]
If $w_\infty(b) \geq w_\infty(a)$, then $a^{-1}b \in \Theta_S$ and the lemma follows from the equation
\[
    w_0(b) \geq w_0(c) = w_0(a) \quad \text{and} \quad w_\infty(b) > w_\infty(c).
\]
We now start our induction on $w(a) - w(c)$. If $w(a) - w(c) \leq 0$, then since $w_0(a) = w_0(c)$ we have $w_\infty(a) \leq w_\infty(c)$. By (11) it follows that $w_\infty(b) > w_\infty(a)$ and we are done by (12). If $w(a) - w(c) > 0$ but $w_\infty(b) \geq w_\infty(a)$, we may also conclude by (12). For the rest of the proof, we may thus assume $w_\infty(a) > w_\infty(b) > w_\infty(c)$. If $w_0(b) > w_0(a)$, then in view of the equation
\[
    \left(\begin{array}{cc} 1 & 0 \\ a & b \end{array}\right) \cdot \left(\begin{array}{cc} 1 & 0 \\ 1 & 1 \end{array}\right) = \left(\begin{array}{cc} a & 0 \\ a + b & c \end{array}\right),
\]
we may substitute $a + b$ for $b$. In that case, we have
\[
    w_0(a + b) = \min\{w_0(a), w_0(b)\} = w_0(a)
\]
and
\[
    w_\infty(a + b) = \min\{w_\infty(a), w_\infty(b)\} = w_\infty(b).
\]
Thus, in all cases we may assume
\[
    w_0(b) = w_0(a) = w_0(c) \quad \text{and} \quad w_\infty(a) > w_\infty(b) > w_\infty(c).
\]
Then $ab^{-1} \in \Theta_S$. Consider
\[
    \left(\begin{array}{cc} 1 & -ab^{-1} \\ 0 & 1 \end{array}\right) \cdot \left(\begin{array}{cc} a & 0 \\ b & c \end{array}\right) \cdot \left(\begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array}\right) = \left(\begin{array}{cc} -ab^{-1} & 0 \\ c & b \end{array}\right).
\]
We have
\[
    w(-ab^{-1}c) - w(b) = w(a) + w(c) - 2w(b) = w_\infty(a) + w_\infty(c) - 2w_\infty(b).
\]
Since $w_\infty(b) > w_\infty(c)$ we have
\[
    w_\infty(a) + w_\infty(c) - 2w_\infty(b) < w_\infty(a) - w_\infty(c).
\]
But $w(a) - w(c) = w_\infty(a) - w_\infty(c)$, hence $w(-ab^{-1}c) - w(b) < w(a) - w(c)$. By induction, the lemma holds for $(-ab^{-1}c \ b)$, hence also for $\left(\begin{smallmatrix}a & 0 \\ b & c\end{smallmatrix}\right)$. \hfill \square
A.2. **Vector bundles over** \(\mathbb{P}_K^1\). We use the same notation as in §A.1.

**Definitions A.4.** A vector bundle over \(\mathbb{P}_K^1\) is a triple \(\mathcal{E} = (E, E_V, E_S)\) consisting of a finite-dimensional \(K(u)\)-vector space \(E\), a finitely generated \(\mathcal{O}_V\)-module \(E_V \subset E\), and a finitely generated \(\mathcal{O}_S\)-module \(E_S \subset E\) such that

\[
E = E_V \otimes_{\mathcal{O}_V} K(u) = E_S \otimes_{\mathcal{O}_S} K(u).
\]

The rank of \(\mathcal{E}\) is \(\text{rk} \mathcal{E} = \dim E\). The intersection \(E_V \cap E_S\) is a \(K\)-vector space, which is called the space of global sections of \(\mathcal{E}\). We use the notation

\[
\Gamma(\mathcal{E}) = E_V \cap E_S.
\]

Since \(\mathcal{O}_V\) and \(\mathcal{O}_S\) are principal ideal domains, the \(\mathcal{O}_V\) - and \(\mathcal{O}_S\)-modules \(E_V\) and \(E_S\) are free. Their rank is the rank \(n\) of \(\mathcal{E}\). Let \((e_i)_{i=1}^n\) (resp. \((f_i)_{i=1}^n\)) be a base of the \(\mathcal{O}_V\)-module \(E_V\) (resp. the \(\mathcal{O}_S\)-module \(E_S\)). Each of these bases is a \(K(u)\)-base of \(E\), hence we may find a matrix \(g = (g_{ij})_{i,j=1}^n \in \text{GL}_n(K(u))\) such that

\[
e_j = \sum_{i=1}^n f_ig_{ij} \quad \text{for } j = 1, \ldots, n.
\]

The degree \(\deg \mathcal{E}\) is defined as

\[
\deg \mathcal{E} = w_0(\det g) + w_{\infty}(\det g) \in \mathbb{Z}.
\]

To see that this integer does not depend on the choice of bases, observe that a change of bases substitutes for the matrix \(g\) a matrix \(g' = pgq\) for some \(p \in \text{GL}_n(\mathcal{O}_S)\) and \(q \in \text{GL}_n(\mathcal{O}_V)\). We have \(w_0(\det p) = w_\infty(\det p) = 0\). Likewise, \(\det q \in \mathcal{O}_V^\times = K^\times \oplus u\mathbb{Z}\), so \(w_0(\det q) + w_\infty(\det q) = 0\), and it follows that \(w_0(\det g) + w_\infty(\det g) = w_0(\det g') + w_\infty(\det g')\).

A morphism of vector bundles \((E, E_V, E_S) \to (E', E'_V, E'_S)\) over \(\mathbb{P}_K^1\) is a \(K(u)\)-linear map \(\varphi: E \to E'\) such that \(\varphi(E_V) \subset E'_V\) and \(\varphi(E_S) \subset E'_S\).

**Example A.5.** Vector bundles of rank 1. Since \(\mathcal{O}_V\) and \(\mathcal{O}_S\) are principal ideal domains, every vector bundle of rank 1 is isomorphic to a triple \(\mathcal{E} = (K(u), f_\mathcal{O}_V, g_\mathcal{O}_S)\) for some \(f, g \in K(u)^\times\). Using unique factorization in \(K[u]\) we may find \(p \in \mathcal{O}_S^\times, k, \alpha \in \mathbb{Z}\) such that \(fg^{-1} = p^k(u-1)^{u^\alpha}\). Multiplication by \(g^{-1}p^{-1}(u-1)^{-k}\) is a \(K(u)\)-linear map \(\varphi: K(u) \to K(u)\) such that \(\varphi(f) = u^\alpha\) and \(\varphi(g) = p^{-1}(u-1)^{-k}\). Since \(u \in \mathcal{O}_S^\times\), it follows that \(\varphi(f_\mathcal{O}_V) = \mathcal{O}_V\). Likewise, \(\varphi(g_\mathcal{O}_S) = (u-1)^{-k}\mathcal{O}_S\). Therefore, \(\varphi\) defines an isomorphism \(\mathcal{E} \isom (K(u), \mathcal{O}_V, (u-1)^{-k}\mathcal{O}_S)\). For \(n \in \mathbb{Z}\), we write

\[
\mathcal{O}_K^1(n) = (K(u), \mathcal{O}_V, (u-1)^n\mathcal{O}_S).
\]

If \(g \in K(u)^\times\) satisfies \(w_0(g) + w_\infty(g) = -n\), then \(g \cdot (u-1)^{-n}u^{-w_0(g)} \in \mathcal{O}_S^\times\), hence the arguments above yield

\[
(K(u), \mathcal{O}_V, g_\mathcal{O}_S) \simeq (K(u), \mathcal{O}_V, (u-1)^n\mathcal{O}_S) = \mathcal{O}_K^1(-w_0(g) - w_\infty(g)).
\]

By definition of the degree,

\[
\deg \mathcal{O}_K^1(n) = w_0((u-1)^{-n}) + w_\infty((u-1)^{-n}) = n.
\]

The vector space of global sections of \(\mathcal{O}_K^1(n)\) is easily determined: by definition, we have

\[
\Gamma(\mathcal{O}_K^1(n)) = \mathcal{O}_V \cap (u-1)^n\mathcal{O}_S
\]

\[
= \{ f \in \mathcal{O}_V \mid w_0(f) \geq w_0((u-1)^n), w_\infty(f) \geq w_\infty((u-1)^n) \}.
\]
Thus, these equations mean that the map \( E \) in (15) are uniquely determined up to permutation.

Theorem A.1 yields matrices \( O \) be such that

\[ \text{deg } \Gamma(E) = \sum_{i=1}^{n} e_i^j K(u), \quad \text{deg } \Gamma(E_V) = \sum_{i=1}^{n} e_i^j \varnothing_S, \quad \text{deg } \Gamma(E_S) = \sum_{i=1}^{n} e_i^j (u-1)^{k_i} \varnothing_S. \]

These equations mean that the map \( E \to K(u)^{\otimes n} \) that carries each vector to the \( n \)-tuple of its coordinates in the base \( (e_i^j)_{i=1}^{n} \) defines an isomorphism of vector bundles

\[ \mathcal{E} \cong \varnothing_{\mathbb{P}_K^1}(k_1) \oplus \cdots \oplus \varnothing_{\mathbb{P}_K^1}(k_n). \]

Corollary A.7. For every vector bundle \( \mathcal{E} \) on \( \mathbb{P}_K^1 \), the \( K \)-vector space of global sections \( \Gamma(\mathcal{E}) \) is finite-dimensional. More precisely, if \( \mathcal{E} \cong \varnothing_{\mathbb{P}_K^1}(k_1) \oplus \cdots \oplus \varnothing_{\mathbb{P}_K^1}(k_n) \) for some \( k_1, \ldots, k_n \in \mathbb{Z} \), then

\[ \dim \Gamma(\mathcal{E}) = \sum_{i=1}^{n} \max(1 + k_i, 0) \quad \text{and} \quad \deg \mathcal{E} = \sum_{i=1}^{n} k_i. \]

Proof. If \( \mathcal{E} = \mathcal{E}_1 \oplus \mathcal{E}_2 \), then \( \Gamma(\mathcal{E}) = \Gamma(\mathcal{E}_1) \oplus \Gamma(\mathcal{E}_2) \) and \( \deg \mathcal{E} = \deg \mathcal{E}_1 + \deg \mathcal{E}_2 \). Since each \( \Gamma(\varnothing_{\mathbb{P}_K^1}(n)) \) is finite-dimensional and \( \deg \varnothing_{\mathbb{P}_K^1}(n) = n \) (see Example A.5), the corollary follows.

From the formula for \( \dim \Gamma(\mathcal{E}) \), it is easily seen by tensoring \( \mathcal{E} \) with \( \varnothing_{\mathbb{P}_K^1}(k) \) for various \( k \in \mathbb{Z} \) that the integers \( k_1, \ldots, k_n \) such that \( \mathcal{E} \cong \varnothing_{\mathbb{P}_K^1}(k_1) \oplus \cdots \oplus \varnothing_{\mathbb{P}_K^1}(k_n) \) are uniquely determined up to permutation.
A.3. Vector bundles over conics. Let $L$ be the function field of a smooth projective conic $C$ over a field $F$. Assume $C$ has no rational point over $F$, and let $\infty$ be a point of degree 2 on $C$ with residue field $K$ separable over $F$. Let $v_\infty$ be the corresponding discrete valuation on $L$ and $\mathcal{O}_\infty$ be its valuation ring. Let also $\mathcal{O}_U \subset L$ be the affine ring of $C \setminus \{\infty\}$, which is the intersection of all the valuation rings of the $F$-valuations on $L$ other than $v_\infty$.

Let $C_K = C \times \text{Spec } K$ be the conic over $K$ obtained by base change, and let $f: C_K \to C$ be the projection. Since $C_K$ has a rational point, we have $C_K \simeq \mathbb{P}^1_K$, i.e., the composite field $KL$ is a purely transcendental extension of $K$. We may find $u \in KL$ such that $KL = K(u)$ and the two valuations of $K(u)$ extending $v_\infty$ are $w_0$ and $w_\infty$, the $u$-adic and $u^{-1}$-adic valuation of $K(u)$. Thus, using the notation of [A.2]
\[ \mathcal{O}_U \otimes_F K = \mathcal{O}_V \quad \text{and} \quad \mathcal{O}_\infty \otimes_F K = \mathcal{O}_S. \]

Remark A.8. A concrete description of the rings defined above can be obtained by representing $C$ as the Severi–Brauer variety of a quaternion division algebra $Q$. Write $V$ for the 3-dimensional subspace of trace 0 quaternions. Then $q(v) := v^2$ is a quadratic form on $V$ and the conic $C$ is the quadric in the projective plane $\mathbb{P}(V)$ given by the equation $q = 0$. Every closed point of degree 2 on $C$ is determined by an equation $\varphi = 0$ for some nonzero linear form $\varphi \in V^*$. If $(r, s)$ is a base of $\text{ker } \varphi \subset V$, then the equation $(xr + ys)^2 = 0$ has the solution $x = -q(s)$, $y = rs$ in $F(rs)$, hence $F(rs)$ is the residue field of the corresponding point. Let $\infty$ be the closed point on $C$ determined by a linear form $\varphi$ such that $F(rs)$ is a separable quadratic extension of $F$. Let also $t \in V$ be a nonzero vector orthogonal to $\text{ker } \varphi$ for the polar form $b_q$ of $q$. If $t \in \text{ker } \varphi$, then $b_q(t, t) = 0$, hence $\text{char } F = 2$. Moreover, $t$ is a linear combination of $r$ and $s$, and the equations $b_q(t, r) = b_q(t, s) = 0$ yield $b_q(r, s) = 0$. This is a contradiction because then the minimal polynomial of $rs$, which is $X^2 - b_q(r, s)X + q(r)q(s)$, is not separable. Therefore, in all cases the choice of $\infty$ guarantees that $(r, s, t)$ is a base of $V$. Let $(x, y, z)$ be the dual base of $V^*$. Then the conic $C$ is given by the equation
\[(xr + ys + zt)^2 = 0,\]
and $\infty$ is the point determined by the equation $z = 0$. Because $t$ is orthogonal to $r$ and $s$, the equation of the conic simplifies to
\[(xr + ys)^2 + z^2t^2 = 0.\]
Let $U = C \setminus \{\infty\}$; then
\[ \mathcal{O}_U = F\left[\frac{x}{z}, \frac{y}{z}\right] \subset F\left(\frac{x}{z}, \frac{y}{z}\right) = L. \]
The equation of the conic shows that $\frac{y}{z}$ is a root of a quadratic equation over $F(\frac{x}{z})$, hence every element in $L$ has a unique expression of the form $f(\frac{x}{z}) + \frac{y}{z}g(\frac{x}{z})$ for some rational functions $f, g$ with coefficients in $F$. If $v_\infty$ is the discrete valuation of the local ring $\mathcal{O}_\infty$, then
\[ v_\infty\left(\frac{x}{z}\right) = v_\infty\left(\frac{y}{z}\right) = -1. \]
More precisely, for $f, g, h$ polynomials in one variable over $F$, with $h \neq 0$,
\[ v_\infty\left(\frac{f(\frac{x}{z}) + \frac{y}{z}g(\frac{x}{z})}{h(\frac{x}{z})}\right) = \deg h - \max(\deg f, 1 + \deg g). \]
We claim that we may take for $u$ the element $\frac{x}{z}rs + \frac{y}{z}q(s)$. To see this, let $\iota$ denote the nontrivial $L$-automorphism of $KL$. For $u = \frac{x}{z}rs + \frac{y}{z}q(s)$ we have $\iota(u) = \frac{x}{z}sr + \frac{y}{z}q(s)$, and from the equation of the conic it follows that

$$
u (x) (xr + ys)^2 = -q(s)q(t) \in F^\times. 
(16)$$

This equation shows that for every valuation $w$ of $KL$ extending $v_\infty$ we have $w(u) = -w(\iota(u))$. Moreover, from $u = \frac{x}{z}rs + \frac{y}{z}q(s)$ and $u - \iota(u) = \frac{x}{z}(rs - sr)$ it follows that

$$w(u) \geq \min\left(\nu_\infty\left(\frac{x}{z}\right), \nu_\infty\left(\frac{y}{z}\right)\right) = -1 \quad \text{and} \quad -1 = \nu_\infty\left(\frac{x}{z}\right) \geq \min(w(u), w(\iota(u))).$$

Therefore, either $w(u) = -w(\iota(u)) = 1$, i.e., $w = w_0$, or $w(u) = w(\iota(u)) = -1$, i.e., $w = w_\infty$.

The following result is folklore. (For a proof in characteristic different from 2, see Pfister [12, Prop. 1].)

**Lemma A.9.** The ring $\mathcal{O}_U$ is a principal ideal domain.

**Proof.** Let $I \subset \mathcal{O}_U$ be an ideal. Since $\mathcal{O}_V = K[u, u^{-1}]$ is a principal ideal domain, we may find $f \in \mathcal{O}_V$ such that $I \otimes_F K = f \mathcal{O}_V$. As $I \otimes_F K$ is preserved by $\iota$, we have $f \mathcal{O}_V = \iota(f) \mathcal{O}_V$, hence $\iota(f)f^{-1} \in \mathcal{O}_V^\times = K^\times \oplus u\mathcal{O}_V$. Let $a \in K^\times$ and $\alpha \in \mathbb{Z}$ be such that

$$\iota(f)f^{-1} = au^\alpha. 
(17)$$

Since $N_{KL/L}(\iota(f)f^{-1}) = 1$, it follows by (16) that

$$N_{KL/L}(au^\alpha) = N_{KF}(a)(-q(s)q(t))^\alpha = 1.$$

If $\alpha$ is odd, let $\alpha = 2\beta - 1$ and $a(-q(s)q(t))^\beta = b + crs$ with $b, c \in F$. Then $N_{KF}(b + crs) = -q(s)q(t)$, hence

$$(cr + bq(s)^{-1}s)^2 + t^2 = 0.$$ 

Thus, the conic $C$ has an $F$-rational point, a contradiction. Therefore, $\alpha$ is even. Let $\alpha = 2\beta$. Then from (16) and (17) we have

$$\iota(u^\beta f \cdot (u^\beta f)^{-1}) = a(-q(s)q(t))^\beta \in K^\times.$$

By Hilbert’s Theorem 90, we may find $b \in K^\times$ such that $a(-q(s)q(t))^\beta = b\iota(b)^{-1}$. Then

$$\iota(bu^\beta f) = bu^\beta f \in L^\times.$$

Since $bu^\beta \in \mathcal{O}_V^\times$, we have $f \mathcal{O}_V = bu^\beta f \mathcal{O}_V$, hence $I = bu^\beta f \mathcal{O}_U$. \hfill $\square$

**Definitions A.10.** A **vector bundle** over $C$ is a triple $\mathfrak{E} = (E, E_U, E_\infty)$ consisting of a finite-dimensional $L$-vector space $E$, a finitely generated $\mathcal{O}_U$-module $E_U \subset E$, and a finitely generated $\mathcal{O}_\infty$-module $E_\infty \subset E$ such that

$$E = E_U \otimes_{\mathcal{O}_U} L = E_\infty \otimes_{\mathcal{O}_\infty} L.$$ 

The **rank** of $\mathfrak{E}$ is $\text{rk} \mathfrak{E} = \dim E$. The intersection $E_U \cap E_\infty$ is an $F$-vector space called the space of **global sections** of $\mathfrak{E}$. We write

$$\Gamma(\mathfrak{E}) = E_U \cap E_\infty.$$

The degree of a vector bundle over $C$ is defined as for vector bundles over $\mathbb{P}_K^1$. Since $\mathcal{O}_U$ and $\mathcal{O}_\infty$ are principal ideal domains, the $\mathcal{O}_U$- and $\mathcal{O}_\infty$-modules $E_U$ and $E_\infty$ are
free of rank \( \text{rk} \mathcal{E} \). Let \( (e_i)_{i=1}^n \) (resp. \( (f_i)_{i=1}^n \)) be a base of the \( \mathcal{O}_U \)-module \( E_U \) (resp. the \( \mathcal{O}_\infty \)-module \( E_\infty \)). Each of these bases is an \( L \)-base of \( E \), hence we may find a matrix \( g = (g_{ij})_{i,j=1}^n \in \text{GL}_n(L) \) such that

\[
e_j = \sum_{i=1}^n f_ig_{ij} \quad \text{for } j = 1, \ldots, n.
\]

The degree \( \text{deg} \mathcal{E} \) is defined as

\[
\text{deg} \mathcal{E} = 2v_\infty(\det g) \in \mathbb{Z}.
\]

To see that this integer does not depend on the choice of bases, observe that a change of bases substitutes for the matrix \( g \) a matrix \( g' = pgq \) for some \( p \in \text{GL}_n(\mathcal{O}_\infty) \) and \( q \in \text{GL}_n(\mathcal{O}_U) \). We have \( \det p \in \mathcal{O}_\infty^\times \), hence \( v_\infty(\det p) = 0 \). Likewise, \( \det q \in \mathcal{O}_U^\times \), hence \( v(\det q) = 0 \) for every \( F \)-valuation \( v \) of \( L \) other than \( v_\infty \). Since the degree of every principal divisor is zero, it follows that we also have \( v_\infty(\det g) = 0 \). Therefore, \( v_\infty(\det g) = v_\infty(\det g') \).

A morphism of vector bundles \((E, E_U, E_\infty) \to (E', E'_U, E'_\infty) \) over \( C \) is an \( L \)-linear map \( \varphi: E \to E' \) such that \( \varphi(E_U) \subset E'_U \) and \( \varphi(E_\infty) \subset E'_\infty \). When \( \varphi: E \to E' \) is an inclusion map, the vector bundle \( \mathcal{E}' = (E, E_U, E_\infty) \) is said to be a subbundle of \( \mathcal{E} = (E', E'_U, E'_\infty) \). If moreover \( E_U = E \cap E'_U \) and \( E_\infty = E \cap E'_\infty \), then the triple \((E'/E, E'_U/E_U, E'_\infty/E_\infty) \) is a vector bundle, which we call the quotient bundle and denote by \( \mathcal{E}'/\mathcal{E} \). In particular, for every morphism \( \varphi: \mathcal{E} \to \mathcal{E}' \) we may consider a subbundle \( \ker \varphi \) of \( \mathcal{E} \) and, provided that \( \varphi(E_U) = \varphi(E) \cap E'_U \) and \( \varphi(E_\infty) = \varphi(E) \cap E'_\infty \), a vector bundle \( \text{coker} \varphi \), which is a quotient of \( \mathcal{E}' \).

**Example A.11. Vector bundles of rank 1.** We use the representation of \( C \) in Remark A.8. The same arguments as in Example A.5 show that every vector bundle of rank 1 over \( C \) is isomorphic to a triple \((L, \mathcal{O}_U, (\frac{x}{z})^n \mathcal{O}_\infty) \) for some \( n \in \mathbb{Z} \). The degree of this vector bundle is \( 2n \); therefore we write

\[
\mathcal{O}_C(2n) = (L, \mathcal{O}_U, (\frac{x}{z})^n \mathcal{O}_\infty).
\]

Note that for any \( g \in L^\times \) we have as in (13)

\[
(L, \mathcal{O}_U, g \mathcal{O}_\infty) \simeq \mathcal{O}_C(-2v_\infty(g)).
\]

For the vector space of global sections we have

\[
\Gamma(\mathcal{O}_C(2n)) = \{ f \in \mathcal{O}_U \mid v_\infty(f) \geq n \} = \left\{ f(\frac{x}{z}) + \frac{y}{z}g(\frac{x}{z}) \mid \deg f \leq n, \ \deg g \leq n - 1 \right\}.
\]

Therefore,

\[
\dim \Gamma(\mathcal{O}_C(2n)) = \begin{cases} 2n + 1 & \text{if } n \geq 0, \\ 0 & \text{if } n < 0. \end{cases}
\]

We may therefore extend scalars of every vector bundle over \( C \) to get a vector bundle over \( \mathbb{P}_K^1 \): for any vector bundle \( \mathcal{E} = (E, E_U, E_\infty) \) over \( C \), we define

\[
f^*(\mathcal{E}) = (E \otimes_F K, E_U \otimes_F K, E_\infty \otimes_F K).
\]

This \( f^*(\mathcal{E}) \) is a vector bundle over \( \mathbb{P}_K^1 \) of rank \( \text{rk} f^*(\mathcal{E}) = \text{rk} \mathcal{E} \). If \( K = F(\alpha) \), every vector in \( E \otimes_F K \) has a unique expression in the form \( x \otimes 1 + y \otimes \alpha \) with \( x, y \in E \).
This vector is in \( E_U \otimes_F K \) (resp. \( E_\infty \otimes_F K \)) if and only if \( x, y \in E_U \) (resp. \( x, y \in E_\infty \)), hence
\[
(20) \quad \Gamma(f^*(\mathcal{E})) = \Gamma(\mathcal{E}) \otimes_F K.
\]
Since every \( \mathcal{O}_U \)-base of \( E_U \) is an \( \mathcal{O}_V \)-base of \( E_U \otimes_F K \) and every \( \mathcal{O}_\infty \)-base of \( E_\infty \) is an \( \mathcal{O}_S \)-base of \( E_\infty \otimes_F K \), we can compute the degree of \( \mathcal{E} \) and the degree of \( f^*(\mathcal{E}) \) with the same matrix \( g \in \text{GL}_n(L) \) (see [12]). We get \( \deg \mathcal{E} = 2v_\infty(\det g) \) and \( \deg f^*(\mathcal{E}) = w_0(\det g) + w_\infty(\det g) \). Because \( w_0 \) and \( w_\infty \) are the two valuations of \( K(u) \) extending \( v_\infty \), it follows that
\[
(21) \quad \deg f^*(\mathcal{E}) = \deg \mathcal{E}.
\]
There is a construction in the opposite direction: every vector bundle \( \mathcal{B} \) over \( P^1 \) yields a vector bundle \( \mathcal{A} \) over \( \mathcal{O} \) an \( \mathcal{O} \)-module \( \mathcal{B} \) twisted by \( \mathcal{B} \) with \( \mathcal{O} \)-base of \( \mathcal{B} \) defined by
\[
(21) \quad \deg f^*(\mathcal{E}) = \deg \mathcal{E}.
\]
For the next proposition, we let \( \iota \) denote the nontrivial automorphism of \( K(u) \) over \( L \). For every \( K(u) \)-vector space \( E' \), we let \( 'E' \) denote the twisted \( K(u) \)-vector space defined by
\[
'E' = \{ x \mid x \in E' \}
\]
with the operations
\[
'x + 'y = (x + y) \quad \text{and} \quad ('x)\lambda = ('x(\lambda))
\]
for \( x, y \in E' \) and \( \lambda \in K(u) \). For every \( \mathcal{O}_V \)-module \( E'_V \) and every \( \mathcal{O}_S \)-module \( E'_S \), the twisted modules \( 'E'_V \) and \( E'_S \) are defined similarly. We may thus associate a twisted vector bundle \( '\mathcal{B} \) to every vector bundle \( \mathcal{B} \) over \( P^1 \). Note that \( \iota(u) \in u^{-1}F^\times \) (see [10]), hence \( \iota \) interchanges the valuations \( w_0 \) and \( w_\infty \). Therefore, \( w_0(\iota(\delta)) + w_\infty(\iota(\delta)) = w_0(\delta) + w_\infty(\delta) \) for every \( \delta \in K(u)^\times \). It follows that \( \deg '\mathcal{B} = \deg \mathcal{B} \); in particular, \( \mathcal{B}_\mathcal{P}^1(n) \simeq \mathcal{B}_\mathcal{O}_{\mathcal{P}^1}^1(n) \) for all \( n \in \mathbb{Z} \), and Grothendieck’s theorem (Theorem A.4) yields \( '\mathcal{B} \simeq \mathcal{B} \) for every vector bundle \( \mathcal{B} \) over \( P^1_K \).

**Proposition A.12.**

(i) For every vector bundle \( \mathcal{B} \) over \( C \), we have
\[
f_* f^*(\mathcal{B}) \simeq \mathcal{B} \oplus \mathcal{B}.
\]

(ii) For every vector bundle \( \mathcal{B} \) over \( P^1_K \), we have a canonical isomorphism
\[
f_* f^*(\mathcal{B}) \simeq \mathcal{B} \oplus '\mathcal{B},
\]
and an isomorphism \( f_* f^*(\mathcal{B}) \simeq \mathcal{B} \oplus '\mathcal{B} \).

**Proof.** (i) Let \( \alpha \in K \) be such that \( K = F(\alpha) \). For every \( L \)-vector space \( E \), mapping \( x \otimes 1 + y \otimes \alpha \) to \( (x, y) \) for \( x, y \in E \) defines an \( L \)-linear isomorphism \( E \otimes_F K \simeq E \otimes \mathcal{B} \). We thus get an isomorphism \( f_* f^*(\mathcal{B}) \simeq \mathcal{B} \oplus \mathcal{B} \).

(ii) For every \( K(u) \)-vector space \( E' \), we identify \( E' \otimes_F K \) with \( E' \otimes 'E' \) by mapping \( x \otimes \lambda \) to \( (x, 'x) \lambda \). We thus get a canonical isomorphism \( f_* f^*(\mathcal{B}) \simeq \mathcal{B} \oplus '\mathcal{B} \). \( \square \)

**Corollary A.13.** For every vector bundle \( \mathcal{B} \) over \( P^1_K \),
\[
\deg f_* (\mathcal{B}) = 2 \deg \mathcal{B}.
\]

**Proof.** Proposition A.12 (ii) and (21) yield
\[
\deg f_* (\mathcal{B}) = \deg (\mathcal{B} \oplus '\mathcal{B}) = 2 \deg \mathcal{B}.
\] \( \square \)
Corollary A.14. For every $n \in \mathbb{Z}$ we have

(i) $f^* (\mathcal{O}_C(2n)) \simeq \mathcal{O}_{P^1}(2n)$,
(ii) $f_* (\mathcal{O}_{P^1}(2n)) \simeq \mathcal{O}_C(2n) \oplus \mathcal{O}_C(2n)$.

Moreover, $f_* (\mathcal{O}_{P^1}(2n + 1))$ is an indecomposable vector bundle of rank 2 and degree $4n + 2$ over $C$.

Proof. From the definitions of $\mathcal{O}_C(2n)$ and $f^*$, we have

$$f^* (\mathcal{O}_C(2n)) = (K(u), \mathcal{O}_V, t^n \delta_S).$$

By (13) it follows that

$$f^* (\mathcal{O}_C(2n)) \simeq \mathcal{O}_{P^1}(-w_0(t^n) - w_1(t^n)) = \mathcal{O}_{P^1}(2n).$$

This proves (i). Moreover, applying $f_*$ to each side, we get

$$f_* (\mathcal{O}_{P^1}(2n)) \simeq f_* f^* (\mathcal{O}_C(2n)),$$

and (ii) follows from Proposition A.12(i).

By definition, it is clear that $f_* (\mathcal{O}_{P^1}(2n + 1))$ is a vector bundle of rank 2. Corollary A.13 shows that its degree is $4n + 2$, and it only remains to show that this vector bundle is indecomposable. Any nontrivial decomposition involves two vector bundles of rank 1, and has therefore the form

$$f_* (\mathcal{O}_{P^1}(2n + 1)) \simeq \mathcal{O}_C(2m_1) \oplus \mathcal{O}_C(2m_2)$$

for some $m_1, m_2 \in \mathbb{Z}$. By applying $f^*$ to each side and using (i) and Proposition A.12(ii), we obtain

$$\mathcal{O}_{P^1}(2n + 1) \oplus \mathcal{O}_{P^1}(2n + 1) \simeq \mathcal{O}_{P^1}(2m_1) \oplus \mathcal{O}_{P^1}(2m_2).$$

This is a contradiction because the Grothendieck decomposition in Theorem A.6 is unique up to permutation of the summands.

We write $\mathcal{J}_C(4n + 2) = f_* (\mathcal{O}_{P^1}(2n + 1))$. In the rest of this section, our goal is to prove that every vector bundle over $C$ decomposes in a unique way in a direct sum of vector bundles of the form $\mathcal{O}_C(2n)$ and $\mathcal{J}_C(4n + 2)$.

Proposition A.15. For every vector bundle $\mathcal{E}$ over $C$, the space of global sections $\Gamma(\mathcal{E})$ is finite-dimensional.

Proof. This readily follows from (20) and Corollary A.7.

Corollary A.16. For every vector bundle $\mathcal{E}$ over $C$, the $F$-algebra $\text{End} \mathcal{E}$ is finite-dimensional. Moreover, the idempotents in $\text{End} \mathcal{E}$ split: any idempotent $e \in \text{End} \mathcal{E}$ yields a decomposition $\mathcal{E} = \ker e \oplus \text{im} \ e$. If $\mathcal{E}$ does not decompose into a sum of nontrivial vector bundles, then $\text{End} \mathcal{E}$ is a local ring (i.e., the noninvertible elements form an ideal).

Proof. For $\mathcal{E} = (E, E_U, E_\infty)$, we have $\text{End} \mathcal{E} = \Gamma(\text{Endl} \mathcal{E})$ where

$$\text{End} \mathcal{E} = (\text{End}_{L} E, \text{End}_{U} E_U, \text{End}_{\infty} E_\infty).$$

Therefore, Proposition A.15 shows that the dimension of $\text{End} \mathcal{E}$ is finite. This algebra is therefore right (and left) Artinian. If $e \in \text{End} \mathcal{E}$ is an idempotent, then for every vector $x \in E$ we have $x = (x - e(x)) + e(x)$, hence

$$E = \ker e \oplus \text{im} \ e, \quad E_U = (E_U \cap \ker e) \oplus (E_U \cap \text{im} \ e),$$

$$E_\infty = (E_\infty \cap \ker e) \oplus (E_\infty \cap \text{im} \ e).$$
This shows that $e$ splits. If $\mathcal{E}$ is indecomposable, then $\text{End} \, \mathcal{E}$ has no nontrivial idempotents. It follows from Lam [10, Cor. (19.19)] that $\text{End} \, \mathcal{E}$ is a local ring. □

The properties of $\text{End} \, \mathcal{E}$ established in Corollary A.14 allow us to use the general approach to the Krull–Schmidt theorem in Bass [2, Ch. I, (3.6)] (see also Lam [10, (19.21)]) to derive the following “Krull–Schmidt” result:

**Corollary A.17.** Every vector bundle over $C$ decomposes into a sum of indecomposable vector bundles, and the decomposition is unique up to isomorphism and the order of summands.

Note that the existence of a decomposition into indecomposable vector bundles is clear by induction on the rank.

**Theorem A.18.** Every vector bundle $\mathcal{E}$ over $C$ has a decomposition of the form

$$\mathcal{E} \cong \mathcal{O}_C(2k_1) \oplus \cdots \oplus \mathcal{O}_C(2k_r) \oplus \mathcal{I}_C(4\ell_1 + 2) \oplus \cdots \oplus \mathcal{I}_C(4\ell_m + 2)$$

for some $k_1, \ldots, k_r, \ell_1, \ldots, \ell_m \in \mathbb{Z}$. The sequences $(k_1, \ldots, k_r)$ and $(\ell_1, \ldots, \ell_m)$ are uniquely determined by $\mathcal{E}$ up to permutation of the entries.

**Proof.** In view of Corollary A.17 it only remains to show that the vector bundles $\mathcal{O}_C(2k)$ and $\mathcal{I}_C(4\ell + 2)$ are the only indecomposable vector bundles over $C$ up to isomorphism. Suppose $\mathcal{E}$ is an indecomposable vector bundle over $C$. Grothendieck’s theorem (Theorem A.6) yields integers $n_1, \ldots, n_p \in \mathbb{Z}$ such that

$$f^*(\mathcal{E}) \cong \mathcal{O}_{\mathbb{P}^1_k}(n_1) \oplus \cdots \oplus \mathcal{O}_{\mathbb{P}^1_k}(n_p).$$

Applying $f_*$ to each side, we get by Proposition A.12(i)

$$\mathcal{E} \oplus \mathcal{E} \cong f_*(\mathcal{O}_{\mathbb{P}^1_k}(n_1)) \oplus \cdots \oplus f_*(\mathcal{O}_{\mathbb{P}^1_k}(n_p)).$$

If $n_1$ is even, then $f_*(\mathcal{O}_{\mathbb{P}^1_k}(n_1)) \cong \mathcal{O}_C(n_1) \oplus \mathcal{O}_C(n_1)$ by Corollary A.14, hence $p = 1$ and $\mathcal{E} \cong \mathcal{O}_C(n_1)$. If $n_1$ is odd, then $f_*(\mathcal{O}_{\mathbb{P}^1_k}(n_1))$ is indecomposable by Corollary A.14. Hence we must have $\mathcal{E} \cong f_*(\mathcal{O}_{\mathbb{P}^1_k}(n_1)) = \mathcal{I}_C(2n_1)$ (and $p = 2$, and $n_2 = n_1$). □

**Example A.19.** The tautological vector bundle. We use the representation of $C$ in Remark A.8. Let

$$\mathcal{O}_C = \mathcal{O}_C(0) \otimes_F Q = (Q_L, Q_U, Q_\infty)$$

where $Q_L = L \otimes_F Q$, $Q_U = \mathcal{O}_U \otimes_F Q$, $Q_\infty = \mathcal{O}_\infty \otimes_F Q$. Consider the element

$$e := \frac{x}{z} r + \frac{y}{z} s + t \in Q_L$$

and the 2-dimensional right ideal $E = eQ_L$. We define the bundle $\mathcal{F} = (E, E_U, E_\infty)$ by

$$E_U = E \cap Q_U \quad \text{and} \quad E_\infty = E \cap Q_\infty.$$

**Lemma A.20.** We have

(a) $E_U = eQ \cdot \mathcal{O}_U = e\mathcal{O}_U \oplus es \mathcal{O}_U$,

(b) $E_\infty = eQ \cdot \mathcal{O}_\infty = e\mathcal{O}_\infty \oplus es \mathcal{O}_\infty$. 


Proof. We first note that
\begin{equation}
\frac{\times}{z} r + \frac{\times}{z} s + et = e^2 = 0.
\end{equation}
Since \(er\mathcal{O}_U + es\mathcal{O}_U \subset E_U\), to prove (a) it suffices to show \(E_U \subset eQ \cdot \mathcal{O}_U\) and \(eQ \subset er\mathcal{O}_U + es\mathcal{O}_U\). We start with the second inclusion.

It follows from (22) that
\begin{equation}
et = -\frac{\times}{z} r - \frac{\times}{z} s \in er\mathcal{O}_U + es\mathcal{O}_U.
\end{equation}
Write \(\ell := rs \in Q\). Note that \(\ell \notin F\) and \((rF + sF)\ell = rF + sF\). Multiplying (23) by \(\ell\) on the right, we then get
\begin{equation}
et \ell = -\frac{\times}{z} \ell - \frac{\times}{z} \ell \in er\mathcal{O}_U + es\mathcal{O}_U = er\mathcal{O}_U + es\mathcal{O}_U.
\end{equation}
Also \(t\ell \notin V\); for if \(t\ell \in V\) then \(V\ell = V\), hence \(\ell\) lies in the orthogonal of \(V\) for the bilinear form \(\text{Tr}_Q(XY)\); it follows that \(\ell \in F\), a contradiction. Therefore, \((r,s,t,\ell)\) is a base of \(Q\). The inclusion \(eQ \subset er\mathcal{O}_U + es\mathcal{O}_U\) follows from (23) and (24).

We next show \(E_U \subset eQ \cdot \mathcal{O}_U\). Equations (23) and (24) show that \(eQ_L\) is spanned by \(er\) and \(es\), hence every element \(\xi \in E_U\) has the form \(\xi = er\mu + es\mu\) for some \(\lambda, \mu \in L\). We show that the hypothesis \(\xi \in Q_U\) implies \(\lambda, \mu \in \mathcal{O}_U\). Let \(-\) denote the quaternion conjugation. Since \(\xi \in Q_U\), we have \(\xi s - s\xi \in Q_U\). Computation yields
\begin{equation}
\xi s - s\xi = (ers - sre)\lambda = (trs - srt)\lambda.
\end{equation}
By the choice of \(t\) we have \(b_q(t,r) = b_q(t,s) = 0\), hence \(t\) anticommutes with \(r\) and \(s\), and therefore
\begin{equation}
\xi s - s\xi = (rs - sr)t\lambda.
\end{equation}
Since \(rs - sr \neq 0\) and \(\xi s - s\xi \in Q_U\), it follows that \(\lambda \in \mathcal{O}_U\). Therefore, \(es\mu = \xi - er\lambda \in Q_U\), hence \(e\mu \in Q_U\). It follows that \(\mu \in \mathcal{O}_U\), because \(e\mu = r\frac{\times}{z}\mu + s\frac{\times}{z}\mu + t\mu\).

The proof of (a) is thus complete.

The proof of (b) is similar. Since \(e\frac{\times}{y} r\mathcal{O}_{\infty} + e\frac{\times}{y} t\mathcal{O}_{\infty} \subset E_{\infty}\), it suffices to prove \(E_{\infty} \subset e\frac{\times}{y} Q \cdot \mathcal{O}_{\infty}\) and \(eQ \subset er\mathcal{O}_{\infty} + es\mathcal{O}_{\infty}\). We again start with the second inclusion.

It follows from (22) that
\begin{equation}
es = -\frac{\times}{y} r - \frac{\times}{y} t \in er\mathcal{O}_{\infty} + et\mathcal{O}_{\infty}.
\end{equation}
Write \(m := rt \in Q\). Note that \(m \notin F\) and \((rF + tF)m = rF + tF\). Multiplying (25) by \(m\) on the right, we then get
\begin{equation}
es m = -\frac{\times}{y} rm - \frac{\times}{y} tm \in er\mathcal{O}_{\infty} + et\mathcal{O}_{\infty} = er\mathcal{O}_{\infty} + et\mathcal{O}_{\infty}.
\end{equation}
Also \(sm \notin V\) since \(Vm \neq V\). Therefore, \((r,s,t,sm)\) is a base of \(Q\). The inclusion \(eQ \subset er\mathcal{O}_{\infty} + es\mathcal{O}_{\infty}\) follows from (24) and (26).

It also follows from (24) and (25) that \(eQ_L\) is spanned by \(e\frac{\times}{y} r\) and \(e\frac{\times}{y} t\), hence every element \(\xi \in E_{\infty}\) has the form \(\xi = e\frac{\times}{y} r\lambda + e\frac{\times}{y} t\mu\) for some \(\lambda, \mu \in L\). We show that \(\xi \in Q_{\infty}\) implies \(\lambda, \mu \in \mathcal{O}_{\infty}\). Since \(t\) anticommutes with \(r\) and \(s\), we have
\begin{equation}
\xi t - \bar{\xi} s = (ert - tre)\frac{\times}{y} \lambda = (sr - rs)t\lambda.
\end{equation}
Because \(\xi t - \bar{\xi} s \in Q_{\infty}\), it follows that \(\lambda \in \mathcal{O}_{\infty}\). Then \(\xi - \frac{\times}{y} r\lambda = \frac{\times}{y} t\mu \in Q_{\infty}\), and it follows that \(\mu \in \mathcal{O}_{\infty}\). \(\square\)
It follows from (25) that the change of base matrix between the bases \((er, es)\) and \((e_y^r, e_y^s)\) is equal to
\[
\begin{pmatrix}
\frac{y}{2} & -\frac{x}{2} \\
0 & -1
\end{pmatrix}.
\]
Therefore, \(\deg \mathcal{F} = 2v_\infty(\frac{g}{2}) = -2\). Note also that \(\Gamma(\mathcal{F}) = \{0\}\) because \(E_U \cap E_\infty = E \cap Q\) and \(Q\) is a division algebra. Therefore, \(\mathcal{F}\) is indecomposable because if \(\mathcal{F} \cong \mathcal{O}_C(2m) \oplus \mathcal{O}_C(2p)\) for some \(m, p \in \mathbb{Z}\) then comparing the degrees we see that \(m + p = -1\). But then one of \(m, p\) must be nonnegative, and then \(\mathcal{O}_C(2m)\) or \(\mathcal{O}_C(2p)\) has nonzero global sections. Thus, we must have \(\mathcal{F} \cong \mathcal{I}_C(-2)\).

Note that \(Q\) acts naturally on the bundle \(\mathcal{F}\), i.e., \(\mathcal{F}\) is a \(Q\)-module bundle, so we have a canonical embedding \(Q^{op} \to \text{End } \mathcal{F}\). In fact, since \(\mathcal{F} \cong \mathcal{I}_C(-2)\) we have by Corollary A.22 and (7)
\[
\text{End}(\mathcal{F}) \cong \mathcal{F} \otimes \mathcal{F}^\vee \cong \mathcal{I}_C(-2) \otimes \mathcal{I}_C(2) \cong \mathcal{O}_C(0) \oplus 4.
\]
Therefore, \(\dim \text{End } \mathcal{F} = 4\), hence
\[
\text{End } \mathcal{F} \cong Q^{op} \cong Q.
\]
Since \(\mathcal{I}_C(2n) = \mathcal{I}_C(-2) \otimes \mathcal{O}_C(n + 1)\) for all odd \(n\) (see (8)), we also have
\[(27) \quad \text{End}(\mathcal{I}_C(2n)) \cong Q \quad \text{for all odd } n.\]

A.4. Duality. The dual of a vector bundle \(\mathcal{E} = (E, E_U, E_\infty)\) over \(C\) is the vector bundle \(\mathcal{E}^\vee = (\text{Hom}_L(E, L), \text{Hom}_{E_0}(E_U, \mathcal{O}_U), \text{Hom}_{E_\infty}(E_\infty, \mathcal{O}_\infty))\).

Proposition A.21. \(\deg \mathcal{E}^\vee = -\deg \mathcal{E}\).

Proof. Let \((e_i)_{i=1}^n\) be an \(\mathcal{O}_U\)-base of \(E_U\) and \((f_i)_{i=1}^n\) be an \(\mathcal{O}_\infty\)-base of \(E_\infty\), and let \(g = (g_{ij})_{i,j=1}^n \in \text{GL}_n(L)\) be defined by the equations
\[
e_j = \sum_{i=1}^n f_ig_{ij} \quad \text{for } j = 1, \ldots, n.
\]
So, by definition, \(\deg \mathcal{E} = 2v_\infty(\det g)\). The dual bases \((e^*_i)_{i=1}^n\) and \((f^*_i)_{i=1}^n\) are bases of \(\text{Hom}_{\mathcal{O}_U}(E_U, \mathcal{O}_U)\) and \(\text{Hom}_{\mathcal{O}_\infty}(E_\infty, \mathcal{O}_\infty)\) respectively, and they are related by
\[
e^*_j = \sum_{i=1}^n f^*_ig^*_{ij} \quad \text{for } j = 1, \ldots, n,
\]
where the matrix \(g^* = (g^*_{ij})_{i,j=1}^n\) is \((g^*)^{-1}\). Therefore, \(\det g^* = (\det g)^{-1}\) and \(\deg \mathcal{E}^\vee = -\deg \mathcal{E}\). \(\square\)

Corollary A.22. If \(\mathcal{E} \cong \mathcal{O}_C(2k_1) \oplus \cdots \oplus \mathcal{O}_C(2k_r) \oplus \mathcal{I}_C(4\ell_1 + 2) \oplus \cdots \oplus \mathcal{I}_C(4\ell_m + 2)\) for some \(k_1, \ldots, k_r, \ell_1, \ldots, \ell_m \in \mathbb{Z}\), then
\[
\mathcal{E}^\vee \cong \mathcal{O}_C(-2k_1) \oplus \cdots \oplus \mathcal{O}_C(-2k_r) \oplus \mathcal{I}_C(-4\ell_1 - 2) \oplus \cdots \oplus \mathcal{I}_C(-4\ell_m - 2).
\]
Proof. \(\mathcal{O}_C(2k)^\vee\) is a vector bundle of rank 1 and degree \(-2k\), hence \(\mathcal{O}_C(2k)^\vee \cong \mathcal{O}_C(-2k)\). Similarly, \(\mathcal{I}_C(4\ell + 2)^\vee\) is an indecomposable vector bundle of rank 2 and degree \(-4\ell - 2\), hence \(\mathcal{I}_C(4\ell + 2)^\vee \cong \mathcal{I}_C(-4\ell - 2)\). \(\square\)
References

[1] J.K. Arason, Excellence of $F(\phi)/F$ for 2-fold Pfister forms, in Conference on Quadratic Forms—1976 (Proc. Conf., Queen’s Univ., Kingston, Ont., 1976), p. 492. Queen’s Papers in Pure and Appl. Math., 46, Queen’s Univ., Kingston, ON.

[2] H. Bass, Algebraic K-theory, Benjamin, New York–Amsterdam, 1968.

[3] I. Biswas and D. S. Nagaraj, Vector bundles over a nondegenerate conic, J. Aust. Math. Soc. 86 (2009), no. 2, 145–154.

[4] J.-L. Colliot-Thélène and R. Sujatha, Unramified Witt groups of real anisotropic quadrics, in K-theory and algebraic geometry: connections with quadratic forms and division algebras (Santa Barbara, CA, 1992), 127–147, Proc. Sympos. Pure Math., 58, Part 2, Amer. Math. Soc., Providence, RI.

[5] A. Grothendieck, Sur la classification des fibrés holomorphes sur la sphère de Riemann, Amer. J. Math. 79 (1957), 121–138.

[6] M. Hazewinkel and C. F. Martin, A short elementary proof of Grothendieck’s theorem on algebraic vector bundles over the projective line, J. Pure Appl. Algebra 25 (1982), no. 2, 207–211.

[7] M. Knebusch, Grothendieck-Witt rings of strongly noetherian symmetric bilinear forms, S.-B. Heidelberger Akad. Wiss. Math.-Natur. Kl. 1969/70 (1969/1970), 93–157.

[8] M.-A. Knus et al., The book of involutions, Amer. Math. Soc., Providence, RI, 1998.

[9] A. Laghribi, Certaines formes quadratiques de dimension au plus 6 et corps des fonctions en caractéristique 2, Israel J. Math. 129 (2002), 317–361.

[10] T.Y. Lam, A first course in noncommutative rings, Springer, New York, 1991.

[11] R. Parimala, R. Sridharan and V. Suresh, Hermitian analogue of a theorem of Springer, J. Algebra 243 (2001), no. 2, 780–789.

[12] A. Pfister, Quadratic lattices in function fields of genus 0, Proc. London Math. Soc. (3) 66 (1993), no. 2, 257–278.

[13] L.G. Roberts, $K_1$ of a curve of genus zero, Trans. Amer. Math. Soc. 188 (1974), 319–326.

[14] M. Rost, On quadratic forms isotropic over the function field of a conic, Math. Ann. 288 (1990), no. 3, 511–513.

[15] J. Tits, Formes quadratiques, groupes orthogonaux et algèbres de Clifford, Invent. Math. 5 (1968), 19–41.

[16] J. Van Geel, Applications of the Riemann-Roch theorem for curves to quadratic forms and division algebras, preprint, Univ. cath. Louvain, 1991.

Department of Mathematics, University of California at Los Angeles, Los Angeles, California, 90095-1555

E-mail address: merkurev@math.ucla.edu

ICTEAM Institute, Université catholique de Louvain, B-1348 Louvain-la-Neuve, Belgium

E-mail address: Jean-Pierre.Tignol@uclouvain.be