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Abstract

Pretrained language models like BERT are known to be effective in storing factual knowledge about the world. This knowledge can be used to augment Knowledge Bases, which are often incomplete. However, prior attempts at using BERT for the task of Knowledge Base Completion (KBC) has resulted in performance worse than the embedding based techniques that only use the graph structure. In this work we develop a novel model, Cross-Entity Aware Reranker (CEAR), that uses BERT to re-rank the output of existing KBC models. Unlike prior works that score each entity independently, CEAR jointly scores the top–k entities obtained from embedding based KBC models, using cross-entity attention in BERT. CEAR achieves a new state of art for the OLP-Bench dataset.

1 Introduction

Knowledge Bases (KBs) contain manually/semi-automatically curated assertions of the format \(\langle\text{subject entity},\text{relation},\text{object entity}\rangle\). They are used for incorporating factual knowledge in NLP applications like Question-Answering (Das et al., 2017) and Dialogue Generation (Raghu et al., 2019). However, KBs are often incomplete and the task of Knowledge Base Completion (KBC) involves discovering new links between entities.

Pretrained language models (LMs) have shown to memorize factual knowledge present in the vast amounts of text that is used for pretraining (Petroni et al., 2019; Jiang et al., 2020). In contrast to KBs where factual knowledge is explicitly stored in the form of triples, pretrained LMs store it latently in their model parameters. Recent works have shown that augmenting language models with KBs is an effective way to improve downstream performance on knowledge intensive tasks (Verga et al., 2020). However, augmenting KBs with language models has not shown similar success. Models such as KG-BERT (Yao et al., 2019) which use pre-trained language models for KBC still under-perform purely embedding based models like ComplEx (Trouillon et al., 2016) and RotatE (Sun et al., 2019) which only use the graph structure.

To remedy this, we present Cross-Entity Aware Reranker (CEAR), a 2-stage KBC model that uses embedding based models in Stage-1 (ComplEx, RotatE) and pre-trained LMs in Stage-2 (BERT). The top–k entities from Stage-1 embedding-based model are passed as input in the form of a string to the Stage-2 LM for re-ranking. The string is created by concatenating the surface form of the query with the surface form of the Stage-1 top–k entities (taken in the order of decreasing rank). Contextual BERT embeddings for words in an entity are pooled to create its cross-entity aware embedding. Finally, these are passed through an MLP to get the score of each entity which is used to re-rank them.

Thus, CEAR uses (1) BERT pre-trained knowledge, (2) cross-entity attention and (3) ranked entities from embedding-based KBC models to achieve strong link prediction performance. It establishes a new state of art in FB15K-237, with HITS@1 of 42.2, 10.1 pts higher than prior models (Stoica et al., 2020). In the task of Open Link Prediction (Broscheit et al., 2020), CEAR achieves 7.4 HITS@1, compared to 2.1 of prior models.\(^1\)

2 Related Work

Many Knowledge Graph Embedding (KGE) methods have been proposed for the task of KBC (Bordes et al., 2013; Kazemi and Poole, 2018; Lacroix et al., 2018; Jain et al., 2018), which use various scoring functions to evaluate plausibility of triples. We experiment with RotatE (Sun et al., 2019) and ComplEx (Trouillon et al., 2016) which represent strong translation and multiplicative models.

With the rise of pre-trained language models in

\(^1\)The code and models will be released
we perform experiments on the same. (Yao et al., 2019) uses BERT to score all possible contextual entity embeddings. The embeddings are passed through an MLP to get the final score for each entity.
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The learnt embeddings of the entities $\langle s, r, o \rangle$ in the KB can be represented as a graph, $G$, where for each fact $\langle s, r, o \rangle \in T$, the nodes representing the entities $s$ and $o$ are connected by a labeled edge $r$. We represent an embedding based model for KBC as $M$, and its scoring function as $S^M$. $M$ learns embeddings of all the entities and relations such that $S^M(e_s, w_r, e_o)$ is high whenever $\langle s, r, o \rangle \in T$. Here $e_s$, $e_o$, and $w_r$ represent the learnt embeddings of the entities $s$, $o$, and relation $r$ respectively.

Further, we assume that we are given the surface form (or description) of the entities and relations in some natural language $L$, along with a pre-trained language model $LM$, trained on some external corpus of text in the language $L$. Let $[s]$ (or $[r]$) represent the sequence of words in the surface form of an entity $s \in E$ (or relation $r \in R$). The language model $LM$ takes a sentence, $[t]$, as input and generates a contextual embedding for each token in the sentence $[t]$.

Motivation: Embedding based models score all the entities independently for a given query $\langle s, r, ? \rangle$, i.e., $\forall i \neq j$, the scores $S^M(e_s, w_r, e_{o_i})$ and $S^M(e_s, w_r, e_{o_j})$ of the entities $o_i$ and $o_j$ are computed independent of each other. Note that such a model exploits only the structural information present in the corresponding graph. Further, these models treat the entities and relations as atomic objects, making their score oblivious to the information present in the surface forms.

In contrast, models such as KG-BERT exploit the information in the surface forms of entities and relations using BERT. But, similar to embedding based models, they also score each entity independently, ignoring the relationship between the entities that may help in finding the correct entity.

CEAR not only exploits the benefits of both the approaches, it also overcomes their common shortcoming of scoring entities independently. It follows a two stage approach as described below.

3 Methods

Notation and Task Description: We are given a KB with relations $\mathcal{R}$, entities $\mathcal{E}$ and an incomplete set of facts $\mathcal{T}$. Each fact in $\mathcal{T}$ is represented as a triple $\langle s, r, o \rangle$, where the subject entity $s \in \mathcal{E}$ is related to the object entity $o \in \mathcal{E}$, via the relation $r \in \mathcal{R}$. Given a query $\langle s, r, ? \rangle$ (or $\langle ?, r, o \rangle$), the task of link prediction (or KBC) is to find new facts $\langle s, r, o \rangle \notin \mathcal{T}$. A KB can be represented as a graph, $G$, where for each fact $\langle s, r, o \rangle \in \mathcal{T}$, the nodes representing the entities $s$ and $o$ are connected by a labeled edge $r$. We represent an embedding based model for KBC as $M$, and its scoring function as $S^M$. $M$ learns embeddings of all the entities and relations such that $S^M(e_s, w_r, e_o)$ is high whenever $\langle s, r, o \rangle \in \mathcal{T}$. Here $e_s$, $e_o$, and $w_r$ represent the learnt embeddings of the entities $s$, $o$, and relation $r$ respectively.

In the first stage, CEAR exploits the structural information present in the graph, $G$. It trains an embedding based model $M$, such as ComplEx or RotatE, to rank all the entities $o_j \in \mathcal{E}$ based on their score $S^M(e_s, w_r, e_{o_j})$ for a given query $\langle s, r, ? \rangle$. Once such a model is trained, we pick the top–$k$
answers $o_{(j)}$ for any query and pass them to Stage-2 (described below) for re-ranking them based on their surface forms and world knowledge in the pre-trained language model. The value of $k$ depends on the capacity of the pre-trained language model $LM$, which usually restricts the maximum number of tokens in a sentence that it can process.\(^2\)

**Stage-2: Re-rank using Language Model $LM$**

For a query $(s, r, ?)^3$, the surface form $\{o_{(j)}\}_{j=1\ldots k}$ of the top-$k$ entities retrieved from stage 1 are used along with the surface form $\{s\}$ and $\{r\}$ of the head entity and relation to create a sentence in the natural language $L$. Specifically, $[t] = [CLS][s][SPC][r][SEP][o_{(1)}][SEP]\ldots[SEP][o_{(k)}]$, represents such a sentence, where $[CLS]$ is a special token to mark the beginning of a sentence; $[SPC]$ is a special token used to separate the subject from the relation; and $[SEP]$ is a special token separating different answers from each other as well as from the query. Note that the description of an entity or relation may contain multiple tokens.

The sentence $[t]$ is fed as input to the language model $LM$, which generates a context-aware embedding for each token in the sentence. The embeddings of the tokens belonging to a candidate entity $o_{(j)}$ are mean pooled to create its final embedding, $c_{o_{(j)}}$. Such an embedding is aware of not only the query entity and relation, but also the other plausible answers. Such cross-entity aware embeddings make use of additional context that is helpful to answer the query $(s, r, ?)$.

Finally, $c_{o_{(j)}}$ is passed through an MLP $M$ to generate its final score, $\psi(o_{(j)})$, i.e., $\psi(o_{(j)}) = M(c_{o_{(j)}})$. Thus, the top-$k$ entities from Stage-1 are re-ranked based on their final scores. The $LM$ is trained by minimizing the standard Binary Cross Entropy (BCE) loss, $L([t])$ for the sentence $[t]$, computed using the final scores $\psi(o_{(j)})$, $\forall j = 1\ldots k$,

$$L([t]) = -\sum_{j=1}^{k} (L_p^j + L_n^j) \quad (1)$$

where $L_p^j = \mathbb{1}\{\langle s, r, o_{(j)} \rangle \in \mathcal{T}\} \log(\sigma(\psi(o_{(j)})))$ and $L_n^j = \mathbb{1}\{\langle s, r, o_{(j)} \rangle \notin \mathcal{T}\} \log(1-\sigma(\psi(o_{(j)})))$, and $\sigma$ is the standard sigmoid function.

### 4 Experimental Setting

**Datasets:** We consider three link prediction datasets: FB15K-237 (Toutanova and Chen, 2015), WN18RR (Dettmers et al., 2018a), and OLPBENCH (Broscheit et al., 2020). OLPBENCH proposes multiple train sets based on test set leakage removal. We use the most difficult train data set called thorough train dataset which contains the harshest test evidence removal.

| Dataset         | Entities | Relations | Train | Valid | Test |
|-----------------|----------|-----------|-------|-------|------|
| FB15K-237       | 14,541   | 237       | 272K  | 17K   | 20K  |
| WN18RR          | 40,943   | 11        | 86K   | 3K    | 3K   |
| OLPBENCH        | 2.47M    | 961K      | 30.6M | 10K   | 10K  |

Table 1: Statistics of the 3 datasets used.

**Evaluation:** Link prediction performance is the average of head entity and tail entity prediction. Evaluation is done under filtered settings where the model is not penalized for ranking entities appearing with query in train and val sets, higher than the gold entity. We report MRR, HITS@N metrics.

| Model               | FB15K-237 | WN18RR |
|---------------------|-----------|--------|
| DistMult            | 0.24      | 0.34   |
| ConvE               | 0.33      | 0.43   |
| ComplEx-N3          | 0.37      | 0.48   |
| CoPER-ConvE         | 0.43      | 0.48   |
| KG-BERT             | -         | -      |
| Pre-train KGE       | 0.34      | 0.45   |
| ComplEx             | 0.32      | 0.47   |
| RotatE              | 0.34      | 0.47   |
| CEAR(ComplEx)\(^*\) | 0.48      | 0.49   |
| CEAR(RotatE)\(^*\)  | 0.45      | 0.49   |

Table 2: Link Prediction on FB15K-237 and WN18RR. \(^*\) indicates the Stage-1 model used in CEAR.

**Baselines:** For FB15K-237 and WN18RR, we compare with embedding models such as DistMult (Yang et al., 2015), RotatE\(^4\) (Sun et al., 2019), ComplEx\(^4\) (Trouillon et al., 2016), ConvE (Dettmers et al., 2018b), ComplEx-N3 (Lacroix et al., 2018), CoPER-ConvE (Stoica et al., 2020) and BERT-based models such as KG-BERT (Yao et al., 2019) and Pre-train KGE (Zhang et al., 2020). For CEAR Stage-1, we use ComplEx and RotatE.

For OLPBENCH, we compare with the state-of-the-art ComplEx-LSTM (Broscheit et al., 2020), which uses LSTM embeddings in a ComplEx model. Considering the large number of target entities in OLPBENCH, we also experiment with ExtremeText (Wydmuch et al., 2018), an extreme classification model, which builds a hierarchical

\(^2\)BERT has a 512 word-pieces limit

\(^3\)Similar formulation holds for head-entity prediction

\(^4\)github:DeepGraphLearning/KnowledgeGraphEmbedding
Table 3: Link Prediction performance on OLPBENCH.

| Method                | H1  | H10 | H50 |
|-----------------------|-----|-----|-----|
| ComplEx-LSTM          | 2.1 | 7.0 | 14.6|
| ExtremeText           | 6.4 | 16.3| 26.0|
| CEAR (ComplEx-LSTM)   | 3.8 | 9.1 | 14.6|
| CEAR (ExtremeText)    | 7.4 | 17.9| 26.0|

softmax tree (Morin and Bengio, 2005) over FastText (Joulin et al., 2017) embeddings. While training ExtremeText, we enriched the query by appending it with the top-5 most frequent entities seen with the relation in training data. We use ExtremeText and Complex-LSTM as Stage-1 in CEAR.

5 Experiments

Effectiveness of CEAR: In Table 2, we compare MRR, HITS@1 and HITS@10 of various models and find that CEAR outperforms multiple embedding-based as well as BERT-based KBC models. It achieves a new state of art HITS@1 of 42.2 in FB15K-237, which is 19.2 pts higher than the corresponding Stage-1 model. Note that in the Stage-2 BERT of CEAR, we use top–k=40 entities from Stage-1. We truncate their surface forms to a maximum of 10 tokens, so that the constructed input, after concatenation with special tokens, has at most 512 tokens (a limitation imposed by BERT).

KG-BERT and Pre-train KGE both use BERT as part of their models and hence have access to the same amount of pre-trained knowledge as CEAR. But we find that CEAR(ComplEx) scores 15.9 pts higher compared to HITS@10 of KG-BERT. This shows the effectiveness of the CEAR 2-stage architecture that utilizes cross-entity attention.

In Table 3, we find that ExtremeText performs 4.3 HITS@1 higher than the previous state of art model, LSTM-ComplEx. This demonstrates the effectiveness of modeling the task as an extreme classification problem over the 2.47 million entities. We observe consistent gains by applying Stage-2 BERT on top of both LSTM-Complex (+1 HITS@1) and ExtremeText (+1 HITS@1). Thus our final model CEAR(ExtremeText) represents a 5.3 HITS@1 gain over the current state of art model, LSTM-ComplEx. We trained the Stage-2 model with only a fraction of the training data (1M out of 30M available) as we don’t observe much performance gains on adding more examples.

Ablation: In Table 5, we compute the performance of CEAR(Best)⁵ by (1) replacing pretrained BERT parameters with random initialization, (2) scoring each Stage-1 entity independently (similar to KG-BERT applied only on Stage-1 entities), and (3) randomly shuffling top–k Stage-1 entities before passing them to Stage-2. We find that all 3 components of CEAR are important for achieving the final model performance. Apart from pretrained knowledge, knowing all the top–k Stage-1 entities (in ranked order) is crucial for the model performance. For example, in FB15k-237, shuffling Stage-1 entities or removing Cross-Entity attention leads to a drop in HITS@1 of 17.4, 19.0 pts. In Table 4, we find an increasing trend of HITS@1 with greater number of Stage-1 entities. Further, we find that the Stage-2 models introduce very few errors in already correct Stage-1 model outputs (0.6%, 0.1% in FB15k-237, WN18RR, respectively). We report the confusion matrix, head vs. tail performance and reproducibility checklist in the Appendix.

6 Conclusion

We present a novel KBC model, CEAR, that uses the pretrained parameters in BERT, information of the graph structure (using ComplEx, RotatE) and global view of competing entities (using cross-entity attention) to achieve a new state of art performance for link prediction across 3 datasets. Replacing the Stage-1, Stage-2 pipeline with an end-to-end trainable model and exploring computationally feasible methods for applying cross-entity attention over larger number of entities are future directions.

⁵ComplEx, RotatE, ExtremeText are best Stage-1 models for FB15K-237, WN18RR and OLPBENCH, respectively.
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A  Head vs. Tail performance

In Table 2, following standard evaluation protocols, we report performance as the average of head and tail entity prediction performance. We report their individual performances in Table 6 for the Stage-1 model and the corresponding CEAR model. As observed in other KBC models, we find that the absolute tail performance is significantly higher than the head performance. We also find that the gains from our Stage-2 BERT model is higher for tail compared to head prediction in FB15k-237 (23.3 vs. 16.6 HITS@1) and WN18RR (2.1 vs. 1.7 HITS@1). However the same trend does not hold for gains on OLPBENCH.

| Dataset   | Head Entity | Tail Entity |
|-----------|-------------|-------------|
| FB15K-237 | 14.4        | 31.0        |
| WN18RR    | 40.8        | 42.5        |
| OLPBENCH  | 4.8         | 5.9         |

Table 6: H@1 of Stage-1 model and corresponding CEAR(Best) model for head and tail entity prediction

B  Confusion Matrix

In Table 7 we report the number of test queries where CEAR(Best) improves the corresponding Stage-1 prediction, i.e, changes from an incorrect entity to a correct entity) as well as the number of test queries where CEAR changes Stage-1 prediction from correct to incorrect entity. For this purpose, we build a confusion matrix with respect to the change in the predicted entity before and after application of Stage-2 model. The complete set of test queries (both head and tail) are divided into one of four cases - 00, 01, 10 and 11. Case 00 indicates both Stage-1 and Stage-2 prediction were incorrect. Case 01 indicates stage 1 incorrect, while stage 2 correct. Case 10 indicates stage 1 correct and stage 2 incorrect and Case 11 indicates both stage 1 and stage 2 correct. It is interesting to observe that for datasets FB15K-237 and WN18RR the fraction of examples which degrade are very few, 0.6% and 0.1% respectively.

| Dataset   | 00  | 01  | 10  | 11  |
|-----------|-----|-----|-----|-----|
| FB15K-237 | 23202 | 8311 | 251 | 9168 |
| WN18RR    | 3491 | 125 | 7   | 2645 |
| OLPBENCH  | 19123 | 572 | 405 | 922  |

Table 7: Classifying test queries to understand the effectiveness of CEAR model

C  Performance across Stage-1 ranks

For the Case 01 (described in the previous section) - where CEAR corrected the Stage-1 prediction, we further divide the test queries based on the Stage-1 rank of the CEAR predicted entity. In Figures 2, 3, 4, we plot the number of test queries where the model predicts the $i$th ranked Stage-1 entity. Note that for all datasets we observe that CEAR is biased towards predicting earlier Stage-1 samples which is not surprising given the fact that the Stage-1 models are strong KBC models which do give high ranks to correct entities.

D  Reproducibility Checklist

Compute Infrastructure: The submitted code contains instructions to replicate the reported results. We run all of our experiments on a single GPU - NVIDIA Tesla V100 (32 GB).

Hyper-parameters: We train all models for 10 epochs (5 for OLPBENCH), and save the model
| Model  | FB15k-237 | WN18RR |
|--------|-----------|--------|
|        | Train time | Inference time | Parameters | Train time | Inference time | Parameters |
| Stage 1 | 4.5 hrs | 0.5 mins | 30M | 3 hrs | 0.5 mins | 41M |
| CEAR(Best) | 20 hrs | 8 mins | 110M | 15 hrs | 1.5 mins | 110M |

Table 8: Parameters and Training/Inference time on FB15k-237 and WN18RR

| Model  | OLPBENCH |
|--------|----------|
|        | Train time | Inference time | Parameters |
| Stage 1 | 4 hrs | 0.5 mins | 14644M |
| CEAR(Best) | 25 hrs | 1.5 mins | 110M |

Table 9: Parameters and Training/Inference time on OLPBENCH

![Figure 4: Number of test queries where CEAR(Best) predicts \( i \)th ranked Stage-1 entity for OLPBENCH.](image)

which gives best validation results. Learning rate is kept at 2\( e^-5 \) and we use a dynamic batch size such that each batch contains a maximum of 5000 tokens.

**Validation Scores:** Table 10 contains the validation performance for CEAR(Best) and the corresponding Stage-1 models.

| Model  | FB15k-237 | WN18RR | OLPBENCH |
|--------|-----------|--------|----------|
| H1     | H10       | H1     | H10      | H1       | H10     |
| Stage 1 | 22.2 | 45.5 | 42.8 | 57.2 | 6.7 | 16.4 |
| CEAR(Best) | 40.8 | 51.9 | 44.7 | 56.3 | 7.2 | 17.7 |

Table 10: Validation results

**Training/Inference Time and Number of parameters:** Table 8 and Table 9 contain the Training/Inference time and number of model parameters for CEAR(Best) and the corresponding Stage-1 models.

**Evaluation Metrics:** Filtered evaluation for the task of link prediction has been done by following standard procedure as done in KBI. For open link prediction, appropriate modifications are done to support alternate mentions as done in Open Knowledge Graph Embeddings.