Evolution of non-thermal phonon and electron populations in photo-excited germanium on picosecond timescales
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We investigate from first-principles theory and experiment the generation of phonons on picosecond timescales and the relaxation of carriers in multiple conduction band valleys of photo-excited Ge by intervalley electron-phonon scattering. We provide a full description of the phonon and electron relaxation dynamics without adjustable parameters. Simulations of the time-evolution of phonon populations, based on first-principles band structure and electron-phonon and phonon-phonon matrix elements, are compared with data from time-resolved x-ray diffuse scattering experiments, performed at the LCLS x-ray free-electron laser facility, which measures the diffuse scattering intensity following photo-excitation by a 50 fs near-infrared optical pulse. Comparing calculations and measurements show that the intensity of the non-thermal x-ray diffuse scattering signal, that is observed to grow substantially near the L-point of the Brillouin zone over 3-5 ps, is due to phonons generated by scattering of carriers between the Δ and L valleys. Non-thermal phonon populations throughout the Brillouin zone are observed and simulated from first principles without adjustable parameters for times up to 10 ps. With inclusion of phonon decay through 3-phonon processes, the simulations also account for other non-thermal features observed in the x-ray diffuse scattering intensity, which are due to anharmonic phonon-phonon scattering of the phonons initially generated by electron-phonon scattering.

I. INTRODUCTION

The out-of-equilibrium behavior of electrons and atomic vibrations in materials underpin many natural phenomena, including phase changes, photoluminescence, photosynthesis, catalysis, and electronic and heat transport. However, most of our knowledge of the properties of materials is confined to the equilibrium regime. As the advance of technology requires control of ever shorter time and space scales, a deeper understanding of the out-of-equilibrium dynamics of electrons and phonons becomes necessary.

Microscopic observation of out-of-equilibrium phenomena has become possible only recently, with the development of time resolved ARPES, X-ray FELs and time resolved electron diffraction. These facilities allow us to measure the time evolution to equilibrium of momentum and energy resolved phonon and electron populations to better than 100 fs resolution. These techniques provide an unprecedented way to benchmark the phenomena governing energy relaxation processes. In parallel to the experimental techniques we have an array of first principles electronic structure methods that yield the energy and momentum dependent electron-phonon coupling parameters. The contribution of both the experimental and theoretical techniques allow us to interpret the measurements in terms of the microscopic phenomena.

In earlier work, Trigo et al. used the diffuse scattering of femtosecond x-ray pulses to directly observe the time-dependence of the phonon distribution in photo-excited Ge arising from oscillations of the diffuse x-ray scattered intensity as the mean-square phonon displacement oscillates at twice the phonon frequency. Strong oscillatory signals were observed near the zone center and throughout the Brillouin zone, corresponding to squeezed acoustic phonon modes.

In this work, we investigate the diffuse x-ray scattering intensity near the Brillouin zone boundary, observed in Ge in the same scattering geometry as that in Ref. 16. We observe a non-thermal gradual increase in the scattered intensity near the L point, growing on a timescale of a few ps following the absorption of the optical pump pulse and saturating after that time. We use first-principles calculations and coupled rate equations to obtain the evolution of the non-equilibrium electron and phonon distribution after photo-excitation, in a similar way to Maldonado et al. and O’Mahony et al. for highly excited semimetals. However, our approach is novel in that we require the detailed integration over small pockets of the Brillouin zone in the conduction band valleys. We accomplish this with the use of adaptive k-point grids rather than the usual uniform grid throughout the Brillouin zone. We use the calculated phonon population distribution to compute the x-ray diffuse scattering structure factor as a function of time to directly compare to our experiment.

The reason for the non-equilibrium phonon distribution near the L point is quite subtle. The process of energy relaxation in this experiment can be divided into
the following processes: i) The initial laser pulse inverts the electron population, chiefly at the $\Gamma$ conduction and valence band valleys in the Brillouin zone (50fs); ii) the non-equilibrium electron distribution relaxes its momentum and energy via inter-valley electron-phonon coupling (EPC) from the $\Gamma$ conduction band valley into the $L$ and $\Delta$ conduction band valleys (1ps); iii) further inter- and intra-valley EPC scattering occurs between the $L$ and $\Delta$ valleys (10ps); iv) the EPC generated non-equilibrium phonon distribution relaxes via 3-phonon processes across the Brillouin zone.

We find that the observed non-equilibrium phonon distribution near $L$ is due to process iii), which generates phonons with wave-vectors very close to $L$, namely the difference of wavevectors between the $L$ and $\Delta$ valleys. This process is notably slower than typical EPC timescales, taking several picoseconds. This is because: it starts later as it requires electron population to first accumulate in the $L$ and $\Delta$ valleys, it has a relatively weak EPC matrix element, and the $L - \Delta$ scattering rate also becomes weaker as the $\Delta$ valleys depopulate. Process ii) also generates phonons at the $L$ point. However, from our calculations we know that the polarization of these phonons is perpendicular to the x-ray scattering wavevector, and hence not visible due to the x-ray scattering selection rules (see eqs. 2 and 3 below). As known from the literature, process ii) occurs within 180 fs, rather than over several ps. Process iv) is observed as a slow diffuse increase of intensity in other areas of the Brillouin zone.

The paper is organized as follows. We start with a discussion of the experimental and theoretical observations in section II. We give the details of the experimental setup in Section III. Details of the electron-phonon and the phonon-phonon scattering calculations are given in sections IV A and IV B, respectively. The Appendix contains details of the integration of the electron-phonon and phonon-phonon coupling.

II. RESULTS

The change of the diffuse x-ray scattering intensity after photo-excitation $\Delta I(\Delta k)$ is given by

$$\Delta I(\Delta k, t) = I(\Delta k, t) - I(\Delta k, t < 0),$$

where the intensity at time $t$ and wave-vector $\Delta k$ is given by [23]

$$I(\Delta k, t) = \sum_{\eta} \frac{\hbar}{2\omega_{\eta,\eta}} \left( N_{\eta,\eta}(t) + \frac{1}{2} \right) |F_{\eta}(\Delta k)|^2$$

with

$$F_{\eta}(\Delta k) = \sum_{\alpha} \frac{1}{\mu_{\alpha}} e^{-M_{\alpha} e^{-iG_{\alpha} \cdot \Delta k \cdot u_{\alpha,\eta}^q}}$$

where $N_{\eta,\eta}$ and $u_{\alpha,\eta}^q$ are the phonon occupations and eigenmodes for wave-vector $q$, polarization $\eta$ and atom $\alpha$ in the primitive cell, respectively. $\mu_{\alpha}$ and $M_{\alpha}$ are the mass and the Debye-Waller factor of the atom at $\alpha$, respectively. The factor $G_{\Delta k}$ corresponds to the the reciprocal lattice vector at each $\Delta k = G_{\Delta k} + q$ for a phonon wave-vector $q$ in the first Brillouin zone (000).

Fig. 1 shows the measured and calculated first 10 ps of the diffuse x-ray intensity difference across a section of the Brillouin zone after excitation with a 50 ps, 1.5 eV laser pulse. The two bright spots at the center of zones (210) and (211) in the figures on the left correspond to the acoustic modes near the zone center in the experiment, which are excited directly by the pump through a sudden change in the forces leading to phonon squeezing [23]. This process is not the focus of this work and is not accounted for by the calculations.

The interesting feature with a “coffee bean” shape of the signal seen both in the experiment and calculations (see detail of Fig. 1 in Fig. 2) and the slow increase in intensity at the $L$ point, in the boundary of zones (210) and (211) are due to electron-phonon inter-valley scattering. Our calculations determine this increase corresponds to the non-equilibrium increase in population of the $L\Delta, TA$ phonon generated by EPC, rather than phonons generated at $L$. The $L\Delta, TA$ phonon wave-vector is adjacent to the $L$ point, as shown in Fig. 2 and therefore the signal from this phonon appears in the BZ boundary region near the $L$ point. In fact, the product $\Delta k \cdot u_{\eta}^q$ in Eq. 3 forbids the appearance of the $L, LO$ phonon generated by \(\Gamma\) to $L$ inter-valley scattering in this slice of the Brillouin zone. Furthermore, unlike the $L, LO$ phonon, we find a close correspondence between the measured and calculated time evolution of the heating of the $L\Delta, TA$ phonon. Of particular note is the shape of this bright area at the $L$ point. In both theory and experiment it resembles the shape of a coffee bean, with the line joining the zone centers showing no intensity. This effect is due to a combination of two factors. The overall extent of the area is given by the extent of the quasi-Fermi surface at the $L$ and $\Delta$ valleys. The line of low intensity across the middle of the bean is due to the diffuse x-ray selection rule given by $\Delta k \cdot u_{\eta}^q$. The latter is strictly nil along the line joining the zone centers only for the polarizations of the $L\Delta, TA$ phonons generated by EPC for this experimental geometry. This is the only polarization visible in that region of the BZ. Therefore, the non-equilibrium phonon occupations reveal details of the electronic distribution, band structure and electron-phonon coupling.

Concurrent with the process discussed, anharmonicity works to thermalise this highly non-equilibrium distribution and results in a slowly increasing background over the entire BZ, a signature that the system is evolving towards equilibrium.

Finally, Fig. 3 (left) shows fringes near the zone centers, especially in the first 3 ps. These are due to squeezed coherent acoustic phonons [15] and are not included in the model of this work. The calculated time evolution after photo-excitation of the carrier density at the $\Gamma$, $L$ and $\Delta$ conduction bands
FIG. 1. Experimental (left) and calculated (right) x-ray intensity at 2, 6 and 10 ps after the pump pulse. Points corresponding with the Bragg condition are seen as very bright spots (left) and are ignored in the calculation. Note the fringes near the zone centers due to the squeezed phonons on the top-left panel.

FIG. 2. Detail of the experimental (left) and calculated (right) x-ray intensity at the zone edge near the \( L \) point at 6 ps after the pump pulse (colors changed for highlight). The “coffee bean” shape of the x-ray intensity, captured both in theory and experiment, is due to phonons generated by electrons scattering between the \( L \) and \( \Delta \) electronic valleys.

FIG. 3. Calculated evolution of the carrier concentration of the \( \Gamma \), \( L \) and \( \Delta \) conduction band valleys after photo-excitation.

FIG. 4. Calculated evolution of the plasma temperature \( T_p \) (dashed) and chemical potential of the \( \Gamma \) (red), \( L \) (black) and \( \Delta \) (blue) conduction band valleys after photo-excitation.

The evolution of the plasma temperature and chemical potentials of the conduction bands are shown in Fig. 4. The initial rise in temperature is due to the kinetic energy gained by the carriers transferring from the \( \Gamma \) valley to the lower \( L \) valley. After photo-excitation, the carrier population of the \( \Gamma \) conduction band takes 10ps to regain equilibrium with the \( L \) and \( \Delta \) bands. However, at 10 ps the plasma is still out of equilibrium with the lattice.

The change in the phonon population generated by the inter-valley processes described above are shown in Fig. 5. Evident are the initial increase in the \( L \) and \( \Delta \) phonons generated by the \( \Gamma \rightarrow L \) and \( \Gamma \rightarrow \Delta \) transitions in the first ps, characterized by a concave initial change in phonon population. Conversely, the \( X \) phonon is shown in Fig. 5. The initial photo-excited population at the \( \Gamma \) valley quickly scatters into the \( L \) and \( \Delta \) valleys within the first ps. Later, as the electrons lose energy to the lattice the carriers at the \( \Delta \) valley scatter into the \( L \) valley. Meanwhile, inter-valley \( L \rightarrow L' \) and \( \Delta \rightarrow \Delta' \) scattering occurs. Most of the energy of the carriers is lost to the lattice via intra-valley \( L \rightarrow L \) scattering through the \( \Gamma \) \( LO \) phonon.
generated by the $L \rightarrow L'$ transition steadily increases its population, being one of two transitions that remain after carriers have cooled down into the $L$ valley. The other is the $L \rightarrow L$ intra-valley transition that generates the optical phonon at $\Gamma'$, and is responsible of most of the heating of the lattice.

Other transitions that begin much later after the initial depopulation of the $\Gamma$ band generate the $\Delta - L$ $\Gamma$, $\Delta$, $L\Delta$, $T\Delta$ phonons. These increase very slowly over the first 10ps, due to a weak EPC and fast depopulation of the $\Delta$ valley. As we shall see below, these phonons are the only ones visible in our experiment.

The strong decay of the $\Gamma$ $LO$ phonon is due to the re-absorption of phonons by the cooling electrons, rather than by anharmonic decay. The $LO$ phonon absorbs most of the electron heat, and reaches a temperature very close to the electron temperature. While not overshooting, this is a similar case of that observed in GaAs, where the temperature of the polar phonon overshoots the plasma temperature and has a similar cooling rate.

III. EXPERIMENTAL SETUP

The measurements of the diffuse x-ray scattering in Ge were performed at the Linac Coherent Light Source (LCLS) x-ray free electron laser using 50 fs, 1.55 eV pump pulses and 50 fs, 10 keV x-ray probe pulses. The experimental data was acquired under the same conditions as in Ref. [16].

IV. THEORETICAL MODELING

We use coupled Boltzmann rate equation to calculate the electron occupation at the $\Gamma$, $L$ and $\Delta$ conduction band valleys in Ge and the phonons generated by EPC after photo-excitation. The photo-excited electrons initially populate the $\Gamma$ conduction band valley, and later scatter into other valleys only via electron-phonon coupling. We assume that thermalisation via electron-electron interaction occurs at each valley within 100 fs.[23] Therefore each valley contains a Fermi-Dirac distribution with a distinct chemical potential. Except for the initial depopulation of the $\Gamma$ valley, the relative changes in valley population are small during the typical thermalization time (estimated to be 100 fs) for the carriers within each valley, so we expect the latter approximation to be valid. We have ignored the effects of the valence band on the generation of phonons, as they only generate phonons with small wave-vector around $\Gamma$.

A. Electron-phonon scattering

In this work we are chiefly concerned with the phonons produced by inter-valley EPC. The scattering rate of an electron at the first conduction band in a state of momentum $k$ in valley $i$ to a state of momentum $k+q$ in valley $j$ by a phonon of momentum $q$ and branch $\eta$ is given by Fermi’s Golden Rule,

$$R_{k,k+q}^{i,j,\eta} = \frac{2\pi}{\hbar} \left| M_{k,k+q}^{i,j,\eta} \right|^2 \delta(E_{k+q}^j - E_k^i + \hbar\omega_{q}^\eta).$$

where the matrix element can be expressed as a function of inter-valley deformation potentials $M_{k,k+q}^{i,j,\eta} = D_{k,k+q}^{i,j,\eta} \sqrt{\left( N_{q}^j(t) \pm \frac{1}{2} + \frac{1}{2}\right) \frac{\hbar}{2pV\omega_{q}^\eta}{f_k^i(1-f_k^j)}}$. Here, $D_{k,k+q}^{i,j,\eta}$ is the deformation potential for a phonon of crystal momentum $q$, branch index $\eta$, occupation $N_q$ and frequency $\omega_q$ scattering an electron with momentum $k$ in valley $i$ and occupation $f_k^i$ to one with momentum $k+q$ in valley $j$ and occupation $f_k^j$. We omit the electron band index as we only consider the first conduction band. $\rho$ is the mass density and $V$ the volume of the system in which the wavefunctions are normalised (typically the primitive cell).

The rate of change of the carrier population $n_i(t)$ of valley $i$ and of phonon population $N_q(t)$ of momentum $q$ and branch $\eta$ due to electron-phonon and phonon-phonon
scattering are given by

\begin{equation}
\dot{n}_i(t) = \sum_j (R_{i,j}^+ + R_{j,i}^- - R_{i,j}^- - R_{j,i}^+),
\end{equation}

\(5\)

\begin{equation}
\dot{\mathcal{N}}_{q_i}^\eta(t) = N_{q_i}(t)_{el-ph} + \dot{\mathcal{N}}_{q_i}^\eta(t)_{ph-ph},
\end{equation}

\(6\)

\begin{equation}
\dot{\mathcal{N}}_{q_i}^\eta(t)_{el-ph} = \sum_{ij} (\Gamma_{q_i}^{\eta,i,j} - \Gamma_{q_i}^{-\eta,i,j}),
\end{equation}

\(7\)

where \(R_{i,j}^\pm\) is the electron-phonon scattering rate from valley \(i\) to \(j\) (see eq. \(5\) below), and +/- accounts for emission and absorption of a phonon, respectively. The rate of change of the phonon distribution \(\Gamma_{q_i}^{\eta,i,j}\) due to the EPC is given by

\[
\Gamma_{q_i}^{\eta,i,j} = \sum_k R_{q_i,k,i}^{\eta,i,j} = \\
\frac{2\pi}{\hbar} |D_{q_i,k,i}^{\eta,i,j}|^2 \left(N_{q_i}^{\eta} \pm \frac{1}{2} + \frac{1}{2}\right) \frac{\hbar}{2\pi\omega_{q_i}^\eta (2\pi)^3} \times \\
\int_{\text{BZ}} d\mathbf{k} f_k^\eta \left(1 - f_k^{\eta,i,q}\right) \delta(E_k^j - E_k^{\eta,i,q} \pm \hbar\omega_{q_i}^\eta).
\]

In eq. \(8\) we have exploited the fact that the factor \(f_k(1 - f_k^{\eta,i,q})\) limits the momentum \(q\) of phonons that can participate in the scattering to just a few in the vicinity of the momentum difference between two valleys. Within that phase space, we expect little change in \(D_{q_i,k,i}^{\eta,i,j}\) and \(\omega_{q_i}^\eta\) with \(q\) around select \(q_0\), where \(q_0 = k_i - k_j\) is a wave-vector joining the energy minimum of two conduction band valleys \(i\) and \(j\). Therefore \(D_{q_i}^{\eta,i,j}\) is the electron-phonon coupling constant (inter-valley deformation potential, given in Table \(1\) for phonon \(q_0\) that joins valleys \(i\) and \(j\) with frequency \(\omega_{q_i}^\eta\).

In the present work, we will only be following the total population at each valley. Therefore, the scattering rate from valley \(i\) to valley \(j\) is given by

\[
R_{i,j}^\pm = \frac{1}{V} \sum_{q_\eta} \Gamma_{q_\eta}^{\pm,i,j} = \sum_{\eta} \frac{1}{(2\pi)^3} \int_{\text{BZ}} \Gamma_{q_\eta}^{\pm,i,j} dq_{\eta}.
\]

\(9\)

We account for anharmonic phonon decay in the populations affecting the inter-valley EPC by the introduction of the second term in eq. \(5\). \(\dot{\mathcal{N}}_{q_i}(t)_{ph-ph}\) is the rate of change of phonons due to anharmonic phonon-phonon scattering. The details of how this rate updates the phonon populations are given in the following section. In the calculation of the electronic inter-valley scattering rates we only need to update the population of the phonons that are involved in electron inter-valley scattering,

\[
\dot{\mathcal{N}}_{q_0}(t)_{ph-ph} = - \frac{(N_{q_0}^\eta(t) - N_{q_0}^\eta(0))}{\tau_{q_0}^\eta},
\]

\(10\)

where \(\tau_{q_0}^\eta\) is the anharmonic decay time, given in Table \(1\) for the phonons at \(q_0\) involved in inter-valley scattering, and \(N_{q_0}^\eta(0)\) is the phonon occupation at \(t = 0\), equal to the equilibrium distribution at room temperature.
phonons generated by inter-valley EPC marked by red circles. The labeling of the phonons is as follows: The $L$, $X$, and $\Gamma$ phonons correspond to phonons in the points of the Brillouin zone with the same name, and are generated by the transitions $\Gamma \rightarrow L$, $L \rightarrow L'$ and $L \rightarrow \Delta$, respectively. The $\Delta$ phonon corresponds to a phonon at 0.83 in the $\Gamma - X$ line, and is generated by the $\Gamma \rightarrow \Delta$. As the remaining phonons do not correspond to any symmetry lines, they are labeled by the transitions that generate them. Thus, $L \Delta$ (see Fig. 7), $\Delta g$, $\Delta f$ are phonons that lie at the q-points equal to the difference of the $L$ and $\Delta$ points, two $\Delta$ points along the same Cartesian axis and two $\Delta$ at perpendicular axes, respectively.

Once the scattering rates have been determined, the phonons generated by EPC, their calculated EPC scattering matrix elements and phonon-phonon anharmonic decay times. Phonon wave-vectors are in reduced coordinates.

### Table I

| Ph Valleys $i, j$ | Pol $\eta$ | Wave-vector $q_0$ | $D_{q_0}^{i,j}$ | $\tau_{q_0}^{i,j}$ |
|------------------|--------|------------------|----------------|------------------|
| $L$              | $L, L$| $(2, 2, 1)$      | 4.12           | 17.4             |
| $X$              | $L, L$| $(2, 1, 2)$      | 0.19           | 44.2             |
| $\Gamma$         | $L, \Delta$| $(0, 0, 0)$     | 1.11           | 44.2             |
| $\Delta$         | $\Gamma, \Delta$| $(0, 0, 0)$     | 2.97           | 2.2              |
| $L \Delta \Delta$| $L, \Delta$| $(0.5, 0.085, 0.085)$ | 1.28           | 29.8             |
| $L \Delta \Delta$| $L, \Delta$| $(0.5, 0.085, 0.085)$ | 2.55           | 7.3              |
| $\Delta \Delta \Delta$| $L, \Delta$| $(0.5, 0.085, 0.085)$ | 2.85           | 12.9             |
| $\Delta g \Delta g$| $\Delta \Delta$| $(0, 0.17, 0.17)$ | 3.43           | 3.68             |
| $\Delta f \Delta f$| $\Delta \Delta$| $(0.415, -0.415, 0.0)$  | 2.57           | 7.29             |
| $\Delta f \Delta f$| $\Delta \Delta$| $(0.415, -0.415, 0.0)$  | 5.22           | 4.2              |

The rate of change in plasma temperature at each time step can be obtained by

$$\frac{dT_p}{dt}(T, \mu) = \sum_{i,f} \frac{1}{c_v(T, \mu)} \left[ (R_{i,f} - R_{i,f}^+ + R_{f,i} - R_{f,i}^+) \hbar \omega_{i,f} + \left( \frac{U_i}{n_i} - \frac{U_f}{n_f} \right) \left( R_{i,f} + R_{i,f}^+ - R_{f,i} - R_{f,i}^+ \right) \right]$$

where the electron heat capacity is given by $c_v = \sum{i} \frac{\hbar \omega_{i,f}}{\hbar \omega_{i,f}}$, the energy $U_i = \int dE g_i(E) E f_i(E)$ and $g_i(E)$ the electronic density of states of valley $i$.

We set the initial phonon population and $\Delta$ and $L$ valley carrier density at their equilibrium values for intrinsic Ge at 300 K. Conversely, the non-equilibrium $\Gamma$ conduction band valley density corresponds to that generated by population inversion with a 1.5 eV 50 fs light pulse across the direct band gap at $\Gamma$ of 0.9 eV. We estimate an initial photoexcited carrier population of $n_T = 10^{20} \text{cm}^{-3}$. We estimate an initial plasma temperature and for the $\Gamma$ valley of $T_p = 1160.5 K$, with the resulting chemical potential $\mu_\Gamma = 0.3525 eV + E_L$, respectively, where $E_L = 0.67 eV$ is the energy of the bottom of the conduction band valley at $L$ relative to the top of the valence band. The chemical potentials for the $\Delta$ and $L$ valleys at this plasma temperature and intrinsic carrier concentration results in $\mu_{\Delta,L} = E_L - 0.3 eV$.

### B. Phonon-phonon scattering

As phonons of a particular mode and wave-vector become populated via electron-phonon scattering as described above, phonon-phonon scattering will cause this energy to be distributed to other phonons in the system.

This is the same process that is considered when calculating the lattice contribution to the thermal conductivity. In lattice thermal conductivity calculations it is typically found that truncating the expansion of the energy in...
As only the phonon populations with wave-vector $q_1$ and mode $\eta_1$ due to phonon-phonon scattering can be found by summing the various $P$ terms which involve this phonon as

$$
\frac{\partial N_{q_1\eta_1}}{\partial t} = \frac{1}{2} \sum_{q_2,q_3,\eta_2,\eta_3} \left[ P_{q_1\eta_1,q_2\eta_2}^{q_3\eta_3} - P_{q_1\eta_1,q_2\eta_2}^{q_3\eta_3} + P_{q_1\eta_1,q_2\eta_2}^{q_3\eta_3} - P_{q_1\eta_1,q_2\eta_2}^{q_3\eta_3} \right].
$$

with the additional factor of $\frac{1}{2}$ to correct for the double counting of each of the $P$ terms due to the interchange of the phonons referred to by $q_2,q_3$ and $q_3,q_2$.

Otherwise the approach used follows the linear tetrahedron method as described in Ref. [33] (we do not use the additional nonlinear corrections described in this paper), but with the weightings modified as described in Appendix [5] to conserve energy by construction. We use this approach to transform the integral over q-points to a weighted sum. For each mode at each q-point a grid is constructed for each possible pair of interacting phonons such that momentum is conserved. That is, for the mode each phonon labeled by wave-vector and mode index $(q_1,\eta_1)$ 3 grids are constructed where the values at each point and corresponding scatterings are

1. $e(q_3,\eta_3) - e(q_2,\eta_2) - e(q_1,\eta_1)$,
2. $e(q_2,\eta_2) - e(q_3,\eta_3) - e(q_1,\eta_1)$,
3. $e(q_3,\eta_3) + e(q_3,\eta_3) - e(q_1,\eta_1)$,

and where $q_2$ is any wave-vector on the simulated grid, and $q_3$ is set by conservation of momentum. A weighting is calculated for each point on the grid using tetrahedra. These are combined with the scattering rate kernel and the population factors to determine the rate at which each of the three modes involved is changing population. After these are fully summed up, the $dn/dt$ terms are divided by an additional factor of three relative to Eq. [12] above as we have tracked the changes in all 3 involved modes and explicitly triple counted.

We use third order force constants calculated using finite displacements in 64-atom supercells, generated using the PHONOPY code [34], and forces calculated using the ABINIT code [25] to simulate the evolution of the phonon populations on a $20 \times 20 \times 20$ grid of q-points. The phonon populations absorbed and emitted due to electron-phonon scattering are pre-calculated on the same grid and incorporated directly into the simulation.

V. CONCLUSIONS

We have calculated the time evolution of the phonon and electron distributions and x-ray diffuse scattering intensity using coupled Boltzmann rate equations and parameters calculated entirely from first-principles. We
have compared our calculations to measurements of the
time-resolved diffuse x-ray scattering intensity in bulk Ge
during the first 10ps after photo-excitation with a 50fs
infra-red laser pulse centered at 800nm, at the LCLS
free-electron laser facility. Our calculations and experi-
ment are in excellent agreement. In particular, we ex-
plain the slow increase in x-ray intensity near the L point
in the BZ within the first 10ps after photo-excitation,
as due entirely to inter-valley electron-phonon scatter-
ing between the L and Δ valleys. In particular, we are
able to explain the coffee bean shape of the increase in
intensity at the L point as due to the distribution of
carriers at the L and Δ valleys and the polarization of
the EPC generated phonons. We also account for the
faint diffuse glow throughout the Brillouin zone as due
anharmonic phonon-phonon scattering of the phonon
distribution generated by electron-phonon scattering.

The theoretical results yield a richer non-equilibrium
phonon distribution than is possible to measure in the
current experimental configuration. This suggests that
changing the observed portion of the Brillouin zone by
modifying the x-ray incidence angles and energies would
show the dynamics of all other phonons involved in the
relaxation process.

In this work we purposely ignored the effects of acous-
tic long wavelength phonons generated by intra-valley
electron-phonon scattering. Including these, at the cost
of denser phonon grids, would yield further understand-
ing of the coherent phonon effects near the zone center
observed in the first ps after photoexcitation, and the
transition to incoherent phonon distributions.

Finally, these diffuse x-ray scattering intensity in-
crease produced by inter-valley electron-phonon scatter-
ing should be observable in many other many-valley semi-
conductors, such as GaAs and PbTe.

Appendix A: Evaluation of scattering rate integrals
retaining energy conservation

In this appendix we explain the details of how the in-
tegral in Eq. 8 is evaluated. We need to evaluate

$$\int_{BZ} dk f_k (1 - f_{k+q}) \delta(h(k,q))$$ (A1)

where $h(k,q) = E_{k+q} - E_k \pm \hbar \omega_\eta$. The standard way
of evaluating this delta is by a change of variables from
dk → dSdh, where dS is the surface in k-space at con-
stant h, i.e. perpendicular to dh. This gives

$$\int_{BZ} dSdh f_k (1 - f_{k+q}) \delta(h) \left| \nabla_k h \right|.$$ (A2)

Integrating in $h$

$$\int_{BZ} dS dh f_k (1 - f_{k+q}) \left| \nabla_k h \right| \big|_{h=0},$$ (A3)

where the integration is over the surface in k-space that satisfies $h = 0$. Finding the surfaces in k-space that satisfy $h = 0$ is greatly simplified by having analytic ex-
pressions for the energy dispersion of the valleys. We
therefore parametrize the Δ and L valley dispersions us-
ing parabolic functions, and the highly non-parabolic Γ
valley with quartic functions in $k_x$, $k_y$ and $k_z$.

When involving inter-valley scattering, the evaluation
of integral [A3] requires a very dense set of points in a
very small portion of the Brillouin Zone. This can be
better illustrated by an example. Consider inter-valley
scattering between the Γ and L valleys. The surface in
k-space at which $h = 0$ for a given $q$ is obtained by the
intersection of the energy iso-surfaces of the two valleys,
when one of them is translated by $q$, as shown in Fig. 9
for $q = \frac{2\pi}{a} (0.505, 0.505, 0.495)$. This generates the sur-
face $S(k)|_{h(k,q)=0}$ shown in Fig. 10 when performed for
all energy iso-surfaces.

The integrand of Eq. A3 is shown in Fig. 11 for $q = \frac{2\pi}{a} (0.505, 0.505, 0.495)$. The evaluation of this integrand
is performed on the tessellated mesh of $S(k,q)$ shown in
Fig. 10. The convergence of the integral of $\Gamma(q)$ with
the number of points on the mesh is shown in Fig. 12
A sample of the time vs sampling point density is shown in
Fig. 13 showing an exponential growth of clock-time
vs number of points. The resulting EPC generation rate
$\Gamma(q)$ for this example is shown in Fig. 14 at fixed $q_z$.

The phonon generation rate $\Gamma(q)$ serves two separate
functions, that require different $q$-point grids. The first
is to update the phonon populations at each time step in
the 203 grid that generates the diffuse x-ray scattering
intensity. In practice, $\Gamma(q)$ decays rapidly away from the
$q_0$ of Table 1 (see Fig. 14). Hence we only calculate $\Gamma(q)$ on
points of the 203 grid near the $q_0$. The second function is
the integral of the inter-valley electron-phonon scatter-
ing rate, Eq. 9. This integral needs a denser grid than the
203 around the $q_0$ in a small region of the Brillouin
zone (Fig. 14) and is performed numerically using global
adaptive grids.
Appendix B: Energy conservation in Phonon-Phonon Scattering Simulation

An important feature of a simulation of the time evolution of phonon populations due to phonon-phonon scattering is that it conserves energy. However, this is not guaranteed in a straightforward integration of the rates of change in populations, due to the need to represent the phonon populations on a finite grid, and approximate the \( \delta \) function for energy conservation somehow, with Gaussian broadening or linear tetrahedron integration commonly used in e.g. lattice thermal conductivity calculations. To see how this can lead to an issue, consider a case where we have three interacting modes: \( \alpha \), \( \beta \), and \( \gamma \), with populations \( n_\alpha \), \( n_\beta \), and \( n_\gamma \), and energies \( e_\alpha \), \( e_\beta \), and \( e_\gamma \), with \( e_\alpha \approx e_\beta + e_\gamma \), such that \( e_\alpha - e_\beta - e_\gamma = \epsilon \) where \( \epsilon \) is small compared to any of the individual energies. Say we approximate the \( \delta \) function term as \( \Delta \):

\[
\delta(e_\alpha - e_\beta - e_\gamma) \approx \Delta. \tag{B1}
\]

Our expressions for the rates of change of populations become

\[
\frac{\partial N_\alpha}{\partial t} = P_{\beta \gamma}^\alpha - P_{\alpha \gamma}^\beta,
\]

\[
= R_{123}[(N_\alpha + 1)N_\beta N_\gamma - N_\alpha (N_\beta + 1)(N_\gamma + 1)] \Delta. \tag{B2}
\]
For energy to be conserved in the scattering we need

$$\frac{\partial V}{\partial t} = e_\alpha \frac{\partial N_\alpha}{\partial t} + e_\beta \frac{\partial N_\beta}{\partial t} + e_\gamma \frac{\partial N_\gamma}{\partial t} = 0$$

(B5)

Combining this with Eq. (B3) above we have

$$\frac{\partial N_\alpha}{\partial t} (e_\alpha - e_\beta - e_\gamma),$$

(B6)

showing that the total energy will only be conserved if $e_\alpha - e_\beta - e_\gamma = 0$, which if we we simulate our system on a grid of wave-vectors, can only be achieved in the limit of an infinitely dense sampling.

To work around this we use a modified linear tetrahedron approach to evaluate the integration over the $\delta$-function in Eq. (14) and (15). We decompose the grid of $q$-points into tetrahedron, approximating the two phonon density of states linearly within each one. Now instead of simulating the scattering between a fixed grid of points in the Brillouin zone, we can consider scattering to and from surfaces satisfying the delta-function condition above that intersect through tetrahedra. Then the assignment of the area associated with intersecting the surface to the grid points composing the tetrahedron can be constructed so as to ensure the energy is conserved in this process.

We can see this by expanding the example above, where we have three modes which scatter among each other and now looking at how this behaves over a tetrahedron of 4 groups of $q$-points, with momentum conserved for the scattering process at each group of points. Now we have a set of energies $e_{u,i}$ and populations $N_{u,i}$ with $u$ indexing one of the three modes $\alpha$, $\beta$ and $\gamma$, and $i = 1$ to 4 indexing the corners of the tetrahedron. A single scattering kernel $R_{123}$ is then assigned to the tetrahedron. In our implementation we do this by taking a weighted average over the matrix element from each corner of the tetrahedron (how these weightings are calculated is discussed later in this section). Similarly, a single population for each mode is assigned to the tetrahedron; with the same weighted averaging scheme used in our implementation.

Equations (B2) and (B3) above still hold, but now refer to the scattering kernel and populations on a tetrahedron. The total vibrational energy of the system becomes

$$\Sigma_i w_i (N_\alpha e_{\alpha,i} + N_\beta e_{\beta,i} + N_\gamma e_{\gamma,i}) = V. \quad (B7)$$

For energy to be conserved in the scattering we now need

$$\frac{\partial V}{\partial t} = \Sigma_i w_i \left( e_{\alpha,i} \frac{\partial N_\alpha}{\partial t} + e_{\beta,i} \frac{\partial N_\beta}{\partial t} + e_{\gamma,i} \frac{\partial N_\gamma}{\partial t} \right) = 0. \quad (B8)$$

Again we can use Eq. (B3) to rewrite the condition for energy conservation as

$$\frac{\partial N_\alpha}{\partial t} = \Sigma_i w_i (e_{\alpha,i} - e_{\beta,i} - e_{\gamma,i}) = 0. \quad (B9)$$

This can be enforced by an appropriate choice of $w_i$ within each tetrahedron. The other feature that is desirable in choosing these weights is that weights are larger for corners of the tetrahedron that are closer to the surface intersecting it. The scheme we have used fulfills both of these requirements. We first assign a delta energy value to each corner of the tetrahedron as e.g. $e_i = e_{\alpha,i} - e_{\beta,i} - e_{\gamma,i}$ or whichever combination of energies is appropriate for the scattering process we are...
For $e_2 < 0 < e_3$ the normalized $w_i$ are

$$w_1 = \frac{1}{4} \left( 2 + \frac{e_1}{e_3 - e_1} + \frac{1}{e_4 - e_1} \right),$$

$$w_2 = \frac{1}{4} \left( 2 + \frac{e_2}{e_3 - e_2} + \frac{e_2}{e_4 - e_2} \right),$$

$$w_3 = \frac{1}{4} \left( 2 - \frac{e_3}{e_3 - e_1} - \frac{e_3}{e_3 - e_2} \right),$$

$$w_4 = \frac{1}{4} \left( 2 - \frac{e_4}{e_4 - e_1} - \frac{e_4}{e_4 - e_2} \right). \quad (\text{B11})$$

For $e_3 < 0 < e_4$ the normalized $w_i$ are

$$w_1 = \frac{1}{3} \left( 1 + \frac{e_1}{e_4 - e_1} \right),$$

$$w_2 = \frac{1}{3} \left( 1 + \frac{e_2}{e_4 - e_2} \right),$$

$$w_3 = \frac{1}{3} \left( 1 + \frac{e_3}{e_4 - e_3} \right),$$

$$w_4 = \frac{1}{3} \left( 3 - \frac{e_4}{e_4 - e_1} - \frac{e_4}{e_4 - e_2} - \frac{e_4}{e_4 - e_3} \right). \quad (\text{B12})$$

It can be shown that in each case these yield $\Sigma_i w_i e_i = 0$ such that Eq. [19] is satisfied and energy will be conserved in the scattering simulation.

---

1 R. Cortés, L. Rettig, Y. Yoshida, H. Eisaki, M. Wolf, and U. Bovensiepen, Phys. Rev. Lett. 107, 097002 (2011).
2 M. Trigo, J. Chen, V. H. Vishwanath, Y. M. Sheu, T. Graber, R. Henning, and D. A. Reis, Phys. Rev. B 82, 235205 (2010).
3 T. Popmintchev, M.-C. Chen, D. Popmintchev, P. Arpin, S. Brown, S. Ališauskas, G. Andriukaitis, T. Balčiunas, O. D. Mücke, A. Pugzlys, A. Baltuška, B. Shim, S. E. Schrauth, A. Gaeta, C. Hernández-García, L. Plaja, A. Becker, A. Jaron-Becker, M. M. Murnane, and H. C. Kapteyn, Science 336, 1287 (2012), http://science.sciencemag.org/content/336/6086/1287.full.pdf.
4 M. J. Stern, L. P. René de Cotret, M. R. Otto, R. P. Chatelain, J.-P. Boisvert, M. Sutton, and B. J. Siwick, Phys. Rev. B 97, 165416 (2018).
5 A. Marini, S. Poncè, and X. Gonze, Phys. Rev. B 91, 224310 (2015).
6 D. M. Fritz, D. A. Reis, B. Adams, R. A. Akre, J. Arthur, C. Blome, P. H. Bucksbaum, A. L. Cavalleri, S. Engemann, S. Fahy, R. W. Falcone, P. H. Fuoss, K. J. Gaffney, M. J. George, J. Hajdu, M. P. Hettlairn, P. B. Hillyard, M. H. von Hoegen, M. Kammler, J. Kaspar, R. Koehler, P. Krejcik, S. H. Lee, A. M. Lindenberg, B. McFarland, D. Meyer, T. Montague, E. D. Murray, A. J. Nelson, M. Nicoul, R. Pahl, J. Rudati, H. Schlarb, D. P. Sildons, K. Sokolowski-Tinten, T. Tschentscher, D. von der Linde, and J. B. Hastings, Science 315, 633 (2007).
7 É. Murray and S. Fahy, Phys. Rev. Lett. 114, 055502 (2015).
8 P. Maldonado, K. Carva, M. Flammer, and P. Oppeneer, Phys. Rev. B 96, 174439 (2017).
9 S. Ono, Phys. Rev. B 97, 054310 (2018).
10 I. Klett and B. Rethfeld, Phys. Rev. B 98, 144306 (2018).
11 L. Waldecker, R. Bertoni, H. Hübener, T. Brumme, T. Vasilieiadis, D. Zahn, A. Rubio, and R. Ernstorfer, Phys. Rev. Lett. 119, 036803 (2017).
12 S. Sadasivam, M. K. Y. Chan, and P. Darancet, Phys. Rev. Lett. 119, 136602 (2017).
13 Z. Lu, A. Vallabhaneni, B. Cao, and X. Ruan, Phys. Rev. B 98, 134309 (2018).
14 V. A. Jhalani, J.-J. Zhou, and M. Bernardi, Nano Letters 17, 5012 (2017), PMID: 28737402, https://doi.org/10.1021/acs.nanolett.7b02212.
15 M. Trigo, M. Fuchs, J. Chen, M. P. Jiang, M. Camarata, S. Fahy, D. M. Fritz, K. Gaffney, S. Ghimire, A. Higginbotham, S. L. Johnson, M. E. Kozina, J. Larsson, H. Lemke, A. M. Lindenberg, G. Ndabashimiye, F. Quirin, K. Sokolowski-Tinten, C. Uher, G. Wang, J. S. Wark, D. Zhu, and D. A. Reis, Nature Physics 9, 790 (2013), see video of the raw unfiltered data in Supplemental Information.
16 D. Zhu, A. Robert, T. Henighan, H. T. Lemke, M. Chollet, J. M. Glownia, D. A. Reis, and M. Trigo, Phys. Rev. B 92, 054303 (2015).
17 S. M. O’Mahony, F. Murphy-Armando, E. D. Murray, J. D. Querales-Flores, I. Savic, and S. Fahy, Phys. Rev. Lett. 123, 087401 (2019).
18 G. Li, A. Gour, K. Syassen, and M. Cardona, Phys. Rev. B 49, 8017 (1994).
19. F. Murphy-Armando and S. Fahy, J. App. Phys. **109**, 113703 (2011).
20. V. G. Tyuterev, S. V. Obukhov, N. Vast, and J. Sjakste, Phys. Rev. B **84**, 035201 (2011).
21. R. Xu and T. C. Chiang, Z. Kristallogr **220**, 1009 (2005).
22. D.-s. Kim and P. Y. Yu, Phys. Rev. B **43**, 4158 (1991).
23. J. Goldman and J. Prybyla, Phys. Rev. Lett. **72**, 1364 (1994).
24. D. Rideau, M. Feraillie, L. Ciampolini, M. Minondo, C. Tavernier, H. Jaouen, and A. Ghetti, Phys. Rev. B **74**, 195208 (2006).
25. F. Murphy-Armando and S. Fahy, Phys. Rev. B **78**, 035202 (2008).
26. F. Murphy-Armando and S. Fahy, J. App. Phys. **110**, 123706 (2011).
27. F. Murphy-Armando and S. Fahy, Phys. Rev. B **86**, 079903 (2012).
28. X. Gonze, F. Jollet, F. Abreu Araujo, D. Adams, B. Amadon, T. Applencourt, C. Audouze, J.-M. Beuken, J. Bieder, A. Bokhanchuk, E. Bousquet, F. Bruneval, D. Caliste, M. Côté, F. Dahm, F. Da Pieve, M. Delaveau, M. Di Gemma, B. Dorado, C. Espejo, G. Geneste, L. Genovese, A. Gerossier, M. Giantomassi, Y. Gillet, D. Hamann, L. He, G. Jomard, J. Laflamme Janssen, S. Le Roux, A. Levitt, A. Lherbier, F. Liu, I. Lukačević, A. Martin, C. Martins, M. Oliveira, S. Poncé, Y. Pouillon, T. Rangel, G.-M. Rignanese, A. Romero, B. Rousseau, O. Rubel, A. Shukri, M. Stankovski, M. Torrent, M. Van Setten, B. Van Troeye, M. Verstraete, D. Waroquiers, J. Wiktor, B. Xu, A. Zhou, and J. Zwanziger, Computer Physics Communications **205**, 106 (2016).
29. C. Hartwigsen, S. Goedecker, and J. Hutter, Phys. Rev. B **58**, 3641 (1998).
30. R. M. Murphy, É. D. Murray, S. Fahy, and I. Savić, Phys. Rev. B **93**, 104304 (2016).
31. R. M. Murphy, É. D. Murray, S. Fahy, and I. Savić, Phys. Rev. B **95**, 144302 (2017).
32. G. P., Srivastava, *The Physics of Phonons* (IOP Publishing Ltd, Bristol, England, 1990).
33. P. E. Blöchl, O. Jepsen, and O. K. Andersen, Phys. Rev. B **49**, 16223 (1994).
34. A. Togo, L. Chaput, and I. Tanaka, Phys. Rev. B **91**, 094306 (2015).
35. M. A. Malcolm and R. B. Simpson, ACM Transactions on Mathematical Software **1**, 129 (1975).
36. A. R. Krommer and C. W. Ueberhuber, *Computational Integration*, SIAM Publications (1998).