Abstract

In massive data analysis, training and testing data often come from very different sources, and their probability distributions are not necessarily identical. A feature example is nonparametric classification in posterior drift model where the conditional distributions of the label given the covariates are possibly different. In this paper, we derive minimax rate of the excess risk for nonparametric classification in posterior drift model in the setting that both training and testing data have smooth distributions, extending a recent work by Cai and Wei (2019) who only impose smoothness.
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condition on the distribution of testing data. The minimax rate demonstrates a phase transition characterized by the mutual relationship between the smoothness orders of the training and testing data distributions. We also propose a computationally efficient and data-driven nearest neighbor classifier which achieves the minimax excess risk (up to a logarithm factor). Simulation studies and a real-world application are conducted to demonstrate our approach.
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1 Introduction

Despite the significant successes of conventional classification algorithms, one of their un-
avoidable limitations is to assume that the source (training) data and target (testing) 
data are identically distributed. In real-world scenarios, it could be difficult and expen-
sive to obtain source data that has the same distribution as the target data (Weiss et al., 
2016). Thus, an algorithm which can overcome such discrepancy would be highly valuable.
Transfer learning is a promising tool to build models for the target domain by transferring 
data information from the related source domain. In comparison with traditional machine 
learning algorithms, transfer learning has demonstrated advantages in many aspects such as 
image classification (Zhu et al., 2011; Han et al., 2018; Hussain et al., 2018), autonomous 
driving (Kim and Park, 2017), recommendation system (Zhao et al., 2013; Zhang et al., 
2017), etc. An important transfer learning technique is the so-called domain adaptation 
(Weiss et al., 2016), in which the information or knowledge is adapted from one or more 
source domains to the target domain. Empirical successes of domain adaptation have 
attracted increasing attention to the study of its theoretical properties. For example, 
Ben-David et al. (2007) derive a bound on the generalization error of the classifiers trained 
from data in the source domain, later extended by Blitzer et al. (2008), Zhang et al. (2012) 
and Zhao et al. (2018) to the case where the classifiers are trained from both source and tar-
get domains. Researchers have also proposed additional structural relationships between 
the source and target domains, e.g., the covariate shift model with different marginal 
distributions and the posterior drift model with different conditional distributions, un-
der which the generalization error bounds are successfully established. To name a few, 
see Shimodaira (2000); Huang et al. (2007); Sugiyama et al. (2008); Mansour et al. (2012); 
Hoffman et al. (2018); Kpotufe and Martinet (2018); Scott et al. (2013); Natarajan et al. 
(2013); Manwani and Sastry (2013); Gao et al. (2016); Natarajan et al. (2017); Cannings et al. 
(2020); Cai and Wei (2019).
A notable work is Cai and Wei (2019) who propose a \(k\)-nearest neighbor (kNN) classifier based on the posterior drift model and derive minimax optimality. The \(k\)-nearest neighbors are detected over the entire source and target data which could be computationally expensive when data size is large. Meanwhile, the theoretical results only involve the smoothness of the target distribution but the impact of the smoothness of the source distributions remains unknown. The aim of this work is to further strengthen the two aspects. Specifically, we propose a more computationally efficient \(k\)NN classifier that requires detecting the nearest neighbors for local data only. We discover a phase transition phenomenon for the minimax excess risk characterized by the mutual relationship between the smoothness orders of the source and target distributions, which degenerate to Cai and Wei (2019) in the special case when the smoothness order of the source distributions vanishes. Such a phenomenon provides a more complete understanding on the impact of smooth data distributions in transfer learning. In the following subsection, we describe our contributions in more details. Before that, let us introduce some terminologies and notation.

**Terminologies and Notation:** Let \(\|v\|^2 = v^\top v\) denote the Euclidean norm of the vector \(v\). For two sequences \(a_n\) and \(b_n\), we say \(a_n \lesssim b_n\) if \(a_n \leq cb_n\) for some constant \(c > 0\) and all sufficiently large \(n\). For \(a > 0\), let \([a]\) be the largest integer that less than or equal to \(a\). Let \(\mathcal{D} = [0, 1]^d \times \{0, 1\}\) and \(P, Q\) be probability distributions over \(\mathcal{D}\). For \((X, Y) \in \mathcal{D}\), the \(d\)-dimensional \(X\) is regarded as covariates or features, and \(Y\) is the binary label of \(X\). For \((X, Y)\) drawn from \(P\) (or \(Q\)), let \(P_X\) (or \(Q_X\)) denote the marginal probability distribution of \(X\). Define \(\eta_P(x) = P(Y = 1|X = x)\) and \(\eta_Q(x) = Q(Y = 1|X = x)\) as the conditional distributions of \(Y\) given \(X = x\) for any \(x \in [0, 1]^d\). For positive sequences \(a_n\) and \(b_n\), we say \(a_n \lesssim b_n\) (\(a_n \gtrsim b_n\)) if \(a_n \leq cb_n\) (\(a_n \geq cb_n\)) for some \(c > 0\) and all large enough \(n\). We say \(a_n = b_n\) if \(a_n \lesssim b_n\) and \(a_n \gtrsim b_n\). We use \(\text{supp}(\mu)\) to denote the support of the a probability measure \(\mu\).
1.1 Nonparametric classification in posterior drift model

Suppose that \( (X^p_1, Y^p_1), \ldots, (X^p_{n_P}, Y^p_{n_P}) \) are \( n_P \) i.i.d. observations from \( P \), and \( (X^q_1, Y^q_1), \ldots, (X^q_{n_Q}, Y^q_{n_Q}) \) are \( n_Q \) i.i.d. observations from \( Q \). Moreover, we assume these observations from \( P \) and \( Q \) are mutually independent. For simplicity, we call \( \{(X^p_i, Y^p_i)\}_{i=1}^{n_P} \) the \( P \)-data and \( \{(X^q_i, Y^q_i)\}_{i=1}^{n_Q} \) the \( Q \)-data. Given future covariates \( X \) from \( Q_X \), we are interested in predicting its unknown binary label \( Y \) based on the full training data \( Z \), where

\[
Z = \{(X^p_1, Y^p_1), \ldots, (X^p_{n_P}, Y^p_{n_P}), (X^q_1, Y^q_1), \ldots, (X^q_{n_Q}, Y^q_{n_Q})\}. \tag{1.1}
\]

We adopt the posterior drift model proposed by Scott (2019), in which \( P_X \) and \( Q_X \) have common supports, whereas the conditional distributions of \( Y \) given \( X \) under \( P, Q \), namely \( \eta_P \) and \( \eta_Q \), are possibly different. In this model, \( P \) is the source distribution and \( Q \) is the target distribution. This model has been recently adopted by Cai and Wei (2019) in nonparametric classification who proposed an optimal adaptive kNN classifier. Since their method requires identifying the nearest covariates among all covariates in \( Z \), which requires \( n_P + n_Q \) attempts and might be computationally expensive. The computational cost easily scales up when the training data consists of observations from multiple distributions. Hence, it is interesting to design a more efficient algorithm that can achieve the same optimality.

1.2 Our Contributions

Our first contribution is to propose a more computationally efficient adaptive k-NN classifier, i.e., Algorithm 1 in Section 2. Notably, our method requires \( \max\{n_P, n_Q\} \) attempts to identify the nearest covariates. Consequently, the ratio of attempts required by Cai and Wei (2019) and Algorithm 1 is \( \frac{n_P + n_Q}{\max\{n_P, n_Q\}} \), which is nearly 2 if \( n_P \approx n_Q \) (see Figure 1). In other words, when \( P \)-data and \( Q \)-data have equal amount of data points, Algorithm 1 only requires nearly half computational cost of Cai and Wei (2019). The ratio of attempts fur-
ther increases if more source distributions are involved, hence, the computational cost of our method, compared to Cai and Wei (2019), will be further reduced. See discussions in Section 3.3.

Our second contribution is in theoretical aspect. We establish exact orders for the minimax excess risk when \((\eta_P, \eta_Q)\) are \((\beta_P, \beta_Q)\)-Hölder smooth (see Assumption A2). In contrast, Cai and Wei (2019) established exact orders for the minimax excess risk in the special case \(\beta_P = 0\). It turns out that when \(\beta_P > 0\), the minimax rate has a faster order, demonstrating the advantage of utilizing smooth source distributions. To describe our findings, consider \(n_Q = 0\) for simplicity. Below is a summary of the results in which the orders for the minimax excess risk demonstrate a phase transition characterized by a mutual relationship between \(\beta_P\) and \(\beta_Q\):

\[
\text{the minimax excess risk } = \begin{cases} 
  n_P^{\frac{(1+\alpha)\beta_Q}{(2\beta_P + d)}} & \text{if } \gamma \beta_P \leq \beta_P \leq \gamma d / \alpha, \\
  n_P^{\frac{(1+\alpha)\beta_Q}{\gamma \beta_P + d}} & \text{if } \beta_P < \gamma \beta_Q \leq \gamma d / \alpha,
\end{cases}
\] (1.2)

where \(\alpha > 0\) quantifies the Tsybakov noise level (see Assumption A3) and \(\gamma > 0\) measures the relative signal strength of \(P\) and \(Q\) (see Assumption A5). See Figure 2(a) for an
illustration of (1.2). Note that (1.2) excludes the regions $\beta_P > \gamma d/\alpha$ and $\beta_Q > d/\alpha$ in which only upper bounds on the minimax excess risk are available. Interestingly, the upper bounds are super fast ($\lesssim n_P^{-1}$), see Figure 2(b), which is consistent to the findings of Audibert and Tsybakov (2007). The orders of the minimax excess risk are fast ($\lesssim n_P^{-1/2}$) or in a nonparametric rate ($\gtrsim n_P^{-1/2}$) in other domains of $(\beta_P, \beta_Q)$. The results are further extended to general $n_Q$ in Section 3.2, and to multiple source distributions in Section 3.3.
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Figure 2: (a). Upper bounds (UB) and lower bounds (LB) of the minimax excess risk in different domains of $(\beta_P, \beta_Q)$. (b). Categories of the excess risk bounds characterized by $(\beta_P, \beta_Q)$. NP: nonparametric rate ($\approx n_P^{-1/2}$); Fast: fast rate ($\lesssim n_P^{-1/2}$); Super-Fast: super-fast rate ($\lesssim n_P^{-1}$).

2 A Computationally Efficient Adaptive kNN Classifier

In this section, we propose a computationally efficient adaptive kNN classifier. For any $\mathbf{x} \in [0, 1]^d$, $1 \leq k_P \leq n_P$ and $1 \leq i \leq k_P$, let $X_P^i(\mathbf{x})$ denote the $i$th nearest covariate of $\mathbf{x}$ among $X_1^P, X_2^P, \ldots, X_{n_P}^P$, and let $Y_P^i(\mathbf{x})$ denote the label of $X_P^i(\mathbf{x})$. One can similarly
define $X^Q_{(i)}(x)$ and $Y^Q_{(i)}(x)$. Let

$$
\hat{\eta}_{k_P}(x) = \frac{1}{k_P} \sum_{i=1}^{k_P} Y^P_{(i)}(x), \quad \hat{\eta}_{k_Q}(x) = \frac{1}{k_Q} \sum_{i=1}^{k_Q} Y^Q_{(i)}(x).
$$

(2.1)

Here $\hat{\eta}_{k_P}(x)$ ($\hat{\eta}_{k_Q}(x)$) is the $k$NN estimator of $\eta_P(x)$ ($\eta_Q(x)$) based on the $P$-data ($Q$-data).

Inspired from Cai and Wei (2019), we can aggregate $\hat{\eta}_{k_P}$ and $\hat{\eta}_{k_Q}$ into a weighted $k$NN estimator:

$$
\hat{\eta}_{NN}(x) = \frac{w_P k_P \hat{\eta}_{k_P}(x) + w_Q k_Q \hat{\eta}_{k_Q}(x)}{w_P k_P + w_Q k_Q},
$$

where $w_P, w_Q$ are positive weights. The corresponding $k$NN classifier $\hat{f}_{NN}$ is then defined as

$$
\hat{f}_{NN}(x) := \mathbb{I}(\hat{\eta}_{NN}(x) \geq 1/2) = \begin{cases} 
1, & \text{if } \hat{\eta}_{NN}(x) \geq 1/2, \\
0, & \text{if } \hat{\eta}_{NN}(x) < 1/2,
\end{cases} \quad \text{for any } x \in [0, 1]^d. \quad (2.2)
$$

A limitation of $\hat{f}_{NN}$ is that it requires predetermined $k_P, k_Q, w_P, w_Q$. To address this, we propose Algorithm 1 in which the parameters are data-driven.

To ease presentation, Algorithm 1 has only considered $n_P \geq n_Q$. When $n_P < n_Q$, by flipping $n_P$ and $n_Q$ we can set $k_P = \lfloor k_Q n_P/n_Q \rfloor$ during the loops until the same stopping rule is met. Below we discuss the intuition why Algorithm 1 performs optimal. Let $\rho = \frac{w_P k_P}{w_P k_P + w_Q k_Q}$, so we can rewrite $\hat{\eta}_{NN}$ as $\hat{\eta}_{NN}(x) = \rho \hat{\eta}_{k_P}(x) + (1 - \rho) \hat{\eta}_{k_Q}(x)$, whose “signal,” defined as the absolute deviation from random guess, and “standard deviation” are given as $|\hat{\eta}_{NN}(x) - 1/2|$ and $\sqrt{\rho^2/k_P + (1 - \rho)^2/k_Q}$, respectively. During each loop, Algorithm 1 finds the “optimal” $\rho$ that minimizes the “signal-to-noise” ratio:

$$
\hat{\rho} = \text{argmin}_{\rho} \frac{|\hat{\eta}_{NN}(x) - 1/2|}{\sqrt{\rho^2/k_P + (1 - \rho)^2/k_Q}}.
$$

(2.3)
Algorithm 1: An Adaptive kNN Algorithm

**Input:** $P$-data ($X_1^P, Y_1^P$), . . . , ($X_{n_P}^P, Y_{n_P}^P$), $Q$-data ($X_1^Q, Y_1^Q$), . . . , ($X_{n_Q}^Q, Y_{n_Q}^Q$) with $n_P \geq n_Q$, and new features $x$;

**Initiation:** set $k_P = 0$;

**while** $k_P < n_P$ **do**

update $k_P := k_P + 1$ and $k_Q := \lfloor k_P n_Q / n_P \rfloor$;

calculate $\hat{\eta}_{k_P}$ and $\hat{\eta}_{k_Q}(x)$ (set $\hat{\eta}_{k_Q}(x) = 1/2$ if $k_Q = 0$);

calculate

$$r_{k_P} = \begin{cases} \sqrt{k_P(\hat{\eta}_{k_P}(x) - 1/2)^2 + k_Q(\hat{\eta}_{k_Q}(x) - 1/2)^2} & \text{if } sign(\hat{\eta}_{k_P}(x) - 1/2) = sign(\hat{\eta}_{k_Q}(x) - 1/2); \\ \max\{\sqrt{k_P|\hat{\eta}_{k_P}(x) - 1/2|}, \sqrt{k_Q|\hat{\eta}_{k_Q}(x) - 1/2|}\} & \text{if } sign(\hat{\eta}_{k_P}(x) - 1/2) \neq sign(\hat{\eta}_{k_Q}(x) - 1/2); \end{cases}$$

**if** $r_{k_P} > \sqrt{[d + \log(n_P + n_q)]\log(n_P + n_q)}$ **or** $k_P = n_P$ **then**

set $\hat{k}_P = k_P$ and $\hat{k}_Q = k_Q$;

exit loop;

**end if**

**end while**

calculate $\hat{\eta}_{k_P}(x), \hat{\eta}_{k_Q}(x)$;

**Output:** classifier $f_{pq}(x) = \mathbb{I}(k_P(\hat{\eta}_{k_P}(x) - 1/2) + k_Q(\hat{\eta}_{k_Q}(x) - 1/2) \geq 0)$.

By direct calculations, the minimal value of (2.3) is $r_{k_P}$ which is achieved at $\rho = \hat{\rho}$. Therefore, Algorithm 1 scans the first $k_P$ such that the minimal “signal-to-noise” ratio $r_{k_P}$ is greater than a threshold $\sqrt{[d + \log(n_P + n_q)]\log(n_P + n_q)}$. The choice of such threshold is inspired from Cai and Wei (2019), under which it can be shown that, with high probability, $\mathbb{E}(\hat{\eta}_{NN}(x)|x)$ and $\hat{\eta}_{NN}(x)$ have the same sign. Here $X := \{X_1^P, \ldots, X_{n_P}^P, X_1^Q, \ldots, X_{n_Q}^Q\}$ is the collection of all covariates. Under assumptions in Section 3, it can be shown that $\mathbb{E}(\hat{\eta}_{NN}(x)|x)$ has the same sign as $\eta_{Q}(x)$, so $\hat{\eta}_{NN}(x)$ is asymptotically optimal.

To conclude this section, we briefly discuss the computing advantage of our method. In Algorithm 1, $(k_P, k_Q)$ is selected over $\{(k_P, k_Q) : k_Q = \lfloor k_P n_Q / n_P \rfloor, 1 \leq k_P \leq \max\{n_P, n_Q\}\}$ which requires $\max\{n_P, n_Q\}$ attempts. In contrast, Cai and Wei (2019) selects $(k_P, k_Q)$ over a set of cardinality $n_P + n_Q$, hence, requires $n_P + n_Q$ attempts. Therefore, Algorithm 1 is computationally more feasible than Cai and Wei (2019).
3 Asymptotic Theory

In this section, we explore the asymptotic properties of \( \hat{f}_{NN} \) in (2.2) and \( \hat{f}_{pa} \) provided in Algorithm 1. We start from the easier case \( n_Q = 0 \), and proceed to the general case \( n_Q \neq 0 \).

3.1 Minimax Rate for the Excess Risk when \( n_Q = 0 \)

When \( n_Q = 0 \), we have \( \hat{f}_{NN}(x) = \mathbb{I}(\hat{\eta}_{k_P}(x) \geq 1/2) \), where \( \hat{\eta}_{k_P}(x) \) is given in (2.1). Meanwhile, by (2.3) we have \( \hat{\rho} = 1 \). Thus, Algorithm 1 becomes the following Algorithm 2.

| Algorithm 2: An Adaptive kNN Algorithm under \( n_Q = 0 \) |
|-----------------------------------------------|
| **Input:** P-data \( (X_1^P, Y_1^P), \ldots, (X_{n_P}^P, Y_{n_P}^P) \) and new features \( x \); |
| **Initiation:** set \( k_P = 0 \); |
| **while** \( k_P < n_P \) **do** |
| update \( k_P := k_P + 1 \); |
| calculate \( \hat{\eta}_{k_P}(x) = \frac{1}{k_P} \sum_{i=1}^{k_P} Y_i^P(x) \); |
| calculate \( r_{k_P} = \sqrt{k_P \left| \hat{\eta}_{k_P}(x) - 1/2 \right|} \); |
| **if** \( r_{k_P} > \sqrt{\frac{d + \log(n_P) \log(n_P)}{2}} \) **or** \( k = n_P \) **then** |
| set \( \hat{k}_P = k_P \); |
| exit loop; |
| **end if** |
| **end while** |
| calculate \( \hat{\eta}_{k_P}(x) \); |
| **Output:** classifier \( \hat{f}_{pa}(x) = \mathbb{I}(\hat{\eta}_{k_P}(x) \geq 1/2) \). |

Before investigating the asymptotic properties of the above classifiers, we introduce some technical assumptions. Throughout, let \( \lambda \) denote the Lebesgue measure on \( \mathbb{R}^d \).

**Assumption A1.** *(Common Support and Strong Density)* There exist an \( \Omega \subset [0, 1]^d \) and constants \( c_\lambda, r_\lambda > 0 \) such that

(a) \( \Omega \) is the common support of the marginal distributions \( P_x \) and \( Q_x \);

(b) \( \lambda(\Omega \cap B(x, r)) \geq c_\lambda \lambda(B(x, r)) \) for all \( 0 < r < r_\lambda \) and \( x \in \Omega \);
(c) \( c_\lambda < \frac{dF_{\lambda}(x)}{d\lambda}(x) < c_\lambda^{-1} \) and \( c_\lambda < \frac{dQ_{\lambda}(x)}{d\lambda}(x) < c_\lambda^{-1} \), for all \( x \in \Omega \).

**Assumption A2.** (Hölder Smoothness) There exist constants \( C_{\beta} > 0 \) and \( \beta_P, \beta_Q \in [0, 1] \) with \( \max(\beta_P, \beta_Q) > 0 \) such that \( (\eta_P, \eta_Q) \) are \((\beta_P, \beta_Q)\)-Hölder smooth, i.e., \(|\eta_P(x_1) - \eta_P(x_2)| \leq C_{\beta}\|x_1 - x_2\|^{\beta_P}\) and \(|\eta_Q(x_1) - \eta_Q(x_2)| \leq C_{\beta}\|x_1 - x_2\|^{\beta_Q}\) for all \( x_1, x_2 \in \Omega \).

**Assumption A3.** (Tsybakov’s Noise Condition) There exist constants \( \alpha \geq 0 \) and \( C_{\alpha} > 0 \) such that, for all \( t \in (0, 1/2] \), \( Q_X(|\eta_Q(X) - 1/2| < t) \leq C_{\alpha}t^\alpha \).

**Assumption A4.** (Relative Signal Exponent Condition) For all \( x \in \Omega \), it holds that

(a) \( (\eta_P(x) - 1/2)(\eta_Q(x) - 1/2) \geq 0 \);

(b) \( |\eta_P(x) - 1/2| \geq C_{\gamma}|\eta_Q(x) - 1/2|^{\gamma} \) for some constants \( \gamma, C_{\gamma} > 0 \).

Assumption A1 consists of three aspects. Assumption A1(a) requires \( \text{supp}(Q_X) = \text{supp}(P_X) \) which can be relaxed to \( \text{supp}(Q_X) \subseteq \text{supp}(P_X) \) with a slight modification in the proof. The latter is necessary since otherwise there will be a covariate in \( \text{supp}(Q_X) \setminus \text{supp}(P_X) \) which is unpredictable by the \( P \)-data. Assumptions A1(b) and A1(c) are the so-called Strong Density Assumption commonly used in literature (see Audibert and Tsybakov, 2007). Assumption A1(b) regularizes the feature space \( \Omega \). Assumption A1(c) assumes that the densities of \( P_X \) and \( Q_X \) are bounded away from zero and infinity.

Assumption A2 requires that \( \eta_P \) and \( \eta_Q \) are Hölder smooth with orders \( \beta_P \) and \( \beta_Q \), which includes the special case \( \beta_P = 0 \) in Cai and Wei (2019). Assumption A3 is the so-called Tsybakov noise condition with a noise exponent \( \alpha \) (see Mammen et al., 1999; Audibert and Tsybakov, 2007). Assumption A4, firstly introduced by Cai and Wei (2019), consists of two parts. Assumption A4(a) requires that the Bayes classifiers \( f_P^*(\cdot) = \mathbb{I}(\eta_P(\cdot) \geq 1/2) \) and \( f_Q^*(\cdot) = \mathbb{I}(\eta_Q(\cdot) \geq 1/2) \) are essentially the same. Assumption A4(b) measures the relative signal strength of \( P \) and \( Q \). Similar assumption is also proposed by Hanneke and Kpotufe (2019).
Recall that the excess risk of $\hat{f}_{NN}$ under $Q$ is defined as

$$R_Q(\hat{f}_{NN}) = \mathbb{E}(\mathcal{E}_Q(\hat{f}_{NN})) - \mathcal{E}_Q(f^*_Q),$$

where $\mathcal{E}_Q(f) = Q(f(X) \neq Y)$ is the classification risk of classifier $f : \Omega \to \{0, 1\}$ under $Q$, and $f^*_Q$ is the Bayes classifier defined as $f^*_Q(\cdot) = \mathbb{I}(\eta_Q(\cdot) \geq 1/2)$. Let $\Pi(\theta)$ be the collection of $(P, Q)$ satisfying Assumptions A1-A4, where $\theta = \{\alpha, \beta_P, \beta_Q, \gamma, c_\lambda, r_\lambda, C_\beta, C_\alpha, C_\gamma\}$ is the collection of constants in the statements of the above assumptions. Based on the above assumptions and notation, the following theorem provides upper bounds for the excess risk of $\hat{f}_{NN}$ and $\hat{f}_{pa}$ in the special case $n_Q = 0$.

**Theorem 1.** The following statements hold when $n_Q = 0$:

(a) If $\beta_P > \gamma \beta_Q$ and $k_P = n_P^{\frac{2\beta_P}{2\beta_P + d}}$, then $\sup_{(P, Q) \in \Pi(\theta)} R_Q(\hat{f}_{NN}) \lesssim n_P^{\frac{(1+\alpha)\beta_P}{n(2\beta_P + d)}}$;

(b) If $\beta_P \leq \gamma \beta_Q$ and $k_P = n_P^{\frac{2\gamma \beta_Q}{2\gamma \beta_Q + d}}$, then $\sup_{(P, Q) \in \Pi(\theta)} R_Q(\hat{f}_{NN}) \lesssim n_P^{\frac{(1+\alpha)\beta_P}{2\gamma \beta_Q + d}}$.

Moreover, the following holds for the classifier proposed in Algorithm 2:

(a) If $\beta_P > \gamma \beta_Q$, then $\sup_{(P, Q) \in \Pi(\theta)} R_Q(\hat{f}_{pa}) \lesssim \left(\frac{n_P}{\log(n_P)}\right)^{-\frac{(1+\alpha)\beta_P}{n(2\beta_P + d)}}$;

(b) If $\beta_P \leq \gamma \beta_Q$, then $\sup_{(P, Q) \in \Pi(\theta)} R_Q(\hat{f}_{pa}) \lesssim \left(\frac{n_P}{\log(n_P)}\right)^{-\frac{(1+\alpha)\beta_Q}{2\gamma \beta_Q + d}}$.

Theorem 1 provides upper bounds for the excess risk of $\hat{f}_{NN}$ and $\hat{f}_{pa}$ over $(P, Q) \in \Pi(\theta)$ in two smoothness scenarios: $\beta_P > \gamma \beta_Q$ and $\beta_P \leq \gamma \beta_Q$. Up to logarithmic sacrifice, $\hat{f}_{pa}$ performs equally well as $\hat{f}_{NN}$. When $\gamma$ is small, all upper bounds become smaller, indicating that more information has been transferred from $P$ to $Q$ to boost the classification performance.

Under certain circumstances, the excess risk has a very fast convergence rate. For instance, the excess risk is faster than $n_P^{-1/2}$ if $\beta_P > \gamma \beta_Q$ and $2(1 + \alpha - \gamma)\beta_P \geq \gamma d$, or $\beta_P \leq \gamma \beta_Q$ and $2(1 + \alpha - \gamma)\beta_Q \geq d$; it is faster than $n_P^{-1}$ if $\beta_P > \gamma \beta_Q$ and $(1 + \alpha - 2\gamma)\beta_P \geq \gamma d$, or...
or $\beta_p \leq \gamma \beta_Q$ and $2(1 + \alpha - \gamma)\beta_Q \geq d$. It is easy to see that these results degenerate to Audibert and Tsybakov (2007) in the conventional setting $P = Q$ and $\gamma = 1$. Our findings are summarized in Figure 2(b).

The following theorem provides the minimax lower bounds for the excess risk.

**Theorem 2.** If $n_Q = 0$, then the following statements hold:

(a) If $\beta_P > \gamma \beta_Q$ and $\alpha \beta_P \leq \gamma d$, then
\[
\inf_{\hat{f}} \sup_{P, Q \in \Pi(\theta)} \mathcal{R}_Q(\hat{f}) \geq c n_P \frac{(1+\alpha)\beta_P}{\gamma(2\beta_P+d)};
\]

(b) If $\beta_P \leq \gamma \beta_Q$ and $\alpha \beta_Q \leq d$, then
\[
\inf_{\hat{f}} \sup_{P, Q \in \Pi(\theta)} \mathcal{R}_Q(\hat{f}) \geq c n_P \frac{(1+\alpha)\beta_Q}{2\gamma \beta_Q+d},
\]

where $c$ is a positive constant relying on $\theta$, and the infimum is taken over classifiers constructed on the $P$-data.

We emphasize that the conditions $\alpha \beta_P \leq \gamma d$ and $\alpha \beta_Q \leq d$ are necessary to obtain minimax lower bounds. In fact, in the special case $P = Q$, we have $\beta_P = \beta_Q$ and $\gamma = 1$, so both conditions reduce to $\alpha \beta_Q \leq d$, which was used by Audibert and Tsybakov (2007) to establish the minimax lower bounds for the excess risk. Without assuming $\alpha \beta_Q \leq d$, the minimax lower bound remains unknown (see Andrea and Samory, 2017).

Combining Theorem 1 and Theorem 2, we immediately have the following conclusion:

(a) If $\beta_P > \gamma \beta_Q$ and $\alpha \beta_P \leq \gamma d$, then
\[
\inf_{\hat{f}} \sup_{(P, Q) \in \Pi(\theta)} \mathcal{R}_Q(\hat{f}) = n_P \frac{(1+\alpha)\beta_P}{\gamma(2\beta_P+d)};
\]

(b) If $\beta_P \leq \gamma \beta_Q$ and $\alpha \beta_Q \leq d$, then
\[
\inf_{\hat{f}} \sup_{(P, Q) \in \Pi(\theta)} \mathcal{R}_Q(\hat{f}) = n_P \frac{(1+\alpha)\beta_Q}{2\gamma \beta_Q+d}.
\]

Consequently, $\hat{f}_{NN}$ and $\hat{f}_{pa}$ both achieve the minimax optimal convergence rate. The optimal rate does not change when $\beta_P \in [0, \gamma \beta_Q]$, while it tends to zero faster when $\beta_Q \in (\gamma \beta_Q, 1]$. The above conclusions are summarized in Figure 2(a) in which a phase transition phenomenon is observed.
3.2 Extensions to General $n_Q$

We extend the results in Section 3.1 to general $n_Q$. We need the following assumption, a stronger version of Assumption A4.

**Assumption A5.** *(Mutual Relative Signal Exponent Condition)* For all $x \in \Omega$, it holds that

1. $(\eta_P(x) - 1/2)(\eta_Q(x) - 1/2) \geq 0$;
2. $C_\gamma |\eta_Q(x) - 1/2|^{\gamma} \leq |\eta_P(x) - 1/2| \leq C^{-1}_\gamma |\eta_Q(x) - 1/2|^{\gamma}$ for some constants $\gamma, 0 < C_\gamma < 1$.

Assumption A5 requires an additional upper bound $|\eta_P(x) - 1/2| \leq C^{-1}_\gamma |\eta_Q(x) - 1/2|^{\gamma}$ in comparison with Assumption A4. After rewriting this bound as $|\eta_Q(x) - 1/2| \geq C^{1/\gamma}_\gamma |\eta_P(x) - 1/2|^{1/\gamma}$, we can see the additional condition essentially requires $1/\gamma$ being the relative signal exponent of $Q$ with respective to $P$, which assesses the information that can be transferred from $Q$ to $P$ (see the discussion right after Theorem 1). Therefore, it is reasonable to view $\gamma$ as the *mutual relative signal exponent*.

Let $\Pi'(\theta)$ be the collection of $(P, Q)$ satisfying Assumptions A1, A2, A3 and A5, where $\theta = \{\alpha_p, \beta_p, \gamma, \epsilon, \nu, C_\beta, C_\alpha, C_\gamma\}$ is the collection of constants involved in the corresponding assumptions. Clearly, $\Pi'(\theta)$ is a subset of $\Pi(\theta)$. The following theorem extends the results in Theorem 1 to general $n_Q$.

**Theorem 3.** Suppose that either $n_Q \to \infty$ or $n_P \to \infty$. Then the following statements hold:

1. If $\beta_p > \gamma \beta_Q$, $w_Q = \delta$, $w_P = \delta^{\gamma}$, $k_Q = n_Q \delta^{\gamma \delta P}$, and $k_P = n_P \delta^{\gamma \delta P}$, then $\delta = (n_P^{2^{3\beta_p + \gamma_d}} + n_Q)^{\beta_p^{2^{3\beta_p + \gamma_d}}} + n_Q^{1/2^{3\beta_p + \gamma_d}}$.

$$\sup_{(P,Q) \in \Pi'(\theta)} R_Q(\hat{f}_{NN}) \leq \left(\frac{n_P^{2^{3\beta_p + \gamma_d}}}{n_P^{2^{3\beta_p + \gamma_d}}} + n_Q\right)^{\beta_p^{2^{3\beta_p + \gamma_d}}}.$$  (3.1)
\textbf{Theorem 4.} The following statements hold:

(a) If $\beta_P \geq \gamma \beta_Q$, then

$$\sup_{(P,Q) \in \Pi(\theta)} \mathcal{R}_Q(\hat{f}_{NN}) \lesssim (n_P^{\frac{2\beta_Q^+ d}{2\gamma Q^+d}} + n_Q)^{-\frac{\beta_Q(1+\alpha)}{2\beta Q^+d}}.$$ \hspace{2cm} (3.2)

Moreover, the adaptive classifier proposed in Algorithm 1 has the following properties:

(b) If $\beta_P \leq \gamma \beta_Q$, then

$$\sup_{(P,Q) \in \Pi(\theta)} \mathcal{R}_Q(\hat{f}_{pa}) \lesssim (n_P^{\frac{2\beta_Q^+ d}{2\gamma Q^+d}} + n_Q)^{-\frac{\beta_Q(1+\alpha)}{2\beta Q^+d}}.$$ \hspace{2cm} (3.3)

When $n_Q = 0$, (3.2) and (3.3) degenerate to Theorem 1 both being optimal thanks to
Theorem 2. For general $n_Q$, (3.2) is optimal thanks to Theorem 4 (b), whereas (3.3) is
substantially slower than the lower bound stated in Theorem 4 (a).
(a) If $\beta_P > \gamma Q$ and $\alpha \beta_P \leq \gamma d$, then
\[
inf \sup_{f \in \Pi(\theta)} \mathcal{R}_Q(f) \geq \inf \sup_{f \in \Pi'(\theta)} \mathcal{R}_Q(f) \geq c(n_P^{\frac{2\beta_P + \gamma d}{\gamma d(2\beta_P + d)}} + n_Q)^{-\frac{\beta_P (1 + \alpha)}{2\beta_P + \gamma d}};
\]

(b) If $\beta_P \leq \gamma Q$ and $\alpha \beta_Q \leq d$, then
\[
inf \sup_{f \in \Pi(\theta)} \mathcal{R}_Q(f) \geq \inf \sup_{f \in \Pi'(\theta)} \mathcal{R}_Q(f) \geq c(n_P^{\frac{2\beta_Q + d}{\gamma d(2\beta_Q + d)}} + n_Q)^{-\frac{\beta_Q (1 + \alpha)}{2\beta_Q + d}},
\]

where $c$ is a constant depending on $\theta$, and the infimum is taken over the classifiers constructed based on the entire data $\mathcal{Z}$ described in (1.1).

Theorem 4 provides lower bounds for the minimax excess risk under $\Pi(\theta)$ and $\Pi'(\theta)$. Combining Theorem 3 and Theorem 4, we get that

(a) if $\beta_P > \gamma Q$ and $\alpha \beta_P \leq \gamma d$, then $\inf \sup_{(P,Q) \in \Pi(\theta)} \mathcal{R}_Q(\hat{f}) = (n_P^{\frac{2\beta_P + \gamma d}{\gamma d(2\beta_P + d)}} + n_Q)^{-\frac{\beta_P (1 + \alpha)}{2\beta_P + \gamma d}}$;

(b) if $\beta_P \leq \gamma Q$ and $\alpha \beta_Q \leq d$, then $\inf \sup_{(P,Q) \in \Pi'(\theta)} \mathcal{R}_Q(\hat{f}) = (n_P^{\frac{2\beta_Q + d}{\gamma d(2\beta_Q + d)}} + n_Q)^{-\frac{\beta_Q (1 + \alpha)}{2\beta_Q + d}}$.

In view of Theorems 1-4 and (3.3), we summarize the (sub)optimality of convergence rate for the minimax excess risk in the following Table 1.

| $n_Q = 0$ | $n_Q > 0$ | $\beta_P \leq \gamma Q, \alpha \beta_Q \leq d$ | $\beta_P > \gamma Q, \alpha \beta_P \leq \gamma d$ |
|---|---|---|---|
| rate for $\inf \sup_{(P,Q) \in \Pi(\theta)} \mathcal{R}_Q(\hat{f})$ | rate for $\inf \sup_{(P,Q) \in \Pi'(\theta)} \mathcal{R}_Q(\hat{f})$ | Optimal | Optimal |
| Optimal | Optimal |
| rate for $\inf \sup_{(P,Q) \in \Pi(\theta)} \mathcal{R}_Q(\hat{f})$ | Optimal | Optimal |
| Optimal | Suboptimal |

Table 1: (Sub)optimality of convergence rate for the minimax excess risk in different regimes.
3.3 Extensions to Multiple Sources

In this section, we extend the previous results to the scenario where the data come from multiple sources. Multi-source scenario is common in big data research (Zhang et al., 2015; Shang and Cheng, 2017). Suppose that, for \( 1 \leq j \leq m \), the observations \((X_{1j}, Y_{1j}), \ldots, (X_{nj_j}, Y_{nj_j})\) are generated from a source distribution \(P_j\). Without loss of generality, assume \(n_1 \geq n_2 \geq \ldots \geq n_m\). Let \(Q\) be the target distribution. For simplicity, assume \(n_Q = 0\), though the results are extendable to general \(n_Q\). Similar to Section 3.1, define the kNN classifier as follows:

\[
\hat{f}_{NN}(x) = \mathbb{I}(\hat{P}_{NN}(x) \geq 1/2),
\]

where \(\hat{P}_{NN}(x) = \sum_{j=1}^{m} w_j k_j \hat{P}_j(x) / \sum_{j=1}^{m} w_j k_j\), \(\hat{P}_j(x)\) is the kNN estimator of \(P_j(Y_P = 1|X_P = x)\) based on the \(k_j\) nearest covariates in \(P_j\)-data, and \(w_j > 0\) is the corresponding weight. We also propose an adaptive classifier \(\hat{f}_{pa}\) in Algorithm 3 in which the parameters \(w_j\)’s and \(k_j\)’s are data-driven. Note that Algorithm 3 selects the tuple \((k_1, \ldots, k_m)\) over \(\{(k_1, \ldots, k_m) : k_j = \lfloor k_1 n_j / n_1 \rfloor, 2 \leq j \leq m, 1 \leq k_1 \leq n_1\}\), which requires \(\max\{n_1, \ldots, n_m\}\) (which is \(n_1\)) attempts. In contrast, Cai and Wei (2019) requires \(n_1 + \cdots + n_m\) attempts to select the tuple, hence, the ratio of attempts for Cai and Wei (2019) and Algorithm 3 is \(\frac{n_1 + \cdots + n_m}{\max\{n_1, \ldots, n_m\}}\) which is nearly \(m\) if \(n_1 = \cdots = n_m\).

We extend the theoretical results in Sections 3.1 and 3.2 to multi-source scenario. For that, let \(\theta_m = \{\alpha, \beta_1, \ldots, \beta_m, \beta_Q, \gamma_1, \ldots, \gamma_m, c, r, C_{\alpha}, C_{\beta}, C_{\gamma}\}\) and \(\Pi_m(\theta_m)\) be the collection of tuples \((P_1, \ldots, P_m, Q)\) such that \((P_j, Q) \in \Pi'(\alpha, \beta_j, \beta_Q, \gamma_j, c, r, C_{\beta}, C_{\alpha}, C_{\gamma})\) for \(j = 1, \ldots, m\).

**Theorem 5.** Let \(\beta^* = \min\{\beta_1, \ldots, \beta_m, \beta_Q\}\), \(\delta = \left(\sum_{s=1}^{m} n_s^{-\frac{2\beta^*+d}{2\beta^*}}\right)^{-\frac{\beta^*}{2\beta^*+d}}\). If \(w_j = \delta^j\)
Algorithm 3: Multiple-Sample Pointwise Adaptive KNN

**Input:** data \((X_1^{P_j}, Y_1^{P_j}), \ldots, (X_n^{P_j}, Y_n^{P_j})\) for \(j = 1, \ldots, m\) and new features \(x\);

**Initialization:** set \(k_1 = 0\);

**while** \(k_1 < n_1\) **do**

update \(k_1 := k_1 + 1\) and \(k_j := \lfloor k_1 n_j/n_1 \rfloor\) for \(j = 2, \ldots, m\);

calculate \(\hat{\eta}_{k_j}(x) = \frac{1}{k_j} \sum_{i=1}^{k_j} Y_{(i)}^{P_j}(x)\) (set \(\hat{\eta}_{k_j} = 1/2\) if \(k_j = 0\)) for \(j = 1, \ldots, m\);

calculate \(r_{k_1}^+ = \sqrt{\sum_{j=1}^{m} \mathbb{I}(\hat{\eta}_{k_j}(x) \geq 1/2)k_j(\hat{\eta}_{k_j}(x) - 1/2)^2}\)

calculate \(r_{k_1}^- = \sqrt{\sum_{j=1}^{m} \mathbb{I}(\hat{\eta}_{k_j}(x) < 1/2)k_j(\hat{\eta}_{k_j}(x) - 1/2)^2}\)

calculate \(r_{k_1} = \max(r_{k_1}^+, r_{k_1}^-)\);

**if** \(r_{k_1} > \sqrt{[d + \log(\sum_{j=1}^{s} n_j)] \log(\sum_{j=1}^{s} n_j)}\) \(\text{or } k_1 = n_1\) **then**

set \(\hat{k}_j = k_j\) for \(j = 1, \ldots, m\);

exit loop;

**end if**

**end while**

calculate \(\hat{\eta}_{k_j}(x)\) (set \(\hat{\eta}_{k_j}(x) = 1/2\) if \(\hat{k}_j = 0\)) for \(j = 1, \ldots, m\);

**Output:** classifier \(\hat{f}_{pa}(x) = \mathbb{I}(\sum_{j=1}^{m} k_j(\hat{\eta}_{k_j}(x) - 1/2) \geq 0).\)

and \(k_j = n_j \delta^s\) for all \(j = 1, \ldots, m\), then the following holds:

\[
\sup_{(P_1, \ldots, P_m, Q) \in \Pi_m(\theta_m)} \mathcal{R}_Q(\hat{f}_{NN}) \lesssim \left( \sum_{s=1}^{m} \frac{2^s \gamma^{s+d}}{n_s} \right)^{\frac{\beta^s(1+\alpha)}{2^s \gamma^s \beta^s + d}},
\]

\[
\sup_{(P_1, \ldots, P_m, Q) \in \Pi_m(\theta_m)} \mathcal{R}_Q(\hat{f}_{pa}) \lesssim \left( \sum_{s=1}^{m} \frac{n_s}{\log^2(\sum_{j=1}^{s} n_j)} \right)^{\frac{2^s \gamma^{s+d}}{2^s \gamma^s \beta^s + d}} \frac{\beta^s(1+\alpha)}{2^s \gamma^s \beta^s + d}.
\]

Furthermore, there exists a constant \(c < 0\) depending on \(\theta_m\) such that

\[
\inf_{\hat{f}} \sup_{(P_1, \ldots, P_m, Q) \in \Pi_m(\theta_m)} \mathcal{R}_Q(\hat{f}) \geq c \left( \sum_{s=1}^{m} \frac{n_s}{n_s^{2^s \beta^s \gamma^s + d}} \right)^{-\frac{\beta^s(1+\alpha)}{2^s \gamma^s \beta^s + d}},
\]

where the infimum is taken over the classifiers based on the entire data \((X_i^{P_j}, Y_i^{P_j})\), \(j = 1, \ldots, m\), \(i = 1, \ldots, n_j\).
Theorem 5 derives an exact order for the minimax excess risk in multi-source scenario:

\[
\inf_{\hat{f}} \sup_{(P_1, \ldots, P_m, Q) \in \Pi_m(\theta_m)} \mathcal{R}_Q(\hat{f}) = \left( \sum_{s=1}^{m} n_s \frac{2\beta^*_s + d}{2\beta^*_s + d} \right)^{-\frac{\beta^*_s(1 + \alpha)}{2\beta^*_s + d}}.
\]

In the special case with \( m = 2, P_1 = P \) and \( P_2 = Q \), the RHS of (3.4) becomes the upper bounds in Theorem 3. Moreover, both \( \hat{f}_{NN} \) and \( \hat{f}_{pa} \) are proven minimax optimal. The proof of Theorem 5 is similar to Theorems 3 and 4, hence, is omitted.

4 Monte Carlo Experiments

In this section, we investigate the finite-sample performance of the proposed algorithms through Monte Carlo experiments. We chose \( P, Q \), the source and target distributions, to be uniform on \([0, 1]^2\). The data generating process (DGP) proceeds by first generating features \( X \sim Q \) and then generating label \( Y \sim \eta_Q \). Various choices of \( \eta_P, \eta_Q \) are summarized below.

DGP 1: For \( x \in [0, 1]^2 \), \( \kappa \in [0, 1] \), \( \gamma \in (0, \infty) \),

\[
\eta_Q(x) = \begin{cases} 
\kappa \left( \frac{||x||}{\sqrt{2}} - \frac{1}{2} \right) + \frac{1}{2}, & \text{if the ten-billionth value of } ||x||/\sqrt{2} \text{ is even;} \\
\kappa^\gamma \left( \frac{||x||}{\sqrt{2}} - \frac{1}{2} \right) + \frac{1}{2}, & \text{if the ten-billionth value of } ||x||/\sqrt{2} \text{ is odd,}
\end{cases}
\]

and

\[
\eta_P(x) = \text{sign} \left( \frac{||x||}{\sqrt{2}} - \frac{1}{2} \right) \kappa^\gamma \left| \frac{||x||}{\sqrt{2}} - \frac{1}{2} \right| + \frac{1}{2}.
\]

DGP 2: For \( x \in [0, 1]^d \), \( \kappa \in [0, 1] \), \( \gamma \in (0, \infty) \),

\[
\eta_Q(x) = \kappa \left( \frac{||x||}{\sqrt{2}} - \frac{1}{2} \right) + \frac{1}{2},
\]
and

\[ \eta_P(x) = \begin{cases} 
\text{sign} \left( \frac{|x|}{\sqrt{2}} - \frac{1}{2} \right) \kappa \gamma \left| \frac{|x|}{\sqrt{2}} - \frac{1}{2} \right| + \frac{1}{2}, & \text{if the ten-billionth value of } \|x\|/\sqrt{2} \text{ is even;} \\
\text{sign} \left( \frac{|x|}{\sqrt{2}} - \frac{1}{2} \right) (1.2\kappa)^\gamma \left| \frac{|x|}{\sqrt{2}} - \frac{1}{2} \right| + \frac{1}{2}, & \text{if the ten-billionth value of } \|x\|/\sqrt{2} \text{ is odd.}
\end{cases} \]

We will comment both DGPs satisfy Assumptions A1, A2, A3, A5 are all satisfied. Since \( X \) is uniformly distributed on \([0, 1]^2\) under both \( P \) and \( Q \), Assumption A1 holds. Obviously, we have \((\beta_Q, \beta_P) = (0, \gamma)\) and \((\beta_Q, \beta_P) = (1, 0)\) which implies Assumption A2. We can verify Assumption A3 with \( \alpha = 1 \) in both DPGs, and show that Assumption A5 is satisfied for both DGPs with

\[ \kappa^{\gamma(1-\gamma)}|\eta_Q(x) - 1/2|\gamma \leq |\eta_P(x) - 1/2| \leq |\eta_Q(x) - 1/2|\gamma \]

and

\[ |\eta_Q(x) - 1/2|\gamma \leq |\eta_P(x) - 1/2| \leq 1.2\gamma |\eta_Q(x) - 1/2|\gamma. \]

Heuristically, with a larger \( \kappa \), both \( |\eta_Q(x) - 1/2| \) and \( |\eta_P(x) - 1/2| \) become stronger, which makes the classification problem easier. In both DGPs, we chose \( \gamma = 0.6, \kappa = 0.1, 0.2, \ldots, 0.9 \) and \( n_Q = 2000, n_P = 200, 500, 1000, 2000, 3500, 5000 \). We considered three competitors: (kNNCW) the adaptive algorithm proposed in Cai and Wei (2019); (kNNQ) naive kNN on \( Q \)-data only; (kNNALL) naive kNN on the entire data \( Z \) (recall that \( Z \) is the collection of both \( P \)-data and \( Q \)-data). To approximate the classification accuracy, we generated new features \( x^{\text{new}} \) and calculated their predicted label \( y^* = \mathbb{I}(\eta_Q(x^{\text{new}}) \geq 1/2) \) based on Bayes classifier, and the classification accuracy of the proposed algorithms is approximated by the percentage of producing the same prediction as \( y^* \) over 1000 replicated trials. Moreover, we compare the runtime of Algorithm 1 and kNNCW in different settings.

Numerical results are summarized in Figures 3-6, in which several interesting findings
can be observed. First, under different combinations of \( n_P \) and \( \kappa \), the performance of Algorithm 1 is almost identical to \( kNNCW \) in both DGPs, which meets the theoretical results of Theorem 3. Second, when increasing \( n_P \), the performance of \( kNNQ \), which is only relying on \( Q \)-data, becomes much poorer in comparison with the other three classifiers.

Third, in terms of classification accuracy, \( kNNALL \) is comparable with Algorithm 1 and \( kNNCW \) when either \( n_P \) is relatively large or relatively small in comparison with \( n_Q \). However, the difference becomes significant when \( n_P = 1000 \) and \( n_Q = 2000 \). Last, according to Figures 5 and 6, our algorithm is faster than \( kNNCW \). In particular, the computational advantage of Algorithm 1 is notable when \( n_P = n_Q = 2000 \).

Figure 3: DGP 1 (Smooth Source): Classification accuracy under different combinations of \((n_P, \kappa)\).

5 Empirical Application

We apply the proposed adaptive algorithm to the Australian Credit Approval dataset (Quinlan, 1987) downloaded from UCI machine learning repository (Dua and Graff, 2017). After removing missing values, we keep four continuous explanatory variables \( V_2, V_3, V_7, V_{13} \)
and normalize them into $[0, 1]$, whose descriptive statistics are summarized in Table 2. The response variable $y \in \{0, 1\}$ indicates approval or disapproval status. Based on the binary explanatory variable $V_1 \in \{0, 1\}$, we further divide the observations into two datasets: $P$-data consists of 468 observations and $Q$-data consists of 222 observations. We randomly selected $n_Q$ observations from $Q$-data with $n_Q = 100, 120, 140$, and combined them with $P$-data to train the four classifiers: Algorithm 1, $k$NNCW, $k$NNQ, and $k$NNALL. The rest $222 - n_Q$ observations are treated as the testing dataset. The classification accuracy is calculated based on 100 independent replications. Results are summarized in Table 3 which indicate that our proposed algorithm leads to a slightly better classification accuracy.
Figure 5: Runtime (in minutes) of Algorithm 1 and kNNCW of DGP 1 under different \((n_P, \kappa)\).

| \(V_2\) | \(V_3\) | \(V_7\) | \(V_{13}\) | \(V1\) | \(y\) |
|---|---|---|---|---|---|
| 1st Qu. | 0.134 | 0.036 | 0.006 | 0.040 | class 0 | 222 | 383 |
| Median | 0.224 | 0.098 | 0.035 | 0.080 | class 1 | 468 | 307 |
| Mean | 0.268 | 0.170 | 0.078 | 0.092 | | |
| 3rd Qu. | 0.360 | 0.257 | 0.092 | 0.136 | | |

Table 2: Descriptive statistics for the Australian Credit Approval dataset.
Figure 6: Runtime (in minutes) of Algorithm 1 and kNNCW of DGP 2 under different $(n_P, \kappa)$.
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