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Abstract

In order to better understand the interplay of partnership and competition in population dynamics we study a family of generalized May-Leonard models with \( N \) species. These models have a very rich structure, characterized by different types of space-time patterns. Interesting partnership formations emerge following the maxim that "the enemy of my enemy is my friend." In specific cases cyclic dominance within coarsening clusters yields a peculiar coarsening behavior with intriguing pattern formation. We classify the different types of dynamics through the analysis of the square of the adjacency matrix. The dependence of the population densities on emerging pattern and propagating wave fronts is elucidated through a Fourier analysis. Finally, after having identified collaborating teams, we study interface fluctuations where we initially populate different parts of the system with different teams.
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I. INTRODUCTION

In many ecological as well as biological systems biodiversity is realized despite the competition between different species for limited resources. It is therefore a fundamental problem in ecology to understand the mechanisms underlying biodiversity and its stability over time [1–3]. Models of predator-prey interactions, in which the survival of a species heavily depends on other species’ behavior, provide reliable means for studying the emergence of biodiversity. Interestingly, these models have a direct relationship with evolutionary game theory [4–8]. In the last few years systems with simple cyclic dominance of competing species have attracted wide interest as they provide a platform for investigating species diversity. Most of these studies focused on cases involving three [9–44] or four species [9, 10, 39, 45–54] in cyclic competition. Thereby the emergence of spatio-temporal patterns in lattice systems, where fluctuations and correlations induce species co-existence, received special attention. More complex situations, involving either more species and/or more complicated interactions than simple cyclic competition, have been the subject of rather few recent studies [9, 10, 37, 45, 46, 48–50, 55–66]. However, these more complex cases are obviously closer to realistic situations where in a given ecological environment multiple species are involved in a complicated food and domination web.

The May-Leonard model [67] and its spatial stochastic version [16] have yielded many important insights into pattern formation in the presence of cyclic competition. However, for more involved cases emerging spatio-temporal patterns as well as complicated coarsening processes have yet to be studied systematically. In two recent papers [65, 66] Avelino et al introduced a set of models with $N$ species that possess a $Z_N$ symmetry and discussed the appearance of intriguing pattern in two-dimensional lattice systems. In the present paper we discuss a related family of models composed of $N$ species and elucidate some of their characteristic properties. Our aim is thereby to gain a better understanding of the complicated interplay between partnership and competition in a spatial environment occupied by more than three species.

Our paper is organized in the following way. In Section II we introduce our generalization of the stochastic May-Leonard model, whereas in Section III we discuss a few selected cases that illustrate the very rich coarsening behaviors and spiral formations that can show up in this type of system. Indeed, depending on the number of species and the chosen interaction
schemes, very different spatio-temporal behaviors emerge, ranging from simple coarsening of compact domains to propagating wave fronts. More complex situations involve global competition between different alliances where members of each alliance prey on each other, yielding an intriguing mixture of coarsening process and wave front propagation. Based on an analysis of the square of the adjacency matrix, we are able to predict the dynamics that is realized in a given system. In Sections IV and V we present a more quantitative study of some of the aspects related to pattern formation. Whereas in Section IV we quantify through a temporal Fourier analysis the dependence of particle densities on system parameters, in Section V we analyze the time dependence of growth lengths and interface fluctuations for cases where coarsening processes take place. Finally, in Section VI we discuss our results and conclude.

II. A FAMILY OF GENERALIZED MAY-LEONARD MODELS

We consider in the following individuals of \( N \) different species that live on a two-dimensional lattice. Each individual is mobile, can prey on individuals from some of the other species, and can give birth to off-springs. The events that are possible at each instant are determined by the local environment of the individual under consideration. Denoting by \( X_i \) a member of species \( i \) sitting at a selected site, we can for the most general case capture the different events in the form of chemical reactions:

\[
\begin{align*}
X_i + \emptyset & \xrightarrow{\beta_i} \emptyset + X_i \\
X_i + \emptyset & \xrightarrow{\gamma_i} X_i + X_i \\
X_i + X_j & \xrightarrow{\alpha_{ij}} X_j + X_i \\
X_i + X_j & \xrightarrow{\delta_{ij}} \emptyset + X_i
\end{align*}
\]

The first two equations summarize the events when the selected neighboring site is unoccupied, as indicated by the symbol \( \emptyset \). In that case our individual can either jump to the empty site with rate \( \beta_i \) or an off-spring is deposited on the empty site with rate \( \gamma_i \). The last two equations, on the other hand, indicate the possible interactions if a member of species \( j \) sits on the neighboring site: the two individuals then either can swap places with rate \( \alpha_{ij} \) or, if species \( j \) is a prey of species \( i \), the individual \( X_j \) is removed from the neighboring site with rate \( \delta_{ij} \) and at the same time \( X_i \) jumps to the newly unoccupied site.
A modified version of the model can be obtained by imposing that at every moment every site is occupied by exactly one individual. Due to the absence of empty sites, the reactions then simplify to

\[ X_i + X_j \xrightarrow{\alpha_{ij}} X_j + X_i \quad (5) \]

\[ X_i + X_j \xrightarrow{\delta_{ij}} X_i + X_i \quad (6) \]

so that predation and birth of an off-spring take place at the same time, with the mobility being reduced to the swapping of individuals on neighboring sites.

In the following we study a specific subclass of the very general model described by equations (1)-(4) (we will also briefly look at the corresponding simplified version given by equations (5)-(6) at the very end when discussing interface fluctuations). We call model \((N, r), r < N\), the generalized May-Leonard model with \(N\) species where each species preys on \(r\) other species. This is done in a cyclic way, i.e. species \(i\) preys on species \(i + 1, i + 2, \ldots, i + r\) (this has to be understood modulo \(N\)). \((N, 1)\) is therefore identical to the usual \(N\)-species rock-paper-scissors game where every species preys on a single species and at the same time is the prey of a different unique predator. Fig. 1 illustrates the different predation schemes that are possible for the simple case of four species.

![Diagram](image)

**FIG. 1**: The possible reaction schemes for a system with four species. The label \((N, r)\) indicates the number of species \(N\) and the number of preys \(r\) for every species.

As we will see in the next Section, in many cases the characteristic behavior of the systems, ranging from simple coarsening to wave propagation, can be read off directly from the square of the adjacency matrix \(A\). For every model the graph of the predation interaction, see the
examples in Fig. 1, can be represented by the $N \times N$ adjacency matrix, where the element $A_{ij} = 1$ if there is a directed edge from $i$ to $j$ and zero otherwise. As we do not allow that members of a given species prey on themselves, the adjacency matrix always contains zeros on the diagonal. As a simple example consider the case $(4,2)$, see the middle panel in Fig. 1. From the directed edges we immediately obtain that

$$A = \begin{pmatrix} 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 \end{pmatrix}. \tag{7}$$

Most importantly, the square of the adjacency matrix $B = A^2$ contains information about preferred partnership formations. The element $b_{ij}$ counts the number of directed paths of length 2 from vertex $i$ to vertex $j$, i.e. the number of paths of the form $i \rightarrow k \rightarrow j$ where $k$ is a vertex different from $i$ and $j$. Species $j$ then has a preference to ally with the species that preys on most of its own predators, following the maxim that "the enemy of my enemy is my friend." This preferred ally of species $j$ is directly obtained from the condition $\max_i b_{ij}$. In the next Section we will discuss a range of non-trivial examples that illustrate the importance of the matrix $B$.

### III. PARTNERSHIP AND COMPETITION

We first focus in the following on some cases with six and nine species. This allows us to discuss the typical scenarios and to illustrate how the matrix $B$ can be used to predict the dynamics of the system. We end this Section with a discussion of expected scenarios for any number of species.

In our simulations we first select a site and then choose one of the neighboring sites of this first site. Depending on what species occupy the different sites, different interactions are possible, as described in Section II. In general, the individual $X_i$ sitting on the first selected site has precedence. If the individual $X_j$ sitting on the second site is both prey and predator of $X_i$, it is $X_i$ that is allowed to attack $X_j$ or, if that fails, to swap places with $X_j$. If $X_i$ is not a predator of $X_j$, then the latter is allowed to attack the former.

For all the simulations reported in this Section we consider systems composed of $400 \times 400$ lattice sites. In the initial state every lattice site is either empty or populated with a member of any of the $N$ species with the same probability $1/(N+1)$. The number of empty sites rapidly decreases in the early stages of the simulation as every species feeds on the empty
sites, thereby approaching rapidly a steady state value that depends on the chosen reaction scheme as well as on the values of the reaction constants. Empty sites can not survive inside ordered domains because they are used by all species in the birth process. The only way to generate new empty sites is through predation between different species. This process only occurs near the boundaries separating different domains or spiral arms. All snapshots have been taken after 500 sweeps, where one sweep corresponds to selecting on average every lattice site once. For the predation and birth events the rates have been set equal to 0.2, whereas for the exchanges between two individuals and the jumps of an individual to an empty site the rates have been fixed at 0.16 for interacting species and at 0.2 for non-interacting species. The emerging spatio-temporal structures are independent of the specific values of these rates, as long as these rates are the same for all species and are not zero.

A. Six species

![Directed graph](image1)
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FIG. 2: (Color online) In the model (6,5) every species preys on every other species. As a result the members of each species form compact clusters, as this increases their chances of survival.

We start with the extreme case (6,5) where every species preys on every other, see the directed graph in Fig. 2. The corresponding adjacency matrix has entries 1 everywhere
except for the zero diagonal elements. The square of that matrix is then given by

\[
B = \begin{pmatrix}
5 & 4 & 4 & 4 & 4 & 4 \\
4 & 5 & 4 & 4 & 4 & 4 \\
4 & 4 & 5 & 4 & 4 & 4 \\
4 & 4 & 4 & 5 & 4 & 4 \\
4 & 4 & 4 & 4 & 5 & 4 \\
4 & 4 & 4 & 4 & 4 & 5 \\
\end{pmatrix}.
\] (8)

For every column \( j \) the maximum value is found at \( i = j \): the species \( j \) does not want to ally itself with any of the other species, as all other species prey on \( j \). Consequently, the members of species \( j \) cluster around each other, see the snapshot in Fig. 2. We then have the typical situation of a coarsening process with six competing states, where smaller domains vanish at the expense of the larger domains. The domains are thereby very compact. This is very reminiscent of the coarsening process in a six-state Potts model [68, 69], especially at low temperatures where thermal fluctuations are small. In fact, we checked that the typical domain size increases as a square-root of time, as it is expected for a curvature-driven coarsening process.

FIG. 3: (Color online) The model \((6,4)\) is characterized by propagating wave fronts, where the order of the wave fronts can be read off from the square of the adjacency matrix.

Model \((6,4)\) is characterized by the fact that for every species there is exactly one prey which is not at the same time predator of that species. In addition this prey is feeding upon
all four predators of the species under consideration. As a direct illustration of the maxim that "the enemy of my enemy is my friend," our species therefore prefers to closely follow this prey as this increases its chances of survival. This behavior is nicely captured by the square of the adjacency matrix

\[
B = \begin{pmatrix}
3 & 2 & 2 & 2 & 3 & 4 \\
4 & 3 & 2 & 2 & 2 & 3 \\
3 & 4 & 3 & 2 & 2 & 2 \\
2 & 3 & 4 & 3 & 2 & 2 \\
2 & 2 & 3 & 4 & 3 & 2 \\
2 & 2 & 2 & 3 & 4 & 3
\end{pmatrix}
\] (9)

From the first column follows that species 1 wants to ally itself with species 2, the only one of its prey which is not at the same time preying on 1, which itself would like to stay close to species 3 etc. Hence the species try to make alliances in a cyclic way, which gives raise to the spatio-temporal pattern shown in Fig. 3. The order of the propagating wave fronts is thereby fixed by the matrix \(B\), i.e. species \(i\) follows species \(i + 1\), which follows species \(i + 2\), and so on. These wave fronts are created in different parts of the systems, which leads to the shown complex pattern with propagating and annihilating wave fronts.

**FIG. 4:** (Color online) In the model \((6, 3)\) two different types of domains coarsen. Within each domain three species undergo a cyclic rock-paper-scissors game.

The case \((6, 3)\) is a very interesting one as it combines coarsening of domains with wave
fronts inside the domains, see Fig. 4. Inspection of the matrix

$$B = \begin{pmatrix} 1 & 0 & 1 & 2 & 3 & 2 \\ 2 & 1 & 0 & 1 & 2 & 3 \\ 3 & 2 & 1 & 0 & 1 & 2 \\ 2 & 3 & 2 & 1 & 0 & 1 \\ 1 & 2 & 3 & 2 & 1 & 0 \\ 0 & 1 & 2 & 3 & 2 & 1 \end{pmatrix}$$  \quad (10)$$

reveals the formation of two alliances, namely [1,3,5] and [2,4,6]. The species 1, 3, and 5 join forces in order to fight off the remaining species which are perceived to be the greater danger. This then yields a competition between two different domain types. However, within the domains, each species is paired up with both one of its prey and one of its predators. As a result a cyclic rock-paper-scissors game sets in within each domain, yielding an intriguing combination of domain coarsening and non-trivial internal dynamics. Whereas for the case (6,5) discussed above smaller domains vanish because individuals are eaten up by the surrounding predators, in the case (6,3) the probable scenario is that inside a domain one of the predators is too successful and causes the extinction of its prey. If that happens then the remaining two species are also vanishing rapidly as they can not resist any more the pressure of the surrounding predators. It is therefore mandatory for the survival of the species inside each domain that they arrange themselves in a predator-prey relationship that is moderate enough so that no species is completely eaten up by its ally. This scenario can be captured by the maxim that inside the domain "every species must do what is best for both itself and the alliance."

In the model (6,2) we have the situation that not all species are interacting. As a consequence, neutral, i.e. non-interacting, species tend to come together, thereby exploiting the protection they receive from their partner. This again immediately follows from the matrix

$$B = \begin{pmatrix} 0 & 0 & 1 & 2 & 1 & 0 \\ 0 & 0 & 0 & 1 & 2 & 1 \\ 1 & 0 & 0 & 0 & 1 & 2 \\ 2 & 1 & 0 & 0 & 0 & 1 \\ 1 & 2 & 1 & 0 & 0 & 0 \\ 0 & 1 & 2 & 1 & 0 & 0 \end{pmatrix}$$  \quad (11)$$

which implies the formation of three teams [1,4], [2,5], and [3,6]. Consequently, we observe the formation and coarsening of three types of domains, each containing two mutually neutral species, see Fig. 5. The dynamics therefore is expected to be similar to that of the three states Potts model. Alliance formation and domain growth have also been observed previously in related six-species models where every species has two preys and at the same time is the prey of two other species [57, 58].
FIG. 5: (Color online) Model (6, 2) is characterized by the emergence of three competing teams where each team is formed by two neutral, i.e. non-interacting, species. Note that for clarity we use here different colors than for the other figures with six species.

Finally, the case (6,1) is the simple generalization of the rock-paper-scissors game to six species. There has been some recent research effort aimed at fully characterizing the related four species model [51–54]. As for the four species model (or for any other model with an even number of species [63]), two teams of mutually neutral species form for the six species case, as a quick inspection of

$$B = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{pmatrix} \quad (12)$$

reveals. This then leads to a coarsening process where two different types of domains, one containing the species [1,3,5], the other the species [2,4,6], compete, as shown in Fig. 6.

B. Nine species

Before considering the general case, we first discuss two situations involving nine species (see also [59] for a discussion of a related nine-species system). As shown in Fig. 7 very
FIG. 6: (Color online) In the model (6,1) two teams are competing against each other, each team being formed by three non-interacting species.

Different looking spirals and wave fronts are encountered for the two cases (9,4) and (9,3). Whereas in (9,4) the spirals are pure, i.e. formed by a single species, the waves in (9,3) are characterized by the partial mixing of mutually neutral species.

For the (9,4) case the square of the adjacency matrix reads

\[
B = \begin{pmatrix}
0 & 0 & 1 & 2 & 3 & 4 & 3 & 2 & 1 \\
1 & 0 & 0 & 1 & 2 & 3 & 4 & 3 & 2 \\
2 & 1 & 0 & 0 & 1 & 2 & 3 & 4 & 3 \\
3 & 2 & 1 & 0 & 0 & 1 & 2 & 3 & 4 \\
4 & 3 & 2 & 1 & 0 & 0 & 1 & 2 & 3 \\
3 & 4 & 3 & 2 & 1 & 0 & 0 & 1 & 2 \\
2 & 3 & 4 & 3 & 2 & 1 & 0 & 0 & 1 \\
1 & 2 & 3 & 4 & 3 & 2 & 1 & 0 & 0 \\
0 & 1 & 2 & 3 & 4 & 3 & 2 & 1 & 0
\end{pmatrix}
\]  

(13)

from which we immediately obtain that \( 1 \to 5 \to 9 \to 4 \to 8 \to 3 \to 7 \to 2 \to 6 \to 1 \), where \( \to \) indicates a preferred relationship that fixes the order in which the wave fronts propagate through the system. In fact, in our opinion it is one of the most important features of the matrix \( B \) that it allows us to immediately read off the order of wave fronts, especially for the more complicated cases.
FIG. 7: (Color online) In both cases (9,4) (left) and (9,3) (right) spirals and propagating wave fronts are observed. Whereas for (9,4) the different waves are formed by a single species, for (9,3) in every wave mutually neutral species partially mix.

For the case (9,3) we have that

\[
\mathbf{B} = \begin{pmatrix}
0 & 0 & 1 & 2 & 3 & 2 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 2 & 3 & 2 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 2 & 3 & 2 & 1 \\
1 & 0 & 0 & 0 & 0 & 1 & 2 & 3 & 2 \\
2 & 1 & 0 & 0 & 0 & 0 & 1 & 2 & 3 \\
3 & 2 & 1 & 0 & 0 & 0 & 0 & 1 & 2 \\
2 & 3 & 2 & 1 & 0 & 0 & 0 & 1 & 2 \\
1 & 2 & 3 & 2 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 2 & 3 & 2 & 1 & 0 & 0 & 0
\end{pmatrix}
\]  

(14)

which yields the relationships 1 \to 6 \to 2 \to 7 \to 3 \to 8 \to 4 \to 9 \to 5 \to 1. What is special here is that every species tries to be involved in relationships with the two species with which it is not interacting. As an example consider species 1. From 5 \to 1 \to 6 follows that species 1 wants to ally with 6, whereas at the same time 5 also wants to ally with 1. Species 1 and 6 being mutually neutral, they tend to mix. A similar behavior takes place between 1 and 5. However, 6 being a prey of 5, this seems to be a bad arrangement for 6 as individuals from species 5 could simply switch places with those of species 1 in order to prey on 6. Species 6 avoids this by partially mixing with species 2 which is a predator of 5. This complicated game of hide-and-seek results in the fuzzy looking wave fronts shown in
C. General case

Many of the very rich dynamical features encountered in this family of models are independent of the number $N$ of species. We here compile these generic situations, characterized by the square of the adjacency matrix.

- For $(N, N-1)$ models each species forms clusters consisting only of itself. The resulting coarsening process involves domains of $N$ different types, similarly to what is observed in the $N$ states Potts model.

- The $(N,1)$ cases are the $N$-species generalizations of the usual rock-paper-scissors games where in a cyclic way every species is interacting with two other species, one being the prey, the other the predator. If $N$ is even, this results in the formation of two teams composed of mutually neutral species that compete against each other through a coarsening process. If $N$ is odd, spirals are formed. For $N > 3$ these spirals are fuzzy as mutually neutral species partially mix, similar to what we encountered for the $(9,3)$ case, see Fig. 7.

- If $N - 1 - \text{ceiling}(N/2) \geq r \geq 1$, where $\text{ceiling}(N/2)$ is the smallest integer greater or equal $N/2$, then two different situations are possible. If $\gcd(r + 1, N) \neq 1$, where $\gcd$ is the greatest common divisor, then coarsening takes place where $\gcd(r+1,N)$ teams composed of $N/\gcd(r+1,N)$ mutually neutral species compete. The model $(6,2)$ is a case where these conditions are fulfilled, see Fig. 5. If, on the other hand, $\gcd(r + 1, N) = 1$, then spirals are formed. As some species do not interact with each other, the resulting wave fronts are fuzzy, due to the partial mixing of mutually neutral species, see the case $(9,3)$ discussed above.

- Finally, if $N - 1 > r > N - 1 - \text{ceiling}(N/2)$, we again have to distinguish two different cases. If $\gcd(r + 1, N) \neq 1$, then we have the hybrid case where coarsening takes place with domains characterized by non-trivial dynamics, see $(6,3)$ for an example. The number of teams is thereby $\gcd(r + 1, N)$, with every team being composed of $N/\gcd(r+1,N)$ interacting species. If $\gcd(r + 1, N) = 1$, then spirals are formed with compact wave fronts that only contain one species, see the cases $(9,4)$ and $(6,4)$.
IV. TEMPORAL FOURIER ANALYSIS OF THE PARTICLE DENSITY

For a more quantitative discussion we focus in this Section on the temporal evolution of the particle density for four different cases with eight species, namely (8,1), (8,2), (8,5), and (8,6). The fate of these systems immediately follows from the rules given in Section IIIC. Whereas for (8,1) we see the formation of two teams, each composed of four mutually neutral species, that compete against each other, for (8,2) we encounter spirals with fuzzy wave fronts due to the partial mixing of individuals from different species, similar to what is found for the (9,3) case discussed in Section IIIB. In the (8,5) system one again encounters two alliances, but this time the members of each alliance are not mutually neutral but prey on each other, thus yielding the previously described complicated coarsening process with spirals inside the coarsening domains. Finally, the (8,6) case results in spirals with compact wave fronts where every species preferentially hunts the prey that is not at the same time one of its predators.

For the following discussion we fix the values of the species independent rates at $\delta = \gamma = 0.3$ and $\beta = \alpha = 0.21$. All runs were done in systems with $256 \times 256$ sites.

The temporal evolution of the particle density of one randomly chosen species is shown in Fig. 8a and 8c for the four different cases. The data displayed in these two panels result from a single run and are not averaged over an ensemble of simulations. The probability for a certain species to occupy a given site at the beginning of the run is $1/9$, due to the presence of empty sites. Fig. 8b and 8d display the average Fourier transform of the species densities for our four cases. For every run and every species we compute the Fourier transform

$$\hat{X}_{j,n} = \frac{1}{T} \sum_{t=t_{\text{min}}}^{t_{\text{max}}} X_{j,t} e^{2\pi in \frac{t}{T}}$$

where $T = t_{\text{max}} - t_{\text{min}}$ is the chosen time interval and $X_{j,t}$ is the density of species $j$ at time step $t$. This quantity is then averaged over all eight species as well as over 3000 independent runs. The amplitude of the resulting quantity, $a_n$, is plotted in Fig. 8 as a function of $n/T$, where we set $t_{\text{max}} = 3000$ and $t_{\text{min}} = 1000$.

During the coarsening process that takes place in the (8,1) case the particle density is characterized by rather regular oscillations with a large period. This results in a low frequency peak in the Fourier transform at $n/T \approx 0.0037$, with a very weak higher harmonic peak at $n/T \approx 0.0075$, see Fig. 8b. The finite width of this characteristic peak indicates
FIG. 8: (Color online) Time-dependent particle density and the corresponding averaged Fourier transform for (a,b) the models (8,1) and (8,2) and (c,d) the models (8,5) and (8,6). The systems have \(256 \times 256\) sites, and species independent rates \(\delta = \gamma = 0.3\) and \(\beta = \alpha = 0.21\) are used. The Fourier transform data result from averaging over 3000 independent runs.

that the oscillations will decay and cease after a finite relaxation time. A rather similar behavior, even so characterized by a much shorter period, is encountered for the coarsening process in the (8,5) case, see the red curves in Fig. 8c and 8d, and this despite the fact that within the coarsening domains a complicated dynamics persists between the members of a given alliance. As for the (8,1) and (8,5) cases the coarsening processes take place in a finite system, one of the two competing teams will ultimately prevail. For the (8,1) run shown in Fig. 8a the population density of the chosen species decreases, indicating that the team to which this species belongs is losing against the competing team. This is different for the species chosen to illustrate the (8,5) case in Fig. 8c, which increases during the shown time interval from the initial value \(1/9\) to much larger values, thereby revealing that the
The corresponding team has taken over a large part of the system.

The different types of wave fronts in the systems (8,2) and (8,6) yield complex population oscillations where periods of rather regular oscillations are separated by bursts of very fast oscillations with small amplitudes, see the green respectively blue line in Fig. 8a respectively Fig. 8c. The Fourier transforms are characterized not only by very strong peaks at a characteristic frequency, but multiple higher harmonics are also encountered in these spectra, see the corresponding curves in Fig. 8b and 8d. Comparing the Fourier transforms for these two cases, one notes that the presence of compact wave fronts yields a shoulder like feature for very small frequencies, see the blue curve in Fig. 8d. Interestingly, indications of a similar feature can also be found in the Fourier transform of the original three species May-Leonard model, see Fig. 2b and 3b in [29], which also exhibits compact wave fronts. However, for this three species model, which is the case (3,1) in our notation, the oscillations are very regular and no higher harmonics are easily identified [29].

![Graphs showing the position of the characteristic peak of the Fourier transform of the population density when changing different rates.](image)

**FIG. 9:** (Color online) Position of the characteristic peak of the Fourier transform of the population density when changing the different rates: (a) changing the diffusion rate $\beta$ while keeping all other rates fixed at 0.2; (b) changing the predation rate $\delta$ (and, concomitantly, the swapping rate $\alpha = 0.2(1 - \delta)$) while keeping the other rates fixed at 0.2; (c) changing the birth rate $\gamma$ (and, concomitantly, the diffusion rate $\beta = 0.2(1 - \gamma)$) while keeping the other rates fixed at 0.2. The different symbols correspond to the different cases studied in this Section, namely blue triangles: case (8,1), green diamonds: case (8,2), red squares: case (8,5), and black circles: case (8,6). In the panels (b) and (c) the data are plotted in a log-linear fashion, thus highlighting that the location of the peak depends logarithmically on the rates $\delta$ and $\gamma$.

From our discussion follows that the particle densities always display oscillations with a main, characteristic frequency given by the position of the dominating peak in the Fourier
transform. As shown in Fig. 9a, the peak’s position does not exhibit a strong dependence on the mobility of the particles: increasing the swapping rate (the same result is obtained when increasing the diffusion rate) while keeping the predation and birth rates constant yields for all studied cases only very minor changes in the spectra. This is different when changing the predation or birth rates, see Fig. 9b and 9c. Indeed, we find in these cases that the position of the prominent peak displays a logarithmical dependence for not too small values of the rates, as illustrated by the resulting straight parts in the log-linear plots. At present we do not have a good explanation for this observation.

V. DIFFERENT COARSENING PROCESSES

One of the most intriguing aspects of our family of models comes from the fact that we encounter three very different types of coarsening processes: (1) the coarsening of pure, compact domains formed by each of the $N$ species, as found for example in the case (6,5) shown in Fig. 2; (2) the coarsening of domains formed by different teams composed of mutually neutral species, see the case (6,2) in Fig. 5 for an example; and (3) the coarsening of domains formed by alliances of interacting species, so that within the coarsening domains a non-trivial dynamics takes place, as it is for example the case for the model (6,3) shown in Fig. 4. In the following we discuss some aspects of these different types of coarsening processes.

A. Growth law

Coarsening systems are characterized by the time-dependent average domain size. In cases where the domains contain multiple species, which might undergo complicated interactions on their own, we are not dealing with compact clusters whose size can be easily determined. Instead we proceed as in [54] and determine the typical length in the system through a space- and time-dependent correlation function. Note that the length determined in that way will follow the same growth law as the average domain size.

We computed the following correlation function

$$C(t, \vec{r}) = \sum_i \left[ \langle m_i(t, \vec{r})m_i(0, 0) \rangle - \langle m_i(t, \vec{r}) \rangle \langle m_i(0, 0) \rangle \right]$$

(16)
where the occupation number \( m_i(t, \vec{r}) \) equals one if at time \( t \) at position \( \vec{r} \) a particle of species \( i \) is encountered. Otherwise, \( m_i(t, \vec{r}) = 0 \). We thereby average over an ensemble of runs characterized by different initial conditions and different realizations of the noise. The length \( L(t) \) shown in Fig. 10 for different cases is then defined as the distance at which the correlation function drops to one third of the value it has at \( \vec{r} = 0 \).

We show in Fig. 10 cases that correspond to the two most interesting types of coarsening where different teams formed by multiple species are competing against each other. Whereas in the (9,2) case we are dealing with three teams each composed of three mutually neutral species, in the (6,3) and (9,5) cases two respectively three alliances, each composed of three interacting species, are in competition. For all cases the correlation length varies as a square root of time in the long time limit, as expected for a curvature driven coarsening process. Our result for the (9,2) case is in agreement with the result obtained previously for the (4,1) model, where two teams composed each of two mutually neutral partners compete [54, 66]. The same growth law \( L(t) \sim t^{1/2} \) has also been observed in [66] for systems with four and five species were the interactions yield the formation of compact single species domains.

FIG. 10: (Color online) Time-dependent correlation length for different cases, see the legend. We always obtain that the long time behavior is given by \( L(t) \sim t^{1/2} \), as indicated by the dashed line. These data result from averaging over 3000 independent simulations for systems composed of \( 256 \times 256 \) sites.
The main result of this Section is therefore that also in cases with complicated dynamics inside the coarsening domains the square root growth law, with corresponds to a dynamic exponent \( z = 2 \), prevails.

### B. Interface fluctuations

In coarsening systems the most complex dynamical behavior is encountered at the interfaces separating different domains. For the two-dimensional Ising model the interface fluctuations are known [70] to belong to the so-called Edwards-Wilkinson universality class [71] where after an early time regime the width of the interface, \( W \), increases as \( W(t) \sim t^{1/4} \), whereas the equilibrium width increases with the interface length \( L \) as \( W_{eq} \sim L^{1/2} \). It is \textit{a priori} unclear whether for the multi-species models studied in this paper the interfaces separating different competing teams belong to the same universality class. In [54] we provided a first answer to that question through of study of the interface fluctuation of the simple case (4,1) where the coarsening domains are formed by teams of two mutually neutral species. Indeed, we showed in that work that we recover the same power-laws as for the two-dimensional Ising model, thereby demonstrating that these interface fluctuations also belong to the Edwards-Wilkinson universality class. The same result is expected for every case where the team members are not interacting.

However, it is not obvious whether the same conclusions can be drawn for the more complex cases where inside the domains predation takes place between the members of a team. This is the question we want to address in the following through an investigation of the (6,3) model. We thereby focus on a version without empty sites given by the reactions (5) and (6), i.e. predation and birth are taking place simultaneously and mobility is exclusively realized through the swapping of particles sitting on neighboring sites (note that the spirals seen in Fig. 4 are replaced by patches in the absence of empty sites). For this version of the model we can immediately adapt the approach used in [54] for identifying the location of the interface.

In order to study interface fluctuations we start with a straight interface separating the two alliances. As already mentioned, for the (6,3) case every team consists of three interacting species. We prepare the system by populating each half of the system with one team, where every lattice site can be occupied with the same probability by any of the three
FIG. 11: (Color online) Interface fluctuations for two versions of the (6,3) model without empty sites, see Eqs. (5) and (6). Initially, the two alliances occupy different halves of the system. Upper panel: species independent rates $\alpha = 0.2$ and $\delta = 0.8$, yielding a complicated dynamics among the members of each alliance. Lower panel: same interactions as for the upper panel, with the exception that the predation among members of the alliance in the lower half is not allowed, thus yielding a team of mutually neutral partners in that half. For the alliance in the upper half the rates are $\alpha = 0.22$ and $\delta = 0.78$, whereas they are $\alpha = 0.2$ and $\delta = 0.8$ for the team in the lower half. Both snapshots have been taken after $t = 200$ time steps, for a system containing $600 \times 300$ sites.
species forming the team. We thereby use periodic boundary conditions along the interface, whereas perpendicular to the interface reflective boundaries are used. Having prepared the system in this way, we then update the system using the rules (5) and (6). A snapshot of a system of length \( L = 600 \) and height \( H = 300 \) taken after 200 MCS is shown in the upper panel of Fig. 11. It is clear that the initial flat interface roughens due to the competition between the different species.

In order to determine the local position of the interface we first assign the value +1 to all members of one alliance and the value -1 to all members of the other one. This then allows us to determine the interface using approaches initially developed for the Ising model [72, 73] (see also [54]), where for each column \( j \) the value \( \ell \) is determined that minimizes the expression

\[
v(\ell) = \sum_{k=1}^{H} [S_{j,k} - p(k-\ell)]^2. \tag{17}\]

The spin \( S_{j,k} = \pm 1 \) indicates which team can be found at site \((j, k)\). The step function \( p(u) \) is defined as \( p = -1 \) for \( u > 0 \) and \( p = 1 \) for \( u < 0 \). Proceeding in this way, \( \ell \) gives the local position of the interface at column \( j \). From this interface profile we then compute the quantity of interest, namely the interface width:

\[
W(t) = \sqrt{\frac{1}{L} \sum_{j=1}^{L} (\ell(j) - \overline{\ell})^2}. \tag{18}\]

Here \( \overline{\ell} = \frac{1}{L} \sum_{j=1}^{L} \ell(j) \) is the mean position of the fluctuating interface at time \( t \).

Fig. 12a summarizes the data we obtain in this way for the \((6,3)\) case. After the initial increase that corresponds to uncorrelated fluctuations, a first correlated regime sets in that is characterized by an exponent \( 1/3 \). This regime, which is not observed for the Ising model or the \((4,1)\) model [54], indicates that the complicated interplay between the different species at the interface yields initial correlated fluctuations characterized by the growth exponent of the Kardar-Parisi-Zhang universality class [74]. This regime, however, is only transient, as it is followed by a long-time regime where \( W(t) \sim t^{1/4} \), in agreement with what has been found for the simpler \((4,1)\) case. In addition, we find that the equilibrium interface width scales with the system length as \( W(eq)(L) \sim L^{1/2} \), so that these two exponents agree with the expected values for the Edwards-Wilkinson universality class.

We also studied a version of the \((6,3)\) model where for the team in the lower half no
predation among team members was allowed, yielding a team of mutually neutral partners, see the lower panel in Fig. 11. Analyzing the interface width for that case, see Fig. 12b, we find that the transient regime is absent for this simplified dynamics and that the Edwards-Wilkinson regime immediately sets in after the uncorrelated early time regime.

This difference in behavior can be rationalized by noting that for the full model patches of a given species enter into the part of the system that is occupied by the other alliance. As our species preys on two of the species in the enemy team, it usually finds many preys in the form of patches composed by these two species. However, as soon as it encounters a patch of the only enemy species upon which it does not prey, our patch will disappear rapidly as it is a prey of this third species. This repeating process yields large correlated fluctuations which are mostly absent for the simplified model where no large patches are formed in the lower half, see Fig. 11.

VI. DISCUSSION AND CONCLUSION

In spatial systems and in the presence of noise biodiversity and species coexistence often go hand in hand with complex spatio-temporal patterns. This relationship has been studied extensively in recent years for population models composed of a few (typically two or three) species. Well known examples include stochastic two-species Lotka-Volterra (predator-prey) models [75–77] or stochastic versions of the three-species spatial May-Leonard model [16].
Although important lessons can be learned from these systems with very few species, they are oversimplified as real ecosystems are not composed by such a small number of species that do not interact with the outside world. On the other hand, increasing substantially the number of species in order to describe more realistic food webs or ecological networks very rapidly yields extremely complex systems that can not be studied in the same systematic way as the few species models.

One promising avenue, intermediate between the simplest models and the large food webs, is to study systems composed of many species that interact in very specific ways among each other. This is the approach taken in this paper (see also [65, 66] for other recent examples). We thereby focus on systems composed of $N$ species, where every species preys on $r$ other species in a cyclic way. In this way we recover the $N$-species cyclic Lotka-Volterra models as special cases.

Our study reveals a richness of pattern formation not discussed in previous publications. Depending on the values of $N$ and $r$, various scenarios are encountered. For example, different types of space-time patterns in the form of spirals can emerge. These spirals can be compact, i.e. formed by a single species, or they can be fuzzy, due to the interpenetration of members belonging to different species. There are also three fundamentally different coarsening processes that can be realized. Whereas in the first one, which is encountered when every species preys on every other species, pure domains are formed that contain only members of a single species, in a second case we end up with different teams, composed of mutually neutral species, that compete against each other. The third possibility is a very intriguing one, as here alliances are formed, where the different members of the alliances are not mutually neutral, but are involved in a predator-prey relationship. Consequently, one observes coarsening domains with non-trivial spirals forming inside the domains.

Remarkably, the different scenarios can be reliably predicted by analyzing the square of the adjacency matrix. Indeed, this matrix not only allows to read off the composition of the different alliances during coarsening, it also allows to understand the order of the wave fronts when spirals are formed. Based on an analysis of this matrix, we have written down the conditions that allow to predict the fate of every system that can be realized in the large class of models discussed in this paper.

From a more quantitative point of view, we studied the time-dependent oscillations that show up in the population densities, and this both for systems exhibiting spirals and for
systems undergoing coarsening. For all cases, the Fourier spectrum is characterized by a rather broad peak, but higher harmonics of the characteristic frequency of the peak location can also be observed. Interestingly, the characteristic frequency increases logarithmically with the predation and with the birth rates. Additional important insights should result from a corresponding analysis of time- and space-dependent density profiles, which we leave for a future study.

Coarsening processes usually give rise to algebraic dependencies of various quantities on time. We first computed space-time correlations and extracted from these data the growth law of the characteristic length $L(t)$ in the system. For the cases of coarsening of pure domains or of domains composed of teams of mutually neutral partners we found a square root behavior of this length as a function of time, thus confirming the presence of this algebraic law in systems with a larger number of species than the few four and five species cases discussed in recent publications [54, 66]. Interestingly, even when the members of an alliance are themselves in a predator-prey relationship, thus yielding complex dynamics within the coarsening domains, we find an algebraic growth with the same exponent: $L(t) \sim t^{1/2}$.

We also presented a study of the interface fluctuations for the (6,3) case where we have non-trivial dynamics within the coarsening domains. Using a version of the model without empty sites, we prepared the system in a state where half of the system is occupied by one alliance, the other alliance occupying the other half of the systems. This setup allowed us to compute the time and size dependence of the interface width. Whereas the equilibrium fluctuations as well as the nonequilibrium fluctuations in the long time limit are described by the exponents of the Edwards-Wilkinson universality class, we found in addition a well defined transient regime where the growth exponent is $1/3$, i.e. the value one has for the KPZ universality class.

The richness of the family of models studied in this paper is very remarkable and calls for a future in-depth study of the many intriguing features of spatial-temporal spirals as well as of coarsening processes with non-trivial internal dynamics within the domains. In this paper we have exclusively focused on numerical simulations. Still, analytical approaches to investigate some of the intriguing features seem possible. We hope to address this and other issues in future studies.
Acknowledgments

This work is supported by the US National Science Foundation through grant DMR-1205309.

[1] R. M. May, *Stability and Complexity in Model Ecosystems* (Cambridge University Press, Cambridge, England, 1974).

[2] J. Maynard Smith, *Models in Ecology* (Cambridge University Press, Cambridge, England, 1974).

[3] R. V. Sole and J. Bascompte, *Self-Organization in Complex Ecosystems* (Princeton University Press, Princeton, 2006).

[4] J. Maynard Smith, *Evolution and the Theory of Games* (Cambridge University Press, Cambridge, England, 1982).

[5] J. Hofbauer and K. Sigmund, *Evolutionary Games and Population Dynamics* (Cambridge University Press, Cambridge, England, 1998).

[6] M. A. Nowak, *Evolutionary Dynamics* (Belknap Press, Cambridge, Massachusetts, 2006).

[7] G. Szabó and G. Fáth, Phys. Rep. 446, 97 (2007).

[8] E. Frey, Physica A 389, 4265 (2010).

[9] L. Frachebourg, P. L. Krapivsky, and E. Ben-Naim, Phys. Rev. Lett. 77, 2125 (1996).

[10] L. Frachebourg, P. L. Krapivsky, and E. Ben-Naim, Phys. Rev. E 54, 6186 (1996).

[11] A. Provata, G. Nicolis, and F. Baras, J. Chem. Phys. 110, 8361 (1999).

[12] G. A. Tsekouras and A. Provata, Phys. Rev. E 65, 016204 (2001).

[13] B. Kerr, M. A. Riley, M. W. Feldman, and B. J. M. Bohannan, Nature 418, 171 (2002).

[14] B. C. Kirkup and M. A. Riley, Nature 428, 412 (2004).

[15] T. Reichenbach, M. Mobilia, and E. Frey, Phys. Rev. E 74, 051907 (2006).

[16] T. Reichenbach, M. Mobilia, and E. Frey, Phys. Rev. Lett. 99, 238105 (2007).

[17] T. Reichenbach, M. Mobilia, and E. Frey, Nature 448, 1046 (2007).

[18] J. C. Claussen and A. Traulsen, Phys. Rev. Lett. 100, 058104 (2008).

[19] M. Peltomäki and M. Alava, Phys. Rev. E 78, 031906 (2008).

[20] T. Reichenbach and E. Frey, Phys. Rev. Lett. 101, 058102 (2008).
[21] M. Berr, T. Reichenbach, M. Schottenloher, and E. Frey, Phys. Rev. Lett. 102, 048102 (2009).
[22] S. Venkat and M. Pleimling, Phys. Rev. E 81, 021917 (2010).
[23] H. Shi, W.-X. Wang, R. Yang, and T.-C. Lai, Phys. Rev. E 81, 030901(R) (2010).
[24] B. Andrae, J. Cremer, T. Reichenbach, and E. Frey, Phys. Rev. Lett. 104, 218102 (2010).

arXiv:1005.5704.
[25] W.-X. Wang, Y.-C. Lai, and C. Grebogi, Phys. Rev. E 81, 046113 (2010).
[26] M. Mobilia, J. Theor. Biol. 264, 1 (2010).
[27] Q. He, M. Mobilia, and U. C. Täuber, Phys. Rev. E 82, 051909 (2010).
[28] A. A. Winkler, T. Reichenbach, and E. Frey, Phys. Rev. E 81, 060901(R) (2010).
[29] Q. He, M. Mobilia, and U. C. Täuber, Eur. Phys. J. B 82, 97 (2011).
[30] S. Rulands, T. Reichenbach, and E. Frey, J. Stat. Mech. (2011) L01003.
[31] W.-X. Wang, X. Ni, Y.-C. Lai, and C. Grebogi, Phys. Rev. E 83, 011917 (2011).
[32] J. R. Nahum, B. N. Harding, B. Kerr, PNAS 108, 10831 (2011).
[33] L. L. Jiang, T. Zhou, M. Perc, and B. H. Wang, Phys. Rev. E 84, 021912 (2011).
[34] T. Platkowski and J. Zakrzewski, Physica A 390, 4219 (2011).
[35] G. Demirel, R. Prizak, P. N. Reddy, and T. Gross, Eur. Phys. J. B 84, 541 (2011).
[36] Q. He, U. C. Täuber, and R. K. P. Zia, Eur. Phys. J. B 85, 141 (2012).
[37] J. Vandermeer and S. Yitbarek, J. Theor. Biol. 300, 48 (2012).
[38] L. Dong and G. Yang, Physica A 391, 2964 (2012).
[39] A. Dobrinevski and E. Frey, Phys. Rev. E 85, 051903 (2012).
[40] J. Juul, K. Sneppen, and J. Mathiesen, Phys. Rev. E 85, 061924 (2012).
[41] L.-L. Jiang, W.-X. Wang, Y.-C. Lai, and X. Ni, Physica A 376, 2292 (2012).
[42] D. Lamouroux, S. Eule, T. Geisel, and J. Nagler, Phys. Rev. E 86, 021911 (2012).
[43] M. W. Adamson and A. Y. Morozov, Bull. Math. Biol. 74, 2004 (2012).
[44] J. Juul, K. Sneppen, and J. Mathiesen, arXiv:1210.7019.
[45] K. Kobayashi and K. Tainaka, J. Phys. Soc. Jpn. 66, 38 (1997).
[46] K. Sato, N. Yoshida, and N. Konno, Appl. Math. Comput. 126, 255 (2002).
[47] G. Szabó and G. A. Sznaider, Phys. Rev. E 69, 031911 (2004).
[48] M. He, Y. Cai, and Z. Wang, Int. J. Mod. Phys. C 16, 1861 (2005).
[49] G. Szabó, A. Szolnoki, and G. A. Sznaider, Phys. Rev. E 76, 051921 (2007).
[50] G. Szabó and A. Szolnoki, Phys. Rev. E 77, 011906 (2008).
[51] S. O. Case, C. H. Durney, M. Pleimling, and R. K. P. Zia, EPL 92, 58003 (2010).
[52] C. H. Durney, S. O. Case, M. Pleimling, and R. K. P. Zia, Phys. Rev. E 83, 051108 (2011).
[53] C. H. Durney, S. O. Case, M. Pleimling, and R. K. P. Zia, J. Stat. Mech. (2012) P06014.
[54] A. Roman, D. Konrad, and M. Pleimling, J. Stat. Mech. (2012) P07014.
[55] L. Frachebourg and P. L. Krapivsky, J. Phys. A: Math. Gen. 31, L287 (1998).
[56] G. Szabó and T. Czárán, Phys. Rev. E 63, 061904 (2001).
[57] G. Szabó and T. Czárán, Phys. Rev. E 63, 042902 (2001).
[58] G. Szabó, J. Phys. A: Math. Gen. 38, 6689 (2005).
[59] P. Szabó, T. Czárán, and G. Szabó, J. Theor. Biol. 248, 736 (2007).
[60] M. Perc, A. Szolnoki, and G. Szabó, Phys. Rev. E 75, 052102 (2007).
[61] G. Szabó, A. Szolnoki, and I. Borsos, Phys. Rev. E 77, 041919 (2008).
[62] A. E. Noble, A. Hastings, and W. F. Fagan, Phys. Rev. Lett. 107, 228101 (2011).
[63] R. K. P. Zia, arXiv:1101.0018.
[64] A. F. Lütz, S. Risau-Gusman, and J. J. Arenzon, J. Theor. Biol. 317, 286 (2013).
[65] P. P. Avelino, D. Bazeia, L. Losano, and J. Menezes, Phys. Rev. E 86, 031119 (2012).
[66] P. P. Avelino, D. Bazeia, L. Losano, J. Menezes, and B. F. Oliveira, Phys. Rev. E 86, 036112 (2012).
[67] R. M. May and W. J. Leonard, SIAM J. Appl. Math. 29, 243 (1975).
[68] M. P. O. Loureiro, J. J. Arenzon, L. F. Cugliandolo, and A. Sicilia, Phys. Rev. E 81, 021129 (2010).
[69] M. P. O. Loureiro, J. J. Arenzon, and L. F. Cugliandolo, Phys. Rev. E 85, 021135 (2012).
[70] D. B. Abraham and P. J. Upton, Phys. Rev. B 39, 736 (1989).
[71] S. F. Edwards and D. R. Wilkinson, Proc. R. Soc. London Ser. A 381, 17 (1982).
[72] A. De Virgiliis, E. V. Albano, M. Müller, and K. Binder, Physica A 352, 477 (2005).
[73] M. Müller and M. Schick, J. Chem. Phys. 105, 8885 (1996).
[74] M. Kardar, G. Parisi, and Y.-C. Zhang, Phys. Rev. Lett. 56, 889 (1986).
[75] A. J. McKane and T. J. Newman, Phys. Rev. Lett. 94, 218102 (2005).
[76] M. Mobilia, I. T. Georgiev, and U. C. Täuber, J. Stat. Phys. 128, 447 (2007).
[77] M. J. Washenberger, M. Mobilia, and U. C. Täuber, J. Phys.: Condens. Matter 19, 065139 (2007).
[78] K. D. Lafferty and J. A. Dunne, Theor. Ecol. 3, 123 (2010).