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Abstract

Low-cost autonomous agents including autonomous driving vehicles chiefly adopt monocular 3D object detection to perceive surrounding environment. This paper studies 3D intermediate representation methods [27] which generate intermediate 3D features for subsequent tasks. For example, the 3D features can be taken as input for not only detection, but also end-to-end prediction and/or planning that require a bird’s-eye-view feature representation. In the study, we found that in generating 3D representation previous methods do not maintain the consistency between the objects’ implicit poses in the latent space, especially orientations, and the explicitly observed poses in the Euclidean space, which can substantially hurt model performance. To tackle this problem, we present a novel monocular detection method, the first one being aware of the poses to purposefully guarantee that they are consistent between the implicit and explicit features. Additionally, we introduce a local ray attention mechanism to efficiently transform image features to voxels at accurate 3D locations. Thirdly, we propose a handcrafted Gaussian positional encoding function, which outperforms the sinusoidal encoding function [32] while retaining the benefit of being continuous. Results show that our method improves the state-of-the-art 3D intermediate representation method by 3.15%. We are ranked 1st among all the reported monocular methods on both 3D and BEV detection benchmark on KITTI leaderboard as of this paper’s submission time.

1. Introduction

Monocular 3D object detection is widely used in autonomous driving systems and in particular advanced driver-assistance systems (ADAS) to perceive the external environment. In such a setting, images captured by one camera are the only sensory input to estimate an object’s location, size, and orientation. Despite the fact that most vehicles are equipped with multiple cameras, the capability to sense through monocular 3D object detection remains indispensable, as a large fraction of the surroundings is visible to only one camera. Detecting objects precisely in 3D space, such as cars, pedestrians, cyclists etc., is the basic requirement for vehicles to perform subsequent driving tasks, such as collision avoidance and adaptive cruise control.

Monocular 3D detection often utilizes the 3D intermediate representation method [19, 24, 27, 28, 36], which gathers projected image features in 3D space for the first stage, and then the 3D features are consumed by the second detection stage to estimate 3D bounding boxes. This intermediate 3D scene representation has inherent advantages [24, 27, 28]: (a) Euclidean distances, such as how far away a pedestrian is, are more representative in 3D coordinate system than in 2D, (b) since scales of the objects are depth-independent, they can be better detected in 3D space [23, 26, 27]. Additionally, a detection pipeline can further process the 3D representation to a bird’s-eye-view feature map which is increasingly required as input to SOTA end-to-end prediction and planning paradigms.

For existing 3D representation methods, camera parameters are used in conjunction with pixel depth estimates from image-based networks to transform features from a 2D image plane to a 3D space as points or voxels. However, by directly populate points/voxels with RGB values or raw feature vectors from the canonical 2D image backbone, they all neglect or limit the power of the 2D image backbone. In the first case where RGB values are fed into 3D space, the image backbone only serves the purpose of a depth estimator, which other than pixels’ depths and RGB values does not contribute anything to 3D representation. In the second case, each point or voxel has a raw feature vector that contains implicit features in latent space, but the implicit features can be inconsistent with the explicit features which are extracted by comparing points or voxels in Euclidean space. For example, the orientation of an object observed in an image, which is subsequently transformed to be part of an implicit feature vector by the image backbone, might conflict...
with the orientation macroscopically observed in Euclidean space. This is because mounting errors of cameras and the need for 3D world rotation augmentation [24, 37] will cause large orientation variance as a result between camera coordinate and the ego-car coordinate. Thus, the following 3D network (e.g., 3D or bird’s-eye-view convolution, PointNet [25]) will receive conflict information.

We argue that there should be consistency between the implicit features in latent space and the explicit features in Euclidean space, where the latent space is composed of all possible vectors of a particular point or voxel. For the detection task, if there are conflicting features in location and especially in orientation of an object, the model’s performance can be substantially impacted. Therefore, after studying the influence of orientation inconsistency, we propose a novel end-to-end orientation-aware detection method that bridges the gap between 2D and 3D representations.

The main contributions of our work are as follows:

1. We present an orientation-aware image backbone to eliminate the disparity between implicit and explicit orientations of objects in 3D representation.
2. We introduce a local ray attention mechanism that efficiently and directly transforms image-view features to voxel representations.
3. We propose a handcrafted Gaussian positional encoding function that outperforms the sinusoidal positional encoding function but maintain the benefit of being continuous.

Experiments in the KITTI object detection benchmark show that our model achieves top results in two challenging tasks (ranked first on the BEV benchmark and first on the 3D benchmark). Our model outperforms the second-best method in all metrics, especially with a gain of 6.56% in AP$_{BEV}$ Easy.

2. Related Work

2.1. Direct Methods

Traditional monocular detectors use only frontal-view images as input to directly infer 3D bounding boxes from grids in the image plane without any extra sensory inputs. These methods try to relate the object geometry of the 2D image plane to the 3D space with only cues from object shapes and scene geometry. SMOKE [17] modifies a 2D detection network and proposes a simple architecture for 3D detection built on CenterNet [39]. FCOS3D [33] extends the 2D detector FCOS [31] by adding heads to predict various 3D cuboid parameterizations. MonoCon [16] adds auxiliary context regression heads to assist 3D detection. DETR3D [34], based on DETR [1], employs a transformer for end-to-end 3D bounding box prediction by projecting learnable 3D queries in 2D images. MonoDTR [10] learns depth information by a depth-aware transformer. To further improve detection accuracy in terms of geometry, some methods have introduced geometric priors into the networks. MonoPair [2] leverages geometric consistency between adjacent object pairs, formulating the inference as a constrained optimization problem. Nevertheless, the preconceived assumption about the prior may fail in many practical scenarios. MonoDDE [13] proposes a depth-

Figure 1. Overall Architecture of our model. The orientation-aware image backbone produces depth keys and image values from a single image and $\delta$(direction of $z'_c$ in $x_l$-$y_l$ plane). $z'_c$ is the projection of $z_c$ axis onto the $x_l$-$y_l$ plane, where subscript $l$ and $c$ indicate ego-car and camera coordinate system respectively. The local ray attention mechanism takes as input voxel coordinates, depth keys, and image values to generate a 3D representation. The 3D representation is then used by the BEV Backbone to predict 3D bounding boxes and a 3D occupancy map.
Figure 2. An illustration of the local ray attention mechanism. \((u, v)\) indicates the pixel coordinates of the projected voxel center.

solving system that produces 20 diverse depths in different ways to alleviate the problem of depth assumption failure. These methods only produce sparse depths for every target learning from ground truth anchors whose labeling process contains non-negligible noise and is time-consuming. In order to effectively leverage large-scale annotation-free point cloud, DD3D [21] adds a depth prediction head to generate depth values for every pixel in an image during training. However, due to the perspective principle, objects that vary greatly in size may appear to have the same size in an image, which substantially hurts the accuracy.

### 2.2. 3D Intermediate Representation Methods

Representing features in 3D space, such as 3D voxels, bird’s-eye-view grids, or pseudo-LiDAR points, overcome the limitations of perspective range view, e.g. occlusion or variability in the scale of the same object. OFT [28] introduces orthographic feature transform to project a fixed cube of voxels onto image features to generate the 3D-voxel representation of the scene. BEVFormer [14] learns bird’s-eye-view representation from multi-camera images via spatiotemporal transformers to capture information across cameras. Image features can also be converted to 3D pointclouds, known as the Pseudo-LiDAR method, by leveraging depth information from various depth estimators and camera parameters. Mono3DPLiDAR [36] applies a bounding box constraint in terms of consistency to mitigate the local misalignment and long tail issues caused by noisy pseudo-LiDAR. Ma et al. [19] transforms the 2D image to pseudo pointclouds and embeds the complementary RGB cue into the generated pointclouds. However, these methods rely heavily on the quality of the image-to-LiDAR generation, which suffer from their sensitivity to depth accuracy. Lift-Splat [24] learns depth distributions in an unsupervised manner to generate the pseudo-LiDAR points. Based on Lift-Splat, BEVDet [9] applies an instance-level data augmentation to prevent overfitting. CaDDN [27] predicts categorical depth distributions for each pixel to construct the pseudo pointclouds and applies a LiDAR-based 3D detector to predict 3D bounding boxes. Nevertheless, the conversion of the pseudo-LiDAR points into 3D voxels can lead to the loss of information in these methods.

### 3. Method

#### 3.1. Overview

Our work is composed of an orientation-aware image backbone, a local ray attention, and a BEV backbone, as illustrated in Figure 1.

Given a single image captured by a color camera mounted on top of a vehicle, the 2D backbone generates two feature maps, namely depth keys and image features. Gaussian positional encoding function is applied to encode the implicit and explicit orientation difference as a vector, which is subsequently expanded to the same size as the image features. The image values are produced by concatenating the image features with the expanded orientation difference just mentioned. The depth keys, image values, and voxel coordinates are fed to local ray attention in order to produce 3D representation of the scene. Based on the 3D representation, the BEV backbone predicts 3D bounding boxes and a 3D occupancy map.

#### 3.2. Local Ray Attention

The local ray attention directly transforms feature map of an image to 3D voxel features without intermediate pseudo pointcloud (see Figure 2). By taking advantage of the attention mechanism, this process is capable of placing 2D features at appropriate locations in 3D space.

The inputs to the local ray attention are depth keys and image values from the orientation-aware backbone and the center coordinates of voxels obtained by evenly dividing a predefined detection area. Through timing camera extrinsic, the voxel center coordinates are transformed from the ego-car’s coordinate system to the camera’s coordinate system. Given camera intrinsics, we further get the pixel co-
and explicit orientations due to mounting errors of cameras deployment, resulting in different disparities between implicit data collected by different ego cars in either training or detection observed in Euclidean space in ego-car’s coordinate. However, the detection model should handle the system, when $z_l$ is the orientation of an object observed explicitly in ego-car coordinate, $\alpha_c$ is the orientation observed from a camera, and $\delta$ is the orientation of $z_l'$ in $x_l - y_l$ plane.

Figure 3. Example of implicit versus explicit orientations.

coordinates of every voxel center by projecting them to the image plane. Bilinearly interpolating depth keys and image features at the projected pixel coordinates respectively produces keys and values respectively for local attention. The $z$ coordinate of the voxel center in the camera’s coordinate system are embedded by the Gaussian positional encoding function (introduced in Sec. 3.4) as a query.

Given keys, values, and queries, local attention firstly projects the keys and values back to their corresponding voxels. Then every voxel is populated with a value weighted by the similarity between its query and the key.

$$\tilde{v} = \text{sim}(k, q)v$$  \hspace{1cm} (1)

3.3. Orientation-Aware 2D Image Backbone and Augmentation

The orientation-aware backbone is necessary in two cases where differences between the implicit and explicit orientations are caused as shown in Figure 3.

Mounting Errors. Ideally, in 3D intermediate representation, the implicit orientation of an object embedded by an image backbone is consistent with the explicit orientation observed in Euclidean space in ego-car’s coordinate system, when $z_l'$ is aligned with $x_l$ (the first column of Fig. 3b). However, the detection model should handle the data collected by different ego cars in either training or deployment, resulting in different disparities between implicit and explicit orientations due to mounting errors of cameras. (the second column of Fig. 3b). For instance, while the explicit orientation of the object remains unchanged for different ego cars in the same scene with the same pose, the orientations observed by cameras may differ depending on the direction of the camera.

Augmentation. During the training process, to prevent the BEV backbone from overfitting, data augmentation (i.e. random world rotation) is applied to the 3D representation. It leads to a large deviation in explicit orientation from implicit orientation (the third column of Fig. 3b), which cannot be corrected by image rectification because the image will be greatly compressed on a certain axis when a large random world rotation is applied.

To solve the inconsistency problem, we propose an orientation-aware image backbone to tackle the orientation inconsistency caused by the mounting errors and augmentation at the same time. The orientation-aware image backbone takes as input not only an image, but also the orientation differences to generate image values. In our settings of data augmentation (Details are in the last paragraph of this section.), the orientation difference of an object can be calculated from camera extrinsic matrix. After data augmentation, we get the ego car coordinate system, with which axes of 3D voxels are aligned. Suppose $z_l'$ is the projection of $z_c$ axis onto the $x_l - y_l$ plane, we calculate the orientation difference $\delta$ of $z_l'$ and $x_l$ with the camera extrinsics.

$$\delta = \arctan \left( \frac{l_{3,2}}{l_{3,1}} \right)$$  \hspace{1cm} (2)

where $t$ is the element of camera extrinsic matrix $T$ that transforms from the ego-car to the camera coordinate system.

$\delta$ is then encoded by handcrafted Gaussian positional encoding (introduced later in Sec. 3.4) to get the vector representation, $p_\delta$. Note that We do not perform instance augmentation [9, 37] so that the orientation differences are the same for all locations. Therefore, $p_\delta$ is simply expanded to the same size as the image feature map (produced by the 2D backbone) and then is concatenated with it. Following a layer of 1x1 convolution, the image values containing the implicit features that are consistent with the explicit features are obtained.

Data augmentation will affect the consistency as aforementioned, so we discuss our deployed augmentation strategies here. We use random world flipping and random world rotation augmentation. For the random world flipping, ground truth bounding boxes, and the lidar points flip around the x-axis of ego-car coordinate system. The second column of $T$ is set to the opposite. Image is flipped horizontally with the intrinsic matrix modified accordingly. For the random world rotation, we rotate the ground truth bounding boxes and lidar points with rotation matrix $R$. The camera extrinsic matrix is modified by multiplying the inverse of $R$.
the cosine similarity of \( g \) over the interval \( \Delta \).

\[
P(\Delta d) = g(d_1) \cdot g(d_2)
\]

\[
\approx \int_{-\infty}^{+\infty} f(x, d_1) \cdot f(x, d_2)dx
\]

\[
= \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{\Delta d^2}{2\sigma^2}}
\]

Hence, \( \Delta d \sim N(0; \sigma) \).

**Q.E.D.**

Through scaling the vector in Equation (5) with a constant scaler \((\sqrt{2\pi}\sigma)^2\) that normalizes the range of \( g(d_1) \cdot g(d_2) \) to \((0, 1]\), we get our positional encoding. In practice, \( \sigma \) can be a hyperparameter or a learned parameter of a model.

### 3.5. Auxiliary Occupancy Supervision with True Negatives

The occupancy map is composed of 3D voxels in the form of a 3D matrix where each element indicates whether a voxel is occupied by any objects. Inspired by PLUMENet [35], our model estimates the occupancy map as an auxiliary target to avoid overfitting with tighter constraints. To produce ground truth for the occupancy map, one way is to take voxels containing lidar points as positive samples and voxels without points as empty space. However, voxels occupied by an object but not visible to lidar will be false negative samples (see Figure 4a). To fix this problem, only voxels passed through by laser beams and without lidar points are chosen as negative samples as Figure 4b shows. Though the constraint is looser having fewer negative samples, it can produce labels without false negatives.

### 3.6. Multi-task Heads

For 3D detection head, we deploy settings from the Single Shot Detector (SSD) [15] and assign ground truth to axis-aligned anchor boxes using 2D Intersection over Union (IoU) [4] following PointPillars [11]. Parallel to the detection head, we use the PLUMENet [35] setup of the occupancy head to predict the occupancy map.

## 4. Experiments

### 4.1. KITTI Object Detection Dataset

KITTI is a pioneer dataset for visual recognition systems in robotic applications [5]. The data is captured from a VW station wagon equipped with four video cameras (1392×512 pixels), a Velodyne 64-beam laser scanner, and a localization unit. KITTI provides 7481 training samples and 7518 testing samples, each containing two color images, two grayscale images, a point cloud, object annotations in the form of 3D bounding boxes, and a calibration...
| Method              | 3D AP@0.7 | BEV AP@0.7 |
|---------------------|-----------|------------|
|                     | Easy      | Mod.       | Hard      | Easy      | Mod.       | Hard      |
| OFT-Net [28]        | 2.50      | 3.28       | 2.27      | 9.50      | 7.99       | 7.51      |
| CaDDN [27]          | 19.17     | 13.41      | 11.46     | 27.94     | 18.91      | 17.14     |
| AM3D [19]           | 21.48     | 16.08      | 15.26     | N/A       | N/A        | N/A       |
| MonoDTR [10]        | 21.99     | 15.39      | 12.73     | 28.59     | 20.38      | 17.14     |
| MonoDETR [38]       | 24.52     | 16.26      | 13.93     | 32.20     | 21.45      | 18.68     |
| MonoCon [16]        | 22.50     | 16.46      | 13.95     | 31.12     | 22.10      | 19.00     |
| DD3D [21]           | 23.19     | 16.87      | 14.36     | 32.35     | 23.41      | 20.42     |
| MonoDDE [13]        | 24.93     | 17.14      | 15.10     | 33.58     | 23.46      | 20.37     |
| GCDR+DDA [8]        | 25.21     | 17.25      | 13.53     | 37.86     | 27.92      | 21.97     |
| PS-fld [20]         | 23.74     | 17.74      | 15.14     | 32.64     | 23.76      | 20.64     |
| LPCG-Monoflex [22]  | 25.56     | 17.80      | 15.38     | 35.96     | 24.81      | 21.86     |
| MonoInsight [7]     | 27.71     | 19.04      | 16.03     | 34.85     | 24.23      | 20.87     |
| Ours                | 31.55     | 20.95      | 17.83     | 41.41     | 28.50      | 23.88     |
| LPCG + DM3D [23]    | 29.15     | 21.24      | 19.18     | 39.74     | 28.84      | 26.08     |
| Ours + DM3D         | 35.96     | 25.02      | 21.47     | 46.17     | 33.13      | 28.80     |

Table 1. Object detection results for car category (AP$_{R_{40}}$ metric [29]) on the KITTI [5] test set. Our model outperforms all previously published state-of-the-art one-stage and Pseudo-LiDAR methods in both 3D and BEV benchmarks for all difficulty levels. The best results are marked in bold and the second-best results are in italics. DM3D [23] though not practical for autonomous robots by just producing more boxes to increase recall, improves AP significantly. For a fair comparison, we also report DM3D applied to our model verse the best model in its original paper, LPCG + DM3D [23]. Our results are still the best for all metrics.

file. Only annotations of the training set are made public. A total of 80256 labeled objects are divided into 7 classes: 'Car', 'Van', 'Truck', 'Pedestrian', 'Person (sitting)', 'Cyclist', 'Tram' and 'Misc'. There are three difficulty levels, easy, moderate, and hard, defined by bounding box height and occlusion level. The 3D object detection benchmark ranks all methods using the average precision of precision-recall curves with 40 recall positions.

4.2. Implementation Details

The 2D backbone is composed of a V2-99 net [12] extended to an FPN and two branches to generate image values and depth keys. The V2-99 net is pretrained on DDAD15M [6] as DD3D [21] for depth estimation. Multi-scale features from the FPN are bilinearly interpolated to the same size and concatenated as input to the two branches. The BEV backbone is a 3D-BEV network in PLUMENet-Small [35].

All input images are resized to $352 \times 1248$. Each image value and depth key has a size of $64 \times 88 \times 312$. For the Gaussian encoding function generating the queries, we set $n = 64$, $x_1 = 0$, $x_n = 64.8$. For another Gaussian encoding function used to encode the orientation difference, we set $n = 64$, $x_1 = -0.9$, $x_n = 0.9$. For benchmarking and ablation studies, voxels are $0.4 \times 0.4 \times 0.4$. We use voxel sizes of $0.2 \times 0.2 \times 0.2$ in a tiny model version.

We trained on the entire training set for evaluation on the KITTI test server. While for the ablation study, we trained on the subset of the training set the same as SECOND [37]. All models are trained 80 epochs using AdamW [18] optimizer with a one-cycle learning rate scheduler [30]. The maximum learning rate is set to 0.0003, and the dividing factor is 20.

For data augmentation, we randomly select an image captured by a left or right color camera for each sample; we deploy random world flipping and random world rotation with range ($-\frac{\pi}{4}, \frac{\pi}{4}$) as described in Sec. 3.3. The lidar coordinate system in KITTI is chosen as the ego-car coordinate system.

4.3. Benchmark Evaluation

Comparison with State-of-the-Art Methods. To make a horizontal comparison of monocular models, we evaluate our result of the test set on the KITTI server. The results are summarized in Table 1. On the KITTI 3D object detection benchmark, our model ranks first in all difficulty levels among the previous monocular models by achieving $20.95\%$ AP on Car Moderate. Our model outperforms the previously best 3D intermediate representation method [8] by a large margin of $3.15\%$. On the KITTI bird’s eye view benchmark, our model achieves an AP Moderate score of $28.50\%$, outperforming all published models.

Results on Pedestrian. As shown in Table 5 We evaluate $AP_{BEV}$ and $AP_{3D}$ results on both KITTI test set and KITTI val set as some prior works did not report pedestrian results to KITTI test server. We ranks the 1st among
Table 2. Ablation experiments for positional encodings. On par with the learned method in performance, our encoding function has the advantage of encoding continuous values. Our Gaussian positional encoding is superior to the sinusoidal method to a large extent for AP@0.7. *Sigmoid activation is applied.

| Method      | Easy | Mod | Hard | Easy | Mod | Hard |
|-------------|------|-----|------|------|-----|------|
| Sinusoidal* | 25.24| 19.07| 16.38| 65.28| 53.85| 47.07|
| Learned*    | 26.30| 19.46| 16.37| 69.09| 53.29| 46.79|
| Gaussian*   | 24.47| 17.55| 14.83| 67.25| 50.72| 46.04|
| Sinusoidal  | 24.74| 18.79| 16.06| 68.53| 52.82| 46.86|
| Learned     | N/A  | N/A  | N/A  | N/A  | N/A  | N/A  |
| Gaussian    | **27.05** | **19.72** | **17.16** | 68.53 | 53.14 | 47.09 |

Table 3. Ablation experiments for the orientation-aware backbone. "AUG" indicates the random world rotation and flipping augmentation. "OAB" represents the orientation-aware backbone. OAB is a necessity for AUG to boost model performance.

| Method      | Easy | Mod | Hard | Easy | Mod | Hard |
|-------------|------|-----|------|------|-----|------|
| Baseline    | 23.40| 15.55| 12.85| 65.02| 44.69| 36.64|
| +AUG        | 23.12| 15.23| 12.55| 65.49| 45.15| 35.25|
| +OAB        | 27.05| 19.72| 17.16| 68.53| 53.14| 47.09|
| +AUG+OAB    | **38.25** | **27.60** | **23.48** | **78.95** | **63.16** | **56.09** |

Table 4. Ablation experiments for the orientation-aware backbone.

| Method      | Easy | Mod | Hard | Easy | Mod | Hard |
|-------------|------|-----|------|------|-----|------|
| Projection  | ✓    | 5.35| 3.49 | 2.8  | 35.45| 23.68| 19.94|
| LRA         | ✓    | 23.40| 15.55| 12.85| 65.02| 44.69| 36.64|
| Projection  | ✓    | 26.57| 19.68| 16.75| 66.42| 50.89| 44.84|
| LSS [24]    | ✓    | 19.89| 15.30| 13.53| 64.19| 49.68| 44.24|
| LRA         | ✓    | 27.05| 19.72| 17.15| 68.53| 53.14| 47.09|
| Projection  | ✓    | ✓   | 37.09| 26.96| 22.94| 75.44| 60.17| 53.17|
| LSS         | ✓    | ✓   | 31.95| 22.90| 19.68| 73.36| 59.30| 53.20|
| LRA         | ✓    | ✓   | **38.25** | **27.60** | **23.48** | **78.95** | **63.16** | **56.09** |

Table 5. AP_{BEV} / AP_{3D} results for pedestrians at IoU = 0.5.

| Voxel Size | Easy | Mod. | Hard | Inference Time |
|------------|------|------|------|----------------|
| 0.2m       | 38.25| 27.60| 23.48| 129.39ms       |
| 0.4m       | 33.50| 24.07| 20.60| 39.49ms        |

Table 6. AP_{3D} scores at IoU=0.7 varying the voxel size on the KITTI validation set.

Table of values showing performance metrics for different methods.

Positional Encodings. In Table 2, we replace Gaussian positional encodings with sinusoidal [32] and learned positional encodings. We do not apply random world rotation to any of our models because this would greatly vary the distance from each voxel to the image plane, which would require a continuous positional encoding function instead of a discrete learned function. Since the learned way can not guarantee the dot product of arbitrary positional encodings to have a proper upper bound not too large, the version without sigmoid activation diverged during training. Gaussian positional encoding without sigmoid activation surpasses the other methods in most metrics. While Gaussian and learned ways obtain similar performance for AP@0.5 metrics, the Gaussian encoding prevails over learned encoding in its ability to represent continuous value rather than a fixed amount of discrete values.

Local Ray Attention Mechanism. To verify the effectiveness of the local ray attention mechanism, we vary the 2D-3D transformation components as in Table 4. Interestingly, we observe that removing local ray attention ("Projection" in Figure 2: Directly project voxel centers to the image plane to fetch features) hurts model quality considerably without an orientation-aware backbone. Applying an orientation-aware backbone dramatically reduces the gap between configurations with and without a local ray attention mechanism. Additionally, LSS [24] is not superior to voxel projection, perhaps due to the sparsity of distant pseudo-points.

Orientation-Aware 2D Image Backbone. In Table 3, we observe that applying the random world rotation and flipping augmentation hardly brings any gain of AP. By deploying an orientation-aware backbone alone, we obtain at least 3.51% increase for all metrics even if augmentation is not applied. The augmentation further improves the 3D...
moderate result remarkably to the extent of 12.05% with the assistance of the orientation-aware backbone. This suggests that ensuring implicit and explicit features are consistent is vital in transforming 2D features into 3D space.

**Occupancy Supervision with True Negative.** Additionally, we experimented with the two label assignment methods of the occupancy map. The baseline uses the label assignment scheme as Figure 4a. As expected, though the occupancy map with true negative annotates fewer voxels resulting in looser supervision, it is very helpful in avoiding over-fitting by providing labels more correctly (see Table 7).

### 4.5. Inference Time

We present two versions of the models in Table 6 that differ in the voxel size of intermediate representations. 1. The tiny version can be processed in approximately 25.3 FPS, which is sufficient for most real-time applications. With a fine-grained voxel partition, the base version requires 129.39ms to infer, which has a higher average precision outperforming all reported methods.

### 4.6. Qualitative Results

The qualitative results on val set are shown in Figure 5. For better visualization and comparison, we plot the ground-truth bounding box and predicted bounding box in a bird’s eye view. It is clear from our results that even when cars are largely occluded in the image, our model is able to detect them accurately.

### 5. Conclusion

In this work, we identify the inconsistency of implicit and explicit features as the primary obstacle that hinders the development of methods using intermediate 3D representation. Based on this insight, we propose a novel detection paradigm with the orientation-aware image backbone, the local ray attention mechanism, and the handcrafted Gaussian encoding. Extensive ablation experiments show that ensuring the consistency improves the performance of our model significantly. As expected, the local ray attention mechanism and Gaussian encoding have proven to be effective. Overall, our model put a spurt in detection accuracy in KITTI 3D and BEV benchmarks showing promising results.
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