Band Flattening and Landau Level Merging in Strongly-Correlated Two-Dimensional Electron Systems
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We review recent experimental results indicating the band flattening and Landau level merging at the chemical potential in strongly-correlated two-dimensional (2D) electron systems. In ultra-clean, strongly interacting 2D electron system in SiGe/Si/SiGe quantum wells, the effective electron mass at the Fermi level increases monotonically in the entire range of electron densities, while the energy-averaged mass saturates at low densities. The qualitatively different behavior of the two masses reveals a precursor to the interaction-induced single-particle spectrum flattening at the chemical potential in this electron system, in which case the fermion “condensation” at the Fermi level occurs in a range of momenta, unlike the condensation of bosons. In strong magnetic fields, perpendicular to the 2D electron layer, a similar effect of different fillings of quantum levels at the chemical potential—the merging of the spin- and valley-split Landau levels at the chemical potential—is observed in Si inversion layers and bilayer 2D electron system in GaAs. Indication of merging of the quantum levels of composite fermions with different valley indices is also reported in ultra-clean SiGe/Si/SiGe quantum wells.
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1. INTRODUCTION

In a non-interacting fermion system with a continuous spectrum, the occupation probability for a quantum state at fixed chemical potential and temperature is a function of the single-particle energy only [1]. If the temperature tends to zero, the energy interval separating the filled and empty quantum states also tends to zero. For free particles, there appears a Fermi surface in momentum space with dimensionality \(d - 1\), where \(d\) is the dimensionality of the fermions.

In general, this reasoning is not true for interacting fermions [2–8]. In this case the single-particle energy depends on electron distributions, and the occupation numbers of quantum states at the chemical potential can be different, falling within the range between zero and one. A topological phase transition has been predicted at \(T = 0\) in strongly correlated Fermi systems that is related to the emergence of a flat portion of the single-particle spectrum at the chemical potential as the strength of fermion–fermion interaction is increased (the top inset of Fig. 1). This transition is associated with the band flattening or swelling of the Fermi surface in momentum space, which is preceded by an increasing quasiparticle effective mass \(m_F\) at the Fermi level that diverges at the quantum critical point. The creation and investigation of flat-band materials is currently a forefront area of modern physics [9–12]. The interest is ignited, in particular, by the fact that, due to the anomalous density of states, the flattening of the band may be important for the construction of room temperature superconductivity. The appearance of a flat band is theoretically predicted [13–15] in a number of systems, including heavy fermions, high-temperature superconducting materials, \(^3\)He, and two-dimensional electron systems.

The role of electron–electron interactions in the behavior of two-dimensional electron systems increases as the electron density is decreased. The interaction strength is characterized by the Wigner–Seitz radius, \(r_s = 1/(\pi n_s)^{1/2}\) (here \(n_s\) is the electron density and \(a_B\) is the effective Bohr radius in semiconductor), which in the single-valley case is equal to the ratio of the Coulomb and kinetic energies.

It has been experimentally shown that with decreasing electron density (or increasing interaction strength) in ultraclean SiGe/Si/SiGe quantum wells, the mass at the Fermi level increases monotonically in the entire range of electron densities [16]. In contrast, the energy-averaged mass saturates at low densities. The qualitatively different behavior of the two masses
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reveals a precursor to the interaction-induced single-particle spectrum flattening at the Fermi level in this electron system.

For an interacting fermion system placed in strong perpendicular magnetic fields, one expects a similar effect of different fillings of quantum levels at the chemical potential. Given the energies of two quantum levels intersect each other when varying an external parameter, these can be the same as the chemical potential over a range of parameter values; i.e., the levels can merge at the chemical potential over this range \( T = 0 \) are indicated by the shaded area. Bottom inset: the effective mass \( m_F \) versus electron density determined by analysis of the temperature dependence of the amplitude of Shubnikov–de Haas oscillations, similar to [38]. The dashed line is a guide to the eye. From [16].

We start with an indication of band flattening at the Fermi level reported in [16]. Raw experimental data obtained in strongly correlated 2D electron systems can be divided into two groups: (i) data describing the electron system as a whole, like the magnetic field required to fully polarize electron spins, the thermodynamic density of states, or magnetization of the electron system, and (ii) data related solely to the electrons at the Fermi level, like the amplitude of the Shubnikov–de Haas oscillations yielding the effective mass \( m_F \) and Landé g-factor \( g_F \) at the Fermi level. As a rule, the data in the first group are interpreted using the quasiparticle language in which the energy-averaged values of effective mass, \( m \), and Landé g-factor, \( g \), are used. To determine the values, the formulas that hold for the case of non-interacting electrons are employed. Although this approach is ideologically incorrect, the results for \( m \) and \( g \) often turn out to be the same as the results for \( m_F \) and \( g_F \). Particularly, in a 2D electron system in Si MOSFETs, simultaneous increase in the energy-averaged effective mass and that at the Fermi level was reported in earlier publications [21–27]; it was found that the effective mass is strongly enhanced at low densities while the g-factor stays close to its value in bulk silicon, which did not confirm the occurrence of the Stoner instability in a 2D electron system in silicon. The mass renormalization is independent of disorder, being determined by electron–electron interactions only [28]. The strongly enhanced effective mass in Si MOSFETs was interpreted in favor of the formation of the Wigner crystal or a preceding intermediate phase whose origin and existence can depend on the level of disorder in the electron system.

The experimental results reported in this section were obtained in ultra-low-disordered (001) SiGe/Si/SiGe quantum wells described in detail in [29, 30]. The maximum electron mobility in these samples reached 240 m²/(V s), which is the highest mobility reported for this electron system and is some two orders of magnitude higher than the maximum electron mobility in the least disordered Si MOSFETs. The parallel-field magnetoresistance (i.e., magnetoresistance measured in the configuration where the magnetic field is parallel to the 2D plane) allows one to determine the field of the full spin polarization, \( B_c \), that corresponds to a distinct “knee” of the experimental dependences followed by the saturation of the resistance [31, 32] (see the bottom inset of Fig. 2). The magnetic field where the spin polarization becomes complete is plotted as a function of electron density in ultra-clean SiGe/Si/SiGe quantum wells, an indication of merging of the composite fermion levels with different valley indices has been reported [20]. Below we review pertaining recent experimental data.

2. BAND FLATTENING AT THE FERMI LEVEL.
Fig. 2. (Color online) Field of the complete spin polarization versus electron density at a temperature of 30 mK for two SiGe/Si/SiGe samples (circles and squares). The dashed black line is a linear fit to the high-density data which extrapolates to zero at \( n_r = 0.14 \times 10^{15} \, \text{m}^{-2} \). The solid red line corresponds to the calculation [33] for the clean limit. Top inset: the low density region of the main figure on an expanded scale. Also shown by the dotted red line is the calculation [33] taking into account the electron scattering. Bottom inset: the parallel-field magnetoresistance at a temperature of 30 mK at different electron densities indicated in units of \( 10^{15} \, \text{m}^{-2} \). The polarization field \( B_c \) determined by the crossing of the tangents is marked by arrows. From [16].

To check whether or not the residual disorder affects the results for the magnetic field of complete spin polarization, we compare our data with those previously obtained on Si/SiGe samples with electron mobility an order of magnitude lower than that in our samples [34]. At high electron densities, the dependence \( B_c(n_r) \) in [34] is also linear and extrapolates to zero at a finite density. Furthermore, the slope of the dependence is equal to \( 6 \times 10^{-15} \, \text{T m}^2 \) and is close to the slope \( 5.4 \times 10^{-15} \, \text{T m}^2 \) observed in our experiment. However, the offset of approximately \( 0.3 \times 10^{15} \, \text{m}^{-2} \) in [34] is appreciably higher than that in our case. Therefore, the behavior of the polarization field \( B_c \) is affected by the disorder potential in agreement with [33, 35]. Good agreement between our experimental data for \( B_c \) and the calculations for the clean limit [33] provides evidence that the electron properties of our samples are only weakly sensitive to the residual disorder, and the clean limit has been reached in our samples.

The product \( g_F m \) that characterizes the whole 2D electron system can be determined in the clean limit from the equality of the Zeeman splitting and the Fermi energy of a completely spin-polarized electron system

\[
g_F \mu_B B_c = \frac{2\pi^2 n_r}{g_r m}, \tag{1}
\]

where \( g_r = 2 \) is the valley degeneracy and \( \mu_B \) is the Bohr magneton.

On the other hand, the Landé \( g \)-factor \( g_F \) and effective mass \( m_F \) at the Fermi level can be determined by the analysis of the Shubnikov–de Haas oscillations in relatively weak magnetic fields, as it was done in [16]:

\[
A = \sum_l A^{l,k} \cos \left[ \pi \left( \frac{h c n_r}{e B_l} - 1 \right) \right] Z_l^r Z_l^s,
\]

\[
A^{l,k} = 4 \exp \left( -\frac{2\pi^2 k n_l T_D}{\hbar \omega_c} \right) \frac{2\pi^2 k n_l T / \hbar \omega_c}{\sinh \left( \frac{2\pi^2 k n_l T / \hbar \omega_c}{2m_e} \right)}, \tag{2}
\]

\[
Z_l^r = \cos \left( \frac{\pi l}{\hbar \omega_c} \right) \frac{\Delta Z}{\hbar \omega_c}, \quad Z_l^s = \cos \left( \frac{\pi l}{\hbar \omega_c} \right) \frac{\Delta b}{2m_e},
\]

where \( T_D \) is the Dingle temperature, \( T \) is the temperature, \( m_e \) is the free electron mass, \( \hbar \omega_c \) is the cyclotron splitting, \( \Delta Z \) is the Zeeman splitting, and \( \Delta b \) is the valley splitting. It is clear from Eq. (2) that as long as one sets \( Z_l^r = 1 \) in the range of magnetic fields studied, the fitting parameters are \( T_D m_e, m_F, \) and \( g_F m \) [36]. The
values $T_F m_F$ and $m_F$ are obtained in the temperature range where the spin splitting is insignificant. Being weakly sensitive to these two fitting parameters, the shape of the fits at the lowest temperatures turns out to be very sensitive to the product $g_F m_F$. The quality of the fits is demonstrated in Fig. 3. The magnetoresistance $\Delta \rho_{xx} = \rho_{xx} - \rho_0$ normalized by $\rho_0$ (where $\rho_0$ is the monotonic change of the dissipative resistivity with magnetic field) is described well using Eq. (2).

The main result shown in Fig. 1 is that the products of the average $g_F m$ and $g_F m_F$ at the Fermi level behave similarly at high electron densities, where electron-electron interactions are relatively weak, but differ at low densities, where the interactions become especially strong [37]. The product $g_F m_F$ increases monotonically as the electron density is decreased in the entire range of electron densities, while the product $g_F m$ saturates at low $n_s$. We emphasize that it is the qualitative difference in the behaviors of the two sets of data that matters, rather than a comparison of the absolute values. Taking into account the negligibility of the exchange effects in the 2D electron system in silicon [21, 22], this difference can only be attributed to the different behaviors of the two effective masses. Their qualitatively different behavior indicates the interaction-induced band flattening at the Fermi level in this electron system. To add confidence in our results and conclusions, we show in bottom inset in Fig. 1 the data for the effective mass $m_F$ determined by the analysis of the temperature dependence of the amplitude of Shubnikov–de Haas oscillations, similar to [38]. The similar behavior of $m_F$ and $g_F m_F$ with electron density allows one to exclude any possible influence of the $g$-factor on the behavior of the product of the effective mass and $g$-factor, which is consistent with the previously obtained results for the 2D electron system in silicon.

The experimental results are naturally interpreted within the concept of the fermion condensation [2, 4, 8] that occurs at the Fermi level in a range of momenta, unlike the condensation of bosons. With increasing strength of electron-electron interactions, the single-particle spectrum flattens in a region $\Delta \rho$ near the Fermi momentum $p_F$ (top inset of Fig. 1). At relatively high electron densities $n_s > 0.7 \times 10^{15}$ m$^{-2}$, this effect is not important since the single-particle spectrum does not change noticeably in the interval $\Delta \rho$ and the behaviors of the energy-averaged effective mass and that at the Fermi level are practically the same. Decreasing the electron density in the range $n_s < 0.7 \times 10^{15}$ m$^{-2}$ gives rise to the flattening of the spectrum so that the effective mass at the Fermi level, $m_F = p_F / \nu_F$, continues to increase (here $\nu_F$ is the Fermi velocity). In contrast, the energy-averaged effective mass does not, being not particularly sensitive to this flattening. In the critical region, where the effective mass at the Fermi level tends to diverge, $m_F$ is expected to be temperature dependent. A weak decrease in the value $g_F m_F$ with temperature is indeed observed at the lowest-density point in Fig. 1. In the critical region, the increase in $m_F$ is restricted by the limiting value determined by temperature: $m_F < p_F \Delta \rho / 4k_B T$. In our experiments, the increase in $m_F$ reaches a factor of about 2 at $n_s = 0.3 \times 10^{15}$ m$^{-2}$ and $T = 30$ mK, which allows one to estimate the ratio $\Delta \rho / p_F \sim 0.06$. It is the smallness of the interval $\Delta \rho$ that provides good agreement between the calculation [33] and our experiment.
It is worth noting that the effective mass at the Fermi level tends to diverge at a density \( n_m \) higher than the critical electron density \( n_c \) of the metal—insulator transition, revealing the qualitative difference between the ultralow-disorder SiGe/Si/SiGe quantum wells and the least-disordered Si MOSFETs where the opposite relation \( n_c \geq n_m \) is found [39]. This indicates that these two densities are not directly related, and the fermion condensation and metal—insulator transition are two different transitions.

3. MERGING OF LANDAU LEVELS IN A STRONGLY-INTERACTING TWO-DIMENSIONAL ELECTRON SYSTEM

Another example of a nontrivial manifestation of fermion interactions in strongly correlated Fermi liquids is the merging of quantum levels in a Fermi system with a discrete spectrum, in which case the fillings of the two quantum levels at the chemical potential are different [18].

Application of the perpendicular magnetic field \( B \) on a homogeneous 2D electron system creates two subsystems of Landau levels numbered \( i \) and distinguished by \( \pm \) projections of the electron spin on the field direction. The energy levels \( \epsilon_i^\pm \) in each set are spaced by the cyclotron splitting \( \hbar \omega_c = \hbar eB/m^*c \), and the two sets of the Landau levels are shifted with respect to each other by the spin splitting \( \Delta_{\pm} = g\mu_B B \), where \( m^* \) and \( g \) are the values of mass and Landé g-factor renormalized by electron interactions (for simplicity, the valley degeneracy is so far neglected). The Landau levels with opposite spin directions should intersect with changing electron density, as caused by the strong dependence of the effective mass on \( n_e \), provided the g-factor depends weakly on \( n_e \). In particular, at high electron densities, the cyclotron splitting usually exceeds the spin splitting, whereas at low densities, the opposite case \( \hbar \omega_c < \Delta_{\pm} \) should occur due to the sharply increasing mass.

Both the thermodynamic and kinetic properties of the electron system are determined by the position of the chemical potential relative to the quantum levels, which is in turn determined by the magnetic field and electron density. The filling factor is equal to \( v = n_e/n_0 \), where \( n_0 = eB/hc \) is the level degeneracy. When \( v \) is fractional, the chemical potential is pinned to the partially filled quantum level. The probability of finding an electron at the chemical potential is given by the fractional part of the filling factor and can be varied between zero and one. At the integer filling factor, there is a jump of the chemical potential. In an experiment, the jump manifests itself as a minimum in the longitudinal electrical resistance. The resistance minima in the \((B, n_e)\) plane correspond to a Landau level fan chart.

Provided that the external magnetic field is fixed and many quantum levels are occupied, the variation of the electron density in a quantum level is small compared to \( n_e \). The variation of the energy \( \epsilon_i \) is evaluated using the Landau relation

\[
\delta \epsilon_i = \sum_\sigma \Gamma_{i\sigma} \delta n_\sigma,
\]

where \( \Gamma_{i\sigma} \) is the electron–electron interaction amplitude that is a phenomenological ingredient of the Fermi liquid theory [1]. Selecting the magnetic field at which the difference between the neighboring Landau levels \( \epsilon_i^+ \) and \( \epsilon_{i+1}^- \)

\[
D = \epsilon_i^+ - \epsilon_{i+1}^- = \Delta_{\pm}(n_e, B) - \hbar \omega_c(n_e, B)
\]

zeros at the filling factor \( v = n_e\hbar c/eB = 2i + 2 \), one starts from the higher density where both levels \((i + 1)^-\) and \(i^+\) are completely filled at \( v = N = 2i + 3 \), the difference \( D(N) \) being negative. Removing the electrons from the level \((i + 1)^-\) implies that the electron density decreases and \( D \) increases. The level crossing occurs at \( v = 2i + 2 \); i.e., the level \( i^+ \) becomes empty and the level \((i + 1)^-\) is completely filled, under the condition

\[
\Gamma(i) = (\Gamma_{i-1,i+1}^+ - \Gamma_{i+1,i}^+)(\Gamma_{i+1,i}^+ - \Gamma_{i+1,i}^-) \leq 0.
\]

In the opposite case

\[
\Gamma(i) > 0,
\]

the single-particle levels attract to each other and merge at the chemical potential \( \mu \), as described by the merging equation \( \mu_{i\pm} = \epsilon_i^\pm = \mu \). Both levels exhibit partial occupation with fractions of empty states \( 0 < f_i < 1 \) and \( 0 < f_{i+1} < 1 \) that obey the normalization condition \( f_i + f_{i+1} = N - v \). The merging starts when the empty states appear in the level \( \epsilon_i^\pm \) and ends when this level is completely emptied. This corresponds to the increase in the fraction of empty states \( f \) in the range between \( f = 1 \) (or \( v = 2i + 2 \)) and \( f = \min(1 + \Gamma(i)/(\Gamma_{i+1,i}^- - \Gamma_{i+1,i}^+), 2) \). Outside the merging region, the conventional Landau level diagram is realized. Note that the gap between the neighboring Landau levels \( \epsilon_i^+ \) and \( \epsilon_{i+1}^- \) proves to be invisible in transport and thermodynamic experiments. The upper boundary of the merging region \( n_e(B) \) can be written

\[
\hbar \omega_c - \Delta_{\pm} = 0.
\]

The electron system in (100) Si MOSFETs is characterized by the presence of two valleys in the spectrum so that each energy level \( \epsilon_i^\pm \) is split into two levels, as shown schematically in Fig. 4. One can easily see that the valley splitting \( \Delta_\sigma \) promotes the merging of quantum levels. The bigger the valley splitting, the higher the electron density at which the levels \((i + 1)^-\) and \(i^+\) with different valley indices should merge at
the chemical potential at filling factor \( \nu = 4i + 4 \). The upper boundary of the merging region \( n_m(B) \) is determined by the relation

\[
\hbar \omega_s - \Delta Z - \Delta_r = 0
\]

that is different from Eq. (6) by the presence of the valley splitting. Since the electron density distributions corresponding to two valleys are spaced by distance \( \alpha \) in the direction perpendicular to the Si–SiO\(_2\) interface, the intervalley charge transfer creates an incremental electric field leading to \( \Delta \Gamma = 4\pi e^2 / \alpha \kappa \), where \( \kappa \) is the dielectric constant. \( \Gamma(i) \) determines the strength of the merging effect, and the lower boundary of the merging region of the neighboring Landau levels is given by the expression \( \hbar \omega_s + n_0 \Gamma(i) - \Delta Z - \Delta_r = 0 \).

In the high-density limit, where the effects of electron–electron interactions are negligible, the effective mass and \( g \)-factor are equal to \( m_0 = 0.19 m_e \) and \( g_0 = 2 \) so that the cyclotron splitting significantly exceeds the spin splitting. At low electron densities, where the interaction effects are strong, the effective mass \( m^*(n_e) \) is found to diverge as \( m_0/m^* \approx (n_e - n_l)/n_l \) at the quantum critical point close to the metal–insulator transition which occurs at \( n_e \approx 8 \times 10^{10} \) cm\(^{-2}\), while the \( g \)-factor stays close to \( g_0 \), being equal to \( g \approx 1.4 g_0 \) [21, 22, 24, 25]. The Landau level fan diagram for this electron system in perpendicular magnetic fields is represented in Fig. 5. The quantum oscillation minima at filling factor \( \nu = 4i + 4 \) disappear below some electron density \( n^* \) depending on \( \nu \), while the minima at \( \nu = 4i + 2 \) persist down to appreciably lower densities. Although this behavior is consistent with the sharp increase in the effective mass with decreasing \( n_e \), the dependence of the density \( n^* \) on the filling factor (or \( B \)) turns out to be anomalously strong and lacks explanation. Particularly, this cannot be accounted for by the impurity broadening of quantum levels in terms of \( \tau \) (where \( \tau \) is the elastic scattering time) in which case the drop of mobility \( \mu \) at low electron densities is controlled by the increasing mass [24].

The expected upper boundary of the merging region \( n_m(B) \), shown by the solid blue line in Fig. 5, has been determined in [18]. The calculated boundary is in agreement with the experimental density at which the oscillation minima at \( \nu = 4i + 4 \) vanish. This fact gives evidence for the level merging in a 2D electron system in silicon.

The description of the high-field data \( n^*(B) \) improves within the merging picture if one takes into account nonlinear (cubic) corrections to the spectrum at the Fermi surface near the quantum critical point that naturally lead to a decrease in the effective mass with the magnetic field. The corrected dependence \( n_m(B) \) is shown by the dotted violet line in Fig. 5; for more on this, see [18].
4. INTERACTION-INDUCED MERGING OF LANDAU LEVELS IN AN ELECTRON SYSTEM OF DOUBLE QUANTUM WELLS

The spectrum of a two-dimensional electron system subjected to a perpendicular magnetic field consists of two equidistant ladders of quantum levels for the spin up and down directions, as considered in the preceding section. If the magnetic field is tilted by an angle $\beta$, the spacing between the quantum levels in each of the spin ladders is equal to $\hbar \omega_k = \hbar e B \cos(\beta)/m^* c$, and the shift between the ladders equals $g\mu_B B$. Increasing the tilt angle leads to the crossing of the quantum levels of the two ladders. The crossing happens for the first time at an angle $\beta_1$ that satisfies the condition $\cos(\beta_1) = g m^* / 2 m_c$. At $\beta = \beta_1$, the chemical potential jumps at even filling factors and the corresponding fan chart lines should disappear. If one takes into account the interaction between the electrons of neighboring quantum levels and increases the tilt angle in the vicinity of $\beta_1$, then, tentatively, the quantum level filled before crossing should have got emptied with increasing $\beta$. However, suppose the single-particle energy of electrons on the emptying level decreases due to the electron interaction. In that case, both levels remain pinned to the chemical potential over a wide range of angles $\Delta \beta_1$ that is determined by the interaction strength. The probability of finding an electron at the chemical potential is different for opposite spin orientations, depending on the external parameter, the tilt angle. Such a behavior corresponds to the merging of quantum levels.

In the above hypothetical consideration, the crossing or merging of quantum levels is controlled by the tilt angle of the magnetic field. In the experiments on a strongly-interacting 2D electron system in (100) Si MOSFETs, the disappearance of the longitudinal resistance minima is analyzed when changing both the perpendicular magnetic field and electron density at fixed filling factor $\nu = 4(i + 1)$, where $i$ is an integer. In this case, the level merging occurs near the quantum critical point, as controlled by the effective mass depending on electron density [18]. One might think that the level merging is a precursor of the Fermi surface swelling. In fact, the two effects are not necessarily related to each other. Below it is demonstrated that the effect of level merging occurs in a bilayer 2D electron system with a tunnel barrier between the electron layers [19]. Note that the effective mass enhancement is insignificant in this case.

The sample used in this section is a parabolic quantum well with a narrow tunnel barrier grown on a GaAs substrate (for a detailed description, see [19]). Applying a voltage $V_g$ between the gate and the contact to the quantum well makes it possible to tune the electron density. The electrons appear in the back part of the quantum well when the gate voltage is above $V_{th1} = -0.7$ V and occupy one subband up to $V_g = V_{th2} = -0.3$ V (Fig. 6). At $V_g > V_{th2}$, the electrons appear in the front part of the well and fill the second subband up to the balance point $V_g = V_{balance} = 0$.

We focus on the range of gate voltages between $V_{th1}$ and $V_{balance}$ where the electrons in perpendicular magnetic fields occupy the two quantum ladders. Positions of the quantum levels are determined by the magnetic field and gate voltage. Over the shaded areas in Fig. 6, the gaps in the single-particle spectrum and the chemical potential jumps are protected by quantum effects [40]. In the remaining areas, the merging of quantum levels is, in principle, possible.

Below, the filling factor $\nu = 3$ is considered. At $V_g = V_{th2}$, the magnetic field is equal to $B_c = n_i(V_{th2})/\hbar c/3e$, where $n_i(V_{th2})$ is the electron density in the back layer. The energy $\varepsilon_1 - g\mu_B B_c/2$ of the spin up level of the front layer ladder is the same as the energy $\varepsilon_1 - g\mu_B B_c/2$ of the spin up level of the back layer ladder (Fig. 7a). Since far from the balance point, the electron density in the back layer remains practically unchanged with increasing $V_g$ above $V_{th2}$ (see, e.g., Fig. 6b in [41]), the electron density in the front layer in a magnetic field $B = B_c + AB$ along the dashed line at $\nu = 3$ restricted by the oval in Fig. 6 is equal to
To balance the change in the cyclotron energy and have both levels pinned to the chemical potential, it is necessary to transfer a small number of electrons between the levels

\begin{equation}
\delta n_2 = -\delta n_1 > 0,
\end{equation}

which gives rise to a shift of the single-particle levels

\begin{equation}
\delta \epsilon_1^b = \Gamma_1^bb \delta n_1 + \Gamma_1^{bf} \delta n_2,
\end{equation}

\begin{equation}
\delta \epsilon_0^f = \Gamma_0^bb \delta n_1 + \Gamma_0^{ff} \delta n_2,
\end{equation}

where \( \Gamma_0^{a,\alpha} \) is the electron interaction amplitude, the index \( b(f) \) refers to the back (front) layer, and \( j = 0,1 \) is the Landau level number. Both levels are pinned to the chemical potential under the condition \( \delta \epsilon_0 - \delta \epsilon_1 = \hbar \Delta B/m^* c \), which yields

\begin{equation}
\delta n_2 = \frac{\hbar \Delta B}{m^* c} \Gamma,
\end{equation}

where \( \Gamma = \Gamma_1^{bb} + \Gamma_0^{ff} - \Gamma_1^{ff} - \Gamma_0^{bb} \). In the parallel-plate-capacitor approximation, one gets

\begin{equation}
\Gamma \approx \frac{4 \pi e^2 a}{\kappa},
\end{equation}

where \( a \) is the distance between the weight centers of the electron density distributions in the \( z \) direction in both subbands. The level merging holds for the filling factor

\begin{equation}
\nu_2 = \frac{(n_2 + \delta n_2) \hbar c}{e B} < 1.
\end{equation}

We stress that in the wide range of magnetic fields at fixed filling factor \( \nu \), the probability of finding an electron with energy equal to the chemical potential is different for the two merged levels, as shown in Fig. 7b.

Although the case of filling factor \( \nu = 3 \) has been considered above for simplicity, the same arguments are also valid for higher filling factors.

The occurrence of the merging of quantum levels in the experiment is confirmed by using tilted magnetic fields. With tilting magnetic field, the magneto-resistance minima and chemical potential jumps arise [42] particularly along the dashed lines at \( \nu = 3 \) and \( \nu = 4 \) indicated by the ovals in Fig. 6. The appearance of the chemical potential jumps in the double layer electron system in tilted magnetic fields signals that the quantum levels are narrow enough.

As has been mentioned above, the chemical potential jumps can be protected by quantum effects. In general, a transfer of electrons between the quantum levels of different subbands leads to mixing the wavefunctions of the subbands and opening an energy gap if the non-diagonal matrix elements are not equal to zero [40]. This is realized over the shaded areas in Fig. 6. In contrast, in the merging regions at \( \nu = 3 \) and \( \nu = 4 \) indicated by the ovals in Fig. 6, the non-diagonal matrix elements in perpendicular magnetic fields are equal to zero because of the orthogonality of the in-plane part of the wavefunctions in the bilayer electron system. Tilting the magnetic field breaks the orthogonality of the wavefunctions of the neighboring quantum levels, and the energy gap emerges [42, 43].

5. MERGING OF THE QUANTUM LEVELS OF COMPOSITE FERMIONS

Finally, we consider an indication of merging of the quantum levels of composite fermions with different valley indices [20]. The concept of composite fermions [44–48] can successfully describe the fractional quantum Hall effect with odd denominators by reducing it to the ordinary integer quantum Hall effect for composite particles. In the simplest case, the composite fermion consists of an electron and two magnetic flux quanta and moves in an effective magnetic field \( B^* \) given by the difference between the external magnetic field \( B \) and the field corresponding to the filling factor for electrons, equal to \( \nu = 1/2 \). The filling factor
for composite fermions, \( p \), is connected to \( \nu \) according to the expression \( \nu = p/(2p + 1) \). The fractional energy gap, which is predicted to be determined by the Coulomb interaction in the form \( e^2/k\ell_B \), corresponds to the cyclotron energy of composite fermions \( \hbar \omega_C = \hbar eB^*/m_{\text{CF}}c \), where \( \ell_B = (\hbar/eB)^{1/2} \) is the magnetic length and \( m_{\text{CF}} \) is the effective composite fermion mass. The electron-electron interactions enter the theory [44–48] implicitly because a mean-field approximation is employed, assuming that the electron density fluctuations are small. The theory is confirmed by the experimental observation of a scale corresponding to the Fermi momentum of composite fermions in zero effective magnetic field at \( \nu = 1/2 \).

Samples studied in this section are ultraclean two-valley (001) SiGe/Si/SiGe quantum wells similar to those described in [29, 30]. The longitudinal resistivity \( \rho_{xx} \) as a function of the inverse filling factor is shown for different electron densities in Fig. 8a. The resistance minima are seen at composite fermion quantum numbers \( p = 1, 2, 3, 4, \) and \( 6 \) near \( \nu = 1/2 \) in positive and negative effective fields \( B^* \), revealing the high quality of the sample. The high quality of the quantum well is also confirmed by the presence of the \( \nu = 4/5 \) and \( \nu = 4/11 \) fractions [49], corresponding to \( p = 4/3 \), which can be described in terms of the second generation of composite fermions. The minima at \( p = 3 \) disappear below a certain electron density, although the surrounding minima at \( p = 2 \) and \( p = 4 \) persist to significantly lower densities. Clearly, the prominence of the minima at \( p = 3 \) at low electron densities cannot be explained by level broadening. On the other hand, this finding is strikingly similar to the effect of the disappearance of the cyclotron minima in the magnetoresistance at low electron densities in Si MOSFETs while the spin minima survive down to appreciably lower densities [50], which signifies that the cyclotron splitting becomes equal to the sum of the spin and valley splittings, and the corresponding valley sublevels merge [18].

Measurements in tilted magnetic fields allow one to distinguish between the spin and valley origin of the effect. The magnetoresistance as a function of the inverse filling factor is shown for the tilt angle \( \Theta = 61^\circ \) at different electron densities in Fig. 8b. Here, we focus on the resistance minimum at \( \nu = 3/5 \). The behavior observed for the \( \nu = 3/5 \) minimum is very similar to that in perpendicular magnetic fields, which holds for all samples and tilt angles. One determines the onset \( n^*_s \) for the \( \nu = 3/5 \) minimum and plots it versus the tilt angle, as shown in Fig. 9b. The value \( n^*_s \) turns out to be independent, within the experimental uncertainty, of the tilt angle of the magnetic field. Since the spin splitting is determined by total magnetic field, \( \Delta_s = g\mu_B B_{\text{tot}} \), one expects that the onset \( n^*_s \) should decrease with the tilt angle (the inset of Fig. 9b), which is in contradiction with the experiment. We conclude that the spin origin of the effect can be excluded, revealing its valley origin. The valley splitting \( \Delta_v \) is expected to be insensitive to the parallel component of the magnetic field [51] so that the value \( n^*_s \) should be independent of the tilt angle, which is consistent with the experiment. Thus, these results indicate the intersection or merging of the quantum levels of composite fermions with different valley indices, which reveals the valley effect on the fractions.
It is clear that for the occurrence of the crossing or merging of the levels of composite fermions with different valley indices, the functional dependences of both splittings on magnetic field (or electron density) at fixed \( p \) should be different. Indeed, the cyclotron energy of composite fermions is determined by the Coulomb interaction energy \( \frac{e^2}{\kappa l_b} \), and the valley splitting \( \Delta \) in a 2D electron system in Si changes linearly with changing magnetic field (or electron density) [52]. In high magnetic fields, the valley splitting strongly exceeds the cyclotron energy of composite fermions so that for the case of \( p = 3 \), all three filled levels of composite fermions belong to the same valley (Fig. 9a). As the magnetic field is decreased at fixed \( p \), the lowest level with the opposite valley index should become coincident with the top filled level, leading to the vanishing of the energy gap and the disappearance of the resistance minimum at \( p = 3 \). With a further decrease in the magnetic field there should occur either a simple crossing of the levels and reappearance of the gap or merging/locking of the levels accompanied by a gradual change in the fillings of both levels [18]. In analogy with Si MOSFETs, it is very likely that the merging of the composite fermion levels with different valley indices occurs in ultra-low-disorder SiGe/Si/SiGe quantum wells.

6. CONCLUSIONS

In conclusion, we have reviewed recent experimental results pointing to the band flattening and Landau level merging at the chemical potential in strongly correlated 2D electron systems. It is shown that the occupation numbers of quantum states at the chemical potential can be different within the range between zero and one, which reveals the non-Fermi-liquid form of the distribution function.
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