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Abstract

This paper aims to put constraints on the transition redshift $z_t$, which determines the onset of cosmic acceleration, in cosmological-model independent frameworks. In order to do that, we use the non-parametric Gaussian Process method with $H(z)$ and SNe Ia data. The deceleration parameter reconstruction from $H(z)$ data yields $z_t = 0.59^{+0.12}_{-0.11}$. The reconstruction from SNe Ia data assumes spatial flatness and yields $z_t = 0.688^{+0.11}_{-0.082}$. These results were found with a Gaussian kernel and we show that they are consistent with two other kernel choices.
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I. INTRODUCTION

It is well known that we live in a special phase of accelerated expansion of universe, as indicated by SNe Ia\(^1\) observations\(^1\)\(^-\)\(^8\) and also by other complementary observations such as CMB\(^2\) radiation\(^9\)\(^-\)\(^11\), BAO\(^3\)\(^-\)\(^16\) and \(H(z)\)^4 measurements\(^17\)\(^-\)\(^19\). From a theoretical perspective, the so-called ΛCDM model accommodates quite well such accelerating phase, with free parameters being accurately constrained\(^11\)\(^-\)\(^18\)\(^,\)\(^20\).

Determining the exact moment in the history of evolution of the universe in which accelerated phase began is an interesting question, since different models should provide the same result. The parameter that determines such transition from deceleration to an accelerated phase is called transition redshift, \(z_t\), which can be treated as a new cosmic parameter\(^18\)\(^-\)\(^21\)\(^-\)\(^27\). A model without a reasonable transition redshift, \(z_t \sim 0.5 - 1\), for instance, fails on explaining current cosmological observations. Thus, currently, the transition redshift \(z_t\) has similar importance as the deceleration parameter \(q_0\) and Hubble constant \(H_0\).

Different approaches have been used to constrain the transition redshift. Some of them, sometimes called model independent (or kinematic) approaches, use a parametrization for the deceleration parameter as a function of the redshift, \(q(z)\), and the values for \(z_t\) can be obtained depending on the fixed parameters constrained to \(q(z)\). For instance, in a linear parameterization of the form \(q(z) = q_0 + q_1 z\), the value for \(z_t\) found in the literature was: \(z_t = 0.43^{+0.09}_{-0.05}\) from 182 SNe Ia\(^22\), \(z_t = 0.61^{+3.68}_{-0.21}\) from SNLS\(^3\) and \(z_t = 0.60^{+0.28}_{-0.11}\) from Davis\(^2\)\(^3\)\(^-\)\(^5\) et al\(^5\). Reference\(^23\) found \(z_t = 0.49^{+0.27}_{-0.09}\) from Union compilation\(^6\) and\(^\)\(^24\) found \(z_t \approx 0.98\) from a combined analysis of ages, lensing and SNe Ia data. For a linear parameterization on the scale factor, \(q = q_0 + q_1 (1 - a) = q_0 + q_1 z/(1 + z)\), Union+BAO+\(H(z)\) data yielded \(z_t = 0.609^{+0.110}_{-0.070}\)\(^28\). By using an \(H(z)\) parameterization which tried to highlight the transition redshift and the results from BOSS\(^5\), reference\(^26\) have obtained a kinematic determination of the transition redshift as \(z_t = 0.4 \pm 0.1\) (see also\(^17\)\(^-\)\(^19\)). Recently, a
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\(^1\) Type Ia Supernovae  
\(^2\) Cosmic Microwave Background  
\(^3\) Baryonic Acoustic Oscillations  
\(^4\) Hubble parameter  
\(^5\) Baryon Oscillation Spectroscopic Survey
study [27] of the transition redshift by means of polynomial parametrizations of the comoving distance, \( H(z) \) and \( q(z) \), found \( z_t = 0.806 \pm 0.094 \), \( z_t = 0.870 \pm 0.063 \) and \( z_t = 0.973 \pm 0.058 \) at 1\( \sigma \) c.l., respectively for each parametrization from a combination of SNe Ia [29] and \( H(z) \) data. The above cited methods are called parametric methods, since a priori parametrization on the background cosmological functions are supposed and then the free coefficients are constrained to observational data.

A much more interesting method to access the cosmological parameters has been proposed recently by Seikel, Clarkson and Smith [30], the so called Gaussian Process (GP). In such approach an statistical, non-parametric method is used to reconstruct the dependence with redshift of a cosmological observable, which can be the expansion rate, luminosity distance etc. This Bayesian approach consists in a generalisation of the concept of distributions, describing a distribution over functions, with a prior, likelihood of observational data, and corresponding posterior function distribution.

With the aid of GP method, one can reconstruct a general function directly from data, without the need for assume a particular parameterization for it [31]. Seikel et al. [30] has used GP to reconstruct the luminosity distance, \( d_L(z) \), and its derivatives, which, combined, allows to reconstruct the dark energy equation of state parameter \( \omega(z) \). The reconstruction of the dark energy evolution at low and moderate redshift is quite well. Holsclaw et al. [32, 33] use GP in combination with Monte Carlo methods to reconstruct directly the equation of state parameter. In Ref. [34] GP is used to constrain the Hubble parameter and deceleration parameter as a function of redshift. The non-parametric reconstruction of the growth index from observational data by GP method was recently done in [35] and cosmological tests with strong gravitational lenses was done in [36]. A reconstruction of the HII galaxy Hubble diagram using GP was done in [37]. Six different cosmological models were studied in [38] with GP, showing a preference for a \( R_h = ct \) type universe [39].

In the present paper we reconstruct the deceleration parameter from \( H(z) \) data and SNe Ia and then the transition redshift \( z_t \) is obtained by using GP method. It was done the reconstruction of \( H(z) \) and its derivative together with their uncertainties, and then the transition redshift was obtained from \( q(z) \). The same procedure was done with SNe Ia, where we used the apparent magnitude data to estimate luminosity distances, reconstructed
the $d_L(z)$ function and its derivatives and then have obtained $q(z)$ reconstruction. From $q(z)$ reconstructions we have obtained transition redshift estimates.

The paper is organized as follows. In Section II we present the main equations of Gaussian Processes. In Section III we present the cosmological equations which relate $z_t$ to the cosmological observables, luminosity distance and $H(z)$. Section IV presents the $H(z)$ and SNe Ia data set used and the analyses are presented in Section V. Conclusions are left to Section VI.

II. GAUSSIAN PROCESSES

The goal of the Gaussian Process method is to reconstruct a function $f(x)$ from a set of its measured values $f(x_i) \pm \sigma_i$. It assumes that the value of the function at any point $x$ follows a Gaussian distribution. The value of the function at $x$ is correlated with the value at other point $x'$. That is why a covariance (or kernel) $k(x, x')$ function is needed to estimate the expectation and standard deviation of this distribution from data. The distribution of functions is then described by

$$\mu(x) = \langle f(x) \rangle, \quad k(x, x') = \langle (f(x) - \mu(x))(f(x') - \mu(x')) \rangle, \quad \text{Var}(x) = k(x, x) \tag{1}$$

We may write the Gaussian Process as

$$f(x) \sim \mathcal{GP}(\mu(x), k(x, x')) \tag{2}$$

The GP method is a non-parametric method because it does not depend on a set of model free parameters to be constrained, but it depends on the choice of covariance function. The covariance function in general depends on the distance between the input points $|x - x'|$ and the covariance is expected to be larger when the input points are close to each other. Here, we consider three covariance functions in order to test this dependence of our results. The usual covariance function, most used in the analyses in the literature is the Squared Exponential (or Gaussian):

$$k(x, x') = \sigma_f^2 \exp \left[ -\frac{(x - x')^2}{2l^2} \right] \tag{3}$$
where $\sigma_f$ and $l$ are the so-called GP hyperparameters, which control the strength of the correlation of the function value and the coherence length of the correlation in $x$, respectively. The other two covariance functions that we choose to analyze are Matérn(5/2):

$$k(x, x') = \sigma_f^2 \exp \left[-\frac{\sqrt{5}|x - x'|}{l} \right] \left[1 + \frac{\sqrt{5}|x - x'|}{l} + \frac{5(x - x')^2}{3l^2} \right]$$

(4)

and Matérn(7/2):

$$k(x, x') = \sigma_f^2 \exp \left[-\frac{\sqrt{7}|x - x'|}{l} \right] \left[1 + \frac{\sqrt{7}|x - x'|}{l} + \frac{14(x - x')^2}{5l^2} + \frac{7\sqrt{7}|x - x'|^3}{15l^3} \right].$$

(5)

The hyperparameters $\sigma_f$ and $l$ are optimized for the observed data, by minimizing a log marginal likelihood function [30]:

$$\ln L = \ln p(y|\mathbf{X}, \sigma_f, l) =$$

$$= -\frac{1}{2}(y - \mu)^T[K(\mathbf{X}, \mathbf{X}) + C]^{-1}(y - \mu) - \frac{1}{2} \ln |K(\mathbf{X}, \mathbf{X}) + C| - \frac{n}{2} \ln 2\pi$$

(6)

where $\mathbf{X} = x_i$ is the set of input points, $K(\mathbf{X}, \mathbf{X})$ is the covariance matrix with components $k(x_i, x_j)$, $\mathbf{y}$ is the vector of data, $C$ is the covariance matrix of the data and $n$ is the number of data. After optimizing for $\sigma_f$ and $l$, the reconstructed function $f^*$ at chosen points $\mathbf{X}^*$ can be given by

$$< f^* > = \mu^* + K(\mathbf{X}^*, \mathbf{X})[K(\mathbf{X}, \mathbf{X}) + C]^{-1}(y - \mu)$$

(7)

with

$$\text{cov}(f^*) = K(\mathbf{X}^*, \mathbf{X}^*) - K(\mathbf{X}^*, \mathbf{X})[K(\mathbf{X}, \mathbf{X}) + C]^{-1}K(\mathbf{X}, \mathbf{X}^*)$$

(8)

As we shall see, in order to reconstruct $q(z)$ from $H(z)$ and SNe Ia luminosity distances, we need to reconstruct also the function derivatives, so we will briefly explain how GP method furnishes this reconstruction.

**A. Reconstructing the derivative of a function**

The derivative of a GP is also a GP, thus one can obtain the covariance between the function and its derivative by differentiating the covariance function:

$$\text{cov} \left( f_i, \frac{\partial f_j}{\partial x_j} \right) = \frac{\partial k(x_i, x_j)}{\partial x_j}$$

(9)
and
\[
\text{cov} \left( \frac{\partial f_i}{\partial x_i}, \frac{\partial f_j}{\partial x_j} \right) = \frac{\partial^2 k(x_i, x_j)}{\partial x_i \partial x_j} \tag{10}
\]
Thus, we have
\[
f'(x) \sim \mathcal{GP} \left( \mu'(x), \frac{\partial^2 k(x, \tilde{x})}{\partial x \partial \tilde{x}} \right) \tag{11}
\]
and similarly for higher derivatives. With this GPs, the derivatives can thus be reconstructed in a similar way to Eqs. (7), (8). Further details can be found at [30].

B. Combining \( f(x) \) and its derivatives

When one is interested not only on reconstructing \( f(x) \) and its derivatives, but also a function of them, like \( g(f(x), f'(x), ...) \) as in our case here, one needs to know the covariances between \( f^* = f(x^*) \), \( f'^* = f'(x^*) \) etc. at each point where \( g \) is to be reconstructed. These covariances are given by:
\[
\text{cov}(f^{(i)}, f^{(j)}) = k^{(i,j)}(x^*, x^*) - K^{(i)}(x^*, \bm{X})[K(\bm{X}, \bm{X}) + C]^{-1}K^{(j)}(\bm{X}, x^*) \tag{12}
\]
where \( f^{(i)} \) is the \( i \)th derivative of \( f^* \) and \( k^{(i,j)}(x^*, x^*) \) means that \( k(x^*, x^*) \) is derived \( i \) times with respect to the first argument and \( j \) times with respect to the second argument.

Here, we use the Python package GaPP\(^6\) to reconstruct \( q(z) \) from \( H(z) \) and SNe Ia \( D_L(z) \) data in order to obtain the transition redshift \( z_t \) from the condition \( q(z_t) = 0 \). To reconstruct \( q(z) \), we need up to first derivative \( H'(z) \) and second derivative \( D''_L(z) \), as we shall see in next section (Eqs. [13] and [28]). That is why we choose to work with the Gaussian, Matérn(5/2) and Matérn(7/2) kernels, which yield these derivatives, instead of Matérn(3/2) kernel, which reconstructs only up to first derivative.

III. COSMOLOGICAL EQUATIONS

Our method consists basically on reconstructing the deceleration parameter, \( q(z) \), from \( H(z) \) data and from SNe Ia apparent magnitudes, \( m_B(z) \), and then finding the transition redshift from the condition \( q(z_t) = 0 \).

\(^6\) Available at \url{http://www.acgc.uct.ac.za/~seikel/GAPP/index.html} See [30] for more details.
In order to perform this reconstruction, we must know how to obtain \( q(z) \) from \( H(z) \) and \( m_B(z) \). Let us do it in the following.

The definition of the deceleration parameter \( q(z) \) and its relation to \( H(z) \) is given by:

\[
q(z) \equiv -\frac{\ddot{a}}{aH^2} = \frac{1 + z}{H} \frac{dH}{dz} - 1, \tag{13}
\]

As one may see, the deceleration parameter can be obtained from \( H(z) \) and from its first derivative, \( H'(z) \). The Gaussian Process, as performed by GaPP, furnish not only the \( H(z) \) reconstruction from data, but also its derivatives up to fourth order and their estimated uncertainties and covariances.

So, it just remains to estimate the \( q(z) \) uncertainty, \( \sigma_q \), by error propagating Eq. (13). We obtain:

\[
\left( \frac{\sigma_q}{1 + q} \right)^2 = \left( \frac{\sigma_{H'}}{H'} \right)^2 + \left( \frac{\sigma_H}{H} \right)^2 - \frac{2\sigma_{HH'}}{HH'} \tag{14}
\]

In order to obtain \( q(z) \) from SNe Ia apparent magnitudes, we use the relation between magnitude and distance luminosity:

\[
m = M + 5 \log d_L - 5 \tag{15}
\]

where \( m \) is apparent magnitude, \( M \) is absolute magnitude and \( d_L \) is distance luminosity in parsecs. By assuming a spatially flat Friedmann-Robertson-Walker cosmology, as preferred by inflation [40] and indicated by current Cosmic Microwave Background observations [41], the luminosity distance is given by:

\[
d_L(z) = (1 + z)d_C(z), \tag{16}
\]

where \( d_C \) is the comoving distance:

\[
d_C(z) = c \int_0^z \frac{dz}{H(z)} \tag{17}
\]

with \( c \) being the speed of light \( H(z) \) the Hubble parameter. For mathematical convenience, we choose to work with dimensionless quantities. Then, we define the dimensionless distances, \( D_C \equiv \frac{d_C}{d_H} \), \( D_L \equiv \frac{d_L}{d_H} \), \( d_H \equiv c/H_0 \) and the dimensionless Hubble parameter, \( E(z) \equiv \frac{H(z)}{H_0} \). Thus, we have:

\[
D_L(z) = (1 + z)D_C(z), \tag{18}
\]
\[ D_C(z) = \int_0^z \frac{dz}{E(z)}, \quad (19) \]

In terms of dimensionless distances, the apparent magnitude can be written:

\[ m = M + 5 \log \frac{c}{H_0} - 5 + 5 \log D_L = M_\ast + 5 \log D_L \quad (20) \]

where we have defined \( M_\ast = M + 5 \log \frac{c}{H_0} - 5 \). From (19), it follows

\[ E(z) = \frac{1}{D'_C(z)}, \quad (21) \]

where a prime denotes derivative with respect to \( z \). Eq. (13) can also be written:

\[ q(z) = (1 + z) \frac{E'}{E} - 1 = -(1 + z) \frac{D''_C}{D'_C} - 1 \quad (22) \]

With Eqs. (19), (20) and (22) we may find, after a straightforward but a bit tedious calculation:

\[ q(z) = \frac{2m'(1 + z) - \alpha^2 m''(1 + z)^2 - \alpha m''(1 + z)^2 - 2}{\alpha m'(1 + z) - 1} - 1 \quad (23) \]

or:

\[ q(z) = \frac{1 + \alpha m''(1 + z)^2}{1 - \alpha m'(1 + z)} - \alpha m'(1 + z) \quad (24) \]

where \( \alpha \equiv \frac{\ln 10}{5} \). It is an interesting result, as it does not depend on \( H_0 \), neither on the magnitude normalization \( M_\ast \).

However, we have found that the reconstruction of \( m(z) \) does not yield reliable results. As explained in [30], given the same amount of data, functions that change very rapidly are more difficult to reconstruct than smooth functions. It happens that \( m(z) \) is not a smooth function of the redshift. In fact, for any cosmological model, \( D_L = z \) at low redshift, thus \( m \sim M_\ast + 5 \log z \), so \( m \to -\infty \) for \( z \to 0 \).

So, we choose to work with \( D_L(z) \), which is expected to be a smooth function of redshift, at least at low redshift, where most of SNe Ia data are located. From (20), we can see that the luminosity distance can be given by:

\[ D_L = 10^{\frac{m - M_\ast}{5}} \quad (25) \]
Thus, we can estimate the $D_L$ covariance matrix from the $m$ covariance matrix as:

$$\Sigma_{dL} = J \cdot \Sigma_m \cdot J^T \quad \text{(26)}$$

where $J$ is the Jacobian matrix of the variable change \[25\]. As $D_{Li} = D_L(m_i)$, the Jacobian is a diagonal matrix given by

$$J = \text{diag}(\sigma_{dL}^2) = \text{diag}\left[\left(\frac{dD_L}{dm}\right)^2 \sigma_m^2\right] = \alpha^2 \text{diag}(D_{Li}^2 \sigma_{mi}^2) \quad \text{(27)}$$

From (20) and (24), we can find $q(z)$ as a function of $D'_L(z)$ and its derivatives:

$$q(z) = \frac{(1 + z)^2 D''_L}{D_L - (1 + z) D'_L} + 1 \quad \text{(28)}$$

As $D_L = 10^2 \times 10^{-M_5}$, we can see that the $q(z)$ reconstruction will not depend on the scale $M_*$, as expected.

The $q(z)$ uncertainty can be estimated from the error propagation:

$$\left(\frac{D''_L}{q - 1}\right)^2 \sigma_q^2 = \frac{(q - 1)^2}{(1 + z)^4} \sigma_{D''_L}^2 + \frac{(q - 1)^2}{(1 + z)^2} \sigma_{D'_L}^2 + \sigma_{D''_L}^2 - \frac{2(q - 1)^2}{(1 + z)^3} \sigma_{D'_L D''_L} - \frac{2(q - 1)}{(1 + z)^2} \sigma_{D'_L D''_L} + 2 \frac{\langle q - 1 \rangle}{(1 + z)} \sigma_{D''_L D''_L} \quad \text{(29)}$$

IV. SAMPLES

A. $H(z)$

In order to reconstruct $q(z)$ from $H(z)$ data, we have considered the measurement of the Hubble parameter $H(z)$ in different redshifts. These kind of observational data are quite reliable because in general such observational data are independent of the background cosmological model, just relying on astrophysical assumptions. We have used the currently most complete compilation of $H(z)$ data, with 51 measurements \[42\].

Hubble parameter data as function of redshift yields one of the most straightforward cosmological tests because it is inferred from astrophysical observations alone, not depending on any background cosmological models.

At the present time, the most important methods for obtaining $H(z)$ data are\footnote{See \[25\] for a review.} (i) through “cosmic chronometers”, for example, the differential age of galaxies (DAG) \[13, 18\], (ii)
measurements of peaks of acoustic oscillations of baryons (BAO) \cite{49,54} and (iii) through correlation function of luminous red galaxies (LRG) \cite{55,56}.

Among these methods for estimating $H(z)$, the 51 data compilation as grouped by \cite{42}, consists of 20 clustering (BAO+LRG) and 31 differential age $H(z)$ data.

Differently from \cite{42}, we choose not to use $H_0$ in our main results here, due to the current tension among $H_0$ values estimated from different observations \cite{41,57,58}.

\section*{B. SNe Ia}

We choose to work with one of the largest SNe Ia sample to date, namely, the Pantheon sample \cite{59}. This sample consists of 279 SNe Ia from Pan-STARRS1 (PS1) Medium Deep Survey ($0.03 < z < 0.68$), combined with distance estimates of SNe Ia from Sloan Digital Sky Survey (SDSS), SNLS and various low-$z$ and Hubble Space Telescope samples to form the largest combined sample of SNe Ia, consisting of a total of 1048 SNe Ia in the range of $0.01 < z < 2.3$. We take into account all the statistical and systematical SNe Ia uncertainties, as described by their full covariance matrix.

\section*{V. ANALYSES AND RESULTS}

\subsection*{A. $z_t$ from $H(z)$ reconstruction}

As explained above, we can reconstruct $H(z)$ directly from data, by using the Gaussian Processes method. The result of this reconstruction for the 51 available $H(z)$ data can be seen on Fig. 1 within 1 and 2 $\sigma$ (68.3\% and 95.4\% c.l.) confidence intervals.

From the reconstruction of $H(z)$ and $H'(z)$, we have reconstructed the deceleration parameter, $q(z)$, according to Eq. \cite{13}. The result of this reconstruction can be seen on Fig. 2.

The transition redshift can be found from this reconstruction with the condition $q(z_t) = 0$, thus corresponding to the intersection with the orange line in Fig. 2.

In principle, we should determine the $q(z)$ uncertainties by Monte Carlo sampling a multivariate normal distribution with the covariance matrix given by \cite{12}, but we found
negligible difference with the error propagation \((29)\), over the full range \(0 < z < 2.5\), so we used the error propagation, due to simplicity.

\section*{B. \(z_t\) from \(D_L(z)\) reconstruction}

The result of the reconstruction of the luminosity distance for the 1048 Pantheon SNe Ia data can be seen on Fig. 3 within 1 and 2 \(\sigma\) (68.3\% and 95.4\% c.l.) confidence intervals.
FIG. 2: $q(z)$ reconstruction from 51 $H(z)$ data, using covariance functions: Squared Exponential (top), Matérn(5/2) (bottom-left) and Matérn(7/2) (bottom-right), showing 68.3% and 95.4% c.l.

From the reconstruction of $D_L(z)$, $D'_L(z)$ and $D''_L(z)$, we have reconstructed the deceleration parameter, $q(z)$, according to Eq. (28). The result of this reconstruction can be seen on Fig. 4.

As mentioned above, according to [30], the uncertainties on $q(z)$ should be estimated by Monte Carlo sampling the multivariate normal distribution of $D_L(z)$, $D'_L(z)$ and $D''_L(z)$, mainly when one has large uncertainties. We have tested it, but the difference with the error propagation (29) is negligible for $z \lesssim 1$, thus, not influencing the $z_t$ determination. It is expected, as the most of SNe Ia data are available at lower redshifts, yielding lower $q(z)$ uncertainties. We then choose to work with the error propagation (29), for simplicity.
FIG. 3: Reconstruction of $D_L(z)$ from Pantheon SNe Ia data. Squared Exponential (top), Matérn(5/2) (bottom-left) and Matérn(7/2) (bottom-right).

Table I shows the full numerical results from our statistical analysis. Here, it may be clearer how the SNe Ia parameters varies little for each kernel. One can also see that, for each kernel, the constraints over $z_t$ from $H(z)$ and $D_L(z)$ are compatible at 68.3% c.l. The poorest constraints come from $D_L(z)$, Matérn(5/2) kernel and the best constraints come from $D_L(z)$, Squared Exponential kernel.

By using 30 $H(z)$ data, plus $H_0$ from Riess et al. (2011) [60], Moresco et al. [26] found $z_t = 0.64^{+0.1}_{-0.06}$ for ΛCDM and $z_t = 0.4 \pm 0.1$ for their model independent approach. These results are both compatible with our model-independent result. The kinematic parametrizations of [27] yielded $z_t = 0.806 \pm 0.094$, 0.870 ± 0.063 and 0.973 ± 0.058 at 1σ c.l. for $D_C(z)$, $H(z)$ and $q(z)$ parametrizations, respectively. It is a result compatible with our $D_L(z)$ Matérn(5/2) and Matérn(7/2) reconstructions. They are incompatible with all our $H(z)$ reconstructions.
FIG. 4: Reconstruction of $q(z)$ from Pantheon SNe Ia data. Squared Exponential (top), Matérn(5/2) (bottom-left) and Matérn(7/2) (bottom-right).

| Method       | $H(z)$       | $D_L(z)$     |
|--------------|--------------|--------------|
| Sq. Exp.     | $0.59^{+0.12}_{-0.11}^{+0.26}_{-0.26}$ | $0.683^{+0.11}_{-0.082}^{+0.26}_{-0.15}$ |
| Matérn(5/2)  | $0.57^{+0.14}_{-0.10}^{+0.40}_{-0.25}$ | $0.83^{+0.25}_{-0.50}$ |
| Matérn(7/2)  | $0.58^{+0.13}_{-0.11}^{+0.32}_{-0.26}$ | $0.69^{+0.23}_{-0.16}$ |

TABLE I: Constraints from $D_L(z)$ and $H(z)$ data. The 1σ and 2σ c.l. correspond to the minimal 68.3% and 95.4% confidence intervals.

at 1σ c.l., although compatible at 2σ c.l. Our $D_L(z)$ Sq. Exp. kernel result is compatible only with the $D_C(z)$ kinematic parametrization. Using GP with 36 $H(z)$ data, Yu et al. [61] find $0.33 < z_t < 1$ at 1σ c.l., compatible with our results.
VI. CONCLUSION

The transition from decelerated to the current accelerated phase of expansion of the universe is an important question in modern cosmology. It is well known that the transition redshift $z_t$ is strongly model dependent, however some recent methods allow estimating cosmological parameters in model independent approaches. The so called Gaussian Process method furnish an interesting way to reconstruct some cosmological functions based just on observational data, with no need of a priori model. Given the increasing amount of recent cosmological data, it is a powerful tool to test theoretical models.

In the present work we have found constraints over the transition redshift $z_t$ from $H(z)$ and SNe Ia data, by using the non-parametric Gaussian Process method. It was done the reconstruction of $H(z)$ function and its derivatives up to third order together its uncertainties, and then the transition redshift was obtained from decelerator parameter $q(z)$. The same procedure was done with SNe Ia, where the module distance function was reconstructed from luminosity distance. Our SNe Ia result relies on the spatial flatness assumption.

The main results are summarized in Table I. The deceleration parameter reconstruction from $H(z)$ data yields $z_t = 0.59^{+0.12}_{-0.11}$. The reconstruction from SNe Ia data assumes spatial flatness and yields $z_t = 0.683^{+0.11}_{-0.082}$. For each kernel, namely Squared Exponential, Matérn(5/2) and Matérn(7/2), the constraints over $z_t$ from $H(z)$ and $D_L(z)$ are compatible at $1\sigma$ c.l. The best constraints come from $D_L(z)$ for Squared Exponential kernel while the poorest one come from $D_L(z)$ at Matérn(5/2) kernel.
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