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Abstract. In this work, we have proposed augmented KRnets including both discrete and continuous models. One difficulty in flow-based generative modeling is to maintain the invertibility of the transport map, which is often a trade-off between effectiveness and robustness. The exact invertibility has been achieved in the real NVP using a specific pattern to exchange information between two separated groups of dimensions. KRnet has been developed to enhance the information exchange among data dimensions by incorporating the Knothe-Rosenblatt rearrangement into the structure of the transport map. Due to the maintenance of the exact invertibility, a full nonlinear update of all data dimensions needs three iterations in KRnet. To alleviate this issue, we will add augmented dimensions that act as a channel for the data dimensions to exchange information. In the augmented KRnet, a fully nonlinear update is achieved in two iterations. We also show that the augmented KRnet can be reformulated as the discretization of a neural ODE, where the exact invertibility is kept such that the adjoint method can be formulated with respect to the discretized ODE to obtain the exact gradient. Numerical experiments have been implemented to demonstrate the effectiveness of our models.
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1. Introduction. Density estimation and approximation play an important role in many fields such as variational Bayes, uncertainty quantification, unsupervised learning, etc. However, classical approaches or models such as kernel density estimator or the mixture of Gaussians are usually limited to low-dimensional cases due to the curse of dimensionality [25]. Recently deep generative modeling has received a lot of attention in deep learning, which is closely related to density estimation. The main motivation of deep generative modeling is to deal with the distribution of data that have a very large number of dimensions, e.g., high-resolution images. So the deep generative modeling needs to balance modeling capability and efficiency. For example, generative adversarial networks (GANs) [11, 1] are able to learn a mapping from a latent space to the data space without an explicit definition of likelihood. Due to such a flexibility, GANs have been successfully applied to many realistic applications; however, the lack of likelihood means that it is not suitable for density approximation, where a probability density function (PDF) is needed. Likelihood-based deep generative models have also been developed including the autoregressive models [12, 21, 22, 23], variational autoencoders (VAE) [16, 19], and flow-based generative models [6, 24, 7, 17, 31, 3]. The combination of different modeling strategies has also been actively explored. For instance, the flow-based model was coupled with GAN in [13] to obtain a likelihood; The VAE, flow-based model and GAN were coupled in [32] for more flexibility and efficiency; The flow-based model has been formulated as a discretized neural ordinary differential equations (ODE) [5, 8], where the velocity field of the ODE is modeled as a neural network.

We pay particular attention to flow-based generative models. The underlying idea of flow-based generative models is to construct a transport map from the data distribution to a prior distribution, e.g., the standard Gaussian. There are two ways to define such a transport map: continuous and discrete models. The continuous models refer to the dynamical evolution given by a neural ODE, which transforms
the distribution of the initial data to another distribution within a certain amount of time. In discrete models, the transport maps are explicitly constructed by stacking a sequence of simple bijections modeled by shallow neural networks. Both continuous and discrete models need to maintain the invertibility of the transport map. The transport map and its inverse determine two important things. One mapping direction yields the PDF model of the data distribution, which can be written as a product of the PDF of the prior distribution and the determinant of the Jacobian matrix; and the other mapping direction yields sample generation, which maps the samples generated by the prior distribution to samples that are consistent with the data distribution. Simply speaking, flow-based generative models provide an PDF model, which can be easily sampled. This is similar to classical probabilistic model such as the mixture of Gaussians. However, deep generative models are usually much more complex and capable.

One interesting question is whether the flow-based generative model can serve as a generic PDF model for both density approximation and sample generation for problems in scientific computing. Note that density approximation and sample generation are usually addressed separately. To approximate a high-dimensional PDF, such as the posterior distribution in variational Bayes, the commonly used model is a Gaussian with diagonal or banded covariance matrix, which is often too simple although the statistics can be easily dealt with [2]. Given unlimited computational resources, sampling approaches such as Markov Chain Monte Carlo (MCMC) may eventually yield true samples for an arbitrary PDF under the assumption that the PDF is explicitly known up to a constant. It is challenging to compute the statistics of a high-dimensional random variable whose density is defined by a PDF equation, where both PDF approximation and sample generation may be expected simultaneously. We expect that the flow-based generative model can be capable enough to balance these two issues, e.g., we have applied the real NVP [7] to importance sampling for efficient probability estimation for a PDE subject to uncertainty [29], and KRnet [27] to approximate high-dimensional Fokker-Planck equations [28].

We have developed KRnet in [27] as a generalization of the real NVP [7] by incorporating the triangular structure of the Knothe-Rosenblatt rearrangement into the definition of the transport map. The real NVP separates all data dimensions into two groups. When updating the current data, one group of dimensions can receive nonlinear information of the other group but only linear information of itself, which is a compromise to maintain the exact invertibility of the transport map. Using such a method, a fully nonlinear update needs three iterations. The main idea of KRnet was to enhance the exchange of information among data dimensions through a more flexible partition of data dimensions, which, however, does not change the mechanism of information exchange in each iteration. So KRnet cannot deal with one-dimensional data since two groups of data dimensions are needed. To alleviate this issue, we introduce augmented dimensions in this paper, which serve as a channel for the data dimensions to send and receive nonlinear information. The augmented KRnet achieves a fully nonlinear update in two iterations and is able to deal with one-dimensional data. We then reformulate the augmented KRnet such that it can be regarded as a discretization of an ODE, where the exact invertibility is kept in the discretization. The advantage of a discretization with exact invertibility is that the adjoint method can be formulated in terms of the discrete model instead of the ODE such that the computation of the gradient is exact. The drawback is that the accuracy of such a discretization is only of first order.
The manuscript is organized as follows. In next section we briefly overview flow-based generative models and the KRnet. In section 3, we define augmented KRnet including both discrete and continuous models. Numerical experiments are implemented to demonstrate the effectiveness of the proposed strategies in section 4, followed by a summary section.

2. KRnet. KRnet is a discrete flow-based generative model. Generally speaking, the key component of a flow-based generative model is an invertible mapping \( f(\cdot) : \mathbb{R}^n \to \mathbb{R}^n \):

\[
\begin{align*}
  z &= f(y) = f_{[m]} \circ f_{[m-1]} \circ \ldots \circ f_{[2]} \circ f_{[1]}(y), \\
  y &= f^{-1}(z) = f_{[1]}^{-1} \circ f_{[2]}^{-1} \circ \ldots \circ f_{[i]}^{-1} \circ \ldots \circ f_{[m-1]}^{-1} \circ f_{[m]}^{-1}(z),
\end{align*}
\]

which can be regarded as a composite mapping that consists of a sequence of intermediate bijections \( f_{[i]}(\cdot) : \mathbb{R}^n \to \mathbb{R}^n \). Let \( p_Z \) and \( p_Y \) be the probability density functions (PDF) of the random variables \( Z \) and \( Y \) respectively. The transformation \( Z = f(Y) \) yields the following relation

\[
p_Y(y) = p_Z(f(y)) |\det \nabla_y f(y)|. \tag{2.1}
\]

In other words, if we associate \( Z \) with a certain prior distribution, e.g., the standard Gaussian distribution, the mapping \( f(\cdot) \) induces explicitly a PDF model \( p_Y \), which can be used for either density estimation or approximation. Furthermore, the distribution \( p_Y \) can be easily sampled as \( y^{(i)} = f^{-1}(z^{(i)}) \) thanks to the invertibility of \( f(\cdot) \), where \( z^{(i)} \) is sampled from the prior distribution \( p_Z \). Flow-based generative models share two main features: a large number of intermediate mappings \( f_{[i]}(\cdot) \) and invertibility. Since \( f(\cdot) \) intends to map the prior to an arbitrary distribution, a large number of intermediate mappings implies that the complexity of \( f_{[i]}(\cdot) \) can be reduced. There are two ways to obtain \( f_{[i]}(\cdot) \). One is explicit construction, e.g., NICE [6], real NVP [7], planar flow [24], inverse autoregressive flow [19], Sylvester flow [3], and KRnet [27]; the other one is through the discretization of a continuous model, e.g., neural ODE [5] and its variants subject to either augmentation [8] or regularization [30, 10]. Depending on the way to obtain \( f_{[i]}(\cdot) \), we may classify the flow-based generative models as discrete or continuous models. Invertibility plays an important role because density estimation and sample generation use opposite directions of the same mapping. The invertibility of discrete models is usually exact and maintained locally by each \( f_{[i]}(\cdot) \) while the invertibility of continuous models may only be kept at the continuous level and is not exact locally after the continuous model is discretized. For instance, for neural ODEs the two directions of the mapping \( f(\cdot) \) correspond to forward and backward integration of the ODE. It is well known that although an ODE is theoretically invertible there does not exist a numerical scheme which is exactly invertible.

In terms of the optimal transport theory, the mapping \( f(\cdot) \) corresponds to a transport map. Let \( \mu_Y \) and \( \mu_Z \) indicate the probability measures of \( Y \) and \( Z \), respectively. The mapping \( T : Z \to Y \) is called a transport map such that \( T_# \mu_Z = \mu_Y \), where \( T_# \mu_Z \) is the push-forward of the law \( \mu_Z \) of \( Z \) such that \( \mu_Y(B) = \mu_Z(T^{-1}(B)) \) for every Borel set \( B \) [9]. It is seen that \( T \) can be defined as \( T(z) = f^{-1}(z) \). The Knothe-Rosenblatt (K-R) rearrangement says that a transport map may have a lower-
triangular structure such that \[ [26] \]

\[
z = T^{-1}(y) = f(y) = \begin{bmatrix} f_1(y_1) \\ f_2(y_1, y_2) \\ \vdots \\ f_n(y_1, y_2, \ldots, y_n) \end{bmatrix}. \tag{2.2}
\]

Such a mapping can be regarded as a limit of a sequence of optimal transport maps when the quadratic cost degenerates \[ [27, 28] \] which generalizes the real NVP \[ [7] \] by adapting the triangular structure of the K-R rearrangement into the model. For more flexibility, we consider a partition \( y = (y_1, \ldots, y_K) \) in KRnet, where \( y_i = (y_{i,1}, \ldots, y_{i,m}) \), \( 1 \leq K \leq n \), \( 1 \leq m \leq n \), and \( \sum_{i=1}^{K} \dim(y_i) = n \). We employ a block-version of the K-R rearrangement

\[
z = f(y) = \begin{bmatrix} f_1(y_1) \\ f_2(y_1, y_2) \\ \vdots \\ f_K(y_1, \ldots, y_K) \end{bmatrix}. \tag{2.3}
\]

To integrate the K-R rearrangement into the data flow of \( f(\cdot) \), we need to associate the mappings \( f_i(\cdot) \), \( i = 1, \ldots, K \), with an order. We let the data flow from \( f_K \) to \( f_1 \):

\[
y \xrightarrow{f_K} y_1 \xrightarrow{f_{K-1}} y_2 \xrightarrow{f_{K-2}} \ldots \xrightarrow{f_{1}} y_K = z.
\]

At step \( t_i \), a certain group of dimensions will be deactivated. Thus KRnet has a lower triangular overall structure in the sense that the number of effective dimensions decreases similarly to the transition from \( f_K(\cdot) \) to \( f_1(\cdot) \) in equation (2.3).

2.1. An overview of the layers in KRnet. We now briefly overview some main building blocks \( f_i(\cdot) \) used in KRnet. More details can be found in \[ [27, 28] \]. We let \( y_{[i]} \) indicate an intermediate state of data after the mapping \( f_{i-1}(\cdot) \), i.e., \( y_{[i]} = f_{i}(y_{[i-1]}) \) with \( y_{[0]} = y \).

1. Squeezing layer deactivates a certain number of components using a mask

\[
q = (1, \ldots, 1, 0, \ldots, 0).
\]

The first \( k \) components given by \( q \odot y_{[i]} \) will keep being updated and the rest \( (n-k) \) components given by \((1-q) \odot y_{[i]} \) will be deactivated from then on. Here \( \odot \) indicates the Hadamard product or component-wise product.

2. Rotation layer provides a simple and trainable strategy to determine the dimensions that will be deactivated first. The rotation layer defines a rotation of the coordinate system through an orthogonal matrix for the current active dimensions:

\[
y_{[i+1]} = \hat{W}y_{[i]} = \begin{bmatrix} W & 0 \\ 0 & I \end{bmatrix} y_{[i]} = \begin{bmatrix} L & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} U & 0 \\ 0 & I \end{bmatrix} y_{[i]},
\]

where \( W \in \mathbb{R}^{k \times k} \) with \( k \) being the number of 1’s in \( q \), and \( I \in \mathbb{R}^{(n-k) \times (n-k)} \) is an identity matrix, and \( W = LU \) is the LU decomposition of \( W \). The entries in the lower triangular part of \( L \) and the upper triangular part of \( U \) will be treated as trainable.
parameters of the model except for the diagonal entries of $L$ which are equal to 1. Intuitively we expect the rotation may put the most important dimensions at the beginning, which need further modifications. We need to clarify one thing. Although the purpose of this layer can be understood through a rotation of the coordinate system, we simply train $L$ and $U$ in practice without enforcing the unity of $W$.

3. **Scale and bias layer** provides a simplification of batch normalization which is defined as \[ y_{i+1} = a \odot y_i + b, \] where $a$ and $b$ are trainable, and initialized by the mean and standard deviation of data. After the initialization, $a$ and $b$ will be treated as regular trainable parameters that are independent of the data. The scale and bias layer helps to improve the conditioning of deep nets.

4. **Affine coupling layer** is the most important layer for evolving the data. Consider a partition $y_{[i]} = (y_{[i],1}, y_{[i],2})$ with $y_{[i],1} \in \mathbb{R}^m$ and $y_{[i],2} \in \mathbb{R}^{n-m}$. The affine coupling layer is defined as \[ L \] where $s, t \in \mathbb{R}^{n-m}$ stand for scaling and translation functions depending only on $y_{[i],1}$, $0 < \alpha < 1$ and $\beta \in \mathbb{R}$. Note that $y_{[i],2}$ is updated linearly while the mappings $s(y_{[i],1})$ and $t(y_{[i],1})$ can be arbitrarily complicated, which are modeled as a neural network (NN).

\[ (s, t) = \text{NN}(y_{[i],1}). \] Then the Jacobi matrix is lower-triangular, and an inverse can be easily computed. The two parts of $y_{[i]}$ will be updated alternatingly by a sequence of affine coupling layers, e.g., at the next affine coupling layer, the first partition will be modified while the second partition remains fixed.

5. **Nonlinear invertible layer** defines a component-wise one-dimensional nonlinear mapping to map $\mathbb{R}$ to itself. We decompose $\mathbb{R} = (-\infty, -a) \cup [-a, a] \cup (a, \infty)$ for $0 < a < \infty$, and define

\[ z = \tilde{F}(y) = \begin{cases} \beta(y - a) + a, & y \in (-\infty, -a) \\ \phi^{-1} \circ F \circ \phi(y), & y \in [-a, a] \\ \beta(y + a) - a, & y \in (a, \infty), \end{cases} \] where $\phi: [-a, a] \rightarrow [0, 1]$ is an affine mapping, $\beta > 0$ is a scaling factor, and

\[ F(x) = \int_0^x p(x)dx, \quad \forall x \in [0, 1]. \] Here $p(x)$ can be regarded a PDF and $F(x)$ a cumulative distribution function. In particular, $p(x)$ will be defined as a piecewise linear function such that $F(x)$ is a quadratic function whose inverse can be computed explicitly.

**2.2. Main structure of KRNet.** The main structure of KRNet is illustrated in Figure 2.1. KRNet is mainly defined by two loops: outer loop $f_{[k]}^{\text{outer}}$ and inner loop $f_{[k,i]}^{\text{inner}}, k = 1, \ldots, K - 1; i = 1, \ldots, L$, where the outer loop has $K - 1$ stages induced by the $K$ mappings $f_i$ in equation (2.3), and the inner loop has $L$ stages indicating the length of a chain that consists of general coupling layers.
• Outer loop. The outer loop defines the main structure of KRnet that is consistent with the KR arrangement:

\[
    z = f(y) = L_N \circ f_{\text{outer}}^{(K-1)} \circ \ldots \circ f_{\text{outer}}^{(1)}(y).
\] (2.9)

Let \( y[k] = f_{\text{outer}}^{(k)}(y[k-1]) \) with \( y[0] = y \), and \( i = 1, \ldots, K - 1 \). Each \( y[k] = (y[k,1], \ldots, y[k,K]) \) has the same partition. The \( i \)th partition will remain unchanged after \( K - i + 1 \) stages. For example, \( y[k,K] \) will be updated only when \( k = 1 \) and \( y[k,K-i] \) will be deactivated when \( k > i + 1 \). This way, the number of effective dimensions decreases as \( k \) increases. Assuming that the prior distribution is chosen as a standard Gaussian, all dimensions of \( y[K-1] \) are supposed to be independent of each other after the outer loop is completed. We then activate all the dimensions and apply the nonlinear invertible layer to \( y[K-1] \) component-wisely before the final output. The nonlinear invertible layer generalizes the prior distribution through a component-wise nonlinear transformation.

• Inner loop. The inner loop mainly consists of a sequence of general coupling layers \( f_{\text{inner}}^{(k,i)} \). Each \( f_{\text{inner}}^{(k,i)} \) includes one scale and bias layer, and one affine coupling layer. \( f_{\text{outer}}^{(k)} \) can be represented as:

\[
    f_{\text{outer}}^{(k)} = L_S \circ f_{\text{inner}}^{(k,L)} \circ \ldots \circ f_{\text{inner}}^{(k,1)} \circ L_R,
\] (2.10)

where \( L_R \) is a rotation layer, and \( L_S \) is a squeezing layer. The affine coupling layers in \( f_{\text{inner}}^{(k,i)} \) are defined between \( y[k,i+1-k] \) and the other active parts \( y[k,i], i = 1, \ldots, K - k \). Since we need at least two affine coupling layers for a full update of all data dimensions, we usually assume that \( L \) is even.
3. Augmented KRnet. In affine coupling layers (2.5) we need to update a certain part of the data using a mapping of the other part. The main motivation of such a strategy is to maintain the exact invertibility. The main drawback of such a strategy is that the change of a certain component \( y_i \) for each update is at most a linear function of \( y_i \) (see equation (2.5)). To alleviate such a limitation, we implement the affine coupling layer in a higher dimensional space such that the update of \( y_i \) may be in terms of all the components of \( y \) through the augmented dimensions.

3.1. Introduce augmented dimensions. Suppose that \( \{ y^{(i)} \}_{i=1}^N \) consists of samples from \( Y \in \mathbb{R}^n \) subject to a PDF \( p_Y(y) \). We augment \( Y \) by another vector \( \gamma \in \mathbb{R}^m \) such that \( Y^\gamma = (\gamma, Y) \). Let \( Z \in \mathbb{R}^n \) have the prior distribution \( p_Z(z) \). The random variable \( Z \) is augmented similarly by a vector \( \xi \) such that \( Z_\xi = (\xi, Z) \).

Instead of considering an invertible mapping between \( Y \) and \( Z \), we construct an invertible mapping between \( Y^\gamma \in \mathbb{R}^{n+m} \) and \( Z_\xi \in \mathbb{R}^{n+m} \) such that

\[
z_\xi = f_{\text{aug}}(y_\gamma),
\]

Assuming that \( Y \) and \( \gamma \) are independent. We have the PDF of \( Y_\gamma \) as

\[
p_Y(y)p_\gamma(\gamma) = p_{Z_\xi}(f_{\text{aug}}(y_\gamma))|\nabla_y, f_{\text{aug}}(y_\gamma)|, \quad \forall y_\gamma.
\]

We now look at how the information flows through the augmented dimensions. Applying the affine coupling layers to the partition given by the data dimensions and the augmented dimensions, we have two adjacent affine coupling layers as

\[
\gamma_{[i+1]} = \gamma_{[i]} \odot w_{[i]}(y_{[i]}) + b_{[i]}(y_{[i]}),
\]

\[
y_{[i+1]} = y_{[i]}
\]

and

\[
\gamma_{[i+2]} = \gamma_{[i+1]},
\]

\[
y_{[i+2]} = y_{[i+1]} \odot w_{[i+1]}(\gamma_{[i+1]}) + b_{[i+1]}(\gamma_{[i+1]}),
\]

where we let

\[
w_{[i]}(y_{[i]}) = 1 + \alpha \tanh(s_{[i]}(y_{[i]})),
\]

\[
b_{[i]}(y_{[i]}) = e^{\beta_{[i]}} \odot \tanh(t_{[i]}(y_{[i]})).
\]

We observe the following flow of information:

\[
y_{[i]} \rightarrow \gamma_{[i+1]} \rightarrow y_{[i+2]} \rightarrow \gamma_{[i+3]} \rightarrow \ldots
\]

which implies that \( y_{[i+2]} \) may be affected by all the components of \( y_{[i]} \) although such a dependence is not explicit.

Similarly, the two adjacent steps in a regular KRnet can be written as

\[
y_{[i+1],1} = y_{[i],1} \odot w_{[i],1}(y_{[i],2}) + b_{[i]}(y_{[i],2}),
\]

\[
y_{[i+1],2} = y_{[i],2}
\]

and

\[
y_{[i+2],1} = y_{[i+1],1},
\]

\[
y_{[i+2],2} = y_{[i+1],2} \odot w_{[i+1]}(y_{[i+1],1}) + b_{[i+1]}(y_{[i+1],1}),
\]
Fig. 3.1: The structure of the augmented KRnet, where the data will evolve from $y$ to $z$ and the augmented vector will evolve from $\gamma$ to $\xi$. In this example, the data vector has been partitioned into four parts. After each iteration $f_{outer}^i$, $i = 1, 2, 3$, an extra part of the data vector will be deactivated as illustrated by the dotted line.

where $y[i] = (y[i],1, y[i],2)^T$ has been partitioned to two parts. It is seen that after two steps, $y[i+2]$ will not depend on $y[i]$ in a fully nonlinear way, where $y[i+2],1$ depends on $y[i],1$ linearly and only $y[i+2],2$ depends on both $y[i],1$ and $y[i],2$ nonlinearly.

Although more nonlinear dependence of $y[i+2]$ on $y[i]$ has been introduced through the augmented dimensions, we need to deal with $(m+n)$-dimensional mapping, implying a higher requirement on the complexity of the model due to the curse of dimensionality. Both issues are related to the choice of $m$. We note that the dependence of $y[i+2]$ on $y[i]$ prefers a larger $m$ while a smaller $m$ is preferred from the viewpoint of model complexity. The KRnet provides an effective way to balance these two issues.

Suppose that KRnet uses a uniform partition of $y \in \mathbb{R}^n$ as $y = (y^T_1, \ldots, y^T_K)^T$ with $K = n/m$. We then consider an augmented vector $y_\gamma = (\gamma^T, y^T)^T$ with $\gamma \in \mathbb{R}^m$, i.e., we let $y_i$ and $\gamma$ have the same number of dimensions. The overall structure of the augmented KRnet is illustrated in figure 3.1, which is similar to the regular KRnet. The main difference is that the augmented part will never be deactivated since it is used as a buffer zone for communicating information. Due to the refined partition of data in KRnet, only a small number of augmented dimensions is needed. For example, if we deactivate dimensions one by one in KRnet, we only need one extra dimension, i.e., $m = 1$.

3.2. Loss and the marginal PDF. Now let us look at the loss. Let $p_{data}$ correspond to the PDF for the data. By the definition of the augmented KRnet, we need to minimize the KL divergence

$$D_{KL}(p_{data}(y)p_\gamma(\gamma)||p_{Y_\gamma, \theta}(y, \gamma)) = \int p_{data} p_\gamma \ln \frac{p_{data} p_\gamma}{p_{Y_\gamma, \theta}} dy d\gamma$$

$$= \int p_{data} \ln p_{data} dy + \int p_{data} p_\gamma \ln \frac{p_\gamma}{p_{Y_\gamma, \theta}} dy d\gamma,$$

where we use $\theta$ to indicate the model parameters. Since the first term on the right-hand side is only related to the data, it is equivalent to minimize the second term, which defines the loss

$$L(p_{Y_\gamma, \theta}) = \frac{1}{N} \sum_{i=1}^{N} \ln \frac{p_\gamma(\gamma^{(i)}_\gamma, y^{(i)}_i)}{p_{Y_\gamma, \theta}(\gamma^{(i)}_\gamma, y^{(i)}_i)} \approx E_{p_{data} p_\gamma} \left[ \ln \frac{p_\gamma}{p_{Y_\gamma, \theta}} \right], \quad (3.7)$$

where for each $y^{(i)}$ we associate one $\gamma^{(i)}$ sampled independently from $p_\gamma$. 
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Finally, we look at the approximation of the marginal distribution \( p_Y(y) \). By the construction of the augmented KRnet, we have

\[
p_Y(y)p_\gamma(\gamma) \approx p_\gamma,\theta(y, \gamma), \quad \forall y, \gamma. \tag{3.8}
\]

To get rid of \( \gamma \), we have at least two choices:

1. Integrating out \( \gamma \), we have

\[
p_Y(y) \approx \mathbb{E}_{p_\gamma} \left[ \frac{p_{Y,\theta}(y, \gamma)}{p_\gamma(\gamma)} \right] \approx \frac{1}{N} \sum_{i=1}^{N} \frac{p_{Y,\theta}(y, \gamma^{(i)})}{p_\gamma(\gamma^{(i)})}, \quad \forall y, \tag{3.9}
\]

where \( \{\gamma^{(i)}\}_{i=1}^{N} \) are sampled from \( p_\gamma \). If equation (3.8) is well approximated, the variance of the integrand should be very small, meaning that a small sample size \( N \) is sufficient.

2. Picking a certain \( \gamma^* \), such that

\[
p_Y(y) \approx p_{Y,\theta}(y, \gamma^*)p^{-1}_\gamma(\gamma^*), \quad \forall y. \tag{3.10}
\]

In particular, we may choose

\[
\gamma^* = \arg \max p_\gamma(\gamma), \tag{3.11}
\]

such that

\[
p_Y(y) = p^{-1}_\gamma(\gamma^*)p_{Z_\xi}(f_{\text{aug},\theta}(y_{\gamma^*}))[\nabla_{y_{\gamma^*}} f_{\text{aug},\theta}(y_{\gamma^*})]. \tag{3.12}
\]

If we let \( p_\gamma \) and \( p_{Z_\xi} \) be the standard Gaussian, i.e.,

\[
p_\gamma = \mathcal{N}(0, I), \quad p_{Z_\xi} = \mathcal{N}(0, I), \tag{3.13}
\]

we have \( \gamma^* = 0 \) and

\[
p_Y(y) = (2\pi)^{n/2}p_{Z_\xi}(f_{\text{aug},\theta}(y_{\gamma^*}))[\nabla_{y_{\gamma^*}} f_{\text{aug},\theta}(y_{\gamma^*})]. \tag{3.14}
\]

### 3.3. The complexity of the augmented KRnet.

We count the number of trainable parameters in KRnet. Let us first exclude the rotation layers and the non-linear layers, and assume that each \( f_{\text{outer}}^{[i]} \) has \( L \) general coupling layers \( f_{\text{inner}}^{[k,i]} \). Let \( n_k \) be the number of effective dimensions for \( f_{\text{outer}}^{[k]} \) and \( NN_{k,i} \) the neural network (see equation (2.6)) used in \( f_{\text{inner}}^{[k,i]} \). Assume all \( NN_{k,i} \) are a plain neural network with two fully connected hidden layers of width \( m_k \). Let \( NN_{k,i} \) define a mapping from \( \mathbb{R}^{n_{k,i}} \) to \( \mathbb{R}^{2n_{k,2}} \) with \( n_k = n_{k,1} + n_{k,2} \). The number of model parameters in \( NN_{k,i} \) is:

\[
m_k^2 + 2m_k + m_k n_k + (m_k + 3)n_{k,2}.
\]

By definition, \( NN_{k,i+1} \) defines a mapping from \( \mathbb{R}^{n_{k,2}} \) to \( \mathbb{R}^{2n_{k,1}} \) with the number of model parameters as

\[
m_k^2 + 2m_k + m_k n_k + (m_k + 3)n_{k,1}.
\]

If we combine the two adjacent affine coupling layers, we obtain

\[2m_k^2 + 4m_k + 3(m_k + 1)n_k,\]
which only depends on \( m_k \) and \( n_k \), and is independent of the partition introduced by the affine coupling layer. If \( L \) is even, we can simply regard that \( \text{NN}_k,i \) have the same number of model parameters as

\[
N_{\text{NN}_k} = m_k^2 + 2m_k + 3(m_k + 1)n_k/2.
\]

We note that the main characteristic of KRnet is that a portion of dimensions will be deactivated as \( k \) increases. As \( n_k \) decreases with \( k \), we expect that the neural network \( \text{NN}_k,i \) may become simpler for a larger \( k \). In other words, \( N_{\text{NN}_k} \) decreases as \( k \) increases. A simple choice to achieve this is to decrease the width of \( \text{NN}_k,i \) in terms of \( k \). We let \( m_k+1 = \lceil rm_k \rceil \) with \( 0 < r < 1 \). The number of trainable parameters is \( 2n_k \) for the scale and bias layer. Assume that \( n = mK \). We have \( n_k = (n + m) - (k - 1)m \), \( k = 1, \ldots, K \). According to figures 3.1 and 2.1, we have the total number of model parameters of the augmented KRnet as

\[
N_{\text{def}} = \sum_{k=1}^{K} (N_{\text{NN}_k}L + 2(K - k + 2)mL) = N_{\text{aKR}}L,
\]

with

\[
N_{\text{aKR}} = \sum_{k=1}^{K} (N_{\text{NN}_k} + 2(K - k + 2)m).
\]

The model complexity is mainly determined by the depth \( L \) and the number \( K \) for the partition of data.

We now look at the rotation and nonlinear invertible layers. The total number of parameters from rotation layers is

\[
\sum_{i=2}^{K} n_k^2 = \sum_{i=2}^{K} (im)^2 = \frac{mn(K + 1)(2K + 1)}{6} - 6m^2,
\]

where we assume that \( n = mK \). The summation is based on two constraints: (1) only the data dimensions are rotated, and (2) at stage \( K \), no rotation is needed for deactivation since it is right before the final output. The total number of parameter from nonlinear invertible layers is \( nn_p \), where \( n_p \) is the number of grid points for the partition of the interval \([-a, a]\), see equation (2.7). Since both rotation layers and nonlinear invertible layers do not depend on the inner loop \( f_{[k,i]}^{\text{inner}} \), the portion of the DOFs from these two types of layers is in general small.

### 3.4. An augmented neural ODE

Recently the connection between Resnet and the discretization of ODE has been observed and exploited to construct deep nets subject to a certain type of recursive structure [14, 20, 5]. Using an ODE to describe the evolution of \( x \) in terms of \( t \), i.e.,

\[
\frac{dx}{dt} = v(x; \theta), \quad \forall x \in [0, T],
\]

neural ODE models the velocity field with a neural network and treats the learning process as a parameter estimation problem for the ODE model. In terms of our problem, we associate \( x(0) \) with the data distribution, and expect the distribution at \( x(T) \) is consistent with the prior distribution. The transformation from \( x(0) \) to
\( x(T) \), or from \( x(T) \) to \( x(0) \), will be achieved by a forward or backward numerical discretization of the ODE (3.18) respectively. We note that no numerical schemes can maintain exactly the invertibility between the forward and backward integration. This implies that if we want to maintain the exact invertibility for a continuous model, we should not assume that the velocity field \( \mathbf{v}(\mathbf{x}) \) is simply modeled by a general neural network. We intend to incorporate the structure of the augmented KRnet into the definition of the velocity field of an ODE and maintain the exact invertibility in the discretization as well.

### 3.4.1. Neural ODE from an exactly invertible mapping

We first reformulate two consecutive affine coupling layers (2.5) as

\[
\begin{cases}
    z_1 = y_{[i],1} + [y_{[i],1} \odot w_1(y_{[i],2}) + b_1(y_{[i],2})] \Delta t, \\
    z_2 = y_{[i],2},
\end{cases}
\tag{3.19}
\]

and

\[
\begin{cases}
    y_{[i+1],1} = z_1, \\
    y_{[i+1],2} = z_2 + [z_2 \odot w_2(z_1) + b_2(z_1)] \Delta t,
\end{cases}
\tag{3.20}
\]

where \( w_i(\cdot) \) and \( b_i(\cdot) \) take the following form

\[
\begin{align*}
    w_i(x) &= e^\alpha \odot \tanh(s_i(x)), \\
    b_i(x) &= e^\beta \odot \tanh(t_i(x)),
\end{align*}
\tag{3.21-3.22}
\]

with \((s_i, t_i) = NN_i(x)\) is a neural network with input \( x \). Compared to equations (2.5), we replace the constant \( \alpha \) with a trainable scaling factor \( e^\alpha \) and a constant \( \Delta t \).

Combining the two consecutive affine layers as one layer such that the whole vector gets updated, we have

\[
\begin{cases}
    y_{[i+1],1} = y_{[i],1} + g_1(y_{[i],1}, y_{[i],2}) \Delta t, \\
    y_{[i+1],2} = y_{[i],2} + g_2(y_{[i+1],1}, y_{[i],2}) \Delta t,
\end{cases}
\tag{3.23}
\]

where

\[
\begin{align*}
    g_1(y_{[i],1}, y_{[i],2}) &= y_{[i],1} \odot w_1(y_{[i],2}) + b_1(y_{[i],2}), \\
    g_2(y_{[i+1],1}, y_{[i],2}) &= y_{[i],2} \odot w_2(y_{[i+1],1}) + b_2(y_{[i+1],1})
\end{align*}
\]

Note that

\[
\begin{align*}
    \lim_{\Delta t \to 0} \frac{y_{[i+1],1} - y_{[i],1}}{\Delta t} &= g_1(y_{[i],1}, y_{[i],2}), \\
    \lim_{\Delta t \to 0} \frac{y_{[i+1],2} - y_{[i],2}}{\Delta t} &= \lim_{\Delta t \to 0} g_2(y_{[i+1],1}, y_{[i],2}) = g_2(y_{[i],1}, y_{[i],2}).
\end{align*}
\]

So equation (3.23) can be regarded as an explicit one-step numerical method of a dynamical system

\[
\begin{cases}
    \frac{dy_1}{dt} = g_1(y_1, y_2) = y_1 \odot w_1(y_2) + b_1(y_2), \\
    \frac{dy_2}{dt} = g_2(y_1, y_2) = y_2 \odot w_2(y_1) + b_2(y_1),
\end{cases}
\tag{3.24}
\]

where the only difference than a regular explicit Euler scheme is an updated \( y_1 \) is used in the discretization of the second equation. Let \( f_{af,1}(\cdot) \) and \( f_{af,2}(\cdot) \) indicate the affine coupling layers given by equations (3.19) and (3.20) respectively. We define

\[
\begin{align*}
    f_{af,1,2}^i(\cdot) &= (f_{af,1} \circ f_{af,2}) \circ \ldots \circ (f_{af,1} \circ f_{af,2})(\cdot)
\end{align*}
\]

\[
\begin{align*}
    f_{af,1,2}^i(\cdot) &= (f_{af,1} \circ f_{af,2}) \circ \ldots \circ (f_{af,1} \circ f_{af,2})(\cdot)
\end{align*}
\]
We see that by equations (3.19) and (3.20) the mapping
\[ y_{i+1} = y_i + (f_{sd.1,2} - \text{Id})(y_i) \] (3.25)
is invertible, where \( y_i = (y_{i,1}, y_{i,2}) \) and \( \text{Id} \) is an identity operator. In particular, the limit
\[ \lim_{\Delta t \to 0} \frac{y_{i+1} - y_i}{\Delta t} \]
exists, which defines the dynamical system (3.24). This result can be generalized as the following lemma.

**Lemma 3.1.** Let \( y_{i+1} = f_{sd,1,2}^m(y_i) \) with \( m \in \mathbb{N}_+ \). There exists \( g_{[m]}(y_i) \in \mathbb{R}^n \) such that
\[ \lim_{\Delta t \to 0} \frac{y_{i+1} - y_i}{\Delta t} = g_{[m]}(y_i), \]
i.e., \( y_i \) can be regarded as an approximation of the ODE
\[ \dot{y} = g_{[m]}(y), \]
if \( g_{[m]}(y) \) is sufficiently smooth.

**Proof.** We argue by induction. It is seen that it is true when \( m = 1 \). Assume the conclusion holds for \( m \leq k \). We have
\[ y_{i+1} = f_{sd,1,2}^{k+1}(y_i) = f_{sd,1,2} \circ f_{sd,1,2}^k(y_i). \]
Let \( z = f_{sd,1,2}^k(y_i) \). We have
\[ \lim_{\Delta t \to 0} \frac{y_{i+1} - y_i}{\Delta t} = \lim_{\Delta t \to 0} \frac{y_{i+1} - z + z - y_i}{\Delta t} = \lim_{\Delta t \to 0} \frac{y_{i+1} - z}{\Delta t} + \lim_{\Delta t \to 0} \frac{z - y_i}{\Delta t}. \]
According to the assumption, there exist \( g_{[1]}(\cdot) \) and \( g_{[k]}(\cdot) \) such that
\[ \lim_{\Delta t \to 0} \frac{y_{i+1} - z}{\Delta t} = g_{[1]}(z), \]
\[ \lim_{\Delta t \to 0} \frac{z - y_i}{\Delta t} = g_{[k]}(y_i). \]
We can then let
\[ g_{[k+1]}(y_i) = g_{[1]}(y_i) + g_{[k]}(y_i), \] (3.26)
since
\[ \lim_{\Delta t \to 0} z = \lim_{\Delta t \to 0} f_{sd,1,2}^k(y_i) = y_i \]
by definition. \( \square \)

**Remark 3.2.** It is seen from equation (3.26) that every time \( f_{sd,1,2}(\cdot) \) is introduced, a vector function \( g_{[1]}(y_i; \theta_j) \) is added to the velocity field such that
\[ g_{[k]}(y_i) = \sum_{j=1}^{k} g_{[1]}(y_i; \theta_j), \] (3.27)
where we include the model parameters $\theta_j$ to differentiate the $k$ functions $g_{[1]}(y_{[i]}; \theta_j)$, $j = 1, \ldots, k$.

Remark 3.3. The mapping $y_{[i+1]} = f_{af,1,2}^{m}(y_{[i]})$ can be regarded as a multi-stage process that is defined on a time interval $[0, \Delta t]$. Let

$$y_{[i+\frac{\Delta t}{m}]} = f_{af,1,2} \left( y_{[i+\frac{\Delta t}{m}]}, \theta, \Delta t \right), \quad j = 1, \ldots, m,$$

(3.28)

where the transform from $y_{[i+\frac{\Delta t}{m}]}$ to $y_{[i+\frac{\Delta t}{m}]}$ is achieved at stage $j$. We can then decompose $y_{[i+1]} = f_{af}^{2m}(y_{[i]})$ as

$$\begin{align*}
y_{[i+\frac{\Delta t}{m}]} &= f_{af,1,2} \left( y_{[i]}, \theta_1, \Delta t \right) \\
y_{[i+\frac{\Delta t}{2m}]} &= f_{af,1,2} \left( y_{[i+\frac{\Delta t}{m}]}, \theta_2, \Delta t \right) \\
&\vdots \\
y_{[i+1]} &= f_{af,1,2} \left( y_{[i+\frac{m-1}{m}], \theta_m, \Delta t} \right)
\end{align*}$$

(3.29)

Note that the following two limits exist

$$\lim_{\Delta t \to 0} \frac{y_{[i+\frac{\Delta t}{m}]} - y_{[i+\frac{\Delta t}{m}]} - y_{[i]}}{\Delta t} = g_{[1]}(y_{[i+\frac{\Delta t}{m}]}, \theta_j), \quad \lim_{\Delta t \to 0} y_{[i+\frac{\Delta t}{m}]} = y_{[i]}.$$

We then have

$$\lim_{\Delta t \to 0} \frac{y_{[i+1]} - y_{[i]}}{\Delta t} = \lim_{\Delta t \to 0} \sum_{j=1}^{m} \frac{y_{[i+\frac{\Delta t}{m}]} - y_{[i+\frac{m-1}{m}]} - y_{[i]}}{\Delta t} = \sum_{j=1}^{m} g_{[1]}(y_{[i]}, \theta_j).$$

Compared to the multi-stage numerical schemes such as the Runge-Kutta method for the numerical approximation of ODE, we use multiple stages to achieve the exact invertibility rather than a better accuracy.

3.4.2. Generalize the model. We generalize the model in lemma 3.1 by integrating an augmented KRnet into the definition of the velocity field. We simply consider the recursive formula defined by an augmented KRnet:

$$y_{\gamma,[i+1]} = f_{KRnet}(y_{\gamma,[i]}) = (L_S \circ f_{af,1,2,k}^{m_1}) \circ \ldots \circ (L_S \circ f_{af,1,2,k}^{m_2}) (y_{\gamma,[i]}),$$

(3.30)

where $f_{af,1,2,k}$ indicates two affine coupling layers given by equations (3.19) and (3.20) at stage $k$, and the active dimensions for $f_{af,1,2,k}^{m_k}$ are defined with respect to figure 3.1. Following remark 3.3, $f_{KRnet}(\cdot)$ can be understood as a one-step method, where multiple stages are used to maintain the exact invertibility. In other words, the following limit exists

$$\lim_{\Delta t \to 0} \frac{y_{\gamma,[i+1]} - y_{\gamma,[i]}}{\Delta t} = \lim_{\Delta t \to 0} \frac{f_{KRnet}(y_{\gamma,[i]}) - y_{\gamma,[i]}}{\Delta t} = g_{KRnet}(y_{\gamma,[i]}),$$

which suggests a dynamical system

$$\frac{dy_{\gamma}}{dt} = g_{KRnet}(y_{\gamma}).$$

(3.31)
3.4.3. The adjoint method for an invertible mapping. One difficulty of neural ODE is that as the time step size decreases the size of the computation graph for automatic differentiation may explode and exhaust the computer memory quickly. We then need to consider the adjoint method to compute the gradient for the optimizer. The adjoint method is defined with respect to an ODE, where the system is invertible. For a certain path from $x(0)$ to $x(T)$, the adjoint method needs to integrate the ODE (3.18) backwardly from $x(T)$ to $x(0)$. Once the ODE is discretized, the exact invertibility will be lost at the discrete level, implying that the adjoint method in general cannot yield the gradient up to the machine accuracy.

In our model, we do not need to formulate the adjoint method in terms of the ODE since the exact invertibility is kept by definition. We first consider the following optimization problem

$$\min_{\theta} L = -\mathbb{E}_{\text{data}} \log p_Y(y; \theta) = -\frac{1}{N} \sum_{j=1}^{N} \log p_Y(y^{(j)}; \theta)$$

subject to the following constraints:

$$y_{i+1} = F(y_i; \theta), \quad i = 0, 1, \ldots, n - 1,$$

where $F$ can be regarded as an invertible mapping defined by equation (3.23), and the subscript $*_i$ indicates the temporal discretization. We let $y_{0} = y$ and assume

---

**Fig. 3.2:** The flow chart of a neural ODE based on an invertible recursive mapping given by KRnet. The dashed rectangle indicates the operation for each time step, where the time interval $[0, 1]$ is uniformly discretized with step size $\Delta t$. 

- $L_N$: Nonlinear invertible layer for all dimensions
- $L_S$: Squeezing layer
- $f^L_{ai}(\cdot)$: $L$ affine coupling layers
- Scale and bias layer
- $L_R$: Rotation layer
The key idea of the adjoint method is to choose appropriate Lagrange multipliers of an invertible mapping:

\[
\log p_Y(y) = \log p_Z(z) + \sum_{i=0}^{n-1} \log |\nabla_{y[i]} y_{i+1}| \\
= \log p_Z(z) + \sum_{i=0}^{n-1} g[i](y[i], \theta),
\]

where \(g[i](y[i], \theta)\) can be explicitly computed by the definition of the affine coupling layer. For simplicity, we only consider one data point and ignore the superscript such that

\[
L = -\log p_Y(y; \theta).
\]

To compute \(\nabla_{\theta} L\), we consider the following Lagrangian:

\[
\mathcal{L} = -\log p_Z(z) - \sum_{i=0}^{n-1} g[i](y[i], \theta) - \sum_{i=0}^{n-1} \lambda_i^T (y_{i+1} - F[i](y[i], \theta)).
\]

The key idea of the adjoint method is to choose appropriate Lagrange multipliers \(\lambda_i\) such that the computation of the gradient is convenient. We have

\[
\nabla_{\theta} \mathcal{L} = (\nabla_{\theta} z)^T (-\nabla z \log p_Z(z)) - \sum_{i=1}^{n-1} \left((\nabla_{\theta} y[i])^T \nabla_{y[i]} g[i] + \nabla_{\theta} g[i]\right) - \nabla_{\theta} g[0] \\
- \sum_{i=1}^{n-1} (\nabla_{\theta} y[i+1] - \nabla_{y[i]} F[i]) \nabla_{\theta} y[i])^T \lambda_i \\
- (\nabla_{\theta} y[1] - \nabla_{\theta} F[0])^T \lambda_0 \\
= (\nabla_{\theta} z)^T (-\nabla z \log p_Z(z) - \lambda_{n-1}) - \sum_{i=0}^{n-1} \nabla_{\theta} g[i] + \sum_{i=0}^{n-1} (\nabla_{\theta} F[i])^T \lambda_i \\
- \sum_{i=1}^{n-1} (\nabla_{\theta} y[i])^T (\lambda_{i-1} - (\nabla_{y[i]} F[i])^T \lambda_i + \nabla_{y[i]} g[i]).
\]

We let

\[
\begin{cases}
\lambda_{i-1} = (\nabla_{y[i]} F[i])^T \lambda_i - \nabla_{y[i]} g[i], & i = n-1, \ldots, 1 \\
\lambda_{n-1} = -\nabla_z \log p_Z(z)
\end{cases}
\]

and obtain that

\[
\nabla_{\theta} \mathcal{L} = \nabla_{\theta} L = \sum_{i=0}^{n-1} (\nabla_{\theta} F[i])^T \lambda_i - \nabla_{\theta} g[i].
\]

Except for the neural ODE layer, we may add other types of layers into the model. The following lemma provides a more general result for the adjoint method in terms of an invertible mapping:

**Lemma 3.4.** Consider a general invertible mapping:

\[
y_{i+1} = F[i](y[i]; \theta[i]), \quad y[0] = y, \quad y[n] = z, \quad i = 0, \ldots, n-1,
\]

\[y[n] = z\] has a standard Gaussian distribution. From equation (2.1), we have

\[
\log p_Y(y) = \log p_Z(z) + \sum_{i=0}^{n-1} \log |\nabla_{y[i]} y_{i+1}| \\
= \log p_Z(z) + \sum_{i=0}^{n-1} g[i](y[i], \theta),
\]

where \(g[i](y[i], \theta)\) can be explicitly computed by the definition of the affine coupling layer. For simplicity, we only consider one data point and ignore the superscript such that

\[
L = -\log p_Y(y; \theta).
\]

To compute \(\nabla_{\theta} L\), we consider the following Lagrangian:

\[
\mathcal{L} = -\log p_Z(z) - \sum_{i=0}^{n-1} g[i](y[i], \theta) - \sum_{i=0}^{n-1} \lambda_i^T (y_{i+1} - F[i](y[i], \theta)).
\]

The key idea of the adjoint method is to choose appropriate Lagrange multipliers \(\lambda_i\) such that the computation of the gradient is convenient. We have

\[
\nabla_{\theta} \mathcal{L} = (\nabla_{\theta} z)^T (-\nabla z \log p_Z(z)) - \sum_{i=1}^{n-1} \left((\nabla_{\theta} y[i])^T \nabla_{y[i]} g[i] + \nabla_{\theta} g[i]\right) - \nabla_{\theta} g[0] \\
- \sum_{i=1}^{n-1} (\nabla_{\theta} y[i+1] - \nabla_{y[i]} F[i]) \nabla_{\theta} y[i])^T \lambda_i \\
- (\nabla_{\theta} y[1] - \nabla_{\theta} F[0])^T \lambda_0 \\
= (\nabla_{\theta} z)^T (-\nabla z \log p_Z(z) - \lambda_{n-1}) - \sum_{i=0}^{n-1} \nabla_{\theta} g[i] + \sum_{i=0}^{n-1} (\nabla_{\theta} F[i])^T \lambda_i \\
- \sum_{i=1}^{n-1} (\nabla_{\theta} y[i])^T (\lambda_{i-1} - (\nabla_{y[i]} F[i])^T \lambda_i + \nabla_{y[i]} g[i]).
\]

We let

\[
\begin{cases}
\lambda_{i-1} = (\nabla_{y[i]} F[i])^T \lambda_i - \nabla_{y[i]} g[i], & i = n-1, \ldots, 1 \\
\lambda_{n-1} = -\nabla_z \log p_Z(z)
\end{cases}
\]

and obtain that

\[
\nabla_{\theta} \mathcal{L} = \nabla_{\theta} L = \sum_{i=0}^{n-1} (\nabla_{\theta} F[i])^T \lambda_i - \nabla_{\theta} g[i].
\]
where we let
\[ g_i(y, \theta) = \log | \det \nabla_{y[i]} \theta[i] | . \]

Assume that the loss \( L \) is given by equation (3.35). The following two sequences \( \lambda[i] \) and \( y[i] \) can be computed backwardly:

\[
\begin{align*}
\lambda[i-1] &= (\nabla_{y[i]} F[i])^T\lambda[i] - \nabla_{y[i]} g[i], \quad i = n - 1, \ldots, 1 \\
\lambda[n-1] &= -\nabla_z \log p_Z(z), \\
y[i] &= F^{-1}_i(y[i+1], \theta[i]), \quad i = n - 1, \ldots, 0.
\end{align*}
\]

(3.40)

We have
\[
\nabla_{\theta[i]} L = (\nabla_{\theta[i]} F[i])^T\lambda[i] - \nabla_{\theta[i]} g[i], \quad i = 0, 1, \ldots, n - 1.
\]

(3.41)

If \( \theta[i] = \theta \) for \( i \in I \subset \{0, 1, \ldots, n-1\} \), we have
\[
\nabla_{\theta} L = \sum_{i \in I} ((\nabla_{\theta} F[i])^T\lambda[i] - \nabla_{\theta} g[i]) .
\]

(3.42)

Proof. We consider the Lagrangian
\[
\mathcal{L} = -\log p_Z(z) - \sum_{i=0}^{n-1} g_i(y[i], \theta_i) - \sum_{i=0}^{n-1} \lambda_i^T(y[i+1] - F_i(y[i], \theta_i)).
\]

(3.43)

For \( \theta[k] \), \( 0 \leq k < n - 1 \), we have
\[
\nabla_{\theta[k]} \mathcal{L} = (\nabla_{\theta[k]} z)^T(-\nabla_z \log p_Z(z)) - \sum_{i=k+1}^{n-1} (\nabla_{\theta[k]} y[i])^T \nabla_{y[i]} g[i] - \nabla_{\theta[k]} g[k]
\]

\[
- \sum_{i=k+1}^{n-1} (\nabla_{\theta[k]} y[i+1] - \nabla_{y[i]} F[i] (y[i], \theta[i]) \nabla_{\theta[i]} y[i])^T \lambda[i]
\]

\[
- (\nabla_{\theta[k]} y[k+1] - \nabla_{\theta[k]} F[k] (y[k], \theta[k]))^T \lambda[k]
\]

\[
= (\nabla_{\theta[k]} z)^T(-\nabla_z \log p_Z(z) - \lambda[n-1])
\]

\[
- \sum_{i=k+1}^{n-1} (\nabla_{\theta[k]} y[i])^T(\nabla_{y[i]} g[i] - (\nabla_{y[i]} F[i] (y[i], \theta[i]))^T \lambda[i] + \lambda[i-1])
\]

\[
+ (\nabla_{\theta[k]} F[k] (y[k], \theta[k]))^T \lambda[k] - \nabla_{\theta[k]} g[k].
\]

If \( k = n - 1 \), we have
\[
\nabla_{\theta[n-1]} \mathcal{L} = (\nabla_{\theta[n-1]} z)^T(-\nabla_z \log p_Z(z) - \lambda[n-1])
\]

\[
+ (\nabla_{\theta[n-1]} F[n-1] (y[n-1], \theta[n-1]))^T \lambda[n-1] - \nabla_{\theta[n-1]} g[n-1].
\]

Letting
\[
\begin{align*}
\lambda[i-1] &= (\nabla_{y[i]} F[i])^T\lambda[i] - \nabla_{y[i]} g[i], \quad i = n - 1, \ldots, k + 1, \\
\lambda[n-1] &= -\nabla_z \log p_Z(z),
\end{align*}
\]

(3.44)
we have
\[
\nabla_{\theta[k]} L = (\nabla_{\theta[k]} F[k](y[k], \theta[k]))^T \lambda[k] - \nabla_{\theta[k]} g[k].
\]
(3.45)

Since the recursive formula (3.44) holds for any \(0 \leq k \leq n - 1\), we obtain the conclusion. \(\square\)

**Remark 3.5.** For the gradient of the cross entropy (3.32) defined by \(N\) data points, we need to collect the contributions from all data points to the gradient using Lemma 3.4. We have
\[
\nabla_{\theta} L = \frac{1}{N} \sum_{i=1}^{N} \sum_{j \in I} \left( (\nabla_{\theta} F[j](y[i], \theta[j]))^T \lambda[j] - \nabla_{\theta} g[j](y[i], \theta[j]) \right),
\]
(3.46)

where \(\theta[j] = \theta\) for \(j \in I\), and the superscript \((i)\) indicates each data point.

### 3.5. A summary of the main features of KRnet.

To this end, we have developed various techniques that either improve the performance of KRnet as a discrete model or reformulate it as a continuous model. We summarize some useful features of KRnet as follows:

1. The Knothe-Rosenblatt rearrangement defines the main structure of the KR-net for both the discrete and continuous models.
2. The rotation layer provides a mechanism, which is similar to the principle component analysis, to pick a certain set of dimensions to deactivate.
3. The nonlinear layer provides a much larger family of prior distributions than the commonly used standard Gaussian distributions through a component-wise nonlinear transformation.
4. The augmented dimensions provide a buffer zone for the data dimensions to exchange nonlinear information more effectively.
5. The KRnet ODE integrates KRnet into a continuous model as neural ODE while the exact invertibility is maintained. The adjoint method can be formulated with respect to the discrete model instead of the continuous one such that the gradient of the loss can be computed exactly.

The features 1-4 can be coupled to improve the performance of a discrete model; The features 1, 4 and 5 can be coupled to improve the performance of a continuous model.

### 3.6. Density estimation and approximation via KRnet.

The developed KRnets may be used to construct a PDF model for both density estimation and approximation. For density estimation, we assume that the empirical distribution \(p_{data}(y)\) is given, and for density estimation, we assume that the unnormalized PDF \(\hat{p}_Y(y) = C p_{ref,Y}(y)\) is given, where \(p_{ref,Y}\) is the true PDF and \(C\) is an unknown constant. For both density estimation and approximation, we can use the Kullback-Leibler (KL) divergence to minimize the difference between the given distribution and the PDF model \(p_{KRnet}(y)\) based on KRnet.

For density estimation, we consider the KL divergence
\[
D_{KL}(p_{data}||p_{KRnet,Y}) = h(p_{data}, p_{KRnet,Y}) - h(p_{data}),
\]
where the first term on the right-hand side is the differential cross entropy of \(p_{KRnet,Y}\) relative to \(p_{data}\), and the second term is the differential entropy of \(p_{data}\). Since \(h(p_{data})\) is independent of \(p_{KRnet,Y}\), minimizing the KL divergence \(D_{KL}(p_{data}||p_{KRnet,Y})\) is equivalent to minimizing the differential cross entropy \(h(p_{data}, p_{KRnet,Y})\), which is also equivalent to maximizing the likelihood.
For density approximation, we consider the KL divergence

$$D_{KL}(p_{\text{KRnet}}, Y \parallel p_{\text{ref}}, Y) = \mathbb{E}_{p_{\text{KRnet}}, Y} \left[ \ln \frac{p_{\text{KRnet}}, Y}{p_{\text{ref}}, Y} \right] + \ln C,$$

$$\approx \frac{1}{N} \sum_{i=1}^{N} \ln \frac{p_{\text{KRnet}}, Y(y^{(i)})}{p_{\text{ref}}(y^{(i)})}, \quad (3.48)$$

where \(\{y^{(i)}\}_{i=1}^{N}\) are samples from \(p_{\text{KRnet}}\). It is seen that we only need to minimize the first term on the right-hand side and the unknown constant \(C\) does not affect the optimization. In contrast to the density estimation, we use the relative entropy from \(p_{\text{ref}}, Y\) to \(p_{\text{KRnet}}, Y\) to avoid the integration in terms of \(p_{\text{ref}}, Y\), where the integration with respect to \(p_{\text{KRnet}}\) can be easily approximated by the Monte Carlo method thanks to the generative model. For the augmented KRnet, we may consider the following KL divergence:

$$D_{KL}(p_{\text{KRnet-aug}}, Y, \gamma \parallel p_{\text{ref}}, Y, p_{\gamma}), \quad (3.49)$$

where \(p_{\text{KRnet-aug}}, Y, \gamma\) is the joint PDF of \(Y\) and \(\gamma\) induced by the augmented KRnet.

4. Numerical examples. In this section we present some numerical experiments including one-, two-, four- and eight-dimensional problems, where PDFs with different types of support are considered. All the models have been trained with ADAM method subject to a fixed learning rate 0.001 \([18]\). If no additional clarification is given, the neural networks (2.6) for the affine coupling layer always have two fully-connected hidden layers of 24 neurons. When the nonlinear invertible layers (see equation (2.7)) are needed, the interval \([-20, 20]\), i.e., \(a = 20\), is discretized to 32 elements, and \(\beta = 10^{-10}\). The elements are nonuniform, where the element size increases from the middle to both sides with a ratio 1.15.

4.1. The augmented ODE model for the approximation of 1d PDFs. The simplest case of equation (3.31) includes one data dimension and one augmented dimension, which takes the following form:

$$\begin{cases}
\dot{\gamma} = v_1(\gamma, y) = \gamma w_1(y) + b_1(y), \\
\dot{y} = v_2(\gamma, y) = y w_2(\gamma) + b_2(\gamma),
\end{cases} \quad (4.1)$$

subject to the constraint

$$\rho_{t=0}(\gamma, y) = p(\gamma) f(y), \quad \rho_{t=1}(\gamma, y) = p(\gamma) p(y), \quad (4.2)$$

where \(p(\cdot)\) is a standard Gaussian PDF and \(f(\cdot)\) an arbitrary PDF. We know that \(\rho\) satisfies the Liouville equation:

$$\partial_t \rho + \nabla \cdot (\rho \mathbf{v}) = 0, \quad (4.3)$$

from which we have

$$\partial_t \ln \rho = \frac{1}{\rho} \partial_t \rho = -\frac{1}{\rho} (\rho \nabla \cdot \mathbf{v} + \mathbf{v} \cdot \nabla \rho) = -\nabla \cdot \mathbf{v} - \mathbf{v} \cdot \nabla \ln \rho,$$

$$i.e., \quad \frac{d \ln \rho}{dt} = -\nabla \cdot \mathbf{v} = -w_1(y(t)) - w_2(\gamma(t)), \quad (4.5)$$
subject to the boundary conditions (4.2). Due to the exact invertibility, the right-hand side of equation (4.5) is given by two functions in terms of $y$ and $\gamma$ respectively. However, according to equation (4.1), $y(t)$ and $\gamma(t)$ depend on each other. In terms of equation (4.5) and the boundary conditions (4.2), $w_1(y)$, $w_2(\gamma)$, $b_1(y)$ and $b_2(\gamma)$ need to be chosen such that

$$\ln p(\gamma(1)) p(y(1)) = \ln p(\gamma(0)) f(y(0)) - \int_0^1 (w_1(y(t)) + w_2(\gamma(t))) dt. \quad (4.6)$$

Let us look at a simple case, where $w_1(\cdot) = w_2(\cdot) = 0$. In other words, the dynamics given by (4.7) preserves volume. We have the ODE as

$$\begin{cases} \dot{\gamma} = b_1(y), \\ \dot{y} = b_2(\gamma). \end{cases} \quad (4.7)$$

Let $\hat{b}_1(y) = b_1(y)$ and $\hat{b}_2(\gamma) = b_2(\gamma)$. We then have

$$\hat{b}_2(\gamma(t)) = \hat{b}_1(y(t)) + C, \quad (4.8)$$

where $C = \hat{b}_2(\gamma(0)) - \hat{b}_1(y(0))$ is determined by the initial condition. Due to the first integral (4.8), we expect that both $b_1(y)$ and $b_2(\gamma)$ are complex enough for a good approximation. For example, if we simply let $b_2(\gamma) = 1$, we have

$$y(t) = y(0) + t, \quad \gamma(t) = \hat{b}_1(y(t)) - \hat{b}_1(y(0)) - \gamma(0).$$

We then model $b_1(y)$ such that

$$p(y(0) + 1) p(\gamma(0) + \hat{b}_1(y(0)) + 1 - \hat{b}_1(y(0))) \approx p(\gamma(0)) f(y(0)).$$

It is easy to see that no matter how complex $b_1(y)$ is the above approximation may not be good enough since $y(t)$ and $\gamma(t)$ cannot be independent for the case that $b_2(\gamma) = 1$. However, we should note that $y(t)$ and $\gamma(t)$ may be independent of each other if they both depend on $y(0)$ and $\gamma(0)$ in a certain way. One example is the Box–Muller transform, which maps two independent uniform random variables to two independent Gaussian random variables through an invertible mapping. So both $b_1(y)$ and $b_2(\gamma)$ need to be complex enough. Furthermore, when $w_1(y)$ and $w_2(\gamma)$ are included into the model, the modeling capability will be improved further.

Since $\gamma$ corresponds to an augmented dimension, equation (4.1) can be regarded as a neural ODE for the approximation of an arbitrary PDF $f(y)$. We now look at how well model (4.1) can evolve a standard Gaussian distribution $p(y)$ to an arbitrary distribution $f(y)$. We will consider four cases, where the support of $f(y)$ is $(-\infty, \infty)$, $(0, \infty)$, $[-1, 1]$ and $[-1.5, -0.5] \cup [0.5, 1.5]$, respectively. The training set has $3.2 \times 10^5$ samples. The Adams method is subject to 4 minibatches. Let us refer to model (4.1) as augmented KRnet\textsubscript{ODE}. We will compare its performance to the augmented KRNet. For the neural ODE, we consider a uniform temporal mesh with $\Delta t = 0.1$. Both the augmented KRNet and KRNet\textsubscript{ODE} are defined by a sequence $f_M^L(\cdot)$ of affine coupling layers between $y$ and $\gamma$, where $L$ is the number of affine coupling layers. In the augmented KRNet, $f_M^L(\cdot)$ will achieve the whole transformation from data distribution to the prior distribution while in the augmented KRNet\textsubscript{ODE}, $f_M^L(\cdot)$ only implements the transformation for one time step. Note that the definition of $f_M(\cdot)$ for the KRNet is slightly different than that for the KRNet\textsubscript{ODE} (see equations (2.5) and (3.20)).
The prior distribution is always the standard Gaussian no matter that the target distribution has a compact support or not. When the model \( p_Y \) converges to \( f(y)p(γ) \), the loss function is

\[
E_{f(y)p(γ)} \left[ \ln \frac{p(γ)}{p_Y} \right] \to -E_{f(y)p(γ)} [\ln f(y)] = -E_{f(y)} \ln f(y),
\]

which is the differential entropy \( h(f) \) of \( f(y) \). We then define a relative error

\[
δ = \frac{|L - h(f)|}{h(f)} \tag{4.9}
\]

to measure the quality of the corresponding PDF model. We consider the following cases:

**Case (i):** \( f(y) \) is Logistic distribution on \((-∞, ∞)\). Consider the logistic distribution with the location parameter \( μ = 0 \) and the scale parameter \( s = 2 \). The differential entropy is \( h(f) = 2.0 + \ln(2.0) \). The relative errors for this case are plotted in the left plot of figure 4.1. It is seen that \( L = 2 \) works well for both KRnet and KRnet\_ODE. The high oscillations are due to the uncertainty from data since the loss function is an approximation of the differential entropy given by the Monte Carlo method.

**Case (ii):** \( f(y) \) is Lognormal distribution on \((0, ∞)\). The lognormal distribution is given by the exponential function of a standard normal random variable. The differential entropy is \( \ln(2π)/2 + 1/2 \). The relative errors for this case are plotted in the right plot of figure 4.1. Since the positive densities on \((-∞, ∞)\) needs to be mapped to \((0, ∞)\), the transformation is more demanding than the previous case. When \( L = 2 \), the KRnet\_ODE has a slightly smaller error than the KRnet. When \( L = 4 \), both models have an error that is comparable to the uncertainty from data.

**Case (iii):** \( f(y) \) is uniform on \([-1, 1]\). The differential entropy for the uniform distribution is \( \ln(2) \). For this case, the positive densities on \((-∞, ∞)\) needs to be mapped to \([-1, 1]\). As \( L \) increases, the performance of both KRnet and KRnet\_ODE improves. It appears that the KRnet is more effective to reduce the loss while the KRnet\_ODE is more robust. It is seen that the error given by KRnet with \( L = 4 \) is comparable to the error given by KRnet\_ODE with \( K = 8 \). When \( L = 4 \), it takes KRnet a long time to find a good local minimizer.

**Case (iv):** \( f(y) \) is uniform on \([-1.5, 0.5] \cup [0.5, 1.5]\). Compared to the previous uniform distribution, similar behavior is observed for both KRnet and KRnet\_ODE except that the error is larger for the same configuration due to the more demanding requirements on the transformation. We plot some approximate PDFs in figure 4.3 for this case and the lognormal distribution in case (ii). It is seen that the KRnet handles discontinuities slightly better than the continuous flow defined by an ODE.

Note that for all four cases, we map the prior Gaussian distribution defined on \((-∞, ∞)\) to the data distribution whether the data are subject to a compact support or not. Both augmented KRnet and augmented KRnet\_ODE demonstrate effectiveness and flexibility for the density estimation. Of course, we can integrate other techniques such as regularization and data preprocessing whenever necessary. For example, if the data are defined on a compact support, say \([δ, 1 − δ]\) with \( δ > 0 \), we may use the Logistic transformation

\[
y = \frac{s}{2} \log \frac{x}{1-x}, \quad x = \frac{1}{2} (\tanh(x/s) + 1) \tag{4.10}
\]

to map \( x \in (0, 1) \) to \( y \in (-∞, ∞) \) such that the data distribution and the prior distribution have the same support. The results of such a strategy are plotted in
It is seen that the transition of KRnet at discontinuities is much sharper than that of KRnet\_ODE.

### 4.2. Two-dimensional mixture of Gaussians

We consider a mixture of Gaussians

\[
p_Y(y) = \frac{1}{6} \sum_{i=1}^{6} N(y_i, I),
\]

where \( y_i = (5 \cos \frac{i \pi}{3}, 5 \sin \frac{i \pi}{3}) \). We have six standard Gaussians uniformly located on a circle of radius 5. We examine and compare the following modeling techniques:

- **KRnet**: This KRnet only keeps the triangular structure inspired by the K-R rearrangement. For two-dimensional problems, KRnet is consistent with the real NVP.
- **KRnet\_aug**: One augmented dimension is added to KRnet.
- **KRnet\_R&N**: The rotation layers and the nonlinear invertible layer are switched on for KRnet.
- **KRnet\_aug\_R&N**: The rotation layers and the nonlinear invertible layer are
Fig. 4.3: The approximated PDFs for the lognormal distribution and the uniform distribution with a hole.

Fig. 4.4: The approximated PDFs for the lognormal distribution and the uniform distribution with a hole.

switched on for KRnet_aug, where the rotation only acts on the data dimensions and does not affect the augmented dimension.

• KRnet_ODE: This is the neural ODE model based on the KRnet.

For the numerical experiments, we obtain $6.4 \times 10^5$ samples from the mixture of Gaussians for the training set. We minimize the cross entropy between the empirical distribution and the model using 8 minibatches. The error is defined as the relative difference between the cross entropy and the differential entropy of the mixture of Gaussians, see equation (4.9), which can be regarded as the KL divergence between the model and the data distribution since the sample size is relatively large. For the KRnet_ODE, the ODE is discretized on $[0, 1]$ with a step size 0.05.

All models have been trained using the same training set. For each model, we implement the training process ten times and define the mean of the ten errors as the final error. This way the bias from random initialization is reduced. For each training process, we run up to 8000 epochs. The results have been summarized in
Table 4.1: Errors of some KRnet-based models for the density estimation of samples from the mixture of Gaussians (4.11). In affine coupling layers, the neural network (2.6) has two dense hidden layers, each of which has 24 neurons, and this number decays at a ratio $r = 0.9$ in terms of the index $k$ of the outer loop of KRnet.

| $L$ | KRnet | KRnet$_{aug}$ | KRnet$_{aug}$/R&N | KRnet/R&N | KRnet$_{ODE}$ |
|-----|-------|--------------|-------------------|------------|--------------|
| 2   | 6.96e-2 | 1.02e-1     | 4.52e-2           | 1.50e-2    | 2.93e-2      |
| 4   | 1.74e-2 | 8.47e-3     | 1.29e-3           | 2.56e-3    | 1.67e-2      |
| 6   | 5.46e-3 | 1.53e-3     | 6.79e-4           | 1.56e-3    | 1.02e-2      |

Fig. 4.5: Data distributions given by the training set, the augmented KRnet, and the KRnet-based neural ODE, where the prior Gaussian distribution has been mapped to the mixture of Gaussians (4.11). $L = 6$.

table 4.1. First of all, for each model the error decays as the number of affine coupling layers increases. Second, the KRnet$_{ODE}$ demonstrates a better performance than KRnet when $L$ is small, and is outperformed by KRnet when $L$ is large. However, KRnet$_{ODE}$ is significantly slower than KRnet. Third, the model KRnet$_{aug}$/R&N yields the best performance, implying that the dimensional augmentation, the rotation layer and the nonlinear invertible layer are effective. When $L = 2$, KRnet$_{aug}$ performs the worst. This is reasonable since the number of dimensions is increased by one. However, the KRnet$_{aug}$ has a fast decay in error.

In figure 4.5, we compare the data distributions given by the training set, KRnet$_{aug}$, and KRnet$_{ODE}$ for the case $L = 6$ in Table 4.1. Both KRnet$_{aug}$ and KRnet$_{ODE}$ produce a distribution that is visually the same as the data distribution given by the training set.

We next consider the density approximation. We use KRnet$_{aug}$/R&N to approximate the PDF (4.11) by minimizing the KL divergence (3.49). For this case, there does not exist a training set. The samples for the approximation of the KL divergence are from the model KRnet$_{aug}$/R&N. Since every minibatch can be independently sampled from the model, the optimization solver can be regarded as a minibatch stochastic gradient method with a training set of infinitely many data. For KRnet$_{aug}$/R&N, we use $L = 6$, and the rest of the configuration is the same as before. The size of minibatch is $10^5$. In figure 4.6, we plot the convergence behavior of KRnet$_{aug}$/R&N, and in figure 4.7, we compare the samples from the true PDF and the approximated PDF. It is seen that the augmented KRnet is also effective for density approximation.

4.3. Logistic distribution with holes. The training data sets $S = \{y^{(i)}\}_{i=1}^{N_t}$ for density estimation are generated as follows. Assume that $Y$ has i.i.d. components
and each component $Y_i \sim \text{Logistic}(0, s)$ with PDF $\rho(y_i; 0, s)$. We propose the following constraint

$$\| R_{\gamma, \theta_j}[y_j^{(i)}, y_{j+1}^{(i)}]^T \|_2 \geq C, \quad j = 1, \ldots, d-1,$$

(4.12)

where $C$ is a specified constant, and

$$R_{\gamma, \theta_j} = \begin{bmatrix} \gamma & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \cos \theta_j & -\sin \theta_j \\ \sin \theta_j & \cos \theta_j \end{bmatrix}, \quad \theta_j = \frac{\pi}{4}, \text{ if } j \text{ is even}; \frac{3\pi}{4}, \text{ otherwise}.$$

We then generate samples $y^{(i)}$ of $Y$, out of which we only accept those that satisfy the constraint (4.12). This way, an elliptic hole is generated for two adjacent dimensions. The reference PDF takes the form

$$p_{Y, \text{ref}}(y) = \frac{I_B(y) \prod_{i=1}^{n} \rho(y_i; 0, s)}{E[I_B(Y)]},$$

(4.13)
Fig. 4.8: Compare the convergence behavior of augmented KRnet, regular KRnet and real NVP. Left: $n = 4$; Right: $n = 8$.

where $B$ is the set defined by equation (4.12) and $I_B(\cdot)$ is an indicator function with $I_B(y) = 1$ if $y \in B$; $0$, otherwise.

For this test problem, we set $\gamma = 3$ and $C = 7.6$. This case was studied in [27] and we use the same setup here. The size of the training set is $N_t = 9.6 \times 10^5$ and the errors are computed in terms of a validation set of size $3.2 \times 10^5$. For each model configuration, we train the model 10 times respectively in terms of 10 independently sampled training sets. We then use the averaged error to reduce the bias. The neural network for the affine coupling layers has two dense hidden layers of 24 neurons for $n = 4$ and of 32 neurons for $n = 8$. The comparison of the augmented KRnet, the regular KRnet and the real NVP is summarized in figure 4.8 in terms of DOFs, where the relative Kullback-Leibler (KL) divergence is defined as

$$D_{KL}(p_{Y, \text{ref}} \parallel p_Y),$$

where $D_{KL}(p_{Y, \text{ref}} \parallel p_Y)$ is approximated by the validation set. It is seen that both the augmented KRNet and the regular KRNet yield a much better trend in terms of the convergence rate than the real NVP. The augmented KRNet and the regular KRNet have similar convergence behavior while the augmented KRNet is more effective than the regular KRNet for the same number of DOFs, which is verified by the simulation results for both $d = 4$ and $d = 8$. On the right plot, we also include the results for the augmented KRNet with rotation and nonlinear layers. With a slightly larger number of DOFs, the rotation and nonlinear layers further improve the performance of the augmented KRNet. It is seen that rotation and nonlinear layers do not improve the augmented KRNet for the last case. It is because a constant error has been reached since both the loss and the generalization error have been approximated by the Monte Carlo method.

In figure 4.9, we have compared the samples generated by some generative models to the training set. The data distribution to be learned is highly irregular. On any face given by two adjacent dimensions, a cylinder hole exists. On the boundary of this cylinder, the density can be large. The existence of sharp discontinuities in density implies that classical PDF models such as the mixture of Gaussians are not effective. However, the deep generative models can deal with this high-dimensional density...
Fig. 4.9: Compare the samples from training set, the augmented KRnet, the regular KRnet and the real NVP for about the same number of DOFs. The three models correspond to the three cases in the left plot of figure 4.8 with DOFs about 2e4. From top to bottom, each row shows three groups of adjacent dimensions \((y_1, y_2), (y_2, y_3), (y_3, y_4)\) for the data from the training set, the augmented KRnet, the regular KRnet and the real NVP, respectively. Each set has 10000 samples.

estimation problem quite well. Roughly speaking, we may tell the improvement from the real NVP to the augmented KRnet by the decreasing number of outliers in the hole, where the density is supposed to be zero. Out of 10000 samples only a few show up in the holes meaning that boundaries of the holes have been well captured.

In figure 4.10 we plot the distribution of samples generated by the augmented KRnet for the 8-dimensional Logistic distribution with elliptic holes. It is seen that for such a high-dimensional irregular distribution the sharp discontinuities in density can also be well resolved.

5. Summary and discussions. In this work we have developed augmented KRnet for both discrete and continuous models. The main idea is to introduce augmented dimensions to enhance the exchange of information between data dimensions
such that the flow-based generative model induced by KRnet may further increase its modeling capability while maintaining the exact invertibility of the transport map. We have also formulated the augmented KRnet as a discretization of a neural ODE by a one-step method of first-order accuracy, where the exact invertibility has been kept locally. Although we are not able to discretize the neural ODE with a high-order numerical scheme, a dynamical model with a first-order invertible discretization is still of particular interest for the modeling of dynamical data since the gradient can be exactly computed. A number of numerical experiments have been implemented. Both discrete and continuous models based on the augmented KRnet are effective for both density estimation and approximation, where the algebraic convergence is observed as the number of DOFs increases. In particular, the augmented KRNets are able to deal with high-dimensional distributions that have sharp discontinuous boundaries. Based on these observations, we think that the augmented KRnet may serve as a generic PDF model for many applications. At this moment, our numerical experiments show that the discrete models are in general more effective and much faster than the continuous models. Further research is needed to improve the efficiency of KRnet_ODE.
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