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With the increasing popularity of terminals and applications, the corresponding requirements of services have been growing significantly. In order to improve the quality of services in resource restrained user devices and reduce the large latency of service migration caused by long distance in cloud computing, mobile fog computing (MFC) is presented to provide supplementary resources by adding a fog layer with several servers near user devices. Focusing on cloud-aware MFC networks with multiple servers, we formulate a problem with the optimization objective to improve the quality of service, relieve the restrained resource of user device, and balance the workload of participant server. In consideration of the data size of remaining task, the power consumption of user device, and the appended workload of participant server, this paper designs a machine learning-based algorithm which aims to generate intelligent adaptive strategies related with load balancing of collaborative servers and dynamic scheduling of sequential tasks. Based on the proposed algorithm and software-defined networking technology, the tasks can be executed cooperatively by the user device and the servers in the MFC network. Besides, we conducted some experiments to verify the algorithm effectiveness under different numerical parameters including task arrival rate, available server workload, and wireless channel condition. The simulation results show that the proposed intelligent adaptive algorithm achieves a superior performance in terms of latency and power consumption compared to candidate algorithms.

1. Introduction

With the blossom of Internet of Things (IoT) [1, 2], we need to process a huge amount of data deriving from various applications like real-time monitoring [3]. Meanwhile, the requirements of corresponding services have been growing significantly and most of the end devices have finite computing resource and limited energy resource. The cloud computing (CC) technology and service migration approach are proposed for enabling users to utilize powerful cloud servers which can efficiently achieve service function with high performance [4]. However, it would result in heavy traffic burden over the transmission network and large responding latency, since the cloud servers are far away from end users. By deploying fog servers for providing supplementary resources between cloud and users, mobile fog computing (MFC) is designed as a novel computing paradigm in order to reduce responding latency of services and avoid traffic congestion of network [5]. Hence, in the cloud-aware MFC network [6], most services of users can be performed at the fog servers and others at the cloud servers. Differently, mobile edge computing (MEC) mainly considers the task offloading problem on mobile user devices [7].

Note that the cloud-aware MFC is different from CC and MEC, it is necessary to design an appropriate intelligent management strategy for the special system architecture. Based on software-defined networking (SDN) technology [8], we assume that the tasks of services in each user can be executed cooperatively by multiple servers in MFC network according to appropriate strategy. As shown in Figure 1, we
focus on an architecture including fog layer servers and cloud layer servers, to which the sequential tasks of computational services can be scheduled, respectively. Considering the data size of remaining task, the power consumption of user device [9, 10], and the appended workload of participant server [11], this paper designs an algorithm for deriving the intelligent adaptive strategies related with load balancing of collaborative servers and dynamic scheduling of sequential tasks. Particularly, the optimization objective is to improve the quality of service, relieve the restrained resource of user device, and balance the workload of participant server. Since conventional algorithms are not suitable to find optimal solution of this NP-hard combinatorial optimization problem [12, 13], the proposed algorithm is designed based on some machine learning (ML) methods including deep learning and reinforcement learning.

There are some contributions of this paper as follows. First, we formulate a combinatorial problem related with load balancing of collaborative servers and dynamic scheduling of sequential tasks. Second, we propose an ML-based algorithm to derive intelligent adaptive strategies for improving the quality of service, relieving the restrained resource of user device, and balancing the workload of servers. Third, we conduct some simulation experiments based on Python platform and evaluate the proposed algorithm in terms of latency and power consumption compared to candidate algorithms.

The remaining part of this paper is organized as follows. Section 2 reviews related works mainly about task scheduling and server balancing. Section 3 introduces a MFC system and formulates a joint problem. Section 4 presents an intelligent adaptive algorithm based on ML methods. Section 5 describes the experimental setup and illustrates simulation results. Finally, the paper is concluded with some future research directions in section 6.

2. Review of Related Work

To cope with the complicated problems which are rapidly changing over time, it becomes more challenging to solve adaptive fine-grained control problems related about dynamic scheduling of task and load balancing of servers. Applied to artificial intelligence (AI) and ML methods, the complicated problems can be solved efficiently [14]. As an important branch of ML, the deep learning (DL)-based algorithms specialize in approximating the input-output nonlinear mapping relationship to solve expensive computational problems [15]. Extended from DL, deep neural network (DNN) is designed from biological neural network, and convolutional neural network (CNN) is applied to compress the input values. The supervised learning algorithm can achieve data classification and prediction by a training process with manually labeled samples. To solve the problems about dynamic programming and Markov decision process (MDP), it is effective to use learning-based algorithms without the external supervisor to minimize long-term cost, such as increment learning and reinforcement learning (RL) [16]. With a learning-based structure, rational solutions can be obtained after sufficient training episodes with successive input values [17]. Further, Q-learning is a simple RL-based algorithm with tabular-search nature, which is not suitable for handling dynamic problems with high dimensional space. To improve the algorithm efficiency, deep Q-network (DQN) is one kind of deep RL (DRL)-based algorithms combined with DL technique. Reference [18] presented a comprehensive survey on deep learning applied in mobile and wireless networking. In reference [19], learning-based approaches were proposed for the radio resource interference management and wireless transmitting power allocation. Xu et al. [20] designed a novel DRL-based framework for power-efficient resource
allocation while meeting the demands of wireless users in highly dynamic cloud RANs.

There have been many researches which apply these intelligent algorithms to offloading decision-making. In paper [21], the authors proposed a security and cost-aware computation offloading strategy for mobile users in MEC environment. Under the risk probability constraints, the goal of this strategy was to minimize the overall cost, which was including energy consumption, processing delay, and task loss probability. By formulating the problem as a Markov decision process (MDP), a DQN-based algorithm was designed for deriving the optimal offloading policy. In reference [22], a double dueling DQN-based algorithm was proposed to enable dynamic orchestration of networking, caching, and computing resources. It improved the performance of applications but did not consider the energy efficiency issue. Based on CNN and RL, reference [23] presented an offloading scheme for an individual IoT device with energy harvesting, which aimed to select edge server and offloading rate according to current battery level, previous radio transmission rate, and predicted harvested energy. Simulation results showed that the scheme can reduce the energy consumption, computation latency, and task drop rate. Similar to reference [23], which only considered a single device, reference [24] added a task queue state model to dynamic statistics as well as a channel qualities model and an energy queue state model. A double DQN-based computation offloading algorithm was proposed for a single user device as well. Considering a joint optimization problem, a parallel DNN model was designed in reference [25] to make binary offloading decisions and bandwidth allocation decisions. For minimizing the utility calculated by energy consumption and task completion delay, the algorithm only considered the different computation amount of tasks in several devices without the dynamic wireless channel state. However, none of the above works considered the impact of different server workload on task scheduling. Particularly, load balancing is a crucial issue to improve the resource utilization of servers. To the best of our knowledge, all of the methods mainly designed for the load balancing of servers are not suitable for task scheduling in MFC network. Motivated by all the above studies, we design an intelligent adaptive algorithm for MFC networks with multiple servers, which focuses on the joint optimization objective of improving the quality of service, relieving the restrained resource of user device, and balancing the workload of participant server.

3. The Combinatorial Problem of Load Balancing and Task Scheduling

In this section, we first elaborate a MFC system consisting of several servers. Then, the local computing model and scheduled computing model are introduced. Finally, we formulate the combinatorial problem related to load balancing and task scheduling. For ease of reference, the main notations and corresponding semantics are presented in Table 1.

3.1. MFC System Model. In this paper, we consider a typical MFC system with multiple servers as shown in Figure 1.

| Notation | Explanation |
|----------|-------------|
| $F$      | The number of fog servers |
| $C$      | The number of cloud servers |
| $t$      | The period duration of equal length time slots in a quasi-static system |
| $r$      | The index of time period |
| $T$      | The number of periods |
| $b_t$    | The initial task data size in bit at the beginning of period $r$ |
| $w_t$    | The task computation workload of CPU in cycle per bit |
| $\lambda_t$ | The task arrival rate in bit per second |
| $d_t$    | The scheduled decision |
| $f^l_t$  | The available computation capacity of end device in cycle per second |
| $f^f_t$  | The operating computation frequency of end device in cycle per second |
| $p^d_t$  | The computing operating power on the user device |
| $r^f_t$  | The task computing rate on the user device |
| $G_t$    | The ever-changing channel gain |
| $N_t$    | The channel noise |
| $p^f_t$  | The transmitting operating power on the user device |
| $r^f_t$  | The transmitting rate of scheduled task |
| $r^w_t$  | The task computing rate on the fog server |
| $b^l_t$  | The processed data size in local computing mode during period $r$ |
| $b^f_t$  | The processed data size in scheduled computing mode during period $r$ |
| $b_{r+1}$ | The remaining data size at the end of period $r$ |
| $P_t$    | The operating power on user device during period $r$ |
| $L_{r,k}$ | The appended workload on server $k$ by scheduled task |
| $C_t$    | The weighted sum cost of optimization problem |
| $\Omega_t$ | The weighting factors for adjusting the trade-off among the three factors |

The fog layer consists of a number of fog servers and the cloud layer consists of several cloud servers, which are denoted by $f \in \{1, 2, \cdots, F\}$ and $c \in \{1, 2, \cdots, C\}$, respectively. We assume that fog servers and cloud servers are connected via optical fiber so that we ignore the latency caused by transmission between these servers. With the service migration technology, all servers can execute tasks of services and send the results back to users. For easy analysis, we consider a quasi-static system in which the system time is divided into equal-length time slots termed as period $t$. In detail, the environment of network remains unchanged during a period, while it could change across contiguous periods. With the SDN technology, a centralized controller is deployed in the
fog layer so that the task scheduled decisions can be generated sequentially at the beginning of each period. Specifically, the index of time period is denoted as $\tau \in \mathcal{F} = \{0, 1, \cdots, T\}$. Particularly, we focus on one dynamic service in one single user, which consists of consecutive tasks and is characterized by three-tuple of parameters $(b_\tau, w_\tau, r_\tau)$. Therein, $b_\tau$ denotes the initial task data size in bit at the beginning of period $\tau$. Besides, $w_\tau$ denotes the computation workload consumption in CPU cycles per bit, which depends on the nature of the task and can be measured through experiments. Considered the dynamicity, we use $r_\tau$ to denote the task arrival rate in bit per second. And it is independent and identically distributed over periods with mean rate $\lambda_\tau$. As for scheduled decision $d_\tau$ in period $\tau$, $d_\tau = 0$ means that the task is executed locally, and $d_\tau = k$ means that the task is scheduled to server $k(\forall k \in \{1, 2, \cdots, F + C\})$.

### 3.2. Local Computing Model

If the scheduled decision $d_\tau = 0$, the computational task of current period will be executed on end user locally at current period. We denote the available computation capacity of end device as $f_\tau^1$, which is measured by the processor computation clock frequency in the CPU cycles per second. And the operating computation frequency $f_\tau^1$ cannot exceed the available computation frequency $f_\tau^1$, which is constrained by $f_\tau^1 < f_\tau^1$. Besides, we denote the computation energy efficiency coefficient as $e_\tau^1$, which is dependent on the chip architecture. Thereby, the computing power consumption on the user device can be estimated by the frequency $f_\tau^1$ and the coefficient $e_\tau^1$, which can be expressed as follows,

$$P_\tau^1 = e_\tau^1 \cdot f_\tau^1. \tag{1}$$

Based on the dynamic voltage and frequency scale (DVFS) method, the operating frequency $f_\tau^1$ can be controlled by the chip operating power $P_\tau^1$ so that we can adjust the computing rate of the task. With the parameter $w_\tau$, the task computing rate on local device can be given by

$$r_\tau^1 = f_\tau^1 / w_\tau = \left( P_\tau^1 / e_\tau^1 \right)^{1/3} / w_\tau. \tag{2}$$

### 3.3. Scheduled Computing Model

If the scheduled decision $d_\tau = k(\forall k \in \{1, 2, \cdots, F + C\})$, the computational task of user device in current period will be scheduled to fog servers or cloud servers. Considering a dynamic system, the scheduled decision should be generated by some factors including the workloads of participant servers, the feature of arrival task, and the condition of the current network. In our proposed MFC system, we consider the time consumption of uploading data and ignore the time consumption of downloading data, since the data size of computing feedback results is small enough. Without loss of generality, the task is scheduled through a dynamic wireless channel where we denote the ever-changing channel gain as $G_\tau$ and the channel noise as $N_\tau$. And the scheduling rate can be formulated by the Shannon Hartley equation $C = W \log_2(1 + S/N)$. Obviously, the bigger the uploading transmitting signal power $S$ is and the available uplink bandwidth $W$ is, the larger the maximum information transmitting rate $C$ is. Thus, if we denote the transmitting operating power on the user device as $P_\tau^1$, the transmitting rate $r_\tau^1$ of scheduled task can be given by

$$r_\tau^1 = W \log_2(1 + P_\tau^1 / G_\tau / N_\tau). \tag{3}$$

Similar to the local computing model, we denote the available computation capacity of the fog server as $f_\tau^2$. Based on the relationship between the operating frequency of processor computation clock and computing rate, the task computing rate $r_\tau^1$ on fog server can be expressed as

$$r_\tau^1 = f_\tau^2 / w_\tau. \tag{4}$$

Due to the sufficient computational capability of cloud server with high-frequency multiple core, we ignore the time consumption at cloud servers for executing the scheduled tasks. While there is a long distance between the cloud and the edge, the transmission latency is considered in this scheduled computing model. Hence, we denote the time consumption as $t_\tau^1$.

### 3.4. Load Balancing and Task Scheduling Problem Formulation

In this paper, we focus on the load balancing and task scheduling problem from three aspects, including improving the quality of service, relieving the restrained resource of user device, and balancing the workload of the participant server. Firstly, it is crucial to reduce the data size of the remaining task for improving the quality of service. With the parameters of computing rate $r_\tau^1$ and transmitting rate $r_\tau^2$ mentioned previously, the processed data size in local computing mode and in scheduled computing mode during period $\tau$ can be expressed, respectively, as follows,

$$b_\tau^1 = r_\tau^1 \cdot t, \tag{5}$$

$$b_\tau^2 = r_\tau^2 \cdot t. \tag{6}$$

As we denote the initial data size as $b_\tau$ at the beginning of period $\tau$, the remaining data size $b_{\tau+1}$ at the end of period is expressed as

$$b_{\tau+1} = \begin{cases} \max \left(b_\tau + r_\tau^1 \cdot t - b_\tau^1, 0\right), & \text{if } d_\tau = 0 \\ \max \left(b_\tau + r_\tau^2 \cdot t - b_\tau^2, 0\right), & \text{if } d_\tau > 0 \end{cases}. \tag{7}$$

Secondly, the power consumption plays an important role in relieving the restrained resource of the user device. With the parameters of computing operating power $P_\tau^1$ and transmitting operating power $P_\tau^2$ mentioned previously, the operating power on user device during period $\tau$ is given by

$$P_\tau = \begin{cases} P_\tau^1, & \text{if } d_\tau = 0 \\ P_\tau^2, & \text{if } d_\tau > 0 \end{cases}. \tag{8}$$
Thirdly, the appended workload caused by scheduled task has a nonnegligible influence on balancing the workload of servers from the system point of view. While different servers have different capacity and the workload of them varies across period $\tau$, we denote the appended workload on server $k$ by scheduled task as $L_{\tau,k}$. Therefore, we mathematically formulate the combinatorial optimization problem as follows,

$$
\text{Op1} = \min_{d_{\tau}} C_{\tau}(b_{\tau}, r_{\tau}, G_{\tau}/N_{\tau}, d_{\tau}, P_{\tau})
$$

s.t. $C_{\cdot} : C_{\tau} = \Omega_1 \ast b_{\tau+1} + \Omega_2 \ast P_{\tau} + \Omega_3 \ast L_{\tau,k}$

$$
C2 : d_{\tau} = k (k \in \{0, 1, 2, \cdots, F + C\})
$$

$$
C3 : P_{\tau} < P_{\text{max}}.
$$

(9)

The objective is to minimize the weighted sum cost $C_{\tau}$ including the data size $b_{\tau+1}$ of the remaining task, the power consumption $P_{\tau}$ of the user device, and the appended workload $L_{\tau,k}$ of participant server. The weight coefficient $\Omega(i \in \{1, 2, 3\})$ are used for adjusting the trade-off among the three factors referred above. Thus, we need to design the proper algorithm to find optimal solutions to this problem. It is worth noting that the proposed combinatorial problem is NP-hard as it belongs to the mixed integer nonlinear programming (MINLP) problem.

Furthermore, it is difficult to minimize the cost model in a long term when we consider uncertainty about the dynamic MFC environment. The decision derived in the current period can affect the future environment states including the remaining data size, the wireless channel condition, and the participant server workload, thereby affecting the decisions at subsequent time periods. In such a situation, we need to make the scheduled decision in the current period $\tau$ by considering the long-term reward. Thus, we utilize discrete-time Markov Decision Process (MDP) to model and analyse the sequential decision-making processes. Correspondingly, we assume one MDP process covers several decision-making periods, and we term one process as an episode indexed by $e$. Therefore, we formulate another optimization problem as

$$
\text{Op2} = \min_{d_{\tau}} E \left( \sum_{\tau=1}^{T} C_{\tau}(b_{\tau}, r_{\tau}, G_{\tau}/N_{\tau}, d_{\tau}, P_{\tau}) \right)
$$

s.t. $C_{\cdot} : C_{\tau} = \Omega_1 \ast b_{\tau+1} + \Omega_2 \ast P_{\tau} + \Omega_3 \ast L_{\tau,k}$

$$
C2 : d_{\tau} = k (k \in \{0, 1, 2, \cdots, F + C\})
$$

$$
C3 : P_{\tau} < P_{\text{max}}.
$$

(10)

In a word, this problem would be really complicated if we want to achieve fine-grained management. In order to relieve heavy problem complexity and generate adaptive strategies, we design an intelligent adaptive algorithm based on ML methods.

4. The Proposed Intelligent Adaptive Algorithm

In this section, we propose an intelligent adaptive algorithm (IAA) to generate strategies to achieve load balancing of collaborative servers and dynamic scheduling of sequential tasks. As the formulated problem is the MDP issue, the algorithm is designed based on the online learning framework of RL, which can minimize the long-term weighted sum cost. Besides, we apply the DRL method instead of the conventional RL method, since the space of state information is large. Therein, we denote the user device as an agent and the MFC network as an environment.

4.1. State Information. Although we have no prior knowledge of the precise information about the feature of the arrival task and the condition of wireless channel, there are some perceptive information which are crucial to solve the problem. And we apply the DRL method instead of the conventional RL method since the space of crucial state information is large. At the beginning of period $\tau$, the user can observe the initial data size $b_{\tau}$ of residual task from the last period. During period $\tau$, although the arrival rate of the task is changing constantly and hard to measure, we can estimate the mean arrival rate $\lambda_{\tau}$. As the wireless channel conditions between sequential periods are highly interrelated, we collect the information in the previous period $\tau-1$ to estimate the information in current period $\tau$, including channel gain $G_{\tau}$ and the channel noise $N_{\tau}$. For ease of description, we use a list with three elements to denote the state information of period $\tau$ as follows,

$$
S_{\tau} = [b_{\tau}, \lambda_{\tau}, G_{\tau}/N_{\tau}].
$$

(11)

4.2. Action Information. Referring to the perceptive state information $S_{\tau}$, the algorithm will generate corresponding strategies including the scheduled decision and the operating power. Specifically, the algorithm inputs the state list into the policy function and outputs the value which represents the information of strategy. In our algorithm, we apply the DNN method to approximate the policy function. After some calculated process, we can obtain the scheduled decision $d_{\tau}$. The computational task will be executed locally on end user at the current period if the scheduled decision $d_{\tau} = 0$. And the computational task will be scheduled to fog servers or cloud servers if the scheduled decision $d_{\tau} = k$. Besides, we also explore the optional operating power for task controlling. In order to relieve the algorithm complexity, the proposed algorithm applies the DQN method which belongs to DRL. Therein, the operating power is constrained by several discrete values denoted by $P_{\tau} \in \{P_{\text{max}}/L, 2P_{\text{max}}/L, \cdots, P_{\text{max}}\}$. As a result, we use a list with two elements to denote the action information of period $\tau$, as follows,

$$
A_{\tau} = [d_{\tau}, P_{\tau}].
$$

(12)

4.3. Reward Information. In the DRL-based framework, we need to criticize the strategies derived from every period. In order to learn a better intelligent adaptive strategy, we should connect the reward information to the data size of the
remaining task, power consumption of user device, and appended workload of participant server. Thus, the reward in each period can be calculated by the cost model which is mentioned in section 3.4 and expressed in equation (9). As a result, the reward function $R_t$ generated after performing action $A_t$ in period $t$ is given by

$$R_t = -C_t = -\Omega_1 * b_{t+1} - \Omega_2 * P_t - \Omega_3 * L_{t,k}. \quad (13)$$

Besides, as the action derived in the current period can affect the future states, we add a discount factor denoted by $\gamma$ to express the reward degraded influence. Thus, the long-term reward is given by

$$R = E \left[ \sum_{t=1}^{T} \gamma^{t-1} * R_t \right]. \quad (14)$$

4.4. Algorithm Learning Iteration. As shown in Figure 2, the proposed intelligent adaptive algorithm is designed based on the RL framework and DNN model. The agent is constantly interacted with the environment to learn better strategies online by training the DNN based function $f_{\theta_t}(S_t, A_t)$. The parameter $\Theta_t$ is denoted the weight and bias parameters of DNN in period $t$. For improving performance of convergence, we divide system time to sequential MDP processes consisted with a series of periods. Specifically, each of the MDP processes is denoted as an episode indexed by $e$, and each iteration process is denoted as a period indexed by $\tau$. During each episode, the learning iteration is started with a random initial state, and the total number of iterated times is a constant value denoted by $T$. In each period $\tau$, the algorithm will store the most recent experience denoted by tuple $(S_\tau, A_\tau, R_\tau, S_{\tau+1})$ into the experience memory set $\mathcal{M}_\tau$ with a limited size $|\mathcal{M}_\tau|$. When the number of restored tuples reach the size of memory set, the oldest tuple will be popped when the new tuple will arrive. With a learning rate parameter denoted by $\alpha$, the Bellman optimality equation for the state action quality function $Q_{\theta_t}(S_t, A_t)$ can be expressed as

$$Q_{\theta_{t+1}}(S_t, A_t) = Q_{\theta_t}(S_t, A_t) + \alpha [R_t + \gamma * \max Q_{\theta_t}(S_{t+1}, A_{t+1}) - Q_{\theta_t}(S_t, A_t)]. \quad (15)$$

In order to enhance the training efficiency, the DNN-based function is not trained in every period. Thus, the DNN will be trained once every several periods, and we call this period as a training period if the training process is executed in this period. And the training interval is denoted as $\delta$. In every training period, it will cause large algorithm complexity if we use entire tuples in experience memory set $\mathcal{M}_\tau$. So we apply the experience sampling method for reducing the complexity. In detail, we randomly extract a mini-batch of experience tuples from the experience memory set $\mathcal{M}_\tau$ and store them into the empty replay buffer set $\mathcal{B}_\tau$, with a small size $|\mathcal{B}_\tau|$. The time frame index of sampled tuple is denoted by $b$, and the set of these indexes is denoted by $\mathcal{B}$. Subsequently, the extracted tuples are used to train the DNN-based function $f_{\theta_t}(S_t, A_t)$ by minimizing the cross-entropy loss with an optimizer function denoted as $f_{opt}(\theta_t)$. As a result, the parameters of the DNN-based function are updated from $\theta_t$ to $\theta_{t+1}$ based on a loss function $L(\theta_t)$ which is expressed as

$$L(\theta_t) = \frac{1}{|\mathcal{B}_t|} \sum_{b \in \mathcal{B}} (R_t + \gamma * \max Q_{\theta_t}(S_{t+1}, A_{t+1}) - Q_{\theta_t}(S_t, A_t)). \quad (16)$$

In this way, the algorithm will be gradually learned with the increasing of training period. As for the learning framework, there are two stages including training stage and testing stage. It is noted that the proposed algorithm can be trained previously at the control centre of the MFC network, which can collect the perceptive state information $S_t$ including the data size $b_t$ of the remaining task, the mean rate $A_t$ of arrival task, and the ratio $G_t/N_t$ of signal to noise. Then, the algorithm model can be sent to the user device, and it can achieve fast deployment and be tested online with the dynamic information and preset parameters.

5. The Evaluation of Proposed Algorithm

In this section, we conduct some simulation experiments to evaluate the effectiveness of our proposed algorithm. The experiment parameters setup is presented in detail firstly. According to different scenarios, we evaluate the performance of the proposed DQN-based IAA under variables of task arrival rate, wireless channel condition, server workload degree, and weight coefficients set. Compared with candidate algorithms, the simulation results show that the proposed intelligent adaptive algorithm can achieve superior performance in terms of weighted reward, service latency, and power consumption.

5.1. Experiment Parameters Setup. On a computer with Intel Quad Core i5-4590 CPU @ 3.3 GHz and 4 GB RAM, we simulate our algorithm by Python 3.6 and Tensorflow 1.13.0 library. We set the experimental parameters referring to the related papers [21–25]. In detail, major parameters are described as follows.

For the system model, the number of fog servers $F$ is set to 2 and the number of cloud server cluster $C$ is set to 1. The period duration $t$ of equal length time slots is set to 1 s. For the task model, the initial data size $b_t$ at the beginning of the period is set to a random integer value which is smaller than 50 Mbit. The task computation workload $w_t$ of CPU is set to 500 cycle/bit, i.e., 4000 cycle/byte. The mean arrival rate $\lambda_t$ of the task is set to 2 Mbps. For the computing model, the available computation capacity $f^*$ of the end device is set to 1.26 GHz. And the maximized operating power on the user device is set to 2 W. For the wireless channel model, we apply a Gaussian Markov block fading autoregressive model. And the wireless channel gain $G_t$ caused by path loss is set to $-30$ dB and the channel noise $N_t$ is set to $10^{-9}$ W. For the weighted cost model, the weight coefficients for adjusting the trade-off among the three factors are initially set to
(1, 6, 3), which are mapping to the data size $b_{t+1}$ of the remaining task, the power consumption $P_r$ of the user device, and the appended workload $L_r$ of participant server, respectively.

In the DRL-based algorithm, the number $T$ of periods during one episode is set to 100. The number of episodes for the training stage is set to 800, and the number of episodes for the test stage is set to 200. The number $L$ of discrete optional values for the operating power $P_r$ is set to 5. The learning rate $\alpha$ is set to 0.001, and the discount factor $\gamma$ of reward degraded influence is set to 0.99. The experience memory size is set to 20000, and the replay buffer size is set to 128. For the DNN model, we designed it by a four-layer fully connected neural network with two hidden layers which consist of 200 neurons and 300 neurons, respectively. As for model training, we apply Adam and RMSprop as the optimizer function $f_{opt}(\theta_t)$.

5.2. Performance Impact of Task Arrival Rate. In this subsection, we investigate the performance impact of the task arrival rate and illustrate the numerical results derived under different scenarios. Specifically, the task arrival rate is set to 1, 2, and 3 Mbps, respectively. The distances between the user device and three servers are all set to 100 m. The workload degrees of all servers are set to 1. The tuple of weight coefficients $(\Omega_1, \Omega_2, \Omega_3)$ is set to (1, 6, 3). We calculate the average values in all the periods of one episode, including weighted reward, data size of the remaining task, and power consumption of user device. With respect to episode, the corresponding learning curves are plotted in Figures 3, 4, and 5, respectively. And the smoothing values are calculated by a window of 10 episodes, which are plotted as semitransparent curves. In Figure 3, it can be observed that the weighted reward is increasing as episode index increases, which indicates the strategy can be learned gradually. And the learning effect of curve which represents task arrival rate is 2 Mbps and is more notable under our setting parameters. In Figure 4, it can be observed that the average data size of the remaining task is decreasing as episode index increases, which indicates the effectiveness of the learning algorithm. In Figure 5, the learning curve of user device power converges to different values, which indicates that the algorithm will get the optimal operating power according to the environment information and the scheduling decision after some episodes of learning.

5.3. Performance Impact of Wireless Channel Condition. In this subsection, we investigate the performance impact of wireless channel condition and illustrate the numerical results derived under different scenarios. Specifically, the task arrival rate is set to 2 Mbps. The distances between the user device and three servers are set to 100 m, 150 m, and 200 m, respectively. The workload degrees of all servers are set to 1. The tuple of weight coefficients $(\Omega_1, \Omega_2, \Omega_3)$ is set to (1, 6, 3). We calculate the average values in all the periods of one episode, including weighted reward, data size of the remaining task, and power consumption of user device. With respect to episode, the corresponding learning curves are plotted in Figures 6, 7, and 8, respectively. The smoothing values are calculated by a window of 10 episodes, which are plotted as semitransparent curves. The results show that the weighted reward and remaining data size have a high relevancy with different wireless channel condition.

5.4. Performance Impact of Server Workload Degree. In this subsection, we investigate the performance impact of the server workload degree and illustrate the numerical results derived from different scenarios. Specifically, the task arrival rate is set to 2 Mbps. All of the distances between the user device and three servers are set to 100 m. The server workload degrees are set to 1, 10, and 30, respectively. The tuple
of weight coefficients \((\Omega_1, \Omega_2, \Omega_3)\) is set to \((1, 6, 3)\). We calculate the average values in all the periods of one episode, including weighted reward, data size of the remaining task, and power consumption of user device. With respect to each episode, the corresponding learning curves are plotted in Figures 9, 10, and 11, respectively. And the smoothing values are calculated by a window of 10 episodes, which are plotted as semitransparent curves. The results show that...
the weighted reward varies a lot at the beginning, and they converge to similar values at last. This is because the algorithm will avoid to derive the strategy of scheduling tasks to the server with heavy load after some learning episode, thus achieving the effect of server load balancing.

5.5. Performance Impact of Weight Coefficients. In this subsection, we investigate the performance impact of weight coefficients and illustrate the numerical results derived from different scenario. Specifically, the task arrival rate is set to 2 Mbps. The distances between the user device and three
servers are all set to 100 m. The workload degrees of all servers are set to 10. The first tuple of weight coefficients \((\Omega_1, \Omega_2, \Omega_3)\) is set to \((1, 6, 3)\). The second tuple of weight coefficients \((\Omega_1, \Omega_2, \Omega_3)\) is set to \((1, 0, 3)\). The third tuple of weight coefficients \((\Omega_1, \Omega_2, \Omega_3)\) is set to \((1, 6, 0)\). We calculate the average values in all the periods of one episode, including weighted reward, data size of the remaining task, and power consumption of user device. With respect to episode, the corresponding learning curves of are plotted in Figures 12, 13, and 14, respectively. And the smoothing
values are calculated by a window of 10 episodes, which are plotted as semitransparent curves. The results show that the values of these curves are similar, because, although the weight coefficient of the remaining data size is small, its larger value still has a greater impact on the weighted cost model.

5.6. Performance of Proposed Algorithm Compared with Candidate Algorithms. In this subsection, we investigate the performance of the proposed algorithm compared with the candidate algorithms and illustrate the numerical results derived from one typical scenario. Specifically, the task
arrival rate is set to 2 Mbps. The distances between the user device and three servers are set to 100 m, 150 m, and 200 m, respectively. The server workload degree is all set to 1. The tuple of weight coefficients \((\Omega_1, \Omega_2, \Omega_3)\) is set to \((1, 6, 3)\). We calculate the average values in all the periods of one episode, including weighted reward, data size of the remaining task, and power consumption of user device. With respect to episode, the corresponding learning curves are plotted in Figures 15, 16, and 17, respectively. In the entire local computing algorithm (ELCA), the tasks will be local processed.
entirely with the maximum power. Similarly, the tasks will be offloaded entirely with the maximum power in the entire scheduling computing algorithm (ESCA). The results show that the proposed intelligent adaptive algorithm can achieve superior performance in terms of weighted reward, service latency, and power consumption.
Figure 15: The curve of average weighted reward with respect to episode.

Figure 16: The curve of average data size of remaining task with respect to episode.
6. Conclusions and Future Work

This paper formulates a combinatorial problem related to load balancing of collaborative servers and dynamic scheduling of sequential tasks in a cloud-aware MFC network. The optimization objective is to improve the quality of service, relieve the restrained resource of the user device, and balance the workload of the participant server. Besides, an intelligent adaptive algorithm is proposed based on the DRL method to find proper strategies, which takes the data size of the remaining task, the power consumption of the user device, and the appended workload of participant server into consideration. According to different scenarios, we evaluate the performance of the proposed algorithm under variables of task arrival rate, wireless channel condition, server workload degree, and weight coefficients. Compared with candidate algorithms, the simulation results show that the proposed intelligent adaptive algorithm can achieve superior performance in terms of weighted reward, service latency, and power consumption. In future work, we will further research other problems in the cloud-aware MFC network, which is related to security and applicability [26–28].
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