Abstract

This paper presents the NICT’s participation (team ID: NICT) in the 5th Workshop on Asian Translation (WAT-2018) shared translation task, specifically Myanmar (Burmese) - English task in both translation directions. We built state-of-the-art neural machine translation (NMT) as well as phrase-based statistical machine translation (PBSMT) systems for these tasks. Our NMT systems were trained with the Transformer architecture on the provided parallel data. Pre-ordering technology is adopted to both NMT and PBSMT. Our NMT systems rank the first in English-to-Myanmar and the second in Myanmar-to-English according to the official human evaluation.

1 Introduction

This paper describes the machine translation systems built for National Institute of Information and Communications Technology (NICT)’s participation in the the 5th Workshop on Asian Translation (WAT-2018) translation task (Nakazawa et al., 2018), specifically Myanmar (My) - English (En) for both translation directions. All of our systems are constrained, i.e., we used only the parallel data provided by the organizers to train and tune our systems.

The remainder of this paper is organized as follows. In Section 2, we present the data preprocessing. In Section 3, we introduce the details of our NMT and SMT systems with pre-ordering technology. Empirical results obtained with our systems are analyzed in Section 4 and we conclude this paper in Section 5.

2 Data Preprocessing

As parallel data to train our systems, we used all the provided parallel data for all our targeted translation directions, including the training corpus “ALT” and “UCSY” and the “ALT” dev/test data. The statistics of our preprocessed parallel data are illustrated in Table 1.

Table 1: Statistics of our preprocessed parallel data.

| Corpus    | #lines | #tokens (My/En)  |
|-----------|--------|------------------|
| train(ALT)| 17.9K  | 1.0M / 410.2K    |
| train(UCSY)| 208.6K | 5.8M / 2.6M      |
| dev(ALT)  | 0.9K   | 57.4K / 22.1K    |
| test(ALT) | 1.0K   | 58.3K / 22.7K    |

We used Moses tokenizer and truecaser for English. The truecaser was trained on the English data, after tokenization. For Myanmar, we used the original tokens. For cleaning, we only applied the Moses script clean-n-corpus.perl to remove lines in the parallel data containing more than 80 tokens and replaced characters forbidden by Moses.
Table 2: Results (BLEU-based and official human evaluation) of our MT systems on the test set. We only submitted the top 2 systems on BLEU for human evaluation.

| System      | My→En (BLEU) | En→My (BLEU) | My→En (Human) | En→My (Human) |
|-------------|--------------|--------------|---------------|---------------|
| Moses       | 9.44         | 25.55        | N/A           | N/A           |
| Moses Pre-order | N/A         | 25.75        | N/A           | N/A           |
| Marian      | 16.32        | 26.02        | 7.250         | 42.50         |
| Marian Pre-order | N/A         | 23.79        | N/A           | N/A           |
| Marian ensemble | 20.79      | 29.89        | 20.50         | 61.00         |

3 MT Systems

3.1 NMT

To build competitive NMT systems, we chose to rely on the Transformer architecture (Vaswani et al., 2017) since it has been shown to outperform, in quality and efficiency, the two other mainstream architectures for NMT known as deep recurrent neural network (deep-RNN) and convolutional neural network (CNN). We chose Marian (Junczys-Dowmunt et al., 2018) to train our NMT systems since it supports many state-of-the-art features and is one of the fastest NMT frameworks publicly available.

All our NMT systems were consistently trained on 4 GPUs, with the following parameters for Marian:

```
--type transformer --max-length 80 --dec-depth 6 --normalize 1
--save-freq 5000 --workspace 8000 --disp-freq 500
--beam-size 12 --overwrite
--cost-type ce-mean-words
--keep-best --enc-depth 6
--transformer-dropout 0.1
--valid-mini-batch 16 --valid-freq 5000 --learn-rate 0.0003
--lr-decay-inv-sqrt 16000
--lr-warmup 16000 --lr-report
--sync-sgd --devices 0 1 2
3 --dim-vocab 50000 50000
--exponential-smoothing
```

3.2 SMT

We also trained phrase-based SMT systems using Moses. Word alignments and phrase tables were trained on the tokenized parallel data using mgiza. Source-to-target and target-to-source word alignments were symmetrized with the grow-diag-final-and heuristic. We simply trained regular phrase-based models and used the default distortion limit of 6. We trained two 5-gram language models on the entire target side of the parallel data, with SRILM (Stolcke, 2002). To tune the SMT model weights, we used MERT (Och, 2003) and selected the weights giving the best BLEU score on the development data.

3.3 Pre-ordering

We also tried a classic pre-ordering method for English-to-Myanmar translation task. Specifically, the dependency-based head finalization in Ding et al. (2014) is exactly reproduced in our experiment. The source English part is pre-ordered before being input into NMT and SMT systems.
4 Results

Our systems are evaluated on the ALT test set and the results\(^5\) are shown in Table 2. Our observations from are as follows:

1) Our NMT (Marian) system performed much better than SMT (Moses) system in My-to-En. That is, nearly 7 BLEU scores. However, there is no significant difference in En-to-My.

2) Pre-ordering did not show significant improvement in the NMT systems, while it improved translation quality by 0.2 BLEU points in the SMT system.

3) Ensemble decoding significantly outperformed decoding with a single NMT model.

5 Conclusion

We presented in this paper the NICT’s participation in the WAT-2018 shared translation task. Our primary NMT submissions to the task performed the best submitted system according to the official human evaluation. Our results also confirmed the slight positive impact of using pre-ordering in PBSMT.
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