Iterative self-organizing SCene-LEvel sampling (ISOSCELES) for large-scale building extraction

Benjamin Swan, Melanie Laverdiere, Dr. H. Lexie Yang and Dr. Amy Rose
Oak Ridge National Laboratory, Oak Ridge, TN USA

ABSTRACT
Convolutional neural networks (CNN) provide state-of-the-art performance in many computer vision tasks, including those related to remote-sensing image analysis. Successfully training a CNN to generalize well to unseen data, however, requires training on samples that represent the full distribution of variation of both the target classes and their surrounding contexts. With remote sensing data, acquiring a sufficiently representative training set is a challenge due to both the inherent multi-modal variability of satellite or aerial imagery and the general high cost of labeling data. To address this challenge, we have developed ISOSCELES, an Iterative Self-Organizing SCene-LEvel Sampling method for hierarchical sampling of large image sets. Using affinity propagation, ISOSCELES automates the selection of highly representative training images. Compared to random sampling or using available reference data, the distribution of the training is principally data driven, reducing the chance of oversampling uninformative areas or undersampling informative ones. In comparison to manual sample selection by an analyst, ISOSCELES exploits descriptive features, spectral and/or textural, and eliminates human bias in sample selection. Using a hierarchical sampling approach, ISOSCELES can obtain a training set that reflects both between-scene variability, such as in viewing angle and time of day, and within-scene variability at the level of individual training samples. We verify the method by demonstrating its superiority to stratified random sampling in the challenging task of adapting a pre-trained model to a new image and spatial domain for country-scale building extraction. Using a pair of hand-labeled training sets comprising 1,987 sample image chips, a total of 496,000,000 individually labeled pixels, we show, across three distinct model architectures, an increase in accuracy, as measured by F1-score, of 2.2–4.2%.

1 Introduction
1.1 Problem statement
Since Convolutional Neural Networks achieved state-of-the-art performance in computer vision, as demonstrated by their dominance in ImageNet competitions since 2012, they have been at the forefront of advancements in many domains, including electro-optical remote sensing (RS). In the past few years, there has been a great focus on adapting for RS applications, where, coupled with the rapid rise in the availability of high-resolution, spectrally or spatially, imagery from commercial satellites, there is the potential for operating at a scale and resolution that was impossible a decade ago (Zhu et al. 2017; Zhang, Zhang, and Du 2016; Hong et al. 2021a; Rasti et al. 2020; Hong et al. 2020), including optical, SAR, and hyperspectral data. During this time, the scale of imagery inferencing with CNNs has become increasingly refined, proceeding from patch-level, to bounding box localization, to semantic segmentation with full pixel-wise labeling (Shelhamer, Long, and Darrell 2016). CNN-based semantic segmentation models have already been shown to have great utility in RS tasks.

Traditional methods based upon hand crafted feature descriptors, such as gray level co-occurrence matrix (Haralick 1979), histogram of oriented gradients (Dalal and Triggs 2005), and scale invariant feature transform (Lowe 2004) have achieved acceptable accuracy in object extraction tasks; however, classifiers trained on these low-level features have shown difficulty handling the large intra-class variability and between-class similarity that are exhibited across multiple scenes and over large geographic extents (Lunga et al. 2018; Zhang, Zhang, and Du 2016; Cheng, Han, and Lu 2017). In contrast, the ability of CNNs to learn data-driven features at both low and high levels of
abstraction make them capable of achieving high accuracy over large spatial and image domains. Thus, CNNs not only offer a new level of performance, but also the ability to operate at unprecedented scale.

Successfully training a model for state-of-the-art performance presents considerable challenges which are consequences of the nature of both CNNs and RS imagery. As a supervised and data-driven approach, deep learners rely upon very large training sets, on the order of tens to hundreds of thousands of samples (Goodfellow, Bengio, and Courville 2016), to learn their features and avoid overfitting; however, RS imagery is costly and time consuming to label, all the more so when pixel-wise labels are required, as in semantic segmentation. In turn, common methods of data sampling used in the machine learning and RS communities are poorly suited to adequately capturing the complex, multi-modal variability inherent to large RS image domains, where such things as sensor characteristics, viewing geometries, and semantic content may all vary considerably (Zhang, Zhang, and Du 2016; Tuia, Persello, and Bruzzone 2016; G’omez-chova et al. 2015). Thus, a diverse sampling methodology is needed to reduce the cost of label production by focusing on the most salient examples while also maximizing out-of-sample accuracy by representing the full variability in the target domain (Hong et al. 2021b).

Standard sampling methods in RS include random sampling, sampling by expert selection, and sampling based upon the availability of reference data. Random sampling is clearly the most straightforward and can be adequate when working over small areas and with limited variability; however, it cannot be feasibly scaled to large areas. More commonly, samples are either chosen based upon expert judgment or reference data. Manual selection typically involves such things as a qualitative evaluation of target images, examination of scene and class level spectral histograms, and choosing samples based on uniformity and class separability of the resulting set (Jensen 2005; Campbell and Wynne 2011). On the other hand, sampling can be based upon where existing reference data are available, which can greatly speed-up the process of sample labeling. For example, commonly used reference data for building and road detection with remote sensing data include volunteered geographic information from OpenStreetMaps (Huang et al. 2016; Maggiori et al. 2017a; Kaiser et al. 2017), cadastral survey data (Florczyk et al. 2016; Bittner, Adam, Cui, K’orner, & Reinartz, 2018), and LiDAR-derived footprints (H. L. Yang et al. 2018; Yuan and Cheriyadat 2014).

Both of these sampling methods have considerable drawbacks when facing the aforementioned key challenges for training semantic segmentation CNNs. First, they simply do not scale well for use on large target domains. Manually selecting samples from hundreds, or even dozens, of images is impractical, leaving aside the potential for biases and omission creeping in as image analysts deal with increasingly unwieldy amounts of data. Reference data sets can have limited coverage or have temporal and/or spatial discrepancies relative to available imagery, making it more likely the resulting training set will not fully represent the target area and classes. Second, established methods were developed for per-pixel, not image object, sampling and can have difficulty both with selecting whole image chips for labeling and incorporating the spatial and semantic contexts of the target classes. These contexts introduce many implicit variables with complex distributions for manual sampling to simultaneously consider. Unless dense and comprehensive, reference data may have important gaps in representing such things as varying patterns of terrain, land cover, and anthropogenic features.

1.2 Previous work

To the best of our knowledge, we are the first work addressing sampling methods for establishing generalizable CNNs for RS applications at scale with a complete collection of real-world imagery. Existing work on improving sampling methods has largely focused upon drawing sets from data with preexisting labels; we note only two studies that give alternative methods for selecting samples for labeling from the whole target image domain. Working with the Indian Pine benchmark dataset, Rajadell et al. (2014) trained a kNN classifier using samples selected by employing kNN mode seeking unsupervised clustering with spatial coordinates and spectral values as descriptive features. They showed an increase in overall accuracy compared to random selection of 0.3 for small training sets decreasing to 0.15 for larger sets. With the goal of minimizing the amount of field survey effort needed for classification of tree species from
hyperspectral imagery, Dalponte et al. (2014) compared different approaches to sampling through clustering to both random sampling and the standard practices in RS for forestry management. Using green band reflectance as the sole descriptive feature, they tested sample sets based on either a single level of clustering done at the plot or individual tree level or a multilevel approach of first selecting optimal plots and then optimal trees within those plots. They found that the multilevel method achieved the greatest reduction in required training data with their model equaling the accuracy of a baseline model trained on all samples with only 1/5 the data.

Other work has used clustering to partition training and testing data after labeling on the premise that training and testing on different clusters will yield a more realistic assessment of model accuracy. Since randomly sampled pixels could be located near each other, Hänsch, Ley, and Hellwich (2017) contended that choosing the samples to withhold for testing from the same distribution as the training necessarily violates the requirement of sample independence and thus underestimates generalization error. They propose a method for splitting training and testing samples based upon clustering labeled samples on their spatial coordinates and selecting test and train from separate clusters. Applied to three, single-image benchmark datasets, their spatial sampling method generally yielded worse results than random sampling; however, not all results were reported. Extending the premise of clustering classes based on coordinates, Lange et al. (2018) examined the effects of adding either total contiguous area or spectral variance as features for clustering. Using a CNN and the Indian Pines dataset, they demonstrate a large decrease in calculated accuracy for both types of features even when training on 90% of available samples. In this way, these studies sought to provide a better idea of how well a model might generalize to new spatial domains, not to generate a better model.

2 Iterative self-organizing SCene-LEvel sampling (ISOSCELES)

We propose a method, dubbed ISOSCELES (Iterative Self-Organizing SCene LEvel Sampling), which uses a hierarchical, unsupervised data clustering approach to automatically select a sample set that represents the different modes and variations in spectral and spatial-semantic contexts needed for efficient CNN training to achieve better generalization. This is motivated by the fact that a CNN trained using supervised methods can only perform well when it is given a set of quality training data which capture intrinsic features inherent not only in training data but also unseen data. To this end, we need to develop a data-driven sampling approach requiring minimal prior assumptions. ISOSCELES is fully driven by target image data, making it independent of reference or ancillary data and usable anywhere in the world with imagery of any vintage, sensor type, resolution, or viewing angle. This fully data-driven approach minimizes the need for such things as time-consuming parameter tuning, a priori knowledge of the target area on the part of the user, or assumptions about variable distributions. It’s coarse-to-fine, hierarchical sampling, first selecting the most representative scenes and then the most representative subset chips from those scenes, allows for a training set that represents both within scene and between scene variability. The scales of the hierarchical sampling are illustrated in Figure 1 and an overview of the whole process is shown in Figure 2. Finally, it is computationally scalable to run on workstation-level hardware, which we defined as being able to process a dataset of 2,000 large (typically \(\sim 35,000 \times 38,000\) pixels), high-resolution images (e.g. a typical WorldView or QuickBird pan-sharpened scene) and produce a sample set ready for labeling within a standard work week.

2.1 Affinity propagation

ISOSCELES starts with an unsupervised data clustering, motivated by the need to represent image variability with a minimum number of samples. We use affinity propagation (AP), an exemplar-based clustering algorithm that eschews initialization of clusters in favor of simultaneously considering all samples as potential cluster exemplars. AP was first proposed by Frey and Dueck (2007), who showed that it could achieve superior results in less time than standard k-means based approaches. By avoiding the sensitivity to the initial choice of cluster centers that is inherent to k-means or similar methods, AP can arrive at a more accurate solution without the inefficiency of relying on large numbers of random initializations. The AP algorithm works by passing messages between each pair of samples about the suitability
of one being the exemplar of the other. At each iteration, more evidence is accumulated until the algorithm converges on a stable set of exemplars and corresponding clusters. Users can indirectly influence the number of clusters by choice of similarity preferences, however it is the underlying variability in the data that ultimately drives the number of clusters.

Since its introduction, AP has been shown to perform well in RS applications (C. Yang et al. 2013; Jia et al. 2012; Chehdi, Soltani, and Cariou 2014; Wen, Chen, and Guo 2008; Xia, Chen, and Guo 2009). Beyond general efficiency and accuracy in RS tasks, AP has several useful traits as a sampling method. First, it can easily handle large numbers of clusters, allowing it to capture local variability in large satellite images that can cover hundreds of square kilometers. Second, since its clusters can be of any size, small, yet important, portions of images can still be sampled. This is particularly useful when dealing with minority classes, such as buildings or stressed vegetation, which may occupy only a small fraction of an image. Instead of being lumped in with an inappropriate cluster, these minority classes can be preserved as distinct clusters, even if their cluster size is far smaller than the average in a given clustering. Finally, since the number of clusters is primarily data-driven, it can be run over large image sets without the user having to either choose to adjust parameters for each image or adopt a one-size-fits-all approach.

2.2 Descriptive features

We then define a set of descriptive features to be used in AP. The choice of descriptive features is crucial for successfully finding relevant patterns in image data. Commonly, image band statistics are used to guide sampling (Lillesand, Kiefer, and Chipman 2015; Jensen 2005; Campbell and Wynne 2011); however, this spectral information alone cannot adequately represent spatial and contextual variation. Spectral data are principally related to the material composition of the land cover, yet, to train a CNN for good performance, it must be exposed to the full variance in appearance and surrounding context of the target class. Thus, in addition to using spectral data, we employ image metadata and textural features.

Figure 1. Illustration of ISOSCELES hierarchical sampling. (A) 145 exemplar scenes selected from 2,593 WorldView-2 satellite image scenes. Size varies by collection parameters, but is generally 17 × 19 km, 35,000 × 38,000 pixels. (B) Exemplar image scene with 46 exemplar sample image chips. (C) 500 × 500 pixel exemplar sample chip. © 2010 Digital NextView License.
Since ISOSCELES uses a hierarchical approach to capture both between-scene and within-scene variability, we chose descriptive sets of descriptive features that are informative at these different scales. For both scene and chip-level clustering, we used band means and standard deviations as our spectral features. At the scene level of clustering, we add the off-nadir angle to account for different viewing perspectives and the sun elevation for differences in shadows and illumination. Both of these features can contribute to between-image variation in the appearance of classes, yet cannot be readily computed from pixel values alone. For the image chip clustering, we include Gabor filters as texture descriptors. Gabor filters have long been used in image processing for such things as feature extraction and texture analysis. Gabor filters are sensitive to orientation and spatial frequency in a manner similar to low-level mammalian vision (Bianconi and Fernández 2007; Petrou and García Sevilla 2006; McGlone and Lee 2013). For sampling RS images, Gabor filters can help increase the representation of classes that are similar spectrally but differ semantically. Examples include differentiating a tree plantation from a forest or a grassy levee from a natural hill. In the case of training a CNN, this has the advantage of increasing the number of semantic contexts to which the model is exposed.

### 2.3 Detailed description

Our proposed workflow begins with selecting exemplar image scenes for sampling. Starting with the full image dataset $I^T = \{I_1, I_2, \ldots, I_t\}$ where $t$ scenes are included, we calculate spectral band features $f_S$, including the band means and standard deviations, and metadata features $f_M$, including the satellite view angle and sun elevation at the time of acquisition, as the features for AP clustering. Working with coarse level, ISOSCELES is then run on each scene to create a potential training set at scene level. For each scene, we generate a seamless, non-overlapping set of $d \times d$ pixel chips, where $d \times d$ are the input dimensions for the model being trained. For a typical WorldView scene of $\sim 35,000 \times 38,000$ pixels, this results in around $5,300 \times 500 \times 500$ pixel image chips. We then zoom in to calculate image band statistics and texture features on the level of individual chips. For image texture, we...
use a bank of 16 Gabor filters, representing four orientations with two band widths at two frequency scales. The mean and variance of each of these filters are combined with the band means and variances to create a 40-dimensional feature vector for each chip. Each category of feature is normalized separately (e.g. mean band values) and a negative Euclidean distance similarity matrix is calculated, as recommended in (Frey and Dueck 2007). After performing AP clustering using this similarity matrix, this typically yields 30–300 exemplar chips per scene or 18–177 cluster members per cluster, depending on within-scene heterogeneity and choice of similarity preference. An example of ISOSCELES output from a satellite image of Taizz, Yemen, is shown in Figure 3 with a closer look at individual samples from the image in Figure 4. The 29 color-coded clusters shown in Figure 3 do not represent target classes but rather examples of the clusters identified by fundamental image variability in a single image scene based on ISOSCELES clustering. In this case and as shown in Figure 4, the clusters are meaningful to a human image analyst and include LU/LC contexts, such as dense modern settlement and large commercial structures, that make up only a small fraction of the whole image; however, a single target class of interest (building) can be represented by multiple clustering classes because there can be incredible variability within target classes. The goal of ISOSCELES is to represent between-class and within-class variability to ensure training data is as representative of the full target domain as possible so that the CNN is exposed to spectral and textural variability that a human analyst or random sampling may miss.

3 Testing on real world application

To show the efficacy of our proposed method on a real-world scenario, we chose the task of adapting pre-trained building-extraction models to a high-resolution satellite image set covering Yemen. Machine learning models usually generalize poorly when used on image and spatial domains beyond their training data (Wang et al. 2017; Magiori et al. 2017a); therefore re-training with samples drawn from the new target domain is necessary to maintain good performance. We compare models re-trained using a sample set selected using our ISOSCELES-based method to those re-trained on a stratified random sample of known
built-up areas based on reference data. To validate that our methods deliver uniform benefits, we tested the proposed method in three CNN architectures: SegNet (Badrinarayanan, Kendall, and Cipolla 2017), U-Net (Ronneberger, Fischer, and Brox 2015), and DeepLab (Chen et al. 2018). These three architectures have shown superior performance on semantic segmentation tasks.

### 3.1 Data and experimental settings

Our target image dataset consisted of 2,593 WorldView-2 satellite image scenes (DigitalGlobe 2017) orthorectified and pan-sharpened to a resolution of 45–70 cm. Once selected, all samples were manually digitized with all visible parts of buildings labeled, including any complete or partial building facades. Representative training samples are shown in Figure 6. While our source imagery is four
band and all four bands were used in ISOSCELES sampling, the CNN architectures we used in this study have a three channel input. As such, instead of using all bands or true color, we used a green (515 – 586 nm), red (632 – 692 nm), and near-infrared (NIR) (772 – 890 nm) band combination as the NIR band is generally more informative and less noisy than the blue band.

ISOSCELES-based sampling was carried out as described in Section 2 starting with those 2,593 image scenes. This yields 145 exemplar scenes (with Algorithm 1 scene selection) and then 989 image chips selected (with Algorithm 2 image chip selection).

For the baseline comparison model, we used a stratified random sampling method based on MGCP (J’ozsef and Ol’ivia 2009) building point data. In this dataset, each building is represented as a single vector point feature. Although there are open source options such as OpenStreetMap (OpenStreetMap contributors 2017) building footprints (polygons) that can be directly utilized for building extraction, unfortunately it exhibited large gaps in building data completeness across Yemen. Using MGCP, we first classified potential samples as belonging to one of five building density categories: 1–13; 14–30; 31–50; 51–76; and 77–176 buildings in a 500 × 500 pixel block. We then randomly chose 1% of samples from each of the density categories, resulting in 989 image chips in the final selection. Note that the MGCP point data was not used for model training. Instead, these points were only used as an indicator for the potential location for buildings to reduce the image area considered for random sampling.

We then manually labeled buildings as polygons associated with both the ISOSCELES and randomly selected chips. The combined 1,978 sample chips identified between the ISOSCELES and randomly selected image chips correspond to 58,700 individual buildings. Labeling these datasets took a team of experienced imagery analysts approximately 1,200 work hours, with an additional 200 hours required for quality control reviews and revisions. An overview of the experimental workflow can be found in Figure 5. Figure 7 illustrates the spatial distribution of scenes sampled using each method. The scenes that were sampled by both methods are shown in orange in Figure 7. We can see that the set of scenes selected through AP clustering is more evenly distributed and only 15 scenes are in common.
Our base models were created using a transfer learning approach to adapt models ImageNet pre-trained to aerial imagery, as described in (H. L. Yang et al. 2018). It has been found that models trained on very large image sets, such as ImageNet (a database of more than 14,000,000 hand-annotated images) learn basic image features that can be transferred to more specialized tasks by fine-tuning using a set of domain-specific samples (Penatti, Nogueira, and Dos Santos 2015; Tajbaksh et al. 2016; Bittner, Cui, and Reinartz 2017). Transfer learning has been successfully used in multiple applications and been shown to yield better results with less training time than training from scratch. The sample set used to adapt our base models to remote sensing imagery had 4,000 500 × 500 pixel image chips. The chips were drawn from 78 image scenes of the 2013–2014 vintages of the United States Department of Agriculture’s National Aerial Imagery Program (NAIP), which consists of 1-meter resolution 4-band (red, green, blue, near infrared) imagery typically taken in leaf-on conditions. Labeling was accomplished by applying an auto-shifting algorithm to align preexisting, LiDAR-derived building footprints with the NAIP imagery.

The three CNNs were initialized by the NAIP pre-trained models, respectively, and then were fine-tuned with selected samples. We trained each model for 100 epochs with batch size = 4 and learning rate = 10⁻⁵ and selected the best model for each combination of training sample set and architecture based on the highest validation accuracy. Because these models were pre-trained models for building mapping, even using relatively few samples can still achieve training convergence and reach satisfactory results.

3.2 Results and discussions

All models were validated against 300 samples that were withheld from the training data, 150 from each sample set. This allowed for both direct comparison of the performance of models trained with different data and ensured that each model would be tested against samples chosen using a different method from the one by which its own training set was chosen. For accuracy metrics, we created confusion matrices and calculated four common metrics: (1) precision, a measure of the reliability of predictions, (2) recall, a measure of the completeness of predictions, (3) F1-score, a harmonic mean of precision and recall, and (4) Intersection over Union (IoU), a measure of how well predicted objects line up with reference data. These are calculated using the equations:

\[
\text{Precision} = \frac{tp}{tp + fp} \tag{1}
\]

\[
\text{Recall} = \frac{tp}{tp + fn} \tag{2}
\]
\[ F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  

\[ \text{IoU} = \frac{\text{tp}}{\text{tp} + \text{fp} + \text{fn}} \]  

where \( \text{tp} \) are true positives (correctly classified building pixels), \( \text{fp} \) are false positives (non-building classes – sized as building), and \( \text{fn} \) are false negatives (building pixels classified as non-building).

### 3.3 Quantitative evaluation

In Table 1, we present the evaluation scores for the model with the highest F1-score in each condition. Across all three architectures, the model trained using ISOSCELES sampling achieved a higher F1-score than its random sampling counterpart with an increase of between 2.2 and 4.2 percentage points. Similarly, the buildings predicted by ISOSCELES models were consistently more similar to the reference buildings than their random model counterparts, with IoU increases of 2.5–5.3 points. Examining all metrics, the ISOSCELES model outperformed the random model in all but precision in the U-Net model, which had a 0.6 difference, dwarfed by the 7.4 point gain in recall. Taken together, these results confirm that, with no additional labeling effort, our proposed stratified sampling method yields significant performance gains.

ISOSCELES sampling models showed not only increased performance, but a considerable difference in the spread between precision and recall scores. By taking the ratio of precision score to recall score, we can get an approximation of how well the model has learned to separate the building and non-building classes. An ideal model should have both a high accuracy and a ratio close to 1, indicating that performance is not due to biased predictions. Taking the median precision to recall ratio over the course of training, shown in Table 2, all models had scores above one, indicating a bias toward underpredicting building areas. Random sampling models showed an increase in precision-recall ratio over ISOSCELES models of 3, 17, and 21% for SegNet, U-Net, and DeepLab, respectively. Looking across all epochs, we can see that the ISOSCELES sampling models have a precision-to-recall gap that narrows over the training period, while the gap for the random sampling models generally maintains its width. This shows that the samples provided by ISOSCELES can indeed efficiently boost the training performance in both time and convergence.

### 3.4 Qualitative analysis

For a qualitative evaluation, Figures 8 and 9 compare the outputs from the SegNet and U-Net models which showed the smallest and largest differences in accuracy between ISOSCELES models and random sampling models. In both figures, we can see similar patterns. Row (A) shows the much more prominent pure commission errors of the random model in comparison to the ISOSCELES model. In (B), the random model missed many of the smaller buildings and had issues with mis-classifying ground adjacent to buildings. Finally, (C) shows how the ISOSCELES sampling yields better feature extractors to identify the high-density areas of multi-story (Figure 8) or single-story (Figure 9) structures, resulting in a markedly lower omission error relative to the random sample model.

### 3.5 Scalability

The ability to scale for use over large datasets without needing either large amounts of computing time or resources is an important requirement for automated methods for large-scale remote sensing imagery analysis. Given the sample size \( n \), the computational

| Model  | Sampling | Precision | Recall | F1   | IoU  |
|--------|----------|-----------|--------|------|------|
| SegNet | Random   | 0.719     | 0.655  | 0.685| 0.521|
| SegNet | ISOSCELES| 0.741     | 0.675  | 0.707| 0.546|
| U-Net  | Random   | 0.809     | 0.639  | 0.714| 0.555|
| U-Net  | ISOSCELES| 0.803     | 0.713  | 0.756| 0.608|
| DeepLab| Random   | 0.707     | 0.693  | 0.700| 0.538|
| DeepLab| ISOSCELES| 0.758     | 0.704  | 0.730| 0.575|

#### Table 2. Median precision-recall ratio of models trained using ISOSCELES sampling method and stratified random sampling.

| Model  | Sampling | P-R Ratio |
|--------|----------|-----------|
| SegNet | Random   | 1.207     |
| SegNet | ISOSCELES| 1.165     |
| U-Net  | Random   | 1.450     |
| U-Net  | ISOSCELES| 1.240     |
| DeepLab| Random   | 1.523     |
| DeepLab| ISOSCELES| 1.254     |
complexity of the affinity propagation is $O(n^2)$ (Furtlehner, Sebag, and Zhang 2010) where $n$ is all possible 500 pixels by 500 pixels image chips in a country size image collection.

As mentioned in Section 2, we set a goal that ISOSCELES should be able to sample a dataset of at least 2,000, large, high-resolution images within a week while running on workstation-level hardware.

Figure 8. Qualitative comparison of SegNet model outputs for ISOSCELES sampling (right) and random sampling methods (left) for varying settlement patterns. (A) Mixed density modern single-story, (B) medium density informal, single-story, (C) high density traditional, multi-story. © 2010 Digital NextView License.
ISOSCELES achieves scalability through two means. First, coarse-level scene selection minimizes the amount of data that needs to be processed at pixel levels for generating descriptive features. Second, calculation of descriptive features is performed in parallel, typically with 12–14 worker processes achieving maximum efficiency and Input/Output balancing. With this hierarchical design of ISOSCELES, we can avoid the potential computational issue in clustering whole image collection. With the Yemen

**Figure 9.** Qualitative comparison for U-Net model outputs with ISOSCELES sampling (right) and random sampling (left). (A) Rural medium density informal, multi-story, (B) low density informal, single-story, (C) high density single-story. © 2010 Digital NextView License.
dataset, we first handled \( m = 2 \), 593 scenes in Algorithm 1 and approximately \( n = 3 \), 100 chips in Algorithm 2 rather than \( n = 8, 000, 000 \) chips on the entire imagery collection covering Yemen with affinity propagation.

ISOSELES sampling for this study was carried out on a Dell Precision 5810 workstation equipped with an Intel Xeon E5-2630 v4 supporting up to 20 processing threads at 2.20 GHz, 32 GB of RAM, and solid-state hard drive. For the total 2,593 scenes in the Yemen dataset, coarse sampling took less than one minute with ISOSELES sampling to select the 145 exemplar scenes. The average size for a scene was 36,000 × 37,300 pixels and 10.22 GB. The 145 exemplar scenes were processed in 44.4 hours. The vast majority of processing time was taken up by reading/writing data (5.75 minutes/scene on average) and calculating chip-level features (7.46 minutes/scene on average).

4 Conclusions

CNNs are now a principle driver in the advancement of RS image analysis, capable of achieving favorable performance over domains of thousands of images covering hundreds of thousands of square kilometers. Effectively training a model for state-of-the-art performance, however, presents the serious challenge of obtaining a training data set that adequately represents the target image domain while dealing with the practical constraint of the time and expense required for sample labeling. Conventional methods of randomly selecting training samples based on the availability of data are poorly suited for this task as they do not consider the multi-modal variability of large image sets and do not account for spatial-textural features. Thus, there is a need to develop methods to efficiently identify highly informative samples from large target domains.

We proposed and demonstrated ISOSELES, a novel, hierarchical use of unsupervised data clustering with image spectral and textural features to address the challenge of obtaining a sample set that represents complex, multi-modal variation in remote sensing imagery. Without strategic sampling, the training samples can be both unrepresentative and redundant, which leads to poor generalization to unseen data and longer training times. Our proposed sampling strategy uses unsupervised clustering hierarchically, first to identify representative images within a target domain by their spectral and image acquisition characteristics, then to identify individual samples that can represent the spectral and textural variability within each image selected in the first stage. Thus, ISOSELES can efficiently obtain a set of samples for labeling that represents both between-image and within-image variability. Compared to random sampling, using ISOSELES we can ensure that during supervised training the CNN is exposed to the variability of target imagery while optimizing feature extractors to achieve better performance in the target domain with an equal number of samples.

With a large-scale, real-world dataset, we have shown that, with the same amount of labeling effort, our proposed sampling method can yield significantly better results than the sampling based on reference data. Our test case was the adaptation of a pre-trained semantic segmentation CNN model to a new spatial and sensor domain: from aerial imagery of the United States to high-resolution satellite imagery of Yemen. Compared to the models trained with random sampling of areas with available building point data, we show significant improvements using our proposed method that were consistent across three various model architectures. These results demonstrate the potential for bottom-up, data-driven methods such as ISOSELES to facilitate the successful application of deep neural networks to challenging large-scale remote sensing imagery analysis.
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