RTCF: A framework for seamless and modular real-time control with ROS
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A B S T R A C T

Owing to the steady progress in the field of Linux kernel development, high-performance control applications are no longer a rarity on general-purpose computing platforms. However, many real-time control libraries lack important properties such as modularity, effortless integration, and encapsulation. These are key design features of the popular Robot Operating System (ROS) that is, however, not real-time capable. We aim to solve this issue by introducing the Real-Time Control Framework (RTCF), which offers high modularity, ROS-related concepts leading to seamless interoperability with ROS, and high performance. To demonstrate the capabilities of the RTCF, we provide several examples and exemplary performance data.

1. Introduction

In recent years, Robot Operating System (ROS) [1] has become a de-facto standard in the area of robotics research and development. The reasons for its popularity include the separation of functions through interfaces, resulting in modular and flexible architectures, and a set of integrated tools for standard tasks such as data logging, visualization, and parameterization. When ROS was developed, its main focus was put on performing higher-level algorithms and as a consequence, its asynchronous architecture is neither real-time safe nor does it provide a built-in option for synchronous operation. This becomes a limitation when mid-level or even low-level control algorithms with strict timing requirements are implemented in ROS, as the achievable performance is very limited and depends on external factors. Nevertheless, developments such as the Xenomai [2] or the Preempt-RT [3] kernel patch have proven that it is possible to deploy applications under real-time constraints on a general-purpose computer running Linux.

While a standalone application with real-time capabilities can be easily implemented in such systems, it is much more difficult to create a complex application that still integrates well into an existing robotic software project. Several attempts to simplify the integration of real-time capabilities into ROS have been made in the past. The library ros_control [4] encapsulates the control tasks for a specific hardware device in a ROS node, resulting in limited modularity for complex scenarios (e.g., controller cascades and multiple hardware devices). As an alternative with a large number of features, OROCOS [5] can be used in conjunction with the rtt_ros_integration-package [6]. Despite its functional superiority, OROCOS is rarely applied in practice due to a steep learning curve and complex concepts. With the arrival of ROS 2, real-time capabilities are finally taken into account in the design of
ROS [7]. However, at the current state, the real-time support of ROS 2 requires significant amounts of boilerplate code and the connections between nodes are hard-coded, which contradicts some of the core ROS principles. Moreover, many users still rely on ROS 1. Beyond that, there exist several less well-known frameworks that combine ROS with real-time control [8–10]. The disadvantages of these are limited modularity and incomplete integration of popular ROS workflows.

For this reason, we introduce the Real-Time Control Framework (RTCF) as a new way to seamlessly build modular and high-performance controller architectures within a ROS ecosystem. For robotic systems, this means that complex low- and mid-level controller architectures, e.g., with nested control-loops or controllers that are contributed by different teams, can be realized on a single general-purpose computer without sacrificing simplicity, performance, and reusability. This is achieved by choosing OROCOS as a base and adding the following requirements, which are derived from our experience with the above-mentioned frameworks and the example in Fig. 1.

- **Modularity**: Components are reusable, interfaces are well-defined, and the configuration is conducted at runtime. Regarding Fig. 1, this means that the connections between the blocks are not hard-coded.
- **Interoperability**: Existing ROS tools (e.g., launch files, topics, parameter server, logging) are fully compatible. In the example, the connections between the RTCF and ROS must be handled transparently.
- **Performance**: A real-time safe execution with low overhead is guaranteed. The desired overhead and jitter are in the range of 10 μs to facilitate control frequencies up to several kilohertz.
- **Ease of use**: The framework is easy to learn for existing ROS users due to similar concepts.

2. Design

In the following, the main features and design concepts of the RTCF will be discussed briefly.

2.1. Components

Since the RTCF is built on top of OROCOS, the smallest functional unit is a so-called component. Each component has a predefined lifecycle as well as input and output interfaces that are called ports. These ports are very similar to the publisher–subscriber mechanism in ROS, and thus components are conceptually very similar to ROS nodes. A minimal working example of such a component is shown in Listing 1.

2.2. Dependency resolution

A major difference between the RTCF, ROS, and OROCOS is the way components are executed. Both ROS and OROCOS execute the loaded nodes or components in concurrent threads by default. This is inappropriate for the targeted control applications, where a deterministic behavior and minimal overhead are desired.

For this reason, the RTCF executes all loaded components sequentially in a single, real-time capable thread. The determination of the order is done through an automated dependency resolution using Kahn’s algorithm [11] and the list of predecessors and successors of each component. To break possibly occurring loops (e.g., in hardware interfaces with sensors and actuators), some connections can be manually excluded. The resulting order for the example in Fig. 1 is then H1–F1–R1–R2–R3.

2.3. Interoperability with ROS

A major feature of the RTCF is its seamless interoperability with ROS, which utilizes parts of the rt_ros_integration [6].

**Launch Files**: To launch a whole controller architecture with numerous components, two ROS nodes, \( \text{rt_runner} \) and \( \text{rt_launcher} \), are available. While the first node is responsible for holding, managing, and executing the actual payload similar to a ROS nodelet manager [12], the latter allows the convenient loading of components through standard ROS commands and launch files. As a result, there is no need to learn anything new, such as the OROCOS scripting language, for a ROS developer. Listing 2 shows an exemplary RTCF launch file. Except for the package name and the component type, which are moved to the \( \text{args} \)-attribute, this completely works like any normal launch file.

**Topics**: The RTCF provides an option to transparently map connections from real-time components to ROS topics and vice versa. The setup of this is achieved through a simple whitelist regular expression. Possible not real-time capable side channels are automatically detected and avoided.

**Parameters**: In contrast to existing solutions, the RTCF facilitates easy access to ROS parameters from component context at configuration time by providing a standard ROS node handle. Beyond that, a real-time safe wrapper for dynamic_reconfigure [13] is provided. This means that real-time controllers can be tuned at run-time with existing ROS tools.

**Logging**: Logging from a real-time context needs special care due to the required memory allocations. For this reason, the RTCF extends the OROCOS real-time logging system with logging macros similar to ROS. Furthermore, integration into the ROS logging system, including \( \text{rqt console} \) as well as \( \text{rt_logger_level} \), is provided.

**Simulation**: The compatibility with simulation tools such as Gazebo is also given as the RTCF correctly handles the \( \text{use_sim_time} \)-parameter.

3. Evaluation

To demonstrate the performance as well as the usability, the example architecture as depicted in Fig. 1 was implemented. All components are internally implemented as a simple sum operation to ensure an evaluation that is decoupled from the actual controller payload.

3.1. Configuration

The example has two loop closures via H1, which means that the incoming connections must be ignored for the dependency resolution. This is reflected by setting the \( \text{is_first} \)-parameter for H1 in the launch file. The three connections between the real-time components and G1/G2 are enabled by setting the \( \text{ros.mapping.whitelist} \)-parameter appropriately. Beyond that, no special configuration is required. The \( \text{rt_runner} \) will automatically start the control loop including the dependency resolution as soon as all expected components are loaded.
3.2. Real-time performance

The controller architecture was run with a frequency of 2 kHz on an off-the-shelf desktop computer with an Intel Core i5-8600 CPU (kernel version 5.4.44 with Preempt-RT [3]). For reproducible load conditions, stress-ng was running in the background with the options --cpu 48 --io 48. The scheduling jitter and the calculation duration for each full RTCF controller iteration were captured over 3 h using a built-in performance measurement topic. From the histogram in Fig. 2(a), it can be seen that the 99.9 % quantile of the calculation duration is 10.3 μs, while the maximal duration is 18.8 μs. This means that the proposed framework has low overhead and consistent delays, even for large controller architectures. In Fig. 2(b), the 99.9 % quantile and the maximum of the scheduling jitter are 1.8 μs and 6.1 μs, respectively. This indicates that the Preempt-RT patch and the control loop timing work as intended, allowing control frequencies far beyond 2 kHz.

Listing 1 A minimal working example of an RTCF component.

```c
#include <std_msgs/Float32.h>
#include <rtcf/macros.hpp>
#include <rtcf/rtcf_extension.hpp>
#include <rtcf/components/Component.hpp>
#include <rtcf/rtc/rtc.hpp>
#include <rtcf/rtc.extension.hpp>

class PaperExample : public RTT::TaskContext, public RtfExtension
{
public:
    PaperExample(std::string const &name) :
        TaskContext(name), port_out_("out_port"), port_in_("in_port") {}

    bool configureHook()
    {
        this->ports()->addPort(port_in_);
        this->ports()->addPort(port_out_);
        double param = this->getParamHandle("param", 0.0);
        NUR_BT_INVG_STREAM("Fetched param with value \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \" \”
Illustrative examples

See Listings 1 and 2.
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