A Hybrid Method for Brain Tumor Detection using Advanced Textural Feature Extraction
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Brain tumors vary in their position, mass, nature, and consistency of these lesions. Due to the similarities found between brain lesions and normal tissues, many challenges are faced by the researcher in developing algorithms for tumor segmentation. Brain tumor abstraction is thought-provoking job in medical image handing out because brain image and its structure is complicated. Segmentation plays a vibrant role in processing of medical images. Magnetic Resonance Imaging has become a particularly useful medical diagnostic tool for diagnosis of brain and other medical images. The objective of this paper is to develop an algorithm that facilitates the study off feature extraction from the brain right and left hemispheres. The proposed study, also highlight a completely different advanced higher order statistical features extracted from the chosen region of brain slice. The tumor area is extracted from statistical features using Support Vector Machine. The proposed methodology can be used to locate tumor tissues based on a single-spectral structural Magnetic resonance image.
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The brain is divided into two halves called the right and left hemispheres. The brain can also be divided into four areas known as lobes (frontal, temporal, parietal and occipital) plus two other important areas called the brain stem and the cerebellum. The presence of a brain tumour can cause damage to healthy brain tissue, disrupting the normal function of that area. A tumor formation takes place in the brain, due to the uncontrolled growth of cells. Brain tumors can be classified into two types such as a benign tumor (which does not spread cancer) or malignant tumor (which can spread cancer). Benign brain tumors have a homogenous structure that doesn’t contain cancer cells. These can be monitored radiologically or fully removed surgically. They won’t resurface. Malignant brain tumors are dissimilar in their structure, which results in cancer. Fig 1 a and b shows how the brain image looks with and without tumor.

Brain tumors vary in features like dimension, outline, position, and image intensities. They may collapse adjacent structures. In the adults, glial tumors are the most common ones seen to be cancer-causing. They have a high rate of death. Glial tumors are observed in people with age group...
of 20 years and around. This type of the tumor covers about 90% of all types. The location of the growth of tumor is observed in the interstitial tissue cells of the brain. With the scaling, they disclose into the healthy brain tissues. Therefore, it is necessary to detect the brain tumor at the beginning stage itself. So that further treatment method can be decided. It can result in the protection of the life of the patient. It is important to detect Pathological brain from a normal brain. Physicians make decisions based on it, which helps avoid wrong judgments on subjects. In recent days, numerous imaging practices are seen. Magnetic resonance imaging (MRI) structures show a large number of details of soft tissues, spawning a corpus dataset. Brain pictures give indicators of brain composition. These details will be helpful in the analysis of the many brain abnormalities like malignant gliomas. There are basically three types of MRI images T1 - weighted, T2 - weighted and Flair. Tumors having similar options have a completely different look in T1-Weighted, when put next to T2 - Weighted and FLAIR (Fluid-attenuated inversion recovery) MRI images (Chaddad and Tanougast. 2016). At present, many researchers are working on brain MR images for solving PBD [Pathological brain detection] problems. Computer-aided diagnosis (CAD) systems are currently available to identify unhealthy tissue from healthy brains and to classify severity degree (Zhang et al. 2015).

With the help of Image segmentation, an image is divided into smaller parts called modules or subsets. This division of image is performed based on one or more characteristics or features. Segmentation enhances areas of interest. The image segmentation can be manual or automatic. Manual segmentation of MR images in the brain may be a time consuming and tedious process. It is quite possible that the result obtained may be different when a different specialist performs the activity. For doing the segmentation of 500-2000 brain images sized 512 * 512, experts need around 2-4 hours. Also, there is 14% – 22% differences in the remarks obtained from person to person. For physicians, dynamic computerized segmentation is of great help. Large dataset analysis and diagnosis is of brain diseases in a quantitative means are possible due to this method. However, segmentation of the brain tissues may be a quite troublesome task. The non-uniform intensity in a division, surrounding noise, complex shape, indistinct borders are some of the reasons for this (Demirhan, Mustafa and Guler. 2015). Hence there is still scope to improve upon the segmentation algorithms.

The proposed algorithm is developed with extraction of features using advanced higher order statistical features to detect the tumor portion. Also, SVM classifier is used to authenticate the presence of a tumor in the input images. The remaining paper is organized as Section II briefly the trends in the algorithms developed in Brain tumor detection, Section III discusses our detailed proposed technique with material and methods. Section IV highlights the results and discussion of proposed method and Section V includes conclusion and further future scope of the proposed work.

**Literature Survey**

Researchers have proposed different systems in the literature for the identification of the region of interest. There can be inherent difficulty in the detection and quantification of the brain tissues in Brain MR Images. There has always been a challenging task needed for the purpose of diagnosing brain tumors and other neurological diseases (Demirhan, Mustafa and Guler 2015).

These methods consist of thresholding of an image and performing morphological techniques, applying the watershed method, opting for region growing approach, doing asymmetric analysis, atlas-based approach, outline/plane evolution method, supervised and unsupervised learning methods. Segmentation of images is done based on intensity through the approaches like thresholding; edge detection and morphological operation. Segmentation performance relies on the differentiation between the intensities among the tumor and non-tumor regions. Also, watershed and region growing techniques are effortless but are sensitive to noise. This is the drawback of intensity-based approaches. The normal or healthy brain exhibits largely symmetric property. So, one can divide the brain into two hemispheres. Further, this can also improve the tumor identification and segmentation process because tumor segmentation can be done only in half section of the hemisphere. The limitation of this technique is computations. Iterations remain the same as other methods when a tumor is located across mid-sagittal plan. Atlas-based methods measure the dissimilarity between
irregular and regular brain images.

Table 1 summarizes some of the recent works and its methodology and findings. The research conducted in Brain Tumor detection still has some limitations and challenges. To raise the reliability of the classification it should be tested for a determined number of recital constraints. In order to achieve good exactness, sensitivity, and specificity, more features need to be considered but for optimized, less computation and good performance system selective features are useful.

MATERIAL AND METHODS

Brain Magnetic Resonance Image [MRI] Dataset

An Open Access medical specialty Image program that has nearly 1,700,000 pictures from the open access set of PMC. It even has over 7,400 chest x-rays from the American state University assortment. Further, open source pictures are shown in figure 2. From the literature survey, it has been observed that the MRI capturing can be done using MRI machines with different Field strength capacities. But Images captured with the 1.5 T field strength are generally used in the research work. This field intensity is sufficient to visualize the tumor in the images.

Overview of the proposed method

The proposed automated brain tumor identification method go-through two-tier verification: initialization and fine-tuning authentication. Before doing this, for MRI artifact removal, images need to preprocess images using filtration. Two types of information are incorporated from MRI like intensity and spatial relationships of pixels to better the overall system performance. In phase one, proposed method detect and partition the MR images into two hemispheres based on the mutual information from histogram and symmetry analysis. Then, different statistical feature-sets are calculated in the “feature extraction technique” using texture analysis. Finally, the SVM classifier is used particularly for the brain tumor detection. In this step, based on first-order statistics and other features extracted from the target area, the classifier assigns a label to brain tissue. In the projected structure, the overall segmentation recital is improved with SVM classifier. A general outline of the proposed method is shown in Figure 3.

Feature extraction

After region of interest has been extracted, its features are calculated in feature extraction step. A significant set of 32 intensity and grain textual features are extracted from the segmented Region of interest [SROI]. These features are First order Statistical Features, gray level co-occurrence matrix (GLCM), Grey Level Run Length Encoding Matrix (GLRLM), Grey Level Gap Length Matrix (GLGLM) and Grey Level Size Zone Matrix (GLSZM).

The features extracted in the current work and their fundamentals are discussed below: All these give us some relevant information regarding the texture of the image. Formulas for these features are listed below:

The first order statistical features:

First order applied mathematics features: Mean, average distinction, energy, and entropy, lopsidedness and kurtosis square measure are the helpful first-order applied mathematics options.

\[
\text{Mean: } \mu = \sum_{i=0}^{G-1} i \cdot P(i) \quad \ldots(1)
\]

\[
\text{Average Contrast: } \sigma^2 = \sum_{i=0}^{G-1} (i - \mu)^2 \cdot P(i) \quad \ldots(2)
\]

\[
\text{Skewness: } \mu_3 = \sigma^{-3} \sum_{i=0}^{G-1} (i - \mu)^3 \cdot P(i) \quad \ldots(3)
\]

\[
\text{Kurtosis: } \mu_4 = \sigma^{-4} \sum_{i=0}^{G-1} (i - \mu)^4 \cdot P(i) - 3 \quad \ldots(4)
\]

\[
\text{Energy: } E = \sum_{i=0}^{G-1} |P(i)||P(i)| \quad \ldots(5)
\]

\[
\text{Entropy: } H = - \sum_{i=0}^{G-1} p(i) \log_2 |P(i)| \quad \ldots(6)
\]

Where G is the maximum gray level of the image and P(i) is the probability density of the
intensity levels which are obtained from:

\[ p(i) = \frac{h(i)}{N} \]

Where \( h(i) \) is the total number of pixels with intensity level \( i \) and \( N \) is the total number of pixels in the image.

**Grey Level Co-occurrence Matrix Features**

The GLCM may be a second bar chart that describes the prevalence of pairs of pixels that are separated by a precise distance, \( d \). Let \( I(x, y) \) be a picture with size \( N \times M \), and with \( G \) grey levels, and \((x_i, y_i)\) and \((x_j, y_j)\) be 2 pixels with grey level intensities \( i \) and \( j \), severally. Once taking "\( x = x_2 - x_1 \)" within the \( x \)-direction and "\( y = y_2 - y_1 \)" in the \( y \)-direction, the connecting line contains a direction \( \theta \) that is adequate \( \arctan(y/x) \). The normalized co-occurrence matrix \( C_{\theta,d} \) is outlined as:

\[ C_{\theta,d}(i,j) = \frac{\text{NUM}((x_1, y_1), (x_2, y_2))}{\text{NUM}(X \times X)(X \times X)} \]

Here, \( A \) may be a given condition, like \( (x = d \sin \theta) \), \( (y = d \cos \theta) \), \( (I(x_1, y_1) = i) \), and \( (I(x_2, y_2) = j) \). Further on, \( \text{NUM} \) represents the variety of components within the co-occurrence matrix and \( K \) is the total variety of pairs of pixels. Normally, \( d = 1, 2 \) and \( \theta = 0^\circ, 45^\circ, 90^\circ, 135^\circ \) are used for calculation. Eight totally different texture options are outlined with victimization co-occurrence matrix as follows

\[ \text{Entropy: } -\sum_{i=0}^{G-1} \sum_{j=0}^{G-1} C_{ij} \log_2 C_{ij} \]  

\[ \text{Correlation: } \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} \frac{C_{ij} - \mu_x \mu_y}{\sigma_x \sigma_y} \]  

\[ \text{Homogeneity: } \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} \frac{C_{ij}}{1 + |i - j|} \]  

\[ \text{Absolute value: } \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} |i - j| C_{ij} \]

![Fig 1](image) a. Normal Brain MRI Image b. Brain MRI Image with Tumor

![Fig 2](image) Selected magnetic resonance (MR) image slices showing a patient’s brain tumor (A) & (B) axial view in the middle of the head (C) Coronal view from a slice in the middle area of the head; and (D) Sagittal Section of brain MRI (E) T1 weighted without and with contrast (F) T2 weighted without and with contrast
| Sr. No. | Authors with year of Publication | Methodology | Performance Parameters |
|---------|---------------------------------|-------------|------------------------|
| 1       | (Alexis Arnaud et al, 2018)     | Probabilistic mixtures Discriminative multivariate features, Fingerprint model | MRI data collected in rats bearing a brain tumor have been processed |
| 2       | (SaydTahri Yassine et al, 2018) | NI-means filter, expectation maximization algorithm | Jaccard Similarity Coefficient = 0.90 Dice Similarity Coefficient metric = 0.88 Sensitivity = 0.81 Specificity = 0.85 |
| 3       | (Zhenyu Tang et al, 2018)       | multi-atlas segmentation (MAS) framework a new low-rank method SCOLOR | Recovering normal brain appearances from tumor regions while also preserving normal brain structures. To improve the accuracy of brain functional connectivity networks (FCN) |
| 4       | (Daniele Ravi et al, 2017)      | Dimensionality reduction extension of the t-SNESemantic Texton Forest (STF) | Sensitivity = 86.57 Specificity = 86.88 |
| 5       | (Wang Mengqiao et al, 2017)     | 22-layers deep, three dimensional Convolutional Neural Network (CNN), N4ITK, | Dice Similarity Coefficient metric 0.84, Positive Predictive Value 0.88 and Sensitivity 82 |
| 6       | (Sergio Pereira et al, 2016)    | Convolutional Neural Networks (CNN) | Dice Similarity Coefficient metric(0.88, 0.83, 0.77) for BRATS 2013 Database |
| 7       | (K. Bhima&A. Jagan, 2016)       | Watershed Method, Marker-based Watershed Image Segmentation comparison | Different results obtained by researchers have been compared |
| 8       | (Aditi P. Killedar, Veena P. Patil & Megha S. Borse 2014) | Co-occurrence matrices, SVM | Clustering the abnormal images to detect two certain abnormalities accuracy 88%. |
| 9       | (Hussein Attya,LaftaEsraa and Abdullah Hussein, 2013) | gray-level co-occurrence matrix (GLCM) k-nearest neighbor (K-NN) | Sensitivity 99.4% Specificity 99.6% Positive predictive value 97.03% descriptors are highly differentiable between low (grade I) and high grade (grade III) Glioma |
| 10      | (P. Shantha Kumar & P. Ganesh Kumar, 2010) | Grey level and wavelet features Support vector machine | GLCM |
| 11      | (Ananda Resmi S.& Tessamma Thomas, 2010) | First-order statistics | A multilevel dominant eigen vector estimation algorithm containing great discriminatory information |
| 12      | (Xiaoou Tang, 1998)             | A multilevel dominant eigen vector estimation algorithm | GLCM features PCA+LDA, ANN KNN |
| 13      | (Sahar Jafarpour, Zahra Sedghi & Mehdi Chehel Amirani, 2012) | snake algorithm and the second Fuzzy C-mean | Modified FCM algorithm is a fast alternative to the traditional FCM |
| 14      | (Ramadan M. Ramo, 2012)         | FCM and Modified FCM | Low computational complexity and low computational time snake method has high speed |
where $C_{ij}$ is the $(i, j)^{th}$ element of the co-occurrence matrix.

**Grey Level Run Length Method Features**

The grey level runs area unit characterized by the length and direction of specific gray price. To calculate GLRLM, the quantity of grey level running of varying lengths should be discovered. within the grey level run length matrix of $R(\theta) = [r'(i, l|\theta)]$, the component $r'(i, l|\theta)$ provides an estimate of the quantity of times which a picture contains a run with a length of $l$, for a grey level $i$, within the direction of angle $\theta$. The grey level run length matrices $R(\theta)$ area unit calculated for are $0^\circ, 45^\circ, 90^\circ$ and $135^\circ$. The following five GLRLM features which are calculated using these matrices

1. SRE: Short Run Emphasis:

$$Inertia (\text{contrast}): \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} (i - j)^2 C_{ij}$$

$$\text{Inverse Difference: } \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} \frac{C_{ij}}{1 + (i - j)^2}$$

$$\text{Maximum probability } = \max_{ij} C_{ij}$$

$$\text{Angular second – moment (energy): } \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} (C_{ij})^2$$

Fig. 3. Flow of Proposed technique
Grey Level Size Zone Matrix

The starting lines of Thibault matrices are the grey level Size Zone Matrix (SZM). For a texture image \( f \) with \( N \) grey levels, it’s denoted with \( GSF \) and provides an applied mathematical illustration by the estimation of a quantity with contingent probability density to perform the image distribution values. Its calculation is consistent with the pioneering Run Length Matrix principle: the worth of the matrix \( GSF(s, g) \) is adequate the quantity of zones of size \( s \) and of grey level \( g \). The ensuing matrix encompasses a mounted range of lines adequate \( N \), the number of grey levels, and a dynamic range of columns, which are determined by the scale of the most important zone in addition to the size of the division.

The more the additional solid thing they feel, the broader the matrix is going to be. This matrix has the advantage of not requiring calculations in many directions as that area unit is replaced by tagging the totally different areas. However, specifying the number of grey levels continues to be necessary, yet this renders the calculations strong in relation to noise. The eleven same indexes for the Run Length Matrix are often calculated. (Ramadan M. Ramo, 2012), (J. Anitha, D. Jude hemanth & D. Selvathi, 2009). SZM doesn’t need computation in many directions, contrary to RLM and co-occurrences matrix (COM). However, it’s been by trial and error test that the degree of grey level division still has a crucial impact on the feel classification performance. For a general application, it’s typically needed to check much grey level division so as to search out the best one with regard to a coaching dataset. By trial and error, “thirty-two” typically provides the simplest result.

More exactly, this matrix is especially economical to characterize the feel homogeneity, non-cyclist or speckle-like texture; it has provided better characterization than granulomere (or COM, RLM, etc.) for the classification of cell nuclei, dermis, road quality (bitumen condition) and a few textures in PET pictures. In fig 4 given below sample image and its grey level size zone feature matrix calculation is demonstrated.

Two class separations of data points are possible with it. Image classification, image recognition, and bioinformatics are the areas in which SVM can be applied. It is doing well as it comes up with the sensible classification which leads to numerous application domains, e.g. diagnosing. The principal of operating of SVM is the structural- risk- decrease- technique from the applied math- learning theory. Given a collection of coaching examples, associate SVM coaching formula builds a model that assigns new examples into one class or the opposite, creating it a non-

\[
RF_1(R(\theta)) = \frac{1}{T_p} \sum_{i=0}^{G-1} \sum_{l=1}^{N} \sum_{j=0}^{N} r'^{(l, l | \theta)} \frac{i^j}{i^j}
\]  

(15)

2. LRE: Long Run Emphasis:

\[
RF_2(R(\theta)) = \frac{1}{T_p} \sum_{i=0}^{G-1} \sum_{j=1}^{N} i j \sum r'^{(l, l | \theta)}
\]  

(16)

3. GLD: Gray Level Distribution:

\[
RF_3(R(\theta)) = \left( \frac{1}{T_p} \sum_{i=0}^{G-1} \sum_{j=1}^{N} i \sum r'^{(l, l | \theta)} \right)^2
\]  

(17)

4. RLD: Run-length Distribution:

\[
RF_4(R(\theta)) = \left( \frac{1}{T_p} \sum_{i=0}^{G-1} \sum_{j=1}^{N} \sum r'^{(l, l | \theta)} \right)^2
\]  

(18)

5. RP: Run Percentage:

\[
RF_5(R(\theta)) = \frac{1}{T_p} \sum_{i=0}^{G-1} \sum_{j=1}^{N} r'^{(l, l | \theta)}
\]  

(19)

In which \( G \) is the number of gray levels, \( N_p \) is the number of run lengths in the matrix, and \( T_p \) is

**Fig. 4.** (a) Sample Input Image (b) Corresponding Gray Level Size Zone Matrix
probabilistic binary linear classifier. In addition to playing linear classification, SVMs will efficiently perform non-linear classification victimization what is referred to as the kernel trick, implicitly mapping their inputs into high-dimensional feature areas. From a given category in an exceedingly high dimension feature house, a support vector machine identifies associate and best separating hyperplane between members and non-members of a given set. The entry purpose of the SVM formula is to see the characteristics in terms of a feature set from information pre-processing step and extracted victimization having completely different matrices methodology. In planned methodology, the SVM is employed to differentiate between pictures without tumors and those not having tumor categories.

RESULTS AND DISCUSSION

The tumour identification from a imaging could be a advanced method hence computing is useful to notice the precise tumor position during a brain imaging. In this work we tend to develop a unique technique for the tumor segmentation from 2D images. The deliberate technique is in detail represented within the preceding Section III and during this section the detail clarification on the execution result and its performance is analyzed. The projected approach for the brain tumor is prescribed in the operating platform of MATLAB and also the elaborate clarification on the implementation performance is as follows.

The following images represent the results obtained from the proposed algorithm. Fig 5(A), (B) and (C) gives an idea about the GUI developed, selected hemisphere and the obtained output respectively.

In fig 6, we illustrate the basic results

![Fig. 5. (A) Developed Graphical User interface [GUI] (B) Selected hemisphere (C) Obtained output](image-url)
obtained for the brain partitioning and the obtained histograms for a case I and case II. Also, it depicts the difference in the histogram obtained shows the pick value for brain MRI with a tumor case. In both the Cases 1 and 2 a pick is observed, when difference between right and left brain hemisphere histogram is plot. This pick indicates the asymmetry present in the two halves of the brain. This asymmetry indicates the abnormality present on one of the side of the brain. But, when

Fig. 6. Histogram of an original image, two halves of image and histogram of a difference image of case 1 and 2
Table 2 a. Statistical Features obtained for Images both from with tumor and without tumor cases

| Cases                  | Image | First Order Statistical Features | GLCM Features |
|------------------------|-------|----------------------------------|---------------|
|                        |       | Mean Avg | Contrast | Mean Avg | Contrast | Entropy | Energy | Entropy | Homogeneity | Absolute Value | Inertia Contrast |
| Images with Tumor      | I₁    | 164.50    | 26732.25 | -8.349e+19 | 3.048e+23 | 0.00688 | 7.3366 | -17225.42 | 1920.47 | 820 | 885.50     |
|                        | I₂    | 213.62    | 45211.04 | -8.883e+20 | 3.447e+26 | 0.01706 | 6.2400 | -4120.28 | 531.42 | 177.75 | 290.25     |
|                        | I₃    | 241.07    | 57634.96 | -2.649e+21 | -3.310e+19 | 0.07652 | 3.9256 | -67631.95 | 5449 | 0 | 0          |
| Avg Value              |       | 206.396   | 43192.75 | -1.207E+21 | 1.15E+26  | 0.03348 | 5.83406 | -29659.22 | 2633.63 | 332.583 | 391.916    |
| Cases without tumor   | I₁    | 95.62     | 8954.71  | -6.084e+17 | -1.928e+16 | 0.02461 | 5.5713 | -5194.21 | 586.39 | 249.75 | 262.25     |
|                        | I₂    | 98.71     | 9547.87  | -8.120e+17 | -2.493e+16 | 0.03197 | 5.2102 | -1516.86 | 214 | 67.50 | 67.50      |
|                        | I₃    | 75.51     | 5551.97  | -7.079e+16 | -2.850e+15 | 0.01384 | 6.5956 | -41924.14 | 4052 | 501.50 | 501.50     |
| Avg Value              |       | 89.9466   | 8018.1833 | -4.971E+17 | -1.569E+16 | 0.0234 | 5.78036 | -16211.74 | 1617.46 | 272.916 | 277.083    |

Table 2 b. Statistical Features obtained for Images both from with tumor and without tumor cases.

| Cases                  | Image | GLCM Features | GLRLM | GLGLM | GLSZM |
|------------------------|-------|---------------|-------|-------|-------|
|                        |       | Inverse Diff  | Max   | SRE   | LRE   | GLD   | RLD   | RP | Mean | SD | Variance | Mean | SD | Variance |
| Images with Tumor      | I₁    | 1916.80       | 242.75 | 0.460 | 22.26 | 158.12 | 191.045 | 1 | 1.58 | 5.948 | 481.95 | 1.687 | 2.821 | 88.335 |
|                        | I₂    | 527.90        | 182.50 | 0.517 | 29.67 | 43.31 | 46.766  | 1 | 3.54 | 7.156 | 755.82 | 1.125 | 2.061 | 39.435 |
|                        | I₃    | 5449          | 5449   | 0.139 | 498.37 | 209.30 | 22.366  | 1 | 1.79 | 1.614 | 1.12 | 0.062 | 0.250 | 0.0156 |
| Avg Value              |       | 2631.233      | 1958.083 | 0.372 | 183.43 | 136.91 | 86.7256 | 1 | 2.304 | 4.906 | 412.963 | 0.958 | 1.711 | 42.595 |
| Cases without tumor   | I₁    | 585.62        | 0      | 0.444 | 16.36 | 118.74 | 56.362  | 1 | -1.62 | 15.356 | 24974.51 | 0.625 | 1.408 | 8.6944 |
|                        | I₂    | 214           | 0      | 0.471 | 15.70 | 47.86 | 22.842  | 1 | -2.54 | 9.722 | 6552.31 | 0.062 | 0.250 | 0.0156 |
|                        | I₃    | 4052          | 0      | 0.131 | 181.76 | 129.13 | 43.743  | 1 | -2.66 | 2.443 | 0.272 | 0.562 | 1.152 | 0.6267 |
| Avg Value              |       | 1617.20       | 0      | 0.348 | 71.27 | 98.57 | 40.98   | 1 | -2.27 | 9.173 | 10509.03 | 0.416 | 0.936 | 3.1122 |
the difference histogram is plotted for normal brain, pick height is observed very minor and can be neglected.

The above Table 2.a and Table 2.b illustrates the details of the features obtained from the statistical analysis of the MRI images with normal brain images and images with a tumor. From the results obtained it is seen that the out of obtained features Average Contrast and Mean from first-order statistical feature set and Homogeneity, Absolute Value, Inertia Contrast from second-order statistical feature set i.e. GLCM features shows a remarkable difference for normal and with tumor images.

**Table 3. Methods Used in Literature and their findings**

| Sr. No | No of Images | Method Used | Avg Accuracy | Result |
|--------|--------------|-------------|--------------|--------|
| 1      | 334          | FCM         | 92.55        | Modified Convergence rate observed is superior [21] |
|        |              | Modified FCM | 92.45        |        |
| 2      | -            | ACO         | 80           | ACO with FCM performs better [23] |
|        |              | ACO with Fuzzy | 92         |        |
| 3      | 204          | SVM         | 91%          |        |
| 4      | 100          | SVM (Proposed Algorithm) | 92.60 | Average Time required is reduced |

**Table 4. The Result obtained by researchers available in the literature**

| Sr. No | No. of Samples used | Method 1 | Method 2 | Comparison of Avg. Time required |
|--------|---------------------|----------|----------|----------------------------------|
| 1      | 4                   | Snake Algorithm | Fuzzy Method | Method 1 Requires less time [19] |
| 2      | 30 and more         | Proposed method |          | Works on the half part hence execution time gets reduced still. |
| 3      | -                   | ANN       |          | 0.2434 sec. [19] |

selected half portion of the brain. Computational time needed are compared in the Table 4.

**CONCLUSION**

There are many segmentation algorithms present in the literature. Each one has its superior points and drawbacks depending on the methodologies used, screening techniques used (i.e. CT scan, MRI). The proposed algorithm divides the 2D MRI images into two hemispheres left and right. Statistical features are extracted from the selected half portion of the brain MRI. Among the features extracted from the image, it has been observed that Mean, Homogeneity, Absolute Value, Inertia, Contrast, Average Contrast, LRE, GLD, RLD, Variance are prominent ones. The SVM is used as a classifier. As the size of the image increases, it leads to increased computations to detect the tumor. This increased time for detection may not be acceptable in critical cases. This proposed approach of slicing brain into two halves for Brain Tumor Detection from MRI Images will have better computational efficiency compared to other methods as it only processes half section of the image. The execution time of the algorithm also gets reduced, but its
efficiency is retained. The implemented algorithm is applicable to axial and Coronal slice images only due to the symmetry property of the brain. In future, the proposed algorithm need to be applied on the simulated images so that obtained results can be authenticated precisely.
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