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Abstract

Every piece of software uses a model to derive its operational, auxiliary, and functional procedures. Unified Modeling Language (UML) is a standard displaying language for determining, recording, and building a software product. Several algorithms have been used by researchers to measure similarities between UML artifacts. However, there are no literature studies that have considered measurements of UML diagram similarities. This paper presents the results of a systematic literature review concerning similarity measurements between the UML diagrams of different software products. The study reviews and identifies similarity measurements of UML artifacts, with class diagram, sequence diagram, statechart diagram, and use case diagram being UML diagrams that are widely used as research objects for measuring similarity. Measuring similarity enables resolution of the problem domains of software reuse, similarity measurement, and clone detection. The instruments used to measure similarity are semantic and structural similarity. The findings indicate opportunities for future research regarding calculating other UML diagrams, compiling calculation information for each diagram, adapting semantic and structural similarity calculation methods, determining the best weight for each item in the diagram, testing novel proposed methods, and building or finding good datasets for use as testing material.

1. Introduction

Every piece of software features a set of models constituting its structural, behavioral, and functional perspectives. Unified Modeling Language (UML) is a standard modeling language used to specify, document, and build software products [1]. Software development using UML demands considerable effort and substantial time be invested in producing a good model. Reusing UML diagrams could solve this problem by helping to accelerate the software development process. However, reusing UML diagrams requires calculating the similarities between UML diagram artifacts.

Researchers have used several algorithms to measure the similarities between UML artifacts. However, no literature studies have considered measurements of similarities between UML diagram artifacts. Thus, this review aims to systematically analyze existing peer-reviewed literature, aggregating the results to explore similarity measurements for UML diagrams used in multiple software products.
This study utilizes a systematic literature review (SLR) technique following the approaches used by Kitchenham and Charters [2] and Inayat et al., [3]. This technique enables the summary of existing evidence concerning using UML diagrams for measurement and the presentation of background knowledge to properly position new research activities.

For this SLR, we have considered UML sequence diagrams, use case diagrams, statechart diagrams, activity diagrams, deployment diagrams, interaction diagrams, and object diagrams that have been investigated to measure similarities in software design. This study contributes an in-depth overview of similarity measurement UML diagrams and demonstrates the challenge of measuring UML diagrams using lexical information produced by the diagrams. Researchers have generally used UML diagrams as a research topic because UML is widely used in both software development and formal software engineering education.

The paper is structured as follows: Section 2 describes the method used for the review. Section 3 gathers and analyzes the selected studies. Section 4 discusses the results and answers the research question posed by this systematic review. Finally, Section 5 presents the SLR’s conclusions, along with its benefits, drawbacks, and implications for future research.

2. Methodology
This paper’s research method (see Fig. 1) was developed according to guidelines provided by Kitchenham and Charters [2]. First, we identified research questions to dictate the paper’s contribution. Second, we produced a search strategy. Third, we selected the papers, which included performing quality assessment. Finally, we extracted the data.

Fig. 1. Systematic literature review phases for this study

2.1. Research questions
This paper answers five main research questions, which were developed to shape the paper’s contributions.

RQ 1: What Unified Modeling Language diagrams are used to measure the similarity between two software products?
This question’s answer will provide a list of diagrams that have been measured and have not been measured, enabling the opportunity to measure diagrams that have never been measured.

RQ 2: What are the parameters (measuring instruments) used to measure the similarity between two software products?
This second question’s answer will demonstrate the measurement perspective used to measure similarity and provide the opportunity to comprehensively evaluate different parameters.

RQ 3: What is the domain of the problem resolved by the study?
This question’s answer will demonstrate the study’s purposes for measuring software similarity using UML diagrams.

RQ 4: What methods are used to calculate the similarity between the Unified Modeling Language diagrams of two software products?

RQ 4.1: How does the study in question determine the weight of the calculation if it is weighted?
This fourth question’s answer will help us to list the method used for similarity measurement and provide opportunities for improving techniques and the weighting of calculations.

RQ 5: What dataset is used?
This final question’s answer will demonstrate the difficulty of identifying a useful dataset to be used to train and test data. A good dataset will help us improve the measurement.
2.2. Search strategy

We searched for studies using various digital libraries: Scopus, Science Direct, IEEE, ACM, and Mendeley. We searched based on title, keywords, and abstracts, and we used the same set of keywords for all libraries: “software similarity”; “software similarity measure”; “software similarity metric”; “UML similarity”; “UML similarity measure”; “UML similarity metric”. The keywords used for this study were chosen to locate research articles measuring the similarity between designs; these keywords do not relate to the quality of the software. The searches were conducted for papers published between January 2013 and April 2020. This produced 833 papers from Science Direct, 1341 papers from IEEE, and 1087 papers from ACM.

2.3. Study selection

Paper selection included several stages (see Fig. 2). The initial search using different digital libraries and based on titles, keywords, and abstracts found 3261 papers. Those papers were filtered manually by excluding papers that were irrelevant with research topic or were duplicates. Following this step, 82 papers remained. This approach followed that used by Kitchenham et al., [2]. The remaining papers were subject to a more sophisticated assessment based on the full paper; additionally, papers not written in English were excluded. Following this step, 74 papers remained, including four literature review papers with different objects. Next, two researchers filtered each paper for inclusion independently; this involved a quick reading of each paper. These two researchers both had a software engineering research background. Papers were chosen if they could answer at least one of RQ1, RQ 2, or RQ 3. Following this step, only 16 papers remained. The next step involved forward and backward snowballing. This led to the identification of 14 additional papers. Then, the second step was repeated, ultimately leaving 28 papers.

Fig. 2. Paper search and selection stage of systematic literature review

2.4. Quality assurance and data extraction

The quality assurance in this paper is followed by Tuma, Calikli, and Scandariato [4]. We performed an assessment of included/excluded papers. As we knew before, there were two researchers who assess the paper. The criterion for the researcher who had assessed was that of midwife research experience in software engineering. The papers selected had to be included by both researchers. If one or both excluded a paper, that paper would not be selected. The quality of each paper was tested using a
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modification of the Souza metric [5]. These consistency norms incorporate inquiries evaluating the quality of a report and its contribution to the SLR’s range. Principles included each investigation’s meticulousness, reliability, and importance. The first criterion (C1) was whether the research objectives were well explained, with answers being yes (1), nominally (0.5), and no (0). The second criterion (C2) was whether the research context was handled properly, with answers being yes (1), nominally (0.5), and no (0). The third criterion (C3) was whether the findings were clearly stated, with answers being yes (1), nominally (0.5), and no (0). The fourth criterion (C4) was how valuable the research was, based on the findings, with answers being >80% (1), <20% (0), and in-between (0.5). The quality measurement results are presented in Fig. 3. Based on Fig. 3, 70% of the papers are excellent, 21% of the papers are very good, and the rest are good.

Fig. 3. Percentage ratings for study quality

3. Findings

The 28 papers selected are detailed in Table 1. For each review, we identified the problem solved, the method, the UML diagram measured, the parameters, and the source of the dataset. The 28 articles selected for this study are used to discuss and explain the answers to the research questions. The research papers considered by this SLR represent research discussing one or more UML diagrams.

Table 1. Overview of previous work

| Prev. Work & Method | UML Diagram | Parameter | Problem Domain & Source of Dataset |
|---------------------|-------------|-----------|-----------------------------------|
| Park and Bae [6]    | Class diagram, sequence diagram | Lexical information, structural information | Software Reuse & Reverse from source code |
| Storrle [7]         | Activity diagram, class diagram, deployment diagram, interaction diagram, object diagram, statechart, use case diagram | Lexical information | Clone Detection & One software design (XMI format) |
| Robles et al., [8]  | Class diagram | Lexical information | Software Reuse & n.a. |
| Salami and Ahmed [9]| Class diagram | Structural Similarity | Software Reuse & n.a. |
| Bonilla-Morales, Crespo, and Clunie [10]| Use case diagram | Lexical information | Software Reuse & n.a. |
| Salami and Ahmed [11]| Class Diagram | Structural Similarity | Software Reuse & Two class diagrams from opensource system |
| Prev. Work & Method | UML Diagram | Parameter | Problem Domain & Source of Dataset |
|---------------------|-------------|-----------|-----------------------------------|
| Assuncao and Vergilio [12] | Class diagram | Lexical information, structural information | Software Reuse & n.a. |
| Divide the searching process by finding an adequate model. | | | |
| Qiu, Li, and Sun [13] | Class diagram | Lexical information, structural information | Similarity Assessment & Reverse from source code |
| Divide the instrument into two. They are property (attribute and operation) and relationship (kind and number of public operation). | | | |
| Salami and Ahmed [14] | Class diagram, sequence diagram | Lexical information | Software Reuse & n.a. |
| Perform initial screening by taking metadata, sorting, and calculating the diagram, adapting artifacts to be used, integrated into the new system. | | | |
| Singh and Kaur [15] | Class diagram | Lexical information | Clone Detection & Two hospital class diagrams |
| Compare the number of attributes, attribute names, number of operations, name of operation, class type and visibility of two class diagrams | | | |
| Al-Khiaty and Ahmed [16] | Class diagram | Lexical information, structural information | Software Reuse & Two class diagrams from opensource system |
| Calculate similarity using the greedy algorithm. | | | |
| Al-Khiaty and Ahmed [17] | Class diagram | Lexical information, structural information | Software Reuse & Two class diagrams from opensource system |
| Calculate similarity using simulated annealing. | | | |
| Salami and Ahmed [18] | Sequence diagram | Structural information | Software Reuse & Ten software engineering undergraduate lecture materials |
| Use the Message Object Order Graph method and combine the Genetic Algorithm | | | |
| Nikiforova et al., [19] | Class diagram | Lexical information, structural information | Similarity Assessment & Three simple class diagrams |
| Match every instrument in abstract level between two diagrams. But they proposed a detail information level. | | | |
| Elkamel, Gizara, and Ben-Abdallah [20] | Class diagram | Lexical information | Software Reuse & Twenty class diagrams from undergraduate student |
| Recommend a new class by clustering similar classes. | | | |
| Al-Khiaty and Ahmed [21] | Class diagram | Lexical information, structural information | Software Reuse & Two class diagram flight booking system |
| Propose two instruments; they are internal information and neighborhood information. Find the best weight combination of them. | | | |
| Adamu and Zainoon [22] | Class diagram | Lexical information, structural information | Similarity Assessment & Five simple class diagrams |
| Divide into three instruments, namely similarity of concepts (Csim); similarity of functions (Fsim); metric similarity (MBSim) | | | |
| Al-Khiaty and Ahmed [23] | Class diagram | Lexical information, structural information | Software Reuse & Two class diagrams from opensource system |
| Optimize previous work [21] by combining Greedy with the Genetic Algorithm. | | | |
| Adamu and Zainoon [24] | Class diagram, sequence diagram, state machine diagram | Lexical information, structural information | Software Reuse & Six projects from undergraduate student |
| Combine similarities in structure, functional, and behavioral points of view using different weights. | | | |
| Adamu and Zainoon [25] | Sequence diagram | Structural information | Software Reuse & Ten projects from undergraduate student |
| The mapping between diagrams then calculate similarity using edit distance | | | |
| Siahaan et al., [26] | Sequence diagram | Lexical information, structural information | Similarity Assessment & Three sequence diagrams |
| Divide similarity instruments into two, namely objects and structures with arbitrary weights | | | |
| Adamu and Zainoon [27] | Statechart diagram | Structural information | Software Reuse & Two state diagrams |
| Match the graph that builds from the transition information. | | | |
| Fauzan et al., [28] | Class diagram | Lexical information | Similarity Assessment & Three class diagrams |
| Divide similarity instruments into two, namely property and relations. | | | |
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4. Results and Discussion

This section provides and discusses the results in the context of the research questions. A detailed description of the findings is presented to investigate the similarity measurements of diagrams used in software design.

The correspondent/first author diversity of publications had an even distribution, spreading from Europe, Asia, America, and Africa. We considered the location of the first author affiliation country to determine the authorship per geographical distribution (Fig. 4). Spain, Panama, Denmark, Brazil, Latvia, Czechia, India, Republic of Korea, China, Nigeria, and Arab Saudi. Arab Saudi was the most productive country with nine publications. Some studies were authored/co-authored by the same person, indicating the existence of an active research group in this field.

![Authorship distribution per country](http://doi.org/10.26594/register.v8i1.2248)  

**4.1. What UML diagrams are used to measure the similarity between two software products?**

As shown in Table 1, seven UML diagrams are used to measure the similarity between two software products: activity diagrams, class diagrams, deployment diagrams, interaction diagrams, object diagrams, statechart diagrams, sequence diagrams, and use case diagrams. Two papers discussed activity diagrams [7, 29], 20 papers discussed class diagrams [6, 7, 8, 9, 11, 12, 13, 14, 15, 17], [19, 20, 21, 22, 23, 24, 28, 30, 33, 34], one paper discussed deployment diagrams [7], one paper discussed interaction diagrams [7], one paper discussed object diagrams [7], four papers discussed statechart diagrams [7], [14, 24, 27], seven papers discussed sequence diagrams [6, 14, 18, 24, 25, 26, 31], and three papers discussed use case diagrams (see Fig. 5). Studies considered by this SLR describes the results for research considering one or more UML diagram types. Class diagrams are the UML diagram type most often used to measure the similarity between two software products, followed by sequence diagrams, statechart diagrams, and use case diagrams.
Research considering class diagrams is most common (constituting 71.4% of research articles) because class diagrams are a software development standard during the design phase [8, 35]. Class diagrams constitute a UML structural diagram; as such, there remains substantial opportunity to examine other diagrams pertaining to different categories.

In terms of frequency, research into behavior diagrams follows. This type includes sequence diagrams, statechart diagrams, and use case diagrams. As Fig. 5 indicates, class diagrams appear to be the most exciting direction for similarity measurement, with research into use case diagram similarity measurements not appearing until after 2012 and measurements utilizing statechart diagrams reappearing in 2017, indicating a different approach to measuring similarity.

Several studies [6, 7, 14, 24] do not measure only one diagram, instead utilizing several diagrams as a single software measurement. For example, Adamu and Zainon [24] measured software design using three types of diagrams: class diagrams, sequence diagrams, and statechart diagrams. Class diagrams were used as structural components, sequence diagrams as functional components, and statechart diagrams as behavioral components. That study combined the three components in one valuation with an arbitrary weight.

4.2. What are the parameters (measuring instruments) used to measure the similarity between two software products?

One paper [7] discussed various different diagrams and calculated document similarity in XMI [36] directly. Thus, it did not consider the structure of each calculated diagram. The rest of the papers discussed similarities in terms of diagrams, with similarities divided into semantic and structural similarity [26].

All of the papers used lexical information from class diagrams to measure semantic similarity between two classes. Such lexical information comprises the class name, the list of attributes, and the list of operations. Additionally, some papers [9, 11, 13, 16, 17, 21, 25, 28, 29, 32] used lexical information to measure the structural similarity between the diagrams, adding the relationship name and the neighbor’s name. However, some papers did not use lexical information to measure structural similarity. For example, [15] used the number of neighbors from each class.

The semantic similarity between the two classes needs to be more complex, given it is known that a class does not only comprise the class name, attribute names, and operation names. For instance, an
attribute contains more information inside, such as modifier and datatype. Meanwhile, operations include, for example, modifier, operation type, and parameters. Additionally, structural similarity should be more complex. For example, a relationship features a type, a name, a cardinality, etc. Thus, the challenge is to be able to measure the similarity between class diagrams with complete information.

Structural similarity is measured by the message between two objects, which contains lexical information, including message name, source object or source class name, and target object or target class name. However, complete information is needed to make better measurements. For instance, we could add message type. The semantic similarity of the statechart diagram is also measured using lexical information, including state name, activity, and type. However, a state also consists of more complex information. For instance, a state features entry activity, which contains the activity value and type (e.g., signal, call).

Additionally, more transition information is needed to measure structural similarity. Although most of the papers used the source state and target state names, transition information includes more complex items such as trigger events, guard, and affect behavior. Furthermore, a trigger event features even more complex information (e.g., expression, value, kind). While all of the papers used lexical information from the use case diagram, they only measured the structural similarities. Lexical information combines the name of the actor, the use case, and the relation. However, we can also calculate the semantic similarity based on the list of actors and use cases.

Based on these findings, we can classify instruments into two categories: lexical information and structural information. Lexical information comprises complete information and partial information. Whole lexical information is a collection of detailed information (e.g., information class name, list of attributes, and list of operations in the class diagram), while partial information only uses some of the lexical information. Structural information comprises graph-form information and neighborhood information. Graph-form information prioritizes the similarity of the structure of the diagram that has been converted into a graph, thus overriding lexical information. Meanwhile, neighborhood information uses lexical information from the structure and is also divided into two categories: whole neighborhood information and partial neighborhood information. All information can be either lexical or based on the instrument number. The detailed instrument, based on previous research, appears in Fig. 6, which demonstrates the two kinds of information: lexical and structural.

Research on whole lexical information was identified for class diagrams [7, 13, 15, 16, 17, 19, 21, 23, 28], sequence diagrams [7, 26, 31], statechart diagrams [7] and use case diagrams [7, 10, 32], while research on partial lexical information was identified for class diagrams [6, 8, 14, 20, 22], sequence diagram [14, 25], and statechart diagrams [14]. Regarding structural information which includes graph-form information and neighborhood information, research on graph-form information was identified for class diagrams [33], sequence diagrams [6, 18], and statechart diagrams [27]. Finally, research on whole neighborhood information was identified for class diagrams [8, 16, 17, 19, 21, 23] and sequence diagrams [26] and research on partial neighborhood information was identified for class diagrams [6, 9, 11, 12, 13, 22] and sequence diagrams [25].

---

**Fig. 6. Measuring instruments**

Most of the research papers aimed to propose or optimize a method, with only a few aiming to test a proposed method. For software reuse, only two papers [20, 21] tested the proposed method using the class diagram. For clone detection, two papers [7, 15] used class diagrams for testing. However, no similarity measurement papers tested a proposed method. Fig. 7 presents the aims of the different studies considered.
Software reuse papers tested their research using precision and recall, with none utilizing similarity measurements to test their research. Clone detection papers also tested their research using precision and recall. However, it would be somewhat inappropriate to test similarity measurements and clone detection using precision and recall. This is because design similarity has no standardized goals, with the average of all measurements being based on subjective expert assessments, with measurement agreement among experts used to measure a design’s similarity. However, this does not necessarily obtain the correct score. Therefore, design similarity should be tested according to the method’s reliability. This can involve using the kappa statistic [37, 38, 39] or Gwet’s AC1 [40, 41, 42] to measure a method’s results and the Alpha Cronbach [43, 44] to ensure the data’s reliability. But, Gwet’s AC1 could be better than the kappa statistic for assessment case [45, 46, 47, 48].

Fig. 7. Distribution of Unified Modeling Language diagrams and problem domains

Software reuse papers tested their research using precision and recall, with none utilizing similarity measurements to test their research. Clone detection papers also tested their research using precision and recall. However, it would be somewhat inappropriate to test similarity measurements and clone detection using precision and recall. This is because design similarity has no standardized goals, with the average of all measurements being based on subjective expert assessments, with measurement agreement among experts used to measure a design’s similarity. However, this does not necessarily obtain the correct score. Therefore, design similarity should be tested according to the method’s reliability. This can involve using the kappa statistic [36] to measure a method’s results and the Alpha Cronbach [37, 38] to ensure the data’s reliability.

4.3. What methods are used to calculate the similarity between the Unified Modeling Language diagrams of two software products?

The methods can be divided into those calculating lexical similarity and those calculating structural similarity. First, the method for calculating lexical similarity comprises syntactic and semantic approaches. In the early years, several papers used a syntactic approach [49, 50, 51, 52], which is generally used to detect clones so that the similarity between words becomes binary [7]. Then, such research [18, 23, 28] began to use semantic similarity [53, 54, 55]. The similarity between words was no longer binary but located on a scale between zero and one. The most widely used algorithm for semantic calculation is Wu Palmer [56, 57, 58], which combines with Wordnet [59, 60, 61] to find the semantic similarity between two words [57, 62]. The Wu Palmer similarity measurement is characterized by its straightforwardness and precise findings.

Second, most papers changed diagrams into graphs [63] or ontologies [10] to calculate structural similarities. Then, they used graph matching [64, 65, 66, 67, 68] to measure similarity. Yuan [63] used the maximum common subgraph [69, 70, 71, 72] as a similarity method. Maximum common subgraphs examine isomorphism graphs. The bigger the isomorphism graph, the higher the level of similarity. Another method for measuring graph similarity is the graph edit distance [73, 74, 75, 76, 77]. The difference between the graph edit distance and the maximum common subgraph is on the part of the graph being measured.

The other papers used lists of combinations of source and target information in the diagram. For example, some used a combination of source class, relation name, and target class to calculate the
similarity of the combination to the combination identified for other diagrams. Some of these methods utilize a repository to perform software reuse.

Based on our findings, syntactic similarity performs better than semantic similarity in terms of word comparison for software reuse and clone detection. However, semantic similarity performs better than syntactic similarity when it comes to similarity measurements.

Some papers used the weight in their calculation to show the importance of each item. For example, weights are required for each combination of source classes, relation names, and target classes to measure the similarity of combinations between the two diagrams. However, most use an arbitrary weight and have not tested the weight to obtain the best weight for calculating similarity. Only one paper [21] tested weight combinations in the context of class diagram instruments. As such, another experiment is needed to identify the best weight for every item in the diagram.

4.4. What dataset was used?

According to Table 1, the datasets used were limited, with some comparing two simple diagrams and some using a dataset built by the researchers themselves. The problem with self-built datasets is the lack of good datasets produced. Furthermore, most papers concluded that the method needed to be tested on a better, more complex dataset. Thus, it is necessary to address the challenging problem of obtaining a dataset suited to testing such methods.

5. Conclusion

This paper’s SLR considered 28 papers measuring UML similarity. The papers were derived from some digital libraries, and four diagrams were found to be commonly used to measure software similarity: class diagram, sequence diagram, statechart diagram, and use case diagram. The problem domains resolved were software reuse, similarity assessment, and clone detection. The instruments used to measure similarity were semantic and structural. Semantic similarity was identified as more suitable for comparing two words, whereas syntactic similarity was identified as more suitable for measuring similarity in the contexts of software reuse and clone detection.

As per the results discussed in Section 4, opportunities in future work have been identified. First, there are many UML diagrams that have yet to be used to calculate similarity measurements. Second, it is necessary to complete the information for each diagram calculated. Third, we can adapt both semantic and structural similarity calculation methods. Fourth, we can determine the optimum weight for each item in a given diagram. Fifth, it is necessary to test the proposed methods. Finally, it is necessary to build or identify a dataset that can be usefully applied as source material for testing the method.
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