New method of COBRA parameters comparison
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Abstract. The comparison between two or more number rows is very difficult and impossible to perform without additional mathematical processing and formulas. A tool is needed to determine whether the efficiency of the algorithm has significantly improved, the changes made, or at a certain level of significance, these changes have not made any special improvements to the operation of the optimization algorithm. The methods of variational series comparison were analyzed. A new method of variational series comparison was developed. The methodology was tested when choosing parameters and for comparing the influence of initialization methods on the global optimization genetic algorithm and the collective optimization method based on the Co-Operation of Biology Related Algorithms (COBRA) based on bionic algorithms. The studies showed that the new method of variational series comparison well fulfilled its functions and coped with its task.

1. Introduction

Comparing two numbers with each other is not difficult and can not be processed by any special method [1]. It is possible to compare variational series with each other by arithmetic averages and dispersion factors. In this case, the comparison of two variational series of numbers is reduced to a simple comparison of two numbers. Such a simple comparison can be carried out for an unlimited number of rows depending on the problem being solved. Such a simple comparison has very weak mathematical power and is not suitable for serious research.

When experimenting with optimization algorithms, researchers often try to make some changes to the operation of these algorithms: to change the value of the parameters of the algorithms, to replace some modules of the algorithm with others, etc. [2, 3] With such experimentation, researchers would always like to have a tool - a technique with which one could make the correct and most accurate comparison of changes made to algorithms. To solve this question, a method for comparing variational series was created, i.e. methodology for comparing the effect of changes on the efficiency of optimization algorithms. This methodology was applied to compare the effects of various changes of algorithms on the efficiency of the genetic algorithm of global optimization [4, 5] and the collective optimization method based on common bionic algorithms - Co-Operation of Biology Related Algorithms (COBRA) [6].

Recently, a weak comparison methodology has been used in the work of scientists. Therefore, a new method of variational series comparison was developed and applied.
2. Explanatory part
Figure 1 shows a scheme for identifying factors, factor levels and observations. The factor is the module of the algorithm, the factor level is the version of the algorithm, and the observation is the algorithm implementation.
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Figure 1. Scheme of factors, factor levels and observers

The last studies in this area were conducted by A.V. Penenko in 2019 [7]. In his works, a comparison methodology was used that does not allow revealing hidden patterns of binary strings.

3. Experimental part
Figure 2 shows the block diagram of new variation series comparison method.

If it is necessary to compare more than two variational series (samples), for example, when several modifications of the same algorithm module is compared (Figure 1), then it is needed:

- To get variation series samples of more than three elements.
- To check the samples for statistical stability using the Strangers coefficient [8].
- To check the samples for a normal distribution law [9] by criterion 2 at a 0.05 significance level.
- To test the hypothesis about the equality of all samples variances according to the Bartlett criterion at a significance level of 0.05 [10].
- If the variances are equal and the normal law is confirmed, then:
  - To test the hypothesis about the equality of the mathematical expectations of all samples for single-factor variance analysis at a significance level of 0.05, i.e. check whether all mathematical expectations are equal to each other (whether the change of module versions (factor levels) affects the efficiency of the algorithm).
  - To determine the effect of the module itself on the efficiency of the algorithm by single-factor analysis of variance at a significance level of 0.05, using a sample coefficient of determination.
- If all mathematical expectations are not equal, then in order to identify which mathematical expectations are different from each other and which are not, it is necessary to carry out a multiple comparison of Scheffe.
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**Figure 2.** Method flowchart for comparing variation series
Otherwise:

- To test the hypothesis of mathematical expectations equality for nonparametric variance analysis.
- To conduct multiple comparisons according to the S-method.
- To build a dispersion analysis model to determine the effect of each factor level on the efficiency of the algorithm.

If it is necessary to compare only two variational series, then in sub-Clause 5.1, instead of single-factor analysis of variance, it is possible to test the hypothesis of mathematical expectations equality, at a significance level of 0.05 by Student's statistics, having previously checked the equality of variances at a significance level of 0.05 by Fisher statistics. Sub-clauses 5.2, 5.3, 6.2 and 7 are not implemented in this case. However, in this case it is impossible to determine the effect of the module itself on the efficiency of the algorithm, therefore it is recommended when comparing two variational series also to use the methodology described above.

4. Results

This technique made it possible to compare the values of the genetic optimization algorithm parameters and the collective optimization method based on common bionic algorithms - the Co-Operation of Biology Related Algorithms (COBRA), at a significance level of 0.05. What options are significantly different from each other, and which are not.

This technique was applied to compare the effect of initialization methods on the efficiency of the collective optimization method based on the common bionic algorithms - Co-Operation of Biology Related Algorithms (COBRA) at a significance level of 0.05. Testing the hypothesis about the equality of mathematical expectations was carried out by univariate analysis of variance, which led to the subsequent multiple comparison of Scheff.

This technique was also applied to compare the effect of initialization methods on the efficiency of the global optimization genetic algorithm at a significance level of 0.05. Testing the hypothesis about the equality of mathematical expectations was carried out by univariate analysis of variance, which also led to the subsequent multiple comparison of Scheff.

5. Conclusion

Different methods of comparison of variational series were analyzed. A new method of variation series comparison was developed. A new technique was applied when choosing the parameters of two algorithms and for comparing the influence of initialization methods on the genetic algorithm of global optimization and the collective optimization method based on the common bionic algorithms - Co-Operation of Biology Related Algorithms (COBRA). The studies showed that the new method of variation series comparison copes well with its task.
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