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Abstract

Science and engineering problems subject to uncertainty are frequently both computationally expensive and feature non-smooth parameter dependence, making standard Monte Carlo too slow, and excluding efficient use of accelerated uncertainty quantification methods relying on strict smoothness assumptions. To remedy these challenges, we propose an adaptive stratification method suitable for non-smooth problems and with significantly reduced variance compared to Monte Carlo sampling. The stratification is iteratively refined and samples are added sequentially to satisfy an allocation criterion combining the benefits of proportional and optimal sampling. Theoretical estimates are provided for the expected performance and probability of failure to correctly estimate essential statistics. We devise a practical adaptive stratification method with strata of the same kind of geometrical shapes, cost-effective refinement satisfying a greedy variance reduction criterion. Numerical experiments corroborate the theoretical findings and exhibit speedups of up to three orders of magnitude compared to standard Monte Carlo sampling.

1 Introduction

Many complex engineering problems are non-smooth functions of physical parameters with unknown values that can be modeled as random variables. Problems where the solution or its derivative is non-smooth or even discontinuous in uncertain physical parameters include high-speed flow in computational fluid dynamics \cite{16}, porous media flows \cite{3} and transport \cite{35}, weather and climate predictions \cite{26}, and geomechanics \cite{2}. Due to the non-smooth parameter dependence, quantifying the uncertainty in the solution of these problems commonly involves repeatedly sampling from the parameter domain. As a single evaluation of the underlying model is in general very computationally demanding, efficient sampling is essential to keep the total number of samples at a minimum to obtain some prescribed statistical tolerance accuracy. For classic Monte Carlo based sampling methods, for example, the error decays as $CN^{-1/2}$, where $C$ is typically well approximated by a constant depending on the problem at hand, and $N$ is the number of samples. Increasing the number of samples by two orders of magnitude to get a single order of magnitude error reduction is often numerically intractable, in particular when the model at hand describes a complex
physical problem. Variance reduction techniques aim at reducing the overall computational cost by providing an estimator with reduced variance compared to the Monte Carlo variance $CN^{-1/2}$ for fixed $N$; see, e.g., [18, Ch. 9] or [11, Ch. V] and the references therein. Improving upon the canonical Monte Carlo rate of $-1/2$, for example by using quasi-Monte Carlo sampling [24, 9] or spectral methods [10], typically requires a regular (i.e., differentiable) dependence of the quantity of interest with respect to the uncertain parameters. Conversely, general-purpose variance reduction techniques that are effective when there is a non-smooth parameter dependence aim at decreasing the constant $C$. Variance reduction via generalized (approximate) control variates, such as the Multi-Level and Multi-Index Monte Carlo methods, has become a very popular approach for a wide range of applications due to its computational efficiency; see, e.g., [4, 12, 15] for a general account and [23, 19, 13, 20] for variants tailored to, and applications for, particular non-smooth quantities of interest. These methods are in particular suitable when a hierarchy of correlated models of different degree of fidelity can be established, e.g., multiple physical grids of different resolution. For problems such as those modeling fractured porous media for example, it is however often prohibitive to introduce conforming grids of different degrees of refinement.

An alternative means to obtain variance reduction that does not rely on the concept of a hierarchy of different models (for instance when only a single unstructured grid is available) is offered by stratified sampling methods [11, 18]. The idea is straightforward: the stochastic domain is partitioned into disjoint subsets, so-called strata, and a suitable number of samples are drawn from each stratum. A quantity of interest can be computed as a function of local mean values of each stratum. The number of samples can be chosen differently from standard Monte Carlo sampling, which offers the potential to achieve an estimator with significantly reduced standard error. The optimal number of samples per stratum is a function of the local variance and the size of the stratum. Collectively, this leads to a variance reduction compared to Monte Carlo sampling. Thus, the number of times an often expensive numerical simulator needs to be solved can be reduced with significant computational speedup as a result. The existing literature is mainly concerned with either the proportional or the optimal allocation of samples given a fixed stratification of the stochastic domain. In this work, we introduce a hybrid sample allocation rule as a linear combination of proportional and optimal allocation. Moreover, the optimal stratification of the stochastic domain is not assumed known apriori. We therefore devise an original method where we start from a single stratum and adaptively subdivide the stochastic domain into finer strata, while assigning new samples to asymptotically satisfy a sampling distribution defined by some prescribed allocation rule.

Stratified sampling is usually restricted to low dimensions due to exponential growth in the number of strata with increasing dimension. This problem can be overcome by using, e.g., latin hypercube sampling where only the marginal distributions are stratified [18]. Here we use an adaptive strategy to attenuate the dimensional restriction. It is noteworthy, however, that while adaptivity enables to use stratified sampling for moderate dimensions, its efficiency will nonetheless degenerate in higher dimensions. In [11] the authors introduce an asymptotically optimal stratified sampling estimator for a fixed stratification using the standard empirical variance estimators to update the stratum parameters. Adaptivity of
the stratification was suggested in [30], where recursive adaptive stratification was used to bisect a parallelepiped domain based on the maximum of the squares of the differences between minimum and maximum sample values in the tentative stratification. An adaptive stratification algorithm using a sequentially updated stratification matrix determining stratum boundaries was proposed in [10]. Refined stratified sampling where single-sample strata are sequentially bisected, and the stratification enriched by a single-sample stratum at the time was introduced in [31]. This framework was later combined with hierarchical Latin hypercube sampling to target very high-dimensional problems [33].

Adaptive stratification is a special case of adaptive decomposition of the stochastic domain. In [8] the authors describe an adaptive Quasi Monte Carlo method on a hypercube stratification with bisections of strata maximizing an error indicator. The work [39] introduces a simplex tessellation of stochastic parameter space to discretize irregular domains. Targeting discontinuous functions, the authors of [17] suggested a stochastic domain decomposition based on solution discontinuities identified via polynomial annihilation. A Voronoi tessellation of the random space based on random samples, together with localized surrogate modeling to capture solution discontinuities, has been proposed in [31]. Also based on polynomial annihilation for discontinuity detection is the work [14] using support vector machines for building stochastic surrogate models.

The paper is structured as follows. Section 2 describes the classical stratified sampling estimator. Moreover, it introduces the novel hybrid stratified sampling estimator. Section 3 presents the new adaptive stratification algorithm together with a variance minimizing stratum splitting strategy as well as a probabilistic robustness analysis due to exact stratum variances being replaced by sample estimates. In Section 4 we discuss practical aspects of the proposed adaptive sampling algorithm, including choices of stratum shapes and efficient strata splitting strategies. Numerical results are presented in Section 5 where the method is tested on a hierarchy of different problems, ranging from synthetic test cases to those describing simplified geomechanics during CO$_2$ injection into an aquifer. The paper ends with a discussion and outlook in Section 6.

2 Stratified Sampling Estimators

We consider a quantity of interest $Q$ that is given as a scalar-valued measurable function $f: \mathbb{R}^n \to \mathbb{R}$ of an $n$-dimensional random vector $Y = (Y_1, \ldots, Y_n) \in \mathcal{U} \subset \mathbb{R}^n$, that is, $Q = f(Y)$ constitutes a random variable on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Specifically, throughout this work we assume that $Q \in L^2(\Omega, \mathcal{F}, \mathbb{P})$. Furthermore, we suppose that the components $Y_k$ ($k = 1, \ldots, n$) are mutually independent random variables with finite variance and known, but not necessarily identical probability distributions. If $F_k$ denotes the cumulative distribution function of $Y_k$, $k = 1, \ldots, n$, then the random variables $Y_k$ and $F_{Y_k}^{-1}(U_k)$ for a uniformly distributed random variable $U_k$ on $[0, 1]$ have the same distribution in view of the inverse probability integral transform. One may thus write $Y_k = F_{Y_k}^{-1}(U_k)$ for $k = 1, \ldots, n$ with $U_1, \ldots, U_n$ mutually independent and identically distributed (i.i.d.), $U_1 \sim U[0,1]$. Without loss of generality, we may therefore assume that the stochastic domain
\( \mathcal{U} \) is the hypercube \( \mathcal{U} = [0,1]^n \) and that \( Y_k \sim U[0,1] \) for \( k = 1, \ldots, n \), viewing the particular choices of \( F_k \) as part of the “model” \( f \), which, throughout this work, is assumed to be “complicated” and computationally expensive to evaluate.

### 2.1 Basic definition and properties

Stratified sampling is an estimation technique to approximate \( \mathbb{E}(Q) = \mathbb{E}(f(Y)) \) with reduced variance compared to classic Monte Carlo sampling [1, 18]. The variance reduction is achieved by dividing the stochastic domain \( \mathcal{U} \) into multiple disjoint regions, so-called strata, aiming at reducing the variation in each stratum. Specifically, let \( S \) be a stratification of the domain \( \mathcal{U} \), in the sense that \( \mathcal{U} = \bigcup_{S \in S} S \) and \( S \cap T = \emptyset \) for \( S, T \in S \) with \( S \neq T \). For each stratum \( S \in S \) we define \( Q_S : \Omega \to \mathbb{R} \) as the random variable with distribution of \( Q = f(Y) \) conditioned upon \( Y \in S \), that is, the distribution \( P_{Q_S} \) of \( Q_S \) is given by

\[
A \mapsto P_{Q_S}(A) \equiv \frac{P(Q \in A, Y \in S)}{P(Y \in S)} = \frac{P(f(Y) \in A, Y \in S)}{P(Y \in S)},
\]

for any \( A \in \mathcal{F} \). Let \( p_S := P(Y \in S) \) denote the measure (or “size”) of \( S \). Then

\[
\mathbb{E}(Q) = \mathbb{E}(f(Y)) = \sum_{S \in S} p_S \mathbb{E}(Q_S) = \sum_{S \in S} p_S \mathbb{E}(f(Y) | Y \in S)
\]

by the law of total probability. The stratified sampling estimator \( \hat{Q} \) of \( \mathbb{E}(Q) \) is obtained by estimating the expected value \( \mathbb{E}(Q_S) \) in each stratum \( S \) by a Monte Carlo average based on \( N_S \in \mathbb{N} \) i.i.d. samples of \( Q_S \):

\[
\hat{Q} := \sum_{S \in S} \frac{p_S}{N_S} \sum_{j=1}^{N_S} Q_S^{(j)} , \quad Q_S^{(j)} \sim P_{Q_S} \quad 1 \leq j \leq N_S .
\]

Consequently, \( \hat{Q} \) relies on a total of \( N := \sum_{S \in S} N_S \) number of samples and constitutes an unbiased estimator of \( \mathbb{E}(Q) \). For (1) to provide a practical estimator, the measure \( p_S \) has to be known for every stratum \( S \in S \) and, furthermore, it needs to be possible to sample from the distribution of \( Q_S \). Throughout this work, we will assume that this is the case; see Sect. [4] for possibilities how to realize this in practice. The estimator’s variance is then given by

\[
\mathbb{V}(\hat{Q}) = \sum_{S \in S} \frac{p_S^2 \sigma_S^2}{N_S} = \frac{1}{N} \sum_{S \in S} \frac{p_S^2 \sigma_S^2}{N_S/N} ,
\]

where \( \sigma_S^2 := \mathbb{V}(Q_S) = \mathbb{V}(f(Y) | Y \in S) \). If the numbers of samples \( N_S \) are selected such that \( \lim_{N \to \infty} \frac{N}{N_S} < \infty \) for all \( S \in S \), then \( \lim_{N \to \infty} N \mathbb{V}(\hat{Q}) < \infty \) and the stratified sampling estimator \( \hat{Q} \) satisfies the central limit theorem, in the sense that

\[
\frac{\hat{Q} - \mathbb{E}(Q)}{\sqrt{\mathbb{V}(\hat{Q})}} \xrightarrow{N \to \infty} \mathcal{N}(0,1) ,
\]
see, e.g., [1] and the references therein. In practice, when \( N \) is sufficiently large, this asymptotic normality can be used to report also an approximate confidence region for the point estimate \( \hat{Q} \). In that case, the natural variance estimator for (2) is \( \hat{V} \), which is obtained by replacing the unknown variances \( \sigma^2_S \) in each stratum by the empirical variances \( \hat{\sigma}^2_S \). For example, let \( z_{(1+p)/2} := \Phi^{-1}(1+\frac{p}{2}) \) be the \((1+p)/2\) quantile of the standard normal distribution, then

\[
p \approx \mathbb{P}
\left|
\hat{Q} - \mathbb{E}(Q)
\right| \leq z_{1+p} \sqrt{\hat{V}(\hat{Q})^{1/2}},
\]

(4) in view of the asymptotic normality of \( \hat{Q} \).

2.2 Proportional and optimal sample allocation rules

To make the stratified sampling estimator practical, one has to select a rule for the number of samples \( N_S \) in each stratum \( S \in \mathcal{S} \). There are two popular choices, namely proportional allocation and optimal sample allocation, that is the number of samples are chosen according to

\[
N^\text{prop}_S := p_SN \quad \text{and} \quad N^\text{opt}_S := \frac{p_S\sigma_S}{\sum_{S \in \mathcal{S}} p_S\sigma_S}N,
\]

(5) respectively. In practice these rules are, of course, only used up to integer rounding. For the discussion in this section, we will, however, consider the number of samples in strata as continuous variables for simplicity.

The latter allocation rule in (5) is optimal in the sense that it provides the stratification estimator with the smallest variance for a given stratification \( \mathcal{S} \) with a total of \( N \) samples. Specifically, the estimator’s variance \( V^\text{opt} \) using optimal sample allocation \( N_S = N^\text{opt}_S \) and the estimator’s variance \( V^\text{prop} \) using proportional sample allocation \( N_S = N^\text{prop}_S \) satisfy,

\[
V^\text{opt} = \frac{1}{N} \left( \sum_{S \in \mathcal{S}} p_S\sigma_S \right)^2 \leq \frac{1}{N} \sum_{S \in \mathcal{S}} p_S\sigma^2_S = V^\text{prop} \leq \frac{V(Q)}{N},
\]

(6) where the first inequality is a consequence of Jensen’s inequality and the second inequality follows from the law of total variance. Notice that the preceding display indicates that stratification with either sample allocation rule never increases the variance compared to classic Monte Carlo sampling with \( N \) samples.

While the optimal sample allocation rule provides an estimator with minimal variance, its practical implementation faces the difficulty that the strata standard deviations \( \sigma_S \) are typically unknown. Possible remedies include estimating the standard deviations using a pilot run, see, e.g., [18], or via an adaptive procedure by sequentially allocating samples, such as the algorithm introduced in [11] which asymptotically achieves the optimal variance \( V^\text{opt} \). We reiterate that in this work we are concerned with the case where \( f \) represents a complex model that may be computationally expensive to evaluate. Pilot runs to estimate the variances in each stratum are therefore not affordable.
2.2.1 Probability of misestimating the estimator’s variance

In addition to potential practical difficulties, the choice of the sample allocation rule may also affect the accuracy of the stratification estimator’s variance estimate, which is, for example, used in (4) to offer approximate confidence intervals. In practice, the natural variance estimators for the stratification estimator using proportional and optimal sample allocation are

\[ \hat{V}_{\text{prop}} := \frac{1}{N} \sum_{S \in S} p_S \hat{\sigma}_S^2 \quad \text{and} \quad \hat{V}_{\text{opt}} := \frac{1}{N} \left( \sum_{S \in S} p_S \hat{\sigma}_S \right)^2, \]  

respectively, where \( \hat{\sigma}_S^2 \) denotes the empirical variance

\[ \hat{\sigma}_S^2 := \frac{1}{N_S - 1} \sum_{j=1}^{N_S} \left( Q_S^{(j)} - \overline{Q}_S \right)^2, \quad \overline{Q}_S := \frac{1}{N_S} \sum_{j=1}^{N_S} Q_S^{(j)}, \]

in stratum \( S \) based on \( N_S \) i.i.d. samples \( Q_S^{(1)}, \ldots, Q_S^{(N_S)} \) and \( \hat{\sigma}_S \equiv \sqrt{\hat{\sigma}_S^2} \) is the corresponding empirical standard deviation. The variance estimates in (7), in particular \( \hat{V}_{\text{opt}} \), may have practical limitations for strata with small sample sizes \( N_S \), because \( \hat{\sigma}_S \) is not an unbiased estimator for the standard deviation \( \sigma_S \). In fact, \( \hat{\sigma}_S \) is only an asymptotically unbiased estimator in contrast to \( \hat{\sigma}_S^2 \), which is an unbiased estimator for the variance \( \sigma_S^2 \). The Lemma below states concentration inequalities for quantifying the deviations of both of the stratification estimator’s variance estimates from the theorized values. Their proof is based on arguments similar to the ones used for classic Chernoff bounds; see, e.g., [37, Chap. 2].

**Lemma 1.** For a given stratification \( S \), let \( \hat{V}_{\text{prop}} \) and \( \hat{V}_{\text{opt}} \) be as in (7). Suppose that for every stratum \( S \in S \) there exist finite constants \( 0 \leq M_S \), such that the empirical standard deviations satisfy \( \hat{\sigma}_S \leq M_S \) almost surely. Then the variance estimator for proportional sample allocation satisfies

\[ \mathbb{P}( |\hat{V}_{\text{prop}} - V_{\text{prop}}| \geq \vartheta ) \leq 2 \exp \left( -\frac{2 \vartheta^2 N^2}{\sum_{S \in S} p_S^2 M_S^4} \right), \]

for any \( \vartheta > 0 \). Conversely, the variance estimator for optimal sample allocation satisfies

\[ \mathbb{P}( |\hat{V}_{\text{opt}} - V_{\text{opt}}| \geq \vartheta ) \leq 2 \exp \left( -\frac{2(|B| - \vartheta N)^2}{\left( \sum_{S \in S} p_S M_S \right)^4} \right), \]

for any \( \vartheta > \frac{|B|}{N} \), where \( B := \sum_{S,T \in S, S \neq T} p_{ST} (b_S b_T + b_S \sigma_T + b_T \sigma_S) \) denotes the estimator’s bias with \( b_S := \mathbb{E}(\hat{\sigma}_S) - \sigma_S \) for \( S \in S \).

**Proof.** Let \( \vartheta \geq 0 \). It follows from Markov’s inequality that

\[ \mathbb{P}( |\hat{V} - V| \geq \vartheta ) = \mathbb{P}(N(\hat{V} - V) \geq \vartheta N) + \mathbb{P}(N(\hat{V} - V) \leq -\vartheta N) \]

\[ = \mathbb{P}(e^{tN(\hat{V} - V)} \geq e^{t\vartheta N}) + \mathbb{P}(e^{-tN(\hat{V} - V)} \geq e^{-t\vartheta N}) \geq e^{-t\vartheta N} \left[ \mathbb{E}(e^{tN(\hat{V} - V)}) + \mathbb{E}(e^{-tN(\hat{V} - V)}) \right], \]

for any \( t > 0 \).
for any \( t > 0 \), where \( V \) and \( \hat{V} \) are placeholders for any stratified sampling estimator’s true variance and its estimated variance, respectively.

We begin with the case of proportional sample allocation. That is, we use \( \hat{V} \equiv \hat{V}_{\text{prop}} \) and \( V \equiv V_{\text{prop}} \). As the variance estimators \( \hat{\sigma}_S^2 \) and \( \hat{\sigma}_T^2 \) are independent for strata if \( S \neq T \), it follows from Hoeffding’s lemma and the hypotheses that

\[
\mathbb{E} \left( e^{\pm tN(\hat{V} - V)} \right) = \prod_{S \in \mathcal{S}} \mathbb{E} \left( e^{\pm t(\hat{\sigma}_S^2 - \sigma_S^2)p_S} \right) \leq \prod_{S \in \mathcal{S}} e^{\frac{t^2}{8} \sigma_S^4 M_S^2} = e^{\frac{t^2}{8} \sum_{S \in \mathcal{S}} p_S^2 M_S^2},
\]

since \( \mathbb{E}(\hat{\sigma}_S^2) = \sigma_S^2 \) for all \( S \in \mathcal{S} \). Consequently, we obtain the bound

\[
\mathbb{P}\left(|\hat{V} - V| \geq \vartheta \right) \leq 2e^{\left(\frac{t^2}{8} \sum_{S \in \mathcal{S}} p_S^2 M_S^2 \right) \left(-\vartheta N\right)}.
\]

for any \( t > 0 \). Minimizing the right-hand side over \( t > 0 \) yields the claim.

For the case of optimal sample allocation, we proceed similarly. In fact, using \( \hat{V} \equiv \hat{V}_{\text{opt}} \) and \( V \equiv V_{\text{opt}} \), Hoeffding’s lemma yields

\[
\mathbb{E} \left( e^{\pm tN(\hat{V} - V)} \right) = \mathbb{E} \left( e^{\pm t \sum_{S,T \in \mathcal{S}} p_{ST} (\hat{\sigma}_S \hat{\sigma}_T - \sigma_S \sigma_T)} \right) \leq e^{\pm tB + \frac{t^2}{8} \left( \sum_{S \in \mathcal{S}} p_S M_S \right)^4}
\]

in this case, where we have used that

\[
-\left( \sum_{S \in \mathcal{S}} p_S \sigma_S \right)^2 \leq N(\hat{V} - V) \leq \left( \sum_{S \in \mathcal{S}} p_S M_S \right)^2 - \left( \sum_{S \in \mathcal{S}} p_S \sigma_S \right)^2.
\]

Here, the bias term \( B \) is given as

\[
B := N \mathbb{E} \left( \hat{V} - V \right) = \sum_{S,T \in \mathcal{S}, S \neq T} p_{ST} \left( b_S b_T + b_S \sigma_T + b_T \sigma_S \right),
\]

with \( b_S := \mathbb{E}(\hat{\sigma}_S) - \sigma_S \). Combining these bounds with (8) eventually yields

\[
\mathbb{P}\left(|\hat{V} - V| \geq \vartheta \right) \leq \min_{t > 0} 2e^{\frac{t}{8} \left( (|B| - \vartheta N)^2 \right) + \frac{t^2}{8} \left( \sum_{S \in \mathcal{S}} p_S M_S \right)^4} = 2 \exp \left( -\frac{2(|B| - \vartheta N)^2}{\left( \sum_{S \in \mathcal{S}} p_S M_S \right)^4} \right),
\]

provided that \( \vartheta > |B|/N \), thus completing the proof.

The Lemma above shows that when using optimal sample allocation, the natural stratification estimator’s variance estimator is affected by a bias term for small samples sizes \( N \), which originates from the biased strata standard deviation estimators. In contrast, proportional allocation is not affected by such a bias. Moreover, a sufficient condition for the hypothesis that the empirical standard deviations satisfy \( \hat{\sigma}_S \leq M_S \) is that the function \( f \) is bounded on every stratum. The concentration inequalities stated in Lemma [1] indicate that the right-hand sides can be decreased for a stratification \( \mathcal{S} \) that isolates highly varying regions of \( f \) in strata of small measure. The adaptive procedure introduced in this work, which will be detailed in Sect. [3], takes advantage of this observation. Finally, it is noteworthy that Lemma [1] may be strengthened by using sharper bounds on the empirical standard deviations. For the purpose of this work and to highlight the effects of biased strata standard deviation estimators, the version presented here is sufficient, however.
2.3 Hybrid sample allocation rules

Instead of using either proportional or optimal allocation for the stratification procedure presented in this work, it will be useful to consider sample allocation rules that are “between” both versions. Specifically, let $\alpha \in [0, 1]$ and consider the hybrid sample allocation rule

$$N^\alpha_S := (1 - \alpha)N^\text{prop}_S + \alpha N^\text{opt}_S = p_S N (1 + \alpha (\overline{\sigma}_S - 1)) ,$$  \hspace{1cm} (9)

where

$$\overline{\sigma}_S := \frac{\sigma_S}{\sum_{T \in S} p_T \sigma_T} ,$$

so that that number of total samples $N = \sum_{S \in S} N^\alpha_S$ is as before. Notice that the hybrid allocation rule contains, in particular, both proportional allocation ($\alpha = 0$) and optimal allocation ($\alpha = 1$) as special cases. For the parameterized sample allocation rule $N^\alpha_S$, $\alpha \in [0, 1]$, we define the family of hybrid stratified sampling estimators in the natural way by

$$\hat{Q}_\alpha := \sum_{S \in S} \frac{p_S}{N^\alpha_S} \sum_{j=1}^{N^\alpha_S} Q_S^{(j)} , \quad Q_S^{(j)} \sim \mathbb{P}q_S ,$$  \hspace{1cm} (10)

for all $1 \leq j \leq N^\alpha_S$ and $S \in S$. The variance of the estimator $\hat{Q}_\alpha$ is thus given by

$$V_\alpha := \mathbb{V} \left( \hat{Q}_\alpha \right) = \frac{1}{N} \sum_{S \in S} \frac{p_S \sigma^2_S}{1 + \alpha (\overline{\sigma}_S - 1)} .$$  \hspace{1cm} (11)

An immediate consequence is that the variance of the hybrid stratified sampling estimator satisfies the bound

$$V_\alpha \leq \min \left\{ \frac{V_0}{1 - \alpha}, \frac{V_1}{\alpha} \right\}$$  \hspace{1cm} (12)

for any $\alpha \in [0, 1]$, since $1 + \alpha (\overline{\sigma}_S - 1) \geq \alpha \overline{\sigma}_S$ as well as $1 + \alpha (\overline{\sigma}_S - 1) \geq 1 - \alpha$. Moreover, direct calculations show that

$$V_0 - V_\alpha = \alpha \frac{1}{N} \sum_{S \in S} \frac{p_S \sigma^2_S (\overline{\sigma}_S - 1)}{1 + \alpha (\overline{\sigma}_S - 1)} , \quad \text{and} \quad V_\alpha - V_1 = \frac{1 - \alpha}{N} \sum_{S \in S} \frac{p_S \sigma^2_S (\overline{\sigma}_S - 1)}{\overline{\sigma}_S (1 + \alpha (\overline{\sigma}_S - 1))} ,$$

so that one expects that $V_\alpha \approx V_0$ and $V_\alpha \approx V_1$ for $\alpha \approx 0$ and $\alpha \approx 1$, respectively.

For notational convenience, we introduce the vector notations

$$\sigma := (\sigma_S)_{S \in S} \in \mathbb{R}^{|S|} \quad \text{and} \quad p := (p_S)_{S \in S} \in \mathbb{R}^{|S|} ,$$

so that $\overline{\sigma}_S = \frac{\sigma_S}{\langle p, \sigma \rangle}$, using the standard Euclidean inner product in $\mathbb{R}^{|S|}$. For any $\alpha \in [0, 1]$, we define the variance constant $C_\alpha : \mathbb{R}^{|S|} \to \mathbb{R}$ as a function of $\sigma$ via

$$C_\alpha(\sigma) := \langle p, \sigma \rangle \sum_{S \in S} \frac{p_S \sigma^2_S}{\alpha \sigma_S + (1 - \alpha) \langle p, \sigma \rangle}.$$
so that the hybrid stratification estimator’s variance in (11) can be written as

\[ V_\alpha = \frac{C_\alpha(\sigma)}{N}. \]

Moreover, the hybrid stratified sampling estimator \( \hat{Q}_\alpha \) satisfies the central limit theorem, cf. (3),

\[ \sqrt{N} \left( \hat{Q}_\alpha - \mathbb{E}(Q) \right) \Rightarrow \mathcal{N}(0, C_\alpha(\sigma)) \]

for any \( \alpha \in [0, 1] \), provided that

\[ \alpha \sigma_S + (1 - \alpha)\langle p, \sigma \rangle \neq 0 \quad \forall S \in \mathcal{S}, \tag{13} \]

which is derived from the condition \( \lim_{N \to \infty} \frac{N}{N_S} < \infty \), underlying the central limit theorem (3) for general stratified sampling estimators. Notice that this condition rules out the degenerate extreme case of a “perfect” stratification \( \mathcal{S} \) with \( \sigma = 0 \), but also the case of optimal sample allocation \( (\alpha = 1) \) whenever \( \sigma_S = 0 \) for some \( S \in \mathcal{S} \).

### 2.3.1 Asymptotic distribution of the empirical variance constant

As before, to make the central limit theorem above practical, e.g., to provide confidence estimates, the variance constant \( C_\alpha(\sigma) \) needs to be estimated. The natural estimator based on the empirical standard deviations \( \hat{\sigma} := (\hat{\sigma}_S)_{S \in \mathcal{S}} \) thus is \( C_\alpha(\hat{\sigma}) \). For a finite sample size \( N \), the hybrid stratified sampling estimator will, of course, satisfy a similar concentration inequality to the ones discussed in Sect. 2.2.1 for \( \alpha \in \{0, 1\} \). Indeed, for \( \alpha > 0 \) there will be a bias due to \( \mathbb{E}(\hat{\sigma}_S) - \sigma_S \neq 0 \) for \( S \in \mathcal{S} \), which will vanish asymptotically as \( N \to \infty \). Complementary to the finite sample size concentration inequalities presented in Lemma 1, here we discuss the asymptotic distribution of the empirical variance constant \( C_\alpha(\hat{\sigma}) \) as \( N \to \infty \). Specifically, the result below uses the delta method, see, e.g., [32, 1], which relies on the gradient \( \nabla C_\alpha(\sigma) \) of the variance constant \( C_\alpha(\sigma) \) with respect to \( \sigma \). We report an explicit expression of the gradient \( \nabla C_\alpha(\sigma) \) in Appendix A for the reader’s convenience.

**Lemma 2.** Suppose that \( \mathcal{S} \) is such that \( Q_S \in L^4(\Omega, \mathcal{F}, \mathbb{P}) \) for all \( S \in \mathcal{S} \). Suppose further that \( \alpha \in [0, 1] \) is such that condition (13) holds. Then

\[ \sqrt{N} \left( C_\alpha(\hat{\sigma}) - C_\alpha(\sigma) \right) \Rightarrow \mathcal{N}(0, \xi^2_\alpha) \]

where \( \xi^2_\alpha := \langle \nabla C_\alpha(\sigma), \Sigma_\alpha \nabla C_\alpha(\sigma) \rangle \), with

\[ \Sigma_\alpha := \text{diag} \left( \xi^2_{S,\alpha} : S \in \mathcal{S} \right) \]

and

\[ \xi^2_{S,\alpha} := \begin{cases} \frac{\sigma^5_S(\kappa_S-1)(p, \sigma)}{4p_S((1-\alpha)(p, \sigma)+\alpha\sigma_S)} & \text{if } \sigma_S \neq 0, \\ 0 & \text{if } \sigma_S = 0, \end{cases} \]

where \( \kappa_S := \mathbb{E}(|Q_S - \mathbb{E}(Q_S)|^4) / \sigma^4_S \) denoting the kurtosis of \( Q_S \) in stratum \( S \in \mathcal{S} \).
Proof. The claim is a consequence of the multivariate delta method, e.g., [32, Ch. 3.3] and the fact that the empirical standard deviation in each stratum satisfies a central limit theorem [7, Ex. 3.6], which is also proved using the delta method. Specifically, we have

\[
\sqrt{N_S^α}(σ_S - σ) \Rightarrow N\left(0, \frac{σ_S^2(κ_S - 1)}{4}\right)
\]

as \(N_S^α \to \infty\), which is ensured under the hypothesis. Observing that the different estimators \(σ_S\) are independent across strata completes the proof.

2.3.2 Variance reduction for fixed \(N\) and uniform Cartesian stratification

The previous discussion focused on the effects of the hybrid allocation rule and the sample size \(N\) for a given stratification. In this section, we address the effects of the hybrid allocation rule on the variance reduction obtained with respect to the regularity of the function \(f\) that gives \(Q = f(Y)\). We recall that this work is in particular motivated by problems for which we expect \(f\) to be non-smooth. Below, we study the variance reduction with respect to the size of a uniform Cartesian stratification depending on the regularity of \(f\), which is an extension of the work in [1, Chap. V.7]. In particular, we will focus on two special cases of \(f\) that will guide the adaptive stratification procedure in the following.

Lemma 3. Consider a uniform Cartesian stratification \(S\) of \(U \subset \mathbb{R}^n\). If \(f \in C^1(U)\), then the variance of the hybrid stratification estimator \(Q_α\) satisfies

\[
V_α \leq \frac{nC}{3N} |S|^{-2/α} \min\left(\frac{1}{α}, \frac{1}{1-α}\right) \leq \frac{2nC}{3N} |S|^{-2/α},
\]

for any \(α \in [0, 1]\), where \(C = \sup_{u \in U} \|∇f(u)\|^2 \leq \|f\|^2_{C^1(U)}\).

If \(f: U \to \mathbb{R}\) is a piecewise constant function with a jump discontinuity of size \(δ > 0\) across a curve \(Γ\) in \(U\), then the stratification estimator’s variance is bounded by

\[
V_α \leq \frac{δ^2}{4N} \begin{cases} \frac{|Γ|}{|S|}, & \alpha = 0, \\ \frac{|Γ|}{|S|} \min\left\{\frac{1}{1-α}, \frac{1}{α} \frac{|Γ|}{|S|}\right\}, & 0 < α < 1, \\ \left(\frac{|Γ|}{|S|}\right)^2, & α = 1, \end{cases}
\]

where \(T \subset S\) denotes the set of all strata that contain \(Γ\).

Proof. For a uniform Cartesian stratification, we have \(p_S = 1/|S|\) for all \(S \in S\), so that the stratification estimator’s variance can be written as

\[
V_α = \frac{\|σ\|_1}{N|S|} \sum_{S \in S} \frac{σ_S^2}{(1-α)\|σ\|_1 + ασ_S|S|},
\]

where \(\|σ\|_1 = \sum_{S \in S} σ_S\). We proceed by bounding the local variances \(σ_S^2\) in each stratum \(S \in S\). To do so, we distinguish the two regularity cases of the function \(f: U \to \mathbb{R}\).
We begin with the case $f \in C^1(\mathcal{U})$. It follows from a Taylor expansion of $f$ and the Cauchy–Schwarz inequality that

$$\sigma^2_S = \mathbb{V}(Q_S) = \mathbb{V}(f(Y) | Y \in S) \leq \sup_{u \in \mathcal{U}} \|\nabla f(u)\|_2^2 \mathbb{E} \left( \|Y\|_2^2 \right) |S|^{-2/n}.$$

Noting that $\mathbb{E}(\|Y\|_2^2) = n/3$, we obtain the bound $\sigma^2_S \leq n C^{-1} |S|^{-2/n}$ for all $S \in \mathcal{S}$, where $C = \sup_{u \in \mathcal{U}} \|\nabla f(u)\|_2^2$. We thus have $\|\sigma\|_1^2 \leq n C^{-1} |S|^{-2/n}$. Consequently, for $\alpha \in \{0, 1\}$ the estimator’s variances satisfy

$$V_0 = \frac{1}{N} \sum_{S \in \mathcal{S}} \sigma^2_S \leq \frac{n C}{3 N} |S|^{-2/n} \quad \text{and} \quad V_1 = \frac{\|\sigma\|_1^2}{N |S|^2} \leq \frac{n C}{3 N} |S|^{-2/n},$$

respectively. For the intermediate values, $0 < \alpha < 1$ we use inequality (12) together with the bounds above to complete the first part of the proof.

Next, we consider the case of $f: \mathcal{U} \to \mathbb{R}$ being a piecewise constant function. In that case, we have $\sigma^2_S = 0$ for all $S \in \mathcal{S} \setminus \mathcal{T}$. Conversely, for $S \in \mathcal{T}$ the quantity $Q_S$ is a random variable taking two distinct values with probabilities proportional to the sizes of the stratum subdivision by $\Gamma$. Consequently, $\sigma^2_S \leq \delta^2/4$, where $\delta > 0$ is the height of the jump discontinuity. For $\alpha \in \{0, 1\}$ the estimator’s variances therefore satisfy

$$V_0 = \frac{1}{N} \sum_{S \in \mathcal{S}} \sigma^2_S \leq \frac{\delta^2 |T|}{4 N |S|} \quad \text{and} \quad V_1 = \frac{\|\sigma\|_1^2}{N |S|^2} \leq \frac{\delta^2 |T|^2}{4 N |S|^2},$$

respectively, and from (12) we conclude that

$$V_\alpha \leq \frac{\delta^2 |T|}{4 N |S|} \min \left\{ \frac{1}{1-\alpha}, \frac{1}{\alpha} \frac{|T|}{|S|} \right\}$$

for any $0 < \alpha < 1$, which completes the proof.

The preceding lemma indicates that for a differentiable function $f$, optimal allocation is not superior to proportional allocation, nor to any other hybrid allocation, asymptotically as the stratification is refined. Conversely, for piecewise constant functions, optimal allocation is superior to other allocation rules. However, hybrid allocation with $\alpha \in (0, 1]$ sufficiently large offers quasi-optimal asymptotic variance reduction as the stratification is refined, that is, as $\gamma = \frac{|T|}{|S|} < 1$ decreases. Indeed, if $\alpha \in (0, 1]$ satisfies $\alpha \geq \frac{\gamma_0}{1+\gamma_0}$, for example $\alpha = \gamma_0$, then $V_0 \leq \gamma^2$ for all $\gamma \leq \gamma_0$. Finally, it is also noteworthy that Lemma 3 shows that stratified sampling estimators face the “curse of dimensionality”, in the sense that the variance reduction effects deteriorate drastically as the dimension $n$ increases. To mitigate this effect to some extent, we will use an adaptive procedure for dynamically creating the stratification tailored to function $f$ that exhibit localized variability, e.g., discontinuities. This is described next.
3 Adaptive Stratification

The optimal allocation of samples in each stratum is not known a priori, since the stratum standard deviations are not known. Nor is the optimal stratification of the stochastic domain known in advance, which would minimize the stratified sampling estimator’s variance; cf. Lemmas 1 and 3. The first problem will be alleviated similarly to the method proposed in [11], where the samples are allocated iteratively to fixed strata where the local standard deviations are computed to satisfy the rules (9) in the large sample size limit. To remedy the second problem, we propose a method that uses local variance estimates and a greedy variance reduction approach to determine how to adaptively split the domain into new strata.

3.1 Stratification algorithm

For clarity, we provide a relatively high-level summary of the proposed adaptive stratification procedure in Algorithm 1 followed by more technical descriptions of the individual parts in subsequent subsections. We start from a stratification, which may be based on a priori knowledge of the dependence of the quantity of interest \( Q = f(Y) \). If such information does not exist, the initial stratification may consist of a few pre-determined strata or just be a single stratum, i.e., the entire stochastic domain. We consecutively distribute \( N_{\text{new}} \) samples to the current stratification consisting of \( N_{\text{strata}} \) strata, chosen so that the resulting sample distribution will be as close as possible to the hybrid allocation rule (9) for a given value of \( \alpha \). It is worth noting that depending on previous sample allocation and due to integer rounding, it may not be possible to exactly satisfy the theoretical sampling rates. Furthermore, the current stratification may be quite different from the final stratification, and the allocation of samples is at best optimal with respect to the current situation. For each stratum, local properties are updated (e.g., local means, standard deviations, and number of samples). Next, we use a greedy approach to refine the stratification by splitting the stratum (or strata) along some hyperplane that results in the largest variance reduction within a finite candidate set of refined stratifications. As an additional splitting criterion, we only consider strata that contain a minimum number of samples for splitting to make sure that the splitting decision is an informed one. These two steps are repeated until an upper limit \( N_{\text{max}} \) for the total number of samples has been reached.

One may note that refinement cannot increase the variance of the estimator, cf. Appendix B but a poor choice of splitting may require many subsequent splittings to better adapt to the variability of the quantity of interest \( Q = f(Y) \), and each refinement is only performed after new samples have been distributed. Hence, for practical reasons of the proposed method, splitting should be performed with some care. The samples of the split stratum are distributed to the new strata via (linear) sorting. If the hybrid parameter \( \alpha \in [0,1] \) is set to be dynamic (see Sect. 4.4), then it is updated before the process of allocating new samples and splitting is repeated until the limit of the computational budget is reached. Algorithm 1 describes the workflow in pseudocode and contains references to the subsections where the method’s components are described in more detail.
Algorithm 1 Adaptive Stratified Sampling.

1: Evaluate initial sample set \( \{ Q^{(j)} \}_{j=1}^{N_{\text{new}}} \) of size \( N_{\text{new}} \) using prop. allocation (\( \alpha = 0 \)).
2: \( N \leftarrow N_{\text{new}} \).
3: Initialize coarse stratification into \( N_{\text{strata}} \) strata. (Sect. 4.1)
4: Determine variance reduction effect from tentative splits.
5: \textbf{while} \( N \leq N_{\max} \) \textbf{do}
6: \% Refine stratification by splitting strata.
7: Find candidate stratum \( S_{\text{split}} \) and hyperplane to split. (Sect. 4.2)
8: \textbf{if} Splitting criteria satisfied \textbf{then}
9: Split stratum \( S_{\text{split}} \) into two (equal size) strata:
10: Redistribute samples in \( S_{\text{split}} \) to the new strata.
11: Compute stratum parameters for the new strata, remove the parent stratum.
12: \( N_{\text{strata}} \leftarrow N_{\text{strata}} + 1 \).
13: \textbf{end}
14: \% Add new samples according to current stratification.
15: Determine number of new samples \( N_{\text{new}} \) to allocate so that \( N + N_{\text{new}} \leq N_{\max} \).
16: \textbf{for} \( S \in S \) \textbf{do}
17: Add \( N_{\text{new},S} \) new random samples to stratum \( S \). (Sect. 4.3)
18: Update stratum parameters. (Sect. 4.3.1)
19: Determine variance reduction effect from tentative splits. (Sect. 3.2)
20: \textbf{end}
21: Update hybrid allocation parameter \( \alpha \). (Sect. 4.4)
22: \( N \leftarrow N + N_{\text{new}} \)
23: \textbf{end}
24: Output: estimator \( \hat{Q}_\alpha \) (Eq. (10)).

3.2 Variance minimizing splitting

Inaccurate estimates of the stratum standard deviations may lead to lack of variance reduction of the standard stratification estimator [5]. Likewise, by symmetry of \( \sigma_S \) and \( p_S \) in the case of optimal allocation, c.f. [5] and [6], an inaccurate estimate of an unknown measures \( p_s \) may also result in poor performance. As a remedy, it is natural to choose stratifications \( S \) with well-defined and easy to compute measures \( p_S \) for all \( S \in S \). An additional attractive and thus desirable feature of an adaptive stratification is that each new stratum that is created is a subset of only one existing stratum. Otherwise, a new stratum might have regions that have been sampled with different rates as determined by different estimates \( \hat{\sigma}_S \) which would require special treatment in subsequent allocation of samples as a compensation for non-uniform sampling. This would be a problem for all hybrid allocation rules with \( \alpha > 0 \).

In this work, we employ stratifications where the stratum measures are easy to compute exactly, and new strata are created by splitting an existing stratum into one or more subsets, each of the same geometrical shape as the parent stratum. In particular, in Sect. 4 we will describe in detail stratifications based on hyperrectangles and simplicies.
We use a greedy strategy for stratum splitting. The rationale for greedy strategies is that while there is no way of predicting the final stratification, the best we can do is to efficiently reduce the variance based on the information given by the current stratification. The basis for implementing this strategy is the expression \( \text{(11)} \) for the variance of the estimator for a fixed stratification with hybrid sample allocation. We seek the splitting that leads to the maximum variance reduction when one (or more) existing stratum is bisected, resulting in a refined stratification. Recalling the notation introduced in Sect. 2.3, the stratification estimator’s variance for a given stratification \( S \) and a fixed total number of samples \( N \) can be written as
\[
\frac{1}{N} \sum_{S \in S} \frac{p_S \sigma_S^2}{1 + \alpha (\bar{\sigma}_S(S) - 1)} =: V(S),
\]
where we have suppressed the dependence on the hybrid parameter \( \alpha \), which is assumed to be fixed in this subsection. Suppose now that stratum \( T \in S \) is split into two equi-probable, disjoint strata \( T^+ \) and \( T^- \) so that \( T = T^- \cup T^+ \) and \( p_T = 2p_{T^+} \). Denote by \( S\{T\} \) the refined stratification that is obtained by this splitting, that is \( S\{T\} := (S \setminus T) \cup T^+ \cup T^- \). The variance of the corresponding stratification estimator based on the same total number of samples \( \sum_{S \in S} N_S = N = \sum_{S \in S\{T\}} N_S \) can thus be written as
\[
V(S\{T\}) = \frac{1}{N} \sum_{S \in S\{T\}} \frac{p_S \sigma_S^2}{1 + \alpha (\bar{\sigma}_S(S\{T\}) - 1)}
= \frac{1}{N} \left( \sum_{S \in S \setminus T} \frac{p_S \sigma_S^2}{1 + \alpha (\bar{\sigma}_S(S\{T\}) - 1)} + p_T \sum_{S \in \{T^+, T^-\}} \frac{\sigma_S^2}{1 + \alpha (\bar{\sigma}_S(S\{T\}) - 1)} \right).
\]
Consequently, the variance reduction obtained by the splitting \( T = T^- \cup T^+ \) compared to not splitting is
\[
N \left( V(S) - V(S\{T\}) \right) = p_T \left( \frac{\sigma_T^2}{1 + \alpha (\bar{\sigma}_T(S) - 1)} - \frac{1}{2} \sum_{S \in \{T^+, T^-\}} \frac{\sigma_S^2}{1 + \alpha (\bar{\sigma}_S(S\{T\}) - 1)} \right) + \alpha \sum_{S \in S \setminus T} \frac{p_S \sigma_S^2 (\bar{\sigma}_S(S\{T\}) - \bar{\sigma}_S(S))}{\left( 1 + \alpha (\bar{\sigma}_S(S) - 1) \right) \left( 1 + \alpha (\bar{\sigma}_S(S\{T\}) - 1) \right)}.
\]
In the special case of proportional allocation \( (\alpha = 0) \), the expression simplifies to
\[
N \left( V(S) - V(S\{T\}) \right) = p_T \left( \sigma_T^2 - \frac{\sigma_{T^-}^2 + \sigma_{T^+}^2}{2} \right).
\]
and for optimal allocation,
\[
N \left( V(S) - V(S\{T\}) \right) = -p_T \Delta_T \left( p_T \sigma_T + 2 \sum_{S \in S \setminus T} p_S \sigma_S \right) - p_T^2 \Delta_T \frac{\sigma_{T^-} + \sigma_{T^+}}{2},
\]
respectively, where the notation \( \Delta_T := \frac{\sigma_T - + \sigma_T + - \sigma_T}{2} \) has been used.

The greedy splitting strategy then entails finding the stratum \( T \in S \) that when split across a hyperplane with index \( j \) (that corresponds to some ordering of a set of permissible splitting planes) provides the largest variance reduction, that is

\[
(S, j)_{\text{split}} \in \arg \max_{T,j} N \left( V(S) - V(S_{[T]}_j) \right),
\]

(14)

where \( S_{[T]}_j \) denotes the refined stratification when the stratum \( T \) is split across the hyperplane \( j \) as determined by the shape of strata. For instance, if the stratification is defined by a Cartesian grid, the hyperplane will be perpendicular to the coordinate axis \( j \).

### 3.3 Probability of failure to identify a stratum that should be split

For any stratum \( S \in S \), recall that \( \hat{\sigma}_S^2 \) denotes the usual empirical variance of \( Q_S \) based on the \( N_S \equiv N_S^0 \) available samples, which is an unbiased estimator of \( \sigma_S^2 \equiv V(Q_S) \). Notice that \( \sigma_S^2 = 0 \) implies \( \hat{\sigma}_S^2 = 0 \) and, conversely, that \( \hat{\sigma}_S^2 > 0 \) implies \( \sigma_S^2 > 0 \). The proposed adaptive splitting procedure’s efficiency may deteriorate if the empirical variance of a stratum drastically underestimates the true variance of that stratum, so that identification and refinement of a high-variability stratum fails. This can happen, for example, if a stratum does not contain enough samples, so that a discontinuity is not observed given these samples. To quantify this “failure” of drastically underestimating the local variance in a stratum \( S \), suppose therefore that \( \sigma_S^2 > 0 \). As this implies that \( \hat{\sigma}_S^2 \geq 0 \), it follows from the Paley–Zygmund inequality combined with the Cauchy–Schwarz inequality that the probability of underestimating the local variance of \( Q_S \) is bounded by

\[
\mathbb{P}(\hat{\sigma}_S^2 \leq \theta \sigma_S^2) \leq 1 - \frac{(1 - \theta)^2}{(1 - \theta)^2 + N_S^{-1} \left( \kappa_S - \frac{N_S - 3}{N_S - 1} \right)} = \frac{\kappa_S - \frac{N_S - 3}{N_S - 1}}{N_S(1 - \theta)^2 + \left( \kappa_S - \frac{N_S - 3}{N_S - 1} \right)},
\]

(15)

for any \( \theta \in [0, 1] \), where \( \kappa_S \) denotes the kurtosis of \( Q_S \). This inequality shows that the probability of underestimating the variance of \( Q_S \) by a factor \( \theta \) is of order \( O(1/N_S) \). In fact, if the kurtosis \( \kappa_S \) of \( Q_S \) was known, one could use the upper bound to determine the required sample size \( N_S \) to guarantee that \( \mathbb{P}(\hat{\sigma}_S^2 \leq \theta \sigma_S^2) \leq \rho_{\text{crit}} \) for some prescribed tolerance \( \rho_{\text{crit}} \in (0, 1) \) and \( \theta \in [0, 1] \). However, the upper bound also reveals that it is affected by the kurtosis \( \kappa_S \) in stratum \( S \), in the sense that a higher kurtosis leads to a higher probability of underestimating the variance.

An exemplary borderline case that is insightful in the context of the proposed stratified sampling procedure for heterogeneous functions \( f \) constitutes the situation where the stratum \( S \) contains a region \( R \subset S \), \( S \setminus R \neq \emptyset \), on which \( f \) is constant, and all available samples are contained in \( R \). That is, \( Y^{(1)}, \ldots, Y^{(N)} \in R \subset S \) so that \( Q_S^{(i)} = f(Y^{(i)}) \equiv f_R \) for all \( i = 1, \ldots, N_S \). It follows that \( \hat{\sigma}_S^2 = 0 \), even though \( \sigma_S^2 > 0 \), since not the entire stratum has been sampled from and the region \( S \setminus R \) has been missed. Consequently, this can lead to a poor performance of the adaptive procedure due to missing to identify a high
variance stratum which should have been subdivided. As a matter of fact, minimizing the risk of falsely estimating a stratum variance to be zero is particularly important when using Algorithm 1 with optimal sample allocation ($\alpha = 1$), since such a drastic underestimation would not be recovered and thus remain a performance bottleneck.

Although the kurtosis is known for some distributions, the upper bound in (15) is not of immediate use in practice where the kurtosis is unknown. In fact, even estimating the kurtosis empirically based on the available samples will be undefined in that case. A possible remedy is to use a rule-of-thumb, such as assuming that $Q_S$ follows a normal distribution ($\kappa = 3$), a uniform distribution on some interval ($\kappa = 9/5$), or some other distribution with known kurtosis in stratum $S$; see Fig. 1 for examples of the upper bound on the failure probability in (15) for two different distributions.

3.3.1 Kernel-based estimation

Alternatively, a sample-based approach with moment approximations by means of a kernel density estimator (KDE) could be useful. In fact, even in the special case when obtaining only samples from the region $R$ where $f$ is constant, this KDE approach is possible and yields, interestingly, the Gaussian kurtosis rule-of-thumb approximation as we will see below.

In general, the KDE-based moments are given by

$$m_{k,KDE}(Q_S) = \frac{1}{\delta N_S} \sum_{i=1}^{N_S} \int q^k K \left( \frac{q - Q_S(i)}{\delta} \right) dq,$$

where $K$ is a symmetric probability density function on $\mathbb{R}$, e.g., that of a standard Normal distribution, and $\delta > 0$ denotes the bandwidth, which controls the smoothing [18, Chap. 8.5].
For example, this KDE-moment approximation with a Gaussian kernel yields

\[
\begin{align*}
    m_{1,\text{KDE}}(Q_S) &= \frac{1}{N_S} \sum_{i=1}^{N_S} Q_S^{(i)}, \\
    m_{2,\text{KDE}}(Q_S) &= \frac{1}{N_S} \sum_{i=1}^{N_S} (Q_S^{(i)})^2 + \delta^2, \\
    m_{3,\text{KDE}}(Q_S) &= \frac{1}{N_S} \sum_{i=1}^{N_S} (Q_S^{(i)})^3 + 3\delta^2 \frac{1}{N_S} \sum_{i=1}^{N_S} Q_S^{(i)}, \\
    m_{4,\text{KDE}}(Q_S) &= \frac{1}{N_S} \sum_{i=1}^{N_S} (Q_S^{(i)})^4 + 6\delta^2 \frac{1}{N_S} \sum_{i=1}^{N_S} (Q_S^{(i)})^3 + 3\delta^4,
\end{align*}
\]

(16)

for any \( \delta > 0 \). That is, except for the first moment, the KDE moments differ from the empirical moments computed directly from samples by a term \( O(\delta^2) \), which indicates the additional smoothing. Consequently, the KDE-based kurtosis approximation \( \kappa_{\text{KDE}}(Q_S) \) of \( \kappa_S \), that is

\[
\kappa_{\text{KDE}}(Q_S) := \frac{m_{4,\text{KDE}}(Q_S) - 4m_{1,\text{KDE}}(Q_S)m_{3,\text{KDE}}(Q_S) + 6m_{1,\text{KDE}}(Q_S)^2m_{2,\text{KDE}}(Q_S) - 3m_{1,\text{KDE}}(Q_S)^4}{(m_{2,\text{KDE}}(Q_S) - m_{1,\text{KDE}}(Q_S)^2)^2},
\]

is always well-defined. In fact, even in the borderline case with \( Q_S^{(1)} = \cdots = Q_S^{(N_S)} = f_R \). Indeed, then we find

\[
\begin{align*}
    m_{1,\text{KDE}}(Q_S) &= f_R, \\
    m_{2,\text{KDE}}(Q_S) &= f_R^2 + \delta^2, \\
    m_{3,\text{KDE}}(Q_S) &= f_R^3 + 3\delta^2 f_R, \\
    m_{4,\text{KDE}}(Q_S) &= f_R^4 + 6\delta^2 f_R^2 + 3\delta^4,
\end{align*}
\]

which yields \( \kappa_{\text{KDE}}(Q_S) = 3 \) for any bandwidth \( \delta > 0 \).

4 Computational aspects

In the previous section 3 we have described the generic, conceptual aspects of the adaptive stratified sampling procure introduced in this work. Here, we will complement the abstract algorithmic component with implementation-specific details, including the discussion of two concrete classes of stratifications.

4.1 Stratification geometry

For a practical implementation of Algorithm 1 it is desirable that all strata have the same geometric shape so that their volumes, i.e., probability measures \( p_S \) for \( S \in \mathcal{S} \), can be easily and exactly computed. When a stratification is refined, the new strata should therefore also maintain the same geometric shape as the parent stratum. Since the sampling rates vary between the strata, any new strata that inherits existing samples should be properly contained within an existing stratum, i.e., it should be a member of a partition of a larger stratum.
4.1.1 Hyperrectangular stratification

Adaptively splitting the stochastic domain into hyperrectangles provides a geometry of strata that is easy to visualize (in lower dimensions) and with properties that have clear generalizations in multiple dimensions. In fact, both computing the volumes of hyperrectangles and uniform sampling in hyperrectangles is straightforward. To maintain the number of strata at feasible levels, we bisect a stratum into two substrata, i.e., split across a single dimension rather than across all dimensions simultaneously. In addition, we split only one stratum at the time. We emphasize that other splitting strategies may be desirable and are possible within the proposed framework with very minor modifications. Hyperrectangles are expected to be very efficient for stratifications of problems where sharp features are nearly parallel with the coordinate axes in the random domain. The numerical cost of performing the stratification refinement by greedy maximum variance reduction described in Sect. 3.2 is dominated by sorting the existing samples according to them being larger or smaller than a tentative stratum boundary, performed stratum by stratum and dimension by dimension. Note that the samples do not need to be fully sorted. Hence, the numerical cost assuming splitting after distribution of \(N_{\text{new}} = \sum_{S \in \mathcal{S}} N_{\text{new},S}\) new samples is proportional to \(\sum_{S \in \mathcal{S}} nN_{\text{new},S} = nN_{\text{new}}\).

4.1.2 Simplex stratification

A stratification based on simplices offers more flexibility compared to a hyperrectangular stratification where all strata boundaries must be aligned with the coordinate axes in stochastic space. Drawing uniform samples in an arbitrary simplex can also be done straightforwardly using standard methodologies, see, e.g., [18, Ch. 3.3.2]. Since the full stochastic domain of interest \(\Omega\) is the unit hypercube in \(n\) dimensions, it is clearly possible to form a (trivial) hyperrectangular stratification with just a single stratum. The smallest number of simplices required to tessellate the same hypercube is \(n!\). Hence, a full \(n\)-dimensional simplex stratification is limited to small \(n\), but we remark that an approach where simplex stratification is only applied to a few random dimensions may remedy this issue if the remaining dimensions are stratified using hyperrectangles, or not at all.

To perform the greedy variance reduction stratification refinement, each sample in the input space is transformed to barycentric coordinates, which involves solving a linear system of size \(n \times n\). Alternatively, for \(n\) relatively small compared to the number of samples, the transformation can be carried out with matrix-vector multiplication for each sample. The total cost is then the inversion of two matrices of size \(n \times n\) after splitting, and \(N_{\text{new}}\) matrix-vector multiplications for transformation of each new sample to barycentric coordinates. Then, for each of the \(n(n+1)/2\) tentative splitting planes of each simplex, the \(N_{\text{new}}\) samples are labeled as belonging to one of two possible substrata, which amounts to comparing the two barycentric coordinate entries corresponding to the two vertices that would be assigned to different strata in case of partitioning.
4.1.3 Initialization of the simplex stratification

The coarsest simplex stratification of the hypercube \( \mathcal{U} \subset \mathbb{R}^n \), consisting of \( n! \) elements, is not unique. A suboptimal initial stratification may lead to poor variance reduction even after subsequent dynamic splitting based on refined estimates of the stratum variances. In particular, if \( n \) is large, one may need to perform numerous simplex splits to compensate for a suboptimal initial stratification. As a remedy, the stratification is initialized by choosing the stratification that minimizes the estimator's sample variance, given an initial set of Monte Carlo samples in the hypercube. Whereas the task of stratified sampling is otherwise to add new samples given an existing stratification, at this initial stage we instead seek an optimal stratification given a small set of solution samples. To generate the set of possible simplex tessellations, we proceed as follows. Kuhn’s decomposition is used to divide the \( n \)-hypercube into \( n \)-simplices \([21]\). An implementation of Kuhn’s decomposition, which has also been employed in this work, is described in \([6]\). Assuming, as before, that the domain is given by the unit hypercube in \( \mathbb{R}^n \), Kuhn’s decomposition has the property that \((0, \ldots, 0)\) and \((1, \ldots, 1)\) are common vertices of all simplex elements. The stratification is thus characterized by the unique edge crossing all \( n \) dimensions. We generate the set of possible simplex stratifications by rotating the Kuhn decomposition so that we get all combinations of diagonal edges, i.e., the \( 2^n - 1 \) ways to choose two vertices \( \mathbf{v}_{\text{start}}, \mathbf{v}_{\text{end}} \) with the properties that \( \mathbf{v}_{\text{start}, i} = 1 - \mathbf{v}_{\text{end}, i} \) for \( i = 1, \ldots, n \). Figure 2 shows the different initial simplex stratifications for \( n = 3 \).

![Figure 2: Initial simplex stratifications of the hypercube in \( n = 3 \) based on Kuhn’s decomposition.](image)

For each candidate stratification, the existing initial Monte Carlo samples are distributed to the simplices through a transformation to barycentric coordinates, and local statistics are computed. The minimum estimator variance stratification among the \( 2^n \) candidates is chosen as the initial stratification of the hypercube.

4.2 Identification of bisection planes for splitting

A stratum can theoretically be split along any one of an uncountable number of planes, but finding a nearly optimal plane may require an unnecessary amount of work, especially since we expect more information through new samples to change the shape of the optimal stratification. During stratification refinement, strata are instead split to obtain the greatest
variance reduction among a finite number of possibilities. To limit the search space of possible new strata, we consider only all possible bisections into two new members of the stratum class (here: hyperrectangles or simplices) of all strata and choose the minimizer as in (14). Next we describe how this is done in the case of hyperrectangular and simplex stratifications, but note that other options such as splitting more than one stratum at once could also be implemented without major changes to the algorithm.

With a hyper-rectangular stratification, splitting must remain aligned with the coordinate system. Each time we split a stratum across $n_{\text{split}}$ dimensions, the number of strata is increased by $2^{n_{\text{split}}} - 1$. This is not a severe limitation on the choice of $n_{\text{split}}$, but we do require at least one sample in each stratum, so $n_{\text{split}}$ should not be too large. With $n_{\text{split}} = 1$, which was also used for the numerical experiments discussed in Sect. 5, there are $n$ possible ways to split a hyperrectangle by bisection into two new hyperrectangles, as illustrated for $n = 3$ in Fig. 3.

![Figure 3: Splitting of 3D hyperrectangle by bisection parallel to the coordinate axes.](image)

Simplices can be split in multiple ways to result in a refined simplex partitioning. Perhaps the simplest way to avoid excessive growth in the number of strata is to split a candidate simplex in two equal-sized simplices defined by adding the hyperplane going through the mid-point of one edge and the remaining vertices that are not the end points of the edge whose midpoint is used. As a simplex has $n + 1$ edges, and each one corresponds to a possible bisection, there are $(n + 1)n/2$ ways to split a simplex using this method. This is illustrated for $n = 3$ in Fig. 4 with six different ways to bisect the simplex, each producing two new simplices. Clearly, a larger number of conditional variances for each tentative bisection must be computed, compared to the case of hyperrectangular dynamic stratification. Bisection leads to very simple computation of the probability measure of new strata: they are just 1/2 of the measure of their parent stratum. A straightforward generalization of the above described bisection method is to split along a plane where the split point of the edge is not a midpoint. In that case, the volume can be computed by $1/n! |\text{det}(v_2 - v_1, v_3 - v_1, \ldots, v_{n+1} - v_1)|$, where $\{v_i\}_{i=1}^{n+1}$ is the set of vertices.
4.3 Sequential allocation of samples

The stratification is dynamically updated by bisection (or other means of splitting) of existing strata. We refer to a cycle of bisection and subsequent sampling as an iteration of Algorithm 1. At every iteration and for a given value $\alpha$, $N_{\text{new}} = \sum_S N_{\text{new},S}$ samples are newly distributed and added to the current stratification for an asymptotic (i.e., for $N_{\text{max}}$ sufficiently large) sample allocation according to the rates

$$q_S^\alpha := (1 - \alpha)p_S + \alpha \bar{\sigma}_S p_S.$$ 

As the hybrid parameter $\alpha \in [0, 1]$ is fixed, we will suppress the explicit dependence and simply write $q_S \equiv q_S^\alpha$. Adding these $N_{\text{new}}$ samples at the current iteration to the current stratification then amounts to adding $N_{\text{new},S}$ new samples to stratum $S$ satisfying

$$N_{\text{new},S} = \max(0, \min([((N_{\text{total}} + N_{\text{new}})q_S - N_S], N_{\text{new}})),$$

i.e., striving to fulfill $N_S = q_S(N_{\text{total}} + N_{\text{new}})$ as in (9), assuming a fixed stratification. Here $[x]$ denotes the smallest integer greater than or equal to $x$. Even for hybrid sampling rules where a fraction of samples is proportionally allocated (i.e., $\alpha < 1$), some strata may not be assigned new samples in every iteration. Eventually, all strata will receive new samples, but for strata where variability has been underestimated this can require several iterations and may not happen before the total sampling budget of $N_{\text{max}}$ samples has been reached. To avoid that a stratum where the standard deviation has mistakenly been assigned to be zero does not get updated, we may reserve at least one sample for every stratum, independent of the sampling rates. Hence, we may alternatively use the allocation rule

$$N_{\text{new},S} = 1 + \max(0, \min([((N_{\text{total}} + N_{\text{new}} - N_{\text{strata}})q_S - N_S], N_{\text{new}} - N_{\text{strata}})).$$

In case at least one stratum has been oversampled, e.g., as a result of a stratum being created from a parent stratum with larger variance, both sampling rules require a total number of samples exceeding $N_{\text{new}}$. In these cases, we add samples according to the allocation rule as long as the total sampling budget is not exceeded.

Since the stratification is dynamic and changes with (almost) every iteration, there is a trade-off between choosing $N_{\text{new}}$ large enough to approximately satisfy the rates $q_S$, and small enough to save samples for further refinement of the stratification. A reasonable compromise...
may be to always add a constant $c$ times the current number of strata so that every stratum gets on average $c$ new samples in each iteration,

$$N_{\text{new}} = cN_{\text{strata}}.$$  

(17)

We emphasize that the distribution of samples is not restricted to the choice (17), and other choices may significantly impact the performance of the algorithm. At the same time, the results in Sect. 3.3 offer a convenient probabilistic interpretation of the value for $c$ in (17) as the (stratification averaged) likelihood of drastically underestimating a local stratum variance.

### 4.3.1 Updating stratum statistics

Updating the statistics of each stratum in every iteration may become quite costly for large sample sizes, in particular if only a small number of samples are added at every iteration so that many iterations are performed. Instead of recomputing the sample means and standard deviations from scratch using the standard formulae, we use the following update formulae

$$\hat{\mu}_S = \frac{N_{\text{old},S}\hat{\mu}_{\text{old},S} + N_{\text{new},S}\hat{\mu}_{\text{new},S}}{N_{\text{old},S} + N_{\text{new},S}},$$

(18)

$$\hat{\sigma}^2_S = \frac{(N_{\text{old},S} - 1)\hat{\sigma}^2_{\text{old},S} + (N_{\text{new},S} - 1)\hat{\sigma}^2_{\text{new},S} + \frac{N_{\text{old},S}N_{\text{new},S}}{N_{\text{old},S} + N_{\text{new},S}}(\hat{\mu}_{\text{old},S} - \hat{\mu}_{\text{new},S})^2}{N_{\text{old},S} + N_{\text{new},S} - 1},$$

(19)

which follows the ideas of Welford’s online algorithm [38]. Here, the subscripts 'old' and 'new' denote two independent sample sets of the same quantity. These expressions are not only used for the stratum means and standard deviations, but also to update the corresponding quantities for potential splits, i.e., possible new strata.

### 4.4 Setting the hybrid sampling parameter $\alpha$

The choice of the hybrid parameter $\alpha \in [0, 1]$, which controls the sampling allocation rule, is affected by two opposing trends: robustness and variance reduction. In Sect. 3.3 we have discussed that optimal allocation with $\alpha = 1$ can lead to poor performance of the adaptive procedure described in Algorithm 1 whenever the variances in high-variance strata are drastically underestimated. This is because the iterative procedure in Algorithm 1 with $\alpha = 1$ may never (e.g., in the case of zero variance estimates) add new samples to these strata so that the underestimation cannot be recovered, not even asymptotically. In that sense, the choice $\alpha = 1$ lacks robustness. In contrast, proportional allocation (i.e., $\alpha = 0$) is the most robust in that regard as it does not rely on estimates of the strata standard deviations; cf. also Lemma 1. On the other hand, the results in Sect. 2.3 indicate that optimal allocation with $\alpha = 1$ does not only offer minimal variance for a fixed stratification, but it is also optimal with respect to the size of a stratification when the function $f$ is discontinuous. This is in particular relevant for the class of functions of interest in this work. However, Lemma 3 also reveals that suitable values of $\alpha$ smaller than 1 may still offer
quasi-optimal variance reduction for discontinuous functions. The summary of these two opposing effects is therefore that one should select \( \alpha \in [0,1] \) as small as possible yet large enough to provide quasi-optimal variance reduction. The numerical examples presented in Sect. 5 contains both results for fixed values of \( \alpha \), and dynamic choice of \( \alpha \), to be described next.

### 4.4.1 Dynamic choice of the hybrid parameter

An alternative is to choose \( \alpha \in [0,1] \) dynamically across iterations of the adaptive stratification algorithm described in Algorithm 1. The procedure that we describe in the following is based on the intuition that at the beginning of the iterative procedure we may have unreliable estimates of the strata standard deviations, so that \( \alpha \) small is advisable. Eventually, as the procedure adapts the stratification and increasingly more samples are being generated, one expects that more reliable estimates of the standard deviations are available for values of \( \alpha < 1 \), so that \( \alpha \) large is desired for quasi-optimal variance reduction.

To formalize this intuition, let \( k \in \mathbb{N}_0 \) denote the iteration counter of Algorithm 1 and suppose that the hybrid parameter is initialized with \( \alpha_0 \) for the first iteration (e.g., \( \alpha_0 = 0 \) is natural). Let \( \alpha_k \) denote the value of the hybrid parameter used during the \( k \)-th iteration. At the end of that iteration (line 21 in Algorithm 1), the value of the hybrid parameter for the iteration \( k + 1 \) should then be selected in a way that provides a good compromise between variance reduction and robustness. Here we describe an update based on the stratified sampling estimators variance \( V_\alpha = C_\alpha(\sigma)/N \); cf. Sect. 2.3. If the exact strata standard deviations \( \sigma \) were known, then the optimal variance reduction would be achieved for \( \alpha = 1 \). However, the standard deviations \( \sigma \) are estimated based on the samples that have been generated during the iterations so far. Hence, only the empirical variance constant \( C_\alpha(\hat{\sigma}) \) is available. Naively selecting the hybrid parameter for iteration \( k + 1 \) as \( \alpha_{k+1} = \arg \min_{\alpha \in [0,1]} C_\alpha(\hat{\sigma}) \), where \( \hat{\sigma} \) contains the estimated strata standard deviations using the samples available at iteration \( k \), may result in spurious effects due to the lack of robustness, as the empirical variance constant introduces an error. In fact, in view of the asymptotic distribution characterized in Lemma 2, the empirical variance constant \( C_\alpha(\hat{\sigma}) \) is random, and it will fluctuate around \( C_\alpha(\sigma) \), where those fluctuations will be asymptotically normally distributed. The size of the fluctuations can then be approximately quantified via the limit distribution’s variance, which we write as \( C_\alpha^2(\sigma, \kappa) = \langle \nabla C_\alpha(\sigma), \Sigma_\alpha(\sigma, \kappa) \nabla C_\alpha(\sigma) \rangle \) to emphasize the dependence on both the strata standard deviations \( \sigma \) and the kurtosis \( \kappa \) for practical considerations. Therefore, instead of selecting \( \alpha \in [0,1] \) by minimizing \( C_\alpha(\hat{\sigma}) \) at iteration \( k \) we incorporate these fluctuations and consider the minimization of the empirical function \( J_k : [0,1] \to \mathbb{R} \)

\[
J_k(\alpha) := C_\alpha(\hat{\sigma}) + \frac{C_\alpha(\hat{\sigma}, \hat{\kappa})}{\sqrt{N}},
\]

where the index \( k \) indicates that \( \hat{\sigma} \) and \( \hat{\kappa} \) contain the estimated strata standard deviations and kurtosis, receptively, using the \( N \) samples available at iteration \( k \). That is, for every iteration \( k \), the function \( J_k \) corresponds to the upper end of the 68.27 \% approximate (asymptotic) confidence interval for the variance constant \( C_\alpha(\sigma) \). Moreover, it satisfies
\[ \lim_{k \to \infty} J_k(\alpha) = C_\alpha(\sigma) \text{ almost surely, since } k \to \infty \text{ implies } N \to \infty. \]

One therefore expects that the update by \( \alpha_{k+1} = \arg \min_{\alpha \in [0,1]} J_k(\alpha) \) satisfies \( \alpha_k \to 1 \) asymptotically as \( k \to \infty \).

To further robustify the iterative selection of \( \alpha \), one could, for example, choose \( \alpha_{k+1} \) as the smallest value in \( [0,1] \) that already provides \( \tau \cdot 100\% = \tau \leq 1 \) of the optimal (i.e., minimal) upper confidence band for the variance constant. The complete selection procedure outlined above is summarized in Algorithm 2.

**Algorithm 2** Updating the hybrid sampling parameter \( \alpha \).

1. Let \( \alpha_k \) be the hybrid parameter used for the sample allocation at the \( k \)-th iteration of the adaptive stratification procedure.
2. Estimate \( \hat{\sigma} \) and \( \hat{k} \) based on the available \( N_{\alpha_k}^S \) samples in each stratum \( S \) of the current stratification \( S \) at iteration \( k \).
3. Determine \( J_*^k = \min_{\alpha \in [0,1]} J_k(\alpha) \)
4. Set \( \alpha_{k+1} = \min \left\{ \alpha \in [0,1] : J_k(\alpha) - J_*^k \leq (1 - \tau)J_*^k \right\} \), or \( \alpha_{k+1} = 0 \) if the set is empty.

Notice that the choice \( \tau = 0 \) coincides with the case of no additional robustification. Moreover, step 2 of Algorithm 2 requires estimating both \( \hat{\sigma} \) and \( \hat{k} \) based on the available samples at iteration \( k \). To minimize the risk of drastically misestimating the strata variances (and thus the kurtosis), cf. inequality (15), we propose to use KDE-based techniques moment estimates discussed in Sect. 3.3 which introduce additional smoothing for strata with small observed variability.

5 Numerical results

As discussed in Sect. 2 for a given stratification (and if exact sample allocation rules are available) stratified sampling yields an unbiased estimator of \( \mathbb{E}(Q) = \mathbb{E}(f(Y)) \), whose variance is reduced compared to that of a classic Monte Carlo estimator; cf. [30]. In fact, the ratio of the Monte Carlo estimator’s variance \( \mathbb{V}(\hat{Q}_{MC}) = \mathbb{V}(Q)/N \) and a hybrid stratified sampling estimator’s variance \( \mathbb{V}(\hat{Q}_{\alpha}) \) gives rise to as a measure of the *speedup* in view of the central limit theorem (3). Indeed, the speedup

\[ \text{speedup} \equiv \frac{\mathbb{V}(\hat{Q}_{MC})}{\mathbb{V}(\hat{Q}_{\alpha})} = \frac{\mathbb{V}(Q)}{C_\alpha(\sigma)}, \quad (20) \]

can be seen as the factor of how many more simulations (i.e., evaluations of the model \( f \)) are needed to achieve a certain mean squared error goal when using a Monte Carlo estimator compared to a hybrid stratified sampling estimator.

The adaptive stratification procedure introduced in this work aims at minimizing the stratification estimator’s variance by consecutively refining high variance strata. That is, the procedure is designed to maximize the speedup even in the presence of heterogeneous
features of \( f \). A consequence of this dynamic sampling-based adaptation is that it is no longer guaranteed that the estimator at the final iteration will be a statistically unbiased estimator of \( \mathbb{E}(Q) \) for a finite sample size \( N_{\text{max}} \), due to the dependencies on the previously sampled variables and strata refinements. However, taking advantage of the hybrid sample allocation and following the directives introduced in Sect. 3, the adaptive stratified sampling estimator is still asymptotically unbiased for any \( \alpha \in [0, 1) \). Moreover, numerical comparisons (not shown here) of the empirical adaptive stratified sampling estimators’ bias with the empirical Monte Carlo bias for the test cases considered in the following indicated that both terms are of similar size.

Recall that in this work, we assume that the total cost of obtaining \( N_{\text{max}} \) samples of the function of interest is vastly higher than the cost of the dynamic stratification and allocation of samples. In what follows, the performance of the algorithm presented in previous sections is evaluated on a range of different test cases. We note that we do not present trivial cases where e.g., a discontinuity can be exactly tessellated by the kind of stratification chosen here (hyperrectangles or simplices), but report that for such cases the speedups compared to standard Monte Carlo become arbitrarily large. A discontinuity defined by \( 1/2^n \) of a hypersphere is thus a nontrivial and more insightful test case where the number of stochastic dimensions \( n \) can be varied to investigate how the performance depends on the dimensionality of the problem (Sect. 5.1). The variance is strictly localized to strata that contain the boundary of the hypersphere, and zero elsewhere. That is, the challenging aspect of these test cases for the adaptive stratification procedure is the identification (and adaptive isolation) of a discontinuity. Next, an idealized model for the critical pressure in a faulted reservoir based on analytical physical expressions is investigated (Sect. 5.2). The model exhibits both discontinuities and regions of sharp but continuous variation. Finally, we perform numerical tests on the Sod test case from fluid dynamics, and a vertical equilibrium porous medium model describing subsurface CO\(_2\) storage (Sects. 5.3 and 5.4). All these cases exhibit discontinuous dependence of the quantity of interest (QoI) \( Q = f(Y) \) with respect to the stochastic parameters \( Y \), as is depicted in Fig. 5 and described in more details in subsequent subsections. For all test problems, we present results using hybrid sampling with

![Figure 5: Test problems \( Q = f(Y) \). Here, \( Q \) is the stress threshold (MPa), density (kg/m\(^3\)), and normalized CO\(_2\) plume height (dimensionless), respectively.](image-url)
\( \alpha = 0 \) (proportional sampling), \( \alpha = 0.9 \), and \( \alpha \) determined dynamically on \([0, 0.95]\) using Algorithm 2.

5.1 Hyperspherical discontinuity in multiple dimensions

Consider the unit step function with all coordinates within the unit intervals, and restricted by the hypersphere in \( n \) dimensions with center at the origin and radius \( r_n \) chosen so that the hypersphere’s volume is equal to \( 2^{n-1} \).

\[
    f(Y) = \begin{cases} 
    1 & \text{if } \|Y\|_2^2 \leq r_n^2 \text{ and } 0 \leq Y_i \leq 1, i = 1, \ldots, n, \\
    0 & \text{otherwise} 
    \end{cases} 
\] (21)

An example of the development of the adaptive stratification is shown for the \( n = 2 \) case in Fig. 6. Starting from 30 uniformly distributed samples in the unit square, a total of 10,000 samples are distributed adaptively, resulting in a final stratification consisting of 17 strata. The samples are progressively allocated to strata that contain the discontinuity, i.e., have non-zero variances. In addition, 10% of samples every iteration are allocated proportionally to enable detecting unseen solution features. Speedups for \( n = 2, 3, 4 \) are shown in Figs. 7-9.

Figure 6: Evolution of simplex tessellation for the quarter of a circle (hyperspherical \( n = 2 \)) test case. Hybrid sampling with \( \alpha = 0.9 \) and 30 samples per simplex added at every iteration with a total of 10,000 samples.

respectively. For \( n = 2 \) and the largest sample sizes, the speedups are 2-3 orders of magnitude compared to standard Monte Carlo sampling. For \( n = 3 \), the corresponding speedups are 10-40, and for \( n = 4 \) typically 5-10. Small values of \( c \), intuitively corresponding to more greedy yet more “risky” stratifications in view of Sect. 4.3, tend to slightly increase speedup, but the pattern is not unambiguous. Dynamically choosing \( \alpha \) in most cases resembles sampling with fixed \( \alpha = 0.9 \) with some notable differences for smaller sample sizes and \( n = 4 \).

5.2 Geomechanics fault surface stress problem

Consider injection through a well into a porous medium with unknown permeability and unknown location of a fault. We employ a simplified model for the surface stress at a fault assuming single-phase flow and no poro-elastic effects of injection, as in [25]. The background
stress field only changes at the injection surface, and hydrostatic pressure is assumed. The QoI is the stress threshold $S_{\text{thres}}$ that indicates fault stability,

$$S_{\text{thres}} = \begin{cases} \Delta \tau - \Delta \sigma \mu_F \Delta F & \text{if } \Delta CFF < 0, \\ 0 & \text{otherwise} \end{cases}$$

where $\Delta CFF = \Delta \sigma \mu_F - \Delta \tau$ is a Coulomb fault failure criterion. The friction drop $\Delta F$ is 0.8, the shear stress $\Delta \tau$ is 20 MPa, the normal stress $\Delta \sigma$ is the difference between an original stress assumed to be 50 MPa and the pressure $p = \rho_w g ((d + 0.5H) + h)$; where $\rho_w = 1000 \text{ kg/m}^3$ (density water), $g = 9.81$ (gravitational constant), $d = 2000 \text{ m}$ (depth of caprock), $H = 100 \text{ m}$ (height of injection formation), and the hydraulic head $h$ is a function of the well distance and given by Eq. (2.46) in [25]. The stochastic input parameters are the well distance (in meters) with distribution $U[10, 1000]$, and the friction coefficient $\mu_F$ (dimensionless) with lognormal(0.2, 0.7) distribution.

Figure [10] shows the variance ratios for the fault surface problem as a function of total number of samples, for $\alpha = 0, 0.9$ and dynamic $\alpha$ using hyperrectangles and simplices for the adaptive stratifications. For this problem, the best performance is achieved for hyperrectangular stratifications with proportional allocation ($\alpha = 0$) with speedups exceeding three
orders of magnitude compared to Monte Carlo for the largest sample sizes investigated. This contrasts with the hyperspherical test cases previously presented, where simplices and nearly optimal allocation yield the best results.

5.3 Sod shock tube problem

The Sod test case describes the time-dependent behavior of two gas phases with different phase properties, separated by a membrane that is instantly removed at time 0. The problem can be modeled by the one-dimensional Euler equations and has been investigated in the uncertainty quantification literature to illustrate challenges related to discontinuities in stochastic space [29, 36, 28]. We assume the following three uncertain parameters: left state density $U[0.7, 1.3]$, right state density $U[0.05, 0.2]$, and initial location of the membrane with distribution $U[0.45, 0.55]$. The quantity of interest is the density at $(x, t) = (0.7, 0.1)$.

The speedups for hyperrectangles and simplices, hybrid sampling with $\alpha = 0$, $\alpha = 0.9$, and dynamic $\alpha$, are shown in Fig. 11. The best performance is obtained with hyperrectangular stratification, despite a curved hypersurface discontinuity, see Fig. 5(b).
5.4 Vertical equilibrium model of CO$_2$ storage

Subsurface permanent CO$_2$ storage involves injection of large quantities of CO$_2$ into porous reservoirs with largely unknown physical properties. The varying temporal and physical scales call for simplified-physics models, achieved, e.g., by vertical equilibrium assumptions and dimension reduction by integration over the vertical direction [25]. The result is a nonlinear hyperbolic conservation law with discontinuous flux function, where the solution represents the saturation of CO$_2$ as a function of space and time. For reproducibility, Table 1 contains all values relevant for the setup of the problem, including distributions for four random parameters: permeability, brine mobility, CO$_2$ mobility, and background flow rate. A more detailed description of the problem, including the conservation law and its time-dependent solution, can be found in [22, 27]. Although not explicitly referred to in this paper, Table 1 lists notation for various parameters consistent with [27], also to facilitate reproducibility.

The QoI is the height of the CO$_2$ plume 100 m downstream of the injection location, 600 years after the end of injection. Speedups for the CO$_2$ problem as a function of the total number of samples are shown in Fig. 12. Speedup is observed for all sampling schemes,
even for the smallest sizes of sample sets. This problem exhibits zero or small variability away from the discontinuities, as indicated in Fig. 5(c), making it a particularly suitable candidate for the proposed method. At the same time, the number of dimensions ($n = 3$ due to $Q$ being a function of the ratio of the phase mobilities, rather than their individual values) already requires a large number of samples to give speedups greater than an order of magnitude.

6 Conclusions

We have introduced a novel stratified sampling method with adaptive stratification and sequential, hybridized allocation of samples. For a fixed stratification, the sample allocation asymptotically approaches a prescribed linear combination of proportional and optimal allocation. Letting a fraction of samples be allocated proportionally adds robustness to the adaptive method, as the stratum standard deviations are not a priori known but estimated on-the-fly as samples are added. Moreover, a greedy approach is used to split the stratum that results in the largest reduction of the stratified sampling estimator’s current variance.
Kurtosis dependent estimates are provided that allow to quantify the probability of drastically underestimating local strata variances and, thus, of failing to identify strata that should be refined.

To maintain prescribed stratum sampling rates and for ease of implementation, a new stratum that arises after re-stratification should be contained within a single parent stratum, and it should retain the same geometrical shape. In this work, we suggest using hyperrectangles or simplices for the stratification, as either of these shapes can be bisected and the result is two new hyperrectangles or simplices. In fact, both classes of tessellations allow for a flexible partition of the stochastic domain.

The proposed method is anticipated to result in significant speedups for problems where the variability is localized in random space, e.g., the PDE solutions describing physical problems with uncertain parameters and exhibiting steep gradients or discontinuities. In contrast to, e.g., localized response surface methods based on function approximations, an advantage of the proposed method is that accurate identification of steep features is not necessary to obtain good results. Confining sharp features to strata of small measure is often sufficient to vastly outperform standard Monte Carlo sampling. This has been verified experimentally through various test cases, exhibiting speedups of up to three orders of magnitude compared...
| Parameter                        | Notation | Value/Distribution                      |
|---------------------------------|----------|-----------------------------------------|
| Porosity                        | $\phi$   | 0.15                                    |
| Residual brine saturation       | $S_{br}$ | 0.1                                     |
| Residual CO$_2$ saturation      | $S_{cr}$ | 0.1                                     |
| Slope angle                     | $\theta$ | 0.005                                   |
| Injection time                  | $\tau$  | 20 years                                |
| Injection rate                  | $Q_{inj}$| $1 \times 10^{-7}$ m/s                  |
| CO$_2$ mobility                 | $\lambda_c$ | Uniform $[0.7, 1.3] \times 6.25 \times 10^{-5}$ ms/kg |
| Brine mobility                  | $\lambda_b$ | Uniform $[0.8, 1.2] \times 5 \times 10^{-4}$ ms/kg |
| Background flow                 | $Q$      | Exponential, mean $1 \times 10^{-9}$ m/s |
| Permeability                    | $k$      | Lognormal, mean 200 mD, std 50 mD       |

Table 1: Parameter setup for the CO$_2$ storage test problem.

to standard Monte Carlo.
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A Derivation of the gradient of the variance constant

Introduce the functions

$$g_S: \mathbb{R}^{|S|} \to \mathbb{R}, \quad \sigma \mapsto g_S(\sigma) = \frac{\sigma_S}{\langle p, \sigma \rangle}$$

for any $S \in \mathcal{S}$. Then

$$\sigma \mapsto C_\alpha(\sigma) = \sum_{S \in \mathcal{S}} \frac{p_S \sigma_S^2}{1 + \alpha (g_S(\sigma) - 1)},$$

so that $V_\alpha = C_\alpha(\sigma)/N$. To quantify the robustness of the variance reduction with respect to perturbation in $\sigma$, we compute the gradient of $C_\alpha$. Therefore, we first compute the partial derivative of $g_S$ with respect to the component $\sigma_U$ of $\sigma$ as

$$\partial_{\sigma_U} g_S(\sigma) = \frac{\delta_{S,U}}{\langle p, \sigma \rangle} - \frac{p_U \sigma_S}{\langle (p, \sigma) \rangle^2},$$
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Figure 12: CO$_2$ storage problem. Hyperrectangular and simplex tessellation, sampling with $\alpha$ being 0, 0.9 or set dynamically, and 1000 repetitions, variable $N_{\text{max}}$ and sampling constant $c$.

where $\delta_{S,U}$ denotes the Kronecker delta: $\delta_{S,U} = 1$ if $S = U$ and $\delta_{S,U} = 0$ else. Next we compute the component of the gradient of $C_\alpha$ with respect to $\sigma_U$, which, after some algebra, can be written as:

$$
\partial_{\sigma_U} C_\alpha(\sigma) = \frac{p_U \sigma_U}{1 + \alpha (g_U(\sigma) - 1)} \left( 1 + \frac{1 - \alpha}{1 + \alpha (g_U(\sigma) - 1)} \right) + \frac{\alpha p_U}{\langle p, \sigma \rangle^2} \sum_{S \in S} \frac{p_S \sigma_S^3}{(1 + \alpha (g_S(\sigma) - 1))^2}.
$$

Finally, using the fact that

$$
1 + \alpha (g_S(\sigma) - 1) = \frac{\alpha \sigma_S + (1 - \alpha) \langle p, \sigma \rangle}{\langle p, \sigma \rangle}
$$

we can eventually write the partial derivative of $C_\alpha$ as

$$
\partial_{\sigma_U} C_\alpha(\sigma) = \frac{p_U \sigma_U \langle p, \sigma \rangle}{\alpha \sigma_U + (1 - \alpha) \langle p, \sigma \rangle} \left( 1 + \frac{(1 - \alpha) \langle p, \sigma \rangle}{\alpha \sigma_U + (1 - \alpha) \langle p, \sigma \rangle} \right) + \alpha p_U \sum_{S \in S} \frac{p_S \sigma_S^3}{(\alpha \sigma_S + (1 - \alpha) \langle p, \sigma \rangle)^2}.
$$
B  Further motivation for splitting adaptively

B.1  Variance reduction by splitting

Consider an arbitrary stratum $S$ with a partition $S = S_+ \cup S_-$ defining a refined stratification. We are interested in the effect of splitting on the variance of the estimator. Without loss of generality, assume that $\mathbb{E}(f(Y)|Y \in S) = 0$ (we may always subtract a constant without changing the variance), and let the relative measure of $S_+$ and $S_-$ be $q$ and $1-q$ (the measure of $S$ itself does not matter). Then,

$$
\mathbb{V}(f(Y)|Y \in S) = \mathbb{V}(f(Y)|Y \in S_+) + \mathbb{V}(f(Y)|Y \in S_-) + 2C(f(Y)|Y \in S_+, f(Y)|Y \in S_-)
$$

$$
= \mathbb{V}(f(Y)|Y \in S_+) + \mathbb{V}(f(Y)|Y \in S_-) + \frac{2(1-q)}{q} (\mathbb{E}(f(Y)|Y \in S_-))^2
$$

$$
\geq q\mathbb{V}(f(Y)|Y \in S_+) + (1-q)\mathbb{V}(f(Y)|Y \in S_-),
$$

where the second equality follows from $S_+$ and $S_-$ being disjoint and the relation

$$
\mathbb{E}(f(Y)|Y \in S) = q\mathbb{E}(f(Y)|Y \in S_+) + (1-q)\mathbb{E}(f(Y)|Y \in S_-) = 0.
$$

The right-hand side of Eq. (22) equals the variance contribution to the estimator from the two newly created strata. Thus, we have shown that splitting of a stratum always reduces the variance of the estimator. that optimal allocation is maintained after splitting.

B.2  Stratification of domains of discontinuous functions

Let $S_+$ and $S_-$ be two subdomains that forms a partition of $\mathcal{U} = [0, 1]^n$, separated by a hypersurface $H \subset \mathbb{R}^{n-1}$. Let $f$ be a piecewise constant function on $\mathbb{R}^n$, defined by

$$
f(Y) = \begin{cases} 
c_+ & \text{if } Y \in S_+ \\
c_- & \text{if } Y \in S_-
\end{cases},
$$

where $c_+$ and $c_-$ are constants, and consider a neighborhood $S_H$ around $H$. Denote the measure of $S_+$ and $S_-$ by $p_+ = \mathbb{P}(S_+)$ and $p_- = \mathbb{P}(S_-)$, respectively, and $\tilde{p}_+ = \mathbb{P}(S_+ \cap S_H)$ and $\tilde{p}_- = \mathbb{P}(S_- \cap S_H)$. Setting $p = \tilde{p}_+/p_{S_H}$ we have

$$
\mathbb{V}(f(Y)|Y \in S_H) = \frac{\tilde{p}_-}{p_{S_H}} \left(1 - \frac{\tilde{p}_+}{p_{S_H}}\right) c_+^2 + \frac{\tilde{p}_+}{p_{S_H}} \left(1 - \frac{\tilde{p}_-}{p_{S_H}}\right) c_-^2 - 2\frac{\tilde{p}_+\tilde{p}_-}{p_{S_H}^2} c_+ c_-
$$

$$
= p(1-p)(c_+ - c_-)^2,
$$

where we have used that $p_+ + p_- = 1$, and $\tilde{p}_+ + \tilde{p}_- = p_{S_H}$. Note that (24) is similar to the expression for the global variance,

$$
\mathbb{V}(f(Y)) = p_+(1-p_+)(c_+ - c_-)^2.
$$

To minimize the variance, we see from (24) that the stratum $S_H$ should be small, whereas the local variances in $S_+ \setminus S_H$ and $S_- \setminus S_H$ are identically zero (since $f$ is constant).
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