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Abstract

The theory of quaternionic slice regular functions was introduced in 2006 and successfully developed for about a decade over symmetric slice domains, which appeared to be the natural setting for their study. Some recent articles paved the way for a further development of the theory: namely, the study of slice regular functions on slice domains that are not necessarily symmetric. The present work is a panorama of geometric function theory in this new context, where new phenomena appear. For instance, the nature of the zero sets can be drastically different than in the symmetric case. The work includes differential, algebraic, topological properties, as well as integral and series representations, of slice regular functions over slice domains.
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1 Introduction

The works [14, 15] presented a possible quaternionic analog of the theory of holomorphic complex functions, namely, the theory of quaternionic slice regular functions. The theory, after a first phase focused on Euclidean balls centered at the origin, made a step forward after the work [3]. This work presented several foundational results, which made the study of slice regular functions interesting on a larger class of domains: the so-called symmetric slice domains. On such domains, the theory of slice regular functions turned out to be rich and to have several useful applications to open problems in other areas of mathematics. For a panorama, see [13] and subsequent articles.

The recent work [4] showed that slice regular functions on slice domains that are not symmetric do not necessarily extend to the so-called symmetric completions of their domains. This motivated the subsequent works [5, 6, 12]. A full development of a theory of slice regular functions on slice domains that are
not necessarily symmetric became an intriguing problem. In the present work, we tackle this problem and prove local versions of many properties valid over symmetric slice domains. Besides expected results, we find new, unexpected phenomena. For instance, the zero sets of slice regular functions can be drastically different than in the case of symmetric slice domains: in that case, the zero sets consist of isolated zeros or isolated 2-spheres of a special type; on general slice domains, each such 2-sphere may include areas where the function vanishes identically and areas where it does not. While every zero of a slice regular function \( g \) can still be factored out, not every factor implies a zero of \( g \). These “ghost” zeros can, however, play a role in the zero sets of regular products \( f \ast g \) and of the regular conjugate \( g^c \). These new phenomena concerning zeros are reflected in the classification of singularities of slice regular functions on slice domains. Both as a tool for the present study and for its independent interest, we prove in this work a stronger version of the Local Extension Theorem, namely [12, Theorem 3.2].

The paper is structured as follows. Section 2 is devoted to preliminary material. In Section 3 we begin the study of real differentials of slice regular functions over a slice domain and in Section 4 we construct an algebraic structure on the set of such functions. Section 5 presents a first study of the zero sets. In Section 6 we construct reciprocals and quotients of slice regular functions. Besides its independent interest, this construction allows us to further the study of zeros in Section 7, which presents new factorization results. Section 8 applies these factorization results both to further study the zero sets and to characterize the points where the real differential of a slice regular function is singular. In Section 9 we classify the singularities of slice regular functions over slice domains finding that, as it happened with zeros, they may have a peculiar structure when the slice domain is not symmetric. Section 10 comprises versions of the Minimum Modulus Principle and Open Mapping Theorem for these functions. In Section 11 we prove some integral representation formulas. In order to do so, we prove a stronger version of the Local Extension Theorem, namely [12, Theorem 3.2]. Section 12 presents a local version of the so-called spherical series expansions for slice regular functions.

## 2 Preliminaries

In this section devoted to preliminaries, we follow the presentation of [13, Chapter 1] (which derived from [2, 3, 8, 14, 15, 25]). The real algebra of quaternions will be denoted as \( \mathbb{H} = \mathbb{R} + i\mathbb{R} + j\mathbb{R} + k\mathbb{R} \); the real axis as \( \mathbb{R} \); the 2-sphere of quaternionic imaginary units as \( \mathbb{S} \); and the real subalgebra generated by 1 and by any \( I \in \mathbb{S} \) as

\[
L_I := \mathbb{R} + I\mathbb{R}.
\]

If \( T \subseteq \mathbb{H} \), it is customary to set, for each \( I \in \mathbb{S} \), the notations \( T_I := T \cap L_I \),

\[
L_J^+ := \{x + yJ : x, y \in \mathbb{R}, y > 0\}
\]

and \( T_J^+ := T \cap L_J^+ \). As usual, a domain in \( \mathbb{H} \) is an open connected subset of \( \mathbb{H} \).

**Definition 2.1.** Let \( f \) be a quaternion-valued function defined on a domain \( \Omega \). For each \( I \in \mathbb{S} \), let \( f_I := f|_{\Omega_I} \) be the restriction of \( f \) to \( \Omega_I \). The restriction \( f_I \)
is called \textit{holomorphic} if it has continuous partial derivatives and
\[
\partial_I f(x + yI) := \frac{1}{2} \left( \frac{\partial}{\partial x} + I \frac{\partial}{\partial y} \right) f_I(x + yI) \equiv 0. \tag{1}
\]
The function \( f \) is called \textit{slice regular} if, for all \( I \in \mathbb{S}, f_I \) is holomorphic.

For future reference, we recall the following definition, valid for any slice regular function \( f : \Omega \to \mathbb{H} \). After setting
\[
\partial_I f(x + yI) := \frac{1}{2} \left( \frac{\partial}{\partial x} - I \frac{\partial}{\partial y} \right) f_I(x + yI)
\]
for \( x + yI \in \Omega_I \), the \textit{Cullen derivative} (or complex derivative) \( f'_I : \Omega \to \mathbb{H} \) of \( f \) is defined as the slice regular function whose restriction \( (f'_I)_I \) equals \( \partial_I f \) for each \( I \in \mathbb{S} \).

**Example 2.2.** For any \( n \in \mathbb{N} \) and any choice of \( a_0, a_1, \ldots, a_n \) in \( \mathbb{H} \), the quaternionic polynomial \( f(q) = a_0 + qa_1 + \ldots + q^n a_n \) is a slice regular function \( \mathbb{H} \to \mathbb{H} \). It holds \( f'_I(q) = a_1 + 2q a_2 + \ldots + q^{n-1} n a_n \).

Power series centered at 0 provide further examples of slice regular functions, see \cite{13} Theorem 1.6. The analogs at points \( \in \mathbb{S} \) of their domains, in an appropriate sense, see \cite{13} Chapter 2 (derived from \cite{11}). The latter property is subsumed in Theorem 9.3 of the present work.

The theory of slice regular functions turned out to be particularly interesting over the class of domains specified in the next definition, because of the subsequent results.

**Definition 2.3.** Let \( \Omega \) be a domain in \( \mathbb{H} \) that intersects the real axis. \( \Omega \) is called a \textit{slice domain} if, for all \( I \in \mathbb{S} \), the intersection \( \Omega_I \) with the complex plane \( L_I \) is a domain of \( L_I \).

**Theorem 2.4 (Identity Principle).** Let \( f, g \) be slice regular functions on a slice domain \( \Omega \). If, for some \( I \in \mathbb{S} \), \( f \) and \( g \) coincide on a subset of \( \Omega_I \) having an accumulation point in \( \Omega_I \), then \( f = g \) in \( \Omega \).

**Definition 2.5.** A set \( T \subseteq \mathbb{H} \) is called (axially) \textit{symmetric} if, for all points \( x + yI \in T \) with \( x, y \in \mathbb{R} \) and \( I \in \mathbb{S} \), the set \( T \) contains the whole sphere \( x + yS \).

**Theorem 2.6 (Representation Formula).** Let \( f \) be a slice regular function on a symmetric slice domain \( \Omega \) and let \( x + yI \subseteq \Omega \). For all \( I, J, K \in \mathbb{S} \) with \( J \neq K \)
\[
f(x + yI) = (J - K)^{-1} \left[ J f(x + yJ) - K f(x + yK) \right] + I (J - K)^{-1} \left[ f(x + yJ) - f(x + yK) \right]. \tag{2}
\]
Moreover, the quaternion \( b := (J - K)^{-1} \left[ J f(x + yJ) - K f(x + yK) \right] \) and the quaternion \( c := (J - K)^{-1} \left[ f(x + yJ) - f(x + yK) \right] \) do not depend on \( J, K \) but only on \( x, y \).

Another version of the Representation Formula was proven in \cite{19} Theorem 2.4], yielding that every slice regular function on a symmetric slice domain is real analytic (see \cite{17} Proposition 7]). The next two results are also very useful. We quote the second one in the slightly corrected version of \cite{12} Theorem 2.1.
Lemma 2.7 (Extension Lemma). Let $\Omega$ be a symmetric slice domain and let $I \in \mathbb{S}$. If $f_I : \Omega_I \to \mathbb{H}$ is holomorphic then there exists a unique slice regular function $g : \Omega \to \mathbb{H}$ such that $g_I = f_I$ in $\Omega_I$. The function $g$ is denoted by $\text{ext}(f_I)$ and called the regular extension of $f_I$.

Theorem 2.8 (Extension Formula). Let $J, K$ be distinct imaginary units; let $T$ be a domain in $L_J$, such that $T^+_J$ is connected and $T \cap \mathbb{R} \neq \emptyset$; let $U := \{x + yK : x + yJ \in T\}$. Choose holomorphic functions $r : T \to \mathbb{H}, s : U \to \mathbb{H}$ such that $r|_{T \cap \mathbb{R}} = s|_{T \cap \mathbb{R}}$. Let $\Omega$ be the symmetric slice domain such that $\Omega^+_J = T^+_J, \Omega \cap \mathbb{R} = T \cap \mathbb{R}$ and set, for all $x + yI \in \Omega$ with $x, y \in \mathbb{R}, y \geq 0$ and $I \in \mathbb{S}$,

$$f(x + yI) := (J - K)^{-1} [Jr(x + yJ) - Ks(x + yK)] + I(J - K)^{-1} [r(x + yJ) - s(x + yK)]$$

The function $f : \Omega \to \mathbb{H}$ is the (unique) slice regular function on $\Omega$ that coincides with $r$ in $\Omega^+_J$, with $s$ in $\Omega^+_K$ and with both $r$ and $s$ in $\Omega \cap \mathbb{R}$.

The study over slice domains that are not symmetric has not been further developed for several years, possibly because it was commonly believed that every slice regular function on a slice domain $\Omega$ could be extended in a unique fashion to the symmetric completion $\tilde{\Omega}$ of $\Omega$, in accordance with the next definition.

Definition 2.9. The (axially) symmetric completion of a set $T \subseteq \mathbb{H}$ is the smallest symmetric set $\tilde{T}$ that contains $T$. In other words,

$$\tilde{T} := \bigcup_{x + yI \in T} (x + y\mathbb{S}).$$

However, the recent work [4] proved that not every slice regular function on a symmetric slice domain $\Omega$ extends to $\tilde{\Omega}$, providing the following counterexample.

Example 2.10. Fix an imaginary unit $I \in \mathbb{S}$. For $J \in \mathbb{S}$, consider the half line

$$h_J := (-\infty, -2] + 2J = \{s + 2J : s \in (-\infty, -2]\}$$

and the closed disk

$$D_J := \{z \in L_J : |z + 1 - 2J| \leq 1\}.$$

For any $t \in [0, 1]$ and all $J, \alpha \in \mathbb{S}$, consider the following arc, with endpoints $-2 + 2J$ and $2J$, within $D_J$:

$$\alpha_{t, J} := -1 + 2J + \{(1 - t)e^{2\pi J} + te^{-2\pi J} : s \in [0, 1]\}.$$

In particular: $\alpha_{0, J}$ is the upper half of the circle $\partial D_J$; $\alpha^+_{2, J}$ is the line segment $[-2, 0] + 2J$; and $\alpha_{1, J}$ is the lower half of the circle $\partial D_J$ within $L_J^+$. For $t \in [0, 1]$, consider the unique holomorphic function $\phi_t : L_I \setminus (h_I \cup \alpha_{t, I}) \to L_I$ such that $\phi_t(x + 2I) = \ln(x)$ for all $x \in (0, +\infty)$. For all $x, y \in \mathbb{R}$ such that $x + yI \not\in h_I \cup \alpha_{t, I}$, it holds

$$\phi_t(x + yI) := \ln \sqrt{x^2 + (y - 2)^2} + I \arg_e(x + I(y - 2)),$$

where $\arg_e$ denotes the argument on the domain obtained from $L_I$ by erasing both the half line $(-\infty, -2]$ and the arc $\alpha_{t, I} - 2I$. Note that $\phi_t$ cannot be
holomorphically extended through any point of $\alpha_t$. For each $t \in [0, 1]$, let $C_t$ denote the closed subset of $D_1$ bounded by $\alpha_{0,1}$ and $\alpha_{t,1}$. Then the intersection of the domains of $\phi_t$ and $\phi_0$, namely $L_1 \setminus (h_t \cup \alpha_{t,1} \cup \alpha_{0,1})$, has two connected components: the interior of $C_t$ and the set $L_1 \setminus C_t$. By direct inspection, $\phi_t$ and $\phi_0$ coincide in $L_1 \setminus C_2$, while $\phi_t - \phi_0 \equiv 2\pi I$ in the interior of $C_t$.

If we denote the restriction of $\phi_t$ to $\Phi_t := L_1 \setminus (h_t \cup \alpha_{t,1} \cup \alpha_{0,1})$ again by $\phi_t$, we may set

$$f_t := \text{ext}(\phi_t) : \tilde{\Phi}_t \to \mathbb{H}.$$  

For each $t \in [0, 1]$, the intersection $\tilde{\Phi}_t \cap \Phi_0$ has two connected components: the interior of $\tilde{C}_t$ and $\mathbb{H} \setminus (\tilde{h}_t \cup \tilde{C}_t)$. Clearly, $f_t$ and $f_0$ coincide in the latter connected component. Moreover,

$$f_t(x + Jy) - f_0(x + Jy) = (2I)^{-1} [2\pi I + 10] + J(2I)^{-1} [2\pi I - 0] = \pi(I + J)$$

for all $x, y \in \mathbb{R}$ with $y \geq 0$ and for all $J \in \mathbb{S}$ such that $x + Jy$ belongs to the interior of $\tilde{C}_t$. In particular, the difference is zero when $J = -I$.

Let $\Omega$ be the slice domain with the following properties: $\Omega \supset \mathbb{R}$; moreover, for every $J \in \mathbb{S}$,$$

\Omega_+ := L_1^+ \setminus (h_J \cup a_J)
$$

where, after setting $T(J) := \min\{|J - I|, 1\}$, the arc $a_J$ is defined to equal $\alpha_{T(J),J}$. In particular, $a_J = \alpha_{0,1}$ is the upper half of the circle $\partial D_1$ within $L_1^+$ and, for every imaginary unit $J$ with $|J - I| \leq 1$ (including $J = -I$), $a_J = \alpha_{1,1}$ is the lower half of the circle $\partial D_1$ within $L_1^-$. Define the regular function $f : \Omega \to \mathbb{H}$ as follows: for each $J \in \mathbb{S}$, $f$ is defined to equal $f_{T(J)}$ in $\Omega_+^J$; in $\mathbb{R}$, $f$ equals $f_0$ (whence all $f_t$ with $t \in [0, 1]$). Then $f$ admits no regular extension to $\tilde{\Omega} = \mathbb{H} \setminus (\tilde{h}_I \cup \{2I\})$: if it did, then $f_1 = (f_0)_I = \phi_0$ would extend holomorphically through $a_I = \alpha_{0,1}$ minus its endpoints; we already noted that this is impossible.

In [12], we proved the following results, valid on all quaternionic slice domains.

**Lemma 2.11.** Let $Y$ be an open subset of $\mathbb{H}$ and let $J_0 \in \mathbb{S}$. Let $C$ be a compact and path-connected subset of $Y_{J_0}$ such that $C \cap \mathbb{R}$ is a closed interval and $C \setminus \mathbb{R} \subset Y_{J_0}$. Let $q_0 \in C$ be such that $\max_{p \in C} |\text{Im}(p)| = |\text{Im}(q_0)|$. Then there exists $\varepsilon > 0$ such that $$\Gamma(C, \varepsilon) := \bigcup_{p \in C \cap \mathbb{R}} B\left(p, \frac{|\text{Im}(p)|}{\text{Im}(q_0)} \varepsilon\right) \cup \bigcup_{p \in C \setminus \mathbb{R}} B(p, \varepsilon)$$

is a slice domain and $C \subset \Gamma(C, \varepsilon) \subseteq Y$.

**Theorem 2.12** (Local Extension). Let $f$ be a slice regular function on a slice domain $\Omega$. For every $p_0 \in \Omega$, there exist a symmetric slice domain $N$ with $N \cap \mathbb{R} \subset \Omega$, a slice domain $\Lambda$ with $p_0 \in \Lambda \cup \Omega \cap N$, and a slice regular function $F : N \to \mathbb{H}$ such that $F$ coincides with $f$ in $N \cap \mathbb{R}$, whence in $\Lambda$.

We will state and prove a stronger version of this result in Theorem [11.3]. Theorem [2.12] has the following consequence.
Corollary 2.13. Every slice regular function on a slice domain is real analytic.

Motivated by Theorem 2.12 we give a new definition.

Definition 2.14. Let $f$ be a slice regular function on a slice domain $\Omega$. If $\tilde{f}$ is a slice regular function on a symmetric slice domain $N$ with $N \cap \mathbb{R} \subseteq \Omega$ and if there exists a slice domain $\Lambda \subseteq \Omega \cap N$ where $f$ and $\tilde{f}$ coincide, then $(\tilde{f}, N, \Lambda)$ is called an extension triplet for $f$.

In [12], we proved the next result.

Theorem 2.15 (Local Representation Formula). Let $\Omega$ be a slice domain and let $f : \Omega \to \mathbb{H}$ be a slice regular function. For all $J, K \in \mathbb{S}$ with $J \neq K$ and all $x, y \in \mathbb{R}$ with $y \geq 0$ such that $x + yJ, x + yK \in \Omega$, let us set

$$b(x + yJ, x + yK) := (J - K)^{-1} \left[ Jf(x + yJ) - Kf(x + yK) \right]$$

$$c(x + yJ, x + yK) := (J - K)^{-1} \left[ f(x + yJ) - f(x + yK) \right].$$

For every $p_0 \in \Omega$, there exists a slice domain $\Lambda$ with $p_0 \in \Lambda \subseteq \Omega$ such that the following properties hold for all all $x, y \in \mathbb{R}$ with $y \geq 0$:

- If $U = (x + yS) \cap \Lambda$ is not empty, then $b, c$ are constant in $U \times U \setminus \{(u, u) : u \in U \setminus \mathbb{R}\}$.

- If $I, J, K \in \mathbb{S}$ with $J \neq K$ are such that $x + yI, x + yJ, x + yK \in \Lambda$, then

$$f(x + yI) = b(x + yJ, x + yK) + Ic(x + yJ, x + yK).$$

In the previous statement, for $y = 0$ we get well-defined $b(x, x), c(x, x)$ because, regardless of the choice of $J, K \in \mathbb{S}$ with $J \neq K$, it holds $(J - K)^{-1} \left[ Jf(x) - Kf(x) \right] = f(x)$ and $(J - K)^{-1} \left[ f(x) - f(x) \right] = 0.$

In [12], we also proved an Extension Theorem valid on a special class of slice domains.

Definition 2.16. A slice domain $\Omega$ is simple if, for any choice of $J, K \in \mathbb{S}$, the set

$$\Omega^+_j := \{x + yJ \in \Omega^+_j : x + yK \in \Omega^+_k\}$$

is connected.

Theorem 2.17 (Extension). Let $f$ be a slice regular function on a simple slice domain $\Omega$. There exists a unique slice regular function $\tilde{f} : \tilde{\Omega} \to \mathbb{H}$ that extends $f$ to the symmetric completion of its domain.

We observed that the slice domain $\Omega$ of Example 2.10 is not a simple domain and we found a large class of examples of simple domains:

Remark 2.18. Let $\Omega$ be a slice domain. If $\Omega$ is starlike with respect to a point $x_0 \in \Omega \cap \mathbb{R}$, then $\Omega$ is a simple domain.
3 Real differential

In this section, we begin to study the real differential of a slice regular function on a slice domain $\Omega$. This study will continue in the forthcoming Section 8.

Let $f : \Omega \rightarrow \mathbb{H}$ be a slice regular function. Let us fix $p_0 = x_0 + y_0I_0 \in \Omega$ and apply Theorem 2.15. There exists a neighborhood $U$ of $p_0$ in $x_0 + y_0S$ such that the functions

$$b, c : U \times U \setminus \{(u, u) : u \in U \setminus \mathbb{R}\} \rightarrow \mathbb{H}$$

are constant. For $p_0$ fixed, their constant values do not depend on the choice of $U$ and can be denoted as $b(p_0)$, $c(p_0)$, respectively. Moreover, for all $p = x_0 + y_0I \in U$, Theorem 2.15 implies that

$$f(p) = b(p_0) + Ic(p_0)$$

We must have $b(p) = b(p_0)$ and $c(p) = c(p_0)$.

**Definition 3.1.** Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \rightarrow \mathbb{H}$ be a slice regular function. The **spherical value** of $f$ is the function $f^s : \Omega \rightarrow \mathbb{H}$ mapping each $p_0 \in \Omega$ to $b(p_0)$. The **spherical derivative** of $f$ is the function $f'^s : \Omega \setminus \mathbb{R} \rightarrow \mathbb{H}$ mapping each $p_0 = x_0 + y_0I_0 \in \Omega \setminus \mathbb{R}$ to $y^{-1}c(p_0)$.

If $\Omega$ is a symmetric slice domain, then the previous definition is consistent with [13, Definition 1.18] (which, in turn, derived from [17]).

The following properties hold by construction. We recall that a slice regular function $f : \Omega \rightarrow \mathbb{H}$ is called **slice preserving** if $f(\Omega I) \subseteq L_I$ for all $I \in \mathcal{S}$.

**Remark 3.2.** Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \rightarrow \mathbb{H}$ be a slice regular function. By construction, the following properties hold:

1. $f^s, f'^s$ are real analytic functions;
2. for each sphere $x_0 + y_0S$ intersecting $\Omega \setminus \mathbb{R}$, the functions $f^s, f'^s$ are locally constant in $(x_0 + y_0S) \cap \Omega$;
3. for all $q \in \Omega \setminus \mathbb{R}$, it holds

$$f(q) = f^s(q) + \text{Im}(q)f'^s(q),$$

while, for all $q \in \Omega \cap \mathbb{R}$, it holds $f(q) = f^s(q)$;
4. $f$ is slice preserving if, and only if, $f^s, f'^s$ are real-valued.

**Example 3.3.** For $p \in \mathbb{H} \setminus \mathbb{R}$, consider the binomial $B(q) := q - p$: then $B(\bar{q}) = \bar{q} - p$. Thus, in each $x + yS$, it holds $B^*_x \equiv x - p$ and $B'_y \equiv 1$.

The next example displays a spherical value and derivative which are locally constant but not constant in $(x_0 + y_0S) \cap \Omega$.

**Example 3.4.** Let $f : \Omega \rightarrow \mathbb{H}$ be the slice regular function of Example 2.10. The 2-sphere $-1 + 2S$ intersects $\Omega$ in two disjoint caps $C^+, C^-$. The former
including the point \( p := -1 \pm 2J \) of the arc \( \alpha_{\frac{1}{2}} \), and the latter including \( \tilde{p} \). For all \( J \in S \), it holds:

\[
f(-1 + 2J) = f_{T(J)}(-1 + 2J)
\]

\[
= (2I)^{-1} \left[ I \phi_{T(J)}(p) + I \phi_{T(J)}(\tilde{p}) \right] + J(2I)^{-1} \left[ \phi_{T(J)}(p) - \phi_{T(J)}(\tilde{p}) \right]
\]

\[
= \frac{1}{2} \left[ \phi_{T(J)}(p) + \phi_{T(J)}(\tilde{p}) \right] + \frac{J}{2} \left[ \phi_{T(J)}(p) - \phi_{T(J)}(\tilde{p}) \right],
\]

where \( \phi_{T(J)}(p) = I \arg_{T(J)}(-1) \) equals \(-\pi I \) for \( T(J) < \frac{1}{2} \) and \( \pi I \) for \( T(J) > \frac{1}{2} \), while \( \phi_{T(J)}(\tilde{p}) = \phi_0(\tilde{p}) = \ln \sqrt{17} + I \arg_0(-1 - 4I) \) irrespective of \( J \). Thus,

\[
(f_s)_c^+ = \frac{1}{2} |\phi_0(\tilde{p}) - \pi I|,
\]

\[
(f_s)_c^+ = \frac{1}{4} |I\phi_0(\tilde{p}) - \pi|,
\]

while

\[
(f_s)_c^- = \frac{1}{2} |\phi_0(\tilde{p}) + \pi I|,
\]

\[
(f_s)_c^- = \frac{1}{4} |I\phi_0(\tilde{p}) + \pi|.
\]

We are now ready to study the real differentials of slice regular functions on slice domains. For the case of symmetric slice domains, see [13, Remark 8.15], [20, Corollary 6.1], and [24, Proposition 2.3]. In the next statement, we use the notion of Cullen derivative \( f_c \), which we recalled in Section 2.

**Proposition 3.5.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f : \Omega \to \mathbb{H} \) be a slice regular function. Pick \( p \in \Omega \) and let \( df_p \) denote the real differential of \( f \) at \( p \).

1. If \( p \in \Omega \cap \mathbb{R} \), then \( df_p(v) = vf_p'(p) \) for all \( v \in T_p\Omega \simeq \mathbb{H} \). As a consequence, \( df_p \) is singular if, and only if, \( f_p'(p) = 0 \).

2. If \( p \in \Omega \setminus \mathbb{R} \), if \( I \in \mathbb{S} \) is such that \( p \in \Omega_I \) and if we split \( T_p\Omega \simeq \mathbb{H} \) as \( L_I \oplus L_I \), then

\[
df_p(v + w) = vf_p'(p) + wf_p'(p)
\]

for all \( v \in L_I \) and \( w \in L_I^\perp \). As a consequence, \( df_p \) is singular if, and only if, \( f_p'(p) \) is singular and \( f_p'(p) \) is in \( L_I^\perp \).

**Proof.** By Corollary 2.13, \( f \) is real differentiable. Let us compute the real differential \( df_p \) at \( p \in \Omega \). If \( p = x + yI \) for some \( x, y \in \mathbb{R} \) and \( I \in \mathbb{S} \), then the definition of slice regular function implies that \( df_p(v) = vf_p'(p) \) for all \( v \in L_I \).

We separate two cases:

1. If \( p \in \Omega \cap \mathbb{R} \), it follows that \( df_p(v) = vf_p'(p) \) for all \( v \in T_p\Omega \simeq \mathbb{H} \). Clearly, \( df_p \) is singular if, and only if, \( f_p'(p) = 0 \).

2. If \( p \in \Omega \setminus \mathbb{R} \), we first prove that \( df_p(w) = wf_p'(p) \) for all \( w \in L_I^\perp \). This follows from property 3. in the previous remark, if we take into account that \( L_I^\perp \) is the tangent space to the 2-sphere \( x + yS \) at \( p \). Secondly, we observe that the image of \( df_p \), which is \( L_I f_p'(p) + L_I^\perp f_p'(p) \), has dimension 4 if, and only if, \( L_I f_p'(p) L_p'(p) + L_I^\perp \) does, which is the same as \( f_p'(p) f_p'(p) \notin L_I^\perp \).
Although this is not strictly needed for the present work, we can generalize the notion of slice function introduced in [14] Definition 5] with the following definition and make the subsequent remarks.

**Definition 3.6.** Let \( Y \subseteq \mathbb{H} \). Then \( f : Y \to \mathbb{H} \) is a locally slice function if there exist functions \( b, c : Y \to \mathbb{H} \) such that, for all \( S := x_0 + y_0 \mathbb{S} \) (with \( x_0, y_0 \in \mathbb{R} \) and \( y_0 \geq 0 \)), the following properties hold:

1. \( b, c \) are constant in each connected component of \( S \cap Y \);
2. for all \( I \in \mathbb{S} \) such that \( x_0 + y_0 I \in Y \), it holds

\[
f(x_0 + y_0 I) = b(x_0 + y_0 I) + I c(x_0 + y_0 I).
\]

If this is the case, the spherical value \( f^* : Y \to \mathbb{H} \) and spherical derivative \( f'_* : Y \setminus \mathbb{R} \to \mathbb{H} \) are defined by setting \( f^*(x_0 + y_0 I) := b(x_0 + y_0 I) \) if \( x_0 + y_0 I \in Y \) and \( f'_*(x_0 + y_0 I) := y_0^{-1} c(x_0 + y_0 I) \) if \( x_0 + y_0 I \in Y \setminus \mathbb{R} \).

If \( f \) is locally slice then, by construction, \( f(q) = f^*(q) + \text{Im}(q) f'_*(q) \) for all \( q \in Y \setminus \mathbb{R} \) and \( f(q) = f^*(q) \) for all \( q \in Y \cap \mathbb{R} \). The function \( f \) is slice preserving, i.e., \( f(Y I) \subseteq L_I \) for all \( I \in \mathbb{S} \), if, and only if \( f^*, f'_* \) are real-valued.

Of course, all slice regular functions on slice domains are locally slice functions. It is possible to produce other examples of locally slice functions by considering linear combinations of slice regular functions that are defined on slice domains whose intersection \( Y \) is not a slice domain. This is the case with the difference \( D := f_1 - f_0 \) between the two slice regular functions \( f_0 \) and \( f_1 \) defined in Example 2.10 which is a slice function on the union between the interior of the solid torus \( \tilde{C}_1 \) and the open set \( \mathbb{H} \setminus (\mathbb{C} \cup \tilde{C}_1) \).

### 4 Algebraic structure

In this section, we endow the set of slice regular functions on a slice domain \( \Omega \) with a *-algebra structure. We will follow the approach adopted in [14] over symmetric slice domains. This approach is distinct from the one of [13] §1.4 (which derived from [3] §8).

**Definition 4.1.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f, g : \Omega \to \mathbb{H} \) be slice regular functions. We define the regular product \( f * g : \Omega \to \mathbb{H} \) by setting

\[
f * g(q) := f^*_*(q) g^*_*(q) + \text{Im}(q)^2 f'_*(q) g'_*(q) + \text{Im}(q)(f^*_*(q) g'_*(q) + f'_*(q) g^*_*(q))
\]

for all \( q \in \Omega \setminus \mathbb{R} \) and \( f * g(q) := f^*_*(q) g^*_*(q) = f(q)g(q) \) for all \( q \in \Omega \cap \mathbb{R} \).

We define the regular conjugate \( f^c : \Omega \to \mathbb{H} \) by setting

\[
f^c(q) := f^*_*(q) + \text{Im}(q)f'_*(q)
\]

for all \( q \in \Omega \setminus \mathbb{R} \) and \( f^c(q) := \overline{f^*_*(q)} = \overline{f(q)} \) for all \( q \in \Omega \cap \mathbb{R} \).

The symmetrization \( f^s : \Omega \to \mathbb{H} \) is defined as

\[
f^s(q) = |f^*_*(q)|^2 - |\text{Im}(q)f'_*(q)|^2 + 2 \text{Im}(q) \text{Re}(f^*_*(q)f'_*(q))
\]

for all \( q \in \Omega \setminus \mathbb{R} \) and as \( f^s(q) = |f^*_*(q)|^2 = |f(q)|^2 \) for all \( q \in \Omega \cap \mathbb{R} \).
If $\Omega$ happens to be a symmetric slice domain, then the previous definition is consistent with [13 Definitions 1.27, 1.34, 1.35] by [21 Remark 3.2]. This is true, in particular, for quaternionic polynomials:

**Example 4.2.** For $p = x_0 + y_0i \in \mathbb{H}$, consider the binomial $B(q) = q - p$. It holds

\[
B^c(q) = q - \bar{p},
\]

\[
B^c(q) = q^2 - q2 \text{Re}(p) + |p|^2 = (q - x_0)^2 + y_0^2.
\]

In each $x + yS$ with $x, y \in \mathbb{R}$ and $y > 0$, it holds

\[
(B^c)^q(x) \equiv x - \bar{p} = x - x_0 + y_0i, \quad (B^c)^q(x) \equiv 1,
\]

\[
(B^c)^q(x) \equiv |x - x_0|^2 + y_0^2 - y^2, \quad (B^c)^q(x) \equiv 2(x - x_0).
\]

The set of slice regular functions on a symmetric slice domain is a real $\ast$-algebra with the operations $+, \ast, c$ (see, for instance, [21 page 4741]). We extend this property to all slice domains.

**Theorem 4.3.** Let $\Omega$ be a slice domain in $\mathbb{H}$. Then $+, \ast, c$ are operations on the set of slice regular functions on $\Omega$ and turn it into a real $\ast$-algebra. Moreover, if $f, g : \Omega \to \mathbb{H}$ are slice regular functions, then the following properties hold:

1. If $f$ is slice preserving, then $f \ast g(q) = f(q)g(q) = g \ast f(q)$ in $\Omega$;

2. If $g$ is constantly equal to $c$, then $f \ast g(q) = f(q)c$ for all $q \in \Omega$;

3. $f^\ast$ is a slice preserving regular function and

\[
f^\ast = f \ast f^c = f^c \ast f.
\]

*Proof.* Let $f, g : \Omega \to \mathbb{H}$ be slice regular functions. By direct inspection in Definition 2.12 pointwise addition (i.e., setting $(f + g)(q) := f(q) + g(q)$ for all $q \in \Omega$) produces a slice regular function $f + g : \Omega \to \mathbb{H}$. Now let us look at the regular conjugate $f^c$ and product $f \ast g$.

We apply Theorem 2.12 to find, for every point $p \in \Omega$, an extension triplet $(\tilde{f}, \Lambda, N)$ for $f$ with $p \in \Lambda$. The regular conjugate of $\tilde{f}$ is a slice regular function $h : N \to \mathbb{H}$ with

\[
h(q) = \tilde{f}_s(q) + \text{Im}(q)\tilde{f}_t(q)
\]

for all $q \in N \setminus \mathbb{R}$ and $h(q) = \tilde{f}_s(q) = \tilde{f}(q)$ for all $q \in N \cap \mathbb{R}$. Since $\tilde{f}_s(q) = f_\Lambda^c(q)$ for all $q \in \Lambda$ and $\tilde{f}_t(q) = f_\Lambda^t(q)$ for all $q \in \Lambda \setminus \mathbb{R}$, we conclude that $h(q) = f^c(q)$ for all $q \in \Lambda$. Since $p$ was arbitrarily chosen in $\Omega$, it follows that $f^c$ is a slice regular function on $\Omega$.

Now let us apply Theorem 2.12 to find an extension triplet $(\tilde{g}, N', \Lambda')$ for the slice regular function $g_{1\Lambda} : \Lambda \to \mathbb{H}$, with $p \in \Lambda$. The intersection $N \cap N'$ is a symmetric open set with

\[
N \cap N' \supseteq \Lambda \cap N' \supseteq \Lambda' \ni p.
\]

Since $\Lambda'$ is a slice domain, the connected component of $N \cap N'$ that includes $\Lambda'$ is a symmetric slice domain $M$ that includes $p$. The product $\tilde{f}_{1\Lambda} \ast \tilde{g}_{1\Lambda}$ is a slice regular function $h : M \to \mathbb{H}$ with

\[
h(q) = \tilde{f}_s(q)\tilde{g}_s(q) + \text{Im}(q)^2\tilde{f}_t(q)\tilde{g}_t(q) + \text{Im}(q)(\tilde{f}_t(q)\tilde{g}_s(q) + \tilde{f}_s(q)\tilde{g}_t(q))
\]
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for all \( q \in M \setminus \mathbb{R} \) and \( h(q) = \tilde{f}'_{\mathbb{R}}(q) \tilde{g}'_{\mathbb{R}}(q) \) for all \( q \in M \cap \mathbb{R} \). Since \( \tilde{f}'_{\mathbb{R}}(q) = f'_{\mathbb{R}}(q), \tilde{g}'_{\mathbb{R}}(q) = g'_{\mathbb{R}}(q) \) for all \( q \in \mathbb{N}' \setminus \mathbb{R} \) and \( \tilde{f}'_{\mathbb{R}}(q) = f'_{\mathbb{R}}(q), \tilde{g}'_{\mathbb{R}}(q) = g'_{\mathbb{R}}(q) \) for all \( q \in \mathbb{N}' \setminus \mathbb{R} \), we conclude that \( h(q) = f \ast g(q) \) for all \( q \in \mathbb{N}' \). Again, it follows that \( f \ast g \) is a slice regular function on \( \Omega \).

Now let us prove that the set of slice regular functions on \( \Omega \) is a real algebra. It clearly is a real vector space. We are left with proving that regular multiplication \((f, g) \mapsto f \ast g \) is bilinear and that it is associative. Both properties can be derived either from the definition or from the corresponding properties of slice regular functions over symmetric slice domains (using the technique applied in first part of the proof). Moreover, the set of slice regular functions on \( \Omega \) is a real algebra: the definition immediately implies that \((f^c)^c = f \) for all \( f \) and \( f^c = f \) for \( f \equiv a \in \mathbb{R} \); the equality \((f \ast g)^c = g^c \ast f^c \) can be derived either from the definition or from the corresponding property of slice regular functions over symmetric slice domains.

Now let us prove the last statement. Properties 1. and 2. are proven by direct inspection in Definition 4.4. The equality in property 3. follows by direct computation from Definition 4.1 and yields that \( f^* \) is slice regular. By direct inspection in Definition 4.4, the spherical value and derivative of \( f^* \) are real-valued, whence \( f^* \) is a slice preserving function.

As a byproduct of the previous proof, we can prove what follows.

**Proposition 4.4.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \), let \( f : \Omega \to \mathbb{H} \) be a slice regular function and pick \( p = x + yI \in \Omega \). If \( f(p) = 0 \), then \( f \ast g(p) = 0 \). Otherwise, the point \( f(p)^{-1}pf(p) \) belongs to \( x + yS \) and

\[
f \ast g(p) = f(p) \tilde{g}(f(p)^{-1}pf(p))
\]

where \( \tilde{g}(q) = g^\circ_e(q) + \text{Im}(q)g^\circ_s(p) \) for all \( q \in x + yS \) (whence \( \tilde{g} \) coincides with \( g \) in the connected component of \( (x + yS) \cap \Omega \) that includes \( p \)).

**Proof.** In the previous proof, we had found an extension triplet \((\tilde{f}, N, \Lambda)\) for \( f \) with \( p \in \Lambda \) and an extension triplet \((\tilde{g}, N', \Lambda')\) for \( g|_\Lambda : \Lambda \to \mathbb{H} \) with \( p \in \Lambda' \). We had also found a symmetric slice domain \( M \) with \( p \in \Lambda' \subseteq M \subseteq N \setminus \Lambda' \), such that the functions \( f \ast g \) and \( \tilde{f}_M \ast \tilde{g}_M \) coincided in \( \Lambda' \). In particular, \( f \ast g(p) = \tilde{f}_M \ast \tilde{g}_M(p) \).

Let us apply [13] Theorem 3.4] to \( \tilde{f}_M, \tilde{g}_M \); if \( \tilde{f}(p) = 0 \), then \( \tilde{f}_M \ast \tilde{g}_M(p) = 0 \); otherwise,

\[
\tilde{f}_M \ast \tilde{g}_M(p) = \tilde{f}(p) \tilde{g}(\tilde{f}(p)^{-1}pf(p))
\]

Remembering that \( \tilde{f}(p) = f(p) \), we derive the first two equalities appearing in our statement. Moreover, by construction, for all \( q \in x + yS \) it holds \( \tilde{g}(q) = g^\circ_e(p) + \text{Im}(q)g^\circ_s(p) \). The latter expression coincides with \( g(q) \) for all \( q \) in the connected component of \( (x + yS) \cap \Omega \) that includes \( p \).

We conclude this section with the following remarks, though not essential for the present work. If we modify Definition 4.1 assuming \( f, g \) to be locally slice functions on \( Y \subseteq \mathbb{H} \), we get well-defined locally slice functions \( f \ast g, f^c, f^* : Y \to \mathbb{H} \), which we may call slice product of \( f \) and \( g \), slice conjugate of \( f \) and normal function of \( f \). This generalizes [13] Definitions 9 and 11. Analogs of Theorem 4.3 and Proposition 4.4 hold.
5 Zero sets

This section studies the zero sets

\[ Z(f) := \{ q \in \Omega : f(q) = 0 \} \]

of slice regular functions \( f \) on slice domains \( \Omega \). For the case of symmetric slice domains, see [13, Chapter 3] (which, in turn, derived from [3, 8, 10, 15]). If \( \Omega \) is symmetric, then \( Z(f) \) consists of isolated points or isolated 2-spheres of type \( x + yS \) (unless it is the whole domain). Moreover, each 2-sphere of type \( x + yS \) cannot include several isolated zeros. In the case of slice domains, the situation is more manifold. We will see theoretical results here and explicit examples in the forthcoming Section 7.

**Proposition 5.1.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \), let \( f : \Omega \to \mathbb{H} \) be a slice regular function and consider its zero set \( Z(f) \). Fix any 2-sphere \( S = x + yS \) (with \( x, y \in \mathbb{R}, y \neq 0 \)). For \( p \in S \), the equality \( f(p) = 0 \) is equivalent to

\[ f_s^\circ(p) = -\text{Im}(p)f_s'(p). \]

If the previous equality holds and if \( C \) denotes the connected component of \( \Omega \cap S \) that includes \( p \), then either

1. \( f_s'(p) \neq 0 \) and \( Z(f) \cap C = \{ p \} \); or
2. \( f_s'(p) = 0 \) and \( C \subseteq Z(f) \).

The former possibility is excluded if \( f \) is slice preserving.

**Proof.** Since \( f_s^\circ, f_s' \) are locally constant in \( S \cap \Omega \), they are constant in \( C \). Thus, for all \( q \in C \),

\[ f(q) = f_s^\circ(q) + \text{Im}(q)f_s'(q) = f_s^\circ(p) + \text{Im}(q)f_s'(p). \]

Moreover, \( 0 = f(p) = f_s^\circ(p) + \text{Im}(p)f_s'(p) \) is equivalent to \( f_s^\circ(p) = -\text{Im}(p)f_s'(p) \). In such a case,

\[ f(q) = (\text{Im}(q) - \text{Im}(p))f_s'(p) \]

for all \( q \in C \). If \( f_s'(p) = 0 \), then \( f \) vanishes identically in \( C \). Otherwise, \( p \) is the only zero of \( f \) in \( C \). Now let us address the case of a slice preserving \( f \): since \( f_s^\circ, f_s' \) are real-valued, the equality \( f_s^\circ(p) = -\text{Im}(p)f_s'(p) \) implies \( f_s^\circ(p) = 0 = f_s'(p) \).

**Theorem 5.2.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f : \Omega \to \mathbb{H} \) be a slice regular function. Either \( f \equiv 0 \) or, for any \( S = x + yS \) intersecting \( \Omega \), the set \( Z(f) \setminus S \) has no accumulation points in \( S \).

**Proof.** Let us suppose \( S = x + yS \) to include an accumulation point \( p \) of the set \( Z(f) \setminus S \) and let us prove that \( f \equiv 0 \). By Theorem 2.12, \( f \) has an extension triplet \( (\tilde{f}, N, \Lambda) \) with \( p \in \Lambda \). Clearly, \( p \) is an accumulation point for \( Z(\tilde{f}) \setminus S \). By [13, Theorem 3.12], \( \tilde{f} \equiv 0 \). It follows that \( f_s^\circ \equiv 0 \). By the Identity Principle 2.4, the function \( f \) vanishes identically in \( \Omega \).
Overall, \( Z(f) \) consists of isolated points or whole connected components of \((x + yS) \cap \Omega \), each isolated from the rest of \( Z(f) \). Moreover, \((x + yS) \cap \Omega \) may include several zeros of \( f \) without being entirely included in \( Z(f) \). Explicit examples will be provided in Section \[4\].

Let us study the zero set of a regular product \( f \ast g \) and find that it consists of zeros of \( f \), plus points that depend on \( g \) but are not necessarily zeros of \( g \).

**Proposition 5.3.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f, g : \Omega \to \mathbb{H} \) be slice regular functions. Then

\[
Z(f) \subseteq Z(f \ast g).
\]

Moreover,

\[
Z(f \ast g) \setminus Z(f) = \{ p \in \Omega : g^*_p(p) = -f(p)^{-1} \text{Im}(p)f(p)g'_p(p) \}.
\]

**Proof.** Proposition \[5.4\] immediately yields the first statement \( Z(f) \subseteq Z(f \ast g) \). Moreover, it implies that a point \( p \not\in Z(f) \) belongs to \( Z(f \ast g) \) if, and only if, \( f(p)^{-1}p f(p) \) is a zero of a function \( \tilde{g} \) such that \( \tilde{g}(q) = g^*_p(p) + \text{Im}(q)g'_p(p) \) for all \( q \in x + yS \). We now remark that

\[
\text{Im}(f(p)^{-1}p f(p)) = f(p)^{-1} \text{Im}(p)f(p),
\]

whence our second statement follows.

We will see in Section \[6\] that \( Z(f \ast g) \setminus Z(f) \) may be non-empty even when \( Z(g) \) is empty. Definition \[4.1\] allows the following remark about \( Z(f^*) \).

**Remark 5.4.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \), let \( f : \Omega \to \mathbb{H} \) be a slice regular function and let \( p \in \Omega \). Then \( p \in Z(f^*) \) if, and only if,

\[
f^*_p(p) = f'_p(p) \text{Im}(p).
\]

Let us now turn to the study of \( Z(f^*) \).

**Proposition 5.5.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f : \Omega \to \mathbb{H} \) be a slice regular function. The zero sets \( Z(f) \) and \( Z(f^*) \) are related, as follows:

1. Fix any 2-sphere \( S = x + yS \) (with \( x, y \in \mathbb{R}, y \neq 0 \)). If \( p \in Z(f) \) and if \( C \) denotes the connected component of \( \Omega \cap S \) that includes \( p \), then \( C \subseteq Z(f^*) \).
2. The equality \( Z(f) \cap \mathbb{R} = Z(f^*) \cap \mathbb{R} \) holds. Thus, if \( f^* \equiv 0 \), then \( f \equiv 0 \).

**Proof.** 1. Since \( f^* = f \ast f^c \), Proposition \[5.3\] implies that \( Z(f) \subseteq Z(f^*) \). Since \( f^* \) is slice preserving, by Proposition \[4.4\] if \( p \in Z(f^*) \) and if \( C \) denotes the connected component of \( \Omega \cap S \) that includes \( p \), then \( C \subseteq Z(f^*) \).

2. If \( q \in \Omega \cap \mathbb{R} \), then \( f^*(q) = |f(q)|^2 \) vanishes if, and only if, \( f(q) = 0 \). Now, if \( f^* \equiv 0 \), then \( \Omega \cap \mathbb{R} \subseteq Z(f) \). By the Identity Principle \[2.4\], it follows that \( f \equiv 0 \).

For future reference, we make the following remark.

**Remark 5.6.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \). If \( f : \Omega \to \mathbb{H} \) is a slice regular function with \( f \neq 0 \), then we can combine several results in this section to conclude that \( Z(f^*) \) consists of: isolated real points; or whole connected components of \((x + yS) \cap \Omega \), each isolated from the rest of \( Z(f^*) \). As a consequence, \( \Omega \setminus Z(f^*) \) is a slice domain.
Although not strictly needed for the present work, we can make the following remarks. Proposition 5.1, Proposition 5.3 and Remark 5.4 still hold true if we relax the assumptions on \( f, g \), assuming them to be locally slice functions on an arbitrary subset \( Y \) of \( \mathbb{H} \). Under the same assumptions, property 1. in Proposition 5.5 holds true, while property 2. is reduced to the equality \( Z(f) \cap \mathbb{R} = Z(f^*) \cap \mathbb{R} \). Indeed, it may well happen that \( f^* \equiv 0 \) while \( f \neq 0 \).

**Example 5.7.** Consider the slice regular functions \( f_0 \) and \( f_1 \) defined in Example 2.1 and their difference \( D := f_1 - f_0 \) on the interior of the solid torus \( \bar{C}_1 \). For \( x, y \in \mathbb{R} \) with \( y \geq 0 \) and \( J \in \mathbb{S} \) such that \( x + Jy \) belongs to the interior of \( \bar{C}_1 \), it holds \( D(x + Jy) = \pi(I + J) = \pi I + yJx \). Thus, \( D^e(x + Jy) = \pi I - yJx \) and

\[
D^e(x + Jy) = \pi^2 - y^2 \frac{\pi^2}{y^2} + 2yJ \Re \left( -\frac{\pi^2}{y} I \right) \equiv 0.
\]

**6 Quotients**

This section studies division between slice regular functions on a slice domain \( \Omega \). We begin by defining the regular reciprocal of such a function \( f : \Omega \to \mathbb{H} \). If \( \Omega \) happens to be a symmetric slice domain, then the new definition we give is consistent with [13, Definition 5.1] by [23, Theorem 4.4].

**Definition 6.1.** For all \( a, b \in \mathbb{H} \) with \( |a| \neq |b| \) or \( \Re(ab) \neq 0 \), set

\[
\Phi(a, b) := \frac{|a|^2 \bar{a} + bab}{(|a|^2 - |b|^2)^2 + (2 \Re(ab))^2}.
\]

Let \( \Omega \) be a slice domain in \( \mathbb{H} \). If \( f : \Omega \to \mathbb{H} \) is a slice regular function with \( f \neq 0 \), consider the slice domain \( \Omega' := \Omega \setminus Z(f^*) \). The **regular reciprocal** \( f^{-*} : \Omega' \to \mathbb{H} \) of \( f \) is defined as follows.

\[
f^{-*}(q) := \Phi(f_s^e(q), |\Im(q)| f_s^e(q)) - \frac{\Im(q)}{|\Im(q)|} \Phi(|\Im(q)| f_s^e(q), f_s^c(q))
\]

for all \( q \in \Omega' \cap \mathbb{R} \) and \( f^{-*}(q) := f_s^e(q)^{-1} = f(q)^{-1} \) for all \( q \in \Omega' \cap \mathbb{R} \).

The last displayed formula is well defined if, and only if, \( |f_s^e(q)| \neq |\Im(q)|f_s^c(q) \) or \( \Re(f_s^e(q)f_s^c(q^c)) \neq 0 \), which is equivalent to \( f^*(q) \neq 0 \) by Definition 4.1. This is the reason why the domain of \( f^{-*} \) is \( \Omega' := \Omega \setminus Z(f^*) \). We can now prove the following result.

**Proposition 6.2.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f : \Omega \to \mathbb{H} \) be a slice regular function such that \( f \neq 0 \). Then \( f^{-*} \) is a slice regular function on \( \Omega' := \Omega \setminus Z(f^*) \) and the following equalities hold in \( \Omega' \):

\[
f^{-*}(q) = (f^*)^{-*} \ast f^c(q) = f^*(q)^{-1} f^c(q), \\
\]

Moreover, if \( f \) is slice preserving, then \( f^{-*} \) is slice preserving and \( f^{-*}(q) = f(q)^{-1} \) for all \( q \in \Omega' \).
Proof. Let us fix \( p \in \Omega \). By Theorem \([21, 22]\) \( f \) has an extension triplet \((\tilde{f}, N, \Lambda)\) with \( p \in \Lambda\).

If we set \( N' := N \setminus Z(\tilde{f}) \) and if we define \( g : N' \to \mathbb{H} \) by setting \( g(q) := \tilde{f}^{-1}(q) \tilde{f}(q) \), then \( g \) is the left and right multiplicative inverse of \( \tilde{f} \), by the theory presented in \([13, \S 5.1]\). Moreover, by \([23, \text{Theorem } 4.4]\) it holds

\[
g(q) = \Phi \left( \tilde{f}_s(q), \frac{\text{Im}(q)}{|\text{Im}(q)|} \Phi \left( |\text{Im}(q)| \tilde{f}_s(q), \tilde{f}_g(q) \right) \right)
\]

in \( N' \setminus \mathbb{R} \) and \( g(q) = \tilde{f}_s(q)^{-1} = \tilde{f}(q)^{-1} \) for all \( q \in N' \cap \mathbb{R} \). Now, as a consequence of the last equalities, in

\[
\Lambda \setminus Z(\tilde{f}) = \Lambda \setminus Z(f^*) = \Lambda \cap \Omega
\]

it holds

\[
f^{-*}(q) = g(q) = \tilde{f}^*(q)^{-1} \tilde{f}^*(q) = f^*(q)^{-1} f^*(q).
\]

Because \( p \) was arbitrarily chosen in \( \Omega \), it follows that \( f^{-*} : \Omega' \to \mathbb{H} \) is a slice regular function fulfilling the equality \( f^{-*}(q) = f^*(q)^{-1} f^*(q) \) for all \( q \in \Omega' \). Moreover, for all \( q \in \Omega' \cap \mathbb{R} \),

\[
\begin{align*}
f^{-*}(q) &= f^*(q)^{-1} f^*(q) = (f^*(q) f(q))^{-1} f^*(q) = f(q)^{-1} \\
f^{-*} \ast f(q) &= f(q)^{-1} f(q) = 1 \\
f \ast f^{-*}(q) &= f(q) f(q)^{-1} = 1.
\end{align*}
\]

Since \( \Omega' \) is a slice domain, by the Identity Principle \([2, 4]\) it follows that

\[
f^{-*} \ast f = f \ast f^{-*} \equiv 1
\]

in \( \Omega' \). In the special case when \( f \) is slice preserving, the equality \( 1 = f \ast f^{-*}(q) = f(q)f^{-*}(q) \) valid for all \( q \in \Omega' \) implies that \( f^{-*}(q) = f(q)^{-1} \) for all \( q \in \Omega' \), whence \( f^{-*} \) is slice preserving too.

Finally, let us prove that \( f^{-*} = (f^*)^{-*} \ast f^* \). Because \( f^* \) is always a slice preserving function, we now know that \( (f^*)^{-*} \) is a slice preserving regular function on \( \Omega' \) with \( (f^*)^{-*}(q) = f^*(q)^{-1} \) for all \( q \in \Omega' \). Thus,

\[
f^{-*}(q) = f^*(q)^{-1} f^*(q) = (f^*)^{-*}(q) f^*(q) = (f^*)^{-*} \ast f^*(q)
\]

for all \( q \in \Omega' \), as desired. \( \square \)

Example 6.3. For \( p = x_0 + y_0 i \in \mathbb{H} \), consider the binomial \( B(q) = q - p \). It holds

\[
B^{-*}(q) = ([q - x_0]^2 + y_0^2)^{-1}(q - \bar{p}).
\]

In each \( x + yS \) with \( x, y \in \mathbb{R} \) and \( y > 0 \), it holds

\[
\begin{align*}
(B^{-*})^x_y &\equiv \Phi(x - p, y), \\
(B^{-*})^y_x &\equiv -y^{-1}\Phi(y, x - p).
\end{align*}
\]

Proposition \([3, 4]\) allows us to make the following remark.

Remark 6.4. The algebra of slice regular functions on a slice domain \( \Omega \) admits no zero divisors. Indeed, consider two elements \( f, g \) with \( f \equiv 0 \), so that \( f^{-*} \) is defined on the slice domain \( \Omega' = \Omega \setminus Z(f^*) \): if \( f \ast g \equiv 0 \), then \( g = f^{-*} \ast f \ast g \equiv 0 \) in \( \Omega' \); whence \( g \equiv 0 \) in \( \Omega \) by the Identity Principle \([2, 4]\).
We now give the definition of regular quotient and find an explicit expression for quotients.

**Definition 6.5.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f, g : \Omega \to \mathbb{H} \) be slice regular functions. We define the *regular quotient* of \( f \) and \( g \) as \( f^{-*} * g : \Omega \setminus Z(f^*) \to \mathbb{H} \).

**Proposition 6.6.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f, g : \Omega \to \mathbb{H} \) be slice regular functions. For each \( p = x + yI \in \Omega \setminus Z(f^*) \), it holds

\[
f^{-*} * g(p) = \tilde{f}(T_f(p))^{-1} \tilde{g}(T_f(p))
\]

where \( T_f(p) := f^c(p)^{-1} f^c(p) \), while \( \tilde{f}(q) = f^c_s(p) + \text{Im}(q)f^c_s(p) \) and \( \tilde{g}(q) = g^c_s(p) + \text{Im}(q)g^c_s(p) \) for all \( q \in x + yS \).

**Proof.** According to Proposition 6.2,

\[
f^{-*} * g(p) = (f^*)^{-*} * f^c * g(p) = f^*(p)^{-1} (f^c * g(p)).
\]

We remark that \( f^c(p) \neq 0 \): this follows by applying Proposition 5.5 to \( (f^c)^* = f^* \) because we have assumed \( f^*(p) \neq 0 \). By Proposition 4.4, it holds

\[
f^s(p) = f^c * f(p) = f^c(p) \tilde{f}(T_f(p))
\]

\[
f^c * g(p) = f^c(p) \tilde{g}(T_f(p)).
\]

Thus,

\[
f^{-*} * g(p) = \tilde{f}(T_f(p))^{-1} f^c(p)^{-1} f^c(p) g(T_f(p)) = \tilde{f}(T_f(p))^{-1} \tilde{g}(T_f(p)),
\]

as desired.

We conclude this section with the following remarks. If we modify Definition 5.1 and Definition 6.5 assuming \( f, g \) to be locally slice functions on \( Y \subseteq \mathbb{H} \) and \( f \neq 0 \), we get well-defined locally slice functions \( f^{-*}, f^{-*} * g : Y \setminus Z(f^*) \to \mathbb{H} \), which we may call *slice reciprocal* of \( f \) and *slice quotient* of \( f \) and \( g \). Analogs of Proposition 6.2 and Proposition 6.6 hold. We point out that, as we saw in Example 6.7, it is not enough to assume \( f \neq 0 \) to guarantee \( f^* \neq 0 \); in particular, there exist zero divisors among locally slice functions.

### 7 Factorization of zeros

This section shows how, if \( \Omega \) is a slice domain, the zeros of a slice regular function \( f : \Omega \to \mathbb{H} \) can be factored out, although possibly not on the whole domain \( \Omega \). We begin with the case of non isolated zeros. For a fixed 2-sphere \( S = x_0 + y_0 \mathbb{S} \) (with \( x_0, y_0 \in \mathbb{R} \) and \( y_0 > 0 \)) that intersects \( \Omega \), we preliminarily set

\[
\mathcal{O}(S) := \{ q \in S \cap \Omega : f^c_s(q) \neq 0 \text{ or } f^s_s(q) \neq 0 \}
\]

and notice that \( S \setminus \mathcal{O}(S) \) is the union of the connected components \( C \) of \( S \cap \Omega \) such that \( f_{|C} \equiv 0 \).
Theorem 7.1. Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \to \mathbb{H}$ be a slice regular function. Fix a 2-sphere $S = x_0 + y_0 S$ (with $x_0, y_0 \in \mathbb{R}$ and $y_0 > 0$) that intersects $\Omega$ and consider the slice domain $\Omega' := \Omega \setminus \mathcal{O}(S)$. Then, there exists a slice regular function $h : \Omega' \to \mathbb{H}$ such that
\[
f(q) = [(q - x_0)^2 + y_0^2] \cdot h(q) = [(q - x_0)^2 + y_0^2]h(q)
\]
throughout $\Omega'$. Moreover, $h$ cannot be continuously extended to any open set intersecting $\mathcal{O}(S)$.

Proof. Let us first define a slice regular $h : \Omega \setminus S \to \mathbb{H}$ by setting
\[
h(q) := [(q - x_0)^2 + y_0^2]^{-1} \cdot f(q) = [(q - x_0)^2 + y_0^2]^{-1} f(q).
\]
If $\mathcal{O}(S) = S \cap \Omega$, then $\Omega' = \Omega \setminus S$ and the thesis immediately follows. Let us now suppose $\mathcal{O}(S)$ to be a proper subset of $S \cap \Omega$, whence $S \cap \Omega' \neq \emptyset$. Each connected component $C$ of $S \cap \Omega$ either does not intersect $S \cap \Omega'$ or is entirely included in $S \cap \Omega'$. The latter happens if, and only if, $(f'_c)_c \equiv 0 \equiv (f'_c)_{c'}$, which is in turn equivalent to $f_{1c} \equiv 0$.

Pick $\tilde{p} \in S \cap \Omega'$ and note that $f_{1c} \equiv 0$ in the connected component $C$ of $S \cap \Omega$ that includes $\tilde{p}$. We will extend both the slice regular function $h$ and the validity of the equality $f(q) = [(q - x_0)^2 + y_0^2] \cdot h(q)$ to a slice domain that includes the point $\tilde{p}$.

By Theorem 2.12, $f$ has an extension triplet $(\tilde{f}, N, \Lambda)$ with $\tilde{p} \in \Lambda$. Since $(\tilde{f})_{|\Omega \setminus \Lambda} \equiv 0$, we can apply [13, Theorem 3.1] to conclude that $(\tilde{f})_{|\Omega'} \equiv 0$.

By [13, Proposition 3.17], there exists a slice regular function $\tilde{h} : N \to \mathbb{H}$ such that $\tilde{f}(q) = [(q - x_0)^2 + y_0^2] \cdot \tilde{h}(q)$ in $N$. As a consequence,
\[
f(q) = [(q - x_0)^2 + y_0^2] \cdot \tilde{h}(q)
\]
in $\Lambda$. Now, $\tilde{h}$ coincides with $h$ in $\Lambda \setminus S$. This completes the proof of the first statement.

We are left with proving that the function $h$ cannot admit a continuous extension to any open subset that intersects $\mathcal{O}(S)$ in a non empty subset $Y$. If it did then, by the equality $f(q) = [(q - x_0)^2 + y_0^2]h(q)$ valid in $\Omega'$, $f$ would vanish identically in the intersection $Y$. This would contradict the definition of $\mathcal{O}(S) \supseteq Y$. \hfill \Box

We are now ready to prove that it is also possible to factor out single zeros. For a fixed 2-sphere $S = x_0 + y_0 S$ (with $x_0, y_0 \in \mathbb{R}$ and $y_0 > 0$) that intersects $\Omega$, we preliminarily set
\[
\mathcal{O}(p) := \{ q \in S \cap \Omega : f'_c(q) \neq -\text{Im}(p)f'_c(q) \}.
\]
Notice that $p \in S \setminus \mathcal{O}(p)$ if, and only if, $f(p) = 0$.

Theorem 7.2. Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \to \mathbb{H}$ be a slice regular function. Fix $p \in \Omega$ and consider the slice domain $\Omega' := \Omega \setminus \mathcal{O}(p)$. Then there exists a slice regular function $g : \Omega' \to \mathbb{H}$ such that
\[
f(q) = (q - p) \cdot g(q)
\]
throughout $\Omega'$. Moreover, for any slice domain $\Lambda$ that intersects $\mathcal{O}(p)$, there cannot exist a slice regular $g : \Lambda \to \mathbb{H}$ such that the previous equality holds in $\Lambda$. 
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Proof. If $O(p) = S \cap \Omega$, then $\Omega' = \Omega \setminus S$ and first statement is easily proven by setting $g(q) = (q - p)^{-\ast} \ast f(q)$. Let us now suppose $O(p)$ to be a proper subset of $S \cap \Omega$, whence $S \cap \Omega' \neq \emptyset$. Each connected component $C$ of $S \cap \Omega$ either does not intersect $S \cap \Omega'$ or is entirely included in $S \cap \Omega'$. The latter happens if, and only if, $f^\ast_s(q) = - \text{Im}(p)f^\ast_s(q)$ for all $q \in C$. Moreover, if $C$ includes $p$, then the latter equality is equivalent to $f(p) = 0$.

Setting $\ell(q) := (q - \bar{p}) \ast f(q)$ defines a slice regular function $\ell : \Omega \to \mathbb{H}$. Moreover, in each 2-sphere $x + y\mathbb{S}$ it holds:

$$\ell^s_x(q) = (x - \bar{p})f^s_x(q) - y^2f^s_x(q),$$
$$\ell^s_x(q) = (x - \bar{p})f^s_x(q) + f^s_x(q).$$

In particular, for every connected component $C$ of $S \cap \Omega'$ and for all $q \in C$, it holds:

$$\ell^s_x(q) = \text{Im}(p)f^s_x(q) - |\text{Im}(p)|^2f^s_x(q),$$
$$\ell^s_x(q) = \text{Im}(p)f^s_x(q) + f^s_x(q),$$
$$f^s_x(q) = - \text{Im}(p)f^s_x(q) .$$

We conclude that $(\ell^s_x)_{|C} \equiv 0 \equiv (\ell^s_x)_{|C}$, whence $\ell_{|C} \equiv 0$. Thus, $\ell_{|_{\Omega \setminus \Omega'}} \equiv 0$. By an appropriate application of Theorem 7.1 we conclude that

$$\ell(q) = [(q - x_0)^2 + y_0^2] \ast g(q) = (q - \bar{p}) \ast (q - p) \ast g(q)$$

for some slice regular $g : \Omega' \to \mathbb{H}$. Remembering that $\ell(q) = (q - \bar{p}) \ast f(q)$ throughout $\Omega$, we conclude that $f(q) = (q - p) \ast g(q)$ in $\Omega'$, as desired.

Finally, if $\Lambda$ is a slice domain where $f(q) = (q - p) \ast g(q)$ for some slice regular $g : \Lambda \to \mathbb{H}$, then at each $q \in S \cap \Lambda$ it holds

$$f^s_x(q) = - \text{Im}(p)g^s_x(q) + \text{Im}(p)^2g^s_x(q),$$
$$f^s_x(q) = - \text{Im}(p)g^s_x(q) + g^s_x(q),$$

whence $f^s_x(q) = - \text{Im}(p)f^s_x(q)$. The latter equality is false if $q \in O(p)$. 

The next result addresses the problem of factoring out real zeros.

**Proposition 7.3.** Let $\Omega$ be a slice domain in $\mathbb{H}$, let $f : \Omega \to \mathbb{H}$ be a slice regular function and fix $x \in \Omega \cap \mathbb{R}$. It holds $f(x) = 0$ if, and only if, there exists a slice regular function $g : \Omega \to \mathbb{H}$ such that

$$f(q) = (q - x) \ast g(q) = (q - x)g(q)$$

throughout $\Omega$.

**Proof.** Let us first define a slice regular $g : \Omega \setminus \{x\} \to \mathbb{H}$ by setting

$$g(q) := (q - x)^{-\ast} \ast f(q) = (q - x)^{-1}f(q).$$

If $f(x) \neq 0$, then $g$ cannot be continuously extended to the point $x$. If, instead, $f(x) = 0$, let us consider an open Euclidean ball $B$ centered at $x$ and included in $\Omega$ by [13, Proposition 3.17], $g|_{\Omega \setminus \{x\}}$ extends to a slice regular function $\tilde{g} : B \to \mathbb{H}$ fulfilling the equality $f(q) = (q - x) \ast \tilde{g}(q)$ in $B$. 
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Definition 7.4. Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f : \Omega \to \mathbb{H} \) be a slice regular function. If there exist slice regular functions \( h, g : \Omega \to \mathbb{H} \) such that
\[
f(q) = h(q) * g(q)
\]
in \( \Omega \), we say that \( h(q) \) (left) divides \( f(q) \). Now suppose \( C \) to be a connected component of \((x + yS) \cap \Omega\): we say that \( h(q) \) (left) divides \( f(q) \) near \( C \) if there exist a slice domain \( \Lambda \) including \( C \) and slice regular functions \( h, g : \Lambda \to \mathbb{H} \) such that
\[
f(q) = h(q) * g(q)
\]
in \( \Lambda \). Finally, for any point \( p_0 \in x + yS \), we say that \( h(q) \) (left) divides \( f(q) \) near \( p_0 \) if \( h(q) \) left divides \( f(q) \) near the connected component of \((x + yS) \cap \Omega\) that includes \( p_0 \).

We now present examples of slice regular functions \( g : \Omega \to \mathbb{H} \) and points \( \tilde{p} = x + yJ \in \Omega \) such that \( q - \tilde{p} \) divides \( g(q) \)

1. near the connected component of \((x + yS) \cap \Omega\) that includes \( \tilde{p} \) (whence \( g(\tilde{p}) = 0 \));
2. near a connected component of \((x + yS) \cap \Omega\) that does not include \( \tilde{p} \) (while \( g \) has no zeros in \( x + yS \));
3. globally in \( \Omega \), despite the fact the \( g^* \), \( g' \) are not constant in \((x + yS) \cap \Omega\) (a case when \( g(\tilde{p}) = 0 \), too).

Example 7.5. Let \( f : \Omega \to \mathbb{H} \) be the slice regular function of Examples 2.10 and 3.4. Recall that we have set \( p := -1 + 2I \). Let us pick \( J \in S \) and set \( \tilde{p} := -1 + 2J \). We define
\[
v := f^*({p}) + \text{Im}(\tilde{p})f'({p}) = \frac{1}{2}[\phi_0(\bar{p}) - \pi I] + \frac{1}{2}[I\phi_0(\bar{p}) - \pi]
\]
and notice that

1. If \( \tilde{p} \in C^+ \), then \( v = f^*({\tilde{p}}) + \text{Im}(\tilde{p})f'({\tilde{p}}) = f(\tilde{p}) \).
2. If \( \tilde{p} \in C^- \setminus \{p\} \), then \( v \neq f(\tilde{p}) \) because \( f(\tilde{p}) - v = \frac{1}{2}[\phi_0(\bar{p}) + \pi I] + \frac{1}{2}[I\phi_0(\bar{p}) + \pi] - v = \pi(I + J) \neq 0 \).
3. If \( \tilde{p} = \bar{p} \), then \( v = f(\tilde{p}) \) because \( f(\tilde{p}) - v = \pi(I - I) = 0 \).

We define
\[
g : \Omega \to \mathbb{H}, \quad q \mapsto f(q) - v.
\]
By direct computation,
\[
(g^*_c)_{C^+} \equiv -\frac{J}{2}[I\phi_0(\bar{p}) - \pi],
\]
\[
(g'_c)_{C^+} \equiv \frac{1}{4}[I\phi_0(\bar{p}) - \pi],
\]
whence the constant values of \((g^+_s)_{ic^+}\) and \(-2J(g^+_s)_{ic^+} = -\text{Im}(\bar{\tilde{p}})(g^+_s)_{ic^+}\) coincide. On the other hand,

\[
(g^+_s)_{ic^-} \equiv -\frac{JJ\phi_0(\tilde{p}) + \pi}{2} \left( I + \frac{J}{2} \right), \\
(g^+_s)_{ic^-} \equiv \frac{1}{4} [I\phi_0(\tilde{p}) + \pi].
\]

If \(J = -1\), then the constant values of \((g^+_s)_{ic^-}\) and \(-\text{Im}(\bar{\tilde{p}})(g^+_s)_{ic^-}\) coincide. If, instead, \(J \neq -1\), we can prove that, for all \(\tilde{p} \in (-1 + 2\mathbb{S}) \cap \Omega\), the constant values of \((g^+_s)_{ic^-}\) and \(-\text{Im}(\bar{\tilde{p}})(g^+_s)_{ic^-}\) are distinct. Indeed, the constant value of

\[
\left| (g^+_s)_{ic^-} \right|^2 - 4 \left| (g^+_s)_{ic^-} \right|^2 = \left| J(g^+_s)_{ic^-} \right|^2 - 4 \left| (g^+_s)_{ic^-} \right|^2
\]

is different from 0, according to the following computation:

\[
\frac{1}{2} \phi_0(\tilde{p}) + \pi \left( JJ - \frac{1}{2} \right) = \frac{1}{2} \phi_0(\tilde{p}) + \pi \left( JJ - \frac{1}{2} \right) - \frac{\pi}{2} + \pi \left( JJ - \frac{1}{2} \right) \phi_0(\tilde{p}) = \pi - \pi \left( JJ - \frac{1}{2} \right) \phi_0(\tilde{p})
\]

The last equality holds because \(I\phi_0(\tilde{p}) = -\text{arg}_0(-1 - 4I) + \text{ln} \sqrt{17} \in L_1\). There are three possibilities:

1. If \(\tilde{p} \in C^+\), then \(q - \tilde{p}\) divides \(g(q)\) near \(C^+\) but not near \(C^-\). Moreover,

\[Z(g) \cap C^+ = \{\tilde{p}\}, \quad Z(g) \cap C^- = \emptyset\]

2. If \(\tilde{p} \in C^- \setminus \{\tilde{p}\}\), then \(q - \tilde{p}\) divides \(g(q)\) near \(C^+\) but not near \(C^-\). Moreover,

\[Z(g) \cap C^+ = \emptyset, \quad Z(g) \cap C^- = \emptyset\]

3. If \(\tilde{p} = \tilde{p}\), then \(q - \tilde{p}\) divides \(g(q)\) globally in \(\Omega\). Moreover,

\[Z(g) \cap C^+ = \emptyset, \quad Z(g) \cap C^- = \{\tilde{p}\}\]

We conclude this section with the next definition, consistent with \cite{13} Definition 3.26 (which, in turn, derived from \cite{8}).

**Definition 7.6.** Let \(\Omega\) be a slice domain in \(\mathbb{H}\) and let \(f : \Omega \to \mathbb{H}\) be a slice regular function with \(f \neq 0\). Fix an \(S := x + y\mathbb{S}\) (with \(x, y \in \mathbb{R}\)) intersecting \(\Omega\), a connected component \(C\) of the intersection \(S \cap \Omega\) and a point \(p \in S\). We define the classical multiplicity of \(f\) at \(p\) relative to \(C\), and denote by \(m_f^C(p)\), the number \(n \in \mathbb{N}\) such that \((q - p)^n\) divides \(f(q)\) near \(C\) but \((q - p)^{n+1}\) does not. If, moreover, \(S \cap \Omega\) has a unique connected component \(C\), then we also call \(m_f^C(p)\) the classical multiplicity of \(f\) at \(p\) and denote it as \(m_f(p)\).
If \( x \in \Omega \cap \mathbb{R} \), then of course \( x + 0 \mathcal{S} = \{ x \} \) intersects \( \Omega \) in a connected set: namely, the singleton \( \{ x \} \). Thus, it is automatically possible to write \( m_I(x) \) without specifying a connected component \( C \).

The previous definition is well posed for the following reason. Supposing \( p = x + yI \), any equality \( f(q) = (q - p)^n g(q) \) valid in a slice domain \( \Lambda \) implies an equality \( f_I(z) = (z - p)^n g_I(z) \) valid for all \( z \in \Lambda_I \). Moreover, \( f_I \) is a holomorphic function: if for all \( n \in \mathbb{N} \) there exist holomorphic functions \( \phi^{[n]} \) such that \( f_I(z) = (z - p)^k \phi^{[n]}(z) \), then \( f_I \equiv 0 \). But in such a case, it holds \( f \equiv 0 \) by the Identity Principle \( 2.4 \).

**Example 7.7.** Let us consider again the functions \( g \) and the points \( \tilde{p} \) appearing in Example 7.5 in the three separate cases listed there.

1. It holds \( g(\tilde{p}) = 0 \) and \( m_g^{C^+}(\tilde{p}) \geq 1 \); on the other hand, \( m_g^{C^-}(\tilde{p}) = 0 \).
2. It holds \( g(\tilde{p}) \neq 0 \) and \( m_g^{C^+}(\tilde{p}) \geq 1 \); on the other hand, \( m_g^{C^-}(\tilde{p}) = 0 \).
3. It holds \( g(\tilde{p}) = 0 \) and \( m_g^{C^+}(\tilde{p}) \geq 1 \), \( m_g^{C^-}(\tilde{p}) \geq 1 \).

8 Applications of factorization

The results of the previous section allow us to provide explicit examples of all types of zeros envisioned in Section 5. In the first example, the given \( g \) admits exactly one zero in the given 2-sphere \( x + y\mathcal{S} \):

**Example 8.1.** Let us refer to Example 7.5 and pick \( J = I \), whence \( \tilde{p} = p \in C^+ \).
Then, \( g(q) := f(q) - f(p) = f(q) + \pi I \) has

\[
Z(g) \cap C^+ = \{ p \}, \quad Z(g) \cap C^- = \emptyset
\]

Moreover, \( q - p \) divides \( g(q) \) near \( C^+ \) but not near \( C^- \).

In the second example, the given 2-sphere \( x + y\mathcal{S} \) intersects the domain in two connected components. The function \( \ell \) considered vanishes identically on one component and admits exactly one zero in the other component:

**Example 8.2.** Consider again the function \( g : \Omega \to \mathbb{H} \) in Example 8.1. Let us define \( \ell : \Omega \to \mathbb{H} \) by setting

\[
\ell(q) := (q - \tilde{p}) \ast g(q).
\]

Then \( (q - p)^* = (q - \tilde{p}) \ast (q - p) = q^2 + 2q + 5 \) divides \( \ell(q) \) near \( C^+ \) but not near \( C^- \). Moreover, \( q - \tilde{p} \) divides \( \ell(q) \) globally in \( \Omega \). As a consequence,

\[
Z(\ell) \supseteq C^+, \quad Z(\ell) \cap C^- = \{ \tilde{p} \}.
\]

In the third example, too, the given 2-sphere \( x + y\mathcal{S} \) intersects the domain in two connected components. The function \( m \) considered admits exactly one zero in each connected component:

**Example 8.3.** Consider again the function \( g : \Omega \to \mathbb{H} \) in Example 8.1. The point \( p = -1 + 2I \) was a zero of \( g \) and the binomial \( q - p \) divided \( g(q) \) near \( C^+ \).
Let us choose $I_0 \in \mathbb{S} \setminus \{-I\}$ with $|I_0 - I| > \frac{1}{2}$. Let us consider the points

$$p_0 := -1 + 2I_0 \in C^-, \quad p_1 := g(p_0)^{-1}p_0g(p_0) = -1 + 2I_1,$$

where $I_1 := g(p_0)^{-1}I_0g(p_0) \in \mathbb{S}$. For future reference, we prove that $I_1 \neq \pm I$. Indeed, the following equalities are equivalent:

$$g(p_0)^{-1}I_0g(p_0) = \pm I,$$

$$I_0g(p_0) = g(p_0)(\pm I),$$

$$I_0g_1^s(p_0) - 2g_1^s(p_0) = \pm g_1^s(p_0) \pm 2I_0g_1^s(p_0),$$

$$g_2^s(p_0) = \pm 2Ig_3^s(p_0);$$

the last equality being false, because we proved in Example 7.3 that $|g_3^s(p_0)| \neq 2|g_1^s(p_0)|$.

Let us define $m : \Omega \to \mathbb{H}$ as the function

$$m(q) := g(q) \ast (q - p_1) = qg(q) - g(q)p_1.$$

Since $q - p$ divides $g(q)$ near $C^+$, it also divides $m(q)$ near $C^+ \ni p$. Thus, $m(p) = 0$. Now,

$$m_0'(p) = g_0^s(p) - g_0^s(p)\operatorname{Im}(p_1) = -g_0'(p)(\operatorname{Im}(p) + \operatorname{Im}(p_1)) = -2g_0'(p)(I + I_1),$$

is different from 0 because $g_0'(p) \neq 0$ and $I_1 \neq -I$. Thus,

$$Z(m) \cap C^+ = \{p\}.$$

Let us turn to the connected component $C^-$ of $(-1 + 2\mathbb{S}) \cap \Omega$, which includes $\bar{p}$ and $p_0$. By the definition of $p_1$, it holds

$$m(p_0) = p_0g(p_0) - g(p_0)p_1 = p_0g(p_0) - p_0g(p_0) = 0.$$

Now,

$$m_0'(p_0) = g_0^s(p_0) - g_0^s(p_0)\operatorname{Im}(p_1) = g_0^s(p_0) - 2g_0^s(p_0)I_1,$$

cannot vanish, because we know that $|g_3^s(p_0)| \neq 2|g_1^s(p_0)|$. Thus,

$$Z(m) \cap C^- = \{p_0\}.$$

In the previous Example 8.3, we have excluded $I_0 = -I$ because, in such a case, we would have had $p_0 = \bar{p}$, $p_1 = \bar{p}$ and a function $m(q) = g(q) \ast (q - \bar{p}) = (q - \bar{p}) \ast g(q)$ coinciding with the function $f(q)$ of the preceding Example 8.2.

As a further application of the results of the previous section, we can complete the characterizations of $Z(f \ast g)$ and $Z(f^s)$ initiated in Propositions 5.3 and 5.6. Recall that, for $p$ and $\bar{p}$ belonging to the same $x + y\mathbb{S}$, we say that $q - \bar{p}$ divides $f(q)$ near $p$ if the following property holds: there exist a slice domain $\Lambda$ containing the connected component $C$ of $(x + y\mathbb{S}) \cap \Omega$ that includes $p$ and a slice regular function $h : \Lambda \to \mathbb{H}$ such that

$$f(q) = (q - \bar{p}) \ast h(q)$$

in $\Lambda$. In such a case, we also say that $q - \bar{p}$ divides $f(q)$ near $C$. 22
Proposition 8.4. Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f, g : \Omega \to \mathbb{H}$ be slice regular functions. Fix an $S := x + y\mathbb{S}$ intersecting $\Omega$ and a connected component $C$ of the intersection $S \cap \Omega$.

1. $Z(f * g)$ is the union between $Z(f)$ and the set of points $p \in \Omega \setminus Z(f)$ such that $q - f(p)^{-1}pf(p)$ divides $g(q)$ near $p$.

2. $Z(f^*)$ intersects $C$ if, and only if, it includes it; this happens if, and only if, there exists $\tilde{p} \in S$ such that $q - \tilde{p}$ divides $f(q)$ near $C$.

3. There exists $\tilde{p} \in S$ such that $q - \tilde{p}$ divides $f(q)$ near $C$ if, and only if, there exists $\tilde{p} \in S$ such that $q - \tilde{p}$ divides $f^*(q)$ near $C$.

Proof. 1. The thesis immediately follows from Proposition 5.3 and Theorem 7.2.

2. If there exist $\tilde{p} \in S$ such that $q - \tilde{p}$ divides $f(q)$ near $C$, then $(q - \tilde{p})^* = (q - x)^2 + y^2$ divides $f^*(q)$ near $C$, whence $f^*$ vanishes identically in $C$. Conversely, let us suppose $f^*_c \equiv 0$. If $y = 0$, then $x + y\mathbb{S} = \{x\} = C$ and $f^*(x) = 0$ implies $f(x) = 0$. In this situation, Proposition 7.3 guarantees that $q - x$ divides $f(q)$ globally in $\Omega$. Now suppose, instead, $y \neq 0$. Then $(f^*)^c_\mathbb{S}$ and $(f^*)^c$ vanish identically in $C$. Let $b, c$ denote the constant values of $f^*_\mathbb{S}$ and $yf^*_c$ in $C$. By Definition 7.1, it follows that $|b|^2 = |c|^2$ and $\text{Re}(bc) = 0$. Thus, there exists $l \in \mathbb{S}$ such that $bc = l|c|^2$, whence $b = Ic$. If we set $\tilde{p} = x - yI$, then $f^*_c(q) = -\text{Im}(\tilde{p})f^*_c(q)$ for all $q \in C$. We can now apply Theorem 7.2 to conclude that $q - \tilde{p}$ divides $f(q)$ near $C$. This concludes our proof.

3. The thesis follows from property 2., taking into account the equality $(f^*)^c = f^* \ast (f^*)^c = f^* f = f^*$.

We now show, with an example, that “phantom” zeros of $g$ may produce zeros of $f \ast g$ and of $g^*$. 

Example 8.5. Let us refer to case 2. in Example 7.2: $\tilde{p} \in C^- \setminus \{\tilde{p}\}$ and $q - \tilde{p}$ divides $g(q)$ near $C^+$, but not near $C^-$. Moreover,

$$Z(g) \cap C^+ = \emptyset, \quad Z(g) \cap C^- = \emptyset.$$ 

Let us consider the binomial $B(q) = q - \tilde{p}$, which has

$$Z(B) = \{\tilde{p}\},$$ 

and the product $B \ast g(q)$. Then $(q - \tilde{p})^* = q^2 + 2q + 5$ divides $B \ast g(q)$ near $C^+$. Thus,

$$Z(B \ast g) \supset C^+.$$ 

Let us now consider the symmetrization $g^*$: since $q - \tilde{p}$ divides $g(q)$ near $C^+$, it follows that

$$Z(g^*) \supset C^+,$$

despite the fact that $Z(g) \cap C^+ = \emptyset$. Finally, we observe that there exists $\tilde{p} \in -1 + 2\mathbb{S}$ such that $q - \tilde{p}$ divides $f^*(q)$ near $C^+$. 
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We now complete the terminology concerning multiplicities with the next result and definition. Notice that, for \( p = x + yI, p' \in \mathbb{H} \), it holds \((q-p)*(q-p') = (q-x)^2 + y^2\) if, and only if, \( p' = p \).

**Theorem 8.6.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f : \Omega \rightarrow \mathbb{H} \) be a slice regular function with \( f \neq 0 \). Fix an \( S := x + yS \) (with \( x, y \in \mathbb{R}, y > 0 \)) intersecting \( \Omega \) and a connected component \( C \) of the intersection \( S \cap \Omega \). There exist \( m \in \mathbb{N} \) such that \([(q-x)^2 + y^2]_m^h(q) \) divides \( f(q) \) near \( C \) but \([(q-x)^2 + y^2]_{m+1}^h(q) \) does not. Moreover, for the function \( h \) such that

\[
 f(q) = [(q-x)^2 + y^2]_m^h(q)
\]

near \( C \), there exist a number \( n \in \mathbb{N} \), points \( p_1, \ldots, p_n \in S \) (with \( p_i \neq p_{i+1} \) for all \( i \in \{1, \ldots, n-1\} \)), and a slice regular function \( g \) (with \( g^1_{x} \neq 0 \)) such that

\[
 h(q) = (q-p_1) * (q-p_2) * \cdots * (q-p_n) * g(q)
\]

near \( C \).

**Proof.** Since \( f \neq 0 \) in \( \Omega \), by Theorem 7.1 there exists an \( m \in \mathbb{N} \) such that

\[
 f(q) = [(q-x)^2 + y^2]_m^h(q)
\]

near \( C \), for some slice regular \( h \) which does not vanish identically in \( C \). Suppose, indeed, it were possible to find, for all \( k \in \mathbb{N} \), a function \( h^{[k]}(q) \) such that

\[
 f(q) = [(q-x)^2 + y^2]_m^h(q)
\]

for all \( k \in \mathbb{N} \). This would imply \( f_I \equiv 0 \), whence \( f \equiv 0 \) by the Identity Principle 2.2.

Now consider any slice regular function \( h \) on a slice domain \( \Lambda \) including \( C \), with \( h_{x} \neq 0 \). Let us apply Proposition 8.4 to \( g^{[1]} := h \): if the symmetrization of \( g^{[0]} \) vanishes in \( C \), then there exists \( p_1 \in S \) such that \( h(q) = (q-p_1) * g^{[1]}(q) \) near \( C \), for some slice regular \( g^{[1]} \) with \( g^{[1]}_{c} \neq 0 \). If for all \( k \in \mathbb{N} \) there existed a \( p_{k+1} \in S \) and a \( g^{[k+1]} \) such that \( g^{[k]}(q) = (q-p_k) * g^{[k+1]}(q) \) near \( C \), then we would have

\[
 h(q) = (q-p_1) * \cdots * (q-p_k) * g^{[k]}(q)
\]

near \( C \) for all \( k \in \mathbb{N} \). This would imply, for the symmetrization \( h^s \) of \( h \),

\[
 h^*(q) = [(q-x)^2 + y^2]_m^h(q)
\]

near \( C \) for all \( k \in \mathbb{N} \). By the first part of the proof, this would imply \( h^* \equiv 0 \). But then Proposition 8.5 would yield \( h \equiv 0 \), a contradiction. Thus there exists an \( n \in \mathbb{N} \) such that the symmetrization of \( g^{[n]} \) does not vanish in \( C \). The thesis follows, setting \( g := g^{[n]} \).

We notice that, in the previous statement, the numbers \( m, n \) are uniquely determined. The points \( p_1, \ldots, p_n \) are also uniquely determined, by Proposition 3.23. We are now in a position to give the next definition.
Definition 8.7. Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \to \mathbb{H}$ be a slice regular function.

In the situation described in Theorem 8.6, the number $2m$ is called the spherical multiplicity of $f$ at $C$ and the number $n$ is called the isolated multiplicity of $f$ at $p_1$, relative to $C$. If, moreover, $S \cap \Omega$ has a unique connected component, then we also call $2m$ the spherical multiplicity of $f$ at $S \cap \Omega$ and call $n$ the isolated multiplicity of $f$ at $p_1$.

For $x \in \Omega \cap \mathbb{R}$, we define the isolated multiplicity of $f$ at $x$ to coincide with the classical multiplicity $m_f(x)$. The previous definition is consistent with [13, Definition 3.37], which in turn derived from [10, 16].

We conclude this section using factorization to characterize the set of points $p$ such that the real differential $df_p$ of a slice regular function $f$ at $p$ is singular. The corresponding result for symmetric slice domains is [13, Theorem 8.20] (from [7]), although we follow here a different approach suggested by Alessandro Perotti.

Theorem 8.8. Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \to \mathbb{H}$ be a slice regular function. Fix $p \in \Omega$ and set $h := f - f(p)$.

1. If $p \in \mathbb{R}$, then $df_p$ is singular if, and only if, the Cullen derivative $f'_c(p)$ vanishes. This happens if, and only if, $m_h(p) \geq 2$.

2. Suppose, instead, $p = x + yI$ with $x, y \in \mathbb{R}$ and $y > 0$ and let $C$ denote the connected component of $(x + yS) \cap \Omega$ including $p$. Let us denote by $2m$ the spherical multiplicity of $h$ at $C$ and by $n$ the isolated multiplicity of $h$ at $p$, relative to $C$. Then $df_p$ is singular if, and only if, $2m + n \geq 2$. In particular, the spherical derivative $f'_s(p)$ vanishes if, and only if, $2m \geq 2$, while the Cullen derivative $f'_c(p)$ vanishes if, and only if, $m_h^C(p) \geq 2$.

Proof. We remark that $h(p) = 0$.

1. If $p \in \mathbb{R}$, Proposition [7,3] guarantees the existence of a slice regular $g : \Omega \to \mathbb{H}$ such that

$$h(q) = (q - p) * g(q).$$

Since $f$ and $h$ differ by an additive constant, it holds

$$f'_c(q) = h'_c(q) = g(q) + (q - p) * g'_c(q),$$

whence $f'_c(p) = g(p)$. By Proposition [7,5] $df_p$ is singular if, and only if, $f'_c(p) = g(p)$ equals zero. We can apply Proposition [7,2] again to see that $g(p) = 0$ if, and only if, there exists a slice regular $\ell : \Omega \to \mathbb{H}$ such that

$$g(q) = (q - p) * \ell(q),$$

which is, in turn, equivalent to

$$h(q) = (q - p)^* * \ell(q).$$

2. Suppose we are in the opposite case. Theorem [7,2] guarantees the existence of a slice domain $M$ containing $C \cup (\Omega \setminus (x + yS))$ and of a slice regular $g : M \to \mathbb{H}$ such that

$$h(q) = (q - p) * g(q)$$
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in $M$. For all $q \in M$, it holds
\[
 f'_s(q) = h'_s(q) = g(q) + (q - p) \ast g'_s(q)
\]
\[
 f'_s(q) = h'_s(q) = g'_s(q) + (\text{Re}(q) - p)g'_s(q).
\]
In particular,
\[
 f'_s(p) = g(p)
\]
\[
 f'_s(p) = g'_s(p) - \text{Im}(p)g'_s(p),
\]
whence
\[
 f'_s(p)\overline{f'_s(p)} = g(p)(g'_s(p) - \text{Im}(p)g'_s(p))
\]
\[
 = (g'_s(p) + \text{Im}(p)g'_s(p))(g'_s(p) - \text{Im}(p)g'_s(p))
\]
\[
 = (g'_s(p))^2 - |\text{Im}(p)|^2 |g'_s(p)|^2 + 2 \text{Im}(g'_s(p)g'_s(p) \text{Im}(p))
\]
\[
 = (g^*g'_s(p) + 2 \text{Re}(g'_s(p)g'_s(p)) \text{Im}(p) + 2 \text{Im}(g'_s(p)g'_s(p)) \text{Im}(p)
\]
\[
 = g^*(p) + 2 \text{Im}(g'_s(p)g'_s(p)) \times \text{Im}(p)
\]
\[
 \in L_I
\]
\[
 \in L_I^+.
\]

By Proposition 8.4, $d_p$ is singular if, and only if, $f'_s(p)\overline{f'_s(p)} \in L_I^+$. This is,
in turn, equivalent to $g^*(p) = 0$ by the previous formula. By Proposition 8.4,
$g^*(p) = 0$ if, and only if, there exist $\tilde{p} \in x + y \mathbb{S}$, a slice domain $\Omega' \subseteq M$ containing
both $C$ and $\Omega \setminus (x + y \mathbb{S})$, as well as a slice regular function $\ell : \Omega' \to \mathbb{H}$ such that
\[
 g(q) = (q - \tilde{p}) \ast \ell(q)
\]
in $\Omega'$. This equality, in turn, is equivalent to
\[
 h(q) = (q - p) \ast (q - \tilde{p}) \ast \ell(q).
\]
in $\Omega'$. Finally, we remark that $f'_s(p) = 0$ if, and only if, $\tilde{p}$ can be chosen to equal
$p$, while $f'_s(p) = 0$ if, and only if, $\tilde{p}$ can be chosen to equal $\tilde{p}$.  

9  Singularities

This section is devoted to classifying the singularities of slice regular functions
on slice domains. The main tool is the possibility to expand into regular Laurent
series, according to the next definition and results (from [13] §5.2], which in turn
derived from [25] [27]). Let the expressions $(q - p)^{\ast(-n)} = (q - p)^{-n\ast}$ denote the
regular reciprocal of $(q - p)^{\ast\ast}$.

**Definition 9.1.** The functions $\sigma, \tau : \mathbb{H} \times \mathbb{H} \to \mathbb{R}$ are defined by setting, for all $p, q \in \mathbb{H},$
\[
 \sigma(q, p) := \begin{cases} 
 |q - p| & \text{if } p, q \text{ lie in the same plane } L_I \\
 \omega(q, p) & \text{otherwise}
\end{cases}
\]
\[
 \tau(q, p) := \begin{cases} 
 |q - p| & \text{if } p, q \text{ lie in the same plane } L_I \\
 \sqrt{[\text{Re}(q) - \text{Re}(p)]^2 + [||\text{Im}(q)| - |\text{Im}(p)||]^2} & \text{otherwise}
\end{cases}
\]
where
\[ \omega(q,p) := \sqrt{\| \text{Re}(q) - \text{Re}(p) \|^2 + \| \text{Im}(q) + | \text{Im}(p) | \|^2}. \]

For \( 0 \leq R_1 < R_2 \leq +\infty \), the following sets are defined:
\[
\begin{align*}
\Sigma(p, R_2) & := \{ q \in \mathbb{H} : \sigma(q,p) < R_2 \} \\
T(p, R_2) & := \{ q \in \mathbb{H} : \tau(q,p) < R_2 \} \\
\Omega(p, R_2) & := \{ q \in \mathbb{H} : \omega(q,p) < R_2 \} \\
\Sigma(p, R_1, R_2) & := \{ q \in \mathbb{H} : \tau(q,p) > R_1, \sigma(q,p) < R_2 \} \\
\Omega(p, R_1, R_2) & := \Omega(p, R_2) \setminus \overline{T(p, R_1)},
\end{align*}
\]
where \( \overline{T(p, R_1)} \) denotes the closure of \( T(p, R_1) \).

**Theorem 9.2.** Choose any sequence \( \{a_n\}_{n \in \mathbb{Z}} \) in \( \mathbb{H} \). Let \( R_1, R_2 \in [0, +\infty) \) be such that \( R_1 = \limsup_{n \to +\infty} |a_{m}|^{1/m}, 1/R_2 = \limsup_{n \to +\infty} |a_{n}|^{1/n} \). For all \( p \in \mathbb{H} \) the regular Laurent series centered at \( p \) associated to \( \{a_n\}_{n \in \mathbb{Z}} \), namely,
\[
f(q) = \sum_{n \in \mathbb{Z}} (q - p)^{n}a_n,
\]
converges absolutely and uniformly on the compact subsets of \( \Sigma(p, R_1, R_2) \) and it does not converge at any point of \( T(p, R_1) \) nor at any point of \( \mathbb{H} \setminus \Sigma(p, R_2) \).
Furthermore: if \( \Omega(p, R_1, R_2) \neq \emptyset \), then the sum of the series defines a regular function \( f : \Omega(p, R_1, R_2) \to \mathbb{H} \).

**Theorem 9.3** (Regular Laurent Expansion). Let \( \Omega \) be a domain in \( \mathbb{H} \), let \( f : \Omega \to \mathbb{H} \) be a slice regular function and let \( p \in \mathbb{H} \). There exists a sequence \( \{a_n\}_{n \in \mathbb{Z}} \) in \( \mathbb{H} \) such that, for all \( 0 \leq R_1 < R_2 \leq +\infty \) with \( \Sigma(p, R_1, R_2) \subseteq \Omega \),
\[
f(q) = \sum_{n \in \mathbb{Z}} (q - p)^{n}a_n
\]
in \( \Sigma(p, R_1, R_2) \). If, moreover, \( \Sigma(p, R_2) \subseteq \Omega \), then \( a_n = 0 \) for all \( n < 0 \) and equality (6) holds throughout \( \Sigma(p, R_2) \).

We now give some new definitions and results. For the case of symmetric slice domains, see [13, §5.3] (derived from [25, 27]).

**Definition 9.4.** Let \( f : \Omega \to \mathbb{H} \) be a slice regular function and fix \( p \in \mathbb{H} \). We say that \( p \) is a singularity for \( f \) if there exists \( R > 0 \) such that \( \Sigma(p, 0, R) \subseteq \Omega \), whence the Laurent expansion of \( f \) at \( p \), \( f(q) = \sum_{n \in \mathbb{Z}} (q - p)^{n}a_n \), has 0 as its inner radius of convergence and has a positive outer radius of convergence. Suppose this to be the case: we say that \( p \) is a pole for \( f \) if there exists an \( m \geq 0 \) such that \( a_{-k} = 0 \) for all \( k > m \); the minimum such \( m \) is called the order of the pole and denoted by \( \text{ord}_f(p) \). If \( p \) is not a pole, then we call it an essential singularity for \( f \) and set \( \text{ord}_f(p) = +\infty \). Additionally, we call \( p \) a removable singularity if \( f \) extends to a neighborhood of \( p \) as a slice regular function.

Every removable singularity has order 0, but the converse implication is false. In the next example, a connected component of \((x + y)v \cap \Omega\) consists of nonremovable singularities, including one having order 0.
Example 9.5. Let us consider again the function $g$ of Example 8.7, which was divisible by $q - p$ in the connected component $C^+$ of $(-1 + 2S) \cap \Omega$ but not in the complementary connected component $C^-$. Let us define a function $h : \Omega \setminus (-1 + 2S) \to \mathbb{H}$ by setting
\[ h(q) := (q - p)^{-*} * g(q) = (q^2 + 2q + 5)^{-1}(q - p) * g(q). \]

Then every $\tilde{p} = -1 + 2J \in C^+$ is a removable singularity for $h$ and $\text{ord}_h(\tilde{p}) = 0$. On the other hand, every $\tilde{p} = -1 + 2J \in C^-$ is a nonremovable singularity for $h$. Moreover, $\text{ord}_h(\tilde{p}) \geq 1$ for all $\tilde{p} \in C^-$ except $\tilde{p}$: indeed, the equality $h_I(z) = (z - p)^{-1}g_I(z)$, valid for all $z \in \Omega_I \setminus \{\tilde{p}\}$, yields that $\text{ord}_h(\tilde{p}) = 0$.

Definition 9.6. Let $\Omega$ be a slice domain in $\mathbb{H}$. A function $f$ is semiregular in $\Omega$ if it is regular in a slice domain $\Omega' \subseteq \Omega$ such that every point of $\Omega' \setminus \Omega$ is a pole (or a removable singularity) for $f$.

Notice that, if $f$ is semiregular in $\Omega$ and if $\mathcal{S}$ is the set of its nonremovable poles, then, for all $I \in \mathcal{S}$: the slice $\mathcal{S}_I$ is discrete; the restriction $f_I$ is holomorphic in $\Omega_I \setminus \mathcal{S}_I$; and $f_I$ is meromorphic in $\Omega_I$. We point out that $\Omega \setminus \mathcal{S}$ is a slice domain.

Theorem 9.7. Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f$ be semiregular in $\Omega$. Fix $p = x + yI \in \Omega$ and let $C$ denote the connected component of $(x + yI) \cap \Omega$ that includes $p$. Let $n := \text{ord}_f(p)$ and $n := \max_{\tilde{p} \in C} \text{ord}_f(\tilde{p})$. There exist a slice domain $\Lambda$ with $C \subseteq \Lambda \subseteq \Omega$ and a slice regular function $g : \Lambda \to \mathbb{H}$ such that
\[ f(q) = [(q - x)^2 + y^2]^{-n} (q - p)^{*(n-m)} * g(q) \]
in $\Lambda \setminus (x + y\mathbb{S})$. Moreover, if $n > 0$ then $g(p) \neq 0$.

Proof. Let $\mathcal{S}$ denote the set of the nonremovable poles of $f$. If $C \subseteq \Omega \setminus \mathcal{S}$, then $m = 0 = n$ and the thesis immediately follows. Let us, therefore, suppose $C$ to intersect $\mathcal{S}$. We assume, without loss of generality, $\mathcal{S} \subseteq C$.

We can define a slice regular function $h : \Omega \setminus C \to \mathbb{H}$ by setting $h(q) := [(q - x)^2 + y^2]^{-n} f(q)$. Every $\tilde{p} = x + yJ \in C$ is a singularity for $h$ with $\text{ord}_f(\tilde{p}) \leq n$. Since $h_J(z) = (z - \tilde{p})^{-n}(z - p)^nf_J(z)$ for all $z \in \Omega_J \setminus \{\tilde{p}\}$, it follows that $h_J$ extends to a holomorphic function on $\Omega_J$. We conclude that $h$ extends to a slice regular function on $\Omega$.

Finally, since $\text{ord}_f(p) = m$ and $h_J(z) = (z - p)^n(z - \tilde{p})^nf_J(z)$ for all $z \in \Omega_J$, it follows that $(z - p)^{n-m}$ divides $h_I(z)$. As a consequence, $(q - p)^{*(n-m)}$ divides $h(q)$ near $C$ and the thesis follows. 

Proposition 9.8. The set of semiregular functions on a slice domain $\Omega$ is a real $*$-algebra with respect to $+, *$. Moreover, it is a division ring.

Proof. Let $f, g$ be two semiregular functions on $\Omega$ and let $\mathcal{S}_f, \mathcal{S}_g$ denote the sets of nonremovable singularities of $f, g$ (respectively).

The function $f$ and its regular conjugate $f^c$ are slice regular in $\Omega \setminus \mathcal{S}_f$. If, moreover, $f \neq 0$, then the regular reciprocal $f^{-*}$ is defined (and slice regular) on $\Omega \setminus (\mathcal{S}_f \cup Z(f^c))$. Now, $f^c$ and $f^{-*}$ (if the latter is defined) are semiregular in $\Omega$ by the following reasoning.
• For any \( p = x + yI \in \mathcal{S}_f \), we can apply Theorem 9.7 to find natural numbers \( m, n \) with \( m \leq n \), a slice domain \( \Lambda \) with \( p \in \Lambda \subseteq \Omega \) and a slice regular function \( g : \Lambda \to \mathbb{H} \) with \( g(p) \neq 0 \) such that

\[
f(q) = \left[ (q - x)^2 + y^2 \right]^{n} \left( q - p \right)^{m(n - m)} \ast g(q)
\]

in \( \Lambda \setminus (x + yS) \). The equality

\[
f^c(q) = \left[ (q - x)^2 + y^2 \right]^{n} \ast g^c(q) \ast (q - p)^{m(n - m)},
\]

valid in \( \Lambda \setminus (x + yS) \), implies that \( \text{ord}_f(p) \leq n \). Since \( m \leq n \), the chain of equalities

\[
f^c(q) = \left[ (q - x)^2 + y^2 \right]^{n} \ast g^c(q) \ast (q - p)^{m(n - m)}
\]

\[
= \left[ (q - x)^2 + y^2 \right]^{m} \ast g^c(q) \ast (q - p)^{m(n - m)},
\]

valid in \( \Lambda \setminus (x + yS) \), implies that \( \text{ord}_{f - \ast}(p) = 0 \).

• For \( p_0 = x_0 + y_0 I_0 \in \mathcal{Z}(f^*) \), let \( C \) denote the connected component of \( (x_0 + y_0 S) \cap \Omega \) that includes \( p_0 \). By Theorem 8.6 there exist \( k \in \mathbb{N} \) and a slice preserving regular function \( h \) (which does not vanish in \( C \)) such that

\[
f^*(q) = \left[ (q - x_0)^2 + y_0^2 \right]^k h(q)
\]

near \( C \). The equality

\[
f^{\ast - \ast}(q) = (f^*)^{- \ast} \ast f^c(q)
\]

\[
= \left[ (q - x_0)^2 + y_0^2 \right]^{-k} h^{\ast - \ast} \ast f^c(q),
\]

valid in a deleted neighborhood of \( C \), implies that \( \text{ord}_{f - \ast}(p_0) \leq k \).

The sum \( f + g \) and the regular product \( f \ast g \) are defined (and slice regular) on the largest slice domain in which both \( f \) and \( g \) are slice regular, namely \( \Omega \setminus (\mathcal{S}_f \cup \mathcal{S}_g) \). Reasoning as before, we find that \( f + g \) and \( f \ast g \) are semiregular in \( \Omega \).

The set of semiregular functions on \( \Omega \) is a real \( * \)-algebra and a division ring as a consequence of the analogous properties of the set of slice regular functions on an arbitrary slice domain \( \Lambda \).

\[\]
Moreover, $h$ is slice regular near $C$ by Theorem 9.7. We can apply Theorem 5.6 to find $N, n \in \mathbb{N}, p_1, \ldots, p_n \in S$ (with $p_i \neq p_{i+1}$ for all $i \in \{1, \ldots, n-1\}$), and a slice regular function $g$ (with $g'' \neq 0$) such that

$$h(q) = [(q - x)^2 + y^2]^N (q - p_1) \ast (q - p_2) \ast \ldots \ast (q - p_n) \ast g(q)$$

near $C$. We point out that $N$ can be greater than zero only if $M = 0$. Now, we can extend $g$ to a semiregular function on $\Omega$ by setting

$$g := R^{-*} h, \quad R(q) := [(q - x)^2 + y^2]^N (q - p_1) \ast (q - p_2) \ast \ldots \ast (q - p_n) .$$

Setting $m := N - M$ concludes the proof.

**Definition 9.10.** In the situation presented in Theorem 9.7 if $m \leq 0$ then we call $-2m$ the spherical order of $f$ at $C$, and write $\text{ord}_f^S(x + y\mathbb{S}) = -2m$; whenever $n > 0$, we say that $n$ is the isolated multiplicity of $f$ at $p_1$, relative to $C$. If, moreover, $S \cap \Omega$ has a unique connected component, then we also call $-2m$ the spherical order of $f$ at $S \cap \Omega$ and denote it as $\text{ord}_f(x + y\mathbb{S})$; we call $n$ the isolated multiplicity of $f$ at $p_1$.

## 10 Minimum Modulus Principle and Open Mapping Theorem

This section describes some topological properties of slice regular functions on slice domains. We begin by recalling the Maximum Modulus Principle, [13, Theorem 7.1].

**Theorem 10.1** (Maximum Modulus Principle). Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \to \mathbb{H}$ be a slice regular function. If $|f|$ has a relative maximum at $p \in \Omega$, then $f$ is constant.

We now prove the Minimum Modulus Principle over slice domains, exploiting the analogous result for symmetric slice domains, namely [13, Theorem 7.3].

**Theorem 10.2** (Minimum Modulus Principle). Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \to \mathbb{H}$ be a slice regular function. If $|f|$ has a relative minimum at $p \in \Omega$, then either $f(p) = 0$ or $f$ is constant.

**Proof.** We can apply Theorem 2.12 to find an extension triplet $(\tilde{f}, N, A)$ for $f$, with $p \in \Lambda$. Clearly, $|\tilde{f}|$ has a relative minimum at $p$. By [13, Theorem 7.3], either $\tilde{f}(p) = 0$ or $\tilde{f}$ is constant. In the former case, $f(p) = 0$. In the latter case, $f$ is constant in $\Lambda$, whence in $\Omega$ by the Identity Principle 2.3.

We now come to the Open Mapping Theorem. For the case of symmetric slice domains, see [13, §7.2]. We begin with some preliminary material.

**Definition 10.3.** Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \to \mathbb{H}$ be a slice regular function. The zero set of the spherical derivative $f'_S : \Omega \setminus \mathbb{R} \to \mathbb{H}$ is called the degenerate set of $f$ and denoted by the symbol $D_f$.

**Proposition 10.4.** Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \to \mathbb{H}$ be a slice regular function. Either $f$ is constant or $D_f$ is a proper analytic subset of $\Omega \setminus \mathbb{R}$. In the latter case, the Hausdorff dimension of $D_f$ cannot exceed 3.
Proof. Since $f'_s$ is a real analytic function, $D_f$ is an analytic subset of $\Omega \setminus \mathbb{R}$. If this subset is proper, then its Hausdorff dimension is less than, or equal to, 3. Assume, instead, $D_f = \Omega \setminus \mathbb{R}$. Consider an extension triplet $(\tilde{f}, N, \Lambda)$ for $f$. Clearly, $D_{\tilde{f}}$ includes the nonempty open set $\Lambda \setminus \mathbb{R}$. If we apply [13, Theorem 7.7] or [1, Proposition 4.12] to the function $\tilde{f}$ on the symmetric slice domain $N$, we can conclude that $\tilde{f}$ is constant. Thus, $f$ is constant in $\Lambda$, whence in $\Omega$ by the Identity Principle [2,3].

We point out that, when $\Omega$ is not symmetric, the degenerate set $D_f$ needs not be symmetric. Indeed, the spherical derivative $f'_s$ may vanish identically on a connected component of $(x + yS) \cap \Omega$ while not vanishing elsewhere in $(x + yS) \cap \Omega$. This happens, for instance, in Example 8.2.

We are now ready for the announced theorem. In the statement, $D_{\tilde{f}}$ denotes the closure in $\Omega$ of $D_f \subseteq \Omega \setminus \mathbb{R}$. We point out that the added set $D_{\tilde{f}} \setminus D_f$ is included in the intersection between the singular set of $f$ and $\mathbb{R}$, whence in the discrete set $Z(f) \cap \mathbb{R}$.

**Theorem 10.5 (Open Mapping).** Let $\Omega$ be a slice domain in $\mathbb{H}$, let $f : \Omega \to \mathbb{H}$ be a nonconstant slice regular function and let $D_f$ be its degenerate set. Then $f : \Omega \setminus D_{\tilde{f}} \to \mathbb{H}$ is open.

Proof. Let $U$ be an open subset of $\Omega \setminus D_{\tilde{f}}$, pick $p \in U$ and let us prove that $f(p)$ is an interior point of $f(U)$.

If $p = x \in \mathbb{R}$, then $U$ contains a Euclidean open ball $B$ centered at $x$. We may apply [13 Theorem 7.7] to $f|_B$ and conclude that $f(p)$ is an interior point of $f(B) \subseteq f(U)$.

Now suppose $p = x + yI$ with $x, y \in \mathbb{R}$, $y > 0$ and $I \in S$. We can apply Theorem 2.12 to find an extension triplet $(\tilde{f}, N, \Lambda)$ for $f : \Omega \setminus D_{\tilde{f}} \to \mathbb{H}$ such that $p \in \Lambda$. Since $\tilde{f}'_s(p) = f'_s(p) \neq 0$ and since $p \notin \mathbb{R}$, the point $p$ belongs to the open set $N \setminus D_{\tilde{f}}$. Let us intersect this open set with the open set $U \cap \Lambda$: the intersection $V$ is an open set and includes $p$. Therefore, by [13 Theorem 7.7], the point $f(p)$ is an interior point of $\tilde{f}(V) = f(V) \subseteq f(U)$. This concludes the proof.

### 11 Integral representation

This section studies integral representation formulas for slice regular functions on slice domains. For the case of symmetric slice domains, see [13 §6.2] (derived from [2,15]) and [15, Corollary 2.6]. Let us begin with some notations.

Let $\gamma_I : [0, 1] \to L_I$ be a rectifiable curve whose support lies in a plane $L_I$ for some $I \in S$, let $\Gamma_I$ be a neighborhood of $\gamma_I$ in $L_I$ and let $f, g : \Gamma_I \to \mathbb{H}$ be continuous functions. If $J \in S$ is such that $J \perp I$ then $L_I + L_J = \mathbb{H} = L_I + JL_I$ and there exist continuous functions $F, G, H, K : \Gamma_I \to L_I$ such that $f = F + GJ$ and $g = H + JK$ in $\Gamma_I$. We use the notation

$$
\int_{\gamma_I} g(s) ds f(s) := \int_{\gamma_I} H(s) ds F(s) + \int_{\gamma_I} H(s) ds G(s) J + J \int_{\gamma_I} K(s) ds F(s) + J \int_{\gamma_I} K(s) ds G(s) J.
$$
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We now consider the “slicewise” Cauchy Integral Formula.

**Lemma 11.1.** Let $f : \Omega \to \mathbb{H}$ be a slice regular function, let $I \in \mathbb{S}$ and let $U_I$ be a bounded Jordan domain in $L_I$, with $\overline{U_I} \subset \Omega_I$. If $\partial U_I$ is rectifiable then

$$f(z) = \frac{1}{2\pi i} \int_{\partial U_I} \frac{ds}{s - z} f(s)$$

for all $z \in U_I$.

For the previous statement, the proof of [13, Lemma 6.3] holds verbatim without assuming $\Omega$ to be a symmetric slice domain (an assumption made in the original statement).

We now derive a local version of the Cauchy Formula, valid on all slice domains. Another version will be provided in Theorem 11.5. For each $s \in \mathbb{H}$, let $(s - q)^{-*}$ denote the regular reciprocal of $q \mapsto s - q$, i.e.

$$(s - q)^{-*} = (|s|^2 - q^2 + 2Re(s) + q^2)^{-1}(s - q).$$

**Proposition 11.2** (Local Cauchy Formula I). Let $\Omega$ be a slice domain in $\mathbb{H}$, let $f : \Omega \to \mathbb{H}$ be a slice regular function and let $(\tilde{f}, N, \Lambda)$ be an extension triplet for $f$. If $U$ is a bounded symmetric open subset of $\mathbb{H}$ with $U \subseteq N$, if $I \in \mathbb{S}$ and if the boundary $\partial U_I$ is a finite union of disjoint rectifiable Jordan curves, then

$$f(q) = \int_{\partial U_I} (s - q)^{-*}(2\pi I)^{-1} ds \tilde{f}(s)$$

for all $q \in U \cap \Lambda$.

**Proof.** By [13, Theorem 6.4], the formula

$$\tilde{f}(q) = \int_{\partial U_I} (s - q)^{-*}(2\pi I)^{-1} ds \tilde{f}(s)$$

applies to all $q \in U$. Since $\tilde{f}$ coincides with $f$ in $\Lambda$, the thesis follows.

The same technique can be applied to prove the next result. For any $x, y \in \mathbb{R}$ and any $I \in \mathbb{S}$, we will use the kernel

$$C(q, x + yI) := (2\pi y)^{-2} \left[(q - x)^2 + y^2\right]^{-1} (x - yI - q) = (2\pi y)^{-2}(x + Iy - q)^{-*}$$

for $q \in \mathbb{H}$.

**Proposition 11.3** (Local Volume Cauchy Formula). Let $\Omega$ be a slice domain in $\mathbb{H}$, let $f : \Omega \to \mathbb{H}$ be a slice regular function and let $(\tilde{f}, N, \Lambda)$ be an extension triplet for $f$. Let $U$ be a bounded symmetric open subset of $\mathbb{H}$ with $\overline{U} \subseteq N$ and assume the boundary $\partial U$ to be $C^1$. For $w \in \partial U$, let $\mathbf{n}(w)$ denote the outer normal versor of $\partial U$ at $w$ and let $d\sigma_w$ denote the standard 3-volume form on $\partial U$. Then

$$f(q) = \int_{\partial U} C(q, w)\mathbf{n}(w)\tilde{f}(w)d\sigma_w$$

for all $q \in U \cap \Lambda$. 
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Proof. By [18 Corollary 2.6], the formula
\[ \tilde{f}(q) = \int_{\partial U} C(q, w)n(w)\tilde{f}(w)d\sigma_w \]
applies to all \( q \in U \). Since \( \tilde{f} \) coincides with \( f \) in \( \Lambda \), the thesis follows. \qed

We now come to the announced second local version of the Cauchy Formula. In this second version, the set \( U \) does not depend on the choice of an extension triplet but only on the domain \( \Omega \). Moreover, a subset of \( U \) where the formula holds can be described explicitly. To prove this second version, we need to strengthen Theorem 2.12 to the next result, which is of independent interest.

**Theorem 11.4** (Local Extension). Let \( f \) be a slice regular function on a slice domain \( \Omega \) and let \( J_0 \in \mathbb{S} \). Let \( C \) be a symmetric, compact and path-connected subset of \( \mathbb{H} \) such that
\[
C_{J_0}^+ \subset \Omega_{J_0}^+.
\]
If \( C \cap \mathbb{R} \) is not empty, suppose it is a closed interval included in \( \Omega \). Then there exists an extension triplet \( (\widetilde{f}, N, \Lambda) \) for \( f \) and a real number \( \delta > 0 \) such that
\[
\bigcup_{|J-J_0| \leq \delta} C_{J}^+ \subset \Lambda.
\]

In particular, \( \tilde{f} \) coincides with \( f \) in a neighborhood of \( C_{J_0}^+ \).

**Proof.** We assume, without loss of generality, \( C \) to intersect \( \mathbb{R} \) in a closed interval included in \( \Omega \). Indeed, if \( C \cap \mathbb{R} = \emptyset \), we may proceed as follows. Since \( \Omega \) is a slice domain, we can pick a path \( \gamma : [0, 1] \to \Omega_{J_0} \) with \( \gamma(0) \in \mathbb{R}, \gamma([0, 1]) \subset \Omega_{J_0}^+ \) and \( \gamma(1) \in C_{J_0}^+ \). We can denote by \( P \) the symmetric completion of the support of \( \gamma \) and replace \( C \) by \( P \cup C \). In other words, we can replace every half slice \( C_{J}^+ \) by the “kite” \( P_{J}^+ \cup C_{J}^+ \).

We set \( C := C_{J_0}^+ \cup (C \cap \mathbb{R}) \). By Lemma 2.7.1 there exists \( \varepsilon > 0 \) such that \( \forall M := \Gamma(C, \varepsilon) \) the slice domain with the property \( C \subset M \subseteq \Omega \). Let \( q_0 \in C \) be such that
\[
\max_{q \in C \setminus \{q_0\}} |\Im(q)| = |\Im(q_0)|.
\]
Let \( x + J_0y \in C \). If we choose \( K_0 \in \mathbb{S} \) with \( 0 < |K_0 - J_0| < \frac{\varepsilon}{|\Im(q_0)|} \), then \( x + K_0y \) is included in \( M_{K_0} \). Indeed, the distance between \( x + K_0y \) and \( x + J_0y \) is \( y|K_0 - J_0| \), which is less than \( \frac{y}{|\Im(q_0)|}\varepsilon \) if \( y > 0 \) and is 0 if \( y = 0 \).

Let \( N \) be the symmetric completion of the connected set \( M_{K_0} \). We point out the following properties of \( N \): it includes \( C \); it has \( N_{K_0}^+ = M_{K_0}^+ \); and it is a slice domain. Moreover, \( N_{J_0}^+ \subseteq M_{J_0}^+ \subseteq \Omega_{J_0} \). Indeed, for each \( x + yJ_0 \in N_{J_0}^+ \), it holds \( x + yK_0 \in N_{K_0}^+ = M_{K_0}^+ \). By direct computation, for all \( q \in C \), it holds
\[
|x + yK_0 - q|^2 - |x + yJ_0 - q|^2 = 2y|\Im(q)|(1 - \langle K_0, J_0 \rangle) \geq 0.
\]
Thus, the distance between \( x + yJ_0 \) and \( q \) is less than, or equal to, the distance between \( x + yK_0 \) and \( q \). If \( q \in C \cap \mathbb{R} \) and if \( B(q, \varepsilon) \) includes \( x + yK_0 \), then the same ball includes \( x + yJ_0 \). Similarly, if \( q \in C \setminus \mathbb{R} \) and if \( B\left(q, \frac{|\Im(q)|}{|\Im(q_0)|}\varepsilon\right) \) includes \( x + yK_0 \), then the same ball includes \( x + yJ_0 \). In both cases, \( x + yJ_0 \) belongs to \( M_{J_0}^+ \).
By the General Extension Formula 2.3, there exists a unique slice regular function \( \tilde{f} : N \to \mathbb{H} \) that coincides with \( f_{J_0} \) in \( N_{J_0}^+ \subseteq \Omega_{J_0} \), with \( f_{K_0} \) in \( N_{K_0}^+ = M_{K_0}^+ \) and with \( f \) in \( N \cap \mathbb{R} = M_{K_0} \cap \mathbb{R} \).

Within the open set \( N \cap \Omega \), the slice \((N \cap \Omega)_{J_0} \) includes \( C \). Lemma 2.11 guarantees that there exists \( \varepsilon_0 > 0 \) such that the slice domain \( \Lambda := \Gamma(C, \varepsilon_0) \) has the property \( C \subset \Lambda \subseteq N \cap \Omega \). Now, \( \tilde{f} \) and \( f \) coincide in \( N \cap \Omega \cap \mathbb{R} = N \cap \mathbb{R} \), whence throughout \( \Lambda \) by the Identity Principle 2.4.

Finally, let us prove that for all \( J \in \mathbb{S} \) with \( |J - J_0| < \frac{\varepsilon_0}{|\text{Im}(q_0)|} \), it holds \( C^+_J \subset \Lambda \); if \( x \in C \cap \mathbb{R} \), then \( x \in C \cap \mathbb{R} \subset \Lambda \); if the point \( x + Jy \) belongs to \( C^+_J \), then its distance from \( x + J_0y \) is \( y|J - J_0| < \frac{\varepsilon_0}{|\text{Im}(q_0)|} \), whence \( x + Jy \in B(\tilde{x}, \frac{|Jy|}{|\text{Im}(q_0)|} \varepsilon_0) \subseteq \Lambda \), as desired.

We are now ready for the announced second local version of the Cauchy Formula.

**Theorem 11.5 (Local Cauchy Formula II).** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f : \Omega \to \mathbb{H} \) be a slice regular function. Let \( U \) be a symmetric open subset of \( \mathbb{H} \) such that \( \overline{U} \) is compact and path-connected. If \( \overline{U} \cap \mathbb{R} \neq \emptyset \), we assume the same intersection to be a closed interval of \( \mathbb{R} \) included in \( \Omega \). Suppose, for some \( J_0 \in \mathbb{S} \), that the boundary \( \partial U_{J_0} \) is a finite union of disjoint rectifiable Jordan curves and that \( \overline{U}_{J_0} \subset \Omega^+_{J_0} \).

Then, there exists a real number \( \varepsilon > 0 \) such that, for all \( I \in \mathbb{S} \) and for all \( q \in \bigcup_{|J - J_0| < \varepsilon} U^+_J \cup (U \cap \mathbb{R}) \), it holds

\[
{f(q) = \int_{\partial U_J} (s - q)^{-*}(2\pi i)^{-1}ds \tilde{f}(s),}
\]

where, for all \( x + Jy \in \partial U \) (with \( x, y \in \mathbb{R} \), \( y > 0 \) and \( J \in \mathbb{S} \)), it holds

\[
\tilde{f}(x + Jy) = f^+_x(x + J_0y) + yJf'_y(x + J_0y)
\]

and for all \( x \in \partial U \cap \mathbb{R} \) it holds \( \tilde{f}(x) = f^+_x(x) = f(x) \).

**Proof.** By Theorem 11.4 there exist an extension triplet \((\tilde{f}, N, \Lambda)\) for \( f \) and a real number \( \delta > 0 \) such that

\[
\bigcup_{|J - J_0| \leq \delta} \overline{U^+_J} \subset \Lambda.
\]

Since \( N \) is a symmetric slice domain including \( \Lambda \), it follows that \( N \supset \overline{U} \). We can apply [133] Theorem 6.4 and find that

\[
\tilde{f}(q) = \int_{\partial U_J} (s - q)^{-*}(2\pi i)^{-1}ds \tilde{f}(s)
\]

for all \( q \in U \) and for all \( I \in \mathbb{S} \). Now, \( \tilde{f}(q) = f(q) \) for all \( q \in U \cap \Lambda \supset \bigcup_{|J - J_0| \leq \delta} U^+_J \cup (U \cap \mathbb{R}) \).
Moreover, for all \( x \in \Lambda \cap \mathbb{R} \) it holds \( \tilde{f}(x) = f(x) \). Finally, for all \( x + yJ_0 \in \Lambda \) with \( y > 0 \) and for all \( J \in \mathbb{S} \) it holds
\[
\tilde{f}(x + yJ) = \tilde{f}^0(x + yJ) + yJ \tilde{f}_1^0(x + yJ) \\
= \tilde{f}^0(x + yJ_0) + yJ \tilde{f}_1^0(x + yJ_0) \\
= \tilde{f}^0(x + yJ_0) + yJ \tilde{f}_1^0(x + yJ_0).
\]

**12 Spherical series expansions**

This section provides *spherical expansions* for slice regular functions over slice domains. For the case of symmetric slice domains, see [13 §8.1] and [22, Remark 7.4]. We will use the open *Cassini ball* of radius \( R > 0 \) centered at \( x_0 + y_0\mathcal{S} \), namely
\[
U(x_0 + y_0\mathcal{S}, R) = \{ q \in \mathbb{H} : |(q - x_0)^2 + y_0^2| < R^2 \}.
\]

**Theorem 12.1.** Let \( \Omega \) be a slice domain in \( \mathbb{H} \) and let \( f : \Omega \to \mathbb{H} \) be a slice regular function. If \( x_0 + y_0\mathcal{S} \) intersects \( \Omega \) and if \( C \) is a connected component of the intersection, then there exist an open neighborhood \( U \) of \( C \) and quaternions \( \{a_k\}_{k \in \mathbb{N}} \) such that
\[
f(q) = \sum_{n \in \mathbb{N}} [(q - x_0)^2 + y_0^2]^n [a_{2^n} + qa_{2^n+1}]
\]
for all \( q \in U \).

**Proof.** For any \( q_0 \in C \), by Theorem 2.12 there exists an extension triplet \( \tau_0 = (\tilde{f}_0, N_0, \Lambda_0) \) for \( f \) such that \( q_0 \in \Lambda_0 \). We can apply [13 Corollary 8.10] to \( \tilde{f}_0 \) and find \( R > 0 \), as well as quaternions \( \{a_k^{\tau_0}\}_{k \in \mathbb{N}} \), such that
\[
\tilde{f}_0(q) = \sum_{n \in \mathbb{N}} [(q - x_0)^2 + y_0^2]^n [a_{2^n}^{\tau_0} + qa_{2^n+1}^{\tau_0}]
\]
in the open neighborhood \( U(x_0 + y_0\mathcal{S}, R) \) of \( x_0 + y_0\mathcal{S} \). It follows that
\[
f(q) = \sum_{n \in \mathbb{N}} [(q - x_0)^2 + y_0^2]^n [a_{2^n}^{\tau_0} + qa_{2^n+1}^{\tau_0}]
\]
in the neighborhood \( \Lambda_0 \cap U(x_0 + y_0\mathcal{S}, R) \) of \( q_0 \).

Let us now assume that \( q_0, q_1 \in C \), that \( \tau_0 = (\tilde{f}_0, N_0, \Lambda_0), \tau_1 = (\tilde{f}_1, N_1, \Lambda_1) \) are extension triplets for \( f \) with \( q_0 \in \Lambda_0, q_1 \in \Lambda_1 \), and that \( \Lambda_0 \cap \Lambda_1 \cap C \neq \emptyset \). It can be checked by induction that the equality
\[
\sum_{n \in \mathbb{N}} [(q - x_0)^2 + y_0^2]n [a_{2^n}^{\tau_0} + qa_{2^n+1}^{\tau_0}] = \sum_{n \in \mathbb{N}} [(q - x_0)^2 + y_0^2]n [a_{2^n}^{\tau_1} + qa_{2^n+1}^{\tau_1}],
\]
valid in \( \Lambda_0 \cap \Lambda_1 \cap U(x_0 + y_0\mathcal{S}, r) \) for some \( r > 0 \), implies that \( a_k^{\tau_0} = a_k^{\tau_1} \) for all \( k \in \mathbb{N} \).

Finally, for every \( q_0, \tilde{q}_0 \in C \) it is possible to find a finite number of extension triplets \( \tau_0, \ldots, \tau_m \) for \( f \), with \( \tau_t = (f_t, N_t, \Lambda_t) \), with \( q_0 \in \Lambda_0, \tilde{q}_0 \in \Lambda_m \) and with \( \Lambda_{t-1} \cap \Lambda_t \cap C \neq \emptyset \) for all \( t \in \{1, \ldots, m\} \). It follows that the coefficients \( \{a_k^{\tau_t}\}_{k \in \mathbb{N}} \) of the expansion valid near \( q_0 \) coincide with the coefficients \( \{a_k^{\tau_m}\}_{k \in \mathbb{N}} \) of the expansion valid near \( \tilde{q}_0 \). The thesis follows. \( \square \)
We now come to spherical Laurent expansions. For $0 \leq r_1 < r_2$, we will use the open Cassini shell of inner radius $r_1$ and outer radius $r_2$ centered at $x_0 + y_0S$, namely
\[ U(x_0 + y_0S, r_1, r_2) := \{ q \in \mathbb{H} : r_1^2 < |(q - x_0)^2 + y_0^2| < r_2^2 \} . \]

**Theorem 12.2.** Let $\Omega$ be a slice domain in $\mathbb{H}$ and let $f : \Omega \to \mathbb{H}$ be a slice regular function. Suppose $x_0, y_0, r_1, r_2 \in \mathbb{R}$ to fulfill the inequalities $0 \leq r_1 < r_2 \leq y_0$ and set $U := U(x_0 + y_0S, r_1, r_2)$. If there exists $J_0 \in \mathbb{S}$ such that $U + J_0 \subset \Omega$, then there exist a real number $\varepsilon > 0$ and quaternions $\{a_k\}_{k \in \mathbb{Z}}$ such that
\[ f(q) = \sum_{n \in \mathbb{Z}} [(q - x_0)^2 + y_0^2]^n [a_{2n} + qa_{2n+1}] \]
for all $q$ belonging to the open neighborhood
\[ \bigcup_{|J - J_0| < \varepsilon} U^+_J \]
of $U^+_J$.

**Proof.** The closure of $U$, namely,
\[ \overline{U} = \{ q \in \mathbb{H} : r_1^2 \leq |(q - x_0)^2 + y_0^2| \leq r_2^2 \} \]
is a symmetric, compact and path-connected subset of $\mathbb{H}$. If $r_2 = y_0$, then $\overline{U} \cap \mathbb{R} = \{x_0\}$. If, instead, $r_2 < y_0$, then $\overline{U} \cap \mathbb{R} = \emptyset$.

Let us apply Theorem 11.4 with $\mathcal{C} := \overline{U}$. There exist an extension triplet $(\tilde{f}, N, \Lambda)$ for $f$ and a real number $\delta > 0$ such that $\Lambda$ includes the union
\[ \bigcup_{|J - J_0| \leq \delta} \overline{C^+_J} \]
of the slices $\overline{C^+_J} = (\overline{U} \cap \mathbb{R}) \cup U^+_J$ of $\mathcal{C}$.

Since $N$ is a symmetric slice domain including $\Lambda$, it follows that $N \supset \mathcal{C} = \overline{U}$. By [22] Remark 7.4, there exist quaternions $\{a_k\}_{k \in \mathbb{Z}}$ such that
\[ \tilde{f}(q) = \sum_{n \in \mathbb{Z}} [(q - x_0)^2 + y_0^2]^n [a_{2n} + qa_{2n+1}] \]
for all $q \in U$.

Since $\tilde{f}$ coincides with $f$ in
\[ \Lambda \cap U \supset \bigcup_{|J - J_0| \leq \delta} U^+_J , \]
the thesis follows. \( \square \)

We can use Theorem 9.9 and Definition 9.10 to observe what follows.
 Remark 12.3. Assume Theorem 12.2 to hold with \( r_1 = 0 \), so that the point \( p_0 := x_0 + y_0i \) is a singularity for \( f \).

If, for all \( n \leq 0 \), there exists \( k < 2n \) such that \( a_k \neq 0 \), then \( p_0 \) is an essential singularity for \( f \).

If, instead, there exists \( n \leq 0 \) such that \( a_k = 0 \) for all \( k < 2n \), then \( p_0 \) is a pole for \( f \). Let \( m \) be the maximum such \( n \). There exists a slice domain \( \Omega \) including \( p_0 \) where \( f \) is semiregular. If \( C \) denotes the connected component of \( (x_0 + y_0S) \cap \Omega \) that includes \( p_0 \), then \( \text{ord}_p f(x_0 + y_0S) = -2m \). If \( m = 0 \), then every \( p_0 \in C \) is a removable singularity for \( f \).

The last sentence in [23, Theorem 7.2] allows the next remark.

 Remark 12.4. The statement of Theorem 12.2 holds true if we substitute \( U(x_0 + y_0S, r_2) \) for \( U(x_0 + y_0S, r_1, r_2) \). In such a case, \( a_k = 0 \) for all \( k < 0 \).

We take advantage of Remark 12.3 to show that the Casorati-Weierstrass Theorem does not hold for slice regular functions on slice domains that are not symmetric, at least not in the form it has in the complex setting.

Example 12.5. Let \( T \) denote the closed line segment from 0 to \( i \) in \( \mathbb{H} \). Consider, as in Lemma 2.17 the slice domain

\[
\Gamma \left( \frac{T}{2} \right) = B \left( 0, \frac{1}{2} \right) \cup \bigcup_{y \in (0,1]} B \left( y, \frac{y}{2} \right).
\]

For all \( I \in S \), let \( \vartheta_I \) denote the angle between \( I \) and \( i \). If \( \vartheta_I \geq \frac{\pi}{6} = \arcsin \frac{1}{\sqrt{3}} \), then \( \Gamma \left( \frac{T}{2} \right) \cap L_I \) is the disk of radius \( \frac{1}{2} \) centered at 0 in \( L_I \); in particular, \( I \not\subseteq \Gamma \left( \frac{T}{2} \right) \). As a consequence, \( C := \Gamma \left( \frac{T}{2} \right) \cap S \) and its closure in \( S \) are properly contained in \( S \).

Consider the slice domain \( \Omega := \Gamma \left( \frac{T}{2} \right) \setminus C \) and the slice regular function \( f : \Omega \to \mathbb{H} \) defined by the formula

\[
f(q) = \exp((q^2 + 1)^{-1}) = \sum_{n \in \mathbb{N}} (q^2 + 1)^{-n} \frac{1}{n!}.
\]

Each imaginary unit \( I \in C \) is an essential singularity for \( f \). Let us consider the open set \( U := \Gamma \left( \frac{T}{2} \right) \setminus B \left( 0, \frac{1}{2} \right) \): it includes \( C \) and it does not intersect \( L_I \) for any \( I \in S \) with \( \vartheta_I \geq \frac{\pi}{6} \). Since \( f \) is slice preserving, for all \( I \in S \) with \( \vartheta_I \geq \frac{\pi}{6} \) it holds

\[
f(U \setminus C) \cap L_I = (f(U \setminus C) \cap \mathbb{R}) \cup f(U_I \setminus \{I\}) \subseteq \mathbb{R} \cup f(\emptyset) = \mathbb{R}.
\]

Thus, \( f(U \setminus C) \) cannot be an open dense subset of \( \mathbb{H} \).

Nevertheless, we can observe what follows. The domain \( \Omega \) is starlike with respect to 0, whence a simple domain by Remark 2.18. Consider the slice regular extension \( f : \hat{\Omega} \to \mathbb{H} \) of \( f \) to the symmetric completion of its domain. The equality \( f(q) := \exp((q^2 + 1)^{-1}) \) holds for all \( q \in \hat{\Omega} \). By [13, Theorem 5.33] (derived from [20, 27]), for every symmetric neighborhood \( V \) of \( S \) with \( V \setminus S \subseteq \Omega \), the image \( f(V \setminus S) \) is dense in \( \mathbb{H} \).
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