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ABSTRACT

We present an algorithm for minimizing the sum of a strongly convex time-varying function with a time-invariant, convex, and nonsmooth function. The proposed algorithm employs the prediction-correction scheme alongside the forward-backward envelope, and we are able to prove the convergence of the solutions to a neighborhood of the optimizer that depends on the sampling time. Numerical simulations for a time-varying regression problem with elastic net regularization highlight the effectiveness of the algorithm.
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1. INTRODUCTION

In this work, we are interested in the solution of time-varying optimization problems in the form

$$\mathbf{x}^*(t) = \arg \min_{\mathbf{x} \in \mathbb{R}^n} \{ f(\mathbf{x}; t) + g(\mathbf{x}) \} \tag{1}$$

where $f : \mathbb{R}^n \times \mathbb{R}_+ \to \mathbb{R}$ is smooth and strongly convex, and $g : \mathbb{R}^n \to \mathbb{R}$ is proper, closed and convex, but possibly non-differentiable. Since the solution $\mathbf{x}^*(t)$ – the trajectory – changes over time, the objective is to track it up to a bounded error ball.

In particular, we are interested in solving problem (1) in a discrete-time framework, in order to directly implement the solution on digital hardware. Hence we discretize the problem with a sampling period $T_s := t_{k+1} - t_k$, which yields the sequence of time-invariant problems

$$\mathbf{x}^*(t_{k+1}) = \arg \min_{\mathbf{x} \in \mathbb{R}^n} \{ f(\mathbf{x}; t_{k+1}) + g(\mathbf{x}) \}, \quad k \in \mathbb{N}. \tag{2}$$

The smaller the sampling time is, the higher the accuracy of the trajectory composed of the solutions to (2) will be. However, we need to account for the time required to solve the problems which might exceed some values of $T_s$, and therefore there is a trade-off between precision and practical implementation constraints.

There are many applications in which problems in the form (1) arise. For instance, in signal processing the reconstruction of time-invariant problems between precision and practical implementation constraints.

These works, however, are designed to solve smooth optimization problems only; here, our aim is to tackle non-smooth optimization problems by employing the recent results on envelope functions, and in particular the forward-backward envelope (FBE) first introduced in [19], in conjunction with the prediction-correction scheme.

The main contributions of this paper are: (i) a prediction-correction algorithm to solve the time-varying optimization problem (1) by using the envelope functions in both the prediction and correction step; (ii) a detailed convergence and convergence rate analysis of the above that show global convergence to an error bound of $O(T_s)$ and local convergence to an error bound of $O(T_s^2)$, under additional assumptions.

Remark 1 The forward-backward envelope is a powerful tool that has recently gained momentum, especially in the context of solving certain classes of non-convex optimization problems. In this sense, this paper can be seen as a first step towards a more general theory of time-varying optimization algorithms. We remark also that the FBE has been advocated as a way to derive Newton-like methods for $\ell_1$ regularized problems, showing improved results in comparison to more traditional approaches, such as FISTA [6], at lower computational cost. In Sec. 2 we will report some results about the FBE, and we refer the reader to [20–22] for an in-depth treatment of the subject.

Remark 2 For the relationship of the FBE with the forward-backward splitting (also known as proximal gradient method) [23–24], see e.g. [20].

Organization The paper is organized as follows. Sec. 2 introduces the prediction-correction scheme, the forward-backward envelope, and then the proposed algorithm. Sec. 3 presents the convergence results for the algorithm and a sketch of the proof. Sec. 4 describes the results of the numerical simulations and Sec. 5 some concluding remarks.

Basic definitions We say that a function $\varphi : \mathbb{R}^n \to \mathbb{R}$ is $m$-strongly convex for a constant $m \in \mathbb{R}_+$ if $\varphi(\mathbf{x}) - \frac{m}{2} \| \mathbf{x} \|^2$ is convex. The function $\varphi$ is said to be $L$-smooth if its gradient is $L$-Lipschitz continuous, or equivalently $\varphi(\mathbf{x}) - \frac{1}{2} \| \nabla \varphi(\mathbf{x}) \|^2$ is concave. We denote the class of $m$-strongly convex and $L$-smooth functions with $S_{m,L}(\mathbb{R}^n)$.

A function is said to be closed if for any $a \in \mathbb{R}$ the set $\{ \mathbf{x} \in \text{dom}(f) : \varphi(\mathbf{x}) \leq a \}$ is closed. A function is said to be proper if it does not attain $-\infty$. We denote the class of closed, convex and proper functions with $\Gamma_0(\mathbb{R}^n)$.

Given $\varphi \in \Gamma_0(\mathbb{R}^n)$ we define its subdifferential as the set-valued operator $\partial \varphi : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ such that

$$\mathbf{x} \mapsto \{ \mathbf{z} \in \mathbb{R}^n \mid \forall \mathbf{y} \in \mathbb{R}^n : \langle \mathbf{y} - \mathbf{x}, \mathbf{z} \rangle + \varphi(\mathbf{x}) \leq \varphi(\mathbf{y}) \}. \tag{3}$$
2. PREDICTION-CORRECTION WITH ENVELOPES

In this section, we introduce the prediction-correction scheme for time-varying optimization alongside with the forward-backward envelope function. In the remainder of this paper we make use of the following assumptions.

Assumption 1 The function $f : \mathbb{R}^n \times \mathbb{R}_+ \rightarrow \mathbb{R}$ belongs to $S_{m,L}(\mathbb{R}^n)$ uniformly in time. The function $g : \mathbb{R}^n \rightarrow \mathbb{R}$ belongs to $\Gamma_0(\mathbb{R}^n)$ and is in general nonsmooth.

Assumption 2 The function $f$ has bounded time derivative of its gradient derivative as: $\|\nabla_t x f(x; t)\| \leq C_0$.

Assumption 3 The function $f$ is at least three time differentiable and has bounded derivatives w.r.t. $x \in \mathbb{R}^n$ and $t \in \mathbb{R}_+$ as:

\[ \|\nabla_{xx} f(x; t)\| \leq C_1, \quad \|\nabla_{xt} f(x; t)\| \leq C_2, \quad \|\nabla_{tt} f(x; t)\| \leq C_3. \]

In the analysis of time-varying problems, Assumption 1 is common, see e.g. [13,25,26]. This assumption ensures by strong convexity that the solution to the problem is unique at each time, and that the gradient of $f$ is Lipschitz continuous. Moreover, Assumption 2 guarantees that the gradient of $f$ has a variability over time that is bounded, thus enabling the computation of reliable predictions. Assumption 3 imposes instead boundedness of the tensor $\nabla_{xx} f(x; t)$, which is typical when analyzing the convergence of second-order algorithms. Moreover, it bounds the variability of the Hessian of $f$ over time, which makes it possible to carry out even more precise predictions of the optimal trajectory.

2.1. Prediction-correction

Prediction-correction algorithms have appeared as a computational-light way to solve time-varying optimization problems. The main idea is to compute approximate optimizers for the sequence of time-invariant problems (2), that eventually one converges on the time-varying optimizer trajectory $x^*(t)$. More formally, let $x_k$ be the approximate optimizer for (2) at $t_k$. Then we want to design methods to determine the sequence $\{x_k\}_{k \in \mathbb{N}}$ such that $x_k$ will converge to a bounded error term.

Prediction-correction algorithms determine each $x_{k+1}$ by first predicting (at $t_k$) how the optimizer will change in time, and then by correcting (at $t_{k+1}$) based on the new acquired sampled cost function. Both prediction and correction are based here on a few descent iterations on the envelope functions. The more iterations one performs, the smaller the asymptotical tracking error, however the greater the computational time is.

The prediction step has the aim of computing an approximation of the optimal solution at time $t_{k+1}$. $x^{\hat{p}}(t_{k+1}) = x_k^{\hat{p}}$, by using only the information available at time $t_k$, that is $f(x; t_k)$ and the previous solution $x_k$ computed by the algorithm. Once the new cost function $f(x; t_{k+1})$ is observed at time $t_{k+1}$, we perform the correction step, that is we solve problem (3) approximately, using as initial condition the prediction computed at time $t_k$.

In order to use the forward-backward envelope framework, it is useful to reformulate the minimization problem (3) as the following generalized equation

$$\nabla_{x} f(x_{k+1}; t_k) + \hat{c} g(x_{k+1}) \geq 0.$$  (3)

During the prediction step at time $t_k$, we cannot solve (3) to predict how the optimizer will change at $t_{k+1}$; instead, we make use of the available information at time $t_k$ to approximate $\nabla_{x} f(x; t_{k+1})$ with the following Taylor expansion

$$\nabla h_k(x) = \nabla_{x} f(x_k; t_k) + \nabla_{x} f(x_k; t_k)(x - x_k) + T_n \nabla_{x} f(x_k; t_k).$$ (4)

Therefore during the prediction step we want to solve the approximated generalized equation

$$\nabla h_k(x_{k+1}) + \hat{c} g(x_{k+1}) \geq 0$$ (5)

derived from (3) substituting $h_k(x)$ to the (as yet unknown) $f(x; t_{k+1})$; notice that $x_{k+1}$ will denote the computed prediction.

During the correction step at time $t_{k+1}$, we can now solve (approximately) (5), which is what we will do.

Remark 3 From Assumption 1 follows that $h_k \in S_{m,L}(\mathbb{R}^n)$, and by definition we can write it explicitly as

$$h_k(x) = \frac{1}{2} x^T \nabla_{xx} f(x_k; t_k) x + \left( \nabla_{x} f(x_k; t_k) - \nabla_{xx} f(x_k; t_k)x_k + T_n \nabla_{x} f(x_k; t_k) \right)^T x.$$ (6)

with $\varphi$ that is $m$-strongly convex and $L$-smooth. Therefore we can apply the recently proposed forward-backward envelope (FBE) to solve them.

The FBE for a problem (6) is defined as

$$M(x) = \min_y \left\{ \varphi(x) + \langle \nabla \varphi(x), y - x \rangle + g(y) + \frac{\|y - x\|^2}{2\gamma} \right\},$$ (7)

where $\gamma \in (0, 1/L)$.

Under Assumption 1 it holds that

$$\arg \min \{ \varphi + g \}(x) = \arg \min M(x),$$

and therefore minimizing the FBE is equivalent to solving problem (6). Moreover, the envelope is continuously differentiable on $\mathbb{R}^n$ and twice continuously differentiable at the unique solution $x^*$, with positive definite Hessian.

In general, the FBE is however nonconvex, and hence in order to minimize it a quasi Newton scheme with line search has been proposed in [20], that estimates the Hessian of the FBE using the BFGS method. In our framework, it is possible to prove that the quasiNewton method applied to the FBE has global linear convergence, that is

$$\|x_{l+1} - x^*\| \leq \zeta \|x_l - x^*\|, \quad l \in \mathbb{N}$$

with

$$\zeta = \sqrt{\max \left\{ \frac{1}{2}, 1 - \frac{m}{4} \min \left\{ \gamma, \frac{1}{4L} \right\} \right\}} < 1,$$ (8)

a result that will be instrumental in proving convergence of our prediction-correction algorithm.
Remark 4 The recent work [22] proved that if \( \varphi \) is convex quadratic, then the FBE is strongly convex and smooth, and notice that this is exactly the case of \( h_k \) in the prediction step. Therefore we can minimize the FBE at the prediction step using a Newton method with BFGS scheme, without the need for the line search that requires a larger number of iterations. The numerical results presented in Sec. 2 exploit this.

Remark 5 An alternative minimization strategy for the FBE is proposed in [27].

2.3. Proposed algorithm

The previous section introduced the forward-backward envelope, that is suited to solving the prediction and correction problems. However, the convergence of the quasi-Newton method is guaranteed only asymptotically. For practical reasons, namely the finite length of each sampling period, we choose to perform only a fixed number of iterations of the solution algorithm: \( P \) for the prediction step, \( C \) for the correction.

We are now ready to describe the proposed prediction-correction algorithm with the FBE, which is reported in Algorithm 1 at every time \( t_k \), we perform \( P \) steps of the quasi-Newton method for the FBE,

\[
\tilde{M}(x) = \min_y \left\{ h_k(x) + \langle \nabla h_k(x), y - x \rangle + g(y) + \frac{\|y - x\|^2}{2\gamma} \right\},
\]

constructed for the prediction problem [5] (cf. line 3); this yields an approximate predictor \( \tilde{x}_{k+1 | k} \).

At time \( t_{k+1} \), we observe the new cost function \( f(\cdot; t_{k+1}) \) (cf. line 6), and we perform \( C \) steps of the quasi-Newton method for the FBE,

\[
M(x) = \min_y \left\{ f(x; t_{k+1}) + \langle \nabla f(x; t_{k+1}), y - x \rangle + g(y) + \frac{\|y - x\|^2}{2\gamma} \right\},
\]

constructed for the correction problem (cf. line 7); this yields the approximate optimizer \( x_{k+1} \).

Algorithm 1 Prediction-correction algorithm with the FBE.

Input: \( x_0 \), parameter \( \gamma \), horizons \( P \) and \( C \).

1: for \( k = 0, 1, \ldots \) do
2:     // time \( t_k \)
3:     perform \( P \) steps of the quasi-Newton method for the FBE with initial condition \( x_k \)
4:     set \( \tilde{x}_{k+1 | k} \) equal to the last iterate produced by the quasi-Newton
5:     // time \( t_{k+1} \)
6:     observe the cost function \( f(\cdot; t_{k+1}) \)
7:     perform \( C \) steps of the quasi-Newton method for the FBE with initial condition the prediction \( \tilde{x}_{k+1 | k} \)
8:     set \( x_{k+1} \) equal to the last iterate produced by the quasi-Newton
9: end for

Remark 6 In general we could use two different \( \gamma \) parameters for the prediction and correction steps, but for simplicity we use a single one.

3. CONVERGENCE ANALYSIS

In this section, we prove that the sequence \( \{x_k\}_{k \in \mathbb{N}} \) generated by Algorithm 1 converges to a neighborhood of the optimal trajectory, which is characterized in terms of the sampling period \( T_s \). We divide the result in two theorems. The first is a global convergence result with standard assumptions; the second is a local enhanced convergence result with additional assumptions. Such results are typical in prediction-correction time-varying optimization and they extend the ones in [14] for non-smooth cost functions.

Theorem 1 Let Assumptions [12] hold, and choose the parameters \( P \) and \( C \) in such a way that

\[
\zeta^C \left( \zeta^P + (\zeta^P + 1) \frac{2L}{m} \frac{1}{1 - \gamma L} \right) < 1.
\]

Then the trajectory \( \{x_k\}_{k \in \mathbb{N}} \) generated by Algorithm 1 converges to a neighborhood of the optimal trajectory \( \{x^*_k\}_{k \in \mathbb{N}} \) as

\[
\limsup_{k \to \infty} \|x_k - x^*_k\| = O\left(\zeta^C T_s\right).
\]

Theorem 2 Let Assumptions [7] and [3] hold, and choose the parameters \( P \) and \( C \), and \( \tau \in (0, 1) \) in such a way that \( \zeta^P + \zeta^C < \tau \).

Then there exist an upper bound for the sampling time \( T_s \) and a convergence region \( \mathcal{R} \) such that \( T_s < \tilde{T}_s \) and \( \|x_0 - x^*_0\| < \tilde{R} \), then

\[
\limsup_{k \to \infty} \|x_k - x^*_k\| = O\left(\zeta^C T_s^2\right) + O\left(\zeta^P + \zeta^C T_s\right).
\]

In particular, the bound for the sampling time and the convergence region are characterized by

\[
\tilde{T}_s = \frac{\tau - \zeta^P + \zeta^C}{\zeta^C (\zeta^P + 1) \kappa (\kappa C_0 C_1 + C_2)} \frac{1}{\kappa (\kappa C_0 C_1 + C_2)},
\]

\[
\tilde{R} = \frac{2}{C_1} \kappa (\kappa C_0 C_1 + C_2) \left( \tilde{T}_s - m \frac{\gamma}{\zeta^C} T_s \right).
\]

with \( \kappa = (1 - \gamma m)/[m(1 - \gamma L)] \).

The two theorems guarantee that, under suitable regularity conditions of the problem in hand, the trajectory generated by Algorithm 1 converges asymptotically to a neighborhood of the optimal trajectory. Moreover, the size of this neighborhood depends on \( T_s \) for Theorem 1 and on \( T_s^2 \) for Theorem 2 in accordance with the fact that the smaller the sampling time is, the better the sequence of problems (2) approximates the original problem (1).

The neighborhoods depend also on the convergence rate \( \zeta \), which in turn depends on the convexity and smoothness moduli of the function \( f \); thus the structure of the problem influences the accuracy of the proposed algorithm.

The proof of both results can be found in the Appendix, along with the exact expression for the asymptotic error. Here we mention only some facts. The idea behind the proof is to compute an upper bound to the error \( \|x_k - x^*_k\| \), and to do so we need to account for two sources of error: the approximation error introduced during the prediction step, and the early termination error due to the finite number of minimization steps in both prediction and correction. The approximation error depends (among other things) on how fast the cost function is changing and a bound on such error can be derived.
based on implicit function mapping theorems. In particular, we make use of Dini’s theorem, see e.g., [27] Th. 1B.1, and the algebraic properties of the envelope function. The early termination errors are instead bounded based solely on the properties of the envelope function.

Once the bound for the errors is derived, we combine them and provide a bound for the error $\|x_k - x^*\|$ based on the parameters of Algorithm 1 (i.e., the step-size $\gamma$, and the horizons $P$ and $C$). Then, we choose such parameters in order to guarantee a finite error. The bound error available is in general not tight, and therefore it might be possible to relax the conditions on the parameters while still ensuring the convergence; which we will explore in future research.

4. SIMULATIONS

Inspired by [6], and only as a proof of concept of our algorithm, we consider a regression problem, where we are interested in reconstructing a sparse time-varying signal $y_k$ from the noisy measurements $b_k = Ay_k + e_k$, where the matrix $A \in \mathbb{R}^{m \times n}$, the measurement vector $b_k \in \mathbb{R}^m$ with $m < n$ — in particular $m = 25$ and $n = 50$ — and the components of the error vector $e_k$ are drawn from the normal distribution $N(0, 10^{-5})$. We apply an elastic net to solve the problem, i.e., we define $g(x) = \alpha \|x\|_1$, and $f(x, t_k) = (1/2) \|A x - b_k\|_2^2 + (1 - \alpha) \|x\|_2^2/2$ for $\alpha \in [0, 1]$, and we formulate the sequence of time-invariant problems

$$x^*(t_k) = \arg \min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \|A x - b_k\|_2^2 + \frac{(1 - \alpha)}{2} \|x\|_2^2 + \alpha \|x\|_1 \right\}.$$  

(9)

Each component of the signal to be reconstructed is either of the form $y^*_k = c \sin(\omega t_k + \phi^*)$ where $c, \phi^*$ are random, or it is 0; $\omega$ is set as 1/20, so that we do half-a-turn every minute. The number and index of the “active” components is fixed at 6.

In Fig. 1(a) we present the evolution of the error

$$E_i = \|x_k - x^*_k\|/6,$$

(the error divided by the number of non-zero components), labeled as “Tracking error”, for different values of the prediction horizon $P$, and $\alpha = 0.8$, obtained with $T_\alpha = 0.1s, C = 5, \gamma = 0.8/L$ and minimizing the FBE with the line-search quasi-Newton. Notice that a larger number of prediction steps yields a faster convergence rate and a lower error, which justifies the use of the prediction-correction scheme. Indeed in case we perform only a correction ($P = 0$) we obtain the worst performance, which means that the ability to predict the future solution enhances the performance of the optimization algorithm. Note that, even with $P = 5$, the performance is better. The quasi-cyclic nature of the error is due to the sinusoidal reference signal.

As noted in Remark 4, a convex quadratic cost function $f$ guarantees that the FBE is strongly convex. In this scenario, we can compute a descent direction for the FBE without the need for the line-search procedure included in the quasi-Newton algorithm of [20]; moreover, the quasi-Newton algorithms with and without line-search yield the same results. We can also think of applying the gradient method, which has good convergence properties for strongly and well-conditioned convex functions and which does not require the computation of the Hessian of the FBE.

Fig. 1(b) depicts the evolution of the error for the quasi-Newton and the gradient methods (with the parameter $P = 10, C = 5$), while Fig. 1(c) the number of matrix-vector products required by the quasi-Newton with and without line-search, and the gradient.

Therefore we can choose between a more computationally demanding quasi-Newton, or a gradient method that is simpler to implement but obtains results close to the former.

5. CONCLUSION

In this paper, we presented a prediction-correction scheme for time-varying optimization that employs the forward-backward envelope. We described two Theorems that guarantee the convergence of the solution computed by the algorithm to a neighborhood of the optimal solution that depends on the sampling time. Finally we validated the proposed algorithm with some numerical results. Future works will address the problem of relaxing the requirements on the cost functions, especially strong convexity, and perhaps convexity altogether, together with extensive numerical validation and comparison with state-of-the-art methods in specific applications, e.g., dynamic $\ell_1$ reconstruction.
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A. PROOFS

The sources of error for the proposed algorithm are the Taylor approximation in the prediction step, and the early termination of the quasi-Newton minimization of the FBE.

A.1. Approximation error

Let \( \hat{M}(x) \) be the FBE computed for \( h_k \) and \( g \), explicitly defined as

\[
\hat{M}(x) = \min_y \left\{ h_k(x) + \langle \nabla h_k(x), y - x \rangle + g(y) + \frac{\| y - x \|^2}{2\gamma} \right\},
\]

and thus that the prediction problem is solved.

Minimizing this FBE requires that we solve the generalized equation \( \nabla \hat{M}(x) \parallel 0 \), and we consider its parametrized version, defined as

\[
\nabla \hat{M}(x) \parallel p,
\]

where \( p \in \mathbb{R}^n \).

Therefore the problem becomes that of finding the solution mapping

\[
S(p) = \{ x \in \mathbb{R}^n \mid F(p, x) = 0 \}, \quad p \in \mathbb{R}^d
\]

where \( F : \mathbb{R}^d \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is defined as \( F(p, x) = \nabla \hat{M}(x) - p \).

Reformulating the problem in this fashion we can make use of Dini's theorem \cite{27} Th. 1B.1, reported here for convenience.

**Theorem 3** (Dini \cite{27} Th. 1B.1) Let \( F : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) be continuously differentiable in a neighborhood of \((p, \bar{x})\) and such that \( F(p, \bar{x}) = 0 \) and \( \nabla_x F(p, \bar{x}) \) is nonsingular. Then the solution mapping \( S(p) \) has a single-valued localization \( s \) around \( p \) for \( x \) which is continuously differentiable in a neighborhood of \( \bar{x} \) with Jacobian satisfying

\[
\nabla s(p) = -\nabla_x F(p, s(p))^{-1} \nabla_x F(p, s(p)).
\]

Assume now that \( \bar{x} \) is a solution to \( S(p) \) with \( p \) such that \( s(\bar{x}) = \bar{x} \). Then Theorem 3 holds for \( F(p, x) = \nabla \hat{M}(x) - p \) in a neighborhood of \((p, \bar{x})\) if \( F \) is continuously differentiable and has nonsingular Jacobian. These conditions are analyzed in the following:

- \( F \) is differentiable in \( p \) everywhere, while to be differentiable in \( x \) it must be that \( \nabla_x M \) is differentiable, which is guaranteed in a neighborhood of \( \bar{x} \) by \cite{21} Theorem 4.7 under Assumption 1.
- By \cite{20} Theorem 2.11 the Hessian of the FBE in a strong local minimum is positive definite, therefore \( \nabla_x F(p, \bar{x}) = \nabla^2 \hat{M}(\bar{x}) \) is nonsingular if \( \bar{x} \) is a strong local minimum.

Hence as long as \( \bar{x} \) is a strong local minimum it is possible to prove that Theorem 3 holds for the problem at hand.

The next step is to apply Dini’s theorem to provide an upper bound to the error. First notice that a function that is continuously differentiable in a point \( y \) has Lipschitz constant the norm of its gradient in \( y \) \cite{27} p. 30. Therefore, since \( \nabla_p F(p, s(p)) = I \), then \( s(p) \) is Lipschitz continuous in a neighborhood of \( \bar{p} \) with constant

\[
\| \nabla s(\bar{p}) \| = \| \nabla_x F(\bar{p}, x)^{-1} \| = \| \nabla^2 \hat{M}(\bar{x})^{-1} \| =: K.
\]

As mentioned at the beginning of this proof, the aim is to define an upper bound for the error introduced by the approximation of the cost function, that is \( \| \bar{x} - x^*(t_{k+1}) \| \). This is accomplished by using the Lipschitz continuity of \( s \)

\[
\| \bar{x} - x^*(t_{k+1}) \| = \| s(\bar{p}) - s(q) \| \leq K \| \bar{p} - q \|
\]

where it is necessary to find \( q \) such that \( s(q) = x^*(t_{k+1}) \). Notice that \( x^*(t_{k+1}) \) must satisfy \( \nabla M(x^*(t_{k+1})) \parallel 0 \) where \( M(x^*(t_{k+1})) \) is the forward-backward envelope defined in \cite{7}. Therefore by choosing

\[
q = \nabla \hat{M}(x^*(t_{k+1})) - \nabla M(x^*(t_{k+1}))
\]

we have \( s(q) = x^*(t_{k+1}) \), since

\[
\nabla \hat{M}(x^*(t_{k+1})) \parallel q = \nabla \hat{M}(x^*(t_{k+1})) - \nabla M(x^*(t_{k+1}))
\]

is verified because by definition \( \nabla M(x^*(t_{k+1})) \parallel 0 \).

Finally it follows that

\[
\| \bar{x} - x^*(t_{k+1}) \| \leq K \| \nabla \hat{M}(x^*(t_{k+1})) - \nabla M(x^*(t_{k+1})) \|.\]

By \cite{20} Theorem 2.6 it follows that

\[
\nabla \hat{M}(x^*(t_{k+1})) = \tilde{S}_\gamma(x^*(t_{k+1})){\tilde{R}_\gamma(x^*(t_{k+1}))}
\]

with \( \tilde{S}_\gamma(x^*(t_{k+1})) \) and \( \tilde{R}_\gamma(x^*(t_{k+1})) \) defined substituting \( h_k(y) \) to \( f(y; t_{k+1}) \) in \( S_\gamma(x^*(t_{k+1})) \) and \( R_\gamma(x^*(t_{k+1})) \).

Therefore the approximation error can be upper bounded as

\[
\| \bar{x} - x^*(t_{k+1}) \| \leq K \| \nabla \hat{M}(x^*(t_{k+1})) \|.
\]

We now proceed to bound \( K = \| \nabla^2 \hat{M}(\bar{x})^{-1} \| \quad \text{and} \quad \gamma := \| \nabla M(x^*(t_{k+1})) \|.\)

First of all, using the fact that \( \nabla^2 h_k(y) = \nabla_x f(x_k; t_k) =: Q_k \) it follows \( \tilde{S}_\gamma(x^*(t_{k+1})) = I - \gamma Q_k \) which is a positive definite matrix. Indeed observe that by Assumption 1 the maximum and minimum eigenvalues of \( Q_k \) are, respectively \( \lambda_{\text{max}}(Q_k) = L \) and \( \lambda_{\text{min}}(Q_k) = m \), with \( L \geq m > 0 \). Therefore since the eigenvalues of \( \tilde{S}_\gamma(x) \) are of the form \( \lambda_i(\tilde{S}_\gamma(x)) = 1 - \gamma \lambda_i(Q_k) \) it follows that

\[
\lambda_{\text{max}}(\tilde{S}_\gamma(x)) \leq 1 - \gamma m \quad \text{and} \quad \lambda_{\text{min}}(\tilde{S}_\gamma(x)) \geq 1 - \gamma L,
\]

with \( 1 - \gamma L > 0 \) because \( \gamma < 1/L \). Furthermore it holds by \cite{20} Theorem 2.10

\[
\nabla^2 \hat{M} (\bar{x}) = \gamma^{-1} \tilde{S}_\gamma(x^*(t_{k+1}))^{-1} \tilde{R}_\gamma(x^*(t_{k+1}))\tilde{S}_\gamma(x^*(t_{k+1}))
\]

where \( \tilde{P}_\gamma(x) \) is semi-definite positive and \( \| \tilde{P}_\gamma(x) \| \leq 1.\)
\textbf{A.1.1. Computation of $J$}

By the formula for the gradient of $\tilde{M}(x)$ it holds
\begin{equation}
\|\nabla \tilde{M}(x^*_k(t))\| \leq \|\tilde{S}_\gamma(x^*_k(t))\| \|\tilde{R}_\gamma(x^*_k(t))\| \tag{14}
\end{equation}
where by (13) it holds $\|\tilde{S}_\gamma(x^*_k(t))\| \leq 1 - \gamma m$. Therefore to compute $J$ it is necessary to provide an upper bound to the norm of the residual $\|\tilde{R}_\gamma(x^*_k(t))\|$.

Recalling the definition of the residual and by the fact that $\tilde{R}_\gamma(x^*_k(t)) = 0$ it holds
\begin{equation}
\|\tilde{R}_\gamma(x^*_k(t))\| = \|\gamma^{-1}\text{prox}_{\gamma\tilde{g}}(x^*_k(t) + \gamma\nabla f(x^*_k(t); t_k)) - \text{prox}_{\gamma\tilde{g}}(x^*_k(t) - \gamma\nabla h_k(x^*_k(t)))\|
\end{equation}
where the nonexpansiveness of the proximal operator was used to derive the last inequality.

By using the definition of $h_k$, it follows
\begin{align*}
\|\nabla f(x^*_k(t); t_k) - \nabla h_k(x^*_k(t))\| & \leq \|\nabla f(x^*_k(t); t_k) - \nabla f(x_k; t_k)\| + \\
& \quad + \|\nabla f(x_k; t_k) - \nabla f(x^*_k(t); t_k)\| + T_k \|\nabla f(x_k; t_k)\|
\end{align*}
where the upper bounds in Assumption (12) on the derivatives of $f$ were used.

The first term on the right-hand side of the inequality remains now to be computed. It holds
\begin{align*}
\|\nabla f(x^*_k(t); t_k) - \nabla f(x_k; t_k)\| & \leq \|\nabla f(x^*_k(t); t_k) - \nabla f(x; t_k)\| + \\
& \quad + \|\nabla f(x; t_k) - \nabla f(x_k; t_k)\|
\end{align*}
where by Lipschitz continuity
\begin{equation}
\|\nabla f(x^*_k(t); t_k) - \nabla f(x; t_k)\| \leq L \|x^*_k - x\|
\end{equation}
and
\begin{equation}
\|\nabla f(x; t_k) - \nabla f(x_k; t_k)\| \leq T_k C_0 \tag{14}
\end{equation}
(see Appendix A).

Finally the results above yield
\begin{equation}
\|\tilde{R}_\gamma(x^*_k(t))\| \leq 2 L \|x^*_k - x\| + T_k C_0 \tag{15}
\end{equation}
and therefore
\begin{equation}
\|x - x^*_k\| \leq 2(1 - \gamma m)(L \|x - x^*_k\| + T_k C_0).
\end{equation}

The problem now is to bound $\|x_k - x^*_k\|$ in terms of $\|x - x^*_k\|$: first of all, it holds $\|x - x^*_k\| \leq \|x - x^*_k\| + \|x - x^*_k\|$. Therefore the solution mapping $x^*_k(t)$ has a Lipschitz constant upper bounded by
\begin{equation}
\|\nabla x_k M(x^*_k(t); t)^{-1}\| \|\nabla t_k M(x^*_k(t); t)\| =: K \|\nabla t_k M(x^*_k(t); t)\|.
\end{equation}
The term $K$ will be computed in the next section alongside $K$, while the second term requires evaluating the time derivative of the gradient of the FBE. In particular, by derivative rules, it holds that
\begin{equation}
\nabla t_k M(x(t); t) = \nabla t S_\gamma(x(t); t) R_k(x(t)) + S_\gamma(x(t)) \nabla t_{\gamma} R_k(x(t); t)
\end{equation}
where the first term on the right-hand side can be ignored, since at $(x^*_k(t); t)$ it is zero. By using the definition (1), it holds that $S_\gamma(x(t)) = I - \gamma \nabla x_k f(x(t))$, whose norm is upper bounded by $1 - \gamma m$; hence it remains only to compute an upper bound to the norm of $\nabla t_{\gamma} R_k(x(t))$.

By computing the time derivative of the residual, it follows that
\begin{align*}
\nabla t R_k(x(t); t) &= -\gamma^{-1} \nabla t [\text{prox}_{\gamma} (\tilde{g} - \gamma \nabla x_k f(x(t)); t)] \\
&= \nabla t x_k f(x(t)) \text{prox}_{\gamma}(\tilde{g} - \gamma \nabla x_k f(x(t)); t) \\
&= \nabla t x_k f(x(t)) P_\gamma(x(t))
\end{align*}
where the second inequality is derived using the chain rule, and the third by using the definition of the semi-definite positive matrix $P_\gamma(x(t); t)$ reported in (19).

Therefore it holds that
\begin{equation}
\|\nabla t R_k(x^*_k(t); t)\| \leq \|\nabla t x_k f(x^*_k(t); t)\| \|P_\gamma(x^*_k(t); t)\| \leq C_0
\end{equation}
since $\|P_\gamma(x^*_k(t); t)\| \leq 1$.

Finally, the solution mapping $x^*_k(t)$ has Lipschitz constant $K(1 - \gamma m)C_0$ and so
\begin{equation}
\|x^*_k - x^*_k\| \leq K(1 - \gamma m)C_0 t_k + T_k C_0 \tag{16}
\end{equation}
(17)

\textbf{A.1.2. Computation of $K$}

Let $A, B \in \mathbb{R}^{n \times n}$ with $A$ nonsingular, and denote with $\sigma_m (\cdot)$ and $\sigma_M (\cdot)$ the minimum and maximum singular values of a matrix, respectively. The following facts hold true for symmetric nonsingular matrices [23 Ch. 5].

1. $\|A^{-1}\| = \sigma_M (A^{-1}) = 1/\sigma_m (A)$;
2. $\sigma_m (AB) \geq \sigma_m (A) \sigma_m (B)$.

Therefore it follows
\begin{equation}
K = \|\nabla^2 \tilde{M}(\bar{x})\|^{-1} = 1/\sigma_m \left(\nabla^2 \tilde{M}(\bar{x})\right)
\end{equation}
which can be bounded using lower bounds for $\sigma_m \left(\nabla^2 \tilde{M}(\bar{x})\right)$. In particular,
\begin{equation}
\sigma_m \left(\nabla^2 \tilde{M}(\bar{x})\right) \geq \gamma^{-1} \sigma_m \left(\tilde{S}_\gamma(\bar{x})\right) \sigma_m \left((I - \tilde{P}_\gamma(\bar{x})\tilde{S}_\gamma(\bar{x}))\right)
\end{equation}
and the problem is to compute the minimum singular values of $\tilde{S}_\gamma(\bar{x})$ and $(I - \tilde{P}_\gamma(\bar{x})\tilde{S}_\gamma(\bar{x}))$.

First of all, for a symmetric matrix $A \in \mathbb{R}^{n \times n}$ it holds $\sigma_m (A) = |\lambda_m (A)|$. Recalling (13) we have that $\sigma_m \left(\tilde{S}_\gamma(\bar{x})\right) \geq 1 - \gamma L > 0$.

Since $I - \tilde{P}_\gamma(\bar{x})\tilde{S}_\gamma(\bar{x})$ is symmetric and positive definite, then
\begin{equation}
\sigma_m \left((I - \tilde{P}_\gamma(\bar{x})\tilde{S}_\gamma(\bar{x}))\right) = \lambda_m \left((I - \tilde{P}_\gamma(\bar{x})\tilde{S}_\gamma(\bar{x}))\right)
\end{equation}
and it is necessary to lower bound the spectrum of $(I - \tilde{P}_\gamma(\bar{x})\tilde{S}_\gamma(\bar{x}))$.

It holds that
\begin{equation}
\lambda_m \left((I - \tilde{P}_\gamma(\bar{x})\tilde{S}_\gamma(\bar{x}))\right) = 1 - \lambda_M \left(\tilde{P}_\gamma(\bar{x})\tilde{S}_\gamma(\bar{x})\right)
\end{equation}
and an upper bound for $\lambda_M \left( \hat{P}_\gamma(x) \hat{S}_\gamma(x) \right)$ must be found. Notice that $\hat{P}_\gamma(x) \hat{S}_\gamma(x)$ is symmetric and positive definite [20, Appendix B]. The following inequalities hold

$$\lambda_M \left( \hat{P}_\gamma(x) \hat{S}_\gamma(x) \right) = \left\| \hat{P}_\gamma(x) \hat{S}_\gamma(x) \right\| \leq \left\| \hat{P}_\gamma(x) \right\| \left\| \hat{S}_\gamma(x) \right\| \leq \left\| \hat{S}_\gamma(x) \right\| \leq 1 - \gamma m$$

where the fact that $\left\| \hat{P}_\gamma(x) \right\| \leq 1$ and the result [13] were used.

Finally, these results yield

$$\sigma_m \left( (I - \hat{P}_\gamma(x) \hat{S}_\gamma(x)) \right) = \lambda_m \left( (I - \hat{P}_\gamma(x) \hat{S}_\gamma(x)) \right) \geq 1 - \lambda_M \left( \hat{P}_\gamma(x) \hat{S}_\gamma(x) \right) \geq 1 - (1 - \gamma m) = \gamma m. \quad (18)$$

Finally, substituting (18) and $\sigma_m \left( \hat{S}_\gamma(x) \right) \geq 1 - \gamma L$ into (17), it follows

$$\sigma_m \left( \nabla^2 \hat{M}(x) \right) \geq \gamma^{-1} (1 - \gamma L) \gamma m = m(1 - \gamma L)$$

and thus

$$K \leq \frac{1}{m(1 - \gamma L)}. \quad (19)$$

Notice that the same bound holds for $K$ as well since, like $f$, it is $h_k \in \mathcal{S}_{m,L}(\mathbb{R}^n)$.

A.I.3. Approximation error bound

The results derived in the previous sections can be used to bound the approximation error as follows

$$\left\| \hat{x} - \hat{x}_k^{\#} \right\| \leq \frac{2(1 - \gamma m)}{m(1 - \gamma L)} \left( L \left\| x_k - x_k^* \right\| + L(1 - \gamma m) \frac{1}{m(1 - \gamma L)} T_x C_0 + T_x C_0 \right) \leq a_1 \left\| x_k - x_k^* \right\| + a_0$$

where the coefficients are defined as

$$a_1 = \frac{2L(1 - \gamma m)}{m(1 - \gamma L)} \quad \text{and} \quad a_0 = \frac{2C_0 T_x}{m(1 - \gamma L)} \left( \frac{L(1 - \gamma m)}{m(1 - \gamma L)} + 1 \right)$$

with $a_0$ that linearly depends on the sampling time $T_x$.

A.2. Early termination errors

The previous section derived an upper bound to the approximation error introduced by the approximate FBE used in the prediction step instead of the correct FBE. However, there are two other sources of errors, namely the early termination of the minimisation algorithms applied to the $M(x)$ and the FBE in the prediction and correction steps, respectively. These will be the focus of the current section.

Assume that the minimisations are carried out using the quasi-Newton Algorithm 2 in [20] applied to the $M$ or the $M$. This method is described in Algorithm 2 in the general case.

**Remark 7** In case $L$ is not known, it is possible to apply Algorithm 1 of [20] which includes a line-search procedure for choosing $\gamma$.

Algorithm 2 Quasi-Newton method for the FBE.

**Input:** $\hat{x}^0 \in \mathbb{R}^n$, envelope parameter $\gamma \in (0, 1/L)$, maximum number of iterations $I$.

1: $i \leftarrow 0$
2: while $i < I$ do
3: compute the nonsingular matrix $B^i$ using the BFGS method
4: compute the descent direction

$$d^i = -(B^i)^{-1} \nabla M(\hat{x}^i)$$

5: select the step-size $\tau^i \geq 0$ s.t. $M(\hat{x}^{i+1}) \leq M(\hat{x}^i)$
6: $\hat{x}^{i+1} \leftarrow \text{prox}_{\gamma \hat{f}}(x - \gamma \nabla \hat{f}(x; t_k))$
7: $i \leftarrow i + 1$
8: end while

The sequence $\{\hat{x}^m\}_{m \in \mathbb{N}}$ produced by Algorithm 2 can be proved to converge to a critical point with a super-linear rate, by a combination of Theorems 3.6 and 4.3 in [20]. Moreover the result holds globally by strong convexity.

Since super-linear convergence implies linear convergence as well, then there exist $\zeta \in (0,1)$ (see [14] for an estimate of its value) such that

$$\left\| \hat{x}^{i+1} - \hat{x} \right\| \leq \zeta \left\| \hat{x} - \hat{x} \right\| \quad p = 1, 2, \ldots, P$$

and

$$\left\| \hat{x}^{c+1} - \hat{x}_k^{\#} \right\| \leq \zeta \left\| \hat{x}^c - \hat{x}_k^{\#} \right\| \quad c = 1, 2, \ldots, C$$

where $\hat{x}^p$ and $\hat{x}^c$ are the dummy variables used during prediction and correction.

The dummy variables are initialized as follows: for the prediction $\hat{x}^p = x_k$, for the correction $\hat{x}^c = \hat{x}_{k+1|k} = \hat{x}^T$. Therefore iterating

$$\left\| \hat{x}_{k+1|k} - x^* \right\| = \left\| \hat{x}_{k+1|k} - x_{k+1|k} \right\| \leq \zeta P \left\| x_k - x_{k+1|k} \right\| \leq \zeta C \left\| \hat{x}_{k+1|k} - x_{k+1|k} \right\|.$$

A.3. Overall error bound

During the previous sections the following bounds have been derived

$$\left\| \hat{x} - \hat{x}_k^{\#} \right\| \leq a_1 \left\| x_k - x_k^{\#}(t_k) \right\| + a_0 \quad (21)$$

$$\left\| \hat{x}_{k+1|k} - \hat{x} \right\| \leq \zeta P \left\| x_k - x_{k+1|k} \right\| \quad (22)$$

$$\left\| x_{k+1} - \hat{x}_{k+1}^{\#} \right\| \leq \zeta C \left\| \hat{x}_{k+1|k} - x_{k+1|k} \right\| \quad (23)$$

and therefore the last thing to do is to combine them to derive a bound for the error $\left\| x_{k+1} - \hat{x}_{k+1}^{\#} \right\|$. Following the same steps of [14 Appendix B] from inequalities (21), (22) and the results above
it is possible to compute
\[
\left\| \tilde{x}_{k+1} - \tilde{x}_{k+1}^* \right\| \leq \left\| \tilde{x}_{k+1} - \tilde{x} \right\| + \left\| \tilde{x} - \tilde{x}_{k+1}^* \right\|
\]
\[
\leq \zeta^P \left( \left\| \tilde{x}_k - \tilde{x}_k^* \right\| + \left\| \tilde{x}_k - \tilde{x}_{k+1}^* \right\| + \left\| \tilde{x} - \tilde{x}_{k+1}^* \right\| \right) + \zeta^P \left( \frac{1 - \gamma m}{m(1 - \gamma L)} \right) \left\| \tilde{x} - \tilde{x}_{k+1}^* \right\|
\]
\[
\leq \zeta^P \left( \left\| \tilde{x}_k - \tilde{x}_k^* \right\| + \left\| \tilde{x}_k - \tilde{x}_{k+1}^* \right\| + \left\| \tilde{x} - \tilde{x}_{k+1}^* \right\| \right)
\]
\[
\leq \zeta^P + a_1(\zeta^P + 1) \left\| \tilde{x}_k - \tilde{x}_k^* \right\|
\]
\[
+ \zeta^P \left( \frac{1 - \gamma m}{m(1 - \gamma L)} \right) + (\zeta^P + 1)a_0.
\]

Using now inequality (23) it follows
\[
\left\| \tilde{x}_{k+1} - \tilde{x}_{k+1}^* \right\| \leq A_1 \left\| \tilde{x}_k - \tilde{x}_k^* \right\| + A_0 \quad (24)
\]
where
\[
A_1 = \zeta^C (\zeta^P + 1)
\]
\[
= \zeta^C \left( \zeta^P + \frac{2L(1 - \gamma m)}{m(1 - \gamma L)} \right)
\]
\[
A_0 = \zeta^C \left( \zeta^P \frac{1 - \gamma m}{m(1 - \gamma L)} + (\zeta^P + 1)a_0 \right).
\]

Therefore, for the algorithm to converge to a bounded error it is necessary that \( A_1 < 1 \), which must be guaranteed by choosing suitable prediction and correction horizons. Notice that \( A_0 \) depends linearly on the sampling time \( T_s \), therefore it holds that
\[
\lim_{k \to \infty} \left\| \tilde{x}_{k+1} - \tilde{x}_{k+1}^* \right\| = O(\zeta^CT_s).
\]

We have thus proved Theorem [1]  

\[\text{A.3.1. } O(T_s^2) \text{ convergence} \]

Suppose now that Assumption 3 holds, it is possible to show that the error bound tends to \( O(T_s^2) \).

Consider that
\[
\left\| \tilde{R}_V(\tilde{x}_{k+1}^*) \right\| \leq \left\| \nabla f(\tilde{x}_{k+1}; t_k) - \nabla h_k(\tilde{x}_{k+1}^*) \right\| \leq \| \epsilon \|,
\]
where \( \epsilon \) is the residual of the Taylor expansion of \( \nabla f(\cdot; t_k) \). Under Assumption 3 the Taylor residual can be bounded as follows
\[
\| \epsilon \| \leq \frac{1}{2} \left( \left\| \nabla_{x,x} f(\tilde{x}_k; t_k) \right\| \left\| \tilde{x}_{k+1} - \tilde{x}_k \right\|^2 \right.
\]
\[
+ T_s \left\| \nabla_{t,x} f(\tilde{x}_k; t_k) \right\| \left\| \tilde{x}_{k+1} - \tilde{x}_k \right\| +
\]
\[
+ T_s \left\| \nabla_{t,x} f(\tilde{x}_k; t_k) \right\| \left\| \tilde{x}_{k+1} - \tilde{x}_k \right\| +
\]
\[
+ T_s \left\| \nabla_{t,x} f(\tilde{x}_k; t_k) \right\| \left\| \tilde{x}_{k+1} - \tilde{x}_k \right\| \left\| \tilde{x}_{k+1} - \tilde{x}_k \right\| \right.
\]
\[
\leq C_1 \left\| \tilde{x}_{k+1} - \tilde{x}_k \right\|^2 + T_s C_2 \left\| \tilde{x}_{k+1} - \tilde{x}_k \right\| + \frac{1}{2} T_s^2 C_3.
\]

We want now to use this result to compute a upper bound to
\[
\left\| \tilde{x} - \tilde{x}_{k+1}^* \right\| \text{ that is stricter than } (21). \text{ First of all, substituting (23) into the bound (14) we obtain}
\]
\[
\left\| \nabla \tilde{M}(\tilde{x}_{k+1}^*) \right\| \leq \left\| \tilde{S}_V(\tilde{x}_{k+1}) \right\| \left\| \tilde{R}_V(\tilde{x}_{k+1}) \right\| \leq (1 - \gamma m) \left\| \epsilon \right\|
\]
\[
(27)
\]
where we used the bound \( \left\| \tilde{S}_V(\tilde{x}_{k+1}) \right\| \leq 1 - \gamma m \). Therefore applying the bound (27) into (12) yields
\[
\left\| \tilde{x} - \tilde{x}_{k+1} \right\| \leq K \left\| \nabla \tilde{M}(\tilde{x}_{k+1}) \right\|
\]
\[
\leq K(1 - \gamma m) \left\| \epsilon \right\| \leq \frac{1 - \gamma m}{m(1 - \gamma L)} \left\| \epsilon \right\|
\]
where the bound (19) for \( K \) was used. Substituting (26) finally we get
\[
\left\| \tilde{x} - \tilde{x}_{k+1}^* \right\| \leq a_2 \left\| \tilde{x}_k - \tilde{x}_k^* \right\|^2 + a_1 \left\| \tilde{x}_k - \tilde{x}_k^* \right\| + a_0 \quad (28)
\]
where
\[
a_2 = \frac{1 - \gamma m}{m(1 - \gamma L)},
\]
\[
a_1 = T_s \frac{1 - \gamma m}{m(1 - \gamma L)} \left( \frac{1 - \gamma m}{m(1 - \gamma L)} C_0 C_1 + C_2 \right)
\]
\[
a_0 = T_s^2 \frac{1 - \gamma m}{m(1 - \gamma L)} \left( \frac{1 - \gamma m}{m(1 - \gamma L)} \right)^2 C_0 C_2^2 + \frac{1}{2} C_3.
\]

Notice that \( a_1 \) and \( a_0 \) linearly depend on \( T_s \) and \( T_s^2 \), respectively.

With computations very similar to those carried out during the previous section, exchanging (28) for (27), it is then possible to compute the bound
\[
\left\| \tilde{x}_{k+1} - \tilde{x}_{k+1}^* \right\| \leq A_2 \left\| \tilde{x}_k - \tilde{x}_k^* \right\|^2 + A_1 \left\| \tilde{x}_k - \tilde{x}_k^* \right\| + A_0 \quad (29)
\]
where
\[
A_2 = \zeta^C (\zeta^P + 1) a_2
\]
\[
A_1 = \zeta^C \left( \zeta^P + a_1(\zeta^P + 1) \right)
\]
\[
A_0 = \zeta^C \left( \zeta^P \frac{1 - \gamma m}{m(1 - \gamma L)} C_0 T_s + (\zeta^P + 1)a_0 \right).
\]

In order to prove convergence, it is now possible to use the argument presented in [14] Appendix B, which guarantees convergence
\[
\tau \leq \frac{\gamma}{\frac{\zeta^P \zeta^C}{\zeta^C(\zeta^P + 1)} \times \left( \frac{1 - \gamma m}{m(1 - \gamma L)} \right)^2 C_0 C_1 + C_2 \right)^{-1} =: T_s,
\]
and
\[
\left\| \tilde{x}_0 - \tilde{x}_1 \right\| \leq \frac{\tau - A_1}{A_2} =: \tilde{R}.
\]

Therefore the asymptotic error satisfies
\[
\lim_{k \to \infty} \left\| \tilde{x}_k - \tilde{x}_k^* \right\| \leq O(T_s^2 \zeta^C) + O(T_s \zeta^C \zeta^P),
\]
which proves Theorem 2.  
