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Abstract
Social media offer plenty of information to perform market research in order to meet the requirements of customers. One way how this research is conducted is that a domain expert gathers and categorizes user-generated content into a complex and fine-grained class structure. In many of such cases, little data meets complex annotations. It is not yet fully understood how this can be leveraged successfully for classification. We examine the classification accuracy of expert labels when used with a) many fine-grained classes and b) few abstract classes. For scenario b) we compare abstract class labels given by the domain expert as baseline and by automatic hierarchical clustering. We compare this to another baseline where the entire class structure is given by a completely unsupervised clustering approach. By doing so, this work can serve as an example of how complex expert annotations are potentially beneficial and can be utilized in the most optimal way for opinion mining in highly specific domains. By exploring across a range of techniques and experiments, we find that automated class abstraction approaches in particular the unsupervised approach performs remarkably well against domain expert baseline on text classification tasks. This has the potential to gain insights into data which goes beyond a few manually selected texts, scaling up the derived opinion mining models to gather relevant statistics over big amounts of related textual social media corpora, i.e., to inform automated opinion mining based analysis.

1 Introduction
The rise of social media has enabled and sparked user’s desires to share opinions publicly online. The user-generated content often reveals their true customer beliefs towards a certain aspect of things and therefore worth being researched. Typical research fields are qualitative social studies, e.g., content analyses for market and consumer research as well as political surveys. One of the challenges, however, has been the course of parsing and organizing a large amount of data that is becoming available in the form of natural language into a fine-grained class structure, which provides a more digestible and actionable insight. This can be achieved by injecting the knowledge from domain experts through annotations. In that regard, there is much manual labour and massive associated expenses invested for such content analysis on social media texts.

In the corresponding qualitative research, fine-grained expert annotations are provided, which have a high resolution on few data points compared to what is available within social media. This is contrary to the requirements of automated textual analyses, e.g., supervised classification based on natural language processing and machine learning. Consequently, the question if and how that type of domain-specific, expert-annotated data can be effectively leveraged for automated large-scale analyses is a challenging research problem. It carries high potential to gain insights into data which goes beyond a few manually selected texts, scaling up the derived opinion mining models to gather relevant statistics over big amounts of related textual social media corpora, i.e., to inform automated opinion mining based analysis.

For their own qualitative content analysis, domain experts provide fine-grained labels. These, in turn, are organized in a meaningful hierarchy, such that coarse-grained classes of texts always contain several fine-grained classes. For example, a class of social media comments about food products might contain statements including fine-grained attributes, such as, taste, safety, price, etc. Safety could in turn contain even more fine-grained belief statements about food products containing chemicals, safe and regulated foods, unsafe nutrition, and so on. This shows there are labels at different levels inside of the class hierarchy of customer belief statements.
As we are interested in optimizing the conditions towards improved supervised classification performance, we see the potential to compare supervised classification at different levels of such a class hierarchy, as higher, more abstract classes contain more datapoints and thus solidify model training. We investigate if the expert-based class hierarchy is optimal for classification purposes, or if automatic, hierarchical clustering of the classes yields labels, which would be more suitable for supervised classification. This could notably reduce human effort as well as labour cost and increase productivity to thus accelerate the research process. Automated approaches also provide consistent results with less variability than humans. Not to mention, how it could reactivate existing meaningful content analyses to provide new insights at little cost. We perceive a great potential in semi-automated class abstraction, especially for large-scale content analysis. More precisely, we are investigating the following research questions (RQs):

RQ1 How suitable are expert annotations from domain-specific content studies about customer beliefs suitable for automatic classification?

RQ2 How does the combination of fine-grained classes to more coarse classes relate to classification accuracy?

RQ3 Can an automatic combination of fine-grained classes improve classification over manual, expert-based class hierarchies?

RQ4 How does this compare to classes which are derived without any expert knowledge, i.e., by unsupervised text clustering methods?

RQ5 What are the favorable and the unfavorable effects of automatic and manual class combination and how do these relate to each other?

Our research dataset consists of opinions about organic food and related consumer issues on social media in German-speaking countries and the United States, which is described in section 4. We analyze the differences regarding machine learning classification accuracy using labels of varying granularity generated from expert-based and automated class hierarchies as explained in section 3. The latter can be further divided into supervised and unsupervised approaches. In supervised class hierarchies, we form new class hierarchies based on pairwise semantic class similarities and hierarchical clustering of the existing fine-grained expert labels. This differs from unsupervised class abstraction, where the fine-grained classes are not given by the domain expert but by unsupervised semantic text clustering. We describe how to experimentally compare the regarding classification performances in section 4 to see which kind of labeling techniques are beneficial for predictive machine learning models. The results part of section 5 amongst others depicts the effects of class abstraction for classification and according favourable and unfavourable effects. Section 6 answers the research questions and gives an outlook for future work and potential.

2 Related work

Social media are an established source to investigate consumer beliefs of relevant market domains, for instance, [List some examples]. Therefore, content analyses are carried out, which follow the methodology of grounded theory (Martin and Turner, 1986). A domain expert labels the given texts with so-called codes, which are tags of ideas or concepts describing the related belief statements. These tend to be rather fine-grained and concrete with a high semantic correspondence to the labeled statements from the text. As an outcome, there are many fine-grained labels with few samples per class, which thus need to be combined to categories. This problem is described as follows:

“If a label is insufficiently abstract or general, too few observations will fall into that category. One will add few incidents to each concept card as one analyzes the data. In such cases, the label merely restates or rephrases the data. To “work” (Glaser & Strauss, 1967), a conceptual label must occupy a higher level of abstraction than the incidents (facts, observations) it is intended to classify. If the concept label is too abstract, however, too much information will fall into that category.” (Martin and Turner, 1986)

To choose a category system is relevant, because this supports the cognitive and scientific progress of formulating theories and gaining insights over the analyzed behavior and attitudes within that domain. Theoretical works find that this type of content analysis is substantially similar to topic modeling, a technique from text mining and natural language processing (NLP) (Bakharia, 2019; Yu et al., 2011;
Figure 1: LSI is a SVD decomposing a term-document matrix $A$ into a term-dimension matrix $T$, a singular-value matrix $S$, and a document-dimension matrix $D$, which are all reduced to $k$ latent topics. (Deerwester et al., 1990)

Piepenbrink and Gaur, 2017). As a consequence, these text mining techniques are adopted in practice for content analyses on social media, especially for consumer research (Rocklage and Rucker, 2019). It is a useful means to support decision makers for product development by providing them with information about a market segment, competing companies, and consumer requirements (Xu et al., 2011; He et al., 2013). However, this research does not discuss or leverage NLP methods to detect fine-grained consumer beliefs, which express another dimension of the consumer attitude than the sentiment-related affect (Perner, 2018). In fact, there is little research on if and how consumer beliefs can be classified by NLP classifiers, as these are primarily concerned with the task of sentiment analysis. However, there is evidence that the task of consumer belief classification can be solved by proper NLP methods, including topic modeling as a means to detect new and yet unknown beliefs. The granularity of these, however, is not examined, not to speak of how this relates to expert-based annotations and judgements.

3 Methodology

3.1 Hierarchical Class Clustering

We use agglomerative hierarchical clustering (Maimon and Rokach, 2005) to merge our expert classes into automatically generated class hierarchies based on semantic distance metrics. Since hierarchical clustering is a bottom-up approach, each expert label is first considered as a single-element cluster. We use the weighted-average linkage criteria (WPGMA), which calculates the intra-cluster distance intuitively as the arithmetic mean when forming new clusters.

### Table 1: Statistics of the organic dataset

| Language | English | German |
|----------|---------|--------|
| Main themes | 4 | 4 |
| Themes | 21 | 21 |
| Beliefs | 62 | 60 |
| Documents | 1099 | 789 |
| Sentences | 2275 | 2334 |

Semantic Similarity Metric For hierarchical clustering of the given expert classes, we use LSI as semantic distance metrics.

LSI (Deerwester et al., 1990) utilizes singular value decomposition (SVD) to reveal latent relationships between documents in a corpus. It yields a low-rank approximation for each document and enables to extract document-document semantic similarity in this low-rank document representation. As illustrated in Fig. 1, SVD decomposes a document-term matrix $A$ into term matrix $T$, singular value matrix $S$, and document matrix $D$, where each matrix will be truncated to $k$ dimensions, i.e., $k$ latent topics. We utilized the document matrix $D$ to construct document representation, in which each document is represented as a linear combination of latent topics. The weights of this combination are taken as the vector representation of the document.

4 Experiments

4.1 Data

The effectiveness of our class combination approaches is evaluated on the organic dataset (Danner and Menapace, 2020). It is gathered to explore organic food beliefs from consumers. The beliefs are annotated by a market researcher on online comments posted on forums and discussion boards of news websites from both English and German-speaking countries. These beliefs are further structured manually into superordinate themes and main themes. The dataset is multi-labeled, since numerous comments have multiple beliefs according to the research. We choose specifically a domain-specific dataset to research how our approach is able to fulfill the requirement even when there is a lack of data. The statistics of the datasets are summarized in Table 1.

Preprocessing Preprocessing consists of 5 steps. Sentence segmentation extracts sentences from documents which will be used to create sentence-level
embeddings for unsupervised approaches. Text cleaning utilizes libraries and regular expressions to filter out URLs, stop words, brackets, quotes, line feeds and blank symbols. Optimal number of clusters are computed using decision criteria such as AIC, BIC scores together with Elbow method.

4.2 Baseline: Expert-Based Class Labels
We take the manually annotated labels and their class hierarchy as given by the domain expert as a baseline and compare them with the class hierarchies obtained from our hierarchical class clustering approach regarding classification performance. The manually annotated label consists of 4 main themes and 21 superordinate themes. Accordingly, we use hierarchical class clustering to generate 4 coarse classes and 21 fine-grained classes.

4.3 Hierarchically Clustered Class Labels
The idea of hierarchically clustered class labels is to analyse the intrinsic semantic class hierarchy of existing expert labels. This is achieved by pairwise combination of fine-grained classes of social media texts according to their overall semantic similarities. The latter is measured by applying LSI as a distance metric on varying document representations. We investigate how the degree of class combination relates to classification accuracy.

There are 2 main steps for supervised class combination approaches, namely semantic similarity extraction and class combination using agglomerative hierarchical clustering. Semantic similarity extraction is realized by calculating distances on document representations. Agglomerative hierarchical clustering combines similar classes into new abstract classes based on distance matrices obtained from semantic similarity extraction. The closest clusters indicated by the Euclidean distance will be successively merged until K (4 or 21) clusters are formed.

4.4 Classes from Unsupervised Clustering
In contrast to the hierarchical clustering approach, which we apply on fine-grained expert classes to generate more abstract classes, in the unsupervised approach, we assign labels automatically without incorporating any prior information. This is achieved by K-means clustering on multi-lingually aligned pre-trained textual embeddings. Therefore, we set the number of clusters to 4 or 21 corresponding to the number of main themes and superordinate themes from the expert class hierarchy. This allows us to make a comprehensive comparison of classification performance between labels obtained from the expert-labeled raw dataset, supervised class combination approach, and unsupervised class combination approach.

Each document is first segmented into sentences or words respectively. After clustering all according embeddings from the corpus, the cluster of each document is the most occurring cluster of all its respective sentences or words. A tie results in a multi-labeled document instance.

Since our organic datasets are bilingual, it is preferred to keep the consistency of word and sentence representations irrespective of the language being used. Thus, bilingually aligned representations of textual embeddings between English and German are preferred. Word embeddings are produced by multi-lingually aligned fasttext word vectors computed on Wikipedia (Bojanowski et al., 2017). Sentence embeddings are provided by the multilingual universal sentence encoder XLING (Cer et al., 2018; Chidambaram et al., 2018) trained with a dual-encoder that learns tied representations using translation-based bridge tasks (Chidambaram et al., 2018).

4.5 Classification
We evaluate the performance of our class combination approach on the organic dataset using the gradient boosted decision trees classifier based on tf-idf document features. The dataset can be categorized into two document classification tasks, namely 4-labelled classification, and 21-labelled classification. We use 80% of the data for training and 20% for testing. Besides, we apply 8-fold cross-validation, which divides the data into 8 folds and ensures that each fold is used as testing set in evaluation. The mean value of the scores from each iteration of 8-fold cross validation determines the overall performance of the model.

Since all classification tasks in our experiment are multi-label, exact match, F1 macro, F1 micro, and normalized entropy are the metrics that are used to measure the model performance. Exact match indicates the percentage of samples that have all their labels classified correctly. F1 score is the harmonic mean of precision and recall. It reaches its best value at 1 and worst value at 0. F1 micro and F1 macro differ from each other on the type of averaging performed on the data. F1 micro calculates metrics globally by counting the total true
positives, false negatives, and false positives. On the other hand, F1 macro calculates metrics for each class separately and finds their unweighted mean (Pedregosa et al., 2011). Information Entropy, amongst others, is a measure of disorder and uncertainty (Lin, 1991), which we use to depict how balanced the classes are with respect to the number of their containing class samples. Normalization makes the distribution of entropy between 0 and 1, where 1 indicates perfectly balanced classes and 0 maximally unbalanced classes. Using these measures, we aim to research what are the favorable and unfavorable effects of class abstraction and how do these relate to each other.

5 Results

We summarize the main results in Table 2, which shows that the classification results based on hierarchically clustered and unsupervised class labels overall outperform the ones given by the domain expert baseline. The performance gain is especially obvious for hierarchically clustered class labels in exact matches and F1 micro, while for unsupervised classes in F1 macro and normalized entropy. In the remainder of this section, we discuss the results of classification regarding the previous research questions in detail.

5.1 Coarse vs. Fine-Grained Classes

We compare how the number of classes, i.e., few classes with many samples versus many classes with few samples, would relate to classification accuracy against the background of different class hierarchies and methodologies. We consider 4 and 21 as possible number of classes and respective clusters for the unsupervised case.

Regarding macro F1 scores, these appear the best for unsupervised class labels followed by expert class labels. There is the same relation regarding entropy, i.e., there is a clear relation with regards to how well the classes are actually balanced. Micro F1 scores and exact matches tend to better better for hierarchically clustered classes at times where classes are rather imbalanced. From these observations it appears that the issue of balanced classes might be related to how a classifier is going to perform.

5.2 Side Effects

We observe in table 2 that although our hierarchical class clustering approach provides high exact match and F1 micro scores, it also suffers from extremely low F1 macro and normalized entropy scores. From both it can be concluded that this is due to an imbalanced class distribution. It results from those fine-grained expert classes which have a) a low number of documents and b) are semantically highly dissimilar to the other existing classes. This leads to combined classes and regarding class hierarchies containing a comparatively small number of samples. These cannot represent a given class sufficiently for a machine learning classifier. It can be considered as an undesired side effect of hierarchical class clustering, which in its algorithm does not consider class balancing as opposed to k-means for example. As the approach is completely based on existing expert classes which sometimes are unbalanced and dissimilar, this outcome is inevitable. Thus, class imbalance is an unfavourable effect of guided class abstraction.

The expert-based class structure with its 4 and 21 classes, respectively, is more balanced. This means that the way in which the domain expert structures
the class hierarchies appears to be more beneficial with respect to class balancing and thus classification with respect to macro F1 scores. However, micro F1 scores are generally small here, which raises questions about how well classification overall might work.

On the other hand, the unsupervised clustering approach does not have these issues and achieves a satisfying result. Its F1 micro, F1 macro, and normalized entropy exceed domain-expert class abstraction by significant margin, while exact match is almost identical. Besides, it can discover new interesting fine-grained classes such as milk that maybe ignored by domain experts. This result shows the beneficial properties of the approach for effective classification, and it demonstrates that it could improve classification over manual, domain expert-based class labels.

6 Discussion

We presented a systematic analysis of 3 class abstraction approaches on the organic datasets for text classification tasks. In accordance with the previously explained results, we answer the research questions from Section Introduction as follows:

RQ1: How suitable are expert annotations from domain-specific content studies about customer beliefs suitable for automatic classification? Table 2 summarizes the classification accuracy of all class abstraction approaches. It can be seen that the domain expert classes offer moderate performances. The macro F1 scores lie between the ones from the hierarchical and unsupervised class labels, which is supported by the fact that the classes tend to be balanced well according to the entropy. However, the micro F1 scores and exact matches are mostly the lowest among all approaches.

RQ2: How does the combination of fine-grained classes to more coarse classes relate to classification accuracy? According to our measurements, a fewer number of classes generally improves classification performance significantly, independent of how the class labels are derived, i.e., by an expert, hierarchical class clustering, or unsupervised clustering. By reducing the number of classes from 21 to 4, macro and micro F1 scores at least doubled for all methods. The improvements are specifically striking for hierarchical class clustering. This means that for classification on small, expert-labeled opinion mining datasets with fine-grained labels, a reduction of the number of classes should be considered as an option.

RQ3: Can an automatic combination of fine-grained classes improve classification over manual, expert-based class hierarchies? The classification results in Table 2 show that our hierarchical class clustering approach improves micro F1 classification performance over manual, domain expert-based class labels. However, class imbalancing is a problematic side effect, which can lead to low macro F1 scores. Further research needs to determine if and how this issue can be solved on the given problem domain.

RQ4: How does this compare to classes which are derived without any expert knowledge, i.e., by unsupervised text clustering methods? We observe in Table 2 that our unsupervised clustering approach outperforms expert-based classes with margin for all performance metrics. In the related work, it has been shown that this approach is also able to generate a meaningful intrinsic class hierarchy based on the available data without any human interference (Danner et al., N.D.; Hagerer et al., N.D.). Our finding shows that automated class abstraction can also serve as an alternative to domain-expert class labeling for classification. We
perceive a great potential for it and hope the proposed technique would offer valuable guidance for market researchers investigating social media.

**RQ5: What are the favorable and the unfavorable effects of automatic and manual class combination and how do these relate to each other?**

As explained in Subsection Side Effects, hierarchical class clustering suffers from minority classes, which is introduced by small outlier classes of the expert annotations. Those classes which have a low amount of documents are combined and are then not semantically representative enough in classification. Consequentially, they lead to imbalanced abstract class distributions. Thus, achieving not only a satisfying precision but also a high entropy is a demanding task for hierarchical class clustering. Nevertheless, our unsupervised class abstraction approach has overcome this issue and clearly improves over the expert based classes baseline.

### 7 Conclusion

The described experiments and results show that it is technically feasible to classify belief statements automatically. However, the fine-grained nature of labels given by a domain expert make the task challenging. Combining classes of belief statements is helpful, as it makes the data statistically more representative for machine learning algorithms. Automatized class combinations might lead to imbalanced classes, but overall better classification scores. Classes given by our proposed unsupervised approach yield very balanced classes, which give best classification results in previous opinion mining studies, too (Danner et al., N.D.; Hagerer et al., N.D.).
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