LIE GROUPOIDS AND ALGEBROIDS APPLIED TO THE
STUDY OF UNIFORMITY AND HOMOGENEITY OF
MATERIAL BODIES

VÍCTOR MANUEL Jiménez Morales∗
Instituto de Ciencias Matemáticas (CSIC-UAM-UC3M-UCM)
c\ Nicolás Cabrera, 13-15, Campus Cantoblanco, UAM
28049 Madrid, Spain

MANUEL DE LEÓN
Instituto de Ciencias Matemáticas (CSIC-UAM-UC3M-UCM)
c\ Nicolás Cabrera, 13-15, Campus Cantoblanco, UAM
28049 Madrid, Spain

and
Real Academia de Ciencias Exactas, Físicas y Naturales
c\ de Valverde, 22
28004 Madrid, Spain

MARCELO EPSTEIN
Department of Mechanical and Manufacturing Engineering
University of Calgary. 2500 University Drive NW
Calgary, Alberta, T2N IN4, Canada

(Communicated by Andrew Lewis)

Abstract. A Lie groupoid, called material Lie groupoid, is associated in a
natural way to any elastic material. The corresponding Lie algebroid, called
material algebroid, is used to characterize the uniformity and the homogeneity
properties of the material. The relation to previous results in terms of
G−structures is discussed in detail. An illustrative example is presented as an
application of the theory.

1. Introduction. In Continuum Mechanics a simple material body \( \mathcal{B} \) is represented by a three-dimensional differentiable manifold which can be covered with
just one chart (see for example [22, 23, 28, 32]). Given a simple material body \( \mathcal{B} \) we identify an embedding \( \phi_0 : \mathcal{B} \to \mathbb{R}^3 \) as a reference configuration. A Lie groupoid,
called material groupoid, can be naturally associated to any material body (see for example [10], or even [8, 16] for Cosserat media). In particular, given two different
points \( X \) and \( Y \) of the material body \( \mathcal{B} \), a material isomorphism is a linear isomorphism \( P_{XY} : T_X \mathcal{B} \to T_Y \mathcal{B} \) such that the mechanical response at \( X \) and \( Y \) is the
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same; more precisely, if \( W \) is the response functional depending on the deformation gradient \( F \) at any point \( X \) of \( \mathcal{B} \), then,

\[
W(\mathcal{F} P, X) = W(F, Y),
\]

for any \( F \). The collection of all material isomorphisms for all pairs of points of \( \mathcal{B} \) is just the material groupoid, which will be denoted by \( \Omega(\mathcal{B}) \).

The theory of continuous distributions of defects based on the notion of material isomorphism has been developed by W. Noll [26] (see also [27, 28, 32, 31]). A structurally based theory had been originally conceived by K. Kondo [17], D. A. Bilby [1], E. Kröner [18, 19], J.D. Eshelby [12] and others, as the result of a limiting process starting from a defective crystalline structure (see also the books by R. Lardner [20] and F.R. Navarro [25]).

In Noll’s terminology, a body is uniform if all its points are mutually materially isomorphic. In generalizing the work of Noll, the notion of material groupoid encodes all the information pertaining to the local and distant symmetries of a material body. In particular, material uniformity corresponds to the transitivity of the material groupoid. Since transitive groupoids can be regarded as \( G \)-structures, previous treatment in terms of \( G \)-structures were necessarily limited to uniform bodies. This severe limitation is removed when using an approach based on the theory of groupoids, thus making the theory applicable to non-uniform bodies, such as functionally graded materials.

Another crucial point about this material groupoid is the availability of the associated Lie algebroid, \( A\Omega(\mathcal{B}) \), which is the infinitesimal version of \( \Omega(\mathcal{B}) \).

A uniform body is said to be locally homogeneous if for each body point there exists a configuration whereby the Euclidean translations in an open neighborhood of the point are material isomorphisms. It is a remarkable fact that this homogeneity can be characterized through the properties of \( A\Omega(\mathcal{B}) \). This is indeed accomplished, and related with the earlier approach developed in [5] (see also [2]) in the framework of \( G \)-structures.

Sections 1 and 2 contains a brief introduction to the fundamental concepts which we will need in the paper. From the mathematical perspective, these concepts are: Groupoids and Lie algebroids. The fundamental physical notions are uniformity and homogeneity of simple bodies. Section 3 is devoted to a purely mathematical development. We introduce the notion of integrability of Lie subgroupoids of the 1–jet Lie groupoid on a manifold \( M (\Pi^1(M, M)) \). We deal with this notion and we relate it with the corresponding one in the \( G \)-structures and Lie algebroids contexts. In Section 4 we use the results of Section 3 to characterize the uniformity and the homogeneity of simple material bodies. Finally, we use these results to deal with a class of examples, namely, simple liquid crystals presented by Coleman [3] and Wang [30]. These are some of the most common materials that, in the continuous limit, can be, and have been, modeled as Cosserat media. An example of the study of dislocations in these media can be found in [9]. It is possible also to develop a theory of liquid crystals within the context of simple media at the price of losing some of their distinctive physical properties [3]. One of our purposes in this example is to demonstrate how the material algebroid can be constructed directly from the constitutive equation in the case of simple materials (a model that may be apt for the description of certain type A smectic materials).

Finally, we would like to give some comments about the utility of introducing groupoids in material sciences. Some years ago, A. Weinstein [33] proposed an
ambitious program to introduce Lie groupoids and algebroids in mechanics. In
the last years, this program has been widely developed by many researchers, and
one of the results has been collected in [13], where Lie groupoids have been used
to obtain new results on the Hamilton-Jacobi theory and produce new geometric
integrators. This is not so surprising since the notion of discretization is nothing
but that the notion of banal groupoid. We are convinced that similar insights can
be obtained in Continuum Mechanics by the application of groupoids. We should
notice that the concept of uniformity is just the notion of transitive groupoid; and
one can refer to a similar parallelism between the definition of Cosserat media by
the Cosserat brothers and the notion of connection by C. Ehresmann. These issues
are just another proof of how mathematical concepts are behind physical theories,
providing new ways to get a better knowledge of them. Some of the new results
provided by the theory of groupoids are contained in [11, 14, 15], where the use of
groupoids has permitted to introduce the notion of material distribution and extend
the concepts of uniformity and homogeneity. So the notion of groupoids is being
more and more interesting to get new insights in material science.

2. Groupoids and Lie algebroids.

Groupoids. In this first section we provide a brief introduction to the notions of
Lie groupoid and Lie algebroid. For details we mainly refer to [21]. There are also
good introductions to groupoids in [7] and [34]. Another recommendable book as
an introduction to these two topics is the book [29] (in Spanish).

Roughly speaking, the notion of groupoid is similar to the notion of group, al-
though the composition is not totally but only partially defined. More specifically,
a groupoid is given by two sets, $M$ (base) and $\Gamma$ (total space), provided with the
maps $\alpha, \beta : \Gamma \rightarrow M$ (source map and target map respectively), $\epsilon : M \rightarrow \Gamma$ (identities
map), $i : \Gamma \rightarrow \Gamma$ (inversion map) and $\cdot : \Gamma \times \Gamma \rightarrow \Gamma$ (composition law) where,
\[
\Gamma \times \Gamma := \{(g, h) \in \Gamma \times \Gamma : \alpha(g) = \beta(h)\}.
\]
The composition law should satisfy the associative property and the identities and
the inversions satisfy that for all $g \in \Gamma$,
\[
g \cdot \epsilon(\alpha(g)) = g = \epsilon(\beta(g)) \cdot g, \quad g^{-1} \cdot g = \epsilon(\alpha(g)), \quad g \cdot g^{-1} = \epsilon(\beta(g)),
\]
where we are denoting by $g^{-1}$ the image of $g$ by $i$. These maps will be called
structure maps and the groupoid will be denoted by $\Gamma \rightrightarrows M$. We will also denote
by $\Gamma_x$ (resp. $\Gamma^x$) the $\alpha$-fibre $\alpha^{-1}(x)$ (resp. the $\beta$-fibre $\beta^{-1}(x)$) and by $\Gamma^y_x$ the
intersection $\alpha^{-1}(x) \cap \beta^{-1}(y)$. For each $x \in M$, the group $\Gamma^y_x$ is called isotropy
group at $x$.

A groupoid $\Gamma \rightrightarrows M$ is said to be transitive if the anchor map $(\alpha, \beta) : \Gamma \rightarrow M \times M$
is surjective. Equivalently, the sets $\Gamma^y_x$ are not empty for every $x, y \in M$. Notice
that, in this case, all the isotropy groups are conjugated.

A groupoid morphism between two groupoids, $\Gamma_1 \rightrightarrows M_1$ and $\Gamma_2 \rightrightarrows M_2$, consists
of two maps $\Phi : \Gamma_1 \rightarrow \Gamma_2$ and $\phi : M_1 \rightarrow M_2$ such that for any $g_1 \in \Gamma_1$
\[
\alpha_2(\Phi(g_1)) = \phi(\alpha_1(g_1)), \quad \beta_2(\Phi(g_1)) = \phi(\beta_1(g_1)), \quad (1)
\]
where $\alpha_i$ and $\beta_i$ are the source and the target map of $\Gamma_i \rightrightarrows M_i$ respectively, for
$i = 1, 2$, and preserves the composition, i.e.,
\[
\Phi(g_1 \cdot h_1) = \Phi(g_1) \cdot \Phi(h_1), \quad \forall (g_1, h_1) \in \Gamma(2).
\]
Observe that, as a consequence, $\Phi$ preserves the identities. We will denote this morphism as $\Phi$ (because, using equations 1, $\phi$ is completely determined by $\Phi$).

A Lie groupoid is a groupoid $\Gamma \rightrightarrows M$ where $\Gamma$ and $M$ are manifolds, the structure maps are differentiable and the source and the target maps are submersions. It is remarkable that, in the case of Lie groupoids, the sets $\Gamma_x$, $\Gamma^x$ and $\Gamma^y_x$ are manifolds (indeed, submanifolds of $\Gamma$). In fact, the isotropy groups are Lie groups.

A Lie groupoid morphism is a morphism between Lie groupoids which is differentiable.

So, we define a (Lie) subgroupoid of a (Lie) groupoid $\Gamma \rightrightarrows M$ as a (Lie) groupoid $\Gamma' \rightrightarrows M'$ such that $M' \subseteq M$, $\Gamma' \subseteq \Gamma$ and the inclusion maps induce a morphism of (Lie) groupoids. A reduction of a transitive Lie groupoid is a transitive Lie subgroupoid over the same base.

Remark 1. There is a more abstract way of defining a groupoid. We can say that a groupoid is a “small” category (the class of objects and the class of morphisms are sets) in which each morphism is invertible.

If $\Gamma \rightrightarrows M$ is the groupoid, then $M$ is the set of objects and $\Gamma$ is the set of morphisms.

A groupoid morphism is a functor between these categories, which is a more natural definition.

As in the case of Lie groups, we can define the concept of translation on a Lie groupoid: Let $\Gamma \rightrightarrows M$ be a groupoid. Then, for each $g \in \Gamma$ we may define the left translation on $g$ as the map $L_g : \Gamma^g \rightarrow \Gamma^g$ such that $L_g(h) = g \cdot h$, for all $h \in \Gamma^g$. The right translation $R_g$ can be defined in a similar way. Obviously, both maps are diffeomorphisms with inverses $L_g^{-1}$ and $R_g^{-1}$ respectively.

Example 2.1 (Lie group). A Lie group $G$ is a Lie groupoid over a single point.

Example 2.2 (Pair groupoid). Let $M$ be a manifold. The product $M \times M$ is a Lie groupoid over $M$ such that the composition law is given by $(y, z) \cdot (x, y) = (x, z)$, for all $(y, z), (x, y) \in M \times M$. This groupoid is called the pair groupoid on $M$.

Notice that, for any (Lie) groupoid $\Gamma \rightrightarrows M$ the anchor map $(\alpha, \beta)$ is a morphism of (Lie) groupoids from $\Gamma$ to the pair groupoid on $M$.

Example 2.3 (Trivial groupoid). Let $M$ be a manifold and $G$ be a Lie group. As a natural generalization of the previous two examples (the Lie group and the pair groupoid) we have the groupoid $M \times M \times G \rightrightarrows M$. In this case, the composition is induced by the operation of the group. In fact, for each two elements $(y, z, g), (x, y, h) \in M \times M \times G$ we have that $(y, z, g) \cdot (x, y, h) = (x, z, g \cdot h)$,

This groupoid is called the trivial groupoid on $M$ with group $G$.

Next, we will present the 1–jets groupoid which will be one of the most important objects in what follows.

Example 2.4 (1-jets groupoid). Let $M$ be a manifold and $\Pi^1(M, M)$ be the set of all 1–jets $j^1_x \phi$ of local diffeomorphisms $\phi : U \rightarrow V$ on $M$. Then, $\Pi^1(M, M)$ can be considered as a Lie groupoid over $M$ with the composition of 1–jets as the
Now, we will introduce the notion of Lie algebroids. Let \((x^i)\) and \((y^j)\) be local coordinates defined on two open subsets \(U\) and \(V\) of the base \(M\) respectively, then we induce local coordinates on \(\Pi^1(M,M)\) as follows
\[
\Pi^1(U,V) : (x^i, y^j, y^j_i)
\]
where, for each \(j^1_{x,y} \in \Pi^1(U,V)\)
- \(x^i(j^1_{x,y}) = x^i(x)\).
- \(y^j(j^1_{x,y}) = y^j(y)\).
- \(y^j_i(j^1_{x,y}) = \frac{\partial (y^j \circ \psi)}{\partial x^i}\) \(|_{x}\).

This groupoid will be called \(1-jets\) groupoid of \(M\).

**Lie algebroids.** Now, we will introduce the notion of Lie algebroid. Lie algebroids can be seen as a generalization of the Lie algebras and, as in the case of the Lie group, every Lie groupoid can be “infinitesimally” described as a Lie algebroid.

A Lie algebroid over a manifold \(M\) is a triple \((A \to M, \sharp, [\cdot, \cdot])\), where \(\pi : A \to M\) is a vector bundle together with a vector bundle morphism \(\sharp : A \to TM\), called the anchor; and a Lie bracket \([\cdot, \cdot]\) on the space of sections, such that the Leibniz rule holds
\[
[\alpha, f \beta] = f[\alpha, \beta] + \alpha^\sharp (f) \beta,
\]
for all \(\alpha, \beta \in \Gamma(A)\) and \(f \in \mathcal{C}^\infty(M)\). We are denoting \(\sharp(\alpha)\) by \(\alpha^\sharp\). \(A\) is transitive if \(\sharp\) is surjective.

One can now prove that the anchor map is a morphism of Lie algebras, i.e.
\[
[\alpha, \beta]^\sharp = [\alpha^\sharp, \beta^\sharp], \quad \forall \alpha, \beta \in \Gamma(A).
\]
Notice that the bracket in the right side is just the Lie bracket of vector fields. We will use the same notation for both brackets.

Next, we should introduce the definition of a Lie algebroid morphism. However, the picture here is not so straightforward. The main problem is that a morphism between vector bundles does not, in general, induce a map between the modules of sections, so it is not immediately clear what should be meant by bracket relation. We will give a direct definition in terms of \((\Phi, \phi)\) decompositions of sections which is easy to use, and is amenable to categorical methods.

Let \((A \to M, \sharp, [\cdot, \cdot]), (A' \to M', \sharp', [\cdot, \cdot])\) be Lie algebroids. Consider a vector bundle morphism \(\Phi : A' \to A\), \(\phi : M' \to M\) between \(\pi : A \to M\) and \(\pi' : A' \to M'\). We know that for each \(\alpha', \beta' \in \Gamma(A')\), there exists \(f_i, g_j \in \mathcal{C}^\infty(M')\) and \(\alpha_i, \beta_j \in \Gamma(A)\) such that
\[
\Phi \circ \alpha' = \sum_{i=1}^{k} f_i (\alpha_i \circ \phi), \quad \sum_{j=1}^{k} g_j (\beta_j \circ \phi).
\]
Thus, \(\Phi\) is a morphism of Lie algebras if it satisfies that
\[
\sharp \circ \Phi = T\phi \circ \sharp',
\]
\[
\Phi \circ [\alpha', \beta'] = \sum_{i,j=1}^{k} f_i g_j ([\alpha_i, \beta_j] \circ \phi) + \sum_{j=1}^{k} \alpha'^\sharp (g_j) (\beta_j \circ \phi) - \sum_{i=1}^{k} \beta'^\sharp (f_i) (\alpha_i \circ \phi)
\]
In fact, the right-hand side of Eq. (6) is independent of the choice of the \((\Phi, \phi)\) — decompositions of \(\alpha'\) and \(\beta'\).

It is easy to prove that the composition preserves Lie algebroid morphisms and, hence, we can define the category of Lie algebroids.

**Remark 2.** In particular, if \(\alpha' \sim_{(\Phi, \phi)} \alpha\) and \(\beta' \sim_{(\Phi, \phi)} \beta\), then Eq. (6) reduces to
\[
\Phi \circ [\alpha', \beta'] = [\alpha, \beta] \circ \phi.
\]

On the other hand, if \(M = M'\) and \(\phi = \text{Id}_M\) then Eq. (6) reduces to
\[
\Phi \circ [\alpha', \beta'] = [\Phi \circ \alpha', \Phi \circ \beta'], \quad \forall \alpha', \beta' \in \Gamma (A').
\]

A **Lie subalgebroid** \(A'\) of a Lie algebroid \(A\) is a vector subbundle such that the inclusion is a morphism of Lie algebroids. A Lie subalgebroid \(A'\) of a transitive Lie algebroid \(A\) is said to be a **reduction of** \(A\) if it is transitive and the base manifolds are equal.

Suppose that \(M' \subseteq M\) is a closed submanifold then, using the \((i_{A'}, i_{M'})\) — decomposition and extending functions, it satisfies that for all \(\alpha' \in \Gamma (A')\) there exists \(\alpha \in \Gamma (A)\) such that
\[
i_{A'} \circ \alpha' = \alpha \circ i_{M'}.
\]
So, Eq. (6) reduces to
\[
i_{A'} \circ [\alpha', \beta']_{M'} = [\alpha, \beta]_{M} \circ i_{M'}, \quad \forall \alpha', \beta' \in \Gamma (A').
\]

As a third step, let us give a sketch of the construction of the Lie algebroid of a Lie groupoid. Let \(\Gamma \Rightarrow M\) be a Lie groupoid. Consider the vector bundle \(\epsilon^* (\text{Ker} (T\beta)) : A\Gamma \to M\). Thus, the fibres will be interpreted as the tangent space of the \(\beta\)–fibres at the identities.

Now, consider the family \(X_L (\Gamma)\) of **left-invariant vector fields on** \(\Gamma\), i.e., the vector fields \(\Theta\) on \(\Gamma\) tangent to the \(\beta\)–fibres such that
\[
T_h L_g (\Theta (h)) = \Theta (g \cdot h),
\]
for all \(g, h \in \Gamma\) with \(\alpha (g) = \beta (h)\). Notice that, Eq. (7) implies that the left-invariant vector fields are characterized by their image at the identities. With this, and using in fact that the left-invariant vector fields are tangent to the \(\beta\)–fibres, the space of sections of \(A\Gamma\) is isomorphic to the space of left-invariant vector fields on \(\Gamma\) and this fact gives us a Lie algebra structure over the space of section of \(A\Gamma\). It is important to remark that the space of left-invariant vector fields on \(\Gamma\) is closed under the Lie bracket of vector fields. Finally, we will construct the anchor \(\sharp\) by restricting the tangent induced map of \(\alpha\), i.e.,
\[
\sharp (v_x) = T_{\epsilon (x)} \alpha (v_x),
\]
for all \(v_x \in \Gamma x\). It is not hard to prove that this three objects form a Lie algebroid called the **Lie algebroid of the Lie groupoid** \(\Gamma \Rightarrow M\) and denoted by \(A\Gamma\).

It is remarkable that each morphism between Lie groupoids induces a morphism between their respective Lie algebroids: mathematically speaking, this will imply that the construction induces a functor from the category of Lie groupoids to the category of Lie algebroids. In fact, let \(\Phi : \Gamma \to \Gamma'\) be a Lie groupoid morphism from the groupoid \(\Gamma \Rightarrow M\) to \(\Gamma' \Rightarrow M\) over the identity map on \(M\). Then, we can induce a map \(A\Phi\) from \(A\Gamma\) to \(A\Gamma'\) in the following way:
\[
A\Phi (v_x) = T_{\epsilon (x)} \Phi_x (v_x),
\]
for all \( v_\xi \in T_{t(x)}\Gamma^\xi \) where \( \Phi_\xi \) is the restriction of \( \Phi \) to the \( \beta \)-fibre \( \Gamma^\xi \). Then, \( A\Phi \) is a Lie algebroid morphism from \( A\Gamma \) to \( A\Gamma' \).

In particular, a Lie subgroupoid \( \Gamma \rightrightarrows M \) of a Lie groupoid \( \Gamma \rightrightarrows M \) induces a Lie subalgebroid \( A\Gamma \) of a Lie algebroid \( A\Gamma' \).

It is easy to realize that this construction generalizes the known one for Lie groups. So, if the Lie groupoid is a Lie group \( G \) associated Lie algebra \( \mathfrak{g} \). Then, the Lie algebroid is the associated Lie algebroid \( \mathfrak{g} \). On the other hand, for a manifold \( M \), it is immediate to check that the Lie algebroid of the pair groupoid \( M \times M \rightrightarrows M \) is the tangent bundle \( TM \) (with the structure of Lie algebroid induced by the Lie bracket of vector fields).

Finally, let \( M \times M \times G \) be the trivial Lie groupoid on \( M \) with group \( G \). Then, the associated Lie algebroid can be interpreted as the vector bundle \( A = TM \oplus (M \times G) \to M \) such that

1. The anchor \( \sharp : TM \oplus (M \times G) \to TM \) is the projection.
2. Lie algebra structure over the space of sections is given by:

\[
[\Theta \oplus f, \Xi \oplus g] = [\Theta, \Xi] \oplus (\Theta(g) - \Xi(f) + [f, g]),
\]

for all \( \Theta \oplus f, \Xi \oplus g \in \Gamma(A) \).

This Lie algebroid is called the **trivial Lie algebroid on \( M \) with structure algebra \( \mathfrak{g} \).**

Notice that, for each Lie algebroid \( (A \to M, \sharp, [, [, \cdot ]]) \) the anchor \( \sharp \) is a morphism of Lie algebroids from \( A \) to the tangent algebroid \( TM \).

Let us consider a Lie groupoid \( \Gamma \rightrightarrows M \) and \( A\Gamma \) its associated Lie algebroid. Then, the anchor \( \sharp \) of \( A\Gamma \) is the induced map of the anchor \( (\alpha, \beta) \) of \( \Gamma \), i.e.,

\[
A(\alpha, \beta) = \sharp.
\]

So, \( \Gamma \) is transitive implies that \( A\Gamma \) is transitive. In fact, the converse is also true and, hence, \( \Gamma \) is transitive if, and only if, \( A\Gamma \) is transitive.

Next, the 1–jets algebroid of a manifold \( M \) will be the Lie algebroid \( A\Pi^1(M, M) \) of the 1–jets groupoid \( \Pi^1(M, M) \) of \( M \). We will give a detailed description below.

Let \( (x^i) \) be a local coordinate system defined on some open subset \( U \subseteq M \). Then, by using Eq. (8), we can consider local coordinates on \( A\Pi^1(M, M) \) as follows

\[
A\Pi^1(U, U) = \left\{ (x^i, x^j, \delta^i_j), 0, v^i, v^j \right\} \cong (x^i, v^i, v^j).
\]

Let \( \Theta \) be a vector field on \( M \). Denote by \( \varphi_t^\Theta : U_t \to U_{-t} \) the (local) flow of \( \Theta \). Then, for each \( t \) we can construct a diffeomorphism,

\[
\Pi\varphi_t^\Theta : \Pi^1(U_{-t}, \mathcal{B}) \to \Pi^1(U_t, \mathcal{B}),
\]

such that

\[
\Pi\varphi_t^\Theta(g) = g \cdot j^1(\varphi_t^\Theta(\alpha(g)), \alpha(g))\varphi_t^\Theta.
\]

So, this flow induces a left-invariant vector field on \( \Pi^1(M, M) \) which generates a section of \( A\Pi^1(M, M) \) denoted by \( j^1(\Theta) \). \( j^1(\Theta) \) is called the **complete lift of \( \Theta \) on \( \Pi^1(M, M) \).**

Let \( (x^i) \) be a local chart of \( M \) and \( (x^i, y^j, y^j_i) \) be the induced local chart of \( \Pi^1(M, M) \). Assume that, locally, \( \Theta \) is written as follows,

\[
\Theta = \Theta^i \frac{\partial}{\partial x^i}.
\]
Then, locally, $j^1\Theta$ is expressed in the following way:

$$j^1\Theta = -\Theta_i^j \frac{\partial}{\partial x^i} + \frac{\partial \Theta^j}{\partial x^i} \frac{\partial}{\partial y^j}.$$  \hspace{1cm} (10)

Notice that $j^1\Theta$ can be equivalently induced by a $1-$jet of $\Theta$. Thus, $A\Pi^1 (M, M)$ can be interpreted as the bundle of 1–jets of vector fields on $M$.

As a last step, we will introduce a new Lie algebroid to give another interpretation of the 1–jets Lie algebroid.

**Definition 2.5.** Let $M$ be a manifold. A *derivation on $M$* is a $\mathbb{R}$–linear map $D : \mathfrak{X}(M) \to \mathfrak{X}(M)$ with a vector field $\Theta \in \mathfrak{X}(M)$ such that for each $f \in C^\infty(M)$ and $\Xi \in \mathfrak{X}(M)$,

$$D (f \Xi) = fD (\Xi) + \Theta (f) \Xi.$$  \hspace{1cm} (11)

We call $\Theta$ the *base vector field of $D$*. So, a derivation on $M$ is characterized by two geometrical objects, $D$ and $\Theta$.

A classical example of derivation is given by the bracket of vector fields on a manifold $M$. In fact, let $\Theta$ be a vector field on $M$, the operator given by fixing $\Theta$ in the Lie bracket $[\Theta, \cdot] : \mathfrak{X}(M) \to \mathfrak{X}(M)$, is a derivation on $M$ with $\Theta$ as base vector field.

Another example comes from the so called *covariant derivatives*. A covariant derivative on $M$ is a $\mathbb{R}$–bilinear map $\nabla : \mathfrak{X}(M) \times \mathfrak{X}(M) \to \mathfrak{X}(M)$ such that,

1. It is $C^\infty (M)$ –linear in the first variable.
2. For all $\Theta, \Xi \in \mathfrak{X}(M)$ and $f \in C^\infty (M)$,

$$\nabla_\Theta f \Xi = f\nabla_\Theta \Xi + \Theta (f) \Xi.$$  \hspace{1cm} (11)

Then, any vector field $\Theta \in \mathfrak{X}(M)$ generates a derivation on $A, \nabla_\Theta$, (with base vector field $\Theta$) fixing the first coordinate again, i.e.,

$$\nabla_\Theta : \mathfrak{X}(M) \to \mathfrak{X}(M),$$

such that

$$\nabla_\Theta (\Xi) = \nabla_\Theta \Xi, \forall \Xi \in \mathfrak{X}(M).$$

Associated to any covariant derivative $\nabla$ there are two important tensors:

- **Torsion:** $T (\Theta, \Xi) = \nabla_\Theta \Xi - \nabla_\Xi \Theta - [\Theta, \Xi], \forall \Theta, \Xi \in \mathfrak{X}(M)$.
- **Curvature:** $R (\Theta, \Xi) \chi = \nabla_\Theta \nabla_\Xi \chi - \nabla_\Xi \nabla_\Theta \chi - \nabla_{[\Theta, \Xi]} \chi, \forall \Theta, \Xi, \chi \in \mathfrak{X}(M)$.

A covariant derivative is said to be flat if its curvature is zero.

We will use the well-known result:

**Lemma 2.6.** Let $\nabla$ be a covariant derivative on a manifold $M$. $\nabla$ is flat and torsion-free if, and only if, there exists an atlas $(x^i)$ of $M$ such that

$$\nabla \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^i} = 0.$$  \hspace{1cm}

In general, for each local coordinates $(x^i)$ on $M$,

$$\nabla \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^i} = \sum_k \Gamma^k_{i,j} \frac{\partial}{\partial x^k}.$$  

The local functions $\Gamma^k_{i,j}$ are called *Christoffel symbols of $\nabla$ respect to $(x^i)$*. 
Now, the space of derivations on $M$ can be considered as the space of sections of a vector bundle $\mathcal{D}(TM)$ on $M$. We can endow this vector bundle with a Lie algebroid structure.

- Let $D_1, D_2$ be derivations on $M$, we can define $[D_1, D_2]$ as the commutator, i.e.,

$$[D_1, D_2] = D_1 \circ D_2 - D_2 \circ D_1.$$ 

A simple computation shows that the commutator of two derivations is again a derivation, indeed, the base vector field of $[D_1, D_2]$ is given by

$$[\Theta_1, \Theta_2],$$

where $\Theta_1$ and $\Theta_2$ are the base vector fields of $D_1$ and $D_2$ respectively.

- Let $D$ be a derivation on $M$, then $D^\sharp$ is its base vector field.

Thus, with this structure $\mathcal{D}(TM)$ is a transitive Lie algebroid called the Lie algebroid of derivations on $M$. The space of sections of $\mathcal{D}(TM)$, the derivations on $M$, will be denoted by $Der(TM)$.

Note that in this Lie algebroid the fibre-wise linear sections of $\sharp$ are $C^\infty(M)$ -- linear maps from $\mathfrak{x}(M)$ to $Der(TM)$. So, the space of fibre-wise linear sections of $\sharp$ is, indeed, the space of covariant derivatives on $M$. In fact, it is easy to see that a covariant derivative $\nabla$ is a Lie algebroid morphism (from the tangent algebroid to the algebroid of derivations) if, and only if, $\nabla$ is flat.

Finally, it is turn to relate this algebroid with the $1$--jets Lie algebroid. Consider $\Lambda \in \Gamma(\Pi^1(M,M))$ and $\Theta^\Lambda$ its associated left-invariant vector field on $\Pi^1(M,M)$. Denote by $\Phi^\Lambda_t : \mathcal{U}_t \to \mathcal{U}_{t-\epsilon}$ the flow of $\Theta^\Lambda$.

Then, we can define a (local) linear map $(\Phi^\Lambda_t)^* : \mathfrak{x}(M) \to \mathfrak{x}(M)$ satisfying

$$\{(\Phi^\Lambda_t)^* (\Theta)\} (x) = \Phi^\Lambda_t (\epsilon (x)) \{\Theta \left( (\alpha \circ \Phi^\Lambda_t) (\epsilon (x)) \right) \},$$

for each $\Theta \in \mathfrak{x}(M)$ and $x \in M$. Thus, we can define the following derivation on $M$,

$$D^\Lambda = \frac{\partial}{\partial t} (\Phi^\Lambda_t)^* \bigg|_{t=0}.$$

In other words, for each $\Theta \in \mathfrak{x}(M)$ and $x \in M$ we have

$$D^\Lambda \Theta (x) = \frac{\partial}{\partial t} (\Phi^\Lambda_t (\epsilon (x)) \{\Theta \left( (\alpha \circ \Phi^\Lambda_t) (\epsilon (x)) \right) \}) \bigg|_{t=0}.$$

Notice that, for all $f \in C^\infty(M)$

$$D^\Lambda f \Theta (x) = \frac{\partial}{\partial t} \left( \Phi^\Lambda_t (\epsilon (x)) \left( f \left( (\alpha \circ \Phi^\Lambda_t) (\epsilon (x)) \right) \right) \{\Theta \left( (\alpha \circ \Phi^\Lambda_t) (\epsilon (x)) \right) \} \right) \bigg|_{t=0}$$

$$= \frac{\partial}{\partial t} \left( f \left( (\alpha \circ \Phi^\Lambda_t) (\epsilon (x)) \right) \Phi^\Lambda_t (\epsilon (x)) \{\Theta \left( (\alpha \circ \Phi^\Lambda_t) (\epsilon (x)) \right) \} \right) \bigg|_{t=0}$$

$$= \Lambda^\sharp (x) (f) \Theta (x) + f(x) D^\Lambda \Theta (x).$$

It is immediate to prove that for each $\Theta \in \mathfrak{x}(M)$ one has that

$$D^\Lambda \Theta = [\Theta, \Xi], \forall \Xi \in \mathfrak{x}(M).$$

This construction gives us a linear map between the sections of the $1$--jets Lie algebroid and the algebroid of derivations which induces a Lie algebroid isomorphism $\mathcal{D} : \Pi^1(M,M) \to \mathcal{D}(A)$ over the identity map on $M$.

Notice that using this isomorphism, we can consider a one-to-one map from fibre-wise linear sections of $\sharp$ in $\Pi^1(M,M)$ to covariant derivatives over $M$. Thus,
having a fibre-wise linear section $\Delta$ of $\sharp$ in $\Pi^1 (M, M)$ we will denote its associated covariant derivative by $\nabla^\Delta$. Furthermore, $\Delta$ is a morphism of Lie algebroids if, and only if, $\nabla^\Delta$ is flat.

Next, we will show how locally the map $\mathcal{D}$ looks more natural:

**Lemma 2.7.** Let $M$ be a manifold and $\Lambda$ be a section of the 1−jets algebroid with local expression

$$\Lambda (x^i) = (x^i, \Lambda^j, \Lambda^j_i).$$

The matrix $\Lambda^j_i$ is (locally) the associated matrix to $D^\Lambda$, i.e.,

$$D^\Lambda \left( \frac{\partial}{\partial x^i} \right) = \sum_j \Lambda^j_i \frac{\partial}{\partial x^j},$$

and the base vector field of $D^\Lambda$ is $\Lambda^\sharp$ which is given locally by $(x^i, \Lambda^j)$.

Let $\Delta$ be a fibre-wise linear section of $\sharp$ in $\Pi^1 (M, M)$ and $\nabla^\Delta$ be its associated covariant derivative. Thus, for each $(x^i)$ local coordinate system on $M$

$$\Delta \left( x^i, \frac{\partial}{\partial x^j} \right) = \left( x^i, \frac{\partial}{\partial x^j}, \Delta^j_i \right),$$

where $\Delta^j_i$ depends on $\frac{\partial}{\partial x^j}$ linearly. Thus, we will change the notation as follows

$$\Delta^j_i \left( x^l, \frac{\partial}{\partial x^k} \right) = \Delta^j_{i,k} (x^l). \quad (14)$$

Therefore,

$$\nabla^\Delta \frac{\partial}{\partial x^i} = D^\Delta \left( \frac{\partial}{\partial x^j} \right) \frac{\partial}{\partial x^i} = \sum_k \Delta^k_{i,j} \frac{\partial}{\partial x^k},$$

where $\Delta \left( \frac{\partial}{\partial x^j} \right)$ is the (local) section of $\Pi^1 (M, M)$ given by

$$\Delta \left( \frac{\partial}{\partial x^j} \right) (x) = \Delta (x) \left( \frac{\partial}{\partial x^j} \right)_x.$$
where $V$ is a real vector space. Another equivalent way of considering $W$ is as a differentiable map

$$ W : \Pi^1(\mathcal{B}, \mathcal{B}) \rightarrow V, $$

which does not depend on the final point, i.e., for all $X, Y, Z \in \mathcal{B}$

$$ W \left( j^1_{X,Y} \phi \right) = W \left( j^1_{X,Z} \left( \tau Z - Y \circ \phi \right) \right), \quad \forall j^1_{X,Y} \phi \in \Pi^1(\mathcal{B}, \mathcal{B}), $$

where $\tau_v$ is the translation map on $\mathbb{R}^3$ by the vector $v$. This map will be called the response functional.

Notice that, using Eq. (15), we can define $W$ over $\Pi^1(B, \mathbb{R}^3)$, which is the open subset of $\Pi^1(\mathbb{R}^3, \mathbb{R}^3)$ given by the 1-jets of local diffeomorphisms from points of $B$ to points of $\mathbb{R}^3$.

Now, suppose that an infinitesimal neighbourhood of the material around the point $Y$ can be grafted so perfectly into a neighbourhood of $X$, that the graft cannot be detected by any mechanical experiment. If this condition is satisfied with every point $X$ of $B$, the body is said uniform. We can express this physical property in a geometric way as follows.

**Definition 3.1.** A body $\mathcal{B}$ is said to be uniform if for each two points $X, Y \in \mathcal{B}$ there exists a local diffeomorphism $\psi$ from an open neighbourhood $U \subseteq \mathcal{B}$ of $Y$ to an open neighbourhood $V \subseteq \mathcal{B}$ of $X$ such that $\psi(X) = Y$ and

$$ W \left( j^1_{Y,\kappa(Y)} \kappa \cdot j^1_{X,Y} \psi \right) = W \left( j^1_{Y,\kappa(Y)} \kappa \right), $$

for all infinitesimal deformation $j^1_{Y,\kappa(Y)} \kappa$. The 1-jets of local diffeomorphisms satisfying Eq. (16) are called material isomorphisms.

These kind of maps are going to be important. Let us show that the set of these maps can be endowed of a groupoid structure. For each two points we will denote by $G(X, Y)$ the collection of all 1-jets $j^1_{X,Y} \psi$ which satisfy Eq. (16). So, the set of all material isomorphisms can be written as follows,

$$ \Omega(\mathcal{B}) = \bigcup_{X, Y \in \mathcal{B}} G(X, Y). $$

Notice that the identities are material isomorphisms, and the composition and the inversion of 1-jets preserve Eq. (16). Hence, $\Omega(\mathcal{B})$ has structure of groupoid over $\mathcal{B}$ which is, indeed, a subgroupoid of the 1-jets groupoid $\Pi^1(\mathcal{B}, \mathcal{B})$. We will denote $\alpha^{-1}(X)$ (resp. $\beta^{-1}(X)$) by $\Omega_X(\mathcal{B})$ (resp. $\Omega^X(\mathcal{B})$). The elements of the isotropy group $G(X, X)$ will be called material symmetries at $X$.

So, the following result is obvious.

**Proposition 1.** Let $\mathcal{B}$ be a body. $\mathcal{B}$ is uniform if, and only if, $\Omega(\mathcal{B})$ is a transitive subgroupoid of $\Pi^1(\mathcal{B}, \mathcal{B})$.

Notice that, at general, we cannot ensure that $\Omega(\mathcal{B}) \subseteq \Pi^1(\mathcal{B}, \mathcal{B})$ is a Lie subgroupoid (see for instance [11, 14, 15]). Our assumption is that $\Omega(\mathcal{B})$ is in fact a Lie subgroupoid and, in this case, $\Omega(\mathcal{B})$ is said to be the material groupoid of $\mathcal{B}$.

As we have seen, a body is uniform if the function $W$ depends on the point $X$ precisely according to Equation (16). In addition, a body is said to be homogeneous if we can choose a global section of the material groupoid which is constant on the body, more precisely:

**Definition 3.2.** A body $\mathcal{B}$ is said to be homogeneous if it admits a global deformation $\kappa$ which induces a global section of $(\alpha, \beta)$ in $\Omega(\mathcal{B})$, $P$, i.e., for each $X, Y \in \mathcal{B}$

$$ P(X, Y) = j^1_{X,Y} \left( \kappa^{-1} \circ \tau_{\kappa(Y) - \kappa(X)} \circ \kappa \right), $$

where

$$ \tau_v \in \mathcal{B} \times \mathcal{B}, \quad \forall v \in \mathbb{R}^3. $$
where \( \tau_\kappa(Y) - \kappa(X) : \mathbb{R}^3 \to \mathbb{R}^3 \) denotes the translation on \( \mathbb{R}^3 \) by the vector \( \kappa(Y) - \kappa(X) \). \( \mathcal{B} \) is said to be \textit{locally homogeneous} if there exists a covering of \( \mathcal{B} \) by homogeneous open sets.

Suppose that \( \mathcal{B} \) is homogeneous. Then, if we take global coordinates \((x^i)\) given by the induced diffeomorphism \( \kappa \), we deduce that \( P \) is locally expressed by

\[
P(x^i, y^j) = \left( x^i, y^j, \delta_i^j \right).
\]

If \( \mathcal{B} \) is locally homogeneous we can cover \( \mathcal{B} \) by local sections of \((\alpha, \beta)\) in \( \Omega(\mathcal{B}) \) which satisfy Eq. \((\ref{eq:17})\). The (local) coordinates generated by these \( \kappa \)’s will be called \textit{homogeneous coordinates}.

4. \textbf{Integrability}. In this section we will do a purely mathematic development to study the notion of integrability of reduced subgroupoids of the 1-jets groupoid. This notion of integrability will be closely related with the notion of integrability of \( G \)-structures.

Note that there exists a Lie groupoid isomorphism \( L : \Pi^1(\mathbb{R}^n, \mathbb{R}^n) \to \mathbb{R}^n \times \mathbb{R}^n \times \text{Gl}(n, \mathbb{R}) \) over the identity map defined by

\[
L(j^1_{x,y} \cdot \phi) = (x, y, j^1_{0,0}(\tau_y \circ \phi \circ \tau_x)), \quad \forall j^1_{x,y} \cdot \phi \in \Pi^1(\mathbb{R}^n, \mathbb{R}^n),
\]

where \( \tau_v \) denote the translation on \( \mathbb{R}^n \) by the vector \( v \in \mathbb{R}^n \) and we are identifying \( \text{Gl}(n, \mathbb{R}) \) with the space of linear isomorphisms from \( T_0 \mathbb{R}^n \) to \( T_0 \mathbb{R}^n \) (i.e. the fibre of the frame bundle \( F \mathbb{R}^n \) at 0). So, if \( G \) is a Lie subgroup of \( \text{Gl}(n, \mathbb{R}) \), we can transport \( \mathbb{R}^n \times \mathbb{R}^n \times G \) by this isomorphism to obtain a reduced Lie subgroupoid of \( \Pi^1(\mathbb{R}^n, \mathbb{R}^n) \). This kind of reduced subgroupoids will be called \textit{standard flat} on \( \Pi^1(\mathbb{R}^n, \mathbb{R}^n) \).

Let \( U, V \subseteq M \) be two open subsets of \( M \). We denote by \( \Pi^1(U, V) \) the open subset of \( \Pi^1(M, M) \) defined by \((\alpha, \beta)^{-1}(U \times V)\). Note that if \( U = V \), then, \( \Pi^1(U, U) \) is, indeed, the 1-jets groupoid of \( U \) and, in this way, our notation is consistent.

\textbf{Definition 4.1.} A reduced subgroupoid \( \Pi^1_G(M, M) \) of \( \Pi^1(M, M) \) will be called \textit{integrable} if it is locally diffeomorphic to a standard flat on \( \Pi^1(\mathbb{R}^n, \mathbb{R}^n) \).

Before continuing with our discussion, we need to explain what we understand by “locally diffeomorphic” in this case. \( \Pi^1_G(M, M) \) is locally diffeomorphic to \( \mathbb{R}^n \times \mathbb{R}^n \times G \cong \mathbb{R}^n \) for some Lie subgroup \( G \) of \( \text{Gl}(n, \mathbb{R}) \) if for all \( x, y \in M \) there exist two open sets \( U, V \subseteq M \) with \( x \in U, \ y \in V \) and two local charts, \( \psi_U : U \to \U \) and \( \psi_V : V \to \V \), which induce a diffeomorphism

\[
\Psi_{U,V} : \Pi^1_G(U, V) \to \U \times \V \times G,
\]

such that \( \Psi_{U,V} = (\psi_U \circ \alpha, \psi_V \circ \beta, \overline{\Psi}_{U,V}) \), where

\[
\overline{\Psi}_{U,V} (j^1_{x,y} \cdot \phi) = j^1_{0,0}(\tau_{-\psi_V(y)} \circ \psi_V \circ \phi \circ \psi_U^{-1} \circ \tau_{\psi_U(x)}), \quad \forall j^1_{x,y} \cdot \phi \in \Pi^1(U, V).
\]

Notice that, \( \Pi^1_G(U, V) \) and \( \U \times \V \times G \) are Lie groupoids if, and only if, \( U = V \) and \( \U = \V \). Suppose that \( U = V \) and \( \U = \V \), then, for all \( x \in U \) \( \Psi_{U,U} (j^1_{x,x} \cdot Id) \in G \).

However, \( \Psi_{U,U} (j^1_{x,x} \cdot Id) \) is not necessarily the identity map and, hence, \( \Psi_{U,U} \) is not an isomorphism of Lie groupoids.

\textbf{Proposition 2.} Let \( \Pi^1_G(M, M) \) be a reduced Lie subgroupoid of \( \Pi^1(M, M) \). \( \Pi^1_G(M, M) \) is integrable if, and only if, we can cover \( M \) by local charts \( (\psi_U, U) \) which induce Lie groupoid isomorphisms from \( \Pi^1_G(U, U) \) to the restrictions of the standard flat over \( G \) to \( \psi_U(U) \).
Proof. On the one hand, suppose that $\Pi^1 (M,M)$ is integrable. Let $x_0 \in M$ be a point in $M$ and $\psi_U : U \to \overline{U}$ and $\psi_V : V \to \overline{V}$ be local charts through $x_0$ which induced diffeomorphism

$$
\Psi_{U,V} : \Pi^1_G (U,V) \to \overline{U} \times \overline{V} \times G.
$$

For each $y \in U \cap V$,

$$
\overline{\Psi}_{U,V} \left( j^{1}_{y,y} Id \right) = j^{1}_{0,0} (\tau_{-\psi_V(y)} \circ \psi_V \circ \psi_U^{-1} \circ \tau_{\psi_U(y)}) \in G.
$$

Then, for all $j^{1}_{x,y} \phi \in \Pi^1_G (U \cap V, U \cap V)$, we have

$$
j^{1}_{0,0} (\tau_{-\psi_V(y)} \circ \psi_V \circ \psi_U^{-1} \circ \tau_{\psi_U(x)}) = j^{1}_{0,0} (\tau_{-\psi_V(y)} \circ \psi_V \circ \psi_U^{-1} \circ \tau_{\psi_U(x)}) \in G.
$$

Therefore, denoting $U \cap V$ by $W$, the map

$$
\Psi_{W,W} : \Pi^1_G (W,W) \to \overline{W} \times \overline{W} \times G,
$$

is, indeed, a Lie groupoid isomorphism over $\psi_W$ where $\Psi_{W,W} = (\psi_W \circ \alpha, \psi_W \circ \beta, \overline{\Psi}_{W,W})$, $\psi_W$ is the restriction of $\psi_U$ to $W$ and for all $j^{1}_{x,y} \phi \in \Pi^1 (W,W)$,

$$
\overline{\Psi}_{W,W} \left( j^{1}_{x,y} \phi \right) = j^{1}_{0,0} (\tau_{-\psi_W(y)} \circ \psi_W \circ \psi_W^{-1} \circ \tau_{\psi_W(y)}).
$$

On the other hand, suppose that for each $x \in M$ there exists a local chart $(\psi_U, U)$ through $x$ which induces a Lie groupoid isomorphism over $\psi_U$, namely

$$
\Psi_{U,U} : \Pi^1_G (U,U) \to \overline{U} \times \overline{U} \times G,
$$

such that $\Psi_{U,U} = (\psi_U \circ \alpha, \psi_U \circ \beta, \overline{\Psi}_{U,U})$, where for each $j^{1}_{x,y} \phi \in \Pi^1 (U,U)$,

$$
\overline{\Psi}_{U,U} \left( j^{1}_{x,y} \phi \right) = j^{1}_{0,0} (\tau_{-\psi_U(y)} \circ \psi_U \circ \psi_U^{-1} \circ \tau_{\psi_U(x)}).
$$

Take open sets $U, V \subseteq M$ such that there exist $\psi_U$ and $\psi_V$ satisfy Eq. (19). Suppose that $U \cap V \neq \emptyset$. Then, for all $x, y \in U \cap V$, we have

$$
j^{1}_{0,0} (\tau_{-\psi_U(y)} \circ \psi_U \circ \psi_U^{-1} \circ \tau_{\psi_U(x)}) = j^{1}_{0,0} (\tau_{-\psi_V(x)} \circ \psi_V \circ \psi_U^{-1} \circ \tau_{\psi_U(x)}) \in G.
$$

Fixing $Z \in U \cap V$, we consider

$$
j^{1}_{0,0} (\tau_{-\psi_V(Z)} \circ \psi_U \circ \psi_U^{-1} \circ \tau_{\psi_U(Z)}) \in A \in Gl (n, \mathbb{R}).
$$

Furthermore, it is also true that

$$
A \cdot G \cdot A^{-1} = G.
$$

In fact,

$$
G = \{ j^{1}_{x,y} (\tau_{-\psi_U(y)} \circ \psi_U \circ \psi_U^{-1} \circ \tau_{\psi_U(y)}) / j^{1}_{x,y} \phi \in \Pi^1_G (U,U) \}.
$$

So, we define the diffeomorphism $\overline{\Psi}_V \triangleq A \cdot \psi_V : V \to A \cdot \overline{V}$. Then, using Eq. (20) for all $y \in U \cap V$, we deduce that

$$
j^{1}_{0,0} (\tau_{-\psi_V(y)} \circ \psi_V \circ \psi_U^{-1} \circ \tau_{\psi_U(y)}) = j^{1}_{0,0} A \cdot (\tau_{-\psi_V(y)} \circ \psi_V \circ \psi_U^{-1} \circ \tau_{\psi_U(y)})
$$

$$
= A \cdot j^{1}_{0,0} (\tau_{-\psi_V(y)} \circ \psi_V \circ \psi_U^{-1} \circ \tau_{\psi_U(y)}) \in G.
$$

In this way, we consider

$$
\Psi_{U,V} : \Pi^1_G (U,V) \to \overline{U} \times A \cdot \overline{V} \times G
$$

$$
j^{1}_{x,y} \phi \mapsto (\psi_U (x), \overline{\psi}_V (y)), \overline{\Psi}_{U,V} \left( j^{1}_{x,y} \phi \right).
$$

where,

$$
\overline{\Psi}_{U,V} \left( j^{1}_{x,y} \phi \right) = j^{1}_{0,0} (\tau_{-\psi_V(y)} \circ \psi_V \circ \psi_U^{-1} \circ \tau_{\psi_U(x)}).
$$
We will check that $\Psi_{U,V}$ is well-defined. We fix $j^1_{x,y} \phi \in \Pi^1_G (U, V)$. Then, we can consider two cases:

(i) $y \in U \cap V$. Then, using Eq. (22)

$$j^1_{0,0} \left( \tau_{-\psi_U(y)} \circ \Psi_U \circ \phi \circ \psi_{U}^{-1} \circ \tau_{\psi_U(x)} \right) = \Psi_{U,V} \left( \tau_{-\psi_U(y)} \circ \psi_U \circ \phi \circ \psi_{U}^{-1} \circ \tau_{\psi_U(x)} \right) \in G.$$

(ii) $y \notin U \cap V$. Then,

$$j^1_{x,x} \left( \psi_{V}^{-1} \circ \tau_{\psi_V(x)-\psi_V(y)} \circ \psi_V \circ \phi \right) \triangleq j^1_{x,x} \phi \in \Pi^1_G (M, M).$$

Hence,

$$j^1_{0,0} \left( \tau_{-\psi_U(y)} \circ \Psi_U \circ \phi \circ \psi_{U}^{-1} \circ \tau_{\psi_U(x)} \right) = A \cdot j^1_{0,0} \left( \tau_{-\psi_U(y)} \circ \psi_U \circ \phi \circ \psi_{U}^{-1} \circ \tau_{\psi_U(x)} \right) = A \cdot j^1_{0,0} \left( \tau_{-\psi_U(y)} \circ \psi_U \circ \phi \circ \psi_{U}^{-1} \circ \tau_{\psi_U(x)} \right) = j^1_{0,0} \left( \tau_{-\psi_U(y)} \circ \psi_U \circ \phi \circ \psi_{U}^{-1} \circ \tau_{\psi_U(x)} \right) \in G.$$

Thus, it is immediate to prove that $\Psi_{U,V}$ is a diffeomorphism which commutes with the restrictions of the structure maps.

Finally, if $U \cap V = \emptyset$ we can find a finite family of local neighbourhoods $\{V_i\}_{i=1,...,k}$ such that

(i) $U = V_1$

(ii) $V = V_k$

(iii) $V_i \cap V_{i+1} \neq \emptyset, \forall i$

Thus, we can find $\Psi_{U,V}$ following a similar procedure than above.

Using this result, we can prove that a reduced subgroupoid $\Pi^1_G (M, M)$ of $\Pi^1 (M, M)$ is integrable respect to two different Lie groups $G$ and $\tilde{G}$ if, and only if, $G$ and $\tilde{G}$ are conjugated.

There is a special reduced subgroupoid of $\Pi^1 (M, M)$ which will play an important role in the following. A trivial reduced subgroupoid of $\Pi^1 (M, M)$ or parallelism of $\Pi^1 (M, M)$ is a reduced subgroupoid of $\Pi^1 (M, M)$, $\Pi^1_G (M, M) \Rightarrow M$, such that for each $x, y \in M$ there exists a unique 1-jet $j^1_{x,y} \phi \in \Pi^1_G (M, M)$. So, equivalently, a parallelism can be interpret as a section $P : M \times M \rightarrow \Pi^1 (M, M)$ of $(\alpha, \beta)$ which is a morphism of Lie groupoids (over the identity map on $M$). Using this, we can also speak about integrable sections of $(\alpha, \beta)$.

Now, let us consider the induced coordinates given in Eq. (2). Then, an integrable section $P$ can be written locally as follows,

$$P \left( x^i, y^j \right) = \left( x^{i}, y^{j}, \delta_{i}^{j} \right),$$

or equivalently

$$P \left( x, y \right) = j^1_{x,y} \left( \psi^{-1} \circ \tau_{\psi(y)-\varphi(x)} \circ \varphi \right),$$

for some two local charts $(\varphi, U), (\psi, V)$ on $M$.

Next, analogously to the case of $G$–structures, we can characterize the integrable subgroupoids using (local) integrable sections. However, in this case it is not so easy because having a reduced subgroupoid we do not have a fixed structured group $G$. Let $\Pi^1_G (M, M)$ be a reduced subgroupoid of $\Pi^1 (M, M)$ and $Z_0 \in FM$, where $FM$
is the linear frame bundle of \( M \) (see [4] for a detailed study on the geometry of frame bundles), be a linear frame at \( z_0 \in M \). Then, we define

\[
G := \{ Z_0^{-1} \cdot g \cdot Z_0 / g \in \Pi^1_G (M, M)_{z_0} \} = Z_0^{-1} \cdot \Pi^1_G (M, M)_{z_0} \cdot Z_0, \tag{24}
\]

Therefore, \( G \) is a Lie subgroup of \( \text{Gl}(n, \mathbb{R}) \). This Lie group will be called associated Lie group to \( \Pi^1_G (M, M) \). Note that, as a difference with \( G \)-structures, we don’t have a unique Lie group \( G \) but all of them are conjugated.

**Proposition 3.** A reduced subgroupoid \( \Pi^1_G (M, M) \) of \( \Pi^1 (M, M) \) is integrable if, and only if, for each two points \( x, y \in M \) there exist coordinate systems \( (x^i) \) and \( (y^j) \) over \( U, V \subseteq M \), respectively with \( x \in U \) and \( y \in V \) such that the local section,

\[
P (x^i, y^j) = \left( x^i, y^j, \delta^i_j \right), \tag{25}
\]

takes values into \( \Pi^1_G (M, M) \).

**Proof.** First, it is obvious that if \( \Pi^1_G (M, M) \) is integrable then, we can restrict the maps \( \Psi^{-1}_{U,V} \) to \( U \times V \times \{ e \} \) to get (local) integrable sections of \( (\alpha, \beta) \) which takes values on \( \Pi^1_G (M, M) \).

Conversely, in a similar way to Proposition 2 we claim that for each \( x \in M \) there exists an open set \( U \subseteq M \) with \( x \in U \) and \( P : U \times U \to \Pi^1_G (U, U) \) an integrable sections of \( (\alpha, \beta) \) given by

\[
P (x, y) = j_{1,0}^1 (\psi^{-1}_U \circ \phi \circ \psi_U (x)) \cdot \psi_U \cdot \psi_U \circ \phi \circ \psi_U (x),
\]

where \( \psi_U : U \to U \) is a local chart at \( x \).

Then, we can build the map \( \Psi^{-1}_{U,U} : U \times U \times \{ e \} \to \Pi^1_G (U, U) \), defined in the obvious way.

Now, let \( z_0 \in U \) be a point at \( U \), \( Z_0 \triangleq j_{0, z_0}^1 (\psi^{-1}_U \circ \phi \circ \psi_U (z_0)) \in FU \) be a frame at \( z_0 \) and \( G \) be the Lie subgroup satisfying Eq. (24). Then, we can define

\[
\Psi_{U,U} : \Pi^1_G (U, U) \to U \times U \times G,
\]

where for each \( j_{z_0, z_0}^1 \phi \in \Pi^1_G (z_0) \) and \( x, y \in U \) we define

\[
\Psi_{U,U} (x, y, Z_0^{-1} \cdot j_{z_0, z_0}^1 \phi \cdot Z_0) = j_{0, \psi^{-1}_U (y)}^1 (\psi^{-1}_U \circ \phi \circ \psi_U (x)) \cdot Z_0^{-1} \cdot j_{z_0, z_0}^1 \phi \cdot Z_0 \cdot j_{\psi^{-1}_U (x), 0}^1 (\tau_x \circ \psi_U).
\]

Hence the map \( \Psi_{U,U} : U \times U \times G \to \Pi^1_G (U, U) \) is an isomorphism of Lie groupoids induced by \( \psi_U \).

To end the proof, we only have to use Proposition 2. \( \square \)

As we have noticed, this notion of integrability is closely related with the integrability of \( G \)-structures. In fact, for each \( G \)-structure \( \omega_G (M) \) on \( M \) we consider the following set,

\[
\mathcal{G} (\omega_G (M)) = \{ L_y \cdot [L_x^{-1}] / L_x, L_y \in \omega_G (M) \}. \tag{26}
\]

It is not hard to prove that \( \mathcal{G} (\omega_G (M)) \) is a reduced subgroupoid of \( \Pi^1 (M, M) \). Conversely, for all reduced subgroupoid \( \Pi^1_G (M, M) \) of \( \Pi^1 (M, M) \) and all frame \( Z_0 \in FM \) at \( z_0 \in M \), there exists a \( G \)-structure,

\[
\omega_G (M) = \Pi^1_G (M, M)_{z_0} \cdot Z_0,
\]
such that
\[ G(\omega_G(M)) = \Pi^1_G(M, M). \]
With this, we can claim that a \( G \)-structure \( \omega_G(M) \) is integrable if, and only if, its associated Lie subgroupoid \( G(\omega_G(M)) \) of \( \Pi^1(M, M) \) is integrable.

Now, we want to work with the notion of integrability in the associated Lie algebroid of the 1-jets groupoid. Let \( U \subseteq M \) be an open subset of \( M \). We denote by \( \Pi^1(U, U) \) the open Lie subalgebroid of \( \Pi^1(M, M) \) defined by the associated Lie algebroid of \( \Pi^1(U, U) \).

**Definition 4.2.** Let \( \Pi^1_G(M, M) \) be a Lie subalgebroid of \( \Pi^1(M, M) \). \( \Pi^1_G(M, M) \) is said to be integrable by \( G \) if it is locally isomorphic to the trivial algebroid \( T\mathbb{R}^n \oplus (\mathbb{R}^n \times g) \), where \( g \) is the Lie algebra of the Lie subgroup \( G \) of \( GL(n, \mathbb{R}) \).

Again, “locally isomorphic” means that we are inducing local coordinates from the base in the natural way. It is not hard to prove that a Lie subalgebroid \( \Pi^1_G(M, M) \) of \( \Pi^1(M, M) \) is integrable by \( G \) if, and only if, it is the associated Lie algebroid of an integrable Lie subgroupoid \( \Pi^1_G(M, M) \) of \( \Pi^1(M, M) \).

Analogously to the case of 1-jets groupoid, a parallelism of \( \Pi^1(M, M) \) is an associated Lie algebroid of a parallelism of \( \Pi^1(M, M) \). Hence, a parallelism is a section of \( \sharp \) which is a morphism of Lie algebroids. In this way, we will also speak about integrable sections of \( \sharp \). Notice that, any morphism of Lie algebroid \( \Delta : TM \to \Pi^1(M, M) \) can be integrated to a morphism of Lie groupoids from \( P : M \times M \to \Pi^1(M, M) \) such that
\[ AP = \Delta. \]
This is just an application of a generalization of the Lie’s second fundamental theorem from Lie groups to Lie groupoids (see for instance [24]).

Let \( \alpha, \beta \) be a local coordinate system defined on some open subset \( U \subseteq M \). Notice that each integrable section of \( \Pi^1(M, M) \), \( P \), is a Lie groupoid morphism. Hence, \( P \) induces a Lie algebroid morphism \( AP : TM \to \Pi^1(M, M) \) which is a section of \( \sharp \). So, taking into account that, locally,
\[ P(x^i, y^j) = (x^i, y^j, \delta_i^j), \]
we have that each integrable section can be written locally as follows
\[ AP(x^i, \frac{\partial}{\partial x^i}) = (x^i, \frac{\partial}{\partial x^i}, 0). \]

Now, using Proposition 3, we have the following analogous proposition.

**Proposition 4.** A reduced subalgebroid \( \Pi^1_G(M, M) \) of \( \Pi^1(M, M) \) is integrable by \( G \) if, and only if, there exist local integrable sections of \( \sharp \) covering \( M \) which takes values on \( \Pi^1_G(M, M) \).

Equivalently, for each point \( x \in M \) there exists a local coordinate system \( (x^i) \) over an open set \( U \subseteq M \) with \( x \in U \) such that the local sections
\[ \Delta(x^i, \frac{\partial}{\partial x^i}) = (x^i, \frac{\partial}{\partial x^i}, 0), \]
are in \( \Pi^1_G(M, M) \).

Finally, we will use the algebroid of derivations on \( TM \). Thus, taking into account that the map \( \mathcal{D} : \Gamma(\Pi^1(M, M)) \to Der(TM) \) defines a Lie algebroid isomorphism...
Proposition 5. Let $\Delta$ be a fibre-wise linear section of $\sharp$ in the 1–jets Lie algebroid, $\Pi^1 (M, M)$. Then, it is integrable if, and only if, the covariant derivative $\nabla\Delta$ is flat and torsion-free. Equivalently, a $\Delta$ section of $\sharp$ which is a morphism of Lie algebroids is integrable if, and only if, the covariant derivative $\nabla\Delta$ is torsion-free.

This permits us to say that a reduced subgroupoid $\Pi^1_G (M, M)$ of $\Pi^1 (M, M)$ is integrable if, and only if, $M$ can be covered by (local) torsion-free flat covariant derivatives which takes values in $D (\Pi^1_G (M, M))$.

5. **Application to material bodies.** This section is devoted to apply our results to the theory of material bodies.

Let $B$ be a body. Taking into account the definition of homogeneity (see Definition 3.2) and the above result we can state the following proposition:

Proposition 6. Let $B$ be a uniform body. If $B$ is homogeneous then $\Omega (B)$ is integrable. Conversely, $\Omega (B)$ is integrable implies that $B$ is locally homogeneous.

Notice that Eq. (26) proves that our definition of homogeneity (which is given using the material groupoid) is, indeed, equivalent to that used in [5] (see [6] or [31]; see also [2] and [23]) where the authors use $G$–structures to characterize this property.

Next, let us consider the induced subalgebroid of material groupoid, $A \Omega (B)$. This Lie algebroid will be called *material algebroid of $B$.*

Take $\Lambda \in \Gamma (A \Omega (B))$. So, the flow of the left-invariant vector field $X_\Lambda$, $\{ \varphi^A_t \}$, can be restricted to $\Omega (B)$.

Hence, for any infinitesimal deformation $g$, we have

$$ W (\varphi^A_t (g)) = W (\varphi^A_t (g \cdot \epsilon (\alpha (g)))) = W (g \cdot \varphi^A_t (\epsilon (\alpha (g)))) = W (g). $$

Thus, for each $g \in \Pi^1 (B, B)$, we deduce

$$ TW (X_\Lambda (g)) = \frac{\partial}{\partial t} (W (\varphi^A_t (g))) \big|_0 = \frac{\partial}{\partial t} (W (g)) \big|_0 = 0. $$

Therefore,

$$ TW (X_\Lambda) = 0. \quad (27) $$

Conversely, it is easy to prove that Eq. (27) implies that $\Lambda \in \Gamma (A \Omega (B))$.

In this way, the material algebroid can be defined without using the material groupoid by imposing Eq. (27). Thus, we can characterize the homogeneity and uniformity using only the material Lie algebroid.

Proposition 7. Let $B$ be a simple body. Then, $B$ is uniform if, and only if, $A \Omega (B)$ is transitive.

Let us assume that a section $\Lambda$ of the material algebroid $A \Omega (B)$ has the following local expression,

$$ \Lambda (x^i) = \left( x^i, \Lambda^i, \Lambda^j_i \right), $$

for a given local coordinates $\{ x^i \}$ on $B$. Then, Eq. (27) can be written as follows,

$$ \Lambda^k \frac{\partial W}{\partial x^k} + F^r_m \Lambda^m_r \frac{\partial W}{\partial x^r} = 0. \quad (28) $$

So, the uniformity of the material is linked to the properties of Eq. (28).
Proposition 8. Let $B$ be a uniform body. If $B$ is homogeneous, then, $A\Omega (B)$ is integrable by a Lie subgroup $G$ of $Gl(n, \mathbb{R})$. Conversely, if $A\Omega (B)$ is integrable by $G$ then $B$ is locally homogeneous.

Using Proposition 4, this result can be expressed locally as follows.

Proposition 9. Let $B$ be a uniform body. $B$ is locally homogeneous if and only if for each point $x \in B$ there exists a local coordinate system $(x^i)$ over $U \subseteq B$ with $x \in U$ such that the local section of $\sharp$, $\Delta (x^i, \frac{\partial}{\partial x^i}) = (x^i, \frac{\partial}{\partial x^i}, 0)$, takes values in $A\Omega (B)$.

Therefore, denoting by $D(B)$ to the Lie subalgebroid of the derivation algebroid on $B$, $D(A\Omega (B)) \leq D(TB)$, we can give the following result:

Theorem 5.1. Let $B$ be a uniform body.

(i) $B$ is homogeneous, if and only if, there exists a (global) torsion-free and flat covariant derivative on $B$ which takes values in $D(B)$.

(ii) $B$ is locally homogeneous if, and only if, $B$ can be covered by (local) torsion-free and flat covariant derivatives which takes values in $D(B)$.

6. Example. We will use Proposition 9 to work with an example. We will consider a model of a so-called simple liquid crystal. These simple materials were introduced by Coleman [3] and Wang [30].

Let $B$ be a simple body (we will assume that $B$ is an open subset of $\mathbb{R}^3$ by taking the image by the reference configuration) with a mechanical response $W : \Pi^1(B, B) \rightarrow V$ such that for all $h = j^1_{X,Y}\phi \in \Pi^1(B, B)$ we have

$$W(h) = \hat{W}(r(h), J(h)),$$

where, denoting by $F$ the associated matrix to $j^1_{X,Y}\phi$ (with respect to the canonical basis of $B$),

- $r(j^1_{X,Y}\phi) = g(Y)(T_X\phi(e(X)), T_X\phi(e(X)))$
- $J(j^1_{X,Y}\phi) = \det (F)$

with $e \in \mathfrak{X}(B)$ a vector field which is not zero at any point and $g$ a Riemannian metric on $\mathbb{R}^3$. Notice that the tangent bundle $TB$ is canonically isomorphic to $B \times \mathbb{R}^3$. So, for each $Y \in B$, $g(Y)$ can be seen as a inner product on $\mathbb{R}^3$. Then, the expression of $r$ turns into the following,

$$r(j^1_{X,Y}\phi) = g(Y)(F \cdot (e^i(X)), F \cdot (e^i(X))),$$

where, by using the canonical isomorphism $TB \rightarrow B \times \mathbb{R}^3$, for all $X \in B$ $e(X) = (X, e^i(X))$. We will use both expressions with the same notation.

Now, we want to study the condition which characterizes the material algebroid: A left-invariant vector field $\Theta \in \mathfrak{X}_L(\Pi^1(B, B))$ restricts to a section of $A\Omega (B)$ if, and only if,

$$\Theta (W) = 0.$$

So, we should study $TW$ over left-invariant vector fields. Let $\Theta \in \mathfrak{X}_L(\Pi^1(B, B))$ be a left-invariant vector field and consider the canonical local system of coordinates.
\((X^i)\) in \(\mathbb{R}^3\). We will denote by \(\left( X^i, Y^j, F^j_i \right) \) the induced local coordinates of \((X^i)\) in \(\Pi^1 (\mathcal{B}, \mathcal{B})\). The local expression of \(\Theta\) will be denoted as follows,

\[
\Theta \left( X^i, Y^j, F^j_i \right) = \left( \left( X^i, Y^j, F^j_i \right), \delta X^i, 0, F^j_i \delta P^i_j \right).
\]

Now, we will begin given the derivatives of \(r\) and \(J\). For each \(W \in \text{gl}(3, \mathbb{R})\) and \(v \in \mathbb{R}^3\) we have that,

\[
\begin{align*}
\text{(i)} \quad & \frac{\partial r}{\partial X} (v) \bigg|_{j^1 \phi, Y \phi} = 2g (Y) \left( T_X \phi (e (X)), T_X \phi \left( \frac{\partial e}{\partial X} (v) \bigg|_X \right) \right), \\
\text{(ii)} \quad & \frac{\partial r}{\partial F} (W) \bigg|_{j^1 \phi, Y \phi} = 2g (Y) \left( F \cdot (e^i (X)), W \cdot (e^i (X)) \right), \\
\text{(iii)} \quad & \frac{\partial J}{\partial F} (W) \bigg|_{j^1 \phi, Y \phi} = \text{det} (F) Tr \left( F^{-1} \cdot W \right).
\end{align*}
\]

Here \(F\) is the Jacobian matrix of \(\phi\) at \(X\) and \(\frac{\partial e}{\partial X} (v) \bigg|_X\) is the vector at \(X\) such that

\[
\frac{\partial e}{\partial X} (v) \bigg|_X = \left( X, \frac{\partial e^i}{\partial X^j} \bigg|_X v^j \right).
\]

Hence, \(\Theta\) restricts to a section of the material algebroid \(A \Omega (\mathcal{B})\) if, and only if,

\[
0 = 2 \frac{\partial W}{\partial r} \bigg|_{j^1 \phi, Y \phi} g (Y) \left( T_X \phi (e (X)), T_X \phi \left( \frac{\partial e}{\partial X} (\delta X^i (X)) \bigg|_X \right) \right) + \\
+2 \frac{\partial W}{\partial r} \bigg|_{j^1 \phi, Y \phi} g (Y) \left( F \cdot (e^i (X)), F^j_i \delta P^i_j (X) \cdot (e^i (X)) \right) + \\
+ \text{det} (F) \frac{\partial W}{\partial J} \bigg|_{j^1 \phi, Y \phi} Tr \left( \delta P^j_i (X) \right),
\]

for all \(j^1 \phi, Y \phi \in \Pi^1 (\mathcal{B}, \mathcal{B})\). So, a sufficient but not necessary condition would be

\[
\begin{align*}
\text{(1)} \quad & Tr \left( \delta P^j_i (X) \right) = 0, \\
\text{(2)} \quad & g (Y) \left( F \cdot (e^i (X)), F^m_n \cdot \left( \frac{\partial e}{\partial X} (\delta X^m (X)) \bigg|_X + \delta P^i_j (X) \cdot (e^i (X)) \right) \right) = 0,
\end{align*}
\]

for all 1–jets of local diffeomorphisms \(j^1 \phi, Y \phi \) on \(\mathcal{B}\). By using that \(g\) is non-degenerate and \(e (X)\) is non-zero, we turn these conditions into the following

\[
\begin{align*}
\text{(1)'} \quad & \delta P^j_i = 0, \\
\text{(2)'} \quad & \left( \frac{\partial e}{\partial X^j} \delta X^l + \delta P^l_j e^l \right) = 0, \forall j,
\end{align*}
\]

where \(e^j\) are the coordinates of \(e\) respect to \((X^j)\).

Let us now study the uniformity of the material. By using Proposition 7 \(\mathcal{B}\) is uniform if, and only if, the material algebroid of \(\mathcal{B}\) is transitive.

Let \(V_X = (X, V^j)\) be a vector at \(X \in \mathcal{B}\). Then, we should find a (local) left-invariant vector field \(\Theta\) such that

\[
\bullet \Theta (W) = 0.
\]
• $T_{\epsilon(X)} \alpha \left( \Theta \left( \epsilon \left( X \right) \right) \right) = V_X$,

where $\epsilon$ and $\alpha$ are the identities map and the source map of the material groupoid respectively.

Let us fix the local expression of $\Theta$ as follows,

$$\Theta \left( X^i, Y^j, F^j_i \right) = \left( \left( X^i, Y^j, F^j_i \right), \delta X^i, 0, F^j_i \delta P^i_j \right).$$

Then,

$$T_{\epsilon(X)} \alpha \left( \Theta \left( \epsilon \left( X \right) \right) \right) = \left( X^i \left( X \right), \delta X^i \left( X \right) \right).$$

So, it should satisfy that,

$$\delta X^i \left( X \right) = V^i, \forall i.$$ 

By taking into account identities (1)' and (2)', it is enough to find a family of (local) maps $A^j_i$ from the body to the space of matrices satisfying that

$$\begin{align*}
(1)'' & \quad A^i_i = 0. \\
(2)'' & \quad \frac{\partial e^j_i}{\partial X^i} V^j = -A^j_i e^j_i, \forall j,
\end{align*}$$

It is just an easy exercise to prove that there are infinite solutions $A^j_i$ of the equations (2)'' and (2)' and, hence, $\mathcal{B}$ is uniform.

From now on, we will assume that $\hat{W}$ is an immersion. In that way, (1)' and (2)' are also necessary conditions.

Next, we will study the condition of (local) homogeneity. As we know (Proposition 9) $\mathcal{B}$ is (locally) homogeneous if, and only if, there exists a local system of coordinates $(x^i)$ such that the local section of $\sharp$, 

$$\Delta \left( x^i, \frac{\partial}{\partial x^i} \right) = \left( x^i, \frac{\partial}{\partial x^i}, 0 \right),$$

takes values in the material algebroid $A\Omega \left( \mathcal{B} \right)$. Equivalently,

$$\frac{\partial W}{\partial x^i} = 0, \forall i. \quad (29)$$

So, let us study this equality. Notice that,

$$\frac{\partial W}{\partial x^i} = \frac{\partial \hat{W}}{\partial r} \frac{\partial r}{\partial x^i} + \frac{\partial \hat{W}}{\partial J} \frac{\partial J}{\partial x^i}.$$

Thus, by using that $\hat{W}$ is an immersion, $(x^i)$ are homogeneous coordinates if, and only if,

$$\begin{align*}
(1)''' & \quad \frac{\partial r}{\partial x^i} = 0, \forall i. \\
(2)''' & \quad \frac{\partial J}{\partial x^i} = 0, \forall i.
\end{align*}$$

Observe that the form of $\hat{W}$ is not important to evaluate the (local) homogeneity of $\mathcal{B}$ as long as $\hat{W}$ is an immersion.
Let \((x^i)\) be a system of homogeneous coordinates on \(\mathcal{B}\). Then, for each \(j^1_{X,Y} \phi \in \Pi^1 (\mathcal{B}, \mathcal{B})\)
\[
r (j^1_{X,Y} \phi) = g(Y) \left( T_X \phi (e(X)) , T_X \phi (e(X)) \right)
= g(Y) \left( T_X \phi \left( e^i(X) \frac{\partial}{\partial x^i} \right) , T_X \phi \left( e^j(X) \frac{\partial}{\partial x^j} \right) \right)
= e^i(X) e^j(X) \frac{\partial \phi^k}{\partial x^i} \left|_X \right. \cdot \frac{\partial \phi^l}{\partial x^j} \left|_X \right. g_{kl}(Y),
\]
where, in this case, \(e^j\) are the coordinates of \(e\) respect to \((x^i)\). So, considering the induced coordinates \((x^i, y^j, y^j_i)\) of \((x^i)\) on \(\Pi^1(\mathcal{B}, \mathcal{B})\) we have that
\[
r \circ (x^i, y^j, y^j_i)^{-1} \left( \tilde{X}, \tilde{Y}, \tilde{F} \right) = e^i(X) e^j(X) \tilde{F}^k_i \tilde{F}^l_j g_{kl}(Y) , \forall \left( \tilde{X}, \tilde{Y}, \tilde{F} \right).
\]
In this way,
\[
\frac{\partial r}{\partial x^k} \bigg|_{j^1_{X,Y} \phi} = 2 \frac{\partial e^i}{\partial x^k} \bigg|_X e^j(X) \tilde{F}^k_i \tilde{F}^l_j g_{kl}(Y).
\]
Hence, by using the non-degeneracy of \(g\) we have that \(\frac{\partial r}{\partial x^k} = 0\) if, and only if,
\[
\frac{\partial e^i}{\partial x^k} = 0 , \forall i.
\]
With this, \((1)^*\) is satisfied if, and only if, the vector field \(e\) is constant respect to \((x^i)\), i.e.,
\[
e = \lambda^i \frac{\partial}{\partial x^i}, \lambda^i \equiv \text{Const}.
\]
Next, we will study condition \((2)^*\). Notice that,
\[
\frac{\partial J}{\partial x^i} = \frac{\partial J}{\partial F^l_{m|\tilde{F}}} \frac{\partial F^l_{m}}{\partial x^i}
\]
Using the derivative of \(J\) (which we have shown above), we have that
\[
\frac{\partial J}{\partial F^l_{m|\tilde{F}}} = \det \left( \tilde{F} \right) \left( \tilde{F}^{-1} \right)^l_m.
\]
Then, \((2)^*\) is satisfied if, and only if,
\[
\frac{\partial F^l_{m}}{\partial x^i} = 0 , \forall i,l,m.
\]
Observe that
\[
\frac{\partial F^l_{m}}{\partial x^k} \bigg|_{j^1_{X,Y} \phi} = \frac{\partial F^l_{m} \circ (x^i, y^j, y^j_i)^{-1}}{\partial X^k} \bigg|_{(\tilde{X}, \tilde{Y}, \tilde{F})} = \frac{\partial}{\partial X^k} \left( \frac{\partial X^i \circ (y^j)^{-1} \circ \tilde{F}^k_r \circ \left[ \frac{\partial X^r \circ (x^i)^{-1}}{\partial X^m} \left|_X \right. \right] \circ \tilde{F}^l_j g_{kl}(Y) \right) \bigg|_{(\tilde{X}, \tilde{Y}, \tilde{F})}.
\]
i.e.,
\[
\frac{\partial F_m}{\partial x^k} \bigg|_{\tilde{X}, \phi} = 0,
\]
if, and only if,
\[
\frac{\partial}{\partial x^k} \left( \frac{\partial X^m \circ (x^i)^{-1}}{\partial x^i} \bigg|_{\tilde{X}} \right) \bigg|_{\tilde{X}} = 0.
\]
So, (2)" is tantamount to,
\[
\frac{\partial X^m}{\partial x^i} \equiv \text{Const}, \forall i, m.
\]
This fact implies that,
\[
e(X^m) \equiv \text{Const}, \forall m.
\]
i.e.,
\[
e = \mu^i \frac{\partial}{\partial X^i}, \mu^i \equiv \text{Const}.
\]
Notice that, by using Eq. (31), this implies, indeed, that the canonical basis is a (global) system of homogeneous coordinates on $\mathcal{B}$. So, we extract the following conclusions

(a) $\mathcal{B}$ is (locally) homogeneous if, and only if, the vector field $e$ is constant respect to the canonical basis of $\mathbb{R}^3$.

(b) The homogeneity of $\mathcal{B}$ implies that the canonical coordinates are homogeneous coordinates.

(c) $\mathcal{B}$ is locally homogeneous if, and only if, $\mathcal{B}$ is global homogeneous.
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