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Abstract. In this paper we study the influence of the Hardy potential in the fractional heat equation. In particular, we consider the problem

\begin{equation}
(P_0) \left\{ \begin{aligned}
    u_t + (-\Delta)^s u &= \lambda \frac{u}{|x|^{2s}} + \theta u^p + cf 
    \text{ in } \Omega \times (0,T), \\
    u(x, t) &= 0 \text{ in } \Omega \times (0,T), \\
    u(x, 0) &= u_0(x) \text{ if } x \in \Omega,
\end{aligned} \right.
\end{equation}

where $N > 2s$, $0 < s < 1$, $(-\Delta)^s$ is the fractional Laplacian of order $2s$, $p > 1$, $c, \lambda > 0$, $u_0 \geq 0$, $f \geq 0$ are in a suitable class of functions and $\theta = \{0, 1\}$. Notice that $(P_0)$ is a linear problem, while $(P_1)$ is a semilinear problem.

The main features in the article are:

(1) Optimal results about existence and instantaneous and complete blow up in the linear problem $(P_0)$, where the best constant $\Lambda_{N,s}$ in the fractional Hardy inequality provides the threshold between existence and nonexistence. Similar results in the local heat equation were obtained by Baras and Goldstein in [8]. However, in the fractional setting the arguments are much more involved and they require the proof of a weak Harnack inequality for a weighted operator that appear in a natural way. Once this Harnack inequality is obtained, the optimal results follow as a simpler consequence than in the classical case.

(2) The existence of a critical power $p_+(s, \lambda)$ in the semilinear problem $(P_1)$ such that:

(a) If $p > p_+(s, \lambda)$, the problem has no weak positive supersolutions and a phenomenon of complete and instantaneous blow up happens.

(b) If $p < p_+(s, \lambda)$, there exists a positive solution for a suitable class of nonnegative data.

1. Introduction and statement of the main results

In this work we will study the solvability of the following linear problem,

\begin{equation}
(1) \left\{ \begin{aligned}
    u_t + (-\Delta)^s u &= \lambda \frac{u}{|x|^{2s}} + f \text{ in } \Omega \times (0,T), \\
    u(x, t) &= 0 \text{ in } \Omega \times (0,T), \\
    u(x, 0) &= u_0(x) \text{ if } x \in \Omega,
\end{aligned} \right.
\end{equation}

and of the semilinear problem,

\begin{equation}
(2) \left\{ \begin{aligned}
    u_t + (-\Delta)^s u &= \lambda \frac{u}{|x|^{2s}} + u^p + f \text{ in } \Omega \times (0,T), \\
    u(x, t) &= 0 \text{ in } \Omega \times (0,T), \\
    u(x, 0) &= u_0(x) \text{ if } x \in \Omega,
\end{aligned} \right.
\end{equation}
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where $N > 2s$, $0 < s < 1$, $p > 1$, and $c$ and $\lambda$ are positive constants. We assume that $f$ and $u_0$ are non negative functions satisfying some hypotheses that we will precise later. By $(-\Delta)^s$ we denote the fractional Laplacian of order $2s$, that is,

$$(-\Delta)^s u(x) := a_{N,s} \text{ P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N + 2s}} \, dy, \quad s \in (0, 1),$$

where

$$a_{N,s} := 2^{2s - 1} \pi^{-\frac{N}{2}} \frac{\Gamma\left(\frac{N + 2s}{2}\right)}{|\Gamma(-s)|},$$

is the normalization constant so that the identity

$$(-\Delta)^s u = \mathcal{F}^{-1}(|\xi|^{2s} \mathcal{F} u), \quad \xi \in \mathbb{R}^N, \quad s \in (0, 1),$$

holds for every $u \in \mathcal{S}(\mathbb{R}^N)$, the Schwartz class (see [24]). This last identity justifies why we call fractional Laplacian to the integral operator. Notice that $(-\Delta)^s u$ is well defined if, for instance, $u \in \mathcal{L}^s(\mathbb{R}^N) \cap L^{2s + \beta}(\mathbb{R}^N)$ (or $C^{1,2s + \beta}$ if $2s + \beta > 1$), for some $\beta > 0$. Here

$$\mathcal{L}^s(\mathbb{R}^N) := \left\{ u : \mathbb{R}^N \to \mathbb{R} \text{ measurable : } \int_{\mathbb{R}^N} \frac{|u(x)|}{1 + |x|^{N + 2s}} \, dx < +\infty \right\},$$

endowed with the norm

$$\|u\|_{\mathcal{L}^s(\mathbb{R}^N)} := \int_{\mathbb{R}^N} \frac{|u(x)|}{1 + |x|^{N + 2s}} \, dx.$$  

Notice also that, for $u$ under these hypotheses, $(-\Delta)^s u$ is a continuous function. See [35].

In the case $s = 1$, these problems correspond to the classical heat equation, and they have been deeply understood in the past years (see for instance [8] for (1) and [3] for (2)). For $s \in (0, 1)$, the fractional setting, there exists also a large literature dealing with the case $\lambda = 0$. We refer for instance to [15, 22, 28] and the references therein. A result on the uniqueness of positive solution to the linear problem can be found in [10].

However, the case when $\lambda > 0$ and $s \in (0, 1)$ is quite different. Firstly, any solution to problem (1) is unbounded close to the origin, even for nice data. This fact was proved in the local case by Baras-Goldstein in [8]. Indeed, the precise rate of growth of the solutions near the origin will be the key to obtain the optimal results. In particular, it requires some sharp local estimates, that are based on a Harnack inequality for a related weighted problem. It is worthy to point out here the difference with the local case, where this rate is obtained just by solving an elementary linear differential equation.

Concerning to the semilinear problem (2), the main feature that we show in this paper is the existence of a critical exponent $p_+(s, \lambda)$ such that for $p > p_+(s, \lambda)$, there does not exist positive solution for any nontrivial nonnegative initial datum, while if $p < p_+(s, \lambda)$, it is possible to establish a suitable class of nonnegative data for which we can find a positive solution. Here we always assume $0 < \lambda < \Lambda_{N,s}$, where $\Lambda_{N,s}$ the critical constant in the Hardy inequality (5). As before, the local lower estimate of the solutions close to the origin is the key to obtain to have the results. Furthermore, when $p > p_+(s, \lambda)$ the nonexistence statement is understood in the strongest possible way, that is, we prove a complete and instantaneous blow up, that is, if $u_n$ are the solutions to the truncated problems, i.e., by considering $\lambda(|x|^{2s} + \frac{1}{|y|})^{-1}$, then $u_n(x, t) \to +\infty$ as $n \to +\infty$, uniformly in $\Omega \times (0, T)$.

We will see in particular that the threshold exponent $p_+(s, \lambda)$ is the same as in the elliptic case (see [9, 21]). In fact, this critical power is related to the possibility of finding a supersolution to the problem in the whole $\mathbb{R}^N$. The paper is organized as follows.

- In Section 2 we describe the natural functional framework associated to our problem. We define the two notions of solution we will use along the paper: weak solutions and energy solutions. Moreover, we prove some comparison principles which are interesting themselves.
In Section 3 we describe the radial solutions of the corresponding homogeneous elliptic problem in \( \mathbb{R}^N \). These solutions will allow us to precise the singularity of the supersolutions to problem (1) near the origin. This is a key point to perform the so called ground state transformation (see [24]), and to obtain the nonexistence results afterwards.

Section 4 is devoted to study the weak Harnack inequality for the positive supersolutions of the problem resulting from the ground state transformation by Frank, Lieb and Seiringer, that introduces the difficulty of dealing with a kernel with singular coefficients. This weak Harnack inequality gives the exact blow up rate for the positive supersolutions near the spatial origin. For the proof of this result, we closely follow the work of Felsinger and Kassmann in [22], where the authors develop a weak parabolic Harnack inequality for a general type of nonlocal operators. This result does not apply straightforward to our singular operator, so, based on their scheme, we need to check every step in the Moser’s protocol (see [31]).

The goal of Section 5 is to study the linear problem \((P_0)\). The results detailed here can be seen as the extension to the fractional setting of those for the heat equation developed by P. Baras and J. A. Goldstein in [8]. Nevertheless the proofs that we present are significantly different. More precisely, we obtain the optimal summability required to the data in order to solve the problem and to prove the instantaneous and complete blow up for \( \lambda > \Lambda_{N,s} \) (where \( \Lambda_{N,s} \) is the optimal constant of the Hardy inequality obtained in Theorem 2.2 below), by using the results of Section 4. As a byproduct, we prove also the optimality of the power in the Hardy potential term. This result in the local framework was obtained by Brezis and Cabrè in [14].

Finally, in Section 6 we consider the semilinear problem (2). We study the existence of a threshold exponent, \( p^+ (\lambda, s) \), for the existence of solutions. By threshold we mean that when we consider an exponent over \( p^+ (\lambda, s) \), we are able to prove nonexistence of positive solutions even in the weak sense. Furthermore, we show that a complete blow up phenomenon also occurs in this case. Finally, the end of this section deals with the complementary interval of powers. In this range it is shown that, under some suitable hypotheses on \( f \), problem (1) has a positive solution obtained as limit of approximations.

We include two appendices with important auxiliary results.

- Appendix A includes a Hölder regularity result, that can be seen as the translation to the bounded domain case of some results in [15].
- In Appendix B we include some inequalities needed to prove the Harnack inequality in Section 4. As far as we know, these results involve some significant changes from respect to the standard ones, and therefore we consider that can be useful to include them here.

2. Functional Framework: Some preliminary results

Along this paper we will always assume that \( \Omega \) is a bounded smooth domain of \( \mathbb{R}^N \). In such a case, we need to consider the space \( X^s_0(\Omega) \) defined as

\[
X^s_0(\Omega) := \{ u \in H^s(\mathbb{R}^N) \text{ with } u = 0 \text{ a.e. in } \mathbb{R}^N \setminus \Omega \},
\]

endowed with the norm

\[
\| u \|_{X^s_0(\Omega)} := \left( \int_Q \frac{|u(x) - u(y)|^2}{|x - y|^{N+2s}} \, dx \, dy \right)^{1/2},
\]

where \( Q = \mathbb{R}^{2N} \setminus (C\Omega \times C\Omega) \). The pair \((X^s_0(\Omega), \| \cdot \|_{X^s_0(\Omega)})\) yields a Hilbert space. Moreover,

\[
(-\Delta)^s : X^s_0(\Omega) \to X^{-s}(\Omega),
\]

is a continuous operator, where \((-\Delta)^s\) is defined in (3).
In what follows we will use the relation between the norm in the space \( X^s_0(\Omega) \) and the \( L^2 \) norm of the fractional Laplacian, see [19, Proposition 3.6],

\[
\|u\|_{X^s_0(\Omega)}^2 = 2a_{N,s}^{-1}\|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^N)}^2.
\]

It is easy to check that for \( u \) and \( \varphi \) smooth enough, with vanishing conditions outside \( \Omega \), we have the following duality product,

\[
2a_{N,s}^{-1}\int_{\mathbb{R}^N} u(-\Delta)^s \varphi \, dx = \int_Q \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x-y|^{N+2s}} \, dx \, dy,
\]

that in particular implies the selfadjointness of \((-\Delta)^s\) in \( X^s_0(\Omega) \).

We enunciate a Sobolev-type inequality that we will use throughout the paper (for a proof see for example [19]).

**Theorem 2.1. (Sobolev embedding).** Let \( s \in (0,1) \). There exists a constant \( S = S(N,s) \) such that, for all \( \phi \in C_0^\infty(\mathbb{R}^N) \), we have

\[
\|\phi\|_{L^{2^*}(\mathbb{R}^N)}^2 \leq S \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|\phi(x) - \phi(y)|^2}{|x-y|^{N+2s}} \, dx \, dy,
\]

being

\[
2^* = \frac{2N}{N - 2s},
\]

the so called fractional critical exponent.

The parabolic problems studied in this article are related to the following Hardy inequality, proved in [27] (see also [11, 24, 36, 38]).

**Theorem 2.2. (Fractional Hardy inequality).** For all \( u \in C_0^\infty(\mathbb{R}^N) \) the following inequality holds,

\[
\int_{\mathbb{R}^N} |\xi|^{2s}|\hat{u}|^2 \, d\xi \geq \Lambda_{N,s} \int_{\mathbb{R}^N} |x|^{-2s} u^2 \, dx,
\]

where

\[
\Lambda_{N,s} = 2^{2s} \frac{\Gamma^2(\frac{N+2s}{4})}{\Gamma^2(\frac{N-2s}{4})}.
\]

The constant \( \Lambda_{N,s} \) is optimal and not attained.

Therefore, when \( 0 \in \Omega \), using (4) we can rewrite the Hardy inequality (5) as

\[
a_{N,s} \int_Q \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dx \, dy \geq \Lambda_{N,s} \int_{\Omega} u^2 \, dx, \quad u \in X^s_0(\Omega).
\]

**Remark 2.3.** It can be checked that

\[
\Lambda_{N,s} \rightarrow \Lambda_{N,1} := \left( \frac{N - 2}{2} \right)^2,
\]

the classical Hardy constant, when \( s \) tends to 1. Moreover, by scaling it can be proved that the optimal constant is the same for every domain containing the pole of the Hardy potential.

Consider the general problem

\[
(P) := \begin{cases}
  u_t + (-\Delta)^s u = F(x,t,u) \text{ in } \Omega \times (0,T), \\
  u(x,t) = 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0,T), \\
  u(x,0) = u_0(x) \text{ if } x \in \Omega,
\end{cases}
\]

and let us denote

\[
T := \{ \phi : \mathbb{R}^N \times [0,T] \rightarrow \mathbb{R}, \text{ s.t. } -\phi_t + (-\Delta)^s \phi = \varphi, \varphi \in L^\infty(\Omega \times (0,T)), \phi = 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times (0,T), \phi(x,T) = 0 \text{ in } \Omega \}.
\]
Notice that every \( \phi \in T \) belongs in particular to \( L^\infty(\Omega \times (0, T)) \) (see [29]). We define the meaning of weak solution.

**Definition 2.4.** We say that \( u \) satisfies \( F \) if \( u \) is a weak solution of \( F(P) \) if \( u \) is super and subsolution, then we say that \( u \) is a weak solution.

If \( u \) is super and subsolution, then we say that \( u \) is a weak solution.

The weak solution will be considered to formulate the optimal nonexistence results. For existence results, we will consider the classical notion of finite energy solutions.

**Definition 2.5.** We say that \( u \in L^2(0, T; X_0^s(\Omega)) \) with \( u_t \in L^2(0, T; X^{-s}(\Omega)) \) is a finite energy supersolution (subsolution) of problem \( (P) \) for \( F \in L^2(0, T; X^{-s}(\Omega)) \) if \( u(x, 0) \geq (\leq) u_0(x) \in \Omega \) and it satisfies

\[
\int_0^T \int_\Omega u_t \varphi \, dx \, dt + \int_0^T \int_Q \left( \frac{u(x, t) - u(y, t)}{|x - y|^{N + 2s}} - \varphi(x, t) - \varphi(y, t) \right) \, dx \, dy \, dt \geq (\leq) \int_0^T \int_\Omega F \varphi \, dx \, dt,
\]

for any nonnegative \( \varphi \in L^2(0, T; X_0^s(\Omega)) \), \( \varphi = 0 \) in \( (\mathbb{R}^N \setminus \Omega) \times (0, T) \).

If \( u \) is super and subsolution, we say that it is a finite energy solution.

**Remark 2.6.** If \( u \in L^2(0, T; X_0^s(\Omega)) \) and \( u_t \in L^2(0, T; X^{-s}(\Omega)) \), then by approximating with smooth functions and taking advantage of the hilbertian structure of the space, it can be checked that \( u \in C([0, T]; L^2(\Omega)) \).

The existence and uniqueness of an energy solution to problem \( (P) \) when \( F \) is in the dual space \( L^2(0, T; X^{-s}(\Omega)) \) can be obtained by means of a direct Hilbert space approach. See the result by A. N. Milgram in [30] based on a method of Vishik in [37], that is essentially an extension of the Lax-Milgram Theorem to parabolic problems. More precisely,

**Theorem 2.7.** If \( F \in L^2(0, T; X^{-s}(\Omega)) \), problem \( (P) \) has a unique finite energy solution.

See a detailed proof in this fractional framework in [29, Theorem 26].

**Remark 2.8.** Notice that by defining

\[
L_\phi(u) := \int_0^T \int_\Omega -u \varphi_t \, dx \, dt + \frac{\alpha_{N,s}}{2} \int_0^T \int_Q \frac{(u(x, t) - u(y, t))(\varphi(x, t) - \varphi(y, t))}{|x - y|^{N + 2s}} \, dx \, dy \, dt
\]

and

\[
\langle \varphi, \phi \rangle := \frac{1}{2} \langle \varphi(x, 0), \phi(x, 0) \rangle_{L^2(\Omega)} + \frac{\alpha_{N,s}}{2} \left( 1 - \frac{\lambda}{\Lambda_{N,s}} \right) \langle \varphi, \phi \rangle_{L^2(0, T; X_0^s(\Omega))},
\]

thanks to the Hardy inequality (see (5)) one can reproduce the previous proof to assure the existence and uniqueness of an energy solution to the problem

\[
(P_\lambda) := \begin{cases}
  u_t + (-\Delta)^s u - \frac{u}{|x|^{2s}} = F(x, t) & \text{in } \Omega \times (0, T), \\
  u(x, t) = 0 & \text{in } (\mathbb{R}^N \setminus \Omega) \times [0, T), \\
  u(x, 0) = u_0(x) & \text{if } x \in \Omega,
\end{cases}
\]
for $F \in L^2(0,T;X^{-s}(\Omega))$, $u_0 \in L^2(\Omega)$, and $\lambda < \Lambda_{N,s}$. For the case $\lambda = \Lambda_{N,s}$, consider the Hilbert space $H(\Omega)$ defined as the completion of $C^\infty_0(\Omega)$ with respect to the norm

$$
\|u\|_{H(\Omega)}^2 = \frac{a_{N,s}}{2} \|u\|_{X_0^s(\Omega)}^2 - \Lambda_{N,s} \int_\Omega \frac{u^2}{|x|^{2s}} \, dx.
$$

In [25], the author proves the following improved Hardy inequality,

$$
\frac{a_{N,s}}{2} \|u\|_{X_0^s(\Omega)}^2 - \Lambda_{N,s} \int_\Omega \frac{u^2}{|x|^{2s}} \, dx \geq C(\Omega, q, N, s) \|u\|_{W_0^{s,2}(\Omega)}^2,
$$

for all $s/2 < \tau < s$ (see also [21] and [4] for an alternative proof without using the Fourier transform). Thus we can see that $H(\Omega) \subset W_0^{s,2}(\Omega)$ and therefore, $H(\Omega)$ is compactly embedded in $L^p(\Omega)$ for all $1 \leq p < 2_s^*$ (see [19, Corollary 7.2]). Therefore, the proof remains the same considering $L_\phi(u)$ as in (8) (setting $\lambda = \Lambda_{N,s}$), and defining the scalar product $\langle \cdot, \cdot \rangle_*$ as

$$
\langle \varphi, \phi \rangle_* = \frac{1}{2} \langle \varphi(x,0), \phi(x,0) \rangle_{L^2(\Omega)} + \langle \varphi, \phi \rangle_{L^2(0,T;H^s(\Omega))},
$$

where the last term follows from (9).

In order to study monotonicity approaches, we will need to prove comparison results for both kind of solutions.

**Lemma 2.9. (Weak Comparison Principle).** Let $0 \leq \lambda \leq \Lambda_{N,s}$ and let $u, v \in C([T_1,T_2] ; L^1(\Omega))$ be weak solutions to the problems

$$
\begin{align*}
&\begin{cases}
  w_t + (-\Delta)^s w - \lambda \frac{w}{|x|^{2s}} = f_1 \quad &\text{in } \Omega \times (T_1, T_2), \\
  w = g_1 \quad &\text{in } (\mathbb{R}^N \setminus \Omega) \times [T_1, T_2], \\
  w(x,T_1) = h_1(x) \quad &\text{in } \Omega,
\end{cases} \\
&\begin{cases}
  v_t + (-\Delta)^s v - \lambda \frac{v}{|x|^{2s}} = f_2 \quad &\text{in } \Omega \times (T_1, T_2), \\
  v = g_2 \quad &\text{in } (\mathbb{R}^N \setminus \Omega) \times [T_1, T_2], \\
  v(x,T_1) = h_2(x) \quad &\text{in } \Omega,
\end{cases}
\end{align*}
$$

respectively. If $f_1 \leq f_2$, $g_1 \leq g_2$ and $h_1 \leq h_2$, then $u \leq v$ in $\mathbb{R}^N \times (T_1, T_2)$.

**Proof.** Define $w = v - u$. Hence, $w$ is a weak solution of

$$
\begin{align*}
&\begin{cases}
  w_t + (-\Delta)^s w - \lambda \frac{w}{|x|^{2s}} = f_2 - f_1 \geq 0 \quad &\text{in } \Omega \times (T_1, T_2), \\
  w = g_2 - g_1 \geq 0 \quad &\text{in } (\mathbb{R}^N \setminus \Omega) \times [T_1, T_2], \\
  w(x,T_1) = h_2 - h_1 \geq 0 \quad &\text{in } \Omega.
\end{cases}
\end{align*}
$$

Consider now $F \in C^\infty_0(\Omega \times (T_1,T_2))$, $F \geq 0$, and the solution $\varphi_n$ to the problem

$$
\begin{align*}
&\begin{cases}
  -(-\Delta)^s \varphi_n = \lambda \frac{\varphi_{n-1}}{|x|^{2s} + \varphi_n} + F \quad &\text{in } \Omega \times (T_1, T_2), \\
  \varphi_n = 0 \quad &\text{in } (\mathbb{R}^N \setminus \Omega) \times [T_1, T_2], \\
  \varphi_n(x,T_1) = 0 \quad &\text{in } \Omega,
\end{cases}
\end{align*}
$$

with

$$
\begin{align*}
&\begin{cases}
  -(-\Delta)^s \varphi_0 = F \quad &\text{in } \Omega \times (T_1, T_2), \\
  \varphi_0 = 0 \quad &\text{in } (\mathbb{R}^N \setminus \Omega) \times [T_1, T_2], \\
  \varphi_0(x,T_2) = 0 \quad &\text{in } \Omega,
\end{cases}
\end{align*}
$$

Since $\varphi_n$ is regular in $\Omega \times [T_1,T_2)$ and bounded in $\mathbb{R}^N \times (T_1,T_2)$ (see Appendix A), this equation can be understood in a pointwise sense. Moreover, by the Strong Comparison Principle, we know that $\varphi_n \geq 0$ and $\varphi_{n-1} \leq \varphi_n$ in $\mathbb{R}^N \times (T_1,T_2)$ for all $n \in \mathbb{N}$. 
Hence, by the definition of weak solutions, and using that $w \geq 0$
\[
\int_{T_1}^{T_2} \int_{\Omega} w F \, dx \, dt = \int_{T_1}^{T_2} \int_{\Omega} w(-\varphi_n) \, dx \, dt + \int_{T_1}^{T_2} \int_{\Omega} \frac{w(-\Delta)^s \varphi_n}{|x|^{2s}} \, dx \, dt - \int_{T_1}^{T_2} \int_{\Omega} \frac{w \varphi_n}{|x|^{2s}} + \frac{1}{n} \, dx \, dt
\]
\[
\geq \int_{T_1}^{T_2} \int_{\Omega} w(-\varphi_n) \, dx \, dt + \int_{T_1}^{T_2} \int_{\Omega} w(-\Delta)^s \varphi_n \, dx \, dt - \int_{T_1}^{T_2} \int_{\Omega} \frac{w \varphi_n}{|x|^{2s}} \, dx \, dt
\]
\[
= \int_{T_1}^{T_2} \int_{\Omega} (f_2 - f_1) \varphi_n \, dx \, dt + \int_{\Omega} w(x, T_1) \varphi_n(x, T_1) \, dx \geq 0
\]
for all $F \in C_0^\infty(\Omega \times (T_1, T_2))$, $F \geq 0$. Thus, $w \geq 0$ in $\mathbb{R}^N \times (T_1, T_2)$, and therefore $u \leq v$ in $\mathbb{R}^N \times (T_1, T_2)$.

\[\square\]

**Corollary 2.10.** (Uniqueness of weak solutions for the linear problem).
Let suppose $F \in L^1(\Omega \times (0, T))$. Then problem $(P\lambda)$ has at most one nontrivial weak solution.

The comparison result for energy solutions can be proved in a standard way, so we skip the proof (see for example [9] for a proof in the elliptic case).

**Lemma 2.11.** Energy Comparison Principle. Let $0 \leq \lambda < \Lambda_{N,s}$ and let $u, v \in L^2(T_1, T_2; X_0^s(\Omega))$ with $u_t, v_t \in L^2(T_1, T_2; X^{-s}(\Omega))$ be finite energy solutions to the problems

\[
\begin{align*}
\left\{ \begin{array}{ll}
u_t + (-\Delta)^s u - \frac{u}{|x|^{2s}} = f_1 & \text{in } \Omega \times (T_1, T_2), \\
u = g_1 & \text{in } (\mathbb{R}^N \setminus \Omega) \times [T_1, T_2), \\
u(x, T_1) = h_1(x) & \text{in } \Omega,
\end{array} \right.
\end{align*}
\]

\[
\begin{align*}
\left\{ \begin{array}{ll}
u_t + (-\Delta)^s v - \frac{v}{|x|^{2s}} = f_2 & \text{in } \Omega \times (T_1, T_2), \\
u = g_2 & \text{in } (\mathbb{R}^N \setminus \Omega) \times [T_1, T_2), \\
u(x, T_1) = h_2(x) & \text{in } \Omega,
\end{array} \right.
\end{align*}
\]

respectively. If $f_1 \leq f_2$, $g_1 \leq g_2$ and $h_1 \leq h_2$, then $u \leq v$ in $\mathbb{R}^N \times (T_1, T_2)$.

**Remark 2.12.** Notice that if $\lambda = \Lambda_{N,s}$, we can obtain the same result for $u, v \in L^2(T_1, T_2; H(\Omega))$, where $H(\Omega)$ was defined in (9), only by repeating exactly this proof.

Finally, consider the problem

\[
\left\{ \begin{array}{ll}
u_t + (-\Delta)^s u = 0 & \text{in } \Omega \times (0, T), \\
u(x, t) = 0 & \text{in } (\mathbb{R}^N \setminus \Omega) \times [0, T), \\
u(x, 0) = u_0(x) \geq 0 & \text{if } x \in \Omega.
\end{array} \right.
\]

We enunciate a Weak Harnack Inequality that we will use along the paper (see [22, Theorem 1.1] even in a more general setting).

**Lemma 2.13.** (Weak Harnack Inequality). If $u$ is a non negative supersolution of (13) in $\Omega \times (0, T)$, then there exists $r > 0$ and a positive constant $C = C(N, s, r, t_0, \beta)$ such that

\[
\int_{R^-} u(x, t) \, dx \, dt \leq C \left( \text{essinf}_{R^+} u \right),
\]

where $R^- = B_r(0) \times (t_0 - \frac{4}{3} \beta, t_0 - \frac{1}{4} \beta)$, $R^+ = B_r(0) \times (t_0 + \frac{1}{4} \beta, t_0 + \frac{4}{3} \beta)$.

As a consequence of this lemma, we can formulate the strong maximum principle.

**Theorem 2.14.** (Strong Maximum Principle). If $u$ is a non negative supersolution of (13), then $u(x, t) > 0$ in $\Omega \times (0, T)$. 

3. Local behavior of solutions of the stationary equation

The purpose of this section is to analyze the behavior of the solutions of the homogeneous problem
\[ (-\Delta)^s u = \lambda \frac{u}{|x|^{2s}} \quad \text{in } \mathbb{R}^N, \]
in a neighborhood of the origin, in order to use this information as a tool for proving the existence and nonexistence results. Notice that by solutions of (14) we will refer to energy or weak solutions in the sense of Definitions 2.4 and 2.5 with \( F = \lambda \frac{u}{|x|^{2s}}. \)

**Lemma 3.1.** Let \( 0 < \lambda \leq \Lambda_{N,s} \). Then \( v_{\pm,\alpha} = |x|^{-\frac{N-2s+\alpha}{2}} \) are solutions to
\[ (-\Delta)^s u = \lambda \frac{u}{|x|^{2s}} \quad \text{in } (\mathbb{R}^N \setminus \{0\}), \]
where \( \alpha \) is obtained by the identity
\[ \lambda = \lambda(\alpha) = \lambda(-\alpha) = \frac{2^{2s} \Gamma\left(\frac{N+2s+2\alpha}{4}\right) \Gamma\left(\frac{N+2s-2\alpha}{4}\right)}{\Gamma\left(\frac{N-2s+2\alpha}{4}\right) \Gamma\left(\frac{N-2s-2\alpha}{4}\right)}. \]

**Proof.** Applying the Fourier transform of radial functions (see for instance [36, Theorem 4.1]) it yields,
\[
\mathcal{F}(v_\alpha)(\xi) = \xi^{-\frac{N-2s+\alpha}{2}} \int_0^\infty (r \xi)^{-\frac{N-2s+\alpha}{2}} J_{N-s-2s-\alpha}(r \xi) v_\alpha(r) dr = \xi^{-\frac{N-2s-\alpha}{2}} \int_0^\infty (r \xi)^{s+\alpha} J_{N-s-2s-\alpha}(r \xi) d(r \xi)
\]
\[ = 2^{\alpha+s} \frac{\Gamma\left(\frac{N+2s+2\alpha}{4}\right)}{\Gamma\left(\frac{N-2s+2\alpha}{4}\right)} \xi^{-\frac{N-2s-\alpha}{2}}, \]
where \( J_{N-s-2s-\alpha} \) denotes the Bessel function of the first kind
\[ J_\nu(t) = \left(\frac{t}{2}\right)^\nu \sum_{k=0}^\infty \frac{(-1)^k}{\Gamma(k+1)\Gamma(k+\nu+1)} \left(\frac{t}{2}\right)^{2k}. \]

Now, we notice that
\[ (-\Delta)^s v_\alpha = \mathcal{F}^{-1}(\xi^{2s} \mathcal{F}(v_\alpha)(\xi)) = 2^{\alpha+s} \frac{\Gamma\left(\frac{N+2s+2\alpha}{4}\right)}{\Gamma\left(\frac{N-2s+2\alpha}{4}\right)} \mathcal{F}^{-1}(\xi^{-\frac{N+2s-\alpha}{2}}) = \lambda|x|^{-2s} v_\alpha \]
with \( \lambda = \lambda(\alpha) \) equal to (16). \( \square \)

**Remark 3.2.** Notice that \( \lambda(\alpha) = \lambda(-\alpha) = m_\alpha m_{-\alpha} \), with \( m_\alpha = 2^{\alpha+s} \frac{\Gamma\left(\frac{N+2s+2\alpha}{4}\right)}{\Gamma\left(\frac{N-2s-2\alpha}{4}\right)} \).

**Lemma 3.3.** The following equivalence holds true:
\[ 0 < \lambda(\alpha) = \lambda(-\alpha) \leq \Lambda_{N,s} \text{ if and only if } 0 \leq \alpha < \frac{N-2s}{2}. \]

For the reader convenience, we include an elemental proof of this Lemma (see also [24, 27]).

**Proof.** Notice that \( \lambda(\alpha) \) is a positive continuous function for \( 0 \leq \alpha < \frac{N-2s}{2} \), such that \( \lambda(0) = \Lambda_{N,s} \). It is sufficient to prove that for a fixed \( s \), \( \lambda(\alpha) \) is a decreasing function.

Let consider the following representation of the Gamma function (see [7] for more details):
\[
\frac{1}{\Gamma(x)} = xe^{\gamma x} \prod_{n=1}^\infty \left(1 + \frac{x}{n}\right)e^{-\frac{x}{n}},
\]
where \( \gamma \) is the Euler constant. \( \square \)
where \( \gamma \) is the Euler-Mascheroni constant (see for instance [5]). We aim to prove that \( \log \frac{1}{\lambda(\alpha)} \) is an increasing function in \( \alpha \).

\[
\log \frac{1}{\lambda(\alpha)} = \log \frac{1}{2^{2s} \frac{1}{\Gamma\left(\frac{N+2s}{4}\right)} \frac{1}{\Gamma\left(\frac{N+2s}{4} - \alpha\right)}} = -2s \cdot \log 2 + \log \frac{(N+2s)^2 - 4\alpha^2}{(N-2s)^2 - 4\alpha^2} + 2\gamma s + \sum_{n=1}^{\infty} \left[ \log \frac{(N+4n+2s)^2 - \alpha^2}{4n(n+2s)} - \frac{2s}{n} \right].
\]

Notice that the last term is a convergent series in the same way as
\[
\prod_{n=1}^{\infty} \left( 1 + \frac{x}{n} \right) e^{-\frac{x}{n}}
\]
is a convergent product. We conclude just by noticing that if \( a > b \), and \( \zeta > 0 \), then \( \frac{a^2}{b^2} - \zeta^2 \) is an increasing function in \( \zeta \).

**Remark 3.4.** Notice that we can explicitly construct two positive solutions to the homogeneous problem (15). Henceforth, we denote
\[
\gamma = \frac{N-2s}{2} - \alpha \text{ and } \tilde{\gamma} = \frac{N-2s}{2} + \alpha,
\]
with \( 0 < \gamma \leq \frac{N-2s}{2} \leq \tilde{\gamma} < (N-2s) \). Since \( N - 2\gamma - 2s = 2\alpha > 0 \) and \( N - 2\tilde{\gamma} - 2s = -2\alpha < 0 \), then \( |x|^{-\gamma} \) is the unique energy solution of these ones belonging to \( H^s(\Omega) \).

We will use these results to study the unboundedness of any positive weak supersolution, and moreover, to obtain an explicit quantitative information on the growth around the origin when the summability of the datum is large enough.

## 4. Weak Harnack Inequality for a Weighted Problem

Consider \( \gamma \) defined in (17). Frank, Lieb and Seiringer proved in [24, Proposition 4.1] the following representation result.

**Lemma 4.1.** *(Ground State Representation)* Let \( 0 < \gamma < \frac{N-2s}{2} \). If \( \phi \in C_0^\infty(\mathbb{R}^N) \) and \( \tilde{\phi}(x) := |x|^{\gamma} \phi(x) \), then
\[
\int_{\mathbb{R}^N} |\xi|^{2s} |\tilde{\phi}(\xi)|^2 d\xi - (\Lambda_{N,s} + \Phi_{N,s}(\gamma)) \int_{\mathbb{R}^N} |x|^{-2s} |\phi(x)|^2 dx = \frac{a_{N,s}}{2} \int_{\mathbb{R}^{2N}} |\phi(x) - \tilde{\phi}(y)|^2 dx \, dy,
\]

where
\[
\Phi_{N,s}(\gamma) := 2^{2s} \left( \frac{\Gamma\left(\frac{N+2s}{4}\right) \Gamma\left(\frac{N-\gamma}{2}\right)}{\Gamma\left(\frac{N+2s}{4} - \alpha\right) \Gamma\left(\frac{N-\gamma}{2} + \alpha\right)} - \frac{\Gamma^2\left(\frac{N+2s}{4}\right)}{\Gamma^2\left(\frac{N+2s}{4} - \alpha\right)} \right).
\]

A relevant fact for us is the following result.

**Proposition 4.2.** Consider the function
\[
\Psi_{N,s} : [0, \frac{N-2s}{2}] \to [0, \Lambda_{N,s}]
\]
\[
\gamma \to \Psi_{N,s}(\gamma) := \Lambda_{N,s} + \Phi_{N,s}(\gamma),
\]
where \( \Phi_{N,s} \) is defined by (19). Then \( \Psi_{N,s} \) is strictly increasing and surjective.
Notice that \( \lambda(\alpha) = \Psi \left( \frac{N - 2s}{2} - \alpha \right) \), therefore as a consequence, for any \( 0 < \lambda < \Lambda_{N,s} \), there exists \( \alpha \in [0, \frac{N - 2s}{2}] \), such that

\[
\lambda = \lambda(\alpha) = \frac{2^{2s} \Gamma \left( \frac{N+2s+2\alpha}{2} \right) \Gamma \left( \frac{N+2s-2\alpha}{2} \right)}{\Gamma \left( \frac{N-2s+2\alpha}{2} \right) \Gamma \left( \frac{N-2s-2\alpha}{2} \right)}.
\]

Taking \( 0 < \gamma = \frac{N - 2s}{2} - \alpha < \frac{N - 2s}{2} \), and \( \Lambda_{N,s} + \Phi_{N,s}(\gamma) = \lambda(\alpha) \), following Lemma 4.1 we can write the energy as

\[
\int_{\mathbb{R}^N} |\xi|^{2s} |\hat{u}(\xi,t)|^2 d\xi - \lambda(\alpha) \int_{\mathbb{R}^N} |x|^{-2s} |u(x,t)|^2 dx = \frac{a_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{|v(x,t) - v(y,t)|^2}{|x-y|^{N+2s}} \frac{dx}{|x|^\gamma} \frac{dy}{|y|^\gamma},
\]

where \( v(x,t) := |x|^\gamma u(x,t) \). The purpose now is to write the linear problem (1) in terms of \( v \). Indeed, let us call \( H(x,t) := F(x,t) - u_t \). Thus, by (1) and (20), the Euler-Lagrange equation associated is

\[
H(x,t) = (-\Delta)^s u - \lambda \frac{u}{|x|^{2s}} = |x|^\gamma L_{\gamma} v(x,t),
\]

where

\[
L_{\gamma}(v(x,t)) := a_{N,s} \text{ p.v.} \int_{\mathbb{R}^N} (v(x,t) - v(y,t)) K(x,y) dy,
\]

and

\[
K(x,y) = \frac{1}{|x|^\gamma} \frac{1}{|y|^\gamma} \frac{1}{|x-y|^{N+2s}}, \quad 0 < \gamma = \frac{N - 2s}{2} - \alpha < \frac{N - 2s}{2}.
\]

Thus we conclude that if \( u \) is an energy solution of problem (1), then \( v \) solves the parabolic equation

\[
\begin{cases}
|x|^{-2s} v_t + L_{\gamma} v = |x|^{-\gamma} f(x,t) \text{ in } \Omega \times (0,T), \\
v(x,t) = 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0,T), \\
v(x,0) = v_0(x) := |x|^\gamma u_0(x) \text{ if } x \in \Omega,
\end{cases}
\]

(21)

Therefore, in order to analyze the behavior of \( u \) near the origin, we have to deal with the same question for \( v \). That is, we need to prove that the weighted operator

\[
|x|^{-2s} v_t - L_{\gamma} v,
\]
satisfies a suitable weak Harnack inequality. In the local case, this kind of result can be obtained as a consequence of some results by Chiarenza-Frasca, Chiarenza-Serapioni and Gutierrez-Wheden, see [16, 17, 26] and the references therein.

Before stating the weak Harnack inequality for the weighted operator, let us precise the natural functional framework associated to the new problem (21). For simplicity of typing we denote

\[
d\mu := \frac{dx}{|x|^{2\gamma}}, \quad \text{and} \quad d\nu := K(x,y) dxdy.
\]

Let \( \Omega \subseteq \mathbb{R}^N \). We define the weighted Sobolev space \( Y^{s,\gamma}(\Omega) \) as

\[
Y^{s,\gamma}(\Omega) := \left\{ \phi \in L^2(\Omega, |x|^{-\gamma}) : \int_{\Omega} \int_{\Omega} (\phi(x) - \phi(y))^2 d\nu < +\infty \right\}.
\]

It is clear that \( Y^{s,\gamma}(\Omega) \) is a Hilbert space endowed with the norm

\[
\|\phi\|_{Y^{s,\gamma}(\Omega)} := \left( \int_{\Omega} |\phi(x)|^2 d\mu + \int_{\Omega} \int_{\Omega} (\phi(x) - \phi(y))^2 d\nu \right)^{\frac{1}{2}},
\]

and we define the space \( Y^{s,\gamma}_0(\Omega) \) as the completion of \( C_0^\infty(\Omega) \) with respect to this norm. In particular, we denote

\[
|||\phi|||_{Y^{s,\gamma}_0(\Omega)} := \left( \int_{\Omega} \int_{\Omega} (\phi(x) - \phi(y))^2 d\nu \right)^{\frac{1}{2}}.
\]
If $\Omega$ is bounded, the norms $|||\cdot|||_{Y^0_\gamma(\Omega)}$ and $|||\cdot|||_{Y^\gamma(\Omega)}$ are equivalent (see Theorem B.2 in Appendix B for more details). If $\Omega = \mathbb{R}^N$, using the definition of $L_\gamma$, we obtain that for all $w_1, w_2 \in Y^\gamma_0(\mathbb{R}^N)$,

$$\langle L_\gamma(w_1), w_2 \rangle = \frac{a_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (w_1(x) - w_1(y))(w_2(x) - w_2(y)) \, dv.$$ 

Let begin by the following natural definition.

**Definition 4.3.** Let begin by the following natural definition.

Assume that $v \in \mathcal{C}([0,T), L^2(\Omega, |x|^{-\gamma})) \cap L^2_{loc}(0,T; Y^\gamma_0(\Omega))$, we say that $v$ is a supersolution to problem (21) if $v(x,0) \geq v_0(x)$ and for all $\Omega_1 \subset \subset \Omega$, for all $[t_1, t_2] \subset (0,T)$ we have

$$\int_{t_1}^{t_2} \int_{\Omega_1} -\varphi_t v \, d\mu + \frac{a_{N,s}}{2} \int_{Q} (v(x,t) - v(y,t))(\varphi(x,t) - \varphi(y,t)) \, dv \, dt \geq \int_{t_1}^{t_2} \int_{\Omega_1} \varphi \, |x|^{-\gamma} \, dx \, dt + \int_{\Omega_1} \varphi(x,t_1) v(x,t_1) \, d\mu - \int_{\Omega_1} \varphi(x,t_2) v(x,t_2) \, d\mu,$$

for any nonnegative $\varphi \in L^2((t_1,t_2), Y^\gamma(\Omega_1))$, such that moreover, $\varphi_t \in L^2((t_1,t_2), Y^{-\gamma}(\Omega_1))$, $\varphi = 0$ in $(\mathbb{R}^N \setminus \Omega_1) \times (t_1, t_2)$, where $Q := \mathbb{R}^N \setminus (\Omega_1 \times \Omega_1)$.

The main result of this section is the next Theorem.

**Theorem 4.4. (Weak Harnack Inequality)**

Assume that $f$ (resp. $v_0$) $\geq 0$ in $\Omega \times (0,T)$ (resp. in $\Omega$). Let $v \in L^2((0,T); Y^\gamma(\mathbb{R}^N)) \cap \mathcal{C}([0,T); L^2(\mathbb{R}^N, |x|^{-\gamma}))$ be a supersolution to (21) with $v \geq 0$ in $\mathbb{R}^N \times (0,T)$.

Then for any $q < 1 + \frac{\gamma}{N}$, we have

$$(\int_{Q_1} v^q \, d\mu \, dt)^{\frac{1}{q}} \leq C \inf_{Q_2} v$$

where $Q_1 = B_r(x_0) \times (t_1, t_2), Q_2 = B_r(x_0) \times (t_3, t_4)$ with $0 < t_1 < t_2 < t_3 < t_4 < T, B_r(x_0) \subset \Omega$ and $C = C(N, r, t_1, t_2, t_3, t_4) > 0$.

The proof of this result follows the classical arguments by Moser (see [31]) with some necessary adaptation, like for instance Lemma 4.5 below. In the context of the parabolic fractional-like operators the precedent work is the interesting paper by Felsinger and Kassmann, [22], that we will closely follow here, adapting the proofs to the weighted operator appearing in (21). To make the paper self-contained, we include here the corresponding proofs.

First of all, we will need an iteration result, originally proved in [31] and extended by Bombieri and Giusti in [13] to the case of general measures in the elliptic setting (see also [34, Lemma 2.2.6]).

**Lemma 4.5.** Let $\{U(r)\}_{r \leq \epsilon} \subset \Omega$ be a nondecreasing family of domains $U(r) \subset \mathbb{R}^{N+1}$, and let $m$, $c_0$ be positive constants, $\eta \in (0, 1)$, $\theta \in [\frac{1}{2}, 1]$ and $0 < p_0 \leq +\infty$. Let $w$ be a positive, measurable function defined on $U(1)$ satisfying

$$\left( \int_{U(r)} w^{p_0} \, d\mu \, dt \right)^{\frac{1}{p_0}} \leq \left( \frac{c_0}{(R - r)^m |U(1)|_{d\mu \times dt}} \right)^{\frac{1}{p_0}} \left( \int_{U(R)} w^{p} \, d\mu \, dt \right)^{\frac{1}{p}}$$

for all $r, R \in [\theta, 1], r < R$, and for all $p \in (0, \eta p_0 \wedge 1)$.

Assume also that

$$\forall s > 0 : |U(1) \cap \{w > s\}|_{d\mu \times dt} \leq \frac{c_0 |U(1)|_{d\mu \times dt}}{s}.$$

Then there exists $C(\theta, \eta, c_0, m, p_0)$ such that

$$\left( \int_{U(\theta)} w^{p_0} \, d\mu \, dt \right)^{\frac{1}{p_0}} \leq C |U(1)|_{d\mu \times dt}.$$
Hereafter, we will make use of the following notation. Given $r > 0$, we define

\begin{equation}
I_-(r) := (-r^{2s}, 0), \quad I_+(r) := (0, r^{2s}),
\end{equation}

\begin{equation}
Q_-(r) := B_r(0) \times I_-(r), \quad Q_+(r) := B_r(0) \times I_+(r).
\end{equation}

The first step to prove Theorem 4.4 is to establish the next estimate (see [22, Proposition 3.4]). Notice that we just have to consider the case where $B_r(x_0) = B_r(0)$. For simplicity, we will write $B_r$ instead of $B_r(0)$.

**Lemma 4.6.** Assume that $\frac{1}{2} \leq r < R \leq 1$ and let $p > 0$. Consider $v \geq 0$, a supersolution to (21), then

\begin{equation}
(\int_{Q_-(r)} v^{-\gamma p} d\mu dt)^{\frac{1}{p}} \leq A \int_{Q_-(R)} v^{-\gamma p} d\mu dt
\end{equation}

where $\gamma := 1 + \frac{2s}{N}$, and

\[ A := A(N, s, p, r, R) = C(N, s, p) \left( \frac{1}{(R-r)^{2s}} + \frac{1}{R^{2s} - r^{2s}} \right)^{\gamma}. \]

**Proof.** Without loss of generality we can assume that $v \geq \varepsilon > 0$ in $Q_-(r)$ (otherwise we can deal with $v + \varepsilon$ and let $\varepsilon \to 0$ at the end). Let $q > 1$ and $\psi \in Y_0^{s, \gamma}(B_R) \cap L^\infty(B_R)$ be a nonnegative radial cutoff function such that $\text{supp}(\psi) \subseteq B_R$ with $r < R$, $\psi = 1$ in $B_r$ and

\begin{equation}
\frac{(\psi(x) - \psi(y))^2}{|x-y|^2} \leq \frac{C}{(R-r)^2}.
\end{equation}

Using $\psi^{q+1} v^{-q}$ as a test function in (21), it follows that

\[ \int_{B_R} \psi^{q+1} v^{-q} v dx + \frac{\alpha_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (v(x, t) - v(y, t)) (\psi^{q+1}(x) v^{-q}(x, t) - \psi^{q+1}(y) v^{-q}(y, t)) d\nu \geq 0. \]

Hence, using a pointwise inequality proved in [22, Lemma 3.3], it can be deduced that

\[
\begin{align*}
\int_{B_R} \psi^{q+1} v^{-q} dx &+ \frac{\alpha_{N,s}}{2} \int_{B_r} (\psi^{1+q}(x, t) - \psi^{1+q}(y, t))^2 d\nu \\
&\leq C(q) \frac{\alpha_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( \frac{v(x, t)}{\psi(x)} \right)^{1-q} + \left( \frac{v(y, t)}{\psi(y)} \right)^{1-q} (\psi(x) - \psi(y))^2 d\nu.
\end{align*}
\]

Furthermore,

\[
\begin{align*}
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \left( \frac{v(x, t)}{\psi(x)} \right)^{1-q} + \left( \frac{v(y, t)}{\psi(y)} \right)^{1-q} (\psi(x) - \psi(y))^2 d\nu \\
&\leq C \int_{B_R} \int_{B_R} \frac{v^{1-q}(x, t) (\psi(x) - \psi(y))^2 dx dy}{|x|^{\gamma} + |y|^{\gamma}|x-y|^{N+2s}} \\
&+ 4 \int_{\mathbb{R}^N \setminus B_R} \int_{B_R} \frac{v^{1-q}(x, t) (\psi(x) - \psi(y))^2 dx dy}{|x|^{\gamma} + |y|^{\gamma}|x-y|^{N+2s}}.
\end{align*}
\]

We set

\[ I = \int_{B_R} \int_{B_R} \frac{v^{1-q}(x, t) (\psi(x) - \psi(y))^2 dx dy}{|x|^{\gamma} + |y|^{\gamma}|x-y|^{N+2s}}, \]

and

\[ J = \int_{\mathbb{R}^N \setminus B_R} \int_{B_R} \frac{v^{1-q}(x, t) (\psi(x) - \psi(y))^2 dx dy}{|x|^{\gamma} + |y|^{\gamma}|x-y|^{N+2s}}. \]
Let begin by estimating the term $J$. Taking into consideration that $\frac{1}{|y|^{\gamma}} \leq \frac{1}{|x|^{\gamma}}$ for $x \in B_R$ and $y \in \mathbb{R}^N \setminus B_R$ and using Fubini, we reach that

$$J \leq \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \int_{\{\mathbb{R}^N \setminus B_R \cap \{|x-y| > R-r\}\}} \frac{(\psi(x) - \psi(y))^2}{|x-y|^{N+2s}} dydx$$

$$+ \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \int_{\{\mathbb{R}^N \setminus B_R \cap \{|x-y| \leq R-r\}\}} \frac{(\psi(x) - \psi(y))^2}{|x-y|^{N+2s}} dydx$$

$$\leq J_1 + J_2.$$

Setting $\rho = |x-y|$, we get

$$J_1 \leq 4 \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \int_{\{\mathbb{R}^N \setminus B_R \cap \{|x-y| > R-r\}\}} \frac{dydx}{|x-y|^{N+2s}}$$

$$\leq 4 \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} dx \int_{R-r}^{\infty} \rho^{-1-2s} d\rho$$

$$\leq \frac{C}{(R-r)^{2s}} \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} dx.$$

We estimate now the term $J_2$. Using (27), it follows that

$$J_2 \leq \frac{1}{(R-r)^2} \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \int_{\{\mathbb{R}^N \setminus B_R \cap \{|x-y| \leq R-r\}\}} \frac{|x-y|^2}{|x-y|^{N+2s}} dydx$$

$$\leq \frac{1}{(R-r)^2} \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} dx \int_0^{R-r} \rho^{-1-2s} d\rho$$

$$\leq \frac{C}{(R-r)^{2s}} \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} dx.$$

Hence

$$J \leq \frac{C}{(R-r)^{2s}} \int_{B_R} v^{1-q}(x,t) d\mu.$$

We deal now with $I$. Using the definition of $\psi$, we get easily that

$$I = \int \int_{B_R \times B_R \setminus B_r \times B_r} \frac{v^{1-q}(x,t) (\psi(x) - \psi(y))^2}{|x|^{\gamma} |y|^{\gamma} |x-y|^{N+2s}} dxdy$$

$$\leq \int_{B_r} \int_{B_R \setminus B_r} \frac{v^{1-q}(x,t) (\psi(x) - \psi(y))^2}{|x|^{\gamma} |y|^{\gamma} |x-y|^{N+2s}} dxdy + \int_{B_R \setminus B_r} \int_{B_R \setminus B_r} \frac{v^{1-q}(x,t) (\psi(x) - \psi(y))^2}{|x|^{\gamma} |y|^{\gamma} |x-y|^{N+2s}} dxdy$$

$$+ \int_{B_R \setminus B_r} \int_{B_r} \frac{v^{1-q}(x,t) (\psi(x) - \psi(y))^2}{|x|^{\gamma} |y|^{\gamma} |x-y|^{N+2s}} dxdy$$

$$= I_1 + I_2 + I_3.$$
Let consider now the term $I_1$. Since $(x, y) \in B_r \times B_R \setminus B_r$, then $|x| \leq |y|$, hence

$$I_1 = \int_{B_r} \int_{B_R \setminus B_r} \frac{v^{1-q}(x,t) \left(\psi(x) - \psi(y)\right)^2}{|x|^{2\gamma}} \, dx \, dy \bigg/ |x-y|^{N+2s}$$

$$\leq \int_{B_r} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \int_{\{B_R \setminus B_r\} \cap \{|x-y|>R-r\}} \frac{\left(\psi(x) - \psi(y)\right)^2}{|x-y|^{N+2s}} \, dy \, dx$$

$$+ \int_{B_r} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \int_{\{B_R \setminus B_r\} \cap \{|x-y|\leq R-r\}} \frac{\left(\psi(x) - \psi(y)\right)^2}{|x-y|^{N+2s}} \, dy \, dx$$

$$\leq I_{11} + I_{12}.$$  

As in the previous computations, by setting $\rho = |x-y|$ and using the fact that $\psi$ is bounded, we conclude that

$$I_{11} \leq \frac{C}{(R-r)^2} \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \, dx.$$  

In the same way and using the fact that $\frac{\left(\psi(x) - \psi(y)\right)^2}{|x-y|^{N+2s}} \leq \frac{C}{(R-r)^2}$, we get

$$I_{12} \leq \frac{C}{(R-r)^2} \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \, dx.$$  

Therefore,

$$I_1 \leq \frac{C}{(R-r)^{2s}} \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \, dx.$$  

We deal now with $I_2$. Since $\frac{1}{2} \leq r \leq |x|, |y| \leq R < 1$, then

$$I_2 \leq \int_{B_R \setminus B_r} \int_{B_R \setminus B_r} \frac{v^{1-q}(x,t) \left(\psi(x) - \psi(y)\right)^2 \, dx \, dy}{|x-y|^{N+2s}}$$

$$\leq \int_{B_R \setminus B_r} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \int_{\{B_R \setminus B_r\} \cap \{|x-y|>R-r\}} \frac{\left(\psi(x) - \psi(y)\right)^2}{|x-y|^{N+2s}} \, dy \, dx$$

$$+ \int_{B_R \setminus B_r} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \int_{\{B_R \setminus B_r\} \cap \{|x-y|\leq R-r\}} \frac{\left(\psi(x) - \psi(y)\right)^2}{|x-y|^{N+2s}} \, dy \, dx$$

$$\leq I_{21} + I_{22}.$$  

Hence, setting $\rho = |x-y|$ and following the same computations as in the case of $I_1$, we obtain that

$$I_2 \leq \frac{C}{(R-r)^{2s}} \int_{B_R} \frac{v^{1-q}(x,t)}{|x|^{2\gamma}} \, dx.$$  

Let consider now the term $I_3$ which is the more complicated.

$$I_3 = \int_{r \leq |x| \leq R} \frac{v^{1-q}(x,t)}{|x|^{\gamma}} \left(\int_{|y| \leq \frac{|x|}{2}} \frac{\left(\psi(x) - \psi(y)\right)^2}{|x-y|^{N+2s}|y|^{\gamma}} \, dy\right) \, dx$$

$$+ \int_{r \leq |x| \leq R} \frac{v^{1-q}(x,t)}{|x|^{\gamma}} \left(\int_{|y| \leq \frac{|x|}{2}} \frac{\left(\psi(x) - \psi(y)\right)^2}{|x-y|^{N+2s}|y|^{\gamma}} \, dy\right) \, dx$$

$$= I_{31} + I_{32}.$$
If \( |y| \leq \frac{|x|}{2} \), then \( |x - y| \geq \frac{|x|}{2} \geq \frac{1}{4} \), and thus,
\[
I_{31} \leq C \int_{r \leq |x| \leq R} \frac{v^{1-q}(x, t)}{|x|^{2\gamma}} \left( \int_{|y| \leq \frac{|x|}{4}} \frac{1}{|y|^\gamma} dy \right) dx
\]
\[
\leq C \int_{r \leq |x| \leq R} \frac{v^{1-q}(x, t)}{|x|^{\gamma}} \left( \int_{0}^{\frac{|x|}{2}} \rho^{N-1-\gamma} d\rho \right) dx
\]
\[
\leq \frac{C}{(R - r)^{2s}} \int_{B_R} \frac{v^{1-q}(x, t)}{|x|^{2\gamma}} dx.
\]
To estimate \( I_{32} \), we use the fact that \( \frac{1}{|y|^\gamma} \leq \frac{2^\gamma}{|x|^\gamma} \), hence
\[
I_{32} \leq C \int_{r \leq |x| \leq R} \frac{v^{1-q}(x, t)}{|x|^{2\gamma}} \left( \int_{\frac{|x|}{4} \leq |y| \leq r} \frac{(\psi(x) - \psi(y))^2}{|x - y|^{N+2s}|y|^{\gamma}} dy \right) dx
\]
\[
\leq C \int_{r \leq |x| \leq R} \frac{v^{1-q}(x, t)}{|x|^{2\gamma}} \left( \int_{\{\frac{|x|}{4} \leq |y| \leq r\} \cap \{|x - y| > R - r\}} \frac{(\psi(x) - \psi(y))^2}{|x - y|^{N+2s}|y|^{\gamma}} dy \right) dx
\]
\[
+ \int_{r \leq |x| \leq R} \frac{v^{1-q}(x, t)}{|x|^{2\gamma}} \left( \int_{\{\frac{|x|}{4} \leq |y| \leq r\} \cap \{|x - y| \leq R - r\}} \frac{(\psi(x) - \psi(y))^2}{|x - y|^{N+2s}|y|^{\gamma}} dy \right) dx
\]
\[
\leq I_{321} + I_{322}.
\]
To estimate \( I_{321} \) and \( I_{322} \) we use the same computations as in the estimates \( I_{11} \) and \( I_{12} \). Hence it follows that
\[
I_{32} \leq \frac{C}{(R - r)^{2s}} \int_{B_R} v^{1-q}(x, t) dx.
\]
Combining the estimates above, there results that
\[
\int_{B_R} \psi^{r+1}(v^{1-q}) d\mu + \frac{a_{N,s}}{2} \int_{B_R} J_{B_r} (v^{1-s^\frac{1}{2}}(x, t) - v^{1-s^\frac{1}{2}}(y, t))^2 d\nu
\]
\[
\leq \frac{C(q) a_{N,s}}{(R - r)^{2s}} \int_{B_R} v^{1-q}(x, t) d\mu.
\]
Set now \( \theta(t) := \min\{ \frac{t + R^{2s}}{R^{2s} - r^{2s}}, 1 \} \). Then multiplying the last inequality by \( \theta \), integrating in time in \((-R^{2s}, t)\) with \( t \in (-r^{2s}, 0)\), and noticing that \( \theta(t) = 1 \) for \( t \geq -r^{2s} \) and \( |\theta'(t)| \leq \frac{1}{R^{2s} - r^{2s}} \), it follows that
\[
\sup_{t \in I_-(r)} \int_{B_r} (v^{1-q}) d\mu + \frac{a_{N,s}}{2} \int_{Q_-(r)} \int_{B_r} (v^{1-s^\frac{1}{2}}(x, t) - v^{1-s^\frac{1}{2}}(y, t))^2 d\nu ds
\]
\[
\leq C(q) \frac{a_{N,s}}{2} (R - r)^{2s} \int_{B_R} v^{1-q}(x, t) d\mu.
\]
Recalling that \( \tau := 1 + \frac{2s}{r^{2s}} \), and defining \( w := v^{1-s^\frac{1}{2}} \), we get
\[
\int_{Q_-(r)} w^{2\tau} d\mu dt = \int_{Q_-(r)} w^{2} w^{\frac{\tau}{2}} d\mu dt
\]
\[
\leq \int_{I_-(r)} \left( \int_{B_r} w^{2} d\mu \right)^\frac{\tau}{2} \left( \int_{B_r} w^{2\tau} d\mu \right)^\frac{1}{\tau} dt.
\]
Since $\gamma > 0$ and $R \leq 1$, we conclude that
\[
\int_{Q_{-(r)}} w^{2\tau} \, d\mu dt \leq \int_{I_{-(r)}} \left( \int_{B_{r}} w^2(x,t) \, d\mu \right)^{\frac{\gamma}{n}} \left( \int_{B_{r}} \frac{w^{2\tau}}{|x|^{2\gamma}} \, dx \right)^{\frac{1}{\gamma}} \, dt.
\]
Now, using the Sobolev inequality obtained in Theorem B.9 in the Appendix,
\[
\int_{Q_{-(r)}} w^{2\tau} \, d\mu dt \leq C \sup_{t \in I_{-(r)}} \left( \int_{B_{r}} w^2(x,t) \, d\mu \right)^{\frac{\gamma}{n}}
\times \left( \int_{Q_{-(r)}} (w(x,t) - w(y,t))^2 \, d\mu dt + r^{-2s} \int_{Q_{-(r)}} w^2 \, d\mu dt \right).
\]
Applying (28) twice at this inequality, and recalling that $\frac{1}{2} \leq r \leq 1$, it can be checked that
\[
\int_{Q_{-(r)}} w^{2\tau} \, d\mu dt \leq A(q,r,N,s) \left( \int_{Q_{-(r)}} w^2 \, d\mu dt \right)^{\tau}
\]
where
\[
A(q,r,N,s) = C(q,N,s) \left( \frac{1}{(R - r)^{2s}} + \frac{1}{R^{2s} - r^{2s}} \right)^{\tau}.
\]
Setting $p := q - 1$, we conclude the proof. \hfill \Box

As an application of the previous estimate, we reach a control of $\sup_{Q_{-(r)}} v^{-1}$. More precisely, we have the following result.

**Lemma 4.7.** Assume that $\frac{1}{2} \leq r < R \leq 1$ and $p \in (0,1)$. Then, there exists a constant $C = C(N,s) > 0$ such that every $v \geq 0$ supersolution to the problem (21) satisfies
\[
\sup_{Q_{-(r)}} v^{-1} \leq \left( \frac{C}{\alpha(r,R)} \right)^{\frac{1}{p}} \left( \int_{Q_{-(r)}} v^{-p} \, d\mu dt \right)^{\frac{1}{p}},
\]
where
\[
\alpha(r,R) = \begin{cases} 
\frac{(R - r)^{N+2s}}{(R^{2s} - r^{2s})^{\frac{N+2s}{2s}}} & \text{if } s \geq 1, \\
\frac{(R - r)^2}{R^{2s}} & \text{if } s < 1.
\end{cases}
\]

**Proof.** Let us consider
\[
\mathcal{M}(r,p) := \left( \int_{Q_{-(r)}} v^{-p} \, d\mu dt \right)^{\frac{1}{p}}.
\]
By Lemma 4.6, we have
\[
\mathcal{M}(r,\tau p) \leq A^{\frac{1}{p}} \mathcal{M}(r,p),
\]
where $\tau := 1 + \frac{2s}{R}$. Construct now the sequences $\{r_i\}_{i \in \mathbb{N}}$ and $\{p_i\}_{i \in \mathbb{N}}$ by setting $r_0 := R > r_1 > r_2 > ... > r$ and $p_i := pr^i$. Using again Lemma 4.6, we obtain
\[
\mathcal{M}(r,pr^{m+1}) \leq A^{\frac{1}{p}} \mathcal{M}(r,pr^{m+1}) \leq A^{\frac{1}{p}} \mathcal{M}(r,pr),
\]
with $A_m := C(p_m + 1)^2 \left( (r_m - r_{m+1})^{-2s} + (r_{m+1}^{2s} - r_{m+1}^{2s})^{-1} \right)$. Iterating this and following the arguments in [22, Theorem 3.5], we conclude the result. \hfill \Box

We prove now a control of a small positive exponents of $u$.

**Lemma 4.8.** Suppose that $\frac{1}{2} \leq r < R \leq 1$, and fix $q \in (0,\tau^{-1})$, with $\tau := 1 + \frac{2s}{R}$. Then, if $v \geq 0$ is a supersolution to (21), we have
\[
\left( \int_{Q_{+(r)}} v^{q\tau} \, d\mu dt \right)^{\frac{1}{q}} \leq \alpha \int_{Q_{+(r)}} v^q \, d\mu dt,
\]
where
\[
\alpha := \left( \frac{C(q,N,s)}{\alpha(r,R)} \right)^{\frac{1}{p}} \left( \int_{Q_{+(r)}} v^{-p} \, d\mu dt \right)^{\frac{1}{p}},
\]
and $\alpha(r,R)$ is defined as above.
Using Theorem B.9 and proceeding as in Lemma 4.6, we get (30).

\[ \square \]

Lemma 4.9. Assume that
\[ \text{Iterating this inequality (see [22, Theorem 3.7]), we reach the next result.} \]

Proof. The proof follows similarly to the one of Lemma 4.6 (see [22, Proposition 3.6] for a detailed proof with the Lebesgue measure). We set \( a := 1 - q \in [1 - \tau^{-1}, 1] \) and \( w(x, t) = \frac{1}{x^q} \). Then, using \( v^{-a}\psi^2 \) (with \( \psi \) defined in the proof of Lemma 4.6) as a test function in (21), we reach that
\[
\sup_{t \in I_+(r)} \int_{B_r} w^2(x, t)d\mu + C(q) \frac{a_{N,s}}{2} \int_{Q_+(r)} \int_{B_r} (w^2(x, t) - w^2(y, t))^2d\text{vd}\text{d}t \\
\leq C(q) \frac{a_{N,s}}{2} \left( \frac{1}{(R - r)^{2s}} + \frac{1}{R^{2s} - r^{2s}} \right) \int_{Q_+(r)} w^2(x, t)d\mu d\text{t}.
\]

Using Theorem B.9 and proceeding as in Lemma 4.6, we get (30).

Define
\[
\mathcal{H}(r, q) = \left( \int_{Q_+(r)} v^q d\mu d\text{d}t \right)^{\frac{1}{q}}.
\]

From (30), we get \( \mathcal{H}(r, rq) \leq a^{\frac{1}{q}} \mathcal{H}(R, q) \). Let define \( q_j := \tau^{-j} \) and \( r_j := r + \frac{R - r}{2^j} \). By Lemma 4.8 for \( r_n \) and \( r_{n-1} \), it follows that
\[
\mathcal{H}(r_n, q_1 \tau) \leq a_n^\tau \mathcal{H}(r_{n-1}, q_1),
\]
where \( a_n = C(N, s) \left( \frac{1}{(r_{n-1} - r_n)^{2s}} + \frac{1}{r_{n-1}^{2s} - r_n^{2s}} \right). \) By using the definition of \( r_n \) and considering that \( r \geq \frac{1}{2} \), we get
\[
\alpha_n \leq C(N, s) \frac{2^{2ns}}{(R - r)^{2s}}.
\]

Hence
\[
\mathcal{H}(r_n, q_1 \tau) \leq \left( C(N, s) \frac{2^{2ns}}{(R - r)^{2s}} \right)^\tau \mathcal{H}(r_{n-1}, q_1).
\]

Iterating this inequality (see [22, Theorem 3.7]), we reach the next result.

**Lemma 4.9.** Assume that \( \frac{1}{2} \leq r \leq R \leq 1 \) and \( q \in (0, \tau^{-1}) \), with \( \tau := 1 + \frac{2s}{N} \). Then, every supersolution \( v \geq 0 \) of problem (21) satisfies
\[
\int_{Q_+(r)} v d\mu d\text{t} \leq \left( \frac{C}{|Q_+(1)|_{d\mu \times d\text{t}}} \alpha(r, R) \right)^{\frac{1-s}{q}} \left( \int_{Q_+(r)} v^q d\mu d\text{t} \right)^{\frac{1}{q}},
\]
where \( C = C(N, s) > 0 \) and
\[
\alpha(r, R) = \begin{cases} (R - r)^{\omega_1} & \text{if } s \geq \frac{1}{2}, \\
(R^{2s} - r^{2s})^{\omega_2} & \text{if } s < \frac{1}{2}, \end{cases}
\]
with \( \omega_1, \omega_2 > 0 \) depending only on \( s, N \).

In order to apply Lemma 4.5 we need to estimate
\[
|Q_+(1) \cap \{ \log v < -m - a \}|_{d\mu \times d\text{t}} \text{ and } |Q_-(1) \cap \{ \log v > m - a \}|_{d\mu \times d\text{t}},
\]
where \( m, a > 0 \) and \( v \) is a supersolution to (21). To do this, we need the following auxiliary result.
Lemma 4.10. Let \( I \subset \mathbb{R} \) and \( \psi : \mathbb{R}^N \to [0, +\infty) \) be a continuous function satisfying \( \text{supp}(\psi) \subseteq B_R \) for some \( R > 0 \) and \( |||\psi|||_{\gamma^\ast(R^N)} \leq C \). Then, for \( v : \mathbb{R}^N \times I \to [0, +\infty) \), the following inequality holds,
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (v(x, t) - v(y, t))(-\psi^2(x)v^{-1}(x, t) + \psi^2(y)v^{-1}(y, t)) \, d\nu
\geq \int_{B_R} \int_{B_R} \log \frac{\psi(y)}{\psi(x)} - \log \frac{v(y, t)}{v(x, t)} \, dv - 3 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (\psi(x) - \psi(y))^2 \, d\nu.
\]

With this result, we can establish the estimates in (34) (see [22, Proposition 4.2] for more details),

Lemma 4.11. Assume that \( v \) is a supersolution to (21) in the cylinder \( Q := B_2 \times (-1, 1) \), then there exists a positive constant \( C = C(N, s) \) such that for some constant \( a = a(v) \), we have
\[
\forall m > 0 : |Q_+(1) \cap \{\log v < -m - a\}|_{d\mu \times dt} \leq \frac{C|B_1|_{d\nu}}{m},
\]
and
\[
\forall m > 0 : |Q_-(1) \cap \{\log v > m - a\}|_{d\mu \times dt} \leq \frac{C|B_1|_{d\nu}}{m}.
\]

Proof. Suppose that \( v \geq \epsilon > 0 \) in \( Q \). Let \( \psi \) be such that \( \psi^2 = ((1 - |x|) \vee 0) \vee 0 \), and let us denote \( w(x, t) := -\log \frac{\psi(x)}{v} \). Using \( \frac{\psi^2}{v} \) as a test function in (21) and noticing that \( \text{supp}(\psi^2) \subseteq B_{3/2} \), by Lemma 4.10 and the fact that \( |||\psi|||_{\gamma^\ast(R^N)} \leq C \), there follows
\[
\int_{B_{3/2}} \psi^2 w_1 d\mu + \frac{aN_s}{2} \int_{B_{3/2}} \int_{B_{3/2}} \psi(x)\psi(y)(w(x, t) - w(y, t))^2 dv
\leq 3\frac{aN_s}{2} \int_{B_{3/2}} \int_{\mathbb{R}^N} (\psi(x) - \psi(y))^2 d\nu \leq C.
\]

We set \( W(t) := \int_{B_{3/2}} \psi^2 w(x, t) d\mu \int_{B_{3/2}} \psi^2 d\mu \), then by the Poincaré type inequality obtained in Theorem B.10, we reach that
\[
\int_{B_{3/2}} \psi^2 w_1 d\mu + C \int_{B_{3/2}} (w(x, t) - W(t))^2 \psi^2(x) d\mu \leq C.
\]

Let \( (t_1, t_2) \subset (-1, 1) \). Integrating in time the previous inequality, dividing by \( \int_{B_{3/2}} \psi^2 d\mu \), and noticing that
\[
\int_{B_{3/2}} \psi^2 d\mu \leq 2^{N-2}\gamma|B_1|_{d\nu},
\]
one gets
\[
\frac{W(t_2) - W(t_1)}{t_2 - t_1} + \frac{C_1}{|B_1|_{d\mu}(t_2 - t_1)} \int_{t_1}^{t_2} \int_{B_1} (w(x, t) - W(t))^2 d\mu \leq C_2.
\]

Define \( \tilde{W}(t) = V(t) - C_2 t \) and \( \tilde{w}(x, t) = v(x, t) - C_2 t \), then if \( \tilde{W} \) is differentiable, by letting \( t_2 \to t_1 \), we get
\[
\tilde{W}'(t) + \frac{C_1}{|B_1|_{d\mu}} \int_{B_1} (\tilde{w}(x, t) - \tilde{W}(t))^2 d\mu \leq 0 \quad \text{a.e in } (-1, 1).
\]

In the case where \( W \) is not differentiable, it is possible to follow the same discretization argument as in [22, Proposition 4.2].
Notice that from (37) we deduce $\tilde{W}'(t) \leq 0$, and therefore calling $a(v) := W(0)$ there results

$$\tilde{W}'(t) \leq W(0) = a(v) \text{ for all } t \in (0, 1),$$

Then if we define

$$G_m^+(t) := \{ x \in B_1(0) : \tilde{w}(x, t) > m + a \},$$

for $x \in G_m^+(t)$, we have

$$\tilde{w}(x, t) - \tilde{W}(t) \geq m + a - \tilde{W}(t) > 0.$$

Thus

$$\tilde{W}'(t) + \frac{C_1}{|B_1|d_H}|G_m^+(t)|d_\mu(m + a - \tilde{W}(t))^2 \leq 0.$$

Hence

$$\frac{-\tilde{W}'(t)}{(m + a - \tilde{W}(t))^2} \geq \frac{C_1}{|B_1|d_H}|G_m^+(t)|d_\mu.$$

Integrating the previous differential inequality for $t \in (0, 1)$ and substituting $\tilde{w}$ by its value, yields

$$|Q_+(1) \cap \{ \log v + C_2 t < -m - a \}|d_\mu \times dt \leq \frac{C_1|B_1|d_H}{m}.$$

Now

$$|Q_+(1) \cap \{ \log v < -m - a \}|d_\mu \times dt \leq |Q_+(1) \cap \{ \log v + C_2 t < -m - a \}|d_\mu \times dt$$

$$+ |Q_+(1) \cap \{ C_2 t > \frac{m}{2} \}|d_\mu \times dt$$

$$\leq \frac{C|B_1|d_H}{m},$$

what finishes the proof of (35). Estimate (36) follows using the same approach. \qed

We now are able to prove the weighted weak Harnack inequality.

**Proof of Theorem 4.4.** Roughly speaking, the key to prove this result will be to define appropriate functions and parameters so that we can deduce the result from Theorem 4.5. Indeed, we divide the proof in two cases. Let $0 < r < 1$ such that $B_r \subset \Omega$.

1. Assume first that $s \geq \frac{1}{2}$.

   We set $\theta_1 = \frac{1}{2}$ and define $U_1(r) = B_r \times (1 - r^{2s}, 1)$, $U_2(r) = B_r \times (-1, -1 + r^{2s})$. In the same way we consider $U_1(1) = Q_+(1)$ and $U_2(1) = Q_-(1)$.

   Let $w_1 := e^{-a}v^{-1}, w_2 := e^av$ where $a = a(v)$ was defined in Lemma 4.11. From this result we obtain that

   $$|Q_+(1) \cap \{ \log w_1 > m \}|d_\mu \times dt \leq \frac{C|B_1|d_H}{m},$$

   and

   $$|Q_-(1) \cap \{ \log w_2 > m \}|d_\mu \times dt \leq \frac{C|B_1|d_H}{m}.$$

   Using Lemma 4.7, it follows that $(w_1, U_1(r))$ satisfies the conditions of Lemma 4.5 with $p_0 = \infty$ and $\eta$ any positive constant. Moreover, by Lemma 4.9, $(w_2, U_2(r))$ satisfies the same conditions with $p_0 = 1$ and $\eta = \frac{N-2s}{2s} < 1$. Hence we conclude that

   $$\sup_{U_1(\theta_1)} w_1 \leq C \text{ and } \|w_2\|_{L^1(U_2(\theta_2), d_\mu)} \leq \tilde{C}.$$ 

   Using these estimates and the definitions of $w_1$ and $w_2$, we get

   $$\|v\|_{L^1(U_2(\frac{1}{2}), d_\mu)} \leq C \inf_{U_1(\frac{1}{2})} v,$$

   and the result follows in this case.
(2) If $0 < s < \frac{1}{2}$, we have to change the domains by setting $\theta_1 = \theta_2 = (\frac{2}{s})^{2s}$ and $U_1(r) = B_{\frac{\sqrt{2}}{s}}(1 - r, 1), U_2(r) = B_{\frac{\sqrt{2}}{s}}(-1, -1 + r)$. Then the same arguments as in the previous case allow us to conclude.

$\square$

Finally, to end this section, we can establish a boundedness condition on the solutions of (21).

**Proposition 4.12.** Let $v \in L^2((0, T); Y^s, \gamma(\mathbb{R}^N)) \cap C([0, T); L^2(\mathbb{R}^N, |x|^{-\gamma}))$ be a solution to (21). If $F \in L^\infty((0, T); L^\infty(\Omega))$ and $u_0 \in L^\infty(\Omega)$ then $v \in L^\infty((0, T); L^\infty(\Omega))$.

**Proof.** The proof follows as a simplified version of [29, Theorem 29], fixing $r = m = +\infty$ and testing with $G_k(v)$ in (21), so we skip the details. The presence of the singular term is handled in a straightforward way. In particular, in their notation, we will define

$$|||G_k(v)|||^2 := ||G_k(v)||^2_{L^\infty((0, T); L^2(\Omega, |x|^{-\gamma}))} + ||G_k(v)||^2_{L^2((0, T); Y^s, \gamma(\Omega))},$$

and the result follows as a consequence of Theorem 2.1. $\square$

**Remark 4.13.** Apart from the integral version we proved, if the solution is bounded we can prove the strong Harnack inequality by classical arguments. We skip the details because we do not use this inequality in the applications.

### 5. The Linear Problem: Dependence on the Spectral Parameter $\lambda$

Along this section we will study the problem

$$\begin{cases}
    u_t + (-\Delta)^s u &= \lambda \frac{u}{|x|^{2s}} + g(x, t) \text{ in } \Omega \times (0, T), \\
    u(x, t) &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0, T), \\
    u(x, 0) &= u_0(x) \geq 0 \text{ if } x \in \Omega,
\end{cases}$$

(38)

where $g(x, t)$ is a nonnegative function. The goal will be to establish some necessary and sufficient conditions on $g$ and $u_0$ in order to find solutions of this problem. These results correspond to the ones obtained by P. Baras and J. A. Goldstein for the heat equation in presence of the inverse square potential (see [8]).

First, we deal with the necessary summability conditions on $g$ and $u_0$.

**Theorem 5.1.** Let $0 < \lambda \leq \Lambda_{N, s}$. Assume that $\bar{u}$ is a positive weak supersolution to the problem (38). Then $g$ and $u_0$ must satisfy

$$\int_{t_1}^{t_2} \int_{B_r(0)} |x|^{-\gamma} g \, dx \, dt < +\infty, \quad \int_{B_r(0)} |x|^{-\gamma} u_0 \, dx < +\infty,$$

for a cylinder $B_r(0) \times (t_1, t_2) \subset \subset \Omega \times (0, T)$ small enough, where $\gamma$ was defined in (17).

**Proof.** Fix $\varepsilon > 0$. Let consider $\varphi_n$, the positive solution to

$$\begin{cases}
    - (\varphi_n)_t + (-\Delta)^s \varphi_n &= \lambda \frac{\varphi_n^{-1}}{|x|^{2s}} + 1 \text{ in } \Omega \times (-\varepsilon, T), \\
    \varphi_n &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times (-\varepsilon, T), \\
    \varphi_n(x, T) &= 0 \text{ in } \Omega,
\end{cases}$$

(39)

with

$$\begin{cases}
    - (\varphi_0)_t + (-\Delta)^s \varphi_0 &= 1 \text{ in } \Omega \times (-\varepsilon, T), \\
    \varphi_0 &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times (-\varepsilon, T), \\
    \varphi_0(x, T) &= 0 \text{ in } \Omega.
\end{cases}$$

(40)
By Proposition A.1, \( \varphi_0 \) is regular in \( \Omega \times (-\varepsilon, T] \), and therefore every \( \varphi_n \) is regular too. Furthermore, \( \varphi_{n-1} \leq \varphi_n \leq \varphi \), where \( \varphi \) is the positive solution to
\[
\begin{cases}
-\varphi_t + (-\Delta)^s \varphi - \frac{\lambda \varphi}{|x|^2} = 1 & \text{in } \Omega \times (-\varepsilon, T),
\varphi = 0 & \text{in } (\mathbb{R}^N \setminus \Omega) \times (-\varepsilon, T],
\varphi(x, T) = 0, & \Omega.
\end{cases}
\]
As a consequence of the weak Harnack inequality obtained in Theorem 4.4 for a cylinder
\( C_{r_1,t_1,t_2} := B_r(0) \times (t_1, t_2) \subset \Omega \times (-\varepsilon, T), \) \( 0 < r < r_1 \), there exists a constant \( A = A(N, s, C_{r_1,t_1,t_2}) \), such that
\[\varphi(x, t) \geq \frac{A}{|x|^{\gamma}}, \quad (x, t) \in C_{r_1,t_1,t_2}, \quad \gamma = \frac{N - 2s}{2} - \alpha.\]
Since \( \varphi_n \) is regular and bounded we can use it as a test function in (38), and then as a strong solution of (39) to obtain
\[
\int_0^T \int_\Omega g \varphi_n \, dx \, dt + \int_\Omega u_0 \varphi_n(x, 0) \, dx
= -\int_0^T \int_\Omega \tilde{u}(\varphi_n) \, dx \, dt + \int_0^T \int_\Omega \tilde{u}(-\Delta)^s \varphi_n \, dx \, dt - \lambda \int_0^T \int_\Omega \frac{\tilde{u} \varphi_n}{|x|^{2s}} \, dx \, dt
\leq -\int_0^T \int_\Omega \tilde{u}(\varphi_n) \, dx \, dt + \int_0^T \int_\Omega \tilde{u}(-\Delta)^s \varphi_n \, dx \, dt - \lambda \int_0^T \int_\Omega \frac{\tilde{u} \varphi_n}{|x|^{2s}} \, dx \, dt
= \int_0^T \int_\Omega \tilde{u} \, dx \, dt = C < +\infty.
\]
Since both integrals in the left hand side are positive, in particular each one is uniformly bounded. Thus, \( \{g \varphi_n\} \) is an increasing sequence uniformly bounded in \( L^1(\Omega \times (0, T)) \), applying the Monotone Convergence Theorem and therefore, by (41),
\[
C \int_{t_1}^{t_2} \int_{B_r(0)} |x|^{-\frac{N}{2s} + \alpha} g \, dx \, dt \leq \int_{t_1}^{t_2} \int_{B_r(0)} g \varphi \, dx \, dt
\leq \int_0^T \int_\Omega g \varphi \, dx \, dt = \lim_{n \to \infty} \int_0^T \int_\Omega g \varphi_n \, dx \, dt < +\infty.
\]
Likewise, \( \{u_0 \varphi_n(x, 0)\} \) is also an increasing sequence, uniformly bounded in \( L^1(\Omega) \), and thus, choosing \( t_1 \) and \( t_2 \) so that \( 0 \in (t_1, t_2) \subset (-\varepsilon, T) \), as above we conclude
\[
C \int_{B_r(0)} |x|^{-\frac{N}{2s} + \alpha} u_0(x) \, dx \leq \int_\Omega u_0 \varphi(x, 0) \, dx < +\infty.
\]
Conversely, we would like to find the optimal summability conditions on \( g \) and \( u_0 \) to prove existence of weak solution. In this direction, notice that if \( g \in L^2(0, T; X^{-s}(\Omega)) \) and \( u_0 \in L^2(\Omega) \), by Remark 2.8 we can assure the existence of an energy solution of the problem (38) whether \( \lambda \leq \Lambda_{N,s} \). A sharper result, for a more general class of data, is the following.

**Theorem 5.2.** Assume \( 0 < \lambda \leq \Lambda_{N,s} \) and that \( g \) and \( u_0 \) satisfy
\[
\int_\Omega \frac{u_0}{|x|^\gamma} \, dx < +\infty, \quad \int_0^T \int_\Omega \frac{g}{|x|^\gamma} \, dx \, dt < +\infty,
\]
where \( \gamma \) was defined in (17). Then problem (38) has a positive weak solution.
Proof. Consider the approximated problems

\[
\begin{cases}
    u_{nt} + (-\Delta)^s u_n &= \lambda \frac{u_{n-1}}{|x|^{2s} + \frac{1}{n}} + g_n \text{ in } \Omega \times (0, T), \\
    u_n(x, t) &= 0 \text{ in } \Omega \times (0, T), \\
    u_n(x, t) &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0, T), \\
    u_n(x, 0) &= T_n(u_0(x)) \text{ if } x \in \Omega,
\end{cases}
\]  

(42)

where

\[
\begin{cases}
    u_{0t} + (-\Delta)^s u_0 &= g_1 \text{ in } \Omega \times (0, T), \\
    u_0(x, t) &= 0 \text{ in } \Omega \times (0, T), \\
    u_0(x, t) &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0, T), \\
    u_0(x, 0) &= T_1(u_0(x)) \text{ if } x \in \Omega,
\end{cases}
\]  

(43)

with \( g_n = T_n(g) \) and

\[
T_n(g) = \begin{cases}
    g & \text{if } |g| \leq n, \\
    \frac{n}{|g|} g & \text{if } |g| > n.
\end{cases}
\]

By Lemma 2.9, it follows that \( u_0 \leq u_1 \leq \cdots \leq u_{n-1} \leq u_n \) in \( \mathbb{R}^N \times (0, T) \). Note that, since the right hand sides of these problems are bounded, every \( u_n \) is actually an energy solution.

Consider \( \varphi \) the solution of the problem

\[
\begin{cases}
    -\varphi_t + (-\Delta)^s \varphi - \lambda \frac{\varphi}{|x|^{2s}} &= 1 \text{ in } \Omega \times (-\varepsilon, T), \\
    \varphi &= 0 \text{ in } \Omega \times (-\varepsilon, T), \\
    \varphi &= 0 \text{ on } (\mathbb{R}^N \setminus \Omega) \times (-\varepsilon, T], \\
    \varphi(x, T) &= C \text{ in } \Omega,
\end{cases}
\]

(44)

where \( C > 0 \). As a consequence of the weak Harnack inequality, Theorem 4.4, and Proposition 4.12, for any cylinder \( B_r(0) \times [t_1, t_2] \subset \Omega \times (-\varepsilon, T) \) we find \( c_1, c_2 > 0 \) such that

\[
\frac{c_1}{|x|^{\gamma}} \leq \varphi(x, t) \leq \frac{c_2}{|x|^{\gamma}}.
\]

(45)

Since \( \varphi \) also belongs to \( L^2(0, T; X_0^s(\Omega)) \), we can use it as a test function in (42). Thus,

\[
\int_0^T \int_\Omega (u_n) \varphi \, dx \, dt + \int_0^T \int_{\mathbb{R}^N} u_n(-\Delta)^s \varphi \, dx \, dt = \lambda \int_0^T \int_\Omega \frac{u_{n-1} \varphi}{|x|^{2s} + n} \, dx \, dt + \int_0^T \int_\Omega g_n \varphi \, dx \, dt 
\leq \lambda \int_0^T \int_\Omega \frac{u_n \varphi}{|x|^{2s}} \, dx \, dt + \int_0^T \int_\Omega g_n \varphi \, dx \, dt.
\]

Integrating in time and applying (44) and (45), we conclude that

\[
C \int_\Omega u_n(x, T) \, dx + \int_0^T \int_\Omega u_n \, dx \, dt \leq \int_0^T \int_\Omega g_n \varphi \, dx \, dt + \int_\Omega T_n(u_0(x)) \varphi(x, 0) \, dx 
\leq \int_0^T \int_\Omega g \varphi \, dx \, dt + \int_\Omega u_0(x) \varphi(x, 0) \, dx 
\leq C \int_0^T \int_\Omega \frac{q}{|x|^{\gamma}} \, dx \, dt + C \int_\Omega \frac{u_0(x)}{|x|^{\gamma}} \, dx \nabla
\]

by hypotheses. Hence, since the sequence \( \{u_n\} \) is increasing, we can define \( u := \lim_{n \to \infty} u_n \), and conclude that \( u \in L^1(\Omega \times (0, T)) \) by applying the Monotone Convergence Theorem.
Notice that, using the same computations as above and integrating in $\Omega \times [0,t]$ with $t \leq T$, by considering the above estimates on $\{u_n\}_{n \in \mathbb{N}}$, we reach that

\[(46)\quad \sup_{t \in [0,T]} \int_{\Omega} u_n(x,t) dx + \int_0^T \int_{\Omega} u_n dx dt \leq C \text{ for all } n.\]

Fix $T_1 > T$, and define $\bar{\varphi}$ as the unique solution to the problem

\[
\begin{cases}
-\bar{\varphi}_t + (-\Delta)^s \bar{\varphi} = 1 & \text{in } \Omega \times (-\varepsilon, T_1), \\
\bar{\varphi} > 0 & \text{in } \Omega \times (-\varepsilon, T_1), \\
\bar{\varphi} = 0 & \text{on } (\mathbb{R}^N \setminus \Omega) \times (-\varepsilon, T_1], \\
\varphi(x, T_1) = 0 & \text{in } \Omega.
\end{cases}
\]

It is clear that $\bar{\varphi} \in L^\infty(\Omega \times (-\varepsilon, T_1))$ and $\bar{\varphi}(x,t) \geq C > 0$ for all $(x,t) \in B_r(0) \times [0,T]$, where $B_r(0) \subset \subset \Omega$. Now, using $\bar{\varphi}$ as a test function in (42) and integrating in $\Omega \times (0,T)$, it follows that

\[
\int_{\Omega} u_n(x,T) \bar{\varphi}(x,T) dx dt + \int_0^T \int_{\Omega} u_n dx dt \geq \lambda \int_0^T \int_{\Omega} \frac{u_n-1}{|x|^{2s}+\frac{1}{n}} dx dt.
\]

Thus

\[
\lambda \int_0^T \int_{\Omega} \frac{u_n-1}{|x|^{2s}+\frac{1}{n}} dx dt \leq C \sup_{\{t \in [0,T]\}} \int_{\Omega} u_n(x,t) dx + \int_0^T \int_{\Omega} u_n dx dt \leq C \text{ for all } n.
\]

Hence

\[
\int_0^T \int_{\Omega} \frac{u_n-1}{|x|^{2s}+\frac{1}{n}} dx dt = \int_0^T \int_{B_r(0)} \frac{u_n-1}{|x|^{2s}+\frac{1}{n}} dx dt + \int_0^T \int_{\Omega \setminus B_r(0)} \frac{u_n-1}{|x|^{2s}+\frac{1}{n}} dx dt \leq C \int_0^T \int_{\Omega} u_n-1 dx dt \leq C.
\]

Therefore, by the Monotone Convergence Theorem we conclude that

\[
\frac{u_n-1}{|x|^{2s}+\frac{1}{n}} + g_n \uparrow \frac{u}{|x|^{2s}} + g \text{ strongly in } L^1(\Omega \times (0,T)).
\]

To conclude that $u$ is a weak solution to problem (38), it remains to check that $u \in C([0,T]; L^1(\Omega))$. We claim that $\{u_n\}_{n \in \mathbb{N}}$ is a Cauchy sequence in $C([0,T]; L^1(\Omega))$, and hence the result follows. In order to prove this, we closely follow the argument in [33].

Let $n,m \in \mathbb{N}$, such that $n \geq m$, and denote $u_{n,m} := u_n - u_m$, and $g_{n,m} := g_n - g_m$. Clearly, $u_{n,m}, m \geq 0$. We set

\[
C_{m,n} := \lambda \int_0^t \int_{\Omega} \frac{u_{n,m}}{|x|^{2s}} dx d\tau + \int_0^t \int_{\Omega} g_{n,m} T_1(u_{n,m}) dx d\tau,
\]

and then $C_{m,n} \to 0$ as $n, m \to \infty$.

By the definition of the approximated problems in (42) and the linearity of the operator, for $t \leq T$,

\[
\int_0^t \int_{\Omega} (u_{n,m}) T_1(u_{n,m}) dx d\tau + \int_0^t \int_{\Omega} (-\Delta)^s(u_{n,m}) T_1(u_{n,m}) dx d\tau \leq C_{m,n}.
\]

Since $u_{n,m} \in L^2((0,T); X_0^s(\Omega))$, it follows that (see [29] for a detailed proof)

\[
\int_0^t \int_{\Omega} (-\Delta)^s(u_{n,m}) T_1(u_{n,m}) dx d\tau \geq \int_0^t \| T_1(u_{n,m}) \|^2_{X_0^s(\Omega)} d\tau \geq 0,
\]

and therefore,

\[
\int_0^t \int_{\Omega} (u_{n,m}) T_1(u_{n,m}) dx d\tau \leq C_{m,n}.
\]
Let define

$$\Psi(s) := \int_0^s T_1(\sigma)d\sigma.$$  

Since $u_n \in C([0,T]; L^2(\Omega))$, then

$$\int_\Omega \int_0^t (u_{n,m})_t T_1(u_{n,m}) \, dx \, dt = \int_\Omega (\Psi(u_{n,m})(t) - \Psi(u_{n,m})(0)) \, dx.$$  

Thus

$$\int_\Omega \psi(u_{n,m})(t) \, dx \leq C_{n,m} + \int_\Omega \Psi(u_{n,m})(0) \, dx.$$  

Since $\Psi(u_{n,m})(0) = \psi(T_n(u_0) - T_m(u_0))$, noticing that $\Psi(s) \leq s$ and $T_n(u_0) - T_m(u_0) \to 0$ strongly in $L^1(\Omega)$ as $n, m \to \infty$, we obtain that

$$\int_\Omega \Psi(u_{n,m})(t) \, dx \to 0 \text{ as } n, m \to \infty.$$  

Now, since

$$\int_{|u_{n,m}| < 1} \frac{|u_{n,m}|^2(t)}{2} \, dx + \int_{|u_{n,m}| > 1} \frac{|u_{n,m}|(t)}{2} \, dx \leq \int_\Omega \psi(u_{n,m})(t) \, dx,$$  

then using Hölder inequality we reach the desired result.

Thus, we are in the case

$$\int_\Omega (u_{n,m})_t \psi(u_{n,m})(t) \, dx = 0 \text{ in } \Omega \times (0, T).$$  

Next, we see that $\Lambda_{N,s}$ provides a real restriction on $\lambda$.

**Proposition 5.3.** If $\lambda > \Lambda_{N,s}$, problem (38) has no positive weak supersolution.

**Proof.** Consider $\hat{u}$ as a weak supersolution to the problem

$$\begin{cases} 
  u_t + (\Delta)^s u - \Lambda_{N,s} \frac{u}{|x|^{2s}} = (\lambda - \Lambda_{N,s}) \frac{u}{|x|^{2s}} + g \text{ in } \Omega \times (0, T), \\
  u(x, t) > 0 \text{ in } \Omega \times (0, T), \\
  u(x, t) = 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0, T].
\end{cases}$$  

(48)

Since in the left hand side the constant is $\Lambda_{N,s}$, we are in the case $\alpha = 0$, and by Theorem 5.1, necessarily

$$\left((\lambda - \Lambda_{N,s}) \frac{\hat{u}}{|x|^{2s}} + g\right) |x|^{-\frac{s-2s}{2}} \in L^1(B_r(0) \times (t_1, t_2)),$$

for all $B_r(0) \times (t_1, t_2) \subset \subset \Omega \times (0, T)$ small enough. In particular, this implies

$$\left((\lambda - \Lambda_{N,s}) \frac{\hat{u}}{|x|^{2s}} \right) |x|^{-\frac{s-2s}{2}} \in L^1(B_r(0) \times (t_1, t_2)),$$

and hence, applying the weak Harnack inequality again,

$$\lambda - \Lambda_{N,s} |x|^{-N} \in L^1(B_r(0) \times (t_1, t_2)),$$

what is a contradiction. Therefore, there does not exist a positive supersolution if $\lambda > \Lambda_{N,s}$. \hfill \Box

**Remark 5.4.** The previous nonexistence result implies that for $\lambda > \Lambda_{N,s}$ an instantaneous and complete blow up phenomena occurs. The proof is a simple adaptation of Theorem 6.4, where this result is proved for a more involved semilinear problem.

Furthermore, we can state a nonexistence result that shows the optimality of the power $p = 1$ in the singular term $u_p$. The proof for this nonlocal problem closely follows the classical case, due to H. Brezis and X. Cabré (see [14]).
Theorem 5.5. Let $p > 1$, and let $u \geq 0$ satisfy
\[ u_t + (-\Delta)^s u \geq \frac{u^p}{|x|^{2s}} \quad \text{in } \Omega \times (0, T), \]
in the weak sense. Then $u \equiv 0$.

Proof. Consider a cylinder $B_r(0) \times (t_1, t_2)$. If $u \geq 0$, by the Maximum Principle (Theorem 2.14), we know that there exists $\varepsilon > 0$ so that
\[ u \geq \varepsilon \quad \text{in } B_r(0) \times (t_1, t_2). \]

Let define
\[ \phi(s) = \begin{cases} \frac{1}{(p-1)s^{p-1}} - \frac{1}{(p-1)s^{p-1}} & \text{if } s \geq \varepsilon, \\ \frac{1}{s} & \text{if } s < \varepsilon. \end{cases} \]

Notice that $0 \leq \phi < +\infty$ in $[\varepsilon, +\infty)$, $\phi(\varepsilon) = 0$, $\phi'(\varepsilon) = 0$, and $\phi$ is a $C^1$ function satisfying $\phi'(s) = -\frac{1}{s^2}$ for $s \geq \varepsilon$. Moreover, since $\phi$ is concave, just applying the definition of a concave function, it follows that $(-\Delta)^s(\phi(u)) \geq \phi'(u)(-\Delta)^s u$ and thus,
\[ (\phi(u))_t + (-\Delta)^s(\phi(u)) \geq \phi'(u)(u_t + (-\Delta)^s u) \geq \frac{1}{|x|^{2s}} \quad \text{for } u \geq \varepsilon. \]

Consider now the weak solution $w$ to the elliptic equation
\[
\begin{cases}
(-\Delta)^s w = \frac{1}{|x|^{2s}} & \text{in } B_r(0), \\
w = 0 & \text{on } \mathbb{R}^N \setminus B_r(0),
\end{cases}
\]
that exists because $\frac{1}{|x|^{2s}} \in L^1(B_r(0))$ (see [29]). Hence,
\[ (\phi(u) - w)_t + (-\Delta)^s(\phi(u) - w) \geq 0 \quad \text{in } B_r(0) \times (t_1, t_2), \]
in the weak sense, which implies $\phi(u) - w \geq 0$ in $B_r(0) \times (t_1, t_2)$. Thus, if we prove that $w$ is unbounded, we reach a contradiction with the fact that $\phi$ is bounded, and the proof is finished.

Define $\tilde{w} := \frac{w}{|x|^{2s}}$, where the constant is chosen such that $\frac{C_{N,s}}{|x|^{2s}}$ is the fundamental solution of the fractional Laplace equation. Thus, for $|x| \leq 1/n$,
\[
\tilde{w}(x) = C_{N,s} \int_{B_r(0)} \frac{1}{|y|^{2s}|x-y|^{N-2s}} dy \geq \tilde{C} \int_{B_r(0)} \frac{1}{|y|^{2s}(|y|^{N-2s} + (1/n)^{N-2s})} dy \to +\infty
\]
when $n \to +\infty$, that is, when $|x| \to 0$. But recalling the definition of $\tilde{w}$, we have that $w - \tilde{w}$ is harmonic in $B_r(0)$, and hence bounded in $B_{r/2}(0)$. Therefore, $w(x) \to +\infty$ as $|x| \to 0$.

Thus, as a straightforward consequence we obtain the following result.

Corollary 5.6. Let $g \in L^1(\Omega \times (0, T))$, $g \geq 0$, and $p > 1$. Therefore, the problem
\[
\begin{cases}
u_t + (-\Delta)^s u = \lambda \frac{u^p}{|x|^{2s}} + g & \text{in } \Omega \times (0, T), \\
u(x, t) = 0 & \text{in } (\mathbb{R}^N \setminus \Omega) \times [0, T), \\
u(x, 0) = \nu_0(x) & \geq 0 \text{ if } x \in \Omega,
\end{cases}
\]
has no positive weak solution.
6. Existence and nonexistence results for a semilinear problem

The goal of this section is to study how the addition of a semilinear term of the form $u^p$, with $p > 1$, interferes with the solvability of the previous problems. As in the classical heat equation, see [3], the relevant feature is that for every $\lambda \in (0, \Lambda_{N,s})$ there exists a threshold for the existence, $p_+(\lambda, s)$, that depends on the spectral parameter. Indeed, we will consider the problem

$$
\begin{align*}
\begin{cases}
  u_t + (-\Delta)^s u &= \lambda \frac{|u|^{2s}}{|x|^{2s}} + u^p + cf \text{ in } \Omega \times (0,T), \\
  u(x, t) &> 0 \text{ in } \Omega \times (0,T), \\
  u(x, t) &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0,T), \\
  u(x, 0) &= u_0(x) \text{ if } x \in \Omega,
\end{cases}
\end{align*}
$$

(49)

with $p > 1$ and $\lambda, c > 0$. By weak or energy solutions of this problem, we mean solutions in the sense of Definition 2.4 and Definition 2.5 by fixing $F = \lambda \frac{|u|^{2s}}{|x|^{2s}} + u^p + cf$.

We will prove that there exists such critical exponent $p_+(\lambda, s)$ so that one can prove existence of solution for problem (49) whether $1 < p < p_+(\lambda, s)$, and nonexistence for $p > p_+(\lambda, s)$. Following the same ideas as in [9], one can expect $p_+(\lambda, s)$ to depend on $s$ and $\lambda$, and in particular to satisfy

$$
p_+(\lambda, s) = 1 + \frac{2s}{N - 2s - \alpha} = 1 + \frac{2s}{\gamma}.
$$

Note that if $\lambda = \Lambda_{N,s}$, namely, $\alpha = 0$, then $p_+(\lambda, s) = 2^*_s - 1$, and if $\lambda = 0$, i.e., $\alpha = \frac{N}{2}$, then $p_+(\lambda, s) = \infty$.

We will need some auxiliary results that allow us to build a solution whenever we have a supersolution. To prove existence of a weak solution to (49) with $L^1$ data from a weak supersolution, we will consider the solution obtained as limit of solutions of approximated problems (see [12, 18] for the local parabolic operators case).

**Lemma 6.1.** If $\bar{u} \in C([0,T); L^1(\Omega))$ is a weak positive supersolution to the equation in (49) with $\lambda \leq \Lambda_{N,s}$ and $f \in L^1(\Omega \times (0,T))$, then there exists a positive minimal weak solution to problem (49) obtained as limit of solutions of approximated problems.

**Proof.** If $\bar{u}$ is a positive supersolution to (49) with $\lambda \leq \Lambda_{N,s}$, we construct a sequence $\{u_n\}_{n \in \mathbb{N}}$ starting with

$$
\begin{align*}
\begin{cases}
  u_{0t} + (-\Delta)^s u_0 &= T_1(f) \text{ in } \Omega \times (0,T), \\
  u_0(x, t) &> 0 \text{ in } \Omega \times (0,T), \\
  u_0(x, t) &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0,T), \\
  u_0(x, 0) &= T_1(u_0(x)) \text{ if } x \in \Omega.
\end{cases}
\end{align*}
$$

(50)

By the Weak Comparison Principle (Lemma 2.9), it follows that $u_0 \leq \bar{u}$ in $\mathbb{R}^N \times (0,T)$. By iteration we define

$$
\begin{align*}
\begin{cases}
  u_{nt} + (-\Delta)^s u_n &= \lambda \frac{|u_{n-1}|^{2s}}{|x|^{2s}} + u_n^p + T_n(f) \text{ in } \Omega \times (0,T), \\
  u_n(x, t) &> 0 \text{ in } \Omega \times (0,T), \\
  u_n(x, t) &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0,T), \\
  u_n(x, 0) &= T_n(u_0(x)) \text{ if } x \in \Omega.
\end{cases}
\end{align*}
$$

(51)
In fact, \( \{u_n\} \subseteq C([0, T); L^1(\Omega)) \cap L^p([0, T); L^p(\Omega)) \) (see [29]). As above it follows that \( u_0 \leq \ldots \leq u_{n-1} \leq u_n \leq \bar{u} \) in \( \mathbb{R}^N \times (0, T) \), so we obtain the pointwise limit \( u := \lim u_n \) that verifies \( u \leq \bar{u} \) and

\[
\begin{cases}
  u_t + (-\Delta)^s u &= \lambda \frac{u}{|x|^{2s}} + u^p + f \text{ in } \Omega \times (0, T), \\
  u(x, t) &> 0 \text{ in } \Omega \times (0, T), \\
  u(x, t) &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0, T), \\
  u(x, 0) &= u_0(x) \text{ if } x \in \Omega,
\end{cases}
\]

in the weak sense.

Likewise, if the supersolution belongs to the energy space, the solution we find will be also an energy solution.

**Lemma 6.2.** If \( \bar{u} \in L^2(0, T; X^s_0(\Omega)) \) with \( \bar{u}_t \in L^2(0, T; X^{-s}(\Omega)) \) is a positive finite energy supersolution to \( (49) \) with \( \lambda \leq \Lambda_{N,s} \) and \( f \in L^2(0, T; X^{-s}(\Omega)) \), then there exists a positive minimal energy solution to problem \( (49) \) obtained as limit of solutions of the approximated problems.

**Proof.** Proceeding as in the proof of Lemma 6.1 and using the Comparison Principle for energy solutions (Lemma 2.11), we can build a sequence \( \{u_n\} \subseteq C(\mathbb{R}^N \times (0, T)) \) of energy solutions of the approximated problems \( (51) \), so that

\[
u_0 \leq u_1 \leq \ldots \leq u_n \leq \ldots \leq \bar{u} \quad \text{in } \mathbb{R}^N \times (0, T).
\]

Hence, by the Monotone Convergence Theorem we can define \( u := \lim_{n \to \infty} u_n \). Moreover, applying the energy formulation of \( u_n \),

\[
\|u_n\|_{L^2(0,T;X^s_0(\Omega))}^2 = \int_0^T \|u_n(\cdot, t)\|_{X^s_0(\Omega)}^2 \, dt = \int_0^T \int_\Omega \frac{(u_n(x, t) - u_n(y, t))^2}{|x - y|^{N+2s}} \, dx \, dy \
\]

\[
= \frac{2}{a_{N,s}} \left\{ \int_0^T \int_\Omega \left( \frac{u_n^2}{|x|^{2s}} + u_n^{p+1} + T_n(f) u_n \right) \, dx \, dt - \int_0^T \int_\Omega (u_n)_t u_n \, dx \, dt \right\} 
\]

\[
= \frac{2}{a_{N,s}} \left\{ \int_0^T \int_\Omega \left( \frac{u_n^2}{|x|^{2s}} + u_n^{p+1} + T_n(f) u_n \right) \, dx \, dt - \frac{1}{2} \int_\Omega u_n(x, 0)^2 \, dx 
\]

\[
+ \frac{1}{2} \int_\Omega u_n(x, 0)^2 \, dx \right\} 
\]

\[
\leq \frac{2}{a_{N,s}} \left\{ \int_0^T \int_\Omega \left( \frac{\bar{u}^2}{|x|^{2s}} + \bar{u}^{p+1} + f \bar{u} \right) \, dx \, dt + \frac{1}{2} \int_\Omega \bar{u}(x, 0)^2 \, dx \right\} 
\]

\[
\leq C.
\]

Thus, up to a subsequence, we know that \( u_n \to u \in L^2(0,T;X^s_0(\Omega)) \). Likewise, for every 0 \( \leq t \leq T \),

\[
\| (u_n)_t \|_{X^{-s}(\Omega)} = \sup_{\|\varphi\|_{X^s_0(\Omega)} \leq 1} \left| \int_\Omega (u_n)_t \varphi \, dx \right| 
\]

\[
\leq \sup_{\|\varphi\|_{X^s_0(\Omega)} \leq 1} \left| \int_\Omega \frac{(u_n(x) - u_n(y))(\varphi(x) - \varphi(y))}{|x - y|^{N+2s}} \, dx \, dy \right| 
\]

\[
+ \sup_{\|\varphi\|_{X^s_0(\Omega)} \leq 1} \left\{ \int_\Omega u_n^p \varphi \, dx + \lambda \int_\Omega \frac{u_n \varphi}{|x|^{2s}} \, dx + \int_\Omega T_n(f) \varphi \right\} 
\]

\[
\leq \sup_{\|\varphi\|_{X^s_0(\Omega)} \leq 1} \left\{ \|u_n\|_{X^s_0(\Omega)} \|\varphi\|_{X^s_0(\Omega)} + \int_\Omega \bar{u}^p \varphi \, dx + \lambda \int_\Omega \frac{\bar{u} \varphi}{|x|^{2s}} \, dx + \int_\Omega f \varphi \, dx \right\} 
\]

\[
\leq C\left( \|u_n\|_{X^s_0(\Omega)} + 1 + \|f\|_{L^2(\Omega)} \right).
\]
Hence,
\[
\int_0^T \| (u_n)_t \|^2_{X^{-r}(\Omega)} \, dt \leq C (\| u_n \|^2_{L^2(0,T;X^r(\Omega))} + 1 + \| f \|^2_{L^2(0,T;L^2(\Omega))}) \leq C,
\]
and therefore, up to a subsequence, \((u_n)_t \to u_t\) in \(L^2(0,T;X^{-r}(\Omega))\), and we can pass to the limit to conclude that \(u\) is a finite energy solution to (49).

\[ \square \]

6.1. Nonexistence results for \( p > p_+(\lambda, s) \). Instantaneous and complete blow up. Assume first that \( p > p_+(\lambda, s) \). Thus, we can formulate the nonexistence result as follows.

**Theorem 6.3.** Let \( \lambda \leq \Lambda_{N,s} \). If \( p > p_+(\lambda, s) \), then problem (49) has no positive weak supersolution. In the case where \( f \equiv 0 \), the unique nonnegative supersolution is \( u \equiv 0 \).

**Proof.** Without loss of generality, we can assume \( f \in L^\infty(\Omega \times (0,T)) \). We argue by contradiction. Assume that \( \tilde{u} \) is a positive weak supersolution of (49). Then \( \tilde{u}_t + (-\Delta)^s \tilde{u} - \lambda \frac{\tilde{u}}{|x|^2} \geq 0 \) in \( \Omega \times (0,T) \) in the weak sense.

Since \( \tilde{u} \) is also a weak supersolution in any \( B_R(0) \times (T_1, T_2) \subset \subset \Omega \times (0,T) \), then by Lemma 6.1, the problem

\[
\begin{align*}
    u_t + (-\Delta)^s u & = \frac{\lambda u}{|x|^{2s}} + u^p + f \quad \text{in} \quad B_R(0) \times (T_1, T_2), \\
    u(x,t) & > 0 \quad \text{in} \quad B_R(0) \times (T_1, T_2), \\
    u(x,T_1) & = 0 \quad \text{in} \quad (\mathbb{R}^N \setminus B_R(0)) \times [T_1, T_2), \\
    u(x,T_1) & = \tilde{u}(x,T_1) \quad \text{if} \quad x \in B_R(0),
\end{align*}
\]

has a minimal solution \( u \) obtained by approximation of truncated problems in \( B_R(0) \times (T_1, T_2) \).

In particular \( u = \lim u_n \), with \( u_n \in L^\infty(B_R(0) \times (T_1, T_2)) \cap C^1((T_1, T_2);C^{2s+\beta}(B_R(0)))\), \( \beta > 0 \), and \( u_n \) solution to (51) in \( B_R(0) \times (T_1, T_2) \).

Notice that \( u_t + (-\Delta)^s u - \frac{\lambda u}{|x|^{2s}} \geq 0 \) in \( B_{r_1}(0) \times (T_1, T_2) \) in the weak sense, and therefore, by the weak Harnack inequality in Theorem 4.4, for all cylinder \( B_r(0) \times (t_1, t_2) \), with \( 0 < r < r_1 < R \), \( 0 < T_1 < t_1 < t_2 < T_2 \leq T \) there exists a constant \( C = C(N, r_1, t_1, t_2)\) such that \( u \geq C|x|^{-\frac{N+2s}{2}} \) and then for \( r \) small enough \( u > 1 \) in \( B_r(0) \times (T_1, T_2) \).

In particular, since \( u \in L^1(\Omega \times (0,T)) \), then using the fact that \( u \geq 1 \) in \( B_r(0) \times (T_1, T_2) \), we reach that \( \log(u) \in L^p(B_r(0) \times (t_1, t_2)) \), for all \( p \geq 1 \). By a suitable scaling, we can assume that the cylinder is \( B_r(0) \times (0, \tau) \).

Let \( \phi \in C^\infty_0(B_r(0)) \), then using \( \frac{|\phi|^2}{u_n} \) as a test function in the approximated problems (51) and applying the Picone (Theorem B.4) and Sobolev (Theorem 2.1) inequalities,

\[
\int_0^\tau \int_{B_r(0)} u_n^{r-1} \phi^2 \, dx \, dt \leq \int_0^\tau \int_{B_r(0)} \frac{|\phi|^2}{u_n} u_n \, dx \, dt + \int_0^\tau \int_{B_r(0)} (-\Delta)^s u_n \frac{|\phi|^2}{u_n} \, dx \, dt
\]

\[
\leq \int_{B_r(0)} \log u_n(x, \tau) |\phi|^2 \, dx + C'(N, s, \tau) \| \phi \|^2_{X^r(\Omega)}.
\]

Therefore, passing to the limit as \( n \) tends to infinity, and considering that \( u \geq C|x|^{-\frac{N+2s}{2}} \) in \( B_r(0) \times (0, \tau) \), we obtain

\[
\int_{B_r(0)} \log u(x, \tau) |\phi|^2 \, dx + C'(N, s, \tau) \| \phi \|^2_{X^r(\Omega)} \geq \int_0^\tau \int_{B_r(0)} u^{p-1} \phi^2 \, dx \, dt
\]

\[
\geq C \int_0^\tau \int_{B_r(0)} \frac{\phi^2}{|x|^{(p-1)(\frac{N}{2}+s)+\alpha}} \, dx \, dt.
\]
Using Hölder and Sobolev inequalities, it follows that

\[
\int_{B_r(0)} |\log(u(x, \tau))| |\phi|^2 dx \leq \left( \int_{B_r(0)} |\phi|^2 dx \right)^{\frac{p}{p'}} \left( \int_{B_r(0)} |\log u(x, \tau)|^{\frac{N}{2}} dx \right)^{\frac{2}{N}} \leq \left( \int_{B_r(0)} |\log u(x, \tau)|^{\frac{N}{2}} dx \right)^{\frac{2}{N}} S \|\phi\|^2_{X^2_0(\Omega)},
\]

where \(S\) is the optimal constant in the Sobolev embedding. Thus we have

\[
\left[ C'(N, s, \tau) + \left( \int_{B_r(0)} |\log u(x, \tau)|^{\frac{N}{2}} dx \right)^{\frac{2}{N}} S \right] \|\phi\|^2_{X^2_0(\Omega)} \geq C \int_{B_r(0)} \frac{\phi^2}{|x|^{(p-1)\left(\frac{2}{N} - \frac{2}{\beta}\right)}} dx.
\]

Since \(p > p_+(\lambda, s)\) then, for a cylinder small enough, \((p - 1) \left(\frac{N - 2s}{2} - \alpha\right) > 2s\) and we obtain a contradiction with the Hardy inequality.

The previous nonexistence result is very strong in the sense that a complete and instantaneous blow-up phenomenon occurs. That is, if \(u_n\) is the solution to the approximated problems (51), then \(u_n(x, t) \to \infty\) as \(n \to \infty\), where \((x, t)\) is an arbitrary point in \(\Omega \times (0, T)\).

**Theorem 6.4.** Let \(u_n\) be a solution to the problem (51) with \(p > p_+(\lambda, s)\). Then \(u_n(x_0, t_0) \to \infty\), for all \((x_0, t_0) \in \Omega \times (0, T)\).

**Proof.** Without loss of generality, we can assume that \(\lambda \leq \Lambda_N\). The existence of a positive solution to problem (51) is clear and, due to the Comparison Principle, we know that \(u_n \leq u_{n+1}\) for all \(n \in \mathbb{N}\).

Suppose by contradiction that there exists \((x_0, t_0) \in \Omega \times (0, T)\) such that

\[u_n(x_0, t_0) \to C_0 < \infty\quad\text{as } n \to \infty.\]

By using the Harnack inequality (see Lemma 2.13), there exists \(s_0 > 0\) and a positive constant \(C = C(N, s_0, t_0, \beta)\) such that

\[
\iint_{R^+_0} u_n(x, t) \, dx \, dt \leq C \text{ ess inf } u_n \leq C,
\]

where \(R^+_0 = B_{s_0}(x_0) \times (t_0 - \frac{3}{4} \beta, t_0 - \frac{1}{4} \beta)\) and \(R^+_0 = B_{s_0}(x_0) \times (t_0 + \frac{1}{4} \beta, t_0 + \frac{3}{4} \beta)\).

Without loss of generality, we can suppose \(x_0 = 0\). Otherwise, we can find a finite sequence of points \(\{x_i\}_{i=0}^M\) ending with \(x_M = 0\), and of radius \(\{s_i\}_{i=0}^M\) such that \(B_{s_i}(x_i) \subset \Omega, B_{s_i}(x_i) \cap B_{s_{i+1}}(x_{i+1}) \neq \emptyset\), for all \(i = 0, \ldots, M\) and, by the Hanarck inequality,

\[
\iint_{R^+_i} u_n(x, t) \, dx \, dt \leq C \text{ ess inf } u_n,
\]

where \(R^+_i = B_{s_i}(x_i) \times (t_i - \frac{3}{4} \beta, t_i - \frac{1}{4} \beta)\) and \(R^+_i = B_{s_i}(x_i) \times (t_i + \frac{1}{4} \beta, t_i + \frac{3}{4} \beta)\), \(t_i \in (0, T)\) and \(\beta\) is small enough so that \(t_i - \frac{3}{4} \beta > 0\) and \(t_i + \frac{3}{4} \beta < T\) for all \(i = 0, \ldots, M\). Let us choose now \(t_i = t_{i-1} - \beta\) for \(i = 1, \ldots, M\). Note that in this case

\[(t_i + \frac{1}{4} \beta, t_i + \frac{3}{4} \beta) = (t_{i-1} - \frac{3}{4} \beta, t_{i-1} - \frac{1}{4} \beta),\]
and in particular, \(R_i^+ \cap R_i^{-1} \neq \emptyset\). Thus, for \(i = 1, \ldots, M\),
\[
\int \int_{R_i^+} u_n(x,t) \, dx \, dt \leq \text{ess inf}_{R_i^+} u_n(x,t) \leq \text{ess inf}_{R_i^+ \cap R_i^{-1}} u_n(x,t)
\]
\[
\leq \frac{1}{|R_i^+ \cap R_i^{-1}|} \int \int_{R_i^+ \cap R_i^{-1}} u_n(x,t) \, dx \, dt
\]
\[
\leq \frac{1}{|R_i^+ \cap R_i^{-1}|} \int \int_{R_i^{-1}} u_n(x,t) \, dx \, dt
\]
\[
\leq \ldots \leq C \int \int_{R_0} u_n(x,t) \, dx \, dt \leq \bar{C}.
\]

Therefore, supposing \(x_0 = 0\), by the Monotone Convergence Theorem there exists \(u \geq 0\) such that \(u_n \uparrow u\) strongly in \(L^1(B_r(0) \times (t_1,t_2))\). Let now \(\varphi\) be the solution to the problem
\[
\left\{
\begin{array}{ll}
-\varphi_t + (-\Delta)^s \varphi = \chi_{B_r(0) \times [t_1,t_2]} \in \Omega \times (0,T),

\varphi(x,t) > 0 \text{ in } \Omega \times (0,T),

\varphi(x,t) = 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0,T),

\varphi(x,T) = 0 \text{ in } \Omega.
\end{array}
\right.
\]
(54)

Note that, due to the regularity of the right hand sides of problems (51) and (54), both \(u_n\) and \(\varphi\) are in the energy space, and thus both can be used as test functions in the energy formulation of the problems. Indeed, considering first \(u_n\) as test function in (54) and then, after integrating by parts, \(\varphi\) in (51), and defining \(\eta := \inf_{B_r(0) \times (t_1,t_2)} \varphi(x,t)\), we have
\[
C \geq \int_{t_1}^{t_2} \int_{B_r(0)} u_n(x,t) \, dx \, dt
\]
\[
\geq \lambda \int_0^T \int_{\Omega} \frac{u_n-1}{|x|^{2s} + \frac{1}{n}} \varphi \, dx \, dt + \int_0^T \int_{\Omega} u_n^{-1} \varphi \, dx \, dt + c \int_0^T \int_{\Omega} T_n(f) \varphi \, dx \, dt
\]
\[
\geq \lambda \eta \int_{t_1}^{t_2} \int_{B_r(0)} \frac{u_n-1}{|x|^{2s} + \frac{1}{n}} \, dx \, dt + \eta \int_{t_1}^{t_2} \int_{B_r(0)} u_n^{-1} \, dx \, dt + c \eta \int_{t_1}^{t_2} \int_{B_r(0)} T_n(f) \, dx \, dt.
\]

By the Monotone Convergence Theorem,
\[
\frac{u_n}{|x|^{2s} + \frac{1}{n}} \rightharpoonup \frac{u}{|x|^{2s} + \frac{1}{n}} \text{ in } L^1(B_r(0) \times (t_1,t_2)),
\]
\[
\frac{u_n-1}{|x|^{2s} + \frac{1}{n}} \rightharpoonup f \text{ in } L^1(B_r(0) \times (t_1,t_2)).
\]

Thus it follows that \(u\) is a weak supersolution to (1) in \(B_r(0) \times (t_1,t_2)\), a contradiction with Theorem 6.3. \(\square\)

6.2. **Existence results for** \(1 < p < p_+(\lambda,s)\). The goal now is to consider the complementary interval of powers, \(1 < p < p_+(\lambda,s)\), and to prove that under some suitable hypotheses on \(f\) and \(u_0\), problem (49) has a positive solution. We will consider here the case \(f \equiv 0\). For the case \(f \neq 0\), see Remark 6.6.

First of all, notice that if \(0 < \lambda \leq \Lambda_{N,s}\) and \(1 < p < p_+(\lambda,s)\), the stationary problem
\[
(-\Delta)^s u = \lambda \frac{u}{|x|^{2s}} + u^p \text{ in } \Omega, \quad u > 0 \text{ in } \Omega, \quad u = 0 \text{ in } \mathbb{R}^N \setminus \Omega,
\]
(55)
has a positive supersolution \(u\), depending on the following cases:

(A) \(0 < \lambda < \Lambda_{N,s}\): In Proposition 2.3 of [9], the authors find a positive solution to the problem
\[
(-\Delta)^s u = \lambda \frac{u}{|x|^{2s}} + u^p + \mu u^q \text{ in } \Omega, \quad u > 0 \text{ in } \Omega, \quad u = 0 \text{ in } \mathbb{R}^N \setminus \Omega,
\]
(56)
for $\mu$ small enough, $0 < q < 1$ and $1 < p < p_+(\lambda, s)$. In particular, for every $\mu \geq 0$ this solution is a supersolution of \eqref{eq:55}. Note that for $1 < p \leq 2^*_s - 1$ this supersolution is in the energy space, and for $2^*_s - 1 < p < p_+(\lambda, s)$, it is a weak positive supersolution.

(B) If $\lambda = \Lambda_{N,s}$, then $p_+(\lambda, s) = 2^*_s - 1$. Thus, instead of $X_{s}^{0}(\Omega)$, we consider the Hilbert space $H(\Omega)$ defined in \eqref{eq:9}. Since $H(\Omega)$ is compactly embedded in $L^p(\Omega)$ for all $1 \leq p < 2^*_s$, classical variational methods in the space $H(\Omega)$ allow us to prove the existence of a positive solution $w$ to the stationary problem \eqref{eq:55}.

**Theorem 6.5.** Assume that $0 < \lambda \leq \Lambda_{N,s}$ and $1 < p < p_+(\lambda, s)$. Suppose that $u_0(x) \leq \overline{w}$, where $\overline{w}$ is a supersolution to the stationary problem

$$(-\Delta)^s w = \lambda \frac{u}{|x|^{2s}} + w^p \text{ in } \Omega, \quad w(x) > 0 \text{ in } \Omega, \quad w(x) = 0 \text{ on } \mathbb{R}^N \setminus \Omega.$$  

Then for all $T > 0$, the problem

\begin{equation}
\left\{ \begin{array}{ll}
 u_t + (-\Delta)^s u &= \lambda \frac{u}{|x|^{2s}} + w^p \text{ in } (0, T), \\
 u(x, t) &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0, T), \\
 u(x, 0) &= u_0(x) \text{ if } x \in \Omega,
\end{array} \right.
\end{equation}

has a global positive solution. If $\overline{w}$ is a weak supersolution, the solution will be also weak, and likewise, if $\overline{w}$ is an energy supersolution, problem \eqref{eq:57} will have an energy solution.

**Proof.** Since $\overline{w}(x) \geq u_0(x)$ for all $x \in \Omega$, then $\overline{w}$ is a positive supersolution to problem \eqref{eq:57}. Hence, we conclude just by applying Lemma 6.1, whether $\overline{w}$ is a weak supersolution, or Lemma 6.2, if $\overline{w}$ is an energy supersolution. \hfill $\square$

**Remark 6.6.**

(I) With the results above we find the optimality of the power $p_+(\lambda, s)$, what was our main aim. Nevertheless, it could be interesting to know the optimal class of data for which there exists a solution and the regularity of such solutions according to the regularity of the data. In this direction, considering $g = u^p + cf$ in problem \eqref{eq:38}, Theorem 5.1 establishes that, necessarily,

$$\int_{B_{r}(0)} |x|^{-\frac{2s}{p} + \alpha} u_0 \, dx < +\infty,$$

if we expect to find a solution of problem \eqref{eq:49}.

(II) In the presence of a source term $f \geq 0$, if $f(x, t) \leq \frac{c_0(t)}{|x|^{2s}}$ with $c_0(t)$ bounded and sufficiently small, then the above computation allows us to prove the existence of a supersolution. Then the existence of a minimal solution to problem \eqref{eq:1} follows for all $p < p_+(\lambda, s)$.

**Appendix A. Hölder regularity in bounded domains**

Let $\beta \geq 0$, $\beta = k + \beta'$, with $k \in \mathbb{N}$ and $\beta' \in [0, 1)$, and let $\Omega$ be a bounded smooth domain. Thus, we call $C^{\beta}(\Omega)$ to the Hölder space $C^{k,\beta'}(\Omega)$. Moreover, given $\alpha, \beta \geq 0$ and $0 \leq a < b$, and taking into account the previous notation, we define the space-time Hölder spaces as follows,

$$C^{\alpha,\beta}_{t,x}(\Omega \times (a, b)) := C^{\alpha}((a, b); C^{\beta}(\Omega)).$$

This notation holds for $\Omega = \mathbb{R}^N$.

We can formulate now the regularity result. Consider the problem

\begin{equation}
\left\{ \begin{array}{ll}
 u_t + (-\Delta)^s u &= f(x, t) \text{ in } \Omega \times (0, T), \\
 u(x, t) &= 0 \text{ in } (\mathbb{R}^N \setminus \Omega) \times [0, T), \\
 u(x, 0) &= u_0(x) \text{ if } x \in \Omega,
\end{array} \right.
\end{equation}

Thus, we can study the interior Hölder regularity of the solution, attending to the regularity of the right hand side of the problem.
Proposition A.1 (Interior regularity). If \( u \) solves (58) and \( f \in C_{t,x}^{\alpha,\beta}(\Omega \times (0,T)) \), with \( \alpha,\beta > 0 \), then \( u \in C_{t,x}^{1+\alpha,2+\beta}(\Omega \times (0,T)) \).

Proof. Fix a point \((x_0, t_0) \in \Omega \times (0,T)\) and choose \( r > 0 \) small enough such that \( U := B_r(x_0) \times [t_0 - r^2, t_0] \subset \Omega \times (0,T) \). Denote

\[
U' := B_{r/2}(x_0) \times [t_0 - (r/2)^2, t_0] \quad \text{and} \quad U'' := B_{r/4}(x_0) \times [t_0 - (r/4)^2, t_0].
\]

Consider now a smooth function \( \eta(x,t) \) in \( \mathbb{R}^N \times [0,t_0] \) such that \( \eta(x,t) \in [0,1] \), \( \eta \equiv 1 \) in \( U' \) and \( \text{supp}(\eta) \subset U \), and define

\[
\tilde{f}(x,t) = \begin{cases} \eta f & \text{in } \Omega \times (0,T], \\ 0 & \text{in } (\mathbb{R}^N \setminus \Omega) \times (0,T], \end{cases}
\]

and

\[
\tilde{u}_0(x) = \begin{cases} \eta u_0 & \text{in } \Omega \times \{t = 0\}, \\ 0 & \text{in } (\mathbb{R}^N \setminus \Omega) \times \{t = 0\}. \end{cases}
\]

Let \( v \) be the solution to the problem

\[
\begin{cases} v_t + (-\Delta)^s v = \tilde{f} & \text{in } \mathbb{R}^N \times (0,T), \\ v(x,0) = \tilde{u}_0(x) & \text{on } \mathbb{R}^N \times \{t = 0\}. \end{cases}
\]

Thus, \( (\partial_t + (-\Delta)^s)(u - v) = 0 \) in \( U' \) and \( (u - v)(x,0) = 0 \) for \( x \in B_{r/2}(x_0) \). Hence, \( u - v \) is smooth in \( U'' \), and in particular \( \|u - v\|_{C_{t,x}^{1+\alpha,2+\beta}(U'')} \leq C \). Otherwise, since \( \tilde{f} \in C_{t,x}^{\alpha,\beta}(\mathbb{R}^N \times (0,T)) \), by Appendix A of [15] we know

\[
\|\partial_t\|_{C_{t,x}^{\alpha,\beta}(\mathbb{R}^N \times (0,T))} + \|(-\Delta)^s v\|_{C_{t,x}^{\alpha,\beta}(\mathbb{R}^N \times (0,T))} \leq C(1 + \|\tilde{f}\|_{C_{t,x}^{\alpha,\beta}(\mathbb{R}^N \times (0,T))}),
\]

and therefore \( v \in C_{t,x}^{1+\alpha,2+\beta}(\mathbb{R}^N \times (0,T)) \) (see Proposition 2.8 in [35]). Thus,

\[
\|u\|_{C_{t,x}^{1+\alpha,2+\beta}(U'')} \leq C + \|v\|_{C_{t,x}^{1+\alpha,2+\beta}(U'')} \leq C + \|v\|_{C_{t,x}^{1+\alpha,2+\beta}(\mathbb{R}^N \times (0,T))} \leq C.
\]

Recalling that \((x_0, t_0)\) was an arbitrary point of \( \Omega \times (0,T) \), this finishes the proof. Q.E.D.

Moreover, if \( f \) is continuous, we know that \( u \) is bounded in \( \Omega \times (0,T) \) (see [29]), and thus \( u \in L^\infty(0,T;L^\infty(\mathbb{R}^N)) \), and this fact, together with the regularity proved in the previous Proposition, gives pointwise sense to the equation in (58). Hence, we can understand the solution \( u \) of problem (58) as a pointwise solution to the equation in \( \Omega \times (0,T) \).

Appendix B. Fundamental Inequalities

We explain in this Appendix the functional results used in the previous sections. Recall first that we defined in (22) the measures \( \mu, \nu \) as

\[
d\mu := \frac{dx}{|x|^\gamma}, \quad \text{and} \quad d\nu := \frac{dxdy}{|x|^\gamma|y|^\gamma|x-y|^{N+2\gamma}}.
\]

Let begin by the next extension lemma whose proof follows using the same arguments of [6] (see also [19]).

Lemma B.1. Let \( \Omega \subset \mathbb{R}^N \) be a smooth domain. Then for all \( w \in Y_\gamma(\Omega) \), there exists \( \tilde{w} \in Y_{1,\gamma}(\mathbb{R}^N) \) such that \( \tilde{w}|_\Omega = w \) and

\[
\|\tilde{w}\|_{Y_{1,\gamma}(\mathbb{R}^N)} \leq C\|w\|_{Y_{\gamma}(\Omega)},
\]

where \( C := C(N,s,\Omega) > 0 \).
Recall that \( Y_0^{s,\gamma}(\Omega) \) was defined as the completion of \( C_0^\infty(\Omega) \) with respect to the norm of \( Y^{s,\gamma}(\Omega) \). It is clear that if \( \phi \equiv C \in Y_0^{s,\gamma}(\Omega) \), then \( C \equiv 0 \).

If \( \Omega \) is a bounded regular domain, we can prove the next Poincaré inequality.

**Theorem B.2.** There exists a positive constant \( C := C(\Omega, N, s, \gamma) \) such that for all \( \phi \in C_0^\infty(\Omega) \), we have

\[
C \int_\Omega \phi^2(x) d\mu \leq \int_\Omega \int_\Omega (\phi(x) - \phi(y))^2 d\nu.
\]

**Proof.** If \( \phi \equiv 0 \), the inequality follows trivially. Thus, let us define

\[
\lambda_1(\Omega) := \inf_{\{\phi \in C_0^\infty(\Omega), \phi \neq 0\}} \frac{\int_\Omega \int_\Omega (\phi(x) - \phi(y))^2 d\nu}{\int_\Omega \phi^2(x) d\mu}.
\]

Hence, to prove the lemma we need to check that \( \lambda_1(\Omega) > 0 \). We argue by contradiction, that is, let us suppose \( \lambda_1(\Omega) = 0 \). Then we get the existence of \( \{\phi_n\}_{n \in \mathbb{N}} \subset C_0^\infty(\Omega) \) such that

\[
\int_\Omega \phi_n^2(x) d\mu = 1 \quad \text{and} \quad \int_\Omega \int_\Omega (\phi_n(x) - \phi_n(y))^2 d\nu \to 0 \quad \text{as} \quad n \to \infty.
\]

It is clear that \( \|\phi_n\|_{Y^{s,\gamma}(\Omega)} \leq C \), hence we reach the existence of \( \tilde{\phi} \in Y^{s,\gamma}(\Omega) \) such that \( \phi_n \rightharpoonup \tilde{\phi} \) weakly in \( Y^{s,\gamma}(\Omega) \).

Define \( \tilde{\phi}_n \) as the extension of \( \phi_n \) given in Lemma B.1. Then

\[
\|\tilde{\phi}_n\|_{Y^{s,\gamma}(\mathbb{R}^N)} \leq C(N, s, \Omega) \|\phi_n\|_{Y^{s,\gamma}(\Omega)} \leq \tilde{C}.
\]

From [1], we obtain that

\[
\left( \int_{\mathbb{R}^N} \frac{|\tilde{\phi}_n|^2}{|x|^{2s+\gamma}} dx \right)^{\frac{1}{2}} \leq C \|\tilde{\phi}_n\|_{Y^{s,\gamma}(\mathbb{R}^N)} \leq \tilde{C}_1.
\]

Therefore, we reach that

\[
\int_{\mathbb{R}^N} \frac{|\tilde{\phi}_n|^2}{|x|^{2s+\gamma}} dx \leq C(N, s, \Omega, \gamma).
\]

Using the fact that \( Y^{s,\gamma}(\Omega) \subset Y^{s,0}(\Omega) \), it follows from [6] (see also [19]) that \( \phi_n \rightharpoonup \tilde{\phi} \) strongly in \( L^2(\Omega) \). Hence, combining the above estimates and using Vitali's Lemma we obtain that, up to a subsequence,

\[
\phi_n \to \tilde{\phi} \quad \text{strongly in} \quad L^2(\Omega, d\mu),
\]

and thus,

\[
\int_{\Omega} \tilde{\phi}^2(x) d\mu = 1. \tag{59}
\]

Since \( \|\tilde{\phi}\|_{Y^{s,\gamma}(\Omega)} \leq \|\phi_n\|_{Y^{s,\gamma}(\Omega)} \), taking in consideration that \( \int_{\Omega} \int_{\Omega} (\phi_n(x) - \phi_n(y))^2 d\nu \to 0 \) as \( n \to \infty \), we get

\[
\phi_n \to \tilde{\phi} \quad \text{strongly in} \quad Y^{s,\gamma}(\Omega), \quad \text{thus} \quad \int_{\Omega} \int_{\Omega} (\tilde{\phi}(x) - \tilde{\phi}(y))^2 d\nu = 0.
\]

Hence \( \tilde{\phi} \equiv C \). Now, as \( \tilde{\phi} \in Y_0^{s,\gamma}(\Omega) \), necessarily \( \tilde{\phi} \equiv 0 \), a contradiction with (59). \( \Box \)

As a direct application of Theorem B.2 we obtain that if \( \Omega \) is a bounded regular domain, then every \( w \in Y_0^{s,\gamma}(\Omega) \) satisfies

\[
\|\tilde{w}\|_{Y^{s,\gamma}(\mathbb{R}^N)} \leq C \left( \int_{\Omega} \int_{\Omega} (w(x) - w(y))^2 d\nu \right)^{\frac{1}{2}},
\]

where \( C := C(N, s, \Omega) > 0 \) and \( \tilde{w} \) is the extension of \( w \) given in Lemma B.1.
Define now the operator

\[ L_{\gamma,\Omega}(w)(x) := a_{N,s}p.v. \int_{\Omega} (w(x) - w(y))K(x, y)dy, \]

where \( K(x, y) := \frac{1}{|x|^\gamma |y|^\gamma |x - y|^{N+2s}}. \)

In the case \( \Omega = \mathbb{R}^N, \) we have the next result.

**Lemma B.3.** Suppose \( \Omega = \mathbb{R}^N. \) If \( w(x) := |x|^{-\theta}, \) with \( 0 < \theta < \frac{N-2s-2\gamma}{2}, \) then there exists a positive constant \( C := C(N, s, \gamma, \theta, \Omega) \) such that

\[ L_{\gamma,\mathbb{R}^N}(w)(x) = C \frac{w(x)}{|x|^{2s+2\gamma}} \text{ a.e. in } \Omega. \]

**Proof.** Since \( \Omega = \mathbb{R}^N, \) the operator has the form

\[ L_{\gamma,\mathbb{R}^N}(w)(x) := a_{N,s}p.v. \int_{\mathbb{R}^N} \frac{(w(x) - w(y))}{|x|^\gamma |y|^\gamma |x - y|^{N+2s}}dy. \]

We follow closely the arguments used by F. Ferrari and I.E. Verbitsky in [23]. By setting \( r := |x| \) and \( \rho := |y|, \) then \( x = x', y = \rho y' \) where \( |x'| = |y'| = 1. \) Thus,

\[ L_{\gamma,\mathbb{R}^N}(w)(x) = \frac{1}{|x|^{2s+2\gamma}} \int_0^{+\infty} \left( \frac{r^{-\theta} - \rho^{-\theta}}{\rho^{\gamma r^{N+2s}}} \right)^{N-1} \left( \int_{|y'|=1} \frac{dH^{N-1}(y')}{|x' - \sigma y'|^{N+2s}} \right) d\rho. \]

Set now \( \sigma := \frac{\rho}{r}. \) Then

\[ L_{\gamma,\mathbb{R}^N}(w)(x) = \frac{w(x)}{|x|^{2s+2\gamma}} \int_0^{+\infty} \left( 1 - \sigma^{-\theta} \right)^{N-1} \sigma^{N-\gamma-1} \left( \int_{|y'|=1} \frac{dH^{N-1}(y')}{|x' - \sigma y'|^{N+2s}} \right) d\sigma. \]

Define

\[ K(\sigma) := \int_{|y'|=1} \frac{dH^{N-1}(y')}{|x' - \sigma y'|^{N+2s}}, \]

then

\[ K(\sigma) = 2 \frac{\pi^{\frac{N-1}{2}}}{\Gamma(\frac{N-1}{2})} \int_0^\pi \frac{\sin^{N-2}(\eta)}{(1 - 2\sigma \cos(\eta) + \sigma^2)^\frac{N+2s}{2}} d\eta. \]

Thus

\[ L_{\gamma,\mathbb{R}^N}(w) = \Lambda_{N,s,\gamma} \frac{w(x)}{|x|^{2s+2\gamma}}, \]

where

\[ \Lambda_{N,s,\gamma} := \int_0^{+\infty} (\sigma^{-\theta} - 1)^{N-\gamma-\theta-1} K(\sigma) d\sigma. \]

As in [23], taking into consideration the behavior of \( K \) near \( \sigma = 1 \) and at \( +\infty, \) we can prove that \( |\Lambda_{N,s,\gamma}| < \infty. \) To conclude we have just to show that \( \Lambda_{N,s,\gamma} > 0. \)

Since \( K(\frac{1}{\sigma}) = s^{N+2s}K(s) \) for all \( s > 0, \) we get

\[ \Lambda_{N,s,\gamma} = \int_0^1 (\sigma^{-\theta} - 1)^{N-\gamma-\theta-1} K(\sigma) d\sigma + \int_1^{+\infty} (\sigma^{-\theta} - 1)^{N-\gamma-\theta-1} K(\sigma) d\sigma \]

\[ = - \int_\infty^{-1} (\xi^{-\theta} - 1)^{\frac{N-2s+2s+\gamma-1}{2}} K(\xi) d\xi + \int_1^{+\infty} (\sigma^{-\theta} - 1)^{N-\gamma-\theta-1} K(\sigma) d\sigma \]

\[ = \int_1^{+\infty} K(\sigma) (\sigma^{-\theta} - 1)^{\frac{N-\gamma-\theta-1-2s+2s+\gamma-1}{2}} d\sigma. \]

Since \( 0 < \theta < N - 2s - 2\gamma, \) then the results follows.
Next we formulate an extension of a well-known Picone identity, that in the case of regular functions and the Laplacian operator was obtained by Picone in [32] (see [2] for an integral extension related to positive Radon measures).

**Theorem B.4.** (Picone’s Type Inequality). Consider \( u, v \in X_0^s(\Omega) \), where \((-\Delta)^s u = \tilde{v}\) is a bounded Radon measure in \(\Omega\), and \(u \geq 0\). Then,

\[
\int_{\Omega} \frac{(-\Delta)^s u}{u} v^2 \, dx \leq \frac{a_{N,s}}{2} \|v\|_{X_0^s(\Omega)}^2.
\]

See [29] for a proof. It is worthy to point out that the proof relies in a pointwise inequality. Therefore, we can reformulate the Picone inequality as follows.

**Corollary B.5.** Let \( w \in Y_0^{s,\gamma}(\Omega) \) be such that \( w > 0 \) in \(\Omega\). Assume that \( L_{\gamma,\Omega}(w) = \tilde{v}\) with \(\tilde{v} \in L^1_{loc}(\mathbb{R}^N)\) and \(\tilde{v} \gtrless 0\), then for all \( u \in C_0^\infty(\Omega) \), we have

\[
\frac{a_{N,s}}{2} \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dxdy \geq \langle L_{\gamma,\Omega}(w), \frac{u^2}{w} \rangle.
\]

As a consequence we get the next Hardy type inequality

**Theorem B.6.** There exists a positive constant \( C(N, s, \gamma) \) such that for all \( \phi \in C_0^\infty(\mathbb{R}^N) \), we have

\[
C \int_{\mathbb{R}^N} \frac{\phi^2(x)}{|x|^{2s+2\gamma}} \, dx \leq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (\phi(x) - \phi(y))^2 \, dv.
\]

**Proof.** Let \( \phi \in C_0^\infty(\mathbb{R}^N) \) and define \( w(x) := |x|^{-\theta} \), with \( 0 < \theta < \frac{N-2s-2\gamma}{2} \). Then, by Lemma B.3,

\[
L_{\gamma,\mathbb{R}^N}(w)(x) = C \frac{w(x)}{|x|^{2s+2\gamma}} \text{ a.e in } \mathbb{R}^N.
\]

Using (62) it follows that

\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|\phi(x) - \phi(y)|^2}{|x-y|^{N+2s}} \frac{dxdy}{|x|^{2s+2\gamma}} \geq \langle L_{\gamma,\mathbb{R}^N}(w), \phi^2 \rangle = C(N, s, \gamma) \int_{\mathbb{R}^N} \frac{\phi^2(x)}{|x|^{2s+2\gamma}} \, dx.
\]

Hence we conclude.

In the case where \( \Omega \) is a bounded domain, we have:

**Theorem B.7.** There exists a positive constant \( C(\Omega, N, s, \gamma) \) such that for all \( \phi \in C_0^\infty(\Omega) \), we have

\[
C \int_{\Omega} \frac{\phi^2(x)}{|x|^{2s+2\gamma}} \, dx \leq \int_{\Omega} \int_{\Omega} (\phi(x) - \phi(y))^2 \, dv.
\]

**Proof.** Let \( \phi \in C_0^\infty(\Omega) \) and define \( \tilde{\phi} \) to be the extension of \( \phi \) to \(\mathbb{R}^N\) given in Lemma B.1. Then from Theorem B.6, we get

\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|\tilde{\phi}(x) - \tilde{\phi}(y)|^2}{|x-y|^{N+2s}} \frac{dxdy}{|x|^{2s+2\gamma}} \geq C(N, s, \gamma) \int_{\mathbb{R}^N} \frac{\tilde{\phi}^2(x)}{|x|^{2s+2\gamma}} \, dx.
\]

Now, using the fact that \( \tilde{\phi}_{|\Omega} = \phi \) and combining the results of Lemma B.1 and Theorem B.2, we reach the desired result.
Theorem B.8. There exists a positive constant $C(\Omega, N, s, \gamma)$ such that for all $\phi \in Y^{s,\gamma}(\Omega)$, we have
\[ C \int_{\Omega} \frac{\phi^2(x)}{|x|^{2s+2\gamma}} \, dx \leq \int_{\Omega} \int_{\Omega} (\phi(x) - \phi(y))^2 \, d\nu + \int_{\Omega} \phi^2(x) \, d\mu. \]

Proof. Fix $\phi \in Y^{s,\gamma}(\Omega)$ and define $\tilde{\phi}$ as the extension of $\phi$ to $\mathbb{R}^N$ given in Lemma B.1. Then from Theorem B.6, we get
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |\tilde{\phi}(x) - \tilde{\phi}(y)|^2 \, dx \, dy \geq C(N, s, \gamma) \int_{\mathbb{R}^N} \frac{\tilde{\phi}^2(x)}{|x|^{2s+2\gamma}} \, dx \geq C(N, s, \gamma) \int_{\Omega} \frac{\phi^2(x)}{|x|^{2s+2\gamma}} \, dx.
\]
Since $\|\tilde{\phi}\|_{Y^{s,\gamma}(\mathbb{R}^N)} \leq C(\Omega)\|\phi\|_{Y^{s,\gamma}(\Omega)}$, then the result follows. \qed

Notice now that when $\phi \in C_0^\infty(\Omega)$, the following Sobolev inequality holds (see [1]),
\[
\left( \int_{\Omega} \frac{|\phi(x)|^2}{|x|^{2s+2\gamma}} \, dx \right)^{\frac{1}{2}} \leq C(\Omega, N, s, \gamma) \int_{\Omega} \int_{\Omega} (\phi(x) - \phi(y))^2 \, d\nu.
\]
Moreover, in the particular case $\phi \in Y^{s,\gamma}(B_R)$, as an application of Theorem B.8 we can prove the following improved inequality.

Theorem B.9. Let $R > 0$ and $\phi \in Y^{s,\gamma}(B_R)$. Then, there exists $C := C(N, s, R, \gamma) > 0$ such that
\[
C \left( \int_{B_R} \frac{|\phi|^2}{|x|^{2s+2\gamma}} \, dx \right)^{\frac{1}{2}} \leq \int_{B_R} \int_{B_R} (\phi(x) - \phi(y))^2 \, d\nu + R^{-2s} \int_{B_R} \phi^2 \, d\mu.
\]

Proof. We prove the result for $R = 1$, and then (64) follows by a scaling argument. We set $\phi_1(x) := \frac{\phi(x)}{|x|^s}$. Then from [6] we know that
\[
C \left( \int_{B_1} \frac{|\phi_1|^2}{|x|^{2s+2\gamma}} \, dx \right)^{\frac{1}{2}} \leq \int_{B_1} \int_{B_1} \frac{(\phi_1(x) - \phi_1(y))^2}{|x-y|^{N+2s}} \, dx \, dy + \int_{B_1} \phi_1^2 \, dx.
\]
To get the desired result we just have to estimate the term
\[
\int_{B_1} \int_{B_1} \frac{(\phi_1(x) - \phi_1(y))^2}{|x-y|^{N+2s}} \, dx \, dt.
\]
Since
\[
(\phi_1(x) - \phi_1(y))^2 = \frac{(\phi(x) - \phi(y))^2}{|x|^s |y|^s} + \frac{\phi_1(x)^2}{|x|^s} \left( \frac{1}{|x|^s} - \frac{1}{|y|^s} \right),
\]
it follows that
\[
\int_{B_1} \int_{B_1} \frac{(\phi_1(x) - \phi_1(y))^2}{|x-y|^{N+2s}} \, dx \, dy \leq \int_{B_1} \int_{B_1} \frac{(\phi(x) - \phi(y))^2}{|x|^s |y|^s} \, dx \, dy + \int_{B_1} L_{0,B_1}(|x|^{-\gamma}) \frac{\phi_1^2}{|x|^s} \, dx.
\]
Proceeding as in the proof of Lemma B.3, we can prove that $L_{0,B_1}(|x|^{-\gamma}) \leq C_{\gamma+2s} |x|^{-\gamma}$, and hence
\[
\int_{B_1} \int_{B_1} \frac{(\phi_1(x) - \phi_1(y))^2}{|x-y|^{N+2s}} \, dx \, dy \leq \int_{B_1} \int_{B_1} \frac{(\phi(x) - \phi(y))^2}{|x|^s |y|^s} \, dx \, dy + C \int_{B_1} \frac{\phi_1^2}{|x|^{2s+2\gamma}} \, dx.
\]
Finally, using Theorem B.8 and substituting $\phi(x) = |x|^\gamma \phi_1(x)$, we reach (64). \qed

We state now a weighted version of the Poincaré-Wintinger inequality used in the proof of Lemma 4.11.
**Theorem B.10.** Let \( w \in Y^{s,\gamma}(B_1) \) and assume that \( \psi \) is a radial decreasing function such that \( \text{supp} \, \psi \subset B_1 \) and \( 0 \leq \psi \leq 1 \). Define

\[
W_\psi := \frac{\int_{B_1} w(x) \psi(x) \, d\mu}{\int_{B_1} \psi(x) \, d\mu}.
\]

Then, there exists \( C := C(N, s, \psi) > 0 \) such that

\[
\int_{B_1} (w(x) - W_\psi)^2 \psi(x) \, d\mu \leq C \int_{B_1} \int_{B_1} (w(x) - w(y))^2 \min\{\psi(x), \psi(y)\} \, d\nu.
\]

**Proof.** Define \( \Psi(x) := \frac{\psi(x)}{|x|^{2\gamma}} \), that is a radial decreasing function. Then using [20, Corollary 6] we get

\[
\int_{B_1} (w(x) - \tilde{W}_\psi)^2 \Psi(x) \, dx \leq C \int_{B_1} |x|^{-N+2s} \min\{\Psi(x), \Psi(y)\} \, dx \, dy,
\]

where

\[
\tilde{W}_\psi = \frac{\int_{B_1} w(x) \Psi(x) \, dx}{\int_{B_1} \Psi(x) \, dx}.
\]

Substituting \( \Psi \) by its value, we get

\[
\int_{B_1} (w(x) - \tilde{W}_\psi)^2 \Psi(x) \, dx = \int_{B_1} (w(x) - W_\psi)^2 \psi(x) \, d\mu,
\]

and

\[
\int_{B_1} \int_{B_1} (w(x) - w(y))^2 \min\{\Psi(x), \Psi(y)\} \, dx \, dy = \int_{B_1} \int_{B_1} |x|^{-N+2s} \min\left\{ \frac{\psi(x)}{|x|^{2\gamma}}, \frac{\psi(y)}{|y|^{2\gamma}} \right\} \, dx \, dy.
\]

Hence, to finish we just have to show that

\[
\min\left\{ \frac{\psi(x)}{|x|^{2\gamma}}, \frac{\psi(y)}{|y|^{2\gamma}} \right\} \leq \frac{\min\{\psi(x), \psi(y)\}}{|x|^\gamma |y|^\gamma} \quad \text{in } B_1 \times B_1.
\]

Without loss of generality we can assume that \( |x| \geq |y| \).

Define \( H(s) := \frac{\psi(s)}{s^{2\gamma}} \), that is a decreasing function in \((0, 1)\). Let \( s_1 := |x| \) and \( s_2 := |y| \), then

\[
\min\left\{ \frac{\psi(x)}{|x|^{2\gamma}}, \frac{\psi(y)}{|y|^{2\gamma}} \right\} = H(s_1).
\]

Using that \( \psi \) is decreasing, we obtain that \( \psi(s_1) \leq \psi(s_2) \). Thus

\[
\frac{\min\{\psi(x), \psi(y)\}}{|x|^\gamma |y|^\gamma} = \frac{\psi(s_1)}{s_1^2 s_2^2}.
\]

Since \( s_2 \leq s_1 \leq 1 \), we conclude that \( H(s_1) \leq \frac{\psi(s_1)}{s_1^2 s_2^2} \) and the result follows. \( \square \)
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