Energy transfer between two vacuum-gapped metal plates: Coulomb fluctuation and electron tunneling
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Recent experimental measurements for near-field radiative heat transfer between two bodies have been able to approach the gap distance within 2 nm, where the contributions of Coulomb fluctuation and electron’s tunneling are comparable. Using the nonequilibrium Green’s function method in the $G_0W_0$ approximation, based on a tight-binding model, we obtain for the energy current a Caroli formula from the Meir-Wingreen formula in the local equilibrium approximation. Also, the Caroli formula is consistent with the evanescent part of the heat transfer from the theory of fluctuational electrodynamics. We go beyond the local equilibrium approximation to study the energy transfer in the crossover region from electron tunneling to Coulomb fluctuation based on numerical calculation.

I. INTRODUCTION

Recently, heat transfer through a gap of nanometer scale between two bodies has attracted enormous interest. Researchers have made great efforts into the measurement of heat transfer for reduced gap size in the near-field region (gap size smaller than the Wien’s wavelength), from thousands of nanometers to a few nanometers. This is inspired by the previous interesting discovery in the 70s that the radiative heat transfer in the near-field distance was much larger than that of the far field value predicted by Planck’s law of black-body radiation. The very recent experiments were conducted at the extreme near-field distances of less than 10 nm. Good agreement was found between the values predicted by the conventional theory of fluctuational electrodynamics and the experimental results. Heat transfer of about orders of magnitude larger than that of the black-body limit was explained as a result of the surface phonon polaritons for dielectric material or the normal evanescent modes for the metal.

For gap distances within a few nanometers, several experiments found much larger magnitude of heat transfer than the value predicted by the fluctuational electrodynamics. On the one hand, different theoretical models have been proposed to explain these experiments, such as calling for microscopic theories beyond the macroscopic fluctuational electrodynamics, or different physical mechanism of phonon tunneling rather than energy mediated by electromagnetic field. On the other hand, a very recent experiment showed that the experimental results were very sensitive to the condition of the vacuum-gap, i.e., potential contaminants could lead to much higher thermal conductance than that predicted by fluctuational electrodynamics. The experiment showed good support for the fluctuational electrodynamics without the contaminants.

The theory of fluctuational electrodynamics describes the radiation of the electromagnetic field by the thermal current fluctuations, which are related to the dielectric function of the system by the fluctuation-dissipation relation in thermal equilibrium condition. The heat transfer given by the theory of fluctuational electrodynamics has an evanescent part and a propagating part. From a different point of view, the Coulomb interaction from charge fluctuations can transfer energy through a vacuum gap and it is rarely studied. Based on a microscopic quantum mechanical model for describing heat tunneling between two metals, found that the electron Coulomb interaction had a dominant contribution to heat transfer at small gaps. studied the contribution of Coulomb fluctuation to heat transfer using a quantum mechanical linear response theory. Our previous work gave a Caroli formula for studying this problem, and it is shown that the contribution of heat transfer due to Coulomb interaction corresponds to the evanescent part given by the theory of fluctuational electrodynamics. It can be shown that these results are consistent despite of using different methods.

In this work, based on a tight-binding model on a cubic lattice, we study the contribution of Coulomb fluctuation to energy transfer between two separated metals using the nonequilibrium Green’s function (NEGF) method based on the random phase approximation (RPA). Firstly, when the electron’s tunneling through the vacuum gap is not included, we find that by using the local equilibrium approximation, the Meir-Wingreen formula using $G_0W_0$ approximation for calculating the energy transfer reduces to the Caroli formula, and it is consistent with previous results. More importantly, by allowing electrons to tunnel through the vacuum gap, we study the crossover of energy transfer from conducting limit to Coulomb fluctuation limit. We find that electron tunneling can drastically enhance the heat transfer efficiency. We also discuss the influence of tunneling barrier on the heat transfer. This is relevant to the experimental case where the energy transfer at extreme near distance is very sensitive to contaminants, which can modify the tunneling barrier.
We deal with the Coulomb interaction by the scalar photons in the framework of classical electromagnetic field, which was used recently to the quantum dot model and the graphene case. The Lagrangian density is given in the Lorentz gauge condition by

$$\mathcal{L} = \frac{\epsilon_0}{2} \left[ A^2 - c^2 \sum_{ij} (\partial_i A_j)^2 - \left( \frac{\phi}{c} \right)^2 + (\nabla \phi)^2 \right] - \rho \phi - j \cdot A,$$

where $\epsilon_0$ is the vacuum permittivity, $c$ is the constant velocity of light in the vacuum, $A$ is the vector potential, and $\phi$ is the scalar potential, $\rho$ is the charge density, $j$ is the current density. Using the Euler-Lagrange equation, we get the equation of motion for the scalar field

$$\nabla^2 \phi - \frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2} = - \frac{\rho}{\epsilon_0}.$$  

(2)

Canonical momentum of the scalar potential is obtained by

$$\pi = \frac{\partial \mathcal{L}}{\partial \dot{\phi}} = -\frac{\epsilon_0}{c^2} \dot{\phi},$$

(3)

and the commutation relation is

$$[\phi(r), \pi(r')] = i\hbar \delta(r - r').$$

(4)

We restrict our discussion to the scalar photons and omit the vector potential in the following text. The Hamiltonian density of the scalar field is given by

$$\mathcal{H}_\phi = \pi \dot{\phi} - \mathcal{L} = -\frac{\epsilon_0}{2} \left( \frac{\dot{\phi}}{c} \right)^2 + (\nabla \phi)^2 + \rho \phi.$$  

(5)

A tight-binding model of two parallel aligned semi-infinite cubic lattices is used to describe the vacuum-gapped metal plates, as shown in Fig. 1. Hamiltonian for the noninteracting electrons is

$$H_e = \sum_{(ij)} t_{ij} c_i^\dagger c_j,$$

(6)

where $\langle ij \rangle$ denotes the nearest neighbor pairs by site $i$ and $j$. As shown in Fig. 1, we set all the nearest neighbor hopping parameters in the cubic lattices to be $t$. Electron’s tunneling through the vacuum gap is described by the hopping parameter $t_{gap}$. $c_i^\dagger$ ($c_i$) is the electron’s creation (annihilation) operator at site $i$. In this case, the charge density in Eq. (5) is $\rho(r) = -e \sum_i (c_i^\dagger c_i - n_{ion}) \delta(r - r_i)$, where $-e$ is the electron’s charge and $n_{ion}$ is the number of ion’s charge per site of the positive background. Hamiltonian for the scalar field can be written as

$$H_\phi = \int d^3 r H_\phi = H_\phi^0 + H_{int},$$  

(7)

Here $H_\phi^0 = -\frac{e}{2} \int d^3 r \left( \frac{\dot{\phi}}{c} \right)^2 + (\nabla \phi)^2$ is the Hamiltonian for the scalar photons in free space, and $H_{int} = -e \sum_i (c_i^\dagger c_i - n_{ion}) \phi_i$ is the Hamiltonian for the interaction between the scalar photons and the charges. The total Hamiltonian for our system is given by

$$H = H_e + H_\phi^0 + H_{int}.$$  

(8)

It is convenient to write the Hamiltonian in $k$ space for the $x$-$y$ direction. The electron’s Hamiltonian in Eq. (6) can be written as

$$H_e = -\sum_{k} \sum_{n,m} t f(k)c_{n,k}^\dagger c_{m,k} - \sum_{(nm)} \sum_{k} t_{mn} c_{n,k}^\dagger c_{m,k},$$

(9)

where $f(k) = 2 \cos(k_x a) + 2 \cos(k_y a)$, with $a$ being the lattice constant, and $m, n$ are the layer indices along the $z$ direction. Hamiltonian of the interacting part in Eq. (7) can be written as

$$H_{int} = -e \frac{1}{\sqrt{N}} \sum_{k,q} \sum_{n,m} c_{n,k}^\dagger c_{m,k-q} \phi_{n,q}$$

$$+ e n_{ion} \frac{1}{\sqrt{N}} \sum_{n,k} \phi_n(q = 0),$$

(10)

where $N$ is the number of unit cells in the $x$-$y$ plane. In the following text, we restrict our discussion to the charge-neutrality case $\sum_k (c_{n,k}^\dagger c_{n,k} - n_{ion}) = 0$, so that the combination of the Hartree term $^{24,25} (q = 0)$ and the positive background in Eq. (10) is 0.

B. Method

We use the NEGF method to study the transport properties of the systems. The Green’s functions (GFs) for the scalar photons and electrons are defined respectively as

$$D(r, \tau; r', \tau') = \frac{i}{\hbar} \langle T \phi^H(r, \tau) \phi^H(r', \tau') \rangle,$$

(11)

and

$$G(r, \tau; r', \tau') = \frac{i}{\hbar} \langle T e^H(r, \tau) e^{\dagger H(r', \tau')} \rangle,$$

(12)
FIG. 2. (a) Diagram representation of the Fock term for the \( G_0W_0 \) approximation in calculating the self-energy of the electrons. (b) The bubble diagram shows that RPA is used for the self-energy of the scalar photons.

where \( T \) is the time order operator on the Keldysh contour. \( \phi^H(r, \tau) \) is the operator for the scalar photons in the Heisenberg representation, and \( c^H(r, \tau) \) is the electron's annihilation operator in real space. Knowing the equation of motion and the commutation relation for the scalar photons, given by Eq. (2) and (4) respectively, we can get the equation of motion for the GF of scalar photons in free space as

\[
\left( \frac{1}{c^2} \frac{d^2}{dt^2} - \nabla^2 \right) D^0(r, t; r', t') = \frac{1}{\epsilon_0} \delta(r-r') \delta(t-t'),
\]

which is just the D'Alembert equation. The retarded GF can be solved from Eq. (13) in frequency domain with the \( x-y \) direction in \( q \) space to adapt to the shape of our system,

\[
D^{0,r}(q, z-z', \omega) = \frac{ie^{i \sqrt{\omega + i \eta} q^2 / c^2} \varepsilon_{z-z'} / q}{2s_0 \epsilon_0 \sqrt{\omega + i \eta} q^2 / c^2 - q^2},
\]

where \( s_0 = a^2 \) is the area of the unit cell in the \( x-y \) direction, and \( \eta \) is a positive infinitesimal. Since the size of our system is very small compared with the light velocity, we neglect the retardation by making \( c \to \infty \) in the quasi-static limit. This is necessary to meet the Lorentz gauge condition in the absence of vector potential in our case. Then the GF in Eq. (14) becomes

\[
D^{0,r}(q, z-z') = \frac{e^{-q|z-z'|}}{2s_0 \epsilon_0 q}.
\]

The interaction between the scalar photons and the electrons is very similar to that of the electron-phonon interaction. For the latter can be solved by using the self-consistent Born approximation (SCBA) with the self-energy given by the Hartree-Fock and polarization terms.\textsuperscript{26-28} For the former, if we also want to solve it by using the SCBA in the same way, we find that this is the case of the self-consistent GW (scGW) approximation\textsuperscript{29} in dealing with electron-electron interaction.\textsuperscript{30} Some proposals have been made\textsuperscript{31-33} and it is still under development\textsuperscript{34,35}. We restrict our discussion to the simpler \( G_0W_0 \) approximation in this text. The RPA\textsuperscript{36} is used for the screening of the scalar photons. Diagram representations for the \( G_0W_0 \) approximation with the RPA are shown in Fig. 2.

Firstly, we solve the electron’s GF without the interaction between the electron and the scalar field. The retarded GF is given by \( G^{0,r}(k, E) = [(E + i \eta) \mathbf{1} - H^C(k, E) - \Sigma_{\text{leads}}^r(k, E)]^{-1} \), where \( \mathbf{1} \) is the identity matrix. \( H^C(k, E) \) is the Hamiltonian matrix from Eq. (9) in the central region without the interaction between the electron and the scalar photons. \( \Sigma_{\text{leads}}^r = \Sigma_{L}^r + \Sigma_{R}^r \) is the self-energy for the two noninteracting cubic electrodes, with \( \Sigma_{L}^r = t' g_{L}^r(t) \) and \( g_{L}^r(t) \) is the surface GF for the leads. The lesser GF is obtained by the Keldysh equation \( G^{0,<}(k, E) = G^{0,r}(k, E) + G^{0,r}(k, E) \Sigma^F_{r}(k, E) G^{0,0}(k, E) \) for steady state transport, with \( \Sigma_{<} = -f_a (\Sigma_{>} - \Sigma_{a}) \), \( \alpha = L, R \). Secondly, we use the Dyson equation to solve the full GFs, where the interaction between the electrons and the scalar field is included as a perturbation to the noninteracting GFs. For electrons, we have \( G^{r}(k, E) = G^{0,r}(k, E) + G^{0,r}(k, E) \Sigma^F_{r}(k, E) G^{r}(k, E) \), and \( G^{<}(k, E) = G^{r} \Sigma^{<}_{r} G^{<} \). Here \( \Sigma^{<}_{r} = \Sigma^{<}_{\text{leads}} + \Sigma^F < \_r \) is the total self-energy. For scalar photons, we have \( D^{r}(q, \omega) = D^{0,r}(q) + D^{0,r}(q) \Pi^{r}(q, \omega) D^{r}(q, \omega) \), and \( D^{<} = D^{r} \Pi^{<} D^{r} \). Diagram representations for the self-energies are shown in Fig. 2. The Fock self-energies of the electrons are

\[
\Sigma^{F<r}_{mn}(k, E) = i \hbar e^2 \frac{1}{N} \sum_q \int \frac{d\omega}{2\pi} G^{0,<}_{mn}(k - q, E - \hbar \omega) \times D^{<}_{mn}(q, \omega),
\]

and

\[
\Sigma^{F>r}_{mn}(k, E) = i \hbar e^2 \frac{1}{N} \sum_q \int \frac{d\omega}{2\pi} \left\{ G^{0,>}_{mn}(k - q, E - \hbar \omega) + G^{0,<}_{mn}(k - q, E - \hbar \omega) D^{>}_{mn}(q, \omega) + G^{0,r}_{mn}(k - q, E - \hbar \omega) D^{<}_{mn}(q, \omega) \right\},
\]

where the subscript \( m, n \) are for the layer indices along the \( z \) direction, for example \( D^{>}_{mn}(q, z, z_n, \omega) \equiv D^{>}(q, z, z_n, \omega) \). The polarization self-energies are

\[
\Pi^{<}_{mn}(q, \omega) = -i \hbar e^2 \frac{1}{N} \sum_k \int \frac{dE}{2\pi \hbar} G^{0,<}_{mn}(k, E) \times G^{>}_{mn}(k - q, E - \hbar \omega),
\]

and

\[
\Pi^{>}_{mn}(q, \omega) = -i \hbar e^2 \frac{1}{N} \sum_k \int \frac{dE}{2\pi \hbar} \left[ G^{0,r}_{mn}(k, E) \times G^{<}_{mn}(k - q, E - \hbar \omega) + G^{0,>}_{mn}(k, E) \times G^{<}_{mn}(k - q, E - \hbar \omega) \right].
\]

The energy current per unit area flowing out of lead \( \alpha \) is given by the Meir-Wingreen formula\textsuperscript{37,38} as

\[
P_{\alpha} = \frac{1}{A} \int \frac{dE}{2\pi \hbar} E \sum_k \text{Tr} \left[ \Sigma^{<}_{\alpha}(k, E) G^{>}(k, E) - \Sigma^{>}_{\alpha}(k, E) G^{<}(k, E) \right].
\]
Making the vacuum gap is neglected by making $t_{\text{gap}} = 0$, so that the electron's GFs connecting the left and right interacting layers are zero, for example $G_{12}^r(1) = 0$, where $1(2)$ denotes the left (right) interacting layers. From the Meir-Wingreen formula, the energy flow out of the left lead becomes

$$P_L = \frac{1}{A} \int \frac{dE}{2\pi \hbar} E \text{Tr} \left\{ \Sigma_L^c(E) G_{11}^r(E) \Sigma_{11}^c(E) G_{11}^a(E) - \Sigma_L^c(E) G_{11}^r(E) \Sigma_{11}^c(E) G_{11}^a(E) \right\},$$

(21)

where $\Sigma_{11}^c(E) = \Sigma_{11}^{r,<}(E) + \Sigma_{L}^c(E)$ is the total self-energy. Neglecting $\Sigma_L^c(E)$ in the self-energy which does not contribute to energy transfer, we get from Eq. (21)

$$P_L = \frac{1}{A} \int \frac{dE}{2\pi \hbar} E \text{Tr} \left\{ \Sigma_L^c(E) G_{11}^r(E) \Sigma_{11}^c(E) G_{11}^a(E) - \Sigma_L^c(E) G_{11}^r(E) \Sigma_{11}^c(E) G_{11}^a(E) \right\}.$$  

(22)

The energy transfer mediated by scalar field from the left interacting layers to the right interacting layers is reflected in the Fock self-energy from Eq. (22) by the first term of the following Keldysh equation

$$D_{11}^a(\omega) = D_{22}^a(\omega) \Pi_{22}^{0,<}(\omega) D_{21}^a(\omega) + D_{11}^a(\omega) \Pi_{11}^{0,<}(\omega) D_{11}^a(\omega),$$  

(23)

where the second term is related to the energy circulation inside the left interacting layers and it doesn’t contribute to energy transfer. After getting the energy transfer process, we can replace the full GFs of the electrons in Eq. (22) by the noninteracting ones as a lowest order approximation. We have

$$G_{11}^{0,a}(E) \Sigma_{11}^{<,(>)}(E) G_{11}^{0,a}(E)$$

because the bare GFs are in local equilibrium neglecting the electron’s tunneling, we get from Eq. (24)

$$P_L^A = \text{Tr} \left\{ \frac{1}{A} \int \frac{dE}{2\pi \hbar} \frac{d\omega}{2\pi} i \hbar (\omega) G_{11}^{0,<}(E') \left( G_{11}^{0,>}(E') \circ D_{12}^r(\omega) \Pi_{22}^{0,<}(\omega) D_{21}^a(\omega) \right) \right\},$$  

(26)

Making $\omega' = -\omega$ for the first term in Eq. (26), and using the relations $D^r(\omega) = [D^r(\omega)]^*$, $\Pi_{11}^{0,<}(\omega) = \Pi_{11}^{0,>}(\omega)$, we get from Eq. (26) $P_L^A = P_L^{A1} + P_L^{A2}$, $P_L^{A1} = -P_L^{B2}$, with

$$P_L^{A2} = -\int \frac{d\omega}{2\pi A} \hbar \omega \text{Tr} \left\{ \Pi_{11}^{0,<}(\omega) D_{12}^r(\omega) \Pi_{22}^{0,>}(\omega) D_{21}^a(\omega) \right\}.$$  

(27)

We have $P_L = P_L^{A2}$. Similarly we can get $P_L = P_L^{B2}$ from Eq. (25), with

$$P_L^{B2} = \int \frac{d\omega}{2\pi A} \hbar \omega \text{Tr} \left\{ \Pi_{11}^{0,<}(\omega) D_{12}^r(\omega) \Pi_{22}^{0,<}(\omega) D_{21}^a(\omega) \right\}.$$  

(28)

The polarization self-energy obeys the Bose distribution in the local equilibrium condition, such as $\Pi_{11}^{0,<}(\omega) = i2N_B^r(\omega) \text{Im}[\Pi_{11}^{0,>}(\omega)]$. $N_B^r(\omega)$ is the Bose distribution

\[ A \] is the area of the metal plate.
function for the temperature of the left lead. Using $P_L = \frac{1}{2}(P_L^A + P_L^B)$, we get a Landauer form for the energy current density

$$P_L = \frac{1}{A} \int_0^\infty \frac{d\omega}{2\pi} \hbar \omega |N_B^L(\omega) - N_B^R(\omega)| S(\omega),$$

(29)

where the transmission function is given by the Caroli formula

$$S(\omega) = 4 \text{Tr} \{ \text{Im}[\Pi_1^{\text{RPA}}(\omega)] D^r_{12}(\omega) \text{Im}[\Pi_2^{\text{RPA}}(\omega)] D^r_{21}(\omega) \}. $$

(30)

We show in Fig. 3 the illustrative diagrams for the process of derivation from Meir-Wingreen formula to Caroli formula. It can be shown (see Appendix A) that the formula given by Eq. (29) and (30) is consistent with Mahan’s and Yu’s results\textsuperscript{16,17}. The transmission function in Eq. (30) can be written as

$$S = \frac{4e^{-2qd} \text{Im}(1 - 1/\varepsilon_1^{\text{RPA}}) \text{Im}(1 - 1/\varepsilon_2^{\text{RPA}})}{|1 - e^{-2qd}(1 - 1/\varepsilon_1^{\text{RPA}})(1 - 1/\varepsilon_2^{\text{RPA}})|^2}. $$

(31)

This is also consistent with the evanescent part given by the theory of fluctuational electrodynamics\textsuperscript{1,39}.

IV. NUMERICAL RESULTS AND DISCUSSION

In the numerical calculation, we use one interacting layer for the central region on each side of the vacuum gap. We use $64 \times 64 \mathbf{k}$ points for the first Brillouin zone (FBZ). Fast fourier transformation (FFT) is used for calculating both the convolution in the energy space and the $\mathbf{k}$ space in the FBZ for the interacting self-energy to save computing time. Chemical potentials of the two leads are chosen to be 0 eV. The lattice constant is chosen to be that of the gold\textsuperscript{40} as $a = 0.288$ nm. The hopping parameter in the cubic lattices is set to be $t = 0.85$ eV. Energy range is chosen to cover the entire range of the electron’s spectrum. An energy cutoff of 2 eV is chosen for the scalar photon’s GF.

Firstly, we discuss the energy transfer without the electron’s tunneling, i.e., $t_{\text{gap}} = 0$. We show in Fig. 4 the energy current calculated by the Meir-Wingreen formula in the $G_0W_0$ approximation by Eq. (20) and the Caroli formula by Eq. (29) and (30). It is shown that the value given by the former is very close to that by the latter, indicating the local equilibrium approximation is a good approximation, which is used in the derivation from the former to the latter. The energy flow out of the left electrode is almost equal to that into the right electrode, i.e., $P_L \approx -P_R$. We note that $G_0W_0$ approximation doesn’t obey the energy conservation, and the difference between $P_L$ and $P_R$ could be obvious in molecule systems\textsuperscript{41}. The energy current is about two or three orders of magnitude larger than that given by the black-body limit in the extreme near distance. This is in agreement with the theory of fluctuational electrodynamics and the experimental results\textsuperscript{7,8}.

We show in Fig. 5 the spectrum of the energy current, which is defined by $\frac{1}{A} \hbar \omega |N_B^L(\omega) - N_B^R(\omega)| S(\omega)$ according to Eq. (29). Similar to the spectral radiance of the black-body radiation, with the increasing of the temperature, the peak of the spectrum of energy current moves to the higher energy part and the strength of the spectrum gets larger. The spectrum fades to 0 within an energy range

FIG. 3. Illustrative diagrams for the derivation from Meir-Wingreen formula to Caroli formula. (a) Keldysh equation is used for the electron’s GF in the $G_0W_0$ approximation in Eq. (22). (b) Keldysh equation is used for the scalar photon’s GF using the RPA in Eq. (23). (c) It is suggestive to close the lower bubble diagram from a symmetric point of view. This is shown from Eq. (24) to Eq. (27).

FIG. 4. Energy current by the Meir-Wingreen formula in the $G_0W_0$ approximation and by the Caroli formula. Electron tunneling is not included here, i.e., $t_{\text{gap}} = 0$. $T_L = 350$ K and $T_R = 300$ K. The corresponding value of black-body limit is 392 W/m$^2$. 
of 1.5 eV, which is much smaller than the typical energy scale of the plasmas in a good metal.

Secondly, we discuss the energy transfer including the electron’s tunneling through the gap. We use the Simmons approximation\(^\text{42,43}\) to get an estimation for the distance dependence of the parameter \(t_{\text{gap}}\). The Simmons approximation gives the relation between the electron’s tunneling current and the gap distance in the low-voltage range as \(J = \frac{\sqrt{2\pi e d}}{d} (\frac{e}{h})^2 U_0 V e^{-C_1 \sqrt{U_0}}\), with \(C_1 = 4\pi \beta d \sqrt{2m_e} / h\). Here, \(d\) is the gap distance, \(m_e\) is the electron’s mass, \(h\) is the Planck constant, \(V\) is the voltage, \(U_0\) is the average potential between the metal surfaces, \(\beta \approx 1\) is a constant. We use the approximation \(J \propto t_{\text{gap}}^2\) to get the distance dependence of \(t_{\text{gap}}\). Using the initial condition that \(t_{\text{gap}} = t\) when the gap distance is equal to the lattice constant, we get the relation \(t_{\text{gap}} = \sqrt{\frac{2\pi e}{C_2} (d/a)}\), with \(C_2 = 2\pi a \sqrt{2m_e U_0} / h\).

We show in Fig. 6 the energy current including the electron’s tunneling. The total energy current flowing out of the left electrode \(P_L\) is given by Eq. (20). In order to get the separate contribution from electron’s tunneling or Coulomb fluctuation by Eq. (20), denoted as \(P_e\) or \(P_{\text{coul}}\), we just need to replace \(\Sigma_{\text{tot}}\) by \(\Sigma_{\text{ele}}\) or \(\Sigma_{\text{coul}}\) in the Keldysh equation for getting \(G^{<\bullet}\). With the gap distance varying from 0.4 nm to 1.4 nm, the dominant contribution to energy current changes from the processes of electron’s tunneling to the Coulomb fluctuation. The former changes much faster than the latter with the varying of the gap distance. The cross point is at a gap distance of about 0.92 nm. When the gap distance is smaller than that of the cross point, the Coulomb contribution is much larger than that without electron’s tunneling, implying that the electron’s tunneling can enhance the Coulomb fluctuation in the strong tunneling region. Experiments show that when the vacuum gap is contaminated, the barrier potential could become smaller, and this can lead to larger energy current\(^\text{10}\). In Fig. 7, we show the energy current by electron’s tunneling and Coulomb fluctuation with different average potentials. When the average potential varies from 5 eV to 3 eV, the cross point moves from about 0.92 nm to 1.15 nm. This is consistent with the experimental case. However, the energy current decreases more quickly than the experimental case for a small barrier potential by the contaminants. A conducting model may be more appropriate, such as bridging the two metal plates by some quantum dots in the central region.

The barrier tunneling model we considered here has been widely used to consider electronic and energy transport through a single molecular junction. Wherein, the height of the barrier is determined by the relative position of the molecular LUMO or HOMO orbital with respect to the electrode Fermi level. Thus far, theoretical works studying energy transport through molecular
junctons or atomic contacts use mainly noninteracting electron approximations, for example, in the study of thermoelectric transport. Here, our results show that Coulomb fluctuation due to electron-electron interaction can modify the energy transport properties drastically. This has been largely overlooked before and needs to be considered properly.

V. CONCLUSION

In summary, based on a tight-binding model, we study the energy transport through the vacuum gap by the Coulomb fluctuation and electron tunneling between two cubic lattices using the NEGF method in the $G_0W_0$ approximation. Firstly, we get the Caroli formula from the Meir-Wingreen formula in the $G_0W_0$ approximation and local equilibrium approximation without including electron’s tunneling. The Caroli formula is also consistent with the evanescent part given by the conventional theory of fluctuational electrodynamics, which plays an important role in the extreme near distance. Secondly, we go beyond the local equilibrium approximation to study the comparative energy transfer by Coulomb fluctuation and electron’s tunneling. We focus on the crossover region for energy transfer from conducting limit to Coulomb fluctuation region using the Simmons approximation. We find that the Coulomb fluctuation is enhanced drastically in the strong tunneling region compared with the case of not including electron’s tunneling. We compare our result with the experimental case with different barrier potentials, and we find that the value of the energy current by our tunneling model decreases much more quickly with the increasing of the gap distance compared with the experimental case for the small barrier potential due to contaminants, for which a conducting process or some other processes may be more appropriate.
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Appendix A: Comparing Caroli formula with Mahan’s result

We show that the Caroli formula is consistent with Mahan’s result$^{17}$. Here we focus on the distance dependence in the $z$ direction across the vacuum gap, neglecting this dependence inside the left or right interacting layers, so that we may make the approximation that the matrices of position indices in the $z$ direction such as $\Pi^{0,1}_1(\omega)$ and $D^{0,1}_1(\omega)$ are treated simply as numbers, rather than matrices. Notations are changed correspondingly, for example $\Pi^{0,1}_1(\omega) \rightarrow \Pi^{0,1}_1(\omega)$. For the scalar photon’s GF, we get from the Dyson equation in the RPA the relation

$$D^r = [(D^{0,r})^{-1} - \Pi^{0,1}_1(\omega)]^{-1}$$

with $v_q = \frac{1}{2\pi\epsilon_0 q}$. A direct calculation gives

$$D^{0,1}_{12} = \frac{v_q e^{-q_d}}{1 - (v_q \Pi^{0,1}_1 + v_2 \Pi^{0,1}_2) + (1 - e^{-2q_d})v_1 \Pi^{0,1}_1 v_2 \Pi^{0,1}_2}.$$  \hspace{1cm} (A2)

Introducing the dielectric function $\varepsilon(\omega)$ and the density-density correlation function $\chi(\omega)$, which are related in the RPA by $\chi^{(\text{RPA})} = 1 - v_q \Pi^{0,1}_1$, $\varepsilon^{(\text{RPA})} = 1 + v_q \chi^{(\text{RPA})}$, $\Pi^{0,1}_1 = \Pi^{0,1}_1(\omega)$, we can get the transmission function given in Eq. (29) as

$$S^r = \frac{4e^{-2q_d} \text{Im}(1 - 1/\varepsilon^{(\text{RPA})}) \text{Im}(1 - 1/\varepsilon^{(\text{RPA})})}{|1 - e^{-2q_d}(1/\varepsilon^{(\text{RPA})})(1 - 1/\varepsilon^{(\text{RPA})})|^2},$$  \hspace{1cm} (A3)

where the relation $\text{Im}(\Pi^{0,1}_1)/[\varepsilon^{(\text{RPA})}e^{(\text{RPA})}] = \text{Im}(\chi^{(\text{RPA})})$ is used. Using the notation $G_{L(R)}$ and $A_{L(R)}$, which are defined by $G_{L(R)} = 1 - 1/\varepsilon^{(\text{RPA})}$ and $A_{L(R)} = -2\text{Im}(1/\varepsilon^{(\text{RPA})})$, and expanding $N_{L}^B(\omega, T_0 + \Delta T/2) - N_{R}^B(\omega, T_0) - \Delta T/2$ with small quantity $\Delta T/T$, we can get from Eq. (29) the result

$$P_L = \frac{\Delta T}{\hbar AK_BT_0^2} \int_0^\infty \frac{d\omega}{2\pi} (\hbar\omega)^2 N_B(\omega, T_0)(1 + N_B(\omega, T_0))$$

$$\times \sum_q e^{-2q_d} A_{L}(\mathbf{q}, \omega) A_{R}(\mathbf{q}, \omega) \frac{1}{|1 - e^{-2q_d} G_{L}(\mathbf{q}, \omega) G_{R}(\mathbf{q}, \omega)|^2},$$  \hspace{1cm} (A4)

which is consistent with the Eq. (31) by Mahan$^{17}$.
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