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Abstract
The study of solar irradiance variability is of great importance in heliophysics, Earth’s climate, and space weather applications. These studies require careful identifying, tracking, and monitoring of features in the solar photosphere, chromosphere, and corona. Do coronal bright points contribute to the solar irradiance or its variability as input to the Earth atmosphere? We studied the variability of solar irradiance for a period of 10 years (May 2010 – June 2020) using the Large Yield Radiometer (LYRA), the Sun Watcher using APS and image Processing (SW AP) on board PROBA2, and the Atmospheric Imaging Assembly (AIA), and applied a linear model between the segmented features identified in the EUV images and the solar irradiance measured by LYRA. Based on EUV images from AIA, a spatial possibilistic clustering algorithm (SPoCA) is applied to identify coronal holes (CHs), and a morphological feature detection algorithm is applied to identify active regions (ARs), coronal bright points (BPs), and the quiet Sun (QS). The resulting segmentation maps were then applied on SW AP images, images of all AIA wavelengths, and parameters such as the intensity, fractional area, and contribution of ARs/CHs/BPs/QS features were computed and compared with LYRA irradiance measurements as a proxy for ultraviolet irradiation incident to the Earth atmosphere. We modeled the relation between the solar disk features (ARs, CHs, BPs, and QS) applied to EUV images against the solar irradiance as measured by LYRA and the F10.7 radio flux. A straightforward linear model was used and corresponding coefficients computed using a Bayesian method, indicating a strong influence of active regions to the EUV irradiance as measured at Earth’s atmosphere. It is concluded that the long- and short-term fluctuations of the active regions drive the EUV signal as measured at Earth’s atmosphere. A significant contribution from the bright points to the LYRA irradiance could not be found.
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1. Introduction

For more than three decades, the total solar irradiance (TSI) and the solar spectral irradiance (SSI) have been monitored from several radiometers from space (e.g. Foukal and Lean, 1988; Fröhlich et al., 1995; Kariyappa and Pap, 1996; Rottman, Woods, and McClintock, 2006), and their impact on the Earth climate been discussed (e.g. Haigh, 1994; Ermolli et al., 2014; Ball et al., 2016). The absorption of the ultraviolet (UV) radiation by ozone (see e.g. Ball et al., 2016) is proposed as a potential driver for Earth climate changes, and Ineson et al. (2015)—concerned with the potential declining solar activity and its impact to the global warming—point out an effect on the near-surface temperature in the North Atlantic caused by UV radiation.

Foukal and Lean (1988) analyzed the relation between the TSI and features in the photosphere and chromosphere (plage, facular) using He I and Ca II K data, proposing a direct relation between these features and the long-term behavior of the TSI. In a further study of the chromospheric magnetic network features observed and analyzed at the center of the solar disk in a quiet region (away from active regions) for the period from 1957 to 1983 using Ca II K spectroheliograms of Kodaikanal Solar Observatory, Kariyappa and Sivaraman (1994) and Kariyappa (2000), found that the area of the network elements is anticorrelated with the solar cycle.

Although scale-dependent uncertainties caused by instrument in-orbit calibration deficiencies exist (Haberreiter et al., 2017), the variation of the total solar energy flux over the solar cycle is well accepted. Several modeling efforts exist to improve the TSI and SSI time series to overcome the instrument and measurement deficiencies. These models are either based on the regression of indices of solar activity and their comparison to the solar irradiance (e.g. Lean, 2000; Chapman, Cookson, and Preminger, 2013), or a more physics-based approach using different brightness structures and their corresponding irradiance over time. See Ermolli et al. (2013) for a full discussion of SSI data and the comparison to modeling efforts. All models are based on the assumption that the TSI variations can be reproduced by the evolution of the magnetic field at the solar surface, which is strongly supported by Ball et al. (2012) showing a 92% reproducibility of the TSI. Ermolli et al. (2013) discussed the differences in the relative change in irradiance at various wavelengths and stated that the very short- (EUV) and long- (radio) wavelength radiation is originating from the upper transition region and corona, where the commonly found brightest sources are the complete loop systems rather than the loop foot points as seen in the photosphere. These are very short and long wavelengths typically not considered in the TSI analysis, as they are hardly contributing to the TSI, and interact mainly with the uppermost region of the Earth’s atmosphere (mesosphere and above).

Coronal bright points, referenced as bright points (BPs) in the following, are small-scale magnetic structures in the quiet Sun region, the coronal holes and the vicinity of active regions. The BPs can reach temperatures of several million degrees, have a relatively short lifetime (often less than one day), and are linked to magnetic bipolar features. See Madjarska (2019) for a full review of bright points. BPs are typically detected in X-ray and EUV images and, as such, excluded from the modeling activities discussed above. As the BPs play a certain role in the heating of the solar corona (Madjarska, 2019), it is the goal of this study to analyze if the BPs in the SWAP and AIA EUV images might contribute in whatever way to the overall EUV irradiance incident to the Earth.

To achieve this goal, the various features on the solar disk are segmented, the resulting maps are projected onto EUV images of the solar disk and a statistical analysis is performed to identify connections between features on the solar disk and the measured solar irradiance.
A segmentation of solar features into active regions (ARs), coronal holes (CHs), and the quiet Sun (QS), and its application to EUV solar disk images has been presented by Kumara et al. (2014) and been extended by Zender et al. (2017) to the underlying magnetograms from SDO/HMI. These earlier publications of this study are referenced in the following as Paper I and Paper II, respectively. This third publication in this study aims to shortly revise the analyses of Papers I and II with an extended data set from May 2010 until June 2020, and in addition analyze the role of the bright points. The segmentation algorithm used in Papers I and II was the Spatial Possibilistic Clustering Algorithm (SPoCA; Barra et al., 2009; Verbeeck et al., 2014), which uses 171 Å and 193 Å images from AIA to segment the solar disk into active regions, coronal holes, and the quiet Sun. As the algorithm implemented by SPoCA does not identify bright points (BP), we present in this paper a morphological algorithm based on 193 Å images from AIA to compute these, which will be explained in Section 2.2, and the algorithm is described step-by-step in Appendix C.

To analyze a connection between features on the solar disk and the solar irradiance, the segmented maps are projected onto full-disk EUV images. For the EUV images, AIA images (wavelengths 94 Å, 131 Å, 171 Å, 193 Å, 211 Å, 304 Å, 335 Å) and SW AP images (wavelength 174 Å) are considered. However, due to strong degradation at several AIA wavelengths (see Section 3.1), only AIA images at wavelengths 131 Å and 171 Å are used in our statistical analysis. The intensity of the segments in the full-disk images is compared to the solar irradiance in the EUV as measured in Earth orbit by LYRA. The analysis applied is based on a Bayesian method, as explained in Section 2.3.

2. Data and Methods

2.1. Data

Images from the Solar Dynamics Observatory (SDO; Pesnell, Thompson, and Chamberlin, 2012) are used from the Atmospheric Imaging Assembly (AIA; Boerner et al., 2012) and the Helioseismic and Magnetic Imager (HMI; Hoeksema et al., 2014). Data from the PROBA2 spacecraft are used from the Large Yield Radiometer (LYRA; Dominique et al., 2013) and the Sun Watcher with Active Pixel System detector and Image Processing telescope (SWAP; Berghmans et al., 2006; Seaton et al., 2013).

AIA provides full-disk EUV images with resolution 4096 × 4096. Level 1.0 data are downloaded for all seven available EUV channels (93 Å, 131 Å, 171 Å, 193 Å, 211 Å, 304 Å, and 335 Å). The images are processed to level 1.5 by rotating and aligning the image with the solar north, and correcting for dark currents, flat-field and bad pixels. Contrary to Papers I and II, an additional degradation factor is applied to the pixel intensity values to correct for instrument sensitivity degradation over time. The construction of the degradation factor is explained in Boerner et al. (2014) and the IDL implementation is explained at Section 7.6 of the SDO guide, available at http://www.lmsal.com/derosa/sdoguide, and the implementation in IDL is given by http://www.lmsal.com/~derosa/sdoguide/. We used version 8 of the AIA calibration.1

SWAP provides full-disk 174 Å images with resolution 1024 × 1024. Level 1.0 data are downloaded and already processed similar to AIA level 1.5 data and corrected for instrument sensitivity degradation (Seaton et al., 2013). For both the AIA and SWAP the pixel values

---

1Documentation of the various AIA calibration releases is given in https://hesperia.gsfc.nasa.gov/ssw/sdo/aia/response/V10_release_notes.txt.
represent digital numbers per second: values are normalized over exposure time and do not have a specific unit.

LYRA level 3 data are fully calibrated\(^2\) with irradiance values averaged per minute in \([\text{Wm}^{-2}]\). The aluminium filter channel is used (channel 3), which is responsive to wavelengths between 170 Å and 800 Å plus a contribution below 5 nm (BenMoussa et al., 2009; Dominique et al., 2013), covering the bandwidth of SWAP (174 Å) and AIA (171 – 335 Å). From the original irradiance time series, measurements performed during Earth eclipses, various spacecraft operations, and instrument anomalies are taken out.

Besides LYRA, we extend our analysis to the F10.7 cm radio emission time series; see e.g. Schonfeld et al. (2015) and the references therein. The data are obtained from http://lasp.colorado.edu/lisird/data/penticton_radio_flux/. The flux is given in solar flux units \((1\,\text{sfu} = 10^{-22}\,\text{Wm}^{-2}\,\text{Hz}^{-1})\). We use both LYRA and F10.7 as a proxy for the EUV activity.

For both the LYRA and F10.7 time series, extreme values have been smoothed out. Most of the extreme values correspond to solar flares. These events are taken out as they can highly influence the statistical analysis, and we are interested to study the Sun on the long-term variability and not changes due to extreme events. The smoothing was done by comparing each value in the time series to surrounding values, flagging the outliers, and replacing them by the previous value. For LYRA and F10.7, respectively, 1.4% and 0.4% of the values are smoothed.

All data sets were available and retrieved from the 13th of May 2010 until the 15th of June 2020, which results in 10 years of data. It is downloaded at 4-hour cadence, resulting in 21126 time epochs. For AIA and SWAP, data products are not available at this exact cadence, so for each time the closest image is taken with a maximum offset of 30 minutes. Due to spacecraft operations or anomalies, data is not continuously available, which results in gaps in the data set. In total, 19831 time epochs (93.9%) could be realised where AIA and SWAP data were available within 30 minutes. For analysis where the full-disk products were compared with LYRA, only 16197 time epochs (76.7%) could be realised due to LYRA data gaps. A detailed explanation about the completeness of the data set is given in Appendix A.

### 2.2. Segmentation Algorithms

The segmentation algorithm used in Papers I and II was the Spatial Possibilistic Clustering Algorithm (SPoCA; Barra et al., 2009; Verbeeck et al., 2014), which uses 171 Å and 193 Å images from AIA to segment the solar disk into active regions (ARs), coronal holes (CHs), and the quiet Sun (QS). The parameters of the SPoCA algorithm were configured in agreement with Verbeeck et al. (2014). In the current implementation, SPoCA computes the coronal holes and a morphological algorithm is used to compute the bright points (BPs), and as a by-product recomputes the ARs.

Several bright point detection algorithms implemented in long-term statistical analysis have been described, using Yohkoh/SXT (Nakakubo and Hara, 2000; Sattarov et al., 2002), SOHO/EIT (McIntosh and Gurman, 2005; Dudok de Wit, 2006), or SDO/AIA (Dorotovic et al., 2018; Shahamatnia et al., 2016; Alipour and Safari, 2015; Arish et al., 2016) data as input. McIntosh and Gurman (2005) discussed the need to apply an intensity background threshold to their BP detection algorithm, to counterweight the different intensity changes in EUV images both over the latitudinal range as well as the solar cycle changes. All of the algorithms described in literature since then use this paradigm, including the algorithm presented in this paper.

\(^2\)LYRA data is acquired on 16 July 2020 and includes the latest major calibration update of the LYRA data (https://proba2.sidc.be/PROBA2ScienceCenterOfflineJune24).
Figure 1  Segmentation features mapped onto a SWAP 174 Å image. CHs are colored in yellow, BPs in green, ARs are in dark blue (morphological algorithm), and orange (SPoCA algorithm). Image was obtained on 1 January 2012.

Our algorithm is based on 4kx4k AIA 193 Å images. Identified BP structures are undergoing further morphological constraints: in the case the sizes of BPs are larger than \(\sim 2\text{–}5 \text{Mm}\) (McIntosh and Gurman, 2005) or the maximum width is larger than 25 arcsec (Golub et al., 1977; Sattarov et al., 2010; Longcope et al., 2001; Alipour and Safari, 2015), the identified structures are neglected from further bright point analysis. Identified structures having a complex morphology, i.e. their geometric center is located outside an ellipsoid structure (Sattarov et al., 2010), are also neglected. This last phenomenon is rare, but was observed in cases that either two BPs merge into one, or one BP is splitting into two BPs. It shall be noted that these situations occur within a few hours, and in the next available image the structures are identified correctly as one BP or two BPs correspondingly.

The applied algorithm is based on image morphological operators (Haralick, Sternberg, and Zhuang, 1987) and comparable with the algorithm presented in Dorotovic et al. (2018) (see Appendix C for details). Although magnetic features can be identified visually in all EUV channels, the identification of BPs is solely based on 193 Å images, as the algorithm did not result in a better segmentation when using other individual channels or a combination of them.

To visualize the results of our algorithm and allow the comparison with Paper II, we present an update of Figure 2 of Paper II in Figure 1 of this paper.

Figure 1 shows the segmentation mapped onto a SWAP 174 Å image on 1 January 2012, and indicates the AR regions as used in Papers I and II in orange, and the AR regions as identified in this analysis in dark blue. BPs are colored green; more than 400 of them were identified for the image shown.
The final step carried out is the projection of the segmented maps onto the full-disk AIA and SWAP images by using image masks. First the ARs, CHs, and BPs pixels are identified. Every remaining pixel inside 0.95 solar radii is classified as QS. For the region outside 0.95 solar radii, the segmentation algorithm cannot correctly identify the regions due to the effect of projecting the spherical solar surface on a disk when making an image. All pixels outside 0.95 solar radii are therefore included as a separate segment, the Limb and Corona (LC). In comparison with Papers I and II, there are two notable differences in the segmentation method that is presented here. First, a BP segmentation algorithm was not available previously and BPs were therefore included in the quiet Sun and the coronal holes, which could yield different results for the CHs and QS segments. In addition, the Limb and Corona were excluded from the analysis in its entirety, and only the solar disk was considered. Because the energy emitted by the Limb and Corona is of significant influence to the radiative output of the Sun in UV and EUV, for the goal of this study it was chosen to include this region in the analysis.

For each of these five segments, the number of pixels (area) and the summed intensity value of all pixels is saved as a time series for analysis. In Section 3 the identification of active regions by SPoCA and the morphological algorithm will be compared, with the following convention: ARS and QSS will be used to indicate segments generated by SPoCA, ARM and QSM will be used to indicate segments generated by the morphological algorithms.

### 2.3. Statistical Methods

The objective of our study is to analyze the connection between the individual segments of EUV full-disk images and LYRA, which is a proxy for the UV radiation that is absorbed by the Earth’s atmosphere. In the most general case, this means we are looking for some function in the form

\[
LYRA = f(ARs, BPs, CHs, QS, LC).
\]

\(ARs, BPs, CHs, QS, LC\) indicate the time series of total integrated intensity of the segments, obtained from full-disk images. As a first analysis, similar to Papers I and II, Spearman correlation coefficients are calculated to analyze the relation between the segments and LYRA. The results of the correlation analysis are presented in Section 3.2.

As an additional step, we attempt to find a solution for Equation 1. In the simplest formula possible, this equation takes the form

\[
LYRA = a \cdot ARs + b \cdot BPs + c \cdot CHs + q \cdot QS + l \cdot LC.
\]

The coefficients would indicate how much the integrated intensity of a segment contributes to the LYRA irradiance. However, the EUV images are unitless [DN/s], the magnetograms have unit [Gauss], and the LYRA irradiance has unit [W/m²], which means fitting Equation 2 will have little physical meaning. Therefore, a normalization is applied to both the time series of the segments and the LYRA irradiance. The aim of this normalization is to study how the variability of the segments influences the variability of LYRA, i.e. if one of the segments experiences an increase in intensity, in what proportion does the LYRA irradiance increase? The following normalization is applied:

i) Because it is desired to study whether a change in the intensity of a segment influences the change of the LYRA irradiance from one point in time to another, we are not interested in the constant offset of the time series. Therefore, for each time series the mean is...
subtracted from the time series. The resulting time series represents the change around
the mean of the original time series.

ii) Because the absolute values of intensity are not of interest but only the change relative
to its mean intensity (now the zero-point), we divide the time series by the standard
deviation of its data points. The resulting scale is roughly equal for all the segments
and LYRA (see Figure 7). This also prevents the Bayesian estimation algorithm (which
is introduced below) to try solving all the variability with one segment and overfit
the coefficient corresponding to it.

With this normalization, the time series can be interpreted as the average flux of a seg-
ment or LYRA. By comparing coefficients \(a, b, c, q, l\), the contribution of the segments
towards the variability of LYRA can be determined. The coefficients resulting from this
analysis are presented in Section 3.3. Besides LYRA, the coefficients are also computed for
the total integrated intensity of the EUV images (INT) and the F10.7 radio flux on the left
hand side of Equation 2. It should be noted in the case of INT that due to the normaliza-
tion, the integrated intensity of the segments do not sum up to a total integrated intensity
anymore, i.e. the sum of the coefficients \(a, b, c, q, l\) is not equal to 1.

To estimate the coefficients of the linear equations a Bayesian method is implemented
(Carlin and Louis, 2009), with Bayes’ theorem defined as

\[
P(y|x) = \frac{P(x|y) \cdot P(y)}{P(x)}
\]

which is based on the integrated intensity of the segmented features \(x\) and the LYRA mea-
asurements \(y\). Given a prior distribution \(P(x)\) of the coefficients \(a, b, c, q, l\), the prior and
the data \(x\) are evaluated using a model (Equation 2) to estimate the probability \(P(y)\) that
the prior distribution results in the desired outcome \(y\). To calculate this probability, a likelihood
function \(P(x|y)\) is used. The output is the posterior distribution \(P(y|x)\).

For our implementation, the emcee python package is used; see Goodman and Weare
(2010), Foreman-Mackey et al. (2013). It uses a Markov chain Monte-Carlo (MCMC)
method to sample from the posterior distribution. This package uses an iterative method
that has proven to be robust and efficient for solving data analysis problems in astrophysics
(Foreman-Mackey et al., 2013).

As an initial guess for the coefficients, a simple linear least-squares estimation is per-
formed with Equation 2. The prior distribution follows a uniform distribution around this
initial guess. A likelihood function is chosen that assumes a Gaussian distribution, based on
the assumption that the errors on LYRA measurements follow Gaussian behavior. The result
from Equation 3 is that the posterior distribution also follows a Gaussian distribution.

Two input parameters are required for the MCMC algorithm: the number of walkers and
the number of steps that the walkers will attempt to make to find a point with a higher
likelihood. Higher numbers for these parameters generally result in a better estimation, but
also increase the computational effort. When the MCMC samples are searching for new
values for coefficients \(a, b, c, q, l\), we impose the restriction that they cannot be negative
by setting the likelihood function to infinity when negative coefficients are used. Allowing
negative coefficients in the Bayesian estimation does not represent physical behavior, e.g.:
a negative \(q\) would imply that an intensity increase from QS would cause the LYRA intensity
to decrease. In the case that LYRA decreases while QS increases, the right side of Equation 2
should be compensated by the remaining segments (e.g. a decrease of ARs).
(a) Degradation factor over time of each AIA channel. The pixel values of AIA images are divided by this factor to correct for instrument sensitivity degradation.

(b) For the last 5 years of the data set, weekly averaged values of the total image integrated intensity for each AIA channel are plotted. The black line is the integrated intensity for SWAP images for comparison.

Figure 2 Results of the AIA sensitivity degradation correction.

3. Observations and Analysis

3.1. AIA Sensitivity Degradation Correction

In Section 4.3 of Paper I an anomaly was reported between the SWAP and AIA 171 Å normalized integrated intensities. Because both instruments are EUV telescopes with similar bandwidth it is expected that the intensity values are proportional. However, in the scatterplot between the two parameters, it was observed that data from 2012 was significantly shifted towards lower AIA 171 Å values with respect to the data from 2011. This shift seemed to indicate that the quality of the AIA images might not be suitable for long-term analysis of the image intensity.

As an improvement to the data processing, a sensitivity correction is now applied to all AIA pixel values as explained in Section 2.1. The degradation factors that are applied to each channel are acquired as daily values that are presented in Figure 2a. The intensity values of pixels are divided by the degradation factor of the respective channel at respective time. It can be observed that the 304 Å and 335 Å channels show quite a severe degradation, and the intensity data might not be suitable from 2015 onwards.

It is expected that the intensity correction will counteract any instrument degradation or calibration operations that might cause a shift in AIA intensity. Paper I reported a correlation coefficient of \( r = 0.7 \) between the SWAP and AIA 171 Å normalized integrated intensities for 2011 and 2012. After the sensitivity correction, the correlation coefficient for the same time window improved to \( r = 0.837 \). When calculated for the entire data set (13-5-2010 to 15-6-2020), the correlation coefficient is \( r = 0.939 \). A scatterplot for both data sets can be seen in Figure 3. A shift to the upper left is still noticeable between 2011 and 2012 but has reduced with respect to Paper I. The increase of the correlation coefficient is considered to be evidence that the sensitivity correction is an improvement to the AIA 171 Å data quality.

However, not all AIA channels show the same improvement. In the calibration version that is used (see Section 2.1), the degradation factors in Figure 2a follow a simple linear trend.
after September 2015. The resulting total image intensity values over time are presented for each AIA channel in Figure 2b. After 2017 the Sun has reached the minimum of solar activity Cycle 24 and the number of sunspots is low (see Figure 4). From this point onward, whatever the current value, it would be expected that the integrated intensity of the images has no upward or downward trend between 2017 and 2020 but stays relatively constant, as the variability of the Sun is low. For the SWAP integrated intensity the data is properly corrected for instrument degradation, and subsequently shows no trend. The 131 Å, 171 Å and AIA 335 Å channels of AIA stay relatively close to SWAP and constant over time, but the other channels drift off due to the linear trend of the correction coefficients, which are either too large (193 Å, 211 Å) or too small (94 Å, 304 Å).

Because of these observations, only time series based on SWAP, AIA 131 Å and AIA 171 Å images will be used in our statistical analysis.

### 3.2. Active Region and Bright Points Segmentation

For the entire data set (13-5-2010 to 15-6-2020), the BP detection algorithm results in a mean value of 416 BPs classified per AIA 193 Å image (±41, 1σ).

The time series of the daily bright point average and the daily sunspot number can be seen in Figure 4. The number of bright points varies slightly over the course of the solar cycle in
agreement with previous publications; e.g. Alipour and Safari (2015), Sattarov et al. (2010), Hara and Nakakubo-Morimoto (2003).

For comparison of the SPoCA algorithm versus the morphological algorithm, the AIA 171 Å integrated intensity time series for the ARs and QS are presented in Figure 5, which the reader can compare to Figure 5 of Paper I.

The relation between segments is further analyzed by calculating the Spearman correlation coefficient. Our expectation for the correlation between the segments and LYRA would be the following:

i) As concluded in Papers I and II, the active regions are driving and therefore are highly correlated with LYRA. The coronal holes emit too little energy to affect the variability of the solar irradiance, and are therefore expected to be uncorrelated.

ii) The quiet Sun is defined as the area of the solar disk that is not ARs, CHs or BPs. Therefore, an increase in ARs area goes paired with a decrease in QS area, so when the ARs’ integrated intensity increases, the QS integrated intensity is expected to decrease. It can therefore be expected that QS and ARs are anticorrelated. Because of the high correlation between ARs and LYRA, it follows naturally that the QS and LYRA are anticorrelated.

iii) The majority of bright points lie in the quiet Sun and they are equally distributed in this region. Therefore, if the quiet Sun area increases (meaning area decrease for ARs and CHs), there will be more bright points. This inverse relation between active regions and bright points has been shown before by comparing the numbers of sunspots and bright points, e.g. by Sattarov et al. (2010). When more bright points are present, the integrated intensity will increase. Therefore it can be expected that BPs are correlated with QS, and following the first two points BP should be anticorrelated with ARs and LYRA. However, if the bright point integrated intensity would significantly contribute to the LYRA irradiance, we would expect to find a positive correlation between the two—thus the bright point intensity should overcome the close connection between the QS and the ARs areas.

iv) Due to limb brightening the LC segment has a high energy output, especially if ARs are present near the edge of the disk, and therefore the segment LC is correlated with ARs and LYRA.

For both segmentation algorithms applied to the AIA 171 Å images, the coefficients between all time series are shown in the heat map presented in Figure 6.
Figure 6  Spearman correlation coefficients between the integrated intensity of segments using AIA 171 Å images, the LYRA irradiance and F10.7 cm radio flux. The entire data set was used in the calculations (13-5-2011 to 15-6-2020). INT stands for the integrated intensity of the entire image, and is the sum of the integrated intensity of the segments. A heat map is used such that the relative differences in values can easily be observed: red stands for a positive coefficient, blue stands for a negative coefficient, a darker color indicates a stronger absolute value.

intensity, however, no correlation can be stated for LYRA and ARS. This is in disagreement with the second expectation presented above.

It is expected that this is a result from the artifact that SPoCA does not capture the entire active regions on the solar disk when using parameters in agreement with Verbeeck et al. (2014), and part of the active regions are classified as quiet Sun, which was also a consideration for optimising the morphological algorithm as mentioned in the second paragraph of this subsection.

Applying the morphological algorithm, the QSM is anticorrelated with ARM, and weakly anticorrelated with LYRA, as can be seen in Figure 6. This confirms the second expectation above.

Using the morphological algorithm, the correlation coefficients of QSM show a correlation with BP and an anticorrelation with the other parameters. This matches the expectations presented above, and therefore we consider the morphological algorithm well suited for our study. The high correlation between ARs and LYRA and the fact that BPs and LYRA are not correlated tells us that the variability of the irradiance is dominated by the active regions. The bright points seems to be of minor importance, they could be a side-effect of the high correlations between the other segmented areas. This is the motivation for implementing the Bayesian inference method (see next subsection) that allows one to preset initial probabilities and force probability ranges of individual parameters of interest.

3.3. Bayesian Analysis

In this section we present the results of the Bayesian analysis as explained in Section 2.3. It is attempted to fit the equation:

\[ Y = a \cdot ARs + b \cdot BPs + c \cdot CHs + q \cdot QS + l \cdot LC. \]  \hspace{1cm} (4)

The normalized integrated intensities are used for the whole data set (13-5-2010 to 15-6-2020). The AIA 171 Å time series after normalization are shown in Figure 7.
Figure 7 Normalized time series of the AIA 171 Å segments integrated intensity, LYRA irradiance and F10.7 flux.

The walkers used in the MCMC estimations converge towards a set of coefficients when using a few hundred walkers and a few hundred steps. To ensure good estimations of coefficients, 5000 walkers and 1000 steps were used for the following results.

All walkers result in a certain set of coefficients when they are at their final step. Because the algorithm converges, the final values of all walkers are quite close to each other. The median of all the walkers is used as the estimation of each of the coefficients. The coefficients are given in Tables 1, 2, and 3 when using as input normalized time series AIA 131 Å, AIA 171 Å, and SWAP data, respectively. Each table contains three estimations, corresponding to using INT, LYRA and F10.7 for $Y$ in Equation 4. In addition, to compare the coefficients of each Bayesian estimation, the relative value compared to $a$ is given as a percentage.

With the outcomes of the walkers, the 1σ uncertainty is calculated by sorting the coefficients and calculating the value which is at the 34th percentile from the mean. This is used as an indication for how much the final results for the walkers are spread out. In Appendix B, tables with the uncertainties of all estimated coefficients can be found. The uncertainties are in most cases in the order of $10^{-2}$. This means for the smaller coefficient values the confidence interval can be quite large relative to the estimated coefficient.

In the final column the coefficient of determination $R^2$ is given. When using INT, it is possible to reconstruct the curve to perfection: $R^2 = 1$. This was expected as INT is the sum of all the segments, and confirms that the fitting method works. The high $R^2$ value of the F10.7 flux demonstrates the suitability of the linear model for the reproduction of the F10.7 from the segmented regions. We did not expect the low $R^2$ values of LYRA, and further analysis is required to explain this result.
Table 1  Results of the Bayesian estimation with AIA 131 Å data.

|     | Y     | a (ARs) | b (BPs) | c (CHs) | q (QS) | l (LC) | R²  |
|-----|-------|---------|---------|---------|--------|--------|-----|
| INT | 0.5877| 0.0323  | 0.0345  | 0.245   | 0.3976 | 0.999  |
| w.r.t. a (ARs)| 100.0%| 5.5%    | 5.9%    | 41.7%   | 67.7%  |
| LYRA| 0.4894| 0.0043  | 0.0106  | 0.3206  | 0.3023 | 0.687  |
| w.r.t. a (ARs)| 100.0%| 0.9%    | 2.2%    | 65.5%   | 61.8%  |
| F107 | 0.6939| 0.1072  | 0.0923  | 0.2355  | 0.1612 | 0.903  |
| w.r.t. a (ARs)| 100.0%| 15.5%   | 13.3%   | 33.9%   | 23.2%  |

Table 2  Results of the Bayesian estimation with AIA 171 Å data.

|     | Y     | a (ARs) | b (BPs) | c (CHs) | q (QS) | l (LC) | R²  |
|-----|-------|---------|---------|---------|--------|--------|-----|
| INT | 0.8077| 0.0366  | 0.0842  | 0.5952  | 0.4422 | 0.999  |
| w.r.t. a (ARs)| 100.0%| 4.5%    | 10.4%   | 73.7%   | 54.7%  |
| LYRA| 0.558 | 0.244   | 0.0154  | 0.1484  | 0.2346 | 0.578  |
| w.r.t. a (ARs)| 100.0%| 43.7%   | 2.8%    | 26.6%   | 42.0%  |
| F107 | 0.6992| 0.3324  | 0.064   | 0.0045  | 0.1343 | 0.825  |
| w.r.t. a (ARs)| 100.0%| 47.5%   | 9.2%    | 0.6%    | 19.2%  |

Table 3  Results of the Bayesian estimation with SW AP data.

|     | Y     | a (ARs) | b (BPs) | c (CHs) | q (QS) | l (LC) | R²  |
|-----|-------|---------|---------|---------|--------|--------|-----|
| INT | 0.2577| 0.0333  | 0.0587  | 0.3516  | 0.4528 | 0.999  |
| w.r.t. a (ARs)| 100.0%| 12.9%   | 22.8%   | 136.4%  | 175.7% |
| LYRA| 0.3678| 0.1478  | 0.0022  | 0.1301  | 0.2375 | 0.565  |
| w.r.t. a (ARs)| 100.0%| 40.2%   | 0.6%    | 35.4%   | 64.6%  |
| F107 | 0.4376| 0.1012  | 0.1071  | 0.2088  | 0.2444 | 0.825  |
| w.r.t. a (ARs)| 100.0%| 23.1%   | 24.5%   | 47.7%   | 55.9%  |

The resulting coefficients of the Bayesian estimation should be interpreted as follows.

The normalized time series do not represent the absolute value of intensity, irradiance or flux (hence, the coefficients of INT do not sum up to 1). Instead, they reflect the relative variability of each time series around the time axis. As a result, as depicted in Figure 7, the y-axes of the normalized time series are all in the same order of magnitude. The Bayesian estimation tries to find a linear combination of the normalized time series of the five segments, to recreate the normalized time series \( Y \). The coefficients reflect the importance of the variability of each segment to recreate the variability observed in \( Y \).

First it can be observed that, as expected, the active regions are the main contributor to the outcome of Equation 4 for every result of the fit: coefficient \( a \) is the highest in every result. The second highest coefficient is often \( l \), corresponding to the LC segment, which is highly connected to the active regions as explained in Section 3.2.

To analyze the contribution to the variability besides \( a \) and \( l \), first consider Tables 1 to 3, corresponding to the EUV images AIA 131 Å, AIA 171 Å and SWAP.
i) Row 2 ($Y = \text{INT}$): the contribution to Equation 4 mainly comes from the quiet Sun. The contribution of the bright points is significantly lower compared to the quiet Sun.

ii) Row 3 ($Y = \text{LYRA}$): for AIA 131 Å, the same statement as row 2 holds true. For AIA 171 Å and SWAP, the highest contribution to Equation 4 is still given by the quiet Sun. However, the coefficient $b$ is comparable in value to $q$. This could be an indication of a more significant contribution of the BPs, but is hard to quantify and still small in comparison with the contribution by the active regions.

iii) Row 4 ($Y = \text{F10.7}$): for AIA 131 Å and SWAP the quiet Sun is driving. For AIA 171 Å none of the parameters have a significant contribution. The difference between the coefficients of the SWAP and AIA 171 Å table is unexpected. As the QS and F10.7 in AIA 171 Å are highly anticorrelated (see Figure 6b), we notice that the coefficient $q$ is pushed to negative values during the Bayesian estimation. However, as explained in Section 2.3, we do not allow negative coefficients in the Bayesian analysis, so $q$ becomes small instead.

4. Discussion and Conclusion

In Papers I and II, we analyzed the long-term time series of segmented full-disk EUV images and magnetograms and their correlation between each other and the EUV irradiance, for two and five years of data, respectively. Currently, almost 10 years of data are available, spanning almost the entirety of Solar Cycle 24.

Analyzing long-term time series requires the understanding of instrument calibration, data trending and the handling of data gaps. Due to initial calibration issues in the LYRA time series, the analysis is also done using F10.7 cm radio flux observations, an analogous measure of solar activity with better data quality. For the AIA images, an instrument sensitivity degradation correction was applied to solve an intensity anomaly experienced in Papers I and II. The earlier reported effects considerably decreased, but to avoid any impacts only the less affected channels of the AIA instrument, 131 Å and 171 Å were used for our statistical analysis.

We have written a morphological algorithm for the detection of active regions and bright points. The AR segmentation of the morphological algorithm has proved to be an improvement over the SPoCA software that was used in Papers I and II. Our analysis of the correlations in Section 3.2 has shown that the morphological algorithm identifies the boundary between ARs and QS, such that the QS time series is not influenced by bright pixels on the boundary of the active regions (see Section 3.2).

The bright points of all full-disk images were processed and are available as a separate time series in our analysis, and allow one to study their role towards the EUV irradiance as measured at the Earth. The correlation analysis shows that the integrated intensity of bright points is weakly anticorrelated with the total image intensity, the LYRA irradiance and the 10.7 cm radio flux. We do not interpret this as a negative contribution of the bright points towards the solar irradiance, but explain this by observing that an increase of the active region area on the solar disk goes paired with a decrease of the number of bright points. This correlation between active regions and bright points affects the statistical analysis between bright points and the irradiance. Therefore, a simple correlation analysis might not give all the answers about the relation between the bright points and the EUV irradiance as measured by LYRA.

With the Bayesian analysis the link between segments and solar irradiance was further investigated. In a statistical model the variability of LYRA and F10.7 was fitted using the
variability of the integrated intensity of the segments as input. It was possible to recreate the F10.7 time series with the intensity of the segments, recreating the LYRA irradiance was more difficult. We again conclude that the influence of active regions dominates the variability of the solar energy that is observed on Earth. When analyzing the results of the Bayesian method, the coefficients vary too much even between images with similar wavelengths (AIA 171 Å and SWAP 174 Å) to provide any conclusion about the role of the bright points in the variability of the solar irradiance. The absence of a strong connection between the variability of the bright points and the EUV supports the argument that their role must be minor.

In conclusion: none of the results of our statistical analysis imply that the bright points significantly contribute to the long-term variability of the EUV irradiance acquired at Earth.

As the next step in this project, it is our intention to extend the long-term analysis to include the Differential Emission Measure (DEM) of the full-disk images, from which temperature maps can be made of the solar atmosphere. This has been done with AIA data before by e.g. Hannah and Kontar (2012) and Cheung et al. (2015). From the temperature maps, the energy can be calculated (Aschwanden et al., 2015). This will allow us to establish a direct link between the energy emitted by the corona and the energy measured to arrive on Earth, instead of relying on unitless intensity values.

Appendix A: Data Quality

In this appendix we will more extensively report on the completeness of our data set, to provide context for the reader to what data set was used as input for the statistical analyses.

A.1 Missing Full-Disk Images

The intention of our software is to download six fits files per day at times 0:00, 4:00, 8:00, 12:00, 16:00, 20:00 UTC from AIA (all seven channels) and SWAP images. If not available at the exact time, the closest image will be taken with a maximum allowed offset of 30 minutes. The maximum allowed offset is built in to ensure that still images and maps will match when projecting (as an indication of the rotation speed: for a small brightpoint it takes approximately 50 minutes to travel a distance equal to its radius).

Theoretically for our time window this would result in 3521 days making for 21 126 data points. In practice, the amount of data points that could be processed are given in Table 4.

| Table 4 | Data points per day for the 2010–2020 data set. |
|---------|-----------------------------------------------|
| Days with 0 data points | 25 | 0.7% |
| Days with 1 data point  | 10 | 0.3% |
| Days with 2 data points | 18 | 0.5% |
| Days with 3 data points | 24 | 0.7% |
| Days with 4 data points | 123 | 3.5% |
| Days with 5 data points | 705 | 20.0% |
| Days with 6 data points | 2616 | 74.3% |
| Total amount of days   | 3521 | 100% |
The following explanations have been found for the missing data:

i) On 24 days the downloaded AIA images cannot be processed to level 1.5. Because this consistently occurred on the same days while other days work fine, it is assumed to be caused by the downloaded data instead of the software. No data is available on these days.

ii) On the 6th of September 2017 the morphological algorithm has broken down. An extremely intense solar flare is observed during this day. All data of this day is deleted. This is the only instance that was found when the segmentation algorithms failed to correctly segment the solar disk.

iii) On 330 days, not all of the six images of the SDO spacecraft could be found. These occasions correspond to spacecraft or instrument operations (https://aia.lmsal.com/public/SDOcalendar.html). This usually results in 1 missing data point, occasionally more when the operations take longer than 2 hours.

iv) On 97 days, not all of the six images of the SWAP instrument could be found. These occasions correspond to PROBA2 spacecraft or instrument operations (https://proba2.sidc.be/about/operations). This usually results in one missing data point, occasionally more when the operations take longer than 2 hours.

v) On 438 days, the SPoCA software could not successfully make segmented maps. Because this consistently occurred on the same days while other days work fine, it is assumed to be caused by the data instead of the software. This usually results in one missing data point. Even when using the morphological algorithm we cannot generate a data point, because the coronal holes from SPoCA are still used in that case.

The largest data gap is 8 days, from the 2nd until the 10th of August 2016. This is due to an event with the AIA instrument (see link given above). There are two cases where three subsequent days are missing, and two cases where two subsequent days are missing. The remaining gaps are 1 day or less.

This results in 19,831 data points. Before statistical analysis, several spikes in the intensity values are taken out. These are either data points that were flagged as bad data by the processing software, or artifacts in the intensity data of the images which are clear outliers when compared to surrounding data points. These are presumed to be caused by solar flares, which we deliberately take out to not significantly influence the statistics with extreme values, as the intention of this project is to study the long-term evolution of the Sun in the EUV. For AIA and SWAP images we, respectively, end up with 19,510 and 19,226 data points.

### A.2 LYRA and F10.7 cm Data Processing

From the LYRA irradiance data that is provided, we remove data corresponding to spacecraft or instrument operation events. Most notably, the PROBA2 spacecraft experiences Earth eclipses every winter, data at these times are filtered out. For the times at which LYRA data are available, data are taken at the minute matching with the full-disk image data. Because of this, for 17% of the full-disk images a corresponding LYRA data point was not found. It was attempted to fill up the gaps by linear interpolation, but this did not improve any of the resulting statistics.

For the F10.7 radio data, only three data points per day are available, which are always between sunrise and sunset in the observatory in Canada. Therefore, exact matches to the times of our data were rare. To find data at the desired times, linear interpolation is applied.
Table 5: AIA131 intensity data, \( Y = \text{TOT} \).

| Coef. | Estimate | Est. \(-1\sigma\) | Est. \(+1\sigma\) |
|-------|----------|--------------------|-------------------|
| \(a\) (ARs) | 0.5877 | 0.575 | \(-2.2\%\) | 0.6002 | \(+2.0\%\) |
| \(b\) (BP) | 0.0323 | 0.0171 | \(-47.1\%\) | 0.0529 | \(+64.0\%\) |
| \(c\) (CHs) | 0.0345 | 0.026 | \(-24.6\%\) | 0.0452 | \(+31.0\%\) |
| \(q\) (QS) | 0.245 | 0.2287 | \(-6.6\%\) | 0.2603 | \(+6.0\%\) |
| \(l\) (LC) | 0.3976 | 0.3846 | \(-3.3\%\) | 0.4106 | \(+3.0\%\) |

Table 6: AIA131 intensity data, \( Y = \text{LYRA} \).

| Coef. | Estimate | Est. \(-1\sigma\) | Est. \(+1\sigma\) |
|-------|----------|--------------------|-------------------|
| \(a\) (ARs) | 0.4894 | 0.4746 | \(-3.0\%\) | 0.5038 | \(+3.0\%\) |
| \(b\) (BP) | 0.0043 | 0.0011 | \(-75.6\%\) | 0.0151 | \(+249.0\%\) |
| \(c\) (CHs) | 0.0106 | 0.0037 | \(-64.6\%\) | 0.0223 | \(+111.0\%\) |
| \(q\) (QS) | 0.3206 | 0.3098 | \(-3.4\%\) | 0.3308 | \(+3.0\%\) |
| \(l\) (LC) | 0.3023 | 0.2884 | \(-4.6\%\) | 0.3171 | \(+5.0\%\) |

Table 7: AIA131 intensity data, \( Y = \text{F107} \).

| Coef. | Estimate | Est. \(-1\sigma\) | Est. \(+1\sigma\) |
|-------|----------|--------------------|-------------------|
| \(a\) (ARs) | 0.6939 | 0.6799 | \(-2.0\%\) | 0.7066 | \(+2.0\%\) |
| \(b\) (BP) | 0.1072 | 0.0918 | \(-14.4\%\) | 0.1254 | \(+17.0\%\) |
| \(c\) (CHs) | 0.0923 | 0.0838 | \(-9.3\%\) | 0.103 | \(+12.0\%\) |
| \(q\) (QS) | 0.2355 | 0.2206 | \(-6.3\%\) | 0.2516 | \(+7.0\%\) |
| \(l\) (LC) | 0.1612 | 0.1488 | \(-7.7\%\) | 0.1764 | \(+9.0\%\) |

Table 8: AIA171 intensity data, \( Y = \text{TOT} \).

| Coef. | Estimate | Est. \(-1\sigma\) | Est. \(+1\sigma\) |
|-------|----------|--------------------|-------------------|
| \(a\) (ARs) | 0.8077 | 0.7922 | \(-1.9\%\) | 0.8234 | \(+2.0\%\) |
| \(b\) (BP) | 0.0366 | 0.0261 | \(-28.6\%\) | 0.0496 | \(+36.0\%\) |
| \(c\) (CHs) | 0.0842 | 0.0754 | \(-10.4\%\) | 0.0946 | \(+12.0\%\) |
| \(q\) (QS) | 0.5952 | 0.581 | \(-2.4\%\) | 0.6096 | \(+2.0\%\) |
| \(l\) (LC) | 0.4422 | 0.4291 | \(-3.0\%\) | 0.4553 | \(+3.0\%\) |

**Appendix B: Uncertainties of the Bayesian Estimation**

The following tables report on the uncertainties \( (1\sigma) \) of the Bayesian estimations used in the paper. Because the output of the Bayesian estimation is not necessarily a symmetric distribution, the upper and lower deviations have different values. The spread of the output coefficients (posterior of the Bayesian algorithm) is based on the assumption that the errors on the data follow a Gaussian behavior, and should therefore be looked at with a bit of caution.

The \( 1\sigma \) uncertainties can in most cases be found in the second decimal. This means for the smaller coefficients it can be large relative to the estimation. For all the uncertainties, it is also indicated what the value is as a percentage respective to the estimated coefficient.
### Table 9  AIA171 intensity data, $Y = \text{LYRA}$.

| Coef. | Estimate | Est. $-1\sigma$ | Est. $+1\sigma$ |
|-------|----------|-----------------|-----------------|
| $a$ (ARs) | 0.558 | 0.5414 | -3.0% | 0.5757 | +3.0% |
| $b$ (BPs) | 0.244 | 0.2322 | -4.8% | 0.256 | +5.0% |
| $c$ (CHs) | 0.0154 | 0.0066 | -57.1% | 0.0279 | +81.0% |
| $q$ (QS) | 0.1484 | 0.1335 | -10.0% | 0.167 | +13.0% |
| $l$ (LC) | 0.2346 | 0.2211 | -5.7% | 0.2501 | +7.0% |

### Table 10  AIA171 intensity data, $Y = \text{F107}$.

| Coef. | Estimate | Est. $-1\sigma$ | Est. $+1\sigma$ |
|-------|----------|-----------------|-----------------|
| $a$ (ARs) | 0.6992 | 0.686 | -1.9% | 0.7127 | +2.0% |
| $b$ (BPs) | 0.3324 | 0.3222 | -3.1% | 0.3417 | +3.0% |
| $c$ (CHs) | 0.064 | 0.0557 | -13.0% | 0.0749 | +17.0% |
| $q$ (QS) | 0.0045 | 0.0011 | -75.0% | 0.0143 | +217.0% |
| $l$ (LC) | 0.1343 | 0.1218 | -9.3% | 0.1494 | +11.0% |

### Table 11  SWAP intensity data, $Y = \text{TOT}$.

| Coef. | Estimate | Est. $-1\sigma$ | Est. $+1\sigma$ |
|-------|----------|-----------------|-----------------|
| $a$ (ARs) | 0.2577 | 0.2442 | -5.3% | 0.2721 | +6.0% |
| $b$ (BPs) | 0.0333 | 0.0245 | -26.4% | 0.0447 | +34.0% |
| $c$ (CHs) | 0.0587 | 0.0495 | -15.6% | 0.0708 | +21.0% |
| $q$ (QS) | 0.3516 | 0.3391 | -3.5% | 0.3654 | +4.0% |
| $l$ (LC) | 0.4528 | 0.4365 | -3.6% | 0.4677 | +3.0% |

### Table 12  SWAP intensity data, $Y = \text{LYRA}$.

| Coef. | Estimate | Est. $-1\sigma$ | Est. $+1\sigma$ |
|-------|----------|-----------------|-----------------|
| $a$ (ARs) | 0.3678 | 0.3521 | -4.3% | 0.3823 | +4.0% |
| $b$ (BPs) | 0.1478 | 0.1386 | -6.2% | 0.1588 | +7.0% |
| $c$ (CHs) | 0.0022 | 0.0005 | -75.8% | 0.008 | +268.0% |
| $q$ (QS) | 0.1301 | 0.1177 | -9.5% | 0.1455 | +12.0% |
| $l$ (LC) | 0.2375 | 0.2222 | -6.4% | 0.2535 | +7.0% |

### Table 13  SWAP intensity data, $Y = \text{F107}$.

| Coef. | Estimate | Est. $-1\sigma$ | Est. $+1\sigma$ |
|-------|----------|-----------------|-----------------|
| $a$ (ARs) | 0.4376 | 0.4229 | -3.4% | 0.4517 | +3.0% |
| $b$ (BPs) | 0.1012 | 0.0924 | -8.6% | 0.1119 | +11.0% |
| $c$ (CHs) | 0.1071 | 0.0978 | -8.7% | 0.1183 | +11.0% |
| $q$ (QS) | 0.2088 | 0.1964 | -5.9% | 0.223 | +7.0% |
| $l$ (LC) | 0.2444 | 0.2302 | -5.8% | 0.2597 | +6.0% |
Appendix C: Brightpoint Identification Algorithm

The individual steps of the BP identification algorithm are detailed below and visualized on the example of an AIA 193 Å image from 1 January 2012 in Figure 8. The used IDL algorithms are provided as reference.

i) Initiate search area.
   i) Identify the solar disk center from the available FITS keywords and select a region of the solar disk restricted to 0.95 solar radii. See Figure 8, top-left.
ii) Pre-processing of the image: identification of active regions
   i) Apply a morphological opening operation (erosion followed by dilation) and then subtracting the result from the original image (‘MORPH_TOPHAT.PRO’). The erosion operator decreases the image size and removes small features. The dilation increases the image size again and fills in holes and broken areas. Overall, the opening operator removes noise and smooths the image.
ii) Compute standard deviation from resulting image.
iii) Set all pixels larger than 0.8 sigma to 1; we obtain thus a binary image.
iv) Apply again a morphological opening (erode followed by dilate) with a $10 \times 10$ kernel to close small holes.
v) A blob-coloring algorithm (‘LABEL_REGION.PRO’) numbers all regions.
vi) De-select all regions of a size less than 20 000 (i.e. $100 \times 200$ pixels). See result is visualized in Figure 8, top-right.
vii) The regions are classified as active regions, and are excluded from the BP identification in the next step.

iii) Pre-select candidate regions.
i) Applying an edge detection algorithm by using two Gaussian filters, take the difference between the two filter results, and apply a threshold (‘EDGE_DOG.PRO’). The radii and threshold applied are 6, 30, and 12, respectively. The Gaussian filters implement blur-filters that use a Gaussian distribution to unsharp the AIA image.
ii) Identify all regions (‘LABEL_REGION.PRO’).
iii) Remove regions that are greater than 15 000 pixel, or smaller than 200 pixel. See Figure 8, bottom-left.

iv) Identify bright points: For each candidate region identified in Step 3:
i) Fit an ellipsoid to the region (‘FIT_ELLIPSE.PRO’).
ii) Remove non-circular structures, identified by a maximum threshold for the ratio between major and minor axis (2.5), and a maximum size for the major axis of 200. The identified BPs are shown in Figure 8 bottom-right. The area of structures removed are accounted for in the quiet Sun area.
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