ABSTRACT. We study the qualitative properties of the unique global viscosity solution of the superquadratic diffusive Hamilton-Jacobi equation with (generalized) homogeneous Dirichlet conditions. We are interested in the phenomena of gradient blow-up (GBU), loss of boundary conditions (LBC), recovery of boundary conditions and eventual regularization, and in their mutual connections.

In any space dimension, we establish the sharp minimal rate of GBU. Only partial results were previously known except in one space dimension. We also obtain the corresponding minimal regularization rate.

In one space dimension, under suitable conditions on the initial data, we give a quite detailed description of the behavior of solutions for all \( t > 0 \). In particular, we show that nonminimal GBU solutions immediately lose the boundary conditions after the blow-up time and are immediately regularized after recovering the boundary data. Moreover, both GBU and regularization occur with the minimal rates, while loss and recovery of boundary data occur with linear rate. We describe further the intermediate singular life of those solutions in the time interval between GBU and regularization.

We also study minimal GBU solutions, for which GBU occurs without LBC: those solutions are immediately regularized, but their GBU and regularization rates are more singular.

Most of our one-dimensional results crucially depend on zero-number arguments, which do not seem to have been used so far in the context of viscosity solutions of Hamilton-Jacobi equations.

1. Introduction

Let \( \Omega \) be a smooth bounded domain of \( \mathbb{R}^n \). In this article we consider the diffusive Hamilton-Jacobi equation (also called viscous Hamilton-Jacobi equation)

\[
\begin{align*}
    u_t - \Delta u &= |\nabla u|^p, & t > 0, & x \in \Omega, \\
    u &= 0, & t > 0, & x \in \partial \Omega, \\
    u(0, x) &= \phi, & x \in \Omega,
\end{align*}
\]

with \( p > 2 \) and \( \phi \in X \), where

\[
X = \{ \phi \in C^1(\overline{\Omega}), \; \phi = 0 \text{ on } \partial \Omega \}.
\]

Nowadays, it is well known that problem (1.1) exhibits very interesting phenomena whenever \( p > 2 \), i.e. in the case of superquadratic growth of the nonlinearity. By standard theory, problem (1.1) admits a unique, maximal classical solution with existence time \( T^*(\phi) \in (0, \infty] \). Even if the initial data \( \phi \) is smooth and satisfies the compatibility condition \( \phi = 0 \) at the boundary \( \partial \Omega \), the classical solution of (1.1) may blow up in finite time i.e., \( T^*(\phi) < \infty \), in which case

\[
\lim_{t \to T^*} \| u(t) \|_{C^1(\overline{\Omega})} = \infty.
\]

This does happen for suitably large \( \phi \). On the other hand, by maximum principle, \( u \) cannot blow up in \( L^\infty \)-norm; so what happens is that \( \| \nabla u(t) \|_\infty \) has to blow up while the solution itself remains bounded. This is referred to in the literature as gradient blow-up (GBU). Several facts are by now well understood, and two main points are to be recalled:
(a) GBU can only happen at the boundary $\partial \Omega$ (as a consequence of local interior universal gradient estimates), see e.g. [25].

(b) The solution survives after the blow-up time and it can be continued as a generalized viscosity solution of \((1.1)\). To be more precise, problem \((1.1)\) admits a unique (generalized) viscosity solution $u$ in $(0, \infty) \times \Omega$; this solution $u$ is continuous in $[0, \infty) \times \Omega$, with $u \geq 0$ on $[0, \infty) \times \partial \Omega$, and coincides with the (unique) classical solution in $(0, T^*)$ (see [6]).

But there is more than that. When we say a generalized viscosity solution, this means that the boundary condition should be understood in a relaxed sense, as it is done for example in first order problems. Namely, the prescribed boundary condition may not be satisfied by the solution in the classical sense, but rather in a weaker sense which is encoded in the viscosity formulation. Somehow, when the gradient blows-up at the boundary, one may need to relax the boundary prescription in order that the problem be still solvable; the superquadratic growth of the nonlinearity overcomes the diffusive smoothing of the second order term and a \textit{first order behavior} is observed.

Recalling that $u \in C([0, \infty) \times \Omega)$, we see that such solutions, which are meant to satisfy zero boundary conditions in a generalized sense, nevertheless have to continuously take on \textit{positive} boundary values (at some points) for some times after the blow-up time. This apparently paradoxical situation can however be interpreted in a more intuitive way, when one recalls that the global viscosity solution can also be obtained as the limit of a sequence of global classical solutions of regularized versions of problem \((1.1)\), with truncated nonlinearity (see Section 3). Since this convergence is monotone increasing but not uniform up to the boundary, the loss of boundary conditions can in this framework be seen as a more familiar boundary layer phenomenon.

The possibility of \textit{loss of (classical) boundary conditions (LBC)} for problem \((1.1)\) was suggested in [6], and its actual occurrence was recently confirmed in [20], [22] for suitable initial data:

(c) For all sufficiently large initial data $\phi$, the solution $u$ undergoes GBU as well as LBC. Namely:

$$T^*(\phi) < \infty \text{ and there exist } t_0 > T^*(\phi) \text{ and } x_0 \in \partial \Omega \text{ such that } u(t_0, x_0) > 0.$$ 

But another key property of solutions, which was known before (see [21]), is the eventual \textit{recovery of boundary conditions}:

(d) Any GBU solution eventually becomes a classical solution (including the boundary conditions) for all $t$ large enough. Moreover, any solution $u(t)$ decays exponentially to 0 in $C^1(\Omega)$ as $t \to \infty$.

Therefore, the behavior of solutions of \((1.1)\) presents three main issues:

(i) gradient blow-up
(ii) loss of boundary condition
(iii) recovery of boundary condition and regularization.

Up to now, no description of the way the solution loses and/or recovers its boundary conditions seems to be known. As for the GBU phenomenon itself, it has been investigated so far in several papers and many things are known, although several questions remain open. Sufficient blow-up conditions appear in [2], [1], [21], [14]. It is known that GBU is localized on some part of the boundary [25] and that single-point blow-up may occur [15], [9]. The space profiles at $t = T^*$ are also investigated (see [8], [1], [25], [13], [19]). Partial results on the GBU rate are available (see [8], [13], [26]). On the other hand, for related one-dimensional equations, typically of the form $u_t - u_{xx} = e^{ux}$, with zero boundary conditions, a global weak continuation after GBU was constructed in [10]. As an important difference with \((1.1)\), the boundary conditions of this weak continuation remain lost for all $t > T^*$. 
The purpose of this article is to give new results on all aspects (i)-(iii), investigating the connections between the three questions.

In any space dimension, we establish the sharp minimal rate of GBU. Only partial results were previously known ([13], [26]), except in one space dimension [8]. We also obtain the corresponding minimal regularization rate, which had not been studied before.

In one space dimension, under suitable conditions on the initial data, we give a quite detailed description of the qualitative behavior of solutions for all $t > 0$. Most of our one-dimensional results crucially depend on zero-number arguments, applied to the function $u_t$. Zero-number arguments do not seem to have been used so far in the context of viscosity solutions of Hamilton-Jacobi equations.

For nonminimal GBU solutions (see Definition 2.1), we especially describe the intermediate singular life of the solution in the time interval between GBU and eventual regularization, showing:

- immediate LBC after GBU and immediate regularization after recovery of boundary conditions;
- loss and recovery of boundary conditions occur at linear rates;
- $C^1$ regularity of the boundary value as a function of time in the interval of LBC;
- GBU and regularization according to the minimal rates.

We note that upper estimates on the GBU rate were previously known only in the case of inhomogeneous boundary conditions or forcing terms (for some class of one-dimensional or radial solutions, see [13], [23], [26]), due to time-monotonicity restrictions of the existing methods.

On the other hand, we recently showed in [20] that (in any space dimension) the LBC set can be quite arbitrary depending on the initial data, and that gradient blow-up may also occur without LBC, typically for minimal GBU solutions. Here we prove that, in one space dimension, minimal GBU solutions have a completely different behavior than nonminimal GBU solutions: they do not lose boundary data, and they are immediately regularized, but their GBU and regularization rates are more singular.

2. **Main results**

We split them in three subsections. The first one concerns minimal GBU and regularization rates and covers the general $n$-dimensional problem. In the last two we specialize to the one-dimensional problem and we give detailed description of a class of GBU solutions, respectively with or without LBC.

2.1. **Minimal GBU and regularization rate.** We start with the general, minimal lower estimate of the GBU rate.

**Theorem 2.1.** Let $\phi \in X$ and assume $T^* = T^*(\phi) < \infty$. Then there exists a constant $C_1 > 0$ such that

$$\|\nabla u(t)\|_\infty \geq C_1(T^* - t)^{-1/(p-2)}, \quad t \to T^_. \tag{2.1}$$

Theorem 2.1 improves the result obtained in [13], where the lower blowup estimate was only obtained under the weaker form

$$\sup_{s \in [0,t]} \|\nabla u(s)\|_\infty \geq C(T^* - t)^{-1/(p-2)}. \tag{2.2}$$

Estimate (2.1) had been proved earlier in the case $n = 1$ by a completely different method (intersection-comparison, which does not extend to higher dimensions). We here refine some ideas from [13] and [23]. The improvement from (2.2) to (2.1) stems from a rather delicate argument based on the variation of constants formula.
Next, in view of property (b) in the previous subsection, we may introduce the ultimate regularization time $T^*(\phi)$, defined by:

$$T^*(\phi) := \inf\{\tau > T^*(\phi); \ u(t, \cdot) \in C^0_t(\bar{\Omega}) \text{ for all } t > \tau\} \in [T^*(\phi), \infty). \quad (2.3)$$

Our next main result is a minimal lower estimate for the regularization rate.

**Theorem 2.2.** Let $\phi \in X$ with $T^* = T^*(\phi) < \infty$ and let $T^r = T^r(\phi)$ be defined by (2.3). Then there exists a constant $C_2 > 0$ such that

$$\|\nabla u(t)\|_{\infty} \geq C_2(t - T^r)^{-1/(p-2)}, \quad t \to T^r_+.$$ 

Theorem 2.2 seems completely new. We refer to Section 4 for further results related with Theorems 2.1 and 2.2.

### 2.2. Description of a class of one-dimensional GBU solutions with LBC.

An important notion in the subsequent analysis is that of minimal/non-minimal GBU solution. For shortness, here we use the notation $T^*(u)$ and $T^r(v)$ rather than $T^*(u(0))$, $T^r(v(0))$, respectively.

**Definition 2.1.** Let $n \geq 1$. A solution $u$ of (1.1) is called a minimal GBU solution if $T^*(u) < \infty$ and every solution $v$ such that $v(0) \leq u(0)$ and $v(0) \neq u(0)$ is a global classical solution, i.e. $T^*(v) = \infty$.

This definition is consistent with the monotonicity of the function $T^*$. Indeed, if $v_0 \leq u_0$ then $T^*(v_0) \geq T^*(u_0)$ (see, e.g., [15]); and if, moreover, $v$ undergoes LBC, then so does $u$ – see [20]). The existence of minimal blow-up solutions in any dimension was shown in [20], where such solutions were constructed as threshold solutions. Namely for any $\psi \in X$ with $\psi \geq 0$ and $\psi \neq 0$, one considers $\lambda^* = \sup\{\lambda > 0; T^*(\lambda \psi) = \infty\}$ and shows that $\lambda^* \in (0, \infty)$ and that $T^*(\lambda^* \psi) < \infty$ (the latter fact is not obvious).

We also recall (see [20, Theorem 3]) that, at least in one space dimension, loss of boundary conditions occurs if and only if the GBU solution is nonminimal.

**Proposition 2.3.** Let $\Omega = (0, 1)$. Then $u$ is a minimal blow-up solution if and only if there is no loss of boundary conditions.

It turns out that, for a suitable class of initial data on $\Omega = (0, 1)$, we are able to provide a fairly precise description of the life of nonminimal solutions, including their GBU, LBC and regularization behaviors in time and in space. We consider the initial data $\phi \in W^{3, \infty}(0, 1)$ satisfying the following properties:

$$\phi \text{ is symmetric w.r.t. } x = \frac{1}{2}, \quad \phi' \geq 0 \text{ on } [0, \frac{1}{2}], \quad \phi(0) = \phi''(0) + \phi^{ip}(0) = 0, \quad (2.4)$$

$$\text{there exists } a \in (0, 1/2) \text{ such that } \phi'' + \phi^{ip} \begin{cases} \geq 0 \text{ on } [0, a] \\ \leq 0 \text{ on } [a, \frac{1}{2}]. \end{cases} \quad (2.5)$$

These assumptions are motivated by intersection-comparison – or zero-number – arguments that will be crucially used in our proofs. Minimal and nonminimal GBU solutions starting from such initial data can be easily constructed (see Lemma 6.3). Also we will denote by $U_*$ the one-dimensional stationary solution

$$U_*(x) := c_p x^{\frac{p-2}{p}}, \quad x \geq 0, \quad \text{with } c_p = (p-2)^{-1}(p-1)^{\frac{p-2}{p-1}}. \quad (2.6)$$

Note that $U_*$ is singular near $x = 0$ (since $U'_*(x) = ((p-1)x)^{-1/(p-1)}$) and recall, as is well known, that $U_*$ plays the role of a reference GBU profile (see, e.g., [8, 3]).

\(^1\)We cannot a priori exclude that the solution loses and recovers regularity and/or boundary conditions again at several times, although we presently do not know examples of such solutions.

\(^2\)Actually it is not difficult to show that the implication 'LBC $\Rightarrow u$ nonminimal' remains valid in any dimension, but we are presently unable to show the reciprocal in general.
Theorem 2.4. Let $\Omega = (0,1)$, let $\phi \in W^{3,\infty}(0,1)$ satisfy \((2.4)-(2.5)\), and assume that $u$ is a nonminimal GBU solution of \((1.1)\).

(i) There is immediate loss of boundary conditions after GBU and immediate and permanent regularization after recovery of boundary conditions. More precisely, we have

$$u(t,0) > 0, \quad \text{for all } t \in (T^*,T^r),$$

and $u$ is a classical solution (including boundary conditions) for all $t \in (T^r,\infty)$ (recalling the definition in \((2.3)\)).

(ii) $u$ satisfies the following GBU, detachment, reconnection and regularization estimates:

$$c_1(T^* - t)^{-1/(p-2)} \leq \|u_x(t)\|_\infty \leq c_2(T^* - t)^{-1/(p-2)}, \quad \text{as } t \to T^*,$$

$$u(t,0) \sim \ell_1(t-T^*), \quad \text{as } t \to T^*_+,$$

$$u(t,0) \sim \ell_2(T^r - t), \quad \text{as } t \to T^*_r,$$

$$c_3(t - T^r)^{-1/(p-2)} \leq \|u_x(t)\|_\infty \leq c_4(t - T^r)^{-1/(p-2)}, \quad \text{as } t \to T^r,$$

with some constants $c_i, \ell_i > 0$.

(iii) In the interval $[T^*,T^r]$, the solution behaves near the boundary like a shifted copy of the singular stationary profile $U_*$: there exists $K > 0$ such that

$$|u(t,x) - u(t,0) - U_*(x)| \leq K \frac{x^2}{2} \quad \text{in } [T^*,T^r] \times [0,1/2],$$

$$|u_x(t,x) - U'_*(x)| \leq Kx \quad \text{and} \quad |u_{xx}(t,x) - U''_*(x)| \leq K \quad \text{in } [T^*,T^r] \times (0,1/2),$$

and the restriction of the function $u - U_*$ to $(T^*,T^r) \times [0,1/2]$ is of class $C^1$ in $t$ and $x$.

Furthermore, the boundary value enjoys the following monotonicity and regularity properties:

- $u(t,0)$ admits a unique global maximum at some $T_m \in (T^*,T^r)$;
- $u(t,0)$ is increasing on $[T^*,T_m]$ and decreasing on $[T_m,T^r]$;
- the restriction of the function $t \mapsto u(t,0)$ to $[T^*,T^r]$ is of class $C^1$ and $u_t(t,0)$ undergoes jump discontinuities at $t = T^*$ and $t = T^r$.

In addition, we have

$$u_t \leq 0 \quad \text{in } [T_m,\infty) \times (0,1).$$

The shape of the solution described in Theorem 2.4 is depicted in the following figure.

More generally, as shown in our next result, the conclusions of Theorem 2.4 concerning the regularity and behavior of the function $u - U_*$ are actually valid for any LBC solution in one space dimension, on any time interval where the boundary conditions are lost at $x = 0$. 
In the following, we set

\[ X_1 := \{ \phi \in C^1([0,1]), \phi(0) = \phi(1) = 0 \}. \]

**Theorem 2.5.** Let \( \Omega = (0,1) \), and let \( \phi \in X_1 \) with \( T^*(\phi) < \infty \). Let \( T_1, T_2 \) be such that \( T^* \leq T_1 < T_2 \leq T^* \) and

\[ u(t,0) > 0 \quad \text{on} \ (T_1, T_2). \]

(i) Then there exists a constant \( K > 0 \) (depending only on \( u \)), such that

\[
|u(t,x) - u(t,0) - U_*(x)| \leq K x^2 \quad \text{in} \ [T_1,T_2] \times (0,1/2), \tag{2.11}
\]

\[
|u_t(x,t) - U_*(x)| \leq K x \quad \text{and} \quad |u_{xx}(t,x) - U''_*(x)| \leq K \quad \text{in} \ [T_1,T_2] \times (0,1/2). \tag{2.12}
\]

(ii) The restriction of the function \( u - U_* \) to \( (T_1, T_2) \times [0,1/2] \) is of class \( C^1 \) in \( t \) and \( x \) and the restriction of the function \( t \mapsto u(t,0) \) to \( [T_1,T_2] \) is of class \( C^1 \).

**Remark 2.1.** (a) We note that the solutions in Theorem 2.4 behave according to the minimal GBU and regularization rates (compare with Theorems 2.1 and 2.2). As for the linear rates of loss and recovery of boundary conditions, interestingly, we see on the contrary that they are maximal. Indeed, since all solutions satisfy bounds of the form \( |u_t| \leq C(t_0) \) in \( [t_0, \infty) \times \Omega \) for all \( t_0 > 0 \) (see Section 3), it is immediate that loss or recovery of the zero boundary conditions can never occur at a rate faster than linear.

(b) Theorem 2.4 is the first known result on upper GBU estimates for the homogeneous problem (1.1). Previously, the upper GBU estimate in (2.7) was only known for the modified inhomogeneous problem

\[
\begin{aligned}
&u_t - u_{xx} = |u_x|^p + \lambda, \quad t > 0, \ 0 < x < 1, \\
&u(t,0) = 0, \ u(t,1) = M, \quad t > 0, \\
&u(0,x) = \phi(x), \quad 0 < x < 1,
\end{aligned} \tag{2.13}
\]

where either \( \lambda = 0 \) and \( M > c_p \), or \( M = 0 \) and \( \lambda > 0 \) large enough. The result in the case \( \lambda = 0 \) and \( M > c_p \) was proved in [13] for time-increasing GBU solutions (such solutions exist only for \( M > c_p \)). The argument of [13] was modified in [23] to cover the case \( M = 0 \) with \( \lambda > 0 \) large enough, still for time-increasing GBU solutions. The upper GBU rate remains an open problem for the nonradial higher dimensional case (see [26] for a result on a radial inhomogeneous problem).

(c) We see from Theorem 2.4 that \( u_t \) exists and is continuous on \( ((0,\infty) \times [0,1/2]) \setminus \{(T^*,0), (T^*,0)\} \). Moreover, \( u_t \) is respectively uniformly positive or negative near the corners. Namely, under the assumptions of Theorem 2.4 we have

\[ u_t \geq c \ \text{in} \ (T^*,t_0) \times (0,a) \quad \text{and} \quad u_t \leq -c \ \text{in} \ (t_1,T^*) \times (0,1) \]

for some times \( t_0, t_1 \) with \( T^* < t_0 < t_1 < T^* \), and some \( a \in (0,1/2) \) and \( c > 0 \) (see Propositions 7.1 and 7.4). On the other hand, the restriction of the function \( V := u - U_* \) to \( Q := [T^*, T^*] \times [0,1/2] \) is actually differentiable (including at \( (T^*,0) \)), with \( V_t \) continuous (see the end of the proof of Theorem 2.5(ii)). But we do not know if the restriction of \( u_t = V_t \) to \( Q \) is continuous at \( (T^*,0) \). Some additional qualitative properties of \( u \) under the assumptions of Theorems 2.4, 2.5 or 2.6 are given in Lemmas 7.7, 7.8 and 8.1, 8.3 and in Proposition 9.1.

(d) Theorem 2.4 as well as Theorem 2.6 below, remain true for a larger class of symmetric initial data, characterized by the zero-number of \( u_t \) being at most four (see Remark 6.2). The case of higher zero-number remains an open problem. But we suspect that different behaviors might occur, such as multiple losses and recoveries of boundary conditions. Also, other interesting and largely open problems concern the behavior of LBC solutions in higher dimensions.

On the other hand, in Theorems 2.4 and 2.6 we have assumed for simplicity that \( \phi \) is symmetric and nondecreasing on \([0,1/2] \). Without these assumptions, some results of the same type might
still be obtainable by our methods, at the expense of additional technical difficulties. Since our purpose is to focus on the presentation of new phenomena, we have refrained from considering such generality.

2.3. Description of a class of one-dimensional GBU solutions without LBC. We already know that minimal solutions have no LBC. Within the same class of initial data as in the previous subsection, we have the following more precise information on the behavior of minimal solutions.

As a crucial difference, we find in particular that such solutions have more singular blow-up and regularization rates than the 'standard' ones obtained in Theorem 2.4 for nonminimal solutions. Moreover, \( T^r = T^* \) so that \( T^* \) is the only singular time of the solution.

**Theorem 2.6.** Let \( \Omega = (0, 1) \), let \( \phi \in W^{3,\infty}(0, 1) \) satisfy (2.4)-(2.5), and assume that \( u \) is a minimal GBU solution of (1.1). Then:

(i) The GBU rate is more singular than the minimal rate:

\[
(T^* - t)^{1/(p-2)} \| u_x(t) \|_\infty \to \infty, \quad t \to T^*_+;
\]

(ii) There is instantaneous and permanent regularization at \( T^*_+ \), namely, \( u \) is a classical solution (including boundary conditions) on \( (T^*, \infty) \);

(iii) The regularization rate is more singular than the minimal rate:

\[
(t - T^*)^{1/(p-2)} \| u_x(t) \|_\infty \to \infty, \quad t \to T^*_+.
\]

Remark 2.2. The solutions described in Theorem 2.6 are a kind of analogue of the peaking solutions known for the semilinear heat equation \( u_t - \Delta u = u^p, \ t > 0, \ x \in \mathbb{R}^n \). Such solutions (which exist for \( n \geq 3 \) in suitable ranges of \( p \)) blow up (in \( L^\infty \) norm) at the origin as \( t \to T^- \) and are instantaneously and forever regularized for \( t > T \). See, e.g., [12], [11], [18] and the references therein for more details.

The outline of the rest of the paper is as follows. A number of preliminary facts are collected in Section 3. Section 4 is devoted to the lower estimates of blow-up and regularization rates, including the proofs of Theorems 2.1 and 2.2. The rest of the paper is then concerned with the one-dimensional problem. The useful, preliminary one-dimensional results are given in Section 5 except for the basic material on zero-number, which is the object of Section 6. The behavior of nonminimal solutions is studied in Section 7, which consists of three subsections. The first two are respectively devoted to the GBU and LBC behavior near \( T^* \), and to the reconnection and regularization behavior near \( T^r \). The last subsection studies the singular life of the solution in the time interval \( (T^*, T^r) \). In particular, the proofs of Theorems 2.4 and 2.5 are completed in Subsection 7.3. The behavior of minimal solutions is then studied in Section 8, where Theorem 2.6 is proved. Finally, the paper is complemented with two appendices, respectively devoted to an additional zero-number property and to the proof of a useful approximation result, via Bernstein-type estimates.

3. Preliminary facts on the viscous HJ equation

In this section, we recall some preliminary facts about the unique solution of the problem

\[
\begin{align*}
    u_t - \Delta u &= |\nabla u|^p, & t > 0, \ x \in \Omega, \\
    u(t, x) &= 0, & t > 0, \ x \in \partial \Omega, \\
    u(0, x) &= \phi(x), & x \in \Omega.
\end{align*}
\]

Recall the notation

\[
X = \{ \phi \in C^1(\Omega), \ \phi = 0 \text{ on } \partial \Omega \}.
\]
The following theorem collects a few results established in the literature (see, e.g., [6], [23] Section 40 and the references therein).

**Theorem 3.1.** Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^n$, $p > 2$ and $\phi \in X$. Then:

(i) There exists a unique generalized viscosity solution $u$ of problem (3.1)-(3.3) for $t \in (0, \infty)$, and $u \in C((0, \infty) \times \overline{\Omega})$ with $u \geq 0$ on $[0, \infty) \times \partial \Omega$. Moreover, if $u, v$ are the solutions corresponding to different initial data $u_0, v_0 \in X$, then

$$\|u(t) - v(t)\|_{\infty} \leq \|u_0 - v_0\|_{\infty}, \quad \text{for all } t > 0.$$  

(ii) There exists $T^* \in (0, \infty]$ such that $u \in C^{1,2}((0, T^*) \times \overline{\Omega})$, $\nabla u \in C([0, T^*) \times \overline{\Omega})$, $u$ is a classical solution in $(0, T^*)$ and, if $T^* < \infty$, then

$$\lim_{t \to T^*} \|\nabla u(t)\|_{\infty} = \infty.$$  

(iii) We have $u \in C^{1,2}((0, \infty) \times \Omega)$, i.e. $u$ is smooth inside the domain $\Omega$.

(iv) For all $t > 0$ we have $u_t(t, \cdot) \in L^\infty(\Omega)$ and, given any $t_0 > 0$, there exists a constant $M(t_0) > 0$ such that

$$\|u_t(t, \cdot)\|_{\infty} \leq M(t_0), \quad t \geq t_0.$$  

The same estimate also holds for $t_0 = 0$ provided $\Delta u_0 + |\nabla u_0|^p \in C(\overline{\Omega})$.

As mentioned before, it is quite useful to recover the solution $u$ as the limit of global classical solutions of regularized problems of the form:

$$\begin{aligned}
\partial_t u_k - \Delta u_k &= F_k(\nabla u_k), \quad t > 0, \; x \in \Omega, \\
u_k &= 0, \quad t > 0, \; x \in \partial \Omega, \\
u_k(0, x) &= \phi(x), \quad x \in \Omega.
\end{aligned}$$  

(3.6)

We note that the simple truncated nonlinearities $F_k(\xi) = \min(|\xi|^p, k^{p-2}|\xi|^2)$ are often used. However these $F_k$ are only locally Lipschitz continuous and choices with better regularity, and additional features such as convexity, may be useful for certain properties (see Section 5).

To this end, we formulate the following general approximation result. The first assertion shows – without resorting to viscosity solution theory – that the maximal classical solution of problem (1.1) admits a unique global weak continuation $U$ after $t = T^*$, defined in a natural way through monotone approximation. This notion of “limit solution” $U$ is similar to the concept of “proper extension”, which is customary in the blow-up theory for nonlinear parabolic equations with zero-order nonlinearities, such as

$$u_t - \Delta u = u^p$$  

(3.7)

As for the second assertion, it shows that the limit solution $U$ coincides with the global viscosity solution $u$.

**Theorem 3.2.** Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^n$, $p > 2$ and $\phi \in X$.

(i) Consider a sequence of nonlinearities $F_k(\xi) \in W_{loc}^{1,\infty}(\mathbb{R}^n)$ such that:

$F_k(\xi)$ is nondecreasing with respect to $k$, with $\lim_k F_k(\xi) = |\xi|^p$ for all $\xi \in \mathbb{R}^n$,

$$|\nabla F_k(\xi)| \leq C_1(1 + |\xi|^{-2}F_k^2(\xi)) \quad \text{for all } \xi \neq \xi_0,$$  

$$F_k(\xi) \geq C_2|\xi|^2 \quad \text{for all } |\xi| \geq 1,$$  

$$0 \leq F_k(\xi) \leq C(k)(1 + |\xi|^2) \quad \text{for all } \xi \in \mathbb{R}^n,$$

(3.8)  

(3.9)  

(3.10)  

(3.11)

As an important difference with the diffusive Hamilton-Jacobi equation, we recall that for equation (3.7) the existence of a global weak continuation after blow-up is an exceptional phenomenon (it only occurs for “minimal” blow-up solutions in certain ranges of $p$), and that blow-up is generically complete.
where \( \theta \in (0, 1), C_1, C_2 > 0 \) are constants independent of \( k \) and \( C(k) > 0 \) is a constant depending on \( k \). Then problem (3.6) has a unique global classical solution \( u_k \) and there exists a function 
\( U \in C([0, \infty) \times \Omega) \cap C^{1,2}((0, \infty) \times \Omega), \)
with the following properties:

\[
\lim_{k \to \infty} u_k = U \text{ in } C_{loc}^{1,2}((0, \infty) \times \Omega),
\]

and \( U \) solves the problem

\[
\begin{cases}
  U_t - \Delta U = |\nabla U|^p, & t > 0, \ x \in \Omega, \\
  U(0, x) = \phi, & x \in \Omega.
\end{cases}
\]

Moreover we have

\[
U \geq 0 \text{ on } (0, \infty) \times \partial \Omega
\]

and \( U \) is independent of the choice of the \( F_k \) satisfying the above assumptions.

(ii) The solution \( U \) from assertion (i) coincides with the global viscosity solution \( u \) given by Theorem 3.1.

Results similar to Theorem 3.2 are probably known but we could not find in the literature a statement and proof suitable to our needs. We therefore give in Appendix a proof, based on a simple Bernstein type argument.

We shall always consider truncated nonlinearities, i.e. \( F_k \) such that, for all \( A > 0 \), there exists \( k_A > 0 \) such that

\[
F_k(\xi) = |\xi|^p \quad \text{for all } |\xi| \leq A \text{ and } k \geq k_A.
\]

The following facts will be useful: for each \( t_0 \in (0, T^*(\phi)) \), there exist \( k_0 = k_0(t_0) \) and \( M = M(t_0) > 0 \) such that

\[
u_k = u \quad \text{on } [0, t_0] \times \overline{\Omega} \text{ for all } k \geq k_0
\]

and

\[
|\partial_t u_k| \leq M \quad \text{on } [t_0, \infty) \times \Omega \text{ for all } k \geq k_0.
\]

Indeed, (3.16) is a consequence of (3.15) and uniqueness for problem (3.6), whereas property (3.17) easily follows by applying the maximum principle to the equation satisfied by \( \partial_t u_k \).

Recall the following standard comparison principle.

**Proposition 3.3.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain and \( T > 0 \). Set \( Q := (0, T) \times \Omega \) and 
\( \mathcal{P} v := v_t - \Delta v - |\nabla v|^p. \)

If \( v_1, v_2 \in C^{1,2}(Q) \cap C(\overline{Q}) \) satisfy \( \mathcal{P} v_1 \leq \mathcal{P} v_2 \) in \( Q \) and \( v_1 \leq v_2 \) on \( \partial \mathcal{P} Q \), then \( v_1 \leq v_2 \) on \( Q \).

Note that the \( v_i \) need not be \( C^1 \) up to the boundary. Let us give the short proof for convenience (cf., e.g., [25]).

**Proof.** Fix \( \tau \in (0, T) \), \( \varepsilon > 0 \) and let \( w = v_1 - v_2 - \varepsilon t \). We see that \( w \) cannot attain a local maximum in \( (0, \tau) \times \Omega \), since at such a point, we would have \( 0 \leq w_t - \Delta w = |\nabla v_1|^p - |\nabla v_2|^p - \varepsilon = -\varepsilon < 0 \). Therefore, \( \max_{Q_\tau} w = \max_{\partial \mathcal{P} Q_\tau} w \), and the conclusion follows by letting \( \varepsilon \to 0 \) and \( \tau \to T \). \( \square \)

We shall also use the following simple comparison principle for the viscosity solution of (3.1)-(3.3).

**Proposition 3.4.** Let \( \phi, \psi \in X \) and let \( u, v \) be the corresponding global viscosity solutions of (3.1)-(3.3). If \( u(t_0) \leq v(t_0) \) in \( \overline{\Omega} \) for some \( t_0 \geq 0 \), then \( u(t) \leq v(t) \) in \( \overline{\Omega} \) for all \( t \in [t_0, \infty) \).

For convenience, we give a short proof, based on the approximation result in Theorem 3.2.

\[ \text{We recall that a comparison principle holds even in the strong form, i.e. for possibly discontinuous generalized solutions satisfying the boundary conditions in a relaxed sense (see [3]). However we will not need this stronger form.} \]
Proof. In view of Theorem 3.2(ii), this amounts to showing that \( U \leq V \) in \( [t_0, \infty) \times \overline{\Omega} \), where \( U, V \) are the limit solutions given by Theorem 3.2(i). Let \( u_k \) be given by Theorem 3.2(i). For each \( k \geq 0 \), we have \( u_k(t_0) \leq U(t_0) \leq V(t_0) \) in \( \Omega \). Moreover \( u_k(t) = 0 \leq V(t) \) on \( \partial \Omega \) for all \( t \in [t_0, \infty) \). Since both \( u_k \) and \( V \) have the required regularity to apply Proposition 3.3, we deduce that \( u_k(t) \leq V(t) \) in \( \Omega \) for all \( t \in [t_0, \infty) \). Letting \( k \to \infty \) it follows that \( U(t) \leq V(t) \) in \( \Omega \) for all \( t \in [t_0, \infty) \). Finally letting \( x \to \partial \Omega \), we reach the desired conclusion. \( \square \)

4. On the minimal GBU and regularization rate

In this section we first state and prove a slightly more general version of Theorems 2.1 and 2.2 concerning the minimal GBU and regularization rates. Later, at the end of the section, we will give a sufficient condition for the GBU or regularization rates to be more singular than the minimal ones (this will be one of the ingredients of the proof of Theorem 2.6 in Section 8).

**Theorem 4.1.** Let \( \phi \in X, T > 0 \) and let \( u \) be the unique viscosity solution of (3.1)-(3.3).

(i) Assume that \( u \) is a classical solution of (3.1)-(3.2) on the time interval \( (T - \delta, T) \) for some \( \delta > 0 \) and is not a classical solution on any interval of the form \( (T - \delta, T + \varepsilon) \) with \( \varepsilon > 0 \). Then

\[
\| \nabla u(t) \|_\infty \geq C(T - t)^{-1/(p - 2)}, \quad t \to T_-.
\]

In particular, this is true with \( T = T^*(\phi) \).

(ii) Assume that \( u \) is a classical solution of (3.1)-(3.3) on the time interval \( (T, T + \delta) \) for some \( \delta > 0 \) and is not a classical solution on any interval of the form \( (T - \varepsilon, T + \delta) \) with \( \varepsilon > 0 \). Then

\[
\| \nabla u(t) \|_\infty \geq C(t - T)^{-1/(p - 2)}, \quad t \to T_+.
\]

In particular, this is true with \( T = T^*(\phi) \).

We notice that the assumptions of Theorem 4.1(i) guarantee that

\[
\limsup_{t \to T_-} \| \nabla u(t) \|_\infty = \infty
\]

as direct consequence of the local \( C^1 \) theory. The argument does not directly apply for the regularization time due to the irreversibility of the equation. However, it turns out that the analogous property is true under the assumptions of Theorem 4.1(ii), but this fact is more delicate. This is the content of the following lemma, which will be useful in the proof of assertion (ii).

**Lemma 4.2.** Under the assumptions of Theorem 4.1(ii), we have

\[
\limsup_{t \to T_+} \| \nabla u(t) \|_\infty = \infty. \tag{4.1}
\]

**Proof.** Assume for contradiction that

\[
m(t) := \| \nabla u(t) \|_\infty \leq M, \quad T < t < T + \tau, \tag{4.2}
\]

for some \( M > 0 \) and \( \tau \in (0, \delta) \). We shall reach a contradiction by estimating the solutions \( u_k \) of the approximate problems (3.6) with \( F_k(\xi) = \min(\| \xi \|^p, k^{p-2} \| \xi \|^2) \).

**Step 1.** We first claim that

\[
m_k(t) := \| \nabla u_k(t) \|_\infty \leq C(t - T)^{-1/2}, \quad T < t < T + \tau, \tag{4.3}
\]

for some \( C > 0 \) independent of \( k \).

We prove (4.3) by a Bernstein argument. Note that \( T^*(\phi) < \infty \) by assumption and fix some \( t_0 \in (0, T^*) \). We know from (3.5) that

\[
\| \partial_t u_k \|_\infty \leq A, \quad t \geq t_0,
\]

for some constant \( A > 0 \). For fixed \( k \geq 1 \), the function \( v = u_k \) satisfies

\[
v_t - \Delta v = g(|\nabla v|^2) \quad \text{in } Q := (T, T + \delta) \times \Omega, \tag{4.4}
\]
where \(g(s) = g_k(s) = (\min(s, k))^{(p-2)/2}s\). Let \(z = |\nabla v|^2\). By direct calculation, we see that \(z\) is a strong solution of
\[
z_t - \Delta z + b \cdot \nabla z + 2|D^2v|^2 = 0,
\]
where \(b := -2g'(z)\nabla v\). Using the fact that \(|g(z) - v_t| = |\Delta v| \leq \sqrt{n}|D^2v|\), along with the bound \(|v_t| \leq \tilde{C}\) (where \(\tilde{C}\) is independent of \(k\)), we obtain
\[
n^{-1}z^2 \leq n^{-1}g^2(z) \leq 2(|D^2v|^2 + |v_t|^2) \leq 2|D^2v|^2 + \tilde{C},
\]
hence
\[
z_t - \Delta z + b \cdot \nabla z + n^{-1}z^2 \leq \tilde{C}.
\]
Moreover, combining assumption (4.2) with the fact that \(u = 0\) on the boundary for \(t \in (T, T + \delta)\) and \(0 \leq u_k \leq u\), we have \(z = |\partial_v v|^2 \leq |\partial_v u|^2 \leq M^2\) on \((T, T + \tau) \times \partial \Omega\). The claim now follows by comparing with a supersolution of the form \(\tilde{z} := C_1(t - T)^{-1}\), with \(C_1 > 0\) large enough (independent of \(k\)).

**Step 2.** Next we claim that
\[
\lim_{k \to \infty} m_k(t) = m(t), \quad T < t < T + \tau.
\]
Indeed, it follows from (4.3) and parabolic estimates that \(\nabla u_k(t)\) is precompact in \(C(\overline{\Omega})\) for each \(t \in (T, T + \tau)\). Since we already know that
\[
\nabla u_k(t, \cdot) \text{ converges to } \nabla u(t, \cdot) \text{ pointwise in } \Omega,
\]
we deduce that, for each \(t \in (T, T + \tau)\), \(\nabla u_k(t, \cdot) \to \nabla u(t, \cdot) \) in \(C(\overline{\Omega})\), hence in particular (4.5).

**Step 3.** We shall then show the existence of \(\eta > 0\) and \(k_0\) such that
\[
m_k(t) \leq M + 2 \quad \text{for all } t \in [T - \eta, T] \text{ and all } k \geq k_0.
\]
To this end, we suitably estimate the oscillation of \(m_k\) by means of the variation-of-constants formula.

For any \(t_2 \in (T, T + \tau)\), by (4.2) and (4.5), there exists an integer \(k_0 = k_0(t_2)\) such that
\[
m_k(t_2) \leq M + 1 \quad \text{for all } k \geq k_0.
\]
For \(k \geq k_0\), let
\[
t_1 = t_{1,k} := \min E_k, \quad \text{where } E_k := \{t \in [t_0, t_2], m_k(s) \leq M + 2 \text{ on } [t, t_2]\}
\]
(observe that \(E_k\) is nonempty by continuity). Since \(v = u_k\) is a classical solution of (4.4), the function \(w := \partial_t u_k\) is a strong solution of
\[
w_t - \Delta w = 2g'_k(|\nabla v|^2)\nabla v \cdot \nabla w, \quad t > 0, \ x \in \Omega.
\]
For \(s, \tau > 0\), the variation-of-constants formula for \(w\) yields
\[
w(s + \tau) = e^{\tau \Delta}w(s) + \int_0^\tau e^{(\tau - \sigma)\Delta}[2g'_k(|\nabla v|^2)\nabla v \cdot \nabla w](s + \sigma) \, d\sigma.
\]
Here and in the rest of the paper, \((e^{t\Delta})_{t \geq 0}\) denotes the Dirichlet heat semigroup on \(\Omega\). Define
\[
L := \max_{\sigma \in [0, t_2 - t_1]} \sigma^{1/2} \|\nabla w(t_1 + \sigma)\|_\infty.
\]
Using $m_k(t) \leq M + 2$ on $[t_1, t_2]$, $0 \leq g_k'(s) \leq (p/2)s^{(p-2)/2}$ a.e. and $\int_0^\infty (\tau - \sigma)^{-1/2}\sigma^{-1/2}d\sigma = \int_0^1 (1 - z)^{-1/2}z^{-1/2}dz$, it follows that

$$\|\nabla w(t_1 + \tau)\|_\infty \leq C\tau^{-1/2}\|w(t_1)\|_\infty + C\int_0^\tau (\tau - \sigma)^{-1/2}\|\nabla v(t_1 + \sigma)\|_\infty \|\nabla w(t_1 + \sigma)\|_\infty d\sigma$$

$$\leq CA\tau^{-1/2} + C(M + 2)^{p-1}\int_0^\tau (\tau - \sigma)^{-1/2}\|\nabla w(t_1 + \sigma)\|_\infty d\sigma$$

$$\leq CA\tau^{-1/2} + C_1L(M + 2)^{p-1},$$

where $C, C_1 > 0$ depend only on $\Omega$. Multiplying by $\tau^{1/2}$ and taking the supremum for $\tau \in [0, t_2 - t_1]$, we obtain

$$L \leq CA + C_1(t_2 - t_1)^{1/2}L(M + 2)^{p-1}. \quad (4.9)$$

Now we claim that

$$t_1 \leq \tilde{t}_2 := \max\{t_0, t_2 - (2C_1(M + 2)^{p-1})^{-2}, t_2 - (4CA)^{-2}\}. \quad (4.10)$$

Assume for contradiction that $t_1 > \tilde{t}_2$. In particular, we have $(t_2 - t_1)^{1/2} < [2C_1(M + 2)^{p-1}]^{-1}$, so that $(4.9)$ guarantees $L \leq 2CA$. We also have $m_k(t_1) = M + 2$ by definition of $E_k$. Using $(4.8)$, we then get

$$M + 2 = m_k(t_1) \leq m_k(t_2) + \int_{t_2 - t_1} t_2 - t_1 \|\nabla v_t(t_1 + \tau)\|_\infty d\tau$$

$$\leq M + 1 + 2CA\int_{t_2 - t_1} t_2 - t_1 \tau^{-1/2} d\tau \leq M + 1 + 4CA(t_2 - t_1)^{1/2} < M + 2,$$

which is impossible. Therefore, inequality $(4.10)$ is satisfied and $(4.7)$ follows by choosing $t_2 > T$ close enough to $T$.

**Step 4.** Conclusion. For each $t \in [T - \eta, T]$, owing to $(4.6)$, we have $m(t) \leq \lim\inf_{k \to \infty} m_k(t) \leq M + 2$. This along with $(4.2)$ implies that $u$ is actually a classical solution on $[T - \eta, T + \tau)$, contradicting the hypotheses of Theorem $4.1(ii)$. The assumption $(4.2)$ thus cannot hold and $(4.1)$ is proved.

We now proceed to prove Theorem $4.1$. The proof relies on estimate $(3.5)$ and on the variation-of-constants formula applied to $u_t$, pushing further the arguments in the proof of Lemma $4.2$. Actually, we here modify the proof from [23, pp. 369-370] of the weaker estimate $(2.2)$. Namely we eliminate the possible time oscillations by considering the supremum of $|\nabla u|$ over time-space cylinders of the form $(s(t), t) \times \Omega$ with $s(t)$ suitably chosen, and by integrating in time the intermediate estimate $(4.16)$ below.

**Proof of Theorem 4.1.** Set

$$I = (T_1, T_2) := \begin{cases} (T - \delta, T) & \text{in case (i)} \\ (T, T + \delta) & \text{in case (ii)}. \end{cases}$$

Since $u$ is a classical solution of $(3.1)$-$(3.2)$ on the time interval $I$, the function $w := u_t$ is a solution of

$$w_t - \Delta w = p|\nabla u|^{p-2}\nabla u \cdot \nabla w, \quad t \in I, \ x \in \Omega.$$ 

For $s, t \in I$ with $s < t$, we may use the variation-of-constants formula for $w$ to write

$$w(s + \tau) = e^{\tau\Delta}w(s) + p\int_0^\tau e^{(\tau - \sigma)\Delta}(|\nabla u|^{p-1}\nabla u \cdot \nabla w)(s + \sigma) \ d\sigma, \quad \tau \in (0, t - s). \quad (4.11)$$

Also, fixing any $t_0 \in (0, T^*)$, we know from $(3.5)$ that

$$\|u_t\|_\infty \leq A, \quad t \geq t_0, \quad (4.12)$$
for some constant $A > 0$. Without loss of generality, we may assume that $t_0 < T_1$.

Now we define
\[ m(t) := \|\nabla u(t)\|_\infty, \quad t \in I \]
and
\[ M(s,t) := \max_{\tau \in [s,t]} m(\tau), \quad K(s,t) := \max_{\sigma \in [0,t-s]} \sigma^{1/2} \|\nabla w(s + \sigma)\|_\infty \]
for $s,t \in I$ with $s < t$. Using (4.12) and $\int_0^T (\tau - \sigma)^{-1/2} d\sigma = \int_0^1 (1 - z)^{-1/2} z^{-1/2} dz$, it follows from (4.11) that
\[ \|\nabla w(s + \tau)\|_\infty \leq C\tau^{-1/2}\|w(s)\|_\infty + C \int_0^\tau (\tau - \sigma)^{-1/2} \|\nabla u(s + \sigma)\|_\infty^{-1} \|\nabla w(s + \sigma)\|_\infty d\sigma \]
\[ \leq CA\tau^{-1/2} + CM^{p-1}(s,t) \int_0^\tau (\tau - \sigma)^{-1/2} \|\nabla w(s + \sigma)\|_\infty d\sigma \]
\[ \leq A_1\tau^{-1/2} + C_1 K(s,t)M^{p-1}(s,t). \quad (4.13) \]
Multiplying by $\tau^{1/2}$ and taking the supremum for $\tau \in [0,t-s]$, we obtain
\[ K(s,t) \leq A_1 + C_1(t-s)^{1/2}K(s,t)M^{p-1}(s,t). \quad (4.14) \]
Let now $t \in I$, and assume in addition that $t \geq T - \delta/2$ in case (i). We notice that, for fixed $t$, $M(s,t)$ is a continuous function of $s$ which satisfies
\[ \lim_{s \to (T_1)_+} (t-s)^{1/2}M^{p-1}(s,t) \begin{cases} \geq (\delta/2)^{1/2}M^{p-1}(T-\delta,T-\delta/2) > 0 & \text{in case (i)} \\
= \infty & \text{in case (ii)} \end{cases} \]
(applying Lemma 4.2 in case (ii)), as well as $\lim_{s \to t_-} (t-s)^{1/2}M^{p-1}(s,t) = 0$. So, in both cases, we may choose some $s = s(t) \in (T_1,t)$ such that
\[ C_1(t-s(t))^{1/2}M^{p-1}(s(t),t) = c_0, \quad (4.15) \]
with $c_0 \in (0,1/2]$ independent of $t$. With this choice of $s$, it follows from (4.14) that
\[ K(s(t),t) \leq 2A_1. \]
In particular, taking $\sigma = t - s$ in the definition of $K(s,t)$, we get
\[ \|\nabla w(t)\|_\infty \leq 2A_1(t-s(t))^{-\frac{1}{2}}. \quad (4.16) \]

On the other hand, a standard argument (see e.g. [23, p. 454]) shows that $m(t)$ is locally Lipschitz and satisfies
\[ |m'(t)| \leq \|\nabla u(t)\|_\infty, \quad a.e. \ t \in I. \quad (4.17) \]
Hence
\[ |m'(t)| \leq C(t-s(t))^{-1/2}, \quad a.e. \ t \in I, \]
where $\bar{I} = (T - \frac{\delta}{2}, T)$ in case (i) and $\bar{I} = I$ in case (ii). By integration, for $\tau \in [s(t),t)$, we get
\[ m(\tau) = m(t) - \int_\tau^t m'(\sigma) d\sigma \leq m(t) + C \int_\tau^t (\sigma - s(t))^{-1/2} d\sigma \leq m(t) + C(t-s(t))^{1/2}, \]
hence
\[ M(s(t),t) \leq m(t) + C. \]
Now going back to (4.16), and using (4.15), we conclude that
\[ \|\nabla w(t)\|_\infty \leq 2A_1(t-s(t))^{-1/2} = 2A_1 c_0^{-1} C_1 M^{p-1}(s(t),t) \leq C(m(t) + 1)^{p-1}. \]
Property (4.17) then guarantees that
\[ |m'(t)| \leq C(m(t) + 1)^{p-1}, \quad \text{a.e. } t \in \bar{I}. \]
The desired estimates then follow by integration, using the fact that \( \limsup_{t \to T^\pm} m(t) = \infty. \)

By modifying the proof of Theorem 4.1, we obtain the following proposition, which gives a sufficient condition for the GBU rate to be more singular than the minimal one. We also give a similar property in case of immediate regularization after \( T^*. \) This will be one of the ingredients of the proof of Theorem 2.6 in Section 8. We here denote \( \delta(x) := \text{dist}(x, \partial \Omega). \)

**Proposition 4.3.** Let \( \phi \in X \) and assume \( T^* < \infty. \)

(i) Assume that \( u_t \) is continuous at \( \{T^*_+\} \times \partial \Omega, \) i.e.:
\[
\lim_{t \to T^*_+, \delta(x) \to 0} u_t(t, x) = 0. \tag{4.18}
\]
Then
\[
(T^* - t)^{(p-2)/2} \| \nabla u(t) \|_{\infty} \to \infty, \quad t \to T^*.
\]

(ii) Assume that \( u \) becomes a classical solution again (including boundary conditions) on some interval \( (T^*, T^* + \delta). \) Assume in addition that \( u_t \) is continuous at \( \{T^*_+\} \times \partial \Omega, \) i.e.:
\[
\lim_{t \to T^*_+, \delta(x) \to 0} u_t(t, x) = 0. \tag{4.19}
\]
Then
\[
(T - T^*)^{(p-2)/2} \| \nabla u(t) \|_{\infty} \to \infty, \quad t \to T^*_+.
\]

**Proof.** We slightly modify the proof of Theorem 4.1. We use the same notations where, we recall, \( w(t, x) := u_t(t, x). \) Now, in (4.11), we estimate \( e^{\tau}w(s) \) by taking advantage of assumptions (4.18) and (4.19). Fix \( \varepsilon > 0. \) There exists \( a = a(\varepsilon) > 0 \) and an interval \( I_\varepsilon = [T_\varepsilon, T^*] \) in case (i) and \( I_\varepsilon = [T^*, T_\varepsilon] \) in case (ii), such that
\[
\sup_{\Omega_a} |w(s, x)| \leq \varepsilon, \quad s \in I_\varepsilon, \quad \text{where } \Omega_a = \{x \in \Omega; \delta(x) \leq a\}.
\]
Denote by \( G(t, x, y) \) the Dirichlet heat kernel of \( \Omega \) and recall the Gaussian estimate:
\[
|\nabla_x G(t, x, y)| \leq c_1 t^{-n/2} \exp\left[-c_2 \frac{|x-y|^2}{t}\right].
\]
Using (4.18), (4.19), (4.12), we may then write, for all \( s \in I_\varepsilon, \tau \in (0, 1) \) and \( x \in \Omega_{a/2}, \)
\[
|\nabla[e^{\tau \Delta} w(s)](x)| = \int_{\Omega} \nabla_x G(\tau, x, y) w(s, y) \, dy
\]
\[
\leq c_1 \int_{\Omega_a} \tau^{-\frac{n+1}{2}} \exp\left[-c_2 \frac{|x-y|^2}{\tau}\right] \, dy + c_1 A \int_{\Omega \setminus \Omega_a} \tau^{-\frac{n+1}{2}} \exp\left[-c_2 \frac{|x-y|^2}{\tau}\right] \, dy
\]
\[
\leq c_3 \varepsilon \tau^{-1/2} + c_4 A \tau^{-\frac{n+1}{2}} \exp\left[-\frac{c_2 a^2}{4\tau}\right].
\]
On the other hand, for all \( s \in I_\varepsilon, \tau \in (0, 1) \) and \( x \in \Omega \setminus \Omega_{a/2}, \) we have \( |\nabla w(s + \tau, x)| \leq C(\varepsilon), \) since the solution remains smooth for all times away from the boundary. Putting this together, we obtain, for all \( s \in I_\varepsilon, t \in (s, s+1) \) and \( \tau \in (0, t-s), \)
\[
|\nabla w(s + \tau)|_{\infty} \leq c_3 \varepsilon \tau^{-1/2} + c_4 A \tau^{-\frac{n+1}{2}} \exp\left[-\frac{c_2 a^2}{4\tau}\right] + C(\varepsilon) + C_1 K(s, t) M^{p-1}(s, t).
\]
Multiplying by \( \tau^{1/2}, \) taking the supremum for \( \tau \in [0, t-s], \) and assuming \( t - s \leq \tau_0(\varepsilon) \) with \( \tau_0(\varepsilon) > 0 \) sufficiently small, we obtain
\[
K(s, t) \leq 2c_3 \varepsilon + C_1 (t-s)^{1/2} K(s, t) M^{p-1}(s, t).
\]
Let now \( t \in I \). Choosing \( s = s(t) \) as in (4.15), we see that the conditions \( s \in I_\varepsilon \) and \( t - s \leq \tau_0(\varepsilon) \) are satisfied whenever \( t > T^* - \delta_\varepsilon \) (resp., \( t < T^* + \delta_\varepsilon \)), with \( \delta_\varepsilon \) sufficiently small. Indeed, in case (i) this follows from \( M(s,t) \geq m(t) \) and \( \lim_{t \to T^-} m(t) = \infty \), whereas in case (ii) this is just a consequence of \( T^* < s < t \). Consequently, we obtain

\[
K(s(t), t) \leq 4c_3\varepsilon.
\]

Arguing as before, we end up with

\[
|m'(t)| \leq c_4\varepsilon(m(t) + 1)^{p-1}, \quad \text{for a.e.} \ t \in (T^* - \delta_\varepsilon, T^*) \ (\text{resp.,} \ t \in (T^*, T^* + \delta_\varepsilon)).
\]

Integrating and using the fact that \( \limsup_{t \to T^-} m(t) = \infty \), we obtain

\[
m(t) + 1 \geq [(p-2)c_4\varepsilon(T^* - t)]^{1/(p-2)} \quad \text{for a.e.} \ t \in (T^* - \delta_\varepsilon, T^*)
\]

(and similarly in case (ii)). Since \( \varepsilon > 0 \) was arbitrarily small, the conclusion follows. \( \square \)

5. Preliminary results in one space dimension

In this section, we state and prove a number of useful preliminary properties of the solution in one space dimension, with \( \Omega = (0, 1) \). Let us recall the notation

\[
X_1 := \{ \phi \in C^1([0, 1]), \ \phi(0) = \phi(1) = 0 \}.
\]

Hence, for \( \phi \in X_1 \), we consider the unique global viscosity solution \( u \) of the problem

\[
\begin{aligned}
&u_t - u_{xx} = |u_x|^p, \quad t > 0, \ 0 < x < 1, \\
&u = 0, \quad t > 0, \ x \in \{0, 1\}, \\
&u(0, x) = \phi(x), \quad 0 < x < 1.
\end{aligned}
\]

(5.1)

We will here consider the specific approximation

\[
\begin{aligned}
&u_{k,t} - u_{k,xx} = F_k(u_{k,x}), \quad t > 0, \ 0 < x < 1, \\
&u_k = 0, \quad t > 0, \ x \in \{0, 1\}, \\
&u_k(0, x) = \phi(x), \quad 0 < x < 1,
\end{aligned}
\]

where the nonlinearity \( F_k \in C^2(\mathbb{R}) \) is given by the truncation of \(|s|^p\) by its second order Taylor expansion at \( s = \pm k \). More precisely, \( F_k \) is the even function defined by

\[
F_k(s) = \begin{cases} 
sp, & 0 \leq s \leq k, \\
kp + pk^{p-1}(s - k) + p(p-1)k^{p-2}(s-k)^2 / 2, & s > k.
\end{cases}
\]

Note that \( 0 \leq F_k(s) \leq |s|^p \) and \( F_k \) is convex. Also, it is easy to check that \( F_k \) satisfies the assumptions of Theorem 3.2 with \( \theta = 1/2 \), as well as

\[
2F_k(s) \leq sF_k'(s) \leq pF_k(s), \quad s \geq 0.
\]

(5.4)

We start with some basic facts.

Lemma 5.1. Let \( \phi \in X_1 \).

(i) Let \( t_0 \in (0, T^*(\phi)) \) and let the constant \( M = M(t_0) \) be given by (3.5). Then for all \( t \geq t_0 \), we have \( u_{xx} \leq M \) and the function \( x \to u(t,x) - \frac{M}{2}x^2 \) is concave in \((0,1)\). Moreover, the limits

\[
\lim_{x \to 0} u_x(t,x) \in \mathbb{R} \cup \{\infty\} \quad \text{and} \quad \lim_{x \to 1} u_x(t,1) \in \mathbb{R} \cup \{-\infty\}
\]

(5.5)

exist. Whenever they are finite, \( u_x(t,0) \) and \( u_x(t,1) \) exist (and respectively coincide with the limits in (5.5)) and we have

\[
\|u_x(t)\|_\infty \leq \max(3u_x(t,0), -u_x(t,1)) + M.
\]

(5.6)
(ii) Assume in addition that \( \phi \neq 0 \) is symmetric and nondecreasing on \((0, 1/2)\). Then, for all \( t > 0 \), the functions \( u_k(t, \cdot) \) \((k \geq 1)\) and \( u(t, \cdot) \) are symmetric and nondecreasing on \((0, 1/2)\). Moreover, we have
\[
 u_t(t, 1/2) < 0, \quad t > 0, \tag{5.7}
\]
and
\[
 u_{k, t}(t, 1/2) < 0, \quad t > 0. \tag{5.8}
\]

Proof. (i) By \((3.5)\), we have \( u_{xx} = u_t - |u_x|^p \leq M \) in \([t_0, \infty) \times (0, 1)\) and the first part of the assertion immediately follows. Since \( u_x(t, x) - Mx \) is nonincreasing, the limits in \((5.5)\) exist. Since \( u(t, \cdot) \in C([0, 1]) \cap C^1(0, 1)\), the assertion after \((5.5)\) follows and we have
\[
 u_x(t, 1) - M \leq u_x(t, x) - Mx \leq u_x(t, 0), \quad 0 \leq x \leq 1,
\]
which yields \((5.6)\).

(ii) The symmetry of the \( u_k \) is guaranteed by their uniqueness. Their monotonicity property is an immediate consequence of the maximum principle applied to the equation for \( u_{k, x} \). Both properties are inherited by \( u \) after passing to the limit \( k \to \infty \).

Let us show \((5.7)\). Since \( u \) is smooth in \((0, \infty) \times (0, 1)\), we deduce from the strong maximum principle that \( u_x > 0 \) for \( x \in (0, 1/2) \). Since also \( u_x(t, 1/2) = 0 \), and since the equation for \( u_x \) in \((0, \infty) \times (1/4, 1/2)\) has smooth bounded coefficients, we may apply the Hopf lemma to get \( u_{xx}(t, 1/2) < 0 \), hence the conclusion. The proof of \((5.8)\) is similar. \( \Box \)

Our next lemma gives useful bounds on \( u_x \). We note that the bounds in Lemmas 5.2–5.3 have been already known for classical solutions (see, e.g., \([8], [4]\)) but since we here deal with viscosity solutions, with possible loss of boundary conditions, it is safer to prove exactly what we need.

**Lemma 5.2.** Let \( \phi \in X_1 \) with \( T^\delta(\phi) < \infty \). Then, for all \( t \geq t_0 > 0 \), we have
\[
 u_x(t, x) \leq \left[ (u_x(t, y) - My)^{1-p} + (p-1)(x-y) \right]^{-1/(p-1)} + Mx, \quad 0 < y < x < 1, \tag{5.9}
\]
\[
 u_x(t, x) \leq U'_x(x) + Mx, \quad 0 < x < 1, \tag{5.10}
\]
and
\[
 u_x(t, x) \geq \Re U'_x(1-x) - M(1-x), \quad 0 < x < 1, \tag{5.11}
\]
and
\[
 (u_x(t, x))_+ \geq \left[ (u_x(t, y))_+ + My \right]^{1-p} + (p-1)(x-y) \right]^{-1/(p-1)} - Mx, \quad 0 < y < x < 1. \tag{5.12}
\]
where \( M = M(t_0) \) is given by \((3.5)\) and where the reference singular profile \( U_* \) is defined in \((2.6)\).

Proof. For fixed \( t \geq t_0 \), let \( z(x) = (u_x(t, x) - Mx)_+ \). The function \( z \) satisfies
\[
 z' + z^p = (u_{xx} - M)\chi_{\{u_x > Mx\}} + (u_x - Mx)_+^p, \quad \text{for a.e.} \ x \in (0, 1).
\]
For each \( x \) such that \( u_x(t, x) > Mx \), we have \((z' + z^p)(x) \leq (u_{xx} - M + |u_x|^p)(x) \leq 0 \) by \((3.5)\). Therefore, we have
\[
 z' + z^p \leq 0 \quad \text{a.e. on} \ (0, 1). \tag{5.13}
\]
In particular \( z \) is nonincreasing on \((0, 1)\). We may assume that \( E := \{x \in (0, 1); z(x) > 0\} \neq \emptyset \) (otherwise there is nothing to prove) and, letting \( a = \sup E \in (0, 1) \), we have \( z > 0 \) on \((0, a)\). For each \( x \in (0, a) \), by integrating \((5.13)\), we get \( z^{-p}(x) \geq z^{-p}(y) + (p-1)(x-y) \) for all \( y \in (0, x) \). Since \( z \leq 0 \) on \([a, 1]\), we obtain inequality \((5.9)\).

Next, inequality \((5.10)\) follows by letting \( y \to 0 \) in \((5.9)\), and \((5.11)\) follows by applying \((5.10)\) to the solution \( v(t, x) := u(t, 1-x) \).

To prove \((5.12)\) we now let \( z(x) = (u_x(t, x))_+ \). The function \( z \) satisfies
\[
 z' + z^p = u_{xx} \chi_{\{u_x > 0\}} + M + \left[ (u_x(t, x))_+ + Mx \right]^p \geq (u_{xx} + |u_x|^p) \chi_{\{u_x > 0\}} + M \geq 0
\]
a.e. on \((0, 1)\) by \((3.5)\). By integration, noting that \( z > 0 \) on \((0, 1)\), we get \( z^{-p}(x) \leq z^{-p}(y) + (p-1)(x-y) \) and inequality \((5.12)\) follows. \( \Box \)
The next result guarantees that unboundedness of $u_x$ near a given time $t \geq T^*$ implies that the space behavior at that time is described by the reference singular profile $U_*$.

Lemma 5.3. Let $\phi \in X_1$ with $T^*(\phi) < \infty$. Fix any $t_0 \in (0, T^*)$ and let $M(t_0)$ be given by \([3.5]\). If, for some $t \geq T^*$, there exists a sequence $(t_j, x_j) \to (t, 0)$ such that $u_x(t_j, x_j) \to \infty$, then

$$|u(t, x) - u(t, 0) - U_*(x)| \leq K \frac{x^2}{2}, \quad 0 < x \leq 1/2,$$  \hspace{0.5cm} (5.14)

and

$$|u_x(t, x) - U'(x)| \leq Kx, \quad 0 < x \leq 1/2,$$  \hspace{0.5cm} (5.15)

for some constant $K > 0$ depending only on $p$ and $M(t_0)$.

Proof. Let us first show (5.15). Since the upper bound in (5.15) is guaranteed by Lemma 5.2, we only need to show the lower bound. To this end, writing (5.12) with $t = t_j, y = x_j$ and letting $j \to \infty$, we have

$$(u_x(t, x))_+ \geq ((p-1)x)^{-1/(p-1)} - Mx, \quad 0 < x \leq 1/2,$$  \hspace{0.5cm} (5.17)

with $M = M(t_0)$. Since the RHS of (5.17) is positive for $x < x_0 := (M^{1-p}/(p-1))^{1/(p-2)}$, we get

$$u_x(t, x) \geq U'_*(x) - Mx, \quad 0 < x < x_0.$$  \hspace{0.5cm} (5.18)

On the other hand, by (5.11), we have

$$u_x(t, x) \geq -U'_*(1/2) - M, \quad x_0 \leq x \leq 1/2.$$  

Now choosing

$$K = K(p, M) := \max \left[ M, x_0^{-1}(U'_*(1/2) + U'_*(x_0) + M) \right],$$

we get

$$-U'_*(1/2) - M \geq U'_*(x_0) - Kx_0 \geq U'_*(x) - Kx, \quad x_0 \leq x \leq 1/2.$$  

This together with (5.18) yields the lower estimate on $u_x$ in (5.15).

To show (5.16), we use (5.15) to write:

$$|u_{xx}(t, x) - U''_*(x)| \leq |u_{t}| + |U'_*|p - |u_x|^p | \leq |u_{t}| + |U'_* + Kx|^p - U''_*, \quad 0 < x \leq 1/2.$$  \hspace{0.5cm} (5.19)

On the other hand, we have

$$|U'_* + Kx|^p - U''_* = U''_*[1 + cKx^{p/(p-1)}] - 1 \leq cKU''_{*p}x^{p/(p-1)} = cK,$$  \hspace{0.5cm} (5.20)

where $c = c(p)$ denotes a generic positive constant. Property (5.16) then follows from (5.19), (5.20) and (3.5).

Finally, (5.14) follows from (5.15) by integration. \qed

We now point out that, should the solution $u$ have lost the boundary condition at some $t_0 > 0$, then necessarily the gradient must blow up near the boundary at this time. This is a consequence of general results of [6]. However, we shall provide a direct and more elementary proof in the next lemma.

Lemma 5.4. Let $\phi \in X_1$ with $T^*(\phi) < \infty$ and assume that, for some $t > T^*$, we have

$$u(t, 0) > 0.$$  \hspace{0.5cm} (5.21)

Then we have

$$\lim_{x \to 0^+} u_x(t, x) = \infty.$$  \hspace{0.5cm} (5.22)
Proof. Fix some \( t_0 \in (0, T^*(\phi)) \) and let \( M = M(t_0) \) be given by (3.5). Set \( V(x) = u(t, x) \), \( V_k(x) = u_k(t, x) \). By Lemma 5.1 the function \( V_k - Mx \) is nonincreasing and has a limit (finite or +\( \infty \)) as \( x \to 0 \). Assume for contradiction that this limit is finite. Then there exists \( A > 0 \) such that

\[
V_k(x) \leq A + Mx \leq A + M, \quad 0 < x < 1.
\]

Let \( z(x) = (V_{k,x}(t, x))_+ + Mx \). Then, owing to (3.17), for all \( k \geq k_0 \), the function \( z \) satisfies

\[
z' + z^p = V_{k,xx}(t, x) + M + \left([V_{k,x}(t, x)]_+ + Mx\right)^p \geq (V_{k,xx} + |V_{k,x}|^p)x_{\{u_{k,x},>0\}} + M \geq 0
\]

almost everywhere on \((0, 1)\). By integration, noting that \( z > 0 \) on \([0, 1]\), we get

\[
z^{1-p}(y) \leq z^{1-p}(x) + (p-1)(y-x), \quad 0 < x < y \leq 1/2.
\]

Now fix \( y_0 \in (0, 1/2) \) such that \( y_0 \leq \frac{(A+2M+1)^{1-p}}{2(p-1)} \). For \( k \geq k_1 \) sufficiently large, we have

\[
V_{k,x}(y_0) \leq V_x(y_0) + 1 \leq A + M + 1,
\]

hence

\[
\left((V_{k,x}(t, x))_+ + Mx\right)^{1-p} \geq (A + 2M + 1)^{1-p} - (p-1)y_0 \geq \frac{1}{2}(A + 2M + 1)^{1-p}, \quad 0 < x < y_0.
\]

Therefore,

\[
V_{k,x}(x) \leq C := 2^{-1/p-1}(A + 2M + 1), \quad 0 < x < y_0.
\]

Since \( V_k(0) = 0 \), by integration we get

\[
V_k(x) \leq Cx, \quad 0 < x < y_0.
\]

Passing to the limit \( k \to \infty \) for each fixed \( x \in (0, y_0) \), we get \( V(x) \leq Cx \) for \( 0 < x < y_0 \). Then passing to the limit \( x \to 0 \), we finally obtain \( u(t, 0) = V(0) = 0 \), contradicting the loss of boundary condition assumption (5.21).

As a key tool in order to study the regularization after \( T^r \) (respectively \( T^s \)) for nonminimal (respectively minimal) solutions, we shall perform an analysis in terms of the distance of the \( \phi \)-posterior minimizer \( U_\phi \) to the reference profile \( U_* \). The next result is a regularizing barrier argument showing how the smoothing rate can be related to the gap between \( U_\phi \) and \( u \).

**Lemma 5.5.** Let \( \phi \in X_1 \) with \( \phi \) symmetric. We set \( \alpha = \frac{1}{p-1} \). Let \( T > 0 \), \( m \in [2, 3 - \alpha) \) and assume that

\[
u(T, x) \leq U_\phi(x) - bx^m, \quad 0 < x < 1,
\]

for some \( b > 0 \). Then \( u \) is a classical solution of problem (5.1) (including boundary conditions) for all \( t \in (T, \infty) \). Moreover, we have

\[
\|u_x(t)\|_\infty \leq C(t - T)^{-\gamma}, \quad t \to T^+, \quad \text{where } \gamma = \frac{\alpha}{3 - m - \alpha}.
\]

We note that \( \gamma = \frac{1}{p-2} \) for \( m = 2 \) and that \( \gamma = \frac{1}{(3-m)(p-1)-1} > \frac{1}{p-2} \) for \( 2 < m < 3 - \alpha \).

**Remark 5.1.** Lemma 5.5 shows that the quadratic separation is sufficient in order to have the minimal smoothing rate (\( \frac{1}{p-2} \) as in Theorem 2.1) and that no improvement on (5.24) can be expected if we make the stronger assumption (5.23) with some \( m < 2 \) (for instance \( m = 1 \)). This will also be made apparent in the following proof.

**Proof of Lemma 5.5.** In this proof we shall a priori consider the whole range of values \( m \in [1, \infty) \), in order to understand the phenomenon described in Remark 5.1.

Shifting the origin of time at \( t = T \) and denoting \( U = U_* \), we look for a supersolution of the form

\[
z(t, x) := U(x + a(t)) - U(a(t)) - bx^m, \quad 0 \leq t \leq \delta, \ 0 \leq x \leq 1.
\]
for some \( \delta > 0 \) and some function \( a \in C([0, \delta]) \cap C^1((0, \delta]) \) with \( a(0) = 0 \) and \( a(t) > 0 \). Writing \( a \) for \( a(t) \), we compute

\[
P z := z_t - z_{xx} - |z_t| p
= [U'(x + a) - U'(a)] a'(t) - U''(x + a) + bm(m - 1)x^{m - 2} - |U'(x + a) - mbx^{m-1}|p
= [U'(x + a) - U'(a)] a'(t) + bm(m - 1)x^{m - 2} + [U''(x + a) - |U'(x + a) - mbx^{m-1}|p].
\]

Assuming \( a \leq 1 \) and (without loss of generality) \( b < b_0(p) \) with \( b_0(p) > 0 \) small enough, we have \( mbx^{m-1} - \alpha(x + a)^{\alpha} \leq 1/2 \) for all \( x \in (0, 1) \). We then compute

\[
U''(x + a) - |U'(x + a) - mbx^{m-1}|p = \alpha p \alpha(x + a)^{-p \alpha} - [\alpha(x + a)^{-\alpha} - mbx^{m-1}]p
= \alpha p \alpha(x + a)^{-p \alpha}[1 - [1 - mbx^{m-1} - \alpha(x + a)^{\alpha}]p]
\geq \alpha p \alpha(x + a)^{-p \alpha}[2^{1-p} pmbx^{m-1} - \alpha(x + a)^{\alpha}]
= 2^{1-p} pmbx^{m-1} - \alpha(x + a)^{\alpha} - 1,
\]

where we used \( (p - 1)\alpha = 1 \) and \( (1 - t)^p \leq 1 - 2^{1-p} pt \) for \( t \in (0, 1/2) \).

The inequality \( P z \geq 0 \) in \( (0, \delta) \times (0, 1) \) will thus be ensured provided we have

\[
[U'(a) - U'(x + a)] a'(t) \leq bm(m - 1)x^{m - 2} + 2^{1-p} pmbx^{m-1} - \alpha(x + a)^{\alpha} - 1.
\]

We distinguish now two cases according to whether \( m = 1 \) or \( m > 1 \).

- For \( m = 1 \), (5.25) reduces to

\[
a'(t) \leq \frac{2^{1-p} p \alpha}{U'(a)} c(p) ba^\alpha,
\]

where \( D_a = \sup_{x \in (0, 1)} D_a(x), \quad D_a(x) := [U'(a) - U'(x + a)](x + a) > 0. \)

Since \( U' \) is a decreasing function, we see that \( D_a(x) \) is an increasing function of \( x \), hence

\[
D_a = D_a(1) = [U'(a) - U'(1 + a)](1 + a) \leq 2U'(a) \quad \text{and a sufficient condition for } P z \geq 0 \text{ is given by}
\]

\[
a'(t) \leq \frac{2^{1-p} p \alpha}{U'(a)} c(p) ba^\alpha.
\]

We thus choose

\[
a(t) = \eta t^{1/(1 - \alpha)} \tag{5.26}
\]

with \( \eta \) sufficiently small.

- For \( m > 1 \), we use only the first term on the RHS of (5.25), since it dominates the second one. Condition (5.25) then reduces to

\[
a'(t) \leq \frac{m(m - 1)b}{D_a}, \quad \text{where } D_a(x) := [U'(a) - U'(x + a)]x^{2-m} > 0. \tag{5.27}
\]

Observe that we have \( D_a \geq D_a(1) = U'(a) - U'(1 + a) \geq c(p)U'(a) \).

- If \( 1 < m \leq 2 \), then \( D_a \leq U'(a) \) and we would make the same choice as in (5.26).

- Next consider the case \( m > 2 \). If \( 0 < x \leq a \), then \( D_a(x) = U''(a + \theta x)x^{3-m} \) for some \( \theta(x) \in (0, 1) \). In particular, notice that if \( m > 3 \) we have \( D_a = \infty \) and the inequality (5.27) is impossible. Thus we already need to restrict to \( 2 < m \leq 3 \). Now, for \( 0 < x \leq a \), we have \( D_a(x) \leq cU''(a)a^{3-m} = ca^{2-\alpha-m} \). For \( a < x < 1 \), we have \( D_a(1) \leq U'(a)a^{2-m} = ca^{2-\alpha-m} \). Therefore we have \( c_0 a^{2-\alpha-m} \leq D_a \leq c_1 a^{2-\alpha-m} \) for different constants \( c_0, c_1 \). So we need a function \( a \) such that \( a'(t) \leq c a^{\alpha + m - 2} \). However, since \( a(0) = 0 \) and \( a(t) > 0 \), this induces the further restriction \( \alpha + m - 2 < 1 \) i.e., \( m < 3 - \alpha \) and leads to the choice

\[
a(t) = c t^{1/(3-m-\alpha)}. \tag{5.28}
\]
Lemma 5.1. Let \( \text{\textit{t}} \) classically sense for all \( z \in \{ 0, 1 \} \) (decreasing \( b > 0 \) if necessary), the comparison principle yields \( z(t, \cdot) \geq u_k(T + t, \cdot) \), hence \( z(t, \cdot) \geq u(T + t, \cdot) \), for all \( t \in (0, \delta] \). In particular, \( u \) satisfies the boundary conditions in the classical sense for all \( t \in (T, T + \delta) \). Moreover, we have

\[
  u_x(T, t) + 0 \leq z_x(t, 0) = u'(t) = cx\alpha(t), \quad 0 < t < \delta. \tag{5.29}
\]

Fix \( 0 < t_0 < \min(T^*, T) \) and let \( M = M(t_0) \) be given by (5.5). Combining (5.29) with (5.24) or (5.28), estimate (5.24) follows from symmetry and the fact that \( u_x - M \) is nonincreasing in \( x \) by Lemma 5.1.

Finally, since \( z_t \leq 0 \) hence \( u(T + t, x) \geq z(t, x) \leq U(x) - bx^m \) on \( (0, \tau] \times [0, 1] \), we may repeat the comparison on each time interval \( [T + j\delta, T + (j + 1)\delta] \), with \( j \) integer, to deduce that \( u(t, x) \leq U(x) - bx^m \) on \( [T, \infty) \times [0, 1] \). The argument in the preceding paragraph then guarantees that \( u \) is a classical solution (including boundary conditions) on \( (T, \infty) \times [0, 1] \).

In the next elementary ODE lemma, we transform an information on the behavior of \( u_t \) near the boundary (such information will be obtained in Section 7) into a separation property of \( U - u \).

Lemma 5.6. Let \( \phi \in X_1, T > 0 \) and \( \ell \geq 0 \).

(i) Assume that

\[
  u_t(T, x) \geq -bx^\ell, \quad 0 < x \leq 1/2 \tag{5.30}
\]

for some \( b > 0 \), along with

\[
  \lim_{x \to 0} u_x(T, x) = \infty. \tag{5.31}
\]

Then there exist constants \( c_1, c_2 > 0 \) such that

\[
  u(T, x) \geq u(T, 0) + U_s(x) - c_1x^{\ell+2} \quad \text{and} \quad u_x(T, x) \geq U'_s(x) - c_2x^{\ell+1}, \quad 0 < x \leq 1/2. \tag{5.32}
\]

(ii) Assume that

\[
  u_t(T, x) \leq -bx^\ell, \quad 0 < x \leq 1/2 \tag{5.33}
\]

for some \( b \geq 0 \). Then we have

\[
  u(T, x) \leq u(T, 0) + U_s(x) - c_1x^{\ell+2} \quad \text{and} \quad u_x(T, x) \leq U'_s(x) - c_2x^{\ell+1}, \quad 0 < x \leq 1/2, \tag{5.34}
\]

for some constants \( c_1, c_2 > 0 \) if \( b > 0 \), or with \( c_1 = c_2 = 0 \) if \( b = 0 \).

Remark 5.2. We will actually use assertion (ii) in the case \( b = 0 \) only. In particular this says that whenever \( u_t(t, x) \leq 0 \) and \( u \) satisfies the boundary condition \( u(t, 0) = 0 \), then \( u \) lies below the singular profile \( U_s(x) \). However we present the general conclusion of part (ii) (with, possibly, \( b > 0 \)), as it shows the optimality of the estimate in part (i).

Proof. Set \( \phi(x) = u_x(T, x) \).

(i) By (5.31) and Lemma 5.3 (see (5.15)), we have \( \phi(x) \geq U'_s(x) - cx \) for all \( x \in (0, 1/2] \). Here and below, \( c \) will denote a generic positive constant. In particular there exists \( x_0 \in (0, 1/2] \) such that

\[
  \phi(x) \geq \frac{1}{2}U'_s(x) > 0, \quad 0 < x \leq x_0. \tag{5.32}
\]

By assumption (5.30), we thus have

\[
  -V' = Vp - u_t(T, x) \leq Vp + bx^\ell, \quad 0 < x \leq x_0. \tag{5.34}
\]

Next using (5.34), (5.33) and recalling \( p_\alpha = \alpha + 1 \), we have

\[
  \frac{1}{p-1}(V^{1-p})' = -V'V^{-p} \leq 1 + bx^\ell V^{-p} \leq 1 + cx^{\ell+\alpha+1}, \quad 0 < x < x_0.
\]
Integrating and using assumption \((5.31)\) again, we get
\[
V^{1-p}(x) \leq (p-1)x[1 + cx^{\ell+\alpha+1}], \quad 0 < x < x_0,
\]
hence
\[
V(x) \geq U'_s(x)[1 + cx^{\ell+\alpha+1}]^{-\alpha} \geq U'_s(x)[1 - cx^{\ell+\alpha+1}] = U'_s(x) - cx^{\ell+1}, \quad 0 < x < x_0.
\]
In view of \((5.15)\), decreasing \(c\) if necessary, we deduce
\[
V(x) \geq U'_s(x) - cx^{\ell+1}, \quad 0 < x \leq 1/2,
\]
and assertion (i) follows by a further integration.

(ii) Since \(-V' = |V|^p - u_x(T, x) \geq 0\) owing to \((5.32)\), we have that \(V\) is decreasing in \((0, 1/2)\); hence, due to \((5.31)\), there exists \(x_1 \in (0, 1/2)\) such that \(V > 0\) in \((0, x_1)\) and \(V \leq 0\) in \((x_1, 1/2)\).

By \((5.32)\) we now have \(-V' \geq V^p + bx^\ell\) in \((0, x_1)\), hence
\[
\frac{1}{p-1}(V^{1-p})' = -V'V^{-p} \geq 1 + bx^\ell V^{-p}, \quad 0 < x < x_1.
\]
(5.35)

Since \(\frac{(V^{1-p})'}{p-1} \geq 1\), we first deduce that \(V \leq U'_s\) in \((0, x_1)\) and so
\[
V \leq U'_s, \quad 0 < x \leq 1/2,
\]
(5.36)
since \(V \leq 0\) in \([x_1, 1/2]\). In the case \(b = 0\), this yields the desired conclusion.

Now assume \(b > 0\). Combining \((5.35)\) and \((5.36)\), we obtain
\[
\frac{1}{p-1}(V^{1-p})' \geq 1 + cx^{\ell+\alpha+1}, \quad 0 < x < x_1.
\]
Consequently,
\[
V^{1-p} \geq (p-1)x[1 + cx^{\ell+\alpha+1}]^\alpha, \quad 0 < x < x_1.
\]

Taking a smaller constant \(c\) if necessary, we deduce
\[
V(x) \leq U'_s(x)[1 + cx^{\ell+\alpha+1}]^{-\alpha} \leq U'_s(x)[1 - cx^{\ell+\alpha+1}] = U'_s(x) - cx^{\ell+1}, \quad 0 < x < x_1,
\]
and this remains true on the remaining interval \([x_1, 1/2]\) where \(V \leq 0\). The estimate for \(u(T, x)\) follows by a further integration. \(\square\)

**Remark 5.3.** As consequence of the above proof, we also have that if \(u_t(T, x) \geq 0\) in \((0, a)\) for some \(T \geq T^*\) and \(a \in (0, 1/2)\), along with \((5.31)\), then
\[
u(T, x) \geq u(T, 0) + U_s(x) \quad \text{and} \quad u_x(T, x) \geq U'_s(x), \quad 0 < x \leq a.
\]

We stress a simple but useful consequence of the comparison between \(u\) and \(U_s\) which occurs if \(u_t \leq 0\) at some time \(t_0\).

**Proposition 5.7.** Let \(\phi \in X_1\) with \(\phi\) symmetric and nondecreasing on \([0, 1/2]\). Assume that there exists \(t_0 > 0\) such that
\[
u_t(t_0, \cdot) \leq 0 \quad \text{in} \quad (0, 1) \quad \text{and} \quad u(t_0, 0) = 0.
\]
Then we have
\[
u(t, x) \leq U_s(x) \quad \text{in} \quad [t_0, \infty) \times [0, 1],
\]
(5.37)
\[
u_x(t, x) \leq U'_s(x) \quad \text{in} \quad [t_0, \infty) \times (0, 1),
\]
(5.38)
\[
u_t(t, x) \leq 0 \quad \text{in} \quad [t_0, \infty) \times (0, 1).
\]
(5.39)
Proof. Property [5.37] at \( t = t_0 \) is true as a consequence of Lemma 5.6(ii). Since \( u_k \leq u \), we also have \( u_k(t_0,x) \leq U_+(x) \) for all \( k \geq 1 \). Since \( U_+ \) is a supersolution of problem (5.2), by comparison principle we deduce that \( u_k(t,x) \leq U_+(x) \) for all \( t \geq t_0 \). Passing to the limit as \( k \to \infty \), we get property (5.37) (in particular, \( u \) does not lose the boundary condition after \( t_0 \)).

In order to verify (5.39), fixing any \( \tau > 0 \), and set \( Q := (0,\tau) \times (0,1) \) and \( Pv := v_\tau - v_{xx} - \vert v_x \vert^p \). First applying the comparison principle in Proposition 3.3 with \( v_1(t,x) = u(t_0 + t,x) \), \( v_2(t,x) = u(t_0,x) \) and noting that

\[
Pv_2 = -[u_{xx} + \vert u_x \vert^p](0,x) = -u_1(t_0,x) \geq 0 \quad \text{in } Q,
\]

and that \( v_1 = 1 \) at \( x \in \{ 0,1 \} \) by (5.37), we obtain \( u(t_0 + t,x) \leq u(t_0, x) \) in \( Q \). Next apply the comparison principle with \( v_1(t,x) = u(t_0 + t + h,x) \), \( v_2(t,x) = u(t_0 + t + h,x) \). Since \( v_1(0,x) = u(t_0 + h,x) \leq u(t_0, x) = v_2(0,x) \) by the previous step, we reach the desired conclusion.

Finally, (5.38) follows as a consequence of (5.39) and Lemma 5.6(ii) with \( b = 0 \). \( \square \)

6. Zero-number

In this section, we continue the study of the one-dimensional case, with \( \Omega = (0,1) \), turning our attention to the zero-number properties of \( u_t \). The function \( w := u_t \) is a classical solution of the homogeneous linear parabolic equation

\[
w_t - w_{xx} = b(t,x)w_x \quad \text{in } Q := (0,\infty) \times (0,1),
\]

with coefficient given by \( b(t,x) := p \vert u_x \vert^{p-2}u_x \). This allows for using the powerful tool of zero-number.

To this purpose, we will need to consider initial data \( \phi \in C^2([0,1]) \) which are compatible at order two, that is:

\[
\phi = \phi'' + \vert \phi' \vert^p = 0 \quad \text{at } x = 0 \text{ and } x = 1.
\]

(6.2)

This guarantees that \( u_t \) is continuous up to \( t = 0 \) and up to the boundary, i.e. \( u_t \in C([0,T^*] \times [0,1]) \), with

\[
u_t(0,\cdot) = \phi'' + \vert \phi' \vert^p.
\]

(6.3)

Definition 6.1. For any function \( \psi \in C(0,1) \), we denote by \( Z(\psi) \) the number of sign changes of \( \psi \) in the interval \( (0,1) \). Precisely, we have

\[
Z(\psi) = \sup\{ m \in \mathbb{N}; \ \text{there exist } 0 < x_0 < \cdots < x_m < 1, \ \psi(x_{i-1})\psi(x_i) < 0, \ i = 1, \ldots, m \}
\]

(with the convention \( Z(\psi) = 0 \) if \( \psi \) does not change sign). In particular, if \( \phi \in C^2([0,1]) \) is compatible at order two, we set

\[
N(t) = Z(u_t(t,\cdot)), \quad t \geq 0,
\]

where \( u \) is the unique viscosity solution of (5.1).

Let us first consider the time range \( t \in (0,T^*) \). There, the function \( w = u_t \) is a classical solution of (6.1) up to the boundary, and it satisfies the Dirichlet condition \( w(t,0) = w(t,1) = 0 \). Consequently, the fundamental properties of the zero-number (cf. [17], [3]) will be valid. More generally, for the problem

\[
\begin{cases}
v_t - v_{xx} = F(v_x), & t > 0, \ x \in (0,1), \\
v(t,x) = 0, & t > 0, \ x \in \{0,1\}, \\
v(0,x) = \phi(x), & x \in (0,1),
\end{cases}
\]

(6.4)

with \( F \in W^{2,\infty}_{\text{loc}}(\mathbb{R}, \mathbb{R}) \), we have the following result as a consequence of [3]:
Proposition 6.1. Let \( F \in W_{\text{loc}}^{2,\infty}(\mathbb{R}, \mathbb{R}) \) and assume that \( \phi \in W^{3,\infty}(0,1) \) satisfies \( \phi = \phi'' + F(\phi') = 0 \) for \( x \in \{0,1\} \) and \( Z(\phi'' + F(\phi')) < \infty \). Let \( 0 < T \leq \infty \) and let \( v \in C^{1,2}([0,T] \times [0,1]) \) be a classical solution of (6.4) on \((0,T)\). Then:

(i) The function \( Z(v_t(t)) \) is nonincreasing on \([0,T]\).

(ii) For each \( t \in (0,T) \), the zero set \( \{ x \in [0,1] : v_t(t, x) = 0 \} \) is finite.

(iii) If \( v_t \) has a degenerate zero, i.e. \( v_t(t, x_0) = v_{tx}(t, x_0) = 0 \), for some \( t_0 \in (0,T) \) and \( x_0 \in [0,1] \), then \( Z(v_t(t)) \) drops at \( t = t_0 \), namely:
\[
Z(v_t(s)) < Z(v_t(t)), \quad 0 < s < t_0 < t < T.
\]

(iv) For any \( \varepsilon \in \mathbb{R}^* \), properties (i)-(iii) remain valid if the function \( v_t \) is replaced with \( v_t + \varepsilon \).

Remark 6.1. (a) In particular, for \( \phi \) as above, properties (i)-(iii) are true for \( v = u \), \( T = T^* \) and \( N(t) = Z(u_t(t)) \).

(b) Assertion (iv) of Proposition 6.1 is motivated by the study of the behavior of the solution for \( t > T^* \). Indeed, to our purposes it will be useful to consider the zero-number of the perturbed function \( u_t + \varepsilon \) with small \( \varepsilon \).

Proof. The function \( w = v_t \in C([0,T] \times [0,1]) \) is a classical solution of
\[
\begin{cases}
w_t - w_{xx} = b(t, x)w_x, & 0 < t < T, \ x \in (0,1), \\
w(t, x) = 0, & 0 \leq t < T, \ x \in \{0,1\},
\end{cases}
\]
with coefficient \( b(t, x) = F'(v_t) \). Assertions (i)-(iii) follow from [3] provided we show that \( b, b_x, b_t \in L^\infty((0,\tau) \times (0,1)) \) for each \( \tau \in (0,T) \). This is clear for \( b \) and, since \( b_x = F'(v_t)v_{xx} \) a.e., this is also true for \( b_x \). Let us consider \( b_t = F''(v_t)v_{tx} \) a.e. Since \( w(0,\cdot) \in W^{1,\infty}(0,1) \), a standard fixed-point argument, based on the variation of constants formula and heat semigroup estimates, guarantees that \( w_x \), hence \( b_t \), is bounded for small \( t > 0 \), hence on \((0,\tau)\).

As for assertion (iv), since \( w = v_t + \varepsilon \) is a classical solution of
\[
\begin{cases}
w_t - w_{xx} = b(t, x)w_x, & 0 < t < T, \ x \in (0,1), \\
w(t, x) = \varepsilon, & 0 \leq t < T, \ x \in \{0,1\},
\end{cases}
\]
in view of the above properties of \( b \), it follows from Theorem D in [3]. \( \Box \)

Zero-number properties of \( u_t \) are not a priori valid after \( T^* \), especially in case of loss of boundary conditions of \( u \), since then \( u_t \) is no longer controlled (it does not even need to exist) on the boundary. In order to look for some possible zero-number properties of \( u_t \) after \( T^* \), it is natural to take advantage of the approximation of \( u \) by the global classical solutions \( u_k \) of the truncated problems (5.2). Let us thus denote by
\[
N_k(t) = Z(u_{k,t}(t,\cdot)), \quad t \geq 0,
\]
the number of sign changes of \( u_{k,t}(t,\cdot) \).

It is not known whether the monotonicity property of \( N(t) \) in Proposition 6.1 remains true in general for \( t > T^* \). It will turn out that this is indeed the case when \( N(0) \leq 4 \) (see Proposition 9.1), but this will follow a posteriori as a consequence of the full analysis of the behavior of the global viscosity solution. In order to carry out this analysis, the following weaker zero-number property will be sufficient for our needs. It is valid independently of the value of \( N(0) \) and can be easily deduced from Proposition 6.1.

Proposition 6.2. Assume that \( \phi \in W^{3,\infty}(0,1) \) is compatible at order two and satisfies \( N(0) \equiv Z(\phi'' + |\phi'|^p) < \infty \). Then, for all \( t_0 \in [0,T^*) \), we have
\[
N(t) \leq N(t_0), \quad t_0 < t < \infty.
\]
In addition, for any $\varepsilon \in \mathbb{R}^*$, we have
\[ Z(u(t) + \varepsilon) \leq Z(u(0)) < \infty. \] (6.7)

**Proof.** By property (i) of Proposition 6.1 applied to problem (5.2), we have $N_k(t) \leq N_k(0)$ for all $k > \|\phi\|_\infty$. By property (3.10), it follows that $N_k(t) \leq N(t)$ for all $k \geq k_0(t)$. Assume for contradiction that $N(t) \geq m := N(t) + 1$. Then there exist $0 < x_0 < \cdots < x_m < 1$ such that $u(t, x_{i-1}) u(t, x_i) < 0$, $i = 1, \ldots, m$. (6.8)

By the approximation property (3.12), for $k \geq k_0$, large enough, (6.8) remains true with $u_t$ replaced with $u_{k, t}$, hence $N_k(t) \geq m = N(t) + 1$, which is a contradiction. This proves (6.6).

The proof of (6.7) is exactly the same, using property (iv) of Proposition 6.1. $\square$

In view of Theorems 2.4 and 2.6, we now turn to the special case $N(0) = 2$, for which we will be able to obtain a fairly complete picture of the behavior of solutions. The condition $N(0) = 2$ can be verified to hold for a large class of initial data satisfying all our requirements, and producing both minimal and nonminimal GBU solutions. As an example of generic construction of such initial data, we have the following lemma:

**Lemma 6.3.** Let $\varphi \in W^{1, \infty}(0, 1)$ be symmetric on $[0, 1]$ and satisfy, for some $x_0 \in (0, 1/2)$:
\[ \varphi(0) = 0, \quad \int_0^{1/2} \varphi(t) dt = 0, \]
\[ \varphi(x) > 0 \text{ on } (0, x_0), \quad \varphi(x) < 0 \text{ and nonincreasing on } (x_0, 1/2). \]

(i) Then the function $\phi$ defined by
\[ \phi(x) = \begin{cases} \int_0^x \int_0^y \varphi(t) dt dy, & 0 \leq x \leq 1/2, \\ \phi(1 - x), & 1/2 < x \leq 1, \end{cases} \]
is symmetric in $[0, 1]$, $\phi$ is symmetric;
(b) $\phi(0) = \phi'(0) = \phi''(0) = 0$ and $\phi$ is in particular compatible at order two;
(c) $\phi'(x) > 0$ on $(0, 1/2)$;
(d) The function $V := \phi'' + (\phi')^p$ has a unique zero $z_0$ on $(0, 1/2]$ with $V > 0$ on $(0, z_0)$ and $V < 0$ on $(z_0, 1/2]$.

(ii) For any $\lambda > 0$, the function $\lambda \phi$ satisfies the same conditions (a)-(d). Furthermore, there exists $\lambda^* > 0$ such that the corresponding solution $u^\lambda$ of (5.1) is:

- a nonminimal GBU solution for $\lambda > \lambda^*$,
- a minimal GBU solution for $\lambda = \lambda^*$,
- a global classical solution for $0 \leq \lambda < \lambda^*$.

**Proof.** The function $\phi$ is symmetric by construction and we have $\phi \in C^2([0, 1])$ (the $C^2$ regularity at $x = 1/2$ being guaranteed by $\phi'(1/2) = \int_0^{1/2} \varphi(t) dt = 0$). Since $\phi'' = \varphi$ on $[0, 1/2]$, properties (a) and (b) follow.

Property (c) is due to the fact that $\phi'(x) = \int_0^x \varphi(t) dt$ is positive on $(0, x_0)$ and decreasing on $[x_0, 1/2]$ with $\phi'(1/2) = 0$;
To check property (d) we note that $\phi'' = \varphi$, hence $\phi'' + (\phi')^p$ is positive on $(0, x_0)$ and is decreasing on $(x_0, 1/2]$, with negative value at $x = 1/2$.

For any $\lambda > 0$, since $\lambda \phi$ verifies the same assumptions as $\varphi$, we deduce that $\lambda \phi$ also satisfies conditions (i)-(iv).
As for the existence of \( \lambda^* > 0 \) with the stated properties, it follows from [20] (see Theorems 2 and 3 and the proof of Theorem 2).

Our first basic result for the case \( N(0) = 2 \) states that if \( T^* < \infty \), then \( N(t) \) remains equal to 2 at least until the blow-up time \( T^* \). We also have a control on the zero-number of the perturbed function \( u + \varepsilon \), as well as of time-translates of \( u \) itself, both properties that will be useful in what follows.

**Lemma 6.4.** Let \( \phi \in W^{3, \infty}(0, 1) \) be compatible at order two, with \( \phi \) symmetric and nondecreasing on \([0, 1/2]\). Assume that \( N(0) = 2 \) and that \( T^* < \infty \). Then we have:

(i) \( N(t) = 2 \) for all \( t \in (0, T^*) \). Moreover, \( u(t, \cdot) \) has a unique zero \( z(t) \in (0, 1/2) \) and we have

\[
 u(t, \cdot) > 0 \quad \text{in } (0, z(t)) \cup (1 - z(t), 1), \quad u(t, \cdot) < 0 \quad \text{in } (z(t), 1 - z(t))
\]

and

\[
 u_{tx}(t, z(t)) < 0. \tag{6.10}
\]

(ii) Denote \( Z_\varepsilon(t) = Z(u(t) + \varepsilon) \) for \( \varepsilon > 0 \). Then for each \( t_0 \in (0, T^*) \), there exists \( \varepsilon_0(t_0) > 0 \) such that

\[
 Z_\varepsilon(t) \leq 2 \quad \text{for all } \varepsilon \in (0, \varepsilon_0) \text{ and all } t \geq t_0. \tag{6.11}
\]

(iii) For each \( t_0 \in (0, T^*) \), there exists \( \tau_0(t_0) > 0 \) such that

\[
 Z(u(t + \tau) - u(t)) \leq 2 \quad \text{for all } \tau \in (0, \tau_0) \text{ and } t \geq t_0. \tag{6.12}
\]

**Proof.** (i) Assume for contradiction that \( N(t_0) \neq N(0) = 2 \) for some \( t_0 \in [0, T^*) \). Then \( N(t) \leq N(t_0) = 0 \) for all \( t \in (t_0, T^*) \) by Proposition 6.1 and symmetry. In view of (6.7), it follows that

\[
 u(t, \cdot) \leq 0 \in [t_0, T^*) \times [0, 1], \quad \text{hence } u_{tx}(t, 0) \leq 0 \quad \text{for all } t \in [t_0, T^*),
\]

due to \( u(t, 0) = 0 \). Consequently \( u_x(t, 0) \leq u_x(t_0, 0) \) for all \( t \in [t_0, T^*) \), hence \( \sup_{t \in (t_0, T^*)} \|u_x\|_\infty < \infty \) by (5.6), contradicting \( T^* < \infty \).

Now, for each \( t \in (0, T^*) \), since \( N(t) = 2 \), there exists \( z(t) \in (0, 1/2) \) such that

\[
 u(t, \cdot) \geq 0 \quad \text{in } (0, z(t)) \cup (1 - z(t), 1) \quad \text{and } u(t, \cdot) \leq 0 \quad \text{in } (z(t), 1 - z(t)). \tag{6.13}
\]

Assume that \( u(t, x) = 0 \) for some \( t \in (0, T^*) \) and some \( x \in (0, 1/2) \) \( \setminus \{z(t)\} \). Then \( u_{tx}(t, x) = 0 \) by (6.13), so that \( N(t) \) drops at \( t = t_0 \) by property (iii) in Proposition 6.1. This drop will also occur in case \( u_{tx}(t, z(t)) = 0 \). But this contradicts the fact that \( N(t) = 2 \) for all \( t \in (0, T^*) \).

(ii) As a consequence of (6.9) and (6.10), there exists \( \varepsilon_0 > 0 \) such that \( Z_\varepsilon(t_0) = 2 \) for all \( \varepsilon \in (0, \varepsilon_0) \). Applying (6.7) in Proposition 6.2, we deduce (6.11).

(iii) We first claim that there exists \( \tau_0 > 0 \) small, such that

\[
 Z(u(t_0 + \tau) - u(t_0)) \leq 2 \quad \text{for all } \tau \in (0, \tau_0). \tag{6.14}
\]

Assume the contrary. Then there exist sequences \( \tau_j \to 0 \) and \( 0 < x_{0,j} < \cdots < x_{4,j} < 1 \) such that

\[
 w(\tau_j, x_{i-1,j})w(\tau_j, x_{i,j}) < 0, \quad i = 1, \ldots, 4,
\]

where \( w(\tau, x) = u(t_0 + \tau, x) - u(t_0, x) \). By applying the mean value theorem, we deduce the existence of sequences \( 0 < y_{1,j} < \cdots < y_{4,j} < 1 \) such that \( w(\tau_j, y_{i,j}) = 0 \), and then of sequences \( t_{i,j} \to 0 \) such that

\[
 u(t_0 + t_{i,j}, y_{i,j}) = 0, \quad i = 1, \ldots, 4.
\]

Passing to the limit, up to subsequences, we may assume \( y_{i,j} \to y_i \in [0, 1] \). Consequently, we have \( u(t_0, y_i) = 0 \), for \( i = 1, \ldots, 4 \), with either \( 0 < y_1 < \cdots < y_4 < 1 \) or \( u_{tx}(t_0, y_i) = 0 \) for some \( i \). In each case, this is a contradiction with assertion (i).

Consequently, (6.14) is true. Since \( w(t, x) = u_k(t + \tau, x) - u_k(t, x) \) is a classical solution of (6.5) with

\[
 b(t, x) = \int_0^1 F_k[u_k(t, x) + s(u_k(t + \tau, x) - u_k(t, x))] \, ds,
\]

...
it follows from [3], similarly as in the proof of Proposition 6.1, that \( N(u_k(t+\tau) - u_k(t)) \leq N(u_k(t_0 + \tau) - u_k(t_0)) \leq 2 \) for \( t \geq t_0 \). We finally deduce property (6.12) by passing to the limit \( k \to \infty \) exactly as in the proof of (6.6).

The following simple property enables one to reduce the case \( N(0) = 4 \) to the case \( N(0) = 2 \), after a time shift.

**Lemma 6.5.** Let \( \phi \in W^{3,\infty}(0,1) \) be compatible at order two, with \( \phi \) symmetric and nondecreasing on \([0,1/2]\). Assume \( N(0) \equiv Z(\phi'' + |\phi'|^p) < \infty \) and \( T^*(\phi) < \infty \). Then:

(i) There exist \( t_0 \in (0,T^*) \) and an integer \( N_* \leq N(0) \), with \( N_* \equiv 2 \) [mod. 4], such that

\[
N(t) = N_* \quad \text{for all } t \in [t_0,T^*). \tag{6.15}
\]

(ii) In particular, if \( N(0) = 4 \), then \( N_* = 2 \).

**Proof.** Since \( N(t) \) is integer-valued and nonincreasing for \( t \in (0,T^*) \), by Proposition 6.1(i), the existence of \( t_0 \) and \( N_* \leq N(0) \) satisfying (6.15) follows (\( N_* \) is given by \( \lim_{t \to T^*} N(t) \)).

By symmetry, \( N_* \) is even. Assume for contradiction that \( N_* \equiv 0 \) [mod. 4]. Then, for all \( t \in [t_0,T^*) \), since \( u_\tau(t,1/2) < 0 \) by (5.7), we have \( u_\tau(t,x) \leq 0 \) for \( x > 0 \) small. Arguing as in the first paragraph of the proof of Lemma 6.4, we reach a contradiction with \( T^* < \infty \).

**Remark 6.2.** All the conclusions of Theorems 2.4 and 2.6 remain valid if assumption (2.5) is replaced with \( N(0) \equiv Z(\phi'' + |\phi'|^p) = 4 \). Indeed, by Lemma 6.5, there exists \( t_0 \in (0,T^*) \) such that \( u(t_0,\cdot) \), considered as new initial data (at the new time origin \( t_0 \)), satisfies all the assumptions of Theorems 2.4 and 2.6.

Let us go back to the case \( N(0) = 2 \) (under the assumptions of Lemma 6.4). The limiting behavior of the (unique) zero point \( z(t) \) of the time derivative will play a crucial role in the behavior of the solution at \( T^* \). Indeed, the key quantity to consider will turn out to be

\[
L := \lim_{t \to T^*} \inf z(t). \tag{6.16}
\]

This kind of analysis will be carried out hereafter. For convenience, we split the analysis between the case of minimal and nonminimal blow-up solutions.

7. Behavior of nonminimal solutions. Proofs of Theorems 2.4 and 2.5

7.1. Behavior near the blow-up time \( T^* \). We shall here prove the following result. It shows that blow-up is nonminimal if and only if \( L > 0 \), where \( L \) is defined in (6.16) and \( z(t) \) is the unique zero point of \( u_\tau \) in \((0,1/2]\) (cf. Lemma 6.4). For nonminimal blow-up solutions, it also implies part of assertion (i) of Theorem 2.4 and the GBU rate estimate (2.7) therein. In addition, it gives some first linear bounds on the rate of loss of boundary conditions, that will be later improved to the precise asymptotics (2.8).

**Proposition 7.1.** Let \( \phi \in W^{3,\infty}(0,1) \) be compatible at order two, with \( \phi \) symmetric and nondecreasing on \([0,1/2]\). Assume that \( N(0) = 2 \) and \( T^* < \infty \). Then we have

(i) \( u \) is a nonminimal blowup solution if and only if \( L > 0 \). Moreover, if \( u \) is a minimal solution, then

\[
u_\tau(T^*,x) \leq 0, \quad x \in (0,1). \tag{7.1}
\]

(ii) If \( L > 0 \), then there is immediate loss of boundary conditions (LBC) for \( t > T^* \) and \( u \) satisfies the following estimates

\[
c_1(T^* - t)^{-1/(p-2)} \leq \|u_\tau(t)\|_\infty \leq c_2(T^* - t)^{-1/(p-2)}, \quad \text{as } t \to T^*_-, \tag{7.2}
\]

and

\[
c_3(t - T^*) \leq u(t,0) \leq c_4(t - T^*), \quad \text{as } t \to T^*_+. \tag{7.3}
\]
for some constants $c_i > 0$. Moreover, there exist $c, a, \delta > 0$ such that
\[ u_t(t, x) \geq c \quad \text{for all } t \in (T^*, T^* + \delta) \text{ and } x \in (0, a]. \tag{7.4} \]

**Remark 7.1.** Property (7.4) shows that, interestingly, $u_t$ is uniformly positive near the corner $(T^*_1, 0)$ and undergoes a jump discontinuity there, while remaining bounded. A similar property will be observed near the regularization time (see (7.19)).

**Proof of Proposition 7.1.** First assume $L = 0$. Since $u_t$ is continuous in $(0, T^*) \times (0, 1)$, property (7.1) follows. Proposition 5.7 then guarantees that the boundary conditions are preserved forever. So $u$ is minimal on account of Proposition 2.3.

We assume henceforth that $L > 0$. We aim at showing that $u$ loses the boundary conditions immediately after $T^*$ (hence in particular $u$ is nonminimal) and satisfies estimates (7.2), (7.3). We divide the proof in several steps. We consider below the approximating sequence of solutions $u_k$ of (5.2), with $F_k$ given by (5.3).

**Step 1.** **Positivity of $u_{k,t}$ in a uniform neighborhood of $t = T^*$ and $x = 0$.** We first claim that
\[ u_t(T^*, x) > 0 \quad \text{in } (0, L). \tag{7.5} \]
Fix $0 < L' < L$. By definition of $L$, there exists $t_0 = t_0(L')$ such that $u_t(t, x) > 0$ in $[t_0, T^*) \times (0, L')$. For given $a \in (0, L')$, $v := u_t$ is a classical solution of $v_t - v_{xx} = b(t, x)v_x$ in $Q_a := [t_0, T^*) \times [a, L']$, where the coefficient $b(t, x) := pu_x^{-1}$ is bounded in $Q_a$. The strong maximum principle then guarantees that $v(T^*, x) > 0$ in $(a, L')$ and (7.5) follows.

Set $a = L/2$. By (7.5) and the local convergence of the $u_k$, there exist $k_0 \geq 1$ and $\eta, \delta > 0$ such that, for all $k \geq k_0$,
\[ u_{k,t}(t, a) \geq \eta \quad \text{for all } t \in [T^* - \delta, T^* + \delta]. \tag{7.6} \]
By property (i) of Proposition 6.1 applied to problem (5.2), we have $N_k(t) \leq N_k(0) = N(0) = 2$ for all $k > \|\phi\|_{\infty}$. Therefore, (7.6) and (5.8) guarantee that
\[ N_k(t) = 2 \quad \text{for all } t \in [0, T^* + \delta], \tag{7.7} \]
and we thus have
\[ u_{k,t}(t, x) > 0 \quad \text{in } [T^* - \delta, T^* + \delta] \times (0, a] \text{ for all } k \geq k_0. \tag{7.8} \]

**Step 2.** **Maximum principle for $u_{k,x}$.** Let us set
\[ m_k(t) := \max_{Q_t} |u_{k,x}|. \]
We claim that there exists $t_0 \in (T^* - \delta, T^*)$ such that, for all sufficiently large $k$,
\[ m_k(t) = u_{k,x}(t, 0) \geq 1, \quad t_0 \leq t \leq T^* + \delta. \tag{7.9} \]
Since $w = u_{k,x}$ satisfies the equation
\[ w_t - w_{xx} = F_k'(u_{k,x})w_x \]
we have
\[ m_k(t) = \max \left[ \|\phi_x\|_{\infty}, \max_{\tau \in [0,t]} u_{k,x}(\tau, 0) \right]. \]
By (7.7) and (5.8), we see that the function $t \mapsto u_{k,x}(t, 0)$ is nondecreasing on $[0, T^* + \delta]$, hence
\[ m_k(t) = \max \left[ \|\phi_x\|_{\infty}, u_{k,x}(t, 0) \right], \quad t \in [0, T^* + \delta]. \]
Since $\|u_x(t)\|_{\infty} \to \infty$ as $t \to T^*$, there exists $t_0 \in (T^* - \delta, T^*)$ such that $\|u_x(t_0)\|_{\infty} > 1 + \|\phi_x\|_{\infty}$, so that $\|u_{k,x}(t_0)\|_{\infty} \geq 1 + \|\phi_x\|_{\infty}$ for all $k \geq k_0$ large enough, hence (7.9).

We proceed by deriving an upper bound for $m'_k$. 


Lemma 7.2. Under the assumptions of Proposition 7.1, there exists a constant \( C > 0 \) independent of \( k \) such that, for all large enough \( k \),
\[
0 \leq m'_k(t) \leq CF_k'(m_k(t)), \quad t_0 \leq t \leq T^* + \delta
\]  
and
\[
0 \leq m'(t) \leq CF'(m(t)), \quad t_0 \leq t < T^*.
\]  

Proof. We use (a simpler version of) arguments from the proofs of Theorem 4.1 and Lemma 4.2. Set \( w := u_{k,t}, F = F_k \). Let \( t \in (t_0, T^* + \delta], s \in (0, t) \), and put \( K = \sup_{\sigma \in [0, t - s]} \sigma^{1/2}\|w_x(s + \sigma)\|_{\infty} \). For \( \tau \in (0, t - s) \), in view of the variation-of-constants formula, we have
\[
w(s + \tau) = e^{\tau\Delta}w(s) + \int_0^\tau e^{(\tau - \sigma)\Delta}(F'(u_{k,x})w_x)(s + \sigma) \, d\sigma.
\]
Since \( \int_0^\tau (\tau - \sigma)^{-1/2} \sigma^{-1/2} \, d\sigma = \int_0^1 (1 - z)^{-1/2} z^{-1/2} \, dz \), it follows that
\[
\|w_x(s + \tau)\|_{\infty} \leq C\tau^{-1/2}\|w(s)\|_{\infty} + C\int_0^\tau (\tau - \sigma)^{-1/2}\|F'(u_{k,x})w_x)(s + \sigma)\|_{\infty} \, d\sigma
\]
\[
\leq C\tau^{-1/2} + CF'(m_k(t))K,
\]
where we also used the convexity of \( F_k \). Here and below \( C \) denotes possibly different constants independent of \( k \). Multiplying by \( \tau^{1/2} \) and taking the supremum for \( \tau \in [0, t - s] \), we obtain
\[
K \leq C + C(t - s)^{1/2}F'(m_k(t))K.
\]
Now choosing \( s = t - (1/4) \min(t_0, [CF'(m_k(t))]^{-2}) \in (0, t) \), we obtain \( K \leq 2C \), hence
\[
\|w_x(t)\|_{\infty} \leq 2C(t - s)^{-1/2} \leq 4C \max(t_0^{-1/2}, CF'(m_k(t))) \leq CF'(m_k(t))
\]
(recalling \( m_k(t) \geq 1 \)). Since, by (7.8) and (7.9), \( 0 \leq m_k(t) = u_{k,x}(t,0) \leq \|w_x(t)\|_{\infty} \) for \( t_0 \leq t \leq T^* + \delta \), estimate (7.10) follows.

Finally, for each \( t \in [t_0, T^*) \), we have
\[
m(t) = \lim_{k \to \infty} m_k(t) = \lim_{k \to \infty} u_{k,x}(t,0) = u_x(t,0)
\]
(7.12)
(passing to the limit in (7.9)), and \( m'(t) = u_{x,t}(t,0) = \lim_{k \to \infty} u_{k,x,t}(t,0) = \lim_{k \to \infty} m'_k(t) \). Estimate (7.11) then follows by letting \( k \to \infty \) in (7.10). \( \square \)

Step 3. Auxiliary function argument applied to the \( u_k \).

Lemma 7.3. Under the assumptions of Proposition 7.1, we have
\[
\frac{-u_{k,x}}{m_k(t)} \left(1 - \frac{u_{k,x}}{m_k(t)}\right) \geq C \left(1 - \frac{u_{k,x}}{m_k(t)}\right)
\]
for all \( t_0 \leq t \leq T^* + \delta \) and \( 0 < x \leq a \), with \( C \) independent of \( k \).

Proof. The proof is based on a modification of a device from \( [13] \), based on the auxiliary function in (7.14). Fix \( k \) and denote \( v := u_k, F = F_k, \mu = m_k \) for simplicity. We denote by \( C \) possibly different constants independent of \( k \). Consider the parabolic operator
\[
\mathcal{L}h := h_t - h_{xx} - F'(v_x)h_x
\]
in \( Q := [t_0, T^* + \delta] \times [0, a] \). In view of (5.4) and \( v_x \geq 0 \) in \( Q \), we note that
\[
\mathcal{L}v = F(v_x) - F'(v_x)v_x \leq -F(v_x).
\]
For \( \sigma \in (0,1) \) to be chosen later, we introduce the auxiliary function
\[
w(t, x) := \left(1 + \frac{1}{\mu^\sigma(t)}\right)\left(1 - \frac{v_x}{\mu(t)}\right).
\]
(7.14)
A direct computation using $\mathcal{L} v_x = 0$ shows that
$$\mathcal{L} w = -\frac{\sigma \mu'}{\mu^{\sigma+1}} \left( 1 - \frac{v_x}{\mu} \right) + \left( 1 + \frac{1}{\mu^\sigma} \right) \frac{v_x \mu'}{\mu^2}. $$

Now consider the following cases separately:

**Case 1.** If $v_x(t,x) \leq \frac{\sigma}{\sigma+2} \mu^{1-\sigma}(t)$, then since $\mu'(t), v_x \geq 0$ and $\mu(t) \geq 1$, we have
$$\mathcal{L} w = \mu' \left( -\sigma + (\sigma+1) \frac{v_x}{\mu} + \frac{v_x}{\mu^{1-\sigma}} \right) \leq \mu' \left( -\sigma + (\sigma+2) \frac{v_x}{\mu^{1-\sigma}} \right) \leq 0. $$

**Case 2.** If $v_x(t,x) > \frac{\sigma}{\sigma+2} \mu^{1-\sigma}(t)$, then, by (7.10) and (5.4), we have
$$\mathcal{L} w \leq \left( 1 + \frac{1}{\mu^\sigma} \right) \frac{v_x \mu'}{\mu^2} \leq C v_x \frac{F'_{\mu}}{\mu^2} \leq C v_x \frac{F(\mu)}{\mu^3}, \quad (7.15)$$
and we have the following two subcases.

**Case 2a.** If $v_x(t,x) \leq k$, then, choosing $\sigma \in (0,1)$ such that $\sigma \leq 2/(p-1)$, hence $(1-\sigma)(p-1) \geq p-3$, we have
$$\frac{F(v_x)}{v_x} \geq C k^{p-1} \geq C \frac{F(\mu)}{\mu^2} \geq C \frac{F(\mu)}{\mu^3},$$
due to (5.3) and $\mu(t) \geq 1$. This along with (7.15) yields
$$\mathcal{L} w \leq CF(v_x), \quad (7.16)$$

**Case 2b.** If $v_x(t,x) > k$, hence $\mu(t) > k$, then
$$\frac{F(v_x)}{v_x} \geq C \frac{F(\mu)}{\mu^2} \geq C \frac{F(\mu)}{\mu^3}$$
by (5.3) and $\mu(t) \geq 1$, hence again (7.16).

In all cases we thus have (7.16), hence
$$\mathcal{L}(w + Cv) \leq 0 = \mathcal{L} v_t \quad \text{in} \ Q,$$
due to (7.13). Moreover, we have
$$[w + Cv](t,0) = 0 = v_t(t,0), \quad t_0 \leq t \leq T^* + \delta,$$
where we used that $v_x(t,0) = \mu(t)$, see (7.9). On the other hand, by (3.16), we have $u_k \equiv u$ on $Q_{t_0}$ for all $k$ large enough. Also, as a consequence of (7.8), we have $u_t(t_0,x) > 0$ in $(0,a]$, as well as $u_t(t_0,0) > 0$, in view of the Hopf lemma. Consequently there exists $K > 0$ (independent of $k$) such that
$$[(w + Cv) - Kv_t](t_0,x) \leq 0, \quad 0 \leq x \leq a.$$ 

Since $v \leq \|\phi\|_\infty$ and $w \leq 2$, by increasing the constant $K$ if necessary, (7.6) implies $w+Cv \leq Kv_t$ for $x = a$ and $t \in (t_0,T^*+\delta]$. By the maximum principle, we deduce $w+Cv \leq Kv_t$ in $[t_0,T^*+\delta] \times (0,a)$, hence the conclusion of Lemma 7.3.

**Step 4.** LBC and detachment estimates at $t = T^*_s$. For $x \in (0,a]$ and $0 < s < T^* < t < T^* + \delta$ fixed, we deduce from Lemma 7.3 and $m'_k \geq 0$ (cf. (7.10)) that
$$u_{k,t}(t,x) \geq C \left( 1 - \frac{u_{k,x}(t,x)}{m_k(s)} \right).$$
Letting $k \to \infty$, we obtain
$$u_t(t,x) \geq C \left( 1 - \frac{u_{x}(t,x)}{m(s)} \right).$$
and then, letting $s \to T^*$, hence $m(s) \to \infty$, we get

\[ u_t(t, x) \geq C \text{ for all } x \in (0, a] \text{ and } T^* < t < T^* + \delta, \]

that is, (7.4). Consequently,

\[ u(t, x) \geq C(t - T^*) \text{ for all } x \in (0, a] \text{ and } T^* < t < T^* + \delta. \]

Finally passing to the limit $x \to 0$, using the fact that $u \in C([0, \infty) \times [0, 1])$, we obtain

\[ u(t, 0) \geq C(t - T^*) \text{ for all } T^* < t < T^* + \delta. \]

The upper estimate in (7.3) is an immediate consequence of the bound on $u_t$.

**Step 5.** Completion of proof of Proposition 7.1: GBU estimates at $t = T^*$. As a consequence of Lemma 7.3 and the convergence of $u_t$ to $u$ for $t < T^*$, we have

\[ u_t \geq C\left(1 - \frac{u_x}{m(t)}\right) \text{ for all } t_0 \leq t < T^* \text{ and } 0 < x \leq a. \]

Then, following [13], we write, using $m(t) = u_x(t, 0)$ (cf. (7.12)):

\[ u_{xt}(t, 0) = \lim_{x \to a^+} \frac{u_t(t, x)}{x} \geq C \lim_{x \to a^+} \frac{1}{x} (1 - \frac{u_x(t, x)}{m(t)}) = -\frac{Cu_{xx}(t, 0)}{m(t)} \geq \frac{Cu_x^p(t, 0)}{m(t)} = Cu_x^{p-1}(t, 0), \]

and the upper estimate in (7.2) follows by integration. As for the lower estimate, it was proved in Theorem 2.1 (alternatively, in the current simpler situation, it also follows by integrating (7.11)).

### 7.2. Behavior near the reconnection time

We can now investigate what happens after the blow-up time of nonminimal blow-up solutions. To this extent, we define

\[ T_0 := \inf\{t > T^*; u(t, 0) = 0\} \]

the reconnection time, or (first) time of recovery of boundary conditions. We already know that $T^* < T_0 \leq T^r < \infty$.

We shall prove the following result, which shows that $u$ is regularized forever immediately after $T_0$, i.e., $T^r = T_0$. As a consequence, along with Proposition 7.4, this will imply assertion (i) of Theorem 2.4. In addition, it establishes the regularization rate (2.10) in Theorem 2.4 and gives a first linear bound on the rate of recovery of boundary conditions, that will be later improved to the precise asymptotics (2.9).

**Proposition 7.4.** Let $\phi \in W^{3, \infty}(0, 1)$ be compatible at order two, with $\phi$ symmetric and nondecreasing on $[0, 1/2]$. Assume that $N(0) = 2$, that $T^* < \infty$ and that $u$ is a nonminimal blowup solution. Then $u$ is a classical solution of problem (5.1) (including boundary conditions) for all $t \in (T_0, \infty)$. In other words, $T^r = T_0$.

Moreover $u$ satisfies the following reconnection and regularization estimates:

\[ c_1(T^r - t) \leq u(t, 0) \leq c_2(T^r - t), \quad \text{as } t \to T^r, \tag{7.17} \]

\[ c_3(t - T^r)^{-1/(p-2)} \leq \|u_t(t)\|_\infty \leq c_4(t - T^r)^{-1/(p-2)}, \quad \text{as } t \to T^r, \tag{7.18} \]

with some constants $c_i > 0$. Furthermore there exist $c > 0$ and $t_1 \in (T^*, T^r)$ such that

\[ u_t \leq -c \text{ in } [t_1, T^r) \times (0, 1). \tag{7.19} \]

Proposition 7.4 will be shown through a series of lemmas.

The first step is to initialize the uniform negativity of $u_t$. Intuitively, since $u(t, 0)$ goes from positive values for $t < T_0$ to 0 for $t = T_0$, the time derivative $u_t$ (although not necessarily defined at $x = 0$) must be negative near $x = 0$ for "many" values of $t$. However, this has to be extended to the whole interval. The proof relies on a key zero-number argument applied to the perturbed function $u_t + \varepsilon$ with $\varepsilon > 0$ small.
Lemma 7.5. Under the assumptions of Proposition 7.4, for any \( t_0 \in [T^*,T_0) \), there exist \( t_1 \in (t_0,T_0) \) and \( \varepsilon > 0 \) such that
\[
 u_t(t_1,x) \leq -\varepsilon, \quad 0 < x < 1.
\]

Proof. Fix any \( \tau, t_0 \) such that \( 0 < \tau < T^* < t_0 < T_0 \). By (5.7), we have
\[
\sigma := - \max_{t \in [\tau, T_0]} u_t(t,1/2) > 0
\]
and, by Lemma 6.4(ii), there exists \( \varepsilon_0(\tau) \in (0, \sigma) \) such that
\[
 Z_\varepsilon(t) := Z(u_t(t) + \varepsilon) \leq 2 \quad \text{for all } \varepsilon \in (0, \varepsilon_0) \) and all \( t \geq \tau \).

We claim that, for \( \varepsilon \in (0, \varepsilon_0) \) to be determined,
\[
 \text{there exists } t_1 \in (t_0, T_0) \quad \text{such that } Z_\varepsilon(t_1) = 0.
\]
Assume for contradiction that this is not the case. Then \( Z_\varepsilon(t) = 2 \) for all \( t \in [t_0, T_0) \), due to (7.21).

Since \( u_t(t,x) + \varepsilon < 0 \) near \( x = 1/2 \) by (7.20), we may set
\[
 \xi_\varepsilon(t) = \min\{ x < 1/2; u_t(t,x) + \varepsilon \leq 0 \ \text{on} \ [x,1/2] \} \in (0,1/2).
\]
We note that the function \( \xi_\varepsilon(t) \) is l.s.c. on \( [t_0, T_0) \). Indeed for every \( t \in [t_0, T_0) \) and every \( \eta > 0 \) there exists \( x_\eta \in (\xi_\varepsilon(t) - \eta, \xi_\varepsilon(t)) \) such that \( u_t(t, x_\eta) + \varepsilon > 0 \), hence \( u_t(s, x_\eta) + \varepsilon > 0 \) for all \( s \) close enough to \( t \), due to \( u_t \in C((0,\infty) \times (0,1)) \), so that \( \xi_\varepsilon(s) \geq \xi_\varepsilon(t) - \eta \). It follows that, for any \( t \in (t_0, T_0) \),
\[
x_0(t) := \inf_{s \in [t_0,t]} \xi_\varepsilon(s) > 0.
\]
Then, fixing any \( t \in (t_0, T_0) \) and \( x \in (0,x_0(t)) \), we have \( u_t(s,x) + \varepsilon \geq 0 \) for all \( s \in [t_0,t] \) due to \( Z_\varepsilon(t) = 2 \). By integration, we obtain
\[
 u(t_0,x) - u(t,x) = - \int_{t_0}^{t} u_t(s,x) \, ds \leq \varepsilon(t - t_0).
\]
Letting \( x \to 0 \), we get \( u(t_0,0) - u(t,0) \leq \varepsilon(t - t_0) \), and then, letting \( t \to T_0 \),
\[
 0 < u(t_0,0) \leq \varepsilon(T_0 - t_0).
\]
Therefore, for any choice \( \varepsilon < \min(\varepsilon_0, (T_0 - t_0)^{-1}u(t_0,0)) \), property (7.22) is necessarily true. Since \( u_t(t_1,x) + \varepsilon < 0 \) near \( x = 1/2 \), we conclude that \( u_t(t_1,x) + \varepsilon \leq 0 \) in \( (0,1) \). \( \square \)

The second step is to propagate this uniform negativity. This is done by the maximum principle applied to a suitable family of auxiliary functions on subdomains (where the \( u_x \) is bounded).

Lemma 7.6. Under the assumptions of Proposition 7.4, there exist \( \eta > 0 \) and \( t_1 \in (T^*,T_0) \) such that
\[
 u_t \leq -\eta < 0 \quad \text{in } [t_1, T_0) \times (0,1). \quad (7.23)
\]

Proof. Fix \( a \in (0,1/2) \) and consider the auxiliary function
\[
 J(t,x) = u_t - \eta [La^\alpha(u_x + K) - 1], \quad (t,x) \in Q := [t_1, T_0) \times [a,1/2],
\]
where \( \eta, K, L > 0 \) and \( t_1 \in (T^*,T_0) \) are to be chosen. An immediate computation shows that
\[
 \mathcal{L}J := J_t - J_{xx} - p(u_x)^{p-1} J_x = 0 \quad \text{in } Q.
\]
Since \( u(t,0) > 0 \) for all \( t \in (T^*,T_0) \) (by Proposition 7.1 and the definition of \( T_0 \)) it follows from Lemmas 5.4 and 5.3 that \( u_x(t,a) + K \geq d_{p} a^{-\alpha} \), where \( d_{p} = (p-1)^{1/(p-1)} \) and \( K \) is independent of \( t \). We choose this \( K \) in (7.24). Since also \( u_t \leq M \) by (3.5), we have
\[
 J(t,a) \leq M - \eta(Ld_p - 1).
\]
We also have
\[
 J(t,1/2) \leq -\sigma + \eta,
\]
by (7.20). Moreover, with \( t_1, \varepsilon \) provided by Lemma 7.5 (applied with \( t_0 = T^* \)), we have
\[
J(t_1, x) \leq -\varepsilon + \eta.
\]
We then make the following choice:
\[
\eta = \min(\sigma, \varepsilon), \quad L = d_p^{-1}(1 + M\eta^{-1})
\]
(which is independent of \( a \)). In view of the above, it then follows from the maximum principle that
\[
J(t, x) \leq 0 \text{ in } (t_1, T_0) \times (a, 1/2).
\]
Consequently, we have
\[
u(t, x) = \eta[1 + a \alpha^+(u, x, t, x) + K] - 1, \quad t_1 \leq t < T_0, \quad 0 < a < x \leq 1/2.
\]
For any given \((t, x) \in (t_1, T_0) \times (0, 1/2)\), we may let \( a \to 0^+ \) in the last inequality and the conclusion follows in \((0, 1/2)\), hence in \((0, 1)\) by symmetry.

We now have all the ingredients for the proof of Proposition 7.4.

**Proof of Proposition 7.4.** Since \( u \in C^{1,2}(0, \infty) \times (-1, 1) \), it follows from (7.23) that (5.32) is true at \( T = T_0 \) with \( \ell = 0 \) and \( b = \eta > 0 \). By Lemma 5.6(ii), we deduce that (5.23) is true with \( m = 2 \). Lemma 5.5 then guarantees that \( T^* = T_0 \) and that the upper estimate in (7.18) is satisfied. As for the lower estimate in (7.18), it was proved in Theorem 2.2.

On the other hand, (7.19) and the lower part of estimate (7.17) are direct consequences of Lemma 7.6, whereas the upper part is just due to the bound \(|u_t| \leq M\).

### 7.3. On the life of blow-up solutions between \( T^* \) and \( T^r \).

This subsection investigates what happens to the nonminimal blow-up solution after the loss of boundary conditions and before they are recovered, namely in the time interval between \( T^* \) and \( T^r \).

We shall first prove Theorem 2.5, which is valid for any LBC solution in one space dimension. Assertion (i) is a direct consequence of results from Section 5.

**Proof of Theorem 2.5(i).** For all \( t \in (T_1, T_2) \), since \( u(t, 0) > 0 \), we know from Lemma 5.4 that \( \lim_{x \to 0^+} u_x(t, x) = \infty \) and estimates (2.11)-(2.12) follow from Lemma 5.3. The estimates at \( t = T_1 \) and \( T_2 \) follow by continuity since \( u \in C^{\infty,\infty}(0, \infty) \times (0, 1) \) and \( C((0, \infty) \times [0, 1]) \).

In view of the proof of assertion (ii), which is a bit delicate, we establish the following bounds on \( u_{xt} \) and \( u_{tt} \) which are the key to the boundary regularity of \( u_t \).

**Lemma 7.7.** Under the assumptions of Theorem 2.5, for each \( \eta > 0 \), we have
\[
\sup_{(T_1+\eta, T_2) \times (0, 1/2)} |u_{xt}| < \infty. \tag{7.25}
\]

**Lemma 7.8.** Let \( \phi \in X_1 \) with \( T^*(\phi) < \infty \). Then, for all \( t_0 > 0 \), we have
\[
\inf_{(t_0, \infty) \times (0, 1)} u_{tt} > -\infty.
\]

The key idea for the proof of Lemma 7.7 is to consider the finite differences of \( u_x \) in time in the interval \((T_1, T_2)\) and to:

- observe that they vanish at \( x = 0 \) due to the proximity with the reference profile \( U^*_t \) (cf. (2.12));
- show that they satisfy a parabolic inequality with \textit{strong nonlinear absorption}, which forces their uniform boundedness for any \( t > T_1 \).

**Proof of Lemma 7.7.** **Step 1. Parabolic equation for finite differences of \( u_x \) in time.** By (2.12), there exists \( a \in (0, 1/2) \) such that
\[
u_x(t, x) \geq cx^{-\alpha} \quad \text{in } [T_1, T_2] \times (0, a), \tag{7.26}
\]
and
\[
u_{xx} = -(u_x)^p + u_t \leq -cx^{-\alpha-1} \quad \text{in } [T_1, T_2] \times (0, a], \tag{7.27}
\]
with \( \alpha = 1/(p-1) \) and \( c = c(p) > 0 \).

Next fix \( h > 0 \) and let \( w = \tau_h u_x \) where \( \tau_h \) denotes the finite difference (in time) operator i.e.,
\[
[\tau_h \phi](t, x) := h^{-1}(\phi(t + h, x) - \phi(t, x)).
\]
In \( Q := [T_1, T_2 - h] \times (0, a) \), the function \( w \) satisfies
\[
w_t - w_{xx} = \tau_h[(u_x)^{p-1} u_{xx}]
= p(u_x)^{p-1}(t + h, x) \tau_h u_{xx} + pu_{x}(t, x) \tau_h[(u_x)^{p-1}].
\]
By the mean value theorem, there exists \( \theta = \theta(t, x, h) \in (0, 1) \) such that
\[
\tau_h[(u_x)^{p-1}] = (u_x)^{p-1}(t + h, x) - (u_x)^{p-1}(t, x) = (p - 1) \left[ \theta u_x(t + h, x) + (1 - \theta) u_x(t, x) \right]^{p-2} w(t, x).
\]
It then follows from (7.26), (7.27) that \( w \) satisfies in \( Q \) an equation of the form
\[
w_t - w_{xx} = -A(t, x)w + B(t, x)w_x,
\]
with
\[
A(t, x) \geq c(p)x^{-2}.
\]

**Step 2. Control of \( u_{xt} \) away from the boundary.** We next claim that
\[
|u_{xt}| \leq Cx^{-3-\alpha} \quad \text{in } [T_1, T_2] \times (0, 1/2).
\]
Fix some \( t_1 \in (0, T^*) \) and, for any \( \varepsilon \in (0, 1/2) \), set \( Q_\varepsilon = (t_1, T_2) \times (\varepsilon, 1/2) \). Denote \( H = \partial_t - \partial_x^2 \).
By (5.10), (5.11), (5.1) and (3.5), we have \( |u_x| \leq C\varepsilon^{-\alpha} \) and \( |u_{xx}| \leq C\varepsilon^{-2\alpha-1} \) in \( Q_\varepsilon \), hence \(|H(u_x)| = p|u_{xx}|u_x|^{p-1} \leq C\varepsilon^{-2\alpha-1}\) in \( Q_\varepsilon \). By standard parabolic estimates, for each \( q \in (1, \infty) \), it follows that
\[
\|u_{xt}\|_{L^q(Q_\varepsilon)} \leq Cq\varepsilon^{-2\alpha}.
\]
(Here and below, \( C_q \) denotes a generic positive constant depending on \( q \) but independent of \( \varepsilon \)).
Next, since \( |H(u_x)| = p|u_{xt}|u_x|^{p-1} \), we deduce from (7.31) that \( \|H(u_t)\|_{L^q(Q_\varepsilon)} \leq Cq\varepsilon^{-3-\alpha} \). Since \( |u_t| \leq M \) in \( Q_\varepsilon \), parabolic estimates now give
\[
\|u_t\|_{L^q(Q_\varepsilon)} + \|u_{tx}\|_{L^q(Q_\varepsilon)} \leq Cq\varepsilon^{-3-\alpha}.
\]
Taking \( q \) large enough and using standard interpolation properties, we deduce that \( \|u_{tx}\|_{L^\infty(Q_\varepsilon)} \leq Cq\varepsilon^{-3-\alpha} \), hence the claim.

**Step 3. Comparison argument.** By (7.30) and the mean value theorem, we have
\[
|w(t, x)| \leq C_0 x^{-3-\alpha} \quad \text{in } [T_1, T_2 - h] \times (0, 1/2),
\]
with \( C_0 > 0 \) independent of \( h \). It then follows from (7.28), (7.29) that \( w \) satisfies the following parabolic inequality with strong nonlinear absorption:
\[
w_t - w_{xx} + C_1|w|^\gamma w \leq B(t, x)w_x \quad \text{in } [T_1, T_2 - h] \times (0, 1/2),
\]
where \( \gamma = 2/(3 + \alpha) > 0 \) and \( C_1 > 0 \) is independent of \( h \).
To take care of the boundary conditions at \( x = 0 \), we write
\[
|(u_x)(t + h, x) - u_x(t, x)| \leq |u_x(t + h, x) - U'_x(x)| + |u_x(t, x) - U'_x(x)|
\]
and apply (2.12) to obtain
\[
|w(t, x)| \leq 2Kh^{-1}x \quad \text{in } [T_1, T_2 - h] \times (0, 1/2).
\]
Therefore \( w \) extends to a continuous function \( w \in C([T_1, T_2 - h] \times [0, 1/2]) \) with \( w(t, 0) = 0 \).
Now, for any fixed \( t_0 \in [T_1, T_2 - h) \), the function \( \overline{w}(t, x) = \overline{w}(t) := [C_1 \gamma(t - t_0)]^{-1/\gamma} \) satisfies
\[
\overline{w}_t - \overline{w}_{xx} + C_1 \overline{w}_{1+\gamma} \geq B(t, x)\overline{w}_x \quad \text{in } (t_0, \infty) \times (0, 1/2).
\]
If \( t - t_0 < \delta \), then \( \overline{w} \geq (C_1 \gamma \delta)^{-1/\gamma} \); hence, setting \( \delta = (C_0 \gamma / C_1 \gamma) a^{(3+\alpha)\gamma} \) and using (7.32), we get
\[
\overline{w}(t, a) \geq C_0 a^{-3-\alpha} \geq w(t, a) \quad \text{for all } t \in (t_0, \min(T_2 - h, t_0 + \delta)).
\]
Since also $|w| \leq 2K h^{-1}$ in $[T_1, T_2 - h] \times [0, 1/2]$, owing to (7.33), whereas $\overline{w}(t) \to \infty$ as $t \to t_0$, we may apply the comparison principle with $\pm \overline{w}$, and we obtain

$$|w(t, x)| \leq [C_1 \gamma (t - t_0)]^{-1/\gamma} \text{ in } (t_0, \min(T_2 - h, t_0 + \delta)) \times (0, a].$$

Letting $h \to 0_+$, it follows that, for any $t_0 \in [T_1, T_2)$, we have

$$|u_{xt}| \leq [C_1 \gamma (t - t_0)]^{-1/\gamma} \text{ in } (t_0, \min(T_2, t_0 + \delta)) \times (0, a],$$

hence in $(t_0, \min(T_2, t_0 + \delta)] \times (0, 1/2]$ by interior regularity of $u$. This immediately yields the desired conclusion.

**Proof of Lemma 7.8.** Assume $t_0 \in (0, T^*)$ without loss of generality. We consider the approximating sequence of solutions $u_k$ of (7.2), with $F_k$ given by (5.3). The function $w := u_{k,tt}$ solves the equation

$$w_t - w_{xx} = F_k'(u_{k,xx})w_x + F_k''(u_{k,xx})(u_{k,xt})^2 \geq F_k'(u_{k,xx})w_x.$$

Since $u_{k,tt} = 0$ on the boundary and, by (3.16), $u_{k,tt}(t_0, \cdot) = u_{tt}(t_0, \cdot)$ for all $k$ sufficiently large, we have $u_{k,tt} \geq -C(t_0)$ for all $t > t_0$, and the conclusion follows by passing to the limit.

**Proof of Theorem 2.5(ii).** We first claim that

$$\phi(t) := \lim_{x \to 0_+} u_t(t, x) \text{ exists for all } t \in (T_1, T_2] \tag{7.34}$$

and

$$u_t(t, 0) \text{ exists, with } u_t(t, 0) = \phi(t) \text{, for all } t \in (T_1, T_2]. \tag{7.35}$$

Let $t \in (T_1, T_2]$. Writing

$$u_t(t, x) = u_t(t, 1/2) - \int_x^{1/2} u_{tx}(t, y) \, dy, \quad 0 < x < 1/2,$$

and using the bound (7.25), we obtain (7.34), with

$$\phi(t) = u_t(t, 1/2) - \int_0^{1/2} u_{tx}(t, y) \, dy.$$

Moreover, since $u$ is smooth in $(0, 1)$ and $|u_{tx}|$ is dominated, the right-hand side is a continuous function of $t$, so $\phi$ is continuous and actually satisfies for all $x \in (0, 1/2)$:

$$u_t(t, x) = \phi(t) + \int_0^x u_{tx}(t, y) \, dy, \quad 0 < x < 1/2. \tag{7.36}$$

Therefore, for all $t, s \in (T_1, T_2)$, by (3.5), (7.34) and dominated convergence, we have

$$u(s, 0) - u(t, 0) = \lim_{x \to 0} (u(s, x) - u(t, x)) = \lim_{x \to 0} \int_t^s u_t(\sigma, x) \, d\sigma = \int_t^s \phi(\sigma) \, d\sigma,$$

hence (7.35) follows from the continuity of $\phi$.

We next claim that

the restriction of $u_t$ to $(T_1, T_2) \times [0, 1/2]$ is continuous. \tag{7.37}

Let $\varepsilon > 0$ and $t \in [T_1 + \varepsilon, T_2]$. For any $y \in (0, 1/2)$, $s \in [T_1 + \varepsilon, T_2]$ and $x \in (0, y)$, by (7.35), (7.36) and (7.25), we have

$$|u_t(s, x) - u_t(t, 0)| \leq |u_t(s, x) - u_t(s, y)| + |u_t(s, y) - u_t(t, y)| + |u_t(t, y) - u_t(t, 0)| \leq \int_x^y |u_{tx}(s, \xi)| \, d\xi + |u_t(s, y) - u_t(t, y)| + \int_0^y |u_{tx}(t, \xi)| \, d\xi \leq |u_t(s, y) - u_t(t, y)| + C(\varepsilon)y.$$
Since $u_t \in C((0, \infty) \times (0, 1/2])$, it follows that

$$\limsup_{(s, x) \to (t, 0)} |u_t(s, x) - u_t(t, 0)| \leq C(\varepsilon)y.$$  

The claim (7.37) follows by letting $y \to 0$.

We then show that:

the restriction of the function $t \mapsto u(t, 0)$ to $[T_1, T_2]$ is of class $C^1$.  

In view of (7.35) and (7.37), it suffices to show that

$$\lim_{t \to T_{1+}} \phi(t) \text{ exists.}$$  

Fixing any $t_0 < T^*$, by Lemma 7.8, we may choose $C > 0$ such that, for all $x \in (0, 1)$, the function $t \mapsto u_t(t, x) + Ct$ is nondecreasing with respect to $t \geq t_0$. Therefore, letting $x \to 0$ and using (7.34), we infer that $\phi(t) + Ct$ is nondecreasing with respect to $t \in (T_1, T_2)$. Since it is bounded as a consequence of (3.5) and (7.34), it has a finite limit as $t \to T_{1+}$, hence (7.39) and (7.38).

Let us finally show that:

the restriction $V$ of $u - U_*$ to $Q := [T_1, T_2] \times [0, 1/2]$ is differentiable.  

It suffices to verify the differentiability at points $(t, 0)$ with $t \in [T_1, T_2]$. Fix $t \in [T_1, T_2]$ and take any $h$ such that $t + h \in [T_1, T_2]$ and $x \in (0, 1/2)$. Since $V$ is continuous in $Q$ and recalling (7.35), we deduce from the mean value theorem that

$$V(t + h, x) - V(t, 0) = V(t + h, x) - V(t + h, 0) + V(t + h, 0) - V(t, 0)$$

$$= V(t + h, x) - V(t + h, 0) + u(t + h, 0) - u(t, 0)$$

$$= xV_x(t + h, \theta x) + u(t + h, 0) - u(t, 0),$$

for some $\theta \in (0, 1)$ depending on $t, h, x$. Since, by (2.12),

$$|V_x| \leq Kx \quad \text{in} [T_1, T_2] \times (0, 1/2]$$  

and recalling (7.38), this guarantees (7.40). Moreover, we get

$$V_t(t, 0) = u_t(t, 0) \quad \text{for all} \ t \in (T_1, T_2) \quad \text{and} \ V_x(t, 0) = 0 \quad \text{for all} \ t \in [T_1, T_2].$$  

In view of (7.41) and (7.42), the $C^1$ regularity of $V$ is now a consequence of (7.40) and (7.37). \qed

The last result of this section, which will enable us to complete the proof of Theorem 2.4, establishes the two-piece monotonicity of $u$ in the time interval $[T^*, T^*]$. The monotonicity in the weak sense is proved by using zero-number for time translates of the solution. The possibility of a plateau is then ruled out by using the zero-number of $u_t$, Hopf’s lemma and the regularizing barriers from the proof of Lemma 5.5.

**Proposition 7.9.** Under the assumptions of Proposition 7.4, there exists $T_m \in (T^*, T^*)$ such that $u(t, 0)$ is increasing on $[T^*, T_m]$ and decreasing on $[T_m, T^*)$, with moreover

$$u_t \leq 0 \quad \text{in} \ [T_m, \infty) \times (0, 1).$$  

**Proof.** **Step 1.** **Monotonicity in the weak sense.** Fix $t_0 \in (0, T^*)$. By Lemma 6.4(iii), there exists $\tau_0 > 0$ such that

$$Z(u(t + \tau) - u(t)) \leq 2 \quad \text{for all} \ \tau \in (0, \tau_0) \ \text{and} \ t \geq t_0.$$  

Consider $T_m := \sup E$ where

$$E = \{ T > T^*; \ u(t, 0) \text{ is nondecreasing on} \ [T^*, T] \} \in (T^*, T^*),$$

noting that $E \neq \emptyset$ owing to (7.4) and that $E \subset (T^*, T^*)$ because of (7.23). By definition there exists $\varepsilon_j \to 0_+$ such that $u(T_m + \varepsilon_j, 0) < u(T_m, 0)$. 


Let us assume for contradiction that \( u \) and \( N \) are nonnegative, continuous up to the boundary, and verifies estimates (2.7) and (2.10) in Propositions 7.1 and 7.4 whereas (2.8) and (2.9) follow from (7.3), (7.17) and the regularity of \( u(t,0) \) proved in Theorem 2.5(ii).

Assertion (iii) is a consequence of Theorem 2.5 and Proposition 7.9.

Completion of proof of Theorem 2.4. Assertion (i) follows from Proposition 7.1 and the first part of Proposition 7.4.

In assertion (ii), estimates (2.7) and (2.10) are just (7.2) and (7.18) in Propositions 7.1 and 7.4 whereas (2.8) and (2.9) follow from (7.3), (7.17) and the regularity of \( u(t,0) \) proved in Theorem 2.5(ii).

**8. Behavior of minimal GBU solutions: proof of Theorem 2.6**

This section is devoted to the behavior of minimal blow-up solutions. We already know that those solutions are characterized by the fact that the boundary condition is not lost. In addition, if \( N(u_t(0)) = 2 \), we also know from Proposition 7.1(i), that minimal blow-up solutions occur if and only if \( L = 0 \), where \( L \) is defined in (6.16).

We first give the:

**Proof of Theorem 2.6(ii).** By (7.1) and Proposition 5.7 it follows that

\[
\text{for all } t, T < T^* \text{ and } x \in \mathbb{R}^N, \quad u_t \leq 0.
\]

and that \( u \) never loses boundary conditions and satisfies \( u \leq U^*_\ell \), \( u_x \leq U^*_\ell \) for all times after \( T^* \).

Now, set \( W := U^*_\ell - u \). This function is nonnegative and verifies

\[
W_t - W_{xx} = (U^*_\ell)^p - (u_x)^p \geq 0
\]
on $(0,1/2)$ for $t > T^*$, with $W(t, 1/2) > 0$ due to (5.7) (and $W$ is continuous up to the boundary). Then, Hopf’s Lemma gives $W(T^* + t, x) \geq c(t)x$ for all $t > 0$, with some (possibly bad) $c(t) > 0$. i.e. $u(T^* + t, x) \leq U_* - c(t)x$. We conclude by applying Lemma 5.5.

One of the main ingredients of the proof of parts (i) and (iii) of Theorem 2.6 is the already established Proposition 4.3, where we showed that nonminimal blow-up and smoothing rates stem from the continuity of the time derivative at the boundary. In the following steps, we aim at getting the necessary informations on the time derivative in order to apply Proposition 4.3.

**Lemma 8.1.** Let $\phi \in W^{3,\infty}(0,1)$ be compatible at order two, with $\phi$ symmetric and nondecreasing on $[0,1/2]$. Assume that $N(0) = 2$ and $T^* < \infty$. Fix any $t_0 \in (0, T^*)$. Then we have

$$u_{tx} \geq -C, \quad (t,x) \in [t_0,T^*) \times [0,1/2],$$

(8.2)

for some constant $C > 0$. As a consequence, we have

$$u_t(t,x) \geq -C t, \quad (t,x) \in [t_0,T^*) \times (0,1/2].$$

(8.3)

**Proof.** Set $w := u_{tx}$. Differentiating the equation in (5.1) with respect to $t$ and then to $x$, we find

$$w_t - w_{xx} = p|u_x|^{p-2}u_xu_{txx} + p(p-1)|u_x|^{p-2}u_{x|x}u_{xx}$$

which is, with $a(t,x) = p|u_x|^{p-2}u_x$ and $b(t,x) = p(p-1)|u_x|^{p-2}u_{xx}$. Moreover, we observe that

$$b = p(p-1)|u_x|^{p-2}(u_t - |u_x|^p) \leq p(p-1)|u_x|^{p-2}(M - |u_x|^p) < C_0.$$ 

Since the modified function $\tilde{w} = e^{-C_0 t}w$ then satisfies

$$\tilde{w}_t - \tilde{w}_{xx} = a\tilde{w}_x + b_1 \tilde{w},$$

with $b_1 := b - C_0 < 0$, the maximum principle yields

$$\min_{Q_T} \tilde{w}_- = \min_{\partial P Q_T} \tilde{w}_-, \quad \text{for all } T \in (t_0,T^*),$$

(8.4)

where $Q_T = (t_0, T) \times (0,1/2)$ and $\partial P Q_T$ denotes its parabolic boundary.

On the other hand, by Lemma 6.4(i), for each given $t \in [t_0, T^*)$, we have $u_t(t,x) \geq 0$ for $x$ close to 0, hence $u_{tx}(t,0) \geq 0$ (recalling $u_t(t,0) = 0$). Moreover, $\tilde{w} \geq -C$ at $x = 1/2$, since the solution remains smooth for all times away from the boundary of $(0,1)$. Property (8.4) then reduces to

$$\min_{Q_T} \tilde{w}_- \geq \min_{x \in [0,1]} [-C, \min_{x \in [0,1]} \tilde{w}_-(t_0,0)] \text{ for all } T \in (t_0,T^*),$$

and the conclusion follows.

**Lemma 8.2.** Under the assumptions of Theorem 2.6 we have

$$\lim_{t \to T^*, x \to 0} u_t(t,x) = 0.$$ 

**Proof.** We have $\liminf_{t \to T^*, x \to 0} u_t(t,x) \geq 0$ owing to (8.3). So it suffices to show $\limsup_{t \to T^*, x \to 0} u_t(t,x) \leq 0$.

Assume for contradiction that there exist $\eta > 0$, $t_j \to T^*$ and $x_j \to 0$ such that

$$u_t(t_j, x_j) \geq \eta.$$ 

Let $h = \eta/(2C)$ where $C$ is given by (8.2). For all large $j$, we have $x_j < h$ and we deduce from (8.2) that

$$u_t(t_j, h) := u_t(t_j, x_j) + \int_{x_j}^{h} u_{tx}(t_j, x) \, dx \geq \eta - Ch = \eta/2.$$ 

Letting $j \to \infty$ and using $u_t \in C((0,T^*) \times (0,1))$, we deduce that $u_t(T^*, h) \geq \eta/2$. This is a contradiction with (8.1). □
Lemma 8.3. Under the assumptions of Theorem 2.6, we have
\[ \lim_{t \to T^*_m, x \to 0} u(t, x) = 0. \]

Proof. In view of (8.1), it suffices to prove that \( \lim \inf_{t \to T^*_m, x \to 0} u(t, x) \geq 0 \). By (5.7), we have
\[ \sigma := - \max_{t \in [T^*, T^* + 1]} u(t, 1/2) > 0 \]
and, by Lemma 6.4(iii), there exists \( \varepsilon_0 \in (0, \sigma) \) such that
\[ Z_\varepsilon(t) := Z(u(t) + \varepsilon) \leq 2 \quad \text{for all} \quad \varepsilon \in (0, \varepsilon_0) \quad \text{and all} \quad t \geq T^*. \] (8.6)
Moreover, for all \( t \in (T^*, T^* + 1) \), since \( u(t) \in C([0, 1]) \) and \( u(t, 0) = 0 \) by Theorem 2.6(ii), we have \( Z_\varepsilon(t) = 2 \) due to (8.5).

Now assume for contradiction that there exist \( \varepsilon \in (0, \varepsilon_0) \), \( t_j \to T^*_m \) and \( x_j \to 0 \) such that
\[ u(t_j, x_j) < -\varepsilon. \]
Then, we have
\[ u(t_j, x) \leq -\varepsilon, \quad x_j \leq x \leq 1/2 \]
due to \( Z_\varepsilon(t_j) = 2 \). For all fixed \( x \in (0, 1/2) \), letting \( j \to \infty \), we obtain \( u(t, x) \leq -\varepsilon \), a contradiction with (8.3) for \( t = T^* \). \( \square \)

We have now all the ingredients to conclude the proof of Theorem 2.6.

Proof of Theorem 2.6(i) and (iii). Assertion (i) is a direct consequence of Proposition 4.3(i) and Lemma 8.2, whereas assertion (iii) is a direct consequence of Proposition 4.3(ii) and Lemma 8.3. \( \square \)

9. Appendix 1. A partial monotonicity result for the zero-number of \( u_t \)

In this short appendix, we state the following additional result, announced before Proposition 6.2 and prove it as an a posteriori consequence of our analysis of the behavior of the global viscosity solution. It shows the monotonicity of the zero-number of \( u_t \) for the viscosity solutions starting with \( N(0) \leq 4 \).

Proposition 9.1. Let \( \phi \in W^{3,\infty}(0, 1) \) be compatible at order two, with \( \phi \) symmetric and nondecreasing on \([0, 1/2]\). Assume that \( N(0) \leq 4 \) and \( T^* < \infty \). Then the zero-number \( N(t) \) of \( u_t \) is a nonincreasing function of \( t \). In particular, if \( N(0) = 2 \), then we have
\[ N(t) = \begin{cases} 2 & \text{for all} \ t \in [0, T_d), \\ 0 & \text{for all} \ t \in [T_d, \infty), \end{cases} \]
with \( T_d = T_m \) if \( u \) is nonminimal and \( T_d = T^* \) if \( u \) is minimal.

Proof. By Lemma 6.5 the monotonicity property can be reduced to the case \( N(0) = 2 \). The case when \( N(0) = 2 \) and \( u \) is minimal follows from (8.1) and Lemma 6.4. Let us thus assume that \( N(0) = 2 \) and \( u \) is nonminimal.

By Lemma 6.4(iii) and Proposition 7.9, we have \( N(t) = 2 \) for all \( t \in (0, T^*) \) and \( N(t) = 0 \) for all \( t \in [T_m, \infty) \). Assume for contradiction that \( N(t_0) = 0 \) for some \( t_0 \in (T^*, T_m) \). Then \( u_t(t_0) \leq 0 \) in \((0, 1)\), hence
\[ u(t_0, x) \leq u(t_0, 0) + U_+(x) \text{ in } [0, 1] \]
by Lemma 5.6(ii) and the symmetry of \( u \). Since \( u(t_0) \) is increasing on \([T^*, T_m]\) and \( u_t \in C((T^*, T_m) \times [0, 1]) \) by Theorem 2.5(ii), there exist \( \varepsilon > 0 \) and \( t_1, t_2 \) with \( t_0 < t_1 < t_2 < T_m \) such that
\[ u_t(t, 0) \geq \varepsilon \text{ on } [t_1, t_2] \quad \text{and} \quad u_t(t, 0) \geq 0 \text{ on } (T^*, T_m). \]
We first define the comparison function \( z(t, x) = u(t, 0) + U_*(x) \), which satisfies
\[
z_t - z_{xx} - |z_x|^p = u_t(t, 0) - U''_*(x) - pU'_*(x) - u(t, 0) \geq 0 \quad \text{in } (T^*, T_m) \times (0, 1).
\]

In view of (9.1) and of \( u(t, 1) = u(t, 0) \), the comparison principle in Proposition 3.3 guarantees that
\[
u(t, x) \leq u(t, 0) + U_*(x) \quad \text{in } (t_0, T_m) \times [0, 1].
\] (9.2)

We next define the comparison function
\[
W(t, x) = u(t, 0) + U_*(x) - \eta(t - t_1)x \quad \text{in } [t_1, t_2] \times [0, 1],
\]
where \( \eta \in (0, \varepsilon) \) is chosen small enough so that \( U_*(x) - \eta(t_2 - t_1)x \geq 0 \) and \( U'_*(x) - \eta(t_2 - t_1) \geq 0 \) for all \( x \in (0, 1) \). We then have \( 0 \leq W_x \leq U'_* \) in \([t_1, t_2] \times (0, 1)\) and \( W(t, x) \geq u(t, 0) \) in \([t_1, t_2] \times [0, 1]\).

Consequently, we obtain
\[
W_t - W_{xx} - |W_x|^p = u_t(t, 0) - \eta x - U''_* - (W_x)^p \\ \geq \varepsilon - \eta - U''_* - U'_p = \varepsilon - \eta > 0 \quad \text{in } [t_1, t_2] \times (0, 1).
\]

Since \( W(t_1, x) = u(t_1, 0) + U_*(x) \geq u(t_1, x) \) in \([0, 1]\) by (9.2), applying the comparison principle again, we deduce that
\[
u(t, x) \leq u(t, 0) + U_*(x) - \eta(t - t_1)x \quad \text{in } [t_1, t_2] \times [0, 1].
\]

But this contradicts (2.11).

10. Appendix 2: Proof of Theorem 3.2

We first establish the following interior a priori estimate for a more general equation, which covers the regularized problems (3.6). It relies on a Bernstein type argument (which is a modification of [25, Theorem 3.1], where only the case \( F(\nabla u) = |\nabla u|^p \) was treated; the latter was motivated by [16] for the elliptic case). See also the Appendix in [21] for local in time – global in space gradient estimates of similar type.

**Lemma 10.1.** Let \( \Omega \) be any domain of \( \mathbb{R}^n \). Let \( F(\xi) \in W^{1,\infty}_{\text{loc}}(\mathbb{R}^n) \) satisfy:
\[
F(\xi) \geq C_2|\xi|^m, \quad \text{for } |\xi| \geq \xi_0,
\] (10.1)
\[
|\nabla F(\xi)| \leq C_1(1 + |\xi|^{-2}F^{2-\theta}(\xi)), \quad \text{for all } \xi \neq 0,
\] (10.2)
where \( m > 1, \theta \in (0, 1), C_1, C_2, \xi_0 > 0 \). Let \( 0 \leq t_0 < T < \infty, v \in C^{1,2}((t_0, T) \times \Omega) \), with \( \nabla v \in C((t_0, T) \times \Omega) \), be a solution of
\[
v_t - \Delta v = F(\nabla v) \quad \text{in } (t_0, T) \times \Omega,
\]
and assume that
\[
|\nabla v(t_0, x)| \leq M_0 \quad \text{in } \Omega
\] (10.3)
and
\[
|v|_1 \leq M_1 \quad \text{in } (t_0, T) \times \Omega.
\] (10.4)

Then \( \nabla v \) satisfies the estimate
\[
|\nabla v(t, x)| \leq C_3[1 + \delta^{-1/(\theta m)}(x) + \delta^{-1/(m-1)}(x)] \quad \text{in } (t_0, T) \times \Omega,
\] (10.5)
where \( \delta(x) = \text{dist}(x, \partial \Omega) \) and the constant \( C_3 > 0 \) depends only on \( C_1, C_2, \xi_0, M_0, M_1, m, \theta, n \).

**Proof.** Let \( x_0 \in \Omega, R = \delta(x_0) \) and \( Q_R = (t_0, T) \times B_R(x_0) \). For \( i = 1, \ldots, n \), put \( \psi_i = \frac{\partial v}{\partial x_i} \). By parabolic regularity, we have \( \partial_i v_i, D^2 v_i \in L^q_{\text{loc}}(Q_R) \) for all \( q < \infty \). Differentiating in \( x_i \), we obtain
\[
\partial_i v_i - \Delta v_i = (F(\nabla v))_{i}.
\] (10.6)

Let \( w = |\nabla v|^2 \). Multiplying (10.6) by \( 2v_i \), summing up, and using \( \Delta w = 2\nabla v \cdot \nabla (\Delta v) + 2|D^2 v|^2 \) (with \( |D^2 v|^2 = \sum_{i,j} (v_{ij})^2 \)), we deduce that
\[
Lw := w_t - \Delta w + b \cdot \nabla w = -2|D^2 v|^2 \quad \text{in } Q_R,
\] (10.7)

with \( b := -\nabla F(\nabla v) \).
Let $a \in (0, 1)$ and put $R' = 3R/4$. We can select a cut-off function $\eta \in C^2(\bar{B}(x_0, R'))$, $0 \leq \eta \leq 1$, with $\eta = 0$ for $|x - x_0| = R'$, such that

$$|\nabla \eta| \leq CR^{-1}\eta^a, \quad |\Delta \eta| + \eta^{-1}|\nabla \eta|^2 \leq CR^{-2}\eta^a,$$

for $|x - x_0| < R'$, \hspace{1cm} (10.8)

with $C = C(a) > 0$ (see e.g. [25, p. 374]). Set

$$z = \eta w.$$

In the rest of the proof, $C$ denotes a generic positive constant depending only on $C_1, C_2, \xi_0, M_0, M_1, m, \theta, n, a$. We have

$$\mathcal{L}z = \eta \mathcal{L}w + w\mathcal{L}\eta - 2\nabla \eta \cdot \nabla w = -2\eta|D^2 v|^2 + w\mathcal{L}\eta - 2\nabla \eta \cdot \nabla w \quad \text{in} \quad Q_{R'}$$

by \hspace{1cm} (10.7), and

$$2|\nabla \eta \cdot \nabla w| = 4 \sum_i \nabla \eta \cdot v_i \nabla v_i | \leq 4 \sum_i \eta^{-1}|\nabla \eta|^2 v_i^2 + \sum_i \eta|\nabla v_i|^2 = 4\eta^{-1}|\nabla \eta|^2 w + \eta|D^2 v|^2,$$

hence, using \hspace{1cm} (10.8),

$$\mathcal{L}z + \eta |D^2 v|^2 \leq (L\eta + 4\eta^{-1}|\nabla \eta|^2)w \leq C\eta^\theta (R^{-1}|\nabla F(\nabla v)| + R^{-\theta})|\nabla v|^2 \quad \text{in} \quad Q_{R'}.$$

Taking \hspace{1cm} (10.2) into account and denoting $\Sigma = Q_{R'} \cap \{(t,x); \ z(t,x) \geq \xi_0\}$, we obtain

$$\mathcal{L}z + \eta |D^2 v|^2 \leq CR^{-1}\eta^a F^{2-\theta}(\nabla v) + C(R^{-2} + R^{-1})\eta^\theta |\nabla v|^2 \quad \text{in} \quad \Sigma.$$}

Choose $a = \max((2 - \theta)/2, 1/m) \in (0, 1)$. Using Young’s inequality, $\eta \leq 1$ and \hspace{1cm} (10.1), it follows that, for all $\varepsilon > 0,$

$$\mathcal{L}z + \eta |D^2 v|^2 \leq \varepsilon \eta^{2/(2-\theta)} F^2(\nabla v) + C(\varepsilon)R^{-2/\theta} + \varepsilon \eta^m |\nabla v|^{2m} + C(\varepsilon)(1 + R^{-2m/(m-1)})$$

$$\leq \varepsilon(1 + C_2^{-2}) F^2(\nabla v) + C(\varepsilon)(1 + R^{-2/\theta} + R^{-2m/(m-1)}) \quad \text{in} \quad \Sigma.$$}

On the other hand, using the fact that $|F(\nabla v) - v_t| = |\Delta v| \leq \sqrt{n}|D^2 v|$, along with \hspace{1cm} (10.4), we obtain

$$\frac{1}{2n} F^2(\nabla v) \leq |D^2 v|^2 + |v_t|^2 \leq |D^2 v|^2 + M_i^2.$$

Combining this with \hspace{1cm} (10.9) with the choice $\varepsilon = [4n(1 + C_2^{-2})]^{-1}$, it follows that

$$\mathcal{L}z + \frac{1}{2n} \eta F^2(\nabla v) \leq \frac{1}{4n} \eta F^2(\nabla v) + C(1 + R^{-2/\theta} + R^{-2m/(m-1)}) \quad \text{in} \quad \Sigma.$$}

Since $\eta F^2(\nabla v) \geq \eta |\nabla v|^{2m} \geq \varepsilon m$ in $\Sigma$, we obtain

$$\mathcal{L}z \leq -\frac{1}{4n} \eta z^m + A \quad \text{in} \quad \Sigma, \quad \text{with} \quad A = C(1 + R^{-2/\theta} + R^{-2m/(m-1)}).$$

It follows from the maximum principle (see, e.g., [23 Proposition 52.4 and Remark 52.11(a)]) that

$$\sup_{Q_{R'}} z \leq \max_{x \in \partial Q_{R'}} z(t_0, x), (4nA)^{(1/m)} \leq \max(M_0^2, (4nA)^{(1/m)}),$$

hence

$$|\nabla u(t,x_0)| \leq \sup_{Q_{R'}} z^{1/2} \leq C[1 + R^{-1/(\theta m)} + R^{-1/(m-1)}], \quad t_0 < t < T,$$

which proves the lemma.

**Proof of Theorem 3.2(i). Step 1. Convergence.** For each $k$, since $F_k$ has at most quadratic growth by \hspace{1cm} (3.11), the global classical existence of $u_k$ is well known (see, e.g., [23 Section 35]). In view of \hspace{1cm} (3.8), the maximum principle guarantees that $u_k$ is nondecreasing with respect to $k$ and that

$$e^{t\Delta} \phi \leq u_k \leq A_0 := \sup_\Omega \phi \quad \text{in} \quad [0, \infty) \times \Omega,$$

(10.11)
for all \( k \geq 1 \). Therefore \( U(t, x) := \lim_k u_k(t, x) \) is well defined and finite for each \( t > 0, x \in \Omega \). Moreover, by (3.8), (3.9), we have

\[
F_k(\xi) \leq |\xi|^p, \quad |\nabla F_k(\xi)| \leq C(|\xi|^q + 1),
\]

with \( q = (2 - \theta)p - 2 > 0 \) and \( C \) independent of \( k \). By standard parabolic regularity arguments, we deduce the existence of \( t_0 > 0 \) such that, for each \( \epsilon \in (0, t_0) \),

\[
C_0 := \sup_k \|\nabla u_k\|_{L^\infty((0,t_0)\times\Omega^n)} < \infty \quad \text{and} \quad \sup_k \|u_k\|_{C^{1,2}((\epsilon,t_0)\times\Omega^n)} < \infty.
\]

In particular, \( M_0 := \sup_k \|\partial_t u_k\|_{L^\infty(\Omega)} < \infty \) and, by the maximum principle applied to \( \partial_t u_k \), we deduce that

\[
|\partial_t u_k| \leq M_0 \quad \text{in } (t_0, \infty) \times \Omega.
\]

On the other hand, the nonlinearities \( F = F_k \) satisfy the assumptions of Lemma \ref{10.1} with \( m = 2 \) and, by (10.13), (10.14), the solutions \( v = u_k \) satisfy assumptions (10.3), (10.4), with constants \( C_1, C_2, \epsilon_0, M_0, M_1 \) independent of \( k \). Applying Lemma \ref{10.1} we obtain an interior a priori estimate of the form

\[
|\nabla u_k| \leq C(\epsilon) \quad \text{in } (t_0, \infty) \times \Omega_\epsilon,
\]

for each \( \epsilon > 0 \), where \( \Omega_\epsilon = \{ x \in \Omega; \delta(x) > \epsilon \} \). By (10.13), (10.15), parabolic estimates and a diagonal procedure, it follows that the sequence \( u_k \) is relatively compact in \( C^{1,2}(\epsilon, T) \times \Omega_\epsilon \) for each \( \epsilon, T > 0 \). Consequently, using (3.8), we deduce that \( U \in C^{1,2}((0, \infty) \times \Omega) \), that some subsequence of \( u_k \) converges to \( U \) in \( C^{1,2}_{loc}((0, \infty) \times \Omega) \) and that \( U \) is a classical solution of \( U_t - \Delta U = |\nabla U|^p \) in \( (0, \infty) \times \Omega \), which also satisfies

\[
U \in C^{1,2}((0,t_0) \times \Omega),
\]

owing to (10.13). Moreover, the whole sequence \( u_k \) actually converges due to the uniqueness of the possible (pointwise) limits.

**Step 2. Continuity of \( U \) up to the boundary.** By (10.14), we have

\[
|U_t| \leq M_0 \quad \text{in } (t_0, \infty) \times \Omega.
\]

Hence, for \( t \geq t_0 \), \( U(t) \) satisfies \( \Delta U + |\nabla U|^p \leq M_0 \) in \( \Omega \). By \cite{[1]} Theorem 1.1, \( U(t) \) can be extended in a continuous way up to the boundary and belongs to \( C^{1-\alpha}([0, \infty) \times \Omega) \), \( \alpha = 1/(p - 1) \), with a uniform (in time) estimate

\[
|U(t, x) - U(t, y)| \leq M |x - y|^{1-\alpha}, \quad t \geq t_0, \ x, y \in \Omega,
\]

where \( M \) only depends on \( M_0, \|\nabla U\|_{L_p}, \Omega \). On the other hand, as a consequence of (10.17) and since \( u \) is smooth inside \( \Omega \), we also have

\[
|U(\tau) - U(t)|_{L^\infty(\Omega)} \leq M_0 |\tau - t|, \quad \tau, t \in [t_0, \infty).
\]

From (10.18) and (10.19), one immediately deduces the continuity of \( U \) up to the boundary for \( t \geq t_0 \), and therefore, since \( U \) is classical in \( [0, t_0] \), we have that \( U \in C([0, \infty) \times \Omega) \).

Moreover, since \( U \geq e^{t\Delta \phi} \) in \( [0, \infty) \times \Omega \) owing to (10.11), we also have

\[
U \geq 0 \quad \text{on } (0, \infty) \times \partial \Omega.
\]

**Step 3. Uniqueness.** We claim that \( U \) is independent of the choice of the sequence \( F_k \) verifying the assumptions of Theorem \ref{3.2} (1). Let \( V \) be the limit of the sequence \( v_k \) associated with another sequence of nonlinearities \( G_k \). Since \( \partial_t v_k - \Delta v_k = G_k(\nabla v_k) \leq |\nabla v_k|^p \) and \( v_k = 0 \leq U \) on \( \partial \Omega \) by (10.20), the comparison principle in Proposition \ref{3.3} ensures that \( v_k \leq U \), hence \( V \leq U \). Similarly, we obtain \( U \leq V \).\(\square\)
Proof of Theorem 3.2(ii). Since \( u_k \leq u \) on \( \partial \Omega \) and \( u_k, u \in C([0, \infty) \times \overline{\Omega}) \cap C^{1,2}((0, \infty) \times \Omega) \), the comparison principle in Proposition 3.3 ensures that \( u_k \leq u \), hence \( U \leq u \). On the other hand, \( U \in C([0, \infty) \times \overline{\Omega}) \cap C^{1,2}((0, \infty) \times \Omega) \) is a supersolution of (1.1) in the classical sense, hence a viscosity supersolution. By the comparison principle for viscosity sub-/supersolutions (see [6]), we conclude that \( U \geq u \). \( \square \)
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