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Curli are amyloid fibrils that grow from many enteric bacteria and play a structural role in the biofilm extracellular matrix (ECM). Although curli biogenesis is one of the best understood amyloidogenic pathways, the exact atomistic structure of the major subunit CsgA is still unknown. We assess structural models of CsgA and the minor subunit CsgB obtained using the Robetta, Quark, FALCON@home and RaptorX protein structure prediction servers, as well as previously published models. Our objective is to identify or produce models of CsgA and CsgB that exhibit (1) beta-helical structure, (2) sizing in agreement with experiment, (3) alignment among conserved residues, and (4) stability in MD simulations. To this end, an additional CsgA model is created by threading the sequence to the only CsgB model that meets these criteria. Static models are first assessed in terms of structure, sizing, and residue alignment. Additionally, short MD simulations are used to rule out models exhibiting instability. Of the servers used, only Robetta and Raptor produced beta-helical structures. We propose candidate models of CsgA and CsgB that meet all four selection criteria, and remain stable in 150 ns simulations. The development of these subunit structural models will enable molecular-level investigation of curli properties.

Introduction

Amyloid fibrils are highly ordered, beta-sheet rich structures that are resistant to degradation and mechanical and environmental stresses. Although initially believed to be the product of protein misfolding and aggregation, some functional amyloids are the result of a highly specific folding pathway. For example, while dysfunctional amyloids are closely associated with Alzheimers, Parkinson’s disease, type II diabetes and more, naturally occurring functional amyloids have been found to contribute to normal physiology of cells and tissues through functions including adhesins in biofilms, scaffolding, and cell protection. So far, amyloids have been harnessed for bioengineering applications such as enhanced adhesives, templates for conducting nanowires, functionalized biosensors, scaffolds for cell adhesion, and more.

Curli fibrils are one such amyloid that grow on the surface of bacteria such as E. coli and are a structural component of the biofilm scaffold. These fibrils play a key role in adhesion to surfaces and host cell invasion, stimulate autoimmunity, and curli biogenesis is one of the best-understood pathways of amyloidogenesis. Curli are made up of beta-helical protein monomers arranged with beta-strands stacked parallel to the fibril axis, consisting mainly of a major subunit, CsgA. In its mature form, CsgA is 13.1 kDa (after the N-terminal signalling peptide is cleaved). CsgA is secreted as an unstructured, soluble protein and is nucleated by the membrane-associated minor subunit, CsgB. CsgA and CsgB possess similar sequences (~30%) and are believed to have similar structures. However, CsgB has been shown to achieve an amyloid conformation more quickly than CsgA and have an inherent propensity for aggregation, directing CsgA polymerization. It has been proposed that CsgB templates soluble CsgA to induce a conformational transition to a folded structure, although the exact molecular changes during growth are still unknown. In vitro, CsgA alone can form amyloid, but without CsgB in vivo, CsgA is secreted away from the cell. As the presence of CsgB shortens the lag phase in CsgA polymerization, Hammer et al. noted that the use of CsgB to quickly convert soluble CsgA to stable fibrils may be a strategy employed to reduce cytotoxicity. The robust nature of CsgA formation permits disassembly and reassembly into films, as well as incorporation of mutations and conjugations. Curli have already been engineered to develop strong underwater adhesives, multifunctional biofilms, template nanoparticles and quantum dots, and more. However, the complete atomistic structure of neither CsgA nor CsgB has been experimentally determined. As the structure of a protein dictates its function, knowledge of specific protein structure is of great importance in fully understanding curli formation and function, and utilizing these structures in bioengineering applications.

Amyloid fibrils do not easily permit the use of traditional methods such as X-ray crystallography or solution state NMR
due to their insolubility, and repeating beta-strands. In these cases, solid-state NMR (ssNMR) has been applied to amyloids and has provided structural insight for Alzheimer's beta-amyloid,\textsuperscript{26,35} $\beta_2$-microglobulin fibrils,\textsuperscript{37} prion proteins,\textsuperscript{38} tau paired helical filaments,\textsuperscript{39} and more. X-ray fiber diffraction has also been used to probe structural details of amyloids\textsuperscript{40,41} including prions.\textsuperscript{42} For CsgA, obtaining high-quality structural information using ssNMR is difficult, as they may form polymorphisms \textit{in vitro} and the sequence repeats produce spectral overlaps.\textsuperscript{35} Although there is no full experimental structural model for curli, a coarse-grained model has been developed to study curli adhesion and desorption.\textsuperscript{43} For the CsgA monomer, a novel approach using multiple sequence alignment contacts as structural restraints has created two CsgA models with left and right-hand chirality.\textsuperscript{44} This approach successfully produced beta-helical structures from extended structures using enhanced Monte Carlo simulations, but did not further study the produced structures in regard to dynamics or stability. Use of ssNMR has also begun to uncover details of the structure.\textsuperscript{26,35} The CsgA structure contains multiple amyloidogenic domains, as well as an N-terminal domain that is necessary for secretion and is protease susceptible, but is not part of the amyloid core.\textsuperscript{7,45,66} Within the core, repeats R1, R3 and R5 are found to be amyloidogenic, although specific gatekeeper residues have been noted to reduce amyloidogenicity.\textsuperscript{45,47} CsgA is unstructured during secretion, but a folding intermediate has been detected with a conformation specific antibody. Finally, studies indicate the mature curli fiber contains a beta-helical structure $\sim$3 nm in diameter,\textsuperscript{29} with Ser, Gln, Asn and Gln residues conserved along repeating strands.\textsuperscript{13} The salmonella analog, AgfA, is also predicted to favor a parallel beta-helix structure, with Ser, Gln, and Asn residues conserved and aligned across repeating beta-strands.\textsuperscript{48} In the AgfA model, these residues may contribute to stability by flanking the turns of the helix and hydrogen bonding with the chain backbone.\textsuperscript{48} Such “polar zippers” have been reported in other amyloids rich in Asn and Gln residues, and stabilize the structure through formation of hydrogen bond networks.\textsuperscript{48–51} The minor subunit CsgB, is believed to have a comparable beta-helical structure, similar to the salmonella analog, AgfB.\textsuperscript{23} Within CsgB, the fifth repeat unit (R5) has been shown to be necessary for surface association, indicating that R5 associates with the membrane, and the remaining repeats form an amyloid core that can template CsgA.\textsuperscript{13,24} Additionally, experiments have found CsgB incorporated in small amounts along the fiber structure, and also located in areas where fibers appeared to branch. Overexpression of CsgB can also lead to short CsgB polymers on the cell surface, indicating CsgB is capable of polymerization in addition to nucleation.\textsuperscript{28} However, further molecular details about the interactions between CsgB and CsgA subunits are unknown. Interestingly, a recent study was able to monitor curli growth in great detail and found that fibers \textit{in situ} show anisotropic growth (one end elongates more rapidly than the other). Additionally, temporary defects were observed that may or may not result in a “scar”, indicating imperfections within the fibers are possible.\textsuperscript{53}

So far, no study has critically assessed CsgA or CsgB structural model stability using molecular dynamics (MD) simulations. However, MD has been used to study proteins with similar structures to assess or compare potential models,\textsuperscript{54–56} gain insight on mechanisms\textsuperscript{57} and folding pathways,\textsuperscript{58} and guide nanoengineering design.\textsuperscript{59} Uncovering details of CsgA and CsgB structure will not only give additional insight into their formation and structural properties, but can provide crucial knowledge for opportunities in engineering the fibrils to create functionalized biomaterials. For proteins lacking experimental data, computational methods may be applied to protein structure determination. Determining a protein’s topology from sequence alone is currently a grand challenge in the field of protein structure determination and is tested regularly in worldwide CASP (Critical Assessment of protein Structure Prediction) competitions.\textsuperscript{60–62} The structure of a protein sequence can be template-based, using a known protein with similar sequence or structure to guide predictions, or \textit{ab initio}, using physical principles rather than previously solved structures. Despite remarkable progress since the advent of structural determination, \textit{for ab initio} modelling, the vast conformational search space and force field accuracy are two issues still impeding fast and accurate structure determination.\textsuperscript{63}

To study possible CsgA structural models, we choose to take an \textit{ab initio} approach when possible, as the vast majority of known protein structures are of globular proteins. Threading or template-based approaches may be implicitly biased toward these motifs. Here, we utilize four freely available web servers, Robetta,\textsuperscript{64,65} FALCON@home,\textsuperscript{66,67} Quark\textsuperscript{68} and RaptorX.\textsuperscript{69,70} The Robetta \textit{ab initio} method was used, which uses Rosetta’s fragment insertion method,\textsuperscript{71} which has been used successfully\textsuperscript{72–74} and unsuccessfully\textsuperscript{75} on a variety of proteins. While the Robetta server is well-established, it requires a significant calculation time, which can be weeks to months for challenging models. FALCON@home has both template-based and \textit{ab initio} modules; this focuses first on remote homologue identification, and uses the \textit{ab initio} model when no homologues are identified for the target protein.\textsuperscript{76} The \textit{ab initio} module uses a position-specific hidden Markov model to generate structural predictions, using fragments to obtain information on local biases, rather than as building blocks in an assembly process method.\textsuperscript{66} The template-free protein structure prediction using the Quark server builds fragment structures of variable sizes from unrelated experimental structures, along with a knowledge-based force field method.\textsuperscript{68} This method has been successfully applied to model ECM-associated proteins,\textsuperscript{76} beta-barrel components\textsuperscript{77} and more,\textsuperscript{78} although benchmark results have indicated that incorrect secondary structure predictions can misguide overall topology predictions, and that decoy segments may be biased toward the fragment library used.\textsuperscript{68} The RaptorX server uses template-based structure prediction with a threading protocol, incorporating a nonlinear scoring function method\textsuperscript{79} and can be used for remote homolog detection and structural prediction.\textsuperscript{79–81} While RaptorX can produce high-quality models for proteins with remote templates, structural predictions are inherently limited by the sequence and
structure databases used.\textsuperscript{28} We reiterate that many servers may be optimized for globular protein structures, and use of a sequence known to form amyloid fibrils may not generate optimal results.

In this work, we present and assess various CsgA and CsgB models obtained through protein structure prediction servers and other methods. Our objective is to identify or produce CsgA and CsgB models that meet all four of the following criteria: (1) beta-helical tertiary structure,\textsuperscript{20,35,46} (2) sizing in agreement with experiment,\textsuperscript{20} (3) conserved residues aligned,\textsuperscript{44} and (4) stability in MD simulations. We first compare initial structural models of CsgA and CsgB, and conduct all-atomistic molecular dynamics simulations in explicit water solvent to assess stability. Finally, we present candidate models that demonstrate stability and agreement with our current understanding of CsgA and CsgB features.

Results and discussion

Model assessment

CsgA models studied were obtained using the Robetta,\textsuperscript{64,65} RaptorX,\textsuperscript{69} Quark\textsuperscript{48} and FALCON@home\textsuperscript{66,67} servers, as well as two previously published models for CsgA, Tian-LH and Tian-RH (more details in Materials and methods). We created an additional model (CsgA-map) to supplement the models created using prediction servers (more details in Materials and methods). All models produced were beta-rich and representative structural models for each server can be found in Fig. 1. Models produced by the Robetta server, RaptorX server, and through previously published methods\textsuperscript{44} were predominately beta-helical, while models created using Quark and FALCON@home servers tended to have beta-meander (antiparallel beta-strands linked by hairpin loops) and beta-sandwich structures (two opposing antiparallel beta-sheets), respectively. For all initial models, the beta-sheet content was measured and compared among models (Fig. 2). Across all servers, good agreement was seen in which residues are classified as beta-strand. Models that were not beta-helical in structure often had beta-content near the N-terminus, while beta-helical structures had a disordered region in the 22 N-terminal residues. This analysis reveals that although the tertiary structure varies among predicted models, there is good consistency within secondary structure prediction.

The size and structural detail of possible models was examined, and can be found in Fig. 3 and Table 1. Beta-helical models generally had a beta-sheet face roughly 18–21 Å tall, were 28–30 Å wide (along the beta-strand length), and opposite beta-sheets were roughly 8–12 Å apart. The spacing between beta strands in model CsgA-map aligns well with a previous study using X-ray fiber diffraction,\textsuperscript{20} which found primary spacing between beta-strands within a beta-sheet to be ~4.7 Å, and a spacing of ~9 Å between beta-sheet layers (compare to ~4.9 Å and ~9.6 Å in Table 1). To assess how well each beta-sheet face fits together, the pocket volume inside each beta helix was estimated as shown in Table 1 using MOLE 2.0.\textsuperscript{83} A notable feature of amyloid structures that promotes stability is the dry “steric zipper” of closely meshing internal side chains.\textsuperscript{83} Models CsgA-map and RobA-3 had the smallest pocket volume values, showing that these models had more side chains facing inward and had better meshing inside the helix core.

Alternatively, Tian-LH, Tian-RH and RaptorX have fewer inward facing side chains, leaving large pockets inside the core. The orderly beta-helical models predicted using web servers RobA-3 and RaptorX had right-handed helices. Additionally, the helical portions of CsgA models produced using Robetta were right-handed. The handedness of the CsgA subunit is so far unknown, and previous studies\textsuperscript{44,84} were unable to discern whether one chirality was favorable over the other. In models created using Robetta and Raptor, the N-terminal 22 residues...
were generally unstructured, although in both Quark and FALCON@home models, this area contained beta-strand content. Both Tian-LH and RH had an overall beta-helix structure, with a meander motif near the first two beta strands near the N-terminus. RobA-3 is the only of the Robetta models that forms some kind of helix (although disordered), and the other four models contain beta helix-like loops connected with meander motifs.

The distance between adjacent strands, helix height and width were calculated for initial models, and the average value over backbone atoms of each strand is shown with the standard deviation included. Here, we can see that CsgA-map has the smallest distance between adjacent strands and second smallest helix height and thickness. Model CsgA-map also has the smallest standard deviation values, indicating a more organized structure. In the last column, models CsgA-map and RobA-3 are also among the smallest pocket volume values. Additionally, intermolecular distances were calculated for Val, Leu and Phe in the same or neighboring beta-strands and beta-sheets. The average intermolecular distances calculated were 7.7 Å for Val and 7.8 Å for Leu, in accord with experiment. Further details can be found in the ESL.

Next, the alignment of conserved residues was assessed for the initial models. Within the CsgA structure, each repeat contains internally conserved residues Ser, Gln, Asn, and Gln, and we expect these residues to be aligned along repeating beta-strands, based on placement and alignment of these same conserved residues in the analogous protein AgfA. In other amyloids, polar residues conserved across beta-strands have been reported facing both inward and outward. However, in the CsgA sequence, these sets of residues are covalently bonded to (i + 1) mainly charged and polar residues. The next covalently bonded (i + 2) residues are predominately hydrophobic, suggesting the conserved Ser, Gln, and Asn residues likely face inward. Selected models with these residues highlighted can be found in Fig. 3. Most of these residues were inward facing for beta-helical models. No server produced a model of CsgA with all four rows of Ser, Gln, Asn, Gln aligned and on the inside of the structure. Based on fulfilling the criteria of these four sets of amino acids aligned and within the helix core, the structure CsgA-map was created (details in Materials and methods). From these results, if the conserved residues are all indeed aligned and within the helix core, CsgA-map is the only feasible CsgA model of the set assessed here.
The CsgB sequence was also submitted to Robetta, FALCONE@home, Quark and RaptorX servers. No predicted models of CsgB atomic structure have been made available, although the salmonella analog AfgB is predicted to also adopt a beta-helical conformation. The RaptorX model contained all 151 amino acids and had a right-handed beta-helical structure, with a nine residue alpha helical portion at the N-terminus. Like CsgA, models from the FALCONE@home server contained mostly beta-sandwich motifs and Quark server models contained mostly beta-meander motifs. Five models were produced with Robetta (RobB) for the 130 residue C-terminal domain (models in Fig. S1†). Only model RobB-5 had a fully beta-helical structure, and had an unstructured N-terminus. The structure of RobB-5 was right-handed, and the helical portions of models RobB-1, RobB-4 were also right-handed. Models RobB-2 and RobB-3 contained left-handed helical portions.

The CsgB model is also expected to contain residues conserved through helical repeats, although with Asn and two rows of Gln, but not Ser. The alignment of conserved residues was assessed for models RobB-3 and RobB-5 (Fig. S2†). In model RobB-3, in one row of Gln (residues 73, 95, 117 and 139), all residues are inward facing and aligned except Q73. For Asn (residues 56, 78, 100, 122), all residues are inward facing, but N56 is separated by a beta-strand and not aligned. Likewise, Gln residues 84, 106, 128 and 150 are inward facing and aligned, but Q62 is also separated by a beta-strand and not aligned. Model RobB-5 takes a full, organized helix shape with all three rows of residues (Gln, Asn, and Gln) inward facing and aligned. From the CsgB models, if all conserved residues are aligned and inward, RobB-5 is the only feasible model.

**MD simulations**

In addition to the assessment of static models, these structures were run in all-atom MD simulations to rule out unstable models. The root mean square deviation (RMSD) was calculated for each model relative to the initial starting structure over the course of a 10 ns equilibration simulation, known as “iRMSD”. Because of the lack of complete experimental data regarding CsgA structure, iRMSD is taken here as our main indicator of protein stability. This is a measure of how much the structure changes over time, and a low iRMSD reflects a protein model that does not unfold. Because we simulate single monomers, it is reasonable to expect higher mobility in terminal regions of the protein than would occur in a mature fibril. The iRMSD does not consider the N-terminal 22 residues, as they are unstructured in most beta-helical models and are not part of the amyloid core. The average iRMSD with standard deviation over the last 1 ns of equilibration can be found in Table 2. All models produced using the Robetta server are below 4 Å, and on average, Robetta models have an iRMSD of 2.72 Å across all models. By lowest iRMSD, the best five CsgA models are (1) CsgA-map, (2) RobA-3, (3) RobA-5, (4) RobA-4 and (5) RobA-1.

The iRMSD was calculated for each frame per trajectory, and the mean and standard deviation over the last nanosecond of simulation are shown for each model. Here, we can see that model CsgA-map has the smallest iRMSD during the last ns. Of the server-created models, RobA-3 from the Robetta server had the lowest iRMSD at 2.06 Å. Comparing across servers, Robetta appeared to have the most stable models, and was the only server to have an average iRMSD across all models to be below 3 Å. FALCONE@home and Quark both had averages at 5 Å. The beta-sheet content, number of hydrogen bonds, and solvent-accessible surface area were also calculated over the course of
each equilibration run. These metrics are taken as indirect indicators of structure quality, as each alone does not guarantee a near-native structure, but taken together may indicate the stability of protein models relative to one another. This information is averaged over the last ns of each simulation and summarized in Table S1.† The CsgA-map model was found to have the highest percentage of beta-sheet secondary structure. All beta-helical models had little change in overall topology as indicated by iRMSD, but some other models tended to unfold. CsgA-map also had the highest number of hydrogen bonds, and low increase in SASA. Overall, CsgA-map was among the best models for not only low iRMSD, but for high beta structure content, high number of hydrogen bonds, and low increase in SASA. This is also the only CsgA model that has all sets of conserved residues aligned and facing inwards.

The structures for CsgB were subjected to the same 10 ns equilibration in MD. Here, we can see that Models RobB-3 and RobB-5 have the overall lowest iRMSD values (<2 Å). Model RobB-5 has an overall increase in iRMSD of 0.23 Å from the first ns average to the last ns average and the lowest standard deviation in measurement, indicating increased stability relative to the other Robetta models. In addition to having the lowest final iRMSD, model RobB-5 had the highest overall percentage of beta content and of hydrogen bonds, and the second lowest SASA value (Table S2†). Model RobB-3 had the lowest SASA, and second lowest iRMSD, secondary structure content and number of hydrogen bonds.

Replicate simulations
To confirm the assessment of potential models, we included additional trials by repeating simulations, and conducting longer simulations. For two representative models from FALCON@home, Quark and Robetta, as well as the Tian models and CsgA-map, three additional simulations of 10 ns were conducted to acquire more data. Models were chosen by lowest iRMSD per group (Falcon-8, Quark-10 and RobA-3), or highest percentage of beta structure and number of hydrogen bonds (Falcon-7, Quark-7, and RobA-5). The results of these simulations were conducted in the same manner as previously, and iRMSD results for replicates can be seen averaged in Fig. 4. Here, the model CsgA-map has the lowest iRMSD on average during the last nanosecond of equilibration (1.63 ± 0.05 Å). The next lowest scoring model was Tian-RH, followed by RobA-3. The Tian models both had markedly lower iRMSD values in replicate simulations than the original simulations. This could be partly since the iRMSD calculation is sensitive to outliers in the structure, and increased movement occurred near the termini in the original simulations. Still, in all cases, the CsgA-map performs best in terms of iRMSD. The CsgA-map model also had the highest total percentage of beta-structure and number of hydrogen bonds. These replicate simulations serve to confirm that CsgA-map remains stable when additional simulations are conducted.

In addition to replicate simulations, single trials of longer timescale simulations were conducted (150+ ns) to confirm that selected models remain stable over longer periods of time. The models that meet our outlined criteria were CsgA-map for CsgA, and RobB-5 for CsgB. The iRMSD for each model can be found plotted in Fig. 5, and each model iRMSD values below 2.5 Å across the entire simulation. Model CsgA-map had an average iRMSD within the last nanosecond of 1.92 ± 0.06 Å and RobB-5 had and average iRMSD of 1.65 ± 0.09 Å. These longer trials underscore that the CsgA model CsgA-map and CsgB model RobB-5 maintain stability over additional simulation time.

Refinement
The CsgA and CsgB models that meet our selection criteria were next refined by taking the most organized structure of

Table 1  Beta helix sizing and protein pocket volume

| Adjacent strand distance (Å) | Helix height (Å) | Helix thickness (Å) | Helix width (Å) | Pocket volume (Å³) |
|-----------------------------|-----------------|---------------------|-----------------|-------------------|
| Tian-LH                     | 5.1 ± 0.8       | 18.6 ± 0.9          | 10.6 ± 2.4      | 29.1 ± 2.1        | 1514 |
| Tian-RH                     | 5.1 ± 0.8       | 19.3 ± 1.5          | 10.1 ± 2.1      | 28.5 ± 2.4        | 1520 |
| Raptor                      | 5.6 ± 1.5       | 20.3 ± 1.3          | 11.3 ± 2.2      | 25.6 ± 2.8        | 947  |
| RobA-3                      | 5.5 ± 1.4       | 20.5 ± 2.5          | 8.7 ± 2.0       | 30.0 ± 2.5        | 467  |
| CsgA-map                    | 4.9 ± 0.4       | 19.2 ± 0.9          | 9.6 ± 1.7       | 28.8 ± 2.0        | 348  |

Table 2  iRMSD of CsgA models

| iRMSD (Å)   | Falcon-6 | 4.10 ± 0.26 | Quark-4  | 4.42 ± 0.19 | Raptor | 4.42 ± 0.19 |
|-------------|----------|-------------|----------|-------------|--------|-------------|
| Tian-LH     | 4.31 ± 0.15 | Falcon-7 | 4.47 ± 0.16 | Quark-5  | 7.20 ± 0.56 | RobA-1 | 2.93 ± 0.19 |
| Tian-RH     | 4.87 ± 0.15 | Falcon-8 | 3.47 ± 0.33 | Quark-6  | 5.11 ± 0.15 | RobA-2 | 3.76 ± 0.33 |
| Falcon-1    | 5.92 ± 0.23 | Falcon-9 | 4.97 ± 0.18 | Quark-7  | 3.35 ± 0.12 | RobA-3 | 2.06 ± 0.10 |
| Falcon-2    | 7.13 ± 0.33 | Quark-1  | 3.66 ± 0.14 | Quark-8  | 3.74 ± 0.24 | RobA-4 | 2.55 ± 0.08 |
| Falcon-3    | 4.05 ± 0.17 | Quark-2  | 3.74 ± 0.17 | Quark-9  | 9.38 ± 0.37 | RobA-5 | 2.30 ± 0.09 |
| Falcon-4    | 5.36 ± 0.20 | Quark-3  | 6.42 ± 0.25 | Quark-10 | 3.07 ± 0.15 | CsgA-map | 1.76 ± 0.12 |
| Falcon-5    | 5.49 ± 0.29 | Quark-1  | 3.74 ± 0.17 | Quark-2  | 3.74 ± 0.17 | Quark-3  | 6.42 ± 0.25 | Quark-4  | 4.42 ± 0.19 | Raptor   | 4.42 ± 0.19 |
respective trajectories (in each case, the last frame), and applying the same minimization protocol as used on the initial set of models. All three models demonstrate improved stability over initial models. Each model has an average iRMSD over the course of 10 ns below 1.55 Å for the course of 10 ns simulations (Fig. S3†). As identical protein sequences with experimentally determined structures exhibited differences of up to 1.2 Å RMSD between pairs in the PDB,90 we find these values acceptable, considering inherent protein flexibility.

Overall, these results show the Robetta models to have the lowest iRMSD, and demonstrate the fewest indicators of unfolding of all CsgA models. While all servers generally had good agreement in which residues are beta-structured, the FALCON@home and Quark servers predicted areas near the N-terminus to contain beta-strands that are disordered in other models. For CsgA, the only model that has all four sets of conserved residues aligned and inwards facing is CsgA-map. This model also has the lowest iRMSD value, and is among the best models for other metrics including high beta-sheet content, high number of protein hydrogen bonds, and low solvent accessible surface area. These results are proven reproducible over replicate simulations, and stable over longer simulations. For CsgB, only RobB-5 had a fully organized beta-helix, and also performed best in terms of stability (iRMSD), secondary structure, and number of hydrogen bonds. Based on secondary and tertiary structure, sizing, residue alignment, and equilibration results, we suggest the CsgA-map model and RobB-5 model as structures that meet known criteria for CsgA and CsgB, respectively.
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Fig. 4  iRMSD replicate averages for representative models. Each model represented shows the average of three 10 ns equilibration simulations, and standard deviation amongst these is shown in error bars. Only the last ns of each simulation are used to calculate these averages. Among replicate trials, the model CsgA-map has both the lowest iRMSD and standard deviation between trials.
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Fig. 5  CsgA structure and iRMSD plots over long trajectories. In (a), the models CsgA-map and RobB-5 are shown at the 0 ns and 150 ns frames of MD simulation. Both models are shown to maintain their overall structure; conformational changes occur mainly in the N-terminus and turn regions. In (b), iRMSD is plotted over time for long simulations. Both CsgA-map and RobB-5 maintain an iRMSD value below 2.5 Å for the entirety of the simulation. During the last ns of simulation, the average iRMSD for CsgA-map was 1.92 Å and was 1.65 Å for RobB-5. Variations in iRMSD for RobB-5 are reflected in conformational changes at either terminus throughout the simulation.
Conclusions

The curli biogenesis pathway is one of the best studied for amyloid biogenesis. Yet, the structures of CsgA and CsgB, the major and minor curli fibril subunits are still not definitively resolved, impeding detailed study of curli mechanics. Here, we compare the output of multiple freely available protein structure prediction servers in the context of amyloid structure determination. Models are assessed relative to selection criteria outlined in the introduction regarding tertiary structure, sizing, residue alignment, and stability in MD simulations. We find that although secondary structure predictions are consistent among servers, only the Robetta and RaptorX servers provide beta-helical models, which are the assumed conformation of these curli subunits. For both CsgA and CsgB, the models with beta-helical structure had the lowest iRMSD values. Although many servers may be optimized for determining the structure of globular proteins, the Robetta server produced the only CsgB model meeting our selection criteria, while other models produced may represent transient folding conformations. No server-created model of CsgA met these requirements, and thus a new model, CsgA-map, was created to meet this need. Although this highlights the difficulty in predicting amyloid structures using current protein structure prediction servers, the performance of these methods in general is well-documented in several reviews and the CASP competitions. Finally, we present candidate models of CsgA and CsgB subunits that meet the necessary structural criteria. The structural prediction of the main curli fibril subunits paves the way for further studies probing native curli dynamics or using mutations to engineer curli fibrils possessing advanced functionalities.

Materials and methods

Models used

The FALCON® home server identified ten homologues and produced nine models. The Quark server from the Zhang lab produced ten models. One model was produced from the RaptorX server. Five models were produced using the Robetta server (prefix RobA). The Robetta ab initio method uses Rosetta’s fragment insertion method. This begins with an extended conformation and replaces fragments of 3 or 9 residues with backbone torsional angles from a known protein. These fragments are assembled using a Monte Carlo search and a Metropolis selection criterion for energy minimization. Refinement is conducted using an all-atom energy function and decoy structures are generated using simulations with different random seeds, and subsequent clustering. Models are then selected based on knowledge-based energy scoring functions. This process may take weeks to months for challenging models. The default parameters for each server were used to produce predicted models. The left-handed and right-handed models from a study by P. Tian et al. were utilized.

Based on the models resulting for CsgA, the CsgB sequence was submitted to all web servers used for CsgA. However, only simulations were run on CsgB models produced using Robetta (RobB). Because the N-terminal 22 residues were often unstructured in Robetta models, the CsgA sequence was also submitted to Robetta with the N-terminal 22 residues omitted. Nevertheless, the N-terminal 20 residues in this model were still unstructured and therefore these models were not analyzed.

CsgA-map model

Of all CsgB models, only model RobB-5 met all required structural criteria. No server-produced model of CsgA met all desired criteria. Because CsgA and CsgB have sequence similarity, associate in the building of curli fibrils, and are expected to have similar structure, we used the RobB-5 model as a template for CsgA. The model CsgA-map was created by threading the CsgA sequence onto model RobB-5 such that conserved residues are inward facing and aligned. This was completed using ModeLLER, and the alignment used can be found in ESL.

System setup

Each model was solvated in an explicit water box of CHARMM modified TIP3P water molecules using the VMD “solvate” command. For simulations with CsgA, 20 072 water molecules were used and neutralized with 6 sodium ions. For simulations with CsgB, 20 072 water molecules were used and the system was neutralized with 3 Cl ions.

Simulation protocol

All-atomic simulations were performed using NAMD with a 1 fs time step. Periodic boundary conditions were applied in three directions and an NPT ensemble with constant pressure of 1 atm and constant temperature of 300 K was used. All bonded and non-bonded interactions were modeled using the latest CHARMM force field (Aug 2016 C36). Although this force field has been shown to bias toward left-handed alpha helices, alpha helical motifs are not expected within the CsgA structure. The standard LJ potential was used for long-range non-bonded interactions and the particle mesh Ewald technique was employed for electrostatic interactions. Trajectory information was recorded at 2 ps intervals, and results were visualized using VMD and analyzed using tcl scripts in VMD. For replicate simulations, trajectory information was recorded at 10 ps intervals.

For each model simulated, first a simulation with all alpha carbons fixed was conducted to allow side-chain relaxation. An energy minimization of 10 000 steps was conducted, followed by a 100 000 fs equilibration. Next, each system underwent unfixed energy minimization for 10 000 steps followed by a 100 000 fs equilibration. Simulations were then run for 10 ns for all models.

Analysis

Unless otherwise noted, calculations from equilibration data refer to the average value measured over the last 1 ns of the simulation. For the pocket volume estimation, total volume of the cavities within the core of each model was calculated with a probe radius of 3.00 Å and interior threshold 1.25 Å. Sizing
measurements were taken as the average distances between backbone atoms of the appropriate sections. All secondary structure assessment was calculated using the STRIDE algorithm. Because of the unstructured N-terminal 22 residues, these are not used in the radius of gyration or iRMSD calculation. The number of hydrogen bonds within the protein was measured using a 20 degree and 3 Å cutoff. Solvent Accessible Surface Area (SASA) was calculated using a 1.4 Å probe size.
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