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Abstract

This paper describes our submissions for the Social Media Mining for Health (SMM4H) 2022 shared tasks. We participated in 2 tasks: a) Task 4: Classification of Tweets self-reporting exact age and b) Task 9: Classification of Reddit posts self-reporting exact age. We evaluated the two (BERT and RoBERTa) transformer based models for both tasks. For Task 4 RoBERTa-Large achieved an F1 score of 0.846 on the test set and BERT-Large achieved an F1 score of 0.865 on the test set for Task 9.

1 Introduction

Social media platforms have become more integrated in this digital era, and have impacted various people’s perceptions of networking and socializing. The Social Media Mining for Health Applications (SMM4H) Shared Task involves natural language processing (NLP) challenges of using social media data for health research, including informal, colloquial expressions and misspellings of clinical concepts, noise, data sparsity, ambiguity, and multilingual posts (Gasco et al., 2022). As computational analysis opens up new opportunities for researching complex topics using social media data, models are being developed to automatically detect demographic information such as users’ age (Klein et al., 2021; Tonja et al., 2022), language (Sarkar et al., 2016) (Aroyehun and Gelbukh, 2020), gender (Markov et al., 2017) (Gómez-Adorno et al., 2019), medical history (Lee et al., 2021), and so on.

More people are using social media in various ways to interact with others, share information, and express their own thoughts. Social media platforms like Twitter and Reddit have cutting-edge technology and are rich with raw, unprocessed data that can be analyzed and transformed into meaningful information. Social media research in different fields, including health (Aroyehun and Gelbukh, 2019), politics (McKeon and Gitomer, 2019), economics (Ojo et al., 2021), have included demographic variables. We participated in the social media mining Task 4 of the SMM4H 2022 shared task which centered on automatically identifying tweets that self-report the user’s exact age from those that do not. In Task 9 of the same challenge, we also attempted to automatically classify Reddit posts that self-report the actual age of the online user at the time of posting from those that do not. A detailed overview of the shared tasks in the 7th edition of the workshop can be found in (Weissenbacher et al., 2022).

We applied two (BERT-Large and RoBERTa-Large) transformer models using Hugging Face library. The paper is organized as follows: section 2 describes Task 4 objective, system description, experiment and result. Section 3 describes Task 9 objective, system description, experiment and result. Finally, section 4 concludes the paper and sheds some light on possible future work.

2 Task 4: Classification of Tweets Self-Reporting Exact Age

The objective of this task is automatically distinguish tweets that self-report the user’s exact age from those that do not.

2.1 Data description

For Task 4: SMM4H organizers provided us with a dataset which include the Tweet ID, the text of the Tweet Object, and the annotated binary class containing 0 and 1, Tweets were annotated as "1" if the user’s exact age could be determined from the tweet or annotated as "0" if the user’s exact age could not be determined from the tweet. The training set consists of 8,800 tweets with 5,966 examples labeled as "0" and 2,834 examples labeled as "1". The validation dataset has 2,200 tweets with

1https://huggingface.co/
1,491 examples labeled as "0" and 709 examples labeled as "1". Thus, the dataset has a huge class imbalance, 67.7% of the texts were labeled as "0" and 32.3% were labelled as "1". To solve the class imbalance problem in the given dataset we applied the random oversampling method called the Synthetic Minority Oversampling Technique (SMOTE) (Chawla et al., 2002). Before the data record is entered into the text classification model, we cleaned up and pre-processed tweets. We performed the following pre-processing steps to remove unnecessary data from the dataset, this includes removal of urls, removal of tweeter usernames and stop word removal.

2.2 System Description and Experiment
We used BERT-Large-uncased (Devlin et al., 2018) and RoBERTa-large (Liu et al., 2019) implemented using Huggingface toolkit (Wolf et al., 2020) to extract the exact age from social media posts. After pre-processing the textual data as described in section 2.1, the text sequence was tokenized using the subword tokenizer by using both BERT-large and RoBERTa-large modes with maximum text length of 180. To optimize the model, we used a relu optimizer with a batch size of 64 and a learning rate of 0.0001. We used the maximum number of epochs of 10 with early stopping based on the performance of the validation set. We also used dropout of 0.1 to regularize the model. To run our experiment we used Google colab pro + with Python programming language.

2.3 Result
We evaluated the performance of our models on the validation set and the test set, we compared our validation set performance result to check the model performance before evaluating the model in the test set for submission. We evaluated the result of the models with the F1-score for the "positive" class (i.e., tweets that self-report the user’s exact age).

The results on the validation set for BERT-Large and RoBERTa-Large models are reported in Table 1. As shown in Table 1, the best performing model on the validation set for Task 4 is RoBERTa-Large model. When we observed the model performance on validation set, both the models showed less result in precision, recall and F1-score for class '1'(positive class) than class '0'. When comparing the performance of the models in test set, RoBERTa-Large model was able to achieve 0.846 F1-score on the test set as seen in Table 2.

RoBERTa-Large was able to achieve 0.846

| Model     | Class | P     | R     | F1  |
|-----------|-------|-------|-------|-----|
| BERT-Large| 0     | 0.67  | 0.81  | 0.73|
|           | 1     | 0.27  | 0.14  | 0.18|
| Accuracy  |       | 0.60  |       |     |
| RoBERTa-Large| 0 | 0.96  | 0.79  | 0.87|
|           | 1     | 0.68  | 0.94  | 0.79|
| Accuracy  |       | 0.84  |       |     |

Table 1: Performance of our models on Task 4 validation set (unofficial results)

| Model     | P     | R     | F1-score |
|-----------|-------|-------|----------|
| RoBERTa-Large| 0.804| 0.891| 0.846    |
| BERT-Large  | 0.737| 0.886| 0.805    |

Table 2: Performance of our models in Task 4 in test set (official results)

3 Task 9: Classification of Reddit Posts
Self-Reporting Exact Age

The objective of this task is similar with the objective described in section 2, the only difference is that this task used dataset from Reddit social media.

3.1 Data description
The datasets for this task were collected from Reddit posts, the labels were annotated in similar manner as described in subsection 2.1. The dataset is disease-specific and consists of posts collected via a series of keywords associated with dry eye disease. The training set consists of 9000 posts with 6,079 examples labeled as "0" and 2,921 examples labeled as "1". The validation dataset has 1000 posts with 686 examples labeled as "0" and 314 examples labeled as "1". As described in subsection 2.1 this dataset also has class imbalance, we used the same methods to solve the class imbalance issue as described in subsection 2.1. We also followed the same procedure for data pre-processing as described in subsection 2.1

3.2 System Description and Experiment
We used the same system description and experimental setup as in Task 4 described in section 2.2 because the objective of both tasks are the same while the difference is only in the dataset source.
3.3 Result

Similarly we evaluated the performance of selected models on Task 9 validation set before evaluating and submitting the prediction file on test set. As used in section 2.2 for Task 9 we evaluated the performance of the models with F1-score for the positive class (i.e. posts annotated as "1").

The results on the validation set for BERT-Large and RoBERTa-Large models are reported in Table 3. As shown in Table 3 the best performing model on the validation set for Task 9 is RoBERTa-Large model. RoBERTa-Large model showed better result on predicting positive class (1) than BERT-Large. When evaluating the performance of the models on the test set, BERT-Large model was able to achieve an F1-score 0.865 on the test set as seen in Table 4.

| Model          | Class | P     | R     | F1  |
|----------------|-------|-------|-------|-----|
| BERT-Large     | 0     | 0.97  | 0.88  | 0.92|
|                | 1     | 0.78  | 0.94  | 0.85|
| Accuracy       |       |       |       | 0.90|
| RoBERTa-Large  | 0     | 0.95  | 0.91  | 0.93|
|                | 1     | 0.82  | 0.90  | 0.86|
| Accuracy       |       |       |       | 0.91|

Table 3: Performance of our models on Task 9 validation set (unofficial results)

| Model       | Precision | Recall | F1-score |
|-------------|-----------|--------|----------|
| BERT-Large  | 0.797     | 0.946  | 0.865    |

Table 4: Performance of our models on Task 9 test set (official results)

4 Conclusion

In this work, we describe our team submission for Social Media Mining for Health Applications shared task 2022. We have explored an application of RoBERTa and BERT language models to the task of classification of tweets self-reporting exact age and classification of Reddit posts self-reporting exact age. Our experiments have shown that RoBERTa-Large outperforms BERT-Large in classification of tweets self-reporting exact age (Task 4) in both validation and test set. For classification of Reddit posts self-reporting exact age (Task 9), we found that RoBERTa-Large outperforms BERT-Large in validation set.

In the future, we will explore the effect of class imbalance on the performance of classification models, apply different methods to solve class imbalance and their effect on model performance.
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