A Fair Federated Learning Framework With Reinforcement Learning
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Abstract—Federated learning (FL) is a paradigm where many clients collaboratively train a model under the coordination of a central server, while keeping the training data locally stored. However, heterogeneous data distributions over different clients remain a challenge to mainstream FL algorithms, which may cause slow convergence, overall performance degradation and unfairness of performance across clients. To address these problems, in this study we propose a reinforcement learning framework, called PG-FFL, which automatically learns a policy to assign aggregation weights to clients. Additionally, we propose to utilize Gini coefficient as the measure of fairness for FL. More importantly, we apply the Gini coefficient and validation accuracy of clients in each communication round to construct a reward function for the reinforcement learning. Our PG-FFL is also compatible to many existing FL algorithms. We conduct extensive experiments over diverse datasets to verify the effectiveness of our framework. The experimental results show that our framework can outperform baseline methods in terms of overall performance, fairness and convergence speed.

Index Terms—reinforcement learning, federated learning, fairness, fast convergence

I. INTRODUCTION

Recent advances in machine learning techniques have enabled predictive algorithms to perform better than expected in certain domains. However, in real-world situations, a sufficiently effective model requires massive data for training. In some more sensitive scenarios, such as patient data from different hospitals, or driving data from different vehicles, a single may not have sufficient quantity and quality of data to learn a more robust model, and co-training may cause privacy leakage problems.

Federated learning (FL) is a new paradigm of distributed learning that aims to address the problem of communication efficiency in learning deep networks from decentralized data. Each client uses local data to learn local model parameters or parameter updates, then only transmits parameters to the server, and aggregates all parameters in the cloud, thereby obtaining a federated model without data exchange. However, practical applications show that heterogeneity causes

non-trivial performance degradation in FL, including up to 9.2% accuracy drop, 2.32 × lengthened training time, and undermined fairness [1, 2]. For example, the data distribution of each client may be different, then the performance of the model, for example, between client A and client B, may vary greatly and the accuracy rate may even be lower than the prediction result of the local model.

[3, 4] analyzed the willingness of clients to participate in the federal update in this case, and found that in some cases, clients with poor performance are more inclined to withdraw from the alliance. Based on this, referring to the fair methods for machine learning [5, 6], the entire network is faced with a choice, that is, the server hopes to maximize the global accuracy rate as much as possible, while each client hopes the final model to behave little differently than the other members. This problem can be described as a game theory problem of total cost allocation: the self-interested goal of all individual actors (fairness) and the overall goal of reducing total cost (optimality).

In addition, due to the different distribution of data on the clients, some clients with higher data quality may have more important predictive capabilities than others. In other words, the global may be overly dependent on the trained model of some clients. Therefore, when we start to pay attention to fairness and avoid this influence, intuitively, the convergence speed and prediction accuracy of the overall model may be affected [7].

Due to privacy issues that need to be guaranteed, we cannot directly access the raw data on each client, it is impossible to analyze the data distribution on the client. However, [8] demonstrates that there is an implicit connection between the distribution of training samples on the device and the parameters of the model trained based on these samples. To get as close as possible to the optimal solution, in this paper, we propose an extensible federated learning framework called Policy Gradient Fair Federated Learning (PG-FFL). PG-FFL can be regarded as an additional plug-in of the FL algorithm. Based on the policy gradient reinforcement learning algorithm, PG-FFL uses the local parameters of the client training model as observations, aims to balance the above problems of the model by assigning different aggregation weights to the clients
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participating in the update in each round of aggregation. The main contributions of this paper are as follows:

- In this paper, we propose to utilize the Gini coefficient as the measure of fairness, which objectively and intuitively reflects the performance gap of the aggregated model among clients participating in federated training, and prevents polarization between client performance.
- We propose a fairness adjustment plug-in. For the federated model, we add the fairness indicator and use a plug-in based on the deep reinforcement learning (DRL) algorithm that can be used for any federated learning algorithm that does not involve aggregation weight adjustment.
- In this paper, we port the policy gradient fair federated learning (PG-FFL) paradigm to two advanced FL optimization algorithms, namely FedAvg and FedProx. Experimental result shows that PG-FFL can significantly improve fairness in multiple datasets.

II. RELATED WORK

In this section, we introduce the main challenges federated learning faces and briefly introduce the current state of research.

A. Federated Learning

Federated learning is a distributed learning framework under differential privacy, which aims to learn a global model on the server-side using the model parameters learned by different local clients based on clients’ private data [9].

In horizontal federated learning, the server trains a global model in specific aggregation ways iteratively aggregates local models from different clients. In each iteration, the server randomly selects a certain number of clients to transmit global model parameters, clients participate in the training using the downloaded global model for training, and then upload local training model parameters and aggregate the new global model on the server [10, 11].

B. Fairness Challenges of Non-IID Data Distribution

Classic federated learning algorithms aggregates the models of different participating clients by calculating a weighted average based on the amount of training data [9]. However, in practical applications, the data and label distribution on different clients cannot fully meet the requirements for the distribution of all local client data and label IID distribution in the distributed algorithm. Therefore, the convergence and stability of federated learning are affected challenge [12, 13]. [14, 15] proposes that part of the reason is the improper way of traditional federated learning’s server-side aggregation method. The contributions of clients in federated learning can be distinguished by their trained models’ validated accuracies.

Previous work has shown that non-IID data may bring parameter differences [16], data distribution biases [17], and unguaranteed convergence [18], which can be improved both on the client side [18] and on the server side [19–21].

Due to the heterogeneity of data size and distribution on different clients in federated learning, simply aiming to minimize the total loss in large networks may disproportionately advantage or disadvantage the model performance on some of the clients, such as resulting in loss of uniformity of results across the clients [22]. The accuracy of individual devices in the network, for example, cannot be guaranteed despite the high federated average accuracy.

There has been tremendous recent interest in developing fair methods for machine learning [5, 6], unfortunately, current methods can not apply to federated settings directly. The recent work introduces a fairness algorithm suitable for federated learning. [23] uses a minimax optimization method to ensure that the overall fairness will not be improved at the expense of some client performance. [24] borrows the idea of resource allocation, fairness is allocated as a resource to achieve uniform distribution of clients’ performance. [25] mitigates potential conflicts among clients before averaging their gradients. But these algorithms have fairness as the only goal, we can simply think that there is a permutation relationship between fairness and the best performance (usually expressed by the average performance). Therefore, in real federated learning applications, people will naturally want to further guarantee fairness when their programs can guarantee optimal performance.

Based on above, we propose a fairness adjustment plug-in. Our algorithm can be used for any federated learning algorithm that does not involve aggregation weight adjustment, and we add fairness considerations on the basis of pursuing the best performance.

III. FAIR FEDERATED LEARNING

In this section, we first formally define the problem in Section A, then propose a naive solution in Section B combining deep reinforcement learning methods, and propose a new general framework in Section C, which can effectively handle the fairness disaster caused by non-iid data distribution while ensuring the performance of federated learning methods.

A. Problem Statement

The standard horizontal federated learning can be defined as to minimize

$$
\min_{\omega} f(x, \omega) = \sum_{i=1}^{N} p_i f_i(x, \omega),
$$

(1)

Where $f_i(x, \omega) := E_{x \sim D_i} [f(x, \omega)]$, the vector $\omega$ denote model weights and $(x, y)$ denote a particular labeled sample, is the local loss function of the $i$-th client. Aggregation of loss functions of different clients, assuming that there are $N$ clients partitioning data, where $D_i$ is the number of index sets of data points on client $i$, aggregation weight of the $i$-th client is defined as:

$$
p_i = \frac{D_i}{\sum_{i=1}^{N} D_i},
$$

(2)
That is, simply think that the influence of a client on the global model is determined by its sample size. Training is a uniform distribution on the union of all samples, where all samples are uniformly weighted.

The traditional federated learning method solves the problem of (1) jointly by (2) calculating the contributions of different clients, but this may cause the final global model to be biased towards clients with a large number of data points. Because of the considerable limitations in practical applications, we will not adopt this assumption in this paper, which we will illustrate through Fig. 1.

Considering some special cases in federated learning, such as joint training of different hospitals, different clients hope to jointly train a better model under the condition of protecting privacy, so the performance of different clients should not vary too much at this time. In order to reflect the fairness of a federated network, [10, 11] proposed the uniformity and the standard deviation (STD) of testing accuracy between clients to measure network fairness. Unfortunately, indicators such as STD are related to the expectation of testing accuracy. Therefore, for different application scenarios, Assuming that all clients’ testing accuracy for networks A and B are 0.07, 0.08, 0.09 and 0.7, 0.8, 0.9, respectively, then A will have a smaller STD despite the "rich and poor" difference in test accuracy between the two networks. In order to alleviate this problem and make an index better measure the degree of network fairness, we put forward a new definition of fairness in the definition 1.

**Definition 1** (Fairness) We say a model $\omega_1$ provides a more fair solution than $\omega_2$ if the test performance of $\omega_1$ on N devices, $\{acc_1, ..., acc_N\}$, is more fair than that of $\omega_2$, i.e., $Gini\{F_n(\omega_1)\} < Gini\{F_n(\omega_2)\}$, where $F_n(\cdot)$ denotes the test accuracy on N devices, and $Gini(\cdot)$ denotes the Gini Coefficient. Let $acc_n$ and $acc_j$ represents the accuracy on any client test set in the model, $\mu = \frac{1}{N} \sum_{n=1}^{N} acc_n$ represents the average accuracy of all clients.

$$Gini = \frac{1}{2N^2\mu} \sum_{n=1}^{N} \sum_{j=1}^{N}[acc_n - acc_j].$$

We define the fairness of the model on all clients based on the Lorentz curve, and the indicator for judging the fairness is a proportional value between 0 and 1. The maximum Gini coefficient is 1 and the minimum is 0. The former indicates that the performance of the global model on the clients is absolutely uneven (that is, it performs best on one, and the rest are all 0), while the latter indicates that the global model is on the clients. The performance is absolutely average, and our goal is to ensure the final model performance while keeping Gini as small as possible.

Different from the existing FL system fairness definitions such as uniformity and STD, our proposed Gini describes the dispersion degree of constant distribution and has the characteristics of scale invariance. Therefore, the fairness degree of networks with different average performance can be compared with a uniform index.

Next, we prove through experiments that the non-IID data distribution on clients will not only reduce the accuracy and convergence efficiency but also lead to the disaster of fairness between clients. We trained the CIFAR-100 dataset with CNN model using FedAvg, set 100 clients and 10% of the clients are selected to participate in the update in each round.

![Fig. 1](image_url) When the CIFAR-100 data on 100 clients is in the IID distribution (left) and the non-IID distribution (right), the test results of FedAvg after 1000 rounds of training are shown in the figure. The larger the proportion of the orange takes, the more unfair it is.

In the Lorentz curve, the smaller the proportion of orange, the higher the degree of fairness. As can be seen from Fig. 1, according to (2) updating the global model, the non-IID distribution of client data will increase the unfairness of the model’s performance on the client side.

**B. DRL Settings**

In the federated learning training, since a certain percentage of clients are randomly selected to participate in the update in each round, the optimal weight distribution is non-differentiable. There are various approaches to deal with non-differentiable optimization bottlenecks, such as Gumbel-softmax [26] or stochastic back-propagation [27]. In this paper, we model the problem of distributing the weight of different local models in the global model as a deep reinforcement learning problem to explore the optimal aggregation strategy [28, 29].

Instead of labeled data, reinforcement learning is a self-learning process in which agents maximize reward through interaction with the environment. The state-action transition and reward in the training process are abstracted as a Markov Decision Process(MDP), then the purpose of the DRL agent is to find an optimal policy that maximizes long-term reward expectations $\pi$:

$$\pi^* = \arg \max_{\pi} E_{r \sim \pi(\tau)}[r(\tau)],$$

where $\pi$ represents the policy, $\tau$ represents a trajectory obtained by using the policy to interact with the environment, and $r(\tau)$ represents the overall reward for this trajectory. Next, we expand the formula to obtain the objective function and the gradient based on the Monte Carlo approximation as:

$$J(\theta) = E_{r \sim \pi_0(\tau)}[r(\tau)] = \int_{\tau \sim \pi_0(\tau)} \pi_0(\tau)r(\tau)d\tau,$$
\[
\n\nabla_{\theta} J(\theta) = E_{\tau \sim \pi_\theta(\tau)}[\nabla_{\theta} \log \pi_\theta(\tau)r(\tau)].
\]

(6)

Since our goal is to maximize long-term return expectations, we use gradient ascent to find the optimal policy [30].

Algorithm 1: PGF-FedAvg

Input: Number of communication round \(T\), number of clients \(N\), percentage of updating in each round \(C\), local epochs \(E\), learning rate \(\alpha\) and \(\beta\).

Initialize: Parameters \(\phi^0\), \(\omega^0\).

for \(t=0, 1, \ldots, T-1\) do

Server randomly selects a subset of clients \(K = C \times N\), and sends \(\omega^t\) to them;

for client \(k \in [K]\) in parallel do

Client \(k\) copies \(\omega^t\) as local model parameters \(\omega_k^t\);

for \(j=0, 1, \ldots, E-1\) do

Calculate gradient \(g^j_k\)

\(\omega^{j+1}_k \leftarrow \omega^{j}_k - \alpha g^j_k\)

end

\(\text{acc}_k \leftarrow \text{Accuracy}\{\omega^t_k\} \text{ tests on validation dataset } \{D_k^t\}\)

end

Calculate \(\mu^t = \frac{1}{K} \sum_{k=1}^{K} \text{acc}_k^t\) and \(\text{Gini}^t\) using (3)

DRL agent do:

Get reward \(r^t = -\mu^t \log(\text{Gini}^t)\)

Update the DRL policy parameters \(\phi\)

\(\phi^{t+1} \leftarrow \phi^t + \beta r^t \nabla_{\phi} \log \pi(s_t, a_t)\)

Get state \(S^t = \{\omega_1^t, \ldots, \omega_K^t\}\)

Calculate Gaussian distribution mean \(\{a_1^t, \ldots, a_K^t\}\)

Calculate the aggregate weight \(\{p_1^t, \ldots, p_K^t\}\)

DRL end

Server aggregates global model as

\(\omega^{t+1} \leftarrow \sum_{k=1}^{K} p_k \omega_k^t\)

end

In addition, in our algorithm, the DRL agent only needs to obtain the local model parameters and validation accuracy on clients, neither introducing additional communication overhead, nor without collecting and checking any private information, which can achieve the purpose of privacy protection.

State: The state of the \(t\)-th round is represented by a vector \(\{\omega_1^t, \ldots, \omega_K^t\}\), which respectively represents the model parameters of \(K\) clients participating in the update. During the training process, the client and the server jointly maintain a list of model parameters \(\{\omega_k^t|k \in [K]\}\). In each round of FL, the client updates the list after uploading the trained local model to the server.

Action: Each time the state list is updated, we use the client model parameters participating in the aggregation to train the DRL agent. The action space is composed of a vector \(\{a_1^t, \ldots, a_K^t\}\), thus the \(k\)-th client will draw the aggregation weight \(p_k^t\), where \(p_k^t \in (0, 1)\), which comes from Gaussian distribution with a learnable mean \(a_k^t\) and a unit variance, for participating in the aggregation of the global model.

Reward: The reward comes from a small verification set locally on the client, defined as \(r^t = -\mu^t \log(\text{Gini}^t)\), where \(\mu^t\) denotes the average validation accuracy on clients and \(\text{Gini}^t\) denotes the fairness Gini coefficient of accuracy (see Definition 1), respectively. Such setting encourages federated models to achieve optimal and fair performance.

The DRL agent is trained to maximize long-term rewards based on \(\gamma\) discounts:

\[
R = \sum_{a \tau} \gamma^r r_t.
\]

Next, take FedAvg as an example to introduce our fairness optimization for the federated learning algorithm, the pseudocode is shown in Algorithm 1.

C. PG-FFL Workflow

We define federated learning on a classification problem. If there are \(K\) clients in total, the training set, validation set and test set on the \(k\)-th client are respectively \(D_{train}^k = (x_i, y_i)_{i=1}^N \sim P_k\), \(D_{test}^k = (x_i, y_i)_{i=1}^M \sim P_k\) and \(D_{val}^k = (x_i, y_i)_{i=1}^L \sim P_k\), where \(x_i \in X_k\) is the \(d\)-dimensional feature vector of feature space \(X_k\), and \(y_i\) is its corresponding label. The training set, validation set, and test set on each client are independent and identically distributed (IID), but the data size and distribution on different clients are not required to be the same. The goal of our training is to learn a global model that performs well and is fair on the test set of each client.

Unlike traditional federated learning, our setup neither requires the data on different clients to be independently and identically distributed, nor is it designed to train a model that performs well on the server-side test set, which is more adapted to the requirements of the real world.

Fig. 2 shows how our algorithm, PG-FFL, is based on a reinforcement learning algorithm that assigns the aggregated weights of clients participating in the update in each round, following the steps below:
In this section, we provide the present empirical setup and results. We first describe our experimental setup (Section A), then we demonstrate the motivation for adding a fairness adjustment module based on an RL algorithm, showing that our algorithm can effectively reduce the classical federation model in the case of varying degrees of data non-uniform distribution. Differences in performance on different clients while maintaining better performance. Meanwhile, we set the situation so bad that the data types between clients do not overlap at all, and compare the classification accuracy and fairness of the algorithm (Section B). Next, we compare the algorithm with the fairness goals of several baselines (Section C). Finally, we show the constraints of the algorithm (Section D).

**IV. EXPERIMENT**

In this section, we will explore a suite of federated datasets based on classification tasks. These datasets include CIFAR-10 [31], CIFAR-100 [31] and Fashion-MNIST [32]. When used to compare with q-FFL and AFL, we will use a small benchmark dataset studied by [24] based on Fashion-MNIST.

**A. Experimental Setup**

**Federated datasets.** In this section, we will explore a suite of federated datasets based on classification tasks. These datasets include CIFAR-10 [31], CIFAR-100 [31] and Fashion-MNIST [32]. When used to compare with q-FFL and AFL, we will use a small benchmark dataset studied by [24] based on Fashion-MNIST.

**Data partitions.** In the construction of the non-IID dataset, we divide the data of each class of the N-class classification dataset into equal-sized partitions, and all clients randomly select different numbers of partitions, so that each client has local data with inconsistent quantities and categories. As shown in Fig. 3, i) Case I, as (a), set 100 clients, each client randomly selects 20 data blocks, take CIFAR-100 as an example; ii) Case II, as (b), set 5 clients, each client has 4 data blocks, take CIFAR-10 as an example, the data categories on the client overlap; iii) Case III, as (c), set 5 clients, each client has 2 data blocks, Taking CIFAR-10 as an example, the data categories on the client do not overlap at all.

**Implementation.** We implemented all the codes based on Pytorch, using a server and N clients to simulate a federated network, where N is the total number of clients.

**B. Fairness of PG-FFL**

In this section, we show the efficiency of our fairness adjustment plug-in combined with FedAvg and FedProx, which are both classical and effective FL algorithms. We set up
100 clients to train on CIFAR-10, CIFAR-100 and Fashion-MNIST, respectively, and the data distribution of clients is as case I shown in Fig. 3(c), the local data distribution is highly heterogeneous. On the model selection, we train CIFAR-10 and CIFAR-100 by CNN, Fashion-MNIST by a four-layer MLP. The fairness adjustment plug-in based on the policy gradient reinforcement learning algorithm uses four-layer multi-layer-perceptron to learn the optimal aggregation strategy.

For each communication epoch, FedProx and PGF-FedProx are set to train locally for 5 epochs, while FedAvg and PGF-FedAvg execute one epoch locally. We can observe that in Fig. 4, our algorithm basically maintains the same convergence speed as the baseline, the average accuracy is slightly improved or more stable, and the fairness is significantly enhanced.

Next, we further exacerbate the inhomogeneity of the data distribution, verifying that our proposed PG-FFL algorithm provides a fairer solution for federated data. We will validate on a 10-class classification problem, reduce the number of clients trained on Cifar10 and Fashion MNIST to 5, and have them all participate in each round of federated updates. In Table 1, we compare the final test accuracy and fairness of our proposed fairness adjustment plugin combined with FedAvg and FedProx, respectively, for the data IID and non-IID distribution as case II and case III. Note that, when each client has only two classes, their data classes will not overlap at all.

We can observe that with the deterioration of the client data distribution non-IID situation, the baseline algorithm can significantly improve the fairness after adding the fairness adjustment plug-in, and also improve the average accuracy.
of the model on the client. When the client data distributes IID, our method sometimes can also improve the fairness of the model, but it will cause a certain loss of accuracy. We speculate that it is because the fairness and average accuracy are considered in our RL model reward at this time, so in order to ensure a high degree of fairness between the client test accuracy, it prevents our algorithm from pursuing higher average accuracy, thus causing some accuracy loss.

| TABLE I THE ACCURACY AND FAIRNESS COMPARISON OF PG-FFL AND BASELINES TESTED ON DATASETS WITH VARYING DEGREES OF NON-IID. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Non-IID level   | IID             | Case 2          | Case 3          |
| CIFAR-10        |                 |                 |                 |
| acc↑ Gini(↓)    | acc↑ Gini(↓)    | acc↑ Gini(↓)    | acc↑ Gini(↓)    |
| FedAvg          | 0.675           | 0.098           | 0.612           | 0.102           | 0.454           | 0.161           |
| PGF-FedAvg      | 0.683           | 0.042           | 0.665           | 0.049           | 0.488           | 0.053           |
| FedProx         | 0.708           | 0.107           | 0.595           | 0.110           | 0.422           | 0.154           |
| PGF-FedProx     | 0.689           | 0.073           | 0.608           | 0.037           | 0.453           | 0.031           |
| CIFAR-100       |                 |                 |                 |
| acc↑ Gini(↓)    | acc↑ Gini(↓)    | acc↑ Gini(↓)    | acc↑ Gini(↓)    |
| FedAvg          | 0.493           | 0.130           | 0.468           | 0.133           | 0.316           | 0.151           |
| PGF-FedAvg      | 0.502           | 0.093           | 0.491           | 0.068           | 0.337           | 0.093           |
| FedProx         | 0.509           | 0.133           | 0.467           | 0.143           | 0.299           | 0.164           |
| PGF-FedProx     | 0.514           | 0.084           | 0.483           | 0.079           | 0.331           | 0.085           |
| Fashion-MNIST   |                 |                 |                 |
| acc↑ Gini(↓)    | acc↑ Gini(↓)    | acc↑ Gini(↓)    | acc↑ Gini(↓)    |
| FedAvg          | 0.869           | 0.032           | 0.850           | 0.063           | 0.737           | 0.074           |
| PGF-FedAvg      | 0.884           | 0.021           | 0.874           | 0.024           | 0.796           | 0.033           |
| FedProx         | 0.879           | 0.021           | 0.851           | 0.045           | 0.828           | 0.037           |
| PGF-FedProx     | 0.883           | 0.017           | 0.854           | 0.031           | 0.836           | 0.020           |

C. Comparison With Other Fair Federated Learning Algorithms

Next, we compare with other two algorithms that also aim to address fairness issues in federated networks.

In the experiments in this section, we implement a very extreme case where each client has only a completely disjoint class of data. Using the same experimental setup as [23]: The Fashion-MNIST dataset [32] is an MNIST-like dataset where images are classified into 10 categories of clothing instead of handwritten digits. We extract a subset of the data labeled with three categories - shirts/tops, pullovers, and shirts, and divide this subset into three clients, each containing a category of clothing. We then train a classifier for these three classes using logistic regression and the Adam optimizer. Since the clients here uniquely identify the labels, in this experiment we did not compare with models trained on specific baselines.

We observe in Table 2 that our algorithm performs better both in the final average accuracy and fairness between clients.

D. Scalability Analysis

In this section, we continue the experimental setup in section B by combining our proposed fairness adjustment plugin with FedAvg and FedProx, respectively, to modify the percentage of participating updates in each round, but keep the total number of clients unchanged. It can be observed from Fig. 5 that there is an upper limit on the scalability of the algorithm, and the greater the proportion of clients participating in the global update, the better the effect. We guess it is because each time the RL algorithm will output the proportion of the client participating in the update, but when the proportion of the client participating in the update is small, the non-participating clients cannot obtain the updated aggregate participation weight in time, which will affect the experimental results. We use STD as the fairness indicator here because that is consistent with the test accuracy dimension and is more likely to show volatility. It’s easy to see that PG-FFL can still improve the fairness of the federated network under other fairness definition.

![Communication round vs. Test accuracy](image_url)

**Fig. 5.** The solid line is the client’s average validation accuracy, the green range is the accuracy STD on different clients, and the smaller the area is, the fairer it is.

V. Conclusion

In this paper, we propose fairness as a new optimization objective defined by the Gini coefficient of clients’ vali-
dation accuracy, which is based on realistic considerations that encourage fairer accuracy distribution across clients in federated learning. We design a reinforcement learning plug-in to apply federated algorithms to solve this problem in large-scale networks, and experiments demonstrate that PG-FFL can be regarded as a fairness add-on for any global objective. We illustrate the fairness and superiority of PG-FFL on a set of federated datasets, and experimental results show that our framework outperforms baseline methods in terms of overall performance, fairness, and convergence speed.
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