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Magnetized inertial fusion experiments are approaching regimes where the radial transport is dominated by collisions between magnetized ions, providing an opportunity to exploit effects usually associated with steady-state magnetic fusion. In particular, the low-density hotspot characteristic of magnetized liner inertial fusion results in diamagnetic and thermal frictions which can demix thermalized ash from fuel, accelerating the fusion reaction. For reactor regimes in which there is substantial burnup of the fuel, increases in the fusion energy yield on the order of 5% are possible.

PACS numbers:

Introduction: In inertial deuterium-tritium (DT) fusion, stratification of different ion species can significantly impact the fusion energy output. Demixing of the fuel ions reduces the fusion reaction rate [1–6]. Mixing of the fuel with impurities or, in the case of large burnup, with fusion ash, also reduces the fusion reaction. Ideally, the ash and impurities should be separated from the fuel, while the fuel itself should remain as mixed as possible.

Importantly, ion stratification in magnetized inertial fusion (MIF) can enter magnetized transport regimes more traditionally associated with steady-state magnetic fusion energy (sMFE) [7, 8]. In sMFE, where the density is peaked on-axis, diamagnetic frictions drive high-$Z_f$ impurities into the high-density core region on the ion-ion diffusion timescale [9, 10]. To mitigate this deleterious effect, the temperature is highly-peaked on-axis, which tends to flush impurities outward as a result of thermal friction [11–14]. In contrast, in MIF devices such as Magnetized Liner Inertial Fusion (MagLIF), the density is naturally peaked at the plasma edge, while the temperature is naturally peaked at the core [15, 16]; thus both the density and temperature profiles are naturally arranged to transport fusion ash ($\alpha$ particles) outwards.

In fact, as we show here, the MIF stagnation time can be comparable to the ion-ion diffusion time, yet much shorter than the ion-electron diffusion timescale on which the effects dissipate. Thus in the event of a large fuel burnup fraction, with a corresponding copious production of ash, there is also a mechanism for ash expulsion, which purifies the plasma. Large burnup fractions would be necessary for any economical implementation of MIF as an energy source. Moreover, the collisional mechanism that expels the particles also naturally replenishes the fuel ions. This can lead, as we show here, to significant enhancements in the burnup fraction, on the order of 5% for burnup fractions as low as 25%. The model that we offer for the compression is highly idealized and simplified, but it does illustrate the significant opportunities.

The favorable expulsion occurs because ion-ion collisions rearrange magnetized fuel and ash without moving net charge. Thus, fuel and ash can be exchanged across the magnetic field, as long as the local charge remains unchanged. Because the fusion reaction scales strongly with temperature, reactivity is maximized with fuel concentrated in the hot, rarified regions, and ash in the cold, dense regions (Fig. 1). Fortuitously, this is exactly the result of classical magnetized transport.

Model: Denote the impurity (ash) by the subscript $I$, and the hydrogenic fuel ions by the subscript $H$. In a magnetized plasma, pressure and temperature gradients will give rise to azimuthal diamagnetic drifts which differ for each species. This will in turn give rise to azimuthal diamagnetic and thermal frictions [7], which result in radial $F \times B$ drifts that constitute the diffusive transport. For compression times long compared to an impurity-ion collision time $\tau_{IH}$, and a compression velocity slow compared to the thermal velocity $\sqrt{T/m}$, the collisional transport motion due to ion-ion collisions is given by [8]:

$$v_{i}^{(Tr)} = \frac{T}{m_{i} \Omega_{I}^{2} \tau_{IH}} \left\{ \frac{\nabla_{\perp} n_{I}}{n_{I}} - Z_{I} \frac{\nabla_{\perp} n_{H}}{n_{H}} \right\} \left( 1 + \frac{3}{2} H_{HI} - 1 \right) Z_{I} \frac{\nabla_{\perp} T}{T},$$

(1)

where $\Omega_{I}$ is the impurity gyrofrequency, and

$$H_{HI} = \frac{1}{\sum_{H} n_{H}} \sum_{H} \left( \frac{1 - Z_{H} m_{H} / Z_{I} m_{I}}{1 + m_{H} / m_{I}} \right)$$

(2)

is a numerical factor that determines the strength of the thermal friction, averaged over all hydrogenic species present [8]. For alpha ash interacting with an equal mix of deuterium and tritium, $H_{HI} = 3/7$.

FIG. 1. Advantage of demixing. Suppose $N = 10$ yellow fuel ions, and $M = 5$ black ash ions with $Z = 2$. Box 1 (left) contains $1/4$ of the total charge, with $T_{1}/T_{2} = 2$. Fusion power is greatest when all the ash ions are in the colder box.
To find the stationary state of the transport process, take $v_r^{(T)} = 0$ and integrate Eq. (1) over space. The steady state radial distribution obeys:

$$n_I(r) \propto n_H(r) \frac{g_z}{\pi \eta} T(r)^{-\left(\frac{2}{3} H_{HI}^{-1}\right)} \frac{2I}{\pi \eta - 1}. \quad (3)$$

Taking the infinite-mass-ratio limit $H_{HI} \to 1$ of Eq. (3) yields the well-known classical impurity pinch result [9–12]. For $\alpha$ ash, with $H_{HI} = 3/7$, Eq. (3) implies:

$$n_I(r)/n_H(r) \propto n_H(r) T(r)^{-2/7}. \quad (4)$$

Thus we find the fortuitous result that the ash will tend to be relatively concentrated in regions of high density and low temperature. The thermal friction is critical to this result; if we took the thermal-friction-free limit and low temperature. The thermal friction is critical to be relatively concentrated in regions of high density and low temperature. Therefore we find the fortuitous result that the ash will tend to be relatively concentrated in regions of high density and low temperature. The thermal friction is critical to this result; if we took the thermal-friction-free limit $H_{HI} \to 0$, the temperature dependence would invert, and Eq. (4) would become $n_I/n_H \propto n_H T \approx P$; i.e. there would be no demixing in an isobaric plasma.

To quantify the effect of this demixing on the energy yield of the fusion reaction, we combine our transport model with a model for the D-T fusion reaction:

$$\frac{\partial n_I}{\partial t} \Big|_{\text{fusion}} = \langle \sigma v \rangle(T) n_D n_T = \frac{1}{4} \langle \sigma v \rangle(T) n_H^2, \quad (5)$$

where we have taken $n_D = n_T = n_H/2$. For $200 \text{ eV} < T < 100 \text{ keV}$, the reactivity $\langle \sigma v \rangle(T)$ can be analytically approximated to within $0.25\%$ [17].

Consider self-similar compression [18, 19], where the radial velocity due to compression is given by $v_r^{(C)}(r, t) = r \tilde{R}(t)/\tilde{R}(t)$. This ensures that for a fluid element, $\tilde{r} \equiv r(t)/\tilde{R}(t)$ is constant in time. The function $R(t)$ will evolve on some characteristic stagnation timescale $\tau_s \sim R(t)/\tilde{R}(t)$. The variables $\tilde{r}$ and $\tilde{t} \equiv t / \tau_s$ thus represent the “natural” independent variables of the problem, with associated normalized dependent variables $\tilde{n}_H, \tilde{n}_I, \tilde{T}$, and $\tilde{R}$, related to the dimensional variables by

$$\tilde{R}(\tilde{t}) = R(t)/a \quad (6)$$

$$n_H(r, t) = \tilde{n}_H(\tilde{r}, \tilde{t}) n_{H0a} \tilde{R}(\tilde{t})^{-2} \quad (7)$$

$$n_I(r, t) = \tilde{n}_I(\tilde{r}, \tilde{t}) n_{H0a} \tilde{R}(\tilde{t})^{-2} \quad (8)$$

$$T(r, t) = \tilde{T}(\tilde{r}, \tilde{t}) T_{H0a} \tilde{R}(\tilde{t})^{-4/3}. \quad (9)$$

where $a$ is the stagnation radius and $n_{H0a}$ and $T_{H0a}$ are typical densities and pressures at the plasma edge at stagnation. Eqs. (7-8) follow from the fuel and ash continuity equations, while Eq. (9) follows from adiabatic compression of the cylindrical plasma. We assume that the point of maximal compression occurs at $t = 0$, so that $\tilde{R}(\tilde{t} = 0) = 1$, with $\tilde{R}(\tilde{t}) \geq 1$. Our explicit normalizations on $\tilde{n}$ and $\tilde{T}$ follow from the fact that we enforce that $\tilde{T} = 1$ and $\tilde{n}_H = 1$ at $\tilde{t} = \tilde{t}_0, \tilde{r} = 1$, where $\tilde{t}_0$ is the initial simulation timepoint, satisfying $\tilde{t}_0 \leq 0$. Thus $n_{H0a}$ and $T_{H0a}$ represent the values of $n_H$ and $T$ at $(t = 0, r = a)$ in the absence of any diffusion or fusion, i.e. if the initial conditions were simply self-similarly compressed. Note that $\tilde{n}_I$ is normalized to the value of $\tilde{n}_H$ at $\tilde{r} = 1$, so that the relative densities of different species can be compared.

The impurities will obey a continuity equation, incorporating the velocities due to both transport (Eq. (1)) and compression, as well as a source term arising from the fusion reaction (Eq. (5)), giving

$$\frac{\partial \tilde{n}_I}{\partial \tilde{t}} + \tilde{n}_I \nabla \cdot \mathbf{v}_I = \frac{1}{4} \tilde{R}^2 \frac{\langle \sigma v \rangle(T)}{\tilde{T}}. \quad (10)$$

Plugging our velocities into this continuity equation and transforming into our nondimensionalized variables, we find the governing equation for the ash distribution:

$$\frac{\partial \tilde{n}_H}{\partial \tilde{t}} = \frac{1}{\tilde{r}} \frac{\partial}{\partial \tilde{r}} \left\{ \tilde{r} \tilde{n}_I D_0(\tilde{r}, \tilde{t}) \left[ \frac{1}{\tilde{n}_I} \frac{\partial \tilde{n}_I}{\partial \tilde{r}} - Z_I \frac{1}{\tilde{n}_H} \frac{\partial \tilde{n}_H}{\partial \tilde{r}} \right] \right\}
+ \left( 1 + \left( \frac{3}{2} H_{HI} - 1 \right) Z_I \right) \frac{1}{\tilde{T}} \frac{\partial \tilde{T}}{\partial \tilde{r}} \right\}
+ S(\tilde{t}) \langle \sigma v \rangle(T) T_{H0a} \tilde{R}(\tilde{t})^{-4/3} \tilde{n}_H, \quad (11)$$

where ambipolar transport, constant pressure, and magnetic flux compression imply that

$$\tilde{n}_H = \tilde{n}_{H0} + Z_I (\tilde{n}_{I0} - \tilde{n}_I) \quad (12)$$

$$\tilde{T} = (\tilde{n}_I + \tilde{n}_H)^{-1} \quad (13)$$

$$D_0(\tilde{r}, \tilde{t}) = D_{0a} \tilde{R}(\tilde{t})^{-1/2} \tilde{R}(\tilde{t})^{2/3} \quad (14)$$

$$S(\tilde{t}) = S_{0a} \tilde{R}(\tilde{t})^{-2} \quad (15)$$

where $S_{0a} = n_{H0a} \tau_s/4$. Note that this transport model assumes that the alphas are sufficiently magnetized to thermalize near their birth radius.

The relevant dynamical timescales are determined by the initial steepness of the distribution, as well as two dimensionless constants. The first constant is the number of diffusion times in a typical stagnation time $\tau_s$:

$$D_{0a} = \left( \frac{\rho_{H0a}}{a} \right)^2 \frac{\tau_s}{\tau_{H0a}} \approx 0.7 n_{23} T_{10}^{-1/2} B_{10}^2 a_{10}^{-2} \tau_{s1}, \quad (16)$$

where $\rho_{H0a}$ is the fuel gyroradius, $n_{23} = n_{0a}/(10^{23} \text{ cm}^{-3})$, $T_{10} = T_{0a}/(10 \text{ keV})$, $B_{10} = B/(10 \text{ kT})$, $a_{10} = a/(10 \mu\text{m})$, and $\tau_{s1} = \tau_s/(1 \text{ ns})$. The second constant is the number of fusion burn times in a stagnation time:

$$S_{0a} \langle \sigma v \rangle_{0a} = \frac{n_{H0a} \tau_s}{4} \langle \sigma v \rangle(T_{0a}) \approx 0.003 n_{23} \tau_{s1} T_{10}^2 \text{ for } 0.5 < T_{10} < 2. \quad (19)$$

For a centrally-peaked temperature, the diffusion coefficient will tend to decrease from $D_{0a}$ toward the center of the plasma, while the fusion coefficient will tend to increase toward the center. There will be significant effects due to both diffusion and fusion over a stagnation time if the typical diffusion coefficient in the plasma is $\gtrsim 1$.
and the typical fusion coefficient is \( \lesssim 1 \). Meanwhile, our magnetized transport assumption will be valid as long as the gyroradius is much smaller than the system size, i.e. \( \rho_I/a \ll 1 \), and the collision frequency is much smaller than the gyrofrequency, i.e.

\[
\Omega_I \tau_{IH} = 7n_{23}^{-1}B_{10}^{3/2} \tau_{10}^3 \gg 1.
\]  

(20)

**Stagnation scenario:** To describe a MagLIF stagnation, we take a form of \( \dot{R}(\tilde{t}) \) suggestive of compression, followed by stagnation for a characteristic time \( \Delta t_s = 1 \), followed by expansion:

\[
\dot{R}(\tilde{t}) = 1 + \tilde{t}^2, \quad -1 < \tilde{t} < 1.
\]  

(21)

To simulate the low-density hotspot, we take:

\[
\tilde{n}_H = e^{\alpha(\tilde{r}^2 - 1)} \quad \tilde{T}_0 = e^{\alpha(1 - \tilde{r}^2)},
\]  

(22)

where the steepness parameter \( \alpha = \log(T_{0b}/T_{0a}) \), with \( T_{0b} \) the hotspot temperature at maximum compression.

Consider a MagLIF-like stagnation scenario, with \( B_0 = 25 \) kT, \( T_{0a} = 8 \) keV, \( n_{0a} = 7 \times 10^{23} \) cm\(^{-3} \), \( \tau_s = 8 \) ns, \( a = 30 \) \( \mu \)m. We take a steepness parameter \( \alpha = 1.5 \), corresponding to core density and temperature \( n_{0b} = 1.6 \times 10^{23} \) and \( T_{0b} = 36 \) keV. For this choice of parameters, \( D_{0a} = 0.68 \) and \( S_{0a}(\sigma v)_{0a} = 0.087 \), while at the core \( D_{0b} = 0.1 \) and \( S_{0b}(\sigma v)_{0b} = 0.24 \). This is on the slower and higher-field end for MagLIF stagnation parameters [20], which we adopt to make sure that our orderings \( \Omega_I \tau_{IH} > 1 \) and \( \rho_I/a \ll 1 \) remain valid throughout most of the plasma for the duration of the simulation; at \( t = 0, r = a \), we have \( \Omega_I \tau_{IH} = 2.1 \) and \( \rho_I/a = 0.012 \).

The brief periods at the beginning and end during which the edge plasma is unmagnetized should not have a substantial impact on the results, since (a) the majority of the plasma is more magnetized than the edge, and (b) most reactions occur near maximal compression, when the edge plasma is magnetized.

Simulations are carried out both with and without the diffusion terms. The diffusion effects pull \( \alpha \) ash out of the fusion hotspot to lower temperature (Fig. 2a). Because of the ambipolar transport constraint, this exclusion of ash increases the fuel concentration in the hotspot (Fig. 2b). This in turn increases the fusion power in the hotspot, and decreases the fusion power at the edge (Fig. 2c).

The burnup fraction can be put as

\[
F_{\text{burn}} = \frac{\int_0^1 (\tilde{n}_H - \tilde{n}_{H0}) \tilde{r} d\tilde{r}}{\int_0^1 \tilde{n}_{H0} \tilde{r} d\tilde{r}}.
\]  

(23)

The impact of the diffusion terms can be captured by the fractional difference in burnup when diffusion is ignored or implemented, termed the *diffusive enhancement*:

\[
G_D \equiv \frac{F_{\text{burn}}(\text{diffusion}) - F_{\text{burn}}(\text{no diffusion})}{F_{\text{burn}}(\text{no diffusion})}.
\]  

(24)

The burn fraction \( F_{\text{burn}} \) increases from 25.8% to 27.0% as a result of the demixing, leading to an enhancement of \( G_D = 4.8\% \) in the neutron yield. In a second example, similar enhancements are obtained for field-reversed magnetic target fusion parameters, i.e. \( B_0 = 500 \) T, \( T_{0a} = 6 \) keV, \( n_{0a} = 1 \times 10^{20} \) cm\(^{-3} \), \( \tau_s = 50 \) \( \mu \)s, \( a = 1 \) mm [21, 22], where \( D_{0a} = 2.4 \) and \( S_{0a}(\sigma v)_{0a} = 0.032 \).

**Temperature distribution effects:** The largest diffusive enhancements \( G_D \) occur when the burnup fraction is large enough to poison the reaction, but not so large that the marginal effect of diffusion is insignificant; i.e. \( G_D \) will be maximized in the regime around \( F_{\text{burn}} \approx 50\% \), across a wide range of parameters (Fig. 3). Thus, to isolate the possible effect on \( G_D \) due to the different initial temperatures, we compare parameter sets with comparable non-diffusive burn fractions \( F_{\text{burn}} \) (no diffusion).

To accomplish this comparison, we vary the factor \( S_{0a} \) in Eq. (11), leaving constant the other parameters in Eq. (11). Although such simulations do not necessarily represent physical parameter sets, they isolate the effect of an increased burn rate, revealing the maximum potential enhancement from diffusion for a set edge temperature \( T_{0a} \) and hot spot temperature \( T_{b0} \). The maximal
Enhancement $G_D$ over $S$ is shown in Fig. 4 for a variety of parameter sets $(T_{ba}, T_{0h})$. As expected, the maximum possible enhancements occur at the lowest edge temperatures, where the fusion reactivity scales strongly with temperature. Note that the utility of large hot spot temperatures levels off at around 45 keV, where the fusion reaction rate $\langle \sigma v \rangle (T)$ becomes flat with temperature.

Although the top left corner of Fig. 4 exhibits regimes with enhancements on the order of 12%, those regimes are physically hard to access, since the combined constraints of magnetization, high burn fraction, and a short diffusion time necessitate even longer burn times and higher magnetic fields than we are already considering. Enhancements on the order of 10%, however, could be accessible for high-field devices with longer, colder burns; for instance, if we take $B_0 = 40$ kT, $T_{ba} = 6$ keV, $n_{ba} = 2 \times 10^{23}$ cm$^{-3}$, $\tau_s = 50$ ns, $a = 20$ $\mu$m, and $\alpha = 2$, the simulated enhancement is 10.1%.

Note that if impurities from the liner are magnetized, they will be similarly expelled from the hotspot by the same mechanisms as the ash. This tendency was observed in mixed-magnetization impurity transport simulations for a non-compressing, wall-confined plasma, where the impurity distribution was found to peak near the point of marginal magnetization $\Omega_I T_{TH} \sim 1$ [20, 23]. The peaking occurs because near the wall, where the impurities are not magnetized, the thermal forces act oppositely. In a cylindrically-compressing plasma with an axial field, the plasma tends to become more magnetized as it compresses, so there will be a tendency toward greater impurity and ash expulsion at later times.

**Summary and Discussion:** There is a considerable ongoing campaign for high-yield implosions, but if the fuel burnup is small, then the opportunities offered here do not apply. It is only when the fuel burnup is large enough for the ash to poison the fusion reaction that it becomes important to demix the ash from the fuel. However, large burnup fraction is necessary for the economical generation of energy in any reactor concept based upon MIF. The case here of 25.8% burnup fraction might be at the low end for economical energy production, but the 4.8% burnup enhancement is already significant improvement. Furthermore, these enhancements compare the case of magnetized diffusion to the case of no diffusion. In fact, the comparison to the case of unmagnetized diffusion could result in an even greater enhancement, since, absent magnetization, highly-charged particles are actually pushed towards regions of higher temperature as a result of thermophoresis effects [23]. The greater enhancement would reflect the avoidance of this deleterious effect in addition to the beneficial demixing effect.

To illustrate these opportunities for burnup enhancement through magnetized-ion demixing in MIF, we offered a simplified description of magnetized compression, constrained by both pressure balance and local charge conservation. The simplified model assumes self-similar compression, but this is not necessary, as long as the plasma remains magnetized with density and temperature gradients throughout stagnation. The model neglects radiation, thermal transport, and fuel demixing of D and T. Although DT demixing should occur more slowly and saturate at a much lower level than the $\alpha$-fuel demixing, it might affect the optimal profile steepness, since both fuel and ash demixing increase with profile steepness. However, the initial distribution of fuel might in principle be controlled so as to optimize mixing at stagnation, an option not available for controlling the fusion-born ash. The model also assumes a constant magnetic field, neglecting both the Nernst effect and the collisional exchange of magnetic and thermal pressure due to ion-ion diffusion, which could reduce somewhat the
magnetic field in the hotspot. However, over the stagnation timescale, effects on demixing are likely minor. Our model also neglects other effects which could influence demixing, such as plasma rotation [24] or turbulent transport from instabilities [25]. Electron collisions are also neglected, since thermalized ash collides primarily with ions. Initially, the slowing down of energetic ash will be dominated by collisions with electrons, affecting the initial distribution of the thermalized ash. However, asymmetries in the collisions with electrons would cause energetic alpha particles to be drawn to the colder, denser regions of the plasma even before they thermalize, adding favorably to the demixing of the ash discussed here.

The burnup enhancement was optimized over a range of plasma parameters, including the initial density and temperature profiles, with the key trends identified. These profiles might be produced by laser-preheating the plasma core. The large burnup enhancement occurs in regimes where the fusion reactivity scales strongly with temperature, while satisfying the magnetized transport orderings both for fuel and thermalized ash and for burn times that accommodate many ion-ion collisions. These regimes were shown to be not very far from reactor concepts extrapolated from the present MagLIF-type approach or from magnetized target fusion concepts that feature longer compression times. They have also been shown to be favorable for other effects, such as magnetic flux conservation [26, 27].

Despite simplifications, we may conclude that diamagnetic and thermal frictions can lead to favorable demixing of ash and fuel when the density and temperature profiles are oppositely peaked, as happens naturally in MIF. Even for burnup fractions of only 25%, this demixing increases fusion power by as much as 5%. For economical fusion, magnetic and thermal frictions can lead to favorable demixing, such as plasma rotation [24] or turbulent transport from instabilities [25].
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