AHP: Learning to Negative Sample for Hyperedge Prediction

Hyunjin Hwang∗
KAIST AI
Seoul, South Korea
hyunjinhwang@kaist.ac.kr

Seungwoo Lee∗
KAIST EE
Daejeon, South Korea
ksalsw1996@kaist.ac.kr

Chanyoung Park
KAIST ISysE & AI
Daejeon, South Korea
cy.park@kaist.ac.kr

Kijung Shin
KAIST AI & EE
Seoul, South Korea
kijungs@kaist.ac.kr

ABSTRACT

Hypergraphs (i.e., sets of hyperedges) naturally represent group relations (e.g., researchers co-authoring a paper and ingredients used together in a recipe), each of which corresponds to a hyperedge (i.e., a subset of nodes). Predicting future or missing hyperedges bears significant implications for many applications (e.g., collaboration and recipe recommendation). What makes hyperedge prediction particularly challenging is the vast number of non-hyperedge subsets, which grows exponentially with the number of nodes. Since it is prohibitive to use all of them as negative examples for model training, it is inevitable to sample a very small portion of them, and to this end, heuristic sampling schemes have been employed. However, trained models suffer from poor generalization capability for examples of different natures. In this paper, we propose AHP, an adversarial training-based hyperedge-prediction method. It learns to sample negative examples without relying on any heuristic schemes. Using six real hypergraphs, we show that AHP generalizes better to negative examples of various natures. It yields up to 28.2% higher AUROC than the best existing methods and often even outperforms its variants with sampling schemes tailored to test sets.

CCS CONCEPTS
- Computing methodologies → Neural networks; - Information systems → Recommender systems.
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1 INTRODUCTION

Group relations among objects are common in complex systems: (a) researchers co-authoring a paper, (b) items co-purchased by a shopper, (c) ingredients in a recipe, (d) proteins inducing a chemical

∗Equal Contribution.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

SIGIR ’22, July 11–15, 2022, Madrid, Spain
© 2022 Association for Computing Machinery.
ACM ISBN 978-1-4503-8732-3/22/07...
https://doi.org/10.1145/3477495.3531836

Figure 1: Collaboration data modeled as a hypergraph.

Figure 2: Venn diagram of hyperedges and candidates in the DBLP dataset. The number of candidates is extremely large.
relying on heuristic sampling schemes. Its generator aims to fool its discriminator by sampling hard negative examples. We adapt a hypergraph neural network for the discriminator and design a generator simple yet well-suited to hyperedge prediction, while our training method is model agnostic. Based on experimental results, we summarize our contributions as follows:

- **Observation**: We show that heuristic sampling schemes limit the generalization ability of deep learning-based hyperedge-prediction.
- **Solution**: AHP learns to sample negative examples by adversarial training for better generalization. In terms of AUROC, AHP is up to 28.2% better than best existing methods and up to 5.5% better than variants with sampling schemes tailored to test sets.
- **Experiments**: We compare AHP with 3 sampling schemes and 3 recent hyperedge-prediction methods on 6 real hypergraphs. For reproducibility, the code and datasets used in the paper are available at https://github.com/HyunjinHwn/SIGIR22-AHP.

## 2 PRELIMINARIES

In this section, we provide some preliminaries on hyperedge prediction and hypergraph neural networks.

### Basic concepts

Consider a **hypergraph** \( H = (V, E) \) consisting of a set of nodes \( V = \{v_1, \ldots, v_{|V|}\} \) and a set of hyperedges \( E = \{e_1, \ldots, e_{|E|}\} \) (see Fig. 1 for an example). Each **hyperedge** \( e_i \in E \) is a subset of nodes, i.e., \( e_i \subseteq V \). Each \((i, j)\)-th entry of the **incidence matrix** \( A \in \mathbb{R}^{|V| \times |E|} \) of \( H \) is 1 if \( v_i \in e_j \), and it is 0 otherwise. We also assume **node features** \( X \in \mathbb{R}^{|V| \times d} \), where each \( i \)-th row corresponds to the \( d \)-dimensional feature of the node \( v_i \).

### Problem definition

For a given hypergraph \( H = (V, E) \), the objective of hyperedge prediction is to find the **target set** \( E' \subseteq 2^V \setminus E \), which typically consists of (a) unobserved hyperedges or (b) new hyperedges that will arrive in the near future. Each member of \( 2^V \setminus E \) is called a **hyperedge candidate** as it may belong to \( E' \). Due to the vast number of hyperedge candidates (see Fig. 2 for an example), ranking or evaluating every candidate is computationally infeasible. Thus, hyperedge prediction is typically formulated as a classification problem below [27, 32, 38, 43].

**Problem 1 (Hyperedge prediction).** Given a hypergraph \( H = (V, E) \), node features \( X \in \mathbb{R}^{|V| \times d} \), and a hyperedge candidate \( c \in 2^V \setminus E \), we aim to classify whether \( c \) belongs to the target set \( E' \) or not.

### Hypergraph neural networks

Hypergraph neural networks (HyperGNNs) [10, 11, 32, 37, 38] are a class of neural networks designed to perform inference on hypergraphs, and they proved effective for a number of applications [12, 22, 30, 35, 38, 41]. A representative HyperGNN is HNHN [10], which repeats (a) producing node embeddings by aggregating the embeddings of incident hyperedges and (b) producing hyperedge embeddings by aggregating the embeddings of incident nodes by using Eq. (1) for each layer \( l \in \{1, \ldots, L\} \).

\[
X^{(l)}_E = \sigma(A^T X^{(l-1)}_V W^{(l)}_V + b^{(l)}_V), \quad X^{(l)}_V = \sigma(AX^{(l)}_E W^{(l)}_E + b^{(l)}_E),
\]

where \( W^{(l)}_V \) and \( W^{(l)}_E \) are learnable weight matrices and \( b^{(l)}_V \) and \( b^{(l)}_E \) are learnable bias matrices. The matrix \( A \) is the incidence matrix, and the initial embeddings \( X^{(0)}_V \) equal to the given node features \( X \). The function \( \sigma \) is a nonlinear activation function, and in Eq. (1), normalization terms are omitted for simplicity. The output of HNHN is \( X^{(L)}_V \), i.e., the node embeddings in the last layer, as in Fig. 3.

**Figure 3:** Hyperedge prediction using a hypergraph neural network and a candidate scoring layer.

**Candidate scoring.** In order to apply hypergraph neural networks, whose output is node embeddings, to hyperedge prediction, two additional steps are required. For a given hyperedge candidate \( c \in 2^V \setminus E \), the embeddings of nodes in \( c \) are pooled (for example, by being averaged) into the embedding of \( c \). Then, the embedding is used (for example by being fed into MLP) to estimate how likely \( c \) belongs to the target set \( E' \), as in Fig. 3.

**Training and negative sampling.** Based on the assumption that (unobserved or future) hyperedges in the target set \( E' \) bear similarities with (observed) hyperedges in \( E \), the members of \( E \) are used as **positive examples**, and the members of \( 2^V \setminus E \) are used as **negative examples** during training. That is, the hypergraph neural network and the hyperedge scoring layer are trained so that positive examples earn higher scores and negative examples earn lower scores, as in Fig. 3. Due to the vast size of \( 2^V \setminus E \) (see Fig. 2 for an example), it is prohibitive to use all its members as negative examples, and it is inevitable to sample a tiny portion of them. This sampling process is called **negative sampling**. As discussed in Sect. 1, to this end, heuristic schemes are commonly used, such as:

- **Sized negative sampling (SNS):** fill a set with \( k \) random nodes.
- **Motif negative sampling (MNS):** fill a set of size \( k \) by repeatedly merging it with a random incident edge in the clique expansion.
- **Clique negative sampling (CNS):** pick a random hyperedge and replace a random constituent node with a random node that is adjacent to all other constituent nodes.

In all the sampling schemes above [27], random selection is uniform, and the size \( k \) of each negative example is drawn iid from the hyperedge size distribution in the input hypergraph. As discussed in Sect. 1 and demonstrated in Sect. 4, these sampling schemes limit the generalization capability of hyperedge-prediction methods.

## 3 PROPOSED METHOD

In this section, we propose AHP (Adversarial training-based Hyperedge Prediction), which learns to negative sample, without relying on heuristic negative sampling schemes, for deep learning-based hyperedge prediction. AHP consists of (a) a **generator** for sampling negative examples and (b) a **discriminator** for candidate scoring, which are trained adversarially, as depicted in Fig. 4.

**Challenges.** It should be noted that our objective of adversarial training is different from the typical one (i.e., to train a generator). For successful hyperedge prediction, the power of the generator needs to be within an appropriate range. If the generator is too weak, it produces only trivial negative samples, which are not helpful to effective training of the discriminator. On the other hand, if it
is powerful enough to produce positive examples or those in the target set, it loses its role of sampling negative examples. 

**Generator.** Due to this reason, for the generator of AHP, using our simple architecture (described below) resulted in more accurate hyperedge prediction than adapting advanced architectures (e.g., [34]), in our preliminary study. The generator of AHP consists of a simple multi-layer perceptron (MLP) with three layers and LeakyReLU as activation functions between them. Specifically, the generator first draws $k$, the size of a negative example, from the size distribution of positive examples. Then, its MLP model generates a vector for node membership from a random Gaussian noise. Lastly, it selects $Top$-$k$ nodes in the vector that together compose a negative example, which is then fed into the discriminator.

**Discriminator.** Given a subset of nodes (i.e., a positive or negative example during training and a hyperedge candidate during inference), the discriminator measures a score that indicates how likely the nodes together form a hyperedge. For the discriminator, we use HNHN for node embedding and the $\text{max} \text{im}$ function (i.e., element-wise maximum - element-wise minimum) followed by MLP for candidate scoring (see Sect. 2 for HNHN and candidate scoring). Intuitively, the $\text{max} \text{im}$ function measures how diverse the embeddings of nodes are in a given subset, and the diversity may reveal important clues regarding hyperedge formation as homophily (i.e., similar nodes are more likely to form hyperedges together than dissimilar nodes) is pervasive in real-world hypergraphs [19].

**Adversarial training.** As depicted in Fig. 4, we train the generator $G$ and the discriminator $D$ adversarially, by repeating three steps for each batch $S$ of positive examples, (1) **sample** $|S|$ negative examples using $G$, (2) **classify** the positive and negative examples using $D$, and (3) **update** $G$ and $D$ using gradient descent on their losses. As $D$ aims to make the scores of positive examples larger and those of negative examples smaller, for a given hypergraph $H$ and node features $X$, the loss function for $D$ is:

$$L_D = \frac{1}{|S|} \sum_{s \in S} [D(s[H,X])] + \frac{1}{|S|} \sum_{z \in S} [D(G(z))|H,X)] + \frac{1}{|S|} \sum_{z \in S} [D(G(z))|H,X)], \quad (2)$$

where $G(z)$ is a negative example generated from the noise $z$. Since $G$ aims to fool $D$ and make it classify its negative examples as positive, the loss function for $G$ is:

$$L_G = \frac{1}{|S|} \sum_{z \in S} [D(G(z))|H,X)]. \quad (3)$$

**Memory bank for training stability.** Adversarial training often suffers from instability [2, 3, 28, 29], and to mitigate it, we employ a memory bank. Specifically, we maintain the "hardest" negative examples, i.e. negative examples that earned the highest scores by the discriminator in the previous iteration, and reuse them as negative examples. By keeping hard negative examples, we aim to prevent the discriminator from losing its generalization ability even if the generator accidentally samples only easy negative examples.

### 4 EXPERIMENTS

In this section, we review our experiments whose results support the effectiveness of AHP.

**Experimental settings.** We performed all experiments on a server with 256GB of RAM and RTX 2080 Ti GPUs, each of which has 11GB of vRAM. We split the hyperedges in each dataset into training (60%), validation (20%), and test (20%) sets. Validation and test hyperedges are unobserved and thus not used for node embedding. We also masked some (spec., 1/6) of training hyperedges during node embedding to facilitate generalization. We formed four validation and test sets by adding negative examples from SNS, MNS, CNS, and a mixture of them. We measured AUROC and AP on each test set at an epoch when AUROC averaged over four validation sets was maximized, and we reported means over five runs.

**Datasets.** We used one collaboration (DBLP), three co-citation (Citeseer, Cora, and Pubmed), and two authorship (DBLP-A and Cora-A) datasets. See Appendix for some basic statistics of them.

- **Collaboration dataset:** A collaboration dataset is modeled as a hypergraph where each node is a researcher and each hyperedge is the set of (co-)authors of a paper. As in [37], we constructed the DBLP dataset from 22,964 papers (i.e., hyperedges) from 87 venues. The papers were (co-)authored by 15,639 researchers (i.e., nodes) and available at the Aminer academic network. 3 For the features of each node, we averaged the bag-of-word features from the abstracts of the papers (co-)authored by the node.

- **Co-citation datasets:** A co-citation dataset is modeled as a hypergraph where each node is a paper and each hyperedge is the set of papers cited by a paper. For the features of each node, we used the bag-of-word features from its abstract. We used three co-citation datasets: Citeseer, Cora, and Pubmed.

- **Authorship datasets:** An authorship dataset is modeled as a hypergraph where each node is a paper and each hyperedge is the set of papers (co-)authored by a researcher. For the features of each node, we used the bag-of-word features from its abstract. We used two authorship datasets, DBLP-A and Cora-A, which were also used in [10, 37].

**Implementation details.** We implemented AHP in PyTorch and Deep Graph Library (DGL). We set the node embedding dimension to 800 for the Pubmed dataset and 400 for the other datasets, as in [37].
As baseline approaches, we used Expansion [39], NHP
As shown in Table 1, among the vari-
(AHP-S+M+C), AHP is up to 28.2% better than the best existing method and up to 5.5% better than its best variants.

Baseline. As baseline approaches, we used Expansion [39], NHP [38], and HyperSAGNN [43], which are state-of-the-art methods for hyperedge prediction formulated as a classification problem. For them, we used the same node embedding dimension of AHP and used equal numbers of positive and negative examples in each epoch. We tuned their learning rates among \{0.01, 0.001, 0.0001\}, and we set the other hyperparameters and sampled negative examples as suggested in the original publications. We additionally considered four variants of AHP (AHP-S, AHP-M, AHP-C, and AHP-S+M+C) where only the learnable generator of AHP is replaced by SNS, MNS, CNS, and a mixture of them, respectively. In them, negative examples are re-sampled at each iteration, as in AHP. See Appendix for their hyperparameter search space.

Comparison with state of the arts. As shown in Table 1, AHP outperformed all state-of-the-art competitors (i.e., Expansion, NHP, and HyperSAGNN) on 19 (out of 24) and 17 test sets in terms of AUROC and AP, respectively. Moreover, AHP performed best in all the six datasets in terms of AUROC and AP averaged over four test sets (i.e., SNS, MNS, CNS, and S+M+C). Especially, in the DBLP dataset, AHP was 28.2% better, in terms of average AUROC, than Expansion, which was the best existing method. The generalization ability of Expansion, NHP, and HyperSAGNN, which all rely on heuristic sampling schemes, was very limited, as seen in the fact that their AUROC was lower than 0.5 on multiple test sets. Comparison with variants. As shown in Table 1, among the variants of AHP, one equipped with the same sampling scheme used for each test set tended to perform best. For example, in the Pubmed dataset, AHP-S, AHP-M, AHP-C, and AHP-S+M+C performed best in test sets constructed by SNS, MNS, CNS, and SNS+M+C, respectively. The results indicate that their generalization ability heavily depends on heuristic sampling schemes. AHP performed better by up to 5.5% than all its variants in terms of AUROC and AP averaged over four test sets, in all the six datasets. Moreover, in terms of AUROC, AHP even outperformed the variants equipped with the same sampling scheme used for each test set.
Figure 5: Comparison of the hyperedges and the negative examples from the generator on the Cora-A dataset. Note that they became closer w.r.t. 3 hypergraph measures [19].

Analysis of the generator. In order to analyze how the generator evolves during training, we compared the original hypergraph composed of the hyperedges in the training set and the sampled hypergraph where 1/6 of the hyperedges in the original hypergraph were replaced by the same number of negative examples sampled by the generator. Specifically, in them, we computed the distributions of (a) node degree (i.e., the number of hyperedges containing each node), (b) pair overlaps (i.e., the number of overlapping hyperedges on each pair of nodes), and (c) intersection size (i.e., the number of nodes in the intersection of each pair of hyperedges), which are suggested in [19] as important hypergraph measures. As shown in Fig. 5, the distributions in the original and sampled hypergraphs became closer to each other at the 300-th epoch of training, compared to those at the first epoch. We used Kolmogorov’s D-statistic to measure the difference between distributions. The results show that the generator learned to sample negative examples closer to positive examples.

Effects of the memory bank. In two datasets, using the memory bank helped stabilizing training, as shown in Fig. 6. However, its effect on final test AUROC was marginal in all datasets except for the Pubmed dataset, where final test AUROC improved by 1.1%.

5 RELATED WORKS

Measure-based and projection-based approaches. Graph measures for edge prediction, including Katz’s index [15] and common neighbors [23], have been extended to hypergraphs for hyperedge prediction [42]. Alternatively, Yoon et al. [39] projected a hypergraph into multiple pairwise graphs and fed the graph measures on them into a machine learning model for hyperedge prediction. Zhang et al. [42] also projected a hypergraph into a pairwise graph via clique expansion and applied non-negative matrix factorization and least square matching for hyperedge prediction. This approach requires a feasible candidate set and thus inapplicable to Problem 1.

Deep learning-based approaches. Tu et al. [32] used a neural network to estimate hyperedge formation probabilities based on node embeddings. However, it is limited to hyperedges of a fixed size. Zhang et al. [43] estimated hyperedge formation probabilities under the assumption that hyperedge-specific embeddings and general embeddings of nodes are similar within hyperedges. The discriminator of AHP, including maxmin pooling, is largely based on that used in [38], which applies a graph neural network [16] (and a refining step) to clique expansion for node embedding, while our discriminator uses a hypergraph neural network [10] instead.

Relation to our work. The learning-based approaches among the aforementioned ones require negative sampling, as discussed in Sect. 1. To this end, they rely on heuristics, which can be replaced by our proposed adversarial training scheme. In addition, for positive-unlabeled learning [17, 25, 36], generative adversarial networks were used to generate fake positive and/or negative examples [13, 14, 44]. To the best of our knowledge, however, none of them was applied to hypergraphs or used to generate sets.

6 CONCLUSION

In this paper, we proposed AHP, an adversarial training-based approach for hyperedge prediction. Using six real-world hypergraphs, we revealed the limited generalization capability of state-of-the-art methods, which employ heuristics for negative sampling. AHP replaces the heuristics with a learnable generator whose architecture is simple yet well-suited to hyperedge prediction. As a result, it yielded up to 28.2% higher AUROC than the best existing method, generalizing better to negative examples of various natures. Surprisingly, in most cases, AHP even outperformed its variants equipped with the same heuristics used to generate negative examples in test sets. For reproducibility, the code and datasets used in the paper are available at https://github.com/HyunjinHwn/SIGIR22-AHP.
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Table 2: Details of the datasets.

| Category               | Citeseer | Cora | Cora-A | Pubmed | DBLP-A | DBLP |
|------------------------|----------|------|--------|--------|--------|------|
| Number of nodes        | 1,457    | 1,434| 2,388  | 3,840  | 39,283 | 15,639|
| Average size of nodes  | 1,078    | 1,579| 1,072  | 7,962  | 16,483 | 22,964|
| Maximum size of hyperedges | 26 | 5 | 43 | 171 | 80 | 18 |
| Minimum size of hyperedges | 2 | 2 | 2 | 2 | 2 | 2 |
| Number of edges        | 3,703    | 1,433| 1,433  | 500    | 4543   | 4543 |

Table 3: Hyperparameter search space

| Hyperparameter | Selection pool |
|----------------|----------------|
| Optimizer for the discriminator | Adam |
| Optimizer for the generator | Adam |
| Learning rate for the discriminator | 5e-03, 5e-04, 5e-05, 5e-06 |
| Learning rate for the generator | 1e-04, 1e-05, 1e-06, 1e-07 |
| Normalization factor \((\alpha, \beta)\) | (0.01, 1.1) |
| Memory size | 0, 32, 128 |

(a) Search space for AHP

- **Early stopped when the validation AUROC was maximized.**

(b) Search space for the variants of AHP

Table A1: Hyperparameter search space

| Hyperparameter | Selection pool |
|----------------|----------------|
| Optimizer | Adam |
| Learning rate | 5e-02, 5e-03, 5e-04, 5e-05, 5e-06 |
| Normalization factor \((\alpha, \beta)\) | (0.01, 1.1) |
| Memory size | 0, 32, 128 |

APPENDIX

We provide in Table 2 some basic statistics from the real-world hypergraphs used in the paper. We give in Table 3 the hyperparameter search space of AHP and its variants.