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1. Introduction

Since the inception of lasers, nonlinear optics has been a rapidly growing field of research in recent decades. It is based on the study of effects and phenomena related to the interaction of intense coherent light radiation with matter. In other words, nonlinear optics (NLO) is the branch of optics that describes the behaviour of light in nonlinear media, that is, the media in which the dielectric polarization \( P \) responds nonlinearly to the electric field \( E \) of the light. This nonlinearity is typically and only observed at very high light intensities (values of the electric field comparable to interatomic electric fields, typically \( 10^8 \) V/m) such as those provided by pulsed lasers. Such high powers of laser beams made it possible, for the first time, to observe that the effect of light on a medium can indeed change its optical properties, e.g. refractive index or absorption. When this happens, the light itself also gets affected by this change in a non-linear way; for example, the non-linear response of the material can convert the laser light into new colours, both harmonics of the optical frequency and sum and difference frequencies. Typically, only a laser light is sufficiently intense to modify the optical properties of a material system. In fact, the beginning of the field of nonlinear optics is taken to be the discovery of second-harmonic generation by Franken et al. in 1961 [1], shortly after the demonstration of the first working laser by Maiman in 1960 [2].

The nonlinear effect comes essentially from ‘quantum confinement’ effect. In an unconfined (bulk) semiconductor, an electron-hole pair is typically bound within a characteristic length, called the ‘exciton Bohr radius’. This is estimated by replacing the positively charged atomic core with the hole in the Bohr formula. If the electron and hole are constrained further, then properties of the semiconductor change. Besides confinement in all three dimensions i.e. ‘Quantum Dot’ - other quantum confined semiconductors include (1) quantum wires, which confine electrons or holes in two spatial dimensions and allow free propagation in the third (2) quantum wells which confine electrons or holes in one dimension and allow free propagation in two dimensions.

Nonlinear optical effect in semiconductor quantum dots was observed in the minuscule crystals of semiconductor material composed of various compounds of chemicals such as cadmium, zinc, tellurium, selenium, sulphur, etc. of sizes less than 500 nanometers. These semiconductor nanoparticles or ‘quantum dots’ have been found to react to electricity or light by emitting their own light across the visible range of wavelengths from 470 to 730 nm.
The applications of these quantum dots include solid state lighting, with the potential to render incandescent bulbs obsolete in the future and the ability to paint lighting systems onto materials. They are used in the manufacture of medical sensors and solar cells. Thin film deposits of quantum dots on solar cell substrates substantially increase their voltage output by fluorescing the light before it is captured.

An immediate optical feature of colloidal quantum dots is their coloration. Such type of coloration due to embedded nanoscale metallic particles within glasses was noted in many stained glass windows in the Medieval era shape of the nanoparticles themselves, followed by Figure 1. These rich colors in stained glass like the metallic sheen associated with naturally embedded nanoparticles in many ceramics, were appreciated and highly valued by artisans, patrons and laymen alike. Stained glass artisans sometimes treasured small vials of materials that we know were metallic oxides obtained from special mines and handed down within their families with careful instructions on how to work with them. When the size of the material particle is reduced to nanoscale, optical properties—particularly colors, can be dramatically affected. In such cases, the wavelength of light is very close to the size of the particles themselves, which causes the way that color is reflected, scattered or absorbed to be dependent on the size and shape of the nanoparticles themselves.

Fig. 1. Stained glass window of Chartres Cathedral
While the material which makes up a quantum dot defines its intrinsic energy signature, the nanocrystal’s quantum confined size is more significant at energies near the band gap. Thus quantum dots of the same material, but with different sizes, can emit light of different colours. The physical reason is the ‘quantum confinement’ effect, which will be discussed later. The larger the dot, the redder (lower energy) is its fluorescence spectrum. Conversely, smaller dots emit bluer (higher energy) light. The coloration is directly related to the energy levels of the quantum dot. Quantitatively speaking, the bandgap energy that determines the energy (and hence colour) of the fluorescent light is inversely proportional to the size of the quantum dot. Larger quantum dots have more energy levels which are also more closely spaced. This allows the quantum dot to absorb photons containing less energy, i.e., those closer to the red end of the spectrum. Recent articles in nanotechnology and in other journals have begun to suggest that the shape of the quantum dot may be a factor in the coloration as well, but as yet not enough information is available. Furthermore, it was shown that the lifetime of fluorescence is determined by the size of the quantum dot. Larger dots have more closely spaced energy levels in which the electron-hole pair can be trapped causing larger dots to show a longer lifetime. As with any crystalline semiconductor, a quantum dot’s electronic wave functions extend over the crystal lattice. Similar to a molecule, a quantum dot has both a quantized energy spectrum and a quantized density of electronic states near the edge of the band gap.

A currently active area of research in non-linear optics is concerned with all-optical devices that are designed to switch and process light signals without converting them into electronic form, thus eliminating the electronic “bottleneck” in the speed of electronics used for switching, routing and signal processing. These devices are essentially based on the non-linear optical properties of materials, i.e. changes of the refractive index caused by an intense optical beam.

When a neutral atom is placed in an electric field \( \mathbf{E} \), the positively charged core and the negatively charged electron cloud surrounding it are both influenced by the electric field. The nucleus is pushed in the direction of the field and the electrons in the opposite direction. In principle, if the field is large enough it can pull the atom apart completely, ‘ionizing’ it. With less extreme fields, however, equilibrium is soon established, for if the center of the electron cloud does not coincide with the nucleus, leaving the atom ‘polarized’ with positive charge shifted slightly one way, and negative the other. The atom now has a tiny dipole moment which points in the same direction as \( \mathbf{E} \). Typically, the polarization \( \mathbf{P} \) (dipole moment per unit volume) is directly proportional to the field, provided \( \mathbf{E} \) is not too strong. That is

\[
P = \chi \mathbf{E}
\]

where \( \chi \) is the dielectric susceptibility of the medium. The value of \( \chi \) depends on the microscopic structure of the substance and also on the external electric field. Materials obeying the above equation are known as linear dielectrics. Linearity means that the displacement of the electrons is proportional to the acting force. Only under this condition the electrons oscillate sinusoidally, with amplitude proportional to the acting force (apart from a phase shift).

The above stated model of the elastically bound electron is too simple and is only an approximation, valid for small amplitudes. The deviations become significant at high oscillation energy. If this energy exceeds the value of the binding energy, the electron is set free. At this level the electron oscillates non-harmonically. Higher frequencies appear in the displacement and in the polarization \( \mathbf{P} \). In this case, the linear equation between polarization and the field amplitude is no longer valid. The polarization is a complicated function of the field amplitude. It contains not only the linear term of \( \mathbf{E} \), but also higher order terms. This is
traditionally introduced by noting that the dielectric susceptibility can be expanded in a Taylor series in terms of the oscillating optical field. In an isotropic medium the general relation between the polarization $P$ (dipole moment per unit volume), induced by the applied electric field $E$, is expressible as a Taylor expansion involving only the magnitude, because the direction of the polarization coincides with that of the field, namely

$$P = \chi^{(1)}E + \chi^{(2)}E^2 + \chi^{(3)}E^3 + \ldots$$

(2)

In this expansion $\chi^{(1)}$ is the normal or linear dielectric susceptibility of the medium and is related to the refractive index $\eta$ by $\eta^2 = 1 + \chi^{(1)}$. It contributes to all the phenomena associated with linear optics, such as reflection, refraction, interference, etc. It is generally much larger than the nonlinear coefficients $\chi^{(2)}$, $\chi^{(3)}$ and so forth. In general, $\chi^{(n)}$, the complex dielectric susceptibilities, are tensors of rank $(n+1)$ and are related to the microscopic (electronic and nuclear) structure of the material. The even-order nonlinear optical interactions can occur only in non-centrosymmetric crystals, that is, in crystals that do not display inversion symmetry [3]. Since liquids, gases, amorphous solids (such as glass) have inversion symmetry, $\chi^{(2)}$ vanishes identically for such media and consequently they cannot produce second-order nonlinear optical interactions. On the other hand, odd-order nonlinear optical interactions can occur both for centrosymmetric and non-centrosymmetric media. Glasses possess macroscopic inversion symmetry, thereby allowing only odd-order optical nonlinearities. The third-order nonlinear optical phenomena prevail inherently in glasses because of the deficiency of long-range periodicity unlike crystals. Nonlinearity in glasses is in general quite small, but may be enhanced by several orders of magnitude by introducing metal nanoclusters in glass matrices.

The nonlinear response of the nanocluster-glass composites arises from saturable absorption at the excitonic levels. This effect drastically modifies the quantum states of the electrons and their interaction with applied optical fields; referred to as quantum confinement. Secondly, when the size of the nanoclusters is much smaller than the wavelength ($\lambda$) of the applied optical field (i.e. for clusters with diameters less than $\lambda/20$), the electric field that acts on and polarizes the free charges of these clusters can be vastly different from the macroscopic field outside the metal clusters in the surrounding medium. This polarization, in turn, modifies the dielectric constant of the composite medium. This effect is called dielectric or classical confinement. Both quantum and dielectric confinement effects alter the susceptibilities of the composite, thereby modifying the linear and nonlinear refractive indices and the absorption coefficients.

Owing to the difference in dielectric constants between the nanoclusters and the surrounding host material, local field effects arising from dielectric confinement strongly influence the optical properties and can produce major changes in optical response. Therefore, it is important to design a material which has large $\chi^{(3)}$ at the wavelength of the limited light source available and metal-doped glasses have significant possibility in this direction. The large optical nonlinearity of metal-doped glasses is considered mainly due to the local field enhancement effects on the metal microcrystallites under ‘surface plasmon resonance (SPR)’ condition, which mainly depends on the dielectric functions of metals and the glasses.

2. Nonlinear optical phenomena: physical origin

The equation for the polarization $P$ links the material properties with Maxwell’s equations for the propagation of electromagnetic waves. It does not give any indication as to the
physical mechanisms which give rise to the optical nonlinearities. The origin of the nonlinear susceptibility can be viewed classically as the response of an electron driven by an electromagnetic field in an anharmonic potential well, resulting from the interatomic electric field $E$ in the crystalline solid. When a light wave propagates through an optical medium, the oscillating electromagnetic field exerts a polarizing force on all the electrons comprising the medium. Because the inner electrons of the atoms are tightly bound to the nuclei, the major polarizing effect is exerted on the outer or valence electrons. The interatomic field is of the order of $10^{10} \text{V/m}$. For driving optical fields $E$ much weaker than that, the polarization response is essentially linear. For an intense optical field (comparable to or greater than the inter-atomic field) enough to drive the electron beyond the quadratic minimum of the interatomic potential, the response becomes increasingly nonlinear. Based on the classical atomic model of non-linearity (considering the motion of a one-dimensional anharmonic electron oscillator with damping, driven by a laser field), the ratio between the magnitudes of non-linear polarizations of successive orders can be expressed as

$$\frac{p^{(n+1)}}{p^n} = \frac{e|E|}{m \omega_0^2 r} = \frac{e|E|}{E_{\text{at}}}$$

where $\omega_0$ is the oscillation frequency of the electron and $r$ is the radius of the equilibrium orbital of the electron ($m \omega_0^2 r$ is actually the expression for the linear force which is equal to $eE_{\text{at}}$, where $E_{\text{at}}$ is the intra-atomic electric field at a distance equal to Bohr radius $a_0$). Now, $E_{\text{at}} = \frac{e}{a_0} = 5.15 \times 10^{11} \text{V/m}$. Following the expression for energy flux density of an electromagnetic wave $\varepsilon c E^2$, the above value of $E_{\text{at}}$ corresponds to a laser power of $7 \times 10^{20} \text{Watt/m}^2$, where $\varepsilon$ (dielectric constant of vacuum) = $8.8 \times 10^{-12}$ and $c$ (speed of light) = $3 \times 10^8$, expressed in SI units.

At low light intensities, the optical fields are a small fraction of the molecules’ total internal fields ($\sim 5 \times 10^{11} \text{V/m}$). At high photon intensities, the induced fields become a significant fraction of the total. This added internal field substantially modifies the motions of the charges within the molecule and alters the nature of the polarization within the materials. Also, this added internal field “anharmonically” modifies the light wave’s propagation, leading to remarkable effects when they occur coherently, constructively. That is when a material’s properties (e.g. the interaction length for a process and the strength of the perturbation) are well-matched (i.e. phase-matched) to the laser wavelength, second- and third-order non-linear optical effects can drastically change the colour content or manner of propagation of light. Therefore, the non-linear phenomenon is evidenced by the changes in optical properties as the intensity of light is increased.

We thus expect that under conditions of non-resonant excitation the second-order susceptibility $\chi^{(2)}$ will be of the order of $\chi^{(1)}/E_{\text{at}}$ [4]. For condensed matter $\chi^{(1)}$ is of the order of unity, and hence we expect that $\chi^{(2)}$ will be of the order of $1/ E_{\text{at}}$, or

$$\chi^{(2)} \approx 5 \times 10^{-8} \text{cm/statvolt} = 5 \times 10^{-8} \left(\text{cm}^3/\text{erg}\right)^{1/2} = 5 \times 10^{-8} \text{esu}$$

Similarly, we expect $\chi^{(3)}$ to be of the order of $\chi^{(1)}/E_{\text{at}}^2$, which for condensed matter is of the order of
These predictions are in fact quite accurate, as one can see by comparing these values with the actual measured values of $\chi^{(2)}$ and $\chi^{(3)}$. For certain purposes, it is useful to express the second- and third-order susceptibilities in terms of fundamental physical constants. Noting that the number density $N$ of the condensed matter is of the order $(a_0)^{-3}$, we find that

$$\chi^{(2)} \equiv 3 \times 10^{-15} \text{ cm}^2 / \text{statvolt}^2 = 3 \times 10^{-15} \text{ cm}^3 / \text{erg} = 3 \times 10^{-15} \text{ esu}$$

The most common procedure for describing nonlinear optical phenomena is based on expressing the polarization $P(t)$ in terms of the applied electric field strength $E(t)$ as we have done in Eq (2). The reason why the polarization plays the key role in the description of nonlinear optical phenomena is that a time-varying polarization can act as the source of new components of the electromagnetic field. The wave equation in nonlinear optical media often has the form [4]

$$\nabla^2 E - \frac{\eta^2}{c^2} \frac{\partial^2 E}{\partial t^2} = \frac{4\pi}{c^2} \frac{\partial^2 P_{NL}}{\partial t^2}$$

(3)

where $\eta$ is the usual linear refractive index and $c$ is the speed of light in vacuum. We can interpret this expression as an inhomogeneous wave equation in which the polarization $P_{NL}$ associated with the nonlinear response drives the electric field $E$. This equation expresses the fact that, whenever $\frac{\partial^2 P_{NL}}{\partial t^2}$ is non-zero, charges are being accelerated, and according to Larmor’s theorem from electromagnetism, accelerated charges generate electromagnetic radiation. It should be noted that the power series expansion, expressed by Eq. (2), need not necessarily converge. In such circumstances the relationship between the material response and the applied electric field amplitude must be expressed using different procedures.

The physical origin of nonlinear optical phenomena can be categorized as either structural or compositional [5]. Here ‘structural’ refers to light induced structure changes, such as a change of electronic density, average interatomic distances, molecular orientation, phase transition, etc. These phenomena belong to the intrinsic category. The ‘compositional’ refers to light-induced chemical composition changes such as molecular dissociation, polymerization etc. Intrinsic nonlinearity violates the principle of superposition arising from a nonlinear response of the individual molecule unit cell to the fields of two or more light waves, while extrinsic nonlinearity is related to changes in the composition of the medium that results from the absorption or emission of light. In either type of nonlinearity, the optical properties of the medium depend on the intensity of light and the order of nonlinearity can be classified according to the power of the intensity involved.

Colloidal suspension of metal nanoclusters in centro-symmetric dielectric materials (such as glasses) has recently attracted immense interest in materials science for their potential photonic applications. Various types of glasses are very attractive materials for these applications, because of their relatively fast response time. Furthermore, glass-based nanocomposites are, in general, expected to play an important role as materials for various nanotechnology applications, due to low cost, ease of processing, high durability, resistance and high
transparency, as well as the possibility of tailoring the behavior of glass-based structures. Since the first attempt of Faraday to explain the nature of the colour induced in glasses by small metallic precipitates, many studies have been dedicated to the properties of metal nanocluster composite glass. In general, the physical properties of these systems change dramatically in the transition from atom to molecule to cluster to solids, where the cluster regime is characterized by the confinement effects, causing thereby these systems particularly interesting. In the last decade, metal nanoclusters embedded in insulating matrices, have received increasing interest due to their peculiar optical, magnetic and catalytic properties when the size becomes comparable to or less than the electronic mean free path. The nonlinear susceptibility $\chi^{(n)}$ of any material is intimately related to its electronic structure. Therefore, it is of utmost importance to understand the relationship between the nonlinearity and electronic structure and thereby the chemical structure of the material so that a predictive capability can be developed for designing device grade materials.

3. Optical properties of metal nanoparticles

Metals contain free electrons which are responsible for their electrical conduction. If a spatial variation of the density of freely moving electrons with respect to the background of positive ions is created, the restoring forces are formed that tend to pull the electrons back to their initial position. Since the electrons have inertia, their distribution overshoots the equilibrium position creating a new charge distribution and with it the restoring forces. The electron charge density thus continues an oscillating motion. Such a system where oppositely charged particles can move freely with respect to each other is called plasma and their oscillatory motion the plasma oscillation. Quantization of the plasma oscillations leads to quasi-particles or the plasmons. Localized surface plasmons or ‘surface polaritons’ are collective electron charge oscillations in metallic nanoparticles that are excited by light. They exhibit enhanced near-field amplitude at the resonance wavelength. This field is highly localized at the nanoparticle and decays rapidly away from the nanoparticle/dielectric interface into the dielectric background, though far-field scattering by the particle is also enhanced by the resonance. Light intensity enhancement is a very important aspect of localized SPRs and the localization means that these SPRs have very high spatial resolution, limited only by the size of nanoparticles. Figure 2 shows the Schematic of plasma oscillation for a metallic sphere, indicating displacement of the conduction electron charge cloud relative to the nuclei.

![Fig. 2. Schematic of plasma oscillation for a sphere, showing displacement of the conduction electron charge cloud relative to the nuclei.](www.intechopen.com)
Assuming the electron charge density $\rho$ to be a continuous function of position and using classical electrodynamics, an equation of motion for $\rho(x,t)$ can be written as

$$\frac{\partial^2 \rho(x,t)}{\partial t^2} = -\frac{4\pi}{m} \frac{\Delta N}{\Delta V} \epsilon^2 \rho(x,t)$$

(4)

where $\Delta N$ is the number of electrons in volume element $\Delta V$ while other quantities have their usual meanings. Eq. (4) represents simple harmonic motion with a bulk plasma oscillation frequency

$$\omega_p = \sqrt{\frac{4\pi n e^2}{m}}$$

(5)

where $n = \Delta N/\Delta V$ is the average electron density.

For a metal (complex dielectric function $\varepsilon(\omega)$) nanoparticles of radius $R$ embedded in a host of dielectric constant $\varepsilon_d$, the plasmon response in quasi-static approximation ($R < \lambda$, wavelength of light) is essentially dipolar in nature. The dipole plasmon response of the metal nanoparticles is defined by its polarizability

$$\alpha = 4\pi e_0 R^3 \left| \frac{\varepsilon(\omega) - \varepsilon_d}{\varepsilon(\omega) + 2\varepsilon_d} \right|$$

(6)

The resonance will be observed when the real part $\varepsilon'(\omega)$ of the complex dielectric function $\varepsilon(\omega)$ satisfies the condition

$$\varepsilon'(\omega) = -2\varepsilon_d$$

and its imaginary part $\varepsilon''(\omega) << 1$. $\varepsilon'(\omega)$ is negative when the frequency of electromagnetic wave $\omega$ is below the bulk plasmon frequency $\omega_p$. In Drude model, $\varepsilon'(\omega)$ and $\varepsilon''(\omega)$ can be approximated in terms of $\omega_p$ and plasma relaxation frequency $\Gamma$ as

$$\varepsilon'(\omega) = 1 - \frac{\omega_p^2}{\omega^2 + \Gamma^2}$$

(7)

$$\varepsilon''(\omega) = 1 - \frac{\omega_p^2 \Gamma}{\omega(\omega^2 + \Gamma^2)}$$

(8)

Eqs. (7) and (8) yield the Drude resonance frequency as

$$\omega_p = \frac{\omega_p}{\sqrt{2\varepsilon_d} + 1}$$

(9)

The plasma frequency $\omega_p$ is scale-invariant but the Drude free electron response varies with geometric shape of the particle. Drude free electron model does not yield the surface plasmon frequency for metal nanoparticles of interest correctly. This is mainly because of the additional electric susceptibility introduced by interband transitions between the
outermost $d$- and $s$- orbitals at optical frequencies. These electronic excitations couple strongly with the free electron response yielding large changes in $\varepsilon'(\omega)$ and $\varepsilon''(\omega)$. In addition, these can produce significant damping mechanism for plasmon decay which will reduce the quality of the optical resonance. In case of silver nanoparticles, these interband transitions are responsible for the frequency difference between the theoretically predicted Drude response at $\omega_D = 5.6$ eV and the observed surface plasmon resonance at $\omega_{sp} = 3.6$ eV. More accurate model for the optical properties of metal nanoparticles can be obtained using Mie theory based on Maxwell’s equations. Results of Mie theory clearly predict the experimental optical spectra of metal nanoparticles. This theory has also been used to estimate the variations in the electrodynamic response due to the size and anisotropy. It can also account for the optical response of metal nanoparticles beyond the quasi-static limit ($2R/\lambda>0.05$), whose plasmon resonances are red-shifted by phase retardation and broadened by radiation damping. Higher-order plasmon modes can also become significant. For example, quadrupole resonance in silver and gold nanoparticles can be observed in optical extinction spectra at sizes $\geq 60$ nm. For spherical metal clusters, Mie plasmons considering $\varepsilon_d=1$ are shown to occur at frequency 

$$\omega = \omega_p \sqrt{\frac{l}{2l+1}}$$

(10)

where $l$ is the angular momentum of plasmon mode. Using a single photon of appropriate energy one can excite only $l=1$ dipole plasmon oscillations in a metallic cluster. The dipole surface plasmons are responsible for the formation of giant resonances in photoabsorption spectra of metal clusters [7-10]. They also play an important role in inelastic collisions of charged particles with metal clusters [11-13]. It was also demonstrated that collective excitations make a significant contribution to the electron energy loss spectrum in the region of the surface plasmon resonance. One-photon absorption cross-section in the plasmon approximation is shown to be [14]

$$\sigma_1 = \frac{4\pi N e^2}{mc} \frac{\omega^2 \Gamma_1}{(\omega^2 - \omega^2)^2 + \omega^2 \Gamma_1^2}$$

(11)

where $\Gamma_1$ is Landau damping. Connerade et al. [13] have also shown that the two-photon absorption can occur for $l=2$ i.e. quadratic mode and is not allowed for $l=1$ plasmon mode (dipolar plasmon). Two-photon absorption cross-section is given by [13]

$$\sigma_2 = \frac{(4\pi N e^2)^2}{mc^2} \frac{A^2 h}{2\pi \omega_1 N \Delta R^2} \frac{\omega_1^2}{\omega_2^2} \frac{1}{(\omega - \omega_0)^2 + \frac{\Gamma_1^2}{4}} \left[ \frac{\Gamma_2}{(\omega_2 - 2\omega)^2 + \frac{\Gamma_2^2}{4}} \right]$$

(12)

where $A=2.79$ and $\Delta R$ is the width of the domain in the vicinity of the cluster surface within which plasmon excitations take place. Note that unlike $\sigma_1$, $\sigma_2$ depends on $h$. It is because $l=1$ plasmon oscillations are purely classical effect, while $\sigma_2$ arises from the interaction between dipole and quadrupole plasmon modes and the two-photon absorption profile differs substantially from the one-photon case. Connerade et al. [13] have also shown that, in addition to dipole plasmon excitations multipole plasmons
(quadrapole, octupole, etc) contribute to the multiphoton excitation process, which results in a significant difference of plasmon resonance profiles between the cross-sections for multiphoton and single-photon absorption. The results were obtained within a theoretical model for the multiphoton excitation of a jellium cluster. This model is applicable to metal clusters.

In general, when an electromagnetic wave propagates in the composite medium, it does not resolve the individual scattering centers, and the medium appears as a homogeneous medium characterized by an effective complex dielectric function. If we consider a composite consisting of small particles occupying a relative volume fraction $p \ll 1$ in a dielectric host, the complex dielectric constant of the metal cluster, which is a function of the frequency of the incident electromagnetic field by $\varepsilon_m(\omega) = \varepsilon_1(\omega) + i\varepsilon_2(\omega)$. The optical response of the metal nanocluster glass composite systems may be approached following two classes of models, namely, (i) discrete island model, in which each scattering center is considered, and (ii) effective medium theory, in which one scattering center is considered, the rest of the surrounding medium being averaged into a homogeneous medium.

Considering the first kind of approach, Maxwell-Garnet [15] considered that the metal clusters embedded in a host matrix of dielectric constant $\varepsilon_h$ are polarized by an optical field. The Lorentz local-field relationships show that the effective dielectric constant $\varepsilon_{\text{eff}}$ of such a composite medium is given by

$$\frac{\varepsilon_{\text{eff}} - \varepsilon_h}{\varepsilon_{\text{eff}} + 2\varepsilon_h} = p \frac{\varepsilon_m - \varepsilon_h}{\varepsilon_m + 2\varepsilon_h} \quad (13)$$

For small volume fractions, Eq. (13) may be expanded to the first order in the volume fraction. The optical absorption coefficient is related to the imaginary part of $\varepsilon_{\text{eff}}$. Mie was the first to derive an exact description of the optical absorption and elastic scattering by a collection of metal spherical clusters suspended in a transparent medium. By adding the contribution of single clusters, the theory accounts correctly for many experimental cases, provided that interaction effects among the clusters as well as multiple scattering effects are missing. This is concerned, however, with a large class of inhomogeneous composite glasses, where the cluster density is anyhow sufficiently low to allow a description within this regime. The optical absorption coefficient $\alpha$ of a collection of uniform spheres, very small compared to the wavelength $\lambda$ of light and embedded in a medium of refractive index $n_d$, is well described by the Mie scattering theory. The general expression for the extinction coefficient, which includes both absorption and scattering, is given by [16]

$$\alpha = p \frac{18\pi n_d^3}{\lambda} \frac{\varepsilon_2}{\left(\varepsilon_1 + 2n_d^2\right)^2 + \varepsilon_2^2} \quad (14)$$

The extinction coefficient in expression (14) has a maximum at $\lambda$ for which the condition $\left(\varepsilon_1 + 2n_d^2\right) = 0$ is satisfied. This is due to the absorption resonance known as the surface plasmon resonance (SPR). The UV-Visible spectrum of a Cu⁺ - implanted glass sample shows such a typical SPR band at 589 nm (Fig. 3).
Plasmons are the quanta associated with longitudinal waves propagating in matter through the collective motion of conduction band electrons. Maxwell’s equations tell us that an interface between a dielectric (e.g. silica glass) and a metal (e.g. Ag or Au) can support a surface plasmon (SP). An SP is a coherent electron oscillation that propagates along the interface together with an electromagnetic wave. These unique interface waves result from the special dispersion characteristics (dependence of dielectric constant on frequency) of metals. What distinguishes SPs from ‘regular’ photons is that they have a much smaller wavelength at the same frequency. For example, a HeNe laser, whose free-space emission wavelength is 633 nm, can excite an SP at a Si/Ag interface with a wavelength of only 70 nm. When the laser frequency is tuned very close to the SP resonance, SP wavelengths in the nanometer range can be achieved. The short-wavelength SPs enable the fabrication of nanoscale optical integrated circuits, in which light can be guided, split, filtered, and even amplified using plasmonic integrated circuits that are smaller than the optical wavelength. The position, width and shape of the SPR band are determined by the metal dielectric function, also on the size, shape and concentration of the particles and on the surrounding dielectric medium. The position of the resonant absorption band changes with the cluster size, but remains more or less unchanged for the clusters with less than 10 nm diameter, as was predicted by Mie in his scattering theory. Moreover, quantum corrections to the classical absorption become significant as the cluster dimension approaches 1 nm diameter [17]. Equation (14) gives a band of Lorentzian shape: if the band is narrow, its width $w$ at half maximum absorption (FWHM), i.e. bandwidth, is $\frac{\lambda_m^2}{\lambda_a}$ and is given by

$$w = \frac{\lambda_m^2}{\lambda_a} = \left(\epsilon_0 + 2n_d^2\right) c / 2\sigma$$

(15)
The d.c. conductivity, $\sigma$, is given by

$$\sigma = \frac{N_e e^2 R}{m u_F}$$

(16)

where $R$ is the particle radius, $u_F = \left(\frac{2E_F}{m}\right)^{1/2}$ is the electron velocity at the Fermi energy $E_F = \frac{h^2}{2m} \left(\frac{3\pi^2 n}{8}\right)^{2/3}$ and $N_e$ is the number of electrons per unit volume. Therefore, the experimental result of constant band position is reasonable, because $\lambda_m$ does not depend upon the conductivity, $\sigma$, which is determined by the mean free path of the electrons and therefore, upon the particle size. Alternatively, Equation (15) shows that the dependence of bandwidth upon particle size, i.e. $\omega \propto 1/R$, as obtained from Equations (15) and (16), results from the changing mean free path of the electrons. Figure (4) gives a comparison between the experimentally measured absorption band for silver particles of about 10 nm diameter, suspended in glass, and the calculated one from Equation (14), using the measured $\lambda_m$ and bandwidth [18]. The agreement between these curves confirms that the absorption results from the free electrons in the silver particles. The slight increase in absorption at lower wavelengths probably results from the ultraviolet irradiation of the cerium present in the glass matrix [19].

![Fig. 4. (o) Measured and (___) calculated absorption bands for silver nanoparticles of about 10 nm diameter, suspended in glass](image_url)

Eq. (14) predicts a shift of the resonance to longer wavelengths and increasing half-widths for the particles of radius $R \geq 10$ nm. Figure (5) shows the optical extinction per unit Ag concentration as a function of wavelength for various values of colloidal radius.
The average radius of metal spheres, small compared to the wavelength of light, can be approximately estimated from the resonance optical absorption spectrum as per the Mie scattering formula.

\[
 r_{metal} = \frac{v_F}{\Delta \omega / 2} = \frac{v_F}{2 \pi c_0 \left( \frac{\Delta \lambda}{\lambda_p^2} \right)}
\]  

Where \( v_F = \) Fermi velocity and \( \Delta \omega / 2 \) is the full width at half maximum (FWHM) of the SPR absorption when plotted as a function of angular frequency \( \omega \), \( c_0 \) is the speed of light in vacuum, \( \lambda_p \) is the wavelength where absorption peak appears, and \( \Delta \lambda \) gives the bandwidth. This expression [20], however, provides a very crude estimate of the metal particle dimension as it is reliable only when the metal colloids are strictly spherical. It is also difficult to estimate the particle dimensions from the optical absorption spectra as the main features of the SPR bands (i.e. wavelength, position and FWHM) depend on size, size distribution, shape, lattice parameters and filling factors of the metal particles.

As the dielectric constant is intensity dependent, the corresponding refractive index is also intensity dependent. The intensity dependent refractive index \( \eta \) is usually expressed as

\[
 \eta = \eta_0 + \eta_2 I
\]

where \( \eta_0 \) is the linear refractive index of the material and is a function of \( \chi^{(1)} \) [21]. \( I \) is the intensity of light averaged over a period and \( \eta_2 \) is the nonlinear refractive index of the material. The total absorption, \( \alpha \), under saturation can be expressed as [22]:

\[
 \alpha = \alpha_0 + \beta I
\]
β is the coefficient characterizing the nonlinear absorption and is known as the ‘two-photon absorption coefficient’. For all-optical devices, the nonlinear refractive index and the two-photon absorption play critical roles. The nonlinear refractive index and the two-photon absorption coefficient are related to the real and imaginary parts of $\chi^{(3)}$ according to the following equations:

$$\eta_2 = \frac{\pi \operatorname{Re}\left[\chi^{(3)}\right]}{\eta_0}$$  \hspace{1cm} (20)$$

$$\beta = 96 \frac{\pi^2 \omega \operatorname{Im}\left[\chi^{(3)}\right]}{\eta_0 c^2}$$  \hspace{1cm} (21)$$

Eqs. (20) and (21) are valid in the case of negligible linear absorption, i.e. when $\omega_0/2\kappa_0 << 1$, where $k = 2\pi/\lambda$.

### 4. Ion beam synthesis of metal - glass nanocomposites

Among different possible synthesis processing, ion-beam based techniques proved to be very suitable in synthesizing metal nanocluster glass composites. Moreover, the composition of the clusters can be varied easily by sequential ion implantation in the matrix of two different elements whose energy and dose can be tailored so as to maximize the overlap between the implanted species and to control their local relative concentration. Ion implantation has been shown to produce high-density metal colloids in glasses and other materials. The high-precipitate volume fraction and small size of nanoclusters in glasses lead to the generation of third-order susceptibility much greater than those for metal-doped solids. This has stimulated interest in the use of ion implantation to make nonlinear optical materials. An attractive feature of ion implantation to form these nanoclusters, compared to the classical technique of melt-glass fabrication process, i.e. mixing selected metal powder with molten glass, is that the linear and nonlinear properties occur in a well-defined space in an optical device, and by using focused ion beams, point quantum confinement may be accomplished. Although several other methods, such as ion-exchange [23], sol-gel [24], electrolytic colouration, etc., also exist for introducing the metal into the insulating substrates, the ion implantation has the following advantages of being a generally applicable process; (a) it can be performed at an ambient temperature, (b) it has no side diffusion problem, (c) it offers an accurate control of the total number of ions being added to the target and (4) it offers a predictable depth distribution in the target matrix determined by the incident ion beam energy.

Ion implantation in glassy structures yields in the precipitation of metal colloids at a reasonably higher local concentration because of the large specific volume and more open structure of the glassy state relative to that of the crystalline counterpart. Metal nanoclustres can be easily incorporated within the open spaces present in the glass matrix. Figure (6) shows the schematic structure of SiO$_2$ in crystalline and glassy form.

Ion implantation of metals into glass has been explored since the last decade as a useful technique to produce nanocomposite materials in which nanometer-sized metal or semiconductor particles are embedded in dielectric matrices. Modifications induced by ion implantation depend on the glass composition as well as on the ion species, and the fluence, energy and the temperature of the process. Both nuclear and electronic processes give rise to
Fig. 6. Schematic 2-D representation of the structure of SiO$_2$ (a) crystalline (b) glassy form

the structural changes in materials, and several evidences of clusterisation of metal atoms implanted in glass matrices are reported in literatures [25-32]. Alternatively, low-mass ion-beams can be used for promoting cluster aggregation in surface layers of glass previously doped with metal ions by other suitable techniques. High energy ion beam mixing [33] and ion beam assisted deposition [34] have also been successfully exploited for the preparation of clusters-doped silica glass. Figure (7) sketches some of these methods [29]. Furthermore, ion implantation has been used as the first step of combined methodologies that involve other treatments such as thermal annealing in controlled atmosphere, laser or ion irradiation [35-39]. Heat treating the implanted sample reduces the strains and charge imbalances caused by implantation. Moreover, heating increases the diffusion coefficient and the implanted atoms move to the lower energy metallic state of the clusters increasing the localized volume fraction.

Fig. 7. Ion beam - based methods for promoting metal cluster formation in silica glass
The physical mechanisms governing the cluster formation are presently under debate. Hosono discussed [40] the chemical reactivity of the species involved in the implants on SiO$_2$ glasses. In the case of weak or negligible chemical interaction, the elements which do not react with the matrix (for example, Ag, Cu, Au...) are considered to directly form metallic precipitates under appropriate conditions. Among those which tend to form bonds with O from the silica network, so forming a defective Si-Si homobond, the cluster formation is predicted when the Gibbs energy for metal oxide formation is greater than that of SiO$_2$. The comparison of the two energies should be made at the extrapolated effective temperature of 3000 K. The validity of this criterion as a first approximation is good, yet not giving account for the effect of the concentration of the implanted species, nor providing a criterion for fixing the local temperature at which the two energies must be compared. A more general approach is due to Hosono, Matsumani and Imagawa [41, 42]. Starting from the study of the implantation-induced defects in silica, they pointed out the importance of the chemical interaction strength among atoms coming into play in the creation of defects. Although a vast volume of literature is devoted to the nonlinear optical studies in metal nanocluster glass composites, we will discuss here only those works which give meaningful insights into the study of third-order optical nonlinearity; its correlation with electronic and chemical structure and those which offer some useful guidelines for developing potential nonlinear optical materials for photonic applications.

Nanocluster formation in metal-ion implanted silica and glasses has been studied by using different techniques. Out of various metal nanoparticles, silver, copper and gold are extensively studied in semicontinuous thin films, colloids and in different glass matrices for their nonlinear optical properties [43]. Different metal alloy nanoclusters [44, 45] are also studied in this aspect. Optical absorption measurements [46-48] and transmission electron microscopy (TEM) give information on the cluster shape, size and crystalline state. Cross-sectional TEM measurements give the details of the colloid size distribution as a function of depth [48, 49]. Rutherford Backscattering Spectrometry (RBS) and Secondary Ion Mass Spectrometry (SIMS) can be used to obtain the depth distribution of the implanted species. X-ray photoelectron spectroscopy (XPS) and Auger electron spectroscopy (AES) determine the chemical state of the implanted ions. Degenerate four wave mixing (DFWM) [50] and Z-scan [51] methods have been used for measurements of $\chi^{(3)}$ of the metal doped glasses.

Ricard et. al [50] were the first to measure the non-linear properties of such colloids (silver, gold) in bulk silica and other workers [42-55] extended these measurements. The non-linear index $n_2$ of 160 keV copper-implanted silica at a fluence of $10^{17}$ ions / cm$^2$ was determined using the Z-scan method and was found to be around $4 \times 10^{-14}$ m$^2$/W$^{-1}$ [42]. More recently, the formation of various metal colloids (copper, silver, gold, lead, tin, iron, phosphorus etc.) in silica glasses by ion implantation under various conditions and measurements of $\chi^{(3)}$ values in these cases have been reported [53-56]. The highest value of $\chi^{(3)} (3 \times 10^{-6} e.s.u.$) was obtained, so far, for tin implanted $(2 \times 10^{17}$ ions / cm$^2$ dose) silica glass [57] at a wavelength of 500 nm; corresponding to surface plasmon resonance (SPR) of tin. Figures (8) and (9) show the TEM images of such microstructures. As shown in these figures, the implanted ions form spherical nanoclusters. The crystallinity of the nanoclusters is evidenced [57] from X-ray diffraction studies, as shown in Fig. 10. All the XRD peaks are identified as those of metallic tin crystallites and relative peak intensities confirm that there is no evidence of preferential orientation of the microcrystallites.
Fig. 8. TEM results on Au-implanted silica samples annealed in air at 900°C for different time intervals: cross-sectional bright-field micrographs with the corresponding histogram of size distribution for the as-implanted and annealed for 1 h, 3 h, 12 h samples.

Fig. 9. Cross-sectional bright-field TEM images of sequentially ion implanted silica with Pd (130 keV) and Ag (130 keV) at dose $3 \times 10^{16}$ ions/cm$^2$: (a) as implanted; (b) annealed in reducing atmosphere at 900°C for 2 hours; (c) annealed in air at 800°C for 5 hours; (d) annealed in air at 900°C for 1 hours.
Another example of changing both the linear and nonlinear optical properties of silica by implanting 2.0 MeV copper, 350 keV tin, 1.5 MeV silver and 3.0 MeV gold have been studied by D. Ila et. al [58]. Resonance enhancement of $\chi^{(3)}$ with in-diffusion of gold was exploited for high non-linearity at wavelength above 1000 nm [59]. Another significant work reported [60] of copper nanoparticles prepared by the reduction of copper (II) acetate in water and 2-ethoxyethanol using hydrazine under reflux. The synthesized nanoparticles exhibited a distinct absorption peak in the region 572–582 nm. The nonlinear optical properties of the copper colloids were first measured using the Z-scan technique and $\chi^{(3)}$ values obtained were found to be of the order of $10^{-11}$–$10^{-12}$ esu. Recently reported works includes synthesis of metal nanocluster composite glass by Cu ions implanted into silica with dose of $1 \times 10^{17}$ ions/cm [61, 62]. Third-order nonlinear optical properties of the nanoclusters were measured at 1064 nm and 532 nm excitations using Z-scan technique. Absolute third-order nonlinear susceptibility $\chi^{(3)}$ of this kind of sample was determined to be $2.1 \times 10^{-7}$ esu at 532 nm and $1.2 \times 10^{-7}$ esu at 1064 nm. Nonlinear optical properties of Ag–Cu nanoclusters co-doped in a SiO$_2$ substrate prepared using the sol–gel technique were investigated under the influence of the second harmonic of a high-power nanosecond Nd:YAG laser [63]. Third-order nonlinear susceptibility $\chi^{(3)}$ was determined to be of the order of $10^{-7}$ esu and nonlinear refractive index was found to be of the order of $10^{-9}$ cm$^2$/Watt. The measured nonlinear refractive indices ($\sim 10^{-6}$ e.s.u.) for these microcrystallite-doped glass composites compare well to that of II–VI semiconductor-doped glasses and are much larger than that of colloidal melt-glasses.

For a metal cluster with a cubic symmetry, the fourth-rank tensor $\chi^{(3)}$ has four independent components. Of these, $\chi^{(3)\text{xxxx}}$ includes contributions from both thermal and electronic processes. The $\chi^{(3)\text{xyyx}}$ component, on the other hand, is sensitive only to electronic processes. The enhancement in the electronic component of $\chi^{(3)}$ due to the increased volume fraction
(~30%) of the nanoclusters in the composite is obviously an important consideration from the point of view of non-linear optics, but achieving such a high concentration of dopants is a non-trivial materials problem. A volume fraction of such magnitude, obtainable by ion implantation only, cannot be made in a melt-glass because of the constraints of chemical and thermodynamic equilibrium. This points to one major advantage of ion-implantation as a technique for synthesizing nanocluster-glass composites.

5. Magnitudes and temporal responses of $\chi(3)$ in nanocluster - glass composites

Progress in non-linear optical materials is the key to creating functional photonic devices for optical communications, sensing and computing. Understanding the correlation between materials processing and optical nonlinearities is critical to the development of advanced non-linear materials for photonic devices. Optical switching at terahertz frequencies requires nonlinear optical materials with the following properties: picosecond or shorter response times, low-power switching threshold, high thermal stability, low two-photon absorption, wavelength tunability, and a high threshold for laser-induced damage.

There are many materials with high third-order nonlinearities, although only a large value of $\chi(3)$ is not sufficient. The key issue for light-wave technology is to optimize performance of third-order materials in real device geometries under realistic operating conditions. Moreover, the long-term mechanical, thermal and optical stability of potential waveguide devices can only be tested accurately in actual device geometries. Thus the results achieved with metal-nanocluster glass composites made by ion implantation are significant because of their potential for making a high-performance nonlinear material using an established ion-implantation-based waveguide fabrication technology [64]. Figure (11) shows a comparison between a variety of electronic and photonic materials with respect to switching energy and switching speed [42].

Fig. 11. Comparison of a variety of electronic and photonic materials with respect to switching energy and switching speed
As shown in the hatched area, nanocluster composites of Au : SiO$_2$ and Cu : SiO$_2$ have faster switching speeds than any material, except para-toluene sulphonate (PTS), which, however, suffers from long-term photochemical damage. The shaded area in the figure indicates the range of switching energies projected from theoretical estimates for metal nanocluster composites. While no single material exhibits all the characteristics of an ideal optical switch, metal nanocluster composites do seem to offer an attractive combination. However, both for the demonstration of device potential and for studying optical physics in these interesting non-linear materials, it may be advantageous to carry out the non-linear studies in actual waveguide geometries. For example, because two-photon absorption, which is proportional to the imaginary part of $\chi^{(3)}$, arising not only from the clusters but also from the defects created by ion implantation, severely limits all-optical device performances, a fundamental understanding of its origin and relation to size, shape and density of the clusters in the waveguide is crucial. In optical switching devices and waveguide, a key-parameter is the non-linear index of refraction, proportional to the real part of $\chi^{(3)}$. Measurements of the magnitude and the temporal response characteristics of $\chi^{(3)}$ are the most important part of the experiments.

5.1 Degenerate Four Wave Mixing (DFWM)

5.1.1 Principle
When a nonlinear material is illuminated by a pair of coherent waves of equal magnitude traveling in different directions, they result in a phase grating within the material, which in turn can diffract a third wave (not necessarily coherent with the first two) incident on the material into a fourth one. The diffracted phase conjugated wave is the fourth wave. This process is called ‘four-wave mixing’ and has been demonstrated in several crystals. When all the four waves involved in the process have the same frequency, it is known as the degenerate four wave mixing (DFWM). The effect can be understood in terms of the third-order nonlinear susceptibility $\chi^{(3)}$. Physically, one may understand this process by considering the individual interactions of the fields within a dielectric medium. The first incident field causes in the dielectric an oscillating polarization, which re-radiates with some phase shift determined by the damping of the individual dipoles; this is just traditional Raleigh scattering described by linear optics. The application of a second field will also drive the polarization of the dielectric, and the interference of the two waves will cause harmonics in the polarization at the sum and difference frequencies. Now, the application of a third field will also drive the polarization at the sum and difference frequencies. This beating with the sum and difference frequencies is what gives rise to the fourth field in four wave mixing. Since each of the beat frequencies produced can also act as new source fields, a bewildering number of interactions and fields may be produced from this basic process.

5.1.2 Theory
The two coherent waves ($E = \frac{1}{2}E_0 \cos \omega t$) with a time variation create an interference pattern or standing wave within the crystal. The pattern consists of regions near the nodes where the local field is essentially zero, and regions near the antinodes where its value is close to $E_0 \cos \omega t$. Retaining terms up to the third order in polarization equation (Eq (2)), and adding a small extra field $E'$ acting as the third field, we then have, up to the first order in $E'$:
\[ P + \delta P = \chi (E + E') + \chi^{(2)} \left( E^2 + 2EE' \right) + \chi^{(3)} \left( E^3 + 3E^2E' \right) \]

Therefore,
\[ \delta P = E' \left( \chi + 2\chi^{(2)}E + 3\chi^{(3)}E^2 \right) \]

Now if \( E' \) is incoherent with \( E \), the ratio \( \frac{\delta P}{E'} \) is obtained by averaging the bracketed term in Equation (22) over many periods of \( \omega \). The average of \( E_0 \cos \omega t \) of course is zero; that of \( E_0^2 \cos^2 \omega t \) is \( \frac{E_0^2}{2} \) and so, we have on average,

\[ \frac{\delta P}{E'} = \chi + \frac{3}{2} \chi^{(3)}E_0^2 \]

The refractive index seen by the field \( E' \) is thus given by,
\[ \mu_d = \left( 1 + \frac{\delta P}{E_0E'} \right)^{1/2} \]
\[ = \left[ 1 + \frac{(\chi + \frac{3}{2} \chi^{(3)}E_0^2) / E_0}{E_0} \right]^{1/2} \]

which depends on the field \( E_0 \) and is therefore different at the nodes and the antinodes of the standing wave pattern created by the first two waves. The wave \( E' \), therefore, sees the standing wave ‘written’ into the crystal as a phase grating, which diffracts according to the Bragg’s law. Figure (12) shows the forward and backward mixing arrangements of the DFWM setup [50]. In the former case there are two input beams, usually obtained by a mirror placed beyond the nonlinear medium. In both the cases, the nonlinear polarization radiates a signal field at \( \omega \) in the phase-matched direction. The pump and the probe waves interfere giving rise to both amplitude gratings (resulting from the nonlinear loss due to two-photon absorption) and refractive index or phase gratings (due to the intensity-dependent refractive index change), from which the waves scatter coherently. The output intensities of signal and probe are related to the nonlinear absorption which can be related to the nonlinear refractive index.

Fig. 12. The forward and backward mixing arrangements of the DFWM set up.
Measurements of the magnitude and the temporal response characteristics of $\chi^{(3)}$ are the most important part of the experiments. One can measure $\chi^{(3)}$ at wavelengths both on and off the SPR by forward DFWM in the geometry of Fig. (12) [30]. In guided-wave geometry, it is possible to use a CW mode locked laser for four-wave mixing studies with counter-propagating pump-beams. In DFWM configuration, three different light fields, $E_1$, $E_2$ and $E_3$, of the same frequency are incident on the non-linear optical material to produce a fourth beam, $E_4$. It is also called phase conjugation or real-time holography. Two different types of volume holograms, i.e. reflection and transmission holograms can be constructed. In either type, the third beam is used as the reading beam and the fourth one is the result of the diffraction of the hologram, making $E_4$ conjugate to $E_3$. The third-order nonlinear optical susceptibility obtained from the above technique is given by [65]

$$\chi^{(3)} = \frac{8c^2n_d^2e_0\alpha n T}{3\omega l_1 (1 - T)}$$

where $n_d$ and $\alpha$ are linear refractive index of the host matrix and absorption coefficient of the nanocluster-glass composite, respectively, both measured at the same frequency, $\omega$, of the optical signal close to the SPR of the composite, $l_1$ is the pump intensity, $c$ is the velocity of light in vacuum, $T$ is the transmittance of the medium at $\omega$, and $n$ is the diffraction efficiency of the holographic grating. DFWM experiments also give important information on the switching speed. $\chi^{(3)}$ for gold nanoclusters in glass was measured by Magruder et al. [66] by DFWM using a mode-locked Q-switched, frequency doubled Nd:YAG laser at a wavelength of 532 nm with a pulse repetition frequency of 10 Hz and a nominal pulse width of 35±5 ps. This wavelength is near the SPR of gold (530 nm). The two forward-going pump-beams and a weak probe-beam were arranged to intersect in the composite-layer containing the metal clusters. The probe was delayed with respect to the two pump beams using a computer-controlled optical delay line. The pump and probe beams interacted coherently via the third-order non-linear susceptibility to produce a phase-conjugated signal, detected in a photomultiplier. Identical measurements were carried out on unimplanted samples; no measurable DFWM signal was observed. Figure (13) shows the intensity of the phase-conjugated signal as a function of pump-probe time in picoseconds.

Fig. 13. Intensity of the phase-conjugated beam in a DFWM measurement with cross-polarized pump-probe configuration as a function of pump-probe time in picoseconds.
conjugated signal as a function of pump probe delay time [66]. The symmetric shape of the
time spectrum indicates that the third-order response is no longer than that of the pulse
width (~ 35 ps). The measured values of $\chi^{(3)}$ were found to be $1.0 \times 10^{-10}$ e.s.u and $1.7 \times 10^{-10}$
e.s.u. for this nanocluster composite layer without and with heat treatment, respectively.

5.2 Z-Scan experiment

5.2.1 Principle

Z-Scan technique [51], based on the principles of spatial beam distortions, allows us to
determine both sign and magnitude of nonlinear refractive index $\eta_2$ and nonlinear absorption
coefficient $\beta$ and it is very sensitive to detect small nonlinear refraction. The excitation source
used in the Z-Scan measurement is a mode-locked laser. Each laser pulse has a Gaussian
spatial profile and is focused by a converging lens. The sample is placed near the waist of a
focused Gaussian beam and is scanned along the direction of propagation of the incident laser
beam (Z-axis) of the light. As the sample is translated along Z-direction, it experiences a
different incident field at different Z-positions. The light intensity transmitted across the
nonlinear material is measured in the far field (FF) as the sample is moved along the direction
of the propagation of light, in the open Z-Scan mode of operation. The transmittance of the
nonlinear medium is measured through a finite aperture placed in the far field as a function of
the sample position (Z). Figure (14) shows the schematics of a Z-scan set up. When the sample
moves towards the focus from negative Z, the laser power density intercepted by the sample
increases, giving rise to self-focusing [67]: owing to the Gaussian transverse intensity profile of
the laser beam, the original plane wavefront gets progressively more disturbed, in a way
similar to that imposed by a positive lens (in the case of positive nonlinearity of the material),
leading to a self-focusing that shifts the position of the actual focal point. A photodiode
detector simultaneously measures the intensity of the transmitted beam through the sample as
a function of the position of the sample, giving the Z-Scan curve, the shape of which reveals
the presence of any absorptive nonlinearity in the sample.

Fig. 14. Schematics of Z-scan experiment
The sign of the nonlinear refraction is readily obtained from a Z-scan signature. An increase in transmittance in the pre-focal region followed by a decrease in the post-focal region (peak-valley) in the Z-scan signature denotes a negative nonlinear refraction, whereas a valley-peak configuration denotes a positive nonlinearity. Removal of the aperture, i.e., collecting all the light on detector, which is referred to as an open-aperture Z-scan, will result in a flat response for a purely refractive nonlinearity. It is because the sensitivity to nonlinear refraction is entirely due to the aperture, and its removal completely eliminates the effect. However, if nonlinear absorption is also present, then it will be reflected as a transmission variation in the open aperture scan. Multi-photon absorption suppresses peak and enhances the valley while saturation of absorption produces the opposite effect in a closed-aperture Z-scan. Thus, apart from the magnitude of the nonlinearity (both real and imaginary parts), this technique provides a direct measurement of the sign of nonlinearity also. The sign of the nonlinearity is an important parameter for practical realization of optical signal processing devices.

5.2.2 Theory

When a matter is subjected to an intense laser radiation, it exhibits intensity-dependent index of refraction given by

\[
n(I) = n_0 + n_2 I
\]

That is,

\[
n(I) = n_0 + \Delta n(I)
\]

where \( n_0 \) is the linear refractive index and \( \Delta n(I) = n_2 I \) is the intensity dependent change in the refractive index. \( n_2 \) is called the refractive index intensity coefficient and is related to \( \chi^{(3)} \) by

\[
\chi^{(3)}(\text{esu}) = \frac{n_0^2}{4\pi^2} 10^{-6} n_2
\]

where \( n_2 \) is expressed in cm\(^2\) / GW.

Consequently, the phase change of the intense laser beam on propagation through a distance \( L \) through the nonlinear medium will be

\[
\Phi = k n(I) L = k (n_0 + \Delta n(I)) L = \Phi^L + \Phi^{NL}
\]

In the above expression, the first term is the linear phase shift. The second term is the nonlinear phase shift arising from nonlinear refraction and can be written as

\[
\Phi^{NL} = k (\Delta n) L = k n_2 I L
\]

It is thus clear that due to effect of \( n_2 \), the beam passing through a nonlinear optical medium has an additional phase shift which is intensity dependent. Consequently, after
passing through a nonlinear medium, the beam wavefront is modified due to intensity-dependent phase changes. In Z-scan technique, these nonlinear phase front distortions are translated into a transmission variation of an aperture placed in the far field. Hence the transmittance of the aperture is a measure of the nonlinear phase change or $n_2$ and consequently, $\chi^{(3)}$.

The electric field of a Gaussian beam having waist radius $w_0$ and traveling in the $+Z$ direction is represented as

$$E(Z,r,t) = E_0(t) \frac{w_0}{w(Z)} \exp\left(-\frac{r^2}{w^2(Z)} - \frac{ikr^2}{2R(Z)}\right)e^{-i\phi(Z,t)}$$

(27)

where

$$w^2(Z) = w_0^2\left(1 + \frac{Z^2}{Z_0^2}\right)$$

(28)

is the beam cross-section at $Z$,

$$R(Z) = Z\left(1 + \frac{Z^2}{Z_0^2}\right)$$

(29)

is the radius of curvature of the wavefront at $Z$,

$$Z_0 = \frac{\pi w_0^2}{\lambda}$$

(30)

is the Rayleigh range,

$$k = \frac{2\pi}{\lambda}$$

(31)

is the wave vector, and $\lambda$ is the laser wavelength, all in free space. $E_0(t)$ denotes the radiation electric field at the focus and contains the temporal envelope of the laser pulse. The exponential term $\exp\{-i\phi(Z,t)\}$ represents the radial phase variations. If the sample length is small enough such that the changes in the beam diameter within the sample due to either diffraction or nonlinear refraction can be neglected, the sample is regarded as thin. Considering a thin sample and using the slowly varying envelope approximation, the wave equation for the phase and intensity can be respectively written as

$$\frac{d\Delta\phi}{dz'} = \Delta n(I)k$$

(32)

$$\frac{dI}{dz'} = -\alpha(I)I$$

(33)

where $z'$ is the propagation distance inside the sample and $\alpha(I)$, in general, includes the linear and nonlinear absorption terms. For cubic nonlinearity and negligible absorption, Eqs.
(32) and (33) are solved to give the phase shift $\Delta \phi$ at the exit surface of the sample, which simply follows the radial variation of the incident irradiance at a given position of the sample $Z$:

$$\Delta \phi(Z,r,t) = \Delta \phi_0(Z,t) \exp\left(-\frac{2r^2}{w^2(Z)}\right)$$  \hspace{1cm} (34)

with

$$\Delta \phi_0(Z,t) = \frac{\Delta \phi_0(t)}{1 + Z^2/Z_0^2}$$  \hspace{1cm} (35)

where $\Delta \phi_0(t)$ is the on-axis phase shift at focus and is defined as

$$\Delta \phi_0(t) = k \Delta n_0(t) L_{\text{eff}}$$  \hspace{1cm} (36)

where

$$L_{\text{eff}} = 1 - \exp(-\alpha l)$$  \hspace{1cm} (37)

and

$$\Delta n_0 = n_2 I_0(t)$$  \hspace{1cm} (38)

Here $\alpha$ is the linear absorption coefficient of the sample, $l$ is the sample length, $n_2$ is the intensity dependent refractive index and $I_0(t)$ is the on-axis irradiance at focus (i.e., at $Z = 0$). The complex electric field exiting the sample $E_c$ will contain the nonlinear phase distortion and can be represented as

$$E_c(Z,r,t) = E(Z,r,t) \exp(-\alpha L/2) \exp[i \Delta \phi(Z,r,t)]$$  \hspace{1cm} (39)

Now, applying the Gaussian beam decomposition method, we decompose the complex electric field at the exit plane of the sample given by Eq. (40) into a summation of Gaussian beams through a Taylor series expansion of the nonlinear phase term $\exp[i \Delta \phi(Z,r,t)]$. That is,

$$\exp[i \Delta \phi(Z,r,t)] = \sum_{m=0}^{\infty} \frac{[i \Delta \phi_0(Z,t)]^m}{m!} \exp\left[-\frac{2mr^2}{w^2(Z)}\right]$$  \hspace{1cm} (40)

Now each Gaussian beam can be simply propagated to the aperture plane where they are reassumed to reconstruct the beam. The resultant electric field at the aperture plane is given by

$$E_a(r,t) = E(Z,r = 0,t) \exp(-\alpha L / 2) \sum_{m=0}^{\infty} \frac{[i \Delta \phi_0(Z,t)]^m}{m!} \frac{w_{m0}}{w_m} \exp\left(-\frac{r^2}{w_m^2} - \frac{ikr^2}{2R_m} + i \theta_m\right)$$  \hspace{1cm} (41)
where we have used the following abbreviations:

\[ w_{m0}^2 = \frac{w^2(Z)}{2m+1} \]

\[ w_m^2 = w_{m0}^2 \left[ g^2 + \frac{d^2}{d_m^2} \right] \]

\[ g = 1 + \frac{d}{R(Z)} \]

\[ d_m = \frac{k w_{m0}^2}{2} \]

\[ R_m = d \left[ 1 - \frac{g}{g^2 + d^2/d_m^2} \right]^{-1} \]

and

\[ \theta_m = \tan^{-1} \left[ \frac{d/d_m}{g} \right] \]

Here \( d \) is the propagation distance from the sample to the aperture. The transmitted power through the aperture is obtained by spatially integrating \( E_a(r,t) \) over the aperture radius \( r_a \), giving

\[ P_T(t) = c \varepsilon_0 \pi \int_0^{r_a} \left| E_a(r,t) \right|^2 r \, dr \]  \hspace{1cm} (42)

Including the pulse temporal variation, the normalized \( Z \)-scan transmittance \( T(Z) \) can be calculated as

\[ T(Z) = \frac{\int_{-\infty}^{\infty} P_T(t) \, dt}{S \int_{-\infty}^{\infty} P_I(t) \, dt} \]  \hspace{1cm} (43)

where

\[ P_I(t) = \frac{\pi w_0^2 I_0(t)}{2} \]  \hspace{1cm} (44)

is the instantaneous input power and

\[ S = 1 - \exp(-2r_a^2/w_a^2) \]  \hspace{1cm} (45)
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is the aperture linear transmittance, with \( w_a \) denoting the beam radius at the aperture in the linear regime. In case the sample exhibits nonlinear absorption, open aperture scan will reflect that, while closed aperture scan records coupled refractive and absorptive parts. Therefore, one has to deduce the nonlinear absorption coefficient from open aperture scan, and then using closed aperture, the refractive and absorptive nonlinearity can be separated out. For example, if the nonlinear absorption is of two-photon in nature, then the absorption coefficient is given by

\[
\alpha(l) = \alpha_0 + \beta l
\]

The phase shift and irradiance distribution at the exit surface of the sample as

\[
I_c(Z,r,t) = \frac{I(Z,r,t)e^{-\alpha L}}{1 + q(Z,r,t)}
\]

and

\[
\Delta \phi(Z,r,t) = \frac{kn_2}{\beta} \ln[1 + q(Z,r,t)]
\]

where \( q(Z,r,t) = \beta I(Z,r,t) L_{\text{eff}} \). Combining Eqs. (46) and (47), the complex electric field at the exit surface of the sample is given as

\[
E_c(Z,r,t) = E(Z,r,t)e^{-\alpha L/2} (1 + q)^{(ikn_2/\beta - 1/2)}
\]

We can see that Eq. (48) reduces to (39) in the limit of no nonlinear absorption (i.e. \( \beta = 0 \)). For \( |q| < 1 \), following a binomial series expansion in powers of \( q \), Eq. (48) can be expressed as an infinite sum of Gaussian beams similar to the purely refractive case described above as follows:

\[
E_c(Z,r,t) = E(Z,r,t)e^{-\alpha L/2} \sum_{m=0}^{\infty} \frac{q(Z,r,t)^m}{m!}
\]

\[
\prod_{n=0}^{\infty} \left( \frac{ikn_2/\beta - 1/2 - n + 1}{2} \right)
\]

Now we can write the complex field pattern at the aperture plane in the same manner as described in purely refractive case provided the phase term in Eq. (40) is replaced by

\[
f_m = \frac{(i\Delta \phi_0(z,t))^m}{m!} \prod_{n=0}^{m} \left( 1 + i(2n - 1) - \frac{\beta}{2kn_2} \right)
\]

The normalized transmittance can now be estimated following the same procedure as described in purely absorptive case. It is evident from Eq. (50) that the absorptive and refractive contributions to the far-field beam profile and hence to the \( Z \)-scan transmittance are coupled to each other due to the coupling factor \( \beta/2kn_2 \) which is the ratio of the
imaginary to the real parts of the third-order nonlinear susceptibility $\chi^{(3)}$. When the aperture is removed, the $Z$-scan transmittance is insensitive to the beam distortion and is only a function of the nonlinear absorption. The total transmitted power in that case ($S = 1$) is obtained by spatially integrating Eq. (46), which yields

$$P(Z,t) = \frac{p(t)e^{-\alpha(Z,t)}}{q_0(Z,t)}$$  \hspace{1cm} (51)

where

$$q_0(Z,t) = \frac{\beta I_0(t)L_{eff}}{1 + \frac{Z^2}{Z_0^2}}$$  \hspace{1cm} (52)

For a temporally Gaussian pulse, Eq. (51) can be time-integrated to give the normalized energy transmittance as

$$T(Z,S = 1) = \frac{1}{\sqrt{\pi}q_0(Z,0)} \int_{-\infty}^{\infty} \ln \left[ 1 + q_0(Z,0)e^{-\tau^2} \right] d\tau$$  \hspace{1cm} (53)

For $|q_0| < 1$, this energy transmittance can be expressed in terms of the peak irradiance in a summation form as

$$T(Z,S = 1) = \sum_{m=0}^{\infty} \left[ -q_0(Z,0) \right]^m (m + 1)^{3/2}$$  \hspace{1cm} (54)

Thus, once an open aperture ($S = 1$) Z-scan is performed, the nonlinear absorption coefficient $\beta$ can be estimated using Eq. (54). With $\beta$ known, the Z-scan with aperture in place ($S < 1$) can be used to extract the nonlinear refractive index coefficient $\eta_2$. Similarly in case of other nonlinearities (e.g. saturation of absorption, excited state absorption, free carrier absorption etc.), we can deduce the refractive and absorptive contribution to nonlinearity by modifying the equations for phase shift and beam attenuation, given by Eqs. (33) and (34) respectively, and solving for nonlinear phase shift and field amplitude at the exit surface of the sample.

Sheik et al. [51] have shown that the above tedious calculations can be simplified provided the phase change induced by the nonlinear medium is small. For $|\Delta\phi| < \pi$, the peak-valley difference in transmission in case of purely refractive nonlinearity is given by

$$T_{p-v} = 0.405(1-S)^{0.25}k\eta_2 I_0 L_{eff}$$  \hspace{1cm} (55)

which is valid within 3%. The peak-valley separation along $Z$-axis in this case is related to Rayleigh range through

$$Z_{p-v} = 1.7Z_0$$  \hspace{1cm} (56)

Therefore, we can get quick estimate of nonlinearity by just measuring the peak-valley difference in transmission.
5.2.3 Z-scan simulations

Figure (15) shows open aperture Z-scan simulations for positive and negative $\beta$ respectively. In case of positive $\beta$ (two-photon absorption, excited state absorption or free-carrier absorption), we get a valley at the beam waist position of the focused beam while negative $\beta$ (saturation of absorption) results in a peak at the same position. Thus, the sign of absorptive nonlinearity is readily obtained from the open aperture Z-scan signature. If the sample does not exhibit any nonlinear absorption, then no transmittance variation will be recorded in the open-aperture.

Figure (16) shows Z-scan simulation for purely refractive positive and negative nonlinearities corresponding to a phase change $\Delta \phi = \pm 0.5$ and an aperture parameter $S = 0.2$. As explained earlier, negative nonlinear refraction results in increase in transmittance in the pre-focal region followed by decrease in the post-focal region (peak-valley) while positive nonlinear refraction exhibits the opposite behaviour. Also shown is the open aperture simulation in which there is no transmittance variation in case of purely refractive nonlinearity.

![Fig. 15](image1.png)

Fig. 15. Open aperture Z-scan simulations for (a) positive $\beta$ and (b) negative $\beta$.

![Fig. 16](image2.png)

Fig. 16. Z-scan simulations for (a) purely refractive and (b) refractive + absorptive nonlinearity.

When nonlinear absorption is also present, then in the closed aperture signature, the peak gets suppressed while the valley gets enhanced for positive absorptive nonlinearity. The opposite behaviour will be exhibited in case of negative absorptive nonlinearity. Fig. shows...
simulation for a negative refractive nonlinearity and positive absorptive nonlinearity for a phase change of $\Delta \phi = -0.5$ and two-photon absorption parameter $q_0 = 0.2$.

5.3 Anti-Resonant Ring Interferometric Nonlinear Spectroscopy (ARINS)

5.3.1 Principle

Lee and Hughes (LH) [68] proposed a simple, sensitive, single beam technique based on an anti-resonant ring (Sagnac) interferometer for simultaneously measuring the real and imaginary contributions to optical nonlinearity, and called it Anti-resonant Interferometric Nonlinear Spectroscopy (ARINS). The ARINS technique utilizes the dressing of two unequal-intensity counter-propagating pulsed beams with differential nonlinear phases, which occurs upon traversing the sample. This difference in phase manifests itself in the intensity dependent transmission. Photo-detection of the transmission of the ARINS yields spatially and temporally integrated response. Consequently, it is the pulse energy and not the instantaneous power that is detected. Figure (17) shows the schematic diagram of ARINS setup [69].

![Fig. 17. ARINS experimental setup.](image)

A 50-50 beam splitter divides the incoming pulsed beam into two counter-propagating pulses having a $\pi$ phase difference. The pulses propagating in the clockwise (CW) direction are reflected by an uncoated flat with 6° wedged rear surface while that propagating in the counterclockwise (CCW) direction are reflected by a high reflectivity mirror. Thus this technique is based on the dressing of two unequal intensity counter-propagating pulses.
These two pulses again recombine at the beam splitter to yield ARINS transmission, \( |E_{\text{out}}|^2 \propto |E_{\text{cw}} + E_{\text{ccw}}|^2 \), where \( E_{\text{cw}} \) and \( E_{\text{ccw}} \) are the optical fields travelling in clockwise and counterclockwise directions respectively. Inside the ring there is a unit magnification telescope comprising of a pair of identical lenses in 2f configuration. One of the lenses focuses the pulses into the sample placed at its focus while the other one re-collimates them. The two counter-propagating fields traversing the ring acquires linear as well as intensity dependent nonlinear phase shifts (if the sample exhibits nonlinear response). Since both the fields traverse the same optical path through the ring and encounter the same interactions with the optical elements, linear interactions would affect their amplitude and phase in identical manner. For an exactly 50% beam splitter, in the absence of any nonlinear interactions, the two returning fields will be having the same amplitude and phase difference between them and consequently they will interfere destructively at the beam splitter to yield zero transmission. In this 'balanced' condition all the input power is reflected back to the incident direction. Measurement against this dark background provides the basis for the improved sensitivity essential for measuring relatively weak signals. Any small deviation from the ideal splitting ratio (\( \delta \)) results in a leakage from the ARINS and is responsible for the background that limits the sensitivity of the measurement.

If the sample under investigation exhibits nonlinear response, then the two unequal-intensity counter-propagating pulses will undergo different phase changes after passing through the sample. Their superposition on the beam splitter will result in the intensity dependent transmission of the ARINS, which is related to the nonlinear response of the sample. However, differential dressing of the two counter-propagating pulses with nonlinear phases is possible only when the two do not interact simultaneously in the sample. Else, the same nonlinear phase will be impressed on both by the cross-action phenomenon. Therefore, we prevent the temporal overlap of the two pulses in the sample by spatially offsetting it with respect to the center of the ARINS in such a way that the intense beam (i.e. CCW beam in our geometry) should reach the sample first in order to initiate nonlinear processes. The time difference between the arrivals of the two pulses (\( \Delta \tau_{\text{arr}} \)) determines the nature of the nonlinear optical process that can be studied depending on its response time. Nonlinear processes with decay time longer that \( \Delta \tau_{\text{arr}} \) do not contribute to the intensity dependent transmission of the ARINS as both the pulses will be affected simultaneously in that case. The delay window thus acts as an ultrafast gate. Hence this technique has the unique ability to filter the nonresonant electronic contributions from integrating (or slow, e.g. thermal) nonlinearities or those arising from long lived (resonant) states and makes it ideal for time-resolved studies and ultrafast gating. If the arrival times of the two pulses in the sample were reversed, one would measure the unfiltered response.

### 5.3.2 Theory

Let us consider a collimated, spatially and temporally coherent Gaussian pulse with electric field amplitude \( E_0 \), incident on the beam splitter, where it splits into two counter-propagating beams with electric fields \( E_{\text{cw}} \) and \( E_{\text{ccw}} \). The general form for the electric field of a Gaussian beam is given by
\[ E(Z,r,t) = E_0 \frac{w_0}{w(Z)} \exp \left[ -\frac{r^2}{w^2(Z)} \right] \exp \left[ i\phi(Z) \right] F(t) \quad (57) \]

where \( Z \) is the distance of propagation, \( r \) is the transverse coordinate, \( w_0 \) is the beam waist \((Z = 0)\), \( \phi(Z) = \exp \left[ i\left(kZ - \tan^{-1}(Z/Z_0)\right) \right] \) is the phase of the Gaussian beam (with pulse duration \( \tau_p \) and wave vector \( k \)) and the function \( F(t) = \exp \left[ (-2\ln 2) \tau_i^2 / \tau_p^2 \right] \) gives the temporal variation of the pulse. The spot size at a distance \( Z \) is \( w^2(Z) = w_0^2 \left[ 1 + \left(Z^2/Z_0^2\right) \right] \), where \( Z_0 \) is the Rayleigh range. For simplicity, we assume that the Rayleigh range is larger than the sample thickness (thin sample approximation). We ignore the slight difference in the spot sizes for the CW and CCW beams at the lenses that arises because the sample is offset from the center of the ARINS. The intensity ratios in CW and CCW directions are \((1/2 - \delta)\) and \((1/2 + \delta)\) respectively, where, as said earlier, \( \delta \) represents the small deviation from the ideal splitting ratio of the beam splitter. The electric field at the incident face for the two counter propagating beams can then be expressed as [70]

\[ E_{\text{cw}} = -\sqrt{1/2 - \delta} E_0 \exp \left(-r^2 / w_0^2\right) F(t) \sqrt{R} \quad (58) \]

\[ E_{\text{cw}} = \sqrt{1/2 + \delta} E_0 \exp \left(-r^2 / w_0^2\right) F(t) \]

where \( R \) is the reflectivity of the uncoated flat. For the weaker CW beam, \( \alpha(I) = \alpha \), the coefficient of linear absorption and \( n(I) = n_0 \), the linear refractive index. However, for the stronger CCW beam, \( \alpha(I) = \alpha + \beta I \) and \( n(I) = n_0 + n_2 I \), where \( \beta \) is the effective nonlinear absorption coefficient and \( n_2 \) is the nonlinear index of refraction. The electric field of a pulsed Gaussian beam at the exit face of the sample (thickness = \( L \)) with a nonlinear absorption and nonlinear refractive index is

\[ E_{\text{exit}}(r,t) = \frac{E_0(r,t)}{\sqrt{1+q}} \exp(-\alpha L / 2) \exp(-ikn_0 L) \exp(-ikn_2 \ln(1+q) / \beta) \quad (59) \]

where \( E_0(r,t) \) is the incident electric field, \( q = \beta I_{\text{in}} L_{\text{eff}} \), \( L_{\text{eff}} = \left[ 1 - \exp(-\alpha L) \right] / \alpha \) is the effective length of the sample, \( I_{\text{in}} \) is the intensity incident on the beam splitter, \( I_{\text{in}} = (1/2 + \delta) K I_0 = K I_0 \) is the intensity incident on the sample, \( K' \) is a constant (<1) accounting for the reflection losses at the sample and lens surfaces while \( K = (1/2 + \delta) K' \) is another constant. Using Eqs. (57), (58) and (59), the electric field of the two counter-propagating beams at the corresponding exit faces of the sample can be written as
When the two beams arrive again at the beam splitter after one trip round the ring, the electric fields in the transmission branch are given by multiplying Eqs. (60) and (61) by the respective splitting ratios

\[
E_{\text{cw}}^{\text{exit}} = -(1/2 - \delta) E_0 \exp \left( -\frac{r^2}{w_0^2} \right) \exp(-\alpha L/2) \exp(-i kn_0 L) F(t) \sqrt{R} \tag{60}
\]

\[
E_{\text{ccw}}^{\text{exit}} = (1/2 + \delta) \frac{E_0}{\sqrt{1 + q}} \exp \left( -\frac{r^2}{w_0^2(Z)} \right) \exp(-\alpha L/2) \exp(-i kn_0 L) \exp \left[ i \phi(Z) \right] F(t) \sqrt{R} \tag{61}
\]

where \( w(Z) \) is the spot size at the beam splitter after one round trip. The values of \( w(Z) \) and \( w_0 \) can be determined experimentally. The ARINS leakage is given by

\[
|E_{\text{out}}(r,t)|^2 = |E_{\text{cw}}^t (r,t) + E_{\text{ccw}}^t (r,t)|^2 \tag{64}
\]

Substituting Eqs. (62) and (63) in Eq. (64), we get

\[
|E_{\text{out}}|^2 = \left[ \frac{w_0^2}{w^2(Z)} \exp(-\alpha L) \exp \left( -\frac{2r^2}{w^2(Z)} \right) F^2(t) \right] \times \left[ \frac{1}{2} - \delta + \frac{(1/2 + \delta)^2}{1 + q} + 2 \delta^2 - \frac{1}{2} \cos \left( kn_2 l_{in} L_{eff} \right) \right] E_0^2 R \tag{65}
\]

For \( q \ll 1 \), Eq. (65) becomes

\[
|E_{\text{out}}|^2 = \left[ \frac{w_0^2}{w^2(Z)} \exp(-\alpha L) \exp \left( -\frac{2r^2}{w^2(Z)} \right) F^2(t) \right] \times \left[ 4 \delta^2 + \beta l_{in} L \delta + \left( \frac{\beta l_{in}}{4} \right)^2 + \left( \frac{kn_2 l_{in}}{2} \right)^2 \right] E_0^2 R \tag{66}
\]

The relevant measured quantity in this experiment is the transmitted pulse energy:
Using Eq. (66), and carrying out the integration in Eq. (67), we get

\[ W = 2n c e_0 \int_{-\infty}^{\infty} E_{out}^2 2\pi r \, dr \, dt \]

Defining

\[ I_{out} = 2 (\ln 2)^{1/2} W / \pi^{3/2} \tau w^2(Z) \]

which has the dimensions of intensity, Eq. (68) can now be expressed as

\[ I_{out} = 2n c e_0 R I_0 \exp(-\alpha L) \times \left[ 4\delta^2 + \frac{\beta L \delta I_{in}}{2\sqrt{2}} + \left( \frac{\beta}{4} \right)^2 + \left( \frac{kn_2}{2} \right)^2 \right] \frac{L_2 I_{in}^2}{3\sqrt{3}} \]

Using \( I_{in} = K I_0 \) as explained earlier, we get

\[ I_{out} = 2n c e_0 R \exp(-\alpha L) \times \left[ 4\delta^2 I_0 + \frac{\beta L \delta I_{in}}{2\sqrt{2}} + \left( \frac{\beta}{4} \right)^2 + \left( \frac{kn_2}{2} \right)^2 \right] \frac{L_2 K^2}{3\sqrt{3}} I_0^3 \]

For low intensity levels \( q << 1 \), the ARINS transmission \( I_{out} \) as a function of \( I_{in} \) is a cubic polynomial [70]. The coefficients are directly related to the coefficient of nonlinear refractive index, \( n_2 \) and to the coefficient of nonlinear absorption, \( \beta \) (which may be due to ‘saturation of absorption’ or ‘two-photon absorption’ or ‘excited-state absorption’). As stated earlier, \( \delta \) is related to the linear leakage and limits the sensitivity. For \( \delta = 0 \), \( I_{out} \propto I_{in}^3 \), in which case the simultaneous evaluation of \( n_2 \) and \( \beta \) becomes difficult. However, a small nonzero \( \delta \) makes the analysis much simpler as each term of the polynomial can be evaluated directly. If \( \delta > 0 \) and the samples exhibits two-photon absorption or excited-state absorption (i.e. \( \beta > 0 \)), then all the coefficients of the polynomial become positive and \( I_{out} \) will be a continuously increasing function of \( I_{in} \). On the other hand, if the sample exhibits saturation of absorption (i.e. \( \beta < 0 \)) then the sign of \( \beta \) opposes the increase in nonlinear leakage. In this case, the quadratic term in the polynomial becomes negative and \( I_{out} \) shows saturation at a relatively low intensity, where the effect of \( \delta \) is cancelled by the saturable absorption coefficient, \( \beta \). However, at higher intensities, the cubic term becomes dominant and \( I_{out} \) starts increasing continuously. For \( \delta < 0 \), the curvature of ARINS leakage as a function of \( I_{in} \) is reversed for the two processes. Thus, by carefully choosing the value of \( \delta \), both the origin of nonlinearity and the values of nonlinear coefficients can be conveniently obtained.
5.3.3 ARINS simulations

The calculated ARINS transmission using Eq. (70) with typical values of $n_2 = 1.8 \times 10^{-6} \text{ cm}^2 / \text{GW}$ and $\beta = 0.378 \text{ cm} / \text{GW}$ by choosing different values of $\delta$ is shown in Figure (18).

The above simulation shows that the ARINS leakage is very sensitive to both sign and magnitude of $\delta$. In fact, it is the combination of both $\delta$ and $\beta$ which determines the sign and magnitude of the quadratic term in Eq. (70). If the sample exhibits nonlinear absorption (not saturation) then $\beta > 0$. In this case, for $\delta > 0$, all the coefficients of the polynomial will be positive and $I_{\text{out}}$ will be a continuously increasing function of $I_{\text{in}}$. However, if the sample exhibits saturation of absorption ($\beta < 0$), then the quadratic term in Eq. (70) becomes negative and $I_{\text{out}}$ shows saturation at a relatively low intensity where the effect of $\delta$ is cancelled by the saturable absorption. Thus the curvature experiences a point of inflexion in this case. At higher intensities, the cubic term in Eq. (70) dominates and therefore $I_{\text{out}}$ increases continuously. For $\delta < 0$, the curvature of ARINS leakage as a function of $I_{\text{in}}$ is reversed for the two processes.

![Graphs showing ARINS simulation for different values of $\delta$.](image)

Fig. 18. ARINS simulation for (a) $\delta = \pm 0.01$, (b) $\delta = \pm 0.02$, (c) $\delta = \pm 0.03$ and (d) $\delta = \pm 0.04$
6. Z-Scan and ARINS: a comparative discussion

Since Z-Scan is a simple single-beam technique, it has no difficult alignment other than keeping the beam centered on the aperture. It yields magnitude as well as sign of $\chi^{(3)}$. It is also possible to separate out refractive and absorptive parts (real and imaginary parts) of the nonlinearity by performing simultaneous closed and open aperture scans. However, it gets affected by external noise. Since the sample passes through the beam waist, catastrophic self-focusing can damage the sample, particularly in thin films if significant absorption is present. Since the whole principle is based on the wavefront modification due to nonlinear effect, anomalies like sample scatter and surface inhomogeneity can cause artifact to Z-scan signatures.

On the contrary, both beams in ARINS travel the same path inside the ring and thus, any external jerk will affect both beams identically [71]. Also ARINS is very sensitive and can detect changes of less than 0.005% in the laser amplitude. Hence it can be used to measure nonlinearity of thin films having thickness as low as a few tens of nm. Furthermore, this technique has the unique capability of discriminating against different nonlinear optical processes based on their response times. Any value of $\delta$ results in a leakage from the ARR and is responsible for the background that limits the sensitivity of the measurement. Therefore, the alignment of the technique has to be very precise so as to keep $\delta$ as low as possible ($\sim 0.02$). This technique does not provide the sign of nonlinearity. It has to be supplemented by other technique like Z-scan to get the sign of $\beta$ and $n_2$. Since ARINS technique is based on the time difference between the arrivals of two pulses at the sample, it cannot be used for cw beam.

Keeping in view of the potential advantages of Z-Scan and ARINS techniques over each other, a combination of these two techniques has recently been applied successfully to have very accurate estimates of the third-order optical susceptibilities of ion beam synthesized metal (copper, gold, silver) nanocluster glass composites [72, 73]. The silver ion implanted samples have shown the highest nonlinear susceptibility of $\sim 10^{10}$ e.s.u at off-resonant condition and $\sim 10^6$ e.s.u at resonant condition, i.e at wavelength near to SPR of silver nanoparticles. The gold and copper implanted samples exhibited nonlinearity of the order $10^{12}$ e.s.u. Attempts towards achieving higher orders of $\chi^{(3)}$ of such nanocomposites in the femtosecond time domains are, however, of prime interest for futuristic device technology.

7. Photonic applications: scope and challenges

Nonlinear optics has stirred many phenomena like fabrication of metal nanocluster-based novel nonlinear materials, harmonic generations, optical solitons, parametric amplification, stimulated Raman scattering, self-induced transparency, modulational instability, etc., which find a variety of applications ranging from high data transmission in optical communication, switching, amplifiers, pulse reshaping, pulse compression, tunable lasers to encoded message transmission. Surface plasmon absorption of metal nanoparticles have found large applications for chemical and biological sensing due to sensitive spectral response to local surface environment and ease of monitoring the light signal due to strong light scattering and absorption [74]. Due to the enhanced third-order nonlinear
susceptibility of the metal nanoclusters, especially near the SPR frequency, these nanoparticles embedded in dielectric matrices have practical applications in ultrafast all-optical switching devices [75-78]. All optical switches are the base for optical parallel data processing systems and optical time domain multiplexing transmission systems. Nonlinear optical switching devices are based on optical waveguide structures for they provide strong beam confinement in prescribed patterns. In these devices, the intensity of an optical signal is used as a parameter that causes switching between two output channels that perform logic operations.

Today, there are a large number of nonlinear optical materials for specific wavelengths, with various damage thresholds, and with various optical characteristics. The major areas of interest are photonic metamaterials (materials having negative refractive index) and plasmonics, which bring together the two scientific communities of nanoplasmonics and metamaterials, both of which deal with tailored metal/dielectric and metal/semiconductor nanostructures.

Recently, metal nanocluster glass composites displaying negative refractive index – a property not found in any known naturally occurring materials – have drawn significant scientific interest, underscoring the remarkable potential of metamaterials to facilitate new developments in electromagnetism. Sophisticated structures for such metamaterials have to be prepared by various design technologies. Lots of groups throughout the world are involved in the synthesis of these kinds of materials. Different approaches have been made to synthesize the negative refractive index materials. These include fabricating a multilayer metal-dielectric stack by using focused ion-beam milling [79], printed circuit board technology [80], self assembly approach [81, 82], fabricating regular arrays of metal pillars by high-resolution electron-beam lithography on a glass substrate [83,84], and by sol-gel technique [85]. Regular arrays of gold and silver pillars fabricated by high resolution electron-beam lithography or by ion-implantation, both on glass substrates have been reported to have negative refractive index. By providing access to new realms of material response, metal nanoclusters in glasses have and will continue to impact the fields of physics, materials science, engineering, optics, nanotechnology, and many other branches of science. Gold and silver are the materials of first choice for the realization of a large number of interesting nanoscale devices and structures due to their unique chemical and optical properties. Moreover, nanocomposites made of silver and gold nanowires imbedded in a sol-gel host have been morphologically and optically investigated.

Metallic nanoparticles have distinctly different optical characteristics than SPs at planar interfaces. Nanoparticles show strong optical resonances, again because of their large free-electron density. As a result, a plane wave impinging on a 20 nm diameter Ag particle is strongly ‘focused’ into the particle, leading to a large electric field density in a 10 nm region around the particle. Ordered arrays of nanoparticles can possess even further enhanced field intensities as a result of plasmon coupling between adjacent particles [86]. By varying nanoparticle shape or geometry, the SP resonance frequency can be tuned over a broad spectral range. For example, Au ellipsoids or silica colloids covered with an Au shell show resonances that coincide with the important telecommunications wavelength band. The ability to achieve locally intense fields has many possible applications, including increasing the efficiency of LEDs, (bio-)sensing, and nanolithography.

Arrays of metal nanoparticles can also be used as miniature optical waveguides. In linear chain arrays of nanoparticles, a plasmon wave propagates by the successive interaction of
particles along the chain. The propagation length is small (~100 nm), but may be increased by optimizing particle size and anisotropy. What makes these nanoparticle array waveguides attractive is that they provide confinement of light within ~50 nm along the direction of propagation, a 100-fold concentration compared to dielectric waveguides.
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