Star-planet interaction: Wave structures and wing-wing interaction
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ABSTRACT

Context. Electromagnetic star-planet interaction (SPI) describes the phenomenon of a planet coupling to its host star via electromagnetic forces. Alfvén waves can establish such a coupling by forming Alfvén wings. Star-planet interaction allows for phenomena that we do not otherwise know from the Solar System. Wing-wing interaction is such an example, whereby the Alfvén wings of two planets merge and interact in a nonlinear way.

Aims. In this paper, we focus on the effects that SPI has on other planets and the stellar wind. First, we analyze the different wave structures connected to SPI and then we investigate the wing-wing interaction.

Methods. Our study applies a magnetohydrodynamic model to describe a stellar system with multiple possible planets. As an example, we chose TRAPPIST-1 and its two innermost planets. We extended the PLUTO code to simulate collisions between atmospheric neutral particles and plasma ions. Neutral gas clouds imitate the planets and move through the simulation domain. That allows for the simulation of fully time-dependent stellar systems.

Results. We analyzed the wave structures that result from the interaction between stellar wind and TRAPPIST-1 b. The resultant wave structure propagating inward is an Alfvén wing. The outwardly directed part of the interaction consists of an Alfvén wing, slow mode waves, the planetary wake, and a slow shock. We quantified the strength of the respective wave perturbations at the outer planets to be on the order of 10% to 40% of the local background values of thermal, magnetic, and dynamic pressure. Wing-wing interaction is such an example, whereby the Alfvén wings of two planets move through the simulation domain. The Alfvén wing of planet c goes through planet b’s wave structures with another intensification phase of the Poynting flux.
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1. Introduction

The electromagnetic coupling between a planet and its host star is commonly referred to as magnetic star-planet interaction (SPI). In that case, the star creates a magnetized plasma environment for the planet through the stellar wind and magnetic field (Strugarek et al. 2015; Saur 2018). Along its orbit, the planet moves through the plasma and magnetic field and excites different plasma waves. If the motion is partially perpendicular to the magnetic field, the planet excites Alfvén waves, which are the most important waves with regard to SPI (Neubauer 1980; Saur et al. 2013). In the case where the planet is orbiting sufficiently close to its star that the wave speed exceeds the local plasma speed, the waves can travel upstream toward the star and establish a coupling (Strugarek et al. 2019; Saur et al. 2013; Saur 2018). This situation is commonly referred to as sub-Alfvénic interaction (Neubauer 1980). The principal process is well known from the moon-magnetosphere interaction in our Solar System.

The most common approaches to observe SPI are spectral observations of typical emission lines for stellar chromospheres and coronae. The earliest approach to observe SPI dates back to the early 2000’s and focused on non-thermal chromospheric Ca II H and K emissions (Shkolnik et al. 2003). Subsequent studies by Shkolnik et al. (2005), Shkolnik et al. (2008) of the systems HD 179949 saw enhanced emissions in four out of six observational epochs that appeared to be periodic with the planetary orbital period. Other authors observed different systems and likewise saw chromospheric excess emissions (Walker et al. 2008; Staab et al. 2017). In addition, Cauley et al. (2019) estimated possible magnetic field strengths of hot Jupiters based on chromospheric excess emissions. The derived energy fluxes from chromospheric Ca II H and K emissions are larger than typical fluxes derived from Alfvén wing models and magnetohydrostatic models (Saur et al. 2013; Lanza 2015) and the observed periodicity only appears in some epochs, which was suggested to be alternatively explained by star spots (Miller et al. 2012). Recently, Strugarek et al. (2019) investigated how modeling and observations could reconcile by including the magnetic topology of stellar coronae based on the example of Kepler-78. In the UV range, France et al. (2016); France et al. (2018) conducted large surveys with the Hubble Space Telescope, however, the authors could not identify any signals related to SPI. At coronal X-ray wavelengths, several studies have investigated the influence of planets on stellar X-ray activity, such as Kashyap et al. (2008); Scharf (2010); Poppenhaeger et al. (2010). Some studies found correlations between planets and X-ray activity in stars and some did not. Poppenhaeger & Schmitt (2011a,b) explain previously observed correlations, attributed to SPI, as a result of selection...
effects due to planet detection methods and the limitations in X-ray observations. The radio wavelength range is particularly promising to search for SPI. Recent observations with LOFAR showed strong hints for the existence of SPI in several systems \citep{Vedantham2020, Callingham2021, Perez-Torres2021}. In addition, a recent campaign in the radio range provided the first tentative direct observational hints of an intrinsic magnetic field on an exoplanet \citep{Turner2021}.

Apart from spectroscopic observations, there are alternative approaches that aim to identify SPI. One way is based on flare triggering through SPI as derived by \cite{Lanza2018}. \cite{Fischer2019} analyzed the flares of TRAPPIST-1, which were observed by K2. In the light curve, the authors found tentative evidence for flares, triggered by TRAPPIST-1 c. \cite{Howard2021} performed a statistical study on a larger set of TESS flare data but could not clearly identify SPI. Another way to observe SPI focuses on auroras on brown dwarfs. Planets in orbit around very faint objects such as brown dwarfs could generate a plasma environment like Io does in Jupiter's magnetosphere. That would cause bright auroral ovals and auroral spots caused by SPI \citep{Saur2021}. Circular polarized radio emissions from brown dwarfs were interpreted as auroral emissions \citep{Halilin2015, Kao2016}. Subsequent follow up observation in the UV with HST could not confirm auroral emission in the UV in the case of LSR J1835+3259 \citep{Saur2018}, but found tentative hints for auroral UV emission on 2MASS J1237+6526 \citep{Saur2021}.

Despite the advances in the observation of SPI, the research of SPI still also relies on modeling. The theoretical basis are the analytical models of the interaction between Jupiter and its moon Io. The unipolar inductor model by \cite{Goldreich1969} is a first theoretical model that works in a tenuous plasma environment. Later, \cite{Goertz1980} and \cite{Neubauer1980} derived interaction models based on Alfvén waves, where the moon forms so-called Alfvén wings. The model by \cite{Neubauer1980} thus became the standard model for moon-magnetosphere interactions. The model works for mechanical interactions as well as electromagnetic interactions \citep{Neubauer1998}. Then \cite{Saur2013} applied the Alfvén wing model to SPI. Alternative approaches to SPI that are purely based on electromagnetic interaction have been proposed by \cite{Lanza2009, Lanza2012}. These models require a magnetized planet that couples to the coronal magnetic field of its host star. \cite{Lanza2009} and \cite{Lanza2012} proposed an electric current system that closes through reconnection at the planetary magnetopause. Another model by \cite{Lanza2013} is based on the accumulation and release of stresses in magnetic flux tubes. The two models assume magnetohydrodynamic force-free magnetic fields that couple the stellar corona and a magnetized planet.

Apart from the analytic model branch, SPI has been investigated through a variety of magnetohydrodynamic (MHD) simulations. The first numerical studies focused on hot Jupiters. These studies investigated what planets might experience sub-Alfvénic conditions and ultimately determined Alfvén characteristics and related current systems \citep{Ip2004, Preusse2006, Preusse2007, Kopp2011} built on the observations of HD 179949 and \cite{Shkolnik2003} textbfind successfully modeled the proposed phase shift between planet and observed emission features. Simulations by \cite{Strugarek2012, Strugarek2014, Strugarek2016} investigated the interaction between magnetized and non-magnetized planets, each without an atmosphere, along with the stellar wind plasma, to estimate the amount of electromagnetic angular momentum transfer between the planet and star. The authors derived scaling laws for the involved torques that may be applied to explain planetary migration. \cite{Cohen2015} simulated the interaction between the atmosphere of a terrestrial planet and the stellar wind of an M-dwarf. A study carried out by \cite{Strugarek2019} investigated different stellar magnetic field configurations and determined the Poynting fluxes carried by the respective planetary Alfvén wing. Their findings are in accordance with the theory provided by \cite{Saur2013}, which supports the application of the Alfvén wing model in the context of SPI. \cite{Daley-Yates2018} determined the strength of planetary radio emissions emanating from the magnetospheres of hot Jupiters with MHD simulations.

Models of time-variable stellar systems provide further insights into the processes connected to SPI, however simulations tend to be computationally expensive and technically demanding. Principally, there are two options to achieve this goal: one is the fully time-variable MHD simulation that includes, for instance, moving planets inside the domain; the other option is computationally less expensive and combines MHD simulations with analytical modeling. The first fully time-dependent simulation of a planet orbiting a star was published by \cite{Cohen2011}. The authors applied an internal boundary for the planet and allowed for the code to update the position at each time step. Physically, the planet interacted with the stellar wind by an intrinsic magnetic field. The model showed that SPI could generate hot spots in stellar atmospheres. An example of the second approach is \cite{Strugarek2019}, who investigated the system Kepler-78. The authors applied observed magnetic field maps of the star and simulated the respective stellar wind. The expected time-variable SPI has been modeled analytically, based on the result of the stellar wind.

Overall, SPI relates to many aspects of space physics of exoplanets. In one way, SPI may cause an increased stellar activity through the power that Alfvén wings transport to the star. The flare triggering mechanism by \cite{Lanza2018} is such an example. Flares would have implications for the planets and possible habitability. However, the space environment of exoplanets could also be affected by other planets. In particular, SPI consists of many different waves, which may alter the shape of upper atmospheric layers, influence the atmospheric mass loss, change the size and shape of magnetospheres, and it could even affect the auroral activity of planets. The open field line structure of stellar magnetic fields outside a certain source region \citep{Jardine2002} allows for electromagnetic interactions between planets. In these cases, the planets that generate SPI form wave structures that point inward, namely, toward the star, and outward, namely, away from the star. In multi-planet systems, the outwardly traveling waves will affect the stellar wind environments of outer planets. In the case that two (or more) planets generate SPI, there can be wave-wave interactions. \cite{Fischer2019} call the phenomenon where the Alfvén wings of two planets merge and interact with each other "wing-wing interaction." This interaction is not possible in moon-magnetosphere interactions in the solar system because the giant planets possess closed and nearly dipolar magnetic fields. This prohibits two moons to share the same field line. Wing-wing interaction will cause a variability in the power arriving at the star. The variability will appear periodically with the synodic period between both involved planets \citep{Fischer2019}. Therefore, wing-wing interaction is a qualitatively new phenomenon that can only occur in SPI. Due to the expected variability of the energy flux that arrives at the star, wing-wing interaction is a potentially observable phenomenon, which is expected to recur periodically.
In this paper, we investigate the different wave modes that are associated with SPI, with a focus on wing-wing interactions. In Sections 2 and 3, we outline the required theoretical basis and the applied MHD model. The first part of our results in Section 4 investigates the wave structures that appear in SPI. The second part of our results, presented in Section 5, gives the first simulation of SPI originating from two planets that undergo wing-wing interaction. Finally, we discuss the implications of our studies in Section 6.

2. Theory of star-planet interaction

In this section, we describe the theory we applied to interpret our numerical results physically. To identify the occurring wave structures, we have to know how we can identify the respective waves. Therefore, we introduce linear MHD waves in Section 2.1. In Section 2.2, we introduce the Alfvén wing model that we applied to interpret the occurring Alfvénic wave structures. Finally, in Section 2.3, we look at the interaction of Alfvén waves with each other, which is a vital aspect of wing-wing interaction.

2.1. MHD waves

Magnetohydrodynamics (MHD) allows for the existence of four anisotropic wave modes. Through linearization and a plane wave approach, it is possible to derive dispersion relations and linear wave properties for the Alfvén mode, as well as the slow mode and the fast mode.

The Alfvén wave is a transversal, namely, a non-compressional, wave that is based on magnetic tension. It is propagated parallel to the magnetic field with the so-called Alfvén speed:

$$v_A = \frac{B_0}{\sqrt{\mu_0 \rho_0}},$$

with the background magnetic field strength, $B_0$, and the mass density, $\rho_0$. Alfvén waves generate perturbations in the velocity and the magnetic field that are parallel or anti-parallel to each other, depending on the direction of propagation along the field line, and perpendicular to the background magnetic field. We introduce the nonlinear properties of this wave in Section 2.2 and so, the linear wave properties are not discussed here.

The slow mode, just like the Alfvén Mode, propagates parallel to the magnetic field. In contrast to the Alfvén Mode, this wave is a compressional, magnetosonic wave. When the speed of sound is smaller than the Alfvén speed, the slow mode waves are propagated with the speed of sound

$$c_s = \sqrt{\frac{\Gamma P_0}{\rho_0}},$$

with the pressure, $P_0$, and the polytropic index, $\Gamma$; this is a condition that is fulfilled in the cases that we study here. The wave generates a disturbance in the plasma velocity component that is parallel to the background magnetic field $\delta v_0$. From there, the wave generates the following perturbations in density and pressure:

$$\delta p = \frac{\rho_0 \Gamma}{c_s} \delta v_0,$$

$$\delta \rho = \frac{\rho}{c_s} \delta v_0.$$

The fast mode propagates into all directions. Perpendicular to the background magnetic field, the wave propagates with the magnetosonic wave speed, which is the Euclidean norm of Alfvén and sound speed. Parallel to the magnetic field, the wave is propagated with the Alfvén speed, since this wave mode does not generate wing-like wave structures because its wave speed in all directions is greater than the speed of the surrounding plasma.

The fourth wave mode is the entropy mode, which does not propagate on its own. The wave only generates a perturbation in density and temperature (Jeffrey & Taniuti 1964; Neubauer 1998; Saur 2021) and forms the wake of the planet.

2.2. Sub-Alfvénic interaction

Planets are obstacles to the flow of a magnetized plasma. If the space plasma environment is sub-Alfvénic, namely, the plasma speed is lower than the Alfvén velocity, the interaction is similar to the moon-magnetosphere interactions of the giant planets’ moons in our solar system. The major difference between moon-magnetosphere interaction and SPI is the geometry of plasma flow and magnetic field to each other (Zarka 2007; Saur et al. 2013). Also, similarly to moons, planets may interact with the plasma via an intrinsic magnetic field or a neutral atmosphere.

Atmospheres act as a mechanical obstacle for the plasma through collisions between plasma ions and atmospheric neutral particles. This results in a deceleration of the plasma and can be parametrized by a collision frequency, $v_m$. The collisions also generate an electrical conductivity perpendicular to the magnetic field characterized here through a Pedersen conductance $\Sigma_P$. Together with the Alfvén conductance, $\Sigma_A$, the value of $\Sigma_P$ defines the strength of interactions (Saur et al. 2013) as:

$$\tilde{\alpha} = \frac{\Sigma_p}{\Sigma_p + \Sigma_A}.$$

The interaction strength $\tilde{\alpha}$ is a parameter that assumes values between 0 and 1, where $\tilde{\alpha} = 0$ implies that there is no interaction and $\tilde{\alpha} = 1$ implies a maximum deceleration of the plasma.

Through any of the two interaction types, the planet generates waves. In particular, it generates Alfvén waves that (under sub-Alfvénic conditions) form so-called Alfvén wings (Neubauer 1980). In the reference frame of the wave-generating moon or planet, the Alfvén wing appears as a standing wave structure. From the frame of reference of plasma flow surrounding the moon, Alfvén wings are time-variable structures that move together with the planet.

Alfvén wings follow a path that is defined by the Alfvén wave characteristics:

$$c_A^+ = v_{rel} \pm v_A.$$

In that case, $v_{rel}$ is the relative velocity between the plasma flow and the planet and $v_A$ is the local Alfvén velocity. According to Neubauer (1980), the Alfvén characteristics assume an angle $\theta_A$ to the background magnetic field that is defined by:

$$\sin \Theta_A = \frac{M_A \cos \Theta}{\sqrt{1 + M_A^2 \pm 2M_A \sin \Theta}}.$$

In this equation, $M_A$ is the Alfvén Mach number and $\Theta$ is the angle between the plasma velocity and the normal to the magnetic field.
Finally, Alfvén waves assume the following wave properties:

\[ B_\perp = \mu_0 \Sigma \frac{c^2}{|E|} \times E, \tag{8} \]
\[ B_\parallel = \pm \sqrt{B_0^2 - B_\perp^2}, \tag{9} \]

with the motional electric field \( E = -v \times B \). The perturbations are perpendicular to the background magnetic field and the wave generates no perturbation of the magnetic field strength. Equation (5) is the polarization relation of the Alfvén wave.

2.3. Interactions between Alfvén waves

In the Solar System, the direct interaction between two Alfvén waves can never occur. The reason for this is that Jupiter’s magnetic field is still approximately dipolar at the location of its main moons, in contrast to the sun’s magnetic field, which is dominated by the radial flow of the stellar wind sufficiently far away from the sun. Therefore, two moons will never share the same field line. In the open magnetic field lines of stars, however, two planets may be able to share the same magnetic field line. That allows for wave-wave interactions in the form of wing-wing interaction, where the Alfvén wings of two planets merge.

The interaction between Alfvén waves has been well studied in a large number of applications in space and astrophysical plasmas and it is, for example, also the basis for MHD turbulence [Elsasser 1950; Krooshnikov 1963; Krachnan 1965; Sridhar & Goldreich 1994; Goldreich & Sridhar 1995]. The nonlinear nature of the interaction of counter-propagating Alfvén waves has thereby been established in many theoretical (e.g., Elsasser 1950; Goldreich & Sridhar 1995; Howes & Nielson 2013) and numerical studies (e.g., Maron & Goldreich 2001; Jacobsen et al. 2007), as well as in laboratory experiments [Drake et al. 2013; Howes et al. 2012].

3. Simulating planetary systems

In our simulation, we chose a setup where the star is in the center and the planet at a certain distance. That allows us to simulate a stellar system with more than one planet.

To perform such a simulation, we applied the PLUTO MHD Code (Mignone et al. 2007). The code solves single-fluid MHD equations in conservation form:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0, \tag{10} \]
\[ \frac{\partial \rho v}{\partial t} + \nabla \cdot \left( \rho v v + p \right) + \nabla \cdot \left( \rho v B - (p + B^2/2) \right) = -\rho \nabla \Phi, \tag{11} \]
\[ \frac{\partial (E_{\text{tot}} + \rho \Phi)}{\partial t} + \nabla \cdot \left( (E_{\text{tot}} + p + \rho \Phi)v - B(v \cdot B) \right) = 0, \tag{12} \]
\[ \frac{\partial B_i}{\partial t} + \nabla \cdot (v B - B v) = 0. \tag{13} \]

We note that Equations (10) to (13) are written in normalized units as defined by Mignone et al. (2007) and the PLUTO user guide. Equation (10) is the continuity equation, which describes mass conservation through the mass density, \( \rho \), and the plasma velocity, \( v \). The equation of motion (Equation (11)) describes the conservation of momentum with the momentum density \( m = \rho v \) and it is responsible for the evolution of the plasma velocity, \( v \). The momentum flux is affected by the thermal pressure, \( p \), and the magnetic field, \( B \). Equation (12) describes the evolution of the total energy \( E_{\text{tot}} = \rho e + m^2/(2\rho) + B^2/2 \), consisting of the internal energy, kinetic energy, and magnetic energy, respectively, given in normalized units. The equation of motion and equation of energy include the gravitational potential, \( \Phi \), which represents the stellar gravitational field. The stellar wind is described by a polytropic law with a polytropic index of \( \Gamma = 1.2 \). The chosen value is in accordance with simulations of the solar wind, which typically assume polytrophic indices between 1 and about 1.2 (e.g., Keppens & Goelbloed 2000; Roussev et al. 2003; Jacobs et al. 2005) and empirical estimates that provide values of up to 1.5 (Totten et al. 1995). The evolution of the magnetic field is described by the induction equation (Equation (13)). We applied the ideal MHD equations without viscosity and magnetic diffusion because the phenomena we are interested in, namely, Alfvén wings, are not affected by diffusive effects on the spatial scales of this investigation. The regions of the stellar atmosphere that are heavily affected by diffusive effects, such as the stellar chromosphere and corona, are not directly present in our simulation.

We applied the spherical coordinates and carried out the simulation on a grid that forms a spherical shell segment. The star is at the center of our coordinate system. The boundary zone facing the star is referred to as the inner boundary, with a radius, \( R_{\text{inner}} \), whereas the other end of the simulation domain is called the outer boundary. The inner boundary does not lie at the stellar surface, but instead, it lies further away at the critical point of the Parker-model (Parker 1958). At this point, the stellar wind reaches the sound speed, giving supersonic conditions further out. We set the radius of the inner boundary to be slightly outside this point, namely, \( R_{\text{inner}} = 5R_{\odot} \), with the stellar radius, \( R_{\odot} \). The outer boundary has to reside outside the Alfvén radius of the simulated stellar wind. According to Zanni & Ferreira (2009), this prevents Alfvén waves that are traveling from an subcritical outflow boundary and moving inward toward the star. The outer boundary’s radius lies at \( R_{\text{outer}} = 70R_{\odot} \).

At the inner boundary, we set Dirichlet-type inflow conditions for:

\[ \rho = \rho_0 \left( \frac{R_{\odot}}{R_{\text{inner}}} \right)^2 \frac{v_i}{v_r}, \tag{14} \]
\[ \rho = \rho_0 \left( \frac{R_{\odot}}{R_{\text{inner}}} \right)^2 \frac{v_i}{v_r}, \tag{15} \]

and the pressure, \( p \), from the ideal equation of state with the coronal temperature, \( T \). The radial velocity, \( v_r \), is set at the speed of sound, \( c_s \), while the density follows a radial profile provided from the continuity equation with the plasma velocity estimated for the corona, \( v_r \).

For the magnetic field and the remaining velocity components, we applied outflow conditions that ensure there is no derivative normal to the boundary surface:

\[ \frac{\partial v_i}{\partial n} = 0, \tag{16} \]
\[ \frac{\partial B_i}{\partial n} = 0, \tag{17} \]

where the index, \( i \), represents the different components: \( r, \theta, \phi \). The remaining five boundary zones apply the outflow conditions provided by PLUTO.

The stellar rotation needs to be specifically addressed by boundary conditions. Therefore, in the zone between \( R_{\text{inner}} \) and \( R_{\text{inner}} + 1R_{\odot} \), we applied an internal boundary condition. The condition defined by Zanni & Ferreira (2009) for the azimuthal components of velocity, \( v_\phi \), and magnetic field, \( B_\phi \), ensures an accurate representation of the stellar rotation and a proper coupling of magnetic field and plasma in the boundary zone.
As the initial conditions, we applied a previously simulated steady state stellar wind. To obtain this initial setup, we applied the stellar wind model described by [Fischer & Saur 2019], which is based on the Parker model [Parker 1958].

3.1. Modeling the planets

In this section, we outline how we modeled the interaction between planets and plasma. As we show in Section 2.2, planets can interact with their plasma environment by collisions between atmospheric neutrals and plasma ions. In our simulations, we applied this mechanism and implemented the corresponding terms into the numerical model.

3.1.1. Parametrisation of the planet

The planet is parametrized as a neutral gas cloud. This approach neglects the existence of a solid planetary body, for the case of terrestrial planets, and reduces the planet to a pure generator of MHD waves. The chosen approach is well suited for studies of the far-field wave structures that we are interested in. Furthermore, it allows for a first simple setup, where we can simulate moving planets that interact with a stellar wind.

The gas cloud is radially symmetric around the center of the planet. The easiest way to define the cloud is to switch into planeto-centric coordinates, with the planetographic distance:

\[ r_p = |a - r_n|, \]

where \( a \) is the position of the planet and \( r_n \) the position of a neutral gas parcel. Inside the planet, namely, for \( r_p < R_p \), we assume a constant neutral gas density of \( n_0 \). For the atmosphere, namely, \( r_p > R_p \), we assume a neutral gas density profile that follows a scale height law of:

\[ n_n = n_0 \exp \left( \frac{R_p - r_p}{H} \right), \]

where \( H \) is the scale height of the atmosphere.

3.1.2. Ion-neutral collisions in the model equations

To simulate SPI via mechanical interactions, we have to expand PLUTO’s model equations by source terms that model ion-neutral collisions. We applied the terms from [Chane et al. 2013], which include the motion of the interacting body and are suitable for the conservative form of the MHD equations. For our model, the equations take the following form:

\[ \frac{\partial m}{\partial t} + \nabla \cdot \mathbf{F}_m = \rho \mathbf{v}_{\text{rel}} - \sum_{k=1}^{n} \rho v_{\text{in},k}(v - v_{\text{orb},k}), \]

\[ \frac{\partial E_{\text{tot}}}{\partial t} + \nabla \cdot \mathbf{F}_{E} = \sum_{k=1}^{n} \left( \frac{p}{\Gamma - 1} + \frac{1}{2} \rho (v - v_{\text{orb},k})^2 - \rho (v - v_{\text{orb},k}) \cdot \mathbf{v} \right) \cdot \mathbf{v}. \]

In this form, we can simulate a system with \( n \) planets. Each of them will contribute separately to the collision terms via their individual collision frequency, \( v_{\text{in},k} \), and orbital velocity, \( v_{\text{orb},k} \). Further variables are the momentum density, \( m \), the total energy, \( E_{\text{tot}} \), their respective fluxes, \( F_m \) and \( F_E \), and the right hand side \( \rho \mathbf{v}_{\text{rel}} \) of Equation 11. The chosen notation represents Equations 11 and 12 in shorter form. The collision term in the equation of motion describes the exchange of momentum between plasma ions and atmospheric neutrals. This exchange is proportional to the relative velocity between plasma and neutral atmosphere. For the velocity of the neutral atmosphere, we only assume the orbital motion of the planet because it dominates over the speed caused by the planetary rotation and any kind of atmospheric dynamics. The terms in the energy equation describe the exchange of kinetic energy and internal energy.

We estimate the collision frequency, \( v_{\text{in}} \), with the empirical formula:

\[ v_{\text{in}} = 2.99 \cdot 10^{-13} n_n(r), \]

where the collision frequency, \( v_{\text{in}} \), is in units of \( s^{-1} \) and the neutral density, \( n_n \), is provided in units of \( m^{-3} \). Expression 22 is based on (9,73) from Banks & Kockarts (1973) with a polarisability of \( \alpha = 0.667 \cdot 10^{-30} m^3 \) and a reduced mass of \( \mu_A = 0.5038 \) atomic mass units corresponding to proton-hydrogen collisions. The aeronomic processes in an exoplanet’s atmosphere and ionosphere are much more complex than in our description. Details on such descriptions in sub-Alfvénic moon-planet interaction can be found, for example, in Neubauer (1998), Saur et al. (1998), Saur et al. (1999), Rubin et al. (2015), Hartkorn et al. (2017). The aim of this work is not, however, to offer a detailed description of the immediate environment around planets with observationally constrained neutral atmospheres, but, rather, to describe the far-field wave structure in sub-Alfvénic interaction.

We note that ion-neutral collisions within an atmosphere offer one of several ways how planetary objects can generate sub-Alfvénic interactions (see, e.g., review by Saur 2021). Intrinsic magnetic fields are the second main cause of sub-Alfvénic interactions (see Section 2). The third possibility is a rocky planetary body without a gaseous envelope or magnetic field of its own. In our study, the planets are primarily generators of waves and the aim is not to study the planets themselves. Therefore, we choose ion-neutral collisions as the source of SPI.

3.1.3. Motion of the planet

Our aim in this study is to simulate a fully time-variable system with several planets. Hence, we have to include planetary motion into our model. We achieved this by making the collision frequency of the planetary atmosphere dependent on the planet’s position. Under the assumption of circular orbits, the position is updated at every time step according to:

\[ a(t) = a \left( \frac{\cos(\Omega_p t + \varphi_{\text{init}})}{\sin(\Omega_p t + \varphi_{\text{init}})} \frac{\Omega_p}{0} \right). \]

We assume that at \( t = 0 \) hr, the planet is located at an azimuth, \( \varphi_{\text{init}} \), possessing a colatitude of 90° and located at a distance, \( a \), from the star. At every time step, we rotate the position of the planet about the z-axis by the orbital angular velocity of the planet \( \Omega_p \). In our case, the z-axis coincides with the spin-axis of the star. The respective current position \( a \) then goes into the calculation of the collision frequency. In that manner, the collision frequency, as the important interaction parameter for the MHD equations, is updated at every time step and simulates the motion of the planet around the star.

3.2. Parameters

We base our studies on the example of the TRAPPIST-1 system, which features an M8 dwarf star with seven terrestrial plan-
ents in close orbits around the star (Gillon et al. 2016 [2017]). We know from previous studies that several TRAPPIST-1 planets are likely candidates for the generation of SPI. Garaud et al. (2017) performed MHD simulations of the system and estimated the Alfvén radius, that is, the region wherein the Alfvén wave speed is larger than the plasma speed. The authors estimated that six of the seven planets are potentially orbiting within the Alfvén radius. A theoretical study by Turner & Nigam (2018) estimated that all planets to be able to generate SPI. Fischer & Saur (2019) estimated that at least the two inner planets are likely to generate SPI. The authors performed a broad parameter study with a theoretical stellar wind model and found that the most important parameter is the (currently unknown) stellar wind mass flux. Thus, this parameter finally defines which of the planets will generate SPI.

We applied the best guess model for the stellar wind from Fischer & Saur (2019), which gives a coronal number density of \(n_c = 2.7 \times 10^{14} \text{ m}^{-3}\), a coronal temperature of \(T_c = 2000000 \text{ K}\), and a magnetic field strength at the stellar equator of \(B_0 = 0.06 \text{ T}\). At the inner boundary, \(R_{	ext{inner}}\), these conditions produce a sound speed of \(c_s = 130 \text{ km s}^{-1}\), which resembles the expected stellar wind speed. We further assume the rotation period of TRAPPIST-1 of 3.3 days (Luger et al. 2017).

The existence and, thus, the physical properties of the atmospheres of TRAPPIST-1 b and c are generally unknown. Early observations of TRAPPIST-1 b and c were conducted by De Wit et al. (2016) and Bourrier et al. (2017). In particular, De Wit et al. (2016) ruled out cloud-free hydrogen dominated atmospheres, which implies that the planets either have no atmosphere or an atmosphere that consists of heavier molecules. Bourrier et al. (2017) estimated from Lyman-\(\alpha\) observations of both planets conducted with HST that both planets might have extended hydrogen exospheres. Turbet et al. (2020) reviewed the current state of knowledge for the planetary atmospheres in the TRAPPIST-1 system, including several physical properties of the system, observations of the planets, and atmospheric modeling. These authors concluded that the most likely atmospheres for the inner planets of the system are either: (1) water-dominated, due to the strong irradiation and possible high water mass fraction of the planets; (2) \(O_2\)-dominated atmospheres, which are remnants of former water rich atmospheres; or (3) \(CO_2\)-rich atmospheres, because this molecule is very resilient against atmospheric escape and also quite common in the solar system planets. Although De Wit et al. (2016) ruled out cloud-free hydrogen dominated atmospheres at lower layers, we assume that the upper layers of planetary atmospheres typically consist of atomic hydrogen, whereas the lower layers are usually dominated by different gas species. This assumption is supported by the observations of Bourrier et al. (2017). Even if there are no gaseous envelopes present at TRAPPIST-1 b and c, the example of Saturn’s moon Rhea shows that Alfvén wings can even form without a planetary atmosphere (Simon et al. 2012; Khurana et al. 2017). In that case, the planet would absorb the plasma on its upstream side and generate a wake that is slowly filled with plasma. The resulting pressure gradient generates a differential plasma velocity, which causes magnetic perturbations that form an Alfvén wing.

We chose a base neutral gas density of \(n_{\text{H}_2} = 10^{14} \text{ m}^{-3}\), which produces a maximum interaction strength (see Equation 5) of about 0.8 in the center of the planet. To resolve the atmosphere numerically and not only the planetary body, we applied a scale height of \(H = 1300 \text{ km}\). Due to the radially decreasing gravity in planetary atmospheres, the scale height can easily reach those values.

\[ \frac{dr}{dh} = \frac{c_{\text{wave}}}{|k_{\text{wave}}|}, \]

with Equations 24 to 26 for \(c_{\text{wave}}\) and the respective line element along the wave paths \(dh\). With a Runge-Kutta Scheme, 4. Wave structures related to SPI

In this section, we analyze the different wave modes that are associated with SPI and investigate the influence of these waves on other planets. Our analysis is a basic study, which is aimed at obtaining a deeper understanding of SPI given that these wave modes can affect the space environments of other planets and may cause observable effects in the atmospheres and magnetospheres of planets. Detailed knowledge of the wave structures is required for the analysis of wing-wing interaction in particular.

For the analysis of the planetary wave structures, we assume a single-planet scenario with TRAPPIST-1 and its closest planet TRAPPIST-1 b. The planet orbits the star at a distance of \(r = 20.5 R_\odot\). At the beginning of the simulation at \(t = 0\) s, the planet is located at \(\theta = 90^\circ\), that is, the equatorial plane, and \(\varphi = 14.3^\circ\). For the analysis, we chose the situation at \(t = 5.7\) hr, when the planet is located at \(\varphi = 71^\circ\), i.e. \(x = 6.6R_\odot\) and \(y = 19.3R_\odot\).

Within the radial stellar wind and the open magnetic field line structure of stars the wave structures generated by planets have an inward pointing side and an outward pointing side. We investigate both inwardly and outwardly traveling structures and identify the different waves in this section.

4.1. Wave pattern

In a first step, we will describe the different waves by means of their disturbances. Therefore, we show the equatorial planes of the simulation domain with the disturbances of chosen plasma quantities: the radial magnetic field disturbance, \(\delta B_r\), in Figure 1 (a); the density disturbance, \(\delta n\), in Figure 1 (b); the meridional magnetic field disturbance, \(\delta B_\theta\), in Figure 1 (c); and the pressure disturbance, \(\delta p\), in Figure 1 (d). Blue colors represent negative disturbances and red colors display the positive disturbances. The color bars of each plot are capped to values smaller than the absolute largest disturbances and centered around zero. The reason for this is to make the disturbances more visible throughout the simulation domain. The color scale of \(\delta B_r\) was reduced to \(1/6\) of the maximum value and to \(1/2\) for \(\delta p\).

As a first quantitative analysis, we describe the wave paths via:

\[ c^2_A = \frac{v^2 + \frac{B}{\sqrt{\mu_0}}}{\rho} \]  

(24)

\[ c^2_{SM} = \frac{v^2 + \frac{B}{|B|}c_s}{\rho} \]  

(25)

\[ c_w = v \]  

(26)

Equation 24 describes the Alfvén characteristics (Elsasser 1950; Neubauer 1980). Equations 25 and 26 have been constructed on the basis of the respective wave properties. For the wave path of the slow mode, also called slow mode wave in the case of a standing wave, we made use of the fact that it assumes an angle \(\Theta_A = \tan^{-1}(M_s)\) to the background magnetic field, with the sonic Mach number, \(M_s = v/c_s\), and the slow mode propagation along the magnetic field in the case where \(v_A \gg c_s\) (Wright & Schwartz 1990; Linker et al. 1991).

To estimate the path of each wave, we solve for:

\[ \frac{dr}{dh} = \frac{c_{\text{wave}}}{|k_{\text{wave}}|}, \]

with Equations 24 to 26 for \(c_{\text{wave}}\) and the respective line element along the wave paths \(dh\). With a Runge-Kutta Scheme,
we can calculate the path of each wave. The starting point is the location of the planet.

We see in Figure 1(a) and (b) that the calculated wave paths follow certain structures that are visible in the magnetic disturbance and the density. The planet moves in an anti-clockwise direction and the outwardly traveling waves follow a certain sequence according to their effective wave speed, that is, the absolute value of the wave paths. The leading wave is the fastest wave, accordingly followed by the slower waves. However, the first structure is the magnetic field line (solid line) that is connected to the planet.

The leading outwardly traveling wave mode, indicated by the dashed line, is the Alfvén Mode. The wave is visible in Figure 1(a) and (c), namely, the radial and meridional magnetic field perturbation. As we see in both plots, the Alfvén wave is the only wave mode that connects to the star.

At the position of the planet, the inward pointing wave assumes an angle of 2.6° to the background magnetic field. This value fits well with the theoretically expected value of $\Theta_A = 2.7^\circ$ according to Equation 7.

Going further, in a clockwise direction, there is a region of increased $B_r$ and decreased $\rho$ (Figure 1) that coincides with the path of the outwardly traveling slow mode (dotted line). We see that the suspected wave generates negative disturbances in the density, shown in Figure 1(b), and the pressure, shown in Figure 1(d). The related wave structure broadens with distance from the planet. The group velocity of the slow mode can be non-parallel to the magnetic field (Linker et al. 1988), just not perpendicular to the field. Therefore, with increasing distance from the planet, the wave widens up.

Behind the outwardly traveling slow mode, the planetary wake (dot-dashed line) follows, which is the entropy mode. We see no apparent disturbances in the magnetic field or the pressure. It is only the density that shows a narrow increase that lies beneath the respective wave path (dot-dashed line), which strictly follows the flow of the plasma.

The last wave structure in the clockwise direction poses an interesting case. Theoretically, the slowest outwardly traveling structure would be the wake because it does not propagate. Now, the existence of a disturbance in pressure and density indicates...
that there is a structure with an effective velocity that is slower than the plasma flow and that cannot be explained by MHD wave theory. The structure moves a few stellar radii toward the star along the inwardly traveling Alfvén wing. Then it bends away from the Alfvén wing and moves outward, forming a broad compressional wave structure. We find that the respective structure fits well with the wave path of the inwardly traveling slow mode (thick dotted line), namely, at an effective wave speed of \( v_{\text{eff}} = v_s - c_s \). Since we are in the supersonic regime, we would expect that the slow mode generates a shock. Slow shocks propagate with a velocity of \( v = c_s \) [Wu et al. 1996], which is in support of our finding. Apparently, the interaction of the planet generates an outwardly traveling slow mode wave that does not happen to be a shock because the waves never ramp up. The inwardly traveling slow mode, however, behaves differently. We discuss the properties of both wave structures, which we collectively refer to as the “slow structures,” in Section 4.3.

The fast mode is the fourth wave mode in MHD. It is weakly anisotropic, but it propagates in all directions, in contrast to the other MHD waves. The wave amplitude therefore declines rapidly with distance to the planet. Thus, we do not look further into the fast mode for the purposes of this work.

4.2. Alfvén wings

The Alfvén wings of a planet are arguably the most important wave structures for SPI, because they transport energy toward the star. In Section 4.1 we show that Alfvén waves are the only waves that move inward toward the star as well as outward. Therefore, we analyzed both positions. To show that the left-most wave structure that is indicated by the characteristics is indeed an Alfvén wing, we compared semi-analytic expectations with actually simulated magnetic fields. Figure 2 shows line cuts of the magnetic field components. Blue curves show the simulated data and red curves show the theoretically expected perturbations based on the polarization relations of the Alfvén wing model, namely, Equations 8 and 9 as well as the simulated plasma velocity. The left panels (a), (c), and (e) show cuts along the \( \varphi \)-direction at \( r = 16 R_\star \), namely, for the inwardly traveling Alfvén wing. The panels (b), (d), (f) on the right, show cuts along the \( \varphi \)-direction at \( r = 40 R_\star \), that is, for the outwardly traveling Alfvén wing. The top row, with panels (a) and (b), shows the \( B_r \) component; the middle panels (c) and (d) show the \( B_\varphi \) component; and the bottom row, with panels (e) and (f), shows \( B_\vartheta \). We note that we reversed the \( \varphi \)-axis to allow for a more intuitive comparison with the plots of the equatorial plane.

We first focus on the inwardly traveling Alfvén wing. The Alfvén wave produces perturbations in all three magnetic components. The strongest perturbation occurs in \( B_\varphi \), with 2500 nT. The main reason for this is that the planet moves nearly perpendicular to the plasma flow and the magnetic field into the \( \varphi \)-direction. The second strongest perturbation occurs in \( B_r \) with 200 nT. Although the radial magnetic field is the most clearly dominating component in our stellar wind, the magnetic field has a slight curvature due to the stellar rotation. Therefore, the Alfvén wave, which only generates perturbations that are not parallel to the background magnetic field, also generates a perturbation in radial direction. The \( B_\vartheta \) component exhibits the weakest perturbation with 70 nT. However, since the background field has no \( \vartheta \) component, this perturbation is easily visible from the background. The \( \vartheta \)-perturbation oscillates around zero. First, the perturbation increases to 70 nT at about 72° and then decreases to about −40 nT at 70°. We saw the same pattern in the \( B_\vartheta \) component in Figure 1 (c). When we compare simulation with the expectations, namely, the blue and red curve, we see excellent agreement between the two. This agreement indicates that, as expected, the inwardly traveling wave structure consists almost purely of Alfvén waves.

In contrast to the inwardly traveling Alfvén wing, we know from the analysis of the wave paths that the outwardly traveling Alfvén wing is one among many wave structures. Therefore, we can use the wave paths and the comparison to distinguish the Alfvén wave from the other waves. At 55°, the magnetic field exhibits a first perturbation that agrees well with the theoretical curve. The perturbation coincides with the Alfvén characteristic from Section 1. Here, in \( B_\varphi \), the perturbation makes about −500 nT. In \( B_r \) it is −150 nT and in \( B_\vartheta \) the wave produces a perturbation of about 10 nT. The polarity of the wave is the opposite of the inwardly traveling wave. This anti-correlation agrees with the theoretical expectations and is caused by the direction of propagation along the magnetic field line. The \( B_\vartheta \) component is the only one that shows excellent agreement with the semi-analytic curve over all \( \varphi \). The reason for this is that the other wave modes do not generate perturbations in \( B_\vartheta \) and this component is only affected by the Alfvén wave. The other components, however, are subject to variations caused by other waves as well. We can see these effects in the deviations between the blue and red curve. In \( B_r \), there are only slight deviations, mainly at the strong peak at 55°. The \( B_\varphi \) component shows stronger deviations in the range of the other wave modes, namely, between about 55° and 40°.

4.3. Slow mode and slow shock

Due to the supersonic interaction with the planet, we would expect a shock related to the slow mode. However, as we see in Section 4.1, we obtain an outwardly traveling slow mode and a shock that results from the inwardly traveling slow mode. In the following, we present our further analyses, similar to the Alfvén wings from Section 4.2. However, for the slow mode, we rely on the linear wave theory from Section 2.1 and we compare the theoretical expectations with the actual perturbations in Figure 3. For the assumed shock, we have no theoretical expectation, so we look at cuts along the radial direction in Figure 5 to identify the type of shock.

For the slow mode, we calculate the disturbances in pressure, \( \delta p \), and density, \( \delta \rho \), that arise from the velocity disturbance parallel to the background magnetic field with Equations 3 and 4, respectively. We compare them to the corresponding simulated disturbances. Figure 5 shows the results for a distance of 40 \( R_\star \) along the \( \varphi \)-direction. Blue shows the simulated values and red shows the perturbation of the slow mode based on the simulated plasma velocity to obtain an estimate for \( \delta n \) and \( \delta \rho \).

In Section 4.2 we see that the Alfvén wing lies at approximately 62°. According to the findings presented in Section 4.1 we can expect the slow mode to be the next wave in clockwise direction, implying a lower value for \( \varphi \) than for the Alfvén wing. The strongest negative peaks in \( \delta p \) and \( \delta \rho \) occur at \( \varphi = 57° \). The location of the interaction peak is the same in the simulated values, as well as the semi-analytic values. However, there are deviations in strength. The actual perturbation of the pressure goes to −800 nPa and the semi-analytic expectation goes down to −1000 nPa, and similarly in \( \delta n \). There, the simulation peaks at \(-6 \cdot 10^{10} \text{ m}^{-3}\) and the semi-analytic result lies at \(-5.5 \cdot 10^{10} \text{ m}^{-3}\). The deviations result from the linear wave theory, which assumes small disturbances. In our case here, we have strong interactions with an interaction strength (Equation 5) of about 0.9. That re-
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**Fig. 2.** Semi-analytic analysis of the Alfvén wings of TRAPPIST-1 b with line cuts along the $\varphi$-direction that display the magnetic field components $B_r$, $B_\vartheta$, and $B_\varphi$ (from top to bottom). The blue line represents the field component extracted from the simulation results and the red line shows the same components calculated with the Alfvén wing polarization relations (Equations 8 and 9) and the simulated plasma velocity. The panels (a), (c), and (e), show a cut through the inwardly traveling Alfvén wing at $r = 16 R_\star$. The panels (b), (d), and (f) show a cut through the outwardly traveling wave structures at $r = 40 R_\star$.
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**Fig. 3.** Semi-analytic analysis of the slow mode of TRAPPIST-1 b with line cuts along the azimuthal direction at $r = 40 R_\star$. Presented here: pressure perturbation, $\delta p$, in panel (a) and the density perturbation, $\delta \rho$, in panel (b). Blue lines represent simulated values and red lines are semi-analytic expectations based on linear wave theory.

...results in correspondingly large wave amplitudes of about 60% of the local background pressure and density.

The wave mode test with analytic expressions of the slow mode cannot explain the disturbances in pressure and density that appear at smaller $\varphi$. However, we can see that these structures are connected to totally different waves. The last structure at $\varphi = 39^\circ$ shows some anti-parallel correlation between both curves. This correlation may arise from the suspected slow shock. The narrow density peak at $\varphi = 50^\circ$ is the subject of Section 4.3.

When we look at figures 4 (a) and (b), we see cuts of the thermal pressure disturbance, $\delta p$, and the magnetic pressure disturbance, $\delta p_B$, along the radial direction at azimuthal positions $\varphi$ of $70^\circ$, $65^\circ$, and $58^\circ$. At $r = 18 R_\star$, there are strong perturbations, which we will discuss later in this section. The perturbations at about $22 R_\star$, however, are connected to the outwardly traveling slow mode (also see Figure 1). If we compare thermal pressure, $p$, and magnetic pressure, $p_B$, we see that the profiles of both pressure types are exactly mirrored counterparts of each other, which balances the total pressure in the plasma (Linker et al. 1988; Linker et al. 1991).

The wave structure behind the Alfvén wing is the outwardly traveling slow mode. The wave structure behind the wake is suspected to be a slow shock. Shocks are nonlinear structures typically connected to plasma waves. The best known cases of shocks are the planetary bow shocks that form upstream of the planets in our Solar System. There, the planets experience super-fast plasma conditions, where no MHD wave can travel upstream toward the sun. In our case we have an intermediate situation where the plasma is sub-Alfvénic and supersonic. Among the different types of shocks, the so-called slow shock (Bazer & Ericsson 1959) is the best candidate to explain the occurring structure.

The different types of shocks all have their own distinct influence on the plasma. In principle, shocks are special kinds of discontinuities, where the plasma parameters change abruptly...
structures that were generated at earlier times of the planet and therefore show properties of a slow shock. The other curves (red and yellow) represent the guiding magnetic field and along the Alfvén wing, it can propagate toward the star. At some point, this mechanism does not allow for any further propagation because the stellar wind cannot propagate against the supersonic stellar wind toward the star. Hence, only a small volume of density accumulates in front of the planet. In our simulation, there is no absorption of plasma, because the planetary motion perpendicular to the stellar wind then directs the plasma around the planet and compressibility effects cause the wake that we see in the results. Due to the slow shock structure, the wake only plays a minor role in the wave pattern. Hence, only a small volume of density accumulates in front of the planet and eventually forms the wake structure.

4.4. Wake

A planetary surface absorbs plasma, which causes a wake behind the planet. In the literature, planetary wakes are sometimes referred to as the “entropy mode” (Jeffrey & Taniuti 1964; Neubauer 1998; Saur 2021). We see a weak density disturbance in Figure 1(b) that does not propagate by itself but is carried away by the stellar wind. This structure also appears in the radial profiles presented in Figure 4(c), previously mentioned in Section 4.3.

Naturally, we would expect a decrease in density and pressure in the wake of a planetary object because the object absorbs plasma and shields the downstream region. Comparing the wake path in Figure 1(b) with the corresponding perturbations in Figure 3(b) and Figure 4(c), we see an increase in the density. In our simulation, there is no absorption of plasma, because the planet only reduces the plasma velocity through collisions. The deceleration causes a pile-up of plasma upstream of the planet. The planetary motion perpendicular to the stellar wind then directs the plasma around the planet and compressibility effects cause the wake that we see in the results. Due to the slow shock structure, the wake only plays a minor role in the wave pattern. Hence, only a small volume of density accumulates in front of the planet and eventually forms the wake structure.

4.5. Impact on outer planets

We see that the wave structures originating from a planet can alter the space environment of planets that reside further outside (and inside) if the stellar magnetic field lines have a quasi-open geometry. To quantify the variation caused by SPI, we calculated the dynamic pressure \( p_{\text{dyn}} = \rho v^2 \), the magnetic pressure \( p_B = B^2/(2\mu_0) \), the thermal pressure, \( p \), and the total pressure, \( p_{\text{tot}} \), as the sum of these three other pressures. We are interested in the variation that each of planet b’s neighboring planets may experience. All planets perform nearly circular orbits (Grimm et al. 2018) and three of them, in addition to planet b, reside at distances that are included in our simulation box. Planet c (yellow) orbits TRAPPIST-1 at \( r = 28 R_\ast \), planet d (red) at \( r = 39.6 R_\ast \), and planet e (blue) at \( r = 52 R_\ast \). Planet f would...
Fig. 5. Analysis of the impact of TRAPPIST-1 b’s outwardly traveling wave structures on its neighbour planets. The panels (a) to (d) of this figure show the normalized dynamic, magnetic, thermal, and total pressure, respectively. Each line is cut along the azimuthal direction at the respective distances of the planets c (blue), d (red), and e (yellow). Panel (e) shows the hypothetical magnetospheric stand-off distance $R_{\text{MS}}$ of planet e and how it is affected by planet b’s wave structures.

still lie within our simulation domain, but with an orbital distance of $r = 68R_*$, it is very close to the outer boundary of the simulation box, which could include boundary effects. To compare these planets, we extracted the pressures along their orbits, namely, in the $\varphi$ direction, and normalized each pressure to the respective ambient pressure, $p_0$, to allow for a comparison between all planets. Since the stellar wind is uniform along the $\varphi$-direction, we can extract the normalization pressure, $p_0$, from a region along the orbit that has not experienced any perturbations from SPI. Figure 5(a) to (d) shows the results. Panel (a) shows the normalized dynamic pressure, panel (b) the normalized magnetic pressure, (c) the normalized thermal pressure, and (d) the normalized total pressure.

The dynamic pressure, $p_{\text{dyn}}$, shows the largest overall variations compared to the other pressures. At planet c, $p_{\text{dyn}}$ varies by about 90%; whereas the relative amplitude declines with distance from the star. So at planet e, the variability is 70% of the ambient pressure. The major initial decline in the dynamic pressure is caused by the outwardly traveling slow mode. The remaining wave structures cause perturbations of about 10% in the dynamic pressure. The magnetic pressure $p_B$ shows the weakest relative perturbations with variation of about 5% at all investigated planets. The thermal pressure, $p$, in contrast, shows similarly strong variations as the dynamic pressure, with amplitudes between $-70\%$ and $+50\%$ at planet c. Similarly to the dynamic pressure, the variations decrease with distance, namely, about 30% at planet e. The decline at larger $\varphi$ in the pressure comes from the slow mode, while the increase at lower $\varphi$ is due to the slow shock.

All three pressures combined yield the total pressure, $p_{\text{tot}}$. This pressure shows variations between about 10% at planet c and 25% at planet e. Overall, the amplitudes are smaller than, for example, in the thermal and dynamic pressure. The reason for this discrepancy is that the magnetic pressure is much higher than the thermal pressure. The thermal pressure accounts for maximum 10% of the total pressure, whereas the contribution of the magnetic pressure ranges from nearly 100% close to the star to 42% at the outer boundary. At the same time, the dynamic pressure increases with radius. That explains the increase in the relative variation with distance from the star. Furthermore, the variations in the total pressure resemble the shapes that we saw in the dynamic pressure. That is a result of the connection between thermal and magnetic pressure, which we also show in Section 4.1. These two pressures balance each other out. The dynamic pressure is not involved in this relation because it is actually exerted by the flow of the fluid. Therefore it affects planetary magnetospheres.

A planet’s magnetosphere is basically a magnetic cavity within the stellar wind. As such, the magnetospheric stand-off distance is defined as the equilibrium point between the magnetic pressure of the intrinsic planetary magnetic field and the surrounding pressure. In the solar wind, we typically assume the dynamic pressure of the solar wind. However, in the case of massive and strongly magnetized winds from M-dwarfs, it is necessary to include the ambient magnetic pressure and the thermal...
pressure as well resulting in the total pressure, $p_{tot}$, which acts on planetary magnetospheres. Assuming that the planetary field is a dipole field and other pressure contributions are negligible, we can estimate the magnetopause stand-off distance as:

$$R_{MS} = R_p \sqrt{\frac{B_p^2}{2\mu_0 p_{tot}}}.$$  \hspace{1cm} (28)

The relation gives the magnetopause distance and involves the planetary magnetic field strength at the equator, $B_p$, and the planetary radius, $R_p$.

TRAPPIST-1 e may possibly serve as an interesting example of the potential effects that environmental changes imposed from the SPI wave structures can exert. The fourth planet of the TRAPPIST-1 system orbits the star at a distance of about 52 $R_e$ with an orbital period of 6.1 days. At the same time, planet e, with 1.024 $R_E$, has almost exactly the same density as Earth (Grimm et al. 2018), which makes it much denser than all the other planets of the system. This aspect hints at the existence of a metallic core that may generate an intrinsic magnetic field and, therefore, a magnetosphere.

We assume that planet e has an Earth-like magnetic field strength of $B_p = 30 000$ nT at its equator. Figure 5(e) shows the size variation of planet e’s hypothetical magnetosphere along the planet’s orbit due to planet b’s wave structures. In the ambient stellar wind, we see that the obstacle formed by the magnetosphere has a radius of $R_{MS} = 1.7 R_e$, with the radius $R_e$ of TRAPPIST-1 e. Within the wave structures of planet b, at around 50$^\circ$, the size increases by 0.1 $R_e$. Therefore, the cavity formed by the magnetic field varies by 15%, just from the influence of planet b’s wave structures.

Past studies have focused on the influence of the stellar winds on exoplanetary magnetospheres, for instance, for planets around M dwarfs (Vidotto et al. 2013, Vidotto et al. 2014), for Hot Jupiters in super-Alfvénic stellar winds (Vidotto et al. 2015), and for the TRAPPIST-1 system (Garraffo et al. 2017). Vidotto et al. (2017) found that the sizes of planetary magnetospheres around M dwarfs vary by about 20% along the planetary orbits. Garraffo et al. (2017) conducted a parameter study for the planets of the TRAPPIST-1 system that is similar to our study. The authors assumed equatorial planetary magnetic field strengths of 10 000 nT and 50 000 nT and stellar magnetic field strengths of 0.3 T and 0.6 T. The case that best resembles our model case is the one with a stellar magnetic field of 0.6 T. For TRAPPIST-1 e, Garraffo et al. (2017) estimated a magnetosphere size of about 1.3 and 1.8 $R_e$, depending on the assumed magnetic field. These estimates are very similar to our estimate with 1.7 $R_e$. Garraffo et al. (2017) assumed a more complex magnetic field geometry and can therefore see variations due to the stellar current sheet. The current sheet causes variations of about 0.1$R_e$ of the magnetopause distance. Therefore, our results show that SPI can have a similarly strong influence on the planets’ magnetospheres as large-scale stellar wind structures.

5. Wing-wing interaction

Wing-wing interaction is one of the four mechanisms described by Fischer & Saur (2019) that cause a time-variability in SPI. Understanding how the process works may have implications for observations of SPI. We simulate a hypothetical scenario involving the planets TRAPPIST-1 b and c. According to Fischer & Saur (2019) those planets are the most likely candidates for hosting SPI in the TRAPPIST-1 system. To better understand the interaction, we first compare the interaction of both planets and then we analyze the temporal evolution of the Alfvén wings and the compressional wave modes.

5.1. SPI from two Planets

Fischer & Saur (2019) estimated that we can expect the power carried by the Alfvén wing of TRAPPIST-1 c to be about one order of magnitude smaller than the one generated by TRAPPIST-1 b. Accordingly, the power generated by TRAPPIST-1 d is already two orders of magnitude smaller than that generated by TRAPPIST-1 b. It therefore becomes increasingly difficult to distinguish possible SPI-related signals of planets further away from the star from the strong signals coming from the close-in planets. Therefore, TRAPPIST-1 b and c are good examples for first studies of this kind, since they allow for a better comparison.

For a comparison, we show the SPI created by both planets in Figure 6. We decided to discuss the results from the time $t = 0.8$ hr, because the Alfvén wing of planet c arrived at the inner boundary. At this time the planets are still sufficiently far apart that they do not yet affect each other. Furthermore, both inwardly traveling Alfvén wings reached the inner boundary, which allows for a proper comparison of the potentially interacting wave structures.

The figure presents the perturbations in the radial magnetic field, $\delta B_r$, the number density, $\delta n$, the azimuthal velocity, $\delta \phi v$, and the pressure, $\delta p$. The radial magnetic field and density have been chosen to compare this simulation to the example of a single planet (from Section 4.1). The azimuthal velocity and pressure are ideal variables to show temporal variability due to wing-wing interaction. We re-scaled the colorbar ranges of the presented disturbances to $\delta B_r = \pm 551.9$ nT, $\delta n = \pm 2 \cdot 10^{11}$ m$^{-3}$, $\delta \phi v = \pm 38$ km s$^{-1}$, and $\delta p = 42 000$ mPa, to enhance the visibility of the wave structures. The respective choices are determined by the strength of the interaction of the outer planet. The perturbations very close to the inner boundary that we see in the pressure and the density are boundary effects and have no physical origin.

We first focus on the interaction of planet c. Figures 6(a) and (b) show that planet c produces (qualitatively) the same wave structures as planet b (see Section 4.1). In the radial magnetic field perturbation $\delta B_r$, as shown in Figure 6(a), we see the Alfvén wing that goes inward, although it is weaker than the one from planet b. In the azimuthal velocity perturbation $\delta \phi v$, shown in Figure 6(c), we see that the Alfvén wing of planet c carries a perturbation of about 20 km s$^{-1}$ close to the planet. This value decreases toward the star. At planet b, the pattern is the same, but the Alfvén wing has a perturbation of 75 km s$^{-1}$ close to the planet.

Planet c also produces outwardly traveling waves, similarly to planet b. At the chosen time, the slow structures and the wake of both planets only propagated about 10 $R_e$ away from their planet. The respective travel times from the outer planet toward the outer boundary of the simulation domain ranges from 1.4 hr for the Alfvén wing to 4.7 hr for the slow shock. Therefore, the respective waves could not yet evolve to the same extent that we have seen for the inner planet, as described in Section 4. However, we can already take conclusions concerning the shape of the wave structures. Figure 6(d) shows the pressure perturbation, $\delta p$.

Pressure and density demonstrate the slow structures nicely. The outwardly traveling slow mode generates a negative pressure disturbance and the slow shock generates a positive pressure disturbance. In accordance with our findings from Section 4 we see that the outwardly traveling slow mode is the lead-
Fig. 6. Comparison of the interaction of planets b and c at $t = 0.8$ hr. The panels shows the equatorial plane with $\delta B_r$ in panel (a), $\delta n$ in (b), $\delta v_\varphi$ in (c), and $\delta p$ in panel (d).

ing wave structure here and the slow shock is the trailing structure relative to the planet’s direction of motion. There are also some differences between both planets. First of all, we can see that planet c generates wave structures that are much more confined than the ones generated by planet b. This change in the behavior of the wave structures appears within a distance of $10 R_*$ between the inner planet and the outer planet. We attribute this change to the reduced wave speeds that do not allow the waves to expand too much. Furthermore, the stellar wind accelerates by about 20 km s$^{-1}$, which is a change of approximately 10%. Both effects indicate an increasingly dominant radial component of the wave paths, which prevents a further broadening of the waves. In contrast to the inner planet, where we see very broad wave structures – even close to the planet.

5.2. Temporal evolution of the wave structures

We will focus on the temporal evolution of the different wave structures, during the mutual interaction between both planets. We start with the Alfvén wings and proceed to the compressional wave modes.

5.2.1. Alfvén wings

In this section, we look at the temporal evolution of the wing-wing interaction between planet b and c. Figure 7 shows selected times during the wing-wing interaction for $\delta v_\varphi$. Panel (a) presents the situation at $t = 2.7$ hrs, panel (b) at $3.1$ hrs, (c) at $3.6$ hrs, (d) at $4.1$ hrs, (e) at $5.0$ hrs, and panel (f) at $t = 6.0$ hrs. These times show the evolution of the Alfvén wing from a stage where planet b is just about to overtake planet c to a situation in which planet c is about to exit the wave structures of planet b. For this analysis, the velocity components are more practical, because their reflections at the inner boundary change the sign and allow us to distinguish the actual wave from reflections. The left panel in the online movie shows the evolution of $\delta v_\varphi$.

In subfigure (a), at $t = 2.7$ hrs, planet b is about to overtake planet c and at $t = 3.1$ hrs, planet c enters the outwardly traveling Alfvén wing of planet b. However, the inwardly traveling Alfvén wings already interact with each other. At this stage, we cannot see any apparent changes in the interaction.

At $t = 3.6$ hrs (subfigure (c)), planet c resides within planet b’s outwardly traveling Alfvén wing. Hence, counterpropagating Alfvén waves interact with each other. The result is a considerable weakening of the inwardly traveling Alfvén wing of planet
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Fig. 7. Evolution of the Alfvén wings during the wing-wing interaction. The time range goes from $t = 2.7$ hrs to 6.0 hrs. We show the evolution with the example of $\delta v_\phi$. The color bar is set to a range of ±38 km s$^{-1}$, which is about half the maximum disturbance. The planets are indicated by blue dots that represent their actual size. See the online movie for details of the interaction and a comparison between $\delta v_\phi$ and $\delta p$.

c. We see that at $t = 4.1$ hrs in subfigure (d), the Alfvén wing is very weak and only reaches a few stellar radii toward the star. The Alfvén wing of planet c had vanished through the interaction with planet b’s strong outwardly traveling Alfvén wing, and at $t = 3.6$ hrs it emerges again.

At the later times, namely, $t = 5.0$ hrs and 6.0 hrs, planet c resides within the compressional wave modes of planet b. At these times, we see a newly formed Alfvén wing from planet c. Since the Alfvénic travel time from planet c toward the inner boundary is about 0.8 hrs, planet c could now fully re-establish the coupling to the star. We know that the slow structures di-
rectly affect the density of the plasma and indirectly the magnetic field strength as well. Both quantities determine the Alfvén wave speed and therefore affect the path of the outer planet’s Alfvén wing. Accordingly, the new Alfvén wing assumes a larger angle to the unperturbed magnetic field than it would have in the steady state stellar wind.

5.2.2. Compressional waves

To analyze the behavior of the slow structures, we look at the temporal evolution of the pressure perturbation $\delta p$. In Figure 8 we see the times from $t = 3.6$ hrs to 6.0 hrs because these are the only ones that are relevant for the compressional wave modes. The planets are indicated by blue dots that represent their actual size. Compared to the situation at $t = 0.8$ hrs, the slow structures that have evolved extend much further. At $t = 3.6$ hrs, we can now clearly see that the wave structures of planet c are much more confined than the ones originating from planet b (also see Section 5.1). The right panel in the online movie shows the evolution of $\delta p$.

After planet c leaves planet b’s Alfvén wing, the slow structures of planet b directly affect planet c. There, the planet experiences a different plasma environment, which affects the generated waves. From Section 4.5 and Figure 5 we know that planet c experiences pressure variations within the slow structures of planet b. The dynamic pressure varies by about 90% and the thermal pressure by 60% from the quiet state. Accordingly, the sound speed within planet b’s slow mode is smaller than the ambient sound speed. Similarly, the plasma speed is lower in both slow structures (see Section 4.3). This affects the wave paths and allows for broader wave structures. We see the result in Figure 8 (c) and (d). At $t = 3.6$ hrs, the slow structures of planet c had a width of roughly one planetary diameter. At $t = 4.1$ hrs, the slow shock looks smeared out and at later times, it reaches several planetary radii in width.

The interaction of planet c’s Alfvén wing and the inner planet’s slow shock produces wave-like curves appearing at the shock front (Figure 8(c) and (d)). It is possible that these perturbations of the shock front result from the velocity disturbances connected to the Alfvén wing because they alter the associated characteristics. Accordingly, the shock front follows the new path determined by these characteristics.

5.3. Energetic Evolution

The Poynting flux determines the observability of SPI against the stellar background. We now look at the kind of variability that wing-wing interaction will cause. To determine the Poynting flux that each Alfvén wing carries toward the star, we follow the method of Saur et al. (2013), outlined in Appendix A.

We calculated the Poynting flux, $S$, as a function of time $t$ from $t = 0$ hrs to 7 hrs and we display the result in Figure 9. The blue dots show the Poynting flux of our simulation with occurring wing-wing interaction. As a comparison, we carried out separate simulations for only planet b (red) and only planet c (yellow), and we display their Poynting flux, along with the sum from the individual runs (purple). Without nonlinear interaction, that is, wing wing interaction, the sum of these two Poynting fluxes should be similar to the joint simulation including both planets. All fluxes are determined at a radial distance of $r = 16R_\star$ from the star. At that distance, we see both Poynting fluxes that go toward the star and have no effects from the compressional wave modes. When interpreting the results, we have to know that the Alfvén waves need about 0.5 hrs to travel from planet c to the analysis distance at $r = 16R_\star$, and that Alfvén waves originating at planet b need about 0.1 hrs. These values were estimated for the unperturbed stellar wind. If planet c resides within the wave structures of planet b, there may be deviations in the travel time.

In the beginning, from $t = 0$ hr to about 1 hour, the Alfvén wings of the planets form and travel toward the star. Therefore, the Poynting flux ramps up until it reaches a quasi-stationary value. For planet b that value lies at $S = 1.7 \cdot 10^{14}$ W and for planet c, at this distance, it is at about $S = 3.5 \cdot 10^{12}$ W. Both Alfvén wings lose small amounts of their power at this distance, mainly due to numerical dissipation. For planet c, the dissipation is stronger, because it has already traveled a longer way. We further see that the Poynting flux of planet b increases slightly over time. We explain this effect on the basis of a weak non-stationary evolution of the stellar wind.

Essentially, the time range from 0.9 hrs to 1.7 hrs shows a good overlap of the blue and the purple curve. The purple curve is just the sum of the separate Poynting fluxes of planet b and c. That shows that the simulation with both planets provides the same results as separate simulations. The situation changes at around $t = 2$ hrs, when the blue curve clearly departs from the purple curve. We have designed the simulation such that both planets are in conjunction at $t = 2.5$ hrs. Therefore, we expected the first signs of wing-wing interaction at around that time. Shortly after the conjunction at $t = 3$ hrs, planet c enters planet b’s outer Alfvén wing. That is the time when the Poynting flux reaches its maximum of $S = 2.7 \cdot 10^{14}$ W. The Poynting flux increases by about 20% compared to a pure superposition of both planetary Poynting fluxes (purple curve). Afterwards, the Poynting flux decreases again, even below the sum of both separate Poynting fluxes. This local minimum at $t = 3.7$ hrs takes about 20 minutes, then the Poynting flux increases slightly toward a local maximum of $S = 2.5 \cdot 10^{14}$ W at $t = 5.3$ hrs, which declines slowly until about $t = 7$ hrs, when the wing-wing interaction is over and the planets only interact with the stellar wind again.

To understand the origin of the variations in the Poynting flux, we look at the region between the two planets. There, the counterpropagating Alfvén waves from planet b and c interact with each other. Figure 10 shows the Poynting flux, $S$ as a function of time, $t$, just as in Figure 9. Dashed lines show Poynting flux that goes toward the star and solid lines show Poynting flux that goes away from the star. The blue line shows the Poynting flux of the wing-wing interaction at a distance of $16R_\star$, and the purple line shows the summed-up Poynting fluxes of the two planets. Those two lines are the same as in Figure 8 and are included only for comparison. The yellow line shows the outwardly traveling Poynting flux of the wing-wing interaction at $24R_\star$, that is, exactly between the two planets. The red curve shows the outward traveling Poynting flux of planet b alone for comparison. The green curve shows the inwardly traveling Poynting flux of the wing-wing interaction at $24R_\star$.

We see that the total outwardly traveling Poynting flux of the interacting Alfvén wings (yellow curve in Fig. 10) reduces by up to 35% at $t = 3.1$ hrs compared to the non-interacting Alfvén wings (red curve). The peak in the total inwardly traveling Poynting flux (dashed blue curve) is the counterpart of the drop in the yellow curve and indicates the nonlinear wave-wave interaction between the outwardly traveling Alfvén wing of planet b and the inwardly traveling wing of planet c. The resulting "daughter" Alfvén waves propagate toward the star and receive their energy from the nonlinear wave-wave interactions. The increase in the inwardly traveling flux and the decrease in
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Fig. 8. Evolution of the compressional wave modes during the wing-wing interaction. The time range goes from \( t = 3.6 \) hr to \( 6.0 \) hr. We show the evolution with the example of \( \delta p \). The planets are indicated by blue dots that represent their actual size. See the online movie for details of the interaction and a comparison between \( \delta v \) and \( \delta p \).

The second peak in the blue curve at \( t = 5.3 \) hrs is a result of the slow structures of planet b. The slow mode and the slow shock change the plasma properties around planet c (see Section 4.5, Figure 8, and the online movie). At about \( t = 4.0 \) hrs, planet c leaves the outer Alfvén wing and enters the compressional wave structures. The first waves arrive at \( r = 16 \, R_\ast \) about half an hour later. Accordingly, the Poynting flux, \( S \), starts to increase at \( t = 4.5 \) hrs and reaches its local maximum at \( t = 5 \) hr. Looking at the slow mode structure, we see that the leading half of the wave structure carries stronger perturbations than the trailing side (Figure 8). Therefore, the Poynting flux decreases again, although the planet is still within the slow mode. At \( t = 5 \) hrs, the planet enters the wake and the slow shock. This transition is visible in a small irregularity in the Poynting flux at \( t = 5.5 \) hrs (Figure 9). However, the Poynting flux decreases further and eventually reaches the normal state where both planets interact with the stellar wind but not with each other. Figure 10 shows the correspondingly increased inwardly traveling Poynting flux at \( 24 \, R_\ast \) (green curve). Since planet c is the only planet that produces an inwardly traveling Poynting flux at this distance, we can attribute the green curve solely to planet c and its interaction with the slow mode as well as the slow shock of planet b.

In sum, we can say that the changes in the Poynting flux during the wing-wing interaction are a result of the nonlinear interaction of Alfvén wings. Said interaction causes an increase

the outwardly traveling flux at \( t = 3.1 \) hrs occur when the Alfvén wings merge and interact with each other (see Figure 7 and online movie). Additionally, the blue curve features a special shape, with a small plateau-like phase at \( t = 3.5 \) hrs. The yellow curve does not have such a plateau. We attribute this feature to planet b, which blocks some of the waves, and the Poynting flux, which is traveling toward the star. Accordingly, with an increase of 20\%, the peak in the blue curve is weaker than the drop in the yellow curve with about 35\%. The drop in the yellow curve and the peak in the blue curve, are shifted by about 10 minutes. We see the reason for this in the related online video. The merging zone between the Alfvénic wave structures of both planets starts close to the star and gets shifted outward. That is a result of the bent-back of the Alfvén wings within the stellar magnetic field. Thus, outwardly traveling waves close to planet b interact much earlier with the inwardly traveling waves of planet c than the waves at \( r = 24 \, R_\ast \). The resulting daughter waves propagate toward the star and cause the peak at \( r = 16 \, R_\ast \) before wave-wave interactions occur at \( r = 24 \, R_\ast \).

The second peak in the blue curve at \( t = 5.3 \) hrs is a result of the slow structures of planet b. The slow mode and the slow shock change the plasma properties around planet c (see Section 4.5, Figure 8, and the online movie). At about \( t = 4.0 \) hrs, planet c leaves the outer Alfvén wing and enters the compressional wave structures. The first waves arrive at \( r = 16 \, R_\ast \) about half an hour later. Accordingly, the Poynting flux, \( S \), starts to increase at \( t = 4.5 \) hrs and reaches its local maximum at \( t = 5 \) hr. Looking at the slow mode structure, we see that the leading half of the wave structure carries stronger perturbations than the trailing side (Figure 8). Therefore, the Poynting flux decreases again, although the planet is still within the slow mode. At \( t = 5 \) hrs, the planet enters the wake and the slow shock. This transition is visible in a small irregularity in the Poynting flux at \( t = 5.5 \) hrs (Figure 9). However, the Poynting flux decreases further and eventually reaches the normal state where both planets interact with the stellar wind but not with each other. Figure 10 shows the correspondingly increased inwardly traveling Poynting flux at \( 24 \, R_\ast \) (green curve). Since planet c is the only planet that produces an inwardly traveling Poynting flux at this distance, we can attribute the green curve solely to planet c and its interaction with the slow mode as well as the slow shock of planet b.

In sum, we can say that the changes in the Poynting flux during the wing-wing interaction are a result of the nonlinear interaction of Alfvén wings. Said interaction causes an increase
The Poynting flux $S$ directed toward the star at $r = 16 R_*$ generated during the wing-wing interaction (blue), compared to the Poynting flux of planet b (red), planet c (yellow) and the sum of both (purple). The time ranges from $t = 0$ hrs to 7.0 hrs.

of the wave perturbations and results in a larger Poynting flux between $t = 2$ hrs and 3.7 hrs. The increase of the Poynting flux between $t = 4.5$ hrs and 7 hrs is a result of planet c residing within planet b’s slow structures.

6. Conclusions

In this paper, we present the novel results of a fully time-dependent MHD model to simulate SPI in a multi-planet system. In the model, the planets are reduced to their atmospheres, which generates collisions between plasma ions and atmospheric neutral particles. The planets orbit their host star and are embedded in a Parker-like, thermally driven stellar wind with a quasi-open magnetic field geometry. Our results show that electromagnetic star-planet interaction is a process that affects planets as well as the host star.

In the first part of our analysis, we investigated and identified all wave structures that are related to SPI. This basic analysis is the first of its kind in the field of exoplanet research. Although these wave structures cannot be observed directly, we show that they affect the space environment of other planets in a stellar system. The estimated perturbations of the thermal, magnetic and dynamic pressure in the stellar wind environment of the planets account for 10% to 40% variation relative to the quiet state. On the example of a hypothetical magnetosphere at TRAPPIST-1 e and in comparison to results from Garraffo et al. (2017), we see that the effects of SPI compare to large scale variations in stellar winds caused by current sheets as well as slow and fast wind zones. Considerable changes in the small sizes of possibly existing magnetospheres would affect, for instance, the auroral radio emission from the planet.

Similarly to magnetospheres, SPI wave structures would affect and shape the atmospheres of unmagnetized planets. In particular, the upper layers of the atmospheres and the gas coronae are heavily affected by stellar winds. Several studies have investigated the role of stellar winds in the erosion of planetary atmospheres, such as Rodríguez-Mozos & Moya (2019), Vidotto & Cleary (2020), and Harbach et al. (2021). Special interest lies in the absorption of Lyman-α in the gas corona of planets, so-called Lyman-α transits. This process is important for characterizing atmospheric evolution through atmospheric escape (Owen et al. 2021). Tides, radiative pressure, and the aforementioned stellar winds affect Lyman-α transits. Through the effect of SPI on stellar winds, we could expect an influence on Lyman-α transits; however, it is unknown at present how much the stellar winds of M-dwarfs vary on timescales of a few days. Therefore, it is not clear how the variability caused by the wave structures scales against the stellar wind variability. SPI may also affect the gas corona of the planet that generates it. Our results show considerable changes in the plasma environment around SPI-hosting planets. This could shape the atmospheric tails of planets and cause variations in Lyman-α transits.

Apart from the changes of the space environment, we see that SPI wave structures can also interact with each other. Wing-wing interaction, namely, the interaction between two Alfvén wings, is of interest because it can create observable features. We chose to investigate the planets Trappist-1 b and c, because their interaction produces comparable perturbations that only differ by a

![Fig. 9. The Poynting flux $S$ directed toward the star at $r = 16 R_*$ generated during the wing-wing interaction (blue), compared to the Poynting flux of planet b (red), planet c (yellow) and the sum of both (purple). The time ranges from $t = 0$ hrs to 7.0 hrs.](image-url)
factor of 10. We found out that the total Poynting flux of both planets increases by up to 20%, when both inwardly traveling Alfvén wings merge. That is a result of the nonlinear interaction of the wave perturbations. Our results show a distinctive time-variable pattern of the Poynting flux that would appear periodically with the synodic revolution period between both planets. An observation of such an energetic profile would provide indirect evidence for the existence of the compressional wave modes, especially the slow mode and slow shock.

We can conclude that detailed knowledge of the phenomena that are connected to SPI are of special interest for exoplanet research. The electromagnetic connection between a star and its planet(s) is thus not just an issue that relates to stellar activity. In fact, SPI appears to be a vital process for the whole stellar system.
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Fig. 10. Inwardly traveling Poynting flux, $S$, generated during the wing-wing interaction (blue) together with the sum of the inwardly traveling Poynting fluxes from both planets (purple) evaluated at $r = 16R_*$, compared to the outwardly traveling Poynting flux of planet b alone (red) and during wing-wing interaction (yellow) evaluated at $r = 24R_*$. The time ranges from $t = 0$ hrs to 7.0 hrs.
Appendix A: Estimating the planetary Poynting flux from the simulations

The Poynting vector is the electromagnetic energy flux density that is carried by the Alfvén waves. Every plasma with a velocity field that is not parallel to the magnetic field carries such a Poynting vector. We refer to this flux as the background flux. However, Saur et al. (2013) provided the theory to obtain the energy flux that is solely carried by the Alfvén wing. Therefore, we have to apply a Galilei-transformation on the velocity field in order to switch into the reference frame of the magnetic field. The transformation velocity \( u \) has to satisfy the following condition:

\[
E_0 = (v_0 - u) \times B_0 = 0, \quad (A.1)
\]

where the subscript 0 denotes the background values of the respective plasma variables. The radial stellar wind however has to remain unchanged because we will not switch into the system of the plasma. Hence, \( u \) has to fulfill the following conditions:

\[
v_0 - u \parallel B_0, \quad (A.2)
\]
\[
u_r = 0. \quad (A.3)
\]

To make the transformed velocity components in \( \vartheta \) and \( \phi \) parallel to \( B_0 \), we apply:

\[
v_\vartheta,0 - u_\vartheta = \frac{B_\vartheta,0}{B_r,0}, \quad (A.4)
\]

with \( i = \vartheta, \phi \). The Poynting flux density carried by the Alfvén wing and in the inertial reference frame is then given by:

\[
s_{AW} = \frac{- \left[ (v - u) \times B \right] \times B}{\mu_0 |B_0|}, \quad (A.5)
\]

The Poynting vector is an energy flux density, with units of W/m\(^2\). To receive the Poynting flux, \( S \), transferred through the Alfvén wing, namely, the total power, we have to integrate \( s_{AW} \) over the cross-sectional area of the Alfvén wing. We apply the Riemann integration formula over the \( \vartheta-\phi \)-plane at a certain distance \( r_{\text{eval}} \), where we evaluate the power. The simulation grid provides the area elements \( dA \) with

\[
dA = r_{\text{eval}}^2 \sin(\vartheta) \, d\vartheta \, d\phi. \quad (A.6)
\]

Accordingly, the simulated Poynting flux is given by

\[
S = \sum_i \sum_j s_{AW,ij} dA_{ij}, \quad (A.7)
\]

with the indices \( i \) and \( j \) representing the direction along \( \vartheta \) and \( \phi \).