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Abstract

In this paper, we explore quantum speedups for the problem, inspired by matroid theory, of identifying a pair of $n$-bit binary strings that are promised to have the same number of 1s and differ in exactly two bits, by using the max inner product oracle and the sub-set oracle. More specifically, given two string $s, s' \in \{0, 1\}^n$ satisfying the above constraints, for any $x \in \{0, 1\}^n$ the max inner product oracle $O_{\text{max}}(x)$ returns the max value between $s \cdot x$ and $s' \cdot x$, and the sub-set oracle $O_{\text{sub}}(x)$ indicates whether the index set of the 1s in $x$ is a subset of that in $s$ or $s'$. We present a quantum algorithm consuming $O(1)$ queries to the max inner product oracle for identifying the pair $\{s, s'\}$, and prove that any classical algorithm requires $\Omega(n/\log_2 n)$ queries. Also, we present a quantum algorithm consuming $n^{\frac{5}{2}} + O(\sqrt{n})$ queries to the subset oracle, and prove that any classical algorithm requires at least $n + \Omega(1)$ queries. Therefore, quantum speedups are revealed in the two oracle models. Furthermore, the above results are applied to the problem in matroid theory of finding all the bases of a 2-bases matroid, where a matroid is called $k$-bases if it has $k$ bases.

1. Introduction

The study of the string problem is important in theoretical computer science, and has a wide range of applications in many fields such as bioinformatics, text processing, artificial intelligence, and data mining, etc. Since the
1960s, the string problem has received much attention and been extensively studied in classical computing with a series of efficient algorithms proposed, including string matching\cite{1, 2}, string finding\cite{3, 4}, string learning\cite{5, 6} and so on. Compared to conventional classical computation, a new computing paradigm called quantum computation was proposed in the 1980s \cite{7, 8} and has developed rapidly \cite{9, 10, 11, 12, 13, 14, 15}. Finding more problems that admit quantum advantage has become one of the focus issues in the field of quantum computing, naturally including the string problem. In fact, the study of quantum algorithms for string problems started very early. As a notable example, the Bernstein-Vazirani algorithm proposed in 1997 \cite{12} is one of the most outstanding works, which can learn an $n$-bit hidden string using only one query to the inner product oracle, while the best deterministic classical algorithm needs $n$ queries to solve this problem. To date, a series of contributions have been made to solving string problems in the quantum setting \cite{16, 17, 18, 19, 20}.

String learning is one of the well-known research directions in string problems, which has important applications in bioinformatics \cite{21}, data mining \cite{22} and network security \cite{23}. In general, string learning is such a problem that the goal is to reconstruct a secret string hidden by an oracle through querying the oracle as few as possible. Considerable effort has been devoted to string learning in both classical and quantum computing over the past decades, involving different oracles and application scenarios. Skiena and Sundaram \cite{6} showed that $(\alpha - 1)n + \Theta(\alpha \sqrt{n})$ queries to the sub-string oracle are sufficient to reconstruct an unknown string, with $\alpha$ being the alphabet size and $n$ being the length of the string, and applied their algorithm to reconstruct DNA sequences. Du and Hwang \cite{24} considered the subset OR oracle in combinatorial group testing. Cleve et al. \cite{20} gave a quantum algorithm using $\frac{3}{4}n + o(n)$ queries to the sub-string oracle to reconstruct an unknown string of size $n$. Dam \cite{25} gave a quantum algorithm framework to identify a secret string of size $n$ using $\frac{n}{2} + O(\sqrt{n})$ queries to the binary oracle. Also, quantum algorithms associated with the balance oracle and the subset OR oracle were proposed for the quantum counterfeit coin problem \cite{26} and combinatorial group testing \cite{27}, respectively. Recently, Xu et al. \cite{28} gave a quantum algorithm using $\lfloor n/2 \rfloor$ queries to the longest common prefix oracle to learn a secret string of size of $n$, which has a double speedup over classical counterparts. Another interesting work is to play Mastermind on quantum computers. Li et al. \cite{29} studied quantum strategies for playing Mastermind with $n$ positions and $k$ colors using the black(-white)-peg oracle. Note these
String learning problems are all about learning a single hidden string, and a natural generalization is to think about learning multiple hidden strings for revealing possible quantum advantages.

In this paper, we investigate quantum algorithms to learn a pair of binary strings which are almost the same, that is, they have the same number of 1s and differ only in two bits. More generally, these two constraints are ubiquitous in a mathematical concept called matroid [30]. For example, any matroid with more than 1 bases has such a pair of bases that satisfy the above condition. Therefore, an effective quantum algorithm which learns a pair of binary strings that are almost the same implies that it can find the bases of a matroid with two bases. In the following, we first introduce some related background knowledge for convenience, and then introduce our main contributions of this paper.

1.1. Background Knowledge

Notations. \([n]\) denotes the set \(\{1, 2, \cdots, n\}\). For \(j \in [n], x \in \{0, 1\}^n, x_j\) denotes the \(j\)-th bit of \(x\). \(|x| = \sum_{i=1}^{n} x_i\) is the number of 1s in \(x\), i.e., the Hamming weight of \(x\). \(e_j\) represents a string such that its \(j\)-th bit is 1 and the other bits are 0. The symbols \(\land, \lor\) and \(\oplus\) represent the logical operation AND, OR, and XOR (modulo-2 addition), and would act as corresponding bitwise operations when applied to two bit strings. The inner product of \(x, y \in \{0, 1\}^n\) is \(x \cdot y = \sum_{j=1}^{n} x_jy_j\).

Definition 1 (Max Inner Product Oracle). The max inner product oracle associated with a string subset \(S \subseteq \{0, 1\}^n\) is a function \(O_{\text{max}}^S : \{0, 1\}^n \rightarrow \mathbb{Z}\) defined by

\[
O_{\text{max}}^S(x) = \max\{x \cdot s : s \in S\},
\]

for any \(x \in \{0, 1\}^n\).

Definition 2 (Sub-set Oracle). A sub-set oracle associated with a string subset \(S \subseteq \{0, 1\}^n\) is a function \(O_{\text{sub}}^S : \{0, 1\}^n \rightarrow \{0, 1\}\) defined by

\[
O_{\text{sub}}^S(x) = \begin{cases} 
1, & \text{if } \exists s \in S \text{ s.t. } \text{Idx}(x) \subseteq \text{Idx}(s), \\
0, & \text{otherwise},
\end{cases}
\]

for any \(x \in \{0, 1\}^n\), where the function \(\text{Idx}(z) = \{j \in [n] : z_j = 1\}\) represents the index set of the 1s in any string \(z \in \{0, 1\}^n\). Then \(O_{\text{sub}}^S(x)\) indicates whether the index set determined by \(x\) is a subset of any index set determined by \(s \in S\).
Now a natural problem is: Given the oracle $O^S_{\text{max}}$ or $O^S_{\text{sub}}$, how can we identify $S$ by using as few queries to the oracle as possible? In this paper, we will consider a particular case of this problem with a promise inspired by matroid theory as follows.

**Hidden String Problem (HSP):** Given the oracle $O^S_{\text{max}}$ in Eq. (1) or $O^S_{\text{sub}}$ in Eq. (2) with the promise that $S$ consists of two $n$-bit strings $s, s' \in \{0, 1\}^n$ satisfying $|s| = |s'|$ and $|s \oplus s'| = 2$, the goal is to identify $S = \{s, s'\}$ by using as few queries to the oracle as possible. In the following, we will omit the superscript $S$ in $O^S_{\text{max}}$ and $O^S_{\text{sub}}$ for this well-defined HSP.

Since HSP for $n = 2$ is trivial such that $S = \{01, 10\} = \{10, 01\}$, in this paper we focus on the non-trivial problem with $n \geq 3$. As mentioned before, the string learning problem has attracted much attention in both classical and quantum computing, and we hope to extend this widely studied problem for developing more applications, especially for solving some problems in matroid theory. Later, we will reveal the link between HSP and matroid theory with detailed discussions in Section 5.

### 1.2. Our Contributions

We will show that quantum computing can speed up the solution of HSP by constructing two quantum algorithms with query complexities lower than the classical lower bounds. More specifically, we have the following theorems.

**Theorem 1.** There is a quantum algorithm using $O(1)$ queries to the max inner product oracle to solve HSP with high probability.\(^2\)

**Theorem 2.** There is a quantum algorithm using $\frac{1}{2}n + O(\sqrt{n})$ queries to the sub-set oracle to solve HSP with high probability.

**Theorem 3.** Any classical algorithm for solving HSP requires $\Omega(n/\log_2 n)$ queries to the max inner product oracle or $n + \Omega(1)$ queries to the sub-set oracle.

The rest of the paper is organised as follows. In Section 2, we give a quantum algorithm with the max inner product oracle to prove Theorem 1.

\(^2\)In this paper, "with high probability" means with any constant probability greater than 1/2.
In Section 3, we give a quantum algorithm with the sub-set oracle to prove Theorem 2. In Section 4, we prove Theorem 3 with information theory. In Section 5, we present an application of our theorems about HSP to matroids. Finally, in Section 6 we raise some conclusions.

2. Quantum Algorithms with the Max Inner Product Oracle

In this section, we will prove Theorem 1 in two steps. First, we propose a procedure named Algorithm 1 that can extract useful information about the hidden strings \(\{s, s'\}\) (see Lemma 1). Next, based on this subroutine, we further propose Algorithm 2 to identify the hidden \(\{s, s'\}\) with high probability.

2.1. Information Extraction with the Max Inner Product Oracle

To identify \(\{s, s'\}\) by using as few queries to the max inner product oracle as possible, we need to extract as much information as possible with each query. In the quantum case, we reveal that one query to the max inner product can obtain certain effective information about \(\{s, s'\}\) as Lemma 1.

**Lemma 1.** There is a quantum algorithm using one query to the max inner product oracle \(O_{\text{max}}\) for the hidden strings \(\{s, s'\}\) in HSP to obtain each one of the four results \(\{s, s', s \land s', s \lor s'\}\) with probability \(\frac{1}{4}\).

**Algorithm 1** Extracting useful information with the max inner product oracle.

**Input:** The quantum max inner product oracle \(O_{\text{max}}\) in Eq. (4) with \(r(x)\) defined on \(s\) and \(s'\) in Eq. (3).

**Output:** A string in \(\{s, s', s \land s', s \lor s'\}\).

1: Initialize the \(n + m\) qubits to \(|0^n\rangle|0^{m-1}\rangle\), with \(m = \lceil \log_2(n) \rceil\).
2: Apply the unitary transformation \(H^{\otimes (n+m)}\).
3: Apply the quantum oracle \(O_{\text{max}}\).
4: Apply the unitary transformation \(H^{\otimes (n+m)}\).
5: Measure the first \(n\) qubits and obtain a string \(\tau \in \{s, s', s \land s', s \lor s'\}\).
6: **return** \(\tau\).
Proof. For simplicity, we denote the value of $O_{\text{max}}(x)$ for HSP by $r(x)$ as

$$r(x) = \max\{x \cdot s, x \cdot s'\} \text{ s.t. } |s| = |s'|, |s \oplus s'| = 2$$

for $x \in \{0, 1\}^n$ such that $r(x) \in [0, n-1]$, and we also use $O_{\text{max}}$ as a quantum oracle that acts on the computational basis as:

$$|x\rangle|y\rangle \xrightarrow{O_{\text{max}}} |x\rangle|y + r(x) \mod 2^m\rangle,$$

where the first register $|x\rangle$ is an $n$-qubit query register, and the second register $|y\rangle$ is the answer register containing $m = \lceil \log_2(n) \rceil$ qubits to encode a decimal integer $y$. Based on Eq. (4), we can propose Algorithm 1 to satisfy Lemma 1, which evolves as:

$$|0^n\rangle|0^{m-1}1\rangle \xrightarrow{H \otimes (n+m)} \frac{1}{\sqrt{2^n}} \sum_{x \in \{0,1\}^n} |x\rangle \frac{1}{\sqrt{2^m}} \sum_{y=0}^{2^m-1} (-1)^y|y\rangle \xrightarrow{O_{\text{max}}} \frac{1}{\sqrt{2^n}} \sum_{x \in \{0,1\}^n} |x\rangle \frac{1}{\sqrt{2^m}} \sum_{y=0}^{2^m-1} (-1)^y|y + r(x) \mod 2^m\rangle$$

$$= \frac{1}{\sqrt{2^n}} \sum_{x \in \{0,1\}^n} (-1)^{-r(x)}|x\rangle \frac{1}{\sqrt{2^m}} \sum_{y=0}^{2^m-1} (-1)^{y+r(x)}|y + r(x) \mod 2^m\rangle$$

$$= \frac{1}{\sqrt{2^n}} \sum_{x \in \{0,1\}^n} (-1)^{r(x)}|x\rangle \frac{1}{\sqrt{2^m}} \sum_{y'=0}^{2^m-1} (-1)^{y'}|y'\rangle$$

$$\xrightarrow{H \otimes (n+m)} \sum_{\tau \in \{0,1\}^n} \left( \frac{1}{2^n} \sum_{x \in \{0,1\}^n} (-1)^{r(x)+\tau \cdot x}\right)|\tau\rangle|0^{m-1}1\rangle. \quad (5)$$

More generally, the process of Eq. (5) tells us how to extract information about a target oracle (e.g. $r(x)$) in the coefficient of each basis state $|\tau\rangle$ of the output state by querying the oracle only once. Note the well-known Bernstein-Vazirani algorithm [12] and its extended version [31] have used similar techniques to identify a target hidden string. In our case here, we give some technical treatment for calculating the probability of a measurement outcome.

Without loss of generality, we assume that $s$ and $s'$ are different in the $i$-th and $j$-th bits with $i < j$. For all $n$-bit strings $x \in \{0,1\}^n$, we divide
them into four categories as \(X_{00}, X_{01}, X_{10}\) and \(X_{11}\), according to the values of the \(i\)-th and \(j\)-th bits. That is, any string \(x \in X_{k_1k_2}\) for \(k_1k_2 \in \{0, 1\}^2\) has \(x_i = k_1\) and \(x_j = k_2\), leading to \(|X_{00}| = |X_{10}| = |X_{01}| = |X_{11}| = 2^{n-2}\). Note the string \(s_0 = s \land s'\) belongs to \(X_{00}\) and differs from \(s\) or \(s'\) in one bit, and we have

\[
r(x) = \begin{cases} 
  s_0 \cdot x, & x \in X_{00}, \\
  s_0 \cdot x + 1, & \text{otherwise},
\end{cases}
\]

by considering the definition of \(r(x)\) in Eq. (3). Based on Eq. (6), we can give the probability of getting result \(\tau = s\) upon measuring the output state in Eq. (5) as

\[
\Pr(\tau = s) = \left| \frac{1}{2^n} \sum_{x \in \{0, 1\}^n} (-1)^{r(x) + s \cdot x} \right|^2
\]

\[
= \left| \frac{1}{2^n} \left( \sum_{x \in X_{00}} (-1)^{s_0 \cdot x + s \cdot x} + \sum_{x \in X_{10}} (-1)^{s_0 \cdot x + 1 + s \cdot x} + \sum_{x \in X_{01}} (-1)^{s_0 \cdot x + 1 + s \cdot x} + \sum_{x \in X_{11}} (-1)^{s_0 \cdot x + 1 + s \cdot x} \right) \right|^2
\]

\[
= \left| \frac{1}{2^n} \left( \sum_{x \in X_{00}} (-1)^{s_0 \cdot x} + \sum_{x \in X_{10}} (-1)^{s_0 \cdot x + 1} + \sum_{x \in X_{01}} (-1)^{s_0 \cdot x + 1} + \sum_{x \in X_{11}} (-1)^{s_0 \cdot x + 1} \right) \right|^2
\]

\[
= \left| \frac{1}{2^n} \left( \sum_{x \in X_{00}} 1 + \sum_{x \in X_{10}} 1 + \sum_{x \in X_{01}} 1 + \sum_{x \in X_{11}} 1 \right) \right|^2
\]

\[
= \left| \frac{1}{2^n} \left( 2^{n-2} + 2^{n-2} - 2^{n-2} + 2^{n-2} \right) \right|^2
\]

\[
= \frac{1}{4}.
\]

In a similar way, we can also compute \(\Pr(\tau = s') = \Pr(\tau = s \land s') = \Pr(\tau = s \lor s') = \frac{1}{4}\).

\[\square\]

2.2. Proof of Theorem 1

In this section, we prove Theorem 1 by designing Algorithm 2 based on previous Algorithm 1. For convenience, we restate Theorem 1 here.
Theorem 1. There is a quantum algorithm using $O(1)$ queries to the max inner product oracle to solve HSP with high probability.

Algorithm 2 Quantum algorithm for learning hidden strings with the max inner product oracle.

**Input:** The quantum max inner product oracle $O_{\text{max}}$ in Eq. (4) with $r(x)$ defined on $s$ and $s'$ in Eq. (3).

**Output:** $\{s, s'\}$ with success probability 0.96899.

1: $\omega \leftarrow 7$.
2: for $i \leftarrow 1$ to $\omega$ do
3: Run Algorithm 1 and obtain a string denoted $s_i$.
4: end for
5: if $\exists i \neq j$ such that $s_i \neq s_j$ and $|s_i| = |s_j|$ then
6: $s \leftarrow s_i, s' \leftarrow s_j$.
7: else if $\exists i, j$ such that $|s_i| - |s_j| = 2$ then
8: Find two indices $l, l'$ such that $s_i[l] \neq s_j[l]$ and $s_i[l'] \neq s_j[l']$.
9: $s \leftarrow s_j \lor e_l, s' \leftarrow s_j \lor e_{l'}$.
10: else
11: return NULL.
12: end if
13: return $\{s, s'\}$.

Proof. We will show that Algorithm 2 uses 7 queries to the max inner product oracle $O_{\text{max}}$ in Eq. (4) to obtain the hidden string pair $\{s, s'\}$ in Eq. (3) with a success probability higher than 0.95.

When we run Algorithm 1 $\omega$ ($\omega \geq 2$) times to get $\omega$ string results denoted $T = \{s_1, \ldots, s_{\omega}\}$, there are two cases that we can definitely identify $\{s, s'\}$:

(C1) If there exist two distinct $s_i$ and $s_j$ in $T$ such that $|s_i| = |s_j|$, then we can immediately identify the hidden strings as $s_i$ and $s_j$.

(C2) If there are two distinct $s_i$ and $s_j$ in $T$ such that $|s_i| - |s_j| = 2$ with $s_i[l] \neq s_j[l]$ and $s_i[l'] \neq s_j[l']$, it means that the target $s$ and $s'$ differ in two bits $l$ and $l'$ and $s_j = s \land s'$. Therefore, we can identify $\{s, s'\}$ as $\{s_j \lor e_l, s_j \lor e_{l'}\}$. 
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We now discuss the success probability of identifying \( \{s, s'\} \) after running Algorithm 1 \( \omega \) times. The notation \( \Pr(a, b, c, d) \) is used to denote the probability that \( s, s', s \land s' \) and \( s \lor s' \) appear \( a, b, c \) and \( d \) times respectively in the \( \omega \) results \( T = \{s_1, \ldots, s_\omega\} \). By multinomial distribution and Lemma 1, we have
\[
\Pr(a, b, c, d) = \frac{\omega!}{a! \cdot b! \cdot c! \cdot d!} \left(\frac{1}{4}\right)^\omega. \tag{7}
\]
Then the probability of identifying \( \{s, s'\} \) is given by summing up the probabilities of all events satisfying (C1) or (C2) as
\[
\Pr(\text{Identify}\{s, s'\}) = \sum_{(C1) \text{ or (C2)}} \Pr(a, b, c, d), \tag{8}
\]
where the case (C1) or (C2) corresponds to:
\[
\begin{cases}
  a, b, c, d \text{ are non-negative integers;} \\
  a + b + c + d = \omega; \\
  ab > 0 \text{ or } cd > 0.
\end{cases} \tag{9}
\]
By combining Eqs. (7), (8) and (9), we can solve the inequality \( \Pr(\text{Identify}\{s, s'\}) \geq 0.95 \) and obtain \( \omega \geq 7 \). As a result, the above analysis with a parameter \( \omega = 7 \) is formulated as Algorithm 2, where we can identify \( \{s, s'\} \) of any size \( n \) with a success probability 0.96899. Thus, we prove Theorem 1 such that a constant number of queries to the max inner product oracle can solve HSP with high probability.

3. Quantum Algorithms with the Sub-set Oracle

In this section, we will prove Theorem 2 in two steps. First we use the technique proposed by Dam [25] to give a quantum algorithm based on the sub-set oracle to output \( s \lor s' \) with high probability (see Lemma 2). Then we use Grover’s algorithm to find \( s \) and \( s' \) in the set consisting of the largest proper subset of \( s \lor s' \).

3.1. Information Extraction with the Sub-set Oracle

Inspired by Ref. [25], we can use \( \frac{\omega}{2} + O(\sqrt{n}) \) queries to the general sub-set oracle \( O_{\text{sub}} \) in Eq. (2) to learn \( t = \bigvee_{s \in S}s \), i.e., the bitwise OR of the strings in \( S \) with arbitrarily small error probability, which would be useful for further identifying the case of \( S = \{s, s'\} \).
Lemma 2. There is a quantum algorithm using $\frac{n}{2} + O(\sqrt{n})$ queries to $O_{\text{sub}}$ in Eq. (2) to learn $t = \bigvee_{s \in S} s$, i.e., the bitwise OR of the strings in $S$, with an arbitrarily small error probability.

Algorithm 3 Extracting useful information with the sub-set oracle.

**Input:** A sub-set oracle $O_{\text{sub}}$ in Eq. (2); a parameter $k = n/2 + O(\sqrt{n})$.

**Output:** The bitwise OR of strings in $S$ with arbitrarily small probability.

1: Initialize the $(n + 1)$ registers to $|0^n\rangle|1\rangle$.
2: Apply the unitary transformation $U_k \otimes H$ with $U_k$ in Eq. (15).
3: Apply the unitary transformation $A_k$ in Eq. (11).
4: Apply the unitary transformation $H^\otimes n \otimes H$.
5: Measure the first $n$-qubit register and obtain $\tau \in \{0, 1\}^n$.
6: return $\tau$.

**Proof.** We will show that Algorithm 3 can obtain the bitwise OR of the strings in $S$ with arbitrarily small error probability by consuming $\frac{n}{2} + O(\sqrt{n})$ queries to $O_{\text{sub}}$. Let $t$ be the bitwise OR of strings in $S$.

At first, we introduce how to obtain the inner product of $t$ and $x \in \{0, 1\}^n$ by querying the oracle $O_{\text{sub}}$. It is easy to see that for any $j$, $O_{\text{sub}}(e_j) = 1$ if and only if $t_j = 1$. Thus, we have

$$x \cdot t = \sum_{j \in [n]} x_j t_j = \sum_{j \in [n]} x_j O_{\text{sub}}(e_j),$$

which indicates that we can use $|x|$ queries to $O_{\text{sub}}$ to calculate the value $x \cdot t$ for any $x \in \{0, 1\}^n$ and $t = \bigvee_{s \in S} s$.

Next, we construct an unitary transformation $A_k$ for a given threshold number $k$ such that

$$A_k|x\rangle|b\rangle = \begin{cases} |x\rangle|b \oplus (x \cdot t \mod 2)\rangle & \text{if } |x| \leq k, \\ |x\rangle|b\rangle & \text{if } |x| > k \end{cases}$$

as shown in Figure 1, which consists of a series of operators as:

1. The unitary operation $U$ acts on a qubit state $|a\rangle$ and an $n$-qubit register $|x\rangle = |x_1\rangle \ldots |x_n\rangle$, and tests whether the Hamming weight $|x|$ is less than or equal to $k$, that is

$$U|a\rangle|x\rangle = |a \oplus h_k(x)\rangle|x\rangle,$$
where \( h_k(x) = 1 \) if \(|x| \leq k\), otherwise \( h_k(x) = 0 \). For \(|x| \leq k\), the boxed module in the middle of Figure 1 is executed.

(2) The unitary operation \( V \) copies up to the first \( k \) 1s in \( x = x_1 \cdots x_n \) to \( y_1 \) to \( y_k \), and store the corresponding position where 1 appears in \( z_1 \) to \( z_k \) in turn.

(3) The unitary operation controlled-\( O \) acts on the control qubit \(|y_i\rangle\) and target qubits in \(|z_i\rangle\) and \(|b\rangle\) with \( i = 1, 2, \ldots, k \), such that \( O \) has the effect
\[
O|z_i\rangle|b\rangle = |z_i\rangle|b \oplus O_{\text{sub}}(e_{z_i})\rangle.
\] (13)

Finally, for \( k \) we define an integer
\[
M_k = \sum_{i=0}^{k} \binom{n}{i}
\] (14)
and an \( n \)-qubit unitary transformation \( U_k \) independent of \( O_{\text{sub}} \) such that
\[
U_k|0\rangle = \frac{1}{\sqrt{M_k}} \sum_{x \in \{0,1\}^n, |x| \leq k} |x\rangle.
\] (15)
Based on the introduced Eqs. (11) and (15), the Algorithm 3 evolves as:

\[
\begin{align*}
|0^n\rangle|1\rangle & \xrightarrow{U_k \otimes H} \frac{1}{\sqrt{M_k}} \sum_{x \in \{0,1\}^n : |x| \leq k} |x\rangle|\rangle \\
& \xrightarrow{A_k} \frac{1}{\sqrt{M_k}} \sum_{x \in \{0,1\}^n : |x| \leq k} (-1)^{x \cdot t} |x\rangle|\rangle \\
& \xrightarrow{H^\otimes n \otimes H} \sum_{\tau \in \{0,1\}^n} \left( \frac{1}{\sqrt{M_k} 2^n} \sum_{x \in \{0,1\}^n : |x| \leq k} (-1)^{x \cdot \tau} \right) |\tau\rangle|1\rangle,
\end{align*}
\]

for any value of \(k\), and thus the probability of getting result \(\tau = t\) upon measuring the output state is

\[
\Pr(\tau = t) = \left| \frac{1}{\sqrt{M_k} 2^n} \sum_{x \in \{0,1\}^n : |x| \leq k} (-1)^{x \cdot \tau} \right|^2 = M_k / 2^n.
\]

(16)

Now we consider the value range of \(k\) that enables the probability in Eq. (16) to exceed 0.95. Let \(X_1, \ldots, X_n\) be \(n\) random variables such that each \(X_j (j \in [n])\) represents the value of the \(j\)th bit in a random string \(x \in \{0,1\}^n\). Obviously, \(X_1, \ldots, X_n\) are independent and they are the \(0 - 1\) distribution with probability 1/2. Let \(X = \sum_{i=1}^n X_i\). By a simple calculation we have

\[
\Pr(X \leq k) = M_k / 2^n = \Pr(\tau = t).
\]

(17)

Therefore, we can get \(\Pr(\tau = t)\) by estimating \(\Pr(X \leq k)\). Also note that the expectation and variance of \(X\) are \(\mathbb{E}[X] = \frac{1}{2} n\) and \(D(X) = \frac{1}{4} n\), respectively. By De Moiver-Laplace Theorem we have

\[
\lim_{n \to \infty} \Pr \left( X \leq \frac{n}{2} + \frac{q \sqrt{n}}{2} \right) = \lim_{n \to \infty} \Pr \left( \frac{X - \mathbb{E}[X]}{\sqrt{D(X)}} \leq q \right) = \int_{-\infty}^q \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt
\]

(18)

for any \(q \in \mathbb{R}\). Obviously Eq. (18) monotonically increases with \(q\). By letting Eq. (18) > 0.95, we obtain \(q > 1.6449\). Thus for quite large \(n\), the
integer parameter taken as \( k = \lfloor n/2 + \sqrt{n} \rfloor \) in Algorithm 3 corresponds to \( q \approx 2 > 1.6449 \) in Eq. (18), such that the probability of obtaining \( t = \sqrt{s \in S} s \) is \( \Pr(\tau = t) = \Pr(X \leq k) > 0.95 \).

We also examine how Algorithm 3 works with small and moderate \( n \). Our numerical calculation shows that the probability curve \( \Pr(\tau = t) \) in Eq. (16) oscillates between 0.9648 and 1 for \( 3 \leq n \leq 1000 \) with \( k = \lfloor n/2 + \sqrt{n} \rfloor \), and seems to approach the case \( q = 2 \) and Eq. (18)=0.9773 as \( n \) increases (e.g. \( \Pr(\tau = t) = 0.9770, 0.9786, 0.9769 \) for \( n = 998, 999, 1000 \)).

Actually the error probability can be made arbitrarily small by letting \( k = n/2 + \lambda \sqrt{n} \), which is explained below. The complementary unit Gaussian distribution function is defined as

\[
Q(x) = 1 - \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} dt = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} dt.
\]  

(19)

For \( x \geq 0 \), it is known that

\[
Q(x) \leq \frac{1}{2} e^{-x^2/2}
\]

(20)

with equality holding only at \( x = 0 \). Let \( k = n/2 + \lambda \sqrt{n} \). By Eq. (18), Eq. (19) and Eq. (20), for a large \( n \), we have

\[
\Pr(X > k) = \Pr(X > n/2 + \lambda \sqrt{n}) = Q(2\lambda) \leq \frac{1}{2} e^{-2\lambda^2}
\]

(21)

This means that the error probability \( \Pr(\tau \neq t) \) can be made arbitrarily small with \( n/2 + O(\sqrt{n}) \) queries to the sub-set oracle.

\[\square\]

3.2. Proof of Theorem 2

For convenience, we restate Theorem 2 here.

**Theorem 2.** There is a quantum algorithm using \( \frac{1}{2} n + O(\sqrt{n}) \) queries to the sub-set oracle to solve \( HSP \) with high probability.

**Proof.** First, by Lemma 2, we can use Algorithm 3 to obtain \( t = s \lor s' \) with an arbitrarily small error probability, which requires \( \frac{1}{2} n + O(\sqrt{n}) \) queries to the sub-set oracle.

Let \( \Delta \) be the set of strings obtained by replacing exactly one 1 in \( t \) by 0. Then there is \( |\Delta| = |t| - 1 \). Then we can use Grover’s algorithm to find the pair \( s, s' \in \Delta \) satisfying \( O_{\text{sub}}(s) = 1 \) and \( O_{\text{sub}}(s') = 1 \). This needs \( O(\sqrt{n}) \) queries to the sub-set oracle.

Therefore, Algorithm 4 consumes \( \frac{1}{2} n + O(\sqrt{n}) = \frac{1}{2} n + O(\sqrt{n}) \) queries to the sub-set oracle to obtain \( \{s, s'\} \) with high probability. \[\square\]
Algorithm 4 Quantum algorithm for learning hidden strings with the sub-set oracle.

**Input:** The sub-set oracle $O_{sub}$ in Eq. (2) with the hidden $S = \{s, s'\}$ satisfying $|s| = |s'|$ and $|s \oplus s'| = 2$.

**Output:** $\{s, s'\}$ with high probability.

1. $t \leftarrow$ Algorithm 3.
2. Apply Grover’s algorithm to find the pair $s, s'$ in $\Delta_t$ satisfying $O_{sub}(s) = 1$ and $O_{sub}(s') = 1$.
3. **return** $\{s, s'\}$.

4. Classical Lower Bounds

In this section, we give the information-theoretic lower bound on HSP to prove Theorem 3. Compared with Theorem 3, our quantum algorithms show substantial speedups over classical counterparts. First we restate Theorem 3 in the following.

**Theorem 3.** Any classical algorithm for solving HSP requires $\Omega(n/\log_2 n)$ queries to the max inner product oracle or $n + \Omega(1)$ queries to the sub-set oracle.

**Proof.** Let $N$ be the number of all possible solutions $\{s, s'\}$ to HSP satisfying the promise $|s \oplus s'| = 2$ and $|s| = |s'|$. Then there is

$$N = \binom{n}{2} \cdot 2^{n-2} = n(n-1) \cdot 2^{n-3}. \quad (22)$$

By noting that $\{s, s'\}$ and $\{s', s\}$ are the same string pair. Considering the range of oracle functions $O_{max}(x)$ and $O_{sub}(x)$ defined in Eq. (1) and Eq. (2) restricted to $S = \{s, s'\}$, respectively, a deterministic classical algorithm for HSP with the max inner product oracle or the sub-set oracle can be described as an $n$-ary or binary tree with $N$ leaf nodes. Therefore, the query complexity of a classical algorithm is the height of the tree, and the lower bound for the query complexity of HSP is the minimum height of a tree with $N$ leaf nodes.

Let $C_i(n)$ and $C_s(n)$ be the lower bound of HSP with the max inner
product oracle and the sub-set oracle, respectively. Then we can derive that
\[ C_i(n) = \lceil \log_2(n(N)) \rceil = \Omega(n/\log_2(n)), \]  
(23)
\[ C_s(n) = \lceil \log_2(n) \rceil = n + \Omega(1). \]  
(24)

5. Application to Matroids

With the rapid development of quantum computing, finding more problems that can take advantage of quantum speedup has become one of the focus issues in the field of quantum computing. Solving matroid problems is a potential application of quantum computing. Huang et al. [32] showed that quadratic quantum speedup is possible for the calculation problem of finding the girth or the number of circuits (bases, flats, hyperplanes) of a matroid, and for the decision problem of deciding whether a matroid is uniform, Eulerian or paving.

The problems related to bases of a matroid is very important in matroid theory, including finding a base (with maximum/minimum weigh), enumerating all the bases, counting the number of base and so on. These problems are of practical significance, for example, finding a base of a vector space or a (maximum/minimum weigh) spanning tree of a graph are the special case of finding a base of a matroid [33]. Counting the number of base has also been extensively studied [34, 35, 36, 37, 38], and determining the reliability of a graph is a special case of it. Enumerating the base of a matroid is interesting and also extensively studied. There are many works on how to efficiently enumerate the bases of a matroid or the spanning trees of a graph [39, 40, 41, 42, 43, 44, 45]. Due to the importance of the base problems and the potential speedup of quantum algorithms, we consider the following problem.

**Identify Matroids’ Bases.** Given a 2-bases matroid which has 2 bases and can be accessed by a matroid oracle (independence oracle or rank oracle), how many oracle queries are required to identify its bases?

In this section, we will show how to transform the above problem to the hidden string problem, so that the previous obtained quantum algorithms can be applied.
5.1. Matroid

Here we give some basic definitions and concepts on matroids. Matroid theory was established as a generalization of linear algebra and graph theory. Some concepts are similar to those of linear algebra or graphs. One can refer to [46] or [47] for more details about matroid theory.

**Definition 3 (Matroid).** A matroid is a combinational object defined by the tuple $M = (E, \mathcal{I})$ on the finite ground set $E$ and $\mathcal{I} \subseteq 2^E$ such that the following properties hold:

10. $\emptyset \in \mathcal{I}$;

11. If $A' \subseteq A$ and $A \in \mathcal{I}$, then $A' \in \mathcal{I}$;

12. For any two sets $A, B \in \mathcal{I}$ with $|A| < |B|$, there exists an element $x \in B - A$ such that $A \cup \{x\} \in \mathcal{I}$.

The members of $\mathcal{I}$ are the independent sets of $M$. A subset of $E$ not belonging to $\mathcal{I}$ is called dependent. A base of $M$ is a maximal independent subset of $E$, and the collection of bases is denoted by $\mathcal{B}(M)$. For a positive integer $k$, we call a matroid $M$ is a $k$-bases matroid (on $E$) if $|\mathcal{B}(M)| = k$.

**Definition 4 (Rank).** The rank function of matroid $M = (E, \mathcal{I})$ is a function $r : 2^E \rightarrow \mathbb{Z}$ defined by

$$r(A) = \max\{|X| : X \subseteq A, X \in \mathcal{I}\} \quad (A \subseteq E)$$

The rank of $M$ sometimes denoted by $r(M)$ is $r(E)$.

**Definition 5 (Matroid Oracles).** Given a matroid $M = (E, \mathcal{I})$, assume we can only access it by querying the independence oracle $O_i$ or the rank oracle $O_r$. For a subset $S \subseteq E$, $O_i(S) = 1$ if $S$ is an independent set of $M$, otherwise $O_i(S) = 0$ and $O_r(S) = r(S)$.

5.2. Identify 2-bases Matroids’ Bases

One way of representing a matroid is to represent its independent set with a binary indicator vector. Specifically, we first list the elements of $E$ as $\{e_1, \ldots, e_n\}$, and we also use $e_j$ to denote an $n$-bit 0-1 string, where the $j$-th bit is 1 and the other bits are 0. Then for any $A \subseteq E$, we use the $n$-bit
string $\bigoplus_{e \in A} e$ as the indicator vector of $A$. We define $\chi : 2^E \rightarrow \{0, 1\}^n$ as the mapping function of the set to its indicator vector by

$$\chi(A) = \bigoplus_{e \in A} e \quad (A \subseteq E).$$

**Max Inner Product Oracle and Rank Oracle.** From the definition of matroid, we know that for any independent set $J \in \mathcal{I}(M)$, there must be some base $B \in \mathcal{B}(M)$ that contains $J$. Then the rank function of matroid $M$ can be restate as

$$r(A) = \max\{|A \cap B| : B \in \mathcal{B}(M)\} \quad (A \subseteq E).$$

If the subsets of $E$ are represented by binary indicator vectors, the cardinality of the intersection of two sets is equal to the inner product of their corresponding indicator vectors. Thus, the rank function of matroid $M$ can also be described as

$$r(A) = \max\{\chi(A) \cdot \chi(B) : B \in \mathcal{B}(M)\} \quad (A \subseteq E).$$

Comparing the definitions of the max inner product oracle and the matroid rank oracle, we can see that they are the same:

$$O_r(A) = r(A) = O_{\max}(\chi(A)) \quad (A \subseteq E).$$

**Sub-set Oracle and Independence Oracle.** By the definition of matroid, we can restate the independence oracle as

$$O_i(A) = \begin{cases} 1 & \text{if } \exists B \in \mathcal{B}(M) \text{ s.t. } A \subseteq B, \\ 0 & \text{otherwise}. \end{cases}$$

From this definition, we can see that the independence oracle $O_i$ is determined by the set of the bases of a matroid. In other words, the independence oracle $O_i$ hides the bases of a matroid. Comparing the definitions of the sub-set oracle and the independence oracle, we can also see that they are the same.

**Identify Matroid’s Bases and Hidden Strings Problem.** Given a 2-bases matroid $M$, let $B, B' \in \mathcal{B}(M)$ be its two different bases. By the definition of matroid (Definition 3), it can be seen that $|B| = |B'|$ and $|(B - B') \cup (B' - B)| = 2$. Correspondingly, we have $|\chi(B)| = |\chi(B')|$ and $|\chi(B) \oplus \chi(B')| = 2$. Therefore, identifying the two bases $B, B'$ is equivalent to HSP with $S = \{\chi(B), \chi(B')\}$. Therefore, Theorem 1 and Theorem 2 can be applied to identify the bases of a 2-bases matroid.
6. Conclusion

In this paper we consider quantum algorithms for HSP with the max inner product oracle and the sub-set oracle. We present quantum algorithms using $O(1)$ queries to the max inner product oracle and $\frac{1}{2}n + O(\sqrt{n})$ queries to the sub-set oracle to solve HSP, respectively. Furthermore, our quantum algorithms are applied to identifying the bases of 2-bases matroids. In the further work, one may consider how to extend HSP to the case with more strings and apply it to more matroid problems or other problems.
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