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Abstract—In this work, we consider a distributed online convex optimization problem, with time-varying (potentially adversarial) constraints. A set of nodes, jointly aim to minimize a global objective function, which is the sum of local convex functions. The objective and constraint functions are revealed locally to the nodes, at each time, after taking an action. Naturally, the constraints cannot be instantaneously satisfied. Therefore, we reformulate the problem to satisfy these constraints in the long term. To this end, we propose a distributed primal-dual mirror descent-based algorithm, in which the primal and dual updates are carried out locally at all the nodes. This is followed by sharing and mixing of the primal variables by the local nodes via communication with the immediate neighbors. To quantify the performance of the proposed algorithm, we utilize the challenging, but more realistic metrics of dynamic regret and fit. Dynamic regret measures the cumulative loss incurred by the algorithm compared to the best dynamic strategy, while fit measures the long term cumulative constraint violations. Without assuming the restrictive Slater’s conditions, we show that the proposed algorithm achieves sublinear regret and fit under mild, commonly used assumptions.

I. INTRODUCTION

Many problems of practical interest, including network resource allocation [1], target tracking [2], network routing [3], and spam filtering [4] can be framed in an Online Convex Optimization (OCO) framework. First introduced in [3], the OCO framework aims to minimize a time varying convex objective function which is revealed to the observer in a sequential manner. In this work, we consider a constrained OCO problem, with time-varying (potentially adversarial) constraints.

Recently, distributed OCO frameworks have gained popularity as they distribute the computations across multiple nodes rather than having a central node perform all the operations [2], [5]–[7]. We consider the constrained OCO problem in a distributed framework, where the convex objective is assumed to be decomposed and distributed across multiple communicating agents. Each agent takes its own action with the goal of minimizing the dynamically varying global function while satisfying its individual constraints. Next, we discuss the related work along with the performance metrics we use to evaluate the performance of the proposed algorithm.
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A. Related Work

Regret: The performance in OCO problems is quantified in terms of how well the agent does over time, compared to an offline system. In other words, how much the agent “regrets” not having the information, which was revealed to it post-hoc, to begin with. Since regret is cumulative over time, an algorithm that achieves sub-linear increase in regret with time, asymptotically achieves zero average loss. It is naturally desirable to compare against an offline system, the action(s) of which are “optimal” in some sense.

Static Regret: The initial work on OCO, starting with [3], almost exclusively focused on static regret $\text{Reg}_T^s$, which uses an optimal static solution, as the benchmark. In other words, the fictitious offline adversary w.r.t. which the online system measures its performance, chooses the best fixed strategy, assuming it had access to all the information that is revealed to the online system over time horizon $T$.

$$\text{Reg}_T^s \triangleq \sum_{t=1}^{T} f_t(x_t) - \min_x \sum_{t=1}^{T} f_t(x)$$

Under standard regularity conditions, for general OCO problems, a tight upper bound of $O(\sqrt{T})$ has been shown for static regret [3], [8]. However, for applications such as online parameter estimation or tracking moving targets, where the quantity of interest also evolves over time, comparison with a static benchmark is not sufficient. This deficiency led to the development of dynamic regret $\text{Reg}_T^d$ [9], [10].

Dynamic Regret: Rather than comparing the performance relative to a fixed optimal strategy, at each time instant, our fictitious adversary utilizes one-step look-ahead information to adopt the optimal strategy at the current time instant.

$$\text{Reg}_T^d \triangleq \sum_{t=1}^{T} f_t(x_t) - \sum_{t=1}^{T} \min_x f_t(x)$$

In this work, we adopt the notion of dynamic regret as the performance metric. It must, however, be noted that, in the worst case, it is impossible to achieve sublinear dynamic regret [3]. For such problems, the growth of dynamic regret is captured by the regularity measure which measures variations of the minimizer sequence over time (see $C_T^2$ in Theorem V.6).

Constraints: The conventional approaches for OCO are based on projection-based gradient descent-like algorithms. However, when working with functional inequality constraints
(say, \(g_i(x) \leq 0\)), the projection step in itself can be computationally intensive. This led to the development of primal-dual algorithms [11]–[13]. Instead of attempting to satisfy the constraints at each time instant, the constraints are satisfied in the long run. In other words, the cumulative accumulation of instantaneous constraint violations (often simply called fit) \(\|\sum_{t=0}^{T} g_t(x_t)\|\) is shown to be sublinear in \(T\). This formulation allows constraint violations at some instants to be taken-care-of by strictly feasible actions at other times.\(^1\) Initially the constraints were assumed static across time [11], [12]. However, subsequent literature [1], [14] generalized the analysis to handle time-varying inequality constraints.

**Distributed OCO Problems:** So far we have only discussed centralized problems. Suppose the OCO system has a network of agents, and local cost (and constraint) functions are revealed to each agent over time. The global objective is to minimize the total cost function, while also satisfying all the constraints. And each agent can only communicate with agents that are in its immediate neighborhood. This distributed OCO problem is more challenging and much less studied in the literature than the centralized problem.

Distributed OCO problems with static constraints have been studied in recent years [2], [6], [7]. Again, the literature on distributed OCO with dynamic regret is much sparser than for static regret. The authors in [2] have proposed a dynamic mirror descent algorithm, where primal update steps are alternated with local consensus steps. The authors in [6] have proposed a distributed primal-dual algorithm for the OCO problem with coupled inequality constraints. The constraint functions are static over time. This has been generalized for time-varying coupled constraints in [7], where the authors have shown sublinearity of regret and fit, both w.r.t. dynamic and static benchmarks. The authors in [5] have studied time-varying non-coupled constraints, in a continuous-time setting. However, the performance is measured using static regret. To the best of our knowledge, the distributed OCO problem with a dynamic benchmark, even with static non-coupled inequality constraints has so far not been considered in the literature.

**B. Our Contributions**

In this work, we consider a distributed online convex optimization problem, where both the cost functions and the time-varying inequality constraints are revealed locally to the individual nodes. We propose a primal-dual mirror descent based algorithm, which alternates between the local primal and dual update steps and the consensus steps to mix the local primal variables with the immediate neighbors. Importantly, we show that the proposed algorithm achieves sublinear dynamic regret and fit.

**Paper Organization:** The problem formulation is discussed in Section II. Section III provides some background results and the assumptions required for providing theoretical guarantees. We propose our primal-dual mirror descent based algorithm in Section IV, followed by the theoretical results in Section V.

\(^1\)Some more recent works [13] have considered the more stringent constraint violation metric \(\sum_{t=0}^{T} (g_t(x_t))_+\).

**Notations:** Vectors are denoted with lowercase bold letters, e.g., \(x\), while matrices are denoted using uppercase bold letters, e.g., \(X\). The set of positive integers is represented by \(\mathbb{N}_+\). We use \(\mathbb{R}_+^n\) to denote the \(n\)-dimensional non-negative orthant. For \(n \in \mathbb{N}_+\), the set \(\{1, \ldots, n\}\) is denoted by \([n]\). We denote by \(\|\cdot\|\) the Euclidean norm for vectors, and the induced 2-norm for matrices. \(\mathbf{0}\) denotes a zero vector, where the dimension is clear from the context. \([x]_+\) denotes the projection onto \(\mathbb{R}_+^n\).

**II. PROBLEM FORMULATION**

We consider a network of \(n\) agents. At each time instant \(t\), each agent \(i\) takes an action \(x_{i,t} \in \mathcal{X} \subseteq \mathbb{R}^d\), where the set \(\mathcal{X}\) is fixed across time, across all the nodes. Then, a set of local loss functions \(\{f_{i,t}(\cdot)\}_{i=1}^n\) with \(f_{i,t} : \mathcal{X} \to \mathbb{R}\) are revealed to the individual nodes, resulting in individual loss \(f_{i,t}(x_{i,t})\) at node \(i\). Additionally, another set of local functions \(\{g_{i,t}(\cdot)\}_{i=1}^n\) with \(g_{i,t} : \mathcal{X} \to \mathbb{R}^m\) are revealed, corresponding to local constraints \(g_{i,t}(x_{i,t}) \leq 0\). The network objective is to minimize the global average of the local cost functions \(f_t(x) \triangleq \frac{1}{n} \sum_{i=1}^n f_{i,t}(x)\), while also satisfying all the local constraints \(\{g_{i,t}(x)\}_{i=1}^n\).

\[
\min_{x_t \in \mathcal{X}} f_t(x_t) \triangleq \frac{1}{n} \sum_{i=1}^n f_{i,t}(x_{i,t}) \text{ s.t. } g_{i,t}(x_{i,t}) \leq 0, \forall i \in [n]. \tag{1}
\]

Since the objective is to minimize the global function \(f_t(\cdot)\), the nodes need to communicate among themselves. We next define the metrics used to measure the performance of the proposed approach.

**A. Performance Metrics - Dynamic Regret and Fit**

We use the notion of dynamic regret [9], [10] to measure the performance relative to a time-varying benchmark.

\[
\text{Reg}_T^d \triangleq \frac{1}{n} \sum_{i=1}^n \sum_{t=1}^T f_i(x_{i,t}) - \sum_{t=1}^T f_i(x_t^*)\tag{2}
\]

where \(x_{i,t}\) is the local action of agent \(i\) at time \(t\), while \(x_t^*\) is the solution of the following problem

\[
x_t^* \in \arg \min_{x_t \in \mathcal{X}} \left\{ f_i(x) | g_{i,t}(x) \leq 0, \forall i \in [n] \right\}. \tag{3}
\]

As pointed out earlier, it is impossible to satisfy the time-varying constraints instantaneously, since they are revealed post-hoc. As a surrogate, to ensure the local constraints are satisfied in the long run, we use the distributed extension of fit as the performance metric. Fit has been used in the context of both time-invariant [11], as well as time-varying constraints [1], [15], for single node problems. Our definition is motivated by the one given in [5] for continuous time problems. It measures the average accumulation of constraint violations over time.

\[
\text{Fit}_T^d \triangleq \frac{1}{n} \sum_{i=1}^n \frac{1}{T} \sum_{t=1}^T \left\| \sum_{j=1}^m g_{j,t}(x_{j,t}) \right\| \tag{4}
\]

Here, \(\sum_{j=1}^m g_{j,t}(x_{j,t})\) is the constraint violation at agent \(i\), if it adopts the actions of agent \(j\).

Next, we discuss the assumptions and some background required for the analysis of the proposed OCO framework. Note that the following assumptions are standard for decentralized OCO problems [2], [7].
III. BACKGROUND AND ASSUMPTIONS

A. Network

We assume the \( n \) agents are connected together via an undirected graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), \( \mathcal{V} = \{1, \ldots, n\} \) denotes the set of nodes of the graph, each of which represents an agent. \( \mathcal{E} \) is the set of edges between the nodes. \((i, j) \in \mathcal{E}\) implies that nodes \( i \) and \( j \) are connected in the graph. The set of edges has an associated weight matrix \( \mathbf{W} \), such that \([\mathbf{W}]_{ij} > 0\) if \((i, j) \in \mathcal{E}\), and \([\mathbf{W}]_{ij} = 0\) otherwise. The set of neighbors of node \( i \) is defined as \( \mathcal{N}_i \triangleq \{j : [\mathbf{W}]_{ij} > 0\} \). Note that \( j \in \mathcal{N}_i \iff i \in \mathcal{N}_j \).

Assumption A: The network is connected. The weight matrix \( \mathbf{W} \) is symmetric and doubly stochastic.

B. Local Objective Functions and Constraints

Assumption B: We assume the following conditions on the set \( \mathcal{X} \), the objective and constraint functions.

(B1) The set \( \mathcal{X} \subseteq \mathbb{R}^d \) is convex and compact. Therefore, there exists a positive constant \( d(\mathcal{X}) \) such that
\[
\|x - y\| \leq d(\mathcal{X}), \quad \forall x, y \in \mathcal{X}.
\] (5)

(B2) The local node objective and constraint functions \( f_i(t)(), g_i(t)() \), \( \forall i \in [n], \forall t \in \mathbb{N}_+ \) satisfy the following conditions:

1) \( f_i(t)(), g_i(t)() \) are \( L \)-Lipschitz continuous on \( \mathcal{X} \)
2) \( f_i(t), g_i(t) \) are convex and uniformly bounded on the set \( \mathcal{X} \), i.e., there exists a constant \( F > 0 \) such that \( \|f_i(t)(x)\| \leq F, \|g_i(t)(x)\| \leq F \).

3) The gradients \( \nabla f_i(t), \nabla g_i(t) \) exist and are uniformly bounded on \( \mathcal{X} \), i.e., there exists a constant \( G > 0 \) such that \( \|\nabla f_i(t)(x)\| \leq G, \|\nabla g_i(t)(x)\| \leq G \).

Next, we briefly discuss Bregman Divergence, which is crucial to the proposed mirror descent based approach.

C. Bregman Divergence

Suppose we are given a \( \mu \)-strongly convex function \( \mathcal{R} : \mathcal{X} \rightarrow \mathbb{R} \), i.e., \( \mathcal{R}(x) \geq \mathcal{R}(y) + \langle \nabla \mathcal{R}(y), x - y \rangle + \frac{\mu}{2} \|x - y\|^2 \), \( \forall x, y \in \mathcal{X} \). The Bregman Divergence \( \mathcal{D}_\mathcal{R}(\cdot, \cdot) \) is defined as
\[
\mathcal{D}_\mathcal{R}(x, y) \triangleq \mathcal{R}(x) - \mathcal{R}(y) - \langle \nabla \mathcal{R}(y), x - y \rangle.
\] (6)

We assume the following conditions on \( \mathcal{D}_\mathcal{R}(\cdot, \cdot) \).

Assumption C: (C1) Separate Convexity property [16]: Given \( x, \{y_i\}_{i=1}^m \in \mathbb{R}^d \) and scalars \( \{\alpha_i\}_{i=1}^m \) on the \( m \)-dimensional probability simplex, the Bregman Divergence satisfies
\[
\mathcal{D}_\mathcal{R} \left( \sum_{i=1}^m \alpha_i y_i \right) \leq \sum_{i=1}^m \alpha_i \mathcal{D}_\mathcal{R}(x, y_i) \quad \text{(7)}
\]

(C2) Lipschitz continuity condition [17]: For any \( x, y, z \in \mathcal{X} \)
\[
|\mathcal{D}_\mathcal{R}(x, y) - \mathcal{D}_\mathcal{R}(z, y)| \leq K \|x - z\|. \quad \text{(8)}
\]

This condition is satisfied if \( \mathcal{R}(\cdot) \) is Lipschitz continuous on \( \mathcal{X} \). Consequently,
\[
\mathcal{D}_\mathcal{R}(x, y) \leq K d(\mathcal{X}), \quad \forall x, y \in \mathcal{X},
\] (9)

where \( d(\mathcal{X}) \) is defined in (5).

Algorithm 1: Distributed Primal-Dual Mirror Descent Based Algorithm

We next discuss the proposed distributed primal-dual mirror descent based algorithm for online convex optimization with time-varying constraints. The pseudo-code is outlined in Algorithm 1. The algorithm runs in parallel at all the nodes. At the end of time \( t - 1 \), \( x_i, t-1 \) is the action (primal variable) at node \( i \). Following this, the local functions \( f_i(t-1), g_i(t-1) \) are revealed to the agent. The corresponding function values and gradients are utilized to carry-out the updates in the next time step \( t \). First, each agent performs the primal update locally (Step 7). This is followed by the dual update (Step 9). Note that the projection \( \lceil \cdot \rceil_+ \) ensures that the dual variable lies in the non-negative orthant \( \mathbb{R}_+^m \). At the end of each time step, an average consensus step is taken across the nodes, where the local updated primal variables \( y_i, t-1 \) are received from the neighbors, to compute the action \( x_i, t \).

Remark 1. Note that the primal and dual update steps employ different step-sizes, \( \alpha_t \) and \( \gamma_t \), respectively. This idea originated in [12] and leads to flexibility in terms of the trade-off between the bounds on dynamic regret and fit.

In the next section, we bound the dynamic regret and fit which result from Algorithm 1, and show them to be sublinear in the time-horizon \( T \).

V. DYNAMIC REGRET AND FIT BOUNDS

First, we discuss some intermediate results required to show the sublinearity of dynamic regret and fit. We have omitted the proofs due to space limitations. Our analysis is inspired by the work in [2], [5], [7].
A. Intermediate Results

Lemma V.1. Suppose Assumption B holds. \(\forall i \in \{n\}, \forall t \in \mathbb{N}_+,\) \(q_{i,t}\) generated by Algorithm 1 satisfy

\[
\|q_{i,t}\| \leq \frac{F}{\beta_t} \tag{10}
\]

\[
\Delta_{i+1} \leq \frac{nB_1^2}{2} \gamma_{t+1} + \sum_{i=1}^{n} q_{i,t}^2 \|\nabla g_{i,t}(x_{i,t})\| (y_{i,t+1} - x_{i,t}) \\
+ \left( \frac{G^2 + \beta_t}{\mu} \right) \sum_{i=1}^{n} \|q_{i,t}\|^2 + \sum_{i=1}^{n} (q_{i,t} - q_{i})^2 \|g_{i,t}(x_{i,t})\| \\
+ \frac{\mu}{4\alpha_{t+1}} \sum_{i=1}^{n} \|y_{i,t+1} - x_{i,t}\|^2 \tag{11}
\]

where \(B_1 = 2F + Gd(X)\).

\[
\Delta_{i+1} \triangleq \sum_{i=1}^{n} (\|q_{i,t+1} - q_{i}\|^2 + (1 - \gamma_{t+1}\beta_{t+1})\|q_{i,t} - q_{i}\|^2),
\]

and \(\{q_i\}\) are arbitrary vectors in \(\mathbb{R}^m\).

Remark 2. The penalty term \(-\beta_t q_{i,t-1}\) in the dual update (step 9, Algorithm 1) helps in upper bounding the local dual variables in (10). This idea was initially used in [11] and helps get rid of the requirement of Slater’s condition. \(\Delta_{i+1}\) measures the regularized drift of the local dual variables. See [9] and [7] for similar results, respectively, in centralized and distributed (with coupled constraints) contexts.

Next, we sum (11) over \(t\) and define \(g_{t}(\cdot)\) such that

\[
g_{t}(q_1, \ldots, q_n) \triangleq \sum_{i=1}^{n} q_{i,t}^2 \left( \sum_{t=1}^{T} g_{i,t}(x_{i,t}) \right) \\
- \left[ \frac{1}{2\gamma_t} + \sum_{t=1}^{T} \left( \frac{G^2 + \beta_t}{\mu} + \frac{\gamma_t}{2} \right) \right] \|q_{i}\|^2 \\
\leq \frac{nB_1^2}{2} \sum_{t=1}^{T} \gamma_{t+1} + \sum_{t=1}^{T} \sum_{i=1}^{n} q_{i,t}^2 \|\nabla g_{i,t}(x_{i,t})\| (y_{i,t+1} - x_{i,t}) \\
+ \sum_{t=1}^{T} \sum_{i=1}^{n} q_{i,t}^2 g_{i,t}(x_{i,t}) + \sum_{t=1}^{T} \frac{\mu}{4\alpha_{t+1}} \sum_{i=1}^{n} \|y_{i,t+1} - x_{i,t}\|^2 \\
- \frac{1}{2} \sum_{t=1}^{T} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_{t+1}} + \gamma_{t+1} \right) \sum_{i=1}^{n} \|q_{i,t} - q_{i}\|^2 \tag{12}
\]

Remark 3. The function \(g_{t}(q_1, \ldots, q_n)\) will be used later in Lemma V.5 to upper bound both the dynamic regret and fit, by appropriately choosing \(\{q_i\}_i\).

Next, we bound the dynamic regret defined in (2).

Lemma V.2. Suppose Assumption (B2) holds \(\forall i \in \{n\}, \forall t \in \mathbb{N}_+\). For primal iterates \(\{x_{i,t}\}_i\) generated by Algorithm 1 satisfy

\[
\text{Reg}_d^T \leq \frac{1}{\mu} \sum_{t=1}^{T} \sum_{i=1}^{n} t \{f_{i,t}(x_{i,t}) - f_{i,t}(x_t)\} \\
+ \frac{2T}{n} \sum_{t=1}^{T} \|x_{t} - \bar{x}_t\| \tag{13}
\]

Remark 4. Compared to (2), the bound in (13) is decomposed in summation of local errors (first term), which can be bounded using the convexity of functions, and the consensus error.

First, we upper bound the first term in (13).

Lemma V.3. Suppose Assumptions A-C hold. \(\forall i \in \{n\}, \forall t \in \mathbb{N}_+\), if \(\{x_{i,t}\}_i\) is the sequence generated by Algorithm 1. Then,

\[
\sum_{t=1}^{T} \sum_{i=1}^{n} [f_{i,t}(x_{i,t}) - f_{i,t}(x_t)] \\
\leq \frac{nG^2}{\mu} \sum_{t=1}^{T} \gamma_{t+1} - \sum_{t=1}^{T} \sum_{i=1}^{n} \frac{\mu}{4\alpha_{t+1}} \|y_{i,t+1} - x_{i,t}\|^2 \\
- \sum_{t=1}^{T} \sum_{i=1}^{n} q_{i,t}^2 (g_{i,t}(x_{i,t}) + \nabla g_{i,t}(x_{i,t})(y_{i,t+1} - x_{i,t})) \\
+ \sum_{t=1}^{n} \left[ \frac{1}{\alpha_2} D_{R}(x_{i,t}^*, x_{i,t}) - \frac{1}{\alpha_{t+2}} D_{R}(x_{i,t+1}, x_{i,t+1}) \right] \\
+ \frac{nK}{\alpha_{t+2}} \sum_{t=1}^{T} \|x_{i,t+1} - x_{i,t}^*\|^2 \tag{14}
\]

Next, we upper bound the second term in (13). This is the consensus error of the primal variables.

Lemma V.4. (Network Error): Suppose Assumptions A-C hold. Then, the local estimates \(\{x_{i,t}\}_i\) generated by Algorithm 1 satisfy

\[
\|x_{t} - \bar{x}_t\| \leq \sum_{t=0}^{T} \sqrt{n\sigma_2^2} \left( \frac{G_1}{\beta_{t+1}} \right) \left( 1 + \frac{F}{\beta_{t+1}} \right) \tag{15}
\]

\(\forall i \in \{n\}\), where \(\bar{x}_t = \frac{1}{n} \sum_{i=1}^{n} x_{i,t}\). \(\sigma_2(W)\) is the second largest eigenvalue of \(W\) in magnitude.

Remark 5. The network error bound is (15) is independent of the node index \(i\). The dependence on \(\sigma_2(W)\) captures the speed with which mixing of iterates happens. The smaller the value of \(\sigma_2(W)\), the faster the network error diminishes. Moreover, the choice of the primal update step sizes \(\{\alpha_t\}\) and the dual update regularization parameters \(\{\beta_t\}\) has a crucial role in playing in bounding the network error. As we shall see in Theorem V.6, carefully choosing these leads to sublinear regret and fit.

Next, we combine (12) and Lemma V.3 resulting in two intermediate bounds, which shall be needed to subsequently bound the dynamic regret and fit respectively.

Lemma V.5. Suppose Assumptions A-C hold. Then, the sequences \(\{x_{i,t}, q_{i,t}\}_i\) generated by Algorithm 1 satisfy

\[
\sum_{t=1}^{T} \sum_{i=1}^{n} \{f_{i,t}(x_{i,t}) - f_{i,t}(x_t^*)\} \\
\leq \frac{nB_1^2}{2} \sum_{t=1}^{T} \gamma_{t+1} + \frac{nG^2}{\mu} \sum_{t=1}^{T} \alpha_{t+1} + \frac{nK}{\alpha_{t+2}} \sum_{t=1}^{T} \|x_{i,t+1} - x_{i,t}^*\|^2 + \frac{nKd(X)}{\alpha_{t+2}} \\
+ \sum_{t=1}^{n} \left[ \frac{1}{\alpha_2} D_{R}(x_{i,t}^*, x_{i,t}) - \frac{1}{\alpha_{t+2}} D_{R}(x_{i,t+1}, x_{i,t+1}) \right] \\
- \frac{1}{2} \sum_{t=1}^{T} \left( \frac{1}{\gamma_t} - \frac{1}{\gamma_{t+1}} + \beta_{t+1} \right) \sum_{i=1}^{n} \|q_{i,t} - q_{i}\|^2 \tag{16}
\]

and

\[
\sum_{t=1}^{T} \sum_{i=1}^{n} t \{f_{i,t}(x_{i,t}) - f_{i,t}(x_t)\} \\
\leq 4 \left( \frac{1}{\gamma_t} + \sum_{t=1}^{T} \left( \frac{G^2 + \beta_t}{\mu} + \frac{\alpha_{t+1}}{2} \right) \right) \{2nFT \\
+ \frac{nB_1^2}{2} \sum_{t=1}^{T} \gamma_{t+1} + \frac{nG^2}{\mu} \sum_{t=1}^{T} \alpha_{t+1} + \frac{nK}{\alpha_{t+2}} \sum_{t=1}^{T} \|x_{i,t+1} - x_{i,t}^*\|^2 \}
\]

Remark 6. (16) follows by adding (12) and (14), and substituting \(q_i = 0_m, \forall i \in \{n\}\). The first, second and fourth terms
in (16) depend only on the step-size sequences \( \{\alpha_t, \beta_t, \gamma_t\} \). The fifth term is a telescopic sum. The third term depends on \( \sum_{t=1}^T \|x_{t+1}^* - x_t^*\| \), the accumulated dynamic variation of the comparator sequence \( \{x_t^*\} \). This quantity is a property of the system and not in control of the agents. Therefore, by carefully choosing the step-sizes, and assuming well-behaved variation of the comparator sequence, we can bound the dynamic regret (see Theorem V.6).

Remark 7. Similarly, (17) is obtained by adding (12) and (14), and substituting

\[
q_t = \frac{\sum_{i=1}^n g_t(x_{i,t})}{\gamma_t^{-1} + \sum_{i=1}^n (2G_t^2G_{t+1}/\mu + \beta_t^{-1})}, \quad \forall i \in [n].
\]  

As in (16), the upper bound depends on the step-size sequences \( \{\alpha_t, \beta_t, \gamma_t\} \), and \( \sum_{i=1}^n \|x_{i,t+1}^* - x_{i,t}^*\| \).

Before presenting our final result, we need to use the following upper bound to bound the fit (4).

\[
\frac{1}{n} \sum_{i=1}^n \sum_{t=1}^T \frac{1}{\gamma_t^{-1} + \sum_{i=1}^n (2G_t^2G_{t+1}/\mu + \beta_t^{-1})} \sum_{i=1}^n \|x_{i,t}^* - \bar{x}_i\| \leq 2 \left[ 2\sum_{t=1}^T \|x_{t,i}^* - \bar{x}_i\|^2 + \frac{2}{\alpha_t} \sum_{i=1}^n \left( \sum_{t=1}^T g_t(x_{i,t}) \right)^2 \right].
\]  

This follows from Lipschitz continuity of the constraint functions (Assumption B2). Since, we have bounded both the terms in (19) (the first term in Lemma V.4, and the second term in Lemma V.5), we are now ready to present our final result on the sublinearity of both dynamic regret and fit.

B. Dynamic Regret and Fit Bounds

Theorem V.6. Suppose Assumptions A-C hold, and \( \{x_{i,t}\} \) be the sequence of local estimates generated by Algorithm 1. We choose the step sizes

\[
\alpha_t = t^{-a}, \quad \beta_t = t^{-b}, \quad \gamma_t = t^{-c}, \quad \forall t \in \mathbb{N}_+.
\]  

where, \( a, b, c \in (0, 1) \) and \( a > b \). Then for any \( T \in \mathbb{N}_+ \),

\[
\text{Reg}_d^T \leq R \left[ T^{\max(a, 1-a-b)} + 2K_T^2C_T^2 \right],
\]

\[
\frac{1}{n} \sum_{i=1}^n \sum_{t=1}^T \left( \sum_{i=1}^n \|x_{i,t}^* - \bar{x}_i\|^2 \right) \leq D_T^{2-b} + 2D_T^{1-g_n(x_{i,t})}C_T^2 + D_T^{2+b-2a}.
\]  

Here, \( R = \frac{4FLG_0\max(W)}{G_T \mu(1-a)} + R_1 = \frac{R_1^2}{2b} + \frac{G_T^2}{G_T^2 + \mu(1-a)} + 2K_d((X)), \quad D = \frac{2D_T^2 + 2K_d((X)) + \frac{\mu^2}{2b} + \frac{G_T^2}{G_T^2 + \mu(1-a)} + 2K_d((X))}{D_T^2 + 16L^2R^2} \) are constants independent of \( T \), and \( C_T^2 \triangleq \sum_{t=1}^T \|x_{t+1}^* - x_t^*\|^2 \) is the accumulated dynamic variation of the comparator sequence \( \{x_t^*\} \).

Remark 8. The dynamic regret \( \text{Reg}_d^T \) is sublinear as long as the cumulative consecutive variations of the comparator sequence \( C_T^2 \) is sublinear \( o(T^{1-a}) \) for \( a > 0 \). This is the standard requirement for sublinearity of dynamic regret [2], [7], [9].

Remark 9. A similar argument as above holds for (22). As long as \( C_T^2 \) is sublinear, we have

\[
\frac{1}{n} \sum_{i=1}^n \sum_{t=1}^T \left( \sum_{i=1}^n \|x_{i,t}^* - \bar{x}_i\|^2 \right) = o(T^2).
\]  

Note that (22) has \( \left( \sum_{t=1}^T g_t(x_{i,t}) \right)^2 \), while fit (4) is defined with \( \sum_{t=1}^T g_t(x_{i,t}) \). However, for large enough \( T \), each of the constituent terms in (24) are \( o(T^2) \). Consequently, \( \left\| \sum_{t=1}^T g_t(x_{i,t}) \right\|^2 = o(T^2) \), \( \forall i, j \in [n] \). Therefore, we get

\[
\text{Fit}_o^T = \frac{1}{n} \sum_{i=1}^n \sum_{t=1}^T \left( \sum_{i=1}^n \|x_{i,t}^* - \bar{x}_i\|^2 \right) = o(T^2).
\]

VI. CONCLUSION

In this work, we considered a distributed OCO problem, with time-varying (potentially adversarial) constraints. We proposed a distributed primal-dual mirror descent based approach, in which the primal and dual updates are carried out locally at all the nodes. We utilized the challenging, but more realistic metric of dynamic regret and fit. Without assuming the more restrictive Slater’s conditions, we achieved sublinear regret and fit under mild, commonly used assumptions. To the best of our knowledge, this is the first work to consider distributed OCO problem with non-coupled local time-varying constraints, and achieve sublinear dynamic regret and fit.
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