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We present a theory of the subgap tails of the density of states in a diffusive superconductor containing magnetic impurities. We show that the subgap tails have two contributions: one arising from mesoscopic gap fluctuations, previously discussed by Lamacraft and Simons and the other associated to the long-wave fluctuations of the concentration of magnetic impurities. We study the latter both in small superconducting grains and in bulk systems \([d = 1, 2, 3]\), and establish the dimensionless parameter that controls which of the two contributions dominates the subgap tails. We observe that these contributions are related to each other by dimensional reduction. We apply the theory to estimate the effects of a weak concentration of magnetic impurities \([\approx 1 \text{ppm}]\) on the phase coherence of Josephson qubits. We find that at these typical concentrations, magnetic impurities are relevant for the dephasing in large qubits, designed around a \(10 \mu \text{m}\) scale, where they limit the quality factor to be \(Q < 10^4 - 10^5\).

PACS numbers: 74.40.+k; 74.81.-g; 85.25.-j.

I. INTRODUCTION.

Recent experimental studies of disordered conductors demonstrated that even a weak concentration of magnetic impurities may lead to important effects, especially in the context of dephasing and energy relaxation. In particular, the experiments in mesoscopic Au and Cu wires have shown that the frequently observed saturation of the dephasing time \(\tau_\phi\) at low temperatures is likely due to a small unavoidable presence of magnetic impurities with the concentration as low as \(0.1 - 1\) ppm. On a theoretical side it was shown that magnetic impurities at these concentrations can explain the puzzling anomalous energy dependence of the relaxation rate observed in diffusive Au and Cu wires.

It is well known that a significant concentration of magnetic impurities strongly affects conventional superconductors. Further, it was shown recently that even a small concentration of magnetic impurities leads to exponentially small tails in the density of states within the gap. Because such subgap states can trap and release the quasiparticles, they can become an important for a number of physical applications, e.g., for Josephson-junction qubits. For example, since the resulting subgap states are localized, the quasiparticles that are generated during qubit manipulations or readout can get trapped in these localized subgap states. These trapped quasiparticles provide extra degrees of freedom that contribute to the dephasing and dissipation in subsequent qubit operations. Although the typical materials used for the fabrication of Josephson-junction qubits [e.g., Al – Al\(_2\)O\(_3\) – Al], are not intentionally doped with magnetic impurities, some concentration of them is unavoidable, especially in small devices where they are due to the surface effects. Therefore, it is important to estimate the effects of diluted magnetic impurities on the density of states in these systems and the resulting dephasing.

With this goal in mind we present here a detailed theory of the subgap states in a diffusive superconductors containing low concentrations of magnetic impurities. In particular, we study the contribution to the subgap density of states due to spatial fluctuations of the concentration of magnetic impurities. Combining the results of our analysis with those recently obtained by Lamacraft and Simons, who considered the subgap tails resulting from universal mesoscopic gap fluctuations, we provide a full picture of the subgap states, and establish in which regime one or the other type of the fluctuation dominates the physics. Finally, the results of our theoretical analysis are applied to estimate the subgap density of states generated by a concentration of \(\approx 1\) ppm of magnetic impurities in aluminum-based qubits. The result of our analysis is that the smallest superconducting islands used in modern experiments might contain a few subgap states while larger qubits can contain about \(10^5\) of them. Finally, we give the estimates the qubit decoherence resulting from trapped quasiparticles and conclude that they provide an important source of the decoherence in larger devices but negligible in the smallest ones.

The rest of paper is organized as follows. In Sec. II we present the qualitative arguments and the results of our analysis. The technical details of the density of states computation are presented in Sec. III there we first discuss the effect of fluctuations on the disorder averaged density of states in a large collection of superconducting grains [Sec. IIIA] and then extend the analysis to the bulk systems \([d = 1, 2, 3]\) in Sec. IIIB. In Sec. IV we present the details of our estimates of the subgap density of states in superconducting qubits and its effect on the decoherence. Finally, Sec. V gives the conclusions.
II. OVERVIEW AND MAIN RESULTS.

The effects of impurities on conventional superconductivity were extensively studied in the last four decades. It is well known that dilute non-magnetic impurities preserving the time reversal symmetry do not affect the superconducting gap \( \Delta \) while a finite concentration of magnetic impurities suppresses both the critical temperature \( T_c \) and the gap in the local density of states, \( E_g \). The effect of weak magnetic impurities is controlled by the dimensionless parameter

\[
\zeta = \frac{1}{\tau_s \Delta},
\]

where \( \tau_s \) is the spin-scattering time and \( \Delta \) the bare superconducting gap. At the critical concentration of magnetic impurities corresponding to \( \zeta = 1 \) the gap in the density of states closes but \( T_c \) remains finite; at larger concentrations one the superconductor becomes gapless. Subsequent extensions of this theory have included the effect of strong magnetic impurities. While a single strong magnetic impurity generates a bound intra-gap quasi-particle state and a local suppression of the BCS gap, a finite concentration of them leads to the formation of an intra-gap impurity band. As the concentration is further increased, the impurity band broadens, merging with the BCS continuum, and eventually resulting in a complete gap destruction.

For small impurity concentration corresponding to \( \zeta < 1 \), the Abrikosov-Gorkov theory predicts a vanishing density of states for \( |E| < E_g = \Delta (1 - \zeta^{2/3})^{3/2} \). This conclusion, however, neglects the effects of the impurity distribution fluctuations. One expects that such fluctuations smear the gap edge and lead to the exponential tails in the density of states extending down into the superconducting gap, similarly to the Lifshits tails in the density of states below the band edge of a disordered conductor.

As in the case of Lifshits tails one can visualize the the subgap states in a bulk sample as appearing locally in places where the impurity potential decreases the energy of the quasiparticle. Further, the main contribution to the states deep in the tail is dominated by the specific impurity potential that is called the optimal fluctuation. Historically, the first example of such optimal fluctuations in the context of superconductivity was found by Larkin and Ovchinnikov who considered the effects of the interaction constant inhomogeneity on the density of the subgap states. Recently, various mechanisms leading to such sub-gap states in superconductors containing magnetic impurities have been considered, both in lightly magnetically doped superconductors, in small superconducting grains, and in diffusive superconductors. We will concentrate on the latter case: dirty superconductors containing both magnetic and non-magnetic impurities, under the conditions \( \zeta \ll 1 \) and \( l \ll \xi \), where \( l \) is the mean free path relative to momentum scattering and \( \xi \) is the coherence length.

The subgap tails in this regime were recently considered by Lamacraft and Simons. Slightly above the gap the density of states predicted by Abrikosov and Gorkov is

\[
\nu = \frac{1}{\pi L d} \sqrt{\frac{E - E_g(\zeta)}{\Delta_g^3}}
\]

\[
\Delta_g^{-3/2} \simeq \pi \nu_0 L d \sqrt{\frac{2}{3\Delta}} \frac{1}{\zeta^{2/3}}
\]

where \( \nu_0 \) is the density of states per unit volume in the normal state, \( L \) is the sample size, and \( d \) the dimensionality of the system. Formulating the problem in terms of a supersymmetric Sigma model, Lamacraft and Simons obtained a density of states close but below the gap

\[
\frac{\langle n \rangle}{\nu_0} \propto \exp \left[ -\tilde{a}_d \left( \lambda_0 \frac{E}{L} \right)^d \left( \frac{E_g - E}{\Delta_g} \right)^{3/2} \right]
\]

\[
\lambda_0 = \left( \frac{\Delta}{E_g - E} \right)^{1/4}
\]

where \( \tilde{a}_d \approx 1 \) and is the linear size of the optimal fluctuation.

This result has a clear physical interpretation. In zero dimensions, the action is a universal function of the rescaled energy \( (E_g - E)/\Delta_g \), where \( \Delta_g \) can be interpreted as the effective level spacing in the right above the AG gap. This indicates that the gap fluctuations can be seen as Random Matrix-like fluctuations of the edge of a Wigner semicircle. Indeed, the zero dimensional result was previously conjectured on the basis of the universality hypothesis of Random Matrix Theory.

In a bulk system \( [d \neq 0] \), the subgap localized states giving the density of states Eq. (4) originate from particular configurations of normal and magnetic impurities favoring mesoscopic fluctuations of the gap edge. On the other hand, it is intuitively clear that another type of inhomogeneous fluctuations should also contribute to the sub-gap tails of the DOS: local fluctuations of the concentration \( n_{imp} \) of magnetic impurities dictated by their Poissonian statistics. A local increase of \( n_{imp} \), and therefore of the spin-scattering rate \( \zeta \), above its average value implies a local suppression of the AG gap, and as a result the formation of sub-gap localized quasi-particle states.

Below, we will show that the mechanism generating subgap states described above is complementary to universal mesoscopic gap fluctuations. This complementarity is particularly transparent in the peculiar zero dimensional limit, where the explicit form of the subgap tails depends on the way the statistics over disorder realizations is acquired. Indeed, if gap fluctuations are studied in a single sample, e.g varying the boundary conditions
through gate voltages, the rate $\zeta$ is constant, and the universal result of Lamacraft and Simons always applies. On the other hand, if one considers a large collection of the superconducting grains $\zeta$ is going to display sample to sample fluctuations. As shown below, depending on the system parameters, either the former or the latter effect is bigger.

While in the zero dimensional case one has the possibility to single out mesoscopic gap fluctuations by considering a single mesoscopic grain, in finite dimensional systems this is not possible. Since the analysis of Ref. [12] neglects large scale fluctuations of $\zeta$, limiting the scattering rate to be a constant independent on position, only a direct comparison of the resulting subgap tails can establish which of the two mechanisms gives the dominant contribution to the asymptotic subgap density of states.

In the following Sections, we shall study in detail the physics of the subgap states due to the fluctuations of the concentration of magnetic impurities, or, equivalently, of $\zeta$. We describe the dirty superconductor by the quasiclassical Usadel equations in which the spin-scattering rate $\zeta$ becomes a position dependent statistical quantity. The variable $\zeta$ inherits its statistics from the Poissonian distribution of magnetic impurities. In this framework, we find the optimal fluctuation of $\zeta$ by solving the associated variational problem and the resulting instanton equations, and discuss the deep analogies between the problem at hand and the Lifshits tails in disordered conductors. We then calculate the expression of the asymptotic subgap tails of the DOS, including gaussian prefactors, as a function of the distance from the gap edge

$$\delta \nu = \frac{(E_g - E)}{\Delta},$$

and of the average scattering rate $\zeta$, impurity concentration $n_{imp}$, and dimensionality $d$. For every dimensionality, we compare our results with the subgap tails due to mesoscopic gap fluctuations and establish the parameter that controls which of the two types of fluctuations dominated the physics of subgap states.

The results of our analysis may be summarized as follows. While the typical size of the optimal fluctuations associated to a local increase of $\zeta$ is given by Eq. [4], the subgap density of states originating from the $n_{imp}$ fluctuations is

$$\nu \propto \exp \left[ -a_d n_{imp}^{\frac{d}{2}} (\delta \nu)^{-d/4} \right]$$

$$= \exp \left[ -a_d \left( \frac{\lambda_0}{L} \right)^d \left( \frac{E_g - E}{\delta E_g} \right)^2 \right]$$

where $a_d$ is a constant, calculated below, $\delta E_g = \Delta^{d/3}/\sqrt{N}$, and $N = n_{imp} L^d$. A more detailed formula for the DOS is given by Eq. [5]. The effective dimensionality of the system is determined by comparing the linear size of the sample to the typical size of an optimal fluctuation $\lambda$, Eq. [6]. In particular, for $d = 0$ the parameter that determines whether the physics of tail states is dominated by mesoscopic fluctuations [Eq. [4]] or fluctuations of $\zeta$ [Eq. [6]] is the ratio

$$\beta = \frac{\Delta_g}{\delta E_g}$$

For $\beta \gg 1$ the asymptotics is dictated by Eq. [4], while for $\beta \ll 1$ the result of Eq. [6] applies. In higher dimensions, a detailed comparison is more involved. However it is interesting to notice that, apart from a numerical constant, the ratio of the actions relative to the two optimal fluctuations [see Eq. [4], and Eq. [6]] is independent of dimensionality.

### III. Subgap DOS Associated to Fluctuations of $\zeta$.

In this Section, we present the theory of the subgap density of states associated to fluctuations of the spin-scattering rate $\zeta$, starting with the simple zero dimensional case, and subsequently extending it to the case of finite dimensional systems.

#### A. Fluctuations of $\zeta$ in small grains.

We begin with the simpler zero dimensional case, the results in this subsection apply to the samples which are smaller than the size of the optimal fluctuation.

As explained in the previous section, the zero dimensional case is peculiar because the form of the subgap DOS depends on the whether statistics is acquired measuring the DOS in a single sample, e.g. varying the boundary conditions, or in a large collection of small grains. In the first case, the subgap tails are always dominated by mesoscopic Random Matrix-like gap fluctuations. In the following, we will analyze the case of a large collection of small grains, where both mesoscopic gap fluctuations and fluctuations of $\zeta$ contribute to the subgap tails.

For every value of the dimensionless spin-scattering rate $\zeta$, and slightly above the gap edge, the DOS in the Abrikosov-Gorkov approximation is given by

$$\nu = \frac{1}{\pi L^3} \sqrt{E - E_g(\zeta)}$$

$$\Delta_g^{-1/2} \simeq \pi \nu_0 L^3 \sqrt{\frac{2}{3\Delta}} \frac{1}{\zeta^{2/3}}.$$
the distance from the gap becomes of the order of the
At the same time, the action of Eq. (10) is of order 1 at energies below the gap corresponding
to the effective level spacing right above the AG gap edge,
introducing \( \delta \epsilon = (E_g(\zeta) - E)/\Delta \), we obtain
\[
\frac{\langle \nu \rangle}{v_0} \propto \int_{\zeta_1/3}^{+\infty} d(\delta \zeta) \sqrt{\delta \zeta - \zeta_1/3} \delta \epsilon \ e^{-\frac{\langle \delta \zeta \rangle^2}{2\eta_0} + \frac{\langle \delta \epsilon \rangle^2}{2\eta_0}},
\]
Here
\[
S = \frac{1}{2} \frac{N}{\zeta 4/3} (\delta \epsilon)^2 = \frac{1}{2} \left( \frac{E_g - E}{\delta E_g} \right)^2,
\]
is the action, assumed to be \( S \gg 1 \), and
\[
\delta E_g = \frac{\Delta^{2/3}}{\sqrt{N}},
\]
is the typical scale of gap fluctuations. The final result is
\[
\frac{\langle \nu \rangle}{v_0} \propto \frac{1}{(\delta \epsilon)^{3/2}} \exp \left[ -\frac{1}{2} \frac{N}{\zeta 4/3} (\delta \epsilon)^2 \right].
\]
Let us compare now these results to the asymptotic DOS resulting from mesoscopic fluctuations of the gap edge.\(^{12}\) These fluctuations are characterized by the action
\[
S_{SUSY} = \frac{4}{3} \left( \frac{E_g - E}{\Delta_g} \right)^{3/2}.
\]
As consequence of the universality of this result, this action is of order 1 at energies below the gap corresponding to the effective level spacing right above the AG gap edge, i.e.
\[
E_g - \omega \approx \Delta_g.
\]
At the same time, the action of Eq. (10) is of order one the distance from the gap becomes of the order of the typical gap fluctuations
\[
E_g - \omega \approx \delta E_g.
\]
It follows that the parameter that roughly determines which one of the two mechanisms dominates is
\[
\beta = \frac{\Delta_g}{\delta E_g}.
\]
For \( \beta \gg 1 \) the asymptotic tails are dominated by mesoscopic fluctuations and the result obtained in Ref. \(^{12}\) applies. In contrast, when \( \beta \ll 1 \) fluctuations of the impurity concentration dominate the physics, and Eq. (9) describe the asymptotic tails.

In more detail, if \( \beta \ll 1 \), as the energy \( E \) is decreased from \( E_g \) towards the Fermi level, beyond \( E_g - E \approx \Delta_g \) the mesoscopic gap fluctuations become exponentially rare. However, for \( \Delta_g < E_g - E < \delta E_g \) the system is still in the range of the typical gaussian fluctuations of \( E_g \) associated to fluctuations of \( \zeta \), which dominate the physics. As the energy is decreased further, both asymptotic result are applicable, and to determine which wins, one has to compare the actions. The direct comparison shows that in the range \( \delta E_g \ll E_g - E \ll \delta E_g/\beta^3 \) the density of states is dominated by the action associated to optimal fluctuations of \( \zeta \). At the crossover point \( E_g - E \approx \delta E_g/\beta^3 \), both actions are of the same order \( S \approx S_{SUSY} \approx 1/\beta^6 \gg 1 \) but typically at this point the density of states is negligible. For example, for \( \beta = 0.3 \), at the crossover \( S \approx 10^5 \), and \( \exp[-S] \) is practically zero. Therefore, we conclude that the simple rule to determine which mechanism dominates is to compare the typical gap fluctuations to the effective level spacing: the largest wins.

\[ \]

B. Bulk Optimal fluctuations.

In this section, we study the effect of spatial fluctuations of the spin-scattering rate in relation to subgap localized states. In particular, we will consider a dirty superconductor containing both normal and magnetic impurities, under the following conditions
\[
l \ll \xi \quad \zeta \ll 1 \quad \text{and} \quad n_{imp} \xi^d \gg 1,
\]
where \( l \) is the mean free paths relative to non-magnetic scattering, \( \xi \) is the coherence length, \( d \) is the dimensionality of the problem, and \( n_{imp} \) is the average concentration of magnetic impurities in the system. This set of conditions describe a disordered superconductor containing a relatively large number of weak magnetic impurities.

The condition \( l \ll \xi \) implies that the problem can be studied in the framework of the semiclassical approximation.\(^{26}\) In particular, parametrizing both the semiclassical Green’s function \( g(r, \epsilon) \) and anomalous Green’s function \( f(r, \epsilon) \) in terms of a phase \( \theta \) by
\[
g(r, \epsilon) = \cos[\theta(r, \epsilon)],
\]
\[
f(r, \epsilon) = i \sin[\theta(r, \epsilon)],
\]
one gets the Usadel equation\(^{27,28}\)
\[
\nabla^2 \theta(r) + i \epsilon \sin[\theta(r)] - \cos[\theta(r)] - \zeta \sin[\theta(r)] \cos[\theta(r)] = 0.
\]
Here the unit length is \( \xi = \sqrt{D/2\Delta} \), and \( D \) is the diffusion constant, and \( \epsilon = E/\Delta \).
In this section, we will study small deviations from the solutions of the uniform Usadel equation
\[(iε - \frac{ξ}{2} \cos(θ)) \sin(θ) - (1 + \frac{ξ}{2} \sin(θ)) \cos(θ) = 0.\] (16)

Let us derive a few well known properties of such solutions, corresponding to the Abrikosov-Gorkov mean field theory. Setting \(θ = -π/2 - i \arctan(υ)\), we have
\[
\sin(θ) = -\frac{1}{\sqrt{1 - υ^2}},
\]
\[
\cos(θ) = -i \frac{υ}{\sqrt{1 - υ^2}}.
\]

Therefore, the solution of Eq. (16) are all those \(υ\) such that
\[
ε = υ \left(1 - \frac{ξ}{2} \frac{1}{\sqrt{1 - υ^2}}\right).
\]

From this equation we obtain that the gap edge is at \(υ_0 = (1 - ξ^{2/3})^{1/2}\). In particular, the density of states per unit volume
\[
ν = ν_0 \text{Re}[\cos(θ)],
\]

is uniform and equal to zero for \(|ε| < υ_0\). At the gap edge the parameter \(υ\) is equal to \(υ_0 = (1 - ξ^{2/3})^{1/2}\). Correspondingly, one has the solution \(θ_{edge} = -π/2 - i \arctan(υ_0)\).

The Usadel equation is obtained neglecting large scale fluctuations of the impurity concentration. This assumption limits the scattering to be homogeneous in the appropriate long wavelength limit. On the other hand, in a realistic system the distribution of impurities is poissonian. This implies that the number of impurities in any finite volume element fluctuates, with a variance equal to the average.

Following this observation, we introduce an effective theory describing the fluctuations of the concentration of magnetic impurities on length scales of the order, or larger, than the coherence length. In terms of the Usadel equation \(Eq. (16)\) \(ζ\) becomes a position dependent random variable. As a consequence of the Poissonian statistics of the impurities, we have
\[
ζ(υ) = ζ + δζ(υ),
\]
\[
\langle δζ \rangle = 0,
\]
\[
\langle δζ(υ)δζ(υ')\rangle = \frac{ξ^2}{ν_{imp} ζ^2} δ(υ - υ'),
\]

where \(ζ\) is the average, uniform, dimensionless, spin-scattering rate, and \(ν\) is the dimensionality.

Let us look for solutions of Eq. (16) at energies slightly below the gap \((ε = υ_0 - δε)\) in the form
\[
θ(υ) = θ_{edge} - iδ(υ).
\]

Expanding Eq. (16) in \(δ, δe, \) and \(δζ,\) in the limit \(ζ ≪ 1\) one obtains
\[
\nabla^2 δ + \frac{3}{2} ν^{1/3} δ^2 = \frac{1}{ζ^{1/3}} \left(δe - \frac{1}{ζ^{1/3}} δζ\right).
\]

Rescaling again the length in units \(ν = ξ^{2/3}^{1/4}\), and defining \(ψ = (3/2) ξ^{2/3}^{1/2} φ,\) we recast Eq. (22) in the simpler form
\[
\nabla^2 ψ + ψ^2 = δe - f(υ),
\]

where
\[
f(υ) = \frac{δε}{ζ^{1/3}}.
\]

In particular,
\[
\langle f(υ)f(υ')\rangle = η δ(υ - υ'),
\]
\[
η = \left(\frac{ξ^{4/3}}{ν_{imp} δ^{3/2}} \left(\frac{3}{2}\right)^{d/4}\right).
\]

Let us look for solutions of Eq. (15) at energies slightly below the gap \((ε = υ_0 - δε)\) in the form
\[
δe = ε, \quad δζ = δζ(υ).
\]

Interestingly, this set of equations is analogous to the equations obtained by Larkin and Ovchinnikov \cite{Larkin1982}, in the context of the study of gap smearing in inhomogeneous superconductors.

Notice that the analytical properties of the quasi-classical Green’s functions impose some constraints on the solutions of these equations. Indeed, the DOS is
\[
ν(υ)/ν_0 = \text{Re}[\cos(θ)] \approx \sqrt{\frac{2}{3 ζ^{4/3}}} y(υ),
\]

where \(ν_0\) is the bare DOS per unit volume at the Fermi level. Therefore, we must have \(y(υ) > 0\).

Our aim is to evaluate the average DOS \(\langle ν(υ)\rangle/ν_0 = \sqrt{2/3} ζ^{4/3} \langle y(υ)\rangle\) at a distance \(δυ\) below the average gap. In particular,
\[
\langle y(υ)\rangle = \frac{\int D[f(υ)] y(υ, δe, f(υ)) e^{-\frac{1}{2} \int df(υ)^2} \int df(υ) e^{-\frac{1}{2} \int df(υ)^2}}{\int D[f(υ)] e^{-\frac{1}{2} \int df(υ)^2}}.
\]

For energies below, but not too close, to the average gap edge, the leading contribution to the DOS comes from exponentially rare fluctuations of \(f(υ)\), describing a local increase of the impurity concentration, and therefore a local suppression of the gap below its average value. In particular, we have to find the optimal fluctuation of \(f(υ)\), i.e. the configuration of \(f(υ)\) associated to the dominant contribution to \(\langle ν(υ)\rangle\).

In order to be characterized by a finite action, an optimal fluctuation has to be such that \(f(υ) → 0\) as \(r = |υ| → ∞\). The asymptotic behavior of any solution of Eqs. (26, 27) with \(f(υ)\) describing an optimal fluctuation is therefore
\[
y(υ) → 0 \quad \text{as} \quad r → +∞,
\]
\[
x(υ) → \sqrt{δe} \quad \text{as} \quad r → +∞.
\]
Using Eq. (26), the second condition implies
\[
\frac{\nabla^2 y}{2y} \to \sqrt{\delta \epsilon} \text{ as } r \to +\infty. \tag{31}
\]
Since the system is diffusive, and scattering is isotropic, it is natural to assume a spherically symmetric optimal fluctuation, its scale being \( \lambda \), i.e. \( f(r) = f \left( \frac{r}{\lambda} \right) \).

Then \( y(r) = y(r/\lambda) \) which implies
\[
\frac{\nabla^2 y}{2y} = 1/\lambda^2 \frac{\nabla^2 (r/\lambda)^2 y}{2y}.
\]

Thus Eq. (31) implies \( \lambda \propto (\delta \epsilon)^{-1/4} \).

The problem above has many analogies to the problem of localized states in the Lifshits tails of a disordered system \cite{21,22,23} [see Appendix A]. The analogy becomes clear if we substitute \( V(r) = x - \sqrt{\delta \epsilon} \) and rewrite Eq. (26) as
\[
\left[ \frac{1}{2} \nabla^2 + V(r) \right] y(r) = -\sqrt{\delta \epsilon} y(r), \tag{32}
\]
\( V(r) \to 0 \text{ as } r \to +\infty. \)

As in the Lifshits tails problem, we are essentially looking for a potential well \( V(r) \) that admits a ground state at energy \(-\sqrt{\delta \epsilon} \). A ground state condition is important because the nodes in the "wave function" \( y(r) \) are not consistent with the analytical properties of the quasi-classical Green’s functions. Despite the close analogy, it is important to notice two differences with the Lifshits tails problem: (i) our wave function \( y(r) \) is a component of the Usadel phase directly proportional to the DOS, and (ii) the statistical weight of the potential in the standard Lifshits tails problem is \( S \propto \int dr \left( V(r) \right)^2 \) while here it is
\[
S = \frac{1}{2\eta} \int dr \left( f(r) \right)^2 = \frac{1}{2\eta} \int dr \left( y^2 + \nabla^2 V - V^2 - 2\sqrt{\delta \epsilon} V \right)^2, \tag{33}
\]
where we used Eq. (26) to express \( f(r) \) in terms of \( V(r) \) and \( y \).

With the exponential accuracy one can neglect the \( y^2 \) term in Eq. (33) because the integration over the fluctuations near the saddle point characterized by Eq. (26) leads to a non-zero contribution to the density of states Eq. (25) [see Appendix B]. To find the parametric dependence of the action, we note that the Schrödinger equation Eq. (26) implies that the optimal fluctuation has a scale \( \lambda \propto (\delta \epsilon)^{-1/4} \) and an amplitude \( V_0(r) \propto -\sqrt{\delta \epsilon} \).

Writing \( V = \sqrt{\delta \epsilon} v(r/\lambda) \) we get
\[
S \approx \frac{1}{2\eta} \int dr \left( \nabla^2 V - V^2 - 2\sqrt{\delta \epsilon} V \right)^2 = \frac{1}{2\eta} (\delta \epsilon)^{2-d/4} \int d(r/\lambda) \left( \nabla^2 v - v^2 - 2v \right)^2 = \text{const} \frac{\text{limps}}{\xi^{4/3}} (\delta \epsilon)^{2-d/4}, \tag{34}
\]
where \( \eta \) is given by Eq. (24).

We now find the exact shape of the optimal fluctuation and the resulting numerical constant in Eq. (34) from the Euler-Lagrange equations. We have to look for a the most probable \( f(r) \) which when inserted in Eq. (26, 20), produces a solution \( y(r) \), positive everywhere, and such that \( \nabla^2 y/(2y) \to \sqrt{\delta \epsilon} \) at infinity. This general strategy can be applied to the classical problem of Lifshits tails, as explained in Appendix A.

Expressing \( f(r) \) in terms of \( x \) and \( y \), we get the dimensionless action
\[
S = \frac{1}{2\eta} \int dx \left( \nabla^2 x - x^2 + \delta \epsilon \right)^2, \tag{35}
\]
\( x = \frac{\nabla^2 y}{2y}, \tag{36}\)
where \( d \) is the dimensionality. This action admits a trivial stationary point corresponding to zero action or \( f(r) = 0 \) in Eqs (26, 20) characterized by
\[
x'' + \frac{d-1}{r} x' - x^2 + \delta \epsilon = 0, \tag{37}
\]
where the prime indicates the derivative with respect to \( r \). It is possible to show that this equation admits instanton solutions. However, these solutions have either \( y(r) = 0 \) at every point in space, or \( y(r) < 0 \) somewhere. The analytic properties of quasi-classical Green’s functions indicate that the latter solutions are not allowed. On the other hand, the solutions with \( y(r) = 0 \) do not contribute to the DOS in the present approximation scheme. However, these solutions become meaningful in the Sigma model approach to this problem; there they describe the saddle point corresponding to mesoscopic fluctuations generating subgap states \cite{12,13,14}.

Let us now find the equations associated with the nontrivial saddle points. In spherical coordinates, the Euler-Lagrange equation corresponding to the action, Eq. (35), is
\[
\partial_r \left( r^{d-1} A \right) - (d - 1) \partial_r \left( r^{d-2} A \right) - 2x r^{d-1} A = 0, \tag{38}
\]
\( A[x, x', x'', r] = x'' + \frac{d-1}{r} x' - x^2 + \delta \epsilon. \tag{39} \)

The problem of finding the instanton solutions of this equation describing the optimal fluctuations is considerably simplified by the observation that, in all dimensions \( d = 1, 2, 3 \), the solutions of
\[
A[x, x', x'', r] = \frac{2 x'}{r}, \tag{40}
\]
are also solutions of Eq. (35). Therefore, the nontrivial saddle points are described by the system
\[
x'' + \frac{d-3}{r} x' - x^2 + \delta \epsilon = 0, \tag{41}
\]
\( y'' + \frac{d-1}{r} y' = x y. \tag{42} \)
It is interesting to notice that the equation above for the variable \( x(r) \) coincides with the equation describing the trivial saddle point, Eq. (40) in \( d - 2 \) dimensions. In three dimensions we get

\[
x_0 = \sqrt{\delta c} \left( 1 - 3 \left( \text{sech} \left[ r/\lambda \right] \right)^2 \right),
\]

\[
y_0 \propto \frac{1}{r/\lambda} \tanh \left[ r/\lambda \right] \left( \text{sech} \left[ r/\lambda \right] \right)^2,
\]

\[
\lambda = \left( \frac{\delta c}{4} \right)^{-1/4}.
\]

The optimal fluctuation of the dimensionless spin-flip scattering rate can be then evaluated using

\[
f_0(r) = \delta c - \left( \frac{\nabla^2 y_0}{2y_0} \right)^2 + \nabla^2 \left( \frac{\nabla^2 y_0}{2y_0} \right)
\]

Thus, in three dimensions, the action at the nontrivial saddle point is

\[
S = \frac{4\pi}{2\eta} \left( \frac{\delta c}{4} \right)^{5/4} \frac{384}{5}
\approx 63 \left[ \frac{n_{imp}}{\xi^d} \right] \delta c^{5/4}.
\]

In one and two dimensions the solution of Eq. (41) is not so straightforward. In order to estimate the action of the optimal fluctuation, we had to minimize the action \( S \) in terms of a variational ansatz \( y_{a,b}(r) \) depending on two free parameters. The asymptotic form of any variational ansatz \( y_{a,b}(r) \) must be

\[
y(r) \to \frac{e^{2r/\lambda}}{\sqrt{r/\lambda}} \quad (d = 2)
\]

\[
y(r) \to e^{2r/\lambda} \quad (d = 1)
\]

in order to obtain to a finite action. The result of this calculation is

\[
S \approx 14 \left[ \frac{n_{imp}}{\xi^d} \right] \delta c^{3/2} \quad (d = 2)
\]

\[
S \approx 2.8 \left[ \frac{n_{imp}}{\xi^d} \right] \delta c^{7/4} \quad (d = 1)
\]

Clearly \( \langle y(r) \rangle \propto \exp[-S] \). This equality must be supplemented by the calculation of the prefactor, i.e. gaussian fluctuations, using the standard technique due to Zittarz and Langer. This calculation is reported in some detail in Appendix.B. The result is

\[
\frac{\langle \nu \rangle}{\nu_0} \approx \tilde{b}_d \sqrt{\frac{n_{imp}}{\xi^d}} \delta c^{\alpha_d} \exp \left[ -\tilde{a}_d \frac{n_{imp}}{\xi^d} \delta c^{2-d/4} \right]
\]

where the exponent is \( \alpha_d = 1/8(d(10 - d) - 12) \). The values of the numerical coefficient of the action \( \tilde{a}_d \), as well as the estimated value of the numerical constants \( \tilde{b}_d \) according to the calculation reported in Appendix.B, are summarized in the following table

| dimensions | \( \tilde{a}_d \) | \( \tilde{b}_d \) |
|------------|----------------|---------------|
| 1          | 2.8            | 0.0007        |
| 2          | 14             | 0.0006        |
| 3          | 63             | 0.2           |

First of all, the result of Eq. (51) is asymptotic, and requires \( S \gg 1 \). This condition translates into \( \delta c \gg \delta c_0 \), where

\[
\delta c_d = \left[ \frac{1}{\tilde{a}_d} \frac{\zeta^{4/3}}{n_{imp}^{4/3}} \right]^{1/4}
\]

Since we assumed \( \zeta \ll 1 \), \( n_{imp}^{4/3} \gg 1 \), one has \( \delta c_0 \ll 1 \). As expected, the final result given by (51) crosses over to the result of the zero dimensional calculation performed in Sec. IIIA in the limit \( d \to 0 \). The relation between the \( d \neq 0 \) and \( d = 0 \) results becomes simpler when we rewrite Eq. (51) as

\[
\frac{\langle \nu \rangle}{\nu_0} \propto \exp \left[ -\tilde{a}_d \frac{\delta c_0}{\lambda} \right] \left( \frac{E_g - E_f}{\delta E_g} \right)^{2d}
\]

where \( \lambda_0 = \xi / (\delta c)^{1/4} \) [see Eq. (15)]. Though this way of writing the result makes the \( d \to 0 \) limit transparent, it should be kept in mind that the action in finite dimensional systems does not depend on the sample size \( L \) but only on intensive quantities.

Let us now compare the asymptotic tails resulting from fluctuations of \( \zeta \), Eq. (51), with those associated to mesoscopic gap fluctuations. The latter give an asymptotic DOS

\[
\frac{\langle \nu \rangle}{\nu_0} \propto \exp \left[ -S_{\text{SUSY}} \right],
\]

\[
S_{\text{SUSY}} = a_d \left( \frac{4\pi \nu_0 \lambda_0^{d}}{\xi^{2/3}} \right) (\delta c)^{3/2 - d/4},
\]

where \( a_d \) is a numerical constant. In one dimension it is given by \( a_1 \approx 8^4 \sqrt{24} / 5 \approx 4000 \). Introducing \( \lambda_0 = \xi / (\delta c)^{1/4} \), one may write

\[
S_{\text{SUSY}} \approx a_d \left( \frac{\lambda_0}{\lambda} \right)^d \left( \frac{E_g - E_f}{\Delta_g} \right)^{3/2},
\]

with \( \Delta_g \) given by Eq. (8). From this equation we conclude that the ratio between this action and the action of the optimal fluctuations of \( \zeta \) [Eq. (53)] is independent on dimensionality (apart from a numerical prefactor). This is a direct consequence of the fact that the typical linear sizes of the optimal fluctuations associated to the two mechanisms are identical.

In order to establish which fluctuation dominates the physics of the subgap tails, we first notice that \( S_{\text{SUSY}} \) is of order of unity at \( \delta c \approx \delta c_0 \), where

\[
\delta c_d' = \left( \frac{1}{a_d} \frac{\xi^{3/4}}{4\pi \nu_0 \Delta g} \right)^{1/4}.
\]
Therefore, in a finite dimensional system, the parameter that determines which one of the two mechanisms dominates is
\[
\beta_d \equiv \frac{\delta \epsilon'_d}{\delta \epsilon_d}.
\] (55)

As in the zero dimensional case, when \( \beta_d \gg 1 \) the subgap tails are dominated by mesoscopic gap fluctuations, and the asymptotics of the subgap tails is described by Eq. (34). In contrast, when \( \beta_d \ll 1 \) the physics is dominated by the fluctuations of the concentration of magnetic impurities, and Eq. (31) applies. More precisely, as the energy is lowered from the gap edge, i.e. as \( \delta \epsilon \) increases, first the asymptotic result relative to mesoscopic gap fluctuations starts being applicable beyond \( \delta \epsilon \approx \delta \epsilon'_d \). However, for \( \delta \epsilon'_d < \delta \epsilon < \delta \epsilon_d \) the system is within the range of typical fluctuations of \( \zeta \), which dominate over the exponential tails associated to mesoscopic gap fluctuations. Increasing \( \delta \epsilon \) beyond \( \delta \epsilon_d \) both asymptotic results are applicable and the two actions should be compared. In particular,
\[
\frac{S}{S_{\text{SUSY}}} = \frac{(\delta \epsilon'_d)^{\delta \epsilon_d}}{(\delta \epsilon_d)^{\delta \epsilon'_d}} \delta \epsilon^{1/2},
\]

implying that for
\[
\delta \epsilon_d \ll \delta \epsilon \ll \delta \epsilon \left( \frac{1}{\beta_d} \right)^{\delta \epsilon_d/\delta \epsilon'_d},
\]
the asymptotic tails are dominated by fluctuations of \( \zeta \). At the crossover, i.e. \( \delta \epsilon \approx (\delta \epsilon_d)^{\delta \epsilon_d/\delta \epsilon'_d} / (\delta \epsilon'_d)^{\delta \epsilon_d/\delta \epsilon'_d} \), both actions are
\[
S \simeq S_{\text{SUSY}} \simeq \left( \frac{1}{\beta_d} \right)^{\delta \epsilon_d/\delta \epsilon'_d} \gg 1.
\]

This implies that, at the crossover, the density of states is already negligible. For example, for \( d = 2 \) and at the crossover point, \( S \approx (1/\beta_d)^3 \). Taking, \( \beta_d = 0.1 \), one obtains at the crossover \( S \approx 10^3 \), implying that \( \exp(-S) \) is practically zero.

**IV. SHALLOW QUASIPARTICLE TRAPS IN SUPERCONDUCTING QUBITS.**

In the previous sections we found that a low concentration of the paramagnetic impurities lead to a small but finite density of the localized subgap quasiparticle states. In this section, we discuss the effect of these states on small superconducting devices, especially the ones proposed for quantum computation. Because the density of these localized states is always very low, they do not affect much the macroscopic properties such as specific heat or Josephson current of big junctions. However, even a small number of quasiparticles trapped in these states might affect the long time phase coherence in the Cooper pair boxes or flux qubits, so we shall focus on such devices here.

The building blocks of these circuits are typically Al – Al₂O₃ – Al or Nb – Al₂O₃ – Nb Josephson junctions. When quasiparticles are generated, say, during the readout process, most of them quickly recombine and disappear in the condensate. In order to eliminate the remaining quasiparticles, superconducting circuits incorporate normal metal leads acting as quasiparticle traps. At low temperatures, these leads can be viewed as the sinks for all the quasiparticles that may diffuse to them. However, a quasiparticle localized within a superconducting electrode cannot diffuse to the quasiparticle traps; instead it remains localized inside the superconducting circuit and represents an active degree of freedom that may contribute to decoherence in subsequent operations of the qubit [see Fig. 1].

We begin with the estimate of the number of localized states in a typical experimental setup. We focus on aluminum based qubits. The typical parameters for aluminum are \( \Delta = 200 \mu \text{eV}, D = 50 \text{cm}^2/\text{s}, \nu_F = 2 \times 10^8 \text{cm/s}, \) and \( \nu_0 \approx 1.5 \times 10^{22} \text{cm}^{-3} \text{eV}^{-1} \). This implies that the coherence length is \( \xi \approx 0.1 \mu \text{m} \), while the mean free path is \( l = 0.01 \mu \text{m} \ll \xi \). Therefore, the system is diffusive, and the first condition for the applicability of the results obtained in previous sections is satisfied [see Eq. (12)]. Further, because the thickness of the samples is about or less than the coherence length,
they are effectively two dimensional.

The strength of the spin-flip scattering and the number of paramagnetic impurities is more difficult to estimate reliably. The problem is that for a typical sample of thickness $l \approx 0.1\mu m$ surface scattering is rather important and it is very likely that there it contains a significant spin-flip contribution. Indeed, the surface of the Al devices is covered by a thin layer of glassy $Al_2O_3$. A typical glass has a concentration of $n_{Al}_2O_3 \sim 10^7 - 10^8\mu m^{-3}$ of two level systems which are usually attributed to the trapped electron $\Gamma_{s}.\$ This translates into a surface density of $10^3 - 10^4\mu m^{-2}$ free spins in the boundary layer of $Al_2O_3$ that interact with the electrons in the metal or into the effective density $10^4 - 10^5\mu m^{-3}$ per unit volume of the device. Because this estimate counts only the spins associated with the two level systems in a glass, we expect that the actual number is somewhat bigger. On the other hand, assuming that the strength of the spin-spin interaction $J \approx 0.1\ eV$ and its range $r \approx 4\ A$ we get that the volume density $n_{s} \sim 10^5\mu m^{-3}$ leads to a spin-scattering time of $\tau_s \approx 10^{-8}\ s$ which is the lower bound given by the weak localization magnetoresistance data. Thus, we believe that the realistic estimate for the effective density of the paramagnetic impurities in the wires of the $0.1\mu m$ thickness is about $n_{s} \sim 10^5\mu m^{-3}$.

For this value of the the parameter $\beta$ [see Eq. (58)] is very small: $\beta_2 \approx 10^{-5} \ll 1$. Therefore, the asymptotics described by Eq. (61) applies. Using now Eq. (61) for the density of states we estimate the total number of the localized states per unit area in these conditions: $\rho \sim 1 - 10\ \mu m^{-3}$. This means that for the large junctions of the area $A \approx 10 \times 10\ \mu m^2$, one gets about $N_{sub} \approx 10^2 - 10^3$ localized states on each superconducting electrode. The length scale associated to these states is about $1\mu m$. With the parameters above, we expect these localized states to be very shallow, typically 0.01 $\mu eV$ below the gap edge. This energy scale is two orders of magnitude smaller than the typical temperature in qubit experiments, $T \approx 10\ mK \approx 1\ \mu eV/k_B$. This implies that if a non-equilibrium quasiparticle generated in the duty cycle of the qubit gets trapped into one of these localized states, it will eventually absorb a phonon, get excited above the mobility edge, and diffuse out of the sample. However, at such low temperatures, the time scale $\tau_{tr}$ associated to these phonon-assisted detrapping processes is very long, $\tau_{tr} \approx 100s$ [35, 36]. At the same time, in a superconducting qubit composed of large junctions of area $10 \times 10\ \mu m^2$ and operating at a frequency $f = 10\ GHz$ the qubit relaxation rate associated to the coupling between the phase degrees of freedom and a single localized quasiparticle is $\Gamma_{qp} \approx 10^3\ Hz$ [see Appendix C]. Therefore, the presence of $10^2 - 10^3$ localized quasiparticles interacting with the phase degrees of freedom across the junction is expected to limit the quality factor to be $Q = \nu_0/\Gamma_{qp} \approx 10^4 - 10^5$. It is important to mention that for smaller systems, e.g. of area $A \approx 1 \times 1\ \mu m^2$, the probability of having a single localized subgap state of area considerably smaller than $A$ is negligible. The subgap tails are effectively zero dimensional and the tail states extend to the whole system. So, an electron trapped in such state can always escape to the lead through the Josephson contact.

V. CONCLUSIONS.

We have shown that in a diffusive superconductor containing magnetic impurities at small concentrations [$\zeta < 1$], the subgap tails of the DOS have two distinct contributions, one due to the universal mesoscopic gap fluctuations, the second resulting from inhomogeneous fluctuations of the spin scattering time $\zeta$.

We calculated the contribution to the density of states due to the fluctuations of $\zeta$ [see Eq. (9) for $d = 0$ and Eq. (51) for $d > 0$] and established, through a direct comparison of the results, the parameter that controls which of the two mechanisms dominates the physics of subgap states [see Eq. (11)]. The two mechanism are related by dimensional reduction, both at the level of instanton equations and in the dependence of the actions on $\delta \zeta$. The deep reason behind the occurrence of dimensional reduction in this context is presently unclear, and requires further study.

On the theoretical side, we believe that the mechanism generating subgap localized states studied in this work is not limited to the dirty superconductors containing paramagnetic impurities. For example, our study is clearly related to the study of inhomogeneous superconductors performed in a seminal paper by Larkin and Ovchinnikov, Ref. [24]. In particular, in three dimensions they obtained result similar to (61). It is interesting to notice that a recent solution of the same problem by the replica Sigma model approach [32] gave the same asymptotic behavior as the mesoscopic gap fluctuations [Eq. (11)]. The source of this discrepancy was previously attributed to the impossibility to construct in the present context a Lifshits argument [32] that was used in the estimate of the action of the optimal fluctuation in Ref. [24]. In contrast, we have argued that both results correctly describe two different physical effects that work in parallel: mesoscopic Random-Matrix like gap fluctuations [29] and long wavelength fluctuations of the coarse grained gap [28]. In analogy with the present study, a direct comparison of the two resulting actions determines which mechanism dominates the asymptotics of the density of states.

Finally, we applied the theoretical results summarized above to estimate the effects of a weak concentration of magnetic impurities [$\approx 1\ ppm$, corresponding to $\zeta \approx 10^{-4}$] in Aluminum-based Qubits and Josephson-junction arrays [see Fig. (1)]. Our estimates indicate that the presence of a small concentration of magnetic impurities is mostly relevant for large qubits, designed around the $10\ \mu m$ scale. Under the conditions above, Cooper pair boxes of the size $10 \times 10 \times 0.1\ \mu m^3$ are expected to have an average of $\approx 10^2 - 10^3$ two dimensional subgap
localized states per electrode. At a base temperature of 10 mK, the lifetime of a non-equilibrium quasiparticle localized in one of such states is expected to be as long as 100s. We estimate that this would limit that quality factor of the qubit operating at the frequency $f = 10\text{GHz}$ by $Q \approx 10^4 - 10^5$.
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APPENDIX A: ANALOGIES TO THE PROBLEM OF BAND TAILS IN DISORDERED CONDUCTORS.

In the following, we illustrate how the variational reasoning employed in the main text works in the context of the problem of Lifshits tails, and how the exact solution in one dimension for the leading exponential dependence of the DOS tails relative to this problem is recovered.

Consider the Schrödinger equation

$$\left[-\frac{\nabla^2}{2} + V(r)\right] y(r) = -E\ y(r), \quad (A1)$$

where $V(r)$ is a white noise potential

$$\langle V(r)V(r')\rangle = \gamma\ \delta(r-r'). \quad (A2)$$

Well below the band edge ($E = 0$), the leading contribution to the DOS associated to Eq. (A1) comes from rare local fluctuations of $V(r)$ able to generate bound states. In order to find the leading exponential dependence of the average DOS as a function of energy, we have to find the most probable potential $V(r \mid E)$ admitting a bound state at energy $-E$, i.e the optimal fluctuation. The average DOS is then

$$\langle \rho \rangle \propto e^{-S},$$

$$S = \frac{1}{2\gamma} \int dr\ (V(r \mid E))^2. \quad (A3)$$

Let us now look for a ground state at energy $-E$, i.e. assume that the wave function $y(r)$ does not have nodes [and can therefore be chosen to be positive]. For every given $y(r)$, we can use the Schrödinger equation to obtain

$$V(r) = \frac{\nabla^2 y}{2y} - E. \quad (A4)$$

This equation specifies for every positive, non-vanishing, and smooth $y(r)$, the potential well $V(r)$ that admits it as a ground state of energy $-E$. Notice that $y(r)$ must tend to 0 as $|r| \to +\infty$. The same is true for $V(r)$, otherwise its action would be infinite. Thus

$$\frac{\nabla^2 y}{2y} \to E \quad \text{as} \quad |r| \to +\infty. \quad (A5)$$

Consider now the functional

$$I[V(r)] = \int dr\ (V(r))^2. \quad (A6)$$

Let use Eq. (A4) to rewrite this functional as a functional of $y(r)$. One obtains

$$I[y(r)] = \int dr\ \left(\frac{\nabla^2 y}{2y} - E\right)^2. \quad (A7)$$

The problem of finding the most probable $V(r)$ admitting a ground state at energy $-E$ is now reduce to the problem of finding the stationary points of $I[y(r)]$. Since the argument of the integral is squared, one might be tempted to find the most obvious stationary point by setting

$$\frac{\nabla^2 y}{2y} - E = 0. \quad (A8)$$

This procedure is obviously incorrect, since it corresponds to the search a bound state in a flat potential landscape $V(r) = 0$. In mathematical terms, Eq. (A8) does not admit nontrivial solutions satisfying the appropriate boundary conditions introduced above.

Therefore, let us go back to Eq. (A7) and find the nontrivial saddle points. This program can be definitely completed in one dimension. First of all set

$$f(r) = \frac{\dot{y}}{y} \quad (A9)$$

Obviously,

$$\frac{\ddot{y}}{y} = f + f^2 \quad (A10)$$

Let us now rewrite the functional in Eq. (A7) in terms of $f(r)$. We obtain

$$I[f(r)] = \frac{1}{2} \int dr\ \left(f + f^2 - 2E\right)^2 \quad (A11)$$

Using the Euler-Lagrange equation, one may show that the nontrivial saddle point is given by the solution of

$$\dot{f} - 2f^3 + 4\ E\ f = 0 \quad (A12)$$

This equation describes the motion in an inverted double well potential with maxima at $f_{\pm} = \pm\sqrt{2E}$. The corresponding instanton is a trajectory going from $f_+$ to $f_-$. Integrating this equation one obtains

$$f(r) = -\sqrt{2E}\ \tanh(\sqrt{2E}r) \quad (A13)$$
Correspondingly we find
\[ y_0(r) \propto \text{sech}(\sqrt{2Ex}) \] \hspace{1cm} (A14)

Finally let us evaluate the action corresponding to the potential relative to \( y_0(r) \). We have to calculate \( S = 1/(2\gamma)\int[y_0(r)] \). Inserting the expression for \( y_0 \) and evaluating the integral one obtains
\[ S = \frac{2}{3\gamma} (2E)^{3/2} \] \hspace{1cm} (A15)

This is corresponds to the action obtained by Halperin in its exact solution of the 1d problem, Ref. [21].

**APPENDIX B: GAUSSIAN FLUCTUATIONS.**

In this appendix we outline the calculation of the full expression of the subgap tails of the DOS, including gaussian fluctuations.

For every function \( f(r) \), we select the center of the \( r' \) of the optimal fluctuation in such a way as to minimize the functional
\[ D(f | r') = \int dr \left[ f(r) - f_0(r - r') \right]. \] \hspace{1cm} (B1)

Of all the solutions, we select the \( r' \) closest to \( r \), the point at which the DOS is evaluated. Subsequently, the function \( f(r) \) is expanded in an complete set
\[ f(r) = \sum_n \xi_n \phi_n(r), \] \hspace{1cm} (B2)

where the first \( d+1 \) functions of the expansion are selected according to
\[ \phi_0(r) = a f_0(r - r'), \] \hspace{1cm} (B3)
\[ \phi_1(r) = b \nabla f_0(r - r'). \] \hspace{1cm} (B4)

Here the constant \( a \) and \( b \) are given by
\[ a = \sqrt{\int dr (f_0(r))^2}, \] \hspace{1cm} (B5)
\[ b = \left[ \frac{1}{d} \int dr (\nabla f_0(r))^2 \right]^{-1/2}. \] \hspace{1cm} (B6)

Having in mind this expansion, we write
\[ \langle y(r) \rangle = \langle \int dr'' y(f(r))\delta(r'' - r') \rangle \]
\[ = \langle \int dr'' y(f(r))\delta(\nabla D(f | r'')) | \det \nabla D | \rangle. \] \hspace{1cm} (B7)

where \( \sigma \) is a region of space containing at most a single optimal fluctuation, \( y(f(r)) \) the appropriate solution of Eq. (25)-(26) relative to \( f(r) \), and in the last line we operated a change of variables from \( r'' \) to \( D \).

Using Eq. (B1) - (B2) we can estimate
\[ \nabla D = \frac{2\xi_1}{b}, \] \hspace{1cm} (B8)
\[ | \det \nabla D | \approx \frac{2^d}{b^d}. \] \hspace{1cm} (B9)

At the same time, while to lowest order \( y(f(r)) \propto y_0(r - r') \), the coefficient of proportionality is set by fluctuations of \( f \) around \( f_0 \). Using Eq. (25), Eq. (26), together with Eq. (B2), one obtains
\[ y(f(r)) \approx A y_0(r), \] \hspace{1cm} (B10)
\[ A = \sqrt{\int dr \phi_0(r) |y_0(r)|^2}. \] \hspace{1cm} (B11)

Now using the results above, it is easy to evaluate
\[ \langle y \rangle \approx \frac{1}{b^d} \langle \int dr'' y(f(r))\delta(\xi_1) \rangle \]
\[ = \frac{1}{(2\pi\eta)^{3/2} b^d} \int dr'' \frac{\xi_0}{(2\pi\eta)^{1/2}} A y_0 e^{-\frac{\xi_0^2}{2\eta}} \]
\[ = \frac{I_0}{(2\pi\eta)^2} \int_{a-1}^{+\infty} d\xi_0 \sqrt{\xi_0 - a} - e^{-\frac{\xi_0^2}{2\eta}}, \] \hspace{1cm} (B12)

where
\[ I_0 = \int dr y_0(r) \sqrt{\int dr \phi_0(r) |y_0(r)|^2} \] \hspace{1cm} (B13)

The last object we have to evaluate is the integral describing the contribution to the DOS due to gaussian fluctuations of the height of the optimal fluctuation, i.e.
\[ I = \int_{a-1}^{+\infty} d\xi_0 \sqrt{\xi_0 - a} - e^{-\frac{\xi_0^2}{2\eta}} \]
\[ = \eta^{3/4} / 3(2) \exp[-S/2] D_{-3/4}(\sqrt{2}S) \]
\[ \simeq \eta^{3/4} / 3(2) \left( \frac{1}{2S} \right)^{3/4} e^{-S} \] \hspace{1cm} (B14)

where \( S \) is the action at the saddle point calculated before, \( D_{-3/4} \) is a parabolic cylinder function, and the last line is the lowest order asymptotic expansion for \( S \gg 1 \).

Using now Eq. (B12) - (B13) - (B14), and Eq. (27) one obtains the final result Eq. (51).

**APPENDIX C: ESTIMATE OF THE QUBIT RELAXATION RATE**

In this Appendix, we estimate roughly the Qubit relaxation rate due to the interaction between a single localized quasiparticle and the phase across the Josephson junction. In the following, we will have in mind large Josephson junctions of area \( A \approx 10 \times 10 \mu m \) [see Fig. (1)].
with electrodes of thickness \( l_z \approx 0.1 \mu m \), operating at a linear frequency of \( f = 10 \) GHz, corresponding to a circular frequency of \( \omega_0 \approx 6 \times 10^{10} \) s\(^{-1}\).

Let us consider the phase \( \varphi \) across the junction evolving in time according to \( \varphi(t) = \cos(\omega_0 t) \). Correspondingly, the voltage \( V \) across the junction will evolve as \( V(t) = \hbar/2e \varphi \). For typical junctions, having oxide layers of thickness \( \approx 10 \) Å, the potential drop is located mostly in a thin layer of width \( d \approx 1 \) Å within the superconducting electrodes. The rate at which a quasiparticle localized on a region of linear size \( \lambda \approx 1 \) µm is excited due its interaction with this time dependent potential, can be estimated as

\[
\Gamma_{qp} \approx \frac{2\pi}{\hbar} \sum_f \int dr \psi_i(r) eV(r) \psi_f^*(r) \left| \delta(\epsilon_f - \epsilon_i - \hbar \omega_0) \right|^2,
\]

(C1)

where \( \psi_i, f \) and \( \epsilon_i, f \) are the wave functions and energies of the initial and final state respectively. Using the fact that the interaction is mostly concentrated close to the surface \( S \) of the electrode, we can write

\[
\Gamma_{qp} \approx \frac{\pi}{2\hbar}(\hbar \omega_0)^2 \left( \frac{d}{l_z} \right)^2 \gamma(\omega_0),
\]

(C2)

where

\[
\gamma \approx l_z^2 \sum_f \int_S dr \psi_i(r) \psi_f^*(r) \left| \left[ G_0^{- \frac{1}{2}} \left( \frac{\lambda_F}{\hbar} \right) \right] \frac{l_z^2}{\hbar D} \right| \left( \nu_0^2 \lambda^2 l_z^2 \right) \left( \frac{\lambda_F}{\hbar} \right)^2 \left( \frac{\hbar^2}{\lambda} \right) \left( \frac{\hbar}{\nu_0} \right)\left( \frac{\hbar}{\nu_0} \right),
\]

(C3)

Since the support of the wave function of the initial state is concentrated on an area \( A \approx \lambda \times \lambda \approx 1 \times 1 \) µm\(^2\), \( \gamma \) can be roughly estimated having in mind a three dimensional diffusive quantum dot of dimensions \( \lambda \times \lambda \times l_z \) as

\[
\gamma \approx \frac{l_z}{4\pi^2 \nu_0 \lambda^2} \int_S dr dr' \left| G(r, r', \epsilon) \right| \left| G(r', r, \epsilon + \hbar \omega_0) \right|.
\]

(C4)

where \( \nu_0 \) is the DOS per unit volume, and

\[
|G|_\epsilon = -i(G^a - G^c),
\]

(C5)

\( G^{a,c} \) being the QD’s retarded/advanced Green’s functions.

Performing a disorder averaged\(^{22} \) on Eq.(C4), one arrives at

\[
\Gamma_{qp} \approx \hbar \omega_0^2 \left( \frac{d}{l_z} \right)^2 \left( \frac{\lambda_F}{\hbar} \right)^2 \left( \frac{\hbar^2}{\lambda} \right) \left( \frac{\hbar}{\nu_0} \right)\left( \frac{\hbar}{\nu_0} \right),
\]

(C6)

where \( D \) is the diffusion constant. Finally, inserting this expression into Eq.(C2), and using the typical parameters reported above \( |\lambda_F| \approx 1 \) Å, \( D \approx 50 \text{cm}^2/\text{s} \), \( \nu_0 \approx 1.5 \times 10^{22} \text{cm}^{-3} \text{eV}^{-1} \), one arrives at \( \Gamma_{qp} \approx 10^5 \) Hz.
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