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Abstract—Deep Neural Networks (DNNs) are widely used in many applications domains. However, they require a vast amount of computations and memory accesses to deliver outstanding accuracy. In this paper, we propose a scheme to predict whether the output of each ReLu activated neuron will be a zero or a positive number in order to skip the computation of those neurons that will likely output a zero. Our predictor, named Mixture-of-Rookies, combines two inexpensive components. The first one exploits the high linear correlation between binarized (1-bit) and full-precision (8-bit) dot products, whereas the second component clusters together neurons that tend to output zero at the same time. We propose a novel clustering scheme based on analysis of angles, as the sign of the dot product of two vectors depends on the cosine of the angle between them. We implement our hybrid zero output predictor on top of a state-of-the-art DNN accelerator. Experimental results show that our scheme introduces a small area overhead of 5.3% while achieving a speedup of 1.2x and reducing energy consumption by 16.5% on average for a set of diverse DNNs.
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1 Introduction

Deep Neural Networks (DNNs) are the most successful and widely used family of machine learning methods. DNNs deliver state-of-the-art performance for tasks such as speech recognition [1] or image classification [2]. However, high recognition accuracy comes at the cost of using large DNNs that require a vast amount of computations and memory accesses [3]. For example, classifying a single image from ImageNet [4] requires billions of multiply-and-accumulate operations and memory accesses [2].

The vast majority of computations occur in fully-connected (FC) and convolutional (CONV) layers [5]. FC and CONV layers are commonly followed by an activation function called Rectifying Linear Unit (ReLU) [6] that returns the unmodified input value for positive inputs and zero for negative inputs. Previous work observed that a large fraction of ReLU inputs are negative values [3]. Our own results collected on more recent DNNs ratify this claim. Figure 1 shows that between 35% and 69% of the computations generate negative inputs that are converted into zeros by the ReLU activation function. Therefore, if we could predict in advance which neurons will have negative ReLU inputs in FC/CONV layers, we could set their outputs to zero without any computation and save 55% of the operations on average.

In this paper, we propose a zero output predictor for FC and CONV layers with ReLU activation functions. Computing each output in an FC or CONV layer requires a dot product, usually performed as a sequence of Multiply and Accumulate (MAC) operations, between a vector of inputs and a vector of weights. The result of the dot product is the input to the ReLU activation function. The objective of the predictor is to determine the sign of this dot product. If the predictor indicates that the result will be positive, then the corresponding neuron is evaluated as normal. Otherwise, the computation of the dot product is skipped, avoiding all the associated computations and memory fetches, and the output of the neuron is simply set to zero.

The predictor must be accurate and low-cost. Incorrect predictions may introduce errors in the DNN, potentially decreasing its accuracy. More specifically, incorrectly predicting a dot product outcome as negative introduces an error, whereas incorrectly predicting a dot product as positive has no penalty in accuracy but represents a missed opportunity to save computations. On the other hand, this scheme is only beneficial if the overhead of the predictor is lower than the cost of computing the dot product. Prior negative input value predictors [3], [7], [8] introduce a significant overhead that severely impact the speedups and energy savings. Hence, the key challenge is to design a predictor that is low-cost and highly accurate.

Our solution consists of a hybrid predictor, Mixture-of-Rookies, composed of two low-cost components to accurately identify negative ReLU inputs with inexpensive hardware.
The first component is based on the observation that the output of the binarized dot product, i.e., after converting inputs and weights to 1-bit, shows high linear correlation with the original 8-bit dot product [9]. For this purpose, we use a subset of the training set to perform a linear regression between binarized and 8-bit outputs, obtaining a fitted line for each neuron/filter. During inference, we compute first the binarized version of the dot product, and use the fitted line to estimate the output value of the full-precision dot-product. If the estimated value is negative, we predict that the result of the dot-product in base precision will also be negative so the outcome of the neuron (after ReLU) will be zero, and the corresponding computations and memory accesses can be avoided. We show that the inexpensive hardware required to support binary dot-products results in very low overhead over a state-of-the-art DNN accelerator.

The second component takes a different approach as it exploits correlation among neurons in the same FC/CONV layer. We observe that there are groups of neurons whose dot-product have the same sign for the majority of the executions. In other words, if one element of the group produces a negative dot-product result, the rest of the neurons tend to produce a negative result, too. For this predictor, we first find these groups of highly correlated neurons, and then evaluate one representative element from each group; if the representative neuron has a negative ReLU input, it predicts that the output for all the neurons of the group will be zero.

Finding a minimum set of representative elements is the main challenge for the latter predictor. To this end, we leverage information about the angles between weight vectors. We observe that the sign of the dot product depends exclusively on the cosine of the angle between input and weight vectors.

First, we only group neurons that share the same input vector. Furthermore, if two neurons show a small angle between their weight vectors, it is very likely that the dot product with the same input vector will exhibit the same sign for both neurons. Therefore, we propose a novel mechanism that clusters neurons together by analyzing the angle among their weight vectors. We show that this predictor has negligible cost at run-time, since the clustering is performed only once offline, as the weights are fixed for a given model.

Combining the above two predictors, the proposed hybrid scheme predicts that the output of a neuron will be zero if and only if both components indicate so. More specifically, first one representative element from each group is fully computed. For those that yield a negative ReLU input, we evaluate the binarized dot product for the remaining elements in the group, and use the fitted line to estimate full-precision ReLU input. If the estimated value is also negative, we skip the computation of the dot product for that neuron and predict the output as zero. The hybrid predictor avoids 18% of computations and on-chip memory accesses and saves 17% of main memory traffic on average for a diverse set of DNNs. This results in 1.2x speedup and 16.5% energy savings with a small area overhead of 5.3%. We also show that the hybrid predictor yields much better results than any of its two components in isolation.

Note that many DNNs include a batch normalization [10] between the dot product and the ReLU activation function. We also describe in this paper how our hybrid predictor can be applied in the presence of batch normalization.

To sum up, the main contributions of this work are the following:

- We propose a neuron output predictor for any neuron that uses a ReLU activation function, which is based on exploiting two main properties: a) the high correlation among some neurons within the same layer, and b) the high correlation between the output of a neuron and the output of the same neuron when inputs and weights are binarized.
- We show that the correlation between two neurons that have the same input vector can be accurately and efficiently estimated from the angle between their respective weight vectors.
- We propose the design of a novel hybrid predictor, which we call Mixture-of-Rookies, that combines the above two strategies in a synergistic manner.
- We evaluate Mixture-of-Rookies on top of a modern DNN accelerator. Our results show that it provides 1.2x speedup and 16.5% energy savings.

2 BACKGROUND ON ReLU OUTPUT PREDICTION

Some previous works explored the use of ReLU output predictors to save computations in DNNs. These proposals can be classified in three categories. The first type of works exploit self-correlation between full-precision neurons and aggressively quantized versions. The second type exploits spatial correlation among neurons in the same layer. The last class evaluates a subset of connections to estimate the outcome of the entire neuron. In this section, we describe the most relevant proposals in this area and highlight their main weaknesses/areas for improvement.

2.1 ReLU Output Prediction Based on Self-correlation

For the rest of this work, neuron self-correlation is defined as the degree of correlation between the output of a neuron computed in base precision (typically 8 or 16 bits) and an alternative output for the same neuron computed in lower precision, i.e. using fewer bits. Since self-correlation is generally expected to be high, it can be leveraged to predict negative outputs by computing first the dot product of the input and weight vectors in low-precision. If it is negative, the output of the neuron is predicted to be zero, and thus, all computations related to that output can be skipped. Otherwise, the output is computed in base precision. The challenge in this approach is to chose a low-precision representation that maximizes self-correlation with minimum overhead.

The literature contains several proposals that exploit self-correlation to predict negative values in ReLU layers. The authors of PredictiveNet [7] propose to break down the inputs and weights in two halves: one containing the most significant bits and the other containing the less significant bits. The dot-products are then performed in two steps. First, a dot-product is performed with the most significant bits of each input and weight. If the result is negative, the output of the neuron is predicted to be zero and skipped. Otherwise, another dot-product is performed with the other
half of each input and weight and the results are merged to obtain the final output in base precision.

A similar idea is explored in [11], but with some refinements. In that work, a number of most significant bits is also used to predict the outcome of ReLU networks, but following an approach similar to stripes [12]. DNNs are profiled in order to obtain the minimum number of high-order bits required by each layer to predict ReLU outputs without accuracy loss. Finally, they propose an architecture based on independent dot-product units with an array of bit-serial multipliers to deal with variable precision.

Another approach is presented in SeerNet [8]. This technique uses a highly quantized version of the original DNN, without retraining, to predict whether the ReLU inputs will be positive or negative. In this proposal, the dot-products are first performed with the quantized neurons to obtain an approximated ReLU input. If it is positive, the base-precision dot-product is computed to obtain the final output. Even though they consider any number of bits for the predictor, their analysis shows that predictors with less than 4-bits incur in many prediction errors, and hence, they use a 4-bit predictor obtained by linear quantization of the original DNN.

2.2 ReLU Output Prediction Based on Spatial Correlation

Neurons in a convolutional layer have been observed to exhibit high spatial correlation, meaning that close-by neurons tend to have similar outputs. An example of such approach includes the work performed by Shomron et al. [13]. They observe that for a particular CNN application, 66% of the zero-valued outputs are contained within 2×2 all-zero non-overlapping windows. The paper proposes to divide the output feature maps in non-overlapping square windows and compute first the values in the diagonals. If they are all zero, the remaining values within the window are predicted to be zero, as well. Otherwise, they are computed.

Another representative work by the same authors [14] follows a different approach to exploit spatial correlation. They design a small CNN, called ZAP, to predict whether individual ReLU inputs in convolutional layers will be positive or negative. In their proposal, a subset of the output is computed following a fixed pattern, e.g. a chessboard pattern. Then, this partial output is evaluated with ZAP to predict whether each of the non-computed outputs values should be computed or can be kept as zero.

2.3 ReLU Output Prediction Based on Sub-sampling

Some networks exhibit particular properties that can be exploited for early detection of negative values in convolutions, based on evaluating just a subset of the connections. A recent example is SnaPEA [3]. This technique leverages the observation that some convolutional layers only have positive inputs. Their proposal consists of sorting the weights of convolutional kernels in descending order and compute the MACs for each convolution sequentially, and stop the computation for convolutions when the accumulated value becomes negative. Since all the inputs are positive, and the weights are sorted in descending order, when a ReLU input becomes negative, it will remain negative. At that point, the final input can be safely assumed to be negative, and the remaining computations can be skipped without degrading the accuracy of the DNN. To further increase the benefits, the authors propose a predictive mode in which each filter from the neural network is statically profiled to obtain a threshold, which is used to speculatively stop the computation of the convolution, instead of waiting for the accumulation to become negative.

2.4 Discussion of Weaknesses

Accurate predictions are key to prevent DNN accuracy loss. Achieving high precision with low implementation cost is extremely challenging. Previous solutions introduce a significant overhead to accurately identify zero ReLU outputs. For example, PredictiveNet [7] and SeerNet [8] require complete evaluation of a neuron at low precision, typically 4 bits, which represents a significant overhead given the 8-bit baseline. On the other hand, work in [14] requires evaluating an entire CNN to predict a ReLU output, whereas SnaPEA [3] may need to evaluate a large number of connections before identifying a negative result, while requiring complex hardware to recover weight ordering.

Recognizing the complexity of designing a low-cost and accurate predictor, in this work we take a different approach. We propose Mixture-of-Rookies, a combination of two novel and simple ReLU output predictors, and show that it results in an accurate and effective solution with negligible overhead. Our results show that the two schemes complement each other, as one predictor is able to catch mistakes made by the other and vice versa.

3 Low-Overhead ReLU Output Predictor

In this section, we first analyze how ReLU activation functions are used in modern DNNs and characterize the potential benefits of predicting ReLU outputs. We then present our ReLU output predictor that exploits two properties: (1) correlation between binarized, i.e. 1-bit inputs and weights, and base precision neurons, and (2) correlation among neurons with the same input vector.

3.1 ReLU Activations in DNNs

ReLU is probably the most popular activation function. However, DNNs differ in the way they compute ReLU inputs as shown in Figure 2. The building block of a Time-Depth Separable (TDS) [15] convolution is depicted in Figure 2a. TDS delivers state-of-the-art accuracy for speech recognition [16]. It consists of one CONV and one FC layer, both with ReLU activations, followed by another FC layer without ReLU. In a TDS block, each ReLU input is the result of a dot product between a vector of weights and a vector of inputs.

On the other hand, Figure 2b shows the building block used by many Convolutional Neural Networks (CNNs). As it can be seen, before applying the activation function, ReLU inputs are batch normalized [10] as follows:

\[
\text{ReLU input} = \frac{\text{dotprod}(\text{weights, inputs}) - \mu}{{\sigma}} * \gamma + \beta
\]
where $\mu$ and $\sigma$ are the mean and standard deviation of each dot product in the training dataset, whereas $\gamma$ and $\beta$ are learnable parameters. Another popular CNN architecture is ResNet, whose building block is illustrated in Figure 2c. In addition to batch normalization, the ResNet building block includes a residual connection before ReLU. Both batch normalization and the residual connection may change the sign of the ReLU input and, hence, they must be considered to determine whether the ReLU activation will output a zero or not.

Figure 3 shows the percentage of Multiply and Accumulate (MAC) operations in each type of layer for different DNNs. In the TDS model for speech recognition, CONV and FC layers with ReLU represent 6% and 40% of the operations respectively. Hence, a ReLU output predictor can save up to 46% of the computations. On the other hand, more than 98% of the computations are in CONV layers with batch normalization and ReLU for Darknet19 and CNN10 (A simple CNN composed of 10 layers as described in figure 2b). Finally, in ResNet18, CONV layers with batch normalization and ReLU represent 48% of the computations, whereas 52% of MACs are performed in CONV layers that also include residual connections. Therefore, to be widely applicable, a ReLU output predictor must support CONV and FC layers and provide accurate predictions in the presence of batch normalization and residual connections.

### 3.2 ReLU Output Predictor

In this work, we propose Mixture-of-Rookies, a neuron output prediction scheme useful for neurons with a ReLU activation function, that is based on a combination of predictors with negligible overhead. This scheme exploits the synergies between different sources of information, improving prediction accuracy.

More specifically, we first leverage self-correlation by binarizing the DNN and using the binarized network to predict the outcome of the neurons, and then we exploit spatial correlation with a novel approach that generates clusters of neurons according to the angle between their weight vectors. An advantage of this approach is that the predictor is not based on any property specific to a class of DNNs, instead, it is a general technique applicable to a wide range of them.

Mixture-of-Rookies consists of 2 stages. First an offline stage performs two tasks: a) profiles the self-correlation of neurons, and b) generates clusters by grouping together neurons that share the same inputs and have the property that for any given input vector, either all the neurons in a cluster will produce a zero output or all of them will produce a non-zero output. Second, an online stage performs value prediction for the neurons during inference to avoid computing neurons whose ReLU activation function is predicted to produce a zero value.

Regarding the offline tasks, our technique employs a subset of training samples to perform a linear regression between binarized and base precision dot products in CONV and FC layers, obtaining a fitted line for each neuron. Besides, it groups the neurons of the same layer based on the similarity property described above and selects one neuron from each cluster to represent the whole group.

During DNN inference, Mixture-of-Rookies evaluates first the representative neuron for each group at base precision. If it generates a zero ReLU output, all the other neurons in the group are evaluated using 1-bit inputs and weights and the fitted line for each neuron is used to estimate the base precision ReLU output. If the estimated output of a neuron using this approach is also zero, then all the computations and memory accesses for this neuron are skipped and its output is set to zero. Otherwise, the neuron is computed using the base precision. In other words, a neuron ReLU output will be predicted to be zero if and only if both prediction schemes agree on that. The next subsections provide further details on our predictor.

#### 3.2.1 Exploiting Self-correlation

Our Mixture-of-Rookies predictor exploits linear correlation between the ReLU input of a neuron computed in full...
precision and the ReLU input of a binarized version of the same neuron. A neuron can be binarized by using the sign bit of its weights and inputs as described in [17]. Exploiting this correlation, we build a predictor of each neuron’s output by computing the dot-product of its binary weight and input vectors, and predicting the dot-product of these vectors in full precision (i.e., the ReLU input) using this correlation. This approach has several advantages. First, the dot-product between 1-bit valued vectors does not require multipliers, simplifying the hardware by a large extent. Second, since the 1-bit weights are obtained from the sign bits of the full precision weights [9], they do not incur in any memory footprint overhead since they do not have to be stored separately, but can be obtained directly from the full precision weights.

Figure 4 shows the ReLU inputs for a sample neuron from the TDS DNN in base (8-bit) precision (y-axis), versus the ReLU inputs for the binarized version of the neuron (x-axis). As it can be seen, there is a high linear correlation (correlation factor of 0.78). However, the sign of the ReLU input for 1-bit cannot be used as an estimation of the sign for the ReLU input in base precision, as high linear correlation does not imply that the signs match. For example, points in the bottom-right quarter of Figure 4 are positive in binarized version but negative in base precision. To mitigate this problem, we perform a linear regression and use the fitted line to obtain an estimated ReLU input from the binarized value. That is, we compute the coefficients of this fitted line and use it to transform the output of the binarized dot-product into the expected output of the base-precision dot-product.

Figure 5 shows the distribution of different levels of correlation among neurons for our benchmarks. Even though most neurons exhibit a high correlation, a significant number of neurons have moderate or even low correlations. This observation is consistent with the observations made by Anderson et al. [18] and more recently, Silfa et al. [9]. A predictor based on 1-bit weights for a neuron with a low self-correlation coefficient is expected to make frequent mistakes, and consequently, reduce the overall accuracy of the DNN. Therefore, our predictor scheme is only enabled for neurons that show high linear correlation with their binarized versions.

Mixture-of-Rookies performs a pre-processing stage on the trained model to extend each neuron’s parameters with three additional ones: correlation coefficient (c), slope (m) and y-intercept (b) of the fitted line. These parameters are computed by using a randomly selected subset of the training dataset. Using this training subset, for each neuron we obtain two series of data: ReLU inputs at 8-bit and 1-bit precision. We then compute the Pearson correlation factor (c) between the two series and perform a linear regression to obtain a fitted line \( y = mx + b \). Parameters c, m and b are saved in the DNN together with the weights.

During DNN inference, each neuron is processed as follows. The correlation factor c is first fetched from memory. If c is lower than a threshold T, then the neuron is evaluated in base precision. Otherwise, the binarized dot product result, \( p_{bin} \), is computed, and the fitted line is used to obtain the estimated base precision result \( p_{base} = m \cdot p_{bin} + b \). If batch normalization and residual connections are used, \( p_{base} \) is transformed by using the batch normalization parameters of the base precision neuron, and the residual input is added. If the resulting estimated ReLU input is negative, a zero ReLU output is predicted, skipping evaluation of this neuron. Otherwise, the neuron is evaluated in base precision.

Since some neurons have low self-correlation with their 1-bit counterparts, using 1-bit predictors for the entire network will incur in significant accuracy loss. Note that incorrectly predicting a ReLU output as zero will result in accuracy loss, as incorrect neuron outputs will be used, whereas incorrectly predicting an output as non-zero results represents a lost opportunity for saving computations but it has no impact on accuracy since in this case, the neuron is evaluated in base precision. To avoid accuracy loss, we leverage the aforementioned T threshold and only apply our prediction scheme for neurons whose correlation is higher than T. We use the training data to set appropriate values for T for each DNN, and verify its correctness using the unseen test data set. Note that T can be used to control the trade-off between computation savings and accuracy: the higher the threshold the lower the accuracy loss but the smaller the savings.

Figure 6 shows the effect that different thresholds have on the accuracy loss and percentage of operations saved for
our set of DNNs. Each line corresponds to a different DNN, and each point is obtained by using a different threshold \( T \) for linear correlation. The threshold is reduced from 1 (first point on the left for each line) to 0.6 (last point in the right). As it can be seen, the correlation threshold has a high impact in accuracy and percentage of savings. Furthermore, despite all the efforts to avoid incorrect predictions, the binarized predictor provides modest savings, 12% of computations for CNN10 and much less for the other networks, if accuracy loss is maintained. Lower thresholds result in larger savings, but at the cost of introducing a significant amount of errors, as the correlation between binarized and base precision neuron is lower. The conclusion of this study is that the binary predictor alone can provide very low benefits, and this motivates our proposal for a hybrid predictor.

Previous work proposed to use several bits [8], i.e. 4-bits, to improve self-correlation. However, we argue that 4-bits results in a significant overhead, and we propose in the next subsection an alternative solution that exploits spatial correlation to avoid mistakes done by the binarized predictor while incurring negligible overhead.

### 3.2.2 Exploiting Spatial Correlation

Our Mixture-of-Rookies predictor includes another scheme that exploits correlation among neurons with the same input vectors. This scheme aims to identify groups of neurons that share the same input vector and whose outputs are either all zero or all non-zero. In this manner, only one representative neuron of each group is evaluated during inference and, if it produces a zero output, the rest of the neurons of the group are assumed to produce a zero output without evaluating them. If the representative neuron produces a non-zero output, all neurons in the group are evaluated normally.

The key challenge is to identify a minimum set of groups with high zero/non-zero correlation among them. To this end, we analyze the relation between the angle of any two vectors to model the probability that the dot product between them is lower. The dot-product between two vectors to model the probability that the dot product will result only when \( \theta \) is below 90°.

\[
sign(\cos \theta) = \begin{cases} + & \text{if } \theta < 90° \\ - & \text{if } \theta > 90° \end{cases}
\]

Note that the dot-product between 2 perpendicular vectors \( \theta = 90° \) is 0, so its sign can be defined however is most convenient.

Figure 7 represents a circle and a vector \( A \). If we draw a line perpendicular to \( A \), the circle is divided in two halves. The dot-product between \( A \) and any vector from the half in which \( A \) is contained will result in a positive number. Correspondingly, the dot-product between \( A \) and any vector from the other half of the circle will result in a negative number. If we add a second vector \( B \) and its corresponding perpendicular line, the 4 regions (namely \( R^{++}, R^{--}, R^{+-}, R^{-+} \)) obtained by the overlapping of the 2 halves given by each vector characterize the range of vectors whose dot-products with \( A \) and \( B \) will result in each possible combination of signs \( (++,--,+-,-+) \), and thus, it defines the probability of each possible outcome from \( sign(C \cdot A) \) and \( sign(C \cdot B) \) for a random vector \( C \) as the probability of \( C \) belonging to each of the previously defined regions.

Assuming that \( C \) follows a uniform distribution in the space (modeled as a hyper-sphere), these probabilities are given by the following expressions:

\[
p(C \in R^{++}|\theta) = \frac{\theta}{360}
\]

(3)

\[
p(C \in R^{--}|\theta) = \frac{\theta}{360}
\]

(4)

\[
p(C \in R^{+-}|\theta) = \frac{1}{2} - \frac{\theta}{360}
\]

(5)

\[
p(C \in R^{-+}|\theta) = \frac{1}{2} - \frac{\theta}{360}
\]

(6)

Where \( \theta \) is the angle between the vectors \( A \) and \( B \) expressed as a degree magnitude between 0° and 180°.

When this circle is expanded to a sphere, the area relation between the regions (and hence the probabilities defined above) are preserved as a volume relation. We verified that this analysis holds for higher dimensions through a Monte Carlo simulation.

If we use the dot-product between \( A \) (corresponding to the input weights of a neuron) and a random vector \( C \) (corresponding to an input vector) to predict the sign of the dot-product between \( B \) (corresponding to the weights of another neuron that uses the same input vector) and \( C \), the worst case is when \( C \) is from the \(-+\) region, because \( A \cdot C \) will be negative, and thus \( B \cdot C \) will be assumed to be negative, when in reality, \( B \cdot C \) is positive. Since negative dot products result in a zero output when the ReLU activation function is used, this motivates our proposal for a hybrid predictor.
accuracy loss (%)

| Percentage of Neurons (%) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---------------------------|---|---|---|---|---|---|---|---|---|
| TDS DarkNet19 ResNet18 CNN10 |   |   |   |   |   |   |   |   |   |

Fig. 7. The line perpendicular to A partitions the circle into 2 sectors. Given a random C, the sign of C · A is determined by the partition in which C falls. If another vector B is added (right figure), the circle is partitioned into 4 sectors, which determine the signs of C · A and C · B.

function is applied, the output of the neuron with weights B will be wrongly assumed to be zero, without evaluating it (we call this scenario a false positive). The probability of a random C vector to be in the −+ region is given by expression 8.

As we can see, the probability of causing a false positive is 0 if the weights of the neurons are parallel, and increase up to 50% for perpendicular neurons.

Since neurons’ weights are represented as very high dimensional vectors, if they were random vectors, we would expect them all to be almost perpendicular, meaning that if there are two neurons within a layer with a θ lower than 90°, there is certain degree of correlation among them. To measure the amount of spatial correlation in the TDS layers, we computed, for each layer, all the neuron-neuron angles and then, for each neuron, obtained the angle with its closest neuron (the neuron with which is has the smaller angle). Figure 8 shows the distribution of such angles. If there was no correlation between neurons, we would expect most of them to fall between 80° and 90°. However, as we can see, the majority of angles fall between 70° and 80°, and a significant number of them are even lower.

Based on the previous observations, we propose a negative ReLU input predictor that leverages the correlation existing between pairs of neurons separated by an angle lower than 90°.

To leverage this property, we could cluster each neuron with its closest neuron. However, an algorithm that directly applies this clustering strategy will likely create problematic arrangements such as chains of associated neurons that will end up in the same cluster, but with neurons that are very far apart. Instead, we propose an algorithm that generates clusters of neurons around a principal neuron, which we call proxy, that will act as predictor for the rest of the cluster members. This algorithm first generates a directed graph with the neurons as nodes, and edges linking each neuron with its closest neuron. Then, the nodes are sorted by descending order of indegree (number of incident edges) and, starting from the node with higher indegree, the node is removed from the graph and included in the set of proxies, whereas all the nodes linked to it are removed, too, and included as members of the previous node’s cluster. This process is iterated until there are no more nodes in the graph.

By looking at the distribution of closest angles among neurons (figure 8), it is clear that this technique alone will not result in good prediction accuracy. However, it provides useful information that can be leveraged to improve the performance of the self-correlation predictor. We combine this predictor with the self-correlation predictor described in the Section 3.2. This predictor incurs in negligible overhead since it only requires the neurons to be arranged in a specific way in memory (including an index value to re-arrange the outputs) and minor additional control logic.

Figure 9 shows how adding spatial correlation information improves the results of the ReLU output predictor. Compared to the binarized predictor in isolation, whose results are shown in Figure 6, the predictor that employs both self-correlation and spatial correlation achieves larger computation savings with small accuracy loss.

4 DNN ACCELERATOR WITH ReLU OUTPUT PREDICTOR

In this section we present a DNN accelerator that leverages our Mixture-of-Rookies predictor, described in Section 3.2 for energy-efficient DNN inference. Our accelerator is designed targeting use cases for inference in low-power devices, to support applications such as image or speech recognition on-edge. Hence, it is key to use very low area and power. Another constraining assumption for these use cases is that the input will be processed frame-by-frame (or image-by-image in the case of image recognition applications). For example, in [1], the authors explore very small dependency windows for the outputs of the TDS network presented in [15] in order to minimize word-to-transcription latency,
which is desirable for many applications of speech recognition on-edge.

Figure 10 illustrates the architecture of the accelerator. It contains three main control units: a Layer Controller, a Row Controller and a Neurons Controller, an SRAM memory to store the inputs, a set of Compute Units (CUs) to compute neurons and a binary predictor composed of an SRAM memory to store the binary weights and a set of binary CUs to compute the binarized neurons.

Each CU is responsible for the computations of the neurons assigned to it. The design has a configurable number of CUs, each with an interface to external memory. When a neuron is assigned to a CU, it generates requests to external memory and performs the required computation, accumulating the partial results on an internal register. To boost computations, the CUs perform in parallel several multiplications belonging to the same output. The number of parallel multipliers per CU is another parameter of the design.

4.1 Control Unit

The DNN processing is triggered by issuing an external request to the Layer Controller, which generates Row Controller requests to evaluate each layer of the DNN consecutively. The Row Controller divides the output of the layer in rows, and issues memory requests to load the required inputs to compute them. Since an output row will generally require many inputs, and consequently, a large input SRAM, the inputs for the row are divided in blocks, which are loaded sequentially. This allows us to keep the input SRAM small.

To leverage inputs reuse in CNN shift-windows, the inputs are loaded taking CNN stride into account. Once an input window is loaded, the row controller issues a request to the Neuron Controller, which generates issues to the CUs and binCUs to compute the neurons for that input window.

Since our predictor creates dependencies between proxy neurons and their cluster members, we have to compute first the proxies to unlock the corresponding non-proxy neurons (see Section 3.2.2). Conceptually, the idea is to evaluate first all the proxies and generate a mask of neurons that are predicted to have a ReLU output of zero. Next, we evaluate the second predictor, binary predictor, for these neurons with predicted zero output and update the mask to include only those that are also predicted to produce a zero with the binary predictor. At this point, all the neurons not predicted to have zero ReLU output are assigned to CUs and their results are written back into memory.

The evaluation of the binary predictor can be overlapped with the evaluation of the proxies. As soon as a neuron is predicted to have zero ReLU output by the corresponding proxy, the neurons controller issues requests to the binary CUs to compute the prediction based on the binarized neuron. If binary predictor also indicates a zero output, the output of that neuron is predicted to be zero, and a 0 is written to external memory. Otherwise, the neuron is assigned to a free CU for full precision computation.

The computation of the proxy neurons does not generate any overhead in execution time since they would have to be computed anyway, and neither does the evaluation of the self-correlation binarized predictor, which is performed in parallel with the rest of the neurons.

In our hardware implementation, we do not store the entire mask in memory as we interleave the evaluation of proxies and non-proxy neurons. As soon a proxy is evaluated, the corresponding non-proxy neurons are assigned higher priority than proxies, meaning that as long as there are available non-proxy neurons, they will be assigned to any free CU. Only when there is none, the proxies are assigned to CUs. Note that we still require a small buffer to keep track of the available cluster members. However, this implementation provides two advantages: a) the buffer is smaller than the memory required to store the mask and b) it does not impose a maximum output size.

4.2 DNN Format

In order to support the execution flow previously described, we provide format to store the DNN in main memory, illustrated in Figure 11. The DNN layers are divided in two tables. The first table contains the proxy neurons. Each row contains an index (idx) field to indicate the original position of the neuron, a cluster size field to indicate the number of neurons in its cluster and finally, the weights of the neuron. The second table contains the non-proxy neurons sorted by the cluster they belong to. This means that the neurons associated with the first proxy in the proxy table occupy the first positions, the next positions are filled with the neurons associated with the second proxy and so on. Each row in this table contains the weights, the binary weights and an index to their original position. Since the binary weights are the sign bits from the weights, the sign bit is removed from every weight to offset the memory footprint overhead of storing the binary weights, and to avoid any increase in memory reads, which would otherwise affect the performance benefits.

4.3 Compute Units

The accelerator contains a group of CUs to evaluate neurons. Each CU operates independently and is connected to main memory through its own ports. They are assigned neurons by the neurons controller and are responsible for
the computation of that neuron. As soon as a CU receives a request to process a new neuron, it starts fetching its weights from external memory to the internal buffer. Next, it reads inputs sequentially from the input SRAM and performs the dot product between inputs and weights, whose result is temporarily stored in its partial sum (psum) register until the dot product is completed. The CUs have a design parameter to adjust the MAC unit width, which allows for computing several MACs in parallel. Note that the port width of the weight buffer is adjusted correspondingly.

4.4 Binary Prediction Unit

To support our prediction scheme, we include a Binary Prediction Unit. It is composed of an SRAM memory to store the binary weights for the non-proxy neurons and a set of binCUs. The binCUs are similar to the CUs, they process neurons and operate independently. However, they do not contain a weight buffer because they do not have to access external memory. Instead, they read binary inputs and binary weights from input memory and the binary weight SRAM, respectively, to perform the binary dot-product. Since these units perform binary multiplications and counting instead of a full MAC, their circuit is much simpler than the CUs [9].

5 Evaluation Methodology

In order to assess the performance of our ReLU output predictor, we simulate the execution of four DNNs on the proposed accelerator presented in Section 4. In this section, we describe the DNNs, tools and data sets employed for evaluating our proposal.

5.1 DNNs

We test our technique on four DNNs for two different applications. The first application is low-latency Speech Recognition, we use the TDS network described in Pratap et al. [1] trained on Librispeech [19]. The second application is object recognition. We employ DarkNet19 [20] and ResNet18 trained on ImageNet [2], and a CNN trained on CIFAR-10 [21].

We use a pre-trained version of the TDS network from Facebook’s public repository. The TDS network was trained for 110 epochs on the complete 1k-hour Librispeech train set, in addition to pseudo-labeled data from LibriVox as described in [16]. The TDS network is part of an End-To-End speech recognition system. It receives pre-processed frames from an audio signal that encodes an utterance and generates acoustic probabilities over a set of pre-defined Word-Pieces which are consumed by a decoder. The decoder combines the acoustic probabilities with language-level probabilities given by a language model and generates a transcription.

The accuracy of a speech recognition system is measured in Word Error Rate (WER), which is computed by taking the minimum number of additions, substitutions and deletions required to transform the generated transcription to the reference transcription (edit distance) and dividing it by the number of words in the reference transcription. For the experiments, we use the test-other data set from Librispeech, that includes utterances with noise that are challenging to transcribe. TDS achieves a WER of 8.24% in test-other.

Regarding the three CNNs for object recognition, we trained ResNet18 on ImageNet training data set, achieving top-1 accuracy of 70.7%. We also trained Darknet19 [22] on ImageNet, achieving top-1 accuracy of 73.8%. Darknet19 consists of 19 convolutional layers following the architecture shown in Figure 2b. Finally, we trained a CNN for CIFAR-10 task, which we call CNN10. This network consists of ten convolutional layers and achieves top-1 accuracy of 75.1%.

5.2 Models

In order to obtain execution time, we developed a simulator that accurately models the architecture of the accelerator described in Section 4. This simulator integrates DRAM-sims [23] to model main memory. We also implemented in Verilog the main components of the accelerator, that were synthesized with Design Compiler to obtain area and static power estimates. In order to estimate dynamic power, the modules implemented in Verilog were simulated with Synopsys VCS with random inputs to generate toggle rate files which we fed to Power Compiler. Area and power (static and dynamic) for the internal SRAM memories were obtained from the custom version of CACTI included in McPat [24].

5.3 Parameters

Table 1 lists the parameters used for the simulated system. Our accelerator runs at the same frequency as the external memory. Both accelerators (with and without predictor) are exactly the same, except for the binWeight SRAM and the binCUs, which are only used by the predictor. The number and width of CUs was set to 8 for a maximum throughput of 64 MACs/cycle. We employ a baseline precision of 8 bits per each weight and input. We model 1 GB of LPDDR4 SDRAM as main memory.

6 Results

In this section, we present the speedups and energy savings achieved by our hybrid ReLU output predictor, introduced in Section 3 when implemented on top of a DNN accelerator as described in Section 4. We compare our proposal with a baseline accelerator that does not include the binWeights SRAM and the binCU units, so the energy consumed by them is considered and reported as overhead for our predictor.

We first evaluate the accuracy of the proposed Mixture-of-Rookies predictor. Figure 12 shows the percentage of correct and incorrect predictions. “Correctly predicted zero” means that the predictor indicates that the ReLU output will be zero and it is correct. In this case, neuron evaluation is
TABLE 1
Simulation parameters.

| DNN Accelerator |                |                |                |                |
|-----------------|----------------|----------------|----------------|----------------|
| Frequency       | 1200 MHz       | 1200 MHz       | 1200 MHz       | 1200 MHz       |
| Input SRAM      | 16 KB          | 16 KB          | 16 KB          | 16 KB          |
| BinWeight SRAM  | 2 KB           | 2 KB           | 2 KB           | 2 KB           |
| Number binCUs   | 8              | 8              | 8              | 8              |
| Number of CUs   | 8              | 8              | 8              | 8              |
| CU width        | 8              | 8              | 8              | 8              |
| CU precision    | 8 b            | 8 b            | 8 b            | 8 b            |
| CU Buffer       | 1 KB           | 1 KB           | 1 KB           | 1 KB           |
| binCU buffer    | 0.56KB         | 0.56KB         | 0.56KB         | 0.56KB         |
| External LPDDR4 Memory |        |                |                |                |
| Frequency       | 1200 MHz       | 1200 MHz       | 1200 MHz       | 1200 MHz       |
| Capacity        | 1 GB           | 1 GB           | 1 GB           | 1 GB           |
| Port Width      | 8 B            | 8 B            | 8 B            | 8 B            |
| Burst Size      | 64 B           | 64 B           | 64 B           | 64 B           |

Percentage of outputs (%)

| TDS | CNN10 | ResNet18 | DarkNet19 | Average |
|-----|-------|----------|-----------|---------|
| 1.00| 1.05  | 1.10     | 1.15      | 1.20    |

Correctly predicted zero | Incorrectly predicted non-zero | Incorrectly predicted zero | Incorrectly predicted non-zero

Fig. 12. Percentage of outputs that are correctly and incorrectly predicted as zero or non-zero by our Mixture-of-Rookies predictor.

skipped, avoiding all the related computations and memory accesses for base precision neuron, without affecting DNN classification accuracy. This is the case for 7%-11% of the outputs in our DNNs. “Incorrectly predicted zero” means that our scheme predicts a zero output, but the base precision output is non-zero. Neuron evaluation is also avoided, but these mispredictions may impact classification accuracy as they introduce errors in the DNN, since the output of these neurons is incorrectly set to zero. As it can be seen in Figure 12 this type of mispredictions are fairly infrequent: 0.65%, 0.8%, 0.4% and 3.6% for TDS, Resnet18, Darknet19 and CNN10 respectively. We verified that the impact on DNN accuracy due to these mispredictions is lower than 1% in our DNNs.

On the other hand, “incorrectly predicted nonzero” shows neurons where a non-zero output is predicted but the ReLU output is zero. These mispredictions have no impact on accuracy, as the neuron is evaluated once its ReLU output will be zero. Note that this avoids both computation and memory accesses, since weights for those neurons do not have to be fetched from main memory. Computations related to the predictor itself are largely overlapped with useful computations and, hence, they do not introduce any performance penalty.

Regarding energy consumption, Figure 13b shows the energy savings achieved by our ReLU output predictor. As it can be seen, our technique obtains significant energy savings across all the applications, reducing energy by 16.5% on average. Our system improves energy consumption because the number of computations and memory accesses is reduced proportionally with the number of neurons skipped. Furthermore, the hardware for our Mixture-of-Rookies predictor represents a small overhead: 5.3% in area and less than 1% in energy consumption (included in the results). These overheads are more than offset by the benefits so the net result is an important reduction in energy consumption.

7 RELATED WORK

Predicting the output of instructions to save time and energy can be traced back to pioneer work performed by Lipasti et al. [25], Gabbay et al. [26] and Gonzalez et al. [27], where Value Locality is defined and studied to complement the already widespread Spatial and Temporal Memory Localities. These papers were followed by a plethora of work [28], [29], [30], [31], [32], [33], [34] proposing techniques to exploit value predictability at different levels. Proposals to predict outputs within neural networks, such as this work, can be regarded as a continuation of that line of research. The main difference is that in the case of DNN prediction schemes, the computation unit upon which prediction is applied is no longer an instruction, but a MAC operation, a dot-product or a full neuron. Furthermore, the target in DNNs is to predict whether the output is zero or non-zero.
Exploiting weight sparsity is a popular approach to reduce computations and external memory accesses in modern DNNs. Many works propose techniques based on generating weight sparsity by zeroing-out less relevant weights [35, 36, 37, 38, 39, 40, 41, 42, 43], which is known as pruning. This sparsity is leveraged by using a compact DNN representation that does not include zeros, and sparse DNN accelerators.

Related to weight pruning is the idea of exploiting input sparsity [43, 44, 45, 46, 47]. This approach consists of generating the output in a compact sparse format, similar to the format used for pruned weights, which seamlessly allows a sparse DNN accelerator [46, 48, 49, 50, 51, 52] to skip more computations. Our approach is different because we focus on output sparsity. The challenge with output sparsity is predicting whether an output will be zero before computing it. The advantage is that once a zero output is identified, the whole neuron computation can be avoided, and since the ReLU activation function generate huge output sparsity (around 88% for the TDS network) there is great potential. Moreover, the three different approaches (weight pruning, input sparsity and output sparsity) are complementary so a DNN accelerator can benefit from all of them.

Closer to our approach are proposals to exploit output sparsity [3, 7, 8, 11, 53]. These works generally exploit self-correlation by performing first an approximated computation of the dot-product and depending on the result, decide whether the output will be negative (and thus, zero after ReLU) or have to be computed in full precision. Our approach includes a component to exploit self-correlation, but it is based on a much smaller and simpler 1-bit predictor refined to improve its accuracy, whereas these previous works include predictors with much higher overheads.

Another approach consists in exploiting Spatial correlation [13, 14, 54, 55, 56, 57]. However, it has been mainly applied for convolutional neural networks (CNNs), where the neurons within the same layers are correlated since they use the same weights. These works design sophisticated approaches to exploit spatial correlation in CNNs to save computations. However, those techniques rely directly on the kind of spatial correlation observed in CNNs and thus cannot be applied to FC layers, which dominate the computations for many modern DNNs. Our approach is different because we propose a technique to exploit general spatial correlation, which can be applied to both CONV and FC layers with no overhead. Moreover, the core of our Mixture-of-Rookies technique resides in the synergistic combination of both predictors in a hybrid scheme which provides better prediction accuracy than any of the individual components with negligible cost. Because of the very low overhead incurred, we can obtain better benefits than previously proposed techniques.

8 Conclusions

In this paper, we show that a large percentage of neurons in modern DNNs use a ReLU activation function that very often produces a zero output. Based on this observation, we propose a neuron zero-output predictor that combines two inexpensive schemes.

The first exploits the high linear correlation between binarized (1-bit) and full-precision (8-bit) dot products to identify neurons that will produce negative input values to their ReLU activation functions. The second scheme clusters together neurons that have the same input vector and tend to produce negative ReLU inputs at the same time. If a neuron from a given group produces a negative ReLU input, it is predicted that the rest of neurons in the same group will also generate a negative ReLU input, avoiding all the associated computation. Our solution implements this hybrid predictor on top of a state-of-the-art DNN accelerator. The experimental results show that the combination of both predictors provides 1.2x speedup and 16.5% energy savings on average for a set of diverse DNNs, while introducing a small area overhead of 5.3%.
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