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ABSTRACT

Knowledge graphs have been proven extremely useful in powering diverse applications in semantic search and natural language understanding. In this work, we present GraphGen4Code, a toolkit to build code knowledge graphs that can similarly power various applications such as program search, code understanding, bug detection, and code automation. GraphGen4Code uses generic techniques to capture code semantics with the key nodes in the graph representing classes, functions, and methods. Edges indicate function usage (e.g., how data flows through function calls, as derived from program analysis of real code), and documentation about functions (e.g., code documentation, usage documentation, or forum discussions such as StackOverflow). Our toolkit uses named graphs in RDF to model graphs per program, or can output graphs as JSON. We show the scalability of the toolkit by applying it to 1.3 million Python files drawn from GitHub, 2,300 Python modules, and 47 million forum posts. This results in an integrated code graph with over 2 billion triples. We make the toolkit to build such graphs as well as the sample extraction of the 2 billion triples graph publicly available to the community for use.

1 INTRODUCTION

A number of different knowledge graphs have been constructed in recent years such as DBpedia [27], Wikidata [35], Freebase [9], YAGO [33] and NELL [12]. These knowledge graphs have provided significant advantages in a number of different application areas, such as semantic parsing [20], recommendation systems [13], information retrieval [14], and question answering [1, 34, 36]. Inspired by the value of these knowledge graphs for a variety of applications, we asked how one might build a knowledge graph in the domain of program code. There are a number of applications around code that could potentially benefit from such knowledge graphs, such as code search, code automation, refactoring, bug detection, and code optimization [4, 2].

In 2019-2021 alone, there have been over 150 papers¹ using machine learning for problems that involve code, including problems that span natural language and code (e.g., summarizing code in natural language [6]). Yet there are two problems with existing work on code representation: (a) they rely on local representations of code such as Abstract Syntax Trees, or lines of source text (see [4] for a comprehensive survey on the topic). Few works have used data and control flow based representations of code as input to drive various applications although these representations capture locality in program code which is highly non-local, (b) they rarely include any natural language associated with code unless it is for a specific task such as code search [17]. As humans, we understand code by understanding documentation of individual API calls, but also its flow as objects get created and passed through program sections that are often non-local. Our goal therefore was to build a toolkit that can construct code representations that represent actual program flow along with natural language descriptions of API calls when they exist to enhance code representations.

¹https://ml4code.github.io/papers.html

We first illustrate the value of such a toolkit with Figure 1, which shows an example of code search: a developer searches for StackOverflow posts relevant to this code, in that the code performs similar operations. However, treating program code as text or as an Abstract Syntax Tree (AST) makes this similarity extremely hard to detect. For instance, there is no easy way to tell that model and clf_SVM_radial_basis refer to the same type of object. They look different as a token level unless one performs data flow analysis, which would have an edge from svm.SVC to the svm.SVC.fit call in both programs, and would abstract out variable names. Furthermore, one can use natural language descriptions of SVC for instance, to realize it is similar to linear_model.SGDClassifier, and the usage guide, or forum posts often suggest using the latter for larger datasets. By building a toolkit to build richer representations of code, it is possible to generate more abstract code representations than token or AST level, and these representations in turn can greatly augment code representation learning.

GraphGen4Code is therefore designed as a toolkit to build knowledge graphs for program code. We deploy state-of-the-art program analysis techniques that generalize across programming languages to build inter-procedural data and control flow. In general, applying these techniques on a large scale to millions of API libraries is difficult because of the modeling of the semantics of individual API libraries. In this paper, we build a set of abstractions over APIs that allow us to scale such analysis to millions of programs. We target Python for our demonstration of scalability, because Python poses particularly difficult challenges as a dynamic language, although our techniques can be extended easily to Javascript and Java. To demonstrate GraphGen4Code’s scalability, we build graphs for 1.3 million Python programs (where program refers to a single Python script) on GitHub, each analyzed into its own separate graph. We also
use the toolkit to link library calls to documentation and forum discussions, by identifying the most commonly used modules in code, and trying to connect their classes, methods or functions to relevant documentation or posts. For forum posts, we used information retrieval techniques to connect it to method or the class (an example of which is shown in Figure 1 for the sklearn.svm.SVC.fit method). We performed this linking for 257K classes, 5.8M methods, and 278K functions, and processed 47M posts from StackOverflow and StackExchange to show the feasibility of using the GraphGen4Code toolkit for building knowledge graphs for code.

In summary, our key contributions are as follows:

- A scalable toolkit for building knowledge graphs for code
- A model to represent code and its natural language artifacts (Section 2)
- A language neutral approach to mine common code patterns (Section 3)
- A demonstration of the toolkit’s scalability by applying it to 1.3 million Python programs and 47 million posts to generate a code knowledge graph with over 2 billion facts about code (Section 4)

All artifacts associated with GraphGen4Code, along with detailed descriptions of the modeling, use cases, query templates and sample queries for use cases are publicly available at https://wala.github.io/graph4code/.

## 2 Modeling

In modeling code graphs, a key design point is extensibility, which means loose coupling between multiple programs, and loose coupling to related bits of information about classes and functions. To achieve this, we modeled each program as a separate graph, ensuring a unique node in the graph for every invocation of a call, or the read of any data structures such as lists, dictionaries, fields of an object, etc. Each node is connected to its actual method or function name by an edge to a label node. For instance, the function call for pandas.read_csv in Figure 1 would have a node that linked to its label which is python:pandas.read_csv. Two different invocations of the exact same function therefore only link to each other through their label, which would be python:pandas.read_csv, as shown in Figure 2. However, since the return types of functions are often unknown in Python, this linkage between actual functions and the name for a particular invocation of the function is not always predictable. For instance, in the right panel of Figure 1, the call df.fillna will reflect the analysis to that point as shown in Figure 2, its label would be pandas.read_csv.fillna, since the return value of a pandas.read_csv call is unknown in dynamic languages such as Python and Javascript. Modeling of code analysis is detailed in Section 3; Figure 2 demonstrates loose coupling across programs, and shows how code that looks different at a token level look similar at the data flow level.

Similarly, each forum post has its own node, which describes the question, the answer (in terms of posts), any code mentioned in the posts (see Figure 3). For documentation, once again the data is structured so a node representing documentation of a function would contain connections to the arguments and return types of that function (see Figure 4). Loose coupling to program graphs is once again achieved by labels. Posts with mentions of specific Python classes, modules, and functions (such as SVC) in the forum posts are linked to class and function labels in exactly the same manner as call invocations, i.e. with a link to a label node. Similarly, documentation is connected to its class or function label. Any new module’s documentation, new program graphs, or new posts can be added to an existing graph, and the extraction process ensures that links to labels stitch new information in seamlessly. For instance, a new forum post about read_csv would link to the same label node as documentation of read_csv. The resulting graph allows the querying of usage patterns and natural language descriptions for python functions and classes directly by their fully qualified name (see Section 5).

GraphGen4Code produces output as RDF or JSON. For the RDF version, to facilitate integration with other ontologies, we re-used properties from relevant existing ones such as the Semanticscience Integrated Ontology (SIO) [16], and Schema.org, whenever possible. We, however, needed to add a number of our own properties and classes, since we found no single ontology that covers the concepts needed for modeling programs.
3 Mining Code Patterns

3.1 Code Analysis

Although WALA is a well known library with extensive work (e.g. [15, 26, 32, 37, 19]) on interprocedural data flow and control flow analysis for Java, Javascript and Python, we needed to extend the WALA analysis framework to make it work for millions of Python programs with many popular API uses. At the core is the issue of how to model the semantics of API functions. There have been two basic options to it: (a) use the analysis framework to trace data and control flow into the code of the API function, (b) abstract it by using manually defined templates that makes the semantics of the call explicit. The first approach is not feasible for Python because a vast portion of Python code

While we have found this representation useful, we do provide a JSON representation that can be adapted to whatever ontology is required for a given application if the current modeling is incompatible with a specific application’s needs. Details are available on the GraphGen4Code’s website.

Figure 3: StackOverflow Graph Example

Figure 4: Docstrings Graph Example

Figure 5: Illustrative code example from GitHub
wraps code written in a completely different language (e.g. C). Moreover, given millions of lines of code in libraries behind the API calls, it is unlikely that the analysis can scale with adequate precision. The second approach is tedious and can only work for a very small number of API calls. In analyzing large numbers of programs with thousands of programs, this approach will not scale.

To scale analysis to a large number of programs, we adopt a simple, common abstraction for all APIs; as with any static model of code [28]. This abstraction is neither sound nor complete, but it captures the essence of how APIs impact user code: (a) We assume any call to an imported function simply returns a new object, with no side effects. Of course this may not be true in practice, but it allows us to scale without delving into the analysis of libraries, which may be huge and, in languages like Python, are often written in C. In other words, this is indeed a simplifying assumption that adds imprecision in the analysis, but there is no method to scale analysis to millions of programs without this assumption. (b) We assume that any read of a field of an object created from an imported function returns itself. Again, the field of an object is certainly not the same as the object itself, but it once again helps us scale analysis to large numbers of API types without having to capture the semantics of each of their fields, which may not be feasible in dynamic languages like Python. (c) These new objects returned by the model may have methods called on them or fields read. Such calls or reads on these objects are handled just like those on the imported API itself. This allows calls like `read_csv.where` to return new objects.

This extension to WALA’s modeling framework is available only for Python at the moment, but a similar mechanism can be applied to other dynamic programming languages like Javascript. Java has less need of this extension since it is a strongly typed language.

Figure 5 extends the code in our running example (Figure 1) to illustrate how we construct the analysis graph. In this example, a CSV file is first read using the Pandas library with a call to `pandas.read_csv`, with the call being represented as 1 on the right of the program. The object returned by the call has an unknown type, since most code in Python is not typed. Some filtering is performed on this object by filling in the missing values with a median with a call to `pandas.read_csv.where`, which is call 2. The object returned by 2 is then split into train and test with a call to `train_test_split`, which is call 3. Two subsets of the train data are created (4) which are then used as arguments to the `fit` call (6), after creating the `SVC` object in call (5). The test data is similarly split into its X and Y components for learning, which is shown in the italicized numbers or names.

**immediatelyPrecedes** (green edges) captures the notion of data flow from one node to another, abstracting away details like argument numbers or names.

**flowsTo** (blue edges) captures code order.

In Figure 6, nodes are labeled with numbers corresponding to the right hand side of Figure 6, and the nodes are connected with edges that indicate control- and data-flow, as well as other properties. Node 1 in Figure 6 corresponds to the execution of `read_csv`. Our graph captures arguments, which are the filename and the `low_memory` option. Since these are literals, the edges are in some sense backwards with respect to dataflow, since RDF does not allow edges from literals.

Node 2 corresponds to the `where` call, so it has both **immediatelyPrecedes** and **flowsTo** edges from node 1, since it follows 1 in program order and gets data from it. The **flowsTo** edge is annotated with a `hasOrdinalPosition` edge to 0, indicating it is the receiver of the `where` call.

Node 3 for `test_train_split` is similarly related to node 2: it follows in program order, but data is passed as argument 1, so it is actually the first parameter to `test_train_split`. The call to `test_train_split` returns a tuple, which is split into `train` and `test`. This is captured in the first boxes labeled 4a, b, which have labels denoting which value they receive.

Then, in the code, each of `train` and `test` are split into their X and Y components for learning, which is shown in the italicized `4a, b`. The `train` node is 4a which is used for `fit`, and test 4b node shows the read from `Dataset`. The 4b nodes flow to the `predict` call; the X field is a slice and so does not have a specific field. Note that this example does not have dataflow directly from `fit` to `predict`, but this graph also captures the...
ordering constraint between them as shown in Figure 6. Nodes 5, 6, 7 similarly show control- and data-flow of the use of SVC.

Figure 7 shows the schema of each node in the analysis graph. Apart from edges described in the running example, each node comes with a definition of corresponding sourceLocation in the original code, its value_names which describes the local variables that a corresponding call got written to, in case an application needs it, whether the node reflects an import call, if the node reads or writes to some object returned by a specific call.

![Figure 7: Code Analysis Schema](image)

### 3.2 Extraction of Python Files from GitHub

To test the scalability of GraphGen4Code, we ran the toolkit on 1.38 million code files from GitHub. To extract this dataset, we ran a SQL query on Google BigQuery dataset. The query looks for all Python files and Python notebooks from repositories that had at least two watch events associated with it, and excludes large files. Duplicate files were eliminated, where a duplicate was defined as having the same MD5 hash as another file in the dataset. All the files were then analyzed to produce data flow and control flow graphs for each script. For each script to provide maximal coverage of the code, we added entry points for each defined function in each script, as well as the main body.

### 4 Linking Code to Documentation and Forum Posts

#### 4.1 Extracting Documentation into the Graph

To generate documentation for all functions and classes used in the 1.3 million files, we first processed from the analysis step above all the import statements to gather popular libraries (libraries with more than 1000 imports across files). 506 such libraries were identified, of which many were part of Python language itself.

For these libraries, we used Python introspection techniques to create a virtual environment, install the library, and used inspect to gather the documentation. Clearly this step is language specific - the toolkit code currently only has code to perform extraction from Python code. However, we note that extraction of documentation for code is supported in multiple languages, and so any extension to a new language requires language specific code for this part.

This step yielded 6.3M pieces of documentation for functions, classes and methods in 2300+ modules (introspection of each module brought in its dependencies). The extracted documentation is added to our code knowledge graph where, for each class or function, we store its documentation string, base classes, parameter names and types, return types and so on. An example of such extracted information is shown in Figure 4. The full RDF version of this 6.3M edges graph is available in GraphGen4Code’s website.

#### 4.2 Extraction of StackOverflow and StackExchange Posts

User forums such as Stackoverflow provide a lot of information in the form of questions and answers about code. Moreover, user votes on questions and answers can indicate the value of the question and the correctness of the answer. While Stackoverflow is geared towards programming, StackExchange provides a network of sites around many other topics such as data science, statistics, mathematics, and artificial intelligence.

To further enrich our knowledge graph with natural language posts about code and other documentation, we linked each function, class and method to its relevant posts in Stackoverflow and StackExchange. In particular, we extracted 45M posts (question and answers) from Stackoverflow and 2.7M posts from StackExchange in Statistical Analysis, Artificial Intelligence, Mathematics and Data Science forums. Each question is linked to all its answers and to all its metadata information like tags, votes, comments, codes, etc.

We then built an elastic search index across these sources, where each document is a single question with all its answers. The documents were indexed using a custom analyzer tailored for natural language as well as code snippets. Then, for each function, class and method, we perform a multi-match search over this index to retrieve the most relevant posts (a limit of 5K matches per query is imposed) and link it to the corresponding node in the knowledge graph. This step generalizes nicely across languages since all we do here is gear the analyzer and search queries to the idiosyncrasies of code. Figure 3 shows an example of how these information is structured in GraphGen4Code and how it links to docstrings and code analysis through label (green) nodes. The full RDF version of this graph can be found in [https://wala.github.io/graph4code/](https://wala.github.io/graph4code/).

With this extraction and linking mechanism, one can leverage the plethora of links we have from posts to different classes for code recommendation. For example, the post in Figure 1 discusses the usage of `sklearn.SVC` class for a machine learning problem. Similarly, the post [https://stackoverflow.com/questions/33840569](https://stackoverflow.com/questions/33840569) talks about `sklearn.SVC` and how it suffers from memory issues when handling larger datasets. It also mentions `linear_model.SGDClassifier` as a solution to this problem. With GraphGen4Code, the two posts will have a link to `sklearn.SVC` while the second post will have an extra link to `linear_model.SGDClassifier`.

---

4[https://stackoverflow.com/](https://stackoverflow.com/)
5[https://data.stackexchange.com/](https://data.stackexchange.com/)
6[https://github.com/wala/graph4code/blob/master/extraction_queries/elastic_search.q](https://github.com/wala/graph4code/blob/master/extraction_queries/elastic_search.q)
As in the case of extracting documentation embedded in code, the first query returns the documentation of a class or function. This section shows basic queries for retrieving information from RDF. Table 1 shows the number of unique methods, classes, and types, and check if they are optional.

Table 1: Number of functions, classes and methods in docstrings

|                  | Functions(K) | Classes(K) | Methods(K) |
|------------------|--------------|------------|------------|
| Docstrings       | 278          | 257        | 5,809      |
| Web Forums Links | 106          | 88         | 742        |
| Static Analysis Links | 4,230    | 2,132      | 959        |

In addition to the documentation of pandas.read_csv, we can also get the forum posts that mention this function by appending the following to the query above. This will return all questions in StackOverflow and StackExchange forums about pandas.read_csv along with its answers.

```sql
SELECT ?doc ?param ?return WHERE {
  graph <http://purl.org/twc/graph4code/docstrings>
  { ?s rdfs:label "pandas.read_csv" ;
    skos:definition ?doc .
    optional { ?s graph4code:param ?param . }
    optional { ?s graph4code:return ?return . }
  }
}
```

Another use of a code knowledge graph produced by GRAPHGen4Code is to understand how people use functions such as pandas.read_csv. In particular, the query below shows when pandas.read_csv is used, what are the fit functions that are typically applied on its output.

```sql
SELECT DISTINCT ?label WHERE {
  graph ?g {
    ?read rdfs:label "pandas.read_csv" .
    ?fit schema:about "fit" .
    ?read graph4code:flowsTo+ ?fit .
    ?fit rdfs:label ?label .
  }
}
```

5.3 Assessing the Quality of the Sample Extraction

To assess the validity of the control flow and data flow graphs produced by GRAPHGen4Code with the specific additions we made to WALA to analyze a large number of Python programs, we analyzed the ASTs of 441 Python programs. The graphs produced by WALA abstract away variables, and track the flow of objects through function calls. Therefore, we wanted to assess to what degree WALA captures function calls present in the program code in its analysis graphs. For the ASTs, we recorded all the locations of call nodes in the program code, because they record function calls in the program. For these call nodes, we tracked whether the specific call was covered in our WALA graphs, at the same source location. Across 441 programs, WALA generated dataflow and control flow graphs that covered an average of 86% of calls (standard deviation was 13%). Given that static analysis is neither sound nor complete [28], the graphs seem to capture most of the calls.

We also wanted to assess the quality of the links GRAPHGen4Code produced for forum posts.

7There was less need to assess the quality of documentation since that was generated by Python introspection techniques.
sample of 100 links between classes, functions and methods and their associated forum posts. We then asked two human annotators to judge the quality of these links as being relevant or not. A relevant link would mandate that the post is discussing the same exact module, class, and function, otherwise it is considered irrelevant. The two annotators had a 100% agreement and both measured a 79% linking accuracy. Analyzing the irrelevant links showed that it typically happens across languages where the same class appears in multiple languages or in generic classes or builtin types. Examples of such cases include like Formatter and AssertionError classes in Python and Java respectively.

6 Related Work

To our knowledge, there is no comprehensive knowledge graph for code that integrates semantic analysis of code along with textual artifacts about code. Here we review related work around issues of how code has been typically represented in the literature, what sorts of datasets have been available for code, and ontologies or semantic models for code.

6.1 Code Representation

A vast majority of work in the literature has used either tokens or abstract syntax trees as input representations of code (see [4] for a comprehensive survey on the topic). When these input code representations are used for a specific application, the target is usually a distributed representation of code (see again [4] for a breakdown of prior work), with a few that build various types of probabilistic graphical models from code. Few works have used data and control flow based representations of code as input to drive various applications. As an example, [21] used a program dependence graph to detect code duplication on Javascript programs, but the dependence is computed in an intra-procedural manner. Similarly, [5] augments an AST based representation of code along with local data flow and control flow edges to predict variable names or find the misuse of variables in code. [18] combines token based representations of code with edges based on object uses, and AST nodes to predict the documentation of a method. [10, 31] includes partial object use information from WALA for code completion tasks, but the primary abstraction in that work is (a) a vector representation of APIs for Java SWT, that they used in machine learning algorithms such as best matching neighbors to find the next best API for completion [10], or (b) as a Bayesian network which reflects the likelihood of a specific method call given the other method calls that have been observed [31]. [29, 30] employs a mostly intra-procedural analysis to mine a large number of graphs augmented with control and data flow, for the purposes of code completion for Java API calls. This work is interesting because, like us, [29] it creates a large program graph database which models dependencies between parent and child graphs, from which a Bayesian model is constructed to predict the next set of API calls based on the current one.

Our work can be distinguished from prior work in this area in two key ways: (a) our work targets inter-procedural data and control flow, in the presence of first class functions and no typing, to create a more comprehensive representation of code, and (b) we use this representation to drive the construction of a multi-purpose knowledge graph of code that is connected to its textual artifacts.

6.2 Code Datasets

Several research efforts started recently to focus on using machine learning for code summarization [3, 23, 7], code search [22] and models such as CodeBERT [17]. The datasets used by these approaches tend to be code- and task-specific. To the best of our knowledge, there is no work that tries to build a general knowledge graph for code and we believe that these approaches can directly benefit from GraphGen4Code. We, however, leave this for future work.

6.3 Semantic Models of Code

SemantGit [25] is a linked data version based on Github activities. Unlike GraphGen4Code, SemantGit focus on modeling user activities on Github and not on understanding the code itself as in GraphGen4Code. CodeOntology [8] in an ontology designed for modeling code written in Java. The ontology is similar to ours when it comes to modeling relationships among classes and methods. A crucial difference, however, is how the code itself is parsed and hence how it gets modeled. CodeOntology’s parser relies on Abstract Syntax Trees (AST) for understanding the semantics of the code while GraphGen4Code represents programs as data flow and control flow which is crucial because programs that behave similarly can look arbitrarily different at a token or AST level due to syntactic structure or choices of variable names. [24] proposed an approach for learning ontolgy from Java code using Hidden Markov Models. Unlike this approach, GraphGen4Code relies on a standard static analysis library (WALA) for code understanding which is then modeled using our ontology proposed earlier. [11] aims to construct knowledge graph of scientific concepts expressed in text books to link it to code artifacts such as function or variable names. In their work, text sentences are converted into triples and linked to source code based on token matches. This is different from GraphGen4Code’s approach where the focus is on modeling control and data flow of code and then linking classes and methods to their documentation. Augmenting GraphGen4Code with an approach specified in [11] is an interesting idea for future work.
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