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A number of security and privacy challenges of cyber system are arising due to the rapidly evolving scale and complexity of modern system and networks. The cyber system is a fundamental ingredient for Internet of Things (IoT) and smart city which are driven by huge amount of data. These data carry a lot of information for mining and analysis, especially trajectory data. If unprotected trajectory data is released, it may disclose user’s personal privacy, such as home, religion, and behavior mode, which will endanger their personal security. Until now, many methods for protecting trajectory information have been proposed. However, these methods have the following deficiencies: (i) they cannot defend against speculative attacks if the attacker’s background knowledge is maximized; (ii) when studying the problem, they made some strong assumptions that did not match the reality; (iii) the implementation algorithm is complicated and the time complexity is high, which means that data cannot be executed quickly when the amount is large. So, in this paper, we propose a spatial partition based method to publish trajectory data via differential privacy. First, by exponential mechanism, we divide location set at the same time into different partitions fast and accurately. Then we propose another effective method to release trajectory in a differential private manner. We design experiment based on the real-life dataset and compare it with existing method. The results show that the trajectory dataset released by our algorithm has better usability while ensuring privacy.

1. Introduction

In recent years, with the development of IoT, smart city is becoming popular to us and facilitates our life. As the important foundation of IoT application, cyber-physical system collects and provides a lot of data to it from users. Usually, personal data of user include the real-time location, usage time, and biometric information [1]. Among them, trajectory information is very important to user as well as adversary. Because it carries a lot of information for data mining and scientific analysis, if the trajectory is obtained illegally or released without protection, it is easy to reveal the user’s personal privacy, such as home address and behavior mode, which will endanger the personal security of the user [2–4]. Once the information is leaked into an attacker, it will cause immeasurable loss to the user, resulting in threats to personal safety and property. Therefore, in cyber system, for the security and privacy of user, it is extremely urgent to provide an effective protection method for a large amount of users’ privacy data [5–11].

Privacy disclosure and protection in trajectory data publication can usually be divided into two categories [12]:

1. Only one trajectory is included in the published trajectory dataset. Each location point on the trajectory corresponds to a record, and the user’s privacy requirement is to ensure that the location at a certain point is safe [13].

2. The published trajectory dataset contains multiple trajectories. Each of these trajectories is considered a record. Our aim is to publish a sanitized dataset so that the attacker could not know the correspondence between a trajectory and the user.

Based on the above two types of problems, many privacy protection methods based on \(k\)-anonymity [14] and partitioning have emerged in recent years, such as \(l\)-diversity [15], \(t\)-closeness [16], and \((\alpha, k)\)-anonymity. Although these methods can protect more details of the data, they all require special attack assumptions and background knowledge. In addition, for the above privacy protection methods, some new attack models have emerged, such as combined attacks [17] and
background knowledge attacks [18]. These new attack models are really serious challenges to the effectiveness of above methods.

The root cause of above situation is that (i) the background knowledge of attacker is difficult to define and (ii) these early privacy protection models did not provide an effective and rigorous way to prove their level of privacy protection. Therefore, researchers are trying to find a sufficiently usable privacy protection model that can resist various forms of attack with the attacker's maximum background knowledge. The rise of differential privacy (DP) [19] makes it possible to implement this idea.

Differential privacy is a probability-based privacy model proposed by Dwork [19] in 2006 for privacy breach of statistical database. The advantages of differential privacy are the following: (i) it is based on a powerful mathematical model that can provide quantitative analysis for privacy level; (ii) the usability can be controlled by adjusting privacy budget to add proper noise; (iii) the privacy can still be guaranteed even if the attacker's background knowledge is maximum. Because of these above advantages, differential privacy has quickly gained the attention of researchers [20].

The main content of this paper is to use differential privacy to protect the trajectory dataset generated by moving objects. For the spatiotemporal trajectory dataset, it is important to know how to use the differential privacy method to process the data, so that the published data can protect the relationship between the user and the trajectory while protecting the sensitive location of the user on the trajectory.

Contributions. The main contributions of this paper are three-fold:

(1) For original dataset in which location points are strictly ordered by timestamp, we propose a Hilbert curve based spatial partition method. According to the sparsity of location distribution in the area at the same time, we leverage exponential mechanism to get the most likely accurate partition, which protects sensitive locations of individual moving object.

(2) We then propose a simple and effective differential privacy data publishing algorithm to generate trajectory. On the basis of the partitions of each timestamp, we generate similar trajectories of original trajectory. Then we design a method to reduce the Laplace noise injected into the data. The released noisy dataset protects the relationship between the user and trajectory.

(3) Through theoretical analysis and experimental evaluation on the real-life dataset, the privacy guarantee and usability of the proposed publishing method are proven. Compared with the existing algorithm, using the Hausdorff distance and spatiotemporal range query distortion as the evaluation criteria, the experimental results show that our algorithm is superior to the previous algorithm.

2. Related Work

Researchers have conducted a lot of researches on trajectory privacy protection and achieved rich results. Nicolás [21] pointed out that directly deleting the ID of the trajectory does not guarantee the user's privacy. With the advancement of the attack means, even if the location of each user is protected, the attacker can still learn the user's mode through association analysis and data mining.

In such methods, trajectory \(k\)-anonymity is one of the most commonly used methods [1]. Sweeney first proposed the \(k\)-anonymity model [14] and at least \(k-1\) records were indistinguishable from each record. This method guarantees user privacy to some extent, but the sensitive attribute values in the same anonymous set may be identical or of few types, and the attacker can still infer the information of a record from the table. In response to this problem, Shwib Bgl et al. [15] proposed a privacy protection standard for \(l\)-diversity, which requires that each \(k\)-anonymous set has at least \(l\) different sensitive attribute value under the premise that the data record satisfies the \(k\)-anonymity model. This prevents an attacker from matching a record to a determined individual. In [22, 23], the trajectory \(k\)-anonymity is extended, and the \((k, \delta)\)-anonymity model is proposed. It is required to find at least \(k-1\) other trajectories in the \(\delta\) uncertainty region around it. In [24], by suppressing some sensitive information in the user's trajectory, the probability of the attacker acquiring the user's trajectory information through data mining is reduced, so the trajectory privacy is protected. Terrovitis [25] proposed a new suppression mechanism, which divides the trajectory into sensitive regions and nonsensitive regions. When the user enters the sensitive area, the user's location in the area is suppressed, and the information update is stopped; when entering the nonsensitive area, no suppression is performed. Kido [26] proposed a trajectory data suppression mechanism that can simultaneously suppress sensitive nodes in the trajectory and nodes that can uniquely identify users to achieve trajectory privacy protection. Mohammed [27] designed a user trajectory suppression mechanism for high-dimensional sparseness and selected appropriate suppression points combined with \(k\)-anonymity, so that each subsequence of the same length in the user trajectory has no less than \(k\) identical subsequences. Shokri [28] proposes a way to add random noise to the user's actual location by comprehensively considering the user's privacy requirements, the attack's knowledge, and the maximum tolerable quality of service degradation caused by the confusion of the real location. When attacker reconstructs the actual location of the user, the error rate of speculation rises while satisfying the user's quality of service requirements. According to the predictability of human behavior patterns, Theodorakopoulos [29] proposed an algorithm for exchanging access-sensitive location points to predict the user's future trajectory while protecting the privacy of the user's location.

After the differential privacy model is proposed, it was quickly applied in the privacy protection of trajectory data release. In [30], the differential privacy model was applied for the first time to propose the prefix method. This method uses the hierarchical framework to construct the prefix tree, dividing the trajectory sequence with the same prefix into the same branch of the tree and adding the noise by counting the node's count value. However, as the tree grows, the prefix will form a large number of leaf nodes, making the added noise too large and reducing the accuracy of the published
Table 1: Notations that will be used.

| Notation | Explanation |
|----------|-------------|
| $T_i$    | a trajectory in dataset |
| $\tilde{T}_i$ | generalized trajectory in noisy dataset |
| $D$      | dataset has multiple trajectories |
| $r$      | radius of the stand deviation circle |
| $r_w$    | radius of the weighted stand deviation circle |
| $L, L_i$ | location universe and the location set at each timestamp $i$ |
| $\tilde{L}, \tilde{L}_i$ | location universe and location set at timestamp $i$ after dividing |
| $L_{ij}$ | center of location set after dividing in the timestamp $i$, $j$th set |
| $C$      | set of trajectory count number in dataset |
| $d$      | distance set in adjacent trajectory count number |
| $D, D'$  | the noisy dataset and the published dataset |

dataset. Also, these above methods only consider the spatial characteristics of the trajectory data, regarding the trajectory data as a sequence of spatial location points, or make bad utility when trajectory is long.

3. Materials and Methods

In this chapter, we define the spatiotemporal trajectory dataset, review the knowledge of differential privacy, and introduce a few methods that we will use in the next part. Besides, notations we use are listed in Table 1.

3.1. Spatiotemporal Trajectory Database

Definition 1 (spatial-temporal trajectory). A spatiotemporal trajectory is a location sequence generated by ordering multiple timestamps, representing the trajectory of a moving object in space.

\[ T = (l_1, t_1) \rightarrow (l_2, t_2) \rightarrow \cdots \rightarrow (l_{|T|}, t_{|T|}) \]

where $|T|$ is the length of this trajectory, and, $\forall i, 1 \leq i \leq |T|, l_i \in L_i$ is a discrete spatial point, which is represented by latitude and longitude coordinate.

$L_i$ is the location universe of locations at time $t_i$. We use $\text{Time}(T)$ to represent the timestamps of a spatiotemporal trajectory.

A spatiotemporal trajectory dataset $D$ is a dataset consisting of $|D|$ spatiotemporal trajectories, like $D = \{T_1, T_2, \ldots, T_{|D|}\}$. In general, the length of each trajectory and the sampling interval are different due to the different sources and sampling methods of the dataset. For the sake of convenience, the original dataset will be preprocessed in our experiments, making

\[ \text{Time}(T_i) = \text{Time}(T_j), \ \forall T_i, T_j \in D, \ i \neq j. \]  

3.2. Differential Privacy. As a well-defined and provable privacy model, differential privacy has been widely used in data protection and data mining privacy protection since it was introduced [20].

Definition 2 ($\epsilon$-differential privacy). A randomized algorithm is differential privacy if and only if any two databases $D$ and $D'$ contain at most one different record and, for any possible anonymized output $O \in \text{Range}(A)$,

\[ \Pr(A(D) = O) \leq e^\epsilon \times Pr(A(D') = O) \]  

We say that the algorithm satisfies $\epsilon$-differential privacy. In the above formula, $\epsilon$ is a parameter. The smaller it is, the stronger the privacy protection provided by the differential privacy mechanism is.

In this paper, two important tools for implementing differential privacy are the Laplace mechanism [31] and the exponential mechanism [32]; both of them use the global sensitivity.

Definition 3 (global sensitivity). For a given function $f: D \rightarrow \mathbb{R}^d$, its global sensitivity is

\[ \Delta f = \max_{D_1, D_2} \| f(D_1) - f(D_2) \|_1 \]

$D_1$ and $D_2$ are neighboring databases that differ in at most one record.

Laplace Mechanism. The mechanism is designed for functions whose query results are numerical. Differential privacy is achieved by injecting appropriate noise into the result of query. The noise generation is based on the Laplace distribution function and its probability distribution is

\[ p(x | b) = \frac{1}{2b} e^{-|x|/b}, \ b = \frac{\Delta f}{\epsilon} \]

where $b$ is the noise scale and it is determined by the global sensitivity of the function and the privacy budget.

Theorem 4. For any $f: D \rightarrow \mathbb{R}^d$, the mechanism that adds independently generated by Laplace noise on the real result, like

\[ A(D) = f(D) + \text{Laplace}(b) \]

Then the mechanism satisfies $\epsilon$-differential privacy.

Exponential Mechanism. For some functions whose query result is nonnumeric or has no meaning after adding noise,
such as the query result which is a certain attribute in the dataset, Mcsherry and Talwar [32] proposed a protection mechanism that satisfies differential privacy for this situation. It first defines utility function \( u : (D \times r) \rightarrow R \) that assigns a real score for every possible output \( r \) in the output domain \( R \). Higher score means more utility. It then selects an output \( r \in R \) with the probability proportional to \( e^{(\epsilon \cdot u(D,r))/2\Delta u} \), \( \Delta u = \max_{r_1, r_2, r_3} |u(D_1, r) - u(D_2, r)| \) is the sensitivity of utility function. As the outputs with higher score are more likely to be selected, this mechanism is close to optimal. In addition, the utility function should be insensitive to the change of a single record.

**Theorem 5.** For any function \( u : (D \times r) \rightarrow R \), the mechanism chooses an output \( r, r \in R \), with the probability proportional to \( e^{(\epsilon \cdot u(D,r))/2\Delta u} \) being able to guarantee \( \epsilon \)-differential privacy.

**Composition Properties**

**Theorem 6** (sequential composition). Suppose that each algorithm \( A_1 \) satisfies \( \epsilon_1 \)-differential privacy. A sequence of \( A_1 \) over database \( D \) provides \( \sum \epsilon_1 \)-differential privacy.

**Theorem 7** (parallel composition). Suppose that each algorithm \( A_1 \) satisfies \( \epsilon_1 \)-differential privacy. A sequence of \( A_1 \) over a set of disjoint database \( D \) provides \( \max(\epsilon_1) \)-differential privacy as a whole.

3.3. Hilbert Curve. The Hilbert space filling curve is a continuous but nonconductive mathematical curve proposed by German mathematician Hilbert in 1891 [33], which is being widely applied in spatial sorting currently. Space filling curve is a method of mapping \( d \)-dimensional space into 1-dimensional space. It passes through every discrete unit of high-dimensional space only once and numbers these units in a linear order as in Figure 1. From the \( d \)-dimensional space to the linear space mapping process, the Hilbert curve can maintain location relationship between the point and its neighbors to some extent, so it has good characteristics in the spatial point division problem [34].

Using Hilbert curve to divide the space is relatively fast and capable of resisting speculative attacks [35]. However, due to the uneven distribution of spatial points and sparsity, the space of the Hilbert curve partition is slightly larger than the space based on the KNN method [36], which results in larger errors in the calculation of spatial point anonymity and relatively high computational time. Therefore, we need an efficient method that maintains both the spatial nature of the Hilbert curve and the ability to produce relatively small partition.

We note that points with similar Hilbert values are similar in the 2-dimensional or high-dimensional space is a sufficient unnecessary condition [37], which means that, in a Hilbert curve, there may be similar points in the two-dimensional space but the Hilbert values differ greatly. In Figure 2(a), \( U_2 \) and \( U_8 \) are such points. And because the Hilbert curve is recursively divided using the quadrant mode, this results in no Hilbert curve that makes the two points close, no matter how high order there is. This is why the space partition in Hilbert curve is slightly larger than the space based on the KNN method. We also noticed that, for spatial points under the same distribution, even the equal-order Hilbert curves could provide different partition after rotating. In Figure 2, the eight users are in the same locations, but the spatial regions obtained after 3-anonymous partitioning [38] through different 3-order Hilbert curves have a large difference in size.

In Figure 2(a), the partition of \( U_1, U_2, U_3 \) occupies 16 cells and \( U_4, U_5, U_6, U_7, U_8 \) have 49 cells. The average is 32.5. Meanwhile, in Figure 2(b), \( U_5, U_6, U_7 \) occupies 6 cells and \( U_8, U_2, U_3, U_4, U_1 \) 20. The average is 13. The effect after the rotation is visible. Therefore, this paper considers using such method to divide the space. It is hoped that when the divided regions are constructed, the accuracy of the partitions can be ensured while obtaining a smaller divided region.

3.4. Location Entropy. The definition of location entropy is derived from Shannon entropy [39] and is a measure of uncertainty. In the field of location privacy, many methods [40, 41] have adopted the concept of location entropy to measure the popularity of points of interest (POI) or to use location entropy to design privacy protection mechanisms.

For a given location \( l \), let \( V_l \) be the set of visits to that location. Thus, \( c_l = |V_l| \) is the total number of visits to \( l \). Also, let \( U_l \) be the set of distinct users that visited \( l \), and let \( V_{l,u} \) be the set of visits that user \( u \) has made to the location \( l \). Thus, \( a_{lu} = |V_{l,u}| \) denotes the number of visits of user \( u \) to location \( l \). The proportion of visits \( l \) by user \( u \) to the total number of visits \( l \) is \( p_{lu} = a_{lu}/c_l \). According to Shannon entropy [42], the location entropy of \( l \) is

\[
LE(l) = - \sum_{u \in U_l} p_{lu} \log_2 p_{lu}
\]

(6)

The greater the location entropy, the higher the uncertainty of the location and the level of privacy protection. Location entropy reaches a maximum \( \log_2 k \), when all users have the same number of visits, where \( k = |U_l| \).

3.5. Weighted Standard Deviation Circle. Due to the unevenness of the spatial point distribution pattern and its sparsity, the parameter of the subspace size generated by clustering or partitioning does not fully reflect the quality of the partitioning result, which in turn affects the availability of data. So we introduce a standard deviation circle to solve this problem. In spatial point mode analysis, standard deviation
circle, weighted standard deviation circle, of coordinate \(x/y\) is used to describe the discrete trend of spatial distribution [43].

The radius of the standard deviation circle is similar to the standard deviation in classical statistics, describing the spatial deviation of the observed points.

The standard deviation circle radius calculation method is

\[
r = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \overline{x})^2 + (y_i - \overline{y})^2}{n - 2}}
\]  

(7)

where \(\overline{x}, \overline{y}\) is the center point of the space, \(x_i, y_i\) are the coordinates of the point, and \(n\) is the number of points in the space. For two areas with equal size, if the total number of points is the same, then the area with a large standard deviation circle radius has a large spatial dispersion [43]. However, when some attributes of the spatial point itself can affect the degree of spatial dispersion, the result of the standard deviation circle will be biased. In order to correct this offset, some attributes of the spatial point can be used as weights to generate a weighted standard deviation circle.

Then the radius is calculated as follows:

\[
r_w = \sqrt{\frac{\sum_{i=1}^{n} w_i (x_i - \overline{x})^2 + \sum_{i=1}^{n} w_i (y_i - \overline{y})^2}{\sum_{i=1}^{n} w_i}}
\]  

(8)

where \(w_i\) is the attribute weight; other parameters are defined as above (7).

4. Our Proposal

In this chapter, we describe how to design a differential privacy publishing method for a trajectory dataset. First, we introduce our method and then decompose the algorithm into two subalgorithms and finally prove that the whole algorithm satisfies \(\varepsilon\)-differential privacy.

4.1. Preview. We solve processing the original data by dividing the location set of the trajectory database at each timestamp. For example, the similar points in the original dataset are divided into the same area, and the divided areas are guaranteed to be as accurate as possible. In this way, we can greatly reduce the set of location points within the timestamp, thereby reducing the output domain of the trajectory dataset. Further, similar trajectories are also merged, which greatly increases their counts, reduces the injected noise, and improves data availability.

4.1.1. Differential Privacy Spatial Division Algorithm. This algorithm uses the Hilbert curve to divide the set of location points \(L_i\) of each timestamp \(t_i\) and divides the original set into multiple subsets, which is regarded as a kind of partition. When using multiple Hilbert curves for dividing, many partitions are produced. The size of the area produced by each partition is different, and the distribution of internal location points is not same. According to the location entropy of each point in an area, the weighted standard deviation circle of all points in the area is calculated, and then the exponential mechanism is used to output the best partition with higher availability. Thus, the location set \(L_i\) in the original dataset becomes \(\overline{L_i}\), as an input to the next algorithm.

4.1.2. Differential Private Data Publishing Algorithm for Trajectory Generated. This algorithm generates generalized spatiotemporal trajectories based on the output \(\overline{L_i}\) of last step at each timestamp \(t_i\). Then we use the Laplace mechanism to publish the noise count of the generalized spatiotemporal trajectory. To improve efficiency and utility, we only focus on the trajectories that exist in the original dataset and design a method to reduce the noise injected.

As in Figure 3, there are 8 trajectories in the original database and the length is 3. We divide the location set at each timestamp \(t_i\) in Algorithm 1 and generalize noisy trajectories by Algorithm 4. Then we release the processed trajectory dataset.

The details of two core algorithms are elaborated separately below.

4.2. Differential Privacy Spatial Division Algorithm. In order to reduce the size of the spatiotemporal location set and
Algorithm 1: DPSD($D, \varepsilon$).

In the original dataset of Figure 3, each trajectory is recorded as $T_i$; we divide each spatiotemporal point on the trajectory into different location set $L_i$ by time $t_i$ and perform the same dividing operation for each $L_i$ separately. At first, we want to divide the location set as what we introduced in Section 3.3 by average size of cells. However, in the subsequent research, we found the shortcomings of this approach. Consider the division of the following two location distribution.

In Figure 4, $a$ and $b$ represent two kinds of distribution. There is one point in 0-3 cell in $a$, but there is one point in cells 0 and 1 and two points in cell 3 in $b$. When dividing, these two distributions will get the same dividing area with same anonymity effect but different service quality because of its uneven density.

For the same reason, in the distribution of $c$ and $d$, after dividing, the size of the cell area in $c$ is 4, while in $d$ it is 6. But, in fact, the division in $d$ should be better. These two comparative examples in Figure 4 illustrate that Hoa Ngo's dividing method based on the number of grids proposed in [36] is prone to be inaccurate for some distributions, so we recommend using a more accurate method to divide location set, which can indicate the difference in distribution.

We use the standard deviation circle in Section 3.5 to solve this problem. According to formula (7), we can calculate the standard deviation circle radius of the two comparative sample pieces of data in Figure 4. The results are $a=1.935$ and $b=1.581$, which is in line with our observation and actual condition. So it can be used as an evaluation criterion for area dividing. However, we cannot just simply use multiple Hilbert curves for spatial dividing and then choose the best partition with the smallest average standard deviation circle radius, even if this method can produce the most accurate division. Because the optimal partitioning produced by each Hilbert curve is different, this simple way of choosing the minimum output is susceptible to speculative attacks. To solve this problem, we introduce the
exponential mechanism of differential privacy to ensure a relatively accurate division to be output. The utility function \( u(D, r) \rightarrow R \) is designed as

\[
u(D, r) = 1 - \frac{\text{Size}(r)}{\text{MaxSize}(R)} \quad r \in R \tag{9}\]

where \( r \) is the average radius of the standard deviation circle of each area in the partition and \( R \) is the collection of all \( r \).

For example, we use three Hilbert curves to divide a location set, and the results are \( r_1 = 5, r_2 = 8, \) and \( r_3 = 10 \) respectively; then their corresponding utility scores are \( u(D, r_1) = 0.5, u(D, r_2) = 0.2, \) and \( u(D, r_3) = 0 \). In this way, we get the highest score for the optimal result of dividing the region. Then we can randomly select an output \( r \) with the probability \( P(D, r) \) proportional to \( e^{(\varepsilon u(D, r))/2\Delta u} \), where

\[
P(D, r) = \frac{e^{(\varepsilon u(D, r))/2\Delta u}}{\sum_{r \in R} e^{(\varepsilon u(D, r))/2\Delta u}} \tag{10}\]

\( \varepsilon \) is privacy budget and \( \Delta u \) is sensitivity of \( u(D, r) \rightarrow R \). Differential privacy requires global sensitivity to be as small as possible to minimize the noise injected. The sensitivity of our utility function is \( \Delta u = \max_{r \in R} |u(D, r) - u(D', r)| = 1 \), so it can be used. In addition, we noticed that when using data-relative publishing method, the properties of the data itself will also affect the publishing results. Based on this idea, we can replace the standard deviation circle used in the utility function with the weighted standard deviation circle. The attribute of the location entropy in dataset is taken into account, which can be calculated by formula (8) to get weighted standard deviation circle radius. At same time, the utility function should be modified to

\[
u(D, r_w) = 1 - \frac{\text{Size}(r_w)}{\text{MaxSize}(R)} \quad r_w \in R \tag{11}\]

After the process of Algorithm 1, \( L_i \) in the original dataset can be divided into different area, as shown in Figure 5, and the pseudocode of the algorithm is shown in Algorithm 1.

The order we use to generate the Hilbert curve is based on the number of location points in the target area. Our aim is that, in the best case, each location can get a Hilbert value, so we need at least \( n \) cells, which require the order of Hilbert curve to be \( \text{order} = \lceil \log_2 n \rceil \).

4.3. Differential Private Data Publishing Algorithm for Trajectory Generated. Through Algorithm 1 in previous section, location set \( L_i \) at each timestamp \( t_i \) of the original spatiotemporal trajectory dataset is divided into \( \tilde{L}_i \). After this, in order to construct generalized trajectories that are similar to trajectories in the original dataset, we also need to perform the Algorithm 4. It is to generate a trajectory dataset \( \hat{D} \) to be published by divided location sets \( \tilde{L}_i \). It should be noted that, in Algorithm 1, once \( k \) is fixed, the number of partitions in \( \tilde{L}_i \) is determined to be \( \lceil |L_i|/k \rceil \). If the trajectory's length is \( l \), the number of all possible trajectories is \( |L_i|/k \). Suppose that the number of partitions is 80 in each \( \tilde{L}_i \); the total number of possible trajectories with the length 36, like our setting in experiment, which we have to consider is \( 80^{36} \). It is obviously unacceptable if we add Laplace noise on all of these trajectories. Therefore, we need to process the output of Algorithm 1 to reintegrate the different sets of location partitions into trajectories that are similar to original dataset.

We adopt the following strategy: first, for each \( \tilde{L}_i \), location points that belong to the same area are replaced by the center of this area, and other points in the area are deleted, so that each area corresponds to only one point. Then, according to
every trajectory in the original dataset, we find the area it passed and replace this original location point with center of this area. Finally, we get generalized $\tilde{D}$ trajectory dataset after dividing, as shown in Figure 6.

After the replacement, the count of some generalized trajectories also increases because each divided subset contains multiple location points, as can be seen from Table 2.

Compared to the unprocessed trajectories, increasing the count of trajectories reduces the disturbance of adding noise to the smaller count, which allows us to publish trajectory data more accurately than before. For example, if the original dataset is not processed, its published dataset is $D = \{T_1, T_2, T_3, T_4, T_5, T_6, T_7, T_8\}$; the count set of trajectories is $C = \{3, 1, 1, 1, 1, 1, 1, 1\}$. We will have very low availability after adding Laplace noise on such a sequence. The generalized dataset after replacing is $\tilde{D} = \{\tilde{T}_1, \tilde{T}_2, \tilde{T}_3, \tilde{T}_4\}$, where each $\tilde{T}_i$ is the generalized trajectory in Table 2 and $\tilde{D}$ is the noisy dataset that contains all generalized trajectories.

The count set is $C = \{3, 1, 1, 1\}$. Such a trajectory dataset with differentiated count can withstand the influence of Laplace noise and achieve better usability.

We have noticed that when the number of generalized trajectories is large, the total amount of Laplace noise can also be large. Let us take Table 2 as an example; when we add Laplace noise to $D = \{T_1, T_2, T_3, T_4, T_5, T_6, T_7, T_8\}$, we need to add independent noise $N, N \sim \text{Lap}(\Delta f/e)$, where $\Delta f = 1$, because any adjacent trajectory dataset's count values differ by up to 1. For these four trajectories in dataset, the noise amount we need is $4N$. But when we sort and group the count set $C$, $\{3, 1, 1, 1\} \Rightarrow \{(1,1), (3,3)\}$.

For the dataset after group, we just need to add $2N$ Laplace noise to satisfy differential privacy, which means that we just add $1/2N$ noise to each trajectory. While when reducing Laplace noise, new errors arise, which we call mean error, because we need to use the average value to restore the count of each trajectory in each group when publishing data. The difference between average count and the true count results in this error. We still use the example $D$: the count set of dataset $D$ is $C = \{3, 1, 1, 1\}$. The count set of neighbor dataset of $D$ may be $C' = \{3, 1, 1, 4\}$. When we add Laplace noise directly, the noise error is $4N$ and mean error is 0. After grouping this count set, $C$ becomes $C' = \{(1,1), (3,4)\}$; then the Laplace noise is $2N$ and mean error is $|3 - 3.5| + |4 - 3.5| = 1$. If $4N$ is greater than $2N + 1$, then we believe that the error generated by the dividing is acceptable and this release method is preferable. From a global perspective, as the number of group increases, the Laplace error increases gradually, and the mean error decreases. They are mutually constrained. However, from the perspective of data availability, we only need to minimize the total error of data release.

**Definition 8** (total error). For count set of the trajectory dataset used in this paper, the total published error is the sum of Laplace error and the mean error.

$$Error(C) = Error(Lap) + Error(Mean)$$

$$Error(Lap) = \sum_k n_k, \text{where } k \text{ is group size after dividing and } N \text{ is noise amount.}$$

$$Error(Mean) = |\sum_c c(T_i) - \text{aver}(G)|, \text{where } c(T_i) \text{ is count value of every trajectory in group and } \text{aver}(G) \text{ is the average count in group } G.$$
trajectories, the mean error will be very large, which will seriously affect the release result. So, we need to first find the outlier trajectory and try to separate the outlier trajectories into a single group to avoid the influence of other mean errors of group.

Generally, we can take the following methods to divide. First, the output of Algorithm 2 is an approximate correct trajectory count ordered set. Supposing that the generalized count set $C = \{c(T_1), c(T_2), c(T_3), \cdots c(T_n)\}$, we calculate the difference between adjacent elements of this approximate order set $d_i = |c(T_{i+1}) - c(T_i)|$ and get the set of difference $d = \{d_1, d_2, d_3, \cdots d_{n-1}\}$. Then we choose the max $d_{\max}$ as $d_i$; by doing this, we can find the maximum difference trajectory in $C$, which is the relative outlier trajectory. We divide the count set $C$ into $C_1 = \{c(T_1), c(T_2), \cdots c(T_{i+1})\}$ and $C_2 = \{c(T_{i+1}), c(T_{i+2}), \cdots c(T_n)\}$. If the error after dividing $\text{Error}(C_1) + \text{Error}(C_2) < \text{Error}(C)$, we accept this division and then recursively perform the above process on $C = \{C_1, C_2\}$ until all subdivisions do not meet the requirements.

However, the process above does not guarantee privacy. When an attacker has strong background knowledge, it is possible to obtain user privacy by speculating attacks at each division. Therefore, in order to protect privacy from the strongest attacker, we use differential privacy to defend. When we choose $d_{\max}$ from $d = \{d_1, d_2, d_3, \cdots d_{n-1}\}$, exponential mechanism can be used to output $d_{\max}$ with a high probability. We design a simple and effective utility function: $u(D, d_i) = d_i$; the bigger $d_i$ is, the higher its score and probability are, which conform the rule. The sensitivity $\Delta u = 1$ because the max difference is 1 when there is only one different record on neighbor dataset. The probability of output $d_i$ is

$$P(D, d_i) = \frac{e^{u(D, d_i)/\Delta u}}{\sum_{d_j} e^{u(D, d_j)/\Delta u}}, \quad d_j \in d$$

(14)

We can get correct group division after above steps.

In Algorithm 3, $\text{Error}(C)$ is the initial min error and $\text{Error}(C) = N + \sum_{i=1}^{n} [c(T_i) - \text{aver}(C)]$, where $N$ is Laplace noise and $C$ is the whole count set. The algorithm continually iterates until the global error is no longer reduced, so the number of iterations and partitions cannot be determined.

In this algorithm’s line (3), $\epsilon = \epsilon/2$ means that, in each iteration, the differential privacy mechanism consumes half of the remaining privacy budget in previous step. Because we do not know the exact running times of the process, we can limit the whole budget privacy less than $\epsilon$.

Both Algorithms 2 and 3 are just part of the differential privacy data publishing algorithm for trajectory generated. The complete algorithm for trajectory generated is as shown in Algorithm 4.

After processing by Algorithm 4, the format of the published trajectory dataset is as Table 3.

4.4. Privacy Analysis. In this section, we analyze the privacy attribute of the algorithm proposed in this paper. The main algorithm of this paper consists of two parts. The first part
Algorithm 4: 2DPA-TG($\tilde{L}$, $\varepsilon$).

Input: $\tilde{L} = \{\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_{|\tilde{L}|}\}$, privacy budget $\varepsilon$
Output: published dataset $\tilde{D}$
(1) Initialize $\varepsilon = \varepsilon_1 + \varepsilon_2$, $\tilde{D} = \emptyset$
(2) Based on $\tilde{L}$, use the centers of each area to replace original trajectories, making generalized $\tilde{D}$
(3) $\text{SortSet} = \text{CountSort}(\tilde{D}, \varepsilon)$
(4) $C = \text{TraDivision}(\text{SortSet}, \varepsilon_i)$
(5) For $C_i$ in $C$, the noisy count $c$ of trajectories in $C_i$
   $c = \text{aver}(C_i) + \text{Lap}(1/|C_i|\varepsilon)$
   add trajectories in $C_i$ into $\tilde{D}$
(6) return published dataset $\tilde{D}$

Theorem 10. The differential privacy spatial partition algorithm guarantees $|T| \cdot \varepsilon_d$-differential privacy across the entire trajectory dataset.

The second part differential privacy data publishing algorithm for trajectory generated consists of two subalgorithms, in which there are two parts consuming privacy budget: (i) Algorithm 3 TraDivision uses the exponential mechanism to select the maximum adjacent count difference and (ii) Algorithm 4’s line (4) uses the Laplace mechanism to add noise on trajectory counts. Algorithm 3 consumes half of the remaining privacy budget $\varepsilon$ each time, so the total privacy budget is $\sum_{i=1}^k (1/2^i) \cdot \varepsilon_1 < \varepsilon_1$, where $k$ is the total number of iterations when the algorithm stops.

Line (4) of Algorithm 4 consumes a privacy budget $\varepsilon_2$ for one-time consumption. Then we have the following theorem.

Theorem 11. Differential privacy data publishing algorithm for trajectory generated satisfies $\varepsilon_p$-differential privacy, $\varepsilon_p = \varepsilon_1 + \varepsilon_2$.

So, as the sequential property of differential privacy, we have the theorem as follows.

Theorem 12. The protection mechanism we propose in this paper satisfies $\varepsilon$-differential privacy, and $\varepsilon = |T| \cdot \varepsilon_d + \varepsilon_p$.

5. Evaluation

5.1. Dataset and Environment. The experimental dataset of this paper is published by Microsoft Research Asia, which contains the trajectories of 10,357 taxis in Beijing in a week. Each record in the dataset is like (taxiID, time, longitude, latitude) and the GPS sample frequency of each taxi ranges from 1s to 10min. In order to fit the algorithm design and facilitate the experiment, we extracted the data from 6:00 to 12:00 in one day, and the sampling frequency of each data is 10min, which means that every spatiotemporal point on the trajectory has 10min interval. After processing the raw dataset, we obtained original experimental data containing 7,369 taxi trajectories.

The experimental hardware environment is Windows 7, Intel Core i5 6500 CPU, 3.2 GHz, and 8G memory, and the experiment is programmed by Java.

5.2. Utility Metric. The algorithm proposed in this paper causes the loss of usability between the published dataset and the original dataset in two aspects. The first is the loss caused by division and replacement of the location points at each timestamp and the second is the error caused by Laplace noise and exponential perturbation. Therefore, in this section, we evaluate availability of the published trajectory dataset by Hausdorff distance [48] and spatiotemporal range query [49].

Hausdorff distance is a way to measure the degree of similarity between two point sets. The spatiotemporal trajectory can also be seen as a form of point set, so the Hausdorff distance measurement can be used.

The Hausdorff distance between $T_i$ and $T_j$ is calculated by the following formula:

$$HD(T_i, T_j) = \max (hd(T_i, T_j), hd(T_j, T_i))$$

$$hd(T_i, T_j) = \max \left( \left( \min \|p_i^m, p_j^m\| \right), p_i^m \in T_i, p_j^m \in T_j \right)$$

$hd(T_i, T_j)$ is the same as above. Obviously, the smaller the Hausdorff distance, the higher the usability.

We use the DPR algorithm in [44] as a comparison experiment. DPR is similar to the algorithm framework of our proposal. The DPR algorithm uses k-means clustering for each timestamp and finally publishes the dataset with Laplace noise and generated fake trajectories. It should be noted that the DPR algorithm needs to specify $k$ as the number of cluster clusters. In our paper, the required $k$ is the minimum number of location points in each partition area.

We calculate the Hausdorff distance between the original trajectory dataset and the published trajectory dataset. In Figure 7, at first, as $\varepsilon$ increases, the Hausdorff distance tends...
to decrease. The reason is that when $\varepsilon$ increases, Laplace noise and exponential noise will decrease, which make the difference between published dataset and the original dataset smaller. With the increase of $k$, Hausdorff distance decreases first and then increases. This is because $k$ has an influence on the location set $L_i$ in Algorithm 1 and number of generalized trajectories in Algorithm 4. After the value of $k$ is too large, the partition area is increased, and the distance between center of $L_i$ and other points in $L_i$ is increased, thereby affecting the availability of the entire dataset. When $k=70$, the Hausdorff distance gets its minimum, so we fix $k=70$ to perform the subsequent experiments.

We experimentally compared the trajectory dataset released by the DPR algorithm with the trajectory dataset published by our algorithm. It can be seen from Figure 8 that the Hausdorff distance of the DPR algorithm is a little smaller than our algorithm in most cases. This is because the DPR algorithm uses $k$-means based clustering algorithm when dealing with location point sets at each timestamp. Such algorithms tend to choose nearest neighbors as the same category, with higher accuracy in Euclidean distance based comparison method. But considering that the time complexity of $k$-means algorithm is $O(knm^2)$ and the DPR is $O(n^2)$, while our proposal is $O(n \log n)$, it is perfectly acceptable to sacrifice a small amount of Hausdorff distance in exchange for time complexity.

Spatiotemporal range query is a method for measuring trajectory data quality proposed in [49]. In the experiment, we, respectively, use the algorithm proposed by this paper and DPR algorithm to publish dataset $\overline{D}$ and then perform two kinds of spatiotemporal range query on $D$ and $\overline{D}$. We calculate the distortion of the query results of the two algorithms as follows:

$$loss(D, \overline{D}) = \frac{|Q(D) - Q(\overline{D})|}{\max(Q(D), Q(\overline{D}))}$$  \hspace{1cm} (16)

For better comparison with the existing work, we choose two types of spatiotemporal range queries, namely, PSI query and DAI query.

$PSI(\text{Possibly Sometimes Inside}(T, R, t_s, t_e))$ query is what might happen in a certain period of time, which means count trajectory $T$ that might appear in the area $R$ during time $[t_s, t_e]$.

$DAI(\text{Definitely Always Inside}(T, R, t_s, t_e))$ query is what must happen in a certain period of time, which means count trajectory $T$ that definitely appears in the area $R$ during time $[t_s, t_e]$.

We generate two sets of queries $Q_1$ and $Q_2$:

$$Q_1 = \text{selectcount}(*) \text{ from } D \text{ where } PSI(T, R, t_s, t_e)$$

$$Q_2 = \text{selectcount}(*) \text{ from } D \text{ where } PSI(T, R, t_s, t_e)$$

According to the parameter settings in [23], we set $R$ to a circular area of 1000 m and 500 m and the time interval $[t_s, t_e]$ is two hours. We generate 1000 queries and the experimental results are shown in Figure 9.

These experiments verified the degree of distortion of PSI and DAI query when the radius of the area is 500 m or 1000 m. As can be seen from Figure 9, when the privacy budget $\varepsilon$ increases, the distortion of both algorithms will gradually decrease, which is in line with our intuitive speculation and actual situation, because, with the increase of privacy budget $\varepsilon$, the degree of privacy is reduced and the injection noise is also reduced. Then data will be closer to the real data; thus the usability is improved. Take Figure 9(a) as an example, when we perform this kind of query select count(*) from $D$ where $PSI(T, R, t_s, t_e)$ on $\overline{D}$ and $D$, with the increasing of privacy budget $\varepsilon$, the query distortion of our algorithm is gradually reduced and is always smaller than the distortion of the DPR algorithm.

Through the results in Figure 9, we can see that the data publishing algorithm proposed in this paper is stronger than the DPR algorithm in spatiotemporal range query, because, in order to ensure sufficient privacy, the DPR algorithm uses a fake trajectory-based method to add fake trajectories into published dataset. Even though the DPR’s $k$-means clustering stage is better than our algorithm, there are not only the Laplace noise but also the disturbance error caused by fake trajectory, while our algorithm has no such drawbacks. In Figure 10, we compare the time efficiency between DPR and our method. We implement the experiment on parameter $k$, which is the location number in each partition. As $k$ increases, the time consumed in process decreases simultaneously, because, with $k$ growing, the partition in each timestamp will decrease, which make generalized trajectories less. So, the time based on sort and group these trajectories will be less than before. The result shows that our method is better...
than DPR method because our time complexity is $O(n \log n)$ as we mentioned before. Therefore, from comprehensive effect considerations, performance of our method on these experiments proves that our proposal is more practical and better than the DPR algorithm.

6. Conclusion

In this paper, we propose a spatial partition based trajectory dataset publishing algorithm. This algorithm satisfies differential privacy with high utility and can run in less time than existing method. The algorithm uses exponential mechanism to output more accurate location point partitions and trajectory count group to ensure privacy and then release data after adding Laplace noise into trajectory count. According to our knowledge, this is the first paper to use Hilbert curve to divide amount of trajectories in a noninteractive way. At last, we perform spatiotemporal range queries on real trajectory dataset, and the results are better than existing algorithm. Besides, the published data can achieve smaller Hausdorff distance within the tolerance. The two experiments show that our method can be used in practice effectively. Our method deserves continuous study in the future: before running the algorithm, we preprocess the raw dataset to get the original data set with a time interval. In fact, the collected GPS information will not be completely regular, and the sampling interval may change randomly or even have an interruption. So how to publish such irregular dirty datasets is a hard problem we need to study in our future work.

Data Availability

The trajectory data used to support the findings of this study can be downloaded from https://www.microsoft.com/en-us/research/publication/t-drive-trajectory-data-sample/ and the detailed instructions can be found in https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/User_guide_T-drive.pdf.
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