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ABSTRACT

Pre-training for feature extraction is an increasingly studied approach to get better continuous representations of audio and text content. In the present work, we use wav2vec and camemBERT as self-supervised learned models to represent our data in order to perform continuous emotion recognition from speech (SER) on AlloSat, a large French emotional database describing the satisfaction dimension, and on the state of the art corpus SEWA focusing on valence, arousal and liking dimensions. To the authors’ knowledge, this paper presents the first study showing that the joint use of wav2vec and BERT-like pre-trained features is very relevant to deal with continuous SER task, usually characterized by a small amount of labeled training data. Evaluated by the well-known concordance correlation coefficient (CCC), our experiments show that we can reach a CCC value of 0.825 instead of 0.592 when using MFCC in conjunction with word2vec word embedding on the AlloSat dataset.

Index Terms— Continuous Speech Emotion Recognition, Pre-trained feature extraction, CamemBERT, Wav2vec

1. INTRODUCTION

Human-to-human dialogue is a great source of interest for academic researchers and companies. It is important to understand and to be understood by other people to maintain a functional society. One of the domains where understanding is necessary is in commercial conversations and particularly in customer services. With the democratization of phones, call centers are a growing service offered by companies, and it is today one of the most used mean of direct communication with their customers. Within this context, recognize both customer satisfaction and frustration emotional states in call center conversations is crucial to customer services, in order to help companies to improve these services. Human machine interactions can also benefit from satisfaction and frustration recognition, in order to make the dialog more natural between humans and machines.

Affectice computing is a field of research at the crossroads between artificial intelligence and human emotions. Since decades, different theories have been used to encode human emotion into machine readable labels. Among these theories, discrete emotional labels such as the “Big Six” \cite{1} (i.e. anger, joy, sadness, disgust, fear and surprise) often added with a “neutral” class have been extensively used in emotion classification as they consider only a limited number of emotions. One drawback of this theory is that very few emotions are discretized, so all the range of human behaviour can not be captured. Another theory, which suppress part of this limitation, allows to capture more subtle nuances by characterizing emotions with continuous dimensions, notably activation (passive/active) and valence (positive/negative) \cite{2}, but also dominance (weak/strong self-control), expectation \cite{3}, or conductive/obstructive axis. Other dimensions have been studied to better fit with the application context. For example, the satisfaction is used for call-center conversations study \cite{4}, and liking have been predicted jointly with activation and valence in dyadic conversations \cite{5}.

It is usually established \cite{6} that emotion in speech can be transmitted through linguistic messages conveyed by words and paralinguistic ones conveyed by the acoustic signal. While activation is known to be well-recognized from acoustic features, valence is known to be better recognized with linguistic ones \cite{7}. According to Scherer \cite{3}, satisfaction and frustration can be considered as combination of activation and valence dimensions. Consequently, linguistic and acoustic features should both be highly relevant to retrieve such dimensions. For these reasons, we decided to study the impact of linguistic and acoustic features extracted with self-supervised pre-trained models in order to predict continuous emotion.

2. RELATED WORKS

Because manual discrete and continuous emotion annotation is a highly subjective perception task, it has to be done by multiple annotators to be relevant, and this explains the huge cost of the creation of large emotional speech datasets. Consequently, Speech Emotion Recognition (SER) databases are usually quite small (SEWA \cite{5}: \textasciitilde 44 h, RECOLA \cite{8}.
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2.8 h, AlloSat [4]: ~37 h). That is one of the reasons why deep neural networks (DNN) have been used only recently in SER in comparison to automatic speech recognition (ASR) where accessible databases are drastically bigger (e.g. TED-LIUM 3 [9]: ~450 h, LibriSpeech [10]: ~960 h).

Transfer learning [11] within the deep learning paradigm is a machine learning method where a neural network trained for a task is reused partially or entirely as the starting point to train or fine-tune a neural network on a second task. Such methods were also proposed to limit the impact of lack of data when only small databases are available to train a neural network for a specific domain or task. Transfer learning is widely used in Sentiment Analysis, where large databases are used to train generic cues which are fed into the training process, leading to better generalization abilities given limited training data [12].

As a variant of transfer learning, self-supervised learning of speech or language representations has been proposed these last few years, for instance with the BERT system [13], used for textual representation. Such representations, computed by neural models trained on huge amounts of unlabeled data, have shown their effectiveness on some tasks under certain conditions, for instance for computer vision [14] and Natural Language Processing (NLP) tasks such as Sentence Classification, Text Similarity, Relevance Ranking [15, 16, 17], ASR [18, 19], or speech translation [20].

In this paper, we investigate, for SER tasks, the use of such speech and/or textual representations computed by models pre-trained through self-supervised learning. Since these already existing pre-trained models were initially designed for speech recognition ASR [21] or natural language understanding [13], it is not obvious that they are also relevant for SER. For instance, at the acoustic level ASR tends to focus on linguistic and acoustic continuous representations.

In the remainder, we introduce the pre-trained models we used to extract acoustic and linguistic features in Section 3. The datasets and the extracted features are presented in Section 4. SER experiments are explained in Section 5 and results are presented in Section 6 followed by the conclusion (Section 7).

3. SELF SUPERVISED LINGUISTIC AND SPEECH CONTINUOUS REPRESENTATION

As seen above, the use of pre-trained models trained through self-supervised learning to extract continuous features has shown its utility in a lot of domains. In this work, we focus on linguistic and acoustic continuous representations extracted thanks to specific pre-trained models.

3.1. Linguistic representation

Word embedding is one of the most popular continuous representation of textual data. These embeddings are vector representations of a particular word. Among them, word2vec [22] is one of the most used in Sentiment Analysis tasks such as Polarity or Emotion State Classification [23, 12]. Word2vec word embeddings are static: a word has always the same vector representation, regardless of the true meaning of the word and the context of its occurrence. This is problematic for polysemic words, for instance frequent in French [24].

Other models have been released these last two years, such as BERT [13] (trained on English data then multi-lingual data) or Ernie [25], which are language and context dependent. These models need a lot of data to be trained, such as the entire Wikipedia totalling over 2,500 million words and Book Corpus totalling over 800 million words.

In this study, linguistic representation will be used to process French data. Very recently, CamemBERT [26], FlauBERT [27] and GermanBERT [1] models were released for French and German while Ernie models are only available in Chinese and English. As far as the authors know, this is the first time that such models are used for feature extraction in order to perform SER tasks.

3.2. Acoustic representation

In SER, finding the better acoustic feature set is still an ongoing active sub-field of research in the domain [28]. Most of the handcrafted sets [29, 30] intend to describe prosody in the signal, with low level descriptors (LLDs) capturing intensity, intonation, rhythm or voice quality. Another approach is to extract spectral features: mel frequency cepstral coefficients (MFCCs) are clearly the most often used as they are robust to noisy signals even if they have not been designed for prosody nor emotion. Recently wav2vec [21] and Audio ALBERT [31] were introduced in ASR and speaker identification as one of the first pre-trained approaches to extract context dependent features from raw signals for ASR tasks. In our study, we propose to investigate the use of a pre-trained wav2vec model to extract acoustic features in order to retrieve the continuous emotional state of the speaker.

4. DATASETS AND FEATURE EXTRACTION

In order to analyze the satisfaction and frustration, we chose to use the AlloSat and SEWA corpus described below.

4.1. Speech Datasets

Both AlloSat and SEWA datasets are annotated to analyze continuous emotion in speech. Table 1 summarizes their main characteristics. AlloSat [4] is a French real-life call-center
corpus composed of 303 conversations as indicated in Table 1. More precisely, adults callers (i.e. customer) asking for various information such as contract information, global details on the company, complains directed towards various domains organizations (energy, travel agency, real estate agency, insurance, ...). All conversations were annotated by three annotators in a continuous manner along the satisfaction dimension (a dimension going from frustration to satisfaction with a neutral state in the middle) sampled every 250 ms. It permits the analyze of both satisfaction and frustration in real-life in knowingly stressful environment. As it consists on phone conversations, the audio is originally sampled at 8kHz. This corpus has the advantage to be speaker-independent, domain-independent and composed of real-life recording. It is divided into three subsets: the Train set containing 201 conversations corresponding to ∼25h of audio signal and ∼16h of speech; the Development set composed of 42 conversations and the Test set containing 60 conversations. Both Development and Test sets are composed of 6h of audio signal and 3h of speech.

To extend our work to another accessible dataset, we chose to also use a part of the SEWA dataset [5]. We used the German set of the cross-cultural Emotion Database SEWA that is composed of 24 audiovisual recordings of dyadic conversations as showed by Table 1 sampled at 16kHz. Pairs are discussing for less than 3 minutes about an advert seen beforehand. As they are two speakers per document, Kosai et al. [5] chose to duplicate each document and to add a flag denoting the current speaker, therefore there are 48 documents in the database. The SEWA corpus is now a reference in the community, as it has been used in the two last Audio/Visual Emotion Challenges (AVEC) [32, 33]. A continuous annotation among three dimensions (arousal, valence and liking) was made by six annotators and sampled every 100 ms. The liking axis describes how much the subjects liked the advert. The corpus is divided into two subsets: the Train set containing 34 documents (i.e. 17 conversations) and the Development set containing 14 documents (i.e. 7 conversations). Test gold references are not distributed. Annotations were merged to form a gold reference for both datasets used in the prediction task.

| Statistics                          | AlloSat | SEWA  |
|------------------------------------|---------|-------|
| language                           | French  | German|
| number of conversations            | 303     | 24    |
| number of speakers                 | 308     | 48    |
| total duration                     | 37h23′27″ | 1h05′10″ |
| min duration conversations         | 32°     | 47°   |
| max duration conversations         | 41′11″  | 2′55″  |
| mean duration conversations        | 7′24″   | 2′44″  |
| number of annotators               | 3       | 6     |
| emotional segment duration         | 250 ms  | 100 ms|

Table 1: Summary of AlloSat and SEWA characteristics

4.2. Acoustic features

We build both baseline and ‘pre-trained’ features for the acoustic modality in order to compare them. In the following, an emotional segment lasts 250 ms in AlloSat and 100 ms in SEWA, and corresponds to the annotation timestep.

4.2.1. Baseline features

We use both eGeMAPS and MFCC features to build the baseline features used in our previous work [34]. In the MFCC set, 24 MFCCs are extracted each 10 ms on a 30 ms window and summarized with mean and standard deviation over the emotional segment (250 ms for AlloSat and 100 ms for SEWA) using librosa toolkit [7]. In the eGeMAPS set, we extract 23 LLDs [29]. Mean and standard deviation of these 23 LLDs are computed over the emotional segment. This feature set is extracted with the toolkit OpenSmile [35]. An additional binary flag denoting speaker presence extracted from speech turns, is added to acoustic feature sets extracted on SEWA only.

4.2.2. Pre-trained features

Wav2vec [21] is a pre-trained model through self-supervision: it is learned to predict future samples from a current window analysis. This model is composed of two distinct convolutional neural networks. A first ‘encoder network’ converts the audio signal into a new representation that is given to the second network, the ‘context network’, which takes care of the context by aggregating multiple time step representation in order to use a receptive field of about 210 ms. Both are then used to compute a contrastive loss function. The resulting embedding is a 512-dimensional feature vector.

We use two pre-trained models. The first one, called ‘wav2vec-EN’ is provided by Schneider et al. in [21], trained on Librispeech corpus [10] consisting of 960 hours of English audio book. We also train our own model, called ‘wav2vec-FR’ on French unlabeled call center conversations on over 500 hours of private-owned data. Unfortunately, since no large conversational German database was at our disposal, we could not build a German model. Features were extracted on an upsampled Allosat (from 8 to 16kHz) using both ‘wav2vec-FR’ and ‘wav2vec-EN’ and on the SEWA dataset using ‘wav2vec-EN’. In the end, each emotional segment is represented by a 512-dimensional vector which consists of the averaged values of obtained embeddings over the emotional segment.

For the sake of simplicity, in the remainder pre-trained features will refer to features computed by models pre-trained through self-supervision.

3https://librosa.github.io/librosa/

4We used FFMpeg resampling function with sinc interpolation function.
4.3. Linguistic features

As we do not have the transcription of the SEWA corpus, the linguistic modality is only explored with the AlloSat corpus, for which only automatic transcriptions are available.

From the conversation transcriptions, we build the linguistic features. Continuous prediction needs alignment between the linguistic features and the annotation timescale. As we face a sequence problem, as we have to respect the timescale, we align the transcription to the annotation. We faced many issues: one word on multiple emotional segments (longer than the annotation window or beginning at the end of one and continue on the following), multiple words in the same emotional segment and stop words (such as a, the, of...). Therefore we define a protocol to align transcription and annotation as following:

- All words are kept, even the stop words.
- If one word is pronounced over multiple consecutive emotional segments, its embedding vector is duplicated on each corresponding emotional segment.
- If multiple words are pronounced in one emotional segment, embeddings of each words are averaged.

4.3.1. Baseline features

Baseline linguistic aspect is modeled with word2vec. The system has been trained with the toolkit GENSIM [36], using private data owned by Allo-Media composed of manual call transcriptions received by call centers, totaling over 4.5 million words. The embedding size has been set to 40 due to preliminary works dealing with feature fusion.

4.3.2. Pre-trained features

Inspired by RoBERTa [37] and BERT, CamemBERT is a multi-layer bidirectional Transformer as described by Martin et al. in [26]. CamemBERT is trained on the Masked Language Modeling (MLM) task which consists of replacing some tokens by either the token <MASK> or a random token and asking the model to correct the tokens. The network uses a cross-entropy loss. The input consists of a mix of whole words and sub-words in order to take advantage of the context.

We use the pre-trained model, called ‘camemBERT-base’, trained on the French part of the OSCAR corpus [38] consisting of a set of monolingual corpora extracted from Common Crawl snapshot and totaling 138GB of raw text and 32.7B tokens after sub-word tokenization. Features were extracted on Allosat by using this pre-trained model, and we summarized the results by averaging the continuous representations of sub-words occurring in the current emotional segment. In total, we use a 768-dimensional feature vector.

5. SPEECH EMOTION RECOGNITION

EXPERIMENTAL SETUP

In order to highlight how relevant pre-trained features are for continuous SER, we propose to compare the prediction results with pre-trained features (wav2vec for audio and camemBERT for text) and baseline features (MFCC for audio and word2vec for text) on AlloSat (text and audio) and SEWA (audio only).

5.1. Fusion of the modalities

We decided to run experiments using audio and text modalities independently. Each experiment corresponds to a different set of features in input. Four acoustic feature sets and two linguistic feature sets, presented in Section 4.2 and 4.3, are tested. As presented in the introduction, both modalities are relevant for emotion recognition, that is why we also present fusion results.

Different fusion protocols were explored: feature level fu-
experiments on the baseline systems have also been done with audio and 48 for text, as shown in the Figure 1. Additional producing the input size to baseline feature dimensions: 40 for layer, in case of input pre-trained features. This aims at re-

| Modality       | # input | Satisfaction |
|---------------|---------|-------------|
|              |         | Dev | Test |
| AUDIO         |         |     |     |
| MFCC          | 48      | 0.698 | 0.513 |
| eGeMAPS       | 46      | 0.422 | 0.354 |
| wav2vec-EN    | 512     | 0.851 | 0.730 |
| wav2vec-FR    | 512     | 0.865 | 0.635 |
| TEXT          |         |     |     |
| Word2vec      | 40      | 0.805 | 0.569 |
| CamemBERT     | 768     | 0.896 | 0.799 |
| DECISION FUSION |     |     |     |
| MFCC + word2vec | 48 + 40 | 0.838 | 0.659 |
| wav2vec-EN + word2vec | 512 + 40 | 0.878 | 0.750 |
| wav2vec-EN + camemBERT | 512 + 768 | 0.907 | 0.825 |

Table 3: Comparison of the audio and text modalities, and decision fusion results in terms of CCC computed on Development and Test sets on AlloSat. Fusion results are given together with optimized weights (on Dev): 0.38 MFCC + 0.62 word2vec, 0.63 wav2vec-EN + 0.37 word2vec and 0.31 wav2vec-EN + 0.69 camemBERT.

Table 3: Comparison of the audio and text modalities, and decision fusion results in terms of CCC computed on Development and Test sets on AlloSat. Fusion results are given together with optimized weights (on Dev): 0.38 MFCC + 0.62 word2vec, 0.63 wav2vec-EN + 0.37 word2vec and 0.31 wav2vec-EN + 0.69 camemBERT.

5.2. SER module

A deep Neural Network (DNN) is used for the prediction task using bidirectional Long Short-Term Memory (biLSTM). This architecture inspired from 39 is composed of 4 biLSTM layers composed of respectively 200, 64, 32, 32 units with a tanh activation. Experiments have been carried out on the number of layers (from 3 to 6) and on the number of units per layer and this architecture achieved better results. A single output neuron is also used to predict the regression every emotional segments (250 ms or 100 ms). Therefore we learned 4 models for the acoustic modality (one for each dimension: satisfaction, arousal, valence and liking). Neither dropout nor batch normalisation is used in this approach.

In order to compare baseline and pre-trained features, we add an optional dense layer to the network, after the input layer, in case of input pre-trained features. This aims at reducing the input size to baseline feature dimensions: 40 for audio and 48 for text, as shown in the Figure 1. Additional experiments on the baseline systems have also been done with a dense layer in input to ensure that the results were not improved only thanks to a higher number of parameters: they did not show any significant improvement for our task. A mean and variance normalization of the input features is done for all experiments.

5.3. Loss and evaluation function

The concordance correlation coefficient (CCC) 40 is computed as the loss function for training the networks, as it is widely used in the retrieval of continuous emotions. CCC score goes from 0 (chance level) to 1 (perfect) and is calculated according to the eq. 1 where $x$ correspond to the predicted value and $y$ the label. $\mu_x$ and $\mu_y$ are the means for the two variables and $\sigma_x$ and $\sigma_y$ are the corresponding variances. $\rho$ is the correlation coefficient between the two variables $\sigma_x$ and $\sigma_y$, therefore the covariance coefficient.

$$CCC = \frac{2\rho \sigma_x \sigma_y}{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2}$$  \hspace{1cm} (1)

CCC is also used as the evaluation metric.

5.4. Hyper-parameters

The DNNs are implemented with the pytorch framework 41. Preliminary experiments were done on the development set, in order to settle the network architecture and the following hyper-parameters. Training is done on batches of 15 conversations using the Adam optimiser. The learning rate is optimized at 0.001 by empirical method, tested on a range from 0.001 to 0.02 by a 0.005 step. After preliminary experiments, networks were not improving after the first 400 epochs, so the total number of epochs is set to 500. The Test set is evaluated using the networks which have the best scores on the Development set.

6. DISCUSSION

All results are reported in Table 2 and Table 3. We can observe that pre-trained features are achieving awesome results in comparison to baseline features, both in acoustic and linguistic aspects on the AlloSat corpus. The improvement obtained on acoustics is very important on AlloSat: from 0.513 of CCC obtained with MFCCs features, we reach 0.730 with wav2vec-EN. The improvement obtained on linguistic modality is less spectacular than the one obtained on acoustics, but seems significant: we reach 0.750 of CCC value with word2vec while we get 0.825 with CamemBERT when fused with wav2vec. It is not easy, without more investigations, to explain why we get better results with CamemBERT representations trained on generic data while we trained the word2vec representations on in-domain data. A lot of differences exist by nature between CamemBERT and word2vec (complexity of the neural architecture, context-dependent
dynamic embeddings vs. static embeddings, sub-words vs words...). The computation of the CamemBERT needs a lot of GPUs, data and time. Fortunately this model is available and this makes possible to get very good results on the targeted SER tasks without strong efforts and resources. Surprisingly, ‘wav2vec-FR’ performs better than ‘wav2vec-EN’ on the Dev set but not on the Test set. This can be explained by the smaller amount (460 h) of data used to train the French wav2vec model, which is half of the one used in ‘wav2vec-EN’ (almost 1000 h). Notice that we also found out that the test set is a harder set than the dev one. To prove this point, we did experiments where we switched the two sets. However the results using pre-trained features on SEWA are very disappointing and classical handcrafted features still do a better job on activation and valence dimensions. Anyway, we can notice that pre-trained features are interesting to retrieve the liking dimension. Our hypothesis remains in the data amount difference between the two corpus: AlloSat Train set is composed of 25 hours of audio recording while SEWA Train set have less than 2 hours of conversations. Despite the use of pre-trained features, the network is not able to achieve good results, probably because of the small amount of data.

Additional results, which are not presented here, show that the addition of a binary feature denoting the presence of the speaker does not improve the results on AlloSat (the agent speech has been removed and replaced by a jazzy sound) but does improve on SEWA (both speakers voices are present). The compared performances obtained with audio modality shows that deeper investigations are required to understand why pre-trained features fits best with the French call-center corpus annotated in satisfaction and frustration and not with German dyadic conversations.

Results on the fusion indicates that acoustic and linguistic information are both useful in order to continuously predict the satisfaction dimension. This confirms the multimodal aspect of real-life emotions. On Figure 2, we can see that the pre-trained fusion (wav2vec + camemBERT) result (blue) is closer to original labels (red) than baseline fusion (MFCC + word2vec) result (green). We can also notice that pre-trained features predict a smoother curve than baseline features, probably because MFCCs are not able to take a large context into account while pre-trained features do. To the authors’ knowledge, it is the first time continuous emotion predictions are presented graphically and not only in terms of CCC.

7. CONCLUSION

In this article, we showed that continuous representations computed by available pre-trained models can be successfully used for continuous speech emotion recognition using two modalities: acoustic (features extracted from the raw signal) and linguistic (features extracted from the automatic transcription of the conversations). Compared to a set of baseline features which achieved state-of-art results on the AlloSat corpus to the best of our knowledge, we improve the results on both modalities to respectively +0.217 and +0.230 CCC scores and outperforms the previous state-of-art. With the use of pre-trained models, we benefit from features learnt on very large databases, while emotional databases are generally small. Moreover, our experiments indicate that the language does not seem to be restrictive. However, this kind of approach does not generalize to activation and valence from SEWA corpus. We hypothesize that it is mainly due to the small amount of data in the training set. We also showed that acoustic and linguistic predictions can be fused altogether to better model the emotional state of a speaker regarding satisfaction and frustration, improving the best mono-modality result from 0.799 to 0.825 CCC scores.
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