Performance evaluation of listwise deletion for impaired datasets in multiple regression-based prediction
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ABSTRACT

Multiple Regression-Based Prediction (MRBP) is an emerging calculation to or analysis technique cope with the future by compiling the history of data. The MRBP characteristic will include an approximation for the associations between physical observations and predictions. MRBP is a predictive model, which will be an important source of knowledge in terms of an interesting trend to be followed in the future. However, there is impairment in the MRBP dataset, wherein each form of missing and noisy data has caused an error and is unavailable further analysis. To overcome this unavailability, so that the data analytics can be moved on, two treatment approaches are introduced. First, the given dataset is denoised; next, listwise deletion (LD) is proposed to handle the missing data. The performance of the proposed technique will be investigated by dealing with datasets that cannot be executed. Employing the Massive Online Analysis (MOA) software, the proposed model is investigated, and the results are summarized. Performance metrics, such as mean squared error (MSE), correlation coefficient (COEF), mean absolute error (MAE), root mean squared error (RMSE), and the average error percentage, are used to validate the proposed mechanism. The proposed LD projection is confirmed through actual values. The proposed LD outperforms other treatments as it only requires less state space, which reflects low computation cost, and proves its capability to overcome the limitation of analysis.
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1. INTRODUCTION

Currently, regression-based prediction (RBP) is astoundingly a booming tool; however, it can only be applicable to a limited range of experimental designs. The extendable regression-based ERP (Enterprise Resources Planning) introduced by [1] leverages any consolidations of nonlinear property, fractional confounding, and uninterrupted covariates. This study focuses on how nonlinear effects and correlations can be held within their proposed frameworks; filtering techniques and numerical analyses are examined as well. Prediction systems in the market survey [2] have turned out to be trendy in terms of the capability to classify what kinds of products/services clients are interested in. This study describes different strategies to estimate the users’ search queries and self-generated content. As an overwhelming amount of information is escalating rapidly, analyzing dataset efficiently is more tedious for data scientists. In some situations, the system experiences missingness while cleansing irresistible datasets. Filtering the missing data is the most successful mechanism and is commercially opted nowadays. The crucial design behind this impressive mechanism is to educate users regarding numerous mistakes of similar users’. For example, a significant feature of filtering is that the user may not need to worry to manage their datasets much since the filtering will automatically suggest missing data based upon the “rules”. In the course of suggestion, the system may agree to users’
conclusions (either implicitly or explicitly) about what they are fixing, which will help to update the rule of substitution. Steadily, the system will be more likely to extend recommendations, proving the robustness of the system. Usually, filtering will use some basic steps in prediction: (1) deletion of missingness is chosen as a result of the overall performance and; (2), an average value of neighbors is employed to predict the missing value. In the long run, practical filtering reveals that it is more helpful when compared with real content-based values. In numerical analysis, listwise deletion (LD) is a technique for leveraging missing data; hence, LD will eliminate a whole record from datasets if the value is missing. LD will induce statistics of the associated experiments [3]. The statistical function may reckon on the sample size when LD ignores records with missing values; this directly affects the sample, which is being experimentally analyzed. LD is ambiguous as the motivation for missingness may be systematic (i.e., questions in the survey leading to mine insightful information, such as current earnings, age, and an annual tax). Not to mention, subjective data will be removed from datasets, leading to unfairness in data analysis. For example, a survey may incorporate questions about respondents’ criminal records, sexual seduction, and/or current incomes. Many of these questions in the questionnaire may not be responded to properly as they are considered to be disturbing questions. Multiple imputations are another technique for handling missing data to cope with this bias. Although LD seems to cause no problems, it is superior to compare LD with other mechanisms, such as weighted average substitution, single imputations, and maximum likelihood for manipulating missing data.

Other prediction approaches that employ the average substitution technique will be taken into account and these approaches will be discussed elaborately in section II. To overcome these issues, an RBP using LD is proposed. Based on these experiments, the proposed deletion gives higher accuracy without compromising in the performance, which obtains not only a lower average percentage of error, but also an experience with regards to the simple filtering approach. This paper introduces performance evaluation of the LD technique for treating the missingness in RBP. In our approach, different treatments to overcome missing data are discussed in section III. Furthermore, the statistical analysis using the Massive Online Analysis (MOA) simulation is executed, and the prediction results will be compared with the real values to know the estimation accuracy. The analysis will be demonstrated in section IV.

The contributions of our study are presented as follows:

a. Impaired datasets with different parameters, such as noisy data, missing data, attributes, instances, sizes, and value, are investigated.

b. Two steps of a treatment method for the given datasets are proposed, i.e., first, all the noisy data, which block the analysis, are removed; then, the missingness is substituted by an estimated value.

c. After the given dataset is deemed to be executable, the MRBP is applied and the model includes the historical events and forecasts associated with futuristic trends.

d. Statistical data, such as mean absolute error (MAE), root mean squared error (RMSE), correlation coefficient (COEF), mean squared error (MSE) and the average error percentage are calculated by the MOA software package, and the analytical results are discussed.

e. The real values are utilized to verify the outputs of each MRBP model after the treatment.

2. RELATED STUDIES

Predictive modeling is a step toward developing, measuring and verifying an outcome to fit an appropriate prediction. A modeling process ranging from artificial intelligence, statistics, and machine learning is always available in prediction analysis. An accurate RBP for app downloads which can help developers optimize some factors that influence apps can be found in [4]. The model is considered based on measurement, verification, and evaluation, employing the detection technique to estimate the effects from input data. The individual model exhibits its own pros and cons and is best fit for specific types of target complications. A discussion of problems in the Internet of Things (IoT) application [5-9] using regression analysis has been presented in [10]. In addition, each model can be recyclable and is built by a training set of algorithms using classical data. Simple regression is a statistical implication in which the decision is made as a potential prediction. For example, data that may consist of a disaster frequency is “predicted” by the length of the winter in each year. Many predictive models encompass several predictors and these transport to involve the correlation coefficient which is a correlation between paired predictors. In data collected on a quarterly basis, such as crime rate, and retail records, different weekly outcomes will be detected. Moreover, there may be swings in an association of the gathered data, such as, natural disasters and/or insurgency. To model the data, some “dummy” variables or substitutions can be taken into account to cover these consequences. Up to this limit, all datasets used in this paper will target to attributes and instances where conditional values of the prediction are assumed to be a regressive based model and exhibit a normal distribution. As a matter of fact, this is not a practical assumption, especially in the case of a bivariate example. The simple regressive model is rather of the form \(Y = aX + b + c\), where \(a\) and \(b\) represent the slope
of a straight line and the threshold value, respectively, while $c$ is a compensated error for the sake of practical cases in which the points $(X, Y)$ may not align with the straight line. It is assumed that the error $c$ follows a normal distribution with zero mean and will be approximated by the figure of $a$ and $b$. A simulation for the mobile application to rank algorithms in the app store has been investigated in [11]. The paper differs from [4], wherein a multiple regression-based prediction (MRBP) is opted to outline a dependent variable and three related attributes (independent variables). The multiple regression-based predictive model is a process of creating a continuous random dependent variable (also called the response variable), $Y$, and a number of independent variables, $X_1, X_2, \ldots, X_n$. This model is also used to anticipate the value of the dependent variable using an estimated regression function of independent variables (also called the predictor or regressor variables). These independent variables are known as the trend of prediction, the model is of the form $Y = a_1X_1 + a_2X_2 + \cdots + a_nX_n + b$, where $b$, the error variable, follows a normal distribution with zero mean, while $a_1, a_2, a_3, \ldots$, $a_n$ are the coefficients. To find neutral predictions from sample parameters, i.e., if a multiple regression-based prediction is applicable, then the model must decide whether the variable $X_n$ has a nontrivial, distinctive influence on the variable $Y$, after adjusting for the error variable $b$. The first step is to achieve an approximation of the coefficient $a_n$ for an individual $X_n$ estimating $Y$ without the bias. The next step is to determine an implication of the prediction accuracy, i.e., to compute the MAE, RMSE [12], the average error percentage, and the interval of confidence about the prediction. In this investigation, methods for handling missing data in population parameters will be discussed. In performance evaluation, the degree of unfairness in parameter substitutions is presented with regards to whether or not there is a decent strategy for replacing missingness. This is also used to clarify that these methods for handling missing data are originally aimed to fix or efficiently handle the missingness [13]. However, these mechanisms described in the subsequent sections are employed to look over so that further analysis can follow.

3. PROPOSED TREATMENT METHOD AND PREDICTION

Missing values in datasets can be represented as the values of data, which are mistakenly collected for either attributes or instances in the population sample. The complication of missing values is typical in many data science research and can influence a quality of results after data manipulation [14]. For the same reason, several medical research studies have to concentrate on managing these missing values as presented in [15]. Lately, many studies have been determined based upon the assumption of comprehensive datasets. Missing values produce numerous complications, (1) the missingness reflects the analytical result, which may denote the probabilistic test and result to discard the null hypothesis; (2) the absence of data will ground unfairness in the prediction of population parameters; (3) the missing values will decrease the originality of the parameters; and (4) the missing values will be problematic for the conclusive analytical part of the research. These mentioned misrepresentations pressurize researchers in terms of the validity of the tests and result in misuse. In this research study, types of missing values will be classified based upon their preliminary causes why these values are missing. Thus, two types of missing values are categorized. Unplanned Missing (UM) is stated as whenever the probability of missing values is not associated with other any particular values. UM is a classical model, but an irrational notion for data science research studies. Conversely, if the value is missing by a technical failure or as a result of sampling techniques then these values become null in transit or technically substandard, such values are in the focus of UM as well. Thus, the approximated parameters are fairied by the absence value. The other is Intentional Missing (IM) in which the missing characters or data are planned and purposely left as blank. The data of IM cases are ambiguous, and a fair approximation only will help to solve these problems. To approximate the missing values that are much more disoriented, they have to be modeled. In practice, the potential method of reckoning the missingness is to avoid the problem by capturing the data cautiously as well as empowering the questionnaire. To decrease the missing value in data science, these treatment methods will be proposed as follows:

Proposed treatment methods for asserting data have been developed to overcome the problem of noisy and missing values, such as LD, averaging variable (AV), and single imputation (SI). Let $S$ be a given dataset matrix which comprises a rows and b columns ($S_{k1}, S_{k2}, S_{k3}, \ldots, S_{kb-1}, S_{kb}$) for each $k = 1, 2, 3, \ldots$, a. The $S$ matrix is assumed to be a finite set. An element $S_{kb}$ is found to be a missing or noisy element whenever $S_{ij} = \emptyset || \infty$, $1 \leq i \leq a$; $1 \leq j \leq b$. The dataset with missing or noisy elements is called impaired dataset. Then, treatment methods to overcome the lack of executability as well as to advance the analysis by using the estimated vector $D_n$ are presented in the subsequent section.

3.1. LD

LD deals with the missing values by removing them entirely in order, so that the data scientists can profit the manipulation as usual (only analyze the existing data). This is a commonly used method and is
recommended when the missingness is the UM case, and the analytical results are tolerant. Besides, the average percentage of errors from this deletion method is expressive as they will match the inconsistency about the approximation even if the approximation case was unfair. The point is that; the UM case is an uncommon incident in practice and that is why researchers may claim that this case will lead to an unfair prediction of the population parameters. This deletion has been recognized to develop a fair prediction and traditional analysis provided that it involves a large population, wherein power is irrelevant, and therefore, LD is a realistic method. However, the research presented in this paper will involve a large sample, and if the assumption of UM is fulfilled, then this deletion is considered to be an acceptable strategy.

LD handles noisy and missing values by entire elimination so that the estimated dataset Dn can be computed and analyzed. This is a commonly used method and is endorsed as the missingness in terms of the unplanned case (UM). LD recalls the humble treatment mechanism whether the UM affects the removal. The zth row of matrix S contains an element $S_{ij}$ with noise and missingness, where $\{S_{ij} = \infty, 1 \leq i \leq a; 1 \leq j \leq b\}$, then the row is voided. The Dn dataset is now $\{S_{ij} = \infty, 1 \leq i \leq (a-z); 1 \leq j \leq b\}$. The LD treatment is recognized as a fair estimation and traditional analysis if and only if the matrix S is large, and if the power is insignificant, then, LD is a practical method. Note that, the study employs a large dataset and the assumption of UM is satisfied. Thus, LD is a tolerable treatment method. Apparently, the state space of LD is reducible to [a-z, b] and the computation cost is $O(ab)$.

3.2. AVs

In an AV, the average value [16] of all the parameters is calculated in place of the missing value. This method will allow the researchers to use the existing data in a missing dataset. The rationale of the AV is that the average value is an acceptable prediction for a random parameter out of a normal distribution. In case of missing values that are not randomly collected parameters, this substitution method will introduce an unpredictable bias. Moreover, this method does not develop distinguishing information but rather grows the size of a population and induces an underestimate value. Accordingly, this strategy is not generally perfect but has more statistical parameters for a scale score as such.

AV uses an average value to substitute the missingness. Dividing the given S dataset into two parts as follows: i) the first part is a dataset, which contains elements with noisy data (N). ii) the second part holds a dataset, which contains missing data (M). The first group is a corrupted element, which is not executable. The nth rows of matrix S contain an element $S_{ij}$ with noisy data (N), where $\{S_{ij} = \infty, 1 \leq i \leq a; 1 \leq j \leq b\}$, then the entire row is discarded. The 2nd part is $\{S_{ij} \neq \infty, 1 \leq i \leq (a-z); 1 \leq j \leq b\}$. The estimation for the Dn dataset with data imputation for missing values (M) is specified as follows:

$$S_{ij} = \frac{1}{a-n} \sum_{x=1}^{a-n} S_{xj}$$  \hspace{1cm} (1)

The validation of the average value is that this value is an acceptable prediction for a parameter out of a normal distribution. In case of planned missing values, this treatment method induces a bias. This method does not only improve distinctive information, but also develops the size of population (state space) compared to LD ($z = m + n$; where $z > n$), and results an underestimated value. Furthermore, although this treatment is inadequate, it helps develop more parameters for a scale score. State space of AV can be reducible to [a-n, b] and computation cost is $O(ab) + O(ab-bn)$.

3.3. SI

SI [17] is the step of substituting the missing data with any approximated values. Instead of removing values, similar to the LD case, this method rather keeps all the missing values by changing them with a value approximated by existing variables. Finally, the missing values will be substituted before the dataset is further manipulated. In SI, the existing information is employed to cope with estimation, and the estimated value is used to substitute as if the value was available. There are benefits to this mechanism as the SI can preserve much data compared to the LD and this mechanism can bypass considerably shifting either the variance or the distribution curve. Actually, this is a positive way to impute values particularly for the case of the greater correlation coefficient between the regressor variables and Y, since available information from data collection will be employed to approximate the missing values. However, SI may not be a good imputation all in all per se because when Y is depicted, there must be a difference between the regression curve and recognized values. Positively, with this method, the imputed values will mostly align the regression line.

SI uses single imputation, and maximum likelihood at random for substitution. Similar to AV, the S dataset must be divided into 2 parts. Now it labels the first part as garbled data. The nth rows of matrix S with
an element of $S_{ij}$, noisy data (N) where \{$S_{ij} = \infty$, 1 $\leq i \leq a$; 1 $\leq j \leq b$\} are removed. The 2nd part of the dataset is \{$S_{ij} \neq \infty$, 1 $\leq i \leq (a-n)$; 1 $\leq j \leq b$\}.

The minimum likelihood of attribute (column) $j$ (where $j = 1, 2, 3, ..., b$) is characterized by $S(\text{min})_j$ where $S(\text{min})_j = \text{Min} (S_{kj})$ for each $k = 1, 2, 3, ..., (a-n)$. Similarly, the maximum likelihood of attribute $j$ (where $j = 1, 2, 3, ..., b$) is represented by $S(\text{max})_j$ where $S(\text{max})_j = \text{Max} (S_{kj})$ for each $k = 1, 2, 3, ..., (a-n)$.

The substitution for the estimated $D_n$ dataset with $SI$ for missing values in each attribute $j$ is randomly defined as follows:

$$S_{ij} = \text{RAND}[S(\text{min})_j, S(\text{max})_j]\quad (2)$$

State space of $SI$ can be reducible to \{[a-n, b]\} but computation cost is $O(ab) + O(2(ab-bn))$.

In summary, regarding the performance, which is the computation cost metric, the existing estimations are problematic as the computation cost listed in Table 1 is very high.

| Estimation | Computation Cost |
|------------|------------------|
| AV [11]    | $O(ab) + O(ab-bn)$ |
| SI [12]    | $O(ab) + O(2(ab-bn))$ |
| Proposed   | $O(ab)$          |

### 3.4. Tentative Impaired Datasets

Taking out elements that are missing is an absolute idea in data curation for the reason that missingness will always impede and distort the analytics. Estimating for missing data will underline on missingness removal, which is the process of decreasing data errors generated by a poor population sample, but data elements that are missing can disturb the analysis. Missingness may induce unfair variables (negative results), directing data scientists to claim that an association of any attributes appears (which is fault analysis) while it does not (Type I error). In a case where this is used to conclude perfect analytics, these elements must be well handled. Due to the variation of missing data, this research will employ three ways to leverage this variation. Three methods comprising LD, AV and SI will be used to exploit and recover data analytics with regards to the amount of missingness. Experiments based upon three methods are reserved for MRBPs with ten datasets. These investigations are approximated in the sense of their outcomes on data analytics as the predictions from multiple regression-based analysis will be compared to actual data subsequently.

### 4. PERFORMANCE ANALYSIS

The commonly used and open-source software package called MOA (Release 2017.06) [18] will be manipulated for the analytics. Ten datasets have been opted and the performance evaluation of a multiple regression-based model for missing data has been resolved. The manipulation has been run on a Asus Windows 7 with Intel® Core™ i5 CPU, 3.20 GHz Processor, and 2 GB RAM. The ten datasets have been explored in the sense that they all differ in the impairment, instances, sizes, and attributes. Note that some sample parameters, such as education, age, and sex will be intentionally omitted for the sake of maintaining the individual privacy of the sample’s correspondents, but somehow it includes an adequate amount of attributes, which confirm the significance of the population sample.

#### 4.1. MAE

$MAE$ is used to quantify the estimated observations. $MAE$ described in [19] is a favorable selection to calculate the estimating method; particularly, for cases in which metrics are based upon geometric distribution, for example, the geometric mean absolute error. The $MAE$ is an average of the absolute value of failures and will be determined by the following (3), wherein $x_k$ represents the surveillance time series while $\hat{x}_k$ denotes the predicted time series.

$$\text{MAE} = \frac{1}{n} \sum_{k=1}^{n} |x_k - \hat{x}_k|\quad (3)$$

#### 4.2. RMSE

$RMSE$ is a figure used to quantify the variances between population values and sample sizes. $RMSE$ can be estimated by a model of real observations. A method using $RMSE$ as presented in [20] has been
propose to improve the matching accuracy in case of an unstable scale. This high accuracy is a key function to analyze many image processing experiments. The RMSE designates the deviation of the difference between observations and predictions. These differences can be calculated by the sample population overestimation errors sometimes called an out-of-sample figure. The RMSE \[21\] of estimated values \(\hat{x}_t\) for times \(t\) of a regression variable \(x_t\) can be computed for \(n\) different estimations as listed in \((4)\). Training a dataset will minimize the error rate for the experiment set. The failure rate for the training dataset can be somewhat greater than if they are included in the experiment set. If any algorithms produce the equal MAE then, RMSE \[22\] will be considered for deciding the superior algorithm. In general, experimental set exhibits the minimum failure rate than the trained dataset.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (\hat{x}_t - x_t)^2} \tag{4}
\]

4.3. Results and analysis

Approaches for managing the missingness can be classified into two common methods: a data-based approach, and a model-based approach. A data-based method will designate the missingness before carrying out the approximation, while the model-based method revises the algorithms to manage the missing data before the approximation of parameters is taken into account. The commonly used model-based approaches can be found in the SPSS software, which employs multiple imputations for manipulating missing data. Data-based approaches adopt Full Information Maximum Likelihood into consideration. Conversely, with the equation modeling algorithm, this feature is a bit complicated. As the algorithm has been designated to reflect parameter approximations specifically to the circumstances, this model can refer to a model-based method. If the algorithm leads to general results, such as a vector of mean values or covariance, then the model refers to a data-based approach instead. The error analysis method with ten different data sets using MOA will be considered. This is somehow a simple investigation of the targeted datasets, and the results are summarized in Table 2. The three errors in the table represent the COEF, MAE \[23\-25\] and RMSE, respectively. Dataset 5 shows the smallest figures for both MAE \[23\-25\] and RMSE while dataset 3 obtains the lowest COEF figures. The MRBP models after running an MOA simulation are outlined in Table 3.

| Dataset | COEF | MAE | RMSE |
|---------|------|-----|------|
| 1       | 0.17 | 1.2 | 1.4  |
| 2       | 0.2  | 19.2| 25.1 |
| 3       | 0.14 | 24.03| 27.7 |
| 4       | 0.07 | 24.8| 29.1 |
| 5       | 0.39 | 0.1 |  0.1 |
| 6       | 0.76 | 2.42|  3.3 |
| 7       | 0.16 | 35.73| 47.03 |
| 8       | 0.28 | 102.9| 125.2 |
| 9       | 0.17 | 4.67| 6.16 |
| 10      | 0.2  | 14.4| 20.5 |

| DATASET | Regression-based Prediction |
|---------|----------------------------|
| 1       | \(x_t = 0.09x_{t-1} + 1.7\) |
| 2       | \(x_t = 0.05x_{t-1} + 0.05x_{t-2} + 270.26\) |
| 3       | \(x_t = 0.31x_{t-1} + 0.25x_{t-2} + 108.76\) |
| 4       | \(x_t = 0.12x_{t-1} + 40.5\) |
| 5       | \(x_t = 0.1x_{t-1} + 0.48\) |
| 6       | \(x_t = 0.06x_{t-1} + 0.32x_{t-2} + 0.14x_{t-3} + 0.21x_{t-4} + 16.75\) |
| 7       | \(x_t = -8.5x_{t-1} + 0.3x_{t-2} + 171.97\) |
| 8       | \(x_t = 0.06x_{t-1} + 0.04x_{t-2} + 247.26\) |
| 9       | \(x_t = -3.2x_{t-1} + 48.7x_{t-2} + 11x_{t-3} + 2.97\) |
| 10      | \(x_t = -1.4x_{t-1} + 1.3x_{t-2} - 0.4x_{t-3} - 18.52\) |

The diagnostic plots will be used to examine the precision of regressive-based predictions and their average error percentage. Figures 1-10 demonstrate graphs for an RBP prediction compared to the actual data. In this experiment, ten different datasets are used and the plots from these individual datasets are shown in Figures 1-10, wherein each figure corresponds to each dataset. The plot displays the prediction results.
using the regression equation tabularized in Table 3 against the actual values. An LD, an AV and an SI curve have been plotted to highlight the prediction accuracy. The plots illustrate a roughly equal precision among three missing data estimations. In addition, for further details, the average error percentage is investigated to deal with best-fit estimation. Considering Table 3, the simple LD does seem to outclass other methods as well as is inexpensive in terms of the filtering process of the missingness. From the prediction results, all methods perform well with datasets 6, 7, 9, and 10. However, with datasets 1-5, and 8, the trends oppose to the actual data. The reason for this phenomenon is that the missingness and noise are highly correlated. For such cases, all estimations are not well aligned, but only display the direction of the curve. Thus, if considering these curves, those with opposite trends will reflect a small number of average errors since the average value of all curves listed in Table 4 is close to the identical direction.
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Figure 1. Comparison of dataset 1 with the actual data  
Figure 2. Comparison of dataset 2 with the actual data
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Figure 3. Comparison of dataset 3 with the actual data  
Figure 4. Comparison of dataset 4 with the actual data
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Figure 5. Comparison of dataset 5 with the actual data  
Figure 6. Comparison of dataset 6 with the actual data
5. CONCLUSIONS AND FUTURE WORK

In this paper, multiple regressive-based predictions are introduced as one of the critical diagnostic tools of advanced analytical systems. The classical methods of prediction have encountered practical missing data in time-series models, based on mistaken data collection for instances or attributes in the dataset. The problem of missing values is common in various research studies and can stimulate a quality of research...
results after data curating. However, the effect of missingness has been widely taken into consideration in the case of recovery so that advanced analysis can be performed eventually. This research article determines to investigate the impact of missing data estimation as well as the precision of overcoming it. To attain this, ten datasets were chosen to emphasize the plots of their regressive-based models versus the actual values. Then, the percentage errors from the LD, AVs, and Sis were reviewed to obtain a best-fit filtering mechanism. The results conclude that the LD possesses a humble and simple filtering technique whether or not the missing values of an input influence the future neglected values. Additionally, LD can be utilized for predictions and is appropriate as well as better than the other AV or SI methods for prediction. Cross-correlation and covariance analysis of the population sample will be the focus of future research.
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