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Abstract

Recent neutrino experiments suggest the strong evidences of tiny neutrino masses and the lepton-flavor mixing. Neutrino-oscillation solutions for the atmospheric neutrino anomaly and the solar neutrino deficit can determine the texture of neutrino mass matrix according to the neutrino mass hierarchies as Type A: $m_3 \gg m_2 \sim m_1$, Type B: $m_3 \ll m_2 \sim m_1$, and Type C: $m_3 \sim m_2 \sim m_1$. In this paper we study the stability of the lepton-flavor mixing matrix against quantum corrections for all types of mass hierarchy in the minimal supersymmetric Standard Model with the effective dimension-five operator which gives Majorana masses of neutrinos. The relative sign assignments of neutrino masses in each type play the crucial roles for the stability against quantum corrections. We find the lepton-flavor mixing matrix of Type A is stable against quantum corrections, and that of Type B with the same (opposite) signs of $m_1$ and $m_2$ are unstable (stable). For Type C, the lepton-flavor mixing matrix approaches to the definite unitary matrix according to the relative sign assignments of neutrino mass eigenvalues, as the effects of quantum corrections become large enough to neglect squared mass differences of neutrinos.
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1 Introduction

Recent neutrino experiments suggest the strong evidences of tiny neutrino masses and the flavor mixing in the lepton sector [1]-[4]. Studies of the lepton-flavor-mixing matrix, which is called Maki-Nakagawa-Sakata (MNS) matrix [5], point to new steps of the flavor physics. Especially, study of the energy-scale dependence of the MNS matrix is one of the main issues to investigate the new physics beyond the Standard Model (SM) [6].

There are following neutrino-oscillation solutions for the solar neutrino deficit and the atmospheric neutrino anomaly:

\[ \Delta m^2_{\text{solar}} = \begin{cases} 
0.85 \times 10^{-10} \text{ eV}^2 \text{ (vacuum solution)}, \\
1.8 \times 10^{-5} \text{ eV}^2 \text{ (MSW-large mixing solution)}, \\
0.8 \times 10^{-5} \text{ eV}^2 \text{ (MSW-small mixing solution)}, 
\end{cases} \]  

(1.1a)

\[ \Delta m^2_{\text{ATM}} = 3.7 \times 10^{-3} \text{ eV}^2, \]  

(1.1b)

where \( \Delta m^2_{\text{solar}} \) and \( \Delta m^2_{\text{ATM}} \) stand for the squared mass differences of the solar neutrino deficit [1] and the atmospheric neutrino anomaly [2, 3], respectively. In this article, we adopt the scenario of three generation neutrinos which means

\[ \Delta m^2_{\text{solar}} \equiv \left| m_2^2 - m_1^2 \right|, \quad \text{and} \quad \Delta m^2_{\text{ATM}} \equiv \left| m_3^2 - m_2^2 \right|, \]  

(1.2)

where \( m_i \) is the \( i \)-th \((i = 1 \sim 3)\) generation neutrino mass \((m_i \geq 0)\). We take the following values of the mixing angles for their solutions.

\[ \sin^2 2\theta_{\text{solar}} = \begin{cases} 
1 \quad \text{(vacuum solution)}, \\
1 \quad \text{(MSW-large mixing solution),}
0.017 \quad \text{(MSW-small mixing solution),} 
\end{cases} \]  

(1.3a)

\[ \sin^2 2\theta_{\text{ATM}} = 1 \quad \text{(atmospheric neutrino anomaly),} \]  

(1.3b)

\[ \sin^2 2\theta_{\text{CHOOZ}} = 0 \quad \text{(CHOOZ experiment).} \]  

(1.3c)

Under the assignments of eqs.(1.2), there are three possible types of neutrino mass hierarchy [7] as

Type A : \( m_3 \gg m_2 \sim m_1 \),  

(1.4a)

Type B : \( m_1 \sim m_2 \gg m_3 \),  

(1.4b)

Type C : \( m_3 \sim m_2 \sim m_1 \).  

(1.4c)

In this article, we study the stability of the MNS matrix for these three types of neutrino mass hierarchy against quantum corrections in the minimal supersymmetric Standard
Model (MSSM) with the effective dimension-five operator which gives Majorana masses of neutrinos. Since the negative sign assignments of $m_i$ in eqs. (1.4) also satisfy eqs. (1.2), we consider all relative sign assignments for masses in each type. We determine the MNS matrix elements at the low energy scale from results of neutrino-oscillation experiments, and analyze whether the MNS matrix is stable against quantum corrections or not in each type of neutrino mass hierarchy. The results of analyses strongly depend on the types of neutrino mass hierarchy and the relative sign assignments of masses as follows.

**Type A**: The MNS matrix is stable against quantum corrections.

**Type B**: The MNS matrix is unstable (stable) when $m_1$ and $m_2$ have the same (opposite) signs.

**Type C**: The MNS matrix approaches to the definite unitary matrix according to the relative sign assignments of neutrino masses, as the effects of quantum corrections become large enough to neglect squared mass differences of neutrino.

We also study the stability of the MNS matrix against quantum corrections in the two generation neutrinos. Results of this article are not only useful for the model building beyond the SM, but also show the possibility to obtain the large mixing angles from quantum corrections.

This article is organized as follows. In section 2, we determine the elements of the MNS matrix from the data of recent neutrino-oscillation experiments. In section 3, we estimate the magnitude of quantum corrections of the dimension-five Majorana operator. In section 4, we study the stability of the MNS matrix against renormalization effects in the two generation neutrinos. In section 5, we analyze the stability of the MNS matrix against quantum corrections in the three generation neutrinos for each type of mass hierarchy. Section 6 gives the conclusion.

## 2 The Maki-Nakagawa-Sakata Matrix

In this section, we give the definition and the parameterization of the Maki-Nakagawa-Sakata (MNS) lepton-flavor mixing matrix \[.\] We determine elements of the MNS matrix from the data of recent neutrino-oscillation experiments \[.\] .

### 2.1 Definition

The effective Yukawa Lagrangian in the lepton sector is given by

\[
\mathcal{L}_{\text{yukawa}}^{\text{low}} = y_i^e \phi d L_i \cdot e^c R_j - \frac{1}{2} \kappa_{ij} (\phi u L_i) \cdot (\phi u L_j) + h.c.,
\]

(2.1)
where $y^e_{ij}$ is the Yukawa matrix of the charged lepton. $\phi_u$ and $\phi_d$ are the SU(2)$_L$ doublet Higgs bosons that give Dirac masses to the up-type and the down-type fermions, respectively. $L_i$ is the $i$-th generation SU(2)$_L$ doublet lepton. $e_{Ri}$ is the $i$-th generation charged lepton. $\kappa$ induces the neutrino Majorana mass matrix which is complex and symmetric.

Now we give the definition of the $3 \times 3$ MNS matrix, which is defined on the analogy of the CKM matrix [8, 9]. Unitary matrices of $U_e$ and $U_\nu$ transform the mass-eigenstates into the weak-current eigenstates as

$$
\begin{pmatrix}
  l_{L1} \\
l_{L2} \\
l_{L2}
\end{pmatrix}
= U_e
\begin{pmatrix}
e_L \\
\mu_L \\
\tau_L
\end{pmatrix},
\begin{pmatrix}
  \nu_{L1} \\
\nu_{L2} \\
\nu_{L3}
\end{pmatrix}
= U_\nu
\begin{pmatrix}
  \nu_1 \\
  \nu_2 \\
  \nu_3
\end{pmatrix}.
$$

(2.2)

The MNS matrix is then defined as

$$
(V_{\text{MNS}})_{\alpha i} \equiv (U_e^\dagger U_\nu)_{\alpha i}, \quad \nu_\alpha = \sum_{i=1}^{3} (V_{\text{MNS}})_{\alpha i} \nu_i,
$$

(2.3)

where $\alpha$ and $i$ label the neutrino flavors ($\alpha = e, \mu, \tau$) and the mass eigenstates ($i = 1, 2, 3$), respectively.

### 2.2 Parameterization

The $3 \times 3$ MNS matrix has three mixing angles and three physical phases in general for the Majorana neutrinos. We adopt the parameterization of

$$
V_{\text{MNS}} =
\begin{pmatrix}
  U_{e1} & U_{e2} & U_{e3} \\
  U_{\mu1} & U_{\mu2} & U_{\mu3} \\
  U_{\tau1} & U_{\tau2} & U_{\tau3}
\end{pmatrix}
\begin{pmatrix}
  1 & 0 & 0 \\
  0 & e^{i\phi_2} & 0 \\
  0 & 0 & e^{i\phi_3}
\end{pmatrix}
\begin{pmatrix}
  U_{ei} \\
  U_{\mu i} \\
  U_{\tau i}
\end{pmatrix}.
$$

(2.4)

The matrix $U_{ai}$, which has three mixing angles and one phase, can be parameterized as the same way as the CKM matrix. Since the data of the present neutrino-oscillation experiments directly constrain elements of $U_{e2}$, $U_{e3}$, and $U_{\mu3}$, the most convenient parameterization is to adopt these three elements as the independent parameters [10, 11, 12]. Without losing generality, we can take $U_{e2}$ and $U_{\mu3}$ to be real and non-negative by the redefinition of $\phi_2$ and $\phi_3$. Then only $U_{e3}$ has a complex phase. All the other matrix elements can be determined by the unitarity conditions as follows.
\begin{align*}
U_{e1} &= \sqrt{1 - |U_{e3}|^2 - |U_{e2}|^2}, \\
U_{\mu 1} &= -\frac{U_{e2}U_{\tau 3} + U_{\mu 3}U_{e1}U_{e3}^*}{1 - |U_{e3}|^2}, \\
U_{\tau 1} &= \frac{U_{e2}U_{\mu 3} - U_{\tau 3}U_{e1}U_{e3}^*}{1 - |U_{e3}|^2}, \\
U_{\tau 2} &= -\frac{U_{\mu 3}U_{e1} + U_{e2}U_{\tau 3}U_{e3}}{1 - |U_{e3}|^2},
\end{align*}
\tag{2.5}

Here $U_{e1}$, $U_{e2}$, $U_{\mu 3}$, and $U_{\tau 3}$ are real and non-negative, and the other elements are complex.

The relations among the MNS matrix elements and the mixing angles are given by

\begin{align*}
\sin \theta_{13} &= |U_{e3}|, \\
\sin \theta_{23} &= \frac{U_{\mu 3}}{\sqrt{1 - |U_{e3}|^2}}, \\
\sin \theta_{12} &= \frac{U_{e2}}{\sqrt{1 - |U_{e3}|^2}},
\end{align*}
\tag{2.6}

which can be rewritten by

\begin{align*}
\sin^2 2\theta_{13} &= 4|U_{e3}|^2 \left(1 - |U_{e3}|^2\right), \\
\sin^2 2\theta_{23} &= 4 \frac{U_{\mu 3}^2}{1 - |U_{e3}|^2} \left(1 - \frac{U_{\mu 3}^2}{1 - |U_{e3}|^2}\right), \\
\sin^2 2\theta_{12} &= 4 \frac{U_{e2}^2}{1 - |U_{e3}|^2} \left(1 - \frac{U_{e2}^2}{1 - |U_{e3}|^2}\right),
\end{align*}
\tag{2.7a,b,c}

where $\theta_{ij}$ is the mixing angle between the $i$-th and $j$-th generations. In general, these mixing angles are not the same as those obtained from the two generation analyses of the experimental results.

### 2.3 The MNS matrix at the weak scale

Now let us decide the values of $U_{e2}$, $U_{e3}$ and $U_{\mu 3}$, which are independent parameters of the MNS matrix, from the data of neutrino-oscillation experiments\footnote{Neutrino-oscillation probabilities are shown in Appendix A}.

#### 2.3.1 $U_{e3}$

The CHOOZ experiment\footnotemark[4] measures the survival probability of $\overline{\nu}_e$. The result of this experiment shows

\[\sin^2 2\theta_{\text{CHOOZ}} < 0.18, \quad \text{for} \quad \delta m^2_{\text{CHOOZ}} > 1 \times 10^{-3}\text{eV}^2.\]  
\tag{2.8}
From eq. (A.5), we can obtain the following constraint
\[
|U_{e3}|^2 \left(1 - |U_{e3}|^2\right) < 0.045, \quad (2.9a)
\]
for \(|m_3^2 - m_1^2| \simeq |m_3^2 - m_2^2| > 1 \times 10^{-3} \text{eV}^2\). \quad (2.9b)

In this article we assume the (1,3) element of the MNS matrix at the weak scale \(m_z\) to be
\[
U_{e3} = 0. \quad (2.10)
\]

### 2.3.2 \(U_{\mu 3}\)

The atmospheric neutrino data [2, 3] suggest the maximal mixing of \(\nu_\mu \rightarrow \nu_X (\nu_X \neq \nu_\mu, \nu_e)\) oscillation. In the three-flavor analysis, the most reliable interpretation of the data is \(\nu_\mu \rightarrow \nu_\tau\) oscillation under the condition of eq. (A.3). From eqs. (2.7b), (2.10) and (A.5), we can obtain
\[
\sin^2 2\theta_{\text{ATM}} = 4U_{\mu 3}^2 \left(1 - U_{\mu 3}^2\right). \quad (2.11)
\]
Thus, by using eq. (1.3b) we determine the (2,3) element of the MNS matrix at the \(m_z\) scale as
\[
U_{\mu 3} = \frac{1}{\sqrt{2}}. \quad (2.12)
\]

### 2.3.3 \(U_{e2}\)

Deficits of solar neutrinos observed at several telustial experiments [4] have been interpreted as \(\nu_e \rightarrow \nu_X (\nu_X \neq \nu_e, \nu_e)\) oscillation of the three solutions, which are the MSW small-mixing solution (MSW-S), the MSW large-mixing solution (MSW-L) [13], and the vacuum oscillation solution (VO) [14]. By using eq. (2.10), the survival probability of \(\nu_e\) in eq. (A.8) is simplified as
\[
P_{\nu_e \rightarrow \nu_e} = 1 - 4|U_{e1}|^2|U_{e2}|^2 \sin^2 \left(\frac{\delta m_{12}^2 L}{4E}\right). \quad (2.13)
\]
Equation (2.10) also simplifies eq. (2.7c) to be
\[
\sin^2 2\theta_{\text{SUN}} = 4U_{e2}^2 \left(1 - U_{e2}^2\right). \quad (2.14)
\]
Thus, from eqs. (1.3a), we determine the value of \(U_{e2}\) at the \(m_z\) scale as
\[
\text{MSW-S} : U_{e2} = 0.0042, \quad \text{MSW-L} : U_{e2} = \frac{1}{\sqrt{2}}, \quad \text{VO} : U_{e2} = \frac{1}{\sqrt{2}}, \quad (2.15)
\]
for each solution.

\[\text{†The oscillation of } \nu_\mu \rightarrow \nu_e \text{ is not only disfavored by the CHOOZ experiment data of eq. (2.8), but also disfavored by the Super-Kamiokande data by itself [2, 3].}\]
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2.3.4 The MNS matrix at $m_z$ scale

In this article we neglect Majorana phases of $\varphi_{2,3}$ in the MNS matrix of eq.(2.4) for simplicity. By using eqs.(2.5), (2.10) and (2.12), the MNS matrix at the $m_z$ scale is determined as

$$U_{\text{MNS}} = \begin{pmatrix}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 1 \\
\frac{\sin \theta}{\sqrt{2}} & \frac{-\cos \theta}{\sqrt{2}} & 1
\end{pmatrix},$$

(2.16)

where $\theta$ depends on the solution of the solar neutrino deficits as

$$\sin \theta = \begin{cases}
0.0042 & (\theta = 0.0042) \quad \text{(MSW-S)}, \\
\frac{1}{\sqrt{2}} & (\theta = \frac{\pi}{4}) \quad \text{(MSW-L)}, \\
\frac{1}{\sqrt{2}} & (\theta = \frac{\pi}{4}) \quad \text{(VO)},
\end{cases}$$

(2.17)

which are obtained from eqs.(2.15).

3 Quantum Corrections of $\kappa$

The renormalization group equation (RGE) of $\kappa$, which is the coefficient of dimension-five operator in the effective Lagrangian of eq.(2.1), has been studied in Refs. [15, 16]. It is expected that $\kappa$ is produced by the see-saw mechanism [17] at the high energy-scale $M_R$. In the MSSM, $\kappa$ satisfies the following RGE at the one-loop level [16]:

$$8\pi^2 \frac{d}{dt} \kappa = \left\{ \text{tr} \left( 3y_u y_u^\dagger \right) - 4\pi \left( 3\alpha_2 + \frac{3}{5}\alpha_1 \right) \right\} \kappa + \frac{1}{2} \left\{ (y_e y_e^\dagger) \kappa + \kappa (y_e y_e^\dagger)^T \right\},$$

(3.1)

where $t = \ln \mu$, and $\mu$ is the renormalization scale. $y_u$ is the up-quark Yukawa matrix. We notice that once $y_e$ is taken diagonal, this form is kept thought all energy-scale at the one-loop level. It is because there are no lepton-flavor-mixing terms except for $\kappa$ in the MSSM Lagrangian. In this base $\kappa$ is diagonalized by the MNS matrix, and eq.(3.1) is simplified to be

$$8\pi^2 \frac{d}{dt} \ln \kappa_{ij} = \text{tr} \left( 3y_u y_u^\dagger \right) - 4\pi \left( 3\alpha_2 + \frac{3}{5}\alpha_1 \right) + \frac{1}{2} \left( y_i^2 + y_j^2 \right),$$

(3.2)

\footnote{From now on, $\theta_{12}$ is denoted by $\theta$ unless we note explicitly.}
where $y_i$ ($i = 1 \sim 3$) stands for the $i$-th generation charged-lepton Yukawa coupling.

The RGE of $\kappa$ has two important features. One is that none of the phases in $\kappa$ depend on the energy-scale. The other is that the RGE of $\kappa$ can be governed by only $n_g$ equations, where $n_g$ stands for the generation number. In the three generation case ($n_g = 3$), $\kappa$ can be parameterized as

$$\kappa = \kappa_{33} \left( \begin{array}{ccc} r_1 & c_{12} \sqrt{r_2} & c_{13} \sqrt{r_1} \\ c_{12} \sqrt{r_1 r_2} & r_2 & c_{23} \sqrt{r_2} \\ c_{13} \sqrt{r_1} & c_{23} \sqrt{r_2} & 1 \end{array} \right),$$

$$= \kappa_{33} \left( \begin{array}{ccc} \sqrt{r_1} & 0 & 0 \\ 0 & \sqrt{r_2} & 0 \\ 0 & 0 & 1 \end{array} \right) \left( \begin{array}{ccc} 1 & c_{12} & c_{13} \\ c_{12} & 1 & c_{23} \\ c_{13} & c_{23} & 1 \end{array} \right) \left( \begin{array}{ccc} \sqrt{r_1} & 0 & 0 \\ 0 & \sqrt{r_2} & 0 \\ 0 & 0 & 1 \end{array} \right).$$ (3.3)

Here $c_{ij}$s ($i = 1, 2$ and $j = 2, 3$) are defined as

$$c_{ij}^2 \equiv \frac{\kappa_{ij}^2}{\kappa_{ii} \kappa_{jj}},$$ (3.4)

which are energy-scale independent complex parameters. $r_i$s in eq.(3.3) are defined as

$$r_i \equiv \frac{\kappa_{ii}}{\kappa_{33}}, \quad (i = 1, 2),$$ (3.5)

which are always taken real and non-negative by the redefinitions of lepton fields. Since the MNS matrix is independent of the overall factor $\kappa_{33}$, only two real parameters, $r_1$ and $r_2$, determine the energy-scale dependence of the MNS matrix.

From eq.(3.2), the RGE of $r_i$ is given by

$$\frac{d}{dt} \ln r_i = \frac{d}{dt} \ln \frac{\kappa_{ii}}{\kappa_{33}} = -\frac{1}{8\pi^2} \left( y_{\tau}^2 - y_i^2 \right), \quad (i = 1, 2),$$ (3.6)

where $y_{\tau}$ is Yukawa coupling of $\tau$. Since the right-hand side of eq.(3.6) is always negative, the value of $r_i$ decreases as the energy-scale increases. Equation (3.6) can be solved as

$$r_i(M_R) = r_i(m_Z) \frac{I_i}{I_{\tau}},$$ (3.7)

where $I_i$ ($i = 1(e), 2(\mu), \tau$) is defined as

$$I_i \equiv \exp \left( \frac{1}{8\pi^2} \int_{\ln(m_Z)}^{\ln(M_R)} y_i^2 \, dt \right).$$ (3.8)

§ More detail discussions are in the Ref. [18].
From eqs. (3.3) and (3.7), $\kappa$ at the $M_R$ scale is determined as

$$
\kappa(M_R) = \frac{\kappa_{33}(M_R)}{\kappa_{33}(m_{\tau})}
\begin{pmatrix}
\sqrt{I_e/I_{\tau}} & 0 & 0 \\
0 & \sqrt{I_{\mu}/I_{\tau}} & 0 \\
0 & 0 & 1
\end{pmatrix}
\kappa(m_{\tau})
\begin{pmatrix}
\sqrt{I_e/I_{\tau}} & 0 & 0 \\
0 & \sqrt{I_{\mu}/I_{\tau}} & 0 \\
0 & 0 & 1
\end{pmatrix}.

$$

(3.9)

We discuss cases of $\kappa_{33} = 0$ and $\kappa_{11} = \kappa_{22} = \kappa_{33} = 0$ in Appendix B.

Now let us define small parameters of

$$
\epsilon_{e,\mu} = 1 - \sqrt{I_{e,\mu}/I_{\tau}}
$$

(3.10)

for the later discussions. Figures 1 and 2 show $\tan \beta (= \langle \phi_u \rangle / \langle \phi_d \rangle)$ dependences of $\epsilon_{e,\mu}$ with $M_R = 10^{13}\text{GeV}$ and $10^6\text{GeV}$. They show that magnitudes of $\epsilon_{e,\mu}$ increase as $\tan \beta$ increases. This is because the value of $\sqrt{I_i/I_{\tau}}$ can be mainly determined by $I_{\tau}$, and the quantum correction from $\tau$ becomes large in the large $\tan \beta$ region. We notice that the large $\tan \beta$ means large quantum corrections of $\epsilon_{e,\mu}$. Solid-lines (dashed-lines) in Figures 1 and 2 stand for the $\tan \beta$ dependences of $\epsilon_{e,\mu}$ with $M_R = 10^{13}\text{GeV}$ ($10^6\text{GeV}$). The value of $\epsilon_{e,\mu}$ with $M_R = 10^6\text{GeV}$ is smaller than that with $M_R = 10^{13}\text{GeV}$ at the same value of $\tan \beta$. This is because charged-lepton Yukawa couplings are enhanced at the high energy scale. Hereafter, we fix the $M_R$ scale at $10^{13}\text{GeV}$ in our numerical analyses.

\footnote{We show the approximation of $\sqrt{I_i/I_{\tau}}$ in Appendix C.}
Figure 2: $\tan \beta$ dependence of $\epsilon_\mu$. Solid-line (dashed-line) shows $M_R = 10^{13}$GeV ($10^6$GeV). Each dotted-line shows (a):$4.6 \times 10^{-2}$, (b):$1.9 \times 10^{-3}$, (c):$1.0 \times 10^{-3}$ and (d):$2.3 \times 10^{-4}$.

4 Two Generation Neutrinos

In this section, we neglect the first generation contributions for simplicity, and discuss the stability of the MNS matrix against quantum corrections in the two generation neutrinos.

Neglecting the first generation, eq.(4.9) becomes

$$\kappa(M_R) = \frac{\kappa_{33}(M_R)}{\kappa_{33}(m_z)} \left( \sqrt{I_{\mu}/I_\tau} \begin{array}{cc} 0 & 0 \\ 0 & 1 \end{array} \right) \kappa(m_z) \left( \sqrt{I_{\mu}/I_\tau} \begin{array}{cc} 0 & 0 \\ 0 & 1 \end{array} \right). \quad (4.1)$$

We parameterize $\kappa(m_z)$ as

$$\kappa(m_z) = \begin{pmatrix} \cos \theta_{23} & \sin \theta_{23} \\ -\sin \theta_{23} & \cos \theta_{23} \end{pmatrix} \begin{pmatrix} \kappa_2 & 0 \\ 0 & \kappa_3 \end{pmatrix} \begin{pmatrix} \cos \theta_{23} & -\sin \theta_{23} \\ \sin \theta_{23} & \cos \theta_{23} \end{pmatrix}, \quad (4.2)$$

where $\kappa_{2,3}$ are eigenvalues of $\kappa$ at the $m_z$ scale. From eq.(4.11), the mixing angle at the $M_R$ scale ($\hat{\theta}_{23}$) is given by

$$\tan 2\hat{\theta}_{23} = \frac{\delta k \sin 2\theta_{23} (1 - \epsilon)}{\delta k \cos 2\theta_{23} + \epsilon (2 - \epsilon) \left( \kappa_2 + \delta k \sin^2 \theta_{23} \right)}, \quad (4.3)$$

where

$$\epsilon \equiv \epsilon_\mu, \quad \delta k \equiv \kappa_3 - \kappa_2. \quad (4.4)$$
Hereafter we denote the mixing angles at the $M_R$ scale as $\hat{\theta}_{ij}$. Figure 2 shows $0 < \epsilon < 0.15$ for $2 \leq \tan \beta \leq 60$ with $M_R = 10^{13}$ GeV. We notice that $|\delta k|$ is not necessarily smaller than $|\kappa_{2,3}|$, because $\kappa_2$ can take the opposite sign of $\kappa_3$. We classify the neutrino mass hierarchies into the following three cases as Type A$^{(2)}$: $|\kappa_3| \gg |\kappa_2|$, Type B1$^{(2)}$: $\kappa_3 \simeq \kappa_2$ and Type B2$^{(2)}$: $\kappa_3 \simeq -\kappa_2$. We study the stability of the mixing angle in each case.

1. Type A$^{(2)}$:

When $|\kappa_2|$ is much smaller than $|\kappa_3|$ (i.e., $\delta k \sim |\kappa_3| \gg |\kappa_2| \simeq 0$), eq.(4.2) becomes

$$\kappa(m_z) \simeq \kappa_3 \cos^2 \theta_{23} \begin{pmatrix} \tan^2 \theta_{23} & \tan \theta_{23} \\ \tan \theta_{23} & 1 \end{pmatrix}. \quad (4.5)$$

In this case, the mixing angle $\hat{\theta}_{23}$ is given by

$$\tan 2\hat{\theta}_{23} = \frac{\sin 2\theta_{23}(1 - \epsilon)}{\cos 2\theta_{23} + \epsilon(2 - \epsilon)\sin^2 \theta_{23}} = \tan 2\theta_{23} (1 - \epsilon \sec 2\theta_{23}) + O(\epsilon^2) \quad (4.6)$$

from eq.(4.3). This means $\hat{\theta}_{23}$ is stable against the quantum correction of $\epsilon$.

2. Type B1$^{(2)}$:

In the case of $\kappa_2 \simeq \kappa_3$ (i.e., $\kappa_2\kappa_3 > 0$, $0 < |\delta k| \ll |\kappa_{2,3}|$), $\kappa(m_z)$ is given by

$$\kappa(m_z) = \begin{pmatrix} \kappa_3 - \frac{\delta k}{2} & -\frac{\delta k}{2} \\ -\frac{\delta k}{2} & \kappa_3 - \frac{\delta k}{2} \end{pmatrix} \simeq \left( \kappa_3 - \frac{\delta k}{2} \right) \begin{pmatrix} 1 & \frac{\delta k}{2\kappa_3} \\ \frac{\delta k}{2\kappa_3} & 1 \end{pmatrix}, \quad (4.7)$$

around the maximal mixing $\theta_{23} = \pi/4$. Let us discuss the stability of eq.(4.7) against the renormalization effects. Equation (4.3) induces the mixing angle $\hat{\theta}_{23}$ as

$$\tan 2\hat{\theta}_{23} \simeq \frac{1}{2\epsilon} \frac{\delta k}{\kappa_3}. \quad (4.8)$$

This means the mixing angle of $\hat{\theta}_{23}$ strongly depends on the quantum correction of $\epsilon$. When the value of $\delta k/\kappa_3$ is larger than $\epsilon$, the mixing angle does not receive significant change from renormalization corrections. On the other hand, when $\epsilon > \delta k/\kappa_3$, the mixing angle strongly depends on RGE effects, and the mixing angle at the $M_R$ scale can be small even if the maximal mixing is realized at the $m_z$ scale. This situation has been already discussed in Ref. [19].
(3) Type B2(2):

If the absolute value of $\kappa_{2,3}$ are the same order, but they have opposite signs from each other (i.e., $\kappa_2 \kappa_3 < 0$, $|\delta k| \simeq 2|\kappa_{2,3}|$), $\kappa(m_z)$ is given by

$$
\kappa(m_z) \simeq \kappa_3 \cos 2\theta_{23} \begin{pmatrix}
-1 & \tan 2\theta_{23} \\
\tan 2\theta_{23} & 1
\end{pmatrix}.
$$

(4.9)

In this case, eq.(4.3) induces

$$
\tan 2\hat{\theta}_{23} = \tan 2\theta_{23} \left( \frac{2(1-\epsilon)}{2-\epsilon(2-\epsilon)} \right) = \tan 2\theta_{23} + O(\epsilon^2).
$$

(4.10)

This means that the mixing angle is stable against the small change of $\epsilon$.

| hierarchy | $\kappa(m_z)$ | $\tan 2\theta_{23}$ (mixing angle at the $M_R$) | Stability |
|-----------|---------------|---------------------------------|-----------|
| Type A(2) ($\kappa_3 \gg \kappa_2$) | $\kappa_3 \cos^2 2\theta_{23} \begin{pmatrix}
\tan^2 \theta_{23} & \tan \theta_{23} \\
\tan \theta_{23} & 1
\end{pmatrix}$ | $\tan 2\theta_{23} (1 - \epsilon \sec 2\theta_{23}) + O(\epsilon^2)$ | stable |
| Type B1(2) ($\kappa_3 \simeq \kappa_2$) ($\theta_{23} = \pi/4$) | $\begin{pmatrix}
\kappa_3 - \frac{\delta k}{2} & \frac{\delta k}{2\kappa_3} \\
\frac{\delta k}{2\kappa_3} & 1
\end{pmatrix}$ | $\simeq \frac{1}{2\epsilon} \frac{\delta k}{\kappa_3}$ | unstable ($\epsilon > \frac{\delta k}{\kappa_3}$) |
| Type B2(2) ($\kappa_3 \simeq -\kappa_2$) | $\kappa_3 \cos 2\theta_{23} \begin{pmatrix}
-1 & \tan 2\theta_{23} \\
\tan 2\theta_{23} & 1
\end{pmatrix}$ | $\tan 2\theta_{23} + O(\epsilon^2)$ | stable |

Table 1: Stabilities of the two generation case.

Table 1 shows the stability of the MNS matrix in the two generation neutrinos. Mixing angles of Type A(2) and Type B2(2) are stable against the small change of $\epsilon$. This means they are stable against quantum corrections. The mixing angle of Type B1(2) is unstable around $\theta_{23} = \pi/4$ when $\epsilon > \delta k/\kappa_3$. The mixing angle of this case is sensitive to the quantum corrections, and determined from the ratio of $\delta k/\kappa_3$ and $\epsilon$. Table 1 shows that the neutrino mass hierarchy and the relative sign assignment of mass eigenvalues play the crucial roles for the stability of the MNS matrix.
5 Three Generation Neutrinos

Now let us discuss the stability of the MNS matrix in the three generation neutrinos against quantum corrections according to the classification of mass hierarchies in eqs. (1.4).

5.1 Type A

In Type A, the mass spectrum is given by

\[ m_1 = 0, \quad m_2 = \sqrt{\Delta m^2_{\text{solar}}}, \quad m_3 = \sqrt{\Delta m^2_{\text{solar}} + \Delta m^2_{\text{ATM}}}. \] (5.1)

Neutrino masses of this type have large hierarchies. In this type, there are following relative sign assignments for mass eigenvalues.

- case (a1): \[ m^{a1}_\nu = \text{diag.}(0, m_2, m_3) \] (5.2a)
- case (a2): \[ m^{a2}_\nu = \text{diag.}(0, -m_2, m_3) \] (5.2b)

The neutrino mass matrices at the weak scale for (a1) and (a2) are shown in Table 2, where we write the leading order of each element, and the small parameter \( \xi_a \) is defined as

\[ \xi_a = \frac{m_2}{m_3} \simeq \sqrt{\frac{\Delta m^2_{\text{solar}}}{\Delta m^2_{\text{ATM}}}}. \] (5.3)

The relation between the neutrino mass matrices at \( m_z \) and \( M_R \) is given by

\[
M_\nu(M_R) = \begin{pmatrix}
1 - \epsilon_e & 0 & 0 \\
0 & 1 - \epsilon_\mu & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 - \epsilon_e & 0 & 0 \\
0 & 1 - \epsilon_\mu & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 - \epsilon_e & 0 & 0 \\
0 & 1 - \epsilon_\mu & 0 \\
0 & 0 & 1
\end{pmatrix}.
\] (5.4)

The mixing angles of the MNS matrix at \( M_R \) can be obtained from eq. (5.4). Table 3 shows \( \tan \beta \) dependences of the mixing angles at \( M_R \) in the region of \( 2 \leq \tan \beta \leq 60 \). Since \( U_{e3} \simeq 0 \) from the numerical analysis, the MNS matrix can be regarded as two sets of two generation mixings, which are between the first and the second generations and also between the second and the third generations. Since the large mass hierarchies exist in the first and the second generations and also in the second and the third generations as \( m_1 \ll m_2 \) and \( m_2 \ll m_3 \), \( \sin^2 2\theta_{12} \) and \( \sin^2 2\theta_{23} \) are also stable against quantum corrections on the analogy of Type A\(^2\). The numerical analyses really show all mixing angles are not changed significantly by quantum corrections. This means that the MNS matrix is stable against quantum corrections in (a1) and (a2).
### Table 2: Neutrino mass matrices at the weak scale for (a1) and (a2).

| Case | Matrix Formulation | Stability |
|------|-------------------|-----------|
| (a1) | $\begin{pmatrix} \frac{2\xi_a \sin^2 \theta}{m_3} & \xi_a \sin 2\theta / \sqrt{2} & -\xi_a \sin 2\theta / \sqrt{2} \\ \xi_a \sin 2\theta / \sqrt{2} & 1 & 1 \\ -\xi_a \sin 2\theta / \sqrt{2} & 1 & 1 \end{pmatrix}$ | stable |
| (a2) | $\begin{pmatrix} -\frac{2\xi_a \sin^2 \theta}{m_3} & -\xi_a \sin 2\theta / \sqrt{2} & \xi_a \sin 2\theta / \sqrt{2} \\ -\xi_a \sin 2\theta / \sqrt{2} & 1 & 1 \\ \xi_a \sin 2\theta / \sqrt{2} & 1 & 1 \end{pmatrix}$ | stable |

Table 3: $\tan \beta$ dependences of the mixing angles at $M_R$ in (a1) and (a2) ($2 \leq \tan \beta \leq 60$).

| Case | MSW-S | MSW-L | VO |
|------|-------|-------|----|
| (a1) | $\sin^2 2\theta_{12}$ | $0.007 \sim 0.006$ | $1 \sim 0.996$ | $1 \sim 0.996$ |
| | $\sin^2 2\theta_{23}$ | $1 \sim 0.98$ | $1 \sim 0.98$ | $1 \sim 0.98$ |
| | $\sin^2 2\theta_{13}$ | $0.0 \sim 2.7 \times 10^{-7}$ | $0.0 \sim 8.8 \times 10^{-5}$ | $0.0 \sim 3.7 \times 10^{-10}$ |
| (a2) | $\sin^2 2\theta_{12}$ | $0.007 \sim 0.006$ | $1 \sim 0.996$ | $1 \sim 0.996$ |
| | $\sin^2 2\theta_{23}$ | $1 \sim 0.98$ | $1 \sim 0.98$ | $1 \sim 0.98$ |
| | $\sin^2 2\theta_{13}$ | $0.0 \sim 2.2 \times 10^{-7}$ | $0.0 \sim 6.8 \times 10^{-5}$ | $0.0 \sim 3.7 \times 10^{-10}$ |

### 5.2 Type B

At first we consider the case that $m_1$ is larger than $m_2$. Then the mass spectrum of this type is given by

$$m_1 = \sqrt{\Delta m^2_{\text{ATM}} + \Delta m^2_{\text{solar}}} , \quad m_2 = \sqrt{\Delta m^2_{\text{ATM}}} , \quad m_3 = 0 . \quad (5.5)$$

There are following two cases according to the relative sign assignments for masses.

- case (b1): $m_{\nu}^{b1} = \text{diag.}(m_1, m_2, 0)$
- case (b2): $m_{\nu}^{b2} = \text{diag.}(m_1, -m_2, 0)$

The neutrino mass matrices at $m_z$ for (b1) and (b2) are listed in Table 4, where the small parameter $\xi_b$ is defined as

$$\xi_b = \frac{m_2 - m_1}{m_1} = -\frac{1}{2} \frac{\Delta m^2_{\text{solar}}}{\Delta m^2_{\text{ATM}}} . \quad (5.7)$$
We analyze the stability of the MNS matrix for (b1) and (b2) against quantum corrections by using $M_\nu(M_R)$ obtained from eq. (5.4). The results of our numerical analyses are listed in Table 5. Let us see the details in both (b1) and (b2).

| Table 4: Neutrino mass matrices at $m_\pm$ for (b1) and (b2). |
|---|---|---|
| case(b1) | diag.$(m_1,m_2,0)$ | $\begin{pmatrix} 2 & \xi_b \sin 2\theta/\sqrt{2} & -\xi_b \sin 2\theta/\sqrt{2} \\ \xi_b \sin 2\theta/\sqrt{2} & 1 & -1 \\ -\xi_b \sin 2\theta/\sqrt{2} & -1 & 1 \end{pmatrix}$ | unstable $(\sin^2 2\theta_{12})$ |
| case(b2) | diag.$(m_1,-m_2,0)$ | $\begin{pmatrix} -2 & \sqrt{2} \tan 2\theta & -\sqrt{2} \tan 2\theta \\ \sqrt{2} \tan 2\theta & 1 & -1 \\ -\sqrt{2} \tan 2\theta & -1 & 1 \end{pmatrix}$ | stable |

| Table 5: $\tan \beta$ dependences of the mixing angles at $M_R$ in (b1) and (b2) $(2 \leq \tan \beta \leq 60)$. |
|---|---|---|
| MSW-S | MSW-L | VO |
| (b1) | $\sin^2 2\theta_{12}$ | see Figure 3 | $1 \sim 0.98$ | $1 \sim 0.98$ | $1 \sim 0.98$ |
| | $\sin^2 2\theta_{23}$ | $1 \sim 0.98$ | $1 \sim 0.98$ | $1 \sim 0.98$ |
| | $\sin^2 2\theta_{13}$ | $0.0$ | $0.0$ | $0.0$ |
| (b2) | $\sin^2 2\theta_{12}$ | $0.007$ | $1$ | $1$ |
| | $\sin^2 2\theta_{23}$ | $1 \sim 0.98$ | $1 \sim 0.98$ | $1 \sim 0.98$ |
| | $\sin^2 2\theta_{13}$ | $0.0$ | $0.0$ | $0.0$ |

**case(b1):** Eigenvalues of $M_\nu(M_R)$ are given by

$$m_1 = m_1 (1 + \xi_b), \quad m_2 = m_1 (1 - 3\epsilon), \quad m_3 = 0, \quad (|\xi_b| < 3|\epsilon|),$$

$$m_1 = m_1 (1 - 3\epsilon), \quad m_2 = m_1 (1 + \xi_b), \quad m_3 = 0, \quad (|\xi_b| > 3|\epsilon|),$$

up to order of $\epsilon$ and $\xi_b$ for any value of $\theta$.

Numerical analyses of Table 5 suggest $\sin^2 2\hat{\theta}_{12}$ and $\sin^2 2\hat{\theta}_{23}$ are stable against quantum corrections. This is because there are large hierarchies of $m_1 \ll m_3$ and $m_2 \ll m_3$ on the analogy of Type A$^{(2)}$. How about $\sin^2 2\hat{\theta}_{12}$? Figure 3 shows that $\sin^2 2\hat{\theta}_{12}$ can be changed by quantum corrections according to the solar neutrino solutions.

In the MSW-L solution, $\sin^2 2\hat{\theta}_{12}$ is damping around $\tan \beta \sim 20$. On the other hand, $\sin^2 2\hat{\theta}_{12} \simeq 0$ even in the small $\tan \beta$ region in the VO solution. These situations can be
Figure 3: $\tan \beta$ dependences of $\sin^2 2\hat{\theta}_{12}$ according to the solar neutrino solutions in (b1).

easily understood as follows. From eq.(5.4), $\tan 2\hat{\theta}_{12}$ is estimated to be

$$
\tan 2\hat{\theta}_{12} \simeq \tan 2\theta_{12} \left( 1 - \frac{1}{\cos 2\theta_{12} |\xi_b|} \right)^{-1},
$$

(5.9)

where we use the approximation of $\epsilon_e \simeq \epsilon_\mu (\equiv \epsilon)$. When $\theta_{12}$ is $\pi/4$, eq.(5.9) becomes

$$
\tan 2\hat{\theta}_{12} \simeq \frac{\xi_b}{2\epsilon} \sim \begin{cases} 
\frac{10^{-3}}{\epsilon} & \text{(MSW-L)}, \\
\frac{10^{-9}}{\epsilon} & \text{(VO)},
\end{cases}
$$

(5.10)

from eq.(5.7). Dotted-lines of (c) in Figures 1 and 2 show that $\epsilon$ is much larger than $10^{-3}$ in the region of $\tan \beta > 20$. Then, from eq.(5.10), $\sin^2 2\hat{\theta}_{12}$ is sufficiently small when $\tan \beta$ is larger than 20 in the MSW-L solution. On the other hand, eq.(5.10) suggests $\sin^2 2\hat{\theta}_{12} \simeq 0$ even in the small $\tan \beta$ region in the VO solution.

In the MSW-S solution, $\sin^2 2\hat{\theta}_{12}$ has a peak around $\tan \beta \sim 10$. When $\theta_{12} \ll 1$, eq.(5.9) becomes

$$
\tan 2\hat{\theta}_{12} \simeq 2\theta_{12} \left( 1 - \frac{\epsilon}{|\xi_b|} \right)^{-1}.
$$

(5.11)
This means \( \tan 2\hat{\theta}_{12} \) diverges infinity \( (\sin^2 2\hat{\theta}_{12} \sim 1) \) at \( \epsilon \simeq |\xi_b| \). Equation (5.7) suggests \( |\xi_b| \) is about \( 10^{-3} \). Figures 1 and 2 show \( \epsilon \simeq 10^{-3} \) around \( \tan \beta \sim 10 \). Thus, \( \sin^2 2\hat{\theta}_{12} \) becomes one around \( \tan \beta \sim 10 \) independently of the value of \( \theta_{12} \). This is the reason why the peak in the Figure 3 appears in the MSW-S solution.

Finally, let us see how the stability of the MNS matrix is changed if we take the mass spectrum as

\[
m_1 = \sqrt{\Delta m^2_{\text{ATM}}}, \quad m_2 = \sqrt{\Delta m^2_{\text{ATM}} + \Delta m^2_{\text{solar}}}, \quad m_3 = \sqrt{\Delta m^2_{\text{solar}}}, \quad (5.12)
\]

in stead of eqs.(5.5). In this case, eq.(5.9) becomes

\[
\tan 2\hat{\theta}_{12} \simeq 2\theta_{12} \left( 1 + \frac{1}{\cos 2\theta_{12} |\xi_b|} \right)^{-1}, \quad (5.13)
\]

and eq.(5.7) is replaced by

\[
\xi_b = \frac{m_2 - m_1}{m_1} = \frac{1}{2} \frac{\Delta m^2_{\text{solar}}}{\Delta m^2_{\text{ATM}}}. \quad (5.14)
\]

The behaviors of the mixing angles against quantum corrections for the MSW-L and the VO solutions are the same as those of eqs.(5.5). As for the MSW-S solution the mixing angle \( \hat{\theta}_{12} \) becomes stable against renormalization effects, and the peak of \( \sin^2 2\hat{\theta}_{12} \) around \( \tan \beta \sim 10 \) disappears due to the positive sign of eq.(5.13).

\underline{case(b2)}: Eigenvalues of \( M_\nu(M_R) \) are given by

\[
\overline{m}_1 = m_1 \left( \sqrt{1 + \xi_b - 3\epsilon + \frac{1}{2} (\xi_b + \epsilon \cos 2\theta)} \right),
\]

\[
\overline{m}_2 = -m_1 \left( \sqrt{1 + \xi_b - 3\epsilon - \frac{1}{2} (\xi_b + \epsilon \cos 2\theta)} \right),
\]

\[
\overline{m}_3 = 0, \quad (5.15)
\]

up to order of \( \epsilon \) and \( \xi_b \). Numerical analyses of Table 5 show the MNS matrix is stable against quantum corrections. This can be easily understood as follows. \( \sin^2 2\hat{\theta}_{13} \) and \( \sin^2 2\hat{\theta}_{23} \) are stable against quantum corrections, because there are large hierarchies between the first and the third generations and also between the second and the third generations on the analogy of Type A\(^2\). \( \sin^2 2\hat{\theta}_{12} \) is also stable against the renormalization effects, since the signs of \( m_1 \) and \( m_2 \) are different from each other on the analogy of Type B2\(^2\). Thus, we can conclude all \( \sin^2 2\theta_{ij}s \) are stable against renormalization effects in case (b2).
5.3 Type C

The mass spectrum is given by

\[ m_1 = m_0, \quad m_2 = \sqrt{m_0^2 + \Delta m_{\text{sol}}^2}, \quad m_3 = \sqrt{m_0^2 + \Delta m_{\text{sol}}^2 + \Delta m_{\text{ATM}}^2}, \quad (5.16) \]

where \( m_0 \) is the degenerate mass scale. We take \( m_0 = 1.0 \text{ eV} \) or \( 0.2 \text{ eV} \) in this article. There are following four different cases according to the relative sign assignments of neutrino mass eigenvalues.

- case (c1): \( m_{\nu_c}^1 = \text{diag.}(-m_1, m_2, m_3) \quad (5.17a) \)
- case (c2): \( m_{\nu_c}^2 = \text{diag.}(m_1, -m_2, m_3) \quad (5.17b) \)
- case (c3): \( m_{\nu_c}^3 = \text{diag.}(-m_1, -m_2, m_3) \quad (5.17c) \)
- case (c4): \( m_{\nu_c}^4 = \text{diag.}(m_1, m_2, m_3) \quad (5.17d) \)

We define the small parameters

\[ \delta_c \equiv \frac{m_3 - m_2}{m_0} \sim \frac{1}{2} \frac{\Delta m_{\text{ATM}}^2}{m_0^2}, \quad \text{and} \quad \xi_c \equiv \frac{m_2 - m_1}{m_0} \sim \frac{1}{2} \frac{\Delta m_{\text{sol}}^2}{m_0^2}, \quad (5.18) \]

where \( \xi_c \) is always smaller than \( \delta_c \). The neutrino mass matrices for all types are listed in Table 6 up to the leading order for each element.

In the case of \( m_0 = 1.0 \text{ eV} \) all solar neutrino solutions of (c3) and (c4), and the MSW-S solution of (c1) and (c2) are excluded by the neutrino-less double-\( \beta \) decay experiments [20], whose upper limit is given by \( \langle m_{\nu_e} \rangle < 0.2 \text{ eV} \) [21], where

\[ \langle m_{\nu_e} \rangle = \left| \sum_{i=1}^{3} m_i \left( V_{\text{MNS}}^{\nu} \right)^2_{ei} \right| = \left\{ \begin{array}{ll} m_0 \left( 1 + \xi_c \sin^2 \theta \right), & (m_1 m_2 > 0), \\ m_0 \left( \cos 2\theta - \xi_c \sin^2 \theta \right), & (m_1 m_2 < 0), \end{array} \right. \quad (5.19) \]

from eqs. (2.16) and (5.18). Thus we analyze the stability of the MNS matrix for (c1) and (c2) with \( m_0 = 1.0 \text{ eV} \), and for all cases with \( m_0 = 0.2 \text{ eV} \).

5.3.1 \( m_0 = 1.0 \text{ eV} \)

Figures 4 show the \( \tan \beta \) dependences of \( \sin^2 \theta_{ij} \) in (c1) and (c2) with \( m_0 = 1.0 \text{ eV} \). They shows that all \( \sin^2 \theta_{ij} \)s gradually approach to the fixed values as \( \tan \beta \) becomes large. We can estimate the value of \( \tan \beta \) where the mixing angles become close to the fixed values.

Dotted-lines of (b) in Figures 4 and 5 show the value of \( \delta_c = \frac{\Delta m_{\text{ATM}}^2}{2m_0^2} = 1.9 \times 10^{-3}, \quad (m_0 = 1.0 \text{ eV}) \).
Figure 4: $\tan \beta$ dependences of $\sin^2 2\hat{\theta}_{ij}$ in (c1) and (c2) with $m_0 = 1.0$ eV.
Table 6: Neutrino mass matrices at \( m_z \) for (c1) \( \sim \) (c4).

We can see that \( \delta_c \ll \epsilon \) for \( 20 \leq \tan \beta \) in Figures [1] and [2]. As \( \tan \beta \) increases, the quantum effects become larger than the effects of mass squared differences of neutrinos. All \( \sin^2 2\theta_{ij} \)'s approach to their fixed values around \( \tan \beta \sim 20 \) as are shown in Figures [3].

By taking the limit of \( \delta_c \ll \epsilon \) we can obtain the fixed values of \( \sin^2 2\hat{\theta}_{ij} \) according to the solar neutrino solutions in (c1) and (c2) as follows.

case (c1): The eigenvectors \( V_{1,2,3} \) at the \( m_z \) scale are given by

\[
V_1 = \begin{pmatrix}
\cos \theta \\
-1 \\
\sqrt{2} \sin \theta \\
\sqrt{2} \sin \theta \\
\end{pmatrix}, \quad V_2 = \begin{pmatrix}
\sin \theta \\
1 \\
\sqrt{2} \cos \theta \\
\sqrt{2} \cos \theta \\
\end{pmatrix}, \quad V_3 = \begin{pmatrix}
0 \\
1 \\
\sqrt{2} \\
\sqrt{2} \\
\end{pmatrix}.
\]

\[ (5.21) \]

\( V_i \) is the eigenvector of the \( i \)-th eigenvalue of the neutrino mass matrix, which corresponds to each column of the MNS matrix in eq.(2.16). At the \( M_R \) scale, eigenvalues of eq.(5.4) are given by

\[
m_1(M_R) = -m_0(1 - \epsilon(1 + \cos^2 \theta)) ,
\]

\[ 20 \]
\[
m_2(M_R) = m_0(1 - 2\epsilon), \\
m_3(M_R) = m_0(1 - \epsilon \sin^2 \theta),
\]
up to the order \(\epsilon\) under the condition of \(\delta_c \ll \epsilon\). Eigenvectors of them are given by

\[
V'_1 = \begin{pmatrix}
\cos \theta \\
-\frac{\sin \theta}{\sqrt{2}} \\
\frac{\sin \theta}{\sqrt{2}}
\end{pmatrix}, \\
V'_2 = \begin{pmatrix}
sin \theta \\
\sqrt{2} \cos \theta \\
\sqrt{1 + \cos^2 \theta}
\end{pmatrix}, \\
V'_3 = \begin{pmatrix}
1 \\
\frac{\sin^2 \theta}{\sqrt{2} \sqrt{1 + \cos^2 \theta}} \\
\frac{1}{\sqrt{2}} \sqrt{1 + \cos^2 \theta}
\end{pmatrix}.
\]

By comparing eq. (5.21) with eq. (5.23), the relation between \(V_i\) and \(V'_i\) is given as

\[
\begin{pmatrix}
V'_1 \\
V'_2 \\
V'_3
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 0 \\
0 & \frac{1}{\sqrt{1 + \cos^2 \theta}} & \frac{\cos \theta}{\sqrt{1 + \cos^2 \theta}} \\
0 & -\frac{\cos \theta}{\sqrt{1 + \cos^2 \theta}} & \frac{1}{\sqrt{1 + \cos^2 \theta}}
\end{pmatrix} \begin{pmatrix}
V_1 \\
V_2 \\
V_3
\end{pmatrix}.
\]

When we take \(\pi/4\) (0) for the parameter \(\theta\) in eq. (5.24), we can obtain the relation between \(V_i\) and \(V'_i\) for the MSW-L and the VO solutions (the MSW-S solution).

For the MSW-L and the VO solutions, the MNS matrix at the \(M_R\) scale is given by

\[
\hat{U}_{MNS} = \begin{pmatrix}
1/\sqrt{2} & 1/\sqrt{3} & -1/\sqrt{6} \\
-1/2 & 2/\sqrt{3} & 1/2\sqrt{3} \\
1/2 & 0 & \sqrt{3}/2
\end{pmatrix}
\]
in the limit of \(\delta_c \ll \epsilon\). The relation between \(V_i\) and \(V'_i\) is given by

\[
V'_1 = V_1, \\
V'_2 = \sqrt{\frac{2}{3}} V_2 + \sqrt{\frac{1}{3}} V_3, \\
V'_3 = -\sqrt{\frac{1}{3}} V_2 + \sqrt{\frac{2}{3}} V_3.
\]
For the MSW-S solution the MNS matrix at the $M_R$ is given by

$$\hat{U}_{\text{MNS}} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad (5.27)$$

which means

$$V_1' = V_1, \quad V_2' = \frac{1}{\sqrt{2}} V_2 + \frac{1}{\sqrt{2}} V_3, \quad V_3' = -\frac{1}{\sqrt{2}} V_2 + \frac{1}{\sqrt{2}} V_3. \quad (5.28)$$

**Case (c2):** By the same calculations as those of (c1), eigenvalues of eq.(5.4) are obtained as

$$m_1(M_R) = m_0(1 - 2\epsilon),$$

$$m_2(M_R) = -m_0(1 - \epsilon(1 + \sin^2 \theta)),$$

$$m_3(M_R) = m_0(1 - \epsilon \cos^2 \theta), \quad (5.29)$$

up to the $O(\epsilon)$ in $\delta_c \ll \epsilon$. Eigenvectors of them are given by

$$V_1' = \begin{pmatrix} \cos \theta \\ \frac{\sqrt{2} \sin \theta}{\sqrt{1 + \sin^2 \theta}} \\ 0 \end{pmatrix}, \quad V_2' = \begin{pmatrix} \sin \theta \\ \frac{\cos \theta}{\sqrt{2}} \\ -\frac{\cos \theta}{\sqrt{2}} \end{pmatrix}, \quad V_3' = \begin{pmatrix} 1 \\ \frac{\sin 2\theta}{2 \sqrt{1 + \sin^2 \theta}} \\ \frac{\cos^2 \theta}{\sqrt{2} \sqrt{1 + \sin^2 \theta}} \end{pmatrix}. \quad (5.30)$$

By comparing eq.(5.21) with eq.(5.30), the relation between $V_i$ and $V_i'$ is given by

$$\begin{pmatrix} V_1' \\ V_2' \\ V_3' \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{1 + \sin^2 \theta}} & 0 & -\sin \theta \\ 0 & \frac{1}{\sqrt{1 + \sin^2 \theta}} & 0 \\ \frac{\sin \theta}{\sqrt{1 + \sin^2 \theta}} & 0 & \frac{1}{\sqrt{1 + \sin^2 \theta}} \end{pmatrix} \begin{pmatrix} V_1 \\ V_2 \\ V_3 \end{pmatrix}. \quad (5.31)$$

Although the MSW-S solution in (c1) and (c2) with $m_0 = 1.0$ eV is already excluded by the neutrinoless double-$\beta$ decay experiments of eq.(5.19), we discuss it here to check whether our analytic calculations are consistent with our numerical results or not. We will see they are consistent with each other soon.
For the MSW-L and the VO solutions, the MNS matrix at the $M_R$ scale is given by

$$
\hat{U}_{\text{MNS}} = \begin{pmatrix}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} \\
-\frac{\sqrt{2}}{3} & \frac{1}{2} & \frac{1}{2}\sqrt{3} \\
0 & -1/2 & \sqrt{3}/2
\end{pmatrix}
$$

in $\delta_c \ll \epsilon$. This means

$$V'_2 = V_2, \quad V'_1 = \sqrt{\frac{2}{3}} V_1 - \sqrt{\frac{1}{3}} V_3, \quad V'_3 = \sqrt{\frac{1}{3}} V_1 + \sqrt{\frac{2}{3}} V_3.
$$

This is consistent with the results in Ref. [22].

For the MSW-S solution, the MNS matrix at the $M_R$ scale is obtained as

$$\hat{U}_{\text{MNS}} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1/\sqrt{2} & 1/\sqrt{2} \\
0 & -\sqrt{1/2} & 1/\sqrt{2}
\end{pmatrix},
$$

which suggests

$$V'_1 = V_1, \quad V'_2 = V_2, \quad V'_3 = V_3.
$$

For the MSW-L and the VO solutions in (c1) and (c2), eqs.(5.25) and (5.32) suggest the fixed values of the $\sin^2 2\hat{\theta}_{ij}$s are

$$\sin^2 2\hat{\theta}_{12} = 0.96, \quad \sin^2 2\hat{\theta}_{23} = 0.36, \quad \sin^2 2\hat{\theta}_{13} = \frac{5}{9},
$$

in the limit of $\epsilon \gg \delta_c$. We cannot see the differences between the MSW-L and the VO solutions in Figures 4. It is because the value of $\tan \beta$ where all $\sin^2 2\hat{\theta}_{ij}$s approach to their fixed values are determined by $\epsilon$ and $\delta_c$, which does not relate to $\Delta m^2_{\text{solar}}$ but to $\Delta m^2_{\text{ATM}}$. The rearrangements are occurred between $V_2$ and $V_3$ in (c1), and $V_1$ and $V_3$ in (c2), where the squared mass differences of their eigen values are mainly determined by $\Delta m^2_{\text{ATM}}$. On the other hand, for the MSW-S solution eqs.(5.27) and (5.34) suggest all mixing angles approach to zero in the case of (c1), and $\sin^2 2\hat{\theta}_{12} = \sin^2 2\hat{\theta}_{13} = 0, \sin^2 2\hat{\theta}_{23} = 1$ in the case of (c2). These results from analytic calculations are completely consistent with those from the numerical analyses as shown in Figure 4.

5.3.2 $m_0 = 0.2$ eV

Figures 5, 6, 7 and 8 show the $\tan \beta$ dependences of $\sin^2 2\hat{\theta}_{ij}$s with $m_0 = 0.2$ eV in (c1), (c2), (c3) and (c4), respectively.
Figure 5: $\tan \beta$ dependences of $\sin^2 2\hat{\theta}_{ij}$ in (c1) with $m_0 = 0.2$ eV.

Cases (c1) and (c2): Figures 5 and 6 show that all $\sin^2 2\hat{\theta}_{ij}$s approach to the same fixed values as those with $m_0 = 1.0$ eV in the large $\tan \beta$ region. However, the value of $\tan \beta$ where $\sin^2 2\hat{\theta}_{ij}$s becomes close to their fixed values with $m_0 = 0.2$ eV is larger than that with $m_0 = 1.0$ eV. The value of $\delta_c$ with $m_0 = 0.2$ eV is given by

$$\delta_c = \frac{\Delta m^2_{\text{ATM}}}{2m_0^2} = 4.6 \times 10^{-2}, \quad (m_0 = 0.2 \text{ eV}), \quad (5.37)$$

which is shown as dotted-lines of (a) in Figures 4 and 2. In the region of $2 \leq \tan \beta < 50$, $\epsilon$ is not larger than $\delta_c$, and the first (second) generation cannot be regarded to be degenerate with the third generation. Thus, the rearrangement between the eigenvectors of $V_1(V_2)$ and $V_3$ is not realized completely although the sign of $m_1(m_2)$ is the same as that of $m_3$. On the other hands, the rearrangement between these eigenvectors is realized with $m_0 = 1.0$ eV in the region of $\tan \beta \geq 20$, where $\epsilon$ is already larger than $\delta_c$.

Case (c3): Figures 7 show that for all solar neutrino solutions $\sin^2 2\hat{\theta}_{12}$ and $\sin^2 2\hat{\theta}_{13}$ are almost zero in the region of $\tan \beta \geq 10$, and $\sin^2 2\hat{\theta}_{23} \simeq 1$ in all $\tan \beta$ region. Up to the $O(\epsilon)$ eigenvalues of eq.(5.4) are given by

$$m_1(M_R) = -m_0(1 - 2\epsilon),$$
Figure 6: $\tan \beta$ dependences of $\sin^2 2\hat{\theta}_{ij}$ in (c2) with $m_0 = 0.2$ eV.

\[ m_2(M_R) = -m_0 (1 - \epsilon), \]
\[ m_3(M_R) = m_0 (1 - \epsilon), \]  

(5.38)

and eigenvectors of them are given by

\[ V'_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad V'_2 = \begin{pmatrix} 0 \\ 1/\sqrt{2} \\ -1/\sqrt{2} \end{pmatrix}, \quad V'_3 = \begin{pmatrix} 0 \\ 1/\sqrt{2} \\ 1/\sqrt{2} \end{pmatrix}. \]  

(5.39)

These eigenvectors and eigenvalues do not depend on the mixing angle $\theta$. Equations (5.39) suggest

\[ \sin^2 2\hat{\theta}_{12} = 0, \quad \sin^2 2\hat{\theta}_{23} = 1, \quad \sin^2 2\hat{\theta}_{13} = 0, \]  

(5.40)

from eqs. (2.7) in the region of $\xi_c \ll \epsilon$. By comparing eq. (5.21) with eq. (5.39), we can obtain

\[ \begin{pmatrix} V'_1 \\ V'_2 \\ V'_3 \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta & 0 \\ -\sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} V_1 \\ V_2 \\ V_3 \end{pmatrix}. \]  

(5.41)
The rearrangement between $V_1$ and $V_2$ is realized, because the sign of $m_1$ is the same as that of $m_2$.

Figures 7 show $\sin^2 2\theta_{13}$ and $\sin^2 2\theta_{23}$ are not changed against quantum corrections, and $\sin^2 2\theta_{12}$ is close to zero in $\tan \beta \geq 10$ for the MSW-L solution, while $\sin^2 2\theta_{12} \simeq 0$ in all $\tan \beta$ region for the VO solution. These situations can be explained by estimating the value of $\tan \beta$ where the mixing angles are close to the fixed values. For the MSW-L solution, the value of $\xi_c$ is given by

$$\xi_c = \frac{\Delta m^2_{\text{MSW-L}}}{2m_0^2} = 2.3 \times 10^{-4}.$$  \hspace{1cm} (5.42)

which is shown as dotted-lines of (d) in Figures 1 and 2. Since $\xi_c$ is much smaller than $\epsilon$ in the region of $10 \leq \tan \beta$, the first and the second generations are regarded to be degenerate at $m_0$, and the rearrangement between $V_1$ and $V_2$ is realized. On the other hand, the VO solution gives the value of $\xi_c$ as

$$\xi_c = \frac{\Delta m^2_{\text{VO}}}{2m_0^2} = 1.1 \times 10^{-9},$$  \hspace{1cm} (5.43)

Figure 7: $\tan \beta$ dependences of $\sin^2 2\theta_{12}$ in (c3) with $m_0 = 0.2$ eV.
Figure 8: $\tan \beta$ dependences of $\sin^2 2\hat{\theta}_{ij}$ in (c4) with $m_0 = 0.2$ eV.

which is much smaller than $\epsilon$ in all $\tan \beta$ region. Therefore the rearrangement between $V_1$ and $V_2$ is realized even in the small $\tan \beta$ region for the VO solution.

case (c4): Figures show all $\sin^2 2\hat{\theta}_{ij}$s approach to zero in the large $\tan \beta$ region. This means the MNS matrix becomes the unit matrix in the limit of $\epsilon \gg \delta_c$. In the case of (c4) we cannot obtain the rearrangement rule between $V_i$ and $V_i'$, because $\kappa$ becomes proportional to the unit matrix which can be diagonalized by any unitary matrices.

Let us see the MSW-L solution at first. Figures and 2 show $\xi_c \ll \delta_c \sim \epsilon$ in the region of $10 < \tan \beta < 50$, where the value of $\xi_c$ ($\delta_c$) is shown in eq. (5.42) (eq. (5.37)). In this region eq. (5.4) becomes

$$M_\nu (M_R) \simeq m_0 \begin{pmatrix} 1 - 2\epsilon & 0 & 0 \\ 0 & (1 - 2\epsilon) & (1 - \epsilon) \delta_c / 2 \\ 0 & (1 - \epsilon) \delta_c / 2 & 1 \end{pmatrix}.$$  \hspace{1cm} (5.44)

This means $\sin^2 2\hat{\theta}_{12}$ approaches to zero in $10 < \tan \beta$. Equation (5.44) also suggests the mixing between the second and the third generations as

$$\tan 2\hat{\theta}_{23} \simeq \frac{\delta_c}{2\epsilon}.$$  \hspace{1cm} (5.45)
In $\tan \beta > 50$, $\epsilon$ is larger than $\delta_c$, and $\sin^2 2\hat{\theta}_{23}$ becomes small as we can see in Figures.8

For the VO solution, since the value of $\xi_c$ in eq.(5.43) is much smaller than values of $\epsilon$ and $\delta_c$, $M_\nu(M_R)$ also becomes eq.(5.44) in all $\tan \beta$ region. Therefore, $\sin^2 2\hat{\theta}_{12}$ and $\sin^2 2\hat{\theta}_{13}$ are zero at any value of $\tan \beta$. The behavior of $\sin^2 2\hat{\theta}_{23}$ in the VO solution is the same as that in the MSW-L solution, since eq.(5.44) is independent of $\xi_c$.

Since the mixing angle $\theta \simeq 0$ for the MSW-S solution, $M_\nu(M_R)$ also becomes eq.(5.44). Thus $\sin^2 2\hat{\theta}_{12}$ and $\sin^2 2\hat{\theta}_{13}$ are zero in all $\tan \beta$ region, and $\tan \beta$ dependence of $\sin^2 2\hat{\theta}_{23}$ is the same as that in the MSW-L (VO) solution.

6 Conclusion

In this article, we study the stability of the Maki-Nakagawa-Sakata (MNS) lepton-flavor mixing matrix against quantum corrections in the minimal supersymmetric Standard Model (MSSM) with effective dimension-five operators which give Majorana masses of neutrinos. We decide parameters of the MNS matrix at the weak scale from the data of experiments, and obtain the MNS matrix at the high-energy scale by calculating the quantum corrections. Then we analyze the stability of the MNS matrix at the high energy scale according to types of neutrino mass hierarchy.

In the two generation neutrinos, the mixing angles of Type A$^{(2)}$ ($\kappa_3 \gg \kappa_2$) and Type B$^{(2)}$ ($\kappa_3 \simeq -\kappa_2$) are stable against quantum corrections, where $\kappa_i$s are eigenvalues of $2 \times 2$ neutrino mass matrix at the weak scale. The mixing angle of Type B$^{(2)}$ ($\kappa_3 \simeq \kappa_2$) is unstable around $\theta_{23} = \pi/4$ when the magnitude of the quantum correction $\epsilon$ is larger than that of $\delta k/\kappa_3$.

In the three generation neutrinos, the stability of the MNS matrix strongly depends on the types of mass hierarchy and the relative sign assignments of mass eigenvalues. The results are obtained as follows.

(1). Type A ($m_1 \sim m_2 \ll m_3$)

The MNS matrix is stable against quantum corrections.

(2). Type B ($m_1 \sim m_2 \gg m_3$)

$\sin^2 2\theta_{13}$ and $\sin^2 2\theta_{23}$ are stable against quantum corrections because there are large hierarchies between the first and the third generations and also between the second and the third generations on the analogy of Type A$^{(2)}$,

\[ \text{case (b1): } \text{diag}(m_1, m_2, 0) \]

$\sin^2 2\theta_{12}$ is unstable against quantum corrections. This is understood on the analogy of Type B$^{(2)}$. Thus, the MNS matrix is unstable against quantum corrections.
case (b2): $\text{diag}(m_1, -m_2, 0)$

$\sin^2 2\hat{\theta}_{12}$ is also stable against quantum corrections analogous to the case of Type B2$^{(2)}$. The MNS matrix is stable against quantum corrections.

(3). Type C ($m_1 \sim m_2 \sim m_3$)

The MNS matrix approaches to the definite unitary matrix according to the relative sign assignments of neutrino mass eigenvalues, as the effects of quantum corrections become large enough to neglect squared mass differences of neutrinos. Independent parameters of the MNS matrix at the $M_R$ scale approach to the following fixed values in the large limit of quantum corrections.

**case (c1): diag.$(-m_1, m_2, m_3)$**

$$U_{e2} = \frac{\sin \theta}{\sqrt{1 + \cos^2 \theta}}, \quad U_{e3} = -\frac{1}{2} \frac{\sin 2\theta}{\sqrt{1 + \cos^2 \theta}}, \quad U_{\mu 3} = \frac{1}{\sqrt{2}} \frac{\sin^2 \theta}{\sqrt{1 + \cos^2 \theta}}. \quad (6.1)$$

**case (c2): diag.$(m_1, -m_2, m_3)$**

$$U_{e2} = \sin \theta, \quad U_{e3} = \frac{1}{2} \frac{\sin 2\theta}{\sqrt{1 + \sin^2 \theta}}, \quad U_{\mu 3} = \frac{1}{\sqrt{2}} \frac{\cos^2 \theta}{\sqrt{1 + \sin^2 \theta}}. \quad (6.2)$$

**case (c3): diag.$(-m_1, -m_2, m_3)$**

$$U_{e2} = 0, \quad U_{e3} = 0, \quad U_{\mu 3} = \frac{1}{\sqrt{2}}. \quad (6.3)$$

**case (c4): diag.$(m_1, m_2, m_3)$**

$$U_{e2} = 0, \quad U_{e3} = 0, \quad U_{\mu 3} = 0. \quad (6.4)$$

Results of this article are not only useful for the model building, but also show the possibility to obtain the large mixing angles from quantum corrections.
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A Oscillation Probabilities in the Vacuum

The transition probability \( P_{\nu_\alpha \rightarrow \nu_\beta} \) (\( \alpha \neq \beta \)) and the survival probability \( P_{\nu_\alpha \rightarrow \nu_\alpha} \) of the neutrino-oscillation are given by

\[
P_{\nu_\alpha \rightarrow \nu_\beta} = \left| \sum_{j=1}^{3} (V_{\text{MNS}})_{\beta j} \exp \left( \frac{-im_j^2}{2E} L \right) (V_{\text{MNS}}^\dagger)_{j\alpha} \right|^2,
\]

\[
P_{\nu_\alpha \rightarrow \nu_\alpha} = \left| \sum_{j=1}^{3} (V_{\text{MNS}})_{\alpha j} \exp \left( \frac{-im_j^2}{2E} L \right) (V_{\text{MNS}}^\dagger)_{j\alpha} \right|^2,
\]

respectively. Here we note \( \delta m_{ij}^2 = m_j^2 - m_i^2 \). When \( \delta m_{12}^2 \ll \delta m_{13}^2 \), eqs. (A.1) and (A.2) can be simplified as follows.

**Condition 1:**

\[
\frac{\delta m_{12}^2}{2E} L \ll 1 \sim \frac{\delta m_{13}^2}{2E} L
\]

Under this condition, eq. (A.1) becomes

\[
P_{\nu_\alpha \rightarrow \nu_\beta} = \left| -U_{\beta 3} U_{\alpha 1}^* \right|^2 + U_{\beta 3}^* \exp \left( \frac{-i\delta m_{13}^2}{2E} L \right) U_{\alpha 3}^* \left| U_{\alpha 1} \right|^2,
\]

\[
= 4 |U_{\alpha 1}|^2 |U_{\beta 3}|^2 \sin^2 \left( \frac{\delta m_{13}^2}{4E} L \right),
\]

and eq. (A.2) becomes

\[
P_{\nu_\alpha \rightarrow \nu_\alpha} = \left| 1 - U_{\alpha 3} U_{\alpha 3}^* \right|^2 + U_{\alpha 3} \exp \left( \frac{-i\delta m_{13}^2}{2E} L \right) U_{\alpha 3}^* \left| U_{\alpha 3} \right|^2,
\]

\[
= 1 - 4 |U_{\alpha 3}|^2 \left( 1 - |U_{\alpha 3}|^2 \right) \sin^2 \left( \frac{\delta m_{13}^2}{4E} L \right).
\]

**Condition 2:**

\[
\frac{\delta m_{12}^2}{2E} L \sim 1 \ll \frac{\delta m_{13}^2}{2E} L
\]
Under this condition, eqs. (A.1) and (A.2) become

\[ P_{\nu_\alpha \rightarrow \nu_\beta} = 2 |U_{\alpha 3}|^2 |U_{\beta 3}|^2 - 4 \text{Re}(U_{\alpha 1} U_{\beta 1}^* U_{\beta 2} U_{\alpha 2}^*) \sin^2 \left( \frac{\delta m_{12}^2}{4E_L} \right) + 2 J_{\text{MNS}} \sin \left( \frac{\delta m_{12}^2}{2E_L} \right), \]

(A.7)

\[ P_{\nu_\alpha \rightarrow \nu_\alpha} = 1 - 2 |U_{\alpha 3}|^2 \left( 1 - |U_{\alpha 3}|^2 \right) - 4 |U_{\alpha 1}|^2 |U_{\alpha 2}|^2 \sin^2 \left( \frac{\delta m_{12}^2}{4E_L} \right), \]

(A.8)

respectively. Here \( J_{\text{MNS}} \) is defined by \( \text{Im}(U_{\alpha 1} U_{\beta 1}^* U_{\beta 2} U_{\alpha 2}^*) \).

**B Quantum Corrections of \( \kappa \)**

In this section, we show the relation between \( \kappa(m_z) \) and \( \kappa(M_R) \) in the cases of \( \kappa_{33} = 0 \) and \( \kappa_{11} = \kappa_{22} = \kappa_{33} = 0 \).

**B.1 \( \kappa_{33} = 0 \)**

At first, we discuss the case of \( \kappa_{33} = 0 \) in the diagonal base of \( y^e \). If some elements of \( \kappa \) are zero at \( m_z \), they are always zero through all energy-scale. This means if \( \kappa_{33} \) is zero at \( m_z \), \( \kappa \) cannot be normalized by \( \kappa_{33} \) and \( c_{ij} \) of eq. (3.3) cannot be defined. Thus, we adopt \( \kappa_{22} \) for the normalization of \( \kappa \) as

\[
\kappa = \kappa_{22} \begin{pmatrix} r_1' & c_{12}' \sqrt{r_1'} & c_{13}' r_2' \sqrt{r_1'} \\ c_{12}' \sqrt{r_1'} & 1 & r_2' \\ c_{13}' r_2' \sqrt{r_1'} & r_2' & 0 \end{pmatrix},
\]

(B.1)

where \( c_{1j}' (j = 2, 3) \) are defined as

\[
(c_{12}')^2 = \frac{\kappa_{12}^2}{\kappa_{11} \kappa_{22}}, \quad \text{and} \quad (c_{13}')^2 = \frac{\kappa_{22} \kappa_{13}^2}{\kappa_{11} \kappa_{23}^2},
\]

(B.2)

which are energy-scale independent complex parameters. \( r_{1,2}' \) in eq. (B.1) are defined as

\[
r_1' = \frac{\kappa_{11}}{\kappa_{22}}, \quad \text{and} \quad r_2' = \frac{\kappa_{23}}{\kappa_{22}}.
\]

(B.3)
By using the notation of eq.\((3.8)\), we can obtain the energy-scale dependences of \(r_1', r_2'\) as
\[
r_1'(M_R) = r_1'(m_z) \frac{I_e}{I_\mu}, \quad \text{and} \quad r_2'(M_R) = r_2'(m_z) \sqrt{\frac{I_e}{I_\mu}}.
\] (B.4)

Then, \(\kappa(M_R)\) is given by
\[
\kappa(M_R) = \frac{k_{22}(M_R) I_{\tau}}{k_{22}(m_z) I_\mu} \left( \begin{array}{ccc} \sqrt{I_e/I_{\tau}} & 0 & 0 \\ 0 & \sqrt{I_\mu/I_{\tau}} & 0 \\ 0 & 0 & 1 \end{array} \right) \kappa(m_z) \left( \begin{array}{ccc} \sqrt{I_e/I_{\tau}} & 0 & 0 \\ 0 & \sqrt{I_\mu/I_{\tau}} & 0 \\ 0 & 0 & 1 \end{array} \right).
\] (B.5)

**B.2 \(\kappa_{11} = \kappa_{22} = \kappa_{33} = 0\)**

When all diagonal elements are zero, all off-diagonal elements of \(\kappa\) can be taken real. It is because all phases are absorbed by the field redefinitions of
\[
L_i \rightarrow e^{-i\varphi_i} L_i, \quad \text{and} \quad E_i \rightarrow e^{i\varphi_i} E_i,
\] (B.6)

where \(\varphi_i\)s are defined as
\[
\varphi_1 = \frac{\arg(\kappa_{12}) + \arg(\kappa_{13}) - \arg(\kappa_{23})}{4},
\]
\[
\varphi_2 = \frac{\arg(\kappa_{12}) - \arg(\kappa_{13}) + \arg(\kappa_{23})}{4},
\]
\[
\varphi_3 = \frac{-\arg(\kappa_{12}) + \arg(\kappa_{13}) + \arg(\kappa_{23})}{4}.
\] (B.7)

Normalizing all elements by \(\kappa_{23}\), \(\kappa\) is given by
\[
\kappa = \kappa_{23} \begin{pmatrix} 0 & r''_1 & r''_2 \\ r''_1 & 0 & 1 \\ r''_2 & 1 & 0 \end{pmatrix},
\]
\[
= \kappa_{23} \begin{pmatrix} \sqrt{r''_1/r''_2} & 0 & 0 \\ 0 & \sqrt{r''_1/r''_2} & 0 \\ 0 & 0 & \sqrt{r''_2/r''_1} \end{pmatrix} \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix} \begin{pmatrix} \sqrt{r''_1/r''_2} & 0 & 0 \\ 0 & \sqrt{r''_1/r''_2} & 0 \\ 0 & 0 & \sqrt{r''_2/r''_1} \end{pmatrix},
\] (B.8)

where
\[
r''_1 = \frac{\kappa_{12}}{\kappa_{23}}, \quad \text{and} \quad r''_2 = \frac{\kappa_{13}}{\kappa_{23}}.
\] (B.9)

By using the notation of eq.\((3.8)\), we can obtain \(r''_{1,2}(M_R)\) as
\[
r''_1(M_R) = r''_1(m_z) \sqrt{\frac{I_e}{I_{\tau}}}, \quad \text{and} \quad r''_2(M_R) = r''_2(m_z) \sqrt{\frac{I_e}{I_\mu}}.
\] (B.10)
Then, \( \kappa(M_R) \) is given by

\[
\kappa(M_R) = \frac{\kappa_{23}(M_R)}{\kappa_{23}(m_z)} \sqrt{\frac{I_e}{I_{\mu}}} \left( \begin{array}{ccc}
\sqrt{I_e/I_{\tau}} & 0 & 0 \\
0 & \sqrt{I_{\mu}/I_{\tau}} & 0 \\
0 & 0 & 1
\end{array} \right) \kappa(m_z) \left( \begin{array}{ccc}
\sqrt{I_e/I_{\tau}} & 0 & 0 \\
0 & \sqrt{I_{\mu}/I_{\tau}} & 0 \\
0 & 0 & 1
\end{array} \right).
\] (B.11)

Equations (B.5) and (B.11) show that the energy-scale dependence of the MNS matrix can be estimated by \( \sqrt{I_e/I_{\tau}} \) and \( \sqrt{I_{\mu}/I_{\tau}} \) even in the cases of \( \kappa_{33} = 0 \) or \( \kappa_{11} = \kappa_{22} = \kappa_{33} = 0 \). In general, quantum corrections of the MNS matrix can be estimated by only \( n_g - 1 \) degrees of freedom. It is easily understood as follows. The RGE of \( \kappa \) (eq.(3.1)) is separated into two parts, which are the lepton-flavor independent terms (the gauge and the Higgs particles corrections) and the lepton-flavor dependent terms (the charged-lepton corrections). The energy-scale dependences of the mixing angles of \( \kappa \) are determined by the flavor-dependent corrections from \( y^e \). Since \( y^e \) has \( n_g \) degrees of freedom, expect for the overall factor, \( n_g - 1 \) degrees of freedom decide the energy-scale dependence of the MNS matrix as are shown in eqs.(3.9), (B.5) and (B.11).

C Approximation of the Renormalization Corrections

We show the approximation of \( \sqrt{I_i/I_{\tau}} \). Although we do not use this approximation in our numerical analyses, it is useful for the rough estimation of quantum corrections of \( \kappa \).

At first, let us estimate the values of

\[
\frac{\sqrt{I_{e,\mu}/I_{\tau}} - \sqrt{1/I_{\tau}}}{\sqrt{I_{e,\mu}/I_{\tau}}} = 1 - \frac{1}{\sqrt{I_{e,\mu}}}, \quad (C.1)
\]

The magnitudes of eq.(C.1) are estimated to be

\[
0 < 1 - \frac{1}{\sqrt{I_e}} \ll 10^{-8}, \quad \text{and} \quad 0 < 1 - \frac{1}{\sqrt{I_\mu}} \ll 10^{-3}, \quad (C.2)
\]

in the region of \( 2 \leq \tan \beta \leq 60 \) from the numerical analysis shown in Figure 9. Thus, the approximation of

\[
\sqrt{I_{e,\mu}/I_{\tau}} \simeq 1/\sqrt{I_{\tau}}, \quad (C.3)
\]

is held with good accuracy. If we neglect the energy-scale dependence of \( y_\tau \), the value of
Figure 9: tan β dependences of eqs. (C.1).

eq(C.3) is given by

\[
\ln \left( \frac{1}{\sqrt{I_\tau}} \right) = \frac{1}{8\pi^2} \left( \frac{m_\tau}{v} \right)^2 (\tan \beta^2 + 1) \ln \left( \frac{m_z}{M_R} \right) \tag{C.4}
\]

from eq. (3.8), where \( m_\tau \) is the mass of \( \tau \)-lepton and \( v^2 = \langle \phi_d^2 \rangle + \langle \phi_u^2 \rangle \). We define the faction of

\[
Err(\tan \beta, M_R) = 1 - \sqrt{I_\tau} \times \left( \frac{m_z}{M_R} \right) \frac{1}{8\pi^2} \left( \frac{m_\tau}{v} \right)^2 (\tan \beta^2 + 1) \tag{C.5}
\]

to check the accuracy of eq. (C.4). The tan β dependence of |Err| is shown in Figure 10 with \( M_R = 10^{13} \) GeV. In the region of \( 2 \leq \tan \beta \leq 50 \), the error of eq. (C.4) is less than 1%. Even in the region of \( 50 \leq \tan \beta \leq 60 \), where the energy scale dependence of \( y_\tau \) cannot be neglected, |Err| is less than 10%.

If \( M_R \) is smaller than \( 10^{13} \) GeV, the approximation of eq. (C.4) becomes more accurate because the Yukawa couplings of the charged-leptons are enhanced in the high energy scale.
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