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Abstract. We study the local and global wellposedness of the initial-boundary value problem for the biharmonic Schrödinger equation on the half-line with inhomogeneous Dirichlet-Neumann boundary data. First, we obtain a representation formula for the solution of the linear nonhomogeneous problem by using the Fokas method (also known as the unified transform method). We use this representation formula to prove space and time estimates on the solutions of the linear model in fractional Sobolev spaces by using Fourier analysis. Secondly, we consider the nonlinear model with a power type nonlinearity and prove the local wellposedness by means of a classical contraction argument. We obtain Strichartz estimates to treat the low regularity case by using the oscillatory integral theory directly on the representation formula provided by the Fokas method. Global wellposedness of the defocusing model is established up to cubic nonlinearities by using the multiplier technique and proving hidden trace regularities.

1. Introduction. This article studies the local and global wellposedness of the initial-(inhomogeneous) boundary value problem for the biharmonic nonlinear Schrödinger equation (NLS) which is posed on the right half-line:

\[ iq_t + \partial_x^4 q = f(q), \quad (x,t) \in \mathbb{R}_+ \times (0,T), \]
\[ q(x,0) = q_0(x), \quad x \in \mathbb{R}_+, \]
\[ q(0,t) = g_0(t), \quad t \in (0,T), \]
\[ q_x(0,t) = g_1(t), \quad t \in (0,T), \]

where \( f(q) = \kappa |q|^p q, \kappa \in \mathbb{C}, T > 0, \) and \( q \) is a complex valued function. The analysis here is carried out in the \( L^2 \)-based fractional Sobolev space \( H^s(\mathbb{R}_+) \) at the spatial level, where throughout the paper (without any restatement) we will assume the following in order to work with a sufficiently nice nonlinearity:

(a1) if \( s \) is integer, then \( p \geq s \) if \( p \) is an odd integer and \( \lfloor p \rfloor \geq s - 1 \) if \( p \) is non-integer.
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(a2) if $s$ is non-integer, then $p > s$ if $p$ is an odd integer and $|p| \geq |s|$ if $p$ is non-integer.

The fourth-order NLS, in the form

$$iu_t + \Lambda u + \gamma \Delta^2 u + |u|^pu = 0, \quad x \in \mathbb{R}^n, \quad t \in \mathbb{R}$$

was introduced by [33, 34] to study the stabilizing role of the higher-order dispersive effects. It was shown that the solutions are stable if $\gamma < 0$, $p \leq 4n$ or if $\gamma \ll -1$, $p \in \left( \frac{4}{n}, \frac{8}{n} \right)$. Moreover, solutions were found to be unstable for $\gamma < 0$, $p \geq 8n$ in which case solutions may cease to exist globally.

In the absence of the Laplacian, the fourth order NLS takes the form

$$iu_t + \gamma \Delta^2 u + |u|^pu = 0, \quad x \in \mathbb{R}^n, \quad t \in \mathbb{R}$$

and it is called the biharmonic NLS. It was shown by [16] (see also [4] and the references therein) that all solutions of the biharmonic NLS are global if $\gamma > 0$. Moreover, it was found that $p = \frac{8}{n}$ is the critical exponent for singularity formation if $\gamma < 0$, and smallness in the mean-square sense is sufficient for global existence if $p = \frac{8}{n}$. The biharmonic NLS

$$iu_t + \gamma \Delta^2 u + \kappa |u|^pu = 0,$$

with $\gamma, \kappa \in \mathbb{R}$, is said to be focusing (resp. defocusing) if $\gamma \kappa < 0$ (resp. $\gamma \kappa > 0$).

The rigorous analysis of the solutions of the fourth order Schrödinger equation started with the proof of sharp space-time decay properties for the linear group associated to the operator $i\partial_t + \lambda \Delta + \Delta^2$, where $\lambda \in \{-1, 0, 1\}$ [6]. One can actually use these properties to obtain Strichartz estimates, which gives the local wellposedness at $H^2$-level.

Local well-posedness of the nonlinear fourth order Schrödinger equations in one space dimension was studied in [44, 23], and [52]. Global well-posedness in one dimensional case with small initial data was proved with various nonlinearities in [27, 26, 28, 25], and [2]. Local well-posedness in the multi-dimensional case was treated in [24] and the global well-posedness was studied in [11, 41, 21, 22], and [51]. Global well-posedness at the $H^2$-level in the energy-critical case with power-type nonlinearities was shown by [38] for radial initial data. Global well-posedness and ill-posedness of the cubic defocusing biharmonic NLS was studied in [40]. It turns out that the cubic defocusing problem is ill-posed in dimensions $n \geq 9$, and well-posed in dimensions $n \leq 8$, while the scattering holds true for dimensions $5 \leq n \leq 8$. Other scattering results in the one dimensional scenario were obtained by [45] and [46], while the high dimensional scattering problems were studied in [40, 37, 36, 47, 43, 42], and [39]. The last paper in particular proves the Levandosky-Strauss conjecture in the defocusing case. The blow-up phenomenon for the biharmonic NLS was studied in [4, 54, 53, 55, 13], and [8].

The references given above studied the fourth order Schrödinger equation in the whole Euclidean space, namely the spatial domain was assumed to be equal to $\mathbb{R}^n$. The absence of the boundary in these studies simplified the mathematical and physical analysis of the problem to some extent. However, in order to boost the physical reality, it is common to assume that the evolution takes place in a region with boundary, and what happens at the boundary influences the nature of the solutions. This is especially important for a control scientist, since boundary can be used as a control point, particularly when it is difficult or impossible to access the medium of the evolution. This idea motivated some of the recent studies related with the controllability of the the solutions of the linear fourth order Schrödinger equation.
For instance, [48, 49], and [50] studied the well-posedness and exact controllability of the linear biharmonic Schrödinger equation on a bounded domain $\Omega \subset \mathbb{R}^n$. Most recently, [1] studied the stabilization of the linear biharmonic Schrödinger equation on a bounded domain with a locally supported internal damping.

From the physical point of view, the model under consideration in this paper corresponds to a situation in which the wave is generated from a fixed source such that the wave train moves into the medium in one specific direction. Wellposedness of similar inhomogeneous initial boundary value problems on the half-line were recently considered for the classical Schrödinger equation; see for example [10, 9, 7, 32], and [20]. We prove the corresponding wellposedness theorems for the biharmonic Schrödinger equations, and as far as we know this is the first treatment of the fourth order Schrödinger equations subject to inhomogeneous boundary conditions.

1.1. Main results. In this paper, attention is given only to the biharmonic NLS. More general fourth order Schrödinger equations with mixed dispersion as in (5) will be taken into consideration in a further study. Our first main result is the local wellposedness of solutions in fractional Sobolev spaces. More precisely, we prove the following theorem.

**Theorem 1.1** (Local wellposedness I). Let $T > 0$, $s \in \left(\frac{1}{2}, \frac{9}{2}\right)$, $s \neq \frac{3}{2}$, $p > 0$, $q_0 \in H^s(\mathbb{R}_+)$, $g_0 \in H^{\frac{3s+1}{2}}(0, T)$, $g_1 \in H^{\frac{3s+1}{2}}(0, T)$, $g_0(0) = g_0(0)$, (also $g_0'(0) = g_1(0)$ if $s > \frac{3}{2}$). Then, (1)-(4) has the following local wellposedness properties:

(i) Local existence and uniqueness: there exists a unique local solution $q \in C([0, T_0]; H^s(\mathbb{R}_+))$ for some $T_0 \in (0, T]$,

(ii) Continuous dependence: if $B$ is a bounded subset of $H^s(\mathbb{R}_+) \times H^{\frac{3s+1}{2}}(0, T_0) \times H^{\frac{3s+1}{2}}(0, T_0)$, then there is $T_0 > 0$ such that the flow $(q_0, g_0, g_1) \rightarrow q$ is Lipschitz continuous from $B$ into $C([0, T_0]; H^s(\mathbb{R}_+))$,

(iii) Blow-up alternative: Let $S$ be the set of all $T_0 \in (0, T]$ such that there exists a unique local solution in $C([0, T_0]; H^s(\mathbb{R}_+))$. If $T_{\text{max}} := \sup_{T_0 \in S} T_0 < T$, then

$$\lim_{t \uparrow T_{\text{max}} \atop t \in \mathbb{R}_+} \|q(t)\|_{H^s(\mathbb{R}_+)} = \infty.$$

**Remark 1.** The proof of the above theorem is based on the Fokas method ([17], [18]) combined with classical contraction arguments. The Fokas method is a unified approach for solving initial-(inhomogeneous) boundary value problems for a general class of linear evolution equations. It has significant advantages over traditional methods. One of these advantages is that the solution formula obtained via the Fokas method is uniformly convergent at the boundary points. This is an important property for numerical studies.

Another remarkable feature of the Fokas method is that one can obtain the necessary space and time estimates for the corresponding linear evolution operator directly from the representation formula by using Fourier analysis. This allows one to easily study the wellposedness of the initial-boundary value problem for corresponding nonlinear models. The study of rigorous wellposedness analysis of nonlinear initial-boundary value problems using the Fokas method was initiated by [19, 20]. In these studies, the authors determine the fractional Sobolev spaces for initial and boundary data for which the local Hadamard well-posedness holds true. Similar results have been obtained for other models such as the good Boussinesq
equation [29], and two dimensional nonlinear Schrödinger [30] and reaction diffusion equations [31].

Second, we prove the local existence and uniqueness at the low regularity setting $s < 1/2$.

**Theorem 1.2** (Low regularity). Let $T > 0$, $s \in [0, \frac{1}{2})$, $p \in (0, \frac{8}{p+2-s}]$, $g_0 \in H^s(\mathbb{R}_+)$, $g_0 \in H^{2s+3}(0,T)$, $g_1 \in H^{2s+1}(0,T)$, $\lambda = \frac{8(p+2)}{p(1-2s)}$, and $r = \frac{p+2}{1+sp}$. Then, (1)-(4) has a unique solution $q \in C([0,T_0];H^s(\mathbb{R}_+)) \cap L^2(0,T_0;W^{s,r}(\mathbb{R}_+))$ for some $T_0 \in (0,T)$.

Finally, we prove the global wellposedness of weak (more precisely $H^2$) solutions for the defocusing problem. We are able to prove the global wellposedness for $p \leq 2$, as opposed to $p > 0$, which is the case for the problem posed with homogeneous boundary conditions.

**Theorem 1.3** (Global wellposedness). Let $\kappa \in \mathbb{R}_-$ (defocusing nonlinearity), $T > 0$, $p \leq 2$, $g_0 \in H^2(\mathbb{R}_+)$, $g_0 \in H^1(0,T)$, $g_1 \in H^1(0,T)$, $q_0(0) = g_0(0)$, $q'_0(0) = g_1(0)$. Then, the corresponding local solution $q \in C([0,T];H^2(\mathbb{R}_+))$ is global. Moreover, the global solution $q$ satisfies the hidden trace regularities given by $q_{xx}(0,\cdot), q_{xxx}(0,\cdot) \in L^2(0,T)$.

**Remark 2.** The global wellposedness problem for the nonlinear biharmonic Schrödinger equation is a nontrivial problem in the presence of inhomogeneous boundary conditions as opposed to the case of homogeneous boundary conditions. The main difficulty lies in the fact that one looses all energy conservation and control properties once $g_0$ and $g_1$ are non-zero. For instance, the most basic energy identity, namely the $L^2$-energy, satisfies an equality given by

$$\frac{1}{2} \frac{d}{dt} \int_0^\infty |q|^2 dx = \text{Im} \left[ q_{xxx}(0,t) g_0(t) \right] - \text{Im} \left[ q_{xx}(0,t) g_1(t) \right].$$

This identity involves the unknown traces $q_{xxx}(0,t)$ and $q_{xx}(0,t)$. Higher order energy estimates are even more complicated.

The extra regularity result $q_{xx}(0,\cdot), q_{xxx}(0,\cdot) \in L^2(0,T)$ proved in the above theorem is called a hidden trace regularity since in general for an arbitrary $H^2$ function, these traces do not need to be well-defined in the sense of Sobolev trace theory. Hence, this shows that the biharmonic Schrödinger operator has a hidden regularizing property in the sense of traces.

1.2. **Orientation.** We prove the main results in several steps:

**Step 1 - Representation formula.** We use the Fokas method (also known as the unified transform method) to obtain a representation formula for the solution of the linear biharmonic Schrödinger equation with interior force and inhomogeneous boundary inputs. The derivation of the representation formula is more complicated than the classical Schrödinger equation due to the higher order nature of the evolution operator.

**Step 2 - Cauchy problem.** Secondly, we study the Cauchy problem on the spatial domain $\mathbb{R}$. We obtain the necessary space and times estimates on the solutions of the Cauchy problem. These estimates are later used to study the half-line problem with zero boundary inputs by extending the given initial datum from half-line to the whole line.
**Step 3 - Half line problem.** We use the representation formula obtained in Step 1 to study the half-line problem with zero initial data and inhomogeneous Dirichlet-Neumann boundary inputs. We obtain space and time estimates on the solutions of the half-line problem. The analysis poses more challenges than the Schrödinger equation with only Dirichlet input, because the inhomogeneous Neumann input here requires us to deal with integrals that involve singular integrands. Singularities are treated with cut-off functions.

**Step 4 - Operator theoretic formula.** In this step, we express the representation formula of the linear problem with internal force in operator theoretic form. Then, we replace the internal source with the given nonlinearity and applying the contraction argument to this form of the representation formula to obtain the local wellposedness.

**Step 5 - Strichartz estimates.** We treat the low regularity case $s < \frac{1}{2}$ for the nonlinear model by proving Strichartz estimates by using the oscillatory integral theory.

**Step 6 - Global wellposedness.** Finally we use the multiplier method to obtain useful energy estimates that involve information on the unknown boundary traces. The classical multipliers for the biharmonic Schrödinger equations are not sufficient. Therefore, we use also the control theoretic multipliers to prove hidden trace regularities for the second and third order boundary traces of the solution. We combine these with $H^2$ energy identities to deduce the global wellposedness of solutions up to cubic powers. The results obtained here are quite interesting compared to solutions of the homogeneous boundary value problem, whose solutions can be shown to be global for all powers in the defocusing case.

2. **Linear model.** In this section, we consider the linear biharmonic Schrödinger equation on the right half-line with inhomogeneous Dirichlet-Neumann data in $L^2$—based fractional Sobolev spaces:

\begin{align*}
  iq_t + \partial^4_x q &= f, \quad (x, t) \in \mathbb{R}_+ \times (0, T), \\
  q(x, 0) &= q_0(x), \quad x \in \mathbb{R}_+, \\
  q(0, t) &= g_0(t), \quad t \in (0, T), \\
  q_x(0, t) &= g_1(t), \quad t \in (0, T).
\end{align*}

**2.1. Representation formula.** We will obtain a representation formula for the solution of (7)-(10). In order to do this, we will use the Fokas (unified transform) method. To this end, let $\hat{q}(k, t)$ denote the spatial Fourier transform of the solution of (7)-(10) on the right half-line:

\begin{equation}
  \hat{q}(k, t) \equiv \int_0^\infty e^{-ikx} q(x, t) dx, \quad \text{Im } k \leq 0.
\end{equation}

Note that the condition $\text{Im } k \leq 0$ is enforced so that the right hand side of the formula (11) will in general converge. Applying this transform to the problem (7)-(10), after some computations we get

\begin{equation}
  i\hat{q}_t(k, t) + k^4 \hat{q}(k, t) - q_{xxx}(0, t) - ik q_{xx}(0, t) + k^2 q_x(0, t) + ik^3 g(0, t) = \hat{f}(k, t), \quad \text{Im } k \leq 0.
\end{equation}

Integrating the above equation in the temporal variable, we obtain

\begin{equation}
  e^{-ik^4 t} \hat{q}(k, t)
\end{equation}
Lemma 2.1 (Deformation). Let \( q \) be a solution of (7) on \( \Omega \equiv \mathbb{R}_+ \times (0, T) \) such that \( q \) is sufficiently smooth up to the boundary of \( \Omega \) and decays sufficiently fast as \( x \to \infty \), uniformly in \( [0,T] \). Then, \( q(x,t) \) can be represented by

\[
q(x,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx+ik^4t} \hat{q}_0(k) dk - \frac{i}{2\pi} \int_{-\infty}^{\infty} e^{ikx+ik^4t} \left[ \int_0^t e^{-ik^4s} \dot{f}(k,s) ds \right] dk
\]
Figure 1. The region $D = D^+ \cup D^-$

\[ -\frac{1}{2\pi} \int_{\partial D^+} e^{ikx+ik^4t} \tilde{g}(k) dk, \]  

where $\tilde{g}(k) = i\tilde{g}_3(-ik^4, T) - k\tilde{g}_2(-ik^4, T) - ik^2 \tilde{g}_1(-ik^4, T) + k^3 \tilde{g}_0(-ik^4, T)$ and $\partial D^+$ is oriented in such a way that $D^+$ is to the left of $\partial D^+$.

Now, we will use the invariant properties of the equation (15). Replacing $k$ by $-k$ in this equation keeps $\tilde{g}_j(-ik^4, T)$ invariant for $j = 0, 3$, and one obtains

\[ e^{-ik^4T} \hat{q}(-k, T) = \hat{q}_0(-k) - i \tilde{g}_3(-ik^4, T) - k \tilde{g}_2(-ik^4, T) + ik^2 \tilde{g}_1(-ik^4, T) \]

\[ + k^3 \tilde{g}_0(-ik^4, T) - i \int_0^T e^{-ik^4s} \hat{f}(-k, s) ds, \quad \text{Im } k \geq 0. \]  

(20)

Similarly, replacing $k$ by $ik$ and $-ik$, one can keep $\tilde{g}_j(-ik^4, T)$ invariant for $j = 0, 3$.

Moreover, we have the identities

\[ e^{-ik^4T} \hat{q}(ik, T) = \hat{q}_0(ik) - i \tilde{g}_3(-ik^4, T) + ik \tilde{g}_2(-ik^4, T) - ik^2 \tilde{g}_1(-ik^4, T) \]

\[ + ik^3 \tilde{g}_0(-ik^4, T) - i \int_0^T e^{-ik^4s} \hat{f}(ik, s) ds, \quad \text{Re } k \leq 0, \]  

(21)

and

\[ e^{-ik^4T} \hat{q}(-ik, T) = \hat{q}_0(-ik) - i \tilde{g}_3(-ik^4, T) + ik \tilde{g}_2(-ik^4, T) - ik^2 \tilde{g}_1(-ik^4, T) \]

\[ - ik^3 \tilde{g}_0(-ik^4, T) - i \int_0^T e^{-ik^4s} \hat{f}(-ik, s) ds, \quad \text{Re } k \geq 0, \]  

(22)

respectively. Let us define two subregions of $D^+$ (See Figure 1) by

\[ D^+_1 := D^+ \cap \{\text{Re } k \geq 0\} \quad \text{and} \quad D^+_2 := D^+ \cap \{\text{Re } k \leq 0\} \]

and let us also set the following transformation for the given boundary data:

\[ G_j(k, t) := \int_0^t e^{ks} \tilde{g}_j(s) ds, \quad k \in \mathbb{C}, j = 0, 1. \]  

(23)

The identities (20) and (22) are valid in $D^+_1$. Solving these identities for $\tilde{g}_2$ and $\tilde{g}_3$
and using the fact that $G_j = \tilde{g}_j$ for $j = 0, 1$, we obtain

$$
\tilde{g}_2(-ik^4, T) = \frac{e^{-ik^4 T}}{k(1 - i)} \left( \hat{q}(-ik, T) - \hat{q}(-k, T) \right) + \frac{\hat{q}_0(-k) - \hat{q}_0(-ik)}{k(1 - i)} \\
+ \frac{k^2(1 + i)}{1 - i} G_0(-ik^4, T) + \frac{2ik}{1 - i} G_1(-ik^4, T) \\
+ \frac{i - 1}{2k} \int_0^T e^{-ik^4 s} \left[ \hat{f}(-ik, s) - \hat{f}(-k, s) \right] ds 
$$

(24)

and

$$
\tilde{g}_3(-ik^4, T) = -\frac{e^{-ik^4 T}}{1 + i} \left( \hat{q}(-ik, T) - i \hat{q}(-k, T) \right) + \frac{-i \hat{q}_0(-k) + \hat{q}_0(-ik)}{1 + i} \\
- \frac{2ik^3}{1 + i} G_0(-ik^4, T) + \frac{k^2(1 - i)}{1 + i} G_1(-ik^4, T) \\
+ \frac{i - 1}{2} \int_0^T e^{-ik^4 s} \left[ i \hat{f}(-ik, s) + \hat{f}(-k, s) \right] ds
$$

(25)

for $k \in D_1^+$. Similarly, by using the identities (20) and (21), which are valid on $D_2^+$, we have

$$
\tilde{g}_2(-ik^4, T) = \frac{e^{-ik^4 T}}{k(1 + i)} \left( \hat{q}(ik, T) - \hat{q}(-k, T) \right) + \frac{\hat{q}_0(-k) - \hat{q}_0(ik)}{k(1 + i)} \\
+ \frac{k^2(1 - i)}{1 + i} G_0(-ik^4, T) + \frac{2ik}{1 + i} G_1(-ik^4, T) \\
+ \frac{1 + i}{2k} \int_0^T e^{-ik^4 s} \left[ \hat{f}(ik, s) - \hat{f}(-k, s) \right] ds
$$

(26)

and

$$
\tilde{g}_3(-ik^4, T) = \frac{e^{-ik^4 T}}{1 - i} \left( \hat{q}(ik, T) + i \hat{q}(-k, T) \right) - \frac{i \hat{q}_0(-k) + \hat{q}_0(ik)}{1 - i} \\
- \frac{2ik^3}{1 - i} G_0(-ik^4, T) + \frac{k^2(1 + i)}{1 - i} G_1(-ik^4, T) \\
+ \frac{1 + i}{2} \int_0^T e^{-ik^4 s} \left[ i \hat{f}(ik, s) - \hat{f}(-k, s) \right] ds
$$

(27)
for $k \in D^+_2$. Using (24)-(27) in (19) together with the fact that $G_j = \tilde{g}_j$ for $j = 0, 1$, we deduce the following identity:

$$q(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx + ik^4 t}q(k)dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_1} e^{ikx + ik^4 t} \left[ -(1 + i)\tilde{q}(-ik, T) + i\tilde{q}(-k, T) \right] dk$$

$$- \frac{i}{2\pi} \int_{-\infty}^{\infty} e^{ikx + ik^4 t} \left[ \int_0^T e^{-ik^4 s} \tilde{f}(k, s) ds \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_2} e^{ikx + ik^4 t} \left[ (1 + i)\tilde{q}_0(-ik) - i\tilde{q}_0(-k) \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_1} e^{ikx + ik^4 t} \left[ 2k^3(1 - i)G_0(-ik^4, T) + 2k^2(1 - i)G_1(-ik^4, T) \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_2} e^{ikx + ik^4 t} \left[ (i - 1)\tilde{q}(ik, T) - i\tilde{q}(-k, T) \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_1} e^{ikx + ik^4 t} \left[ (1 - i)\tilde{q}_0(ik) + i\tilde{q}_0(-k) \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_2} e^{ikx + ik^4 t} \left[ 2k^3(1 + i)G_0(-ik^4, T) - 2k^2(1 + i)G_1(-ik^4, T) \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_2} e^{ikx + ik^4 t} \left[ \int_0^T e^{-ik^4 s} \left( \tilde{f}(k, s) - (1 + i)\tilde{f}(ik, s) \right) ds \right] dk. \quad (28)$$

The second and the seventh integrals at the right hand side of (28) vanish by Cauchy’s theorem and one obtains the following representation formula where the right hand side includes information coming only from the prescribed initial-boundary-interior data:

$$q(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx + ik^4 t}q(k)dk - \frac{i}{2\pi} \int_{-\infty}^{\infty} e^{ikx + ik^4 t} \left[ \int_0^T e^{-ik^4 s} \tilde{f}(k, s) ds \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_2} e^{ikx + ik^4 t} \left[ (1 - i)\tilde{q}_0(-k) - i\tilde{q}_0(-k) \right] dk$$

$$- \frac{1}{\pi} \int_{\partial D^+_1} e^{ikx + ik^4 t} \left[ k^3(1 - i)G_0(-ik^4, T) + k^2(1 - i)G_1(-ik^4, T) \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_1} e^{ikx + ik^4 t} \left[ \int_0^T e^{-ik^4 s} \left( (1 - i)\tilde{f}(ik, s) - \tilde{f}(k, s) \right) ds \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_2} e^{ikx + ik^4 t} \left[ (1 - i)\tilde{q}_0(ik) + i\tilde{q}_0(-k) \right] dk$$

$$- \frac{1}{\pi} \int_{\partial D^+_2} e^{ikx + ik^4 t} \left[ k^3(1 + i)G_0(-ik^4, T) - k^2(1 + i)G_1(-ik^4, T) \right] dk$$

$$- \frac{1}{2\pi} \int_{\partial D^+_2} e^{ikx + ik^4 t} \left[ \int_0^T e^{-ik^4 s} \left( \tilde{f}(k, s) - (1 + i)\tilde{f}(ik, s) \right) ds \right] dk. \quad (29)$$
2.2. Cauchy problem. In this section, we consider the biharmonic linear Schrödinger equation on the whole real line \( \mathbb{R} \):

\[
i y_t + \partial_x^4 y = 0, \quad (x, t) \in \mathbb{R} \times (0, T),
\]

\[
y(x, 0) = y_0(x), \quad x \in \mathbb{R}.
\]

One has the following regularity properties regarding the Cauchy problem (30)-(31).

**Lemma 2.2.** Let \( s \in \mathbb{R} \) and \( y_0 \in H^s(\mathbb{R}) \). Then the solution of (30)-(31), denoted \( y(t) = S_t y_0 \), satisfies \( y \in C([0, T]; H^s(\mathbb{R})) \) with the conservation law

\[
\| y(\cdot, t) \|_{H^s(\mathbb{R})} = \| y_0 \|_{H^s(\mathbb{R})}, \quad t \in [0, T].
\]

If \( s \geq -\frac{3}{2} \), then \( y \in C(\mathbb{R}; H^{\frac{2s+3}{2}}(0, T)) \) and there exists a constant \( c_s \geq 0 \) such that

\[
\sup_{x \in \mathbb{R}} \| y(x, \cdot) \|_{H^{\frac{2s+3}{2}}(\mathbb{R})} \leq c_s (1 + T^{\frac{1}{2}}) \| y_0 \|_{H^s(\mathbb{R})}.
\]

Moreover, if \( s \geq -\frac{1}{2} \), then \( y \) has the additional regularity \( y \in C(\mathbb{R}; H^{\frac{2s+1}{2}}(0, T)) \) with the estimate

\[
\sup_{x \in \mathbb{R}} \| \partial_x y(x, \cdot) \|_{H^{\frac{2s+1}{2}}(\mathbb{R})} \leq c_s (1 + T^{\frac{1}{2}}) \| y_0 \|_{H^s(\mathbb{R})}
\]

for some constant \( c_s \geq 0 \).

**Proof.** We prove this lemma by using arguments similar to the ones given in the proof of [20, Theorem 4], which are based on the Fourier representation of the solution. There are a few crucial differences, particularly in the temporal regularity, compared to the classical Schrödinger equation due to the biharmonic evolution operator considered here.

Upon taking the Fourier transform of (30)-(31) in the spatial variable, we find

\[
\hat{y}(\xi, t) = e^{i\xi^4 t} \hat{y}_0(\xi)
\]

where \( \hat{y}_0 \) is the Fourier transform of \( y_0 \). Note that

\[
| \hat{y}(\xi, t) | = | e^{i\xi^4 t} \hat{y}_0(\xi) | = | \hat{y}_0(\xi) |
\]

for \( \xi \in \mathbb{R}, t \in [0, T] \). Therefore,

\[
\| y(t) \|_{H^s(\mathbb{R})} = \| y_0 \|_{H^s(\mathbb{R})}
\]

and \( y(t) \in H^s(\mathbb{R}) \) for \( t \in [0, T] \). Moreover, \( t \to y(\cdot, t) \) is continuous from \([0, T]\) into \( H^s(\mathbb{R}) \). In order to see this, let \( t, t_n \in [0, T] \) be such that \( t_n \to t \). Then,

\[
\| y(t_n) - y(t) \|_{H^s(\mathbb{R})}^2 = \int_\mathbb{R} (1 + \xi^2)^s | e^{i\xi^4 t_n} - e^{i\xi^4 t} |^2 | \hat{y}_0(\xi) |^2 d\xi,
\]

where

\[
\lim_{n \to \infty} (1 + \xi^2)^s | e^{i\xi^4 t_n} - e^{i\xi^4 t} |^2 | \hat{y}_0(\xi) |^2 \to 0
\]

for \( \xi \in \mathbb{R} \) and

\[
(1 + \xi^2)^s | e^{i\xi^4 t_n} - e^{i\xi^4 t} |^2 | \hat{y}_0(\xi) |^2 \leq 4(1 + \xi^2)^s | \hat{y}_0(\xi) |^2
\]

for \( \xi \in \mathbb{R} \). Note that the right hand side of the above inequality is a nonnegative integrable function since

\[
4 \int_\mathbb{R} (1 + \xi^2)^s | \hat{y}_0(\xi) |^2 d\xi = 4 \| y_0 \|_{H^s(\mathbb{R})}^2 < \infty.
\]
Hence, by the dominated convergence theorem \( \lim_{n \to \infty} \|y(t_n) - y(t)\|_{H^r} = 0 \). In other words, \( y(t_n) \to y(t) \) in \( H^r(\mathbb{R}) \). Hence, we have just proved that 

\[
y \in C([0, T]; H^r(\mathbb{R})).
\]

In order to prove \( y \in C(\mathbb{R}; H^{2s+3}(0, T)) \), we first write \( y = y_1 + y_2 \), where

\[
y_1(x, t) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i\xi x - i\xi^4 t} \theta(\xi) \hat{y}_0(\xi) d\xi,
\]
and \( \theta \) is a smooth cut-off function satisfying \( \theta \equiv 1 \) for \( |\xi| \leq 1 \), \( 0 \leq \theta \leq 1 \) for \( 1 < |\xi| < 2 \), and \( \theta \equiv 0 \) for \( |\xi| \geq 2 \). Taking the \( j^{th} \) order time derivative of \( y_1 \) with \( 0 \leq j \leq m \), using the definition of \( \theta \), Cauchy-Schwarz inequality, and the definition of the Sobolev norm, one deduces that there exists a non-negative constant \( c(s, m) \geq 0 \) such that

\[
\|y_1(x)\|_{H^m(0, T)} \leq c(s, m) T^{\frac{1}{2}} \|y_0\|_{H^r(\mathbb{R})},
\]

at first for all \( m \in \mathbb{N} \), and then by interpolation for all \( m \geq 0 \).

In order to obtain a similar estimate for \( y_2 \), we split it into two terms and write \( y_2 = y_{2,1} + y_{2,2} \), where

\[
y_{2,1}(x, t) = \frac{1}{2\pi} \int_{-\infty}^{-1} e^{i\xi x + i\xi^4 t} (1 - \theta(\xi)) \hat{y}_0(\xi) d\xi
\]
and

\[
y_{2,2}(x, t) = \frac{1}{2\pi} \int_{1}^{\infty} e^{i\xi x + i\xi^4 t} (1 - \theta(\xi)) \hat{y}_0(\xi) d\xi.
\]

Let us first consider the integral given by \( y_{2,1} \). We change the variables in this integral by setting \( \xi^4 = -\tau \) and we define \( z^\frac{1}{4} \) for \( z \in \mathbb{R}_+ \) to be the negative real number which is obtained by taking the argument of \( z \) as \( 4\pi \). Then, \( y_{2,1} \) can be rewritten as

\[
y_{2,1}(x, t) = -\frac{1}{8\pi} \int_{-\infty}^{-1} e^{i(-\tau)^{\frac{1}{4}} x + i\tau t} (1 - \theta \left((-\tau)^{\frac{3}{4}}\right)) \hat{y}_0 \left((-\tau)^{\frac{3}{4}}\right) \frac{1}{4(-\tau)^{\frac{1}{4}}} d\tau = \frac{1}{16(-\tau)^{\frac{3}{4}}}, \quad \tau \in [-1, \infty),
\]

The above formula can be thought of as the inverse (temporal) Fourier transform of the function

\[
g_{2,1}(x, \tau) := \begin{cases} 
0, & \tau \in [-1, \infty), \\
-\exp(-\tau^{\frac{3}{4}} x \left(1 - \theta \left((-\tau)^{\frac{3}{4}}\right)\right)) \hat{y}_0 \left((-\tau)^{\frac{3}{4}}\right) \frac{1}{4(-\tau)^{\frac{1}{4}}}, & \tau \in (-\infty, -1).
\end{cases}
\]

Note then,

\[
\|g_{2,1}(x, \cdot)\|_{H^{2s+3}(0, T)} \leq \|y_{2,1}(x, \cdot)\|_{H^{2s+3}(\mathbb{R})} = \int_{\mathbb{R}} (1 + \tau^2)^{2s+3} |\hat{g}_{2,1}(x, \tau)|^2 d\tau
\]
\[
= \int_{-\infty}^{-1} (1 + \tau^2)^{2s+3} \left(1 - \theta \left((-\tau)^{\frac{3}{4}}\right)\right)^2 |\hat{y}_0 \left((-\tau)^{\frac{3}{4}}\right)|^2 \frac{1}{16(-\tau)^{\frac{3}{4}}} d\tau
\]
\[
= \int_{-\infty}^{-1} (1 + \xi^8)^{2s+3} |\hat{y}_0(\xi)|^2 \frac{1}{4\xi^3} d\xi
\]
\[
\leq \int_{-\infty}^{-1} (1 + \xi^8)^{2s+3} |\hat{y}_0(\xi)|^2 \frac{1}{4\xi^3} d\xi
\]
\[
\leq \int_{\mathbb{R}} (1 + \xi^8)^s |\hat{y}_0(\xi)|^2 d\xi = \|y_0\|_{H^r(\mathbb{R})}^2.
\]
The same estimate is also true for $y_{2,2}$ by similar arguments. Now, using these two estimates together with (37), one obtains

$$\|y(x, \cdot)\|_{H^{\frac{s}{2} \pm 1}(0, T)} \leq c_s (1 + T^\frac{s}{2}) \|y_0\|_{H^s(\mathbb{R})}$$

for $s \geq -\frac{3}{2}$. Continuity of the map $x \to y(x, \cdot)$ can be shown by using the dominated convergence theorem again. Differentiating the problem (30)-(31) in $x$ and repeating the above analysis with initial data $y'_0 \in H^{s-1}(\mathbb{R})$, we deduce that $y_x \in C(\mathbb{R}; H^{\frac{s}{2} \pm 1}(0, T))$ if $s \geq -\frac{1}{2}$.

2.3. Boundary data-to-solution operator. In this section, we consider the biharmonic Schrödinger equation with zero initial datum and inhomogeneous Dirichlet-Neumann boundary inputs:

$$iz_t + \partial_z^2 z = 0, \quad (x, t) \in \mathbb{R}^+ \times (0, T'), \quad (39)$$

$$z(x, 0) = 0, \quad x \in \mathbb{R}^+, \quad (40)$$

$$z(0, t) = h_0(t), \quad t \in (0, T'), \quad (41)$$

$$z_x(0, t) = h_1(t), \quad t \in (0, T'). \quad (42)$$

Compatibility conditions. In order for solutions to be continuous at the space-time corner point $(x, t) = (0, 0)$, we find a set of necessary (compatibility) conditions based on the analysis of traces. Suppose that $s \geq 0$, $h_0 \in H^{\frac{s}{2} + \frac{3}{8}}(\mathbb{R})$ and $h_1 \in H^{\frac{s}{2} + \frac{3}{8}}(\mathbb{R})$. Note that if $s \in (\frac{1}{2}, \frac{9}{16})$, then $\frac{s+3}{8} > \frac{1}{2}$, and therefore $h_0(0)$ is well-defined, but $z(0, 0) = 0$, and hence we must have $h_0(0) = 0$. If $s \in (\frac{9}{16}, \frac{17}{24})$, then $\frac{s+3}{8} > \frac{3}{2}$, and therefore $h_0(0), h'_0(0)$ are both well-defined, but $z_x(0, 0) = 0$, and hence we must have $h'_0(0) = 0$ in addition to $h_0(0) = 0$. More generally, if $s \in (\frac{1}{2} + 4j - 1, \frac{3}{2} + 4j)$ for some $j \geq 1$, then using also the main equation, we deduce that $\partial_x^k h_0(0) = 0$ is a necessary condition for all $0 \leq k \leq j - 1$. By similar arguments, we deduce that if $s \in (\frac{3}{2} + 4l - 1, \frac{3}{2} + 4l)$ for some $l \geq 1$, then $\partial_x^k h_1(0) = 0$ is a necessary condition for all $0 \leq k \leq l - 1$.

Wellposedness. We prove the following wellposedness result for the half-line problem (39)-(42).

Lemma 2.3. Let $s \geq 0$, $s \neq 4j + \frac{1}{2}, 4j + \frac{3}{2}$ for $j \in \mathbb{N}$, $h_0 \in H^{\frac{s}{2} + \frac{3}{8}}(\mathbb{R})$ and $h_1 \in H^{\frac{s}{2} + \frac{3}{8}}(\mathbb{R})$, both of which vanish for $t \in \mathbb{R} - (0, T')$ and satisfy the necessary compatibility conditions at $(x, t) = (0, 0)$. Then the solution of (39)-(42), denoted $z(t) = S_t([h_0, h_1])(t)$, satisfies $z \in C([0, T']; H^s(\mathbb{R}^+)) \cap C(\mathbb{R}^+; H^{\frac{s}{2} + \frac{3}{8}}(0, T'))$ with the estimate

$$\sup_{t \in [0, T']} \|z(\cdot, t)\|_{H^s(\mathbb{R}^+)} + \sup_{x \in \mathbb{R}^+} \|z(x, \cdot)\|_{H^{\frac{s}{2} + \frac{3}{8}}(0, T')} \lesssim \|h_0\|_{H^{\frac{s}{2} + \frac{3}{8}}(\mathbb{R})} + \left(1 + T^{s/2}\right) \|h_1\|_{H^{\frac{s}{2} + \frac{3}{8}}(\mathbb{R})}. \quad (43)$$

Moreover, $z$ has the additional regularity $z_x \in C(\mathbb{R}^+; H^{\frac{s+3}{8}}(0, T'))$.

Proof. Using the representation formula (29), the solution of (39)-(42) is given by

$$z(x, t) = -\frac{1}{\pi} \int_{\partial D'_+} e^{i k x + i k^4 t} \left[k^3 (1 - i) H_0(-ik^4, T') + k^2 (1 - i) H_1(-ik^4, T')\right] dk$$
\[- \frac{1}{\pi} \int_{\partial D_2^+} e^{ikx+ik^4t} \left[ k^3(1 + i)H_0(-ik^4, T') - k^2(1 + i)H_1(-ik^4, T') \right] dk, \quad (44)\]

where $H_0$ and $H_1$ are defined in terms of the formula (23) with data $h_0$ and $h_1$, respectively.

**Space estimate.** Note that $\partial D_1^+ = \gamma_1 \cup \gamma_2$ and $\partial D_2^+ = \gamma_3 \cup \gamma_4$ (see Figure 3), where

\[
\begin{align*}
\gamma_1(k) &:= k + ik, \quad 0 \leq k < \infty, \\
\gamma_2(k) &:= -ik, \quad -\infty < k \leq 0, \\
\gamma_3(k) &:= -k + ik, \quad 0 \leq k < \infty, \\
\gamma_4(k) &:= k, \quad -\infty < k \leq 0.
\end{align*}
\]

Therefore, (44) can be rewritten as

\[
\begin{align*}
z(x, t) &= -\frac{4}{\pi} \int_0^\infty e^{-kx+ik^4t} \left[ ((i - 1)k^3H_0(4ik^4, T') + ik^2H_1(4ik^4, T')) \right] dk \\
&\quad + \frac{1 - i}{\pi} \int_0^\infty e^{-kx+ik^4t} \left[ k^3H_0(-ik^4, T') - ik^2H_1(-ik^4, T') \right] dk \\
&\quad + \frac{4}{\pi} \int_0^\infty e^{-kx-ik^4t} \left[ (1 + i)k^3H_0(4ik^4, T') + ik^2H_1(4ik^4, T') \right] dk \\
&\quad + \frac{(1 + i)}{\pi} \int_0^\infty e^{-ikx+ik^4t} \left[ k^3H_0(-ik^4, T') + k^2H_1(-ik^4, T') \right] dk \\
&=: \sum_{j=1}^8 z_j(x, t). \quad (45)
\end{align*}
\]

We will start by considering the first component of (45), which is given by

\[
z_1(x, t) = -\frac{4}{\pi} \int_0^\infty e^{-kx+ik^4t} \left[ ((i - 1)k^3H_0(4ik^4, T') \right] dk. \quad (46)
\]

Let us first consider the case $s = 0$. In this case, by using the change of variables $\tau = -4k^4$, we get

\[
\|z_1(\cdot, t)\|_{L^2(\mathbb{R}^+)}^2 = \frac{16}{\pi^2} \int_0^\infty \left| \int_0^\infty e^{-kx+ik^4t} \left[ ((i - 1)k^3H_0(4ik^4, T') \right] dk \right|^2 dx
\]
Taking the square root in (49), we obtain
\[
\|z_1(\cdot, t)\|_{L^2(\mathbb{R}^+)} \leq \frac{1}{2^{2+3\pi}} \|h_0\|_{H^\frac{3}{2}(\mathbb{R})}.
\] (48)

Similarly,
\[
\|z_2(\cdot, t)\|_{L^2(\mathbb{R}^+)}^2 \leq \frac{16}{\pi^2} \int_0^\infty \left( \int_0^\infty e^{-kx} k^4 |H_0(4ik^4, T')| dk \right)^2 dx
\]
\[
\leq \frac{16}{\pi^2} \int_0^\infty \left( \int_0^\infty e^{-kx} k^2 |H_1(4ik^4, T')| dk \right)^2 dx
\]
\[
\leq \frac{16}{\pi} \int_0^\infty k^4 |H_1(4ik^4, T')|^2 dk
\]
\[
= \frac{16}{\pi} \int_0^\infty k^4 \hat{h}_1(-4k^4)^2 dk = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^0 (-\tau)^{\frac{3}{2}} |\hat{h}_1(\tau)|^2 d\tau
\]
\[
\leq \frac{1}{\sqrt{2\pi}} \int_{-\infty}^\infty (1 + \tau^2)^{\frac{3}{4}} |\hat{h}_1(\tau)|^2 d\tau.
\] (49)

Taking the square root in (49), we obtain
\[
\|z_2(\cdot, t)\|_{L^2(\mathbb{R}^+)} \leq \frac{1}{2^{2+3\pi}} \|h_1\|_{H^\frac{3}{2}(\mathbb{R})}.
\] (50)

Now, let \( s = m \in \mathbb{Z}_+ \) and \( 1 \leq j \leq m \). Then,
\[
\|\partial_x^{2j} z_1(\cdot, t)\|_{L^2(\mathbb{R}^+)}^2 \leq \frac{16}{\pi^2} \int_0^\infty \left( \int_0^\infty e^{-kx} k^{3+j} |H_0(4ik^4, T')| dk \right)^2 dx
\]
\[
\leq \frac{2^{j+5}}{\pi^2} \int_0^\infty \left( \int_0^\infty e^{-kx} k^{j+1} |H_0(4ik^4, T')| dk \right)^2 dx
\]
\[
\leq \frac{2^{j+5}}{\pi} \int_0^\infty k^{2j+6} |H_0(4ik^4, T')|^2 dk
\]
\[
= \frac{2^{j+5}}{\pi} \int_0^\infty k^{2j+6} \hat{h}_0(-4k^4)^2 dk = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^0 (-\tau)^{\frac{2j+3}{4}} |\hat{h}_0(\tau)|^2 d\tau
\]
\[
\leq \frac{1}{\sqrt{2\pi}} \int_{-\infty}^\infty (1 + \tau^2)^{\frac{2j+3}{4}} |\hat{h}_0(\tau)|^2 d\tau,
\] (51)

which gives
\[
\|z_1(\cdot, t)\|_{H^m(\mathbb{R}^+)} \leq \frac{1}{2^{2+3\pi}} \|h_0\|_{H^{2m+3\pi}(\mathbb{R})}.
\] (52)
Similarly,
\[
\|\partial_x^j z_2(\cdot, t)\|_{L^2(\mathbb{R}_+)}^2 = \frac{16}{\pi} \int_0^\infty \left| \int_0^\infty e^{-kx+i(k^2-4k^4)k} H_1(4ik^4, T') \, dk \right|^2 \, dx
\]
\[
\leq \frac{2^{j+4}}{\pi} \int_0^\infty \left( \int_0^\infty e^{-kx} k^{2+j} |H_1(4ik^4, T')| \, dk \right)^2 \, dx
\]
\[
\leq \frac{2^{j+4}}{\pi} \int_0^\infty k^{2j+4} |H_1(4ik^4, T')|^2 \, dk
\]
\[
= \frac{2^{j+4}}{\pi} \int_0^\infty k^{2j+4} \hat{h}_1(-4k^4)^2 \, dk = \frac{1}{\sqrt{2\pi}} \int_0^\infty (-\tau)^{2j+1} \hat{h}_1(\tau)^2 \, d\tau
\]
\[
\leq \frac{1}{\sqrt{2\pi}} \int_{-\infty}^\infty (1 + \tau^2)^{2j+1} \hat{h}_1(\tau)^2 \, d\tau,
\]
which gives
\[
\|z_2(\cdot, t)\|_{H^s(\mathbb{R}_+)} \leq \frac{1}{2^{j+4}} \|h_0\|_{H^2(\mathbb{R})}, \tag{54}
\]
Now, by interpolation between (48) and (52), we obtain
\[
\|z_1(\cdot, t)\|_{H^s(\mathbb{R}_+)} \lesssim \|h_0\|_{H^{2s+3}(\mathbb{R})}, \tag{55}
\]
for all \( s \geq 0 \), including the non-integer values of \( s \). Similarly, by interpolating between (50) and (54), we get
\[
\|z_2(\cdot, t)\|_{H^s(\mathbb{R}_+)} \lesssim \|h_1\|_{H^{2s+3}(\mathbb{R})}, \tag{56}
\]
for \( s \geq 0 \). Applying the same arguments also to \( z_j \) for \( 3 \leq j \leq 8 \), we get
\[
\|z_3(\cdot, t)\|_{H^s(\mathbb{R}_+)} \lesssim \|h_0\|_{H^{2s+3}(\mathbb{R})} \quad \text{and} \quad \|z_4(\cdot, t)\|_{H^s(\mathbb{R}_+)} \lesssim \|h_1\|_{H^{2s+3}(\mathbb{R})}, \tag{57}
\]
\[
\|z_5(\cdot, t)\|_{H^s(\mathbb{R}_+)} \lesssim \|h_0\|_{H^{2s+3}(\mathbb{R})} \quad \text{and} \quad \|z_6(\cdot, t)\|_{H^s(\mathbb{R}_+)} \lesssim \|h_1\|_{H^{2s+3}(\mathbb{R})}, \tag{58}
\]
\[
\|z_7(\cdot, t)\|_{H^s(\mathbb{R}_+)} \lesssim \|h_0\|_{H^{2s+3}(\mathbb{R})} \quad \text{and} \quad \|z_8(\cdot, t)\|_{H^s(\mathbb{R}_+)} \lesssim \|h_1\|_{H^{2s+3}(\mathbb{R})}, \tag{59}
\]
Combining (55)-(59), we deduce that
\[
\|z(\cdot, t)\|_{H^s(\mathbb{R}_+)} \lesssim \|h_0\|_{H^{2s+3}(\mathbb{R})} + \|h_1\|_{H^{2s+1}(\mathbb{R})}, \tag{60}
\]
Continuity in \( t \) can easily be justified by means of the dominated convergence theorem. Therefore we just proved that \( z \in C([0, T']; H^s(\mathbb{R})) \) under the given assumptions on \( s, h_0 \) and \( h_1 \).

**Time estimate.** We can rewrite (44) as
\[
z(x, t) = -\frac{1}{\pi} \int_0^{(1+i)\infty} e^{ikx+ik^4t} \left[ k^3(1-i)\hat{h}_0(k^4) + k^2(1-i)\hat{h}_1(k^4) \right] \, dk
\]
\[
-\frac{1}{\pi} \int_{i\infty}^0 e^{ikx+ik^4t} \left[ k^3(1-i)\hat{h}_0(k^4) + k^2(1-i)\hat{h}_1(k^4) \right] \, dk
\]
\[
-\frac{1}{\pi} \int_{-(1+i)\infty}^{-(1+i)\infty} e^{ikx+ik^4t} \left[ k^3(1+i)\hat{h}_0(k^4) - k^2(1+i)\hat{h}_1(k^4) \right] \, dk
\]
\[
-\frac{1}{\pi} \int_{-\infty}^{0} e^{ikx+ik^4t} \left[ k^3(1+i)\hat{h}_0(k^4) - k^2(1+i)\hat{h}_1(k^4) \right] \, dk
\]
We will start with considering the first component of (61), which is given by
\[
z_1(x,t) = -\frac{1}{\pi} \int_0^{(1+i)\infty} e^{ikx+ikt} \left[ k^3 (1-i) \hat{h}_0(k^4) \right] dk.
\]

By using the change of variables \( \tau = k^4 \), we get
\[
z_1(x,t) = \frac{1-i}{4\pi} \int_{-\infty}^{0} e^{i\tau \frac{4}{x} x + it \tau} \hat{h}_0(\tau) d\tau,
\]
where \( z^\frac{4}{x} \) for \( z \in \mathbb{R}_- \) is defined by using the argument equal to \( \pi \) so that \( \tau^\frac{4}{x} \in \gamma_1 \) for \( \tau \in (-\infty, 0) \). Note that we can regard \( z_1(x, \cdot) \) as the inverse Fourier transform of the function
\[
\hat{z}_1(x, \tau) := \begin{cases} 
0, & \tau \in [0, \infty), \\
\frac{1}{2} e^{i\tau \frac{4}{x} x} \left[ (1-i) \hat{h}_0(\tau) \right], & \tau \in (-\infty, 0), 
\end{cases}
\]
from which it follows that
\[
\|z_1(x, \cdot)\|_{H^{2\frac{1}{2}+\frac{3}{x}}(0, T')} \leq \|z_1(x, \cdot)\|_{H^{2\frac{1}{2}+\frac{3}{x}}(\mathbb{R})} \leq \frac{1}{2} \int_{\mathbb{R}} (1 + \tau^2)^{2\frac{1}{2}+\frac{3}{x}} |\hat{h}_0(\tau)|^2 d\tau = \frac{1}{2} \|\hat{h}_0\|_{H^{2\frac{1}{2}+\frac{3}{x}}(\mathbb{R})} \tag{62}
\]
taking into account that \( \text{Im} \left( \tau^\frac{4}{x} \right) \geq 0 \) so that \( |e^{i\tau \frac{4}{x} x}| \leq 1 \).

Now, we will estimate the term
\[
z_2(x,t) = -\frac{1}{\pi} \int_0^{(1+i)\infty} e^{ikx+ikt} \left[ k^2 (1-i) \hat{h}_1(k^4) \right] dk.
\]

In order to do this, we write \( z_2 = z_{2,1} + z_{2,2} \) where
\[
z_{2,1}(x,t) = -\frac{1}{\pi} \int_0^{(1+i)\infty} e^{ikx+ikt} \theta(k) \left[ k^2 (1-i) \hat{h}_1(k^4) \right] dk,
\]
\[
z_{2,2}(x,t) = -\frac{1}{\pi} \int_0^{(1+i)\infty} e^{ikx+ikt} (1 - \theta(k)) \left[ k^2 (1-i) \hat{h}_1(k^4) \right] dk,
\]
and \( \theta \) is a smooth cut-off function satisfying \( \theta \equiv 1 \) for \( |k| \leq \sqrt{2}, 0 \leq \theta \leq 1 \) for \( \sqrt{2} < |k| < 2\sqrt{2} \), and \( \theta \equiv 0 \) for \( |k| \geq 2\sqrt{2} \) for \( k \in \gamma_1 \). By using the properties of \( \theta \), we can rewrite \( z_{2,1} \) as
\[
z_{2,1}(x,t) = -\frac{1}{\pi} \int_0^{2(1+i)} e^{ikx+ikt} \theta(k) \left[ k^2 (1-i) \hat{h}_1(k^4) \right] dk.
\]

Using the same change of variables \( \tau = k^4 \) as before, we get
\[
z_{2,1}(x,t) = \frac{(1-i)}{4\pi} \int_{-\infty}^{0} e^{i\tau \frac{4}{x} x + it \tau} \theta \left( \tau^\frac{4}{x} \right) \hat{h}_1(\tau) \frac{d\tau}{\tau^\frac{4}{x}}.
\]
The \( j \)th order time derivative of \( z_{2,1}(x, \cdot) \) is then written
\[
\partial_t^j z_{2,1}(x,t) = \frac{(1-i)}{4\pi} \int_{-\infty}^{0} e^{i\tau \frac{4}{x} x + it \tau} \theta \left( \tau^\frac{4}{x} \right) (\tau^\frac{4}{x})^j \hat{h}_1(\tau) \frac{d\tau}{\tau^\frac{4}{x}}.
\]
We will estimate the above identity in two cases: (i) $s < \frac{3}{2}$, (ii) $s \geq \frac{3}{2}$. If $s < \frac{3}{2}$, then $\frac{2s+1}{s} < \frac{1}{2}$ and $2j - \frac{1}{2} - \frac{2s+1}{s} > -1$ for all $j \in \mathbb{N}$. Therefore, by using the Cauchy-Schwarz inequality:

$$\|\partial_t^j z_{2,1}(x,t)\| \leq \sqrt{\frac{\|h_1\|_{H^{\frac{2s+1}{s}}(\mathbb{R})}}{4\pi}} \left( \int_{-2^j}^{0} (1+\tau^2)^{-\frac{2s+1}{s}} 2^{2j-\frac{1}{2}} d\tau \right)^{\frac{1}{2}} \left( \int_{-2^j}^{0} (1+\tau^2)^{\frac{2s+1}{s}} |\hat{h}_1(\tau)|^2 d\tau \right)^{\frac{1}{2}}.
$$

Note that $c_{j,s} < \infty$ in the above estimate since $2j - \frac{1}{2} - \frac{2s+1}{s} > -1$. Now, consider the case $s \geq \frac{3}{2}$. In this case, pick some $s' < 3/2$. As before, we have

$$\|\partial_t^j z_{2,1}(x,t)\| \leq c_{j,s'}\|h_1\|_{H^{\frac{2s'+1}{s'}}(\mathbb{R})}.
$$

But since in particular $s' < s$, we have $\|h_1\|_{H^{\frac{2s'+1}{s'}}(\mathbb{R})} \leq \|h_1\|_{H^{\frac{2s+1}{s}}(\mathbb{R})}$. Therefore, we deduce that

$$\|\partial_t^j z_{2,1}(x,t)\| \leq c_{j,s'}\|h_1\|_{H^{\frac{2s'+1}{s'}}(\mathbb{R})}.
$$

From the definition of the Sobolev norm, one obtains

$$\|z_{2,1}(x)\|_{H^m(0,T')} \leq c_{m,s'}T^{\frac{m}{2}}\|h_1\|_{H^{\frac{2s'+1}{s'}}(\mathbb{R})} \quad \text{(44)}$$

at first for all $m \in \mathbb{N}$, and then by interpolation for all $m \geq 0$. In particular, by choosing $m = \frac{2s+3}{s}$ one has

$$\|z_{2,1}(x)\|_{H^{\frac{2s+3}{s}}(0,T')} \leq c_{s'}T^{\frac{3}{s}}\|h_1\|_{H^{\frac{2s+1}{s}}(\mathbb{R})} \quad \text{(45)}$$

for $s \geq -\frac{3}{2}$.

Now, let us estimate $z_{2,2}(x,\cdot)$. By using the definition of $\theta$, we can rewrite this function as

$$z_{2,2}(x,t) = -\frac{1}{\pi} \int_{1+i}^{(1+i)\infty} e^{i k x + i k^4 t} (1 - \theta(k)) \left[ k^2 (1 - i) \hat{h}_1(k^4) \right] dk.
$$

Using the same change of variables $\tau = k^4$ with argument of $\tau$ equal to $\pi$, we have

$$z_{2,2}(x,t) = \frac{(1-i)^4}{4\pi} \int_{-\infty}^{-4} e^{i\tau^\frac{1}{4}} x + i\tau^\frac{1}{4} (1 - \theta \left( \tau^\frac{1}{4} \right)) \hat{h}_1(\tau) d\tau.
$$

Note that, we can regard $z_{2,2}(x,\cdot)$ as the inverse Fourier transform of the function

$$\hat{z}_{2,2}(x,\tau) := \left\{ \begin{array}{ll}
0, & \tau \in [-4, \infty), \\
\frac{1}{2} e^{i\tau^\frac{1}{4}} x (1 - \theta \left( \tau^\frac{1}{4} \right)) (1 - i)\hat{h}_1(\tau)\frac{1}{\tau^\frac{1}{4}}, & \tau \in (-\infty, -4),
\end{array} \right.
$$

from which it follows that

$$\|z_{2,2}(x,\cdot)\|^2_{H^{\frac{2s+3}{s}}(0,T')} \leq \|z_{2,2}(x,\cdot)\|^2_{H^{\frac{2s+3}{s}}(\mathbb{R})} = \int_{\mathbb{R}} (1 + \tau^2)^{\frac{2s+3}{s}} |\hat{z}_{2,2}(\tau)|^2 d\tau
$$

$$\leq \frac{1}{2} \int_{-\infty}^{-4} (1 + \tau^2)^{\frac{2s+3}{s}} |\tau|^{-\frac{1}{2}} |\hat{h}_1(\tau)|^2 d\tau
\leq \int_{\mathbb{R}} (1 + \tau^2)^{\frac{2s+1}{s}} |\hat{h}_1(\tau)|^2 d\tau = \|h_1\|^2_{H^{\frac{2s+1}{s}}(\mathbb{R})} \quad \text{(66)}
$$

Combining (45) and (66), we conclude that

$$\|z_{2}(x)\|_{H^{\frac{2s+3}{s}}(0,T')} \lesssim \left( 1 + T^\frac{3}{2} \right) \|h_1\|_{H^{\frac{2s+1}{s}}(\mathbb{R})}.
$$

(67)
Applying similar arguments that we used for \( z_1 \) and \( z_2 \) also to \( z_j \) for \( 3 \leq j \leq 8 \) and combining the relevant estimates, we deduce that

\[
\|z(x)\|_{H^{2s+3}(0,T')} \lesssim \|h_0\|_{H^{2s+3}(\mathbb{R})} + \left(1 + T'^{\frac{1}{2}}\right)\|h_1\|_{H^{2s+1}(\mathbb{R})}.
\]

Continuity in \( x \) can easily be justified by means of the dominated convergence theorem. Therefore we just proved that \( z \in C(\mathbb{R}_+; H^{2s+3}(0,T')) \) under the given assumptions on \( h_0 \) and \( h_1 \). The time estimate for \( z_x \) can be proven using arguments as in (62) after differentiating in \( x \). Note that this will bring an extra factor of \( |\tau|^{1/4} \) into the integrals in the estimates. Therefore one will obtain \( z_x \in C(\mathbb{R}_+; H^{2s+1}(0,T')) \).

\[
\square
\]

2.4. Representation formula - revisited. Let \( s \in \left[0, \frac{5}{2}\right) \setminus \left\{\frac{1}{2}, \frac{3}{2}\right\} \). Let \( (\cdot)^* \) denote a bounded extension operator from \( H^s(\mathbb{R}_+) \) into \( H^s(\mathbb{R}) \). Existence of such an extension operator is guaranteed by the definition of the Sobolev space and the associated Sobolev norm on the half-line:

\[
H^s(\mathbb{R}_+) = \{ \varphi : \mathbb{R}_+ \to \mathbb{C} \mid \exists \psi \in H^s(\mathbb{R}) \text{ s.t. } \psi|_{\mathbb{R}_+} = \varphi \},
\]

where

\[
\|\varphi\|_{H^s(\mathbb{R}_+)} = \inf_{\psi \in H^s(\mathbb{R})} \|\psi\|_{H^s(\mathbb{R})}.
\]

Now, given \( q_0 \in H^s(\mathbb{R}_+) \), we let \( q_0^* \in H^s(\mathbb{R}) \) be the extension of \( q \) with respect to the fixed extension operator \( (\cdot)^* \) just defined. Note that by the boundedness of this operator we have

\[
\|q_0^*\|_{H^s(\mathbb{R})} \lesssim \|q_0\|_{H^s(\mathbb{R}^+)}.
\]

Therefore, \( y(t) = S_{\mathbb{R}}(t)q_0^* \) solves the problem

\[
iy_t + \partial^4_x y = 0, \quad y(0, t) = q_0^*(x), \quad x \in \mathbb{R}, \quad t \in (0, T),
\]

where \( S_{\mathbb{R}}(t) \) is the evolution operator for the free linear biharmonic Schrödinger equation given in Lemma 2.2. Similarly, given \( f \in L^1(0, T; H^s(\mathbb{R}_+)) \), let \( f^* \in L^1(0, T; H^s(\mathbb{R})) \) be the extension of \( f \) in the spatial variable with respect to the extension operator \( (\cdot)^* \). Then the solution of the non-homogeneous Cauchy problem

\[
iw_t + \partial^4_x w = f^*, \quad w(x, 0) = 0, \quad x \in \mathbb{R}, \quad t \in (0, T)
\]

can be written as

\[
w(t) = -i \int_0^t S_{\mathbb{R}}(t - \tau) f^*(\tau) d\tau.
\]

For \( j = 0, 1 \), we set

\[
a_j(t) := \partial^j_x S_{\mathbb{R}}(t)q_0^* \bigg|_{x=0} \quad \text{and} \quad b_j(t) := -i \partial^j_x \int_0^t S_{\mathbb{R}}(t - \tau) f^*(\tau) d\tau \bigg|_{x=0}.
\]

Note that these traces exist by Lemma 2.2 as elements of \( H^{2s+3} (0, T) \) for \( j = 0 \) and \( H^{2s+1} (0, T) \) for \( j = 1 \). See also the analog argument for the classical Schrödinger equation given in [7, Prop. 3.7 (iii)].
Compatibility conditions. In order for solutions to be continuous at the space-time corner point \((x, t) = (0, 0)\), we can find the necessary (compatibility) conditions based on the analysis of traces again. Suppose that \(s \in \left[0, \frac{9}{2}\right) \setminus \left\{\frac{1}{2}, \frac{3}{2}\right\}\). \(g_0 \in H^{\frac{3s+1}{8}}(\mathbb{R})\) and \(g_1 \in H^{\frac{3s+1}{8}}(\mathbb{R})\). Note that if \(s \in \left(\frac{3}{2}, \frac{9}{2}\right)\), then \(\frac{3s+1}{8} > \frac{1}{2}\) and therefore \(g_0(0)\) is well-defined, but \(q(0, 0) = q_0(0)\), and hence we must have \(g_0(0) = q_0(0)(= a_0(0))\). By a similar argument, we deduce that if \(s \in \left(\frac{3}{2}, \frac{9}{2}\right)\), then \(g_1(0) = q_0'(0)(= a_1(0))\) is a necessary condition.

On the other hand, if \([p_0, p_1] \in H^{\frac{3s+3}{8}}(0, T) \times H^{\frac{3s+1}{8}}(0, T)\) such that \(p_0(0) = p_1(0) = 0\), then we set \([p_0, p_1]_e = [p_0]_e, [p_1]_e\) to be an extension of \([p_0, p_1]\) to \(\mathbb{R}\), which satisfies the compact support condition \([p_0]_e|_{(0, 2T)} = [p_1]_e|_{(0, 2T)} = 0\), regularity \([p_0, p_1]_e \in H^{\frac{3s+3}{8}}(\mathbb{R}) \times H^{\frac{3s+1}{8}}(\mathbb{R})\), and the estimates

\[
\|p_0\|_{H^{\frac{3s+3}{8}}(\mathbb{R})} \lesssim \|p_0\|_{H^{\frac{3s+3}{8}}(0, T)} \quad \text{and} \quad \|p_1\|_{H^{\frac{3s+1}{8}}(\mathbb{R})} \lesssim \|p_1\|_{H^{\frac{3s+1}{8}}(0, T)}.
\]

For the existence of such extension, see for instance [5, Lemma 2.1].

Therefore, if we define

\[
q_e(t) := S_{R}(t)g_0^*|_{\mathbb{R}_+} - i \int_0^t S_{R}(t - \tau)f^*(\tau)d\tau \bigg|_{\mathbb{R}_+} + S_{b_0}(g_0 - b_0, g_1 - a_1 - b_1)_e(t),
\]

then \(q = q_e|_{[0, T]}\) solves \((7)-(10)\). Note that both \(g_0 - a_0 - b_0\) and \(g_1 - a_1 - b_1\) satisfy the necessary compatibility conditions given in Section 2.3 since \(g_0(0) = a_0(0)\), \(b_0(0) = b_1(0) = 0\), and \(g_1(0) = a_1(0)\).

Now, we are ready to state the following lemma which follows by combining the space-time estimates proved for the solution generators \(S_{R}\) and \(S_{b}\) in the previous sections.

**Lemma 2.4.** Let \(s \in \left[0, \frac{9}{2}\right) \setminus \left\{\frac{1}{2}, \frac{3}{2}\right\}\), \(q_0 \in H^s(\mathbb{R}_+), g_0 \in H^{\frac{3s+3}{8}}(0, T), g_1 \in H^{\frac{3s+3}{8}}(0, T), f \in L^1(0, T; H^s(\mathbb{R}_+))\). Suppose also that the initial-boundary data satisfies the necessary compatibility conditions. Then the following estimate holds true for the solution of \((7)-(10)\).

\[
\|q\|_{C([0, T]; H^s(\mathbb{R}_+))} \lesssim \|q_0\|_{H^s(\mathbb{R}_+)} + \|g_0\|_{H^{\frac{3s+3}{8}}(\mathbb{R}_+)} + \left(1 + T\frac{1}{2}\right) \left[\|g_1\|_{H^{\frac{3s+1}{8}}(\mathbb{R}_+)} + \|f\|_{L^1(0, T; H^s(\mathbb{R}_+))}\right].
\]

3. Nonlinear model.

3.1. Local wellposedness for \(s > \frac{1}{2}\). In this section, we assume \(s > \frac{1}{2}\) and consider the nonlinear model \((1)-(4)\).

**Local existence.** Note that a solution of \((1)-(4)\) is a fixed point of the operator \(\Psi\) which is given by

\[
[\Psi(q)](t) := S_{R}(t)q_0^*|_{\mathbb{R}_+} - i \int_0^t S_{R}(t - \tau)f(q^*(\tau))d\tau \bigg|_{\mathbb{R}_+} + S_{b_0}(g_0 - a_0 - b_0(q^*), g_1 - a_1 - b_1(q^*)_e(t),
\]

where for \(j = 0, 1\), we set

\[
a_j(t) := \partial_x^j S_{R}(t)q_0^*|_{x=0} \quad \text{and} \quad b_j(q^*)(t) := -i \partial_x^j \int_0^t S_{R}(t - \tau)f(q^*(\tau))d\tau \bigg|_{x=0}.
\]
We consider the operator \( \Psi \) on the Banach space \( X_{T_0} := C([0,T_0]; H^s(\mathbb{R}_+)) \). In order to prove the local existence of solutions we will use the Banach fixed point theorem on a closed ball \( B_R(0) \) of the function space \( X_{T_0} \) for appropriately chosen \( R > 0 \) and \( T_0 \in (0,T] \). Let us first show that \( \Psi \) maps \( B_R(0) \) onto itself for appropriate \( R \) and sufficiently small \( T_0 \). First of all, we have via Lemma 2.2 and the boundedness of the extension operator the estimate

\[
\|S_R(t)q_0\|_{H^s(\mathbb{R}_+)} \leq \|S_R(t)q_0^*\|_{H^s(\mathbb{R})} = \|q_0^*\|_{H^s(\mathbb{R})} \lesssim \|q_0\|_{H^s(\mathbb{R}_+)},
\]

which gives

\[
\|S_R(\cdot)q_0\|_{X_{T_0}} \lesssim \|q_0\|_{H^s(\mathbb{R}_+)}. \tag{74}
\]

Let us recall the following lemma, which holds true under the given assumptions (a1) and (a2). The proof can be found for instance in [5, Lemma 3.1]:

**Lemma 3.1.** Let \( f(y) = |y|^p y \) and \( s > \frac{1}{2} \). Then

\[
\|f(y)\|_{H^s(\mathbb{R})} \lesssim \|y\|_{H^s(\mathbb{R})}^{p+1}, \tag{75}
\]

\[
\|f(y) - f(z)\|_{H^s(\mathbb{R})} \lesssim (\|y\|_{H^s(\mathbb{R})}^{p+1} + \|z\|_{H^s(\mathbb{R})}^{p+1}) \|y - z\|_{H^s(\mathbb{R})} \tag{76}
\]

for \( y, z \in H^s(\mathbb{R}) \).

Using Lemma 3.1, we have

\[
\left\| -i \int_0^t S_R(t - \tau)f(q^*(\tau))d\tau \right\|_{X_{T_0}} \leq \int_0^{T_0} \|f(q^*(\tau))\|_{H^s(\mathbb{R})} d\tau \lesssim \int_0^{T_0} \|q^*(\tau)\|_{H^s(\mathbb{R})}^{p+1} d\tau \leq T_0 \|q\|_{X_{T_0}}^{p+1}. \tag{77}
\]

Similarly,

\[
\left\| -i \int_0^t S_R(t - \tau)[f(y^*(\tau)) - f(z^*(\tau))]d\tau \right\|_{X_{T_0}} \leq \int_0^{T_0} \|f(y^*(\tau)) - f(z^*(\tau))\|_{H^s(\mathbb{R})} d\tau \lesssim \int_0^{T_0} \|y^*(\tau)\|_{H^s(\mathbb{R})}^{p+1} + \|z^*(\tau)\|_{H^s(\mathbb{R})}^{p+1} \|y^*(\tau) - z^*(\tau)\|_{H^s(\mathbb{R})} d\tau \lesssim T_0 \|y\|_{X_{T_0}}^{p+1} + \|z\|_{X_{T_0}}^{p+1} \|y - z\|_{X_{T_0}}. \tag{78}
\]

The last term in (73) is estimated as follows

\[
\|S_b([g_0 - a_0 - b_0(q^*), g_1 - a_1 - b_1(q^*)]e)(t)\|_{X_{T_0}} \lesssim \|g_0 - a_0 - b_0(q^*)e\|_{H^{2s+3}(\mathbb{R})} + \left(1 + T_0^\frac{1}{2}\right) \|[g_1 - a_1 - b_1(q^*)]e\|_{H^{2s+3}(\mathbb{R})}
\]

\[
\lesssim \|g_0\|_{H^{2s+3/8}(0,T_0)} + \|a_0\|_{H^{2s+3/8}(0,T_0)} + \|b_0(q^*)\|_{H^{2s+3/8}(0,T_0)} + \left(1 + T_0^\frac{1}{2}\right) \|[g_1 - a_1]e\|_{H^{2s+3/8}(0,T_0)} + \|[b_1(q^*)]e\|_{H^{2s+3/8}(0,T_0)}. \tag{79}
\]

Note that

\[
\|a_1\|_{H^{2s+3/8}(0,T_0)} = \|\partial_x S_R(t)q_0^*\|_{H^{2s+3/8}(0,T_0)} \leq \sup_{x \in \mathbb{R}_+} \|\partial_x S_R(t)q_0^*\|_{H^{2s+3/8}(0,T_0)}
\]
\[ \leq \left\| \frac{d}{dx} q_0^* \right\|_{H^{s-1}(\mathbb{R})} \leq \|q_0^*\|_{H^s(\mathbb{R})} \lesssim \|q_0\|_{H^s(\mathbb{R})}. \quad (80) \]

In (80), the second inequality follows from the fact that \( \partial_x S(t) q_0^* \) is a solution of the linear biharmonic Schrödinger equation on \( \mathbb{R} \) with initial condition \( \frac{d}{dx} q_0^* \).

Similarly,

\[ \|b_1(q^*)\|_{H^{2+\frac{1}{2}}(0,T_0)} = \left\| -i \partial_x \int_0^t S(t-\tau) f(q^*(\tau)) d\tau \right\|_{H^{2+\frac{1}{2}}(0,T_0)} \]

\[ \leq \sup_{x \in \mathbb{R}_+} \left\| -i \partial_x \int_0^t S(t-\tau) f(q^*(\tau)) d\tau \right\|_{H^{2+\frac{1}{2}}(0,T_0)} \]

\[ \lesssim \|\partial_x f(q^*)\|_{L^1((0,T_0;H^{s-1}(\mathbb{R}))} \leq \|f(q^*)\|_{L^1((0,T_0;H^s(\mathbb{R})})} \]

\[ \lesssim T_0 \|q\|_{X_{T_0}}^{p+1} \quad (81) \]

and

\[ \|b_1(y^*) - b_1(z^*)\|_{H^{2+\frac{1}{2}}(0,T_0)} \lesssim T_0(\|y\|_{X_{T_0}}^p + \|z\|_{X_{T_0}}^p) \|y - z\|_{X_{T_0}}. \quad (82) \]

Combining above estimates, we obtain

\[ \|\Psi(q)\|_{X_{T_0}} \leq C \left( \|q_0\|_{H^s(\mathbb{R}_+)} + \|g_0\|_{H^{2+\frac{1}{2}}(0,T_0)} + \|g_1\|_{H^{2+\frac{1}{2}}(0,T_0)} + T_0 \|q\|_{X_{T_0}}^{p+1} \right). \]

Regarding the differences, again by above estimates, we have

\[ \|\Psi(y) - \Psi(z)\|_{X_{T_0}} \leq C T_0(\|y\|_{X_{T_0}}^p + \|z\|_{X_{T_0}}^p) \|y - z\|_{X_{T_0}}. \]

Now let \( A := C(\|q_0\|_{H^s(\mathbb{R}_+)} + \|g_0\|_{H^{2+\frac{1}{2}}(0,T_0)} + \|g_1\|_{H^{2+\frac{1}{2}}(0,T_0)}) \), \( R = 2A \) and \( T_0 \) be small enough so that \( A + C T_0 R^{p+1} < 2A \). Now, if necessary we can choose \( T_0 \) even smaller so that \( \Psi \) becomes a contraction on \( \overline{B}_R(0) \subset X_{T_0} \), which is a complete space. Hence, \( \Psi \) must have a unique fixed point in \( \overline{B}_R(0) \) when we look for a solution whose lifespan is sufficiently small.

**Uniqueness.** Let \( q_1, q_2 \in X_{T_0} \) be two local solutions. Then,

\[ q_1(t) - q_2(t) = -i \int_0^t S(t-s) [f(q_1^*(s)) - f(q_2^*(s))] ds \]

\[ + S_b(t) ([b_0(q_2^*) - b_0(q_2^*)] - [b_1(q_2^*) - b_1(q_2^*)])_e \quad (83) \]

for a.a. \( t \in [0,T_0] \).

Since \( s > 1/2 \),

\[ \|q_1(t) - q_2(t)\|_{H^s(\mathbb{R}_+)} \leq C \int_0^{T_0} \|f(q_1^*(s)) - f(q_2^*(s))\|_{H^s(\mathbb{R})} ds \]

\[ + \|b_0(q_2^*) - b_0(q_1^*)\|_{H^{2+\frac{1}{2}}(0,T_0)} + C(1 + T_0^{\frac{5}{2}}) \|b_1(q_2^*) - b_1(q_1^*)\|_{H^{2+\frac{1}{2}}(0,T_0)} \]

\[ \leq C(1 + T_0^{\frac{5}{2}}) \int_0^{T_0} \|q_1(s) - q_2(s)\|_{H^s(\mathbb{R}_+)} \left( \|q_1(s)\|_{H^s(\mathbb{R}_+)} + \|q_2(s)\|_{H^s(\mathbb{R}_+)} \right) ds \]

\[ \leq C(1 + T_0^{\frac{5}{2}}) \left( \|q_1(s)\|_{X_{T_0}}^p + \|q_2(s)\|_{X_{T_0}}^p \right) \int_0^{T_0} \|q_1(s) - q_2(s)\|_{H^s(\mathbb{R}_+)} ds. \quad (84) \]

Now, unleashing the Gronwall’s inequality we get \( \|q_1(t) - q_2(t)\|_{H^s(\mathbb{R}_+)} = 0 \), which implies \( q_1 \equiv q_2 \) on \( [0,T_0] \).
Continuous dependence. Regarding continuous dependence on data, let $B$ be a bounded subset of $H^s(\mathbb{R}_+) \times H^\frac{2s+3}{s}(0, T_0) \times H^\frac{2s+1}{s}(0, T_0)$. Let $(y_0, g_0, g_1) \in B$ and $(z_0, h_0, h_1) \in B$. Let $y, z$ be two solutions on a common time interval $(0, T_0)$ corresponding to $(y_0, g_0, g_1)$ and $(z_0, h_0, h_1)$, respectively. Then $w = y - z$ satisfies

$$
\begin{align*}
\begin{cases}
i \partial_t w + \partial_x^4 w &= F(x, t) \equiv f(y) - f(z), \quad x \in \mathbb{R}_+, \ t \in (0, T_0), \\
  w(x, 0) &= w_0(x) \equiv (y_0 - z_0)(x), \\
  w(0, t) &= g(t) \equiv (g_0 - h_0)(t), \\
  \partial_x w(0, t) &= h(t) \equiv (g_1 - h_1)(t).
\end{cases}
\end{align*}
$$

(85)

Now, using the linear theory together with the nonlinear $H^s$ estimates on the differences, we have

$$
\|w\|_{X_{T_0}} \leq C \left( \|w_0\|_{H^s(\mathbb{R}_+)} + \|g\|_{H^\frac{2s+3}{s}(0, T_0)} + (1 + T_0^2) \|h\|_{H^\frac{2s+1}{s}(0, T_0)} + \|F\|_{L^1(0, T_0; H^s(\mathbb{R}_+))} \right),
$$

(86)

where

$$
\|F\|_{L^1(0, T_0; H^s(\mathbb{R}_+))} \leq CT_0 \left( \|y\|_{X_{T_0}} + \|z\|_{X_{T_0}} \right) \|y - z\|_{X_{T_0}}.
$$

Choosing $R_1$ as in the proof of the local existence, and $T_0$ accordingly small enough, we obtain

$$
\|y - z\|_{X_{T_0}} \leq C \left( \|y_0 - z_0\|_{H^s(\mathbb{R}_+)} + \|g_0 - h_0\|_{H^\frac{2s+3}{s}(0, T_0)} + \|g_1 - h_1\|_{H^\frac{2s+1}{s}(0, T_0)} \right).
$$

(87)

Blow-up alternative. In this section, we want to obtain a condition which guarantees that a given local solution on $[0, T_0]$ can be extended globally. Let’s consider the set $S$ of all $T_0 \in (0, T]$ such that there exists a unique local solution in $X^s_{T_0}$. We claim that if $T_{\text{max}} := \sup_{T_0 \in S} T_0 < T$, then $\lim_{t \to T_{\text{max}}} \|q(t)\|_{H^s(\mathbb{R}_+)} = \infty$. In order to prove the claim, assume to the contrary that $\lim_{t \to T_{\text{max}}} \|q(t)\|_{H^s(\mathbb{R}_+)} \neq \infty$. Then $\exists M$ and $t_n \in S$ such that $t_n \to T_{\text{max}}$ and $\|q(t_n)\|_{H^s(\mathbb{R}_+)} \leq M$. For a fixed $n$, we know that there is a unique local solution $q_1$ on $[0, t_n]$. Now, we consider the following model.

$$
\begin{align*}
\begin{cases}
i \partial_t q + \partial_x^4 q &= f(q), \quad x \in \mathbb{R}_+, \ t \in (t_n, T), \\
  q(x, t_n) &= q_1(x, t_n), \\
  q(0, t) &= g_0(t), \\
  \partial_x q(0, t) &= g_1(t).
\end{cases}
\end{align*}
$$

(88)

We know from the local existence theory that the above model has a unique local solution $q_2$ on some interval $[t_n, t_n + \delta]$ for some

$$
\delta = \delta \left( M, \|g_0\|_{H^\frac{2s+3}{s}(0, T)}, \|g_1\|_{H^\frac{2s+1}{s}(0, T)} \right) \in (0, T - t_n].
$$

Now, choose $n$ sufficiently large that $t_n + \delta > T_{\text{max}}$. If we set

$$
q := \begin{cases}
q_1, & t \in [0, t_n), \\
q_2, & t \in [t_n, t_n + \delta],
\end{cases}
$$

(89)

then $q$ is a solution on $[0, t_n + \delta]$ where $t_n + \delta > T_{\text{max}}$, which is a contradiction.

Hence, the proof of the local wellposedness is complete.
3.2. Strichartz estimates and low regularity. In this section, we consider the nonlinear problem and we assume \(0 \leq s < \frac{1}{2}\) and \((\lambda, r)\) is biharmonic admissible throughout. We say that the pair \((\lambda, r)\) is biharmonic admissible if
\[
\lambda, r \in [2, \infty] \quad \text{and} \quad \frac{1}{8} = \frac{1}{4r} + \frac{1}{\lambda}.
\]
We also assume that
\[
p \leq \frac{8}{1 - 2s}
\]
(both subcritical \(\cdot < \cdot\) and critical \(\cdot = \cdot\) cases are considered).

In order to prove wellposedness in this low regularity setting, it is crucial to prove a Strichartz estimate (an estimate of the \(L^\lambda_t W^s_{r,x}\) norm) on the solutions of the linear boundary value problem (39)-(42). These estimates are generally proven on the whole space or special domains such as manifolds without boundary. It is in general more difficult to prove these estimates on domains with boundary. However, the representation formula on the half line obtained by the Fokas method provides a suitable kernel structure which will help us to prove the Strichartz estimate.

Note that in this case, we do not need any compatibility condition as the traces of the initial and boundary data are not defined for \(s < \frac{1}{2}\). The solution of (39)-(42) is given by the formula (45). Let us consider the first term in this formula, which is given by (46). We can rewrite (46) as
\[
z_1(x,t) = -\frac{4}{\pi} \int_0^\infty e^{-kx+ikx-4ik^4t} [ (i-1)k^3 H_0(4ik^4, T')] dk
\]
\[
= -\frac{4}{\pi} \int_0^\infty e^{-kx+ikx-4ik^4t} \left[ (i-1)k^3 \int_0^{T'} e^{4ik^4s} h_0(s) ds \right] dk
\]
\[
= -\frac{4}{\pi} \int_0^\infty e^{-kx+ikx-4ik^4t} \left[ (i-1)k^3 \int_{-\infty}^{T'} e^{4ik^4s} h_0(s) ds \right] dk
\]
\[
= \frac{4(1-i)}{\pi} \int_0^\infty e^{-kx+ikx-4ik^4t} k^3 \hat{h}_0(-4k^4) dk
\]
\[
= \frac{4(1-i)}{\pi} \int_{-\infty}^{\infty} \psi(y) \left[ \int_0^{\infty} e^{-kx+ikx-4ik^4t-iky} dk \right] dy
\]
\[
(90)
\]
where \(\hat{\psi}(k) := k^3 \hat{h}_0(-4k^4)\) if \(k \geq 0\) and \(\hat{\psi}(k) := 0\) otherwise. We set
\[
c(x,y,t) := \frac{4(1-i)}{\pi} \int_0^\infty e^{-kx+ikx-4ik^4t-iky} dk
\]
\[
= \frac{4(1-i)}{\pi t^\frac{1}{4}} \int_0^\infty e^{-kx t^{-\frac{1}{4}} + ikx t^{-\frac{1}{4}} - 4ik^4 - kyt^{-\frac{1}{4}}} dk
\]
\[
(91)
\]
Then \(z_1\) is rewritten as
\[
z_1(x,t) = \int_{-\infty}^{\infty} c(x,y,t) \psi(y) dy.
\]
Let
\[
\phi(k; x, y, t) := k xt^{-\frac{1}{4}} - 4k^4 - kyt^{-\frac{1}{4}} \quad \text{and} \quad p(k; x, t) := e^{-kxt^{-\frac{1}{4}}}.
\]
Then,
\[
c(x,y,t) := \frac{4(1-i)}{\pi t^\frac{1}{4}} \int_0^\infty e^{i\phi(k;x,y,t)} p(k;x,t) dk.
\]
Note that \( \left| \frac{d^2}{dx^2} \phi(k; x, y, t) \right| = 96 \geq 1 \), which allows us to apply the theory of oscillatory integrals:

**Lemma 3.2** ([35], Section 1.4). Let \( |\phi^{(k)}(k)| \geq 1 \) for \( k \geq 0 \). Then

\[
\int_{0}^{\infty} e^{i\phi(k)p(k)dk} \leq c \left( \|p\|_{\infty} + \|p\|_{1} \right).
\]

Applying the above lemma to our kernel, we obtain the pointwise (uniform with respect to \( x \) and \( y \)) estimate

\[
|c(x, y, t)| \lesssim t^{-\frac{1}{4}} \left( \|p(k; x, t)\|_{L^\infty_{k}(0, \infty)} + \left\| \frac{d}{dx} p(k; x, t) \right\|_{L^1_{k}(0, \infty)} \right) \lesssim t^{-\frac{1}{4}}.
\]

It follows that

\[
\|z_1(\cdot, t)\|_{L^\infty(R_+)} \lesssim t^{-\frac{1}{4}} \|\psi\|_{L^1(R)}.
\]  

(92)

Moreover, from (47), we already have

\[
\|z_1(\cdot, t)\|_{L^2(R_+)} \lesssim \|\psi\|_{L^2(R)}.
\]  

(93)

Interpolating between (92) and (93), we get

\[
\|z_1(\cdot, t)\|_{L^r(R_+)} \lesssim t^{-\left(\frac{1}{4} - \frac{1}{2(r-1)}\right)} \|\psi\|_{L^r(R)}.
\]

(94)

Now, we will estimate \( \|z_1\|_{L^s(0, T; L^r(R_+))} \). To this end, let \( \eta \in C_c([0, T]; D(R_+)) \) be an arbitrary test function. Then, utilizing the admissibility of \( (\lambda, r) \), we have

\[
\left| (z_1, \eta)_{L^s(0, T; L^r(R_+))} \right| \lesssim \|\psi\|_{L^2(R)} \|\eta\|_{L^s(0, T; L^r(R_+))},
\]

from which it follows that

\[
\|z_1\|_{L^s(0, T; L^r(R_+))} \lesssim \|\psi\|_{L^2(R)} \lesssim \|h_0\|_{H^\frac{3}{2}(R)}.
\]  

(95)

The first estimate above uses the fact that

\[
\left\| \int_{0}^{T'} \int_{0}^{\infty} c(x, \cdot, t) \eta(x, t) dx dt \right\|_{L^2(R)} \lesssim \|\eta\|_{L^s(0, T; L^r(R_+))},
\]

which follows from same the arguments in [7, pp. 25-26] with the exception that \( (\lambda, r) \) satisfies now biharmonic admissibility condition compared to the case of classical Schrödinger equation. Differentiating in the spatial variable as in (51) and reapplying the above arguments to the derivative, one obtains

\[
\|\partial_x z_1\|_{L^s(0, T; L^r(R_+))} \lesssim \|h_0\|_{H^\frac{3}{2}(R)}.
\]  

(96)

Interpolating between (94) and (95), we get

\[
\|z_1\|_{L^s(0, T; W^{s, r}(R_+))} \lesssim \|h_0\|_{H^{\frac{2s+3}{8}}(R)}.
\]

Similar estimates can also be found for \( z_i, i = \Sigma, \delta \) in terms of either \( \|h_0\|_{H^{\frac{2s+3}{8}}(R)} \) or \( \|h_1\|_{H^{\frac{2s+1}{8}}(R)} \), and one obtains the desired Strichartz estimate for the boundary value problem

\[
\|z\|_{L^s(0, T; W^{s, r}(R_+))} \lesssim \|h_0\|_{H^{\frac{2s+3}{8}}(R)} + \|h_1\|_{H^{\frac{2s+1}{8}}(R)}.
\]  

(96)

Let \( y \) be a solution of (69) and \( w \) be a solution of (70). It is well known that the following Strichartz estimates hold true on the whole space [15]:

\[
\|y\|_{L^s(0, T; W^{s, r}(R))} \lesssim \|q_0\|_{H^{s}(R)},
\]  

(97)
Indeed, one has the following estimates via the fractional Leibniz and chain rules
Moreover, we see from (96), (33), (34), and (99) that
extension operator from
Replacing the particular admissible pair given by
It is well known that
not a linear space. We will still write
nonhomogeneous Cauchy problem:
Strichartz estimates give the following time trace estimates for the solution of the
Moreover, the arguments in the proof of [3, Proposition 3.8] together with the above
Sup \sup_{x \in \mathbb{R}} \|w(x, \cdot)\|_{H^{2 + \frac{1}{p}}(\mathbb{R})} + \sup_{x \in \mathbb{R}} \|w_x(x, \cdot)\|_{H^{2 + \frac{1}{p}}(\mathbb{R})} \lesssim \|f^*\|_{L^\infty(0,T;W^{s,r}(\mathbb{R}))}. \tag{98}
We set
\int_{\mathbb{R}^n} \mathcal{A}(x,\cdot) \cdot \nu(x,\cdot) \, dx = 0
\mathcal{F}(\mathcal{A}^\dagger) \cdot \mathcal{F}(\nu^\dagger)
\mathcal{A}(x,\cdot) \cdot \nu(x,\cdot) = \mathcal{F}^{-1}(\mathcal{F}(\mathcal{A}^\dagger) \cdot \mathcal{F}(\nu^\dagger))
\mathcal{F}^{-1}(\mathcal{F}(\mathcal{A}^\dagger) \cdot \mathcal{F}(\nu^\dagger)) \cdot \mathcal{F}(\mathcal{B}^\dagger)
\mathcal{F}^{-1}(\mathcal{F}(\mathcal{A}^\dagger) \cdot \mathcal{F}(\nu^\dagger)) \cdot \mathcal{F}(\mathcal{B}^\dagger) = 0
where \( \theta := 1 - \frac{8(1-2s)}{8-s} \). Hence, assuming \( T_0 \) is small, say \( T_0 < 1 \), there exists some \( c > 0 \) (independent of initial-boundary data and \( T_0 \)) such that for any \( q, q_1, q_2 \in X_{T_0} \), one has

\[
|\Psi(q)|_{X_{T_0}} \leq c\left( |g_0|_{H^{\frac{2s+4}{8-s}(0,T_0)}} + |g_1|_{H^{\frac{2s+4}{8-s}(0,T_0)}} + |q_0|_{H^p(R_+)} \right) + 2T_0^g |q|_{X_{T_0}}^{p+1} \\
\leq c\left( |g_0|_{H^{\frac{2s+4}{8-s}(0,T_0)}} + |g_1|_{H^{\frac{2s+4}{8-s}(0,T_0)}} \right) + \frac{M}{2} + 2T_0^g M^{p+1},
\]

where \( M := 2c|q_0|_{H^p(R_+)} \). Similarly,

\[
d(\Psi(q_1), \Psi(q_2)) \leq cT_0^g \left( |q_1|_{X_{T_0}}^p + |q_2|_{X_{T_0}}^p \right) d(q_1, q_2) \leq cT_0^g M d(q_1, q_2). \tag{109}
\]

In (108), the terms \( c\left( |g_0|_{H^{\frac{2s+4}{8-s}(0,T_0)}} + |g_1|_{H^{\frac{2s+4}{8-s}(0,T_0)}} \right) + 2T_0^g M^{p+1} \) can be made smaller than \( \frac{M}{2} \) by choosing \( T_0 \) small. Similarly, in (109), we can guarantee that the product \( cT_0^g M^p < 1 \) if \( T_0 \) is chosen small enough. Now, it is clear that \( \Psi \) is a strict contraction on \((X_{T_0}, d)\) for small \( T_0 \) in the subcritical case \( \theta > 0 \) (equivalently if \( p < \frac{8}{8-s} \)).

Regarding the critical case, where \( \theta = 0 \) (equivalently \( p = \frac{8}{8-s} \)), we observe that the quantity \( |\Psi(q)|_{X_{T_0}} \) is still finite and can be made as small as we wish by choosing \( T_0 \) small since \( \cdot |_{X_{T_0}} \) is monotone decreasing as \( T_0 \) decreases. Moreover, we can guarantee that \( \Psi \) becomes a contraction on \((X_{T_0}, d)\) since the sum \( |q_1|_{X_{T_0}}^p + |q_2|_{X_{T_0}}^p \) can also be made small for small \( T_0 \).

It follows from (109) that the uniqueness is guaranteed for small \( T_0 \), too.

The solution \( q \in X_{T_0} \) obtained above in particular belongs to \( C([0, T_0]; H^p(R_+)) \). Indeed, since \( q \in X_{T_0} \) is a fixed point of \( \Psi \), we have in view of (101)

\[
q = y|_{R_+} + w|_{R_+} + z. \tag{110}
\]

The first term at the right hand side of (110) satisfies

\[
\|y|_{R_+}\|_{C([0, T_0]; H^p(R_+))} \lesssim \|q_0\|_{H^p(R_+)}
\]
as in (74). The second term satisfies

\[
\|w|_{R_+}\|_{C([0, T_0]; H^p(R_+))} \lesssim \|w\|_{C([0, T_0]; H^p(R_+))} \lesssim \|f(q^*)\|_{L^p(0, T_0; W^{s, r}(R_+))} \lesssim T_0^g |q|_{X_{T_0}}^{p+1}.
\]

Moreover, from Lemma 2.3 and the second inequality in (104), we have

\[
\|z\|_{C([0, T_0]; H^p(R_+))} \lesssim \|g_0\|_{H^{\frac{2s+4}{8-s}(0,T_0)}} + \|g_1\|_{H^{\frac{2s+4}{8-s}(0,T_0)}} + c_*(1 + T_0^\frac{4}{p}) |q_0|_{H^p(R_+)} + \|f(q^*)\|_{L^p(0, T_0; W^{s, r}(R_+))} \\
\lesssim \|g_0\|_{H^{\frac{2s+4}{8-s}(0,T_0)}} + \|g_1\|_{H^{\frac{2s+4}{8-s}(0,T_0)}} + c_*(1 + T_0^\frac{4}{p}) |q_0|_{H^p(R_+)} + T_0^g |q|_{X_{T_0}}^{p+1}. \tag{111}
\]

This completes the proof of Theorem 1.2.

### 3.3. Global wellposedness

In this section, we assume \( \kappa \in \mathbb{R}_- \). First we multiply the main equation by \( \overline{q} \), use integration by parts on \( R_+ \), and take the imaginary parts. Then, we have

\[
\frac{1}{2} \frac{d}{dt} \int_0^\infty |q|^2 dx = \text{Im} \left[ q_{xxx}(0,t) \overline{q_0(t)} \right] - \text{Im} \left[ q_{xx}(0,t) \overline{q_1(t)} \right]. \tag{112}
\]

As we see from the above identity, the conservation of \( L^2 \)-energy is lost in the presence of inhomogeneous boundary inputs. Therefore, the global wellposedness is quite a nontrivial problem. In order to prove the global wellposedness, one needs
Therefore, we first write
\[ \int_0^\infty q_\theta q_\xi dx - i \int_0^\infty (\partial_x^2 q) \bar{q}_\xi dx = -i\kappa \int_0^\infty |q|^p q \bar{q}_\xi dx. \] (113)

We can rewrite the first term as
\[ \int_0^\infty q \bar{q}_\xi dx = \frac{d}{dt} \int_0^\infty q \bar{q}_\xi dx - \int_0^\infty q \bar{q}_\xi dx \]
\[ = \frac{d}{dt} \int_0^\infty q \bar{q}_\xi dx - \left( \int_0^\infty \partial_x (q \bar{q}_\xi) dx - \int_0^\infty q x \bar{q}_\xi \right), \] (114)

from which it follows that
\[ \text{Im} \int_0^\infty q \bar{q}_\xi dx = \frac{1}{2} \frac{d}{dt} \int_0^\infty q \bar{q}_\xi dx + \frac{1}{2} \text{Im} \left[ g_\theta(t) \bar{g}_\theta(t) \right]. \] (115)

Considering the second term in (113), we have
\[ \text{Im} \left[ i \int_0^\infty (\partial_x^2 q) \bar{q}_\xi dx \right] = \text{Re} \left[ \int_0^\infty (\partial_x^2 q) \bar{q}_\xi dx \right] \]
\[ = -\text{Re} \left[ q_{xxx}(0,t) \bar{q}_\xi(0,t) \right] - \frac{1}{2} \int_0^\infty \partial_x |q_{xx}|^2 dx \]
\[ = -\text{Re} \left[ q_{xxx}(0,t) \bar{g}_1(t) \right] + \frac{1}{2} |q_{xx}(0,t)|^2. \] (116)

Regarding the term at the right hand side of (113), we have
\[ \text{Im} \left[ i \kappa \int_0^\infty |q|^p q \bar{q}_\xi dx \right] = \frac{\kappa}{p+2} \text{Re} \left[ \int_0^\infty \partial_x (|q|^p) dx \right] = -\frac{\kappa}{p+2} |g_\theta(t)|^{p+2}. \] (117)

Combining the above, we have
\[ \frac{1}{2} |q_{xx}(0,t)|^2 = \frac{1}{2} \frac{d}{dt} \int_0^\infty q \bar{q}_\xi dx + \frac{1}{2} \text{Im} \left[ g_\theta(t) \bar{g}_\theta(t) \right] \]
\[ + \text{Re} \left[ q_{xxx}(0,t) \bar{g}_1(t) \right] - \frac{\kappa}{p+2} |g_\theta(t)|^{p+2}. \] (118)

Now, we multiply the main equation by \( \bar{q}_\theta \) and use integration by parts on \( \mathbb{R}_+ \).

Therefore, we have
\[ \frac{d}{dt} \left[ \frac{1}{2} \int_0^\infty |q_{xx}|^2 dx - \frac{\kappa}{p+2} \int_0^\infty |q|^{p+2} dx \right] \]
\[ = \text{Re} \left[ q_{xxx}(0,t) \bar{g}_1(t) \right] - \text{Re} \left[ q_{xx}(0,t) \bar{g}_1(t) \right]. \] (119)

Next, we multiply the main equation by \( q_{xxx} \) and use integration by parts on \( \mathbb{R}_+ \).

Therefore, we first write
\[ \int_0^\infty q \bar{q}_{xxx} dx - i \int_0^\infty (\partial_x^4 q) \bar{q}_{xxx} dx = -i\kappa \int_0^\infty |q|^p q \bar{q}_{xxx} dx. \] (120)

Taking the imaginary part of the first term at the left hand side of (120) and using integration by parts, we obtain
\[ \text{Im} \int_0^\infty q \bar{q}_{xxx} dx = -\text{Im} \left[ g_\theta(t) \bar{q}_{xxx}(0,t) \right] - \text{Im} \int_0^\infty q \bar{q}_x dx \]
\[ = -\text{Im} \left[ g_\theta(t) \bar{q}_{xxx}(0,t) \right] + \text{Im} \left[ g_\theta(t) \bar{g}_1(t) \right] + \text{Im} \int_0^\infty q \bar{q}_x dx \]
\[\begin{align*}
&=- \text{Im} [g_0'(t) \bar{q}_{xx}(0, t)] + \text{Im} [g_1'(t) \bar{g}_1(t)] + \text{Im} [q_{xx}(0, t) \bar{g}_0'(t)] \\
&+ \text{Im} \int_0^\infty q_{xx} \bar{q}_t dx + \frac{d}{dt} \text{Im} \int_0^\infty q_{xx} \bar{q}_x dx. \quad (121)
\end{align*}\]

But recall that \(2 \text{Im} z = \text{Im} z - \text{Im} \bar{z}\) for any \(z \in \mathbb{C}\), and hence we get
\[
\text{Im} \int_0^\infty q_t \bar{q}_{xx} dx = - \frac{1}{2} \text{Im} [g_0'(t) \bar{q}_{xx}(0, t)] + \frac{1}{2} \text{Im} [g_1'(t) \bar{g}_1(t)] \\
+ \frac{1}{2} \text{Im} [q_{xx}(0, t) \bar{g}_0'(t)] + \frac{1}{2} \frac{d}{dt} \text{Im} \int_0^\infty q_{xx} \bar{q}_x dx. \quad (122)
\]

Considering the second term at the left hand side of (120), we have
\[
\text{Im} \left[ i \int_0^\infty (\partial^2_x q) \bar{q}_{xx} dx \right] = \text{Re} \left[ \int_0^\infty (\partial^2_x q) \bar{q}_{xx} dx \right] \\
= \frac{1}{2} \left[ \int_0^\infty \partial_x \left( q_{xx}^2 \right) dx dt \right] = - \frac{1}{2} |q_{xx}(0, t)|^2. \quad (123)
\]

Regarding the term at the right hand side of (120), we have
\[
\text{Im} \left[ i \kappa \int_0^\infty |q|^p \bar{q} \bar{q}_{xx} dx \right] = \kappa \text{Re} \left[ \int_0^\infty |q|^p \bar{q} \bar{q}_{xx} dx \right] \\
= - \kappa \text{Re} [g_0(t)]^p g_0(t) \bar{q}_{xx}(0, t)] \\
- \frac{\kappa(p+2)}{2} \text{Re} \left[ \int_0^\infty |q|^p q_x \bar{q}_{x} dx \right] - \frac{\kappa p}{2} \text{Re} \left[ \int_0^\infty |q|^{p+2} q_x \bar{q}_{xx} dx \right]. \quad (124)
\]

Combining the three identities above,
\[
\frac{1}{2} |q_{xx}(0, t)|^2 = \frac{1}{2} \text{Im} [g_0'(t) \bar{q}_{xx}(0, t)] - \frac{1}{2} \text{Im} [g_1'(t) \bar{g}_1(t)] - \frac{1}{2} \text{Im} [q_{xx}(0, t) \bar{g}_0'(t)] \\
- \frac{1}{2} \frac{d}{dt} \text{Im} \int_0^\infty q_{xx} \bar{q}_x dx + \kappa \text{Re} [g_0(t)]^p g_0(t) \bar{q}_{xx}(0, t)] \\
+ \frac{\kappa(p+2)}{2} \text{Re} \left[ \int_0^\infty |q|^p q_x \bar{q}_{x} dx \right] + \frac{\kappa p}{2} \text{Re} \left[ \int_0^\infty |q|^{p+2} q_x \bar{q}_{xx} dx \right]. \quad (125)
\]

**Estimates.** Using the \(L^2\)-identity (112) and the \(H^2\)-identity (119), we have
\[
0 \leq E(t) \leq E(0) + A(t) \|g_0\|_{H^4(\omega, t)} + B(t) \|g_1\|_{H^4(\omega, t)}, \quad (126)
\]
where
\[
E(t) := \frac{1}{2} \int_0^\infty |q|^2 dx + \frac{1}{2} \int_0^\infty |q_{xx}|^2 dx - \frac{\kappa}{p+2} \int_0^\infty |q|^{p+2} dx,
\]
\[
A(t) := \sqrt{\int_0^t |q_{xx}(0, \tau)|^2 d\tau} \text{ and } B(t) := \sqrt{\int_0^t |q_{xx}(0, \tau)|^2 d\tau}.
\]

Note that by integration by parts
\[
\int_0^\infty |q_x|^2 dx = -q(0, t) \bar{q}_x(0, t) - \int_0^\infty q \bar{q}_{xx} dx, \quad (127)
\]
from which it follows that
\[
\|q_x\|_{L^2(\omega, \tau)} \leq \|g_0\|_{L^2(\omega, \tau)}^{1/2} \cdot |g_1(t)|^{1/2} + \|g\|_{L^2(\omega, \tau)} \|q_{xx}\|_{L^2(\omega, \tau)}^{1/2} \|q_{xx}\|_{L^2(\omega, \tau)}^{1/2} \|q_{xx}\|_{L^2(\omega, \tau)}^{1/2}
\leq \|g_0\|_{L^2(\omega, \tau)}^{1/2} \|g_1\|_{L^2(\omega, \tau)}^{1/2} + \sqrt{E(t)}. \quad (128)
\]
Using this in (118), we obtain
\[ B^2(t) \leq \|g_0\|_{L^2(\mathbb{R}_+)} \|\phi_0\|_{L^2(\mathbb{R}_+)} + \|q\|_{L^2(\mathbb{R}_+)} \|q_x\|_{L^2(\mathbb{R}_+)} + \|g_0\|_{H^1(\mathbb{R}_+)}^2 \\
+ 2A(t) \|g_1\|_{L^2(\mathbb{R}_+)} \leq \frac{2\kappa}{p+2} \|g_0\|_{L^{p+2}(\mathbb{R}_+)}^p \\
\leq \|g_0\|_{H^1(\mathbb{R}_+)}^2 + \|g_0\|_{H^1(\mathbb{R}_+)}^2 \leq \frac{2\kappa}{p+2} \|g_0\|_{L^{p+2}(\mathbb{R}_+)}^p + \|g_0\|_{L^\infty(\mathbb{R}_+)} \|g_1\|_{L^\infty(\mathbb{R}_+)} \\
+ 3E(t) + 2A(t) \|g_1\|_{L^2(\mathbb{R}_+)} \leq c + 3E(t) + cA(t), \quad (129) \]
where \(c\) is a nonnegative (generic) constant which might depend on \(\kappa, p\), and various norms of \(g_0, g_0, \) and \(g_1\). On the other hand, using (125), we obtain
\[ B^2(t) \leq 2\|g_0\|_{L^2(\mathbb{R}_+)} B(t) + \|g_1\|_{H^1(\mathbb{R}_+)}^2 + \|g_0\|_{L^2(\mathbb{R}_+)} \|\phi_0\|_{L^2(\mathbb{R}_+)} \\
+ \|q_{xx}\|_{L^2(\mathbb{R}_+)} \|q_x\|_{L^2(\mathbb{R}_+)} + 2|\kappa| \|g_0\|_{L^{2(p+1)}(\mathbb{R}_+)} B(t) \\
+ 2(p+1) \int_0^t |\kappa| \|q\|_{L^\infty(\mathbb{R}_+)} \|q_x\|_{L^2(\mathbb{R}_+)} ds \leq cB(t) + c + 2E(t) + c \int_0^t \|q\|_{L^{p+2}(\mathbb{R}_+)}^p ds. \quad (130) \]
We deduce from (127) and the definition of \(E(t)\) that
\[ \|q\|_{H^2(\mathbb{R}_+)} \leq c + 3\sqrt{2\sqrt{E(t)}}. \]
Using this in (130), we obtain
\[ A^2(t) \leq cB(t) + c + 2E(t) + c \int_0^t E(s)^{\frac{p+2}{2}} ds. \quad (131) \]
(126) gives
\[ E^2(t) \leq c + cA^2(t) + cB^2(t). \quad (132) \]
From (129), we have
\[ B^2(t) \leq c + cE(t) + cA(t). \quad (133) \]
Combining (132) and (133), we obtain
\[ E^2(t) \leq c + cA^2(t) + cE(t) + cA(t). \quad (134) \]
Applying \(\epsilon\)-Young’s inequality to the above estimate, we get
\[ E^2(t) \leq c + \frac{c + \epsilon}{1 - \epsilon} A^2(t). \quad (135) \]
Using (133) in (131), the assumption \(p \leq 2\), and \(\epsilon\)-Young’s inequality, we get
\[ A^2(t) \leq c_{\epsilon, p, T} + \frac{\epsilon}{1 - \epsilon} E^2(t) + \frac{\epsilon c_p}{1 - \epsilon} \int_0^t E^2(s) ds. \quad (136) \]
Inserting (136) into (135), we can finally close the estimates as
\[ \left(1 - \frac{\epsilon(c + \epsilon)}{(1 - \epsilon)^2}\right) E^2(t) \leq c_{\epsilon, p, T} + \frac{\epsilon(c + \epsilon)c_p}{(1 - \epsilon)^2} \int_0^t E^2(s) ds. \]
Fixing \(\epsilon\) to be sufficiently small (so that the coefficients become positive) and unleashing the Gronwall’s inequality, we obtain the uniform estimate \(E(t) \leq c_{\epsilon, p, T}\) for \(t \in (0, T]\), which implies that the solution is global at the \(H^2\)-level.
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