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Abstract

We study averages of multiplicative eigenvalue statistics in ensembles of orthogonal Haar distributed matrices, which can alternatively be written as Toeplitz+Hankel determinants. We obtain new asymptotics for symbols with Fisher-Hartwig singularities in cases where some of the singularities merge together, and for symbols with a gap or an emerging gap. We obtain these asymptotics by relying on known analogous results in the unitary group and on asymptotics for associated orthogonal polynomials on the unit circle. As consequences of our results, we derive asymptotics for gap probabilities in the Circular Orthogonal and Symplectic Ensembles, and an upper bound for the global eigenvalue rigidity in the orthogonal ensembles.

1 Introduction

Consider the classical orthogonal group $O_N$ of $N \times N$ orthogonal matrices equipped with the Haar measure, and its components $O^\pm_N$ of $N \times N$ orthogonal matrices with determinant equal to $\pm 1$. If $N$ is even, the eigenvalues of a matrix $M \in O^+_N$ come in complex conjugate pairs $e^{\pm i\theta_1}, \ldots, e^{\pm i\theta_n}$ with $\theta_1, \ldots, \theta_n \in [0, \pi]$, while a matrix $M \in O^-_N = O_{2n+2}$ has complex conjugate pairs of eigenvalues $e^{\pm i\theta_1}, \ldots, e^{\pm i\theta_n}$ with $\theta_1, \ldots, \theta_n \in [0, \pi]$, and fixed eigenvalues $-1$ and $+1$. If $N = 2n + 1$ is odd, a matrix $M \in O^\pm_N$ has complex conjugate pairs of eigenvalues $e^{\pm i\theta_1}, \ldots, e^{\pm i\theta_n}$ with $\theta_1, \ldots, \theta_n \in [0, \pi]$ complemented by the fixed eigenvalue $\pm 1$. Due to Weyl’s integration formula, the joint probability distributions of the free eigenangles $\theta_1, \ldots, \theta_n \in [0, \pi]$ are given by (see e.g. [28, p71–72], [37, p76] and [33])

\[
O^+_{2n} : \frac{2}{n!(2\pi)^n} \prod_{1 \leq j < k \leq n} (2 \cos \theta_k - 2 \cos \theta_j)^2 \prod_{j=1}^{n} d\theta_j, \\
O^-_{2n+2} : \frac{1}{n!(2\pi)^n} \prod_{j=1}^{n} (2 \sin \theta_j)^2 \prod_{1 \leq j < k \leq n} (2 \cos \theta_k - 2 \cos \theta_j)^2 \prod_{j=1}^{n} d\theta_j, \\
O^\pm_{2n+1} : \frac{1}{n!(2\pi)^n} \prod_{j=1}^{n} 2(1 \mp \cos \theta_j) \prod_{1 \leq j < k \leq n} (2 \cos \theta_k - 2 \cos \theta_j)^2 \prod_{j=1}^{n} d\theta_j. 
\]

(1.1)

We also mention that the joint probability distribution of the free eigenangles of a symplectic matrix $U \in \text{Sp}_{2n}$ distributed with respect to Haar measure is the same as $O^+_{2n+2}$. Our results thus cover all the cases of the classical groups $\text{SO}_n$ and $\text{Sp}_{2n}$ equipped with Haar measure. In all three above
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cases, there are \( n \) free variables \( \theta_1, \ldots, \theta_n \). We are interested in large \( n \) asymptotics for multiplicative averages of the form

\[
\mathbb{E}^{(j, \pm)}_{n}[f] := \mathbb{E}_{G^\pm_{2n+j}} \prod_{k=1}^{n} f(e^{i\theta_k})f(e^{-i\theta_k}),
\]

(1.2)

where \( f \) is an integrable function on the unit circle which we will call the symbol, and \( \mathbb{E}_{G^\pm_{N}} \) denotes the average with respect to \((1.1)\). In the notation at the left hand side, \( j \) is the number of fixed eigenvalues, \( n \) the number of free eigenvalues, and \( \pm 1 \) the determinant of the random matrix \( M \).

The 4 admissible values for the pair \((j, \pm)\) are \((0, +), (2, -), (1, +), \) and \((1, -)\).

It is well understood that such averages can be written as determinants of matrices of Toeplitz+Hankel type \([4, 28]\). These determinants can in turn be expressed either in terms of Hankel determinants with Jacobi-type weights depending on \( f \), or in terms of Toeplitz determinants and orthogonal polynomials on the unit circle with symbols depending on \( f \), see \([21]\).

**Identities relating orthogonal and unitary ensembles.** Our approach will rely on a variant of such existing identities, which is particularly convenient for asymptotic analysis, and which allows us to write averages over orthogonal ensembles of a symbol \( f \) in terms of averages over the unitary group \( U_N \) of Haar distributed \( N \times N \) unitary matrices for the symbol

\[
g(e^{it}) := f(e^{it})f(e^{-it})
\]

(1.3)

and related orthogonal polynomials on the unit circle evaluated at \( \pm 1 \). Before stating these identities, let us recall that the eigenvalues \( e^{i\varphi_1}, \ldots, e^{i\varphi_N} \), with \( \varphi_1, \ldots, \varphi_N \in [0, 2\pi) \), of a Haar-distributed matrix \( U \) from the unitary group \( U_N \) of \( N \times N \) unitary matrices, often referred to as the Circular Unitary Ensemble (CUE), have the joint probability distribution

\[
U_N : \quad \frac{1}{(2\pi)^N N!} \prod_{1 \leq k < j \leq N} |e^{i\varphi_j} - e^{i\varphi_k}|^2 \prod_{j=1}^{N} d\varphi_j.
\]

(1.4)

Moreover, averages

\[
\mathbb{E}^U_{N}[g] := \mathbb{E}_{U_N} \det g(U) = \mathbb{E}_{U_N} \prod_{j=1}^{N} g(e^{i\varphi_j}),
\]

(1.5)

where \( g \) is a non-negative integrable function on the unit circle and where \( \mathbb{E}_{U_N} \) denotes the average over the unitary group \( U_N \), can be written via Heine’s identity as Toeplitz determinants: we have

\[
\mathbb{E}^U_{N}[g] = \det (g_{j-k})_{j,k=0}^{N-1},
\]

(1.6)

where \( g_m \) is the \( m \)-th Fourier coefficient of \( g \),

\[
g_m = \frac{1}{2\pi} \int_0^{2\pi} g(e^{it})e^{-imt} dt.
\]

(1.7)

We also need the monic orthogonal polynomials \( \Phi_N \) of degree \( N \) on the unit circle with respect to an integrable weight function \( g(e^{it}) \geq 0 \), characterized by the conditions

\[
\int_0^{2\pi} \Phi_N(e^{it})e^{-ikt} g(e^{it}) dt = 0 \quad \text{for any integer} \ 0 \leq k < N.
\]

(1.8)

These polynomials can, by their determinantal representations and Heine’s identity, also be written as the averages

\[
\Phi_N(z) = \frac{\det (g_{j-k})_{j,k=0}^{N-1,N}}{\det (g_{j-k})_{j,k=0}^{N-1,N}} = \frac{\mathbb{E}^U_{N}[(z - \cdot)g(\cdot)]}{\mathbb{E}^U_{N}[g]},
\]

(1.9)
In the next result, we express averages over the orthogonal ensembles in terms of averages over the unitary group and orthogonal polynomials, and this will be the starting point of our asymptotic analysis later on.

**Proposition 1.1.** Let \( f \) be a function on the unit circle which is such that \( g \) defined by (1.3) is non-negative and integrable on \([0, 2\pi]\). Let \( \Phi_k \) be the degree \( k \) monic orthogonal polynomial on the unit circle with respect to the weight \( g(e^{it}) \). Then for all positive integers \( n \),

\[
\begin{align*}
\mathbb{E}_n^{(0,\pm)}[f] &= \left[ \frac{\mathbb{E}_n^{U}[g]}{-\Phi_{2n-1}(1)\Phi_{2n-1}(-1)} \right]^{1/2}, \\
\mathbb{E}_n^{(2,\pm)}[f] &= \left[ \frac{\Phi_{2n}(1)\Phi_{2n}(-1)\mathbb{E}_n^{U}[g]}{\Phi_{2n}(\mp 1)^2} \right]^{1/2}, \\
\mathbb{E}_n^{(1,\pm)}[f] &= \left[ \frac{\Phi_{2n}(\pm 1)}{\Phi_{2n}(\mp 1)^2} \right]^{1/2}.
\end{align*}
\]

**Asymptotics for averages in orthogonal ensembles.** There is a vast literature on asymptotics for Toeplitz determinants, and large \( N \) asymptotics for (1.5)-(1.6) are well understood for large classes of complex-valued symbols \( g \). The most classical result in this context is Szegő’s strong limit theorem, which states that [38, 31, 32] with \( g(e^{it}) = e^{V(e^{it})} \) and \( V \) sufficiently smooth on the unit circle, as \( N \to \infty \),

\[
\det (g_{j,k})_{j,k=0}^{N-1} = e^{NV_0e\sum_{k=1}^{\infty} kV_k V_{-k} (1 + o(1))} \quad \text{with} \quad V_k = \frac{1}{2\pi} \int_0^{2\pi} V(e^{it})e^{-ikt}dt.
\]

More precisely, this holds for any \( V \) such that \( \sum_{k=1}^{\infty} k|V_k|^2 < \infty \). More general results allow for symbols which vanish on an arc of the unit circle [40] or for the presence of Fisher-Hartwig singularities, which are combinations of root-type singularities with jump discontinuities. Such symbols have a long history [6, 7, 11, 15, 23, 25, 36, 40], and asymptotics for the associated Toeplitz determinants are now completely understood in the large \( N \) limit, as long as the symbol does not depend on \( N \) [21]. In cases where the symbol depends on \( N \), various interesting transitions in the large \( N \) asymptotics can take place, such as the emergence of a Fisher-Hartwig singularity [42, 19], the emergence of an arc of vanishing [18, 17], or the merging of Fisher-Hartwig singularities [20, 24].

Large \( N \) asymptotics for the analogues in the orthogonal ensembles \( O_N^{\pm} \), namely (1.2), are also known for fixed symbols (i.e. independent of \( N \)) with Fisher-Hartwig singularities, see [21, Theorem 1.25] for the most complete result in this respect and [4, 8, 9, 10] for earlier developments. However, the picture for averages in \( O_N^{\pm} \) is incomplete because, as far as we know, asymptotics are not known for symbols vanishing on an arc, and no results are available about transition asymptotics in situations where either several singularities approach each other in the large \( N \) limit (except for the results from [27] obtained simultaneously with ours, see Remark 2.4 below), or parameters tune in such a way that a gap in the support emerges as \( N \to \infty \). The objective in this paper is to complete this task. In order to avoid technical and notational complications, we restrict ourselves to non-negative real-valued symbols \( g \), although some of the results could be generalized to complex-valued symbols.

**Outline for the rest of the paper.** After stating our main results in Section 2, we will prove Proposition 1.1 in Section 3. In Section 4, we will analyze orthogonal polynomials on the unit circle for symbols with Fisher-Hartwig singularities, which possibly merge in the large degree limit, and this will allow us to prove Theorem 2.1 and Theorem 2.2 below. In Section 5, we will analyze the case of symbols with a gap or an emerging gap, and this will lead us to the proof of Theorem 2.5. In Section 6, we will study gap probabilities and global rigidity of eigenvalues in \( O_n^{(j,\pm)} \) and prove Theorem 2.12.
Statement of results

2.1 Symbols with Fisher-Hartwig singularities

Let \( V \) be an analytic function in a neighborhood of the unit circle which is real-valued on the unit circle and such that \( V(e^{it}) = V(e^{-it}) \), and let \( 0 < t_1 < \ldots < t_m < \pi \), with \( m \in \mathbb{N} \). For any \( j = 0, 1, \ldots, m+1 \), we have parameters \( \alpha_j \geq 0 \) and for any \( j = 1, \ldots, m \) we have parameters \( \beta_j \in i\mathbb{R} \). We will consider symbols \( f \) such that \( g \) given by (1.3) is of the form

\[
g(e^{it}) = e^{V(e^{it})} |e^{it} - 1|^{2\alpha_0} |e^{it} + 1|^{2\alpha_{m+1}} \prod_{j=1}^{m} \left( \frac{e^{it}}{e^{it+t_j}} \right)^{\beta_j} \left( \frac{e^{-it}}{e^{it+t_j}} \right)^{\beta_j} |e^{it} - e^{-it_j}|^{2\alpha_j} |e^{it} - e^{-it_j}|^{2\alpha_j},
\]

where \( z^\beta = |z|^\beta e^{i\beta \arg z} \) with \(-\pi < \arg z \leq \pi\). This is one of the standard forms of a positive symbol with Fisher-Hartwig singularities, symmetric with respect to the real line and having singularities at the points \( e^{it_j}, j = 1, \ldots, m \), and at the points \( \pm 1 \). These singularities are combinations of jump and root singularities whose nature depends on the parameters \( \alpha_j, \beta_j \). For instance, if we set \( m = 1, \alpha_0 = \alpha_1 = \alpha_2 = 0, V \equiv 0 \), then \( g \) is piece-wise constant: \( g(e^{it}) = e^{-2it_1 \beta_1} \) for \( |t| > t_1 \) and \( g(e^{it}) = e^{-2it \beta_1} e^{2it \beta_1} \) for \( |t| < t_1 \). Note that the symmetry with respect to the real line excludes the possibility of having jump singularities (with non-zero parameters \( \beta_0, \beta_{m+1} \)) at \( \pm 1 \).

If \( V, m, t_j, \alpha_j, \beta_j \) are independent of \( N \), large \( N \) asymptotics for \( \mathbb{E}^N_s[g] = \det (g_{j-k})_{j,k=0}^{n-1} \) were obtained in [21] (in more general situations where the symbol is complex and not necessarily symmetric with respect to the real line, where \( V \) is not necessarily analytic, and where \( \alpha_j > -1/2 \) is allowed to be negative). Translating the results from [23] (see also [21] for a more general result) to our setting, we have

\[
\mathbb{E}^N_s[g] = E^2 e^{2nV_0(N)} (2n)^{\alpha_0^2 + \alpha_{m+1}^2 + 2} \sum_{j=1}^{m} (\alpha_j^2 - \beta_j^2)(1 + o(1)),
\]

as \( n \to \infty \), with \( E \) given by

\[
E = e^{\frac{1}{2} \sum_{k=1}^{m} \pi^2 \sum_{j=1}^{m} \alpha_j^4 \sum_{k=j}^{m} \beta_k - \pi^2 \sum_{1 \leq j < k \leq m} \alpha_j \beta_k} \prod_{j=1}^{m} \left( \frac{G(1 + \alpha_j + \beta_j)}{G(1 + 2\alpha_j)} \right) e^{2\alpha_j \sum_{k=1}^{m} V_k \sin t_j} \left[ 2 \sin t_j \right]^{-\alpha_j^2 - \beta_j^2} \prod_{1 \leq j < k \leq m} \left| \frac{2 \sin \frac{t_j - t_k}{2} } {2 \sin \frac{t_j + t_k}{2} } \right|^{-2(\beta_j \beta_k - \alpha_j \alpha_k)} \times 2^{-\alpha_0 \alpha_m} e^{i(\alpha_0 + \alpha_{m+1}) \sum_{k=1}^{m} \beta_k} e^{-\pi \alpha_0 \sum_{j=1}^{m} \beta_j} \times \frac{G(1 + \alpha_0)}{G(1 + 2\alpha_0)} e^{-\frac{1}{2} \alpha_0 (V(1) - V_0)} \times \frac{G(1 + \alpha_{m+1})}{G(1 + 2\alpha_{m+1})} e^{-\frac{1}{2} \alpha_{m+1} (V(1) - V_0)} \times \prod_{j=1}^{m} \left| \frac{2 \sin \frac{t_j}{2} } {2 \cos \frac{t_j}{2} } \right|^{-2\alpha_{m+1} \alpha_j},
\]

where \( G \) is Barnes’s \( G \) function. It follows from the techniques used in [21] that these asymptotics are valid uniformly for \( \alpha \) in compact subsets of \((-1/2, \infty)\), \( \beta \) in compact subsets of \( i\mathbb{R} \), and as long as the distance between the singularities \( e^{\pm it_j} \) remains bounded from below.
One possible choice of $f$ leading through (1.3) to (2.1) is the positive square root of $g$, namely

$$f(e^{it}) = e^{\frac{1}{2}V(e^{it})}|e^{it} - 1|^{\alpha_0}|e^{it} + 1|^{\alpha_{m+1}}$$

$$\times \prod_{j=1}^{m} \left( \frac{e^{it}}{e^{i(\pi + t_j)}} \right) \frac{\beta_j}{2} \left( \frac{e^{-it}}{e^{i(\pi + t_j)}} \right) \frac{\beta_j}{2} |e^{it} - e^{-it}|^{\alpha_j} |e^{it} - e^{-it}|^{\alpha_j}. \quad (2.4)$$

The following result, which we will prove in Section 4, describes the large $n$ asymptotics of (1.2), in terms of (1.5), in the case of a symbol with Fisher-Hartwig singularities, and holds uniformly in the position of the singularities, as long as they do not approach $\pm 1$ too fast as $n \to \infty$.

**Theorem 2.1.** Let $m \in \mathbb{N}$, $0 < t_1 < \ldots < t_m < \pi$, $\alpha_j \geq 0$ for $j = 0, \ldots, m + 1$, $\beta_j \in i\mathbb{R}$ for $j = 1, \ldots, m$, and let $V$ be analytic in a neighborhood of the unit circle, real-valued on the unit circle and such that $V(e^{it}) = V(e^{-it})$, with Laurent series $V(z) = \sum_{k=-\infty}^{\infty} V_k z^k$ and $V_k = V_{-k} \in \mathbb{R}$. Let $f$ be such that $g$ is of the form (2.1). There exists $M > 0$ such that as $n \to \infty$, uniformly in the region $\frac{M}{n} < t_1 < \ldots < t_m < \pi - \frac{M}{n}$, we have

$$\mathbb{E}_n^{(0,+)}[f] = C_n \left( \mathbb{E}_n^{\Sigma}[g] \right)^{1/2} \left( 1 + O \left( \frac{1}{n \min\{t_1, \pi - t_m\}} \right) \right),$$

$$\mathbb{E}_n^{(2,-)}[f] = C_n^{-1} \left( \mathbb{E}_n^{\Sigma}[g] \right)^{1/2} \left( 1 + O \left( \frac{1}{n \min\{t_1, \pi - t_m\}} \right) \right),$$

$$\mathbb{E}_n^{(1,\pm)}[f] = \widetilde{C}_n^{\pm 1} \left( \mathbb{E}_n^{\Sigma}[g] \right)^{1/2} \left( 1 + O \left( \frac{1}{n \min\{t_1, \pi - t_m\}} \right) \right), \quad (2.5)$$

where

$$C_n = \frac{2^{\alpha_0 + \alpha_{m+1}}}{n^{\alpha_0 + \alpha_{m+1}}} \frac{1}{\sqrt{\pi}} \Gamma \left( \frac{1}{2} + \alpha_0 \right) \Gamma \left( \frac{1}{2} + \alpha_{m+1} \right) \frac{1}{\tau} e^{\frac{1}{2}V(1) + V(-1) - 2V_0} \prod_{j=1}^{m} \left( 2 \sin t_j \right)^{\alpha_j} e^{-it_j \beta_j} e^{\frac{i}{2} \beta_j},$$

$$\widetilde{C}_n = \frac{n^{\alpha_0 - \alpha_{m+1}}}{\sqrt{\pi}} \frac{1}{\tau} e^{\frac{1}{2}V(1) - V(-1)} \prod_{j=1}^{m} \left[ \tan \frac{t_j}{2} \right]^{-\alpha_j} e^{-\frac{i}{2} \beta_j}. \quad (2.6)$$

In the case where $m$, the positions of the singularities $t_j$, and the values of the parameters $\alpha_j, \beta_j$ are independent of $n$, we can write the above results in a more explicit form by substituting (2.2)–(2.3). This yields

$$\mathbb{E}_n^{(0,+)}[f] = C_n E^{nV_0(2n)}(\alpha_0^2 + \alpha_{m+1}^2)/2 + \sum_{j=1}^{m} (\alpha_j^2 - \beta_j^2) (1 + o(1)),$$

$$\mathbb{E}_n^{(2,-)}[f] = C_n^{-1} E^{nV_0(2n)}(\alpha_0^2 + \alpha_{m+1}^2)/2 + \sum_{j=1}^{m} (\alpha_j^2 - \beta_j^2) (1 + o(1)),$$

$$\mathbb{E}_n^{(1,\pm)}[f] = \tilde{C}_n^{\pm 1} E^{nV_0(2n)}(\alpha_0^2 + \alpha_{m+1}^2)/2 + \sum_{j=1}^{m} (\alpha_j^2 - \beta_j^2) (1 + o(1)). \quad (2.7)$$

Here, we recover [21, Theorem 1.25] in the case of a positive symbol $f$ (to see this, one needs to use the doubling formula for Barnes’ $G$-function, see [21, formula (2.39)]).

Let us now consider in more detail the situation where the positions of the Fisher-Hartwig singularities are allowed to vary with $n$. This includes in particular situations where singularities merge in the large $n$ limit or converge to $\pm 1$. For notational convenience, we now set $\alpha_0 = \alpha_{m+1} = 0$ in (1.3), but one should note that we can do this without loss of generality because we will now allow $t_1 = 0$ and $t_m = \pi$. Although we expect (2.7) to hold whenever the distance between singularities decays slower than $1/n$, the main obstacle to prove this, is that strong asymptotics (including the
as $n \to \infty$, uniformly for $0 < t_1 < \ldots < t_m < \pi$, with

$$F = \prod_{1 \leq j < k \leq m} \left( \frac{1}{\sin \frac{t_k-t_j}{2} + \frac{1}{n}} \right)^{2(\alpha_j \alpha_k - \beta_j \beta_k)} \left( \frac{1}{\sin \frac{t_k+t_j}{2} + \frac{1}{n}} \right)^{2(\alpha_j \alpha_k + \beta_j \beta_k)} .$$

We can substitute this in (2.5) to obtain weak large $n$ asymptotics for $E_n^{(j,\pm)}[f]$, uniformly for $\frac{M}{n} < t_1 < \ldots < t_m < \pi - \frac{M}{n}$, but we can moreover extend this to cases where $t_1 \leq \frac{M}{n}$ or $t_m \geq \pi - \frac{M}{n}$. This is the content of our next result, which we will also prove in Section 4.

**Theorem 2.2.** Let $m \in \mathbb{N}$, $0 \leq t_1 < \ldots < t_m \leq \pi$, $\alpha_0 = \alpha_{m+1} = 0$, $\alpha_j \geq 0$, $\beta_j \in i\mathbb{R}$ for $j = 1, \ldots, m$, and let $V$ be analytic in a neighborhood of the unit circle, real-valued on the unit circle and such that $V(e^{it}) = V(e^{-it})$, with Laurent series $V(z) = \sum_{k=0}^{\infty} V_k z^k$ and $V_k = V_{-k} \in \mathbb{R}$. Let $f$ be such that $g$ is of the form (2.1). Then we have uniformly over the entire region $0 < t_1 < \ldots < t_m < \pi$, as $n \to \infty$,

$$E_n^{(0,+)}[f] = F e^{\alpha_0 V_0} \prod_{j=1}^{m} n^{\alpha_j^2 - \beta_j^2} \left( \sin t_j + \frac{1}{n} \right)^{-\alpha_j^2 - \beta_j^2} \times e^{O(1)},$$

$$E_n^{(2,-)}[f] = F e^{\alpha_0 V_0} \prod_{j=1}^{m} n^{\alpha_j^2 - \beta_j^2} \left( \sin t_j + \frac{1}{n} \right)^{-\alpha_j^2 - \beta_j^2} \times e^{O(1)},$$

$$E_n^{(1,\pm)}[f] = F e^{\alpha_0 V_0} \prod_{j=1}^{m} n^{\alpha_j^2 - \beta_j^2} \left( \sin \frac{t_j}{2} + \frac{1}{n} \right)^{\mp \alpha_j^2 - \beta_j^2} \cos \frac{t_j}{2} + \frac{1}{n} \times e^{O(1)},$$

with $F$ given by (2.9). Here $e^{O(1)}$ denotes a function which is uniformly bounded and bounded away from 0 as $n \to \infty$. These results are also uniform for $\alpha_j$ and $\beta_j$ in compact subsets of $[0, +\infty)$ and $i\mathbb{R}$ respectively.

**Remark 2.3.** The factors $\sin t_j + \frac{1}{n}$ have to be interpreted as follows: whenever $t_j$ does not converge too rapidly to 0 or $\pi$ as $n \to \infty$, the sine is the dominant term; if $t_j \to 0$ or $t_j \to \pi$ as $n \to \infty$ with speed of convergence faster than $\frac{1}{n}$, the term $\frac{1}{n}$ will be dominant. Similarly for the factors $\sin \frac{t_j}{2} + \frac{1}{n}$ as $t_j \to 0$ and $\cos \frac{t_j}{2} + \frac{1}{n}$ as $t_j \to \pi$.

**Remark 2.4.** As mentioned before, one of the problems in determining the explicit value of the $e^{O(1)}$ factor lies in the asymptotics for $E_n^{(1,\pm)}[g]$, which are known only up to a multiplicative constant as $n \to \infty$. In the case $m = 1$ where we have only two singularities, this multiplicative constant can be evaluated explicitly in terms of quantities related to a solution of the fifth Painlevé equation [20]. Simultaneously with this work, Forkel and Keating [27] evaluated the $e^{O(1)}$ factor in (2.10) explicitly in terms of the same Painlevé V solution when $m = 2$, as long as the singularities $e^{\pm it_1}, e^{\pm it_2}$ do not approach $\pm 1$. When there are more than two singularities approaching each other, one might expect a multiplicative constant connected to a generalization of the fifth Painlevé equation, but the problem of evaluating the constant remains open.
2.2 Symbols with a gap or an emerging gap

Next, we take \( s \geq 0 \) and \( t_0 \in (0, \pi) \). We consider symbols \( f \) such that \( g \), defined by (1.3), is of the form

\[
g(e^{it}) = e^{V(e^{it})} \times \begin{cases} 1 & \text{for } 0 \leq |t| \leq t_0, \\ s & \text{for } t_0 < |t| \leq \pi, \end{cases}
\]  

(2.11)

and suppose that \( V \) is, as before, real on the unit circle, and analytic in a neighborhood of the unit circle. Note that in view of (1.3), we have \( V(e^{it}) = V(e^{-it}) \). For \( s > 0 \) fixed, this is (up to a multiplicative constant) a special case of a symbol with two Fisher-Hartwig singularities \((m = 1, \alpha_1 = 0)\). However, the limit \( s \to 0 \) corresponds to \( \beta_1 \to -i\infty \), and the results stated before do not remain valid in this limit. To state our results, we need the Fourier coefficients \( \tilde{V}_k \) of the function

\[
\tilde{V}(e^{it}) := V(e^{2i \arcsin(\sin \frac{t_0}{2} \sin \frac{\pi}{4})}).
\]  

(2.12)

In the cases where either \( s = 0 \), or \( s \) depends on \( N \) and \( s \to 0 \) sufficiently fast as \( N \to \infty \), such that \( s \leq (\tan \frac{t_0}{4})^{2N} \), asymptotics for \( E_N^U[g] \) were obtained in [17, Theorem 1.1]:

\[
E_N^U[g] = N^{-1/4} \left( \sin \frac{t_0}{2} \right)^{N^2} e^{N \tilde{V}_0 + \sum_{k=1}^k \sum_{k=1}^N 2k \tilde{V}_{-k}} \left( \cos \frac{t_0}{2} \right)^{-1/4} e^{\frac{5}{7} \log 2 + 3\zeta(-1)(1 + o(1))},
\]

as \( N \to \infty \). Setting \( N = 2n \), we have

\[
E_{2n}^U[g] = (2n)^{-1/4} \left( \sin \frac{t_0}{2} \right)^{4n^2} e^{2n \tilde{V}_0 + \sum_{k=1}^k \sum_{k=1}^N 2k \tilde{V}_{-k}} \left( \cos \frac{t_0}{2} \right)^{-1/4} e^{\frac{5}{7} \log 2 + 3\zeta(-1)(1 + o(1))},
\]  

(2.13)

as \( n \to \infty \) with either \( s = 0 \) or \( s \to 0 \) sufficiently fast such that \( s \leq (\tan \frac{t_0}{4})^{4n} \). This result is moreover valid uniformly as \( t_0 \to \pi \), as long as \( n(\pi - t_0) \to \infty \).

We also need the function

\[
\delta(z) = \exp \left\{ \frac{h(z)}{2\pi i} \int_{\gamma} \frac{V(\zeta) d\zeta}{(\zeta - z) h(\zeta)} \right\}, \quad \text{where } h(\zeta) = ((\zeta - e^{it_0})(\zeta - e^{-it_0}))^{1/2},
\]

(2.14)

where \( \gamma \) denotes the counterclockwise oriented circular arc going from \( e^{-it_0} \) to \( e^{it_0} \) and passing through 1, and where \( h \) is determined by the conditions that it has a branch cut along the complementary circular arc going from \( e^{it_0} \) to \( e^{-it_0} \) and passing through \( -1 \), and that it is asymptotic to \( \zeta \) for large \( \zeta \). We will need in particular the values

\[
\delta_{-}(1) := \lim_{z \to (1)_{-}} \delta(z) = \exp \left\{ -\frac{\cos \frac{t_0}{4}}{\pi i} \int_{\gamma} \frac{V(\zeta) d\zeta}{(1 + h(\zeta))} \right\}, \quad \delta(\infty) = \exp \left\{ -\frac{1}{2\pi i} \int_{\gamma} \frac{V(\zeta) d\zeta}{h(\zeta)} \right\},
\]

which are both positive. We will prove the following in Section 5.

**Theorem 2.5.** Let \( t_0 \in (0, \pi) \), let \( V \) be real-valued on the unit circle, analytic in a neighborhood of the unit circle and such that \( V(e^{it}) = V(e^{-it}) \). Let \( \tilde{V}_k \) be the Fourier coefficients of \( \tilde{V} \) defined in (2.12). Let \( f \) be such that \( g \) is of the form (2.11). Then, as \( n \to \infty \), uniformly with respect to \( 0 \leq s \leq (\tan \frac{t_0}{4})^{4n} \), we have

\[
\begin{align*}
E_n^{(0,+)}[f] &= C_{2n-1}^{-1} \left( E_{2n}^U[g] \right)^{1/2} (1 + o(1)), \\
E_n^{(2,-)}[f] &= C_{2n} \left( E_{2n}^U[g] \right)^{1/2} (1 + o(1)), \\
E_n^{(1,\pm)}[f] &= C_{2n}^{1/2} \left( E_{2n}^U[g] \right)^{1/2} (1 + o(1)),
\end{align*}
\]

(2.15)
where

\[ C_{2n-1} = 2^{2n-\frac{3}{2}} \left( \sin \frac{t_0}{4} \right)^n \left( \cos \frac{t_0}{4} \right)^{3n-1} e^{-\frac{1}{8} V(1)} \frac{\delta_{-}(-1)^{1/2}}{\delta(\infty)}, \]

\[ C_{2n} = 2^{2n+\frac{3}{2}} \left( \sin \frac{t_0}{4} \right)^n \left( \cos \frac{t_0}{4} \right)^{3n+1} e^{-\frac{1}{8} V(1)} \frac{\delta_{-}(-1)^{1/2}}{\delta(\infty)}, \]

\[ \tilde{C}_{2n} = 2^{\frac{3}{2}} \left( \sin \frac{t_0}{4} \right)^{n+\frac{1}{2}} e^{-\frac{1}{8} V(1)} \frac{\delta_{-}(-1)^{1/2}}{\delta(\infty)}. \]

These asymptotics are also valid as \( t_0 \to \pi \) in such a way that \( n(\pi - t_0) \to \infty \). The \( o(1) \) terms can be written as \( O((n(\pi - t_0))^{-1} + (n(\pi - t_0))^{-1/2} s(\tan \frac{t_0}{4})^{-4n}) \).

Using the known asymptotics for \( E_{n}^{0,+} \) given by (2.13), we can write the above results in a more explicit form:

\[ E_{n}^{0,+}[f] = \frac{2^{\frac{3}{2}} e^{\frac{1}{8} V(1)} \delta(\infty) e^\frac{1}{8} \sum_{k=1}^{\infty} k \tilde{V}_k \tilde{V}_{-k}}{\sqrt{\delta_{-}(-1)}} \frac{\left( \frac{\sin\frac{t_0}{2}}{1 + \cos\frac{t_0}{2}} \right)^{\frac{1}{2}}}{\left( \frac{\sin\frac{t_0}{2}}{1 + \cos\frac{t_0}{2}} \right)^{\frac{1}{2}}} \cdot n^{-\frac{1}{8}} \left( \frac{n^{2n} \pi}{\delta(\infty)} \right)^{\frac{1}{2}} e^{n \tilde{V}_0} \frac{1 + o(1)}{1 + o(1)}, \]

\[ E_{n}^{1,+}[f] = \frac{2^{\frac{3}{2}} e^{\frac{1}{8} V(1)} \delta(\infty) e^\frac{1}{8} \sum_{k=1}^{\infty} k \tilde{V}_k \tilde{V}_{-k}}{\sqrt{\delta_{-}(-1)}} \frac{\left( \frac{\sin\frac{t_0}{2}}{1 + \cos\frac{t_0}{2}} \right)^{\frac{1}{2}}}{\left( \frac{\sin\frac{t_0}{2}}{1 + \cos\frac{t_0}{2}} \right)^{\frac{1}{2}}} \cdot n^{-\frac{1}{8}} \left( \frac{n^{2n} \pi}{\delta(\infty)} \right)^{\frac{1}{2}} e^{n \tilde{V}_0} \frac{1 + o(1)}{1 + o(1)}, \]

\[ E_{n}^{2,+}[f] = \frac{2^{\frac{3}{2}} e^{\frac{1}{8} V(1)} \delta(\infty) e^\frac{1}{8} \sum_{k=1}^{\infty} k \tilde{V}_k \tilde{V}_{-k}}{\sqrt{\delta_{-}(-1)}} \frac{\left( \frac{\sin\frac{t_0}{2}}{1 + \cos\frac{t_0}{2}} \right)^{\frac{1}{2}}}{\left( \frac{\sin\frac{t_0}{2}}{1 + \cos\frac{t_0}{2}} \right)^{\frac{1}{2}}} \cdot n^{-\frac{1}{8}} \left( \frac{n^{2n} \pi}{\delta(\infty)} \right)^{\frac{1}{2}} e^{n \tilde{V}_0} \frac{1 + o(1)}{1 + o(1)}, \]

where \( \zeta \) is Riemann’s zeta function.

### 2.3 Gap probabilities and global rigidity

The above results can be used to compute asymptotics for gap probabilities and generating functions in \( O(n, \pm) \) and also in the Circular Orthogonal Ensemble (COE) and in the Circular Symplectic Ensemble (CSE). These have the joint probability distributions

\[ C_{\beta \mathbb{E} N} : \frac{1}{Z_{\beta N}} \prod_{1 \leq k \leq N} |e^{i\phi_k} - e^{i\delta_k}|^{\beta} \prod_{j=1}^{N} d\phi_j, \]

where \( \beta = 1 \) for the COE, and \( \beta = 4 \) for the CSE. Recall from (1.4) that \( \beta = 2 \) corresponds to the CUE. Define the piecewise constant symbol

\[ g_{t_0,s}(e^{it}) = \begin{cases} 8 & 0 \leq |t| \leq t_0, \\ 1 & t_0 < |t| \leq \pi. \end{cases} \]

\[ g_{t_0,s}(e^{it}) = \begin{cases} 8 & 0 \leq |t| \leq t_0, \\ 1 & t_0 < |t| \leq \pi. \end{cases} \]
The average
\[ E_N^{[\beta]}(t_0; s) := \mathbb{E}_{C, \beta E_N} \prod_{j=1}^{N} g_{t_0, s}(e^{i\phi_j}) \]
over (2.17) is the generating function for occupancy numbers of the arc between \( e^{it_0} \) and \( e^{-it_0} \) passing through 1, in the sense that
\[ E_N^{[\beta]}(t_0; s) = \sum_{m=0}^{N} s^m \mathbb{P}_{C, \beta E_N} \text{ (there are exactly } m \text{ eigenangles in } [-t_0, t_0]). \]

Equivalently, for \( s \in (0, 1) \), \( E_N^{[\beta]}(t_0; s) \) is the probability that the thinned \( C, \beta E_N \), obtained by removing each eigenvalue independently with probability \( s \), has no eigenvalues in \([-t_0, t_0]\). Similarly, if we define
\[ f_{t_0, s}(e^{it}) = \begin{cases} 1, & t_0 < t < 2\pi, \\ s, & 0 \leq t \leq t_0, \end{cases} \quad (2.19) \]
we have the following identity in the orthogonal ensembles,
\[ E_n^{(j, \pm)}(t_0; s) := \mathbb{E}_n^{(j, \pm)}[f_{t_0, s}] = \sum_{m=0}^{n} s^m \mathbb{P}_{0, 2n+1}\text{ (there are exactly } m \text{ eigenangles in } (0, t_0)). \quad (2.20) \]

Equivalently, for \( s \in (0, 1) \), \( E_n^{(j, \pm)}(t_0, s) \) is the probability that the thinned orthogonal ensemble \( \Omega_n^{(j, \pm)} \), obtained by removing each free eigenangle \( \theta_k \), \( k = 1, \ldots, n \) independently with probability \( s \), has no eigenvalues in \((0, t_0)\). The following identities relate the COE and CSE generating functions to those of the orthogonal ensembles \( \Omega_n^{(j, \pm)} \), see [13, 14]:
\[ \begin{align*}
E_n^{[1]}(t_0; s) &= \frac{s E_n^{(2, -)}(t_0; s^2) + E_n^{(0, +)}(t_0; s^2)}{1 + s}, \\
E_n^{[1]}(t_0; s) &= \frac{s E_n^{(1, +)}(t_0; s^2) + E_n^{(1, -)}(t_0; s^2)}{1 + s}, \\
E_n^{[1]}(t_0; s) &= \frac{1}{2} \left( E_n^{(1, +)}(t_0; s) + E_n^{(1, -)}(t_0; s) \right). 
\end{align*} \quad (2.21) \]

To compute Theorem 2.5 in the case \( V = 0 \) and \( s = 0 \).

In Section 6.1, we will show that this yields asymptotics for the \( \Omega_n^{(j, \pm)} \), COE and CSE gap probabilities which correspond to \( s = 0 \). Asymptotics for similar averages were established in [14] in the microscopic regime where \( t_0 \) is of the order of \( 1/n \). For \( t_0 \to 0 \) at a slower rate, these asymptotics are new to the best of our knowledge.

**Corollary 2.6.** Let \( t_0 \in (0, \pi) \). As \( n \to \infty \), with fixed \( t_0 \) or with \( t_0 \to 0 \) in such a way that \( nt_0 \to +\infty \),
\[ \begin{align*}
E_n^{(j, \pm)}(t_0; 0) &= 2^{-\frac{j}{2}} \left( \frac{1 + \sin \frac{\theta_j}{2}}{2 \sin \frac{\theta_j}{2}} \right)^\frac{n}{2} \left( \cos \frac{\theta_j}{2} \right)^\frac{n}{2} \left( \cos \frac{\theta_j}{2} \right)^\frac{2n^2}{2} \left( 1 + o(1) \right),
\end{align*} \quad (2.22) \]
where \( \bar{n} = n + \frac{\theta_j}{2} \) and \( \epsilon_j^\pm = 1 \) if \( +1 \) is a fixed eigenvalue of \( \Omega_n^{(j, \pm)} \) and \( \epsilon_j^\pm = -1 \) otherwise. In other words, \( \epsilon_0^+ = -1, \epsilon_1^+ = 1, \epsilon_1^- = 1, \epsilon_2^- = 1. \)
Moreover, as \( N \to \infty \) and \( t_0 \in (0, \pi) \) is either fixed or tends to 0 in such a way that \( N t_0 \to \infty \), we have

\[
E_N^{(1)}(t_0; 0) = 2\pi e^{\frac{1}{2} \lambda^{\prime} (1)} \left( \frac{\cos \frac{t_0}{2}}{1 + \sin \frac{t_0}{2}} \right)^{\frac{1}{2}} \left( \frac{\cos \frac{t_0}{2}}{N \sin \frac{t_0}{2}} \right)^{\frac{1}{2}} (1 + o(1)),
\]

\[
E_N^{(4)}(t_0; 0) = 2^{-\frac{4}{\pi}} e^{\frac{1}{2} \lambda^{\prime} (1)} \left( \frac{1 + \sin \frac{t_0}{2}}{\cos \frac{t_0}{2}} \right)^{N} \left( \frac{\cos \frac{t_0}{2}}{N \sin \frac{t_0}{2}} \right)^{\frac{1}{2}} (1 + o(1)).
\]

**Remark 2.7.** We can compare these results with the corresponding result in the CUE, which reads

\[
E_N^{(2)}(t_0; 0) = 2\pi e^{\frac{1}{2} \lambda^{\prime} (1)} \left( \frac{\cos \frac{t_0}{2}}{N \sin \frac{t_0}{2}} \right)^{\frac{1}{2}} (1 + o(1)).
\]

To compute asymptotics for the right hand sides of (2.21) in the case where \( s > 0 \) is fixed, we can apply Theorem 2.1 and [20]. Through (2.21), this yields asymptotics for the generating functions/gap probabilities in the thinned COE and thinned CSE, which we prove in Section 6.2.

**Corollary 2.8.** As \( \tilde{n} = n + \frac{t_0}{2} \to \infty \), with \( t_0 \in (0, \pi) \) fixed or such that \( N t_0 \to \infty \), and with \( e_j^\pm \) as above,

\[
E_n^{(j, \pm)}(t_0; s) = s^{-\frac{1}{2} + \frac{j}{2}} \left[ G \left( 1 + \frac{\log s}{2 \pi i} \right) \right]^2 (4\tilde{n} \sin t_0) \frac{\log^2 s}{\pi^2} s \frac{N \tilde{n}_0}{\tilde{n}} (1 + o(1)).
\]

Moreover, as \( N \to +\infty \) with \( t_0 \in (0, \pi) \) fixed or such that \( N t_0 \to \infty \), we have

\[
E_N^{(1)}(t_0; s) = \frac{2s^{\frac{j}{2}}}{1 + s} \left| G \left( 1 + \frac{\log s}{\pi i} \right) \right|^2 (2N \sin t_0) \frac{\log^2 s}{\pi^2} s \frac{N t_0}{t_0} (1 + o(1)),
\]

\[
E_N^{(4)}(t_0; s) = \frac{1 + s^{\frac{j}{2}}}{2s^{\frac{j}{2}}} \left| G \left( 1 + \frac{\log s}{\pi i} \right) \right|^2 (4N \sin t_0) \frac{\log^2 s}{\pi^2} s \frac{N t_0}{t_0} (1 + o(1)).
\]

**Remark 2.9.** The above results should be compared to the CUE analogue

\[
E_N^{(2)}(t_0; s) = \left| G \left( 1 + \frac{\log s}{2 \pi i} \right) \right|^4 (2N \sin t_0) \frac{\log^2 s}{\pi^2} s \frac{N t_0}{t_0} (1 + o(1)).
\]

Finally we can use Theorem 2.2 to obtain weak uniform asymptotics for the generating functions when \( s > 0 \), see Section 6.2 for the proof of this result.

**Corollary 2.10.** Uniformly for \( t_0 \in [0, \pi] \), \( s \) in compact sets of \( (0, +\infty) \), as \( n \to \infty \):

\[
E_n^{(j, \pm)}(t_0; s) = (n \sin t_0 + 1) \frac{\log^2 s}{\pi^2} s \frac{N t_0}{t_0} e^{O(1)},
\]

hence for \( \beta = 1, 4 \), as \( N \to \infty \),

\[
E_N^{(j, \pm)}(t_0; s) = (N \sin t_0 + 1) \frac{\log^2 s}{\pi^2} s \frac{N t_0}{t_0} e^{O(1)}.
\]

**Remark 2.11.** The above result also holds for \( \beta = 2 \), see [20] for an expression of the multiplicative constant.
The previous corollary allows us to derive global rigidity estimates for the ordered eigenangles $0 < \theta_1 \leq \ldots \leq \theta_n < \pi$ in the orthogonal ensembles $O_{2n}^+, O_{2n+2}^-, O_{2n+1}^\pm$. Given the joint probability distribution of the eigenvalues (1.1) which implies that the eigenvalues repell each other, we can expect that in a typical situation, the eigenangles are distributed in a rather regular way, in other words we can expect that $\theta_j$ will typically lie not too far from the deterministic value $j\pi/n$. We can also expect that the counting function $N(0,t)$, counting the number of eigenangles in $(0,t)$ for $t \leq \pi$, will behave to leading order typically like $nt\pi$. We prove the following in Section 6.3.

**Theorem 2.12.** In the ensembles $O_{2n}^+, O_{2n+2}^-, O_{2n+1}^\pm$, we have for any $\epsilon > 0$

$$\lim_{n \to +\infty} P\left( \max_{k=1,\ldots,n} \left| \theta_k - \pi k/n \right| < (1 + \epsilon) \frac{\log n}{n} \right) = 1,$$

and

$$\lim_{n \to +\infty} P\left( \sup_{t \in (0,\pi)} \left| N(0,t) - nt\pi \right| < \left( \frac{1}{\pi} + \epsilon \right) \log n \right) = 1.$$

**Remark 2.13.** These results should be compared to concentration inequalities in [37, Section 5.4], which yield probabilistic bounds for $|N(0,t) - nt\pi|$ rather than for its supremum, and to global rigidity results in the $C^2$ case [2, 16, 35] (see in particular Corollary 1.3 of [35]) and the sine $\beta$ process [30]. The method that we use to prove this result is based on a bound for the first exponential moment of the eigenvalue counting function, and this does not allow to get a complementary lower bound for the maximum and supremum. The question of sharpness of the upper bound is closely related to the theory of Gaussian multiplicative chaos, see e.g. [2, 12, 39] in general and [27] in this specific situation.

### 2.4 Possible generalizations

Apart from the positive symbols with Fisher-Hartwig singularities and the symbols with a gap or emerging gap, there are other types of symbols for which Toeplitz determinant asymptotics are known, and for which one could use Proposition 1.1 in order to generalize them to the orthogonal ensembles. One could for instance consider complex-valued symbols or non-analytic symbols with Fisher-Hartwig singularities and apply the results from [21]. Another example consists of a situation where a symbol is smooth but depends on $n$ and develops a Fisher-Hartwig singularity in the limit $n \to \infty$, as considered in [19]. In this case, like in the case $m = 1$ of Theorem 2.2, it is also possible to evaluate the multiplicative constant in the asymptotic expansion in terms of solutions to the Painlevé V equation. Yet another example consists of symbols with a gap, but with an additional Fisher-Hartwig singularity inside the gap, as considered in [43]. This situation is related to a system of coupled Painlevé V equations.

In principle, the results from Theorem 2.2 can also be applied to derive asymptotics for moments of moments of characteristic polynomials in the orthogonal ensembles, which can be written as multiple integrals of the multiplicative averages we are considering in Theorem 2.2, in the special case where all $\beta_j$’s vanish and where all $\alpha_j$’s are equal. The moments of moments are of interest because they reveal some of the statistics of the extrema of characteristic polynomials. In the case of the unitary group, their asymptotics were conjectured in [29] and later proved in [20] in the case of two singularities, and in [24] in general. Both for unitary and orthogonal ensembles, these moments of moments have been evaluated exactly in terms of symmetric functions in [5, 3] for $\alpha_j$ integer. It would be interesting to see if Theorem 2.2 can be used to generalize the asymptotics to any $\alpha_j \geq 0$. 
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3 Proof of Proposition 1.1

Given a real-valued integrable function $f$ on the unit circle, define the symbol $g(e^{it}) = f(e^{it})f(e^{-it})$, symmetric with respect to complex conjugation of the variable, and define its Fourier coefficients as in (1.7). It is known that the averages (1.2) can be written as determinants of Toeplitz+Hankel matrices. More precisely, we have (see e.g. [4, theorem 2.2], [28, p212], or [32]) for all $n \in \mathbb{N},$

$$\text{det}(g_{j-k} + g_{j+k})_{j,k=0}^{n-1},$$

$$\text{det}(g_{j-k} - g_{j+k+2})_{j,k=0}^{n-1},$$

$$\text{det}(g_{j-k} \mp gj_{k+1})_{j,k=0}^{n-1}.$$  \hfill (3.1)

Moreover, there exist identities expressing products of two such Toeplitz+Hankel determinants as a Toeplitz determinant (see e.g. [41], [4, Corollary 2.4], or [28, p211])

$$\text{det}(g_{j-k})_{j,k=0}^{2n-1} = \text{det}(g_{j-k} - g_{j+k+1})_{j,k=0}^{n-1} \text{det}(g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1},$$

$$\text{det}(g_{j-k})_{j,k=0}^{2n+1} = \pm \text{det}(g_{j-k} \mp gj_{k+1})_{j,k=0}^{n} \text{det}(g_{j-k} - g_{j+k+2})_{j,k=0}^{n-1}.$$ \hfill (3.2)

We would like to invert such factorizations, and write a single Toeplitz+Hankel determinant in terms of a Toeplitz determinant. To that end, we need in addition analogues of the above identities, but with slightly different products of Toeplitz+Hankel determinants at the right. As above, let $\Phi_N$ be the degree $N$ monic orthogonal polynomial associated with the symbol $g$.

**Proposition 3.1.**

$$\Phi_{2n}(\pm 1) \text{det}(g_{j-k})_{j,k=0}^{2n-1} = \text{det}(g_{j-k} - g_{j+k+1})_{j,k=0}^{n-1} \text{det}(g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1},$$

$$\Phi_{2n+1}(\pm 1) \text{det}(g_{j-k})_{j,k=0}^{2n+1} = \pm \text{det}(g_{j-k} \mp gj_{k+1})_{j,k=0}^{n} \text{det}(g_{j-k} - g_{j+k+2})_{j,k=0}^{n-1}.$$ \hfill (3.3)

**Proof.** The representation of the monic orthogonal polynomials in terms of the determinant (1.9) yields

$$\Phi_N(\pm 1) \text{det}(g_{j-k})_{j,k=0}^{N-1} = \text{det}(g_{j-k} \mid (\pm 1)^{j})_{j,k=0}^{N-1}.$$

Setting $N = 2n$ and subtracting the $(2n - j)$-th row from the $j$-th row of the matrix at the right hand side for $j = 0, \ldots, n - 1$, we obtain

$$\Phi_{2n}(\pm 1) \text{det}(g_{j-k})_{j,k=0}^{2n-1} = \text{det}\left(\begin{array}{c}
g_{j-k} - g_{2n-j-k} \\
\text{det}(g_{j-k} - g_{j+k+2})_{j,k=0}^{n-1} \\
\text{det}(g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1} \\
(\pm 1)^{j} \\
\end{array}\right).$$

Then, adding the $(2n - k)$-th column to the $k$-th column for $k = n, \ldots, 2n - 1$ and dividing by two to take into account the case $k = n$, we get (by being symmetric, we have $g_m = g_{-m}$)

$$\Phi_{2n}(\pm 1) \text{det}(g_{j-k})_{j,k=0}^{2n-1} = \frac{1}{2} \text{det}\left(\begin{array}{c}
g_{j-k} - g_{2n-j-k} \\
\text{det}(g_{j-k} - g_{j+k+2})_{j,k=0}^{n-1} \\
\text{det}(g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1} \\
(\pm 1)^{j} \\
\end{array}\right).$$

This yields

$$\Phi_{2n}(\pm 1) \text{det}(g_{j-k})_{j,k=0}^{2n-1} = \frac{1}{2} \text{det}(g_{j-k} - g_{j+k+2})_{j,k=0}^{n-1} \text{det}(g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1}.$$\hfill (3.3)

Adding or subtracting the $(j + 1)$-th row from the $j$-th for $j = 0, \ldots, n - 1$, and then expanding with respect to the last column, we end up with

$$\text{det}(g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1} = \text{det}(g_{j-k} + g_{j+k} \mp (g_{j-k+1} + g_{j+k+1}))_{j,k=0}^{n-1}.$$
For the first identity in (3.3), it remains to prove that the second determinant at the right hand side in the above formula is equal to \( \det((g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1}) = \frac{1}{2} \det((g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1}) \). To see this, it suffices in the latter matrix to subtract or add the \((k-1)\)-th column from the \(k\)-th for \(k = 1, \ldots, n-1\), and to multiply the first column by 2. This indeed gives
\[
\det((g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1}) = \frac{1}{2} \det((g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1}),
\]
thus proving the first identity. For the second, one proceeds similarly by subtracting or adding the \((2n+1-j)\)-th row from the \(j\)-th for \(j = 0, \ldots, n\), and then adding or subtracting the \((2n+1-k)\)-th column from the \(k\)-th for \(k = n+1, \ldots, 2n\), leading to
\[
\Phi_{2n+1}(\pm 1) \det((g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1}) = \det((g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1} ((\pm 1)^{n+1}+j)_{j=0}^{n}).
\]
As before, subtracting or adding the next row to each row except the last one, and then expanding with respect to the last column, we get
\[
\det((g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1} ((\pm 1)^{n+1}+j)_{j=0}^{n}) = \pm \det((g_{j-k} + g_{j+k+1} + g_{j-k+1} + g_{j+k+2})_{j,k=0}^{n-1}).
\]
Also similarly as before, we have
\[
\det((g_{j-k} - g_{j+k+2})_{j,k=0}^{n-1}) = \det((g_{j-k} - g_{j+k+2} + g_{j-k+1} - g_{j+k+1})_{j,k=0}^{n-1}),
\]
and the two above equations allow us to conclude the proof.

We can now combine the factorizations (3.2) and (3.3) to obtain
\[
\begin{align*}
\left(\frac{1}{2} \det((g_{j-k} + g_{j+k})_{j,k=0}^{n-1})\right)^2 &= \frac{1}{\Phi_{2n-1}(1)\Phi_{2n-1}(1)} \det((g_{j-k})_{j,k=0}^{2n-1}), \\
\left(\det((g_{j-k} - g_{j+k+2})_{j,k=0}^{n-1})\right)^2 &= \Phi_{2n}(1)\Phi_{2n}(1) \det((g_{j-k})_{j,k=0}^{2n-1}), \\
\left(\det((g_{j-k} + g_{j+k+1})_{j,k=0}^{n-1})\right)^2 &= \frac{\Phi_{2n}(1)}{\Phi_{2n}(1)} \det((g_{j-k})_{j,k=0}^{2n-1}).
\end{align*}
\tag{3.4}
\]
To prove Theorem 1.1, it then suffices to use (3.1) and to note that since \(g\) is non-negative, the zeros of the orthogonal polynomials are symmetric with respect to the real line and lie inside the unit disk, hence the right hand sides of (3.4) are positive.

4 Symbols with Fisher-Hartwig singularities

In this section, we let, as in Theorem 2.1 and Theorem 2.2, \(V\) be an analytic function in a neighborhood of the unit circle, real-valued on the unit circle and such that \(V(e^{i\theta}) = V(e^{-i\theta})\), with Fourier coefficients \(V_k = V_{-k} \in \mathbb{R}\), and we let \(m \in \mathbb{N}\), \(0 < t_1 < \ldots < t_m < \pi\), and for any \(j = 1, \ldots, m\), \(\alpha_j \geq 0\) and \(\beta_j \in \mathbb{R}\). Then we let \(g\) be of the form (2.1). This is a positive symbol with \(2m + 2\) Fisher-Hartwig singularities \(e^{\pm i\theta_j}\) and \(\pm 1\).

In order to prove Theorem 2.1 and Theorem 2.2, by Proposition 1.1, we need to obtain asymptotics for the orthogonal polynomials \(\Phi_N(\pm 1)\), with \(N = 2m\) and \(N = 2n - 1\).
4.1 Asymptotics for $\Phi_N(\pm 1)$

The large $N$ asymptotics for $\Phi_N(\pm 1)$ are not readily available in the literature, but can be computed using the RH analysis from [24], which was inspired by the analysis of [21]. Both those RH methods are based on an asymptotic analysis of the function

$$Y(z) = \left( \frac{\Phi_N(z)}{-\chi_{N-1}^2z^{N-1}\Phi_{N-1}(z^{-1})} \right) \frac{1}{2\pi i} \int_\Gamma \frac{\Phi_N(z)\phi(z) \, dz}{\chi_N(z)} \left( \frac{1}{z} - \frac{\Phi_N(z)\phi(z) \, dz}{\lambda_N(z)} \right), \quad (4.1)$$

where $\chi_{N-1}^2 = \frac{1}{2\pi i} \int_0^{2\pi} |\Phi_{N-1}(e^{it})|^2 g(e^{it}) \, dt$ and $C$ is the unit circle. This is the standard solution of the following RH problem for orthogonal polynomials on the unit circle [26].

**RH problem for $Y$**

(a) $Y$ is analytic in $C \setminus C$, where the unit circle $C$ is oriented counterclockwise.

(b) $Y$ has continuous boundary values $Y_{\pm}$ as $z \in C \setminus \{\pm 1, e^{\pm i\ell_1}, \ldots, e^{\pm i\ell_m}\}$ is approached from inside $(+)$ or outside $(-)$ the unit circle, and they are related by $Y_+(z) = Y_-(z) \left( 1 \begin{pmatrix} 0 & z^{-N}g(z) \end{pmatrix} 1 \right)$.

(c) $Y(z) = (I + O(z^{-1}))z^{N\sigma_3}$ as $z \to \infty$, where $\sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$.

If one imposes moreover suitable conditions near the points $\pm 1, e^{\pm i\ell_j}$, the solution to the above RH problem is unique, and one can derive asymptotics for it as $N \to \infty$ using the Deift/Zhou steepest descent method [22].

In the following result, we restrict ourselves to symbols $g$ of the form (1.3) with $\alpha_0 = \alpha_{m+1} = 0$, i.e. the case where there are no Fisher-Hartwig singularities at the points $\pm 1$, in the region needed for Theorem 2.1.

**Proposition 4.1.** Let $g$ be of the form (2.1) with $\alpha_0 = \alpha_{m+1} = 0$. Define $u_+ = t_1$ and $u_- = \pi - t_m$. We have

$$\Phi_N(1) = e^{\frac{i}{2}(V_0-V(1))} \prod_{j=1}^m \left( 2 \sin \frac{t_j}{2} \right)^{-2\alpha_j} e^{it_j\beta_j} e^{-i\pi\beta_j} \left( 1 + O \left( \frac{1}{Nu_+} \right) \right)$$

$$\Phi_N(-1) = (-1)^N e^{\frac{i}{2}(V_0-V(-1))} \prod_{j=1}^m \left( 2 \sin \frac{t_j}{2} \right)^{-2\alpha_j} e^{it_j\beta_j} e^{-i\pi\beta_j} \left( 1 + O \left( \frac{1}{Nu_-} \right) \right) \quad (4.2)$$

as $N \to \infty$, uniformly over the region $M/N < t_1 < \ldots < t_m < \pi - M/N$ with $M > 0$ sufficiently large, and uniformly for $\alpha_j$ and $\beta_j$ in compact subsets of $[0, +\infty)$ and $i\mathbb{R}$ respectively.

**Proof.** The analysis in [24] is based on partitioning the $2m$ singularities $e^{\pm i\ell_j}$ in different clusters. To do this, let us define for any $0 < M_1 < M_2$ the clustering condition $(M_1, M_2, N)$ as follows. We say that clustering condition $(M_1, M_2, N)$ is satisfied if the set $A = \{t_1, \ldots, t_m, -t_1, \ldots, -t_m\}$ can be partitioned into $\ell \leq 2m$ clusters $A_1, \ldots, A_\ell$ such that the following holds:

(a) for any two values $x, y \in A$ belonging to the same cluster $A_k$, we have $|x - y| \leq M_1/N$ or $|x - y - 2\pi| \leq M_1/N$, which means that singularities corresponding to the same cluster approach each other fast enough as $N \to \infty,$
(b) for any two values \( x, y \in A \) belonging to a different cluster, we have \( |x - y| > M_2/N \) and \( |x - y| - 2\pi > M_2/N \), which means that singularities corresponding to different clusters do not approach each other too fast as \( N \to \infty \).

Note that any clustering condition is trivially satisfied if \( m = 0 \). Observe also that different values of \( M_1 \) may lead to a different number of clusters \( \ell \). Indeed, one cluster corresponding to a bigger value of \( M_1 \) may consist of the union of several clusters corresponding to a smaller value of \( M_1 \). Given \( M_1 > 0 \), partition the \( \pm t_j \)'s in \( \ell = \ell(M_1) \) clusters \( A_j \) as above, and define

\[
\mu(M_1, M_2, N) := \min_{x \in A_k, y \in A_j, j \neq k} |x - y|,
\]

i.e., \( \mu(M_1, M_2, N) \) is the minimal distance between arguments belonging to different clusters. Next, define arguments \( \hat{t}_1, \ldots, \hat{t}_\ell \), also depending on \( M_1 \) and \( N \), where \( \hat{t}_j \) is the average of the arguments \( t_k \) belonging to the cluster \( A_j \). Under the clustering condition \( (M_1, M_2, N) \) and if in addition \( M > M_2/2 \) and \( M_2 \geq 3M_1 \), we have

\[
\frac{3M_1}{N} \leq \frac{M_2}{N} \leq \mu(M_1, M_2, N) \leq 2u_\pm.
\]

The RH analysis in [24] (which is inspired by the one from [21]) consists of explicit transformations

\[ Y \mapsto T \mapsto S \mapsto R, \]

where \( Y \) is given by (4.1), such that in particular we have \( Y_{11}(z) = \Phi_N(z) \). The transformations \( Y \mapsto T \) and \( T \mapsto S \) are similar as in [21] and are fairly standard; the transformation \( S \mapsto R \) consists of constructing local parametrices \( P \) in disks \( U_j \) of radius \( \mu(M_1, M_2, N)/3 \) around each of the points \( e^{i\hat{t}_j} \) for \( j = 1, \ldots, \ell \), and a global parametrix \( P^\infty \) elsewhere in the complex plane. By (4.4), every singularity \( e^{\pm i\theta_k} \) is contained in one of the disjoint disks \( U_j \), and the points \( \pm 1 \) are not contained in such a disk. Therefore, we do not need the precise form of the local parametrices.

Let us list more details about each of these transformations.

**Step 1.** Define

\[
T(z) = \begin{cases} Y(z), & |z| < 1, \\ Y(z)z^{-N\sigma}, & |z| > 1. \end{cases}
\]

**Step 2.** Define

\[
S(z) = \begin{cases} T(z) \begin{pmatrix} 1 & 0 \\ z^{-N}g(z)^{-1} & 1 \end{pmatrix}, & \text{when } z \text{ inside the lenses and outside the unit disc}, \\ T(z) \begin{pmatrix} 1 & 0 \\ -z^Ng(z)^{-1} & 1 \end{pmatrix}, & \text{when } z \text{ inside the lenses and inside the unit disc}, \\ T(z), & \text{when } z \text{ outside the lenses}, \end{cases}
\]

where \( g \) is the analytic extension of \( g \) defined in (2.1) to the interior parts of the lenses, see Figure 1 for the shape of the lenses and [21, Section 4] or [24, Section 6] for an explicit expression of this analytic continuation.

**Step 3.** Define

\[
R(z) = \begin{cases} S(z)P^\infty(z)^{-1}, & z \in \mathbb{C} \setminus (\bigcup_j U_j) \\ S(z)P_j(z)^{-1}, & z \in U_j. \end{cases}
\]

Here \( P^\infty \) is the global parametrix and \( P_j \)'s are local parametrices. We will not need their general expressions, but we will need the value of the global parametrix evaluated at \( z = \pm 1 \), which is defined in (4.6) below.
Figure 1: Opening of lenses in the case of 4 singularities $z_1, \overline{z}_1, z_2, \overline{z}_2$ partitioned into four clusters.

For $z \to 1_+$ or $z \to -1_-$, the transformations $Y \mapsto T \mapsto S \mapsto R$ imply (see [24, formulas (70), (75), (78), (83)])

$$Y_{11}(\pm 1) = T_{11}(\pm 1_\pm)(\pm 1_\pm)^N = (\pm 1_\pm)^N S_{11}(\pm 1_\pm) - f(\pm 1_\pm)^{-1} S_{12}(\pm 1_\pm) = (\pm 1_\pm)^N (RP^{\infty})_{11}(\pm 1_\pm) - f(\pm 1)^{-1} (RP^{\infty})_{12}(\pm 1_\pm), \quad (4.5)$$

where (see [24, formulas (79) and (72)])

$$P_\infty(\pm 1_\pm) = e^{-\sum_{k=-\infty}^{-1} v_k(\pm 1_\pm)^{m} \prod_{j=1}^{m} (1 \mp e^{i\delta_j})^{(\beta_j - \alpha_j) \sigma_3} (1 \mp e^{-i\delta_j})^{(-\beta_j - \alpha_j) \sigma_3}}, \quad (4.6)$$

with the principal branch of the roots.

The final conclusion of the RH analysis in [24] is the following: for any $M_1 > 0$, then for large enough $M_2 > 0$, we have $R(z) = I + O\left(\frac{1}{N \mu(M_1, M_2, N)}\right)$, uniformly in $z$ as $N \to \infty$, and uniformly under clustering condition $(M_1, M_2, N)$. Let us now choose any value of $M_1 > 0$, and let $M_2 \geq 3M_1$ be a constant induced by the above statement, i.e. let $M_2 = M_2(M_1)$ be such that $R(z) = I + O\left(\frac{1}{N \mu(M_1, M_2, N)}\right)$, uniformly in $z$ as $N \to \infty$ under clustering condition $(M_1, M_2, N)$.

Next, we iterate by defining $M_3 = M_3(M_2) \geq 3M_2$ as some value such that (noting that $\mu(M_2, N) \geq \mu(M_1, N)$)

$$R(z) = I + O\left(\frac{1}{N \mu(M_2, M_3, N)}\right) = I + O\left(\frac{1}{N \mu(M_1, M_2, N)}\right),$$

uniformly in $z$ and under clustering condition $(M_2, M_3, N)$ as $N \to \infty$. We iterate this procedure, which allows us to conclude that $R(z) = I + O\left(\frac{1}{N \mu(M_1, M_2, N)}\right)$ uniformly as $N \to \infty$ under the $m$ disjoint clustering conditions

$$(M_1, M_2, N), (M_2, M_3, N), \ldots, (M_m, M_{m+1}),$$
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for some increasing sequence \( M_1 < \ldots < M_{m+1} \).

We now take \( M > M_{m+1}/2 \) and claim that for any configuration of \( t_j \)'s such that \( M/N < t_1 < \ldots < t_m < \pi - M/N \) and for sufficiently large \( N \), at least one of the \( m \) above clustering conditions hold. By contraposition, if this were false, there would be for any \( k = 1, \ldots, m \) a different value \( j_k \in \{1, \ldots, m-1\} \) such that

\[
M_k/N \leq t_{j_k+1} - t_{j_k} < M_{k+1}/N,
\]

since \( t_0, \pi - t_m \geq M_{m+1}/(2N) \). This yields a contradiction by the pigeonhole principle. We can conclude that we have the uniform bound \( R(z) = I + O \left( \frac{1}{N \mu(M_1, M_2, N)} \right) \) as \( N \to \infty \), where we recall that the constant \( M_1 > 0 \) was arbitrary, but its value has an influence on how large \( M \) needs to be.

This estimate is weaker than the one needed for \((4.2)\), but we know in addition from [24, formulas (84)–(85), (86), and (89)] that

\[
\| R(z) - I \| \leq \frac{1}{2\pi} \left| \int_{\gamma} R_{-}(s)(\Delta(s) - I) dz \right|,
\]

where \( \Delta(s) \) is a matrix-valued function (the jump matrix), and \( \gamma \) is the jump contour consisting of the circles \( \partial U_1, \ldots, \partial U_m \), and \( 2\epsilon \) arcs connecting neighboring circles by one arc inside and one arc outside the unit circle. On \( \partial U_\epsilon \), we have the uniform bound \( \Delta(s) - I = O(\frac{1}{N^{\mu(M_1, M_2, N)})} \) as \( N \to \infty \), on the arcs inside (+) or outside (−) we have \( \Delta(s) - I = O(|s|^{\pm N}) \) as \( N \to \infty \). Substituting this in \((4.7)\) and setting \( z = \pm 1 \), we obtain after straightforward estimates the uniform bound

\[
\| R(\pm 1) - I \| = O \left( \frac{1}{N u_{\pm}} \right), \quad N \to \infty.
\]

Finally, after all these preparations, the result \((4.2)\) follows upon substituting the asymptotics for \( R(\pm 1) \) and \((4.6)\) in \((4.5)\). \(\square\)

We will now extend the above result to \( \alpha_0, \alpha_{m+1} > 0 \) in \((2.1)\).

**Proposition 4.2.** Writing \( u_+ = t_1 \) and \( u_- = \pi - t_m \), we have

\[
\Phi_N(1) = e^{\frac{1}{2} (V_{0} \pm V_{1})} \frac{\sqrt{\pi} \alpha_0}{2^{2\alpha_0 + \alpha_{m+1}} \Gamma(\alpha_0 + \frac{1}{2})} \prod_{j=1}^{m} \left( 2 \sin \frac{t_j}{2} \right)^{-2\alpha_j} e^{i\beta_j} e^{-i\alpha_j} \left( 1 + O \left( \frac{1}{N u_+} \right) \right),
\]

\[
\Phi_N(-1) = (-1)^N e^{\frac{1}{2} (V_{0} \mp V_{1})} \frac{\sqrt{\pi} \alpha_{m+1}}{2^{2\alpha_{m+1} + \alpha_0} \Gamma(\alpha_{m+1} + \frac{1}{2})} \prod_{j=1}^{m} \left( 2 \cos \frac{t_j}{2} \right)^{-2\alpha_j} e^{i\beta_j} \left( 1 + O \left( \frac{1}{N u_-} \right) \right),
\]

as \( N \to \infty \), uniformly over the region \( M/N < t_1 < \ldots < t_m < \pi - M/N \) with \( M > 0 \) sufficiently large, and uniformly for \( \alpha_j \) and \( \beta_j \) in compact subsets of \([0, +\infty)\) and \( \mathbb{R} \), respectively.

**Proof.** We again follow the RH analysis from [24] to prove this, the main difference with the proof of Proposition 4.1 being that the RH solution at the points \( \pm 1 \) is now approximated in terms of a local parametrix instead of the global parametrix.

Let \( \mathcal{U}_{\pm} \) be a disk with radius \( \frac{u_{\pm}}{1} \), centered at \( \pm 1 \). The RH analysis from [24] requires to construct a local parametrix in \( \mathcal{U}_{\pm} \). We now have, because of the explicit transformations \( Y \to T \to S \to R \) in [24], the identities

\[
Y_{11}(\pm 1) = T_{11}(\pm 1_{\pm})(\pm 1_{\pm})^N = (\pm 1_{\pm})^N S_{11}(\pm 1_{\pm}) - g(\pm 1_{\pm})^{-1} S_{12}(\pm 1_{\pm})
\]

\[
= (\pm 1_{\pm})^N (RP_{\pm})_{11}(\pm 1_{\pm}) - g(\pm 1)^{-1} (RP_{\pm})_{12}(\pm 1_{\pm}),
\]

\(17\)
where \( g(\pm 1) \) is the boundary value of \( g \) when coming from the region inside the lenses in the upper half plane, where \( P^\pm \) is the local parametrix defined in \( U_\pm \), and where \( R \) is uniformly close to \( I \) as \( N \to \infty \). In order to obtain large \( N \) asymptotics for \( \Psi_N(\pm 1) \), we need to substitute the exact formula for \( P^\pm \) and the large \( N \) asymptotics for \( R \). These computations have been done in [21, Section 7] (see in particular equations (7.23)-(7.26) in that paper, and note the different notations \( \beta_j \mapsto -\beta_j \) and \( \alpha_0 \mapsto 2\alpha_0 + \frac{1}{2} \), \( \alpha_{m+1} \mapsto 2\alpha_{r+1} + \frac{1}{2} \)), for the convenience of the reader we sketch these computations here, restricting ourselves to the situation in \( U_+ \), as the case \( U_- \) is similar, and also restricting ourselves for simplicity to \( \alpha_0 \notin \mathbb{Z} \). The local parametrix \( P^+ \) then takes the form

\[
P^+(z) = E(z)\Psi(\zeta(z))g(z)^{-\frac{\pi}{k}}z^{-N\sigma_3/2}, \tag{4.10}
\]

where \( \zeta(z) = N \log z \), where \( \Psi(\zeta) \) is the solution to a model RH problem (depending on \( \alpha_0 \), see [21, Section 4.1]) whose solution can be constructed out of confluent hypergeometric functions which in the case \( \beta_0 = 0 \) at hand degenerate to Bessel functions, and where \( E \) is a function analytic at \( \pm 1 \). \( E(z) \) and \( \Psi(\zeta) \) can be found explicitly in formulas (4.25), (4.32) and (4.50) of [21]. We have

\[
E(z) = P^\infty(z)g(z)^{-\frac{\pi}{k}}z^{N\sigma_3/2}\left(\begin{array}{c} 0 \\ e^{2\pi i\sigma_3} \end{array}\right),
\]

where \( P^\infty \) behaves close to 1, outside the unit circle, in the following way (see [24, formulas (79) and (72)):

\[
P^\infty(z) \sim 2^{-\alpha_{m+1}}(z - 1)^{-\alpha_0 \sigma_3}e^{-\sum_{k=-\infty}^{m} V_k \sigma_3 \sum_{j=1}^{m} (1 - e^{it_j})(\beta_j - \alpha_j)\sigma_3} \tag{4.11}
\]

as \( z \to 1 \) from outside the unit circle, where all the roots correspond to arguments in \( (-\pi, \pi) \).

After a straightforward calculation we obtain, for \( z \in U_+ \) in the region outside the unit circle and outside the lens,

\[
Y_{11}(z) = z^N(RP_1)_{11}(z) - g(z)^{-1}(RP_1)_{12}(z) = z^N P^\infty_{11}(z) e^{2\pi i\sigma_3} \left( \Psi_{22}(\zeta(z)) + e^{2\pi i\sigma_3} \Psi_{21}(\zeta(z)) \right) \left( 1 + O\left( \frac{1}{Nu_+} \right) \right)
\]

as \( N \to \infty \), where \( \Psi_{21}(\zeta) \) and \( \Psi_{22}(\zeta) \) are entries of \( \Psi(\zeta) \) in a certain sector of the complex plane, given by

\[
\Psi_{21}(\zeta) = -\zeta^{-\alpha_0}e^{-3\pi i\alpha_0}e^{-\zeta/2}\psi(1 - \alpha_0, 1 - 2\alpha_0, \zeta) \frac{\Gamma(1 + \alpha_0)}{\Gamma(\alpha_0)}
\]

and

\[
\Psi_{22}(\zeta) = \zeta^{-\alpha_0}e^{-\pi i\alpha_0}e^{\zeta/2}\psi(-\alpha_0, 1 - 2\alpha_0, e^{-\pi i} \zeta),
\]

where \( \psi(a,c;z) \) is the confluent hypergeometric function of the second kind with in the case where \( \alpha_0 \notin \mathbb{Z} \), the standard expansion of \( \psi(a,c;z) \) as \( z \to 0 \),

\[
\psi(a,c;z) = \frac{\Gamma(1 - c)}{\Gamma(1 + a - c)}(1 + O(z)) + \frac{\Gamma(c - 1)}{\Gamma(a)}z^{1-c}(1 + O(z)).
\]

Substituting these asymptotics, we obtain after a straightforward computation

\[
Y_{11}(z) = z^N P^\infty_{11}(z)e^{\pi i\sigma_3} \zeta(\zeta(z))\frac{\Gamma(2\alpha_0)}{\Gamma(\alpha_0)} \left( e^{\zeta(\zeta(z))/2}e^{-2\pi i\alpha_0} + e^{-\zeta(\zeta(z))/2} \right) \left( 1 + O\left( \frac{1}{Nu_+} \right) \right).
\]
Substituting the above asymptotics for $P^\infty$ and $\zeta(z) = N \log z$, we obtain

$$\Phi_N(1) = e^{\frac{1}{2}(V_0 - V(1))} N^{\alpha_0} \prod_{j=1}^m (2 \sin \frac{t_j}{2})^{-2\alpha_j} e^{i(\beta_j - \pi\beta_j \cos \frac{\pi}{2})} e^{-\frac{N}{g_{m+1}} \Gamma(-\alpha_0) \left(1 + O \left(\frac{1}{Nu} \right)\right)}$$

(4.12)

as $N \to \infty$. Using the reflection formula and the doubling formula for the Gamma function, as well as the relation $\Gamma(1 + z) = z\Gamma(z)$, we obtain the statement of the proposition. The other cases, namely the asymptotics for $\Phi_N(1)$ for $\alpha_0 \in \mathbb{Z}$ and the asymptotics for $\Phi_N(-1)$ can be obtained in a similar way, we refer the reader to [21, Section 7] for details.

![Figure 2: Opening of lenses in the case of 4 singularities $z_1, \overline{z_1}, z_2, \overline{z_2}$ partitioned into three clusters.](image)

**Proposition 4.3.** We have

$$\Phi_N(1) = \prod_{j=1}^m \left(\sin \frac{t_j}{2} + \frac{1}{n}\right)^{-2\alpha_j} e^{O(1)},$$

$$\Phi_N(-1) = \prod_{j=1}^m \left(\cos \frac{t_j}{2} + \frac{1}{n}\right)^{-2\alpha_j} e^{O(1)},$$

(4.13)

as $N \to \infty$, uniformly over the entire region $0 < t_1 < \ldots < t_m < \pi$, and uniformly for $\alpha_j$ and $\beta_j$ in compact subsets of $[0, +\infty)$ and $i\mathbb{R}$ respectively.

**Proof.** We again follow the RH analysis from [24] to prove this. We restrict to the computation of $\Phi_N(+1)$, as the computation of $\Phi_N(-1)$ is similar, or can be derived from $\log \Phi_N(+1)$ after transforming the symbol by a rotation. Also, we can restrict to the case $t_1 \leq M/N$ for some large $M > 0$, since the case $t_1 > M/N$ was handled in Proposition 4.1 and this implies the weaker result (4.2).
Let us take $M_1 > 2M$, such that $2t_1 \leq M_1/N$, and define the clusters $A_1, \ldots, A_k$, depending on $M_1$ and on $N$, as before. The points $\pm t_1$ will then belong to the same cluster, which we label as $A_1$. By restricting to a subsequence of the positive integers $N$, we can assume that the numbers of points in each cluster are independent of $N$. We write $2\mu_1$ for the number of points in $A_1$, such that $A_1 = \{e^{\pm i\alpha_j}\}_{j=1}^{\mu_1}$, and we observe that the average of the points in $A_1$ is equal to $\bar{t}_1 = 0$. Next, we write $U_1$ for the disk with radius $\mu(M_1, M_2, N)/3$ centered at 1, with $\mu(M_1, M_2, N)$ given by (4.3), and we use the local transformation $\zeta(z) = N \log z$ for $z \in U_1$. We have $\zeta(1) = 0$ and we define $w_{k,N} = -i\zeta(e^{i\lambda}) = N\ell_k$ for $1 \leq k \leq \mu_1$. Note that $w_{k,N} \leq M_1/2$ for all $k \leq \mu_1$ because of the clustering condition.

The RH analysis from [24] requires us to construct a local parametrix in $U_1$. We now have, because of the explicit transformations $Y \mapsto T \mapsto S \mapsto R$ in [24] (see Figure 2 for the shape of the jump contour for $S$ in this case), the identities

$$Y_{11}(1) = (1+)^N T_{11}(1+) = S_{11}(1+) = (RP)_{11}(1+),$$

where $R(1)$ is bounded as $N \to \infty$, uniformly under clustering condition $(M_1, M_2, N)$ for sufficiently large $M_2$ (it is in fact close to $I$, but we will not need this). The corresponding lenses are described in Figure 2. Moreover, $P$ is the local parametrix defined in $U_1$. The construction of this local parametrix is explained in detail in [24, Section 6.3]. We omit the technical details of this construction, and restrict ourselves to the elements from it that we need for our purposes. As $z \to 1+$, we have

$$P(1+) = E(1)\Phi(0; w_{1,N}, \ldots, w_{\mu_1,N}) \begin{pmatrix} 0 & g(1+)^{\frac{1}{2}} \\ g(1+)^{-\frac{1}{2}} & 0 \end{pmatrix},$$

where $\Phi(z; w_1, \ldots, w_{\mu_1})$ is the solution to a model RH problem depending on parameters $w_1, \ldots, w_{\mu_1}$, $E(1)$ is given by

$$E(1) = P^\infty(1+) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \prod_{\nu=1}^{\mu_1} (-iw_{\nu,N})^{\frac{1}{2}} \exp[\pi i(\alpha_\nu - \beta_\nu)\sigma_3] g(1+)^{-\frac{1}{2}} \sigma_3,$$

with $P^\infty(1+)$ the global parametrix given by (4.6). It is easily seen from this expression that $E(1)$ is bounded as $N \to \infty$, uniformly in the parameters $t_1, \ldots, t_m$.

Since $P^\infty(1+)$ is diagonal, $E(1)$ is off-diagonal and after a straightforward calculation we obtain

$$Y_{11}(1) = (RP)_{11}(1+)$$

$$= E_{12}(1)\Phi_{22}(0; w_{1,N}, \ldots, w_{\mu_1,N}) g(1+)^{-\frac{1}{2}} + \mathcal{O}\left(\frac{g(1+)^{-\frac{1}{2}} \Phi(0; w_{1,N}, \ldots, w_{\mu_1,N})}{N\mu(M_1, M_2, N)}\right),$$

as $N \to \infty$, uniformly under clustering condition $(M_1, M_2, N)$ for $M_2$ large enough.

The matrix $\Phi(0; w_1, \ldots, w_{\mu_1})$ is continuous as a function of $w_1, \ldots, w_{\mu_1} > \epsilon$ for any $\epsilon$, see [24, Section 5.3], and this implies that

$$Y_{11}(1) = \mathcal{O}(g(1+)^{-1/2}), \quad N \to \infty,$$

uniformly under clustering condition $(M_1, M_2, N)$ for $M_2$ large enough and with $w_{1,N}, \ldots, w_{\mu_1,N} > \epsilon$ for some $\epsilon > 0$, which implies the result in this case by (2.1).

In order to evaluate the asymptotics of $\Phi(0; w_1, \ldots, w_{\mu_1})$ when some of the $w_j$’s, say $w_1, \ldots, w_k$, tend to 0 as $N \to \infty$, we need to follow the construction of another local parametrix $Q$ in [24, Section 5.3]. We again omit the details of this construction and refer the interested reader to [24]. The result from this construction is that

$$\Phi(0; w_1, \ldots, w_{\mu_1}) = F_N \prod_{\nu=1}^{k} (-iw_\nu)^{2\alpha_\nu \sigma_3} U_N \begin{pmatrix} 1 & -1 \\ 1 & 0 \end{pmatrix} D,$$
where $F_N$ is uniformly bounded as $N \to \infty$, $U_N$ is upper-triangular, and $D$ is a diagonal matrix independent of $N$, and the determinants of $F_N, D, U_N$ are all equal to 1. It follows that

$$\log \Phi_{22}(0; w_1, \ldots, w_{\mu_1}) = \sum_{\nu=1}^{k} 2\alpha_\nu \log |w_\nu| + O(1).$$

Substituting this in (4.16) and recalling that $E(1)$ is uniformly bounded as $N \to \infty$, we get

$$\log Y_{11}(1) = -\frac{1}{2} \log g(1) + \sum_{\nu=1}^{k} 2\alpha_\nu \log |w_{\nu,N}| + O(1) = -2 \sum_{j=1}^{m} \alpha_j \log |1-e^{it_j}| + 2 \sum_{\nu=1}^{k} \alpha_\nu \log (Nt_j) + O(1).$$

It is straightforward to derive the result from this estimate.

4.2 Proofs of Theorem 2.1 and Theorem 2.2

Under the assumptions of Theorem 2.1, we have by Proposition 1.1 and Propositions 4.1–4.2 that

$$E(0,+) = E(U_N)^{1/2} \left[ -\Phi_{2n-1}(1)\Phi_{2n-1}(-1) \right]^{1/2} = C_n \left[ E(U_N)^{1/2} \right]^{1/2} (1 + o(1)),$$

as $n \to \infty$, where $C_n$ is as in (2.6). The asymptotics for $E_n^{(2,-)}[f]$ and $E_n^{(1,\pm)}[f]$ follow in a similar fashion. This ends the proof of Theorem 2.1.

Under the assumptions of Theorem 2.2, we use Proposition 1.1 and Proposition 4.3 to obtain the uniform large $N$ asymptotics

$$E_n^{(0,+)}[f] = (E_{2n}[g])^{1/2} \left[ -\Phi_{2n-1}(1)\Phi_{2n-1}(-1) \right]^{-\frac{1}{2}}$$

$$= (E_{2n}[g])^{\frac{1}{2}} \prod_{j=1}^{m} \left( \sin \frac{t_j}{2} + \frac{1}{n} \right)^{\alpha_j} \left( \cos \frac{t_j}{2} + \frac{1}{n} \right)^{\alpha_j} \times e^{O(1)}$$

$$= (E_{2n}[g])^{\frac{1}{2}} \prod_{j=1}^{m} \left( \sin t_j + \frac{1}{n} \right)^{\alpha_j} \times e^{O(1)}.$$

By similar computations, we obtain the required asymptotics for $E_n^{(2,-)}[f]$ and $E_n^{(1,\pm)}[f]$. This ends the proof of Theorem 2.2.

5 Symbols with a gap or an emerging gap

In this section, we assume that $g(e^{it})$ defined by (1.3) is of the form (2.11), i.e.

$$g(e^{it}) = e^{V(e^{it})} \times \begin{cases} 1 & \text{for } 0 \leq |t| \leq t_0, \\ s & \text{for } t_0 < |t| \leq \pi, \end{cases}$$

for some real-valued function $V$ analytic in a neighborhood of the unit circle, and with $s \in [0,1]$. 
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5.1 Asymptotics for $\Phi_N(\pm 1)$

Let $\Phi_N$ be the monic polynomial of degree $N$, orthogonal with the weight $g$ on the unit circle, characterized by the orthogonality conditions (1.8). The proof of the following result is based on the RH representation for $\Phi_N(z)$, see Section 4.1, and on the large $N$ asymptotic analysis of the RH problem in spirit of the analysis performed in [17]. We do not follow exactly the steps of transformations from [17], but introduce a slightly different sequence of transformations. The most significant differences of our analysis from the one done in [17] is that, first, during the step $Y \mapsto T$ we make a cosmetic transformation inside the unit disk, $|z| < 1$, and second, the function $\phi$ used in Step 3 is different from the one in [17]: they coincide up to a constant for $|z| > 1$ but have opposite signs for $|z| < 1$.

**Proposition 5.1.** Let $V$ be as in Theorem 2.5. As $N \to \infty$ with $s = 0$, or as $N \to \infty$ and at the same time $s \to 0$ in such a way that $s \leq (\tan \frac{t_0}{4})^{2N}$, we have the large $N$ asymptotics

$$
\Phi_N(1) = \sqrt{2} \cos \frac{t_0}{4} - \pi + (-1)^N \pi \left( \sin \frac{t_0}{2} \right)^N \rho e^{-\frac{1}{4}(1 + o(1))},
$$

$$
\Phi_N(-1) = (-1)^N \cos \frac{t_0}{4} \left( 1 + \cos \frac{t_0}{2} \right)^N \delta_{-1}(1 + o(1)).
$$

These asymptotics are also valid as $t_0 \to \pi$, as long as $N(\pi - t_0) \to \infty$. The $o(1)$ terms can be written as $O\left( \frac{1}{\pi(\pi - t_0)} + s \left( \tan \frac{t_0}{4} \right)^{-2N} \frac{1}{\sqrt{N(\pi - t_0)}} \right)$.

**Remark 5.2.** Note that when $s = 0$ or $s \ll (\tan \frac{t_0}{4})^{2N}$, the first error term $\frac{1}{N(\pi - t_0)}$ dominates the second. On the other hand, when $s$ is close to $(\tan \frac{t_0}{4})^{2N}$, the second error term becomes dominant, and is $O\left( \frac{1}{\sqrt{N(\pi - t_0)}} \right)$. Furthermore, when $t_0$ is not approaching $\pi$, the factor $(\pi - t_0)$ in the error terms can be omitted, but as $t_0 \to \pi$, the error term becomes larger due to it.

Denote

$$
\gamma = \{ z : |z| = 1, \arg z \in (-t_0, t_0) \}, \quad \gamma^c = \{ z : |z| = 1, \arg z \in (t_0, \pi) \cup (-\pi, -t_0) \},
$$

both oriented in the counter-clockwise direction.

**Proof.** The asymptotic analysis of the RH problem from Section 4.1 can be done using the following steps of transformations,

$$
Y \mapsto T \mapsto \hat{T} \mapsto \tilde{T} \mapsto S \mapsto R.
$$

Here the transformation $Y \mapsto T$ normalizes the asymptotics at infinity, while the transformations $T \mapsto \hat{T} \mapsto \tilde{T}$ are preparatory transformations before opening of the lenses. Then, $\hat{T} \mapsto S$ consists of opening of the lenses, and $S \mapsto R$ is the final transformation to pass to a small-norm RH problem; this step involves construction of parametrices. We start by giving some more details about each of these transformations.

**Step 1.** Define

$$
T(z) = \begin{cases} 
Y(z)z^{-N\sigma_3}, & |z| > 1, \\
Y(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, & |z| < 1.
\end{cases}
$$

Here the transformation for $|z| > 1$ aims at improving the large $z$ asymptotics of $Y$, while the transformation for $|z| < 1$ is a cosmetic one, which makes factorizations at further steps more transparent.
\(T(z)\) has the asymptotics \(T(z) \to I\) as \(z \to \infty\) and satisfies the jump \(T_+(z) = T_-(z) \begin{pmatrix} g(z) & -z^N \\ z^{-N} & 0 \end{pmatrix}\) for \(z\) on the unit circle \(C\).

**Step 2.** The jump for \(T(z)\) is highly oscillating for \(z \in C\), and the next step is to factorize it into product of two matrix functions, which can then be moved respectively inside or outside the unit disk where they would be exponentially small. This is done differently for \(z \in \gamma\) and for \(z \in \gamma^c\), and we start with \(\gamma\). The idea is to exchange the term \(g(z)\) in the \((1, 1)\) entry of the jump for the \(T\) with 1; an appropriate factorization will then easily follow. This is achieved with the help of the following function \(\delta(z)\),

\[
\delta(z) = \exp \left\{ \frac{h(z)}{2\pi i} \int_{\gamma} \frac{V(\zeta)d\zeta}{(\zeta - \zeta)h(\zeta)} \right\},
\]

where the function \(h(\zeta) = ((\zeta - z_0)(\zeta - \overline{z_0}))^{1/2}\) is analytic in \(\zeta \in C \setminus \gamma^c\) and asymptotic to \(\zeta^{-\frac{1}{2}}\) as \(\zeta \to \infty\). The function \(\delta\) is analytic in \(C \setminus \gamma^c\), has a finite non-zero limit as \(\zeta \to \infty\), and its boundary values satisfy the following conjugation conditions on the circle \(C\):

\[
\delta_+(z)\delta_-(z) = 1, \quad z \in \gamma,
\]

\[
\frac{\delta_+(z)}{\delta_-(z)} = e^{V(z)}, \quad z \in \gamma.
\]

Using the properties \(V(z) = V(z^{-1})\) for \(|z| = 1\) and \(h(\zeta) = \zeta h(\zeta^{-1})\), one can check that for all \(z\) we have \(\delta(z)\delta(z^{-1}) = 1\) and \(\delta(\overline{z}) = \delta(z)\). Let

\[
\hat{T}(z) = \delta(z)^{-\sigma_3}T(z)^{-\sigma_3}.
\]

\(\hat{T}\) tends to \(I\) as \(z \to \infty\) and satisfies the following jumps:

\[
\hat{T}_+(z) = \hat{T}_-(z) \begin{pmatrix} 1 & -z^N \delta_+(z)^2 \\ z^{-N}\delta_-(z)^2 & 0 \end{pmatrix}, \quad z \in \gamma,
\]

\[
\hat{T}_+(z) = \hat{T}_-(z) \begin{pmatrix} s e^{V(z)} \delta_+(z) & -z^N \\ z^{-N}\delta_-(z) & 0 \end{pmatrix}, \quad z \in \gamma^c,
\]

We see that the jump matrix on \(\gamma\) can be factorized into a product of a lower-triangular and an upper-triangular matrix with ones on the diagonals, and this allows to “open lenses” around \(\gamma\), in other words allows to get rid of oscillating entries on \(\gamma\) by transforming them into exponentially small ones on lenses. However, we still have oscillating entries on \(\gamma^c\), and we cannot follow the same strategy as for \(\gamma\) (i.e., to transform the \((1, 1)\) entry in the jump matrix to 1). Instead, we transform off-diagonal entries into constant ones, by introducing the following function \(\phi(z)\), which is to replace the function \(\log z\) in \(z^N = e^{N \log z}\), and thus to transform the entries \(z^{\pm N}\) into 1.

**Step 3.** Define

\[
\phi(z) = \int_{\gamma_0}^z \frac{(\zeta + 1)d\zeta}{\zeta h(\zeta)} + \pi i, \quad \ell = -2 \log \sin \frac{t_0}{2} > 0,
\]

where the path of integration should not cross \((-\infty, 0] \cup \gamma^c\). Then one can check that \(\phi(z) - \log z = \ell + O(z^{-1})\) as \(z \to \infty\), and \(\phi(\overline{z}) = \phi(z)\) for all \(z\), and \(\phi(z)\) is analytic in \(C \setminus \gamma^c\), where the principal branch of the logarithm is taken. The function \(\phi_- - \phi_+(z)\) is continuous and real-valued on \(\gamma^c\), and its maximum over \(\gamma^c\) is attained at the point \(-1\), with \(\phi_-(-1) - \phi_+(-1) = -4 \log \tan \frac{\ell}{4} > 0\). Let

\[
\tilde{T}(z) = e^{rac{s}{4}(z+1)}\phi_+(z)\tilde{T}(z)e^{-\frac{s}{4}(z+1)}\phi_-(z),
\]
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then \( \tilde{T}(z) \rightarrow I \) as \( z \rightarrow \infty \) and \( \tilde{T} \) satisfies the following jumps:

\[
\tilde{T}_+(z) = \tilde{T}_-(z) \left( \begin{array}{cc}
\frac{1}{\delta_-^{(N)}} & \frac{e^{N(\phi(z) - \pi i)}}{\delta_-^{(N)}} \\
\frac{-e^{-N\phi(z)}}{\delta_-^{(N)}} & 0
\end{array} \right)
\]  
\[
\tilde{T}_+(z) = \tilde{T}_-(z) \left( \begin{array}{cc}
\frac{1}{\delta_-^{(N)}} & \frac{e^{N(\phi(z) - \pi i)}}{\delta_-^{(N)}} \\
\frac{-e^{-N\phi(z)}}{\delta_-^{(N)}} & 0
\end{array} \right), \quad z \in \gamma,
\]

\[
\tilde{T}_+(z) = \tilde{T}_-(z) \left( \begin{array}{cc}
\frac{1}{\delta_-^{(N)}} & \frac{e^{N(\phi(z) - \pi i)}}{\delta_-^{(N)}} \\
\frac{-e^{-N\phi(z)}}{\delta_-^{(N)}} & 0
\end{array} \right), \quad z \in \gamma^c.
\]

**Step 4.** The next step is the opening of lenses around \( \gamma \). Consider the regions as indicated in the left part of Figure 3, and define

\[
S(z) = \begin{cases}
\tilde{T}(z) \left( \begin{array}{cc}
1 & 0 \\
\delta(z)^2 e^{-V(z)} (-1)^N e^{-N\phi(z)} & 1
\end{array} \right), & z \in \Omega_{\text{out}}, \\
\tilde{T}(z) \left( \begin{array}{cc}
0 & 1 \\
\delta(z)^2 e^{-V(z)} (-1)^N e^{N\phi(z)} & 1
\end{array} \right), & z \in \Omega_{\text{in}}, \\
\tilde{T}(z), & \text{elsewhere}.
\end{cases}
\]

**Step 5a.** Now, we take \( r > 0 \) sufficiently small (but fixed) and we define parametrices, i.e. local approximations, for \( S \) as follows. Let \( U_{z_0}, U_{\overline{z}_0}, U_{-1} \) be (non-intersecting) disks centered at \( z_0, \overline{z}_0, -1 \), respectively, of the radius \( r \cos \frac{\pi}{2} \); their boundaries \( \partial U_{z_0}, \partial U_{\overline{z}_0}, \partial U_{-1} \) are oriented in the counterclockwise direction. Define (we use the letters \( u \) (up), \( d \) (down), \( l \) (left) to distinguish between the parametrices at the points \( z_0, \overline{z}_0, -1 \), respectively; see also the right part of Figure 3)

\[
P(z) = \begin{cases}
P^{\infty}_u(z), & z \in \mathbb{C} \setminus (U_u \cup U_{\overline{u}} \cup U_{-1}), \\
P_u(z), & z \in U_{z_0}, \\
P_d(z), & z \in U_{\overline{z}_0}, \\
P_l(z), & z \in U_{-1},
\end{cases}
\]
We see that the radius $r \cos \frac{\theta}{2}$ of the disks shrinks as $t_0$ approaches $\pi$. For us, the explicit expressions for the local parametrices $P_a$ and $P_b$ will be unimportant because we only need to evaluate $\Phi_N$ at the points $\pm 1$; however, we will still need them in order to estimate the error term. The form of the outer parametrix $P^\infty$ on the other hand is more important: it is given by

$$P^\infty(z) = \left( \frac{1}{2}(\kappa(z) + \kappa(z)^{-1}), \frac{1}{2}(\kappa(z) - \kappa(z)^{-1}) \right),$$

where

$$\kappa(z) = \left( \frac{z - \gamma_0}{\pi} \right)^{1/4},$$

analytic in $z \in \mathbb{C} \setminus \gamma^c$ and asymptotic to 1 at infinity. Note that $\kappa(1) = e^{i(\pi-t_0)/4}$, $\kappa(-1) = e^{-i\alpha_0/4}$.

**Step 5b: Local parametrix at $z_0$.**

**Change of variable.** First of all, the linear fractional change of variable $k = k(z) = \frac{1-z}{z-\gamma_0}$ maps the points of the unit circle to the real line as follows:

$$z_0 \mapsto 0, \quad -1 \mapsto -1, \quad \gamma_0 \mapsto \infty, \quad 1 \mapsto 1,$$

and thus allows to separate the points $z_0, -1, \gamma_0$, which might be merging as $t_0 \to \pi$. Next, using the variable $k$ the function $\phi(z)$ can be written as

$$\phi(z) = \pi i - 2i \cos \frac{t_0}{2} \int_0^{k(z)} \frac{(k + 1)dk}{(k + z_0)(k + \gamma_0)^2} \tag{5.1}$$

where the path of integration does not intersect $(-\infty, 0]$, and the principal branch of the square root is taken. This prompts to introduce a local variable $\zeta = \zeta(z; t_0)$ in the disk $U_{z_0}$ as follows:

$$\phi(z) =: \pi i - 4i \cos \frac{t_0}{2} \sqrt{\zeta},$$

so that $\zeta = k(1 + O(k)), k \to 0$, and the branch cut for $\sqrt{\zeta}$, i.e., the half-line $\zeta < 0$, corresponds to $z \in \gamma^c$. Introduce also the new large parameter $\tau := 2N \cos \frac{\theta}{2}$, then $N(\phi(z) - \pi i) = -2i\tau \sqrt{\zeta}$.

**Bessel parametrix.** Similarly as e.g. in [34, Section 6] (but note the different sign of the off-diagonal entries of the jump matrices), we construct a function which solves exactly the same jumps as $S$ in a small neighborhood of the point $z_0$. Define

$$\Psi(\zeta) = \begin{cases} \sqrt{\pi} e^{-\frac{\tau}{4}} \sqrt{\zeta} I_1(-i\zeta), & \arg \zeta \in (-\alpha, \pi), \\ -\sqrt{\pi} e^{-\frac{\pi}{4}} \sqrt{\zeta} K_0(-i\zeta), & \arg \zeta \in (-\pi, \alpha - \pi), \end{cases}$$

$$= \begin{cases} \sqrt{\pi} e^{-\frac{\pi}{4}} \sqrt{\zeta} K_0(i\zeta), & \arg \zeta \in (0, \pi), \\ \sqrt{\pi} e^{-\frac{\pi}{4}} \sqrt{\zeta} I_1(i\zeta), & \arg \zeta \in (0, \pi), \end{cases}$$

where $\alpha \in (0, \pi)$ and $I_j, K_j, j = 0, 1$ are the modified Bessel functions [1, Chapter 9.6]. The function $\Psi$ satisfies the jump conditions $\Psi_+(\zeta) = \Psi_-(\zeta) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \zeta \in (\infty e^{i(\pi - \alpha)}, 0); \Psi_+(\zeta) = \Psi_-(\zeta) \begin{bmatrix} 1 & -1 \\ 0 & 1 \end{bmatrix}, \zeta \in (\infty e^{-i(\pi + \alpha)}, 0); \Psi_+(\zeta) = \Psi_-(\zeta) \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \zeta \in (0, -\infty)$, where the orientation of the segments is from the first mentioned point to the last one, and $(\infty e^{i\beta}, 0)$ denotes the ray coming from infinity to the
origin at an angle $\beta \in \mathbb{R}$ (see the left part of Figure 4). Besides, the function $\Psi$ satisfies the uniform in $\arg \zeta \in [-\pi, \pi)$ asymptotics

$$
\Psi(\zeta) = \zeta^{\frac{1}{n^2}} \left( \begin{array}{cc}
1 & -i \\
-i & 1 \\
\end{array} \right) E(\zeta) e^{-i\sqrt{\zeta}} \quad E(\zeta) = I + \mathcal{O}(\frac{1}{\sqrt{\zeta}}), \quad \zeta \to \infty.
$$

We will also need the function $\tilde{\Psi}(\zeta) := \Psi(\zeta) G(\zeta)$, where

$$
G(\zeta) := \left\{ \begin{array}{cc}
I - s \frac{1}{2\pi i} \log \zeta \left( \begin{array}{cc} 0 & 1 \\
0 & 0 \\
\end{array} \right), & \arg \zeta \in (\pi - \alpha, \pi), \\
I - s \frac{1}{2\pi i} \log \zeta \left( \begin{array}{cc} 1 & 1 \\
-1 & -1 \\
\end{array} \right), & \arg \zeta \in (-\pi + \alpha, \pi - \alpha), \\
I + s \frac{1}{2\pi i} \log \zeta \left( \begin{array}{cc} 0 & 0 \\
1 & 1 \\
\end{array} \right), & \arg \zeta \in (-\pi, -\pi + \alpha).
\end{array} \right.
$$

The function $\tilde{\Psi}$ satisfies the jumps as in the right part of Figure 4.

For $z : |z - z_0| < r \cos \frac{\alpha}{2}$, define

$$
P_u(z) = B_u(z) \tilde{\Psi}(r^2 \zeta) \delta(z) - \sigma_3 e^{-\frac{1}{2} V(z) \mathrm{sgn}(\log |z|) \sigma_3} e^{-\frac{1}{2} V(z)} e^{-\frac{1}{2} |z|},
$$

where $B_u(z) = P(\infty)(z) \delta(z) - \sigma_3 e^{-\frac{1}{2} V(z) \mathrm{sgn}(\log |z|) \sigma_3} e^{-\frac{1}{2} V(z) \sigma_3}$ and $B_u(z)$ is analytic in $U_{z_0}$ (i.e., does not have jumps across $\mathcal{C}$). Here $\mathrm{sgn}(x) = \frac{x}{|x|}$ is the signum function, so that $e^{-\frac{1}{2} V(z) \mathrm{sgn}(\log |z|) \sigma_3}$ equals $e^{-\frac{1}{2} V(z) \sigma_3}$ for $|z| < 1$ and equals $e^{-\frac{1}{2} V(z) \sigma_3}$ for $|z| > 1$. The function $P_u(z)$ satisfies the same jumps as $S(z)$ inside $U_{z_0}$, and on the boundary $\partial U_{z_0}$ we have the following matching condition:

$$
P(z) P(\infty)(z)^{-1} = P(\infty)(z) \delta(z) - \sigma_3 e^{-\frac{1}{2} V(z) \mathrm{sgn}(\log |z|) \sigma_3} e^{-\frac{1}{2} V(z) \sigma_3} P(\infty)(z)^{-1} = I + \mathcal{O}(1),
$$

as $r^2 \zeta \to \infty$. Here we used that $P(\infty)$ is bounded on $\partial U_2$ uniformly in $t_0$.

**Step 5c:** Local parametrix at $z_0$. For $z$ inside $U_{z_0}$ we define $P(z) := \sigma P(z) \sigma$, where $\sigma = \left[ \begin{array}{cc} 0 & 1 \\
1 & 0 \\
\end{array} \right]$.

**Step 5d:** Local parametrix at $-1$. For $z \in U_{-1}$, define

$$
P_l(z) = P(\infty)(z) G_l(z),
$$

where $G_l(z) = \left[ \begin{array}{cc} 1 & 0 \\
-s f(z) & 1 \\
\end{array} \right]$ for $|z| < 1$ and $G_l(z) = \left[ \begin{array}{cc} 1 & s f(z) \\
0 & 1 \\
\end{array} \right]$ for $|z| > 1$, with

$$
f(z) = \frac{1}{2\pi i} \int_{\gamma} e^{\frac{1}{2} (\phi_- - \phi_+)} e^{V(\xi)} \frac{\delta_-(\xi) \xi - z}{\delta_+(\xi)} \frac{d\xi}{\xi}.
$$

Note that $\phi_- - \phi_+$ has a double zero at the point $z = -1$, and hence large $N$ asymptotics of $f(z)$ can be obtained by classical saddle point methods. Using (5.1), we see that the large parameter is $N \cos \frac{\alpha}{2}$ rather than $N$, and for $z \in \partial D_{-1}$ we have $|f(z)| = \mathcal{O}(\frac{1}{\sqrt{N \cos \frac{\alpha}{2}}}) e^{N \phi_-(z)}$. The matching condition on the circle $|z + 1| = r \cos \frac{\alpha}{2}$ is

$$
P_l(z) P(\infty)(z)^{-1} = P(\infty)(z) G(z) P(\infty)(z)^{-1} = I + \mathcal{O}\left( \frac{1}{N \cos \frac{\alpha}{2}} s \left( \tan \left( \frac{t_0}{4} \right)^{-2N} \right) \right),
$$
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as $N \cos \frac{t_0}{2} \to \infty$. Here we used that $P^\infty$ is bounded on $\partial U_{-1}$ uniformly in $t_0$.

**Step 6.** Define the error function $R$ by the formula

$$S(z) = R(z) P(z),$$

where as before, $P$ means $P_u, P_d, P_l$ in the relevant disks, and $P$ means $P^\infty$ elsewhere. The jump conditions for $R$ on the disks $U_{\infty}, U_{\infty}, U_{-1}$ allow to conclude that $R(z) = I + \mathcal{O}((N \cos \frac{t_0}{2})^{-1} + (N \cos \frac{t_0}{2})^{-1/2} s(tan \frac{t_0}{2}))^{-2N}$ uniformly in $z$, as $N \cos \frac{t_0}{2} \to \infty$, under the conditions of Theorem 2.5 (note that this is consistent with the results of the RH analysis from [17]). Tracing back the chain of transformations from $R$ to $Y$, we find that (as $N \cos \frac{t_0}{2} \to \infty$)

$$Y_{11}(z) = \left( \frac{1}{2} (\kappa(z) + \kappa(z)^{-1}) R_{11}(z) - \frac{i}{2} (\kappa(z) - \kappa(z)^{-1}) R_{12}(z) \right) + \frac{i}{2} (\kappa(z) + \kappa(z)^{-1}) R_{12}(z) + \frac{i}{2} (\kappa(z) - \kappa(z)^{-1}) R_{11}(z)$$

for $z \in \Omega_{\text{out}}$, and that

$$Y_{11}(z) = \left( \frac{1}{2} (\kappa(z) + \kappa(z)^{-1}) R_{11}(z) - \frac{i}{2} (\kappa(z) - \kappa(z)^{-1}) R_{12}(z) \right) e^{\frac{i}{2} (\phi(z) + \log z - \ell)} \frac{\delta(z)}{\delta(\infty)},$$

for $z \in \{z : |z| > 1\} \setminus \Omega_{\text{out}}$. From here, using $\delta_-(1) = e^{-\frac{i}{2} V(1)}, \phi(1) = 0$, we obtain

$$Y_{11}(-1) = \left( \cos \frac{t_0}{4} R_{11}(-1 - 0) - \sin \frac{t_0}{4} R_{12}(-1 - 0) \right) \left( 1 + \cos \frac{t_0}{2} \right)^N (-1)^N \frac{\delta_-(1)}{\delta(\infty)},$$

$$Y_{11}(1) = \left( \cos \frac{\pi - t_0}{4} + (-1)^N \sin \frac{\pi - t_0}{4} \right) R_{11}(1) + \left( \sin \frac{\pi - t_0}{4} - (-1)^N \cos \frac{\pi - t_0}{4} \right) R_{12}(1)$$

Substituting the asymptotics $R(z) = I + o(1)$ for $R$, we obtain the result. \hfill \Box

### 5.2 Proof of Theorem 2.5

From Proposition 5.1, we obtain

$$\Phi_N(1) \Phi_N(-1) = (-1)^N C_N^2 (1 + o(1)), \quad \Phi_N(1) \Phi_N(-1) = (-1)^N C_N^2 (1 + o(1)).$$
as \( N \to \infty \), where

\[
\begin{align*}
C_N^2 &= \sqrt{2} \cos \frac{t_0}{4} \cos \frac{t_0 - \pi + (-1)^N \pi}{4} \left( \sin \frac{t_0}{2} \right)^N \left( 1 + \cos \frac{t_0}{2} \right)^N e^{-\frac{1}{2} V(1)} \delta_{\pm}(-1) / \delta(\infty)^2, \\
\tilde{C}_N^2 &= \sqrt{2} \cos \frac{t_0 - \pi + (-1)^N \pi}{4} \left( \sin \frac{t_0}{2} \right)^N e^{-\frac{1}{2} V(1)} / \delta_{\pm}(-1).
\end{align*}
\]

Substituting this in Proposition 1.1, we obtain (2.15).

6 Gap probabilities and global rigidity

6.1 Proof of Corollary 2.6

The goal is to apply Theorem 2.5 to compute the averages in (2.20), but this requires certain adaptations. One needs to make the change of variables \( \theta_k \mapsto \pi - \theta_k \) for \( k = 1, \ldots, n \) in the averages (2.20), which given (1.1) yields

\[
\begin{align*}
E_{2n}^+(t_0; 0) &= \mathbb{E}_{0}^{[0,+]}[f], \\
E_{2n+2}^-(t_0; 0) &= \mathbb{E}_{n}^{[-1]}[f], \\
E_{2n+1}^\pm(t_0; 0) &= \mathbb{E}_{n}^{[1,\pm]}[f],
\end{align*}
\]

where \( f \) is related to \( g \) in (2.11) with \( V = 0 \), \( s = 0 \) and with the change of parameter \( t_0 \mapsto \pi - t_0 \). One may therefore compute the right-hand side of the above equalities using Theorem 2.5, and this yields

\[
\begin{align*}
E_{2n}^+(t_0; 0) &= 2\pi e^{2\epsilon^2(-1)i}2^\frac{1}{2} \left( \cos \frac{t_0}{2} \right)^n \left( 1 + \sin \frac{t_0}{2} \right)^{\frac{2n+1}{2}} (\cos \frac{t_0}{2})^{2n^2} (1 + o(1)), \\
E_{2n+2}^-(t_0; 0) &= 2\pi e^{2\epsilon^2(-1)i}2^{-\frac{1}{2}} \left( \cos \frac{t_0}{2} \right)^n \left( 1 + \sin \frac{t_0}{2} \right)^{\frac{2n+1}{2}} (\cos \frac{t_0}{2})^{2n^2} (1 + o(1)), \\
E_{2n+1}^\pm(t_0; 0) &= 2\pi e^{2\epsilon^2(-1)i} \left[ \frac{1 + \sin \frac{t_0}{2}}{2^n \left( \cos \frac{t_0}{2} \right)^n} \right]^{\frac{1}{2}} (\cos \frac{t_0}{2})^{2n^2} (1 + o(1)),
\end{align*}
\]

as \( n \to \infty \), and this is equivalent to the desired result. One then applies the interrelation (2.21) to obtain the asymptotics for the \( \mathcal{C}\beta \mathcal{E} \) ensembles with \( \beta \in \{1, 4\} \).

6.2 Proof of Corollaries 2.8 and 2.10

The symbol \( f_{t_0,s} \) in (2.19) is associated to \( g_{t_0,s} \) in (2.18) through equation (1.3). One then notices the relation

\[
g_{t_0,s} = \frac{\log s}{2\pi i} g,
\]

where \( g \) is defined by (2.1) with \( V = 0 \), \( m = 1 \), \( t_1 = t_0 \), \( \alpha_0 = \alpha_1 = \alpha_{m+1} = 0 \) and \( \beta_1 = \frac{\log s}{2\pi i} \). Applying Theorem 2.1, we get

\[
\begin{align*}
E_{2n}^+(t_0; s) &= s^{\alpha_0} \mathcal{C} \mathcal{E}_{2n}^\dagger[g] (1 + o(1)), \\
E_{2n+2}^+(t_0; s) &= s^{\alpha_1} \mathcal{C}^{-1} \mathcal{E}_{2n}^\dagger[g] (1 + o(1)), \\
E_{2n+1}^+(t_0; s) &= s^{\alpha_2} \tilde{\mathcal{C}}^{\dagger} \mathcal{E}_{2n}^\dagger[g] (1 + o(1)),
\end{align*}
\]
where
\[ C = e^{\frac{\log s}{t_0}} e^{\frac{-t_0 \log s}{2\pi^2}}, \quad \tilde{C} = e^{-\frac{\log s}{t_0}}. \]

But now from [20, Theorem 1.11], for \( t_0 \) fixed or when \( t_0 \to 0 \) and \( nt_0 \to +\infty \) one knows that
\[
E_{2n}^U[g] = (4n \sin t_0)^{\frac{\log^2 s}{t_0}} \left| G \left( 1 + \frac{\log s}{2\pi t} \right) \right|^4 (1 + o(1)),
\]
from which the result follows. One then applies the interrelation (2.21) to obtain the asymptotics in the \( \mathbb{C} \beta \mathbb{E} \) ensembles. In a similar fashion, to prove Corollary 2.10, one uses Theorem 2.2.

### 6.3 Proof of Theorem 2.12

Let \( n \) be a positive integer and consider the \( n \) free eigenangles \( \theta_1 \leq \ldots \leq \theta_n \) in \( \mathbb{O}^+_N \). Define the counting measure \( N_{(0,t)} = \sum_{k=1}^{n} \chi_{(0,t)}(\theta_k) \) as the number of eigenangles in \((0,t)\), for \( 0 < t \leq \pi \). For later convenience, let us also write \( \theta_0 = 0 \) and \( \theta_{n+1} = \pi \).

We first use a discretization of the supremum of the counting function to bound the two quantities of interest in Theorem 2.12.

**Lemma 6.1.** In \( \mathbb{O}^+_2 \), \( \mathbb{O}^+_{2n+2} \), and \( \mathbb{O}^+_{2n+1} \), we have almost surely
\[
\max_{k=1,\ldots,n} \left| \theta_k - \frac{\pi k}{n} \right| \leq \frac{\pi}{n} \left( 1 + \max_{k=1,\ldots,n} \left| N_{(0,\theta_k)} - (k-1) \right| \right),
\]
\[
\sup_{t \in (0,\pi)} \left| N_{(0,t)} - \frac{n t}{\pi} \right| \leq 2 + \max_{k=1,\ldots,n} \left| N_{(0,\theta_k)} - (k-1) \right|.
\]

**Proof.** Since \([0,\pi) = \bigsqcup_{j=0}^{n-1} [\frac{j\pi}{n}, \frac{(j+1)\pi}{n})\), for each \( k = 1,\ldots,n \) there exists a unique \( j \in \{0,\ldots,n-1\} \) such that \( \frac{j\pi}{n} \leq \theta_k < \frac{(j+1)\pi}{n} \). Given that \( N_{(0,t)} \) is a non-decreasing function of \( t \), we find the following estimates,
\[
N_{(0,\theta_k)} - (j+1) \leq N_{(0,\theta_k)} - \frac{n\theta_k}{\pi} \leq N_{(0,\frac{(j+1)\pi}{n})} - j.
\]
Because of the ordering of the eigenangles, \( N_{(0,\theta_k)} = k-1 \), so that
\[
\left( N_{(0,\frac{(j+1)\pi}{n})} - (j-1) \right) - 1 \leq \frac{n}{\pi} \left( \frac{\pi k}{n} - \theta_k \right) \leq \left( N_{(0,\frac{(j+1)\pi}{n})} - j \right) + 1,
\]
and it then suffices to take the maximum or minimum over \( k \) and \( j \) to obtain the first estimate. Using a similar partitioning argument, one has
\[
\sup_{t \in (0,\pi)} \left| N_{(0,t)} - \frac{n t}{\pi} \right| = \max_{k=0,n} \sup_{t \in (\theta_k,\theta_{k+1})} \left| N_{(0,t)} - \frac{n t}{\pi} \right|.
\]
Now as a function of \( t \), \( N_{(0,t)} \) is left-continuous, has a jump of size 1 at each \( \theta_k \), is constant and equals \( k \) on \( (\theta_k,\theta_{k+1}) \), therefore
\[
\sup_{t \in (\theta_k,\theta_{k+1})} N_{(0,t)} - \frac{n t}{\pi} = k - \frac{n\theta_k}{\pi} = \frac{n}{\pi} \left( \frac{\pi k}{n} - \theta_k \right),
\]
\[
\inf_{t \in (\theta_k,\theta_{k+1})} N_{(0,t)} - \frac{n t}{\pi} = k - \frac{n\theta_{k+1}}{\pi} = \frac{n}{\pi} \left( \frac{\pi (k+1)}{n} - \theta_{k+1} \right) - 1.
\]
This implies the upper bound
\[
\sup_{t \in (0, \pi)} \left| N(0, t) - \frac{nt}{\pi} \right| \leq 1 + \frac{n}{\pi} \max_{k=1, \ldots, n} \left| \theta_k - \frac{\pi k}{n} \right|
\]
and it then suffices to use the previous estimate to conclude.

**Lemma 6.2.** In $\mathbb{O}_{2n}^\pm$, $\mathbb{O}_{2n+2}^\pm$, and $\mathbb{O}_{2n+1}^\pm$, for any $\alpha > 1$, $\gamma > 0$ there exists $C, \gamma > 0$ such that
\[
\mathbb{P} \left( \max_{k=1, \ldots, n} |N(0, \pm \frac{\pi k}{n}) - (k - 1)| > \alpha \right) \leq C e^{-\gamma \alpha n \frac{\pi^2}{\pi^2 + 1}}.
\]

**Proof.** By definition and Boole’s inequality one has
\[
\mathbb{P} \left( \max_{k=1, \ldots, n} |N(0, \pm \frac{\pi k}{n}) - (k - 1)| > \alpha \right) \leq \mathbb{P} \left( \max_{k=1, \ldots, n} N(0, \pm \frac{\pi k}{n}) - (k - 1) > \alpha \right) + \mathbb{P} \left( \min_{k=1, \ldots, n} N(0, \pm \frac{\pi k}{n}) - (k - 1) < -\alpha \right),
\]
as well as (the last term of the sum always vanishes)
\[
\mathbb{P} \left( \max_{k=1, \ldots, n} N(0, \pm \frac{\pi k}{n}) - (k - 1) > \alpha \right) \leq \sum_{k=1}^{n-1} \mathbb{P} \left( N(0, \pm \frac{\pi k}{n}) > k - 1 + \alpha \right),
\]
\[
\mathbb{P} \left( \min_{k=1, \ldots, n} N(0, \pm \frac{\pi k}{n}) - (k - 1) < -\alpha \right) \leq \sum_{k=1}^{n-1} \mathbb{P} \left( -N(0, \pm \frac{\pi k}{n}) > -k + 1 + \alpha \right).
\]

Applying Chernoff’s bound for $\gamma > 0$ yields for any $t \in (0, \pi)$
\[
\mathbb{P} \left( N(0, t) > \frac{nt}{\pi} + \alpha \right) \leq e^{-\gamma \alpha} e^{-\frac{\alpha^2}{2\pi^2} \mathbb{E}^\pm ((j, \pm)) \left[ e^{\gamma \chi_{[-1, 1]}(\arg z)} \right]},
\]
\[
\mathbb{P} \left( -N(0, t) > -\frac{nt}{\pi} + \alpha \right) \leq e^{-\gamma \alpha} e^{-\frac{\alpha^2}{2\pi^2} \mathbb{E}^\pm ((j, \pm)) \left[ e^{-\gamma \chi_{[-1, 1]}(\arg z)} \right]},
\]

Therefore, for any $\delta \in \mathbb{R} \setminus \{0\}$, $t \in \left[ \frac{1}{n}, \pi - \frac{1}{n} \right]$, one may write, using Corollary 2.8, for some $C_\delta > 0$
\[
\mathbb{P}^\pm \left[ e^{\delta \chi_{[-1, 1]}(\arg z)} \right] \leq C_\delta e^{\frac{\delta}{\pi} \left( n \sin t + 1 \right)^2 \frac{\pi^2}{\pi^2 + 1}}.
\]

This leads to the following estimate for some $C, \gamma > 0$,
\[
\mathbb{P} \left( \max_{k=1, \ldots, n} N(0, \pm \frac{\pi k}{n}) - (k - 1) > \alpha \right) \leq C e^{-\gamma \alpha n \frac{\pi^2}{\pi^2 + 1}} \sum_{k=1}^{n-1} \left( \sin \frac{\pi k}{n} \right)^{\frac{\pi^2}{\pi^2 + 1}},
\]
and since $n \to +\infty$
\[
\sum_{k=1}^{n-1} \left( \sin \frac{\pi k}{n} \right)^{\frac{\pi^2}{\pi^2 + 1}} \sim n \int_0^1 (\sin \pi t)^{\frac{\pi^2}{\pi^2 + 1}} dt,
\]
this ends the proof. \qed
In order to prove Theorem 2.12, we use on one hand Lemma 6.1, which implies
\[
\mathbb{P} \left( \max_{k=1,\ldots,n} \left| \theta_k - \frac{\pi k}{n} \right| > (1 + \epsilon) \log \frac{n}{\pi} \right) + \mathbb{P} \left( \sup_{t \in (0,\pi)} \left| N_{(0,t)} - \frac{nt}{\pi} \right| > \left( \frac{1}{\pi} + \epsilon \right) \log \frac{n}{\pi} \right)
\leq 2 \mathbb{P} \left( \max_{k=1,\ldots,n} \left| N_{(0,\frac{\pi k}{n})} - (k-1) \right| > (1 + \epsilon) \log \frac{n}{\pi} - 2 \right),
\]
while on the other it follows from Lemma 6.2 that for any \( \gamma > 0 \) there exists \( C_\gamma > 0 \) such that
\[
\mathbb{P} \left( \max_{k=1,\ldots,n} \left| N_{(0,\frac{\pi k}{n})} - (k-1) \right| > (1 + \epsilon) \log \frac{n}{\pi} - 2 \right) \leq C_\gamma \frac{n^{\gamma^2}}{4 \pi} \left( 1 + \gamma \right)^{2 \gamma}. \]
Since the minimum of the polynomial \( \frac{n^{\gamma^2}}{4 \pi} - (1 + \epsilon) \frac{n^{\gamma^2}}{4 \pi} + 1 \) is attained at \( \frac{\gamma}{2} = 2(1 + \epsilon) \) and is equal to \( 1 - (1 + \epsilon)^2 < 0 \), the desired result follows by letting \( n \to +\infty \).
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