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Abstract—Besides suppressing all undesired signal components, another important task of binaural noise reduction algorithms is the preservation of the spatial impression of the acoustical scene, which can be achieved by preserving the binaural cues of all signal components. While the well-known binaural minimum variance distortionless response (BMVDR) beamformer at least can preserve the binaural cues of a single desired source, several extensions have been proposed to additionally preserve the binaural cues of interfering sources and diffuse noise. The binaural linearly-constrained minimum variance (BLCMV) beamformer uses additional constraints to preserve the binaural cues of interfering sources and enables a direct scaling using an interference scaling parameter. The BMVDR with partial noise estimation (BMVDR-N) is aimed at preserving a scaled version of the diffuse noise to partially preserve its interaural coherence and hence its perceived diffuseness. In this paper, we propose to combine both extensions of the BMVDR, leading to the BLCMV with partial noise estimation (BLCMV-N). It is shown that the BLCMV-N can be seen as a mixture of the noisy input signal and the output of a BLCMV that uses an adjusted interference scaling parameter. A theoretical analysis and comparison between the BMVDR, its extensions and the proposed BLCMV-N in terms of noise reduction and binaural cue preservation performance is provided. Experimental results and results of a subjective listening test show that the BLCMV-N is able to preserve the spatial impression of an interfering source, i.e., like the BLCMV, and yields a trade-off between noise reduction and binaural cue preservation of diffuse noise, i.e., like the BMVDR-N.

Index Terms—Binaural cues, MVDR, LCMV, partial noise estimation, binaural noise reduction

I. INTRODUCTION

ALGORITHMS for noise reduction in head-mounted assistive hearing devices (e.g., hearing aids, cochlear implants and headsets) are mandatory to improve speech intelligibility in noisy acoustical scenarios. In addition to the reduction of all undesired sources, another important objective of binaural noise reduction algorithms is the preservation of the so-called binaural cues of all present sources [1]. Binaural cues consist of differences in the signals arriving at the two ears of a listener and are crucial for the spatial impression of the acoustical scene [2]. Spatial hearing is not only important for the spatial awareness of the listener, but can also lead to improved understanding of a desired speaker as a result of binaural unmasking [3]. For coherent sources such as speakers, the most descriptive binaural cue is the interaural transfer function (ITF), from which the interaural level difference (ILD) and the interaural time difference (ITD) can be calculated [4]. For diffuse (incoherent) sound fields such as the noise produced by multiple talkers in a reverberant environment, the most descriptive binaural cue is the interaural coherence (IC).

While bilateral processing strategies use only the ipsilateral microphones per hearing device and can lead to a distortion of the binaural cues [5], [6], binaural processing strategies use the microphones on both sides of the head and are promising, because the spatial information on both sides of the head can be exploited. Binaural noise reduction algorithms can be split into two main processing paradigms. The first paradigm is based on binaural spectral post-filtering, where the same real-valued spectro-temporal gain is applied to two microphones (one on each side of the head), which intrinsically preserves the binaural cues of all sound sources [7]–[13]. The second paradigm, the focus of this paper, is based on binaural spatial filtering, where the microphones on the two sides of the head are processed by different complex-valued spatial filters, where the desired source is estimated in so-called reference microphones on each side of the head [11], [14]–[16]. The number of degrees-of-freedom available for noise reduction is larger in this second paradigm, but usually only the binaural cues of a desired source are preserved, whereas to also preserve the binaural cues of other sources, typically a trade-off between noise reduction and binaural cue preservation has to be applied.

A spatial filter that at least can preserve the binaural cues of one desired source is the binaural minimum variance distortionless response (BMVDR) beamformer [1], [4], [15], [17]. While the binaural cues of the desired source are preserved, the undesired sources are spatially shifted to the position of the desired source and hence are perceived as coming from the same direction. To allow in addition partial preservation of the binaural cues of diffuse noise, the BMVDR with partial noise estimation (BMVDR-N) was proposed [18], [19]. The BMVDR-N can be seen as a mixture of the BMVDR output and the noisy reference microphone signals and hence provides a trade-off between noise reduction and binaural cue preservation. For a diffuse noise, this trade-off can be psycho-acoustically motivated such that a listener should not perceive any spatial difference in the processed signal, compared to the input [18]. To preserve the binaural cues of coherent interfering sources, additional constraints can be used, resulting in the binaural linearly constrained minimum variance (BLCMV) beamformer [20]–[24]. The BLCMV preserves the binaural cues of the desired source and all additionally constrained interfering sources and enables a direct scaling of each interfering source by an interference scaling parameter. For every additionally constrained interfering source, there
is one degree-of-freedom less available for noise reduction, which results in a trade-off between noise reduction and the number of constrained interfering sources. Further, the number of possibly constrained interfering sources is limited by the number of microphones used for the spatial filtering.

In this paper, we combine the two approaches and introduce the BLCMV with partial noise estimation (BLCMV-N). It is shown that the solution can be considered a mixture of the BLCMV output and the noisy reference microphone signals, if an adjusted interfering scaling parameter is used in the BLCMV. We analytically derive the performance differences as compared to the BLCMV, as described in [22], and provide a general comparison to the BMVDR and BMVDR-N. The derivations are then validated using measurements of anechoic room impulse responses and quantified in a more realistic scenario using reverberant room impulse responses and recordings. Finally, we provide the results of a subjective listening test that prove the effectiveness of the proposed approach in terms of binaural cue preservation. The results show that the BLCMV-N is able to preserve the binaural cues and hence the spatial impression of an interfering source, i.e. like the BLCMV, and yields a trade-off between noise reduction and binaural cue preservation of diffuse noise, i.e. like the BMVDR-N.

The paper is structured as follows. In Section II the general configuration and notation is introduced that is used throughout the paper. In Section III the BMVDR, the BMVDR-N and the BLCMV are briefly reviewed. In Section IV the BLCMV-N is derived and compared to the BLCMV. Further, it is shown under which conditions the BLCMV-N is equal to the BMVDR-N. In Section V the performance of the BLCMV-N is theoretically investigated. In Section VI first a validation using anechoic measurements is shown, followed by results of experiments using reverberant measurements and recordings. Additionally, the results of a subjective listening test are shown to compare the binaural cue preservation performance and hence the preservation of the spatial impression for all the considered algorithms.

II. CONFIGURATION AND NOTATION

In this section, the notation and system configuration is introduced. In Section II-A the signal model is introduced, and interaural criteria and performance measures are introduced in Sections II-B and II-C respectively.

A. Signal Model

Consider the binaural hearing device configuration depicted in Figure 1 with \( M_L \) microphones on the left side, \( M_R \) microphones on the right side and \( M = M_L + M_R \) microphones in total. Consider a scenario that consists of a desired source and an interfering source in a noisy and reverberant environment, i.e. dual source scenario. The input signal of the \( m \)-th microphone \( Y_m(\omega) \) in the frequency domain is equal to

\[
Y_m(\omega) = X_m(\omega) + U_m(\omega) + N_m(\omega) \in \mathbb{C},
\]

with \( X_m(\omega) \) the desired source component, \( U_m(\omega) \) the interfering source component, \( N_m(\omega) \) the diffuse noise component and \( V_m(\omega) \) the undesired component. For the sake of conciseness, we omit the frequency index \( \omega \) in the remainder of the paper. When all the microphone signals are stacked in a vector, the input vector \( \mathbf{y} \) is equal to

\[
\mathbf{y} = [Y_1, \ldots, Y_{M_L}, Y_{M_L+1}, \ldots, Y_M]^T \in \mathbb{C}^{M \times 1},
\]

which further can be written as

\[
\mathbf{y} = \mathbf{x} + \mathbf{u} + \mathbf{n},
\]

where the vectors \( \mathbf{x}, \mathbf{u}, \mathbf{n} \) and \( \mathbf{v} \) are defined similarly to \( \mathbf{y} \) in (2). Without loss of generality, the first microphone on each side is defined as the so-called reference microphone. To simplify the notation, the reference microphone signals \( Y_1 \) and \( Y_{M_L+1} \) are denoted as \( Y_L \) and \( Y_R \), respectively, and are equal to

\[
Y_L = \mathbf{e}_L^T \mathbf{y}, \quad Y_R = \mathbf{e}_R^T \mathbf{y},
\]

where \( \mathbf{e}_L \) and \( \mathbf{e}_R \) are zero vectors with \( \mathbf{e}_L(1) = 1 \) and \( \mathbf{e}_R(M_L+1) = 1 \). Hence, the reference microphone signals are equal to

\[
Y_L = X_L + U_L + N_L, \quad Y_R = X_R + U_R + N_R.
\]

Consider an acoustic scenario with one desired source \( S_x \) and one interfering source \( S_u \). The desired source component vector \( \mathbf{x} \) and the interfering source component vector \( \mathbf{u} \) are equal to

\[
\mathbf{x} = S_x \mathbf{a}, \quad \mathbf{u} = S_u \mathbf{b},
\]

with \( \mathbf{a} \) and \( \mathbf{b} \) the acoustic transfer function (ATF) vectors, containing the acoustic transfer functions between the microphones and the desired source and the interfering source, respectively. The ATF vectors are equal to

\[
\mathbf{a} = [A_L, \ldots, A_{M_L}, A_R, \ldots, A_M]^T, \quad \mathbf{b} = [B_L, \ldots, B_{M_L}, B_R, \ldots, B_M]^T.
\]

The covariance matrix of the desired source \( \mathbf{R}_x \), the covariance matrix of the interfering source \( \mathbf{R}_u \) and the covariance matrix of the diffuse noise \( \mathbf{R}_n \) are equal to

\[
\mathbf{R}_x = \mathcal{E}\{\mathbf{x}\mathbf{x}^H\} = \Phi_x \mathbf{a} \mathbf{a}^H, \quad \mathbf{R}_u = \mathcal{E}\{\mathbf{u}\mathbf{u}^H\} = \Phi_u \mathbf{b} \mathbf{b}^H, \quad \mathbf{R}_n = \mathcal{E}\{\mathbf{n}\mathbf{n}^H\},
\]
with $\mathcal{E}\{\cdot\}$ the expectation operator, $\Phi_x = \mathcal{E}\{|S_x|^2\}$ the power spectral density (PSD) of the desired source and $\Phi_u = \mathcal{E}\{|S_u|^2\}$ the PSD of the interfering source. By assuming statistical independence between $x$, $u$ and $n$, the noisy input covariance matrix $R_y = \mathcal{E}\{yy^H\}$ can be written as
\[
R_y = R_x + R_u + R_n + R_w, \tag{12}
\]
with $R_x$ the covariance matrix of the undesired component. The left and right output signals $Z_L$ and $Z_R$ are obtained by filtering and summing all $M$ microphone signals using the (complex-valued) filter vectors $w_L$ and $w_R$, i.e.
\[
Z_L = w_L^H y, \quad Z_R = w_R^H y. \tag{13}
\]
To provide a concise notation, we define
\[
\gamma_a = a^H R_n^{-1} w, \quad \gamma_b = b^H R_n^{-1} b, \quad \gamma_{ab} = a^H R_n^{-1} b. \tag{14-16}
\]
Further, the squared cosine of the generalized angle between $a$ and $b$ is defined as
\[
\Psi = \frac{\gamma_{ab}^2}{\gamma_a \gamma_b}, \tag{17}
\]
where it can be shown that $0 \leq \Psi \leq 1$ using the Cauchy-Schwarz inequality.

**B. Interaural Criteria/Binaural Cues**

Binaural cues are used by the listener to localize sound sources and to perceive their width and diffuseness and hence provide the cues needed for spatial hearing [2]. They are described by interaural differences, i.e. differences of the signal arriving at the left and the right ear. For coherent sources such as speakers, the most descriptive binaural cue is the ITF. The input and output ITFs of the desired source can be calculated as [4]
\[
\text{ITF}_{x}^{\text{in}} = \frac{e_L^T R_x e_L}{e_L^T R_x e_R}, \quad \text{ITF}_{x}^{\text{out}} = \frac{w_L^H R_x w_L}{w_R^H R_x w_R}. \tag{18}
\]
The same definitions can be applied for the noisy input, the interfering source component, the diffuse noise component and the undesired component by substituting $R_y$, $R_n$, $R_u$ or $R_v$ for $R_x$, respectively. The ILD and ITD cues can then be calculated as [4]
\[
\text{ILD} = 20 \log_{10}(|\text{ITF}|), \quad \text{ITD} = \frac{\angle \text{ITF}}{\omega}, \tag{19}
\]
with $\angle$ the unwrapped phase. For diffuse (incoherent) sound fields, the most descriptive binaural cue is the IC. The input IC of the diffuse noise component is defined as [27]
\[
I_{c_{\text{in}}} = \frac{e_L^T R_x e_R}{\sqrt{(e_L^T R_x e_L)(e_R^T R_x e_R)}}, \tag{20}
\]
while the output IC of the diffuse noise component is defined as [27]
\[
I_{c_{\text{out}}} = \frac{w_L^H R_x w_R}{\sqrt{(w_L^H R_x w_L)(w_R^H R_x w_R)}}. \tag{21}
\]
Because the IC is complex-valued, the magnitude-squared coherence (MSC) is often used. The input and output MSCs can be calculated by
\[
\text{MSC}^{\text{in}} = |I^\text{in}_{\text{co}}|^2, \quad \text{MSC}^{\text{out}} = |I^\text{out}_{\text{co}}|^2. \tag{22}
\]
An MSC of 1 is attributed to a coherent source perceived as a distinct point source, while lower values lead to broader or even diffuse perception [2].

**C. Performance Measures**

The left and right input PSDs of the desired source component are given by
\[
\Phi_{x,L}^{\text{in}} = e_L^T R_x e_L, \quad \Phi_{x,R}^{\text{in}} = e_R^T R_x e_R. \tag{23}
\]
The left and right output PSDs of the desired source component are given by
\[
\Phi_{x,L}^{\text{out}} = w_L^H R_x w_L, \quad \Phi_{x,R}^{\text{out}} = w_R^H R_x w_R. \tag{24}
\]
The same definitions can be applied for the noisy input, the interfering source component, the diffuse noise component and the undesired component by substituting $R_y$, $R_n$, $R_u$ or $R_v$ for $R_x$, respectively.

The left and right input signal-to-noise ratios (SNRs) are defined as the ratio of the left and right input PSDs of the desired source and diffuse noise components, respectively, i.e.
\[
\text{SNR}_{x,L}^{\text{in}} = \frac{\Phi_{x,L}^{\text{in}}}{\Phi_{n,L}}, \quad \text{SNR}_{x,R}^{\text{in}} = \frac{\Phi_{x,R}^{\text{in}}}{\Phi_{n,R}}. \tag{25}
\]
The left and right input SNRs are defined as the ratio of the left and right input PSDs of the desired source and diffuse noise components, respectively, i.e.
\[
\text{SNR}_{x,L}^{\text{out}} = \frac{\Phi_{x,L}^{\text{out}}}{\Phi_{n,L}}, \quad \text{SNR}_{x,R}^{\text{out}} = \frac{\Phi_{x,R}^{\text{out}}}{\Phi_{n,R}}. \tag{26}
\]
The left and right output SNRs are defined as the ratio of the left and right output PSDs of the desired source and interfering source components, respectively, i.e.
\[
\text{SINR}_{x,L}^{\text{in}} = \frac{\Phi_{x,L}^{\text{in}}}{\Phi_{u,L}}, \quad \text{SINR}_{x,R}^{\text{in}} = \frac{\Phi_{x,R}^{\text{in}}}{\Phi_{u,R}}. \tag{27}
\]
The left and right output SNRs are defined as the ratio of the left and right output PSDs of the desired source and interfering source components, respectively, i.e.
\[
\text{SINR}_{x,L}^{\text{out}} = \frac{\Phi_{x,L}^{\text{out}}}{\Phi_{u,L}}, \quad \text{SINR}_{x,R}^{\text{out}} = \frac{\Phi_{x,R}^{\text{out}}}{\Phi_{u,R}}. \tag{28}
\]
The left and right output SINRs are defined as the ratio of the left and right output PSDs of the desired source and undesired components, respectively, i.e.
\[
\text{SINR}_{x,L}^{\text{in}} = \frac{\Phi_{x,L}^{\text{in}}}{\Phi_{v,L}}, \quad \text{SINR}_{x,R}^{\text{in}} = \frac{\Phi_{x,R}^{\text{in}}}{\Phi_{v,R}}. \tag{29}
\]
The left and right output SINRs are defined as the ratio of the left and right output PSDs of the desired source and undesired components, respectively, i.e.
\[
\text{SINR}_{x,L}^{\text{out}} = \frac{\Phi_{x,L}^{\text{out}}}{\Phi_{v,L}}, \quad \text{SINR}_{x,R}^{\text{out}} = \frac{\Phi_{x,R}^{\text{out}}}{\Phi_{v,R}}. \tag{30}
\]
III. BINAURAL NOISE REDUCTION

In this section, we briefly review three state-of-the-art binaural noise reduction algorithms: First, the BMVDR [1, 4, 15] using one constraint to preserve the desired source component in the reference microphones, is introduced in Section III-A; second, the BMVDR-N [18], additionally preserving a scaled version of the diffuse noise component in the reference microphones, is described in Section III-B; and third, the BLCMV [22] as a more general version of the BMVDR, using an additional constraint to preserve a scaled version of the interfering source component in the reference microphones, is described in Section III-C. For the sake of conciseness, we show only the equations for the left hearing device, as previously denoted by the subscript L. All the equations that follow can of course also be formulated for the right hearing device by changing the subscript to R.

A. The Binaural MVDR Beamformer (BMVDR)

The BMVDR [1, 15, 19] minimizes the output PSD of the diffuse noise component while preserving the desired source component in the reference microphones. The constrained optimization problem for the left filter is given by

$$
\min_{w_L} w_L^H R_n w_L \quad \text{subject to} \quad w_L^H a = A_L .
$$

(31)

The filter solving the constrained optimization problem in (31) is equal to [1, 17]

$$
R_{BMVDR,L} = \frac{R_n^{-1} a}{\gamma_a} A_L^* .
$$

(32)

It has been shown that the BMVDR preserves the binaural cues of the desired source [4], i.e.

$$
\text{ITF}_{BMVDR,L} = \frac{A_L}{A_L} = \text{ITF}_{in} .
$$

(33)

The disadvantage is that the BMVDR distorts the binaural cues of the interfering source and the diffuse noise, such that

$$
\text{ITF}_{BMVDR,u} = \frac{A_L}{A_R} = \text{ITF}_{in} ,
$$

(34)

$$
\text{ITF}_{BMVDR,n} = \frac{A_L}{A_R} = \text{ITF}_{in} , \quad \text{MSC}_{BMVDR,n} = 1 .
$$

(35)

Hence, the interfering source and the diffuse noise are perceived as coming from the same position as the desired source at the output of the BMVDR.

The output SNR of the BMVDR is equal to [4, 15]

$$
\text{SNR}_{BMVDR,L} = \Phi_x a^H R_n^{-1} a = \Phi_x \gamma_a .
$$

(36)

Please note that the BMVDR can also be defined using the covariance matrix of the undesired component $R_v$, although $R_v$ is considerably more difficult to estimate in practice than $R_n$ and cannot easily be modelled. Further, using the noisy covariance matrix $R_y$ is sometimes referred to as the binaural minimum power distortionless response (MPDR) beamformer [28] and can lead to cancellation of the desired source, if estimation errors are present.

B. The Binaural MVDR-N Beamformer (BMVDR-N)

In addition to preserving the desired source component, the BMVDR-N [18, 19] preserves a scaled version of the diffuse noise component in the reference microphones. In literature, this approach is often referred to as partial noise estimation [15, 18, 29]. The constrained optimization problem for the left filter is given by

$$
\min_{w_L} E\{|w_L^H n - \eta N_L|^2\} \quad \text{subject to} \quad w_L^H a = A_L ,
$$

(37)

with $0 \leq \eta \leq 1$ the noise scaling parameter. The filter solving (37) is given by [18]

$$
w_{BMVDR-N,L} = \eta e_L + (1 - \eta) w_{BMVDR,L} .
$$

(38)

The BMVDR-N can be seen as a mix of the reference microphone signal (scaled with $\eta$) and the BMVDR output (scaled with $1 - \eta$). For $\eta = 0$, the BMVDR-N is equal to the BMVDR, whereas for $\eta = 1$, the BMVDR-N output is equal to the reference microphone signal.

It has been shown that the BMVDR-N preserves the binaural cues of the desired source [18], i.e.

$$
\text{ITF}_{BMVDR-N,x} = \frac{A_L}{A_R} = \text{ITF}_{in} .
$$

(39)

It can easily be shown that the binaural cues of the interfering source are preserved if $\eta = 1$, whereas for $\eta = 0$ the binaural cues of the interfering source are equal to the binaural cues of the desired source (as applied for the BMVDR), i.e.

$$
\text{ITF}_{BMVDR-N,u} = \begin{cases} 
\frac{A_L}{A_R} = \text{ITF}_{in} & \text{for } \eta = 1 \\
\frac{A_L}{A_R} = \text{ITF}_{in} & \text{for } \eta = 0 
\end{cases} .
$$

(40)

For the diffuse noise, it was shown in [18] that for $\eta = 1$ the output MSC is equal to the input MSC, whereas for $\eta = 0$ the output MSC is equal to 1, as for the BMVDR, i.e.

$$
\text{MSC}_{BMVDR-N,n} = \begin{cases} 
\text{MSC}_{in} & \text{for } \eta = 1 \\
1 & \text{for } \eta = 0 
\end{cases} .
$$

(41)

A larger noise scaling parameter $\eta$ hence leads to better binaural cue preservation of the diffuse noise but obviously leads to smaller noise reduction because the (noisy) reference microphone signals are increasingly mixed with the BMVDR output. The output SNR of the BMVDR-N is hence always smaller than or equal to the output SNR of the BMVDR [18], i.e.

$$
\text{SNR}_{BMVDR-N,L} \leq \text{SNR}_{BMVDR,L} .
$$

(42)

For the BMVDR-N, frequency-dependent and psycho-physically motivated noise scaling parameters were proposed in the literature [18, 27], such that a human listener should not perceive any spatial difference of diffuse noise at the input and output of the BMVDR-N. Another approach is to set $\eta = 0.2$ for all frequencies [4], which appears to be a good compromise between noise reduction performance and binaural cue preservation of the diffuse noise.
C. The Binaural LCMV Beamformer (BLCMV)

In addition to preserving the desired source component, the BLCMV uses an additional constraint to preserve a scaled version of the interfering source component. The BLCMV is aimed at minimizing the output PSD of the diffuse noise component subject to a constraint set \( \{ \eta, \delta \} \), i.e.,

\[
\min_{w_{L}} w_{L}^{H} R_{n} w_{L} \quad \text{subject to} \quad C^{H} w_{L} = g_{L}, \tag{43}
\]

where the response vector \( g_{L} \) is defined as

\[
g_{L} = \begin{bmatrix} A_{L}^{*} \\ \delta B_{L}^{*} \end{bmatrix}, \tag{44}
\]

with \( 0 \leq \delta \leq 1 \) the interference scaling parameter. In [22], also a scaling parameter for the desired source was used. Here, we assume that a distortionless response is wanted for the desired source. The constraint matrix \( C \) is defined as

\[
C = \begin{bmatrix} a \ b \end{bmatrix}, \tag{45}
\]

including the ATF vectors of the desired source and the interfering source as defined in (7) and (8), respectively. The filter solving (43) is equal to (22)

\[
w_{BLCMV,L} = R_{n}^{-1} C \left( C^{H} R_{n}^{-1} C \right)^{-1} g_{L}. \tag{46}
\]

It was shown in [22], that the BLCMV preserves the binaural cues of both the desired source and the interfering source, i.e.

\[
\text{ITF}_{BLCMV,x}^{\text{out}} = \frac{A_{L}}{A_{R}} = \text{ITF}_{x}^{\text{in}}, \tag{47}
\]

\[
\text{ITF}_{BLCMV,n}^{\text{out}} = \frac{B_{L}}{B_{R}} = \text{ITF}_{n}^{\text{in}}. \tag{48}
\]

It was also shown in [22], that the output IC of the diffuse noise is equal to

\[
\text{IC}_{BLCMV,n}^{\text{out}} = \frac{e_{L}^{T} \bar{R}_{sxu} e_{R}}{\sqrt{e_{L}^{T} \bar{R}_{sxu} e_{L}}}, \tag{49}
\]

with

\[
\bar{R}_{sxu} = \frac{1}{1 - \Psi} \begin{bmatrix} aa^{H} & \delta^{2} bb^{H} \\ \gamma_{a} & -2 \Psi \delta R \end{bmatrix}. \tag{50}
\]

The output MSC of the diffuse noise component for the BLCMV is equal to

\[
\text{MSC}_{BLCMV,n}^{\text{out}} = |\text{IC}_{BLCMV,n}^{\text{out}}|^{2}. \tag{51}
\]

Because \( \bar{R}_{sxu} \) is a rank-2 matrix, the diffuse noise component at the output is non-coherent and an output MSC smaller than one is attributed to it [22].

The output SIR of the BLCMV is equal to [22]

\[
\text{SIR}_{BLCMV,L}^{\text{out}} = \text{SIR}_{x}^{\text{in}} \frac{1}{\delta}, \tag{52}
\]

and is hence directly controlled by the interference scaling parameter \( \delta \). Practical insights in how to set \( \delta \) when estimation errors are present were provided in [26].

The output SNR of the BLCMV is equal to [22]

\[
\text{SNR}_{BLCMV,L}^{\text{out}} = \frac{\Phi_{x} |A_{L}|^{2}}{e_{L}^{T} \bar{R}_{sxu} e_{L}}. \tag{53}
\]

IV. THE BINAURAL LCMV-N BEAMFORMER (BLCMV-N)

In this section, we combine the approaches of the BMVDR-N and the BLCMV so that the binaural cue preservation of both the interfering source and the diffuse noise can be controlled. This novel approach is called the BLCMV with partial noise estimation (BLCMV-N). In Section [IV-A] the BLCMV-N is derived and interpreted. As was shown for the BLCMV in [22], in Section [IV-B] and [IV-C] two decompositions of the BLCMV-N are shown to provide a more intuitive view of the solution. The output components of the BLCMV-N are calculated in Section [IV-D] and a value for the interference scaling parameter is derived in Section [IV-E] that leads to equivalence between the BLCMV-N and the BMVDR-N.

A. Derivation and Interpretation

Compared to the BMVDR, the BLCMV-N uses an additional constraint to preserve a scaled version of the interfering source component in the reference microphones, i.e. like the BLCMV, and is aimed at preserving a scaled version of the diffuse noise component in the reference microphones, i.e. like the BMVDR-N. The cost function of the BLCMV-N is given by

\[
J_{L} = \mathcal{E} \left\{ |w_{L}^{H} n - \eta N_{L}|^{2} \right\} \quad \text{subject to} \quad C^{H} w_{L} = g_{L}, \tag{54}
\]

with the constraint matrix \( C \) defined in (45) and the response vector \( g_{L} \) defined in (44). The filter solving (54) is equal to (see Appendix for derivation)

\[
w_{BLCMV-N,L} = \begin{bmatrix} \eta & 1 - \eta \end{bmatrix} R_{n}^{-1} C \left( C^{H} R_{n}^{-1} C \right)^{-1} \begin{bmatrix} A_{L}^{*} \\ \delta B_{L}^{*} \end{bmatrix}. \tag{55}
\]

with

\[
\tilde{\delta} = \frac{\delta - \eta}{1 - \eta} \tag{56}
\]

the adjusted interference scaling parameter. The BLCMV-N can hence be seen as a mixture of the reference microphone signal (scaled with \( \eta \)) and a BLCMV (scaled with \( 1 - \eta \)) using the adjusted interference scaling parameter \( \delta \) instead of the interference scaling parameter \( \delta \). For \( \eta = 0 \) the BLCMV-N is equal to the BLCMV in (46), whereas for \( \eta = 1 \) the BLCMV-N is equal to the reference microphone signal in (5).

The adjusted interference scaling parameter \( \tilde{\delta} \) is related to both, \( \delta \) and \( \eta \), because both the additional constraint and the partial noise estimation affect the interfering source component. Figure 2 depicts \( \tilde{\delta} \) as a function of \( \eta \) for different values of \( \delta \). It can be seen that

\[
\tilde{\delta}(\eta, \delta) = \begin{cases} > 0 & \text{for } \delta > \eta \\ < 0 & \text{for } \delta < \eta \\ 0 & \text{for } \delta = \eta \end{cases} \tag{57}
\]
and the interfering source. Due to the first term in (58), the BLCMV-N can hence preserve the binaural cues of both the desired source component and steers a null towards the direction of the interfering source, i.e. is aimed at interference rejection. The sub-BLCMV $w_{u,L}$ denotes a BLCMV that preserves the interfering source component in the reference microphone signal and steers a null towards the direction of the desired source. It can therefore be shown that [22]

$$\begin{align*}
  w^H_{x,L}a &= A_L, \\
  w^H_{u,L}a &= 0, \\
  w^H_{u,L}b &= B_L.
\end{align*}$$

Hence, the expression in (58) can be interpreted as a mixture of the reference microphone signal (scaled with $\eta$), a BLCMV with interference rejection (scaled with $1-\eta$) and a BLCMV preserving the interfering source and rejecting the desired source (scaled with $\delta-\eta$). The sub-BLCMV $w_{x,L}$ lies in the nullspace of the constraint subspace of the interfering source and binaural cues of the desired source component can be controlled such that the interfering source component is not affected [22]. Additionally, the sub-BLCMV beamformer $w_{u,L}$ lies in the nullspace of the constraint subspace of the desired source and the binaural cues of the interfering source component can be controlled such that the desired source component is not affected. A combination of $w_{x,L}$ and $w_{u,L}$ can hence preserve the binaural cues of both the desired and the interfering source. Due to the first term in (58), the BLCMV-N can additionally (partially) preserve the binaural cues of the diffuse noise (cf. Section V-B).

### C. Filter Decomposition using Binauralization Postfilters

For a decomposition that intuitively combines both the left and the right BLCMVs, it was shown in [22], that (59) and (60) can be written as BLCMVs with binauralization postfilters. The BLCMV steering towards the desired source and rejecting the interfering source $w_{x,L}$ can be written as

$$w_{x,L} = w_x A_L^\ast,$$

with

$$w_x = \frac{1}{1-\Psi} \left( R^{-1}_n a - \Psi R^{-1}_n b \right).$$

the desired BLCMV (D-BLCMV) and $A_L$ the ATF between the desired source and the left reference microphone, used as the binauralization postfilter for the desired source. The BLCMV steering towards the interfering source and rejecting the desired source $w_{u,L}$ can be written as

$$w_{u,L} = w_u B_L^\ast,$$

with

$$w_u = \frac{1}{1-\Psi} \left( R^{-1}_n b - \Psi R^{-1}_n a \right).$$

the undesired BLCMV (U-BLCMV) and $B_L$ the ATF between the interfering source and the left reference microphone, used as the binauralization postfilter for the interfering source.

Using (63) and (65) in (58), the BLCMV-N can hence be written as

$$w_{BLCMV-N,L} = \eta e_L + (1-\eta)w_x + (\delta-\eta)B_L^\ast w_u.$$

Figure 3 depicts the scheme of the BLCMV-N decomposition using binauralization postfilters. It can be interpreted as a mixture of the reference microphone signals (scaled with $\eta$), the binauralized D-BLCMV beamformer output (scaled with $1-\eta$) and the binauralized U-BLCMV beamformer output (scaled with $\delta-\eta$).

### D. Output Components of the BLCMV-N

The desired source component at the output of the BLCMV-N is given by

$$w_{BLCMV-N,L}^H x = A_L S_x,$$
i.e. the BLCMV-N perfectly preserves the desired source. The interfering source component at the output of the BLCMV-N is given by

\[ \mathbf{w}_{BLCMV-N,L}^H \mathbf{u} = \delta B_L S_u, \]  

(69)

which is equal to the \( \delta \)-scaled interfering source component in the reference microphone. The diffuse noise component at the output of the BLCMV-N is given by

\[ \mathbf{w}_{BLCMV-N,L}^H \mathbf{n} = \eta N_L + (1 - \eta) N_x A_L + (\delta - \eta) N_u B_L, \]  

(70)

with \( N_x = \mathbf{w}_{BLCMV-N,L}^H \mathbf{n} \) and \( N_u = \mathbf{w}_{BLCMV-N,L}^H \mathbf{n} \) the diffuse noise component at the output of the D-BLCMV beamformer and the U-BLCMV beamformer, respectively. The expression in (70) can be considered a mixture of the noise component in the reference microphone signal (scaled with \( \eta \)) and two (coherent) noise sources.

E. Equivalence Between the BMVDR-N and the BLCMV-N

By using (58), it can be shown that the interfering source component at the output of the BMVDR-N is equal to

\[ \mathbf{w}_{BMVDR-N,L}^H \mathbf{u} = \left( \eta B + (1 - \eta) \gamma_{ab} \frac{A_L}{r_a} \right) S_u. \]  

(71)

A comparison of (69) and (71) shows that, to allow the BLCMV-N to have the same influence on the interfering source, the interference scaling parameter \( \delta \) has to be equal to

\[ \delta_{BMVDR-N,L} = \eta + (1 - \eta) \gamma_{ab} \frac{A_L}{r_a} B_L. \]  

(72)

Similar values can be obtained for the right BLCMV-N, i.e. \( \delta_{BMVDR-N,R} = \eta + (1 - \eta) \gamma_{ab} \frac{A_L}{r_a} B_L \). Equivalently, the adjusted interference scaling parameter has to be equal to

\[ \bar{\delta}_{BMVDR-N,L} = \gamma_{ab} \frac{A_L}{r_a} B_L. \]  

(73)

Please note that if considering complex-valued interfering scaling parameters, the response vector in (44) would be defined as \( \mathbf{g}_L = [A_L, \delta B_L]^H \). It is clear that equivalence between the BLCMV-N and the BMVDR-N can be achieved only by using (different) complex-valued interference scaling parameters in the left and right filter. This can also be explained intuitively, because by using the same parameter for both sides, the binaural cues of the interfering source are preserved by the BLCMV-N. To obtain equivalence, the binaural cues of the interfering source need to be distorted exactly as they are distorted by the BMVDR-N. Obviously, the BLCMV-N no longer preserves the binaural cues of the interfering source in this case.

For example, by substituting (72) for \( \delta \) in (55) and comparing to (59) the equivalence between the BLCMV-N and the BMVDR-N can easily be proven, i.e.

\[ \mathbf{w}_{BLCMV-N,L} = \mathbf{w}_{BMVDR-N,L} \quad \text{if} \quad \delta = \delta_{BMVDR-N,L}. \]  

(74)

The same can of course be proven for the right BLCMV-N, by using \( \delta_{BMVDR-N,R} \) in \( \mathbf{w}_{BLCMV-N,R} \) and comparing to \( \mathbf{w}_{BMVDR-N,R} \).

V. PERFORMANCE OF THE BLCMV-N

In this section, the performance of the BLCMV-N is examined. First, the output PSDs of the signal components are calculated in Section [V.-A]. Then, the binaural cue preservation performance and the interference and noise reduction performance are analyzed in Section [V.-B] and [V.-C] respectively. Finally, in Section [V.-D] the setting of the two scaling parameters \( \delta \) and \( \eta \) is explained.

A. Power Spectral Densities

The output PSD of the desired source component for the BLCMV-N is equal to

\[ \Phi_{BLCMV-N,x,L}^{\text{out}} = \Phi_x |A_L|^2. \]  

(75)

The output PSD of the interfering source component for the BLCMV-N is equal to

\[ \Phi_{BLCMV-N,u,L}^{\text{out}} = \delta^2 \Phi_u |B_L|^2. \]  

(76)

By substituting (67) in (24), it can be shown that the output PSD of the diffuse noise component for the BLCMV-N is equal to

\[ \Phi_{BLCMV-N,n,L}^{\text{out}} = \mathbf{e}_L^T \left( \eta^2 \mathbf{R}_n + \mathbf{R}_{xu} \right) \mathbf{e}_L, \]  

(77)

with

\[ \mathbf{R}_{xu} = \frac{1}{1 - \psi} \left[ (1 - \eta) \frac{\mathbf{a}_n \mathbf{a}_f^H}{\gamma_a} + (\delta^2 - \eta^2) \frac{\mathbf{b}_L \mathbf{b}_L^H}{\gamma_b} - 2 \psi (\delta - \eta^2)^2 \mathbb{R} \left\{ \frac{\mathbf{ab}_L^H}{\gamma_{ab}} \right\} \right]. \]  

(78)

It can be seen that (77) is a quadratic function in both scaling parameters \( \delta \) and \( \eta \). Please note that \( \mathbf{R}_{xu} = \mathbf{R}_{xu} \) for \( \eta = 0 \), cf. (50) and (78).

B. Binaural Cue Preservation

Like the BLCMV, due to the hard constraints, the BLCMV-N preserves the ITF of both the desired source and the interfering source, i.e.

\[ \text{ITF}_{BLCMV-N,x}^{\text{out}} = \frac{A_L}{A_R} = \text{ITF}_{x}^{\text{in}}, \]  

(79)

\[ \text{ITF}_{BLCMV-N,u}^{\text{out}} = \frac{B_L}{B_R} = \text{ITF}_{u}^{\text{in}}. \]  

(80)
TABLE I
Binaural Cue Preservation of Binaural Beamformers

| Algorithm   | Desired source | Interfering source | Diffuse noise |
|-------------|----------------|--------------------|---------------|
| BMVDR       | Yes            | No                 | No            |
| BMVDR-N     | Yes            | Trade-off (η)      | Trade-off (η) |
| BLCMV       | Yes            | Yes                | No            |
| BLCMV-N     | Yes            | Yes                | Trade-off (η) |

Substituting (67) in (21), the output IC of the diffuse noise component is equal to

\[
\text{IC}^{\text{out}}_{\text{BLCMV}-N,n} = \frac{e^T_L (\eta^2 R_n + R_{xxu}) e_R}{\sqrt{e^T_L (\eta^2 R_n + R_{xxu}) e_L e^*_R (\eta^2 R_n + R_{xxu}) e^*_L}}, \tag{81}
\]

with \( R_{xxu} \) defined in (78). The output MSC of the diffuse noise component is then equal to

\[
\text{MSC}^{\text{out}}_{\text{BLCMV}-N,n} = |\text{IC}^{\text{out}}_{\text{BLCMV}-N,n}|^2. \tag{82}
\]

It can be shown that for \( \eta = 0 \) the expressions in (81) and (49) are equal and consequently

\[
\text{MSC}^{\text{out}}_{\text{BLCMV}-N,n} = \text{MSC}^{\text{out}}_{\text{BLCMV},n} \quad \text{for} \quad \eta = 0, \tag{83}
\]

leading to an output MSC smaller than 1. For \( \delta = 0 \) and \( \eta = 0 \) the matrix \( R_{xxu} \) in (78) becomes rank-1 and \( R_{xxu} \) disappears from the expression in (81). Hence, the MSC would be equal to 1, which is again attributed to a coherent source, in this case perceived as coming from the direction of the desired source, i.e.

\[
\text{MSC}^{\text{out}}_{\text{BLCMV}-N,n} = 1 \quad \text{for} \quad \eta = 0 \quad \text{and} \quad \delta = 0. \tag{84}
\]

In contrast to the BMVDR-N described in Section III-B for \( \eta = 1 \) the BLCMV-N does not always preserve the MSC of the diffuse noise component. Only if \( \eta = 1 \) and \( \delta = 1 \) can the MSC of the diffuse noise be preserved, i.e.

\[
\text{MSC}^{\text{out}}_{\text{BLCMV}-N,n} = \text{MSC}^{\text{in}}_n \quad \text{for} \quad \eta = 1 \quad \text{and} \quad \delta = 1, \tag{85}
\]

which would lead to using only the reference microphone signals and hence no noise reduction would be applied. The BLCMV-N hence provides a trade-off between noise reduction and the IC preservation of the diffuse noise. Table I shows a summary of the binaural cue preservation capabilities of all the considered binaural beamformers. We further elaborate on the output MSC of the diffuse noise component in Section VI.

C. Interference and Noise Reduction Performance

The output SIR of the BLCMV-N is equal to the output SNR of the BLCMV in (52), i.e.

\[
\text{SIR}^{\text{out}}_{\text{BLCMV}-N,L} = \text{SIR}^{\text{in}}_L \frac{1}{\delta^2} = \text{SIR}^{\text{out}}_{\text{BLCMV},L}, \tag{86}
\]

which is hence also solely controlled by the interference scaling parameter \( \delta \). The output SNR of the BLCMV-N is equal to

\[
\text{SNR}^{\text{out}}_{\text{BLCMV}-N,L} = \frac{\Phi_n |A_L|^2}{\alpha^2_L (\eta^2 R_n + R_{xxu}) e^*_L}, \tag{87}
\]

which like (77) is a quadratic function in both scaling parameters \( \delta \) and \( \eta \). For \( \eta = 1 \) and \( \delta = 1 \), the output SNR is equal to the input SNR, because no noise reduction is applied, i.e.

\[
\text{SNR}^{\text{out}}_{\text{BLCMV}-N,L} = \text{SNR}^{\text{in}}_L \quad \text{for} \quad \eta = 1 \quad \text{and} \quad \delta = 1. \tag{88}
\]

For \( \eta = 0 \), the output SNR of the BLCMV-N is equal to the output SNR of the BLCMV in (53), i.e.

\[
\text{SNR}^{\text{out}}_{\text{BLCMV}-N,L} = \text{SNR}^{\text{out}}_{\text{BLCMV},L} \quad \text{for} \quad \eta = 0. \tag{89}
\]

D. Scaling Parameter Settings

As described above, the noise scaling parameter \( \eta \) provides a trade-off between noise reduction and the binaural cue preservation, i.e. IC preservation, of the diffuse noise. It is easy to show that, to maximize the output SNR (or to minimize the output PSD of the diffuse noise in (77)), \( \eta \) should be set equal to 1, although in this case no additional binaural cue preservation of the diffuse noise is applied, cf. (83). Raising the noise scaling parameter \( \eta \) leads to a lower noise reduction performance but increased binaural cue preservation of the diffuse noise. As can be seen in (86), the output SIR is not affected by \( \eta \).

Setting the derivative of (87) with respect to \( \delta \) to zero and solving for \( \delta \) yields the interference scaling parameter \( \delta \) that is optimal in terms of SNR, i.e.

\[
\delta_{\text{opt},L} = \frac{\alpha_L}{\beta_L}, \tag{90}
\]

with

\[
\alpha_L = \Psi \Re \left\{ A_L B^2_{\gamma_{ab}} \right\}, \quad \beta_L = \frac{|B_L|^2}{\gamma_{ab}}. \tag{91}
\]

By setting \( \delta = 0 \), obviously the output SIR would be maximized, but problems can arise in a practical implementation when estimation errors are present [26].

VI. SIMULATIONS

In this section, we first show a validation of the analytical expressions derived in the previous sections by using measured anechoic impulse responses. Second, we show experimental results and results of a subjective listening test using measured reverberant impulse responses and recorded signals to quantify the filter performances in a more realistic scenario with estimation errors.

A. Validation with Measured Anechoic ATFs

Here, we examine the theoretical performance of the considered binaural noise reduction algorithms using measured anechoic impulse responses of two behind-the-ear (BTE) hearing aids mounted on a head-and-torso-simulator (HATS) [50]. Two microphones on each side of the head were used, i.e. \( M = 4 \), and the impulse responses were resampled to a sampling frequency of 16 kHz. We considered an acoustic scenario with one desired source, one interfering source and diffuse noise, as described in Section II-A. The ATFs were calculated from the BTE impulse responses using a 512 point FFT. To simulate diffuse (cylindrically isotropic) noise and
spatially white sensor noise, the noise covariance matrix was generated as

\[ R_n = \Phi_{n,w} I_M + \Phi_{n,diff} \Gamma, \]  

(92)

with \( \Phi_{n,w} \) the PSD of sensor noise, \( I_M \) the \( M \times M \) identity matrix, \( \Phi_{n,diff} \) the PSD of the diffuse noise and \( \Gamma \) the spatial coherence matrix of the diffuse noise. The \((i,j)\)-th element of \( \Gamma \) can be calculated using the set of anechoic A TFs as [18], [22],

\[ \Gamma_{i,j} = \frac{\sum_{k=1}^{K} H_i(\theta) H_j^*(\theta)}{\sqrt{\sum_{k=1}^{K} |H_i(\theta)|^2 \sum_{k=1}^{K} |H_j(\theta)|^2}}, \]  

(93)

with \( H(\theta) \) the anechoic A TF at angle \( \theta \) and \( K \) the total number of angles in the database (\( K = 72 \) for [22]).

The desired source was placed at 30° and the interfering source was placed at -70°, both at a distance of 3 m (0° indicates the look direction and 90° indicates the right hand side). The covariance matrices of the desired and interfering sources \( R_x \) and \( R_n \) were constructed using the respective A TFs according to (9) and (10), respectively. \( \Phi_x \) and \( \Phi_n \) were both set to 1. The PSD of the spatially white sensor noise \( \Phi_{n,w} \) was set to -55 dB.

1) Binaural Cue Preservation: Without any estimation errors, all of the binaural noise reduction algorithms considered in this paper perfectly preserve the binaural cues of the desired source (cf. Table I). The BMVDR does not constrain the interfering source and hence the interfering source is collocated with the desired source at the output (not shown here for conciseness, cf. Section III). The BMVDR-N can trade off noise reduction performance for the binaural cue preservation of the diffuse noise and the interfering source. Whereas for a diffuse noise this approach showed promising results and was explained in detail in [18], the effect of the partial noise estimation approach on a coherent interfering source strongly depends on the position of the interfering source relative to the desired source. To encounter this, the BLCMV and BLCMV-N hence use additional constraints such that the binaural cues of the interference source are perfectly preserved.

Next, the MSC of the diffuse noise is examined. Figure 5 depicts the MSC of the diffuse noise at the input of the reference microphones and the output of the binaural MVDR, MVDR-N and LCMV beamformers. As expected, at the output of the BMVDR the diffuse noise is a coherent source (co-located with the desired source, cf. [35]). The BMVDR-N can use the trade-off to preserve the MSC of the diffuse noise, such that if \( \eta = 1 \) the MSC is perfectly preserved (but no noise reduction is achieved). The BLCMV is not designed to preserve the MSC of diffuse noise, although if \( \delta = 1 \) an output MSC smaller than 1 is attributed to the diffuse noise [22]. This effect depends on the relative position of the interfering source to the desired source and cannot easily be controlled.

Figure 6 depicts the output MSC of the diffuse noise for the BLCMV-N for different values of \( \eta \) and \( \delta \). It can be seen that both \( \eta \) and \( \delta \) influence the output MSC of the diffuse noise as expected from the previous observations. Perfect preservation of the MSC of the diffuse noise is possible only if \( \delta = \eta = 1 \).
The BLCMV hence not only preserves the binaural cues of the interfering source but also allows the output SIR to be calculated using (90). In combination with Figure 7, the trade-off between MSC preservation of the diffuse noise and noise reduction in the BLCMV-N can be assessed. The output SIR for the BLCMV-N is equal to the output SIR of the BLCMV and therefore is not depicted.

B. Experimental Results in Reverberant Environment

In this section, we evaluate and compare the performances of the considered binaural noise reduction algorithms in a reverberant environment. The same two BTE hearing aids have again been mounted to the HATS and have been used in [30] to measure reverberant room impulse responses with a reverberation time of about 1.25 s in a university cafeteria. The HATS was placed at a cafeteria table corresponding to a sitting position. Again, two microphones on each side of the head were used, such that $M = 4$, and all room impulse responses and signals were resampled to a sampling frequency of 16 kHz. Two directional speakers, i.e. the desired source and the interfering source, were generated by convolving clean speech recordings with room impulse responses corresponding to specific positions. The desired source was placed at 0°, i.e. in the look direction of the HATS, at a distance of about 102 cm, corresponding to a person sitting on the other side of the table. The interfering source was placed at about $-35^\circ$ at a distance of about 118 cm, corresponding to a person sitting to the left of the desired source. The desired source signal consisted of a male German speaker speaking eight sentences with a pause of 1 s between the sentences. The interfering source signal consisted of a male Dutch speaker speaking seven sentences with a pause of 0.25 s between the sentences. As diffuse noise, we used recordings of real multi-talker babble noise, recorded using the same setup in the same cafeteria [30]. The diffuse noise consisted of babble noise, clacking plates and temporary dominant interfering speakers around the setup. The entire signal had a length of about 28 s. The desired source and the diffuse noise were active the entire time, whereas the interfering source started to speak after about 14 s.

The processing was done in the STFT domain with a frame length of 4096 samples and a square-root Hann window with 50% overlap. We used a perfect voice activity detector in the time domain to estimate the covariance matrices $R_n$, $R_v$ and $R_{vn} = R_v + R_n$ (desired source plus diffuse noise), averaged over the entire signal. All the algorithms were implemented using the estimated noise covariance matrix $R_n$ and relative transfer functions (RTFs) [31], relating the ATF vectors in (7) and (8) to the reference microphones. The RTF vectors were estimated based on a generalised eigenvalue decomposition (GEVD) of $R_{vn}$ and $R_n$ or of $R_v$ and $R_n$. Please refer to [22], [26], [32], [33] for further details. The algorithm parameters were set as $\delta = 0.3$ and $\eta = 0.3$.

1) Noise Reduction Performance: As the performance measure for noise and interference reduction the SNR, SIR and SINR improvements (relative to the reference microphone signals) were calculated using the signal components at the output in the time domain. Table II presents the results for all the considered algorithms.

For the left and right SNR improvement ($\Delta \text{SNR}_L$ and $\Delta \text{SNR}_R$), it can be seen that the BMVDR yields the best...
results. This is expected, because the BMVDR-N trades off noise reduction performance for binaural cue preservation and the BLCMV uses an additional constraint for the interfering source and hence has one degree-of-freedom less available for noise reduction. The BLCMV-N does both and hence leads to the lowest noise reduction.

For the left and right SIR improvement (ΔSIR_L and ΔSIR_R), it can be seen that the BMVDR and BMVDR-N cannot reduce the interfering speaker, because R_u is used in the filters. By setting δ = 0.3 for the BLCMV and BLCMV-N, an SIR improvement of about 10 dB is expected. This performance cannot be completely achieved due to estimation errors, which is in line with the results in [22]. It is important to note, however, that the SIR improvement of both the BLCMV and BLCMV-N is roughly the same and controlled by δ. Hence, the partial noise estimation introduced in the BLCMV-N does not affect the reduction of the interfering source, i.e. for any η value.

For the left and right SINR improvement (ΔSINR_L and ΔSINR_R), i.e. the overall reduction of all undesired signal components, it can be seen that the BLCMV and BLCMV-N outperform the BMVDR and BMVDR-N in this scenario. This is of course specifically because the BMVDR and BMVDR-N do not take into account explicitly the reduction of the interfering source signal in the optimization. A comparison of the BLCMV with the BLCMV-N shows that the introduced partial noise estimation reduced the SINR improvement by roughly 1 dB.

2) Subjective Listening Test: To investigate the binaural cue preservation performance of the four considered filters a procedure similar to the Multi-Stimulus Test with Hidden Reference and Anchor (MUSHRA) was conducted. The signal processing framework and the acoustic scenario were the same as described in [13], except that the desired source was placed at −35° and the interfering source was placed at 90°. The input SIR and SNR were both set to 0 dB, measured in the right reference microphone.

Thirteen self-reported normal hearing subjects participated in the listening test. None of the authors participated in the listening test. All subjects gave informed consent and ethical approval was obtained by the ethics committee of the University of Oldenburg.

The listening test was conducted in a sound proof listening booth using a MATLAB implementation of the MUSHRA and an RME Fireface UCX with Sennheiser HD 580 headphones.

The task was to rate the perceived spatial difference to a reference signal. In the case of coherent sources, spatial similarity corresponds to the same localization as for the reference signal, and, in the case of a diffuse noise field, to the same amount of perceived diffuseness. A score of 0 is associated with an extreme difference, whereas a score of 100 is associated with no perceived difference. The reference signal was chosen to be the left and right unprocessed reference microphone signals, i.e. the hearing aid input signals. An anchor signal was produced by using only the left reference microphone signal and playing it back via both loudspeakers. The anchor was hence a monaural signal with no binaural cues. Additionally, the anchor was lowpass filtered using a 1st order Butterworth filter with a cutoff frequency of 1 kHz. In a MUSHRA, the anchor should be associated with a very low score and encourage the subjects to use the entire rating scale.

The subjects had time to get comfortable with the sound material in a training round. In the first evaluation round, only the desired source and the interfering source were active. In the second evaluation round, only the desired source and the diffuse noise were active. In the third evaluation round, all signal components were active.

The results are depicted in Figure 10. A one-way repeated-measures ANOVA was performed using IBM SPSS Statistics. The analysis revealed a significant within-subjects effect for all three evaluation rounds. Hence, post-hoc comparison t-tests with Bonferroni adjustment were performed.

a) Interfering source: The within-subjects effect was significant [F(2.098, 25.176) = 219.2, p < .001, Greenhouse-Geisser correction]. As expected, both BLCMVs preserved the spatial perception of the interfering source significantly better than both BMVDRs (p < .001). The BMVDR-N performed significantly better than the BMVDR (p < .001). No significant difference was found between the BLCMV and BLCMV-N (p = 1).

b) Diffuse noise: The within-subjects effect was significant [F(3.072, 36.869) = 332.066, p < .001, Greenhouse-Geisser correction]. The BMVDR-N and the BLCMV-N, both using partial noise estimation, significantly outperformed the BMVDR and the BLCMV (p < .001). No significant difference was found between the BMVDR-N and BLCMV-N (p = 1). No significant difference was found between the BMVDR and BLCMV (p = .614).

c) Complete signal: The within-subjects effect was significant [F(2.905, 34.858) = 171.783, p < .001, Greenhouse-Geisser correction]. The BMVDR-N scored significantly higher than the BMVDR (p < .001). The BLCMV significantly outperformed the BMVDR-N (p = .014). Further, the BLCMV-N could outperform the BLCMV significantly (p = .025) and hence also significantly outperformed the BMVDR and BMVDR-N (p < .001).

To summarize the subjective listening test, the BLCMV-N is capable of preserving the binaural cues of an interfering source

---

**TABLE II**

| Algorithm     | η   | δ   | ΔSINR_L | ΔSINR_R | ΔSIR_L | ΔSIR_R | ΔSINR_L | ΔSINR_R |
|---------------|-----|-----|---------|---------|--------|--------|---------|---------|
| BMVDR        | -   | -   | 12.3    | 11.9    | -0.1   | -2.1   | 2.5     | 1.5     |
| BMVDR-N      | 0.3 | -   | 8.2     | 7.7     | 0.9    | -0.13  | 3.0     | 2.72    |
| BLCMV        | -   | 0.3 | 9.9     | 8.9     | 8.8    | 9.1    | 9.4     | 9.2     |
| BLCMV-N      | 0.3 | 0.3 | 7.6     | 6.7     | 8.9    | 9.6    | 8.4     | 7.8     |
Fig. 10. Boxplot of the subjective listening scores. The plot depicts the median score (red line), the mean score (red dot), the first and third quartiles (blue boxes) and the interquartile ranges (whiskers). Outliers are indicated by the red + markers.

and diffuse noise in a realistic acoustic scenario, whereas all the other considered binaural noise reduction algorithms lack in preserving the binaural cues of at least one signal component.

VII. CONCLUSIONS

In this paper, we combined two extensions of the well-known BMVDR, namely the BLCMV and the BMVDR-N, to propose the BLCMV with partial noise estimation (BLCMV-N). It was shown, that the proposed BLCMV-N can be seen as a mixture of the noisy reference microphone signals and a BLCMV output, where an adjusted interference scaling parameter is used. Theoretical expressions for the noise reduction and binaural cue preservation performance of the BLCMV-N were derived and equality between the BLCMV-N and BMVDR-N was shown for a specific (complex-valued) interference scaling parameter. An anechoic validation and experimental results using reverberant signals showed that the BLCMV-N is capable of preserving the binaural cues of an interfering source, like the BLCMV, and yields a trade-off between noise reduction and binaural cue preservation of diffuse noise, like the MVDR-N. Results of a subjective listening test showed that the BLCMV-N can preserve the spatial impression of an interfering source and diffuse noise in a realistic acoustic scenario, whereas the BMVDR, the BMVDR-N and the BLCMV lack in preserving the spatial impression of at least one signal component.

APPENDIX

DERIVATION OF THE BLCMV-N

The Lagrangian of the cost function in (54) is given by

$$\mathcal{L}(w_L) = w_L^H R_n w_L - \eta e^T_n R_n w_L - \eta w_L^H R_n e_L + \eta^2 |N| \eta L + \lambda^H (C^H w_L - g_L) + (w_L^H C - g^H) \lambda_L,$$

with the Lagrangian multiplier \(\lambda_L\). The gradient with respect to \(w_L\) is equal to

$$\nabla \mathcal{L}(w_L) = 2R_n w_L - 2\eta R_n e_L + 2C \lambda_L.$$

Setting (96) to 0, the filter minimizing (54) is equal to

$$w_L = \eta e_L - \frac{1}{2} R_n^{-1} C \lambda_L.$$

Substituting (97) into (54), the Lagrangian multiplier is equal to

$$\lambda_L = (C^H R_n^{-1} C)^{-1} (\eta C^H e_L - g_L).$$

Substituting (98) into (97), the solution to (54) is equal to

$$w_{\text{BLCMV-N,L}} = \eta e_L + R_n^{-1} C (C^H R_n^{-1} C)^{-1} (g_L - \eta C^H e_L),$$

which can be written as

$$w_{\text{BLCMV-N,L}} = \eta e_L + (1 - \eta) R_n^{-1} C (C^H R_n^{-1} C)^{-1} \frac{A^*_L}{\delta B^*_L},$$

with

$$\delta = \frac{\delta - \eta}{1 - \eta}.$$
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