The Brain’s Asymmetric Frequency Tuning: Asymmetric Behavior Originates from Asymmetric Perception
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Abstract: To construct a coherent multi-modal percept, vertebrate brains extract low-level features (such as spatial and temporal frequencies) from incoming sensory signals. However, because frequency processing is lateralized with the right hemisphere favouring low frequencies while the left favours higher frequencies, this introduces asymmetries between the hemispheres. Here, we describe how this lateralization shapes the development of several cognitive domains, ranging from visuo-spatial and numerical cognition to language, social cognition, and even aesthetic appreciation, and leads to the emergence of asymmetries in behaviour. We discuss the neuropsychological and educational implications of these emergent asymmetries and suggest future research approaches.
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1. Introduction

“The universe is asymmetric and I am persuaded that life, as it is known to us, is a direct result of the asymmetry of the universe or of its indirect consequences.”

—Louis Pasteur

Decades of research have revealed that our symmetrical anatomical arrangement of body, eyes, and brain obscures many surprising asymmetries in how our bodies sample the external world and later act upon it. In this review, we aim to address how sensory asymmetries interact with and drive functional changes and—in turn—influence and shape our behaviours, preferences, and even our cultural norms. We begin by describing behavioral, neuropsychological, neuroimaging, and comparative evidence for behavioral asymmetries that result from competition between global and local visual processing. Then, we describe models of processing asymmetries that aim to account for these findings. Based upon these reported results, we then introduce a new theoretical model to account for how brain functional lateralization, spatial frequency tuning, and object location in the external world relative to the observer interact to generate asymmetrical actions. This model is subsequently applied to higher-level cognitive asymmetries to illustrate its broader viability and explanatory power. We end our review by listing a few implications and outstanding questions.
2. Global vs. Local Perception

A growing number of studies suggest that perceptual and behavioral asymmetries originate from hemispheric lateralization. The left hemisphere is more efficient in the selection of fine detail, while the right hemisphere is predominant in the selection of coarse elements [1–3]. Due to the cross-over of the optic fibres, each visual hemi-field projects to the contralateral brain hemisphere. Here, we will specifically review studies on visuo-spatial processing to explain how this organization shapes the development of several cognitive domains.

We begin our review by reminding readers of a seminal behavioral study conducted by Navon (1977) [4]. He presented artificially created hierarchical stimuli in the centre of participants’ visual field (see Figure 1, central panel). The stimuli were letter-shaped figures made from many smaller letters, and participants had to respond either to the global or the local letter information with assigned button responses. Importantly, global and local letters could be either response-incongruent or response-congruent (without necessarily being identical). Navon (1977) [4] reported an overall processing speed advantage for the global level, and asymmetrical interference, which was stronger from the global to the local level than in the reverse direction. Together, these findings suggested a coarse-to-fine visual processing sequence. An aspect of the stimuli influencing the salience of the global/local level is the low-pass/high-pass filter. The low-pass filtered images (see Figure 1, left panel) retain the unifying big global structure while removing the numerous little details. On the contrary, high-pass filtered images (see Figure 1, right panel) retain the numerous little details while removing the unifying big global structure. Since this seminal work, there have been numerous behavioural, neuropsychological, neuroimaging, and comparative studies of these “global precedence” and “global/local interference” effects. We review this research here selectively to illustrate the current understanding of visual processing asymmetries.

Figure 1. Example of hierarchical stimulus before and after a low-pass/high-pass filter. Central panel: example of hierarchical stimulus with letter “H” at the global level and letter “S” at the local level. Left panel: low-pass filtered stimulus. Right panel: high-pass filtered stimulus.

2.1. Behavioral Evidence

In addition to the Navon task, there are multiple other sources of behavioural evidence for hemispheric lateralization for global/local processing. Neural development is associated with progressive maturation of the corpus callosum, which is a bundle of fibres supporting inter-hemispheric communication. Investigation of hemispheric asymmetries in healthy populations relies on the use
of lateralized stimulus presentation by means of hemi-field paradigms (consider Reference [5] for meta-analysis and Reference [6] for methodological considerations). Global stimuli are better perceived when briefly shown on the left side of the fixation point. However, local stimuli are better perceived when briefly displayed on the right side of the fixation point [7–11]. In addition, handedness, which is related to hemispheric asymmetry, influences local/global processing. In everyday life, we use our dominant hand to deal with fine-scale and uni-manual tasks [12]. By testing right-handers, Stanković and Nešić (2018) [13] reported how contraction of the right hand, activating the left hemisphere, correlated with enhanced attention for local stimuli.

Hemispheric specialization for holistic and analytic processing has been considered related to functional lateralization for words and faces. While word recognition recruits the visual word form area, usually confined to the left hemisphere, face recognition recruits the visual face form area, typically found in the right hemisphere (consult Reference [14] for a review). Behavioral experiments using visual half-field tasks showed a right visual field advantage during lexical decision and a left visual field advantage in judging similarities of faces [15]. According to the most influential account, known as input asymmetry principle, the hemispheric predominance for high-level processes is motivated by the types of information required at lower levels [16]. Recently, Brederoo and colleagues (2020) [17] provided evidence to this account reporting correlation between local features and word processing on the left hemisphere, and between global form and face processing on the right hemisphere. Even within the domain of language, holistic processing results in the right visual field advantage as a consequence of left hemisphere involvement [18]. Even if the pattern of right/left predominance for global/ holistic processing seems to be stable at the population level, introduction of factors such as handedness and hemispheric dominance for language are linked to completely mirrored or atypical patterns [19–22]. Whatever the direction of the lateralization, its strength is associated with cognitive performances and, as a consequence, with evolutionary advantages [22].

Another example for behavioral asymmetries is pseudo-neglect in bisection tasks. Healthy adults have a tendency to mark the perceived center of visually presented lines to the left of their true center [23]. While this bias is generally interpreted as evidence for an attentional asymmetry, cognitive and motoric factors may also contribute. Depending on the nature of the visual stimulus, higher-level processes may be assessed with the bisection task [24]. For example, when healthy adults mark the midpoints of visually perceived long words, their marks are too close to the beginning of the letter string. This bias is larger than expected from pseudo-neglect and possibly reflects attentional scaling as part of lexical access processes [25–27]. When the stimulus is a long string of digits, its perceived center depends on digit magnitude with a left bias for smaller numbers and a right bias for larger digits, as well as a tendency to bisect plain horizontal lines toward the larger of two different flanker digits [28]. Moreover, the habitual reading direction [29–31] and recent spatial experience [32] are known to influence visuospatial biases in bisection or exploration tasks. For example, the tendency to start reading on the left side of a page in Western cultures seems to induce an anchoring effect for the subsequent bisection judgments with lines and words but not with geometric figures [29]. Relatedly, McManus, Edmondson, and Rodger (1985) [33] evaluated the perceived balance in compositions of abstract shapes. They found that participants marked the balance point of an artistic image slightly to the left of center but that there was considerable inter-individual variability. We will return to aesthetic asymmetries below.

2.2. Neuropsychological Evidence

Consider the evidence from neuropsychology in support of hemispheric lateralization for global/local processing. People with occipital, temporal, or parietal brain damage but intact primary visual functions report dissociable performance, depending on the lateralization of their damage (Reference [34] for review). In the bisection task described above, neurologically damaged patients mark the perceived midpoints of horizontally extended plain lines ipsilesional [35–37]. Thus, they seem to ignore the spatial extent of the stimulus into their contralesional visual field.
Left-side and right-side brain-damaged patients also show difficulties in detecting detail and coarse elements, respectively [38,39]. The corpus callosum plays a crucial role. It supports inter-hemispheric communication but also enhances inter-hemispheric interference between representations [40,41]. Interference between global and local processing, which is present in healthy subjects, disappears in patients with a cut corpus callosum [42]. A lesion in the posterior part of the corpus callosum results in selective copying of global elements when using the left hand (controlled by the right hemisphere), and in selective copying of local details when employing the right hand (controlled by the left hemisphere, [43]). The higher number of callosal fibres projecting from the right to the left cortex rather than vice versa seems to be the anatomical expression of asymmetric inhibitory control between the two brain hemispheres [44,45]. We will return to this asymmetry below.

There are other domains of lateralized visual processing, which we briefly mention. First, apperceptive agnosia, the inability to identify unique exemplars of an object under varying illumination or angles of observation or to copy an object, and prosopagnosia, the inability to recognize familiar faces, are usually associated with bilateral or right unilateral occipito-temporal lesions [46,47]. Secondly, visual associative agnosia, the ability to see and even copy an object without appreciating its meaning, as well as pure alexia, the inability to read printed words in the absence of object and face recognition deficits, and with, otherwise, intact language processing, appear to be associated with bilateral or left unilateral occipito-temporal lesions [48]. The N170 EEG potential that reflects the early categorization of faces, familiar objects, or words is right-lateralized for faces, bilateral for objects, and left-lateralized for word-like stimuli.

2.3. Neuroimaging Evidence

Hemispheric lateralization of global/local processing is further supported by neuroimaging studies. Low-pass filtered images, which retain global structure while removing detail, more strongly engage the right cortical hemisphere, whereas high-pass filtered images, which retain detail while removing global structure, more strongly engage the left cortical hemisphere ([49], see Reference [3] for review). As mentioned in the paragraph on behavioral evidence, even the hemispheric specialization for face and language processing, has been shown to reflect asymmetric processing of low-level properties rather than category-specific knowledge. Left and right occipito-temporal cortical areas are more strongly activated by sine-wave gratings that are frequency-matched to word and face images, respectively [50]. The well-established left hemispheric preference for language, or, more generally, for conspecific communication observed across mammalian species [51,52], and also the right-hemispheric preference for visuo-spatial processing [53], may both build on this early specialization to which we will return in greater detail below.

2.4. Comparative Evidence

Lastly, consider the evidence from comparative psychology in support of lateralized global/local processing. Brain lateralization is not a peculiarity of the human brain. All vertebrates have lateralized brains, birds included [51,54]. In daily routines, not only mammals but also birds, amphibians, and fish show biases in two activities that are essential for survival [55]. Feeding is associated with rightward behavior, driven by the left hemisphere [56–58]. Conversely, avoidance of predators and identification of conspecifics are associated with leftward behavior, controlled by the right hemisphere [59–61]. Sovrano (2004) [62] noticed that fish prefer using the left-eye monocular field with familiar stimuli and the right-eye monocular field with unfamiliar stimuli, suggesting right/left hemisphere superiority in discriminating global/local aspects of the visual input, respectively.

The origin of these many perceptual, cognitive, and motoric biases can be found in the fundamental features of a perceptual system driven by global/local processing mechanisms. A left-hemisphere predominance in discrimination between targets that are similar in local features (grains vs. grit), distinguishable through detailed comparison, and a right-hemisphere superiority in discrimination based on larger changes (e.g., predators vs. conspecifics, [63,64]), which is distinguishable through
a coarse comparison. Thus, a wide range of non-human species shows functional asymmetries resembling those present in humans with the right and left hemisphere specialized for holistic and analytic processing, respectively. Hemispheric functional asymmetry is supported by an evolutionary explanation since it is present in all vertebrates and entails important advantages: (1) Increase of neural capacity, (2) avoidance of useless duplication of functions, and (3) possibility to execute more tasks simultaneously without interference [64–67].

3. Global/Local Processing and Spatial Frequencies

Every visual percept consists of a hierarchical structure with local elements embedded within global ones ([4], see Reference [2], for a review and Reference [68], for recent meta-analysis). For instance, a forest is made up of many trees, a flock is made up of many sheep, and a word is made up of many letters. As a result, local and global image components can be conveyed by different ranges of spatial frequencies (SFs), [1,69–72]. SF is a measure of how often a sine wave pattern of light intensity repeats per unit of distance across the visual field. Much like complex sounds can be constructed from the superposition of simple periodic waves of temporal frequencies (TFs), complex visual stimuli can be thought of as being composed of different spatial frequencies with various orientations and phases. Perceptual systems solve the inverse task known as decomposition. The hierarchical composition of natural stimuli is heavily exploited by convolutional neural networks, which is the currently most successful “artificial intelligence” object detection models [73,74]. These are explicitly motivated by hierarchical processing in human object perception and closely correspond to the feed-forward pass in the human ventral stream [75].

It is well known that complex sounds can be decomposed by Fourier transform into their frequency spectra, which is a task approximated by the cochlea and primary auditory cortex (A1). Similarly, complex visual stimuli can be decomposed into their underlying spatial frequency spectra that contains information about the energy or power of the individual frequencies. Simple cells in early visual cortex seems (V1) can be conceptualized as spatial frequency analyzers. In any visual scene, coarse shapes represent few dark-light oscillations across space (Low SF range, LSFs, see Figure 1, left panel), while fine details correspond to many dark-light cycles per unit of space (High SF range, HSFs, see Figure 1, right panel). Spatial frequencies are some of the lowest-level visual features used in perception, providing the basis for processes such as edge detection or texture discrimination. In visual processing, the identification of a stimulus is made possible by re-integration of different SFs, resulting in a characteristic power spectrum, and other higher-order combinations of simple features.

LSFs are preferentially conveyed by the fast-transmitting magnocellular visual channels and activate the anterior half of the calcarine fissures, linked to the peripheral visual field, while HSFs are conveyed by slower-transmitting parvocellular visual channels and activate the posterior part of the occipital lobe, linked to foveal vision. The processing speed difference between magnocellular and parvocellular streams amounts to 10 ms in typically developing adults but can be as large as 40 ms ([76], cited in Reference [77]). In line with models of visual recognition [78–80], the well-established coarse-to-fine processing sequence [81] is explained by faster access of the LSFs to higher-order visual areas in the brain’s dorsal stream. These areas can, in turn, modulate the subsequent processing of the HSFs, which are transmitted more slowly to the brain’s ventral stream.

It is generally accepted that two broad visual streams process information relatively independently. The dorsal stream is concerned with vision for action and the ventral stream is concerned with vision for perception [82]. The dorsal stream is linked to motion processing and visuo-spatial transformation, which is preferably signaled by magnocellular cells and mainly relies on fast processing of low spatial frequencies across the visual field. The function of the ventral stream is linked to processing of color and form, texture, and general object perception, and preferably draws on parvocellular cells, foveal processing, and high spatial frequencies. The division of the visual field into a high acuity fovea driving ventral stream analysis of object details and a low acuity periphery specialized in signaling scene gist [83] and transients for dorsal stream processing has likely evolved to optimize bandwidth and
energy, and is the main reason for overt attention expressed by eye movements [84]. Peripheral vision selects objects of interest as saccade targets for close inspection by foveal vision. Peripheral selection and foveal inspection occur in parallel, but selection is usually faster than inspection [85].

However, only a few studies have linked the two visual streams to hemispheric asymmetries. Notably, Stevens et al. (2012) [86] discuss a general pattern of right/left asymmetry of form-specific versus form-abstract visual processing, and demonstrate that the left para-hippocampal place area is relatively more involved in form-abstract conceptual/semantic processing of complex visual scenes, while the right para-hippocampal place area is involved in relatively more form-specific perceptual processing. With respect to the function of the dorsal stream, Pisella et al. (2011) [87] reported a right-hemispheric dominance for visual remapping—important for saccade programming, and Sheremata et al. (2010) [88] found that only the right posterior parietal cortex codes visual short-term memory load independent of the visual stimulus, which is consistent with the finding that hemi-spatial neglect, a deficit in contra-lesional attentional processing, which typically involves damage to right-hemispheric parieto-temporal lobes. Stephan et al. (2007) [89] provide neurophysiological evidence for asymmetric information transfer and hemispheric recruitment in ventral and dorsal streams, respectively, during induced task-driven lateralization. Despite these findings, clearly plenty remains to be explored. Taken together, there appears to be some evidence that visuo-spatial cognitive processes primarily drawing on LSF information are right-lateralized, whereas processes related to object semantics and language, primarily relying on HSF information, are left-lateralized.

The complementary processes of frequency analysis and re-integration constitute a multi-modal working principle of the brain. The brain is lateralized not only for spatial but also for temporal frequencies [90–92] since birth [93]. The left brain hemisphere is predominant in extrapolating relatively fine signals and from short time windows (high TFs) while the right brain hemisphere is superior in processing relatively coarse signals and from long time windows (low TFs). Consistent insight for this specialization comes from developmental neuropsychology and, in particular, from Autism Spectrum Disorder. People with autism tend to report a co-morbidity that consists of atypical perception in the visual and in the auditory domains with enhanced ability to process local features [94–96].

3.1. Hemispheric Lateralization for SF Processing and Previous Models

Given that global and local processing are associated with a preference for LSF and HSF, respectively, and with the perceptual and behavioral asymmetries we discussed in part 1, it follows that there should also be asymmetries for SF processing. Although the data are consistent with functional asymmetries for SF processing (see Reference [3] for review), current models are inconsistent about the mechanism underlying this hemispheric tuning. Before describing these models, it is important to clarify the experimental tasks in which lateralization emerges. The interactions between hemispheric engagement and SF bands were found in activities characterized by high cognitive demand (e.g., identification, recognition, and copying). Instead, when the tasks had almost exclusively perceptual characteristics (e.g., contrast sensitivity tests, detection, sensory summation), the hemispheres showed comparable SF tuning [97]. More involvement of the right hemisphere is registered only under high perceptual uncertainty (e.g., perceptually degraded stimuli, see Reference [98] for a review). This implies that SF channels in V1 are symmetric and that processing differences originate beyond the early perceptual level.

Several important, and inter-related, theories regarding the organization of our perceptual processing have emerged in recent decades that considerably reframed older arguments such as those from classical Gestalt psychology. While these modern accounts heavily intersect, they predominantly focus on different ideas about functional lateralization, SF processing biases between the hemispheres, and the emergence of conscious perception. The models we review include Sergent’s model [1], the Dual Filtering by Frequency hypothesis (DFF, [90,99], the reverse hierarchy theory of perceptual learning (RHT, [100–102], and the coarse-to-fine processing hypothesis (CTF, [103]).
3.1.1. Sergent’s Model

Sergent (1982) [1] postulated that hemispheric sensitivity to different SF bands is symmetric during early stages of processing, becoming asymmetric during later stages. When performance requires higher cognitive effort, the right hemisphere deals more efficiently with LSF content conveyed through the fast magnocellular stream. On the other side, the left hemisphere becomes predominant in processing HSF content, made available later, through the slow parvocellular pathway.

3.1.2. Dual Filtering by Frequency (DFF)

The observation that hemispheric asymmetries for SF processing depend on the relative and not absolute SF ranges led Robertson and Ivry [90] (see Reference [99]) to advance the DFF hypothesis. In contrast with Sergent’s (1982) [1] original theory, DFF states that even high-cognitive tasks are characterized by a first stage in which SFs processing is symmetric in the brain. In the first stage, low-level sensory information is sent to both hemispheres so that attention filters the SF range most relevantly for the current activity. Only in the second stage, the right/left hemispheres act as asymmetric filters to emphasize the lower/higher SFs, but relative to the initially selected SF band. The DFF theory postulates the presence of dynamic mechanisms between low-level processing by SF channels and high-level attentional selection of these channels [104]. This is well supported by evidence on flexible preference of the same SFs by the different hemispheres, depending on the reference SF range involved in the stimulus set [105].

3.1.3. Reverse Hierarchy Theory (RHT)

This theory of perceptual learning originally set out to link the rapid capture of conceptual gist—in the absence of access to its constituent features—with the generalization (or lack thereof) of training effects in perceptual learning tasks [101]. In contrast to the anatomical hierarchy, where vision is assembled from simple cells into increasingly complex and broad receptive fields, the Reverse Hierarchy Theory argues that perception proceeds rapidly and implicitly to high-order summaries before cognitive feedback directs attention to the serial processing of relevant detail in the scene. This framework was later expanded to also encompass auditory perception and broadened to cover conscious perception in general. A key component of this theory is the trade-off between convergent activities (linking several diverse, low-level exemplars to the same high-level category) and divergent activities (assigning highly similar, low-level exemplars to distinct high-level categories). Depending on the specific task driving current perception, the categorization may be accurate enough to enable further higher-level processing and decision-making. Alternatively, serial, attention-driven processing of details in the scene may be desirable. When learning how to optimally solve a new perceptual task (i.e., in perceptual learning), both knowing the correct level of detail to process the stimuli and the depth of this level determine generalizability. The more low-level the details required (needing access to earlier stages of the visual hierarchy), the more difficult the learning, the greater the potential gain, but the less any learning generalizes to other perceptual tasks.

3.1.4. Coarse-To-Fine Processing (CTF)

While highly related, the Coarse-to-Fine Processing hypothesis for perception places less emphasis on learning and on the “gist” or high-level representation belonging to a specific category, and, instead, takes a Bayesian approach of gradually refining a representation from coarse to fine. Bayesian approaches encompass both descriptive accounts, discussing how different levels of hierarchy interact, as well as more concrete computational accounts that attempt to lay out an inverted (high-low) competitor to traditional computational accounts of perception (e.g., signal detection theory). For example, the account by Ding and colleagues (2017) [106] examined joint distributions of two judgements (differing in complexity) and found that the best model to describe behaviour reflected visual perception as the retrospective decoding of high-to-low features from visual working memory.
Like in RHT, low-level details are decoded only when required. However, here, the recall of noisy, less-reliably encoded low-level features is explicitly constrained by memory for higher-level features. Generally, many fluctuations in low-level features will be behaviourally irrelevant, and instead reflect inconsequential events like subtle sway in our posture, changes in lighting conditions, or micro saccades. The higher-level stimulus features (e.g., a person’s mouth being in a smile) are more relevant, more categorical, and easier to store in working memory than the precise alignment or the precise shade of their right upper lip. Nevertheless, although differing slightly in interpretation, both the Bayesian CTF hypothesis and the RHT emphasize a global representation being perceived first, which is followed by slower, serial processing of details.

3.2. Brain’s Asymmetric Frequency Tuning (BAFT) as Generalized Account of a Perceptual Processing

All theoretical models of cortical visual processing sketched above share the assumption that the functional lateralization for SFs processing emerges beyond the sensory level. In other words, both hemispheres are endowed with an equal ability to process all ranges of SFs during early processing stages, but with different efficiency in emphasizing low or high SF information for the creation of a percept that is suitable for the current task. It is reasonable to assume the presence of asymmetric cortical circuits with common components, rather than strictly unilateral components underlying the visual and auditory hemispheric tuning of our brains, especially when we think about its adaptive function for ensuring symmetrical sensory sensitivity and, at the same time, enhancing our capability to perform parallel and distinct computations (see Reference [54] for a review on encoding asymmetry).

It is important to consider that brains are embodied and encode sensory and motor inputs within a body-centred spatial reference frame. According to the recently popular embodied cognition perspective, cognition is supported by modal representations that originate from reciprocal exchanges between the organism and the surrounding environment [107–110]. Embracing and developing this view, the recently proposed brain’s asymmetric frequency tuning model [111] treats lateralization for SF processing as a congenital aspect of the mind that influences learning and cognition through interaction with sensory and motor constraints imposed by the body. Which implications does the functional asymmetry driven by SFs have on cognition? BAFT addresses this question and derives testable predictions. We briefly describe the components of the model before explaining its specific contributions within different cognitive domains.

BAFT relies on three fundamental facts that were already established above: (1) The vertebrate brain spontaneously analyses SF information to create a coherent percept and to inform the distinction between vision for perception and vision for action, (2) SF processing is lateralized with the left and right brain hemispheres predominantly selecting high and low SFs, respectively, (3) due to the cross-over of the optic fibers at the level of the optic chiasm (partial in humans and total in animals with laterally located eyes), information from each hemi-field projects to the contralateral hemisphere that, in turn, drives attentional orienting toward the contralateral space. Figure 2 graphically represents the three components of the BAFT model.

Previous models on brain asymmetries for SFs processing have focused on the mechanism underlying the second assumption. Instead, BAFT integrates this mechanism with the hemispheric control of spatial attention (assumption 3), thus, linking the SF tuning principle to spatial biases in behavior. In addition, BAFT considers functional brain asymmetry for frequency processing to be a universal constraint that interacts with embodied and contextual factors, thus, shaping all levels of knowledge representation (for details of this theoretical framework, see References [112–114]). The structure of the visual system, the asymmetry in SF selection, and the asymmetry of attentional orienting, naturally lead to an optimal representation of fine detail in the right visual field and coarse features in the left visual field. BAFT, incorporating this implication, explains several behavioral consequences of these perceptual asymmetries driven by SFs lateralization in different cognitive domains.
Figure 2. Components and implications of the Brain’s Asymmetric Frequency Tuning (BAFT) model. All panels depict the BAFT principle postulating that, for a given percept (top row), the left/right hemisphere preferentially processes the high/low frequencies (bottom row), thus, leading to representation of detail/coarse elements on the right/left hemi-field (middle row), respectively. Panels A, B display applications of the BAFT principle to a visual scene (panel A) and to Spatial Frequency (SF) defined contrast gratings (Panel B), respectively. For a given percept that contains SFs in the middle range, the left/right hemisphere preferentially filters more/less dark and light cycles per degree of the visual angle and entails creation of a high/low SF percept in the contralateral hemi-field. Panels C–F represent implications of BAFT for domains of numerical cognition, language, social cognition, and aesthetics, respectively. They explain and illustrate specific predictions of BAFT: an association of small numerosities with left space and of large numerosities with a right space (Panel C). The left lateralization for high spatial/temporal linguistic features, such as syllable and phoneme processing, and right lateralization for low spatial/temporal modulation of language, such as sentence processing and prosody (Panel D). Hemispheric tuning for local/global processing involved in object/face recognition in ambiguous portraits such as those by Arcimboldo (Panel E), and more attractiveness for faces showing the left-cheek (Panel F). Notes: The polar bear scenes of Panel A are adapted from Figure 3 of Reference [115], licensed under CC-BY, version 4.0. The painting 'Vertumnus' by Guiseppe Arcimboldo of Panel E is filtered from https://commons.wikimedia.org/wiki/File:Vertumnus årstidernas_gud_målad_av_Giuseppe_Arcimboldo_1591_-_Skoklosters-slott_-_91503.tif; public domain. The model’s photo of Panel F is filtered and adapted from Figure 1 of Reference [116], licensed under the Copyright Clearance Center. The anatomy of visual pathways is redrawn after Figure 1 of Reference [117], licensed under CC-BY, version 4.0.
4. Extending BAFT to Other Cognitive Domains

In the first part of this paper, we reviewed a wide range of asymmetries in behavior that can be explained as resulting from functional perceptual asymmetries. In the second part, we described several models of asymmetrical perceptual processing that can account for these observations. We ended that second section with the introduction of BAFT, which is a recently developed proposal that relies on the principle of asymmetrical SF processing (see Figure 2, especially panels A and B). Now we explain how BAFT can account for processing biases in higher-level cognitive domains, including numerical cognition, reading difficulties, social interactions, and aesthetic preferences (see Figure 2, panels C–F).

4.1. Numerical Cognition and Dyscalculia

Our ability to process and compare quantities is evolutionarily advantageous. Clearly, when the visual angle is constant, then a larger numerosity is related to a higher SF content. Therefore, our first extension of BAFT is to the domain of visual quantities and their asymmetrical processing. In numerical cognition, we distinguish numerosities (i.e., quantities of objects) from numbers (i.e., the symbols denoting these quantities). Asymmetrical spatial-numerical associations (SNAs) were an important discovery, reflecting the ubiquitous tendency to associate numbers with space [118]. This frequently replicated fact has suggested a spatial representation of numerical information along a horizontally oriented mental number line (for review, see Reference [119]). Mapping numbers (as symbolic quantities) onto space is a cognitive strategy shared by all cultures [120] and not restricted to the human kingdom (See Reference [121] for review). Recently, a taxonomy on SNAs has been provided to account for the multi-componential nature of this phenomenon [122]. Different properties of numbers (ordinal, cardinal, place-value, and arithmetic functions) can be, implicitly or explicitly, associated with different aspects of the space (extension or direction). Here, we focus on mapping the cardinal information of numbers (small vs. large) to different spatial directions (left vs. right).

While humans may learn this association between number symbols and horizontal space through cultural techniques, the presence of a similar association for non-symbolic numerosities already in human newborns [123] and in animals [124] requires a biological explanation.

The BAFT hypothesis postulates a non-numerical origin of horizontal SNAs by relying on the above-mentioned functional perceptual asymmetries. The typical behavioral bias reported by human newborns and non-human animals, when dealing with non-symbolic numerosities, can be explained by the hemispheric SF processing asymmetry described above. As shown by Felisatti et al. (2020) [111], patterns with few elements, containing more power on low SFs, would preferentially engage the right hemisphere, inducing a left-bias. Conversely, patterns with many elements, containing more power on high SFs, would preferentially engage the left hemisphere, inducing a right bias (see Figure 2, panel C). In addition, there is evidence for non-symbolic SNAs in adults that could reflect the influence of hemispheric spatial frequency tuning [125–127]. Importantly, as in SF processing, what determines the spatial bias is the relative SF range contained in the stimulus of interest with respect to the overall SF range defining the stimulus set [104,105]. Furthermore, in numerical cognition, the spatial mapping of numbers is not absolute but depends on the numerical range ([128], Exp. 3, [129]).

BAFT can be extended to other studies of early emerging non-symbolic SNAs. Specifically, Bulf and colleagues (2016) [130] provided evidence of horizontal space-quantity-associations in eight-to-nine-month-old infants by using a detection paradigm where the observers’ attention was directed laterally by a cue before measuring the efficiency of sensory registration. Their attentional cue consisted of either non-symbolic numbers (two vs. nine dots) or X-shaped stimuli varying in size (small vs. large). The authors predicted that if small is associated with left and large with right, then small cues (a 2-dot pattern and small letter X) should facilitate detection of left-located target stimuli. Conversely, large cues (a 9-dot pattern and large letter X) should facilitate detection of right-located target stimuli, as reported in adults [131]. While the non-symbolic-number cues corroborated the hypothesis, the X-shaped cues revealed an opposite trend. The authors interpreted their results in terms of an automatic vs. acquired tendency to map numerical vs. non-numerical
magnitude onto space, respectively. Instead, the BAFT account unfolds the apparently counterintuitive findings in light of SF processing. In addition, 2-dot as well as large X-shaped stimuli contain lower SFs with respect to 9-dot and small X-shaped stimuli, thus, resulting in a leftward bias. Together, the facts that we naturally apply frequency filtering to visual perception, and that this functional filter is shared by a wide range of non-human species, can explain how non-symbolic associations between quantities and space emerge as a result of the evolutionary developed, biological structure of our minds.

4.2. Language, Dyslexia, and Music

The notion of functional hemispheric specialization for low vs. high SFs is also an important approach for understanding deficits in the acquisition of reading skills, commonly referred to as Developmental Dyslexia (DD). DD can be defined as the inability to obtain, despite adequate training opportunities, an age-consistent level of reading competence, considering both reading speed and text comprehension. Depending on the specific criteria applied in the assessment of DD, between 5% and 17% of children can be considered dyslexic [132]. The condition can be inherited and affects more males than females [133]. Dyslexia is often comorbid with dyscalculia ([134–137], but see Reference [138]). Given that reading is a multi-componential task involving perceptual, cognitive, and oculo-motor processes, it is not easy to determine whether a dyslexia-causing deficit originates with stimulus encoding, or with phonological activation induced by successfully identified graphemes, or as a result of imprecise control over one’s eye movements.

Ever more perceptual, language-specific cognitive and motor deficits have been reported in Developmentally Dyslexic children (DDs) over the decades. Although substantial evidence has converged on a phonological (awareness or discrimination) deficit at the core of DD [139,140], more recent studies have identified perceptual limitations as additional and, perhaps, more fundamental contributors to DD. Given our present focus on cognitive signatures induced by functional perceptual processing asymmetries, we selectively report this evidence here.

In his recent review of dyslexia research, Stein (2018) [141] points out that the two brain hemispheres must provide temporally structured input for cognition from all modalities, including stimulation from visual and auditory language. The brain’s inability to relay this input in a timely manner seems to be the common denominator for the wide range of performance deficits observed in DDs. The deficit relates to the already-mentioned two neuro-biologically distinct processing pathways in each of the two brain hemispheres, which originate at the retinae and then connect through sub-cortical channels into cortical areas. To remind readers, the magnocellular pathway is characterized by relatively fast processing of coarse visual information feeding dorsal processing streams into the parietal lobes that resolve a spatial detail for action control. This view lines up with the low spatial frequency tuning previously described for right-hemispheric processing. Instead, the parvocellular pathway processes visual detail (i.e., higher spatial frequencies at slower speed, the ventral cortical streams receive a mix of magno-cellular and parvo-cellular input to support attention allocation for object identification (Stein, 2018). In this view, DD can be understood as reflecting a damaged magnocellular pathway that slows down information for all cognition.

In a recent series of experiments, Franceschini and colleagues (2017) [142] provided converging evidence for the view that the normal processing speed advantage of low over high SFs (the previously mentioned “global precedence,” [4]) is not present in unselected samples of DDs. They showed instead local precedence, as indicated by interference from local on global visual elements in a task requiring the processing of hierarchical Navon stimuli (see Figure 1 above). This finding was interpreted as evidence for a selective processing deficit along the magnocellular dorsal stream, which is known to be specialized for low spatial frequencies and the provision of information on stimulus locations. The consequence of the resulting relative local precedence is that reading cannot rely on the initial classification of letter strings that normally precedes identification of individual elements (cf. [143]).

Additionally, acoustic information travels along two streams, extending from the cochlea to primary and non-primary auditory cortices. The dorsal pathway is confined to the left hemisphere and
is responsible for transformation of time-dependent speech signals into a motor format. The ventral pathway is organized more bilaterally and converts complex auditory features (e.g., prosody) into time-invariant speech representations [144,145]. The stronger lateralization and frequency dependency of the dorsal route further supports the prediction of the magnocellular pathway involvement in the impaired perception and motor computation of speech with intact prosody in DD.

In his review, Stein (2018) [141] explains the rationale for identifying the perceptual, timing-related processing deficit of DDs that would extend BAFT: “By exploiting the high contrast sensitivity of magno-cells at low luminances and high temporal frequencies, to which parvo-cells do not respond at all, we can selectively stimulate the subcortical magnocellular system in order to decide whether its impairment impacts on dorsal stream function as a whole” ([141], page 5). Although Skottun (2015) [146] has cautioned against such a strict separability of processing, we believe that the idea of impaired high-speed temporal processing not only explains DD’s problems with phonological and discrimination tasks but also the frequent co-morbidity of dyslexia and dyscalculia we mentioned earlier.

The apparent lack of the neuro-typical visual processing succession from global to local visual elements in dyslexics may also be the reason for further correlated cognitive deficits in this population, including attentional deficits, hyperactivity, or learning disabilities [147,148]. An implication of the view of dyslexia as caused by an SF processing imbalance is that this easily measurable encoding anomaly could be incorporated into personalized models of dyslexia, along with orthographic, phonological, and vocabulary knowledge as predictors of an individual’s deficit [132].

Language and, especially, language production, is the textbook example of a lateralized brain function, and is usually left-lateralized, as exemplified by the canonical Wernicke-Geschwind model [52,149,150]. On the other hand, music is right-lateralized, which might explain why music and math are related (cf. [151]). Since music is a kind of communication, it is possible that the brain tries to keep the two communication systems as distinct as possible. “Amusical” individuals, who cannot sing in tune and often cannot detect out-of-tune melodies, are characterized by abnormalities in neural transmission between the auditory cortex and the inferior frontal gyrus in the right cerebral hemisphere [152]. Disorders of musical pitch occur in relative isolation from speech disorders [153].

Some aspects of music, such as the syntax of complex pieces, however, might be left-lateralized and, thus, be contributed by language-specialized areas, while the processing of most other features, such as pitch and rhythm, is right-lateralized. On the other hand, a few aspects of language processing such as rhythm and sentence-level prosody seem to be contributed by the right hemisphere [154]. This is exploited by “Melodic Intonation Therapy” [155], which is one of a few effective therapies for aphasia, based on the observation that patients can often sing words that they cannot speak. Training the singing of words seems to be effective in recovering language functioning, if only for more or less formulaic speech. Melodic Intonation Therapy also includes rhythmically stroking the left hand, which is intended to activate the right hemisphere.

A recent study sheds some light on how the differential hemispheric specialization to language and music might be related to different sensitivity to spatial and temporal frequencies. Albouy and colleagues (2020) [156] selectively manipulated temporal or spectral features in sung speech. They found that perception of speech decreases only with degradation of temporal information, whereas perception of melodies decreases only with spectral degradation. These results are consistent with observations that the temporal modulation rate found in speech samples from many languages is substantially higher than that of music samples across genres [106].

Again, in terms of BAFT, a high temporal modulation rate might correspond to detailed, local processing, whereas music perception might correspond to more global processing (see Figure 2, panel D). The two parallel systems of communication that humans have developed including one in each hemisphere, and the need to efficiently separate encoding of their respective preferred features, might actually be one of the prime driving forces of the brain’s top-down modulation of frequency tuning.
4.3. Social Cognition and Emotion

Humans, like most animals, are inherently social and devote considerable neural resources to the identification, understanding, and prediction of the emotional and cognitive states of others. This capability encompasses a wide variety of different mental tasks from the basic perception of social cues to complex social learning and mimicry [157]. The mechanisms underlying social cognition include highly specialized processes that are seemingly developed specifically to support social interactions (e.g., dedicated cortical face processing areas) as well as more general cognitive areas in supporting roles (e.g., attentional cueing mechanisms). The network of regions with seemingly dedicated social functions, the “social brain,” involves many distinct cortical and subcortical regions throughout the brain [158]. Several of these social functions exhibit not only some degree of hemispheric lateralization but also a special sensitivity to particular SF bands.

The detection, identification, and processing of face stimuli are important for many aspects of social cognition. Both the left and right fusiform gyri show a preference for face stimuli over non-face stimuli, albeit with strong activity typically found in the right [159,160]. However, more detailed studies with carefully controlled stimuli suggest a qualitative difference in the type of face information that is the focus of each hemisphere. In a detailed fMRI examination of face processing using both real faces and exceedingly face-like and non-face objects, Meng and colleagues (2012) [161] identified several systematic differences between the two hemispheres. Specifically, they noted that the activity of the left fusiform gyrus was faster and more influenced (with either inhibition or facilitation) by context than the slower, context agnostic activity of the right fusiform gyrus. Interestingly, while activity in the left hemisphere appeared to represent a more image-like representation, activity in the right hemisphere was closely correlated with the categorical decision of whether the stimulus was a face or non-face. Together, these findings were consistent with the left gyrus, representing a detail-focused representation of the stimulus and the right gyrus representing a more abstract representation.

In support of hemispheric tuning for local/global features involved in object/face processing, some studies considered the ambiguous portraits painted by Giuseppe Arcimboldo (see Figure 2, panel E). They deal with hierarchical stimuli reflecting single big faces when processed holistically, or many little objects when processed analytically. Caharel and colleagues (2013) [162] found that Arcimboldo stimuli elicited an N170 signal, which is an electrical signal of the brain that is sensitive to properties of faces. Its amplitude was comparable to faces over the right hemisphere but comparable to objects over the left hemisphere. Moreover, in 7-month-old to 8-month-old infants, Arcimboldo portraits are already recognized as faces but, unlike normal faces, they correlate with neural activity in the left hemisphere due to feature-driven elaboration [163].

Furthermore, face processing is known to be highly influenced by the spatial frequency information available [164,165]. A prominent theory of face processing, the Dual-route model [166], proposes that two interconnected pathways—one cortical and one subcortical—are critical to our face perception. The rapid, subcortical pathway is thought to operate on predominantly LSF information and enables rapid face classification subserving behavior, while the slower cortical pathway, modulated by the faster subcortical inputs, conveys mainly HSF facial information [167,168]. Thus, although not containing explicit hemispherical segmentation, the Dual-route model proposes a similar two-step process with rapid LSF processing preceding and influencing the detailed processing of HSF information. When both the detailed methodological studies on hemispherical differences and the spatial frequency findings are considered together, they align closely with the proposal outlined in BAFT.

Hemispherical differences also appear to play a role in emotion processing. Emotional facial expressions presented in the left visual field appear to be perceived more intensely than those in the right visual field [169], suggesting a right-brain dominance for general emotion processing [170]. However, there remains much debate about the origin of this lateralization. While the right hemisphere hypothesis suggests the right hemisphere specializes in general emotional processing [171], the valence hypothesis suggests that the right hemisphere processes negative emotions while the left hemisphere processes positive emotions [172,173]. Both have received support in the literature, depending on
the paradigm and stimuli chosen, alongside more cognitive explanations in which the difference in hemispherical activity is interpreted as approach/avoidance or behavior activation/inactivation [174].

4.4. Aesthetics

Our hypothesis/assumption of functional asymmetry for the processing of SFs can easily be applied to account for some intriguing horizontal asymmetries in the domain of aesthetic preferences. Although mankind’s interest in art is ancient, as is the aesthetic interest in symmetry, only more recently systematic spatial aesthetic biases were reported both at the perceptual level of aesthetic appreciation and at the behavioral level of aesthetic preferences.

Several comprehensive surveys of painted portraits found a tendency to paint the left cheek rather than the right one ([175–178], for review, see Reference [179]). Corresponding rightward head-turning biases, revealing one’s left cheek to others, were found when participants posed for a portrait in an emotional context, in photography composition [180–183], when rating mirrored portraits [184], and, with clear preference for right-facing objects rather than left-facing ones [183,185]. Recently, Park, Spense, Ishii, and Togawa (2020) [116] reported that left-oriented faces were perceived as more attractive than right-oriented faces, even when stimuli were identical. The authors found the perceived prototypicality as the mediator but a closer inspection may identify in the brain’s asymmetric frequency tuning the mechanism underlying apparently dissociable phenomena related to left-oriented faces: more fixations [186], ease of recognition [187], prototypicality, and attractiveness [116].

Nevertheless, the accumulated evidence for gender differences [188], a possible change of bias over the life span [189], the mood-dependency of aesthetic preferences [190–193], and the involvement of culturally acquired techniques, such as reading direction in aesthetic preferences ([194–197], for review see Reference [198]) all indicate against a simple explanation, such as innate asymmetry of hemisphere specialization. However, and although speculative, it may be the case that aesthetic preferences for portrait directionality, as well as for horizontal-facing objects, are also partially influenced by the brain’s asymmetric frequency tuning (see Figure 2, panel F).

Our hypothesis calls for revisiting some other well-established horizontal perceptual asymmetries. For example, various asymmetries in spatial composition were found, such as:

(a) a preference to place content of greater interest (‘weight’) on the right compared to the left side (the Right Bias), at least in right-handed participants [199,200],

(b) similar asymmetrical spatial preferences for larger salient content on the right side of paintings [199],

(c) the scanning motion bias, according to which we tend to scan our perceptual field left-to-right [201, 202], which is in accordance with a preference for stimuli with left-to-right directionality [203]. Moreover, Maass, Pagani, and Berta (2007) [204] found that left-to-right readers rated movie clips of lateral actions as stronger, faster, and more beautiful when actions had left-to-right directionality, while right-to-left readers showed the reverse pattern (see Reference [205]),

(d) a leftward attractiveness bias, according to which participants judge the left side of abstract visual patterns as more attractive than the right side [206].

The lack of comprehensive cross-cultural studies makes it hard to decide the possibility of a biological origin of these effects. The current results from cross-cultural studies seem to favor a view that the aesthetic preference bias is grounded in hemispheric specialization, but its strength is modulated by learned scanning habits such as reading direction [205].

5. Implications and Outstanding Questions—Experimental Avenues

It is clear that human behavior consists of a wide range of asymmetrical activities that span the perceptual, cognitive, and motor domains. We have previously reviewed the empirical evidence and described theoretical accounts for asymmetric signatures. One main message was that the idea of spatial frequency tuning of the brain’s hemispheres can be considered as a broad principle from which
most of these asymmetries can be explained. Moreover, the same principle can be extended to also
cover a higher level of cognitive biases. In this final section, we make some suggestions for future
research that could help to develop our proposal further.

Consider first the visual processing. The majority of literature focuses on what happens at fixation.
However, humans presumably spend considerable time attending to objects in their visual periphery
through covert attention, e.g., to plan forthcoming eye movements that target objects of detailed
interest. Given the SF tuning of the two hemispheres and resulting asymmetry, peripheral signals
will be differentially represented when located in the left vs. right hemifield. This has implications
for reading research and scene perception studies, where our understanding of the use of parafoveal
previews can distinguish between competing models (cf. [85,207–213]). It also affects our everyday life,
ranging from design decisions for classroom setups (where emotions are differently interpreted by
different hemispheres) to driving regulations (where obstacles must be processed and responded to)
and to aesthetic judgement and marketing communication (where spatial orientation influences
product evaluation).

Now, consider the foundational domain of numerical cognition. According to the BAFT hypothesis,
the functional link between SF processing and space-quantity associations described previously could
predict the link between impaired number acuity (i.e., the ability to discriminate visual numerosities)
and the propensity to develop dyscalculia, which is a developmental disability affecting numerical and
mathematical learning [214]. Dyscalculia might be the anatomical expression of asymmetric inhibitory
control between the two brain hemispheres [44,45].

An informative experiment would consist of manipulating the SF content of numerical stimuli.
Furthermore, if functional lateralization for SF processing establishes our tendency to map numbers
onto space, it would be expected that, in healthy infants, but not in developmental dyscalculics,
spatial-numerical associations will emerge, even when using different SF contents for the same number.

Given the large heterogeneity in lateralization in the population, this has implications for
how individuals may vary. Future work should measure differences in anatomical and functional
lateralization and see how this predicts performance in numerical vs. non-numerical tasks. Particularly,
the diagnostic would also be a consideration of brain lateralization, and of the BAFT mechanism
in particular, in artificial neural network models. Computational modelling has already provided
evidence in support of an emergentist perspective, according to which our intuitive number sense
would originate from contributions by evolutionary and learning constraints on perception and
cognition [215].

BAFT can also be extended to the auditory perceptual domain, motivated by the following
considerations. First, there is a close analogy between visual and auditory signal decomposition into
frequency components (Fourier analysis). Second, a similar analogy exists between the functional
asymmetric frequency processing of visual and auditory stimuli [92,93]. As a consequence, in analogy
to the hemispheric spatial frequency tuning for visual stimuli, a hemispheric temporal frequency tuning
could be expected for auditory stimuli. This view offers a re-interpretation of the findings reported by
de Hevia and colleagues (2017) [216]. Human infants exhibit leftward/rightward behavioral biases
after presentation of a few/many syllables, respectively. Specifically, for a given overall duration,
few syllables are conveyed through lower temporal frequencies with respect to many syllables, thus,
resulting in more engagement of the right hemisphere and leftward behavioral bias (see Reference [216],
Experiment 4). Instead, when syllable durations remain constant, presenting few syllables after
familiarization with many syllables triggers fine-to-coarse processing and involves the right hemisphere
preferentially, with consequent leftward behavioral bias (see Reference [216], Experiment 5).

A final domain of study where we expect valuable insights through the BAFT perspective is
neuropsychology with a focus on rehabilitation procedures. Specifically, it may be possible to reduce
the impact of cortical damage by careful design and presentation of SF-filtered stimuli. Especially with
the emergence of AR and VR devices, where stimuli can be preferentially presented to specific eyes,
this could be used to try to drive processing toward the desirable hemisphere for different tasks.
However, before BAFT can be applied, certain challenges have to be addressed. For instance, usually the task to assess spatial attention biases is the landmark task, in which subjects have to indicate whether a line is transected to the left or right of its midpoint. Recent work looking at a variety of different spatial bias measures (see Reference [217]) demonstrated a profound (and replicated) lack of inter-task correlations. This suggests that these different measures of spatial attention bias are themselves tapping into different mechanisms. Notably, these tasks differ in how they utilize spatial frequency information alongside attentional biases. The spatial attentional biases most relevant to the BAFT theory are those in which there is competition for attention allocation to either the left or right visual field. With regard to the various implications of BAFT that we outlined (be it numerosity or aesthetic judgements), these are situations in which there is competition of the allocation of attention to the left or right visual field. The efficiency with which different information (at different spatial frequencies) is processed in the left and right hemifield will influence their relative salience and the biasing in orientating behaviour. This effect may be further supplemented by generalized spatial attention biases (see Reference [17]). However, with more complex stimuli (beyond a simple uniform line) that convey different (when images that are not horizontally mirrored) information at multiple different spatial frequencies, hemispherical competition in spatial orientating is much more subject to the saliency of image and its spatial frequency properties.

In conclusion, the BAFT hypothesis does not argue for an exclusive role of evolutionary predisposition to perceptual, cognitive, and motor spatial biases. As we already discussed above, recently accumulated evidence highlights the contributions of both embodied cultural habits and situated experiences to behavioral spatial asymmetries. We call for revisiting previously found asymmetric behavior in various domains, considering brain asymmetric frequency tuning, which can be later shaped by spatial habits and recent temporary events.
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| Acronym | Description |
|---------|-------------|
| BAFT | Brain’s Asymmetric Frequency Tuning |
| CTF | Coarse-To-Fine |
| DD | Developmental Dyslexia |
| DDs | Developmental Dyslexics |
| DFF | Dual Filtering by Frequency |
| HSFs | High Spatial Frequencies |
| LSFs | Low Spatial Frequencies |
| RHT | Reverse Hierarchy Theory |
| SFs | Spatial Frequencies |
| SNAs | Spatial Numerical Associations |
| TFs | Temporal Frequencies |
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