Evaluating Web-based Question Answering Systems

Dragomir R. Radev†, Hong Qi‡, Harris Wu‡, Weiguo Fan†

†School of Information
‡Department of EECS
¶Business School
University of Michigan
Ann Arbor, MI 48109
{radev, hqi, harriswu, wfan}@umich.edu

Abstract
The official evaluation of TREC-style Q&A systems is done manually, which is quite expensive and not scalable to web-based Q&A systems. An automatic evaluation technique is needed for dynamic Q&A systems. This paper presents a set of metrics that have been implemented in our web-based Q&A system, namely NSIR. It also shows the correlations between the different metrics.

1. Introduction

Question Answering is a research area that has recently gained a lot of interest, especially in the TREC community. More than 40 research groups participated in the most recent evaluation of “static” Q&A systems, organized by NIST. We call TREC-style systems “static” because they are designed to answer factual questions from a static, 2-GB collection of newswire. In contrast to TREC-style systems, “dynamic” Q&A systems use the entire Web as a corpus, typically through the intermediary of a commercial search engine.

The official evaluation of TREC-style Q&A systems is done manually (Voorhees and Tice, 2000; Prager et al., 1999). A number of assessors judge answer strings on two criteria: how accurately they answer the question and how much justification of the answer is provided. Similarly, user-based techniques are used in similar systems on the Web (Agichtein et al., 2001; Kwok et al., 2001). However, such manual evaluation is quite expensive, and does not scale beyond a few thousand answer strings. To evaluate dynamic Q&A systems, an automatic evaluation technique is needed.

(Radev et al., 2002) compares the manual and automatic evaluation on TREC 8 questions, and gets a Pearson’s correlation coefficient of 0.54. As a result, this justifies the use of automated techniques when manual evaluation is too expensive (e.g., on tens of thousands of question-document pairs). MRR (mean reciprocal rank) is the metric used in TREC Q&A evaluation. In addition, we designed a set of metrics that are more appropriate for automated evaluation.

In this paper, we will describe our NSIR system; then we will introduce our metrics for automatic evaluation of Q&A systems; correlations between different metrics will be shown, followed by a discussion of related work.

2. The NSIR System

NSIR (pronounced “Answer”) is a web-based question answering system under development at the University of Michigan. It utilizes existing web search engines to retrieve related documents on the web. Once NSIR gets the hit list returned by the search engine, it processes the top ranked documents and extracts a number of potential answers.

Potential answers are ranked according to a set of techniques before they are returned to NSIR users, including the proximity algorithm and probabilistic phrase ranking (Radev et al., 2002). The proximity algorithm is based on the closeness in text between the question words and the neighbors of each phrasal answer. A potential answer that is spatially close to question words gets a higher score than one that is further away. Probabilistic phrase ranking takes expected answer type into consideration. Each phrase is assigned a probability score indicating the extent to which the phrase matches the expected answer type with respect to the part-of-speech tag sequences.

The web interface of NSIR allows users to choose from a list of search engines such as Yahoo, All the Web, Excite, etc. Users can also specify the number of documents to be processed, and the number of answers to be returned. For evaluation, NSIR allows users to specify the expected answer; after each run, NSIR uses the given answer to compute a set of evaluation metrics for current results.

Figure 1 shows the page returned by the NSIR system for the question “Who was the first American in space?”.

For evaluation purposes, the answer “Shepard” is specified in the answer box. The links to the top 10 documents as returned by Yahoo are displayed on the bottom left. Top 20 answers extracted by NSIR are shown on the right, each with a score of confidence. The correct answers are highlighted. Below the first 20 answers, NSIR also displays the correct ones which the system failed to rank within the first 20 positions. A set of evaluation results are displayed on the bottom of the page. These evaluation metrics will be discussed in next section.

Each answer has a link to its contexts in the original documents. Notice that each answer could be extracted from several documents. Figure 2 shows the page after the first correct answer “shepard” is clicked. The contextual information for the clicked answer is displayed on the left. Users can therefore justify the answer from the contexts. Links to full text of the original documents are also available on this page.
3. Evaluation of Q&A Systems

3.1. Evaluation Metrics

Traditional information retrieval systems use recall and precision to measure performance. For Web-based systems, user effort should also be one of the evaluation criteria. We have developed the following metrics to address recall, precision, user effort in Web-based Q&A systems:

- **FHS, First Hit Success.**
  If the first answer returned by the system answers the question correctly, the FHS is 1. Otherwise the FHS is 0. For a user who relies solely on the Q&A system for answers, the user will accept the first answer returned by the system as the answer to the question. If we only consider the first answer to each question on a set of questions and assume the Web contains answers to all the questions, then the average of FHS represents the recall ratio of a Q&A system. FHS is similar to the metric used in this year’s TREC Q&A evaluation, TREC11.

- **FARR, First Answer Reciprocal Rank.**
  For example, if the third answer extracted by NSIR is the highest ranked correct answer, then FARR is 1/3. If no answers are correct, then FARR is 0. A user may be able to recognize the correct answer in a list of answers returned by the system, but if user effort is considered, the user may spend more time in searching the Web for the correct answer.

Figure 1: Run the question “Who was the first American in space?” on NSIR

Figure 2: Contextual information for the first correct answer “Shepard”
of suggested answers. A user can also find the correct answer by reading the supporting documents to each suggested answer. In both cases, the order of answers returned by the system directly affects the user’s effort needed. FARR addresses the user effort criterion.

- **FARWR**, First Answer Reciprocal Word Rank.
  For example, for the question “In which city is Jeb Bush’s office located?” if the first answer is “Florida Capital Tallahassee”, then the correct answer starts from the third word, thus the FARWR is 1/3. FARWR represents the number of words a user has to read before reaching the correct answer. Humans read by saccades, which means a few words at a time. For short answers a user can read one answer in one saccade, where FARR is a fair representation of user’s time-based effort. For longer answers, however, FARWR better represents a user’s time-based effort.

- **TRR**, Total Reciprocal Rank.
  Sometimes there is more than one correct answer to a question. A user can be more certain about the correct answer, if the correct answer occurs multiple times in the list of answers provided by the system. Clearly in these cases it is insufficient to only consider the first correct answer in evaluations. TRR takes into consideration all correct answers provided by the system, and assigns a weight to each answer according to its rank in the returned list. For example, if both the 2nd and the 4th answers are correct, the TRR is 1/2 + 1/4 = 3/4. TRR affects the likelihood for a user to retrieve the correct answer from the system. From an economic perspective, TRR reflects the diminishing returns in a user’s utility function.

- **TRWR**, Total Reciprocal Word Rank.
  Similarly to TRR, TRWR reflects the diminishing returns in a user’s utility function, and also takes a user’s word-scanning effort into consideration. For example, if the first correct answer starts from the 5th word and the second correct answer starts from the 20th word, then TRWR is 1/5 + 1/20 = 0.25.

- **PREC**, Precision.
  Precision is computed as the total character length of all correct answers divided by the total character length of all answers provided by the system. PREC reflects the percentage of useful content in the list of answers provided by a Q&A system.

  Different Q&A systems may return different numbers of answers. A Q&A system may need to provide different numbers of answers in different situations, for example, when providing content to a browser versus a cellular phone. To ensure that we are evaluating these Q&A systems on the same ground, we have developed parameterized metrics based on some of the above metrics. For example, TRR(5) means Total Reciprocal Rank considering top 5 answers only.

### 3.2. Correlation Analysis

Each metric represents a different feature of Q&A systems. To study the consistency of different metrics, we performed a correlation analysis for some metrics. We ran 200 TREC 8 questions on the NSIR system and got the TRR, TRWR, PREC and MRR scores for each individual question. Table 1 shows the correlations between TRR, TRWR, PREC, and MRR. MRR is the metric used in TREC evaluations and will be discussed in next section.

|     | TRR | TRWR | PREC | MRR |
|-----|-----|------|------|-----|
| TRR |     |      |      |     |
| TRWR | .989** |      |      |     |
| PREC | .367** | .332** |      |     |
| MRR  | .974** | .981** | .342** |     |

Table 1: Pearson’s correlation between pairs of metrics.

****: Correlation is significant at the .01 level

The correlations given in table 1 are Pearson’s correlations, which reflect the degree of linear relationship between two measures. It ranges from +1 to -1. A correlation of +1 means that there is a perfect positive linear relationship between measures.

As can be seen from table 1, the correlations within each pair are all statistically significant. This indicates consistency among different measures. Precision, though having significant correlations with other metrics, shows the weakest relationships across the table. This result suggests that precision might be a poor performance measure for web-based Q&A systems. (Kwok et al., 2001) also states that precision is an inappropriate measure in Q&A contexts.

The strongest correlation, 0.989, is found between TRR and TRWR. This is not surprising because the answers returned by NSIR are in phrasal form, normally very short. So the user effort measured in words should not be significantly different from the user effort measured in number of answers. This fact suggests that when the answers are in short phrase form, the metrics TRR and TRWR are interchangeable.

### 4. Discussion

In TREC evaluations, each question gets a score equal to the reciprocal of the rank of the first correct answer. For instance, if a question gets the first correct answer in the 2nd place, it will receive a score of 1/2 = 0.5; a question gets 0 if none of the five returned answers are correct. The mean of the individual question’s reciprocal ranks (MRR) is then computed as a measure of each submission (Voorhees and Tice, 2000). The TREC metric is one special parametric case of FARR (First Answer Reciprocal Rank) that we have implemented. The TREC metric is the same as FARR(5).

(Voorhees and Tice, 2000) points out some drawbacks of the above metric used by TREC. Q&A systems get no extra credit when they retrieve multiple correct answers. The possible scores for each question can only take values from a very limited range, namely only six values (0, .2, .25, .33, .5, 1), so it is inappropriate to do parametric statistical significance tests for this task.

(Radev et al., 2002) uses total reciprocal document rank (TRDR). For example, if the system has retrieved 10 documents, of which the second, eighth, and tenth contain the
correct answer, TRDR is $1/2 + 1/8 + 1/10 = .725$. Using TRDR rather than the metric employed in TREC, they are able to make finer distinctions in performance. Our TRR, Total Reciprocal Rank, and TRWR, Total Reciprocal Word Rank, are similar to their TRDR metric.

(Kwok et al., 2001) defines the “word distance” metric to measure user effort in question answering systems. In short, the word distance measures how much work it takes a user to reach the first correct answer. They assume that answers are given in short summaries of the documents from which these summaries are extracted. They define word distance as a dependent variable of the number of snippets before the one that has correct answer and the number of words before the answer in the document. Our TRR (Total Reciprocal Rank) also measures the user effort except that we do not consider the number of words that a user has to read in the original documents.

(Wu et al., 2002) discusses evaluations of answer-focused summaries. Three criteria are proposed in order of importance: Accuracy, Economy and Support. They also propose four facets to evaluate accuracy and economy, which are whether a question is answered, summary length in characters, hit rank of first answer, and word rank of first answer, respectively. Our evaluation scheme addresses these aspects. Whether a question is answered can be derived from our FARR (First Answer Reciprocal Rank) metric. Hit rank and word rank of first answer are represented by our FARR and FARWR (First Answer Reciprocal Word Rank). Instead of measuring summary lengths or answer lengths, we use PREC (Precision) to measure the percentage of key content.

5. Conclusion

Manual evaluations become prohibitively expensive when Q&A systems are scaled to the web. This paper proposes a set of metrics for evaluating web-based Q&A systems. In addition to MRR, the TREC evaluation metric, we introduce first hit success (FHS), first answer reciprocal rank (FARR), first answer reciprocal word rank (FARWR), total reciprocal rank (TRR), total reciprocal word rank (TRWR), and precision (PREC). The correlation analysis for TRR, TRWR, MRR and PREC suggests that precision may be an arguably inappropriate performance measure. Our metrics address the drawback of MRR, are therefore more appropriate for automatic evaluation of web-based Q&A systems.
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