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Abstract
Owing to its large scale, the blocking flow-shop scheduling problem (BFSP) cannot be solved effectively by traditional optimization methods. To solve the problem, this paper develops a novel intelligent optimization algorithm based on differential evolution (DE) for the BFSP with a single objective: minimizing the total flow time (TFT). On the one hand, a new heuristic method was introduced to balance the quality and diversity of the initial population. On the other hand, a new operator was adopted to update the acceleration, velocity and position of each particle. In this way, the population will not converge prematurely to local optimums, and the local and global search abilities are perfectly balanced. Simulation on standard test set proves that our algorithm outperformed most commonly used methods in solving the BFSP.
(Received, processed and accepted by the Chinese Representative Office.)
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1. INTRODUCTION

Production scheduling problem is a typical combinatorial optimization problem. The problem has been proved to be non-deterministic polynomial-time (NP) hard, because of its inherent complexity, strong constraint and multiple objectives. With the growing scale of the problem, the difficulty of problem-solving increases exponentially.

Early on, the production scheduling problems are generally small in scale. These small-scale problems can be solved well by traditional optimization methods, such as integer programming [1], dynamic programming [2] and branch-and-bound algorithm [3]. By these methods, the optimal solution is obtained by problem modelling and model analysis. With the increase of the scale of production scheduling problems, however, the traditional optimization methods can no longer find the optimal solution. This calls for the design of a new intelligent optimization algorithm for largescale production scheduling problems.

Intelligent optimization algorithm [4-8] is a kind of optimization method inspired by biological system or physical phenomenon in nature. Many classical optimization algorithms are intelligent optimization algorithms, including genetic algorithm (GA), simulated annealing (SA) algorithm, particle swarm optimization (PSO) [9], ant colony optimization (ACO) [10], differential evolution (DE) [11], and many hybrid algorithms [12-14]. An intelligent optimization algorithm does not necessarily output the optimal solution. But the solution basically falls in the acceptable time range.

There are some common defects of intelligent optimization algorithms, namely, parameter sensitivity, and proneness to local optimum trap. To overcome these defects, this paper probes deep into the search mechanism and operation principle of intelligent optimization algorithms, develops an intelligent optimization algorithm based on the DE, and applies the proposed algorithm to solve the blocking flow-shop scheduling problem (BFSP).
2. RELATED WORKS

The BFSP is a typical subproblem of production scheduling. In the BFSP, the jobs may be blocked on the production line due to the lack of buffer between machines. Many heuristic methods have been proposed to solve the BFSP. For example, Shao and Pi [15] minimized the total makespan of the BFSP, using the specific information of problem constraints. Based on directed search, Viagas et al. [16] created a constructive heuristic method to minimize the total flow time (TFT) of the BFSP. Ribas et al. [17] minimized the TFT of the BFSP with two heuristic methods. Han et al. [18] put forward a mixed heuristic method for the multi-objective BFSP.

Meta-heuristic methods are also widely adopted to solve the BFSP. For instance, Pan et al. [19] proposed a discrete artificial bee colony (ABC) algorithm to minimize the TFT of the BFSP. Liao et al. [20] designed a PSO-based meta-heuristic method to minimize the total delay of the BFSP. Dai et al. [21] developed a SA algorithm to solve multi-objective BFSP.

The evaluation indices of blocking flow-shop scheduling are another research hotspot. The commonly used indices include the total makespan, the total delay, and the TFT. Among them, the total delay refers to the waiting time between jobs in a production task. Trabelsi et al. [22] suggested solving the mixed BFSP based on the specific structure of blocking constraints and objective functions. Tasgetiren et al. [23] proposed three hybrid iterative greedy algorithms to solve distributed BFSP. Li et al. [24] set up an improved fruit fly algorithm to minimize the total makespan of the BFSP.

3. ALGORITHM DESIGN

3.1 Description of the BFSP

The BFSP got its name from the fact that the jobs may be blocked on the production line, due to the lack of buffer between machines. In this paper, the DE is adopted to design an algorithm to solve the BFSP with a single objective: minimizing the TFT.

Let \( N \) be the number of jobs in the flow shop, and \( M \) be the number of machines in series. It is assumed that all the jobs have the same operation sequence, and no buffer exists between adjacent machines. A blocking occurs in the production line when job \( j \) is ready to be transferred from machine \( i \) to machine \( i+1 \), but the latter machine is occupied by another job. In this case, job \( j \) is blocked on machine \( i \) until machine \( i+1 \) is idle. Fig. 1 is a Gantt chart of a BFSP with four machines and three jobs.

![Figure 1: Gantt chart of a BFSP.](image-url)
As shown in Fig. 1, when job 2 has been fully processed on machine 2, it cannot be transferred to machine 3 immediately. This is because machine 3 is currently occupied by job 1. Then, job 2 is blocked on machine 2, which delays the processing of job 3.

Mathematically, the BFSP with the objective of minimizing the TFT can be described as $F_{\text{block}} = \sum T_i$, where $\sum T_i$ is the TFT. Let $\sigma = \{\sigma(1), \sigma(2), \ldots, \sigma(n)\}$ be the set of jobs, and $p_{ij}$ be the processing time of job $i$ on machine $j$. Then, the TFT of an operation sequence can be expressed as:

\begin{align*}
T_{\sigma(1),0} &= 0 \\
T_{\sigma(1),k} &= T_{\sigma(1),k-1} + p_{\sigma(1),k}k = 1,2,\ldots,m-1 \\
T_{\sigma(j),0} &= T_{\sigma(j-1),1} \\
T_{\sigma(j),k} &= \max\{T_{\sigma(j),k-1} + p_{\sigma(j),k}, T_{\sigma(j-1),k+1}\} \quad j = 2,\ldots,n \quad k = 1,2,\ldots,m-1 \\
T_{\sigma(j),m} &= T_{\sigma(j),m-1} + p_{\sigma(j),m} \quad j = 1,\ldots,n \\
\text{TFT}(\sigma) &= \sum_{j=1}^{n} T_{\sigma(j),m}
\end{align*}

where, $T_{\sigma(j),0}$, $j = 1,\ldots,n$ is the start time of job $j$ on the first machine (the start time of the first job on the first machine is defined as zero); $T_{\sigma(j),k}$, $k = 1,\ldots,m$ is the completion time of job $j$ on machine $k$. The objective of minimizing the TFT is to find an operation sequence $\sigma^*$ that satisfies the inequality $\text{TFT}(\sigma^*) \leq \text{TFT}(\sigma) \forall \sigma \in S$, where $S$ is the set of possible operation sequences.

### 3.2 DE-based intelligent optimization algorithm

Considering the above BFSP, the author set up a new DE-based intelligent optimization algorithm to minimize the TFT. During algorithm construction, the gravitational search algorithm (GSA) [25, 26] was improved to solve discrete problems: In the encoding process, the job sequence was directly represented by the sequence of integers; a new initialization method was introduced to enhance the quality of initial solution and maintain the diversity of algorithm (GSA) [2].

#### 3.2.1 Step 1

Step 1. A sequence of consecutive integers is generated, depending on the number of jobs. Job $j$ ($j = 1,\ldots,n$) is selected as the first job of the new sequence $\sigma$. Let $k = 1$.

Step 2. If $k < n$, the $td$ value is calculated by Eq. (7) for each job $i$ that has not been determined. The job with the smallest $td$ value is chosen as the next job. If two jobs have the same $td$ value, the one that minimizes the TFT value of the sequence is selected as the next job.
The initial job sequence can be obtained through the above steps. The detailed process of \(VNH(n)\) is defined as Algorithm 1:

**Algorithm 1**

**Input:** The initial solution \(\tau\), which is a sequential integer sequence from 1 to \(n\).

For \((i = 1 \text{ to } n)\) do
- \(\tau_f\) is taken as the first job of \(\tau\)
- A sequence is generated by \(VNH(\tau_1 = VNH(\tau_f))\)
- Job \(\tau_j\) is selected from \(\tau_1\)
- \(\tau_j\) is inserted into all possible positions of \(\tau_1\) and TFT is evaluated

End for

The sequence \(\tau_2\) with the lowest TFT is obtained

If \((TFT(\tau_2) < TFT(\tau_1))\)
- \(\tau_i = \tau_2\)
else \(\tau_i = \tau_1\)
End for

**Output:** a set of sequence \(\{\tau_1, \tau_2, ..., \tau_n\}\) and corresponding TFT.

In the improved GSA, \(n\) sequences are produced by the \(VNH(n)\). Then, the population size num is determined through the following method: \(if(n \leq 20), \text{num} = 20; else \text{num} = 50\). After that, \(TFT(\tau_i)(i = 1, ..., n)\) are ranked in ascending order according to the sequences generated by \(VNH(n)\), and the top num particles are assigned to the initial population. The heuristic method ensures the quality and diversity of the initial population.

(2) Calculation of particle acceleration

In improved GSA, the acceleration, velocity and position of each particle is updated by a novel mechanism. First, the acceleration update formula is refined as:
\[
a_i(t) = \sum_{j \in k\text{best}, j \neq i} \frac{HR_{ij}(t) \ast \text{rand} \ast W(t) \ast D(j)}{ra + \frac{HR_{ij}(t)}{n}} \Theta(x_j(t) \ominus x_i(t))
\]

where, \(\text{rand}\) is a random variable in \([0, 1]\); \(W(t)\) is the gravitational coefficient; \(D(j)\) is the quality after normalizing the TFT of sequence \(j\); \(HR_{ij}(t)\) is the Hamming distance between sequences \(i\) and \(j\) at the \(t^{th}\) iteration; \(\Theta\) and \(\ominus\) are the acceleration update operators.

The particle acceleration is defined as Algorithm 2.

**Algorithm 2**

**Input:** A set of sequences \(\{\tau_j\}(j = 1, ..., k\text{best})\)

For \(i = 1\) to \(n\) do
- An integer is randomly selected from \([1, ..., k\text{best}]\) \(\rightarrow k\)
- \(a[i] = \tau_k[i]\)

End for

If there are multiple identical elements in \(a\) do
- One element is randomly kept and other elements are set to be zero
End if

**Output:** acceleration \(a\) is obtained.

(3) Calculation of particle velocity

The velocity update formula is redefined as:
\[
v_i(t + 1) = v_i(t) \Theta a_i(t)
\]

where, \(\Theta\) is the velocity update operator. The velocity update of a particle is implemented in two steps.


**Step 1.** It is assumed that $v_c$ is a constant ($0 < v_c < 1$). For $j = 1, ..., n$, if $\text{rand} < v_c$, then $v_i(t + 1)[j] = v_i(t)[j]$; otherwise $v_i(t + 1)[j] = a_i(t)[j]$. 

**Step 2.** If there are multiple identical elements in the $v_i(t + 1)$ sequence, then the processing method is the same as in the summation operation.

(4) Calculation of particle position
The position update formula is redefined as:

$$x_i(t + 1) = x_i(t) \oplus v_i(t + 1)$$

(10)

where, $\oplus$ is the position update operator. The position update of a particle includes three operations, which are summed up as Algorithm 3.

**Algorithm 3**
Input: the best sequence $\tau^*$ and the original sequence $\tau$ are selected.
For $i = 1$ to $n$
do
If $\tau(i) \neq \tau^*(i)$ do
For $j = 1$ to $n$
do
Find $\tau(j) = \tau^*(i), key = j, keyvalue = \tau(j)$
End for
If ($key > i$) (forward insertion) do
A sequence $\tau 1$ is generated by inserting $keyvalue$ into the front of $\tau(k)$
$TFT$ of new sequence $\tau 1$ is evaluated
If ($TFT (\tau 1) < TFT (\tau)$) do
$\tau = \tau 1; TFT(\tau) = TFT(\tau 1)$
End if
End if
End if
End for
Output: the best sequence with the lowest $TFT$.

If the current particle to be updated is the same as the optimal particle in the population, then the two sequences must be identical. In this case, the particle position needs to be updated by variable neighbourhood operators.

To avoid premature convergence, the improved GSA must go through, an adaptive perturbation: the current population is redistributed if its particles are concentrated to a certain extent.

In this paper, the population diversity is measured by a new method:

$$dif = \frac{\sum_{i=1}^{num} \sum_{j=1}^{j=k\text{best}} HR(x_i(t), x_j(t))}{k\text{best} \cdot \text{num} \cdot n}$$

(11)

where, $HR(x_i(t), x_j(t)$ is the Hamming distance between sequences $i$ and $j$ at the $i^{th}$ iteration. Since $HR(x_i(t), x_j(t)$ falls within $[0, n]$, the population diversity coefficient $div$ must belong to $[0, 1]$. In the light of Eq. (1), the current population is considered to be highly diverse if $dif$ exceeds a certain threshold, and weakly diverse or even uniform if $dif$ approaches 0.

According to the $dif$ value, the population is subjected to adaptive perturbation at the probability $ap = e^{-K \cdot div}$, where $K$ is a control parameter. If $\text{rand} \leq ap$, the local search strategy of path relinking [27] will be introduced to disperse the current sequence and avoid the local optimum trap. The optimal sequence of the current population is selected as the target sequence, and the sequence to be promoted is taken as the original sequence. When the original sequence is converted to the target sequence, a path is established by inserting the jobs in the forward or backward direction. If $\text{rand} > sa$, the population will not fall into the local optimum trap.
The complete pseudo code for the DE-based intelligent optimization algorithm is given as Algorithm 4, in which the TFT after insertion and exchange is obtained by a fast TFT calculation method.

**Algorithm 4**

Input: According to \( VNH(n) \), initialize the population of \( num \) agents

Termination condition \( Ter\_con \) is set

While (Not \( Ter\_con \)) do

\( it = \) current iterations

\[
\begin{align*}
t0 &= \frac{it}{it + vt \ast n} \\
\end{align*}
\]

The best value, the worst value, and the corresponding sequence are calculated

The gravitational coefficient \( G(it) = \left(1 - t0\right) + G0 \) is calculated

The \( k_{best} = \text{round}\left(\frac{2 + (1-t0) \ast (50-2) \ast num}{50}\right) \) is calculated

The Hamming distance between the best sequence and each sequence is calculated, and the result is given to \( best\_R \)

The acceleration and the velocity of the population is calculated

For \( i = 1 \) to \( num \) do

If \( best\_R(i) = 0 \) do

Variable neighborhood operators are implemented, new sequence \( \tau(i)^* \) is obtained

If \( TFT(\tau(i)^*) < TFT(\tau(i)) \) do

\( \tau(i) = \tau(i)^*; TFT(\tau(i)) = TFT(\tau(i)^*) \)

Else if \( \text{rand} < \exp\left\{-\frac{TFT(\tau(i)) - TFT(\tau(i)^*)}{T}\right\} \)

\( \tau(i) = \tau(i)^*; TFT(\tau(i)) = TFT(\tau(i)^*) \)

End if

Else if \( \text{rand} < ap \)

The path relinking is conducted to disperse the current population sequence, generating a new sequence

Else

The population is not in danger of falling into local optimum, a new sequence is generated

End if

End for

End while

Output: \( \tau_{best} \) and \( TFT(\tau_{best}) \)

### 4. SIMULATION AND RESULTS ANALYSIS

The proposed algorithm was verified through discrete event simulation on the MATLAB.

#### 4.1 Parameter settings

The optimal combination of \( VNH(n) \) parameters, namely, \( \mu \) and \( \delta \), was determined through complete factorization. The performance of each parameter combination was tested on a standard test set: \( n \in \{10, 50, 100, 200\} \) and \( m \in \{5, 10, 20\} \). There are 12 instances in the test set, each of which has 5 different sub-instances. The test set was used in all subsequent experiments on parameter setting.

The parameter combination of the \( VNH(n) \) was set to:

\[
\begin{align*}
\delta &\in \{5, 10, 15, 20\}, \\
\mu &\in \{0.5, 0.55, 0.65, 0.7, 0.75, 0.8, 0.85\}.
\end{align*}
\]
Therefore, 28 sets of experiments were carried out, and the performance of each combination was measured by relative transient percentage (RTP):

\[ RTP = \sum_{i=1}^{28} \frac{TFT(i) - TFT(best)}{TFT(best)} \times 100 \tag{12} \]

where, \( TFT(i) \) is the total flow time of instance \( i \); \( TFT(best) \) is the smallest total flow time among all parameter combinations. Let ARTP be the average RTP obtained for each problem instance for each parameter combination. The results of ARTP (Fig. 2) show that the optimal parameter combination of \( VNH(n) \) is \( \mu = 0.75 \) and \( \delta = 20 \).

![Figure 2: ARTP values for parameters \( \mu \) and \( \delta \).](image)

For the variable neighbourhood operator, the optimal combination of control parameters, namely, the block size in the beginning (\( bsb \)), the block size in the end (\( bse \)), the step coefficient (\( sc \)), the number of cycles (\( t \)), and the temperature control parameter (\( \tau P \)), was searched for through orthogonal experiment. According to the factor level of the parameters (Table I), the orthogonal matrix selected is \( L_{16}(4^5) \).

| Parameter factor level | 1 | 2 | 3 | 4 |
|------------------------|---|---|---|---|
| \( bsb \)              | 1 | 2 | 3 | 4 |
| \( bse \)              | 10| 15| 20| 25|
| \( sc \)               | 0.1| 0.2| 0.3| 0.4|
| \( t \)                | 1 | 2 | 3 | 4 |
| \( \tau P \)           | 0.2| 0.4| 0.6| 0.8|

In the orthogonal experiment, each parameter combination was tested five times on each instance. The ARTP of variable neighbourhood operator for each parameter combination is listed in Table II. The performance ranking of parameter combinations is shown in Table III.

As shown in Table III, \( t \) has a greater impact than any other parameter on the operator performance. This is attributable to its important influence on the operator’s balance between runtime and search quality. Hence, the optimal combination of parameters is \( bsb = 4, bse = 20, sc = 0.1 \) and \( \tau P = 0.4 \).
Similarly, the five parameters of the DE-based intelligent optimization algorithm were adjusted through orthogonal test. Based on the results of the orthogonal test, the optimal parameter combination of the DE-based intelligent optimization algorithm is obtained as \( vt = 2, Go = 1.8, ra = 1, vc = 0.2 \) and \( K = 2 \).

### 4.2 Discrete simulation experiments

To verify its effectiveness on minimizing the TFT, the proposed algorithm (the DE-based intelligent optimization algorithm) was compared with five advanced algorithms: discrete artificial bee colony algorithm (DABC_RCT) [19], variable block insertion heuristic algorithm (VBIH) [28], iterated greedy algorithm (IG_RIS) [29], sequence alignment by genetic algorithm (SAGA) [30] and discrete differential evolution (DDE) [31]. All these algorithms were simulated on the MATLAB. The simulation results are compared in Table IV below.

As shown in Table IV, our algorithm achieved the best performance in 7 out of the 11 instances. It is obviously the best algorithm among all comparative methods for minimizing the TFT of the BFSP. There are three possible reasons for the excellent performance of our algorithm.

First, the GSA, as a new population-based evolutionary algorithm, is sensitive to parameters like gravitational coefficient and population size. Second, the algorithm performance hinges on the quality of the initial population. In our algorithm, DABC_RCT, VBIH and IG_RIS, the populations are initialized by heuristic methods. However, the initial
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population of SAGA is generated randomly, and that of DDE is generated by a simple heuristic or random method. Third, our algorithm introduces a new variable neighbourhood search strategy, which effectively proves the performance in tackling production scheduling problems.

Table IV: Simulation results of different BFSP algorithms.

| n x m  | DGS A  | DABC_RCT | IG_RIS | VBIH | SAGA | DDE |
|--------|--------|----------|--------|------|------|-----|
| 10 x 5 | 0.0378 | 0.0033   | 0.0487 | 0.0002 | 0.4087 | 0.5301 |
| 10 x 10| 0.0121 | 0.0056   | 0.0162 | 0.0001 | 0.2846 | 0.2956 |
| 10 x 20| 0.0092 | 0.0000   | 0.0110 | 0.0001 | 0.1241 | 0.3011 |
| 50 x 5 | 0.2479 | 0.5018   | 0.6931 | 0.4649 | 5.1692 | 4.0236 |
| 50 x 10| 0.3016 | 0.5379   | 0.6875 | 0.6601 | 4.9892 | 3.4615 |
| 50 x 20| 0.2113 | 0.3856   | 0.4235 | 0.4491 | 3.4889 | 2.3698 |
| 100 x 5| 0.3702 | 0.5784   | 0.4801 | 0.5732 | 9.8256 | 9.5987 |
| 100 x 10| 0.3837 | 0.6425   | 0.7576 | 0.6109 | 9.9905 | 8.3221 |
| 100 x 20| 0.3989 | 0.6783   | 0.7109 | 0.4324 | 7.5112 | 6.1008 |
| 200 x 10| 0.2824 | 0.4668   | 0.5223 | 0.3568 | 9.6930 | 8.8486 |
| 200 x 20| 0.3456 | 0.5179   | 0.4343 | 0.2467 | 9.4413 | 9.4579 |

5. CONCLUSIONS

This paper proposes a novel optimization algorithm for the BFSP with the objective of minimizing the TFT. In our algorithm, a high-quality population is initialized through a new heuristic method, which strikes a balance between quality and diversity. Besides, a DE-based method was adopted to update the acceleration, velocity and position of particles. The simulation results on the standard test set proved the superiority and effectiveness of our algorithm.
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