Primordial black hole dark matter from inflation: the reverse engineering approach
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Constraining the inflationary epoch is one of the aims of modern cosmology. In order to fully exploit current and future small-scale observations, it is necessary to devise tools to directly relate them to the early universes dynamics. We present here a novel reverse engineer approach able to connect fundamental late-time observables to consistent inflationary dynamics and, eventually, to the inflaton potential. Employing this procedure, we are able to describe which conditions can give rise to a raised plateau in the power spectrum of curvature perturbations at small scales, which are not constrained by CMB observations. Within this new phenomenologically-driven approach, we find that inflation can generate a raised plateau in the spectrum of curvature perturbations that potentially connects three fundamental observables: a dominant component of the dark matter in the form of asteroid-mass/atomic-size primordial black holes; detectable signals in stochastic gravitational waves and a subdominant fraction of stellar-mass primordial black holes mergers.
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I. INTRODUCTION

The increasing accuracy of observational data relating to measurements of the cosmic microwave background (CMB) anisotropy placed severe constraints on cosmic inflation. In the framework of standard single-field inflationary models with Einstein gravity, the latest results reported by the Planck and BICEP2/Keck collaborations [1, 2] imply that the predictions of slow-roll models with a concave potential are strongly favoured by data and no evidence for dynamics beyond slow-roll was found. On the theoretical side, these constraints have far-reaching implications. For instance, a simple inspection of the theoretical predictions regarding the power spectra of scalar and tensor perturbations leads to the conclusion that the standard version of natural inflation and the full class of monomial potentials \( V(\phi) \sim \phi^n \) are now strongly disfavored [3].

However, it is important to keep in mind that the above discussion is limited only to a relatively short part of the inflationary dynamics, namely the one that took place at around 60 e-folds before the end of inflation when curvature perturbations with comoving wavenumber in the range \( 0.005 \lesssim k [\text{Mpc}^{-1}] \lesssim 0.2 \) exited the Hubble horizon. On smaller scales (larger \( k \)), the observational constraints are far weaker implying that deviations from the slow-roll paradigm are possible; consequently, claiming any theoretical control over the inflationary potential is, at these scales, way more difficult.

Deviations from slow-roll dynamics at small scales may have interesting consequences as far as the formation of primordial black holes (PBHs) is concerned [7–10]. In the inflationary picture, space-time fluctuates quantum mechanically around a background that is expanding exponentially fast; after the end of inflation, these curvature fluctuations are transferred to the radiation field, creating slightly over- and under-dense regions. Regions where the overdensity is large enough, gravitationally collapse and form PBHs [11–14]. At the practical level, the implementation of this idea requires some mechanism that boosts, at scales relevant for PBH formation, the power spectrum of
curvature fluctuations $P_R(k)$ way above the value inferred from CMB observations (that is, $P_R(k_*) \approx 2 \times 10^{-9}$ with $k_* \equiv 0.05$ Mpc$^{-1}$ the CMB pivot scale) and necessarily breaks the slow-roll paradigm [15]. A popular option is the introduction of an ultra slow-roll (USR) phase during the inflationary dynamics. At the classical level, during USR the inflaton nearly stops its descent along the potential and remains for a long interval of time with almost zero velocity before re-accelerating towards the end of inflation. At the quantum level, during USR comoving curvature perturbations on super-horizon scales are not conserved and are subject to exponential growth due to the presence of a negative friction term in their equation of motion. It is precisely this exponential enhancement that provides the above-mentioned boost in the power spectrum of scalar perturbations. The simplest option to get such dynamics is to consider an inflationary potential that features (after the first flattish region that ensures the slow-roll dynamics needed for the fit of CMB measurements) an approximate stationary inflection point.

The cosmological setup we have in mind is summarized in fig. 1 (see caption for details). Observational data force the curvature power spectrum (that we plot in the right panel of fig. 1) to have, in the range $0.005 \lesssim k$ [Mpc$^{-1}$] $\lesssim 0.2$, a power law functional form of the type $P_R(k) = A_s(k/k_*)^{n_s-1}$, with amplitude $A_s \simeq 2.1 \times 10^{-9}$ and spectral index $n_s \simeq 0.965$, which fits extremely well the typical outcome of slow-roll inflationary models (black dashed line in the right panel of fig. 1). However, if we consider larger $k$ an almost uncharted territory opens up, and huge deviations from the slow-roll paradigm are possible. The solid black line in the right panel of fig. 1 differs from the dashed line because of the presence of an USR phase. In this respect, fig. 1 summarizes the main objectives of the present work. We are interested in curvature power spectra that feature, because of USR, a raised plateau at small scales which are not constrained by CMB observations. More in detail, we impose three phenomenological requirements.

i) The part of the power spectrum at large scales (that is, for comoving wavenumbers corresponding to the horizontal green band in the left panel of fig. 1) must be consistent with CMB observations.

ii) The left-side edge of the plateau (that is, at small $k$) corresponds to values of $k$ for which curvature perturbations re-enter the cosmological horizon when the latter has a mass of the order of the solar mass (the horizontal red band in the left panel of fig. 1). This is to generate a sizable abundance of solar-mass PBHs. This is an interesting phenomenological requirement since it implies the possibility that a fraction of merger events directly observed by the LIGO/Virgo/KAGRA collaboration (LVKC) is (or will be) ascribable to stellar-mass PBHs [16, 17]. We remark that the red band re-enters the cosmological horizon when the temperature of the universe (labels on the upper $x$-axis) is of the order of the QCD quark-hadron phase transition (in fig. 1 taken to be $T_{QCD}$ = 0.1 GeV).

The right-side edge of the plateau (that is, at large $k$) corresponds to values of $k$ for which curvature perturbations re-enter the cosmological horizon when the latter has a mass of the order of the asteroid mass (the horizontal blue band in the left panel of fig. 1). This is to generate a sizable abundance of asteroid-mass PBHs.

iii) We take the amplitude of the plateau to be as close as possible to the allowed upper limit, $P_R(k) = O(10^{-2})$. This is to generate an abundance of asteroid-mass PBHs compatible with the observed dark matter (DM) content of the universe.

As well known, an interesting byproduct of ii) and iii) is the possibility to generate a stochastic signal of gravitational waves (GWs) that are induced, as a second-order effect, by curvature perturbations [18–23] (see ref. [24] for a recent review). The frequency $f$ is related to the comoving wavenumber $k$ by the relation $k \approx 7 \times 10^{14}(f/\text{Hz})$ Mpc$^{-1}$ so that the two sides of the plateau in fig. 1 correspond to $f = O(0.1)$ Hz (the typical target of future space-based GW interferometers like LISA [25–27]) and $f = O(10^{-9})$ Hz (the typical target of Pulsar Timing Array (PTA) experiments). Interestingly, the NANOGrav collaboration has recently published an analysis of 12.5 yrs of pulsar timing data reporting a strong evidence for a stochastic common process, potentially induced by a SGWB, at a frequency of $O(10^{-9})$ Hz [28] (also independently supported other by PTA experiments [29–31]).

The presence of the plateau in the power spectrum opens the possibility to connect all the above observables even if characterized by widely different scales. In ref. [32] it was indeed shown that a broad power spectrum in the form of a simple double-Heaviside theta function $P_R(k) = A \Theta(k - k_{\text{min}}) \Theta(k_{\text{max}} - k)$ with endpoints $k_{\text{min}} \approx 10^{-9} k_{\text{max}}$ and $k_{\text{max}} \approx 10^{15}$ Mpc$^{-1}$ and amplitude $A = 5.8 \times 10^{-3}$ has the chance to produce the observed abundance of DM in the form of PBHs and, at the same time, generate a GW signal compatible (in frequency and amplitude) with the NANOGrav signal. In this paper, we will explicitly derive the inflationary dynamics required to realise an analogous power spectrum, revealing the much richer phenomenology associated with this scenario.

To be more specific, the solid black line in the right panel of fig. 1 corresponds to one of the USR models recently constructed in ref. [6]. The analysis of ref. [6] is based on what is called a “reverse engineering approach” (see refs. [33–36] for a similar viewpoint). The idea that lies at the heart of this approach is that the starting point of the analysis is not the inflaton potential but rather the inflationary dynamics. Let us motivate this change of perspective. As mentioned above, the presence of an USR phase in the inflationary dynamics can be obtained is one takes a scalar potential that features an approximate stationary inflection point. The latter is usually controlled by a number of free
parameters that need to be fine-tuned up to very special values in order to guarantee the desired enhancement in the power spectrum of curvature perturbations [37–49]. At the technical level, this operation is not very transparent in the sense that it is typically difficult to isolate which parameters in the scalar potential control some specific feature of the power spectrum. In the approach of ref. [6] the scalar potential is nothing but an outcome of the analysis which, on the contrary, puts in the foreground the inflationary dynamics starting from an analytical ansatz for the Hubble parameter $\eta$. As a result, the construction of inflationary models that give curvature power spectra with features compatible with the phenomenological requirements enumerated above becomes, at the technical level, far away accessible and, from the point of view of the physics involved, more transparent.

Let us stress the following important conceptual point. Applying the reverse engineering approach of ref. [6] would be almost meaningless if one were only interested in the part of the power spectrum constrained by CMB observations. The reason is that, as mentioned at the very beginning of this introductory discussion, at CMB scales the experimental constraints are so tight that they almost completely nail down, at the corresponding field values, the form of the inflationary potential and a detailed analysis of specific models is possible. This is not true, however, if one is interested in the behaviour of the power spectrum at much smaller scales where, as illustrated in fig. 1, observational constraints are weaker and deviations from the slow-roll paradigm possible. In this case, contrary to what happens in the reverse engineering approach of ref. [6], there is no clear mapping between the free parameters of the scalar potential and the phenomenological implications that the presence of an USR phase may have.

The purpose of this work is to deepen the analysis presented in ref. [6], and we organize our material as follows. In section II we clarify the details of the reverse engineering approach by carefully describing the steps used to compute the spectrum of perturbations starting from the inflationary dynamics with a special emphasis on explaining with analytical arguments the mechanism that generates the plateau in the power spectrum as well as the physical meaning of the free parameters describing the inflationary dynamics. In section III we review the computation of the PBH abundance. In section IV we discuss the implications for the scalar-induced GW signal. In section V we give more details about the profile of the reconstructed inflationary potential and its theoretical interpretation. Finally, we conclude in section VI.

Throughout this paper, we use natural units and set the reduced Planck mass to unity.

II. BACKGROUND EVOLUTION AND SPECTRUM OF CURVATURE PERTURBATIONS

In this section, we introduce the bases of our reverse engineer approach. We start with a parameterised background Hubble evolution, followed by the computation of curvature perturbations and an in-depth discussion of the characteristic features leading to the important phenomenological signatures presented in the following sections.

A. Background evolution

The inflationary background can be described by modelling the evolution of the Hubble rate $H$. This is dictated by dynamical equations relating $H$ to the Hubble parameters, which are

$$\epsilon \equiv -\frac{\dot{H}}{H^2}, \quad \eta \equiv -\frac{\dot{H}}{2HH} = \epsilon - \frac{1}{2} \frac{d\log \epsilon}{dN},$$

(1)

where $\dot{H} = dH/dt$ is the cosmic-time derivative of $H$ while $N$, defined such as $dN = Hdt$, is the number of $e$-folds. One can notice that, if we assume $\epsilon$ to be small and $\eta$ constant, eq. (1) admits the solution $\epsilon(N) \propto e^{-2\eta N}$. As we will see in the following, this behaviour leads to an exponential enhancement of the amplitude of perturbations when the dynamics is characterised by large and positive $\eta$, as it is the case in an USR phase.

We base our construction on an analytical ansatz for the time-evolution of $\eta$ of the form

$$\eta(N) = \frac{1}{2} \left\{ \eta_I - \eta_{III} + (\eta_{I} - \eta_{I}) \tanh \left( \frac{N - N_I}{\delta N_I} \right) \right\} + \left[ \eta_{III} + \eta_{III} + (\eta_{III} - \eta_{I}) \tanh \left( \frac{N - N_{II}}{\delta N_{II}} \right) \right] + \left[ \eta_{V} - \eta_{III} + (\eta_{V} - \eta_{III}) \tanh \left( \frac{N - N_{II}}{\delta N_{III}} \right) \right].$$

(2)

The consequent behaviour of $\epsilon(N)$ that follows from such ansatz is derived by directly integrating the differential eq. (1). The reasons that leads to the specific ansatz presented in eq. (2) will become clear in the following. The inflationary dynamics can be divided into four subsequent stages, as we also show in fig. 2:
FIG. 2. Schematic evolution of $\eta(N)$ and $\epsilon(N)$. The former is given by our analytical ansatz in eq. (2); the latter follows from eq. (1). We label the USR phase characterised by a negative friction and the plateau in $\epsilon$ in the phase of vanishing $\eta_{\text{III}}$.

i) We fix the initial time at $N_{\text{ref}}$ and an initial small value of $\epsilon_{\text{I}}$. As long as the number of e-folds falls within the interval $N \in [N_{\text{ref}}, N_{\text{I}}]$, the ansatz forces $\eta$ to remain constant and negative; the solution of eq. (2), predicting a scaling of the form $\epsilon(N) \propto e^{-2\eta N}$, give rise to an exponential variation of $\epsilon$ during this phase. However, as the value of $\eta$ is taken to be small (with the aim of reproducing the conventional slow-roll dynamics), the evolution of $\epsilon$ is tamed.

ii) Within the subsequent interval $N \in [N_{\text{I}}, N_{\text{II}}]$ we impose $\eta_{\text{II}} > (3 + \epsilon)/2 \simeq 3/2$. A negative value of $\eta$ is associated to a period of negative friction, and the Hubble parameter $\epsilon$ is forced to decrease abruptly down to values $O(\ll \epsilon_{\text{I}})$. This phase realist the Ultra-Slow Roll (USR) evolution typically advocated to generate enhanced spectra at small scales, within single field models of inflation.

iii) Subsequently, when the number of e-folds falls within $N \in [N_{\text{II}}, N_{\text{III}}]$ we impose $\eta_{\text{III}} = 0$. This forces $\epsilon$ to remain constant at the tiny value reached at the end of the negative friction phase.

iv) The final phase is characterized by $\eta_{\text{IV}} < 0$, which is a necessary requirement to bring $\epsilon$ back to $O(1)$ values and cause the end of inflation.

The sharpness of the transition between each phase is controlled by the parameters $\delta N_{\text{I,II,III}}$. In the limit of vanishing $\delta N \rightarrow 0$, one obtains step transitions which are, however, unphysical. The expectations about the time evolution of $\epsilon$ qualitatively described above are confirmed by solving numerically eq. (1), adopting the parametrisation of $\eta(N)$ and using the initial condition $\epsilon(N_{\text{ref}}) = \epsilon_{\text{I}}$ imposed at the initial reference time $N_{\text{ref}}$. The solution is shown in fig. 2 assuming the parameters reported in table I. As we will see in the following, the free parameters entering in the ansatz (2) will have a clear and direct connection to physical observables (as highlighted in table I below) and can be adjusted to devise consistent inflationary dynamics producing interesting late time signatures. We will come back to this point later on.

B. Model parameters

In the following, we shall discuss in detail the free parameters entering in eq. (2), whose interpretation is summarised in table I.

- The values of the parameters $\epsilon_{\text{I}}$, $\eta_{\text{I}}$ and $V_{\text{ref}}$ are fixed by requiring consistency with large scale CMB observations. In our model, this constraint is simply fulfilled by the dynamics of the first phase before $N_{\text{ref}}$ extending backwards up to CMB scales. We define $k_{\text{ref}} = 0.05 \text{ Mpc}^{-1}$ as the scale that exits the Hubble horizon at time $N_{\text{ref}}$, that is the CMB pivot scale [1], and use the slow roll relations

$$\eta_{\text{I}} = (n_{s} - 1 + 4\epsilon_{\text{I}})/2 \quad \text{and} \quad \epsilon_{\text{I}} = r/16,$$

(3)
| Model parameter | Model (1) | Model (2) | Model (3) | Spectral feature | Phenomenology |
|-----------------|-----------|-----------|-----------|-----------------|---------------|
| $\epsilon_1$    | $3.125 \times 10^{-4}$ |          |           | tilt of $P_R$ at CMB scales | $n_s, r$ |
| $\eta_1$        | $-1.68 \times 10^{-2}$ |          |           |                  |               |
| $V_{ref}$        | $1.55 \times 10^{-10}$ |          |           | amplitude of $P_R$ at CMB scales | $A_s$ |
| $N_{ref}$        | 0         |           |           | pivot scale $k_*$ |               |

| $N_I$           | 15.5      |           |           | large-scale edge of the plateau $k_{min}$ | solar-mass PBHs |
| $\delta N_{II}$ | 0.50      | 0.46      | 0.60      | bump at $k_{min}$ | peak of solar-mass PBHs |
| $\eta_{II}$     | 2.709     | 2.710     | 2.735     | height of the plateau | PBH=DM: $f_{PBH} \downarrow 1$ |
| $\Delta N_{USR}$| 2.9       |           |           | plateau | multi-scales $\Omega_{GW}(f)$ signal |
| $\Delta N_{plateau}$ | 16.6 |           |           | small-scale edge of the plateau $k_{max}$ | asteroid-mass PBHs |
| $\delta N_{III}$ | 0.50      | 0.50      | 1.31      | bump at $k_{max}$ | peak of asteroid-mass PBHs |

| $N_{IV}$        | 55        |           |           | drop-off | end of inflation |
| $\eta_{IV}$     | -0.554    | -0.554    | -0.560    |           |               |

TABLE I. Free parameters of our model together with their numerical benchmark values. We define $\Delta N_{USR} \equiv N_{II} - N_I$ and $\Delta N_{plateau} \equiv N_{III} - N_{II}$. Dimensionful quantities are written in units of the reduced Planck mass. $\delta N_{I} = 0.50$ is kept fixed.

linking the Hubble parameters at the pivot scale with the scalar spectral index $n_s$ and the tensor-to-scalar ratio $r$. In other words, we anchor the initial values $\eta_1$ and $\epsilon_1$ to CMB observables. Moreover, the amplitude of the power spectrum at the pivot scale, $A_s$, is related (via $H^2$) to $V_{ref}$ by means of the Friedmann equation. We find

\[ V_{ref} = 24\pi^2 \epsilon_1 (1 - \epsilon_1/3) A_s. \]  

(4)

We fix $n_s$, $A_s$ and $r$ consistently with observations at CMB scales (with the value of $r$ within reach in next-generation CMB measurements). This, in turn, will directly nail down the fundamental parameters $\epsilon_1$, $\eta_1$ and $V_{ref}$ of our phenomenological model [50]. For definiteness, we take $n_s = 0.965$, $r = 0.005$ and $A_s = 2.1 \times 10^{-9}$ [1].

- The value of $N_I$ sets the beginning of the USR phase and controls the comoving wavenumber at which the power spectrum of curvature perturbations starts increasing with respect to its slow-roll value. In order to reproduce the results of ref. [32], we need an early growth of the power spectrum at scales set by the value of $k_{min}$. As a rule of thumb, we estimate the corresponding value of $N_I$ by means of the logarithmic scaling

\[ N_I \simeq \log \left( \frac{k_{min}}{k_*} \right). \]  

(5)

The above estimate represents a first guess for $N_I$ around which we tune its final value by the accurate solving of the MS equation.

- The values of $\eta_{II}$ and $\Delta N_{USR} \equiv N_{II} - N_I$ control the height of the plateau in the power spectrum. These values are tuned in order to get the right abundance of dark matter in the form of PBHs.

- We set $\eta_{III} = 0$ in order to generate a plateau in the power spectrum.

- The $e$-fold interval $\Delta N_{plateau} \equiv N_{III} - N_{II}$ controls the broadness of the plateau. In order to reproduce the results of ref. [32] we need a broad plateau that covers approximately the range of comoving wavenumbers $k_{max}/k_{min} \approx 10^5$. As a rule of thumb, we estimate the corresponding value of $\Delta N_{plateau}$ by means of the logarithmic scaling

\[ \Delta N_{plateau} \equiv N_{III} - N_{II} \simeq \log \left( \frac{k_{max}}{k_{min}} \right). \]  

(6)

The above estimate represents a first guess for $\Delta N_{plateau}$ around which we tune its final value by the accurate solving of the MS equation.
where, without loss of generality, we choose the phase of which was shown to describe the properties of perturbations at the linear level even with the inclusion of quantum effects on our model deserves a separate analysis beyond the scope of this work.

In eqs. (8, 10) the actual value of \( \eta \) of \( \eta_{IV} \) (see table I) the actual value of \( \eta_{IV} \) is small, and we do not expect large corrections [67] (reabsorbable by a small re-tuning of \( \eta_{II} \)). Furthermore, we model the transitions at the beginning and end of the USR phase [54–58]. We remark that we do not include in our analysis any non-linear effects related to the diffusion effects [53]; it should be noted, however, that stochastic effects may become relevant, beyond the linear order, because the computation of the PBH abundance is exponentially sensitive to the shape of the power spectrum, and small variations are capable of producing very sizable effects.

C. Curvature perturbations

Once the background evolution is specified, one can compute the spectrum of gauge-invariant comoving curvature perturbation generated during inflation and transferred to the radiation fluid after re-heating. As long as the slow-roll approximation is valid, this can be computed as

\[ P_R(k) = \frac{H^2}{8\pi^2 \epsilon}, \]

where the Hubble parameters are evaluated at horizon crossing of modes \( k \). To get an expectation of what spectrum of curvature perturbations would result from eq. (2), one could naïvely reverse the evolution of \( \epsilon \) shown in fig. 2, that clearly features an exponential growth followed by a plateau region inherited from the term \( 1/\epsilon \).

In order to confirm this intuition beyond the slow-roll approximation, we compute \( P_R(k) \) by solving the Mukhanov-Sasaki (MS) equation [51, 52]

\[ \frac{d^2 u_k}{dN^2} + (1 - \epsilon) \frac{du_k}{dN} + \left[ \frac{k^2}{(aH)^2} + (1 + \epsilon - \eta)(\eta - 2) - \frac{d}{dN}(\epsilon - \eta) \right] u_k = 0, \]

which was shown to describe the properties of perturbations at the linear level even with the inclusion of quantum diffusion effects [53]; it should be noted, however, that stochastic effects may become relevant, beyond the linear order, during the USR phase [54–58]. We remark that we do not include in our analysis any non-linear effects related to the dynamics of curvature perturbations (e.g. [59–63]). Non-gaussian effects, for a given mode \( k \), are mostly controlled by the value of \( \eta \) after the mode settles to its final conserved value [64–66]. Modes that contribute to the plateau become constant during phase \( iii \) with \( \eta_{II} = 0 \) and, therefore, should have negligible non-gaussianity. Modes that contribute to the right-side edge and the subsequent fall-off of the power spectrum, settle to their final constant value during phase \( iv \) with \( \eta_{IV} \) non-zero and negative. However, in all realizations of our model we consider in this work (see table I) the actual value of \( |\eta_{IV}| \) is small, and we do not expect large corrections [67] (reabsorbable by a small re-tuning of \( \eta_{II} \)). Furthermore, we model the transitions at the beginning and end of the USR phase in a smooth way, and this has the effect of further suppress local non-gaussianity [61, 62]. Finally, assessing the impact of non-linear stochastic effects on our model deserves a separate analysis beyond the scope of this work.

We solve the MS equation with sub-horizon Bunch-Davies initial conditions at \( N \ll N_k \), where \( N_k \) indicates the horizon crossing time for the mode \( k \), that is the time at which we have \( k = a(N_k)H(N_k) \). This is implemented as

\[ u_k(N \ll N_k) = \frac{1}{\sqrt{2k}}, \quad \text{and} \quad \left( \frac{du_k}{dN} \right)_{N \ll N_k} = -\frac{k}{\sqrt{2}a(N_k)H(N)}, \]

where, without loss of generality, we choose the phase of \( u_k \) such that it is real initially. We then compute the power spectrum \( P_R(k) \) of the gauge-invariant comoving curvature perturbation \( R \) given by

\[ P_R(k) = \frac{k^3}{2\pi^2} \left| \frac{u_k(N)}{z(N)} \right|^2 \left( \frac{z(N)}{N_{F(k)}} \right)^2, \quad \text{with} \quad R_k(N) = -\frac{u_k(N)}{z(N)}, \quad \text{and} \quad z(N) = a(N) \frac{d\phi(N)}{dN}. \]

In eqs. (8, 10) \( R_k(N) \) and \( u_k(N) \) are time-dependent Fourier mode corresponding to a fixed comoving wavenumber \( k \equiv |\vec{k}| \). The power spectrum \( P_R(k) \) does not depend on time because the meaning of eq. (10) is that \( P_R(k) \) must be evaluated after the time \( N_{F(k)} \) at which the mode \( |u_k(N)/z(N)| \) freezes to the constant value that is conserved until its horizon re-entry. We then have

\[ N_{F(k)} = \max\{N_k, N_{II}\}. \]
Modes that exit the horizon before the time \( N_{II} \) (that is modes such that \( N_{k} < N_{II} \)) are not conserved (even though super-horizon) because they experience afterward the negative friction phase. Consequently, for these modes their contribution to eq. (10) must be evaluated at any time \( N > N_{II} > N_{k} \) after the negative friction phase ends. Contrariwise, modes that exit the horizon after the time \( N_{II} \) (that is modes such that \( N_{k} > N_{II} \)) freeze to their constant value after they become super-horizon. Consequently, as customary, the contribution of these modes to eq. (10) must be evaluated at any time \( N > N_{k} > N_{II} \).

It is sometime useful to rewrite the MS equation in the form

\[
\frac{d^2 R_k}{dN^2} + (3 + \epsilon - 2\eta) \frac{dR_k}{dN} + \frac{k^2}{(aH)^2} R_k = 0. \tag{12}
\]

Assuming \( \epsilon \approx 0 \), constant \( \eta \) and constant \( H \), this equation admits the solution

\[
R_k(N) \propto e^{-\left(\frac{3}{2} - \eta\right)N} \left[ c_1 J_{\frac{5}{2} - \eta} \left( \frac{k}{k_\star} e^{-N} \right) \Gamma \left( \frac{5}{2} - \eta \right) + c_2 J_{\frac{3}{2} + \eta} \left( \frac{k}{k_\star} e^{-N} \right) \Gamma \left( -\frac{1}{2} + \eta \right) \right], \tag{13}
\]

where \( J_\alpha(x) \) are Bessel functions of the first kind and \( \Gamma(x) \) is the Euler gamma function. We are interested in the sub-Hubble regime, meaning that in the argument of the Bessel function \( ke^{-N}/k_\star \gg 1 \). In this limit the asymptotic behavior of the Bessel function is controlled, at the first order, by the scaling \( J_\alpha(x) \sim 1/\sqrt{x} \).

We show the numerical result of this procedure in fig. 3. During the transition from the initial slow-roll phase to the plateau, we note that our model gives the steepest growth \( \sim k^4 \) [88]. The numerical solution of the MS equation in fig. 3 shows that the USR dynamics encoded in eq. (2) correctly gives a plateau in the power spectrum of curvature perturbations that is compatible with the result of ref. [32]. The numerical values of the parameters used in fig. 3 are summarized in table I (second row).

Two aspects of our approach are truly remarkable. First, all free parameters entering in eq. (2) have a neat and simple relation to a physical observable; this is summarized in the last two columns of table I, and discussed in full detail in the following sections. This is contrary to what usually happens if one takes the conventional route of starting from the potential and then studying the dynamics. The free parameters entering the scalar potential usually give very little intuition about the physics of PBH formation. Second, our analysis is not just a mere rewording of what done in ref. [32]; on the contrary, our approach discloses a much richer phenomenology that we shall now discuss. Furthermore, it will allow us to derive the inflationary potential that realise such scenario.
D. On the formation of a raised plateau in the power spectrum

The modes that form the plateau are those that exit the horizon during the phase $N_{II} < N < N_{III}$ with $\eta = 0$. We show in fig. 4 the time evolution of three representative modes of this kind for which $N_{II} < k < N_{III}$. We shall analyze the dynamics in three subsequent steps, and arrive at a simple analytical understanding of the plateau’s formation.

![Figure 4](image-url)

**FIG. 4.** Time evolution (in terms of the $e$-fold number) of $k^{3/2}|u_k(N)/z(N)|$ for three different modes with $k_{1,2,3} = 10^{10.9,8}$ Mpc$^{-1}$ obtained by numerically solving the MS equation (solid lines). The dashed lines correspond to the absence of the USR phase. The vertical lines labeled with $N_k$ mark the $e$-fold time of horizon crossing for the mode with comoving wavenumber $k$. As shown in the right panel (colored dots, one for each $k_{1,2,3}$), these modes contribute to the plateau of the power spectrum. In this plot we also show the power spectrum corresponding to the absence of the USR phase (dotted) and the one computed by means of the slow-roll approximation (dashed).

- $N < N_I$. The modes are sub-Hubble ($k \gg aH$). The modulus of the function $k^{3/2}|u_k(N)/z(N)|$ exponentially decays while its real and imaginary parts oscillate. For different $k$, the modes decay equally fast (see left panel of fig. 4). Using eq. (13) and neglecting $\eta$ since $|\eta_I| \ll 1$, we simply have $k^{3/2}|u_k(N)/z(N)| \sim e^{-N}$. This time-dependence is confirmed numerically in fig. 4.

The difference in normalization – the function $k^{3/2}|u_k(N)/z(N)|$ is bigger for larger $k$, see left panel of fig. 4 – can be traced back to the Bunch-Davies initial condition. Deep in the sub-Hubble regime, we have

$$k^{3/2} \left| \frac{u_k(N)}{z(N)} \right| \sim k^{3/2} \times \frac{1}{\sqrt{k}} = k.$$  \hspace{1cm} (14)

Since the subsequent time evolution is universal, we conclude that the difference between two modes with comoving wavenumbers $k_1$ and $k_2 < k_1$ is simply given by $k_1/k_2$ as a consequence of eq. (14). This is confirmed numerically if we compare the modes with $k_{1,2,3}$ (that differ between each other by one order-of-magnitude) displayed in the left panel of fig. 4.

- $N_I < N < N_{II}$. The modes enter in the negative-friction phase, and they are now exponentially enhanced. The key point is that modes with different $k$ experience, during this phase, the same amount of exponential growth. The latter is fixed by the value of $\eta_{II}$ and the duration of the negative-friction phase $\Delta N_{USR} = N_{II} - N_{I}$ [47]. This is again a consequence of eq. (13); since $\eta_{II} > 3/2$, the factor $e^{-(3/2-\eta)N}$ gives an exponential growth that is bigger for longer $\Delta N_{USR}$. Consequently, at the end of the negative-friction phase modes with different $k_1$ and $k_2 < k_1$ will still differ between each other by the factor $k_1/k_2$. This is confirmed numerically if we compare at $N = N_{II}$ the modes with $k_{1,2,3}$ in the left panel of fig. 4.

- $N_{II} < N < N_{III}$. The modes exit from the negative friction phase. The function $k^{3/2}|u_k(N)/z(N)|$ decays exponentially fast in the sub-Hubble regime until the time $N = N_k$ at which the mode crosses the Hubble horizon and settles to its
final constant value. During this phase the time-dependence is again given by

$$k^{3/2} \left| \frac{u_k(N)}{z(N)} \right| \sim e^{-N}.$$  \hspace{1cm} (15)$$

This follows from the time-dependence of eq. (13) with $\eta_{\text{III}} = 0$. The key point is that now the value of $N_k$ is larger for increasing $k$ since we have $N_k = \log(k/k_*)$. This means that modes with different $k_1$ and $k_2 < k_1$ will experience, before horizon crossing, a different amount of exponential suppression: the mode with $k_1 > k_2$ will exit the horizon after the $k_2$ mode. Consequently, the $k_1$ mode will get, compared to the $k_2$ mode, an extra suppression given by the factor

$$e^{-\log(k_1/k_2)} = \frac{k_2}{k_1}.$$  \hspace{1cm} (16)$$

This extra suppression will precisely cancel the initial enhancement of the $k_1$ mode compared to the $k_2$ mode, as discussed below eq. (14), so that they eventually settle precisely on the same value. This compensating mechanism produces the plateau. It should be stressed that this exact compensation is possible because we set $\eta_{\text{III}} = 0$ (otherwise the scaling in eq. (15) would have been different). In the left panel of fig. 4 the time evolution of the three modes with $k_{1,2,3}$ clearly shows how the initial mismatch during $N < N_1$ gets precisely reabsorbed during the phase $N_1 < N < N_{\text{III}}$ with $\eta = 0$.

In conclusion, the formation of the plateau follows from the same mechanism that originates a scale-invariant power spectrum in the slow-roll limit when both $\epsilon \to 0$ and $|\eta| \to 0$. Modes $k^{3/2} \left| \frac{u_k(N)}{z(N)} \right|$ with larger $k$ starts from larger values in the Bunch-Davies vacuum but exponentially decay for longer time before horizon crossing. In our model the presence of negative friction introduces an intermediate phase of exponential growth which however affects all modes in the same way: the net effect is that of an exponential enhancement of the plateau value compared to the case in which the negative friction phase was absent. This is evident from the evolution of the modes shown in the left panel of fig. 4. All in all, the mechanism that generates the plateau in our model is not fundamentally different compared to what discussed in ref. [69] (often dubbed Wands duality, see ref. [70]). However, the discussion presented here in terms of the evolution of individual modes gives a particularly limpid interpretation of the mechanism.

As a final remark, we reiterate the importance of solving numerically the MS equation for the computation of the power spectrum. In the right panel of fig. 4 we show the comparison with the slow-roll approximation in eq. (7). The slow-roll approximation captures well the overall features of the power spectrum but it misses the right modelling of the transition regions at the two edges of the plateau. These two parts of the power spectrum, as we shall discuss next, are of crucial importance for the phenomenology of PBHs.

E. Features at the edges of the plateau

Let us discuss here the role of $\delta N_{1,\text{III}}$ previously anticipated. First, we take $\delta N_1 = \delta N_{\text{III}} = 0.50$ fixed, and consider a variation of $\delta N_{\text{II}}$ with respect to the value $\delta N_{\text{II}} = 0.50$ (that is the one used in the benchmark model corresponding to the first column in table 1). We show our result in the left panel of fig. 5. We note that $\delta N_{\text{II}}$ controls the shape of the power spectrum at the left-side edge of the plateau. In particular, a sharper transition (smaller $\delta N_{\text{II}}$) results in the formation of a bump-like feature at $k_{\min}$; on the contrary, a wider transition (larger $\delta N_{\text{II}}$) smooths out the bump.

Second, we take $\delta N_1 = \delta N_{\text{II}} = 0.50$ fixed, and consider a variation of $\delta N_{\text{III}}$ with respect to the value $\delta N_{\text{III}} = 0.50$. We show our result in the right panel of fig. 5. We note that $\delta N_{\text{III}}$ controls the shape of the power spectrum at the right-side edge of the plateau. In particular, a sharper transition (smaller $\delta N_{\text{III}}$) results in the formation of a bump-like feature at $k_{\max}$; on the contrary, a wider transition (larger $\delta N_{\text{III}}$) smooths out the bump.

Let us give a closer look at the last point. As discussed in the main text, the dependence on the parameters $\delta N_{\text{II}}$ and $\delta N_{\text{III}}$ is an important result from a phenomenological point of view since the bumps at the left- and right-side edges of the plateau directly control the abundance of, respectively, solar- and asteroid-mass PBHs. It is, therefore, natural to ask what is the physical origin of the effect that we described in fig. 5. To answer this question, it is instructive to consider the dynamics of individual modes.

1. Variation of $\delta N_{\text{II}}$

We focus on the left panel of fig. 5, and—for definiteness—consider the evolution of the mode with $k = 8 \times 10^6$ Mpc$^{-1}$ (black arrow). The contribution of this mode to the power spectrum, as shown in the left panel of fig. 5, is
FIG. 5. Power spectrum for different choices of $\delta N_{\text{II}}$ (left panel) and $\delta N_{\text{III}}$ (right panel). All other parameters are fixed according to the first column in Table I. We zoom in the transition regions at the two edges of the plateau.

FIG. 6. Left panel. We plot the time evolution of the quantity $k^{3/2}|u_k/z|$ for $k = 8 \times 10^6$ Mpc$^{-1}$ for two different values of $\delta N_{\text{II}}$ (left-side $y$-axis, lines in red). All other free parameters are fixed to the values collected in the second column of Table I. We superimpose the time evolution of the Hubble parameter $\eta$ for the same two values of $\delta N_{\text{II}}$ (right-side $y$-axis, lines in blue). The vertical dashed line marks the horizon crossing time while (from Table I) we have $N_{\text{II}} = N_1 + \Delta N_{\text{USR}} = 17.9$. In the region shaded in blue we have that $\eta(N)$ for $\delta N_{\text{II}} = 0.2$ is larger than $\eta(N)$ for $\delta N_{\text{II}} = 0.8$; this region highlights the difference between the two choices of $\delta N_{\text{II}}$ in terms of the evolution of $\eta(N)$: the USR phase lasts for a slightly longer time if we consider smaller $\delta N_{\text{II}}$ (that is a sharper transition at $N_{\text{II}}$). Right panel. Same as in the left panel but for $k = 1.75 \times 10^{14}$ Mpc$^{-1}$ and for two different values of $\delta N_{\text{III}}$ (with all other free parameters kept fixed according to the second column of Table I). In the region shaded in blue we have that $\eta(N)$ for $\delta N_{\text{III}} = 0.1$ is larger than $\eta(N)$ for $\delta N_{\text{III}} = 1.2$; this region highlights the difference between the two choices of $\delta N_{\text{III}}$ in terms of the evolution of $\eta(N)$: the mode experiences, before horizon crossing, a stronger exponential suppression for increasing $\delta N_{\text{III}}$, as discussed in eq. (19).

enhanced (suppressed) for a sharper (smoother) transition at $N = N_{\text{II}}$. We show the time evolution of this mode, both for $\delta N_{\text{II}} = 0.2$ and $\delta N_{\text{II}} = 0.8$, in the left panel of Fig. 6 (left-side of the plot, lines in red). We superimpose the time evolution of the Hubble parameter $\eta(N)$ (right-side of the plot, lines in blue). We note that this mode (as well as the other modes that form the left-side edge of the plateau) crosses the Hubble horizon right after the end of the USR phase. As explained in the previous section, during the USR phase the mode gets exponentially enhanced. The key point is that the amount of USR depends on the sharpness of the transition at $N = N_{\text{II}}$. As evident in the left panel of Fig. 5, a very sharp transition (like in the case with $\delta N_{\text{II}} = 0.2$) gives to the same mode more time to exponentially grow. This is highlighted by the region shaded in blue in the left panel of Fig. 5. In the case with $\delta N_{\text{II}} = 0.2$ the mode has more time to grow before horizon crossing and, if compared with the evolution of the same mode but in the case of
What happens is that if we take the case of a smooth transition the value of which is the same time-dependence discussed in eq. (15) but with very smooth transition, from the analogue to the one discussed before at time therefore, conserved, at time Modes that exit the horizon before the transition time edge of the plateau becomes smoother and smoother as we increase the value of $\delta N$. Phase of exponential suppression that is slightly faster compared with the case of a sharper transition (for which $\delta N = 0$), eventually settled to the value $\eta_{III} = 0$. After the end of the USR phase and before crossing the horizon at time $N_k$, the mode exponentially decays according to the scaling

$$k^{3/2} \left| \frac{u_k(N)}{z(N)} \right| \sim e^{-(1-\eta_{III})N}. \quad (17)$$

What happens is that if we take the case of a smooth transition the value of $\eta_{III}$ is not exactly equal to zero after $N > N_{III}$ but, since the tanh function has a sizable width, it transits through a phase in which $\eta_{III} > 0$. Consequently, the mode has a slower exponential decay compared to the case of a sharp transition in which we have, from eq. (17), the scaling $e^{-N}$ immediately after $N_{III}$. Because of the symmetry of the tanh function, the slower exponential decay for $N > N_{III}$ precisely compensate the exponential growth for $N < N_{III}$ so that, independently on $\delta N_{III}$, the final value of the mode after its horizon crossing will be the same. This compensation is evident in the numerical result displayed in the left panel of fig. 7. Importantly, this compensation works only for modes that exit the horizon at times $N_k$ after that the transition from $\eta_{III}$ to $\eta_{III}$ is completed (so that they can experience while sub-horizon both sides of the tanh transition at $N_{III}$).

2. Variation of $\delta N_{III}$

We focus on the right panel of fig. 5, and—for definiteness—consider the evolution of the mode with $k = 1.75 \times 10^{14}$ Mpc$^{-1}$ (black arrow). The contribution of this mode to the power spectrum, as shown in the right panel of fig. 5, is enhanced (suppressed) for a sharper (smoother) transition at $N = N_{III}$. We show the time evolution of this mode, both for $\delta N_{III} = 0.1$ and $\delta N_{III} = 1.2$, in the right panel of fig. 6 (left-side of the plot, lines in red). We superimpose the time evolution of the Hubble parameter $\eta(N)$ (right-side of the plot, lines in blue). We note that this mode (as well as the other modes that form the right-side edge of the plateau) crosses the Hubble horizon right after the transition at time $N_{III}$. The key point is the following. As discusses in the previous section, during its sub-Hubble evolution at times $N < N_k$, the mode evolves as

$$k^{3/2} \left| \frac{u_k(N)}{z(N)} \right| \sim e^{-(1-\eta_{III})N}, \quad (18)$$

which is the same time-dependence discussed in eq. (15) but with $\eta_{III}$ explicitly written. If we consider the case of a very smooth transition, from the $\eta(N)$ evolution displayed in right panel of fig. 6 we see that the mode experiences a non-zero value of $\eta_{III} < 0$ already before the transition time at $N_{III}$ while in the case of a sharper transition stays closer to $\eta_{III} = 0$ for longer time. This is highlighted by the region shaded in blue in right panel of fig. 6. Consequently, in the case $\delta N_{III} = 1.2$ (smoother transition) the mode, before horizon crossing and for $N < N_{III}$, experiences a short phase during which it evolves as

$$k^{3/2} \left| \frac{u_k(N)}{z(N)} \right| \sim e^{-(1+|\eta_{III}|)N}, \quad (19)$$

with $\eta_{III} < 0$ non-zero and negative because of the effect of the transition region. The mode, therefore, undergoes a phase of exponential suppression that is slightly faster compared with the case of a sharper transition (for which $\eta_{III}$ remains closer to zero until the actual transition at $N = N_{III}$). This is evident in right panel of fig. 6: in the case with $\delta N_{III} = 1.2$ the mode is more suppressed and, if compared with the evolution of the same mode but in the case of a smoother transition ($\delta N_{III} = 0.1$), it settles to a lower final value. This is the reason why the bump at the right-side edge of the plateau becomes smoother and smoother as we increase the value of $\delta N_{III}$.

We note that this effect is again limited to those modes that exit the horizon right after the transition at $N = N_{III}$. Modes that exit the horizon before the transition time $N_{III}$ (like the plateau modes) are already super-horizon, and, therefore, conserved, at time $N_{III}$: modes that cross the Hubble horizon well after the transition time $N_{III}$ (more specifically, after that $\eta$ completed the transition from $\eta_{III}$ to $\eta_{V}$) experience a compensating effect that is completely analogue to the one discussed before at time $N_{III}$. This is shown in the right panel of fig. 7 for the mode with $k = 2 \times 10^{14}$.
FIG. 7. Left panel. Same as in the left panel of fig. 6 but for the time evolution of the plateau mode with $k = 10^8 \text{ Mpc}^{-1}$. Right panel. Same as in the right panel of fig. 6 but for the time evolution of the mode with $k = 2 \times 10^{14} \text{ Mpc}^{-1}$.

FIG. 8. Same as in fig. 6 but now with $\delta N_{\text{II}} = \delta N_{\text{III}} = 0.5$ fixed while we vary $\delta N_{\text{I}}$ (dot-dashed lines) and $\delta N_{\text{I}} = 1$ (solid lines). Left panel. Time evolution of the mode with $k = 8 \times 10^6 \text{ Mpc}^{-1}$ (one of the modes that contribute to the bump-like feature at the left-side edge of the plateau). Right panel. Time evolution of one of the plateau modes with $k = 10^8 \text{ Mpc}^{-1}$.

Consider the smooth transition with $\delta N_{\text{III}} = 0.8$ (solid line). The faster exponential decrease right before $N = N_{\text{III}}$ is compensated by a slower exponential decrease right after the transition so that the two effects compensate at horizon crossing.

3. Variation of $\delta N_{\text{I}}$

Before concluding this section, we quickly comment about the dependence on the parameter $\delta N_{\text{I}}$ which controls the sharpness of the first transition at $N = N_{\text{I}}$. The point we want to make is that changing this parameter does not affect neither the bump-like feature at the left-side edge of the plateau nor the subsequent plateau. The reason is summarized in fig. 8. We fix $\delta N_{\text{II}} = \delta N_{\text{III}} = 0.5$ and consider two cases with $\delta N_{\text{I}} = 0.2$ and $\delta N_{\text{I}} = 1$. In the left panel, we plot the time evolution of the mode with $k = 2 \times 10^6 \text{ Mpc}^{-1}$. This mode crosses the Hubble horizon right after the end of the USR phase, and contributes to the bump-like feature at the left-edge of the plateau. Changing $\delta N_{\text{I}}$ does not affect the final value of the mode because we observe, in the case of a smoother transition ($\delta N_{\text{I}} = 1$, solid lines), a compensation between a slower exponential decay right before $N_{\text{I}}$ and the subsequent faster exponential growth right after $N_{\text{I}}$. In the right panel, we plot the time evolution of the plateau mode with $k = 10^8 \text{ Mpc}^{-1}$. In analogy to the previous discussion, the compensation right before and after $N_{\text{I}}$ cancels out any difference between the final conserved
value of the modes if $\delta N_1 = 0.2$ and $\delta N_1 = 1$ are compared. Motivated by this analysis, in the explicit realizations of our model (see table I) we fix $\delta N_1 = 0.5$.

In conclusion, we showed how the features at both ends of the plateau of curvature perturbations are directly controlled by $\delta N_H$ and $\delta N_{IH}$ and can be simply interpreted in terms of the dynamics of the perturbation modes.

### III. THE ABUNDANCE OF PBHS

In this section we review how one can compute the abundance of PBHs. Here we adopt the formalism developed in ref. [71] that include the dependence on the equation of state, which deviates from perfect radiation around the QCD epoch when PBHs of around the solar mass are formed. We assume that the universe was dominated by relativistic particles at energies higher than what currently included in the standard model of particle physics, leading to a perfect radiation fluid dominating the universe above the electro-weak scale. We mention, however, that a different equation of state may be possible, implying modifications of the PBH formation [72–80] and induced SGWB [81–85] discussed in the next section.

After matter-radiation equality the dark matter fraction consisting of PBHs can be expressed as

$$\Omega_{\text{PBH}} = \int d\log M_H \left(\frac{M_{\text{eq}}}{M_H}\right)^{1/2} \beta(M_H), \quad f_{\text{PBH}}(M_{\text{PBH}}) = \frac{1}{\Omega_{\text{CDM}}} \frac{d\Omega_{\text{PBH}}}{d\log M_{\text{PBH}}}, \quad (20)$$

where $M_H$ is the horizon mass at the time of horizon re-entry, $M_{\text{eq}} \simeq 3 \times 10^{17} M_\odot$ the horizon mass at matter-radiation equality, and $\Omega_{\text{CDM}}$ is the cold dark matter density of the Universe ($\Omega_{\text{CDM}} \simeq 0.12 h^{-2}$, with $h = 0.674$ for the Hubble parameter). The approximate relation between the horizon mass $M_H$ and comoving wavenumber $k_H$ is given by

$$M_H \simeq 17 \times \left(\frac{g_*}{10.75}\right)^{-1/6} \left(\frac{k_H}{10^6 \text{Mpc}^{-1}}\right)^{-2} M_\odot, \quad (21)$$

where $g_*$ is the number of degrees of freedom of relativistic particles with $g_* = 106.75$ deep in the radiation epoch. We include the temperature dependence of $g_*$ following ref. [86]. The mass of the resulting PBH is given by [87]

$$M_{\text{PBH}} = KM_H \left(\delta_L - \frac{1}{4F} \delta_L^2 - \delta_c\right)^3. \quad (22)$$

Eq. (22) automatically takes into account the non-linear relation between curvature perturbations and the density contrast field $\delta$ [87, 88]. More concretely, $\delta_L$ represents the linear Gaussian component of the density contrast field while $\delta_c$ is the threshold value for gravitational collapse that refers to the full density contrast field. In full generality, $K(M_H)$, $\gamma(M_H)$, $\Phi(M_H)$ and $\delta_c(M_H)$ are functions of the horizon mass. During the radiation epoch, $K$ typically takes a value between 3 and 5 for perturbations produced by a nearly scale-invariant spectrum [89, 90], $\gamma \simeq 0.36$, $\delta_c \simeq 0.56$ and $\Phi = 2/3$ for a radiation fluid with equation of state parameter $\omega = p/\rho = 1/3$. In our analysis, we include the full $M_H$ dependence of the above quantities following refs. [71, 91]. This is an important point since the equation of state parameter $\omega$ reduces by around 30% and the critical threshold $\delta_c$ decreases by around 10% during the QCD phase transition [91]. This leads to a boost in the PBH mass distribution by at least two orders of magnitude compared to a Universe in which the equation of state parameter remains constant equal to that of radiation, $\omega = 1/3$.

The expression for $\beta$ in eq. (20) accounts for the fraction of each Hubble volume which collapses to form a PBH. Assuming threshold statistics, we have

$$\beta(M_H) = \int_{\delta_c}^{\infty} \frac{M_{\text{PBH}}}{M_H} P(\delta) d\delta = K \int_{\delta_{L}^{\text{max}}}^{\delta_{L}^{\text{max}}} \left(\delta_L - \frac{1}{4F} \delta_L^2 - \delta_c\right)^3 P_G(\delta_L) d\delta_L, \quad (23)$$

$$P_G(\delta_L) = \frac{1}{\sqrt{2\pi\sigma(R_H)}} e^{-\delta_L^2/2\sigma(R_H)^2}, \quad (24)$$

where in eq. (23) we changed variable from the full density contrast to its linear (hence gaussian) component. The characteristic size of perturbations is identified by the scale $r_m$ where the maximum of the mass excess (or compaction function) is found [92] and it is larger then the inverse of the comoving spectral number $k$. For nearly scale invariant
spectra, the two are related by the condition \( r_m k \equiv \kappa \approx 4.49 \) \cite{93}. The peak of the compaction function sets the corresponding horizon crossing \( r_m = 1/aH \equiv R_H \), where \( R_H \) is the comoving Hubble radius; its relation with \( M_H \) can be read from eq. \((21)\) at the time of horizon re-entry \( k_H = 1/r_m \). The extrema of integrations in eq. \((23)\) are

\[
\delta_L^{\text{min}} = 2\Phi \left( 1 - \frac{\delta_c}{\Phi} \right), \quad \delta_L^{\text{max}} = 2\Phi. \tag{25}
\]

The variance that enters in eq. \((24)\) refers to the linear component of the density contrast and can be computed by integrating the power spectrum of curvature perturbations

\[
\sigma^2(R_H) = \frac{4}{9} \Phi^2 \int_0^\infty (kR_H)^4 W^2(kR_H) T^2(kR_H) P_R(k) d\log k. \tag{26}
\]

In eq. \((26)\) we include the Fourier transform of the top-hat window function in real space \( W(kR_H) \) (used to smooth the field over a finite volume) and the linear transfer function \( T(kR_H) \) (which describes the damping of perturbations on sub-horizon scales). We use \(^2\)

\[
W(y) = 3 \left[ \frac{\sin(y) - y \cos(y)}{y^3} \right], \quad T(y) = 3 \left[ \frac{\sin(y/\sqrt{3}) - (y/\sqrt{3}) \cos(y/\sqrt{3})}{(y/\sqrt{3})^3} \right]. \tag{27}
\]

Following ref. \[94\], we make another change of variables from \( \delta_L \) to \( M_{\text{PBH}} \) by inverting eq. \((22)\). We arrive at the final formula \(^3\)

\[
f_{\text{PBH}}(M_{\text{PBH}}) = \frac{1}{\Omega_{\text{CDM}}} \int_{M_{\text{min}}}^\infty \left( \frac{M_{\text{eq}}}{M_H} \right)^{1/2} e^{-\frac{kR_H^2}{\Lambda} \frac{1-\sqrt{\frac{\Lambda}{\sqrt{3}}}}{\sqrt{2\pi}\Lambda}} \left( \frac{M_{\text{PBH}}}{\gamma M_H} \right)^{1/2} \left( \frac{M_{\text{PBH}}}{\Lambda M_H} \right)^{1/2} d\log M_H, \tag{28}
\]

where we conveniently defined

\[
\Lambda = 1 - \frac{\delta_c}{\Phi} - \frac{1}{\Phi} \left( \frac{M_{\text{PBH}}}{\Lambda M_H} \right)^{1/2} \tag{29}
\]

in which the right-hand side can be integrated numerically to give \( f(M_{\text{PBH}}) \) for each value of the PBH mass. The lower limit of integration follows from the condition \( \Lambda > 0 \) (notice this must be the case due to the term \( \sqrt{\Lambda} \) appearing in eq. \((28)\)). As far as the numerical value of \( \delta_c \) is concerned, it takes the value of \( \delta_c = 0.56 \) in a radiation-dominated universe in the case of a broad power spectrum of curvature perturbations and including the non-linear relation between curvature perturbations and the density contrast field. \(^4\) It is additionally reduced and modulated when \( M_H \approx M_\odot \) when the collapse takes place across the QCD epoch \[91\].

The parameters of the dynamics are chosen in such a way that the integral

\[
f_{\text{PBH}} \equiv \frac{\Omega_{\text{PBH}}}{\Omega_{\text{CDM}}} = \int f_{\text{PBH}}(M_{\text{PBH}}) d\log M_{\text{PBH}} \approx 1, \tag{30}
\]

which means that we get \( \approx 100\% \) of DM in the form of PBHs. In fig. \(9\) we show the following constraints (see ref. \[95\] for a review and \texttt{bradkav/PBHbounds}). Envelope of evaporation constraints (see also \[96–98\]): EDGES \[99\], CMB \[100\], INTEGRAL \[101, 102\], 511 keV \[103\], Voyager \[104\], EGRB \[105\]; microlensing constraints from the Hyper-Supreme Cam (HSC), ref. \[106\]; microlensing constraints from EROS, ref. \[107\]; microlensing constraints from OGLE, ref. \[108\]; Icarus microlensing event, ref. \[109\]; constraints from modification of the CMB spectrum due to accreting PBHs, ref. \[110\]; direct constraints on PBH-PBH mergers with LIGO, refs. \[111, 112\] (see also \[113–116\]).

Recently, it was suggested that observations of Sun-like stars in dwarf galaxies may constrain the PBH abundance to be below \( f_{\text{PBH}} \lesssim 0.3 \) in part of the asteroidal mass window \[117\], i.e. for masses \( M_{\text{PBH}} \lesssim 10^{-12} M_\odot \). Similar constraints were set in the past by studying neutron stars and white dwarfs in DM-rich environments like dwarf galaxies \[118–120\] (but see ref. \[121\] for a discussion on their validity), for which no direct observations exist to date. On the contrary, ref. \[117\] focuses on main sequence stars. The newly derived bound, however, requires assuming a maximum allowed fraction \( \xi \) of disrupted stars that can be compatible with current observations, given the lack of

---

\(^2\) It should be noted that the transfer function in eq. \((27)\) is strictly valid in a radiation-dominated phase.

\(^3\) It should be noted that ref. \[32\] computes the abundance of PBHs in the gaussian approximation, and includes the effect of non-linearities by means of a final rescaling of the amplitude of the power spectrum by a factor of 2 (following the prescription given in refs. \[87, 88\]).

\(^4\) Ref. \[32\] takes the value \( \delta_c = 0.51 \) which is the value that corresponds to the gaussian approximation, see ref. \[89\].
FIG. 9. Fraction of DM in the form of PBHs with mass $M_{\text{PBH}}$. We plot the most stringent constraints (meshed regions, cf. the SM) and the mass function resulting from three benchmark realizations of our model (labeled as (1), (2), (3), see table I). The yellow band corresponds to the allowed region for a PBH mass function $\propto M_{\text{PBH}}^{-0.5}$ consistent with the Subaru Hyper Suprime-Cam (HSC) microlensing candidate event [106] (see also [129]). The gray line indicates the minimum PBH abundance required to have at least one PBH merger event per year at the Einstein Telescope (ET) experiment, see ref. [16].

precise modelling of the initial number. $O(1)$ differences on $\xi$ may completely relax this bound [117]. Therefore, we decided not to report it in fig. 9. We conclude by pointing out that, even taking at face value the bound that follows from the assumptions made in ref. [117], it would still be possible to tune the asteroidal mass peak in fig. 9 in order to evade the constraint with small modifications of the parameters reported in Tab. I.

The resulting mass distribution is shown in fig. 9 for three benchmark realizations of our model, all of which are chosen to reproduce all the DM in the form of PBHs ($f_{\text{PBH}} = 1$). The values of the parameters are collected in table I.

The first noticeable feature of the resulting mass distribution $f_{\text{PBH}}(M_{\text{PBH}})$ is the characteristic scaling $\propto M_{\text{PBH}}^{-1/2}$ for masses produced by modes in the enhanced plateau (see fig. 9). This is because nearly scale invariant power spectra induce the formation of PBHs of various masses with equal probability $\beta(M_H)$ [122, 123], but smaller PBHs form earlier and their abundance is redshifted compared to heavier ones. This naturally induces a more prominent contribution to the DM from the light portion of the mass spectrum. Additionally, the smoothness of the transition between phases II $\rightarrow$ III and III $\rightarrow$ IV, controlled by the parameters $\delta N_{II}$ and $\delta N_{III}$ respectively, determines the spectral features at the sides of the enhanced plateau, which are magnified in the PBH abundance due to its exponential dependence on $P_R(k)$. In particular, as already discussed in the previous section, a sharper transition produces a more prominent oscillatory feature (see e.g. [36, 124, 125]), whose main peak greatly enhances the relative PBH abundance at the corresponding mass.

Focusing on the first transition, which corresponds to the formation of heavier (solar mass) PBHs, $\delta N_{II}$ allows to boost $f_{\text{PBH}}$ (on top of the softening of the QCD equation of state, whose only impact on the enhancement of the mass function can be measured by looking at case (3) in fig. 9), to a much larger value which may potentially produce observable PBH mergers at current and future ground-based GW experiments [16, 17, 71, 116, 126–128]. On the other hand, a smaller $\delta N_{II}$ would induce a peak at small masses. In the absence of a bump at asteroidal masses (i.e. case (3)), $f_{\text{PBH}}(M_{\text{PBH}})$ would be compatible with the HSC detection of a candidate lens [106] (indicated in fig. 9 with a yellow band). On the other hand, for fixed abundance $f_{\text{PBH}} = 1$, a more pronounced peak (i.e. (1) and (2)) would decrease the amplitude of the whole tail $\propto M_{\text{PBH}}^{-1/2}$, potentially evading future HSC constraints [129].

A. On the maximum mass of PBHs in USR scenarios

We now discuss the maximum mass of PBHs that can be generated within our model. This is a delicate issue which is mostly related to the shape of the power spectrum at the left-side edge of the plateau. To make this point more clear, we start from some preliminary considerations.
In the left panel of fig. 10 we zoom in on this part of the power spectrum. For definiteness, we consider the model dubbed (1) in table I. Some comments are in order. First, the region shaded in magenta represents the interval of comoving wavenumber $k$ such that the horizon crossing condition $k = a(N_k) H(N_k)$ is solved for $N_1 \leq N_k \leq N_{II}$. Second, we highlight in red the part of the power spectrum that features the power-law growth $P_R(k) \sim k^4$. We note that this part of the power spectrum lies immediately before the region shaded in magenta; this suggests that the modes that contribute to the $\sim k^4$ growth are those for which the horizon crossing condition happens right before the beginning of the USR phase. On the other hand, as already discussed at length in the previous section, the bump-like feature (highlighted with a black arrow in the left panel of fig. 10) lies immediately after the magenta region, consistently with the fact that the modes that contribute to the bump at small $k$ are those for which the horizon crossing condition takes place right after the USR phase. We now focus on the transition region that connects the $\sim k^4$ growth to the bump at the left-side edge of the plateau. This part of the power spectrum is formed by those modes for which horizon crossing takes place right after the USR phase. In this region the slope of the power spectrum gradually decreases from $\sim k^4$ to $\sim k^{0.7}$ (regions highlighted first in blue, then in green in the left panel of fig. 10). In order to make more explicit the interplay between the horizon crossing condition and the USR phase, in the right panel of fig. 10 we show the time evolution of the individual modes that contribute to the red, blue and green part of the power spectrum; we superimpose the time evolution of $\eta$, and the vertical lines mark the horizon crossing time for each mode. This plot confirms what already realized before at the level of the power spectrum: the red (blue and green) modes cross the horizon right before (during) the USR phase.

Bearing in mind the above discussion, we now come back to the issue of the maximum PBH mass. In fig. 9, the solar-mass bump in the distribution $f_{PBH}(M_{PBH})$ is generated, at the level of the power spectrum, by the bump at the left-side edge of the plateau. Consequently, the rule of thumb is very simple: if we move the bump in $P_R(k)$ towards smaller $k$ we will get heavier PBHs since the solar-mass peak will shift toward increasing values of $M_{PBH}$. In our model, we point out two ways to accomplish this change.

i) The simplest option is to anticipate the beginning of the USR phase. Technically, this means taking smaller values of $N_1$. This has the net effect of a shape-invariant shift of the left-side edge of the power spectrum towards smaller $k$. From the left panel of fig. 10, we see that this shift is possible until the power spectrum (more precisely, the part of it in between the red and blue region) clashes with the FIRAS bound. We illustrate our findings in fig. 11. We consider model (1) (solid black lines in fig. 11) and take increasingly smaller values of $N_1$. As expected, the left-side edge of the plateau shifts rigidly towards smaller $k$ (left panel in fig. 11). For definiteness, we focus on two specific modifications of model (1). First, consider the dashed black lines in fig. 11 that correspond to $N_1 = 14$. In the right panel of fig. 11, we show the corresponding mass function $f_{PBH}(M_{PBH})$. The latter exhibits a characteristic double-peak shape. This is because we are now separating the peak due to the softer QCD equation of state (that sits at around $M_{PBH} = 1 M_\odot$) from the peak that is due to the bump at the left-side edge of the power spectrum (that now shifted towards smaller $k$ thus larger $M_{PBH}$). The height of the latter, as
FIG. 11. Left panel. Zoom in on the left-side edge of the plateau of the power spectrum in fig.3; we consider two variations of model (1) that have different values of $N_I$ and $\delta N_{II}$ (cf. the plot legend for details). Right panel. Fraction of DM in the form of PBHs with mass $M_{PBH}$. We zoom in on the solar-mass range and show the abundance corresponding to the three models discussed in the left panel.

explained in section II E 1, is controlled by $\delta N_{II}$, and the model that corresponds to the dashed black lines in fig.11 has $\delta N_{II} = 0.46$ thus slightly smaller than the benchmark value $\delta N_{II} = 0.5$; this is because the second peak is no longer boosted by the QCD phase transition (which, as discussed, takes place at around $M_{PBH} = 1 M_\odot$), and we compensate this effect with a smaller $\delta N_{II}$. In this configuration the model produces a sizable abundance of PBHs with a mass function peaked at around $M_{PBH} \approx 20 M_\odot$. As shown in the right panel of fig.11, the upper bound on the abundance of these PBHs is given by LIGO data. This is an interesting point since it shows that a rigid shift of the USR dynamics presented in the main text may generate a sufficiently abundant population of PBHs within the so-called lower mass gap, that is in the range $\approx [2.2 \div 6] M_\odot$ (see e.g. [130, 131]), if we just take a value of $N_I$ slightly larger than the one discussed above and in the so-called upper mass gap, that is above $\approx 50 M_\odot$, if we just take a value of $N_I$ slightly smaller than the one discussed above. We refer to [71] for a comprehensive discussion about the role that these PBHs may have in the gravitational-wave merger events detectable by the LVKC.

We now consider a second, much smaller value for $N_I$; the dot-dashed black lines in fig.11 correspond to $N_I = 12.85$. From the plot of the power spectrum in the left panel of fig.11 we see that this value of $N_I$ almost saturates the region allowed by the FIRAS bound. The corresponding mass distribution of PBHs is shown in the right panel of fig.11. The second peak is now very close to the CMB bound, and corresponds to PBHs with mass $M_{PBH} \approx 10^2 M_\odot$ or larger. However, we remark that in this case the upper bound on the abundance of these PBHs is given by the CMB constraint. In the model that corresponds to the dot-dashed black lines in fig.11 we take $\delta N_{II} = 0.5$; if we take smaller values of $\delta N_{II}$ the second peak at large PBH mass will be enhanced, in conflict with the CMB bound.

ii) Consider again the power spectrum in the left panel of fig.10. The idea is to alter the slope of the blue and green region such to connect more directly the red growth $\sim k^4$ to the bump. Thanks to our preliminary discussion, we have the right intuition about how to achieve this goal: we just need to shorten the duration of the USR phase and reach the first peak earlier. As a simple consequence, the interval of modes for which the horizon crossing condition takes place within the USR phase will be reduced. In the left panel of fig.12 we show the power spectrum that we get if we modify model (1) by taking a shorter USR phase. We consider $\Delta N_{USR} = 2.62$ instead of the benchmark value $\Delta N_{USR} = 2.9$.

Importantly, it should be noted that, in order to maintain the same height of the plateau in the power spectrum, decreasing the value of $\Delta N_{USR}$ should be compensated by a larger value of $\eta_{II}$. This simply follows from the exponential growth in front of eq. (13). In the left panel of fig.12, in fact, we are forced to consider $\eta_{II} \simeq 3$ (instead of the benchmark value $\eta_{II} \simeq 2.7$). This simple fact has a very profound implication. Since during phase I we have $\eta_I \simeq 0$, a Wands duality [70] is established between phase I and phase II; phases with $\eta$ and $3 - \eta$ (that is, in our case, $\eta_I \approx 0$ and $\eta_{II} \approx 3$) are dual in the sense that they give rise the same spectral slope. This means that we expect a flattening of the power spectrum during the USR phase.
FIG. 12. Left panel. The dashed black line is the power spectrum shown in the left panel of fig. 10; the solid black line is the power spectrum that is obtained taking $\Delta N_{\text{USR}} = 2.62$ (instead of the benchmark value $\Delta N_{\text{USR}} = 2.9$) and $\eta_\text{II} \simeq 3$ (instead of the benchmark value $\eta_\text{II} \simeq 2.7$); the dot-dashed black line is the power spectrum obtained for the same parameters given above but with an anticipated USR phase ($N_1 = 14.38$ instead of $N_1 = 15.5$). The red part of the power spectrum corresponds to the $\sim k^4$ growth while the green part is approximately flat; the blue part lies in between. Central panel. Dynamical evolution of the perturbation modes with $k$ in the red, blue and green part of power spectrum discussed in the left panel. The vertical lines mark the horizon crossing time, and make clear that for blue and green modes we have $N_k \leq N_{\text{II}}$. Right panel. The dashed black line corresponds to the PBH mass distribution in model (1). The solid black line is obtained taking a shorter URS phase with $\Delta N_{\text{USR}} = 2.6$, $\eta_\text{II} = 3.014$ and $\delta N_{\text{II}} = 0.565$ (but with the same $N_1 = 15.5$ as in model (1)). The dot-dashed black line corresponds to the same model that gives the solid black line but with an anticipated USR phase, $N_1 = 14.38$.

The numerical analysis shown in the left panel of fig. 12 fully confirms our intuition. For completeness, in the central panel of fig. 12 we show the time evolution of red, blue and green modes together with their horizon crossing time (vertical lines). As expected, at the left-side edge of the plateau the power spectrum now has, as a consequence of the duality, a flat region (instead of just a bump-like feature) that is quickly connected to the $\sim k^4$ growth. From a phenomenological viewpoint, this simple modification has a far-reaching implication since it means that it will be possible to generate, at the level of the distribution $f_{\text{PBH}}(M_{\text{PBH}})$, not just a peak (as in the case of the bump-like feature) but a broader mass distribution in the LVKC detectable mass range, and extending towards heavier PBHs well within the upper mass gap. We illustrate this point in the right panel of fig. 12 in which we show the PBH mass distribution of the benchmark model (1) (black dashed line) compared with the one obtained for $\Delta N_{\text{USR}} = 2.62$, $\eta_\text{II} = 3.014$ and $\delta N_{\text{II}} = 0.565$.

Furthermore, from the left panel of fig. 12, we also see that, in principle, we have enough room to combine i) and ii) and push the power spectrum towards the FIRAS bound by taking smaller values of $N_1$. Interestingly, we find that if we combine i) and ii) it is not possible to saturate the FIRAS bound (the minimum allowed value of $N_1$ turns out to be about 14.4). The reason is that, since we now have a broader distribution in $f_{\text{PBH}}(M_{\text{PBH}})$ in the solar-mass range instead of a narrow peak, before saturating the FIRAS bound we would clash with the CMB constraint on accreting PBHs, shown in blue in fig. 9. The black dot-dashed line in the right panel of fig. 12 corresponds to the same model that gives the solid black line discussed before but with an anticipated USR phase ($N_1 = 14.38$ instead of $N_1 = 15.5$). The PBH mass distribution saturates the CMB bound even though the left-side edge of the plateau in the power spectrum is far from the FIRAS bound (cf. the dot-dashed black line in the left panel).

In conclusion, the USR dynamics studied in this paper may easily accommodate a population of solar-mass PBHs with a (potentially broad) mass distribution that extends up to the constraint provided by the modification of the CMB spectrum due to PBH accretion. A more quantitative and detailed discussion will be presented in ref. [71].

As a final remark, we would like to stress that the above discussion shows very clearly the power of our approach. Starting from a well-defined physical question (what is the maximum mass of PBHs) we were able, in very few steps, to pinpoint a neat connection with the underlying dynamics that made extremely clear the correct way to get to the desired answer.
IV. THE SCALAR-INDUCED GW SIGNAL

Next, we compute the second-order gravitational-wave signal sourced by scalar perturbations [18–23] (see ref. [24] for a recent review). The current energy density of gravitational-waves as a function of their frequency $f$ is given by

$$
\Omega_{GW}(f) = \frac{c_g \Omega_r}{36} \int_{0}^{1} dt \int_{\frac{1}{\sqrt{3}}}^{\infty} ds \left[ \frac{(t^2 - 1/3)(s^2 - 1/3)}{t^2 - s^2} \right]^2 \left[ \mathcal{I}_c(t, s)^2 + \mathcal{I}_s(t, s)^2 \right] P_R \left[ \frac{k \sqrt{3}}{2} (s + t) \right] P_R \left[ \frac{k \sqrt{3}}{2} (s - t) \right],
$$

(31)

where $\Omega_r$ is the current energy density of radiation and $\mathcal{I}_c$ and $\mathcal{I}_s$ are two functions that can be computed analytically (see, for instance, refs. [132, 133]). The parameter $c_g$ defined as

$$
c_g = \frac{g_*(M_H)}{g_0} \left( \frac{g_0}{g_*(M_H)} \right)^{4/3}
$$

(32)

accounts for the change of the effective degrees of freedom of the thermal radiation $g_*$ and $g_*(M_H)$ (where the superscript 0 indicates the values today) during the evolution (assuming Standard Model physics), and it is of order $c_g = 0.4$ for modes related to the formation of asteroid-mass PBHs. The frequency $f$ is related to the comoving wavenumber $k$ by the relation

$$
k \simeq 6.47 \times 10^{14} \left( \frac{f}{\text{Hz}} \right) \text{Mpc}^{-1},
$$

(33)

so that the two sides of the flat power spectrum in fig. 3 correspond to $f = O(0.1) \text{ Hz}$ (for $k_{\text{max}} \simeq 10^{14} \text{ Mpc}^{-1}$) and $f = O(10^{-9}) \text{ Hz}$ (for $k_{\text{min}} \simeq 10^{-9} k_{\text{max}}$). These frequencies are related to the formation of PBHs with asteroidal [134–136] and solar masses [137], respectively (see fig. 3).

A robust prediction of this scenario, as highlighted in ref. [32], is the generation of a nearly scale invariant SGWB (shown in fig. 13) crossing both PTA experiments and LISA. Due to the quadratic dependence of the SGWB amplitude on the spectrum amplitude, one finds much milder features mirroring the large enhancements observed in the PBH mass distribution. However, it is interesting to notice that $\delta N_{\text{II}}$ would potentially modify the spectral tilt within the PTA frequency range, ranging from flat to slightly red in scenarios (3) and (1), respectively. In all cases, such spectrum has a frequency dependence in the PTA range which is different from the one emitted by massive BH binaries (e.g. [142]).

![Fraction of the energy density in GWs relative to the critical energy density of the Universe as function of the frequency. We show the power-law integrated sensitivity curves [138] of future ground- and space-based GW experiments (as derived in app. C of ref. [139]) as well as previous Parkes Pulsar Timing Array (PTA) constraint [140], NANOGrav putative band [28] and SKA projected sensitivity [141]. We plot the signals predicted by our model in the three realizations proposed in table 1.](image-url)
Before proceeding, let us comment on a number of approximations that we have done in the computation of the scalar-induced GW signal. First, we remark that eq. (31) and the value $c_g = 0.4$ are strictly valid only during the radiation epoch with $g_\ast = O(100)$. In principle, one should modify eq. (31) to include the effect of the QCD quark-hadron phase transition (along the lines of what is done in ref. [143]). This is particularly relevant for the comparison with experimental data in the low-frequency region of PTA and NANOGrav. Future confirmation of the NANOGrav signal with additional spectral information will make this computation extremely relevant for an appropriate comparison between theoretical predictions and data. We leave this analysis for future work. Second, as done throughout this work, we neglect possible primordial non-Gaussian corrections in the computation of the scalar-induced GW signal. We refer to refs. [144–147] for a discussion about the impact of these effects.

V. THE RECONSTRUCTED POTENTIAL

From $\eta(N)$ and $\epsilon(N)$, that capture the inflationary dynamics and connects it to the various late time observable, we can reconstruct the scalar potential $V(\phi)$. This is the final aim of the reverse engineer approach and one of the main results of our paper.

1. From dynamics to the inflationary potential

Once the Hubble parameters are known, one can compute the inflationary potential by means of

$$V(N) = V(N_{\text{ref}})\exp\left\{-2\int_{N_{\text{ref}}}^{N} dN' \left[\epsilon(3 - \eta)\right]^{3/2}\right\}, \quad \phi(N) = \phi(N_{\text{ref}}) \pm \int_{N_{\text{ref}}}^{N} dN' \sqrt{2\epsilon},$$

(34)

where in the second equation we consider the minus sign having in mind a large-field model in which the field value decreases as inflation proceeds. Combining $V(N)$ and $\phi(N)$, we reconstruct the profile $V(\phi)$ of the inflationary potential in field space [68]. We will discuss further details of the reconstruction procedure and the interpretation of the potential reminder of this section. We mention here that eq. (34) shows the convenience of modelling the inflationary dynamics directly at the level of $\eta$ instead of $V(\phi)$. This is because the Hubble parameters enters at the exponent of the definition of $V(N)$, and thus allow for a much finer control on power spectral features when performing the reverse engineering procedure.

Using the reconstructed potential $V(\phi)$, one can also solve the inflaton equation of motion

$$\frac{d^2\phi}{dN^2} + \left[3 - \frac{1}{2} \left(\frac{d\phi}{dN}\right)^2\right] \left[\frac{d\phi}{dN} + \frac{d \log V(\phi)}{d\phi}\right] = 0,$$

(35)

and, in turn, compute the time evolution of the Hubble parameters in eq. (1) and the Hubble rate by means of the relations

$$\epsilon = \frac{1}{2} \left(\frac{d\phi}{dN}\right)^2, \quad \eta = 3 - \frac{V'(\phi)[-6 + (d\phi/dN)^2]}{2V(\phi)(d\phi/dN)}, \quad (3 - \epsilon)H^2 = V(\phi).$$

(36)

As far as the Hubble parameters are concerned, these equations are nothing but a rewriting of eq. (1) in terms of the classical field dynamics while the last equation is the Friedmann equation. These equations are valid under the assumption that the energy density of the inflating Universe is given entirely by the scalar field $\phi$. As a consistency check, we correctly find the same functional dependence illustrated in fig. 2 (but now obtained as an output instead of an input).

The presence of an USR phase is typically associated with an (approximate) stationary inflection point in the potential of the inflaton. This is what we obtain by following the reconstruction procedure. In the left panel of fig. 14 we show the reconstructed potential that corresponds to model (1) (cf. table I). In the right panel of the same figure, we plot the inflationary trajectory in the phase space of the inflaton field. At first sight, the reconstructed potential is characterized by a flattish region at large field values (where we fit the CMB observables) followed by a steeper decrease that ends inflation. However, a closer look (see the inset plot in the left panel of fig. 14) reveals the presence of a transition region which plays a crucial role for the manifestation of the USR dynamics. During the time-interval $N_1 < N < N_{\text{II}}$ the field breaks its slow-rolling and spends the next $e$-fold time-interval $N_{\text{II}} < N < N_{\text{III}}$ almost stuck in field space retaining just the right amount of inertia to cross the transition region and ends inflation.
FIG. 14. Left panel. Reconstructed potential for the model in the second column of table I. In the inset plot, we zoom in the transition region, and we indicate with different colors the various stages of the classical inflaton dynamics. It should be noted that during the time interval $N_{II} < N < N_{III}$ (shown as dashed vertical line) the inflaton field has almost zero velocity and it remains approximatively stuck in field space (with this part of the dynamics that lasts for about $N_{plateau} \simeq 18$ e-folds) before entering the last stage that ends inflation. Right panel. Phase-space classical dynamics of the inflaton field. Different gradations of blue correspond, according to the inset legend, to increasing e-fold time $N$ starting from $N_{rell} = 0$ (lighter) to the end of inflation $N_{IV} = 55$ (darker). The red dot corresponds to $N = 45$. On the y-axis, the field has units of reduced Planck mass and we use the notation $\phi' = d\phi/dN$. In the inset plot, we plot the modulus of the velocity in units of $H/2\pi$ as function of $N$ (with the corresponding field values on the top x-axis), and we focus on the USR phase and the subsequent phase during which $\eta_{II} = 0$. We note that, in units of $H/2\pi$, we have $|\phi'(N)| \gg 1$ during the whole dynamics with $|\phi'(N)| = O(10)$ during the phase with $\eta_{II} = 0$.

FIG. 15. Left panel. We compare the reconstructed potential (solid black line) with a benchmark potential featuring an approximate stationary inflection point (anchored to the field value at which $V''(\phi_0) = V''(\phi_0) = 0$ with $\phi_0$ chosen to be the field value at $N = N_{II}$). The latter is given by eq. (37) with $n = 4$ and $c_{3,4} = 0$ (solid red line). The region shaded in red is obtained for non-zero $c_{3,4}$ at the percent level. Right panel. We model the reconstructed potential (solid black line) with a combination of the potential in eq. (38) (dashed red, label $V_{SR}$) and eq. (39) (dashed green, label $V_{BSR}$). For the potential $V_{SR}(\phi)$ we use the values of the parameters given in table I (since this is the actual analytical solution of the system in eq. (34) during the initial slow-roll phase). In the case of $V_{BSR}(\phi)$, we take $V_0 \simeq 0.988$, $\lambda \simeq 0.714$, $c_4 \simeq -0.748$ and $\phi_0 \simeq 3.054$; we extract these values from a fit of the reconstructed potential considering the region $\phi < \phi_1 = \phi(N_{II})$. In the reconstructed potential we take $\phi_{rel} = 3.5$.

It is important to stress that the part of the dynamics that corresponds to the formation of the plateau in the power spectrum, that is the e-fold time interval $N_{II} < N < N_{III}$ (cf. the schematic evolution in fig. 2), is hidden within a
tiny region in field space (to the point of being just a vertical line in the left panel of fig. 14). The reverse engineering approach proposes in this paper, therefore, seems to be the right language to capture and describe such a finely-tuned part of the inflationary dynamics.

A. Interpretation within single-field models

Consider for instance the following potential

\[ V_n(\phi) = \frac{V_0}{(n-2)^2} \left\{ [-4c_4(n-1)+n(n-1+c_3)] \left( \frac{\phi}{\phi_0} \right)^2 + n(1-c_3) \left( \frac{\phi}{\phi_0} \right)^{2n-2} - 4(n-1)(1-c_4) \left( \frac{\phi}{\phi_0} \right)^n \right\}. \] (37)

This potential (of the type \( \phi^2 + \phi^3 + \phi^4 \) for \( n = 3 \) and \( \phi^2 + \phi^4 + \phi^6 \) for \( n = 4 \)), by construction, features at \( \phi = \phi_0 \) a stationary inflection point (i.e. \( V'(\phi_0) = V''(\phi_0) = 0 \)) if \( c_{3,4} = 0 \). Values \( c_{3,4} \neq 0 \) parametrize deviations from this exact configuration (approximate stationary infection point). By construction, \( V_0 \equiv V_n(\phi_0) \).

For illustration, we compare in the left panel of fig. 15 the functional form given by \( V_4(\phi) \) with the reconstructed potential. We take \( \phi_0 = \phi_{11} \equiv \phi(N_{11}) \) (that is the field value at which for the reconstructed potential we have \( V'(\phi_0) \approx V''(\phi_0) \approx 0 \)). The comparison (see the caption of fig. 15 for details) suggests that the potential with an approximate stationary infection point is not the best-suited candidate to reproduce our numerical result.

For this reason, we explore an alternative route. We note that during the first phase of the dynamics the potential can be computed analytically solving the system in eq. (34). We find

\[ V_{\text{SR}}(\phi) = V_{\text{ref}} \left[ \frac{6 - 2c_4 - 2\eta \sqrt{2c_4}(\phi - \phi_{\text{ref}}) - \eta^2(\phi - \phi_{\text{ref}})^2}{2(3 - \epsilon_1)} \right]^{1 - \frac{2}{n}}, \] (38)

with the subscript \( \text{SR} \) that indicates that this potential describes the initial slow-roll dynamics. In this analytical derivation, we assumed the linear term in \( \epsilon \) appearing in eq. (1) is negligible, which is justified during the initial slow roll phase. In addition, we consider the potential (with the subscript \( \text{BSR} \) that generically indicates that this potential describes the dynamics beyond the initial slow-roll phase)

\[ V_{\text{BSR}}(\phi) = \frac{3V_0 - 4\lambda(2 + c_4)}{3} + 4\lambda \left( \frac{\phi}{\phi_0} \right)^2 \left[ 1 + c_4 \left( \frac{\phi}{\phi_0} \right)^2 - \frac{(1 + 2c_4)}{3} \left( \frac{\phi}{\phi_0} \right)^4 \right], \] (39)

with, by construction, \( V_{\text{BSR}}(\phi_0) = V_0 \) and \( V'_{\text{BSR}}(\phi_0) = 0 \).

B. Interpretation within multi-field models

The reconstructed potential suggests that \( V(\phi) \) could be obtained by a combination of eq. (38) and eq. (39). This is shown in the right panel of fig. 15. In the following, we will make a few comments to motivate this intuition within multi-field models of inflation. We focus for simplicity on two-field models.

1. Two-field models: classical dynamics

Consider a double inflation model with two scalar fields \( \phi_{1,2} \) and potential \( V = V(\phi_1, \phi_2) \). To fix ideas, we can think about the full potential \( V \) as the sum of two independent contributions, \( V = V(\phi_1) + V(\phi_2) \) (even though the following discussion will be valid for a generic \( V \)). The classical equations of motion and the Friedmann equation are (we indicate with \( \dot{\text{derivative with respect to the cosmic time} } t \))

\[ \ddot{\phi}_1 + 3H \dot{\phi}_1 + V_{\phi_1} = 0, \quad \ddot{\phi}_2 + 3H \dot{\phi}_2 + V_{\phi_2} = 0, \quad H^2 = \frac{1}{3} \left( \frac{1}{2} \dot{\phi}_1^2 + \frac{1}{2} \dot{\phi}_2^2 + V \right), \] (40)
where we use the short-hand notation $V_x \equiv \partial V/\partial x$. Inflation proceeds along some trajectory $\sigma$ in field space that we describe by means of the velocity field

$$\dot{\sigma} = \dot{\phi}_1 \cos \theta + \dot{\phi}_2 \sin \theta,$$

(41)

Since there is no velocity in the transverse direction, we also have $\dot{\phi}_1 \sin \theta = \dot{\phi}_2 \cos \theta$; consequently, we find $\dot{\sigma}^2 = \dot{\phi}_1^2 + \dot{\phi}_2^2$. It should be noted that, in general, the angle $\theta$ depends on time. If we combine the time derivative of eq. (41) with the equations of motion for $\phi_1, \phi_2$, we find

$$\ddot{\sigma} + 3H \dot{\sigma} + V_\sigma = 0,$$

(42)

Given the above expression for $H$, we now compute the Hubble parameters in eq. (1). A simple computation shows that (using the number of $e$-folds as time variable)

$$\epsilon = \frac{1}{2} \left( \frac{d\sigma}{dN} \right)^2, \quad \eta = 3 + \frac{V_\sigma [6 - (d\sigma/dN)^2]}{2V(d\sigma/dN)}.$$  

(43)

We rewrite these equations in the form

$$d\sigma = \pm \sqrt{2\epsilon} \, dN, \quad \frac{dV}{V} = \left[ \frac{2\epsilon(\eta - 3)}{3 - \epsilon} \right] \, dN.$$  

(44)

We note that these equations retain precisely the same form compared to eq. (34). This means that the reverse engineering approach can be equally well applied to the case in which $\phi$ represents the effective inflationary trajectory $\sigma$ of a multi-field model. In the latter case, the reconstructed potential will be the potential felt by the effective inflationary trajectory. From this perspective, it is therefore plausible that the reconstructed potential features, as function of the effective trajectory, a non-trivial profile like the one found in fig. 15 since inflation could be mostly driven in the first stage by one of the two fields (with potential, say, $V(\phi_1)$) and during a subsequent phase by the other (with potential, say, $V(\phi_2)$).

2. Two-field models: perturbations

The previous discussion was purely classical. However, the reverse engineering approach requires the solution of the MS equation on the reconstructed potential. What is the analogue of this part of the analysis in the case of a two-field model? To answer this question, we introduce adiabatic ($\delta \sigma$) and entropy ($\delta s$) perturbations

$$\delta \sigma = \delta \phi_1 \cos \theta + \delta \phi_2 \sin \theta, \quad \delta s = \delta \phi_2 \cos \theta - \delta \phi_1 \sin \theta.$$  

(45)

The total comoving curvature perturbation $\mathcal{R}$ takes the form [148]

$$\mathcal{R} = \psi - HV = \psi + \frac{H}{\dot{\phi}_1^2 + \dot{\phi}_2^2} \left( \dot{\phi}_1 \delta \phi_1 + \dot{\phi}_2 \delta \phi_2 \right) = \psi + \frac{H}{\dot{\sigma}^2} \left( \dot{\sigma} \cos \theta \delta \phi_1 + \dot{\sigma} \sin \theta \delta \phi_2 \right) = \psi + \frac{H}{\dot{\sigma}} \delta \sigma,$$

(46)

where $\psi$ is the gauge-dependent curvature perturbation and $V$ the total velocity perturbation [148]. We note that the expression for $\mathcal{R}$, written in terms of the field $\sigma$, is identical to that for a single field. We now assume the absence of entropy perturbations, $\delta s = 0$. From eq. (45), it follows that $\delta \phi_2 \cos \theta = \delta \phi_1 \sin \theta$; combined with the classical relation
\( \dot{\phi}_1 \sin \theta = \dot{\phi}_2 \cos \theta \), it gives the condition \( \delta \dot{\phi}_1 / \dot{\phi}_1 = \delta \dot{\phi}_2 / \dot{\phi}_2 \). Under this assumption, it is possible to show that the equation governing the evolution of adiabatic perturbation is the same as that in the single field inflation [148]; in Fourier space, it reads

\[
 u_k'' + \left( k^2 - \frac{z''}{z} \right) u_k = 0 ,
\]

where \( u_k = -zR_k \), \( z = a \dot{\sigma}/H \) and \( ' \) indicates derivative with respect to the conformal time. Using the number of e-folds as time variable, the previous equation takes precisely the same form of the MS equation in eq. (8) but with the Hubble parameters \( \epsilon \) and \( \eta \) given in terms of the effective inflationary trajectory as in eq. (43). The power spectrum of adiabatic perturbation is again given by eq. (10).

The conclusion of this brief discussion is the following. The reverse engineering approach implemented in the context of single-field inflationary models could be also applied in the case of two-field models under the assumption of negligible entropy perturbations. The key difference is that the role of the inflaton field \( \phi \) is played by the effective inflationary trajectory \( \sigma \). In such a case, the reconstructed potential corresponds to the potential along the trajectory \( \sigma \); the latter could be the result of a non-trivial combination of different potentials along different directions in field space as possibly suggested by our numerical result shown in fig. 15.

It should be noted that, in general, entropy perturbations are non-zero and act as an additional source term in the equation of motion for the adiabatic field perturbation [148]. However, there are cases in which their dynamics decouples. The equation of motion of \( \delta s \) is indeed characterized by an effective mass squared term that, if \( \gg H^2 \), effectively decouples entropy from adiabatic perturbations [148] (see also ref. [149] for a recent discussion of PBH formation in the context of multi-field inflation with non-minimal couplings). Moreover, if the trajectory in field space is not strongly curved (that is, more specifically, if \( \dot{\theta} \xi \ll H^2 \)) entropy perturbations also decouple [148].

Needless to say, the above discussion about inflationary models that fit our numerical results is anything but comprehensive. On the one hand, keeping the discussion at this level suits the spirit of this paper since the main point of our analysis is precisely that of moving the attention from the details of the inflationary potential to the underlying dynamics. On the other one, finding concrete and motivated models that reproduce the reconstructed potential plays an important role in our understanding of PBH formation. In this sense, our results could stimulate new research in this direction since we are not aware of consistent inflationary models that generate a plateau in the power spectrum like the one found in our analysis.

\textbf{VI. CONCLUSIONS AND OUTLOOK}

In this paper, we have discussed the details of the reverse engineering technique presented in ref. [6] for studying the consequences of an USR phase during the inflationary dynamics. This approach models the time-evolution of the Hubble parameter \( \eta \), eq. (2), and gives as output the power spectrum of curvature perturbation, fig. 3. Our approach makes intuitively clear all features of the power spectrum, and offers a neat connection with a number of key observables related to PBH physics.

For the first time, we have shown that an USR dynamics consistent with CMB data may generate a raised plateau in the power spectrum of curvature perturbation that can provide a link between three observables: DM made of asteroid-mass PBHs (fig. 9), a detectable stochastic GW signal (fig. 13) and an observable fraction of solar-mass mergers ascribable to PBHs (fig. 9). We expect our results to foster new research on consistent inflationary models able to generate a raised plateau in the power spectrum, like the one found in our analysis, giving rise to various interconnected observational signatures of the physics of the early universe. In this respect, it will be important to extend the discussion drafted in section V with the goal of finding motivated scalar field potentials that give the dynamics envisaged by our reverse engineering approach.

In general, USR dynamics is expected to produce a dip in the curvature spectrum, as the one observed in fig. 3 around \( \times 10^5 \text{ Mpc}^{-1} \). This dip may be a complementary probe of this scenario leaving detectable imprints in CMB \( \mu \)-space distortions [150] or 21-cm signals [151].

Furthermore, the population of PBHs generated within our model may give rise to detectable events both in the sub-solar range, which is a smoking-gun signature of primordial origin [152], and in the purported lower mass gap, predicting a dearth of events within \( \approx [2.2 \div 6]M_\odot \) (see e.g. [130, 131]). In particular, it may help explaining some of the special events already observed, such as GW190814 [71] (see also [126]). Within our framework, it is also possible to explain events in the upper mass gap, potentially produced by stellar evolution above \( \approx 50M_\odot \) [153–157], such as GW190521 [158, 159]; to this end, it is crucial to understand how to properly shape the left-side edge of the plateau in the power spectrum such as to populate the higher-mass region without violating the FIRAS bound, see ref. [71] for more details. PBH mergers associated to the bulk of the PBH mass distribution in the asteroidal mass range would
give rise to GWs at ultra-high frequencies, which may be potentially observed at GW detectors (see ref. [160] and refs. therein).
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