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ABSTRACT

This article proposes different methods to consistently detect multiple breaks in copula-based dependence measures. Starting with the classical binary segmentation, also the more recent wild binary segmentation (WBS) is considered. For binary segmentation, consistency of the estimators for the location of the breakpoints as well as the number of breaks is proved, taking filtering effects from AR-GARCH models explicitly into account. Monte Carlo simulations based on a factor copula as well as on a Clayton copula model illustrate the strengths and limitations of the procedures. A real data application on recent Euro Stoxx 50 data reveals some interpretable breaks in the dependence structure.

1. Introduction

For asset allocation in financial markets and risk management purposes, dependence measures are of great interest. For example, it is necessary to estimate the variance-covariance matrix of asset returns to construct mean-variance efficient portfolios as introduced by Markowitz (1952). In recent years, also copula-based/nonlinear dependencies (Nelsen (2006, chap. 5)) became popular, for example, using a conditional multivariate version of Spearman’s ρ as in Schmid and Schmidt (2007) or Penzer, Schmid, and Schmidt (2012). Therefore, estimators of these measures are crucial. However, in financial time series, breaks in dependence measures can occur, see for example, Longin and Solnik (1995). These happen quite frequently in times of crisis, for example, during the financial crisis in 2008 or more recently in the beginning of 2020 when the Corona pandemic began. This phenomenon is generally known as the diversificationmeltdown. Hence, consistent estimation of the location of those breakpoints as well as their number need to be considered in order to correctly estimate the dependencies between assets (in between the breaks). These better estimators might be useful for example, for Value at Risk forecasting, see Berens, Weiβ, and Wied (2015).

In this article, we propose methods for dating multiple breaks in copula-based dependence measures, which are broadly applicable. They are based on the binary segmentation (BS) algorithm that goes back to Vostrikova (1981) and which since then has been adopted frequently in the literature; see, for example, Bai (1997). In principle, we follow the algorithm used in Galeano and Tsay (2009) or in Galeano and Wied (2014, 2017), who consider breaks in correlations. The principle is to sequentially apply the “moment-based” test from Manner, Stark, and Wied (2019) for detecting breakpoints in copula-based dependence measures for filtered data. Filtering means that residuals from univariate AR-GARCH models are considered. More specifically, the maximum of this CUSUM-statistic within the subintervals is compared to some critical value. Here, and similar to Bai and Perron (1998, sec. 4.3), we derive the asymptotic distribution of the maximum statistic under the null hypothesis that there is no additional break to take multiple testing into account. In doing so, we use recent results by Nasri, Rémillard, and Bahraoui (2022) to derive consistency of our procedure for the location as well as the number of breaks from primitive conditions. We also consider the wild binary segmentation (WBS) algorithm of Fryzlewicz (2014), which improves the detection of change points, especially for multiple breaks in close proximity.

The literature for structural changes in dependence measures is wide. Wied, Krämer, and Dehling (2012), for instance, test for breaks in the correlation using an extended functional delta method, while Aue et al. (2009) test for changes in the covariance matrix. Tests for nonlinear dependence measures like Spearman’s ρ are proposed in Wied, van Kampen, and Vogel (2014), Kojadinovic, Quessy, and Rohmer (2016), Manner, Stark, and Wied (2019), or Stark and Otto (2022). In contrast to this, the question of estimating the number of breaks and dating breaks in copula-based dependence measures has found somewhat less interest in the literature up to now. Some of the mentioned tests provide ad-hoc possibilities for dating breakpoints, but there is a lack in results on the (asymptotic) validity of these procedures.

Our setup allows for considering several copula-based dependence measures including, for example, Spearman’s ρ, Gini’s γ, Spearman’s footprint, (smoothed) quantile dependencies or measures of asymmetry. They may be calculated group-specific, taking previous knowledge of the variable structure into account. Moreover, we follow suggestions by Bücher et al. (2014)
for calculating ranks sequentially to improve power. Our test statistic is based on filtered return data instead of observable time series; an idea also recently employed by Barassi, Horváth, and Zhao (2020) to analyze changes in the conditional correlation.

As our procedure is based on a CUSUM-type statistic, our article also contributes to this literature. Starting with Shewhart (1931) or Roberts (1959), CUSUM tests were first used in engineering and optimality properties were derived (Shiryayev 1963). Brown, Durbin, and Evans (1975) and Ploberger and Krämer (1992) apply this principle in semiparametric to breaks in the linear regression model, followed by numerous modifications and refinements.

One prominent model, where our procedure can be applied, is the factor copula framework as introduced in Oh and Patton (2017). This is especially useful in high-dimensional applications due to the sparse amount of parameters in the factor structure. Abstaining from a multivariate Gaussian distribution assumption, it can capture tail risk as well as the leverage effect. However, our procedure can also be applied for other types of data, such as data generated from a conditional correlation setting allows for many AR-GARCH specifications commonly encountered in financial econometrics.

2. Finding Multiple Breaks in Dependence Measures

2.1. Modeling Breaks in Dependence Measures

Suppose we observe a sample $Y_1, \ldots, Y_T$ of length $T$ with a cross section $Y_t := (Y_{1t}, \ldots, Y_{nt})'$ of $n$ financial assets so that each $n \times 1$ vector $Y_t, t \in \{1, \ldots, T\}$, obeys a parametric location-scale specification

$$Y_t = \mu(t) + \sigma(t) \eta_t,$$

where $\eta_t := (\eta_{1t}, \ldots, \eta_{nt})'$ are innovations with $E[\eta_{it}] = 0$ and $var[\eta_{it}] = 1$ for any $i \in \{1, \ldots, n\}$. Similar to Chen and Fan (2006), Oh and Patton (2013), and Oh and Patton (2017), we assume that the conditional mean and variance functions—respectively given by $\mu_i(t) \equiv (\mu_{1i}(t), \ldots, \mu_{ni}(t))'$ and $\sigma_i(t) \equiv diag(\sigma_{1i}(t), \ldots, \sigma_{ni}(t))'$—are (a) parametrically known up to a finite dimensional parameter $\theta_0$ and (b) measurable with respect to $\mathcal{F}_{t-1} := \sigma(\{Y_j, j < t\})$. The innovations $\eta_t$, on the other hand, are jointly independent of $\mathcal{F}_{t-1}$. This setting allows for many AR-GARCH specifications commonly encountered in financial econometrics.

Assuming continuous margins $F_j(x) := P(\eta_{jt} \leq x), x \in \mathbb{R}$, we can, given the location-scale structure of (1) and the independence of $\eta_t$ from $\mathcal{F}_{t-1}$, rephrase the conditional joint distribution as

$$P(Y_{1t} \leq y_1, \ldots, Y_{nt} \leq y_n | \mathcal{F}_{t-1}) = C_l(F_1(y_1), \ldots, F_n(y_n)),$$

$y_j \in \mathbb{R}$,

where the copula $C_l(u) = P(U_l \leq u), u \in [0,1]^n, U_l := (U_{1l}, \ldots, U_{nl})'$ for $U_{it} := F_i(\eta_{it})$, captures uniquely the dependence among the $n$ variables in $\eta_t$; see Patton (2006). In what follows, we aim at finding change points in certain dependence measures that can be solely expressed in terms of the copula. As argued, for example, in Bücher et al. (2014) or Kojadinovic, Quesy, and Rohmer (2016), classical nonparametric tests based on sequential empirical processes have little power against alternatives that leave the margins unchanged and only involve a change in the copula.

More specifically, for a finite collection of disjoint sets $\{G_1, \ldots, G_G\}$ partitioning the cross-sectional index set $\{1, \ldots, n\}$ and a collection of suitable bivariate functions $h_i : [0, 1]^2 \rightarrow \mathbb{R}, l \in \{1, \ldots, H\}$, we focus on averaged rank-based dependence measures of the type

$$m_{g,l} := \frac{1}{|G_g|} \sum_{i,j \in G_g} m_{ij,l}, m_{ij,l} := E[h_l(U_{ij}, U_{il})].$$

$g \in \{1, \ldots, G\}$.

We aim at locating and estimating change points of the $p \times 1$ vector $m_t := (m_{11,t}, \ldots, m_{G,G,t})'$, $m_g := (m_{g,1}, \ldots, m_{g,G})'$, $p := GH$.

To illustrate, measures of asymmetry with $h(u,v) = |u + v - 1| \text{sign}(u + v - 1), k \geq 3$ (see Rosco and Joe (2013)), or Spearman’s $\rho$, Spearman’s footrule ($g$), and Giné’s $\gamma$ fit into this setup with $h_\rho(u,v) = 12uv - 3, h_\gamma(u,v) = 1 - 3|u - v|$, and $h_\gamma(u,v) = 2(|u + v - 1| - |u - v|)$ for $(u, v) \in [0, 1]^2$, respectively; see, for example, Nelsen (2006). The group structure is often used in empirical studies, where some degree of homogeneity within each group can be expected so that $m_{ij,l} = m_{g,ij}$ for all $i, j \in G_g$. Group structures are commonly used in empirical work; see, for example Oh and Patton (2017), Opschoor et al. (2021), or Oh and Patton (2021). Averaged dependence measures are used frequently and have been found to perform well; see, for example Schmid and Schmidt (2007), Quesy (2009), Kojadinovic, Quesy, and Rohmer (2016), or Manner, Stark, and Wied (2019).

Importantly, the above-mentioned dependence measures do not depend on the univariate marginals, that is

$$m_{ij,l} = \int_{[0,1]^2} h_l(u,v) \, dC_{ij,l}(u,v),$$

where $C_{ij,l}(u,v) = C_l(u^{(ij)}, v)$, with $u^{(ij)} = (1, \ldots, 1, u_i, 1, \ldots, 1, u_j, 1, \ldots, 1)'$ for some $n \times 1$ vector $u \in [0,1]^n$, denotes the bivariate marginal copula of $C_l$. A change in $m_t$ over time must thus be due to a change in $C_l$. We therefore consider the following breakpoint scenario as summarized by Assumption A.

Assumption A. The following holds true:

(A1) Consider a finite partition $0 := z_0 < z_1 < \cdots < z_{k-1} < z_k := 1$. If $[z_{i-1}, z_i] \subseteq [t/T], i \in \{1, \ldots, k+1\}$, then $C_l(u) = C_l(u_i), u_i := (u_{1i}, \ldots, u_{ni})'$ denote copulae, which are pairwise different in at least one point $u \in [0,1]^n$ such that $m_t := g(t/T)$, where $g : [0,1] \rightarrow \mathbb{R}^p$ is a vector-valued step function defined as $g(z) = \sum_{i=0}^p \gamma_i 1[z \in [z_i, z_{i+1})], g(1) := \gamma_0$. The $p \times 1$ level vectors $\gamma_0, \ldots, \gamma_p$, as well as $z_0, \ldots, z_k$ and $\epsilon_0$ are finite constants independent of $T$. 

(A2) The partial derivatives \( \hat{C}_{t,k+1} = \partial C_{t+1}/\partial u_t \) exist and are continuous on \( \{u \in [0,1]^n : 0 < u_i < 1\} \), for any \( k \in \{0,1,\ldots,\theta_0\} \) and \( i \in \{1,\ldots,n\} \).

(A3) \( \eta_1, \ldots, \eta_n \) is a sample from a process \( \eta_t \sim \mathcal{E} \) of independently distributed \( n \times 1 \) random vectors \( \eta_t = (\eta_{1,t}, \ldots, \eta_{n,t})' \) with strictly stationary and continuous univariate margins \( \eta_{1,t} \sim \mathcal{E} \), \( i \in \{1,\ldots,n\} \).

The function \( g(\cdot) \) defined in part (A1) of Assumption A specifies the timing and the size of the changes in the dependence measures. This specification is tailored toward abrupt changes and allows for a change in only a subset of \( \mathbf{m}_t \); see Galeano and Wied (2014, 2017) for a detailed discussion. Part (A2) is due to Segers (2012) and imposes a smoothness condition on the partial derivatives of the copula. Similar to Bücher et al. (2014) or Koijadinovic, Queyss, and Rohmer (2016), by imposing part (A3) of Assumption A, we maintain stationary marginal distributions, that is, the joint distribution is only affected by a break in the copula. The following remark illustrates the setting within the context of factor copulas.

**Remark 1.** Recently, factor copula models gained some popularity as a parsimonious yet flexible way to model the cross-sectional dependence among a possibly large number of financial assets; see, for example Oh and Patton (2013) or Opschoor et al. (2021). According to this literature, one may assume that the unknown copula \( C_t \) governing (2) can be generated from an auxiliary factor model of the form \( X_{t,i} = \beta_{i,t} Z_{it} + \epsilon_{it} \), where \( Z_{it}, \beta_{i,t} \), and \( \epsilon_{it} \) denote factor, factor loading, and idiosyncratic component, respectively. For example, the group structure mentioned above arises naturally within the “block-equidependence” model from Oh and Patton (2017) where assets are driven by some latent market factor with different intensity in each group/industry resulting in equal dependence between the assets in each group but different dependence across groups. Breaks in dependence measures could result from structural changes in loadings, that is, if \( \beta_{i,t} \neq \beta_{i,t+1} \) for some \( t \in \{1,\ldots,T\} \); an issue investigated below in more detail.

### 2.2. Segmentation Algorithms

Suppose \( \hat{\Phi} \) is a \( \sqrt{T} \)-consistent estimator of \( \Phi^0 \) so that we can define the residuals \( \hat{h}_{it} = \sigma_{it}^{-1}(\hat{\Phi}) (Y_{it} - \mu_{it}(\hat{\Phi})) \). Moreover, for any \( 1 \leq k < m \leq T \), let \( \hat{U}_{kjm} \), \( i \in \{1,\ldots,n\} \), \( t \in \{k,\ldots,m\} \), denote the rank of \( \hat{h}_{it} \) among \( \hat{h}_{ikj}, \ldots, \hat{h}_{imk} \). We then define for any \( [a,b] \subseteq [0,1] \), a sample analogue of (3) by

\[
\hat{m}_{g,[aT]+1:[bT]}(\mathbf{a}) = \frac{1}{(g-1)2^{g}} \sum_{1 \leq i \leq g, 1 \leq j \leq n} \hat{m}_{ij,l}[aT]+1:[bT],
\]

\[
l \in \{1,\ldots,H\}, g \in \{1,\ldots,G\},
\]

where

\[
\hat{m}_{g,[aT]+1:[bT]} = \frac{1}{[bT] - [aT]} \sum_{i=aT+1}^{[bT]} h_i \hat{U}_{ki}[aT]+1:[bT], \hat{U}_{ki}[aT]+1:[bT]),
\]

so that we obtain the \( p \times 1 \) vector \( \hat{m}_{g,[aT]+1:[bT]}(\mathbf{a}) = (\hat{m}_{[aT]+1:[bT]}, \ldots, \hat{m}_{G,[aT]+1:[bT]}(\mathbf{a})' \), where \( \hat{m}_{g,[aT]+1:[bT]}(\mathbf{a}) = (\hat{m}_{g,[aT]+1:[bT]}(\mathbf{a})' \), \( g = 1,\ldots,G \). Next, define for a given interval \( [a,b] \subseteq [0,1] \) with \( 0 \leq [aT] < [bT] \leq T \), the detector

\[
\hat{M}(a,b) = \sup_{z \in [a,b]} \hat{M}(a,b;z) = \max_{z \in \Pi_T(a,b)} \hat{M}(a,b;z), \tag{6}
\]

where \( \Pi_T(a,b) = \{[aT]/T, ([aT] + 1)/T, \ldots, ([bT] - 1)/T, [bT]/T\} \). Here, \( ||\cdot||_2 \) is the Euclidean norm, and the conventions \( \hat{M}(a,b;z) = 0 \) if \( z = a \) and \( \Pi_T := \Pi_T(0,1) \) are used.

Equation (6) can be related to the test statistic used in Wied, van Kampen, and Vogel (2014) up to a scaling factor for \( h = h_\rho \) and \( H = 1 \). However, they calculate the ranks for Spearman’s \( \rho \) for the subset \( [1, \ldots, k] \) relative to the complete sample in contrast to our approach basing it only on the subset. Bücher et al. (2014) and Koijadinovic, Queyss, and Rohmer (2016) provide empirical evidence showing more powerful results using ranks computed relative to the subset; see also Mannen, Stark, and Wied (2019) for an application. The aforementioned papers all use averaged dependence measures as well while we allow for multiple averaged dependencies in several groups.

#### 2.2.1. Binary Segmentation

The following breakpoint detection algorithm is closely related to the segmentation algorithm proposed by Galeano and Tsay (2009), Galeano and Wied (2014, 2017), which, in turn, are based on the seminal work of Vostrikova (1981). For a given upper tail probability \( \alpha \), the maximum of the test statistic from (6) is evaluated over \( \ell + 1 \) subintervals and then compared to some critical value \( c_\alpha(\ell) \), which depends on the amount of breaks \( \ell \) already found and which is formally derived from Proposition 2. This way, the issue of multiple testing is taken into account similar to the procedure in Bai and Perron (1998, sec. 4.3). More formally, the algorithm can be summarized by the following two steps:

1. Obtain from (6) the test statistics \( \hat{M}(0,1) \).

   (a) If the test statistic is statistically significant, that is, if \( \hat{M}_{0,1} > c_\alpha(0) \), where \( c_\alpha(0) \) is the asymptotic critical value \( c_\alpha(\ell) \) from Proposition 2 with \( \ell = 0 \) for a given upper tail probability \( \alpha \), then a change is announced. Let \( z_1 = \arg\max_{z \in [0,1]} \hat{M}(0,1;z) \) be the breakpoint estimator and go to Step 2.

   (b) If the test statistic is not statistically significant, the algorithm stops, and no change points are detected.

2. Let \( z_1, \ldots, z_\ell \) be the change points in increasing order already found in previous iterations and \( z_0 = 0 \), \( z_{\ell+1} = 1 \). If \( \max_{1 \leq k \leq \ell+1} \hat{M}(z_{k-1}, z_k) > c_\alpha(\ell) \), then a new change point is detected at the point fraction at which the value \( \hat{M}(z_{k-1}, z_k) \) is attained, where \( k_{\max} = \arg\max_{1 \leq k \leq \ell+1} \hat{M}(z_{k-1}, z_k) \). Repeat this step until no more change points are found.
In other words, the whole dataset is scanned for a change point, once a significant change point is found, the dataset is split at that point. On the resulting subsamples the test statistic is computed again and the maximum is then compared to the according critical value. If the associated change point is significant the sample is split again at that point. This procedure stops when no significant change points can be found.

### 2.2.2. Analytical Results

In order to derive the asymptotic properties of the algorithm from Section 2.2.1, we impose the following assumptions.

**Assumption B.** For any \([a, b] \subseteq [0, 1]\), the function \(M(a, b; \cdot) : [a, b] \rightarrow \mathbb{R}_+\), \(a, b \mapsto \|M(a, b; z)\|_Z\), with
\[
M(a, b; z) = \frac{1}{b - a} \left( \int_a^b g(t) \mathrm{d}t - \frac{z - a}{b - a} \int_a^b g(t) \mathrm{d}t \right),
\]
is either constant or has a unique maximum.

**Assumption C.** For any \(l \in \{1, \ldots, H\}\), the following holds true.

1. \(h_l : [0, 1]^2 \rightarrow \mathbb{R}\) is of bounded variation in the sense of Hardy-Krause.
2. \(h_l : [0, 1]^2 \rightarrow \mathbb{R}\) is Lipschitz; that is, for any \((u_1, v_1) \in [0, 1]^2\) and \((u_2, v_2) \in [0, 1]^2\), \(|h_l(u_1, v_1) - h_l(u_2, v_2)| \leq c_0 |u_1 - u_2| + |v_1 - v_2|\) for some constant \(c_0 \in (0, \infty)\).

Assumption B is similar to Galeano and Wied (2014, Assumption 2) and Galeano and Wied (2017, Assumption 7), and restricts the nature of the breaks. Assumption B is fulfilled if there is a “dominating” break in any subset of components at the same time point. For examples where the assumption is fulfilled or violated see Galeano and Wied (2014) for the case that \(g(t)\) is a scalar. To provide some intuition, note that, as shown in the Appendix, the function \(M(a, b; z)\), specified in Assumption B, coincides with the probability limit of the scaled detector, that is, \(|M(a, b; z)/\sqrt{|BT|} - |BT| - M(a, b; z)| = o_p(1)\) uniformly on \([a, b]\). Assumption C is satisfied by the above-mentioned dependence measures. Part (C1) enables the use of an integration by parts formula for bivariate integrals; above-mentioned dependence measures. Part (C1) is satisfied by commonly used quasi maximum likelihood estimators of AR-GARCH models; see, for example Francq and Zakoian (2004); part (D2) restricts the tails of the densities; part (D3) could be generalized at the extent of an increase in technicalities; see Nasri, Rémillard, and Bahraoui (2022).

**Assumption D.** The following holds true:

1. \(\tilde{\mathbb{F}}_k , \sqrt{T}(\mathbf{g} - \mathbf{g}^0) \sim (\mathbb{F}_k, \Theta), k \in \{0, 1, \ldots, \ell^0\}\), where \(\Theta\) is a tight random vector;
2. \(\sup |x_f(i\chi)| < \infty, i \in \{1, \ldots, n\}\), where \(f_i = \partial f_i/\partial x_i\);
3. \((\mathbf{D})\) Equation (1) describes a stationary-ergodic finite-order AR-GARCH model.

**Assumption D** is a slightly modified set of regularity conditions that can be found in Nasri, Rémillard, and Bahraoui (2022, Appendix B). Part (D1) is satisfied by commonly used quasi maximum likelihood estimators of AR-GARCH models; see, for example Francq and Zakoian (2004); part (D2) restricts the tails of the densities; part (D3) could be generalized at the extent of an increase in technicalities; see Nasri, Rémillard, and Bahraoui (2022).

Akin to Bai (1997, Proposition 2) and Galeano and Wied (2017, Theorem 2), we first derive \(T\)-consistency of the change point estimator assuming knowledge of the number of breaks \(\ell^0\). The idea of the proof is to exploit that the fluctuation test statistic needs different centering terms in the case of breakpoints. These centering terms lead to a nonconstant limit function under appropriate scaling, to whose maximum the maximum of the test statistic converges. Superconsistency of argmax-type breakpoint estimator is common in the literature; the intuition is that the limit function is not continuous in the breakpoint.

### Proposition 1

Suppose Assumptions A–D hold and let \(\tilde{z}_k < \cdots < \hat{z}_0\) denote the change points found upon executing the algorithm in Section 2.2.1 without testing for significance. Then, for every \(k \in \{1, 2, \ldots, \ell^0\}\) and \(\varepsilon > 0\), there exists a finite constant \(M \in (0, \infty)\) and an integer \(N \in \mathbb{N}_+\) such that for all \(T > N, P(|\tilde{z}_k - \hat{z}_0| > M/T) < \varepsilon\).
Once consistency is established, Proposition 1 can be used to derive asymptotic critical values. Similar to Bai and Perron (1998, sec. 4.3), Proposition 2 summarizes the limiting distribution of the statistic under the null of $\ell^0$ breaks. The proof relies on applying established results on the convergence of empirical copula processes to subsequent intervals.

**Proposition 2.** Suppose Assumptions A–D hold. Then,

$$
\max_{k \in [0,1,\ldots,\ell^0]} \sup_{z \in [z_k, z_{k+1}]; \ell^0} M(z_k, z_{k+1}; \ell^0) \xrightarrow{d} \max_{k \in [0,1,\ldots,\ell^0]} \sup_{z \in [z_k, z_{k+1}]; \ell^0} M(z_k, z_{k+1}; \ell^0).
$$

The limiting process $M(z_k, z_{k+1}; \ell^0), z \in [z_k, z_{k+1}],$ is given by

$$
M(z_k, z_{k+1}; \ell^0) := \left( \sum_{g=1}^{G} \sum_{l=1}^{H} \left( \frac{|G|}{2} \right)^{-1} \sum_{1 \leq i \leq j \leq n} \int_{[0,1]} D_{k, j}(z, u, v) \, dh(u, v) \right)^2
$$

for $D_{k, j}(z, u, v) := D_k(z, u, v_{(i)})$, with $D_k(z, u) = C_k(z, u) - \varphi_k(z) C_k(z_{k+1}, u)$.

Importantly, the limiting distribution is unaffected by the sampling uncertainty resulting from the first-step estimation of $\phi^0$, which reflects a known result from multivariate dynamic copula models where, under certain conditions, semiparametric estimators based on estimated residuals behave asymptotically as if the unknown innovations were used; see for example Chen and Fan (2006). Hence, as Nasri, Rémillard, and Bahraoui (2022, sec. 3) suggests, we can compute the critical values $c_{\alpha}(\ell)$ based on the traditional id-bootstrap. The use of the critical values $c_{\alpha}(\ell)$ ensures a correctly sized test under the null of no further breaks.

An alternative approach for dealing with the multiple testing issue in a binary segmentation framework can be found, for example in Galeano and Tsay (2009) and Galeano and Wied (2014), using a Šidák correction on the alpha level to keep the significance level constant for multiple tests.

Finally, the number of breaks found with the help of the segmentation algorithm, $\hat{\ell}$, say, consistently estimates the true amount $\ell^0$ if the significance level $\alpha$ tends to zero at a sufficiently slow rate.

**Proposition 3.** Suppose Assumptions A–D hold. In addition, $c_{\alpha}(\ell) := c_{\alpha, T}(\ell) \to \infty$ yet $c_{\alpha}(\ell) = o(\sqrt{T})$ as $T \to \infty$. Then, $P(\hat{\ell} = \ell^0) \to 1$ as $T \to \infty$.

Remark 2. Since bootstrapping the limiting distribution from Proposition 2 at each iteration of the algorithm is time consuming, one might resort to a computationally more efficient alternative information-criterion approach. To sketch the procedure, fix some prespecified (large) number $L \in \mathbb{N}_+$ that is independent of $T$. Let $\hat{\ell} := (\hat{k}_1, \ldots, \hat{k}_L)$ denote (in increasing order) the breakpoints obtained from executing the algorithm $L + 1$ iterations without checking for significance. Suppose $L$ has been chosen large enough so that $\ell^0 \leq L$. Then, although the number of changes has been overestimated, we can still infer consistency of a subset of $\hat{\ell} = \hat{k}/T$ by borrowing principles from Andrews (1999). More specifically, introduce the set of selection vectors $C_L := \{ c \in \{c_1, \ldots, c_L\}^L \in [0, 1], 1 \leq j \leq L \}$. By construction the limit process $\lim_{L \to \infty} (\hat{\ell} - \ell^0)$ is needed. Infinitesimally the statistician can choose an appropriate significance level.

### 2.2.3. Wild Binary Segmentation

A more recent approach for multiple change point detection has been proposed by Fryzlewicz (2014), the so called wild binary segmentation; see also Fryzlewicz (2020). Since test statistics, in the context of multiple breakpoint detection, are often tailored against single change point alternatives, these tests might not perform well in terms of power when the process contains several change points. This is due to the fact that different change points can offset each other; see, for example Fryzlewicz (2014, sec. 2). To counteract this issue, $m$ random intervals are considered by the wild binary segmentation algorithm. As a slight modification, one can add also the complete subsample that would have been used by the ordinary binary segmentation of Section 2.2.1. Within these intervals, the test statistic of (6) is calculated and the interval associated with the largest statistic announces a change point candidate that can be checked for significance. If a significant change point is found, the sample is split and the procedure is repeated on these subsamples similarly to the binary segmentation until no significant change point is left. In doing so, we hope that at least one “favourable” random interval designated to find a specific break is generated; that is, an interval that contains only one change point and is as large as possible. Therefore, this procedure adapts the wild binary segmentation from Fryzlewicz (2020) to the same type of algorithm introduced in Section 2.2.1.
Example 1) for three break scenario respectively, similarly to Liebscher (2008, \( \rho = 0.3021, 0.2404, 0.3015, 0.2402, 0.3007, 0.2404, 0.2553, 0.3011, 0.2019, 0.2555 \)).

3. Monte Carlo Simulations

To analyze the performance of the segmentation procedures, we conduct Monte Carlo simulations. The first setting follows closely Oh and Patton (2017), where a “block-equidependence” model is considered. More specifically, we assume that the unknown copula can be generated by an auxiliary one-factor model (see also Remark 1):

\[
X_{it} = b_{i1} Z_t + \varepsilon_{it}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T.
\]  

(7)

The loadings are group-specific, that is, \( b_{i1} = b_{j1} = \beta_{i1} \) if \( i, j \in G_k \), \( k = 1, \ldots, G \), and \( \{G_1, \ldots, G_G\} \) partitions the cross-sectional index set. We consider \( G = 4 \) groups of equal size \( |G_k| = 4 \), so that \( n = 16 \). The common factor is distributed according to Hansen’s skew-\( t \)-distribution: \( Z_t \sim \text{Skew}(\nu, \lambda) \) with \( \nu = 4 \) degrees of freedom and skewness parameter \( \lambda = -0.5 \), while for the idiosyncratic errors \( \varepsilon_{it} \sim t(\nu) \). A similar parameterization for the common factor and the idiosyncratic errors can be found in Oh and Patton (2013). We mostly focus on the case of \( T \in \{1000, 1500\} \).

In the following several change point scenarios are analyzed, where changes in the dependence measures are induced by an abrupt change in the factor loadings that drive the dependence across marginals. Table 1 contains the loadings \( \beta_{i1} \) for the according intervals. Here, group 1 and 2 have opposite loadings, group 3 does not contain any change point and group 4 contains a larger change compared to the other groups. This should reflect different behaviors of different industries.

In the second setting, we simulate data from a modified Clayton copula, defined by:

\[
C(u_1, \ldots, u_d) = \prod_{i=1}^d u_i^{1-\theta} \left( \frac{1}{\theta} + \sum_{i=1}^d u_i^{\gamma \theta} - 1 \right)^{-1/\gamma}.
\]

The modification was introduced by Liescher (2008) and makes the usual Clayton copula potentially more asymmetric. This allows for analyzing whether our procedure can detect changes in the asymmetric dependence, a feature which might be relevant in risk management (stronger asymmetry might be an indicator for a period of financial turmoil), but has not been considered often in the literature as far as we know. The parameters are chosen as \( \theta = 0.5, \gamma = 0.5 \) for the zero, one, two, and three break scenario respectively, similarly to Liescher (2008, Example 1) for \( \theta = \theta_1 = \cdots = \theta_4 \). Moreover, \( \gamma = 2 \).

In all cases, we consider residuals of the DGP in (1) by estimating AR-GARCH parameters using quasi maximum likelihood. More specifically, we follow Oh and Patton (2013) and consider an AR(1)-GARCH(1,1) structure with Gaussian innovations \( \eta_{it} \), that is, the dgp for each marginal time series is given by \( Y_{it} = \phi_0 + \phi_1 Y_{i,t-1} + \sigma_{i1} \eta_{it} \), where \( \sigma_{i1}^2 = \omega + \beta \sigma_{i1}^2 + \alpha \sigma_{i,t-1}^2 \), with \( \phi = (\phi_0, \phi_1, \omega, \beta, \alpha)' = (0.01, 0.05, 0.05, 0.85, 0.1)' \). The cross-sectional dependence structure of the innovations \( \eta_i \) is governed by the factor copula of (7) or the modified Clayton copula.

Table 1 shows the frequency of under- or overestimation of underlying breaks for the four scenarios in both copula models for \( T = 1000 \). Included are the binary segmentation (BS), the wild binary segmentation (WBS) with \( m = 20 \) random intervals and the wild binary segmentation where the complete (sub-)interval is taken as one of the “random” intervals (WBS BS).

We first describe the results for the factor copula in the left panel. In the 1break-scenario, the binary segmentation has the highest detection rate, in particular if the breaks are close to the beginning or end of the sample. In this case, the wild binary segmentation often does not detect the break. Sometimes, BS detects more than one break. Overall, WBS BS performs slightly better than WBS.

Turning to the 2breaks-scenario, WBS usually detects at least one change point, while BS in some cases does not detect any breaks. Again, WBS BS improves the performance of WBS. The improvement arises since WBS BS is able to detect the remaining breakpoint after the first one is found. This is due to the fact that, after the first break is found, there is only a single break left, for which one the complete subinterval should be considered. Looking at the BS, we see that, if breaks are found, then both

| Loadings | 0 breaks | 1 break | 2 breaks | 3 breaks |
|----------|----------|---------|----------|----------|
| \( [1, T] \) | \( [1, t_1] \) | \( (t_1, T] \) | \( [1, 0.47] \) | \( (0.47, 0.67] \) | \( (0.67, T] \) | \( [1, 0.37] \) | \( (0.37, 0.57] \) | \( (0.57, 0.77] \) | \( (0.77, T] \) |
| \( \beta_{i1} \) | 0.8 | 0.8 | 0.5 | 0.8 | 0.5 | 0.8 | 0.6 | 0.8 | 0.4 | 0.6 |
| \( \beta_{i2} \) | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.6 | 0.4 | 0.8 | 0.6 |
| \( \beta_{i3} \) | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.6 | 0.6 | 0.6 | 0.6 |
| \( \beta_{i4} \) | 1 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.6 | 1 | 0.2 | 0.6 |
| \( \rho_1 \) | 0.3581 | 0.2012 | 0.3577 | 0.2012 | 0.3577 | 0.2012 | 0.3574 | 0.2556 | 0.3559 | 0.1476 | 0.2558 |
| \( \rho_2 \) | 0.2017 | 0.2017 | 0.3569 | 0.2017 | 0.3569 | 0.2017 | 0.2548 | 0.1469 | 0.3559 | 0.2565 |
| \( \rho_3 \) | 0.2015 | 0.2018 | 0.2009 | 0.2018 | 0.2009 | 0.2018 | 0.2551 | 0.2551 | 0.3544 | 0.3541 |
| \( \rho_4 \) | 0.4472 | 0.4445 | 0.2006 | 0.4445 | 0.2006 | 0.4445 | 0.2551 | 0.4454 | 0.0519 | 0.2541 |
| \( \hat{\rho} \) | 0.3201 | 0.2404 | 0.3015 | 0.2402 | 0.3007 | 0.2404 | 0.2553 | 0.3011 | 0.2019 | 0.2555 |

NOTE: \( \rho_i \) contains the cross-sectional average of Spearman’s \( \rho \) in group \( i \) averaged over 1000 simulations. \( \hat{\rho} \) is the average over \( \rho_i \).
Table 2. Over- and underestimation frequencies of the amount of true change points $\hat{\ell} - \ell^0$ with $\alpha = 0.05$ and $T = 1000$, break fractions for one break: $z_1 = 0.15, 0.5, 0.85$, for two breaks: $z_1 = 0.4, z_2 = 0.6$, for three breaks: $z_1 = 0.3, z_2 = 0.5, z_3 = 0.7$.

| br  | Factor copula | Clayton copula |
|-----|---------------|----------------|
|     |               | $WBS_{BS}$ | $WBS_{WBS}$ |
| 0   | 0.037         | 0.007        | 0.003        |
| 1   | 0.385         | 0.059        | 0.212        |
| 2   | 0.057         | 0.047        | 0.124        |
| 3   | 0.001         | 0.000        | 0.000        |

of them. Here, the same argumentation as for the $WBS_{BS}$ case applies. However, quite often no break is found, showing that several breaks in close proximity can offset each other leading to no detection. This issue is further explained and illustrated in Fryzlewicz (2014), see also the discussion in Bai and Perron (2003), and is a clear disadvantage of the widely used binary segmentation in the case of two breaks. At the same time, this shows the strength of the wild binary segmentation which in this scenario also has a larger detection rate of the correct amount of changes.

Turning to the $3$-breaks-scenario, $BS$ correctly detects the amount of breaks more often than the wild binary segmentation algorithms. Under closer inspection, $BS$ usually first finds (if the test statistic is rejected) the middle break $z_2$; see the change in Spearman’s $\rho$ in Table 1. The resulting subintervals contain only one breakpoint each, which the algorithm can easily detect, explaining the results.

Similar comments with respect to the relative performance of the three procedures apply to the results for the Clayton copula in the right panel. Overall, the power is lower in most cases for the Clayton copula. Note that in our setting, the maximal breaks of Spearman’s $\rho$ found in a certain group are larger in the factor copula model, while the breaks in the Clayton copula model are larger on average. So, the results indicate that rather the large breaks drive the breakpoint detection. Of course, the difference between the two models might change if other parameter combinations were chosen.

Table 3 shows the results for $T = 1500$ and illustrates that all procedures are consistent for the number of change points.

Following Okui and Wang (2021), among others, Table 4 shows the accuracy of the location of the estimated breaks measured by the average Hausdorff distance $d_H$ of the change point fractions (multiplied by 100), exemplary for the factor copula model:

$$d_H(z^0, \hat{\beta}) = \max \left\{ \max_{1 \leq j \leq \ell^0} \min_{1 \leq k \leq \hat{\ell}} |z^0_j - \hat{z}_k|, \max_{1 \leq k \leq \hat{\ell}} \min_{1 \leq j \leq \ell^0} |z^0_j - \hat{z}_k| \right\}$$

with $z^0 = \{z^0_1, \ldots, z^0_{\ell^0}\}$ and $\hat{\beta} = \{\hat{z}_1, \ldots, \hat{z}_\ell\}$. The accuracy measured by the Hausdorff distance confirms our previous findings. Moreover, Table 4 provides finite sample evidence for the consistency of the change point locations for the segmentation algorithms as the Hausdorff distance converges to zero with sample size.

4. Empirical Application

For our empirical application, data from Thomson Reuters Eikon is used that covers the recent COVID-19 pandemic where financial markets plummeted and quickly recovered, giving us reason to believe in at least one change point of the dependence structure between assets due to a diversification meltdown. More specifically, return data of companies from the four largest industry sectors of the EURO STOXX 50 is used from January 01, 2016 until June 30, 2021 resulting in $T = 1433$ trading days and $n = 31$ assets; see Table 5. Serial dependence and GARCH effects of the marginals are filtered out using an AR(1)-GARCH(1,1) specification with $t$-innovation. Averaging over each of the 31 estimated parameters results in a process of the form $Y_t = 0.0002 - 0.0377 Y_{t-1} + \varepsilon_t$, with $\sigma_t^2 = 0.0000 + 0.8830 \omega_{t-1}^2 + 0.0891 \varepsilon_{t-1}^2$. Similarly to the Monte Carlo simulations, we consider Spearman’s $\rho$ both alone and in combination with the asymmetry measure. It turns out that the detected dates are the same in both cases. This means that our procedure does not detect any more time-varying behavior in the asymmetry structure compared to the case, where only Spearman’s $\rho$ is
foreaseofexposition,wefocusonSpearman's $\rho$. In Table 5, we included stocks by industry. Table 6 shows the breakpoints for Spearman's $\rho$ and both Spearman's $\rho$ and the asymmetry measure. Table 3 presents the over- and underestimation frequencies of the amount of true change points $\hat{c} - \ell^0$ with $\alpha = 0.05$ and $T = 1500$, break fractions for one break: $z_1 = 0.15, 0.5, 0.85$, for two breaks: $z_1 = 0.4, z_2 = 0.6$, for three breaks: $z_1 = 0.3, z_2 = 0.5, z_3 = 0.7$.

$\text{Table 3.}$ Over- and underestimation frequencies of the amount of true change points $\hat{c} - \ell^0$ with $\alpha = 0.05$ and $T = 1500$, break fractions for one break: $z_1 = 0.15, 0.5, 0.85$, for two breaks: $z_1 = 0.4, z_2 = 0.6$, for three breaks: $z_1 = 0.3, z_2 = 0.5, z_3 = 0.7$.

| br | Factor copula | Clayton copula |
|----|---------------|---------------|
|    | 0             | 1             | 2             | 3             | 0             | 1             | 2             | 3             |
| $-3$ | BS             | 0.004         | 0.000         | 0.002         | 0.007         | 0.005         | 0.002         | 0.004         |
| $-2$ | WBS            | 0.001         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         |
| $-1$ | BS             | 0.15          | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         |
| 0   | BS             | 0.063         | 0.030         | 0.069         | 0.032         | 0.037         | 0.001         | 0.000         |
| 1   | BS             | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         |
| $-3$ | WBS            | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         |
| $-2$ | WBS            | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         |
| $-1$ | WBS            | 0.15          | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         |
| 0   | WBS            | 0.063         | 0.030         | 0.069         | 0.032         | 0.037         | 0.001         | 0.000         |
| 1   | WBS            | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         | 0.000         |

Considered. The $p$-values are the same in both cases, therefore, for ease of exposition, we focus on Spearman's $\rho$ in the following.

A significance level of $\alpha = 0.05$ is chosen with $B = 100$ bootstrap repetitions. For the WBS algorithm, 50 random intervals are used. Table 6 shows the change points found for all three procedures. All procedures find a change point at November 07, 2016 which closely coincides with the presidential election 2016 and the election of Donald Trump as 45th US President on the 8th of November 2016. The stock market not only in the United States but also in Europe reacted bullish after the election. The WBS algorithms additionally detect breaks at the beginning of the coronavirus pandemic in accordance with the lockdown of Wuhan in January 2020, while the break date February 20, 2020 coincides with a massive price drop of the EURO STOXX 50. Note, that the second change point candidate of the BS is similar to the one from WBS, namely January 23, 2020, with a $p$-value of 0.07. Both WBS algorithms also detect a break at September 21, 2020 which coincides with the second wave of the COVID-19 pandemic and the resulting implementation of new restrictions; for example September 20, 2020 and October 14, 2020 new restrictions were announced in the United Kingdom and France, respectively. The WBS$_{BS}$ algorithm additionally finds a break at April 06, 2018, which corresponds with a sell-off starting on Wall Street and spreading to Europe resulting in a price drop in assets at the beginning of February 2018.

The WBS algorithms find quite similar change points, while the BS algorithm only finds a single change point. To provide some intuition: After BS finds the first change point at the beginning of the dataset, a situation with two remaining changes (in the second subsample) emerge for which the binary segmentation either finds both changes or misses both, which is in line with the results of the Monte Carlo simulations for two underlying change points. Figure 1(b) and (c) show the
estimated values of Spearman’s $\rho$ between the changes revealing a dependence measure process similar to the data generating process of Section 3. Finally, the $p$-values of $WBS$ and $WBS_{BS}$ after the change points have been found are 0.39 and 0.22, respectively, suggesting we do not miss any further change point. For Spearman’s $\rho$, Figure 2 illustrates the test statistic of the binary ($BS$) and wild binary segmentation ($WBS_{BS}$) in the first step to find the first change point. $BS$ finds the first break at the end of 2016. Although the test statistic shows signs of a change at the end of 2020, it does not become very large. The test statistic for $WBS_{BS}$ announces a first change point at the beginning of 2020. However, also for the other change points the test statistic exceeds the critical value. Notice that $WBS_{BS}$ includes the test statistic of the binary segmentation.

5. Conclusion

Procedures for the detection of multiple change points for copula-based dependence measures have been analyzed. Focusing on the binary segmentation, consistency results for the amount as well as the location of change points are provided. Binary and wild binary segmentation are used to study change points in Spearman’s $\rho$ and an asymmetry measure covering the recent COVID-19 pandemic.

One interesting avenue for future research could be a more detailed investigation of the information criterion of Remark 2 to find a suitable penalty term leading to a more time efficient procedure for finding multiple change points. Moreover, checking for breaks in the marginals in conjunction with a segmentation algorithm to estimate the marginals between the detected changes, could be another interesting question.

Appendix A: Proofs

A.1. Proof of Proposition 1

Proof. Proposition 1 follows from Lemmas A.1 and A.2, in conjunction with the proof of Galeano and Wied (2017, Theorem 1).

Lemma A.1. For any given interval $[a, b] \subseteq [0, 1]$, 
\[
\sup_{z \in [a, b]} \left| \frac{\hat{M}(a, b; z)}{\sqrt{\lfloor bT \rfloor - \lfloor aT \rfloor}} - M(a, b; z) \right| = O_p(1/\sqrt{T}).
\]

Proof of Lemma A.1. Consider
\[
\frac{\hat{M}(a, b; z)}{\sqrt{\lfloor bT \rfloor - \lfloor aT \rfloor}} = \sum_{g = 1}^{G} \sum_{l = 1}^{H} \left( \frac{1}{\lfloor \frac{|\lfloor zT \rfloor - \lfloor aT \rfloor|}{T} \rfloor} \sum_{i \in \mathcal{V}_g} \sum_{j \leq \lfloor \frac{|\lfloor zT \rfloor - \lfloor aT \rfloor| + 1}{|\lfloor zT \rfloor - \lfloor aT \rfloor|} \rfloor_{i = 1}^{\lfloor \frac{|\lfloor zT \rfloor - \lfloor aT \rfloor| + 1}{|\lfloor zT \rfloor - \lfloor aT \rfloor|} \rfloor} - \hat{m}^{i, j}_{H} \right)^2.
\]
fix an arbitrary pair \(i,j \in G_k\), \(1 \leq i < j \leq n\), for some \(g \in \{1, \ldots, G\}\). Next, choose some \(l \in \{1, \ldots, H\}\) and define for any given interval \([a, b] \subseteq [0, 1]\) the infeasible dependence measure

\[
\hat{m}_{i,j,l}^{[aT]+1:|bT|} = \frac{1}{|bT| - |aT|} \sum_{t = |aT| + 1}^{|bT|} h(U_{i,t}, U_{j,t}).
\]  

(A.1)

Note that, by the triangle inequality in conjunction with Assumptions C, one gets

\[
|\hat{m}_{i,j,l}^{[aT]+1:|bT|} - \tilde{m}_{i,j,l}^{[aT]+1:|bT|}| \
\leq \frac{c_0}{|bT| - |aT|} \sum_{t = |aT| + 1}^{|bT|} \sum_{k \in \{i,j\}} |\tilde{U}_{k,t}^{[aT]+1:|bT|} - U_{k,t}|,
\]

(A.2)

where

\[
\tilde{U}_k(t, a, b, \xi) = \tilde{F}(a, b, \xi'), \quad \xi' = (\infty, \ldots, \infty, \xi_1, \ldots, \infty)
\]

for \(i \in \{1, \ldots, n\}\), with \(\tilde{F}(a, b, x) = \sqrt{T} (\tilde{F}^{[aT]+1:|bT|} - F)(x)\) for \(x \in \mathbb{R}^n\) and \((a, b) \in \Delta\), with \(\Delta = \Delta_0, 1\), where \(\Delta_{a,b} = \{(a, \beta, \beta) \in [0, 1]^2 : 0 \leq a \leq b \leq 1\}\).

Now, by part (A.3) of Ass. A and Nasri and Rémillard (2019, Corollary 1), \(\max_{i,j} \sup \sum_{(a,b) \in \Delta(\tilde{F}(a, b, x)) = O_p(1)}\). Hence, by (A.2), \(\sup \sum_{(a,b) \in \Delta} |\hat{m}_{i,j,l}^{[aT]+1:|bT|} - \tilde{m}_{i,j,l}^{[aT]+1:|bT|}| = O_p(1/\sqrt{T})\). Next, assume, for brevity\(^{1}\), two \(\ell^0 = 2\) breakpoints \(0 = z_{0,0} < z_{0,1} < z_{0,2} < z_{0,3} = 1\) and \(H = 1\); that is, \(p = 1\). Then either 1

\[
a \leq z_{0,0} < z_{0,1} \leq b, \quad 2. \quad z_{0,2} \leq a < z_{0,1} \leq b.
\]

4. \(z_{0,1} \leq a < b \leq z_{0,2}, \quad 5. \quad z_{0,1} < b \leq z_{0,2}, \quad 6. \quad z_{0,0} < z_{0,1} \leq z_{0,2} \leq z_{0,3} \leq z \leq z_{0,3} = 1\), \(n = 2\), and \(H = 1\); that is, \(p = 1\). Then either 1.

\[
\int_0^\infty g(t) \, dt = \sum_{a \leq z_{0,0} < z_{0,1} \leq z} [1(a \leq z_{0,0} < z_{0,1} < z) + (z_{0,1} - z_{0,0}) g_0(y_0) + (z_{0,2} - z_{0,1}) g_2(y_2)]
\]

+ \([1(a \leq z_{0,1} < z \leq z_{0,2}) + (z_{0,2} - z_{0,1}) g_2(y_2) + (z - z_{0,2}) g_0(y_0)]\)

+ \([1(a \leq z_{0,1} < z \leq z_{0,2}) + (z_{0,2} - z_{0,1}) g_2(y_2) + (z - z_{0,2}) g_0(y_0)]\)

+ \([1(a \leq z_{0,1} < z \leq z_{0,2}) + (z_{0,2} - z_{0,1}) g_2(y_2) + (z - z_{0,2}) g_0(y_0)]\)

+ \([1(a \leq z_{0,1} < z \leq z_{0,2}) + (z_{0,2} - z_{0,1}) g_2(y_2) + (z - z_{0,2}) g_0(y_0)]\)

+ \([1(a \leq z_{0,1} < z \leq z_{0,2}) + (z_{0,2} - z_{0,1}) g_2(y_2) + (z - z_{0,2}) g_0(y_0)]\)

+ \([1(a \leq z_{0,1} < z \leq z_{0,2}) + (z_{0,2} - z_{0,1}) g_2(y_2) + (z - z_{0,2}) g_0(y_0)]\)

\]

(A.3)

Now, consider

\[
\hat{m}_{i,j,l}^{[aT]+1:|bT|} - \tilde{m}_{i,j,l}^{[aT]+1:|bT|} = \sum_{t = |aT| + 1}^{|bT|} \sum_{k \in \{i,j\}} \tilde{U}_{k,t}^{[aT]+1:|bT|} - U_{k,t}.
\]

Next, introduce the infeasible sequential empirical copula process

\[
\hat{h}_{i,j,l}(a, b, u, v) = \frac{1}{\sqrt{|bT| - |aT|}} \sum_{t = |aT| + 1}^{|bT|} (1(U_{i,t} \leq a, U_{j,t} \leq v) - C_{i,j,l}(u, v)).
\]

By part (A1) of Ass. A, one has \(C_{i,j,l} = C_{i,j,k}\) for all \(|aT| \leq t \leq |bT|\) and thus \(\hat{h}_{i,j,l}(a, b, u, v) = \hat{h}_{i,j,k}(a, b, u, v)\) for any \((a, b) \in \Delta_{a,b}, (a, b) \leq (z_{k,0}, z_{k,1})\), \(k \in \{0, 1, 2\}\), and \(m_{i,j,l} = \gamma_{k} = \gamma_{0} = \int_{[0,1]^2} h(u, v) \, dC_{i,j,k}(u, v)\). Moreover, by Fermanian, Radulovic, and Wegkamp (2004, Theorem 6), one gets

\[
\sqrt{T} (\hat{m}_{i,j,l}^{[aT]+1:|bT|} - m_{i,j,k}) = \int_{[0,1]^2} \hat{h}_{i,j,k}(a, b, u, v) \, dB(u, v) + O(1/\sqrt{T}).
\]

Since, by Ass. D, \(\tilde{C}_{i,j,k}\) converges weakly for any \(k \in \{0, 1, \ldots, \ell\}\) \(\Delta_{a,b} \times \{0, 1\}^2\) to a tight Gaussian process [see also Bürcher and Kojadinovic (2016)], the claim follows.

Lemma A.2. Define \(\hat{z}_{a,b} = \arg \max_{z \in [a,b]} \hat{M}(a, b; z)\). For any \(a, b \subseteq [0, 1]\), the change point estimator \(\hat{z}_{a,b}\) is consistent for the dominating change point in \([a, b]\) defined as \(z_{a,b} := \arg \max_{z \in [a,b]} M(a, b; z)\).

A.2. Proof of Proposition 2

Proof. The proof follows from part Lemma B.1 and part (1) of Lemma B.2.

Lemma B.1. If there is no break in \(z_{k,0}, z_{k,1}, \ldots, z_{k,\ell}\), \(k \in \{0, 1, \ldots, \ell\}\), then

\[
\max_{k \in \{0, 1, \ldots, \ell\}} \sup_{z \in [z_{k,0}, z_{k,1}]} \hat{M}(z) = \max_{k \in \{0, 1, \ldots, \ell\}} \sup_{z \in [z_{k,0}, z_{k,1}]} M(z).
\]

Proof of Lemma B.1. Set \(\hat{M}(z) := \hat{M}(z_{k,0}, z_{k,1})\). Now, for some \(k \in \{0, 1, \ldots, \ell\}, l \in \{1, \ldots, H\}\), \(g \in \{1, \ldots, G\}\), and any pair \(i, j \in G_g\), \(i \neq j\), one has

\[
\hat{m}_{i,j,l}^{[aT]+1:|bT|} - m_{i,j,l}^{[aT]+1:|bT|} = \int_{[0,1]^2} (\hat{C}_{i,j,l}^{[aT]+1:|bT|} - C_{i,j,l}^{[aT]+1:|bT|}) u, v \, dW(u, v) + O_p(1/T),
\]

(A.5)

using Fermanian, Radulovic, and Wegkamp (2004); see also Berghaus, Bürcher, and Volgushev (2017). Moreover, consider

\footnote{The following can be readily extended to \(\ell^0 > 2\): Similar to the case with \(\ell^0 = 2\) breakpoints, one has to distinguish between \(\ell^0 + 1 + \ell^0(\ell^0 + 1)/2\) cases; that is, \(\ell^0 + 1\) cases with no breaks located within \([a, z]\) and \(\ell^0(\ell^0 + 1)/2\) cases with at least one break located within \([a, z]\).}
\[
\begin{align*}
\hat{D}_k(z, u) &= \frac{|z_T| - |z^0_T|}{\sqrt{|z^0_k - z^0_T|}} (\hat{C}_{k,T} |z_T| + \hat{C}_{k,T}^0 |z^0_T|)(u), \\
\hat{C}_k(z, u) &= \frac{1}{|z^0_k - z^0_T|} \left( 1 \left( \frac{|z^0_T|}{|z^0_k - z^0_T|} \right) \leq u - C_{k+1}(u) \right), \\
\hat{M}_k(z) &= \hat{M}_k^0(z) + \hat{M}_k^1(z|z_T|).
\end{align*}
\]

where
\[
\hat{C}_k(z, u) = \frac{1}{|z^0_k - z^0_T|} \left( \frac{|z^0_T|}{|z^0_k - z^0_T|} \right) \leq u - C_{k+1}(u)
\]

for \( z \in [z^0_k, z^0_{k+1}] \). We can deduce from Bücher and Kojadinovic (2016) and Nasri, Rémillard, and Bahraoui (2022) in conjunction with the continuous mapping theorem, that \( \hat{C}_k \to C_k \) in \( \mathbb{F}(\infty [z^0_k, z^0_{k+1}] \times [0, 1]^n) \). Hence, \( \hat{D}_k \to D_k \) in \( \mathbb{F}(\infty [z^0_k, z^0_{k+1}] \times [0, 1]^n) \), where \( \hat{D}_k(z, u) = C_k(z, u) - \varphi_k(z) C_k(z_{k+1}, u) \). Therefore,
\[
\begin{align*}
\frac{|z^0_T|}{|z^0_k - z^0_T|} - \frac{|z^0_T|}{|z^0_k - z^0_T|} \\
&\sim \int_{[0,1]^2} D_{k,l} dz \, dh(z, v).
\end{align*}
\]

so that \( \sup z \in [z^0_k, z^0_{k+1}] \hat{M}_k(z) \to \sup z \in [z^0_k, z^0_{k+1}] M_k(z) \). Since \( \{M_k(z)\}_{k=0}^\infty \) are independent and Gaussian, the claim follows by the continuous mapping theorem.

\section*{Lemma B.2}

(1) If there is no break in \([z^0_k, z^0_{k+1}]\) for all \( k \in \{0, 1, \ldots, l\} \), then
\[
\max_{0 \leq k \leq l} \sup \hat{M}_k(z^0_k, z^0_{k+1}) = O_p(1/\sqrt{T}).
\]

(2) If there is at least one break in \([z^0_k, z^0_{k+1}]\) for at least one \( k \in \{0, 1, \ldots, l\} \), then
\[
\max_{0 \leq k \leq l} \sup \hat{M}_k(z^0_k, z^0_{k+1}) = O_p(1).
\]

\section*{Proof of Lemma B.2.} We assume, w.l.o.g., that \( \ell^0 = 1 \); that is, \( 0 = z^0_0 < z^0_1 = 1 \). Let \( \hat{M}_k(z) := \hat{M}_0(0, z^0_k, z) \), \( \hat{M}_k(z) := \hat{M}_0(0, z^0_1, z) \) and define
\[
Z_1(z) := \sup_{z \in [0, z^0_1]} \hat{M}_k(z) - \sup_{z \in [z^0_1, z^0_2]} \hat{M}_k(z), \quad z \in [0, z^0_2].
\]

Next, define \( D_T := \{ z : z \in [0, 1], |z - z_1| \leq c_0/T \} \) for some \( c_0 \in (0, \infty) \) and note that for any \( \delta > 0 \) and \( \epsilon > 0 \)
\[
P(|Z_1(z)| > \delta) \leq P(\hat{Z}_1 \notin D_T) + P(|Z_1(z)| > \delta) \cap \{ \hat{Z}_1 \in D_T \}
\]
\[
\leq \epsilon + P \left( \sup_{\xi \in D_T} |Z_1(z)| > \delta \right).
\]

Hence, it suffices to show that \( |Z_1(\xi)| = O_p(1) \) uniformly in \( \xi \in D_T \). To see this, note that
\[
\sup_{z \in [0, z^0_1]} \hat{M}_k(z) - \sup_{z \in [z^0_1, \xi]} \hat{M}_k(z) \leq \sup_{z \in [0, \xi]} \hat{M}_k(z) - \hat{M}_k(z) + \sup_{z \in [0, \xi]} \hat{M}_k(z)
\]

\section*{A.3. Proof of Proposition 3}

The proof follows from Lemma B.2 using the same arguments used in the proof of Galeano and Wied (2017, Theorem 3).

\section*{Supplementary Materials}

Matlab codes to all simulation results are available in the supplementary materials.
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