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Abstract
When solving a large number of problems in the study of complex systems, it becomes necessary to establish a relationship between a variable that sets the level of efficiency of the system’s functioning and a set of other variables that determine the state of the system or the conditions of its operation. To solve this problem, the methods of regression analysis are traditionally used, the application of which in many real situations turns out to be impossible due to the lack of the possibility of direct measurement of the explained variable. However, if the totality of the results of the experiments performed can be ranked, for example, in descending order, thus forming a system of inequalities, the problem can be presented in such a way as to determine the coefficients of the regression equation in accordance with the following requirement. It is necessary that the results of calculating the explained variable using the resulting regression equation satisfy the formed system of inequalities. This task is called the comparator identification task.

The paper proposes a method for solving the problem of comparator identification in conditions of fuzzy initial data. A mathematical model is introduced to describe the membership functions of fuzzy parameters of the problem based on functions \((L-R)\)-type.

The problem is reduced to a system of linear algebraic equations with fuzzy variables.

The analytical relationships required for the formation of a quality criterion for solving the problem of comparator identification in conditions of fuzzy initial data are obtained. As a result, a criterion for the effectiveness of the solution is proposed, based on the calculation of membership functions of the results of experiments, and the transformation of the problem to a standard problem of linear programming is shown. The desired result is achieved by solving a quadratic mathematical programming problem with a linear constraint. The proposed method is generalized to the case when the fuzzy initial data are given bifuzzy.
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1. Introduction
In the process of studying complex systems of various natures, it becomes necessary to build a mathematical model in the form of a regression equation. Such equations set the level of efficiency of the system operation depending on the variables that determine the state of the system or the conditions of its operation. Traditionally, the method of least squares is used to calculate the coefficients of the regression model, and the task may be to determine the coefficients of the regression equation in such a way that the results of calculating the explained variable using the resulting regression equation satisfy the formed system of inequalities. This task is called the comparator identification task.

The problem of comparator identification is a special, non-template version of regression analysis [1, 2], which arises in the following case. Let’s suppose that as a result of a series of experiments in \(j\)-th of them, a set of values of factors (explanatory variables) \(F_j, F_{j2}, ..., F_{jm}\) is obtained influencing the outcome of the experiment, and the value of the explained variable in this experiment – \(y_j, j = 1, 2, ..., n\). The resulting array of initial data is jointly processed in order to find a set of unknown coefficients \(x_0, x_1, ..., x_m\) that define the regression equation:
determining the dependence of the explained variable on the explanatory ones. The required set $X=(x_0, x_1, \ldots, x_m)$ is found by the least squares method using the formula:

$$X = (H^T H)^{-1} H^T Y,$$

where

$$H = \begin{pmatrix} 1 & F_{11} & F_{12} & \cdots & F_{1m} \\ 1 & F_{21} & F_{22} & \cdots & F_{2m} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & F_{n1} & F_{n2} & \cdots & F_{nm} \end{pmatrix}, \quad X = \begin{pmatrix} x_0 \\ x_1 \\ \vdots \\ x_m \end{pmatrix}, \quad Y = \begin{pmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{pmatrix}. \tag{2}$$

Here $F_{ji}$ – value of the $i$-th factor in the $j$-th experiment.

Let now, for some reason, the value of the explained variable in each experiment can’t be determined, but they can be ranked, for example, in ascending order. Then (after renumbering) let’s obtain a chain of inequalities:

$$y_1 < y_2 \ldots < y_n. \tag{3}$$

Now the task is to find the vector $X$, which, taking into account (1), ensures the fulfillment of inequalities (3). The problem formulated in this way is called the comparator identification problem [3]. The following method for solving this problem is known [4–8]. Using (3), taking into account (1), let’s form the following system of inequalities:

$$y_{1} - y_{2} = x_{1}(F_{11} - F_{21}) + x_{2}(F_{12} - F_{22}) + \ldots + x_{m}(F_{1m} - F_{2m}) < 0,$$

$$y_{2} - y_{3} = x_{1}(F_{21} - F_{31}) + x_{2}(F_{22} - F_{32}) + \ldots + x_{m}(F_{2m} - F_{3m}) < 0,$$

$$\vdots$$

$$y_{n-1} - y_{n} = x_{1}(F_{n-1,1} - F_{n1}) + x_{2}(F_{n-1,2} - F_{n2}) + \ldots + x_{m}(F_{n-1,m} - F_{nm}) < 0.$$

System of inequalities (4) by adding positive $x_{m+1}, x_{m+2}, \ldots, x_{m+n-1}$ is transformed to the system of equalities:

$$\sum_{i=1}^{m} x_{j}F_{ji} + x_{m+j} = 0, \quad j = 1,2,\ldots,n-1,$$

$$x_i \geq 0, \quad x_{m+j} > 0, \tag{5}$$

$$r_{ji} = F_{ji} - F_{j+1,i}, \quad i = 1,2,\ldots,m, \quad j = 1,2,\ldots,n-1.$$

The problem is to find a set of variables $x_0, x_1, \ldots, x_m, x_{m+1}, x_{m+2}, \ldots, x_{m+n-1}$, satisfying equations (5). In order to eliminate the trivial zero solution to the problem ($x_{i} = 0$, $i = 1, 2, \ldots, m+n-1$), let’s add one more constraint:

$$\sum_{i=1}^{m} x_{i} + \sum_{j=1}^{n-1} x_{m+j} = 1. \tag{6}$$

The resulting system of linear algebraic equations (5), (6) is redefined and, possibly, inconsistent. Therefore, a natural approach to solving it is to minimize the quadratic form:

$$L(X) = \sum_{j=1}^{w-1} \left( \sum_{i=1}^{m} x_{j}F_{ji} + x_{m+j} \right)^{2}. \tag{7}$$

Taking into account the constraint (6).

Let’s solve the formulated problem of mathematical programming by the method of indefinite Lagrange multipliers. The Lagrange function has the form.
\[ \Phi(X) = \left( \sum_{j=1}^{m} \left( \sum_{i=1}^{n} x_{ij} \right) + x_{m+j} \right)^{2} - \lambda \left( \sum_{i=1}^{m} x_{ij} + \sum_{j=1}^{n} x_{m+j} - 1 \right). \]  \tag{8}

So,

\[ \frac{d\Phi(X)}{dx_k} = 2 \sum_{j=1}^{n-1} \sum_{i=1}^{m} x_{ij} r_{jk} - \lambda = 2 \left( \sum_{i=1}^{m} \sum_{j=1}^{n-1} r_{ij} r_{jk} + \sum_{j=1}^{n-1} x_{m+j} \cdot r_{jk} \right) - \lambda = 2 \sum_{i=1}^{m} c_{ik} + 2 \sum_{j=1}^{n-1} x_{m+j} \cdot r_{jk} - \lambda = 0, \]

and

\[ c_{ki} = \sum_{j=1}^{n-1} r_{ij} \cdot r_{jk}, \quad k = 1, 2, ..., m. \]

Hence,

\[ \sum_{i=1}^{m} c_{ki} + \sum_{j=1}^{n-1} x_{m+j} \cdot r_{jk} = \frac{\lambda}{2}, \quad k = 1, 2, ..., m. \]  \tag{9}

Further,

\[ \frac{d\Phi}{dx_{m+j}} = 2 \left( \sum_{i=1}^{m} x_{ij} r_{ij} + x_{m+j} \right) - \lambda = 0, \]

and

\[ \sum_{i=1}^{m} x_{ij} r_{ij} + x_{m+j} = \frac{\lambda}{2} - \frac{\lambda}{2}, \quad j = 1, 2, ..., n - 1. \]  \tag{10}

Relations (9) and (10) form a system of linear algebraic equations containing \( m+n-1 \) equations and the same number of unknowns. Let’s introduce the matrix \( M \) of coefficients in front of the unknowns, the vector column of unknowns \( X^T = (x_1, x_m, x_{m+1}, ..., x_{m+n-1}) \), as well as the column of free terms \( \Lambda^T = \frac{1}{2}(\lambda, \lambda, ..., \lambda) \), \( \text{dim} \Lambda = (n-1) \times 1 \). Then the control system (9), (10) in matrix form has the form:

\[ MX = \Lambda. \]

Hence,

\[ X = M^{-1} \Lambda. \]  \tag{11}

Using (9) and (10), let’s consider the structure of the matrix \( M \).

\[
M = \begin{pmatrix}
c_{11} & c_{12} & ... & c_{1m} & r_{11} & r_{21} & ... & r_{n-1,1} \\
c_{21} & c_{22} & ... & c_{2m} & r_{12} & r_{22} & ... & r_{n-1,2} \\
... & ... & ... & ... & ... & ... & ... & ... \\
c_{m1} & c_{m2} & ... & c_{mn} & r_{1m} & r_{2m} & ... & r_{n-1,m} \\
- & - & - & - & - & - & - & - \\
r_{11} & r_{12} & ... & r_{1m} & 1 & 0 & ... & 0 \\
r_{21} & r_{22} & ... & r_{2m} & 0 & 1 & ... & 0 \\
... & ... & ... & ... & ... & ... & ... & ... \\
r_{n-1,1} & r_{n-1,2} & ... & r_{n-1,m} & 0 & 0 & ... & 1 \\
\end{pmatrix}
\]

\[ \text{dim} C = m \times m, \quad \text{dim} R = m \times (n-1), \quad \text{dim} I = (n-1) \times (n-1), \quad \text{dim} M = (m+n-1) \times (m+n-1) = Q \times Q. \]
The block character of the matrix $M$ allows to use the Frobenius formula [9]:

$$M^{-1} = \begin{pmatrix} M_1 & M_2 \\ M_3 & M_4 \end{pmatrix}^{-1} = \begin{pmatrix} M_1^{-1} + M_1^{-1}M_2H^{-1}M_3M_1^{-1} & -M_1^{-1}M_2H^{-1} \\ -H^{-1}M_3M_1^{-1} & H^{-1} \end{pmatrix},$$

$$H = M_4 - M_3M_1^{-1}M_2.$$

Let’s rewrite this formula taking into account that:

$$M_1 = C, \quad M_2 = R, \quad M_3 = R^T, \quad M_4 = I.$$

Thus let’s obtain:

$$M^{-1} = \begin{pmatrix} C & R \\ R^T & I \end{pmatrix}^{-1} = \begin{pmatrix} C^{-1} + C^{-1}RH^{-1}R^TC^{-1} & -C^{-1}RH^{-1} \\ -H^{-1}R^TC^{-1} & H^{-1} \end{pmatrix} = \begin{pmatrix} m_{11} & m_{12} & \ldots & m_{1q} & \ldots & m_{1Q} \\ m_{21} & m_{22} & \ldots & m_{2q} & \ldots & m_{2Q} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ m_{q1} & m_{q2} & \ldots & m_{qq} & \ldots & m_{qQ} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ m_{Q1} & m_{Q2} & \ldots & m_{Qq} & \ldots & m_{QQ} \end{pmatrix},$$

$$H = I - R^TA^{-1}R.$$

Since the dimensions of the matrices $C$ and are less than the dimension of the matrix $M$, the block inversion of the matrix $M$ simplifies the procedure for obtaining a set of dependences of the values of the variables $x_q$ on $\lambda, q=1,2,\ldots, Q, Q=m+n-1$.

Then from (11):

$$X = \begin{pmatrix} x_0 \\ x_1 \\ \vdots \\ x_Q \end{pmatrix} = \begin{pmatrix} m_{11} & m_{12} & \ldots & m_{1q} & \ldots & m_{1Q} \\ m_{21} & m_{22} & \ldots & m_{2q} & \ldots & m_{2Q} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ m_{q1} & m_{q2} & \ldots & m_{qq} & \ldots & m_{qQ} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ m_{Q1} & m_{Q2} & \ldots & m_{Qq} & \ldots & m_{QQ} \end{pmatrix} \begin{pmatrix} \lambda \\ \lambda \\ \vdots \\ \lambda \end{pmatrix} = \begin{pmatrix} m_{11} & m_{12} & \ldots & m_{1q} & \ldots & m_{1Q} \\ m_{21} & m_{22} & \ldots & m_{2q} & \ldots & m_{2Q} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ m_{q1} & m_{q2} & \ldots & m_{qq} & \ldots & m_{qQ} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ m_{Q1} & m_{Q2} & \ldots & m_{Qq} & \ldots & m_{QQ} \end{pmatrix} \begin{pmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{pmatrix}.$$

Hence,

$$x_s = \frac{\lambda}{2} \sum_{q=1}^{Q} m_{sq}, \quad s = 1,2,\ldots,Q.$$

Now, using (6), let’s find the value $\lambda$:

$$\sum_{s=1}^{Q} x_s = \frac{\lambda}{2} \sum_{s=1}^{Q} \sum_{q=1}^{Q} m_{sq} = 1.$$

Hence,

$$\frac{\lambda}{2} = \frac{1}{\sum_{s=1}^{Q} \sum_{q=1}^{Q} m_{sq}}.$$
Then

\[ x_s = \frac{\sum_{q=1}^{Q} m_{sq}}{\sum_{s=1}^{Q} \sum_{q=1}^{Q} m_{sq}}, \quad s = 1, 2, ..., Q. \]

The solution to the problem is obtained. However, it should be noted that the problem of comparator identification becomes much more complicated if its initial data are not accurate. Let, for example, the values of factors in a series of experiments are described unclearly [10]. In this case, let’s assume that on the basis of all available information, membership functions of the corresponding fuzzy numbers can be constructed. It is clear that the method described above for solving the standard problem of comparator identification under these conditions can’t be used. The indistinctness of the initial data gives rise to the indistinctness of the result. Based on this, it should be recognized that the research is relevant, the results of which allow to solve this problem.

The paper proposes a method for solving the problem of comparator identification in conditions of fuzzy initial data. A mathematical model is introduced to describe the membership functions of fuzzy parameters of the problem based on functions \( (L–R) \)-type. The problem is reduced to a system of linear algebraic equations with fuzzy variables.

The desired result is achieved by solving a quadratic mathematical programming problem with a linear constraint. The proposed method is generalized to the case when the fuzzy initial data are given bifuzzy.

2. The aim and objectives of research

The aim of research is to develop a method for solving the problem of comparator identification with indistinctly specified initial data.

To achieve the aim, the following objectives must be solved:
1. Formulate the correct formulation of the comparator identification problem under conditions when the uncertainty of the initial data is described in terms of fuzzy mathematics.
2. Justify the quality criterion for solving the comparator identification problem with fuzzy initial data.
3. Develop a procedure for solving the problem of comparator identification when choosing fuzzy numbers \( (L–R) \)-type as input data.

3. Results of developing a method for solving the problem

3.1. Problem statement

Let a series of experiments be carried out, in each of which the values of influencing factors are fuzzy numbers with known membership functions \( \mu(F_{ji}), j=1, 2, ..., n, i=1, 2, ..., m \). Let, in addition, the unknown values of the explained variable can be ranged, as a result of which a system of inequalities (3) is obtained. It is required to find a vector \( X \) that provides the calculation of a set of values of the explained variable, which satisfies (3) and optimizes the selected criterion.

Let’s consider the following scheme for solving the problem of comparator identification. First, let’s choose the type of analytical description of the membership functions of fuzzy initial data. Then let’s construct a mathematical model of the problem, on the basis of which let’s formulate a naturally interpreted and easily computable criterion for the quality of the solution to the identification problem. At the end of the solution, let’s develop a method for optimizing the selected criterion.

3.2. Justification of the quality criterion for solving the problem of comparator identification with fuzzy initial data

In the practice of solving various problems of fuzzy mathematics, an extensive set of types of membership functions of fuzzy numbers is used, for example, triangular, trapezoidal, Gaussian and many others. At the same time, recently more and more often the method of constructing
membership functions is used, based on the approximation of known types of membership functions by so-called functions \((L–R)\)-type. The attractiveness of using membership functions \((L–R)\)-type is explained by two important properties. First, these functions are easily and conveniently defined by a fixed set of values of numeric parameters. Secondly, in relation to numbers with a membership function \((L–R)\)-type, a strict system of rules for performing algebraic operations has been developed [11]. To implement these rules, it is necessary and sufficient to know the values of the sets of numerical values of the parameters of the membership functions of fuzzy numbers – the operands. At the same time, in most practical problems, it is acceptable to use three-parameter membership functions \((L–R)\) – of the type, having the form:

\[
\mu(x) = \begin{cases} 
0, & x < m - \alpha, \\
L\left(\frac{m - x}{\alpha}\right), & m - \alpha \leq x < m, \\
R\left(\frac{x - m}{\beta}\right), & m \leq x \leq m + \beta, \\
0, & x > m + \beta.
\end{cases}
\] (12)

Here \(m\) – modal value of the fuzzy number \(x\), \(\alpha\) – left fuzzy factor of the number \(x\), \(\beta\) – right fuzzy factor of the number \(x\).

Functions \(L((m-x)/\alpha)\) and \(R((x-m)/\beta)\) are arbitrary monotone functions for which:

\[
L: \mathbb{R} \to [0; 1], \quad R: \mathbb{R} \to [0; 1], \quad L(0) = R(0) = 1.
\]

In what follows, using the generally accepted notation, to describe three-parameter fuzzy numbers \((L–R)\)-type, instead of the cumbersome relation (12), let’s use a much shorter symbolism:

\[y = <m, \alpha, \beta>.
\]

3. 3. The procedure for solving the problem of comparator identification when choosing fuzzy numbers \((L–R)\)-type as input data

In accordance with the proposed general scheme for solving the problem of comparator identification, let’s introduce a regression model (1) and a system of inequalities (4). However, unlike the previous one, all components in (4) are fuzzy numbers. Therefore, all the differences \(y_j - y_{j+1}, j = 1, 2, \ldots, n-1\), are also fuzzy. Let’s introduce a set of variables \(\xi_j = y_j - y_{j+1}, j = 1, 2, \ldots, n-1\), and in accordance with the rules for performing arithmetic operations on fuzzy numbers of the \((L–R)\)-type [11], let’s calculate the membership functions of fuzzy numbers \(\xi_j, j = 1, 2, \ldots, n-1\). Let’s write down the corresponding summary of the rules for performing binary operations. Let’s introduce a pair of fuzzy numbers:

\[F_1 = <m_1, \alpha_1, \beta_1> \quad \text{and} \quad F_2 = <m_2, \alpha_2, \beta_2>.
\] (13)

Then, when adding, let’s obtain:

\[Z = F_1 + F_2 = <m_Z, \alpha_Z, \beta_Z>,
\]

\[m_Z = m_1 + m_2, \quad \alpha_Z = \alpha_1 + \alpha_2, \quad \beta_Z = \beta_1 + \beta_2;
\]

subtracting let’s obtain:

\[Z = F_1 - F_2 = <m_Z, \alpha_Z, \beta_Z>,
\]

\[m_Z = m_1 - m_2, \quad \alpha_Z = \alpha_1 + \beta_2, \quad \beta_Z = \beta_1 + \alpha_2;
\]
multiplying let’s obtain:

\[ Z = F_1 \cdot F_2 = \langle m_Z, \alpha_Z, \beta_Z \rangle, \quad (14) \]

\[ m_Z = m_1 \cdot m_2, \quad \alpha_Z = m_1 \cdot \alpha_2 + m_2 \cdot \alpha_1 - \alpha_2, \quad \beta_Z = m_1 \cdot \beta_2 + m_2 \cdot \beta_1 + \beta_2, \]

dividing let’s obtain:

\[ Z = F_1 \cdot F_2 = \langle m_Z, \alpha_Z, \beta_Z \rangle, \quad (15) \]

\[ m_Z = \frac{m_1}{m_2}, \quad \alpha_Z = \frac{m_2 \cdot \alpha_1 + m_1 \cdot \beta_2}{m_2 + \beta_2}, \quad \beta_Z = \frac{m_1 \cdot \alpha_2 + m_2 \cdot \beta_1}{m_2 - \alpha_2}. \]

Then

\[ \xi_j = y_j - y_{j+1} = x_i (F_{j1} - F_{j+1,1}) + x_2 (F_{j2} - F_{j+1,2}) + \ldots + x_m (F_{j1,m} - F_{j+1,m}). \]

Because

\[ F_{ji} = \langle m_{ji}, \alpha_{ji}, \beta_{ji} \rangle, \quad F_{j+1,i} = \langle m_{j+1,i}, \alpha_{j+1,i}, \beta_{j+1,i} \rangle, \]

then

\[ F_{ji} - F_{j+1,i} = r_{ji} = \langle m_{rj}, \alpha_{rj}, \beta_{rj} \rangle, \]

\[ m_{rj} = m_{ji} - m_{j+1,i}, \quad \alpha_{rj} = \alpha_{ji} + \beta_{j+1,i}, \quad \beta_{rj} = \beta_{ji} + \alpha_{j+1,i}, \]

\[ j = 1, 2, \ldots, n-1, \quad i = 1, 2, \ldots, m. \]

From relation (14), which determines the result before multiplying two fuzzy numbers, let’s obtain formulas for the result of multiplying a fuzzy number by a crisp number.

Let’s write a crisp number \( x_i \) using the notation used for describing fuzzy numbers (L–R)-type: \( x_i = \langle x_i, 0, 0 \rangle \). Then the fuzzy result of multiplying the crisp number \( x_i \) by the fuzzy number \( r_{ji} \) will be:

\[ x_i r_{ji} = \Delta_{ji} = \langle m_{\Delta_j}, \alpha_{\Delta_j}, \beta_{\Delta_j} \rangle. \]

Then

\[ \xi_j = \sum_{j=1}^{m} x_{rji} = \langle m_{\xi_j}, \alpha_{\xi_j}, \beta_{\xi_j} \rangle, \quad (15) \]

\[ m_{\xi_j} = \sum_{i=1}^{m} x_i r_{ji}, \quad \alpha_{\xi_j} = \sum_{j=1}^{m} x_i (\alpha_{ji} + \beta_{j+1,i}), \quad \beta_{\xi_j} = \sum_{i=1}^{m} x_i (\beta_{ji} + \alpha_{j+1,i}). \]

So,

\[ \xi_j = \sum_{j=1}^{n-1} \xi_j = \sum_{j=1}^{n-1} \sum_{j=1}^{m} x_{rji} = \langle m_{\xi_j}, \alpha_{\xi_j}, \beta_{\xi_j} \rangle, \quad (16) \]

\[ m_{\xi_j} = \sum_{j=1}^{n-1} m_{\xi_j}, \quad \alpha_{\xi_j} = \sum_{j=1}^{n-1} \alpha_{\xi_j} = \sum_{j=1}^{n-1} \sum_{j=1}^{m} x_i (\alpha_{ji} + \beta_{j+1,i}), \quad \beta_{\xi_j} = \sum_{j=1}^{n-1} \beta_{\xi_j} = \sum_{j=1}^{n-1} \sum_{j=1}^{m} x_i (\beta_{ji} + \alpha_{j+1,i}). \quad (17) \]
All analytical relationships required for the formation of a quality criterion for solving the problem of comparator identification in conditions of fuzzy initial data are obtained. The required set \((x_1, x_2, \ldots, x_m)\), satisfying the normalization condition (6), should be chosen so that all fuzzy numbers \(\xi_j, j=1, 2, \ldots, n-1\), are non-positive.

It is clear that the requirement of non-positiveness of the fuzzy numbers \(\xi_j, j=1, 2, \ldots, n-1\), can’t be met if the fuzzy numbers \(F_{ji}\) specifying the values of \(\xi_j\) are defined on an infinite carrier. However, if these fuzzy numbers are given on a compact medium, then the problem can be solved. Let, for example, fuzzy numbers \(F_{ji}\) have a triangular membership function:

\[
\mu_{F_{ji}}(x) = \begin{cases} 
0, & F_{ji} < m_{ji} - \alpha_{ji}, \\
\frac{F_{ji} - (m_{ji} - \alpha_{ji})}{\alpha_{ji}}, & m_{ji} - \alpha_{ji} \leq F_{ji} < m_{ji}, \\
\frac{(m_{ji} + \beta_{ji}) - F_{ji}}{\beta_{ji}}, & m_{ji} \leq F_{ji} < m_{ji} + \beta_{ji}, \\
0, & F_{ji} > m_{ji} + \beta_{ji}.
\end{cases}
\]

In this case, the maximum value of the fuzzy number \(F_{ji}\) is equal to \(m_{ji} + \beta_{ji}\), and the maximum value of the number \(F_{ji} - F_{j+1}\) is equal to \(m_{ji} - m_{ji+1} + \beta_{ji} + \alpha_{ji+1} - \alpha_{ji}\).

Then the maximum possible value \(\xi_j\) on the set \((x_1, x_2, \ldots, x_m)\) is determined by the relation:

\[
\xi_{j_{\text{max}}} = \max \sum_{i=1}^{m} x_i \left( m_{ji} - m_{j+1,i} + \beta_{ji} + \alpha_{j+1,i} \right).
\] (18)

In this case, the problem can be formulated as follows: find a set \((x_1, x_2, \ldots, x_m)\) that satisfies the system of equations:

\[
\sum_{i=1}^{m} x_i \left( m_{ji} - m_{j+1,i} + \beta_{ji} + \alpha_{j+1,i} \right) + x_{m+j} = 0,
\] (19)

\[
\sum_{i=1}^{m} x_i = 1,
\] (20)

\[
x_i \geq 0, \quad x_{m+j} \geq 0, \quad j = 1, 2, \ldots, n-1, \quad i = 1, 2, \ldots, m.
\] (21)

Simultaneous fulfillment of conditions (19), (21) ensures the non-positiveness of \(\xi_j\), \(j=1, 2, \ldots, n-1\). In the system of equations (19)–(21), the number of unknowns exceeds the number of equations. Therefore, as before, it is advisable to go over to the problem of minimizing a quadratic form.

In some cases, in accordance with the meaning of the identification problem, it is required that the inequalities \(\xi_j < 0, j=1, 2, \ldots, n-1\) are satisfied as convincingly as possible. Then the condition for maximizing the linear form can be added to (19)–(21):

\[
L(x) = \sum_{i=1}^{n-1} x_{m+i}.
\] (22)

In this case, problem (19)–(22) is transformed to a standard linear programming problem. Its solution is the desired solution to the comparator identification problem under conditions of fuzzy input data.

Practice shows that uncertainty models formed using standard fuzzy mathematics tools make it possible to obtain an acceptable solution to a larger number of emerging problems. However, in many real-life situations, the nature of uncertainty is more complex than usual. In particular, this situation arises when trying to describe the uncertainty of demand with a fuzzy number with a triangular membership function. It turns out that the values of the lower and upper boundaries of the...
uncertainty interval, as well as the modal value of this fuzzy number, based on the results of statistical processing of the initial data, can’t be determined accurately. It seems natural to consider these values fuzzy. For a correct description of uncertainty in this case, it is advisable to use fuzzy numbers, the parameters of the membership functions of which are also fuzzy. The numbers obtained in this case were introduced by L. Zadeh in [10] and were called fuzzy numbers of type 2 (or fuzzy numbers of the second order, or bifuzzy numbers). Correct rules for performing arithmetic operations on second-order fuzzy numbers naturally generalize the rules proposed in [11]. Let’s present those of them that will be used in the future for calculating the bi-fuzzy analogue of the objective function (19) in the problem of comparator identification. Let’s introduce a pair of bifuzzy numbers $F_1$ and $F_2$ equal to:

$F_1 = < m_1, \alpha_1, \beta_1 >, \quad F_2 = < m_2, \alpha_2, \beta_2 >,$

$m_1 = < m_{11}, \alpha_{11}, \beta_{11} >, \quad \alpha_1 = < m_{12}, \alpha_{12}, \beta_{12} >, \quad \beta_1 = < m_{13}, \alpha_{13}, \beta_{13} >,$

$m_2 = < m_{21}, \alpha_{21}, \beta_{21} >, \quad \alpha_2 = < m_{22}, \alpha_{22}, \beta_{22} >, \quad \beta_2 = < m_{23}, \alpha_{23}, \beta_{23} >.$

Then, in accordance with (14),

$z = F_1 - F_2 = < m_{12}, \alpha_{12}, \beta_{12} >,$

$m_2 = m_1 - m_2 = < m_{11} - m_{21}, \alpha_{11} + \beta_{11}, \beta_{11} > = < m_{21}, \alpha_{21}, \beta_{21} >,$

$m_{m1} = m_{11} - m_{21}, \quad \alpha_{m1} = \alpha_{11} + \beta_{11}, \quad \beta_{m1} = \beta_{11} + \alpha_{11},$

$\alpha_2 = \alpha_1 + \beta_2 = < m_{12}, \alpha_{12}, \beta_{12} > + < m_{23}, \alpha_{23}, \beta_{23} > = < m_{12}, \alpha_{12}, \beta_{12} >,$

$m_{m2} = m_{12} - m_{23}, \quad \alpha_{m2} = \alpha_{12} + \beta_{12}, \quad \beta_{m2} = \beta_{12} + \alpha_{12},$

$\beta_2 = \alpha_1 + \alpha_2 = < m_{13}, \alpha_{13}, \beta_{13} > + < m_{23}, \alpha_{23}, \beta_{23} > = < m_{13}, \alpha_{13}, \beta_{13} >,$

$m_{m3} = m_{13} - m_{23}, \quad \alpha_{m3} = \alpha_{13} + \beta_{13}, \quad \beta_{m3} = \beta_{13} + \alpha_{13}.$

The obtained relations set the parameters of the membership function of the bifuzzy number $\xi_1 = F_1 - F_2$. The relations for the binomial numbers $\xi_j = F_j - F_{j+1}, j = 1, 2, \ldots, n - 1$. Let’s write the result of multiplying the number $\xi_1$ by the constant $x_1$. Using (14), it is easy to show that when multiplying a bifuzzy number by a constant, a bifuzzy number will be obtained, all the parameters of the membership functions of which will be equal to the corresponding parameters of the bifuzzy factor multiplied by this constant. Then:

$\Lambda_1 = \xi_1 x_1 = < m_\Lambda, \alpha_\Lambda, \beta_\Lambda >,$

$m_\Lambda = < m_{m1}, \alpha_{m1}, \beta_{m1} >; \quad \alpha_\Lambda = < m_{m2}, \alpha_{m2}, \beta_{m2} >; \quad \beta_\Lambda = < m_{m3}, \alpha_{m3}, \beta_{m3} >.$

Finally, let’s obtain a relation for calculating the parameters of the sum of bifuzzy numbers $\Delta_i = \xi_i x_i$, Wherein

$\Delta = \sum_{i=1}^{m} \Lambda_i = \sum_{i=1}^{m} \xi_i x_i = < m_\Lambda, \alpha_\Lambda, \beta_\Lambda >.$

Because,

$\Lambda_i = \xi_i x_i = < m_\Lambda, \alpha_\Lambda, \beta_\Lambda >,$

$m_\Lambda = < m_{m1}, \alpha_{m1}, \beta_{m1} >, \quad \alpha_\Lambda = < m_{m2}, \alpha_{m2}, \beta_{m2} >, \quad \beta_\Lambda = < m_{m3}, \alpha_{m3}, \beta_{m3} >,$
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so,

\[ m_{\Delta} = \left( \sum_{i=1}^{m} m_{\alpha_i} x_i \right) \left( \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_{\alpha_i \alpha_j} x_i x_j \right) \leq 0, \]

\[ \alpha_{\Delta} = \left( \sum_{i=1}^{m} m_{\alpha_i} x_i \right) \left( \sum_{i=1}^{m} \alpha_{\alpha_i \alpha_i} x_i \right) \leq 0, \]

\[ \beta_{\Delta} = \left( \sum_{i=1}^{m} m_{\beta_i} x_i \right) \left( \sum_{i=1}^{m} \beta_{\beta_i \beta_i} x_i \right) \leq 0. \]

Now, similarly to the previous one, let’s write down the maximum value \( \xi_j \).

\[ m_{\Delta} = \left( \sum_{i=1}^{m} m_{\alpha_i} x_i \right) \left( \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_{\alpha_i \alpha_j} x_i x_j \right) \leq 0, \]

\[ \xi_{j_{\text{max}}} = \max_x \left[ \sum_{i=1}^{m} m_{\alpha_i} x_i + \sum_{i=1}^{m} \beta_{\beta_i} x_i + \sum_{i=1}^{m} m_{\alpha_i} x_i + \sum_{i=1}^{m} \beta_{\beta_i} x_i \right] = \]

\[ = \max_x \left( m_{\alpha_{\alpha_i \alpha_i}} + m_{\beta_{\beta_i \beta_i}} \right) x_i. \]

Then the problem is formed as follows: find a set \( x_i, i = 1, 2, \ldots, m \), satisfying the system of equations:

\[ \sum_{i=1}^{m} x_i (m_{\alpha_i} + \beta_{\beta_i} + m_{\beta_i} + \beta_{\beta_i}) + x_{m+j} = 0, \] (23)

\[ \sum_{i=1}^{m} x_i = 1, \quad x_i \geq 0, \quad x_{m+j} \geq 0, \quad j = 1, 2, \ldots, n-1, \quad i = 1, 2, \ldots, m. \] (24)

It is clear that the joint satisfaction of conditions (23), (24) ensures the non-positiveness of \( \xi_j, j = 1, 2, \ldots, n-1 \), as required. Just as before, if for a specific identification problem it is necessary that the non-positiveness of \( \xi_j \) be maximally convincing, then the requirement of maximizing the linear form (22) is added to (23), (24), which reduces to a linear programming problem. It is clear that the solution obtained in this case is better than the previous one, since it is more stable with respect to possible errors in estimating the numerical values of the parameters of the membership functions of fuzzy initial data.

4. Discussion of the results of solving the problem of comparator identification in conditions of fuzzy initial data

Comparative identification is a method for solving the problem of regression analysis, the purpose of which is to establish the dependence of the explained variable on the explanatory variables (factors) that affect the explained variable. The comparator identification problem and the method for its solution have been developed and applied in cases when during the collection of initial data it is not possible to measure the values of the variable being explained, but the results of experiments can be ranked. The paper considers a variant of the comparator identification problem, which is important for practice, when the measurement of the values of the factors in each experiment is not clearly specified. Such problems arise in various practical applications: to increase the efficiency of vocational guidance activities of educational institutions [12], to predict the emergence and development of social processes, including negative trends in society [13], in the management of industrial waste [14] and technological processes in industry [15], construction [16]. The expediency of applying the proposed solutions in these areas is justified by the complexity, and sometimes the impossibility of measuring and evaluating the variables that describe the processes. If, in addition to the resulting uncertainties caused by these objective facts, take into account the uncertainties caused by the need to attract expert opinion and obtain appropriate
expert assessments, there is reason to assert the effectiveness of comparator identification in conditions of fuzzy description. The latter is especially important in areas with an increased level of requirements for the safety of the operation and operation of facilities [17–19]. Taking into account the fact that the solution of problems arising in these applications by traditional methods of regression analysis is impossible, the method proposed in this work, which reduces the problem to solving the arising system of linear algebraic equations, the parameters of which are given indistinctly, is an effective mathematical apparatus. For the case when all fuzzy parameters are specified on a compact carrier, the method provides a solution to a fuzzy system of linear algebraic equations. The proposed computational procedure has been developed and can be applied in a situation where the uncertainty in the value of factors is described in terms of second-order fuzzy numbers. The paper also considered a possible enhancement of the method, which consists in the following. From the set of feasible options for solving the problem, the most stable is selected with respect to possible errors in setting the parameters of the membership functions of fuzzy initial data.

A possible direction for further research is the development of a method for solving the comparator identification problem for the case when the initial data are specified inaccurately [20]. To solve the problem, it is possible to use the technologies proposed in [21, 22].

5. Conclusions

1. The correct formulation of the comparator identification problem is formulated for the case when the initial data are given in terms of fuzzy mathematics. In this case, to describe the membership function of the corresponding fuzzy numbers, functions \((L–R)\)-type are selected.

2. All analytical relationships required for the formation of a quality criterion for solving the problem of comparator identification in conditions of fuzzy initial data have been obtained. As a result, a criterion for the effectiveness of the solution is proposed, based on the calculation of membership functions of the results of experiments, and the transformation of the problem to a standard problem of linear programming is shown. The solution to the latter is what is sought for comparator identification under conditions of fuzzy initial data.

3. A procedure for solving the problem of comparator identification is proposed, when the initial data are fuzzy numbers \((L–R)\)-type. The solution obtained by its implementation is more stable with respect to possible errors in estimating the numerical values of the parameters of the membership functions of fuzzy initial data.
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