**Abstract**—National and international guidelines for trustworthy artificial intelligence (AI) consider explainability to be a central facet of trustworthy systems. This paper outlines a multi-disciplinary rationale for explainability auditing. Specifically, we propose that explainability auditing can ensure the quality of explainability of systems in applied contexts and can be the basis for certification as a means to communicate whether systems meet certain explainability standards and requirements. Moreover, we emphasize that explainability auditing needs to take a multi-disciplinary perspective, and we provide an overview of four perspectives (technical, psychological, ethical, legal) and their respective benefits with respect to explainability auditing.

**Index Terms**—Auditing, Certification, Explainability, Explainable Artificial Intelligence, Requirements, Trustworthy AI

**I. INTRODUCTION**

National and international guidelines for trustworthy artificial intelligence (AI) consider explainability (as well as related concepts such as transparency and interpretability) to be a central facet of trustworthy systems (i.e., systems that can be trusted) [1], [2]. In fact, explainability seems to be the most commonly featured concept in regulatory guidelines on AI around the globe [3], [4]. Thus, ensuring system explainability seems to be a central step towards trustworthy AI.

As it is considered to be a central enabler of many crucial desiderata associated with intelligent systems [5]–[7], the importance of explainability for overall system trustworthiness becomes even more apparent. These desiderata can take the form of goals, interests, needs, and demands of the multiple stakeholders involved in the development, deployment, and actual use of intelligent systems [7]. For example, such desiderata could be to have usable, robust, or accountable systems [5]–[8]. With regard to such desiderata, explainability aims to ensure an improved understanding of system processes and outputs to a) enable stakeholders to more easily decide whether a specific desideratum is fulfilled, and b) facilitate improvement of a system with respect to a given desideratum [7]. For instance, better understanding of system processes and outputs can help to improve system usability for users [9], can aid developers to increase system robustness [10], can help regulating bodies to clarify legal and ethical accountability in case of unfavorable outcomes [11], and can lead to more warranted trust in intelligent systems [7], [12].

However, ensuring and assessing system explainability in applied contexts is challenging. For developers, it is demanding to design systems that provide insights into their decision processes and that enable other stakeholders to better understand these processes [13]. For users, it will be only after some experience with a system that they realize whether they can understand its decision processes and outputs [14]. Similarly, regulating bodies might only realize after an unfavorable outcome has happened that they are not able to understand what kind of system malfunction has led to this outcome. Adding to this complexity, explainability is a multi-disciplinary area of research and practice [15]. Consequently, for a comprehensive picture regarding explainability in applied contexts, explainability needs to be analyzed from the perspectives of multiple disciplines [7]. For instance, focusing solely on the technical perspective of explainability (e.g., how to design systems that, in principle, can provide insights into their decision-making processes) will lack a human-centered analysis of how explainability can fulfill societal desiderata [13]. For this, we might additionally need a psychological perspective which empirically investigates whether a specific explainability approach has the intended effects on human-system interaction. In addition, explainability is associated with ethical and legal questions (e.g., concerning the allocation of responsibility, or the General Data Protection Regulation of the European Union) and, thus, these perspectives complements the technical and psychological perspectives.

In this vision paper, we highlight that explainability auditing and certification, as a way to ensure and assess system explainability, needs to take multi-disciplinary perspectives to enable a comprehensive analysis of explainability in applied contexts.
contexts. During audits, auditors investigate whether products or processes meet certain quality standards and requirements. Certification is a way to communicate that a product or process has undergone quality control or suffices certain requirements, and can thus be an outcome of auditing processes. Both auditing and certification can help stakeholders to quickly assess whether products or processes follow certain quality standards and, in consequence, adequately evaluate their alignment with respect to these standards. However, explainability auditing has only received brief notion in previous work (e.g., in [16]). In this paper we reinforce this idea and, moreover, highlight that explainability auditing is only possible by taking a multi-disciplinary perspective on the auditing process, as no single discipline can succeed in fully capturing the complexity of defining requirements on explainability in systems.

This paper is structured along four different perspectives for explainability auditing (i.e., technical, psychological, legal, and ethical). For each of these perspectives, we present dimensions that might be necessary to consider in auditing processes. Additionally, we present possible benefits that may result from ensuring that explainability meets these dimensions.

II. WHY EXPLAINABILITY AUDITING?

In what follows, we emphasize different perspectives on explainability auditing that provide a rationale regarding a) what dimensions we need to investigate in an explainability auditing process, and b) what benefits we can expect when these dimensions are met. Clearly, this is not a comprehensive list of perspectives on explainability auditing, as we could imagine further perspectives to complement our multi-disciplinary approach (e.g., a sociological perspective). However, this list is intended to envision how different perspectives may come together in order to ensure system explainability.

A. Technical Perspective

1) Technical Dimensions: From a technical perspective, explainability auditing needs to assess the current status of a system’s explainability. Following, we present sample auditing dimensions from a technical perspective (for a more extensive list of technical auditing dimensions, see [17]).

   a) Functional explainability: Is a system designed in such a way that it allows for human insight, or does it provide additional methods that shed light onto its decision-processes? In the first case, we call a system ante-hoc, in the second-case post-hoc explainable [6]. Testing whether a system is capable of providing intelligibility to humans is a basic requirement for system explainability. This may happen on two levels: either the system is explainable with regards to specific outputs (local explainability), or the system’s decision-making process is explainable as a whole (global explainability) [17], [18].

   b) Faithful explainability: Does the system provide information that describe its decision-making process accurately and truthfully? Ensuring that a system provides faithful insights into its decision-making processes is essential for its trustworthiness and the information’s reliability [19]. For instance, faithful explainability is likely present in systems that reveal actual causal chains of their decision processes [20].

   c) Interactive explainability: Can the system’s explanations adapt or be adapted to respective stakeholder needs? Most contemporary explainability approaches rely on a one-size-fits-all solution when delivering explanations [17]. However, to provide useful information to stakeholders, explainability approaches need to integrate stakeholders’ background knowledge and their explanatory needs given a particular system. Interactive explainability seems to be key with respect to these requirements [17], [21].

   d) Explainability trade-off: Is it more important to have an explainable system, or should the system rather be efficient or accurate? Some intelligent systems are or can be made explainable (at least to some degree) without a loss in efficiency or accuracy, but for others this is not technically feasible [8], [17]. Whether to trade-off accuracy for explainability is a decision that must not only be made, but must also be justified, and should, therefore, be included in an auditing process.

2) Technical Benefits: Explainability can be an important building block for better systems. Primarily, explainability can help developers to detect errors and, thus, can lead to increased system debugability, facilitating system safety and robustness [10]. Further benefits are verification and validation, which become easier through explainability [22]. Overall, the technical perspective is a foundation for all other perspectives on explainability because without the technical perspective, requirements from other perspective cannot be met.

B. Psychological Perspective

1) Psychological Dimensions: The psychological perspective on system explainability mostly reflects user needs in the respective application context of an intelligent system. Following, we present sample auditing dimensions from a psychological perspective.

   a) Understandability: Does the provided information help people to better understand system decision-making processes? This may be the primary psychological dimension to investigate in explainability audits [7], [23] as much of the previous work has resulted in explainability approaches aimed towards helping developers understand system decision processes but not other stakeholders [8], [24].

   b) Context-Dependency: Does the system provide context-related intelligibility of its decision-making processes or of its outputs? In this case, context-related means that people need insights that depend on their goals and needs relevant to the context [7], [17]. For instance, if medical doctors want to learn why a system produced a respective diagnosis, they may want to have detailed information helping them to understand why a system produced a respective output. In contrast, if they are under time-pressure and want to quickly decide what might be the best patient treatment, different kind of information might be more helpful [25].

   c) Usability: Does the system provide easy to access information, and are explainability functionalities easy to use [26], [27]? System explainability needs to be usable, meaning that people can actually use the system in a way that they can access the information they need to better understand the
system’s decision-making processes. Ensuring usable explainability can mean to optimize user interfaces or interactivity between user and system [20].

d) Honesty: Does the system provide non-deceptive information? There are emerging discussions on possible “dark patterns” of explainability [27]. Explainability auditing needs to explore whether system explainability contributes to the goals of respective stakeholders or whether the system is designed to nudge or persuade people instead of providing actually relevant information. In the case of honest explainability, stakeholder interests might diverge as system deployers might intentionally want systems to be designed in a way that ensures certain user behavior whereas users might be less happy about systems that try to influence their behavior [8].

2) Psychological Benefits: First, ensuring the psychological dimensions may help to develop warranted trust in systems [12], [28]. If we ensure that system explainability meets the psychological dimensions outlined above, people will be better able to assess when and under what conditions to follow system recommendations. Second, ensuring psychological dimensions of explainability can increase system acceptance and thus actual use of systems in applied contexts [26]. Although maybe obvious, designing explainability qualities of systems in a way that are relevant and usable will ensure that systems will actually end up being used instead of being ignored. Third, joint human-system performance can improve [29]. If systems provide understandable, context-dependent, usable, and honest information, this might enable users to make more informed and more accurate decisions in contrast to situations where they would receive too complex, irrelevant, or deceptive information for their respective task at hand.

C. Legal Perspective

1) Legal Dimensions: From a legal perspective, the auditing process should take into account all legal requirements for the use of intelligent systems, in order to be able to prove to the user that the intelligent system operates in compliance with the law (especially with regard to data protection and cybersecurity) and, in particular, that no fundamental rights of the individual are violated. Intelligent systems that are not able to prove their compliance with the legal system (as minimum requirement) cannot be considered trustworthy and explainable. In the future, the auditing process will also have to take into account regulatory requirements for the use of intelligent systems, such as those set out in the EU Commission’s Proposal for a Regulation laying down harmonised rules on artificial intelligence (COM(2021) 206 final).

a) General Data Protection Regulation (GDPR): When is the processing of data permissible under data protection law when using intelligent systems? Insofar as personal data is processed via an intelligent system, the requirements of the GDPR must be observed. These oblige the controller (Art. 4 No. 7 GDPR) to comply with the principles relating to processing of personal data (Art. 5 GDPR) as well as more detailed requirements, such as proof of a sufficient legal basis for data processing (Art. 6 GDPR) as well as measures for security (Art. 32 (1) GDPR). In addition to the general data protection requirements, Art. 22 GDPR may also need to be observed, which sets out requirements for automated decision-making (ADM). However, Art. 22 GDPR only applies if the ADM decision is not reviewed again by a human but directly translated into a decision of its own [30]. Thus, if a human correctness and plausibility check of the decision takes place, Art. 22 GDPR does not make any additional specifications [31]. However, if it is a decision based solely on automated processing that produces legal effects concerning the data subject or significantly affects them, it is only permissible if the requirements of Art. 22 (2) GDPR are fulfilled. This is the case if the decision is necessary for a contract between the data subject and the controller, if it is required by law, or if it is based on the data subject’s explicit consent.

b) Cybersecurity Act: What are the legal requirements for cybersecurity? In addition to the objectives, tasks and organizational matters of the European Union Agency for Cybersecurity (ENISA), the Cybersecurity Act also contains a framework for the establishment of a European cybersecurity certification for information and communications technology (ICT) products, ICT services and ICT processes, according to Art. 1 (1) of the Cybersecurity Act. According to Art. 2 No. 13 Cybersecurity Act, ICT services refer to services that consist entirely or predominantly of the transmission, storage, retrieval or processing of information by means of network and information systems. According to Art. 2 No. 14 Cybersecurity Act, the term ICT process includes all activities to design, develop, provide or maintain an ICT product or service. Intelligent systems, since they administer information by means of network and information systems, fulfill the requirements of an ICT service. In addition, activities related to intelligent systems may also meet the requirements for an ICT process if the aforementioned requirements are met.

However, the Cybersecurity Act does not impose any mandatory cybersecurity requirements on intelligent systems. Art. 46 et seq. of the Cybersecurity Act merely provide for a voluntary certification framework. Therefore, there is no obligation for manufacturers or operators to carry out certification, meaning that no binding requirements for the cybersecurity of intelligent systems have yet resulted from the Cybersecurity Act. At the same time, the lack of specific cybersecurity requirements on intelligent systems shows that current regulation does not sufficiently address new technologies and their particular threats. A legal framework that proactively shapes the use of intelligent systems would therefore be desirable.

c) Proposal for a regulation laying down harmonised rules on artificial intelligence (Artificial Intelligence Act): Are there legal requirements for the use of intelligent systems? On April 21, 2021, the EU Commission published its proposal for a regulation laying down harmonised rules on artificial intelligence (COM(2021) 206 final). The planned regulation has clear parallels to the GDPR in several places, e.g. the risk-based approach and the scope of application. For example, the regulation applies not only to providers in the EU, but also to providers who offer their AI systems on the European market.
to understand why system outputs are biased and whether this enable parties affected by automated system-based decisions.

Furthermore, where the influence of protected attributes like race or gender (also indirectly) affected the decisions about people may involve unfair biases (see, e.g., [35]). The explanation of a rejection made by an intelligent system. More precisely, people should receive explanations that enable them to contest decisions that are based on the recommendations of intelligent systems [38]. In general, the advance of intelligent systems to ever more areas of human lives often precludes people affected by system-based decisions from tracing how certain decisions came about and affected them [59]. This lack of traceability is morally problematic [40], [41]. Some types of explanations promise to empower people to contest and check decisions of intelligent systems [42].

2) Legal Benefits: The moral integrity of a system is a significant building block of its trustworthiness. As such, the possibility to check for this integrity, for instance, by checking whether the system unduly discriminates, is essential for stakeholders to develop appropriate trust into systems. Furthermore, the possibility to check for such an integrity can also contribute to system trustworthiness (at least when viewing trustworthiness from a philosophical point of view [43]). Lastly, systems that allow for 1) responsible decision-making, 2) an adequate allocation of responsibility, and 3) general contesting of decisions (as given by a moral right for explanations) are important in ensuring acceptance of decisions of intelligent systems [19], [40].

D. Ethical Perspective

1) Ethical Dimensions: The ethical perspective on system explainability is build on two fundamental considerations. First, it is about upholding moral rights (e.g., as given by certain normative theories) of and fulfilling norms with respect to the involved stakeholders. Second, it is about enabling stakeholders to live up to their obligations. Following, we present sample auditing dimensions from an ethical perspective.

a) Responsibility: Does the provided information enable responsible decision-making? And: Does the information make the allocation of (moral) responsibility possible? Responsibility is about identifying who is blameworthy or answerable for a certain decision of a system [32]. Especially in cases where a human is in the loop and has to make a decision based on a system’s output, it is important to consider both of the above facets when incorporating explainability into a system. First, the provision of certain pieces of information may enable a human in the loop to become a responsible decision maker [33]. Subsequently, it becomes possible to allocate responsibility to this person [34]. However, not all types of explainability may help to achieve responsibility [7].

b) Non-Discrimination: Does the system provide information that makes it possible to detect or at least check for potential, and assess actual discrimination? Especially for people affected by decisions, the decisions of intelligent systems can have significant implications. Be it applying for a loan, a job, or a visa, in all these cases intelligent systems are increasingly used. However, system outputs that lead to decisions about people may involve unfair biases (see, e.g., [35]). The explanation of a rejection made by an intelligent system should make it possible to identify whether protected attributes like race or gender (also indirectly) affected the decision. Furthermore, where the influence of protected attributes cannot be prevented, explanations should at least enable parties affected by automated system-based decisions to understand why system outputs are biased and whether this bias is tolerable or even justified [36].

c) (Moral) Right to Explanation: Does the information provision comply with moral rights to explanation? Arguably, there is a moral right to explanation that requires intelligent systems to be able to provide certain types of explanations [57]. More precisely, people should receive explanations that enable them to contest decisions that are based on the recommendations of intelligent systems [38].

III. OUTLOOK AND CONCLUSION

The main contribution of this vision paper is to propose multi-disciplinary dimensions for explainability auditing. While explainability auditing based on only one of the aforementioned perspectives may provide valuable quality control for this perspective (e.g., with respect to regulatory requirements), it will ultimately fall short with respect to the multi-disciplinary challenges associated with explainability.

The dimensions we have proposed in this paper are just a rough description of what could be the basis for explainability auditing. Future work would need to outline concrete auditing and certification processes and investigate what might be the most practical implementation of explainability auditing. In this sense, the proposed dimensions could serve as a starting point for creating an auditing checklist. To this end, future research might need to develop comprehensive lists of dimensions that are relevant in explainability auditing processes [7].

Auditing processes can be a first step towards quality norms (e.g., DIN norms) as well as a way to ensure these norms as soon as they are implemented. We hope that this paper initiates a discussion on the ways in which multi-disciplinary explainability auditing processes can be realized in practice.
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