Abstract—Abbreviation Completion is a novel technique to improve the efficiency of code-writing by supporting code completion of multiple keywords based on non-predefined abbreviated input, a different approach from conventional code completion that finds one keyword at a time based on an exact character match. Abbreviated input is expanded into keywords by a Hidden Markov Model learned from a corpus of existing code. The technique does not require the user to memorize abbreviations and provides incremental feedback of the most likely completions. This paper presents the algorithm for abbreviation completion, integrated with a new user interface for multiple-keyword completion. We tested the system by sampling 3000 code lines from open source projects and found that more than 98% of them could be resolved from acronym-like abbreviations. A user study found 30% reduction in time usage and 41% reduction of keystrokes over conventional code completion.

I. INTRODUCTION

Many programmers use code completion to accelerate code-writing by avoiding typing the whole character sequence of keywords. This paper describes a method for accelerating code completion still further by completing multiple keywords at a time based on non-predefined abbreviated input, utilizing frequent keyword patterns learned from a corpus of existing code. For example, Figure 1 shows a user entering chooser.showOpenDialog(null);, which is translated into a list of code completion candidates that includes chooser.showOpenDialog(null) as the most likely candidate. Entering slightly different abbreviations such as chooser.showOpn(nl); or cs.sopd(nu); should also lead to the same best candidate because the system accepts non-predefined abbreviations of keywords.

The system aims to address the following limitations of the conventional code completion systems:

First, they can complete only one keyword at a time. Therefore, the number of keystrokes increases in proportion to the number of completed keywords. For example, a typical code completion interaction, like the one shown in Figure 2, takes 20 keystrokes, to complete three keywords of 29 characters.

Second, conventional code completion systems find a keyword based on an exact match of leading characters. Because the leading parts of keywords are often identical among candidates while the ending parts are more distinguishable, as in showOpenDialog and showSaveDialog, programmers often need to type potentially lengthy sequences of leading characters before they type distinctive characters close to the end.

Third, the default selection of a code completion candidate is often far from ideal. Conventional code completion systems find the first match in an alphabetically sorted candidate list, ignoring any context implied by surrounding keywords. This leads to additional Up/Down Arrow keystrokes to adjust the selection to a correct candidate.

Here are a few motivating examples the new code completion system is designed to handle:

what you type... what you get...

pv st nm → private String name
gval(r,c) → getValueAt(row,col)
f(i=i=0;i<ls.sz();i++) → for(int i =0; i<list.size();i++)
pb st v m(st[] ag) → public static void main(String[] args)

This paper presents a new model and algorithm, based on a Hidden Markov Model (HMM), which has been integrated into a new code completion system called Abbreviation Completion. An HMM has been applied to various engineering domains; however, Abbreviation Completion is believed to be its first application for code completion.
application to the code completion domain. This paper also presents a new user interface for interactive multiple keyword completion because different usability concerns arise than in single keyword completion.

Compared to previous systems for completing multiple keywords, Abbreviation Completion does not require programmers to memorize predefined abbreviations, an improvement over code template systems [2,3], and provides incremental feedback of the most likely completions based on frequent keyword patterns, an improvement over Keyword Programming [4], XSnippet [5], and Prospector [6], all of which perform a single-pass search based on type constraints, optionally guided by heuristics based on keywords, frequencies, or paths. In addition, Abbreviation Completion is not limited to handling type-constrained expressions [4-6], but can generate any arbitrary frequent sequence of keywords, including code for declaration, loop construction, and a list of arguments.

Our key contributions are:

- A new application of an HMM to solve decoding of multiple keyword completion based on abbreviated input. An HMM has been extended in consideration of two distinctive characteristics of our problem domain.
- Development of a regression model for estimating a probabilistic distance between any given pair of an original keyword and an abbreviated keyword. This model is essential for the system to handle non-predefined abbreviated input.
- User interface for interactive multiple keyword completion. A code editor supporting Abbreviation Completion has been implemented to demonstrate the new user interface. It can be downloaded from: http://cadlab6.mit.edu/sangmok/abbrcompletion.jnlp.
- Evaluation of the system’s accuracy, time savings, and keystroke savings. Accuracy was measured by counting how many of the code lines sampled from open source projects could be reconstructed from abbreviated input. The system achieved average 98.9% accuracy against 3000 lines of code from six open source projects. Time savings and keystroke savings were measured by comparing time usage and the number of keystrokes of the system with those of a conventional code completion system. The system achieved average 30.4% savings in time and 40.8% savings in keystrokes in a user study with eight participants.

The next section describes models and algorithms for multiple keyword completion. We then present estimation methods to learn probability distributions required by the models. We then describe a user interface for Abbreviation Completion. Next the setup and results of two evaluations follow. Then we discuss related and future work and present conclusions.

II. MODEL AND ALGORITHM

This section describes a model and algorithm to resolve the most likely keyword sequences from abbreviated input. Two structural extensions of an HMM and a modified backtracking mechanism of the Viterbi algorithm will be highlighted.

A. Code Completion of Multiple Keywords As a Decoding Problem of a Hidden Markov Model

An HMM is a graphical model that concerns two sequences. Only one of these sequences, called the observation symbol sequence, is observable while the other sequence, called the hidden state sequence, is the one of interest. Decoding of an HMM refers to a process of finding the most likely state assignment to a hidden state sequence based on an observation symbol sequence. The Viterbi algorithm [1] is an efficient dynamic programming algorithm for decoding an HMM.

Code completion of multiple keywords based on abbreviated input can be modeled as a decoding problem of a particular HMM. Figure 3 shows an example of the HMM for decoding str nm = th.gv(r,c). Given two pieces of information, abbreviated input by a user and a set of keywords collected from a corpus of existing code, the two sequences of the HMM are created as follows:

First, an observation symbol sequence is created by splitting abbreviated input into a sequence of string tokens that have non-alphanumeric characters, such as spaces, dots or commas, between each one. For example, the result of splitting abbreviated input str nm = th.gv(r,c) is shown in Figure 3.

Second, a hidden state sequence is created by sequentially arranging keywords that have the same non-alphanumeric characters between each one, as in the observation symbol sequence.

Given the setup for creating the two sequences from abbreviated input and keywords collected from a corpus of
existing code, finding the most likely code completion becomes a problem of finding the most likely assignment of keywords to a hidden state sequence.

B. An Extended Hidden Markov Model

We have extended a standard HMM [5] in two ways to take the following characteristics of our problem domain into account:

- Keyword transition always occurs through non-alphanumeric characters. For example, in Figure 3, transition from String to name occurs through a space character, and transition from name to this occurs through an equal character.
- The number of observation symbols is not finite because users are allowed to abbreviate keywords in their own non-predefined way.

The first extension is intended to exploit the first characteristic by modeling transition probability distributions in a more sophisticated way than conventional HMMs. Unlike conventional HMMs that employ a single transition probability distribution for any type of transition, the HMM for multiple keyword completion employs different transition probability distributions depending on the type of transition, identified by non-alphanumeric characters at the transition.

As a result, the transition probability distribution becomes dependent not only on a previous keyword but also on non-alphanumeric characters. Generally, allowing transition probabilities to be conditioned by a greater number of surrounding states results in better prediction, although more data is necessary for training. We assume that users can find training data that is large enough to take advantage of this extension because they have access to source code in their existing projects or in open source projects.

The second extension is to resolve the issue with estimating emission probabilities, the probabilities of a hidden state generating an output symbol. Because the number of possible observation symbols is infinitely many, it is impossible to develop an estimation model that is guaranteed to produce a valid probability distribution - a valid emission probability distribution must sum to one when it is integrated over all possible observation symbols. However, it is possible to work around this issue by modifying the structure of an HMM as shown in Figure 4. The trick is to introduce a match indicator node, whose value is one if an observation symbol (an abbreviated keyword) is a correct match of a hidden state (an original keyword) and zero otherwise.

Then we define a match probability as a probability of a match indicator becoming one given a pair of an observation symbol and a hidden state. The match probability is equivalent to the emission probability in the sense that both measure a probabilistic distance between an abbreviated keyword and an original keyword. As we will see in the next section (II-C), the match probability is computationally equivalent to the emission probability, so it can replace the emission probability in the Viterbi algorithm. Once we have replaced the emission probability with the match probability, it is straightforward to develop a valid estimation model for the match probability because it is a probability of finite, binary events.

For a formal description, we will use the following notation to characterize the HMM for multiple keyword code completion:

\[ s_t : \text{State at time } t \text{ (original keyword)} \]
\[ S : \text{A set of all possible states} \]
\[ x_t : \text{Observation at time } t \text{ (abbreviated keyword)} \]
\[ y_t : \text{Match indicator at time } t. \text{ The value of } y_t \text{ is one if } x_t \text{ and } s_t \text{ are a correct abbreviation match. } y_t \text{ is one at any time because } x_t \text{ is assumed to be abbreviated input.} \]
\[ c_t : \text{Non-alphanumeric characters between } s_t \text{ and } s_{t+1} \text{ called a connector at time } t. \]
\[ T(s) : \text{Start probability of state } s. \]
\[ T_e(s'|s) : \text{Transition probability from state } s \text{ to state } s' \text{ through } c. \]
\[ E(x|s) : \text{Emission probability of state } s \text{ emitting observation symbol } x. \]
\[ M(y|s,x) : \text{Match probability. } M(y=1|s,x) \text{ indicates the probability that state } s \text{ and observation } x \text{ are a correct match.} \]
\[ O_e(x) : \text{Probability of observing } x \text{ at time } t. \]
\[ T : \text{The length of an observation symbol sequence, which is always equal to the length of a hidden state sequence.} \]

C. Modified Viterbi Algorithm

This section presents a modified version of the Viterbi algorithm for multiple keyword completion. Notably, two modifications have been made: First, the emission probability is replaced with the match probability; second, the backtracking part of the original Viterbi algorithm has been replaced with a new backtracking algorithm that retrieves N-best candidates, instead of the single best candidate of the original algorithm.

1) Match Probability

The Viterbi algorithm finds the most likely hidden state sequence by calculating joint probabilities of possible assignments of state values to a hidden state sequence. Because
the joint probability distribution of the extended HMM is different from that of the original HMM (without match indicators), the Viterbi algorithm needs to be modified to adopt the difference.

We find that all necessary modification is just replacing the emission probability with the match probability. It can be shown by comparing the joint probability distribution of the original HMM in (1) with the joint probability distribution of the extended HMM in (2). Notice that the only difference is that the emission probability $E(s_t|x_t)$ is replaced with the match probability $M(y_t|s_t,x_t)$.

\begin{align}
P(s_1 \ldots s_T, x_1 \ldots x_T, e_1 \ldots e_T) &= T(s_1) \prod_{t=2}^{T} T_{e_t,s_t}(s_t \mid s_{t-1}) \prod_{t=1}^{T} E(s_t \mid x_t) \\
P(s_1 \ldots s_T, x_1 \ldots x_T, e_1 \ldots e_T) &= T(s_0) \prod_{t=2}^{T} T_{e_t,s_t}(s_t \mid s_{t-1}) \prod_{t=1}^{T} M(y_t \mid s_t) \tag{2}
\end{align}

Therefore, the original Viterbi algorithm can be used to decode the extended HMM by replacing all occurrences of the emission probability with the match probability. We may skip presenting the full derivation of a modified Viterbi algorithm since a simple replacement of all $E(s_t \mid x_t)$ terms in the original Viterbi algorithm with $M(y_t \mid s_t, x_t)$ terms completes the derivation.

2) **Finding N-Best Candidates**

The second modification to the Viterbi algorithm aims to enhance the way it handles backtracking, the final step of the algorithm to construct the most likely state sequence using data structures calculated from a dynamic programming step. The original backtracking algorithm finds the single most likely sequence. However, the multiple code completion system is expected to provide N-best candidates, rather than the single best candidate.

Several backtracking approaches that find N-most likely sequences have been proposed [7-9]. We decided to take a trellis-based backtracking algorithm [7] because it is an exact algorithm that requires a negligible amount of computation when compared to computation for a dynamic programming step of the Viterbi algorithm: $O(T \cdot n^2 \log(n)) \ll O(T \cdot N^2)$, but the lowercased $n$, the number of the N-best candidates, is generally much smaller than the capitalized $N$, the number of all possible states.

Figure 5 shows a new formal representation of the trellis-based backtracking algorithm. Unlike the original description that is mostly natural language based, the formal representation offers a compact and implementation-friendly description of the algorithm. For instance, it explicitly describes how some of the computation can be performed efficiently using a dynamic programming technique (line 13) and when pruning can be performed (line 15). An additional exit condition $\text{SIZE}(\gamma) = 0$ (line 7), which was missing in the original algorithm, is stated as well.

A new notation called PVP (Partial Viterbi Path) has been introduced in the new formal representation to compactly address state sequences. It is based on the fact that any potential candidate for the N-best state sequences follows the Viterbi path – the state trajectory of the most likely state sequence – up to a certain time point, but has an arbitrary state sequence afterwards. The definitions of symbols in Figure 5 are as follows:

- $\text{PVP}(t,s_1,s_{t+1} \ldots s_T)$: Partial Viterbi Path that follows Viterbi path up to time $t$ ending in $s_t$ and has an arbitrary state sequence $s_{t+1} \ldots s_T$ afterwards.
- $\xi(t,s_1,s_{t+1} \ldots s_T)$: Joint probability of a Partial Viterbi Path $\text{PVP}(t,s_1,s_{t+1} \ldots s_T)$.
- $\pi(t,s)$: The maximum probability for any state sequence ending in state $s$ at time $t$.
- $\text{BP}(t,s)$: A back pointer to a state at time $(t-1)$ from which the most likely state sequence ending in state $s$ at time $t$ has been extended.
- $\gamma$: A list of Partial Viterbi Paths, sorted by the joint probability.
- $\text{HEAD}(\gamma)$: The first element in $\gamma$ with the largest joint probability.

```plaintext
1: procedure Find N-Best Paths()
2: \text{var} \ \beta \leftarrow \phi
3: for each \ \gamma \in \mathcal{S}:
4: \quad \xi(T,s,\phi) \leftarrow \pi(T,s)
5: \quad \text{add} \ \text{PVP}(T,s,\phi) \ \text{to} \ \gamma
6: \quad \text{sort} \ \gamma \ \text{by} \ \xi()
7: repeat until \text{SIZE}(\gamma) = N \text{ or} \ \text{SIZE}(\gamma) = 0
8: if \text{TIME}(\text{HEAD}(\gamma) > 1
9: \quad \ \text{var} \ \eta \leftarrow \text{Expand}(\text{HEAD}(\gamma))
10: \quad \text{remove} \ \text{HEAD}(\gamma) \ \text{from} \ \gamma
11: \quad \text{add all elements in} \ \eta \ \text{to} \ \gamma
12: for each \ \text{PVP}(t-1,s_{t-1},s_t \ldots s_T) \in \eta
13: \quad \xi(t-1,s_{t-1},s_T) \leftarrow \xi(t,s,s_{t+1} \ldots s_T) \times \frac{\pi(t-1,s_{t-1})}{\pi(t,s)} \times M(s_{t-1},s_{t-1}) \text{PVP}(s_{t-1},s_{t},s_{t+1} \ldots s_T)
14: \quad \text{sort} \ \gamma \ \text{by} \ \xi()
15: \quad \text{prune} \ \gamma \ \text{(keep top} \ N \ \text{elements; remove others)}
16: else
17: \quad \text{add} \ \text{HEAD}(\gamma) \ \text{to} \ \beta
18: \quad \text{remove} \ \text{HEAD}(\gamma) \ \text{from} \ \gamma
19: \quad \text{return} \ \beta
20: \text{procedure Expand(} \text{PVP}(t,s_1,s_{t+1} \ldots s_T) \text{)}
21: \quad \ \text{var} \ \eta \leftarrow \phi
22: \quad \text{if} \ t \leq 1 \ \text{return} \ \phi
23: \quad \text{for each} \ s_{t-1} \in \text{FROM}(s_t)
24: \quad \quad \text{add} \ \text{PVP}(t-1,s_{t-1},s_t \ldots s_T) \ \text{to} \ \eta
25: \quad \text{return} \ \eta
```

Figure 5: A formal representation of Tree-Trellis based backtracking algorithm for retrieving N-best candidates.
TIME(PVP()) : Returns the time point up to which a Partial Viterbi Path follows the Viterbi path. For example, TIME(PVP(t, s_1, s_2, ..., s_k)) returns t.

\( \beta \) : A list of N-best Partial Viterbi Paths.

SIZE(\( \beta \)) : The number of elements in \( \beta \).

FROM(\( s \)) : A set of states that can make transition to state \( s \)

### III. Parameter Estimation

Given a model and backtracking algorithm to compute the N-most likely code completions, this section describes a method to estimate model parameters. Three model parameters need to be estimated for the extended HMM with match indicators: start probability distribution, transition probability distribution, and match probability distribution. The first two probability distributions, which describe how keyword transition occurs at the beginning and in the remaining part of a sequence, are estimated from a corpus of existing code. The third match probability distribution, which describes how likely a pair of an abbreviated keyword and an original keyword to be a correct match, is estimated from examples of correct matches and incorrect matches.

#### A. Estimation of Start Probabilities and Transition Probabilities

1) Preparation of training examples

Generally, a set of known state sequences is served as training examples to estimate start probabilities and transition probabilities. In case of multiple keyword code completion, a corpus of existing code is used to generate training examples. We took the following two-step approach to convert a piece of source code into a set of state sequences:

- In the first step, a lexical analyzer tokenizes source code into a sequence of lexical tokens that are one of the following types: string literals, character literals, number literals, line breaks, non-line-breaking whitespaces, identifiers, comments, and non-alphanumeric characters. For example, tokenizing `String name = null; <LF>` creates lexical tokens in Table I.

- In the second step, a state sequence generator scans through lexical tokens and selectively uses them to construct one or multiple state sequences. The following rules are applied in the scanning process:
  - When the state sequence generator starts scanning, an empty state sequence is created and is set as the current state sequence
  - If the state sequence generator scans a lexical token of identifier type, string literal type, character literal type, or number literal type, the lexical token is appended to the current state sequence as a keyword state.
  - If the state sequence generator scans adjacent lexical tokens of non-alphanumeric character type or non-line-breaking whitespace type, the lexical tokens are concatenated into a character string. Then redundant whitespaces in the concatenated character string is removed by replacing adjacent multiple whitespaces with a single whitespace. A resulting character string is assigned to the current state sequence as a connector.
  - If the state sequence generator scans a lexical token of line breaks following line or block separators, such as a semi-colon or curly brackets in Java, the current state sequence is output as a training example. Then a new state sequence is created and set as the current state sequence.
  - When the state sequence generator finishes scanning, the current state sequence is output as a training example.

For example, applying the rules to lexical tokens of `String name = null; <LF>` constructs the following state sequence, in which \( \phi \) indicates the end of a state sequence:

\[
\text{String} \xrightarrow{<space>} \text{name} \xrightarrow{<equal>} \text{null} \xrightarrow{<semi-colon>} \phi
\]

#### 2) Learning maximum likelihood estimates

Given state sequences extracted from a corpus of existing code, the maximum likelihood estimates of start probabilities and transition probabilities are calculated by counting the number of state transitions. Let us define \( \text{COUNT}(i, s_1 \rightarrow s_2) \) as the number of transitions from state \( s_1 \) to state \( s_2 \) through transition token \( c \) in the \( i \)th training example and \( \text{COUNT}(i, s) \) as the number of occurrences of state \( s \) in the \( i \)th training example.

The maximum likelihood estimate of transition probabilities from state \( s \) to state \( s' \) through connector \( c \) is calculated as the ratio of the number of transitions from state \( s \) to state \( s' \) through connector \( c \) to the number of transitions from state \( s \) through connector \( c \):

| lexical token | type            |
|---------------|-----------------|
| `String`      | identifiers     |
| `<space>`     | non-line-breaking whitespaces |
| `name`        | identifiers     |
| `<space>`     | non-line-breaking whitespaces |
| `equal`       | non-alphabetical characters |
| `<space>`     | non-line-breaking whitespaces |
| `null`        | identifiers     |
| `<semi-colon>`| non-alphabetical characters |
| `<LF>`        | line breaks     |
The maximum likelihood estimate of start probabilities at state $s$ is calculated from the ratio of the number of occurrences of state $s$ to the number of occurrences of any state, as shown in (5). Notice that the number of occurrences is used instead of the number of beginning transitions. It is justified by the fact that a user can invoke code completion at any location in a code line. Therefore, the first keyword in a code completion does not necessarily represent its occurrence at the beginning of a code line, but can represent its occurrences at any location.

$$
\hat{T}_s(s) = \frac{\sum \text{COUNT}(i, s \rightarrow s')} {\sum \text{COUNT}(i, s)}
$$

(4)

In practice, transition probabilities based on exact counting, as in (4), may not generalize well because the amount of training examples may not be sufficiently large to estimate transition probabilities of all possible state combinations. A popular technique to address this issue is to use the weighted sum of transition probabilities and occurrence probabilities as transition probabilities. A weight coefficient $\lambda$ is set to 0.7 by following a common practice. Finally, the actual transition probability in the system is shown in (6).

$$
\hat{T}_s(s'|s) = \lambda \hat{T}_s(s'|s) + (1 - \lambda) \hat{T}_s(s)
$$

(6)

### B. Estimation of Match Probabilities

1) An estimation model for match probabilities

The match probability indicates the probability of a match event, which occurs when a pair of an abbreviated keyword and an original keyword is a correct match. The estimation of match probabilities may be challenging because there are infinitely many combinations of abbreviated keywords and original keywords; therefore, should someone try to estimate match probabilities by directly counting the occurrences of match events, the person may need infinitely many training examples.

We propose an approach based on a logistic regression model that predicts match probabilities from a set of similarity features between an abbreviated keyword and an original keyword. In this approach, an abbreviation pair – an abbreviated keyword and an original keyword – is represented as a feature vector, elements of which describe different aspects of similarity. Similarity features include the number of consonant matches or the percentage of matched letters in an original keyword. Table II shows a list of similarity features used in the latest implementation of Abbreviation Completion.

To train a logistic regression model, a set of positive training examples and a set of negative training examples are necessary. To prepare positive training examples, 400 abbreviation pairs were generated by five human volunteers. Then the abbreviation pairs were converted into a feature vector representation by calculating similarity features. 400 negative training examples were generated by pairing original keywords with randomly selected wrong abbreviations and converting the wrong pairs into a feature vector representation.

3) Learning maximum likelihood estimates

Having collected 800 positive and negative examples, 200 examples were held out for testing and 600 examples were used for training. The logistic regression model has 11 unknown parameters, denoted as $\beta_0, \beta_1, \ldots, \beta_{10}$, because 10 similarity features are included in the model. The logistic regression model for match probabilities is shown in (7):

$$
M(y=1|x, s) = g(\beta_0 + \beta_1 \cdot \text{Sim}_1(s, x) + \cdots + \beta_{10} \cdot \text{Sim}_{10}(s, x))
$$

(7)

where $g(z) = \frac{1}{1 + e^{-z}}$.

The maximum likelihood estimates of $\beta_0, \beta_1, \ldots, \beta_{10}$ were calculated by a generalized linear model regression function, called glmfit(), in MATLAB [10]. The result is shown in (8). The train error and test error of the logistic regression model were recorded as 1.5% and 0.5%, respectively. Because the test error is slightly lower than the train error, the model is not expected to have an issue with overtraining.

$$
[\beta_0, \beta_1, \ldots, \beta_{10}] = [-41.2, 1.2, 8.7, 7.5, 2.3, -1.3, -1.2, -0.07, -0.04, 0.29, 0.44]
$$

(8)

4) Discussion of the training result

We first notice that $\beta_2$ for the number of capitalized letter matches has the largest value among all number-of-matches parameters $\beta_1, \ldots, \beta_6$. It implies that an abbreviation pair is likely to be a match if there are many capitalized letter matches. Interestingly, $\beta_3$ and $\beta_4$ for the number of letter matches with and without ordering are given negative values. Considering that $\beta_6$ for the number of consonant matches is positive, this implies that the larger number of vowel matches an abbreviation pair has, the less likely it is a correct match.

### TABLE II. SIMILARITY FEATURES FOR ESTIMATING MATCH PROBABILITIES

| Feature name | Feature description |
|--------------|---------------------|
| Sim1(s, x)   | number of consonant letter matches |
| Sim2(s, x)   | number of capitalized letter matches |
| Sim3(s, x)   | number of non-alphabet character matches |
| Sim4(s, x)   | number of standard abbreviation matches |
| Sim5(s, x)   | number of letter matches with ordering ignored |
| Sim6(s, x)   | number of letter matches with ordering enforced |
| Sim7(s, x)   | percentage of matched capital letters in s |
| Sim8(s, x)   | percentage of matched consonant letters in s |
| Sim9(s, x)   | percentage of matched letters in s |
| Sim10(s, x)  | percentage of matched letters in x |
Negative $\beta_s$ and $\beta_c$ for the percentage of matched letters, either capitalized or consonant, in the original keyword can be explained as well. It reflects the fact that abbreviated keywords are usually significantly shorter than original keywords. In other words, it implies that if the number of matched letters is the same for two original keywords, one with more unmatched letters is expected to be a correct match because users are expected to input a short abbreviation of an original keyword.

IV. USER INTERFACE AND IMPLEMENTATION

This section describes a user interface for multiple keyword code completion. Three design requirements have been identified for the user interface: first, accept abbreviated input which may include spaces, second, allow users to override the system’s suggestion, and third, display code completion candidates in an effective way. The user interface has been implemented on a demonstrational code editor.

A. User Interface

The first design requirement was handled by an input popup that floats over the code editing area. Because the popup aligns itself with surrounding code lines, it looks like a rectangular border surrounding some text in the code editing area as shown in Figure 6. The input popup appears when the user presses Ctrl+Space to start Abbreviation Completion.

The second design requirement is handled by a keyboard-pinning capability, which is invoked using a keyboard shortcut Ctrl+B. The system highlights a pinned keyword in the input popup, by making it boldface with a light yellow background as shown in Figure 6-(c).

Regarding the third design requirement, users are assumed to have two concerns when using the code completion candidate list. First, users want to know which candidates are more likely to be correct. This helps them select the correct candidate quickly without having to examining all candidates. A list sorted by the likelihood should be useful in this case. Second, users want to navigate a long list of candidates efficiently. When users find the system’s default suggestion is not correct, they need to manually navigate to a correct candidate. An alphabetically sorted list should be useful in this case. We implemented the code completion candidate list such that it is sorted one of the two ways depending on the number of keywords in the input popup. When there is only one keyword, the list is sorted alphabetically; the system’s default suggestion is more likely to be wrong because the transition pattern cannot be utilized. When there is more than one keyword, the list is sorted by the likelihood; two keywords are often enough to locate the correct candidate in the top-10 list, so users may want to examine candidates from the most likely one. Figure 6-(a) and Figure 6-(b) demonstrates the behavior of the candidate list.

B. Incremental feedback of Code Completions

Responsive incremental feedback is essential for the usability of the multiple keyword code completion system. We applied a filtering technique to improve responsiveness of the system. The filtering technique effectively reduces the search space of the Viterbi algorithm by removing some of the states that are impossible to appear in the most likely candidates. Filtering based on characters and connectors (the alphanumeric characters between keywords) has been implemented. For example, given abbreviated input “sys.”, the system first applies character-based filtering so that only the states that have both ‘s’ and ‘y’ characters remain. Then the system applies connector-based filtering so that only the states that have a transition through ‘.’ remain.

C. Incremental Indexing of Source Code

The demonstrational code editor supports incremental indexing of source code. In other words, the code editor monitors changes of source code, which may occur inside the code editor or on the file system, and update the HMM to reflect the changes. Therefore, Abbreviation Completion can be used to complete code lines that may include recently typed variables.

V. ARTIFICIAL CORPUS STUDY

The artificial corpus study aims to evaluate the accuracy of the Abbreviation Completion system. A total of 3000 frequent code lines was collected from 6 open source projects. The code...
lines were converted into acronym-like abbreviations by applying a particular text transformation rule. We measured how many of the original code lines could be completed from the abbreviated code lines. We report top-\(N\) accuracy, which refers to the rate of finding the original code line within the top-\(N\) candidates of code completion.

A. Study Setup

1) Selection of Open Source Projects

Six open source projects were selected from 14 open source projects that were used in a previous artificial corpus study of Keyword Programming in [4].

The six open source projects are: CAROL, a library for using different RMI implementations; DNSJava, an implementation of DNS in Java; JEdit, a source code editor implemented in Java; JRuby, a Java implementation of the Ruby programming language; RSSOwl, a news reader application for RSS feeds; and TV-Browser, a Java-based TV guide application.

2) Preparation of Original Code Lines

The 500 most frequent code lines, which are at least 20 characters long and include at least 2 keyword tokens, were collected from each open source project; a total of 3000 code lines was collected. Frequent code lines were selected since they are more likely to be a target of multiple keyword code completion. The minimum length requirement is introduced to exclude short code lines that are not likely to be targets of multiple keyword code completion. It also helps to include more of the challenging, longer code lines in the test set. Code lines are required to have at least 2 keyword tokens because we are interested in evaluating the code completion of multiple keywords.

3) Preparation of Abbreviated Code Lines

Given the large number of code lines, we decided to generate their abbreviations using an artificial abbreviation generator, implemented as a computer program. The artificial abbreviation generator creates acronym-like abbreviations with the maximum length of three characters, such as bao abbreviated from \texttt{ByteArrayOutputStream}; \texttt{th} abbreviated from \texttt{throw}; and \texttt{i} abbreviated from \texttt{if}. The artificial abbreviation generator takes the following steps to transform a keyword into an abbreviation:

- First, it determines the target length of an abbreviation to be created, which is always between one and three characters based on the following equation:

  \[ \text{Target length} \leftarrow \max(1, \min(3, \text{ceil}(\text{Keyword length} \times 40\%))) \]  

- Second, it appends the first letter and as many capitalized letters (0, 1, or 2 letters) as possible to the abbreviation within the limit of the target length. All characters are appended in lower case.

- Third, if the abbreviation is still shorter than the target length, append letters following the first letter one by one until the abbreviation has the target length (for \texttt{Object, obj}).

Using this computer-based approach, we limit ourselves to testing the system against the particular style of abbreviation with potential biases. However, acronym-like abbreviation is believed to be one of popular ways of abbreviating keywords and therefore the result of this study may provide a reasonable estimate of the system’s performance against human-generated abbreviations. We also imposed the maximum length limit of three characters as an effort to make a conservative estimate.

4) Test Procedure

To measure top-\(N\) accuracy of six open source projects, we repeated the following steps for each open source project:

- Train an HMM from the source code.
- Decode abbreviated code lines using the HMM. Count the number of successful decoding.
- Calculated top-\(N\) accuracy by dividing the occurrences of successful decoding within top-\(N\) candidates by the number of code completion invocations.

B. Results and Discussion

1) Top-\(N\) Accuracy

The top-10 accuracy against 3000 code lines from six open source projects was 98.9\%. The top-5, top-3 and top-1 accuracies were 97.2\%, 94.3\%, and 80.0\%, respectively. Table III shows accuracy values of individual open source projects.

There are two positive findings about the system’s performance on accuracy. First, the accuracy itself is remarkably high, close to 99\%. Although the accuracy is measured against a particular style of acronym-like abbreviations, such a high accuracy shows potential for achieving similarly high accuracy against human-generated abbreviations. Second, the system’s accuracy is consistent across the six open source projects, which may involve different class libraries, use different naming conventions, and exhibit different code patterns. Figure 7 shows that there is no noticeable difference in top-\(N\) accuracy across the projects.

2) Time per code completion

Code completion of a code line took 0.404 second on average over 3000 code lines. The right-most column in Table III summarizes the average code completion time of the six open source projects. Code completion time varies considerably across the projects. It is because the time complexity of code completion increases in proportion to the number of keywords and the number of transitions.

Since none of the projects took more than one second for code completion on average, the responsiveness of the current implementation is considered acceptable. However, there is a room for improvement because two of the projects, JRuby and TV-Browser required more than 0.7 second per code completion, which is a noticeable lag.
3) **Number of resolved keywords per code completion**

The number of keywords in each code line was recorded to inspect how many keywords were resolved per code completion. A histogram in Figure 8 shows that resolution of 3 to 5 keywords was most frequent. The average number of keywords was 4.6.

4) **Statistics about Hidden Markov Models**

Table III shows statistics of HMMs trained by source code of six open source projects. The number of code lines is measured by counting effective code lines ignoring blank lines and comments. One interesting finding is that the ratio between the number of transitions and the number of keywords is about 5 in all six open source projects. This implies that a graph connecting keywords (nodes) through transitions (edges) is very sparse because a keyword is connected to just five keywords on average among many possible keywords. The sparseness of the graph may be exploited to reduce the computational complexity of the Viterbi algorithm.

5) **Inspection of Unsuccessful Code Completions**

There were 33 unsuccessful code completions among 3000 trials, in which none in the top-10 candidates was the original code line. Two common failure types were identified by inspecting them.

Failure Type I – This type of failure is caused by the new keyword in Java language. Not only many keywords (states) make a transition to the new keyword (a state) but the new keyword also makes a transition to many keywords. Such a state with universal connection makes decoding difficult in the first-order HMM like ours. It is because transition probabilities of the first-order HMM are conditioned by only one previous state; however, in this case, a previous state cannot provide useful guidance in decoding since it is connected to too many states. This failure type applies to 18 of 33 failures.

Failure Type II – This type of failure is caused by similar keywords making similar transitions. In this study, we have restricted the maximum length of an abbreviated keyword to three characters. The HMM tries to resolve ambiguity introduced by such a short abbreviation using a transition pattern. However, there are cases in which similar keywords make transitions in a similar fashion. Then it becomes difficult for the HMM to locate the original code line within the top-N candidates. For example, a code line } `catch (Exception e1)` could not be resolved from its abbreviation } `ca (exc e)` because there were other similar keywords making similar transitions such as } `catch (Exception e), ` or } `catch (IOException e).

VI. USER STUDY

The user study focuses on evaluating time savings and keystroke savings when a programmer uses the Abbreviation Completion system. The time usage and the number of keystrokes needed in the Abbreviation Completion system are compared with those needed in a conventional code completion system in Eclipse, a popular Java development tool. We report that time savings and keystroke savings were 30.4% and 40.8% and the difference in time and keystrokes was statistically significant.

A. Paritipants

A total of 8 Java programmers was recruited using flyers and a mailing list in a college campus. They were informed that the user study would take about 30 minutes and one of the participants would be awarded a $25 gift certificate. There were six males and two females among the participants. The average age of the participants was 28.1.

| TABLE III. THE SUMMARY STATISTICS OF HIDDEN MARKOV MODELS AND CODE COMPLETION RESULTS |
|------------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| project                | Source Code files | Source Code code lines | HMMs keywords (a) | HMMs transitions (b) | HMMs ratio (b/a) | Code Completion Results top-10 accuracy | Code Completion Results top-5 accuracy | Code Completion Results top-3 accuracy | Code Completion Results top-1 accuracy | time per code completion |
|------------------------|------------------|------------------------|------------------|------------------|-----------------|-----------------|-----------------|-----------------|-----------------|------------------|
| DnsJava                | 123              | 35,658                 | 2,962            | 15,790           | 5.3             | 99.0%           | 97.2%           | 94.8%           | 79.8%           | 0.10 sec         |
| CAROL                  | 157              | 44,166                 | 2,729            | 12,810           | 4.7             | 99.2%           | 97.6%           | 94.2%           | 80.4%           | 0.11 sec         |
| RSS Owl                | 412              | 147,162                | 7,579            | 40,565           | 5.4             | 99.0%           | 98.4%           | 96.0%           | 83.2%           | 0.25 sec         |
| JEdit                  | 394              | 233,908                | 13,803           | 80,769           | 5.9             | 98.8%           | 97.2%           | 94.0%           | 79.6%           | 0.43 sec         |
| JRuby                  | 677              | 320,124                | 21,157           | 123,115          | 5.8             | 98.8%           | 96.6%           | 93.0%           | 77.0%           | 0.70 sec         |
| TV-Browser             | 852              | 348,942                | 20,358           | 112,830          | 5.5             | 98.6%           | 96.8%           | 94.8%           | 81.0%           | 0.88 sec         |
| Average                | 436              | 188,326                | 11,431           | 64,313           | 5.4             | 98.9%           | 97.3%           | 94.5%           | 80.2%           | 0.41 sec         |

Figure 7. The system gives consistent top-N accuracy across the open source projects.

Figure 8. The histogram of the number of keywords resolved per code completion.

This type of failure potentially applies to all failures.
All of them had a minimum of 5 years of general programming experience. Five people had used Eclipse for more than 3 years while three people had not used it or used it just briefly because they used different Java development tools, which they confirmed have a code completion capability similar to Eclipse.

B. Usage Scenario and Assumptions

We are interested in evaluating code completion systems in a particular test scenario, in which a programmer writes lines of code based on a concrete idea of what needs to be written. That is, a programmer can write multiple keywords without having to stop to ponder about the next keyword.

To simulate such a code-writing scenario, we decided to provide our subjects with a visual reference of code lines, which was always visible on the computer screen. We assumed that such a visual reference could work as an external memory, which would enable our subjects to type multiple keywords continuously as if they had what needs to be written in their minds. We also assumed that using a visual reference would not slow down code-writing significantly as long as subjects were familiar with the code lines in the visual reference.

C. Study Setup

The user study was performed at an office area in a college campus using a computer with a full-sized keyboard. One subject, assisted by one experiment facilitator, performed a set of code-writing tasks at each run of the user study.

The two code completion systems under investigation are called Abbreviation Completion and Eclipse Code Completion. To counterbalance the effect of trying one system first and the other later, we separated subjects into two groups. The first group, named Abbreviation-First, started using Abbreviation Completion first while the second group, named Eclipse-First, started using Eclipse Code Completion first.

D. Tasks

The user study starts with the first task of learning two code completion systems. Let us assume that a subject from the Abbreviation-First group performs the first task. After the facilitator explains how to use Abbreviation Completion, the facilitator lets the subject practice using Abbreviation Completion. A subject is allowed to ask questions during the practice. For practice, the subject is required writes code lines in Figure 9 using Abbreviation Completion. Once the subject finishes writing the code lines, the facilitator explains how to use Eclipse Code Completion. A same practice session follows using Eclipse Code Completion.

The second task is a recording session to record time usage and keystrokes in writing code lines in Figure 9. Note that a subject is asked to write the same code lines that they already have written twice because it may help simulate the usage scenario of our interest. Let us assume that a subject from the Abbreviation-First group performs this task. The subject first writes the code lines using Abbreviation Completion. The time usage and keystrokes are unobtrusively recorded using custom-built instrumentation facilities in code editors. Once the subject finishes writing ten code lines, the subject will have a short break and then repeat the same recording process using Eclipse Code Completion.

Ten code lines in Figure 9 were selected from JEdit, one of open source projects used in our artificial corpus study, through a random walk of its source code to find code lines that satisfy the following characteristics: each code line should appear at least four times in the whole project; each code line should be at least 30 characters long and at most 50 characters long; and selected code lines should demonstrate various styles of code-writing such as instantiations, assignments, declarations, member access, and parameters.

E. Results

1) Time savings

The overall time savings averaged for all subjects and for all code lines was 30.4%, as shown in Figure 10. The detailed time usage is presented in two ways, first by averaging for all code lines (Figure 10) and second by averaging for all subjects (Figure 11). Time savings were calculated by dividing the difference of time usage in two code completion systems by the time usage of Eclipse Code Completion. The standard deviation of time savings across subjects was 8.4%, indicating that there is a certain amount of variation in time savings depending on individual subjects. The standard deviation of time savings across code lines was 6.3%. The difference in the time usage between Abbreviation Completion and Eclipse Code Completion was statistically significant based on a paired t-test ($df = 79, p < 0.001$).

2) Keystroke savings

The overall keystroke savings averaged for all subjects and for all code lines was 40.8%, as shown in Figure 12, which is larger than the overall time savings. The number of keystrokes is presented in two ways, first by averaging for all code lines (Figure 12) and second by averaging for all subjects (Figure 13). The standard deviation of keystroke savings was 6.7% across subjects and 7.5% across code lines. The difference in the number of keystrokes between Abbreviation Completion and Eclipse Code Completion was statistically significant based on a paired t-test ($df = 79, p < 0.001$).

Unlike the time usage, the number of keystrokes has a baseline value. A baseline value is the number of keystrokes when the whole character sequence in a code line is typed without using any code completion. Black dotted lines in Figure 12 and Figure 13 show the baseline values. Multiple

```java
JPanel content = new JPanel(new BorderLayout());
content.add(BorderLayout.CENTER, panel);
public void actionPerformed(ActionEvent e) {
    label.setHorizentalAlignment(SwingConstants.CENTER);
    cons.anchor = GridBagConstraints.WEST;
    label.setBorder(new EmptyBorder(0,0,0,12));
    fireTableRowsUpdated(row,row);
    SwingUtilities.invokeLater(new Runnable() {
        void run() {
            SwingBuffer buf = new StringBuffer();
            String str = "Hello, World!";
        }
    });
}
```

Figure 9. Code lines used in the user study to measure time usage and keystrokes needed for code-writing using two code completion systems.
dotted lines are shown in Figure 14 because each code line has its own baseline value. Comparing average keystrokes by Abbreviation Completion (20.7 keystrokes) with the baseline value (45.8 keystrokes), we see 54% of keystroke savings. Meanwhile, average keystrokes by Eclipse Code Completion (35.0 keystrokes) is just 24% less than the baseline value.

F. Discussion

In the user study, the Abbreviation Completion system achieved substantial savings in time and keystrokes. It is noteworthy that the keystroke savings were larger than the time savings. Obviously, the time usage is not a linear function of keystrokes; it is also a function of various mental operations, which could not be measured directly in the user study.

From our observation of subjects’ behavior, one noticeably time-consuming mental operation was a validation of code completion candidates. After making some keystrokes, subjects stopped to check if the list of code completion candidates had the intended code line. Because the system showed ten code completion candidates, it could take seconds to scan through the list if the correct one did not appear near the top in the list.

One subject told us that validation was more difficult in Abbreviation Completion than in Eclipse Code Completion. The subject explained that it was because multiple keywords had to be validated all at once. Another subject told us that the subject had a desire to hit the Enter key right after typing abbreviated input without validating the candidates. He said that it was because the system’s first suggestion seemed usually correct.

We think that both of subjects’ comments point to a single usability issue of the Abbreviation Completion system. Information needed for validating code completion candidates is not clearly visible to users. Users only see abbreviated input and code completion candidates. Information about how well or why a code completion candidate matches the abbreviated input is not visible to users. Also, from the very nature of code completion, it is difficult to visually compare code completion candidates with the intended code line because the intended code line is in user’s mind.

To enhance the visibility, we may improve the system in two ways. First, we may expose the system’s confidence about code completion candidates. It can help users know when they need to be more careful about validation. The system’s confidence may be calculated from two sources of information: a probabilistic model using the HMM and a history data of using the Abbreviation Completion system. Second, we may expose information about why a code completion candidate makes a match of abbreviated input. Instead of trying to explain a complicated probabilistic model, an approximated model that can be communicated easily may serve this purpose well. A simple visualization technique, such as highlighting which part in abbreviated input matches which part in a code completion candidate, should be useful as well.

VII. RELATED WORK

Saving keystrokes and time for code-writing is one of the major design objectives of source code editors. Generating multiple keywords from a short character sequence is one way of achieving the objective. There have been two major strategies for supporting multiple keyword generation.

The first strategy is using a code template, which is a
predefined piece of code that can be inserted into currently edited code. Each code template is given a short alias so that programmers can insert a code template using the alias as a reference. One of the early implementations of this strategy is a feature called Abbrevs [2] in the Emacs editor. It allows users to define a word that automatically expands into a different text. Many modern integrated development environments (IDE) also implement the code template strategy, such as Editor Template in Eclipse [3] and IntelliSense Code Snippets in Visual Studio [11].

The second strategy is using a type-constrained search to construct an expression that may contain multiple keywords. Keyword Programming [4], XSnippet [5], and Prospector [6] are based on this strategy, but they have differences in the type of input, the type of generated expression, and the heuristics for guiding type-constrained search. The input for Prospector is two Java types, which is used for creating multiple lines of code that convert one type to the other type using heuristics based on the graph path. XSnippet also takes two Java types as input, but optionally it can take additional Java types to specify a context. XSnippet uses heuristics based on snippet lengths, frequencies, and context matches to generate multiple lines of code for instantiation. Keyword Programming takes a set of keywords as input and output a code line of Java expression using heuristics based on the keyword matches.

Our approach addresses some of the important usability issues of the previous approaches as follows:

First, one usability issue of code template systems is that it is time-consuming to define a new code template. It requires users to edit template definition files or use complicated dialog boxes. Abbreviation Completion may solve this issue because it only requires user to specify the location of source code. A corpus of existing code is used to automatically construct an equivalence of a library of code templates.

Second, another usability issue of code template systems is that users need to memorize aliases of code templates to use them in code-writing. Some systems, such as [11], provide a dialog box for inserting code templates, but it may not be a time-efficient alternative unless it is used for inserting a long block of code. Abbreviation Completion addresses this issue by supporting non-predefined abbreviations as a way to refer code snippets.

Third, type-constrained search systems focused on serving a specific type of users who need help with choosing or using classes. They did not serve a different type of users who already have a good idea of what need to be written and want to write them more efficiently. Abbreviation Completion demonstrates that some of the techniques used in type-constrained search systems – notably, source code mining and text-based hint – can be used to serve the different type of users.

VIII. CONCLUSION AND FUTURE WORK

This paper has presented Abbreviation Completion, a novel technique to complete multiple keywords at a time based on non-predefined abbreviated input. We presented a model and algorithm based on a HMM to find the most likely code completions. We presented a method to learn parameters of the HMM from a corpus of existing code and examples of abbreviations. A new user interface for multiple keyword code completion has been implemented on a demonstration code editor. The accuracy of the Abbreviation Completion system is evaluated in an artificial corpus study, in which 3000 code lines from six open source projects were completed from their abbreviations. The system achieved average 98.9% accuracy. Time savings and keystroke savings were evaluated in a user study, in which the Abbreviation Completion system was compared with the Eclipse Code Completion system. The overall time savings and keystroke savings were 30.4% and 40.8%. The differences in the time usage and the number of keystrokes were statistically significant based on a paired t-test.

One of the important goals of future work is to further improve the usability of the system. A user interface for validating code completion candidates deserves investigation because the user study revealed that the validation can be time-consuming and difficult. A field test of the system on a widely available platform, such as Eclipse, should be valuable for achieving the goal. Improving responsiveness of the system is another goal because in the artificial corpus study the system tended to be less responsive if the number of keywords grow larger than 20,000. Finally, because the key benefit of our approach is keystroke savings, application to programming environments with limited input capabilities, such as mobile devices, may be worthy of investigation.
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