Qualitative speed-accuracy tradeoff effects can be explained by a diffusion/fast-guess mixture model

Roger Ratcliff\(^*\) & Inhan Kang\(^*\)

Rafiei and Rahnev (2021) presented an analysis of an experiment in which they manipulated speed-accuracy stress and stimulus contrast in an orientation discrimination task. They argued that the standard diffusion model could not account for the patterns of data their experiment produced. However, their experiment encouraged and produced fast guesses in the higher speed-stress conditions. These fast guesses are responses with chance accuracy and response times (RTs) less than 300 ms. We developed a simple mixture model in which fast guesses were represented by a simple normal distribution with fixed mean and standard deviation and other responses by the standard diffusion process. The model fit the whole pattern of accuracy and RTs as a function of speed/accuracy stress and stimulus contrast, including the sometimes bimodal shapes of RT distributions. In the model, speed-accuracy stress affected some model parameters while stimulus contrast affected a different one showing selective influence. Rafiei and Rahnev’s failure to fit the diffusion model was the result of driving subjects to fast guess in their experiment.

Would we want to apply a single-process model to a task in which on some proportion of the trials subjects try to make a decision about a stimulus while on other trials they close their eyes and hit a button randomly? Rafiei and Rahnev\(^*\) presented an experiment in which subjects were asked to judge the orientation of a Gabor patch with five levels of contrast. They used five levels of speed-stress, varying from extremely high stress on speed to high stress on accuracy (“slow” stress in their terms). Our analyses of their data show that when speed was stressed, on some proportion of trials subjects randomly responded to the onset of the stimulus without waiting to make a decision based on stimulus orientation. The results produced bimodal response time (RT) distributions in the speed-stress conditions for some subjects and distributions with most RTs less than 300 ms for others. The accuracy of the responses with RTs less than 300 ms was chance.

To demonstrate this, Fig. 1a shows correct and error RT distributions from Rafiei and Rahnev’s data for conditions with highest speed-stress and lowest accuracy and for conditions with lowest speed-stress and highest accuracy (in each case, all RTs are grouped over subjects and conditions). The figure shows that the correct and error RT distributions completely overlap for RTs less than 300 ms and the bimodal distribution for correct responses diverges from the distribution for error responses only for RTs greater than 300 ms. In their analyses, Rafiei and Rahnev used a cutoff of 150 ms, but Fig. 1a shows accuracy starts to rise above chance only after about 300 ms.

Rafiei and Rahnev’s research represents a rediscovery of fast guessing. Fast guessing was a major topic in the 1960’s and 1970’s with experiments with simple stimuli that examined the phenomenon and models that were developed to account for the data (e.g. 2–4). Luce\(^5\) reviewed fast guess data and modeling from a range of experimental tasks including those from a study by Blough\(^6\) with pigeons performing a (light) wavelength discrimination task and a study by Swensson\(^7\) with humans performing a discrimination task judging the orientation of a rectangle. In both cases, the shape of RT distributions with RTs less than about 250 ms was unaffected by manipulations of difficulty. Discriminative responses had RTs greater than about 300 ms in Swensson’s study and in Blough’s study, and there were peaks in the RT distributions at 200 ms for fast guesses and at 350 ms for discriminative responses based on the stimulus.

Rafiei and Rahnev’s article focussed on showing that the standard diffusion model\(^8,9\) cannot account for the results from their experiment. In the model (Fig. 1b), information is accumulated from a starting point, \(z\), until the process reaches one of the two response criteria, or boundaries, \(a\) and \(0\). The drift rate of the accumulation process, \(v\), is determined by the quality of the stimulus information. Drift rate is assumed to vary (from a normal...
distribution) from trial to trial with SD $\eta$ and the starting point of the process is also assumed to vary from trial to trial with range $s_z$. The time for processes outside the decision process (encoding, transformation of the stimulus representation to the decision-relevant representation, and response output) is assumed to have mean $T_{er}$ and range $s_t$. Ratcliff and Tuerlinckx discussed fast guesses in the context of parameter estimation for the diffusion model. The DMAT diffusion model fitting package has an explicit mechanism to detect the point in time at which accuracy begins to rise above chance which can be used as a cutoff to eliminate fast guesses. However, this outlier-elimination mechanism has not found much use as far as we know. Simen et al. conducted an optimality analysis of the diffusion model and found that in some cases in which one stimulus occurred with greater probability than the other, fast guesses were optimal to maximize reward rate. In these studies and others, it is generally agreed that if subjects are encouraged to respond extremely quickly, some subjects some proportion of the time will engage in fast guessing. Generally, a lot of diffusion modeling has used cutoffs (i.e., RTs below which accuracy is at chance) to eliminate fast guesses or has eliminated subjects with a large proportion of fast guesses.

In many experiments, fast guessing has been minimized by instructions, monitoring subjects, and/or an extra long delay following a too-fast response to discourage such responses (i.e., a time penalty). Remaining too-fast responses have usually been eliminated from analyses and model fitting. However, recently, experiments are being published with results contaminated with fast guesses, and online tasks or those without close supervision of subjects are susceptible to fast guesses.

Methods and results

To directly address Rafiei and Rahnev's analyses of their data and the problems with them, we introduce a mixture model that adds a simple, explicit model of fast guessing to the standard diffusion process for stimulus-based discriminative decisions. In this model, there is some probability at each level of speed-stress that a trial is a fast guess. Fast guesses have been considered in some applications since the research described in Luce's review. Ratcliff examined the effects of fast and slow outlier RTs on the power of analysis of variance and on measures such as skewness and kurtosis. Ratcliff and Tuerlinckx discussed fast guesses in the context of parameter estimation for the diffusion model. The DMAT diffusion model fitting package has an explicit mechanism to detect the point in time at which accuracy begins to rise above chance which can be used as a cutoff to eliminate fast guesses. However, this outlier-elimination mechanism has not found much use as far as we know. Simen et al. conducted an optimality analysis of the diffusion model and found that in some cases in which one stimulus occurred with greater probability than the other, fast guesses were optimal to maximize reward rate. In these studies and others, it is generally agreed that if subjects are encouraged to respond extremely quickly, some subjects some proportion of the time will engage in fast guessing. Generally, a lot of diffusion modeling has used cutoffs (i.e., RTs below which accuracy is at chance) to eliminate fast guesses or has eliminated subjects with a large proportion of fast guesses.

In many experiments, fast guessing has been minimized by instructions, monitoring subjects, and/or an extra long delay following a too-fast response to discourage such responses (i.e., a time penalty). Remaining too-fast responses have usually been eliminated from analyses and model fitting. However, recently, experiments are being published with results contaminated with fast guesses, and online tasks or those without close supervision of subjects are susceptible to fast guesses.
The mixture model was fit to Rafiei and Rahnev’s data for each subject separately with all of its parameters estimated simultaneously for all of the experimental conditions. There were 25 conditions, five levels of speed-stress crossed with five levels of stimulus contrast. There were 25 parameters for each condition: 1 for boundary separation, nondecision time, drift rates, and the probability of a fast guess. The mean and SD of the normal distribution for guesses were held constant across all conditions. There were also 3 across-trial variability parameters, also held constant across all conditions: the SD in drift rate, the range in nondecision time, and the range in starting point (which is equivalent to across-trial variability in boundary separation when it is less than half the boundary separation). This 25-parameter model had to fit correct and error RT distributions and accuracy, simultaneously, for all 25 conditions. To anticipate, the model fit the data well with selective influence, something that Rafiei and Rahnev claimed the model could not do. Drift rate changed only across stimulus contrast conditions and not speed-accuracy conditions, and boundary separation, nondecision time, and the probability of fast guesses changed only across speed-accuracy conditions and not stimulus contrast conditions.

The model was fit using 9 quantile RTs, the 0.1, 0.2, 0.3, ..., and 0.9 quantiles. The quantile RTs and parameter values of the model were used to generate the predicted cumulative probabilities of a response by that quantile RT. Subtracting the cumulative probabilities for each successive quantile from the next higher quantile gives the expected proportion of responses between adjacent quantiles (πi). The observed proportion of responses between adjacent quantiles is p = 0.1. The model was fit by minimizing the G-square multinomial maximum likelihood statistic $G^2 = 2 \sum N \ln(p/\pi)$, where $N$ is the number of observations for the condition. This statistic is equal to twice the difference between the maximum possible log likelihood and the log likelihood predicted by the model (because $\ln(p/\pi) = \ln(p) - \ln(\pi)$).

With 9 quantile RTs to represent correct and error RT distributions for the 25 conditions, there were 10 degrees of freedom for each distribution because there are 10 bins outside and between the 0.1, 0.2, 0.3, ..., 0.9 RT quantiles for both correct and error distributions. The total probabilities for each pair of correct and error RTs must add to 1, so the number of degrees of freedom for each condition, with correct and error RT distributions, is 19 (=20–1) giving 475 degrees of freedom to be explained by the 25 parameters of the model. There were two modifications for fitting the data. One was that we set the probability of fast guesses to zero if the proportion was less than 0.1. When the estimated proportion of fast guesses was so small, then for conditions with small error rates, there were sometimes mispredictions because these error conditions were not influential in determining the proportion of fast guesses. Setting the proportion to zero corrects this bias. The other modification was that the values of boundary separation and nondecision time were set equal for the two highest speed-stress conditions. This was done because for some of the subjects, the probability of fast guesses was very high (over 0.98) for the highest speed-stress condition which means that these parameters were identified poorly because of the small numbers of error responses (2%). The fits with parameters in Table 1 are from means across the parameters from fits of the individual subjects.

We show the fits of the model to the data in several ways. First, Fig. 2a shows quantile probability plots for each speed-accuracy condition. The 0.1, 0.3, 0.5, 0.7, and 0.9 quantile RTs are plotted vertically above the proportion of responses for each contrast condition. The data are the x’s and the model predictions are the o’s. These plots provide information about how accuracy and the shapes of RT distributions change across the contrast conditions. The shapes can be seen by drawing equal-area rectangles between the quantile RTs, as shown in the top middle panel of Fig. 2a. The 0.1 quantile represents the leading edge of the distribution, the 0.9 quantile represents the tail of the distribution, and the median (0.5 quantile) is the middle row. The change in mean RTs across conditions is mainly a spread in the distributions.

There are two misses between predictions and data. The first is a miss between predictions and data for error RT quantiles in the medium speed-stress condition for the highest-accuracy stimulus contrast condition. The model misses these extreme errors likely because there are low numbers of these errors and so they receive little weight in the model fitting. The second miss is for the 0.1 quantile RTs for the highest speed-stress conditions. The empirical 0.1 quantile RTs are lower than the predictions in Fig. 2b.

The second way we display fits of the model to data is shown in Fig. 2b. Accuracy and the 0.1, 0.5, and 0.9 quantile RTs for predictions and data are plotted against each other for every subject and every condition. These include error RTs for conditions with more than 15 observations. These plots show almost no systematic deviations between predictions and data.

| $a_1$ | $a_2$ | $a_3$ | $a_4$ | $a_5$ | $T_{g1}$ | $T_{g2}$ | $T_{g3}$ | $T_{g4}$ | $p_{a1}$ | $p_{a2}$ | $p_{a3}$ | $p_{a4}$ | $p_{a5}$ | $T_{s1}$ | $T_{s2}$ | $T_{s3}$ | $T_{s4}$ | $T_{s5}$ |
|-------|-------|-------|-------|-------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| 0.063 | 0.063 | 0.072 | 0.083 | 0.106 | 0.356   | 0.356   | 0.382   | 0.393   | 0.414   | 0.735   | 0.201   | 0.0     | 0.0     | 0.0     | 0.0     |
| 0.108 | 0.175 | 0.283 | 0.426 | 0.546 | 0.184   | 0.037   | 0.129   | 0.262   | 0.051   |

Table 1. Diffusion model parameters for the guessing model. The numerical index for boundary separation (a), nondecision time ($T_s$), and fast guess proportions ($p_a$) represent speed accuracy conditions, 1 for extremely fast, 2 for fast, 3 for medium, 4 for slow, and 5 for extremely slow. The numerical index for drift rate (v) represents the contrast (difficulty) manipulation, 1 for the lowest contrast and 5 for the highest. The SD in drift across trials is $\eta$, the range of the distribution of starting point is $s_g$, the range of the distribution of nondecision times is $s_t$, the mean of the normal distribution of guesses is $\mu_g$ and the SD in the distribution of guesses is $s_g$. |
Figure 2. (a) Quantile probability plots for the mixture model with data and model predictions averaged over subjects in the same way. The x’s are the data and the o’s are the predictions joined by the lines. The five lines stacked vertically above each other are the values predicted by the diffusion model for the 0.1, 0.3, 0.5, 0.7, and 0.9 quantile RTs as a function of response proportion for the conditions of the experiments, see the top middle panel inset. Equal-area rectangles drawn between the quantiles are shown on the right side of the top middle panel (to show how RT distributions could be constructed). The M’s in the bottom two plots show the median RT because some subjects did not have enough error responses to compute quantiles. (b) Plots of accuracy, the 0.1, 0.5 (median), and 0.9 quantile correct response times (RTs) for every subject and every condition. For the quantiles, only values are presented from conditions with over 15 observations.

Figure 3a and 3b show the empirical and predicted RT distributions (respectively) for all the contrast conditions collapsed for the highest speed-stress condition for each individual subject. The thin vertical lines are at 300 ms and if a distribution lies mainly below this, the responses are mainly fast guesses (see Fig. 1a). There are two main patterns of results. Some subjects produce histograms with mostly fast guesses. Other subjects show a pattern with bimodal RT distributions with the two peaks corresponding to fast guesses and to stimulus-based decisions. For all the subjects, the predicted RT distributions qualitatively match the empirical distributions.

Figure 3a shows why the second miss in Fig. 2a occurs. For all the subjects except one, the fastest responses had RTs of exactly 31 ms showing that these subjects were hitting the response key in anticipation of the stimulus (31 ms is too fast for a response to the onset of a stimulus). These extremely fast responses in the left tail produce 0.1 quantile RTs that are lower than a normal distribution can accommodate.

The G-square statistic that is minimized in fitting the model to data is asymptotically distributed as chi-square and so the values from fits to data can be compared with the critical value of chi-square. For 450 degrees of freedom (475–25), the critical value at the 0.95 level is 500.5. The mean value from the fits to the data is 654.4 which is larger than the critical value. However, examination of other diffusion model fits with this many data points per subject (close to 5000 observations per subject) has found that a value between one and two times the critical value represents quite good fits. This is because the G-square statistic is a function of the number of observations and small deviations between theory and data are magnified as the number of observations increases, leading to significant values.

Above, we noted that the normal distribution for the guessing process might be replaced by a more principled distribution. For example, Smith has a model for simple RT that was composed of a mixture of a rapid stimulus detection process and a slower level detection process. This detection model might be used here instead of the normal, but like the normal, it would miss the leading edge of the RT distributions when there are RTs too short to be due to detection of the stimulus onset (e.g., 31 ms, Fig. 3a).

Rafiei and Rahnev used a t-test to examine whether responses when speed-stress was high had accuracy above chance and so could not be explained by detection of the stimulus onset. Accuracy was above chance so they concluded that accuracy in this highest speed-stress condition was not based completely on detection of the stimulus. However, Fig. 1a shows that responses under 300 ms were at chance. We performed a t-test using mean accuracy values for each subject for all responses for the highest speed-stress condition collapsed over stimulus contrast conditions and for responses with times under 300 ms from those conditions. For all responses, results replicated Rafiei and Rahnev with t(19) = 3.73, p = 0.0014, Cohen’s d = 0.835 (mean accuracy values were 0.566 and 0.483). But for responses with RTs less than 300 ms, accuracy was not significantly different from chance, t(19) = 1.07, p = 0.30, Cohen’s d = 0.240 (mean accuracy values were 0.517 and 0.483). Thus, fast responses (with RTs less than 300 ms) can be considered detection responses in Rafiei and Rahnev’s terms.

Rafiei and Rahnev used three patterns in their data as benchmarks against which to test the diffusion model. None of these refuted the mixture model.

The first benchmark was that errors were faster than correct responses for the higher speed-stress conditions but slower than correct responses for the lowest speed-stress condition (Fig. 4a). The mixture model accounts for this because for the higher speed-stress conditions, more of these errors were fast guesses and the number of these dominated errors from the diffusion process, making errors faster than correct responses. As speed-stress decreased, the number of fast guesses declined to near zero and so across-trial variability in drift rate produced errors slower than correct responses (e.g., 5). The mixture model gives good, quantitative matches with this pattern of data (Fig. 4a).

The second benchmark was how the ratio between the SD and mean of RT distributions changed as a function of speed-stress. The ratio was large for higher speed-stress conditions, then fell for the moderate speed-stress condition, and then rose again for lower speed-stress conditions (Fig. 4b). The mixture model accounts for this pattern for much the same reason as for the first benchmark. The spread of RTs (SD) was larger for the conditions that contained many fast guesses (higher speed-stress), narrower as the number of fast guesses decreased (moderate speed-stress). For the lower speed-stress conditions, the number of fast guesses approached zero but boundary separation increased which led to an increase in the spread of RTs and hence the SD relative to the mean. The mixture model fit this U-shaped function well (Fig. 4b).

The third benchmark was that the skewness of the RT distributions was large at the highest speed-stress condition, then decreased for the next highest speed-stress condition, then increased with further reduced speed-stress. In the mixture model, for the highest speed-stress condition, the proportion of fast guesses was about 0.75 and the mixture of these responses from the diffusion process produced right skewed RT distributions with large skewness (e.g., Fig. 1a). At the second highest speed-stress condition, the proportion of fast guesses is lower which reduces skewness. As speed-stress is reduced further and the proportion of fast guesses approaches...
Figure 3. (a) Empirical correct RT distributions for the highest speed-stress conditions (collapsed over the levels of stimulus contrast) for each of the 20 individual subjects. (b) The same plots for predictions generated from fits of the mixture model to the data. The thin vertical lines at 300 ms provide an approximate way of separating fast guesses (those below 300 ms) from stimulus-based responses.
zero, skewness rises again as RT distributions spread with increasing boundary separation. This produces the U shaped functions in Fig. 4c.

Rafiei and Rahnev argued that the diffusion model was incapable of even qualitatively accounting for the patterns of results in these three benchmarks. However, the results in Fig. 4 show the mixture model produces results that match the data.

Although the patterns of results in Figs. 4b and 4c match the qualitative patterns of results, there are problems with use of these measures. First, Ratcliff\textsuperscript{12} presented an analysis of moments of RT distributions that showed that both the SD and skewness have high variability associated with them. He showed that cutoffs of 2 versus 5 s in real data with mean RT around 700 ms can change the SD by 30% and skewness by a factor of 2. Second, these measures are extremely sensitive to outliers\textsuperscript{12}. Third, Ratcliff\textsuperscript{11} showed that the skewness measure does not reflect intuitions about skew in distributions (the spread in the tail relative to the rise in the leading edge). Better measures are quartile skewness or Pearson’s skewness measures. Ratcliff found that the skewness measure did not correlate highly with quartile skewness or Pearson’s skewness measures (which correlated with each other) using Monte Carlo simulations. Fourth, there is a question as to how some of the quantities might be calculated. One could compute an overall SD over all the data for a subject or compute a SD for each subject in each experimental condition and average those.

Because the measures that Rafiei and Rahnev propose as benchmarks are quite variable for any individual with potentially large effects of outliers, we argue that this makes them less useful as quantitative benchmarks. Also, because the unusual patterns of results occur because of extensive fast guessing, we argue that this makes them less useful as qualitative benchmarks. But most importantly, the mixture model produces the qualitative U-shaped patterns of results that Rafiei and Rahnev argued showed failure of the diffusion model.

**Ethics statement.** No human subjects were involved or enrolled for this article. All data were from a previously published article\textsuperscript{1}.

**Discussion**

In the research here, we fit the mixture model to the data from Rafiei and Rahnev\textsuperscript{1}. The model assumes a simple normal distribution for fast guesses and a diffusion process for discriminative responses. It fit all aspects of the data for individual subjects including the bimodal RT distributions for some subjects, correct and error RT distributions, and accuracy as a function of both stimulus contrast and speed-accuracy conditions. This was done with considerable model constraint: There was the same guessing proportion for all stimulus contrast conditions for each speed-accuracy condition as well as different boundary separation and nondecision times for each speed-accuracy condition, and there were different drift rates for each stimulus contrast condition but these were the same over all the speed-accuracy conditions. All in all, there were 475 degrees of freedom in the data explained by 25 model parameters.

Rafiei and Rahnev claimed that the standard diffusion model could not account for their data, but their data are contaminated by responses so fast that they could not have come from decision processes that a diffusion model was designed to represent. The history of research with RT measures has made it extremely clear that mixture models are the most appropriate for data that include fast guesses\textsuperscript{12,13}. This means that we should expect a mixture model to account for their data and the analyses in this article show that it does, providing a good quantitative and qualitative account of their data.

Rafiei and Rahnev argued that the diffusion model fails to show selective influence, but in the fits presented here, selective influence was found. Stimulus contrast affected only drift rate and the speed-stress manipulation affected boundary separation, nondecision time, and the proportion of fast guesses but it did not affect drift.

---

**Figure 4.** Plots of (a) mean error RT minus mean correct RT, (b) the SD in RT divided by the mean, and (c) RT skewness, each for the 5 speed-accuracy (SAT) conditions. The solid lines are the data and the dotted lines are the theoretical predictions. These are the qualitative “benchmark” analyses that Rafiei and Rahnev claim the diffusion model cannot capture.
rates. Early in development of the diffusion model, speed-accuracy manipulations were assumed to affect only boundary separation\(^2\), but later they were found to affect both boundary separation and nondecision time\(^3\). If speed is stressed to a high degree and fast guessing is avoided, subjects may encode stimulus information to a lesser degree and drift rates may be lower\(^4\). In Rafiei and Rahnev’s experiment, the mixture model provided excellent fits with selective influence.

Rafiei and Rahnev admitted that there might be other model-based approaches that could account for their data, but they did not evaluate them. Here we implemented a mixture model and found it provided a compact explanation of all the data. The conclusion is that the diffusion model can easily and accurately handle speed-accuracy stress with the addition of a fast-guess process, a process that has been part of research on RTs since the 1960’s.
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