Abstract. In this work, we develop a fast hierarchical solver for solving large, sparse least squares problems. We build upon the algorithm, spaQR (sparsified QR [16]), that was developed by the authors to solve large sparse linear systems. Our algorithm is built on top of a Nested Dissection based multifrontal QR approach. We use low-rank approximations on the frontal matrices to sparsify the vertex separators at every level in the elimination tree. Using a two-step sparsification scheme, we reduce the number of columns and maintain the ratio of rows to columns in each front without introducing any additional fill-in. With this improvised scheme, we show that the runtime of the algorithm scales as $O(M \log N)$ and uses $O(M)$ memory to store the factorization. This is achieved at the expense of a small and controllable approximation error. The end result is an approximate factorization of the matrix stored as a sequence of sparse orthogonal and upper-triangular factors and hence easy to apply/solve with a vector. Finally, we compare the performance of the spaQR algorithm in solving sparse least squares problems with direct multifrontal QR and CGLS iterative method with a standard diagonal preconditioner.

1. Introduction. In this work, we are interested in solving large sparse linear least squares problems of the form,

$$\min_x \|Ax - b\|_2, \quad A \in \mathbb{R}^{M \times N}, \quad M \geq N, \quad \text{rank}(A) = N \quad (1.1)$$

Least squares problems appear in a wide range of topics ranging from constrained optimization, computer graphics to economics, data analysis and machine learning. These typically have millions of rows and columns but in many applications may have less than 0.1% of the entries that are non-zero. It is therefore important to maintain the sparsity of the matrix for efficient solutions to large sparse least squares problems.

The most commonly used technique to solve the least squares problems is to solve the normal equations,

$$A^T Ax = A^T b \quad (1.2)$$

The normal equations form a symmetric positive definite linear system which can be solved with a sparse Cholesky factorization or an iterative method like CG [21]. However, the condition number of the coefficient matrix $A^T A$ in the normal equations is square of the condition number of $A$. Hence, explicitly forming $A^T A$ and solving the normal equations may lead to numerical instabilities. As a result, this method is not appropriate for ill-conditioned or stiff problems [4, 18].

A more reliable and accurate direct method for least squares problems is using the QR decomposition of $A$. Then, solving Equation (1.1) boils down to the solution of the linear system,

$$Rx = Q^T b$$

The $R$ factor in the QR decomposition is same as the Cholesky factor of $A^T A$. However, the use of orthogonal transformations in the QR decomposition make the factorization stable as opposed to computing the Cholesky decomposition of $A^T A$.

Direct methods can be expensive even for sparse matrices due to the fill-in (new non-zero entries) introduced during the factorization. On the other hand, iterative methods such as CGLS [17] (also known as CGNR), LSQR [33], LSMR [13], which
have been proposed for least-squares problems, rarely work well without good pre-conditioners. A good hybrid between the two are incomplete factorizations, which are then used as pre-conditioners with iterative methods. For example, Incomplete Cholesky (on $A^T A$) [31], Incomplete QR (IQR) [26, 36], Multilevel Incomplete QR (MIQR) [30] find an approximate factorization by thresholding the fill-in entries. In general, these pre-conditioners are not guaranteed to work and can fail for a large number of problems [25, 6, 38]. Better pre-conditioners can be built when additional information on the problem is available.

Hierarchical solvers such as Hierarchical Interpolative Factorization (HIF) [23, 22, 11, 12], LoRaSp [35, 42] and Sparsified Nested Dissection (spaND) [5, 29] are another family of incomplete factorizations. All three solvers were developed to perform a fast Cholesky factorization of SPD matrices by incorporating low-rank approximations in the classical multifrontal approach. Some of these algorithms were later extended to perform a fast LU factorization on unsymmetric matrices [23]. In contrast, another popular approach is to store the dense fronts using low-rank bases and perform fast matrix-vector products using these bases [1, 2, 10, 15, 34, 37, 40, 41]. Most of the efforts in this area have been focused on solving linear systems and has recently been extended to solve Toeplitz least squares problems [39].

The spaQR algorithm developed by the authors in [16] is another hierarchical solver that builds on the idea that certain off-diagonal blocks in $A$ and $A^T A$ are low-rank. This property was leveraged to build a fast approximate sparse QR factorization of $A$ to solve linear systems in $O(N \log N)$ time [16].

However, if the spaQR algorithm is used as such without any modifications for tall, thin matrices (least squares problems), we will not have a near linear time algorithm. For example, we can end up with a final block that has few columns but $O(M - N)$ rows. This would lead to a high computational cost. So controlling the aspect ratio (i.e., the ratio number of rows / number of columns) of the diagonal blocks is a key step in our new algorithm. This is one of the goals of the algorithm in this manuscript.

The (new) spaQR algorithm produces a sparse orthogonal factorization of $A \in \mathbb{R}^{M \times N}$ in $O(M \log N)$ time, such that,

$$A \approx QW = \prod_i Q_i \prod_j W_j$$

where each $Q_i$ is a sparse orthogonal matrix and $W_j$ is either a sparse orthogonal or sparse upper triangular matrix. The orthogonal factor $Q$ is not stored to save on the available memory. The least squares solution is computed by using the corrected seminormal equations (CSNE) approach of [3]. This involves solving,

$$W^T W x = A^T b$$

along with iterative refinement. $W$ is stored as a sequence of sparse Householder vectors and sparse triangular factors which makes it fast to solve with a vector.

Finally, note that while the $W$ factor is not strictly upper triangular, we still use the term “fast QR solver” as the algorithm is built on top of the multifrontal QR method. To the best of our knowledge, this is the first work of its kind to combine the ideas of low-rank approximations and QR factorization to build a fast sparse least squares solver.

1.1. Contribution. We extend the spaQR algorithm developed in [16] to solve linear least squares problem. Our main contributions are as follows:
We introduce a way to reorder and sparsify the rows in addition to the columns in the sparse multifrontal QR factorization for tall, thin matrices.

Our algorithm keeps the aspect ratio of the diagonal blocks bounded leading to a $O(M \log N)$ algorithm.

We show numerical benchmarks on least squares problems arising in PDE constrained optimization problems and on matrices taken from the Suite Sparse Matrix Collection [7].

The C++ code for the implementation is freely available for download and use\textsuperscript{1}. The benchmarks can be reproduced by using the scripts in the repository.

Organization of the paper. In Section 2, we review the spaQR algorithm for solving linear systems and extend it solve least squares problems. We discuss the complexity of the algorithm in Section 3. Finally, in Section 4, we provide numerical results on benchmark problems.

2. Algorithm. We begin with a brief review of the spaQR algorithm for solving linear systems (square matrices). Then, we explain the improvements needed to handle least squares problems where the matrix is now tall and thin. In particular, we describe a row reordering strategy and additional sparsification steps.

2.1. Sparsified QR (spaQR) for square matrices. The spaQR algorithm was proposed by the authors in [16] to perform an approximate QR factorization of a sparse square matrix in $O(N \log N)$ time. The algorithm is built on top of a sparse multifrontal QR factorization. The key step is to continually decrease the size of the vertex separators (obtained using Nested Dissection) by using a low-rank approximation of its off-diagonal blocks. Here, we go over the algorithm and introduce key terminology that will be used in the rest of the paper.

Multifrontal methods are organized as a sequence of factorizations of small dense matrices. The order of factorization is given by the elimination tree and the factorization proceeds from the leaves to the root of the tree. Prior to the factorization, the matrix is typically reordered to minimize the fill-in (new non-zero entries) that appear during the factorization. We use a Nested Dissection ordering for this purpose as it typically leads to minimal fill-in [14].

For computational efficiency, we need to block or partition the separators at every level of the tree. This partitioning needs to be done at all levels, not simply at the level at which the separator was computed. For example, Figures 3b and 3c show the multilevel partitioning of the top separator. The top separator is the dark grey separator in the center.

In the rest of the paper, we will call each block in this partition an interface. Figure 1 shows a 3-level Nested Dissection partition of an arbitrary graph; the figure on the left shows the Nested Dissection separators and the one on the right shows the interfaces. To minimize the number of floating point operations and the rank of the off-diagonal blocks, it is best if an interface is connected to few subdomains in the nested dissection. At a minimum, an interface will be connected to two subdomains. But because of the way separators are constructed, we will also have small interfaces that are connected to three or more subdomains.

The spaQR algorithm alternates between factoring (block QR) the separators at a level $l$, scaling and sparsifying the 'interfaces' at all levels $l' > l$ in the elimination tree. Consider the spaQR algorithm with a simple 3-level Nested Dissection partitioning as

\textsuperscript{1}https://github.com/Abeynaya/spaQR_public
shown in Figure 1. The spaQR algorithm first performs a block QR factorization on each interior (white region in Figure 1). Then, it scales and sparsifies the interfaces belonging to the remaining separators as discussed next. Consider a subset of the top separator in Figure 1 that is at the interface between two interiors. Let \( p \) be the interface and \( n \) be all the nodes in the subdomains connected to the interface. Then, the associated block in the matrix is,

\[
A_p = \begin{bmatrix}
A_{pp} & A_{pn} \\
A_{np} & A_{nn}
\end{bmatrix}
\]

Assume that the block \( A_{pp} = I \). This is not a limiting assumption, as we perform a block diagonal scaling on the interfaces (see Subsection 2.4) before sparsification. The key assumption in the spaQR algorithm is that the off-diagonal blocks \( (A_{pn}, A_{np}) \) are low-rank. Compute a low-rank approximation of,

\[
\begin{bmatrix}
A_{np}^T & A_{pn}
\end{bmatrix} = Q_{pp}W_{pn} = \begin{bmatrix}
Q_{pf} & Q_{pc}
\end{bmatrix} \begin{bmatrix}
W_{fn} \\
W_{cn}
\end{bmatrix}
\text{with } \|W_{fn}\|_2 = O(\epsilon)
\]

Then apply \( Q_{pp} \) to \( A \),

\[
\begin{bmatrix}
Q_{pp} & I
\end{bmatrix}^T \begin{bmatrix}
I & A_{np} \\
A_{np}^T & A_{nn}
\end{bmatrix} \begin{bmatrix}
Q_{pp} & I
\end{bmatrix} = \begin{bmatrix}
I & O(\epsilon) \\
O(\epsilon) & I
\end{bmatrix}
\]

Thus by applying the orthogonal transformation \( Q \), we split the nodes of interface \( p \) into ‘fine’ \( f \) and ‘coarse’ \( c \) nodes. The fine nodes are disconnected from the rest after dropping the \( O(\epsilon) \) terms. Hence, the degree of freedom in interface \( p \) has been reduced by \( |f| \). The other interfaces can be sparsified similarly. This is the key step in the spaQR algorithm.

2.2. Partitioning. Next, we explain row and column reordering strategy we use to minimize fill-in during the factorization. The column reordering is done in a similar fashion as in [16] for square matrices. However, the row reordering strategy is quite different as least squares problem have more rows than columns.

The vertex separators are obtained through a Nested Dissection partitioning on the graph of \( A^TA \). This can be done either using a graph partitioning software like Metis or a hypergraph based partitioning like PaToH [43], hMetis [28] and Zoltan [8]. In our implementation, we provide the option partition using Metis [27] and PaToH [43]. Also, for problems where the underlying geometry is available, we can use...
it to efficiently partition the matrix. The quality of vertex separators and interfaces depend on the partitioning technique. Defining the ‘best’ technique is beyond the scope of this work.

Once we obtain the vertex separators, we can cluster the unknowns in the separator to define interfaces. We use the modified version of Nested Dissection described in [5] to do this. The idea is to keep track of the boundary $B$ of each interior $I$ and use this in the dissection process. One step of this scheme is shown in Figure 2. A detailed description of this scheme is given in Algorithm 2.2 of [5]. The columns of the matrix are reordered following the Nested Dissection ordering and the clustering hierarchy.
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Fig. 2: The first figure shows a one level partition of an arbitrary graph (hypergraph) using nested dissection (HUND). The next two figures depict the process of identifying the interfaces by subdividing $I_1 \cup B$.

Least squares problems have more rows than columns. We want to assign rows to each column cluster such that the diagonal blocks in the reordered matrix will have a small condition number. Two strategies are used for the same. First, we perform a bipartite matching between the rows and columns of the matrix. This matches every column to a unique row of the matrix. The MC64 routine from the HSL Mathematical Software Library [24] is used to perform the matching. This leaves us with $M-N$ unassigned rows. Each unassigned row $r$ is assigned to cluster $c$ such that, $c = \arg \max_{c_k} \sum_{j \in c_k} A^2_{rj}$ where the summation is over all the nodes belonging to cluster $c_k$. This heuristic identifies the cluster such that the weight of the row is maximized in that cluster. We found that this heuristic works well in practice.

### 2.3. Householder QR on Separators.

The spaQR algorithm alternates between classical interiors/separators factorization and sparsification of interfaces. In this section, we describe the factorization of interiors or separators at a level $l$ using block Householder QR.

Let $s$ be the separator of interest, $n$ be all its neighbors (i.e., $(A^T A)_{ns} \neq 0$) and $w$ be the rest of the nodes disconnected from $s$ in the graph of $A^T A$. Let nodes in $n$ be further categorized into $n = \{n_1, n_2, n_3\}$. Nodes $n_1$ are such that $A_{n_1s} \neq 0$, while $A_{sn_1}$ may or may not be zero. Nodes $n_2$ are such that $A_{n_2s} = 0$ and $A_{sn_2} \neq 0$ and nodes $n_3$ are such that $A_{n_1n_3} \neq 0$ and $A_{sn_3} = 0$. All such nodes $n$ will correspond to $(A^T A)_{ns} \neq 0$. Let $w$ be the remaining nodes in the matrix. Consider the matrix $A$
blocked in the following form,

\[
A = \begin{bmatrix}
A_{ss} & A_{sn_1} & A_{sn_2} \\
A_{n_1s} & A_{n_1n_1} & A_{n_1n_3} \\
A_{n_2n_2} & A_{n_2n_3} & A_{n_2w} \\
A_{n_3n_1} & A_{n_3n_2} & A_{n_3n_3} & A_{n_3w} \\
A_{w_1n_1} & A_{w_1n_2} & A_{w_1n_3} & A_{w_1w}
\end{bmatrix}
\]

When dealing with tall thin matrices, the diagonal blocks corresponding to each separator/interior are also tall and thin. Let us denote the number of rows in a diagonal block \(A_{kk}\) as \(r_k\) and the number of columns as \(c_k\). Then, the block Householder transformation \(H\) on the columns of separator \(s\) gives us,

\[
H^T \begin{bmatrix}
A_{ss} \\
A_{n_1s}
\end{bmatrix} = \begin{bmatrix}
\hat{R}_{ss}
\end{bmatrix}
\]

where, \(\hat{R}_{ss} = \)

Fig. 3: (a), (b), (c) show the creation of separators and interfaces in the modified Nested Dissection algorithm. (d), (e) show the clustering hierarchy of the interfaces within each separator. (f) shows the elimination tree associated with the Nested Dissection partitioning.
Then,

\[
H_s^T A = \begin{bmatrix}
\tilde{R}_{ss} & \tilde{R}_{sn_1} & \tilde{R}_{sn_2} & \tilde{R}_{sn_3} \\
\tilde{A}_{n_1n_1} & \tilde{A}_{n_1n_2} & \tilde{A}_{n_1n_3} \\
\tilde{A}_{n_2n_1} & \tilde{A}_{n_2n_2} & \tilde{A}_{n_2n_3} & \tilde{A}_{n_2w} \\
\tilde{A}_{wn_1} & \tilde{A}_{wn_2} & \tilde{A}_{wn_3} & \tilde{A}_{ww}
\end{bmatrix}
\]

where, \( H_s = \begin{bmatrix} H & I_{r_n} \\ I_{r_w} & \end{bmatrix} \)

Note that each \( \tilde{R}_{sn_1} \) block is rectangular of size \( r_s \times c_n \). Only the top \( c_s \) rows go into the final \( R \) matrix. In the multifrontal QR, the extra \( r_s - c_s \) rows below the main diagonal are added to the parent of \( s \) in the elimination tree. In our implementation, we split the extra rows between the clusters comprising \( n_1 \) (which can include any of the ancestors of \( s \) in the elimination tree), following the maximum norm heuristic outlined in Subsection 2.2. Following this permutation, we have,

\[
P_s^T H_s^T A = \begin{bmatrix}
R_{ss} & R_{sn_1} & R_{sn_2} & R_{sn_3} \\
\hat{A}_{n_1n_1} & \hat{A}_{n_1n_2} & \hat{A}_{n_1n_3} \\
\hat{A}_{n_2n_1} & \hat{A}_{n_2n_2} & \hat{A}_{n_2n_3} & \hat{A}_{n_2w} \\
\hat{A}_{wn_1} & \hat{A}_{wn_2} & \hat{A}_{wn_3} & \hat{A}_{ww}
\end{bmatrix} = \begin{bmatrix}
R_{ss} & R_{sn} \\
\hat{A}_{nn} & A_{nw} \\
A_{wn} & A_{ww}
\end{bmatrix}
\]

where, each \( R_{sn_1} \) block corresponds to the first \( s \) rows of the block \( \tilde{R}_{sn_1} \). The cluster \( s \) is now disconnected from the rest. We have only introduced fill-in between the neighbors \( n \) and not affected the blocks involving \( w \). Then we proceed by only focusing on the trailing matrix,

\[
P_s^T H_s^T A R_s^{-1} = \begin{bmatrix}
I_s & \hat{A}_{nn} & A_{nw} \\
\hat{A}_{wn} & A_{ww}
\end{bmatrix}
\]

where, \( R_s = \begin{bmatrix} R_{ss} & R_{sn} \\ I_{c_n} & I_{c_w} \end{bmatrix} \)

### 2.4. Scaling of Interfaces

The spaQR algorithm performs a block diagonal scaling on all the remaining interfaces after every level of separator/interior factorization. Consider an interface \( p \), its neighbors \( n \), and the associated sub-matrix in \( A \),

\[
A_p = \begin{bmatrix} A_{pp} & A_{pn} \\ A_{np} & A_{nn} \end{bmatrix}
\]

The block \( A_{pp} \in \mathbb{R}^{r_p \times c_p} \), with \( r_p \geq c_p \). Note that, \( A_p \) is only a sub-block of the matrix \( A \) involving the nodes \( p \) and \( n \). There can exist other nodes \( w \), such that \( A_{nw} \neq 0 \) or \( A_{wn} \neq 0 \). However, these blocks are not affected during the scaling and sparsification of \( p \) and hence are not considered in the rest of the analysis.

Find the QR decomposition of \( A_{pp} \); \( A_{pp} = U_{pp} R_p \), where \( R_p = \begin{bmatrix} R_{pp} \\ 0 \end{bmatrix} \), \( U_{pp} \in \mathbb{R}^{r_p \times r_p} \), and \( R_{pp} \in \mathbb{R}^{c_p \times c_p} \). Then,

\[
U_p^T A_p R_p^{-1} = \begin{bmatrix}
I_{c_p} & \hat{A}_{p_1n} \\
0 & A_{p_2n}
\end{bmatrix}
\]

where, \( U_p = \begin{bmatrix} U_{pp} & I_{c_n} \end{bmatrix} \) and \( R_p = \begin{bmatrix} R_{pp} \\ I_{c_w} \end{bmatrix} \)

The matrix blocks \( A_{p_1n}, A_{p_2n} \) are such that, \( U_{pp}^T A_{np} = \begin{bmatrix} \hat{A}_{p_1n} \\ \hat{A}_{p_2n} \end{bmatrix} \) and \( \hat{A}_{p_1n} \) is \( c_p \times c_n \) matrix. Similarly we scale the diagonal blocks belonging to the other interfaces.
The scaling step was shown to improve the accuracy and performance of the preconditioner for solving linear systems in [16]. While the scaling step was optional for linear systems (square matrices), it is necessary for least squares problems. This is because the sparsification step, described next, operates on the two blocks \( A_{p1n} \) and \( A_{p2n} \) individually and not on \( A_{pn} \) as a whole.

### 2.5. Sparsification of Interfaces

Once the separators/interiors at a level \( l \) have been factorized and the remaining interfaces scaled, the final step is sparsification. This is different from the interface sparsification described for square matrices in [16].

The sparsification of the interfaces is done in two steps as described next. Consider an interface \( p \), its neighbors \( n \), and the associated block matrix after block diagonal scaling,

\[
A_p = \begin{bmatrix}
I_c & A_{p1n} \\
0 & A_{p2n} \\
A_{np} & A_{nn}
\end{bmatrix}
\]

Assume the off-diagonal blocks \( A_{np}, A_{p1n} \) and \( A_{p2n} \) are low-rank.

#### 2.5.1. Step 1: Compress rows \( A_{p2n} \)

Consider a low rank approximation of \( A_{p2n} \) as follows,

\[
A_{p2n} = Q'_{pp} W_{pn}' = \begin{bmatrix}
Q'_{pf} & Q'_{pf}
\end{bmatrix}
\begin{bmatrix}
W_{cn}^{(1)} & W_{fn}^{(2)}
W_{cn}^{(2)} & W_{cn}^{(2)}
\end{bmatrix}
\text{ with } \| W_{fn}' \|_2 = \mathcal{O}(\epsilon)
\]

\[
(Q'_{p})^T \begin{bmatrix}
I_c & A_{p1n} \\
W_{cn}^{(1)} & W_{fn}^{(2)} \\
A_{np} & A_{nn}
\end{bmatrix} = \begin{bmatrix}
I_c & Q'_{pp} & I_{rn}
\end{bmatrix}
\]

The block \( \| W_{fn}' \| = \mathcal{O}(\epsilon) \) and the corresponding rows can be ignored. This step is not necessary in the spaQR factorization of square matrices. However, for least squares systems, this step keeps the aspect ratio of the diagonal blocks bounded throughout the algorithm. A bounded aspect ratio is important to ensure a linear complexity as we will show in Section 3.

#### 2.5.2. Step 2: Compress block \( [A_{np}^T & A_{p1n}] \)

Consider a low rank approximation of,

\[
\begin{bmatrix}
A_{np}^T & A_{p1n}
\end{bmatrix} = Q_{pp} W_{pn} = \begin{bmatrix}
Q_{pf} & Q_{pc}
\end{bmatrix}
\begin{bmatrix}
W_{fn}^{(1)} & W_{fn}^{(2)} \\
W_{cn}^{(1)} & W_{cn}^{(2)}
\end{bmatrix}
\text{ with, } \| W_{fn}^{(1)} & W_{fn}^{(2)} \|_2 = \mathcal{O}(\epsilon)
\]

Then,

\[
Q_{p}^T A_{p} Q_{p} = \begin{bmatrix}
I_f & W_{fn}^{(2)} \\
W_{cn}^{(1)} & W_{cn}^{(2)} \\
W_{fn}^{(1)} & W_{cn}^{(1)} & A_{nn}
\end{bmatrix}
\text{ where, } Q_{p} = \begin{bmatrix}
Q_{pp} & I
\end{bmatrix}
\]

where the Identity block is appropriately sized. We can proceed by dropping the \( \mathcal{O}(\epsilon) \) terms and focusing on the trailing matrix,

\[
Q_{p}^T (Q'_{p})^T A_{p} Q_{p} = \begin{bmatrix}
I_f & \hat{A}_{cc} & \hat{A}_{cn} \\
\hat{A}_{cc} & W_{cn}^{(1)} & A_{nn}
\end{bmatrix}
\text{ where, } \hat{A}_{cc} = \begin{bmatrix}
I_c
\end{bmatrix} \text{ and } \hat{A}_{cn} = \begin{bmatrix}
W_{cn}^{(2)} \\
W_{cn}^{(2)}
\end{bmatrix}
\]
In this process, we have disconnected \( f \) (‘fine’ nodes) from the rest and decreased the size of interface \( p \) by \(|f|\). The \( A_{nn} \) and the \( A_{nw}, A_{ww} \) (not shown here) blocks are not affected. In [16], we give a detailed proof to show that sparsification does not affect the elimination tree of \( A^T A \), that is, any two disjoint subtrees remain disjoint after sparsification. This still holds and can be shown by following the exact steps given in Appendix C of [16].

The spaQR for square matrices sparsifies the interfaces by performing only the second step shown here. However, the first step is crucial for tall, thin matrices. In practice, we perform step 1 on all remaining interfaces at a given \( l \) and then perform step 2. This is in contrast to performing step 1 and step 2 on a particular interface before moving on to the next interface. This approach is more expensive as the size of \( A_{np} \) block for some interface \( p \) can be bigger (when the rows below the diagonal of \( n \) have not been sparsified yet).

2.6. Merging of clusters. Once the factorization of separators at a level is done, the interfaces of the remaining ND separators are merged following the cluster hierarchy. For example, in Figure 3, once the leaves \( l = 4 \) and the \( l = 3 \) separators are factorized, the interfaces of the separators at \( l = 1, 2 \) are merged following the clustering hierarchy shown in Figures 3d and 3e. Merging simply means combining the block rows and columns of the interfaces into a single block matrix.

2.7. Sparsified QR. We can now explain the complete modified spaQR algorithm for rectangular (tall, thin) matrices. First, we scale the columns of the matrix, so that the 2-norm of each column is a constant. Next, we obtain vertex separators and interfaces by partitioning the matrix using Metis or PaToH. This gives us a reordering for the columns of the matrix. Finally, we find a good row permutation by following the heuristics outlined in Subsection 2.2. Then, we apply our hierarchical solver, spaQR, to factorize the reordered matrix. The modified spaQR algorithm performs the following sequence of operations at every level \( l \) in the elimination tree: block Householder factorizations \((H_s, R_s)\) on the interiors/separators and reassigning the rows below the diagonal of each factorized interior/separator \( P_s \) (see Subsection 2.3), interface scaling \((U_p, R_p)\) (see Subsection 2.4), interface sparsification \((Q'_p, Q_p)\) (see Subsection 2.5) (including some permutations to move the fine nodes and merging of the clusters). This leads to a factorization of the form,

\[ Q^T AW^{-1} \approx I \]

where,

\[
Q = \prod_{l=1}^{L} \left( \prod_{s \in S_l} H_s P_s \prod_{p \in C_l} U_p \prod_{p \in C_l} Q'_p \prod_{p \in C_l} Q_p \right)
\]

\[
W = \prod_{l=L}^{1} \left( \prod_{p \in C_l} Q'^T_p \prod_{p \in C_l} R_p \prod_{s \in S_l} R_s \right)
\]

Here, \( S_l \) is the set of all separators at level \( l \) in the elimination tree and \( C_l \) is the set of all interfaces remaining after factorization of separators at level \( l \). \( Q \) is a product of orthogonal matrices and \( W \) is a product of upper triangular and orthogonal matrices. Since, \( Q \) and \( W \) are available as sequence of elementary transformations, they are easy to invert. The complete algorithm is presented in Algorithm 2.1.
Algorithm 2.1 Sparsified QR (spaQR) algorithm

Require: Sparse matrix $A$, Tolerance $\epsilon$
1: Compute column and row partitioning of $A$, infer separators and interfaces (see Subsection 2.2)
2: for all $l = L, L - 1, \ldots 1$ do
3: for all separators $s$ at level $l$ do
4: Factorize $s$ using block Householder (see Subsection 2.3)
5: Append $H_s$ to $Q$ and $R_s$ to $W$
6: Reassign the rows in $s$ below the diagonal to other neighbor interfaces (see Subsection 2.3)
7: Append $P_s$ to $Q$
8: end for
9: for all interfaces $p$ remaining at level $l$ do
10: Perform block diagonal scaling on $p$ (see Subsection 2.4)
11: Append $U_p$ to $Q$ and $R_p$ to $W$
12: end for
13: for all interfaces $p$ remaining at level $l$ do
14: Sparsify interface $p$ by performing step 1 of the sparsification process (see Subsection 2.5.1)
15: Append $Q_p'$ to $Q$
16: end for
17: for all interfaces $p$ remaining at level $l$ do
18: Sparsify interface $p$ by performing step 2 of the sparsification process (see Subsection 2.5.2)
19: Append $Q_p$ to $Q$ and $Q_p^T$ to $W$
20: end for
21: for all separators $s$ remaining at level $l$ do
22: Merge interfaces of $s$ one level following the cluster hierarchy (see Subsection 2.6)
23: end for
24: end for
25: return $Q = \prod_{l=1}^{L} \left( \prod_{s \in S_l} H_s P_s \prod_{p \in C_l} U_p \prod_{p \in C_l} Q_p' \prod_{p \in C_l} Q_p \right)$
$W = \prod_{l=1}^{L} \left( \prod_{p \in C_l} Q_p^T \prod_{p \in C_l} R_p \prod_{s \in S_l} R_s \right)$ such that $Q^T A W^{-1} \approx I$

3. Complexity analysis. Let us now discuss the complexity of spaQR for tall, thin matrices. Consider the Nested Dissection process on the graph of $A^T A$ ($G_{A^T A}$). Let us define a node as a subgraph of $G_{A^T A}$. The root of the tree corresponds to $l = 1$ and the root node is the entire graph $G_{A^T A}$. The children nodes are subgraphs of $G_{A^T A}$ disconnected by a separator. Let us assume the following properties on the matrices,

1. The leaf nodes in the elimination tree contain at most $N_0 \in \mathcal{O}(1)$ nodes.
2. Let $D_i$ be the set of all nodes $j$ that are descendants of a node $i$, whose size is at least $n_i/2$. We assume that the size of $D_i$ is bounded, i.e., $|D_i| = \mathcal{O}(1) \forall i$.
3. All the Nested Dissection separators are minimal. That is, every vertex in the separator is connected to two disconnected nodes in $G_{A^T A}$.
4. The number of edges leaving a node (subgraph) of size $n_i$ is at most $n_i^{2/3}$. In other words, a node of size $n_i$ is connected to at most $n_i^{2/3}$ vertices in $G_{AT,A}$. Most matrices that arise in the discretization of 2D and 3D PDEs satisfy this property.

**Multifrontal QR.** We first estimate the cost of multifrontal QR on sparse matrices under our assumptions. Consider matrix $A$ of size $M \times N$, $\alpha = M/N$, obtained from a PDE discretization on a 3D grid (for example, matrices obtained from PDE constrained optimization problems as shown in Subsection 4.1.2). The node at the top of the elimination tree has a size of $N$. By assumption 4, the associated separator has size of, $c_{\text{top}} \in O(N^{2/3})$

The cost of Householder QR on the block corresponding to the last separator is $O(r_l c_l^2)$ where $r_l$ is the number of rows in the separator block. At the time of factorization of the top separator, $r_{\text{top}} \in O((\alpha - 1)N + N^{2/3})$, as all the extra rows of other separators get moved to the end. Then, the cost of factorizing the top separator block is, $h_{\text{top}} = O((\alpha - 1)N^{7/3} + N^2)$

The total cost of the multifrontal QR on the matrix is at least $h_{\text{top}}$

$$t_{\text{QR, fact}} = \Omega((\alpha - 1)N^{7/3} + N^2) \quad (\text{the notation } \Omega \text{ means bounded from below})$$

Next, we estimate the cost of applying the factorization to a vector $b \in \mathbb{R}^M$. We are using the CSNE approach [3], which involves solving $R^T Rx = A^T b$. Thus, we need to evaluate the cost of solving a linear system with $R$ and $R^T$. A node $i$ at a level $l$ in the elimination tree is of size $2^{-l+1}N \leq n_i \leq 2^{-l+2}N$. The associated separator has a size of at most $O(n_i^{2/3})$ and $O(n_i^{2/3})$ non-zeros per row. Then the cost of solving a linear system with $R$ and $R^T$ is,

$$t_{\text{QR, apply}} \in \mathcal{O}\left(\sum_{l=1}^{L} 2^l \left(2^{-2l/3}N^{2/3}\right)^2\right) = \mathcal{O}(N^{4/3})$$

**spaQR.** Let us now estimate the complexity of the spaQR factorization, by making additional assumptions on the sparsification process.

5. Sparsification reduces the size of an interface at level $l$ to, $c_l' \in \mathcal{O}(2^{-l/3}N^{1/3})$

   This means that the rank scales roughly as the diameter of the separator.

6. An interface has $O(1)$ neighbor interfaces

7. The aspect ratio of the diagonal blocks corresponding to each interface is $\Theta(\alpha)$. This implies that the number of rows of an interface at level $l$ is, $r_l' \in \mathcal{O}(\alpha 2^{-l/3}N^{1/3})$

Assumption 5 is a consequence of low rank interactions between separators that are far away in $G_{AT,A}$. This is comparable to complexity assumptions in the fast multipole method [19, 20], spaND [5], and HIF [22]. Assumption 7 is a consequence of the extra sparsification step defined in Subsection 2.5.
The fill-in in the sparsified QR process results in at most $O(2^{-l/3}N^{1/3})$ entries in each row and column. This is in part due to the assumption on the size of the interfaces, the number of neighbor interfaces and the fact that new connections are only made between distance 1 neighbors of a node in $G_{r,A}$. The cost of the spaQR factorization is split into four parts:

- **Householder QR on interiors and separators.** A separator block has $c'_l$ columns and $r'_l$ rows right before it is factorized. Further, it has at most $O(2^{-l/3}N^{1/3})$ non-zeros per row/column and $O(1)$ neighbor interfaces. Then, the cost of doing QR on a separator is
  \[ h'_l \in O(2^{-l/3}N^{1/3}) = O(2^{-l}N) \]

- **Scaling of interfaces.** The cost of scaling (QR on a block of size $r'_l \times c'_l$) an interface is
  \[ O(\alpha 2^{-l}N) \]

- **Sparsification of interfaces: Step 1** The rows below the diagonal of each remaining interface are sparsified in the first step of the sparsification stage. In this step, we perform a rank-revealing QR on a block with $O((\alpha - 1)c'_l)\) rows and $O(n_{nbr}c'_l)\) columns, where $n_{nbr}$ is the number of neighbor interfaces. We have assumed that the number of neighbor interfaces are $O(1)$. Hence, for large $\alpha$, the cost of sparsifying the rows below the diagonal of an interface is,
  \[ e'_l \in O((\alpha - 1)(2^{-l/3}N^{1/3})^3) = O(2^{-1}N) \]

- **Sparsification of interfaces: Step 2** In this step, we compute a rank-revealing QR on the block $[A^T_{np} A_{p1n}]$. The cost of rank-revealing QR is $O(mnr)$ where $r \leq \min(m, n)$. The number of rows of this block is $c'_l$. The number of columns is $O(\alpha 2^{-l/3}N^{1/3})$ due to our assumptions on the size of the interface and the number of neighbor interfaces. Thus, this step costs,
  \[ s'_l \in O(\alpha 2^{-l/3}N^{1/3}) = O(2^{-l}N) \]

Hence, the total cost of the spaQR algorithm is,
\[
t_{spaQR} \in O \left( \sum_{l=1}^{L} \alpha 2^l 2^{-l}N \right) = O \left( \sum_{l=1}^{L} \alpha N \right) = O(\alpha N \log N), \quad L \in \Theta(\log(N/N_0)) = O(M \log N)
\]

The memory required to store the factorization scales as the cost of applying the factorization. Hence,
\[ \text{mem}_{spaQR} = O(M) \]

We show numerical results in Subsection 4.2 that corroborate the assumptions made here.
4. Benchmarks. In this section, we benchmark the performance of the algorithm for solving sparse linear least squares problem arising in various applications. The spaQR algorithm is used to compute an approximate factorization using a user-defined tolerance $\epsilon$. The approximate factorization is then used as a preconditioner with the CGLS iterative solver. The convergence criteria is set as $\|A^T(Ax-b)\|_2/\|A^Tb\|_2 \leq 10^{-12}$. The performance of spaQR is compared with direct multifrontal QR (computed using the spaQR code with no compression but otherwise the same parameters), which is denoted by ‘Direct’. We also compare against a CGLS preconditioned using a standard diagonal preconditioner (using the Eigen library’s routine), which is denoted by ‘Diag.’.

The code was written in C++. We use GCC 8.1.0 and Intel(R) MKL 2019 for Linux for the BLAS and LAPACK operations. The number of levels in the nested dissection process is chosen as $\lceil \log(N/64)/\log 2 \rceil$ for a matrix of size $M \times N$. Low rank approximations are performed using LAPACK’s dlaqps routine which performs a column pivoted QR on $r$ columns. The value $r$ is chosen such that $|R_{ii}|/|R_{11}| \geq \epsilon$ for $1 \leq i \leq r$, where $R$ is the upper triangular matrix that comes out of the column pivoted QR method. We typically begin sparsification on levels 3 or 4.

4.1. Scaling with problem size. First, we study the performance of the algorithm with increasing problem size on the Inverse Poisson problem defined on uniform 2D and 3D grids. We use a regular geometric partitioning on $A^T A$ to get the separators and infer the interfaces as outlined in Subsection 2.2.

The PDE-constrained optimization problem is as follows,

$$\min_{u,z} \frac{1}{2} \int_{\Omega} (u - u_d)^2 dx + \frac{1}{2} \lambda \int_{\Omega} z^2 dx$$

subject to $- \nabla \cdot (z \nabla u) = h$ in $\Omega$,

$u = 0$ in $d\Omega$

The variable coefficient Poisson equation is discretized using a finite difference scheme on a staggered grid [32]. We want to recover the variables $u$ and the diffusion coefficients $z$ at every grid point, using the available observed states $u_d$. One approach to solving this optimization problem [9] involves solving the least squares problem,

$$J^T x = b$$

where $J$ is the Jacobian of the discretized constraints. The Jacobian can be written as $J = [J_u \quad J_z]$ where the columns of $J_u$ (resp. $J_z$) correspond to a partial derivative with respect to one of the $u_i$ ($z_i$) variables.

The Jacobian $J$ can be evaluated with different values of $(u, z)$. Generally speaking, if we choose random values for $u$ and $z$ we will get a least squares matrix ($J^T$) with an aspect ratio of 2. It is possible to reduce the aspect ratio of the matrix by artificially creating rows that are equal to 0. Then, by removing zero rows, we can reduce the aspect ratio of matrix $J^T$. A detailed explanation of the process of generating matrices with different aspect ratio is given in Appendices A and B.

4.1.1. 2D Inverse Poisson problem. For a 2D staggered grid, the number of columns in the least squares problem is $N = n^2$. The aspect ratio of the matrix can be varied roughly from 1 to 2 as described in Appendix A. In our benchmarks, we consider least squares matrix $J^T$ with $N = n^2$ columns and aspect ratios $\alpha \approx 2$, 1.5, and 1.05. The results for the 2D Inverse Poisson problem are shown in Figure 4; the
number of columns are $N = n^2$ and the number of rows are $M = \alpha N$, with the aspect ratio $\alpha$ varying from 1.05 to 2. For small enough $\epsilon$, the number of CGLS iterations needed to converge increase slowly with increasing problem size. We note that for problems with $\alpha \approx 1.05$, we need a smaller value of $\epsilon$ ($10^{-4}$) for good convergence, as these problems are ill-conditioned.

In the case of direct multifrontal QR (with the same nested dissection ordering), the size of the top separator will be $O(N^{1/2})$. As more and more fill-in are introduced as the factorization proceeds, the block corresponding to the top separator will be dense when we reach the top of the elimination tree. The size of the top separator
block will be of size $O((\alpha - 1)N + N^{1/2}) \times O(N^{1/2})$ and a Householder QR on this block will cost $O((\alpha - 1)N^2 + N^{3/2})$ flops. On the other hand, the factorization time in spaQR scales as $O(N)$ for all three values of $\alpha$ as expected (see Figure 4).

We also compare the convergence of the CGLS residual with a diagonal preconditioner and using spaQR as the preconditioner. In Figure 5, we show the convergence results for the least squares problem on a $2048 \times 2048$ grid for three values of the aspect ratio $\alpha$. In all three cases, the spaQR preconditioned CGLS takes less than 30 iterations to converge to a residual of $10^{-12}$. However, the diagonal preconditioner performs poorly, taking around 100 iterations to reach a residual of $10^{-2}$.

4.1.2. 3D Inverse Poisson problem. For a 3D $n \times n \times n$ grid, the least squares problem has $N = n^3$ columns and the aspect ratio can be varied from 1 to 2 as described in Appendix B. In our benchmarks, we consider problems with aspect ratio $\alpha \in \{1.05, 1.5, 2\}$.

![Graph showing convergence results](image)

Fig. 6: Results of 3D Inverse Poisson least squares problem for varying values of aspect ratio, $\alpha = M/N$. For small enough values of $\epsilon$, the iteration counts increase slowly. Empirically, the number of flops roughly scales between $O(N^{1.4})$ to $O(N^{1.5})$ as shown. The direct multifrontal QR scales like $O((\alpha - 1)N^{7/3} + N^2)$ as expected.

Figure 6 shows the number of CGLS iterations to converge and the time of factorization for the Inverse Poisson problem on a 3D grid. Theoretically, we expect the factorization time to scale as $O(N \log N)$ for a fixed value of $\alpha$ (see Section 3). However, the empirical cost of factorization scales as $O(N^{1.4})$ for $\alpha \approx 1.05$ and as $O(N^{1.5})$ for $\alpha \approx 1.5, 2$. Based on other benchmarks, we believe this is due to non-asymptotic effects (e.g., terms in the computational runtime that vanish asymptotically but may dominate at small sizes). The number of iterations increases slowly (almost a constant for $\alpha = 1.5, 2$) for the range of problems considered. In Figure 7 we compare the performance of CGLS with a standard diagonal preconditioner and spaQR. These results show the superior performance of spaQR as compared to some of the standard techniques in this area.
4.2. Profiling. In this section, we try to understand the time and memory requirements of the spaQR algorithm. First, we show some experimental evidence to back up the assumptions made in the complexity analysis. Assumptions 1 to 6 are the same as the assumptions used to get the complexity estimate for squares matrices in [16] in which we also provide experimental evidence for them. Figure 8 shows that the aspect ratio of the diagonal blocks is almost a constant at each level in the elimination tree and is bounded by $\Theta(\alpha)$ at every level.

In Figure 9, we compare the size of the top separator with the problem size $N$. Note that for a fixed value of $\alpha$, the size of the top separator grows as $O(N^{1/3})$. Hence, the cost of factorizing the block matrix corresponding to the top separator is $O(N)$. With $\Theta(\log(N/N_0))$ levels, the total cost of spaQR factorization is $O(N \log N)$ for a fixed constant aspect ratio $\alpha$. For more detailed complexity analysis, see Section 3. The memory needed to store the preconditioner scales as $O(N)$. Empirically, we see that the scaling is $O(N^{1.18})$, which may be due to non-asymptotic effects.

Figure 10 shows the runtime per level of the spaQR algorithm split into the different phases: factorize interiors/separators, sparsify the extra rows of each interior/separators and reassign them among its ancestors in the elimination tree, scale the interfaces, sparsify the interfaces and merge the clusters. We note that the time per level is roughly the same (a variation of around 6%) across level 10 to 7. As we scale to bigger problems, the small variations will not matter and we expect a constant runtime per level.

4.3. Non-regular problems. Next, we test our algorithm on the set of least-squares problems from the Suite Sparse Matrix Collection [7]. The matrix was partitioned using Metis [27] and the spaQR algorithm was run with a tolerance $\epsilon$ that is tuned for each problem. Two of the matrices, graphics and Hardesty3, proved the most challenging for spaQR, requiring a lower tolerance of $\epsilon = 10^{-4}$ and $\epsilon = 10^{-5}$ respectively. CGLS preconditioned with spaQR performed well for all the test matrices and converged in at most 25 iterations as shown in Table 1. The time taken to factorize and solve ($t_F + t_S$) with spaQR is much smaller than direct multifrontal QR with the same matrix partitioning.

5. Conclusions. In this work, we extended the spaQR algorithm to solve large, sparse linear least squares problems. We introduced a two-step sparsification process
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Fig. 8: The median aspect ratio of the diagonal blocks corresponding to the interfaces per level for the 3D Inverse Poisson problem on $N = 128^3$. The error bars show the interquartile range.

Fig. 9: The growth in the size of the top separator and the memory needed to store the preconditioner for the 3D Inverse Poisson problem with $\alpha \approx 2$.

to effectively sparsify the interfaces for tall and thin matrices. With this, we empirically showed that the aspect ratio of each diagonal block remains bounded and lead to a $O(M \log N)$ runtime for the algorithm. We numerically benchmarked our algorithm by testing on large sparse least squares problem arising in optimization problems and other non-regular problems from the Suite Sparse Matrix Collection [7]. The numerical tests showed the superiority of spaQR over direct multifrontal QR and CGLS iterative method with a standard diagonal preconditioner.

With this extension to solving large sparse least squares problems, the spaQR solver opens up new applications of low-rank approximations to many areas of computational science. One such area that was investigated in this work is constrained optimization problems. Other potential application domains are computational geometry and computer graphics. This will be investigated in a future work. While the current implementation is sequential, the organization of the algorithm naturally exhibits parallelism. This will be investigated in future research.
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Fig. 10: The runtime per level of the spaQR algorithm split into the five phases: factorize interiors/separators, reassign rows below the diagonal of each factorized interior/separator, scale interfaces, sparsify interfaces, and merge the clusters. We skip sparsification for two levels. The results are shown for the 3D Inverse Poisson problem with \( N = 128^3 \) and \( \alpha \approx 2 \).

Table 1: Performance of spaQR on some Suite Sparse matrices: tolerance set (\( \epsilon \)), time to partition, factorize, solve (\( t_P, t_F, t_S \)), number of CGLS iterations (\#iter), memory required to store the preconditioner (\( \text{mem}_F \)), time to factorize and solve by direct method (Direct)

| Matrix     | Name        | #rows | # cols | \( \epsilon \) | \( t_P \) | \( t_F \) | \( t_S \) | #iter | \( \text{mem}_F \) | \( t_F + t_S \) |
|------------|-------------|-------|--------|---------------|-----------|-----------|-----------|-------|----------------|---------------|
|            | mesh_deform | 232k  | 9k     | \( 10^{-2} \) | 0.39      | 1.38      | 0.27      | 8     | 0.006          | 17.8          |
|            | Kemelmacher | 28k   | 9k     | \( 10^{-2} \) | 0.08      | 0.64      | 0.25      | 20    | 0.011          | 1.93          |
|            | human       | 20k   | 10k    | \( 10^{-2} \) | 0.08      | 0.28      | 0.23      | 25    | 0.006          | 1.37          |
|            | graphics    | 29k   | 12k    | \( 10^{-4} \) | 0.07      | 0.25      | 0.13      | 17    | 0.005          | 1.19          |
|            | image_interp| 240k  | 120k   | \( 10^{-3} \) | 0.92      | 5.46      | 1.12      | 8     | 0.131          | 73.9          |
|            | Hardesty2   | 929k  | 303k   | \( 10^{-3} \) | 3.90      | 13.5      | 12.8      | 24    | 0.289          | 636           |
|            | Hardesty3   | 8.2M  | 7.5M   | \( 10^{-5} \) | 96.1      | 384       | 165       | 10    | 11.52          | -             |
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\[ u_{i+1,j-1} - u_{i,j-1} + u_{i+1,j} - u_{i,j} + u_{i,j+1} - u_{i+1,j+1} \]

\[ z_{i-1,j} - z_{i,j} + z_{i,j+1} - z_{i+1,j} + z_{i+1,j-1} - z_{i,j-1} \]

Fig. 11: Finite difference mesh for the 2D variable coefficient Poisson equation.

\[ a_0 = z_{i,j} + z_{i-1,j} + z_{i,j-1} + z_{i-1,j-1} \]
\[ a_1 = \frac{1}{2} (z_{i,j} + z_{i,j-1}) \]
\[ a_2 = \frac{1}{2} (z_{i-1,j} + z_{i,j}) \]
\[ a_3 = \frac{1}{2} (z_{i-1,j-1} + z_{i-1,j}) \]
\[ a_4 = \frac{1}{2} (z_{i,j-1} + z_{i-1,j-1}) \]

\[ q_{i,j} = \int_{\Omega_{ij}} h(r) \, d\Omega, \quad \Omega_{ij} \text{ is a square region around } u_{ij} \]

The finite difference discretization leads to \( n^2 \) equations, one for each grid point on the 2D \( n \times n \) grid. The number of variables is \( n_u + n_z \), where \( n_u = n^2 \) and \( n_z = (n+1)^2 \). The Jacobian matrix is constructed by taking partial derivatives of each of the \( n^2 \) equations of the form Equation (A.1), with respect to each \( u(i,j) \) and \( z(i,j) \) variable. For example, the following are the partial derivatives of Equation (A.1),

\[ \frac{\partial f}{\partial u_{i,j}} = -a_0 \frac{\partial f}{\partial u_{i+1,j}} = a_1 \frac{\partial f}{\partial u_{i,j+1}} = a_2 \frac{\partial f}{\partial u_{i-1,j}} = a_3 \frac{\partial f}{\partial u_{i,j-1}} = a_4 \]

\[ \frac{\partial f}{\partial z_{i,j}} = -u_{i,j} + \frac{1}{2} u_{i+1,j} + \frac{1}{2} u_{i,j+1} \]
\[ \frac{\partial f}{\partial z_{i-1,j}} = -u_{i,j} + \frac{1}{2} u_{i+1,j} + \frac{1}{2} u_{i,j+1} \]
\[ \frac{\partial f}{\partial z_{i,j-1}} = -u_{i,j} + \frac{1}{2} u_{i+1,j} + \frac{1}{2} u_{i,j+1} \]
\[ \frac{\partial f}{\partial z_{i-1,j-1}} = -u_{i,j} + \frac{1}{2} u_{i+1,j} + \frac{1}{2} u_{i,j+1} \]

We can evaluate the Jacobian at random values of \( u, z \). Then, we solve the least squares problem, \( J^T x = b \). In general, choosing random values of \( u, z \) leads to \( J^T \) having an aspect ratio of 2. It is possible to reduce the aspect ratio of the matrix by artificially creating rows that are equal to 0. This is done by choosing values for \( u \) such that \( u \) is constant in some region, say \( u = 1 \) in some region of the mesh. In that case, Equation (A.1) simplifies and the entire row become zero. Then, by removing zero rows, we can reduce the aspect ratio of matrix \( J^T \).

For example, setting \( u = 1 \) and \( z = 1 \) everywhere on the grid (except the boundary where \( u = 0 \)) will make most of the partial derivatives with respect to \( z \) variables zero (expect the \( z \) variables near the boundary of the mesh). This leads to zero rows in \( J^T \) which can be removed to get an aspect ratio close to 1 for \( J^T \).

Appendix B. Matrix Generation: 3D Inverse Poisson problem.

The finite difference discretization for the variable coefficient Poisson equation in
A 3D $n \times n \times n$ mesh is as follows. At grid point $(i, j)$,

$$
\begin{align*}
    f(u, z) &:= -a_0 u_{i,j,k} + a_1 u_{i+1,j,k} + a_2 u_{i,j+1,k} + a_3 u_{i,j,k+1} \\
    &\quad + a_4 u_{i-1,j,k} + a_5 u_{i,j-1,k} + a_6 u_{i,j,k-1} + q_{i,j,k} = 0
\end{align*}
$$

\begin{align*}
    a_0 &= \frac{3}{4} \left(z_{i,j,k} + z_{i-1,j,k} + z_{i,j-1,k} + z_{i,j,k-1} \\
    &\quad + z_{i-1,j-1,k} + z_{i,j-1,k-1} + z_{i-1,j,k-1} + z_{i-1,j-1,k-1} \right) \\
    a_1 &= -\frac{1}{4} \left(z_{i,j,k} + z_{i,j,k-1} + z_{i,j-1,k} + z_{i,j-1,k-1} \right) \\
    a_2 &= -\frac{1}{4} \left(z_{i-1,j,k} + z_{i,j,k} + z_{i-1,j,k-1} + z_{i,j,k-1} \right) \\
    a_3 &= -\frac{1}{4} \left(z_{i-1,j,k} + z_{i,j,k} + z_{i-1,j-1,k} + z_{i,j-1,k} \right) \\
    a_4 &= -\frac{1}{4} \left(z_{i-1,j,k} + z_{i-1,j,k-1} + z_{i-1,j,k-1} + z_{i-1,j-1,k} \right) \\
    a_5 &= -\frac{1}{4} \left(z_{i-1,j-1,k} + z_{i,j-1,k} + z_{i-1,j-1,k-1} + z_{i,j-1,k-1} \right) \\
    a_6 &= -\frac{1}{4} \left(z_{i-1,j,k-1} + z_{i,j,k-1} + z_{i-1,j-1,k-1} + z_{i,j-1,k-1} \right) \\
    q_{i,j,k} &= \int_{\Omega_{ijk}} h(r) \, d\Omega, \quad \Omega_{ijk} \text{ is a cubic region around } u_{i,j,k}
\end{align*}

For the 3D problem, we have $n^3$ equations, one for each grid point on the $n \times n \times n$ mesh. There are $n_u n_z$ variables, where $n_u = n^3$ and $n_z = (n+1)^3$. The Jacobian can be constructed by taking partial derivatives of the discretized equations with respect to each $u$ and $z$ variable. As with the 2D problem, by evaluating the Jacobian for specific values of $u$ and $z$, we can generate least squares matrices ($J^T J$) with varying aspect ratio.