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Abstract. Current and future Cosmic Microwave Background (CMB) Radiation experiments are targeting the polarized $B$-mode signal. The small amplitude of this signal makes a successful measurement challenging for current technologies. Therefore, very accurate studies to mitigate and control possible systematic effects are vital to achieve a successful observation. An additional challenge is coming from the presence of polarized Galactic foreground signals that contaminate the CMB signal. When they are combined, the foreground signals dominate the polarized CMB signal at almost every relevant frequency. Future experiments, like the LiteBIRD space-borne mission, aim at measuring the CMB $B$-mode signal with high accuracy to measure the tensor-to-scalar ratio $r$ at the $10^{-3}$ level. We present a method to study the photometric calibration requirement needed to minimize the leakage of polarized Galactic foreground signals into CMB polarization maps for a multi-frequency CMB experiment. We applied this method to the LiteBIRD case, and we found precision requirements for the photometric calibration in the range $\sim 10^{-4} - 2.5 \times 10^{-3}$ depending on the frequency band. Under the assumption that the detectors are uncorrelated, we found requirements per detector in the range $\sim 0.18 \times 10^{-2} - 2.0 \times 10^{-2}$. Finally, we relate the calibration requirements to the band-pass resolution to define constraints for a few representative band-pass responses: $\Delta \nu \sim 0.2 - 2$ GHz.
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Introduction

The Cosmic Microwave Background (CMB) Radiation has played a primary role for cosmology in the past 50 years ([1]). It has been a powerful tool to test, confirm or rule out cosmological models and our understanding of the fundamental physical laws of the universe we live in. Even after more than 50 years of intensive studies, more accurate observations can provide better measurements of the cosmological parameters and help constrain inflation, improving our knowledge of the origin and composition of our universe.

In the past two decades, most of the efforts of the CMB international community have converged on the study of the CMB polarized signal. This weak signal is a tracer of the physics governing the primordial plasma, which our universe was made of soon after the Big Bang, up until the Recombination era. There are two processes that can generate polarization in the CMB: scalar modes and tensor modes. The latter are equivalent to a background of primordial gravitational waves generated during inflation. It is common to quantify the amplitude of tensor modes in terms of the tensor-to-scalar ratio parameter $r$. A precise measurement of $r$ will allow to constrain inflation.

The current main target of CMB experiments is to measure primordial $B$-modes ([2–7]), which are generated at the Last Scattering Surface through the interaction of photons with
a background of gravitational waves potentially arising through inflation ([8–11]). $B$-modes can also be generated after Last Scattering because of the conversion of $E$-modes through weak gravitational lensing. Because of the angular scale of the large scale structure, this effect becomes mainly relevant on small angular scales.

A number of ground based experiments, including but not limited to POLARBEAR ([12]), ACT ([13]) and SPT ([14]), have already successfully measured the $B$-mode spectrum on small angular scales. However, only a large angular scale measurement can probe directly the inflationary paradigm, by measuring both the reionization bump ($\ell \lesssim 10$), where the primordial $B$-mode signal is expected to be larger than the lensing signal for $r \gtrsim 10^{-3}$, and the recombination bump ($10 \lesssim \ell \lesssim 200$).

The BICEP/Keck experiment ([3]) has been operating from the South Pole for the past decade, and has been able to set an upper limit of $r < 0.06$ with a 95% confidence level by combining its data with those from Planck and WMAP ([15]). The lowest $\ell$-range ($\ell \lesssim 20$) remains anyway inaccessible from the ground, therefore the only way to observe both the predicted reionization ($\ell \lesssim 10$) and recombination bumps of the $B$-mode spectrum, with an accuracy on $r 10^{-3}$, is a space-based observation, thanks to the availability of the whole sky and the absence of the atmosphere.

Moreover, recent studies using data from the Planck satellite ([16–19]) have pointed out that contamination from Galactic polarized emissions is not negligible anywhere on the sky, even away from the Galactic plane. Therefore a careful multi-frequency analysis of the whole sky is the only way to give a final and unbiased answer to the search for primordial $B$-modes ([20]). A second important lesson learned from the experience of the Planck experiment is the relevance of systematic effects for CMB polarization measurements. The Planck team identified several systematic effects. For the sake of this paper, we mention the band-pass mismatch effect described in [21], which has been the main driver for the study presented in this paper. Band-pass mismatch can cause total intensity to polarization leakage as described in [22, 23], and polarized foreground leakage through component separation, which is the focus of this paper.

The LiteBIRD mission ([5–7]) is under design with the goal of measuring the primordial $B$-mode signal with a sensitivity (in terms of tensor-to-scalar ratio) $\sigma_r \leq 0.001$ (including systematics and statistical uncertainties), with 3 years of observation from the second Sun–Earth Lagrangian point. Observations will cover a wide frequency range from 34 to 448 GHz, divided into 15 frequency bands. The broad frequency coverage is justified by the requirement of measuring the Galactic foregrounds in order to be able to characterize them with high accuracy and separate them from the underlying cosmological signal. Although useful for foreground separation, having many frequency bands requires accurate inter-frequency calibration. An imperfect photometric calibration or poor band-pass knowledge may cause leakage of foreground signals into the estimated CMB maps. These effects have been the subject of other studies like the one in [24], although with a slightly different approach and extension compared to what we report in this paper.

In order to set photometric calibration and band-pass resolution requirements, we have performed simulations of component separation in the map (pixel) domain. Propagating the effect of an imperfect calibration (photometric or band-pass resolution) to the maps, we estimate the impact on the reconstruction of the tensor-to-scalar ratio. We can then set requirements to minimize the bias on the recovered cosmological parameter. With this procedure, we can test the combined effect of instrumental systematics and contamination from Galactic sources (synchrotron and dust) at different frequencies, to find which bands
are more sensitive to miscalibration and hence define the calibration requirements. Assuming
the CMB orbital dipole as the main photometric calibrator, we can also define the band-
pass resolution necessary to minimize the effect of an imperfect color correction due to the
presence of the Galactic foregrounds. This study is particularly important because it can guide
the experiment to select the most appropriate observation strategy to suppress photometric
 calibration uncertainty, and drive the design of the ground calibration system (most likely a
Fourier Transform Spectrometer) used to characterize the band-pass response of the telescope
in order to achieve the required resolution.

In Section 2 we describe the instrumental model for a CMB polarimeter, the formalism
used throughout the paper, the sky model assumed for the analysis, and the method to
propagate the calibration uncertainty to the frequency maps. In Section 3 we guide the
reader through the analysis method applied to estimate the impact on the tensor-to-scalar
ratio reconstruction, and in Section 4 we show the results of the analysis. Finally, in Section
5 we discuss the results and their implications.

2 Formalism

In this section we describe the analytical formalism used in this study: the instrumental
model, the sky modeling assumptions and how we define the effect of band-pass response on
the data.

2.1 Instrumental model

For the scope of this paper, we can assume all telescope parameters to be ideal, static and
perfectly known, with the exception of the band-pass response. We need to stress here that
this is an approximation in order to focus on the photometric and band-pass calibration
accuracy. For example, we do not take into account a frequency-dependent telescope beam.
With this approximation we can write the instrumental model for a single detector on the
focal plane of a CMB polarimeter as:

\[ d = \int d\nu \ G(\nu) \{ I(\nu, \hat{n}) \cos 2\psi(\nu) + U(\nu, \hat{n}) \sin 2\psi(\nu) \} + n, \] (2.1)

where \( G(\nu) \) is the band-pass response, \( I(\nu, \hat{n}) \), \( Q(\nu, \hat{n}) \) and \( U(\nu, \hat{n}) \) represent the total intensity
and polarized intensity of the sky, \( n \) is the detector noise and \( \psi \) represents the orientation of
the polarization sensitive detector on the sky. When the polarimeter employs a polarization
modulator such as a rotating Half-Wave Plate (HWP), we can rewrite \( \psi(\nu) \) in Equation 2.1
as \( 2\rho - \psi(\nu) \) where \( \rho \) is the HWP angle ([25]). In this paper, the difference between the two
expressions is not relevant for the scope of the discussion.

For completeness we highlight here a few aspects concerning the band-pass response.
Experiments like Planck reconstruct the polarization pattern (\( Q \) and \( U \)) by differencing orthogonal detector pairs. This approach is simple but susceptible to mismatches such as differences in the band-pass responses; in which case the different band-pass response between the 2 orthogonal detectors leads to total intensity leakage into the final \( Q \) and \( U \) maps (see [22, 23]). This effect can be mitigated using a polarization modulator (for example a rotating Half-Wave Plate) as the first optical element of the telescope (as in the ABS experiment [26, 27]). In this configuration, it is possible to demodulate the signal of a single

\footnote{Since we assume a perfectly known beam function \( B(\nu, \Omega) \), we omit the antenna effective area \( A_e = \lambda^2/\Omega_b \)
\( (\Omega_b = \int d\Omega B(\nu, \Omega)) \), and the integration over the solid angle \( \int d\Omega \).}
detector to measure both the Q and U parameters simultaneously. This second approach is immune to mismatch between orthogonal detectors, and therefore, the main contribution to the uncertainty in the data comes from the finite knowledge of the band-pass response, as it will be clear in the following sections.

In this paper we do not take into account I to P leakage (total intensity to polarization) because we assume here an experiment using an ideal polarization modulator. See [22, 23], for a discussion of the effect of I to P leakage in the absence of a polarization modulator.

2.2 Sky model

The sky emission at frequency $\nu$ and position $\hat{n}$, can be modelled as a sum of the CMB signal and Galactic foregrounds ([22]):

$$I(\nu, \hat{n}) = I_0(\nu) + \left. \frac{\partial B(\nu, T)}{\partial T} \right|_{T_0} \Delta T_{\text{cmb}}(\hat{n}) + \sum_f I_f(\nu, \hat{n}) \quad (2.2)$$

$$Q(\nu, \hat{n}) = \left. \frac{\partial B(\nu, T)}{\partial T} \right|_{T_0} \Delta Q_{\text{cmb}}(\hat{n}) + \sum_f Q_f(\nu, \hat{n}) \quad (2.3)$$

$$U(\nu, \hat{n}) = \left. \frac{\partial B(\nu, T)}{\partial T} \right|_{T_0} \Delta U_{\text{cmb}}(\hat{n}) + \sum_f U_f(\nu, \hat{n}) \quad (2.4)$$

where $I_0$ represents the CMB monopole with temperature $T_0 = 2.7255$ K, and the second term on the right hand side of Equation 2.2 is the anisotropy of the CMB: $B(\nu, T)^2$ is the black-body spectrum and $\Delta T_{\text{cmb}}(\hat{n})$ is the temperature fluctuation around $T_0$. Finally, the last term is the combination of every other relevant sky component $f$ (i.e. thermal dust, synchrotron, etc). In the same way, in Equations 2.3 and 2.4 we define the two Stokes parameters for polarization without the monopole term.

We take into account two Galactic foreground emissions: thermal dust and synchrotron. We model the thermal dust emission with a modified black-body (or grey-body) with spatially-uniform spectral index $\beta_d = 1.55$, for total intensity, and 1.6 for polarization and temperature $T_d = 19.6$ K ([28, 29]):

$$[I_d, Q_d, U_d](\nu, \hat{n}) = A_{\{I,Q,U\},d}(\nu_0, \hat{n}) \left( \frac{\nu}{\nu_0} \right)^{\beta_d} \frac{B(\nu, T_d)}{B(\nu_0, T_d)} \quad (2.5)$$

and synchrotron with a power law with uniform spectral index $\beta_s = -3.1$ and without curvature:

$$[I_s, Q_s, U_s](\nu, \hat{n}) = A_{\{I,Q,U\},s}(\nu_0, \hat{n}) \left( \frac{\nu}{\nu_0} \right)^{\beta_s} \quad. \quad (2.6)$$

In Equations 2.5 and 2.6 $\nu_0$ is a pivot frequency necessary to define the amplitude of the foreground signals.

In this study we do not take into account contributions from free-free emission, spinning dust and carbon monoxide (CO) transition lines, because previous experiments have shown negligible polarization levels ($\lesssim 1\%$, see [30–33]). We also do not account for point sources because they can be masked during the analysis.

---

2In equation 2.1 we have already implicitly multiplied by the antenna effective area $A_b = \lambda^2/\Omega_b$ and computed the integral over the solid angle and the, therefore in this scenario the black-body function is in units of W/Hz.
2.3 Systematic effect due the band-pass uncertainty

In [22, 23] the effect of total intensity to polarization leakage (I to P) due to both the scanning strategy and band-pass uncertainty has been already discussed extensively, especially in the case of a polarimeter that does not employ a rotating HWP. The authors showed that this effect becomes negligible when using a polarization modulator, thanks to the absence of band-pass mismatch between orthogonal detectors and a more uniform scanning-angle ($\psi$ in Equation 2.1) distribution that helps reducing the deviation of the cross-link matrix from its ideal case (see [22] for details).

In this paper we discuss another effect arising from a limited knowledge of the band-pass response, we call it polarized foreground leakage, in analogy with total intensity to polarization leakage. This effect has the same impact for both polarimeter architectures, with or without a polarization modulator. As explained in the following, the band-pass knowledge is closely related to the photometric calibration accuracy of the data, therefore we developed a framework to include both effects.

A poor photometric calibration accuracy of the data can cause an imperfect estimation of the foreground components signal, and therefore a leakage of these into the recovered CMB map. Since polarized dust and synchrotron are brighter than the polarised CMB $B$-mode signal at all frequencies, this leakage might impact dramatically the ability of an experiment to achieve the required accuracy of primordial $B$-mode measurements.

In order to derive calibration requirements for a future CMB satellite mission we developed a simple top-down framework to generate sky maps that take into account the presence of foregrounds, the photometric calibration and band-pass response uncertainties. Integrating Equation 2.1 and writing explicitly each component of our sky model in Equations 2.5, 2.6 we find:

$$d = g(I_{\text{cmb}}(\nu_0)) + \gamma_d I_d(\nu_0) + \gamma_s I_s(\nu_0) + + g(Q_{\text{cmb}}(\nu_0)) + \gamma_d Q_d(\nu_0) + \gamma_s Q_s(\nu_0)) \cos 2\psi +$$

$$+ g(U_{\text{cmb}}(\nu_0)) + \gamma_d U_d(\nu_0) + \gamma_s U_s(\nu_0)) \sin 2\psi + n,$$

where the subscript $d$ refers to the thermal dust component and the subscript $s$ refers to the synchrotron component. Assuming the CMB dipole ([34, 35]) as the natural photometric calibrator for a satellite mission, we define $g$ as the photometric calibration factor and $\gamma_{d,s}$ as the color correction factors accounting for the different spectral shape of dust and synchrotron compared to the calibrator (CMB dipole). In Equation 2.7, $\nu_0$ is the effective central frequency of the frequency band. If there is no effect other than the band-pass response to take into account, the calibration factor $g$ (using the CMB dipole as calibrator) is determined from the data. Therefore, it does not depend explicitly on the band-pass response knowledge.

If the photometric calibration uncertainty (defined here as $\delta_g$) is negligible, the dominant contribution to take into account is the color correction effect:

$$\gamma_{d,s} = \left( \int \frac{dv}{G(v)} \frac{L_{d,s}(v)}{I_{d,s}(v)} \right) \frac{\partial B(\nu_0, T)}{\partial T} \bigg|_{T_0},$$

which strongly depends on the prior knowledge of the band-pass response. An incorrect or poor characterization of the band-pass response can cause systematic leakage of foreground signal into the final CMB maps. We define the error on the color correction factor estimation
as:

$$\delta_{\gamma^{(d,s)}} = \frac{\gamma^{\prime}_{d,s} - \gamma^0_{d,s}}{\gamma^0_{d,s}},$$

(2.9)

where $\gamma^0_{d,s}$ is the color correction factor for an ideal infinite precision for the knowledge of the band-pass response, and $\gamma^{\prime}_{d,s}$ is the color correction factor for a realistic finite band-pass resolution.

In this section we have shown that photometric calibration and band-pass resolution accuracy are strongly related through Equation 2.7. We can ultimately write the maps for a single detector $j$:

$$\begin{bmatrix} I_j \\ Q_j \\ U_j \end{bmatrix} = g \left[ \begin{bmatrix} I_{cmb} \\ Q_{cmb} \\ U_{cmb} \end{bmatrix} + \gamma_d \begin{bmatrix} I_d \\ Q_d \\ U_d \end{bmatrix} + \gamma_s \begin{bmatrix} I_s \\ Q_s \\ U_s \end{bmatrix} \right] + n,$$

(2.10)

and use this relation to propagate the calibration uncertainty directly at the map level.

Using this formalism, partially inherited from [22], we are able to propagate analytically the presence of systematic effects in the maps without computationally expensive time-ordered data simulation for all detectors.

2.4 Propagation of the uncertainty at map level

We can combine the single detector maps in Equation 2.10 to obtain $I$, $Q$ and $U$ maps for each frequency band, and study the global effect of photometric calibration or band-pass accuracy. If the detectors in the frequency band $i$ are uncorrelated (noise and uncertainties), and the calibration accuracy per detector (either the photometric calibration factor $g$ or the color correction factor $\gamma$) is known with a precision $\delta_{g,i}$ ($\delta_{\gamma,i}$ for color correction), we can propagate the uncertainty to the final (full mission) frequency maps as:

$$\Delta_{[g,\gamma],i} = \frac{\delta_{[g,\gamma],i}}{\sqrt{m_i}},$$

(2.11)

where $m_i$ is the number of detectors in the frequency band $i$. Using this factor we can propagate the calibration or color correction error into the maps following Equation 2.10, where:

$$[g,\gamma]_i = 1 + \Delta_{[g,\gamma],i}.$$

(2.12)

With this definition we can analytically generate contaminated sky maps by multiplying the ideal sky map at frequency $i$ (including CMB, thermal dust and synchrotron) by the factor $g_i$ ($\gamma_i$ for color correction).

3 Analysis procedure

In this section we describe the analysis procedure followed in this study. Figure 1 shows the flow chart of the analysis procedure. First, we artificially inject the calibration uncertainty in the frequency maps using the $g_i$ factors, as defined in Section 2, then we use a parametric foreground cleaning method ([36–39]) to study the impact of the calibration uncertainty on the recovered CMB maps. Computing the $B$-mode angular power spectrum we estimate the contamination level in terms of bias on the tensor-to-scalar ratio. We describe the details of the procedure in the following sections.
Figure 1: Flow chart of the analysis method followed in this work to study the effect of calibration uncertainty in presence of foreground contamination. The analysis is divided in 3 main steps: single frequency band analysis, requirement determination for each frequency band, and finally requirement validation.

We explicitly describe the procedure for the photometric calibration analysis. To avoid redundancy we omit the explicit explanation of the color correction analysis, the same procedure can be followed substituting $\Delta_g$ with $\Delta_\gamma$.

3.1 Map preparation

First, we generate full mission sky maps (we make use of the PySM library, see [40, 41] for details) for all frequency bands in Table 1 including the sky components mentioned in Section 2.2. For the cosmological parameters we adopt the values reported by the Planck experiment in [42]. Since the goal of LiteBIRD is a target total uncertainty $\sigma_r \leq 0.001$ for $r = 0$, we adopt $r = 0$ as input to generate the CMB maps.

The sky maps are perturbed as described in Section 2.4, and specifically making use of Equation 2.10 to simulate the effect of an imperfect calibration. A white and isotropic noise component is added according to the sensitivity values in Table 1. In this paper we assume LiteBIRD baseline parameters as reported in [7]. This procedure can be applied to other instrument configurations by changing the instrumental parameters according to a specific design.

Following the formalism introduced in [24], we define for each frequency band $i$ the
Table 1: Configuration for the CMB satellite mission LiteBIRD we assumed in this study, from [7]. Central frequency, number of detectors and sensitivity to polarization forecasts are given for all frequency bands. These are the values assumed in the analysis presented in this paper. We need to point out that the final results depend strongly on the instrumental model values. For a different instrumental configuration we shall find different results from those reported in the following.

calibration factor $g_i$ with uncertainty $\Delta g_i$ as:

$$g_i = 1 + N(0, \Delta g_i),$$

(3.1)

where $N(\mu, \sigma)$ is a random number generated with a Gaussian distribution with mean value $\mu = 0$ and standard deviation $\sigma = \Delta g_i$.

3.2 Analysis steps

As mentioned in Section 1 in [24], a similar analysis is presented for the Simons Observatory case. However, the authors do not make a distinction between the frequency bands. We decided to proceed in the following way to determine which bands are more sensitive to calibration uncertainties, and to reduce the complexity of a 15 free parameters analysis (see also Figure 1 for a flow chart of the analysis procedure):

1. First, we choose a few representative values for $\Delta g_i$ between $10^{-6}$ and $10^{-2}$. To verify a quadratic relation (see Section 4.1 for details) between the calibration accuracy of each frequency band ($\Delta g_i$) and the induced bias to the tensor-to-scalar ratio ($\delta_r$), we perform 15 separate analysis (one for each frequency band). For each analysis step, we propagate the uncertainty only for one frequency band (mis-calibration) using the factors from Equation 3.1. After the component separation step, we can relate the uncertainty value directly to the computed $\delta_r$ from the excess in the component separation residuals.

2. Once we find the relation between $\Delta g_i$ and $\delta_r$ for each frequency band $i$, we define requirements for each band ($\Delta g^*_i$) that reduce the bias below the target sensitivity:
\( \delta_r \ll \sigma_r \leq 0.001 \). For this work we arbitrarily decided to define the requirement 
\( \delta_r \leq 5.7 \times 10^{-6} \). This value corresponds to \( \lesssim 1\% \) of the target \( \sigma_r \) of the experiment. 
The reason for this choice will be explained in the following. However, the results can 
be easily re-scaled by the reader for any given requirement.

3. Lastly, we perform a final simulation propagating the calibration uncertainty in all 
frequency bands simultaneously using the \( \Delta^*_{gi} \) values from the requirement definition 
at the previous point. Since there are 15 frequency bands and the uncertainties are 
uncorrelated, we expect to find a total bias to the tensor-to-scalar ratio \( (\delta_r^{COMB}) \) roughly 
\( \sqrt{15} \) times higher than the threshold value mentioned at the previous point \( (\delta_r \leq 5.7 \times 10^{-6}) \). However, because of the single frequency requirement 
\( \delta_r \leq 5.7 \times 10^{-6} \ll \sigma_r \), we expect this to be true for the total tensor-to-scalar ratio bias: 
\( \delta_r^{COMB} \ll \sigma_r \).

### 3.3 Component separation

For the component separation part we make use of the FgBuster code ([39]), which is a Python 
implementation of the maximum likelihood foreground estimation algorithm described in [38].

The sky, observed in multiple frequency bands, is modeled at map level, pixel-by-pixel as:

\[
d_p = A_p s_p + n_p
\]

where \( p \) denotes a single sky pixel, \( d_p \) is the observed signal vector (including \( n_s = 3 \) Stokes parameters for \( n_f \) frequency bands), \( s_p \) is the real sky signal vector (\( n_s \) Stokes parameters for 
\( n_c \) number of components), \( n_p \) is the noise vector and \( A_p \equiv A_p(\beta_i) \) is the mixing matrix of 
the form \( (n_f \cdot n_s) \times (n_c \cdot n_s) \). The mixing matrix is parameterized with the free parameters 
\( \beta_i \) describing the spectrum of each component (see Section 2.2). In this analysis we consider 
3 components: CMB, synchrotron and thermal dust, therefore we have 3 unknown spatially-
uniform parameters \( \beta_s, \beta_d \) and \( T_d \). For \( p \) pixels we can remove the subscript and re-write:

\[
d = As + n.
\]

Defining the symmetric block diagonal noise matrix \( N \) we write the likelihood function as

\[
-2 \ln L(s, \beta) = \text{const} + (d - As)^t N^{-1} (d - As),
\]

the full data likelihood is found as the sum of the likelihood for each single pixel and is 
maximized when

\[
s = (A^t N^{-1} A)^{-1} A^t N^{-1} d,
\]

then substituting Eq. 3.5 in Eq. 3.4 we find:

\[
-2 \ln L(s, \beta) = \text{const} + (A^t N^{-1} d)^t (A^t N^{-1} A)^{-1} (A^t N^{-1} d).
\]

The algorithm finds the set of parameters \( \{\beta_i\} \) that maximize the likelihood function. For 
more details see [38].

### 3.4 Tensor-to-scalar ratio bias

After component separation we obtain an estimated CMB map that is the sum of the input 
CMB map \( m_{\text{true}}^{cmb} \), and residuals due to noise \( m_n \) and the component separation method itself 
\( m_{fg} \). Understanding how to improve the component separation efficiency is the subject of
other studies (see [43]). Here we investigate the role that instrumental systematic effects have in boosting the amplitude of the component separation residuals $m_{fg}$.

To determine the residuals due to the calibration uncertainty, we perform a parallel analysis for every value of $\Delta g$ and noise realization. With the same components and noise maps we run two separate simulations, one with an ideal instrument unaffected by calibration uncertainty ($\Delta g = 0$) and the other propagating the uncertainty $\Delta g$ into the maps.

The recovered CMB maps from these two parallel analysis, $m_{cmb}^0 (\Delta g = 0)$ and $m_{cmb} (\Delta g \neq 0)$ respectively, are differentiated to obtain the residuals map. The residuals map is then analyzed to compute the $B$-mode power spectrum due to the calibration uncertainty (bias spectrum):

$$\Delta m = m_{cmb} - m_{cmb}^0 \Rightarrow \hat{C}_{\ell,\sigma}^{BB}. \quad (3.7)$$

Finally, to find the bias on the tensor-to-scalar ratio due to the calibration uncertainty, we use the probability distribution function for a measured $B$-mode power spectrum $\hat{C}_{\ell}^{BB}$ and a given value of $r$ (see [44] and [45]):

$$-2 \ln \mathcal{L}(\hat{C}_{\ell}^{BB}|r) = \frac{2\ell + 1}{2} f_{sky} \left[ \frac{\hat{C}_{\ell}^{BB}}{C_{\ell}^{BB}} + \ln C_{\ell}^{BB} - \frac{2\ell - 1}{2\ell + 1} \ln \hat{C}_{\ell}^{BB} \right]. \quad (3.8)$$

The measured signal $\hat{C}_{\ell}^{BB}$ is here equal to the residuals $BB$ power spectrum in Equation 3.7, while $C_{\ell}^{BB} = rC_{\ell}^{GW} + C_{\ell}^{L} + N_{\ell}^{BB} + C_{\ell,fg}^{BB}$ is the expected spectrum. Where, $C_{\ell}^{GW}$ is the primordial $B$-mode spectrum (computed for $r = 1$), $C_{\ell}^{L}$ is the lensing $B$-mode spectrum, $N_{\ell}^{BB}$ is the noise spectrum and $C_{\ell,fg}^{BB}$ is the residuals spectrum due to foreground components.

We determine the bias to the tensor-to-scalar ratio by finding the peak of:

$$\ln \mathcal{L}(r) = \sum_{\ell=2}^{\ell_{\max}} \ln \mathcal{L}(\hat{C}_{\ell}^{BB}|r), \quad (3.9)$$

where $\ell_{\max} = 200$ (assuming this as LiteBIRD $\ell$-range). The tensor-to-scalar ratio bias value is defined as the $r$ value corresponding to the maximum of the likelihood function. With this procedure we can express the calibration uncertainty effect in terms of a bias value on the recovered tensor-to-scalar ratio: $\delta_r$ vs. $\Delta g$ (or $\Delta \gamma$).

4 Results

In this section we present the results of the analysis. We divide the results into 3 subsections, following the steps described in Section 3.1.

4.1 Single frequency band analysis

In this first part of the analysis, we propagate the photometric calibration error one frequency band per time and we study the impact on the data after component separation. In Figure 2 we give an example of the analysis. In the left panel we show the likelihood functions from the residuals map as explained in Equation 3.8, for different values of $\Delta g$ for the 337 GHz band.

For each band and for a given value of $\Delta g$, we perform 100 simulations varying the noise seed randomly and the effective $\Delta g$ with a Gaussian distribution with mean value 0 and standard deviation equal to $\Delta g$, as explained in Section 3.1. We define the bias to the
Figure 2: Left: Likelihood functions for different values of the $\Delta_g$ factor for one frequency band (337 GHz). Right: For each value of $\Delta_g$ we performed 100 simulations with different noise realizations, computed the tensor-to-scalar ratio likelihood for all of them, and calculated the mean $\delta_r$ values. Results are shown for 337 GHz band. We find that the mean $\delta_r$ scales with the square of $\Delta_g$, as expected. The small departure from square-law for small $\Delta_g$ values is due to the finite grid step of the likelihood function calculation.

tensor-to-scalar ratio ($\delta_r$) due to the calibration error as the peak of the likelihood function. For clarity we plot in the left panel of Figure 2 only one representative curve for each $\Delta_g$ value.

In the right panel of Figure 2, for the same frequency band (337 GHz), we computed the mean value of $\delta_r$ over all 100 realizations for each $\Delta_g$ value. We can clearly observe a square-law relation between the computed $\delta_r$ and the input $\Delta_g$ value. This relation comes from the fact that $\Delta_g$ is a multiplicative factor on the polarization map. Therefore we expect the miscalibration to propagate to the residual polarization map as:

$$[Q \pm iU](\theta, \phi) \propto \Delta_g \sum_{\ell,m} \pm 2a_{\ell,m2}Y_{\ell,m}(\theta, \phi).$$ (4.1)

We find that the spherical harmonic expansion coefficients of the residual $B$-mode map to be:

$$a_{B,\ell m} \propto \Delta_g^{\frac{i}{2}}(2a_{\ell,m} - 2a_{\ell,m}),$$ (4.2)

and thus the angular power spectrum is proportional to $\Delta_g^2$ as:

$$C_{\ell}^{BB} \propto \sum_m a_{B,\ell m}a_{B,\ell m}^* \propto \Delta_g^2.$$ (4.3)

The relation in Equation 4.3 is exact in the limit of a component separation process that does not absorb and compensate calibration (photometric or band-pass) mismatches through the parameters of the model.

In Figure 3, we show a summary of the results of the analysis for every frequency band in Table 1. We can notice that the relation $\delta_r \propto \Delta_g^2$ holds for every frequency band$^3$. We

$^3$The small deviation visible for small $\Delta_g$ values for some of the frequency channels is due to the finite resolution used in the likelihood calculation: $\Delta r = 10^{-7}$. 
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also notice that for a given $\Delta_g$ value, the computed $\delta_r$ decreases from low frequency bands towards central frequency bands and then it increases again at higher frequencies. This is due to the relative amplitude of the Galactic foregrounds compared to CMB, which leads to higher residuals in the CMB map. We want to draw the attention of the reader to the two highest frequency bands, 337 and 402 GHz, which clearly drive the requirements. As we can see in Figure 3, the band at 337 GHz appears to be slightly more sensitive to calibration errors compared to the band at 402 GHz. This effect is due to a better instrumental sensitivity (lower noise) at 337 GHz compared to the sensitivity at 402 GHz. This frequency band has therefore higher weight in the component separation procedure, which leads to a higher impact on the final $\delta_r$ value.

4.2 Requirements

The goal of LiteBIRD, as for most next generation CMB experiments, is to measure the tensor-to-scalar ratio with high accuracy. In this work we assume $r = 0$, and we assume a total target uncertainty $\sigma_r \leq 0.001$. To do so, we have to reduce the cumulative bias of all the systematic effects to a negligible value.

Since we expect to have multiple systematic effects in an experiment, we arbitrarily decide a threshold value $\delta_r \lesssim 5.7 \times 10^{-6}$ which is negligible compared to the target sensitivity. This value is marked with a blue dashed line in both Figure 2 and Figure 3. Following this procedure we can define a requirement $\Delta_g^*$ for each frequency band that satisfies the condition $\delta_r(\Delta_g^*) \lesssim 5.7 \times 10^{-6}$. A summary of the requirements is given in Table 2. From the number of detectors per band in Table 1 we also derive the requirement per detector $\delta_g^*$ using Equation 2.11. It is important to remind the reader that the detector requirements in Table 2 are valid.
Table 2 reports the calibration requirements for each frequency band. As explained in the previous sections, these requirements are found by imposing a threshold value for the bias \( \delta_r \leq 5.7 \times 10^{-6} \), assuming at each step that only one frequency band suffers from calibration errors.
Figure 4: Summary of the 1000 simulations where we propagate the calibration error in all frequency bands at the same time using the values in Table 2. We compute the bias to the tensor-to-scalar ratio (peak of the likelihood function) for each of the 1000 simulations, and we plot the distribution in units of the mean value $\delta_r,\text{mean}$. The mean value (corresponding to 1 in these units) is shown as a vertical dashed red line. A $\chi^2$-distribution with $k = 1$ degree of freedom is shown for comparison (the residuals amplitude).

We carried out the same analysis for the color correction factor $\gamma_{[s,d]}$. We found the same requirements as for the photometric calibration factor $g$ in Table 2, and thus we avoid reporting them separately.

5 Discussion

Through this analysis, we find that for the LiteBIRD case 2 are the most sensitive bands to calibration errors (337 and 402 GHz), therefore we can take these values as the overall experiment requirement. In this way we can reduce the contribution from the other bands to a negligible level and achieve a total bias $\delta_r^{\text{COMB}} \sim 5.7 \times 10^{-6}$.

A second point worth mentioning is that by increasing the number of detectors at high frequency it is possible to reduce the single detector requirement, although this solution might be impractical due to cost issues, especially in the case of a space mission.

5.1 Band-pass

Lastly, we use these results to address the color correction effect and the implication on the required band-pass response resolution.

In Equation 2.8 we defined the calibration correction factor (color correction) for the Galactic foreground signals, and in Equation 2.9 we defined the error for the color correction factor for a finite band-pass resolution. For a given finite resolution $\Delta \nu$ of the band-pass response $G(\nu)$, Equation 2.8 becomes:

$$\gamma_{d,a} = \left( \frac{\sum_i \Delta \nu G(\nu_i) \frac{I_{d,s}(\nu_i)}{I_{d,s}(\nu_0)}}{\sum_i \Delta \nu G(\nu_i) \frac{\partial B(\nu_i,T)}{\partial T} \bigg|_{T_0}} \right) \frac{\partial B(\nu_0,T)}{\partial T} \bigg|_{T_0}. \tag{5.1}$$
As already mentioned, similarly to what we have presented in Section 4 for the calibration factor $g$, we performed the analysis for the color correction factors $\gamma$. We avoid reporting the full analysis here because the requirements found are identical to those reported for $g$ in Section 4. This correspondence between the two results comes from the fact that the combined Galactic foreground components dominate the CMB polarized signal at all frequencies. Using the $\delta_g$ value reported in Table 2, we can find the required band-pass resolution to minimize the color correction error and the bias effect on the recovered tensor-to-scalar ratio.

If we knew the band-pass response of our instrument with infinite precision, the color correction error, as defined in Equation 2.9, would be zero. Under this circumstances, we would be able to perfectly calibrate the foreground signals with respect to CMB. Therefore we define requirements that minimize the error and the impact on the data. To illustrate our procedure, we focus on the band most sensitive to calibration error as found in the previous sections: 337 GHz. At this frequency the dominant sky component is thermal dust, therefore we limit our analysis to this foreground component for the remaining of this section. The required calibration accuracy for a single detector in this frequency band is $0.16 \times 10^{-2}$ (see Table 2), therefore we need to find the band-pass resolution ($\Delta \nu$) that satisfies this requirement.

In Figure 6, we analyze three cases to show how the shape of the band-pass response influences the calculation of $\delta\gamma$. For all cases we create a theoretical band-pass response with almost infinite resolution ($\Delta \nu = 0.1$ MHz)$^4$. Then, we proceed with re-sampling the band-pass response with lower resolution and we compute $\delta\gamma$ for the new resolution through Equation 2.9. In Figure 6 top-left, center-left and bottom-left we plot the three representative theoretical band-pass responses in blue solid line and a re-sampling step of the same function with 1 GHz resolution as an example.

The top-left panel of Figure 6 shows a top-hat band-pass, which presents a perfectly flat in-band response with sharp transitions between the in-band region and the out-of-band regions. Although this ideal band shape is not realistic, in the top-right panel of Figure 6 we show that the sharp transitions at the edges of the band-pass response impact negatively the

---

$^4$Current and past experiments have reported measuring the band-pass response with $\sim 1$ GHz resolution (see [48]), and therefore a 0.1 MHz resolution is a good approximation for a nearly infinite resolution.
Figure 6: Left: In blue solid line examples of three theoretical band-pass responses at 337 GHz with 30% bandwidth are shown. From top to bottom, we show a perfect top-hat ideal band-pass response, a top-hat with a more realistic transitions at the edges, and finally, using publicly available Planck data ([46, 47]) we re-scaled one of the Planck 353 GHz band-pass responses to 337 GHz. A re-sampling process with 1 GHz resolution is also shown as a scattered plot. Right: Calculation of the color correction error for dust ($\delta_d$) as a function of decreasing resolution for the band-pass response on the left. The blue solid line represents the rms value for 100 realizations of the re-sampling process with a given resolution, while the orange solid line represents the maximum value between 100 realizations. The requirement shown by the red dashed line.
Figure 7: Left: In blue solid line a theoretical band-pass responses at 337 GHz with 30% bandwidth, simulated using publicly available Planck data ([46, 47]), is shown. We re-scaled one of the Planck 353 GHz band-pass responses to 337 GHz. A re-sampling process with 1 GHz resolution is also shown as a scattered plot. A white noise measurement component is simulated during the re-sampling process. Right: Calculation of the color correction error for dust ($\delta_{\gamma}$) as a function of decreasing resolution for the band-pass response. The blue solid line represents the $\text{rms}$ value for 100 realizations of the re-sampling process with a given resolution, while the orange solid line represents the maximum value between 100 realizations. The requirement is shown by the red dashed line. The statistical uncertainty boosts $\delta_{\gamma}$ especially for high resolution.

color correction factor. In this case a very fine resolution is required to reduce the uncertainty.

A more realistic case is shown in Figure 6 center-left. This case still presents a flat response in-band, while the edge transitions are smoother to mimic a more realistic case. This choice is completely arbitrary and the calculation has been done purely to show the effect of smoother transitions compared to a top-hat response. The center-right panel of Figure 6 clearly shows that the edge smoothness helps reducing the uncertainty of the $\gamma$ factor.

Finally, we create a more realistic band-pass response using publicly available Planck data at 353 GHz ([46, 47]). We shift and re-scale the band-pass response to match the 337 GHz central frequency, as shown in the bottom-left panel of Figure 6. Figure 6 bottom-right shows $\delta_{\gamma}$ as a function of the resolution. The original resolution of the Planck data is $\sim 2$ GHz, and therefore we have to interpolate the data to simulate a higher resolution. Because of this choice there is a lack of information in the Planck filter for resolution higher than 2 GHz. This effect can be seen in Figure 6 bottom, where the $\delta_{\gamma}$ as a function of the sampling resolution becomes much steeper below $\sim 2$ GHz. From these results we find that a resolution $0.2 \text{ GHz} \lesssim \Delta \nu \lesssim 2$ GHz is necessary to achieve an error lower than the requirement threshold, depending on the effective shape of the band-pass function.

This procedure can be followed for every other frequency band and for other Galactic foreground emission. We avoid reporting all results here because the one just shown for thermal dust at 337 GHz is the most stringent.
5.2 Some considerations

Band-pass resolution. The calculation color correction depends strongly on the effective shape of the band-pass response. The usual zero-order approximation for a band-pass response is a top-hat function centered at the nominal central frequency. This shape increases dramatically the error of the color correction factor because of the steep transitions between in-band and out-of-band regions, while a shallower transition helps reducing the error. Another source of error are fast fringes in the response, caused by standing waves between optical elements of the telescope. Given these considerations we recommend future experiments to carefully and realistically simulate the the spectral response of the system to fully understand the impact that this might have on the observations.

We also need to point out the presence of statistical uncertainty and systematic effects within the set-up to measure the band-pass response. The first, depending on the statistical noise level, will limit the high resolution end of Figure 6 right, and therefore increasing the resolution will not help in reducing the color correction uncertainty as shown in Figure 7. On the other end, systematic effect in the set-up can create artificial features in the measured response that will result in an incorrect measure of the band-pass response. As an example in Figure 7 left, we report a case similar to 6 bottom-left, where we artificially add a 2% white noise component to the band-pass data. This value is in line with the results reported by the POLARBEAR collaboration in [48]. As it is visible by comparing Figures 6 bottom-right and 7 right, the color correction factor error deteriorates in presence of statistical uncertainty especially for very fine resolution.

Calibration. Throughout this paper, we assumed that a space mission like LiteBIRD will make use of the CMB dipole signal as the primary photometric calibrator for every frequency band. The dipole is the most accurate known photometric calibrator for a CMB space-borne mission because it is well characterized, and therefore, it is possible to achieve high calibration accuracy. Other possible calibrators, like planets for example (or an artificial calibrator, see [49]) present higher uncertainties and therefore the accuracy might suffer from such a choice. In addition, using non-extended sources (like planets) calibration will become more sensitive to beam uncertainties (far-side lobes, etc.).

In the event that a different calibrator is going to be used for some of the analysis, Equation 2.7 has to be adapted to the new calibrator, because this new calibrator will have most certainly a different spectrum compared to the CMB and the dipole signals (planets are "dusty" sources, so probably a grey-body spectrum has to be assumed); therefore a different color correction scheme needs to be taken into account.

Sky model. Throughout this paper, we assumed a fairly simple sky model with only two Galactic components, without spatial variation of the parameters or synchrotron curvature. A more complex sky might induce higher residuals due to the complexity of the sky, making more complicated the separation of the residuals due to the component separation method itself, and those due to the systematic effect under study ([43]). On the other end, a more complex sky model (e.g. with multiple dust populations) with more parameters to be fitted, might have the effect of absorbing more efficiently the calibration errors, resulting in a relaxation of the requirements.
6 Conclusions

In conclusion, instrument calibration is a fundamental step in defining the complete instrument model necessary for a correct data analysis in CMB experiments. In this paper we have shown how to determine the impact of photometric calibration uncertainty for a space-borne CMB polarimeter using an ideal polarization modulator (like LiteBIRD). The use of a polarization modulator is justified by the requirement of mitigating and controlling systematic effects and reducing the impact of 1/f noise. However, even such a system will not be immune to systematic effects that need to be understood. In this paper we have specifically focused on the effect of photometric calibration uncertainty and imperfect knowledge of the band-pass response even when a rotating HWP is employed as a polarization modulator.

We have presented a method to address the impact of photometric calibration uncertainty in the presence of Galactic foregrounds. We have derived requirements for the calibration accuracy to minimize the effect on the data. In particular we discussed the effect of a finite band-pass response resolution. Starting from plausible instrument parameters taken from the baseline design of the LiteBIRD satellite, we simulated the effect of an imperfect calibration, and showed that for the set of parameters in Table 1, the high frequency bands (specifically 337 and 402 GHz) are the most sensitive to calibration uncertainty ($\delta_g$). We found requirements per frequency band: $\delta_{g,\gamma} \sim 10^{-4} - 2.5 \times 10^{-3}$, and per single detector: $\delta_{g,\gamma} \sim 0.18 \times 10^{-2} - 2.0 \times 10^{-2}$. We found a quadratic relation between the calibration uncertainty $\Delta_g$ and the tensor-to-scalar ratio bias $\delta_r$. To illustrate our method we defined a $\delta_r$ threshold to identify a requirement on $\Delta_g$, which can be easily re-scaled for a different choice of the threshold. We also modelled the effect of a finite band-pass resolution, and derived requirements for it in order to minimize the effect of a limited band-pass knowledge. We adopted a few representative examples for the band-pass response and computed the resolution requirement: $\Delta \nu \sim 0.2 - 2$ GHz (depending on the band-pass shape assumed). Although the Planck-like band-pass is more representative of a real scenario than the other two cases analysed, the derived requirement of $\Delta \nu \sim 2$ GHz might suffer from the limited resolution of the original data. On the other end, given the unrealistic sharpness of the top-hat case, we can fairly assume the 0.2 GHz resolution requirement, for the 337 GHz band, as the worst case scenario. Ultimately, these results highlight the need for carefully modelling the response of the telescope system to help the definition of the calibration requirements.
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