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Abstract—We consider an Internet of Things (IoT) system in which a sensor observes a phenomena of interest with exponentially distributed intervals and delivers the updates to a monitor with the First-come-First-served (FCFS) policy. At the monitor, the received updates are used to make decisions with deterministic or random intervals. For this system, we investigate the freshness of the updates at these decision epochs using the age upon decisions (AuD) metric. Theoretical results show that 1) when the decisions are made with exponentially distributed intervals, the average AuD of the system is smaller if the service time (e.g., transmission time) is uniformly distributed than when it is exponentially distributed, and would be the smallest if it is deterministic; 2) when the decisions are made periodically, the average AuD of the system is larger than, and decreases with decision rate to, the average AuD of the corresponding system with Poisson decision intervals; 3) the probability of missing to use a received update for any decisions is decreasing with the decision rate, and is the smallest if the service time is deterministic. For IoT monitoring systems, therefore, it is suggested to use deterministic monitoring schemes, deterministic transmitting schemes, and Poisson decision schemes, so that the received updates are as fresh as possible at the time they are used to make decisions.

Index Terms—Internet of Things (IoT), age upon decisions, age of information, update-and-decide systems.

I. INTRODUCTION

The Internet of Things (IoT) technology has been developed rapidly and has been applied in various scenarios in recent years. By connecting smart devices (e.g., sensors, radio frequency identification nodes, infrared sensors, global position system based locators) to the internet, IoT enables effective information exchange and communication among them, which prompts a modern network of intelligence. In particular, IoT has spawned more and more real-time applications, e.g., smart transportation, health monitoring, intelligent agriculture, smart home, environment monitoring, and so on [2]–[4]. For these applications, timely information updates are required to control traffic, or to monitor patient, or to manage the farmland. Therefore, the timeliness of received updates is critical.

It is noted that, however, traditional measures like delay and throughput are not suitable to characterize the timeliness of updates. For example, when the delay is small, the received updates may not be fresh if the updates arrive very infrequently; when the throughput is large, the received updates may also not be fresh due to the crowded update queue at the transmitter. To this end, a new metric termed as age of information (AoI) was proposed in 2011 [5]. Specifically, AoI is defined as the elapsed time since the generation of the latest received update, and thus can characterize the freshness of the received information exactly.

By its definition, it is seen that AoI naturally records the freshness of the latest available information of the receiver for every moment. In many applications, however, we may only be interested in the freshness of the received information at some desired instants. For example, in the dynamic route planning of vehicular networks, the freshness of collected positioning information of cars is mostly concerned at epochs when we are approaching road crosses, i.e., the moments when these information are used to reschedule the route. In view of this, the metric age upon decisions (AuD) was proposed to evaluate the freshness of received information at these decision epochs [9]. With this special focus on the decision epochs, AuD is thus very suitable for most IoT systems, which are not only platforms of information collecting and exchanging, but also are unattended decision making eco-networks.

A. Motivation

In the AuD framework, there are three dimensions of optimization, i.e., the arrival process, the service process, and the decision process. For example, when the inter-arrival time between neighboring updates is generally distributed, the service time of each update is exponentially distributed, and the decision process is a Poisson process, we refer to the system as a $G/M/1/M$ update-and-decide system. As shown in [11], the average AuDs of such systems are independent of the decision rate and are minimized by the periodic arrival process (i.e., the deterministic process). However, how the service process affects the timeliness of the system decisions has not been well understood yet. In this paper, therefore, we are interested in the timeliness of the update-and-decide systems with different service process. In particular, we shall investigate the average AuD of $M/G/1/M$ update-and-decide systems with exponentially distributed inter-arrival times, generally distributed service times, and Poisson decisions. We
shall also investigate the average AuD of M/G/1/D update-and-decide systems, in which decisions are made periodically. In doing so, we shall provide answer to the question what service process and decision process will optimize the IoT-based update-and-decide systems.

B. Main Contributions

In this paper, we assume that the arrivals of updates follow a Poisson process and consider three typical service processes, in which the service times are uniformly distributed, exponentially distributed, and deterministic, respectively.

- For a system with Poisson decisions, we explicitly present the average AuD of the system when the general service process, the Poisson service process, the uniform service process, or the periodic service is used, respectively. We also show that the periodic (i.e., deterministic) service process performs better than the uniform service process, and the exponential service process performs the worst, i.e., achieves the maximum average AuD.

- For a system using the periodic decision process, we also explicitly present the average AuD of the system when the Poisson service process, the uniform service process, or the periodic service is used, respectively. For this system, we show that the periodic service process also performs the best and the exponential service process performs the worst, as in the system with Poisson decisions. Moreover, we show that the average AuD is larger than and will decrease with decision rate to the average AuD of the corresponding system with Poisson decisions.

- We explicitly present the probability for the receiver missing to use a received update for any decision in order to qualify the utilization of the received updates. We show that the missing probability is decreasing with the increase in decision rate and would be the smallest if the service process and the decision process are both periodic.

C. Organizations

The rest of the paper is organized as follows. In Section II we present the update-and-decide system model and the definition of AuD. In Section III we investigate the average AuD and the missing probability of M/G/1/M systems and present the obtained results via numerical and Monte Carlo results, in which Poisson decision processes are used. In Section IV we investigate the average AuD and the missing probability of M/G/1/D systems in which periodic decision processes are used. Finally, we conclude our work in Section V.

D. Related Works

The age of information has been exhaustively studied in various queueing systems with First-come-First-served (FCFS) discipline, e.g., the M/M/1 system, the M/D/1 system, and the D/M/1 system [6]–[8]. Under the Last-come-First-served (LCFS) service discipline, M/M/1 queues with and without service preemption were also analyzed in [12]. Due to its specialty in qualifying the freshness of received updates, AoI has also been widely applied to IoT-based monitoring systems [13]–[15]. In [13], the authors characterized the age-energy tradeoff of IoT systems by minimizing the average AoI with a given long-term average transmit power constraint and a practical truncated automatic repeat request scheme. In [14], the optimal policy minimizing the time-average AoI is proved to be a round-robin policy with one-packet buffers (RR-ONE). For the resource constrained industrial IoT networks, it was proved that the optimal stationary policy is a randomized mixture of two deterministic monotone policies [15]. For a two-way data exchanging system with an access point and an energy-harvesting powered smart device, the timeliness limit and efficiency limit were explicitly presented in [16] and [17].

Moreover, there were several other information freshness measures proposed recently [18], [19]. In [18], the authors characterized the cost of information staleness using the cost of update delay (CoUD). In [19], the authors introduced a metric called value of information of update (VoIU) to capture the degree of importance of received information at the destination. More relevantly, AuD was proposed to measure the freshness of received updates at the epochs of interest in [9]; the AuD minimizing arrival process of G/M/1/M systems was investigated in [10], [11]. Since AuD is very applicable to many real-time IoT systems, we shall consider the timeliness of received updates of IoT systems within the AuD framework in this paper. Specifically, we shall minimize the average AuD by scheduling the service process and decision process.

II. System Model

We consider an FCFS update-and-decide system with arrival rate $\lambda$, service rate $\mu$ and decision rate $\nu$. We denote the server utilization of the system as $\rho = \frac{\lambda}{\nu}$ and assume that $\rho$ is smaller than unity so that the queue would be stable.

As shown in Fig. 2 we denote the arrival time and the departure time of the $k$-th received update, as $t_k$ and $t'_k$ ($k=1,2,...$), respectively. We denote the inter-arrival time between the arrival of update $k$ and $k-1$ as $X_k = t_k - t_{k-1}$. We also denote the system time of the $k$-th update as $T_k = W_k + S_k$, in which $W_k$ and $S_k$ are the waiting time and the service time of update $k$, respectively. During inter-departure time $Y_k = t'_k - t'_{k-1}$, we denote the number of decisions as $N_k$ and the epochs at which the $j$-th decisions is made as $\tau_k$, in which $j = 1,2,...,N_k$. The inter-decision time between neighboring decisions can then be expressed as $Z_j = \tau_j - \tau_{j-1}$. By making a decision, we mean that the received update is used to decode, to make an inference.

We consider an M/G/1/G update-and-decide system, in which the updates are generated according to a Poisson process with rate $\lambda$, the service time is generally distributed with an average of $1/\mu$, and the inter-decision time $Z_j$ is generally distributed with average $1/\nu$.

Definition 1: (Age upon Decisions-AuD) [9] At the $j$-th decision epoch $\tau_j$, the index of the most recently received update is

$$N_U(\tau_j) = \max\{k|t'_k \leq \tau_j\},$$

(1)
The average AuD can be given by

\[ \Delta_D = \lim_{T \to \infty} \frac{1}{N_T} \sum_{j=1}^{N_T} \Delta_D(t_j). \]

III. AVERAGE AuD WITH RANDOM DECISIONS

In this section, we investigate the average AuD of an M/G/1/M update-and-decide system with FCFS discipline, in which the inter-arrival time is exponentially distributed with mean 1/\( \lambda \), the service time is generally distributed with mean 1/\( \mu \), and the inter-decision time is exponentially distributed with mean 1/\( \nu \). We shall evaluate the average AuD of the system under three different service time distributions, i.e., the uniform distribution, the exponential distribution, and the deterministic case. Also, we shall discuss how the missing probability \( p_{\text{miss}} \) vary with decision rate \( \nu \).

A. Average AuD of M/G/1/M Systems

We denote the probability density function (pdf) of the inter-arrival time as \( f_X(x) \) and the pdf of the service time as \( f_S(x) \). For an M/G/1/M system, we have \( f_X(x) = \lambda e^{-\lambda x} \).

As shown in [11], the average AuD of a G/G/1/M update-and-decide system is given by

\[ \Delta_D = \frac{\mathbb{E}[Y_k^2] + 2(1 - \rho)(1 - 1/\nu)}{2\lambda(1 - \rho)}. \]

Based on this result, we have the following theorem.

**Theorem 1:** For an FCFS based M/G/1/M update-and-decide system, the average AuD is given by

\[ \Delta_D = \frac{\lambda^2 \mathbb{E}[S_k^2] + 2(1 - \rho)(1 - 1/\nu)}{2\lambda(1 - \rho)}, \]

where \( \omega = \frac{dG_2(s)}{ds}|_{s = -\lambda} = (1 - \rho)G_2(-\lambda) - 1/\rho G_2(-\lambda) \), and

\[ G_2(s) = \mathbb{E}[e^{sT_k}], \]

the moment generating functions (MGF) of system time \( T_k \) and service time \( S_k \), respectively.

**Proof:** To prove Theorem 1, we need to evaluate \( \mathbb{E}[Y_k^2] \), \( \mathbb{E}[Y_k] \), and \( \mathbb{E}[T_{k-1}Y_k] \) first. Since \( Y_k = X_k + S_k - T_{k-1} \) if \( X_k > T_{k-1} \) and \( Y_k = S_k \) if \( X_k < T_{k-1} \), all of the three quantities can be obtained readily when the probability \( \Pr\{X_k < T_{k-1}\} \) has been obtained. For more details, refer to Appendix A.

B. M/G/1/M System under Different Service Processes

With mean service time 1/\( \mu \), we denote the pdfs of the uniform distribution, the exponential distribution, and the deterministic distribution as \( f_{SU}(x) \), \( f_{SE}(x) \), and \( f_{SD}(x) \). In particular, we have \( f_{SU}(x) = \frac{1}{2} \) for \( x \in (0, \mu) \), \( f_{SE}(x) = \mu e^{-\mu x} \) for \( x > 0 \), and \( f_{SD}(x) = \delta \left( x - \frac{1}{\mu} \right) \) for \( x > 0 \), where \( \delta(x) \) is the Dirichlet function. Moreover, the corresponding update-and-decide system is denoted as the M/UI/1/M system, the M/M/1/M system, and the M/D/1/M system, respectively. Based on Theorem 1, the average AuD of these update-and-decide systems can then be calculated readily.

**Corollary 1:** In M/UI/1/M, M/M/1/M, M/D/1/M update-and-decide systems with arrival rate \( \lambda \), service rate \( \mu \), and Poisson decisions of rate \( \nu \), the average AuDs are given by

\[ \Delta_D = \frac{\rho(6\rho^2 \mu^2 + 13\rho^2 \rho + 9\rho^2 + \rho - 3)}{3\lambda(1 - \rho)(e^{\frac{\lambda}{\rho}} - 1)}. \]

\[ \Delta_D = \frac{\rho^3 - \rho^2 + 1}{\lambda(1 - \rho)}, \]

\[ \Delta_D = \frac{\rho^2 + 2(1 - \rho)(\rho + e^\rho - \rho e^\rho)}{2\lambda(1 - \rho)}. \]
Proof: By combing the results in Theorem 1, the Corollary 1 can readily be proved. See Appendix B.

Based on Corollary 1, we then have the following theorem.

Theorem 2: For FCFS based M/G/1/M update-and-decide systems with the common arrival rate \( \lambda \) and service rate \( \mu \), with uniformly distributed, exponentially distributed, and deterministic service time, respectively, we have

\[
\Delta_{D}^{M/D/1/M} < \Delta_{D}^{M/U/1/M} < \Delta_{D}^{M/M/1/M},
\]

which is independent of the decision rate \( \nu \).

Proof: See Appendix C.

From Theorem 2, we observe that for the given common arrival rate \( \lambda \) and common service rate \( \mu \), the deterministic service process outperforms the uniform service process, and the uniform service process outperforms the exponential service process. Thus, we prefer deterministic services to random services in M/G/1/M update-and-decide systems.

C. Missing Probability of Updates

As shown in [11], although we cannot reduce the average AuD of G/G/1/M update-and-decide systems by increasing the decision rate, we do can reduce the probability of missing to use the received updates by increasing the decision rate. To be specific, fewer updates will be missed for making decisions when the decision rate is increased.

We define the missing probability \( p_{\text{mis}} \) as the limiting ratio between the number of updates missed for decisions and number of totally received updates. Since the number \( N_k \) of decisions is zero if there is no decision made during inter-departure time \( Y_k \), \( p_{\text{mis}} \) would be equal to probability \( \Pr\{N_k = 0\} \). Thus, the missing probability \( p_{\text{mis}} \) can readily be obtained by taking the expectation over \( Y_k \), as shown in the following theorem.

Theorem 3: In an M/G/1/M update-and-decide system, the missing probability \( p_{\text{mis}} \) of updates is given by

\[
p_{\text{mis}} = G_s(-\nu) \frac{\rho \nu + \lambda}{\lambda + \nu},
\]

in which \( G_s(s) = \mathbb{E}[e^{sS_k}] \) is the MGF of service time \( S_k \).

Proof: See Appendix D.

Since the freshness and the utilization of the received updates are two of the most important concerns of IoT systems, the results on the average AuD (cf. Theorem 1 Corollary 1 and Theorem 2) and the missing probability (Theorem 3) provide effective evaluations for IoT based update and decide systems.

D. Simulation Results

In this subsection, we analyze how the arrival rate \( \lambda \) and the service rate \( \mu \) affect the average AuD of an M/G/1/M update-and-decide system through numerical results and Monte Carlo simulations, in which, the uniform service process, the exponential service process, and the deterministic service process are considered.

In Fig. 3(a) we present how the average AuDs of the three systems change with the common arrival rate \( \lambda \), where the common service is set to \( \mu = 1.5 \). First, we observe that the average AuD is large when \( \lambda \) is either very small or very large. This is because the waiting times for new updates are large when \( \lambda \) is small, while the waiting times for being served are large when \( \lambda \) is large. Second, the average AuD of the update-and-decide system is minimized when the arrival rate \( \lambda \) is close to \( \mu/2 \). Third, we see that the system with a deterministic service process performs the best and the exponential process performs the worst when \( \lambda \) is large. Fourth, when \( \lambda \) is small, all the three service process under test perform almost the same. This is because when \( \lambda \) is small, the updates do not need to wait and can be delivered immediately at their arrivals, regardless of the type of the service process.

Fig. 3(b) presents how the average AuD changes with service rate \( \mu \) when arrival rate is set to \( \lambda = 0.5 \). As is shown, the average AuD decreases when the service rate \( \mu \)
A. Average AuD of M/G/1/D Update-and-Decide Systems

Keep the missing probability $\delta_f$ pdf of the service time as service time and the average inter-decision time would be $f$ update-and-decide systems in which the inter-decision time is approximately uniformly distributed among inter-departure times. As ever, we shall assume that the decision epochs are approximated uniformly distributed among inter-departure times. As shown by the obtained results, this approximation only leads to negligible error.

Fig. 4 presents the missing probability of the system. We see that $p_{\text{mis}}$ would be decreased when $\nu$ is increased. We also see that the deterministic service process performs the best and the exponential process performs the worst, especially when $\nu$ is large.

IV. AVERAGE AuD WITH DETERMINISTIC DECISIONS

In this section, we consider the performance of M/G/1/D update-and-decide systems in which the inter-decision time is deterministic. Unlike M/G/1/M update-and-decide systems, the decision epochs are no longer uniformly distributed within each inter-departure time $Y_k$. To explicitly characterize the performance of M/G/1/D update-and-decide systems, however, we shall assume that the decision epochs are approximately uniformly distributed among inter-departure times. As is shown by the obtained results, this approximation only leads to negligible error.

For the given service rate $\mu$ and decision rate $\nu$, the average service time and the average inter-decision time would be $1/\mu$ and $1/\nu$, respectively. We assume that the decision rate $\nu$ is an integer multiple of the service rate $\mu$, i.e., $\nu = m_0 \mu$. To keep the missing probability $p_{\text{mis}}$ low, $m_0$ is set to be relatively large, i.e., $m_0 \geq 1$.

A. Average AuD of M/G/1/D Update-and-Decide Systems

We denote the pdf of the inter-arrival time as $f_X(x)$, the pdf of the service time as $f_S(x)$, and the pdf of the service time as $f_Z(x)$. Thus, we have $f_X(x) = \lambda e^{-\lambda x}$, and $f_Z(x) = \delta (x - \frac{1}{\mu})$.

**Theorem 4:** In an FCFS M/G/1/D update-and-decide system, the average AuD is given by

$$\Delta_D^{\text{M/G/1/D}} = \frac{\lambda \rho}{\nu} \left( \frac{\mathbb{E}[T_{k-1} | X_k \leq T_{k-1}] \mathbb{E}[N^1_k] + \mathbb{E}[(N^1_k)^2]}{2\nu} \right) + \frac{\lambda (1 - \rho)}{\nu} \left( \frac{\mathbb{E}[T_{k-1} | X_k > T_{k-1}] (\mathbb{E}[N^2_k] + \mathbb{E}[N^3_k]) + \mathbb{E}[(N^2_k)^2] + \mathbb{E}[(N^3_k)^2] + 2(\mathbb{E}[N^2_k] + \mathbb{E}[N^3_k])}{2\nu} \right),$$

in which $N^1_k$ is the number of decisions made during $Y_k$ conditioned on $X_k < T_{k-1}$, $N^2_k$ and $N^3_k$ are the numbers of decisions made during the parts of $Y_k$ before and after the arrival of update $k$, in the case of $X_k > T_{k-1}$.

**Proof:** See Appendix E

In particular, the terms $\mathbb{E}[T_{k-1} | X_k \leq T_{k-1}]$ and $\mathbb{E}[T_{k-1} | X_k > T_{k-1}]$ can be given by the following proposition.

**Proposition 1:** The expectations of $T_k$ conditioned on $X_k < T_{k-1}$ and $X_k > T_{k-1}$ are respectively given by

$$\mathbb{E}[T_{k-1} | X_k \leq T_{k-1}] = \frac{\mathbb{E}[T_k] + \omega}{\rho},$$

$$\mathbb{E}[T_{k-1} | X_k > T_{k-1}] = -\frac{\omega}{1 - \rho},$$

where $\omega = \frac{dG_y(s)}{ds} |_{s = -\lambda} = \frac{(1 - \rho)(G_y(-\lambda) - 1)}{\lambda G_y(-\lambda)}$, $G_y(s)$ and $G_S(s)$ are the MGFs of the system time $T_k$ and the service time $S_k$.

**Proof:** See Appendix E

Similar to the analysis for the M/G/1/M update-and-decide systems, we shall investigate the M/G/1/D update-and-decide systems under three typical distributions of service time $S_k$ as shown in the following corollary.

**Corollary 2:** In M/U/1/D, M/M/1/D, M/D/1/D update-and-decide systems with arrival rate $\lambda$, service rate $\mu$, and periodic decisions of rate $\nu$, the average AuDs are given by

$$\Delta_D^{\text{M/U/1/D}} = \frac{2e^{2\rho}(1 - \rho)}{\mu (e^{2\rho} - 1)} + \frac{(1 - \rho)(1 + u_0)}{2\mu m_0 (1 - u_0)} - \frac{1}{\mu \rho(1 - \rho)} - \frac{(m_0^2 + 1)\rho^2 + (16m_0^2 + 1)\rho - 36m_0^2 - 6m_0}{12m_0^2 \mu \rho(1 - \rho)},$$

$$\Delta_D^{\text{M/M/1/D}} = \frac{2\rho^2 - 3\rho + 2}{\mu (1 - \rho)} + \frac{\rho (1 + \omega_0)}{2\mu m_0 (1 - \omega_0)} - \frac{(1 - \rho)(1 + u_0)}{2\mu m_0 (1 - u_0)},$$

$$\Delta_D^{\text{M/D/1/D}} = \frac{e^{\rho}(1 - \rho)}{\mu \rho} + \frac{(1 - \rho)(1 + u_0)}{2\mu m_0 (1 - u_0)} + \frac{-3\rho^2 + 6\rho - 2}{2\mu \rho(1 - \rho)},$$

where, $\omega_0 = e^{-\frac{\rho}{\mu}}$ and $u_0 = e^{-\frac{\rho}{\mu}}$.

**Proof:** See Appendix F

Based on Corollary 2, we have the following proposition.

**Proposition 2:** With the same arrival rate $\lambda$, service rate $\mu$, and decision rate $\nu = m_0 \mu$, we have

$$\Delta_D^{\text{M/U/1/D}} \geq \Delta_D^{\text{M/G/1/M}},$$

$$\Delta_D^{\text{M/M/1/D}} \geq \Delta_D^{\text{M/G/1/M}},$$

$$\Delta_D^{\text{M/D/1/D}} \geq \Delta_D^{\text{M/G/1/M}},$$

with equalities hold as $m_0$ goes to infinity.

**Proof:** It can be readily verified that $(1 + \omega_0)/(m_0(1 - \omega_0))$ and $(1 + u_0)/(m_0(1 - u_0))$ are equal to $(1 + 2)(1/\omega_0 - 1)/m_0$ and $(1 + 2)/(1/\omega_0 - 1)/m_0$, respectively. Since the items $2/(1/\omega_0 - 1)$ are increased with $m_0$ more slowly than linear, the average AuDs shown in Corollary...
would be decreasing with $m_0$.

Also note that the denominators $m_0(1 - \omega_0)$ and $m_0(1 - u_0)$ can be rewritten as $(1 - \exp(-1/m_0))/(1/m_0)$ and $(1 - \exp(-\rho/m_0))/(1/m_0)$. As $m_0$ goes to infinity, therefore, we have $m_0(1 - \omega_0) = 1$ and $m_0(1 - u_0) = \rho$. By combing these limits and the results in Corollary 2 the proposition can be proved readily.

Therefore, it is concluded that for the same service process, the M/G/1/M update-and-decide system perform better than the corresponding M/G/1/D update-and-decide system.

**Proposition 3**: With the same arrival rate $\lambda$, service rate $\mu$, and decision rate $\nu = m_0\mu$, as, we have

$$\begin{align*}
\Delta_{M/D/1/D}^D &< \Delta_{M/U/1/D}^D < \Delta_{M/M/1/D}^D & \text{if } m_0 > m_0^*, \\
\Delta_{M/D/1/D}^D &< \Delta_{M/M/1/D}^D < \Delta_{M/U/1/D}^D & \text{if } m_0 \leq m_0^*,
\end{align*}$$

in which $m_0^*$ is a positive integer.

**Proof**: See Appendix [H]

We also have the following results on the missing probability of M/G/1/D update-and-decide systems.

**Proposition 4**: In M/U/1/D, M/M/1/D, and M/D/1/D update-and-decide systems with the common arrival rate $\lambda$, service rate $\mu$, and periodic decisions with rate $\nu = m_0\mu$, the missing probability of updates are, respectively, given by

$$\begin{align*}
p_{\text{mis}}^{M/U/1/D} &= \frac{1}{8m_0} + \frac{(1 - \rho)(m_0(1 - u_0) - \rho)}{4\rho^2}, \\
p_{\text{mis}}^{M/M/1/D} &= \frac{1}{2} + \frac{m_0(u_0 - 1)}{2\rho}, \\
p_{\text{mis}}^{M/D/1/D} &= 0.
\end{align*}$$

**Proof**: See Appendix [I]

From proposition 4 it is clear that the missing probability is decreasing with $m_0$ in M/U/1/D and M/M/1/D systems, and the M/D/1/D system performs the best.

**B. Simulation Results**

In this subsection, we investigate the performance of update-and-decide systems with periodic decisions through numerical results and Monte Carlo simulations.

Fig. 5(a) plots how the average AuDs of M/U/1/D, M/M/1/D and M/D/1/D systems vary with the common arrival rate $\lambda$, in which the service rate is set to $\mu = 1.5$ and the decision rate is set to $\nu = 30$, i.e., $m_0 = 20$. We observe that the average AuD is large when $\lambda$ is either small or relatively large, since the waiting time for a new update or crowded queue is large, respectively. Fig. 5(b) presents how the average AuD changes with service rate $\mu$, in which the arrival rate is set to $\lambda = 0.5$ and the decision rate is also set to $\nu = 30$. We observe that for each system, the average AuD decreases as the service rate $\mu$ is increased. Due to the approximation used in the calculation of the average AuD (cf. (9)), we observe that the theoretical results for M/U/1/D systems (the dashed curve with ◦) slightly deviate from the corresponding Monte Carlo results in Fig. 5(a). Also, it is observed that the deviation vanishes as $m_0$ goes to infinity.

In Figs. 6 and 7 we investigate the performance comparisons between systems using Poisson decisions and systems with periodic decisions. Particularly, we set the arrival rate
to $\lambda = 0.75$ and the service rate to $\mu = 1.5$. In Fig. 6 we observe that the average AuD of systems with Poisson decisions are larger than that of corresponding systems with periodic decisions when $m_0$ is relatively small. As $m_0$ is increased to be relatively large, however, Poisson decisions and periodic decisions yield the same average AuDs. Also, it is seen that with periodic decisions, the system using periodic arrivals has the smallest average AuD, and the system with uniform arrivals performs better than the system with exponential arrivals in most cases, except the cases when $m_0$ is relatively small. Fig. 7 presents the missing probabilities of the M/U/1/D and the M/M/1/D systems. As is shown, the missing probabilities are also decreasing with $m_0$. It is also observed that for a system with Poisson arrivals, the periodic decision process outperforms other random decision processes in terms of missing probability.

V. CONCLUSION AND DECISIONS

In this paper, we investigated the timeliness and the utilization of the received updates in an IoT-based update-and-decide system, in which a Poisson arrival process and a general service process are used. In particular, we are interested in whether the random decision process outperforms the deterministic decision process and what kind of service process minimizes the average AuD of update-and-decide systems. We showed that when the arrival rate $\lambda$ is small or relatively large, the average AuD will be large; when service rate $\mu$ is increased, the average AuD will be reduced substantially. Also, we showed that the deterministic service process outperforms the uniform service process, which further outperforms the exponential service process, for both systems using the Poisson decision process and the periodic decision process.

By combing the results of this paper and the results obtained in [10], we present the comparisons of the average AuDs of several update-and-decide systems in Fig. 8 and Table I. In terms of average AuD, it is concluded that

- the periodic (deterministic) decision process underperforms the Poisson (random) process, as shown in Proposition 2. As the decision rate is sufficiently large, periodic and Poisson decision processes perform equally well, as shown in Proposition 2. Intuitively, the randomness in the decision process can provide some flexibility for monitor to timely using some of the recently received updates;
- the periodic service process outperforms random service processes (e.g., the uniform/Poisson process), as shown in Theorem 2 and Proposition 3. Also, the periodic arrival process outperforms random arrival processes [10]. Note that if the arrivals/services are less random, the uncertainty in the update reception process at monitor would also be reduced, which is beneficial for the timeliness of decision makings;
- a Poisson process limits the timeliness of the system more if it is the arrival process than it is the service process. For example, a system using the Poisson services performs much better than a system using Poisson arrivals in most cases, as shown in the 4th/5th rows and 2th/3th rows in Table I, respectively.

| Arrival Process | Decision Process | Service Process | Average AuD $\bar{\Delta}$ |
|-----------------|-----------------|-----------------|--------------------------|
| M/U/1/D         | Poisson         | Poisson         | 2.3333                   |
| M/M/1/D         | Poisson         | Uniform         | 2.1658                   |
|                 | Poisson         | Periodic        | 2.0091                   |
|                 | Uniform         | Poisson         | 2.3337                   |
|                 | Uniform         | Uniform         | 2.2640                   |
|                 | Uniform         | Periodic        | 2.0993                   |
|                 | Poisson         | Poisson         | 2.3333                   |
|                 | Poisson         | Uniform         | 1.7870                   |
|                 | Poisson         | Periodic        | 1.5028                   |
|                 | Uniform         | Poisson         | 2.3336                   |
|                 | Uniform         | Uniform         | 1.7892                   |
|                 | Uniform         | Periodic        | 1.5037                   |

Table I: The average AuDs of IoT-based update-and-decide systems, $\lambda = 0.75, \mu = 1.5, \nu = 15$.
A. Proof of Theorem 7

Proof: From [20] Chap. 14, pp. 522], the MGF of the system time \( T_k \) can be given by

\[
G_T(s) = \frac{-s(1-\rho)G_S(s)}{-s-\lambda + \lambda G_S(s)}.
\]

(13)

Since the inter-departure time \( Y_k \) can be rewritten by

\[
Y_k = \begin{cases} 
S_k, & \text{if } X_k \leq T_{k-1}, \\
X_k + S_k - T_{k-1}, & \text{if } X_k > T_{k-1},
\end{cases}
\]

(14)

the probability of \( X_k \leq T_{k-1} \) can then be given by

\[
\Pr\{X_k \leq T_{k-1}\} = \int_0^\infty f_T(t)dt \int_0^t f_X(x)dx
= \int_0^\infty f_T(t)(1-e^{-\lambda t})dt
= \frac{\rho}{\lambda(1-\rho)}G_T(s)|_{s=-\lambda}.
\]

(15)

By taking the expectation over \( Y_k \), we have

\[
\mathbb{E}[Y_k] = \rho \mathbb{E}[Y_k|X_k \leq T_{k-1}](1-\rho)\mathbb{E}[Y_k|X_k > T_{k-1}]
= \rho \mathbb{E}[X_k - T_{k-1}|X_k > T_{k-1}] + \mathbb{E}[S_k].
\]

(16)

Moreover, the expectation of \( X_k - T_{k-1} \) conditioned on \( X_k > T_{k-1} \) is given by

\[
\mathbb{E}[X_k - T_{k-1}|X_k > T_{k-1}]
= \frac{1}{1-\rho} \int_0^\infty f_T(t)dt \int_t^\infty (x-t)f_X(x)dx
= \frac{1}{1-\rho} \int_0^\infty \frac{1}{\lambda} f_T(t)e^{-\lambda t}dt
= \frac{1}{\lambda(1-\rho)}G_T(s)|_{s=-\lambda}
= \frac{1}{\lambda}.
\]

(17)

Hence, we have

\[
\mathbb{E}[Y_k] = (1-\rho)\mathbb{E}[X_k - T_{k-1} | X_k > T_{k-1}] + \mathbb{E}[S_k]
= \frac{1-\rho}{\lambda} + \frac{1}{\mu}
= \frac{1}{\lambda}.
\]

(18)

Likewise, we have

\[
\mathbb{E}[(X_k - T_{k-1})^2|X_k > T_{k-1}]
= \frac{1}{1-\rho} \int_0^\infty f_T(t)dt \int_t^\infty (x-t)^2f_X(x)dx
= \frac{1}{1-\rho} \int_0^\infty \frac{2}{\lambda^2} f_T(t)e^{-\lambda t}dt
= \frac{2}{\lambda^2}
\]

(19)

and

\[
\mathbb{E}[Y_k^2] = \rho \mathbb{E}[Y_k^2|X_k \leq T_{k-1}](1-\rho)\mathbb{E}[Y_k^2|X_k > T_{k-1}]
= \mathbb{E}[S_k^2] + (1-\rho)\mathbb{E}[(X_k - T_{k-1})^2|X_k > T_{k-1}]
+ 2(1-\rho)\mathbb{E}[S_k]\mathbb{E}[X_k - T_{k-1}|X_k > T_{k-1}]
= \mathbb{E}[S_k^2] + \frac{2(1-\rho)(\rho(2/\lambda^2 + 2/\mu^2))}{\lambda(1-\rho)}
= \mathbb{E}[S_k^2] + \frac{2}{\lambda^2} - \frac{2}{\mu^2}.
\]

(20)

We also have

\[
\mathbb{E}[T_{k-1} - X_k - T_{k-1}|X_k > T_{k-1}]
= \frac{1 - \rho}{1 - \rho}\int_0^\infty f_T(t)dt \int_t^\infty (x-t)^2f_X(x)dx
= \frac{1}{\lambda(1-\rho)}\frac{dG_T(s)}{ds}|_{s=-\lambda}
\]

(21)

and

\[
\mathbb{E}[T_{k-1} - Y_k] = \mathbb{E}[T_{k-1} - Y_k|X_k \leq T_{k-1}] + \mathbb{E}[T_{k-1} - Y_k|X_k > T_{k-1}]
= \mathbb{E}[T_{k-1} - Y_k] - \frac{\lambda^2 \mathbb{E}[S_k^2]}{2(1-\rho)} - \frac{1}{\lambda(1-\rho)}\frac{dG_T(s)}{ds}|_{s=-\lambda}.
\]

(22)

By combining (5), (18), (20) and (22), the proof of Theorem 7 would be completed.

B. Proof of Corollary 7

Proof: For the uniformly distributed service time with parameter \( \frac{1}{\mu} \), the pdf \( f_S(x) \) is given by

\[
f_{SU}(x) = \frac{1}{2\mu}.
\]

(23)

Moreover, we have \( \mathbb{E}[S_{Uk}] = \frac{1}{3\mu} \), \( \mathbb{E}[S_{Uk}^2] = \frac{1}{3\mu^2} \), \( w = \frac{1-\rho}{\mu} - \frac{2(1-\rho)(\mu^2)}{3(1-\rho)} \), and \( G_{SU}(-\lambda) = \frac{1-e^{-\mu(1-\lambda)}}{1-\lambda} \).

Based on (5), the average AuD of a system with uniformly distributed service time can thus be obtained as

\[
\Delta_D^{MU/1/M} = \frac{\rho(6\mu^2e^{2\rho} - 13\rho e^{2\rho} + 9e^{2\rho} + \rho - 3)}{3\lambda(1-\rho)(e^{2\rho} - 1)}.
\]

(24)

When the service time is exponentially distributed with parameter \( \mu \) \( f_S(x) \), we have

\[
f_{SE}(x) = \mu e^{-\mu x}.
\]

(25)

In this case, we have \( \mathbb{E}[S_{Ek}] = \frac{1}{\mu} \), \( \mathbb{E}[S_{Ek}^2] = \frac{1}{2\mu^2} \), \( w = \frac{1-\rho}{\mu} \), and \( G_{SE}(-\lambda) = \frac{1}{\mu} \).

By using (5), the corresponding average AuD is given by

\[
\Delta_D^{MU/1/M} = \frac{\rho^2 - \rho^2 + 1}{\lambda(1-\rho)}.
\]

(26)

When the service time is equal to \( \frac{1}{\mu} \) deterministically, the pdf \( f_S(x) \) can be presented as

\[
f_{SD}(x) = \delta \left( x - \frac{1}{\mu} \right),
\]

(27)

in which \( \delta(x) \) is the Dirichlet function.

For this case, we have \( \mathbb{E}[S_{Dk}] = \frac{1}{\mu} \), \( \mathbb{E}[S_{Dk}^2] = \frac{1}{2\mu^2} \), \( w = \frac{1-\rho}{\lambda} \), \( G_{SD}(-\lambda) = e^{-\rho} \), and

\[
\Delta_D^{MU/1/M} = \frac{\rho^2 + 2(1-\rho)(\rho e^\rho - \rho e^\rho)}{2(1-\rho)}.
\]

(28)

Thus, the corollary is proved.
C. Proof of Theorem 2

Proof: From Appendix B the second moment of the service time with the uniform, exponential, and deterministic distribution are, respectively, given by $E[S^2_{uk}] = \frac{1}{\mu^2}$, $E[S^2_{dk}] = \frac{1}{\lambda^2}$, and $E[S^2_{dd}] = \frac{1}{\mu^2}$. Thus, it can be seen that $E[S^2_{uk}] > E[S^2_{dk}] > E[S^2_{dd}]$.

By defining the following auxiliary function,

$$f_1(\rho) = G_{SE}(\lambda) - G_{SU}(\lambda) = \frac{1}{\rho + 1} - \frac{1 - e^{-2\rho}}{2\rho} = \frac{2\rho - (\rho + 1)(1 - e^{-2\rho})}{2\rho(\rho + 1)}, \quad (29)$$

we observe that $2\rho(\rho + 1) > 0$ if $0 < \rho < 1$.

We further denote $g(\rho) = 2\rho - (\rho + 1)(1 - e^{-2\rho})$, for which the derivatives over $\rho$ is $g'(\rho) = 1 - (2\rho + 1)e^{-2\rho}$ and $g''(\rho) = 4e^{-2\rho}$. Since $0 < \rho < 1$, we have $g''(\rho) > 0$, which means that $g(\rho)$ is monotonically increasing with $\rho$. In particular, we have $0 < g'(\rho) < 1 - 3e^{-2}$, which means that $g(\rho)$ is monotonically increasing with $\rho$ and $0 < g(\rho) < 2e^{-2}$. Therefore, we have $f_1(\rho) > 0$, i.e., $G_{SE}(\lambda) > G_{SU}(\lambda)$.

Likewise, we defined the second auxiliary function as

$$f_2(\rho) = G_{SU}(\lambda) - G_{SD}(\lambda) = \frac{1 - e^{-2\rho}}{2\rho} - e^{-\rho} = \frac{1 - 2e^{-2\rho} - 2e^{-\rho}}{2\rho}, \quad (30)$$

and denote $h(\rho) = 1 - e^{-2\rho} - 2e^{-\rho}$. We then have $h'(\rho) = 2e^{-\rho}(e^{-\rho} - 1 + \rho)$. Denote $l(\rho) = e^{-\rho} - 1 + \rho$, then we have $l'(x) = 1 - e^{-\rho}$. It is clear that $0 < l'(x) < 1 - e^{-1}$, which means that $h'(\rho) > 0$. Therefore, $h(\rho)$ is monotonically increasing with $\rho$ and satisfies $0 < h(\rho) < \frac{1}{\mu^2}$. Hence, we have $f_2(\rho) > 0$, i.e., $G_{SU}(\lambda) > G_{SD}(\lambda)$.

From equation (6), it is observed that the average AuD would be decreased either if $E[S^2] = \frac{1}{\lambda^2}$ is decreased or $w$ is increased. Therefore, we have $\Delta_{MM/1/1} < \Delta_{M/U/1} < \Delta_{M/M/1}$.

This completes the proof of the Theorem 2.

Fig. 9. Inter-arrival time and system time for systems

D. Proof of Theorem 3

Proof: The missing probability can be derived as follows,

$$p_{mix} = E[e^{-\nu Y_k}] = \rho E[e^{-\nu S_k}] + (1 - \rho)E[e^{-\nu (X_k - T_{k-1} + S_k)} | X_k > T_{k-1}]$$

$$= \mathbb{E}[e^{-\nu S_k}] + \int_0^\infty f_2(t) dt \int_t^\infty e^{-\nu(x-t)} f_X(x) dx$$

$$= G_s(-\nu) \left( \frac{\rho \nu + \lambda}{\lambda + \nu} \right). \quad (32)$$

This completes the proof of the Theorem 3.

E. Proof of Theorem 4

Proof: Firstly, we consider the case of $X_k \leq T_{k-1}$, as shown in Fig. 9(a). Suppose $T_{k-1}$ consists of $j$ decision intervals, i.e., $\frac{1}{\nu} \leq T_{k-1} < \frac{1}{\nu} j$. We denote $\tau_j = T_{k-1} - \frac{1}{\nu}$ and $a_j = \frac{1}{\nu} - \tau_j$. In particular, we assume that $a$ is (approximately) uniformly distributed with parameter $1/\nu$, i.e.,

$$f_a(x) = \nu, x \in \left(0, \frac{1}{\nu}\right).$$

We denote the number of decisions made during $Y_k$ on condition $X_k \leq T_{k-1}$ as $N_k^1$. Since the AuD of $i$-th made can be written as

$$\Delta_D(\tau_k) = T_{k-1} + a + i \frac{1}{\nu}, i = 1, 2, \cdots, N_k^1,$$

the expected sum AuD during $Y_k$ would be

$$E[\Delta_{Dk} | X_k \leq T_{k-1}] = E[\sum_{i=1}^{N_k^1} \Delta_D(\tau_k)] | X_k \leq T_{k-1}$$

$$= E[T_{k-1} | X_k \leq T_{k-1}] \sum \Delta_D(\tau_k) + \frac{E[N_k^1(1)^2]}{2\nu}. \quad (33)$$

Secondly, we consider the case of $X_k > T_{k-1}$, as shown in Fig. 9(b). We denote the parts before and after the arrival of updates $k$ as $Y_{k1}$ and $Y_{k2}$, i.e., $Y_{k1} = X_k - T_{k-1}$ and $Y_{k2} = S_k$. We denote the number of decisions made during $Y_{k1}$ and $Y_{k2}$ as $N_k^2$ and $N_k^3$. We approximately denote the length between arrival epoch $t_k$ and the next decision epoch after $t_k$ as $b$. Since the inter-arrival time is exponentially distributed and the inter-decision time is deterministically distributed, $b$ would be uniformly distributed over $[0, \frac{1}{\nu}]$. The AuD of decisions made during $Y_{k1}$ conditioned on $X_k > T_{k-1}$, therefore, can be written as

$$\Delta_D(\tau_k) = T_{k-1} + b + j \frac{1}{\nu}, j = 1, 2, \cdots, N_k^2 + N_k^3.$$

Furthermore, the expected sum AuD during $Y_k$ would be

$$E[\Delta_{Dk}^2 | X_k \leq T_{k-1}] = E[\sum_{i=1}^{N_k^2 + N_k^3} \Delta_D(\tau_k)] | X_k > T_{k-1}$$

$$= E[T_{k-1} | X_k > T_{k-1}] \sum \Delta_D(\tau_k) + \frac{E[N_k^2(1)^2] + E[N_k^3(1)^2]}{2\nu}$$

$$+ \frac{E[(N_k^2)^2] + E[(N_k^3)^2] + 2E[N_k^2(1)^2] + E[N_k^3(1)^2]}{2\nu}. \quad (34)$$

Finally, suppose that $K$ updates are served and $N_T$ decisions are made during a period $T$, where $K$ decisions are made during inter-departure times with $X_k \leq T_{k-1}$ and $K$ decisions are made during inter-departure times with $X_k > T_{k-1}$. As $T$ goes to infinity, we have

$$\lim_{T \to \infty} \frac{N_T}{K} = \frac{E[Y_k]}{\frac{1}{\nu}} = \frac{\nu}{\lambda}. \quad (35)$$

Combing the results in (33), (34) and (35), the average AuD
of M/G/1/D update-and-decide system can be expressed as

\[
\Sigma_{M/G/1/D} = \lim_{T \to \infty} \frac{1}{N_T} \sum_{k=1}^{K} \Delta_{Dk}
\]

\[
= \lim_{T \to \infty} \frac{K}{N_T} \left( \frac{K_1}{K} \sum_{k=1}^{K_1} \Delta_{Dk} + \frac{K_2}{K} \sum_{k=1}^{K_2} \Delta_{Dk} \right)
\]

\[
= \frac{\lambda}{\nu} \left( \rho E[\Delta_{Dk} | X_k \leq T_{k-1}] + (1 - \rho) E[\Delta_{Dk} | X_k > T_{k-1}] \right)
\]

\[
= \frac{\lambda}{\nu} \left( E[T_{k-1} | X_k \leq T_{k-1}] E[N^1_k] + \frac{E((N^1_k)^2)}{2\nu} \right)
\]

\[
+ \frac{\lambda(1 - \rho)}{\nu} \left( E[T_{k-1} | X_k > T_{k-1}] (E[N^2_k] + E[N^3_k]) \right)
\]

\[
+ \frac{E((N^2_k)^2)}{2\nu} + 2 \left( E[N^1_k]^2 + E[N^2_k]^2 \right), \tag{36}
\]

which complete the proof of the Theorem 4.

F. Proof of Proposition 7

Proof: As shown in (15), we have \( \Pr \{ X_k \leq T_{k-1} \} = \rho \).

Thus, the expectations of \( T_k \) conditioned on \( X_k \leq T_{k-1} \) and \( X_k > T_{k-1} \) can be expressed as

\[
E[T_{k-1} | X_k \leq T_{k-1}] = \frac{1}{\rho} \int_0^\infty f_T(x) dx \int_0^x t f_T(t) dt
\]

\[
= \frac{1}{\rho} \int_0^\infty f_T(t) dt \int_0^t t f_T(x) dx
\]

\[
= \frac{1}{\rho} \int_0^\infty f_T(t) (t - \frac{1}{\lambda} e^{-\lambda t}) dt
\]

\[
= \frac{E[T_k]}{\rho} + \frac{w}{\rho}. \tag{37}
\]

Likewise, we have

\[
E[T_{k-1} | X_k > T_{k-1}] = \frac{1}{1 - \rho} \int_0^\infty f_T(x) dx \int_x^\infty t f_T(t) dt
\]

\[
= \frac{1}{1 - \rho} \int_0^\infty f_T(t) dt \int_t^\infty t f_T(x) dx
\]

\[
= \frac{1}{1 - \rho} \int_0^\infty \frac{1}{\lambda} e^{-\lambda t} f_T(t) dt
\]

\[
= - \frac{\omega}{1 - \rho}, \tag{38}
\]

in which \( \omega = \frac{dG_t(s)}{ds} \bigg|_{s=-\lambda} \).

This completes the proof of the Proposition 7.

G. Proof of Corollary 2

Proof: We denote \( \omega_0 = e^{-\frac{\lambda}{\nu}} \) and \( u_0 = \frac{1}{\nu} \).

By using Pollaczek-Khinchine formula [21] Chap. 8, pp. 382 for the FCFS M/G/1 queue, we have

\[
E[T_k] = \frac{1}{\mu} + \frac{\lambda E[S^2]}{2(1 - \rho)}. \tag{39}
\]

If \( f_S(x) \) is a uniform distribution with parameter \( \frac{2}{\mu} \), e.g., \( f_S(x) = \frac{2}{\mu} \), we have

\[
E[T_{Uk}] = \frac{1}{\mu} + \frac{2\rho}{3\mu(1 - \rho)}. \tag{40}
\]

We denote the number of decisions made during \( Y_{a1} \) and \( Y_{a2} \) as \( N^1_{Uk} \) and \( N^2_{Uk} \) and have

\[
\Pr \{ N^1_{Uk} = 0 \} = \Pr \{ Y_{a1} < b | X_k \leq T_{k-1} \}
\]

\[
= \int_0^b f_b(x) dx \int_0^x f_{T-Y}(y) dy
\]

\[
= \frac{1}{4m_0^2}. \tag{40}
\]

\[
\Pr \{ N^1_{Uk} = j \} = \Pr \left\{ \frac{j - 1}{\nu} + a < Y_k < \frac{j}{\nu} + a | X_k \leq T_{k-1} \right\}
\]

\[
= \int_0^{\frac{j-1}{\nu}} f(x) dx \int_{\frac{j-1}{\nu}}^{\frac{j}{\nu}+x} f_{Y}(y) dy
\]

\[
= \frac{1}{2m_0^2}, j = 1, 2, \ldots, \tag{40}
\]

\[
E[N^1_{Uk}] = \sum_{j=1}^{2m_0} j \Pr \{ N^1_{Uk} = j \} = \frac{2m_0 + 1}{2}, \tag{40}
\]

\[
E[(N^1_{Uk})^2] = \frac{(2m_0 + 1)(2m_0 + 2)(4m_0 + 3)}{6}. \tag{40}
\]

Since inter-arrival time \( X_k \) is exponentially distributed, we have \( \Pr \{ X > T | Y | X > T \} = \Pr \{ X > y \} \), i.e., \( f_{X-T}(x) = \lambda e^{-\lambda x} \).

We denote the number of decisions made during \( Y_{a1} \) and \( Y_{a2} \) as \( N^1_{Uk} \) and \( N^2_{Uk} \) and have

\[
\Pr \{ N^2_{Uk} = 0 \} = \Pr \{ Y_{a1} < b | X_k > T_{k-1} \}
\]

\[
= \Pr \{ X_k - T_{k-1} < b | X_k > T_{k-1} \}
\]

\[
= \int_0^b f_b(x) dx \int_0^x f_{X-T}(y) dy
\]

\[
= 1 - \frac{\nu(1 - u_0)}{\lambda} \triangleq p_{Yu}, \tag{41}
\]

\[
\Pr \{ N^2_{Uk} = j \} = \Pr \left\{ \frac{j - 1}{\nu} + b < Y_k < \frac{j}{\nu} + b | X_k > T_{k-1} \right\}
\]

\[
= \int_0^{\frac{j-1}{\nu}} f_b(x) dx \int_{\frac{j-1}{\nu}}^{\frac{j}{\nu}+x} f_{X-T}(y) dy
\]

\[
= (1 - p_{Yu})(1 - u_0)u_0^{-1}, j = 1, 2, \ldots, \tag{41}
\]

\[
E[N^2_{Uk}] = \frac{\nu(1 + u_0)}{\lambda(1 - u_0)}. \tag{41}
\]

We denote the length between departure epoch \( t'_{k-1} \) and the next decision epoch after \( t'_{k-1} \) as \( c \). By approximating the distribution of \( c \) with a uniform distribution with parameter \( 1/\nu \), i.e.,

\[
f_c(x) = \nu, x \in \left(0, \frac{1}{\nu}\right).
\]

We then have

\[
\Pr \{ N^3_{Uk} = 0 \} = \Pr \{ Y_{a2} < c | X_k > T_{k-1} \}
\]

\[
= \Pr \{ S_k < c | X_k > T_{k-1} \}
\]

\[
= \int_0^c f_c(x) dx \int_0^x f_S(y) dy
\]

\[
= \frac{2m_0 - 1}{2}. \tag{41}
\]
\Pr\{N_{uk}^3 = j\} = \Pr\left\{\frac{j-1}{\nu} + c < Y_k < \frac{j}{\nu} + c | X_k > T_{k-1}\right\}

\begin{align*}
&= \int_0^{\frac{j}{\nu}} f_s(x)dx \int^{\frac{j}{\nu}+x}_{\frac{j-1}{\nu}+x} f_s(y)dy \\
&= \frac{1}{2m_0}, \quad j = 1, 2, \cdots,
\end{align*}

\begin{align*}
\mathbb{E}[N_{uk}^3] &= \mathbb{E}[N_{uk}^1] = \frac{2m_0 + 1}{2}, \\
\mathbb{E}[(N_{uk}^3)^2] &= \frac{(2m_0 + 1)(2m_0 + 2)(4m_0 + 3)}{12m_0}. \quad (42)
\end{align*}

By combining (36), (40), (41) and (42), the average AuD of an M/U/1/D update-and-decide system can be obtained as

\[ \mathbf{\Sigma_D^{M/U/1/D}} = \frac{2e^{2\rho}(1 - \mu)}{\mu(e^{2\rho} - 1) + (1 - \rho)(1 + u_0)} - \frac{1}{\mu \rho(1 - \rho)} \\
- \frac{2m_0(1 - u_0)}{\mu \rho(1 - \rho) + (16m_0^2 - 1)(1 - \rho) - \rho \mu^2} \frac{1}{12m_0^2 \mu^2(1 - \rho)}. \]

If \( f_s(x) \) is an exponential distribution with parameter \( \mu \), e.g., \( f_{SE}(x) = \mu e^{-\mu x} \), we have

\[ \mathbb{E}[T_{Ek}] = \frac{1}{\mu} + \frac{\rho}{\mu(1 - \rho)}. \quad (43) \]

We denote the number of decisions made during \( Y_k \) conditioned on \( X_k \leq T_{k-1} \) as \( N_{Ek}^1 \) and have

\begin{align*}
\Pr\{N_{Ek}^1 = 0\} &= \Pr\{Y_k < a | X_k \leq T_{k-1}\} \\
&= \int_0^{\frac{1}{\nu}} f_s(x)dx \int_x^{\frac{1}{\nu}+x} f_s(y)dy \\
&= 1 - \frac{\nu(1 - \omega_0)}{\mu} \quad \text{\textit{PRES}},
\end{align*}

\begin{align*}
\Pr\{N_{Ek}^1 = j\} &= \Pr\left\{\frac{j-1}{\nu} + a < Y_k < \frac{j}{\nu} + a | X_k \leq T_{k-1}\right\} \\
&= \int_0^{\frac{j}{\nu}} f_s(x)dx \int^{\frac{j}{\nu}+x}_{\frac{j-1}{\nu}+x} f_s(y)dy \\
&= (1 - \mu \omega_0)(1 - \omega_0)^{j-1}, \quad j = 1, 2, \cdots,
\end{align*}

\begin{align*}
\mathbb{E}[N_{Ek}^1] &= \frac{\nu}{\mu} \mathbb{E}[(N_{Ek}^3)^2] = \frac{\nu(1 + u_0)}{\mu(1 - \omega_0)}, \\
\mathbb{E}[(N_{Ek}^3)^2] &= \frac{(\nu(1 + u_0))(\nu(1 + u_0))}{\mu(1 - \omega_0)}. \quad (44)
\end{align*}

We denote the number of decisions made during \( Y_{k1} \) and \( Y_{k2} \) as \( N_{Ek1}^2 \) and \( N_{Ek2}^3 \). We have

\begin{align*}
\mathbb{E}[N_{Ek1}^2] &= \mathbb{E}[N_{Ek2}^2] = \frac{\nu}{\lambda} \mathbb{E}[(N_{Ek2}^3)^2] = \frac{\nu(1 + u_0)}{\lambda(1 - u_0)}, \\
\mathbb{E}[N_{Ek1}^3] &= \mathbb{E}[N_{Ek2}^3] = \frac{\nu}{\mu} \mathbb{E}[(N_{Ek2}^3)^2] = \frac{\nu(1 + \omega_0)}{\mu(1 - \omega_0)}. \quad (45)
\end{align*}

By combining (36), (43) and (45), the average AuD of an M/M/1/D update-and-decide system can be obtained as

\[ \mathbf{\Sigma_D^{M/M/1/D}} = \frac{2\rho^2 - 3\rho + 2}{\mu(1 - \rho)} + \frac{\rho(1 + \omega_0)}{2m_0(1 - \omega_0)} + \frac{(1 - \rho)(1 + u_0)}{2m_0(1 - u_0)}. \]

If \( f_s(x) \) is a deterministic distribution with parameter \( \frac{1}{\nu} \), e.g., \( f_{SD}(x) = \delta \left( x - \frac{1}{\nu} \right) \), we have

\[ \mathbb{E}[T_{Dk}] = \frac{1}{\mu} + \frac{\rho}{2\mu(1 - \rho)}. \quad (46) \]

We further denote the number of decisions made during \( Y_k \) conditioned on \( X_k \leq T_{k-1} \) as \( N_{Dk}^1 \). Since the service time is \( S_k = \frac{1}{\nu} \), the inter-decision time is \( Z_j = \frac{1}{\nu} \) in which \( \nu = m_0 \mu \), we have \( N_{Dk}^1 = m_0 \).

We also denote the number of decisions made during \( Y_{k1} \) and \( Y_{k2} \) as \( N_{Dk1}^2 \) and \( N_{Dk2}^3 \). We have

\begin{align*}
\mathbb{E}[N_{Dk1}^2] &= \mathbb{E}[N_{Dk2}^2] = \frac{\nu}{\lambda} \mathbb{E}[(N_{Dk2}^3)^2] = \frac{\nu(1 + u_0)}{\lambda(1 - u_0)}, \\
N_{Dk1}^3 &= N_{Dk2}^3 = m_0. \quad (47)
\end{align*}

By combining (36) and (47), the average AuD of an M/D/1/D update-and-decide system can be obtained as

\[ \mathbf{\Sigma_D^{M/D/1/D}} = \frac{m_0 \rho^2}{\mu \rho^2(1 - \rho)} + \frac{(1 - \rho)(1 + u_0)}{2\mu(1 - u_0)} \\
+ \frac{-3m_0^2 + 6m_0 \rho - 2m_0}{2\mu \rho^2(1 - \rho)}. \]

This completes the proof of Corollary 2.

\[ \blacksquare \]

\textbf{H. Proof of Proposition 3}

\textit{Proof:} Note that the average AuDs of the M/U/1/D, M/M/1/D and M/D/1/D systems have been obtained in Corollary 2.

Be defining the following auxiliary function

\[ f_1(m_0) = \mathbf{\Sigma_D^{M/M/1/D}} - \mathbf{\Sigma_D^{M/U/1/D}} = \rho(1 + \omega_0) - \frac{1}{2m_0(1 - \omega_0)} - \frac{\rho}{m_0 \rho(1 - \rho)} \frac{2e^{2\rho}(1 - \mu)}{\mu(e^{2\rho} - 1) + (1 - \rho)(1 + u_0)} - \frac{13\rho^2 - 10\rho^2 - 6\rho + 6}{6\mu(1 - \rho)} \]

and set \( m_0 = -\frac{1}{\nu}, \quad -1 \leq t < 0 \), the first order derivative \( f_1'(m_0) \) can be given by

\[ f_1'(t) = f_1'(m_0) = \frac{\rho^2 - \rho + 1}{2\mu(1 - \rho)} + \frac{\rho e^t (e^t - t - 1)}{\mu(1 - e^t)^2} - \frac{\rho t}{6\mu}. \quad (49) \]

Since we have \( 0 < \rho < 1 \) and \(-1 \leq t < 0 \), it can be easily seen that each item of (49) is positive, and thus \( f_1'(t) > 0 \). Since we also have \( f_1'(1) < 0 \) and \( f_1'(\infty) > 0 \), it is concluded that we can find such an \( m_0^* \) that \( f_1(m_0^* - 1) \leq 0 \) and \( f_1(m_0^*) > 0 \). That is, there exists an \( m_0^* \) satisfying \( \mathbf{\Sigma_D^{M/M/1/D}} < \mathbf{\Sigma_D^{M/U/1/D}} \) if \( m_0 < m_0^* \) and \( \mathbf{\Sigma_D^{M/M/1/D}} > \mathbf{\Sigma_D^{M/U/1/D}} \) if \( m_0 \geq m_0^* \).

Likewise, by checking the derivative of

\[ f_2(m_0) = \mathbf{\Sigma_D^{M/U/1/D}} - \mathbf{\Sigma_D^{M/D/1/D}} = \rho(1 - \rho)(2\rho e^\rho - e^{2\rho} + 1) - \frac{\rho e^{2\rho}(1 - \mu)}{\mu(1 - e^\rho)} - \frac{\rho(2m_0^2 + 1)}{12m_0^2 \mu} + \frac{1}{2m_0 \mu(1 - \rho)}. \quad (50) \]
it can be seen that $f_2(m_0)$ is decreasing with $m_0$ (since $m_0$ is in the denominators of the three items) and $f_2(\infty) > 0$. Thus, we have $\sum_{D_D}^{MU/ID} > \sum_{D_D}^{MD/ID}$ for all $m_0 \geq 1$. Thus, the proof of Proposition 3 is completed.

I. Proof of Proposition 3

Proof: The event that an update is missed to make any decision is equivalent to the event that the inter-departure time before the update is less than an inter-decision time. As shown in (14), we have $Y_k = S_k$ or $Y_k = X_k - T_{k-1} + S_k$. However, when the service time is uniformly distributed or exponentially distributed, the update-and-decide system is randomly served. Thus, the inter-departure time is randomly distributed. We set $m$ to represent the length between departure epoch $t'_{k-1}$ and the last decision epoch before $t'_{k-1}$ and set $n$ to represent the length between departure epoch $t_k$ and the next decision epoch after $t_k$. Approximate that $d = m + n$ is uniformly distributed with parameter $\frac{1}{\nu}$, i.e.,

$$f_d(x) = \frac{1}{\nu}, x \in \left(0, \frac{2}{\nu}\right).$$

Approximately, we have

$$\rho_{mis} = \text{Pr}\{Y_k + d < \frac{1}{\nu}\}$$
$$= \text{Pr}\{X_k \leq T_{k-1}\} \text{Pr}\{Y_k < \frac{1}{\nu}|X_k \leq T_{k-1}\}$$
$$+ \text{Pr}\{X_k > T_{k-1}\} \text{Pr}\{Y_k < \frac{1}{\nu}|X_k > T_{k-1}\}$$
$$= \rho \text{Pr}\{S_k + d < \frac{1}{\nu}\}$$
$$+ (1 - \rho) \text{Pr}\{X_k - T_{k-1} + S_k + d < \frac{1}{\nu}\}$$
$$= \rho \int_0^{\frac{1}{\nu}} f_S(x) dx \int_0^{\frac{1}{\nu} - x} f_d(z) dz + (1 - \rho)$$
$$\int_0^{\frac{1}{\nu}} f_S(x) dx \int_0^{\frac{1}{\nu} - x} f_{X-T}(t) dt \int_0^{\frac{1}{\nu} - x - t} f_d(z) dz$$
$$= \int_0^{\frac{1}{2}} \frac{1}{\nu} f_S(x)(1 - \nu x) dx$$
$$+ (1 - \rho) \int_0^{\frac{1}{2}} \frac{1}{\nu} f_S(x) \left(\frac{m_0 e^{-\lambda x}}{\lambda} - \frac{\nu}{\nu - 2}\right) dx$$

$$\sum_{D_D}^{MU/ID} \sum_{D_D}^{MD/ID}$$

where, $u_0 = e^{-\frac{\nu}{\nu - 2}}$.

In M/D/1/D update-and-decide systems, the inter-departure time $Y_k$ will consist no less than $m_0$ decision epochs. Due to $m_0 \geq 1$, the missing probability $\sum_{D_D}^{MD/ID}$ will always equal to 0, i.e., $\sum_{D_D}^{MD/ID} = 0$.

This completes the proof of the Proposition 3.
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