Practical Wide-Angle Portraits Correction with Deep Structured Models
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Abstract

Wide-angle portraits often enjoy expanded views. However, they contain perspective distortions, especially noticeable when capturing group portrait photos, where the background is skewed and faces are stretched. This paper introduces the first deep learning based approach to remove such artifacts from freely-shot photos. Specifically, given a wide-angle portrait as input, we build a cascaded network consisting of a LineNet, a ShapeNet, and a transition module (TM), which corrects perspective distortions on the background, adapts to the stereographic projection on facial regions, and achieves smooth transitions between these two projections, accordingly. To train our network, we build the first perspective portrait dataset with a large diversity in identities, scenes and camera modules. For the quantitative evaluation, we introduce two novel metrics, line consistency and face congruence. Compared to the previous state-of-the-art approach, our method does not require camera distortion parameters. We demonstrate that our approach significantly outperforms the previous state-of-the-art approach both qualitatively and quantitatively.

1. Introduction

With the popularity of wide-angle cameras on smartphones, photographers can take pictures with broad vision. However, a wider field-of-view often introduces a stronger perspective distortion. All wide-angle cameras suffer from distortion artifacts that stretch and twist buildings, road ridges and faces, as shown in Fig. 1 (a).

There are relatively few works targeting on the perspective distortion correction in portrait photography[10, 9]. Previous methods apply perspective undistortion using camera calibrated distortion parameters [21, 26, 4, 8], which projects the image onto a plane for undistortion, as shown in Fig. 1 (b). Compared with Fig. 1 (a), the lines at the background become straight. Unfortunately, the faces are also projected as a plane, becoming unnaturally wider and asymmetric. It is then evident that background and faces require different types of corrections, to be separately handled with different strategies. As traditional calibration-based methods[1, 14, 22, 15] can only correct distortion in background regions, we need new ways to process faces.

Recently, Shih et al. [24] proposes to deform a mesh which adapts to the stereographic projection [25] on facial regions, and applies perspective projection over the background, enabling different handling of the background and faces. However, a new problem arises, where the smooth transition between faces and background regions is non-trivial. In addition, the method [24] requires camera distortion parameters as well as the portrait segmentation mask as additional inputs. Fig. 1 (c) shows the result, where the face

![Figure 1. Examples of distorted and corrected photographs. (a) the original distortion image with curved background and distorted faces, (b) projection image with straight lines, (c) result by Shih et al. [24], and (d) result of the proposed deep learning method. Both the background and faces are corrected in (d).](https://github.com/TanJing94/Deep_Portraits_Correction)
in the corner has been over corrected and appear deformed.

In contrast, our approach does not rely on any prior calibrated parameters, thus being more flexible to various conditioned portraits. Compared to the mesh-based energy minimization [24], our deep solution works well in balancing the perspective projection on the background and stereographic projection on the faces, delivering smooth transitions between them. Fig. 1 (d) shows our result.

To this end, we propose a deep structured network to generate a content-aware warping flow field, which both straightens the background lines through perspective undistortion, and adapts to the stereographic projection on facial regions, notably achieving smooth transitions between these two projections. Our cascaded network includes a Line Correction Network (LineNet) and a Portrait Correction Network (ShapeNet). Specifically, given an input image, the LineNet is first applied to produce a flow field to undistort the perspective effects for line correction, where a Line Attention Module (LAM) is introduced to facilitate the localization of lines. Second, the projected image is fed into the ShapeNet for face correction, within which a Face Attention Module (FAM) is introduced for face localization. Furthermore, we design a Transition Module (TM) between LineNet and ShapeNet to ensure smooth transitions.

As there is no proper dataset readily available for training, we build a high-quality wide-angle portrait dataset. Specifically, we capture portrait photos by smartphones with various wide-angle lenses and then interactively correct them with a specially designed content-aware mesh warping tool, yielding 5,854 pairs of input and output images for training. Moreover, for quantitative evaluations, we introduce two novel metrics, Line Straightness Metric (LineAcc) and Shape Congruence Metric (ShapeAcc) to evaluate the line straightness and face correctness accordingly. Previously, evaluation can only be made qualitatively.

Experimental results show that our approach can correct distortions in wide-angle portraits. Compared with calibration-based opponents, our method can rectify the faces faithfully without camera parameters. Compared with Shih’s method [24], our method is calibration-free, and achieves good transitions between background and face regions. Both qualitative and quantitative evaluations are provided to validate the effectiveness of our method. Our main contributions are:

- The first deep learning based method to automatically remove distortions in wide-angle portraits from unconstrained photographs, without camera calibration and distortion parameters, delivering a better universality.

- We design a structured network to remove the distortion on background and portraits respectively, achieving smooth transitions between perspective-rectified background and stereographic-rectified faces.

- We provide a new perspective portrait dataset for image undistortion with a wide range of subject identities, scenes and camera modules. In addition, two universal metrics are designed for the quantitative evaluation.

2. Related Works

2.1. Image Distortions

Image distortions are often introduced when projecting a 3D scene to a 2D image plane through a limited Field-of-View (FOV) [35]. The perspective projection often distorts objects that are far away from the camera center [27]. Mesh-based methods have been attempted with user constraints, e.g., dominant straight lines and vanishing points, to cope with potential undesired mesh deformations [5, 16]. In this work, our method is calibration-free, which not only rectifies background perspective distortions, but also corrects the face distortions with a deep neural network.

2.2. Content-Aware Warping

Mesh-based content-aware warping have been widely applied in image and video manipulations, including image stitching [33, 7], video stitching [11, 18, 31], panorama rectangling [13], content-aware rotation [12], perspective manipulation [4], image retargeting [30], video retargeting [28, 29], stereoscopic editing [6], and video stabilization [19, 20, 34]. In this work, we propose deep structured models to produce content-aware flow fields for image warping.

2.3. Face Undistortion

Several methods are proposed to correct distorted faces [2, 23, 3]. Fried et al. proposed to fit a 3D face model to modify the relative pose between the camera and the subject by manipulating the camera focal length, yielding photos with different perspectives [10]. A more related work is proposed by Shih et al. [24], which corrects wide-angle portraits by content-aware image warping. However, it requires the camera parameters and results in distortion either on the background or on the faces. In contrast, our method is calibration-free and achieves smooth transitions with a deep neural network.

3. Methodology

The proposed network contains two sub-networks, line correction network (LineNet) and portrait correction network (ShapeNet), Fig. 2 shows the overall architecture and the pipeline of the wide-angle image correction. As can be seen, the first LineNet generates a perspective projection flow from the given distortion image to project the image as flattened. Then the ShapeNet predicts the face correction flow from the flattened image. In order to make the two networks work on different deformations, we design
self attention modules LAM and FAM to work on the two networks respectively. These two sub-networks are bridged by a transition module TM. Finally, the projection image is transformed to correction image with correction flows.

3.1. Line Correction Network

LineNet As shown in Fig. 3, a standard encoder decoder network is used to predict the corresponding deformed flow from a single image. It consists of two phases, namely, down-scale feature maps and up-scale feature maps. Given an original image \( I \), we adopt ResNet [32] network as the backbone to extract feature maps. Then, the feature pyramid is input into up-scale decoders to generate the final flows. In each decoder, the feature maps are inferred by two \( 3 \times 3 \) convolutional layers, an add operator with the previous encoded feature, and two additional \( 3 \times 3 \) convolutional layers. Then, a deconvolution operator is adopted to up-scale the decoder feature map. After that, the projection image is obtained through the flow-based warping.

LAM Since the main purpose of the LineNet is to straighten the bended lines as shown in Fig. 2, we design a line attention module (LAM) to learn various lines. Different from other multi-branch methods, we use the intermediate results of encoder and decoder for prediction. LAM consists of two main blocks, channel attention block (CAB) and spatial attention block (SAB). As shown in Fig. 3, CAB is applied on high level features to generate the attention in channel perspective. It contains a global pooling operation and two convolution layers to generate a \( C \times 1 \) attention map from a given feature map \( C \times H \times W \). All the high-level CAB outputs are concatenated into the following SAB. SAB combines the original encoder features and CAB features to output the final spatial attention feature maps.

In order to locate the lines in the image, we apply the two lowest level SAB outputs as additional line supervisions. Therefore, we use Sobel operator to extract the corresponding edge from the original image as the ground truth, and then calculate the loss between the edge map and the SAB output. LAM has two advantages. On one hand, it uses the information of high-level and low-level to strengthen the global and local features of the image. On the other hand, the edge constraint makes the encoder and decoder feature pay more attention to the edges. Without additional calculations, the model of line correction becomes feasible.

3.2. Portrait Correction Network

ShapeNet After obtaining the results of line correction, we need to further produce the flow of face correction. We use the same network architecture as LineNet. Portrait Correction Network also outputs a flow map, but it aims to correct the face areas while leaving the background unchanged.

FAM Different from the LAM of the first network, the main purpose of ShapeNet is to rectify the face area. Because the face is only a small part of the image, when the face is deformed, the boundary between the face and the background would inevitably be distorted. In order to describe the transition region more accurately, the most direct method is to segment the human image to obtain the accurate head boundary. However, depending on the energy transfer of the attention module, accurate segmentation is not the most necessary. Instead, we generate a heatmap of human face based on the results of face detection to adaptively learn the changes of face and transition region, as shown in Fig. 4 (d). In the same way, face heatmap is used as the supervisions of face areas.

TM Considering that while ShapeNet is performing face correction, the perspective projection transformation from the LineNet should be maintained, so in order to make it easier for LineNet and ShapeNet to keep the consistency of the non-portrait area, we proposed a transition module (TM) to transfer the distortion from the LineNet to ShapeNet.

The TM has three parts, as shown in Fig. 3. The first part is the decoder feature maps of the penultimate layer, following with convolution and up sampling. The second part is the final flow map, and the third part is the projection image. Three feature maps are concatenated together as inputs to the ShapeNet. This module contains image features, location features, as well as hidden semantic information.

3.3. Training and Inference

Loss Function. Our model is learned in an end-to-end manner. For each sub-network, we adopt L2 loss between the generated and ground truth of flows and image respectively. Besides, we apply a boundary preservation L2 loss to enhance the edge accuracy. Sobel operator is adopted to generate the edge of ground truth and prediction.
Figure 3. The overall structure of our model. ShapeNet and LineNet share the similar structure, with TM available only for ShapeNet.

From boundary supervision used in several previous works, Sobel operator can also smooth flows to avoid aliasing in the undistorted images. The formulas are as follows:

\[ L_{\text{line}} = ||F_{\text{flow}} - I_{\text{flow}}||^2_{2,s^2} + ||F_{\text{proj}} - I_{\text{proj}}||^2_{2,s^2} \]  
\[ L_{\text{shape}} = ||F_{\text{flow}} - I_{\text{flow}}||^2_{2,s^2} + ||F_{\text{out}} - I_{\text{out}}||^2_{2,s^2} \]  

where \( L_{\text{line}}, L_{\text{shape}} \) are the losses of the output of LineNet and ShapeNet. Two kinds of losses, \( L_2 \) and Sobel \( L_2 \) are used on both flow and images. Similar loss is also applied to the attention modules.

\[ L_{\text{LAM}} = ||F_{\text{lam}} - I_{\text{edge}}||^2 \]  
\[ L_{\text{FAM}} = ||F_{\text{fam}} - I_{\text{face}}||^2 \]  

\( L_{\text{LAM}} \) is the difference between LAM output and the provided edge ground truth, while \( L_{\text{FAM}} \) is the difference between FAM output and the labeled face heatmap. The total loss function is the weighted sum of the above losses.

\[ L = \lambda_1 L_{\text{LAM}} + \lambda_2 L_{\text{FAM}} + \lambda_3 L_{\text{line}} + \lambda_4 L_{\text{shape}} \]  

The \( \lambda_{1,2,3,4} \) is used to balance the importance among the reconstruction and attention losses. we set them to 5, 5, 1, 1 respectively in all experiments.

**Inference.** In the inference stage, the generated two flows can be combined into one flow to describe the offset directly from the original image to the final corrected. Given an image, it is first reduced to \( 256 \times 384 \) to obtain two flow maps of \( 256 \times 384 \). After fusion, the fused flow is resized to the original size to generate the correction image.

4. Data Preparation

There is no dataset of paired portraits. We therefore create a novel training dataset by ourselves which contains distorted and undistorted image pairs with various camera modules, scenes and identities. We used 5 different ultra-wide-angle camera of smartphones, and photographed over 10 people in several scenes. The number of people in each photo ranges from 1 to 6. Overall, over 5,000 images were collected. Given a distorted portrait image, it is non-trivial to obtain its corresponding distortionless image. We propose to correct wide-angle portrait into a distortion-free image manually. To achieve this, we propose to first run an improved Shih’s [24] algorithm iteratively and then further improve the results by our designed manual tool.

We notice that the edges near the faces are often distorted in [24]. We improve the results of [24] by adding explicit line constraints [18]. Fig 5 (a) is the input image. Fig 5 (b) is Shih’s result [24], and Fig 5 (c) is our improved result. Notably, this improvement can alleviate the problem to some extent, but cannot be perfect. Specifically, we run our improved method iteratively in the following steps: 1) run the algorithm and obtain the initial results; 2) for results that look unnatural, we re-run the algorithm by adjusting the hyper-parameters. 3) Repeat step 2 until the correction results converge. In the experiment, about half of the images can be satisfactory after the first optimization, and the remaining half need 5 more iterations to complete. Finally, the image which cannot get good results is discarded.

Now, we obtain an initial dataset. To further improve the quality, we correct some unsatisfactory parts by our designed manual tool. Our manual tool is mesh-based, with as-rigid-as-possible quads constraints [19] and line-preserving constraints [18]. Users can drag the image content by a mouse to drive the mesh deformation interactively. As shown in Fig. 5 (d), we further correct the result of (c) for improvements. Fig. 4 shows an example. The flow motions, Fig. 4 (f) and (g), can be obtained during our manual correction, which are used as the guidance to the network LineNet and ShapeNet, accordingly. Face mask and lines,
5. Metrics

In this section, we introduce two novel evaluation metrics: Line Straightness Metric (LineAcc) and Shape Congruence Metric (ShapeAcc). As far as we know, there is no suitable quantitative metric in the field of distortion correction. The accuracy of quantitative calculation needs a corrected image as a reference, where our manually corrected images are used.

**Line Straightness Metric:** The salient lines should keep straight after correction. We mark salient lines in the test dataset and then calculate the curvature variation of the marked lines. For each line \( L \), we uniformly sample \( n \) points \( p_0, p_1, \ldots, p_n \). Then, the slope variation of the line can be calculated as:

\[
S_g = \frac{y_g0 - y_{g(n)}}{x_{g0} - x_{g(n)}}
\]

\[
LS = 1 - \left( \frac{1}{n} \sum_{i=0}^{n-1} \frac{y_{d(i)} - y_{d(i+1)}}{x_{d(i)} - x_{d(i+1)}} - S_g \right)
\]

where \( P_{g(i)} = [x_{g(i)}, y_{g(i)}], P_{d(i)} = [x_{d(i)}, y_{d(i)}] \) depicts the location of corresponding point in reference and distortion images. \( LS \) is the similarity between slope of these two lines. The line is more curved, the value of LineAcc is smaller. Fig. 6 (a) shows an illustration. We mark the salient lines near the image boundary and around the portraits.

**Shape Congruence Metric:** Given a face, we label the landmarks on the result and the reference image, and then calculate the similarity between the two groups of landmarks. Fig. 6 (b) shows an example, where the vectors are produced from the nose landmark to other landmarks.

\[
FC = \frac{1}{n} \sum_{i=0}^{n-1} \frac{\text{cos}(L_{g(i)}, L_{d(i)})}{\|L_{g(i)}\| \|L_{d(i)}\| \text{cos}\theta}
\]

\[
\text{cos}(L_{g(i)}, L_{d(i)}) = \|L_{g(i)}\| \|L_{d(i)}\| \text{cos}\theta
\]
where $L_g$ and $L_d$ depict the corresponding landmarks in the reference image and the result image. Fig. 7 shows an example of the two metrics. Fig. 7 (a) is the input with original LineAcc and ShapeAcc. Fig. 7 (b) is the line corrected by perspective undistortion, where the LineAcc increases, and the ShapeAcc decreases. Fig. 7 (c) is our result. We achieve a balanced scores regarding the two metrics. Note that, the dimensions of the two metrics are not the same.

6. Experiments

In this section, we first analyze the impact of each module by the ablation study, and then based on the best experimental module configuration, we conduct another two data ablation experiments on the training set of different phone modules to verify the generalization of the network. Finally, we make a quantitative and qualitative comparison with the related works, and also compare with some smartphones with wide-angle correction.

Implementation details All experiments are carried out on our training set. We use the standard data augmentation procedure to expand the diversity of training samples, including horizontal flip, random crop and scaling. Besides, we sample uniformly according to the number of people in the image, and increase the proportion of people in corner to solve the problem of imbalance between the portraits at the center and corner. We use the ADAM optimizer [17] with an initial learning rate of $5e^{-3}$, which is divided by 10 at the 150-th epoch, and the total training epoch is 200.

Test set We construct a test set that contains both face landmarks and lines near the faces and at the corners of the image to appreciably evaluate the wide-angle portrait correction. It contains a total of 129 original wide-angle images of 5 different phone modules and the corresponding calibrated images according to camera parameters. Experiments are evaluated on our test set and Shih’s [24] test set.

6.1. Ablation Studies

In this subsection, we step-wise decompose our approach to reveal the effect of each component. The basic LineNet is built on the straightforward encoder-decoder structure, which takes the original distorted image as input, and predicts the perspective projection flow map. Based on this, we verify the function of LAM, ShapeNet, TM and FAM module respectively. The LineAcc and ShapeAcc are adopted for the evaluation. LineAcc is evaluated on results of both LineNet and ShapeNet in Table. 1. As seen, all the proposed modules contribute to the performance.

LineNet The basic LineNet improves the Projection LineAcc from 66.064 to 66.745, which is obviously beyond Shih’s [24] approach.

LAM Compare 1) and 2) in Table 1, after integrating the Line Attention Module with the basic LineNet, the LineAcc is improved from 66.745 to 66.856, because the Line Attention Module facilitates the learning of line-awareness features. As shown in Fig. 8 (a), the straight line in the corner is obviously straighter, with the constraint of LAM.

ShapeNet Next, we integrate the Basic ShapeNet with LineNet. The evaluation result can be seen in 3) of Table. 1. ShapeNet affects the line accuracy of LineNet to a certain extent, but obviously significantly improves the accuracy of face correction. Furthermore, LAM shows strong robustness and improves the final line calibration accuracy in the end-to-end network by comparing 3) and 4).

FAM Furthermore, FAM is applied onto ShapeNet. As shown in 4) and 5) of Table. 1, compared to the standard structure, FAM improves the ShapeAcc Metric from 97.472 to 97.479, which is due to the improved confidence of the face areas. The same conclusion can be found in Fig. 8 (b).

TM The purpose of TM is to further balance the deformation of salient straight lines and faces. As depicted in 7) in Table. 1, the correction LineAcc and ShapeAcc are improved from 66.484 to 66.575, and from 97.479 to 97.485, respectively. As shown in Fig. 8 (c), the transition area between head and background is more natural while TM transfers the line projection features to ShapeNet.

Lmk loss Finally, we verify the effectiveness of the landmark loss. Experimental results show that landmark loss does not bring a particularly large improvement in the accuracy of face correction, because FAM has improved the accuracy of face correction with a relatively large margin.
Table 1. Ablation study of the proposed network. "LineNet", "LAM", "ShapeNet", "TM" and "FAM" refer to the basic LineNet, Line Attention Module, ShapeNet, Transition Module, Face Attention Module, respectively. "Lmk Loss" refers to the adaptation of landmark loss onto ShapeNet. "Proj LineAcc", "Corr LineAcc", and "ShapeAcc" refer the Projection and Correction LineAcc Metric of two networks and the final Shape Correction Accuracy. In addition, results of three methods are adopted for comparisons. They are Input Image, projection result with calibrated params, and Shih's [24] result. The best is marked in red and the second best is marked in blue.

| No. | LAM | ShapeNet | TM | FAM | Lmk Loss | Proj LineAcc | Corr LineAcc | ShapeAcc |
|-----|-----|----------|----|-----|----------|--------------|--------------|----------|
| 1)  | ✓   |          |    |     |          | 66.745       |              | 97.380   |
| 2)  | ✓   | ✓        |    |     |          | 66.856       |              | 97.391   |
| 3)  | ✓   | ✓        | ✓  |     |          | 66.707       | 66.439       | 97.458   |
| 4)  | ✓   | ✓        | ✓  |     |          | 66.873       | 66.472       | 97.472   |
| 5)  | ✓   | ✓        | ✓  | ✓   |          | 66.938       | 66.484       | 97.479   |
| 6)  | ✓   | ✓        | ✓  | ✓   | ✓        | 66.985       | 66.541       | 97.473   |
| 7)  | ✓   | ✓        | ✓  | ✓   | ✓        | 67.069       | 66.575       | 97.485   |
| 8)  | ✓   | ✓        | ✓  | ✓   | ✓        | 67.135       | 66.784       | 97.490   |
| 9)  |     |          |    |     |          | 66.064       |              | 97.455   |
| 10) |     |          |    |     |          |              |              | 96.876   |
| 11) |     |          |    |     |          |              |              | 96.143   |

Table 2. Quantitative comparisons of ours and Shih [24] on different test sets. The first three rows in the table indicate the models training without note data, without vivo data and with the total training set, respectively. And correspondingly test on note, vivo, ours whole test and google test. The best two scores are shown in red and blue.

| No. | note testset | vivo testset | all testset | google testset |
|-----|--------------|--------------|-------------|---------------|
|     | LineAcc      | ShapeAcc     | LineAcc     | ShapeAcc      |
| 1)  | 67.605       | 97.061       | 64.997      | 98.341        |
| 2)  | 68.299       | 97.109       | 63.418      | 98.361        |
| 3)  | 68.683       | 97.115       | 65.148      | 98.363        |
| 4)  | 66.886       | 97.267       | 63.087      | 98.238        |

But on the other hand, it improves the accuracy of line correction. This is mainly due to more accurate face edge constraints, which smooths the transition at face boundary regions. Based on the superposition of the above modules, the accuracy of the proposed model is much higher than that of the Shih's [24], in terms of both LineAcc and ShapeAcc. **Generalization verification** Based on the model 8) in Table. 1, we select two smartphone modules from the training and testing set respectively for cross testing, and the full test set and test set of [24] are also used for the final evaluation to verify the robustness and generalization of the network. As shown in Table. 2, comparing 1) 3) and 2) 3), adding data of different models can improve the robustness. At the same time, except for the ShapeAcc on note testset, our methods perform better than Shih [24] on almost all 4 test sets, which indicates the good performance of generalization.

6.2. Comparison with Other Methods

Fig. 9 shows the visual comparisons with Shih's results [24]. The projection image can correct lines but cause serious distortion on face regions, while the stereographic projection can maintain the faces but suffer from structure bending. Shih's results [24] can seek a balance between the faces and the background. However, some structures are still bended at the background, and some faces still suffer from a bit distortion, unbalanced with the body. In contrast, our results are more natural in the correction of the head, and the transition area between the portrait and the background is smoother. The line in the background is also closer to the result of perspective projection, and the faces look more natural. More notably, in the second row of Fig. 9, our results can correct the rightmost face while keeping the architectural lines above it still straight, while the lines above the face in Shih's [24] are obviously deformed. Metrics in Table. 1 and Table. 2 also confirm the conclusion, since the accuracy in terms of both LineAcc and ShapeAcc has been greatly improved from Shih's [24].

6.3. Comparison with Other Phones

Furthermore, we compare the results with some smartphones with wide-angle portrait correction. Two flagship phones of Xiaomi and iPhone are applied as comparisons. As shown in Fig. 10, there is serious stretching of portraits and some bending of background in the result of iPhone 12. The result of Xiaomi 10 is close to the result of perspective projection, and there is still slight deformation of the face. Our results are significantly better than others, as the face is undistorted while correcting the background lines.
More comparisons are shown in our project page, including corrections for photos from the Internet, as well as some failure cases.

7. Conclusion

This paper proposes a deep structured network to automatically correct distorted portraits in wide-angle photos, which applies perspective projection to background and stereographic projection to portraits, and achieves a smooth transition between them. It does not rely on any prior calibrated parameters, thus being more flexible to various conditioned portraits. Besides, we construct a high-quality wide-angle portrait dataset and design two metrics for quantitative evaluations. Considerable experiments verify the robustness and generalization of our method. We believe this work is of great practical value.
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