Maximum Likelihood Estimation and Phylogenetic Tree based Backward Elimination for reconstructing Viral Haplotypes in a Population
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ABSTRACT

A viral population can contain a large and diverse collection of viral haplotypes which play important roles in maintaining the viral population. We present an algorithm for reconstructing viral haplotypes in a population from paired-end Next Generation Sequencing (NGS) data. We propose a novel polynomial time dynamic programming based approximation algorithm for generating top paths through each node in a De Bruijn graph constructed from the paired-end NGS data. We also propose two novel formulations for obtaining an optimal set of viral haplotypes for the population using the paths generated by the approximation algorithm. The first formulation obtains a maximum likelihood estimate of the viral population given the observed paired-end reads. The second formulation obtains a minimal set of viral haplotypes retaining the phylogenetic information in the population. We evaluate our algorithm on simulated datasets varying on mutation rates and genome length of the viral haplotypes. The results of our method are compared to other methods for viral haplotype estimation. While all the methods overestimate the number of viral haplotypes in a population, the two proposed optimality formulations correctly estimate the exact sequence of all the haplotypes in most datasets, and recover the overall diversity of the population in all datasets. The haplotypes recovered from popular methods are biased toward the reference sequence used for mapping of reads, while the proposed formulations are reference-free and retain the overall diversity in the population.

1 INTRODUCTION

At any given time, the viral population present within a host consists of a collection of distinct, albeit closely related genetic variants, known as viral haplotypes. The high genetic diversity of a virus population has important consequences in disease progression as it allows the virus to evade host defenses and confounds preventative and therapeutic interventions. An important task while studying viral populations is to identify the number of viral haplotypes and their individual sequences present in a viral population.

NGS technologies have revolutionized the field of genomics and opened up an array of possibilities for characterizing genetic diversity in viral populations using a large number of short DNA sequences (called reads) sampled from the population. The challenge of reconstructing viral genomes stems from the high genetic diversity of the population. The genetic variability of these haplotypes is due to the high rate of mutations, resulting in insertions, deletions and substitutions within a genome and recombination between viral haplotypes [5][6].

Several algorithms have been developed to reconstruct viral haplotypes by aligning reads to a reference genome [4]. A reference genome can be helpful when its sequence is highly similar to the haplotypes. However, due to the presence of recombination and high mutation rates in some viral populations (e.g. RNA viruses), a large percentage of the reads are unaligned to the reference genome, and are ignored while estimating viral diversity. Moreover, the existing algorithms have been known for predicting a large number of false-positive haplotypes in a population [23].

De novo approaches for assembling viral haplotypes provide an alternative to reference-based haplotype estimation. These approaches estimate the viral haplotypes based on the reads itself and assemble partial or full length genomes of the viral haplotypes. Also, with the availability of paired-end sequencing data, there is need for algorithms that can incorporate such data.

We propose a de novo assembly algorithm for viral haplotypes using paired-end sequencing data as an alternative to reference-based viral haplotype estimation. The main contributions of the paper are (i) a novel polynomial time dynamic programming based approximation algorithm for recovering top $L$--paths through every node in a De Bruijn graph generated from the paired-end sequencing reads, (ii) a maximum likelihood estimate of the viral population based on a generative model for sequencing paired reads from the viral population, and (iii) a phylogenetic tree based backward elimination algorithm that retains a minimal set of haplotypes that retains the phylogenetic information present in the viral population.
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The paper is organized as follows: We discuss the methods available in the literature in Section 2. Section 3 describes the proposed algorithm. Briefly, the reads obtained from viral population are processed as follows: a De Bruijn graph is constructed from the sampled reads. Paired-end reads are used to generate a set of paired relations amongst the nodes in the De Bruijn graph (Subsection 3.2). Paths in the graph from a source generate a set of paired relations amongst the nodes in the De Bruijn graph constructed from the sampled reads. Paired-end reads are used to population are processed as follows: a De Bruijn graph is the proposed algorithm. Briefly, the reads obtained from viral available in the literature in Section 2. Section 3 describes Malhotra et al. The second formulation defines a phylogenetic tree-based metric to obtain a minimal set of paths that retains the phylogenetic diversity in the viral population (Subsection 3.6). The top \(L\)-paths through the source nodes in the graph are utilized for estimating a minimal set of haplotypes constituting the viral population. The first formulation for obtaining viral haplotypes in the population constitutes defining a generative model for the sequenced reads from the population. We estimate a maximum likelihood set of paths representing the viral population using backward elimination algorithm (Subsection 3.5).

The second formulation defines a phylogenetic tree-based metric to obtain a minimal set of paths that retains the phylogenetic diversity in the viral population (Subsection 3.6). Section 4 details the results on simulated data of varying complexity and sequence lengths. We conclude the paper with discussion and future directions in section 5.

2 RELATED WORK

A number of methods have been reported for haplotype reconstruction that are able to infer genomes of individual haplotypes as well as their abundance \([2, 13, 30, 15]\). A survey of viral haplotype estimation methods can be found in \([4]\). The frequency of individual haplotypes is computed using an expectation-maximization (EM) algorithm \([22, 7, 35, 31, 36]\). Haplotype estimation can be performed locally along segments of the viral genome or globally across the whole genome. The local haplotype estimation is based on first aligning the reads to a reference genome and then estimating the number of haplotypes \([13, 22, 35]\). Probabilistic methods for estimating the haplotypes have been explored in \([30, 23, 35, 36]\).

The global estimation of the haplotypes is based on a graph theoretic solution, wherein a set of haplotypes are obtained by calculating a minimal set of paths that covers all the nodes in a graph of aligned reads \([7, 35]\). The problem is formulated as a network flow problem or as a read graph from which the set of haplotypes is estimated \([31, 27]\). However, it is difficult to infer haplotypes over lengths greater than the read length \([34]\) due to the increasing number of possible paths in the read graph. HaploClique is another based on enumeration of maximal cliques of reads present in the population \([28]\). It has been shown to recover full length haplotypes from the viral population. Global estimation of haplotypes can also be based on probabilistic mixture models.

PredictHaplo is a probabilistic approach wherein an infinite mixture model is used as a generative model for the haplotypes \([21]\). There are methods that also incorporate recombination amongst viral haplotypes for viral population reconstruction. QuasiRecomb assumes a jumping hidden Markov model (HMM) for estimating the haplotypes under recombination \([29]\). However, it generates a large number of haplotypes present at low frequencies constituting the viral population \([29]\).

The above methods rely on the existence of a representative reference genome. Due to high mutation rates and recombinations in viral populations, the sequence of an assembled reference genome can be different than the viral haplotypes present in the given population. This leads to a large number of unaligned yet relevant reads being discarded from subsequent analysis in the above methods. In \([2]\), the reads are iteratively aligned to an updated consensus sequence to maximize the number of reads aligned. Such iterative realignment increases the number of reads aligned to the assembled reference sequence.

De novo methods for estimating the number of viral haplotypes and their relative frequencies in a given population are also known \([20, 17]\). The counts of small substrings of reads are used for identifying insertions and deletions amongst viral haplotypes. The viral haplotypes can be reconstructed using any of single genome assemblers for assembling the viral haplotype sequence.

An alternative to alignment based haplotype reconstruction is to perform de novo assembly of the reads \([32]\). Cortex uses colored De Bruijn graphs to assemble different variants from a population \([12]\) and can detect and genotype, simple and complex genetic variants in populations with relatively low diversity, such as human. However, its performance for high genetic diversity populations, such as viruses, is unknown \([32]\). With the availability of paired-end sequencing data, there is a need for de novo algorithms that can utilize such data, as they help in generating long length segments originating from a single haplotype. The paired-end version of minimal set of paths that cover a read graph has been shown to be a NP-hard problem \([23, 3]\).

3 METHODS

3.1 Definitions

A string of length \(L\) over the alphabet \(\Sigma = \{A, G, C, T\}\) is called a read \(R \in \Sigma^L\). A substring of a read \(R\) from position \(i\) to position \(j\) is denoted as \(R[i, j]\). The reverse complement of a read \(R\), denoted as \(\bar{R}\), is the read reversed and then its bases complemented. A string of length \(k\) is known as a \(k\)-mer. The reverse complement of a \(k\)-mer \(u\) is denoted as \(\bar{u}\).

A viral population \(H\) is a collection of viral haplotypes \(\{H_1, H_2, \ldots, H_N\}\), where each haplotype \(H_i\) is a string of length \(L_i\) defined over the alphabet \(\Sigma^{L_i}\). We assume that each of the viral haplotypes \(H_i\) do not have large repeats. In other words, for \(k \neq k'\), if \(H_i[k, k + r] = H_i[k', k' + r]\) then \(r < D_i\), where \(D_i\) is small.

A paired read \(\{R_f, R_e\}\), of lengths \(|R_f| = L_f, |R_e| = L_e\), are two reads sampled from the same viral haplotype \(H\) where one of the reads is the reverse complement of the sampled substring of \(H\), and the two reads are separated by some distance \(d\). An example of a paired read sampled from haplotype \(H\) can be \(R_f = H[i, i + L_f]\) and \(R_e = H[i + L_f + d, i + L_f + d + L_e]\).

Problem Definition: Viral population reconstruction using paired reads. Formally, our aim is to reconstruct a viral population \(H\) that represents a collection of paired reads \((\{R_{1f}, R_{1e}\}, \{R_{2f}, R_{2e}\}, \ldots, \{R_{nf}, R_{ne}\})\) sampled from the viral population. For the purpose of this paper, we assume that the reads have been error-corrected.

3.2 Pre-processing of reads: De Bruijn Graph Construction and Paired-Nodes constraints

In order to reconstruct the viral haplotypes in the population \(H\), the sampled reads from the population are first error corrected. The reads can be error-corrected using any of the error-correction algorithms \([18, 11, 14, 33]\). The collection of error-corrected reads, \(\{R_{1f}, R_{1e}\}, \{R_{2f}, R_{2e}\}, \ldots, \{R_{nf}, R_{ne}\}\), are then represented in a De Bruijn graph. Each of the reads \((R_{ij}, R_{kij})\) is broken into \(k\)-mers. The \(k\)-mers constitute nodes in the De
Braun, graph, while a directed edge is defined between two consecutive k-mers in a read. As one of the reads in the pair \((R_{ij}, R_{uv})\) is reverse-complemented, we add k-mers from both \(R_{ij}\) and \(R_{uv}\). The De Bruijn graph thus contains nodes and edges \((V, E)\), where \(V = \{(u, v) = R_{ij}[a, a+k-1] | i \in \{1, \ldots, n\}, j \in \{1, \ldots, |R_{ij}|\}, a \in \{(j, 0, k) | R_{ij}[a, a+k-1], v = R_{ij}[a, a+k-1] \}\}. The same holds for \(R_{ij}\).

An edge \((u, v)\) is known as an incoming edge for node \(v\) and as an outgoing edge for node \(u\). The value of \(k\) used for constructing the De Bruijn graph is greater than the size of repeats observed in the viral population \((k > D)\). As there are no repeats in the viral haplotypes greater than \(D\) bases, choosing \(k > D\) would ensure that the graph \(G_v\) obtained is a directed acyclic graph.

The De Bruijn graph \(G(V, E)\) defined above can be reduced to an equivalent graph \(G_e\), wherein a chain of nodes in \(G\) with only one incoming and outgoing edge is reduced to single compressed node in \(G_e\). The edge set of \(G_e\) maintains the edge relationships observed in \(G\) of the first and last nodes in such a chain. We use to the compressed graph, \(G_e(V_e, E_e)\), in the rest of the text.

The nodes in the graph \(G_e\) with no incoming edges are known as source nodes, while nodes with no outgoing edges are known as sink nodes in the graph. If the graph \(G_e\) contains multiple source and sink nodes, two new nodes are added in the graph. One node known as a universal source node has directed edges from itself to each of the source nodes in the graph. The second node, known as a universal sink node has directed edges from all sink nodes to itself.

\[ \text{Paired Nodes constraints:} \]

The pairing information of the reads is also stored in the form of a paired-nodes set, which consists of all pairs of nodes that comprise a paired read. For example, if a paired read \((R_{ij}, R_{uv})\) is represented in the graph \(G_e\) as a set of nodes \((u_1, u_2, \ldots, u_f)\) and \((u_1, u_2, \ldots, u_g)\), then the paired-nodes set for the paired read is \(PS = \{(u_1, u_2, \ldots, u_f), (u_1, u_2, \ldots, u_g)\}\). As the paired read \((R_{ij}, R_{uv})\) is at most separated by the insert size length \(IS = L_f + L_v + d\), the read only contributes paired-nodes to the set \(PS\) that are separated by at most \(IS\). The set \(PS\) is computed separately and takes \(O(n \cdot |R|^2)\) time.

### 3.3 Estimating the viral haplotypes comprising the population

A set of paths from universal source node to universal sink node that collectively visits every node in the graph is known as a cover of the graph. The set of paths is denoted as \(P = \{P_1, P_2, \ldots, P_k\}\), where \(P_i = (u_1, u_2, \ldots, u_k, u_{sink})\) and \(\forall u \in V_e, \exists P_i \in P\) s.t. \(u \in P_i\). A path \(P\) is a minimal cover of the graph. Assuming that every genomic location of the viral haplotypes is sampled in the paired reads, the paths through the graph \(G_e\) from universal source node to universal sink node correspond to possible haplotypes in the graph, if they satisfy certain constraints. A sampled paired read is obtained from a single haplotype in the viral population and thus a path that contains the nodes constituting the paired read represents a possible haplotype. Such paths should constitute the cover of the graph. A cover of the graph that satisfies all such paired read constraints represents a set of haplotypes from the viral population.

The problem of finding a minimum cover of a graph with paired node constraints has been shown to be NP hard \([3, 4]\). We next present a polynomial time dynamic programming approximation algorithm for recovering the top set of paths per node satisfying the paired-node constraints in the set \(PS\). These paths are used as input for estimating a maximum likelihood estimate of the viral population (Subsection 3.5) and a minimal set of paths retaining the phylogenetic information in the viral population (Subsection 3.6).

### 3.4 Approximation algorithm for estimating top \(L\) paths per node

Given the graph \(G_e(V_e, E_e)\) and the paired-node set \(PS\), we compute top \(L\) paths \(\{P_{a1}, P_{a2}, \ldots, P_{aL}\}\) through each of the nodes \(u\) in \(V_e\) to the universal sink node. In particular, the paths from the source nodes in the graph correspond to possible haplotypes in the viral population.

A paired read sampled from a single viral haplotype imposes paired-node constraints on paths in the graph. In particular, the path corresponding to the viral haplotype representing the paired-read will satisfy paired-node constraints in the set \(PS\). Ideally, the path in the graph corresponding to the viral haplotype should satisfy all the paired-node constraints imposed by the reads from the viral haplotype.

We compute a score for each path based on the number of paired-node constraints that it satisfies. Consider a path \(P_u = (u, s_1, s_2, \ldots, u_{sink}, u_{sink})\) from node \(u \in V_e\) to universal sink node \(u_{sink}\) in the graph \(G_e\). The score for the path \(P_u\) is based on the number of node-pairs \((r, s)\) \(\in P_u\) that are within the insert size distance \(IS\) and are present in the paired-node set \(PS\). Also, we penalize the score of the path \(P_u\) for every node pair within the insert size distance that is absent in the paired-node set \(PS\).

\[
S(P_u) = \sum_{(r,s) \in P_u \cap distance(d(r,s) < IS)} 1 \left[ (r,s) \in PS \right] - p \cdot 1 \left[ (r,s) \not\in PS \right]
\]

Here, \(IS\) is the insert size of the paired reads, \(p\) is the penalty for absence of paired-node constraints within the insert size \(IS\), and \(d(u)\) denotes the depth of the first \(k\)-mer in the node \(u\) with respect to universal source node in the De Bruijn graph \(G\). As the graph \(G_e\) is a directed acyclic graph (DAG), implying the graph \(G\) is also a DAG, a relative ordering \(d(.)\) amongst the nodes can be computed in a time linear in the number of nodes and edges \(O(|V| + |E|)\) using a depth first search algorithm. The score can be further normalized based on the expected number of node-pairs for a path \(P_u\).

It should be noted that the score for a path \(P_u = (u, P_{su})\) can be expressed in terms of the score of its sub-path \(P_{su}\) as follows:

\[
S(P_u) = S(P_{su}) + \sum_{s \in P_{su} \cap distance(d(s) - d(u) < IS)} 1 \left[ (u,s) \in PS \right] - p \cdot 1 \left[ (u,s) \not\in PS \right]
\]

Thus, the score for a path \(P_u\) can be constructed using the scores of its sub-paths in a recursive fashion, similar to dynamic programming using memoization.

Algorithm describes the pseudo-code for computing the top \(L\) paths for every node in the graph. The algorithm starts by initializing the paths from all nodes \(u\) to the universal sink node \(u_{sink}\) to empty sets. The scores for all paths from each node are also initialized to empty sets (Lines 1-4). Next it iterates over all nodes \(u \in V_e\) in decreasing order of their depth \(d(u)\) and computes the top \(L\) paths for each node Paths\((u)\) using the function TOP-L-PATHS-FOR-NODE\((u, V_e, PS)\) (Lines 5-10).

Algorithm describes the memoized algorithm that computes the top \(L\) paths from a node \(u\) to the universal sink node \(u_{sink}\). It first recovers the top \(L\) paths from all the neighbors of \(u\) having an incoming edge from \(u\) into the array \(TP\) and their scores in \(SP\) (Lines 1-6). In other words, \(TP = \bigcup_u Paths(u); \forall s.t. (u, s) \in E_e\) and \(SP = \bigcup_u Score(s); \forall s.t. (u, s) \in E_e\). As the depth of the node \(u\) is smaller than the depth of nodes \(s\), the array \(Paths(s)\) and \(Score(s)\) have already been updated (Algorithm in line 9). It then updates the score for each of the path in \(TP\) when adding the node \(u\) to the path and ranks them based on their score using equation. (Lines 7-20). The penalty term is proportional to the length of the path \(T\) (Line 16). The paths stored in the array \(TP\) are sorted based on their updated scores (Line 21). The first \(L\) paths in the array \(TP\) and their scores \(SP\) are stored as the paths through node \(u\) to the universal sink node \(u_{sink}\) (Lines 22-26).

As at each step only the top \(L\) paths are returned to Algorithm the algorithm computes an approximate search in the space of all paths. The scoring mechanism ensures that the true haplotypes are propagated along
Algorithm 1 COMPUTE-TOP-L-PATHS() : Top L paths per node based on paired-node constraints for each node in the graph $G_c$
Input: Condensed Directed De Bruijn graph $G_c(V_c, E_c)$, Paired-nodes constraint set $PS, D(.)$ the depth of every node in the graph.
Output: Paths($u$) = $\{P_1, P_2, \ldots , P_{uL}\} \forall u \in V_c$
Score($u$) = $\{S_1, S_2, \ldots , S_{uL}\} \forall u \in V_c$
\begin{enumerate}
1. for each node $u \in V_c$ do
2. \hspace{0.5cm} Paths($u$) = $[\emptyset]$ //Initialize the paths for each node
3. \hspace{0.5cm} Score($u$) = $[\emptyset]$
4. \hspace{0.5cm} end for
5. Score($usink$) = $[\emptyset]$
6. Paths($usink$) = $[\emptyset]$ // Place holder between nodes
7. $N =$ SORT-DECREASING($V_c, D(.)$) // Sort nodes based on their depth in decreasing order
8. for $i = 1, \ldots , |N|$ do
9. \hspace{0.5cm} Paths($N[i], Score(N[i])) =$TOP-L-PATHS-FOR-NODE($N[i], E_c, PS$)
10. end for
end for

Algorithm 2 TOP-L-PATHS-FOR-NODE ($u, E_c, PS$) : Top L paths for a node u in the graph $G_c$
Input: Node $u$, Edge set $E_c$, Paired-edge constraints $PS$. Insert size IS
Output: Paths($u$), Score($u$), Set of top L-paths for the node u, and their respective scores
1. $TP = [\emptyset]$
2. $SP = [\emptyset]$
3. for each $(v, \{u, v\} \in E)$ do
4. \hspace{0.5cm} $TP =$ JOIN ($TP, Paths(v)$) // Obtain top L-paths of the neighbor
5. \hspace{0.5cm} $SP =$ JOIN ($SP, Score(v)$)
6. end for
7. for each path $T \in TP$ do
8. \hspace{0.5cm} $l =$ length($T$)
9. \hspace{0.5cm} $SP(T) =$ $SP(T)$ · $\frac{l(l-1)}{2}$
10. \hspace{0.5cm} for each node $w \in T$ do
11. \hspace{0.5cm} \hspace{0.5cm} if $(u, w) \in PS$ then
12. \hspace{0.5cm} \hspace{0.5cm} \hspace{0.5cm} $SP(T) =$ $SP(T)$ + 1
13. \hspace{0.5cm} \hspace{0.5cm} else if $D(w) - D(u) > IS$ then
14. \hspace{0.5cm} \hspace{0.5cm} \hspace{0.5cm} $SP(T) =$ $SP(T)$ + 1
15. \hspace{0.5cm} \hspace{0.5cm} else
16. \hspace{0.5cm} \hspace{0.5cm} \hspace{0.5cm} $SP(T) =$ $SP(T) - l$
17. \hspace{0.5cm} \hspace{0.5cm} end if
18. \hspace{0.5cm} end for
19. \hspace{0.5cm} $SP(T) =$ $SP(T)$ · $\frac{2}{|T| + 1}$
20. end for
21. ($TP, SP$) = SORT-DECREASING($TP, SP(.)$) // Sort TP paths based on the corresponding scores SP of the paths
22. for $i = 1 \ldots L$ do
23. \hspace{0.5cm} Paths($u$) = JOIN ($\{u\}''TP[i]'', Paths($u$)$) // Add u to the path
24. \hspace{0.5cm} Score($u$) = JOIN ($\{SP[i]$$, Score(u)$
25. end for
26. Return Paths($u$), Score($u$)

\[ P[R|H] = \frac{q}{P \cdot (G - L + 1)} = z_R \]

In this equation, $q$ is the number of haplotypes in $H$ that have $R$ as their sub-string, $P$ is the number of haplotypes in the viral population, and $G$ is the average length of the viral haplotypes, and $L$ is the average length of the viral haplotypes. For a paired-read ($R_f, R_c$), equation \[ is the same. Here, $q$ denotes the number of haplotypes in $H$ that have the paired read ($R_f, R_c$) as their sub-string and $L$ is the distance between the two pairs, $R_f$ and $R_c$, in the haplotypes. If a paired read is shared amongst two or more haplotypes, then it is possible that the distance between two read pairs is not same across the haplotypes. In such cases, $L$ denotes the shortest distance between all the haplotypes in $H$. It should be noted that Equation \[ also holds if we consider $R_i$ a k-mer or a paired-node. Also, the distance between two paired nodes can be obtained using the depth $D(.)$ function used in Algorithm 2.

Thus, for a collection of paired reads $\{(R_{f1}, R_{c1}), (R_{f2}, R_{c2}), \ldots , (R_{fn}, R_{cn})\}$, assuming independent sampling, the joint probability of observing the paired reads given the viral population $H$ can be expressed as:

\[ P((R_{f1}, R_{c1}), (R_{f2}, R_{c2}), \ldots , (R_{fn}, R_{cn}))|H) = \prod_{i=1}^{n} \frac{q_i}{P \cdot (G - L_i + 1)} = \prod_{i=1}^{n} z_{R_i} \]

where we denote the probability term as $z_{R_i}$, and other terms are as described above for paired reads. If we denote the number of times a read ($R_{f_i}, R_{c_i}$) is sampled as $c_i$, assuming independent sampling of each genomic location, we can express the probability of the paired reads as a multinomial expression.
5 can be simplified by assuming that reads sampled from each genomic location are independent of each other, thus, breaking the multinomial expression into a position by position binomial terms:

\[
P(\{c(R_1, R_\ell) = c_1, \ldots, c(R_n, R_\mu) = c_n\} | \mathbf{H}) = \frac{M!}{c_1! \cdot c_2! \cdot \cdots \cdot c_n!} \prod_{i=1}^{n} z_{R_i}^{c_i} \cdot (1 - z_{R_i})^{M-c_i}
\]

where, \( M = \sum_{i=1}^{n} c_i = n \). The multinomial expression in equation 5 can be simplified by assuming that reads sampled from each genomic location are independent of each other, thus, breaking the multinomial expression into a position by position binomial terms:

\[
P(\{c(R_1, R_\ell) = c_1, \ldots, c(R_n, R_\mu) = c_n\} | \mathbf{H}) = \frac{M!}{c_1! \cdot c_2! \cdot \cdots \cdot c_n!} \prod_{i=1}^{n} z_{R_i}^{c_i} \cdot (1 - z_{R_i})^{M-c_i}
\]

Now, we can estimate a maximum likelihood set of haplotypes \( \mathbf{H}_{\text{ml}} \) using equation 6 as follows:

\[
\mathbf{H}_{\text{ml}} = \max_{\mathbf{H}} P(\{c(R_1, R_\ell) = c_1, \ldots, c(R_n, R_\mu) = c_n\} | \mathbf{H})
\]

Here the set of all possible haplotypes can be arbitrarily large, making such a computation tractable. We use the top \( L \)–paths through all the source nodes as candidates for possible haplotypes for computing the maximum likelihood set of haplotypes. The maximum likelihood set of haplotypes for a given dataset is computed using backward elimination. We start the likelihood computation with all the top \( L \)–paths through the source nodes and iteratively remove one path from the set of all paths until the likelihood of the remaining paths in the set starts to decrease. The remaining set of haplotypes constitute a maximum likelihood estimate of the viral population.

### 3.6 Minimal set of haplotypes based on phylogenetic information

The diversity of haplotypes present in a viral population \( \mathbf{H} \) can be measured in terms of the phylogenetic information contained in its haplotypes. There are a number of measures for capturing phylogenetic information [16, 9] (See [10] for survey). We use phylogenetic diversity (PD) as the measure of phylogenetic information present in the population [9]. We construct a phylogenetic tree \( T \) from the haplotypes in the population \( \mathbf{H} \) using the relaxed neighbor-joining algorithm [25]. We use a grammar based distance metric for computing the pairwise distances between the haplotypes [24].

Given a phylogenetic tree \( T \) the total tree length is defined as:

\[
\text{TREE-LENGTH}(T) = \sum_{b \in T} l(b)
\]

where \( l(b) \) denotes the length of branch \( b \) in the tree. The presence of two or more haplotypes with very small branch length provides very little phylogenetic diversity and thus only a single haplotype from such group can capture the phylogenetic diversity for the population.

Keeping this in mind, we estimate a minimal set of haplotypes representing the viral population using a phylogenetic tree length based backward elimination algorithm (Algorithm 3). The algorithm uses the top \( L \)–paths recovered from all source nodes in the graph to generate a bootstrap phylogenetic tree. The phylogenetic diversity is measured as the total tree length. \( T_{\text{baseline}} \) of the above tree. The observed standard deviation, \( T_{\text{stddev}} \), amongst the bootstrap samples is used to design a stopping criteria.

Algorithm 3 initializes \( C \) to all the paths (Lines 1–4). Next, the algorithm iteratively removes a path \( c \) from the current set \( C \) and computes the total tree length \( T_{c} \) of the remaining paths (Line 8). The path \( \text{Rem} \) which has the minimum divergence in total tree length from the baseline tree total length \( T_{\text{baseline}} \) is removed. This ensures that the path removed contains the minimum phylogenetic information with respect to the remaining set of haplotypes \( T_{\text{Rem}} \). In other words, the current set of paths \( C = \{C \setminus \text{Rem}\} \) still maintains the phylogenetic information from the viral population. This process is iteratively continued till the total tree length of the remaining paths diverges more than 2 standard deviations from \( T_{\text{stddev}} \) (Lines 5–17). The remaining set of haplotypes is the minimal set of haplotypes that captures the phylogenetic signal in the population.

#### Algorithm 3 Backward elimination based on phylogenetic trees

**Input:** TopS : Set of top paths from all the source nodes in the graph from Algorithm 1

**Output:** \( \mathbf{H}_{\text{phy}} \) : Minimal set of haplotypes based on Phylogenetic Tree’s total tree length.

1. \((T_{\text{baseline}}, T_{\text{stddev}}) = \text{TREE-LENGTH}(\text{TopS}, 100) \)
2. Compute tree-length using 100 bootstrap runs over the TopS set of haplotypes and their stddev
3. \( C = \text{TopS} \setminus \emptyset \)
4. \( \text{Rem} = \emptyset \)
5. while \( T_{\text{change}} < 2 \cdot T_{\text{stddev}} \) do
6. \( M_{\text{cur}} = 0; \ T_{\text{min}} = -1e100 \)
7. for \( c \in C \) do
8. \( T_{\text{c}} = \text{TREE-LENGTH}(C \setminus c, 1) \)
9. if \( M_{\text{cur}} = |T_{\text{c}} - T_{\text{baseline}}| \)
10. \( T_{\text{min}} = M_{\text{cur}} \)
11. \( \text{Rem} = c \)
12. end if
13. end for
14. \( C = C \setminus \text{Rem} \)
15. \( T_{\text{change}} = T_{\text{min}} \)
16. end while
17. Return: \( C \)

#### 3.7 Simulated Data

The simulated datasets are generated using Bayesian Serial SimCoal Simulator (BayeSSC) [8, 1]. The simulator takes population parameters such as population size, mutation rates, and genome length as input and generates a hypothetical tree and corresponding set of haplotypes. We then use the set of haplotypes as the population from which we simulate error-free Illumina sequencing paired-reads using dwgsim (https://github.com/nh13/dwgsim). These reads are used as input to evaluate our proposed algorithm.

We generated 10 random populations containing seven haplotypes each (D1-D10, Table 1). We then simulated 7000 paired-reads with average read length of 150 bps. We also simulated populations containing viral haplotypes with longer length (4500 bp), at a higher mutation rate and varying number of haplotypes in the population (Datasets D11-D14, Table 1). We also simulate 100000 Illumina sequencing reads with average read length of 150 bps for datasets D11-D14. The mutation rates and population sizes chosen for simulation are those that are typically observed in viral populations.

#### 4 RESULTS AND DISCUSSION

We first evaluate Algorithm 1 on the simulated datasets (D1-D10). Each of the datasets contains 7 haplotypes of length 1200 base pairs. We used Algorithm 1 with \( L = 10 \) to generate top 10-paths per node from the De Bruijn graph. The penalty term \( p \) is set to 10 for all nodes in the graph. The number of paths generated by Algorithm 1 is a fraction of the total number of paths present in the De Bruijn
Table 1. Simulated datasets with varying # of haplotypes in a population

| Dataset | Mutation Rate, Population Size | Genome Length | # of haplotypes in population |
|---------|---------------------------------|---------------|-------------------------------|
| D1-D10  | $10^{-3}$, 5000                | 1200          | 7                            |
| D11     | $2 \cdot 10^{-6}$, 5000        | 4500          | 10                           |
| D12     | $2 \cdot 10^{-6}$, 5000        | 4500          | 7                            |
| D13     | $2 \cdot 10^{-6}$, 5000        | 4500          | 8                            |
| D14     | $2 \cdot 10^{-6}$, 5000        | 4500          | 13                           |

We next compare the results on datasets D1-D10 for the two formulations of backward elimination (BE), namely the maximum likelihood estimate, and the phylogenetic tree based BE. The phylogenetic tree based BE generates more haplotypes at convergence as compared to the maximum likelihood based method (Table 3). The maximum likelihood estimate completely recovers the true haplotypes with an exact sequence match for datasets D1, D5 and D9, while it recovers more than 5 haplotypes with exact sequence match in all ten datasets (numbers in brackets, Column 2 of Table 3). The phylogenetic tree based BE, however, recovers 0 – 4 out of seven haplotypes with exact sequence match in the ten datasets.

We investigate whether the haplotypes predicted by phylogenetic tree based BE capture the phylogenetic information present in the true set of haplotypes. We generate bootstrap neighbor-joining trees using the predicted haplotypes and the true set of haplotypes. Overall, the phylogenetic tree based BE recovers the phylogenetic information present in the viral population (Figure 1). Although the phylogenetic tree based BE recovers only 0-2 true haplotypes with an exact sequence match (numbers in bracket in Table 3) for datasets D1-D3, D5, D8, and D9, we can see the phylogenetic information of at least six haplotypes present in these populations are still recovered in the tree (Figure 1). In dataset D2, there are no predicted haplotypes for haplotype 5, while in dataset D3, there is no predicted haplotype corresponding to haplotype 6. Also for datasets D5 and D9, one of the true haplotypes is not recovered by the phylogenetic tree based method (haplotypes 4 and 1 respectively).

We observe similar trends for other datasets (D4, D6-D7, D10).

Datasets D11-D14 denote populations containing haplotypes of length 4500 bps and different number of unique haplotypes in the population (7-13). Algorithm 1 with $L = 35$ retains at most 0.5% of the total paths in graph (Table 2), significantly reducing our search space for the haplotypes in the viral population. The exact sequences of the true haplotypes are retained for all datasets by Algorithm 1 except for dataset D14, where the exact sequences of two haplotypes were not recovered.

We also compare our results to those obtained from the software ShoRAH [33], QuasiRecomb [29], and PredictHaplo [21]. Another tool for generating full length viral haplotypes HaploClique [28] was not evaluated as it is not supported. The number of paths predicted by the maximum likelihood formulation is closest to

Table 2. Comparison of total number of paths to paths generated in top $L$-paths

| Dataset | Total paths in the graph | Top $L$- paths algorithm $^a$ | # of True haplotypes present (# haplotypes in population) $^b$ |
|---------|--------------------------|-------------------------------|-------------------------------------------------------------|
| D1      | 4824                     | 69                            | 7(7)                                                        |
| D2      | 44299                    | 46                            | 7(7)                                                        |
| D3      | 325585                   | 51                            | 7(7)                                                        |
| D4      | 164387                   | 69                            | 7(7)                                                        |
| D5      | 6768                     | 86                            | 7(7)                                                        |
| D6      | 1665626                  | 42                            | 7(7)                                                        |
| D7      | 2423                     | 78                            | 7(7)                                                        |
| D8      | 8712                     | 96                            | 7(7)                                                        |
| D9      | 4895                     | 91                            | 7(7)                                                        |
| D10     | 1357                     | 100                           | 7(7)                                                        |
| D11     | 35389440                 | 661                           | 10(10)                                                      |
| D12     | 30720                    | 345                           | 7(7)                                                        |
| D13     | 995328                   | 416                           | 8(8)                                                        |
| D14     | 35389444                 | 517                           | 11(13)                                                      |

$^a$ Total # of paths obtained from the graph using Top $L$- paths algorithm (Algorithm 1), $L=10$ for D1-D10 and $L=35$ for D11-D14.

$^b$ The # of true haplotypes in the population that are retained by Algorithm 1. Number in bracket indicates total number of true haplotypes in the population.

Fig. 1. Neighbor-joining trees condensed at $>75\%$ generated from haplotypes predicted Phylogenetic tree based BE and the true haplotypes. True haplotypes: red colored circles, Predicted haplotypes: light blue colored squares. For most of the red circles, there are light blue colored squares in the same cluster.

We also compare our results to those obtained from the software ShoRAH [33], QuasiRecomb [29], and PredictHaplo [21]. Another tool for generating full length viral haplotypes HaploClique [28] was not evaluated as it is not supported. The number of paths predicted by the maximum likelihood formulation is closest to
the true number of haplotypes in all the datasets. The number of predicted haplotypes by ShoRAH range from 1 to 128 (Table 3). ShoRAH over-estimates the number of haplotypes present in the datasets in most cases and is not able to recover the correct number of haplotypes for any dataset. It is able to retain four of the true haplotypes in dataset D8, and retains less than two of the true haplotypes for eight out of ten simulated datasets. QuasiRecomb also over-estimates the number of haplotypes present in a population, although a large number of haplotypes are reported as low frequency variants (relative frequency in the population is less than $5 \cdot E^{-4}$, Table 3). PredictHaplo under estimates the number of haplotypes in the population. It recovers at least one correct in all datasets (except for D1 and D10).

We also investigate the phylogenetic relationships of the predicted haplotypes from all algorithms to the true set of haplotypes used for simulation. For dataset D2, we generate a bootstrap neighbor-joining phylogenetic tree using the true haplotypes and the predicted haplotypes from ShoRAH, QuasiRecomb, PredictHaplo, our maximum likelihood estimate, and the phylogenetic tree based BE method (Figure 2). The maximum likelihood formulation predicts haplotypes that cluster with each of the true haplotypes except haplotype 3 (Green colored squares in Figure 2). The phylogenetic tree based BE predicts a cluster of haplotypes representative of all seven haplotypes (light blue squares in Figure 2), while all other algorithms predict haplotypes related to haplotype 3. It is interesting to note that all three algorithms (ShoRAH, QuasiRecomb, and PredictHaplo) used haplotype 3 as the reference for mapping all the reads. As can be seen, all the predicted haplotypes from these methods are similar to haplotype 3. This shows that it is difficult to capture the phylogenetic information of the population from the reference-based methods used above, while the phylogenetic tree based BE method effectively captures it. Similar trends are observed on other datasets.

We next examine the likelihood landscape for the generative model based on the paired reads. In general, the maximum likelihood of observed paired-read counts given a set of haplotypes increases as the cardinality of the set of haplotypes decreases (Figure 3), suggesting that the datasets can be explained by a small set of haplotypes. For datasets D1 (Figure 3(a)) and D10 (Figure 3(d)), maximum likelihood is obtained for a set larger than 7 haplotypes (total number of true haplotypes in the dataset), while the rest of the datasets follow trends similar to datasets (Figures 3(b) and 3(c)). As no sets of less than six haplotypes can explain all the observed paired-node counts, we terminate the backward elimination algorithm below it. In five out of the ten datasets, the true haplotypes that were used for simulation are retained in the final maximum likelihood set of haplotypes, while for the remaining datasets, six out of seven true haplotypes are retained at convergence.

For datasets D11-D14, Algorithm I generates both full length and partial haplotypes. Even though the regions with low coverage breaks the assembly of full length haplotypes, Algorithm I retains the partial paths. As the paired relations set is violated for partial paths, it is not possible to recover a maximum likelihood estimate for datasets D11-D14.

The phylogenetic tree based BE method, though, can operate on the partial haplotypes, and generates a set of viral haplotypes representing the viral population. The phylogenetic tree based BE method produces the best set of results when compared to QuasiRecomb on for D11-D14 (Table 4). ShoRAH crashed repeatedly while running on these datasets. The number of haplotypes predicted by these algorithms is larger than the actual number of haplotypes in the dataset. PredictHaplo predicts one or two haplotypes for these datasets. PredictHaplo only predicts a single correct haplotype for dataset D12. Our algorithm generates the smallest set of haplotypes and also recovers the maximum number of true haplotypes from the population.

**Table 4. D11-D14: Comparison of number of haplotypes generated by Algorithm I Tree based Backward Elimination, and QuasiRecomb**

| Data set  | # of True Haplotypes | Phylogenetic tree based BE a | Quasi Recomb a | Quasi Recomb $\alpha > 0.0005$ a | Predict Haplo a |
|-----------|----------------------|-----------------------------|---------------|-----------------------------|----------------|
| D11       | 10                   | 233(5)                      | 8339(2)       | 81 (0)                     | 2(0)           |
| D12       | 7                    | 116(5)                      | 3324(3)       | 638(2)                     | 1(1)           |
| D13       | 8                    | 157(5)                      | 6328(3)       | 252 (2)                    | 2(0)           |
| D14       | 13                   | 176(10)                     | 1471(6)       | 249 (5)                    | 1(0)           |

a The # in brackets indicate the number of true haplotypes that are present amongst these haplotypes.
Table 3. Comparison of number of predicted paths by Algorithm 1, ShoRAH, and QuasiRecomb

| Dataset | Maximum likelihood BE | Phylogenetic tree based BE | ShoRAH | QuasiRecomb | QuasiRecomb $\alpha > 0.0005$ | PredictHaplo |
|---------|-----------------------|---------------------------|--------|-------------|-------------------------------|-------------|
| D1      | 7(7)                  | 10(1)                     | 61(0)  | 6063(3)     | 237(2)                       | 2(0)        |
| D2      | 7(5)                  | 9(2)                      | 8(0)   | 118(1)      | 76(1)                        | 1(1)        |
| D3      | 6(6)                  | 5(0)                      | 47(1)  | 225(1)      | 218(1)                       | 1(1)        |
| D4      | 6(6)                  | 19(3)                     | 18(2)  | 6176(2)     | 127(2)                       | 4(2)        |
| D5      | 7(7)                  | 11(0)                     | 128(1) | 4078(2)     | 420(1)                       | 1(1)        |
| D6      | 10(6)                 | 6(3)                      | 1(1)   | 4(1)        | 4(1)                         | 1(1)        |
| D7      | 6(6)                  | 23(4)                     | 67(0)  | 9999(0)     | 0(0)                         | 1(1)        |
| D8      | 7(5)                  | 10(1)                     | 26(4)  | 7093(2)     | 106(0)                       | 2(1)        |
| D9      | 7(7)                  | 19(0)                     | 49(0)  | 4846(3)     | 340(3)                       | 3(1)        |
| D10     | 11(7)                 | 31(2)                     | 8(1)   | 9996(0)     | 0(0)                         | 2(0)        |

*a The # in the bracket indicates the # of true haplotypes that are present in the predicted set with an exact match (See section 3.5)

*b The column lists the # of paths from QuasiRecomb that have an abundance in the population greater than 0.0005.

Fig. 3. Maximum Likelihood estimation using backward elimination. X-axis is the number of haplotypes present in the predicted set, Y-axis shows the maximum likelihood for any combination of predicted haplotypes of the size mentioned on x-axis.

We investigate whether the phylogenetic tree based BE recovers the phylogenetic signal in dataset D14. For this dataset, there were two haplotypes which were not recovered by Algorithm 1. We generate a bootstrap neighbor-joining tree using the 176 haplotypes predicted by phylogenetic tree based BE, the top 146 haplotypes predicted from QuasiRecomb, 13 true haplotypes, and one haplotype from PredictHaplo (Figure 4). The phylogenetic tree based BE predicts haplotypes close to all of the true haplotypes including the two haplotypes that were not captured by Algorithm 1. There is very low bootstrap support for the predicted haplotypes that form separate groups on the phylogenetic tree. The haplotypes predicted by QuasiRecomb cluster with few of the true haplotypes, but fail to capture haplotypes close to two of the true haplotypes.

5 CONCLUSIONS

We propose a polynomial time dynamic programming based approximation algorithm that generates a possible set of haplotypes constituting a viral population using paired-end sequencing data. We also propose two novel formulations for estimating the haplotypes present in a population: (i) backward elimination based on a phylogenetic tree total tree length and (ii) a maximum likelihood estimate of the viral haplotypes based on paired reads. We show that the approximation algorithm (Algorithm 1) is robust and retains true set of haplotypes on simulated datasets. Algorithm 1 generates both full length and partial haplotypes. As regions with low coverage would break the assembly of haplotypes, the algorithm retains the partial paths. The phylogenetic tree based BE formulation can operate on the partial paths to generate a set of viral haplotypes representing the viral population. The two proposed formulations can recover haplotypes that similar to the set of true haplotypes and are not biased by a reference sequence. The phylogenetic based formulation predicts a larger number of haplotypes compared to the true set of haplotypes, nevertheless, the phylogenetic information is retained in the predicted set of haplotypes.
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