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Abstract

Traditional appearance-based place recognition algorithms based on handcrafted features have proven inadequate in environments with a significant presence of dynamic objects – objects that may or may not be present in an agent’s subsequent visits. Place representations from features extracted using Deep Learning approaches have gained popularity for their robustness and because the algorithms that used them yield better accuracy. Nevertheless, handcrafted features are still popular in devices that have limited resources. This article presents a novel approach that improves place recognition in environments populated by dynamic objects by incorporating the very knowledge of these objects to improve the overall quality of the representations of places used for matching. The proposed approach fuses object detection and place description, Deep Learning and handcrafted features, with the significance of reducing memory and storage requirements. This article demonstrates that the proposed approach yields improved place recognition accuracy, and was evaluated using both synthetic and real-world datasets. The adoption of the proposed approach will significantly improve place recognition results in environments populated by dynamic objects, and explored by devices with limited resources, with particular utility in both indoor and outdoor environments.
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1. Introduction

Appearance-based place recognition is a crucial component of mapping, localization and navigation applications, which assist agents in their exploration of indoor and outdoor environments. By recognizing places, these agents can better plan their paths to a desired destination and/or correct errors when performing \textit{Simultaneous Localization and Mapping}
The importance of accurate and rapid visual place recognition is even more critical in situations where agents cannot rely on Global Positioning System (GPS) or other technologies to confirm that they are revisiting a place, such as in indoor environments. Image-based approaches have proven to be robust methods for recognizing places. When agents use appearance-based place recognition, they attempt to infer their location from matching information about their current environment, gathered by their visual sensors, with a database of information about previously-visited locations. State-of-the-art devices that use sophisticated methods for appearance-based place recognition have shown outstanding performance in mapping and localization tasks. Researchers have exploited the capabilities of these devices in a variety of applications, including indoor navigation.

Indoor and outdoor places alike are usually populated with dynamic objects, that is, objects that are not guaranteed to be present or in the same location in future observations of the place. A significant presence of these dynamic objects can cause traditional appearance-based place recognition algorithms to fail. In this article, we present a novel approach that improves the representation of places by augmenting traditional image-based place representation schemes with high-level visual information about dynamic objects. Approaches based on feature tracking can detect dynamic objects that are moving at the time of an agent’s observation, but the approach we present accommodates both moving and motionless dynamic objects.

Our approach produces the following contributions:

- conceptualization of the validity of a place representation based on the presence of dynamic objects. We describe how this notion of a valid place representation can be used to make efficiency improvements to traditional place recognition algorithms, and to measure the quality of an agent’s observation;
- classification of existing place recognition techniques into rigid or flexible depending on the malleability of their place representation;
- reduction in the size of the original representation used by suitable place recognition algorithms;
- reduction in the size of the database of places visited by an agent;
- reduction in the time required to match two places;
- improvement in the accuracy of place recognition in environments populated by dynamic objects.

This article is organized as follows: Section 2 discusses related work in appearance-based place recognition, object classification, and localization. Section 3 describes the proposed method to improve place representations. Section 4 explains how the proposed method can be incorporated in state-of-the-art place recognition algorithms. Section 5 presents an evaluation of the proposed approach.
2. Related Work

2.1. Appearance-based Place Recognition

Appearance-based place recognition approaches have substantially improved their effectiveness in the past few years, but there is still room for improvement. Early approaches were only capable of deciding whether an agent was visiting a particular room based on multiple images taken from multiple different viewpoints [5]. More recently, sophisticated approaches are capable of localizing an agent with great accuracy based on a single image that is associated with a pose of the agent, e.g., [6] [7] [8] [9] [10] [11] [12] [13] [14]. These latter approaches use sophisticated human-crafted feature detectors and descriptors to produce robust place representations. Lately, several feature detectors and binary descriptors, e.g., Learned Arrangements of Three Patch Codes (LATCH) [15], have been proposed that produce compact and precise representations in a fraction of the time required by traditional approaches like Scale Invariant Feature Transform (SIFT) [16] [17] and Speeded-Up Robust Features (SURF) [18]. A breakthrough in local feature detection occurred when Features from Accelerated Segment Test (FAST) [19], a corner detector that applies machine learning techniques, was developed. The development of FAST was inspired by the Univalue Segment Assimilating Nucleus (USAN) principle [20], which had already been used to quickly detect corners. Improvements to the FAST detector produced Adaptive and Generic Corner Detection Based on the Accelerated Segment Test (AGAST) [21], which uses a combination of generic decision trees instead of the environment-specific decision trees of the original FAST algorithm.

Along with the success of feature detection and description techniques, (e.g., FAST, AGAST, SIFT, and SURF), the development of Bags of Visual Words [22] [23] brought an efficient method for quantizing descriptors into “visual words” using a distance metric, e.g., Euclidean distance. A vector, the bag of visual words, can then represent the collection of visual words in an image. Matching images then becomes a problem of finding images that have the most similar arrangement of visual words. Several improvements to the bags of visual words approach have been proposed throughout the years, with the vocabulary tree being among the most successful [24]. FABMAP, a turning point in place recognition frameworks, used bags of words to perform place recognition by modeling the correlation of visual words in an agent’s observation [7]. Kejriwal et al. [25] proposed the use of an additional vocabulary of word pairs that has proven to be effective in dealing with the problem of perceptual aliasing.

More recently, the advent of binary descriptors made it easier to implement real-time place recognition applications, since these descriptors require orders of magnitude less construction time than approaches like SIFT and SURF. The BRIEF-Gist [8] approach to place recognition proved that using a very simple representation, composed of a very small number of Binary Robust Independent Elementary Features (BRIEF) [26] descriptors, could yield performance levels competitive with more sophisticated approaches, like FABMAP. Later, the Bags of Binary Words [6] approach showed how BRIEF descriptors could be quantized into visual words to efficiently and accurately recognize places. The BRIEF descriptor is not invariant to rotation and scale, but more sophisticated binary descriptors have been
proposed; e.g., Binary Robust Invariant Scalable Keypoints (BRISK) \cite{27}, Oriented FAST and Rotated BRIEF (ORB) \cite{28}, and Fast Retina Keypoint (FREAK) \cite{29}. The arrival of these more robust binary descriptors (some of them invariant to rotations and scale, and others more tolerant to slight changes in viewpoint and illumination), has made possible further developments in place recognition systems. Some approaches have included additional information to describe places. For instance, ABLE-S added depth information to the place representation in order to make it more robust \cite{13}.

In the past few years, following the success that Deep Artificial Neural Networks have had in image classification \cite{30,31}, appearance-based place recognition approaches have incorporated Deep Learning techniques with interesting results \cite{32}. For instance, approaches based on Convolutional Neural Networks (CNNs) have shown to be capable of achieving real-time place recognition with great accuracy \cite{33}. We expect that Deep Learning techniques will continue to permeate place recognition in the near future. However, handcrafted feature detectors and descriptors are still fast and efficient solutions for place recognition systems. Deep Learning approaches require massive datasets for training that are not usually available for new environments in which place recognition will be performed.

In this article, we combine both techniques, i.e., traditional handcrafted feature detection and description with Deep Learning-based detection of objects. As opposed to \cite{34}, in which the focus is on improving place recognition from within a CNN landmark-based framework, this article shows the inadequacy of approaches that rely on handcrafted feature detection and description, especially in environments with a significant presence of dynamic objects. Once the limitations of traditional approaches have been explained, we present effective solutions to overcome these limitations, and that can be used in devices with limited resources. Furthermore, we show that by identifying and proposing solutions to the deficiencies of traditional approaches, we can also introduce useful notions, such as the validity of a place representation discussed in Section 4.3.

2.2. Recognition of Dynamic Objects

The problem of identifying dynamic objects in an agent’s visual observation is essentially a problem of image classification. The goal of image classification is to assign a class to the whole image or a portion of it (the area that contains the detected object.) Traditionally, researchers have used handcrafted features to recognize objects. There have also been attempts at using biological inspired approaches, e.g., \cite{35}, to recognize and classify objects using saliency maps.

Image classification approaches have reached very high accuracy in their prediction results in the past few years. These successes in image classification have been driven by embracing Deep Learning approaches, exemplified in the drastic reduction of image classification error rates in the ImageNet competition \cite{31}. While handcrafted feature detection and description had been used in the past, those approaches have not been able to achieve an error rate in the single digits. On the other hand, Deep Learning approaches are currently reaching single digits in their error rate for this competition.

Deep Learning approaches are being used in sophisticated object detection and localization approaches. Among the most efficient and popular object detectors are unified,
single-shot detectors, e.g., \textit{You Only Look Once (YOLOv3)} \cite{redmon2017yolo9000,redmon2018yolov3} or \textit{Single-shot Detector (SSD)} \cite{liu2016ssd}, and two-stage detectors, e.g., \textit{Region-based CNN (R-CNN)}, \textit{Fast R-CNN} \cite{girshick2015fast}, and \textit{Faster R-CNN} \cite{ren2015faster}. Nowadays, object detection can be accomplished in real-time and with great accuracy.

Object recognition has also been discussed in the context of the growing interest for the construction of \textit{semantic maps}, that is, maps that include high level information about places in addition to geometrical or topological information. Object recognition has been used in conjunction with other techniques, including place recognition, and it is often considered as an important step in the construction of semantic maps \cite{thrun2005probabilistic,thrun2006probabilistic}.

3. Combining Place Recognition and Dynamic Object Detection

This article addresses the limitations of traditional appearance-based place recognition approaches that have proved inadequate to assist agents recognize a previously visited place if the environment is densely populated by dynamic objects. Our focus is on agents that capture monocular images that may contain dynamic objects, i.e., objects that do not have a fixed position in a place, such as a cyclist or pedestrian, or an object that appears or disappears in the observation of a place from one visit to the next, such as a parked car. The next time that an agent visits the place, these dynamic objects may not be present or may be occupying a different space in the captured image. This unpredictability in the presence of dynamic objects can negatively affect traditional place recognition algorithms because features extracted from dynamic objects corrupt place representations. For instance, the presence of dynamic objects may change a set of features extracted from the observations of the same place between visits. Additionally, the features extracted from dynamic objects may generate different geometric arrangements, negatively affecting additional verification steps.

Most place recognition algorithms use \textit{pose-based} representations, that is, places are represented by a multiset, \( pr \), of \( n \) descriptors, \( v_i, i = 1, 2, ..., n \), that are produced by an algorithm that extracts and describes salient features detected in the observation of each place, when the agent is at a particular pose:

\[
pr = (v_1, v_2, ..., v_n).
\] (1)

For instance, one version of the place recognition algorithm \textit{BRIEF-Gist} \cite{low2015brieff gist} represents a place with a single \textit{BRIEF} descriptor generated from a predetermined keypoint at the center of a downsampled image. Each place representation is of size one ( \(| pr_i | = 1 \)), and there is no guarantee that the single descriptor has not been generated from pixels that are part of a dynamic object in the scene. Another place recognition algorithm, \textit{FABMAP} \cite{kummerle2009fabmap}, on the other hand, uses a vector of \textit{visual words}. Each of these words are quantized descriptors that collectively represent a place. Hence, the definition of a pose-based place representation above is a generalization of the representation used by different approaches to place recognition.

The hypothesis this article confirms is that for the purposes of place recognition, an ideal representation of a place must only include descriptors generated from visual features
that can be reliably observed the next time an agent visits the place. That is, a place representation should not incorporate descriptors that are “dirty,” i.e., that describe, at least in part, dynamic objects present in the agent’s observation.

It is important to understand how dynamic objects affect descriptors in the place representation, which has the ultimate effect of corrupting the ideal representation of a place. We define the extent of the descriptor \( v \) as the set of pixels, \( \{p_1, \ldots, p_n\} \), in the original image, \( I \), that were used to generate the descriptor of a detected local feature (Equation 2). The pixels in the extent of the descriptor may be used either directly or after being transformed; e.g., when applying a filter to the original image. Depending on the algorithm used to generate the descriptor, its extent may include the feature keypoint.

\[
\text{extent}(v) = \{p_1, \ldots, p_n \mid \{p_1, \ldots, p_n\} \in I, FD(\{p_1, \ldots, p_n\}) \rightarrow v\},
\]

(2)

where \( FD \) is the procedure (e.g., SIFT, SURF, FREAK, ORB) that takes a set of \( n \) pixels (usually located around the detected keypoint) as input and produces a descriptor, \( v \). For instance, the ORB descriptor compares pairs of pixels in the vicinity of the keypoint to generate a binary descriptor.

We classify each of the pixels in the original image as being part of either dynamic or static objects. If the extent of the descriptor \( v_i \) includes a pixel that belongs to a dynamic object, then we say that \( v_i \) belongs to class \( \text{DC} \), the class of descriptors that are affected by dynamic objects. Otherwise, \( v_i \) belongs to the class \( \text{SC} \), that is, the class of descriptors that are generated only from pixels that lie in static objects in the original image. Hence, \( pr \) is the finite, pairwise disjoint multiset that contains the union of \( \text{DC} \) and \( \text{SC} \).

\[
pr = \text{DC} \cup \text{SC}.
\]

(3)

It may not always be effective to classify as member of \( \text{DC} \) a descriptor whose extent contains just a few pixels in dynamic objects. We can relax the definition of \( \text{DC} \) by defining a sensitivity threshold which indicates the proportion of the extent of the descriptor that is affected by dynamic objects, i.e., the pixels that belong to dynamic objects. This threshold can be used to control how sensitive membership in \( \text{DC} \) is. That is, if the proportion of pixels in the extent of descriptor, \( v_i \), that are in a dynamic object exceeds the sensitivity threshold, then the descriptor, \( v_i \), belongs to \( \text{DC} \).

In the following section, we use the ideas in the paragraphs above to classify popular place recognition algorithms based on their place representations. Next, we show how our proposed approach overcomes the limitations of traditional place recognition algorithms in environments highly populated by dynamic objects. We evaluate our approach using the improved version of the algorithm. Later in 4.2, we discuss how to use Deep Learning-based object detectors and common properties in feature descriptors, e.g., they tend to be isotropic, to quickly estimate which descriptors belong to \( \text{DC} \).

4. Incorporating Dynamic Objects into Place Recognition Algorithms

We begin by first classifying which place recognition algorithms are suitable for our approach. For example, there are some place recognition approaches where applying our
Table 1: Examples of place recognition algorithms and our classification of their respective place representations.

| Approach                  | Place Representation |
|---------------------------|----------------------|
| FABMAP [7]                | FLEXIBLE             |
| BRIEF-Gist [8]            | RIGID                |
| SeqSLAM [9]               | RIGID                |
| Bags of Binary Words [6]  | FLEXIBLE             |
| Cooc-Map [10]             | FLEXIBLE             |
| COVISMAP [11]             | FLEXIBLE             |
| SMART [12]                | RIGID                |
| ABLE-S [13]               | RIGID                |
| Fast-SeqSLAM [14]         | RIGID                |

The proposed approach will improve their place representation, and thus their performance, in environments populated by dynamic objects. However, other place recognition systems cannot avoid being negatively affected by dynamic objects; further, some systems offer no mechanism by which we can take into account information from dynamic objects present in the agent’s observation. We classify place representations used in place recognition algorithms as either rigid or flexible. We consider a place representation to be rigid when the representation does not allow an easy modification to remove the impact of dynamic objects present in the place. On the other hand, we consider a place representation to be flexible if it directly allows modification by incorporating information about dynamic objects observed by the agent. Table 1 lists a few popular place recognition approaches and how we classified the type of place representation that they use. For example, we classified both BRIEF-Gist [8] and ABLE-S [13] as rigid because the position of the keypoint(s) and the pixels that will be sampled to construct the descriptor (the extent of the descriptor) are predetermined. That is, because the underlying algorithm relies on each of these descriptors with predetermined locations, we cannot remove any descriptors, even if we determine them to be in DC.

On the other hand, the Bags of Binary Words approach proposed by Gálvez-López et al. [6] is one example from Table 1, in which it is possible to modify the place representation to take into account the presence of dynamic objects. We chose to extend this approach for the evaluation of our proposal. The following paragraphs present a summary of Gálvez-López’s Bags of Binary Words framework.

### 4.1. Bags of Binary Words

This approach was the first to use binary descriptors with the Bag of Visual Words paradigm. At first, this approach used the BRIEF descriptor, but there have also been implementations that use ORB descriptors [28], which have the benefit of being rotation invariant, something that BRIEF lacks.
In the *Bags of Binary Words (BoBW)* paradigm, first, a vocabulary tree is built from the discretization of the binary descriptor space. The final structure, a hierarchical tree, allows for efficiently matching place representations (i.e., bags of visual words). By using binary descriptors and the Hamming distance, *BoBW* is capable of reducing the computation time required for matching bags of visual words by one order of magnitude compared to the time required by other popular approaches, e.g., [7] and [11].

The *Bags of Binary Words* uses an *inverted index*, a common structure used in *Bag of Visual Words* approaches, to quickly find images where a particular word is present. Galvez-Lopez et al. augment this index to include the weight of the word in the image, thus, the inverted index stores pairs $<t, v_i^t>$, that is, word $w_i$ is present in the description (bag of words used to represent a place) of image $I_t$ and $v_i^t$ is the weight of the visual word $w_i$ in $I_t$,

\[ i : \{<t, v_i^t>| w_i \in bag(I_t)\}. \tag{4} \]

In addition to the inverted index, Galvez-Lopez et al. also introduce a direct index to store a reference to the features extracted from the image. This index plays an important role when checking for geometrical consistency. Using this index, Galvez-Lopez et al. can quickly access a subset of the features of the candidate image, and together with the features from the query image, they compute a fundamental matrix using *Random Sample Consensus (RANSAC)*[43]. The direct index is used to avoid comparing all the features in the pair of images when verifying for geometrical consistency.

Galvez-Lopez et al. use a $L_1$-score (Equation 5) to measure the similarity between two binary bags of words, $v_1$ and $v_2$:

\[
s(v_1, v_2) = 1 - \frac{1}{2} \left| \frac{v_1}{|v_1|} - \frac{v_2}{|v_2|} \right| \tag{5} \]

This score is a scaled version of the score proposed by Nister et al. in their seminal paper about creating hierarchical trees of words [24].

### 4.2. Determining Whether a Descriptor is Affected by Dynamic Objects

To determine whether a descriptor, $v_i \in pr$, is a member of $DC$, the first step is to identify the areas occupied by dynamic objects in the image. A fast object detector, e.g., *YOLO* [37], could be used to obtain the approximate area occupied by a dynamic object in real time. The object detector produces bounding boxes that roughly enclose the detected dynamic objects; with these boxes, we can determine approximately whether a descriptor is affected by a dynamic object above the *sensitivity* threshold. A naive approach consists of modifying the feature description algorithm to take into account the information provided by the bounding boxes, and check whether the proportion of the extent of the affected descriptor exceeds the *sensitivity* threshold. Of course, in the case of some complex feature descriptors, modifying the algorithm in this way may dramatically increase computational costs.

Another approach is to use heuristics that take advantage of common properties of feature descriptor algorithms. For example, many feature descriptor algorithms sample locations in
an isotropic manner around the feature keypoint. Hence, one heuristic is that if the keypoint is located inside the bounding box of a dynamic object, we can conclude that approximately 25% of the extent of the descriptor is affected by dynamic objects. This heuristic gives us a useful approximation that allows us to assign all descriptors with keypoints inside a bounding box to the DC class when the sensitivity threshold is set to $\frac{1}{4}\|\text{extent}(v)\|$. Another heuristic for when the sensitivity threshold is set to $\frac{1}{2}\|\text{extent}(v)\|$ uses the distance, $r$, from the keypoint to the furthest sampled point. If the keypoint is inside the bounding box and the distance from the keypoint to each of the corners of the box is greater than $r$, we can conclude that the proportion of the extent of the descriptor that is affected by dynamic objects is approximately above the sensitivity threshold.

**IMPROVING PLACE REPRESENTATIONS**

Figure 1 illustrates the steps taken to improve a place representation. The procedure receives a list of dynamic objects of interest to be detected in the captured images. Using the information from the object detector, place representations are modified to reduce the impact of descriptors that are affected by dynamic objects.

![Diagram](image)

Figure 1: Diagram of how incorporating the proposed procedure improves a place representation by taking into account high-level information from dynamic objects.

4.3. Valid Place Representation and Efficiency Improvements

Two or more observations of the same place in the real world can result in several different place representations. One reason is that these images may contain dynamic objects, which may alter the representation of the place, resulting in alternative representations. Ideally,
once an agent has captured a digital image of a place, the generated representation should be robust enough to allow the agent to match it with a representation of a future observation of the place. Incorporating high-level information about dynamic objects when generating a place representation allows us to define the concept of a valid place representation,

$$\text{isValid}(pr_i) = \begin{cases} 
\text{true} & \left|prs_i\right| > \text{placeThreshold}, \\
prs_i = pr_i - DC, \\
i.e., \forall v \in prs_i \rightarrow v \in SC, \\
\text{false} & \text{otherwise}.
\end{cases} \quad (6)$$

A valid place representation is one that contains a number of descriptors from the class $SC$ that is above a threshold, $\text{placeThreshold}$. That is, all of these descriptors in the place representation have an extent below the sensitivity threshold defined in Section 3.

Traditional place recognition algorithms do not discriminate between observations. They attempt to find a match in the database for each new observation, even when these observations produce a place representation with a small number of descriptors. What is worse is that, as we have mentioned in this article, traditional place recognition algorithms do not take into account that despite the number of descriptors in a place representation, some of those descriptors may be generated from dynamic objects, hence misrepresenting the place in question. Having bad quality place representations in the database increases its size and makes the system inefficient. Let us discuss next some examples of how the notion of a valid place representation may help a system overcome the limitations of traditional approaches, making the place recognition system more efficient.

We can use the important notion of a valid place representation to implement at least two kinds of efficiency improvements to our place recognition systems. First, we can avoid the costly procedure of attempting to match a place if its representation has been deemed invalid. Second, an agent can also decide not to store invalid place representations, resulting in reduced storage requirements. Further, by leaving only descriptors that belong to the class $SC$ in the place representation, the size of individual place representations may be reduced. These reductions together result in a smaller database, which is crucial for applications that are designed to explore large environments. A smaller database is also important for applications that run in devices with limited capabilities. Comparing two place representations that have been reduced in size also improves the time required to compute the matching score; that is, the score that will be used to decide whether or not an agent is revisiting a place.

5. Evaluation

5.1. Experimental Configuration

The proposed approach was evaluated using a Dell Precision 5510 workstation running Ubuntu 16.04LTS with 8GiB of RAM, an Intel Core i7-6700HQ processor, and an Nvidia
Quadro M1000M GPU. Two datasets we used in the evaluation, one with synthetic images (Synthia dataset [44]), and the other containing real-world images (Málaga dataset [45]).

We used the SYNTHIA-RAND-CVPR16 subset of the Synthia dataset, which is a collection of a set of photo-realistic frames taken every 10 meters as an agent moves in a virtual city. For each position, several frames are randomly generated using different configurations (illumination and textures), including a variation in the presence of different classes of dynamic objects. Figure 2 shows an example of the frames that correspond to one particular virtual location. In our evaluation with this dataset, we used the images from the front camera, which is a subset of 4,485 images. We configured our system for the high-level detection of the following dynamic objects: cars, trucks, motorcycles, bicycles (either moving or parked), and people (either standing in the sidewalks or walking). In the case of the real world images from the Málaga dataset, we used 17,300 images of subset #10 that were captured at 20 frames per second in 865 seconds by a vehicle moving through the Spanish city of Málaga.

We used the vocabulary of binary words created from ORB descriptors by Mur-Artal et al. [46], and the implementation of Bags of Binary Words, DBoW2, by [6]. We tested our approach with several configurations of the object detection, place representation, and place recognition parameters; see Table 2. For the configurations that required geometric verification, we used the default values in the DBoW2 library.

The approximation of the space occupied by dynamic objects in an image is obtained from an object detection algorithm. For our evaluation, we used the You Look Only Once (YOLO) algorithm [37]. We modified the images to have an aspect ratio of 1:1 by cropping the sides from the center. Then we applied YOLO with pre-trained weights trained with the COCO dataset [47] to the squared RGB images. YOLO provides us with localization information (coordinates of the center of the object, width, height) and a confidence value of each detected dynamic object in real-time. Other methods may provide more accurate information about the detected dynamic objects, but they usually cannot be applied in real time.

| Parameter                  | Values                                    |
|----------------------------|-------------------------------------------|
| ORB Keypoints              | 300, 500, 1000, 1500, 2000                |
| Geometric verification     | Disabled, level 0, Exhaustive check       |
| YOLO Confidence Threshold  | 0.10, 0.20, 0.30, 0.40                    |
| Sensitivity Threshold      | 25%                                       |

Table 2: Configuration parameters for the evaluation.

5.2. Problem Formulation

In our evaluation, we considered the scenario in which an agent has already captured observations of several configurations for each place. What occurs when the agent is given a new representation of a place? Can the agent match the representation to one of the other
representations of the same place in the database? The problem is illustrated in Figure 3. Our goal was to compare the performance of the traditional Bag of Binary Words method and our extended version that incorporates the information about dynamic objects.

5.3. Results

Figure 4 shows a comparison of the original Bags of Binary Words algorithm and the extension with our proposed method. On the right is a picture of the current observation of the agent; in the middle, the two columns are the candidates returned by each version of the algorithm. The left column shows the candidates returned by the original approach, while on the right are the ones returned by the our approach that incorporates information about detected dynamic objects. The first candidate from our approach shows a correct prediction, even though the cars that are parked on the street are different from one observation to the next. The original approach fails to return a good match due to the presence of dynamic objects. The blue circle indicates that our approach has also passed the geometric verification. On the far right is the approximation of the dynamic objects detected in the observation.

Table 3 shows a comparison of the results obtained by the original (BoBW) approach and the proposed extended approach using dynamic objects to improve the place representation (BoBW + DO). This table shows how taking into account information about dynamic objects...
Figure 3: The agent has to identify other place representations associated with the place observed in the query image.

objects improves the recognition results in all the configurations in which the BoBW-only recognition accuracy is more than about 30%. When we further limit our analysis to those images with a minimum level of coverage by dynamic objects (10%, 20% and 30%), our proposed approach performs much better than BoBW-only approach as the percentage of dynamic objects in the images increases. The table shows only a subset of the results, with YOLO’s confidence set to 0.20. Additional details are available in [48] and on a website that we have created to share our progress and additional findings. Figure 5 shows a visualization of the results in which it is clear that in most configurations, as the percentage of the area of the image that is covered by dynamic objects increases, the performance of our approach yields better place recognition than the Bags of Binary Words approach without incorporating dynamic object detection. These improvements confirm the significance of our approach: incorporating high level information about dynamic objects improves the performance of existing place recognition algorithms in environments highly populated by dynamic objects. The place recognition accuracy improves significantly for images with a greater percentage of the area covered by dynamic objects. For instance, as shown in table 3, when using 2000 ORB features, and geometric verification at level 1, the proposed approach produces an improvement of 43.12% on the place recognition accuracy on images with more

1www.assistiverobot.org/dynamicObjects
I believe the image represents an academic paper discussing place recognition in the presence of dynamic objects. The text is too small to read clearly, but it seems to involve a comparison between different methods for recognizing places in dynamic environments. The table and figure likely demonstrate the performance of these methods, with the goal of improving recognition rates in the presence of moving objects.

**Table 3: Place recognition results for the original Bags of Binary Words (BoBW) algorithm and our extended approach (BoBW + DO). Incorporating information about dynamic objects improves the recognition rate in all the configurations in which the recognition rate is greater than about 30%.**
Figure 5: Percentage of correct place recognition in the Synthia dataset. Red triangles correspond to the original Binary Bags of Words algorithm; green dots are the results when incorporating information from dynamic objects. Each row represents the approximate number of features extracted from each image (approximately 300, 500, 1000, 1500 and 2000), each column represents the degree of geometric verification used (no geometric verification, geometric verification at level 1, and exhaustive geometric verification). As the percentage of the area of the image that is covered by dynamic objects increases, the performance of our approach yields better place recognition.

Figure 6 shows a comparison of the databases generated after processing the Synthia dataset.
dataset. The proposed approach generates much smaller databases for all configurations. For instance, setting the number of maximum ORB keypoints to 300 and disabling geometric verification results in a reduction of 21.1% from the original size of the database, from 94.36 MB to 74.44 MB. When the geometric verification uses level 0 of the vocabulary tree, the reduction is 23.9% from the original size of the database (from 209 MB to 159 MB). In the configuration that uses a maximum of 1500 ORB keypoints and no geometric verification, the reduction is 21% from the original size, saving 84.5 MB of storage space.

Reducing the size of places representations has an additional positive effect in the time required for the place recognition algorithm to find matches in the database. Figure 7 shows a comparison of the time required to match places by the original approach (BoBW) and our extension (BoBW + DO). Our approach decreases this required time by several milliseconds depending on the selected configuration. However, our approach requires the costliest object detection step. This step took an average of 66 milliseconds per image, which includes resizing the image to 416x416 to meet the object detector requirements. The average time to detect objects is expected to decrease to ≈ 22 milliseconds per image when no image resizing is needed.

5.4. Real-World Dataset Insights

The Málaga urban dataset provides additional insights into the behavior of the proposed approach. Some segments of the route used for our evaluation were revisited by the agent after just a few seconds from the previous visit. With such a short timespan between visits, many dynamic objects remained in the same place, thus behaving more like static objects. For instance, most of the cars that appeared parked in the first visit were also spotted in the following visits as illustrated in Figure 8.
Figure 7: Place recognition times. Red lines correspond to the original Bags of Binary Words approach; green lines correspond to our extended approach. The graphs on the left correspond to the configuration that uses $\approx 300$ ORB features, while the graphs on the right correspond to the configuration that uses $\approx 1500$ ORB features. The first row does not use geometric verification, while the second row does. Dashed lines represent the average time for each method.

This characteristic is not unique to the Málaga urban dataset. Other subsets of popular datasets, e.g., Kitti dataset, present similar characteristics as illustrated in Figure 9, which shows how when the agent revisits a place 306.08 seconds later, it encounters dynamic objects that have not moved at all. The evaluation with the Málaga dataset confirms that the proposed approach thrives in applications where there is an expectation that the agent is exploring a highly dynamic environment, or when enough time has passed to allow for dynamic objects to behave as such. In this dataset, all 17,300 images were captured in a short amount of time, in a little more than 14 minutes. Traditional place recognition algorithms that do not incorporate information about dynamic objects will include in their place representations the descriptors that were affected by dynamic objects, but since the agent revisits the place in a very short amount of time, these descriptors are not really affected by the presence of dynamic objects, thus contributing to the matching of the place.

Despite the fact that the agent revisited some places in the Málaga dataset in a very short time, and thus, reducing the benefits of taking into account the presence of dynamic objects in observations, the proposed approach detected the same number of loop closures. There is a total of 5 loops in subset #10 of the Málaga dataset. All of the closures for these loops were correctly detected by both the original BoBW approach and our extension, BoBW-DO, that takes into account dynamic objects. This is illustrated in Figure 10.

As it was also expected and as illustrated in Figure 11, using the proposed approach
Figure 8: Dynamic objects behaving as static objects in the Málaga dataset. A-B and C-D: Several of the dynamic objects detected during the first visit, e.g., cars parked on the street, remain in the same place until the next visit of the agent, behaving as static objects.
resulted in a smaller database. The proposed approach produces similar recognition results while greatly reducing storage resources from the system. The proposed approach generates much smaller databases for all configurations. For instance, setting the number of maximum ORB keypoints to 1500 and enabling exhaustive geometric verification, there is a reduction of 14.3% from the database generated by BoBW, from 1705 MB to 1462 MB. When the geometric verification uses level 0 of the vocabulary tree, the database size is reduced by 14.1%, from 3687 MB to 3166 MB.

6. Conclusions and Future Work

Appearance-based place recognition approaches are still plagued by several challenges that are rooted in the complexity of the real world and the limitations of visual sensors. One of those challenges is the intermittent presence of dynamic objects. In this article, we have presented an approach to reduce the negative impact of dynamic objects in place representations.

As explained in this article, the proposed approach introduces several benefits to place recognition, including the reduction of storage requirements while improving recognition
Figure 10: Comparison of place recognition matches found by the original (left) and proposed (right) approaches. The extended approach detected the same loop closures as the original algorithm. The path traversed by the vehicle is in blue, while the places that have been correctly recognized when revisited are in red. Each loop closure in the subset of the Málaga dataset is indicated with an arrow.
accuracy. The proposed approach can be used to improve the performance of suitable existing place recognition algorithms in environments where there is an expectation of a great presence of dynamic objects.

We have classified traditional place recognition algorithms into having flexible or rigid representations. We have concluded that algorithms with flexible place representations would experience performance improvements by incorporating high-level information from dynamic objects into their place representations. Our evaluation uses the state-of-the-art Bags of Binary Words algorithm [6]. In the future, we anticipate applying our approach to other suitable algorithms to further substantiate the significance of this approach.

Modifying place representations based on the presence of dynamic objects in the observations may not generalize well to applications in which an agent will revisit the environment in a very short amount of time, primarily because most of the dynamic objects may have not moved since the previous visit, e.g., cars parked on the street. Figure 8 from the Málaga dataset and Figure 9 from the Kitti dataset illustrate these kinds of situations.

Future work will also explore improvements in the approximation of the area covered by the detected dynamic objects maintaining the requirement of running in real-time. This improvement will result in a more precise identification of the proportion of the extent of the descriptor that is affected by dynamic objects and in further improvement to the resultant place representation.

Finally, we expect that information about dynamic objects could have additional applications. For example, this information could allow navigation modules to plan paths that avoid areas where there is a tendency toward a high presence of dynamic objects. The information about dynamic objects could also be used to determine the kind of place that an agent is visiting, which could also enrich navigation applications.
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