What’s That Noise? Interpreting Algorithmic Interpretation of Human Speech as a Legal and Ethical Challenge
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Introduction

The prospect of speech analysis by means of technologies based on natural language processing (NLP) lies in the anticipated ability of algorithms to hear what humans cannot. The premise is that even experienced psychiatrists dedicating their full attention to the patient cannot be expected to pick up on all the granular signals that might be present in the patient’s speech or to utilize the complex relationships between those signals. Because of the limitations inherent in human data processing capacities, potentially useful information in patient speech might just be “noise” to the psychiatrist. As such, it might not be perceived as carrying meaningful information that can be used in a clinical assessment of the patient. NLP-based models can be implemented into clinical decision support systems (NLP-CDS) and give psychiatrists “hearing aid,” thus improving assessments through automated analysis of acoustic as well as semantic features of the patient’s speech.

However, NLP-based speech analysis in psychiatry invokes some of the most salient legal and ethical challenges that are known from the more general discourse around artificial intelligence (AI). Automated speech recognition systems have been suggested to perform disparately across ethnic groups, and machine learning (ML) algorithms are likely to reflect historical biases when they are applied to natural language. Moreover, currently available methods for interpretation of complex ML/NLP systems appear to be inadequate as a means of detecting potentially discriminatory behavior.

Can Algorithmic Inferences From Speech Be Accounted for?

In the scholarship of law and moral philosophy, concerns about the impact of AI systems on privacy and equality have been framed not only as relating to the outputs produced by AI systems, but also as relating to the sometimes unverifiable and inappropriate inferences that might be drawn through the process of algorithmic learning and reasoning. Such inferences can invoke a sense of privacy violation and lead to potential discrimination, if the implication is that the system relies on factors that would normally be seen as inappropriate (ie, “protected characteristics” under nondiscrimination law, eg, racial or ethnic origin, or sexual orientation).

In light of the legal/ethical discourse, one challenge for NLP in psychiatry is to ascertain whether a system makes potentially inappropriate inferences during training. In other words, how does one translate the “noises” that only algorithms can hear? Privacy interests suggest that the existence of sensitive inferences should be made transparent, regardless of whether they lead to discriminatory outcomes. One important task for further research in the field should be to explore the extent to which NLP has similar capabilities as deep learning systems for medical image analysis—a recent study suggests that standard deep learning models can be trained to predict patients’ self-identified ethnicity from medical images which radiologists deem as not containing any information about ethnicity. The study arguably reinforces the concern about inappropriate inferences in AI-driven radiology, and the finding may be transferrable also to NLP. The implication is that it might be possible for a neural network to use ethnicity (or other protected characteristics) as a predictive factor in contexts where physicians would not consider it or even be aware of it. Especially if training data reflect a historic tendency to over-diagnose an ethnic minority, it seems possible that the algorithm might use ethnicity as a shortcut to racially biased assessments. Due to current limitations in AI interpretability, it will probably be difficult to dissect algorithmic inferences in NLP-based speech analysis models and provide a complete account of the noises they hear. NLP developers...
and researchers should nonetheless strive to understand the prevalence and implications of inappropriate inferences, for example, by experimenting to see which protected characteristics learning algorithms can be trained to predict in a dataset. Such efforts could enhance transparency and lay the groundwork for the consideration of safeguards against inappropriate algorithmic inferences.

**Beyond Input- and Output-Oriented Approaches**

Current efforts to evaluate and mitigate undesirable biases typically employ input-oriented measures, ie, measures that restrict the information in training data or rely on other data governance measures, and output-oriented measures, eg, monitoring the output distribution for biases against vulnerable groups. As explained by Palaniyappan, it is established that linguistic markers that are known to have predictive value in psychiatric assessments are correlated with both social and biological features of a person. However, there is limited knowledge of how the speech patterns detected by complex and potentially opaque NLP algorithms correlate with protected characteristics such as ethnicity or sexual orientation. In the present issue, Cohen et al note that there has been little evaluation of systematic biases from factors such as demographic, cultural, linguistic, and other individual differences, which are often correlated with protected characteristics. The authors are optimistic about the possibility of detecting and addressing such biases. To address biases, input- and output-oriented approaches should be encouraged. However, those approaches alone can only provide minimal understanding of why the distribution of outcomes is the way it is. If algorithmic inferences are not understood as such, transparency will remain limited, and tension will endure between privacy interests and the use of AI systems. Improved understanding of the inferences drawn by complex AI systems should, therefore, be a priority in further research.

Further down the line, it might be feasible to implement inference-oriented safeguards alongside input- and output-oriented measures. At least, if an assessment is made of which protected characteristics it might be possible for an NLP model to infer, that assessment can be used to guide and optimize the use of input- and output-oriented measures. For example, if it is discovered that algorithms can predict patient ethnicity in a dataset where all information deemed by human data processors to reveal ethnicity has been removed, this could indicate that information-restriction measures should be abandoned for that dataset, while the use of output-oriented measures focusing on ethnic minorities should be intensified.

**Emerging Legal Requirements**

In recent years, global international organizations such as the OECD and the WHO have addressed known concerns relating to AI systems in their guidelines and policy recommendations, which lay down more or less common principles to promote “human-centric” and “trustworthy” AI. In the EU, those principles are about to become binding legal requirements for developers and users, as the EU Commission has proposed the first comprehensive regulatory framework for AI (the AI Act). The AI Act subjects NLP-CDS systems to the requirement that their operation shall be “sufficiently transparent to enable users to interpret the system’s output and use it appropriately” (Article 13). The soft wording of this requirement leaves room for debate around what is sufficient and appropriate, but the proposed law does not seem to require that a comprehensive explanation must be provided of how the system “reasons” or of the logic it applies. Recital 47 to the AI Act’s preamble provides that AI systems should be accompanied by documentation containing concise and clear information in relation to possible risks to fundamental rights. The WHO’s guidance on AI states that AI developers should be aware of possible biases and the potential harms associated with them. While it is an open question exactly what information NLP developers will need to disclose in the documentation, an account of suspected algorithmic inferences would contribute to the understanding of potential harms from biases and, consequently, possible risks to fundamental rights.

The EU’s proposed AI Act further requires “human oversight” measures (Article 14) which shall enable natural persons to “fully understand the capacities and limitations” of the system. The demand for human oversight is reflected also in the WHO guidance, where it is stated that humans should remain in “full control” of medical decisions. Similarly, the OECD stresses the need to ensure that AI systems have a “capacity for human determination,” through the implementation of safeguards which shall be “appropriate to the context and consistent with the state of the art.” There is reason to expect that WHO and OECD guidance, as well as the EU AI Act, will influence future legislative processes globally. Outside of the EU, there is currently little AI-specific legislation (in the United States, a 2019 bill proposing a federal Algorithmic Accountability Act received media attention but has not moved forward). In high-stakes medical decision making, the emerging legal requirements could mean that developers and users will be legally obligated to employ frameworks such as the “human-in-the-loop” methodologies which Chandler et al advocate for, in the present issue. The approaches that are suggested therein appear to be particularly promising in terms of avoiding deployment of models that underperform when applied to minority groups, by combining input- and output-oriented measures. As a next step to address issues beyond those that are caused by unequal representation in training data, and to enhance understanding of the capacities and limitations of NLP, the feasibility of developing inference-oriented approaches to NLP should also be explored.
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