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Abstract. Stochastic reaction networks (SRNs) provide models of many real-world networks. Examples include networks in epidemiology, pharmacology, genetics, ecology, chemistry, and social sciences. Here, we model stochastic reaction networks by continuous time Markov chains (CTMCs) and pay special attention to one-dimensional mass-action SRNs (1-d stoichiometric subspace). We classify all states of the underlying CTMC of 1-d SRNs. In terms of (up to) four parameters, we provide sharp checkable criteria for various dynamical properties (including explosivity, recurrence, ergodicity, and the tail asymptotics of stationary or quasi-stationary distributions) of SRNs in the sense of their underlying CTMCs. As a result, we prove that all 1-d endotactic networks are non-explosive, and positive recurrent with an ergodic stationary distribution with Conley-Maxwell-Poisson (CMP)-like tail, provided the state space of the associated CTMCs consists of closed communicating classes. In particular, we prove the recently proposed positive recurrence conjecture in one dimension: Weakly reversible mass-action SRNs with 1-d stoichiometric subspaces are positive recurrent. The proofs of the main results rely on our recent work on CTMCs with polynomial transition rate functions.

1. Introduction

Many real-world phenomena can be modelled as reaction networks. Examples include networks in epidemiology [11], pharmacology [12], ecology [17], and social sciences [29], as well as gene regulatory networks [14], chemical reaction networks [18], signalling networks [28], and metabolic networks [31]. For example, the number of individuals infected with some contagion in a population might be modelled by $S + I \rightarrow 2I$, $I \rightarrow R$, where $S$ denotes a susceptible individual, $I$ an infected and $R$ a recovered individual.

Noise is ubiquitous. The dynamics of the species composition in a reaction network might therefore be modelled as a continuous time Markov chains (CTMCs) with an intensity for each reaction to occur. This applies in particular when the species counts are low [9]. Alternatively, it might be modelled deterministically in terms of ordinary differential equations (ODEs), when the species abundances are high and noise is averaged out [18].

This paper aims to contribute to the theory of stochastic reaction networks (SRNs), especially in dimension one. In our context, CTMCs are associated with an SRN on the ambient space $\mathbb{N}_0^d$, where $d$ is the number of species. To understand the dynamics of such CTMCs, it is important to understand the decomposition of $\mathbb{N}_0^d$ into communicating classes. Subsequently, one might decide whether a CTMC is recurrent, transient, explosive, or extinct on a particular class. In general this decomposition seems difficult to achieve, and even in concrete cases, it might be hard to disentangle open classes from closed classes. When the stoichiometric subspace of the SRN is one-dimensional, we provide an explicit full classification for all sorts of communicating classes (Theorem 3.2).

We next turn towards dynamical properties (e.g., explosivity, recurrence, ergodicity, quasi-ergodicity) of the CTMCs associated with an SRN. This has been a topic of recent interest.
For example, complex-balanced mass-action SRNs have been shown to be non-explosive, using novel sufficient conditions for non-explosivity of CTMCs [5]. Indeed, the mechanism for SRNs to be explosive (or non-explosive) is largely unknown [5]. To help fill this gap, we provide a necessary and sufficient condition for non-explosivity of mass-action SRNs with one-dimensional stoichiometric subspace. This is accomplished in terms of four parameters, that provide threshold criteria for (non-)explosivity of SRNs (Theorem 4.4).

Another topic of prime importance is ergodicity, which generally guarantees the well-posedness of a SRN model. A scalable computational sufficient condition for ergodicity of essential SRNs has been proposed, and applied to gene regulatory networks [22]. Similar results have recently been established for ergodicity of quasi-stationary distributions (QSDs) for extinct SRNs [23]. Again, for mass-action SRNs with one-dimensional stoichiometric subspace, we provide a sharp criterion for ergodicity as well as quasi-ergodicity (Theorem 4.4), also in terms of the four aforementioned parameters.

Complex-balanced SRNs are weakly reversible and positive recurrent with an ergodic Poisson product-form stationary distribution [6, 5]. For the extended class of weakly reversible reaction networks, positive recurrence as well as exponential ergodicity has been showcased in some cases [7, 3, 8]. It is conjectured that all weakly reversible mass-action SRNs are positive recurrent, as an analogue of the celebrated Global Attractor Conjecture for deterministic function (i.e., the maximal integer $\leq x \geq a$ is a common (positive) divisor of all $x$, if it is a common (positive) divisor of all $y \geq a$). Moreover, let $A$ be the set of integers, $\mathbb{Z}$ exists. Not all subsets of $\mathbb{Z}$ numbers, respectively. Let $A$ and $\text{cl}(A)$ be the closure of $A$, respectively. For a non-empty subset $A \subseteq \mathbb{Z} \cap \mathbb{R}_{>0}$, we say $A$ is a finite set if $A \subseteq \mathbb{N}_0$ and $\text{cl}(A) = \{x \in \mathbb{N}_0 : x \geq y \text{ for some } y \in A\}$ be the closure of $A$. A set $A$ is the minimal set of a set $B \subseteq \mathbb{N}_0$ if $A$ consists of all elements $x \in B$ such that $x \not\geq y$ for all $y \in B \setminus \{x\}$. In particular, $A$ is finite and $\text{cl}(A) = \text{cl}(B)$ [35].

Let $f$ and $g$ be non-negative functions defined on an unbounded set $A \subseteq \mathbb{R}_{>0}$. We denote $f(x) \lesssim g(x)$ if there exists $C, N > 0$ such that $f(x) \leq Cg(x)$ for all $x \in A, x \geq N$, that is, $f(x) = O(g(x))$, since $f$ is non-negative. Here, $O$ refers to the standard big O notation.

2.1.1. Greatest common divisor. For $x, y \in \mathbb{Z}^d, x \neq (0, \cdots, 0)$, we say $x$ is a (positive) divisor of $y$, if there exists $a \in \mathbb{Z} (a \in \mathbb{N})$, such that $y = ax$. For $A \subseteq \mathbb{Z}^d, x$ is a common (positive) divisor of $A$, if it is a common (positive) divisor of all $y \in A$. Moreover, $x$ is the greatest common divisor (gcd) of $A$, denoted gcd($A$), if $x$ is a common divisor of all other common divisors of $A$, and the first non-zero coordinate of $x$ is positive. Hence, gcd($A$) is unique, if it exists. Not all subsets of $\mathbb{Z}^d$ have a gcd (or even a common divisor), e.g., $A = \{(1, 2), (2, 1)\}$. 

2.Preliminaries

2.1. Notation. Let $\mathbb{R}, \mathbb{R}_{>0}, \mathbb{R}_{>0}$ be the set of real, non-negative real, and positive real numbers, respectively. Let $\mathbb{Z}$ be the set of integers, $\mathbb{N} = \mathbb{Z} \cap \mathbb{R}_{>0}$ and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$.

For $a \in \mathbb{R}$, let $[a]$ be the ceiling function (i.e., the minimal integer $\geq a$), and $\lfloor a \rfloor$ the floor function (i.e., the maximal integer $\leq a$). For $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$, define:

$\widehat{x}_j = (x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_d)$.

For $x, y \in \mathbb{R}^d$, let $\|x\|$ denote the $\ell_1$-norm of $x$, $(x, y)$ the inner product of $x$ and $y$, and $x \geq y$ (similarly, $y \leq x, x > y, y < x$) if it holds coordinate-wise. Furthermore, let $xZ + y = \{z \in \mathbb{R}^d \mid z = xn + y, n \in \mathbb{Z}\}$. For a non-empty subset $A \subseteq \mathbb{N}_0$, let $\text{cl}(A) = \{x \in \mathbb{N}_0^d : x \geq y \text{ for some } y \in A\}$ be the closure of $A$. A set $A$ is the minimal set of a set $B \subseteq \mathbb{N}_0^d$ if $A$ consists of all elements $x \in B$ such that $x \not\geq y$ for all $y \in B \setminus \{x\}$. In particular, $A$ is finite and $\text{cl}(A) = \text{cl}(B)$ [35].

Let $f$ and $g$ be non-negative functions defined on an unbounded set $A \subseteq \mathbb{R}_{>0}$. We denote $f(x) \lesssim g(x)$ if there exists $C, N > 0$ such that $f(x) \leq Cg(x)$ for all $x \in A, x \geq N$, that is, $f(x) = O(g(x))$, since $f$ is non-negative. Here, $O$ refers to the standard big O notation.
Indeed, a non-empty set $A \subseteq \mathbb{Z}^d \setminus \{(0, \ldots, 0)\}$ is contained in a line, if and only if $\gcd(A)$ exists [35].

For $x \in \mathbb{Z}^d$, let $\gcd(x) = \gcd\{x_j : j = 1, \ldots, d\} \in \mathbb{N}$.

2.1.2. Lattice interval. For $x, y \in \mathbb{N}_0^d$, denote by $[x, y]$ the lattice line segment in $\mathbb{N}_0^d$ from $x$ to $y$, referred to as the (closed) lattice interval between $x$ and $y$. Similarly, $[x, y)_1 = [x, y] \setminus \{y\}$.

For $d = 1$, $[x, y]$ is the set of integers from $x$ to $y$, and analogously for $[x, y]_1$.

Moreover, for a non-empty subset $A \subseteq \mathbb{N}_0^d$ on a line, if $A$ is not perpendicular to the axis of the first coordinate, then the elements in $A$ are comparable with respect to the order induced by the first coordinate, denoted $\leq_1$. Let $\min_1 A$ and $\max_1 A$ be the unique minimum and maximum induced by the order.

2.2. Markov chains. Let $Q$ be a conservative $Q$-matrix on $\mathbb{N}_0^d$ with entries $q_{x,x'}, x, x' \in \mathbb{N}_0^d$ [30]. Let $\Omega = \{x' - x : q_{x,x'} > 0 \text{ for some } x, x' \in \mathbb{N}_0^d\}$ be the set of jump vectors, and define the transition rate functions by

$$\lambda_\omega: \mathbb{N}_0^d \to [0, +\infty), \quad \lambda_\omega(x) = q_{x,x+\omega}, \quad x \in \mathbb{N}_0^d, \quad \omega \in \Omega.$$

A state $x' \in \mathbb{N}_0^d$ is one-step reachable from $x \in \mathbb{N}_0^d$ if $q_{x,x'} > 0$. A state $x' \in \mathbb{N}_0^d$ is reachable from $x \in \mathbb{N}_0^d$ (or equivalently, $x$ leads to $x'$), denoted by $x \rightarrow y$, if there exists a sequence of states $x^{(j)}$, $j = 1, \ldots, m$ for some $m \in \mathbb{N}_0$, such that $x = x^{(1)}$ and $x' = x^{(m)}$, and $x^{(j)}$ is one-step reachable from $x^{(j-1)}$, $j = 2, \ldots, m$. In particular, $x$ is reachable from itself. A state $x$ communicates with $x'$, if $x \rightarrow x'$ and $x' \rightarrow x$. Hence, ‘communicates’ defines an equivalence relation on $\mathbb{N}_0^d$, and partitions $\mathbb{N}_0^d$ into communicating classes. A non-empty subset $E \subseteq \mathbb{N}_0^d$ is closed if $x \in E$ and $x \rightarrow x'$ implies $x' \in E$. A set is open if it is not closed. A state $x$ is absorbing (escaping) if $\{x\}$ is a closed (open) class. An absorbing state $x$ is neutral if $x$ is not reachable from any other state $x' \neq x$, and otherwise, it is trapping. A non-singleton communicating class is an irreducible component (IC). A closed IC is a positive irreducible component (PIC), while an open IC is a quasi-irreducible component (QIC). Any singleton communicating class is either an absorbing state (neutral or trapping), or an escaping state.

Let $\mathbb{N}, \mathbb{T}, \mathbb{E}, \mathbb{P}$, and $Q$ be the (possibly empty) set of neutral states, trapping states, escaping states, positive irreducible components and quasi-irreducible components for $Q$, respectively.

A CTMC $(Y_t)_{t \geq 0}$ with initial state $Y_0 = x$ is explosive at $x$ if it jumps infinitely many times in finite time with positive probability, and is non-explosive at $x$ otherwise. Furthermore, $(Y_t)_{t \geq 0}$ is recurrent (positive or null recurrent), or transient on a PIC according to the standard meanings of the terms [27].

Let $\tau_\partial = \inf\{t > 0 : Y_t \in \partial\}$ be the entrance time of $(Y_t)_{t \geq 0}$ into a set of states $\partial \subseteq \mathbb{Y}$. We say, $(Y_t)_{t \geq 0}$ has certain absorption into $\partial$ if $\tau_\partial < \infty$ almost surely for all $Y_0 \in \partial^c = \mathbb{Y} \setminus \partial$. Moreover, the process associated with $(Y_t)_{t \geq 0}$, conditioned to be never absorbed, is called a $Q$-process [13]. A probability measure $\nu$ on $\partial^c$ is a quasi-stationary distribution (QSD) of $(Y_t)_{t \geq 0}$ if for all $t \geq 0$,

$$\mathbb{P}_\nu(Y_t \in A | \tau_\partial > t) = \nu(A), \quad A \subseteq \partial^c,$$

where $\mathbb{P}_\nu$ is the conditional probability measure such that $Y_0 \sim \nu$.

A probability measure $\pi$ on $\mathbb{N}_0^d$ is a stationary distribution if $\pi$ is a non-negative equilibrium of the so-called master equation [19]:

$$0 = \sum_{\omega \in \Omega} \lambda_\omega(x - \omega)\pi(x - \omega) - \sum_{\omega \in \Omega} \lambda_\omega(x)\pi(x), \quad x \in \mathbb{N}_0^d,$$

where $\lambda_\omega(x)$ is set to zero if $x \notin \mathbb{N}_0^d$.

2.3. Stochastic reaction networks. A reaction network is a triplet of finite nonempty sets $(\mathbb{S}, \mathbb{C}, \mathbb{R})$, where:

- $\mathbb{S} = \{S_j\}_{j=1}^d$ is a set of symbols, termed species;
- $\mathbb{C}$ is a set of linear combinations of species on $\mathbb{N}_0$, termed complexes; and
• \( \mathcal{R} \subseteq C \times C \) is a set of reactions, such that \((y, y') \not\in \mathcal{R} \). A reaction \((y, y')\) is denoted \( y \rightarrow y' \). The complex \( y \) is called the reactant and \( y' \) the product.

We assume every species is in some complex and every complex is in some reaction. Hence, we identify \( \mathcal{R} \) with the reaction network as \( \mathcal{S} \) and \( C \) can be found from \( \mathcal{R} \). The species are ordered such that \( \mathcal{S} \) is identified with \( \{1, \ldots, d\} \) and the complexes are identified with vectors in \( \mathbb{N}_0^d \), for instance, for \( d = 3 \), the complex \( S_1 + 2S_3 \) is expressed as \((1, 0, 2)\). The pair \((C, \mathcal{R})\) forms a digraph in \( \mathbb{N}_0^d \) referred to as the reaction graph.

A stochastic reaction network (SRN) is a pair \((\mathcal{R}, K)\), consisting of a reaction network \( \mathcal{R} \) and a kinetics \( K = (\eta_{y \rightarrow y'})_{y, y' \in \mathcal{R}}, \) where \( \eta_{y \rightarrow y'} : \mathbb{N}_0^d \rightarrow \mathbb{R}_{\geq 0} \) is the rate function of \( y \rightarrow y' \), expressing the propensity of the reaction to occur. A special kinetics is stochastic mass-action kinetics,

\[
\eta_{y \rightarrow y'}(x) = \kappa_{y \rightarrow y'} \prod_{i=1}^d x_i(x_i - 1) \ldots (x_i - y_i + 1) = \kappa_{y \rightarrow y'} x_{y_i}^w, \quad x = (x_1, \ldots, x_d),
\]

where the latter equality is a definition. Hence, for \( x \in \mathbb{N}_0^d \), \( \eta_{y \rightarrow y'}(x) \) is positive if and only if \( x \geq y \).

For an SRN \((\mathcal{R}, K)\), define a \( Q \)-matrix on \( \mathbb{N}_0^d \) by

\[
q_{x, x'} = \sum_{y \rightarrow y' \in \mathcal{R} : y - y' = x' - x} \eta_{y \rightarrow y'}(x), \quad x, x' \in \mathbb{N}_0^d.
\]

The set \( \Omega = \{y' - y : y \rightarrow y' \in \mathcal{R}\} \) is the set of jump vectors of \( Q \), called the set of reaction vectors in the present context. The \( Q \)-matrix defines a decomposition of \( \mathbb{N}_0^d \) into communicating classes and into the sets \( N, T, E, P, \) and \( Q \), see Section 2.2.

Finally, we recall some important types of reaction networks well-studied in the literature [16, 20]. A reaction network is weakly reversible if the reaction graph is a finite union of strongly connected components. A larger class of reaction networks, which includes weakly reversible reaction networks [20], is endotactic networks (see Appendix A for definition and some properties). A subclass is strongly endotactic networks. Strongly endotactic deterministic mass-action reaction networks are permanent [20]. In contrast, strongly endotactic stochastic reaction networks with mass-action kinetics may be transient or explosive [4].

3. Structural classification of SRNs

In this section, we investigate the relationship between the structure of the reaction graph of an SRN and the structure of the corresponding \( Q \)-matrix. This relationship does not rely on the specific kinetics provided the kinetics fulfils a mild condition. Specifically, for an SRN \((\mathcal{R}, K)\) with \( K = (\eta_{y \rightarrow y'})_{y, y' \in \mathcal{R}}, \) we assume the following condition:

\((H1)\) For \( y \rightarrow y' \in \mathcal{R}, \) \( \eta_{y \rightarrow y'}(x) > 0 \) if and only if \( x \geq y, x \in \mathbb{N}_0^d \).

In particular, stochastic mass-action fulfils \((H1)\). Furthermore, the assumption ensures the ambient space \( \mathbb{N}_0^d \) is invariant [10], and that the partitioning of \( \mathbb{N}_0^d \) into communicating classes is independent of the kinetics, subject to \((H1)\).

\((H2)\) \( \dim \mathbb{S} = 1 \).

From \((H2)\), the greatest common divisor of \( \Omega \) exists, \( \omega^* = (\omega_1^*, \ldots, \omega_d^*) = \gcd(\Omega) \), see Section 2.1.1. Note that \( \omega^* \) may not be in \( \Omega \). Let \( \omega^{**} = \gcd(\{\omega_1^*, \ldots, \omega_d^*\}) \).

Let \( \mathcal{R}_\pm = \{y \rightarrow y' \in \mathcal{R} : \pm (y' - y) \cdot \omega^* > 0\} \) be the sets of positive and negative reactions, respectively. Then \( \mathcal{R} = \mathcal{R}_+ \cup \mathcal{R}_- \) provides a decomposition of \( \mathcal{R} \) into two subnetworks. To avoid trivial dynamics (like pure-birth or pure-death processes), we assume

\((H3)\) \( \mathcal{R}_- \neq \emptyset \) and \( \mathcal{R}_+ \neq \emptyset \).

\((H4)\) \( \omega^* \in \mathbb{N}_d \).
There are no infinite ICs when \((H4)\) fails, and hence the dynamics can be classified by known means [15]. We are interested in the dynamics of CTMCs on infinite state spaces associated with an SRN, assuming \((H1)-(H4)\). For regularity, we impose a simplifying assumption:

\((H5)\) For each species in \(S\), we assume its stoichiometric coefficient changes in at least one reaction.

By \((H2)\) and \((H5)\), \(\omega_j^* \neq 0\) for all \(j = 1, \ldots, d\). If there are species not fulfilling assumption \((H5)\), then their numbers are constant in time (as the stoichiometric coefficients are unchanged). These numbers might be ‘absorbed’ into the reaction rate constants, thereby allowing the results stated below to be applied even if \((H5)\) fails.

**Definition 3.1.** \((\mathcal{R, K})\) is essential if \(N_0^d = N \cup P\), and extinct if \(P = \emptyset\).

Consequently, an SRN can be essential, extinct, or neither essential nor extinct. For an essential SRN, its ambient space consists of closed communicating classes. In contrast, for an extinct SRN, all states are transient or neutral. When an SRN is neither essential nor extinct, the ambient space \(N_0^d\) contains both PICs and open communicating classes (i.e., escaping states or QICs).

Let \(\mathcal{I}\) (inputs) and \(\mathcal{O}\) (outputs) be the set of reactants and products, respectively. For \(\omega \in \Omega\), let \(I_\omega\) be the minimal set of the reactants \(\{y: y \rightarrow y' \in \mathcal{R}, y' - y = \omega\}\), and \(O_\omega = \mathcal{I}_\omega + \omega\) the minimal set of products. By the definition of a minimal set, we have
\[
\bigcup_{\omega \in \Omega} I_\omega \subseteq \mathcal{I}, \quad \text{cl}(\mathcal{I}) = \bigcup_{\omega \in \Omega} \text{cl}(I_\omega), \quad \bigcup_{\omega \in \Omega} O_\omega \subseteq \mathcal{O}, \quad \text{cl}(\mathcal{O}) = \bigcup_{\omega \in \Omega} \text{cl}(O_\omega).
\]

Let \(S \subseteq \mathbb{R}^d\) be the stoichiometric subspace of an SRN \((\mathcal{R, K})\), that is, the linear span of the reaction vectors. For \(c \in N_0^d\), define the (stochastic) stoichiometric compatibility class (SCC) of \(\mathcal{R}\) as
\[
L_c = (S + c) \cap N_0^d.
\]
These classes are translational invariant:
\[
L_c = L_{c'}, \quad \text{if} \quad c - c' \in S \quad \text{and} \quad L_c \cap L_{c'} = \emptyset, \quad \text{if} \quad c - c' \notin S.
\]

Let \(T_c = T \cap L_c\), and let \(P_c, Q_c\), etc, be defined analogously.

We further characterize the decomposition of the ambient space \(N_0^d\). Define the set of reactants and products for the positive and negative subnetworks, respectively:
\[
\mathcal{I}_\pm = \{y: y \rightarrow y' \in \mathcal{R}_\pm\}, \quad \mathcal{O}_\pm = \{y': y \rightarrow y' \in \mathcal{R}_\pm\}.
\]
Furthermore, for \(c \in N_0^d\), let
\[
K_c = L_c \cap \left( (\text{cl}(\mathcal{I}_+) \cap \text{cl}(\mathcal{O}_-)) \cup (\text{cl}(\mathcal{I}_-) \cap \text{cl}(\mathcal{O}_+)) \right),
\]
which is independent of the choice of \(c\) due to translational invariance of \(L_c\). Any state in \(K_c\) can reach another state by a forward jump and be reached from some other state in \(K_c\) by a backward jump, and vice versa. Recall the definition of lattice interval \([x, y]\) as well as \(\min\) and \(\max\) in Section 2.1.2. Let
\[
c_* = \min K_c, \quad \text{and} \quad c^* = \max K_c,
\]
so that \(K_c \subseteq [c_*, c^*]_{\mathbb{Z}}\). Furthermore, for \(c \in N_0^d\), the following parameters are used to characterize sets of states of different types on \(L_c\):
\[
i(c) = \min L_c \cap \text{cl}(\mathcal{I}), \quad i_+(c) = \min L_c \cap \text{cl}(\mathcal{I}_+),
\]
\[
o(c) = \min L_c \cap \text{cl}(\mathcal{O}), \quad o_-(c) = \min L_c \cap \text{cl}(\mathcal{O}_-).
\]
By definition, \(c_* \geq \max\{i(c), o(c)\}\).
The next result provides a detailed characterization of the relevant sets assuming ($\mathbf{H5}$).
In the statement below, $\frac{\omega}{\omega}$ for $x, y \in \mathbb{R}^d$, refers to the proportionality constant of $x$ and $y$, which exists due to the assumptions made, see Section 2.1.1.

**Theorem 3.2.** Assume ($\mathbf{H1}$)-($\mathbf{H4}$). Then for every $c \in \mathbb{N}^d$,

$$c_* = \max \{i_+(c), o_-(c)\}, \quad c^* = (c_1^*, \ldots, c_d^*) := +\infty, \quad \text{with } c_j^* = +\infty, \quad j = 1, \ldots, d,$$

and $K_c = [c_*, c^*]_1 = P_c \cup Q_c$ consists of all ICs on $L_c$, while $L_c \setminus K_c$ is the union of singleton communicating classes, composed of

$$N_c = \left\{\min_1 L_c, \ldots, \min_1 \{i(c), o(c)\} - \frac{1}{\omega^{**}}\right\}, \quad T_c = \left\{o(c), \ldots, i(c) - \frac{1}{\omega^{**}}\right\},$$

$$E_c = \left\{i(c), \ldots, \max_1 \{i_+(c), o_-(c)\} - \frac{1}{\omega^{**}}\right\}.$$ 

Furthermore, the following hold:

1. If $\#T_c = 0$, then $Q_c = \emptyset$, and

$$P^*_c = \omega^* N_0 + o_-(c) + s \frac{1}{\omega^{**}} \omega^*, \quad s = 0, \ldots, \omega^{**} - 1,$

are the PICs;

2. If $\#T_c \geq \omega^{**}$, then $P_c = \emptyset$, and

$$Q^*_c = \omega^* N_0 + i_+(c) + s \frac{1}{\omega^{**}} \omega^*, \quad s = 0, \ldots, \omega^{**} - 1,$

are the QICs;

3. If $0 < \#T_c < \omega^{**}$, then

$$Q^*_c = \omega^* N_0 + o_-(c) + s \frac{1}{\omega^{**}} \omega^*, \quad s = 0, \ldots, i_+(c) - o_-(c) - 1,$$

are the QICs, and

$$P^*_c = \omega^* N_0 + o_-(c) + s \frac{1}{\omega^{**}} \omega^*, \quad s = i_+(c) - o_-(c), \ldots, \omega^{**} - 1,$$

are the PICs.

In any case, there are $\omega^{**}$ PICs and QICs in total.

**Proof.** We apply [35, Theorem 3.13,Corollary 3.15]. The expression of $K_c$ follows from [35, Theorem 3.13]. The expressions of $c_*$ and $c^*$, as well as those of $N_c$, $T_c$, and $E_c$ follow from [35, Corollary 3.15]. It suffices to verify the expressions of ICs in the three different cases. As in [35], define the following sets,

$$\Sigma^+_c = \left\{1 + \frac{v - c}{\omega^*} \omega^{**} - \left[\frac{v - c}{\omega^*}\right] \omega^{**} : v \in T_c\right\},$$

$$\Sigma^-_c = \left\{1 + \frac{v - c}{\omega^*} \omega^{**} - \left[\frac{v - c}{\omega^*}\right] \omega^{**} : v \in \{i(c), \ldots, o(c) + \omega^{**} - \frac{1}{\omega^{**}}\}\right\}.$$ 

Since for $\left[\frac{v - c}{\omega^*}\right] \in \mathbb{N}_0$,

$$1 \leq 1 + \frac{v - c}{\omega^*} \omega^{**} - \left[\frac{v - c}{\omega^*}\right] \omega^{**} = 1 + \frac{v - c}{\omega^*} \omega^{**} \text{ mod } \omega^{**} < 1 + \omega^{**},$$

and we have $\Sigma^+_c \cap \Sigma^-_c = \emptyset$, $\Sigma^+_c \cup \Sigma^-_c = \{1, \ldots, \omega^{**}\}$, and $\#\Sigma^+_c = \min\{\#T_c, \omega^{**}\}$. If $o(c) < i(c)$, these conclusions follow easily; if $o(c) \geq i(c)$, then $\Sigma^-_c = \emptyset$, and the conclusions follow.

According to [35, Corollary 3.15], it follows that

$$\omega^* \left(\left[N_0 + \left[c_* - c - \frac{k}{\omega^*} \omega^*\right]\right] + \frac{k - 1}{\omega^{**}} \omega^* + c = \left\{\begin{array}{ll} P^*_c, & k \in \Sigma^+_c, \\ Q^*_c, & k \in \Sigma^-_c. \end{array}\right\}$$
are the disjoint PICs and the disjoint QICs, respectively, of \((\Omega, \mathcal{F})\), in the terminology of [35]. Consequently,
\[
\bigcup_{k \in \Sigma_c^+ \cup \Sigma_c^-} (P_c^{(k)} \cup Q_c^{(k)}) = L_c \setminus (N_c \cup T_c \cup E_c) = [c_* \in [1 = K_c = \frac{\omega^*}{\omega**} N_0 + c_*].
\]
Since, for \(k \in \mathbb{Z}\),
\[
c_* \leq \omega^* \left[ \frac{c_* - c - \frac{k-1}{\omega^*} \omega^*}{\omega**} \right] + \frac{k-1}{\omega**} \omega^* + c < \omega^* + c_*,
\]
then we might state (3.2) as
\[
P_c^{(k)} = \left( \omega^* Z + \frac{k - 1}{\omega**} \omega^* + c \right) \cap \left( \frac{1}{\omega**} \omega^* N_0 + c_* \right), \quad \text{for } k \in \Sigma_c^-;
\]
\[
Q_c^{(k)} = \left( \omega^* Z + \frac{k - 1}{\omega**} \omega^* + c \right) \cap \left( \frac{1}{\omega**} \omega^* N_0 + c_* \right), \quad \text{for } k \in \Sigma_c^+.
\]

We show that the expressions given for \(P_c^{(k)}, Q_c^{(k)}\) correspond to those given for \(P_c^*, Q_c^*\) in the three cases, by suitable renaming of the ICs. First, note that \(T_c = \emptyset\) if and only if \(o(c) \geq 1 \in (c)\). From \(o(c) \leq 1 \in (c) < 1 \in (c) := \min_1 L_c \cap \text{cl}(\mathbb{Z})\) and \(o(c) \geq 1 \in (c)\), we have \(i(c) = i_+(c) \leq 1 \in (c)\), which yields \(c_* = o_-(c)\). Consequently, \(\Sigma_c^+ = \emptyset\) and \(Q_c = \emptyset\). This proves the expression for \(P_c^*\) in (1).

Otherwise, if \(o(c) < 1 \in (c)\), then \(o(c) < 1 \in (c) < 1 \in (c) := \min_1 L_c \cap \text{cl}(\mathbb{O}_+)\), which implies that \(o(c) = o_-(c) < 1 \in (c)\). Hence, \(c_* = i_+(c)\). If \#T_c \geq \omega**\, then \(P_c^* = \emptyset\), which proves the expression for \(Q_c^*\) in (2). It remains to prove the last case. If \(0 < \#T_c < \omega**\), then \#T_c = \#\Sigma_c^+, and for every \(v \in T_c\),
\[
Q_c^{(k)} = (\omega^* Z + v) \cap \left( \frac{1}{\omega**} \omega^* N_0 + c_* \right),
\]
with \(k = 1 + \frac{\kappa \omega^*}{\omega**} \omega^* - \left[ \frac{\kappa \omega^*}{\omega**} \omega^* \right] \in \Sigma_c^+\). If \(i(c) = i_+(c)\), then using the above equation and \(o(c) = o_-(c)\), the expression for \(Q_c^*\) in (3) follows directly, and the remaining ICs must be PICs. Finally, we show \(i(c) < 1 \in (c)\) is impossible, which concludes the proof. Assume oppositely that \(i(c) < 1 \in (c)\). Then, \(i(c) = i_+(c)\), \(T_c = \{ o_-(c), \ldots, i_+(c) - \frac{1}{\omega**} \omega^* \}\), and \(i_+(c) \in E_c\). This implies one can jump from the state \(i_+(c)\) (smallest state for which a backward jump can be made) leftwards to a state \(x \leq i_+(c) - \omega^* < o_-(c)\). The latter inequality comes from \(0 < \#T = \frac{(c) - o(c)}{\omega**} < \omega**\) and \(o(c) = o_-(c)\). However, this implies \(x \in N_c\), which is impossible.

The total number of PICs and QICs follows from \(\Sigma_c^+ \cup \Sigma_c^- = \{1, \ldots, \omega**\}\). The indexation follows from \(c_* = \max_1 \{ i_+(c), o_-(c) \}\) in the two case (1) and (3). Also, the inequality \(i_+(c) < 1 \in (c)\) \(o_-(c) + \omega^*\) follows straightforwardly in these two cases. It remains to check it is not fulfilled in case (2). In that case, \#T_c = \#\Sigma_c^+ \geq \omega**\ by assumption, hence \(i_+(c) \geq\)
\[
o(c) + \omega^* = o_-(c) + \omega^*\), and the conclusion follows.

4. Threshold Dynamics

For ease of statements, we define dynamical properties of an SRN in terms of its underlying CTMCs.

**Definition 4.1.** For \(c \in \mathbb{N}_0^q\), we say an SRN \((\mathcal{R}, K)\)

(i) is non-explosive (explosive) on \(L_c\) if every CTMC with initial state in \(P_c \cup Q_c\) is so,

(ii) is (positive/null) recurrent (transient) on \(L_c\) if \(P_c \neq \emptyset\) and all CTMCs on PICs of \(P_c\) are so,

(iii) is (exponentially) ergodic on \(L_c\) if \(P_c \neq \emptyset\) and all CTMCs on PICs of \(P_c\) have (exponential) ergodic stationary distributions,
(iv) admits extinction events a.s. on $L_c$ if $Q_c \neq \emptyset$ and every CTMC with initial state in $Q_c$ has certain absorption into $T_c \cup E_c$.
(v) is (uniformly) (exponentially) quasi-ergodic on $L_c$ if $Q_c \neq \emptyset$ and all CTMCs have (uniformly) (exponential) ergodic QSDs on QICs of $Q_c$.
(vi) is not quasi-ergodic on $L_c$ if $Q_c \neq \emptyset$ and no CTMCs have ergodic QSDs on any QIC of $Q_c$.

The definitions exclude the possibility that an SRN is explosive on one communicating class within some SCC, while non-explosive on another communicating class in the same SCC, or that it is ergodic on one PIC while not on another PIC is the same SCC, and so on. This is due to the fact that the dynamics is characterized by parameters that are insensitive to the concrete class but not its type (as long as it is in the same SCC), see below.

Let $R = \max_{y \to y' \in \mathbb{R}} \|y\|_1$ be the order of an SRN $(R, K)$, where we for convenience assume $K$ is stochastic mass-action kinetics [10]. The following parameters are well defined in terms of directional limits under (H2), for any $c \in \mathbb{N}_0^d$:

$$\alpha_c = \lim_{x_1 \to \infty} \frac{\sum_{y \to y' \in \mathbb{R}} K_{y \to y'} x_1^R (y'_1 - y_1)}{x_1^R},$$

$$\beta_c = \lim_{x_1 \to \infty} \frac{\sum_{y \to y' \in \mathbb{R}} K_{y \to y'} x_1^R (y'_1 - y_1) - \alpha_c x_1^R}{x_1^{R-1}} - \frac{1}{2} \lim_{x_1 \to \infty} \frac{\sum_{y \to y' \in \mathbb{R}} K_{y \to y'} x_1^R (y'_1 - y_1)^2}{x_1^R}.$$

One can understand $\alpha_c$ as a stability index of the underlying Markov chains associated with the SRN, which determines the stochastic stability of the Markov chains [26] in the non-critical case ($\alpha_c \neq 0$). An arguably good analogue of $\alpha_c$ is the Lyapunov exponent of a linear stochastic differential equation, which determines the almost sure stability of solutions to zero [25, Section 6.7]. Furthermore, $\beta_c$ can be understood as a stability index in the critical case where $\alpha_c = 0$. Indeed, both parameters above can be represented in terms of the reactions, the reaction rate constants as well as the stochastic stoichiometric compatibility class.

**Example 4.2.** Consider the following one-species SRN with mass-action kinetics, which is not of BDP type:

$$S \xrightarrow{\kappa_1} 2S \xrightarrow{\kappa_3} 4S$$

where the labels are the reaction rate constants. For this SRN, $L_c = \mathbb{N}_0, c \in \mathbb{N}_0$, is the unique SCC. Moreover, $\Omega = \{-1, 1, 2\}$ with rate functions,

$$\lambda_{-1}(x) = \kappa_2 x(x - 1), \quad \lambda_1(x) = \kappa_1 x, \quad \lambda_2(x) = \kappa_3 x(x - 1), \quad x \in \mathbb{N}_0.$$

Hence, $R = 2$, and

$$\alpha_c = \lim_{x \to \infty} \frac{-\kappa_2 x(x - 1) + 2\kappa_1 x + \kappa_3 x(x - 1)}{x^2} = -\kappa_2 + 2\kappa_3,$$

$$\beta_c = \lim_{x \to \infty} \frac{-\kappa_2 x(x - 1) + \kappa_1 x + 2\kappa_3 x(x - 1) - (2\kappa_3 - \kappa_2)x^2}{x} - \frac{1}{2} \lim_{x \to \infty} \frac{\kappa_2 x(x - 1) + \kappa_1 x + 4\kappa_3 x(x - 1)}{x^2}$$

$$= \kappa_1 - (-\kappa_2 + 2\kappa_3) - \frac{1}{2}(\kappa_2 + 4\kappa_3) = \kappa_1 - \frac{1}{2}\kappa_2 - 2\kappa_3.$$

The index $\alpha_c$ only depends on reactions of order $R$, while $\beta_c$ depends on reactions of order $R$ and $R - 1$. 
Proposition 4.3. Let \((\mathcal{R}, \mathcal{K})\) be an SRN with stochastic mass-action kinetics, satisfying (H2)-(H5). For \(c \in \mathbb{N}\_0^d\),

\[
\alpha_c = (\omega^+_1)^{-R} \sum_{\|y\|=R} (y'_1 - y_1)\kappa_{y \to y'} \prod_{l=1}^d (\omega^+_j)^{y_j},
\]

\[
\beta_c = (\omega^+_1)^{-R+1} \sum_{\|y\|=R-1} (y'_1 - y_1)\kappa_{y \to y'} \prod_{j=1}^d (\omega^+_j)^{y_j} - \frac{1}{2} (\omega^+_1)^{-R} \sum_{\|y\|=R} (y'_1 - y_1)^2\kappa_{y \to y'} \prod_{j=1}^d (\omega^+_j)^{y_j}
+ (\omega^+_1)^{-R} \sum_{\|y\|=R} (y'_1 - y_1)\kappa_{y \to y'} \prod_{j=1}^d (\omega^+_j)^{y_j} \left( \sum_{j=1}^d y_j \left( \frac{\omega^+_j}{\omega^+_1} \left( c_j - \frac{y_j - 1}{2} \right) - c_1 \right) \right),
\]

In particular, \(\alpha_c\) is independent of \(c\).

Proof. For any \(x \in L_c\),

(4.2) \[
\frac{x_1 - c_1}{\omega^+_1} = \frac{x_j - c_j}{\omega^+_j}, \quad \text{for} \quad j = 1, \ldots, d.
\]

Moreover, observe that for any \(y \to y' \in \mathcal{R}, \ x \to \infty, \ x \in L_c\), due to (H3),

(4.3) \[
\left( \frac{x_j}{x^1_j} \right) \to \left( \frac{\omega^+_j}{\omega^+_1} \right)^{y_j}, \quad \text{for} \quad j = 1, \ldots, d.
\]

In the light of the limit definitions of these parameters, and the functions inside the limits are rational, substituting (4.2) and (4.3) into the limit definitions of \(\alpha_c\) and \(\beta_c\) we can obtain these formulas in a tedious but straightforward way by comparing the coefficients of the leading term in the asymptotic expansions of these rational functions for large \(x\). \(\square\)

The parameters do not depend on the specific choice of \(c\) as long as \(L_c = L_c\). Furthermore, since \(\alpha_c\) is independent of \(c\) from Proposition 4.3, we omit \(c\) in the notation hereafter. The results concerning the dynamics in Theorem 4.4 only depends on \(\alpha, \beta_c\) and \(R\). This is in contrast to the more general results in [34] for a class of Markov Chains with power-law expansions of the transition rates, where the dynamical classification depends on an extra parameter in the critical regime. This parameter is obsolete in the case of mass-action kinetics, where the transition rates in particular are polynomial, simplifying the classification.

In the non-critical case when \(\alpha \neq 0\), the classification of the dynamics is the same irrespective of the SCC, and only depends on the sign of \(\alpha\) and \(R\). In the critical case \((\alpha = 0)\), the classification additionally depends on \(\beta_c\) and it is possible to have a phase transition, where \(\beta_c\) changes from negative, to zero and positive values as \(c\) (representing the SCC) changes, see Example 4.7. Thus, in such cases, the dynamics is sensitive to the initial condition of the Markov chain. We do not address here explicitly the possibility of phase transitions as the rate constants (the \(\kappa_i\))s are changed. This will be addressed in a forth coming paper.

Theorem 4.4. Let \((\mathcal{R}, \mathcal{K})\) be an SRN with stochastic mass-action kinetics, satisfying (H2)-(H5). Let \(c \in \mathbb{N}\_0^d\).

(i) \((\mathcal{R}, \mathcal{K})\) is explosive on \(L_c\) if and only if either (i-a) \(R > 1\), \(\alpha > 0\), or (i-b) \(R > 2\), \(\alpha = 0\), \(\beta_c > 0\).

(ii) Assume \(P_c \neq \emptyset\), then \((\mathcal{R}, \mathcal{K})\) is

(ii-a) recurrent on \(L_c\) if either (a-1) \(\alpha < 0\), or (a-2) \(\alpha = 0\), \(\beta_c \leq 0\), while it is transient otherwise.
(ii-b) positive recurrent on \( L_c \) if and only if either (a-1), (b-1) \( \alpha = 0, \beta_c = 0, R > 2 \), or (b-2) \( \alpha = 0, \beta_c < 0, R > 1 \),
(ii-c) null recurrent on \( L_c \) if and only if either (c-1) \( \alpha = 0, \beta_c \leq 0, R = 1 \), or (c-2) \( \alpha = 0, \beta_c = 0, R = 2 \),
(ii-d) exponentially ergodic on \( L_c \) if (a-1) or (b-1) holds.

(iii) Assume \( Q \neq \emptyset \), then \((R,K)\)

(iii-a) admits extinction events a.s. on \( L_c \) if and only if either (a-1) or (a-2) holds.

(iii-b) is uniformly exponentially quasi-ergodic on \( Q_c \) if either (b-1) or (a-2) \( \alpha < 0 \), \( R > 1 \), and is not quasi-ergodic on \( L_c \) if none of (a-1), (b-1), (b-2) holds.

\[
\begin{array}{|c|c|c|c|}
\hline
& \alpha < 0 & \alpha = 0 & \alpha > 0 \\
R = 0 & & & \\
R = 1 & \text{ES} & \text{NS} & \\
R = 2 & \text{NS} & \text{NS} & \\
R > 2 & & & \\
\hline
\end{array}
\]

TABLE 1. Summary of parameter regions for dynamics. Respective properties hold in connected regions (with appropriate provisions for the initial state on \( L_c \)).

Red: Positive recurrent. Blue: Null recurrent. Gray: Recurrence of unknown type. Green: Transient and non-explosive. Yellow: Explosive. Black: Empty set. ES=exponential ergodicity of stationary distribution. NS=no stationary distribution.

\[
\gamma_c = \lim_{x_1 \to 1} \frac{\sum_{y, y' \in R} \kappa_{y'y}^x (y_1' - y_1) - \alpha x^R}{x_1^{R-1}}.
\]

**Proof.** Let \( Y_t \) with \( Y_0 \in \mathbb{N}_0^d \) be a CTMC associated with \( R \). Given any \( c \in \mathbb{N}_0^d \) and let \( Y_0 \in L_c \setminus (\mathbb{N} \cup T) \). Then \( Y_t \) is a one-dimensional CTMC on \( L_c \). Denote the \( Q \)-matrix associated with \( Y_t \) on \( L_c \) by \( Q = (q_{xx'})_{x,x' \in L_c} \), where

\[
q_{xx'} = \begin{cases} 
\sum_{y, y' \in \omega} \kappa_{y'y}^x y_x^y, & \text{if } x' - x \in \Omega, \\
0, & \text{else}, \\
\end{cases} \quad x \neq x', x, x' \in L_c.
\]

Let \( X_{t,1} = X_1, t \geq 0 \). Then \( Y_t = \frac{X_t}{c_1} \), and the dynamics of \( Y_t \) and \( X_t \) are consistent in the sense that \( X_t \) has some dynamical property (e.g., recurrence) on \( (L_c)_1 \subseteq \mathbb{N}_0 \) (the projection of \( L_c \) to the first axis) if and only if \( Y_t \) does so on \( L_c \). Let

\[
\overline{Q} = (\overline{q}_{ww'})_{w,w' \in L_c}
\]

be the \( Q \)-matrix associated with \( X_t \) on \( (L_c)_1 \):

\[
\overline{q}_{zz'} = q_{zz'}, \quad z, z' \in L_c.
\]

Hence the definitions of the parameters \( R, \alpha \) and \( \beta_c \) are consistent with those for \( X_t \) on \( N_0 \) given in [34]. In the following, we apply results in [34] to \( X_t \).

(i) By Proposition B.1, \( \alpha < 0 \) implies \( R \geq 1 \). Then the conclusions follow from [34, Theorem 3.1]. By Definition 4.1, \( Y_0 \) is in either a PIC or a QIC. If \( Y_0 \) is in a PIC, then the explosivity of \( Y_t \) follows from [34, Theorem 3.1] for CTMCs on an irreducible state space; if \( Y_0 \) is in a QIC, then the explosivity of \( Y_t \) again follows from [34, Theorem 3.1], but for CTMCs on a state space having an absorbing set \( A = N_0 \cup E_c \) as well as the QIC.

(ii) Applying [34, Theorem 3.3(i)] to \( X_t \) yields (ii-a). By Proposition B.1 and \( P_c \neq \emptyset \), the following two cases never appear: (1) \( \alpha > 0, R = 2 \), and (2) \( \alpha = 0, \gamma_c \leq 0, R = 1 \), where

\[
\gamma_c = \lim_{x_1 \to 1} \frac{\sum_{y, y' \in R} \kappa_{y'y}^x (y_1' - y_1) - \alpha x^R}{x_1^{R-1}}.
\]
Hence $R > 0$ whenever $\alpha \leq 0$, and when $R$ is recurrent, by (ii-a), none of (a-1), (b-1), (b-2) holds if and only if either (c-1) or (c-2) holds. Applying [34, Theorem 3.8(i)] to $X_t$ yields (ii-b)-(ii-d), respectively.

(iii) Let $Y_0 \in Q$, and hence $X_0 \in (Q_c)_1$. Note that quasi-ergodicity implies existence of QSDs. Then the conclusion follows by applying [34, Theorem 3.8(ii)] to $X_t$. □

For more applications of Theorem 4.4 to biological examples, see [34, Section 4]. Applications to questions of interest in stochastic reaction network theory are demonstrated below and in the next subsection.

Example 4.5. Consider the following two one-species SRNs with mass-action kinetics, both of BD type, discussed in [5]:

\[
\begin{align*}
S &\xrightleftharpoons{\gamma}{\gamma} 2S & 3S &\xrightarrow{\delta} 4S &\xrightarrow{\gamma} 5S, \\
S &\xrightleftharpoons{\gamma}{\gamma} 2S & 3S &\xrightarrow{\delta} 4S &\xrightarrow{\gamma} 5S.
\end{align*}
\]

It is easy to verify that their common ambient space $\mathbb{N}_0$ is decomposed into $P = \mathbb{N}$ and $\mathbb{N} = \{0\}$.

It is easy to see they are BDPs with birth and death rates having the same leading term for large states, which implies that the embedded chain jumping to the left and to the right with $1/2 - o(1)$ probability for large states. Moreover, the underlying CTMCs of both SRNs are asymptotic symmetric random walks on $\mathbb{N}_0$ with a left reflecting boundary. It is straightforward to calculate that $\alpha = 0$, $\beta = 1$, $R = 4$ for the first SRN, while $\alpha = 0$, $\beta = 0$, $R = 3$ for the second. By Theorem 4.4, the first is explosive while the second is positive recurrent in $\mathbb{N}_0$.

With Theorem 4.4 in mind, one can construct deterministically identical but stochastically different reaction networks.

Example 4.6. (i) Consider the following reaction network:

\[
\emptyset \xrightleftharpoons{\gamma}{\gamma} S \xrightarrow{\gamma} 2S.
\]

The deterministic system (modelled as an ODE with mass-action kinetics and reaction rate constants as given in the reaction graph) has a unique globally asymptotically stable positive steady state $x_* = 1$, and the SRN is positive recurrent by Theorem 4.4. Now, add a pair of reactions:

\[
\emptyset \xrightleftharpoons{\gamma}{\gamma} S \xrightarrow{\gamma} 2S \xrightarrow{\gamma} 3S.
\]

This modified reaction network preserves the deterministic dynamics as well as one-step reachability among states of the underlying CMTCs. Nevertheless, by Theorem 4.4, this SRN is explosive if $\kappa < 1$ and positive recurrent if $\kappa \geq 1$. Hence, with $\kappa < 1$, we destabilize the original SRN (in the sense of ergodicity).

(ii) Consider a similar reaction network as in (i):

\[
\emptyset \xrightleftharpoons{\gamma}{\gamma} S \xrightarrow{\gamma} 2S \xrightarrow{\gamma} 3S.
\]

This deterministic reaction network has a unique unstable positive steady state $x_* = 1$, and the SRN is explosive by Theorem 4.4. Now, add a pair of reactions:

\[
\emptyset \xrightleftharpoons{\gamma}{\gamma} S \xrightarrow{\gamma} 2S \xrightarrow{\gamma} 3S \xrightarrow{\gamma} 4S.
\]

This new reaction network preserves the deterministic dynamics as well as one-step reachability among states of the underlying CMTCs. However, by Theorem 4.4 this SRN is explosive if $\kappa < 1$, and positive recurrent if $\kappa \geq 1$. Hence with $\kappa \geq 1$, we stabilize the original SRN.

The dynamics may change with the stochastic stoichiometric compatibility classes.
**Example 4.7.** Consider the following mass-action SRN $\mathcal{R}$:
\[
\emptyset \overset{\kappa_1}{\underset{\kappa_2}{\rightarrow}} 2S_1 + 2S_2, \quad 4S_2 \overset{\kappa_3}{\rightarrow} 2S_1 + 6S_2.
\]
It is readily proved that $\mathcal{R}$ is essential. Moreover, for $c \in \mathbb{N}_0^2$, $L_c = P_c$ consists of two PICs. Furthermore, $R_+ = R_+ = 4$, and by Proposition 4.3, it is straightforward to calculate that $\alpha = 0$ and $\beta = 4\kappa_2(c_2 - c_1 - 3)$, for $c \in \mathbb{N}_0^2$. It follows from Theorem 4.4 that $\mathcal{R}$ is explosive on $L_c$ for all $c \in \mathbb{N}_0^2$ with $c_2 - c_1 > 3$, while is positive recurrent on $L_c$ for all $c \in \mathbb{N}_0^2$ with $c_2 - c_1 \leq 3$. Hence, a phase transition occurs when stoichiometric compatibility classes passes the critical class $L_c$ for $c_2 - c_1 = 3$. See Figure 1.

**Figure 1.** Illustration of Example 4.7. Blue: Bifurcation line. Green: Positive recurrent classes. Orange: Explosive classes.

**Ergodicity of (strongly) endotactic and weakly reversible SRNs.** Given a mass-action SRN $\mathcal{R}$, let $R_+ = \max_{y \rightarrow y' \in \mathcal{R}^+} \|y\|_1$ and $R_- = \max_{y \rightarrow y' \in \mathcal{R}^-} \|y\|_1$ be the orders of $\mathcal{R}^+$ and $\mathcal{R}^-$, respectively.

**Theorem 4.8.** Let $\mathcal{R}$ be an endotactic SRN with mass-action kinetics, and satisfying (H2)-(H5). Then $R_- > R_+$. Furthermore, for $c \in \mathbb{N}_0^d$, $\mathcal{R}$ is non-explorative on $L_c$, and

(i) is exponentially ergodic on $L_c$, if $P_c \neq \emptyset$,

(ii) is uniformly exponentially ergodic on $L_c$, if $R > 1$ and $Q_c \neq \emptyset$.

**Proof.** By Theorems 4.4, it suffices to show $R_- > R_+$, which implies $R \geq 1$ and $\alpha(c) < 0$ for all $c \in \mathbb{N}_0^d$. Let $1 \in \mathbb{N}^d$ be the vector with all coordinates being 1. Hence, for $y \in \mathbb{N}_0^d$, $\|y\|_1 = \langle 1, y \rangle$. Since $\{\frac{y' - y}{\omega} : y \rightarrow y' \in \mathcal{R}^+\} \subseteq \mathbb{N}$ and $\{\frac{y' - y}{\omega} : y \rightarrow y' \in \mathcal{R}^-\} \subseteq (-\mathbb{N})$, by (H5), we have
\[
\langle 1, y' - y \rangle > 0, \quad \text{for} \quad y \rightarrow y' \in \mathcal{R}^+; \quad \text{and} \quad \langle 1, y' - y \rangle < 0, \quad \text{for} \quad y \rightarrow y' \in \mathcal{R}^-,
\]
respectively. Consequently, $\langle 1, y' - y \rangle \neq 0$, for all $y \rightarrow y' \in \mathcal{R}$, that is, all reactions in $\mathcal{R}$ are 1-essential by Definition A.3. Since $\mathcal{R}$ is endotactic, it is 1-endotactic. By Definition A.1, every $\leq_1$-maximal element of the set $\{y : y \rightarrow y' \in \mathcal{R}\}$ is a reactant of a reaction in $\mathcal{R}^-$, which implies
\[
\langle 1, \tilde{y} \rangle < \max_{y \rightarrow y' \in \mathcal{R}} \langle 1, y \rangle, \quad \text{for all} \quad \tilde{y} \rightarrow \tilde{y}' \in \mathcal{R}^+,
\]
that is, $\|\tilde{y}\| < \max_{y \rightarrow y' \in \mathcal{R}} \|y\|$, for all $\tilde{y} \rightarrow \tilde{y}' \in \mathcal{R}^+$. Hence $R_+ < R$, that is, $R_- = R > R_+$. □

From the proof, the conclusions hold for 1-endotactic SRNs. In particular, if $\mathcal{R}$ is 1-endotactic, then $R_- > R_+$. Indeed, the converse is also true.
Theorem 4.9. Let $\mathcal{R}$ be a mass-action SRN. Assume $(\text{H2})-(\text{H4})$. If $R_− > R_+$, then $\mathcal{R}$ is $1$-endotactic.

Proof. From the proof of Theorem 4.8, every reactant is $1$-essential. Since $R = R_− > R_+$,

$$R_+ = \max_{y \to y' \in \mathcal{R}_+} (1, y) < \max_{y \to y' \in \mathcal{R}} (1, y),$$

every $\leq 1$-maximal reactant is one of a reaction in $\mathcal{R}_-$. By definition, $\mathcal{R}$ is $1$-endotactic [20].

We list a number of remarks:

• In contrast, $R_− > R_+$ does not imply $\mathcal{R}$ is endotactic when $d > 1$. Consider, e.g., the 2-species mass-action reaction network:

$$2S_1 + 2S_2 \xrightarrow{\kappa_1} S_1, \quad 3S_2 \xrightarrow{\kappa_2} S_1 + 5S_2,$$

where $\kappa_1, \kappa_2 > 0$. For this SRN,

$$\mathcal{R}_- = \{2S_1 + 2S_2 \xrightarrow{\kappa_1} S_1\} \text{ and } \mathcal{R}_+ = \{3S_2 \xrightarrow{\kappa_2} S_1 + 5S_2\},$$

$\Omega = \{\omega^*, -\omega^*\}$ with $\omega^* = (1, 2)$. Hence, both reactions are $\omega^*$-essential, and $R_− = 4 > R_+ = 3$. However, $\langle \omega^*, (2, 2) \rangle = \langle \omega^*, (0, 3) \rangle = 6$, which means both reactants are $\leq \omega^*$-maximal. Hence, $\mathcal{R}$ is not $\omega^*$-endotactic, and thus not endotactic.

• The condition that $R > 1$ for the ergodicity of QSDs is crucial. Consider the one-species SRN $\mathcal{R}$:

$$S \xrightarrow{\kappa_1} \emptyset.$$

It is easy to verify that $\mathcal{R}$ is endotactic, while there exist a continuum family of QSDs supported on the unique QIC $\mathbb{N}$ trapped to 0 [32].

• This result cannot be extended to higher dimensions. See [4, 2, 1] for constructed explosive strongly endotactic SRNs.

• The converse of Theorem 4.8 is not true. Indeed, non-explosivity does not imply that the SRN is endotactic, consider e.g., Example 4.6(i).

Since weakly reversible SRNs and strongly endotactic SRNs in particular are endotactic [20], the conclusions in Theorem 4.8 hold for weakly reversible and strongly endotactic SRNs as well. Recall that $(\text{H1})$ and $(\text{H3})$ hold for weakly reversible mass-action SRNs.

Corollary 4.10. Let $\mathcal{R}$ be a weakly reversible mass-action SRN. Assume $(\text{H2})-(\text{H3})$ are fulfilled. Then $\mathcal{R}$ is positive recurrent on every PIC with an exponentially ergodic stationary distribution. In particular, the positive recurrence conjecture [7] holds in one dimension.

There are other partial results in the direction of the positive recurrence conjecture for binary SNRs with additional conditions, in particular for strongly endotactic SRNs [4] and weakly reversible SRNs [3]. In comparison, our results are not restricted to binary SRNs.

5. Pattern of stationary distributions

Stationary distributions are difficult to characterize for SRNs and are only known in few special cases. If an SRN in addition is a BDP then the stationary distribution can be found. If an SRN additionally is complex balanced [21] then the stationary distribution has a Poisson product-form. In the following, we use tail distributions to describe certain properties of stationary distributions and QSDs of SRNs. In particular, regarding decay of tails of stationary distributions and QSDs, endotatic reaction networks can be viewed as a generalization of complex balanced reaction networks, since endotatic SRNs have tails decaying as Conley-Maxwell-Poisson distributions, which are generalized Poisson distributions.
The Conley-Maxwell-Poisson (CMP) distribution on \( \mathbb{N}_0 \) with parameter \((a, b) \in \mathbb{R}_{>0}^2 \) has probability mass function given by [24]:

\[
\text{CMP}_{a,b}(x) = \frac{a^x}{(x!)^b} \left( \sum_{j=0}^{\infty} \frac{a^j}{(j!)^b} \right)^{-1}, \quad x \in \mathbb{N}_0.
\]

In particular, \( \text{CMP}_{a,1} \) is a Poisson distribution. The Zeta distribution on \( \mathbb{N}_0 \) with parameter \( a > 1 \) has probability mass function given by [24]:

\[
\text{Zeta}_a(x) = \zeta(a)^{-1}x^{-a},
\]

where \( \zeta(a) = \sum_{i=1}^{\infty} i^{-a} \) is the Riemann zeta function of \( a \).

Let \( \mu \) be a probability distribution and \( T_\mu : \mathbb{N}_0 \to [0, 1], T_\mu(x) = \sum_{y \geq x} \mu(y) \) its tail distribution. We say \( \mu \) has a CMP-like tail if \( T_{\text{CMP}_{a,b}}(x) \leq T_\mu(x) \leq T_{\text{CMP}_{a',b'}}(x) \) for some \( a, a', b, b' > 0 \), a geometric tail if \( \exp(-ax) \leq T_\mu(x) \leq \exp(-a'x) \) for some \( a, a' > 0 \), and a Zeta-like tail if \( T_\mu(x) \geq x^{-a} \) for some \( a > 0 \) (see Section 2.1 for definition of \( \leq \)). Hence, \( \mu \) has a super-exponential light tail if it has a CMP-like tail, an exponential tail if it has a geometric tail, and a sub-exponential heavy tail if it has a Zeta-like tail.

The following theorem shows that certain generic property exists regarding tails of stationary distributions and QSDs for SRNs.

**Theorem 5.1.** Let \( \mathcal{R} \) be an SRN taken with mass-action kinetics and assume (H2)-(H4). Then for \( c \in \mathbb{N}^d_0 \),

(i) if \( R_+ < R_- \), then

(i-a) the stationary distribution on every PIC of \( L_c \) has a CMP-like tail, and

(i-b) the QSD on every QIC of \( L_c \) has a CMP-like tail, if \( R > 1 \).

(ii) if \( R_+ = R_- \) and \( \alpha(c) < 0 \), then

(ii-a) the stationary distribution on every PIC of \( L_c \) has a geometric tail, and

(ii-b) the QSD on every QIC of \( L_c \) has a geometric tail, if \( R > 1 \).

(iii) if \( \alpha(c) = 0 \), then

(iii-a) the stationary distribution on every PIC of \( L_c \) has a Zeta-like tail, and

(iii-b) the QSD on every QIC of \( L_c \) has a Zeta-like tail, if \( R > 1 \).

**Proof.** By Theorem 4.4, the conclusions directly follow by applying [33, Theorem 4.1] to the underlying CTMCs with the stationary distribution supported on a PIC of \( L_c \) and [33, Theorem 4.4] to those with the QSD supported on a QIC of \( L_c \), respectively. \( \square \)

**Corollary 5.2.** Let \( \mathcal{R} \) be an SRN taken with mass-action kinetics. Assume (H2)-(H4), and that \( \mathcal{R} \) is endotactic. Then,

(i) the stationary distribution on every PIC has a CMP-like tail.

(ii) the QSD on every QIC has a CMP-like tail, if \( R > 1 \).

In particular,

(iii) if \( \mathcal{R} \) is strongly endotactic, then

(iii-a) the stationary distribution on every PIC has a CMP-like tail, and

(iii-b) the QSD on every QIC has a CMP-like tail, provided \( R > 1 \).

(iv) if \( \mathcal{R} \) is weakly reversible, then the stationary distribution on every PIC has a CMP-like tail.

**Proof.** From Theorem 4.8, we have \( R_+ < R_- \), and the conclusions follow directly from Theorem 5.1 together with Theorem 4.8 and Corollary 4.10. \( \square \)

**Example 5.3.** Consider the following 3-cycle weakly reversible SRN \( \mathcal{R} \):

\[
S \xrightarrow{\kappa_1} 2S \xrightarrow{\kappa_2} 3S \xrightarrow{\kappa_3} S.
\]
It is easy to verify that $P = \mathbb{N}$ consists of one PIC. By Corollaries 4.10 and 5.2(iv), $\mathcal{R}$ has a unique ergodic stationary distribution on $\mathbb{N}$ with a CMP tail. By direct calculation, $\mathcal{R}$ is complex balanced if and only if $\kappa_1\kappa_3 = \kappa_2^2$, in which case, the stationary distribution is Poisson with parameter $\kappa_2/\kappa_3$.

Finally, we give an example with geometric tail or one with Zeta-like tail.

**Example 5.4.** Recall Example 4.6(i). The original SRN has an ergodic stationary distribution with a geometric tail while in contrast the modified SRN has an ergodic stationary distribution with a Zeta-like tail for all $\kappa \geq 1$, due to the product formula for stationary distributions of BDPs.

### Acknowledgements

Both authors thank Dr. Panqiu Xia and two anonymous referees for pointing out two mistakes in an earlier version of this manuscript. The work presented in this article is supported by Novo Nordisk Foundation, grant NNF19OC0058354. CX acknowledges the TUM Foundation Fellowship and the Alexander von Humboldt Foundation Fellowship.

### Appendix A. Endotactic networks

Here we adopt the definition of endotactic networks from [20], which as pointed out therein is equivalent to the one introduced in [16].

**Definition A.1.** Let $w \in \mathbb{R}^d$.

1. The vector $w \in \mathbb{R}^d$ defines a preorder on $\mathbb{R}^d$, denoted by $\leq_w$:
   
   \[ y \leq_w y' \iff \langle y, w \rangle \leq \langle y', w \rangle. \]

   In particular, we write $y <_w y'$ if $\langle y, w \rangle < \langle y', w \rangle$.

2. For a finite subset $A \subseteq \mathbb{R}^S$, the set of all $\leq_w$-maximal elements of $A$ consists of all $x \in A$ such that $x \geq_w y$, for all $y \in A$.

3. The set $\mathcal{R}_w \subseteq \mathcal{R}$ of $w$-essential reactions consists of all reactions whose reaction vectors are not perpendicular to $w$:
   
   \[ \mathcal{R}_w = \{ y \rightarrow y' \in \mathcal{R} : \langle w, y' - y \rangle \neq 0 \}. \]

4. The set of $\leq_w$-maximal elements of $\{ y : y \rightarrow y' \in \mathcal{R}_w \}$ is the $w$-support of $\mathcal{R}$, denoted by $\text{supp}_w \mathcal{R}$.

**Remark A.2.** $\mathcal{R}_w \neq \emptyset$ if and only if $w \notin S^\perp$.

We provide one geometric interpretation of endotactic reaction network [20]. Given any vector $w \notin S^\perp$, project the reaction graph onto the line generated by $w$, one obtains a one-dimensional reaction network. One geometric desirable feature for such endotactic reaction network is that endotacticity is preserved under the projection. Hence, we require a reaction network is endotactic if and only if its projection to any line generated by $w \notin S^\perp$ is endotactic. A second desirable feature for endotactic reaction network with deterministic mass-action kinetics is “dissipativity”. It is anticipated that mass-action endotactic reaction networks are permanent in the sense that the dynamical system admit a compact positively invariant subset, which usually refers to the Global Attractivity Conjecture.

We introduce the formal definition of endotactic networks as well as strongly endotactic reaction networks, based on the $w$-maximal elements and subsets of a reaction network aforementioned.
Definition A.3. (1) A reaction network $\mathcal{R}$ is $w$-endotactic for some $w \in \mathbb{R}^d$ if

$$y' <_w y$$

for all $w$-essential reactions $y \rightarrow y'$ with $y \in \text{supp}_w \mathcal{R}$. In particular, $\mathcal{R}$ is endotactic if it is $w$-endotactic for all $w \in \mathbb{R}^d$.

(2) A reaction network $\mathcal{R}$ is strongly endotactic if it is endotactic and for every $w \notin S^1$, there exists a reaction $y \rightarrow y' \in \mathcal{R}$ such that

(2-a) $y' <_w y$ and

(2-b) $y$ is $\leq_w$-maximal among all reactants: For every reactant $x$ of $\mathcal{R}$, $x \leq_w y$.

A geometric intuitive equivalent definition for a strongly endotactic network is given below [20, Remark 3.13]. Let $\mathcal{E}_+$ be the convex hull (called the reactant polytope) of the set $\mathcal{C}_+$ of all reactants of $\mathcal{R}$. A reaction $y \rightarrow y'$ points out of a set $A$ means that the line segment from $y$ to $y'$ intersects $A$ only at the point $y$. Recall that a face of a polytope $A$ is the intersection of $A$ with any closed halfspace whose boundary is disjoint from the interior of $A$. Hence the set of faces of a polytope $A$ includes the polytope itself and the empty set. A $\leq_w$-maximal face of $A$ is a proper face of $A$ consisting of a subset of $\leq_w$-maximal elements of $A$.

Proposition A.4. [20, Remark 3.13] A reaction network is strongly endotactic if and only if both of the following two conditions hold:

(i) no reaction with its reactant on the boundary of $\mathcal{E}_+$ points out of $\mathcal{E}_+$,

(ii) for all $w \notin S^1$, every $\leq_w$-maximal face of $\mathcal{E}_+$ contains a reactant $y$ with a reaction $y \rightarrow y'$ pointing out of the face (either along the boundary of $\mathcal{E}_+$ or into the relative interior of $\mathcal{E}_+$).

Another geometric verification of endotacticity relies on a parallel sweep test [16].

APPENDIX B. IMPLICATIONS AMONG PARAMETERS

Proposition B.1. Let $\mathcal{R}$ be an SRN. Assume mass-action kinetics, (H2), (H3) and (H5). Let $\gamma_c$ be defined as in (4.4).

(i) If (H4) holds, then $R \geq 1$.

(ii) For $c \in N_0^d$, if $\gamma_c \leq 0$, then $\beta_c < 0$.

(iii) If $R = 0$, then $\alpha > 0$.

(iv) Assume (H4). If $R = 1$, then $d = 1$. In addition, if $\alpha = 0$, then $\gamma_c \geq 0$ for all $c \in N_0$, and $\gamma_c = 0$ if and only if $y = 1$ for all reactants $y$, in which case, $T = \{0\}$ and $P = \emptyset$.

Proof. (i) Since $\mathcal{R}_- \neq \emptyset$, there exists a reaction $y \rightarrow y' \in \mathcal{R}_-$ with $\omega = \frac{y-y'}{\omega} \in (-N)$. Since $\omega^* \neq 0$ and the first coordinate $\omega_j^*$ of $\omega^*$ is positive for some $1 \leq j \leq d$, we have $0 \leq y_j' < y_j$, which implies the order $R \geq y_j \geq 1$.

(ii) By definition, $\beta_c = \gamma_c - \vartheta_c$, where

$$\vartheta_c = \frac{1}{2} \lim_{x \rightarrow x^*} \sum_{y \in \mathcal{E}_+} \frac{\kappa_{y \rightarrow y'} 2(y_1' - y_1)^2}{x_1^R}$$

$= \frac{1}{2} (\omega_1^*)^{-R} \sum_{\|y\| = R} (y_1' - y_1)^2 \kappa_{y \rightarrow y'} \prod_{j=1}^d (\omega_j^*)^{y_j}.$

The derivation of the second equality is analogous to the formula of $\alpha$ as explained in the proof of Proposition 4.3. Hence $\vartheta_c$ is independent of $c$ and is positive, which implies $\beta_c < 0$ provided $\gamma_c \leq 0$.

(iii) If $R = 0$, then $\mathcal{R}_- = \emptyset$ and all reactants are 0, due to (H3). By Proposition 4.3,

$$\alpha = (\omega_1^*)^{-R} \sum_{\|y\| = R, y \rightarrow y' \in \mathcal{R}_+} (y_1' - y_1) \kappa_{y \rightarrow y'} \prod_{l=1}^d (\omega_l^*)^{y_l} > 0.$$
(iv) By (H3), $R = 1$ implies all reactants have one coordinate being 1 and the rest being 0. By (H4)-(H5), there exists a reaction $y \rightarrow 0$ since $\mathcal{R}^- \neq \emptyset$. Moreover, $\frac{1}{\omega} \in \mathbb{N}$. Hence $\omega^* = y$. By (H5) again, $y$ has no zero coordinate. This shows that $d = 1$. In addition, assume $\alpha = 0$. By (4.4),

$$
\gamma_c = \lim_{x \rightarrow \infty} \sum_{y = 0}^{1} \kappa_{y^*}^y x^{\frac{1}{\omega}} (y^* - y)
= \sum_{y = 0}^{1} \kappa_{y^*}^y (y^* - y) + \sum_{y = 0}^{1} \kappa_{y^*}^y (y^* - y)
= \sum_{y = 0}^{1} \kappa_{y^*}^y (y^* - y) + x \alpha
= \kappa_{y^*}^y (y^* - y) \geq 0.
$$

Hence $\gamma_c = 0$ if and only if $\{y \rightarrow y^* \in \mathcal{R}^- : y = 0\} = \emptyset$, in other words, all reactants $y = 1$ since $R = 1$. In this case, due to the fact that $\alpha = 0$, we have $\mathcal{R}^- = \{S_1 \rightarrow 0\}$ which implies that $T = \{\emptyset\}$. Since $-1 \in \omega^* \mathbb{Z}$, we have $\omega^* = 1$. By $\mathcal{R}_+ \neq \emptyset$, we have all states in $\mathbb{N}$ lead to $o$ and $P = \emptyset$. 

\section*{References}

[1] Agazzi, A. and Mattingly, J.C., Seemingly stable chemical kinetics can be stable, marginally stable, or unstable, Commun. Math. Sci., 18 (2020), pp. 1605–1642.

[2] Anderson, D.F. and Cappelletti, D., Discrepancies between extinction events and boundary equilibria in reaction networks, J. Math. Biol., 79 (2019), pp. 1253–1277.

[3] Anderson, D.F., Cappelletti, D., and Kim, J., Stochastically modeled weakly reversible reaction networks with a single linkage class, J. Appl. Probab., 57 (2020), pp. 792–810.

[4] Anderson, D.F., Cappelletti, D., Kim, J., and Nguyen, T., Tier structure of strongly endotactic reaction networks, Stoch. Proc. Appl., 130 (2020), pp. 7218–7259.

[5] Anderson, D.F., Cappelletti, D., Koyama, M., and Kurtz, T.G., Non-explosivity of stochastically modeled reaction networks that are complex balanced, Bull. Math. Biol., 80 (2018), pp. 2561–2579.

[6] Anderson, D.F., Craciun, G., and Kurtz, T.G., Product-form stationary distributions for deficiency zero chemical reaction networks, Bull. Math. Biol., 72 (2010), pp. 1947–1970.

[7] Anderson, D.F. and Kim, J., Some network conditions for positive recurrence of stochastically modeled reaction networks, SIAM J. Appl. Math., 78 (2018), pp. 2692–2713.

[8] Anderson, D.F. and Kim, J., Mixing times for two classes of stochastically modeled reaction networks, (2022), https://arxiv.org/abs/2209.06988/2209.06988.

[9] Anderson, D.F. and Kurtz, T.G., Continuous time Markov chain models for chemical reaction networks, in Design and Analysis of Biomolecular Circuits: Engineering Approaches to Systems and Synthetic Biology, Koeppl, H., Setti, G., di Bernardo, M., and Densmore, D., eds., Springer-Verlag, New York, 2011.

[10] Anderson, D.F. and Kurtz, T.G., Stochastic Analysis of Biochemical Systems, MBI Lecture Series, Springer-Verlag, Switzerland, 2013.

[11] Balcan, D., et al., Multiscale mobility networks and the spatial spreading of infectious diseases, PNAS, 106 (2009), pp. 21484–21489.

[12] Berger, S.I. and Iyengar, R., Network analyses in systems pharmacology, Bioinformatics, 25 (2009), pp. 2466–2472.

[13] Champagnat, N. and Villemonais, D., Exponential convergence to quasi-stationary distribution and Q-process, Probab. Theory Relat. Fields., 164 (2016), pp. 243–283.

[14] Charlebois, D.A., Multiscale effects of heating and cooling on genes and gene networks, PNAS, 115 (2018), pp. E10797–E10806.

[15] Collet, P., Martínez, S., and San Martín, J., Quasi-Stationary Distributions: Markov Chains, Diffusions and Dynamical Systems, Probability and its Applications, Springer-Verlag, Heidelberg, 2013.

[16] Craciun, G., Nazarov, F., and Pantea, C., Persistence and permanence of mass-action and power-law dynamical systems, SIAM J. Appl. Math., 73 (2013), pp. 305–329.

[17] Domínguez-García, V., Dakos, V., and Kéfi, S., Unveiling dimensions of stability in complex ecological networks, PNAS, 116 (2019), pp. 25714–25720.
[18] Feinberg, M., Foundations of Chemical Reaction Network Theory, Applied Mathematical Sciences, Springer International Publishing, Cham, 2019.

[19] Gillespie, D.T., A rigorous derivation of the chemical master equation, Physica A: Stat. Mech. Appl., 188 (1992), pp. 404–425.

[20] Gopalkrishnan, M., Miller, E., and Shiu, A., A geometric approach to the global attractor conjecture, SIAM J. Appl. Dyn. Sys., 13 (2014), pp. 758–797.

[21] Goubanova, A., Sengle, M., and Tati, B., Markov chains with perturbed rates to absorption: Theory and application to model repair, Perform. Eval., 130 (2019), pp. 32–50.

[22] Gupta, A., Briat, C., and Khademshab, M., A scalable computational framework for establishing long-term behavior of stochastic reaction networks, PLOS Comput. Biol., 10 (2014), p. e1003669.

[23] Hansen, M.C. and Wiuf, C., Existence of a unique quasi-stationary distribution for stochastic reaction networks, Electron. J. Probab., 25 (2020), pp. 1–30.

[24] Johnson, N.L., Kemp, A.W., and Kotz, S., Univariate Discrete Distributions, Wiley Series in Probability and Mathematical Statistics: Applied Probability and Statistics, John Wiley & Sons, Inc., 3rd ed. ed., 2005.

[25] Khasminskii, R., Stochastic Stability of Differential Equations, vol. 66 of Stochastic Modelling and Applied Probability, Springer-Verlag, Berlin, Heidelberg, 2nd ed., 2012.

[26] Meyn, S.P. and Tweedie, R.L., Markov Chains and Stochastic Stability, Cambridge Mathematical Library, Cambridge Univ./ Press, Cambridge, UK, 2nd ed., 2009.

[27] Norris, J.R., Markov Chains, no. 2 in Cambridge Series in Statistical and Probabilistic Mathematics, Cambridge Univ. Press, Cambridge, 1998.

[28] Papin, J.A., et al., Reconstruction of cellular signalling networks and analysis of their properties, Nat. Rev. Mol. Cell Biol., 6 (2005), pp. 99–111.

[29] Pei, L., Delvenne, J.-C., and Lambiotte, R., Multiscale mixing patterns in networks, PNAS, 115 (2018), pp. 4057–4062.

[30] Reuter, G.E.H., Denumerable Markov processes and the associated contraction semigroups on $\mathbb{R}$, Acta Math., 97 (1957), pp. 1–46.

[31] Schuetz, R., et al., Multidimensional optimality of microbial metabolism, Science, 336 (2012), pp. 601–604.

[32] van Doorn, E.A., Quasi-stationary distributions and convergence to quasi-stationarity of birth-death processes, Adv. Appl. Probab., 23 (1991), pp. 683–700.

[33] Xu, C., Hansen, M.C., and Wiuf, C., The asymptotic tails of limit distributions of continuous time Markov chains, (2020), https://arxiv.org/abs/2007.11390/2007.11390.

[34] Xu, C., Hansen, M.C., and Wiuf, C., Full classification of dynamics for one-dimensional continuous time Markov chains with polynomial transition rates, Adv. Appl. Probab., 0 (2022), pp. 1–35, https://doi.org/10.1017/apr.2022.20.

[35] Xu, C., Hansen, M.C., and Wiuf, C., Structural classification of continuous time Markov chains with applications to stochastic reaction networks, Stochastics, 94 (2022), pp. 1003–1030.