Hierarchical Reinforcement Learning Based Video Semantic Coding for Segmentation
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Abstract—The rapid development of intelligent tasks, e.g., segmentation, detection, and classification, etc, has brought an urgent need for semantic compression, which aims to reduce the compression cost while maintaining the original semantic information. However, it is impractical to directly integrate the semantic metric into the traditional codecs since they cannot be optimized in an end-to-end manner. To solve this problem, some pioneering works have applied reinforcement learning to implement image-wise semantic compression. Nevertheless, the video semantic compression has not been explored since its complex reference architectures and compression modes. In this paper, we take a step forward to video semantic compression and propose the Hierarchical Reinforcement Learning Video Semantic Coding, named as HRLVSC. Specifically, to simplify the complex mode decision of video semantic coding, we divided the action space into frame-level and CTU-level spaces in a hierarchical manner, and then find the best mode selection for them progressively with the cooperation of frame-level and CTU-level agents. Moreover, since the modes of video semantic coding will exponentially increase with the number of frames in a Group of Pictures (GOP), we carefully investigate the effects of different mode selections for video semantic coding, and design a simple but effective mode simplification strategy for it. We have validated our HRLVSC on video segmentation task with HEVC reference software HM16.19. Extensive experimental results demonstrated that our HRLVSC can achieve over 39% BD-rate saving for video semantic coding under the Low Delay P configuration.

Index Terms—semantic video coding for segmentation, rate-distortion optimization, hierarchical reinforcement learning

I. INTRODUCTION

Deep learning has brought a technological revolution in visual intelligent tasks, such as image/video object detection [1]–[4], segmentation [5]–[8], face detection [9], [10], and person reidentification [11]–[13], etc. Meanwhile, billions of images/videos for intelligent tasks have caused a heavy burden for transmission and storage. However, the commonly-used image/video codecs, such as JPEG [14], AVC [15], HEVC [16], VVC [17], and related techniques [18], [19] are usually designed and optimized with pixel-level metrics, such as PSNR [20], and perceptual metrics [21], [22], which are not optimal for semantic compression. It is crucial to investigate how to reduce the compression cost while maintaining the semantic information of images/videos according to specific intelligent tasks (i.e., task-driven semantic coding).
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Different from the pixel-wise fidelity (e.g., PSNR) and perceptual fidelity (e.g., MS-SSIM), task-driven semantic fidelity is hard to be integrated into traditional codecs directly. The reason lies in that traditional codecs cannot be optimized in an end-to-end manner such as learning-based coding (e.g., LBHIC [23]). Furthermore, traditional codecs conduct image/video compression on pixel level, while semantic information cannot be represented with simple pixel-wise metrics like PSNR. To tackle the above challenges, some works [24], [25] take a step forward to task-driven semantic coding, and then introduce the reinforcement learning to implement the Rate-Distortion Optimization (RDO) of semantic coding. Despite that these studies have achieved great performances on many image intelligent tasks, (including image segmentation, detection and classification), their methods are only designed for the all-intra mode of semantic coding instead of unified video semantic coding. Therefore, task-driven video semantic coding is still under-explored.

Compared with image coding, where the compression of different coding tree units (CTUs) are relatively independent [26], video compression contains amounts of compression modes and reference architectures. It is complex and time-consuming to find the optimal mode selection for task-driven video semantic coding. To simplify the mode decision for video compression, previous works [27]–[37] have investigated the effects of the coding modes of current frame on the following frames in one GOP, and then, model the distortion or rate propagation with linear function [27]–[33], deep learning model [34] or reinforcement learning agent [35]–[37]. However, the above methods only explored the relationship between different mode selections and pixel-wise fidelity, which is not suitable for task-driven semantic fidelity.

In this paper, we take a step forward to task-driven video semantic coding. To integrate the video semantic fidelity to the rate-distortion optimization of traditional codecs and solve the challenges brought by tremendous amounts of mode selections, we propose the hierarchical reinforcement learning based task-driven video semantic coding, named as HRLVSC. Specifically, we divide the mode selections of video compression in a hierarchical manner, and then find the best mode selection for task-driven video semantic coding progressively with the cooperation of parent-level and child-level agents. Moreover, to simplify the mode decision for video semantic coding.
coding, we also carefully investigate the effects of different compression modes for task-driven video semantic coding. Based on our exploration, we design an efficient but effective mode simplification strategy for video semantic coding. To validate the effectiveness of our HRLVSC, we select video segmentation as target task. Extensive experiments under the Low Delay P configuration have demonstrated that our HRLVSC can achieve over 39% BD-rate saving for video semantic coding.

The main contributions of our work can be summarized as follows:

- As the pioneering work, we propose the hierarchical reinforcement learning based video semantic coding (i.e., HRLVSC) for segmentation, where the complex mode space is simplified into frame-level and CTU-level, and the optimal mode selection is learned with the cooperation of frame- and CTU-level agents in a progressive manner.
- We carefully explore the correlation between different mode selections and the semantic fidelity, and propose an efficient but effective mode simplification strategy for task-driven video semantic coding.
- Extensive experiments on video segmentation task under low-delay P configuration have demonstrated the superiority of our proposed HRLVSC, which exceeds the standard software HM16.19 by a BD-rate saving of 39%.

The rest of the paper is organized as follows. In sec. II, we clarify our task-driven video semantic coding scheme HRLVSC in detail. Sec. III describes our experimental setting and validates the effectiveness of our proposed HRLVSC by comparing it with the state-of-the-art codecs and a series of ablation studies. Finally, we conclude this paper in Section IV.

II. PROPOSED METHOD

In this section, we will introduce our hierarchical reinforcement learning based video semantic coding scheme (i.e., HRLVSC) from the perspective of problem formulation, technical details and mode simplification.

A. Problem formulation

Task-driven video semantic coding aims to reduce the computation cost while maintaining the semantic information existed in videos, which can be formulated as:

$$\min J_s, J_s = D(M) + \lambda_s \sum_{t=1}^{T_f} \sum_{i=1}^{N} R_{t,i}(M)$$

where $J_s$, $D(M)$ and $R_{t,i}(M)$ are rate-distortion performance, the semantic distortion of whole video and the rate of the $i^{th}$ CTU in the $t^{th}$ frame, respectively. $M$ represents the selected mode for compression, and $\lambda_s$ is the hyperparameter to adjust the importance of rate and distortion. $T_f$ and $N$ are the number of frames and CTUs in one frame, respectively. To find the best mode $M^*$ for Eq. 1, a straightforward method is to utilize a reinforcement learning agent to explore the optimal mode adaptively like the work [24]. However, the optional modes for video semantic compression will exponentially increase with the number of frames and CTUs, which inevitably prevents the learning of RL agent. To simplify the exploration space and enables the RL agent to learn the optimal mode effectively and efficiently, we divide the exploration space into frame-level and CTU-level, and then, introduce the hierarchical reinforcement learning to solve the Eq. 1. Specifically, as shown in Eq. 2, we set two-step goals respectively for parent-level agent and child-level agent. The parent-level agent $RL_p$ aims to explore the best frame-level mode $M_f^*$ in pursuit of minimizing the frame-level rate-distortion $J_{sf}$. And the child-level agent $RL_c$ is devoted to minimizing the final semantic rate-distortion performance $J_s$ by finding the best CTU-level mode $M_c^*$ while cooperating with parent-level agent.

$$J_{sf} = D(M_f) + \lambda_s \sum_{t=1}^{T_f} R_{t}(M_f)$$

$$J_s = D(M_c|\{M_f^*\}) + \lambda_s \sum_{t=1}^{T_f} \sum_{i=1}^{N} R_{t,i}(M_c|M_f^*)$$

$$M_f^* = RL_p(min J_{sf}), M_c^* = RL_c(min J_s)$$

With hierarchical reinforcement learning in Eq. 2, we can obtain the best mode pair $\{M_f^*, M_c^*\}$ for task-driven semantic coding effectively and efficiently. In this paper, the frame-level mode $M_f$ and CTU-level mode $M_c$ are the Quantization
Parameter (QP) of one frame and the relative QP (i.e., $\Delta QP$) around the central frame-level QP for each CTU.

**B. Hierarchical Reinforcement Learning Based Video Semantic Coding for Segmentation**

We aim to utilize the parent-level agent and child-level agent to explore the optimal frame-level mode and CTU-level mode based on the former, respectively. Therefore, we model this decision-making problem as a hierarchical MDP process that aligns well with the nature of hierarchical reinforcement learning (HRL).

A one-level RL agent commonly models the policy learning problem as a Markov decision process (MDP) represented with $P(s, a, s') : S \times A \rightarrow [0, 1]$ to take an action $a \in A$. Then, the RL agent receives a step-wise reward $r : S \times A \rightarrow \mathbb{R}$. The environment moves to next state with a transition function denoted as $P : S \times A \times S \rightarrow [0, 1]$. $\gamma \in (0, 1)$ is a discount factor and $T$ is a time horizon. We aim to learn an optimal policy $\pi^*$ which can maximize the accumulated reward $R$.

Furthermore, HRL contains two-level RL agents, i.e., the parent-level (frame-level) agent and the child-level (CTU-level) agent, so as to learn a parent policy $\pi^P(a|s)$ and a child policy $\pi^C(a^C|s^C,a^P)$. The parent policy outputs a parent action $a^P \in A^P$, which is taken as the condition for the following decision by the child policy. Thanks to the parent-level agent which first makes decisions at frame-level, the action space of child-level agent can be effectively reduced. With a smaller action space, it’s easier for the CTU-level policy to find a more effective strategy.

Here, we give the detailed design of HRL for task-driven video semantic coding. **State:** Both the parent-level policy and the child-level policy need to know the content of the frames. Therefore, given three consecutive frames and corresponding masks, we concatenate them and utilize the deep features extracted by convolutional network as the parent-level state and the child-level state. **Action:** The parent-level agent is responsible for assigning QP for a frame in a coarse way, $QP$ is a central value within a range. Based on the decision of the parent-level agent, the child-level agent further determines $\Delta QP$ around the central value for each CTU in the frame. **Reward:** The parent-level agent and the child-level agent target at minimizing the impact of compression on the performance of downstream network. We define the reward functions of parent-level and child-level policies as:

\[
R_{wf} = M_s(M_f) - \lambda_s \sum_{t=1}^{T_f} R_t(M_f) \tag{3}
\]

\[
R_{wc} = M_s(M_c | P_f) - \lambda_s \sum_{t=1}^{T_f} \sum_{i=1}^{N} R_{t,i}(M_c | M^*_f)
\]

where the frame-level reward $R_{wf}$ is expressed as the sum of two terms: the task-related fidelity $M_s(M_f)$, which is measured by the Mean Intersection over Union (mIOU) for video segmentation, and the negative sum of rate $R_t(M_f)$ of each frame. $\lambda_s$ is an adjustable semantic coding parameter that balances the semantic distortion against rate. The CTU-level reward $R_{wc}$ is similar to the frame-level reward except for the following difference. First, the distortion term is estimated by the task accuracy $M_s$ after all of the CTU-level parameters are selected, and the rate term is measured by the negative sum of the bitrate $R_{t,i}$ of all CTUs. Second, considering that the CTU-level action $M_c$ is restricted by frame-level action $M_f$, the CTU-level reward is consequently conditioned on $M_f$. The two reward functions are consistent with the objective of the hierarchical policy in Eq. 2.

Given that the actions/modes $QP$ and $\Delta QP$ subject to discrete distribution, therefore, we adopt the widely used Advantage Actor-Critic (A2C) algorithm [38] where the actor network aims to learn a discrete control policy while the critic network focuses on estimating the value of state $V_{\pi^D} (s)$. The parent-level and child-level agents are detailed in Fig. 1.

**C. Mode simplification**

Although the HRL has reduced the action space greatly in some content, the optional modes for video semantic coding are still severely unaffordable for training since the expensive coding time cost. To further cut down the training cost, we aim to find an effective but efficient mode simplification strategy for task-driven video semantic coding. Specifically, we design the mode simplification strategy from two perspectives, i.e., frame-level simplification and CTU-level simplification.

For frame-level actions, deciding one specific QP value for each frame in one GOP is impractical. The complexity will increase exponentially with the number of frames in one GOP. To reduce the complexity while keeping the characteristic of original traditional codecs, we simplify the action space by only deciding the QPs for the first two frames in one GOP. The QPs of other frames in this GOP are set with the offset used in traditional codecs. For CTU-level action space, we simplify the action space based on the characteristic of semantic task, i.e., the accuracy of semantic task are mainly associated with the semantic-related region in one frame. Therefore, we utilize the semantic mask, which is generated with corresponding task, to divide the region of one frame into two parts, i.e., semantic-related region and semantic-unrelated region. Then, we can allocate two CTU-level QPs respectively for these two regions, without requiring to decide one QP value for each CTU.
III. Experiments

A. Dataset and Implementation Details

To validate the effectiveness of our proposed HRLVSC, we conduct experiments on video segmentation task under the commonly-used low-delay P configuration with the reference software HM 16.19.

Dataset: We construct a video semantic coding dataset to optimize and validate our HRLVSC framework, named as TVSC dataset. The dataset contains one video semantic task, i.e., video segmentation task. Our dataset is based on the commonly-used dataset DAVIS2017 [39] for video segmentation task. For each video, we resized them as 960 × 544, and compressed them with the modes used in our optional action spaces.

Implementation Details: The HRL model is implemented with Pytorch platform. We train our HRL model with one NVIDIA 1080Ti GPU for 10000 iterations. The batchsize is 30 and the learning rate is 1e-3 for parent-level agent and 1e-4 for child-level agent.

B. Performance Analysis

1) Compared with HEVC Anchor: To verify the effectiveness of our HRLVSC scheme, we compare our HRLVSC with standard HEVC codec HM 16.19 under Low-delay P configuration. For HEVC, we select the QP from 22 to 37 for compression as our baseline. For our proposed HRLVSC, we set \( \lambda \) as 0, 0.05, 0.1, 0.15, 0.2, 0.4, 0.6, 0.8, 1.0, respectively. The result is shown in Table I. From the table, we can observe that our proposed HRLVSC scheme outperforms HEVC anchor by a bit saving of 39.93%. Even compared with HEVC anchor with rate control, our HRLVSC can still achieve a bit rate saving of 20.47%, which demonstrates the effectiveness of our HRLVSC for task-driven video semantic coding.

| Method        | HEVC w/ rate control | Proposed HRLVSC | RL     |
|---------------|----------------------|-----------------|-------|
| BD-Rate       | -19.46%              | -39.93%         | -35.54% |
| BD-mIOU       | 0.67%                | 1.50%           | 1.31%  |

2) Ablation Study: We conduct the ablation studies from two perspectives: 1) Replacing the hierarchical reinforcement learning agents with one reinforcement learning agent used in [24]. 2) Substituting our HRLVSC with hand-crafted methods i.e., assigning the higher QP value for semantic-unrelated CTUs and lower QP value for semantic-related CTUs. The experimental results are as follows:

Ablation on HRL: As shown in 2, the performance of applying only one reinforcement learning agent i.e., RL in Fig. 2, for both frame-level and CTU-level QPs decision, is lower than employing hierarchical reinforcement learning. The reasons for that are: 1) The hierarchical structure restricts the child-level action space, which makes the training procedure more stable. 2) The action spaces are complex, which is hard for RL to make decision.

Comparison with hand-crafted schemes: In this part, we will discuss the overwhelming advantage of proposed HRL against hand-crafted schemes. For video segmentation task, we can obtain the segmentation masks for frames in a video. Therefore, the hand-crafted methods can assign different QP values for each CTU based on the semantic importance i.e., the segmentation mask ratio \( S \) for each CTU. In other words, when the mask ratio is higher, the CTU will be assigned lower QP value for better coding quality. For frame-level QP i.e., \( QP_f \), we keep the original QP value in standard software HM 16.19 for hand-crafted scheme. For CTU-level QP value in hand-crafted scheme, we attempt to adopt different functions to establish the relationship between QP value and semantic importance i.e., mask ration \( S \), respectively as linear, exponential, square, log, and square root functions.

The experimental results are shown in Fig 2, we can find that hand-crafted schemes are far from our proposed HRLVSC, since our scheme can capture the optimal relationship between QP value and semantic importance.

3) Complexity Analysis: In this section, we compare our HRLVSC with standard software HM 16.19 from the perspective of time complexity. As shown in Table II, our HRLVSC does not increase any decoding time. For encoding time, our HRL agents only take about 1.52 seconds for the QP decision of the whole video with the size of 960x544. It is efficient and effective to apply our algorithm in the task-driven video semantic coding.

### Table II

| Method | Encoder Time | Decoder Time |
|--------|--------------|--------------|
| Compared with HEVC w/o Rate Control | 318.45s | 1.23s |
| Proposed HRLVSC | 52.28s | 1.23s |

IV. Conclusion

In this paper, we are the first to investigate the task-driven video semantic coding, and propose the hierarchical reinforcement learning based scheme HRLVSC for it. Unlike the image semantic coding, task-driven video semantic coding contains tremendous reference architectures and coding modes, which inevitably prevents its development. To tackle this challenge, we divide the complex coding architectures into frame level and CTU level, and then, introduce the hierarchical RL agents for them. To further reduce the time complexity for training, we carefully design a simple but effective mode simplification strategy for task-driven video semantic coding. Extensive experiments on video segmentation task under low-delay P configuration have validated the effectiveness of our scheme. We will extend our HRLVSC to more video semantic tasks and more configuration of video coding in future work.
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