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Abstract: Intrusion Detection Systems (IDS) are providing better solution to the current issues and thus became an important element of any security infrastructure to detect various threats so as to prevent widespread harm. The basic aim of IDS is to detect attacks and their nature and prevent damage to the computer systems. Several different approaches for intrusion detection have been reported in the literature. These approaches are broadly categorized into three approaches: I) Signature-based approach II) Anomaly based approach and III) Hybrid approach that combines signature and anomaly detection approaches. Hybrid approach has been found to be superior to either signature based or anomaly based approaches. Several different algorithms are available for hybrid approach. This paper suggests the combined approach using signature and anomaly detection techniques. The signature based is build using genetic algorithm as filter based feature selection and J48 as classifier and data mining approach is used to build anomaly based IDS. The performance of combined IDS is evaluated on well known datasets such as KDD Cup 99, UGR 16 and Kyoto 2006+ etc. The experimental results presented here are encouraging and show superiority of combined IDS to detect network anomalies with respect to time required building the model, detection rate, accuracy and false positive rate.

Index Terms: Anomaly, Data Mining, Intrusion Detection, Anomaly, Signature.

I. INTRODUCTION

Network attacks from the different networks and types can be detected using Intrusion Detection System (IDS). To capture and protect network packets IDS can be used efficiently. The captured packets are analyzed to detect malicious network activities with the help of IDS, so it can be informed to take action on malicious connection and further prevention can be applied to the network. Network security can be provided by combining IDS with the firewall. Intrusion detection systems are further classified as signature based detection and anomaly based detection [1]. Signature based detection techniques detect attacks based on the known attack signatures. They are effective in detecting known attacks with low errors. However, they cannot detect newly created attacks which do not have similarity to the known attacks. Anomaly based detection system generate profiles of normal traffic pattern by analyzing normal traffic in the network. Generally behaviour of attacker and normal user is used to find deviation in anomaly detection method to detect attacker. So it is useful to detect new attack patterns, but detection rate and false positive rate is not good compare to signature based detection models for known attacks.

In 2005 a new method was proposed as hybrid intrusion detection which will combine both methods as signature based and anomaly based to solve the limitation of individual methods. The performance of the combined method is measured with the performance of combination of two different methods. Most combined detection systems independently train a signature based detection model and an anomaly based detection model, and then simply aggregate the results of the both models. If one of the methods declares attack then combined intrusion detection system declares an attack. So detection rate will be improved but problem of high false positive rate will remain [7].

A new combined intrusion detection method which integrates two models as signature based detection model and an anomaly based detection model. To build normal behaviour profiles in the anomaly based detection model known normal traffic information is used. The proposed combined technique used the normal training data as of different services. Different types of services and connections are used to prepare normal traffic data which will improve the performance of the system. A filter based feature selection using genetic algorithm and J48 (C4.5) decision tree (DT) is used to build signature based detection model and the frequent association rule mining is used to develop anomaly based detection model. The combined system is implemented using genetic algorithm to select important features and then model is trained using J48 and multi class SVM on different standard datasets, and frequent association rule mining is applied on normal traffic patterns. The combined intrusion detection system was evaluated by conducting different experiments in which the KDD Cup 99, NSLKDD, Kyoto 2006+, DARAPA MIT/LL 99 and UGR 16 datasets are used. By observing experiment results, we can say that the proposed method gives better performance in terms of detection rate for unknown and known attacks than the conventional methods.

II. RELATED WORK

The various researchers have done their research on hybrid intrusion detection methods in which they have proposed different techniques to overcome the disadvantages of the anomaly based detection and signature based detection methods. The three different methods have used by various researcher to combine the anomaly based detection model and signature based detection model: anomaly
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Based detection followed by signature based detection, parallel use of anomaly based detection and signature based detection, and signature based detection followed by anomaly based detection.

Koutsoulis, Christou, and Efremidisto gives solution using classifier as artificial neural network and they have implemented IDS where a combination of more than one neural network is used which is capable of detecting network attacks on web servers. Their system is useful to detect unseen attacks and make categorization.

Prema Rajeswari and Kannan [2008] have proposed a rule based approach using enhanced C4.5 algorithm for intrusion detection. It is used to detect abnormal behaviors of internal attackers in the networks using classification and decision making.

D. Barbara [2008] proposes how attack characteristics, system training history, services provided, and underlying network conditions will impact on sensitivity of both signature based and anomaly based detection models. They also suggested that data mining techniques can be used to construct classification models from labeled attacks.

Lee et al. [1998] had proposed that how to generate rules for anomaly detection method using normal traffic. Fan extended Lee’s method to find accurate boundaries between known attacks and unknown anomalies.

Kai Hwang, Fellow, IEEE, Min Cai, Member, IEEE, Ying Chen, Student Member, IEEE, and Min Qin [2007] suggest data mining techniques where association rules were used to build IDS. They have suggested how single connection attacks will be detected as well as multi connection attacks. They also give information of systems based on misuse model like SNORT and Bro.

Gisung Kim, Seungmin Lee, Sehun Kim (2014) done the analysis on a brand new hybrid intrusion detection technique that hierarchically integrates a misuse detection model and an anomaly detection model. First, the C4.5 decision tree (DT) is used to produce the misuse detection model which decomposes the traditional training information into different small clusters. And to produce associate anomaly detection model used the one class support vector machine (1-class SVM).

The experiments were conducted with a modified version of well known KDD Cup 99 dataset as the NSL-KDD data set. Their method gives better detection rate than the conventional methods for both unknown and known attacks. It also maintains a low false positive rate compare to other methods. And significantly reduces the high time complexity of the training and testing for the system. The one class SVM does not require the labeled information. However, there is disadvantage due to its high false positive rate so it is difficult to use the one class SVM in the real world.

In the paper [24] Wenying and his colleague (2014) uses combination of SVM method and CSOACNs (Clustering based on Self-Organized Ant Colony Network) for getting advantages of each method and avoiding their weaknesses. They have implemented algorithm and for evaluation used KDDCup 99 standard dataset as a benchmark. As per their experiments it is observed that CSVAC (Combining Support Vectors with Ant Colony) gives better performance in terms of both classification rate and run-time efficiency than SVM alone or CSOACN alone. The CSVAC algorithm have shown higher average detection rate, less training time, and lower rates of both false negative and false positive than pure SVM alone as per their experimental results. Even it gives better performance of less training time with comparable detection rate and false alarm rates than pure CSOACN. But still effectiveness and the flexibility of IDS system is less & required to improve.

Ghun Guo,Yuan Ping, Nian Liu and Shou-Shan Luo [2016] proposes two level hybrid approach for intrusion detection using combine misuse and anomaly detection. They used a misuse detection component and two anomaly detection components to build two level hybrid solutions. The first level as anomaly detection based on the change of cluster centers using K-means or CURE method. The second level two detection components using K-nearest neighbors algorithm to reduce the false positive rate and false negative rate generated by first level. The experimental results are tested on KDDCup 99 and Kyoto University Benchmark dataset. The IDS detect network anomalies effectively and having a low false positive rate.

So it can be observed that there is scope for research by combining advantages of both signature & anomaly detection model to improve the detection rate & time efficiency with real time traffic & multi connection in network. Following sections gives the details of the proposed method with experimental setup and result analysis.

### III. IMPLEMENTATION METHODOLOGY

Effective combined signature based and anomaly based IDS framework is shown in Fig. 1 which will be used for detection of known & unknown attacks. Signature based IDS is trained by using previously known attack patterns. Whenever new record comes to system it compares that pattern with previously known attack pattern and based on comparison decision will be given as known & unknown attacks.

Signature based IDS uses genetic algorithm as filter approach for selecting number of features from given dataset. The selected features are used to train model using J48 classifier from Weka 3.8. Below Fig. 1 the algorithmic steps used in feature selection as genetic algorithm are given [1]-[3].

Fig. 2 shows the anomaly detection system in which normal traffic records are used to generate rule database. The important attributes are selected which includes service as one of the attribute and frequent service is calculated using selected support value. Then association rule mining is applied to generate rules with selected confidence value. In generated rules there is possibility of redundant and long rules, so pruning is applied to remove redundant rules and left hand side with only two attributes from which one will be service. The rule matching technique is used to detect anomaly and normal packets.
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Setup

Feature selection algorithms aim at selecting optimum features from the given set of features. The selected features are then used by a classifier to build a trained model without compromising the detection rate and/or accuracy of the model. Basically anomaly IDS implemented for services which are running on the server and can be accessed through network by number of clients. So it is required to prepare normal profile of the server with respect to traffic log which generated by communication between server and number of clients. The frequent itemsets and association rule mining algorithm is applied to generate frequent episode rules on normal traffic data. After the generation of rules few pruning techniques are applied to generate new rules. The pruning techniques used as 1] Removing redundant rules. 2] LHS was maintained with maximum two attributes and one attribute service is compulsory. The IDS is evaluated using following datasets for rule generation and testing the system.

1] 1999 DARPA Lincoln Lab IDS evaluation dataset which consist of 11 attributes with score value which is defined as if 1 then attack else normal packet. It consists of intra traffic and inter traffic data as day wise. Here we have used intra traffic data of date 06/02/1998 with 33856 records and 7 services are considered. The following six attributes are used for training the system as duration, service, srcport, destport, srcIP, destIP. For normal rule generation 255 normal records are used from dataset with support= 0.7 and confidence = 0.5. The Table I shows the number of rules with respect to different services.

| Service | #Rules | #Pruned Rules | Time (ms) |
|---------|--------|---------------|-----------|
| http    | 25     | 8             | 60        |
| Auth    | 105    | 27            | 59        |
| Finger  | 22     | 7             | 11        |
| ftp     | 0      | 0             | 5         |
| Ftpdata | 3      | 1             | 6         |
| Smtip   | 0      | 0             | 5         |
| telnet  | 0      | 0             | 7         |
| **Total** | 155   | 43            | 183       |

2] We have used inter traffic data of date 06/02/1998 with 33519 normal records and 7 services are considered. The following six attributes are used for training the system as duration, service, srcport, destport, srcIP, destIP. For normal rule generation 33519 normal records are used from dataset with support= 0.5 and confidence = 0.3. The Table II shows the number of rules with respect to different services.
Million records and 10 attributes. The following seven attributes and eight services are used for training the system as duration, Src_IP, Dest_IP, Src_port, Dest_port, protocol, service. For normal rule generation normal records are used from dataset with support= 0.5 and confidence = 0.3. The Table 5 shows the number of rules with respect to different services.

| Service | #Records | #Rules | #Pruned Rules | Time (ms) |
|---------|---------|--------|---------------|-----------|
| http    | 32155   | 03     | 01            | 8         |
| Auth    | 75      | 22     | 07            | 11        |
| Finger  | 109     | 03     | 01            | 7         |
| ftp     | 118     | 03     | 01            | 8         |
| smtp    | 896     | 03     | 01            | 9         |
| telnet  | 35      | 0      | 0             | 10        |
| Eco/i   | 131     | 416    | 81            | 38        |
| **Total** | **33519** | **450** | **92** | **91** |

3) KDD Cup 99 dataset which consist of 41 attributes with label as normal or attack name. We have used 2673 normal records and 12 services are considered. The following six attributes are used for training the system as duration, protocol, service, flag, src_bytes, dest_bytes. For normal rule generation 2673 normal records are used from dataset with support= 0.5 and confidence = 0.3. The Table III shows the number of rules with respect to different services.

| Service | #Records | #Rules | #Pruned Rules | Time (ms) |
|---------|---------|--------|---------------|-----------|
| Service 1 | 31      | 22     | 07            | 11        |
| Service 2 | 02      | 2979   | 425           | 172       |
| Service 3 | 249     | 03     | 01            | 08        |
| Service 4 | 270     | 03     | 01            | 07        |
| Service 5 | 06      | 03     | 01            | 05        |
| Service 6 | 60      | 03     | 01            | 07        |
| Service 7 | 43      | 2979   | 413           | 164       |
| Service 8 | 25      | 22     | 07            | 12        |
| **Total** | **686** | **6014** | **856** | **386** |

4) Kyoto 2006+ August 2009 dataset which consist of 24 attributes with label as normal or attack. We have used 74458 normal records and 2 services are considered. The following six attributes are used for training the system as duration, service, src_ip, src_port, dest_ip, dest_port. For normal rule generation 74458 normal records are used from dataset with support= 0.5 and confidence = 0.3. The Table IV shows the number of rules with respect to different services.

| Service | #Records | #Rules | #Pruned Rules | Time (ms) |
|---------|---------|--------|---------------|-----------|
| smtp    | 63018   | 03     | 01            | 8         |
| Other   | 11440   | 10     | 07            | 10        |
| **Total** | **74458** | **13** | **08** | **18** |

5) UGR16 dataset built with real traffic and up to date attacks using cyclostationary based network IDS. It consists of 4 month (18/03/2016-26/06/2016) data with 16,900

B. Performance Evaluation

Performance of implemented system has been evaluated using accuracy, detection rate, false positive rate and are defined by

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN}
\]

\[
\text{Detection Rate} = \frac{TP}{TP + FN}
\]

\[
\text{False Positive Rate} = \frac{FP}{FP + TN}
\]

where, True Positive (TP) is the number of anomaly records are identified as anomaly, True Negative (TN) is the number of normal records are identified as normal, False Positive (FP) is the number of actual normal records are identified as anomaly, False Negative (FN) is the anomaly records are identified as normal.

C. Results and Discussion

The detection performance of the anomaly intrusion detection system using rule matching for four datasets with randomly selecting attack and normal records are shown in Table VI. The Table VII shows performance using randomly generated attacks for two datasets. The combined performance of the intrusion detection system using J48 with GA as signature based IDS and anomaly based system on the five datasets are shown in Table VIII. The results clearly demonstrate that the performance of IDS is enhanced by the combined effect of both signature and anomaly based system. It shows clearly that the detection model combined with the both systems has achieved an accuracy rate of 99.96%, 99.81%, 99.89%, 99.94% and 99.32% for DARPA Lincoln Lab, KDD Cup 99, NSL-KDD, Kyoto 2006+ (August 2009) and UGR16, respectively, and significantly up to the mark with all other methods. The table shows that the combined IDS performance is better than only signature based IDS or anomaly based IDS.
VI: Detection for all services based on the four dataset

| Dataset                      | # Rules | # Records | Accuracy | DR  | FPR |
|------------------------------|---------|-----------|----------|-----|-----|
| DARPA Lincoln Lab dataset    | 135     | 200       | 100      | 100 | 0.00|
| KDD Cup 99                   | 164     | 60        | 68.33    | 50  | 13.33|
| Kyoto 2006 + August 2009     | 08      | 200       | 100      | 100 | 0.00|
| UGR16                        | 856     | 100       | 100      | 100 | 0.00|
| **Average**                  |         |           | 92.08    | 87.50| 3.33|

VII: Detection for all services based on the randomly generated attacks

| Dataset                      | # Rules | # Records | Accuracy | DR  | FPR |
|------------------------------|---------|-----------|----------|-----|-----|
| DARPA Lincoln Lab dataset    | 135     | 100       | 100      | 100 | 0.00|
| KDD Cup 99                   | 164     | 30        | 80       | 80  | 0.00|
| **Average**                  |         |           | 90.00    | 90.00| 0.00|

VIII: IDS combined performance with signature and anomaly detection

| Dataset                      | #Train  | #Test    | SDS | ADS | SDS+ADS |
|------------------------------|---------|----------|-----|-----|---------|
|                             |         |          | Accuracy | DR  | FPR | Accuracy | DR  | FPR | Accuracy | DR  | FPR |
| DARPA Lincoln Lab            | 20347   | 13564    | 99.80 | 99.80| 0.00 | 81.48 | 81.48| 0.00 | 99.96 | 99.96| 0.00 |
| KDD Cup 99                   | 48852   | 32568    | 99.48 | 99.48| 0.3  | 59.44 | 73.00| 5.55 | 99.81 | 99.78| 0.23 |
| NSLKD                        | 75584   | 50389    | 99.47 | 99.50| 0.3  | 78.87 | 76.76| 5.55 | 99.89 | 99.88| 0.00 |
| UGR16                        | 6203    | 4135     | 96.03 | 96.00| 4.7  | 82.92 | 82.92| 0.00 | 99.32 | 99.32| 0.00 |
| Kyoto August 2009            | 86045   | 57363    | 99.77 | 99.80| 0.2  | 75    | 100  | 0.2  | 99.94 | 100  | 0.2  |

Fig. 3 illustrates a comparison between detection rates and false positive rates of all datasets on which testing was done using proposed system. By observing the figure we can comment that the proposed system gives satisfied performance over all tested datasets.

D. Comparative Study

Table IX shows a comparative results achieved by two level hybrid, DT +1Class SVM, CSOACN and CSVAC proposed in [7],[10] that have been tested on Kyoto 2006+ dataset and KDD Cup 99 dataset.

**Fig. 3** Comparison results of Detection rate Vs False positive rate of all datasets

**Fig. 4** Comparison results of Detection rate on the KDD Cup 99 dataset

Through the results, proposed system shows improvement in detection rate and reduction in false positive rate. However, the obtained results of the proposed system are better, compared to other methods as shown in Table IX. The final results achieved by proposed system show 99.78%, 0.23% and DT + 1 Class SVM show 99.10%, 1.2% of the final detection and false positive rates respectively.
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Fig. 4 illustrates a comparison between proposed system and other existing systems in terms of detection rates.

| Dataset          | Method         | Accuracy (%) | DR (%) | FPR (%) |
|------------------|----------------|--------------|--------|---------|
| KDD Cup 99       | Proposed Combined | 99.81        | 99.78  | 0.23    |
|                  | Two Level Hybrid      | 93.29        | 91.86  | 0.78    |
|                  | DT+1 Class SVM          | na           | 99.10  | 1.2     |
|                  | CSOACN                  | na           | 80.10  | 2.84    |
|                  | CSVAC                   | na           | 94.86  | 6.01    |
| Kyoto 2006+      | Proposed Combined      | 99.94        | 100    | 0.2     |
|                  | Two Level Hybrid       | 95.76        | 93.25  | 1.05    |
|                  | DT+1 Class SVM         | na           | na     | na      |
|                  | CSOACN                 | na           | na     | na      |
|                  | CSVAC                  | na           | na     | na      |

IX. Comparative Performance of Proposed System

V. CONCLUSION & FUTURE SCOPE

In this paper, a new effective intrusion detection method that combined signature based detection and anomaly based detection was proposed. With genetic algorithm as feature selection and C4.5 decision tree (J48) as classifier was used to generate signature based model and then frequent itemsets with association rule mining was used to build normal traffic rule database for anomaly based detection model. The anomaly detection model use service as main part of rule to build normal behavior of system. The experiments demonstrated that the proposed an effective combined intrusion detection method improves the IDS in terms of accuracy, detection rate and false positive rate for network anomalies as compare to existing hybrid approaches. The overall accuracy of proposed IDS is 99.87 and detection rate is 99.89. The performance of effective combined IDS can be enhanced in future research work and investigation.
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