A PERTURBATION APPROACH FOR THE SCHRÖDINGER-BORN-INFELD SYSTEM: SOLUTIONS IN THE SUBCRITICAL AND CRITICAL CASE
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Abstract. In this paper, we study the following Schrödinger-Born-Infeld system with a general nonlinearity
\[
\begin{cases}
-\Delta u + u + \phi u = f(u) + \mu |u|^4 u & \text{in } \mathbb{R}^3, \\
-\text{div} \left( \frac{\nabla \phi}{\sqrt{1 - |\nabla \phi|^2}} \right) = u^2 & \text{in } \mathbb{R}^3, \\
u(x) \to 0, \ \phi(x) \to 0, & \text{as } x \to \infty,
\end{cases}
\]
where \( \mu \geq 0 \) and \( f \in C(\mathbb{R}, \mathbb{R}) \) satisfies suitable assumptions. This system arises from a suitable coupling of the nonlinear Schrödinger equation and the Born-Infeld theory. We use a new perturbation approach to prove the existence and multiplicity of nontrivial solutions of the above system in the subcritical and critical case. We emphasise that our results cover the case \( f(u) = |u|^{p-1} u \) for \( p \in (2, 5/2] \) and \( \mu = 0 \) which was left in [2] as an open problem.
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1. Introduction

1.1. Overview. We are concerned with the following Schrödinger-Born-Infeld system

\[
\begin{cases}
-\Delta u + u + \phi u = f(u) + \mu |u|^4 u & \text{in } \mathbb{R}^3, \\
-\text{div} \left( \frac{\nabla \phi}{\sqrt{1 - |\nabla \phi|^2}} \right) = u^2 & \text{in } \mathbb{R}^3, \\
u(x) \to 0, \ \phi(x) \to 0, & \text{as } x \to \infty,
\end{cases}
\]

(SBI)

where \( f \in C(\mathbb{R}, \mathbb{R}) \) is a suitable nonlinearity and \( \mu \geq 0 \). Evidently when \( \mu > 0 \) we are in the critical case.

Such a type of system arises from the coupling of the nonlinear Schrödinger equations with the equations of the electromagnetic field in the Born-Infeld theory, and can be proposed to provide a mathematical description of the interaction between a charged particle and the electromagnetic field generated by itself. The Born-Infeld theory was firstly developed by Born and Infeld and introduced the idea that both the matter and the electromagnetic field were expression of a unique physical entity.

Unlike systems involving the Maxwell lagrangian for the electromagnetic field (such as the coupling with the Schrödinger or Klein-Gordon equation), systems which involve the Born-Infeld lagrangian are much less studied in the mathematical literature especially due to the difficulties related to the mean curvature operator appearing in the second equation (the electrostatic field equation).

We cite here the papers \([4, 8–10] \) where a second order approximation of the Born-Infeld lagrangian is used and the second equation is then reduced to the quasilinear equation

\[-\Delta \phi - \Delta_4 \phi = u^2.\]

In particular in \([8, 9] \) the existence of solutions is studied by variational methods mixed with truncation techniques.

To the best of our knowledge the first paper which deals with the mean curvature operator in such kind of systems is the one by Yu \([18] \). Here the author considers the coupling of the Klein-Gordon with the Born-Infeld lagrangian and in the electrostatic case the search of standing waves solutions reduces to study the system

\[
\begin{cases}
-\Delta u + \left( m^2 - (\omega + \phi)^2 \right) u = |u|^{p-1} u & \text{in } \mathbb{R}^3, \\
-\text{div} \left( \frac{\nabla \phi}{\sqrt{1 - |\nabla \phi|^2}} \right) = u^2 (\omega + \phi) & \text{in } \mathbb{R}^3, \\
u(x) \to 0, \ \phi(x) \to 0, & \text{as } x \to \infty.
\end{cases}
\]

(1.1)

Evidently there are some difficulties related to the operator appearing in the second equation. One can not use variational approach to deal with this problem by restricting the functional at the usual function spaces. The reason is that the quantity \( 1/\sqrt{1 - |\nabla \phi(x)|^2} \) makes sense only when \( x \in \mathbb{R}^3 \) is such that \( |\nabla \phi(x)| < 1 \). And so this inequality has to be considered in the functional setting as a necessary constraint.

We cite also the paper \([5] \) where the authors consider the electrostatic Born-Infeld equation, the second equation in (1.1), with extended charges as sources.

Inspired by \([18] \), Azzollini, Pomponio and Siciliano in \([2] \) proposed and introduced a new model which represents a variant of the well-known Schrödinger-Maxwell system as it was introduced in Benci and Fortunato \([3] \), see also and D’Aprile and Mugnai \([7] \). By replacing the usual Maxwell lagrangian with the Born-Infeld one, the authors in \([2] \) studied the existence of electrostatic
solutions which lead to the following system

\[
\begin{aligned}
-\Delta u + u + \phi u &= |u|^{p-1}u & \text{in } \mathbb{R}^3, \\
-\text{div} \left( \frac{\nabla \phi}{\sqrt{1 - |\nabla \phi|^2}} \right) &= u^2 & \text{in } \mathbb{R}^3, \\
u(x) \to 0, \phi(x) \to 0, & \quad \text{as } x \to \infty.
\end{aligned}
\]

(1.2)

In particular they use a slightly modified version of the monotonicity trick due to Jeanjean [11] and Struwe [16] to prove the existence of radial ground state solutions of (1.2) for \( p \in (5/2, 5) \). They left as an open problem the case of smaller \( p \) and the existence of non-radial solutions.

1.2. Main results. In this paper one of our aim is to prove the existence of ground state for problem (1.2) also in the case \( p \in (2, 5/2) \). Actually we will consider a more general nonlinearity than the power one. Moreover we establish a multiplicity results and treat also the problem with a critical nonlinearity. However we are not able to avoid the radial setting.

We recall that (SBI) comes variationally from the action functional \( F \) defined by

\[
F(u, \phi) = \frac{1}{2} \int_{\mathbb{R}^3} (|\nabla u|^2 + u^2) + \frac{1}{2} \int_{\mathbb{R}^3} \phi u^2 - \frac{1}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi|^2}) - \int_{\mathbb{R}^3} F(u) - \frac{\mu}{6} \int_{\mathbb{R}^3} |u|^6.
\]

which presents evident difficulties. As introduced in [18], the presence of the term \( \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi|^2}) \) forces us to restrict the setting of admissible function \( \phi \) and to define a suitable function set. Define

\[
X := D^{1,2}(\mathbb{R}^3) \cap \{ \phi \in C^{0,1}(\mathbb{R}^3) : \|\nabla \phi\|_\infty \leq 1 \}
\]

where \( D^{1,2}(\mathbb{R}^3) \) is the completion of \( C^0_0(\mathbb{R}^3) \) with respect to the norm \( \|\nabla \cdot\|_2 \). Let as usual

\[
H^1_r(\mathbb{R}^3) = \{ u \in H^1(\mathbb{R}^3) : u \text{ is radially symmetric} \}
\]

and

\[
X_r = \{ \phi \in X \mid \phi \text{ is radially symmetric} \}.
\]

We will study the functional \( F \) by restricting on the function setting \( H^1_r(\mathbb{R}^3) \times X_r \), which is not a vector space. This brings us some difficulties for the variational approach; indeed to compute variations with respect to \( \phi \) along the direction established by a generic smooth and compactly supported function, a direct restriction is to require in advance that \( \|\nabla \phi\|_\infty < 1 \). This results in a nontrivial obstacle to find the relation between solutions of the minimizing problem and solutions of the second equation of system (SBI) for \( u \) fixed, see Yu [18]. In [5] the author obtained the uniqueness of the solution of the second equation in the radial setting which will be useful in our analysis.

Moreover, the functional \( F \) is strongly indefinite, but this is usually overcome by the classical reduction method with the help of the results obtained in [5]. Precisely, for any radial \( u \in H^1_r(\mathbb{R}^3) \) fixed, there exists a unique \( \phi_u \in X_r \) solution of the second equation of system (SBI) and this reduces the problem to that of finding critical points of the (no more strongly indefinite) one variable functional \( I(u) = F(u, \phi_u) \) defined on \( H^1_r(\mathbb{R}^3) \). It is known that the radial setting is a natural constraint for the problem, see [2, Proposition 2.6].

In order to state our results let us state the assumptions on the nonlinearity \( f \):

(\text{f1}) \( f \in C(\mathbb{R}, \mathbb{R}) \) and \( \lim_{s \to 0} f(s)/s = 0 \);

(\text{f2}) \( |f(s)| \leq C(1 + |s|^p) \) for \( p \in (2, 5) \);

(\text{f3}) for any \( s > 0 \), \( 0 < \rho F(s) \leq f(s)s \), where \( \rho \in (3, 4) \) and \( F(s) = \int_0^s f(\tau)d\tau \).
These are quite natural assumptions when dealing with variational methods. In particular by (f1)-(f2) it follows that for any $\varepsilon > 0$, there exists $C_\varepsilon > 0$ such that
\begin{equation}
|f(s)| \leq \varepsilon |s| + C_\varepsilon |s|^p \quad \text{and} \quad |F(s)| \leq \varepsilon s^2 + C_\varepsilon |s|^{p+1}.
\end{equation}

On the other hand (f3) is useful when dealing with the Mountain Pass geometry and Palais-Smale sequences. From (f2) and (f3) it follows that for suitable constants
\[ C_1 |s|^p - C_2 \leq C_3 s^2 + C_4 |s|^{p+1}, \]

which allows $p > 2$.

The following is our first result in this paper and concerns the subcritical case.

**Theorem 1.1.** Assume that (f1)-(f3) hold. Then system (SBI) with $\mu = 0$ has at least a radial ground state solution, namely, a solution $(u, \phi) \in H^1_r(\mathbb{R}^3) \times X_r$ minimizing the energy functional $F$ among all the nontrivial radial solutions.

In particular if $f$ is a pure power nonlinearity this result improves the one in [2] so extending the existence of ground state to all the range $p \in (2, 5)$.

A second result concerns multiplicity of solutions again in the subcritical case.

**Theorem 1.2.** Assume that (f1)-(f3) hold and $f$ is odd. Then system (SBI) with $\mu = 0$ has infinite many radial high energy solutions, namely, solutions $(u_j, \phi_j) \subset H^1_r(\mathbb{R}^3) \times X_r$ such that the energy functional $F$ tends to infinity.

In what follows, we turn our attention to the case where the nonlinearity has critical growth and without loss of generality we assume $\mu = 1$. For this purpose, and to deal with compactness issues, we consider the further assumption on the nonlinearity $f$:

(f4) there exist $D > 0$ and $2 < r < 6$ such that $f(t) \geq Dt^r$ for $t \geq 0$.

**Theorem 1.3.** Assume that (f1)-(f4) hold. Then system (SBI) with $\mu = 1$ admits a radial ground state solution $(u, \phi) \in H^1_r(\mathbb{R}^3) \times X_r$ in the following cases
\begin{enumerate}
  \item $r \in (4, 6)$, or
  \item $r \in (2, 4]$ and $D$ is sufficiently large.
\end{enumerate}

We remark that, arguing as in [2], all the solutions found are of class $C^2(\mathbb{R}^3)$, hence classical.

As we said before, to prove our results we use variational methods. We point out that the monotonicity trick used in [2] does not permit to conclude the existence of infinitely many solutions for the case $p \leq 5/2$, so a new perturbation technique inspired by [12-14] is introduced here in order to deal with this case. We point out that no truncation technique is used here.

This is our main contribution and indeed we think that this type of perturbations can be used also for other problems. Unfortunately we are not able to treat the case $p \in (1, 2]$ in (1.2) that we believe it is interesting too.

This paper is organized as follows. Firstly, some preliminaries are given in Section 2. Section 3 is devoted to the subcritical case: after introducing the modified perturbed equation, the existence of ground state solutions and multiplicity of high energy solutions for (SBI) with a general subcritical nonlinearity are shown, then proving Theorem 1.1 and Theorem 1.2. In the final Section 4 we treat the critical case: again after introducing a perturbation in the equation, we prove the existence of a radial ground state solution of (SBI) with a general critical nonlinearity.
Notations. As a matter of notations, we will use $C, C_1, C_2, \ldots, C', \ldots$ to denote suitable positive constants whose value may vary from line to line.

For every $1 \leq s \leq +\infty$, we denote by $\| \cdot \|_s$ the usual norm of the Lebesgue space $L^s(\mathbb{R}^3)$ and use $\| \cdot \|$ for the standard norm in $H^1_0(\mathbb{R}^3)$. We will use the “small o” notation for vanishing sequences. Other notations will be introduced whenever we need.

2. Preliminary results

We recall some properties of the ambient space $X$. For the proofs see [5] or [2, Lemma 2.1 and Remark 2.3].

Lemma 2.1. The following conclusions hold:

(i) $X$ is continuously embedded in $W^{1,p}(\mathbb{R}^3)$ for all $p \in [6, +\infty)$;

(ii) $X$ is continuously embedded in $L^{\infty}(\mathbb{R}^3)$;

(iii) if $\phi \in X$, then $\lim_{|x| \to \infty} \phi(x) = 0$;

(iv) $X$ is weakly closed;

(v) if $\{\phi_n\} \subset X$ is bounded, there exists $\phi \in X$ such that, up to subsequence, $\phi_n \rightharpoonup \phi$ weakly in $X$ and uniformly in compact sets in $\mathbb{R}^3$;

(vi) if $u_n \to u$ in $L^p(\mathbb{R}^3), p \in [1, +\infty)$, then $\phi_{u_n} \to \phi_u$ in $L^{\infty}(\mathbb{R}^3)$.

We define weak solutions to (SBI) in the following way.

Definition 2.2. A weak solution of (SBI) is a couple $(u, \phi) \in H^1(\mathbb{R}^3) \times X$ such that for all $(v, \psi) \in C_0^\infty(\mathbb{R}^3) \times C_0^\infty(\mathbb{R}^3)$, we have

$$
\int_{\mathbb{R}^3} (\nabla u \nabla v + uv) + \int_{\mathbb{R}^3} \phi uv = \int_{\mathbb{R}^3} f(u)v + \mu \int_{\mathbb{R}^3} |u|^4 \psi,
$$

$$
\int_{\mathbb{R}^3} \frac{\nabla \phi \nabla \psi}{\sqrt{1 - |\nabla \phi|^2}} = \int_{\mathbb{R}^3} u^2 \psi.
$$

We can even allow here $v, \psi \in H^1(\mathbb{R}^3)$.

The next facts are also known, see [2, Lemma 2.2].

Lemma 2.3. For any $u \in H^1(\mathbb{R}^3)$ fixed, there exists a unique $\phi_u \in X$ such that the following properties hold:

(i) $\phi_u$ is the unique minimizer of $E_u : X \to \mathbb{R}$ defined as

$$
E_u(\phi) = \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi|^2}) - \int_{\mathbb{R}^3} \phi u^2,
$$

and $E_u(\phi_u) \leq 0$, that is,

$$
\int_{\mathbb{R}^3} \phi_u u^2 \geq \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_u|^2});
$$

(ii) $\phi_u \geq 0$ and $\phi_u = 0$ if and only if $u = 0$;

(iii) if $\phi$ is a weak solution of the second equation of (SBI), then $\phi = \phi_u$ and satisfies the following equality

$$
\int_{\mathbb{R}^3} \frac{|\nabla \phi_u|^2}{\sqrt{1 - |\nabla \phi_u|^2}} = \int_{\mathbb{R}^3} \phi_u u^2.
$$

Moreover, if $u \in H^1_0(\mathbb{R}^3)$, then $\phi_u \in X_r$ is the unique weak solution of the second equation of system (SBI).
Actually the inequality in (i) can be improved. Indeed, since for all \( t \in [0,1] \), the following holds:

\[
1 - \sqrt{1 - t} \leq \frac{t}{2} \sqrt{1 - t},
\]

by recalling (iii) in Lemma 2.3, it follows

\[
\frac{1}{2} \int_{\mathbb{R}^3} \phi_u u^2 = \frac{1}{2} \int_{\mathbb{R}^3} \frac{|\nabla \phi_u|^2}{\sqrt{1 - |\nabla \phi_u|^2}} \geq \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_u|^2}).
\]

We recall also a Pohozaev type identity associated with \((\text{SBI})\) whose proof can be obtained as in [2].

**Lemma 2.4.** If \((u, \phi) \in H_1^1(\mathbb{R}^3) \times X_r\) is a solution of \((\text{SBI})\), then the following Pohozaev type identity is satisfied:

\[
\frac{1}{2} \int_{\mathbb{R}^3} |\nabla u|^2 + \frac{3}{2} \int_{\mathbb{R}^3} u^2 + 2 \int_{\mathbb{R}^3} \phi u^2 - \frac{3}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi|^2}) = 3 \int_{\mathbb{R}^3} F(u) + \frac{\mu}{2} \int_{\mathbb{R}^3} |u|^6.
\]

In view of Lemma 2.3, we know that the associated energy functional can be written in the following form

\[
I(u) = \frac{1}{2} \int_{\mathbb{R}^3} (|\nabla u|^2 + u^2) + \frac{1}{2} \int_{\mathbb{R}^3} \phi u^2 - \int_{\mathbb{R}^3} F(u) - \frac{1}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi|^2}) - \frac{\mu}{6} \int_{\mathbb{R}^3} |u|^6,
\]

and is of class \(C^1\). It is known that if \(u\) is the critical point of \(I\), then \((u, \phi_u)\) is a weak solution of \((\text{SBI})\). For this reason we will speak simply of \(u\) as a solution of \((\text{SBI})\).

Finally we recall a technical lemma which is of use in studying the geometry of the functional, see [2, Lemma 2.7].

**Lemma 2.5.** Let \(s \in [2,3)\). Then there exist positive constants \(C\) and \(C'\) such that for any \(u \in H^1(\mathbb{R}^3)\), we have

\[
||\nabla \phi_u||_{2,s-1} \leq C||u||_{2,s^*} \leq C'||u||,
\]

where \(s^*\) is the critical Sobolev exponent related to \(s\) and \((s^*)'\) is its conjugate exponent, namely

\[
s^* = \frac{3s}{3-s} \quad \text{and} \quad (s^*)' = \frac{3s}{4s-3}.
\]

In particular,

\[
\int_{\mathbb{R}^3} \phi u^2 \leq ||\phi_u||_{6}||u||_{12/5}^2 \leq ||\nabla \phi_u||_{6}||u||_{12/5}^2 \leq C'||u||_{12/5}^4.
\]

3. The Subcritical Case

3.1. The modified equation. In this section, we are planning to study \((\text{SBI})\) in the subcritical case, that is when \(\mu = 0\). Here, we introduce a perturbation technique to overcome the difficulty related to the boundedness of Palais-Smale sequence. \((\text{SBI})\). We consider the following modified problem

\[
\begin{align*}
-\Delta u + u + \phi u + \lambda ||u||_2 u &= f(u) + \lambda ||u|| u^{q-1} u \quad &\text{in} \ \mathbb{R}^3, \\
-\text{div} \left( \frac{\nabla \phi}{\sqrt{1 - |\nabla \phi|^2}} \right) &= u^2 \quad &\text{in} \ \mathbb{R}^3, \\
u(x) \to 0, \ \phi(x) \to 0, \quad &\text{as} \ x \to \infty,
\end{align*}
\]

\((3.1)\)
where \( \lambda \in (0,1] \) and \( q \in (\max\{p,4\},5) \). Thus, its associated functional is
\[
I_\lambda(u) = I(u) + \frac{\lambda}{3} \|u\|_2^3 - \frac{\lambda}{q+1} \int_{\mathbb{R}^3} |u|^{q+1},
\]
where \( I \) is defined in (2.3), with \( \mu = 0 \).

The idea is to find solutions for (3.1) and then send \( \lambda \) to 0.

We now verify that the functional \( I_\lambda \) has the Mountain Pass geometry uniformly in \( \lambda \).

**Lemma 3.1.** Suppose that (f1)-(f3) hold. Then
(i) there exist \( \rho, \delta > 0 \) such that, for any \( \lambda \in (0,1], I_\lambda(u) \geq \delta \) for every \( u \in S_\rho = \{ u \in E : \|u\| = \rho \} \);
(ii) there is \( v \in H^1_r(\mathbb{R}^3) \) with \( \|v\| > \rho \) such that, for any \( \lambda \in (0,1], I_\lambda(v) < 0 \).

**Proof.** (i) For any \( u \in H^1_r(\mathbb{R}^3) \), by the definition of \( I_\lambda \), Lemma 2.3-(i) and (1.3) involving \( q \), one has
\[
I_\lambda(u) \geq \frac{1}{2} \|u\|^2 - \int_{\mathbb{R}^3} F(u) - \frac{\lambda}{q+1} \int_{\mathbb{R}^3} |u|^{q+1}
\geq \frac{1}{2} \|u\|^2 - \varepsilon \|u\|_2^3 - \frac{1 + C_\varepsilon}{q+1} \int_{\mathbb{R}^3} |u|^{q+1}
\geq \frac{1 - \varepsilon}{2} \|u\|^2 - \frac{1 + C_\varepsilon}{q+1} C \|u\|^{q+1}.
\]
Taking \( \varepsilon = 1/2 \), and \( \|u\| = \rho > 0 \) small enough, it is easy to check that there exists \( \delta > 0 \) such that \( I_\lambda(u) \geq \delta \) for every \( u \in S_\rho \).

(ii) By the definition of \( I_\lambda \) and Lemma 2.5 it follows
\[
I_\lambda(u) \leq \frac{1}{2} \|u\|^2 + \frac{1}{2} \int_{\mathbb{R}^3} \Phi_u u^2 + \frac{\lambda}{3} \|u\|_2^3 - \int_{\mathbb{R}^3} F(u) - \frac{\lambda}{q+1} \int_{\mathbb{R}^3} |u|^{q+1}
\leq \frac{1}{2} \|u\|^2 + C_1 \|u\|_2^4 + C_2 \|u\|_2^3 - \int_{\mathbb{R}^3} F(u).
\]
For \( e \in H^1_r(\mathbb{R}^3) \setminus \{0\} \), let \( e_t = t^2 e(tx) \) and observe that
\[
\int_{\mathbb{R}^3} F(e_t) = t^{-3} \int_{\mathbb{R}^3} F(t^2 e) = t^{-3} \Phi(t).
\]
By (f3), a straightforward computation yields
\[
\frac{\Phi'(t)}{\Phi(t)} \geq \frac{2 \rho}{t} \forall t > 0
\]
and then, by integrating on \([1,t]\), with \( t > 1 \), we have \( \Phi(t) \geq \Phi(1)t^{2\rho} \), implying that
\[
\int_{\mathbb{R}^3} F(e_t) \geq t^{2\rho-3} \int_{\mathbb{R}^3} F(e).
\]
Consequently by (3.2) and (3.3) we infer
\[
I_\lambda(e_t) \leq \frac{t^3}{2} \int_{\mathbb{R}^3} |\nabla e_t|^2 + \frac{t}{2} \int_{\mathbb{R}^3} e_t^2 + C_1 t^3 \|e_t\|_2^{12/5} + C_2 t^{3/2} \|e_t\|_2^3 - t^{2\rho-3} \int_{\mathbb{R}^3} F(e).
\]
Since by (f3) it is \( \rho > 3 \), the conclusion holds with \( t \) large enough. \( \square \)
By the well-known Mountain-Pass theorem (see [1, 19]), there exists a \((PS)_{c_\lambda}\) sequence \(\{u_n\} \subset H^1_1(\mathbb{R}^3)\), that is,

\[
I_\lambda(u_n) \to c_\lambda \quad \text{and} \quad I'_\lambda(u_n) \to 0.
\]

It is clear that \(\{u_n\}\) depends on \(\lambda\) but we omit this dependence in the sequel. Here \(c_\lambda\) is the Mountain Pass level characterized by

\[
c_\lambda = \inf_{\gamma \in \Gamma_\lambda} \max_{t \in [0, 1]} I_\lambda(\gamma(t))
\]

with

\[
\Gamma_\lambda := \left\{ \gamma \in C^1([0, 1], H^1_1(\mathbb{R}^3)) : \gamma(0) = 0 \quad \text{and} \quad I_\lambda(\gamma(1)) < 0 \right\}.
\]

**Remark 3.2.** Observe from Lemma 3.1 that there exist two constants \(m_1, m_2 > 0\) independently on \(\lambda\) such that \(m_1 < c_\lambda < m_2\).

We state the following lemma to ensure that Palais-Smale sequences of \(I_\lambda\) at level \(c_\lambda\) have at least a convergence subsequence.

**Lemma 3.3.** For fixed \(\lambda \in (0, 1]\), let \(\{u_n\} \subset H^1_1(\mathbb{R}^3)\) be a \((PS)\) sequence of \(I_\lambda\). Then there exists \(u \in H^1_1(\mathbb{R}^3)\) such that \(u_n \to u\) in \(H^1_1(\mathbb{R}^3)\).

**Proof.** The proof is divided into two parts.

In the first one we show that the sequence \(\{u_n\}\) is bounded in \(H^1_1(\mathbb{R}^3)\). For \(\theta \in (4, q + 1)\), by Lemma 2.5, there exist \(C_1, C_2 > 0\) such that

\[
C_1 + C_2\|u_n\| \geq I_\lambda(u_n) - \frac{1}{\theta} I'_\lambda(u_n) u_n
\]

\[
= \frac{\theta - 2}{2\theta}\|u_n\|^2 + \frac{\theta - 2}{2\theta} \int_{\mathbb{R}^3} \phi_{u_n} u_n^2 + \frac{\theta - 3}{3\theta} \lambda \|u_n\|_2^3
\]

\[
+ \frac{1}{\theta} \int_{\mathbb{R}^3} \theta f(u_n) u_n - F(u_n) - \frac{1}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_{u_n}|^2}) + \frac{q + 1 - \theta}{\theta(q + 1)} \lambda \int_{\mathbb{R}^3} |u_n|^{q+1}
\]

\[
\geq \frac{\theta - 2}{2\theta} C_3 \|u_n\|^2 + \frac{\theta - 2}{2\theta} \int_{\mathbb{R}^3} \phi_{u_n} u_n^2 + \frac{\theta - 3}{3\theta} \lambda \|u_n\|_2^3
\]

\[- C_4 \int_{\mathbb{R}^3} |u_n|^{p+1} - \frac{1}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_{u_n}|^2}) + \frac{q + 1 - \theta}{\theta(q + 1)} \lambda \int_{\mathbb{R}^3} |u_n|^{q+1}.
\]

By recalling (2.2) it follows that

\[
C_1 + C_2\|u_n\| \geq \frac{\theta - 2}{2\theta} C_3 \|u_n\|^2 + \frac{\theta - 4}{4\theta} \int_{\mathbb{R}^3} \phi_{u_n} u_n^2 + \frac{\theta - 3}{3\theta} \lambda \|u_n\|_2^3
\]

\[- C_4 \int_{\mathbb{R}^3} |u_n|^{p+1} + \frac{q + 1 - \theta}{\theta(q + 1)} \lambda \int_{\mathbb{R}^3} |u_n|^{q+1}
\]

\[
\geq \frac{\theta - 2}{2\theta} C_3 \|u_n\|^2 + \frac{\theta - 3}{3\theta} \lambda \|u_n\|_2^3
\]

\[- C_4 \int_{\mathbb{R}^3} |u_n|^{p+1} + \frac{q + 1 - \theta}{\theta(q + 1)} \lambda \int_{\mathbb{R}^3} |u_n|^{q+1}.
\]

(3.4)

Observe that for any large \(B_1 > 0\), there exists \(B_2 > 0\) such that

\[
\frac{\theta - 3}{3\theta} \|u_n\|_2^3 \geq B_1\|u_n\|_2^2 - B_2,
\]
which, together with (3.4), implies that

\[(3.5) \ C_1 + \lambda B_2 + C_2\|u_n\| \geq \frac{\theta - 2}{2\theta}C_3\|u_n\|^2 + \int_{\mathbb{R}^3} \left( \lambda B_1|u_n|^2 - C_4|u_n|^{p+1} + \frac{q + 1 - \theta}{\theta(q + 1)}\lambda|u_n|^{q+1} \right).\]

We note that \(\lambda B_1|t|^2 - C_4|t|^{p+1} + \frac{q + 1 - \theta}{\theta(q + 1)}\lambda|t|^{q+1} \geq 0\) for \(t \geq 0\), since \(B_1\) can be chosen arbitrary large. Thus, it follows from (3.5) that \(\|u_n\| \leq C\) for some \(C\) independently of \(n\).

In the second part of the proof we show the strong convergence of \(\{u_n\}\). Up to a subsequence, we suppose that there exist \(u \in H^1_\lambda(\mathbb{R}^3)\) such that

\[
u_n \rightharpoonup u \quad \text{weakly in } H^1_\lambda(\mathbb{R}^3),
\]

\[
u_n \to u \quad \text{in } L^p(\mathbb{R}^3), \quad 2 < p < 6,
\]

\[
u_n \to u \quad \text{a.e. in } \mathbb{R}^3.
\]

Hence, passing to the limit in \(I'_\lambda(u_n)/\|u_n-u\| = o_n(1)\) and using that (recall Lemma 2.5)

\[
\int_{\mathbb{R}^3} \left| \phi_{u_n} \nu_n \right| \|u_n-u\| \leq \|\phi_{u_n}\|_6 \|u_n-u\|_2 \leq C' \|\nu_n\|_2 \|u_n-u\|_3 \to 0
\]

and that, by (f2) (recall that \(q < 5\))

\[
\int_{\mathbb{R}^3} \left| u_n \right|^q \|u_n-u\| \leq \|u_n\|_{q+1} \|u_n-u\|_{q+1} \to 0,
\]

\[
\|u_n\|_2 \int_{\mathbb{R}^3} \left| u_n \right| \|u_n-u\| \to 0,
\]

\[
\int_{\mathbb{R}^3} \left| f(u_n) \right| \|u_n-u\| \to 0,
\]

we conclude that

\[
\|u_n\|^2 - \|u\|^2 = o_n(1)
\]

and then \(u_n \to u\) in \(H^1_\lambda(\mathbb{R}^3)\). \(\square\)

It follows from Lemma 3.3 that for each \(\lambda \in (0,1]\), there exists \(u_\lambda \in H^1_\lambda(\mathbb{R}^3)\) such that

\[
I'_\lambda(u_\lambda) = c_\lambda \quad \text{and} \quad I'_\lambda(u_\lambda) = 0.
\]

By \(I'_\lambda(u_\lambda)[u_\lambda] = 0\), we have

\[(3.6) \ \int_{\mathbb{R}^3} (|\nabla u_\lambda|^2 + u_\lambda^2) + \int_{\mathbb{R}^3} \phi_{u_\lambda} u_\lambda^2 + \lambda \|u_\lambda\|_2^2 - \int_{\mathbb{R}^3} f(u_\lambda) u_\lambda = \lambda \int_{\mathbb{R}^3} |u_\lambda|^{q+1} = 0.
\]

Recalling hypothesis (f3), it follows from (3.6) that for \(b > 0\),

\[(3.7) \ b \int_{\mathbb{R}^3} F(u_\lambda) \leq \frac{b}{q} \int_{\mathbb{R}^3} (|\nabla u_\lambda|^2 + u_\lambda^2) + \frac{b}{q} \int_{\mathbb{R}^3} \phi_{u_\lambda} u_\lambda^2 + \frac{b\lambda}{q} \|u_\lambda\|_2^2 - \frac{b\lambda}{q} \int_{\mathbb{R}^3} |u_\lambda|^{q+1}.
\]

Moreover, similarly to Lemma 2.4, we obtain the associated Pohozaev type identity for the modified problem (3.1):

\[(3.8) \ \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u_\lambda|^2 + \frac{3}{2} \int_{\mathbb{R}^3} u_\lambda^2 + 2 \int_{\mathbb{R}^3} \phi_{u_\lambda} u_\lambda^2 + \frac{3\lambda}{2} \|u_\lambda\|_2^3
\]

\[
- \frac{3}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_{u_\lambda}|^2}) = 3 \int_{\mathbb{R}^3} F(u_\lambda) + \frac{3\lambda}{q+1} \int_{\mathbb{R}^3} |u_\lambda|^{q+1}.
\]
Combining (3.7) with (3.8), we have for \( a \in \mathbb{R} \)
\[
(a + b) \int_{\mathbb{R}^3} F(u_{\lambda}) \leq \left( \frac{a}{6} + \frac{b}{q} \right) \int_{\mathbb{R}^3} |\nabla u_{\lambda}|^2 + \left( \frac{a}{2} + \frac{b}{q} \right) \int_{\mathbb{R}^3} |u_{\lambda}|^2 \\
+ \left( \frac{2a}{3} + \frac{b}{q} \right) \int_{\mathbb{R}^3} \phi_{u_{\lambda}} u_{\lambda}^2 - \frac{a}{2} \int_{\mathbb{R}^3} (1 - \frac{1}{2} - |\nabla u|^2)
\]
\[
+ \left( \frac{a}{2} + \frac{b}{q} \right) \lambda \|u_{\lambda}\|_3^2 - \left( \frac{a}{q + 1} + \frac{b}{q} \right) \lambda \|u_{\lambda}\|_{q+1}^2.
\]
(3.9)

By letting \( a = 1 - b \) in (3.9), using the definition of \( I_{\lambda} \) and that (recall (2.2))
\[
\frac{b}{2} \int_{\mathbb{R}^3} (1 - \frac{1}{2} - |\nabla u|^2) \leq \frac{b}{4} \int_{\mathbb{R}^3} \phi_{u_{\lambda}} u_{\lambda}^2,
\]
it follows that
\[
c_{\lambda} = I_{\lambda}(u_{\lambda}) \geq \left( \frac{1}{3} + \frac{b(q - 6)}{6q} \right) \int_{\mathbb{R}^3} |\nabla u_{\lambda}|^2 + \left( \frac{b}{2} - \frac{b}{q} \right) \int_{\mathbb{R}^3} |u_{\lambda}|^2 \\
+ \left( \frac{1}{2} - \frac{2(1-b)}{3} - \frac{b}{q} \right) \int_{\mathbb{R}^3} \phi_{u_{\lambda}} u_{\lambda}^2 - \frac{b}{2} \int_{\mathbb{R}^3} (1 - \frac{1}{2} - |\nabla u_{\lambda}|^2)
\]
\[
+ \left( \frac{1}{3} - \frac{1-b}{2} - \frac{b}{q} \right) \lambda \|u_{\lambda}\|_3^2 + \left( \frac{1-b}{q+1} + \frac{b}{q} - \frac{1}{q+1} \right) \lambda \|u_{\lambda}\|_{q+1}^2.
\]
(3.10)

It is easy to check that with the choice \( b = 2 \) all the coefficients above are positive.

**Remark 3.4.** Note that the above computation, from (3.6) to (3.10), can be repeated for the original functional \( I \), that is without the terms having \( \lambda \) in front of the integrals. More specifically,

(a) if there exists \( u \in H_1^3(\mathbb{R}^3) \) such that \( I'(u) = 0 \), then \( I(u) \geq C\|u\|^2 \), with \( C \) independent on \( u \);

(b) if \( \{u_n\} \) is such that \( I'(u_n) = 0 \) and \( \{I(u_n)\} \) is convergent, then \( \{u_n\} \) is bounded.

Then by (3.10), \( c_{\lambda} = I_{\lambda}(u_{\lambda}) \geq C\|u_{\lambda}\|^2 \) and by Remark 3.2 it follows that \( \{u_{\lambda}\}_{\lambda \in (0,1]} \) is bounded in \( H_1^3(\mathbb{R}^3) \) uniformly in \( \lambda \in (0,1] \); then we can assume, as \( \lambda \to 0^+ \),
\[
u_{\lambda} \to u_0 \quad \text{in} \quad H_1^3(\mathbb{R}^3) \quad \text{and} \quad I_{\lambda}(u_{\lambda}) = c_{\lambda} \to c_0 > 0.
\]

Moreover, for any \( v \in H_1^3(\mathbb{R}^3) \), we have
\[
I'(u_{\lambda})[v] = I_{\lambda}'(u_{\lambda})[v] - \lambda \|u_{\lambda}\|_2 \int_{\mathbb{R}^3} u_{\lambda} v + \lambda \int_{\mathbb{R}^3} |u_{\lambda}|^q u_{\lambda} v = o_{\lambda}(1)\|v\|
\]
and
\[
I(u_{\lambda}) = I_{\lambda}(u_{\lambda}) - \frac{\lambda}{3} \|u_{\lambda}\|_3^2 + \frac{\lambda}{q+1} \int_{\mathbb{R}^3} |u_{\lambda}|^{q+1} = c_0 + o_{\lambda}(1).
\]

Thus, \( \{u_{\lambda}\}_{\lambda \in (0,1]} \) is a bounded Palais-Smale sequence for the unperturbed functional \( I \) at level \( c_0 \). Arguing similarly as in the second part of the proof of Lemma 3.3, by \( I'(u_{\lambda})[u_{\lambda} - u_0] = o_{\lambda}(1) \), we get that
\[
u_{\lambda} \to u_0 \quad \text{on} \quad H_1^3(\mathbb{R}^3), \quad I'(u_0) = 0 \quad \text{and} \quad I(u_0) = c_0 > 0.
\]
In particular \( u_0 \) is a nontrivial solution of (SBI) with \( \mu = 0 \). Actually we have proved the following fact that will be useful in the future.

**Proposition 3.5.** If \( \{u_\lambda\}_{\lambda \in (0,1]} \) is such that \( I'_\lambda(u_\lambda) = 0 \) and \( c_\lambda = I_\lambda(u_\lambda) \in [m_1,m_2] \), then there exists \( u_0 \in H^1_r(\mathbb{R}^3) \setminus \{0\} \) such that on a sequence \( \lambda_n \) tending to zero, it holds

\[
    u_{\lambda_n} \to u_0 \quad \text{in} \quad H^1_r(\mathbb{R}^3), \quad c_{\lambda_n} \to c_0, \quad I(u_0) = c_0 \quad \text{and} \quad I'(u_0) = 0.
\]

We do not know if \( u_0 \) found above is a ground state solution, however we are now able to give the

3.2. **Proof of Theorem 1.1.** Define the set of solutions

\[
    S := \{ u \in H^1_r(\mathbb{R}^3) \setminus \{0\} : I'(u) = 0 \}
\]

that, for what we have proved, is nonempty. For \( u \in S \) by (1.3), for any \( \varepsilon > 0 \) there exists \( C_\varepsilon > 0 \) such that

\[
    \|u\|^2 \leq \|u\|^2 + \int_{\mathbb{R}^3} \frac{|\nabla \phi u|^2}{\sqrt{1 - |\nabla \phi u|^2}} \leq \varepsilon \int_{\mathbb{R}^3} u^2 + C_\varepsilon \int_{\mathbb{R}^3} |u|^{p+1},
\]

which implies that \( S \) is bounded away from zero.

By (a) in Remark 3.4, there exists some \( C > 0 \) satisfying \( I(u) \geq C\|u\|^2 \) for all \( u \in S \). We infer that

\[
    c_* := \inf_{u \in S} I(u) > 0.
\]

Take finally a minimising sequence \( \{u_n\} \subset S \) so that \( I(u_n) \to c_* \). By (b) in Remark 3.4 we know that \( \{u_n\} \) is bounded. Similar to the second part of the proof of Lemma 3.3, there exists \( u_* \in H^1_r(\mathbb{R}^3) \) so that \( u_n \to u_* \) in \( H^1_r(\mathbb{R}^3) \) and \( I'(u_*) = 0 \). Then \( (u_*, \phi_{u_*}) \) is a radial ground state solution of (SBI).

**Remark 3.6.** We observe that if we had perturbed the problem on the left hand side with \( \lambda \|u\|^{2\alpha}u \) with \( \alpha \in (0,1) \), everything would have equally worked.

3.3. **Proof of Theorem 1.2.** In this subsection, by using the perturbation approach together with the Symmetric Mountain-Pass theorem we prove that equation (SBI) has infinitely many solutions.

Let \( B_R \) be the ball of radius \( R > 0 \) of \( H^1_r(\mathbb{R}^3) \). Choose a sequence of finite dimensional subspaces \( E_j \) of \( H^1_r(\mathbb{R}^3) \) with \( \dim E_j = j \), and \( R_j > 0 \) such that \( I_\lambda(u) < 0 \) for \( u \in E_j \cap \partial B_{R_j} \). The existence of such \( R_j \) is justified by the fact that in the proof of (ii) of Lemma 3.1 the element \( e \) is arbitrary. Moreover we actually have that \( R_j \) does not depend on \( \lambda \), namely

\[
    \forall \lambda \in (0,1] : I_\lambda(u) < 0 \quad \text{for any} \quad u \in E_j \cap \partial B_{R_j}.
\]

Then by (i) of Lemma 3.1 the functional \( I_\lambda \) satisfies all the assumptions of the Symmetric Mountain Pass Theorem and setting

\[
    \Gamma_j = \left\{ B = \phi(E_j \cap B_{R_j})|\phi \in C(E_j \cap B_{R_j}, H^1_r(\mathbb{R}^3)), \phi \text{ is odd, } \phi = \text{Id on } E_j \cap \partial B_{R_j} \right\},
\]

the minimax values

\[
    c_\lambda(j) = \inf_{B \in \Gamma_j} \sup_{u \in B} I_\lambda(u) \geq \delta > 0
\]

are critical values and \( c_\lambda(j) = I_\lambda(u_\lambda(j)) \to +\infty \) as \( j \to +\infty \), see e.g. [17].
For any fixed \( j \), by the definition of \( c_\lambda(j) \), we have, recalling Lemma 2.5,

\[
c_\lambda(j) \leq \sup_{u \in E_j \cap B_{\gamma_j}} I_\lambda(u)
\leq \sup_{u \in E_j \cap B_{\gamma_j}} \left\{ C_1 \|u\|^2 + C_2 \|u\|^4 + C_3 \|u\|^3 \right\} := \kappa_{\gamma_j},
\]

with \( \kappa_{\gamma_j} \) of course independent of \( \lambda \in (0, 1] \) and \( \| \cdot \| \) is any norm in \( E_j \). It follows from Proposition 3.5 that there exists \( u_0(j) \in H^1_\gamma(\mathbb{R}^3) \setminus \{0\} \) such that on a sequence \( \lambda_n \to 0^+ \),

\[
u_{\lambda_n}(j) \to u_0(j) \quad \text{in} \quad H^1_\gamma(\mathbb{R}^3), \quad c_{\lambda_n}(j) \to c_0(j) \geq \delta, \quad I(u_0(j)) = c_0(j) \quad \text{and} \quad I'(u_0(j)) = 0,
\]

namely \( u_0(j) \) is a nontrivial solution of (SBI).

If we show that \( c_0(j) \to +\infty \) as \( j \to +\infty \), then problem (SBI) has infinitely many solutions and the proof of Theorem 1.2 is concluded.

Recalling Lemma 2.3, we estimate \( I_\lambda \) as follows

\[
I_\lambda(u) = \frac{1}{2} \int_{\mathbb{R}^3} (|\nabla u|^2 + u^2) + \frac{1}{2} \int_{\mathbb{R}^3} \phi_u u^2 - \int_{\mathbb{R}^3} F(u) - \frac{1}{2} \int_{\mathbb{R}^3} \left(1 - \sqrt{1 - |\nabla \phi_u|^2}\right)
\]
\[
+ \frac{\lambda}{q+1} |u|^q - \frac{\lambda}{2} \int_{\mathbb{R}^3} |u|^{q+1}
\]
\[
\geq \frac{1}{2} \int_{\mathbb{R}^3} (|\nabla u|^2 + u^2) - \int_{\mathbb{R}^3} F(u) - \frac{1}{q+1} \int_{\mathbb{R}^3} |u|^{q+1} := J(u).
\]

Define the set \( \Theta \subset H^1_\gamma(\mathbb{R}^3) \) by

\[
\Theta := \left\{ u \in H^1_\gamma(\mathbb{R}^3) : \int_{\mathbb{R}^3} (|\nabla u|^2 + u^2) > \int_{\mathbb{R}^3} F(u)u + \int_{\mathbb{R}^3} |u|^{q+1} \right\} \cup \{0\}.
\]

Note that \( \partial \Theta \) is the Nehari manifold associated to the even functional \( J \), which, by classical arguments, is bounded away from zero and homeomorphic to the unit sphere. Then, if \( B \in \Gamma_j \) an easy modification of the proof of [15, Proposition 9.23] shows that an intersection property holds so that \( \gamma(B \cap \partial \Theta) \geq j \), for all \( j \in \mathbb{N} \). Here \( \gamma(\cdot) \) is the Krasnoselski genus of a symmetric set. Hence,

\[
c_\lambda(j) = \inf_{B \in \Gamma_j} \sup_{u \in B} I_\lambda(u) \geq \inf_{A \subset \partial \Theta, \gamma(A) \geq j} \sup_{u \in A} J(u) := b(j).
\]

It is not hard to verify that the functional \( J \) is bounded below on \( \partial \Theta \) and satisfies the Palais-Smale condition. Then the Ljusternick-Schnirelmann theory guarantees that \( b(j) \) are diverging critical values for \( J \). Therefore,

\[
c_0(j) = \lim_{\lambda \to 0^+} c_\lambda(j) \geq b(j) \to +\infty, \quad \text{as} \quad j \to +\infty.
\]

That is to say, equation (SBI) has infinitely many high energy solutions. The proof is complete.

4. The Critical Case

4.1. The modified equation. In this section we study (SBI) in the critical case, that is when \( \mu > 0 \), and without loss of generalities we assume \( \mu = 1 \).

Our aim is to establish the existence of a ground state solution to (SBI) with a general critical nonlinear term.
Motivated by [12], we introduce a perturbation technique to overcome this difficulty by modifying system (SBI). The modified problem now is

\[
\begin{cases}
-\Delta u + u + \phi u + \lambda \|u\|_2 u = f(u) + |u|^{4}u & \text{in } \mathbb{R}^3, \\
-\text{div}\left(\frac{\nabla \phi}{\sqrt{1 - |\nabla \phi|^2}}\right) = u^2 & \text{in } \mathbb{R}^3, \\
u(x) \to 0, \phi(x) \to 0, & \text{as } x \to \infty,
\end{cases}
\]

(4.1)

where \(\lambda \in (0, 1]\). Obviously, its associated energy functional is

\[J_\lambda(u) := I(u) + \frac{\lambda}{3} \|u\|_2^3\]

with \(I\) defined in (2.3) with \(\mu = 1\).

Arguing as in Lemma 3.1, we see that \(J_\lambda\) satisfies the Mountain-Pass geometry.

**Lemma 4.1.** Suppose that (f1)-(f3) hold. Then

(i) there exist \(\rho, \delta > 0\) such that, for any \(\lambda \in (0, 1]\), \(J_\lambda(u) \geq \delta\) for every \(u \in S_\rho = \{u \in E : \|u\| = \rho\}\);

(ii) there is \(v \in H^1_r(\mathbb{R}^3)\) with \(\|v\| > \rho\) such that, for any \(\lambda \in (0, 1]\), \(J_\lambda(v) < 0\).

Then there exists a \((PS)\) sequence \(\{u_n\} \subset H^1_r(\mathbb{R}^3)\), that is,

\[J_\lambda(u_n) \to c_\lambda\quad \text{and} \quad J'_\lambda(u_n) \to 0,
\]

where \(c_\lambda\) is the Mountain Pass level characterized by

\[c_\lambda = \inf_{\gamma \in \Gamma} \max_{t \in [0, 1]} J_\lambda(\gamma(t))\]

with

\[\Gamma_\lambda := \{\gamma \in C^1([0, 1], H^1_r(\mathbb{R}^3)) : \gamma(0) = 0 \quad \text{and} \quad J_\lambda(\gamma(1)) < 0\}.
\]

**Remark 4.2.** As in Remark 3.2, we see that \(\{c_\lambda\}_{\lambda \in (0, 1]}\) is bounded away from zero and bounded above.

In the following, we will give an upper bound for \(c_\lambda\) which will be of use in proving the convergence of Palais-Smale sequences. In what follows

\[S = \inf_{v \in D^{1,2}(\mathbb{R}^3) \setminus \{0\}} \frac{\int_{\mathbb{R}^3} |\nabla v|^2}{\left(\int_{\mathbb{R}^3} |v|^6\right)^{1/3}}.
\]

**Lemma 4.3.** Assume that (f1)-(f4) hold. If \(r \in (4, 6)\), or \(r \in (2, 4]\) and \(D\) is sufficiently large, then \(c_\lambda < \frac{1}{3} S^{3/2}\).

**Proof.** Since for \(\lambda \in (0, 1]\) it is \(J_\lambda \leq J_1\) and \(\Gamma_1 \subset \Gamma_\lambda\), it is sufficient to prove the result with \(\lambda = 1\). We will show that there exists \(\gamma \in \Gamma_1\) such that

\[c_1 \leq \max_{t \in [0, 1]} J_1(\gamma(t)) < \frac{1}{3} S^{3/2}.
\]

Let \(\phi \in C_0^\infty(\mathbb{R}^3)\) be a radial cut-off function with support in \(B_{2a}(0)\) so that \(0 \leq \phi(x) \leq 1\) and \(\phi(x) \equiv 1\) on \(B_a(0)\), where \(a > 0\).
It is well-known that $S$ is attained on the functions $\frac{\epsilon^{1/4}}{(\epsilon + |x|^2)^{1/2}}$ for $\epsilon > 0$. Defining $U_\epsilon(x) = \phi(x) \frac{\epsilon^{1/4}}{(\epsilon + |x|^2)^{1/2}}$, a direct calculation gives, as $\epsilon \to 0$,

\begin{equation}
\int_{\mathbb{R}^3} |\nabla U_\epsilon|^2 = S^{3/2} + O(\epsilon^{1/2}), \quad \int_{\mathbb{R}^3} |U_\epsilon|^6 = S^{3/2} + O(\epsilon^{3/2})
\end{equation}

and

\begin{equation}
\int_{\mathbb{R}^3} |U_\epsilon|^t = \begin{cases} O(\epsilon^{t/4}), & t \in [2, 3); \\ O(\epsilon^{3/4} \ln \epsilon), & t = 3; \\ O(\epsilon^{(6-\epsilon)/4}), & t \in (3, 6).
\end{cases}
\end{equation}

From (4.2) we have

\begin{equation}
\int_{\mathbb{R}^3} \frac{|\nabla U_\epsilon|^2}{(\int_{\mathbb{R}^3} |U_\epsilon|^6)^{1/3}} = S + O(\epsilon^{1/2}).
\end{equation}

Define the function

$$y_\epsilon(t) := \frac{t^2}{2} \|U_\epsilon\|^2 - \frac{t^6}{6} \int_{\mathbb{R}^3} |U_\epsilon|^6.$$ 

It is easy to check that $y_\epsilon$ attains its maximum at

\begin{equation}
T_\epsilon = \left( \frac{\|U_\epsilon\|^2}{\int_{\mathbb{R}^3} |U_\epsilon|^6} \right)^{1/4} \quad \text{and} \quad y_\epsilon(T_\epsilon) = \frac{1}{3} \frac{\|U_\epsilon\|^3}{\|U_\epsilon\|^6} = \frac{1}{3} S^{3/2} + O(\epsilon^{1/2}).
\end{equation}

**Claim.** For $\epsilon$ small enough, $\max_{t \geq 0} J_1(tU_\epsilon) < \frac{1}{3} S^{3/2}$.

We show that the interval $[0, +\infty)$ can be divided into three subintervals on which the inequality of the Claim holds.

Since the $H^1$ and $L^p$ norms of $\{U_\epsilon\}$ are bounded as $\epsilon$ tends to zero, it is possible to take $t' \in (0, 1)$ such that for any $\epsilon \in (0, 1)$, we have

\begin{equation}
\max_{t \in [0, t']} J_1(tU_\epsilon) \leq \max_{t \in [0, t']} \left( \frac{t^2}{2} \|U_\epsilon\|^2 + \frac{t^2}{2} \int_{\mathbb{R}^3} \phi U_\epsilon(U_\epsilon)^2 + \frac{t^3}{3} \|U_\epsilon\|^3 \right)
\end{equation}

\begin{equation}
\leq \max_{t \in [0, t']} \left( \frac{t^2}{2} \|U_\epsilon\|^2 + C' \frac{t^4}{2} \|U_\epsilon\|^{12/5} + \frac{t^3}{3} \|U_\epsilon\|^3 \right)
\end{equation}

\begin{equation}
< \frac{1}{3} S^{3/2}.
\end{equation}

Moreover, using hypothesis (4.4), one has

\begin{equation}
J_1(tU_\epsilon) \leq y_\epsilon(t) + C' \left( \frac{t^4}{2} \|U_\epsilon\|^{12/5} + \frac{t^3}{3} \|U_\epsilon\|^3 \right) - \frac{D}{r} \int_{\mathbb{R}^3} |U_\epsilon|^r := e_\epsilon(t).
\end{equation}

It follows from Lemma 4.1 and (4.7) that, for any $\epsilon > 0$, $\lim_{t \to +\infty} J_1(tU_\epsilon) = -\infty$, $J_1(tU_\epsilon) > 0$ as $t$ is close to $0$; moreover there exists $t_\epsilon > 0$ such that $e_\epsilon(t_\epsilon) = 0$ and $e_\epsilon(t) < 0$ for $t > t_\epsilon$. In particular,

\begin{equation}
J_1((t_\epsilon + 1)U_\epsilon) \leq e_\epsilon(t_\epsilon + 1) < 0.
\end{equation}
Note that, as $\varepsilon$ tends to zero, $t_\varepsilon$ is bounded. Indeed, from
\[
0 = \varepsilon_0(t_\varepsilon)
= t_\varepsilon^2 \left( \frac{1}{2} \|U_\varepsilon\|^2 + C'\frac{t_\varepsilon^2}{2} \|U_\varepsilon\|^4_{12/5} + \frac{t_\varepsilon}{3} \|U_\varepsilon\|^3_2 - \frac{t_\varepsilon^4}{6} \int_{\mathbb{R}^3} |U_\varepsilon|^6 - \frac{D}{r} t_\varepsilon^{-2} \int_{\mathbb{R}^3} |U_\varepsilon|^r \right),
\]
we deduce
\[
\frac{1}{2} \|U_\varepsilon\|^2 + C'\frac{t_\varepsilon^2}{2} \|U_\varepsilon\|^4_{12/5} + \frac{t_\varepsilon}{3} \|U_\varepsilon\|^3_2 = \frac{t_\varepsilon}{6} \int_{\mathbb{R}^3} |U_\varepsilon|^6 + \frac{D}{r} t_\varepsilon^{-2} \int_{\mathbb{R}^3} |U_\varepsilon|^r \geq \frac{t_\varepsilon^4}{6} \int_{\mathbb{R}^3} |U_\varepsilon|^6,
\]
and then, since the $H^1$ and $L^p$ norms of $U_\varepsilon$ are bounded, $t_\varepsilon$ has to be bounded as $\varepsilon$ varies in, let us say, $(0, \varepsilon_0)$. We deduce then that $\lim_{t \to +\infty} \varepsilon_\varepsilon(t) < 0$, uniformly in $\varepsilon \in (0, \varepsilon_0)$. As a consequence, by (4.7),
\[
\lim_{t \to +\infty} J_1(tU_\varepsilon) < 0 \quad \text{uniformly in } \varepsilon \in (0, \varepsilon_0).
\]
Thus there exists $t'' > t^*$ such that for any $\varepsilon \in (0, \varepsilon_0),
\[
(4.9) \quad \max_{t \geq t''} J_1(tU_\varepsilon) < \frac{1}{3} S^{3/2}.
\]
Finally, from (4.3), (4.4), (4.5) and (4.7), we infer that
\[
\max_{t \in [t', t'']} J_1(tU_\varepsilon) \leq y_\varepsilon(t) + C''\frac{t_\varepsilon^4}{2} \|U_\varepsilon\|^4_{12/5} + \frac{t_\varepsilon^3}{3} \|U_\varepsilon\|^3_2 - \frac{D}{r} \int_{\mathbb{R}^3} |U_\varepsilon|^r
\leq \frac{1}{3} S^{3/2} + O(\varepsilon^{1/2}) - \frac{D}{r} \int_{\mathbb{R}^3} |U_\varepsilon|^r.
\]
From this it follows that, uniformly in $\varepsilon \in (0, \varepsilon_0),
\[
(4.10) \quad \max_{t \in [t', t'']} J_1(tU_\varepsilon) < \frac{1}{3} S^{3/2}.
\]
Indeed if $r \in (2, 4]$ and $D$ sufficiently large, $\varepsilon \in (0, \varepsilon_0)$ fixed, the conclusion follows from (4.3) and (4.10). On the other hand, if $r \in (4, 6)$, since $\frac{4 - r}{4} < \frac{1}{2}$, (4.11) follows from (4.3) possibly reducing $\varepsilon$.

Then the Claim follows by (4.6), (4.9) and (4.11) since $t'$ and $t''$ do not depend on $\varepsilon$ (whenever it small).

Define the curve
\[
\xi_\varepsilon : t \in [0, +\infty) \mapsto t(t_\varepsilon + 1)U_\varepsilon \in H^1_r(\mathbb{R}^3)
\]
and note that, since $\xi_\varepsilon(1) = (t_\varepsilon + 1)U_\varepsilon$, by (4.8) and the Claim it holds
\[
\gamma_\varepsilon := \xi_\varepsilon|[0,1] \in \Gamma_1 \quad \text{and} \quad c_1 \leq \max_{t \in [0,1]} J_1(\gamma_\varepsilon(t)) \leq \max_{t \geq 0} J_1(\xi_\varepsilon(t)) < \frac{1}{3} S^{3/2}
\]
and the proof is completed. \[\square\]

As a consequence we get the Palais-Smale condition below the level $\frac{1}{3} S^{3/2}$.

**Lemma 4.4.** For fixed $\lambda \in (0, 1]$, let $\{u_n\} \subset H^1_\lambda(\mathbb{R}^3)$ be a $(PS)_{c_\lambda}$ sequence of $J_\lambda$. Then there exists $u \in H^1_\lambda(\mathbb{R}^3)$ such that $u_n \to u$ in $H^1_\lambda(\mathbb{R}^3)$. 
Proof. We first show that the sequence \( \{u_n\} \) is bounded in \( H^1_{r}(\mathbb{R}^3) \). Taking \( \theta \in (4, 6) \), by Lemma 2.5 there exist \( C_i > 0, i = 1, \ldots, 4 \) such that

\[
C_1 + C_2 \|u_n\| \geq J_\lambda(u_n) - \frac{1}{\theta} J_\lambda'(u_n)u_n
\]

\[
\geq \frac{\theta - 2}{2\theta} \|u_n\|^2 - \frac{\theta - 2}{2\theta} \int_{\mathbb{R}^3} \phi_{u_n} u_n^2 + \frac{\theta - 3}{3\theta} \lambda \|u_n\|_2^2
\]

\[
+ \int_{\mathbb{R}^3} \left( \frac{1}{\theta} f(u_n)u_n - F(u_n) \right) - \frac{1}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_{u_n}|^2}) + \frac{6 - \theta}{6\theta} \int_{\mathbb{R}^3} |u_n|^6
\]

\[
\geq \frac{\theta - 2}{2\theta} C_3 \|u_n\|^2 - \frac{\theta - 2}{2\theta} \int_{\mathbb{R}^3} \phi_{u_n} u_n^2 + \frac{\theta - 3}{3\theta} \lambda \|u_n\|_2^2
\]

\[
- C_4 \int_{\mathbb{R}^3} |u_n|^{p+1} - \frac{1}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_{u_n}|^2}) + \frac{6 - \theta}{6\theta} \int_{\mathbb{R}^3} |u_n|^6,
\]

which implies by (2.1) and Lemma 2.3 that

\[
C_1 + C_2 \|u_n\| \geq \frac{\theta - 2}{2\theta} C_3 \|u_n\|^2 + \frac{\theta - 4}{4\theta} \int_{\mathbb{R}^3} \phi_{u_n} u_n^2 + \frac{\theta - 3}{3\theta} \|u_n\|_2^3
\]

\[
- C_4 \int_{\mathbb{R}^3} |u_n|^{p+1} + \frac{6 - \theta}{6\theta} \int_{\mathbb{R}^3} |u_n|^{q+1}
\]

\[
\geq \frac{\theta - 2}{2\theta} C_3 \|u_n\|^2 + \frac{\theta - 3}{3\theta} \|u_n\|_2^3
\]

\[
- C_4 \int_{\mathbb{R}^3} |u_n|^{p+1} + \frac{6 - \theta}{6\theta} \int_{\mathbb{R}^3} |u_n|^{q+1}.
\]

Then arguing similarly as in Lemma 3.3, we deduce that \( \|u_n\| \leq C \) for some \( C \) independently of \( n \). Thus, there exists a subsequence of \( \{u_n\} \) (still denoted by \( \{u_n\} \), without loss of generality) such that

\[
u_n \rightharpoonup u \quad \text{weakly in } H^1_{r}(\mathbb{R}^3),
\]

\[
u_n \rightarrow u \quad \text{in } L^p(\mathbb{R}^3), \ 2 < p < 6,
\]

\[
u_n \rightarrow u \quad \text{a.e. in } \mathbb{R}^3
\]

for some \( u \in H^1_{r}(\mathbb{R}^3) \). Moreover, we assume that there exists \( A \geq 0 \) such that \( \|u_n\|_2 \rightarrow A \) as \( n \rightarrow \infty \). Define the energy functional

\[
J_{\lambda}(v) := J_\lambda(v) - \frac{\lambda}{3} \|v\|_2^3 + \frac{\lambda A}{2} \|v\|_2^2
\]

\[
= \frac{1}{2} \|v\|^2 + \frac{\sqrt{\lambda A}}{2} \|v\|_2^2 + \frac{1}{2} \int_{\mathbb{R}^3} \phi_v v^2 - \frac{1}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_v|^2}) - \int_{\mathbb{R}^3} F(v) + \frac{1}{6} \int_{\mathbb{R}^3} |v|^6.
\]

Since \( \{u_n\} \) is a bounded Palais-Smale sequence for \( J_\lambda \) at level \( c_\lambda \), we easily get

\[
J_{\lambda}(u_n) \rightarrow c_\lambda + \frac{\lambda A^2}{6} \quad \text{and} \quad J'_{\lambda}(u_n) \rightarrow 0 \quad \text{in } H^{-1} \text{ as } n \rightarrow \infty.
\]

Here \( H^{-1} \) is the dual space of \( H^1_{r}(\mathbb{R}^3) \). Standard computations give that \( J'_{\lambda}(u) = 0 \). Observe from Lemma 2.4 that we can get the associated Pohozaev type identity to the functional \( J_{\lambda} \).
which is

\begin{equation}
(4.13) \quad \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u|^2 + \frac{3}{2} \int_{\mathbb{R}^3} u^2 + 2 \int_{\mathbb{R}^3} \phi_n u^2 + \frac{3 \lambda}{2} A\|u\|^2 + \frac{\lambda}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_n|^2}) = 3 \int_{\mathbb{R}^3} F(u) + \frac{3}{6} \int_{\mathbb{R}^3} |u|^6.
\end{equation}

From (\ref{f3}) and $J'_{A,\lambda}(u)[u] = 0$, we have

\begin{equation}
(4.14) \quad 2 \int_{\mathbb{R}^3} F(u) \leq \frac{2}{\varrho} \int_{\mathbb{R}^3} (|\nabla u|^2 + u^2) + \frac{2}{\varrho} \int_{\mathbb{R}^3} \phi_n u^2 + \frac{2 \lambda A}{\varrho} \|u\|^2 - \frac{2}{\varrho} \int_{\mathbb{R}^3} |u|^6.
\end{equation}

It follows from (4.13) and (4.14) that

\begin{equation}
\int_{\mathbb{R}^3} F(u) \leq \left(\frac{2}{\varrho} - \frac{1}{6}\right) \int_{\mathbb{R}^3} |\nabla u|^2 + \left(\frac{2}{\varrho} - \frac{1}{2}\right) \int_{\mathbb{R}^3} u^2 + \left(\frac{2}{\varrho} - \frac{2}{3}\right) \int_{\mathbb{R}^3} \phi_n u^2
\end{equation}

+ \left(\frac{2}{\varrho} - \frac{1}{2}\right) \lambda A\|u\|^2 + \left(\frac{1}{6} - \frac{2}{\varrho}\right) \int_{\mathbb{R}^3} |u|^6 + \frac{1}{2} \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_n|^2}).

Using the definition of $J_{A,\lambda}$, we have

\begin{equation}
J_{A,\lambda}(u) \geq \left(\frac{2}{3} - \frac{2}{\varrho}\right) \int_{\mathbb{R}^3} |\nabla u|^2 + \left(1 - \frac{2}{\varrho}\right) \int_{\mathbb{R}^3} u^2 + \left(\frac{7}{6} - \frac{2}{\varrho}\right) \int_{\mathbb{R}^3} \phi_n u^2
\end{equation}

\begin{equation}
- \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_n|^2}) + \left(\frac{2}{\varrho} - \frac{1}{3}\right) \lambda A\|u\|^2 + \left(\frac{1}{6} - \frac{2}{\varrho}\right) \|u\|^6
\end{equation}

\begin{equation}
\geq \frac{1}{3} \lambda A\|u\|^2.
\end{equation}

Moreover, defining $w_n := u_n - u$, as in the proof of Lemma 3.3, from $J'_{A,\lambda}(u_n)[w_n] = o_n(1)$ we get,

\begin{equation}
\|w_n\|^2 - \|u\|^2 + \lambda A\|w_n\|^2 - \lambda A\|u\|^2 - \|u_n\|^6 + \|u\|^6 = o_n(1).
\end{equation}

and by means of the Brezis-Lieb lemma (see [6])

\begin{equation}
\|w_n\|^2 + \lambda A\|w_n\|^2 - \|w_n\|^6 = o_n(1).
\end{equation}

As in Lemma 2.3 let

\begin{equation}
E_u(\phi_u) = \int_{\mathbb{R}^3} (1 - \sqrt{1 - |\nabla \phi_u|^2}) - \int_{\mathbb{R}^3} \phi_u u^2.
\end{equation}

Claim: $E_{u_n}(\phi_{u_n}) - E_u(\phi_u) = o_n(1)$. From [5, Remark 5.5], the convergence in (4.12) implies that $\phi_{u_n}$ converges to $\phi_u$ weakly in $X$ and uniformly in $\mathbb{R}^3$. Since $X$ is weakly closed, we get $\phi_u \in X$. On the other hand, recalling Lemma 2.1, the following holds:

\begin{equation}
\int |\phi_u u_n^2 - \phi_u u^2| \leq C \|\nabla \phi_u\|_2 \|u_n^2 - u^2\|_{6/5} \to 0
\end{equation}

and so it is easy to see that

\begin{equation}
(4.17) \quad E_{u_n}(\phi_u) \to E_u(\phi_u), \quad \text{as } n \to \infty.
\end{equation}

In view of Lemma 2.3, one has $E_{u_n}(\phi_{u_n}) \leq E_{u_n}(\phi_u)$ that joint with (4.17), gives that

\begin{equation}
(4.18) \quad \limsup_{n \to \infty} E_{u_n}(\phi_{u_n}) \leq E_u(\phi_u).
\end{equation}

As in [18, Lemma 2.4], one can conclude that

\begin{equation}
(4.19) \quad E_u(\phi_u) \leq \liminf_{n \to \infty} E_{u_n}(\phi_{u_n}).
\end{equation}
Recalling once again Lemma 2.1, we have
\[ \int |\phi_{u_n} u_n^2 - \phi_{u_n} u^2| \leq C \|\nabla \phi_{u_n}\|_2 \|u_n^2 - u^2\|_6/5 = o_n(1), \]
which implies that \( E_u(\phi_{u_n}) = E_{u_n}(\phi_{u_n}) + o_n(1) \). Hence, from (4.19) we have
\[ (4.20) \quad E_u(\phi_u) \leq \liminf_{n \to \infty} E_{u_n}(\phi_{u_n}). \]
The Claim follows by (4.18) and (4.20).

By the Brezis-Lieb Lemma and using the Claim we arrive at
\[ J_{A,\lambda}(u_n) - J_{A,\lambda}(u) = \frac{1}{2} \|w_n\|^2 + \frac{\lambda A}{2} \|w_n\|^2 - E_{u_n}(\phi_{u_n}) + E_u(\phi_u) - \frac{1}{6} \|w_n\|^6 \]
and by (4.16) we have
\[ J_{A,\lambda}(u_n) - J_{A,\lambda}(u) = \frac{1}{3} \|w_n\|^2 + \frac{\lambda A}{3} \|w_n\|^2 + o_n(1). \]
Then, taking into account Lemma 4.3 and (4.15) one has
\[ \frac{1}{3} S^{3/2} + \frac{\lambda A^3}{6} - \frac{\lambda A}{3} \|u\|^2 > c_\lambda + \frac{\lambda A^3}{6} - J_{A,\lambda}(u) \]
\[ = J_{A,\lambda}(u_n) - J_{A,\lambda}(u) + o_n(1) \]
\[ = \frac{1}{3} \|w_n\|^2 + \frac{\lambda A}{3} \|w_n\|^2 + o_n(1) \]
\[ = \frac{1}{3} \|w_n\|^2 + \frac{\lambda A}{3} \|u_n\|^2 - \frac{\lambda A}{3} \|u\|^2 + o_n(1) \]
from which it follows \( \frac{1}{3} S^{3/2} > \frac{1}{3} \|w_n\|^2 + o_n(1) \), and then
\[ (4.21) \quad \|w_n\|^{4/3} + o_n(1) < S. \]
On the other hand, from (4.16) we get \( \|w_n\|^6 \geq \|w_n\|^2 + o_n(1) \) and then \( \|w_n\|^2 \geq \|w_n\|^2/3 + o_n(1) \).
As a consequence, recalling the definition of \( S \),
\[ \|w_n\|^2 \geq S\|w_n\|^2 \geq S\|w_n\|^2/3 + o_n(1) \]
and then, if \( \|w_n\| \neq 0 \),
\[ S \leq \|w_n\|^{4/3} + o_n(1) \]
which is in contradiction with (4.21) and concludes the proof.

We give now the

4.2. Proof of Theorem 1.3. Indeed now the proof follows as for Theorem 1.1 so we simply sketch it.

By Lemma 4.4 we deduce that for fixed \( \lambda \in (0,1] \), there exists \( u_\lambda \in H^1_r(\mathbb{R}^3) \) such that
\[ J_\lambda(u_\lambda) = c_\lambda \quad \text{and} \quad J'_\lambda(u_\lambda) = 0 \]
which gives a solution of (4.1). Note now that the computations from (3.6) to (3.10) can be repeated even for the functional \( J_\lambda \) and then we obtain that \( c_\lambda = J_\lambda(u_\lambda) \geq C\|u_\lambda\|^2 \). Arguing as before, as \( \lambda \to 0^+ \),
\[ u_\lambda \rightharpoonup u_0 \ \text{in} \ H^1_r(\mathbb{R}^3) \quad \text{and} \quad J_\lambda(u_\lambda) = c_\lambda \to c_0 > 0. \]
For any \( \varphi \in C^\infty_0(\mathbb{R}^3) \), we have
\[
J'(u_\lambda)[\varphi] = J'_\lambda(u_\lambda)[\varphi] - \lambda \|u_\lambda\|_2 \int_{\mathbb{R}^3} u_\lambda \varphi = o_\lambda(1) \|\varphi\|
\]
and
\[
J(u_\lambda) = J_\lambda(u_\lambda) - \frac{\lambda}{3} \|u_\lambda\|^3_2 = c_0 + o_\lambda(1)
\]
Thus, \( \{u_\lambda\}_{\lambda \in (0,1]} \) is a Palais-Smale sequence for \( J \) with level \( c_0 \). Then \( u_0 \) is a nontrivial solution of \((SBI)\) with \( \mu = 1 \). Observing that Remark 3.4 is valid also for the functional \( J \), the proof is concluded exactly as before.
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