Energy flow between spectral components in 2D broadband stimulated Raman spectroscopy†
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We introduce a general theoretical description of non resonant impulsive femtosecond stimulated Raman spectroscopy in a multimode harmonic model. In this technique an ultrashort actinic pulse creates coherences of low frequency modes and is followed by a paired narrowband Raman pulse and a broadband probe pulse. Using closed-time-path-loop (CTPL) diagrams, the response on both the red and the blue sides of the broadband pulse with respect to the narrowband Raman pulse is calculated, the process couples high and low frequency modes, which share the same ground state. The transmitted intensity oscillates between the red and the blue side, while the total number of photons is conserved. The total energy of the probe signal is periodically modulated in time by the coherence created in the low frequency modes.

1 Introduction

Nonlinear optical techniques have been widely employed in time resolved studies of vibrational dynamics of complex molecular and solid state systems.

Stimulated Raman Scattering (SRS) is a nonlinear third order four-wave mixing process, which is coherently driven when the energy difference between two laser pulses is resonant with a Raman active molecular transition. Scattering from the interacting medium generates blue and red shifted components with an efficiency which is enhanced by many orders of magnitude relative to spontaneous Raman scattering signals.

Femtosecond stimulated Raman spectroscopy (FSRS) is a fifth order pump probe technique recently introduced,1,2 which uses SRS as a probe.3–13 It has been shown to provide an improved spectral and temporal resolution compared to time-resolved spontaneous Raman spectroscopy. In a typical FSRS experiment, a femtosecond electronically resonant actinic pump pulse triggers vibrational dynamics in an electronically excited state; then, after a variable time delay, the joint action of a picosecond Raman pulse and a femtosecond broadband continuum pulse generates a vibrational coherence, which allows us to probe the state of the system via the SRS process.

The detected signal given by the frequency dispersed transmission of the broadband probe shows both the gain and loss of Raman features at the red and blue side of the narrowband Raman pulse spectrum.14,15

In this paper, we address a different scenario in which a femtosecond electronically off-resonant actinic pulse eω acts impulsively on the sample to generate a ground state coherence rather than an excited state coherence. Depending on the bandwidth of the actinic pulse (∆ω ≈ 50 fs, which corresponds to 300 cm−1 for a transform limited Gaussian envelope of routinely available ultrafast laser sources), only relatively low frequency modes (≤300 cm−1) of the sample can be excited, leaving it in a vibrationally coherent superposition state. Under such circumstances, an ultrashort pulse passing through a medium experiences an upward or downward frequency shift depending on its relative timing after the actinic pulse,16 i.e. a third order Raman process with oscillating Stokes and anti-Stokes intensities is generated. The classical, macroscopic view of this effect is that the molecular vibration, induced by the actinic pulse, generates temporal oscillations in the refractive index. The associated time dependent phase induces a blue or a red frequency shift, depending on the derivative sign. These low frequency modes can also couple17,18 even in the harmonic limit,19 to time delayed Stimulated Raman probing of higher frequency modes, generating a fifth order polarization. It has been already emphasized18,20 that in molecular liquids the fifth order polarization signals are orders of magnitude smaller than the third order ones and need an attenuation of the overwhelming cascade processes to be detectable. On the other hand, fifth order and cascading processes can be distinguished by their different dependence on chromophore density (linear for the former and quadratic for the latter). Therefore cascading can be suppressed by working...
higher frequency vibrational mode. The resulting 2D signal response of the system is derived by using closed-time-path-loop

\[ T \]

... the total number of photons is conserved during the process; the and the same amplitude in the red and in the blue side, therefore This analysis allows us to rationalize third-order experiments such transmitted probe frequency profile, shows a damped oscillation.

\[ t \]

\[ s \]

field and the effective radiation–matter interaction, respectively. The FSRS process is described by the Hamiltonian

\[ H = H_0 + H' + H_t \]

where \( H_0, H_t \) and \( H' \) represent the free molecule, the radiation field and the effective radiation–matter interaction, respectively. For electronically off-resonance pulses, an excitation to a virtual state is accompanied by an instantaneous de-excitation to a real state, since by the Heisenberg uncertainty principle the system can only spend a very short time on the intermediate state. Therefore, in the rotating wave approximation (RWA), \( H' \) reads:

\[ H'(t) = \pi(t) \sum_j e_j(t) a_j(t) + \text{h.c.} \]  

(1)

where \( \pi \) is the excited state polarizability

\[ \pi = \sum_{a \neq b} \pi_{ab} |a\rangle \langle b| \]

and \( \varepsilon = \sum e_j \) and \( \varepsilon^\dagger = \sum e_j^\dagger \) are the positive and the negative frequency components of the total electric field operator:

\[ E(\tau, t) = \sum_j e_j(t) e^{i\omega_j \tau} + \sum_j e_j^\dagger(t) e^{-i\omega_j \tau} \]  

(2)

For non-overlapping \( e_a(t) \) and \( e_b(t) \) pulses, eqn (1) reduces to

\[ H'(t) = \pi(t) \left[ e_a^\dagger(t) e_b(t) + e_b^\dagger(t) e_a(t) \right] + \text{h.c.} \]  

(3)

Where \( e_a \) is not coupled to the other fields. This corresponds to the pump–probe technique where the actinic pump generates a photo-excitation that is then detected by the probe. This picture holds also for an off-resonant actinic pulse that generates a ground state coherence.

Stimulated optical signals can be defined as the time derivative of the mean number of photons

\[ S = \int_{-\infty}^{+\infty} \frac{d}{dt} \langle a_i(t) a_i(t) \rangle = \frac{2}{\hbar} \int_{-\infty}^{+\infty} dt' \langle P(t') a_i(t') \rangle \]  

(4)

\[ = \frac{2}{\hbar} \int_{-\infty}^{+\infty} d\omega' \langle P(\omega') a_i(\omega') \rangle \]  

where

\[ P(\omega) = \int_{-\infty}^{+\infty} de^{i\omega t} P(t) \]  

(5)

\[ H' = \text{Liouville superoperator in the interaction picture and } T \text{ indicates the superoperator time ordering. This expression can be expanded perturbatively in field–matter interactions. In the present application we expand the exponential to fifth order in the fields which yields the 5th order polarization } P^{(5)}. \]

The 5th order off-resonant polarization is a convolution of the fields with a three point correlation function of the susceptibility operator. Using the loop diagram representation, it can be easily written directly from the diagram by the application of the rules given in ref. 25. The diagrams that contribute to the broadband FSRS process are given in Fig. 1. Usually the expressions for the detected signals are derived in terms of nonlinear susceptibilities, using a semiclassical approach, where classical fields interact with a quantum system and they can easily be represented by double sided Feynman diagrams or energy level diagrams. While the conventional double sided Feynman diagram description is based on the density matrix (Liouville \( N^2 \) dimensional space), the CTPL diagram description, used in this work, is based on the wavefunction (Hilbert \( N \) dimensional space). In the CTPL description the ket (bra) evolution is described by a forward (backward) propagation of the wave function; in the CTPL there is no time-ordering between the left hand side (ket) of the diagram and the right hand side (bra), resulting in fewer contributing terms for a given signal.

We shall work in the frequency domain using a Fourier transform of the field envelopes and define the retarded Green's function

\[ G(\omega) = \frac{1}{\hbar(\omega - \omega_0 + i\eta)} = \frac{1}{\hbar} \sum_{\nu} \frac{|\nu\rangle \langle \nu|}{\omega - \omega_0 + i\eta} \]  

(7)

and the advanced Green's function

\[ G^\dagger(\omega) = \frac{1}{\hbar(\omega - \omega_0 - i\eta)} = \frac{1}{\hbar} \sum_{\nu} \frac{|\nu\rangle \langle \nu|}{\omega - \omega_0 - i\eta} \]  

(8)

In both eqn (7) and (8) \( \eta \) is a positive infinitesimal that ensures causality and further guarantees the convergence of
The right hand side of the equations is obtained by an expansion in the molecular eigenstate basis |ν⟩ and γ is the vibrational dephasing rate. By reading off the diagrams, we obtain:

$$S(ω, T) = (-1)^3 P_g \int_{-\infty}^{\infty} dA_x dω_y dA_y dω_z \int_{-\infty}^{\infty} dA_0 dω_A dA_0' \omega_A dA_0 \omega_A'$$

$$\times 2\pi\delta(A_0 - A_0 - A) e^{-iA T}$$

$$\times e_p (ω_p) e_p' (ω_p' + A_0) e_i (ω + A) e_i (ω_0) c_0 (ω_0 + A)$$

$$\times e_0 (ω_0') (F_i + F_{ii} + F_{iii} + F_{iv})$$

where $P_g = [1 + e^{iE_g - E_0}]^{-1}$, with $β = 1/(k_BT)$, represents the thermal occupation of state $i$ and all the relevant information about the matter is contained in the following correlation functions of the molecular polarizability which correspond to diagrams (i)-(iv).

$$F_i = \langle zG (ω_0' - ω_0 + A) zG (A_0) \rangle$$

$$F_{ii} = \langle zG (ω_0' - ω_0 + A) zG (A - A_0) \rangle$$

$$F_{iii} = \langle zG (A_0) zG (ω + A - ω_0' - A_0 + A_0) \rangle$$

$$F_{iv} = \langle zG (A - A_0) zG (ω + A - ω_0' - A_0 + A_0) \rangle$$

The delta function in eqn (9) is the contribution of field energy. The ground state was excluded in eqn (7) and (8) because that would give a DC background; we are interested in isolating the contributions to the signal due to the excitation of the low frequency modes. The dominant contribution to the signal $S(ω, T)$ originates from the spectral region in which the denominators of the relevant Green’s functions (7) and (8) vanish. The correlation functions (10) and (11) contain an advanced Green’s function whose argument contains $ω_p - ω_0$; diagrams (i) and (ii) then give rise to features on the red side of the Raman pulse. Similarly, diagrams (iii) and (iv) lead to signals on the blue side because the retarded Green’s function in correlation functions (12) and (13) contains $ω - ω_0'$.

The contributions from both sides of the stimulated Raman spectrum have been denoted Stokes and anti-Stokes processes. We next clarify this terminology. The classification of Raman processes as either Stokes or anti-Stokes originated in spontaneous Raman. The application of this terminology to the stimulated processes has been a source of confusion. According to the common nomenclature, the distinction between Stokes and anti-Stokes processes is based on the temporally last Raman interaction. One speaks of a Stokes process when, due to the last interaction, the molecule passes from a state of lower to higher energy and the emission is red-shifted; conversely in anti-Stokes the last transition is from a state of higher energy to one of lower energy and the emission is blue-shifted.

The term coherent anti-Stokes Raman spectroscopy (CARS) comes from this convention. One can alternatively distinguish Stokes and anti-Stokes processes by looking at the overall energy transfer between the matter and field, during the entire process with all interactions, not just the last. Stokes processes start from the ground state, $|g\rangle \rightarrow |l/h\rangle$, while anti-Stokes processes start from vibrational excited states, $|l/h\rangle \rightarrow |g\rangle$. To avoid confusion we simply refer to these signals as red or blue.

The Raman resonance frequencies in a specific diagram depend on the Liouville space pathway. For example, in diagram (iii), the pathway $|g\rangle \rightarrow |g'\rangle \rightarrow |g''\rangle$ (with $g'$ and $g''$ indicating two different vibrational levels of the sample) leads to a response at $ω_p - ω_0'$ while the pathway $|g\rangle \rightarrow |g'\rangle \rightarrow |g''\rangle$ leads to a response at $ω_p - ω_0'$. This can be seen from the argument of Green’s functions in correlation functions (eqn (11)). Hereafter we discuss explicitly the pathways that include both $ω_0'$ and $ω_0''$, the derivation for the $|g\rangle \rightarrow |g'\rangle \rightarrow |g''\rangle$ pathway is similar.

Diagram (i) leads to a feature at $ω_p - (ω_0' - ω_0'')$. Similarly on the blue side of the Raman pulse, diagram (iii) gives rise to a feature at $ω_p + ω_0''$ while (iv) gives a response at $ω_p + (ω_0' - ω_0'')$. Therefore there are pathways in Liouville space that do not depend on a single mode but contribute to the signal when different vibrational modes share the same ground state.

In order to simplify eqn (9), we use the delta function to carry out the integration over $A$, the bandwidth of the broad
\(e_a\) pulse; assuming a monochromatic Raman pulse \(e_p(\omega) = 2\pi E_p \delta(\omega - \omega_p)\) we can reduce eqn (9), without loss of generality, to two integrations:
\[
S(\omega, T) = (-1)^3 |E_p|^2 P_p \sum \left[ \epsilon_a'(\omega) \int_{-\infty}^{\infty} \frac{dA_\lambda d\omega' e^{-iA_\lambda T}}{2\pi} \epsilon_a(\omega + A_\lambda) \epsilon_a'(\omega') (F_1 + F_\Pi + F_\Pi) \right]
\]
which can be expressed as
\[
S(\omega, T) = P_p |E_p|^2 \int_{-\infty}^{\infty} \frac{dA_\lambda}{2\pi} S(\omega, T; A_\lambda)
\]
with
\[
S(\omega, T; A_\lambda) = (-1)^3 \left[ \epsilon_a'(\omega) \int_{-\infty}^{\infty} \frac{d\omega'T e^{-iA_\lambda T}}{2\pi} \epsilon_a(\omega + A_\lambda) \epsilon_a'(\omega') (F_1 + F_\Pi + F_\Pi) \right]
\]
The \(A_\lambda\) dispersed signal of eqn (16) is not an observable quantity since it contains more information than the experimental signal \(S(\omega, T)\).

3 Signal simulations

We consider a two mode harmonic molecular system, with one low frequency mode \((\tilde{\nu}_1 = 800\text{ cm}^{-1})\) and one high frequency mode \((\tilde{\nu}_h = 800\text{ cm}^{-1})\). Three vibrational states contribute to the sum over states expression (eqn (14)): the high frequency excited state at \(\omega_h\), the low frequency excited state at \(\omega_1\) and a state at \(\omega_1 + \omega_h\) in which both vibrational modes are excited. Accounting for all possible Liouville pathways, both diagrams (i) and (ii) contribute to a feature at \(\omega_p - \omega_1\); the former generates also a side peak shifted to the red of the main feature at \(\omega_p - (\omega_1 + \omega_h)\) while the latter gives a side peak shifted to the blue at \(\omega_p - (\omega_h + \omega_1)\). Similarly, diagrams (iii) and (iv) give rise to a central feature at \(\omega_p + \omega_h\) and two side bands. In the present harmonic model the two side bands have the same phase and exhibit a similar behavior, as shown in Fig. 2 where we display the signal \(S(\omega, T)\) for different time delays \(T\). Both the actinic pulse \(e_a\) and the broadband pulse \(e_a\) have a Gaussian envelope with a FWHM of 20 fs and 10 fs, respectively. We emphasize that \(S(\omega, T)\), which is proportional to the fifth order polarization \(P^{(5)}\), appears as a correction to the stronger \(P^{(3)}\) contribution in the total FSRS signal. The actinic-off signal consists of a sharp positive peak centered in \(\omega_p - \omega_1\) and a sharp negative peak centered in \(\omega_p + \omega_h\) (Fig. S2). When the actinic pulse is switched on, additional features compare at \(\omega_p \pm (\omega_1 \pm \omega_h)\). As predicted in ref. 19, and quantitatively highlighted in Fig. S3 (ESI†), the inclusion of anharmonicity does not substantially change the above scenario, except for a possible \(\pi\) phase shift between relative side bands associated with the same low frequency mode \(\omega_h\). The main as well as the side bands evolve from an absorptive peak to a dispersive shape depending on the delay \(T\). In the side panels of Fig. 2, we show the behavior in time of the number of photons in the red and the blue side of the spectrum, obtained as the integral of \(S(\omega, T)\) over the detected frequency \(\omega\):
\[
N_{\text{red}}(T) = \int_{\omega_p}^{\infty} d\omega S(\omega, T)
\]
\[
N_{\text{blue}}(T) = \int_{-\infty}^{\omega_p} d\omega S(\omega, T)
\]

For each time delay the signal \(S(\omega, T)\) is a sum of dispersive and gain/loss absorptive contributions. Only the latter contributes to the integrated signal of eqn (17) and (18), since the dispersive ones cancel out, the gain/loss components of the side bands contribute coherently. Both \(N_{\text{red}}(T)\) and \(N_{\text{blue}}(T)\) exhibit damped oscillations in \(T\) with the same amplitude and period but the opposite phase. This numerical result can be derived by making some simplifying assumptions. We focus on the response at \(\pm (\omega_p - \omega_1)\) generated by diagrams (ii) and (iv). The other contributions can be obtained similarly. For impulsive \(e_a\) and \(e_a\) pulses and a monochromatic \(e_p\) pulse we have
\[
N_{\text{red}}(T) = - V_\Omega |E_p|^2 |E_a|^2 P_p \sum \left[ \int_{-\infty}^{\infty} \frac{dA_\lambda d\omega' e^{-iA_\lambda T}}{2\pi} \epsilon_a(\omega + A_\lambda) \epsilon_a'(\omega') (F_1 + F_\Pi + F_\Pi) \right]
\]
for the red side, and
\[
N_{\text{blue}}(T) = -V_0 \left( |E_p|^2 |E_i|^2 \right) \frac{1}{2\pi} \text{Re} \left[ \int_{-\infty}^{\infty} \frac{d\omega d\Delta \omega}{2\pi} e^{-i\Delta \omega T} \right] \times \left[ (\omega - \omega_p - \omega_h + i\gamma_h)(\Delta \omega - \omega_h + i\gamma_h) \right]
\]
for the blue side. \( V_0 \) indicates the quantization volume of the actinic frequencies. Contour integration over \( \Delta \omega \) is performed
\[
N_{\text{red}}(T) \propto -3 \left( \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega T} \right) \times \left( \omega_p - \omega_h + i\gamma_h \right)
\]
The denominator in eqn (21) gives a Lorentzian profile
\[
\frac{1}{\omega_p - \omega - \omega_h - i\gamma_h} = (\omega_p - \omega - \omega_h + i\gamma_h)L(\omega - \omega - \omega_h)
\]
which reduces to \( i\gamma_h \delta(\omega_p - \omega - \omega_h) \) for small \( \gamma_h \). This gives
\[
N_{\text{red}}(T) \propto e^{-\gamma h T} \sin(\omega_h T)
\]
and
\[
N_{\text{blue}}(T) \propto e^{-\gamma h T} \sin(\omega_h T)
\]
The total number of photons in the \( \varepsilon_h \) field is conserved. While the frequency dispersed signal is dominated by the high frequency mode, the information on \( \omega_h \) is completely lost in the detection of the total field intensity (for example, when performed with a photodiode); the oscillation period \( T_N = \frac{2\pi}{\omega_h} \) and the damping factor \( \gamma_h \) are determined by the low frequency mode.

Fig. 3 shows the total transmitted energy of the signal, obtained by multiplying the number of photons (18) by \( h\omega_h \) for the red and blue side of the spectrum separately and the total energy oscillation (green line). While the number of photons is conserved in the process, the total pulse energy \( I(T) = \int_{-\infty}^{\infty} d\omega S(\omega, T) \) does change.

The role of the actinic pulse is better demonstrated by considering a system with more than one low frequency vibrational mode. In Fig. 4 we use the \( A_\lambda \) dispersed signal (eqn (16)) to study the response of a sample with four low frequency modes (50 cm\(^{-1}\), 80 cm\(^{-1}\), 110 cm\(^{-1}\) and 173 cm\(^{-1}\)) and one high frequency mode (800 cm\(^{-1}\)). For simplicity we consider explicitly levels \( \omega_3, \omega_4 \) and \( \omega_h \) in which only a single mode is excited.

\[
S(\omega, T = 500 \text{ fs}; A_\lambda) \text{ is displayed for various bandwidths of the actinic pump (20 fs, 80 fs and 150 fs of time duration), only the shorter actinic pump pulse is able to excite all the low frequency modes, while the longer pulse can only excite a narrower band of frequencies. The only frequencies of the actinic pulse involved in the process are those involved in the coherence generation with the low frequency mode, belonging to a small region around the resonances. Since the generated coherence is detected at \( \omega = \omega_p - (\omega_h - \omega_h) \) (difference between the high and the low frequency mode), reducing the actinic bandwidth truncates the contributions of lower wavenumber frequency far from \( \omega = \omega_p - \omega_h \).

Fig. 5 depicts the response of this multi-mode system for an 80 fs actinic pump, showing the time delay dependence of the frequency dispersed spectra and of the frequency integrated signal. The behavior of \( N(T) \) is more complex than for a single low frequency mode, since the signal results from the sum of four damped sinusoids, with different amplitudes, depending on the bandwidth of the actinic pump pulse. The contribution from the low modes involved is directly extracted disentangling the four components by the Fourier transform over \( T \) of \( S(\omega, T) \)
\[
S(\omega, \Omega) = \int_{-\infty}^{\infty} e^{-i\Omega T} S(\omega, T)
\]
which is reproduced in the right panel of Fig. 5. The number of photons \( N(T)_{\text{red}} \) in the red side and \( N(T)_{\text{blue}} \) in the blue side...
Fig. 4  \( \Delta_A \) dispersed signal (eqn (16)) and the corresponding integrated signal for diagrams (i) and (ii) (top panel) and (iii) and (iv) (bottom panel) for a system with four low frequency modes (50 cm\(^{-1}\), 80 cm\(^{-1}\), 110 cm\(^{-1}\) and 173 cm\(^{-1}\)) and one high frequency mode (800 cm\(^{-1}\)), calculated at 500 fs of time delay \( T \). The 2D plot of \( S(\tilde{\nu}, T = 500 \text{ fs}; \Delta_A) \) is reported by varying the bandwidth of the actinic pump (20 fs, 80 fs and 150 fs of time duration, from the left to the right), showing that a narrower actinic pump pulse is not able to excite all the low frequency modes. The shaded black area reproduces the integral \( S(\tilde{\nu}, T = 500 \text{ fs}) \) signal over \( \Delta_A \), showing a much more intense contribution at \( \tilde{\nu} - \tilde{\nu}_P = \pm \tilde{\nu}_H \).

Fig. 5  Central panel: time delay dependent 2D signal \( S(\tilde{\nu}, T) \) for diagrams (i) and (ii) (top) and for diagrams (iii) and (iv) (bottom); the response is calculated for a system with four low frequency modes (50 cm\(^{-1}\), 80 cm\(^{-1}\), 110 cm\(^{-1}\) and 173 cm\(^{-1}\)) and one high frequency mode (800 cm\(^{-1}\)) using an 80 fs actinic pump. The number of photons \( N_{\text{red/blue}}(T) \) is reproduced in the left panel, while in the right one the contributions from all the low frequency modes are disentangled by the Fourier transform \( S(\tilde{\nu}/N) \).
varies with the opposite phase, and the overall number of photons is still conserved.

4 Conclusions

In this paper we have employed a microscopic diagrammatic approach to broadband stimulated Raman spectroscopy with an impulsive off-resonant actinic pump. Expressions for both the red and the blue sides of the spectrum are derived. The coherences created by the impulsive pump cause modifications of the resulting Raman signal as a function of the time delay between the pump and probe pulses, which varies from gain to loss features. The interplay of these features is responsible for a redistribution of photons between the two sides of the spectrum that conserves the total number of photons but leads to an energy flow between fields and matter.

In particular, we have considered three detection modes for fifth-order stimulated Raman measurements that include an actinic initial excitation: the partially integrated red $N_{\text{red}}(T)$ or blue $N_{\text{blue}}(T)$ (Fig. 2), the frequency integrated 1D signal $I(T)$ (Fig. 3) and the fully dispersed $S(\omega, T)$ (Fig. 2). The first two are 1D and the last is a 2D technique. The integrated signal $I(T)$ probes the total energy exchange between the molecule and the field which reveals Raman resonances. This is also seen by the shift in the blue/red detection. The frequency resolved spectrum carries more information and can show dispersive features which do not contribute to the molecule/field energy exchange.27 Ideguchi et al.16,23 had employed the partially integrated detection for a third order measurement of intensity fluctuations and obtained a similar oscillatory behavior to that in our eqn (22) and (23) and Fig. 3.

In a third order experiment the energy flow manifests itself as time domain intensity fluctuations, which can be interpreted as an apparent red and blue shift of the probe pulse.28 While information on the low frequency vibrational modes of the medium can be retrieved by a Fourier transform, the temporal evolution of the spectrally resolved optical probe is not accessible. The integrated signal directly obtained in ref. 16 can be easily recast from the dispersed signal as we have shown in Fig. 2. In addition, the time resolution brought about by the fifth order process enables the collection of snapshots of the energy transfer pathway, while the frequency dispersed detection allows dissecting the time dependence of the contribution corresponding to a single spectral component. Although this does not provide additional information from the material perspective, it reveals the mechanism underlying the energy redistribution pathway. Specifically, as seen in Fig. 2 the low frequency coherence does not generate a spectral shift but rather a modulation of the first momentum of the broadband probe spectrum.
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