From Hopf-Lax formula to optimal weak transfer plan

Yan Shu*
March 9, 2022

Abstract
We study the properties of Hopf-Lax formula restricted to convex functions and provide a characterization of the optimal transfer plan for weak transport problems on the real line. On n dimensional real space, we also provide a sufficient condition on the potential function such that the optimal plan of the classical Monge-Kantorovich problem does not depend on the cost function. As a byproduct, we establish a link between the combinatorial object (the permutation polytope) and the Hamilton Jacobi equation.
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1 Introduction

1.1 Monge-Kantorovich problem and weak transport cost
Throughout the paper, the space would be Euclidean space $\mathbb{R}$ or $\mathbb{R}^n$. We denote $\mathcal{P}(\mathbb{R}^n)$ the set of probability measures on $\mathbb{R}^n$, $\mathcal{P}_1(\mathbb{R}^n)$ the set of probability measures on $\mathbb{R}^n$ with finite first moment and $\|\cdot\|$, the Euclidean norm.

Given two probability measures $\mu, \nu \in \mathcal{P}_1(\mathbb{R}^n)$, recall that the classical Monge-Kantorovich problem is to minimize the following transportation cost:

$$\mathcal{T}_c(\mu, \nu) = \inf_{\pi} \int c(x, y) d\pi \in [0, \infty],$$

where $c : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^+$ is called the cost function and $\pi$ is a measure coupling with marginal $\mu$ and $\nu$. Readers can refer to [26] for an introduction of the optimal transport theory. One of the most interesting cases is that the cost function $c$ is a convex function with respect to the distance $d$. One of the well-known results about the optimal transfer plan is due to Brenier [6] in 1991, he proved that on a finite dimensional real space, the optimal transfer plan is a gradient of some convex function. In particular, in one dimension, the optimal transfer plan does not depend on the cost function if the cost function is convex. We also refer readers to related results about the optimal transfer plan in [10], [18], [21].
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Here we are interested in the optimal transfer plan of a variant of Monge-Kantorovich problem, which is introduced in [13], the general optimal transportation problem, defined by

\[ T_c(\nu|\mu) = \inf_{\pi} \int c(x,p) \mu(dx). \tag{1.1} \]

The cost function \( c \) is defined on the space \( \mathbb{R}^n \times \mathcal{P}(\mathbb{R}^n) \), the infimum runs over all couplings \( \pi(dxdy) = p(x,dy)\mu(dx) \) of \( \mu \) and \( \nu \) and where \( p(x, \cdot) \) denotes the disintegration kernel of \( \pi \) with respect to its first marginal. Further papers directly related to this problem include [2, 3, 8, 11, 12, 22, 23, 24].

In terms of random variables, one has the following interpretation:

\[ T_c(\nu|\mu) = \inf \mathbb{E}(c(X,\mathbb{E}(Y|X))), \]

whereas

\[ T_c(\nu,\mu) = \inf \mathbb{E}(c(X,Y)), \]

where in both cases the infimum runs over all random vector \((X,Y)\) such that \( X \) has law \( \mu \) and \( Y \) has law \( \nu \). This general transport cost (1.1) plays an important role in the study of Talagrand type transport inequalities and some log-Sobolev inequalities, especially in a discrete space such as graphs or a subset of vector space. Those transport inequalities immediately yield concentration results and tensorization properties of the measure (see [8, 13, 12, 23, 24]).

Throughout the paper, the cost function is of form: \( c(x,y) = \theta(x-y) \), where \( \theta : \mathbb{R}^n \to \mathbb{R}^+ \) is a non-constant convex function vanishing at 0 and radially symmetric with respect to the origin. In one dimension, \( \theta \) is even, and in \( n \) dimension, \( \theta \) only depends on the distance between \( x \) and \( y \). In what follows, taking two probability measures \( \mu, \nu \in \mathcal{P}_1(\mathbb{R}^n) \), the optimal weak transport cost of \( \nu \) with respect to \( \mu \) and cost function \( \theta : \mathbb{R}^n \to \mathbb{R} \) means

\[ T_{\theta}(\nu|\mu) = \inf_{\pi} \int \theta \left( x - \int y p(x,dy) \right) \mu(dx) \]

where the infimum runs over all couplings \( \pi(dxdy) = p(x,dy)\mu(dx) \) of \( \mu \) and \( \nu \), and where \( p(x, \cdot) \) denotes the disintegration kernel of \( \pi \) with respect to its first marginal. Since the \( \theta \) is convex, by Jensen’s inequality, one has

\[ T_{\theta}(\nu|\mu) \leq T_{\theta}(\nu,\mu). \]

This weak transport cost is deeply linked to the Monge-Kantorovich problem. Together with Gozlan, Roberto, Samson and Tetali, following Strassen’s theorem [25], we proved in [12] that,

\[ T_{\theta}(\nu|\mu) = \inf_{\nu_1 \preceq \nu} T_\theta(\nu_1,\mu), \]

where \( \preceq \) is the convex order, defined as:

\[ \nu_1 \preceq \nu \quad \iff \quad \forall f \text{ convex}, \int f\nu_1 \leq \int f\nu. \]
Moreover, in one dimension, the measure $\nu_1$ which achieves the infimum does not depend on the choice of the convex cost function $\theta$. As an application, one can deduce a completed characterization of a convex modified Log-Sobolev inequality \[24\].

1.2 Presentation of the results

It is natural to ask the following questions about the optimal transfer plan of weak transport problem:

- When the weak transport would be equal to the classical transport?
- Does the optimal coupling depend on the cost function $\theta$?

We approach those questions by the following duality framework of the weak transport cost. Following [13, Theorem 2.11], for $\mu, \nu \in P_1(\mathbb{R}^n)$, and $\theta : \mathbb{R}^n \mapsto \mathbb{R}$ a convex function such that $\theta(x) \geq a\|x\| + b$ for some $a > 0$ and $b \in \mathbb{R}$, it holds

$$T_\theta(\nu|\mu) = \sup \int Q^\theta_t f d\mu - \int fd\nu$$

where the supremum runs over all function $f$ convex, Lipschitz and bounded from below, and where

$$Q^\theta_t f(x) = \inf_{y \in \mathbb{R}^n} \left\{ f(y) + t\theta \left( \frac{y - x}{t} \right) \right\}.$$ 

The above equation is often called the Hopf-Lax formula, in some references the operator $Q^\theta_t$ is also called the inf-convolution operator and often denoted simply by $Q^\theta$ for $t = 1$. The Hopf-Lax formula is known as the solution of a Hamilton Jacobi equation, and has been widely studied in many different contexts. We remark as well in the proof of [2, Theorem 5.5], Backhoff-Veraguas, Beiglbock and Pammer shown that a maximizer of equation (1.2) exists even with a weaker assumption.

In this paper, since the cost function $\theta$ is convex, real valued, positive and only depended on the euclidean norm, it satisfies the growth condition $\theta(x) \geq a\|x\| + b$ and the condition (A+) in [2]. Therefore we can apply the duality theorem and the existence of the maximizer here.

Apart from the introduction, this paper is divided into three sections. In section 2, the space will be the real line $\mathbb{R}$, and in section 3, the space will be $\mathbb{R}^n$ and we will present some applications in section 4.

In section 2, we stay in one dimension. We provide an equivalent condition for the equality between the weak transport cost and the classical Monge-Kantorovich transport cost (theorem 2.6), which states that

$$T_\theta(\nu|\mu) = T_\theta(\nu, \mu)$$

if and only if the difference between the inverse cumulative functions of $\mu$ and $\nu$ is non-decreasing, precisely, the function

$$F^{-1}_\mu - F^{-1}_\nu$$
is non-decreasing. This equivalence also has been obtained recently by Gozlan and Juillet in a slightly different form in [11] and by Backhoff Veraguas, Beiglboeck and Pammer in [3].

Furthermore, according to Brenier [6], in one dimension, the optimal mapping of a classical transport does not depend on the cost function as soon as the cost function is convex. In [12], the same result is obtained for weak transport cost. We will give a new proof of this result in section 2, using a very different argument. During this approach, a byproduct about the Hamilton-Jacobi equation is obtained, which might have its own interest (theorem 2.11).

In section 3, the space will be $\mathbb{R}^n$. We will show in theorem 3.4 an extension of the results of section 2, which provide equivalence conditions (under some smoothness properties) such that $T_\theta(\nu|\mu) = T_\theta(\mu,\nu)$ holds. We will define Property $F$, which reduces to convexity in one dimension and plays the role of the convexity in $n$ dimensions. The condition that there is equality between the weak transport cost and the classical transport cost is deeply related to Property $F$.

In section 4, we briefly explain some applications on the infimum convolution inequality introduced by Maurey in [17].

2 Weak transport on the line

In this section we will focus on the real line. A cost function in this section is a function $\theta : \mathbb{R} \mapsto \mathbb{R}^+$, convex, even, satisfying $\theta(0) = 0$.

We remind here the notion of cyclical monotone of a multivalued mapping [20, Page 238]. A multivalued mapping $\rho$ from $\mathbb{R}^n$ to $\mathbb{R}^n$ is called cyclical monotone if one has

$$
\langle x_1 - x_0, x_0^* \rangle + \langle x_2 - x_1, x_1^* \rangle + \cdots + \langle x_0 - x_m, x_m^* \rangle \leq 0.
$$

for any set of pairs $(x_i, x_i^*)$, $i = 0,1,...,m$ (arbitrary) such that $x_i^* \in \rho(x_i)$. The property of cyclical monotone characterizes the gradient of a convex function according to [20, Theorem 5.6], which states that, $\rho$ is cyclical monotone if and only if there exist a convex proper function $f$ on $\mathbb{R}^n$ such that $\rho \subset \partial f$.

2.1 A remark on Hopf-Lax formula

We begin with some development of the Hopf-Lax formula. The key observation is the following lemma.

Lemma 2.1. Let $I,J$ be two subset of $\mathbb{R}$ with strictly positive Lebesgue measure. Given $t > 0$, let $T_t : I \subset \mathbb{R} \rightarrow J \subset \mathbb{R}$ be a real valued function. Then the following statements hold.

(i) If there exists a real-valued convex function $f$ defined on $\mathbb{R}$ and a strictly convex cost $\theta$ (recall that a cost function here should be positive and vanishing at 0) such that for all $x \in I$, it holds

$$Q_t^\theta f(x) = f(T_t(x)) + t\theta \left( \frac{T_t(x) - x}{t} \right).$$

(2.2)
then \( T_i \) is non-decreasing and \( x \mapsto T_i(x) - x \) is non-increasing.

(ii) Inversely, taking a function \( T_i \) defined on \( I \subset \mathbb{R} \), if \( T_i \) is non-decreasing and \( x \in I \mapsto T_i(x) - x \) is non-increasing, then for all convex cost \( \theta \), there exists a closed proper convex function \( f \), such that (2.2) holds for all \( x \in I \).

Proof. (i). Given \( t > 0 \) and \( x \in I \), the function \( G_x : u \mapsto f(u) + t\theta \left( \frac{u - x}{t} \right) \) is defined on \( \mathbb{R} \). According to convexity of \( f \) and \( \theta \), \( G \) is strictly convex. Therefore, it has at most one minimum. Since a convex function always has a right derivative and a left derivative, then it holds for all \( x \in I \):

\[
0 \in [\partial_- G_x(T_i(x)), \partial_+ G_x(T_i(x))].
\]  

(2.3)

We deduce that for all \( x \in I \):

\[
\partial_+ f(T_i(x)) + \partial_+ \theta \left( \frac{T_i(x) - x}{t} \right) \geq 0.
\]

We will first prove that \( T_i \) is non-decreasing. For any \( x, y \in I \), \( x < y \), since \( \theta \) is strictly convex, we deduce that

\[
\partial_+ G_x(T_i(y)) = \partial_+ f(T_i(y)) + \partial_+ \theta \left( \frac{T_i(y) - x}{t} \right) > \partial_+ f(T_i(y)) + \partial_+ \theta \left( \frac{T_i(y) - y}{t} \right) \geq 0 \geq \partial_+ G_x(T_i(x)).
\]

Together with the strict convexity of \( G_x \), we deduce that \( T_i(y) \geq T_i(x) \).

Now we turn to prove that \( x \mapsto T_i(x) - x \) is non-increasing on \( I \). We will show that for \( x, y \in I \) such that \( x < y \), it holds \( T_i(x) - x \geq T_i(y) - y \). Since \( T_i \) is non-decreasing, \( T_i(x) \leq T_i(y) \).

If \( T_i(x) = T_i(y) \), it follows immediately \( T_i(x) - x > T_i(y) - y \).

Now we assume that \( T_i(x) < T_i(y) \). Since \( f \) is convex, it holds

\[
\partial_+ f(T_i(x)) \leq \partial_+ f(T_i(y)).
\]

(2.4)

Now applying (2.3) for \( x \) and \( y \), we deduce:

\[
\partial_+ G_x(T_i(x)) \geq 0 \geq \partial_+ G_x(T_i(y)).
\]

(2.5)

Combining equation (2.4) and (2.5), we deduce

\[
\partial_+ \theta \left( \frac{T_i(x) - x}{t} \right) \geq \partial_+ \theta \left( \frac{T_i(y) - y}{t} \right).
\]

By convexity of \( \theta \), it holds \( T_i(x) - x \geq T_i(y) - y \). Thus \( x \mapsto T_i(x) - x \) is non-increasing on \( I \).

(ii). Assume that the function \( T_i \) is non-decreasing on \( I \) and the function \( x \mapsto T_i(x) - x \) is non-increasing on \( I \). Define a multi valued mapping \( \rho \) from \( \mathbb{R} \) to \( \mathbb{R} \) such that

\[
y^* \in \rho(y) \iff y^* = -\partial_+ \theta \left( \frac{y - x}{t} \right),
\]

\[
y^* \in \rho(y) \iff y^* = -\partial_+ \theta \left( \frac{y - x}{t} \right).
\]
for some $x$ such that $T_i(x) = y$.

For any set of pairs $(y_i, y_i^*)$, $i = 0, 1, ..., m$, $(m$ arbitrary) such that $y_i^* \in \rho(y)$, there exist $x_0, ..., x_m$, such that $T_i(x_i) = y_i$. We claim that $y_i < y_j$ implies $y_i^* \leq y_j^*$, for any $i, j \in \{0, 1, ..., m\}$. In fact, if $y_i < y_j$, then by monotony of $T_i$, it holds $x_i < x_j$. Since $x \mapsto T_i(x) - x$ is non-increasing, we deduce that $T_i(x_i) - x_i \geq T_i(x_j) - x_j$. Therefore, by convexity of $	heta$,

$$y_i^* = -\partial_+ \theta \left( \frac{T_i(x_i) - x_i}{t} \right) \leq -\partial_+ \theta \left( \frac{T_i(x_j) - x_j}{t} \right) = y_j^*.$$ 

Therefore, according to rearrangement inequality, it holds:

$$\langle y_1 - y_0, y_0^* \rangle + \langle y_2 - y_1, y_1^* \rangle + \cdots + \langle y_m - y_m^* \rangle = \sum_{i=0}^{m} y_i y_i^* - \sum_{i=0}^{m} y_i y_{i+1} \leq 0,$$

where we denote $y_{m+1} = y_0$ and in dimension one, the bracket $\langle , \rangle$ is the multiplication. Thus, $\rho$ is cyclically monotone. According to [20] Page 238, Theorem 24.8], there exists a closed proper convex function $f$ (thus lower semi-continuous) defined on $\mathbb{R}$, such that for all $y \in \mathbb{R}$, $\rho(y) \subset \partial f(y)$ ($\rho(y)$ could be empty). Therefore, for all $x \in I$, it holds

$$-\partial_+ \theta \left( \frac{T_i(x) - x}{t} \right) \in [\partial_- f(T_i(x)), \partial_+ f(T_i(x))],$$

which leads to

$$0 \in \left[ \partial_- f(T_i(x)) + \partial_- \theta \left( \frac{T_i(x) - x}{t} \right), \partial_+ f(T_i(x)) + \partial_+ \theta \left( \frac{T_i(x) - x}{t} \right) \right].$$

Thus equation (2.2) holds. The conclusion follows. $\square$

### 2.2 Characterization of equality between weak transport cost and transport cost

We firstly recall the definition of cumulative distribution function and its inverse.

For a probability measure $\mu \in \mathcal{P}(\mathbb{R})$, denote $F_\mu$ the cumulative distribution function of $\mu$, i.e.

$$F_\mu(x) = \mu(-\infty, x],$$

and define the generalized inverse of $F_\mu^{-1}$ by

$$F_\mu^{-1}(t) = \inf\{x \in \mathbb{R}; F_\mu(x) > t\}.$$

**Theorem 2.6.** Let $\mu, \nu \in \mathcal{P}_1(\mathbb{R})$ and let the cost function $\theta : \mathbb{R} \mapsto \mathbb{R}^+$ be even, strictly convex and vanishing at 0. Assume that $\mu$ and $\nu$ are absolutely continuous with respect to Lebesgue measure. Assume that the weak transport $\mathcal{T}_\theta(\nu|\mu)$ is finite, then

$$\mathcal{T}_\theta(\nu|\mu) = \mathcal{T}_\theta(\mu, \nu)$$

if and only if $F_\mu^{-1} - F_\nu^{-1}$ is non-decreasing.
In one dimension, given two probability measures $\mu$ and $\nu$ which are absolutely continuous with respect to Lebesgue measure, the optimal transport mapping for transport problem is transporting mass from location $F^{-1}_\mu(x)$ to location $F^{-1}_\nu(x)$. This mapping is in fact the monotone rearrangement $T$ from $\mu$ to $\nu$. We will play with the Kantorovich duality formula related to this mapping $T$ for the weak transport problem.

Proof. We assume at first that $F^{-1}_\mu - F^{-1}_\nu$ is non-decreasing. Denote $T$ the monotone rearrangement from $\mu$ to $\nu$ and denote $I := \text{supp}(\mu)$ the support of $\mu$ and $J := \text{supp}(\nu)$ the support of $\nu$. Thus $T$ is an one-to-one mapping from $I$ to $J$, and for all $x \in I$,

$$F_\mu(x) = \mu(-\infty, x) = \nu(-\infty, T(x)) = F_\nu(T(x)). \quad (2.7)$$

Since $\mu, \nu$ are absolutely continuous, $F^{-1}_\mu$ and $F^{-1}_\nu$ are well defined on $(0, 1)$. Now given $u \in (0, 1)$, denote $u = F_\mu(x) = F_\nu(T(x))$. According to the equality (2.7), it holds

$$F^{-1}_\nu(u) - F^{-1}_\mu(u) = T(x) - x.$$

According to our hypothesis, $x \mapsto T(x) - x$ is non-increasing. Moreover, notice that $T$ is the monotone rearrangement from $\mu$ to $\nu$, $T$ is non-decreasing. We can apply lemma 2.1 and there exists a closed proper convex function $f$ (thus lower semi-continuous), such that for all $x \in I$:

$$Q^\theta f(x) = \inf_{y \in \mathbb{R}} \{f(y) + \theta(y - x)\} = f(T(x)) + \theta(T(x) - x).$$

Since $f$ is proper, there exist $x_0 \in \mathbb{R}$ such that $f(x_0) < \infty$. By definition of $Qf$, it holds

$$Q^\theta f(x) = f(T(x)) + \theta(T(x) - x) \leq f(x_0) + \theta(x_0 - x).$$

Thus, for $R > |x_0|$ and for all $x \in I \cap [-R, R]$,

$$f(T(x)) \leq f(x_0) + \theta(x_0 - x) - \theta(T(x) - x) \leq f(x_0) + \theta(2R).$$

Therefore $f$ is a lower semi-continuous, bounded and lipschitz on the interior of $I \cap [-R, R]$.

By Kantorovich duality from [13], we have

$$\mathcal{T}_\theta(\nu|\mu) = \sup_{\varphi \text{ convex, Lip, l.s.c.}} \int Q^\theta \varphi d\mu - \int \varphi d\nu$$

$$\geq \int_{I \cap [-R, R]} Q^\theta f d\mu - \int_{I \cap [-R, R]} f d\nu = \int_{I \cap [-R, R]} \theta(T(x) - x) d\mu$$

$$= \mathcal{T}_\theta(\mu, \nu) - \varepsilon_R \geq \mathcal{T}_\theta(\nu|\mu) - \varepsilon_R.$$ 

Now let $R \to \infty$, $\varepsilon_R \to 0$, and we obtain

$$\mathcal{T}_\theta(\nu|\mu) = \mathcal{T}_\theta(\mu, \nu).$$
Now assume that $\mathcal{T}_\theta(\nu|\mu) = \mathcal{T}_\theta(\mu, \nu)$. According to [2, Theorem 5.5], for $\mu, \nu \in \mathcal{P}_1(\mathbb{R})$, if $\mathcal{T}_\theta(\nu|\mu)$ is finite, there exists a convex function $f$ such that

$$\mathcal{T}_\theta(\nu|\mu) = \int Q_\theta f d\mu - \int f d\nu.$$  

Thus,

$$\mathcal{T}_\theta(\nu|\mu) = \int Q_\theta f d\mu - \int f d\nu \leq \int f(T(x)) + \theta(T(x) - x)d\mu - \int f d\nu = \int \theta(T(x) - x)d\mu = \mathcal{T}_\theta(\mu, \nu).$$

Therefore, $Q_\theta f(x) = f(T(x)) + \theta(T(x) - x) \mu$ almost-surely. Since $f$ is convex and $\theta$ is strictly convex, according to lemma 2.1 (i), we obtain that $T(x) - x$ is non-increasing $\mu$ almost surely, together with the monotonicity of the function $F^{-1}_\mu$, the conclusion follows.

\[ \square \]

### 2.3 Weak transfer plan

In this section we give an alternative proof of a theorem in [12], as a consequence of lemma 2.1 which is the following:

**Theorem 2.8.** [12, Theorem 1.4] Let $\alpha, \beta$ and $\theta$ be convex cost functions satisfying $\alpha + \beta = \theta$. Let $\mu, \nu \in \mathcal{P}_1(\mathbb{R})$. Assume that $\mathcal{T}_\theta(\nu|\mu)$ is finite, it holds

$$\mathcal{T}_\theta(\nu|\mu) = \mathcal{T}_\alpha(\nu|\mu) + \mathcal{T}_\beta(\nu|\mu).$$

We need to prove the following proposition at first.

**Proposition 2.10.** Let $\alpha, \beta, \theta : \mathbb{R} \to \mathbb{R}$ be convex cost functions, even and of class $C^1$ satisfying $\alpha + \beta = \theta$. We assume that $\theta$ is strictly convex. Then for all convex function $f : \mathbb{R} \to \mathbb{R}$ bounded from below of class $C^1$, there exists convex functions $f_1, f_2 : \mathbb{R} \to \mathbb{R}$, bounded from below and of class $C^1$, such that

$$f = f_1 + f_2$$

and for all $t > 0$

$$Q_t^\theta f = Q_t^\alpha f_1 + Q_t^\beta f_2$$

more precisely,

$$f_1(x) = a + \int_{0}^{x} \alpha' \circ \theta'^{-1} \circ f'(u) du,$$

with any constant $a \in \mathbb{R}$.

From this proposition, combining with the fact that $Q_t^\theta f$ is in fact the solution of the Hamilton Jacobi equation (2.12) [7], one deduces immediately of the following theorem.
Theorem 2.11. Let $\theta : \mathbb{R} \to \mathbb{R}$ be a strictly convex cost function with super-linear growth of class $C^1$ (i.e. $\theta'(x)$ goes to $\infty$ as $x$ goes to $\infty$) and $\theta^*$ be the Legendre transform of $\theta$. Consider the following Hamilton Jacobi equation:

$$\begin{cases}
\partial_t v(x,t) + \theta^*(\partial_x v(x,t)) = 0 & (x,t) \in \mathbb{R} \times (0,\infty) \\
v(x,0) = f(x) & x \in \mathbb{R}. 
\end{cases} \quad (2.12)$$

Assume that the initial function $f : \mathbb{R} \to \mathbb{R}$ is convex bounded from below of class $C^1$, then for all convex cost function $\theta_1,\theta_2$, with super-linear growth and satisfying $\theta_1 + \theta_2 = \theta$, there exists $v_1, v_2$ and $f_1,f_2$, such that for $i = 1,2$, it holds

$$\begin{cases}
\partial_t v_i(x,t) + \theta_i^*(\partial_x v_i(x,t)) = 0 & (x,t) \in \mathbb{R} \times (0,\infty) \\
v_i(x,0) = f_i(x) & x \in \mathbb{R},
\end{cases}$$

$v = v_1 + v_2$ and $f = f_1 + f_2$.

We begin with a lemma.

Lemma 2.13. Assume that $\theta$ is strictly convex, even and of class $C^1$. Let $f$ be a convex function bounded from below and of class $C^1$. For $t > 0$, denote $I := \{x \in \mathbb{R} | f'(x) \in \theta'(\mathbb{R})\}$. Define the mapping $U_t$ as

$$U_t : x \in I \mapsto x + t\theta^{-1} \circ f'(x) \in \mathbb{R}. $$

Then $T_t := U_t^{-1}$ satisfies (2.12).

Proof. Since $\theta$ is even, strictly convex and of class $C^1$, $\theta'(\mathbb{R})$ contains a neighborhood of $0$, combining with the fact that $f$ is bounded from below, convex and $C^1$, we deduce that $I$ is not an empty set. Since $\theta$ is strictly convex, $\theta' : \mathbb{R} \to \theta'(\mathbb{R})$ is a bijection and it is strictly increasing. Thus $\theta^{-1} : \theta'(\mathbb{R}) \to \mathbb{R}$ is well defined as well as $U_t$. It is easy to see that $U_t$ is strictly increasing and continuous. Now we will show that the image set $U_t(I) = \mathbb{R}$ and $U_t$ is in fact a bijection from $I$ to $\mathbb{R}$.

Assume first that $\inf I = -\infty$, then it is easy to see that $\lim_{x \to -\infty} U_t(x) = -\infty$. Now assume that $\inf I > -\infty$. Then for $x \in I$, $f'(x) \in \theta(-\infty)$, thus $\theta^{-1} f'(x) \to -\infty$. The same argument holds for $\sup I$. Therefore, $U_t : I \to \mathbb{R}$ is bijective and strictly increasing. Thus $U_t^{-1} : \mathbb{R} \to I$ is well defined and strictly increasing.

It remains to show that $U_t^{-1}(x)$ is the point achieving the infimum for $Q^\theta_t f(x)$. For all $x \in \mathbb{R}$, let $y = U_t^{-1}(x)$, using the fact that $\theta$ is even, it holds

$$\theta' \left( \frac{y - x}{t} \right) = \theta' \left( \frac{y - U_t(y)}{t} \right) = -\theta' \left( \theta^{-1} \circ f'(y) \right) = - f'(y).$$

According to (2.13), it holds $y = T_t(x)$. 

Now we are in position to prove proposition 2.10.
Proof of proposition 2.10. We define \( f_1 \) as following: for all \( y \in I \),

\[
f_1(y) := \int_0^y \alpha' \circ \theta^{t-1} \circ f'(u) du.
\]

and (in the case that \( I \neq \mathbb{R} \)) \( f_1 \) is affine when \( y > \sup I \), and \( y < \inf I \) with \( f'_1 = f'_1(\sup I) := \lim_{x \to \sup I} f'_1(x) \) and \( f'_1 = f'_1(\inf I) \) respectively.

We observe that \( f_1 \) is convex: for all \( x \in I \), \( f'_1 \) is non-decreasing, and for \( x \in \mathbb{R} \setminus I \), \( f'_1 \) is constant which equals to \( f'_1(\sup I) \) and \( f'_1(\inf I) \) respectively. It follows that \( f'_1 \) is non-decreasing on \( \mathbb{R} \).

Given \( t > 0 \) and \( x \in \mathbb{R} \), denote \( y = T_t(x) \in I \) and it holds

\[
f'_1(y) = \alpha' \circ \theta^{t-1} \circ f'(y) = -\alpha' \circ \theta^{t-1} \circ \theta' \left( \frac{y-x}{t} \right) = -\alpha' \left( \frac{y-x}{t} \right).
\]

We deduce from equation (2.3) that

\[
Q_\alpha^\theta f_1(x) = f_1(T_t(x)) + t\alpha \left( \frac{T_t(x) - x}{t} \right). \tag{2.14}
\]

Now let \( f_2 = f - f_1 \), together with \( \theta = \alpha + \beta \), we deduce

\[
f'_2(x) = \begin{cases} f' - f'_1(\inf I) & \forall x \in (-\infty, \inf I] \\ \beta' \circ \theta^{t-1} \circ f'(x) & \forall x \in I \\ f' - f'_1(\sup I) & \forall x \in [\sup I, \infty) \end{cases},
\]

which is non-decreasing. Thus \( f_2 \) is convex.

On the other hand, since \( f'_1(y) = -\alpha' \left( \frac{y-x}{t} \right) \) and \( f'(y) = -\theta' \left( \frac{y-x}{t} \right) \), it holds that

\[
f'_2(y) = -\beta' \left( \frac{y-x}{t} \right).
\]

According to equation (2.3) and we have

\[
Q_\beta^\theta f_2(x) = f_2(T_t(x)) + t\beta \left( \frac{T_t(x) - x}{t} \right). \tag{2.15}
\]

It immediately yields

\[
Q_\theta f = Q_\alpha^\theta f_1 + Q_\beta^\theta f_2.
\]

Now we are in position to proof theorem 2.8.

Proof of theorem 2.8. We first prove the case that the convex cost functions \( \alpha, \beta \) and \( \theta \) are \( C^1 \):

We assume at first that \( \theta = \alpha + \beta \) is strictly convex.
Observe that by the definition of $\mathcal{T}$, it is easy to see that
\[ \mathcal{T}_\theta(\nu|\mu) \geq \mathcal{T}_\alpha(\nu|\mu) + \mathcal{T}_\beta(\nu|\mu). \] (2.16)

Now we turn to prove the inverse inequality.

According to Proposition 2.10, for all convex function $f$ bounded from below and of class $C^1$, there exist $f_1$ and $f_2$ such that it holds:
\[
\int Q^\theta f d\mu - \int f d\nu = \int Q^\alpha f_1 d\mu - \int f_1 d\nu + \int Q^\beta f_2 d\mu - \int f_2 d\nu 
\leq \mathcal{T}_\alpha(\nu|\mu) + \mathcal{T}_\beta(\nu|\mu).
\]

We take the supremum over all convex function $f$ bounded from below and of class $C^1$ and by the duality formula (1.2), we get
\[ \mathcal{T}_\theta(\nu|\mu) \leq \mathcal{T}_\alpha(\nu|\mu) + \mathcal{T}_\beta(\nu|\mu). \]

The conclusion follows with the inverse inequality (2.16).

Now assume that $\theta$ is not strictly convex. Since $\mu, \nu \in \mathcal{P}_1(\mathbb{R})$, there exists a strictly convex cost function $\gamma$, such that $\int \gamma(x-c)\mu(dx)$ and $\int \gamma(x-c)\nu(dx)$ are finite for all $c \in \mathbb{R}$. Therefore $\mathcal{T}_{\theta+\gamma}(\nu|\mu)$ is finite. Since $\alpha + \gamma$, $(\alpha + \gamma) + \beta$ are strictly convex, it holds:
\[ \mathcal{T}_{\theta+\gamma}(\nu|\mu) = \mathcal{T}_{\theta}(\nu|\mu) + \mathcal{T}_\gamma(\nu|\mu). \] (2.17)

and
\[
\mathcal{T}_{\theta+\gamma}(\nu|\mu) = \mathcal{T}_{(\alpha+\gamma)+\beta}(\nu|\mu) = \mathcal{T}_{\alpha+\gamma}(\nu|\mu) + \mathcal{T}_\beta(\nu|\mu)
= \mathcal{T}_\alpha(\nu|\mu) + \mathcal{T}_\beta(\nu|\mu) + \mathcal{T}_\gamma(\nu|\mu).
\] (2.18)

Combining equation (2.17) and (2.18), we deduce that the equality (2.9) holds for the case $\alpha, \beta$ and $\theta$ are $C^1$.

Now for general convex cost $\alpha, \beta$ and $\theta$, for all $\varepsilon > 0$ there exist cost functions $\alpha_\varepsilon, \beta_\varepsilon$ and $\theta_\varepsilon$ satisfying $\theta_\varepsilon = \alpha_\varepsilon + \beta_\varepsilon$ of class $C^1$ such that
\[ \|\alpha_\varepsilon - \alpha\|_\infty + \|\beta_\varepsilon - \beta\|_\infty + \|\theta_\varepsilon - \theta\|_\infty < \varepsilon. \]

We deduce that
\[
\mathcal{T}_\alpha(\nu|\mu) + \mathcal{T}_\beta(\nu|\mu) \leq \mathcal{T}_\theta(\nu|\mu)
\leq \mathcal{T}_{\theta_\varepsilon}(\nu|\mu) + \varepsilon = \mathcal{T}_{\alpha_\varepsilon}(\nu|\mu) + \mathcal{T}_{\beta_\varepsilon}(\nu|\mu) + \varepsilon
\leq \mathcal{T}_\alpha(\nu|\mu) + \mathcal{T}_\beta(\nu|\mu) + 2\varepsilon.
\]

Let $\varepsilon$ goes to 0 and the theorem follows. \[\Box\]
2.4 An alternative approach

The proof of theorem 2.6 in [12] is based on properties of convex ordering and Rado’s theorem. In this section, we provide another way to understand theorem 2.6 in aspect of [12].

Here we only recall some necessary definitions and properties of the convex ordering and majorization of vectors. We refer the interested reader to [16, 14] and [19] for further results and bibliographic references related to properties of inequalities, and to [12, 11, 3] for recent developments related to the optimal weak transfer plan.

Definition 2.19 (Convex order). Given $\nu_1, \nu_2 \in P_1(\mathbb{R})$, we say that $\nu_2$ dominates $\nu_1$ in the convex order, and write $\nu_1 \preceq \nu_2$, if for all convex functions $f$ on $\mathbb{R}$,

$$\int_{\mathbb{R}} f \, d\nu_1 \leq \int_{\mathbb{R}} f \, d\nu_2.$$ 

Definition 2.20 (Majorization of vectors). Let $a, b \in \mathbb{R}^n$, one says that $a$ is majorized by $b$ if the sum of the largest $j$ components of $a$ is less than or equal to the corresponding sum of $b$, for every $j$, and if the total sum of the components of both vectors are equal.

Assuming that the components of $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$ are in non-decreasing order (i.e. $a_1 \leq a_2 \leq \ldots \leq a_n$ and $b_1 \leq b_2 \leq \ldots \leq b_n$), $a$ is majorized by $b$, if

$$a_n + a_{n-1} + \cdots + a_{n-j+1} \leq b_n + b_{n-1} + \cdots + b_{n-j+1}, \quad \text{for } j = 1, \ldots, n-1,$$

and $\sum_{i=1}^n a_i = \sum_{i=1}^n b_i$.

The next proposition recalls the link between majorization of vectors and convex ordering.

Proposition 2.21. [12] Let $a, b \in \mathbb{R}^n$ and set $\nu_1 = \frac{1}{n} \sum_{i=1}^n \delta_{a_i}$ and $\nu_2 = \frac{1}{n} \sum_{i=1}^n \delta_{b_i}$. The following statements are equivalent.

(i) $a$ is majorized by $b$.

(ii) $\nu_1$ is dominated by $\nu_2$ for the convex order. In other words, for every convex function $f : \mathbb{R} \to \mathbb{R}$, it holds that $\sum_{i=1}^n f(a_i) \leq \sum_{i=1}^n f(b_i)$.

Thanks to the above proposition and with a slight abuse of notation, we will also write $a \preceq b$ when $a$ is majorized by $b$.

Now we are able to prove an alternative version of theorem 2.6. We shall focus on measure $\mu_n$ of form $\frac{1}{n} \sum_{i=1}^n \delta_{x_i}$. For general measure, one can consider it as a limit of $\mu_n$ as $n$ goes to $\infty$, readers can refer to [12] for rigorous justification. Here is a discrete version of theorem 2.6 is telling the following:

Theorem 2.22 (Discrete version of theorem 2.6). Let $\mu = \frac{1}{n} \sum_{i=1}^n \delta_{x_i}$ and $\nu = \frac{1}{n} \sum_{i=1}^n \delta_{y_i}$, where $x_i$ and $y_i$ are in non-decreasing order. Assume that $\theta$ is a strictly convex cost function. The following statements are equivalent.
(i) The function $i \mapsto x_i - y_i$ is non-decreasing.

(ii) $\mathcal{T}_\theta(\nu|\mu) = \mathcal{T}_\theta(\nu, \mu)$.

Proof. Observe that the optimal transfer plan of $\mathcal{T}_\theta(\nu, \mu)$ sends $x_i$ to $y_i$ since $x_i$ and $y_i$ are in non-decreasing order. As a consequence,

$$
\mathcal{T}_\theta(\nu, \mu) = \frac{1}{n} \sum_{i=1}^n \theta(x_i - y_i).
$$

On the other hand, denoting $x = (x_1, ..., x_n), y = (y_1, ..., y_n) \in \mathbb{R}^n$, according to [12], the following holds:

$$
\mathcal{T}_\theta(\nu|\mu) = \inf_{\nu' \leq \nu} \mathcal{T}_\theta(\nu', \mu) = \inf_{y' \leq y} \frac{1}{n} \sum_{i=1}^n \theta(x_i - y_i').
$$

Thus, item (ii) is equivalent to

$$
\sum_{i=1}^n \theta(x_i - y_i) = \inf_{y' \leq y} \sum_{i=1}^n \theta(x_i - y_i').
$$

(2.23)

Now it is enough to prove that (2.23) is equivalent to (i).

(i) $\Rightarrow$ (ii): For any $y' \leq y$, it holds

$$
\sum_{i=k}^n y_i' \leq \sum_{i=k}^n y_i \quad \forall 1 \leq k \leq n.
$$

It follows that

$$
\sum_{i=k}^n x_i - y_i \leq \sum_{i=k}^n x_i - y_i' \quad \forall 1 \leq k \leq n.
$$

Thus $x - y \preceq x - y'$ for all $y' \leq y$, which leads to (2.23).

(ii) $\Rightarrow$ (i): Assume that (ii) holds and (i) does not. Let $i$ be the smallest integer such that $x_i - y_i > x_{i+1} - y_{i+1}$. Thus $y_{i+1} - y_i - (x_{i+1} - x_i) = 2\varepsilon > 0$.

Now define $y' \in \mathbb{R}^n$ with $y_j' = y_j$ for $j \neq i, i+1$ and $y_i' = y_i + \varepsilon, y_{i+1}' = y_{i+1} - \varepsilon$. It is easy to see that $y' \preceq y$ and by strict convexity of $\theta$:

$$
\sum_{i=1}^n \theta(x_i - y_i) - \sum_{i=1}^n \theta(x_i - y_i')
$$

$$
= \theta(x_i - y_i) + \theta(x_{i+1} - y_{i+1}) - \theta(x_i - y_i - \varepsilon) - \theta(x_{i+1} - y_{i+1} + \varepsilon)
$$

$$
= \theta(x_i - y_i) + \theta(x_{i+1} - y_{i+1}) - 2\theta \left( \frac{(x_i - y_i) + (x_{i+1} - y_{i+1})}{2} \right)
$$

$$
> 0
$$

which is a contradiction to (2.23).
3 Weak transport in $n$ dimensions

This section is devoted to extending theorem 2.11 and theorem 2.6 of the previous section in $n$ dimensions for $n \geq 2$. In this section, we will focus on the space $\mathbb{R}^n$ and an open subset $\Omega \subset \mathbb{R}^n$, which correspond to the support of an absolutely continuous measure w.r.t Lebesgue measure. We assume that all cost functions are convex, only depending on Euclidean distance $\| \cdot \| := \| \cdot \|_2$ and vanishing in $0$. We denote $\mathcal{L}$ for the Lebesgue measure.

In one dimension, convexity of functions plays a central role in the proofs, but in $n$ dimensions, we will replace the convexity by another stronger property, which is defined as following.

**Definition 3.1.** Let $\Omega \subset \mathbb{R}^n$ be a convex open set satisfying $\mathcal{L}(\Omega) > 0$. We say that $f: \Omega \mapsto \mathbb{R}$ satisfies the Property $F$ on $\Omega$ if the following conditions hold:

1. $f$ is convex on $\Omega$.

2. For almost all $x \in \Omega$, there exists $\lambda$, such that $\text{Hess} f(x) \nabla f(x) = \lambda \nabla f(x)$.

**Remark 3.2.** Theorem of Alexandrov [1] guarantees that the Hessian of a convex function $f$ is well defined on $\mathbb{R}^n$ almost everywhere.

**Remark 3.3.** For dimension $n = 1$, the Property $F$ is the convexity.

Now let $f: \Omega \mapsto \mathbb{R}$ be a continuous function. Denote $\mathcal{H}_f := \{x \in \Omega, \text{Hess} f(x) \text{ exists}\}$.

Due to regularity issues, we introduce the following smoothness assumption (SA).

(SA): The interior of $\mathcal{H}_f$, denoted by $\mathcal{H}_f^o$, is simply connected, and satisfies $\mathcal{L}(\Omega \setminus \mathcal{H}_f^o) = 0$.

Now we are ready to state the main theorem of this section, which is an extension of theorem 2.6 in $n$ dimensions.

**Theorem 3.4.** Let $\mu, \nu \in \mathcal{P}_1(\mathbb{R}^n)$ be two probability measures absolutely continuous with respect to Lebesgue measure. Assume that the support of the measure $\nu$ is a convex set $\Omega$. Denote $g$ the convex function such that $\nabla g$ is the transfer plan for Monge-Kantorovich problem of quadratic cost, and satisfying $\nabla g \# \nu = \mu$. If $g$ satisfies the smoothness assumption (SA), then the following assertions hold.

(i) If there exists a two times differentiable cost function $\theta$ such that $x\theta''(u) - \theta'(u) \neq 0$ for all $u > 0$ and

$$\mathcal{T}_\theta(\nu|\mu) = \mathcal{T}_\theta(\mu, \nu) = \int \theta(\|x - \nabla g(x)\|)d\nu < \infty.$$

Then the function $x \mapsto g(x) - \frac{1}{2}(x, x)$ satisfies the Property $F$ on $\Omega$, and $\nabla g$ is an optimal transfer plan of $\mathcal{T}_\alpha$ for all convex cost $\alpha$ (such that $\mathcal{T}_\theta(\nu|\mu)$ is finite). Since the transport mapping $\nabla g$ of the quadratic cost is unique, $\nabla g$ is the unique optimal transport plan in common for all convex cost $\alpha$. 
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(ii) Inversely, if \( x \mapsto g(x) - \frac{1}{2} \langle x, x \rangle \) is strictly convex and satisfies Property \( \mathcal{F} \), then for all convex cost \( \theta \) such that \( T_\theta(\nu | \mu) \) is finite, \( \nabla g \) is an optimal transfer plan of \( T_\theta \) for all convex cost \( \theta \) and it holds
\[
T_\theta(\nu | \mu) = T_\theta(\mu, \nu).
\]

**Remark 3.5.** The existence and uniqueness of the optimal transport mapping \( \nabla g \) of the quadratic cost is guaranteed by the Benamou-Brenier theorem [4].

**Remark 3.6.** In one dimension, adapting the notation in theorem 2.6, the mapping \( \nabla g \) is correspond to \( F_\mu \circ F_\nu^{-1} \). A simple computation shows that the convexity of \( g(x) - \frac{1}{2} x^2 \) is equivalent to the fact that \( F_\mu^{-1} - F_\nu^{-1} \) is non-decreasing. Therefore the equality between the weak transport cost and the Monge-Kantorovich transport cost is equivalence to the convexity of \( g(x) - \frac{1}{2} x^2 \). The latter theorem shows that with the additional smoothness assumption (SA), this equivalent still holds. Heuristically, I do believe that it holds true without (SA), but the regularity issue is very delicate and there is still a lot to investigate on.

In order to prove the theorem, we begin with studying Property \( \mathcal{F} \).

### 3.1 Characterization of Property \( \mathcal{F} \)

Let us begin with some properties of the set \( \mathcal{F} \):

**Lemma 3.7.** Let \( \Omega \subset \mathbb{R}^n \) be a convex open set. Let \( f : \Omega \to \mathbb{R} \) be a continuous function. Denote \( u = \| \nabla f \| \). Then for all \( x \in \mathcal{H}_f \), the following conditions are equivalent:

(i) there exists \( \lambda \in \mathbb{R} \) such that
\[
\text{Hess} f(x) \nabla f(x) = \lambda \nabla f(x).
\]

(ii) for all \( 1 \leq i \leq j \leq n \), if \( \| \nabla f \|(x) \neq 0 \), it holds
\[
\partial_i u \partial_j f = \partial_j u \partial_i f.
\]

From this lemma, we can construct some examples of \( f \) such that \( f \in \mathcal{F} \), by simply checking (ii).

**Example 3.8.** In \( n \) dimensions, following functions satisfy Property \( \mathcal{F} \) on \( \mathbb{R}^n \):

1. Linear forms.
2. Functions of form \( x \in \mathbb{R}^n \mapsto g(\|x\|) \) where \( g : \mathbb{R} \to \mathbb{R} \) is a convex function with \( g(0) = 0 \).
3. Functions of form \( x \in \mathbb{R}^n \mapsto a\|x\|^2 + L(x) \) with \( a > 0 \) and \( L : \mathbb{R}^n \to \mathbb{R} \) being a linear form.
Proof of lemma 3.7. (i) ⇒ (ii):

\( u \) is well defined on \( \mathcal{H}_f \). Suppose that (i) holds. For all \( x \in \mathcal{H}_f \) with \( \nabla f(x) \neq 0 \), it holds for all \( 1 \leq i \leq j \leq n \),

\[
\partial_i u = \frac{1}{u} \sum_{k=1}^{n} \partial_k f \partial_{ki} f = \frac{\lambda}{u} \partial_i f. \tag{3.9}
\]

Thus

\[
\partial_i u \partial_j f = \frac{\lambda}{u} \partial_i f \partial_j f = \partial_j u \partial_i f.
\]

(ii) ⇒ (i): For all \( x \in \mathcal{H}_f \) such that \( \nabla f(x) \neq 0 \), there exists \( j \) such that \( \partial_j f \neq 0 \). Let \( \lambda = \partial_j u / \partial_j f \), (ii) implies that for all \( 1 \leq i \leq n \),

\[
\partial_i u = \lambda \partial_i f. \tag{3.10}
\]

Computing the differential of \( u \), it holds

\[
\partial_i u = \frac{1}{u} \sum_{k=1}^{n} \partial_k f \partial_{ki} f.
\]

Together with (3.10), it holds for all \( 1 \leq i \leq n \)

\[
\sum_{k=1}^{n} \partial_{ki} f \partial_k f = \lambda u \partial_i f,
\]

which means exactly \( \text{Hess} f \nabla f = \lambda u \nabla f \).

Proposition 3.11. Let \( \Omega \subset \mathbb{R}^n \) be a convex open set and \( f : \Omega \to \mathbb{R} \) be a strictly convex function satisfying the smoothness assumption (SA).

Then the following statements hold.

(i) If \( f \) satisfies Property \( \mathcal{F} \) on \( \Omega \), then for all non-decreasing, differentiable function \( G : \mathbb{R}^+ \to \mathbb{R}^+ \), there exists \( \varphi \in \mathcal{F} \) such that for \( x \in \Omega \) almost everywhere, it holds

\[
\nabla \varphi(x) = G(\|\nabla f(x)\|) \frac{\nabla f(x)}{\|\nabla f(x)\|}. \tag{3.12}
\]

(ii) Inversely, if there exists a non-decreasing differentiable function \( G : \mathbb{R}^+ \to \mathbb{R}^+ \) which satisfies \( uG'(u) - G(u) \neq 0 \) for all \( u > 0 \), and there exists a convex function \( \varphi : \Omega \to \mathbb{R} \) such that equation \( (3.12) \) holds almost everywhere, then \( f \) satisfies Property \( \mathcal{F} \) on \( \Omega \).

Proof. The proof of (i) is divided into three steps: we will prove at first the existence of a such function \( \varphi \) satisfying \( (3.12) \), secondly we will show that \( \varphi \) is convex, at the end we will prove that \( \varphi \in \mathcal{F} \).

Step 1. Existence of function \( \varphi \) such that \( (3.12) \) holds.

By strict convexity of \( f \), there exists at most one \( x^* \) such that \( \nabla f(x^*) = 0 \).
Denote $F$ the vector field $G(\|\nabla f\|) \frac{\nabla f}{\|\nabla f\|}$ defined on the simply connected open set $\mathcal{H}_f^o \setminus x^*$, then the $i^{th}$ component of $F$ is:

$$F_i = G(\|\nabla f\|) \frac{\partial_i f}{\|\nabla f\|}.$$ (3.13)

We begin with proving the existence of function $\varphi$ defined on $\mathcal{H}_f^o \setminus \{x^*\}$, according to a generalized version of Poincaré’s Lemma [15] and the smoothness assumption (SA), we only need to show that on $\mathcal{H}_f^o$, it holds:

$$\operatorname{rot} F = 0,$$

which is equivalent to

$$\partial_j F_i = \partial_i F_j$$ (3.14)

for all $1 \leq i, j \leq n$.

Now denote $u = \|\nabla f\|_2$, it holds

$$\partial_j F_i = \partial_j \left( \frac{G(u)}{u} \right) \partial_i f + \frac{G(u)}{u} \partial_{ij} f$$

$$= \partial_j u \left( \frac{G'(u)u - G(u)}{u^2} \right) \partial_i f + \frac{G(u)}{u} \partial_{ij} f$$

The same argument leads to

$$\partial_i F_j = \partial_i u \left( \frac{G'(u)u - G(u)}{u^2} \right) \partial_j f + \frac{G(u)}{u} \partial_{ij} f. $$ (3.15)

Since $f \in \mathcal{F}$, applying lemma 3.7 we deduce that

$$\partial_j u \partial_i f = \partial_i u \partial_j f.$$ (3.16)

Thus equation (3.14) holds and we have the existence of $\varphi$ on $\mathcal{H}_f^o \setminus \{x^*\}$.

According to the assumption (SA), $\Omega \setminus (\mathcal{H}_f^o \setminus \{x^*\})$ is a finite set, together with the fact that $\Omega$ is an open set, one can extend the continuous function $\varphi$ on $\Omega$.

**Step 2.** $\varphi$ is convex.

We only need to check Hess $\varphi$ is positive almost everywhere on $\Omega$.

Fix $x \in \mathcal{H}_f^o \setminus \{x^*\}$, assume that Hess $f \nabla f = \lambda \nabla f$. It is enough to prove that Hess $\varphi = (\partial_{ij} \varphi)_{ij}$ is positive. According to (3.15) and (3.9), we have

$$\partial_{ij} \varphi = \partial_i F_j$$

$$= \partial_i u \left( \frac{G'(u)u - G(u)}{u^2} \right) \partial_j f + \frac{G(u)}{u} \partial_{ij} f$$

$$= \frac{G(u)}{u} \left( \partial_{ij} f - \frac{\partial_i f \partial_j f}{u} \right) + \frac{G'(u)}{u^2} \partial_i u \partial_j f$$

$$= \frac{G(u)}{u} \left( \partial_{ij} f - \lambda \frac{\partial_i f \partial_j f}{u^2} \right) + \lambda \frac{G'(u)}{u^3} \partial_i f \partial_j f.$$
Observe that $G$ is positive, non-decreasing and $u > 0$, it follows that $\frac{G(u)}{u} > 0$ and $\frac{G'(u)}{u^2} > 0$. Moreover, the convexity of $f$ implies that $\lambda \geq 0$. Thus, it is enough to prove that the matrix $M_0 = \left( \partial f \partial_j f \right)_{ij}$ and $M_1 = (\partial f \partial_j f)_{ij}$ are positive.

We begin with the positivity of $M_1$. For any vector $w \in \mathbb{R}^n$,

$$ t w M_1 w = \sum_{i,j} w_i \partial f \partial_j f w_j = \left( \sum_i w_i \partial f \right)^2 = \langle w, \nabla f \rangle^2 = 0. \quad (3.17) $$

Now we turn to prove the positivity of $M_0$. For any $w \in \mathbb{R}^n$, write $w = y + a \nabla f$ with $a \in \mathbb{R}$ and $y$ perpendicular to $\nabla f$. Noticing that $M_0 = \text{Hess} f - \frac{\lambda}{u^2} M_1$, then

$$ t w M_0 w = t(y + a \nabla f) \left( \text{Hess} f - \frac{\lambda}{u^2} M_1 \right)(y + a \nabla f). $$

Using $\text{Hess} f \nabla f = \lambda \nabla f$ and $u^2 = \| \nabla f \|^2$, it holds

$$ t(y + a \nabla f) \text{Hess} f (y + a \nabla f) = \langle y, \text{Hess} f y \rangle + a^2 \langle \nabla f, \text{Hess} f \nabla f \rangle + 2a \langle y, \text{Hess} f \nabla f \rangle = \langle y, \text{Hess} f y \rangle + a^2 \langle \nabla f, \lambda \nabla f \rangle + 2a \langle y, \lambda \nabla f \rangle = \langle y, \text{Hess} f y \rangle + a^2 \lambda u^2. $$

On the other hand, according to (3.17),

$$ t(y + a \nabla f) \frac{\lambda}{u^2} M_1 (y + a \nabla f) = \frac{\lambda}{u^2} \langle y + a \nabla f, \nabla f \rangle^2 = \frac{\lambda a^2}{u^2} (\nabla f, \nabla f)^2 = \lambda a^2 u^2. $$

Thus, together with the convexity of $f$, we deduce that

$$ t w M_0 w = t(y + a \nabla f) \left( \text{Hess} f - \frac{\lambda}{u^2} M_1 \right)(y + a \nabla f) = \langle y, \text{Hess} f y \rangle \geq 0. $$

Hence, $M_0, M_1$ are positive matrices, and $\text{Hess} \varphi = \frac{G(u)}{u} M_0 + \frac{\lambda G'(u)}{u^4} M_1$ is positive.

**Step 3.** $\varphi \in F$.

The convexity of $\varphi$ is proved in step 2. It is enough to show that for all $x \in \Omega$ almost everywhere, there exists $\lambda \in \mathbb{R}$ such that $\text{Hess} \varphi(x) \nabla \varphi(x) = \lambda \nabla \varphi(x)$. Adapting the notations in step 1, applying lemma (3.7), it is enough to show that on $\mathcal{H}^n_{\mathcal{F}} \setminus \{ x^+ \}$, it holds

$$ \partial_i \| F \| F_j = \partial_j \| F \| F_i. \quad (3.18) $$

We develop $\partial_i \| F \| F_j$ by (3.13) and (3.15):

$$ F_j \partial_i \| F \| = \frac{G(u)}{u} \partial_j f \| F \| \sum_{k=1}^n G(u) u \partial_k f \left[ \partial_i u \left( \frac{G'(u) - G(u)}{u^2} \right) \partial_k f + \frac{G(u)}{u} \partial_i f \right] = A_{ij} + B_{ij}, $$
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where
\[ A_{ij} := \frac{G(u)}{u} \partial_j f \frac{1}{\|F\|} \sum_{k=1}^n \frac{G(u)}{u} \partial_k f \left[ \partial_i u \left( \frac{G'(u) - G(u)}{u^2} \right) \partial_k f \right] \]
and
\[ B_{ij} := \frac{G(u)}{u} \partial_j f \frac{1}{\|F\|} \sum_{k=1}^n \left( \frac{G(u)}{u} \right)^2 \partial_k f \partial_i f. \]

It is easy to see that \( B_{ij} = B_{ji} \). Using (3.16), we deduce that \( A_{ij} = A_{ji} \). Therefore, equation (3.18) holds and it follows that \( \varphi \in F \). The proof of item (i) is completed.

Now we turn to prove item (ii). Adapting the notations in the step 1 of the proof of item (i), the existence of \( \varphi \) guarantees that
\[ \text{rot } F = 0, \]
Developing the latter equation (see (3.15)), it holds
\[ \partial_i u \left( \frac{G'(u) - G(u)}{u^2} \right) \partial_j f + \frac{G(u)}{u} \partial_i f = \partial_j u \left( \frac{G'(u) - G(u)}{u^2} \right) \partial_i f + \frac{G(u)}{u} \partial_i f. \]
By assumption of \( G \), we deduce that for almost all \( x \in \Omega \),
\[ \partial_i u \partial_j f = \partial_j u \partial_i f. \]
The conclusion follows by applying lemma 3.7.

Now we present extensions of proposition 2.10 and theorem 2.11 in the case of dimension \( n \).

**Proposition 3.19.** Let \( \alpha, \beta, \theta \) be differentiable strictly convex cost functions such that \( \alpha + \beta = \theta \). We assume that \( \theta \) is strictly convex. Then if \( f \) is differentiable and satisfying Property \( F \) on \( \Omega \), there exists \( \varphi, \psi \in F \), such that
\[ f = \varphi + \psi \]
and for all \( t > 0 \), it holds for \( x \in \Omega \) almost surely,
\[ Q_t^\theta f(x) = Q_t^\alpha \varphi(x) + Q_t^\beta \psi(x). \]

Proof. Since \( f \) satisfying Property \( F \) and (SA) on \( \Omega \), according to Proposition 3.11 for \( G = \alpha' \circ \theta'^{-1} \), there exists a \( \varphi \in F \) such that
\[ \nabla \varphi(x) = \alpha' \circ \theta'^{-1}(\|\nabla f\|(x)) \frac{\nabla f(x)}{\|\nabla f\|(x)} \]
holds for \( x \in \Omega \) almost surely.
Denote \( T_t(x) \) the point such that
\[ Q_t^\theta f(x) = f(T_t(x)) + t \theta \left( \frac{\|x - T_t(x)\|}{t} \right). \]
It follows that \( x \in \Omega \) almost surely,
\[
\nabla f(T_t(x)) = \theta\left( \frac{\|x - T_t(x)\|}{t} \right) \frac{x - T_t(x)}{\|x - T_t(x)\|}.
\]

Combining equation (3.20), we get
\[
\nabla \varphi(T_t(x)) = \alpha' \circ \theta^{-1} \left( \frac{\|\nabla f\|}{\|\nabla f\|} \right) \frac{\nabla f(T_t(x))}{\|x - T_t(x)\|}.
\]

which implies that for all \( x \in \mathbb{R}^n \),
\[
Q^{\alpha^t}_t \varphi(x) = \varphi(T_t(x)) + t\alpha\left( \frac{\|x - T_t(x)\|}{t} \right).
\]

Now letting \( \psi = f - \varphi \),
\[
\nabla \psi(T_t(x)) = \beta' \left( \frac{\|x - T_t(x)\|}{t} \right) \frac{x - T_t(x)}{\|x - T_t(x)\|}.
\]

It follows that
\[
Q^{\beta^t}_t \psi(x) = \psi(T_t(x)) + t\beta\left( \frac{\|x - T_t(x)\|}{t} \right).
\]

Summing (3.21) and (3.22) leads to the conclusion.

3.2 Proof of Theorem 3.4

Now we are ready to prove theorem 3.4.

Proof. We first prove (ii): Since \( g \) satisfies the smoothness assumption (SA) and
\[
x \mapsto g(x) - \frac{1}{2} \langle x, x \rangle
\]
is strictly convex, according to Proposition 3.11 by taking \( f := x \mapsto g(x) - \frac{1}{2} \langle x, x \rangle \) and \( G = \theta' \), there exists a convex function \( \varphi \) such that it holds for \( x \in \Omega \) almost everywhere,
\[
\nabla \varphi(x) = \theta' \left( \|x - \nabla g(x)\| \right) \frac{\nabla g(x) - x}{\|x - \nabla g(x)\|}.
\]

Since \( \Omega \) is the support of \( \mu \), it follows that \( \nu \) almost surely
\[
Q^\theta \varphi(\nabla g(x)) = \varphi(x) + \theta(\|x - \nabla g(x)\|).
\]
Hence,
\[
T_\theta(\mu, \nu) \leq \int \theta(\|x - \nabla g(x)\|)d\nu \\
= \int Q^\theta \varphi(\nabla g(x)) - \varphi(x)d\nu \\
= \int Q^\theta \varphi d\mu - \int \varphi d\nu \leq T_\theta(\nu|\mu).
\]
Together with the fact that \( T_\theta(\nu|\mu) \leq T_\theta(\mu, \nu) \), the equality holds.

Now we prove that the transfer plan does not depend on the cost function.

Since \( \theta \) is two times differentiable and convex, applying proposition 3.11 to equation (3.24) for \( G = \theta' \), together with the fact that \( x \rightarrow g(x) - \frac{1}{2}\langle x, x \rangle \in F \), we deduce that \( \varphi \in F \). Now given a convex cost function \( \alpha \), applying Proposition 3.11 for \( G = \alpha' \circ \theta'^{-1} \), we deduce that there exists \( \psi \in F \) such that for \( \nu \) almost surely,
\[
\nabla \psi(x) = \alpha' \circ \theta'^{-1} \frac{\nabla \varphi(x)}{\|\nabla \varphi(x)\|}.
\]
It follows that \( \nu \) almost surely,
\[
Q^\alpha \psi(\nabla g(x)) = \psi(x) + \alpha(\|x - \nabla g(x)\|).
\]
The conclusion follows by writing the definition of optimal transport and its Kantorovich’s duality:
\[
T_\alpha(\mu, \nu) = \inf_{\pi} \left\{ \int \alpha(\|x - y\|)d\pi \right\} \leq \int \alpha(\|x - \nabla g(x)\|)d\nu,
\]
and
\[
T_\alpha(\mu, \nu) = \sup_{f} \left\{ \int Q^\alpha fd\mu - \int f d\nu \right\} \\
\geq \int Q^\alpha \psi d\mu - \int \psi d\nu \\
= \int \alpha(\|x - \nabla g(x)\|)d\nu.
\]
By a similar argument with the suprrent taken over all \( f \) convex, Lipschitz and lower semi-continuous, it holds
\[
T_\alpha(\nu|\mu) = \int \alpha(\|x - \nabla g(x)\|)d\nu.
\]
We now turn to prove (i): For all convex function \( \varphi \), it holds for all \( x \in \Omega \),
\[
Q^\theta \varphi(\nabla g(x)) \leq \varphi(x) + \theta(\|x - \nabla g(x)\|). \quad (3.23)
\]
Now let $\varphi$ be the convex function such that $\mathcal{T}_\theta(\nu|\mu) = \int Q^\theta \varphi d\mu - \int \varphi d\nu$. Together with (3.23), it follows

$$
\mathcal{T}_\theta(\nu|\mu) = \int Q^\theta \varphi d\mu - \int \varphi d\nu \\
\leq \int \theta(\|x - \nabla g(x)\|) d\nu = \mathcal{T}_0(\mu, \nu).
$$

The assumption of (i) implies that the inequality in the latter formula is in fact equality. Thus, for $x \in \Omega$, $\nu$ almost surely, equation (3.23) holds. We deduce that

$$
\nabla \varphi(x) = \theta'(\|x - \nabla g(x)\|) \frac{\nabla g(x) - x}{\|x - \nabla g(x)\|}.
$$

(3.24)

According to Proposition 3.11 the conclusion follows.

4 Applications

4.1 A simple example

In the space $\mathbb{R}^n$, let $\mu$ be the uniform probability measure on the unit ball $B(0, 1)$ and $\nu$ be the uniform probability measure on the ball $B(a, 1/4)$. Observe that $T := x \mapsto 4x - a$ satisfies $T \# \nu = \mu$ and define $g(x) := 2\|x\|^2 - ax$ for $x \in B(a, 1/4)$. It is easy to check that $\nabla g = T$ and it is the optimal transfer plan $\mathcal{T}(\mu, \nu)$ with quadratic cost. Now observe that $g(x) - \frac{1}{2}\|x\|^2$ satisfies Property $F$ on $B(a, 1/4)$. According to item (ii) of theorem 3.4, we can deduce that $T$ is an optimal transfer plan for both weak and classical transport problem with convex costs depending on the distance.

4.2 Links with the infimum convolution inequality

The so-called infimum operator inequalities were first introduced by Maurey in [17]. They are closely related to Transport-cost inequalities.

Let us stay in the space $\mathbb{R}^n$ and adapt the settings before. We say that a probability measure $\mu$ satisfies the inf-convolution inequality $\text{IC}(\theta)$ with the cost $\theta$ if the following holds for all measurable functions bounded from below $f : \mathbb{R}^n \to \mathbb{R}$:

$$
\int e^{Q^\theta f} d\mu \int e^{-f} d\mu \leq 1.
$$

This inequality was proved to be equivalent to the transport cost inequality (see [5]):

$$
\mathcal{T}_\theta(\nu, \mu) \leq H(\nu|\mu),
$$

where $H(\nu|\mu)$ is the related entropy of $\nu$ with respect to $\mu$.

Now consider the inf-convolution inequality restricted to the class $\mathcal{F}$ (denoted by $\text{rIC}(\theta)$):

$$
\int e^{Q^\theta f} d\mu \int e^{-f} d\mu \leq 1 \quad \forall f \in \mathcal{F}.
$$
According to proposition 3.19, let $\alpha, \beta$ be convex costs such that $\alpha + \beta = \theta$, assume that $rIC(\alpha)$ and $rIC(\beta)$ hold, then $rIC(\frac{1}{\theta} \theta)$ holds. The proof is simply apply Cauchy Schwartz inequality and proposition 3.19, details are left to the readers.

We remark that in one dimension, Property $F$ is convexity. Feldheim and al. in [9] and Gozlan and al. in [12] proved independently that for a quadratic linear cost $\alpha$, the inequality $rIC(\alpha)$ is equivalent to the convex Poincaré inequality. For general convex cost $\theta$, $rIC(\theta)$ is equivalent to the weak transport inequality $T_{\theta} \leq H$. The fact that $rIC(\alpha)$ and $rIC(\beta)$ imply $rIC(\theta)$ is simply $T_{\theta} = T_{\alpha} + T_{\beta}$ in one dimension.
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