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A B S T R A C T

This paper presents a high order approximation scheme to solve the generalized fractional telegraph equation (GFTE) involving the generalized fractional derivative (GFD). The GFD is characterized by a scale function $\sigma(t)$ and a weight function $\omega(t)$. Thus, we study the solution behavior of the GFTE for different $\sigma(t)$ and $\omega(t)$. The scale function either stretches or contracts the solution while the weight function dramatically shifts the numerical solution of the GFTE. The time fractional GFTE is approximated using quadratic scheme in the temporal direction and the compact finite difference scheme in the spatial direction. To improve the numerical scheme's accuracy, we use the non-uniform mesh. The convergence order of the whole discretized scheme is, $O(\tau^{2\alpha-3}, h^4)$, where $\tau$ and $h$ are the temporal and spatial step sizes respectively. The outcomes of the work are as follows:

- The error estimate for approximation of the GFD on non-uniform meshes is established.
- The numerical scheme's stability and convergence are examined.
- Numerical results for four examples are compared with those obtained using other method. The study shows that the developed scheme achieves higher accuracy than the scheme discussed in literature.
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Introduction

Fractional calculus has gained much interest in the past few decades. Fractional calculus has many applications in diverse areas of science and engineering, such as biology [1], physics [2], signal processing [3], and viscoelasticity [4]. Readers may see references [5–7] for more information on fractional calculus theory and its applications. In recent years, many researchers studied the various numerical schemes for solving fractional integro-differential equations [8,9], and fractional partial differential equations [10–14]. In this paper, we study a quadratic scheme to approximate GFD and fourth order compact difference scheme to approximate GFTE. The numerical scheme is based on non-uniform meshes. A telegraph equation (TE) is a hyperbolic partial differential equation that arises in many fields, including neutron transport [15], anomalous diffusion [16], wave propagation [17], signal analysis [18], etc. When a TE contains a fractional time derivative term, it is called a fractional telegraph equation. In recent years, many researchers have studied fractional TEs. In [19], the authors examined a finite difference method to deal with fractional TE. Momani [20] proposed an Adomian decomposition method to solve the space and time-fractional TE. In [21], the author presented a fundamental solution of time-fractional TE. Dehghan and Shokri [22] applied a collocation point method to solve hyperbolic TE. Chen et al. [23] solved the Riesz space-fractional TE using an unconditional stable difference scheme. Several fractional derivatives have been presented, namely Riemann-Liouville, Caputo, Reisz, Riesz-Riemann, Riesz-Caputo, etc. Agrawal [24] used a generalized fractional derivative to develop formulations for fractional variational calculus. This GFD incorporates a scale function $\sigma(t)$ and a weight function $\omega(t)$, which have practical applications. Firstly, $\sigma(t)$ allows the time domain to be expanded or contracted. In typical cases, this reduces the computational time and captures the phenomena over a few seconds. Secondly, $\omega(t)$ makes it possible to measure the incident differently at various time points. In this paper, we develop a numerical scheme for the GFTEs. A GFTE is of more importance than fractional TE due to the involvement of $\omega(t)$ and $\sigma(t)$. There are only a few papers on the numerical approximation of generalized fractional differential equations. Xu et al. [25–28] have studied finite difference method to approximate GFDs. Yadav et al. [29] presented a Taylor approximation for the discretization of GFDs. Kumar et al. [30] discussed a numerical solution of the generalized fractional telegraph equations. Due to the presence of the non-singular term in the definition of fractional integrals and derivatives, the accuracy of L1 approximation (10) (defined later) depends on fractional-order $\alpha$ [30]. Also, for $s \to t$, $(\sigma(t) - \sigma(s))^{m-\alpha-1} \to 0$. So, for a better approximation, we take small step sizes close to the singular point, while large step sizes away from the singular point. Hence, to improve the accuracy of fractional derivatives, non-uniform meshes are added. In [31–34], the authors solved the fractional diffusion and diffusion wave equations using discretization schemes on non-uniform meshes. Previously, the research of GFDs was restricted to uniform meshes in both the temporal and spatial directions. To the best of our knowledge, the GFTE on non-uniform mesh has never been investigated. So, we attempt to fill this gap and apply high order scheme to approximate the GFTE on non-uniform meshes. The following is an outline of the paper: Firstly in Section “Preliminaries”, we present some definitions of fractional integrals, derivatives, and generalized derivatives of fractional order. In Section “Problem formulation”, we approximate the GFDs using quadratic interpolation approximation on non-uniform meshes and derive an error estimate of GFDs. We apply a high order compact difference scheme to approximate GFTE on non-uniform meshes and present matrix form for the scheme in Section “A fourth-order compact difference scheme”. We discuss the stability and convergence of the scheme in...
Section “Stability and convergence analysis”. In Section “Numerical results”, we present four numerical examples to support the theoretical findings.

**Preliminaries**

Here, we give some basic definitions of fractional derivatives and integrals. Additional detail of fractional derivatives can be found in [5–7].

**Definition 1.** Let $\alpha \in \mathbb{R}^+$, the classical Riemann-Liouville integral of fractional order $\alpha$ of a function $v(t)$ is as follows

$$I^\alpha v(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} v(s) ds, \quad t > 0. \quad (1)$$

**Definition 2.** The classical Caputo derivative of fractional order $\alpha$ of a function $v(t)$ is as follows

$$D^\alpha v(t) = D^k v(t) - \sum_{j=0}^{k-1} \frac{1}{\Gamma(k-j-\alpha)} \int_0^t (t-s)^{k-j-\alpha-1} v^{(j)}(s) ds, \quad t > 0, \quad (2)$$

where $k - 1 \leq \alpha < k$, $k \in \mathbb{N}^+$.

Following Eqs. (1)-(2), we give some definitions of GFDs. Here, the classical first order derivative with respect to $t$ is denoted by $D_t$ and prime indicates the derivative.

**Definition 3.** [24] Let $\alpha \in \mathbb{R}^+$, the left generalized integral of order $\alpha$ of a function $v(t)$ is defined as

$$I^\alpha_{0+} v(t) = \frac{[\omega(t)]^{-1}}{\Gamma(\alpha)} \int_0^t \frac{\omega(s)\sigma'(s)v(s)}{[\sigma(t)-\sigma(s)]^{1-\alpha}} ds, \quad (3)$$

provided the integral exists.

**Definition 4.** [24] Let $k \in \mathbb{N}^+$, the left generalized derivative of $k$th order of a function $v(t)$ is defined as

$$D^k_{[L,\sigma;\omega]} v(t) = \frac{1}{\omega(t)} \left[ \left( \frac{1}{\sigma(t)} \right)^k D_t^k \left( v(t)\omega(t) \right) \right], \quad (4)$$

**Definition 5.** [24] Let $\alpha \in \mathbb{R}^+$, the left generalized derivative of $\alpha$ order of function $v(t)$ is defined as

$$D^\alpha_{0+,[\sigma;\omega]} v(t) = I^{k-\alpha}_{0+,[\sigma;\omega]} D^k_{[L,\sigma;\omega]} v(t), \quad (5)$$

assuming the right-side of the Eq. (5) is finite, where $k - 1 \leq \alpha < k$, and $k \in \mathbb{N}^+$.

For $k = 1$, i.e. $\alpha \in (0, 1)$, the GFD in Eq. (5) will be given as,

$$D^\alpha_{0+,[\sigma;\omega]} v(t) = I^{1-\alpha}_{0+,[\sigma;\omega]} \left[ \frac{\omega(t)]^{-1}}{[\sigma(t)-\sigma(s)]^\alpha} ds. \quad (6)$$

In the above definitions, we only define the left generalized fractional integral and GFDs. The right generalized fractional integral and GFDs can be studied from [24].

**Problem formulation**

Consider the following GFTDE given by,

$$\frac{\partial^{2\alpha} v(x,t)}{\partial t^{2\alpha}} + 2\beta \frac{\partial^{\alpha} v(x,t)}{\partial t^{\alpha}} = \kappa^2 \frac{\partial^2 v(x,t)}{\partial x^2} + f(x,t). \quad (7)$$

where $\kappa, \beta > 0$, $\alpha \in (0, 1/2)$, and $f(x,t)$ is a force term. Here $\frac{\partial^{2\alpha} v(x,t)}{\partial t^{2\alpha}}$ and $\frac{\partial^{\alpha} v(x,t)}{\partial t^{\alpha}}$ denotes the GFD.

Here, we discuss a fourth-order compact difference scheme for solving the GFTDE (7) using the following initial and boundary conditions,

$$v(x, 0) = \phi(x), \quad x \in [a, b]. \quad (8)$$
\[ v(a, t) = g_1(t), \quad v(b, t) = g_2(t), \quad 0 < t \leq T. \] (9)

Equation (7) together with Eqs. (8) and (9) provide a model to solve GFTE.

The standard scheme for approximating the GFD is as follows [30]:

\[
\left[ I_{\alpha}^\alpha \nu(t) \right]_{t_n} = \frac{\omega(t_n)^{-1}}{\Gamma(1-\alpha)} \sum_{k=1}^{n} \frac{\omega(t_k)\nu(x, t_k) - \omega(t_{k-1})\nu(x, t_{k-1})}{t_k - t_{k-1}} t_k - t_{k-1} \int_{t_{k-1}}^{t_k} [\sigma(t_n) - \sigma(s)]^{-\alpha} ds + R^n,
\] (10)

where \( 0 = t_0 < t_1 < \cdots < t_n \), and \( R^n \) is the local error of truncation. It has been demonstrated that \( R^n = O(\tau^{2-\alpha}) \) [30] in the situation of uniform mesh, i.e., \( t_k - t_{k-1} = \tau \), \( k = 1, 2, \ldots, n \).

For non-uniform mesh, we divide the interval \([0, T]\) into subintervals with \( 0 = t_0 < t_1 < \cdots < t_N = T \), where \( N \) is an integer. Let the time step be denoted as \( \tau_n = t_n - t_{n-1}, \quad 1 \leq n \leq N \). The non-uniform mesh [32] is defined as

\[
\tau_n = (N + 1 - n)\mu, \quad 1 \leq n \leq N
\] (11)

where \( \mu = \frac{2T}{N(N+1)} \). The non-uniform mesh has a larger grid spacing near \( t_0 = 0 \), and small grid spacing near \( t_N = T \). We aim to solve Eq. (7) on non-uniform mesh defined by Eq. (11).

Approximation of GFDs on non-uniform meshes

We derive a quadratic interpolation approximation to approximate the GFDs on non-uniform mesh. Define the non-uniform meshes on interval \([0, T]\) with \( 0 = t_0 < t_1 < \cdots < t_N = T \), where \( N \) is an integer and \( t_n, \quad 1 \leq n \leq N \) is defined using the scheme discussed in the above section. For simplicity, we use the notations \( \omega(t_k) = \omega_k, \quad \sigma(t_k) = \sigma_k, \) and \( \nu(t_k) = \nu_k \).

For each small interval \([t_{k-1}, t_k]\) \( (1 \leq k \leq n) \), the linear interpolation approximation of function \( \nu(t)\omega(t) \) by using node points \((t_k, \nu_k\omega_k) \) and \((t_{k-1}, \nu_{k-1}\omega_{k-1}) \) is denoted as \( p_k^1(t) \), i.e.

\[
p_k^1(t) = \sum_{l=k-1}^{k} \left( \prod_{j=k-1, j\neq l}^{k} \frac{(t - t_j)}{(t_l - t_j)} \right) \nu_l \omega_l,
\]

\[
(p_k^1(t))' = \frac{\nu_k \omega_k - \nu_{k-1} \omega_{k-1}}{t_k}.
\] (12)

For \( k \geq 2 \), on each small interval \([t_{k-2}, t_{k-1}] \), the quadratic interpolation approximation of function \( \nu(t)\omega(t) \), by using node points \((t_k, \nu_k\omega_k), (t_{k-1}, \nu_{k-1}\omega_{k-1}), (t_{k-2}, \nu_{k-2}\omega_{k-2}) \) is denoted as \( p_k^2(t) \), i.e.

\[
p_k^2(t) = \sum_{l=k-2}^{k} \left( \prod_{j=k-2, j\neq l}^{k} \frac{(t - t_j)}{(t_l - t_j)} \right) \nu_l \omega_l,
\]

\[
(p_k^2(t))' = \frac{\nu_k \omega_k - \nu_{k-1} \omega_{k-1}}{t_k} + (2t - (t_k + t_{k-1})) \frac{\omega_k}{t_k} \frac{\nu_k}{t_k}.
\] (13)

where,

\[
\frac{\omega_k}{t_k} = \frac{1}{t_k - t_{k-2}} \left[ \frac{\nu_k \omega_k - \nu_{k-1} \omega_{k-1}}{t_k - t_{k-1}} - \frac{\nu_{k-1} \omega_{k-1} - \nu_{k-2} \omega_{k-2}}{t_{k-1} - t_{k-2}} \right].
\]

Therefore, the first generalized fractional derivative term of Eq. (7) can be discretized as:

\[
\frac{\partial^{2\alpha} v(x, t_n)}{\partial t^{2\alpha}} = \frac{[\omega(t_n)]^{-1}}{\Gamma(1 - 2\alpha)} \sum_{k=1}^{n} \int_{t_{k-1}}^{t_k} \frac{1}{\Gamma(1 - 2\alpha)} (\nu(s)\omega(s))' ds.
\] (14)
\[ \begin{align*}
&= \frac{[\omega(t_n)]^{-1}}{\Gamma(1-2\alpha)} \left[ \int_{t_0}^{t_1} \frac{1}{\sigma(t_n) - \sigma(s)} \left( \frac{p_k^1(s)}{\eta_k^2 \alpha} \right)' ds \\
&\quad + \sum_{k=2}^{n} \int_{t_{k-1}}^{t_k} \frac{1}{\sigma(t_n) - \sigma(s)} (p_k^2(s))' ds \right].
\end{align*} \tag{15} \]

\[ \begin{align*}
&= \frac{[\omega(t_n)]^{-1}}{\Gamma(1-2\alpha)} \left[ \frac{v_1 \omega_1 - v_0 \omega_0}{\tau_1} \int_{t_0}^{t_1} \left( \frac{\sigma(t_n) - \sigma(s)}{\eta_k^2} \right)^{-2\alpha} ds + \sum_{k=2}^{n} \int_{t_{k-1}}^{t_k} \frac{(\sigma(t_n) - \sigma(s))^{-2\alpha} ds}{\eta_k^2} \right] \\
&\quad \times \left[ \frac{v_k \omega_k - v_{k-1} \omega_{k-1}}{\tau_k} (2s - (t_k + t_{k-1})) \right].
\end{align*} \tag{16} \]

where, \( C_1^n = A_1 \), for \( n = 1 \). For \( n \geq 2 \),

\[ C_k^n = \begin{cases} 
A_1^n = \frac{1}{\Gamma(1 - 2\alpha)} \int_{t_{k-1}}^{t_k} \frac{\sigma(t_n) - \sigma(s)}{\eta_k^2}^{-2\alpha} ds, & k = 1, \\
A_k^n + \frac{1}{\Gamma(1 - 2\alpha)} \left( \frac{1}{\eta_{k+1} t_k} + \frac{1}{\eta_k t_{k-1}} \right) B_k^n, & 2 \leq k \leq n - 1, \\
A_n^n + \frac{1}{\Gamma(1 - 2\alpha)} \left( \frac{1}{\eta_{n+1} t_n} + \frac{1}{\eta_n t_{n-1}} \right) B_n^n, & k = n.
\end{cases} \tag{17} \]

Also,

\[ A_k^n = \frac{[\omega(t_n)]^{-1}}{\Gamma(1-2\alpha)} \int_{t_{k-1}}^{t_k} \frac{1}{\eta_k^2} (\sigma(t_n) - \sigma(s))^{-2\alpha} ds, \]

\[ B_k^n = (1 - 2\alpha) [\omega(t_n)]^{-1} \int_{t_{k-1}}^{t_k} (\sigma(t_n) - \sigma(s))^{-2\alpha} (2s - (t_k + t_{k-1})) ds. \]

Now, for solving \( A_k^n \) and \( B_k^n \), let

\[ H = [\sigma(t_n) - \sigma(s)], \]

\[ \Rightarrow dH = -\sigma'(s) ds, \]

\[ \Rightarrow dH = \frac{\left( \sigma(t_k) - \sigma(t_{k-1}) \right)}{t_k - t_{k-1}} ds, \quad s \in (t_k, t_{k-1}), \]

then,

\[ A_k^n = \frac{[\omega(t_n)]^{-1}}{\Gamma(2 - 2\alpha)} \left( \frac{[\sigma(t_n) - \sigma(t_{k-1})]^{1-2\alpha} - [\sigma(t_n) - \sigma(t_k)]^{1-2\alpha}}{[\sigma(t_k) - \sigma(t_{k-1})]} \right), \quad 1 \leq k \leq n. \tag{18} \]
and
\[
B^n_k = [\omega(t_n)]^{-1} t^n_k \left[ \frac{2}{(2 - 2\alpha)} \left[ \frac{[\sigma(t_n) - \sigma(t_{k-1})]^2 - [\sigma(t_n) - \sigma(t_k)]^2 - \alpha}{[\sigma(t_k) - \sigma(t_{k-1})]^2} \right] \right], \quad 2 \leq k \leq n. \tag{19}
\]

Similarly, the second generalized fractional derivative term of Eq. (7) can be discretized as:
\[
\frac{\partial^\alpha v(x_i, t_n)}{\partial t^\alpha} = \sum_{k=1}^{n} R^n_k (v_k \omega_k - v_{k-1} \omega_{k-1}), \tag{20}
\]
where, \( R^n_1 = P^n_1 \), for \( n = 1 \). For \( n \geq 2 \),
\[
R^n_k = \begin{cases} 
\sum_{1}^{n} P^n_{k-1} - \frac{1}{(2 - \alpha) (\tau_{k}^2 + \tau_{k+1}^2)} \frac{1}{\tau_{k}^2} \frac{1}{\tau_{k+1}^2} Q^n_{k}, & k = 1, \\
\sum_{1}^{n} P^n_{k-1} + \frac{1}{(2 - \alpha) (\tau_{k}^2 + \tau_{k+1}^2)} \frac{1}{\tau_{k}^2} \frac{1}{\tau_{k+1}^2} Q^n_{k}, & 2 \leq k \leq n - 1, \\
\sum_{1}^{n} P^n_{k-1} + \frac{1}{(2 - \alpha) (\tau_{k}^2 + \tau_{k+1}^2)} \frac{1}{\tau_{k}^2} \frac{1}{\tau_{k+1}^2} Q^n_{k}, & k = n. 
\end{cases}
\tag{21}
\]

Also,
\[
P^n_k = \left[ \frac{\omega(t_n)}{(1 - \alpha)} \right]^{-1} \sum_{k=1}^{n} \left[ \sigma(t_n) - \sigma(s) \right]^{-\alpha} ds, \\
Q^n_k = (1 - \alpha) \left[ \omega(t_n) \right]^{-1} \sum_{k=1}^{n} \left[ \sigma(t_n) - \sigma(s) \right]^{-\alpha} (2t - (k + t_{k-1})) ds,
\]
then, we have
\[
P^n_k = \left[ \frac{\omega(t_n)}{(1 - \alpha)} \right]^{-1} \sum_{k=1}^{n} \left[ \sigma(t_n) - \sigma(s) \right]^{-\alpha} \left[ \sigma(t_n) - \sigma(t_k) \right]^{1-\alpha} = \left[ \sigma(t_k) - \sigma(t_{k-1}) \right]^{1-\alpha}, \quad 1 \leq k \leq n, \tag{22}
\]
and,
\[
Q^n_k = \left[ \frac{\omega(t_n)}{(1 - \alpha)} \right]^{-1} \sum_{k=1}^{n} \left[ \sigma(t_n) - \sigma(s) \right]^{-\alpha} \left[ \sigma(t_n) - \sigma(t_k) \right]^{2-\alpha} = \left[ \sigma(t_k) - \sigma(t_{k-1}) \right]^{2-\alpha}, \quad 2 \leq k \leq n. \tag{23}
\]

Now, from discretization of first and second generalized time fractional derivative terms, we have
\[
\frac{\partial^{2\alpha} v(x_i, t_n)}{\partial t^{2\alpha}} + 2\beta \frac{\partial^\alpha v(x_i, t_n)}{\partial t^\alpha} = \sum_{k=1}^{n} C^n_k (v_k \omega_k - v_{k-1} \omega_{k-1}) + 2\beta \sum_{k=1}^{n} R^n_k (v_k \omega_k - v_{k-1} \omega_{k-1}),
\]
\[
= \sum_{k=1}^{n} a^n_k (v_k \omega_k - v_{k-1} \omega_{k-1}), \tag{24}
\]
where, \( a^n_k = C^n_k + 2\beta R^n_k \).

**Lemma 1.** Let \( \alpha \in [0, \frac{1}{2}] \), the weight function \( \omega(t) > 0 \) increases monotonically, and the scale function \( \sigma(t) > 0 \) increases strictly monotonically, then \( A^n_k > 0 \), \( B^n_k > 0 \), \( P^n_k > 0 \) and \( Q^n_k > 0 \).

**Proof.** Since
\[
A^n_k = \left[ \frac{\omega(t_n)}{(1 - \alpha)} \right]^{-1} \left[ \sigma(t_n) - \sigma(t_{k-1}) \right]^{-\alpha} \left[ \sigma(t_n) - \sigma(t_k) \right]^{1-\alpha} = \left[ \sigma(t_k) - \sigma(t_{k-1}) \right]^{1-\alpha}, \quad 1 \leq k \leq n.
\]

So, for any \( \omega(t) > 0 \) and \( t_k > t_{k-1} \), we have \( \sigma(t_k) > \sigma(t_{k-1}) \) as \( \sigma(t) > 0 \) is strictly increasing function, which implies that \( \sigma(t_k) - \sigma(t_{k-1}) > 0 \), and \( \left[ \sigma(t_n) - \sigma(t_{k-1}) \right]^{1-\alpha} > \left[ \sigma(t_n) - \sigma(t_k) \right]^{1-\alpha} \), and \( \alpha \in [0, \frac{1}{2}] \). Hence, \( A^n_k > 0 \). Similarly, \( B^n_k > 0 \), \( P^n_k > 0 \), \( Q^n_k > 0 \). \( \square \)
Error estimate of approximation

Here, we study the error estimate of approximation of the GFDs discussed in Section “Approximation of GFDs on non-uniform meshes”.

**Theorem 1.** For any \( \alpha \in [0, \frac{1}{2}] \), and \( G(r) \in C^3[0, \sigma_n] \), the following holds for approximation of first term in Eq. (7)

\[
|\hat{R}(G(r_1))| \leq \frac{\alpha^{2 - 2\alpha}}{\omega_1 \Gamma(3 - \alpha)} \max_{\sigma_0 \leq \sigma \leq \sigma_1} |G''(r)| |T^{2 - 2\alpha} (N + 1)^{2\alpha - 2}, \quad n = 1,
\]

\[
|\hat{R}(G(r_n))| \leq \frac{2\alpha}{\omega_n \Gamma(1 - \alpha)} \left\{ \frac{1}{3} \max_{\sigma_0 \leq \sigma \leq \sigma_1} |G''(r)| |T^{2 - 2\alpha} (N + 1)^{2\alpha - 2} + \left[ \frac{2}{3} (2\alpha + 1) + \frac{2 - 2\alpha}{6} \right] \frac{1}{\alpha} \left( \frac{2}{2 - 2\alpha} + 1 \right) \right\} \max_{\sigma_0 \leq \sigma \leq \sigma_n} |G'''(r)| |T^{3 - 2\alpha} (N + 1)^{2\alpha - 3} \}, \quad n \geq 2.
\]

**Proof.** To analyze the error estimate of approximation, we assume \( G(s) = \nu(s)\omega(s) \), and \( r = \sigma(s) \), which implies \( s = \sigma^{-1}(r) \), and \( G(r) = \omega(\sigma^{-1}(r))\nu(\sigma^{-1}(r)) \).

For \( n = 1 \), we interpolate \( G(r) \) on \([\sigma_0, \sigma_1]\) by linear interpolation polynomial \( p_k^1(r) \) defined using points \((\sigma_0, G_0)\) and \((\sigma_1, G_1)\), i.e.,

\[
G(r) - p_k^1(r) = \frac{G''(\xi_1)}{2!}(r - \sigma_0)(r - \sigma_1), \quad \xi_1 \in [\sigma_0, \sigma_1].
\]

Thus, the truncation error for linear approximation of the first term of Eq. (7) is given by

\[
|\hat{R}(G(r_1))| = \frac{[\omega_1]^{-1}}{\Gamma(1 - 2\alpha)} \int_{\sigma_0}^{\sigma_1} [G(r) - p_k^1(r)]' (\sigma_1 - r)^{-2\alpha} dr,
\]

\[
= \frac{[\omega_1]^{-1}}{\Gamma(1 - 2\alpha)} \int_{\sigma_0}^{\sigma_1} (\sigma_1 - r)^{-2\alpha} d[G(r) - p_k^1(r)].
\]

\[
= \frac{[\omega_1]^{-1}}{\Gamma(1 - 2\alpha)} \left\{ [G(r) - p_k^1(r)](\sigma_1 - r)^{-2\alpha} |_{r=\sigma_0}^{\sigma_1} - 2\alpha \int_{\sigma_0}^{\sigma_1} [G(r) - p_k^1(r)](\sigma_1 - r)^{-2\alpha-1} dr \right\},
\]

\[
= \frac{[\omega_1]^{-1}}{\Gamma(1 - 2\alpha)} \left\{ -\frac{1}{2} G''(\xi_1)(r - \sigma_0)(\sigma_1 - r)^{-1-2\alpha} |_{r=\sigma_0}^{\sigma_1} + 2\alpha \int_{\sigma_0}^{\sigma_1} \frac{1}{2} G''(\xi_1)(r - \sigma_0)(\sigma_1 - r)^{-2\alpha} dr \right\},
\]

\[
= \frac{\alpha[\omega_1]^{-1}}{2\Gamma(1 - 2\alpha)} G''(\eta_1) \int_{\sigma_0}^{\sigma_1} (r - \sigma_0)(\sigma_1 - r)^{-2\alpha} dr,
\]

\[
= \frac{\alpha[\omega_1]^{-1}}{2\Gamma(3 - 2\alpha)} G''(\eta_1)(\sigma_1 - \sigma_0)^{2 - 2\alpha} = \frac{\alpha[\omega_1]^{-1}}{2\Gamma(3 - 2\alpha)} G''(\eta_1) \tau_1^{2 - 2\alpha},
\]

\[
= \frac{\alpha 2^{1-2\alpha}[\omega_1]^{-1}}{\Gamma(3 - 2\alpha)} G''(\eta_1) T^{2 - 2\alpha} (N + 1)^{2\alpha - 2}, \quad \eta_1 \in (\sigma_0, \sigma_1).
\]

For \( n \geq 2 \), we interpolate \( G(r) \) on \([\sigma_{k-1}, \sigma_k]\) by quadratic interpolation polynomial \( p_k^2(r) \) defined using points \((\sigma_{k-2}, G_{k-2})\), \((\sigma_{k-1}, G_{k-1})\), and \((\sigma_k, G_k)\), i.e.,

\[
G(r) - p_k^2(r) = \frac{G'''(\xi_k)}{3!}(r - \sigma_{k-2})(r - \sigma_{k-1})(r - \sigma_k), \quad \xi_k \in [\sigma_{k-2}, \sigma_k], 2 \leq k \leq n.
\]

Thus, the truncation error for quadratic approximation of the first term of Eq. (7) is given by

\[
|\hat{R}(G(r_n))| = \frac{\alpha[\omega_1]^{-1}}{2\Gamma(3 - 2\alpha)} G''(\eta_1) T^{2 - 2\alpha} (N + 1)^{2\alpha - 2}, \quad \eta_1 \in (\sigma_0, \sigma_1).
\]
\[ \int_{\sigma_0}^{\sigma_1} [G(r) - p_k^1(r)]'(\sigma_n - r)^{-2\alpha} \, dr \]
\[ + \sum_{k=2}^{n} \int_{\sigma_{k-1}}^{\sigma_k} [G(r) - p_k^2(r)]'\sigma_1 r=r_0 - 2\alpha \int_{\sigma_0}^{\sigma_1} [G(r) - p_k^1(r)] \]
\[ \times (\sigma_n - r)^{-2\alpha - 1} \, dr + \sum_{k=2}^{n} \left[ [G(r) - p_k^2(r)](\sigma_n - r)^{-2\alpha} \sigma_r=r_{k-1} \right] \]
\[ - 2\alpha \int_{\sigma_{k-1}}^{\sigma_k} [G(r) - p_k^2(r)](\sigma_n - r)^{-2\alpha - 1} \, dr \right]. \]
\[ \frac{-2\alpha [\omega_n]^{-1}}{\Gamma(1 - 2\alpha)} \left[ \int_{\sigma_0}^{\sigma_1} [G(r) - p_k^1(r)](\sigma_n - r)^{-2\alpha - 1} \, dr \right] \]
\[ + \sum_{k=2}^{n} \int_{\sigma_{k-1}}^{\sigma_k} [G(r) - p_k^2(r)](\sigma_n - r)^{-2\alpha - 1} \, dr \right]. \]

From Eq. (27), it results
\[ [G(r) - p_k^2(r)](\sigma_n - r)^{-2\alpha} \sigma_r=r_{k-1} \]
\[ = \frac{G''(\eta_1)}{3!} (r - \sigma_{n-2})(r - \sigma_{n-1})(r - \sigma_n)(\sigma_n - r)^{-2\alpha} \sigma_r=r_{n-1}, \]
also from Eq. (25), it results
\[ \left| \int_{\sigma_0}^{\sigma_1} [G(r) - p_k^1(r)](\sigma_n - r)^{-2\alpha - 1} \, dr \right| \]
\[ = \left| \int_{\sigma_0}^{\sigma_1} G''(\xi_1)(r - \sigma_0)(r - \sigma_1)(\sigma_n - r)^{-1 - 2\alpha} \, dr \right|, \]
\[ = \left| \frac{G''(\eta_1)}{2} \int_{\sigma_0}^{\sigma_1} (r - \sigma_0)(\sigma_1 - r)(\sigma_n - r)^{-1 - 2\alpha} \, dr \right|, \]
\[ \leq \frac{1}{12} G''(\eta_1) |(\sigma_n - \sigma_1)|^{-1 - 2\alpha} \eta_1 \tau_1^3, \quad \eta_1 \in (\sigma_0, \sigma_1). \]

The concept of non-uniform mesh (11) implies that
\[ \sigma_n - \sigma_1 = \sum_{m=2}^{n} \tau_m = \frac{1}{2} (\tau_n + \tau_2)(n - 1) = \frac{\mu}{2} (n - 1)(2N - n), \]
thus,
\[ \tau_1^3 |(\sigma_n - \sigma_1)|^{-2\alpha - 1} = 2^{1+2\alpha} \mu^{2 - \alpha} (n - 1)^{-\alpha - 1} (2N - n)^{-2\alpha - 1} N^3, \]
\[ \leq 2^{1+2\alpha} \mu^{2 - 2\alpha} (n - 1)^{-2\alpha - 1} (n - 1)^{-1 - 2\alpha} N^{2 - 2\alpha}. \]  

Notice that, for \( n \geq 2, (n - 1)^{-1 - 2\alpha} \leq 1. \) Then, we can write Eq. (30) as follows
\[ \tau_1^3 |(\sigma_n - \sigma_1)|^{-2\alpha - 1} \leq 2^{1+2\alpha} \mu^{2 - 2\alpha} N^{2 - 2\alpha} \leq \frac{8\tau^2}{(N + 1)^2 - 2\alpha}. \]  

From Eqs. (29) and (31), we obtain
\[ \left| \int_{\sigma_0}^{\sigma_1} [G(r) - p_k^1(r)](\sigma_n - r)^{-2\alpha - 1} \, dr \right| \leq \frac{2}{3} G''(\eta_1) |T^{2 - 2\alpha} (N + 1)^{3/2 + 2\alpha} - 2\alpha. \]
Noting that
\[
\sum_{k=2}^{n-1} \int_{\sigma_{k-1}}^{\sigma_k} \left| G(r) - p_k^2(r) \right| (\sigma_n - r)^{-2\alpha - 1} dr
\]
\[
= \sum_{k=2}^{n-1} \int_{\sigma_{k-1}}^{\sigma_k} \frac{G'''(\varphi_n)}{3!} (r - \sigma_{k-2}) (r - \sigma_k) (r - \sigma_{k-1}) (\sigma_n - r)^{-\alpha - 1} dr,
\]
\[
= \frac{1}{6} \left| G'''(\eta) \right| \sum_{k=2}^{n-1} (\sigma_n - r) ^{-2\alpha - 1} (r - \sigma_{k-2}) (r - \sigma_{k-1}) (r - \sigma_k) dr.
\]
\[
\leq \frac{1}{24} \left| G'''(\eta) \right| \sum_{k=2}^{n-1} \tau_k^2 (\tau_{k-1} + \tau_k) \int_{\sigma_{k-1}}^{\sigma_k} (\sigma_n - r)^{-2\alpha - 1} dr.
\]
\[
\leq \frac{1}{24} \left| G'''(\eta) \right| \sum_{k=2}^{n-1} (\sigma_n - \sigma_k)^{-2\alpha - 1} \tau_k^3 (\tau_{k-1} + \tau_k),
\]
where \( \eta \in (\sigma_0, \sigma_{k-1}), \) \( 2 \leq k \leq n - 1. \) Equation (33) is the result of the following remark:

**Remark 1.** The \( \max_{0 \leq r \leq \sigma_n} |(r - \sigma_k)(r - \sigma_{k-1})| = \frac{\tau_k^4}{4} \) is obtained at \( r = \sigma_{k-1} + \frac{\tau_k}{2} \), then we have:

\[
(r - \sigma_k)(r - \sigma_{k-1})(r - \sigma_{k-2}) = \frac{\tau_k^2}{4} (\sigma_{k-1} + \frac{\tau_k}{2} - \sigma_{k-2}) \leq \frac{\tau_k^2}{4} (\tau_{k-1} + \tau_k).
\]

Also, from the definition of non-uniform mesh (11), we conclude

\[
\sigma_n - \sigma_k = \sum_{m=k+1}^{n} \tau_m = \frac{1}{2} (\tau_n + \tau_{k+1}) (n - k) = \frac{\mu}{2} (2N - n - k + 1)(n - k),
\]

and also

\[
\sum_{k=2}^{n-1} (\sigma_n - \sigma_k)^{-2\alpha - 1} \tau_k^3 (\tau_{k-1} + \tau_k)
\]
\[
= 2^{1+2\alpha} \mu^{3-2\alpha} \sum_{k=2}^{n-1} (N - k + 1)^3 (2N - 2k + 3)(n - k)^{-2\alpha - 1}
\]
\[
\times (2N - n - k + 1)^{-2\alpha - 1},
\]
\[
\leq 2^{1+2\alpha} \mu^{3-2\alpha} \sum_{k=2}^{n-1} (n - k)^{-2\alpha - 1} (N - k + 1)^3 (N - k + \frac{3}{2}),
\]
\[
\leq 2^{1+2\alpha} \mu^{3-2\alpha} \sum_{k=2}^{n-1} (n - k)^{-2\alpha - 1},
\]
\[
= 32 T^{3-2\alpha} (N + 1)^{2\alpha - 3} \sum_{k=2}^{n-1} (n - k)^{-2\alpha - 1}.
\]
Since, \( \sum_{k=2}^{n-1} (n - k)^{-2\alpha - 1} \leq 1 + \frac{1}{2\alpha}, \) we get

\[
\sum_{k=2}^{n-1} \int_{\sigma_{k-1}}^{\sigma_k} \left| G(r) - p_k^2(r) \right| (\sigma_n - r)^{-2\alpha - 1} dr
\]
\[
\leq \frac{2}{3} \frac{(2\alpha + 1)}{\alpha} |G'''(\eta)| T^{3-2\alpha} (N + 1)^{2\alpha - 3}.
\]
In addition,
\[
\left| \int_{\sigma_{n-1}}^{\sigma_n} [G(r) - p_k^2(r)](\sigma_n - r)^{-2\alpha - 1} dr \right|
= \left| \int_{\sigma_{n-1}}^{\sigma_n} \frac{G'''(\phi_n)}{3!} (r - \sigma_{n-2})(r - \sigma_{n-1})(r - \sigma_n)(\sigma_n - r)^{-2\alpha - 1} dr \right|
= -\frac{1}{6} G'''(\eta_n) \int_{\sigma_{n-1}}^{\sigma_n} (r - \sigma_{n-2})(r - \sigma_{n-1})(\sigma_n - r)^{-2\alpha} dr,
\]
\[
\leq \frac{2^{3-2\alpha}}{6} \frac{1}{(1 - 2\alpha)(2 - 2\alpha)} \left[ \left( \frac{2}{3 - 2\alpha} + 1 \right) T^{3-2\alpha} (N + 1)^{2\alpha - 3} \right] |G'''(\eta_n)|,
\]
where, \( \eta_n \in (\sigma_{n-1}, \sigma_n) \).
\[
(36)
\]
**Theorem 2.** For any \( 0 < \alpha < 1 \), and \( G(r) \in C^3[0, \sigma_n] \), the following holds for the approximation of second term in Eq. (7)
\[
\left| \hat{R}(G(r)) \right| \leq \frac{\alpha 2^{1-\alpha}}{\omega_1 \Gamma(3 - \alpha)} \max_{\sigma_0 \leq \sigma \leq \sigma_1} |G''(r)| T^{2-\alpha} (N + 1)^{\alpha - 2}, \quad n = 1.
\]
\[
\left| \hat{R}(G(r)) \right| \leq \frac{\alpha}{\omega_1 \Gamma(1 - \alpha)} \left[ \frac{2}{3} \max_{\sigma_0 \leq \sigma \leq \sigma_1} |G''(r)| T^{2-\alpha} (N + 1)^{\alpha - 2} + \left( \frac{2}{3} \right) \left( \frac{\alpha + 1}{\alpha} \right) + \frac{23-\alpha}{6} \frac{1}{(2 - 2\alpha)(3 - 2\alpha)} \left( \frac{2}{3 - 2\alpha} + 1 \right) \right] \times \max_{\sigma_0 \leq \sigma \leq \sigma_n} |G''(r)| T^{3-\alpha} (N + 1)^{\alpha - 3}, \quad n \geq 2.
\]

**A fourth-order compact difference scheme**

To discretize the classical second-order spatial derivative of \( v(x, t) \), we use a fourth-order compact finite difference scheme \([35,36]\). Let \( h = L/M, M \in \mathbb{N}^+ \), for spatial approximation and \( x_i = ih(0 \leq i \leq M) \).

For any grid function \( y(x_i) = y_i \), the notations are defined as follows
\[
\delta y_{i-\frac{1}{2}} = \frac{1}{h} [y_i - y_{i-1}], \quad \delta^2 y_i = \frac{1}{h} [\delta y_{i+\frac{1}{2}} - \delta y_{i-\frac{1}{2}}],
\]
\[
\mathcal{H}y_i = \begin{cases} \frac{1}{12} (y_{i+1} - 10y_i + y_{i-1}) & 1 \leq i \leq M - 1, \\ y_i & i = 0 \text{ or } M. \end{cases}
\]

It is clear that
\[
\mathcal{H}y_i = \left( 1 + \frac{h^2}{12} \delta^2 \right) y_i, \quad 1 \leq i \leq M - 1.
\]

**Lemma 2.** (see [37])Let function \( G(x) \in C^6[\xi_{i-1}, \xi_{i+1}] \), and \( \xi(s) = 5(1-s)^3 - 3(1-s)^5 \), then
\[
\begin{aligned}
\frac{1}{12} (G''(\xi_{i+1}) + 10G''(\xi_i) + G''(\xi_{i-1})) &= \frac{1}{h^2} (G(\xi_{i+1}) - 2G(\xi_i) + G(\xi_{i-1})) \\
&+ \frac{h^4}{360} \int_0^1 [G^5(\xi_i - sh) + G^6(\xi_i + sh)] \xi(s) ds.
\end{aligned}
\]

We use the notations,
\[
v_i^n = v(x_i, t_n), \quad f_i^n = f(x_i, t_n), \quad 0 \leq i \leq M, \quad 1 \leq n \leq N.
\]

Using the approximation of GFD obtained in Eq. (24), Eq. (7) takes the form,
\[
\sum_{k=1}^{n} \alpha_i^n (v_k \omega_k - v_{k-1} \omega_{k-1}) = \kappa^2 \frac{\partial^2 t^n}{\partial x^2} (x_i, t_n) + f_i^n + (R_i^n)^n,
\]
\[
1 \leq i \leq M - 1, \quad 1 \leq n \leq N.
\]
Applying the operator \( \mathcal{H} \) on both side of Eq. (1), we get
\[
\mathcal{H} \left[ \sum_{k=1}^{n} a_k^i (v_i^k \omega_k - v_i^{k-1} \omega_{k-1}) \right] = \kappa^2 \frac{\partial^2 \nu}{\partial x^2} (x_i, t_n) + \mathcal{H} f_i^n + \mathcal{H} (R_i)^n.
\] (2)

Lemma 2 implies that
\[
\mathcal{H} \frac{\partial^2 \nu}{\partial x^2} (x_i, t_n) = \delta_i^n \nu_i^n + (R_x)_i^n, \quad 1 \leq i \leq M - 1, \ 1 \leq n \leq N,
\] (3)

where,
\[
(R_x)_i^n = \frac{h^4}{360} \int_0^1 \left[ \frac{\partial \delta \nu}{\partial x^6} (x_i - sh) + \frac{\partial \delta \nu}{\partial x^6} (x_i + sh) \right] \xi(s) ds.
\]

Substituting (3) into (2), we obtain
\[
\mathcal{H} \left[ \sum_{k=1}^{n} a_k^i (v_i^k \omega_k - v_i^{k-1} \omega_{k-1}) \right] = \kappa^2 \frac{\partial^2 \nu_i^n}{\partial x^2} + \mathcal{H} f_i^n + (R_i)^n,
\]
where,
\[
R_i^n = \mathcal{H} (R_i)^n + (R_x)_i^n.
\] (4)

It follows from non-uniform mesh (11) that
\[
|R_i^n| \leq C_R (N^{2\alpha - 3} + h^4), \quad 1 \leq i \leq M - 1, \ 1 \leq n \leq N,
\] (5)

where \( C_R \) is a positive constant.

By omitting the small term \( R_i^n \), we get the following difference scheme
\[
\mathcal{H} \left[ \sum_{k=1}^{n} a_k^i (v_i^k \omega_k - v_i^{k-1} \omega_{k-1}) \right] = \kappa^2 \frac{\partial^2 \nu_i^n}{\partial x^2} + \mathcal{H} f_i^n, \quad 1 \leq i \leq M - 1, \ 1 \leq n \leq N.
\] (6)

\[
v_i^0 = \phi(x_i), \quad 0 \leq i \leq M.
\] (7)

\[
v_i^n = g_1(t_n), \quad v_m^n = g_2(t_n), \quad 1 \leq n \leq N.
\] (8)

**Matrix form**

Matrix form of the above scheme can be obtained by writing Eq. (6) at each mesh point and \( v_i^n = [v_1^n, v_2^n, \ldots, v_{M-1}^n]^T \)
\[
\begin{align*}
D_1 v_1^n &= D_2 v_1^n + F_1, \quad n = 1, \\
D_3 v_n^n &= D_4 v_1^n - \sum_{k=1}^{n} E_k F_k + F_n, \quad n = 2, 3, \ldots, N.
\end{align*}
\] (9)

From Eq. (9), we define the triangular matrices as follows
\[
D_1 = \text{tri} \left[ \frac{1}{12} a_1 \omega_1 - \frac{\kappa^2}{h^2}, \frac{10}{12} a_1 \omega_1 + \frac{2\kappa^2}{h^2}, \frac{1}{12} a_1 \omega_1 - \frac{\kappa^2}{h^2} \right]_{M-1 \times M-1},
\]
\[
D_2 = \text{tri} \left[ \frac{1}{12} a_1 \omega_0, \frac{10}{12} a_1 \omega_0, \frac{1}{12} a_1 \omega_0 \right]_{M-1 \times M-1},
\]
\[
D_3 = \text{tri} \left[ \frac{1}{12} a_1 \omega_0 - \frac{\kappa}{h^2}, \frac{10}{12} a_1 \omega_0 + \frac{2\kappa^2}{h^2}, \frac{1}{12} a_1 \omega_0 - \frac{\kappa}{h^2} \right]_{M-1 \times M-1},
\]
\[
D_4 = \text{tri} \left[ \frac{1}{12} a_1 \omega_0, \frac{10}{12} a_1 \omega_0, \frac{1}{12} a_1 \omega_0 \right]_{M-1 \times M-1}.
\]
and the column vector $F^n$ is given by
\[
F^n = \begin{pmatrix}
\mathcal{H}f_1^n - \left[ \frac{1}{12} a^n_n \omega_n - \frac{1}{2} \frac{\omega^2}{h^2} \right] \psi^n_0 \\
\mathcal{H}f_2^n \\
\vdots \\
\mathcal{H}f_{n-2}^n \\
\mathcal{H}f_{n-1}^n - \left[ \frac{1}{12} a^n_n \omega_n - \frac{1}{2} \frac{\omega^2}{h^2} \right] \psi^n_M
\end{pmatrix},
\]
for $1 \leq n \leq N$.

and
\[
F_k^n = (a_{k+1}^n - a_k^n) \omega_k \begin{pmatrix}
\frac{10}{12} \\
\frac{10}{12} \\
\frac{1}{12} \\
\vdots \\
\vdots \\
\frac{1}{12} \\
\frac{10}{12} \\
\frac{1}{12}
\end{pmatrix},
\]
where $a_k^n$ is defined in (24).

**Stability and convergence analysis**

The coefficient matrices $D_1$ and $D_3$ are strictly diagonal dominant for any possible values of $\tau_n$, $h$, and $\alpha$, and thus they are non-singular and invertible. As a result, the difference scheme (6)–(8) has a unique solution.

**Stability**

Let $\tilde{v}_n$ be another approximation of the scheme (6), and define
\[
\tilde{\varphi}_i^n = v_i^n - \tilde{v}_i^n, \quad 0 \leq i \leq M, \quad 1 \leq n \leq N.
\]
Suppose $\varphi^n = (\varphi^n_0, \varphi^n_1, \ldots, \varphi^n_M)$, and the infinity norm is defined as,
\[
||\varphi^n||_\infty = \max_{0 \leq i \leq M} |\varphi_i^n| = |\varphi_M^n|.
\]
It follows from (6) that
\[
a^n_n \mathcal{H}(v_i^n \omega_n - v_i^n \omega_{n-1}) + \sum_{k=1}^{n-1} a^n_k \mathcal{H}(v_i^k \omega_k - v_i^{k-1} \omega_{k-1}) = \kappa \frac{\omega_2}{\omega_1} v^n_i + \mathcal{H}f_i^n.
\]
After simplification of terms, we have
\[
K_1 v_{i+1}^n + K_2 v_i^n + K_1 v_{i-1}^n = \mathcal{H}v_i^n \omega_n - \frac{1}{a_i^n} \sum_{k=1}^{n-1} a^n_k \mathcal{H}(v_i^k \omega_k - v_i^{k-1} \omega_{k-1}) + \frac{1}{a_i^n} \mathcal{H}f_i^n,
\]
where
\[
K_1 = \frac{1}{12} \omega_n - \frac{k^2}{a_i^n h^2}, \quad K_2 = \frac{10}{12} \omega_n + \frac{2k^2}{a_i^n h^2}.
\]
So, the round-off error equation is as follows
\[
K_1 \varphi_{i+1}^n + K_2 \varphi_i^n + K_1 \varphi_{i-1}^n = \frac{1}{a_i^n} \sum_{k=0}^{n-1} (a_{k+1}^n - a_k^n) \omega_k (\frac{1}{12} \varphi_{i+1}^k + \frac{10}{12} \varphi_i^k + \frac{1}{12} \varphi_{i-1}^k).
\]
(1)
For simplicity in our further calculation, we define

$$L_1 e_i^n = K_1 e_{i+1}^n + K_2 e_i^n + K_1 e_{i-1}^n \quad (2)$$

$$L_2 e_i^{n-1} = \frac{1}{a_i^n} \sum_{k=0}^{n-1} (a_{k+1}^n - a_k^n) \omega_k (\frac{1}{12} e_i^k + \frac{10}{12} e_i^{k+1} + \frac{1}{12} e_i^{k-1}) \quad (3)$$

Now, Eq. (1) can be rewritten as follows

$$L_1 e_i^n = L_2 e_i^{n-1}.$$ 

From Eq. (3), we obtain

$$|L_2 e_i^{n-1}| = \left| \frac{1}{a_i^n} \sum_{k=0}^{n-1} (a_{k+1}^n - a_k^n) \omega_k (\frac{1}{12} e_i^k + \frac{10}{12} e_i^{k+1} + \frac{1}{12} e_i^{k-1}) \right|.$$

$$= \frac{1}{a_i^n} \left( \left| \frac{1}{12} e_i^{n-1} \right| + \left| \frac{10}{12} e_i^{n-1} \right| + \left| \frac{1}{12} e_i^{n-1} \right| \right) \sum_{k=0}^{n-1} |a_{k+1}^n - a_k^n|.$$

where $|e_i^{n-1}| = \max_{0 \leq k \leq n-1} |e_k^i|$. But, since $\sum_{k=0}^{n-1} (a_{k+1}^n - a_k^n) = a_i^n$ and noting that $a_0^n > 0$ and $a_n^n > 0$,

$$|L_2 e_i^n| \leq \frac{1}{12} e_i^{n-1} + \frac{10}{12} e_i^{n-1} + \frac{1}{12} e_i^{n-1} \quad (4)$$

Thus, from Eqs. (2), (3) and (4), we conclude that

$$||e^n||_\infty = |e_j^n| = |K_1 e_j^n + K_2 e_j^n + K_1 e_j^n|$$

$$= |L_1 e_j^n| = |L_2 e_j^n| \leq |e_j^{n-1}| = ||e^{n-1}||_\infty$$

i.e.,

$$||e^n||_\infty \leq ||e^0||_\infty, \quad 1 \leq n \leq N.$$ 

This means that the scheme proposed in this paper is unconditionally stable.

Convergence

Let $v_i^n$ be the numerical solution of scheme (6)–(8) and $v(x, t)$ be the exact solution of Eq. (7). Let the error at $(x_i, t_n)$ be

$$e(x_i, t_n) = v(x_i, t_n) - v_i^n, \quad 0 \leq i \leq M, \quad 1 \leq n \leq N.$$ 

Then, the error term of (6)–(8) will be

$$L_1 e_i^n = L_2 e_i^{n+1} + R_i^n, \quad 0 \leq i \leq M, \quad 1 \leq n \leq N$$

$$e_0^n = e_M^n = 0, \quad 1 \leq n \leq N$$

$$e_i^0 = 0, \quad 0 \leq i \leq M.$$ 

We define

$$||e^n||_\infty = \max_{0 \leq i \leq M} |e_i^n| = |e_j^n|,$$

then, we obtain

$$||e^n||_\infty = |e_j^n| = |L_1 e_j^n| = |L_2 e_j^{n+1} + R_j^n|$$

$$\leq |L_2 e_j^{n+1}| + |R_j^n| \leq |e_j^{n-1}| + |R_j^n| \leq ||e^{n-1}||_\infty + |R_{\max}|,$$

where $R_{\max} = \max_{n, j}|R_j^n|.$
For $n = 1$, we have
\[ ||E^1||_\infty \leq ||E^0||_\infty + R_{\text{max}} = R_{\text{max}}. \]

Then
\[ ||E^n||_\infty \leq R_{\text{max}}, \quad 1 \leq n \leq N. \]

**Numerical results**

Here, we discuss four numerical examples to verify the accuracy of our scheme on the non-uniform meshes. The first example verifies the convergence of the scheme (24) for approximating GFD. The next three examples validate the performance of the scheme (6) for the GFTE on non-uniform meshes.

Let $u_i^N$ be the numerical solution and $v_i^N$ be the exact solution of the problem taken in this paper. We use the following formula to calculate the maximum absolute error (MAE) and convergence order (CO) of the presented numerical scheme

\[ e(M, N) = \max_{0 \leq t_i \leq M-1} |v_i^N - u_i^N|, \quad \text{CO} = \log_2 \left( \frac{e(M, N)}{e(M/2, N)} \right). \]

**Example 1.** Consider the function $f(t) = t^{4+\alpha}$, $\alpha \in (0, \frac{1}{2}]$. For $\sigma(t) = t$ and $\omega(t) = 1$, the exact solution is given by Gao et al. [33]

\[
\left( t^4 + 2\beta t^{2\alpha} \right) t^{4+\alpha} = \frac{\Gamma(5 + \alpha)}{\Gamma(5 - \alpha)} t^{4-\alpha} + 2\beta \frac{\Gamma(5 + \alpha)}{24} t^4. \tag{5}
\]

Taking different temporal sizes, MAE and CO are obtained in calculating GFD of function $f(t) = t^{4+\alpha}$ using scheme (24). Table 1–3 represents the MAE and CO for different choices of $\alpha$, $\omega(t)$, $\sigma(t)$. From Table 1, we see that the temporal convergence is approximately $O(N^2\alpha - 3)$ for different $\alpha$. In Table 2, we fix $\sigma(t) = t$ and take $\omega(t) = e^t$, $e^{2t}$ and $t + 1$. The scheme yields $O(N^2\alpha - 3)$ convergence in all cases. Table 3 represents the convergence rate of $O(N^2\alpha - 2)$ for non-linear scale function $\sigma(t) = t^2$, $t^{0.8}$, while $O(N^2\alpha - 3)$ for linear scale function $\sigma(t) = 10t$.

**Table 1**
(Example 1) MAE and CO for $\sigma(t) = t$, $\omega(t) = 1$ and different values of $\alpha$.

| $N$  | $\alpha = 0.2$ | $\alpha = 0.3$ | $\alpha = 0.4$ |
|------|----------------|----------------|----------------|
|      | MAE            | CO             | MAE            | CO             |
| 10   | 1.4321e-2      | 3.6581e-2      | 8.4012e-2      |
| 20   | 2.6410e-3      | 7.4836e-3      | 2.2893         |
| 40   | 4.6396e-4      | 1.4722e-3      | 4.3275e-3      |
| 80   | 7.2822e-5      | 2.8345e-4      | 9.4902e-4      |
| 160  | 1.3342e-5      | 5.3947e-5      | 2.0646e-4      |

**Table 2**
(Example 1) MAE and CO for $\alpha = 0.3$, $\sigma(t) = t$ and different values of weight function $\omega(t)$.

| $N$  | $\omega(t) = e^t$ | $\omega(t) = e^{2t}$ | $\omega(t) = t + 1$ |
|------|-------------------|----------------------|---------------------|
|      | MAE               | CO                   | MAE                 | CO                   |
| 10   | 6.2187e-2         | 1.8424e-1            | 4.9029e-2           |
| 20   | 1.3252e-2         | 4.3525e-2            | 1.0515e-2           |
| 40   | 2.6682e-3         | 9.2943e-3            | 2.0985e-3           |
| 80   | 5.2023e-4         | 2.3101e-3            | 4.0754e-4           |
| 160  | 9.9773e-5         | 3.6627e-4            | 7.7974e-5           |

**Table 3**
(Example 1) Numerical examples for $\alpha = 0.3$, $\omega(t) = e^t$, $\sigma(t) = t^2$ and $t^{0.8}$.

| $t$  | $\text{MAE}$ | $\text{CO}$ | $\text{MAE}$ | $\text{CO}$ | $\text{MAE}$ | $\text{CO}$ |
|------|--------------|-------------|--------------|-------------|--------------|-------------|
| 0.1  | 1.2345e-2    | 3.6789e-2  | 1.3456e-2   | 4.7890e-2  | 1.4567e-2   | 5.8901e-2  |
| 0.2  | 2.3456e-3    | 5.7890e-3  | 2.4567e-3   | 7.8901e-3  | 2.5678e-3   | 8.9012e-3  |
| 0.3  | 3.4567e-4    | 7.8901e-4  | 3.5678e-4   | 9.0123e-4  | 3.6789e-4   | 1.0123e-4  |
Table 3
(Example 1) MAE and CO for $\alpha = 0.3$, $\omega(t) = 1$ and different values of scale function $\sigma(t)$.

| $\sigma(t) = t^2$ | $\sigma(t) = t^{0.8}$ | $\sigma(t) = 10t$ |
|-------------------|----------------------|------------------|
| $N$               | MAE                  | CO               | MAE              | CO               | MAE              | CO               |
| 10                | 2.0437e-2            | 2.2773e-1        | 1.0108e-2        |
| 20                | 1.1083e-2            | 0.8828           | 6.9924e-2        | 1.7180           | 2.0429e-3        | 2.3068           |
| 40                | 4.9924e-3            | 1.1506           | 2.2814e-2        | 1.6014           | 3.9694e-4        | 2.3636           |
| 80                | 2.0543e-3            | 1.2811           | 7.9894e-3        | 1.5138           | 7.5511e-5        | 2.3942           |
| 160               | 8.1509e-4            | 1.3336           | 2.8688e-3        | 1.4776           | 1.3935e-5        | 2.4379           |

Table 4
(Example 2) MAE and CO for $\alpha = 0.2$, $\beta = 1$, $\kappa^2 = 1$, $\sigma(t) = t$, $\omega(t) = 1$.

| $M$ | $N$ | Our Scheme | Kumar et al. [30] |
|-----|-----|------------|-------------------|
|     |     | MAE        | CO                | Time(s)          | MAE              | CO               |
| 10  | 10  | 2.4048e-5  | 0.038806          | 2.9303e-4        |
| 20  | 20  | 3.6142e-6  | 0.044867          | 9.5736e-5        | 1.6139           |
| 40  | 40  | 5.3161e-7  | 0.85281           | 3.1143e-5        | 1.6201           |
| 80  | 80  | 7.7844e-8  | 2.7717            | 0.371392         | 1.0900e-5        | 1.6259           |
| 160 | 160 | 1.1454e-7  | 2.7647            | 3.424855         | 3.2606e-6        | 1.6298           |

Table 5
(Example 2) MAE and CO for $\alpha = 0.4$, $\beta = 1$, $\kappa^2 = 1$, $\sigma(t) = t$, $\omega(t) = 1$.

| $M$ | $N$ | Our Scheme | Kumar et al. [30] |
|-----|-----|------------|-------------------|
|     |     | MAE        | CO                | Time(s)          | MAE              | CO               |
| 10  | 10  | 9.0570e-5  | 0.063490          | 1.4280e-3        |
| 20  | 20  | 1.7229e-5  | 0.077925          | 5.8646e-4        | 1.2839           |
| 40  | 40  | 3.3826e-6  | 2.3486            | 0.139176         | 2.4321e-4        | 1.2698           |
| 80  | 80  | 6.8360e-7  | 2.3069            | 0.598409         | 1.0168e-4        | 1.2582           |
| 160 | 160 | 1.4130e-7  | 2.2744            | 3.708309         | 4.2821e-5        | 1.2477           |

Example 2. Consider the following GFTE

$$\begin{cases} \frac{\partial^2 v(x,t)}{\partial\gamma^2} + 2\beta \frac{\partial^2 v(x,t)}{\partial\alpha^2} = \kappa^2 \frac{\partial^2 v(x,t)}{\partial x^2} + f(x,t), \\ v(x,0) = 0, \quad 0 \leq x \leq 1, \\ v(0,t) = 0, \quad v(1,t) = 0, \quad t > 0, \end{cases}$$

where $f(x,t) = \frac{2(x(x-1))^{2-2a}}{t(3-2a)} + \frac{4\beta x(x-1)^{2-\alpha}}{t(3-\alpha)} - 2\kappa^2 t^2$. The exact solution of Eq. (6) is $v(x,t) = x(x-1)t^2$ for $\omega(t) = 1$ and $\sigma(t) = t$.

MAE and CO are computed for various step sizes in Example 2. Tables 4 and 5 show that the numerical convergence of our scheme order is $O(N^{2a-3})$, which is a better convergence than the scheme described in Kumar et al. [30]. Also, Tables 4 and 5 demonstrate the CPU time of our scheme. Figure 1 exhibits the plot of absolute error for different values of $\alpha$.

Example 3. Consider the following GFTE

$$\begin{cases} \frac{\partial^2 v(x,t)}{\partial\gamma^2} + 2\beta \frac{\partial^2 v(x,t)}{\partial\alpha^2} = \kappa^2 \frac{\partial^2 v(x,t)}{\partial x^2} + f(x,t), \\ v(x,0) = \sin(2\pi x), \quad 0 \leq x \leq 1, \\ v(0,t) = 0, \quad v(1,t) = 0, \quad t > 0, \end{cases}$$

where $f(x,t) = \frac{2(x(x-1))^{2-2a}}{t(3-2a)} + \frac{4\beta x(x-1)^{2-\alpha}}{t(3-\alpha)} + 4\kappa^2 \pi^2 \sin(2\pi x) - 2\kappa^2 t^2$. The exact solution of Eq. (7) is $v(x,t) = x(x-1)t^2 + \sin(2\pi x)$ for $\omega(t) = 1$ and $\sigma(t) = t$. 
Fig. 1. (Example 2) Absolute error plot with $\sigma(t) = t$, $\omega(t) = 1$, $M = N = 200$, and for different values of order $\alpha$. 

Table 6
(Example 3) MAE and CO for $\alpha = 0.4, \beta = 1, \kappa^2 = 1, \sigma(t) = t, \omega(t) = 1$.

| $M$ | $N$ | Our Scheme | Kumar et al. [30] |
|-----|-----|------------|------------------|
|     |     | MAE        | CO               | MAE             |
| 10  | 10  | 6.7440e-4 | 0.041328         | 1.4280e-3       |
| 20  | 20  | 5.1187e-5 | 3.7198           | 5.8646e-4       |
| 40  | 40  | 5.0267e-6 | 3.3481           | 0.093309        |
| 80  | 80  | 7.3242e-7 | 2.7789           | 0.379601        |
| 160 | 160 | 1.4067e-7 | 2.3803           | 2.362974        |

Table 7
(Example 3) MAE and CO in temporal direction with $\alpha = 0.4, \beta = 1, \kappa^2 = 1, M = 1000, \sigma(t) = t, \omega(t) = 1$.

| $N$ | $\alpha = 0.1$ | $\alpha = 0.4$ | $\alpha = 0.4 [30]$ |
|-----|----------------|----------------|---------------------|
|     | MAE            | CO             | MAE                 |
| 10  | 8.9650e-5     | 8.9650e-5     | 1.4189e-3           |
| 20  | 1.7046e-5     | 1.7046e-5     | 5.8555e-4           |
| 40  | 3.3436e-6     | 3.3436e-6     | 2.4320e-4           |
| 80  | 6.7505e-7     | 6.7505e-7     | 1.0187e-4           |
| 160 | 1.3940e-7     | 1.3940e-7     | 4.3288e-5           |

Table 8
(Example 3) MAE and CO in spatial direction with $\alpha = 0.4, \beta = 1, \kappa^2 = 1, N = 1000, \sigma(t) = t, \omega(t) = 1$.

| $M$ | $\alpha = 0.1$ | $\alpha = 0.4$ | $\alpha = 0.4 [30]$ |
|-----|----------------|----------------|---------------------|
|     | MAE            | CO             | MAE                 |
| 10  | 5.8672e-4     | 6.0261e-4     | 3.0616e-2           |
| 20  | 3.8105e-5     | 3.9138e-5     | 7.9392e-3           |
| 40  | 2.3746e-6     | 2.4404e-6     | 1.9804e-3           |
| 80  | 1.4831e-7     | 1.5394e-7     | 4.9706e-4           |
| 160 | 9.2784e-9     | 1.1175e-8     | 1.2663e-4           |

In Example 3, MAE and CO are calculated for different values of step sizes. Tables 6–8 show that our scheme gives better convergence than the scheme presented in Kumar et al. [30] in both temporal and spatial directions. Tables 7 and 8 verify the theoretical convergence of $O(N^{2\alpha-3})$ in the temporal direction and $4$ in the spatial direction, respectively. Fig. 2 exhibits the absolute error plot with $M = N = 20, x = 0.5, \omega(t) = 1, \sigma(t) = t$ and for different value of $\alpha$.

Example 4. Consider the following GFTE

$$\begin{cases}
\frac{d^{2\alpha}v(x,t)}{dt^{2\alpha}} + 2\beta \frac{d^{\alpha}v(x,t)}{dt^{\alpha}} = \kappa^2 \frac{\partial^2 v(x,t)}{\partial x^2} + f(x,t), \\
v(x,0) = 0, \quad 0 \leq x \leq 1, \\
v(0,t) = t^3, \quad v(1,t) = et^5, \quad t > 0,
\end{cases} \quad (8)$$

where $f(x,t) = \frac{120 \omega(t)^{5-2\alpha}}{(6-2\alpha)} - \frac{240 \beta \omega(t)^{3-\alpha}}{(6-\alpha)} - t^5 \omega(t)^{\alpha}$. The exact solution of Eq. (8) is $v(x,t) = e^x t^5$ for $\omega(t) = 1$ and $\sigma(t) = t$.

In Example 4, we study the effect of different step sizes, $\omega(t)$ and $\sigma(t)$ on the numerical solution graphically. Figure 3 depict the exact solution to Eq. (8) with $\omega(t) = 1, \sigma(t) = t$, while Figs. 4–6 depicts the numerical solution for $\omega(t) = 1, \sigma(t) = t$. From Figs. 4–6, the following observation can be drawn.

Figure 4 shows that as the step size is reduced, the numerical solution surface becomes smooth, which indicates that the scheme presented in this study is stable.
From Fig. 5, we examine the effect of increasing and decreasing weight functions on the solution of GFTE.

- From Fig. 5(a) and (b), we see that for increasing weight function $\omega(t) = e^{2t}, e^{4t}$, the solution shifts in the upward direction.
- From Fig. 5(c) and (d), we observe that for decreasing weight function $\omega(t) = e^{-2t}, e^{-4t}$, the solution shifts in the downward direction.

Hence, from Fig. 5, we conclude that the behaviour of the weight function has a direct impact on the numerical solution of the GFTE.

Fig. 6 shows the influence of contracting and stretching scale functions on the solutions of GFTE.

- From Fig. 6(a) and (b), we see that for the contracting scale function $\sigma(t) = t^2, t^5$, the solution’s behavior is stretching.
Fig. 4. (Example 4) Numerical solution for $\alpha = 0.3$, $\sigma(t) = t$, $\omega(t) = 1$ and different values of step sizes.
Fig. 5. (Example 4) Numerical solution for fixed step sizes $M = N = 500$, $\alpha = 0.3$, $\sigma(t) = t$ and different values of weight function $\omega(t)$. 

(a) $\omega(t) = e^{2t}$

(b) $\omega(t) = e^{4t}$

(c) $\omega(t) = e^{-2t}$

(d) $\omega(t) = e^{-4t}$
Fig. 6. (Example 4) Numerical solution for fixed step sizes $M = N = 500$, $\alpha = 0.3$, $\omega(t) = 1$ and different values of scale function $\sigma(t)$. 
Fig. 7. (Example 4) Exact and numerical solution at different time with $\alpha = 0.5$, $\sigma(t) = t$, $\omega(t) = 1$. 

(a) $\alpha = 0.5$, $M = N = 40$ 

(b) $\alpha = 0.5$, $M = N = 40$
• From Fig. 6(c) and (d), we note that for the stretching scale function $\sigma(t) = t^{0.4}t^{0.8}$, the solution's behavior is contracting.

Hence, Fig. 6 depicts that the behaviour of the scale function has an inverse effect on the numerical solution of GFTE.

Also, Fig. 7(a) and (b) give the exact and numerical solution plot of the difference scheme at different time $t = T$. The solution curves at $T = 10, 15, 20, 25$ show the efficiency of proposed numerical scheme.

**Conclusion**

In this paper, we approximated GFD of order $\alpha \in (0, \frac{1}{2}]$ on non-uniform meshes using quadratic interpolation approximation. GFD is described in terms of weight function $\omega(t)$ and scale function $\sigma(t)$. We used a fourth-order compact difference scheme to approximate GFTE on the non-uniform mesh. The temporal and spatial CO of the scheme are observed to be $O(N^{2\alpha-3})$ and 4, respectively. We studied the effect of $\alpha, \omega(t)$, and $\sigma(t)$ on the numerical solution of GFTE. Numerical results verify that the computed order of the numerical accuracy agrees with that of predicted order of accuracy. We showed that our scheme is numerically stable.
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