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Abstract

Linear regression is a supervised method that has been widely used in classification tasks. In order to apply linear regression to classification tasks, a technique for relaxing regression targets was proposed. However, methods based on this technique ignore the pressure on a single transformation matrix due to the complex information contained in the data. A single transformation matrix in this case is too strict to provide a flexible projection, thus it is necessary to adopt relaxation on transformation matrix. This paper proposes a double transformation matrices learning method based on latent low-rank feature extraction. The core idea is to use double transformation matrices for relaxation, and jointly projecting the learned principal and salient features from two directions into the label space, which can share the pressure of a single transformation matrix. Firstly, the low-rank features are learned by the latent low rank representation (LatLRR) method which processes the original data from two directions. In this process, sparse noise is also separated, which alleviates its interference on projection learning to some extent. Then, two transformation matrices are introduced to process the two features separately, and the information useful for the classification is extracted. Fi-
nally, the two transformation matrices can be easily obtained by alternate optimization methods. Through such processing, even when a large amount of redundant information is contained in samples, our method can also obtain projection results that are easy to classify. Experiments on multiple data sets demonstrate the effectiveness of our approach for classification, especially for complex scenarios.
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1. **Introduction**

Feature extraction [1] [2] [3] is a key ingredient in pattern classification, as well as in image fusion [4] [5] [6] [7] and many other machine vision tasks [8] [9] [10] [11] [12]. Recently, least square regression (LSR) based methods have been widely used for tasks in the fields of pattern recognition and computer vision ([13]; [14]). LSR is a simple but efficient tool for data analysis because of its mathematical tractability. Many variants of LSR have been developed for different scenes, such as weighted LSR ([15]), partial LSR ([16]), kernel LSR ([17]) and other extensions.

The conventional LSR aims to find a transformation matrix that can transform samples into the corresponding label matrix perfectly. Given a sample $x_i \in \mathbb{R}^m$, the objective function is given as follows:

$$\min_W \|y_i - Wx_i\|_2^2 + \lambda \|W\|_F^2$$

(1)

where $W \in \mathbb{R}^{c \times m}$ is the transformation matrix, and $y_i \in \mathbb{R}^c$ is the label matrix of data $x_i$, which is defined that if $x_i$ belongs to the $k$th class
Sparse constraints can be added to the transformation, such as the $l_1$-norm or the $l_{2,1}$-norm ([18]), allowing the transformation matrix to choose more discriminative features. However, for multi-class classification in practice, strict $0-1$ label matrix is too rigid to get a discriminative transformation matrix $W$ for classification tasks. A slack structure can be more flexible and provides more discriminative results ([19]). Xiang et al. ([20]) proposed a technique which is called $\epsilon$-dragging to force the regression target moving along opposite direction, and formulated a discriminative LSR (DLSR) model.

In addition to the most representative DLSR model, based on the relaxed label matrix, many works have been developed. Wang and Zhang et al. imposed an $l_1$-norm constraint ([21]) on the $\epsilon$-dragging matrix to control the margin of DLSR. Chen and Wu et al. imposes low-rank constraint on the relaxed label matrices class-wisely ([22]). Zhang et al. proposed retargeted LSR (ReLSR) ([23]) which introduces a margin constraint that forces the margin between true and false regression targets to be larger than 1. So ReLSR does not use the $\epsilon$-dragging but applies the constraint to get the suitable regression targets from the data. Based on the works in DLSR and ReLSR, Wang and Pan ([24]) pointed out that DLSR is a special case of ReLSR with the translation value being 0, and proposed groupwise retargeted LSR (GReLSR). To restrict the translation values of ReLSR, an additional groupwise regularization is utilized to force samples from the same class to have the same translation value in GReLSR. To further exploit correlations among samples, the graph structure is introduced into the LSR model ([25]).
Fang et al developed a regularized label relaxed (RLR) ([26]) linear regression method with the class compactness graph which ensures that the samples of each class can be kept close after they are transformed.

All the above methods draw their attention to the regression target and the transformation matrix, and there are few works about the data to be transformed. The data we use in the classification task usually contains a lot of mixed information, such as class-specific information, inter-class relationship information, intra-class variations and so on ([27];[28]). In such cases, the reason why the good classification result is hard to be obtained may be due to the complexity of the information of the data. In robust latent subspace learning (RLSL) ([29]), a subspace learning technique is imposed, so that a more compact data representation obtained from the robust subspace is used to be transformed. During the learning of subspace, sparse noise part is separated and only the clean data representation is selected to learn the transformation matrix.

RLSL model attempts to learn compact representation of data through subspace projection to obtain more discriminative feature information. Although the effect of sparse noise is excluded in this process, they do not pay attention to the various types of information contained in the data, and the compact representation still contains mixed information. For such classification tasks, the transformation matrix projects complex data information into the label space, which may be too strict for a single transformation matrix. However, in these methods mentioned above, they only use a single transformation matrix to transform samples. Based on similar motivations, Han and Wu et al. proposed a double relaxed regression (DRR) method ([30]). They
pointed out that such a single transformation may be too strict to provide more freedom for learning better margins. To this end, DRR introduces another transformation matrix to share part of responsibility of original single transformation matrix.

One problem in DRR is that another transformation matrix introduced is not used to project the data to the label matrix, but only exists in the constraint and affects the projection matrix indirectly. In this way, the intra-class differences in the original data due to expressions, illuminations and poses are still handled by a single transformation matrix during the projection process. These differences may not be well eliminated to minimize the distance between the transformed data from the same class during the projection.

The methods mentioned above are very useful and have a good classification effect. However, they all focused on the relaxation of the regression target, without paying attention to the complex information contained in the raw data. It is thus neglected that the transformation matrix responsible for extracting the classification features of the data does not perform the task well because of these complex mixed information in the sample data. In order to process the various information in the original samples that is advantageous for classification, we may need to introduce two or more transformation matrices to process this information separately. Based on these views mentioned above, in this paper, we propose a new learning method for transformation matrices, which deals with feature extraction and regression tasks separately. First, the raw data is processed by LatLRR, and the principal and salient features are extracted from the column space and the row space respectively. Then two transformation matrices are introduced to
process the two features separately, then the column and row space features are jointly projected onto the label matrix by the corresponding transformation matrix. By adopting two transformation matrices, the regression task is separated into two parts, which further relaxes the transformation matrix learning and eases the responsibility of transformation matrices to some extent. In brief, the proposed method has the following properties.

1. We propose a novel transformation matrices learning method based on low-rank feature extraction and analysis of transformation matrices in least square regression.

2. The low-rank feature extraction is used to decompose the original data into principal, salient information and sparse noise respectively. So that, the complex information in source data is decomposed into three parts. In the subsequent transformation matrices learning, sparse noise is not used, and only clean principal (column space) and salient (row space) feature parts are used for projection.

3. For the principal and salient features, we apply corresponding two transformation matrices to process these two features separately and project the features extracted from column and row space of the source data to corresponding regression target jointly. Therefore, the task of projecting complex data is shared by two transformation matrices.

4. In the classification, we use the low rank projection method to learn the projection matrix from the original data to the corresponding feature space, so that the column space features of the test samples can be quickly obtained for classification.

The remainder of this paper is arranged as follows. We introduce some
notations and the related works in Section 2. Then, we expound our mo-
tivation and the proposed methods in Section 3 followed with its optimal
solution. The experiments and analysis are presented in Section 4. Section
5 concludes this paper.

2. Related Work

This section briefly introduces the least square regression methods and
low-rank representation based feature extraction methods.

2.1. Least Square Regression Methods

Given a data set $X$ and corresponding label matrix $Y$, the conventional
LSR aims to learn a transformation matrix that can transform the data into
their corresponding labels. The objective function of LSR is given as follow:

$$
\min_{W} \| Y - WX \|^2_F + \lambda \| W \|^2_F \quad (2)
$$

where $W \in \mathcal{R}^{c \times m}$ is the transformation matrix, and $Y = [y_1, ..., y_n] \in \mathcal{R}^{c \times n}$
is the label matrix of data $X \in \mathcal{R}^{m \times n}$.

LSR is simple but efficient, and its closed form solution can be obtained
directly by solving linear equations, but LSR is not suitable for direct use in
multi-class classification tasks.

2.2. LRR-Based Feature Extraction

Low-rank representation (LRR) ([31]) model assumes that data are ap-
proximately represented by samples from multiple low-dimensional subspaces.
In general, LRR aims at finding the lowest-rank representation that can represent the data as linear combinations of the basis in a given dictionary $D$:

$$\min_{Z,E} \text{rank}(Z) + \lambda \|E\|_1 \quad s.t. X = DZ + E$$  \hspace{1cm} (3)

Figure 1: Some samples of using LatLRR to decompose the raw data.

where every column of $D$ is a base which is learned from training sets, and usually the training data itself is usually used as the dictionary i.e. set $D = X$. Matrix $E$ denotes the sparse noise or error item. It is hard to solve the formulation above, and a convex relaxation is introduced to solve the problem:

$$\min_{Z,E} \|Z\|_* + \lambda \|E\|_1 \quad s.t. X = DZ + E$$  \hspace{1cm} (4)

However, when the training sample are insufficient, $Z$ probably gets the feasible solution and thus the performance of LRR model is reduced. To deal with the problem, except the observed data i.e. training data $X$, LatLRR \cite{32} puts the hidden data or the unobserved data into consideration:

$$\min_{Z,E} \|Z\|_* + \lambda \|E\|_1 \quad s.t. X = [X_O, X_H]Z + E$$  \hspace{1cm} (5)

where $X_O$ denotes the observed data and $X_H$ denotes the hidden data which
are unobservable. Based on the theorems mentioned in ([31]), the objective function of LatLRR is formulated as:

\[
\min_{Z,L,E} \|Z\|_* + \|L\|_* + \lambda \|E\|_1 \quad s.t. X = XZ + LX + E
\]  

(6)

where \(Z\) and \(L\) are all low-rank matrices, and respectively reconstruct a data matrix \(X\) from two directions: column and row. And \(XZ\) can be regarded as the principal features while \(LX\) as the salient features. On the one hand, the principal features \(XZ\) extracted from column space of the raw data, which is expanded by columns of the raw data i.e. the given training samples, so that the principal features \(XZ\) contain the relationship between samples. On the other hand, the salient features are derived from the row view, which contains the most critical information in each sample.

3. Proposed Method

In this section, we mainly introduce the motivation and the formulation of the proposed method and the corresponding optimization process.

3.1. Formulation

As mentioned before, when performing classification tasks, the sample data contains various information such as class specific information, association information between samples, intra-class variations, and inter-class differences. In this case, a single transformation matrix does not provide a flexible projection to eliminate the negative effect. At the same time, the most direct way to extract the information from the original data is to use the feature extraction method to preprocess the original data. Inspired by
these, in order to process complex information in the raw data $X$, we use LatLRR to perform a pre-processing on the raw data. As described in the section [2], LatLRR extracts two corresponding feature salient features and principal features from the original data $X$ from two directions: column and row. The features extracted in these two directions contain the key information of the sample itself and the association between the samples. The learning model is given by:

$$\min_{Z,L,E} \| Z \|_* + \lambda_1 \| L \|_* + \lambda_2 \| E \|_1 \ s.t. \ X = XZ + LX + E$$

(7)

where $\lambda_1$ is a parameter that balances the principal feature and the salient feature, and $\lambda_2$ is a penalty parameter for sparse noise. Fig.1 shows the features extracted by LatLRR. The sparse noise term contains a large amount of random noise. On the one hand, it does not contain class-specific information, on the other hand it increases the burden of the transformation matrix, which does not help the classification regression task. So we only use the clean two feature parts for the next work. In general, in order to use the information in the feature to classify, the usual approach is to learn a transformation matrix to project feature information to the classification output, as is the case with most regression-based methods. Thus, by only selecting the clean part of the raw data to learn the transformation matrix $W$, we propose the following formulation:

$$\min_{W} \| Y - W(XZ + LX) \|_F^2 + \lambda \| W \|_F^2$$

(8)

Although the sparse noise term is removed, there will still be differences
in actual samples of the same type. And as mentioned in ([30]), a single transformation matrix is too strict for complex classification tasks to learn a better margin. Moreover, a single transformation matrix does not make good use of the information contained in the extracted features. In other words, in such task, the problem to simultaneously process features extracted from two different angles, is too complicated for a single projection matrix.

In order to make full use of the information contained in these two features for classification, we introduce two classifiers $W_1$ and $W_2$ to process the two features separately and project the corresponding feature information into the label space. Therefore, we use two transformation matrices to jointly project these two features into the only one classification label space to get final classification result outputs. Given the two features $XZ$ and $LZ$, the optimization problem of our method can be rewritten as:

$$\min_{W_1, W_2} \|Y - W_1 XZ - W_2 LX\|_F^2 + \lambda_3 \|W_1\|_F^2 + \lambda_4 \|W_2\|_F^2 \quad (9)$$

where $W_1 \in \mathcal{R}^{c \times m}$ and $W_2 \in \mathcal{R}^{c \times m}$ are transformation matrices which process the corresponding main feature $XZ$ and the salient feature $LZ$ respectively. The remaining two $\lambda$s are positive regularization parameters. Through the above formula, we apply the extracted two features to the classification process, and classify the original data from two directions. On the one hand, the features extracted from the perspective of the column space contain the relationship information between the samples, and on the other hand, the features extracted from the row space are the most prominent features of the sample. And two corresponding transformation matrices are introduced to process the two features separately, so that the original single transformation
matrix is relaxed. The regression tasks from different directions are respectively assigned to different transformation matrices, and the tasks of the original matrix are shared. Finally, the two transformation matrices jointly project the corresponding features into the classification space to obtain the final unified classification result, so that the features obtained from both the row and column spaces serve for the final classification.

3.2. Solution to the Optimization Problem

There are two unknown variables in the optimization problem eq. (9), which cannot be directly optimized. In order to obtain the optimal solution of the proposed algorithm, an iterative method is used to solve the optimization problem in this subsection. When we update one variable, we fix another one. Here, the optimization method of eq. (9) with respect to $W_1$ and $W_2$ is presented as follows:

When fixing $W_2$, we can obtain:

$$W_1 = (Y(XZ)^T - W_2 LX(XZ)^T)T_1$$  \hspace{1cm} (10)

When fixing $W_1$, we can obtain:

$$W_2 = (Y(LX)^T - W_1 XZ(LX)^T)T_2$$  \hspace{1cm} (11)

where $T_1 = (XZ(XZ)^T + \lambda_3 I)^{-1}$, $T_2 = (LX(LX)^T + \lambda_4 I)^{-1}$. The two features $XZ$ and $LZ$ are obtained from LatLRR. In order to speed up the calculation process, items $T_1$ and $T_2$ are unrelated to $W_1$ and $W_2$ which can be pre-calculated and used as a fixed item in the iterative process.
In summary, the process of our method is summarized in Algorithm 1.

**Algorithm 1:** The proposed model

**Input:** Training samples matrix $X$; binary label matrix $Y$; parameters $\lambda_3$, $\lambda_4$

**Initialization:** $W_1 = 0$, $W_2 = 0$, applying LatLRR method to get the principal feature $XZ$ and the salient feature $LX$

1. Precalculating $T_1 = (XZ(XZ)^T + \lambda_3 I)^{-1}$, $T_2 = (LX(LX)^T + \lambda_4 I)^{-1}$;
2. **While** not converged do
   3. **Update** $W_1$ using eq.(10)
   4. **Update** $W_2$ using eq.(11)
5. **End while

**Output:** transformation matrices $W_1$ and $W_2$

3.3. **Classification**

In order to classify a testing sample $x_t \in \mathbb{R}^{m \times 1}$, there are three steps with our method: first, using LatLRR to extract features. When problem eq.(7) is solved, we obtain the matrices $L$ and $Z$. For the matrix $L$, we can directly obtain the salient feature $Lx_t$ of testing sample. For the matrix $Z$, we use the low rank projection method (33) to obtain the projection matrix $P$ that extracts the principal features of the testing sample $x_t$.

$$\min_P \|P\|_* \quad s.t. PX = XZ$$  \hspace{1cm} (12)
By solving the above equation, a low rank projection matrix $P$ is obtained. The salient feature $Lx_t$ and the principal feature $Px_t$ of the test sample $x_t$ are thus obtained.

Second, we use these two features to directly apply $W_1$ and $W_2$ to get the projection result $W_1 Px_t + W_2 Lx_t$ of the test sample $x_t$.

Finally, we apply the nearest neighbor (NN) classifier to classify the projection result. For other classifiers, the results may be improved but is more involved. We leave it as a future work.

4. Experimental Results and Analysis

In this section, we compare the proposed method with several regression based methods and representation based methods on three widely used face databases and object database to validate the effectiveness. For regression based methods, DSLR ([20]), ReLSR ([23]), GReLSR ([24]), RLR ([26]), RLSL ([29]), and DRR ([30]) are utilized for comparison. For representation based methods, SRC ([34]) is based on sparse representation, CRC ([35]) and proCRC ([36]) are based on collaborative representation, and LatLRR ([32]) as well as SALPL ([37]) is based on low-rank representation. And for dictionary learning method, LCKSVD ([38]) and RA-DPL ([39]) are used in our experiments. For each group of experiments in different database, all the methods are repeated 20 times and samples are divided randomly into training set and test set. Then the mean accuracies are reported for comparison.
4.1. Experiments on Face Databases

Four face databases, i.e., the AR database ([40]), the Labeled Faces in the Wild (LFW) database ([41]), and the CMU Pose, Illumination, and Expression (CMU PIE) database ([42]) are adopted to evaluate different classification methods. Some samples in these databases are shown in Fig. 2. Detailed information about these three face databases is presented as follows:

(1) The AR face database

The original AR database contains over 4,000 color images corresponding to 126 people’s faces (70 men and 56 women) with different facial expressions, illumination conditions, and occlusions (sun glasses and scarf) ([40]). We choose a subset which contains 3120 images of 120 people in the experiment.
Each class has 26 images which were resized to $50 \times 40$ in advance. We randomly select 5, 8, 10, 12, 15 images from each class as the training set while others as the test set. All the compared methods are repeated 20 times and the mean values of classification accuracies are reported in Table 1.

Note that the bold numbers mean the best classification. We can see that our method is better than most of comparison methods when the number of selected training samples is small. When we further increase the training set, our method achieves the highest classification effect. These means that when the number of training sample of each class is small on the AR dataset, the classification information contained in the extracted low rank features is not enough. When the number increases, the extracted features are more robust, and our method also obtains the highest accuracies.

Table 1: Classification accuracies (%) of different methods on the AR database

| Alg.       | 5    | 8    | 10   | 12   | 15   |
|------------|------|------|------|------|------|
| SRC        | 92.75| 96.39| 97.34| 98.19| 98.87|
| CRC        | 92.21| 95.85| 96.85| 97.87| 98.47|
| proCRC     | 91.38| 95.25| 96.19| 96.06| 97.87|
| SALPL      | 91.61| 96.21| 97.36| 98.11| 98.84|
| LatLRR     | 66.95| 79.80| 84.66| 88.76| 92.30|
| LCKSVD     | 91.07| 95.24| 96.72| 97.76| 98.33|
| RA-DPL     | 89.65| 95.23| 96.51| 97.49| 98.00|
| DLSR       | 93.27| 96.71| 97.93| 98.38| 98.99|
| ReLSR      | 93.11| 96.95| 97.71| 98.19| 98.71|
| GReLSR     | 92.08| 95.61| 96.75| 97.50| 98.11|
| RLR        | **94.60**| 96.73| 97.62| 98.25| 98.61|
| RLSL       | 92.34| **97.45**| 97.70| 98.39| 98.86|
| DRR        | 94.03| 96.32| 96.78| 97.07| 98.06|
| Our method | 94.29| 97.25| **98.12**| **98.54**| **99.03**|

(2) The LFW face database
This database is designed for studying the problem of unconstrained face recognition. There are more than 13,000 faces images of 5749 people that are collected from the web in the original LFW face database ([41]). A subset of original LFW database was adopted in our experiments, which contains 1251 images of 86 categories ([43]). Each class has 11-20 images which are cropped and resized to $32 \times 32$ pixels. We randomly select 2, 4, 6, 7, 8 images from each person and the rest for testing. All the compared methods are also repeated 20 times to obtain the mean values. The experimental results are shown in Table 2.

Table 2: Classification accuracies (%) of different methods on the LFW database

| Alg.     | 2   | 4   | 6   | 7   | 8   |
|----------|-----|-----|-----|-----|-----|
| SRC      | 21.30 | 31.06 | 37.00 | 39.58 | 41.95 |
| CRC      | 22.34 | 30.42 | 36.56 | 37.40 | 39.55 |
| proCRC   | 22.97 | 30.49 | 35.41 | 37.32 | 40.05 |
| SALPL    | 17.87 | 26.85 | 33.33 | 35.53 | 37.58 |
| LatLRR   | 15.20 | 20.65 | 23.28 | 24.24 | 24.96 |
| LCKSVD   | 19.30 | 25.51 | 30.18 | 32.94 | 33.41 |
| RA-DPL   | 19.49 | 27.25 | 32.27 | 33.68 | 35.26 |
| DLSR     | 20.18 | 28.97 | 34.84 | 37.43 | 39.65 |
| ReLSR    | 18.58 | 28.84 | 35.15 | 37.23 | 39.28 |
| GReLSR   | 19.38 | 28.27 | 36.46 | 38.38 | 40.60 |
| RLR      | 17.38 | 28.56 | 36.37 | 38.35 | 39.39 |
| RLSL     | 22.34 | 32.97 | 38.91 | 41.60 | 43.69 |
| DRR      | 20.38 | 28.09 | 32.17 | 33.60 | 35.03 |
| Our method | **23.67** | **33.80** | **40.37** | **42.16** | **44.86** |

Obviously, on the LFW dataset, our method has achieved the best results regardless of the dataset size. Especially on the basis of the two features extracted by LatLRR, it is obvious that the classification accuracy obtained by using the two transformation matrices to process the feature information
separately is greatly improved. And our method accuracy is about at least five percentages higher than the two methods that only use the features obtained from one angle, which just shows the effect of the sample relationship information contained in this data set on the classification (As mentioned above, the feature $X_{Z}$ extracted by LatLRR exactly contains this type of information).

Compared to other regression-based methods, our method also achieves the highest classification accuracy. The difficulty in classifying samples of the LFW database is that they are acquired under different conditions, and contain many complicated scene pose and device difference information. It greatly increases the difficulty of classification, and as such, the sample contains a large amount of redundant information. The reason why our proposed method performs well on this data set is that the feature extraction method processes this redundant information and also separates the complex information. At the same time, the two transformation matrices introduced also share the responsibility of a single matrix in this case. Moreover, LatLRR not only extracts the common features of the same class samples, but also contains information that is common to all samples and not related to the classification. Our method uses the label information and the transformation matrix to filter these features, and only selects features that are useful for classification, thus the transformed results is robust to some extent.

(2) The CMU PIE face database

CMU PIE database contains 41368 images of 68 people under 13 different poses, 43 different illumination conditions, and with 4 different expressions. We choose a subset of this database which contains 11554 images under five
frontal pose, all the illustration and all the expression ([12]). There are 170 images for each person, and the size of each image is $32 \times 32$ pixels after images are resized. For this database, we randomly select 5, 10, 20, 25, 30 images from each category and the rest of samples for testing.

Table 3: Classification accuracies (%) of different methods on the CMU PIE database

| Alg.       | 5   | 10  | 20  | 25  | 35  |
|------------|-----|-----|-----|-----|-----|
| SRC        | 72.77 | 86.74 | 93.52 | 94.78 | 96.02 |
| CRC        | 73.05 | 86.07 | 92.89 | 94.20 | 94.69 |
| proCRC     | 76.72 | 88.65 | 94.12 | 94.99 | 95.72 |
| SALPL      | 73.14 | 86.84 | 91.04 | 92.43 | 93.53 |
| LatLRR     | 35.02 | 53.60 | 74.88 | 80.44 | 87.47 |
| LC3SVD     | 69.24 | 82.69 | 91.21 | 93.10 | 94.81 |
| RA-DPL     | 72.35 | 85.85 | 92.33 | 94.09 | 95.39 |
| DLSR       | 76.14 | 88.12 | 93.71 | 94.55 | 95.74 |
| ReLSR      | 76.12 | 88.07 | 93.45 | 94.57 | 95.67 |
| GRreLSR    | 75.94 | 87.57 | 93.07 | 94.27 | 95.39 |
| RLR        | 81.10 | 89.95 | 93.84 | 94.57 | 95.50 |
| RLSL       | 78.78 | 87.29 | 93.65 | 94.93 | 96.33 |
| DRR        | 75.80 | 87.44 | 93.15 | 95.04 | 95.59 |
| Our method | 76.36 | 88.97 | **94.48** | **95.37** | **96.43** |

All methods were repeated 20 times and the average accuracy was shown in Table 3. Similar to the AR dataset, our method is less accurate than a few methods such as RLR and DRR when the training set is small, but as the training set increases, our accuracy rate becomes the highest. This also shows that our method requires a sufficient number of training samples to obtain enough generalized features on data sets like CMU PIE and AR. If the training sample is insufficient, it may result in the extracted features being only applicable to a small number of training samples, but has no representative in the other block of samples.
Moreover, it’s worth noting that on this dataset, our approach is always better than the method of using only the salient features in the classification stage. As a supervised improvement algorithm for LatLRR, SALPL performs much better than LatLRR on small training sample datasets. We introduce two transformation matrices to process row and column spatial information separately, and the classification accuracy is improved.

4.2. Experiments on Object Databases

In this subsection, all the classification methods are compared on the Columbia Object Image Library (COIL20) database ([44]). Fig. 3 lists some samples in the COIL20 database. The experimental results are given as follows:

The COIL20 dataset is a collection of images of 20 objects taken from different angles. There are 72 images per object. The data set contains two subsets. The first group contains images of five objects that contain both the object and the background. The second group contains images for all of the objects in which the background has been discarded ([44]). In our experiments, the latter subset is used for comparing different methods. And each image in the subset is resized to $32 \times 32$ pixels. Similarly, we randomly select 5, 10, 15, 20, 25 images from each category and the remainder for
testing.

All methods were repeated 20 times on the COIL20 data set, and the average classification accuracies are shown in Table 4.

It can be known from the experimental results that the proposed method performs better than other methods under different training set sizes. Another interesting finding is that the low-rank based method performs well on this dataset, even though the accuracy of LatLRR is better than some methods based on linear regression in some cases. The reason may be that each class of the COIL data set is a set of different objects at different angles, and the same type has a high correlation, so the low rank based method performs well on this data set.

| Alg.   | 5    | 10   | 15   | 20   | 25   |
|--------|------|------|------|------|------|
| SRC    | 79.64| 88.87| 91.89| 94.79| 96.02|
| CRC    | 82.50| 89.53| 92.79| 94.33| 95.31|
| proCRC | 82.88| 91.38| 94.54| 96.21| 97.16|
| SALPL  | 84.66| 92.65| 95.84| 97.43| 98.18|
| LatLRR | 82.93| 91.04| 94.12| 96.31| 97.69|
| LCKSVD | 79.34| 88.70| 92.39| 94.00| 94.27|
| RA-DPL | 82.36| 90.56| 92.54| 94.95| 95.78|
| DLSR   | 85.86| 93.84| 96.94| 98.07| 98.35|
| ReLSR  | 84.44| 91.81| 95.10| 96.22| 97.43|
| GReLSR | 85.97| 93.81| 96.03| 97.28| 98.38|
| RLR    | 86.04| 92.35| 95.15| 96.81| 97.47|
| RLSL   | 85.46| 93.88| 96.20| 97.10| 97.76|
| DRR    | 86.87| 90.81| 93.85| 95.67| 96.17|
| Our method | **86.34** | **94.34** | **97.19** | **98.17** | **98.59** |
Table 5: Classification accuracies (%) of different number of features and transformation matrices

| different cases          | AR         | LFW        |
|-------------------------|------------|------------|
|                         | 5 8 10 12 15 | 2 4 6 7 8 |
| \(y - w_2lx\)           | 93.77 96.87 97.97 98.52 99.01 | 20.48 30.25 35.24 37.04 38.82 |
| \(y - w(xz + lx)\)      | 93.67 97.00 98.05 98.53 99.05 | 21.23 31.79 38.71 40.72 43.28 |
| \(y - w_1xz - w_2lx\)   | 94.29 97.25 98.12 98.54 99.03 | 23.67 33.80 40.37 42.16 44.86 |

4.3. Experiments with Different Number of Features and Transformation Matrices

In our method we use two parameters and two corresponding transformation matrices to accomplish the classification task together. To illustrate the role of the two parameters and matrices, in this section, we use different number of features and transformation matrices on different data sets and compare them to our proposed method. In the first case, only one salient feature \(lx\) and the corresponding transformation matrix \(w_2\) are used, and \(y - w_2lx\) in Table 5 represents this case. And in the second case, two features, i.e., \(xz\) and \(lx\), are used but only one transformation matrix \(w\) is used to process them, which is denoted by \(y - w(xz + lx)\) in Table 3. The last one is our method, which uses two features and corresponding transformation matrices, indicated by \(y - w_1xz - w_2lx\). The final experimental results are shown in Table 5.

From Table 5 we can see that whether using only one feature or using
two features but only one transformation matrix, the accuracy rate is in most cases less than the two corresponding matrices we use. This difference is more prominent in the case of more complex sample conditions. It can be seen that using only one significant feature on the LFW dataset has a greater impact on the accuracy of the result than only one transformation matrix. This is because the sampling conditions of the LFW dataset are complex, and the classification lacks guidance of the inter-sample relationship information contained in the main features, resulting in classification errors. On the COIL20 dataset, it can be seen that when the number of training samples is 5, the accuracy rate is the highest when only one significant feature is used, but the accuracy of using the two features is worse. It is due to the fact that when the training samples are small, the principal features do not have good access to the inter-sample correlation information, thus adversely affect the final accuracy. In the AR dataset, the difference between several cases is very small. The experimental result is due to the subset of AR datasets used in the experiment, which is 50×40. Due to the high dimensionality, the sample contains sufficient structural information. In addition, as can also be seen from Fig2(a), the samples in the AR data set do not have too much complicated information except for the scarf and sunglasses occlusion. In this case, even a single conversion matrix can give a good result.

4.4. Parameter Sensitivity and Selection

There are four parameters that affect the experimental results, which are the parameters $\lambda_1$ and $\lambda_2$ used to balance the importance of the two features extracted by LatLRR, and the parameters $\lambda_3$ and $\lambda_4$ used to avoid the trivial solution of the two transformation matrices in our method. These
four parameters are meaningful for learning the appropriate transformation matrices and getting projection results that contribute to the classification.

In order to adjust these four parameters, we set a parameter candidate set to \{1e^{-5}, 5e^{-5}, 1e^{-4}, 5e^{-4}, ..., 5e^{2}, 1e^{3}\}, and apply different combinations of parameters to the algorithm. The adjustments of \(\lambda_1\), \(\lambda_2\) and \(\lambda_3\), \(\lambda_4\) are done separately. In the preprocessing stage of LatLRR, various combinations of \(\lambda_1\) and \(\lambda_2\) are applied to the feature extraction algorithm ([32]). After obtaining \(\lambda_1\) and \(\lambda_2\), their values are fixed. Then \(\lambda_3\) and \(\lambda_4\) are adjusted, and the the relationships of the classification accuracy and the two parameters on the LFW and COIL20 databases in Fig.4.

From Fig.4, we can find that the classification accuracy changes differently on the different datasets, which means that the extracted principal features and salient features contribute differently to the classification on different...
data sets. It can be observed that the proposed method obtains satisfactory
effect when $\lambda_3$ and $\lambda_4$ respectively locate in the range of $[5e^{-2}, 1e^0]$ and
$[1e^{-3}, 1e^{-1}]$ on the datasets given in Fig.4. Through tuning $\lambda_3$ and $\lambda_4$, the
optimal combination of them can be found.

From above separate adjustments of $\lambda_1$, $\lambda_2$ and $\lambda_3$, $\lambda_4$, thus the optimal
combination of the four parameters can be obtained, and it is used as a
parameter to calculate 20 times on the given database, and the average clas-
sification accuracy is taken for comparison.

4.5. Convergence Study

We plot the curves of objective function values and classification accuracies on the used datasets in our paper with respect to the number of iterations
in Fig.5. The objective function value is calculated by $\frac{1}{2} \|Y - W_1XZ - W_2LX\|_F^2 + \frac{\lambda_3}{2} \|W_1\|_F^2 + \frac{\lambda_4}{2} \|W_2\|_F^2$. It is obvious that the objective value monotonically
decreases as the number of iterations increases, and gradually reaches a sta-
ble value. We can also see that the optimization algorithm converges fast
within a few iterations. Our method can find the local optimal value quickly.
The curve of the classification accuracies in Fig.5 shows that the accuracy
rate obtains stable values as the number of iterations increases, which also
illustrates the convergence of our method from another perspective.

5. Conclusions and Discussions

This paper proposes a new method of a double transformation matrices
learning based on low rank features. Different from other methods that use
a single transformation matrix to process the original sample, the proposed
Figure 5: Objective function value and classification accuracy (%) versus the number of iterations of the proposed method on the (a) AR (b) CMU PIE (c) LFW (d) COIL datasets, in which 10, 35, 8 and 25 samples of each class are randomly selected as the training samples, respectively.
method uses double transformation matrices to process the low-rank features extracted from the original sample data. The above observation results show that the optimization algorithm of solve the information redundancy problem of samples. The two features obtained by feature extraction respectively contain the salient features of the sample and the relationship between samples, and then our method uses two transformation matrices to jointly project them onto the same label space, so that both features serve for the final classification. Our method exhibits the role of multiple features in the same classification task, and reduces the pressure on the transformation matrix in regression tasks. In our experiments, especially under more complex sample conditions, our experimental results demonstrate the effectiveness of the proposed method. However, we note that our method does not perform well in the case of insufficient training samples. This is because when the training samples are small, the features obtained by low-rank feature extraction may not be applicable to all samples. Moreover, due to the low-rank features need to be extracted first, the amount of calculation at this step makes the classification slower than some methods. So the subsequent work plan is to try other feature extraction schemes. And the feature extraction and regression processes are separated from each other. The method may fall into a local optimum instead of a global optimum, therefore it is necessary to find global optimal solution of the problem in the future.

Acknowledgments

This work is supported by the National Natural Science Foundation of China under Grant Nos. 61672265, U1836218, the 111 Project of Ministry
of Education of China under Grant No. B12018.

References

[1] Y.-J. Zheng, J.-Y. Yang, J. Yang, X.-J. Wu, Z. Jin, Nearest neighbour line nonparametric discriminant analysis for feature extraction, Electronics Letters 42 (12) (2006) 679–680.

[2] Y.-j. Zheng, J. Yang, J.-y. Yang, X.-j. Wu, A reformatory kernel fisher discriminant algorithm and its application to face recognition, Neurocomputing 69 (13-15) (2006) 1806–1810.

[3] X.-J. Wu, J. Kittler, J.-Y. Yang, M. Kieron, S. Wang, A new direct lda (d-lda) algorithm for feature extraction in face recognition, in: Proceedings of the 17th International Conference on Pattern Recognition, 2004. ICPR 2004., Vol. 4, IEEE, 2004, pp. 545–548.

[4] X. Luo, Z. Zhang, X. Wu, A novel algorithm of remote sensing image fusion based on shift-invariant shearlet transform and regional selection, AEU-International Journal of Electronics and Communications 70 (2) (2016) 186–197.

[5] X. Luo, Z. Zhang, B. Zhang, X.-J. Wu, Image fusion with contextual statistical similarity and nonsubsampled shearlet transform, IEEE Sensors Journal 17 (6) (2017) 1760–1771.

[6] H. Li, X.-J. Wu, Multi-focus image fusion using dictionary learning and low-rank representation, in: International Conference on Image and Graphics, Springer, Cham, 2017, pp. 675–686.
[7] H. Li, X.-J. Wu, T. Durrani, Nestfuse: An infrared and visible image fusion architecture based on nest connection and spatial/channel attention models, IEEE Transactions on Instrumentation and Measurement 69 (12) (2020) 9645–9656.

[8] C. Li, W. Yuan, A. Bovik, X. Wu, No-reference blur index using blur comparisons, Electronics letters 47 (17) (2011) 962–963.

[9] S.-G. Chen, X.-J. Wu, A new fuzzy twin support vector machine for pattern classification, International Journal of Machine Learning and Cybernetics 9 (9) (2018) 1553–1564.

[10] J. Sun, C. Li, X.-J. Wu, V. Palade, W. Fang, An effective method of weld defect detection and classification based on machine vision, IEEE Transactions on Industrial Informatics 15 (12) (2019) 6322–6333.

[11] M. Wang, S. Wang, X.-J. Wu, Initial results on fuzzy morphological associative memmories, Journal of Electronics 31 (005) (2003) 690–693.

[12] J. Sun, W. Fang, X.-J. Wu, Quantum-behaved particle swarm optimization: principle and applications (2011).

[13] D. Kim, M. Gales, Noisy constrained maximum-likelihood linear regression for noise-robust speech recognition, IEEE Transactions on Audio, Speech, and Language Processing 19 (2011) 315–325.

[14] D. Huang, R. Cabral, F. D. Torre, Robust regression, IEEE Transactions on Pattern Analysis and Machine Intelligence 38 (2016) 363–375.
[15] T. Strutz, Data Fitting and Uncertainty (A practical introduction to weighted least squares and beyond), Vieweg and Teubner, 2010.

[16] S. Wold, A. Ruhe, H. Wold, W. J. Dunn, III, The collinearity problem in linear regression, the partial least squares (pls) approach to generalized inverse, J. Sci. Stat. Comput. 5 (1984) 735–743.

[17] J. Gao, D. Shi, X. Liu, Significant vector learning to construct sparse kernel regression models, Neural Networks the Official Journal of the International Neural Network Society 20 (2007) 791–798.

[18] J. Gui, Z. Sun, S. Ji, D. Tao, T. Tan, Feature selection based on structured sparsity: A comprehensive study, IEEE Transactions on Neural Networks and Learning Systems 28 (7) (2017) 1490–1507.

[19] Z. Chen, X.-J. Wu, H.-F. Yin, J. Kittler, Noise-robust dictionary learning with slack block-diagonal structure for face recognition, Pattern Recognition 100 (2020) 107118.

[20] S. Xiang, F. Nie, G. Meng, C. Pan, C. Zhang, Discriminative least squares regression for multiclass classification and feature selection, IEEE Transactions on Neural Networks and Learning Systems 23 (2012) 1738–1754.

[21] L. Wang, X. Zhang, C. Pan, Msdlsr: Margin scalable discriminative least squares regression for multicategory classification, IEEE Transactions on Neural Networks and Learning Systems 27 (12) (2016) 2711–2717.

[22] Z. Chen, X.-J. Wu, J. Kittler, Low-rank discriminative least squares regression for image classification, Signal Processing 173 (2020) 107485.
[23] X. Zhang, L. Wang, S. Xiang, C. Liu, Retargeted least squares regression algorithm, IEEE Transactions on Neural Networks and Learning Systems 26 (2015) 2206–2213.

[24] L. Wang, C. Pan, Groupwise retargeted least-squares regression, IEEE Transactions on Neural Networks and Learning Systems 29 (2018) 1352–1358.

[25] X. Hui, S. Chen, Q. Yang, Discriminatively regularized least-squares classification, Pattern Recognition 42 (1) 93–104.

[26] X. Fang, Y. Xu, X. Li, Z. Lai, W. K. Wong, B. Fang, Regularized label relaxation linear regression, IEEE Transactions on Neural Networks and Learning Systems 29 (2018) 1006–1018.

[27] P. Zhou, C. Fang, Z. Lin, C. Zhang, E. Chang, Dictionary learning with structured noise, Neurocomputing 273 (2017).

[28] Z. Chen, X.-J. Wu, J. Kittler, A sparse regularized nuclear norm based matrix regression for face recognition with contiguous occlusion, Pattern Recognition Letters 125 (2019) 494 – 499.

[29] X. Fang, S. Teng, Z. Lai, Z. He, S. Xie, W. K. Wong, Robust latent subspace learning for image classification, IEEE Transactions on Neural Networks and Learning Systems 29 (2018) 2502–2515.

[30] N. Han, J. Wu, X. Fang, W. K. Wong, Y. Xu, J. Yang, X. Li, Double relaxed regression for image classification, IEEE Transactions on Circuits and Systems for Video Technology (2018) 1–1.
[31] G. Liu, Z. Lin, S. Yan, J. Sun, Y. Yu, Y. Ma, Robust recovery of subspace structures by low-rank representation, IEEE Transactions on Pattern Analysis and Machine Intelligence 35 (2013) 171–184.

[32] G. Liu, S. Yan, Latent low-rank representation for subspace segmentation and feature extraction, in: 2011 International Conference on Computer Vision, 2011, pp. 1615–1622.

[33] J. Chen, Z. Yi, Sparse representation for face recognition by discriminative low-rank matrix recovery, Journal of Visual Communication & Image Representation 25 (2014) 763–773.

[34] J. Wright, A. Y. Yang, A. Ganesh, S. S. Sastry, Y. Ma, Robust face recognition via sparse representation, IEEE Transactions on Pattern Analysis and Machine Intelligence 31 (2009) 210–227.

[35] L. Zhang, M. Yang, Xiangchu Feng, Sparse representation or collaborative representation: Which helps face recognition?, in: 2011 International Conference on Computer Vision, 2011, pp. 471–478.

[36] S. Cai, L. Zhang, W. Zuo, X. Feng, A probabilistic collaborative representation based approach for pattern classification, in: 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016, pp. 2950–2959.

[37] X. Fang, N. Han, J. Wu, Y. Xu, J. Yang, W. K. Wong, X. Li, Approximate low-rank projection learning for feature extraction, IEEE Transactions on Neural Networks and Learning Systems 29 (2018) 5228–5241.
[38] Z. Jiang, Z. Lin, L. S. Davis, Label consistent k-svd: Learning a discriminative dictionary for recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence 35 (11) (2013) 2651–2664.

[39] Y. Sun, Z. Zhang, W. Jiang, Z. Zhang, L. Zhang, S. Yan, M. Wang, Discriminative local sparse representation by robust adaptive dictionary pair learning, IEEE Transactions on Neural Networks and Learning Systems (2020) 1–15.

[40] A. Martínez, R. Benavente, The ar face database, Tech. Rep. 24 CVC Technical Report 24 (01 1998).

[41] G. B. Huang, M. Ramesh, T. Berg, E. Learned-Miller, Labeled faces in the wild: A database for studying face recognition in unconstrained environments, Tech. Rep. 07-49, University of Massachusetts, Amherst (October 2007).

[42] T. Sim, S. Baker, M. Bsat, The cmu pose, illumination, and expression database, IEEE Transactions on Pattern Analysis & Machine Intelligence 25 (2003) 1615–1618.

[43] S. Wang, J. Yang, M. Sun, X. Peng, M. Sun, C. Zhou, Sparse tensor discriminant color space for face verification, IEEE Transactions on Neural Networks and Learning Systems 23 (6) (2012) 876–888.

[44] S. A. Nene, S. K. Nayar, H. Murase, Columbia Object Image Library (COIL-20), Technical report CUCS-006-96, 1996.