APPLICATION OF QUOTIENT GRAPH THEORY TO THREE-EDGE STAR GRAPHS
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Abstract. We apply the quotient graph theory described by Band, Berkolaiko, Joyner and Liu to particular graphs symmetric with respect to $S_3$ and $C_3$ symmetry groups. We find the quotient graphs for the three-edge star quantum graph with Neumann boundary conditions at the loose ends and three types of coupling conditions at the central vertex (standard, $\delta$ and preferred-orientation coupling). These quotient graphs are smaller than the original graph and the direct sum of quotient graph Hamiltonians is unitarily equivalent to the original Hamiltonian.
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1. Introduction

Symmetry plays an important role in many branches of physics and mathematics. It can be found in many systems in physics, chemistry or biology, as crystals, molecules, living organisms, or the structure of fundamental laws of nature. Its importance lies in simplifying the tasks; even a very difficult problem can be reduced, using its symmetry, and solved significantly more easily.

The quantum graphs, first used for the description of aromatic molecules in the 1930’s [1] and 1950’s [2], then widely studied since the 1980’s, can serve as a nice example of the importance of symmetry. This model, reasonably simple from a mathematical point of view (set of ordinary differential equations), shows many non-trivial properties and therefore is used as a toy model, e.g. for describing quantum chaos [3-4]. Quantum graphs, however, are not an artificial problem; the Schrödinger equation on a network has applications in describing nanotubes, photonic crystals, etc. The mathematical claims on the properties of this quantum problem, do not need quantum theory to be experimentally verified. Using similar forms of the Schrödinger and telegraph equation, one can model quantum graphs with the so-called microwave graphs – the behavior of a quantum particle is replaced by the propagation of microwaves in coaxial cables [5-6-7-8-9].

E-mail addresses: vljezek@atlas.cz, jiri.lipovsky@uhk.cz
Symmetry allows decomposing complicated graphs with many edges into simpler graphs, for which the term quotient graphs is used. This is useful e.g. for finding the secular equation for the graph eigenvalues or the resonance condition for resolvent resonances. As we show in Section 3, the secular equation is given by the determinant of a square matrix with the number of rows and columns being double the number of graph edges. Hence reducing the number of edges significantly simplifies the computation.

The paper [10] summarized the theory (previously developed in [11, 12]) for constructing quotient graphs using the symmetry groups of the graph. Applications to both combinatorial and quantum graphs are provided in the mentioned paper. Using this construction, one may obtain the quotient graphs, each corresponding to one particular irreducible representation of the symmetry group. There are various utilizations of this theory, it was used for simplifying the graph and computing the secular equation e.g. in [14]. The theory was also applied to the construction of quantum graphs providing GSE (Gaussian Symplectic Ensemble) statistics in [15].

The present paper aims to introduce the quotient graph theory developed in [10] in a compact form and showing its applications in rather simple, but still non-trivial examples. We focus on quantum graphs quotients only, in particular, we chose equilateral star graphs consisting of three edges. Alternating the coupling condition at the central vertex, we can change the symmetry group of the graph. In detail, we show the construction for the $S_3$ group (the symmetry group for standard and $\delta$-coupling), including the construction of the irreducible representations of this group. Introducing a preferred direction in the graph using a special type of coupling first used in [13], one may reduce the group symmetry to $C_3$. Hence the irreducible representations change and instead of two one-dimensional and one two-dimensional representations we obtain three one-dimensional representations.

The present paper is structured as follows. In the next two sections, we give necessary preliminaries needed for stating the theorem of [10] – in Section 2 we introduce the main notions of the group theory, and Section 3 is devoted to quantum graphs. In Section 4 we state the procedure from [10] allowing us to obtain quotients for the quantum graphs. In Section 5 we apply this theory to three-edge graphs. We obtain the representations of the $S_3$ group and find the kernel space needed in the procedure. Using it, we find in Subsections 5.3 and 5.4 the quotient graphs for standard and $\delta$-coupling. Subsection 5.5 is devoted to the example of the graph with preferred-orientation coupling which is symmetric under the $C_3$ group. Finally, we conclude the results in Section 6.

2. Preliminaries about group theory

In this section, we revise necessary notions of the group theory, which allow us to formulate the quotient graph method. We focus mainly on the representation theory for groups. The current paper cannot give a full and detailed description of the field, therefore, we refer the interested reader e.g. to publications [16, 17, 18]. We start with the definition of the group.

**Definition 2.1.** Group $(G, \cdot)$ is a set $G$ with a binary operation “$\cdot$” for which the following properties hold

1. $G$ is closed with respect to “$\cdot$”, i.e. $a \cdot b \in G$ for all $a, b \in G$,
2. the operation “$\cdot$” is associative, i.e. $(a \cdot b) \cdot c = a \cdot (b \cdot c)$ for all $a, b, c \in G$,
3. there exists an identity element $e$ for which $e \cdot a = a \cdot e$ for all $a \in G$, 
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(4) for each \( a \in G \) there exists the inverse element \( a^{-1} \) such that \( a^{-1} \cdot a = a \cdot a^{-1} = e \).

**Definition 2.2.** Two elements \( a, b \in G \) are in the same conjugacy class if there is an element \( g \in G \), such that \( b = g^{-1} \cdot a \cdot g \).

**Definition 2.3.** Let \((G, \ast)\) and \((H, \cdot)\) be two groups. The map \( \varphi : G \to H \) is called a homomorphism from the group \( G \) to \( H \) if it satisfies
\[
\varphi(a \ast b) = \varphi(a) \cdot \varphi(b).
\]
If a homomorphism is bijective, we call it isomorphism. Isomorphism \( \varphi : G \to G \) is called automorphism.

Note that “\( \ast \)” is the group operation in the group \( G \) and “\( \cdot \)” is the group operation in the group \( H \). The homomorphism, therefore, preserves the group operation. In the following text, we will consider finite groups (groups with a finite number of elements).

**Definition 2.4.** Let \( V \) be a vector space. The representation of the group \((G, \ast)\) on \( V \) is a map \( \rho : G \to GL(V) \) such that
\[
\rho(a \ast b) = \rho(a) \cdot \rho(b)
\]
for all \( a, b \in G \). Here \( GL(V) \) is the general linear group of the vector space \( V \), i.e. the group of all automorphisms on \( V \). The dimension of the vector space \( V \) is called the dimension of the representation or its degree. The space \( V \) is called the carrier space of the representation.

Let us briefly comment on the previous definition. The elements of the linear group \( GL(V) \) can be viewed as square matrices; the corresponding group operation is matrix multiplication. This allows us to obtain an equivalent group to \((G, \ast)\), where the elements of the new group are square \( d \times d \) matrices and the group operation is the matrix multiplication; here, \( d \) is the dimension of the representation.

**Definition 2.5.** Let \((G, \ast)\) be a group and \( \rho \) be its representation. A linear subspace \( W \subset V \) is called \( G \)-invariant if \( \rho(a) \cdot w \in W \) for all \( a \in G \) and all \( w \in W \). Here, “\( \cdot \)” is matrix multiplication between the matrix \( \rho(a) \) and the finite-dimensional column vector \( w \). If \( V \) contains a subspace \( W \subseteq V \) with the previously mentioned property, we call the representation \( \rho \) reducible. Otherwise, it is called irreducible.

The meaning of the previous definition is that if we find a subspace for which all the matrices \( \rho(a), a \in G \) map this vector subspace to itself, we have a reducible representation. In other words, there exists a similarity transformation of all the matrices \( \rho(a) \) which maps them into matrices of the block type \[
\begin{pmatrix}
D^W & D^{WW'} \\
0 & D^{W'}
\end{pmatrix}
\]
Moreover, if the block \( D^{WW'} = 0 \), the representation is called decomposable, as the next definition states.

**Definition 2.6.** The representation \( \rho \) is called decomposable if there is a basis in which the matrices \( \rho(a) \) are of block diagonal form. Then the subspace \( W \subset V \) is called the reducing subspace.

Each decomposable representation can therefore be written as a direct sum of two (or more) irreducible representations, each of them given by the matrices in blocks.
**Definition 2.7.** Let $V$ be a finite dimensional vector space over a field $T$, $(G, \ast)$ a group and $\rho$ a representation of $(G, \ast)$ on $V$. Then the function $\chi_\rho : G \to T$ defined as

$$\chi_\rho(a) = \operatorname{Tr}(\rho(a))$$

for each $a \in G$ is called a character of the representation $\rho$. Here, the symbol $\operatorname{Tr}$ denotes the trace of a matrix. By $\chi_\rho(a)$ we mean the character of the element $a$ in the representation $\rho$.

**Proposition 2.8.** The characters of the group elements in the same conjugacy class are the same.

**Proof.** Clearly, using the properties of the trace, we have

$$\operatorname{Tr}(g^{-1} \cdot a \cdot g) = \operatorname{Tr}(a)$$

which proves the claim. □

**Definition 2.9.** Let $|G|$ be the number of elements of the group $G$. For characters $\chi_{\rho_1}$, $\chi_{\rho_2}$ of two representations $\rho_1$, $\rho_2$ we define the inner product as

$$\langle \chi_{\rho_1}, \chi_{\rho_2} \rangle := \frac{1}{|G|} \sum_{a \in G} \chi_{\rho_1}(a)\chi_{\rho_2}(a).$$

We state the following proposition, the proof can be found, e.g. in [16].

**Proposition 2.10.** The following properties of the inner product hold.

i) The representation $\rho$ is irreducible if and only if its character $\chi_{\rho}$ satisfies

$$\langle \chi_{\rho}, \chi_{\rho} \rangle = 1.$$

ii) Let $V_j$, $j = 1, \ldots, k$ be the vector spaces associated with the irreducible representations $\rho_j$ and $V$ be the vector space associated with the reducible representation $\pi$ of the group $(G, \cdot)$. Let $V \cong V_1^{\oplus \alpha_1} \oplus V_2^{\oplus \alpha_2} \oplus \cdots \oplus V_k^{\oplus \alpha_k}$ (the sign $\cong$ denotes isomorphism, $\oplus$ denotes the direct sum, and $V_1^{\oplus \alpha_1}$ means $\alpha_1$ copies of the vector space $V_1$). Then the multiplicity $\alpha_j$ of the irreducible representation $\rho_j$ in $\pi$ is given by

$$\alpha_j = \langle \chi_\pi, \chi_{\rho_j} \rangle.$$ 

**Definition 2.11.** Let $(G, \ast)$ be a group with the identity element $e$ and let $S$ be a set. Then the (left) action of $G$ on $S$ is the operation $\circ : G \times S \to S$ satisfying the following three axioms

a) $g \circ s \in S$ for all $s \in S$ and $g \in G$,

b) $e \circ s = s$ for all $s \in S$,

c) $g_1 \circ (g_2 \circ s) = (g_1 \ast g_2) \circ s$ for all $s \in S$ and $g_1, g_2 \in G$.

In the following text, we will, with small abuse of notation, denote the group action by the same symbol “$\ast$” as the group multiplication.

### 3. Preliminaries about quantum graphs

We briefly introduce the usual description of quantum graphs. For more details, we refer the reader to the publications [19, 20].

Let us consider a metric graph consisting of $|V|$ vertices and $|E|$ edges $e_j$ of finite lengths $\ell_j$, $j = 1, \ldots, |E|$ that connect two vertices. The vertex set is denoted by $V$ and the edge set by $E$. We consider the Hilbert space $\mathcal{H} = \bigoplus_{j=1}^{|E|} L^2(e_j)$. In this Hilbert space...
space we define a second-order differential operator $H$ acting as $H = -\frac{d^2}{dx^2}$ with the
domain consisting of the functions with edge components in the Sobolev space $W^{2,2}(e_j)$
satisfying the coupling conditions at each vertex $x_s \in V$ with the degree (valency) $d_s$.

$$A_s \Psi_s + B_s \Psi'_s = 0, \quad (3.1)$$

where $A_s$ and $B_s$ are $d_s \times d_s$ matrices satisfying $A_s \cdot B_s^\dagger = B_s \cdot A_s^\dagger$ ($\dagger$ denotes the hermitian
conjugation) and the joined rectangular matrix $(A_s, B_s)$ has maximal rank. The vector
$\Psi_s$ is the vector of the limiting values of functions at the vertex $x_s$ from the edges
incident to this vertex and $\Psi'_s$ is a similarly defined vector of outgoing derivatives.

The coupling on the whole graph can be described by the $2|E| \times 2|E|$ matrices $A$ and
$B$ that can be obtained from block matrices consisting of $A_s$ and $B_s$, respectively, after
a transformation that interchanges rows and columns. The coupling conditions (3.1)
can be written in one equation

$$A \Psi + B \Psi' = 0. \quad (3.2)$$

Here, the vectors are

$$\Psi = (f_1(0), f_1(\ell_1), f_2(0), f_2(\ell_2), \ldots, f_{|E|}(\ell_{|E|}))^T,$$

$$\Psi' = (f'_1(0), -f'_1(\ell_1), f'_2(0), -f'_2(\ell_2), \ldots, -f'_{|E|}(\ell_{|E|}))^T,$$

where $f_j$ are the components of the wavefunction on the edges of the graph.

The operator defined in the above manner is the Hamiltonian of a quantum particle
on the graph in the set of units with $\hbar^2/2m = 1$ which moves freely on the graph edges and
interacts only at the vertices. The properties of the matrices $A_s$ and $B_s$ ensure that
the Hamiltonian is self-adjoint. Similarly, the matrices $A$ and $B$ satisfy $A \cdot B^\dagger = B \cdot A^\dagger$
and the maximal-rank condition. There is an alternative description of the coupling
conditions using a unitary matrix $U$ (unitarity means the condition $U \cdot U^\dagger = U^\dagger U = I$,
where $I$ is an identity matrix). Since the whole equation (3.2) can be multiplied by
a regular square matrix from the left without changing the coupling condition, one can
choose $A = C(U - I)$, $B = iC(U + I)$ with $C$ being a regular $2|E| \times 2|E|$ square matrix.
Unitarity of $U$ results in satisfying the conditions on $A$ and $B$ and the Hamiltonian is
therefore self-adjoint.

From the mathematical point of view, a quantum graph is a set of ordinary differen-
tial equations (ODE) coupled by vertex conditions. When finding the spectrum of
the graph, one has to solve the eigenvalue equation $-f''_j(x) = k^2 f_j(x)$ at each edge
of the graph. It follows from the ODE theory that the solutions $f_j$ can be found in
the form $f_j(x) = a_j \sin(kx) + b_j \cos(kx)$. Thus the energies $k^2$ can be found when
one substitutes the above form of the wavefunctions into the coupling condition (3.2),
and constructs the secular equation given by vanishing the determinant of the matrix
multiplying the vector of coefficients $(a_1, b_1, \ldots, a_{|E|}, b_{|E|})^T$.

4. Quotient graph theory

The procedure for obtaining the quotient graphs from the original quantum graph
was described in [10]. We briefly describe its main concepts; for the proof and more
insight, we refer to the mentioned publication.

First, we introduce the Kronecker product.
Definition 4.1. The Kronecker product of two matrices $C$ ($m \times n$ matrix) and $D$ ($p \times q$ matrix) is a $mp \times nq$ matrix given by

$$C \otimes D := \begin{pmatrix} c_{11}D & c_{12}D & \ldots & c_{1n}D \\ c_{21}D & c_{22}D & \ldots & c_{2n}D \\ \vdots & \vdots & \ddots & \vdots \\ c_{m1}D & c_{m2}D & \ldots & c_{mn}D \end{pmatrix},$$

where $c_{ij}, i = 1, \ldots, m, j = 1, \ldots, n$ are the entries of the matrix $C$. In the above equation there are denoted the $p \times q$ blocks of the resulting matrix.

Secondly, we introduce the notion of a $\pi$-symmetric graph. Let us consider a quantum graph $\Gamma$ with finitely many finite edges $e_j$. Let $(G, \ast)$ be the symmetry group of the graph $\Gamma$ which maps each edge $e_j$ to another edge $g \ast e_j$, where “$\ast$” now denotes the group action on a set. The edge $g \ast e_j$ may or may not be the same one, however, we assume that $G$ does not map any edge to its reverse. In that case, we would introduce a vertex with the standard condition in the middle of this edge and thus dividing it into two.

Definition 4.2. Let $\pi : G \to GL(\mathbb{C}^{|E|})$ be a representation of a group $(G, \ast)$ such that for each $g \in G$ the matrix $\pi(g)$ is a permutation matrix. The graph $\Gamma$ is $\pi$-symmetric if the following two conditions hold

(1) For each $g \in G$ and each $j = 1, \ldots, |E|$ and the index $i$ given by $e_i = g \ast e_j$, the condition $\ell_j = \ell_i$ holds.

(2) The coupling condition (3.2) for the coupling matrices $A$ and $B$ is satisfied iff this coupling condition is satisfied for each $g \in G$ for the coupling matrices $A \cdot \hat{\pi}(g)$ and $B \cdot \hat{\pi}(g)$ (dot denotes matrix multiplication), where $\hat{\pi}(g) = \pi(g) \otimes I_2$ (here $I_2$ denotes the $2 \times 2$ identity matrix).

The previous definition allows us to define the action $\pi(g)$ on the vector of edge components of the function $f \in W_2^2(\Gamma)$ as

$$\pi(g) \begin{pmatrix} f_{e_1} \\ f_{e_2} \\ \vdots \\ f_{{e}_{|E|}} \end{pmatrix} = \begin{pmatrix} f_{g^{-1} \ast e_1} \\ f_{g^{-1} \ast e_2} \\ \vdots \\ f_{g^{-1} \ast e_{|E|}} \end{pmatrix}.$$  \hfill (4.1)

The following definition of the kernel space will be useful for defining the quotient graph.

Definition 4.3. Let $\Gamma$ be a graph with the symmetry given by the symmetry group $(G, \ast)$, let $\pi$ be the permutation representation defined by (4.1) and let $\rho$ be an irreducible representation of $G$ with the dimension $r$. Then the kernel space associated with $\rho$ is defined as

$$K_G(\rho, \pi) := \bigcap_{g \in G} \text{Ker} \left[ I_r \otimes \pi(g) - \rho(g)^T \otimes I_{|E|} \right].$$  \hfill (4.2)

Here, $\text{Ker}$ denotes the kernel of the space in the parentheses, $I_r$ and $I_{|E|}$ the $r \times r$ and $|E| \times |E|$ identity matrices, respectively, and $T$ the transpose of a matrix.

The following, slightly technical definition, introduces matrices needed in quotient graph construction.
Definition 4.4. We define the orbits $O_i := \{ e_j \in P : e_j = g \ast e_i \text{ for some } g \in G \}$. Let $e_j$ be the standard basis of vectors in $\mathbb{C}^{|E|}$ (do not confuse with the edges $e_j$). We define the space $X_i$ as the span of $\{ e_j : e_j \in O_i \}$. We define the set $D = \{ e_{j_1}, \ldots, e_{j_{|D|}} \}$, the set of edges so that each $e_{j_i}$ is one representative for each orbit $O_i$, hence $|D|$ is the number of orbits. Let $V_\rho$ denote the carrier space of $\rho$. Then we define the subspaces $K^i_\rho(\rho, \pi) := K_\rho(\rho, \pi) \cap [V_\rho \otimes X_i]$, $i = 1, \ldots, |D|$. Let $d_i := \dim K^i_\rho(\rho, \pi)$. Let $\Theta_i$ be the matrices consisting of columns of vectors in the orthonormal basis of $K^i_\rho(\rho, \pi)$ for $i = 1, \ldots, |D|$. Finally, we define the matrices $\Theta := (\Theta_1, \Theta_2, \ldots, \Theta_{|D|})$ and $\hat{\Theta} := \Theta \otimes I_2$.

Finally, we arrive at the definition of a quotient graph and at the main theorem.

Definition 4.5. Let $\Gamma$ be a finite quantum graph with $|E|$ edges and the coupling conditions (3.2) given by the matrices $A$ and $B$, which has the symmetry given by the group $(G, \ast)$. Then the quotient graph Hamiltonian $H_\rho$ corresponding to irreducible representation $\rho$ contained in the representation $\pi$ of $(G, \ast)$ of dimension $r$ is defined in the following way. It is given by the operator acting as negative second derivative on a graph $\Gamma_\rho$ consisting of the edges $\{ e_{i,j} \}$ with $i \in D$, $j = 1, \ldots, d_i$ of the length $\ell_i$ (the edge length of the former edge $e_i$). The domain of the Hamiltonian on $\Gamma_\rho$ are functions in the Sobolev space $W^{2,2}(\Gamma_\rho)$ satisfying the coupling conditions given by the matrices

$$A_\rho := \hat{\Theta}^\dagger [I_r \otimes \hat{A}] \hat{\Theta}, \quad B_\rho := \hat{\Theta}^\dagger [I_r \otimes \hat{B}] \hat{\Theta},$$

where $\dagger$ denotes the hermitian conjugation and $\hat{A} := (A + iB)^{-1} A$, $\hat{B} := (A + iB)^{-1} B$.

Theorem 4.6. (Band, Berkolaiko, Joyner, Liu)
The original Hamiltonian $H$ on the graph $\Gamma$ is unitarily equivalent to the direct sum over all irreducible representations of $G$ contained in $\pi$.

$$H \cong \bigoplus_{\rho} H^{\oplus r(\rho)}_\rho.$$

Here $r(\rho)$ is the dimension of the representation $\rho$ and $H^{\oplus r(\rho)}_\rho$ denotes $r(\rho)$ copies of the quotient graph operator $H_\rho$.

The second part of the theorem says that one has to take $r$ copies of the quotient graph corresponding to the representation $\rho$.

5. The three-edge graph

We will apply the method introduced in the previous section to a particular graph. We consider a star graph consisting of three edges of the same length $\ell$ with the same boundary conditions at the loose ends and a symmetric coupling condition at the central vertex. Later, we will introduce the coupling conditions; we will consider Neumann boundary conditions at the loose ends and three versions of the coupling condition at the central vertex. However, the first two quantum graphs are symmetric under the group $S_3$ – the group of permutations of three elements; the third one has $C_3$ symmetry.

5.1. Representations of the group $S_3$. Let us start by describing the group $S_3$. It consists of six elements: the identity element is the permutation that keeps all the edges, there are three permutations interchanging two edges and two which cyclically interchange all three edges. We will employ the notation $[ijk]$ for a permutation $g$ for which $g(1) = i$, $g(2) = j$, $g(3) = k$. In Table 1 we list all the permutations
(group elements of the considered group \((G, \ast)\)) and their inverse elements. There are three conjugacy classes, consisting of one, three, and two elements; in the table, these conjugacy classes are separated by a double vertical line.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
 g & [123] & [213] & [321] & [132] & [231] & [312] \\
 g^{-1} & [123] & [213] & [321] & [132] & [312] & [231] \\
\hline
\end{array}
\]

Table 1. Elements of the group \(S_3\) and their inverses.

We give the form of the representation \(\pi\) defined by (4.1). The representation \(\pi\) at each element is a \(3 \times 3\) permutation matrix. One can notice that for an element \([ijk]\), ones are in the first column and \(i\)-th row, second column and \(j\)-th row and in the third column and the \(k\)-th row, the other entries of the matrix are zero. The representation \(\pi\) is for the group \(S_3\) usually called the defining representation.

\[
\pi([123]) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \pi([213]) = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \pi([321]) = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix},
\]

\[
\pi([132]) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad \pi([231]) = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad \pi([312]) = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}. \quad (5.1)
\]

We leave for the reader to check that this really is a representation, i.e. that \(\pi(g_1 \ast g_2) = \pi(g_1) \cdot \pi(g_2)\), where star denotes the group operation in the group \(G\) (composition of permutations) and dot denotes matrix multiplication.

The next step will be finding the irreducible representations of the group \(S_3\). Although the procedure can be found in the literature (e.g. [16]), for the reader’s convenience we state it here as well. Any group has the so-called trivial representation, which is a one-dimensional representation assigning to all the elements number 1. One can easily prove that the one-dimensional representation assigning 1 to all even permutations and \(-1\) to all odd permutations is also a representation of the group \(S_3\). We will call it the signum representation. The most difficult task will be to find the third irreducible representation, the orthogonal representation, later we will find that it is a two-dimensional one.

First, we give the table of characters of the representations (see Table 2). For the defining representation, the characters are obtained as the traces of the matrices in (5.1). For the one-dimensional representations (the trivial and signum representations) the characters are identical with the \(1 \times 1\) matrices of the representations. Notice that according to Proposition 2.8, the characters of the elements in the same conjugacy class are the same. In the following paragraphs, we comment on how the characters of the elements of the orthogonal representation are obtained and therefore how the last row of Table 2 is found.

Let us now show that the trivial and signum representations are irreducible and that the defining representation is not. We will use Proposition 2.10. The inner products
are

\[
\langle \chi_{\text{def}}, \chi_{\text{def}} \rangle = \frac{1}{6}(1 \cdot 3 \cdot 3 + 3 \cdot 1 \cdot 1 + 2 \cdot 0 \cdot 0) = 2,
\]
\[
\langle \chi_{\text{triv}}, \chi_{\text{triv}} \rangle = \frac{1}{6}(1 \cdot 1 \cdot 1 + 3 \cdot 1 \cdot 1 + 2 \cdot 1 \cdot 1) = 1,
\]
\[
\langle \chi_{\text{sign}}, \chi_{\text{sign}} \rangle = \frac{1}{6}(1 \cdot 1 \cdot 1 + 3 \cdot (-1) \cdot (-1) + 2 \cdot 1 \cdot 1) = 1.
\]

The inner products for the trivial and signum representations are equal to 1, therefore these representations are irreducible, the defining representation is not.

Now we find the multiplicities of the trivial and signum representations in the defining representation.

\[
\langle \chi_{\text{def}}, \chi_{\text{triv}} \rangle = \frac{1}{6}(1 \cdot 3 \cdot 1 + 3 \cdot 1 \cdot 1 + 2 \cdot 0 \cdot 1) = 1,
\]
\[
\langle \chi_{\text{def}}, \chi_{\text{sign}} \rangle = \frac{1}{6}(1 \cdot 3 \cdot 1 + 3 \cdot (-1) \cdot (-1) + 2 \cdot 0 \cdot 1) = 0.
\]

We can see that the multiplicity of the trivial representation in the defining representation is 1, while the signum representation is not contained in the defining representation. Hence we define the orthogonal representation as the complement of the trivial representation in the defining representation and we have \(\chi_{\text{orth}} = \chi_{\text{def}} - \chi_{\text{triv}}\). This equation gives the last row in Table 2. One can simply verify that the orthogonal representation is irreducible.

\[
\langle \chi_{\text{orth}}, \chi_{\text{orth}} \rangle = \frac{1}{6}(1 \cdot 2 \cdot 2 + 3 \cdot 0 \cdot 0 + 2 \cdot (-1) \cdot (-1)) = 1.
\]

We proceed by finding the matrices of the orthogonal representation; the procedure was described, e.g., in [21, 22]. Since the trivial representation is contained in the defining representation with multiplicity one, we write the defining representation on a certain basis of the orthogonal complement of the subspace corresponding to the trivial representation. We use the following basis of the \(\mathbb{R}^3\) space.

\[
\mathbf{f}_1 = \mathbf{e}_1 + \mathbf{e}_2 + \mathbf{e}_3 = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \quad \mathbf{f}_2 = \mathbf{e}_2 - \mathbf{e}_1 = \begin{pmatrix} -1 \\ 1 \\ 0 \end{pmatrix}, \quad \mathbf{f}_2 = \mathbf{e}_3 - \mathbf{e}_1 = \begin{pmatrix} -1 \\ 0 \\ 1 \end{pmatrix}.
\]
Let us show the construction for the group element \([321]\), which interchanges the first and the third edge.

\[
\pi(\{321\}) f_1 = \pi(\{321\})(e_1 + e_2 + e_3) = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix} = e_1 + e_2 + e_3 = f_1.
\]

\[
\pi(\{321\}) f_2 = \pi(\{321\})(e_2 - e_1) = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} -1 \\ 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix} = e_2 - e_3 = e_2 - e_1 - (e_3 - e_1) = f_2 - f_3.
\]

\[
\pi(\{321\}) f_3 = \pi(\{321\})(e_3 - e_1) = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} -1 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix} = e_1 - e_3 = -f_3.
\]

If we write the action of this group element in the basis \(f_1, f_2, f_3\), we obtain the matrix \(\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & -1 & -1 \end{pmatrix}\). Since the subspace corresponding to the trivial representation is the span of \(f_1\), the restriction to the orthogonal space span \(\{f_2, f_3\}\) gives \(\rho_{\text{orth}}(\{321\}) = \begin{pmatrix} 1 & 0 \\ -1 & -1 \end{pmatrix}\). Similarly, we can obtain the other matrices of the two-dimensional orthogonal representation.

\[
\rho_{\text{orth}}(\{123\}) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \rho_{\text{orth}}(\{213\}) = \begin{pmatrix} -1 & -1 \\ 0 & 1 \end{pmatrix}, \quad \rho_{\text{orth}}(\{321\}) = \begin{pmatrix} 1 & 0 \\ -1 & -1 \end{pmatrix},
\]

\[
\rho_{\text{orth}}(\{132\}) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \rho_{\text{orth}}(\{231\}) = \begin{pmatrix} -1 & -1 \\ 1 & 0 \end{pmatrix}, \quad \rho_{\text{orth}}(\{312\}) = \begin{pmatrix} 0 & 1 \\ -1 & -1 \end{pmatrix}.
\]

5.2. Application of the quotient graph theory. In this subsection, we obtain the kernel space \(K_G(\rho, \pi)\) and the corresponding matrices \(\Theta\) and \(\hat{\Theta}\) corresponding to irreducible representations of the group \(S_3\). This part of the quotient graph theory does not depend on the coupling conditions, only on the symmetry group.

Let us start with the orthogonal representation. We obtain the kernel space according to the equation (4.2). Since the representation is two-dimensional, we will use \(r = 2\). The number of edges of the graph is \(|E| = 3\). We will show the construction of the
Hence we find that Ker \((I_2 \otimes \pi([321]) - \rho_{\text{orth}}^T([321]) \otimes I_3)\) is composed of the vectors \((a_1, a_2, \ldots, a_6)^T\) that satisfy

\[
a_5 = 0, \quad a_4 = -a_6, \quad -a_1 + a_3 + a_4 = 0.
\]

If we write down the conditions for the above kernels for the other group elements, we find that the space \(K_G(\rho_{\text{orth}}, \pi)\) consists of vectors \((a_1, a_2, \ldots, a_6)^T\) satisfying

\[
a_1 = -a_2 = a_4 = -a_6, \quad a_3 = 0, \quad a_5 = 0.
\]

Therefore, the kernel space is the span of the vector \((1, -1, 0, 1, 0, -1)^T\). To obtain the matrix \(\Theta\), we have to normalize this vector. We have

\[
\Theta_{\text{orth}} = \left(\begin{array}{c}
\frac{1}{2} \\
-\frac{1}{2} \\
0 \\
\frac{1}{2} \\
0 \\
-\frac{1}{2}
\end{array}\right), \quad \hat{\Theta}_{\text{orth}} = \Theta_{\text{orth}} \otimes I_2 = \left(\begin{array}{c}
\frac{1}{2} \\
-\frac{1}{2} \\
0 \\
\frac{1}{2} \\
0 \\
-\frac{1}{2}
\end{array}\right) \otimes \left(\begin{array}{c} 1 \\ 0 \\ 0 \end{array}\right) = \left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right).
\]

Now we continue with the trivial representation. Now \(r = 1\). Let us again show the construction for the group element \([321]\).

\[
I_1 \otimes \pi([321]) - \rho_{\text{triv}}^T([321]) \otimes I_3 = 1 \otimes \left(\begin{array}{ccc} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{array}\right) - 1 \otimes \left(\begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array}\right) = \left(\begin{array}{ccc} -1 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & -1 \end{array}\right).
\]

Hence Ker \((I_1 \otimes \pi([321]) - \rho_{\text{triv}}^T([321]) \otimes I_3)\) consists of vectors \((a_1, a_2, a_3)^T\) satisfying \(a_1 - a_3 = 0\).
From the other group elements we obtain equations $a_1 = a_2$ and $a_2 = a_3$, thus resulting into equation $a_1 = a_2 = a_3$ which describes the vectors in $K_G(\rho_{\text{triv}}, \pi)$. This kernel space thus is the span of the vector $(1, 1, 1)^T$. After normalization we obtain

$$\Theta_{\text{triv}} = \begin{pmatrix} \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{3}} \end{pmatrix}, \quad \hat{\Theta}_{\text{triv}} = \Theta_{\text{triv}} \otimes I_2 = \begin{pmatrix} \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{3}} \end{pmatrix} \otimes \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{3}} & 0 \\ 0 & \frac{1}{\sqrt{3}} \\ \frac{1}{\sqrt{3}} & 0 \\ 0 & \frac{1}{\sqrt{3}} \end{pmatrix}.$$ 

By a similar procedure, it can be proven that the kernel space for the signum representation is empty. This is connected to the fact that the signum representation is not contained in the defining representation.

5.3. **Standard condition at the central vertex.** Let us first consider a quantum star graph consisting of three edges of the length $\ell$ (see Fig. 1a). We parametrize the edges by the intervals $(0, \ell)$ with $x = 0$ at the loose ends and $x = \ell$ at the central vertex. We assume Neumann boundary conditions at the loose ends and standard coupling at the central vertex.

$$f_1'(0) = f_2'(0) = f_3'(0) = 0, \quad f_1(\ell) = f_2(\ell) = f_3(\ell), \quad -f_1'(\ell) - f_2'(\ell) - f_3'(\ell) = 0. \quad (5.2)$$

The matrices $A$ and $B$ corresponding to these coupling conditions are

$$A = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 & -1 \end{pmatrix}, \quad B = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \end{pmatrix}. $$
Hence we obtain
\[
\tilde{A} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{2}{3} & 0 & -\frac{1}{3} & 0 & -\frac{1}{3} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{3} & 0 & -\frac{2}{3} & 0 & -\frac{1}{3} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{3} & 0 & -\frac{1}{3} & 0 & -\frac{1}{3}
\end{pmatrix}, \quad \tilde{B} = \begin{pmatrix}
-i & 0 & 0 & 0 & 0 & 0 \\
0 & -i & 0 & -\frac{i}{3} & 0 & -\frac{i}{3} \\
0 & 0 & -i & 0 & 0 & 0 \\
0 & -\frac{i}{3} & 0 & -\frac{i}{3} & 0 & -\frac{i}{3} \\
0 & 0 & 0 & 0 & -i & 0 \\
0 & -\frac{i}{3} & 0 & -\frac{i}{3} & 0 & -\frac{i}{3}
\end{pmatrix}.
\]

Using Definition 4.3 we obtain for the orthogonal representation
\[
A_{\text{orth}} = \hat{\Theta}_{\text{orth}}^\dagger (I_2 \otimes \tilde{A}) \Theta_{\text{orth}} = \begin{pmatrix}
0 & 0 \\
0 & 1
\end{pmatrix}, \quad B_{\text{orth}} = \hat{\Theta}_{\text{orth}}^\dagger (I_2 \otimes \tilde{B}) \Theta_{\text{orth}} = \begin{pmatrix}
-i & 0 \\
0 & 0
\end{pmatrix}.
\]

and for the trivial representation
\[
A_{\text{triv}} = \hat{\Theta}_{\text{triv}}^\dagger \tilde{A} \Theta_{\text{triv}} = \begin{pmatrix}
0 & 0 \\
0 & 0
\end{pmatrix}, \quad B_{\text{triv}} = \hat{\Theta}_{\text{triv}}^\dagger \tilde{B} \Theta_{\text{triv}} = \begin{pmatrix}
-i & 0 \\
0 & -i
\end{pmatrix}.
\]

The graph \(\Gamma_{\rho}\) is for the trivial representation the segment \((0, \ell)\); for the orthogonal representation we obtain two copies of this segment. The coupling conditions of the graphs \(\Gamma_{\rho}\) are given by condition \(\text{(3.2)}\) with \(\Psi = \begin{pmatrix} f(0) \\ f(\ell) \end{pmatrix}\) and \(\Psi' = \begin{pmatrix} f'(0) \\ -f'(\ell) \end{pmatrix}\), where \(f\) denotes the wavefunction on the segment. For the orthogonal representation, the coupling condition \(\text{(3.2)}\) with the coupling matrices \(A_{\text{orth}}\) and \(B_{\text{orth}}\) gives \(f'(0) = 0\) and \(f(\ell) = 0\), i.e. the Neumann boundary condition at one end and Dirichlet at the other. There are two copies of this graph since the dimension of the representation is two. The coupling matrices for the trivial representation follow from the coupling condition \(\text{(3.2)}\) with the matrices \(A_{\text{triv}}\) and \(B_{\text{triv}}\). We obtain \(f'(0) = 0\) and \(f'(\ell) = 0\), which corresponds to Neumann boundary conditions at both ends of the segment. Since the kernel space for the signum representation is trivial, the graph \(\Gamma_{\rho}\) is in this case empty.

5.4. \(\delta\)-condition at the central vertex. In the second example, we consider the same graph as in Subsection 5.3 only the coupling condition at the central vertex is replaced by the so-called \(\delta\)-condition of the strength \(\alpha \in \mathbb{R}\) (see Fig. 11).

\[f_1'(0) = f_2'(0) = f_3'(0) = 0, \quad f_1(\ell) = f_2(\ell) = f_3(\ell), \quad -f_1'(\ell) - f_2'(\ell) - f_3'(\ell) = \alpha f_1(\ell).\]

The corresponding coupling matrices read as follows.
\[
A = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & -1 \\
0 & -\alpha & 0 & 0 & 0 & 0
\end{pmatrix}, \quad B = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1
\end{pmatrix}.
\]
Hence we obtain
\[ A = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{\alpha - 2i}{\alpha - 3i} & 0 & \frac{i}{\alpha - 3i} & 0 & \frac{i}{\alpha - 3i} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{i}{\alpha - 3i} & 0 & \frac{\alpha - 2i}{\alpha - 3i} & 0 & \frac{i}{\alpha - 3i} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{i}{\alpha - 3i} & 0 & \frac{i}{\alpha - 3i} & 0 & \frac{\alpha - 2i}{\alpha - 3i}
\end{pmatrix}, \quad \tilde{B} = \begin{pmatrix}
-i & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{\alpha - 3i} & 0 & -\frac{1}{\alpha - 3i} & 0 & -\frac{1}{\alpha - 3i} \\
0 & 0 & -i & 0 & 0 & 0 \\
0 & -\frac{1}{\alpha - 3i} & 0 & -\frac{1}{\alpha - 3i} & 0 & -\frac{1}{\alpha - 3i} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{\alpha - 3i} & 0 & -\frac{1}{\alpha - 3i} & 0 & -\frac{1}{\alpha - 3i}
\end{pmatrix}.\]

From Definition 4.5 we obtain for the orthogonal representation
\[ A_{\text{orth}} = \hat{\Theta}_{\text{orth}}^t (I_2 \otimes \tilde{A}) \Theta_{\text{orth}} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad B_{\text{orth}} = \hat{\Theta}_{\text{orth}}^t (I_2 \otimes \tilde{B}) \Theta_{\text{orth}} = \begin{pmatrix} -i & 0 \\ 0 & 0 \end{pmatrix}.\]

and for the trivial representation
\[ A_{\text{triv}} = \hat{\Theta}_{\text{triv}}^t \tilde{A} \Theta_{\text{triv}} = \begin{pmatrix} 0 & 0 \\ 0 & \frac{\alpha}{\alpha - 3i} \end{pmatrix}, \quad B_{\text{triv}} = \hat{\Theta}_{\text{triv}}^t \tilde{B} \Theta_{\text{triv}} = \begin{pmatrix} -i & 0 \\ 0 & -\frac{3}{\alpha - 3i} \end{pmatrix}.\]

Similarly to the previous example, the orthogonal representation gives two copies of the quotient graph with Neumann boundary condition at one end and Dirichlet at the other. The trivial representation leads to the segment with Neumann boundary condition at one end and Robin boundary condition with the coupling parameter \( \alpha / 3 \)
\[ \alpha g(\ell) - 3(-g'(\ell)) = 0 \quad \Rightarrow \quad -g'(\ell) = \frac{\alpha}{3} g(\ell)\]
at the other end. The signum representation gives, as in the previous section, the empty graph.

5.5. Preferred-orientation coupling at the central vertex. In the last example, we consider the coupling condition of preferred orientation at the central vertex, earlier studied in [13, 14, 23, 24]. This coupling condition, motivated by application to modeling quantum Hall effect was first used in [13]. For the particular energy \( E = 1 \) the wave coming from one edge is fully transmitted to the neighbouring edge, the wave coming from this edge is fully transmitted to the next edge, etc. cyclically (see Figure 1c). It was found that the transport properties of the preferred orientation coupling depend on the parity of the vertex (i.e. whether the vertex degree is even or odd). The vertex coupling matrices are \( A_v = U_v - I \) and \( B_v = i(U_v + I) \) with \( U = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \). The boundary conditions at the loose ends will again be Neumann.

The coupling matrices of the whole graph are
\[ A = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & -1 \end{pmatrix}, \quad B = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & i & 0 & i & 0 & 0 \\ 0 & 0 & i & 0 & i & 0 \\ 0 & i & 0 & 0 & 0 & i \end{pmatrix}.\]
We have
\[ \tilde{A} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & -\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2} & 0 & -\frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{2} & 0 & 0 & 0 & \frac{1}{2}
\end{pmatrix}, \quad \tilde{B} = \begin{pmatrix}
-i & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{2} & 0 & -\frac{1}{2} & 0 & 0 \\
0 & 0 & -i & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{2} & 0 & -\frac{1}{2} \\
0 & 0 & 0 & 0 & -i & 0 \\
0 & -\frac{1}{2} & 0 & 0 & 0 & -\frac{1}{2}
\end{pmatrix}. \]

However, one cannot use the same symmetry group as in the previous two examples. The graph is no longer symmetric with respect to the symmetry group \( S_3 \) since e.g. interchanging two edges would change the direction of the wave for \( E = 1 \). From the former group \( S_3 \) only the elements \([123]\) (identity), \([231]\) and \([312]\) (cyclic permutations) do not change the symmetry of the graph (note that all these permutations are even). The symmetry of the graph is, therefore, \( C_3 \). It has three elements, the identity, the rotation (denoted by \( a \)) by the angle \( 2\pi/3 \) and its inverse element \( a^{-1} \), i.e. the rotation by the angle \( -2\pi/3 \). The group has three one-dimensional irreducible representations, its character table is given in Table 3.

| \( \chi \) | \( 1 \) | \( a \) | \( a^{-1} \) |
|---|---|---|---|
| \( \chi_1 \) | 1 | 1 | 1 |
| \( \chi_2 \) | 1 | \( \bar{\omega} \) | \( \omega \) |
| \( \chi_3 \) | 1 | \( \omega \) | \( \bar{\omega} \) |

Table 3. Character table of the group \( C_3 \). Here, \( \omega = e^{2\pi i/3} \), \( \bar{\omega} = e^{-2\pi i/3} \).

We proceed similarly as with the group \( S_3 \) – we find the representation \( \pi \) and the three irreducible representations that are identical to the above characters. Then we apply the procedure from Subsection 5.2 to find the matrices \( \Theta \) and \( \tilde{\Theta} \). Finally, we obtain coupling matrices of the quotient graphs \( A_\rho \) and \( B_\rho \). We list the results.

The representation \( \pi \) is
\[
\pi(1) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \pi(a) = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad \pi(a^{-1}) = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}.
\]

The irreducible representations are
\[
\rho_1(1) = 1, \quad \rho_1(a) = 1, \quad \rho_1(a^{-1}) = 1,
\rho_2(1) = 1, \quad \rho_2(a) = e^{2\pi i/3}, \quad \rho_2(a^{-1}) = e^{-2\pi i/3},
\rho_3(1) = 1, \quad \rho_3(a) = e^{-2\pi i/3}, \quad \rho_3(a^{-1}) = e^{2\pi i/3}.
\]
All the graphs $\Gamma_\ell$ are segments of the length $\ell$. Below, we obtain their boundary conditions. For the first irreducible representation, we get

$$\Theta_1 = \begin{pmatrix} -\frac{1}{\sqrt{3}} \\ -\frac{1}{\sqrt{3}} \\ -\frac{1}{\sqrt{3}} \end{pmatrix}, \quad \hat{\Theta}_1 = \begin{pmatrix} -\frac{1}{\sqrt{3}} & 0 \\ 0 & -\frac{1}{\sqrt{3}} \\ -\frac{1}{\sqrt{3}} & 0 \end{pmatrix}, \quad A_{\rho_1} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad B_{\rho_1} = \begin{pmatrix} -i & 0 \\ 0 & -i \end{pmatrix}.$$  

This corresponds to the Neumann boundary condition at both ends of the interval.

The second and third representations yield ($\omega = e^{2\pi i/3}$, $\bar{\omega} = e^{-2\pi i/3}$)

$$\Theta_2 = \begin{pmatrix} -\frac{1}{\sqrt{3}} \\ -\frac{\omega}{\sqrt{3}} \\ -\frac{\bar{\omega}}{\sqrt{3}} \end{pmatrix}, \quad \hat{\Theta}_2 = \begin{pmatrix} -\frac{1}{\sqrt{3}} & 0 \\ 0 & -\frac{1}{\sqrt{3}} \\ -\frac{\omega}{\sqrt{3}} & 0 \end{pmatrix}, \quad A_{\rho_1} = \begin{pmatrix} 0 & 0 \\ 0 & \frac{1}{2}(1-\bar{\omega}) \end{pmatrix}, \quad B_{\rho_1} = \begin{pmatrix} -i & 0 \\ 0 & \frac{i}{2}(1+\bar{\omega}) \end{pmatrix}.$$  

$$\Theta_3 = \begin{pmatrix} -\frac{1}{\sqrt{3}} \\ -\frac{\omega}{\sqrt{3}} \\ -\frac{\bar{\omega}}{\sqrt{3}} \end{pmatrix}, \quad \hat{\Theta}_3 = \begin{pmatrix} -\frac{1}{\sqrt{3}} & 0 \\ 0 & -\frac{1}{\sqrt{3}} \\ -\frac{\omega}{\sqrt{3}} & 0 \end{pmatrix}, \quad A_{\rho_3} = \begin{pmatrix} 0 & 0 \\ 0 & \frac{1}{2}(1-\omega) \end{pmatrix}, \quad B_{\rho_3} = \begin{pmatrix} -i & 0 \\ 0 & \frac{i}{2}(1+\omega) \end{pmatrix}.$$  

These coupling matrices correspond to the Neumann boundary condition at one end of the segment and Robin condition with the coefficient $\pm \sqrt{3}$ at the other. For the second representation, we have

$$g'(0) = 0, \quad -g'() = \frac{11 - \bar{\omega}}{i(1 + \bar{\omega})} g(\ell) = \sqrt{3}g(\ell)$$  

and for the third

$$g'(0) = 0, \quad -g'() = \frac{11 - \omega}{i(1 + \omega)} g(\ell) = -\sqrt{3}g(\ell).$$  

6. Conclusions

We have illustrated the usage of the quotient graph method on three-edge star graphs. For the graph with Neumann boundary condition at the loose ends and standard coupling at the central vertex, we obtained three segments of lengths $\ell$, one with Neumann boundary condition at both ends, two with Neumann boundary condition at one end, and Dirichlet at the other end. For the graph with Neumann boundary condition at the loose ends and $\delta$-condition at the central vertex, we again obtained two copies of the segment of length $\ell$ with Neumann and Dirichlet conditions at the opposite ends; the third quotient graph is a segment of length $\ell$ with Neumann boundary condition at one end, and Robin condition (with the coupling parameter $\alpha/3$) at the other end. The example with the preferred-orientation coupling is symmetric under the $C_3$ symmetry group and its quotient graphs are the segments of length $\ell$, one with Neumann
condition at both ends, the two other with Neumann condition at one end and Robin (with the parameter $\pm \sqrt{3}$) at the other end.

We should stress that the above results can be obtained also without the machinery of [10]. The trivial representation corresponds to the symmetric subspace of the domain of the Hamiltonian and the orthogonal representation (or, in the case of preferred-orientation coupling the representations $\chi_2$ and $\chi_3$) correspond to the two-dimensional subspace of antisymmetric functions. However, the current note can serve as a simple but non-trivial example of the quotient graph theory for quantum graphs and together with the original paper [10] can teach the reader the procedures necessary for dealing with more complicated problems.

Finally, let us illustrate how the relation $H \cong \bigoplus_\rho H^\oplus_\rho(r)$ can be obtained in case of the graph with standard coupling at the central vertex. Let the wavefunction components of the three-edge graph be $f_1$, $f_2$, $f_3$. The domain of the Hamiltonian on the three-edge graph can be decomposed into the symmetric subspace (represented by $h_{\text{sym}}(x) = \frac{1}{\sqrt{3}}(f_1(x) + f_2(x) + f_3(x))$ with $x \in (0, \ell)$ and corresponding to the trivial representation) and the two-dimensional anti-symmetric subspace (represented by $h_{\text{ant1}}(x) = \frac{1}{\sqrt{2}}(f_1(x) - f_2(x))$ and $h_{\text{ant2}}(x) = \frac{1}{\sqrt{2}}(f_1(x) - f_3(x))$ with $x \in (0, \ell)$, corresponding to the orthogonal representation). The coupling conditions on the three-edge graph (5.2) yield

\begin{align*}
h'_{\text{sym}}(0) &= \frac{1}{\sqrt{3}}(f'_1(0) + f'_2(0) + f'_3(0)) = 0, \\
h'_{\text{sym}}(\ell) &= \frac{1}{\sqrt{3}}(f'_1(\ell) + f'_2(\ell) + f'_3(\ell)) = 0, \\
h'_{\text{ant1}}(0) &= \frac{1}{\sqrt{2}}(f'_1(0) - f'_2(0)) = 0, \\
h_{\text{ant1}}(\ell) &= \frac{1}{\sqrt{2}}(f_1(\ell) - f_2(\ell)) = 0, \\
h'_{\text{ant2}}(0) &= \frac{1}{\sqrt{2}}(f'_1(0) - f'_3(0)) = 0, \\
h_{\text{ant2}}(\ell) &= \frac{1}{\sqrt{2}}(f_1(\ell) - f_3(\ell)) = 0.
\end{align*}

Therefore, we show that the symmetric subspace corresponds to the segment with Neumann boundary conditions at both ends and the antisymmetric subspace to two copies of the segment with Neumann condition at one end and Dirichlet at the other. The Hamiltonian on the former three-edge graph is unitarily equivalent to the orthogonal sum of the three mentioned operators.

**Acknowledgements**

J.L. was supported by the Research Programme “Mathematical Physics and Differential Geometry” of the Faculty of Science of the University of Hradec Králové. The authors thank Ram Band for the suggestions that improved the paper.

**References**

[1] L. Pauling, The diamagnetic anisotropy of aromatic molecules, *J. Chem. Phys.* 4 (1936), pp. 673–677. DOI: 10.1063/1.1749766.
K. Ruedenberg, C. Scherr, Free-electron network model for conjugated systems, I. Theory, *J. Chem. Phys.* **21** (1953), pp. 1565–1581. DOI: 10.1063/1.1699299.

T. Kottos, U. Smilansky, Quantum chaos on graphs, *Phys. Rev. Lett.* **79** (1997), 4794–4797. DOI: 10.1103/PhysRevLett.79.4794.

G. Berkolaiko, E.B. Bogomolny, J.P. Keating, Star graphs and Šeba billiards, *J. Phys. A* **34** (2001), 335–350. DOI: 10.1088/0305-4470/34/3/301.

O. Hul, S. Bauch, P. Pakoński, N. Savytskyy, K. Życzkowski, and L. Sirko, Experimental simulation of quantum graphs by microwave networks, *Phys. Rev. E* **69** (2004), 056205. DOI: 10.1103/PhysRevE.69.056205.

O. Hul, M. Lawniczak, S. Bauch, A. Sawicki, M. Kuś and L. Sirko, Are Scattering Properties of Graphs Uniquely Connected to Their Shapes?, *Phys. Rev. Lett.* **109** (2012), 040402. DOI: 10.1103/PhysRevLett.109.040402.