Abstract. In this work we perform a first study of basic invariant sets of the spatial Hill’s four-body problem, where we have used both analytical and numerical approaches. This system depends on a mass parameter \( \mu \) in such a way that the classical Hill’s problem is recovered when \( \mu = 0 \). Regarding the numerical work, we perform a numerical continuation, for the Jacobi constant \( C \) and several values of the mass parameter \( \mu \) by applying a classical predictor-corrector method, together with a high-order Taylor method considering variable step and order and automatic differentiation techniques, to specific boundary value problems related with the reversing symmetries of the system. The solution of these boundary value problems defines initial conditions of symmetric periodic orbits. Some of the results were obtained departing from periodic orbits within Hill’s three-body problem. The numerical explorations reveal that a second distant disturbing body has a relevant effect on the stability of the orbits and bifurcations among these families. We have also found some new families of periodic orbits that do not exist in the classical Hill’s three-body problem; these families have some desirable properties from a practical point of view.
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1. Introduction

During the last century, with the incorporation of computers as a tool for exploring systems with a rich dynamical structure, several techniques were developed in order to compute periodic orbits in few body problems as the restricted three-body problem (from now on referred to as the R3BP). Such techniques mainly deal with the computation of normal forms, on topological and variational methods, and numerical methods. Restricting only to numerical approach, it is worth mentioning the pioneering works by E. Strömgren and his collaborators \[1\], M. Hénon \[2\], \[3\]. The interested reader can consult the chapters 8 and 9 of \[4\] for a detailed compilation of the early works performed on the R3BP.

Nevertheless, in some cases a three-body approach is not enough to model particular dynamics of some small bodies in the Solar System. For instance, in Celestial Mechanics, it has been customary to use the term ‘Trojan’ to describe
small body (an asteroid or a natural satellite) in an equilateral triangle configuration, relative to a rotating frame of reference, with two other bodies. Actually, this kind of configuration is a true solution of the three-body problem and it was one of the first triumphs of the Celestial Mechanics. In our Solar System there are well known examples of Trojan asteroids being those corresponding to the Sun-Jupiter system the first ones discovered. However, Trojan asteroids have been observed in Mars-Sun and Neptune-Sun systems. Between Saturn and some of its moons there are also equilateral triangle configurations, such as Saturn–Tethys–Telesto, Saturn–Tethys–Calypso, and Saturn–Dione–Helen. Thus, celestial bodies forming equilateral triangle configurations are not at all exceptional.

In this paper we consider a small particle interacting with the gravitational forces produced by three bodies, called primaries, in an equilateral triangle configuration, and so a four-body model becomes necessary; this problem is known as the restricted four-body problem (R4BP) where there have been recent numerical explorations of periodic orbits and computer assisted proofs of these objects (see for instance [5], [6], [7] and references therein). Nevertheless, astronomical data show that for the equilateral triangle configurations in the Solar System the mass of one of the primaries (the Trojan) is much smaller than the others and the distances of some bodies orbiting a Trojan are quite small in comparison with the distance among the primaries. Therefore, the Hill’s four body problem (H4BP) [8] is a similar approximation to the one developed by G. W. Hill in his works on the orbit of the Moon where he provides an approximation of the dynamics of the massless particle in an neighbourhood of the smallest primary.

The first results in the H4BP show the existence of equilibrium points that do not appear in the classical case, providing a richer dynamics, in particular they influence the stability of planar periodic orbits (see [8] and [9]). However, from a practical point of view, it is more realistic to consider spatial dynamics with potential applications since it is well known that, for instance, the R3BP has been exploited to construct preliminary orbits for some space missions, relying on the numerical computation of invariant manifolds and continuation of periodic orbits. It is worth mentioning the works [10, 11, 12], where the authors used the R3BP to obtain ideal orbits that can be used as starting points to design real trajectories. Furthermore, in recent years, the exploration of Trojan asteroids has been included in the 2013 Decadal Survey among the New Frontiers missions in the decade 2013-2022. So, the above discussion motivates the exploration of the basic families of spatial periodic orbits in the H4BP.

It is known that there exist extrasolar systems formed by a star with similar mass as the Sun and a giant gas planet as the system HD28185 [13] where, under the hypothesis of existence of planets forming an equilateral configuration with
the star and the gas giant planet, the H4BP is a natural frame for studying the
dynamics around the small planet. Another potential application of this work
is related to a Keplerian binary system tidally perturbed by a normally incident
circularly polarized gravitational wave \cite{14}. In the next Section we will see that
the equations of motion for the H4BP and this problem are quite similar. Thus,
the results of this work could be extended to the above mentioned model of grav-
itational radiation.

This paper is organized as follows: in Section 2 we will recall the construc-
tion and some basic aspects of the H4BP. In Section 3 we present the reversing
symmetries of the equations of motion, useful for computing symmetric periodic
orbits, and classify the computed periodic orbits according to their symmetries.
In Section 4 we perform an analytical study of some invariant sets and its dy-
namical properties, specifically \textit{saddle} \times \textit{center} \times \textit{center} equilibrium points with
the corresponding resonant periodic orbits, and the description of the invariant
$z$-axis. We offer some theoretical and computational details of the implementa-
tion of the variable step and order Taylor method for the equations of motion and
the variational ones in Section 5 whereas in Section 6 we present a systematic
numerical exploration of some basic families of symmetric periodic orbits and
their properties. Finally, Section 7 contains the conclusions and perspectives of
the work.

2. The Hill approximation in the four body problem

The restricted four-body problem is a natural extension of the celebrated re-
stricted three-body problem and, although it is true that this problem is not the
main subject of study of this work, we recall some basic properties which will
help us to get a better understanding of Hill’s approximation. Consider three
point masses moving under mutual Newtonian gravitational attraction in circu-
lar periodic orbits around their center of mass forming an equilateral triangle
configuration. A fourth massless particle is moving under the gravitational at-
traction of the primaries without affecting their motion and the problem is to
determine the dynamics of the massless particle. We will and refer to $m_1$ as the
primary, $m_2$ as the secondary, and $m_3$ as the tertiary. The configuration of those
particles is shown in Figure 1.

2.1. Equations of motion. If we assume that the primaries move in circular
orbits with constant angular velocity then the equations of motion in dimension-
less coordinates relative to a synodic frame of reference that rotates together with
the point masses are:
Figure 1. The restricted four-body problem in a synodic frame of reference.

\[ \begin{align*}
\ddot{x} - 2\dot{y} &= \Omega_x, \\
\ddot{y} + 2\dot{x} &= \Omega_y, \\
\ddot{z} &= \Omega_z,
\end{align*} \]

(1)

where

\[ \Omega(x, y, z) = \frac{1}{2}(x^2 + y^2) + \sum_{i=1}^{3} \frac{m_i}{r_i}, \]

and \( r_i = \sqrt{(x - x_i)^2 + (y - y_i)^2 + z^2} \), for \( i = 1, 2, 3 \). Here \((x, y, z)\) represents the position vector of the massless particle, and \((x_i, y_i), i = 1, 2, 3\), denote the coordinates of the primaries which can be written in terms of the masses of the
primaries as
\[ x_1 = \frac{-|K|\sqrt{m_2^2 + m_2m_3 + m_3^2}}{K}, \]
\[ y_1 = 0, \]
\[ z_1 = 0, \]
\[ x_2 = \frac{|K|[(m_2 - m_3)m_3 + m_1(2m_2 + m_3)]}{2K \sqrt{m_2^2 + m_2m_3 + m_3^2}}, \]
\[ y_2 = \frac{-\sqrt{3}m_3}{2m_3^{3/2}} \sqrt{\frac{m_3^3}{m_2^2 + m_2m_3 + m_3^2}}, \]
\[ z_2 = 0, \]
\[ x_3 = \frac{|K|}{2\sqrt{m_2^2 + m_2m_3 + m_3^2}}, \]
\[ y_3 = \frac{\sqrt{3}}{2\sqrt{m_2}} \sqrt{\frac{m_3^3}{m_2^2 + m_2m_3 + m_3^2}}, \]
\[ z_3 = 0, \]
where \( K = m_2(m_3 - m_2) + m_1(m_2 + 2m_3). \) For these equations the units are chosen in such a way \( m_1 + m_2 + m_3 = 1. \) The equations of motion have a first integral (Jacobi):
\[ C = -(\dot{x}^2 + \dot{y}^2 + \dot{z}^2) + 2\Omega. \]

The dynamics of the R4BP is much more complex than the one associated to R3BP. Actually, there has been a considerable progress in understanding the basic but important aspects of this problem. We refer to the interested reader to the works [6], [15], [7], [5], [16], [17] and references therein for a deeper discussion in the dynamics of this fascinating system.

The equations (1) are derived from the Hamiltonian
\[ H = \frac{1}{2}(p_x^2 + p_y^2 + p_z^2) + yp_x - xp_y - \frac{m_1}{r_1} - \frac{m_2}{r_2} - \frac{m_3}{r_3}, \]
which can be used to study dynamics around \( m_3, \) according to the next theorem [8].

**Theorem 2.1.** After the symplectic scaling
\[ (x, y, z, p_x, p_y, p_z) \rightarrow m_3^{1/3}(x, y, z, p_x, p_y, p_z), \]
the limit $m_3 \to 0$ of Hamiltonian (3) restricted to a neighborhood of $m_3$ exists and yields a new Hamiltonian

$$
H = \frac{1}{2}(p_x^2 + p_y^2 + p_z^2) + yp_x - xp_y + \frac{1}{8}x^2 - \frac{3\sqrt{3}}{4}(1 - 2\mu)xy - \frac{5}{8}y^2 + \frac{1}{2}z^2 - \frac{1}{\sqrt{x^2 + y^2 + z^2}},
$$

where $m_1 = 1 - \mu$ and $m_2 = \mu$.

The resulting Hamiltonian also gives rise to a three-degree of freedom system depending on a parameter $\mu$ which represents the relative mass $m_2$. We can think this system as a Kepler problem, for the body with infinitesimal mass and the tertiary, placed at origin, with additional quadratic terms produced by the gravitational influence of two large bodies placed at infinite distance from the tertiary. When we consider $\mu = 0$ in the Hamiltonian (4), we recover the system of the classical Hill’s problem. This will be obvious if we write the equations in a more recognizable form as we mention in the following corollary [8].

**Corollary 2.2.** The equations of motion given by (4) are equivalent, via a rotation, to the system

$$
\ddot{x} - 2\dot{y} = \Omega_x, \\
\ddot{y} + 2\dot{x} = \Omega_y, \\
\ddot{z} = \Omega_z,
$$

where

$$
\Omega = \frac{1}{2}(\lambda_2 x^2 + \lambda_1 y^2 - z^2) + \frac{1}{\sqrt{x^2 + y^2 + z^2}},
$$

and $\lambda_2 = \frac{3}{2}(1 + d)$, $\lambda_1 = \frac{3}{2}(1 - d)$, $d = \sqrt{1 - 3\mu + 3\mu^2}$.

In the work [8] it was established that the system (5) is symmetric with respect to $\mu = 1/2$, so thereafter we assume $\mu \in [0, 1/2]$.

We realize that system (5) is a particular case of a Keplerian binary system under the influence of an external gravitational perturbation of linear tidal type. The equations of motion look like [14]

$$
\ddot{x} - \omega^2 x + \frac{k_{0x}}{r^3} = -(k_{11} x + k_{12} y), \\
\ddot{y} + \omega^2 y + \frac{k_{0y}}{r^3} = -(k_{21} x + k_{22} y), \\
\ddot{z} + \frac{k_{0z}}{r^3} = -k_{33} z,
$$
where \( r = \sqrt{x^2 + y^2 + z^2} \), \( \omega \) is a frequency associated to the rotating system, and \( k_0, k_{11}, k_{12}, k_{21}, k_{22} \) are real parameters. In the case of the perturbation of a normally incident circularly polarized gravitational wave \( k_{12} = k_{21} = 0, k_{11} = 4\epsilon \alpha, k_{22} = -4\epsilon \alpha \) and \( k_{33} = -2\xi_0 \), where \( \epsilon \) is the perturbing parameter and \( \alpha \) and \( \xi_0 \) are real constants related to the gravitational wave. The H4BP has the same structure as the former problem with \( \Omega = 2, k_0 = 1, k_{12} = k_{21} = 0, k_{11} = 1 - \lambda_2, k_{22} = 1 - \lambda_1 \) and \( k_{33} = 1 \).

The Jacobi constant \( C (2) \) also holds for (5) with \( \Omega \) given in (6). It is not difficult to see that \( \Omega_x, \Omega_y \) and \( \Omega_z \), fulfill the conditions

\[
\begin{align*}
\Omega_x(x, \pm y, \pm z) &= \Omega_x(x, y, z), \\
\Omega_x(-x, \pm y, \pm z) &= -\Omega_x(x, y, z), \\
\Omega_y(\pm x, y, \pm z) &= \Omega_y(x, y, z), \\
\Omega_y(\pm x, -y, \pm z) &= -\Omega_y(x, y, z), \\
\Omega_z(\pm x, \pm y, z) &= \Omega_z(x, y, z), \\
\Omega_z(\pm x, \pm y, -z) &= -\Omega_z(x, y, z),
\end{align*}
\]

for any combination of the sign in its variables.

The above properties allow the existence of symmetries and reversing symmetries for the equations of motion. Such transformations will be made explicit in Section 3.

The equations (5) can be derived from the following Hamiltonian, which can be obtained rewriting (4) after the rotation given in Corollary 2.2, that is

\[
H(x, y, z, p_x, p_y, p_z) = \frac{1}{2}(p_x^2 + p_y^2 + p_z^2) + yp_x - xp_y + ax^2 + by^2 + cz^2 - \frac{1}{\sqrt{x^2 + y^2 + z^2}}
\]

(7)

where \( a = (1 - \lambda_2)/2 \), \( b = (1 - \lambda_1)/2 \) and \( c = 1/2 \).

3. Reversing symmetries

The symmetries of the equations of motions have been used successfully for studying periodic orbits of dynamical systems. Birkhoff [18] studied the symmetric orbits of the circular restricted three-body problem using symmetry lines [19], which consist in the factorization of the Poincaré map as the product of two involutions. This technique has been used in the three-body problem with an inverse square law potential [20], the Störmer problem [21], and the motion of rigid body [22], among others.
The concept of symmetry line is closely related to reversing symmetry \cite{23}. It has been used for studying periodic orbits of conservative and Hamiltonian systems \cite{24, 25, 26}, particularly $N$–body problems \cite{27, 28}. In the following we introduce some concepts and useful results.

Let us consider the equations of motion in the standard form

$$\frac{du}{dt} = F(u),$$

where $u = (x, y, z, \dot{x}, \dot{y}, \dot{z})^T$, and $F$ is the field of the system, that is

$$F(x, y, z, \dot{x}, \dot{y}, \dot{z}) = (\dot{x}, \dot{y}, \dot{z}, 2\dot{y} + \Omega_x, -2\dot{x} + \Omega_y, \Omega_z)^T.$$

Here $u \in D = \mathbb{R}^3 \setminus \{(0, 0, 0)\} \times \mathbb{R}^3$.

A symmetry is an involution $S: D \to D$, $(S^2 = id)$, in such a way

$$\frac{dS(u)}{dt} = F \circ S(u)$$

holds. In a similar way, a reversing symmetry is an involution $R: D \to D$, such that

$$\frac{dR(u)}{dt} = -F \circ R(u).$$

**Remark 3.1.** The composition of two symmetries, or two reversing symmetries, lead to a symmetry, and the composition of a symmetry and a reversing symmetry give rise to a reversing symmetry.

Now, we introduce a Theorem \cite{24, 26} that states the relationship between reversing symmetries and symmetric periodic orbits.

**Theorem 3.2.** Let $u(t)$ be a solution defined for $t \in [0, T_0]$, which passes through fixed points of the reversing symmetries $R$ and $\tilde{R}$ at times $t = 0$ and $T_0$, respectively. Therefore, for all $t \in \mathbb{R}$, $m \in \mathbb{Z}$ we have that

$$u(-t) = Ru(t),$$

$$u(t) = \tilde{R}u(2T_0 - t),$$

$$u(2mT_0 + t) = (\tilde{R} \circ R)^mu(t).$$

**Remark 3.3.** Notice that if $(\tilde{R} \circ R)^M = id$ for some $M \in \mathbb{N}$ then $u(t)$ is periodic, with period $T = 2MT_0$.

**Remark 3.4.** Let us assume the existence of a solution $u(t)$ which passes through fixed points of reversing symmetries $R$, $\tilde{R}$ in such a way $(\tilde{R} \circ R)^M = id$ for some $M \in \mathbb{N}$ (the orbit is periodic). Moreover, suppose that whole periodic solution does not intersect any fixed point of a given symmetry (or reversing symmetry) $P$, then $Pu(0)$ defines an initial condition of a periodic orbit different from the original.
The Hill’s problem admits the symmetries
\[ S_1(x, y, z, \dot{x}, \dot{y}, \dot{z}) = (-x, -y, z, -\dot{x}, -\dot{y}, -\dot{z}), \]
\[ S_2(x, y, z, \dot{x}, \dot{y}, \dot{z}) = (x, y, -z, \dot{x}, \dot{y}, -\dot{z}), \] (9)
and reversing symmetries
\[ R_1(x, y, z, \dot{x}, \dot{y}, \dot{z}) = (x, -y, -z, -\dot{x}, \dot{y}, -\dot{z}), \]
\[ R_2(x, y, z, \dot{x}, \dot{y}, \dot{z}) = (-x, y, -z, \dot{x}, -\dot{y}, -\dot{z}), \]
\[ R_3(x, y, z, \dot{x}, \dot{y}, \dot{z}) = (x, -y, z, -\dot{x}, \dot{y}, -\dot{z}), \]
\[ R_4(x, y, z, \dot{x}, \dot{y}, \dot{z}) = (-x, y, z, \dot{x}, -\dot{y}, -\dot{z}). \] (10)

The reversing symmetries \( R_2, R_3 \) and \( R_4 \), given in (10), correspond to the compositions \( S_1 \circ R_1, S_2 \circ R_3 \) and \( S_1 \circ S_2 \circ R_1 \), respectively. There are no other reversing symmetries that can be obtained from all possible combinations of (9) and (10) (see Remark 3.1).

In order to apply Theorem 3.2 we observe that
\[ R_i \circ R_i = id, \quad i = 1, \ldots, 4, \]
\[ (R_i \circ R_j)^2 = id, \quad i, j \in \{1, \ldots, 4\}, \quad i \neq j. \] (11)

The first row of (11) is clear since \( R_i, i = 1, \ldots, 4 \) are involutions, and the second row can be verified easily by a straightforward computation. With this we have that if \( \mathbf{u}(t) \) intersects two fixed points of the same reversing symmetry at times \( t = 0 \) and \( t = T_0 \) then \( \mathbf{u}(t) \) is periodic with period \( T = 2T_0 \). On the other hand, if the solution passes through fixed points of different reversing symmetries at times \( t = 0 \) and \( t = T_0 \) then the solution is periodic, with period \( T = 4T_0 \).

In Section 3.1 we classify the periodic orbits according to its symmetry, which will be required for a better understanding of the numerical results presented in Section 6.

3.1. Classification of symmetric periodic orbits. In this Section we describe some types of symmetric periodic orbits that we have computed numerically; all of them pass through two fixed points of reversing symmetries at times \( t = 0 \) and \( t = T_0 \) (in some cases the corresponding reversing symmetries at \( t = 0, t = T_0 \) are equal to each other). In the following we use \( \mathbf{u}(0) = (x_0, y_0, z_0, \dot{x}_0, \dot{y}_0, \dot{z}_0) \) and \( \mathbf{u}(T_0) = (x_1, y_1, z_1, \dot{x}_1, \dot{y}_1, \dot{z}_1) \) for representing the state vector of an arbitrary orbit at times \( t = 0 \) and \( t = T_0 \), respectively.

The classification of the orbits is as follows. The type I is characterized by solutions \( \mathbf{u}(t) \) which pass through fixed points of \( R_1 \), we mean \( \mathbf{u}(0) = (x_0, 0, 0, 0, \dot{y}_0, \dot{z}_0) \) and \( \mathbf{u}(T_0) = (x_1, 0, 0, 0, \dot{y}_1, \dot{z}_1) \). Since \( R_1 \) is an involution, these kind of orbits are \( T = 2T_0 \) periodic, and symmetric with respect to, hereafter written
as wrt, $x$–axis. For the type II we have that at $t = 0$ and $T_0$ the solutions pass through fixed points of $R_3$, we mean $u(0) = (x_0, 0, z_0, 0, y_0, 0)$ and $u(T_0) = (x_1, 0, z_1, 0, y_1, 0)$. In this case the orbits are also $T = 2T_0$ periodic, and symmetric wrt $xz$–plane. In the type III the solutions $u(t)$ pass through fixed points of $R_1$ and $R_3$ at times $t = 0$ and $t = T_0$, respectively, we mean $u(0) = (x_0, 0, 0, 0, y_0, z_0)$ and $u(T_0) = (x_1, 0, z_1, 0, y_1, 0)$, therefore these orbits are $T = 4T_0$ periodic and symmetric with respect to both $x$–axis and $xz$–plane. Finally, the symmetric orbits of type IV pass through fixed points of $R_1$ and $R_4$ at times $t = 0$ and $t = T_0$, respectively, therefore $u(0) = (x_0, 0, 0, 0, y_0, z_0)$ and $u(T_0) = (0, y_1, z_1, x_1, 0, 0)$. In this case the orbits are also $T = 4T_0$ periodic, and symmetric wrt to both $x$–axis and $yz$–plane.

All computed periodic orbits in this work belong to one of the types I-IV described above. The results of the numerical study of symmetric periodic orbits are shown in Section 6.

4. Some invariant sets and dynamical properties

One of the advantages of considering the H4BP as a limit case of the R4BP is that the computation of the positions of the equilibrium points can be performed in terms of closed formulas depending on the mass parameter $\mu$. We recall that $\mu$ represents the relative mass of the second distant body, namely $m_2$. Therefore, the evolution of the position and the stability of the equilibrium points can be performed by using closed expressions that provide exact information for all the admissible values of $\mu$. An opposite situation happens for the R4BP, where the lack of closed-form expressions for the positions of the equilibrium points in terms of the masses of the system, except for very few particular cases, represents an obstruction for a general analytic study of the stability. It is worth mentioning that nowadays it is possible to develop numerical studies with high order precision to be used for a posteriori analysis in order to provide computer assisted proofs of the existence of equilibrium points, periodic orbits and invariant manifolds. The interested reader can consult [29], [17], [7] and references therein for more details. Nevertheless, the H4BP allows us to obtain general formulas for the equilibrium points and their stability could be analyzed by pen and paper techniques, as a consequence, we will privilege this analysis in the following subsection.

4.1. Equilibrium points and stability. In [8] was shown that the H4BP has four planar equilibrium points given by the expressions

$L_1 = \left(\frac{1}{\sqrt{\lambda_2}}, 0, 0\right), L_2 = \left(-\frac{1}{\sqrt{\lambda_2}}, 0, 0\right), L_3 = \left(0, \frac{1}{\sqrt{\lambda_1}}, 0\right), L_4 = \left(0, -\frac{1}{\sqrt{\lambda_1}}, 0\right).$
Since the equilibrium points are planar, the characteristic polynomial \( P(\eta) \) that provides the information on the linear stability of the equilibrium point in \( \mathbb{R}^3 \), can be written as

\[
P(\eta) = P_{\text{spatial}}(\eta)P_{\text{planar}}(\eta)
\]

where

\[
P_{\text{spatial}}(\eta) := \eta^2 - \Omega_{zz}.
\]

In general, the stability for the planar case is defined by the polynomial

\[
P_{\text{planar}}(\eta) := \eta^4 - (\Omega_{yy} + \Omega_{xx} - 4)\eta^2 + \Omega_{xx}\Omega_{yy} - \Omega_{xy}^2.
\]

It is immediate to see that the roots of \( P_{\text{spatial}}(\eta) \) are given by \( \sqrt{\Omega_{zz}} \) and \( -\sqrt{\Omega_{zz}} \).

Since the equilibrium points are symmetric, it will be enough to consider the evaluation at the points \( L_1 \) and \( L_3 \), namely

\[
\Omega_{zz}(L_1) = -(1 + \lambda_2), \quad \Omega_{zz}(L_3) = -(1 + \lambda_1).
\]

As we know \( \lambda_1 > 0, \lambda_2 > 0 \), so we obtain two purely imaginary eigenvalues for each equilibrium point, i.e., for the point \( L_1 \) corresponds \( \{i\omega_{z1}, -i\omega_{z1}\} \) and for the point \( L_3 \) corresponds \( \{i\omega_{z3}, -i\omega_{z3}\} \) where \( \omega_{z1} = \sqrt{1 + \lambda_2}, \omega_{z3} = \sqrt{1 + \lambda_1} \).

The linear stability on the \( xy \)-plane, for the equilibrium points \( L_1 \) and \( L_2 \), is characterized by the following proposition [8].

**Proposition 4.1.** The equilibrium points \( L_1 \) and \( L_2 \) are unstable for \( \mu \in [0, 1/2] \), with the eigenvalues of the linearized system being of the form \( \pm \Lambda \) and \( \pm i\omega \) with \( \Lambda > 0 \) and \( \omega > 0 \).

It is possible to obtain the value of \( \omega \) in terms of \( \lambda_1 \) and \( \lambda_2 \), therefore in terms of \( \mu \). Such value is given by the expression

\[
\omega = \frac{\sqrt{A + \sqrt{D}}}{\sqrt{2}},
\]

with \( A = 4 - 2\lambda_2 - \lambda_1, B = 3\lambda_2(\lambda_1 - \lambda_2) \) and \( D = A^2 - 4B \). On the other hand, the linear stability on the \( xy \)-plane for the equilibria \( L_3 \) and \( L_4 \) is described by the following proposition [8].

**Proposition 4.2.** The equilibrium points \( L_3 \) and \( L_4 \) have the following properties: there exists a value \( \mu_0 \) such that for \( \mu \in (0, \mu_0) \), the eigenvalues of the linearized system are of the form \( \pm i\omega_1 \) and \( \pm i\omega_2 \), for \( \mu = \mu_0 \) we have a pair of the eigenvalues \( \pm i\omega \) of multiplicity 2, and for \( \mu \in (\mu_0, 1/2] \) the eigenvalues are of the form \( \pm \alpha \pm i\omega \) with \( \alpha > 0 \) and \( \omega > 0 \).

The exact value of \( \mu \) where the change of linear stability occurs is

\[
\mu_0 = \frac{1}{450} \left( 225 - \sqrt{3(5227 + 2368\sqrt{21})} \right),
\]
which is approximately \( \mu_0 \approx 0.011942 \). In the Solar System there exists several equilateral configurations being Sun-Jupiter-Asteroids the most famous, in this case \( \mu = 0.00095 \) associated to Jupiter-Sun mass-ratio. The corresponding equilibrium points \( L_3 \) and \( L_4 \) are linearly stable, as happens in other cases with potential applications.

### 4.2. Resonant periodic orbits

Another advantage of Hill’s approach is that we can study the resonances between frequencies associated to the eigenvalues of the equilibrium points. If \( L_3 \) and \( L_4 \) are linearly stable we can consider the ratio \( \omega_2/\omega_1 = k \) with \( k \in \mathbb{Z} \) to find a sequence of values of \( \mu \) where such ratio it is satisfied. In [9] are reported the values

\[
\mu_k = \frac{1}{2} - \frac{1}{6\sqrt{3}} \sqrt[4]{\frac{5227 + 1184r - 5K^2 - 32Kr - 38K}{(K - 25)^2}} \tag{12}
\]

with \( r = \sqrt{84 - 3K} \) and \( K = (k^2 - 1)^2/(k^2 + 1)^2 \). For instance, the exact values for \( k = 2, 3 \) are respectively

\[
\begin{align*}
\mu_2 &= \frac{1}{2} - \frac{1}{462} \sqrt[3]{\frac{2}{3}(10181 + 458\sqrt{2073})}, \\
\mu_3 &= \frac{1}{2} - \frac{1}{1218} \sqrt[4]{5(24077 + 6464\sqrt{57})}.
\end{align*}
\]

In Table 1 we provide some values of \( \mu_k \) with 6 decimals, however (12) provides exact results that can be taken with any order of precision.

### Table 1. Resonances between frequencies.

| \( k \) | \( \mu \) | \( \mu \) |
|-------|--------|--------|
| 1     | \( \mu_0 \) | 6      | 0.001293 |
| 2     | 0.007733 | 7      | 0.000965 |
| 3     | 0.004390 | 8      | 0.000746 |
| 4     | 0.002713 | 9      | 0.000594 |
| 5     | 0.001817 | 10     | 0.000483 |

In Table 1 we can observe that the sequence \( \{\mu_k\} \) is decreasing. It is not difficult to see that if \( k \to \infty \) then \( K \to 1 \), \( r \to 9 \) and \( \mu_k \to 0 \).

For the equilibrium points \( L_1 \) and \( L_2 \) we can also study the resonances among the vertical and planar frequencies in order to determine periodic motions in the linear approximation. Following the notation of chapter 10 of [4], the general solution of the linear equations of motion around a saddle-center-center equilibrium point is
\[
\begin{align*}
\xi &= \zeta_0 \cos(\omega t) + \frac{\eta_0}{\alpha} \sin(\omega t), \\
\eta &= \eta_0 \cos(\omega t) + \alpha \xi_0 \sin(\omega t), \\
\zeta &= C_1 \cos(\omega z_1 t) + C_2 \sin(\omega z_1 t),
\end{align*}
\]

where \(\zeta_0, \eta_0, \alpha, \xi_0, C_1\) and \(C_2\) are constant defined by initial conditions and the second derivative \(\Omega_{zz}\). The periodic solutions can be classified in three families: the class (a) corresponds to one-dimensional vertical Liapunov orbits for \(\eta = \xi = 0\), the class (b) corresponds to planar Liapunov orbits for \(\zeta = 0\), and the class (c) corresponds to spatial Lissajous orbits that satisfy

\[
\begin{align*}
\xi &= \zeta_0 \cos(\omega t) + \frac{\eta_0}{\alpha} \sin(\omega t), \\
\eta &= \eta_0 \cos(\omega t) + \alpha \xi_0 \sin(\omega t), \\
\zeta &= C_1 \cos\left(\frac{q}{p}\omega t\right) + C_2 \sin\left(\frac{q}{p}\omega t\right),
\end{align*}
\]

where \(q/p\) is a rational number so that \(q/p = \omega_{z1}/\omega \leq 1\). In the case of the H3BP we have that \(\omega_{z1}/\omega = 2/\sqrt{2\sqrt{7} - 1} \approx 1\). Nevertheless, with the aim of completing the study of resonances among the equilibrium points in the H4BP, to be used in further analytical studies, we can examine the behaviour of the ratio \(q/p\) as function of \(\mu\).

We start recalling that both quantities \(\lambda_1\) and \(\lambda_2\) can be written as \(\lambda_2 = (3/2)(1 - d)\) and \(\lambda_1 = (3/2)(1 + d)\), where \(d = \sqrt{1 - 3\mu + 3\mu^2} \in [1/2, 1]\) is a decreasing function for \(\mu \in [0, 1/2]\). So we can write the frequencies \(\omega\) and \(\omega_{z1}\) in terms of \(d\). A straightforward computation shows that the equation \(q/p = \omega_{z1}/\omega\) can be written as

\[
r(d) := \frac{q}{p} = \frac{\sqrt{6d + 10}}{\sqrt{-1 - 3d + \sqrt{1 + 222d + 225d^2}}}.
\]

The next result shows that this function is indeed a bijection.

**Proposition 4.3.** For all \(\mu \in [0, 1/2]\), the function \(r : [1/2, 1] \rightarrow [r(1), r(1/2)]\) is a bijection.

**Proof.** Let us write the derivative

\[
r'(d) = \frac{6\sqrt{2}(-2(23 + 33d) + \sqrt{1 + 222d + 225d^2})}{\sqrt{5 + 3d\sqrt{1 + 222d + 225d^2}(-1 - 3d + \sqrt{1 + 222d + 225d^2})^{3/2}}}
\]
and realize that the numerator satisfies 
\[-2(23 + 33d) + \sqrt{1 + 222d + 225d^2} < 0\]
for all \( d \in [1/2, 1] \), that is, the function \( r(d) \) is monotonically decreasing, with
\[r(1) = \frac{2}{\sqrt{2\sqrt{7} - 1}} \approx 0.96544.\]

Proposition 4.3 ensures the existence of a unique value \( \bar{d} \) such that \( r(\bar{d}) = 1 \) which corresponds to \( \bar{d} = 5/6 \). So, we can state that \( q/p \in [r(1), 1] \approx [0.96544, 1] \). In other words, the ratio stays close to 1 : 1 resonance.

Since \( r(d) \) is a bijection, we can even compute the range of values of \( \mu \) for which \( q/p \in [0, \mu_p] \). The proof of the following Proposition is an easy algebraic manipulation of two-second degree algebraic polynomials so will be omitted.

**Proposition 4.4.** The range of values of \( \mu \) for the existence of local spatial periodic motion of class (c) around the equilibrium point \( L_1 \) is \( \mu \in [0, \mu_p] \) with
\[\mu_p = \frac{1}{18} \left(9 - 4\sqrt{3}\right),\]
which is approximately \( \mu_p \approx 0.1151 \).

The above study provides a first insight of the center manifold associated to the equilibrium points \( L_1 \) and \( L_3 \). However, it is well known that higher order terms will produce non-linear coupling effects between planar and spatial motions. For instance, when the frequencies in the center manifold become equal to each other we obtain the so called Halo orbits. Therefore, Propositions 4.3 and 4.4 suggest that there exist Halo orbits in the interval \([0, \mu_p]\) since the ratio \( \omega_z/\omega \leq 1 \). Of course, a further analytical study, including higher-order terms, is necessary in order to prove this conjecture. Nevertheless, the numerical explorations given in subsection 6.2.2 support such conjecture.

**Stability of periodic orbits.** For completeness, we wish to recall some basics aspects regarding the stability of periodic orbits. The set of eigenvalues associated to a periodic orbit in a Hamiltonian system with 3 degrees of freedom looks like \( \Lambda = \{1, 1, \lambda_1, \lambda_1^{-1}, \lambda_2, \lambda_2^{-1}\} \), where the eigenvalues \( \lambda_1 \) and \( \lambda_2 \) can be computed as the roots of the characteristic polynomial
\[Q(\lambda) = \lambda^4 - \alpha \lambda^3 + \beta \lambda^2 - \alpha \lambda + 1,\]  
(14)

obtained from the \( 4 \times 4 \) matrix resulting by restricting the study of periodic orbits to a suitable one dimensional Poincaré at a fixed energy level, i.e., we restrict the study to a co-dimension 2 surface \( \Sigma \). If we denote such matrix as \( \Phi_\Sigma \), the coefficients of (14) are given by
\[\alpha = Tr(\Phi_\Sigma) \quad \text{and} \quad \beta = \frac{1}{2} \left(Tr(\Phi_\Sigma)^2 - Tr(\Phi_\Sigma^2)\right).\]
The study of (14) is simplified with the use of the auxiliary variable \( s = \lambda + \lambda^{-1} \). In terms of \( s \), the characteristic polynomial becomes
\[
Q(s) = s^2 - \alpha s + \beta - 2,
\]
whose roots are the so called stability parameters. It is easy to see that the stability parameters are given by the expressions
\[
s_1 = \frac{1}{2} \left( \alpha + \sqrt{D} \right) \quad s_1 = \frac{1}{2} \left( \alpha - \sqrt{D} \right),
\]
with \( D = \alpha^2 - 4(\beta - 2) \). Therefore, the criterion for linear stability can be stated by requiring that \( D \geq 0 \) and \( |s_i| < 2 \) for \( i = 1, 2 \). When one of the stability parameters satisfies \( |s_i| = 2 \) the corresponding orbit is called critical orbit; these orbits are relevant because they point out possible bifurcations. The interested reader in the details of the above discussion and/or in a deeper study of stability and bifurcations can consult [30] and [31] for more information.

4.3. Invariant \( z \)-axis. It is not difficult to see that the \( z \)-axis \( \{(x, y, z) \mid x = y = 0, px = py = 0\} \) is an invariant set, and that the corresponding dynamics is defined by equations
\[
\dot{z} = p_z, \quad \dot{p}_z = -z - \frac{z}{|z|^3},
\]
which are obtained from the Hamiltonian (7) restricted to the vertical axis, we mean
\[
H(z, p_z) = \frac{1}{2} p_z^2 + \frac{1}{2} z^2 - \frac{1}{|z|}. \tag{15}
\]

The corresponding phase space is shown in Figure 2. All motions are bounded in position unlike momentum due to binary collisions and there is no dependence on the parameter \( \mu \).

The analysis performed in [32] shows that, when \( z > 0 \) in the Hamiltonian (15), there exists a polar orbit \( z(t) \) for which the particle moves between \( z = 0 \) and \( z = d(h) \), where \( d(h) \) is a solution of the equation \( \frac{z^2}{2} - \frac{z}{2} = h \), with \( h \) a constant energy. Since this equation has solution for any value of \( h \) (equivalently for any \( C \)) the polar orbit exists for all values of \( h \) and its amplitude depends on the energy level as it is shown in Figure 2. It is not difficult to see that something similar happens when \( z < 0 \) so we obtain another polar orbit for this case. We will call northern and southern polar orbits to polar orbits with \( z > 0 \) and \( z < 0 \), respectively. For both kinds of polar orbits, the period is uniformly bounded by \( \pi \) for any value of \( h \).
The numerical explorations of the H4BP, given in Section 6, suggest that the polar orbits bifurcate with several families of periodic orbits.

5. Automatic differentiation for the Hill four-body problem: the equivalent polynomial system

An efficient way to implement high-order Taylor methods for the case where the vector field is not a polynomial is by means of automatic differentiation, a process in which we add auxiliary variables and differential equations in order to obtain a polynomial vector field whose solutions correspond to the original non-polynomial vector field. We must mention that the idea of replacing a given nonlinear system of differential equation with a polynomial vector field is not new, many examples appear in the literature as early as the works [33] and [34]. The main advantage of using this method is that we can obtain high precision numerical computations which provides very good approximations for real periodic orbits and as a consequence we can use this data to perform a posteriori analysis in order to develop rigorous proofs of the existence of some orbits of particular interest. The interested reader in this technique for proving existence of periodic orbits, and other invariant objects, may consult the works [7], [35], [36] and references therein. The reader who is not familiar with the implementation of automatic differentiation in the Taylor method may consult [37] to find an elementary introduction to this subject.

The computation of periodic orbits and their characteristic multipliers requires the numerical integration of the equations of motion and variational equations. For this purpose, we have implemented a variable step and order Taylor method controlled by tolerances $2.22045 \times 10^{-14}$ and machine epsilon for relative and
absolute errors, respectively. It is worth mentioning that the developed Taylor-based numerical integrator is just controlled by the feasible tolerances given by the float point arithmetic at hand. If extended precision arithmetic is used then more stringent tolerances can be set into the numerical integrator, therefore the order of the method will be adapted automatically in order to satisfy such tolerances. However, in the classical double-precision arithmetic other numerical methods can be implemented to perform the computations with the tolerances used in this work, for instance, a Runge-Kutta method with step size control of orders 7 and 8, or a numerical integrator ode113 (based on Adams-Bashfort-Moulton methods) of Matlab can work as well, nevertheless, sometimes these methods are time-consuming and are restricted by a maximum order so they would be insufficient in order to extend the computations to multiple precision. In the following lines we offer some details of the implementation of the variable step and order Taylor method with automatic differentiation.

Consider the equations (5), and define the automatic differentiation variable

\[ r(x, y, z) := \sqrt{x^2 + y^2 + z^2}, \]

so that

\[ \Omega_x = \lambda_2 x - \frac{x}{r(x, y, z)^3}, \quad \Omega_y = \lambda_1 y - \frac{y}{r(x, y, z)^3}, \quad \Omega_z = -z - \frac{z}{r(x, y, z)^3}. \]

We also introduce the variables

\[ x_1 := x, \quad x_2 := y, \quad x_3 := z, \quad x_4 := \dot{x}, \quad x_5 := \dot{y}, \quad x_6 := \dot{z}, \]

thus the equations of motion, associated to the co-rotating frame (5), or in a equivalent way (5), becomes

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4 \\
\dot{x}_5 \\
\dot{x}_6
\end{pmatrix} =
\begin{pmatrix}
x_4 \\
x_5 \\
x_6 \\
2x_5 + \Omega_{x_1} \\
-2x_4 + \Omega_{x_2} \\
\Omega_{x_3}
\end{pmatrix}.
\]

(16)

Now we append the variable

\[ x_7 = \frac{1}{r}. \]

The meaning of the previous equation is trying to rewrite the term \(1/r(x, y, z)\) in the equations. Note that

\[ \dot{x}_7 = -\frac{1}{r^2} \dot{r} = -x_7^3(x_1 x_4 + x_2 x_5 + x_3 x_6). \]
Therefore, in terms of the new variables, we can write
\[
\begin{align*}
\Omega_{x_1} &= \lambda_2 x_1 - x_1 x_7^3, \\
\Omega_{x_2} &= \lambda_1 x_2 - x_2 x_7^3, \\
\Omega_{x_3} &= -x_3 - x_3 x_7^3.
\end{align*}
\]

Finally, in terms of state vector \( \mathbf{x} = (x_1, x_2, x_3, x_4, x_5, x_6, x_7)^T \), the equations of motion (16) define a polynomial vector field, we mean
\[
\dot{\mathbf{x}} = g(\mathbf{x})
\]
where
\[
\begin{pmatrix}
x_4 \\
x_5 \\
x_6 \\
2x_5 + \lambda_2 x_1 - x_1 x_7^3 \\
-2x_4 + \lambda_1 x_2 - x_2 x_7^3 \\
-x_3 - x_3 x_7^3 \\
-x_7^3(x_1 x_4 + x_2 x_5 + x_3 x_6)
\end{pmatrix}.
\]

A natural question that arises from this transformation is if the periodic orbits of both systems are equivalent in the sense that a periodic orbit of the augmented system corresponds to a periodic orbit of the original system. In [29] we can find a study which gives a positive answer to the former question in the phase space with restriction \( x_7 = 1/r \), so we can work with the augmented system in order to compute periodic orbits for the original one.

Our scheme of numerical continuation is based on a classic predictor-corrector method that exploits the pseudo-arclength continuation algorithm (e.g. see [38]). The use of this scheme requires to append the variational equations to the seven-dimensional augmented vector field. In other words, we need to consider 6 systems of differential equations of the form
\[
\dot{\mathbf{c}_i} = D\mathbf{F}\mathbf{c}_i,
\]
where \( D\mathbf{F} \) is the Jacobian matrix of the original vector field (8) expressed with new variables and \( \mathbf{c}_i = (c_i^1, c_i^2, c_i^3, c_i^4, c_i^5, c_i^6)^T \in \mathbb{R}^6 \) is a six-dimensional vector for \( i = 1, 2, \ldots, 6 \). Of course, we can form a fundamental matrix of solutions, denoted as \( \Psi(t) \), by considering \( \Psi(t) = \text{col}(c_1, c_2, \ldots, c_6) \) to obtain information about the linear stability of the orbits (it will be discussed in Section 6). In summary, we have developed a variable step and order integrator for a set of 43 differential equations. The codes for the numerical integrator of the vector field of the H4BP can be found in [39].
6. Numerical explorations

In Section 3.1 we classified the different types of symmetric periodic orbits that appeared in our study, we mean symmetric periodic orbits of types I-IV. In order to compute these orbits we solve numerically specific boundary value problems (BVPs) with the use of certain seeds. The BVP depends on the type of symmetry of the periodic orbit. According to the description given in Section 3.1, if we use

\[ u(t) = (x(t), y(t), z(t), \dot{x}(t), \dot{y}(t), \dot{z}(t)) \]

as vector solution, and denote the characteristic time by \( T_0 \), the symmetric periodic orbits of types I-IV are solutions of (8) restricted to the following boundary conditions:

- **type I**
  
  \[
  y(0) = 0, \quad z(0) = 0, \quad \dot{x}(0) = 0, \\
  y(T_0) = 0, \quad z(T_0) = 0, \quad \dot{x}(T_0) = 0,
  \]

- **type II**
  
  \[
  y(0) = 0, \quad \dot{x}(0) = 0, \quad \dot{z}(0) = 0, \\
  y(T_0) = 0, \quad \dot{x}(T_0) = 0, \quad \dot{z}(T_0) = 0,
  \]

- **type III**
  
  \[
  y(0) = 0, \quad z(0) = 0, \quad \dot{x}(0) = 0, \\
  y(T_0) = 0, \quad \dot{x}(T_0) = 0, \quad \dot{z}(T_0) = 0,
  \]

- **type IV**
  
  \[
  y(0) = 0, \quad z(0) = 0, \quad \dot{x}(0) = 0, \\
  x(T_0) = 0, \quad \dot{y}(T_0) = 0, \quad \dot{z}(T_0) = 0.
  \]

The solution of each BPV is given by the initial condition \( u(0) = u_0 \) and characteristic time \( T_0 \) (for instance, for the family of type I we have that \( u_0 = (x_0, 0, 0, 0, y_0, z_0) \)). In a generic way, for a fixed value of \( \mu \), the solution of each BVP depends on one parameter. For a fixed value of \( \mu \), by the cylinder theorem [40], each symmetric periodic family conforms a curve in the space of initial conditions (in this case \( xyzt \)-space). On the other hand, if we also vary the value of the mass parameter \( \mu \), the initial conditions of corresponding families give rise to a surface in the space of initial conditions.

The required seeds for solving the BVPs are obtained considering bifurcations among the families. For instance, in the case of three dimensional vertical orbits, Halo and Lane orbits, the seeds are obtained as initial conditions of symmetric planar critical orbits to generate initial conditions. Nevertheless, we will see that these three families are related in an interesting way as the linear approximation suggests. This approach was considered in the seminal work of M. Hénon [41] where the author introduced the so-called vertical stability index (denoted as \( a_v \)) to detect planar periodic orbits that can be continued to the spatial case (this index provides information about whether a planar periodic orbit belongs at the same time to a family of spatial periodic orbits). We remark that planar periodic
orbits and their stability indexes are studied in [42] for the classical Hill’s problem; it was shown that five families, named \( a_1v, a_2v, a_3v, g_1v \) and \( g_2'v \), possess critical orbits. In a later work, M. Michalodimitrakis continued these orbits to the spatial case [43].

In the following we show the numerical study of symmetric periodic orbits. The corresponding initial conditions were obtained by means of solving numerically different boundary value problems (see beginning of this Section) with the techniques of Section 5. We remark that with the application of an appropriate symmetry, or reversing symmetry to the computed periodic orbits (to be shown), then other periodic orbits can be obtained (see Remark 3.4). For instance, suppose a solution \( u(t) \) of type II, we mean, it passes through fixed points of reversing symmetry \( R_3 \) at times \( t = 0 \) and \( t = T_0 \), so is \( 2T_0 \) periodic, then \( R_1u(0) \) defines the initial condition of a \( 2T_0 \) periodic orbit different from the original one.

The numerical results concerning symmetric periodic orbits around the tertiary are grouped in Section 6.1 where we distinguish two kind of orbits: ones coming from the classical Hill’s problem and other new which do not. In a similar way, the results of the study of symmetric periodic orbits, related with the dynamics around \( L_1 \), and therefore around \( L_2 \), are shown in Section 6.2. In order to get those orbits, we have developed a numerical continuation by varying \( C \) for several values of \( \mu \). We should mention that we have focused on symmetric periodic orbits since these objects have shown to be a good starting point for further explorations of other families of periodic orbits with some astronomical interest.

6.1. Periodic orbits around the tertiary. In this Section we explore some families of periodic orbits around the tertiary body for a couple of values of \( \mu \) with some astronomical interest. We have considered \( \mu = 0.00095 \), related to the mass of Jupiter, and \( \mu = 0.00547 \), that corresponds to the system HD28185; both values of \( \mu \) satisfy Routh’s criterion for equilateral configuration stability.

6.1.1. Periodic Orbits emanating from planar direct orbits. The families \( g_1v \) and \( g_2'v \) emanate from planar direct orbits \( g \) as it was reported in [9] and possess symmetry of type III. We have found that family \( g_1v \) for \( \mu = 0.00095 \) starts at a bifurcation with the planar family \( g \) and all of its orbits are quite unstable until a turning point which is reached at \( C = 2.483432 \). After this point, the orbits remain unstable until a double critical orbit appears, that is \( |s_1| = |s_2| = 2 \), which happens at \( C = 4.12327 \). As we keep increasing the value of \( C \) a stable zone appears at \( C = 4.133271 \) until the family ends with a bifurcation with a planar orbit at \( C = 4.284141 \). The initial conditions for the critical orbits are shown in Table 2. The behaviour of this family is qualitatively similar for the second case \( \mu = 0.00547 \), nevertheless, there are more critical orbits in the family and
the stable zone is reduced to the interval $C \in [4.132271, 4.279181]$. The initial conditions for the critical orbits are shown in Table 3. The shape of the orbits for this case can be seen in Figure 3. We emphasize that the family $g_1v$ is reported as unstable in the classical H4BP, therefore the main effect of a fourth perturbing body is again the appearance of stable motion.

### Table 2. Initial conditions for critical orbits, case $\mu = 0.00095$, family $g_1v$.

| $s_1$ | $s_2$ | $x_0$ | $z_0$ | $y_0$ | $T/4$ | $C$       |
|-------|-------|-------|-------|-------|-------|----------|
| 2     | 2337  | 0.311044437819049 | 0.0   | 1.913283128661090 | 1.42442101072728 | 3.059642  |
| 2     | 183   | 0.401582652245777 | 1.645050043578752 | 0.523578470955765 | 1.45905492738793 | 2.483432  |
| 2     | 2     | 0.560082992514573 | 0.447754036062618 | 0.43314380642077  | 1.070414684724931 | 4.12327   |
| 1.673 | 2     | 0.570845794094986 | 0.0   | 0.443069460231186 | 1.051596721705848 | 4.284141  |

### Table 3. Initial conditions for critical orbits, case $\mu = 0.000547$, family $g_1v$.

| $s_1$ | $s_2$ | $x_0$ | $z_0$ | $y_0$ | $T/4$ | $C$       |
|-------|-------|-------|-------|-------|-------|----------|
| 3.07  | 2     | 0.312348437026666 | 0.0   | 1.902484026495065 | 1.468067895331849 | 3.075145  |
| 2     | 21722 | 0.312368430078792 | 0.041340285729567 | 1.901990415167071 | 1.46807899429547 | 3.074942  |
| 2     | 2     | 0.312485459713801 | 0.108285970081361 | 1.899097496123795 | 1.468146125495763 | 3.073442  |
| 2     | 21603 | 0.312514707998954 | 0.119270884990533 | 1.898374889382144 | 1.468163017617618 | 3.073442  |
| 2     | 161   | 0.402791278939239 | 1.637749036679892 | 0.522580949085163 | 1.455590819188837 | 2.494762  |
| 2     | 2     | 0.560171041047021 | 0.446609759343781 | 0.43488405267122  | 1.071939946966573 | 4.119271  |
| 1.695 | 2     | 0.570595726083358 | 0.0   | 0.444602520352016 | 1.053297958011874 | 4.279181  |

The family $g'2v$ for $\mu = 0.00095$ starts from a bifurcation with a planar orbit at $C = 4.279530$. As the value of $C$ is decreased monotonically, the orbits are
composed of increasing vertical oscillations combined with a circulation around the $z-$axis as it is shown in Figure 4. In this case there are not stable periodic orbits, but a pair the critical orbits appear at $C = 0.035753$ and $C = 2.159953$. The behaviour is qualitatively similar when $\mu = 0.00547$ in the sense that the family rises from a planar critical orbit and then it tends to periodic orbits with increasing vertical oscillations. Nevertheless, there is a zone of stability for both cases. The evolution of the stability coefficients are shown in Figure 5 and the initial conditions of the critical orbits are given in Tables 4 and 5.

6.1.2. Periodic orbits emanating from planar retrograde orbits. Let us start with a summary of results related to retrograde periodic orbits of the H3BP that will be necessary for exposing our results. According to pioneer numerical explorations [41], [43], there are not vertical critical orbits in the family of retrograde planar periodic orbits in the classical Hill’s problem ($\mu = 0$ in our case), so called
Table 4. Initial conditions for critical orbits belonging to family \(g'2v\) for \(\mu = 0.00095\).

| \(s_1\) | \(s_2\) | \(x_0\) | \(z_0\) | \(y_0\) | \(T/4\) | \(C\) |
|---------|---------|---------|--------|--------|--------|-----|
| 1.189   | 2       | 0.082382754420325 | 0.0    | 4.474112396195602 | 1.08331688739804 | 4.279581 |
| 2       | 43.04   | 0.3632864284541016 | 1.904537068852055 | -0.337242456915256 | 1.518547036633827 | 2.159953 |
| 2       | 2.023   | 0.672579519372136  | 0.54755528845478 | -1.99854311394389 | 2.516515447099607 | 0.035753 |

Table 5. Initial conditions for critical orbits belonging to family \(g'2v\) for \(\mu = 0.00547\)

| \(s_1\) | \(s_2\) | \(x_0\) | \(z_0\) | \(y_0\) | \(T/4\) | \(C\) |
|---------|---------|---------|--------|--------|--------|-----|
| 1.156   | 2       | 0.082169168742817 | 0.0    | 4.481802399476099 | 1.092034641466013 | 4.273650 |
| 2       | 41.72   | 0.363467874011121 | 1.904782813283298 | -0.329994220045412 | 1.517987521371478 | 2.164053 |
| 2       | 2.025   | 0.695433955827101  | 0.560226165381085 | -1.989110192397709 | 2.49277188972285 | 0.056053 |

Figure 5. Top frames. Stability indexes for families \(g1v\) (left) and \(g'2v\) (right), for \(\mu = 0.0095\) (blue) and \(\mu = 0.00547\) (red). Bottom frames. Magnification of the previous figures. Slashed and solid curves represent indexes \(s_1\) and \(s_2\), respectively.

\(f\) family. Further explorations of three dimensional periodic orbits confirm that there are not periodic orbits emanating from the retrograde planar family \(f\). For
instance, in [44] we can find a full exploration of spatial periodic orbits where the author uses the restricted three-body problem with mass ratios so small that his results are similar to those who appear in classical Hill’s problem; such explorations support that H3BP does not possess periodic orbits as the ones shown in this Section. The reader can consult the book [30] to find a good compilation of work related to Hill’s problem and its applications for orbital motion.

We underline that $f$ is not the unique family of planar retrograde motion in the classical Hill’s problem, there exists other family which is named $l$, an analogous to the family of the restricted three–body problem. The family $l$ contains retrograde periodic orbits more distant than the members of the $f$ family. If we explore the members of this family for the H3BP we can find that there are not vertical critical families neither in this case. Therefore, we can conclude that it is not possible to generate spatial orbits through planar families of retrograde periodic orbits in the H3BP.

Nevertheless, the situation turns out interesting when we go beyond the classical Hill’s problem by increasing the mass parameter for $\mu > 0$. Although $f$ remains stable, see [9], the family $l$ now contains vertical critical orbits for $\mu = 0.0095$ that corresponds to the Sun-Jupiter case. The results in [9] show that as we increase the value of $\mu$ more critical orbits appear, even now in the family $f$ for $\mu = 0.03$ and the approximated values $C \approx -1.84, C \approx -2.07$. As a consequence of this new feature, we can follow the bifurcating planar orbits from the family $f$ to the three dimensional case. Our numerical explorations produced two families of spatial orbits that we have named $f1v$ and $f2v$, whose members have symmetries II and IV, respectively. The evolution of these families and their relation with the so-called family $l$ is given in the following.

The geometry of the orbits can be appreciated in Figures 6 and 8. As the reader can observe, at the beginning of each family the orbits are near Keplerian ones and as the value of $C$ decreases monotonically the orbits become more elongated in such a way that they tend asymptotically to an orbit on the $z$–axis which is composed by the union of southern and northern polar orbits. Actually, this behaviour holds for each value of $\mu \in (0, 0.5]$. There exist other remarkable properties of the families related to the stability. For instance, for the family $f1v$ we have wide ranges, in the Jacobi constant, for which the orbits are stable. In Figure 7 we show the stability indexes for the cases $\mu = 0.0095, \mu = 0.00547$ and $\mu = 0.03$. By means of increasing $\mu$, we obtained that the orbits tend to become more unstable, in such a way that for $\mu = 0.5$ all of them are unstable. Something similar happens to $f2v$. However, we do not have stability since the stability index $s_2$ is slightly bigger than 2 for $\mu = 0.0095, \mu = 0.00547$ and $\mu = 0.03$. 
Figure 6. Different views for periodic orbits within family $f1v$, for $\mu = 0.03$ and $\mu = 0.5$, are given in first and second row, respectively. Red dots correspond to equilibrium points.

The evolution of the stability indexes are shown in Figure 7. We should mention that we are plotting the absolute value of the indexes versus the value of $C$, this is why some peaks appear, for instance, in the curves for family $f1v$ when $\mu = 0.03$ the index $s_2$ changes its sign since for $C \approx -43.8999$, $s_2 \approx -0.000130$ and for $C \approx -43.9099$, $s_2 \approx 0.00038$. Something similar happens for the family $f2v$ when $\mu = 0.03$, for $C \approx -15.099$, $s_1 \approx -0.004$ and for $C \approx -15.109$, $s_1 \approx -0.007$. The pitchfork structure observed in the left side in Figure 7 corresponds to a change of stability index, from real to complex for $C \approx -58.0999$.

There are critical orbits within $f1v$ and $f2v$ for all values of $\mu$ mentioned above. In Table 6 we have shown initial conditions for each critical orbit in the family $f2v$. For the case $\mu = 0.00095$ there are two critical orbits at $C = -31.8301$ and $C = -252.429$, for $\mu = 0.00547$ two critical orbits at $C = -9.35730$ and $C = -78.7190$, for $\mu = 0.03$ two critical orbits at $C = -2.07890$ and $C = -25.7990$, and finally when $\mu = 0.5$ the same situation happens at $C = 1.39270$.
There are not critical orbits in the family $f_{1v}$, except the ones corresponding to bifurcations with planar orbits. For the values $\mu = 0.00095$, $\mu = 0.00547$, $\mu = 0.03$, $\mu = 0.5$ the bifurcation occurs at $C = -24.81470$, $C = -7.40680$, $C = -1.83040$ and $C = 1.11540$, respectively. The initial conditions of each case can be seen in Table 7.

Of course, a natural question would be: what does happen with periodic orbits when $\mu \to 0$? The explorations revealed, on one hand, an asymptotic behaviour to $z-$axis, and on the other hand the orbits tend to planar critical orbits of the family $l$ above described! In Figure 9 we observe the vertical stability curve for the family $l$ with $\mu = 0.00095$ where two vertical critical orbits appear and correspond to the ending of families $f_{1v}$ and $f_{2v}$. We realize the size of the orbits of the family $l$ increases as $\mu \to 0$. We conjecture that the three dimensional orbits
tend to infinity while they surround the equilibrium points $L_3$ and $L_4$ and these points tend to infinity as $\mu \to 0$.

6.2. Three dimensional periodic orbits around $L_1$.

6.2.1. Vertical Orbits. This family of eight-shaped periodic orbits corresponds to a continuation of linear vertical oscillations for motion class (a) of the equations
Table 7. Initial conditions for critical orbits belonging to family $f1v$. First, second, third and fourth rows correspond to $\mu = 0.00095$, $\mu = 0.00547$, $\mu = 0.03$ and $\mu = 0.5$, respectively.

| $s_1$ | $s_2$ | $x_0$ | $s_0$ | $y_0$ | $T/2$ | $C$ |
|-------|-------|-------|-------|-------|-------|-----|
| 1.660 | 2     | 5.018825684425040 | 0.0 | -10.036194771688093 | 3.134503395884316 | -24.814700 |
| 0.272 | 2     | 2.841184752918077 | 0.0 | -5.677016018058075  | 3.102515880739994  | -7.4068000 |
| 1.761 | 2     | 1.726239106614033 | 0.0 | -3.424781515503815  | 2.969523669896602  | -1.830400 |
| 2     | 195.2 | 1.139963051312378 | 0.0 | -1.887578683046186  | 2.515936791605256  | 1.1154000 |

Figure 9. Left. Characteristic curve of the vertical stability index $a_v$ for the planar family $l$ for $\mu = 0.00095$. Right. Bifurcating planar orbits for the family $f2v$ (red) and $f1v$ (blue).

The members of this family possess symmetry of type III. In the H3BP, it was found [45] that the size of these eight shaped orbits increases as the value of $C$ decreases monotonically; this behaviour stands even when $C \to -\infty$. All orbits are unstable and there is just one critical spatial orbit for $C = 0.512431$. In particular, the behaviour of the corresponding vertical families for the three collinear equilibrium points for the R3BP is quite different from the reported in [46] and [47]. In the R3BP case, the vertical families end at bifurcation with a planar orbit for several values of $\mu$.

For the H4BP we have found that the vertical orbits are unstable and show the same qualitative behaviour as in the classical H3BP. However, now there are several critical orbits for some $\mu \in (0, 1/2]$ whose initial conditions can be found in Table 8. As a matter of fact, these critical orbits correspond to bifurcations with other families of periodic orbits of this problem. In Section 6.2.2 we will see that the vertical orbits are connected in an interesting way with the family of Halo orbits. Moreover, in Section 6.2.3 we will show that the family of vertical orbits is connected to the one of planar Liapunov orbits through another family of periodic orbits which have been named as Lane family. The critical orbits shown in Table 8 are true bifurcations that will be followed in Section 6.2.3.
Table 8. Initial conditions for critical orbits belonging to the vertical family. First row corresponds to $\mu = 0.00095$, second and third rows to $\mu = 0.03$, fourth row to $\mu = 0.1$ and fifth row to $\mu = 0.5$.

| $s_1$ | $s_2$ | $x_0$ | $z_0$ | $y_0$ | $T/4$ | $C$       |
|------|------|------|------|------|------|----------|
| 2    | 435.8| 0.54071268638617 | 1.923960163342287 | -0.581718029353 | 0.020       | 1.058338628606103 | 4.293059 |
| 2    | 526.4| 0.561988213414619 | 1.749237807880294 | -0.446479184775 | 0.091       | 0.982011756142002 | 1.225958 |
| 2    | 525.7| 0.561922346788838 | 1.749818438199988 | -0.446891515959 | 0.091       | 0.982243141474447 | 1.223758 |
| 2    | 1424.2| 0.670700818421059 | 0.892265688101642 | -0.086904548188239 | 0.086         | 0.837337764530224 | 3.429539 |
| 2    | 625.3| 0.721064718369786 | 0.871684257590844 | -0.082685710206543 | 0.082       | 0.900258042567795 | 3.176858 |

6.2.2. Halo Orbits. This family of periodic orbit was named $alv$ for the H3BP in [43] where it was reported the evolution of such family as follows: it starts at a bifurcating orbit of the family of planar Lyapunov orbits at $C = 4.00531$, then as the value $C$ decreases the orbits become more inclined with respect to the plane $xy$. After passing a reflection (turning point), the value of $C$ increases and the width of the orbits starts to decrease in such a way the orbits tend to collision. Furthermore, the author made the conjecture: the orbits tend asymptotically towards a rectilinear collision motion on the half-axis $x = y = 0, z \leq 0$. Further explorations, as the contained in [45], provide data about the stability of this family; almost all orbits within the family are unstable except in a short region of $C$ with length $\Delta C = 0.02612$.

Considering the boundary problem for the symmetry $\Pi$, we perform a numerical continuation for $C$ taking several values of $\mu$. We found that there exists some range for $\mu$ in the interval $[0,1/2]$ where the behaviour of the families is analogous to the one of the H3BP; the families start at bifurcation with the planar family, pass by a reflection and tend to rectilinear collision motion by means of reaching southern polar orbits. However, we noticed that the main effect of considering a mass parameter $\mu$ different from zero in the continuation is on the stability of the orbits. For instance, for $\mu = 0.00095$ there are several critical orbits and a stable zone of length $\Delta C = 0.026307$ between the values $C = 1.069223$ and $C = 1.09553$ which is slightly bigger than the range in the H3BP. Something similar happens for other values of $\mu$; when $\mu = 0.03$ the stable zone has length $\Delta C = 0.032528$ and appears between $C = 1.074566$ and $C = 1.07094$, and for $\mu = 0.1$ the stable zone has width $\Delta C = 0.04856$ and it is delimited by $C = 1.133094$ and $C = 1.084534$. The case $\mu = 0.5$ is not an exception; the stable zone has length $\Delta C = 0.1317$ and appears between $C = 1.089994$ and $C = 1.221694$.

Nevertheless, there is a remarkable property of this family, there exists a value of $\mu_c$ for which the family does not start at a bifurcation with the planar family of Lyapunov orbits, it starts at a bifurcation with the vertical family as it is shown in Figure [10]. We can observe that the characteristic curves reach the value $z_0 = 0$ for $\mu = 0.1$ and $\mu = \mu_p$ (considering its value in double precision
with round up). However, for $\mu$ slightly greater than $\mu = \mu_p$ the characteristic curve does not reach the value $z_0 = 0$ any more. Moreover, it was observed that this property remains true for $\mu \in (\mu_p, 0.5]$ in such a way the family starts in a bifurcation with the vertical family and it ends with rectilinear collision motion. We should stress that this is not just a qualitative argumentation since in the upper right corner of Figure 10 we can observe that the stability index $s_1$ reach the value 2 for $\mu = \mu_p$ and $\mu = 0.11755$ but for the first case the family ends at a planar Lyapunov family and in the second case does not.

Therefore, the numerical explorations support the conjecture made in Section 4.2. Although the mechanism for generating the Halo orbits is not starting at planar Lyapunov critical orbits for the cases when $\mu > \mu_p$, we have decided to keep the name Halo since they are diffeomorphic to circles just before the bifurcations where the family starts and ends. In Figure 11 we can observe the
Figure 11. Different views for orbits within Halo family. First row, evolution from a planar critical orbit (blue) to an ejection-collision orbit (red) for \( \mu = 0.1 \). Second row, evolution from a vertical critical orbit (red) to an ejection-collision orbit (blue) for \( \mu = 0.5 \). Red dots correspond to equilibrium points.

geometry of Halo periodic orbits for a couple of values of \( \mu \). In Tables 9 - 12 we have shown data of critical orbits for the Halo family.

Table 9. Initial conditions for critical orbits belonging to Halo family for \( \mu = 0.00095 \). First row corresponds to a bifurcation with the planar family of Liapunov orbits.

| \( s_1 \) | \( s_2 \) | \( x_0 \) | \( z_0 \) | \( \dot{y}_0 \) | \( T/2 \) | \( C \) |
|----------|----------|--------|--------|--------|-------|-------|
| 2        | 1730.4   | 0.581672037294313 | 0.0   | 0.668336524962183 | 1.54134154535391 | 4.006994 |
| 2        | 34.98    | 0.10482095485549 | 0.315162159626700 | 0.3168218466217613 | 1.355379140358816 | 1.340394 |
| 2        | 1.328    | 0.101840495133734 | 0.313414476304381 | 2.161812236323527 | 1.35167267357241 | 1.328394 |
| 1.027    | 2        | 0.017035775185313 | 0.207968429615019 | 2.913689930254455 | 1.146724290330344 | 1.09223  |
| 2        | 0.422    | -0.000648771717150 | 0.166131017074055 | 3.303856990707573 | 1.065097990310460 | 1.05530  |
| 3.259    | 2        | -0.000077584329001 | 0.002916820655802 | 26.014890437575140 | 0.72993839194501 | 1.662140 |
Table 10. Initial conditions for critical orbits belonging to Halo family for $\mu = 0.03$. First row corresponds to a bifurcation with the planar family of Liapunov orbits.

| $s_1$ | $s_2$ | $x_0$ | $z_0$ | $y_0$ | $T/2$ | $C$ |
|-------|-------|-------|-------|-------|-------|-----|
| 2     | 1794.5 | 0.601287913380110 | 0.0 | 0.575263625144359 | 1.561152709206505 | 4.055694 |
| 2     | 35.9 | 0.107315014557271 | 0.321820367624817 | 2.112727941557960 | 1.370114315778723 | 3.62094 |
| 2     | 34.11 | 0.103591787584037 | 0.319646959222008 | 2.129398776778749 | 1.365497934414179 | 3.47094 |
| 0.90  | 2     | 0.010003086855506 | 0.206013778483544 | 2.908315619968740 | 1.149607605949286 | 1.07466 |
| 2     | 0.453 | -0.002730254287789 | 0.161458367034333 | 3.354429577173000 | 0.723627218183423 | 1.693794 |
| 3.154 | 2     | -0.000089090720024 | 0.002972978326000 | 26.056691925195214 | 0.723627218183423 | 1.693794 |

Table 11. Initial conditions for critical orbits belonging to Halo family for $\mu = 0.1$. First row corresponds to a bifurcation with the planar family of Liapunov orbits.

| $s_1$ | $s_2$ | $x_0$ | $z_0$ | $y_0$ | $T/2$ | $C$ |
|-------|-------|-------|-------|-------|-------|-----|
| 2     | 1971.2 | 0.669327209253065 | 0.0 | 0.243998312372139 | 1.611289914305902 | 4.174694 |
| 2     | 37.89 | 0.113892766500675 | 0.338770610358851 | 2.025868226362990 | 1.407431377783558 | 4.13094 |
| 2     | 34.23 | 0.105884144100618 | 0.334078565282522 | 2.060417783160357 | 1.397508079271822 | 3.81094 |
| 0.639 | 2     | 0.006211217319152 | 0.207809666424723 | 2.890528624397537 | 1.158270994826859 | 0.814534 |
| 2     | 0.598 | -0.006822974119050 | 0.150495590867728 | 3.481404287348189 | 1.038606170016169 | 1.133094 |
| 2.915 | 2     | -0.000087210031082 | 0.002945451413095 | 26.019645069479624 | 0.723735450159685 | 1.693724 |

Table 12. Initial conditions for critical orbits belonging to Halo family for $\mu = 0.5$. First row corresponds to a bifurcation with the vertical family.

| $s_1$ | $s_2$ | $x_0$ | $z_0$ | $y_0$ | $T/2$ | $C$ |
|-------|-------|-------|-------|-------|-------|-----|
| 2     | 625.4 | 0.648277423690457 | 0.183515677156544 | 0.087533558656564 | 2.800471741895999 | 3.171144 |
| 2     | 42.36 | 0.158469115943937 | 0.426750663593817 | 1.627279340761100 | 1.591412388621520 | 1.619794 |
| 2     | 22.10 | 0.09091945216579 | 0.381064422161173 | 1.897063430369069 | 1.569288970606410 | 1.381594 |
| 0.190 | 2     | -0.0886554909054 | 0.216328361974348 | 2.846245157504042 | 1.192438243000371 | 1.089994 |
| 2     | 1.367 | -0.013548716819445 | 0.105436491714333 | 4.19303816150593 | 0.96289918087805 | 1.212794 |
| 2.474 | 2     | -0.000110820946992 | 0.002927060484806 | 26.09618966644001 | 0.73283158560505 | 1.651794 |

6.2.3. The Lane family. The Lane family, named as $a2v$ in [13], is comprised of periodic orbits with symmetry of type I. There exist two analogous families for the collinear equilibrium points of the R3BP also named Lanes [17]. We use the same name in this work in order to compare our results with the ones of the R3BP. The numerical explorations in our problem show that these families are indeed lanes, or bridges, between the planar Lyapunov orbits and the vertical family that starts and ends in bifurcating periodic orbits of both families. Because of the symmetries of the equations of this problem, there exist two symmetric families which are analogous to the Lanes families of the R3BP. Both are related to each other by the symmetry and consequently the behaviour of both families is identical. Therefore, the whole family is a two-lane family that starts in a critical planar Lyapunov orbit and ends in a critical orbit of the vertical family.
In view of the observations already mentioned, it will be enough to explore one part, namely Lane 1.

Considering several values of the mass parameter $\mu$, we found that Lane family is comprised of unstable orbits and that some of them are critical. In Table 13 we show the critical orbits detected for some values of $\mu$. Following the evolution of the family as $\mu$ increases, we observe that the characteristic curves tend to reduce its size in the space $(C, x_0, v_y)_0$, in the sense that bifurcating orbits in the vertical and planar families approach to each other. For instance, for $\mu = 0.00095$ the family changes monotonically from $C = 1.245898$ (bifurcation with the planar family) to $C = 0.535298$ (bifurcation with the vertical family), for $\mu = 0.03$ it goes from $C = 1.793458$ to $C = 1.225758$, for $\mu = 0.1$ it goes from $C = 3.589648$ to $C = 3.429161$, and for $\mu = 0.114087$ it goes from $C = 4.157287$ to $C = 4.144146$.

According to the observation that the value of $C$ for the planar bifurcating orbit increases as $\mu$ does, and that the value of $C_1$, defined as the value of $C$ at $L_1$, decreases monotonically with $\mu$, we conjecture that there exists a value of $\mu$ for which the Lane family does not exist any more. Actually, such a value of $\mu$ should be close to the value $\mu_p$ mentioned in Section 6.2.2 since it was observed numerically that, for instance, for $\mu = 0.114087$ the Lane family starts in a planar critical orbit at $C = 4.157287$ and ends in a vertical orbit at $C = 4.144146$. An analytic estimation of $\mu_p$ and its relation with the disappearance of the Lane family requires further analytical study that it will be shown in a forthcoming work. The evolution of the orbits can be seen in Figure 12.

Table 13. Initial conditions for critical orbits belonging to family Lane 1. First and second rows correspond to $\mu = 0.00095$, third to sixth rows to $\mu = 0.03$ and seventh to thirteenth rows to $\mu = 0.1$.

| $s_1$ | $s_2$ | $x_0$ | $z_0$ | $v_y$ | $T_2$ | $C$  |
|------|------|------|------|------|------|------|
| 2    | 336.8| 0.94776279601374| 0.0  | -1.88606015200088| 2.058578156228173| 1.245898|
| 2    | 435.8| 0.542204288997138| -1.92651878500028| -0.588549343018466| 2.11667684841206| 0.535298|
| 2    | 458.6| 0.913421990785547| 0.0  | -1.68619511333342| 1.92504602338045| 1.793458|
| 2    | 526.1| 0.580982542362875| -1.70736879429222| -0.538047463781664| 1.96388554926655| 1.227858|
| 2    | 526.4| 0.566697194548073| -1.739117162490509| -0.46643626459606| 1.9640894781028| 1.226058|
| 2    | 526.4| 0.561892518993931| -1.749289026100880| -0.446513832342460| 1.96406558475847| 1.225758|
| 2    | 1440.4| 0.831058677841325| 0.0  | -0.85010248647912| 1.66621755939243| 3.589648|
| 2    | 1424.2| 0.675394306861832| -0.88733573679594| -0.11414962605293| 1.67466972607736| 3.429690|
| 2    | 1424.2| 0.675347652656596| -0.88738533688669| -0.11387951274693| 1.67466981837174| 3.429687|
| 2    | 1421.1| 0.67533297671779| -0.8873981839130| -0.113815599195322| 1.67466995847329| 3.429685|
| 2    | 1424.2| 0.67520306436454| -0.887549300177709| -0.11304652608068| 1.67470614552536| 3.429678|
| 2    | 1439.9| 0.67067699150206| -0.89248064582174| -0.086918881588729| 1.674705791040506| 3.429170|
| 2    | 1439.9| 0.670682592737372| -0.892478843883959| -0.08695460007957| 1.6747078995873| 3.429163|
6.2.4. *The family* $a3v$. In the numerical explorations we realized that the behaviour of the family $a3v$ is analogous to the one of the classical H3BP. The family departs from a period doubling bifurcation with a planar Liapunov orbit and as the constant $C$ decreases monotonically the inclination of the orbits increases and tend to collision with the tertiary body. Such behaviour, and the instability of the periodic orbits, hold for all $\mu \in [0, 0.5]$. There are critical orbits whose initial conditions are given in the Table 14 for some values of $\mu$. In Figure 13 we can observe three periodic orbits for $\mu = 0.5$. The members of this family have symmetry type III.

7. CONCLUSIONS AND PERSPECTIVES

We have developed a first study of the dynamics of the three-dimensional H4BP focusing on the simplest invariant objects: equilibrium points and symmetric periodic orbits.
Table 14. Initial conditions for critical orbits belonging to family $a3v$. First, second and third rows correspond to $\mu = 0.00095$, fourth and fifth rows to $\mu = 0.2$ and sixth and seventh rows to $\mu = 0.5$.

| $s_1$ | $s_2$ | $x_0$ | $y_0$ | $z_0$ | $I/4$ | $C$ |
|-------|-------|-------|-------|-------|-------|-----|
| 2     | 22112 | 1.215964201848766 | 0.0   | -2.467775191236130 | 2.8239259296263 | -0.012582 |
| 2     | 27826 | 1.197949332150484 | 0.495799627813836 | -2.431535619465253 | 2.816915129308572 | -0.186482 |
| 2     | 35184 | 1.178152075897276 | 0.715439512365338 | -2.391579755959005 | 2.808143136235180 | -0.372773 |
| 2     | 565.6 | 1.0606366666432214 | 0.0   | -1.770290287017953 | 2.613402863642579 | 1.655977 |
| 2     | 573   | 1.046071830822358 | 0.433929059256934 | -1.74724278450896 | 2.604579716310594 | 1.495787 |
| 2     | 15582 | 1.049806859467960 | 0.0   | -1.415400237548225 | 2.567385833417275 | 2.381467 |
| 2     | 5128.2| 1.022159716098811 | 0.587678513478811 | -1.392074692111099 | 2.545407711915551 | 2.024227 |

Figure 13. Different views for periodic orbits within family $a3v$, for $\mu = 0.5$. Red dots correspond to equilibrium points.

New symmetric periodic orbits around the tertiary, and the ones emanating from the linearized system around $L_1$ and $L_2$, were found. These orbits were computed by means of solving numerically specific boundary value problems associated to the symmetries of the equations of motion.
The high-precision numerical continuation in the Jacobi constant $C$, for several values of the mass parameter $\mu$, reveals a very rich structure of the basic families of periodic orbits and suggests that there are a plethora of bifurcations among the periodic orbits.

The conjectures regarding the existence of bifurcations, families tending to ejection-collision orbits, and properties of stability, demand a further study. In a near-future work we will continue the analysis of the H4BP, in order to obtain a deeper understanding of this problem and its connections with other models as it was mentioned in [14].
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