BIRTH-DEATH CHAINS ON A SPIDER: SPECTRAL ANALYSIS
AND REFLECTING-ABSORBING FACTORIZATION

MANUEL D. DE LA IGLESIA AND CLAUDIA JUAREZ

ABSTRACT. We consider discrete-time birth-death chains on a spider, i.e. a graph consisting of $N$ discrete half lines on the plane that are joined at the origin. This process can be identified with a discrete-time quasi-birth-death process on the state space $\mathbb{N}_0 \times \{1, 2, \ldots, N\}$, represented by a block tridiagonal transition probability matrix. We prove that we can analyze this process by using spectral methods and obtain the $n$-step transition probabilities in terms of a weight matrix and the corresponding matrix-valued orthogonal polynomials (the so-called Karlin-McGregor formula). We also study under what conditions we can get a reflecting-absorbing factorization of the birth-death chain on a spider which can be seen as a stochastic UL block factorization of the transition probability matrix of the quasi-birth-death process. With this factorization we can perform a discrete Darboux transformation and get new families of “almost” birth-death chains on a spider. The spectral matrix associated with the Darboux transformation will be a Geronimus transformation of the original spectral matrix. Finally, we apply our results to the random walk on a spider, i.e. with constant transition probabilities.

1. INTRODUCTION

In [19] (Section 4.2, Problem 1), Itô and McKean proposed an elementary but interesting diffusion process which they called skew Brownian motion. After that, in 1978, Walsh [29] characterized this process as a Brownian motion with excursions around zero in random directions on the plane which takes values in $[0, 2\pi)$ and call it a diffusion with a discontinuous local time. This diffusion is now called Walsh’s Brownian motion. Later, in 1989, Barlow, Pitman and Yor [1] considered this process as a motion which lives on $N$ half lines on the plane, called legs from now on, that are joined at the origin, called the body of the spider. More recently, in 2003, Evans and Sowers [8] considered the same construction but with different methods and used the name Walsh’s spider for this process. In a few words, the process behaves like a regular Brownian motion on each one of the legs and once it reaches the body it continues on any of the $N$ legs with a given probability. For some other results related with this process the reader can consult [15, 23, 26, 28].

If we replace the Brownian motions with simple symmetric random walks on the legs we get a discrete version of Walsh’s spider, also called a random walk on a spider. Hajri [14] studied this discrete version as an approximation of the Walsh’s spider. Some other results related with stochastic differential equations, limit theorems or weak convergence distributions can be found in [2, 4, 5, 22, 27]. In Example 3.5 of [6], Dette et al treated the discrete version of Walsh’s spider as a quasi-birth-death process with state space $\mathbb{N}_0 \times \{1, 2, \ldots, N\}$, which is a generalization of the birth-death process but allowing transitions between all the states of the second component (or phases). They studied the case of the symmetric random walk on a spider (which they call a tree) and gave an explicit expression of the corresponding spectral matrix, which was improved later by Grünbaum in [11] (see also [10]). For more information about quasi-birth-death processes the reader can consult [21, 25].
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In this paper we consider general discrete-time birth-death chains on a spider, allowing transition probabilities to depend on the state and on the leg in which the particle is living. This process behaves like a regular birth-death chain in each of the legs, but once it reaches the body of the spider it continues towards any of the \( N \) legs with a given probability (including remaining at the body). In Section 2 we make a precise definition of this process. In order to perform a spectral analysis it will be more convenient to treat this process as a quasi-birth-death process with state space \( \mathbb{N}_0 \times \{1, 2, \ldots, N\} \), where \( N \) is the number of legs. The transition probability matrix will be represented by a block tridiagonal matrix \( P \) (see (2.1) below). Using the results in [6] we prove in Proposition 2.1 that there always exists a weight matrix (or spectral matrix) \( W \) associated with \( P \) and therefore we can obtain an integral representation of the \( n \)-step transition probability matrix \( P^n \) in terms of this spectral matrix and the associated matrix-valued orthogonal polynomials, also known as the Karlin-McGregor formula (see [20, 6, 9] or more recently the monograph [7]). Using the \( 2 \times 2 \) block structure of the spectral matrix \( W \) we are able to get in Proposition 2.4 an explicit expression of the Stieltjes transform of \( W \) in terms of \( N \) scalar spectral measures (one for each leg), which will be very useful for the study of the example in Section 4.

Following our previous works in [17, 18], we consider in Section 3 a stochastic factorization of the birth-death chain on a spider into a reflecting and an absorbing birth-death chain to the state 0. That will mean that we will be looking for possible stochastic UL factorizations of the transition probability matrix \( P \) of the form \( P = PRPA \). The difference with [18] is that now we will have \( N \) free parameters, one for each leg, and we will show that each of these parameters must be bounded from below by certain continued fraction built from the transition probabilities of each leg (see Theorem 3.1 below). This new method of considering stochastic factorizations was introduced for the first time in [12] and later exploited in [13, 17, 18]. The motivation for these stochastic factorizations is to divide the probabilistic model of the original process into two different and simpler experiments. Once we have the conditions under we can perform a reflecting-absorbing factorization, we consider a discrete Darboux transformation, consisting in reversing the order of multiplication of the factors. Therefore we will get a family of Markov chains on a spider depending on \( N \) free parameters with transition probability matrix given by \( \tilde{P} = P\tilde{A}P\tilde{R} \). This new stochastic matrix \( \tilde{P} \) describes an “almost” birth-death chain on a spider since now there will be extra transition probabilities between the first states of each leg. However, the matrix \( \tilde{P} \) preserves the block tridiagonal structure and it will possible to derive the corresponding spectral matrix \( \tilde{W} \) in terms of a Geronimous transformation of \( W \) (see (3.15) below).

In Section 4 we apply our results to the random walk on a spider, i.e. with constant transition probabilities (including self-transitions on each state). We derive an explicit expression of the spectral matrix \( W \) computing first its Stieltjes transform from Proposition 2.4 and then using the Perron-Stieltjes inversion formula. This representation (as a \( 2 \times 2 \) block matrix) is different and simpler from the ones given in [6, 11]. We also apply Theorem 3.1 to study conditions under we get a stochastic reflecting-absorbing factorization and perform the discrete Darboux transformation. Finally, we get an explicit expression of the spectral matrix associated with the Darboux transformation \( \tilde{W} \).

2. Spectral analysis of birth-death chains on a spider

For \( N \in \mathbb{N} \) consider the spider graph given by

\[
\mathbb{S}_N := \{v_N(k, m), \ k \in \mathbb{N}_0, \ m = 1, \ldots, N\},
\]

where

\[
v_N(k, m) = k \exp \left( \frac{2\pi i(m-1)}{N} \right), \quad i = \sqrt{-1}.
\]

The number \( N \) is the number of legs of the spider \( \mathbb{S}_N \). If \( N = 1 \) then we go back to regular birth-death chains on \( \mathbb{N}_0 \), while if \( N = 2 \) we have a birth-death chain on \( \mathbb{Z} \) (see [20, 17, 18]). The point \( v_N(0) := \)
$v_N(0, m), m = 1, \ldots, N$, will be called the body of the spider. Consider a homogeneous discrete-time birth-death chain $\{S_n, n = 0, 1, \ldots\}$ on a spider $S_N$. The transition probabilities are given by

$$P \left[ S_{n+1} = v_N(0) \mid S_n = v_N(0) \right] = \alpha_0, \quad P \left[ S_{n+1} = v_N(1, m) \mid S_n = v_N(0) \right] = \alpha_m, \quad m = 1, \ldots, N,$$

where $\sum_{m=0}^{N} \alpha_m = 1$, and

$$P \left[ S_{n+1} = v_N(k+1, m) \mid S_n = v_N(k, m) \right] = a_{k,m},$$
$$P \left[ S_{n+1} = v_N(k, m) \mid S_n = v_N(k, m) \right] = b_{k,m},$$
$$P \left[ S_{n+1} = v_N(k-1, m) \mid S_n = v_N(k, m) \right] = c_{k,m},$$

where $a_{k,m} + b_{k,m} + c_{k,m} = 1$ for all $k \geq 1$ and $m = 1, \ldots, N$. A diagram of the probability transitions between the states of this process is given in Figure 1. As it was done in [6], the birth-death chain $\{S_n, n = 0, 1, \ldots\}$ on a spider $S_N$ can be seen as a quasi-birth-death process on the state space $\mathbb{N}_0 \times \{1, 2, \ldots, N\}$ (see [21, 25] for more information about quasi-birth-death processes). The labeling follows putting $v_N(0)$ as the origin 0. Then the first $N$ nodes on the first circle as $1, \ldots, N$, in a counter-clock wise fashion. The second circle with $N+1, \ldots, 2N$, and so on (see Figure 1). The transition probability matrix of the birth-death chain $\{S_n, n = 0, 1, \ldots\}$, seen as a quasi-birth-death process, is

$$P = \begin{pmatrix} B_0 & A_0 \\ C_1 & B_1 & A_1 \\ & C_2 & B_2 & A_2 \\ & & & & \ddots & \ddots & \ddots \end{pmatrix},$$

(2.1)
where

\[
B_0 = \begin{pmatrix}
\alpha_0 & \alpha_1 & \alpha_2 & \cdots & \alpha_{N-1} \\
c_{1,1} & b_{1,1} & 0 & \cdots & 0 \\
c_{1,2} & 0 & b_{1,2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
c_{1,N-1} & 0 & 0 & \cdots & b_{1,N-1}
\end{pmatrix}, \quad A_0 = \text{diag}(\alpha_N, a_{1,1}, \ldots, a_{1,N-1}),
\]

(2.2)

and \(A_n, B_n, C_n\) are the diagonal matrices

\[
A_n = \text{diag}(a_{n,N}, a_{n+1,1}, \ldots, a_{n+1,N-1}), \quad B_n = \text{diag}(b_{n,N}, b_{n+1,1}, \ldots, b_{n+1,N-1}), \quad n \geq 1,
\]

(2.3)

\[
C_n = \text{diag}(c_{n,N}, c_{n+1,1}, \ldots, c_{n+1,N-1}), \quad n \geq 1.
\]

(2.4)

In the same fashion as in [6, 9] we consider the matrix-valued polynomials \((Q_n)_{n \geq 0}\) generated by the three-term recurrence relation

\[
xQ_n(x) = A_nQ_{n+1}(x) + B_nQ_n(x) + C_nQ_{n-1}(x), \quad n \geq 0,
\]

\[
Q_0(x) = I_N, \quad Q_{-1}(x) = 0,
\]

where \(I_N\) and \(\mathbf{0}\) denote the identity and the null matrix of dimension \(N \times N\), respectively (from now on whenever we write \(\mathbf{0}\) we will mean the null vector or matrix which dimension will be determined by the context). These matrix-valued polynomials can be written as

\[
Q_n(x) = \begin{pmatrix}
Q_{n,N}(x) & \alpha_1 Q_{n,N}^{(0)}(x) & \alpha_2 Q_{n,N}^{(0)}(x) & \cdots & \alpha_{N-1} Q_{n,N}^{(0)}(x) \\
Q_{n,1}^{(0)}(x) & Q_{n,1}(x) & 0 & \cdots & 0 \\
Q_{n,2}^{(0)}(x) & 0 & Q_{n,2}(x) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
Q_{n,N-1}^{(0)}(x) & 0 & 0 & \cdots & Q_{n,N-1}(x)
\end{pmatrix}, \quad n \geq 0,
\]

(2.5)

where \(Q_{n,N}(x)\) satisfies the scalar-valued three-term recurrence relation (here \(a_{0,N} = \alpha_N\) and \(b_{0,N} = \alpha_0\))

\[
xQ_{n,N}(x) = a_{n,N}Q_{n+1,N}(x) + b_{n,N}Q_{n,N}(x) + c_{n,N}Q_{n-1,N}(x), \quad n \geq 0,
\]

\[
Q_{0,N}(x) = 1, \quad Q_{-1,N}(x) = 0,
\]

(2.6)

and \(Q_{n,N}^{(0)}\) will denote the corresponding associated polynomials (or 0-th associated polynomials). These are polynomials satisfying the same three-term recurrence relation [2.6] but with initial conditions \(Q_{0,N}^{(0)} = 0, Q_{1,N}^{(0)} = -1/\alpha_N\). Also \(Q_{n,k}(x), k = 1, \ldots, N - 1,\) satisfy the scalar-valued three-term recurrence relations

\[
xQ_{n,k}(x) = a_{n+1,k}Q_{n+1,k}(x) + b_{n+1,k}Q_{n,k}(x) + c_{n+1,k}Q_{n-1,k}(x), \quad n \geq 0,
\]

\[
Q_{0,k}(x) = 1, \quad Q_{-1,k}(x) = 0,
\]

(2.7)

and \(Q_{n,k}^{(0)}\), \(k = 1, \ldots, N - 1,\) will denote the corresponding associated polynomials with initial conditions \(Q_{0,k}^{(0)} = 0, Q_{1,k}^{(0)} = -c_{1,k}/a_{1,k}, k = 1, \ldots, N - 1.\) Observe that the associated polynomials have degree \(n - 1\). Therefore the matrix-valued polynomials \((Q_n)_{n \geq 0}\) satisfy \(\text{deg}(Q_n) = n\) and have nonsingular leading coefficient.

Let us now see that the discrete-time birth-death chain \(\{S_n, n = 0, 1, \ldots\}\) defined on the spider \(S_N\) and with transition probability matrix \(P\) [2.1] can be identified with a \(N \times N\) weight matrix \(W\) supported on the real line, i.e. a matrix of measures which is symmetric and nonnegative definite for any Borel set \(A\), i.e. \(W(A) \geq 0,\)
and with finite moments. The matrix-valued polynomials \((Q_n)_{n \geq 0}\) defined by (2.5) will be orthogonal with respect to \(W\) in the following sense

\[
\int_{-1}^{1} Q_n(x) dW(x) Q_m^T(x) = \|Q_n\|_W^2 \delta_{nm},
\]
as we will see in the following result.

**Proposition 2.1.** Let \(\{S_n, n = 0, 1, \ldots\}\) be a discrete-time birth-death chain on a spider \(S_N\) with transition probability matrix \(P\) (2.1). Then there exists a weight matrix \(W\) supported on the interval \([-1, 1]\) such that the polynomials \((Q_n)_{n \geq 0}\) defined by (2.5) are orthogonal with respect to \(W\).

**Proof.** For the existence and orthogonality we apply Theorem 2.1 of [6]. We need to define a sequence of nonsingular matrices \((T_n)_{n \geq 0}\) such that

\[
T_n T_n^T B_n = B_n^T T_n T_n, \quad n \geq 0,
\]

\[
T_n T_n^T A_n = C_{n+1}^T T_{n+1}^T, \quad n \geq 0,
\]

where the coefficients \((A_n)_{n \geq 0}\), \((B_n)_{n \geq 0}\) and \((C_n)_{n \geq 1}\) are defined by (2.2), (2.3) and (2.4), respectively. Let us define the following sequences

\[
\pi_{0,N} = 1, \quad \pi_{n,N} = \alpha_n \frac{a_{1,n} \cdots a_{n-1,N}}{c_{1,n} \cdots c_{n,N}}, \quad n \geq 1,
\]

\[
\pi_{1,k} = \frac{\alpha_k}{c_{1,k}}, \quad \pi_{n+1,k} = \alpha_k \frac{a_{1,k} \cdots a_{n,k}}{c_{1,k} \cdots c_{n+1,k}}, \quad n \geq 1, \quad k = 1, \ldots, N - 1.
\]

Then a straightforward computation shows that the diagonal matrices

\[
T_n = \text{diag} \left( \sqrt{\pi_{n,N}}, \sqrt{\pi_{n+1,1}}, \ldots, \sqrt{\pi_{n+1,N-1}} \right), \quad n \geq 0,
\]

satisfy the conditions (2.8). Finally the weight matrix \(W\) is supported on the interval \([-1, 1]\) as a consequence of Theorem 2.5 of [6]. \(\square\)

**Remark 2.2.** From (2.9) we can define the sequence of matrix-valued potential coefficients for the birth-death chain \(\{S_n, n = 0, 1, \ldots\}\) on a spider \(S_N\) as

\[
\Pi_n = T_n T_n^T = \text{diag} \left( \pi_{n,N}, \pi_{n+1,1}, \ldots, \pi_{n+1,N-1} \right), \quad n \geq 0.
\]

From formula (2.6) of [16] we have that this sequence can be identified with the inverse of the norms of the matrix-valued orthogonal polynomials \((Q_n)_{n \geq 0}\) defined by (2.5), i.e.

\[
\Pi_n = \left( \|Q_n\|^2_W \right)^{-1} = \left( \int_{-1}^{1} Q_n(x) dW(x) Q_n^T(x) \right)^{-1}, \quad n \geq 0.
\]

**Remark 2.3.** The existence of a weight matrix \(W\) for the birth-death chain \(\{S_n, n = 0, 1, \ldots\}\) on a spider \(S_N\) gives one way of computing the \((i,j)\)-block of the \(n\)-step transition probability matrix \(P^n\) by the so-called Karlin-McGregor formula. Indeed, using Theorem 2.3 of [6] we have that

\[
P_{ij}^n = \left( \int_{-1}^{1} x^n Q_i(x) dW(x) Q_j^T(x) \right) \Pi_j, \quad i, j \in \mathbb{N}_0,
\]

where \((Q_n)_{n \geq 0}\) and \((\Pi_n)_{n \geq 0}\) are defined by (2.5) and (2.10), respectively. Also, in [6], one can find some probabilistic results concerning recurrence or canonical moments of quasi-birth-death processes in terms of the spectral matrix \(W\). In particular, from Corollary 4.1 of [6], we have that the birth-death chain on a spider is recurrent if and only if

\[
e_j^T \left( \int_{-1}^{1} \frac{dW(x)}{1-x} \right) T_0^{-1} e_j = \infty,
\]
eliminating the first block row and column of $P$. And from Corollary 4.2 of [6] we have that the birth-death chain on a spider is positive recurrent if and only if one of the measures $e_j^T dW(x) T_0^{-1} e_j, j = 1, \ldots, N$, has a jump at the point 1.

The scalar-valued polynomials $(Q_{n,k})_{n \geq 0}, k = 1, \ldots, N$, and the corresponding associated polynomials $(Q_{n,k}^{(0)})_{n \geq 0}, k = 1, \ldots, N$, are defined in terms of regular three-term recurrence relations (see (2.6) and (2.7)). This means, using Favard’s theorem or the spectral theorem for orthogonal polynomials, that there exist spectral measures supported on the interval $[-1,1]$ (the corresponding Jacobi matrices are stochastic) such that these polynomials are orthogonal (see [20]). For $k = 1, \ldots, N$, let us denote $\omega_k$ and $\omega_k^{(0)}$ the spectral probability measures associated with the polynomials $(Q_{n,k})_{n \geq 0}$ and $(Q_{n,k}^{(0)})_{n \geq 0}$, respectively. For any measure $\omega$ supported on the real line let us define the Stieltjes transform of $\omega$ by

$$
B(z; \omega) = \int_\mathbb{R} \frac{d\omega(x)}{x-z}, \quad z \in \mathbb{C} \setminus \mathbb{R}.
$$

(2.12)

There is a very well-known connection between the Stieltjes transforms of $\omega_k$ and $\omega_k^{(0)}, k = 1, \ldots, N$, which can be found for instance in formula (6) of [20]. These formulas are given by

$$
B(z; \omega_N) = -\frac{1}{z - \alpha_0 + \alpha_1 c_1 N B(z; \omega_N^{(0)}),}
$$

$$
B(z; \omega_k) = -\frac{1}{z - b_1, k + a_1, k c_2, k B(z; \omega_k^{(0)}),} \quad k = 1, \ldots, N - 1.
$$

(2.13)

From Proposition 2.1 we know that any birth-death chain $\{S_n, n = 0,1, \ldots\}$ on a spider $S_N$ can be identified with some weight matrix $W$. Let us give one criterium to compute the Stieltjes transform of $W$ (entry by entry) in terms of the Stieltjes transforms of the measures $\omega_k, k = 1, \ldots, N$, associated with the polynomials $(Q_{n,k})_{n \geq 0}, k = 1, \ldots, N$. For that we need the following notation

$$
\tilde{\alpha} = (\alpha_1, \ldots, \alpha_N-1)^T, \quad \alpha_D = \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_N-1),
$$

$$
\tilde{c} = (c_1, \ldots, c_1, N-1)^T, \quad c_D = \text{diag}(c_1, c_1, 2, \ldots, c_1, N-1),
$$

$$
\tilde{\omega}(x) = (\omega_1(x), \ldots, \omega_N-1(x))^T, \quad \omega_D(x) = \text{diag}(\omega_1(x), \omega_2(x), \ldots, \omega_N-1(x)).
$$

(2.14)

(2.15)

Whenever we write $B(z; \tilde{\omega})$ or $B(z; \omega_D)$ we mean that we are taking the Stieltjes transform on each component/entry.

**Proposition 2.4.** Let $\{S_n, n = 0,1, \ldots\}$ be a birth-death chain on a spider $S_N$ with transition probability matrix $P$. The Stieltjes transform of the weight matrix $W$ obtained in Proposition 2.1 can be written as

$$
B(z; W) = \begin{pmatrix} 0 & 0 \\ 0 & -B(z; \omega_D) c_D \alpha_D^{-1} \end{pmatrix} + b(z) \begin{pmatrix} 1 & -\tilde{c}^T B(z; \omega_D) \\ -B(z; \omega_D) \tilde{c} & B(z; \omega_D) \tilde{c} \tilde{c}^T B(z; \omega_D) \end{pmatrix},
$$

(2.16)

where

$$
b(z) = \frac{1}{B(z; \omega_N) - \tilde{\alpha}^T B(z; \omega_D) \tilde{c}}.
$$

(2.17)

**Proof.** We will use Theorem 2.1 of [3], which gives a relation between the Stieltjes transform of $W$ and the Stieltjes transform of the spectral matrix $W^{(0)}$ of the 0-th associated process (built from the original one by eliminating the first block row and column of $P$). This relation is given by

$$
B(z; W) \Pi_0 = -\left[ z I_N - B_0 + A_0 B(z; W^{(0)}) \Pi_0^{(0)} C_1 \right]^{-1},
$$

where
where $\Pi_0^{(0)} = I_N$ and (see (2.10))

$$
\Pi_0 = \begin{pmatrix}
1 & \\
\alpha_D c_D^{-1}
\end{pmatrix}.
$$

(2.18)

Since $A_n, B_n, C_{n+1}, n \geq 1$, are diagonal matrices we have that $B(z; W^{(0)})$ is a diagonal matrix given by

$$
B(z; W^{(0)}) = \text{diag}(B(z; \omega_N^{(0)}), B(z; \omega_1^{(0)}), \ldots, B(z; \omega_{N-1}^{(0)})).
$$

Using the definition of $B_0, A_0$ and $C_1$ in (2.2) and (2.4) we can write the Stieltjes transform of $W$ in a $2 \times 2$ block matrix expression

$$
B(z; W) = -\begin{pmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix}^{-1} \begin{pmatrix}
1 & \alpha_D c_D^{-1} \\
0 & -1
\end{pmatrix},
$$

where (see (2.13))

$$
M_{11} = z - \alpha_0 + \alpha_N c_{1,N} B(z; \omega_N^{(0)}) = -\frac{1}{B(z; \omega_N)}, \quad M_{12} = -\vec{\alpha}^T, \quad M_{21} = -\vec{c},
$$

$$
M_{22} = \text{diag}\left(z - b_{1,1} + a_{1,1} c_{2,1} B(z; \omega_1^{(0)}), \ldots, z - b_{1,N-1} + a_{1,N-1} c_{2,N-1} B(z; \omega_{N-1}^{(0)})\right) = -B(z; \omega_D)^{-1}.
$$

Using the well-known formula for the inverse of a $2 \times 2$ block matrix

$$
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}^{-1} = \begin{pmatrix}
(A - BD^{-1}C)^{-1} & -(A - BD^{-1}C)^{-1}BD^{-1} \\
-D^{-1}C(A - BD^{-1}C)^{-1} & D^{-1} + D^{-1}C(A - BD^{-1}C)^{-1}BD^{-1}
\end{pmatrix},
$$

in (2.19) and the fact that $\vec{\alpha}^T c_D \alpha_D^{-1} = \vec{c}^T$, we get (2.16) after some straightforward computations.

3. Reflecting-absorbing factorization for birth-death chains on a spider

In this section we decompose the discrete-time birth-death chain $\{S_n, n = 0, 1, \ldots\}$ on a spider $S_N$ described by $P$ (2.1) into two independent processes: the first one is a reflecting process from state 0 and the second one is an absorbing process to the state 0. Therefore we are looking for a factorization of the form $P = P_R P_A$, where

$$
P_R = \begin{pmatrix}
Y_0 & X_0 \\
Y_1 & X_1 \\
\vdots & \vdots
\end{pmatrix}, \quad P_A = \begin{pmatrix}
S_0 \\
R_1 \\
\vdots
\end{pmatrix},
$$

(3.1)

with blocks given by

$$
Y_0 = \begin{pmatrix}
\beta_0 & \beta_1 & \beta_2 & \cdots & \beta_{N-1} \\
0 & y_{1,1} & 0 & \cdots & 0 \\
0 & 0 & y_{1,2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & y_{1,N-1}
\end{pmatrix}, \quad S_0 = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & r_{1,1} & s_{1,1} & \cdots & 0 \\
0 & r_{1,2} & s_{1,2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & s_{1,N-1}
\end{pmatrix},
$$

(3.2)

$$
Y_n = \text{diag}(y_{n,N}, y_{n+1,1}, \ldots, y_{n+1,N-1}), \quad S_n = \text{diag}(s_{n,N}, s_{n+1,1}, \ldots, s_{n+1,N-1}), \quad n \geq 1,
$$

(3.3)
\[
X_0 = \text{diag}(\beta_N, x_{1,1}, \ldots, x_{1,N-1}), \quad X_n = \text{diag}(x_{n,N}, x_{n+1,1}, \ldots, x_{n+1,N-1}), \quad n \geq 1,
\]
\[
R_n = \text{diag}(r_{n,N}, r_{n+1,1}, \ldots, r_{n+1,N-1}), \quad n \geq 1,
\]
with the conditions that all these matrices are stochastic, i.e. \(\sum_{k=0}^{N} \beta_k = 1\) and
\[
x_{m,n} + y_{n,m} = 1, \quad n \geq 1, \quad m = 1, 2, \ldots, N, \quad (3.5)
\]
\[
r_{m,n} + s_{n,m} = 1, \quad n \geq 1, \quad m = 1, 2, \ldots, N. \quad (3.6)
\]
Diagrams of the possible transitions between the states of both birth-death chains are given in Figure 3. Observe that the reflecting-absorbing factorization \(P = P_R P_A\) is just a particular case of a block UL factorization (but not the only one). A simple computation from \(P = P_R P_A\) gives the following relations
\[
A_n = X_n S_{n+1}, \quad n \geq 0,
\]
\[
B_n = X_n R_{n+1} + Y_n S_n, \quad n \geq 0,
\]
\[
C_n = Y_n R_n, \quad n \geq 1. \quad (3.7)
\]
If we look entry by entry these relations can also be written as
\[
\alpha_0 = \beta_0 + \sum_{k=1}^{N} \beta_k r_{1,k},
\]
\[
\alpha_m = \beta_m s_{1,m}, \quad m = 1, 2, \ldots, N, \quad (3.8)
\]
\[
a_{n,m} = x_{n,m} s_{n+1,m}, \quad n \geq 1, \quad m = 1, 2, \ldots, N, \quad (3.9)
\]
\[
b_{n,m} = y_{n,m} s_{n,m} + x_{n,m} r_{n+1,m}, \quad n \geq 1, \quad m = 1, 2, \ldots, N,
\]
\[
c_{n,m} = y_{n,m} r_{n,m}, \quad n \geq 1, \quad m = 1, 2, \ldots, N. \quad (3.10)
\]
We can compute all the coefficients \(x_{m,n}, y_{m,n}, r_{m,n}, s_{m,n}\), in terms of \(N\) free parameters \(\beta_1, \ldots, \beta_N\), one for each leg. Indeed, if we fix \(\beta_m\) for \(m = 1, 2, \ldots, N\), we get \(s_{1,m}\), for \(m = 1, 2, \ldots, N\), from equation (3.8) and \(r_{1,m}\), for \(m = 1, 2, \ldots, N\), from equation (3.6). After this we get \(y_{1,m}\), for \(m = 1, 2, \ldots, N\), from equation (3.10).
and $x_{1,m}$ for $m = 1, 2, \ldots, N$, from equation (3.5). Then we get $s_{2,m}$ for $m = 1, 2, \ldots, N$ from equation (3.9) and so on using the same equations.

In the same fashion as in [12, 17, 18], let us now see under what conditions we can guarantee a stochastic reflecting-absorbing factorization. Let

$$H_m = \begin{pmatrix} \frac{\alpha_m}{1} & -\frac{c_{1,m}}{1} & -\frac{a_{1,m}}{1} & -\frac{c_{2,m}}{1} & \cdots \end{pmatrix}, \quad m = 1, 2, \ldots, N,$$

(3.11)

be the continued fraction with sequence of convergents given by

$$h_{n,m} = \frac{A_{n,m}}{B_{n,m}}, \quad n \geq 0, \quad m = 1, \ldots, N.$$  

(3.12)

The sequences $(A_{n,m})_{n \geq 0}$ and $(B_{n,m})_{n \geq 0}$ for every $m = 1, \ldots, N$, can be recursively obtained using the formulas

$$A_{2n,m} = A_{2n-1,m} - c_{n,m}A_{2n-2,m}, \quad n \geq 1, \quad A_{2n+1,m} = A_{2n,m} - a_{n,m}A_{2n-1,m}, \quad n \geq 0,$$

$$A_{-1,m} = -1, \quad A_{0,m} = 0,$$

$$B_{2n,m} = B_{2n-1,m} - c_{n,m}B_{2n-2,m}, \quad n \geq 1, \quad B_{2n+1,m} = B_{2n,m} - a_{n,m}B_{2n-1,m}, \quad n \geq 0,$$

$$B_{-1,m} = 0, \quad B_{0,m} = 1,$$

where here we are calling $a_{0,m} = \alpha_m$.

**Theorem 3.1.** Let $H_m, \ m = 1, 2, \ldots, N$, be the continued fractions defined by (3.11) with their corresponding sequences of convergents (3.12). Assume that

$$0 < A_{n,m} < B_{n,m}, \quad n \geq 0, \quad m = 1, \ldots, N.$$  

Then the continued fractions $H_m, \ m = 1, 2, \ldots, N$, are all convergent. Moreover, let $P = P_RP_A$ and assume that $\sum_{m=1}^{N} H_m < 1$. Then $P_R$ and $P_A$ are stochastic matrices if and only if

$$\beta_m \geq H_m, \quad m = 1, 2, \ldots, N.$$  

(3.13)

**Proof.** For $m = 1, 2, \ldots, N$, it is not hard to proof that

$$A_{2n,m}B_{2n+1,m} - B_{2n,m}A_{2n+1,m} = -\alpha_m c_{1,m}a_{1,m} \cdots a_{n,m}, \quad n \geq 0,$$

$$A_{2n+1,m}B_{2n+2,m} - B_{2n+1,m}A_{2n+2,m} = -\alpha_m c_{1,m}a_{1,m} \cdots c_{n+1,m}, \quad n \geq 0,$$

and consequently

$$h_{2n,m} - h_{2n+1,m} = \frac{A_{2n,m}}{B_{2n,m}} - \frac{A_{2n+1,m}}{B_{2n+1,m}} = -\frac{\alpha_m c_{1,m}a_{1,m} \cdots a_{n,m}}{B_{2n,m}B_{2n+1,m}} < 0, \quad n \geq 0,$$

$$h_{2n+1,m} - h_{2n+2,m} = \frac{A_{2n+1,m}}{B_{2n+1,m}} - \frac{A_{2n+2,m}}{B_{2n+2,m}} = -\frac{\alpha_m c_{1,m}a_{1,m} \cdots c_{n+1,m}}{B_{2n+2,m}B_{2n+1,m}} < 0, \quad n \geq 0.$$  

Therefore we conclude that

$$0 = h_{0,m} < \cdots < h_{2n,m} < h_{2n+1,m} < h_{2n+2,m} < \cdots < 1,$$

and then the sequences $(h_{n,m})_{n \geq 0}$ are all bounded and strictly increasing, so they converge to $H_m$ for every $m = 1, \ldots, N$. Now assume that $\sum_{m=1}^{N} H_m < 1$ and $P_R$ and $P_A$ are stochastic matrices. Then it is clear that

$$\beta_m > 0 = h_{0,m},$$

and using equation (3.8) we have

$$s_{1,m} = \frac{\alpha_m}{\beta_m} < 1 \iff \beta_m > \alpha_m = h_{1,m}.$$
Using now equations (3.10), (3.6) and (3.8) we have
\[ y_{1,m} = \frac{c_{1,m}}{r_{1,m}} \iff 1 - s_{1,m} > c_{1,m} \iff \beta_m > \frac{\alpha_m}{1 - c_{1,m}} = h_{2,m}, \]
and in general it can be shown that
\[ \beta_m > h_{n,m}. \]
Therefore \( 0 = h_{0,m} < h_{n,m} < H_m = \beta_m \). On the contrary, if (3.13) holds, in particular we have that \( \beta_m > h_{n,m} \) for every \( n \geq 0, m = 1, \ldots, N \). Following the same steps as before, using an argument of strong induction, will lead us to the fact that both \( P_R \) and \( P_L \) are stochastic matrices (see the proof of Proposition 2.1 of [18] for more details).

**Remark 3.2.** The reflecting-absorbing factorization \( P = P_R P_A \) is just one type of a stochastic block UL factorization of \( P \), but there can be more possibilities. Also we could have considered a stochastic block LU factorization of \( P \). As it was pointed out in [13], the different stochastic block factorizations of \( P \) may come with many degrees of freedom, and the analysis is more complicated than the case of classical birth-death chains.

### 3.1. Stochastic Darboux transformation and the associated spectral matrix

Once we have the conditions under we can perform a stochastic reflecting-absorbing factorization, it is possible to compute what is called a discrete Darboux transformation, consisting on inverting the order of the factors. The Darboux transformation has a long history but probably the first reference of a discrete Darboux transformation like we study here appeared in [24] in connection with the Toda lattice.

If \( P = P_R P_A \) as in (3.1), then, by inverting the order of the factors, we obtain another stochastic matrix of the form \( \tilde{P} = P_A P_R \), since the multiplication of two stochastic matrices is again a stochastic matrix. This new matrix preserves the block tridiagonal structure. Also \( \tilde{P} \) will be a family (depending on \( N \) free parameters \( \beta_1, \ldots, \beta_N \)) of Markov chains \( \{ \tilde{S}_n, n = 0, 1, \ldots \} \) on a spider \( S_N \) which is “almost” a family of birth-death chains. The only difference is that we will have extra transitions between the first states of each leg or, in other words, between the states \( 1, 2, \ldots, N \). If we call \( \tilde{B}_n, \tilde{A}_n, \tilde{C}_n+1, n \geq 0 \), the new coefficients of the block tridiagonal matrix \( \tilde{P} \), a direct computations shows
\[
\begin{align*}
\tilde{A}_n &= S_n X_n, & n \geq 0, \\
\tilde{B}_0 &= S_0 Y_0, & \tilde{B}_n &= R_n X_{n-1} + S_n Y_n, & n \geq 1, \\
\tilde{C}_n &= R_n Y_{n-1}, & n \geq 1. 
\end{align*}
\]
(3.14)

If we look entry by entry these relations can also be written as
\[
\begin{align*}
\tilde{\alpha}_m &= \beta_m, & m = 0, 1, \ldots, N, \\
\tilde{\alpha}_{n,m} &= s_{n,m} x_{n,m}, & n \geq 1, & m = 1, \ldots, N, \\
\tilde{b}_{1,m} &= r_{1,m} \beta_m + s_{1,m} y_{1,m}, & m = 1, \ldots, N, \\
\tilde{b}_{n,m} &= r_{n,m} x_{n-1,m} + s_{n,m} y_{n,m}, & n \geq 1, & m = 1, \ldots, N, \\
\tilde{c}_{1,m} &= r_{1,m} \beta_m, & m = 0, 1, \ldots, N, \\
\tilde{c}_{n,m} &= r_{n,m} y_{n-1,m}, & n \geq 1, & m = 1, \ldots, N.
\end{align*}
\]

We also have extra transition probabilities between the first states of each leg, given by
\[
\tilde{d}_{i,j} = \beta_j r_{i,j}, i,j = 1, \ldots, N, \quad i \neq j.
\]
A diagram of this process is similar to the one for the process described by \( P \) in Figure 1 but now we have to add probabilities between the first states of each leg. For instance, for \( N = 2 \) we get the diagram in page 10 of [18]. For \( N = 3 \) and \( N = 4 \) we have the diagrams in Figure 3. In general we have to add \( N(N - 1) \) extra transition probabilities between the first states of each leg.
In Proposition 2.1 we proved that all birth-death chains \( \{S_n, n = 0, 1, \ldots \} \) on a spider \( S_N \) have an associated weight matrix \( W \) supported on the interval \([-1, 1]\). Now we wonder if we can find the spectral matrix \( \tilde{W} \) associated with the Darboux transformation \( \tilde{P} \). This is possible using Remark 2.4 of [18]. The spectral matrix is then given by

\[
\tilde{W}(x) = S_0 \left( \frac{W(x)}{x} + \left( (\Pi_0 Y_0 S_0)^{-1} - M_{-1} \right) \delta_0(x) \right) S_0^T, \tag{3.15}
\]

where \( S_0 \) and \( Y_0 \) are given by (3.2), \( \Pi_0 \) is given by (2.10) (see also (2.18)), \( M_{-1} = \int_{-1}^{1} x^{-1} W(x) dx \) and \( \delta_0(x) \) is the Dirac delta at 0. A direct computation shows that

\[
\begin{pmatrix}
\alpha_0 + \alpha_N - \beta_N & \alpha_1 & \alpha_2 & \cdots & \alpha_{N-1} \\
\alpha_1 & \frac{\alpha_1^2}{\beta_1 - \alpha_1} & 0 & \cdots & 0 \\
\alpha_2 & 0 & \frac{\alpha_2^2}{\beta_2 - \alpha_2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{N-1} & 0 & 0 & \cdots & \frac{\alpha_{N-1}^2}{\beta_{N-1} - \alpha_{N-1}}
\end{pmatrix}
\]

\[
\Pi_0 Y_0 S_0 = \begin{pmatrix}
\alpha_0 + \alpha_N - \beta_N & \alpha_1 & \alpha_2 & \cdots & \alpha_{N-1} \\
\alpha_1 & \frac{\alpha_1^2}{\beta_1 - \alpha_1} & 0 & \cdots & 0 \\
\alpha_2 & 0 & \frac{\alpha_2^2}{\beta_2 - \alpha_2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{N-1} & 0 & 0 & \cdots & \frac{\alpha_{N-1}^2}{\beta_{N-1} - \alpha_{N-1}}
\end{pmatrix}.
\]
Observe that this matrix is always symmetric. If we call \( X = ( \Pi_0 Y_0 S_0 )^{-1} \), it can be shown that the entries of \( X = (X_{ij}) \) for \( i \leq j \) (for \( i \geq j \) we have to change \( i \) by \( j \) since \( X \) is symmetric) are given by

\[
X_{ij} = \frac{1}{\beta_0} \begin{cases} 
1, & \text{if } i = j = 1, \\
1 - \frac{\alpha_{j-1}}{\alpha_{j-1}}, & \text{if } i = 1, j > 1, \\
\left(1 - \frac{\beta_{j-1}}{\alpha_{j-1}}\right) \left(1 - \frac{\beta_{j-1}}{\alpha_{j-1}}\right), & \text{if } i > 1, j > i, \\
\left(1 - \frac{\beta_{j-1}}{\alpha_{j-1}}\right) \left(1 - \frac{\beta_{j-1}}{\alpha_{j-1}} - \frac{\beta_{j-1}}{\alpha_{j-1}}\right), & \text{if } i > 1, i = j.
\end{cases}
\] (3.16)

However, it may be hard to compute the moment \( M_{-1} \). But observe that \( M_{-1} = B(0; W) \), where \( B(z; W) \) is the Stieltjes transform of \( W \) defined by (2.12). Using Proposition 2.4 we may have a way to compute explicitly \( B(z; W) \). In some cases, as we will see in the example of the next section, if will be possible to compute explicitly \( B(z; W) \) and therefore the moment \( M_{-1} \).

Finally, we can also compute the matrix-valued orthogonal polynomials \( \tilde{Q}_n \) associated with \( \tilde{W} \) using Theorem 2.3 of [1]. Consider the matrix-valued polynomials

\[
U_0(x) = S_0 Q_0(x) = S_0, \quad U_n(x) = R_n Q_{n-1}(x) + S_n Q_n(x), \quad n \geq 1,
\]

where \( (S_n)_{n \geq 0} \) and \( (R_n)_{n \geq 1} \) are defined by (3.2), (3.3) and (3.4), respectively. If we denote by \( Q = (Q_0^T, Q_1^T, \ldots)^T \) and \( U = (U_0^T, U_1^T, \ldots)^T \), then we have that \( U = P_A Q \), where \( P_A \) is given by (3.1). The matrix-valued orthogonal polynomials \( \tilde{Q}_n \) are then defined by

\[
\tilde{Q}_n(x) = U_n(x) S_0^{-1}, \quad n \geq 0.
\]

Since we have an explicit expression of the polynomials \( Q_n \) in (2.5) and

\[
S_0^{-1} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
-\frac{r_{1,1}}{s_{1,1}} & 1 & 0 & \cdots & 0 \\
-\frac{r_{1,2}}{s_{1,2}} & 0 & \frac{1}{s_{1,2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
-\frac{r_{1,N-1}}{s_{1,N-1}} & 0 & \cdots & \frac{1}{s_{1,N-1}}
\end{pmatrix},
\] (3.17)

then we have that

\[
\tilde{Q}_n(x) = \begin{pmatrix}
R_{n,N}(x) & \frac{\alpha_1}{s_{1,1}} R_{n,N}^{(0)}(x) & \frac{\alpha_2}{s_{1,2}} R_{n,N}^{(0)}(x) & \cdots & \frac{\alpha_{N-1}}{s_{1,N-1}} R_{n,N}^{(0)}(x) \\
R_{n,1}(x) & R_{n,1}(x) & 0 & \cdots & 0 \\
R_{n,2}(x) & 0 & R_{n,2}(x) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
R_{n,N}(x) & 0 & 0 & \cdots & R_{n,N}(x)
\end{pmatrix}, \quad n \geq 0,
\] (3.18)
Therefore, using (3.2), (3.17), (3.8) and (3.10), we obtain
\[\tilde{\Pi}_0 = \text{diag} \left( \beta_0, \frac{\beta_1}{r_{1,1}}, \ldots, \frac{\beta_{N-1}}{r_{1,N-1}} \right) = \text{diag} \left( \beta_0, \frac{\beta_1}{\beta_1 - \alpha_1}, \ldots, \frac{\beta_{N-1}}{\beta_{N-1} - \alpha_{N-1}} \right).\]

Therefore \(\tilde{\Pi}_n\) are always diagonal matrices. As a consequence we obtain the (diagonal) norms of the matrix-valued orthogonal polynomials \((\tilde{Q}_n)_{n \geq 0}\):
\[\tilde{\Pi}_n = \left( \|\tilde{Q}_n\|_W^2 \right)^{-1} = \left( \int_{-1}^{1} \tilde{Q}_n(x) d\tilde{W}(x) \tilde{Q}_n^T(x) \right)^{-1},\]
and the orthogonality relations
\[\int_{-1}^{1} \tilde{Q}_n(x) d\tilde{W}(x) \tilde{Q}_m^T(x) = \tilde{\Pi}_n^{-1} \delta_{n,m}.\]

4. An example: random walk on a spider

Consider the block tridiagonal transition probability matrix \(B_0\) with constant transition probability coefficients, i.e.
\[
B_0 = \begin{pmatrix}
\alpha_0 & \alpha_1 & \alpha_2 & \cdots & \alpha_{N-1} \\
c & b & 0 & \cdots & 0 \\
c & 0 & b & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
c & 0 & 0 & \cdots & b
\end{pmatrix}, \quad A_0 = \text{diag} (\alpha_N, a, \ldots, a), \quad A_n = aI_N, \quad B_n = bI_N, \quad C_n = cI_N, \quad n \geq 1,
\]
where \(\sum_{k=0}^{N} \alpha_k = 1\), and \(a + b + c = 1\). Observe that in this case the vector \(\hat{c}\) defined by (2.14) is given by \(\hat{c} = c \hat{e}_{N-1}\), where \(\hat{e}_k = (1, 1, \ldots, 1)^T\) is the vector of dimension \(k\) with all components equal to 1. Also the matrix \(c_D\) defined by (2.14) is given by \(c_D = c I_{N-1}\). The Stieltjes transforms of \(\omega_k^{(0)}\), \(k = 1, \ldots, N\), do not depend on \(k\) and are given by
\[
B(z; \omega_k^{(0)}) = \frac{b - z + \sqrt{(z - \sigma_+)(z - \sigma_-)}}{2ac}, \quad \sigma_{\pm} = 1 - (\sqrt{a} \mp \sqrt{c})^2. \quad (4.1)
\]
Therefore, using the second formula in (2.13) and rationalizing, we obtain
\[ B(z; \omega_k) = -\frac{2}{z - b + \sqrt{(z - \sigma_+)(z - \sigma_-)}} = \frac{b - z + \sqrt{(z - \sigma_+)(z - \sigma_-)}}{2ac}, \quad k = 1, \ldots, N - 1. \]

As a consequence
\[ B(z; \omega_D) = \frac{b - z + \sqrt{(z - \sigma_+)(z - \sigma_-)}}{2ab} I_{N-1}. \]

On the other hand, using the first formula in (2.13) and (4.1), we obtain
\[ \frac{1}{B(z; \omega_N)} = -\left[ z - \alpha_0 + \alpha_N c B(z; \omega_N^0) \right] = -\left[ z - \alpha_0 + \frac{\alpha_N}{2a} \left( b - z + \sqrt{(z - \sigma_+)(z - \sigma_-)} \right) \right]. \]

Using the previous two formulas in (2.17) and the fact that \( \alpha_1 + \cdots + \alpha_{N-1} = 1 - \alpha_0 - \alpha_N \), we obtain an expression for \( b(z) \) in Proposition 2.4, given by
\[ b(z) = \frac{1}{\alpha_0 - \frac{b(1 - \alpha_0)}{2a} - \left( 1 - \frac{1 - \alpha_0}{2a} \right) z - \frac{1 - \alpha_0}{2a} \sqrt{(z - \sigma_+)(z - \sigma_-)}}. \]

After rationalizing we get
\[ b(z) = \frac{(1 - 2a - \alpha_0)z - b + \alpha_0(1 + a - c) + (1 - \alpha_0)\sqrt{(z - \sigma_+)(z - \sigma_-)}}{2(1 - z) \left[ (1 - \alpha_0)z + c - \alpha_0(1 - a + c - \alpha_0) \right]}. \]

Therefore we have all the functions necessary to compute the Stieltjes transform of \( W \), given by (2.16) of Proposition 2.4. After some computations we can write \( B(z; W) \) as
\[ B(z; W) = \begin{pmatrix} B_{11}(z; W) & B_{12}(z; W) e_N^T \alpha_D^{-1} \\ B_{21}(z; W) e_{N-1}^T & B_{22}(z; W) \end{pmatrix}, \tag{4.2} \]
where
\[ B_{11}(z; W) = b(z), \]
\[ B_{12}(z; W) = \frac{2c - \alpha_0(1 - a + c) + (b + \alpha_0)z - z^2 + (z - \alpha_0)\sqrt{(z - \sigma_+)(z - \sigma_-)}}{2(1 - z) \left[ (1 - \alpha_0)z + c - \alpha_0(1 - a + c - \alpha_0) \right]}, \]
\[ B_{22}(z; W) = \frac{b - z + \sqrt{(z - \sigma_+)(z - \sigma_-)}}{2a}, \]
\[ e_{N-1} \alpha_D^{-1} = \frac{p(z) + r(z)\sqrt{(z - \sigma_+)(z - \sigma_-)}}{2a(1 - z) \left[ (1 - \alpha_0)z + c - \alpha_0(1 - a + c - \alpha_0) \right]} e_{N-1}^T, \]
and
\[ p(z) = -z^3 + (\alpha_0 + 2b)z^2 - (\alpha_0(2 - 2a - c) + b^2 - 2ac - c)z - bc + \alpha_0(b - a(1 - a + c)), \]
\[ r(z) = z^2 - (\alpha_0 + b)z - c + \alpha_0(1 - a). \]

The weight matrix \( W \) will consist in the addition of an absolutely continuous part \( W_c \) and a discrete part \( W_d \), i.e. \( W = W_c + W_d \). On one hand, using the Perron-Stieltjes inversion formula, we get that \( W_c \) is given by
\[ W_c(x) = \begin{pmatrix} W_{11}(x) & W_{12}(x) e_N^T \alpha_D^{-1} \\ W_{21}(x) e_{N-1}^T & W_{22}(x) \end{pmatrix}, \quad x \in [\sigma_-, \sigma_+], \tag{4.3} \]
where

\[
W_{11}(x) = \frac{(1 - \alpha_0) \sqrt{(\sigma_+ - x)(x - \sigma_-)}}{2\pi(1 - x) [(1 - a - \alpha_0)x + c - \alpha_0(1 - a + c - \alpha_0)],}
\]

\[
W_{12}(x) = \frac{(x - \alpha_0) \sqrt{(\sigma_+ - x)(x - \sigma_-)}}{2\pi(1 - x) [(1 - a - \alpha_0)x + c - \alpha_0(1 - a + c - \alpha_0)],}
\]

\[
W_{22}(x) = \frac{\sqrt{(\sigma_+ - x)(x - \sigma_-)}}{2\pi a} \alpha_D^{-1} + \frac{r(x) \sqrt{(\sigma_+ - x)(x - \sigma_-)}}{2\pi a(1 - x) [(1 - a - \alpha_0)x + c - \alpha_0(1 - a + c - \alpha_0)]} e_{N-1} e_{N-1}^T.
\]

On the other hand, the discrete part \( W_d \) will be given by the behavior of the Stieltjes transform \( B(z; W) \) at its poles, given in this case by

\[ z_1 = 1, \quad z_2 = \frac{\alpha_0(1 - a + c - \alpha_0) - c}{1 - a - \alpha_0}. \]

After some computations we get

\[
W_d(x) = \frac{c - a}{c - a + 1 - \alpha_0} \delta_1(x) \bar{e}_N \bar{e}_N^T \chi_{(c > a)} + \frac{(1 - \alpha_0 - a)^2 - ac}{(1 - \alpha_0)(1 - a - \alpha_0 + c)} \delta_2(x) \bar{u}_N \bar{u}_N^T \chi_{(1 - \alpha_0 - a)^2 > ac},
\]

where \( \chi_A \) is the indicator function and

\[
\bar{u}_N = \left(1, \frac{c}{1 - \alpha_0 - a}, \ldots, \frac{c}{1 - \alpha_0 - a}\right)^T.
\]

From Remark 2.3 we can study recurrence for the random walk on a spider. There will be three cases:

- If \( a > c \), then we have that \([\sigma_-, \sigma_+] \subseteq [-1, 1]\). Therefore all integrals in (2.11) are bounded and the random walk on a spider is transient.
- If \( a = c \), then we have \([\sigma_-, \sigma_+] = [1 - 4a, 1]\). Therefore all integrals in (2.11) are divergent and the random walk on a spider is null recurrent (since there is no jump at the point 1).
- If \( a < c \), there will always be a jump at the point 1 (see (4.4)). Therefore the random walk on a spider is positive recurrent.

Finally, it is possible to see, by looking at the three-term recurrence relations (2.6) and (2.7), that the entries of the matrix-valued polynomials \( Q_n(x) \) in (2.5) are given by

\[
Q_{n,N}(x) = \frac{1}{\alpha_N} \left(\frac{c}{a}\right)^{n/2} \left[2(\alpha_N - a)T_n \left(\frac{x - b}{2\sqrt{ac}}\right) + (2\alpha_N - \alpha N)U_n \left(\frac{x - b}{2\sqrt{ac}}\right) + \alpha c(b - \alpha_0)U_{n-1} \left(\frac{x - b}{2\sqrt{ac}}\right)\right],
\]

\[
Q_{n,N}^{(0)}(x) = -\frac{1}{\alpha_N} \left(\frac{c}{a}\right)^{(n-1)/2} U_{n-1} \left(\frac{x - b}{2\sqrt{ac}}\right),
\]

\[
Q_{n,k}(x) = \left(\frac{c}{a}\right)^{n/2} U_n \left(\frac{x - b}{2\sqrt{ac}}\right), \quad Q_{n,k}^{(0)}(x) = -\left(\frac{c}{a}\right)^{(n+1)/2} U_{n-1} \left(\frac{x - b}{2\sqrt{ac}}\right), \quad k = 1, \ldots, N - 1,
\]

where \( (T_n) \) and \( (U_n) \) are the Chebychev polynomials of the first and second kind, respectively.

Let us now apply Theorem 3.1 and see under what conditions we can perform a reflecting-absorbing factorization of the form \( P = P_R P_A \) for this example as the one we saw in Section 3. The continued fractions in (3.11) can be written as \( H_m = \alpha_m/H \), where

\[
H = 1 - \frac{c}{1} - \frac{a}{1} - \frac{c}{1} - \frac{a}{1} - \ldots.
\]
$H$ is a continued fraction of period 2, and the explicit value is given by

$$H = \frac{1}{2} \left( 1 + a - c + \sqrt{(1 + c - a)^2 - 4c} \right),$$

as long as $a \leq (1 - \sqrt{7})^2$. Therefore, after rationalizing, we get

$$H_m = \frac{\alpha_m}{2a} \left( 1 + a - c - \sqrt{(1 + c - a)^2 - 4c} \right), \quad m = 1, \ldots, N.$$  

According to Theorem 3.1, the stochastic reflecting-absorbing factorization will be possible if and only if

$$\beta_m \geq \frac{\alpha_m}{2a} \left( 1 + a - c - \sqrt{(1 + c - a)^2 - 4c} \right), \quad m = 1, \ldots, N,$$  

and from $\sum_{m=1}^{N} H_m < 1$ we need to have

$$\alpha_0 > \frac{1}{2} \left( 1 + a - c - \sqrt{(1 + c - a)^2 - 4c} \right).$$

For instance, for $N = 3$, the set of values

$$a = \frac{1}{5}, \quad b = \frac{11}{20}, \quad c = \frac{1}{4}, \quad \alpha_0 = \frac{1}{2}, \quad \alpha_1 = \frac{1}{8}, \quad \alpha_2 = \frac{1}{6}, \quad \alpha_3 = \frac{5}{24},$$

gives a stochastic reflecting-absorbing factorization if and only if

$$\beta_1 \geq \frac{19 - \sqrt{11}}{64} \sim 0.196826 \ldots, \quad \beta_2 \geq \frac{19 - \sqrt{11}}{48} \sim 0.262434 \ldots, \quad \beta_3 \geq \frac{95 - 5\sqrt{11}}{192} \sim 0.328043 \ldots.$$

Under conditions (4.6) and (4.7) we can perform a stochastic discrete Darboux transformation given by $\tilde{P} = PA_P R$. This new block tridiagonal matrix $\tilde{P}$ gives rise to a family (depending on $N$ free parameters $\beta_1, \ldots, \beta_N$) of Markov chains $\{\tilde{S}_n, n = 0, 1, \ldots\}$ on a spider $S_N$ with coefficients given by (3.14). As we mentioned in Section 3.1, $\tilde{P}$ is “almost” a birth-death chain on a spider, since we have to add extra probability transitions between the first states of each leg (see Figure 3). A direct computation shows that the new coefficients $\tilde{A}_0$ and $\tilde{B}_0$ of $\tilde{P}$ (see (3.14)), which give the extra transitions between the first states of each leg, are given by

$$\tilde{B}_0 = \begin{pmatrix}
\beta_0 & \beta_1 & & & \\
\beta_0 (1 - \frac{\alpha_1}{\beta_1}) & \beta_1 - \alpha_1 + \frac{\alpha_0}{\beta_1 - \alpha_1} & \beta_2 (1 - \frac{\alpha_1}{\beta_1}) & & \\
\beta_0 (1 - \frac{\alpha_2}{\beta_2}) & \beta_1 (1 - \frac{\alpha_2}{\beta_2}) & \beta_2 - \alpha_2 + \frac{\alpha_0}{\beta_2 - \alpha_2} & \beta_3 (1 - \frac{\alpha_2}{\beta_2}) & \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
\beta_0 (1 - \frac{\alpha_{N-1}}{\beta_{N-1}}) & \beta_1 (1 - \frac{\alpha_{N-1}}{\beta_{N-1}}) & \cdots & \beta_{N-1} - \alpha_{N-1} + \frac{\alpha_0}{\beta_{N-1} - \alpha_{N-1}} & \\
\end{pmatrix},$$

$$\tilde{A}_0 = \begin{pmatrix}
\beta_N & 0 & & & \\
\beta_N (1 - \frac{\alpha_1}{\beta_1}) & \frac{\alpha_1}{\beta_1} - \frac{\alpha_0}{\beta_1 - \alpha_1} & 0 & & \\
\beta_N (1 - \frac{\alpha_2}{\beta_2}) & 0 & \frac{\alpha_2}{\beta_2} - \frac{\alpha_0}{\beta_2 - \alpha_2} & 0 & \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
\beta_N (1 - \frac{\alpha_{N-1}}{\beta_{N-1}}) & 0 & \cdots & \frac{\alpha_{N-1}}{\beta_{N-1} - \alpha_{N-1}} & 0 &
\end{pmatrix}.\]
Finally, the weight matrix $\tilde{W}$ associated with $\tilde{P}$ is given by \((3.15)\), i.e.

$$
\tilde{W}(x) = S_0 \left( \frac{W(x)}{x} + [X - M_{-1}] \delta_0(x) \right) S_0^T,
$$

where

$$
S_0 = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
1 - \frac{\alpha_1}{\beta_1} & \frac{\alpha_1}{\beta_1} & 0 & \cdots & 0 \\
1 - \frac{\alpha_2}{\beta_2} & 0 & \frac{\alpha_2}{\beta_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
1 - \frac{\alpha_{N-1}}{\beta_{N-1}} & 0 & \cdots & \frac{\alpha_{N-1}}{\beta_{N-1}} & \beta_{N-1} \\
\end{pmatrix},
$$

the weight matrix $W = W_c + W_d$ is given by \((4.3)\) and \((4.4)\), $X$ is the symmetric matrix given by \((3.16)\) and from \((4.2)\) we have

$$
M_{-1} = \begin{pmatrix}
\mu_{11} & \mu_{12} \tilde{e}_{N-1}^T \\
\mu_{12} \tilde{e}_{N-1} & \mu_{22} \\
\end{pmatrix},
$$

where

$$
\mu_{11} = \frac{\alpha_0(1 + a - c) - b - (1 - \alpha_0)\sqrt{\sigma_+ \sigma_-}}{2c[1 - \alpha_0(1 - a + c)]}, \quad \mu_{12} = \frac{2c - \alpha_0(1 - a + c) + \alpha_0\sqrt{\sigma_+ \sigma_-}}{2[c - \alpha_0(1 - a + c)]},
$$

$$
\mu_{22} = \frac{b - \sqrt{\sigma_+ \sigma_-} \alpha_D^{-1} + \alpha_0(b - a(1 - a + c)) - bc - (\alpha_0(1 - a) - c)\sqrt{\sigma_+ \sigma_-} \tilde{e}_{N-1}^T \tilde{e}_{N-1}}{2a[c - \alpha_0(1 - a + c)]}.
$$

The matrix-valued polynomials $(\tilde{Q}_n)_{n \geq 0}$ orthogonal with respect to $\tilde{W}$ can be computed from \((3.18)\) and can also be written as combinations of Chebyshev polynomials of the first and second kind (see \((4.5)\)).
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