Reduced density matrix hybrid approach: Application to electronic energy transfer
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Electronic energy transfer in the condensed phase, such as that occurring in photosynthetic complexes, frequently occurs in regimes where the energy scales of the system and environment are similar. This situation provides a challenge to theoretical investigation since most approaches are accurate only when a certain energetic parameter is small compared to others in the problem. Here we show that in these difficult regimes, the Ehrenfest approach provides a good starting point for a dynamical description of the energy transfer process due to its ability to accurately treat coupling to slow environmental modes. To further improve on the accuracy of the Ehrenfest approach, we use our reduced density matrix hybrid framework to treat the faster environmental modes quantum mechanically, at the level of a perturbative master equation. This combined approach is shown to provide an efficient and quantitative description of electronic energy transfer in a model dimer and the Fenna-Matthews-Olson complex and is used to investigate the effect of environmental preparation on the resulting dynamics.

I. INTRODUCTION

Recent experimental observations of long-lived electronic coherence in photosynthetic complexes and solutions of conjugated polymers have challenged the conventional view that environmental effects rapidly quench quantum coherence at room temperature. These experiments have spurred the theoretical investigation of electronic energy transfer (EET), including the development of accurate numerical methodologies. Such work has sought to explain the origin of the observed coherence lifetime, to predict the effects of system parameters, and to ultimately understand the role of quantum coherence in promoting or inhibiting efficient energy transfer.

EET systems typically consist of a set of molecular chromophores which are electronically coupled to one another as well as to local environmental phonons. The former couplings facilitate exciton delocalization while the latter couplings tend to destroy this so-called quantum coherence. Hence, accurately modeling the interplay between these effects is crucial. A difficulty which arises in the modeling of EET is the similarity of energy scales describing these competing phenomena. For example, in typical multi-chromophoric systems, the electronic couplings, reorganization energies, and characteristic environmental frequencies are all on the order of 10 – 100 cm⁻¹.

As examples of perturbative methods which may fail in this regime, the popular Redfield and Förster theories of energy transfer implicitly require nearly Markovian, non-adiabatic dynamics characterized by environmental frequencies much larger than either the reorganization energy or electronic couplings, respectively. It is one of the goals of this work to show that the violation of this expectation in the form of atypically small environmental frequencies actually suggests a promising route towards accurate theories of EET in this intermediate coupling regime. Specifically, quantum-classical theories are well suited to the problem of EET, where environmental fluctuations take place over timescales on the order of the electronic motion. In such approaches, the environmental degrees of freedom are treated classically since quantum effects are expected to be insignificant for such low-frequency vibrational motion. Most relevant to EET, these methods can accurately describe non-Markovian effects such as transport mediated by non-equilibrium phonon states. Investigations along this line have included the application of LSC-IVR, the Poisson bracket mapping formalism, iterative linearized propagation schemes and a modified variant of mean-field Ehrenfest dynamics. In a similar vein, the recently developed reduced hierarchy equations, although quantum-mechanically exact when fully converged, are numerically simplest for systems at high-temperature or with a slow, adiabatic bath.

In accord with the above discussion, in the present work we show that a simple quantum-classical Ehrenfest treatment of EET systems yields results in qualitative and even sometimes semi-quantitative agreement with existing exact results. In particular, quantitative agreement is found for short-time dynamics, as well as coherence frequencies and lifetimes. This latter finding provides insight into the mystery of long-lived quantum-coherence: the intramolecular motions are simply too slow to induce effective dephasing. We also demonstrate that including the quantum subsystem’s back-reaction on the classical environment improves the long-time populations in contrast compared to a previous Ehrenfest study where this effect was not included. However, although this improves the accuracy of long-time populations, the Ehrenfest method generally still yields incorrect long-
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time values due to a well-known intrinsic violation of detailed balance. These long-time properties are crucial for the accurate description of EET, where the population of target sites provides a simple metric for the overall transport efficiency.

To address this issue, we invoke our recently introduced reduced density matrix hybrid (RDM-Hybrid) methodology which enables one to treat the system and high frequency environmental modes quantum mechanically, while the slow modes are handled by the Ehrenfest approach. This methodology allows for efficient treatment of quantum and classical environmental modes and is able to quantitatively correct the discrepancies of Ehrenfest dynamics, yielding excellent agreement with the exact results obtained by Ishizaki and Fleming using the reduced hierarchy equations (RHE). As an example of the type of problems one may further probe using our physically transparent methodology, we investigate the effects of the initial bath preparation on the subsequent observation of coherent quantum dynamics.

The outline of the paper is as follows. In Sec. II we present the Frenkel exciton Hamiltonian used for EET modeling. We then review the Ehrenfest and RDM-Hybrid methodologies in Sec. III. In Sec. IV we derive a perturbative quantum master equation to use in our RDM-Hybrid algorithm for the system and quantum environment modes. We present Ehrenfest and RDM-Hybrid results in Sec. V including population dynamics and rate constants for a simple dimer, as well as population dynamics for the seven-site Fenna-Matthews-Olson complex with two types of environmental preparation. We conclude in Sec. VI.

II. MODEL HAMILTONIAN

As in other theoretical work on EET, we adopt the Frenkel exciton Hamiltonian for $N$ chromophores, given by

$$H = \sum_{n=1}^{N} |n\rangle E_n \langle n| + \sum_{m \neq n}^{N} |m\rangle J_{mn} \langle n| + H_b + H_{sb} \quad (1)$$

where one assumes independent baths for each site,

$$H_b = \sum_{n=1}^{N} \sum_{k} \left[ p_{k,n}^2 + \omega_{k,n}^2 q_{k,n}^2 \right] / 2, \quad (2)$$

and a bi-linear system-bath coupling,

$$H_{sb} = \sum_{n=1}^{N} |n\rangle \langle n| \sum_{k} c_{k,n} q_{k,n}. \quad (3)$$

Such a Hamiltonian physically describes the single-excitation subspace of the complex’s total Hilbert space, where $E_n$ denotes the energy of the total system when the $n$th chromophore is excited and all others are in their ground state. The electronic coupling of this excitation between sites $m$ and $n$ is given by $J_{mn}$ and is assumed to be static.

In contrast to the spin-boson Hamiltonian investigated in our previous work, which described a two-level system coupled to one shared bath, the present Hamiltonian is more commonly adopted for molecular energy transfer, where molecular vibrations and surrounding environmental effects are local and approximately uncorrelated.

The phonon bath located at each site is completely characterized by its spectral density, which we take to be of the Debye form,

$$J_n(\omega) = \frac{\pi}{2} \sum_{k} \frac{\omega_{k,n}^2}{\omega_k} \delta(\omega - \omega_{k,n}) = 2\lambda \omega_c \omega / (\omega^2 + \omega_c^2). \quad (4)$$

In the above, $\omega_c$ is the bath cutoff frequency and the reorganization energy, $\lambda = \pi^{-1} \int_0^{\infty} d\omega J(\omega)/\omega$, is the energy dissipated by the environment after a Franck-Condon transition of the excitation from one site to another. In the second line and henceforth, we assume that all sites have the same spectral density. However we note that the methods employed here are in no way limited (or catered) to the treatment of independent baths, the functional form of the spectral density, or the assumption of identical baths. Future work will include the investigation of each of these effects on energy transfer dynamics.

III. REVIEW OF EHRENFEST AND RDM-HYBRID METHODS

In this section, we briefly review the pertinent details of the Ehrenfest and reduced density matrix hybrid (RDM-Hybrid) quantum dynamics methodologies needed to treat to the Hamiltonian in Eqs. (1)-(3). For full details of the method, we refer the reader to our previous paper.

A. Ehrenfest method

In the Ehrenfest method, one assumes separability of system and bath variables, yielding the product density matrix $\rho(t) \approx \rho_s(t) \rho_b(t)$. Inserting this ansatz into the Liouville equation and tracing out the system or bath variables yields the time-dependent self-consistent field coupled equations of motion. A classical treatment of the bath density operator then yields the Ehrenfest equations.
of motion,
\[
\frac{\partial \rho_s(t)}{\partial t} = -i [H_s, \rho_s(t)] - i \sum_{n=1}^{N} \langle n | \sum_k c_{k,n} Q_{k,n}(t) \rangle \rho_s(t),
\]
and the time-dependent bias arises from the coupling to the classical reservoir modes,
\[
E_n(t) = E_n + \sum_{k \in \text{res}} c_k Q_k(t).
\]

A solution of the above Liouville equation for the total system-core density matrix is of course intractable, but its reduced density matrix averaged over the core degrees of freedom can be calculated by a variety of existing approximate and exact methods. The diagonal elements (populations) of this reduced density matrix,
\[
\text{Tr}_s \{ |n \rangle \langle n | \rho_s(t) \} = \text{Tr}_s \{ |n \rangle \langle n | \rho_s(t) \} = P_n(t),
\]
in turn yield a driving force in the classical reservoir equations of motion,
\[
\frac{dQ_{k,n}}{dt} = P_{k,n} \quad \text{and} \quad \frac{dP_{k,n}}{dt} = -\omega_{k,n}^2 Q_{k,n} - c_{k,n} P_n(t)
\]

As in the Ehrenfest method, the final system populations are calculated as an average over trajectories. In this work, the initial conditions of the reservoir modes are sampled from the Wigner distribution. To evolve the reduced system-core density matrix we perform an approximate calculation using a perturbative quantum master equation. This execution of the RDM-Hybrid approach yields an efficient methodology not much more expensive than a typical master equation calculation but with far superior accuracy.

As shown in our previous paper, the RDM-Hybrid methodology naturally interpolates between the regimes of validity of its composite methods and furthermore works well even in regimes where neither method alone is accurate. By employing the Ehrenfest method, accurate for nearly adiabatic dynamics, and a non-adiabatic quantum master equation, the RDM-Hybrid approach can accurately treat the entirety of parameter space using a single dynamical scheme. The perturbative master equation used in this work to treat the driven system-core dynamics is derived in the following section.

IV. MASTER EQUATION FOR SYSTEM AND CORE

Following the success of our previous work, which employed the noninteracting blip approximation (NIBA) for the system-core reduced dynamics, we here derive a multi-site generalization, perturbative to second order in the electronic couplings, \( J_{mn} \), which we shall continue to refer to as ‘NIBA,’ for simplicity. A similar master equation, the noninteracting cluster approximation has been derived by different means.

Following Hu and Mukamel (see also Golosov and Reichman), we define a Liouville-space projection op-
have introduced the site-dependent accumulated phase, \( K \), with the unperturbed Hamiltonian given simply by \( H = \sum_n \varepsilon_n |n\rangle \langle n| \), and the total system-bath density matrix.

Employing the usual projection operator formalism, one may derive the exact set of equations

\[
P_n(t) = \sum_{m=1}^{N} \int_0^t d\tau K_{nm}(t, \tau) P_m(\tau)
\]

where the kernels are given by

\[
K_{nm}(t, \tau) = \langle \langle n| \mathcal{L}_V(t) \mathcal{U}(t, \tau) \mathcal{L}_V(\tau) |m\rangle \rangle \rho_b.
\]

In the above expression, \( \mathcal{L}_V(t) \cdots = [V(t), \ldots] \) is the Liouvillian in the interaction picture, i.e. \( V(t) = \exp(iH_0 t)V\exp(-iH_0 t) \). The propagator is given by

\[
U(t, \tau) = \exp_T \left[ -i \int_{\tau}^t dt' \mathcal{L}_V(t') \right],
\]

with \( \exp_T[\ldots] \) denoting the usual time-ordered exponential and \( Q = 1 - P \) is the complementary projection operator. The perturbation here is \( V = \sum_{m \neq n} |m\rangle \langle m| J_{mn} \langle n| \) with the unperturbed Hamiltonian given simply by \( H_0 = H - V \).

While the above formalism is exact, the propagator \( U(t, \tau) \) in the complementary subspace is intractable. However the propagator may be expanded perturbatively, and to lowest non-trivial order in the electronic couplings (obtained by setting \( U(t, \tau) = 1 \)), one obtains the second-order kernels,

\[
K_{n \neq m}(t, \tau) = 2J_{nm}^2 \exp \left[ -Q_2(t - \tau) \right] \times \cos \left\{ \zeta_n(t, \tau) - \zeta_m(t, \tau) + Q_1(t - \tau) \right. \\
- \left. \left( 1 + \frac{\delta_n + \delta_m}{2} \right) [Q_1(t) - Q_1(\tau)] \right\}
\]

with \( K_{nn}(t, \tau) = -\sum_{m \neq n} K_{mn}(t, \tau) \). In the above, we have introduced the site-dependent accumulated phase,

\[
\zeta_n(t, \tau) = \int_{\tau}^t dt' E_n(t')
\]

and the bath correlation function, \( Q(t) = Q_2(t) + iQ_1(t) \), is given by

\[
Q(t) = \frac{2}{\pi} \int_0^\infty d\omega J_{\text{core}}(\omega) \left\{ \coth(\beta\omega/2) \left[ 1 - \cos(\omega t) \right] + i \sin(\omega t) \right\}.
\]

The factor of two appearing here differs from the usual NIBA expressions due to the assumption of independent baths. Lastly, the shift parameters \( \delta_n \) arise from the initial bath density matrix,

\[
\rho_b = \prod_n Z_n^{-1} \exp \left( -\beta \sum_k h_{k,n} \right)
\]

where

\[
h_{k,n} = \frac{1}{2} \left[ P_{k,n}^2 + \omega_{k,n}^2 (Q_{k,n} - \delta_n c_{k,n})^2 \right].
\]

We now demonstrate that our generalized master equation, Eq. (18), naturally reduces to the hopping rate equation predicted by Förster theory in its regime of validity. Specifically, we consider the strongly non-adiabatic regime, such that none of the bath modes are treated classically, i.e. \( \zeta_n(t, \tau) = E_n \times (t - \tau) \). For simplicity we consider the case \( \delta_n = \delta_m = -1 \) such that the final term in Eq. (21) vanishes.

When the bath dynamics are much faster than those of the electronic subsystem, the memory kernel in Eq. (18) decays very quickly, such that the Markovian approximation can be made

\[
P_n(t) \approx \sum_{m=1}^{N} k_{nm} P_m(t)
\]

where the rate constant \( k_{nm} \) is given by \( k_{nm} = \int_0^\infty dt K_{nm}(t) \). Introducing the well-known line-shape function \( g(t) = Q(t)/2 - i\lambda t \), with \( \lambda \) the reorganization energy, we can write

\[
k_{nm} = 2J_{nm}^2 \text{Re} \int_0^\infty dt e^{-i(E_n + \lambda)t - g(t)} e^{i(E_m - \lambda)t - g(t)}
\]

\[
= J_{nm}^2 \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \delta(t - t') \times e^{-i(E_n + \lambda)t - g(t)} e^{i(E_m - \lambda)t' - g(t')}.
\]

Using the Fourier transform of the Dirac delta function, \( \delta(t - t') = (2\pi)^{-1} \int_{-\infty}^{\infty} dw \exp(i\omega(t - t')) \), we have

\[
k_{nm} = \frac{J_{nm}^2}{2\pi} \int_{-\infty}^{\infty} d\omega A_n(\omega) F_m(\omega)
\]

with the absorption and fluorescence spectra given by

\[
A_n(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} e^{-i(E_n + \lambda)t - g(t)},
\]

\[
F_m(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} e^{-i(E_m - \lambda)t - g^*(t)}.
\]
Note we have made use of the fact that $A(\omega)$ and $F(\omega)$ are real, as can be explicitly checked by symmetry. Equation (28) is readily recognized as the celebrated Förster rate.

V. RESULTS

A. Model EET dimer

We begin our application of the Ehrenfest and RDM-Hybrid methodologies with the simplest model of excitation energy transfer, a dimer. For the sake of comparison, we employ the model Hamiltonian, Eqs. (11–3), with a Debye spectral density, Eq. (4), and the parameters of Ishizaki and Fleming, for which Redfield theory has already been shown to fail badly. In the results to follow, we compare to existing results obtained via the numerically exact reduced hierarchy equations (RHE) based on work originally done by Kubo et al. For the physically motivated reasons explained in our previous paper, we take the the splitting frequency to be equal to the Rabi frequency of the electronic subsystem,

$$\omega^* = \omega_R = \sqrt{(E_1 - E_2)^2 + 4J^2}. \quad (31)$$

In all of our results we discretized the bath into $f = 300$ modes with frequencies and couplings given by

$$\omega_k = \omega_c \tan \left( \frac{\pi}{2f} (k - 1/2) \right), \quad (32)$$

$$\kappa_k^2 = \frac{2}{\pi} \frac{\omega_c J(\omega_k)}{\rho(\omega_k)} = 2\lambda \omega_k^2 / f, \quad (33)$$

for $k = 1, 2, \ldots, f$, which can be shown to reproduce the reorganization energy exactly. The coupled system-bath equations of motion were solved with a second-order Runge-Kutta scheme using a timestep of 0.5 fs. For consistency, the classical degrees of freedom were sampled from the Wigner distribution, though for the relatively high temperatures considered here, the results are largely insensitive to this choice when compared to those obtained by purely classical Boltzmann sampling.

1. Strong electronic coupling

We begin by considering an EET dimer with relatively strong electronic coupling $J_{12} = J_{21} \equiv J = 100$ cm$^{-1}$ and energetic bias $E_1 - E_2 = 100$ cm$^{-1}$, such that the splitting frequency, Eq. (31), is $\omega^* \approx 220$ cm$^{-1}$. The simulations are performed at room temperature, $T = 300$ K, with a bath cutoff frequency of $\omega_c = 53$ cm$^{-1}$. The bath correlation time corresponding to this cutoff frequency is $\tau_c = \omega_c^{-1} = 100$ fs. Since $\omega_c/J \approx 0.5$, this regime can be characterized as being weakly adiabatic.

The population of site 1 for these parameters, with the initial condition $\rho(0) = |1\rangle \langle 1| \exp(-\beta H_b)/Z$, is shown in Fig. 1 for a reorganization energy varying over more than two order of magnitude. As alluded to in the introduction, the Ehrenfest dynamics are seen to be qualitatively very good, though for intermediate reorganization energies, they show a significant deviation in the long-time population. This behavior is to be contrasted with that observed using the LSC-IVR method, where the agreement regularly worsened with increasing reorganization energy (see Figs. 1 and 2 of Ref. [15]). The Ehrenfest and LSC-IVR approaches are almost identical for the simple Frenkel Hamiltonian considered here, the only difference being that the Ehrenfest approach treats the electronic degrees of freedom quantum mechanically whereas LSC-IVR treats them by a Meyer-Miller mapping to classical oscillators such that all dynamical degrees of freedom are treated on equal footing. The results observed here indicate that such a consistent treatment does not necessarily yield more accurate results, especially in regimes of strong reorganization energy. In light of these failures of LSC-IVR and Ehrenfest approaches, it is crucial to notice that our RDM-Hybrid methodology yields nearly exact population dynamics for all values of the reorganization energy, including an accurate treatment of long-time dynamics due to the quantum mechanical treatment of high frequency environmental modes.

Moving deeper into the adiabatic regime, we next consider the same EET dimer but with a smaller cutoff frequency, $\omega_c = 11$ cm$^{-1}$ (longer bath correlation time,
2. **Weak electronic coupling**

Although we argue that many of the interesting dynamical results in the recent EET literature can be ascribed to the system’s adiabaticity, we close our study of Ishizaki and Fleming’s EET dimer by investigating a mildly non-adiabatic set of parameters, i.e. a dimer with weak electronic coupling, to demonstrate the flexibility of our RDM-Hybrid approach and continued success of Ehrenfest dynamics. The parameters are the same as in the previous section, taking $\omega_c = 53 \text{ cm}^{-1}$, but now with $J = 20 \text{ cm}^{-1}$, such that that adiabaticity ratio is $\omega_c/J \approx 3$.

Rather than calculating population dynamics as above, we determine the downhill energy transfer rate as a function of the reorganization energy, $\lambda$. Due to the small electronic coupling, the population dynamics are generally well described by an exponential decay and a simple fitting procedure yields the uphill and downhill rate constants. The results of the Ehrenfest and RDM-Hybrid approaches are shown in Fig. 3 and can be seen to be in almost perfect agreement with the exact RHE results. For completeness, we also present results obtained by conventional Redfield theory and the pure NIBA-like equations derived in Sec. IV. Redfield theory is perturbative in $kT/\omega_c^2$ and hence it would be expected to break down when the reorganization energy $\lambda$ is on the order of $\omega_c^2/kT \approx 10 \text{ cm}^{-1}$, an order-of-magnitude prediction which is seen to hold unreasonably well in Fig. 3. Furthermore, we point out that our NIBA-like dynamical theory almost exactly reproduces the Förster result presented in Ref. 11, as one would expect due to their close formal relation, discussed at the end of Sec. IV.
FIG. 4. Population dynamics of the FMO complex at $T = 300$ K, with $\tau_c = \omega_c^{-1} = 166$ fs and bath initial conditions sampled from the Wigner distribution (for both Ehrenfest and the present hybrid method). The excitation is initially localized to site 1 in panels (a) and (b) and to site 6 in panels (c) and (d). Ehrenfest [(a),(c)] and the RDM-Hybrid approach [(b),(d)] are compared to exact results obtained with the reduced hierarchy equations (filled circles).

B. Fenna-Matthews-Olson Complex

We now proceed to the investigation of the Fenna-Matthews-Olsen (FMO) complex, which has been the subject of extensive experimental and theoretical investigation, especially pertaining to the origin of long-lived quantum coherence. Although an eighth bacteriochlorophyll (BChl) chromophore has recently been identified, we consider the FMO model Hamiltonian of only seven BChl sites, for which numerically exact results exist and a variety of other approximate methods have been tested. The electronic Hamiltonian is taken from Ref. 38 and all sites are assumed to have independent, identical baths characterized by a Debye spectral density, Eq. (4), with $\lambda = 35$ cm$^{-1}$. The bath cutoff frequency and temperature will be varied throughout our investigation. Our initial results in this section will serve to demonstrate the accuracy of our RDM-Hybrid approach when treating such systems while the second part will use the method to study the effect of bath preparation on quantum coherent dynamics.

When moving from a dimer to a multi-site system, it becomes less obvious how to choose a characteristic system frequency for the switching frequency, $\omega^*$, required by our RDM-Hybrid method. For the FMO system, we take the switching frequency equal to the Rabi frequency of the initially excited site and its most strongly electronically-coupled neighbor.

1. Comparison with existing results

We begin by comparing to the numerically exact results of Ishizaki and Fleming and using the initial condition from that work,

$$\rho(0) = |n_0\rangle\langle n_0| \exp(-\beta H_b)/Z,$$  \hspace{1cm} (34)

where the initial excitation site is taken to be $n_0 = 1$ or 6 due to their proximity to the chlorophyll baseplate. This sampling of the bath corresponds to a spectroscopic initial condition in which the bath initial conditions are not equilibrated to the presence of the system.

As discussed above, the switching frequency is set equal to the Rabi frequency of sites 1 and 2, yielding $\omega^* = 210$ cm$^{-1}$, or to the Rabi frequency of sites 5 and 6, yielding $\omega^* = 220$ cm$^{-1}$, for initial excitations at sites 1 or 6, respectively. In Fig. 4 we consider the parameter set investigated by Ishizaki and Fleming for which Ehrenfest dynamics are expected to work best, namely a very slow, high temperature bath with $\tau_c = \omega_c^{-1} = 166$ fs and $T = 300$ K. Despite the relatively weak reorganization energy, master equations that are perturbative in the system-bath coupling (such as Redfield theory) are unable to accurately reproduce these dynamics due to the system-bath adiabaticity. In contrast, the Ehrenfest approach performs very well for short times and accurately reproduces the coherence frequency, amplitude, and lifetime. However, just as in our above study of a two-level system, we see that the long-time populations deviate...
FIG. 6. The same as in Fig. 4 but for the longer bath correlation time, $\tau_c = \omega_c^{-1} = 50$ fs.

from the exact values, a flaw which is impressively remedied with our RDM-Hybrid approach, yielding excellent agreement overall. For example, by comparing Figs. 4(c) and (d), we see that the RDM-Hybrid dynamics correctly reproduce the population inversion completely missed by the Ehrenfest dynamics.

For clarity, we only show population dynamics for three of the seven sites in Fig. 4. However, the conclusions drawn are entirely unchanged for the four remaining sites with smaller populations, as shown in Fig. 5 for the initial excitation $n_0 = 6$.

By shortening the bath correlation time, we expect that the performance of Ehrenfest dynamics should degrade when compared to the exact result, since high-frequency bath modes necessitate a quantum treatment. Indeed, this expectation is realized in Fig. 6 for which $\tau_c = \omega_c^{-1} = 50$ fs. Figures 6(a) and (c) show that Ehrenfest dynamics again yield qualitatively accurate coherence lifetimes but incorrect long-time populations, now worsened due to the short bath correlation time. In contrast to Ehrenfest dynamics, the quantum-mechanical treatment of high-frequency modes in the RDM-Hybrid methodology results in excellent performance, again exemplified by the population inversion in Fig. 6(d).

The final set of standard conditions considered here again has a short bath correlation time $\tau_c = 50$ fs but at a reduced temperature, $T = 77$ K corresponding to that at which some of the original experiments observing quantum coherence were performed. At this low temperature, both approximations used in the present RDM-Hybrid implementation (NIBA and Ehrenfest) are known to worsen. Nonetheless, the RDM-Hybrid population dynamics shown in Fig. 6 are impressively good, and qualitatively much more accurate than those of Ehrenfest dynamics. However, both methodologies again make excellent prediction of the coherence frequency and lifetime, which is the experimentally observed phenomenon that has generally garnered the most attention. It is also worth comparing again to the LSC-IVR work of Ref. 15, which presented population dynamics for the FMO complex in the present parameter regime ($\tau_c = 50$ fs, $T = 77$ K). The LSC-IVR calculation severely underestimate the coherence lifetime, yields some negative populations at long times, and requires about $5 \times 10^4$ trajectories to achieve convergence—almost two order of magnitude greater than required by Ehrenfest of RDM-Hybrid approaches.

2. Effects of bath preparation on coherent transport

The initial condition considered up to this point, Eq. (34), is sometimes referred to as a ‘spectroscopic’ preparation, as it corresponds to the physically correct initial condition following a rapid excitation from the ground state in accordance with the Franck-Condon principle. Therefore, this initial condition is likely to most closely resemble the preparation realized in recent infrared spectroscopy experiments. However in biological functioning, it is unlikely that this initial condition is
physically correct for the dynamics of the FMO complex, for example. Recall that the excitation in the FMO complex is transferred in from the chlorophyll's baseplate. This long-range transfer is likely a non-adiabatic process and thus requires a fluctuation in the bath coordinates of the FMO acceptor site leading to an excited state geometry, as in the traditional Marcus picture. In light of this discussion it is clearly worth investigating to what extent oscillatory population dynamics are modified by a non-spectroscopic initial condition and whether the observed long-lasting quantum beating – in both experiments and simulations – is perhaps a product of unphysical spectroscopic initial conditions.

Despite the recent interest surrounding quantum coherence in energy transfer molecules and materials, very similar investigation of electronic and vibrational coherence in electron transfer reactions began almost twenty years ago (see e.g. Refs. 40–43). Most related to our present investigation is the theoretical work of Lucke et al.43 who investigated the effects of initial bath preparation on the possible observance of electronic coherence. The principal conclusion of their work was that absence of oscillatory population dynamics does not necessarily imply dephasing-induced decoherence and that the way in which the bath is prepared can suppress or enhance oscillations.

The RDM-Hybrid approach can very naturally treat arbitrary bath initial conditions and here we consider two different choices for the initial bath density matrix, defined in Eqs. (24)-(25). What we will term an ‘unshifted’ initial condition has \( \delta_n = 0 \) for all sites \( n \) (spectroscopic preparation), whereas a ‘shifted’ initial condition has \( \delta_{n_0} = -1 \) where \( n_0 \) is the initially occupied system site and \( \delta_n = 0 \) for all other sites \( n \). Note that within the RDM-Hybrid scheme, these shift parameters manifest in the sampling of the classical reservoir coordinates as well as in the master equation memory kernel, Eq. (21).

To best exemplify this phenomenon, we will consider a parameter regime for which such sensitivity to initial conditions is expected to most strongly manifest, namely for an adiabatic, low temperature bath. In particular, we consider \( T = 77 \) K and \( \tau_c = \omega_c^{-1} = 166 \) fs with the reorganization energy to be varied. In Fig. 8(a), we show that for the shifted initial condition, the bath completely traps the excitation and prevents any population relaxation. Increasing further to the very strong \( \lambda = 350 \) cm\(^{-1}\), we show that for the shifted initial condition, the bath only traps the particle after short-time coherence allows significant population transfer. This situation is depicted schematically in Fig. 8(d), where the large, solid arrow marks the unshifted initial condition and the smaller solid arrows show the possible relaxation into neighboring diabatic wells. Relaxation into the diabatic well of site 2 corresponds to population transfer. On the other hand, the large, solid arrow marks an initial condition shifted to the minimum of site 1, trapping the excitation.

![FIG. 8. Effects of initial bath preparation on the FMO population dynamics at \( T = 77 \) K with \( \tau_c = \omega_c^{-1} = 166 \) fs. Solid lines depict the unshifted (spectroscopic) initial condition, whereas dashed lines depict the shifted (solvated) initial condition, for a range of reorganization energies, \( \lambda \) (a)-(c). Also shown is a schematic diagram (d) of the lower energy adiabatic potential energy surface as a function of the generalized reaction coordinates, \( Q_1 \) and \( Q_2 \), to which sites 1 and 2 are coupled. Solid line arrows correspond to an unshifted initial condition and subsequent excitation dynamics, whereas the dotted line arrow corresponds to an initial condition shifted to the minimum of site 1, trapping the excitation.](image-url)
VI. CONCLUSIONS

To summarize, we have argued that the low frequency environmental motions present in many recent models of excitation energy transfer (EET) marks a significant deviation from the validity regimes of popular existing methods, such as the Redfield and Förster theories. In light of this observation, we have shown that quantum-classical approaches provide a simple and intuitive route towards more accurate modeling of EET in intermediate coupling regimes. Although the typical Ehrenfest method, which treats the electronic subsystem quantum mechanically and the environment classically, yields reasonable results when compared to exact calculations for a wide range of EET Hamiltonians considered in the literature, its long-time populations suffer from well-known limitations. Such work is currently in progress.
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