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Abstract

Sponsored search is an important monetization channel for search engines, in which an auction mechanism is used to select the ads shown to users and determine the prices charged from advertisers. There have been several pieces of work in the literature that investigate how to design an auction mechanism in order to optimize the revenue of the search engine. However, due to some unrealistic assumptions used, the practical values of these studies are not very clear. In this paper, we propose a novel game-theoretic machine learning approach, which naturally combines machine learning and game theory, and learns the auction mechanism using a bilevel optimization framework. In particular, we first learn a Markov model from historical data to describe how advertisers change their bids in response to an auction mechanism, and then for any given auction mechanism, we use the learnt model to predict its corresponding future bid sequences. Next we learn the auction mechanism through empirical revenue maximization on the predicted bid sequences. We show that the empirical revenue will converge when the prediction period approaches infinity, and a Genetic Programming algorithm can effectively optimize this empirical revenue. Our experiments indicate that the proposed approach is able to produce a much more effective auction mechanism than several baselines.

1 Introduction

Sponsored search is an important means of Internet monetization, and is the driving force of major search engines today. In sponsored search, keyword auction is used to determine the ranking and pricing of the ads, and thus affects the revenue of the search engine. The research on auction mechanism design has attracted the attention of many researchers from the areas of artificial intelligence and electronic commerce [Broder et al., 2007] Graepel et al., 2010; Edelman et al., 2005.

In keyword auctions, each advertiser is required to submit a bid for his/her ad. When the keyword is issued by a web user, the search engine will rank the ads, show the top-ranked ones to the user, and then charge the corresponding advertisers in certain conditions (e.g., if their ads are clicked). Generalized second price (GSP) auction is a family of auction mechanisms that has been popularly used by today’s search engines, which ranks ads according to the products of their bid prices and quality scores, and charges a clicked ad by the minimum bid price to maintain its current rank position.

Given the critical role of the auction mechanism in sponsored search, many people have studied the optimization of its performance in terms of search engine revenue [Lahaie and Pennock, 2007] Garg et al., 2007; Zhu et al., 2009b; Radlinski et al., 2008; Zhu et al., 2009a. These studies can be categorized into two groups. The first group [Lahaie and Pennock, 2007] Garg et al., 2007 addresses the problem from a game-theoretic perspective. Some works in this group optimize the worse-case revenue in symmetric Nash equilibria; some others consider Bayesian optimal mechanism design with the knowledge of bidders’ value distribution. They usually require strong (and somewhat unrealistic) assumptions on the game, such as the full information about the values/bids of the bidders (or their distributions) and the full rationality of the bidders. However, empirical evidence has shown that these assumptions might not hold in practice, especially considering that sponsored search auctions are complex, fast-paced, and involve a very large number of bidders [Pin and Key, 2011; Duong and Lahaie, 2011; Edelman and Ostrovsky, 2007]. In such a real situation, advertisers will have limited information access and bounded rationality, therefore it is inappropriate to perform classical game-theoretic analysis based on the aforementioned assumptions.

The second group [Zhu et al., 2009b; Radlinski et al., 2008; Zhu et al., 2009a] tackles the task from a machine learning perspective, in particular, directly adopts conventional machine learning methods to optimize the revenue on historical bidding data. The underlying assumption is that the bid distribution will not change over time thus the optimal auction mechanism learnt from historical data can generalize to future test data. However, as we know, there is a so-called second-order effect in sponsored search, i.e., many advertisers will adjust the bids according to their utilities, as the responses to a new auction mechanism. As a result, the “optimal” auction mechanism directly learnt from historical bidding data will no longer be optimal after it is deployed since advertisers will change their bids in response to it.
To overcome the above drawbacks, we propose a novel approach, which can naturally combine game theory and machine learning using a bilevel optimization framework, so as to simultaneously avoid the strong assumptions and handle the second-order effect. For ease of reference, we call the approach a game-theoretic machine learning approach. Generally speaking, in the approach, we first learn an advertiser behavior model from historical data to describe how advertisers change their bids in response to a given auction mechanism. We then predict advertiser’s bid changes using this model during the process of auction mechanism learning.

Specifically, when building the advertiser behavior model, we consider that the advertisers do not have a very good knowledge about the detailed auction mechanism or the bidders of other advertisers. Instead, they adjust their bids mainly based on the previous bids of their own and the signals provided by the search engine. We assume the time-homogeneous Markov property for this dependency, and the signals mainly include the number of impressions, the number of clicks, and the average cost per click (which are referred to as Key Performance Index, or KPI for short). We learn the parametric transition matrix of the Markov model by a maximum likelihood method. For the next step, the learnt advertiser behavior model is used to predict the future bid sequences of the advertisers after a new auction mechanism is deployed. Then we estimate the revenue of the search engine over the predicted mechanism-dependent bids in a finite time period (based on the historical logs), and call this quantity the empirical revenue under the advertiser behavior model. We prove that the empirical revenue of an arbitrary auction mechanism will converge when the length of the sequence approaches infinity, and then apply Genetic Programming to search for the optimal auction mechanism in terms of this empirical revenue.

We have conducted preliminary experiments to test the proposed approach. The experiments show very promising results: our learnt auction mechanism can outperform several baselines including the widely used classic GSP auction.

2 Game-theoretic Machine Learning Approach

In this section, we introduce our proposed approach for revenue maximization in sponsored search, which we call a game-theoretic machine learning approach.

2.1 Preliminaries

According to [Caragiannis et al., 2012; Graepel et al., 2010; Edelman et al., 2005; Varian, 2007], sponsored search auctions can be mathematically formulated as follows. Assume there are m ads from m advertisers; each advertiser i has a value per click vi on his/her ad; and each ad i is represented by a feature vector xi ∈ Rd.

Before the auction starts, the search engine receives a bid vector \( b = (b_1, \ldots, b_m) \) from the advertisers where the \( i \)-th component \( b_i \) is the bid of the \( i \)-th advertiser. When the keyword is issued by a user \( u \), the search engine will rank the ads according to the products of their quality scores \( f(x_i) \) and bid prices \( b_i \), and show the top-ranked ads to the user. As a common practice, the quality score \( f(x_i) \) is defined as a compound function \( f(x_i) = g(CTR(x_i)) \), where \( CTR(x_i) \) predicts the click probability of ad \( i \) at the top-1 position, and \( g(\cdot) \) is a monotone function. In the literature, different \( g(\cdot) \) functions have been used. For example, \( g(t) = 1 \) was used by Yahoo! in early 2000s; later \( g(t) = t \) has been used by several search engines; and recently \( g(t) = t^a \) has been considered [Lahaie and McAfee, 2011; Lahaie and Pennock, 2007].

If ad \( i \) is placed at position \( j \) and is clicked by the user, advertiser \( i \) will be charged by the following amount of money according to the Generalized Second Price rule,

\[
Pay_{f,b}(i) = \frac{f(x_{\sigma_f,b(j+1)})b_{\sigma_f,b(j+1)}}{f(x_i)}
\]

where \( \sigma_f,b(j) \) is the index of the ad ranked at position \( j \) according to \( f(x) \).

The corresponding utility function for advertiser \( i \) can be written as follows,

\[
U_{it,f,b}(i) = [v_i - Pay_{f,b}(i)]1_{\{\text{user } u \text{ clicks on ad } i\}}
\]

where \( 1_{\{\cdot\}} \) is the indicator function.

The revenue of the search engine can be obtained as below,

\[
r(f,b,u) = \sum_i Pay_{f,b}(\sigma_f,b(i))1_{\{\text{user } u \text{ clicks on the ad at position } i\}} \tag{1}
\]

Considering that in GSP, both the ranking and pricing rules are determined once the quality score \( f \) is given, we will also refer to \( f \) as the auction mechanism if there is no confusion in the context.

2.2 Game Theory vs. Machine Learning

Given an auction mechanism space \( F \), one of the goals of the search engine is to design an auction mechanism \( f^* \in F \) to maximize its revenue. In the literature of game theory, there have been some attempts along this direction. For example, in [Lahaie and Pennock2007] the worst-case revenue in the symmetric Nash equilibria is maximized, and in [Garg and Narahari, 2009; Garg et al., 2007] the Bayesian optimal auction mechanism design is investigated with the value distribution of the bidders as public knowledge. In these works, some ideal assumptions have been employed. For instance, one usually assumes that the values/bids (or their distributions) of the advertisers as well as the auction mechanism of the search engine are publicly accessible; however, in reality, an advertiser can only see the information about his/her own ad (e.g., the bids and KPI associated with the ad in a certain period of time) but have no access to the information of other advertisers or the search engine. For another instance, it is usually assumed that advertisers are rational enough to take the best responses so as to maximize their utilities; however,
in reality, advertisers have very different and diverse bidding behaviors: some advertisers are very active while some others seldom change their bids; some are highly capable of placing near-optimal bids while some others are not. As a result, the practical values of the aforementioned game-theoretic attempts are not very clear.

In recent years, some machine learning researchers have tried to optimize the empirical revenue of an auction mechanism based on historical bidding data, in order to avoid the use of unrealistic game-theoretic assumptions. For example, in [Zhu et al., 2009b, Zhu et al., 2009a], the authors propose to simultaneously optimize the revenue and relevance of the auction mechanism on historical bidding data. However, these works actually introduce another kind of assumption, which is about the i.i.d. distribution of bidding data. This is a very fundamental assumption used by statistical machine learning, which guarantees that the model learnt from the training set can generalize to the future test set. Unfortunately, this assumption does not hold either in the context of sponsored search. As mentioned in the introduction, the so-called second-order effect makes the optimal auction mechanism on the historical bids no longer optimal since advertisers will change their bids in response to the auction mechanism in the future.

2.3 Bilevel Optimization Framework

We propose a bilevel optimization framework to address the aforementioned problems with previous works. The framework contains two levels of optimization, which models the advertiser’s responses in the inner level and optimizes the revenue of the search engine in the outer level. The framework naturally combines game theory and machine learning, and therefore we call it a **game-theoretic machine learning** approach.

The proposed framework can be intuitively depicted using Figure 1, and can also be mathematically characterized as follows.

\[
\begin{align*}
\max_{f \in F} R(f, g, S) \\
\text{s.t.} \min_{g \in G} L(g, S)
\end{align*}
\]

(2) (3)

where \( S \) represents the historical data; \( G \) is the space of advertiser behavior models; \( L(g, S) \) is the loss function to facilitate the learning of the behavior model; \( F \) is the space of the auction mechanisms; and \( R(f, g, S) \) is the empirical revenue defined based on the historical data, the advertiser behavior model, and the auction mechanism \( f \).

As can be seen from the figure, two kinds of training data are used: advertisers’ auction logs and web users’ query and click-through logs. The former record the historical bids of the advertisers in a period of time; the latter contain the keywords issued by users and their click behaviors in the same period. As indicated by the formulas, the inner level of our framework is to learn a mechanism-dependent advertiser behavior model from historical auction logs, which is used to predict advertisers’ bid changes in the future. Since the advertiser behavior model is mechanism-dependent, we can use the model to predict advertisers’ future bid sequences based on the users’ query and click-through data with respect to different auction mechanisms. Then the outer level is to learn the optimal auction mechanism in terms of the empirical revenue on the predicted bid sequences.

Here we would like to emphasize that it is actually very fundamental to model sponsored search using bilevel optimization (and we regard this as one of our contributions). The bilevel optimization framework cannot only characterize our proposed approach, but also contain many previous works as its special cases. For example, the framework can cover the worst-case optimal mechanism design [Lahaie and Pennock, 2007] if the inner level optimization problem characterizes a set of equilibrium conditions on the bids.

To realize the proposed framework, first of all, we need to build a reasonable model space \( G \) to describe the advertisers’ bidding behaviors. Second, we need to ensure that the revenue computed on the predicted bids by using this model can converge when the prediction period approaches infinity. Only in this way, the subsequent revenue optimization process will make sense. We will make detailed introduction of how we deal with these difficulties in the next sections.

3 Markov Advertiser Model

In this section, we show that a Markov process can be used to model how advertisers change their bids. Please note that one can also employ other (more complicated) models in our proposed bilevel optimization framework.

Intuitively, if an advertiser finds that his/her KPI in the last period is below expectation, it is very likely that he/she will increase the bid price in hope to get a better KPI (e.g., ranked in higher positions or receive more clicks). On the other hand, if an advertiser feels that the numbers of impressions and clicks are satisfactory but the cost per click is higher than expected, he/she may lower down the bid price. The Markov property indicates that advertisers’ bid changes only depend on their bids in a fixed number of previous time periods. For simplicity here we only consider the time-homogeneous first-order Markov property (i.e., the next bid is independent of previous bids if the current bid is given, and the transition matrix is time-invariant).

To be more specific, we denote the bid vector at time \( t \) as \( \mathbf{b}^t = (b_1^t, \ldots, b_i^t, \ldots, b_m^t) \); in which the \( i \)-th component \( b_i^t \) is the bid of the \( i \)-th advertiser at time \( t \). We assume the bid prices that advertisers can assign come from a finite space...
B. This assumption is reasonable considering that there is a minimum bid unit in real sponsored search systems and the bid price is always bounded.

Suppose in the \(t\)-th time period, a stream of users \(U^t\) issue the keyword and observe a number of ads. For each user \(u \in U^t\), if \(u\) clicks on an ad, the corresponding advertiser will pay a certain amount of money to the search engine according to the pricing rule of the auction. At the beginning of the \((t+1)\)-th time period, advertiser \(i\) will receive a report about the KPI of his/her ad in the \(t\)-th period. We use \(k_{pi}^{t}\) to denote this report, which can be considered as the output of a function \(KPI_i(b^t, U^t, f)\). Based on \(k_{pi}^{t}\), advertiser \(i\) may change his/her bid price to \(b_{i}^{t+1}\) in order to be better off. That is,

\[
P(b_{i}^{t+1}|b^t, \ldots, b^n, U^t, \ldots, U^n, f) = P(b_{i}^{t+1}|k_{pi}^{t})
\]

Denote \(M_{i,kpi}\) as the transition matrix for advertiser \(i\) with \(kpi\).

\[
M_{i,kpi} = \left[\begin{array}{cccc}
\vdots & \vdots & \vdots & \vdots \\
p_{i,kpi}(j, k) & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots
\end{array}\right]
\]

(5)

where the element \(p_{i,kpi}(j, k)\) is the probability of advertiser \(i\) changing his/her bid price from \(j\) to \(k\) given \(kpi\), i.e.,

\[
p_{i,kpi}(j, k) = P(b_{i}^{t+1} = k|b_{i}^{t} = j, kpi)
\]

(6)

Considering that \(kpi^{t} = (kpi_1^{t}, \ldots, kpi_m^{t})\) is a function of \(b^t\), \(U^t\) and auction mechanism \(f\), and given \(kpi^{t}\), advertisers independently change their bids according to the Markov processes, the probability of advertisers’ bid vector changing from \(b\) to \(b'\) can be written as,

\[
P(b^{t+1} = b'|b^t = b, U^t, f) = \prod_{i} p_{i,kpi}(b_{i}^{t+1}|b_{i}^{t}, kpi)
\]

(7)

It is clear that \(b^t\) can also be considered as a Markov process and the transition matrix \(Q_{U,f}\) is a function of auction mechanism \(f\) and user stream \(U^t\). We refer to the matrix \(Q_{U,f}\) as the advertiser behavior model.

For each advertiser \(i\) we observe \(\{(b_{i}^{t}, k_{pi}^{t}, b_{i}^{t+1})\}, t = 1, \ldots, T\) in the historical auction logs and the corresponding transition matrices \(M_{i,kpi}\) can be learnt from these observations. Here we consider two approaches to learn these transition probabilities. The first is a non-parametric approach based on statistical estimation. To be concrete, to estimate \(M_{i,KPI}(B_1, B_2)\), i.e. the probability of advertiser \(i\) switching his/her bid value from \(B_1\) to \(B_2\) once his kpi value is \(KPI\), one use the term \(\sum_{t \geq 1} \frac{1}{(kpi_{t}=KPI, b_{i}^{t}=B_1)}\) and \(\sum_{t \geq 1} \frac{1}{(kpi_{t}=KPI, b_{i}^{t+1}=B_2)}\). That is, we use empirical frequency to estimate expectation. Another approach takes a parametric form. In particular, we argue for any \(t\), the probability of \(b_{i}^{t+1}\) is proportional to a truncated Gaussian function \(p(b) = e^{-(b-\mu)^2}, b \geq 0\), in which the value of \(\mu\) depends on \(b_{i}^{t}, k_{pi}^{t}\). We use a linear function to model this dependency: for any advertiser \(i\), we denote \(z_{i}^{t} = (b_{i}^{t}, k_{pi}^{t}, 1)\), then we have

\[
\mu = w^\top z_{i}^{t} > 0
\]

where \(w\) can be learnt by maximizing the log likelihood of the observed data using gradient descent (which corresponds to the inner level optimization).

\[
w^* = \text{argmin}_{w_0}(w^\top z_{i}^{t} > -b_{i}^{t+1})^2
\]

(9)

By using either of the two approaches, the advertiser behavior model can be constructed with the learnt \(M_{i,kpi}\), and we can use the model to predict the future bid prices given any auction mechanism. In our experiments, we conducted both non-parametric estimation approach and parametric learning approach, and found that the latter is both more efficient and accurate than the former, thus we will focus on the parametric learning approach in the remaining part of the paper. Once the behavior model is built, \(\hat{t}\) then the search engine revenue can be computed and optimized on the predicted mechanism-dependent bid prices. Details of this process will be introduced in the next section.

4 Empirical Revenue Maximization

In this section, we discuss how to optimize search engine revenue over the bids predicted by the Markov advertiser behavior model. One may have noticed that with the Markov model, the bid prices of the advertisers will always change according to the transition matrix. Then a natural question is whether the empirical revenue on such dynamically changing bid prices will converge when the time period approaches infinity. In the following subsections, we will first give a proof for the convergence, and then propose a Genetic Programming method to optimize the empirical revenue.

4.1 Convergence Analysis

First, we formally define the empirical revenue for a given period of time.

Definition 1. Given the bid vector \(b^t\) and user stream \(U^t\) at each time \(t = 1, \ldots, T\), the empirical revenue for the search engine with auction mechanism \(f\) is defined as follows,

\[
R(b^1, \ldots, b^n, U^1, \ldots, U^n, f) = \frac{1}{T} \sum_{t=1}^{T} \sum_{u \in U^t} r(b^t, f, u)
\]

(10)

Next we show that under certain conditions the empirical revenue will converge in probability. The proof has two components: first we prove the existence of the expectation of the empirical revenue (we call it expected revenue), and then we prove the variance of empirical revenue approaches zero when the time period approaches infinity.

Lemma 1. If user stream \(U^t\) is stochastically i.i.d. sampled and the expectation of the Markov transition matrix with respect to user stream \(E_{U^t}Q_{U,f}\) is positive for auction mechanism \(f\), \(\lim_{T \to \infty} \text{ER}(b^1, \ldots, b^n, U^1, \ldots, U^n, f)\) exists.

Proof. Considering that \(U^t\) is independent of \(b^t\), the expected revenue can be formulated as follows,

\[
\frac{1}{T} \sum_{t=1}^{T} \sum_{b \in \{B\}^T} [E_{U^t,\ldots, U^{t-1}} P(b^t = b) \times E_{u \in U^t} r(b, f, u)]
\]

It is clear that by taking expectation over \(U^1, \ldots, U^{t-1}\), the bid vector \(b\) follows a Markov process with transition matrix \(Q_f = E_{U^t}Q_{U,f}\). Considering that \(E_{U^t}Q_{U,f}\) is positive, the
Markov process will lead to its stationary distribution $\pi_{Q_f}$, therefore we have,

$$
\lim_{T \to \infty} \mathbb{E}\{ R(b^1, \ldots, b^T, U^1, \ldots, U^T, f) \} = \sum_{b \in (B)^n} [\pi_{Q_f}(b) \times \mathbb{E}_U \sum_{u \in U} r(b, f, u)]
$$

where $\pi_{Q_f}(b)$ is the probability of the state $b$ in the stationary distribution.

\[\square\]

**Lemma 2.** If the user stream $U^t$ is stochastically i.i.d. sampled, and the expected Markov transition matrix $\mathbb{E}_t Q_{U,f}$ is positive for auction mechanism $f$, then $\lim_{T \to \infty} Var(R(b^1, \ldots, b^T, U^1, \ldots, U^T, f) = 0$.

The proof of Lemma 2 is similar to that of Lemma 1. We omit it due to space restrictions. By jointly considering the two lemmas, it is easy to obtain the following theorem.

**Theorem 1.** For $\forall \epsilon > 0$, there exists $\delta(\epsilon, T)$ that converges to zero as $T$ approaches infinity, satisfying

$$
P(\{ R(b^1, \ldots, b^T, U^1, \ldots, U^T, f) > \epsilon \} < \delta(\epsilon, T).$$

4.2 Optimization Algorithm

According to the theoretical guarantee given in the previous subsection, the optimal auction mechanism $f^* \in \mathcal{F}$ can be learnt based on the converged value of the empirical revenue. In this section, we introduce our proposed algorithm to fulfill this task. The algorithm has three components, advertiser behavior learning, empirical revenue simulation, and auction mechanism learning. We call it a bilevel optimization algorithm, or BOA for short. For ease of reference, we summarize our algorithm in Table 1.

Assume that we have advertisers’ auction logs and users’ query and click-through logs in $T$ time periods for training. The first step is to learn the parametric transition matrices $M_{i,kpi}^*$ based on this training data and construct $Q_{U,f}$. As shown in Section 3, this step can be achieved by means of maximum likelihood estimation. Then given the learnt advertiser behavior model, it is a natural idea to select the optimal auction mechanism according to the following expected revenue,

$$
\sum_{b \in (B)^n} [\pi_{Q_f}(b) \times \mathbb{E}_U \sum_{u \in U} r(b, f, u)]
$$

Considering that the empirical revenue will converge to the expected revenue, it suffices to optimize the empirical revenue on a sufficiently long period of time. To achieve this goal, we leverage the learnt advertiser behavior model to predict the bids for another $N$ time periods (please note that this prediction is a part of our learning algorithm, and $N$ can be much larger than $T$). The prediction is performed in the following manner. With an initial bid profile $b^1$, for any time $1 \leq t \leq N$, we randomly sample a piece of user data $U^t$ from the training set. Then we are able to rank the ads according to $b^t$ and auction mechanism $f$, check the clicks of $U^t$ on the shown ads based on the historical users click-through logs, and compute $kpi^t_i$ for each advertiser $i$. Based on $kpi^t_i$, we sample advertiser $i$’s next bid $b^t_{i+1}$ according to the learnt transition matrices $M_{i,kpi}^*$. Therefore the empirical revenue of mechanism $f$ over these $N$ time periods can be computed. As shown in Eqn(1), the empirical revenue is a complex function of $f$ due to the second-price formula. We therefore employ the Genetic Programming method for its optimization. Genetic Programming is an evolutionary algorithm developed in the field of artificial intelligence, which can handle complex, non-linear functional relationships.

Here we introduce a method named $\delta$-sampling technique to improve the efficiency of the empirical revenue simulation process. Note that to sample the advertisers’ bid for each mechanism is infeasible since the mechanism class may be infinite. Therefore, for a mechanism $a$ and a predefined non-negative constant $\delta$, if there exists a mechanism $a'$ satisfying $d(a, a') \leq \delta$, where $d(\cdot, \cdot)$ is a distance measure between two mechanisms, and the bidding data for $a'$ has been sampled before, we use the empirical bidding data under $a'$ as an surrogate for bidding data under $a$, thus avoiding the sampling process under $a$. By the $\delta$-sampling technique, we greatly improve the efficiency of the proposed optimization algorithm.

5 Experiments

In this section, we report our experimental results on the effectiveness of our proposed approach. For simplicity and without loss of generality, we assume that the quality score
has the mathematical form of \( f(x) = (CTR(x))^\alpha \). The task of auction mechanism learning then reduces to finding the best parameter \( \alpha \). This setting has also been used in some other works, such as [Lahaie and Pennock, 2007].

### 5.1 Experimental Settings

Since it is impractical to get the online responses of the advertisers and web users to any learnt auction mechanism, we choose to use a simulation-based experiment. Simulation-based experiments have been widely used in the field of online advertising for algorithm evaluation [Li et al., 2010; Jordan and Wellman, 2010]. Generally speaking, we first collect a dataset containing the queries and clicks of web users as well as the bids of advertisers in a period of time. Considering that the clicks and bids in the dataset were generated when a previous auction mechanism was used, we could not use them to evaluate new auction mechanisms due to the second order effect. Therefore, we remove all such information in the dataset and simulate advertisers’ bid changes and users’ clicks with respect to an underlying auction mechanism using some state-of-the-art behavior models.

Specifically, we use a log data of 300 days obtained from a commercial search engine. We randomly sample ten keywords from the data that contains 1053 advertisers’ bid history, and collect all the information about the advertisers and users that have bid or queried these keywords in the log data. We use the first 100 days to estimate some basic parameters in our experiments (e.g., the CTR and the valuation of each ad) and to construct the training data with the simulation-based method by assuming the auction mechanism to be standard GSP (\( \alpha = 1 \) in the quality score). We then use the remaining 200 days as the test set to compare different mechanisms, and the simulated bids on the test set will be different when different mechanisms are evaluated.

We follow the method described in [Richardson et al., 2007] to estimate \( CTR(x_i) \). We also compute a position discount factor \( \beta_j \) by aggregating all the click information. We then simulate users’ click behaviors by assuming ad \( i \) to have a probability of \( CTR(x_i) \beta_j \) to be clicked if it is ranked at position \( j \). When estimating the valuation of an ad, we simply use its largest bid in the original dataset.\(^2\) Then we use advertisers’ bids in the first day as their initial bids and simulate the bid changes using a mixture model, which is based on three advertiser models proposed in the literature.

1) Best Response Model (BRM) [Edelman et al., 2005]. It assumes that each advertiser knows exactly the bids of all his/her competitors in any round of auction. On this basis, he/she will take the best-response bid strategy.

2) Analytical model (AM) [Pin and Key, 2011]. The model does not assume full information about the bids of advertisers, instead assumes the distribution of the number of advertisers and the distribution of the bid prices of advertisers to be available as public knowledge. On this basis, each advertiser takes the strategy that maximizes his/her expected utility.

\(^2\) Please note that we take this approach for sake of simplicity. One can choose more complicated methods [Pin and Key, 2011] to estimate the values.

3) Stable Behavior Model (SBM). As discussed in the introduction, many advertisers rarely change their bids. This model assumes that advertisers are lazy and never change their bid prices even if the auction mechanism is changed.

In the mixture model, we uniformly sample the coefficients \( p_1, p_2, p_3 \) from a multinomial distribution, and then select \( p_1 \) fraction of advertisers to behave according to BRM, \( p_2 \) fraction of advertisers to behave according to AM, and the rest to behave according to SBM.

We implement three baselines to compare with our proposed approach.

1) The GSP model: the classical GSP auction mechanism with \( \alpha = 1 \) in the quality score \( f \).

2) The Worst-Case Analysis (WCA) model: a state-of-the-art optimal mechanism design method [Lahaie and Pennock, 2007] which studies the revenue in symmetric Nash equilibria and selects the auction mechanism by worst case analysis.

3) The Directly-Learned Auction (DLA) model: the optimal auction mechanism is directly learnt based on historical log data without considering the second order effect.

When estimating the Markov transition matrix, we run the gradient descent algorithm for 500 iterations. Our proposed BOA algorithm leverages this Markov model and computes the empirical revenue with \( N = 1000 \). When using the Genetic Programming algorithm for empirical revenue optimization, we set the number of individuals in each generation as 10, the number of generations as 50, and crossover/mutation/reproduction rates as 70%/20%/10% respectively. To make our experiments robust, we sample the coefficients in the mixture model for 100 times, and report the average performance in the experimental evaluation.

In the \( \delta \)-sampling, we set the distance as \( d(\alpha_1, \alpha_2) = |\alpha_1 - \alpha_2| \) and \( \delta \) is set to be 0.01.

### 5.2 Experimental Results

Figure 2 shows the performances of the auction mechanism learnt by our proposed BOA approach as well as the baseline mechanisms. The x-axis corresponds to the length of simulated test data, whose unit is day; and the y-axis corresponds to the average revenue, which is normalized to \([0, 10]\) to avoid the disclosure of sensitive business information.

We have the following observations from the figure:

1) When the size of the test data grows, the average performances of different methods become stable and the compar-
isons between their performances become clear.

2) The performances of BOA and WCA are better than GSP (with relative improvements of 8.9% and 2.2% respectively), which indicates that both our proposed approach and the game-theoretic approach for revenue optimization are effective. Furthermore, BOA is statistically significantly better than WCA and GSP with a p-value=0.05, while WCA does not pass the significance test against GSP. This implies that our approach is more effective than previous approaches.

3) The performance of DLA is worse than GSP (with a relative decrease of 4.8%), and the result is statistically significant with a p-value=0.05. This demonstrates the huge impact of the second-order effect on the experimental results. Due to the strong response from the advertisers to the auction mechanism, simply adopting classical machine learning methods cannot lead to an effective auction mechanism.

From the experiments, we can clearly see the effectiveness of our proposed algorithm and verify our theoretical analysis.

6 Conclusion and Future Work

In this paper, we have proposed a game-theoretic machine learning approach to deal with the revenue optimization in sponsored search auctions. Specifically, we have proposed a Markov model to describe how advertisers change their bids, and then use the model to learn the auction mechanism that optimizes search engine’s revenue on the predicted bids. The experimental results demonstrate the effectiveness of our proposal. As for the future work, we plan to consider other factors in our learning process, e.g., the reserved price. We also plan to investigate on more comprehensive advertiser behavior models.
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