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Abstract
The literature on ethics and user attitudes towards AVs discusses user concerns in relation to automation; however, we show that there are additional relevant issues at stake. To assess adolescents’ attitudes regarding the ‘car of the future’ as presented by car manufacturers, we conducted two studies with over 400 participants altogether. We used a mixed methods approach in which we combined qualitative and quantitative methods. In the first study, our respondents appeared to be more concerned about other aspects of AVs than automation. Instead, their most commonly raised concerns were the extensive use of AI, recommender systems, and related issues of autonomy, invasiveness and personal privacy. The second study confirmed that several AV impacts were negatively perceived. The responses were, however, ambivalent. This confirms previous research on AV attitudes. On one hand, the AV features were perceived as useful, while on the other hand, their impacts were negatively assessed. We followed theoretical insights from futures studies and responsible research and innovation, which helped to identify that there are additional user concerns than what has been previously discussed in the literature on public attitudes and ethics of AVs, as well what has been envisioned by car manufacturers.
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1 Introduction
The 1982 science fiction movie Blade Runner opens with a police car flying over Los Angeles in what is supposed to be the year 2019. Later on, we learn that the car needs a driver. The interior of the Blade Runner cars is a small utilitarian space, much more like a military plane than the current car. The cars are box-shaped and their dashboards resemble 1990s computer screens, with a black background and fluorescent letters.

Although the cars envisioned by today’s automobile industry cannot fly, they have some features that surpass the predictions in Blade Runner. Car drivers have been promised autonomous vehicles, enabling them to relax or work, while being driven. Several countries already allow autonomous cars on their roads, with some restrictions (Campbell 2017). Cars with more limited automation, for example Tesla’s Model S with its autopilot feature, are already on the market. However, car manufacturers are now also envisioning cars as fully digitalized personal assistants, with Artificial Intelligence (AI) and Recommender Systems features, rather than utility machines transporting the user from A to B. Former visions might have gotten us used to the idea of flying cars and robots as personal assistants, but failed to prepare us for cars as intelligent personal assistants. Such previous visions also failed to prepare us for a spectrum of potential unwanted societal implications, e.g., new business models based on user data collection and user monitoring.

Furthermore, while the AI and Recommender Systems features play a dominant role in car manufacturers’ visions
about forthcoming AV developments, research about the potential negative implications of incorporating these features in AVs remains unexplored. These features have not been addressed in the literature discussing ethics and user attitudes of Autonomous Vehicles (AV). Rather, the focus has thus far been on studying the implications of the automated driving function, which is admittedly relevant and novel, but it is not the only feature to consider when discussing autonomous vehicles. In other words, by focusing on assessing the automated driving function, current research on future implications of the cars of the future is not discussing a broad enough spectrum of their potential implications.

The academic literature on the ethics and people’s attitudes towards future cars has thus far focused on automation and safety concerns relating to potential accidents with automated cars (see, e.g., Kyriakidis et al. 2015; Liljamo et al. 2018; Molnar et al. 2018; Nyholm 2018a, b). Likewise, press coverage of the social and ethical aspects of cars of the future has also focused on these topics (e.g. Doctorow 2015; Marshall 2018; Wamsley 2018). A few studies on user attitudes have briefly mentioned privacy in relation to automation, e.g., user location, as one of the reasons users do not trust AVs, however, with conflicting evaluations regarding the significance of privacy concerns in relation to user trust (Kaur and Rampersad 2018; Kyriakidis et al. 2015; Liljamo et al. 2018). Furthermore, online commentaries have featured the issues of data collection and driverless cars’ business models (Patel 2017; Ross 2018).

In this paper we aim to contribute to the research on attitudes and ethics of AVs, by studying user attitudes of AVs, beyond the automated driving function. We will focus on the attitudes of young people for two reasons. First, even though car developers refrain from providing a specific date for their ready-to-use AVs, this generation could be seen as its prospective users. Estimates about the market availability of AVs differ and are being updated with the advancing technological and political developments. Second, adolescents are expected to be more willing to accept AI technology compared to former generations, because they have been exposed to smart technology and AI since their early ages. In terms of the broader theoretical contribution, we aim to provide insights in how a societally desirable AVs would look like. For doing so, we focus on the future visions of today’s car manufacturers, who present cars that are able to drive themselves, collect vast amounts of data about users, recommend and manage activities and places for users to visit. These visions are modelled on the success of the smart phone, and online website recommender systems. Also called Personal Digital Assistants, smart phones are multifunctional devices with various apps that owners can use for planning, entertainment, and socializing. Car manufacturers are increasingly following this example by imagining future cars as what might be called “smart phones on wheels.” Just like smart phones, the envisioned cars will be equipped with a personal Recommender Systems2 (similar to the iPhone’s Siri). These AI features will assist with basic cognitive tasks: searching, planning, messaging, and scheduling etc. (Danaher 2018), all while autonomously driving users to their desired destination.

These developments are partially driven by technological innovations relating to collecting and processing user data (IEEE 2018); car manufacturers are thus able to deploy new business models developed around the data generated by users (Templeton 2018). While making users’ daily lives “easier” and fully utilizing the latest technological innovations, these developments also raise new social and ethical concerns. Such concerns about Recommender Systems (RS) and AI in general involve personal autonomy and privacy; the subordination of individuals’ interests to those of large corporations; and moral responsibility regarding the value of human choice and agency (Danaher 2018; Floridi et al. 2018).

We argue that by focusing almost exclusively on automation, the current literature fails to fully consider the wider range of relevant car features and concerns—such as autonomy, invasiveness, dependency and personal privacy—that are central to the car industry’s vision. For doing so we answer the following research questions: ‘what user attitudes and ethical issues have been identified in the literature about AVs?’; ‘what attitudes do young adults have regarding the key features of the car of the future beyond automation?’; ‘are the ethical concerns about AI and RS relevant in shaping young adults attitudes about AVs?’”. Regarding the second question, we are particularly interested in whether the car industry’s vision responds to potential users’ attitudes and values.

Our paper starts with a literature review (Sect. 2), followed by theory and propositions (Sect. 3), methods (Sect. 4), two studies (Sect. 5), findings 1, 2 (Sects. 6, 7), discussion (Sect. 7) and conclusions (Sect. 8).

### 2 Literature review

In this section we explain the main concepts we are using in our paper, as well as review the literature on user attitudes and on ethics of automated cars.

---

1 We gathered this information by interviewing car manufacturers at the IAA conference.

2 The features that provide personalized recommendations about where to dine, plan your travel, pay or services, are called “recommender systems” (Lanzing 2018).
2.1 Autonomous vehicles

Autonomous (also called self-driving, or driverless) vehicles sense their environment and navigate different traffic conditions with little or no human intervention for extended periods of time (Lin 2016; Maurer 2016; Skeet 2018). They do so by collecting real-time traffic data based on cameras and sensors, as well as by exchanging information with other vehicles and the infrastructure (Maurer 2016). This innovation is quickly advancing and is being tested on public roads and in public spaces. Nevertheless, it is uncertain how and when AVs will develop as there are unresolved technological, legal and ethical challenges ahead (Cohen and Cavoli 2018; Ryan 2019). Forecasts on market availability of AVs vary from hopeful estimations from the industry saying that AVs with little human assistance will be widely available in 3–5 years (Etherington 2017), to negative estimations saying that fully automated cars are unlikely to become a reality (Davies and Marshall 2019). Despite ongoing experimentation, AVs are an emerging technology, whose development and implications are still uncertain.

The vast majority of academic literature has focused on technological aspects of AVs; however, recently, there has been an increase of literature discussing societal implications of AVs (Cohen et al. 2018). The research on societal challenges has delved into the uncertainty regarding aspects of AVs relating to the use of AVs, wider impacts (e.g., on traffic flow, economy, land use and environment) governance structure, user acceptance and user attitudes, and ethical and legal challenges. Particularly public attitudes have been heavily researched, because the public has the potential to impact the technological development of AVs (Cavoli et al. 2017).

2.2 User attitudes of autonomous vehicles

The majority of user attitudes surveys have been focusing on investigating attitudes towards the automated driving feature. Specifically, they have assessed whether the public has positive or negative attitudes towards AVs. An extensive literature review conducted by Cavoli et al. (2017) confirms that there is uncertainty about the extent to which the public is interested in using or buying AVs. Therefore, despite several benefits of AVs that have been identified by industry experts and academics, e.g., increased safety, economic benefits, time saving for users, improved mobility for disabled and elderly people (Gurney 2016; Urmon 2015; Molnar et al. 2018), numerous surveys on user attitudes have continuously identified challenges in user trust and considerable resistance towards AV adoption (Pennetsa et al. 2019) to the acceptance of autonomous cars (Molnar et al. 2018; Liljamo et al. 2018; Schoettle and Sivak 2014).

Several studies have identified that there is an increased likeliness that certain user profiles (men, young people, urban dwellers, technology enthusiasts, people living in certain geographical areas, e.g., California) could be interested in AVs (Cavoli et al. 2017). Public opinion is divided between, on one hand, the positive impacts: safety, perceived usefulness and perceived benefits (e.g., travel time or congestion reduction), and, on the other hand, negative implications relating to concerns about safety related to software malfunction and cybersecurity and costs, as the majority of surveyed participants would be reluctant to pay more for an AV compared to a non-automated car.

Recently, a few researchers have argued that a wider range of user concerns should be researched (Cohen et al. 2018; Taeihagh and Lim 2018). Cohen et al. (2018) have conducted a stakeholder workshop, which showed that stakeholders in the UK worry about additional aspects of AVs than those addressed in autonomous car innovation trajectories, e.g., cyber security, data ownership, sustainability, energy use and air quality, equity and access. We will further explore this; however, we surveyed a much larger group of participants in our studies.

2.3 Ethics of autonomous vehicles

AV researchers have started acknowledging that ethical concerns also play a role in the acceptance of emerging car technology, and should thus be linked to perspectives on user attitudes (see Adnan et al. 2018; Bonnefon et al. 2016; Frisoni et al. 2016). Zooming in on the ethical implications of future cars, ethics scholars have primarily been researching the automation aspect. They have identified two critical issues: firstly, which people at risk should be prioritized in unavoidable accident scenarios, the car occupants or other traffic participants; and secondly, how to allocate responsibility for accidents, in which people are harmed (see Hevelke and Nida-Rumelin 2015; Danaher 2018). Similarly, legal scholars have also dealt with issues of legal accountability (e.g., Beiker 2012; Gurney 2016; Marchant and Lindor 2012; Peterson 2012; Ravid 2014).

The ethics studies that have received the most attention outside academia are Bonnefon et al. (2016) and Awad et al. (2018), who studied people’s attitudes to how automated cars should react in accident scenarios. Notably, one study on prospective user preferences relating to autonomous car crash scenarios revealed seemingly contradictory attitudes.

3 Nyholm’s (2018a) overview of the existing literature distinguishes three approaches: the so-called trolley problem (Bonnefon et al. 2015; Goodall 2016; Maurer et al. 2016; Wallach and Allen 2009), empirical ethics (Bonnefon et al. 2016; Kahane 2015), and traditional ethics theories, i.e. utilitarianism (Alfano 2013; Coeckelbergh 2016; Gogoll and Müller 2017; Goodall 2016; Keeling 2018; Leben 2017).
While the study participants approved of other people using harm-minimizing cars that promote the greater good, they themselves did not want to buy or be forced to use such cars (Bonnefon et al. 2016). Furthermore, the same research group also mapped moral preferences in accident scenarios from laypeople in over 200 countries (Awad et al. 2018). These studies focus on crashes with automated cars—using what are called “trolley scenarios” (Nyholm and Smids 2016) after the famous philosophical trolley problem—to test people’s attitudes.

### 2.4 Recommender systems (RS) ethics

Recommender systems (RS) provide personalized recommendations to a user based on a profile of the user’s preferences and history, profiles of similar users, and/or sometimes on analysis of alternative recommended content (Choi et al. 2014). They are increasingly incorporated into cars. The recommender systems in mobile devices and vehicles differ from traditional online web recommendations by having enabled location-based recommendations (ibid).

Several ethical concerns relating to recommender systems have been identified in the academic literature. Several ethicists argue that outsourcing human tasks to RS, thereby letting automation creep into the mental and cognitive elements of tasks, is ethically contentious. Danaher has developed an overview identifying the following concerns: dehumanization (Frischmann 2014; Royakkers et al. 2018), cognitive degeneration (Carr 2015), and threats to personal freedom and autonomy (Crawford 2015; Floridi et al. 2018). Lanzing (2018), in turn, argues that recommender systems are ethically problematic, because they tend to hyper-nudge users without their knowledge (and based on commercial interests), thus undermining autonomy. Others raise questions such as whether RS threaten personal happiness and fulfilment. Krakauer (2016) and Morozov (2013) worry that RS and predictive analytics will impact our ability to make our own choices.

Furthermore, data collection is fuelling RS’s machine learning as well as automatic decision-making (IEEE 2018). In recent years, we have witnessed controversies, where companies such as Facebook have used personal data for conducting experiments on users without their knowledge, or ‘manipulated’ data-driven personalized communication and behavioural targeting in the online realm (Lanzing 2018). Thus personal privacy is another topic of debate (see Borgesius et al. 2016; Floridi and Taddeo 2016; Lanzing 2018).

In the literature review above we concluded that while researchers have begun investigating people’s attitudes and ethical concerns regarding AVs, they have focused on assessing the implications of automation, not of the AI and RS features. However, since AI and RS features are also increasingly becoming an integral part of AVs, they should also be assessed from a user perspective to identify whether they also pose concerns. We found that the more general literature on user concerns of AI and RS has identified a broader range of ethical concerns, such as personal privacy, invasiveness, dependency and autonomy, which may else be relevant to include in assessment of AVs.

### 3 Theory

With an increasing awareness of the potential impacts (often unwanted and unintended) of science and technology (e.g., privacy infringement) prospective analysis has become a prominent dimension of studying emerging technologies (Stilgoe et al. 2013). We follow the broader ideas of the Futures Studies field for studying the societal implications of the AVs emerging technology. The field rests on the premise that since the future is inherently uncertain, it should be explored by assessing numerous scenarios, which are then assessed in terms of plausibility as well as desirability (van Asselt 2010; Bell 2004). To account for future uncertainties, scenarios should not be mere extrapolations of the present to the future. Societally desirable scenarios are typically used to guide decisions in order to make informed decisions in the present, or to steer current events towards the preferable future (van Asselt 2010; Schwartz 1998).

Broadly speaking, there are two futures studies frameworks for studying emerging technologies: technology foresight and Technology Assessment/Responsible Research and Innovation. Their commonality is dealing with visions, which are defined as depictions of “a fuller portrait of an alternative world that includes revised social orders, governance structures, and societal values” (Konrad et al. 2017, p. 467). Whereas the former framework focuses on developing visions, the latter one goes further to assessing visions.

First, technology foresight is the process of systematically studying longer term futures of science and innovation with strategic goals (Hussain et al. 2017; van Lente 2012). Foresight is a successor of the technology forecasting approach. Forecasting extrapolates current trends into the future, which is seen as problematic, because it does not take complexity and uncertainty into account and because it assumes that the future can be predicted (Miles 2010). Technology foresight, on the other hand, accounts for the limitations of predicting the future while also considering the interaction between society and technology. Technology Foresight is commonly done through the approach of scenario planning, which are “a tool for ordering one’s perceptions about alternative future environments in which one’s decisions might be played out concretely, so people can help people make better decisions” (Schwartz 1998, p. 4; Ryan 2019). Scenarios, or
visions, are typically developed through a combination of expert interviews and literature study (see Ryan 2019).

Second, once scenarios have been developed, they have to be assessed, which can be done through using the conceptual frameworks of Technology Assessment (TA)/Responsible Research and Innovation (RRI). The approaches are similar in exploring and advising decision makers about how to promote the development of technologies that would be aligned with societal values (Grunwald 2014). RRI aims to resolve the tension between the potential harms and benefits of emerging innovations through promoting ethically aligned technology designs, to increase their societal embedding (Stilgoe et al. 2013; von Schomberg 2011). We apply these frameworks, because they match our broader interest in the roles that prospective user attitudes play in the development of future cars. The framework is based on four interlinked and widely adopted RRI framework dimensions: anticipation, reflexivity, inclusion, and responsiveness. The anticipation, reflexivity, and inclusion dimensions are particularly relevant for our research aims. Anticipation relates to responding to uncertainty regarding potentially undesirable and unintended future impacts of emerging innovations. Reflexivity refers to scrutinizing the value systems framing particular innovations, which may not be universally held, as well as to avoiding “tunnel vision” by asking “what if questions”. In turn, inclusion calls for assessing future visions through dialogues with direct and indirect stakeholders.

In the literature review section we have identified that the literature on user attitudes and ethics of AV has mainly looked at a limited vision of AVs. This gap was identified by looking at the visions put forward by the car manufacturers. Predominantly the focus in the literature has been on the development of future cars. The framework is based on four interlinked and widely adopted RRI framework dimensions: anticipation, reflexivity, inclusion, and responsiveness. The anticipation, reflexivity, and inclusion dimensions are particularly relevant for our research aims. Anticipation relates to responding to uncertainty regarding potentially undesirable and unintended future impacts of emerging innovations. Reflexivity refers to scrutinizing the value systems framing particular innovations, which may not be universally held, as well as to avoiding “tunnel vision” by asking “what if questions”. In turn, inclusion calls for assessing future visions through dialogues with direct and indirect stakeholders.

In selecting the video material, we aimed to capture presentations of numerous smart features beyond automation, e.g., recommender systems and mood detection. Furthermore, to trigger reactions to (assessment of) other features besides automation, we firstly showed automated driving and then proceeded to recommender systems used for controlling various aspects of users’ daily lives. See the video using the following link: Car of the future video.

Before we proceed to presenting the study, we will explain the main three propositions we developed by integrating insights from the literature review and theory sections. The propositions explain what we expect to find in the surveys with prospective users.

**Proposition 1 (P1)** The literature discussing user attitudes and ethics of AVs is incomplete, because it focuses on automation features. We propose that there are additional factors shaping young adults’ attitudes, compared to what has been discussed in the literature. The following proposal further explains this assumption.

**Proposition 2 (P2)** Since RS and personal AI assistant features are increasingly becoming incorporated into AVs, they should be a focus of reflection on user attitudes towards AVs. Furthermore, we propose that the concerns discussed in the ethics literature on RS, such as personal privacy, invasiveness, dependency and autonomy, are also potentially worrisome to prospective users of AVs.
Proposition 3 (P3) The user attitudes literature postulates that users have ambivalent attitudes towards AVs, positive and negative. This led us to two sub-propositions, which build on each other.

P3 a): user attitudes will be nuanced in a way, where they would find certain AV features attractive and certain unattractive, rather than being strictly supporting or objecting AVs.

P3 b): prospective users might regard a specific AV feature as both useful, as well as worrisome.

4 Methods

We employed a mixed methods research approach, which involved collecting both qualitative data and quantitative, integrating the two forms of data (Creswell 2014). A mixed methods approach is based on the assumption that the combination of qualitative and quantitative approaches provides a more comprehensive understanding of a research problem than either approach alone (ibid.). We adopted the so-called “exploratory sequential mixed methods design”, with which we started the qualitative phase (data collection and analysis) and then used the initial findings in the second quantitative phase (ibid.). The second data set was built based on the results of the initial data set to develop more specific measurements of user attitudes.

Following the mixed methods approach, we conducted two studies with bachelor students aged between 17 and 25 years. During the first round we collected 221 responses, and during the second one 271 responses. First, we researched what aspects of the car of the future prospective users are concerned about, besides automation, and why. Open-ended questions were necessary to meet the paper’s aim of avoiding to predetermine and influence respondents’ answers. We wanted the respondents to, in their own words, describe why they find a car feature desirable/undesirable. Open-ended questions have been said to be particularly fruitful when dealing with a novel field that is not yet structured and requires preliminary understanding (Patton 1990). We analysed the survey responses through a thematic analysis and category coding. This was done manually, since the surveys were also filled in manually. Furthermore, manual coding, as opposed to using a software, saved us time a lot of the answers were quite long and sometimes challenging to analyze. We followed a general approach of seeking connections within the data and generating initial codes, which led us to define thematic patterns, or themes (Williamson and Johanson 2018). Many of the themes in the survey responses overlapped with the features presented in the car of the future video, and we also noted additional themes, mostly relating to the potential impact of future cars. We identified three clusters of answers, ranging from technology features to societal implications: “car features and their impacts”, “societal impacts”, and “availability and accessibility”. These subcategories are not mutually exclusive, and sometimes overlap. We transferred the data into Microsoft Excel, where we also calculated percentages and developed charts.

Second, we measured the intensity of the respondents’ attitudes by conducting a second study using the Likert scale 1–7 (1 referring to “I do not agree at all”, 7 referring to “I totally agree”) for the different scales and items presented. We based the questions on nine of the most prominently answered responses gathered in the previous survey round. We analysed the results with the SPSS Statistics software for Windows, download version 25, using the descriptive statistics function. This enabled us to calculate the means and standard deviations for each of the nine questions. We downloaded the results in charts, which we will present below.

5 Study I results

In this section we will introduce the findings of the qualitative study in three subsections: car features, social impacts and availability and accessibility.

5.1 Car features (and their impacts) (Fig. 1)

Automated driving:

- Positive (60.1%) Car contributes to safety (“eliminating human error”), car pick-up; the ease of driving, driving assistance, “ability to still drive sometimes”, or “take over control”.

---

See “Appendix” for survey questions.
• **Negative (23%)** Lacking control, “not having the option to disable (not use) certain features”, otherwise the study participants “would not feel safe”, nor “trust the car”.

• **Question (16.9%)** The lack of information about safety in the video; questioned the vehicle’s safety, as well as the user’s role.

**AI and recommender systems:**

• **Positive (41.5%)** “Hana seems really cool”, “understands how you think”, offering “some level of assistance”, “following your needs” while “adapting to the user”. Personalized journey or navigation recommendations (“smarter routes”, “predicting what happens on the road”) received 35.8% of the total positive responses 41.5%.

• **Negative (54.9%)** Lack of control and freedom, the car having “too much autonomy”, being “too dominant” or “too intrusive in people’s daily lives”; disapproving the car becoming driver’s “assistant”, “psychologist”, or “friend”. the personalized recommendations (“the car interfering in their personal life”) spooky”, “too invasive”; “personal recommendations would lead to consumerism”.

• **Question (3.1%)**.

• **Ambiguous (0.5%)**.

**Aesthetics:**

• **Positive (40.6%)** Sleek, modern aesthetics envisioned by the car manufacturers, comfortable interiors received a few positive responses.

• **Negative (58%)** “Modern”, “weird”, and “unnecessarily fancy” designs of the cars of the future.

• **Ambiguous (1.4%)**.

**Data collection:**

• **Positive (9.7%)** Merging different types of personal data with the car, like agenda and phone information.

• **Negative (84.5%)** Personal privacy, e.g., “AI knows your mental and physical state, I want privacy”; personal data (e.g., bank account and contacts) stored in the car, the “robot knows everything about you — what if this info is shared with the wrong people – Facebook already knows too much”; merging user information, daily life, or agenda with the car, the car is constantly collecting and analysing data.

• **Ambiguous (5.8%)**.

**Car interaction:**

• **Positive (46.4%)** Hand, finger, gesture tracking, or control functions.

• **Negative (53.6%)** “Confusing”, “too distracting”; voice control as “too invasive”, “annoying”, “creepy”, e.g., “sometimes in the morning you just want to be left alone instead of talking to Hana”.

**Emotion and mood detection:**

• **Positive (34.8%)** Personalized recommendations relating to the journey and navigation; beneficial safety impact, particularly the fatigue detection feature. car adaptation to one’s mood and its assistance with reducing stress levels.

• **Negative (60.9%)** Recommendations relating to “personal life” are “creepy” and “invasive”, “I do not see the point of AI scanning my emotions. This invasion of privacy seems like a huge waste of money and effort, if all it can do is talk to me in a condescending voice and pick the easiest route, something every navigation system can already do without having to scan my face”.

**Missing features:**

• **Missing features (59.6%)** Seatbelts, a coffeemaker, cooking facilities, cup holders, and more futuristic features as seen in sci-fi films like Blade Runner, namely, flying cars.

• **Positive (21.3%)**.

• **Negative (19.1%)**.

**Smart features (“rotating seats”, “doors opening automatically”, “folding car parts” like arm-rests):**

• **Positive (63.6%)** They adapt to the driver, are “modern”.

• **Negative (34.6%)** “Overload of functions”.

**Other features:**

• **Positive (49.2%)** Operating the car with a smart phone or smart watch “in case you forget your keys”: the functions that enable the car to order and pay online for a product like coffee; unspecified smart technology; and omnipresent connectivity.

• **Negative (50.8%)** Operating the car with a smart phone or smart watch “could lead to a cyber-attack” or “the phone could drain the car battery”.

The automated driving feature was the most discussed feature as well as the most positively perceived AV feature. In contrast, the AI and RS feature was the second most discussed feature and also the most negatively assessed feature. We identified several additional concerns regarding AVs, including data collection and emotion and mood detection.
Numerous features were assessed more impartially, such as aesthetics, car interaction and smart features.

5.2 Societal impacts (Fig. 2)

Environment:

- **Positive (9.1%)** The cars of the future running on sustainable fuel.
- **Negative (6.8%)** The lack of attention to environmental issues, e.g., “it irritates me that instead of solving real problems like global warming, we are trying to make life easier in the most futile way”.
- **Question (84.1%)** Fuel use, e.g., are the cars electric, something the video did not mention.

Technology dependence:

- **Negative (76%)** “Overdependence on cars to assist you in everyday life, or mentally”, “humans seem unable to take care of themselves”, “technology failure”, “someone could hack into the car”, “autonomous cars make the wrong decision”, “lack of information on risks if technology fails”.
- **Question (24%)** “What about safety – as in cyber security?”

Becoming lazy:

- **Negative (81.25%)** The impact of future cars on people’s sense of adventure, making people “boring”, “lazy”, “docile”, or “self-helpless”. “I do not understand why this is called progress. I don’t want to become a useless human unable to do anything”; “human activity is reduced to a minimum because of AI, we don’t even have to think about our commitments or desires, because AI takes care of those for you”.
- **Question (12.5%).

Saving time:

- **Positive (84.6%)** “Less focus on driving”; enables the driver to be faster and more efficient; offers “a more productive drive”, because you are “able to work while driving”, and “read a book or talk to a friend”.
- **Question (15.4%)** Would the car save time, or would the time saved be spend productively.

Ethics:

- **Negative (18.2%)** the car lacks ethics, e.g., “the car decides what is ethical”.
- **Question (81.8%)** “Who will go to jail if the car kills people?”.

Distraction:

- **Negative (100%)** Distract the user during the drive, e.g., the car has too many features and provides too much stimulation for the driver (the entertainment system, big screens, and the voice operation option).

Traffic:

- **Question (100%)** Cars’ implementation and function in traffic, “would the roads change if cars change?”, “how would they interact with other cars”, “what would be the impact on congestion?”, “will we still need new traffic signs?”, and “how would it work in India’s traffic?”

Other societal impacts:

- **Positive (26.5%)** Saving time.
- **Negative (38.8%)** That cars would “make driving boring”, and users would “miss the fun and pleasure of driving”; social alienation and isolation, “less real interaction with other people”, de-skilling, including concerns about humans’ capabilities becoming less sophisticated, “los-
We identified several user concern regarding societal implications potentially posed by AVs, including environmental concerns, technology dependence, becoming docile, being distracted. The only predominantly positively assessed implication was time saving.

5.3 Availability and accessibility (Fig. 3)

Affordability:

- **Question (58.6%)** A high and unaffordable price for the car of the future, “Who will use it? Only the rich?”; exclusivity, that the envisioned cars are merely “for a small group of people, high society”, “how will it operate within different classes?” A couple of responses to the survey question ‘is there anything missing?’ mentioned lacking “enough money to buy one”.
- Negative (38%).
- Ambiguous (3.4%).

Multiple users:

- **Positive (8.3%)** Cars could be shared by multiple drivers, even though the video did not feature car-sharing.
- **Negative (12.5%)** “Child-unfriendly” or “grandfather-unfriendly”.
- **Question (79.2%)** Whether multiple people such as family members can use the car.

Realism:

- **Positive (13.6%)** Cars are a good solution for an ongoing challenge.
- **Negative (63.6%)** The lack of reality in the car manufacturers’ vision, “it’s too futuristic”, “humanity does not work like this, people are not ready to rely on and entrust their lives to a robotic system”, there is a “big discrepancy with current cars”, “the AI only works with futuristic and luxurious cars”.
- **Question (22.8%)** “Missing an actual solution to a real problem”.

Market availability:

- **Question (100%)** “How far on is the development?”, “when will these cars be available?”.

Other concerns:

- **Positive (35.9%)** Positive reactions regarding increased mobility for disabled, blind, and elderly people.
- **Negative (51.3%)** The car is a product for men and that there is a distinct “lack of women drivers”, “missing women and people who are not white men”, and “women only in AI or servant voices”; the cars are “too luxurious”, “I don't like their initial function, just luxury”.
- **Question (12.8%)** Similar negative concerns expressed as questions.

We identified numerous concerns regarding accessibility and availability of AVs. Amongst most prominently mentioned concerns were affordability, market availability and the possibility of sharing the car with several users.

6 Study II

Based on the results of the first survey round, we ran another survey, in which we quantitatively researched the intensity of the prospective user attitudes towards the AI personal assistant function identified in the first study. The study respondents (n = 251) perceived the assistant and mood detection

| Question | Mean | SD |
|----------|------|----|
| How useful, or helpful, do you find the AI personal assistant in the car of the future (e.g., Hanna)? | 4.37 | 1.581 |
| How invasive, or creepy, do you find the AI personal assistant in the car of the future in your private life? | 5.33 | 1.577 |
| How controlling (jeopardizing your autonomy) do you find the car the AI personal assistant in the car of the future? | 4.96 | 1.551 |
| How worried are you that the future car will compromise your personal data? | 4.98 | 1.664 |
| How worried are you that the future car will merge your information from different devices and online platforms? | 4.87 | 1.737 |
| How helpful do you find the car’s emotion and mood detection function (e.g., sleepiness, stress)? | 3.86 | 1.739 |
| How invasive or creepy do you find the car’s emotion and mood detection (e.g., sleepiness, stress)? | 5.08 | 1.734 |
| How worried are you about depending on the car, e.g., to assist you in your everyday life, or with your mental tasks? | 4.22 | 1.867 |
| How worried are you about the car of the future making people boring or lazy? | 4.69 | 1.93 |
features as helpful. The participants were between 17 and 25 years old, with an average age of 19.70. User attitudes were nuanced and ranged from both positive to negative. However, to a smaller degree, we identified more negative and worried attitudes than positive ones (Table 1).

6.1 Attitudes about the car AI and RS (personal assistant) features

The AI and RS features were perceived as helpful and useful ($M = 4.37$; Std. Dev.: 1.581). However, their implications were at the same time, with an even stronger opinion, perceived negatively. Specifically, we tested the implications that relate to this feature being invasive and creepy ($M = 5.33$; Std. Dev.: 1.577); as well as controlling in the sense of jeopardizing one’s autonomy ($M = 4.96$; Std. Dev.: 1.551).

6.2 Attitudes towards car emotion and mood detection features

Similarly to the results shown in the previous section, we found that the participants assessed the cars’ emotion and mood detection features ambivalently. On one hand, the car emotion and mood detection features were perceived as useful or helpful ($M = 3.86$; Std. Dev.: 1.739), although to a smaller extent than the above-mentioned AI personal assistant. On the other hand, this feature was also perceived as invasive or creepy, and on a much higher scale than it was perceived to be helpful ($M = 5.08$; Std. Dev.: 1.734).

6.3 Concerns about the car of the future

Several features of the car of the future were assessed to be worrisome: The highest level of concerns was found in relation to the cars’ compromising respondents’ personal data ($M = 4.98$; Std. Dev.: 1.664). Also relating to the issues of data that the car of the future will be collecting, the respondents expressed concerns about the cars merging their information from different devices and online platforms ($M = 4.87$; Std. Dev.: 1.737). We tested how concerned prospective users are about two additional features: for inducing dependence on the car, e.g., to assist in everyday life, or with mental tasks ($M = 4.22$; Std. Dev.: 1.867); and about making people boring or lazy ($M = 4.69$; Std. Dev.: 1.93).

7 Discussion

In this section we will discuss whether our findings confirmed, or contradicted, our propositions.

The first proposition was supported, as our research showed that there are more user concerns at stake than those discussed in the literature on ethics and public attitudes on AVs. The literature discusses the concerns relating safety, reduced travel time, cyberattacks, informational privacy, e.g., data ownership, accident responsibility, energy use and access (Cavoli et al. 2017; Cohen et al. 2018; Liljamo et al. 2018; Molnar et al. 2018; Nyholm and Smids 2016). On one hand, our Study I confirmed that all of the concerns researched thus far are relevant factors in shaping attitudes of young adults regarding AVs. However, on the other hand, the study also confirmed that there are additional issues that have not been previously discussed extensively in the literature. We have identified that the following user concerns and AV features should be included in future discussions about AVs: autonomy and control over the technology and personal data, personal privacy, modern sleek AV design, technology dependence, becoming lazy or docile, de-skilling, lack of social interaction, car-and ride sharing possibility. This is not to say that the literature is not completely wrong, but rather that it is limited, because the AV industry is envisioning various additional developments.

The RRI conceptual framework is instrumental in understanding why certain user concerns may have been omitted from academic discussions. Anticipation, a crucial dimension of responsible governance of emerging technology, is challenged by projecting current images of the car as a device taking us from A to B, rather than anticipating the impact of new emergent uses, such as cars as personal assistants governing our daily lives or “smartphones on wheels”. Consequently, several above-mentioned potential implications, and uses of autonomous cars, have not been anticipated in the literature (Ryan 2019).

The second proposition was also confirmed as the AI and RS features were the second most often addressed AV feature (the automated driving feature was addressed the most). Furthermore, AI and RS were the features that were the most negatively evaluated. In other words, the participants in our studies were nearly as concerned with aspects related to AI and RS as they were with automation. The concerns identified in Study I include: autonomy (AV has too much control in planning ones daily life, e.g., through functioning as a personal assistant), invasiveness (“the car is too involved in your personal life”), and personal privacy (the car is collecting personal information such as users mental state, bank account number, contacts, agenda,…). To a smaller extent the issue of making humans docile was addressed. In Study II we identified that while the AI personal assistant feature was perceived as massively invasive and creepy ($M = 5.33$), and jeopardizing autonomy ($M = 4.96$), it was also perceived as a helpful and a useful function ($M = 4.37$). To sum up, this study shows that several issues, and uses of AVs, that have been identified in the ethics literature researching the implications of AI and RS (but not in AV literature) are relevant in shaping user attitudes about AVs.
The proposition P3a was supported; Study II confirmed the findings about user attitudes regarding AVs being ambivalent, which has also been identified in previous research on user attitudes of AVs (Cavoli et al. 2017). User attitudes are nuanced. Nearly every AV feature was perceived positively by roughly half of the participants, but also negatively by the other half. Nevertheless, there were some exceptions, such as the AV data collection feature, which was mainly assessed negatively (84.5%). On the flip side, the automated driving feature was largely positively evaluated (60.1%, compared to 23% of negative 16.9% having additional questions). As most of the other AV features were assessed more neutrally (having gathered nearly the same amount of positive and negative responses), the overall young respondents’ attitudes towards AVs remain ambiguous. However, we identified that for a small percentage, the negative attitudes towards AVs prevailed.

The subproposition building on the previous proposition, namely, P3b, was roughly supported and offered another perspective in understanding the ambivalences in user attitudes. On one hand, we identified that prospective users are finding car features both useful and concerning. First, while the AI personal assistant was perceived as having numerous issues such as being massively invasive and creepy \( (M = 5.33) \), as well as jeopardizing autonomy \( (M = 4.96) \), it was also perceived as helpful and useful \( (M = 4.37) \). The attitudes about the emotion and mood detection function were also perceived ambivalently, albeit as less helpful and useful \( (M = 3.86) \) while significantly invasive or creepy \( (M = 5.08) \). Furthermore, the majority of the study participants consistently reported being worried that the car will compromise their personal data \( (M = 4.98) \), and merge their data \( (M = 4.87) \), make them docile \( (4.69) \) and dependent \( (M = 4.22) \). Therefore, while AVs, as currently envisioned by the car manufacturers, are posing several concerns, this technology is not perceived as a strictly negative, or an undesirable, mobility solution. However, on the other hand, while the study results clearly show that young adults have ambivalent attitudes towards AV features \( (P3a) \) and that they find them both concerning and useful \( (P3b) \), it is still possible to identify, even if by a small percentage, whether a certain AV feature was perceived more positively of more negatively.

Despite the considerable amount of negative user attitudes and the user concerns identified during our studies, one should not simply conclude that prospective users will not be interested in using AVs. Several new technologies such as smart phones and social media have shown that sometimes people are willing to tolerate the negative impacts of a technology for the sake of enjoying the useful and helpful side of the technology. Looking into the future in which the AVs will be more widely used, people may prefer using the technology over not using it. Prospective users, therefore, might accept, e.g., handing over the control over their personal data, because they will not want to miss out on the benefits of being taken around in a personalized assistant on wheels.

8 We surveyed adolescents in the Netherlands.

8 Conclusion

In terms of our broader theoretical contribution, we have aimed to provide insights into what a societally desirable AV would look like. Our study suggests that it is challenging to develop such an image as there are more issues at stake than have been previously acknowledged by the stakeholders. On one hand, the car manufacturers’ promotional material envisioning future AVs as digital personal assistants, which increasingly govern various aspects of users’ daily lives, is not in line with the values of prospective users and the ethical restrictions suggested by AI ethicists. Thus, AI and RS, which are increasingly being embedded in various technologies, conflict with some of the values widely held in society today. Accordingly, the additional public concerns should be addressed and included in visions on AVs to stimulate the development of desirable future AVs and greater acceptance of such AI-intensive technologies.

The often-mentioned example of the smart phone becoming a widely used innovation, despite prospective users’ initial negative evaluations, highlights two points. One, the challenging nature of anticipating future user attitudes, due to our ignorance regarding the future (technologies may be used in unexpected ways, and user values are likely to co-evolve through the use of new technology, Jasanoff 2004). Two, the pertinence of seeking inclusive anticipation, since technologies tend to pose unintended and sometimes undesirable impacts, as in the case of the smart phone, concerning privacy, exploitation of scarce materials, social life dynamics, and so on. Yet, since the smart phone has become so embedded in our daily lives, it is now difficult to change it to avoid some of its negative impacts—a prime example of the Collingridge (1980) dilemma.

Seeking alignment early on in the innovation process is thus both necessary and challenging. We present our study as an example of inclusive anticipation. Instead of asking for views on predetermined issues, we used a vision developed by car manufacturers and invited prospective users to share their thoughts regarding any aspect of the car of the future. This interaction with users revealed the scope for further research on how the values held by car designers and other tech companies could be negotiated (Van Der Hoven 2013) to achieve better alignment of future AVs with prospective users’ attitudes. For example, the survey participants on one hand perceived the AI personal assistant in the car of the future as useful, while, on the other hand, also as invasive
and jeopardizing their autonomy. Further research should explore (and consult users about) which mechanisms and AI principles would need to be put in place in order for users to feel that their values are not jeopardized, that they are in control, and that cars are not invading their personal sphere. New business models and technology designs could facilitate disabling certain options, limit the car data collection, and provide full transparency on how the stored data could be used, perhaps even consulting the users before selling the data to third parties. We thus propose sometimes compromising, or giving up part of the technological sophistication, for protection of the key user values, such as, autonomy.

The main limitation of our study relates to the difficulties of identifying of emerging user attitudes. As an emerging technology, AVs will evolve in a dynamic process with an uncertain outcome. This can be seen as the above described process of co-creation (Jasanoff 2004), according to which user attitudes will be co-created in relation with how the car manufactures will develop AVs.

In conclusion, although the flying cars seen in Blade Runner are not yet on the horizon, the emerging smartphones on wheels are posing new ethical concerns that require further research. This research should address the values at the heart of prospective users’ worries to explain why our respondents feared cars being able to detect their emotions and gather personal information.

Acknowledgements We would like to thank the Netherlands Ministry for Infrastructure and Water Management for co-funding this research project. We also thank all the survey participants and the anonymous reviewers.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Adnan N, Nordin SM, Bahruddin MAB, Ali M (2018) How trust can drive forward the user acceptance to the technology? In-vehicle technology for autonomous vehicle. Transport Res Part A Pol Pract 118:819–836. https://doi.org/10.1016/J.TRA.2018.10.019

Alfano M (2013) Character as moral. Fiction. https://doi.org/10.1017/CBO9781139208536

Awad E, Dsouza S, Kim R, Schulz J, Henrich J, Shariff A, Rahman I (2018) The moral machine experiment. Nature 563(7729):59–64. https://doi.org/10.1038/s41586-018-0637-6

Beiker S (2012) Legal aspects of autonomous driving. Santa Clara Law Rev 52:1145–1156

Bell W (2004) Foundations of futures studies, vol 1. Human Science for a New Era. http://books.google.dk/books?id=ILL_pMgLqssC

Bonnefon J-F, Shariff A, Rahman I (2015) The social dilemma of autonomous vehicles. Science. https://doi.org/10.1126/science.aaf2654

Bonnefon J-F, Shariff A, Rahman I (2016) The social dilemma of autonomous vehicles. Science (New York) 352(6293):1573–1576. https://doi.org/10.1126/science.aaf2654

Borgesius FJZ, Trilling D, Möller J, De Vreese CH, Helberger N (2016) Should we worry about filter bubbles? Internet Pol Rev 52:1145–1156

Campbell P (2017) Governments compete to take the wheel on rules for self-driving cars. Financial Times. https://www.ft.com/content/ff19d290-a044-11e7-8076-0a4bed92ca2a. Retrieved 5 Feb 2019

Carr N (2015) The glass cage: where automation is taking us. The Bodly Head, London. ISBN 978-1-84792-308-0. https://www.worldcat.org/title/glass-cage-where-automation-is-taking-us/oclc/905444467?referer=di&ht=edition

Cavoli C, Phillips B, Cohen T, Jones P (2017) Social and behavioural questions associated with automated vehicles: a literature review. UCL Transport Institute, London

Choi J, Lee HJ, Sajjad F, Lee H (2014) The influence of national culture on the attitude towards mobile recommender systems. Technol Forecast Soc Change 86:65–79. https://doi.org/10.1016/j.techfore.2013.08.012

Appendix

Study I

Which features of the cars in the video do you find attractive?
Is there anything you do not like?
Do you think anything is missing?

Study II

On a scale of 1–7 how useful, or helpful, do you find the AI personal assistant in the car of the future (e.g., Hanna)?
On a scale of 1–7 how invasive, or creepy, do you find the AI personal assistant in the car of the future in your private life?
On a scale from 1 to 7 how controlling (jeopardizing your autonomy) do you find the car the AI personal assistant in the car of the future?
On a scale of 1–7 how worried are you that the future car will compromise your personal data?
On a scale of 1–7 how worried are you that the future car will merge your information from different devices and online platforms?
On a scale of 1–7 how helpful do you find the car’s emotion and mood detection function (e.g., sleepiness, stress)?
On a scale of 1–7 how invasive or creepy do you find the car’s emotion and mood detection (e.g., sleepiness, stress)?
On a scale of 1–7 how worried are you about depending on the car, e.g., to assist you in your everyday life, or with your mental tasks?
On a scale of 1–7 how worried are you about the car of the future making people boring or lazy?
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