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ABSTRACT: We investigate the perturbative integrability of massive (1+1)-dimensional bosonic quantum field theories, focusing on the conditions for them to have a purely elastic S-matrix, with no particle production and diagonal scattering, at tree level. For theories satisfying what we call ‘simply-laced scattering conditions’, by which we mean that poles in inelastic 2 to 2 processes cancel in pairs, and poles in allowed processes are only due to one on-shell propagating particle at a time, the requirement that all inelastic amplitudes must vanish is shown to imply the so-called area rule, connecting the 3-point couplings $C_{abc}^{(3)}$ to the masses $m_a$, $m_b$, $m_c$ of the coupled particles in a universal way. We prove that the constraints we find are universally satisfied by all affine Toda theories, connecting pole cancellations in amplitudes to properties of the underlying root systems, and develop a number of tools that we expect will be relevant for the study of loop amplitudes.
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1 Introduction

A key feature of integrable quantum field theories in 1+1 dimensions is the existence of an infinite tower of higher spin conserved charges. From these, momentum-dependent translation operators can be constructed, and used to show that any non-vanishing scattering amplitude can be factorised into a product of 2 to 2 amplitudes [1, 2]. Combined with the constraints of crossing, unitarity, and either the Yang Baxter or bootstrap equations, this has led to proposals for the exact S-matrices of many theories, which can then be checked further using standard perturbation theory. From this perturbative perspective, integrability should reveal itself in perhaps unexpected cancellation of sums of Feynman diagrams contributing to production processes, as reviewed for some simple examples in [3]. In the following we will use the phrase perturbative integrability to mean the vanishing of all such sums; this might be at tree level, or including all loop diagrams as well. The general mechanisms by which these cancellations are achieved are mathematically intricate, interesting to understand in their own right, and are the subject of the current paper.

We start by considering a general Lagrangian for a quantum field theory of r interacting massive scalar fields, possibly with different masses, in two dimensions

\[ L = \sum_{a=1}^{r} \left( \frac{1}{2} \partial_{\mu} \phi_a \partial^{\mu} \phi_a - \frac{1}{2} m_a^2 \phi_a \phi_a \right) - \sum_{n=3}^{\infty} \sum_{a_1, \ldots, a_n=1}^{r} \frac{1}{n!} C_{a_1 \ldots a_n}^{(n)} \phi_{a_1} \cdots \phi_{a_n}. \]  

(1.1)

Here \( a \) is a label for the possible types of particles in the model, which correspond to the possible asymptotic states of the theory. We adopt the convention \( \phi_a = \phi_a^* \). If the component \( \phi_a \) is real, we assume \( a = \bar{a} \), while if \( \phi_a \) is a complex field \( \bar{a} \) represents an index \( \in \{1, \ldots, r\} \) different from \( a \).\(^1\) In this way we take into account both the case in which the fields in (1.1) are real and the one in which they are complex. We will label a generic \( n \)-point amplitude by \( M^{(n)} \), by which we mean the sum over all relevant connected Feynman diagrams without inserting additional normalization factors. Contrarily we will refer to the S-matrix as the amplitude properly normalized and multiplied by the Dirac delta function of overall energy-momentum conservation.

We wish to find the possible sets of masses and couplings for which the theory defined by (1.1) is perturbatively integrable at tree level, with a purely elastic S-matrix for 2 to 2 processes, meaning that the only 4-point S-matrix elements different from zero are those in which the two incoming and outgoing particles are of the same type and carry the same set of momenta. The standard way of computing Feynman diagrams is to consider all propagators to come with an \( i\epsilon \) factor in the denominator in such a way to avoid possible singularities. After summing over all diagrams, we take the limit \( \epsilon \to 0 \). In this limit, the connected part of any \( n \)-point amplitude decomposes into two pieces

\[ \lim_{\epsilon \to 0^+} M^{(n)}(\epsilon) = M^{(n)}_{\text{fact}} + M^{(n)}_{\text{prod}} \]

\(^1\)For example if we have a theory of two real fields \( \phi_1 \) and \( \phi_2 \) we consider \( \bar{1} = 1 \) and \( \bar{2} = 2 \) so that the non-interacting part of the Lagrangian is given by \( \frac{i}{2} \partial_{\mu} \phi_1 \partial^{\mu} \phi_1 + \frac{i}{2} \partial_{\mu} \phi_2 \partial^{\mu} \phi_2 - \frac{1}{2} m_1^2 \phi_1 \phi_1 - \frac{1}{2} m_2^2 \phi_2 \phi_2 \). On the other hand if the fields are one the complex conjugate of the other we assume \( \bar{1} = 2 \) and \( \bar{2} = 1 \), so that the free Lagrangian is given by \( \partial_{\mu} \phi_1 \partial^{\mu} \phi_1 - m_1^2 \phi_1 \phi_1 \).
of which the first corresponds to factorized scattering, and contains additional delta functions of the momenta that force the incoming and outgoing particles to carry the same set of momenta. On the other hand $M^{\text{prod}}_{\text{tree}}$ contributes to production processes. At the tree level it is not affected by $\epsilon$ and can be obtained by summing all the different Feynman diagrams, imposing $\epsilon = 0$ in all the propagators from the beginning.

In a generic quantum field theory $M^{\text{prod}}_{\text{tree}}$ can contain singularities arising from on-shell propagating particles in internal lines; however, in an integrable model, all such infinities must cancel each other, since otherwise the production amplitude would not vanish\(^2\). This means that if a certain Feynman diagram is singular for particular values of the external momenta, we expect at least one other diagram to become singular for the same choice of the external momenta in such a way that the infinities cancel, making the total $M^{\text{prod}}_{\text{tree}}$ free of singularities.

Early studies of the absence of production in integrable models include [6, 7], which discuss the cancellation mechanism of Feynman diagrams contributing to production processes in the sine-Gordon theory at tree level and at one loop. Starting from other simple models as reviewed in [3] it is then possible to move to more complicated cases. For example the absence of production in the world-sheet scattering has been used to rule out the tree-level integrability for different string theories [8–10].

A number of recent works have studied the question of how to constrain the structure of higher-point couplings of general massive two-dimensional quantum field theories by imposing the absence of particle production at tree level [11–13]. In particular, in [12] an explicit condition determining higher-point couplings in integrable theories of a single massive bosonic field in terms of couplings at lower order was found and solved, leading to the ‘rediscovery’ of the sinh-Gordon and Bullough-Dodd theories. The tree-level perturbative integrability of these models was then confirmed by proving the vanishing of off-diagonal scattering processes, again at tree level, for any number of external legs. The fact that, if this procedure works at all, there would only be these two options was already remarked in [3], so this completed the story of tree-level perturbative integrability for theories of a single massive scalar field. The purpose of this paper is to make progress in extending these results to any two-dimensional bosonic quantum field theory of the form (1.1) by searching for the constraints on 3- and 4-point couplings are necessary to have the absence of off-diagonal processes at the tree level. We prove that these constraints are satisfied for the affine Toda models, making use of various properties of the associated root systems. This allows us to provide a general proof of the tree-level integrability of these quantum field theories. While we have not established that the affine Toda theories are the only solutions to these constraints, we also obtain partial results in that direction, including the establishing of the so-called area rule for a particular class of scalar theories.

The paper is structured as follows. In section 2 we start from a theory with a Lagrangian of type (1.1) and discuss the logic that needs to be followed to obtain the set of masses and couplings making the model perturbatively integrable at tree level. In particular we review the multi-Regge limit technique of [12] to find a recursion relation on the couplings necessary for perturbative integrability. We explain that this relation becomes

\(^2\)An exception happens in massless theories where an expansion around a trivial vacuum generally leads in two dimensions to an IR catastrophe. This generates ambiguities in perturbation theory, and integrable Lagrangians can manifest production at tree-level [4, 5].
also sufficient for integrability if the absence of off-diagonal processes in 4-, 5- and 6-point interactions can be proved. Then section 3 gives a detailed study of these processes, which we call the ‘seeds of integrability’, because they are the foundations on which the induction procedure is built. Starting from 2 to 2 non-diagonal collisions we recall the flipping rule of [14] and build on it to show that a rule connecting the magnitudes of the 3-point couplings with the areas of the corresponding mass triangles needs to hold. In particular it is shown how the proportionality constants between such couplings and areas respect the same properties of the structure constants of some Lie algebra. By the sole requirement of the absence of particle production we rediscover also the factorisation properties and bootstrap relations connecting the different tree-level elements of the S-matrix. We then focus on the class of theories with what we called simply-laced scattering conditions, meaning that they possess one possible on-shell propagator at a time for a given choice of external momenta in allowed 4-point processes, and have singularities cancelling in pairs in non-allowed collisions. Imposing the absence of 5-point amplitudes we prove that the proportionality constants connecting the 3-point couplings in such theories to mass triangle areas, up to an overall interaction scale, are phases. In this way we obtain an area rule for 3-point couplings that matches that found in the past for simply-laced affine Toda theories. In section 4 we present a general way to express all couplings of affine Toda theories in terms of roots and Lie algebra quantities, similar in spirit to previous results in [15–18]; in addition we show how such results contribute to the cancellation of all the tree level particle production, concluding a tree-level perturbative proof of the integrability in the affine Toda models. Finally, the appendices contain some tools relevant to different parts of this work. In appendix A we record a result related to the Cayley-Menger determinant, needed to find the constraints for the cancellation of 4- and 5-point processes; through such constraints we recover the area rule previously discussed. Appendix B is devoted to the computation of the residues in 5-point amplitudes, while appendix C reviews some useful properties of Lie algebras needed for the treatment of the affine Toda models.

2 Integrability by induction

This section starts with a review of the inductive method introduced in [12] through which, by imposing no tree-level particle production in a particular high energy limit, higher point couplings in perturbatively integrable theories can be determined in terms of the particle masses and lower point couplings. In that paper the authors discussed how, if they were able to prove the absence of poles in 4-, 5- and 6-point processes, the constraint (2.20) on higher point couplings found by inductively adopting their multi-Regge limit could be a sufficient condition to ensure the tree-level integrability of the theory. However their analysis was only performed completely for the sinh-Gordon and Bullough–Dodd theories, making use of the fact that the scattering amplitudes in theories with just a single type of particle, after imposing the momentum conservation constraint, can be shown to be rational functions of the light cone components of the momenta. In general models with an arbitrary number of different particles, each one with its own mass, this property is no longer true. In addition to reviewing the inductive argument of [12], we also fill this gap.
Figure 1. The residue of $M(n)$ in the limit in which the $k$-propagator is on-shell factorises into the product of two amplitudes involving scattering processes of less particles. Since at least one of them is equal to zero for the induction procedure the full amplitude does not present singularities.

2.1 The logic step by step

We work in light-cone components so that the on-shell momenta of the external particles in a scattering process can be written, depending on the situation, in the following different forms

$$P_j = (p_j, \bar{p}_j) = m_j(a_j, \frac{1}{a_j}) = m_j(e^{\theta_j}, e^{-\theta_j}) \quad (2.1)$$

where $j$ labels the external particles and $\theta_j$ are their associated rapidities.

To find the set of masses and couplings making sums of Feynman diagrams contributing to inelastic processes equal to zero at tree level, we use the following logic:

(i) We start with a generic $n$-point on-shell tree-level amplitude $M(n)$ depending on $n-2$ momentum parameters $a_1, \ldots, a_{n-2}$ ($a_{n-1}$ and $a_n$ are fixed by imposing the momentum conservation constraints). By exploiting some universal properties of the amplitude we prove that the absence of poles in $M(n)$ (including poles at infinity) implies that such a function is a constant, not depending on the particular choice of $a_1, \ldots, a_{n-2}$. This fact is rather easily seen if the scattering involves particles with the same mass, since in this case $M(n)$ is a rational function of $a_1, \ldots, a_{n-2}$ and by Liouville’s theorem the fact that such a function is bounded implies that it is a constant. This is the case considered in [12]. More work is required if $M(n)$ involves particles with different masses, since after imposing momentum conservation we introduce square roots in $M(n)$. This second situation, to our knowledge not covered elsewhere, is discussed in section 2.2.

(ii) We then proceed inductively by supposing that $M(j)$ is not just constant but zero for $j \in \{5, 6, 7, \ldots, n-1\}$ with $n-1 \geq 6$; in this case it is possible to prove that $M(n)$ is a constant. Indeed suppose that $M(n)$ has a pole. This corresponds to putting a propagator on-shell as shown in figure 1 and factorising the amplitude into two on-shell sub-amplitudes $M(m+1)$ and $M(n+1-m)$. Since $n-1 \geq 6$, at least one of $M(m+1)$ and $M(n+1-m)$ involves a scattering process of five or more particles and therefore it is equal to zero by the induction hypothesis. Since the residue at the pole is proportional to the product of $M(m+1)$ and $M(n+1-m)$ in the limit in which the $k$-particle in figure 1 goes on shell, the residue goes to zero and we do not obtain a singularity. Due to the previous point the fact that $M(n)$ is free of any singularities implies that such a amplitude is a constant.

(iii) The next step is to determine what constant such an $n$-point amplitude is equal to, and subsequently tune the next higher point coupling $C_{a_1, \ldots, a_n}$ in (1.1) in such a way
to cancel that constant. To achieve this we adopt the multi-Regge limit defined in [12], which corresponds to a particular kinematical configuration in which most of the Feynman diagrams are suppressed, making the computation of the amplitude particularly simple. In this manner, by imposing that \( M^{(n)} \) has to vanish, we can obtain the \( n \)-point coupling in terms of the masses and the lower point couplings. The method is described in detail in section 2.4 where we review the technique of [12]. For the sake of clarity we emphasise once again how the induction procedure explained in (ii) and (iii) works in a step by step way. Suppose that we have proved the absence of production in 5- and 6-point processes, which corresponds to have \( M^{(5)} = M^{(6)} = 0 \). Then as explained above the amplitude \( M^{(7)} \) cannot have any poles and, by point (i), is a constant, not depending on the particular choice of the external momenta. Since the choice of the kinematics does not affect the value of the 7-point amplitude it is not restrictive at this point to adopt a particularly simple kinematical configuration to tune the value of the 7-point couplings. In this manner we have added a new amplitude to our set of null processes and we get \( M^{(5)} = M^{(6)} = M^{(7)} = 0 \). We can then proceed inductively to all the higher point amplitudes. The relation allowing all the \( n \)-point couplings to be found (with \( n \geq 5 \)) in terms of the masses, 3- and 4-point couplings is given in equation (2.20), and was first obtained in [12].

(iv) Finally and most importantly we need to find sets of masses, 3- and 4-point couplings that ensure the absence of particle production in 5- and 6-point processes so as to provide the basis for the induction procedure.

In the rest of this section we first prove point (i) (in 2.2), and then review the multi-Regge limit mentioned in (iii) to obtain the recursion relation for higher point couplings. This is done in 2.4. Sections 3 and 4 are mainly focused on point (iv) which provides the basis of the entire induction hypothesis. Defining the set of allowed masses, 3- and 4-point couplings making the induction possible corresponds of defining the space of tree-level integrable theories with a Lagrangian of type (1.1). This opens the door to the possibility of classifying integrable models by imposing the absence of production.

### 2.2 Constant amplitudes from absence of singularities

Consider the scattering of \( n \) particles that by convention we assume are all incoming, with possibly-different masses

\[
P_1 + P_2 + \ldots + P_n \rightarrow 0.
\]

Written in the light cone components (2.1), the constraints of overall energy-momentum conservation become

\[
\sum_{i=1}^{n} m_i a_i = 0, \quad \quad (2.2a)
\]

\[
\sum_{i=1}^{n} \frac{m_i}{a_i} = 0. \quad \quad (2.2b)
\]

We keep \( a_1, \ldots, a_{n-2} \) as independent variables and fix \( a_{n-1} \) and \( a_n \) in terms of them. Using (2.2a) to write \( a_{n-1} \) as a negative linear combinations of the other light cone components and substituting the result into (2.2b) we end up with a quadratic equation for \( a_n \). By solving this equation we obtain two different solutions for \( a_n \) containing the same rational
term in \(a_1, \ldots, a_{n-2}\) and differing by a square root quantity coming with opposite sign in the two different solutions. It is possible to check, due to the structure of the constraints (2.2), that the argument of the square root is a homogeneous polynomial, that we call \(S^{(2n-4)}\), of order \(2n-4\) in the variables \(a_1, \ldots, a_{n-2}\), where \(n\) is the number of scattered particles. Moreover \(S^{(2n-4)}\) is a polynomial of order four in each one of the \(a_j\), with \(j \in \{1, \ldots, n-2\}\).

For example in the scattering of 5 particles \(S^{(2n-4)} = S^{(6)}\) is a homogeneous polynomial of order six in \(a_1, a_2, a_3\); possible terms of order six admitted in \(S^{(6)}\) are \(a_1^2a_2a_3^2\) or \(a_1^2a_2a_3\) while \(a_1^2a_2\), though it is of order six, is not an admitted term since it is of order 5 in \(a_1\); indeed, for any \(n\), \(S^{(2n-4)}\) is a polynomial of order four in each one of its variables, so that power of the \(a_j\)s bigger than four are not admitted.

Without imposing the overall energy-momentum conservation there are many different ways to write an \(n\)-point amplitude, corresponding to different rational functions in \(a_1, \ldots, a_n\). However, no matter the initial rational function in \(a_1, \ldots, a_n\) we choose, on the kinematical surface conserving the total energy and momentum the amplitude becomes a uniquely defined function of the form

\[
M^{(n)}(a_1, \ldots, a_{n-2}) = \frac{Q_1^{(N)} + Q_2^{(N+2-n)}\sqrt{S^{(2n-4)}}}{Q_3^{(N)} + Q_4^{(N+2-n)}\sqrt{S^{(2n-4)}}}.
\]

The different quantities in the numerator and denominator on the RHS of (2.3) are homogeneous polynomials in the variables \(a_1, \ldots, a_{n-2}\) of degree indicated in their superscripts. For example we have \(S^{(2n-4)}(\lambda a_1, \ldots, \lambda a_{n-2}) = \lambda^{2n-4}S^{(2n-4)}(a_1, \ldots, a_{n-2})\). The lowercase letter \(n\) indicates the number of particles involved in the scattering while the capital letter \(N\) depends on \(n\) and the number of Feynman diagrams contributing to the process and it is a generic positive integer.

It is worth noting that the total amplitude, due to the Lorentz invariance of the Lagrangian (1.1), does not scale under a global transformation \(a_j \rightarrow \lambda a_j\). This fact is guaranteed by the matching between the degrees of the different polynomials in (2.3). We note also that in principle the amplitude is not a single valued function for a particular choice of \(a_1, \ldots, a_{n-2}\), but instead has two branches of solutions that correspond to taking the positive or negative sign in front of the square root term \(\sqrt{S^{(2n-4)}}\). The two signs correspond to the two possible kinematical configurations obtained solving the constraints (2.2) in terms of \(a_{n-1}\) and \(a_n\).

In the special situation in which the \(n\)- and \((n-1)\)-particle are the same, we have a symmetry in the two solutions obtained by imposing energy-momentum conservation; they can be mapped one into the other by exchanging \(a_n\) and \(a_{n-1}\). Since the amplitude is also symmetric under this transformation, it has to be invariant by mapping one branch into the other. The effect of this is that the two polynomials \(Q_2^{(N+2-n)}\) and \(Q_4^{(N+2-n)}\) in front of the square root terms in (2.3) have to be zero. Such situations, in which the amplitude continues to be rational also on the kinematical region satisfying the conservation constraints, was already analysed in [12]. In that paper the authors discussed how proving the absence of poles in \(M^{(n)}\) is equivalent to proving that it is a constant. Indeed the only rational function without any poles is a polynomial; moreover the only polynomial in \(a_1, \ldots, a_{n-2}\) invariant under a scaling \(a_j \rightarrow \lambda a_j\) is a constant.

A bit more tricky is the case in which the \(n\)- and \((n-1)\)-particle have different masses. In this case the square root could actually be present in (2.3) and Liouville’s theorem
cannot be directly applied to show that \( M^{(n)} \) is a constant. This was discussed in [19] in the context of the cancellation of inelastic 2 to 2 events in simply-laced affine Toda models. First the authors checked, in spite of the potential square root, that the amplitude is in fact meromorphic in the light cone components surviving momentum conservation. This required a set of constraints on the lower point couplings to hold, that were verified for the different affine Toda theories. They then proved that all the poles due to on-shell propagating bound states cancel against each other, making the 4-point amplitude a constant. However such an approach, that requires a check of the absence of branch points in the amplitude before verifying the absence of poles, becomes more and more complicated as the number of scattered particles increases. Fortunately we will show in a moment how this first step in the logic used in [19] is actually unnecessary since the absence of poles in the amplitude automatically implies that \( M^{(n)} \) is a constant. This means that the constraints obtained by imposing that \( M^{(n)} \) is bounded in both the two kinematical configurations obtained by solving (2.2) imply the constraints for the branch points cancellations. To prove this fact we work with one free variable at a time.

We define \( a_1 = z \) to be our independent free parameter and we keep \( a_2, \ldots, a_{n-2} \) fixed in (2.3). The term \( S^{(2n-4)}(z, a_2, \ldots, a_{n-2}) \) appearing below the square root, for fixed values of \( a_2, \ldots, a_{n-2} \), as previously mentioned, is a polynomial of order four in \( z \); it is therefore proportional to

\[
S(z) = (z - z_1)(z - z_2)(z - z_3)(z - z_4),
\]

where \( z_1, z_2, z_3 \) and \( z_4 \) are four branch points depending on the particular values of \( a_2, \ldots, a_{n-2} \). This makes \( M^{(n)} \) a rational function of the two arguments \( z \) and \( \sqrt{S(z)} \).

We can choose the branch cuts of \( \sqrt{S(z)} \) to be any copy of non-intersecting segments connecting the branch points in pairs. For example we can choose one branch cut to connect \( z_1 \) with \( z_2 \) and the other one to connect \( z_3 \) with \( z_4 \). By circling around the branch points we move from one cover of the complex plane, corresponding to one kinematical solution of the energy-momentum conservation (2.2), to a second on which the sign of \( \sqrt{S(z)} \) is flipped. The domain of the amplitude is therefore a two-sheeted covering of \( \mathbb{C}, \Sigma_1 \) and \( \Sigma_2 \), each one corresponding to one of the two kinematical configurations obtained by solving (2.2). If we now open the cuts and we add the point at infinity we can see that the double cover of the complex plane is homeomorphic to a torus, with \( \Sigma_1 \) and \( \Sigma_2 \) corresponding to the two halves of the doughnut. All this comes from standard considerations on Riemann surfaces as described for example in [20]. To be more specific let us explain how the map between the torus and the double cover of \( \mathbb{C} \) is realized. If we have a generic fourth-order polynomial \( S(z) \) with non-equal roots it is possible, by applying a conformal mapping

\[
S'(z') \equiv \frac{(z' + \delta)^4}{(\beta - \alpha \delta)^2} S(z),
\]

(2.5)

with

\[
z = \frac{\alpha z' + \beta}{z' + \delta},
\]

(2.6)

to map one of the branch points to infinity; in this way, by properly tuning \( \alpha, \beta \) and \( \gamma \), the new polynomial \( S'(z') \) becomes of the form

\[
S'(z') = 4z'^3 - g_2 z' - g_3,
\]

(2.7)
for some values of $g_2$ and $g_3$. The explicit values of $\alpha$, $\beta$ and $\gamma$ mapping $S(z)$ into (2.7) can be easily derived (see, for example, [21] for a full derivation).

From this transformation it follows that any rational function in the variables $z$ and $\sqrt{S(z)}$, where $S$ is a generic polynomial of order four presenting different roots, can be written as a rational function $f$ in $z'$ and $\sqrt{S'(z')}$. In this case we have

$$M^{(n)}(z, \sqrt{S(z)}) = M^{(n)}(\frac{\alpha z' + \beta}{z' + \delta}, \sqrt{S'(z')}).$$

The initial amplitude $M^{(n)}$ is not single valued on $\mathbb{C}$, indeed for each point $z$ there are two possible values of $\sqrt{S(z)}$ defined over two different Riemann sheets. However after the conversion (2.8) it is easy to map such a double cover of the complex plane to a torus. This is achieved using the parametrization $z' = \wp(x)$, where the symbol $\wp$ represents a Weierstrass elliptic function identified by the parameters $g_2$ and $g_3$ in (2.7). To each value $z'$ on the complex plane there are two different points $x_1$ and $x_2$ on a torus such that $\wp(x_1) = \wp(x_2) = z'$. Moreover, the lattice $\Omega$ associated to $\wp$ is completely defined by a pair of numbers $g_2$ and $g_3$ in terms of which $\wp$ satisfies the following differential equation

$$(\wp(x'))^2 = 4\wp(x)^3 - g_2\wp(x) - g_3.$$

Then the values of the derivative of $\wp$ at the points $x_1$ and $x_2$ are one the opposite of the other and correspond to the two branches of solutions of $\sqrt{S'(z')}$. The starting double valued function $M^{(n)}(z, \sqrt{S(z)})$ can therefore be mapped into a single valued periodic meromorphic function

$$f(\wp(x), \wp(x'))$$

defined on a torus. This implies that if $M^{(n)}(z, \sqrt{S(z)})$ does not present any pole in both its Riemann sheets, then $f(\wp(x), \wp(x'))$ has to be bounded on the torus and by Liouville’s theorem it needs to be a constant not depending on $x$.

Therefore if the amplitude does not present any singularity at $a_1$ in both the Riemann sheets, no matter the choice of $a_2, \ldots, a_{n-2}$, then it has to be a constant in $a_1$. This means

$$\frac{\partial}{\partial a_1}M^{(n)}(a_1, \ldots, a_{n-2}) = 0.$$

Repeating the previous analysis one variable at a time we conclude that if $M^{(n)}$ is completely free of singularities, both at finite values of the momenta and at infinity, we obtain

$$\frac{\partial}{\partial a_1}M^{(n)}(a_1, \ldots, a_{n-2}) = \frac{\partial}{\partial a_2}M^{(n)}(a_1, \ldots, a_{n-2}) = \ldots = \frac{\partial}{\partial a_{n-2}}M^{(n)}(a_1, \ldots, a_{n-2}) = 0.$$

We conclude that a necessary and sufficient condition an amplitude has to satisfy in order to be constant is to have a bounded absolute value. This concludes the proof of point (i).

The fact that the Riemann surface $\Lambda$ over which the amplitude is defined has the topology of a torus ensures that there exists a map between such a torus to $\Lambda$ making the amplitude single valued on the doughnut. Previously we explicitly wrote a parametrization on the torus using the Weierstrass $\wp$ elliptic function anyway it is possible applying this map by using other elliptic functions. In 2.3 we explain how this map can be realised in a simple example using the Jacobi function $sn$. From it we derive the elastic scattering as the limit case in which the torus becomes degenerate.
2.3 Elastic scattering from degenerate doughnuts

A useful exercise to check that things go as expected is parameterizing a four-point inelastic scattering on a torus, and recovering the case in which the initial and final masses are equal in a second time. We discover that in the limit in which the initial and final particles are equal, the torus over which the amplitude is a single valued meromorphic function becomes degenerate. In this limit the torus splits into two separated regions, over which the amplitude is still meromorphic, but cannot anymore be analytically continued from one region to the other by circling around the branch points. The two values of the amplitude over these two separate regions correspond to two distinct functions that represent respectively a transmission and a reflection event.

Let us consider the scattering of two initial states, \((a, b)\), carrying respectively momenta \((P_a, P_b)\); suppose that after the scattering the particles change their types into \((c, d)\), with respective momenta \((P_c, P_d)\)

\[
P_a + P_b \rightarrow P_c + P_d.
\]

We define the Mandelstam variables as follows

\[
s = (P_a + P_b)^2, \quad t = (P_a - P_c)^2, \quad u = (P_a - P_d)^2.
\]

Considering the external particles on-shell, in two dimensions the values of \(t\) and \(u\) can be completely fixed in terms of \(s\)

\[
t = \frac{m_a^2 + m_b^2 + m_c^2 + m_d^2 - s}{2} + \frac{(m_a^2 - m_b^2)(m_c^2 - m_d^2) - \Sigma(s)}{2s},
\]

\[
u = \frac{m_a^2 + m_b^2 + m_c^2 + m_d^2 - s}{2} + \frac{(m_a^2 - m_b^2)(m_c^2 - m_d^2) + \Sigma(s)}{2s},
\]

where \(\Sigma\) is a double-valued function of \(s\)

\[
\Sigma(s) = \sqrt{(s - s_1)(s - s_2)(s - s_3)(s - s_4)}
\]

presenting two Riemann sheets. The branch point positions are given by

\[
s_1 = (m_a + m_b)^2, \quad s_2 = (m_a - m_b)^2, \quad s_3 = (m_c + m_d)^2, \quad s_4 = (m_c - m_d)^2.
\]

We can fix the branch cuts along the two segments on the real axis of the \(s\) plane connecting \(s_1\) with \(s_3\) and \(s_2\) with \(s_4\). Then \(\Sigma\) is defined over a double cover of the complex plane and we can move from one to the other sheet over which \(\Sigma\) takes values by rotating of a \(2\pi\) angle around the branch points. In order to study an elastic process it is our intention to take the limit in which the length of the branch cuts shrink to zero, which is \(m_d \rightarrow m_a\) and \(m_c \rightarrow m_b\), in such a way to close the tunnels between the two Riemann sheets. To this end we choose particular values of the masses given by

\[
m_a = \mu \cos \alpha, \quad m_b = \mu \sin \alpha
\]

and

\[
m_c = \mu \sin \beta, \quad m_d = \mu \cos \beta.
\]
In the limit $\beta \to \alpha$ we obtain the same values for the initial and final masses, moreover with these special values of the masses we have $m_a^2 + m_b^2 = m_c^2 + m_d^2 = \mu^2$. Therefore if we apply the change of variable

$$ s = m_a^2 + m_b^2 + 2m_am_by, $$

by defining $\lambda = \frac{m_am_b}{m_cm_d}$, we can express the relation (2.10) in terms of $y$

$$ \Sigma(y) = 4m_am_bm_cm_dm_y \sqrt{(1 - y^2)(1 - \lambda^2y^2)}. \quad (2.11) $$

If we look at (2.11) we note that the argument under square root is a known expression appearing in Jacobi elliptic functions. Using a Schwarz–Christoffel transformation defined by

$$ \xi(y) = \int_0^y \frac{dt}{\sqrt{(1 - t^2)(1 - \lambda^2t^2)}}, \quad (2.12) $$

we can map the entire complex plane, over which $y$ takes values, into a rectangle composed by points $\xi$. For each $y \in \mathbb{C}$ there are two possible values for $\xi(y)$ depending on the Riemann sheet over which the function $w(y) = \frac{1}{\sqrt{(1 - y^2)(1 - \lambda^2y^2)}}$ is integrated over. Integrating over the sheet where $w(0) = 1$ we map the second cover of $\mathbb{C}$ into the blue rectangle in figure 2. The branch points, corresponding to the values of $y$ at which $w$ is singular, are mapped into the bullets located on the frame of the red rectangle. Similarly by performing the integration (2.12) over the surface on which $w(0) = -1$ and translating by a $\lambda$ dependent parameter $2\omega_1$ we map the second cover of $\mathbb{C}$ into the blue rectangle in figure 2. The union of the red and blue rectangles correspond to a torus having periodicity along the real and imaginary axis given respectively by $4\omega_1$ and $2\omega_2$, where the quantities $\omega_1$, $\omega_2$ depend on the ratio $\lambda$ between the masses. The function $\Sigma$ which presents branch cuts on the complex plane and it is not single-valued on $\mathbb{C}$, is a meromorphic function on the torus $\mathbb{T}$. If we want to map back the double cover of the complex plane from the torus we need to invert the integral expression (2.12). This generates a known function in complex analysis known

Figure 2. Torus surface over which the 4-point amplitude takes values. The red and blue regions correspond to the two different kinematical configurations obtained by solving the momentum conservation constraints and are the two halves of the torus.
as Jacobi elliptic sine \( sn(x, \lambda^2) \). We can parametrize \( y = sn(x, \lambda^2) \), then for each \( y \in \mathbb{C} \) there are two values of \( x \), \( x_r \) taking value on the red rectangle, and \( x_b \) lying on the blue rectangle, such that \( sn(x_r, \lambda^2) = sn(x_b, \lambda^2) = y \). On the other hand the Jacobi sine satisfies the following differential equation

\[
(y')^2 = (1 - y^2)(1 - \lambda^2 y^2).
\]

so that at the point \( x_r \) and \( x_b \) at which \( y \) takes the same value we get \( y'(x_r) = -y'(x_b) \). It is clear now why \( \Sigma \) is meromorphic on the torus; up to the multiplicative factor \( 4m_a m_b m_c m_d \) it is exactly the derivative of the Jacobi sine function, so that the Mandelstam variables can be entirely parametrized in terms of \( sn(x, \lambda^2) \) and \( sn'(x, \lambda^2) \), with \( x \) taking values on the two halved of the torus in figure 2, each one corresponding to a cover of \( \mathbb{C} \).

To obtain the degenerate limit in which the initial and final masses are the same, we approach the parameter \( \lambda \) to one from the left, \( \lambda \to 1^- \). In this limit the quantity \( \omega_1 \) tends to infinity and the red and blue regions in figure 2 become infinite far away from one another. This is the case in which the branch points collide in pairs \( s_3 = s_1, s_4 = s_2 \) and \( \Sigma \) reduces to

\[
\Sigma(s) = \pm (s - s_1)(s - s_2).
\] (2.13)

The two disjoint red and blue regions on the torus correspond to the different choices of sign in (2.13); once we pick up a sign, we cannot move to the region with opposite sign since the branch cuts have collapsed to points and the torus has become degenerate. The

---

**Figure 3.** Example of Jacobi elliptic function \( sn(x, \lambda^2) \) and its derivative, plotted for real values of \( x \). In the first row, the red and blue segments correspond to the intersection of the red and blue regions of the torus in figure 2 with the real axis. Approaching \( \lambda^2 \) to one, as shown in the second row, we push the blue part infinitely far away, and the Jacobi elliptic functions become hyperbolic functions defined over half of the torus.
limit $\lambda \to 1$ corresponds to the special case in which Jacobi elliptic functions reduce to hyperbolic functions. In this situation one of the two doughnut periodicities (that one along the imaginary axis) is preserved while the other one becomes infinite. In figure 3 we show an example of degeneracy by plotting the functions $sn(x, \lambda^2)$ and $sn'(x, \lambda^2)$ for real values of $x$. We see that in the particular situation $\lambda = 1$ the red half part of the torus occupies the entire $x$ axis not leaving possibility to pass in a continuous way to the blue part of the doughnut. To do that we would have to flip the sign in (2.13) which corresponds of sending $sn'(x, 1) = Sech^2(x) \to -Sech^2(x)$.

The red and the blue regions correspond to the two kinematical configurations in which transmission and reflection occur. In the first situation the scattering is elastic; it is the case in which the initial and final sets, $(a, b)$ and $(c, d)$, are the same and both carry the same momenta $(P_d = P_a, P_e = P_b)$. In this configuration the Mandelstam variable $u$ is equal to zero while $t = 2m_a^2 + 2m_b^2 - s$. If the theory is integrable, the amplitude in this region does not have to be zero since the scattering conserves all the quantum numbers. Contrarily the blue half part of the degenerate torus corresponds to a reflection process in which the incoming and outgoing particles have different momenta. This is the region in which we expect the amplitude (that is not the same function defined on the red cover, since we cannot analytically continue from one domain to the other) to be zero and where all the singularities coming from different Feynman diagrams should cancel.

Having proved that the absence of poles implies a constant amplitude, we can now move on to find the constraints on the masses and couplings leading to perturbative integrability at tree level. Point (ii) in section 2.1 was already discussed and does not need further study. It is based on the consideration that once we have a certain number of zero amplitudes $M^{(5)} = M^{(6)} = \cdots = M^{(n-1)} = 0$ by having properly tuned the masses and the couplings $(C^{(3)}, C^{(4)}, \ldots, C^{(n-1)})$ in (1.1), we can fix the next $n$-point coupling uniquely by requiring the corresponding $n$-point scattering process to be zero. This mechanism and its first steps were discussed in [3] but it was only in [12] that it was explained how to handle the problem to all orders, making use of a particular multi-Regge limit of the amplitude. We proceed therefore to review the analysis carried out in [12] to find one by one the higher point couplings; this is what we called point (iii) in the logic summarized in section 2.1.

2.4 The multi-Regge limit

To find a condition on the $n$-point coupling we work in a particular multi-Regge limit in which one particle is at rest while $n - 3$ particles are extremely energetic

$$a_1 = 1 \quad \text{and} \quad a_j = -x^{j-2} \quad \text{for} \quad j = 3, \ldots, n - 1 \tag{2.14}$$

where $x \gg 1$. We will assume by convention that all the momenta are incoming. Imposing momentum conservation, the remaining two momenta, on one of the two branches of solutions, are

$$a_2 = -\frac{m_2}{m_1} + o(x^{-1}) \quad \text{and} \quad a_n = \frac{m_{n-1}}{m_n} x^{n-3} + \frac{m_{n-2}}{m_n} x^{n-4} + \cdots + \frac{m_3}{m_n} x + o(x^0) \tag{2.15}$$

In a tree-level scattering process any internal propagator inside a Feynman diagram splits the external particles into two subsets. On one side we have a subset $\alpha \subset \{1, \ldots, n\}$ while on the other side we have its complement. If the $a_j$ are chosen as in (2.14), (2.15), the only
nonzero propagators in the limit \( x \to \infty \) are those that divide the diagram into subsets \( \{1, 2, \ldots, k\} \) and \( \{k + 1, \ldots, n - 1, n\} \), since in all other cases the momentum transferred diverges. In particular if we consider the propagator \( G_a(\alpha) \) of a particle of type \( a \) splitting a diagram into a subset \( \alpha \) and its complement, we have

\[
G_a(\alpha) = \frac{i}{(\sum_{j \in \alpha} m_j a_j)(\sum_{j \in \alpha} m_j^2) - m_a^2 + i\epsilon} \\
\to \begin{cases} 
-\frac{i}{m_a^2} & \text{if } \alpha = \{k + 1, \ldots, n - 1, n\} \quad \text{(or equivalently } \alpha = \{1, 2, \ldots, k\}), \\
0 & \text{otherwise.}
\end{cases}
\]

(2.16)

Therefore in this limit the only surviving tree-level diagrams are chains with all the particles ordered from left to right as shown in figure 4. Any nonzero diagram contributes with a factor \((-i)^{V+P}\) where \( V \) is the number of vertices and \( P \) is the number of propagators and any time we have a propagator between two vertices we need to sum over all the possible propagating particles.

Let us consider the scattering of 5 particles in this limit. We label the types of the particles with the letters \( b_1, \ldots, b_5 \), and the parameters of the light cone components of their momenta as defined in (2.1) with the letters \( a_1, \ldots, a_5 \). Proving that such an amplitude is a constant is not trivial, and finding the conditions on the masses, 3- and 4-point couplings making this possible will be the concern of the next section. But if we assume that they have been tuned in such a way that the conditions hold, and therefore \( M_{b_1b_2b_3b_4b_5}^{(5)} \) is a constant not depending on the external momenta, we can use the multi-Regge limit (2.14), (2.15) to find the value of this constant. As already explained, in this limit only Feynman diagrams corresponding to ordered chains survive, and we can read the value of the amplitude from the first (blue) row in figure 4.

\[
M_{b_1b_2b_3b_4b_5}^{(5)} \simeq \sum_i C_{b_1b_2b_3}^{(4)} C_{b_4b_5}^{(3)} m_i^2 - \sum_{i,j} C_{b_1b_2}^{(3)} C_{b_3b_4}^{(3)} \frac{m_i^2 m_j^2}{m_i^2 + m_j^2} + \sum_i C_{b_1b_2}^{(3)} C_{b_3b_4b_5}^{(5)} m_i^2 - C_{b_1b_2b_3b_4b_5}^{(5)}.
\]

(2.17)

The equality (2.17) is valid up to an overall multiplicative factor containing a power of the imaginary unit coming from vertices and propagators. By requiring that the 5-point process (2.17) is zero, for any choice of types \( \{b_1, b_2, b_3, b_4, b_5\} \), we fix the values of the 5-point couplings \( C_{b_1b_2b_3b_4b_5}^{(5)} \) in terms of the masses and the 3- and 4-point couplings. Once we prove that all 5-point processes are null we move to \( M^{(6)} \). Once again the six-point amplitudes could in principle depend on the external kinematics adopted and it will be a matter of the next sections to check the conditions for a six-point amplitude to be a constant.

However if we assume that \( M^{(6)} \) does not depend on the external momenta, then the values of 6-point couplings can be fixed by making these amplitudes equal to zero. Let define certain type labels \( b_1, \ldots, b_6 \) for the external particles and assume that these particles have momentum parameters \( a_1, \ldots, a_6 \), defined as in (2.14), (2.15). Then the value of \( M_{b_1b_2b_3b_4b_5b_6}^{(6)} \) is given by summing over all the Feynman diagrams in which the external legs are ordered, as recorded in the second and third rows in figure 4. The algebraic
expression for this sum is

\[
M_{b_1b_2b_3b_4b_5b_6}^{(5)} \simeq \sum_a \frac{C^{(3)}_{ab_1b_2\bar{a}}}{m_i^2} \left[ \sum_i \frac{C^{(4)}_{ab_3b_4\bar{a}}}{m_i^2} \frac{C^{(3)}_{c_1c_2c_3}}{m_i^2} \right] \quad \text{for } i < j \quad - \quad \sum_i \frac{C^{(3)}_{ab_3b_4\bar{a}}}{m_i^2} \frac{C^{(3)}_{c_1c_2c_3}}{m_i^2} \quad + \quad \sum_i \frac{C^{(5)}_{ab_3b_4b_5\bar{a}}}{m_i^2} \frac{C^{(3)}_{c_1c_2c_3}}{m_i^2} \quad + \quad C^{(6)}_{b_1b_2b_3b_4b_5b_6}.
\]

We note that the expression we found for the six-point amplitude is not completely new. Indeed the blue part in (2.18), that matches the blue pictures in the second row of figure 4, is exactly the value of a 5-point amplitude in the multi-Regge limit. Since we already tuned the 5-point couplings in such a way to make such part null, the blue terms in (2.18) can be ignored and the constraint on the six-point couplings to have a theory with null processes with six external legs can be obtained by imposing that the second row in (2.18) is equal to zero.

We point out that the values of momenta entering into the 5-point process in the first row in figure 4 are all on-shell since all the momenta are associated to external particles. On the other hand the amplitude \( M^{(5)} \) that can be read as the blue expression in the second row of figure 4 is off-shell since one of the momenta (let us call it \( P \)) is flowing in an internal propagator and satisfies \( P^2 = 0 \) due to the multi-Regge limit with six external legs. In spite of this fact, the value of the off-shell 5-point amplitude appearing inside \( M^{(6)} \), where the external parameters have been fixed to be in the multi-Regge limit according with (2.14) with \( n = 6 \), is exactly the same as the value of the on-shell amplitude \( M^{(5)} \) verifying the multi-Regge limit with \( n = 5 \). This consideration, deriving from the fact that for \( x \gg 1 \) the Minkowski norm of momenta flowing inside propagators can only be zero or infinity, allows us to identify in a generic \( n \)-point amplitude all the \( k \)-point amplitudes, with \( k < n \), that have already been derived in the previous steps. In principle these amplitudes are off-shell, but as an effect of this multi-Regge limit, their values are exactly the same as if they are
on-shell in a multi-Regge limit with fewer external particles. For example if now we want the value of a 7-point amplitude in this high energy limit we obtain, up to an overall factor,

\[ M_{b_1...b_7}^{(7)} \simeq \sum_a \frac{C_{b_1b_2a}^{(3)}}{m_a^2} M_{ab_3...b_7}^{(6)} + \sum_a \frac{C_{b_1b_2b_3a}^{(4)}}{m_a^2} M_{ab_4...b_7}^{(5)} + \frac{i}{2} \sum_{i,j} \frac{C_{b_1b_2b_3b_4i}^{(5)}}{m_i^2 m_j^2} C_{ib_5b_6b_7}^{(3)} - \frac{i}{2} \sum_{i} \frac{C_{b_1b_2b_3b_4b_5i}^{(6)}}{m_i^2} C_{ib_6b_7}^{(4)} - \frac{i}{2} \sum_{i} \frac{C_{b_1b_2b_3b_4b_5b_6i}^{(7)}}{m_i^2} C_{ib_7}^{(3)} + iC_{b_1...b_7}^{(7)}. \]  

(2.19)

Once again the first two contributions on the RHS of (2.19) contain respectively a 6- and 5-point process in their multi-Regge limit and have to be zero by the previous analysis. The constraint on the 7-point coupling is therefore derived by setting to zero the second row of (2.19).

With these preliminaries over, we can construct the general Lagrangian in (1.1) by induction. We assume that the couplings up to \( C_{b_1...b_{n-1}}^{(n-1)} \) have been tuned so as to set the amplitudes \( M^{(5)} = M^{(6)} = \ldots = M^{(n-1)} = 0 \). If we now consider a scattering process involving \( n \) external legs, the only Feynman diagrams surviving are those shown in figure 5. All the other diagrams involve processes contained in the amplitudes that have been fixed to zero by the induction hypothesis. Imposing that the \( n \)-point scattering is also null, from figure 5 we read the following equation for the \( n \)-point coupling:

\[ C_{b_1...b_n}^{(n)} - \sum_{l} \frac{C_{b_1...b_n-l}^{(n-1)}}{m_l^2} \frac{1}{m_l^2} C_{lb_{n-1}b_n}^{(3)} \frac{1}{m_l^2} C_{lb_{n-2}b_{n-1}b_n}^{(4)} + \sum_{l} \frac{C_{b_1...b_{n-3}l}^{(n-2)}}{m_l^2} \frac{1}{m_l^2} C_{sb_{n-2}b_{n-1}b_n}^{(3)} = 0. \]  

(2.20)

This equation was found in [12] and allows the value of \( C^{(n)} \) to be found given the values of the masses and the 3-, 4-, \( (n-2) \)-, and \( (n-1) \)-point couplings.

What we have just found is a necessary condition for the absence of particle production at the tree level. Of course the relation in (2.20) is not a sufficient condition to ensure the tree-level integrability of the theory, and indeed it leaves the choice of 3- and 4-point couplings completely free, as well as the masses of the particles. What we do know is that once we have fixed these parameters, all the higher-point couplings are uniquely fixed by equation (2.20).
With equation (2.20) we conclude the proof of points (i), (ii), (iii) from section 2.1. What is still missing is point (iv), corresponding to the finding of possible sets of masses, 3- and 4-point couplings that make the induction possible. To find these values we need to impose the cancellation of poles in 4-point inelastic processes and in events involving production with 5 and 6 external legs. If we are able to do this we have provided the basis for the induction procedure and, by the analysis carried out in (i), (ii) and (iii), the relation in (2.20) becomes a sufficient condition to prove the absence of particle production in the theory. Since these lower point processes are the basis of the entire induction we call the masses and the 3/4-point couplings the ‘seeds of integrability’.

3 Seeds of integrability

In order to find all the couplings iteratively using (2.20) we need to figure out what ‘seed’ 3- and 4-point couplings allow only elastic tree-level scattering in 4-, 5- and 6-point interactions. We start by studying 2 to 2 non-diagonal scattering amplitudes, which we require to be null since the theories we want to construct are purely elastic, and then we will move to higher point processes.

3.1 Simplification processes in 4-point non-diagonal scattering

We examine the case in which two incoming particles $a$ and $b$ evolve to two outgoing particles $c$ and $d$ of different types

$$a(p_1) + b(p_2) \rightarrow c(p_3) + d(p_4),$$

considering for the moment only 3-point couplings. If the theory is integrable such processes should be forbidden, a fact that should be visible perturbatively. In particular, this requires that a so-called flipping rule on the masses and couplings of the particles should exist, as introduced in context of the perturbative study of higher poles in Toda theories in [14]. The idea is that any time a Feynman diagram contributing to a non-diagonal 2 to 2 process has a pole at a particular value of the external momenta, there must be a pole in at least one other diagram for the same value of the momenta, so as to obtain a finite (and therefore constant) overall result which can be cancelled by a suitably-chosen 4-point coupling, as explained in the last section. Note that this includes the possibility to have diagrams with on-shell bound state particles propagating in all three different $s$-, $t$- and $u$-channels, whose sum of residues is equal to zero. We adopt the convention for the Mandelstam variables defining

$$s = (P_1 + P_2)^2, \quad t = (P_1 - P_3)^2, \quad u = (P_1 - P_4)^2.$$  

By assumption we consider all the particles contained in (1.1) to be possible asymptotic states of the theory; this implies, in order to prevent decay processes, that any time a coupling $C^{(3)}_{abc}$ is nonzero the mass of each particle appearing in the vertex should be smaller than the sum of the other two. As a consequence of this the masses of three particles admitting a nonzero 3-point coupling can be drawn in Euclidean space as the sides of a triangle. To find the poles we need to consider the analytic continuation of the amplitude and study the region in which the external momenta are complex and the $a_j$ factors in (2.1)
are phases (i.e. the rapidities \( \theta_j \) are imaginary). From now on we will work considering always the first component of the momenta in (2.1), that will be a complex number with absolute value given by the particle mass. We can assert that if there exists a coupling \( C^{(3)}_{ijk} \) different from zero mediating the interaction between three asymptotic states \( i, j \) and \( k \) then there are three complex numbers \( p_i, p_j \) and \( p_k \) corresponding to the particles \( i, j \) and \( k \) such that \( p_i + p_j + p_k = m_i e^{i\theta_i} + m_j e^{i\theta_j} + m_k e^{i\theta_k} = 0 \) and the absolute values of such momenta are respectively \( m_i, m_j \) and \( m_k \). We use such triangular relations to construct Feynman diagrams with internal propagators on-shell as shown in figure 6. We have called \( iU_j \) the imaginary value of the rapidity \( \theta_j \) defined on the RHS of (2.1).

Figure 6 shows the flipping rule in a case for which poles appear simultaneously in three Feynman diagrams with three possibly-different particles \( i, j \) and \( l \) propagating on-shell in the \( s-\), \( t-\) and \( u-\)channels respectively. Since the particle momenta are complex numbers with absolute values given by the particle masses we can draw dual versions of the Feynman diagrams on the complex plane as tiled polygons. As shown in the figure, while the diagrams having particles \( i \) and \( j \) propagating in the \( s-\) and \( t-\)channels are represented by convex quadrilaterals, the diagram with the \( l \) particle propagating in the \( u \) channel is concave. In such a situation on the pole position we have \( s = m_i^2 \), \( t = m_j^2 \) and \( u = m_l^2 \) for the same value of the external momenta. Remembering that in two dimensions only one Mandelstam variable is independent we can Taylor expand \( t \) and \( u \) respect to \( s \) as

\[
\begin{align*}
t(s) &= t(m_i^2) + \frac{dt}{ds}igg|_{m_i^2} (s - m_i^2) + \ldots = m_j^2 + \frac{dt}{ds}igg|_{m_i^2} (s - m_i^2) + \ldots \\
u(s) &= u(m_i^2) + \frac{du}{ds}igg|_{m_i^2} (s - m_i^2) + \ldots = m_l^2 + \frac{du}{ds}igg|_{m_i^2} (s - m_i^2) + \ldots
\end{align*}
\tag{3.3}
\]

Summing the three diagrams in figure 6 the amplitude near the pole is

\[
M^{(4)} \sim C^{(3)}_{ab} \frac{1}{s - m_i^2} C^{(3)}_{cd} + C^{(3)}_{ab} \frac{1}{s - m_j^2} C^{(3)}_{cd} + C^{(3)}_{ab} \frac{1}{s - m_l^2} C^{(3)}_{cd}.
\tag{3.4}
\]

From a general property of the diagonals of quadrilaterals (in appendix A we give an explicit derivation) we know that for the second diagram in figure 6,

\[
\frac{dt}{ds}igg|_{m_i^2} = -\frac{\Delta_{ajc} \Delta_{bjd}}{\Delta_{ab} \Delta_{cd}}
\tag{3.5}
\]

where \( \Delta_{ABC} \) is the area of the triangle having for sides the masses \( m_A, m_B \) and \( m_C \). The minus sign in (3.5) reflects the fact that the diagram is convex, so stretching the \( i \) diagonal...
keeping the lengths of the external sides fixed causes the \( j \) diagonal to get shorter. On the other hand for the concave quadrilateral (the last diagram in figure 6) increasing the \( i \) diagonal also increases the \( l \) diagonal too, and we have

\[
\frac{du}{ds} \bigg|_{m_i^2} = \frac{\Delta_{ald}\Delta_{bcd}}{\Delta_{abd}\Delta_{cil}}. \tag{3.6}
\]

Substituting (3.5) and (3.6) into (3.4) we have

\[
M^{(4)} \sim \frac{\Delta_{aib}\Delta_{cid}}{s - m_i^2} \left[ \frac{C^{(3)}_{aib}C^{(3)}_{cid}}{\Delta_{aib}\Delta_{cid}} - \frac{C^{(3)}_{ajc}C^{(3)}_{bijd}}{\Delta_{ajc}\Delta_{bijd}} + \frac{C^{(3)}_{ald}C^{(3)}_{blic}}{\Delta_{ald}\Delta_{blic}} \right]. \tag{3.7}
\]

We have written the singular contribution to the amplitude in the neighbourhood of the pole \( s \sim m_i^2 \), corresponding choosing a value of the red diagonal in figure 6 close to \( m_i \) with the external sides kept fixed at their mass-shell values. This formula makes it natural to incorporate the area of the corresponding mass triangles into the parametrisation of the 3-point couplings by setting

\[
C^{(3)}_{ijk} = \Delta_{ijk} f_{ijk}. \tag{3.8}
\]

While the area of triangle does not distinguish particles from antiparticles, since their masses are equal, \( f_{ijk} \) needs to differentiate indices of particles from those of antiparticles that as usual we indicate respectively with \( i \) and \( \bar{i} \). A first feature of these parameters, coming from the way in which we wrote the Lagrangian (1.1), is that \( f_{\bar{a}\bar{b}\bar{c}} = f_{abc}^* \). A first feature of these parameters, coming from the way in which we wrote the Lagrangian (1.1), is that \( f_{\bar{a}\bar{b}\bar{c}} = f_{abc}^* \). A first feature of these parameters, coming from the way in which we wrote the Lagrangian (1.1), is that \( f_{\bar{a}\bar{b}\bar{c}} = f_{abc}^* \). A first feature of these parameters, coming from the way in which we wrote the Lagrangian (1.1), is that \( f_{\bar{a}\bar{b}\bar{c}} = f_{abc}^* \).

Substituting (3.8) into (3.7), the residue for a 2 to 2 inelastic amplitude is proportional to

\[
\text{Res}(M^{(4)}) \sim f_{aib}f_{cid} - f_{ajc}f_{bijd} + f_{ald}f_{blic}\tag{3.10}
\]

and the requirement that it be equal to zero implies the following constraint

\[
f_{aib}f_{cid} - f_{ajc}f_{bijd} + f_{ald}f_{blic} = 0. \tag{3.11}
\]

The situation can be generalized to the degenerate case in which more than a single particle propagates on-shell in each one of the channels. If for example there are different intermediate states, all with mass \( m_i \), propagating on-shell in the \( s \)-channel we need to sum over all the possible particles \( i \) in (3.11) with that mass. The more general situation is therefore obtained by introducing in the relation (3.11) three different sums over all the possible particles \( i, j \) and \( l \) with respective masses \( m_i, m_j \) and \( m_l \). However, such degenerate situations never occur in affine Toda theories, where the cancellations of singularities always happen between pairs or triplets of Feynman diagrams with at most one particle propagating on-shell in each one of the possible channels. Cases for which the cancellation of poles happens between pairs of Feynman diagrams with opposite residues, corresponding to particles propagating in just two different channels, are also contained in relation (3.11) by simply setting one of the terms to zero.

It is worth noting that the pole cancellation condition in inelastic 4-point processes not only relates the values of different 3-point couplings, but also gives strong constraints on
the possible sets of masses. The requirement that poles always have to appear at least in pairs in order to cancel, as in figure 6, is highly non-trivial, and leaves very little freedom on the possible masses of the theory. Moreover, the fact that the amplitude should not present any singularities, no matter the branch of the kinematics we are considering in the solution of the energy-momentum constraints, together with the flipping move, allows us to construct networks of Feynman diagrams related each other. We will show below how this works in an example of the $e_8^{(1)}$ affine Toda theory. This model, as all the other affine Toda field theories constructed from simply-laced Dynkin diagrams, is characterised by satisfying the following ‘simply-laced scattering conditions’

**Property 1.** A theory respects ‘simply-laced scattering conditions’ if in 2 to 2 non-diagonal scattering the poles cancel in pairs (flip $s/t$, $s/u$ or $t/u$) and in 2 to 2 diagonal interactions it presents only one on-shell propagating particle at a time.

We will study these conditions further in the analysis of 5-point interactions where they will play a crucial role in constraining the values of the couplings. If they are satisfied, the cancellation mechanism of the singularities happens between flipped copies of Feynman diagrams with particles propagating in a pair of channels: $s/t$, $s/u$ or $t/u$. It never happens that three poles appear simultaneously in Feynman diagrams with on-shell bound states propagating in the three different channels. The two flipped diagonals correspond to the masses of two particles propagating in different channels cancelling each other. We distinguish three types of flip depending on the way in which we replace a diagonal with its flipped version. Flips of type I are characterised by maintaining the external convex shape of the polygon during the replacement procedure (in figure 7 it is the flip connecting the $s$-to the $t$-channel). Contrarily flips of type II and type III change the order of the external particles in passing from one channel to its flip, obtaining in one case a concave polygon. These two kinds of flip are distinguished by the fact that in the former, one of the two points remains the same (in figure 7 we see indeed that both the $j$ and $l$ vectors starts from the meeting point of the sides $a$ and $b$) while in latter both the starting and the ending point of the diagonal change. Depending on the type of flip connecting the cancelling diagrams, the product of the $f$-functions entering in the three-point vertices may or may not change sign. Assume for example to have a type I flip, connecting in our case the $s$- and the $t$-channels (which means the pair of cancelling singularities corresponds to a copy of diagrams with particles propagating in the $s$- and $t$-channels). In such a case only the first two terms in (3.11) are different from zero implying that the product of the corresponding $f$-functions, in order to avoid the singularity, does not change sign

\[ f_{ab}f_{id} = f_{ac}f_{jd}. \]

Using the same argument we see that the sign does not change in type II flips, while it does change with a flip of type III. We summarise these different situations in figure 7. This sign rule is useful also in the study of loop diagrams to understand the cancellation mechanism at loop level and in the computation of the total sum of Landau singularities [14]. The original paper [14] differentiated between two different kinds of flips that were the two different types they encountered in the construction of loop networks of singular Feynman diagrams. We distinguish a third type of flip here in order to understand the sign rule connecting products of different 3-point couplings, as also shown in figure 7.
Let show how to generate a network of Feynman diagrams entering into a certain non-allowed processes in the $e_8^{(1)}$ affine model. In the present case we use different colours to indicate the different masses of the theory, that we label in increasing order $m_1 < \ldots < m_8$. Consider the following inelastic process

$$P + P \rightarrow P + P, \quad (3.12)$$

in which a 'blue'- and a 'black'-particle (with masses $m_5$ and $m_3$ respectively in $e_8^{(1)}$) evolve into a 'red'- and an 'orange'-particle (with masses $m_1$ and $m_2$). If we know the on-shell shape of a single Feynman diagram contributing to this scattering process, corresponding to a certain kinematical configuration of the external states at which an internal diagonal is on-shell, we can figure out from it all the remaining diagrams. Let explain how the generation of all the on-shell graphs can be realized.

We start by taking the quadrilateral number (1) in figure 8, with an on-shell green diagonal corresponding to a particle with mass $m_4$ propagating in the $s$ channel. Starting from this configuration we can move to the other two diagrams by applying two different moves. We can flip the green propagating particle finding what other diagonal is equal in length to one of the possible eight different values of masses present in the theory. We find in this manner that a type III flip can be applied moving the diagram to the configuration (12), in which a 'black'-particle propagates in the crossed-channel. The two diagrams (1) and (12) are one the flipped of the other, and the associated poles, that appear for the same external kinematical configuration, cancel in the sum. On the other hand we also know that there is another choice of the external kinematics for which the 'green'-particle of diagram (1) is on-shell. Such a second choice corresponds of reflecting the outgoing 'red'- and 'orange'-particle with respect to this green segment, and represents the other solution of $\Sigma$ in (2.10) satisfying energy-momentum conservation. This second move, that we call

**Figure 7.** Possible simultaneous poles in a non-allowed four-point process. In theories satisfying simply-laced scattering conditions, only two among the three diagrams diverge simultaneously for a particular choice of the external kinematics. In this case the product of the three-point couplings changes sign flipping from the $s$- to the $u$-channel whereas it does not change sign flipping from the $t$- to the $s$-channel and flipping from the $t$- to the $u$-channel.
a ‘jump’ in figure 8, corresponds of keeping the diagonal associated to the propagating bound state fixed and reflecting two external sides with respect to it. This move preserves the singular propagator while changing the external kinematical configuration at which this propagator diverges. Starting from diagram (1), in figure 8, we apply the two moves, alternating ‘jumps’ and ‘flips’. While the ‘flip’ changes the type of propagator entering into the diagram, connecting therefore two different Feynman diagrams contributing to the process, the ‘jump’ does not change the particles and the vertices of the diagram but only the values of the external momenta. In figure 8, (1) and (2) correspond to the same diagram with different choices of external kinematics, similarly (3) and (4) and so on. After a finite number of jumps and flips we return to the graph we started from. This generates in total six different Feynman diagrams contributing to the process, whose on-shell configurations are contained in the copies of pictures [(1),(2)], [(3),(4)], [(5),(6)], [(7),(8)], [(9),(10)] and [(11),(12)] (each pair of graphs contains two different kinematical configurations of the same diagram).

This discussion can be extended to models (such as the non simply-laced affine Toda theories) in which it is also possible to find 3 simultaneously on-shell propagating particles for a single kinematical configuration. Although figure 8 shows a particular scattering from the $\varepsilon_k^{(1)}$ theory for which the flipping rule happens between pairs of diagrams, similar networks need to be present in any integrable model constructed from a Lagrangian of the form in (1.1).

To any flip in a theory with simply-laced scattering conditions we can associate a constraint of the form (3.11), where we set to zero the contribution that is not present. Since the network is closed in a circle this leads to a finite number of constraints on the functions $f_{ijk}$, that in the present case become

$$f_{...}f_{...} = -f_{...}f_{...} = -f_{...}f_{...} = -f_{...}f_{...} = -f_{...}f_{...}$$

where we used the different colours to label the different particles. The signs connecting the products of the different $f$-functions come from the sign rule (summarized in figure 7) for the different types of flip. By simplifying some of the equal terms in (3.13) it follows from these constraints that $f_{...} = f_{...}$ and $f_{...} = f_{...}$. It is interesting to note that the network of graphs in figure 8 includes all of the Feynman diagrams involving 3-point couplings contributing to the scattering (3.12), so, perhaps surprisingly, all these different graphs could be found starting from a single Feynman diagram. However the story is not quite over; indeed at this point we know a set of nonzero couplings and from them we can start studying further processes. For example we observe that both $f_{...} \neq 0$ and $f_{...} \neq 0$; this implies that we can draw a diagram in which a ‘blue’ and a ‘black’-particle fuse into a ‘red’-propagator that then decays into a ‘orange’- and a ‘green’-state. Starting from this diagram we can therefore starting applying ‘jumps’ and ‘flips’ to obtain the different graphs contributing to the process

$$P_\bullet + P_\bullet \rightarrow P_\bullet + P_\bullet.$$

This would relate the 3-point couplings of this second process to the 3-point couplings entering into (3.12).

Only a few special sets of masses allow closed networks of diagrams to be obtained for all the different processes. If we instead start with a generic diagram, drawn as a
Figure 8. Network of Feynman diagrams with different on-shell configurations of external momenta contributing to an inelastic process in the $e_8^{(1)}$ affine Toda field theory. Segments depicted with different colours are equal in length to the different masses of the theory. By properly ordering the external lines it is possible, for each pair of diagrams connected by one flip, to recognize the corresponding flip shown in figure 7.

A quadrilateral having sides of random length, and start applying ‘jumps’ and ‘flips’ to it, we will go on adding more and more particles to the theory in order to make the singularity cancellations possible. In the end the network will never close. In order to obtain a closed loop of graphs, we need to start with a special set of masses, corresponding an integrable theory.

So far we have found the conditions under which the 2 to 2 non-diagonal scattering amplitude constructed using only 3-point vertices has no poles and is therefore a constant not depending on the choice of the momenta. Now we need to set the 4-point coupling so as to cancel this constant and obtain at the end a null process.
### 3.2 Setting the 4-point couplings

Focusing on the non-diagonal process in equation (3.1), the amplitude obtained using only 3-point vertices is given by summing over all the possible particles propagating in the $s$-, $t$- and $u$-channels

\[ M^{(4)}(s,t,u) = -i \sum_s C_{s}^{ab} \frac{1}{s - m_s^2} C_{s}^{cd} + i \sum_j C_{ac}^{j} \frac{1}{t - m_j^2} C_{jc}^{bd} - i \sum_l C_{ad}^{l} \frac{1}{u - m_l^2} C_{ld}^{bc}. \]  

(3.14)

Since we have already proved that after having properly tuned the masses and 3-point couplings such an amplitude is a constant (for $\{c,d\} \neq \{a,b\}$) we can take a particular choice of momenta that simplifies the computation. Two choices of multi-Regge limit can be adopted; we can set $s = +\infty$, $t = -\infty$ and $u = 0$ or $s = +\infty$, $t = 0$ and $u = -\infty$. This corresponds of solving the limit $s \rightarrow +\infty$ in the two different Riemann sheets over which $\Sigma$ in (2.10) takes values. In both the cases the result needs to be the same, since in the absence of poles the amplitude is a constant, and the 4-point coupling cancelling the process is

\[ C_{abcd}^{(4)} = \sum_j C_{ac}^{j} \frac{1}{m_j^2} C_{jd}^{bc} = \sum_l C_{ad}^{l} \frac{1}{m_l^2} C_{ld}^{bc}. \]  

(3.15)

A similar result can be obtained in the case in which the particles in the initial and final state are equal, so that $\{c,d\} = \{a,b\}$. In this case we need to set the 4-point coupling so as to cancel the reflection process, corresponding to the function defined over the blue half of the degenerate torus described in section 2.3, and allow only transmission. The only situation in which the 4-point coupling cannot be obtained from the masses and 3-point vertices is when it involves the scattering of 4 real equal particles. This is a situation in which we cannot distinguish the reflection from the transmission and the event is always allowed. In this case to tune the 4-point coupling correctly we need to analyse the interaction of five external states.

### 3.3 No-particle production in 5-point processes and tree level bootstrap

The cancellation of 4-point non-diagonal processes is made possible by the flipping rule, cancelling all the possible poles appearing in the sums of Feynman diagrams. We now study how the same rule permits the cancellation of all singularities in the 5-point scattering amplitudes, provided we impose extra constraints on the values of the $f_{ijk}$ and the 4-point couplings.

We start with the case in which all the interacting particles are different. This is somewhat trivial, since whenever an internal propagator goes on-shell it splits the amplitude into a 3-point vertex and an on-shell 4-point inelastic process. Since the inelastic 4-point processes are null, entering into the analysis previously performed, the residues of such scattering processes are all zero and no singularity appears. We therefore move directly to a less trivial case, in which the scattering involves two equal particles as in the following 3 to 2 event:

\[ a(p_1) + b(p_2) + d(p_3) \rightarrow c(p_4) + d(p_5). \]  

(3.16)

We choose here to study a process with 3 incoming and 2 outgoing particles, but of course it is possible to bring particles on the left hand side or on the right hand side of the arrow by
changing the sign of the momenta and particles to antiparticles. This process represents the most general case of a 5-point scattering amplitude that could in principle contain poles. Such poles can appear when, as shown in figure 9, the propagator connecting the blobs\(^4\) and the 3-point vertices is a particle of the same type as those present as external legs. This is indeed the only way to have a nonzero residue when the propagator diverges because the 2 to 2 scattering processes represented by the three blobs in figure 9 are diagonal. We sum the three different combinations of Feynman diagrams in figure 9, choosing to write the momenta in light-cone components as in (2.1). By using Lorentz invariance and the conservation of the overall energy and momentum we can remove three parameters from the amplitude, writing it as a function depending only on \(a_3\) and \(a_5\). Then we study its dependence on one parameter at a time, starting with \(a_5\). Taking the limit \(a_5 \rightarrow a_3\) (i.e. choosing the same momenta for the incoming and outgoing \(d\) particle in (3.16)) we can isolate the residue of the amplitude at the pole

\[
M^{(5)}(a_3, a_5) \simeq \frac{1}{a_5 - a_3} \text{Res}_{a_5=a_3} M^{(5)}(a_3, a_5).
\]  

(3.17)

The residue in the expression above is a function of a single parameter \(a_3\) and can be written as

\[
\text{Res}_{a_5=a_3} M^{(5)}(a_3, a_5) = \frac{C^{(3)}_{abc}}{m_d} a_3 \left[ \frac{1}{m_c} \frac{a_4 a_3}{a_4^2 - a_3^2} M^{(4)}_{cd}(a_4, a_3) - \frac{1}{m_a} \frac{a_1 a_3}{a_1^2 - a_3^2} M^{(4)}_{ad}(a_1, a_3) - \frac{1}{m_b} \frac{a_2 a_3}{a_2^2 - a_3^2} M^{(4)}_{bd}(a_2, a_3) \right].
\]  

(3.18)

The parameters \(a_1, a_2\) and \(a_4\) in (3.18) are fixed and on the pole satisfy the fusing relation depicted in figure 10, so that the residue depends only on \(a_3\). \(M^{(4)}_{cd}, M^{(4)}_{ad}\) and \(M^{(4)}_{bd}\) are the on-shell values of the 2 to 2 amplitudes in figure 9. This corresponds to taking the limit in which the blobs in figure 9 go on-shell and the intermediate propagators diverge. Since

---

\(^4\)The blobs represent the sum of all tree-level Feynman diagrams having as external legs the types of particles entering into the blob.
these blobs are allowed processes, the three terms in the square brackets in (3.18) do not vanish individually, but must cancel between themselves. To prove this, it is sufficient to prove that the sum of these terms has no poles as a function of $a_3$. This is enough to show that it is a constant as a function of $a_3$, which can be seen to be zero by taking the limit $a_3 \to \infty$.

Before continuing the study of the singularities connected to 5-point interactions we show how the requirement that the expression in (3.17) has zero residue is equivalent to imposing tree-level bootstrap relations connecting the different S-matrix elements.

### 3.3.1 The tree level bootstrap

The 2 to 2 S-matrix element $S_{ij}$ is given in terms of $M^{(4)}_{ij}$ by

$$S_{ij}(\theta_{ij}) = \frac{1}{4m_i m_j \sinh \theta_{ij}} M^{(4)}_{ij}(a_i, a_j),$$

where $\theta_{ij}$ is the difference between the rapidities of particles $i$ and $j$, and the conversion factor comes from writing the Dirac delta function associated to the total momentum conservation in terms of the rapidities and from the additional normalisation terms carried by the external particles. Using this fact and writing the $a$-variables as $a_i = e^{\theta_i}$ the requirement that the residue of (3.17) is equal to zero is equivalent to the following constraint on the tree-level S-matrix

$$S^{\text{tree}}_{cd}(\theta_{43}) = S^{\text{tree}}_{ad}(\theta_{13}) + S^{\text{tree}}_{bd}(\theta_{23}).$$

(3.20)

In this equality the only free parameter is the rapidity $\theta_3$ of the $d$-particle, since all the other rapidities are frozen on their on-shell values making the diagrams in figure 9 singular on the pole. Defining the difference between the $c$- and $d$-particle rapidities to be $\theta_{43} = \theta$, the relation in (3.20) can be written as

$$S^{\text{tree}}_{cd}(\theta) = S^{\text{tree}}_{ad}(\theta + \theta_{14}) + S^{\text{tree}}_{bd}(\theta + \theta_{24})$$

(3.21)

The quantities $\theta_{14}$ and $\theta_{24}$ are the differences between the rapidities of the $a$- and $c$-particles, and between the rapidities of the $b$- and $c$-particles interacting in the vertex $C^{(3)}_{abc}$. These are imaginary angles that are frozen on the pole position, where the on-shell particles fuse in the 3-point vertex $C^{(3)}_{abc}$ satisfying the triangular relation in figure 10. Referring to figure 10 we label

$$\theta_{41} = -i\tilde{U}^b_{ac}, \quad \theta_{42} = i\tilde{U}^a_{bc}.$$ 

Therefore we can write the constraint for the cancellation of the 5-point process as

$$C_{abc} \neq 0 \implies S^{\text{tree}}_{dc}(\theta) = S^{\text{tree}}_{da}(\theta - i\tilde{U}^b_{ac}) + S^{\text{tree}}_{db}(\theta + i\tilde{U}^a_{bc})$$

(3.22)

where $\tilde{U}^b_{ac}$ is the angle between sides $m_a$ and $m_c$ and $\tilde{U}^a_{bc}$ is the angle between $m_b$ and $m_c$ in the mass triangle $\Delta_{abc}$.

The relation in (3.22) connects all the 2 to 2 tree level S-matrix elements of the theory together and represents the first order in perturbation theory of the bootstrap relation

$$C_{abc} \neq 0 \implies S_{dc}(\theta) = S_{da}(\theta - i\tilde{U}^b_{ac})S_{db}(\theta + i\tilde{U}^a_{bc})$$

(3.23)
that, if the integrability is preserved at quantum level, is valid order by order in the loop expansion

\[ S_{ij}(\theta) = 1 + S_{ij}^{\text{tree}}(\theta) + \ldots \]

It is interesting to note how the bootstrap equations at the tree level completely emerges from the sole requirement that all the 5-point processes are equal to zero and their pictorial representation can be recognised in the sum of the singular diagrams in figure 9. Verifying the cancellation of the 5-point processes for a general theory requires to prove that the tree level bootstrap relation (3.22) is satisfied between all the different S-matrix elements. Such a relation is converted into particular constraints on the 3- and 4-point couplings of the theory.

3.3.2 Pole cancellation and ‘Simply-laced scattering conditions’

We now search for the additional constraints on the couplings necessary for the the tree-level bootstrap relations to be satisfied, and therefore for the vanishing of all the 5-point processes, for models satisfying the ‘simply-laced scattering conditions’ defined in property 1. We show how in these theories a necessary condition for the absence of particle production in 5-point interactions is that the absolute values of the f-functions do not depend on the particular 3-point vertex we are considering and from the relation in (3.8) we can then deduce the following area rule

\[ |C_{ijk}^{(3)}| = |f| \Delta_{ijk}, \quad (3.24) \]

where \(|f|\) is the absolute value common to each \(f\)-function. We now proceed to prove this assertion, adopting the method already used for the 4-point off-diagonal processes and imposing the absence of singularities. The requirement that the residue of (3.17) does not have any singularities in the variable \(a_3\) is equivalent to requiring that the LHS and the RHS terms of the relation (3.22) have the same pole structure.

In order to verify the cancellation between the different poles appearing in (3.18) we split the possible singularities of the residue into two kinds. The first type are singularities due to the possibility that some propagators go on-shell inside the 4-point amplitudes \(M_{cd}^{(4)}\), \(M_{ad}^{(4)}\) and \(M_{bd}^{(4)}\) while the second type are collinear singularities; this last kind happens when one of the denominators in (3.18) diverges, that is the situation in which \(a_3^2 \to a_1^2\), \(a_3^2 \to a_1^2\) or \(a_3^2 \to a_2^2\). We study these two different situations separately and we show how, with a few additional constraints, the poles of (3.18) cancel in both cases.
Figure 11. Poles structure in the process $a + b + d \rightarrow c + d$. On the bottom and on the top are listed respectively the Feynman diagrams and their on-shell description.
We start describing the first kind of poles, those due to simultaneous singularities in $M^{(4)}_{cd}$, $M^{(4)}_{ad}$ and $M^{(4)}_{cd}$. We represent an example of this situation in figure 11 where we have drawn both the Feynman diagrams (on the bottom) and their dual description in terms of vectors in the complex plane (on the top). We suppose there is a propagating $i$-particle going on-shell in $M^{(4)}_{cd}$ (it is represented by a red line in the first picture of figure 11). Looking at the quadrilateral defined by vectors $a(p_1), b(p_2), i(p_3 + p_4)$ and $d(p_4)$ we note that the flipping rule can be applied on the propagating particle $c(p_3)$. As explained previously there are two possibilities for the flip, one case in which $a(p_1) + d(p_3) = i(p_3 + p_4) - b(p_2) = j(p_1 + p_3)$ where $j$ is an on-shell propagating particle, and one in which the on-shell propagating particle is given by $b(p_2) + d(p_4) = i(p_1 + p_3) - a(p_1)$. We are assuming that we cannot have both at the same time. In figure 11 the first situation is shown; it is evident how, after having applied two flips, the same values of momenta which contribute to a pole in $M^{(4)}_{cd}$ generate another pole in the amplitude $M^{(4)}_{ad}$. If the particles were all different we could continue to flip internal propagating particles and we would obtain a closed network with a finite number of diagrams connected by simple flips. In this situation since two particles are identical after two flips the network is completed and we have obtained all the divergent possibilities for the flip, one case in which two particles are on-shell in the quadrilateral defined by vectors $a(p_1), b(p_2), i(p_3 + p_4)$, $d(p_4)$ in figure 11, not only $c$ and $j$ would contribute to the pole but also another on-shell particle, $t$ say, a bound state of $b(p_2)$ and $d(p_4)$. In this situation an extra

\[
\frac{1}{p_i^2 - m_i^2} \left[ \frac{|C_{cdi}^{(3)}|^2}{\Delta_{cdi}^2} - \frac{|C_{adj}^{(3)}|^2}{\Delta_{adj}^2} \right].
\]

(3.25)

A detailed derivation of this expression is given in appendix B. Substituting (3.8) into (3.25) and requiring the quantity in square brackets to be zero implies the following equality

\[
|f_{cdi}|^2 = |f_{adj}|^2.
\]

(3.26)

In fact, this relation follows from the properties already imposed in the cancellation of 2 to 2 off-diagonal processes, as follows. Looking at the three on-shell diagrams of figure 11 we note that the following relations hold,

\[
f_{abc}f_{cdi}f_{cdi} = f_{adj}f_{fbi}f_{cdi} \quad \text{type I flip,} \quad f_{adj}f_{adj}f_{abc} = f_{adj}f_{adj}f_{abc}.
\]

(3.27)

where we used the sign rules satisfied by the different types of flips summarized in figure 7. Simplifying the common factor $f_{abc}$ in the first and in the third terms in (3.27) and using (3.9) we obtain exactly the relation (3.26) that is therefore simply a consequence of the flipping rule. From now on we refer to these singularities as ‘flipped singularities’ since they cancel simply using the flipping rule.

The relation (3.26) is consistent with the area rule (3.24). This consistency is due to the fact that we are assuming, as part of the simply-laced scattering conditions, that the flipping rule happens between pairs of graphs. If we violated this condition, having an $s$, $t$- and $u$-channel particle simultaneously on-shell in the quadrilateral defined by $a(p_1), b(p_2), i(p_3 + p_4), d(p_4)$ in figure 11, not only $c$ and $j$ would contribute to the pole but also another on-shell particle, $t$ say, a bound state of $b(p_2)$ and $d(p_4)$. In this situation an extra
contribution \(|C_{bdl}^{(3.25)}|\) would be present in the square brackets of (3.25), providing another term in the relation (3.26) that would become

\[
|f_{cd\bar{b}}|^2 = |f_{ad\bar{j}}|^2 + |f_{bd\bar{l}}|^2.
\] (3.28)

In this situation we see that for a given \(d\) particle the absolute value of its corresponding \(f\)-function depends on the particles with which it couples according with a set of constraints of the form expressed in (3.28). This is what generally happens in non simply-laced affine Toda theories.

However, though the relation (3.26) agrees with the area rule (3.24), it is not enough to prove it. At a first glance it may seem from the expression in (3.26) that given a generic particle \(d\), the absolute value of its \(f\)-function \(f_{dij}\) does not depend on the particles \(i\) and \(j\) with which it couples. Such a conclusion is too hasty, since the indices \(\{c, \bar{i}\}\) and \(\{a, \bar{j}\}\) appearing on the LHS and on the RHS of (3.26) are not arbitrary but correspond to particular on-shell channels inside the amplitudes \(M_{cd}^{(4)}\) and \(M_{ad}^{(4)}\). To show that the area rule is universally satisfied by all the models respecting property 1 we need to study also the second kind of singularities, happening when the momenta of two particles become collinear; we refer to these as ‘collinear singularities’.

This second situation can arise only when we have at least three equal particles in the scattering. Indeed suppose we take the limit \(a_3 \to a_4\); in this situation the term in front of \(M_{cd}^{(4)}(a_3, a_4)\) in equation (3.18) becomes infinity but at the same time, if \(c\) and \(d\) are particles of different types, we also have \(M_{cd}^{(4)}(a_3, a_4) \to 0\). This is indeed the limit in which the transmitting and the reflecting processes involving the 2 to 2 scattering of the particles \(c\) and \(d\) become equal. Since the latter event is forbidden in any integrable theory in this limit both the processes need to be zero and collinear singularities are not allowed.

The story is different if the labels \(c\) and \(d\) are equal. In this case transmission cannot be distinguished from reflection and \(M_{cc}^{(4)}(a_3, a_4)\) (we give particles \(c\) and \(d\) the same label since we are analysing the situation in which they are equal) does not go to zero for \(a_3 \to a_4\); so it is possible to have singularities due to collinear momenta. In particular if \(d = c\), in the limit \(a_3 \to a_4\) the amplitude \(M_{cc}^{(4)}(a_4, a_3)\) is nonzero while the term in front of it in equation (3.18) goes to infinity. However in this case other poles appear in the amplitudes \(M_{bc}^{(4)}\) and \(M_{ac}^{(4)}\) that cancel this singularity. A picture of this situation is shown in figure 12 where we highlight how the collinear singularity in the first graph is accompanied by two poles due to two on-shell particles propagating in \(M_{bc}^{(4)}\) and \(M_{ac}^{(4)}\). An explicit computation of the residue is reported in appendix B. In order to cancel the residue for this kind of pole we need to require that in the collinear limit the scattering amplitude for a process of the form \(c + c \to c + c\) is given by

\[
M_{cc}^{(4)} \big|_{\text{collinear}} = -\frac{i}{4} m_c^2 |f_{abc}|^2.
\] (3.29)

Such relations allow the 4-point coupling \(C_{ccc}^{(4)}\) to be fixed in terms of the 3-point couplings also in those cases in which the procedure described in 3.2 cannot be applied (i.e. when the 4-point amplitude is diagonal). We note that the absolute value of a function \(f_{abc}\), containing a particle of type \(c\) does not depend on the particles \(a\) and \(b\) with which it couples, being the LHS of the equality (3.29) independent on \(a\) and \(b\). In contrast to (3.26), the particles \(a\)
Figure 12. Infinite contributions to the residue of the amplitude $a + b + c \to c + c$ when collinear singularities are present. The infinities sum to zero so that in the end the residue is finite.

and $b$ are completely arbitrary, being any pair of particles coupling with $c$. For this reason we can state that any theory satisfying the simply-laced scattering conditions reported in 1 respects an area rule of the form (3.24). Indeed, given the arbitrariness of the interacting particles, from the relation in (3.29) we can have only two possible situations: either there exist two decoupled sectors of the theory that do not interact each other and can have two possible different absolute value of their $f$-functions, or, if all the particles are connected, there exists only one possible value of $|f_{ijk}|$ that needs to be common to all the 3-point couplings. This implies that the expression in (3.29) can consistently be written as

$$M_{\alpha}^{(4)} \bigg|_{\text{collinear}} = -\frac{i}{4} m_c^2 |f|^2$$  \hfill (3.30)

where $|f|$ is the common value to all the absolute values of the $f$-functions. The combination of (3.30) with the area rule (3.24) ensures, in theories satisfying simply-laced scattering conditions, that the residue of the amplitude at the pole $a_5 \to a_3$ is equal to zero, independently of the value of $a_3$. Therefore the amplitude has no singularities in $a_5$ and it is a constant in this variable. The entire discussion can be repeated identically for the variable $a_3$ so that we have

$$\frac{\partial M^{(5)}}{\partial a_3} = \frac{\partial M^{(5)}}{\partial a_5} = 0,$$

and $M^{(5)}$ is constant everywhere.

As a simple check that everything is working correctly, we consider a theory of a single real scalar field of mass $m$. In this case the 3-point coupling is given by the relation in (3.8) and can be written as

$$C^{(3)} = \frac{\sqrt{3}}{4} m^2 \lambda$$ \hfill (3.31)

where on the right hand side we have written the value of the area of an equilateral triangle of side $m$ and $\lambda$ corresponds to the value of the $f$-function in equation (3.8). By a direct
calculation of the scattering amplitude for a 2 to 2 collinear process in this theory we obtain

\[ M^{(4)}_{cc} \big|_{\text{collinear}} = (-iC^{(3)})^2 \frac{i}{4m^2 - m^2} - (-iC^{(3)})^2 \frac{i}{m^2} - (-iC^{(3)})^2 \frac{i}{m^2} - iC^{(4)}. \]  

(3.32)

Comparing this expression with (3.30), where in this case |f|^2 = \lambda^2, we find that the value of the 4-point coupling cancelling poles in 5-point events needs to be

\[ C^{(4)} = \frac{9}{16} m^2 \lambda^2. \]  

(3.33)

If we write the first few terms of the Lagrangian that we are constructing

\[ \mathcal{L} = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{m^2}{2} \phi^2 - \frac{1}{3!} \frac{\sqrt{3}}{4} m^2 \lambda \phi^3 - \frac{1}{4!} \frac{9}{16} m^2 \lambda^2 \phi^4 + \ldots \]  

(3.34)

we note that they are the lower orders in the expansion of the following Bullough-Dodd theory

\[ \mathcal{L} = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{8 m^2}{9 \lambda^2} \left( e^{2\sqrt{3}/3} \lambda \phi + 2 e^{-2\sqrt{3}/3} \lambda \phi - 3 \right). \]  

(3.35)

All the other couplings can be obtained from (3.31) and (3.33) acting iteratively with (2.20) and it can be shown that they match with the expansion of (3.35).

### 3.4 No-particle production in 6-point processes and factorisation

Events involving 6 external particles are relatively simple to analyse once we know that non-diagonal scattering is not allowed in 4- and 5-point processes. In this case the most general process not trivially equal to zero is given by

\[ a(p_1) + b(p_2) + c(p_3) \rightarrow a(p_4) + b(p_5) + c(p_6). \]  

(3.36)

Indeed, if there were more than three different particles then any time an internal propagator goes on-shell it would factorise the amplitude into two processes of which at least one is inelastic, generating a zero residue. For the event represented in equation (3.36), all the poles also cancel. The reason is that such poles appear always in copies as shown in figure 13. The two diagrams in figure 13 are equal except for the fact that in the limit \( a_4 \rightarrow a_1 \) (i.e. on the pole) they present two propagators with opposite sign, that are given respectively by

\[ G_1 = \frac{i}{m_a m_c} \frac{-a_1^2 a_3}{a_4 a_3^2 - a_4^2} \frac{1}{a_4 a_3^2 - a_4^2} \]  

(3.37)

and

\[ G_2 = \frac{i}{m_a m_c} \frac{a_1^2 a_3}{a_4 a_3^2 - a_4^2} \frac{1}{a_4 a_3^2 - a_4^2} \]  

(3.38)

This suffices to prove that the sum of the two singularities in the diagrams is equal to zero.

The situation is different if we maintain the \( i\epsilon \) prescription in the propagators. In this case each propagator can be written in terms of its principal value and its delta contribution. While the former cancels once it is summed to all the other diagrams (indeed the divergent parts of the principal values of \( G_1 \) and \( G_2 \) sum to zero while the remaining finite contribution is cancelled by all the other non-divergent diagrams) the latter gives a nonzero result. We can prove this using the distribution formula
to factorise the coming from the conservation of the total momentum we obtain figure 13 and multiplying by the extra factor momenta respectively.

where we define \( \theta_{13} \) the difference between the rapidities of the \( a \) - and \( c \)-particle, having respectively momenta \( p_1 \) and \( p_3 \). Using such result by a direct sum of the two diagrams in figure 13 and multiplying by the extra factor

\[
G_1 + G_2 = \frac{i}{m_a m_c} a_1^2 a_3 \lim_{\epsilon \to 0^+} \left( \frac{1}{(a_1 - a_4)(a_1^2 - a_3^2) + \frac{i a_1^2 a_4 \epsilon}{m_a m_c}} - \frac{1}{(a_1 - a_4)(a_1^2 - a_3^2) - \frac{i a_1^2 a_4 \epsilon}{m_a m_c}} \right)
\]

\[
= \frac{2\pi}{m_a m_c} \frac{a_1^2 a_3}{|a_1^2 - a_3^2|} \delta(a_1 - a_4) - \frac{\pi}{m_a m_c} \frac{\delta(\theta_1 - \theta_4)}{\sinh(\theta_{13})}
\]

(3.40)

where we define \( \theta_{13} \) the difference between the rapidities of the \( a \) - and \( c \)-particle, having respectively momenta \( p_1 \) and \( p_3 \). Using such result by a direct sum of the two diagrams in figure 13 and multiplying by the extra factor

\[
(2\pi)^2 \delta^{(2)} \left( \sum_{i=1,2,3} p_i - \sum_{k=4,5,6} p_k \right) \equiv (2\pi)^2 \delta \left( \sum_{i=1,2,3} p_i - \sum_{k=4,5,6} p_k \right) \delta \left( \sum_{i=1,2,3} p_i - \sum_{k=4,5,6} p_k \right)
\]

coming from the conservation of the total momentum we obtain

\[
4\pi^3 \frac{1}{m_a m_c |\sinh(\theta_{13})|} M^{(4)}_{ac} (a_1, a_3) \frac{1}{m_b m_c |\sinh(\theta_{23})|} M^{(4)}_{bc} (a_2, a_3) \delta(\theta_1 - \theta_4) \delta(\theta_2 - \theta_5) \delta(\theta_3 - \theta_6).
\]

(3.41)

In (3.41) we exploited the fact that the additional delta function arising from (3.40) constrains the possible space of outgoing momenta to a smaller subregion. In particular we used the following equality

\[
\delta(\theta_1 - \theta_4) \delta^{(2)} \left( \sum_{i=1,2,3} p_i - \sum_{k=4,5,6} p_k \right) = \delta(\theta_1 - \theta_4) \delta^{(2)} (p_2 + p_3 - p_5 - p_6) = \delta(\theta_1 - \theta_4) \frac{\delta(\theta_2 - \theta_5) \delta(\theta_3 - \theta_6)}{m_a m_c |\sinh(\theta_{23})|}
\]

to factorise the 6-point scattering into a product of two 4-point amplitudes. Inserting then the normalisation factor (a multiplicative term \( \frac{1}{\sqrt{4\pi}} \) for each external particle) and adding
the contribution (3.41) to the other two pairs of diagrams similar to the one shown in figure 13, but with particles $a$ and $b$ propagating in the middle, we find that the final 6-point S-matrix is given by

\[
S^{\text{tree}}_{abc}(\theta_1, \theta_2, \theta_3) = [S^{\text{tree}}_{ac}(\theta_1, \theta_3)S^{\text{tree}}_{bc}(\theta_2, \theta_3) + S^{\text{tree}}_{ab}(\theta_1, \theta_2)S^{\text{tree}}_{bc}(\theta_2, \theta_3) + S^{\text{tree}}_{ab}(\theta_1, \theta_3)S^{\text{tree}}_{ac}(\theta_2, \theta_3)] \\
\times \delta(\theta_1 - \theta_4)\delta(\theta_2 - \theta_5)\delta(\theta_3 - \theta_6). 
\]

In the equality above the tree-level part of the 2 to 2 S-matrix is bound to the 4-point amplitude through the relation (3.19) which is valid at all the orders in perturbation theory.

It is interesting to note how equation (3.42) exactly matches the factorisation requirement we expect to see at the tree level. This fact needs to be valid at any order in the coupling if the theory is integrable and therefore must hold order by order in perturbation theory

\[
S_{abc}(\theta_1, \theta_2, \theta_3) = S_{ab}(\theta_1, \theta_2)S_{bc}(\theta_2, \theta_3)S_{ac}(\theta_1, \theta_3) \\
= (1 + S^{\text{tree}}_{ab}(\theta_1, \theta_2) + \ldots)(1 + S^{\text{tree}}_{bc}(\theta_2, \theta_3) + \ldots)(1 + S^{\text{tree}}_{ac}(\theta_1, \theta_3) + \ldots). \tag{3.43}
\]

Summarising, all the non-diagonal 6-point processes are null if we fix the 6-point vertices appropriately through (2.20), while the diagonal processes are nonzero only in a small region of the momentum space, exactly when the amplitude is factorised into the product of 2 to 2 interactions.

4 Tree level integrability from root systems in affine Toda field theories

We now move on from general considerations to show how the requirements found previously to forbid inelastic scattering at tree level are universally satisfied in all of the affine Toda field theories. In these models the masses and nonzero couplings are related to the geometry of the underlying root systems and we are able to use this to provide a general tree level proof of their perturbative integrability. We use the conventions and properties recorded in appendix C.

These theories have been known from many years to be integrable, at least classically [22, 23], since they possess an infinite number of higher-spin conserved charges in involution. Their S-matrix elements can be conjectured through the bootstrap principle [24–38], and have passed many consistency checks [14, 19, 39–41]. At loop level, the behaviour of the twisted and untwisted non simply-laced theories is complicated by the fact that the mass ratios become coupling-dependent, as discussed in [32–36]. But even at tree level, a complete proof of the tree-level perturbative integrability of general affine Toda field theories, in the sense of this paper, has so far been missing.

4.1 Affine Toda Lagrangian and couplings

Affine Toda field theories are a particular class of (1+1)-dimensional quantum field theories describing the interaction of $r$ bosonic scalar fields $\phi = (\phi_1, \ldots, \phi_r) \in \mathbb{R}^r$. Each theory is defined in terms of a set of $r + 1$ vectors $\{\alpha_0 \ldots \alpha_r\}$, all lying in $\mathbb{R}^r$, whose inner products
are encoded in one of the twisted or untwisted affine Dynkin diagrams, together with a mass scale $m$ and a coupling $g$. The Lagrangian is

$$L = \frac{1}{2} (\partial_\mu \phi, \partial^\mu \phi) - V$$  \hspace{1cm} (4.1)

where the potential is given by

$$V = \frac{m^2}{g^2} \sum_{i=0}^{r} n_i g \cdot (\phi, \alpha'_i). \hspace{1cm} (4.2)$$

The integers $n_i$ appearing in the Lagrangian are characteristic for each algebra. The set $\{\alpha'_i\}_{i=1}^{r}$ comprises the simple roots of the algebra and the additional root $\alpha'_0$, necessary to have a stable vacuum, is defined by

$$\alpha'_0 = - \sum_{i=0}^{r} n_i \alpha'_i,$$

in such a way that, having imposed $n_0 = 1$, we have

$$\sum_{i=0}^{r} n_i \alpha'_i = 0.$$  

The last condition ensures that the Taylor expansion of the potential around $\phi = 0$ does not have a linear term in $\phi$ and therefore the point $\phi = 0$ is a minimum around which it is possible to perform standard perturbation theory.

An important observation of Freeman [16] is that it is possible to write the potential of a generic untwisted affine Toda field theory in a way that makes many perturbative properties of the model more explicit, as

$$V = \frac{m^2}{g^2} \left( e^{g \cdot \text{ad}_\phi z_1, z_{h-1}} \right). \hspace{1cm} (4.3)$$

The elements $z_1, z_{h-1}$ are defined in (C.32) in terms of the generators $\{E_{\pm \alpha'_i}\}_{i=0}^{r}$ associated to a particular Cartan subalgebra $\mathcal{H}'$; it is possible to check that the two expressions in (4.2) and (4.3) are the same by substituting (C.32) into (4.3) and using

$$e^{g \cdot \text{ad}_\phi} E_{\alpha'} = e^{g \cdot (\phi, \alpha')} E_{\alpha'} \hspace{1cm} (4.4)$$

together with (C.31a). This is enough to prove that the potential in (4.3) is exactly the same as the potential appearing, with a more standard notation, in (4.2).

On the other hand the elements $z_1$ and $z_{h-1}$ are the eigenvectors of the Coxeter element associated to the root system $\Phi$, composed by the roots $\{\alpha\}$ living in a different Cartan subalgebra $\mathcal{H}$ spanned by the set of generators $\{h_a\}_{a=1}^{r}$ in (C.1). By the fact that $\{\frac{1}{\sqrt{h}} y_a\}_{a=1}^{r}$ is an orthonormal basis in $\mathcal{H}'$ (see (C.30)) the field can be expanded on this basis in the following way

$$\phi = \left( \phi, \frac{1}{\sqrt{h}} y_a \right) \frac{1}{\sqrt{h}} y_a \equiv \phi_a \frac{1}{\sqrt{h}} y_a \hspace{1cm} (4.5)$$

5The choice of using $g$ instead of the more standard notation $\beta$ to label the interaction scale of the model is because $\beta$ will be used below as a root label.
and the kinetic term of the Lagrangian can be written as
\[
\frac{1}{2} \left( \partial_\mu \phi, \partial^\mu \phi \right) = \frac{1}{2} \partial_\mu \phi_a \partial^\mu \phi_a \tag{4.6}
\]
where, as we previously said, we are working with the convention \( \phi_\bar{a} = \phi^*_a \). Taylor expanding the operator \( e^{g_{\mu \nu} \phi} \) and using the relation in (4.5) the potential can be written in the following form
\[
V = \sum_{n=0}^{\infty} \frac{1}{n!} C_{a_1 a_2 \ldots a_n}^{(n)} \phi_{a_1} \cdots \phi_{a_n} \tag{4.7}
\]
with the couplings given by
\[
C_{a_1 a_2 \ldots a_n}^{(n)} = m^2 \frac{g^{n-2} \left( [y_{a_1}, [y_{a_2}, \ldots [y_{a_n}, z_1] \ldots] \right], z_{h-1} \right). \tag{4.8}
\]

In order to have a potential formulation making more explicit the properties of the theory, we substitute the explicit form of \( \{y_{a_1}\}^r_{r-1} \) (C.29) in (4.8). After having used the fact that \( z_1 \) and \( z_{h-1} \) belong to the Cartan subalgebra \( \mathcal{H} \) and the properties in (C.18) we obtain the following expression for the couplings
\[
C_{a_1 a_2 \ldots a_n}^{(n)} = \frac{m^2}{h} \frac{g^{n-2} \gamma_{a_1}^2 \gamma_{a_2}^2 \gamma_{a_3}^2 \gamma_{a_4}^2 \gamma_{a_n}^2}{|Q_1|^2} \sum_{\alpha_1 \in \Gamma_{a_1} \ldots \alpha_n \in \Gamma_{a_n}} (e_{\alpha_2}, e_{\alpha_3}, \ldots, e_{\alpha_{n-1}}, e_{\alpha_n}) e^{i(U_{\alpha_n} - U_{\alpha_1})}. \tag{4.9}
\]

The sum runs over the roots inside the different orbits \( \Gamma_{a_1}, \ldots, \Gamma_{a_n} \) and \( Q_1 \) is defined as in (C.19). \( \gamma_1 \) is the eigenvector of the transpose of the Cartan matrix with smallest eigenvalue; it contains \( r \) entries \( q_1^a \) \((a = 1, \ldots, r)\), one for each orbit of the root system. \( U_{\alpha_1} \) and \( U_{\alpha_n} \) are the angles that the different roots \( \alpha_1 \in \Gamma_{a_1} \) and \( \alpha_n \in \Gamma_{a_n} \) generate when are projected on the spin-1 eigenplane of the Coxeter element \( w \).

We now proceed to investigate this relation for various values of \( n \) so as to find useful expressions for the different couplings of the theory.

### 4.2 Masses

Writing the general formula (4.9) in the case \( n = 2 \) we have
\[
C_{ab}^{(2)} = 2m^2 \gamma_a^2 \gamma_b^2 \frac{q_1^a q_1^b}{|Q_1|^2} \sum_{\alpha \in \Gamma_a, \beta \in \Gamma_b} (e_{\beta}, e_{\alpha}) e^{i(U_{\beta} - U_{\alpha})}. \tag{4.10}
\]
The only terms in the sum different from zero are those corresponding to \( \beta = -\alpha \). This is possible only if the particle \( b \) is the complex conjugate of particle \( a \), for which we have \( \Gamma_a = -\Gamma_b \). In that case for each root \( \alpha \) in the orbit \( \Gamma_a \) there exists exactly one root \( \beta \) such that \( U_{\beta} = U_{-\alpha} = U_{\alpha} + \pi \). Therefore the exponential in (4.10) is equal to \(-1\) for any nonzero term in the sum and there are exactly \( h \) terms contributing to the sum (one for each element of the Coxeter orbit). The final result is
\[
C_{ab}^{(2)} = 2hm^2 \gamma_a^2 \gamma_b^2 \delta_{ab} \frac{(q_1^1)^2}{|Q_1|^2}. \tag{4.11}
\]
The second order expansion of the potential associated to such coupling is

\[ \frac{1}{2} C^{(2)}_{ab} \phi_a \phi_b = \frac{1}{2} \phi_a \phi^* \phi_a 2 h m^2 (\gamma_a^2)^2 \left( \frac{q_a^2}{|Q_1|} \right) \]  

(4.12)

from which we can read the values of the masses

\[ m_a = \sqrt{2 h m^2 \gamma_a^2} \left( \frac{q_a^2}{|Q_1|} \right). \]  

(4.13)

We note that in the chosen basis the mass-matrix is diagonal, therefore the next orders in the potential expansion exactly correspond to the interaction-couplings of the theory.

Comparing the result in (4.13) with the formulas in (C.18) we see that the masses of the theory are directly connected to the absolute values of root projections onto the \( s = 1 \) eigenspace of the Coxeter element, a fact which played a role both in the formulation of the fusing rule in [15], and in Freeman’s mass formula proof in [16].

### 4.3 3-point couplings

To study other couplings we substitute the expression of the masses (4.13) in (4.9). Defining

\[ \tilde{C}^{(n)}_{\alpha_1, \alpha_2, \ldots, \alpha_n} \equiv e^{i(U_{\alpha_n} - U_{\alpha_1})} \left( [e_{\alpha_2}, [e_{\alpha_3}, \ldots, [e_{\alpha_{n-1}}, e_{\alpha_n}]]], e_{\alpha_1} \right), \]  

(4.14)

we can write the \( n \)-point coupling as

\[ C^{(n)}_{\alpha_1, \alpha_2, \ldots, \alpha_n} = -i^n g^{n-2} m_1 m_n \sum_{\alpha_1 \in \Gamma_{a_1}, \ldots, \alpha_n \in \Gamma_{a_n}} \tilde{C}^{(n)}_{\alpha_1, \alpha_2, \ldots, \alpha_n}. \]  

(4.15)

Writing the couplings in this way we see that a given coupling \( C^{(n)}_{\alpha_1, \alpha_2, \ldots, \alpha_n} \) is nonzero only if there exist \( n \) roots \( \alpha_1 \in \Gamma_{a_1}, \ldots, \alpha_n \in \Gamma_{a_n} \) such that \( \alpha_1 + \alpha_2 + \ldots + \alpha_n = 0 \). In other words there exists a (possibly non-planar) ‘polygon’ with \( n \) sides whose projection on \( s = 1 \) plane are the masses of the particles \( a_1, a_2, \ldots, a_n \). Moreover the nonzero terms of the sum in (4.15) are those for which any partial sum of their roots

\[ \alpha_{n-1} + \alpha_n, \]
\[ \alpha_{n-2} + \alpha_{n-1} + \alpha_n, \]
\[ \vdots \]
\[ \alpha_2 + \alpha_3 + \ldots + \alpha_n \]

is either a root or zero. This is a simple consequence of the second commutation relation in (C.6).

Writing the equation (4.15) in the case \( n = 3 \) we obtain

\[ C^{(3)}_{abc} = -i^3 g^2 m_1 m_2 \sum_{\alpha \in \Gamma_a, \beta \in \Gamma_b, \gamma \in \Gamma_c} \tilde{C}_{\alpha \beta \gamma}. \]  

(4.17)

In this case the only nonzero terms in the sum are those in which \( \alpha + \beta + \gamma = 0 \), which is the fusing rule of [15]. Suppose we fix the root \( \alpha \in \Gamma_a \) and search for all the roots \( \gamma \in \Gamma_c \) and \( \beta \in \Gamma_b \) such that \( \gamma + \beta = -\alpha \). There are exactly two roots triangles satisfying this
relation composed by \{\alpha, \beta, \gamma\} and \{\alpha', \beta', \gamma'\} (see figure 17 in appendix C). Referring to figure 17 we note that \(U_{\gamma} - U_{\alpha} = -(U_{\gamma'} - U_{\alpha})\). Moreover as explained in C.3 we have \(N_{\beta\gamma} = -N_{\beta'\gamma'}\) and we obtain

\[
\tilde{C}_{\alpha\beta\gamma} + \tilde{C}_{\alpha'\beta'\gamma'} = e^{i(U_{\gamma} - U_{\alpha})}([e_{\beta}, e_{\gamma}], e_{\alpha}) + e^{i(U_{\gamma'} - U_{\alpha})}([e_{\beta'}, e_{\gamma'}], e_{\alpha}) = -2iN_{\beta\gamma}\sin(U_{\gamma} - U_{\alpha}).
\]

(4.18)

There are exactly \(h\) copies of this term connected by the Coxeter element, so that the final result for the 3-point coupling is

\[
C^{(3)}_{abc} = \frac{2g}{\sqrt{\hbar}}m_am_cm_{\beta\gamma}\sin(U_{\gamma} - U_{\alpha}).
\]

Since \(U_{\alpha}\) and \(U_{\gamma}\) are the imaginary values of the rapidities of the fusing particles \(a\) and \(c\), this relation can also be written as

\[
C^{(3)}_{abc} = 4\frac{g}{\sqrt{\hbar}}\Delta_{abc}N_{\beta\gamma}\text{sign}\left(\sin(U_{\gamma} - U_{\alpha})\right).
\]

(4.19)

(4.20)

For simply-laced cases, for which all structure constants have the same absolute value, this gives exactly the area relation for the 3-point couplings. This result was found on a case-by-case basis in [31] and proved in a universal way in [17]. While the proof in the latter paper a little different from that given here, both rely fundamentally on Freeman’s re-writing of the potential in the form (4.3).

The relation (4.20) is of fundamental importance in the pole cancellation of 2 to 2 scattering interactions. Indeed we can associate to the \(f\)-functions found in the previous section the following values

\[
f_{abc} = 4\frac{g}{\sqrt{\hbar}}N_{\beta\gamma}\text{sign}\left(\sin(U_{\gamma} - U_{\alpha})\right),
\]

where \(\alpha, \beta\) and \(\gamma\) are three arbitrary roots in the orbits \(\Gamma_{\alpha}, \Gamma_{\beta}\) and \(\Gamma_{\gamma}\) such that \(\alpha + \beta + \gamma = 0\). It is then possible to check that the constraint (3.11) directly follows from (C.23), implying the absence of singularities in 2 to 2 non-diagonal processes in all the affine Toda theories. Let verify this in more detail.

The different momenta \(p_i = m_j e^{iu_j}\) evaluated on the pole position in figure 6 correspond to the root projections onto the spin-1 eigenplane of the Coxeter element, making a correspondence between the imaginary rapidities of the momenta and the arguments of the projected roots. If \(a\) is a particle of the theory corresponding to the orbit \(\Gamma_{\alpha}\) then on the pole position its rapidity is a purely imaginary number \(iu_{\alpha}\) corresponding to the argument of a projected root \(\alpha \in \Gamma_{\alpha}\) on the spin-1 eigenplane of \(w\). In the computation of the couplings it is however important to distinguish between particles and antiparticles. In a physical process, by crossing symmetry, we can always convert incoming particles into outgoing antiparticle (and vice versa) leaving the amplitude invariant; the ones can be converted into the others by changing the sign of their momenta and all their quantum numbers in all the Feynman diagrams. This fact is taken into account by the root system where, for a given particle \(a\) associated to the orbit \(\Gamma_{\alpha}\) containing a set of roots \(\{\alpha, w\alpha, \ldots, w^{h-1}\alpha\}\), we have an antiparticle \(\bar{a}\) associated to \(-\Gamma_{\alpha}\) containing the roots \(\{-\alpha, -w\alpha, \ldots, -w^{h-1}\alpha\}\). If the particle is real then the two orbits \(\Gamma_{\alpha}\) and \(-\Gamma_{\alpha}\) coincide and both contain the same set of roots. In the process (3.1) two particles, \(a\) and \(b\), are annihilated and another two, \(c\) and \(d\), are...
and \( d \), are created; this means that the Feynman diagrams contributing to the scattering have to contain the pair of indices \((a, b)\), to annihilate the incoming particles and \((\bar{c}, \bar{d})\) to create the outgoing ones. The associated angles of the projected roots, that enter in the couplings, are \( U_\alpha = U_\gamma + \pi, U_- = U_\delta + \pi \) for the two outgoing states.

Suppose that the momenta \( p_1, p_2, p_3 \) and \( p_4 \), presenting the geometry at the pole shown in figure 6, are the projections of some roots \( \alpha \in \Gamma_a, \beta \in \Gamma_b, \gamma \in \Gamma_c \) and \( \delta \in \Gamma_d \). Then from figure 6, measuring the angles following the counterclockwise convention, the values of signum-functions corresponding to the different channels assume the values

\[
\text{sign} \left( \sin (U_\alpha - U_\beta) \right) \text{ sign} \left( \sin (U_- - U_\gamma) \right) = (-1) \times (+1) = -1 \quad (4.22a)
\]

\[
\text{sign} \left( \sin (U_- - U_\alpha) \right) \text{ sign} \left( \sin (U_- - U_\beta) \right) = (+1) \times (-1) = -1 \quad (4.22b)
\]

\[
\text{sign} \left( \sin (U_- - U_\alpha) \right) \text{ sign} \left( \sin (U_- - U_\gamma) \right) = (+1) \times (-1) = -1. \quad (4.22c)
\]

If now we substitute the values of the \( f \)-functions (4.21) into the constraint (3.11) and use the relations (4.22) we end up with the identity (C.23). This relation is universally satisfied by the structure constants of any semi-simple Lie algebra and it is the reason for the absence of inelastic scattering in 2 to 2 processes.

Let us also check that the remaining properties of the 3-point couplings are satisfied. First we note that if three roots \( \alpha \in \Gamma_a, \beta \in \Gamma_b \) and \( \gamma \in \Gamma_c \) satisfy \( \alpha + \beta + \gamma = 0 \) then the following equality holds

\[
\text{sign} \left( \sin (U_\alpha - U_\beta) \right) = \text{sign} \left( \sin (U_\beta - U_\gamma) \right) = \text{sign} \left( \sin (U_\gamma - U_\alpha) \right). \quad (4.23)
\]

This cyclic relation together with property C.1 implies

\[
f_{ijk} = f_{jki} = f_{kij}. \quad (4.24)
\]

If we add to this the fact that both the structure constant \( N_{\alpha \beta} \) and \( \text{sign} \left( \sin (U_\alpha - U_\beta) \right) \) are antisymmetric under the exchange \( \alpha \rightarrow \beta \) we obtain that the 3-point couplings are symmetric under exchange of any pair of indices. The condition (3.9), required to have a real Lagrangian (and therefore a unitary theory) follows from property C.2.

Note that in simply-laced Toda models the nonzero structure constants of the Lie algebra share the same absolute value

\[
|N_{\alpha \beta}|^2 = \frac{\Lambda^2}{2} \quad (4.25)
\]

where \( \Lambda \) is the normalisation chosen for the root lengths. The relation (4.25) follows from (C.25) noting that in simply-laced models \( \alpha + \beta \) and \( \alpha - \beta \) cannot both be roots at the same time, since otherwise we would have \( 2\Lambda^2 = (\alpha + \beta)^2 + (\alpha - \beta)^2 = 2\alpha^2 + 2\beta^2 = 4\Lambda^2 \). This implies that the absolute value of \( f_{abc} \), if not zero, does not depend on the choice of the coupled particles and we can write

\[
|f_{abc}| = |f| = 4g \sqrt{2} \frac{\Lambda^2}{2}. \quad (4.26)
\]

Thus all the \( f \)-functions in simply-laced theories have the same absolute value, as expected given the general considerations of the last section. Indeed in the simply-laced theories,
as explained in appendix C.2, if we have four different roots $\alpha, \beta, \gamma$ and $\delta$ such that $\alpha + \beta = \gamma + \delta = \epsilon$, where $\epsilon$ is another allowed root, then we have that or $\alpha - \gamma$ or $\alpha - \delta$ is a root, but not both. Since the space of momenta producing poles is the projection of the root space, in such theories the cancellation of singularities in 4-point non-diagonal scattering always happens between pairs of diagrams and we never have 3 propagators on-shell simultaneously. On the other hand we also know, as just remarked, that if $\alpha + \beta$ is a root, $\alpha - \beta$ cannot be a root too. This means that we cannot have more than one on-shell propagating particle at a time in 2 to 2 diagonal scattering. These two conditions satisfied by the simply-laced Toda theories are exactly the simply-laced scattering conditions studied in the previous section, through which, by imposing the cancellation of poles in inelastic processes, we came to the conclusion that $|f_{abc}|$ cannot depend on the choice of indices $a$, $b$ and $c$. Thus imposing the absence of particle production in models satisfying property 1, and extracting the 3-point couplings of simply-laced affine Toda theories starting from their Lie algebra properties, we find the same area rule.

However simply-laced affine Toda theories are not the only integrable models respecting the simply-laced scattering conditions highlighted in the previous section. To such theories we should add the twisted theories, obtained by folding the affine extension of certain simply-laced Dynkin diagrams. These models live in a subalgebra of their simply-laced parents and therefore inherit all the properties of the ADE series. We will discuss these cases separately in section 4.7.

We proceed now to the study of higher-point couplings in affine Toda theories.

4.4 4-point couplings and generalisation

The next step is to compute the 4-point couplings. From (4.15) we can write them as

$$C^{(4)}_{abcd} = -\frac{g^2}{h^2} m_a m_d \sum_{\alpha \in \Gamma, \delta \in \Gamma} e^{i(U\delta - U\alpha)} ([e_{\gamma}, e_{\delta}], [e_{\alpha}, e_{\beta}]).$$

By inserting the identity between $[e_{\gamma}, e_{\delta}]$ and $[e_{\alpha}, e_{\beta}]$, written as

$$I = \sum_{a=1}^{r} h_a \otimes h_a - \sum_{l=1}^{r} \sum_{\rho \in \Gamma} e_{\rho} \otimes e_{-\rho}$$

we can split (4.27) in two terms

$$C^{(4)}_{abcd} = C^{(4,0)}_{abcd} + C^{(4,1)}_{abcd}.$$  \hspace{1cm} (4.29)

$C^{(4,0)}_{abcd}$ corresponds to inserting the piece of the identity given by the basis of the Cartan subalgebra. It is reproduced by summing over the configurations $\beta = -\alpha$ and $\gamma = -\delta$ in (4.27). $C^{(4,1)}_{abcd}$ is instead obtained by summing over the roots $\alpha + \beta = \rho = -\gamma - \delta$, where $\rho$ is still a root of the system. A geometrical picture is shown in figure 14.

We start from the computation of $C^{(4,0)}_{abcd}$ and then we move to $C^{(4,1)}_{abcd}$. Summing over all the roots in the orbits for which we have $\gamma = -\delta$ and $\beta = -\alpha$ we obtain

$$C^{(4,0)}_{abcd} = \frac{g^2}{h^2} m_a m_d \delta_{ab} \delta_{cd} \sum_{\alpha \in \Gamma, \delta \in \Gamma} e^{i(U\delta - U\alpha)} (\alpha, \delta).$$

\hspace{1cm} (4.30)
Figure 14. Pictorial representation of the 4-point coupling as a sum over roots $\rho$.

We can expand the scalar product $(\alpha, \delta)$ on the eigenvectors $z_s$ of the Coxeter element and express the projections in terms of the masses using (4.13), (C.18). We then find the following result

$$C^{(4,0)}_{abcd} = \frac{g^2 m_a^2 m_d^2}{h m^2} \delta_{ab} \delta_{cd} \sum_s \sum_{\alpha \in \Gamma_a} e^{i U_\alpha (s-1)} \sum_{\delta \in \Gamma_d} e^{i U_\delta (-s+1)}. \tag{4.31}$$

Both the sums over $\alpha \in \Gamma_a$ and $\delta \in \Gamma_d$ constitute closed paths in the complex plane for any $s$ different from one, meaning that $s = 1$ is the only value that returns nonzero results. Developing for example the second sum we obtain

$$\sum_{\delta \in \Gamma_d} e^{i U_\delta (-s+1)} = h \delta_{s1}. \tag{4.32}$$

Using this fact the final expression for (4.31) is

$$C^{(4,0)}_{abcd} = \frac{g^2 m_a^2 m_d^2}{h m^2} \delta_{ab} \delta_{cd}. \tag{4.33}$$

We compute now $C^{(4,1)}_{abcd}$. To avoid to many indices we omit to indicate the orbits in the sum; it is clear we intend the sum performed over $\alpha \in \Gamma_a$, $\beta \in \Gamma_b$, $\gamma \in \Gamma_c$ and $\delta \in \Gamma_d$, such that $\alpha + \beta = \rho = -\gamma - \delta$. We can write this term in the following form

$$C^{(4,1)}_{abcd} = -\frac{g^2 m_a m_d}{h^2} \sum_{l \in \Gamma_l} \sum_{\rho \in \Gamma_l} e^{i(U_\rho - U_\alpha)} \left( \sum_{\alpha, \beta \atop \alpha + \beta = \rho} e^{i(U_\beta - U_\alpha)} \langle [e_\beta, e_{-\rho}], e_\alpha \rangle \sum_{\gamma, \delta \atop \gamma + \delta = -\rho} e^{i(U_\delta - U_\rho)} \langle [e_\gamma, e_\delta], e_{-\rho} \rangle \right). \tag{4.34}$$

The two sums on the right hand side of (4.34) are evaluated at the same value of $\rho$ and run over all the $\{\alpha, \beta\}$ and $\{\gamma, \delta\}$ in their respective orbits such that $\alpha + \beta = \rho = -\gamma - \delta$, where $\rho$ are roots running in different orbits $\Gamma_l$ ; we have separated the sum over the roots $\rho$ into a sum over orbits $l$ and a sum over the roots inside these orbits. However it is possible to check that the two sums

$$\sum_{\gamma + \delta = -\rho} e^{i(U_\gamma - U_\rho)} \langle [e_\gamma, e_\delta], e_{-\rho} \rangle \tag{4.35}$$

and

$$\sum_{\alpha, \beta \atop \alpha + \beta = \rho} e^{i(U_\rho - U_\alpha)} \langle [e_\beta, e_{-\rho}], e_\alpha \rangle \tag{4.36}$$
are separately invariant moving $\rho$ inside the orbit $\Gamma_1$, so we can choose one of them and substitute it with the average over all the roots $\rho$ in the orbit. The expression in (4.34) can therefore be written as

$$C_{abcd}^{(4,1)} =$$

$$- \frac{g^2}{h^2} m_a m_d \sum_l \left( \frac{1}{h} \sum_{\rho' \in \Gamma_1} \sum_{\alpha + \beta = \rho'} e^{i(U_{\rho'} - U_\alpha)} [e_\beta, e_{-\rho'}, e_\alpha] \sum_{\rho \in \Gamma_1} \sum_{\gamma + \delta = -\rho} e^{i(U_\gamma - U_\rho)} [e_\gamma, e_\delta, e_\rho] \right).$$

(4.37)

We recognise in this last relation the 3-point couplings that we found in (4.17), giving us the result

$$C_{abcd}^{(4,1)} = \sum_l C_{abl}^{(3)} \frac{1}{m_l^2} C_{cdl}^{(3)}$$

(4.38)

Combining now (4.38) and (4.33) we obtain

$$C_{abcd}^{(4)} = \frac{g^2}{h} \frac{m_a m_d}{m^2} \delta_{ab} \delta_{cd} + \sum_l C_{abl}^{(3)} \frac{1}{m_l^2} C_{cdl}^{(3)}.$$  

(4.39)

This result has been obtained assuming a particular order for the indices $a$, $b$, $c$ and $d$. However, by the symmetry of the coupling, it needs to be valid for any order and we have

$$\sum_l C_{abl}^{(3)} \frac{1}{m_l^2} C_{cdl}^{(3)} + \frac{g^2}{h} \frac{m_a m_d}{m^2} \delta_{ab} \delta_{cd} = \sum_r C_{acr}^{(3)} \frac{1}{m_r^2} C_{rbd}^{(3)} + \frac{g^2}{h} \frac{m_a m_d}{m^2} \delta_{ac} \delta_{bd}$$

$$= \sum_j C_{adj}^{(3)} \frac{1}{m_j^2} C_{jbc}^{(3)} + \frac{g^2}{h} \frac{m_a m_d}{m^2} \delta_{ad} \delta_{cb}.  

(4.40)

This relation exactly corresponds to the value that the 4-point coupling must assume to set all the non-diagonal 2 to 2 scattering processes to zero, as shown in (3.15). The missing term containing the Kronecker delta functions in (3.15) is not in contradiction with (4.39) since in the scattering event we assumed the initial and the final particles to be different.

For a generic $n$-point process we can make a similar decomposition of the coupling into subcouplings. In particular the number of decompositions depends in a certain sense on the number of possible partitions of the $n$-sided polygon formed by the roots associated to the $n$-point coupling considered. For each permutation in which we write the indices of the coupling we obtain a polygon composed of a particular set of roots. We consider different partitions of such a polygon as the different ways in which we split it into subpolygons, drawing diagonals emerging always from the same vertex. Any time we split the $n$-gon in two subpolygons drawing a diagonal we obtain one term given by propagators connecting two lower-order couplings and one term corresponding to the null value of the diagonal (in expression (4.39) it is given by the Kronecker delta function). The recursion relation obtained in (2.20) corresponds to summing three suitable partitions of the coupling so to cancel the values given by the zero-diagonals and leave only the ‘propagator-terms’. What we do is to write

$$C_{a_1...a_n}^{(n)} = C_{a_1...a_n}^{(n)} + C_{a_1...a_n}^{(n)} - C_{a_1...a_n}^{(n)}.$$  

(4.41)

where on the right hand side the three terms are equal but written in different ways accordingly with their partitions. Referring to figure 15 we write all the contributions for the
different partitions. They are given by

\[ C_{a_1, a_2, \ldots, a_n}^{(n)} = \frac{g^2}{\hbar} \frac{m_2^2}{m^2} \delta_{a_n, a_{n-1}} C_{a_1, a_2, \ldots, a_{n-2}}^{(n-2)} + \sum_l C_{a_1, a_2, \ldots, a_{n-2}, l}^{(n-1)} \frac{1}{m_l^2} C_{l, a_{n-1}, a_n}^{(3)}, \tag{4.42} \]

\[ C_{a_1, a_2, \ldots, a_n}^{(n)} = \frac{g^2}{\hbar} \frac{1}{m^2} C_{a_1, a_2, \ldots, a_{n-3}}^{(n-3)} C_{a_{n-2}, a_{n-1}, a_n}^{(3)} + \sum_s C_{a_1, a_2, \ldots, a_{n-3}, s}^{(n-2)} \frac{1}{m_s^2} C_{s, a_{n-2}, a_{n-1}, a_n}^{(3)}, \tag{4.43} \]

\[ C_{a_1, a_2, \ldots, a_n}^{(n)} = \frac{g^2}{\hbar} \frac{m_2^2}{m^2} \delta_{a_n, a_{n-1}} C_{a_1, a_2, \ldots, a_{n-2}}^{(n-2)} + \frac{g^2}{\hbar} \frac{1}{m^2} C_{a_1, a_2, \ldots, a_{n-3}}^{(n-3)} C_{a_{n-2}, a_{n-1}, a_n}^{(3)} + \sum_{l,s} C_{a_1, a_2, \ldots, a_{n-3}, s}^{(n-2)} \frac{1}{m_s^2} C_{s, a_{n-2}, a_{n-1}, a_n}^{(3)} \frac{1}{m_l^2} C_{l, a_{n-1}, a_n}^{(3)}. \tag{4.44} \]

Summing the two expressions in (4.42), (4.43) and then taking the difference with (4.44) we obtain the following value for the $n$-point coupling

\[ C_{a_1, a_2, \ldots, a_n}^{(n)} = \sum_l C_{a_1, a_2, \ldots, a_{n-2}, l}^{(n-1)} \frac{1}{m_l^2} C_{l, a_{n-1}, a_n}^{(3)} + \sum_s C_{a_1, a_2, \ldots, a_{n-3}, s}^{(n-2)} \frac{1}{m_s^2} C_{s, a_{n-2}, a_{n-1}, a_n}^{(3)} \frac{1}{m_l^2} C_{l, a_{n-1}, a_n}^{(3)} + \sum_{l,s} C_{a_1, a_2, \ldots, a_{n-3}, s}^{(n-2)} \frac{1}{m_s^2} C_{s, a_{n-2}, a_{n-1}, a_n}^{(3)} \frac{1}{m_l^2} C_{l, a_{n-1}, a_n}^{(3)}. \tag{4.45} \]

This expression is exactly the same result as obtained in (2.20) by imposing the absence of particle production in the multi-Regge limit in all the untwisted affine Toda models.
4.5 From root systems to elastic S-matrices in affine Toda theories

To conclude a general proof of tree-level perturbative integrability in affine Toda theories, it remains to check that the bootstrap requirements (3.22) are universally satisfied. As mentioned in the previous section, this fact, together with the impossibility of 2 to 2 off-diagonal scattering, imposes the absence of poles in 5-point processes. We will see soon that the constraint (3.22) follows directly from root system properties in a geometrical way.

Let focus on the allowed process

\[ a(p_1) + b(p_2) \rightarrow a(p_1) + b(p_2). \]

In terms of the rapidity difference \( \theta = \theta_1 - \theta_2 \) the Mandelstam variables take the values

\[
\begin{align*}
  s &= (p_1 + p_2)^2 = m_a^2 + m_b^2 + 2m_am_b \cosh \theta \\
  t &= (p_1 - p_2)^2 = m_a^2 + m_b^2 - 2m_am_b \cosh \theta \\
  u &= (p_1 - p_1)^2 = 0
\end{align*}
\]

(4.46)

Since \( u = 0 \), the sum of the Feynman diagrams coming from the \( u \)-channel is cancelled by the piece of the four point coupling (4.39) not containing the Kronecker delta functions. The amplitude is then given by

\[
M_{ab} = -i \sum_i \frac{C^{(3)}_{ab} C^{(3)}_{iap}}{s - m_i^2} - i \sum_j \frac{C^{(3)}_{ab} C^{(3)}_{jab}}{t - m_j^2} - i \frac{g^2 m_a^2 m_b^2}{\hbar m^2}. \tag{4.47}
\]

We can write the masses of the propagating particles in terms of the angles formed by the momenta \( p_1, p_2 \) on the pole positions \( m_i^2 = m_a^2 + m_b^2 + 2m_am_b \cos U_{ab} \), \( m_j^2 = m_a^2 + m_b^2 - 2m_am_b \cos \bar{U}_{ab} \). To find these angles we run over the inequivalent mass triangles in the orbit. We keep the root \( \gamma_a \in \Gamma_a \), corresponding to the \( a \)-particle, fixed and we move over the roots \( \beta = w^{-p} \gamma_b \in \Gamma_b \). Since to each propagating particle there correspond two mass triangles, one the reflection of the other, to find all the inequivalent scattering channels we need to move \( w^{-p} \gamma_b \) over half of the orbit. Defining \( \bar{\Gamma}_b \) to be half of the orbit corresponding to the \( b \) particle and plugging ((4.19), (4.46)) into (4.47) we can write the \( s \) and \( t \) channels in the more compact form

\[
M_{ab} = \frac{2ig^2}{\hbar} m_a m_b \sum_{\beta \in \bar{\Gamma}_b} (|N_{\gamma_a, \beta}|^2 - |N_{\gamma_a, -\beta}|^2) \frac{\sinh^2 iU_{\gamma_a \beta}}{\cosh \theta - \cos U_{\gamma_a \beta}} - i \frac{g^2 m_a^2 m_b^2}{\hbar m^2}.
\]

We use the convention of writing the difference between the angles of the root projections on the spin-1 eigenplane of \( w \) as \( U_{\alpha, \beta} = U_\alpha - U_\beta \). Surprisingly looking at the relation in (C.25) we note that the structure constants disappear completely from the formula above, leaving the place to a scalar product between the roots associated to the interacting particles

\[
M_{ab} = -\frac{2ig^2}{\hbar} m_a m_b \sum_{\beta \in \bar{\Gamma}_b} (\gamma_a, \beta) \frac{\sinh^2 iU_{\gamma_a \beta}}{\cosh \theta - \cos U_{\gamma_a \beta}} - i \frac{g^2 m_a^2 m_b^2}{\hbar m^2}. \tag{4.48}
\]

For the ADE series, only one of \( |N_{\gamma_a, \beta}|^2 \) and \( |N_{\gamma_a, -\beta}|^2 \) can be different from zero at a time and indeed the scalar product \( (\gamma_a, \beta) \) along \( \bar{\Gamma}_b \) can only assume the values \( \mp \frac{1}{\hbar} \) corresponding to the propagation of particles in the \( s/t \) channels (we remember that \( \Lambda \) indicates the
normalization chosen for the roots; it is convenient to assume $\Lambda = \sqrt{2}$ in simply-laced theories in such a way that the structure constants are phases and the residues for the $s/t$ channels, up to a prefactor, are $\pm 1)$. In the case of non simply-laced theories it is possible that for a given choice of $\beta$ in $\tilde{\Gamma}_b$ there is a propagating particle both in the $s$- and in the $t$-channel at the same time leaving open the possibility for other values of the scalar product $(\gamma_a, \beta)$. It is tempting to promote the relation in (4.48) to the more compact result

$$M_{ab} = -\frac{ig^2}{h} m_a m_b \sinh^2 \theta \sum_{\beta \in \Gamma_b} \frac{(\gamma_a, \beta)}{\cosh \theta - \cos U_{\gamma_a \beta}}.$$  (4.49)

In (4.49) we are summing over the roots $\beta$ in the full orbit $\Gamma_b$, and for this reason we have removed the prefactor 2 compared to the expression in (4.48) since now we are double counting all the fusing triangles. The other modification has been to remove the surviving piece of the 4-point coupling and promoting the angles at the numerator, corresponding to the poles positions, to be $\theta$ dependent, $\sinh iU_{\gamma_a \beta} \to \sinh \theta$.

In order to check that the two expressions in (4.48) and (4.49) are actually the same we need to study their behaviour in the neighbourhood of all the poles and at $\theta \to \infty$. The verification that the residues of (4.48) and (4.49) are the same at any singularity $\theta = iU_{\gamma_a \beta}$ is a simple check that we leave to the reader. The only fact that deserves attention is that for any pole, there are two terms in the sum (4.49) contributing to it; such terms have to be summed to reproduce the residues of (4.48).

Let focus on what happens when $\theta \gg 1$. If we write the roots $\beta \in \Gamma_b$ as $\beta = w^{-p} \gamma_b$ with $p = 0, \ldots, h - 1$ then in the limit $\theta \to \infty$ the expression in (4.49) becomes

$$M_{ab} \bigg|_{\theta \gg 1} = -\frac{ig^2}{h} m_a m_b \tanh^2 \theta \left[ \cosh \theta \sum_{p=0}^{h-1} (\gamma_a, w^{-p} \gamma_b) - \sum_{p=0}^{h-1} (\gamma_a, w^{-p} \gamma_b) \sum_{q=0}^{h-1} \cos U_{\gamma_a, w^{-q} \gamma_b} + o((\cosh \theta)^{-1}) \right].$$  (4.50)

Since the sum over all the roots in an orbit is equal to zero, the term proportional to $\cosh \theta$ in the square brackets is zero, avoiding a divergence as $\theta \to \infty$. The coefficient in front to the term of order $(\cosh \theta)^0$ is instead given by

$$\sum_{p=0}^{h-1} (\gamma_a, w^{-p} \gamma_b) \sum_{q=0}^{h-1} \cos U_{\gamma_a, w^{-q} \gamma_b} = -\sum_{p=0}^{h-1} (\gamma_a, w^{-p} \gamma_b) \cos U_{\gamma_a, w^{-p} \gamma_b}$$

$$= -\gamma_a^2 \gamma_b^2 \sum_s \frac{q_s^a q_s^b}{|Q_s|} \sum_{p=0}^{h-1} \left( e^{i(s+1)(U_{\gamma_a} - U_{w^{-p} \gamma_b})} + e^{i(s-1)(U_{\gamma_a} - U_{w^{-p} \gamma_b})} \right).$$  (4.51)

The first equality above has been obtained considering that the sum of $\cos U_{\gamma_a, w^{-q} \gamma_b}$ performed over the entire orbit is equal to zero. The second equality is derived by decomposing the root $w^{-p} \gamma_b$ over the basis of Coxeter eigenvectors and writing the projections using the relation (C.18). Finally the remaining sum in the second line of (4.51) generates two Kro-
necker deltas $h \delta_{s,-1}$ and $h \delta_{s,1}$ leading to

$$
\sum_{p=0}^{h-1} (\gamma_a, w^{-p} \gamma_b) \sum_{q=0}^{h-1} \cos U_{\gamma_a, w^{-q} \gamma_b} = -2h \gamma_a^2 \gamma_b^2 \gamma^4_1 \gamma^4_1 |Q|^2.
$$

(4.52)

If we substitute the mass expression (4.13) into this last relation and plug the result into (4.50) we discover that in the large rapidity limit the amplitude reduces to

$$
M_{ab}(\theta) \bigg|_{\theta \gg 1} = -i g^2 \frac{m^2_a m^2_b}{m^2} \sinh^2 \theta.
$$

(4.53)

Interestingly the amplitude written in (4.49) for $\theta \gg 1$ reproduces exactly the delta term coming from the 4-point coupling and explicitly expressed in (4.48), implying the equality between the two expressions in (4.48) and (4.49).

We may also ask about the behaviour of (4.49) in the collinear limit $\theta \ll 1$. In this situation the amplitude is only nonzero if along the orbit $\Gamma_b$ there is one root $\beta$ forming a projected angle $U_{\gamma_a, \beta} = 0$ on the spin-1 plane for which at the denominator of (4.49) we have a term $\cosh \theta - 1$ going to zero as fast as the $\sinh^2 \theta$ term in the numerator. This situation is realised if the roots $\gamma_a$ and $\gamma_b$ identifying the orbits have the same colour, $\circ$ or $\bullet$, according with the definition given in appendix C, i.e. they belong to the same orthogonal root set in the Dynkin diagram. If this holds we obtain

$$
\lim_{\theta \to 0} M_{ab}(\theta) = - (\gamma_a, \gamma_b) \frac{ig^2}{h} m_a m_b \sin \theta \cosh \theta = - (\gamma_a, \gamma_b) \frac{2i g^2}{h} m_a m_b.
$$

(4.54)

Since $\gamma_a$ and $\gamma_b$ have the same colour, the only scalar product $(\gamma_a, \gamma_b)$ that is different from zero is when the two roots are exactly the same. This implies that in the collinear limit the amplitude is given by

$$
M_{ab}(\theta) \bigg|_{\theta \ll 1} = -\frac{2i g^2}{h} \gamma_a^2 m^2_a \delta_{ab}.
$$

(4.55)

In simply-laced models all the roots have the same length $\gamma_a^2 = \Lambda^2$. In this case, taking into account (4.26), the expression in (4.55) coincides exactly with the requirement (3.30) for the cancellation of 5-point amplitudes in theories satisfying simply-laced scattering conditions. Since simply-laced affine Toda theories belong to this class of models, this concludes the proof of their tree-level integrability.

### 4.6 Tree-level bootstrap from Coxeter geometry

The constraint (3.30) is not valid in non simply-laced theories; indeed it is a requirement for the cancellation of 5-point processes only for theories satisfying property 1. Despite that, we can still prove the cancellation of 5-point processes in non simply-laced models by checking that the tree-level bootstrap relations (3.22) are satisfied. This is indeed the requirement for having zero residues in 5-point amplitudes, as discussed in section 3.3.

We can write the tree level S-matrix elements dividing the amplitude (4.49) by the flux and normalisation factor $4m_a m_b \sinh \theta$. We obtain

$$
S_{ab}^{tree}(\theta) = -\frac{ig^2}{4h} \sum_{\beta \in \Gamma_b} (\gamma_a, \beta) \frac{\sinh \theta}{\cosh \theta - \cos U_{\gamma_a, \beta}}.
$$

(4.56)
Figure 16. The image on the left reports the projections of the roots $\alpha \in \Gamma_a$, $\beta \in \Gamma_b$, $\gamma \in \Gamma_c$ on the momentum plane (spin-1 Coxeter eigenplane) forming the fusing triangle corresponding to the coupling $C^{(3)}_{abc}$. On the RHS it is shown the corresponding fusing process $a + b \to c$.

In (4.56) all the mass dependence has disappeared and the scattering properties are all encoded in the scalar products between $\gamma_a$ and the different roots $\beta$ in the orbit $\Gamma_b$. From (4.56) we see that the building blocks necessary to construct the different S-matrix elements of the theory are given by

$$\sinh \theta \cosh \theta - \cos U_{\gamma_a, \beta},$$

where $U_{\gamma_a, \beta}$ are the different fusing angles formed by the projections of $\gamma_a$ and $\beta$ on the spin-1 eigenplane of the Coxeter element. To prove the bootstrap relations in (3.22) such building blocks need to be rewritten in a clever way, since at the moment translations of $\theta$ and $U_{\gamma_a, \beta}$ do not correspond inside a single building block. To that end we note that the following identity holds

$$\sinh \theta \cosh \theta - \cos U = \frac{1}{2} \left[ \coth \left( \frac{\theta}{2} - i \frac{U}{2} \right) + \coth \left( \frac{\theta}{2} + i \frac{U}{2} \right) \right].$$

Moreover given a generic root $\beta$ inside the orbit $\Gamma_b$ for which $(\gamma_a, \beta) \neq 0$, then there exists another root $\beta'$, whose projection on the spin-1 plane is obtained by reflecting $P_1(\beta)$ with respect to $P_1(\gamma_a)$ and satisfying $(\gamma_a, \beta') = (\gamma_a, \beta)$ (we label with $P_1(x)$ the projection of a generic vector $x$ living in the root space on the spin-1 eigenplane of $w$ as defined in (C.22)). If we define $U_{\gamma_a, \beta} = U$ then $U_{\gamma_a, \beta'} = -U$ and the sum of the associated building blocks can be written as

$$\frac{\sinh \theta}{\cosh \theta - \cos U} + \frac{\sinh \theta}{\cosh \theta - \cos (-U)} = \coth \left( \frac{\theta}{2} - i \frac{U}{2} \right) + \coth \left( \frac{\theta}{2} + i \frac{U}{2} \right).$$

From this fact we see that we can substitute the functions $\frac{\sinh \theta}{\cosh \theta - \cos U}$ in (4.56) with either $\coth \left( \frac{\theta}{2} - i \frac{U}{2} \right)$ or $\coth \left( \frac{\theta}{2} + i \frac{U}{2} \right)$. As long as we sum over the entire orbit the choice of sign in front of the fusing angles $U$ it is not important since any time there is a pair of roots whose projections form an angle $U$ then there exists another pair of roots presenting the opposite angle and having the same scalar product. Therefore the S-matrix can be written as

$$S_{ab}^{tree}(\theta) = -\frac{ig^2}{4h} \sum_{\beta \in \Gamma_b} (\gamma_a, \beta) \coth \left( \frac{\theta}{2} \pm i \frac{U_{\gamma_a, \beta}}{2} \right),$$

(4.57)

where the the sign in front of the angles $U_{\gamma_a, \beta}$ can be freely chosen. Using this new building block notation the bootstrap relations follow directly by the linearity of the scalar product, since now we can match translations of $\theta$ with translations of the fusing angles.

Suppose there exists a 3-point coupling $C^{(3)}_{abc} \neq 0$. Then there must be three roots $\alpha \in \Gamma_a$, $\beta \in \Gamma_b$ and $\gamma \in \Gamma_c$ satisfying $\alpha + \beta = \gamma$. Projecting these vectors on the
momentum eigenplane we obtain the mass fusing triangle $\Delta_{abc}$. We refer to figure 16 to label the angles of the projected triangle $\bar{U}^b_{ac} = \bar{U}_{a,\gamma}$ and $\bar{U}^b_{bc} = \bar{U}_{\gamma,\beta}$. In this manner, using the building block convention (4.57) with the choice of plus sign in front of the fusing angles $U$ the bootstrap equality (3.22) is verified as follows

$$S^\text{tree}_{da}(\theta - i \bar{U}^b_{ac}) + S^\text{tree}_{db}(\theta + i \bar{U}^b_{bc}) = S^\text{tree}_{da}(\theta - i U_{a,\gamma}) + S^\text{tree}_{db}(\theta + i U_{\gamma,\beta}) =$$

$$-\frac{ig^2}{4h} \sum_{p=0}^{h-1} \left[ (\alpha, w^{-p} \gamma_d) \coth \left( \frac{\theta}{2} + \frac{i}{2} U_{\alpha w^{-p} \gamma_d} - \frac{i}{2} U_{\alpha \gamma} \right) + (\beta, w^{-p} \gamma_d) \coth \left( \frac{\theta}{2} + \frac{i}{2} U_{\beta w^{-p} \gamma_d} + \frac{i}{2} U_{\beta \gamma} \right) \right] =$$

$$-\frac{ig^2}{4h} \sum_{p=0}^{h-1} (\alpha, w^{-p} \gamma_d) \coth \left( \frac{\theta}{2} + \frac{i}{2} U_{\alpha w^{-p} \gamma_d} \right) + (\beta, w^{-p} \gamma_d) \coth \left( \frac{\theta}{2} + \frac{i}{2} U_{\beta w^{-p} \gamma_d} \right) =$$

$$-\frac{ig^2}{4h} \sum_{p=0}^{h-1} (\gamma, w^{-p} \gamma_d) \coth \left( \frac{\theta}{2} + \frac{i}{2} U_{\gamma w^{-p} \gamma_d} \right) = S^\text{tree}_{dc}(\theta).$$

(4.58)

A general tree-level proof of the absence of inelastic scattering in all the untwisted affine Toda theories has therefore been completed. It is worth noting that the fusing triangle in figure 16 can be reflected with respect to the side corresponding to $P_1(\gamma)$, generating an equivalent mass triangle. The bootstrap relation associated to this new triangle can be proved analogously to what we did in (4.58) but using the formula (4.57) with the minus sign convention in front of the fusing angles.

To recover the bootstrapped S-matrix proposed in [15, 31, 37] for the ADE series of affine Toda theories it is useful to write the root scalar product using the fundamental weights as shown in (C.10)

$$(\gamma_a, w^{-p} \gamma_b) = ((1 - w^{-1}) \lambda_a, w^{-p} \gamma_b) = (\lambda_a, w^{-p} \gamma_b) - (\lambda_a, w^{-p+1} \gamma_b)$$

The two equivalent expressions for the tree-level S-matrix (4.56) and (4.57) can then be written as follows

$$S^\text{tree}_{ab}(\theta) = \frac{ig^2}{4h} \sum_{p=0}^{h-1} (\lambda_a, w^{-p} \gamma_b) \left( -\frac{\sinh \theta}{\cosh \theta - \cos(\frac{\pi}{h} u(\gamma_a, w^{-p} \gamma_b))} + \frac{\sinh \theta}{\cosh \theta - \cos(\frac{\pi}{h} u(\gamma_a, w^{-p+1} \gamma_b))} \right).$$

(4.59a)

$$S^\text{tree}_{ab}(\theta) = \frac{ig^2}{4h} \sum_{p=0}^{h-1} (\lambda_a, w^{-p} \gamma_b) \left( -\coth \left( \frac{\theta}{2} + \frac{i \pi}{2h} u(\gamma_a, w^{-p} \gamma_b) \right) + \coth \left( \frac{\theta}{2} - \frac{i \pi}{2h} u(\gamma_a, w^{-p+1} \gamma_b) \right) \right).$$

(4.59b)

where we have defined the angles in units of $\frac{\pi}{h}$, $U_{a,\beta} = \frac{\pi}{h} u(\alpha, \beta)$. Formula (4.59a), that has been completely determined starting from perturbation theory, represents the order $g^2$ expansion of the quantum S-matrix

$$S_{ab}(\theta) = 1 + S^\text{tree}_{ab}(\theta) + \ldots = \prod_{p=0}^{h-1} (1 + u(\gamma_a, w^{-p} \gamma_b)) \frac{1}{2} (\lambda_a, w^{-p} \gamma_b)$$

(4.60)

in terms of the building blocks [31]

$$\{x\} = 1 + \frac{ig^2}{2h} \left( -\frac{\sinh \theta}{\cosh \theta - \cos(\frac{\pi}{h}(x-1))} + \frac{\sinh \theta}{\cosh \theta - \cos(\frac{\pi}{h}(x+1))} \right) + o(g^4).$$
The factor $\frac{1}{2}$ in the exponents of (4.60) arises because we are writing the S-matrix as a product of the building blocks over the full orbit, a convention adopted in [38]. For each brick $\{x\}$ in the physical strip having a positive exponent $\frac{1}{2} (\lambda_a, w^{-p(\gamma_b)}$) there exists a companion $\{x'\} = \{2h-x\}$ with exponent $\frac{1}{2} (\lambda_a, w^{-p(\gamma_b)} = -\frac{1}{2} (\lambda_a, w^{-p(\gamma_b)}$. The product of the two partners is obtained using general properties of the building blocks and is given by

$$\{x\} \frac{1}{2} (\lambda_a, w^{-p(\gamma_b)} \{2h-x\} - \frac{1}{2} (\lambda_a, w^{-p(\gamma_b)} = \{x\} \frac{1}{2} (\lambda_a, w^{-p(\gamma_b)} \{x\} \frac{1}{2} (\lambda_a, w^{-p(\gamma_b)} = \{x\} (\lambda_a, w^{-p(\gamma_b)}.$$  

On the other hand (4.59b) is the direct tree-level expansion of the equivalent formula

$$S_{ab}(\theta) = 1 + S^{tree}_{ab}(\theta) + \ldots = \prod_{p=0}^{h-1} \{1 + u(\gamma_a, \gamma_b)\}_{\pm}(\lambda_a, w^{-p(\gamma_b)}).  \tag{4.61}$$

as first given in [15, 37], with the plus or minus signs in front of the different scattering angles $u(\gamma_a, \beta)$ corresponding to the two possible choices of building blocks $\{1 + u(\gamma_a, \beta)\}_+$ and $\{1 + u(\gamma_a, \beta)\}_-.$

4.7 Generalisation to twisted affine Toda theories

In this short subsection we show how to extend the analysis carried out so far to a generic twisted Toda theory (which is a model whose Dynkin diagram is obtained by folding the affine extension of a particular simply-laced diagram). A deeper discussion of twisted Lie algebras and their properties is reported in appendix C.4; here we limit ourselves to explaining why the scattering constraints and the bootstrap relations previously obtained are universally satisfied also by these models, implying their tree level perturbative integrability.

We start by considering a simply-laced theory with a potential of the form in (4.3) and a copy of Cartan subalgebras $\mathcal{H}$ and $\mathcal{H}'$ associated to a pair of root systems $\Phi$ (containing a set of roots $\{\alpha\}$) and $\Phi'$ (containing the roots $\{\alpha'\}$). We can write the Lagrangian of the model both in terms of the generators associated to the root system $\Phi$, or in terms of the roots in $\Phi'$. If we follow the latter approach, by substituting (C.32) in (4.3) and using the relation (4.4) we find the standard formulation for the Toda potential (4.2).

Now we can apply the folding procedure on the extended set of simple roots, as explained in appendix C.4. In this way we reduce the set to $\{\alpha_i^{\parallel}\}_{i=0}^r$, composed by the projections of the roots on the eigenspace invariant under the automorphism $\sigma$ of the Dynkin diagram. The potential, after the reduction, becomes

$$\frac{m^2}{g^2} \sum_{i=0}^r n_i e^{p(\sigma \alpha_i^{\parallel})}.  \tag{4.62}$$

Since many of the $\alpha_i^{\parallel}$ are equal each other (as it happens in the example reported in C.4.1 where $\alpha'_0, \alpha'_1, \alpha'_2$ and $\alpha'_3$ have the same projection on the $\sigma$-invariant space) many terms in (4.62) can be summed and we obtain the potential associated to the twisted model. On the other hand, as discussed in C.4, the effect of the reduction is the same as setting to zero all the vectors of the basis (C.29) that are not invariant under the action of $\sigma$. This corresponds to suppressing all the couplings in (4.8) that contain one or more of the vectors $y_i$ that we set equal to zero. The set of masses and couplings defining the twisted theory is therefore the subset of the masses and couplings of the simply-laced theory that survives the folding.
Moreover the root orbits in $\Phi$ defining the set of vectors \((C.29)\) invariant under the action of $\sigma$ form a subalgebra of the initial simply-laced root system. All the scattering properties are then satisfied within this subalgebra. If we consider for example figure 15, that corresponds to a pictorial representation of the relation \((4.45)\), we note that all the roots $\rho$ and $\bar{\rho}$ that are expressed as sums of different roots in the $\sigma$-invariant subalgebra need to belong themselves to this subalgebra. This implies that for a given set of $\sigma$-invariant indices $a_1, \ldots, a_n$ (that means $y_{a_1}, \ldots, y_{a_n}$ are invariant under the action of $\sigma$) the associated coupling $C^{(n)}_{a_1 \ldots a_n}$ is defined by summing on the RHS of \((4.45)\) only over the intermediate indices inside the subalgebra. The relation \((2.20)\), together with the other scattering constraints, is therefore completely satisfied internally to such a subalgebra ensuring the perturbative integrability of twisted Toda theories.

5 Conclusions

In this paper we have given necessary and sufficient conditions for a theory with a Lagrangian of the form \((1.1)\) to be perturbatively integrable, with a purely elastic S-matrix, at tree level. We proved that the theory is completely defined once the mass ratios and the 3-point couplings are known. Once this fundamental data is given, the 4- and the higher-point couplings can be uniquely determined using the equalities in \((3.15)\), \((2.20)\) and by requiring that a set of tree-level bootstrap relations \((3.22)\) is satisfied. The tree-level bootstrap approach is particularly useful to find the 4-point couplings $C^{(4)}_{cccc}$, in which four real equal particles fuse together; indeed such couplings contribute to 4-point elastic processes and the relation \((3.15)\) cannot be applied.

Probing the space of tree level perturbatively integrable theories corresponds of searching for the mass ratios and 3-point couplings from which the entire Lagrangian can be constructed iteratively. This problem can be addressed by two different routes. On the one hand it is possible to select the possible candidates by searching for what masses and 3-point couplings allow for the cancellation of poles in all 2 to 2 inelastic processes, according to what has been discussed in section 3.1. Subsequently only the models having S-matrices satisfying the relations \((3.22)\) are actually integrable models at tree level. On the other hand it is possible to address the problem in the opposite direction, by first imposing the tree level bootstrap relations \((3.22)\). This second approach is in principle simpler: matching the pole structure of the different S-matrix elements entering the bootstrap corresponds to setting the values of the masses, while matching the residues at the poles corresponds to defining the absolute values of the 3-point couplings. To determine the relative signs among the different 3-point couplings we need then to require the cancellation of 4-point inelastic processes from which we obtain a set of relations of the form \((3.11)\).

Although we did not address the problem of classifying all perturbatively integrable theories at the tree level, we have provided tools to pursue that goal. Hints for such a classification can be found in [28, 42] where the first steps were performed for non-perturbative S-matrices of minimal models using a bootstrap approach. Reproducing the classification at tree level should be simpler than studying the quantum exact S-matrices, since the fact that the RHS of \((3.22)\) involves a sum instead of a product does not introduce higher order singularities that often generate inconsistencies. Restricting attention to theories satisfying the simply-laced scattering conditions we point out that the number of degrees of freedom
is further restricted. Once we fix the masses, the 3-point couplings (if they are not null) must obey the area rule (3.24). The only relevant information we need to know is therefore what masses we can have and what 3-point couplings are not zero. If we want to classify all the possible integrable theories with \( N \) different particle types and satisfying simply-laced scattering conditions the set of such systems lives in

\[ \mathbb{R}^{N-1} \times (\mathbb{Z}_2)^{N(N+1)(N+2)/6} \]  

(5.1)

the product between the space of mass ratios and the 3-point couplings. We have shown how simply-laced and twisted affine Toda field theories belong to this class of models, but it remains unclear if they are the only integrable models in two dimensions respecting property 1, or it is possible to find some integrable theory verifying such conditions that is not an affine Toda theory.

In the second part of the paper we verified that the conditions imposed by the absence of non-diagonal processes are satisfied for all the affine Toda field theories, exploiting universal properties of their underlying Lie algebras and root systems. The results we found show a beautiful connection between the absence of production in affine Toda theories with the properties of their associated Lie algebras. The on-shell momenta contributing to singularities are the projections of the higher dimensional polytopes composed by the roots and the entire no particle production mechanism comes from the hidden geometry. These results provide the first universal proof of tree-level perturbative integrability valid for any affine Toda theory.

For a complete proof of perturbative integrability in affine Toda models, a loop investigation of the same phenomenon is needed. In affine Toda theories based on simply-laced algebras, one-loop corrections do not modify the mass ratios [28, 31] and the nature of the theory emerging from tree level diagrams is preserved. In [14] second and third order anomalous threshold singularities were found perturbatively, displaying perfect agreement with bootstrap results. These results revealed a number of universal features and it would be interesting to relate them more closely to the properties of root systems, as done in this paper at tree level. A similarly simple behaviour has also been seen in some supersymmetric extensions of non simply-laced theories [43, 44]. Also in these cases, though in a more complicated manner, we expect to find a cancellation mechanism coming from a connection between the amplitude singularities and tiled polytopes living in a higher-dimensional space. However when we turn to the non simply-laced and twisted affine Toda theories, the inclusion of loops complicates the picture considerably. In particular, the mass ratios in general shift in a coupling-dependent way, and some three-point couplings vanish. Full quantum S-matrices for these theories have been proposed [32–35], and a construction of these S-matrices based on a deformed Coxeter element was found in [36], but a full geometrical understanding of their properties remains an open problem.

Finally the no particle production approach may be used to study integrability preserving boundaries and defects. In this respect boundary [45, 46] and defect [47–50] potentials have been studied at classical and quantum level by imposing the conservation of the higher-spin charges. However it would also be interesting to construct such interactions starting from the no particle production requirement. It is possible that also in these situations the proof could emerge from some root system geometry contained in the boundary and defect potentials.
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A The Cayley-Menger determinant
This appendix collects some elementary geometrical properties of simplices used in the paper to prove the absence of singularities in inelastic processes.

A.1 The basic formula
Let $x_0, x_1, \ldots, x_n$ be $n + 1$ points in $\mathbb{R}^n$, and set $X_{ij} = \|x_i - x_j\|^2$ for $0 \leq i, j \leq n$. Let $v_n$ be the $n$-dimensional simplex with vertices $x_0, x_1, \ldots, x_n$. Then a classic result from distance geometry states that $\text{vol}(v_n)^2$, the square of the volume of $v_n$, is given by the Cayley-Menger determinant:

$$\text{vol}(v_n)^2 = \frac{(-1)^{n+1}}{(n!)^2 2^n} \det \begin{pmatrix} 0 & X_{01} & X_{02} & \cdots & X_{0n} & 1 \\ X_{10} & 0 & X_{12} & \cdots & X_{1n} & 1 \\ X_{20} & X_{21} & 0 & \cdots & X_{2n} & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ X_{n0} & X_{n1} & X_{n2} & \cdots & 0 & 1 \\ 1 & 1 & 1 & \cdots & 1 & 0 \end{pmatrix}.$$  \tag{A.1}

A.2 A generalisation
Now let $x_0, x_1, \ldots, x_{n+1}$ be $n + 2$ points in $\mathbb{R}^n$, and set $X_{ij} = \|x_i - x_j\|^2$ for $0 \leq i, j \leq n + 1$. Let $v_n$ be the simplex with vertices $x_0, x_1, \ldots, x_n$, and $v_{n+1}$ the simplex with vertices $x_0, x_1, \ldots, x_{n+1}$, and $v_{n+1}$ the simplex with vertices $x_0, x_1, \ldots, x_{n+1}, x_{n+1}$. Note that $v_n$ and $v_{n+1}$ have as a common face the $n - 1$ dimensional simplex with vertices $x_0, x_1, \ldots, x_{n-1}$. Then

$$\text{vol}(v_n)\text{vol}(v_{n+1}) = \frac{\varepsilon (-1)^{n+1}}{(n!)^2 2^n} \det \begin{pmatrix} 0 & X_{01} & \cdots & X_{0,n-1} & X_{0n} & 1 \\ X_{10} & 0 & \cdots & X_{1,n-1} & X_{1n} & 1 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ X_{n-1,0} & X_{n-1,1} & \cdots & 0 & X_{n-1,n} & 1 \\ X_{n+1,0} & X_{n+1,1} & \cdots & X_{n+1,n-1} & X_{n+1,n} & 1 \\ 1 & 1 & \cdots & 1 & 1 & 0 \end{pmatrix}.$$  \tag{A.2}

where $\varepsilon = +1/-1$ according to whether $x_n$ and $x_{n+1}$ lie on the same / opposite sides of the codimension one hyperplane occupied by the common face. In the special case where $x_{n+1} = x_n$, we have $\varepsilon = +1$, $v_{n+1} = v_n$, $X_{n+1,i} = X_{n,i}$ for $i = 1, \ldots, n$ and $X_{n+1,n} = 0$, and this reduces to the Cayley-Menger determinant.
To prove this result, we first set \( x^0 = 0 \). Then \( RHS \), the right-hand side of the above formula, is equal to \( \frac{\varepsilon(-1)^{n+1}}{(n!)^22^n} \) \( \sqrt{D} \), where \( D = \)

\[
\begin{pmatrix}
0 & \|x^1\|^2 & \|x^2\|^2 & \ldots & \|x^n\|^2 & 1 \\
\|x^1\|^2 & 0 & \|x^2\|^2 - 2x^1 \cdot x^2 + \|x^2\|^2 & \ldots & \|x^n\|^2 & 1 \\
\|x^2\|^2 & \|x^2\|^2 - 2x^2 \cdot x^1 + \|x^1\|^2 & 0 & \ldots & \|x^n\|^2 & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\|x^{n+1}\|^2 & \|x^{n+1}\|^2 - 2x^{n+1} \cdot x^1 + \|x^1\|^2 & \|x^{n+1}\|^2 & \|x^{n+1}\|^2 & 1 \\
1 & 1 & 1 & \ldots & 1 & 0
\end{pmatrix}
\]

Subtracting the first row from every other row and the first column from every other column except for the last ones,

\[
D = \begin{pmatrix}
0 & \|x^1\|^2 & \|x^2\|^2 & \ldots & \|x^n\|^2 & 1 \\
\|x^1\|^2 & -2\|x^1\|^2 - 2x^1 \cdot x^2 & \ldots & -2x^1 \cdot x^n & 0 \\
\|x^2\|^2 & 0 & -2\|x^1\|^2 - 2x^2 \cdot x^1 & \ldots & -2x^2 \cdot x^n & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\|x^{n+1}\|^2 & 0 & 0 & \ldots & 0 & 0
\end{pmatrix}
\]

Expanding by the last row and column,

\[
D = -\begin{pmatrix}
-2x^1 \cdot x^1 & -2x^1 \cdot x^2 & \ldots & -2x^1 \cdot x^n \\
-2x^2 \cdot x^1 & -2x^2 \cdot x^2 & \ldots & -2x^2 \cdot x^n \\
\vdots & \vdots & \ddots & \vdots \\
-2x^{n+1} \cdot x^1 & -2x^{n+1} \cdot x^2 & \ldots & -2x^{n+1} \cdot x^n
\end{pmatrix} = \frac{\varepsilon(-1)^n}{(n!)^2} \begin{pmatrix}
x^1 \cdot x^1 & x^1 \cdot x^2 & \ldots & x^1 \cdot x^n \\
x^2 \cdot x^1 & x^2 \cdot x^2 & \ldots & x^2 \cdot x^n \\
\vdots & \vdots & \ddots & \vdots \\
x^{n+1} \cdot x^1 & x^{n+1} \cdot x^2 & \ldots & x^{n+1} \cdot x^n
\end{pmatrix}
\]

Now without loss of generality we choose coordinates so that \( x^1 = (x^1_1, 0, 0, \ldots) \), \( x^2 = (x^2_1, x^2_2, 0, \ldots) \), \ldots, \( x^n = (x^n_1, x^n_2, \ldots x^n_n) \), \( x^{n+1} = (x^{n+1}_1, x^{n+1}_2, \ldots x^{n+1}_n) \). Notice that in these coordinates the hyperplane inhabited by the common face is span(\( e_1, \ldots, e_{n-1} \)), and so \( \varepsilon = \text{sign}(x^i_n x^{n+1}_i) \). Then

\[
RHS = \frac{\varepsilon(-1)^{n+1}}{(n!)^22^n} \frac{\varepsilon(x^1_n x^{n+1}_i)}{(n!)^2} \]

\[
= \frac{\varepsilon x^1_n}{(n!)^2} \begin{pmatrix}
x^1_1 & x^1_1 x^2_1 & \ldots & x^1_1 x^n_1 \\
x^2_1 & x^2_1 x^2_1 + x^2_2 x^2_2 & \ldots & x^2_1 x^n_1 + x^2_2 x^n_2 \\
\vdots & \vdots & \ddots & \vdots \\
x^{n+1}_1 x^1_1 x^1_2 x^2_1 + x^{n+1}_1 x^2_2 x^2_2 & \ldots & x^{n+1}_1 x^n_1 x^n_2 + x^{n+1}_2 x^n_2 & \ldots \\
x^1_1 x^1_2 x^1_1 & x^1_1 x^2_2 & \ldots & x^1_1 x^n_2 \\
x^2_1 x^2_2 x^1_1 + x^2_2 x^2_2 & \ldots & x^2_1 x^n_2 + x^2_2 x^n_2 & \ldots \\
\vdots & \vdots & \ddots & \vdots \\
x^{n+1}_1 x^{n+1}_1 x^1_2 x^2_1 + x^{n+1}_1 x^{n+1}_2 x^2_2 & \ldots & x^{n+1}_1 x^{n+1}_1 x^n_2 + x^{n+1}_2 x^{n+1}_2 & \ldots
\end{pmatrix}
\]

\[
= \frac{\varepsilon x^1_n}{(n!)^2} \begin{pmatrix}
x^1_1 & x^1_1 x^2_1 & \ldots & x^1_1 x^n_1 \\
x^2_1 & x^2_1 x^2_1 + x^2_2 x^2_2 & \ldots & x^2_1 x^n_1 + x^2_2 x^n_2 \\
\vdots & \vdots & \ddots & \vdots \\
x^{n+1}_1 x^1_1 x^1_2 x^2_1 + x^{n+1}_1 x^2_2 x^2_2 & \ldots & x^{n+1}_1 x^n_1 x^n_2 + x^{n+1}_2 x^n_2 & \ldots \\
x^1_1 x^1_2 x^1_1 & x^1_1 x^2_2 & \ldots & x^1_1 x^n_2 \\
x^2_1 x^2_2 x^1_1 + x^2_2 x^2_2 & \ldots & x^2_1 x^n_2 + x^2_2 x^n_2 & \ldots \\
\vdots & \vdots & \ddots & \vdots \\
x^{n+1}_1 x^{n+1}_1 x^1_2 x^2_1 + x^{n+1}_1 x^{n+1}_2 x^2_2 & \ldots & x^{n+1}_1 x^{n+1}_1 x^n_2 + x^{n+1}_2 x^{n+1}_2 & \ldots
\end{pmatrix}
\]
Subtracting $x_1^2$ times the first column from the second, $x_1^3$ times the first column from the third, and so on, and then expanding by the first row,

$$RHS = \frac{\varepsilon x_1^1}{(n!)^2} \begin{vmatrix} x_1^1 & 0 & \cdots & 0 \\ x_1^2 & x_2^2 x_2^2 & \cdots & x_2^2 x_2^2 \\ \vdots & \vdots & \ddots & \vdots \\ x_1^{n+1} & x_2^{n+1} x_2^2 & \cdots & x_2^{n+1} x_2^2 + \ldots \end{vmatrix} = \frac{\varepsilon (x_1^1)^2}{(n!)^2} \begin{vmatrix} x_2^2 x_2^2 & \cdots & x_2^2 x_2^n \\ \vdots & \ddots & \vdots \\ x_2^{n+1} x_2^2 & \cdots & x_2^{n+1} x_2^n + \ldots \end{vmatrix}.$$

Now we repeat the procedure until, as final step, we obtain

$$RHS = \frac{\varepsilon (x_1^1)^2 (x_2^2)^2 \cdots (x_{n-2}^2)^2}{(n!)^2} \begin{vmatrix} x_1^{n-1} x_1^{n-1} & x_1^{n-1} x_1^n \\ x_1^{n+1} x_1^{n-1} & x_1^{n+1} x_1^n + x_1^n x_1^n \end{vmatrix} = \frac{\varepsilon (x_1^1)^2 (x_2^2)^2 \cdots (x_{n-1}^2)^2 x_1^n x_1^{n+1}}{(n!)^2}.$$

Since $x_1^n x_1^{n+1} = \varepsilon |x_1^n x_1^{n+1}|$, this is equal to $\text{vol}(v_n) \text{vol}(v_{n+1})$, as required.

### A.3 An application

Let $x_i^j$, $i = 0, 1, 2, 3$, be vectors identifying four points on a plane. Embedding the plane in $\mathbb{R}^3$, the Cayley-Menger determinant for the volume of the simplex with these four vertices must vanish:

$$0 = \begin{vmatrix} 0 & X_{01} & X_{02} & X_{03} & 1 \\ X_{10} & 0 & X_{12} & X_{13} & 1 \\ X_{20} & X_{21} & 0 & X_{23} & 1 \\ X_{30} & X_{31} & X_{32} & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 \end{vmatrix}.$$

Differentiating the above equation,

$$0 = d \begin{vmatrix} 0 & X_{01} & X_{02} & X_{03} & 1 \\ X_{10} & 0 & X_{12} & X_{13} & 1 \\ X_{20} & X_{21} & 0 & X_{23} & 1 \\ X_{30} & X_{31} & X_{32} & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 \end{vmatrix} = \begin{vmatrix} 0 & dX_{01} & dX_{02} & dX_{03} & 0 \\ X_{10} & 0 & X_{12} & X_{13} & 1 \\ X_{20} & X_{21} & 0 & X_{23} & 1 \\ X_{30} & X_{31} & X_{32} & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 \end{vmatrix} + \begin{vmatrix} 0 & X_{01} & X_{02} & X_{03} & 1 \\ X_{10} & 0 & X_{12} & X_{13} & 1 \\ X_{20} & X_{21} & 0 & X_{23} & 1 \\ X_{30} & X_{31} & X_{32} & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 \end{vmatrix} + \begin{vmatrix} 0 & X_{01} & X_{02} & X_{03} & 1 \\ X_{10} & 0 & X_{12} & X_{13} & 1 \\ X_{20} & X_{21} & 0 & X_{23} & 1 \\ X_{30} & X_{31} & X_{32} & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 \end{vmatrix}$$
Expanding this expression row by row and using the fact that the determinant of a matrix is equal to that of its transpose we obtain

\[
0 = -2 \ dX_{01} \begin{vmatrix} X_{10} & X_{12} & X_{13} \\ X_{20} & 0 & X_{23} \\ X_{30} & X_{32} & 0 \end{vmatrix} + 2 \ dX_{02} \begin{vmatrix} X_{10} & 0 & X_{13} \\ X_{20} & X_{21} & X_{23} \\ X_{30} & X_{31} & 0 \end{vmatrix} - 2 \ dX_{03} \begin{vmatrix} X_{10} & 0 & X_{12} \\ X_{20} & X_{21} & 0 \\ X_{30} & X_{31} & X_{32} \end{vmatrix}
\]

\[
-2 \ dX_{12} \begin{vmatrix} 0 & X_{01} & X_{03} \\ X_{20} & X_{21} & X_{23} \\ X_{30} & X_{31} & 0 \end{vmatrix} + 2 \ dX_{13} \begin{vmatrix} 0 & X_{01} & X_{02} \\ X_{20} & X_{21} & 0 \\ X_{30} & X_{31} & X_{32} \end{vmatrix} - 2 \ dX_{23} \begin{vmatrix} 0 & X_{01} & X_{02} \\ X_{10} & 0 & X_{12} \\ X_{30} & X_{31} & X_{32} \end{vmatrix}
\]

Swapping some judiciously-chosen rows and columns within the determinants and using the generalised Cayley-Menger determinant (A.2) we obtain

\[
\varepsilon_{01}(2,3) \Delta_{230} \Delta_{231} \ dX_{01} + \varepsilon_{02}(1,3) \Delta_{130} \Delta_{132} \ dX_{02} +
\varepsilon_{03}(1,2) \Delta_{120} \Delta_{123} \ dX_{03} + \varepsilon_{12}(0,3) \Delta_{031} \Delta_{032} \ dX_{12} +
\varepsilon_{13}(0,2) \Delta_{021} \Delta_{023} \ dX_{13} + \varepsilon_{23}(0,1) \Delta_{012} \Delta_{013} \ dX_{23} = 0.
\]  

(A.3)

where \(\varepsilon_{ij}(m, n) = +1/−1\) according to whether \(x^i\) and \(x^j\) lie on the same / opposite sides of the line connecting \(x^m\) and \(x^n\).

Let us assume the lengths of the sides of the quadrilateral defined by the ordered vertices \(x^i\) \((i = 0, 1, 2, 3)\) are kept fixed and move only its diagonals. This is equivalent to requiring \(dX_{01} = dX_{12} = dX_{23} = dX_{30} = 0\). In this case the relation (A.3) becomes

\[
\frac{dX_{13}}{dX_{02}} = -\frac{\varepsilon_{02}(1,3) \ \Delta_{130} \Delta_{132}}{\varepsilon_{13}(0,2) \ \Delta_{021} \Delta_{023}}.
\]  

(A.4)

If the quadrilateral is convex then \(\varepsilon_{02}(1,3) = \varepsilon_{13}(0,2) < 0\) giving the relation (3.5). If the quadrilateral is concave then either \(\varepsilon_{02}(1,3) = -\varepsilon_{13}(0,2) = 1\) or \(\varepsilon_{02}(1,3) = -\varepsilon_{13}(0,2) = -1\). In both cases the RHS of (A.4) is positive and we obtain (3.6). Note that in the relation (A.3) we use the name of the vertices to define the triangles while in the rest of the paper the define triangles using the labels of their sides.

B  Residues in 5-point amplitudes

In this appendix we show explicit calculations of \(\text{Res} \ M_{a_5}^{(5)}(a_3,a_5)\), defined in (3.18), at its pole positions as a function of \(a_3\). We split the singularities of the residue in two kinds that we call respectively ‘flipped singularities’ and ‘collinear singularities’. We discuss the two different singularities separately.

B.1  Flipped singularities

Referring to the case studied in figure 11 we write only the divergent part in square brackets of (3.18). We keep the two momenta of the \(d\)-particles parallel (that correspond to the limit \(a_5 = a_3\)) and we move them simultaneously in such a way to be close to have the \(i\) particle on-shell \((p_i^2 = m_i^2)\). In this way we are close to the pole of the residue. As convention
we choose the direction of the momentum $p_4$ to be the axis respect to which we measure the angles and we choose the counterclockwise as positive direction of angles. In this way looking at the first picture in figure 11 we have $a_4 = 1$, $a_1 = e^{i\theta}$, $a_2 = e^{-i\theta}$ and $a_3 = a_5 = e^{i(\pi - C_\alpha)}$. We define $U_{BC}^A$, the angle in the triangle $\Delta_{ABC}$ between the sides $B$ and $C$. Substituting such quantities in the divergent part of the residue (3.18) we obtain

$$\text{Res}_{a_5=a_3} M^{(5)}(a_3, a_5) \sim \frac{1}{m_c \sin(U_{cd})} \left[ \frac{|C_{cdi}^{(3)}|^2}{p_i^2 - m_i^2} - \frac{1}{m_a \sin(U_{aj})} \frac{|C_{adj}^{(3)}|^2}{p_j^2 - m_j^2} \right]$$

(B.1)

Always referring to the first drawing in figure 11 now we move the inclination of $d(p_3)$ and $d(p_5)$ keeping them parallel. Expanding $p_j^2$ in terms of $p_i^2$ around the pole $p_i^2 = m_i^2$ we obtain

$$p_j^2 = m_j^2 + \frac{dp_j^2}{dp_i^2} \left| p_i^2 - m_i^2 \right| + \ldots = m_j^2 + \frac{\Delta_{adj}}{\Delta_{cdi}} (p_i^2 - m_i^2) + \ldots$$

(B.2)

The last equality has been obtained using the formula (A.3) on the quadrilateral defined by the sides $a(p_1), b(p_2), i(p_3 + p_4), d(p_3)$ and having as diagonal $j(p_1 + p_3)$ in the diagram on the top right of figure 11. Expressing at this point the pole in terms of $p_i^2$ we see that (B.1) is proportional to (3.25).

### B.2 Collinear singularities

As before we keep $a_4 = 1$ the direction respect to which we measure the angles following the counterclockwise convention. At this point we choose to move $p_3$ and $p_5$ keeping them parallel and with fixed length. So we choose $a_3 = a_5 = e^{i\theta}$. The collinear singularity happens in the limit $\theta \to 0$. As before we have $a_1 = e^{i\theta}$, $a_2 = e^{-i\theta}$. Expanding the red propagators in figure 12 respect to the angle $\theta$ around the value $\theta = 0$ we obtain

$$p_b^2(\theta) = m_b^2 - 2m_a m_c \sin(U_{ab}^b) \theta \quad , \quad p_a^2(\theta) = m_a^2 + 2m_a m_c \sin(U_{bc}^a) \theta$$

(B.3)

Now we expand the expression between square brackets in equation (3.18) isolating the pole $\frac{1}{\theta}$. After a straightforward calculation we obtain

$$\text{Res}_{a_5=a_3} M^{(5)}(a_3, a_5) \sim \frac{i}{2m_c \theta} \left[M^{(4)}_{ac}(1, 1) + \frac{i}{2m_a m_c \sin^2(U_{ab}^b)} \frac{|C_{abc}^{(3)}|^2}{m_{b}} + \frac{i}{2m_a m_c \sin^2(U_{bc}^a)} \frac{|C_{abc}^{(3)}|^2}{m_{b}} \right]$$

(B.4)

The term $M^{(4)}_{ac}(1, 1)$ represents the amplitude for a process $c + c \to c + c$ in which the momenta of the incoming and outgoing particles are collinear. Then we substitute in this formula the expression for the 3-point coupling in (3.8) and we obtain that the residue is equal to zero if the equality in (3.29) is verified.

### C Semisimple Lie algebras and Coxeter geometry

The purpose of this appendix is to give the reader the tools needed to construct the geometry of Toda theories associated to affine Dynkin-Kac diagrams. With this in mind we start with a reminder of some properties of Lie algebras and root systems.
C.1 The Weyl group and the Coxeter element

Given a semisimple Lie algebra $G$ it is always possible to find a Cartan subalgebra $\mathcal{H} \subset G$ comprising a maximal set of commuting generators $\{h_a\}_{a=1}^r$, the dimension $r$ of $\mathcal{H}$ being equal to the rank of the algebra. Diagonalising the adjoint action of this subalgebra on the remaining generators of $G$ we obtain the following basis in $G$:

$$\{e_\alpha\}, \quad \{h_a\}_{a=1}^r$$

where

$$[h_a, h_b] = 0, \quad [h_a, e_\alpha] = (\alpha)_a e_\alpha. \quad (C.2)$$

The index $a$ runs from 1 to $r$ and labels the basis of the Cartan subalgebra while the set of vectors $\{\alpha\}$ in $\mathbb{R}^r$ make up the root system of $G$. We can always choose a basis such that the roots are real and

$$e_\alpha^\dagger = -e_{-\alpha}, \quad h_a^\dagger = h_a. \quad (C.3)$$

Up to a multiplicative factor we can define a scalar product

$$(X, Y) = \text{Tr}(\text{ad}_X \text{ad}_Y) \quad (C.4)$$

in such a way that $\{e_\alpha, h_a\}$ is a basis in $\mathcal{H}$ satisfying

$$(h_a, h_b) = \delta_{ab}, \quad (C.5a)$$

$$(e_\alpha, e_{-\beta}) = -\delta_{\alpha\beta}. \quad (C.5b)$$

Working with these assumptions we have

$$[e_\alpha, e_{-\alpha}] = -\alpha, \quad [e_\alpha, e_\beta] = N_{\alpha\beta} e_{\alpha + \beta} \quad (C.6)$$

where the last equality is different from zero only if $\alpha + \beta$ is a root; $N_{\alpha\beta}$ are the structure constants of the algebra.

For any root $\alpha$ we define the corresponding Weyl reflection to be the linear transformation acting as a reflection respect to the hyperplane orthogonal to $\alpha$:

$$w_\alpha(x) = x - 2\frac{(x, \alpha)}{\alpha^2} \alpha. \quad (C.7)$$

Such reflections map the root system to itself and the closed group $W$ that they generate is called the Weyl group. For a given choice of simple roots a Coxeter element of the Weyl group is the product of the Weyl reflections over that set of simple roots. Of course there are many possible choices depending on the choice of simple roots, but the Coxeter elements that can be constructed starting from these different choices, and from the orderings of the reflections in any choice, belong to the same conjugacy class of $W$. A convenient choice is the so-called Steinberg ordering [51]: split the simple roots in two sets, ‘black’ and ‘white’, indicated with the labels $\bullet$ and $\circ$. All the roots inside the same set are mutually orthogonal, and so are not connected on the Dynkin diagram. We then write the Coxeter element $w$ as

$$w = w_\bullet w_\circ = \prod_{\alpha \in \bullet} w_\alpha \prod_{\beta \in \circ} w_\beta. \quad (C.8)$$
Kostant [52] showed how to define a particular set of \( r \) roots \( \{ \gamma_a \}_{a=1}^r \) from which the entire root system can be generated by the action of a given Coxeter element \( w \). This action produces \( r \) closed orbits each with \( h \) elements, where \( h \) is the Coxeter number of the algebra. A convenient way of writing these roots uses the fundamental weights \( \{ \lambda_a \}_{a=1}^r \) of the Lie algebra, defined by

\[
\frac{2}{\alpha_a^2} (\lambda_a, \alpha_b) = \delta_{ab}. \tag{C.9}
\]

The root system can then be generated acting with \( w \) on the roots

\[
\gamma_a = (1 - w^{-1}) \lambda_a = \begin{cases} 
\alpha_a & \text{if } a \in \circ \\
-w^{-1} \alpha_a & \text{if } a \in \bullet 
\end{cases} \tag{C.10}
\]

(The first equality holds for any Coxeter element, while the second assumes the Steinberg ordering.) We define the orbit \( \Gamma_a \) to be the set of roots obtained by acting with the Coxeter element on the root \( \gamma_a \) (after \( h \) steps we come back to the starting root). In the context of Toda theories there is a one to one correspondence between such orbits and particle types.

The relations in (C.7), (C.8) define the geometrical action of \( w \) on the Cartan subalgebra, as a combination of rotations of different subspaces of \( H \), and it can be diagonalised respect to an orthonormal basis \( \{ z_s \} \) in \( H \)

\[
w z_s = \omega^s z_s, \quad \omega = e^{\frac{2\pi i}{h}}. \tag{C.11}
\]

The structure of the eigenvalues is constrained by the fact that \( w \) has periodicity \( h \) while the numbers \( s \) are the exponents of \( G \) and depend on the particular Lie algebra we are considering. They assume \( r \) integer values in \( \{1, \ldots, h - 1\} \) where \( s = 1 \) and \( s = h - 1 \) are always exponents of the algebra. By the reality and periodicity of the Coxeter element it follows that we can define the eigenvectors so as to satisfy

\[
z_s^\dagger = z_{h-s}. \tag{C.12}
\]

It is evident from this that the two real combinations of \( z_s \) and \( z_{h-s} \) span a plane in the Cartan subalgebra on which \( w \) acts as a rotation by \( 2\theta_s = 2\pi s/h \). Note that if \( h/2 \) is a (possibly-repeated) exponent, \( z_{h/2} \) is real.

A natural way to find an orthonormal basis of eigenvectors of \( w \) is to follow the argument presented at pp. 158-161 of [53] and discussed for example in [15, 54]. We define two elements

\[
a_s^\bullet = \sum_{b \in \bullet} q_b \alpha_b, \quad a_s^\circ = \sum_{b \in \circ} q_b \alpha_b \tag{C.13}
\]

whose coefficients are the eigenvectors of the transpose of the Cartan matrix . Then using simple properties of Weyl reflections it can be proved, in all the cases in which \( s \neq \frac{h}{2} \), that

\[
|a_s^\bullet|^2 = |a_s^\circ|^2 \quad \text{and} \quad (a_s^\bullet, a_s^\circ) = -|a_s^\bullet||a_s^\circ| \cos \theta_s. \tag{C.14}
\]

We refer to [54] for a detailed derivation. For each exponent \( s \) we can define basis elements

\[
z_s = \frac{\sqrt{h}}{|a_s^\circ| \sqrt{2 \sin^2 \theta_s}} (e^{i\theta_s} a_s^\bullet + a_s^\circ)
\]

\[
z_{h-s} = \frac{\sqrt{h}}{|a_s^\circ| \sqrt{2 \sin^2 \theta_s}} (e^{-i\theta_s} a_s^\bullet + a_s^\circ) \tag{C.15}
\]
on the plane spanned by $a_s^0, a_s^0$; it can be shown that $w$ acts as a rotation of $\frac{2\pi s}{h}$ on this plane, providing a set of eigenplanes of the Coxeter element. By using (C.14) it can be checked that
\[
(z_{s_1}, z_{s_2}) = h\delta_{s_1s_2}.
\] (C.16)
The only exception is $s = \frac{h}{2}$, in which case $a_s^0 = 0$ and from (C.15), $(z_{h/2}, z_{h/2}) = h/2$.

Using the expressions in (C.15) we can define the following projectors onto the different eigenspaces of $w$
\[
P_s = \frac{1}{h} z_s \otimes z_{h-s}.
\] (C.17)
The projections of the roots $\\{\gamma_a\}_{a=1}^r$ on such planes can be written using complex-number notation as
\[
P_s(\gamma_a) = \sqrt{2} \frac{\gamma_a}{|Q_s|}^a e^{-i\theta_s} \quad \text{if } a \in \circ
\]
\[
P_s(\gamma_a) = \sqrt{2} \frac{\gamma_a}{|Q_s|}^a \quad \text{if } a \in \bullet
\] (C.18)

where $Q_s$ is the vector defined by
\[
Q_s = (|\gamma_1| q_1^s, |\gamma_2| q_2^s, \ldots, |\gamma_r| q_r^s).
\] (C.19)

The phase in (C.18) is due to the fact that there is a $\theta_s$ angle between the two sets of black and white elements. From the equalities in (C.18) we can obtain the projections of all the roots on the different $w$-eigenplanes by acting with $w$
\[
P_s(w^{-p} \gamma_a) = e^{-2ip\theta_s} P_s(\gamma_a).
\]

Three roots that sum to zero in the root space $\mathbb{R}^r$ can therefore be projected on different two dimensional eigenplanes of the Coxeter element closing a set of $r$ triangular relations, one for each projector; such triangular relations represent conservation laws of charges with different spin, and are responsible for the simplicity of the S-matrix coming out from integrable theories.

The action of the Coxeter element can be extended to the whole algebra $\mathcal{G}$ [52] by requiring
\[
we_\alpha = Ae_\alpha A^{-1} = e_{wa}.
\] (C.20)

This ensures that the structure constants of the algebra are connected by
\[
N_{\alpha\beta} = N_{wa \ w\beta}.
\] (C.21)

Using (C.20) the projectors $P_s$ can also be extended to the whole algebra as [37]
\[
P_s = \frac{1}{h} \sum_{p=0}^{h-1} \omega^{-sp} w^p.
\] (C.22)

\[\text{– 59 –}\]
C.2 Some properties of structure constants

Before proceeding to define the basis used to expand the field in section 4 we show some simple properties of the structure constants that have interesting consequences on the couplings of the corresponding Toda theory. For a more detailed discussion we invite the interested reader to look at the chapter 4 of [53].

**Property C.1.** If $\alpha$, $\beta$ and $\gamma$ are three roots satisfying $\alpha + \beta + \gamma = 0$ then $N_{\alpha\beta} = N_{\beta\gamma} = N_{\gamma\alpha}$

*Proof.* Using the relations in (C.5b) we obtain

$$N_{\alpha\beta} = -([e_{\alpha}, e_{\beta}], e_{\gamma}) = -(e_{\alpha}[e_{\beta}, e_{\gamma}]) = N_{\beta\gamma}$$

The rest of the equalities are proved by cyclicity.

**Property C.2.** $N_{\alpha\beta}^* = N_{-\alpha,-\beta}$

*Proof.* From (C.3) we obtain

$$N_{\alpha\beta}^* e_{-\alpha,-\beta} = -(N_{\alpha\beta} e_{\alpha+\beta})^\dagger = -[e_{\alpha}, e_{\beta}]^\dagger = -[e_{-\beta}, e_{-\alpha}] = N_{-\alpha,-\beta} e_{-\alpha,-\beta}$$

**Property C.3.** Given four roots $\alpha$, $\beta$, $\gamma$, $\delta$ (with $\alpha \neq \gamma$, $\alpha \neq \delta$) such that $\alpha + \beta = \gamma + \delta = \epsilon$ where $\epsilon$ is another root, then

$$N_{\alpha,\beta}N_{-\gamma,-\delta} - N_{\alpha,-\gamma}N_{\beta,-\delta} + N_{\alpha,-\gamma}N_{\beta,-\gamma} = 0 \quad (C.23)$$

and at least one of the following conditions (or both) are satisfied

- $\gamma - \alpha = \beta - \delta = \rho$, with $\rho$ root
- $\delta - \alpha = \beta - \gamma = \bar{\rho}$, with $\bar{\rho}$ root

*Proof.* Since $\alpha + \beta$ and $\gamma + \delta$ correspond to the same root $\epsilon$ the two structure constants corresponding to $\{\alpha, \beta\}$ and $\{\gamma, \delta\}$ are not zero and we can write their product in the following way

$$N_{\alpha,\beta}N_{-\gamma,-\delta} = -([e_{\alpha}, e_{\beta}], [e_{-\gamma}, e_{-\delta}]) = -(e_{\alpha}[e_{\beta}, e_{-\gamma}, e_{-\delta}]) \quad (C.24)$$

At this point we use the Jacobi identity and obtain

$$N_{\alpha,\beta}N_{-\gamma,-\delta} = (e_{\alpha}, [e_{-\gamma}, [e_{-\delta}, e_{\beta}]]]) + (e_{\alpha}, [e_{-\delta}, [e_{-\beta}, e_{-\gamma}]]])$$

$$= (e_{\alpha}, [e_{-\gamma}, [e_{-\delta}, e_{\beta}]]]) + ([e_{\alpha}, e_{-\gamma}], [e_{-\delta}, e_{\beta}])$$

$$= N_{\alpha,-\gamma}N_{-\delta,\beta}(e_{-\rho}, e_{\rho}) + N_{\alpha,-\delta}N_{-\beta,\gamma}(e_{-\bar{\rho}}, e_{\bar{\rho}})$$

From this fact using the convention in (C.5b) and the antisymmetry of the structure constants we obtain (C.23).

It is clear that if $\gamma - \alpha (= \beta - \delta)$ or $\delta - \alpha (= \beta - \gamma)$ is not a root we have that $N_{\alpha,-\gamma}$ or $N_{\alpha,-\delta}$ respectively is equal to zero. However since the equality in (C.23) always holds and we know that the first term in the sum is nonzero then also the second or the third term in the sum (or both) need to be different from zero, that means that at least one of $\gamma - \alpha$ and $\delta - \alpha$ is a root.
This fact is of fundamental importance in the cancellation of $2$ to $2$ non-diagonal processes in Toda models. We highlight that in simply-laced theories $\alpha - \gamma$ and $\alpha - \delta$ cannot both be roots at the same time. Indeed in this case, setting the root length equal to $\sqrt{2}$, and assuming that $\alpha - \gamma$ is a root, the equalities $(\alpha + \beta)^2 = 2$ and $(\alpha - \gamma)^2 = 2$ imply $(\alpha, \beta) = -1$ and $(\alpha, \gamma) = 1$. Hence $(\alpha, \delta) = (\alpha, \alpha + \beta - \gamma) = 2 - 1 - 1 = 0$ and so $(\alpha - \delta)^2 = 4$, and $\alpha - \delta$ is not a root.

**Property C.4.** The ratios of the structure constants of any semisimple Lie algebra take specific values. In particular if the long roots of $G$ are normalised to length $\sqrt{2}$ we have the following possibilities: if there are three roots $\alpha$, $\beta$, and $\gamma$ satisfying $\alpha + \beta + \gamma = 0$ we can have

- $|N_{\alpha,\beta}| = 1$ if $|\alpha| = |\beta| = |\gamma| = \sqrt{2}$ or there is one root of length $\sqrt{2}$ and the other two are shorter and with the same length.
- $|N_{\alpha,\beta}| = \frac{1}{\sqrt{2}}$ if $|\alpha| = |\beta| = |\gamma| = 1$.
- $|N_{\alpha,\beta}| = \frac{2}{\sqrt{3}}$ if $|\alpha| = |\beta| = |\gamma| = \sqrt{2}/3$.

while in all the other cases $|N_{\alpha,\beta}| = 0$.

**Proof.** We can write the absolute value of the structure constant corresponding to two roots $\alpha$, $\beta$ in the following form

$$|N_{\alpha\beta}|^2 = (N_{\alpha\beta} e_{\alpha+\beta}, N_{\alpha\beta}^* e_{\alpha+\beta}^\dagger) = ([e_\alpha, e_\beta], [e_{-\beta}, e_{-\alpha}]) = ( [e_\alpha, e_\beta], e_{-\alpha})$$

$$= - ( [e_{-\beta}, e_\alpha], e_\beta) - ([e_\beta, e_{-\beta}], e_\alpha), e_{-\alpha}) = N_{-\beta,\alpha} N_{\alpha-\beta,\alpha} - (\beta, \alpha)$$

Combining properties C.1 and C.2 we have

$$N_{\alpha-\beta,\alpha} = N_{\beta-\alpha} = N_{\alpha,\beta}^*$$

and therefore we obtain

$$|N_{\alpha,\beta}|^2 = |N_{-\beta,\alpha}|^2 - (\beta, \alpha).$$  \hfill (C.25)

All the absolute values of the structure constants can be obtained from this equality. We focus on the case in which $|\alpha| = |\beta| < |\gamma| = \sqrt{2}$; the other situations can be studied similarly. By the fact that $\alpha$, $\beta$, and $\gamma$ close a triangle and $\alpha^2 = \beta^2$ the following relation holds

$$\alpha^2 = \gamma^2 + \beta^2 + 2(\gamma, \beta) \rightarrow 2(\gamma, \beta) = -\gamma^2.$$  \hfill (C.26)

We observe that the vector $\gamma - \beta$ cannot be a root since

$$(\gamma - \beta)^2 = 2\gamma^2 + \beta^2 > 4$$  \hfill (C.27)

which is bigger of the maximal allowed length. Therefore from the expression in (C.25) we obtain

$$|N_{\gamma,\beta}| = -(\gamma, \beta) = \frac{\gamma^2}{2} = 1$$  \hfill (C.28)

All the other situations can be analogously studied. \qed
C.3 A new Cartan subalgebra

At this point we can continue with our discussion by defining a basis to expand the field appearing in the Lagrangian of an affine Toda model. Recalling a result from [52], there is a way to define a new Cartan subalgebra $H'$, that is composed by a set of fixed elements under the action of $w$. Then $H$ is said to be in apposition to $H'$ with respect to the Coxeter element $w$. We define a basis for $H'$ starting from our original set of roots as [52]

$$y_a = i \sum_{p=0}^{h-1} e^{w^p \gamma_a}$$

where $a = 1, \ldots, r$ and $\gamma_a$ are the roots labelling the orbits. From properties in (C.3) and (C.5b) it is not difficult to prove that

$$(y_a, y_b^\dagger) = h \delta_{ab}$$

On the other hand it is also possible to prove that this set of elements commute; this is equivalent to asserting that any time there are two roots $\gamma$ and $\beta$ belonging to the orbits $\Gamma_c$, $\Gamma_b$ respectively such that their sum is a root $-\alpha$, then there are exactly two other roots $\gamma'$ and $\beta'$ in the same orbits given by reflecting $\gamma$ and $\beta$ with respect to $\alpha$ verifying $N_{\gamma', \beta'} = -N_{\gamma, \beta}$.

A picture of the two reflected triangles whose angles are written in units of $\pi$ is shown in figure 17.

Diagonalising this new Cartan subalgebra $H'$ we obtain a new set of generators $E_{\alpha'}$ that with an appropriate normalizations satisfy

$$(E_{\alpha'}, E_{-\beta'}) = \delta_{\alpha', \beta'},$$

$$[E_{\alpha'}, E_{-\alpha'}] = \alpha',$$

$$\frac{1}{\sqrt{h}} y_a E_{\alpha'} = (\alpha', \frac{1}{\sqrt{h}} y_a) E_{\alpha'}.$$ (C.31c)

Now we can choose a particular set of complex numbers $\{c_i\}_{i=0}^r$ such that the elements defined by

$$z_1 = \sum_{i=0}^r c_i E_{\alpha'_i}, \quad z_{h-1} = \sum_{i=0}^r c_i^* E_{-\alpha'_i}$$

Figure 17. Two reflected triangles of roots $\alpha + \gamma + \beta = \alpha + w^{-n}\gamma + w^m\beta = 0$. 
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are exactly the Coxeter element eigenvectors with eigenvalues $\omega$ and $\omega^{h-1}$ of the old Cartan subalgebra $H$. This is verified as long as we choose the constants $\{c_i\}_{i=0}^r$ such to satisfy $|c_i|^2 = n_i$, with $\sum_{i=0}^r n_i\alpha'_i = 0$; here $\{\alpha'_i\}_{i=0}^r$ are the new affine simple roots of the algebra [16, 52].

C.4 Folding and the twisted Coxeter element

Until this point we have been working on a semisimple Lie algebra constructed over an untwisted Dynkin diagram. In that case we have a copy of equivalent sets of simple roots $\{\alpha_i\}_{i=1}^r$ and $\{\alpha'_i\}_{i=1}^r$ associated to two different choices of the Cartan subalgebra, that we have called respectively $H$ and $H'$. Root systems associated to twisted Dynkin diagrams can be included in the previous analysis with little more effort as explained in [55]. The Dynkin diagrams of these models can be obtained by ‘folding’ one and only one of the extended simply-laced diagrams [56].

The idea is the following. Suppose there exists an automorphism $\sigma$ of a certain extended Dynkin diagram composed by a set of roots $\{\alpha'_i\}_{i=0}^r$ acting as a permutation of the points $\alpha' \rightarrow \sigma(\alpha')$. Here $\sigma$ is a symmetry of the diagram behaving as a linear map over the vector space $H'$. Therefore we can decompose each vector $a$ in $H'$ into a component living in the invariant space under the action of $\sigma$ ($a^\parallel$) and into a component perpendicular to such space ($a^\perp$)

$$a = a^\parallel + a^\perp.$$

To obtain the root system associated to the folded diagram starting from the simply-laced one we set all the components $\alpha'^{\perp}$ perpendicular to the subspace invariant under the action of $\sigma$ equal to zero. The new set of roots that is generated in this way lies entirely in the $\sigma$-invariant subspace, in other words all the roots in $\{\alpha'^{\parallel}\}_{i=0}^r$ are eigenvectors of $\sigma$ with eigenvalue equal to one. Among them there are many roots that are equal each other after the reduction. In particular all the roots that are connected along a $\sigma$-orbit have the same projection on the $\sigma$-invariant eigenspace. This implies that the new root system has a smaller number of elements than one we started with, and now the roots can have in general different lengths since we have removed their projection on the space not invariant under the action of $\sigma$.

An equivalent way of seeing this is to look at the vectors $\{\frac{1}{\sqrt{h}}y_a\}_{a=1}^r$ defined in (C.29) that form an orthonormal basis of $H'$. Each root in $H'$ can be written as a linear combination in terms of this basis

$$\alpha' = \sum_{a=1}^r \alpha'_a \frac{1}{\sqrt{h}}y_a.$$

A case by case check [31] shows that for twisted Dynkin diagrams the space invariant under the action of $\sigma$ is generated by a subset of the vectors in (C.29). From the point of view of affine Toda field theories, in which $\phi$ is an element of $H'$, this corresponds to setting to zero all the field components along the directions $y_a$ not invariant under the automorphism $\sigma$. The root orbits $\tilde{\Gamma}_a \subset H$ necessary to define the elements $y_a$ which survive the automorphism define a new root system $\Phi$ which is contained inside the root system $\Phi$ associated to the Cartan subalgebra $H$. The generators associated to the roots in $\tilde{\Phi}$ define a subalgebra in the Lie algebra $G$ and the action of $w$ in this embedded $\tilde{\Phi}$ is exactly that of a twisted Coxeter element of $\Phi$ [55]. We now illustrate these considerations with a simple example.
C.4.1 An example: the $A_2^{(2)}$ model from $D_4^{(1)}$

Let $\alpha_1', \alpha_2', \alpha_3', \alpha_4'$ be the simple roots making up the $D_4^{(1)}$ Dynkin diagram shown in figure 18:

$$\alpha_1' = \left( \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{6}}, -1, -\frac{1}{\sqrt{2}} \right), \quad \alpha_2' = \left( \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{6}}, 1, -\frac{1}{\sqrt{2}} \right),$$

$$\alpha_3' = \left( -\frac{2}{\sqrt{3}}, \frac{1}{\sqrt{6}}, 0, -\frac{1}{\sqrt{2}} \right), \quad \alpha_4' = (0, 0, 0, \sqrt{2}),$$

and let $\alpha_0'$ be the lowest root defined by imposing $\sum_{i=0}^{4} n_i \alpha_i' = 0$ with $(n_0, \ldots, n_4) = (1, 1, 1, 1, 2)$. The affine Toda theory constructed starting from this Dynkin diagram, up to an overall multiplicative factor, has a squared mass matrix of the form

$$M^2 = \sum_{i=0}^{4} n_i \alpha_i' \otimes \alpha_i' = \text{diag}(2, 2, 2, 6),$$

once the simple roots have been written in a basis for which $M^2$ is diagonal.

The diagram automorphism $\sigma$ defines a linear function by $\sigma \alpha_4' = \alpha_4'$, $\sigma \alpha_1' = \alpha_2'$ and so on for the other roots, as shown by the arrows connecting the different spots on the left hand side of figure 18. The invariant space under the action of $\sigma$ is spanned by the component $(0, 0, 0, 1)$ along which the root $\alpha_4'$ lies. The reduction procedure necessary to define the new root system associated to $A_2^{(2)}$ starting from the root system of $D_4^{(1)}$ corresponds to projecting the roots onto the direction invariant under $\sigma$, which is $(0, 0, 0, -\frac{1}{\sqrt{2}})$ and $\alpha_4'^\parallel = \alpha_4$. The new Dynkin diagram obtained after the folding is therefore composed by just two roots, that we simply call $\alpha_1'^\parallel$ and $\alpha_4'^\parallel$ on the right hand side of figure 18, having lengths connected by $(\alpha_4'^\parallel)^2 = 4(\alpha_1'^\parallel)^2$.

On the other hand the invariant eigenvector $(0, 0, 0, 1)$ corresponds to the element $\frac{1}{\sqrt{h}} y_4$ in (C.29) defined by summing all the generators with roots living in the orbit $\Gamma_4$ (the one associated to the central spot of the $D_4^{(1)}$ Dynkin diagram) of the second Cartan subalgebra $H$. This orbit contains six elements, which form a set of roots for $A_2^{(1)}$. This implies that $A_2^{(1)}$ is a closed subspace of $D_4^{(1)}$ living entirely on the orbit $\Gamma_4$. The Coxeter element $w$ of $D_4^{(1)}$ corresponds then to a twisted Coxeter element in this subspace $A_2^{(1)}$ [55].
The same analysis holds for any twisted affine Dynkin diagram. In each case we start from an extended simply-laced diagram and apply the folding procedure. The space invariant under $\sigma$ is spanned by a subset of the vectors in (C.29) and such vectors contain in the sum the generators of a subalgebra of the original simply-laced root system. The Coxeter element $w$ of the initial simply-laced diagram behaves as a twisted Coxeter element defined on this subspace. In the example just presented we started from two equivalent root systems $\Phi$ and $\Phi'$ both associated to the simply-laced diagram $D^{(1)}_4$; after the folding $\Phi'$ reduced to the root systems of $A^{(2)}_2$ and $\Phi$ reduced to the root system of $A^{(1)}_2$.
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