With the rapid development of social networking sites, people need to explain their opinions and thoughts. People share not only information with websites but also they begin to express their thoughts and feelings more easily [1]. They expressed these posts by tweeting them on Twitter, posting on Instagram or commenting on social media. Based on this case, the feelings and thoughts of the interpreters can be analyzed [1]. Reference 11 can be shown as an example.

It is possible to analyze such comments or posts according to some criteria such as what team hits, political opinion, positive/negative/neutral content of comments. This kind of analyzes may affect future production progress by enabling the public to learn the opinions, parties, and thoughts before the political election or to make a customer analysis for the products produced. It has a wide usage area. These analyses are carried out for many different purposes. With these studies, it is tried to predict the future. These analyses are referred to as "Sentiment Analysis" in terminology [1]. Sentiment analysis is one of the techniques commonly used in Natural Language Processing (NLP). NLP helps us to understand the content of a text [2]. There are different approaches based on natural language processing and machine learning techniques to get the features for the sentiment analysis [3].

In this study sentiment analysis is studied for the music comments. Music is universal, it has no language, and it has always been the best way to express emotions, at least that is how many people think. When you listen to a song, you can remember your memories of your childhood/youth or find something from yourself.
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ABSTRACT

For this study Sentiment Analysis (SA) is applied for the music comments using different Neural Network (NN) Models. SA is commonly used for Natural Language Processing (NLP). With the help of NLP, the evaluations/tips about the future can be obtained by analyzing the correspondences and comments. The aim of the study is to draw conclusions from the comments made under the songs whether they are nostalgic. Data is captured using the YouTube Data API. Data extraction is done by entering the link of the song whose comments will be taken. CSV files are obtained and then labeled as nostalgic and non-nostalgic. Different neural network models as MLPNN (Multi-Layer Perceptron Neural Network), CNN (Convolutional Neural Network), RNN-LSTM (Recurrent Neural Network-Long Short-Term Memory) are applied for sentiment analysis. Their performances are analyzed. MLPNN, CNN, RNN-LSTM performance results are 78%, 88%, 88%, respectively.

INTRODUCTION

With the rapid development of social networking sites, people need to explain their opinions and thoughts. People share not only information with websites but also they begin to express their thoughts and feelings more easily [1]. They expressed these posts by tweeting them on Twitter, posting on Instagram or commenting on social media. Based on this case, the feelings and thoughts of the interpreters can be analyzed [1]. Reference 11 can be shown as an example.

Data is captured using the YouTube Data API. Data extraction is done by entering the link of the song whose comments will be taken. CSV files are obtained and then labeled as nostalgic and non-nostalgic. Different neural network models as MLPNN (Multi-Layer Perceptron Neural Network), CNN (Convolutional Neural Network), RNN-LSTM (Recurrent Neural Network-Long Short-Term Memory) are applied for sentiment analysis. Their performances are analyzed. MLPNN, CNN, RNN-LSTM performance results are 78%, 88%, 88%, respectively.

In this study sentiment analysis is studied for the music comments. Music is universal, it has no language, and it has always been the best way to express emotions, at least that is how many people think. When you listen to a song, you can remember your memories of your childhood/youth or find something from yourself.

One of the most used music video platforms today is YouTube. It has a very large archive and is free. We can listen to any song from the 1960s or a song from today. YouTube also provides a section that allows you to post comments under these music videos. Here, feelings and opinions about the music listened to are shared.

The aim of the study is to draw conclusions from the comments made under the songs whether they are nostalgic. Comments captured using the YouTube Data API are tagged according to whether they are nostalgic in the CSV file. Choices are made from comments were taken before tagging, comments that will not be useful for analysis are deleted from the CSV file. "Natural lan-
Vocabulary processing (NLP) operations are applied to the data. These data are divided into two as education data and test data. After training the models with training data, performance evaluation is made with test data. The difference of this study from the other articles is compared with the performance of NN using deep learning technique.

In this study, nostalgic sentiment analysis is done using different neural network models as MLPNN, CNN, RNN-LSTM. These models are performed on the database which is constructed by us. Performance results are compared.

**MATERIAL AND METHODS**

It is very important to create a suitable database for the study. Nostalgia literally means longing for the past. In the labeling of the comments, it is labeled as nostalgic in the comments that contain information about the real meaning of the word nostalgia as well as "remembering the past, childhood-youth years, memories of those years".

To find nostalgic comments, it is necessary to look at the comments under the old songs. The relevant website is given in reference 4 has been used to easily access such songs. CSV files are obtained and then labeled as nostalgic and non-nostalgic. The data is partially ready.

These prepared data are exposed to some pre-processing stages before modeling such as removing punctuation, numbers, stopwords, extra spaces. After a pre-processing dataset is used in neural network models. 80% of the dataset obtained is used as training data to train the model, and the remaining 20% is used as test data to test the model. Fig. 1 shows the dataset for the study. Dataset size is 1500.

Sentiment Analysis needs a pre-processor to transform a word into a vector [2]. This process is called “Word Embedding”[2]. Extracting features from words for NLP, there are two popular methods; word2vec and GloVe (The Global Vectors for Word Representation) [3]. Word embedding maps the words in vocabulary into real-valued vectors [5].

The word vectors shows semantics and their dimension is usually low, this transformation obtains to calculate the connection among words and dimensionality reduction for efficient representation [6,5]. The NN takes words from a vocabulary as input and then embeds them as vectors into a lower-dimensional space, which is denoted to as Embedding Layer [5]. Fig. 2 shows the word embedding model using a NN [5].

The word embedding model used in this study. The GloVe is utilized. GloVe stands for global vectors for word representation. Fig. 3 shows the system architecture. Pre-processing and feature extraction are important for the study.

Word Embedding is applied as the Glove technique. For pre-processing stages, tokenization, stop word, noise removal is used. Tokenization breaks a stream of text into words, phrases, symbols, or other meaningful elements named tokens. This process provides the analysis of the words in a sentence [7]. The most common technique to deal with “a”, “about”, “above”, “across”, “after”, “afterward”, “again” which is not contain important impact for the sentence is Stop Words. This method removes them from the text [7]. For this reason, stop words are applied for the study. Text datasets cover redundant characters such as punctuation and special fonts. Critical punctuation and special fonts are significant for people understanding of text [7]. It can be causes a problem for classification algorithms. So for this study noise removal is applied. An example of the dataset before pre-processing is given in Fig. 4. An example of the dataset after pre-processing is given in Fig. 5.

![Figure 1. Dataset for the study](image)

![Figure 2. Word Embedding Model [5]](image)

![Figure 3. System Architecture](image)
The system has two stages as training and testing. For training stage, to cope with over-fitting problem, L2 regularization is preferred. The aim of L1 and L2 regularizations are avoiding over-fitting problem. L2 is the most common regularization in deep learning [12]. After training, the test dataset is applied to the system. The performance results of the networks are calculated using Equation (1). TP is the true positive, TN is the true negative, FP is false positive and FN is the false-negative predictions.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(1)

RESULTS AND DISCUSSION

Nowadays, there are different neural networks structures. Each of them has different architectural and working mechanisms. Specially used neural networks have been developed for various machine learning processes such as image processing, natural language processing etc. In this study, three different neural networks are used. These are MLPNN, CNN, RNN-LSTM.

MLPNN is a feed-forward neural network. The structure has units which has one-way connections to other units. The units can be arranged in layers so that connections go from one layer to a later layer [13]. It has one or more layers called a hidden layer. MLPNN works especially effectively in classification, regression prediction problems. It can be used for image, text and many other different datasets. Linearly not separable problems are solved by MLPNN [8]. MLPNN Model is shown in Fig. 6.

The Embedding layer was used as the first layer in all our neural networks. This layer turns positive integers (indexes) into fixed-sized dense vectors to reduce the costs of one-hot encoded vectors, which are high-dimensional and sparse. The flatten layer was used to flatten the input, converting the layer to the 1D array so it could feed the layer. Then three dense layers were used to connect each node of the current layer to the next node of the next layer. The single-unit last dense layer gives the classification result. MLPNN model architecture is given in Fig. 7.

Table 1 shows the MLPNN properties and performance results. ReLu is used as an activation function. Adam is used as an optimizer. Mean Squared Error is used. The batch size technique is used for modeling. The batch size is a hyper parameter of gradient descent and it controls the number of training samples [9]. Fig. 8 shows the MLPNN results for Sentiment Analysis (SA) as to accuracy and loss, respectively. Accuracy is calculated as 78%.

CNN, which is widely used especially in computer vision tasks, gives very successful results. Although they have been specially developed and used for image data, they are
also used for sentiment analysis and classification processes obtained using text data. CNNs are constructed with convolutional layers [14]. Reference 15 states that convolutional networks are suitable for recognizing or rejecting shapes [15].

As can be seen in Fig. 9, CNN architecture has Conv1D layers and Global Max Pooling layer different from MLPNN architecture. Conv1D was applied because the texts are one-dimensional data strings. This layer creates a convolution kernel.

CNN (Convolutional Neural Network) contains three layers as the Convolutional, Pooling and Full-Connected Layers [6]. Convolution layer extracts the features of the input by using a slide filter and applies the scalar product [6]. Feature map is the output of convolution [6]. Matrices obtained by convolution operators are transformed with an activation function. ReLu (Rectified Linear Unit) is used as an activation function. ReLu is given in Equation (2) and its effect is given in Fig. 10 [6]. For the output layer, the sigmoid function is used as an activation function. The sigmoid function is given in Equation (3).

\[
ReLU(x) = \begin{cases} 
  x & \text{if } x > 0 \\
  0 & \text{if } x \leq 0
\end{cases}
\]  

(2)

\[
f(x) = \frac{1}{1 + e^{-x}}
\]  

(3)

The second one is the Pooling layer. It reduces the size of the feature map. Pooling works by sliding a window over the input. Finally, the Fully Connected layer filters high-level representation of the input and converts them into votes. Fully connected is a way to connect layers in two layers together [6].

Fig. 11 shows the CNN results for SA as accuracy and loss, respectively. Table 1 gives the CNN model properties. Accuracy is calculated as 88%.

LSTM algorithm is very popular for NLP [2]. It is one of the RNN models that can learn sequential data [2]. For training stage, RNN is hard to report the vanishing gradient problem. By using its internal memory, RNN sends the output it produces back to the network to obtain the next new output. Therefore, all the inputs in RNN are dependent. LSTM-RNN is advanced to solve the vanishing gradient problem and capture long-term dependency. So, LSTM-RNN is applied to language modeling [10]. The simple design of RNN is shown in Fig. 12 [10]. We consider \(X=(x_1,x_2,...,x_T)\) as the input word sequence and \(Y=(y_1,y_2,...,y_T)\) as the hidden sequence. RNN's hidden layer is the recurrent layer. Recurrent Layer is used to capture the contextual information of sentence [10].

LSTM-RNN adds output gate, forget gate, input gate and memory cell and an important information can be store over long time duration [10]. For this model, the tanh activation function is used. The activation function is given in Equation (4).

Figure 8. MLPNN results for Sentiment Analysis

Figure 9. Architecture of the CNN Model

Figure 10. ReLU

Figure 11. CNN results for SA as accuracy and loss, respectively.

Figure 12. Simple design of RNN
\[ \tanh(x) = \frac{1}{2} \left( e^{2x} - 1 \right) \]  

(4)

Fig. 13 shows the RNN-LSTM results for SA as accuracy and loss, respectively. Table 1 gives the RNN-LSTM model properties. Accuracy is calculated as 88%.

The architecture of RNN-LSTM model is shown in Fig. 14. It consists of three layers. Embedding layer is used as the input layer and dense layer is used as the output layer. The power of the RNN-LSTM neural network has been demonstrated using a not so deep architecture.

Table 1 gives the models properties. Adam is an efficient stochastic optimization method that only requires first-order gradients with little memory requirement [16]. As stated in reference 16, Adam gives good results in our practice compared to other stochastic optimization methods. Adam can be used to update network weights. Update expressions are shown in Equation (5) [17].

\[
\begin{align*}
    v_t &= \beta_1 v_{t-1} + (1 - \beta_1) \cdot g_t, \\
    s_t &= \beta_2 s_{t-1} + (1 - \beta_2) \cdot g_t^2, \\
    \Delta w_t &= -\eta \cdot \frac{v_t}{\sqrt{s_t} + \epsilon} \cdot g_t, \\
    w_{t+1} &= w_t + \Delta w_t
    \end{align*}
\]  

(5)

\( \eta \) is the initial learning rate, \( g_t \) is the gradient at time \( t \) along \( w_j \), \( v_t \) is the exponential average of gradient along \( w_j \), \( s_t \) is the exponential average of squares of gradients along \( w_j \), \( \beta_1 \) and \( \beta_2 \) are hyperparameters [17].

As Loss function, MSE was used for MLPNN and CNN. MSE has been described as an excellent metric in the context of optimization, it is widely preferred as it saves time and effort [18]. The best result was obtained by using binary cross-entropy loss function in RNN-LSTM. Other features of the models are defined on the table.

Fig. 15 shows the confusion matrices of MLPNN, CNN, RNN-LSTM networks are given respectively. According to these matrices, Precision, Recall and F1 score values can be
obtained to better measure and evaluate the performance of the models. The Equation 6 is given below [19]. The F1 scores of the models are calculated as 0.78, 0.88, and 0.89 for MLPNN, CNN, RNN-LSTM, respectively.

\[
F_1 = \left( \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \right) = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]

Table 1. Model properties.

| Model  | Optimizer | Loss function | Batch size | Epoch | Accuracy (%) |
|--------|-----------|---------------|------------|-------|--------------|
| MLPNN  | Adam      | MSE           | 64         | 200   | 78           |
| CNN    | Adam      | MSE           | 32         | 200   | 88           |
| RNN-LSTM | Adam    | Binary Crossentropy | 128     | 100   | 88           |

Fig. 16 shows the comparison of MLPNN, CNN, and RNN performance results. CNN and RNN-LSTM give better results. RNN-LSTM model completed the training for 100 epochs. It means RNN-LSTM is faster than CNN for this study.

CONCLUSIONS

SA is one of the techniques used in NLP. It analyzes the text or comment and tries to find the main point. By using such techniques, planning for the future can be made by predicting the feelings and thoughts of people in all areas such as product development and marketing. In this study, comment analysis is performed with SA. Classification is done after the analysis using different NN models as deep learning which is popular today. A performance comparison is made. As a result of the performance, CNN and RNN-LSTM gives good results for the study. In future studies, analysis can be expanded by creating deeper networks and using various word embeddings. The created networks can be used easily in the analysis of application data such as Twitter, not just YouTube data.
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