Abstract—Facing the English conversion system, the existing accent marking algorithms cannot acquire the morphological rules of English, making the accent marking inaccurate, inefficient, and time-consuming. To solve these problems, this paper puts forward an accent marking algorithm of English conversion system based on morphological rules. Specifically, the English audios in a self-developed English corpus were classified by the speaker classification software based on hidden Markov model, as well as audio classification technology, producing the morphological rules of English. After that, the English accents were marked by the maximum entropy model in the English conversion system. The proposed method was proved accurate and efficient in accent marking through experiments. The research results provide a good reference for marking the accents in English conversion system.
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1 Introduction

In parametrically synthesized speech, prosody has an important position, and the accent marking is the basis of high-quality speech synthesis [1]. Thus, it is of great significance to accurately and quickly to mark English accents in the corpus [2]. English accent marking requires a lot of material and manpower, while high-intensity, long-time manual marking is prone to more errors, poorer marking consistency, and higher marking costs. Besides, for the diversified needs of speech synthesis, the speech database needs to adapt to different software and hardware environments. Marking the accent in the English conversion system can reduce the cost of speech synthesis, thereby reducing the cost of building a corpus [3]. For this, related scholars have conducted a lot of related research.

Xu et al. [4] performed a morphological analysis of Uyghur language based on machine translation, in which the stems of the Uyghur language were extracted during the training of the machine translation model and usually regarded as a language...
source, while the extracted sentences were taken as the source of the target language to achieve the best translation effect; then, based on the machine translation framework, the morphological analysis of Uyghur language was conducted, but this method increases the time used for accent marking. Zhen and Zhu [5] proposed a word vector-based accent marking algorithm, which expands the marking dictionary through the phonetic approximation calculation function of word vector, and combines this dictionary and the phonetic approximate calculation result to complete English accent marking, but this algorithm cannot obtain English morphological rules, resulting in large errors in the accent marking results and low marking precision. Tang et al. [6] presented an English accent marking algorithm based on reinforcement learning; this algorithm developed a marking dictionary according to the characteristics of English pronunciation, analyzed the accent features, improved the observation information through the long-term memory network, and entered the target word into the reinforcement learning framework, thereby achieving the English accent marking; however, it failed to acquire the morphological rules when marking the accents of many English words, which reduces the marking efficiency of the algorithm.

In view of the problems in the above algorithms, the authors proposed an accent marking algorithm of the English conversion system based on morphological rules. First, an English corpus was constructed, and the HHM-based speaker classification software and audio classification technology were applied to classify the English audio in the corpus and obtain English morphological rules. In the English conversion system, the maximum entropy model is used to label the English accent. The results show that the algorithm has high accuracy and marking efficiency. This study provides a reference for the accent marking of the English conversion system [7-9].

2 Morphological Rule Extraction Method

2.1 Corpus construction

Following the development of network media and the Internet, more resources of speech have been available at low or no costs. The text of these voice resources is more accurate, and the recording effect of voice fragments is better [10, 11]. Many open text and voice resources are provided in various network media and Internet websites.

The accent marking algorithm of the English conversion system based on morphological rules used the VOA corpus. VOA is one of the largest news broadcasters in the world, providing rich learning materials for English learners. It’s clear in the pronunciation and intonations and rich in resources, easy to download on the Internet, and generalized in the voice of the corpus. VOA corpus is the most primitive corpus, so the voices in the corpus have not been processed. Many audio files exist in the broadcasting process. The public corpus, as the basis for accent marking, contains lots of detailed corpus with manual marking, which requires to extract and process the speech part through the recording to facilitate subsequent English accent marking.
The speech in the VOA corpus isn’t marked, but directly obtained from the network with no relevant preprocessing, and the voice and the text are generally aligned [12].

English is an accented language. Its accent is an important super segmental phoneme, which can be divided into accent, secondary accent, and light accent. Stressing a syllable or a word makes it stand out from adjacent syllables. The accent is affected by the four elements of sound length, pitch, intensity, and tone quality. Among them, the pitch in English has the greatest influence on accent of English words, followed by the length, intensity, and quality of the sound. The primary accent of some words in English can be determined according to their morphological structure, so the corresponding morphological rules are formulated based on the characteristics of these words, which can ensure that its marking accuracy is generally higher than the rules obtained through the morphological rules [13]. For words that cannot be identified with the primary accent according to the morphological rules, it is necessary to generate the primary accent marking rules; the secondary accents can also be marked according to the morphological rules [14, 15].

The proposed algorithm classified the English audios using the speaker classification software based on the HMM, as well as the audio classification technology. The identification and segmentation of speech, music and mixed sounds in sound files, and the choice of audio features directly affect the final classification performance. The Gaussian mixture model and the HMM were combined in the proposed algorithm to classify audio. The classification process is shown in Fig. 1.

Fig. 1. Flowchart of audio classification
It can be seen from Fig. 1 that the accent marking algorithm is implemented mainly in two stages. In the first stage, analyze and extract the feature parameters of the VOA corpus such as MFCC, short-term energy, spectral parameters, and zero-crossing rate; then use the Gaussian mixture model and the HMM to normalize the likelihood value. In this stage, the utterance, the semantic mixture Gaussian model, and the extracted features work together on the likelihood and normalization. In the second stage, use the state transition matrix of the HMM to calculate the probability value of the observation vector with the obtained likelihood value, and apply the VDHMM to optimally combine the continuous speech frames into segments according to the maximum likelihood criterion, thus completing the audio classification. The final classification result and the state transition probability matrix play an important role in this stage. Among them, the likelihood value and normalization processing, and emission probability matrix are the two most important steps, and both are the basis for connecting the two stages.

2.2 VOA corpus segmentation

After pre-processing, redundant music and noise were removed from the corpus. Then, it’s segmented into sentence-based units. First, segment the audio on the basis of HMM unsupervised training. Through iteration, the segmentation result was trained into a more accurate phoneme hidden Markov model in each iteration. Before segmentation, the texts corresponding to the voice should be also processed, because the texts obtained by audio in advance contain many unrecognizable symbols such as @, %, &, *, etc., which are incompatible with the segmentation method and need to be pre-processed.

Fig. 2. Flowchart of automatic sentence segmentation
Fig. 2 shows the specific process of automatic sentence segmentation. First, convert the corresponding text in the speech into phoneme sequences, extract the acoustic features from the sound, establish and train the corresponding HMM for each phoneme; then, use forced alignment technology for SIL segmentation. Due to the limitations of the segmentation algorithm, the obtained result was not a collection of sentences and paragraphs, but a collection of sentences. Meanwhile an error detection mechanism was introduced to improve the effect of sentence segmentation, that is, check whether the segmentation point of the sentence is correct, mark the incorrect segmentation point, and repeat the wrong segmentation or sentence for subsequent follow-up elimination of the wrong segmentation part.

2.3 Feature analysis

In the traditional English conversion system, each phoneme is a model, and 40 phonemes are trained as a set of models. Phoneme sets are used to distinguish the accents. Each vowel is divided into two different vowel modes according to the states of accent (Strong accent and light accent). Consonants can be divided into two modes, front and back, to better reflect the syllable structure in words [16]. Acoustic phonological features usually include speech rate, fundamental frequency, pause, duration, phrase boundary, and energy value, etc., which are most related to prosodic information. Prosodic feature information can be obtained based on the above-mentioned acoustic features. The model training result changes with the selected features.

Acoustic features most related to boundary tone and fundamental frequency accent include energy, duration, and fundamental frequency. The pitch change in speech will be affected under the interaction of the three.

Fundamental frequency is an important feature in phonetic notation. English is a stress language, so it’s very important for the influence of its prosodic features on the change of fundamental frequency related to English stress. Frequency domain and time domain are the main methods of fundamental frequency detection at present. Time domain features mainly include energy, gene cycle, and zero-crossing rate, while frequency domain features usually include cepstral coefficients, linear prediction forms, and Mel-frequency cepstral coefficients.

The parameters of the fundamental frequency include fundamental frequency value, average value, range, variance and curve.

Let $R_n(k)$ be the fundamental frequency value, which can be calculated by the autocorrelation function:

$$R_n(k) = \sum_{m=0}^{n} S_n(m)S_n(m+k)$$

where, $S_n(m)$ is the parameter vector to be calculated, $S_n(m+k)$ is the number of characteristic functions, and $n$ is the total number of constants in the algorithm.

Let $F_0$-Mea be the mean value of the fundamental frequency, which can be calculated by the number of voiced frames and the sum of the fundamental frequency of voiced frames:
where, \( F_0 \) is the audio value corresponding to the \( i \)-th voiced frame; \( N \) is the total number of voiced frames.

The audio range describes the difference in audio, the minimum fundamental frequency value of each word, and the maximum fundamental frequency value of each word.

Let F0-Var be the fundamental frequency variance, then it’s calculated as:

\[
F_{0,\text{Var}} = \frac{\sum_{n=1}^{N} F_0^n}{N} - \mu_{F_0}^2
\]  

where, \( F_0 \) is the overall coefficient of the fundamental frequency, and \( \mu_{F_0}^2 \) is the basic variance value. In order to accurately realize the gene frequency transformation of each word in the preceding and following words, the current sentence, and the current phrase, it is necessary to obtain the curve contour f0 corresponding to each word based on the above-obtained features [17].

The accent marking algorithm of the English conversion system based on morphological rules adopts the speech analysis software Praat to obtain the duration, energy value, and fundamental frequency value of each word, and then acquire the morphological rules.

3 **English Accent Marking Algorithm**

The accent marking algorithm of English conversion system based on morphological rules means the use of the maximum entropy model to realize accent marking. The specific process is shown in Fig. 3.
Given that the random variable takes a value in the interval \( \{ X=x_1, x_2, \ldots, x_k \} \), \( P(X=x_i)=P_i \) represents the probability distribution of the random variable \( X \), and \( H(X) \) represents the entropy of \( X \). It’s calculated as:

\[
H(X) = - \sum_{x \in X} p(x) \log \frac{1}{p(x)}
\]  

(4)

Let \( H(Y|X) \) be the conditional entropy of \( Y \) if \( X \) occurs; \( P(y|x) \) be the conditional probability distribution; \( T \) be the training data, which is expressed as:

\[
T = \{(x_1, y_1),(x_2, y_2), \ldots, (x_n, y_n)\}
\]  

(5)

This algorithm built a classification model \( \max H(Y|X) \) on the basis of the maximum entropy to classify the training data \( T \):

\[
\max H(Y | X) = \sum_{(x,y)} p(x) \log \frac{1}{p(y | x)}
\]  

(6)

When using the maximum entropy model in the modeling process, it’s necessary to select features and introduce eigenfunctions, samples and features \([18, 19]\). \( p(y|x) \) indicates features; \( X \) is context information; \( Y \) is the information that needs to be determined.
Let $f(x,y)$ be the eigenfunction, describing the relationship between output $y$ and input $x$, and it’s expressed as:

$$f(x,y) = \begin{cases} 1 & \text{if } y = y_0 \text{ and } x = x_0 \\ 0 & \text{otherwise} \end{cases}$$ (7)

The input value of the eigenfunction $f(x,y)$ to the distribution $\bar{p}(x,y)$ can be calculated as:

$$E_p(f) = \sum_{x,y} \bar{p}(x,y) f(x,y)$$ (8)

The output value of $f(x,y)$ on $\bar{p}(x,y)$ and the model $P(Y|X)$ can be calculated as:

$$E_p(f) = \sum_{x,y} \bar{p}(x,y) p(y|x) f(x,y)$$ (9)

It’s assumed that $y$ is the output result, $Y$ is the set of accent marking, and $x$ is the context of English to be marked. $P(y|x)$ conforming to the context was constructed to achieve the accent marking using the maximum entropy model, and realize the accent marking of the English conversion system according to the marking result.

According to the principle of maximum entropy, $P(y|x)$ needs to satisfy the following conditions:

$$p(y|x) = \frac{1}{Z_x(x)} \exp[\sum_i \lambda_i f_i(x,y)]$$ (10)

$$Z_x(x) = \sum_y \{ \exp \sum_i \lambda_i f_i(x,y) \}$$ (11)

where, $Z_x(y/x)$ represents the normalization factor; $\lambda_i$ represents the characteristic parameter.

The accent marking of the English conversion system is not only the basis for the training of English professionals, but also reflects the needs of enterprises for talents. The primary accent is far more important than secondary accent. In the English conversion system, if the conversion of a word is marked correctly, the speech synthesis effect shall be acceptable despite of the deviations in the marking of secondary accent. Primary accent is also simpler than secondary accent. In general, two-syllable words or multi-syllable words have only one primary accent, while secondary accent is more complicated, and the position of secondary accent is often closely related to that of primary accent. The traditional machine learning methods tend to learn primary and secondary accents at the same time, increasing the complexity of learning, and leading to an unsatisfactory learning effect. The proposed algorithm can separate the primary accent and secondary accent for learning, with the aim of improving the precision of primary accent marking as much as possible. To distinguish between primary and
secondary accents, it’s assumed that a word has only one primary accent. For a three-syllable word, its primary accent can appear in three positions. If it appears in the first syllable, then it is marked as 0; if in the second syllable, then this syllable is marked as 1.

Let $W$ be the sequence of English words, which is expressed as:

$$W = W_1W_2W_3 \cdots W_n$$  \hspace{1cm} (12)

Let $T$ be the accent sequence corresponding to the vocabulary sequence, which is expressed as:

$$T = t_1t_2t_3 \cdots t_n$$  \hspace{1cm} (13)

To study English words, the attributes of the entire word should be extracted, because the primary accent may appear in multiple positions, especially for two-syllable or multi-syllable words. All syllables of the word should be taken into consideration. It’s usually believed that the syllable is composed of initial sounds, medium vowel sound, and final sound. Therefore, the initial, vowel sound, and final sounds of all syllables of the word should be extracted as attributes. Each attribute is identified by the first letter of its corresponding English name and the number of the corresponding syllable in the word.

The phonetic pronunciation of each word can be divided into two types: accented and light pronunciation. In the accented pronunciation, the vowels in the stressed syllable are marked as accented, and the remaining vowels are marked as light; in the light pronunciation, all vowels are marked as light. In the syllable, there are consonants before or after the vowel.

On this basis, the statistical analysis of the corpus used in this study showed that the number of word syllables is negatively correlated with its proportion in the corpus, e.g., disyllabic words account for 38.90%, 3-syllable words accounted for 26.55%, and 6-syllable words accounted for 0.6%. Excluding monosyllable words, if all other words are grouped according to the number of syllables, the words with fewer syllables will have fewer attributes, which greatly simplifies the learning process and improves learning efficiency.

The accent marking model was implemented to achieve the accent marking of the English conversion system. For this, it’s necessary to calculate the weights of related features, and realize the correspondence between the training model parameter and features, which is conductive to the selection of effective weights and features. The accent marking algorithm of English conversion system based on morphological rules solved the feature vector through GIS algorithm.

4 Experiments and Results

The experiment was conducted on the Linux platform to verify the accent marking algorithm of the English conversion system based on morphological rules.
The precision rates of accent marks was tested for the Algorithm 1 (the morphological analysis of Uyghur language based on machine translation proposed in literature [4]), Algorithm 2 (the word vector-based accent marking algorithm proposed in literature [5]), and Algorithm 3 (the English accent marking algorithm based on reinforcement learning in literature [6]) respectively. It’s expressed as:

\[ P = \frac{a}{b} \times 100\% \]  

(14)

where, \( P \) is the precision rate of the accent marking; \( a \) is the number of correct accent marks of the English conversion system; \( b \) is the total number of English words.

The marking precision of Algorithm 1, Algorithm 2, and Algorithm 3 is shown in Fig. 4.

The data analysis in Fig. 4 found that the marking precision obtained in multiple iterations was higher than 80% when it’s used to mark the accent of the English conversion system; that of Algorithm 2 and Algorithm 3 fluctuated around 50% and 40% respectively. Comparing the test results of Algorithm 1, Algorithm 2, and Algorithm 3, Algorithm 1 had the highest standard precision rate, because it develops a corpus, and classifies the audios in the corpus using the speaker classification software based on Hidden Markov Model and audio classification technology to acquire the morphological rules, thereby realizing the accent marking of the English conversion system, and improving the marking precision of the algorithm.

In the English conversion system, the efficiency of Chinese and English accent marking is extremely important. The marking time was used as the test index, to perform the accent marking test on Algorithm 1, Algorithm 2 and Algorithm 3. The test results are shown in Fig. 5.

The data analysis in Fig. 5 found that with the increase of English words in the English conversion system, the time used by Algorithm 1, Algorithm 2 and Algorithm 3 to mark the accent continually increased; the time used by Algorithm 1 was lower than that of Algorithm 2 and 3. When the number of words in the English conversion system is as high as 200, the time used for algorithm 2 and algorithm 3 increases significantly because they both haven’t obtain English morphological conversion rules, so that they cannot mark a large number of English accents in a short period of time, resulting in longer marking time; whereas, Algorithm 1 uses the maximum entropy model to mark the English accents in the English conversion system based on the English morphological conversion rules, shortening the marking time, and improving the marking efficiency of Algorithm 1.
Conclusion

After ten years of development, the speech synthesis system has been widely used in home network systems and mobile communication equipment fields etc., and people’s demands for speech quality have been also continuously increasing under. At this stage, the synthesized speech has a high level of clarity and intelligibility, but its emotional color is not rich enough, the machine taste is heavier, and there is a large gap from human natural language. Therefore, English accent marking of the English conversion system has become a hotspot of research in recent years. The current accent marking algorithm of English conversion system has the problems of low
marking precision and efficiency. To solve these problems, this paper proposes an accent marking algorithm of English conversion system based on morphological rules. An English corpus was developed to obtain morphological rules. On this basis, the maximum entropy model was used to achieve the accent marking of English conversion system, thereby improving the precision and efficiency of marking. This study lays a foundation for the development of the English conversion system and the improvement of the English synthesized speech quality.
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