LNCRI: Long Non-Coding RNA Identifier in Multiple Species
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ABSTRACT

The pervasive nature of long non-coding RNA (lncRNA) transcription in the mammalian genomes has changed our protein-centric view of genomes. But the identification of lncRNAs is an important task to discover their functional role in species. The rapid development of next-generation sequencing technology leveraged the opportunity to discover many lncRNA transcripts. However, the cost and time-consuming nature of transcriptomics verification techniques barred the research community from focusing on lncRNA identification. To overcome these challenges we developed LNCRI (Long Non-Coding RNA Identifier), a novel machine learning (ML)-based tool for the identification of lncRNA transcripts. We leveraged weighted k-mer, pseudo nucleotide composition, hexamer usage bias, Fickett score, information of open reading frame, UTR regions, and HMMER score as a feature set to develop LNCRI. LNCRI outperformed other existing models in the task of distinguishing lncRNA transcripts from protein-coding mRNA transcripts with high accuracy in human and mouse. LNCRI also outperformed the existing tools for cross-species prediction on chimpanzee, monkey, gorilla, orangutan, cow, pig, frog and zebrafish. We applied the SHAP algorithm to demonstrate the importance of most dominating features that were leveraged in the model. We believe our tool will support the research community to identify the lncRNA transcripts in a highly accurate manner. The benchmark datasets and source code are available in GitHub: [http://github.com/smusleh/LNCRI](http://github.com/smusleh/LNCRI).
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I. INTRODUCTION

About 2% of human genomic regions are involved in encoding proteins, and the rest are non-coding regions which do not finally produce proteins [1]. The intricate transcriptional landscape in humans has opened a new paradigm of pervasive transcription process which led to the discovery of novel non-coding RNAs and their role in cellular and functional processes. Long non-coding RNAs (lncRNAs), which are defined as a type of ncRNA having more than 200 nucleotides in length, have recently been shown to be evident in linking mutations in their sequence and their role in the dysregulation for many diseases [2]. H19 was one of the earliest discovered lncRNAs having very similar characteristics to protein coding genes considering the polyadenylation, splicing, localization, and the transcription mechanism in support of RNA polymerase II [3]. XIST was among the early examples of lncRNAs which are known to be involved in the silencing of X-chromosome [4]. Since these pioneering discoveries of H19 and XIST, many lncRNAs have been discovered in human and other mammalian species as well as in plants [5]. LncRNAs, predominantly being considered junk regions for decades [6], are now recognized as the most cryptic but functionally most crucial player in biomedical research. Many other lncRNAs are known to play a significant role in a multitude of human diseases, and readers are referred to the articles ([2], [7], [8], [9]) to have a deeper understanding of their role in multiple cellular processes and diseases.

The pervasive transcriptomics nature of the lncRNA in human [10] and mouse [11] has already been established by the FANTOM consortium in their catalogue of lncRNAs. The FANTOM Consortium proposed over 23K IncRNA genes with highly accurate 5' end [12]. Recent version (version 37 and version 26 for mouse, respectively) of GENCODE [13] release provides a list of 18K and 13K IncRNA genes from human and mouse, respectively. MiTranscriptome has...
collected over 58K lncRNA genes in humans [14], however, it is not well established if all of them have functional evidence. NONCODE version 6.0 prepared a collection of 96K and 87K lncRNA genes from human and mouse, respectively [15]. Based on the above-mentioned landmark projects on lncRNA, we can observe that the discovery of lncRNAs is continuing. Advances in next-generation sequencing (NGS) techniques have provided the scientific community to discover a large number of lncRNA transcripts and their cellular roles [12]. Although thousands of lncRNAs transcripts have already been discovered across species, there is a huge number of lncRNAs that are yet to be identified and annotated in multiple species and this is a challenging task. Firstly, lncRNAs may have similar biogenesis characteristics to those of messenger RNA (mRNA) as both are mainly transcribed the RNA Polymerase II [16]. Secondly, lncRNAs can even undergo the similar transcriptional and post-transcriptional processes as mRNA transcripts [17]. Thirdly, mRNA and lncRNA transcripts have similarities in terms of transcript length as well as splicing structure [18] [19], which make the lncRNA identification process complicated. Fourthly, the low-level expression of lncRNAs also hinder their discovery in multiple cells or tissues [16].

To overcome the challenges of the currently available experimental technologies, many computational methods, mainly machine learning (ML)-based techniques, have been leveraged to distinguish lncRNA transcripts from mRNA transcripts. The common formulation of this ML based approach is to put the transcripts from lncRNA and mRNA under a classification framework. There exist multiple ML-based methods for recognizing lncRNA transcripts from mRNA transcripts based on ML-based techniques. One of the pioneering works in this domain was CONC (“coding or non-coding”), where the authors applied support vector machine (SVM) based ML-model to distinguish mRNA transcripts which are responsible for producing proteins, from non-coding RNAs (ncRNA) transcripts [20]. The authors used mammalian and non-mammalian eukaryotic ncRNA transcripts from RNAdb [21]. NONCODE [5] database and mRNA transcripts from SwissProt [22] database to train ML models. Lia et al. developed PLEK (“predictor of lncRNAs and mRNAs based on an improved k-mer scheme”) to recognize lncRNA transcripts from mRNA transcripts by introducing an improved k-mer scheme [23]. The authors proposed k-mers (k=1 to 5) with sliding window sizes up to five with a step size of one to encode the whole transcripts. Then the proposed k-mer based features were fed into a SVM-based model to classify lncRNA transcripts from mRNA transcripts for human, mouse and other vertebrates. Sun et al. developed the CNCI (“Coding-Non-Coding Index”) tool to distinguish protein-coding transcripts from lncRNA transcripts based on the intrinsic composition of sequences [24]. The authors proposed a novel encoding approach of the sequence based on adjoining neighboring triplets representing all possible two consecutive triplets (64*64 possible combinations) from the sequence. Out of six reading frames, the authors selected only one most-like CDS (MLCDS) and used the length and score of MLCDS as a feature vector. Using the proposed features, SVM-based ML model was built to classify lncRNA transcripts and protein-coding transcripts. CNIT (“Coding-Non-Coding Identifying Tool”), an updated version of CNCI, was developed for the same purpose with higher accuracy and much faster speed [25]. Han et al. developed LncFinder, an lncRNA recognition system which recommend 19 different features summarizing the sequence composition, structural information, and physicochemical properties of the nucleotides to find lncRNA from human, mouse, chicken, zebrafish, and wheat [26].

Recently, deep learning (DL)-based models have been proposed for the identification of lncRNA transcripts. Baek et al. developed lncRNAet [27], a DL-based model by combining convolutional neural network (CNN) and recursive neural network (RNN). RNN was used to detect the intrinsic nature of the input sequence. Variable-length sequences were handled using the Bucketing technique [28] along with k-mer embedding vectors, and the network was trained through the GloVe embedding [29] for the identification of lncRNA. Yang et al. developed LncADeep for the identification of partial and full-length lncRNA transcripts by incorporating hand-curated features like Fickett score, hexamer score, coding sequence (CDS) length etc. and then feeding into a deep belief network based model [30]. Tripath proposed DeepLNC, a deep neural network-based model that used k-mers (k=1 to 5) from input sequences as a feature set to classify lncRNA transcripts and mRNA transcripts [31]. Interested readers may check the reviews in [32] [33] which summarize different ML-based methods that have been proposed to identify lncRNAs.

In this study, we propose LNCRI (Long Non-Coding RNA Identifier), a novel ML-based pipeline to distinguish lncRNA transcripts from mRNA transcripts. To evaluate the prediction performance of LNCRI and compare it with other existing tools, we used benchmark datasets for multiple species. We found that LNCRI outperformed the existing state-of-the-art tools for lncRNA identification in human, mouse and eight other species. Our contribution in this work can be summarized as follows:

1) We have used the largest collection of lncRNA transcripts and mRNA transcripts from GENCODE and RefSeq for the identification of lncRNA transcripts in multiple species.
2) We proposed a novel combination of features representing weighted k-mer, pseudo nucleotide composition, hexamer usage bias, Fickett score, information of open reading frame, UTR regions, and HMMER score to distinguish lncRNA transcripts from protein-coding transcripts.
3) We proposed a CatBoost based model LNCRI, which achieved the best performance compared to other existing methods considering multiple evaluation metrics for human and mouse.
4) LNCRI outperformed other existing models for eight
other species in the cross-species transcript prediction task.

II. MATERIALS AND METHODS

A. DATA COLLECTION

We collected all the lncRNA transcripts from GENCODE release 37 for human and release 26 for mouse. GENCODE database, launched by Human Genome Research Institute (NHGRI) under a project named The ENCYclopedia Of DNA Elements (ENCODE), is one of the largest and most reliable sources for human and mouse functional elements [34]. The GENCODE database mainly incorporates four types of functional elements: (a) protein-coding genes, (b) pseudo genes, (c) long non-coding RNA genes, and (d) small non-coding RNA genes [35]. The genes/transcripts in GENCODE were annotated based on computational approach supported by manual annotation and experimental validation. For lncRNA annotation, GENCODE does not apply a strict 200bp length threshold, albeit very few annotated lncRNAs fall below this threshold [35]. For protein-coding transcripts, we collected all the transcripts from RefSeq [36]. RefSeq database, established by the National Center for Biotechnology in the United States, provides a comprehensive collection of well annotated, non-redundant set of sequences for mRNA transcripts and other non-coding RNA transcripts. RefSeq covers sequence from multiple species including human and mouse. From RefSeq, we considered only the transcript that had clear potential for clear protein-coding (i.e., having an NM RefSeqID) capability. Interested readers are suggested to check [37] to compare the annotation pipeline of GENCODE and RefSeq. All the transcript sequences were collected from the genome assembly version GRCh37 and GRCm10 for human and mouse, respectively. The collection contains 97,482 lncRNA transcripts and 104,760 protein-coding transcripts from human. The collection also contains 18,833 lncRNA transcripts and 37,907 protein-coding transcripts from mouse.

B. DATA SET PREPROCESSING

From the collected dataset, transcript sequences having characters other than “A”, “C”, “G”, or “T” (represents U in the corresponding RNA) were discarded. Then, we removed the duplicate sequences. To avoid redundancy from the collected dataset, we applied CD-HIT [38]. As suggested in [39], sequences having more than 80% similarity, based on CD-HIT, were dropped to avoid any bias for the ML model. Moreover, sequences shorter than 200 nucleotides (nt) or longer than 3000 nt were removed from our analysis as prescribed in IncRNAAnet [27]. To make both lncRNA and mRNA transcript datasets balanced, we down sampled the mRNA transcript dataset to be in bar with the lncRNA transcript dataset. After all the preprocessing steps, we had 43,839 and 43,383 transcripts from human lncRNA and mRNA, respectively. We also found 3,295 and 2,828 transcripts from mouse lncRNA and mRNA, respectively. Hereafter we will refer this collection of dataset from human and mouse as permissive dataset. To avoid any bias and to check if the CD-HIT cut-off has any significant effect on the performance of machine learning model, we generated another dataset for both human and mouse based on 60% CD-HIT cut-off. This cut-off generated 41,817 and 36,433 transcripts from human lncRNA and mRNA, respectively as well as 3,292 and 2,381 transcripts from mouse lncRNA and mRNA, respectively. Hereafter we will refer this dataset as stringent dataset.

C. K-MER RELATED FEATURES

For each sequence we counted the frequencies of mono-, di-, tri-consecutive nucleotides in the whole transcript body. Then we normalize the k-mer count by the sequence length and calibrated by the possible combination of k-mer. This generated 84 features (4 from mono-, 16 from di- and 64 from tri-consecutive nucleotides), for the development of ML models based on the following equation.

\[ \text{WeightedKmer}_i = \frac{C_i}{L} \times \frac{1}{4^{3-k}}; \quad k = 1, 2, 3 \]

where, \( C_i \) represents the count of k-mer in the transcript and \( L \) represents the transcript length. We also checked the observed/expected ratio of nucleotide combinations in lncRNAs and mRNAs as suggested in [40]. Supplementary File 01 provides the details of observed/expected ratio of all mono-, di- and tri-nucleotides.

D. PSEUDO K-TUPLE NUCLEOTIDE COMPOSITION (PSEKNC)

The pseudo k-tuple nucleotide composition (PseKNC) reflects the physicochemical properties and sequence-order effects of nucleotides in DNAs [41], [42]. The sequence-order information is preserved through the physicochemical properties of the constituent oligonucleotides. The dimension of this feature vector is of \( (4k+\lambda) \) where \( k \) represents k-mer (having a positive integer value), and \( \lambda \) represents the highest counted rank of the correlation along a DNA sequence. In our case: \( k=3 \) and \( \lambda=10 \) were used to generate a 74-dimension feature vector.

E. ORF RELATED INFORMATION

Open reading frame (ORF) is a well-known property of mRNA transcripts. ORF information has been used in multiple previous studies ([27], [30]) to distinguish lncRNA transcripts from mRNA transcripts. We considered the length of the longest ORF from three forward frames, starting with the start codon (“ATG”) and ending with any of the stop codons (“TAG”, “TAA”, or “TGA”). We also considered the longest ORF coverage defined as the ratio of the longest ORF length to the whole transcript length. This provided a total of two features for the development of ML models.

F. HEXAMER USAGE BIAS

Hexamer has shown to be effective in the discrimination of protein-coding sequence from the non-coding sequence they can capture potential adjacent amino acids based on codons
In 1982, Fickett [43] demonstrated that coding regions may have asymmetric codon bias and nucleotide content that could be considered to distinguish non-coding regions from protein-coding regions. We calculated the nucleotide (A, C, G, or T) composition that is favored by the first, second and the third position of codon in a transcript.

\[
A_{\text{fickett}} = \frac{\text{Max}(A_1, A_2, A_3)}{\text{Min}(A_1, A_2, A_3)} + 1
\]  

where \(A_1\), \(A_2\), \(A_3\) represent the number of A in the first, second and the third position of codon in a transcript. We calculated the Fickett score for C, G, and T as well. This provided four features for the development of ML models.

### H. UTR REGIONS

For mRNA transcripts, untranslated regions (UTR) may contain some specific pattern compared to lncRNA transcripts [40]. To capture such characteristics, we first identified the longest ORF. Then we considered the upstream region of the start codon and the downstream region of the stop codon as 5’ UTR and 3’ UTR, respectively as suggested in [40]. Then we calculated the ratio of UTR length to the transcript length as coverage of UTR. In this way, we generated two features. We also computed the CG content of the 5’ UTR and 3’ UTR, which provided two more features for the development of ML models.

### I. CONSERVATION SCORE

As lncRNAs genes are less conserved than the protein-coding genes, conservation profile would be a good distinguishing feature for separating mRNA transcripts from lncRNA transcripts. We aligned each transcript against Pfam [35] version 34 using HMMER [49]. Based on the alignment we extracted eleven features for the development of ML models. We considered bit score of overall sequence alignment and the matched domain, e-value for overall sequence alignment and the matched domain, length of query and target sequence, mean posterior probability reflecting how reliable the alignment was, etc. Additionally, we used the HMM alignment (ratio of the length of the aligned region to the input sequence) for the development of ML models.

### J. DEVELOPMENT OF CLASSIFICATION MODELS

After the Data collection step, we used the selected features to build different classifiers to distinguish IncRNAs from protein coding ones. We used Decision Tree (DT), Support Vector Machine (SVM), Artificial Neural Network (ANN), Random Forest (RF), eXtreme Gradient Boosting (XGB), CatBoost algorithms to classify these two types of transcripts. The mRNA and IncRNA transcripts were considered as the positive and the negative set, respectively for the development of ML models. We used Python Scikit-learn GridSearchCV for hyperparameter tuning with five-fold cross validation. The details of parameter optimization are provided in Supplementary File 02. We applied a five-fold cross validation technique to evaluate the performance of the model. We used 80% data as the training set and the remaining 20% data as the test set. We used the following performance evaluation metrics for the models:

\[
\text{Accuracy}(A_{\text{CC}}) = \frac{(tp + tn)}{(tp + tn + fp + fn)}
\]

\[
\text{Sensitivity}(S_n) = \frac{tp}{tp + fn}
\]

\[
\text{Specificity}(S_p) = \frac{tn}{tn + fp}
\]

\[
\text{MCC} = \frac{(tp \cdot tn - fp \cdot fn)}{\sqrt{(tp + fp) \cdot (fp + fn) \cdot (tn + fp) \cdot (tn + fn)}}
\]

where \(tp\), \(fp\), \(tn\) and \(fn\) represent number of true positive, false positive, true negative and false negative samples, respectively predicted by the model.

### III. RESULTS

#### A. FICKETT SCORE AND HEXAMER SCORE PATTERNS AT THE LNCRNA AND MRNA TRANSCRIPTS

Fickett score represents the combined effect of nucleotide (nt) composition and their codon usage bias [43]. It also reflects the degree at which a nt is favored in codon positions. Figure 1 shows the distribution of Fickett scores for nts in human. The Fickett score was relatively high for C in lncRNA transcripts compared to mRNA transcripts (lncRNA:mRNA= 0.016 ± 0.011: 0.039 ±0.032). On the other hand, Fickett score for T in was relatively high in mRNA compared to lncRNA (lncRNA:mRNA= 0.016 ± 0.011: 0.023 ± 0.016). This summarily represents higher codon usage bias of C and T in lncRNA and mRNA, respectively.

Figure 2 shows that the distribution of hexamer scores was relatively higher in mRNA transcripts compared to lncRNA transcripts representing the specific hexamer patterns that
are prevalent in mRNA transcripts compared to IncRNA transcripts. It perfectly aligns with previous studies showing that protein-coding genes contain specific hexamer patterns, which are rare in the rest of the genome [47] [48].

**B. SEQUENCE PATTERNS AT THE UTR REGIONS OF LNCRNA AND MRNA TRANSCRIPTS**

3’ UTR regions generally have longer length than the 5’ UTR region [49] and the same pattern is observed for both IncRNA transcripts and mRNA transcripts (Figure 3a and 3b). For both 5’ and 3’ UTR, the length (UTR ratio) was relatively high for mRNA transcripts compared to the IncRNA transcripts. The GC content in the genic region of IncRNA [50] and in the promoter region of IncRNA models [33] [48] are not as enriched as protein coding genes. But the UTR regions of IncRNA transcripts are more GC enriched than the mRNA transcripts (Figure 3a and 3b). UTR with high GC content tend to enhance the gene regulation ability [49], which is one of the known functions of IncRNAs [51].

**C. ORF AND HOMOLOGY OF LNCRNA AND MRNA TRANSCRIPTS**

Long putative ORF is highly unlikely to be present in any random sequence including noncoding sequences and ORF over 100 length codons is usually considered to be a highly likely protein-coding sequence. Therefore, we observed higher ORF length and coverage in the protein coding transcripts Figures 4a and 4b, though some IncRNAs may have long ORF length. And this perfectly aligns with the
FIGURE 3: Length and GC content distribution of UTR regions in transcripts. Figure 3a shows the ratios and GC contents at 3' UTR, while Figure 3b shows ratios and GC contents at 5' UTR.

known ORF length distribution in literature [50]. As protein coding genes are more conserved than lncRNA genes, searching homology using HMMER against Pfam database would provide higher similarity for mRNA genes than lncRNA genes and this pattern is clearly observed in Figure 5a and 5b. Supplementary File 03 provides the distribution of hexamer usage bias, Fickett score, open reading frame, UTR regions, HMMER score in mouse.

D. PERFORMANCE OF LNCRI IN HUMAN AND MOUSE DATASETS

Table 1 highlights the performance of ML models on different types of features that were used in the model. Based on ablation study, we can observe that the CatBoost based model performed the best among all the models we evaluated. The performance of the XGBoost and CatBoost models were very close but CatBoost based model slightly outperformed the XGBoost model (Table 1).

Among the type of features, weighted k-mer, PseKNC and UTR-based features had the distinguishing capability level of ~85%, ~85%, ~80% Acc, respectively in both human and mouse (Figure 6). Fickett Score (Acc of ~79%~73% in human:mouse) and Hexamer Score (Acc of ~76%~73% in human:mouse) based features showed better performance in human compared to mouse (Figure 6). Interestingly we observed more distinguishing capability of ORF (Acc of ~77%~84% in human:mouse) and HMMER based feature (Acc of ~88%~97% in human:mouse) in mouse compared to the human (Figure 6). Combining all the features the CatBoost based model achieved the best performance with 93% Sn and 95% Sp for human and 97% Sn and 99% Sp for mouse (Figure 6 Table 1).

E. PERFORMANCE OF LNCRI AND OTHER EXISTING TOOLS ON PERMISSIVE DATASET

We compared the performance of LNCRI against state-of-the-art model for the classification of lncRNA transcripts from mRNA transcripts. We used the benchmark dataset for human and mouse to compare the performance of LNCRI against six other tools: CPC2, CNCI, PLEK, CNIT, CPAT and LncADeep. LNCRI outperformed all the tools for mRNA transcript prediction (Table 2) for human and very close to LncADeep for lncRNA transcript prediction in human. For mouse, LNCRI outperformed all the tools we compared for mRNA and lncRNA transcripts.

F. PERFORMANCE OF LNCRI IN CROSS-SPECIES PREDICTION TASK

We also compared the performance of LNCRI against multiple species: Danio rerio (Zebrafish), Xenopus tropicalis (Frog), Bos taurus (Cow), Pan troglodytes (Chimpanzee), Sus scrofa (Pig), Macaca mulatta (Monkey), Gorilla gorilla (Gorilla), Pongo abelii (Orangutan). The benchmark datasets for multiple species was collected from [23]. For this purpose, we trained the model using Human dataset and fed the other species dataset into the trained model for inference purpose only. For evaluating cross-species prediction performance of LNCRI, we compared it against two other tools: CNCI and PLEK. For almost all species LNCRI outperformed the tools that we tested (Table 3).

G. PERFORMANCE OF LNCRI AND OTHER EXISTING TOOLS ON STRINGENT DATASET

To avoid any bias and to check if the CD-HIT cut-off has any significant effect on the performance of LNCRI, we generated stringent datasets for both human and mouse based on 60% CD-HIT cut-off. The performance of LNCRI against other existing tools based on the stringent datasets is highlighted in Table 4. We can observe that LNCRI performed almost at the similar level in both permissive and stringent human datasets (Table 2 and Table 4). As like the human permissive dataset, LNCRI and CNIT performed the best for mRNA and lncRNA transcript prediction, respectively for the stringent dataset (Table 2 and Table 4). For mouse stringent
FIGURE 4: Distribution of ORF length and coverage in human lncRNA transcripts and mRNA transcripts. Figure 4a shows ORF Length, while Figure 4b shows ORF Coverage.

FIGURE 5: HMMER based feature distribution in human lncRNA transcripts and mRNA transcripts. Figure 5a shows domain score distribution, while Figure 5b shows align ratio distribution.

FIGURE 6: Results based on ablation study for CatBoost based model.

In this article we proposed LNCRI, a ML based model to identify lncRNAs in human, mouse and eight other species. The proposed model considered seven different types of features, namely: Weighted k-mer, PseKNC, ORF, Fickett Score, UTR information, Hexamer Score, and HMMER features to distinguish lncRNAs from mRNAs. LNCRI demonstrated better performance in the assigned task of classifying lncRNA transcripts from mRNA transcripts in both human and mouse compared to other existing tools (Table 2, Table 4). As LNCRI performed almost at the similar level for both the permissive and the stringent dataset, it is highly unlikely to have any bias in the proposed model. Moreover, LNCRI trained on human dataset achieved high Acc in the cross-species prediction task for almost all species we tested.
TABLE 1: Performance of ML models based on ablation study for Human and Mouse permiscive dataset

| Feature (no of feature) | Evaluation Metric | Human | Mouse |
|-------------------------|-------------------|-------|-------|
|                         |                   | DT    | SVM   | ANN   | RF    | XGBoost | CatBoost | DT    | SVM   | ANN   | RF    | XGBoost | CatBoost |
| K-mer (84)              |                   | 0.68  | 0.82  | 0.85  | 0.61  | 0.84    | 0.85     | 0.67   | 0.82  | 0.75  | 0.73  | 0.84    | 0.84     |
|                         |                   | A_pcc | 0.73  | 0.84  | 0.78  | 0.77  | 0.84    | 0.76     | 0.85   | 0.78  | 0.77  | 0.86   | 0.86     |
|                         |                   | MCC   | 0.47  | 0.67  | 0.56  | 0.41  | 0.66    | 0.68     | 0.52   | 0.69  | 0.57  | 0.55   | 0.71     |
| PseKNC (74)             |                   | 0.71  | 0.81  | 0.61  | 0.63  | 0.83    | 0.84     | 0.68   | 0.85  | 0.77  | 0.98   | 0.82     | 0.85 |
|                         |                   | A_pcc | 0.73  | 0.83  | 0.68  | 0.70  | 0.84    | 0.85     | 0.75   | 0.86  | 0.81  | 0.53   | 0.86     | 0.86 |
|                         |                   | MCC   | 0.46  | 0.67  | 0.31  | 0.41  | 0.68    | 0.69     | 0.50   | 0.73  | 0.62  | 0.14   | 0.72     | 0.73 |
| ORF (2)                 |                   | 0.62  | 0.52  | 0.52  | 0.62  | 0.69    | 0.69     | 0.83   | 0.83  | 0.80  | 0.76   | 0.84     | 0.83 |
|                         |                   | A_pcc | 0.76  | 0.74  | 0.74  | 0.76  | 0.77    | 0.77     | 0.87   | 0.84  | 0.86  | 0.85   | 0.84     | 0.84 |
| Hexamer Score (1)       |                   | 0.65  | 0.64  | 0.65  | 0.67  | 0.68    | 0.67     | 0.76   | 0.75  | 0.76  | 0.74   | 0.63     | 0.75 |
|                         |                   | MCC   | 0.54  | 0.52  | 0.52  | 0.55  | 0.55    | 0.55     | 0.74   | 0.69  | 0.72  | 0.71   | 0.69     | 0.69 |
| Fickett Score (4)       |                   | 0.73  | 0.72  | 0.71  | 0.74  | 0.75    | 0.75     | 0.51   | 0.64  | 0.53  | 0.59   | 0.65     | 0.64 |
|                         |                   | MCC   | 0.53  | 0.53  | 0.52  | 0.53  | 0.53    | 0.53     | 0.76   | 0.75  | 0.76  | 0.74   | 0.63     | 0.75 |
| HMME (11)               |                   | 0.84  | 0.85  | 0.85  | 0.83  | 0.84    | 0.83     | 0.95   | 0.82  | 0.94  | 0.84   | 0.83     | 0.82 |
|                         |                   | MCC   | 0.53  | 0.58  | 0.57  | 0.57  | 0.59    | 0.58     | 0.50   | 0.47  | 0.51  | 0.45   | 0.49     | 0.47 |
| UTR Region (4)          |                   | 0.82  | 0.82  | 0.82  | 0.82  | 0.82    | 0.82     | 0.94   | 0.94  | 0.94  | 0.94   | 0.94     | 0.94 |
|                         |                   | MCC   | 0.93  | 0.93  | 0.93  | 0.93  | 0.95    | 0.95     | 1.00   | 1.00  | 1.00  | 1.00   | 1.00     | 1.00 |
| All features (180)      |                   | 0.88  | 0.88  | 0.88  | 0.88  | 0.88    | 0.88     | 0.91   | 0.91  | 0.91  | 0.91   | 0.91     | 0.91 |

TABLE 2: Performance of LNCRI and other tools on permiscive dataset

| Tool            | Accuracy on Human | Accuracy on Mouse |
|-----------------|-------------------|-------------------|
| CPC2            | mRNA 60.00 IncRNA 95.36 | mRNA 74.00 IncRNA 95.00 |
| CNCI            | 75.00             | 66.03             |
| Hexamer Score   | 57.29             | 62.22             |
| Fickett Score   | 57.85             | 62.22             |
| HMME            | 74.30             | 98.50             |
| CPC2            | 59.00             | 96.86             |
| LncADeep        | 93.50             | 97.50             |
| LNCRI           | 93.00             | 95.58             |

TABLE 3: Results on cross-species prediction task for LNCRI and other tools

| Species          | Data        | Transcript | CNCI | PLEK | LNCRI |
|------------------|-------------|------------|------|------|-------|
| Homo sapiens     | mRNA        | 100.00     | 100.00 | 100.00 | 100.00 |
|                  | IncRNA      | 99.98      | 99.98 | 99.98 | 99.98 |
| X. tropicalis     | mRNA        | 94.50      | 94.50 | 99.90 | 99.90 |
|                  | IncRNA      | 92.90      | 92.90 | 94.50 | 94.50 |
| B. taurus        | mRNA        | 94.30      | 94.30 | 99.96 | 99.96 |
|                  | IncRNA      | 91.90      | 91.90 | 94.50 | 94.50 |
| Pan troglodytes   | mRNA        | 90.10      | 90.10 | 94.50 | 94.50 |
|                  | IncRNA      | 89.00      | 89.00 | 94.50 | 94.50 |
| Sus scrofa        | mRNA        | 95.80      | 95.80 | 99.95 | 99.95 |
|                  | IncRNA      | 95.80      | 95.80 | 99.95 | 99.95 |
| Macaca mulatta   | mRNA        | 93.00      | 93.00 | 99.98 | 99.98 |
|                  | IncRNA      | 93.00      | 93.00 | 99.98 | 99.98 |
| Gorilla gorilla  | mRNA        | 88.70      | 88.70 | 99.98 | 99.98 |
|                  | IncRNA      | 88.70      | 88.70 | 99.98 | 99.98 |
| Catulus abelin   | mRNA        | 95.40      | 95.40 | 99.97 | 99.97 |
|                  | IncRNA      | 95.40      | 95.40 | 99.97 | 99.97 |

indicating the effectiveness of LNCRI in poorly annotated species (Table 3).

To explain the proposed LNCRI model, we investigated the features that contributed in the CatBoost-based model most in distinguishing IncRNA transcripts from mRNA transcripts in human. We leveraged the SHapley Additive exPlanations (SHAP) algorithm [52] to identify the features that contributed most in this task. Figure 4 highlighted the top-ranked nine features based on these SHAP values as identified from the boosting model. The positive SHAP values for the influential features drive the model towards the mRNA class, whereas the negative SHAP values influence the model towards the IncRNA class. Among these dominant features, two features were from the weighted k-mer group: TAA and CAC. The higher values of TAA and CAC drive the model towards IncRNA prediction (Figure 4). The obs/exp ration of TAA and CAC were also higher in IncRNA transcripts com-
This article proposes LNCRI, a novel ML-based model to distinguish lncRNA transcripts from mRNA in human.

Figures were used to illustrate the model's performance. The SHAP algorithm was employed to highlight the most influential features. The diagrams show the model's accuracy in distinguishing lncRNA from mRNA transcripts.

Supplementary files included for further details on methodology and results. The authors also acknowledged the contributions of their team and other researchers in the field.
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## Supplementary File 01: Obs/Exp ration of k-mers

| LncRNA Counts | N | 46672885 | mRNA Counts | N | 55601112 |
|---------------|---|----------|-------------|---|----------|
| K=1 Counts    | K=2 | Obs/Exp | K=3 | Obs/Exp | K=1 | K=2 | Obs/Exp bibj | K=3 | Obs/Exp |
| A  | 13069796 AA | 4081993 | 1.115319 | AAA | 1434085 | 1.399258 | A  | 14066297 AA | 3959049 | 1.410447 |
| C  | 10709264 AC | 2463621 | 0.821505 | AAC | 684141 | 0.814662 | C  | 10490007 AC | 2882962 | 0.796816 |
| G  | 10699386 AG | 3552272 | 1.185614 | AAG | 1038524 | 1.237797 | G  | 14410331 AG | 4265676 | 1.281268 |
| T  | 12194439 AT | 2949444 | 0.863722 | AAT | 912349 | 0.954072 | T  | 13049444 AT | 2940352 | 0.936453 |
| CA | 3539454 | 1.180246 | ACA | 912432 | 1.086507 | CA | 4116725 ACA | 935363 | 1.037233 |
| CC | 2937602 | 1.195469 | ACC | 632739 | 0.91953 | CC | 4225852 ACC | 855462 | 0.947034 |
| CG | 78561 | 0.320004 | ACG | 180479 | 0.262524 | CG | 1708944 ACG | 330133 | 0.357543 |
| CT | 3439099 | 1.229102 | ACT | 736143 | 0.93951 | CT | 4030780 ACT | 760351 | 0.909906 |
| GA | 3191789 | 1.065298 | AGA | 1145022 | 1.36473 | GA | 3946557 AGA | 1277304 | 1.38493 |
| GC | 2458974 | 1.001613 | AGC | 802910 | 1.167909 | GC | 3739766 AGC | 1101564 | 1.192372 |
| GG | 2816995 | 1.148505 | AGG | 920082 | 1.339582 | GG | 4073225 AGG | 1130728 | 1.196733 |
| GT | 2225604 | 0.796144 | AGT | 682297 | 0.871592 | GT | 2641097 AGT | 752691 | 0.880717 |
| TA | 2241369 | 0.656368 | ATA | 646108 | 0.675671 | TA | 2028569 ATA | 525766 | 0.63024 |
| TC | 2841874 | 1.015659 | ACT | 608063 | 0.776046 | TC | 3233196 ACT | 686420 | 0.821433 |
| TG | 3529222 | 1.262475 | ATG | 832838 | 1.063899 | TG | 4347114 ATG | 958594 | 1.121642 |
| TT | 3574632 | 1.121947 | ATT | 860515 | 0.964485 | TT | 3417915 ATT | 767986 | 0.993467 |
| CAA | 865328 | 1.030417 | CAA | 939476 | 1.041794 | CAC | 866975 | 0.959647 |
| CAG | 1123550 | 1.63431 | CAG | 1471107 | 1.592378 | CAT | 835278 | 0.99597 |
| CCA | 976163 | 1.418612 | CCA | 1242646 | 1.375663 | CCC | 1183349 | 1.307815 |
| CCG | 239308 | 0.424823 | CCG | 566706 | 0.61239 | CCG | 569993 | 0.602251 |
| Codon | Frequency | Entropy |
|-------|-----------|---------|
| CGT   | 173403    | 0.270337|
| CTA   | 510000    | 0.650892|
| CTC   | 875561    | 1.36375 |
| CTG   | 1159822   | 1.808174|
| CTT   | 891766    | 1.219823|
| GAA   | 1055750   | 0.258328|
| GAC   | 570363    | 0.829647|
| GAG   | 935841    | 1.362526|
| GAT   | 627540    | 0.801643|
| GCA   | 762867    | 1.109662|
| GCC   | 723266    | 1.283953|
| GCG   | 206252    | 0.36648 |
| GCT   | 765070    | 1.192752|
| GGA   | 923704    | 1.344855|
| GGC   | 671573    | 1.193288|
| GGG   | 700035    | 1.245009|
| GGT   | 520238    | 0.811805|
| GTA   | 410651    | 0.524581|
| GTC   | 487754    | 0.760414|
| GTG   | 736129    | 1.148692|
| GTT   | 589908    | 0.807665|
| TAA   | 723989    | 0.757115|
| TAC   | 444394    | 0.567162|
| TAG   | 448004    | 0.572297|
| TAT   | 621746    | 0.696867|
| TCA   | 885803    | 1.130515|
| TCC   | 819259    | 1.276055|
| TCG   | 158821    | 0.247604|
| TCT   | 975791    | 1.334759|
| TGA   | 954718    | 1.219593|
| TGC   | 770853    | 1.201768|
| TGG   | 954148    | 1.4889  |
| Triplet | Frequency | Score  |
|---------|-----------|--------|
| TGT     | 847264    | 1.16002|
| TTA     | 673820    | 0.755233|
| TTC     | 869330    | 1.189134|
| TTG     | 798676    | 1.093497|
| TTT     | 1230496   | 1.478169|
| TGT     | 921061    | 1.163039|
| TTA     | 570467    | 0.737956|
| TTC     | 912236    | 1.178083|
| TTG     | 839169    | 1.059632|
| TTT     | 1093439   | 1.526443|
Supplementary File 02: Details for parameter optimization for both human and mouse models

Details for parameter optimization (Human)

For Catboost we have used parameters of random_seed (0, 1, 42, 100, 200, 300, 400, 500, 600).

For Decision Tree Classifier we have used criterion of (gini, entropy), splitter of (best, random), a max_depth of (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) and min_samples_leaf of (1, 5, 10, 20, 50, 100).

For XGBoostClassifier we have used max_depth range (2, 10, 1), n_estimators range (60, 220, 40), and learning_rate of (0.1, 0.01, 0.05).

For Random Forest Classifier we have used max_depth of (10, 20, None) max_features of (auto, sqrt), min_samples_leaf of (1, 2, 3, 4, 5), min_samples_split of (2, 5, 10, 12) and n_estimators of (50, 80, 100).

For Support Vector Machines (SVM), we have used parameters C of (1), gamma of (0.1, 0.01, 0.001), kernel of (linear, rbf, poly, sigmoid).

For MLPClassifier we have used hidden_layer_sizes of [(50, 50, 50), (50, 100, 50), (100,)], activation of ('tanh', 'relu'), solver (sgd, adam), alpha of (0.0001, 0.05), learning_rate of (constant, adaptive).

List of parameters for ML models (Human)

CatBoost

- nan_mode: Min
- eval_metric: Logloss
- iterations: 100
- sampling_frequency: PerTree
- leaf_estimation_method: Newton
- grow_policy: SymmetricTree
- penalties_coefficient: 1
- boosting_type: Plain
- model_shrink_mode: Constant
- feature_border_type: 'GreedyLogSum
- bayesian_matrix_reg: 0.10000000149011612
- l2_leaf_reg: 3
- random_strength: 1
• rsm: 1
• boost_from_average: False
• model_size_reg: 0.5
• pool_metainfo_options: tags: {}
• subsample: 0.800000011920929
• class_names: [0, 1]
• random_seed: 42
• depth: 4
• posterior_sampling: False
• border_count: 254
• classes_count: 0
• auto_class_weights: None
• sparse_features_conflict_fraction: 0
• leaf_estimation_backtracking: AnyImprovement
• best_model_min_trees: 1
• model_shrink_rate: 0
• min_data_in_leaf: 1
• loss_function: Logloss
• learning_rate: 0.03999999910593033
• score_function: Cosine
• task_type: CPU
• leaf_estimation_iterations: 10
• bootstrap_type: MVS
• max_leaves: 16

**DecisionTreeClassifier**

• criterion=entropy
• max_depth=8
• min_samples_leaf=20

**XGBClassifier**

• base_score=0.5
• booster=gbtree
• colsample_bylevel=1
• colsample_bynode=1
• colsample_bytree=1
• eval_metric=mlogloss
• gamma=0
• gpu_id=-1
• importance_type=gain
• learning_rate=0.1
• max_delta_step=0
• max_depth=8
• min_child_weight=1
• missing=nan
• monotone_constraints=()
• n_estimators=180
• n_jobs=16
• num_parallel_tree=1
• random_state=0
• reg_alpha=0
• reg_lambda=1
• scale_pos_weight=1
• subsample=1
• tree_method=exact
• use_label_encoder=False
• validate_parameters=1

Support Vector Machines (SVM)

• C=1
• gamma=0.1
• kernel=poly
• probability=True

RandomForestClassifier

• Random_state=42

MLPClassifier

• hidden_layer_sizes=(50, 100, 50)
• learning_rate=adaptive
• max_iter=1000
• solver=sgd
Details for parameter optimization (Mouse)

For Catboost we have used parameters of random_seed (0, 1, 42, 100, 200, 300, 400, 500, 600).

For Decision Tree Classifier we have used criterion of (gini, entropy), splitter of (best, random), a max_depth of (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) and min_samples_leaf of (1, 5, 10, 20, 50, 100).

For XGBootClassifier we have used max_depth range (2, 10, 1), n_estimators range (60, 220, 40), and learning_rate of (0.1, 0.01, 0.05).

For Random Forest Classifier we have used max_depth of (10, 20, 40, None) max_features of (auto, sqrt), min_samples_leaf of (1, 2, 3, 4, 5), min_samples_split of (2, 5, 10, 12) and n_estimators of (200, 400, 600).

For Support Vector Machines (SVM), we have used parameters C of (0.1, 1, 10, 100), gamma of (1, 0.1, 0.01, 0.001), kernel of (rbf, poly, sigmoid)

For MLPClassifier we have used hidden_layer_sizes of [(50, 50, 50), (50, 100, 50), (100,)], activation of ('tanh', 'relu'), solver (sgd, adam), alpha of (0.0001, 0.05), learning_rate of (constant, adaptive)

List of parameters for ML models (Mouse)

CatBoost

- nan_mode: Min
- eval_metric: Logloss
- iterations: 100
- sampling_frequency: PerTree
- leaf_estimation_method: Newton
- grow_policy: SymmetricTree
- penalties_coefficient: 1
- boosting_type: Plain
- model_shrink_mode: Constant
- feature_border_type: 'GreedyLogSum
- bayesian_matrix_reg: 0.10000000149011612
- l2_leaf_reg: 3
- random_strength: 1
- rsm: 1
- boost_from_average: False
- model_size_reg: 0.5
- pool_metainfo_options: tags: {}
- subsample: 0.800000011920929
- class_names: [0, 1]
- random_seed: 600
- depth: 4
- posterior_sampling: False
- border_count: 254
- classes_count: 0
- auto_class_weights: None
- sparse_features_conflict_fraction: 0
- leaf_estimation_backtracking: AnyImprovement
- best_model_min_trees: 1
- model_shrink_rate: 0
- min_data_in_leaf: 1
- loss_function: Logloss
- learning_rate: 0.03999999910593033
- score_function: Cosine
- task_type: CPU
- leaf_estimation_iterations: 10
- bootstrap_type: MVS
- max_leaves: 16

**DecisionTreeClassifier**

- criterion=entropy
- max_depth=7
- splitter=random

**XGBClassifier**

- base_score=0.5
- booster=gbtree
- colsample_bylevel=1
- colsample_bynode=1
- colsample_bytree=1
- eval_metric=mlogloss
- gamma=0
- gpu_id=-1
- importance_type=gain
- learning_rate=0.1
- max_delta_step=0
- max_depth=8
- min_child_weight=1
• missing=nan
• monotone_constraints=()
• n_estimators=180
• n_jobs=8
• num_parallel_tree=1
• random_state=0
• reg_alpha=0
• reg_lambda=1
• scale_pos_weight=1
• subsample=1
• tree_method=exact
• use_label_encoder=False
• validate_parameters=1

Support Vector Machines (SVM)

• C=10
• gamma=0.1
• kernel=poly
• probability=True

RandomForestClassifier

• max_depth=20
• n_estimators=200
• Random_state=42

MLPClassifier

• alpha=0.05
• hidden_layer_sizes=(50, 100, 50)
• max_iter=1000
Supplementary File 03: Graphs represent probability density function for Fickett, Average HEX, ORF, UTR, and HMM Features and SHAP values in Mouse.
