POLY-POISSON SIGMA MODELS AND THEIR RELATIONAL
POLY-SYMPLECTIC GROUPOIDS
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Abstract. The main idea of this note is to describe the integration procedure for poly-Poisson structures, that is, to find a poly-symplectic groupoid integrating a poly-Poisson structure, in terms of topological field theories, namely via the path-space construction. This will be given in terms of the poly-Poisson sigma model (PPSM) and we prove that every poly-Poisson structure has a natural integration via relational poly-symplectic groupoids, extending the results in [8] and [26]. We provide familiar examples (trivial, linear, constant and symplectic) within this formulation and we give some applications of this construction regarding the classification of poly-symplectic integrations, as well as Morita equivalence of poly-Poisson manifolds.
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1. Introduction

In the study of classical field theories, it is usually considered the variational principle of the first order Lagrangian formalism over a fiber bundle, and defined via a density (or Lagrangian) function on the first order jet manifold. The variational principle for this Lagrangian leads to the Hamilton-de Donder-Weyl equations by introducing new coordinates, denoted poly-momenta. Original developments in this direction can be traced back to the work of Carathéodory [4], and independently by H. Weyl [37] and T. de Donder [8]. The Hamiltonian counterpart to the first order Lagrangian field theory on a fibre bundle is the covariant Hamiltonian formalism, where canonical momenta, or poly-momentum coordinates, correspond to jets of the field variables on
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a base manifold. This formalism was developed by the Polish school, based originally on the seminar by W. Tulczyjew [36] in 1968.

In this formalism there is a family of closed 2-forms defined by each poly-momentum coordinates. Furthermore, the unique vector in the common kernel of these pre-symplectic forms is the trivial one. The geometry underlying this formalism is known as poly-symplectic geometry [3, 19], that is a smooth manifold equipped with a non degenerated vector valued closed 2-form.

Once we get the geometry associated to the Hamiltonian formalism of this field theory, a natural task is to extend the notion of Poisson manifold in a suitable way that includes the poly-symplectic geometry and also the equations of motion associated to the system. Among the different ways to extend the Poisson structure fitting in the classical field theory (see for example [6, 13, 23]) there are two definitions which induce Lie algebroid structures. In [21], they give a definition that extends the properties of the inverse bundle map of the one defined by the poly-symplectic form via contraction with tangent vectors. A stronger version was proposed in [26], and it was motivated by the use of poly-symplectic groupoids, i.e. a Lie groupoid with a poly-symplectic structure, so that each pre-symplectic form is multiplicative, and extending the relation between symplectic groupoids and its infinitesimal counterpart, identified with Poisson structures. Moreover, the poly-Poisson structures defined in this way appear naturally in the context of Hamiltonian formalism of classical field theory as in [27].

In this paper we will use the second approach, that is the structure arising as the infinitesimal part of poly-symplectic groupoids. This can be identified with a sub-bundle of \( r \) copies of the cotangent bundle of the base manifold, a skew-symmetric bundle map coming from the anchor, and a suitable extension of the Koszul bracket of 1-forms. This sub-bundle and the bundle map are defined via vector valued IM-forms (c.f [4, 14]) that is the infinitesimal geometric data of the multiplicative poly-symplectic form [26, Sec 2].

In the usual case, where poly-Poisson coincides with Poisson, there is another way to interpret the integration of a Poisson manifold, when it is integrable. It is done via the reduced phase space of the Poisson sigma model, a two dimensional topological field theory, introduced by Schaller and Strobl [29] and independently by Ikeda [22]. When the source manifold is a disk, and vanishing boundary conditions are stablished, the symplectic groupoid that integrates a given Poisson manifold is obtained via gauge reduction of the boundary fields of the theory, following the work of Cattaneo and Felder [9]. More precisely, the path-space construction of Lie groupoids integrating Lie algebroids is incarnated as the reduced phase space of PSM, and it is constructed from the following data:

1. **Source data:** The space-time for the PSM is given by a Riemannian surface \( \Sigma \) (possibly with boundary), and a volume form \( \text{vol}_\Sigma \). This is equivalent to give a \( Q \)-structure on the super manifold \( T[1]\Sigma \), for which \( \text{Fun}(T[1]\Sigma) = \Omega^\bullet(\Sigma) \).
2. **Target data:** The target space for the PSM is given by a Poisson manifold \((M, \Pi)\). In the language of super manifolds, it is equivalent to a \( QP \)-structure on \( T^*[1]M \).

Although not all Poisson manifolds can be integrated by a symplectic groupoid, it is always possible to obtain a relational groupoid as an infinite dimensional symplectic integration. Such groupoid object in the extended symplectic category of symplectic manifolds and Lagrangian submanifolds, can be obtained by the BV-BFV formulation of the Poisson sigma model. The structure maps of a symplectic groupoid are replaced by the evolution relations obtained by the theory, which happen to be Lagrangian [10].

The main goal of this paper is to study the integration procedure for poly-Poisson structures in terms of an AKSZ theory, namely the poly-Poisson sigma model. In particular we have two specific objectives: to adapt the Poisson sigma model to the poly-Poisson case, and to introduce the relational groupoids arising from this construction, as natural integrations of
poly-Poisson structures. We prove that such integration always exists for integrable poly-Poisson manifolds and we characterize the construction in several examples of poly-Poisson structures. As a consequence of this construction we can also revisit three other known facts on Poisson geometry, namely the classification of integrations by relational symplectic groupoids via the path space construction, the equivalence of the integrability of a Lie algebroid in terms of the integrability of the Poisson structure of its dual, and finally the relation between Lie groupoids Morita which are equivalent and the Morita equivalence of the Poisson structures on the base manifold of the cotangent groupoid. For the case of classification, we observe in Proposition 6.1 that the relational poly-symplectic groupoid from the AKSZ construction is universal, i.e. other smooth integrations of the same poly-Poisson structure can be obtained via a quotient. In the other hand, a known fact in Poisson geometry is that a Lie algebroid is integrable if and only if the Poisson structure on the dual is also integrable, so we can also wonder if such statement holds for the poly–Poisson case in lights of the direct sum of cotangent groupoid. In the case of the Morita equivalence we study the approach which says that the $C^*$-algebra of a groupoid is the deformation quantization (in Rieffel’s approach) of the Poisson structure on the dual of its Lie algebroid.

The organization of the paper is the following: Section 2 is devoted to the introduction, examples, and some properties of poly-Poisson structures. In particular we devote a subsection to the study of lagrangian and coisotropic submanifolds. We also present Proposition 2.16 which states the Marsden-Weinstein-Meyer reduction for poly-symplectic manifolds (for a detailed exposition see [26]). In Section 3 we give the statement and examples of the integration of poly-Poisson structures (as Lie algebroids) to poly-symplectic groupoids. The first specific objective of the paper, the poly-Poisson sigma model, is presented in Section 4. There we give a brief summary of the Poisson sigma model, specifying the key steps to extend to the poly-Poisson case. In particular we use an extension of the Marsden-Weinstein-Meyer reduction for the infinite dimensional weak poly-symplectic structure of the Whitney sum of cotangent path-space of the base manifold. Also, all the examples developed in the previous sections are revisited in the lights of the sigma model. Section 5 exhibits the relational groupoids in the poly-symplectic formalism. Last section is devoted to some application of the theory. First we present different integrations via relational groupoids as quotients of the one arising from the poly-Poisson sigma model. As a second consequence is the Proposition 6.2 where we establish integrability of a Lie algebroid in terms of the integrability of the product poly-Poisson structure of its dual. The last application is devoted to a definition of Morita equivalence for poly–Poisson manifold and the proof of Proposition 6.3 that relates Morita equivalence of Lie groupoids with Morita equivalence of poly–Poisson structures.

Acknowledgements. The authors thank Henrique Bursztyn and Alberto Cattaneo for fruitful discussions. I.C. was partially supported by the SSNF grant P300P2-154552. N.M. thanks University of Illinois, Urbana-Champaign for the hospitality.

2. Poly-Poisson manifolds

We begin with the definition of the main structures to consider in this paper:

**Definition 2.1.** A Poly-Poisson structure of order $r$, or simply an $r$-Poisson structure, on a manifold $M$ is a pair $(S, P)$, where $S \rightarrow M$ is a vector subbundle of $T^*M \otimes \mathbb{R}^r$ and $P : S \rightarrow TM$ is a vector-bundle morphism (covering the identity) such that the following conditions hold:

\begin{enumerate}
    
  
  (i) $i_{P(\eta)} \eta = 0$, for all $\eta \in S$,

  (ii) $S^\circ = \{X \in TM | i_X \eta = 0, \forall \eta \in S\} = \{0\}$,

  (iii) the space of section $\Gamma(S)$ is closed under the bracket

\begin{equation}
[\eta, \gamma] := \mathcal{L}_{P(\eta)}\gamma - i_{P(\gamma)}d\eta \quad \text{for} \quad \gamma, \eta \in \Gamma(S),
\end{equation}

\end{enumerate}
and the restriction of this bracket to $\Gamma(S)$ satisfies the Jacobi identity.

We will call the triple $(M, S, P)$ an $r$-Poisson manifold.

As a first remark to the previous definition is that for the case $r = 1$ we recover the usual notion of Poisson manifold. This comes just by noticing that $S = T^* M$ (by item (ii)) and $\pi^s := P$ is a bivector (by item (i)), moreover the condition on the bracket on 1-forms says that $\pi$ is indeed a Poisson bivector.

Recall that Poisson structures are equivalently defined via a bracket on the algebra of smooth functions of the manifold. For the case of poly–Poisson structures we also can define a bracket operation but on the space of admissible functions. For this we must define the space of admissible functions as

$$C_{\text{adm}}^\infty(M, S) = \{h \in C^\infty(M, \mathbb{R}^r) : dh \in S\}$$

and the bracket between two admissible function is

$$(2.2) \quad \{h, g\} = \mathcal{L}_{P(dh)} g = (\mathcal{L}_{P(dh)} g_1, \ldots, \mathcal{L}_{P(dh)} g_r).$$

As expected, it is possible to verify that the bracket satisfies the Jacobi identity and $\{h, fg\} = \{h, f\} g + f\{h, g\}$ for $f, g$ two admissible function do that $fg \in C_{\text{adm}}^\infty(M, S)$. Despite these facts, the bracket on admissible functions does not define the poly–Poisson structure $(M, S, P)$, as will be shown in Remark 2.3.

2.1. Examples. In this part we will present the basic examples of these structures. For a complementary and more detailed exposition see e.g. [26].

**Example 2.2 (Poly-symplectic structures).** First we will suppose the case of $P$ is an isomorphism of vector bundles. By using the natural projections $p_j : S \to T^* M$ we can define the following bundle map

$$\omega_j : TM \overset{p^{-1}}{\longrightarrow} S \to T^* M.$$  

Condition (i) in Def. 2.1 is the same as that each $\omega_j$ is skew-symmetric, whereas condition (ii) means that $\cap \ker \omega_j = 0$. Finally, condition (iii) is equivalent to $d\omega_j = 0$ for $j = 1, \ldots, r$. What we get here is that $(M, \omega_1, \ldots, \omega_r)$ is an $r$-poly-symplectic manifold, or $r$-symplectic, as in [19]. In the same way, any poly-symplectic manifold $(M, \omega)$ with $\omega = (\omega_1, \ldots, \omega_r)$ induces an $r$-Poisson manifold with $S_\omega = \text{Im} (\omega^\sharp)$ and $P_\omega = (\omega^\sharp)^{-1}$.

The canonical example of this kind of structure is the space of covelocities $\oplus_{(r)} T^* M$ for a fixed manifold $M$. For this purpose we consider the canonical symplectic form $\omega_{\text{can}}$ on $T^* M$ and define

$$(2.3) \quad \omega = (p_1^* \omega_{\text{can}}, \ldots, p_r^* \omega_{\text{can}})$$

for $p_j : \oplus_{(r)} T^* M \to T^* M$ the $j$th-projection.

**Remark 2.3.** Now we can construct a poly–Poisson structure whose bracket on admissible functions does not define the structure. For this consider $(M_1 \times M_2, S_\omega, P_\omega)$ as before with $\omega_1$ a symplectic form on $M_1$ and $\omega_2$ closed 2-form with non-trivial kernel on $M_2$. In this situation, the bracket does not defines the vector field $P(dh)$ for an admissible function $h$ because $\{h, \cdot\}$ is not a derivation of $C^\infty(M_1 \times M_2)$.

**Example 2.4 (Trivial structure).** Let $Q$ be a manifold. For each natural number $r$ we can view $Q$ as an $r$-Poisson manifold, and this can be done in several ways. For example, $S_1 = T^* Q \otimes \mathbb{R}^r$ and $P_1 = 0$ define a Poly-Poisson structure on $Q$. The same is true by taking a collection $(\zeta_1, \ldots, \zeta_r)$ of non degenerate 1-forms on $Q$ and defining $S_2 = \{\langle c_1 \zeta_1, \ldots, c_r \zeta_r \rangle : c_j \in \mathbb{R}\}$ and $P_2 = 0$. Other examples are
\[ S_4 = \{ \alpha \oplus \ldots \oplus \alpha \mid \alpha \in T^*Q \} \subset \oplus_{(r)} T^*Q \quad \text{and} \quad P_3 = 0, \\
S_4 = \{ \alpha \oplus 0 \oplus \ldots \oplus 0 \mid \alpha \in T^*Q \} \subset \oplus_{(r)} T^*Q \quad \text{and} \quad P_4 = 0. \]

\[ \square \]

**Example 2.5** (Product of Poisson structures). Consider \((M_i, S_i, P_i)_{i=1, \ldots, k}\) a family of \(r_i\)-Poisson manifolds and denote \(M = M_1 \times \cdots \times M_r\). Let \(\bar{S}_j\) be the natural inclusion of \(S_j\) into \(T^*M\). Let \(S \subset T^*M \otimes \mathbb{R}^r\) and \(P : S \to TM\) be defined by

\[
\begin{align*}
S &= \bar{S}_1 \oplus \ldots \bar{S}_l \\
P(\alpha_1, \ldots, \alpha_l) &= (P_1(\alpha_1), \ldots, P_l(\alpha_l)).
\end{align*}
\]

One may verify that \((M, S, P)\) is an \(r_1 + \cdots + r_k\)-Poisson manifold directly from the definition. \[\square\]

Note that this construction says that the direct product of \(r\) Poisson structures is a \(r\)-Poisson structure. And when \((S_i, P_i)\) comes as the image of a \(r_j\)-symplectic structure, then \((S, P)\) is indeed \(r_1 + \cdots + r_k\)-symplectic with the vector valued 2-form

\[ \omega = (p_{1}^* \omega_1, \ldots, p_{r}^* \omega_r) \]

where \(p_i : M \to M_i\) is the canonical projection.

**Example 2.6** (Constant poly-Poisson structure). The constant Poisson structure can be seen locally as the product of a symplectic and a trivial Poisson structure. We can use the same idea to define constant poly-Poisson structure on \(\mathbb{R}^k \times \mathbb{R}^m\) for \((\mathbb{R}^m, \omega)\) an \(s\)-symplectic manifold. The constant \(r + s\)-Poisson is \(S = (T^*\mathbb{R}^k \otimes \mathbb{R}^r) \oplus S_\omega\) with \(P = 0 \oplus P_\omega\). \[\square\]

**Example 2.7** (Linear poly-Poisson structures). Let \(\mathfrak{g}\) be a Lie algebra, and let

\[ \mathfrak{g}(r) := \mathfrak{g} \times \cdots \times \mathfrak{g}, \quad \mathfrak{g}^*(r) := \mathfrak{g}^* \times \cdots \times \mathfrak{g}^*. \]

For \(u \in \mathfrak{g}\), let \(u_j \in \mathfrak{g}(r)\) denote the element \((0, \ldots, 0, u, 0, \ldots, 0)\), with \(u\) in the \(j\)-th entry. Since \(\mathfrak{g}^*\) is equipped with its Lie-Poisson structure, \(\mathfrak{g}^*(r)\) naturally carries a product \(r\)-Poisson structure, as in Example 2.5. More important to us is the following direct-sum poly-Poisson structure (see \([21]\) for the structure and \([26]\) for the construction of direct sum \(r\)-Poisson structure): over each \(\zeta = (\zeta_1, \ldots, \zeta_r) \in \mathfrak{g}^*(r)\), we define

\[
S|_{\zeta} := \{(u_1, \ldots, u_r)\mid u \in \mathfrak{g}\} \subseteq \oplus_{(r)} T^* \mathfrak{g}^*(r) \cong \oplus_{(r)} \mathfrak{g}(r),
\]

and the bundle map \(P : S \to T\mathfrak{g}^*(r)\),

\[
P_{\zeta}(u_1, \ldots, u_r) := (\pi_{\zeta_1}^* (u), \ldots, \pi_{\zeta_r}^* (u)) = (\text{ad}_{\zeta_1}^* (u), \ldots, \text{ad}_{\zeta_r}^* (u)) \in T_{\zeta} \mathfrak{g}^*(r) \cong \mathfrak{g}^*(r). \]

\[\square\]

2.2. **Some special submanifolds.** This part is devoted to the extension of the classical definition of symplectic foliation, coisotropic and Lagrangian submanifolds to the context of polysymplectic and poly-Poisson. The more important remark in this subsection is that we recover, as in the usual case, the reduction of coisotropic submanifolds.
2.2.1. Poly-symplectic foliation. A direct consequence of Definition 2.1 is that $S$ has a Lie algebroid structure with anchor $P$, hence the distribution $D := P(S) \subset TM$ is integrable, and its leaves define a singular foliation on $M$. Each leaf $\iota : \mathcal{O} \hookrightarrow M$ carries an $\mathbb{R}^r$-valued 2-form $\omega_\mathcal{O}$ determined by the condition

$$\omega_\mathcal{O}^\ast : T_m \mathcal{O} \to T_m \mathcal{O} \otimes \mathbb{R}^r, \quad P(\eta) \mapsto \iota^\ast \eta.$$  

The fact that the 2-form $\omega_\mathcal{O}$ on the leaf $\mathcal{O}$ is well defined follows from (i) in Definition 2.1, while (iii) guarantees that it is closed, and (ii) guarantees that it is non-degenerate. Summarizing, $(M, S, P)$ determines a singular foliation on $M$ with poly-symplectic leaves.

A first remark on the poly-symplectic foliation of a $r$-Poisson structure is that, in contrast with the case $r = 1$, different $r$-Poisson structures may correspond to the same poly-symplectic foliation, as shown in the next example.

Example 2.8. Let $\omega_s$ be a smooth family of $r$-poly-symplectic forms on $M$ parametrized by $s \in \mathbb{R}$ and define the following vector subbundles of $T^*(M \times \mathbb{R}) \otimes \mathbb{R}^r$:

$$S_1|_{(m,s)} := \{(i_X \omega_s, \gamma) \mid X \in T_m M, \gamma \in T^*_s \mathbb{R}\},$$

$$S_2|_{(m,s)} := \{(i_X \omega_s, \gamma) \mid X \in T_m M, \gamma \in T^*_s \mathbb{R}\},$$

$$S_3|_{(m,s)} := \{(i_X \omega_s, 0) \mid X \in T_m M, \gamma \in T^*_s \mathbb{R}\}.$$

On each $S_j$ we define $P_j(i_X \omega_s, \gamma) = X$. Each $(S_j, P_j)$ is a poly-Poisson structure on $M \times \mathbb{R}$. Note that by definition of $(S_j, P_j)$ we obtain that $TM = P_j(S_j)$ and the leaves associated to this distribution are $M \times \{s\}$ for each $s \in \mathbb{R}$. ♦

Example 2.9. In the cases of product of linear Poisson (as in Example 2.5) and the linear $r$-Poisson (as in Example 2.7) we obtain the same foliation which is the product of the coadjoint orbits. ♦

2.2.2. Lagrangian and coisotropic submanifolds. For an $r$-symplectic manifold $(M, \omega_1, \ldots, \omega_r)$ we say that a subbundle $L \leq TM$ is Lagrangian (resp. isotropic or coisotropic) if $L^\omega = L$ (resp. $L \leq L^\omega$ or $L^\omega \leq L$) where

$$L^\omega = \{X \in TM : i_X i_Y \omega_i = 0 \text{ for all } Y \in L, i = 1, \ldots, r\}.$$ 

In the symplectic case there is an equivalent statement for the Lagrangian subspaces: $L$ is Lagrangian if and only if the linear map $\omega^\ast : L \to \text{Ann}(L)$, defined by contraction, is an isomorphism. For a poly-symplectic manifold $(M, \omega_1, \ldots, \omega_r)$ we can also define the induced map $\omega^\ast$ for which we get that

Proposition 2.10. Let $(M, \omega)$ be a $r$-symplectic manifold and $L \leq TM$ a subbundle. If $\omega^\ast : L \to \text{Ann}(L) \otimes \mathbb{R}^r$ is an isomorphism then $L^\omega = L$.

In the literature (see [3, 17]) first statement is known as poly-Lagrangian subspace and the existence of such subbundle is equivalent to the existence of a Darboux coordinate system for poly-symplectic manifolds. In contrast to the usual symplectic manifolds, there exists poly-symplectic manifolds that do not allow Darboux coordinates:

Example 2.11. Let $M$ be an oriented surface with volume form $\nu$. Consider $\eta$ any 2-form in $M$, then $(M, \nu, \eta)$ is a 2-symplectic manifold. Note that the dimensional identity $\dim L = 2 \dim L$ is not satisfy for all subspace $L \leq V$, hence there is no poly-Lagrangian subbundle of $M$. ♦

\footnote{Following conditions for poly-symplectic Darboux theorem in [3] we can conclude that for $M$ an orientable surface with volume form $\nu$ the poly-symplectic manifold $(M, \nu, \eta)$ has not Darboux coordinates}
of Proposition 2.10. Let $L$ be as in the proposition. As the image of the map $\omega^2$ is $Ann(L) \otimes \mathbb{R}^r$ we obtain that $L$ is isotropic. To prove that is also coisotropic we fix $X \in L^\omega$, then $i_X \omega \in Ann(L) \otimes \mathbb{R}^r$ and the isomorphism gives us that $X \in L$. \hfill \Box

In contrast to the symplectic case, both statements are not equivalent as is shown in the following examples.

Example 2.12. Consider $M = \mathbb{R}^3$ with poly-symplectic form $\omega = (dx_1 \wedge dx_2, dx_2 \wedge dx_3)$. It is easy to verify that $L = \text{span}\{\partial x_2\}$ is Lagrangian but, by a dimensional argument, it is not poly-Lagrangian.

In the Poisson case we have two (equivalent) ways to define coisotropic subspaces. If $(M, \pi)$ is Poisson manifold, we say that $L \leq V$ is coisotropic if $\pi^2(Ann(L)) \subset L$ or equivalently $Ann(L) \subset (Ann(L))^\perp$ where

$$W^\perp := \{\beta \in V^*: i_{\pi^2(\alpha)}\beta = 0 \text{ for all } \alpha \in W\}.$$ 

Both conditions also can be defined in the setting of a $r$-Poisson manifold $(M, S, P)$ with suitable changes as follows:

(a) $P(S \cap Ann(L) \otimes \mathbb{R}^r) \subset L$ \hspace{1cm} (b) $Ann(L) \otimes \mathbb{R}^r \subset (S \cap Ann(L) \otimes \mathbb{R}^r)^\perp$.

In this case we again obtain that they are equivalent statements (see Lem. 2.3.18 [27]). Any $L \leq V$ satisfying one of the previous relation is called poly-Poisson coisotropic subbundle.

Lemma 2.13. For an $r$-symplectic manifold $(M, \omega)$ we have that a subbundle $L \leq TM$ satisfies $L^\omega \leq L$ if and only if $L$ is poly-Poisson coisotropic.

Proof. \((\Rightarrow)\) Uses condition (b) and \((\Leftarrow)\) uses (a). \hfill \Box

Remark 2.14. In [26] it is defined the notion of poly-Poisson morphism between two $r$-Poisson manifold. Under the definition of coisotropcity we get that a map $f : (M, S_M, P_M) \rightarrow (N, S_N, P_N)$ is poly-Poisson morphism if and only if $f^* S_N \subset S_M$ and $Q = \text{graph}(f)$ is a coisotropic submanifold of $\subset M \times N$.

In the case of a submanifold $Q$ of a poly-symplectic manifold $(M, \omega_1, \ldots, \omega_r)$, this definition is equivalent to the fact that for any point $q \in Q$ the vector space $T_q Q$ is coisotropic in $T_q M$. As usual, we can verify that (possible non constant rank vector bundle) $TQ^\omega$ is involutive, hence it induces a (possible singular) isotropic foliation. Following the same ideas in Lemma 2.7 and Lemma 5.35 [28] we obtain a coisotropic reduction.

Proposition 2.15. If $Q$ is a regular coisotropic submanifold of the poly-symplectic manifold $(M, \omega)$ then the quotient $M' = Q/Q^\omega$ is a poly-symplectic manifold.

2.3. Reduction by symmetries. In this section we will give the basic idea for the reduction of the structure and in particular state the Marsden-Weinstein reduction for poly-symplectic manifolds. For this, we will assume that there is a (free and proper) action of a Lie group $G$ on a poly-symplectic manifold $(M, \omega)$\footnote{We will see that at the infinite dimensional level, i.e. Banach manifolds with poly-symplectic structures, it is enough to have a Lie algebra action.} that is $\varphi^*_g \omega = \omega$ for any $g \in G$ where $\varphi : G \times M \rightarrow M$ is the action of the Lie group $G$ on $M$. An action is called reducible if

\begin{align}
\begin{cases}
(a) S \cap \oplus_r Ann(V) \text{ has constant rank.} \\
(b) (S \cap \oplus_r Ann(V))^\circ \subset V,
\end{cases}
\end{align}

where $V \subset TM$ denotes the vertical bundle defined by this, or equivalently, is the kernel of the differential of the projection map $\Pi : M \rightarrow M/G$. 

In the case of a $r$-symplectic manifold equipped with a poly-symplectic action this action is called \textit{hamiltonian} \cite{[19]} \cite{[25]} if there is a \textit{moment map}, i.e., a map $J : M \rightarrow \mathfrak{g}^{*}_{(r)}$ that satisfies

(i) $J \circ \varphi_{g} = \text{Ad}_{g}^{*} \circ J$ and
(ii) $\iota_{u} J = d\langle J, u \rangle$.

for all $u \in \mathfrak{g}$. Here $\text{Ad}_{g}^{*}$ denotes the diagonal coadjoint action on $\mathfrak{g}^{*}_{(r)}$, and $u_{M} \in \mathfrak{X}(M)$ is the infinitesimal generator corresponding to $u \in \mathfrak{g}$.

As a direct consequence of the previous definitions, it is possible to prove that $J^{*}(u_{1}, \ldots, u_{r}) \in S_{w}$ for any $(u_{1}, \ldots, u_{r}) \in S$ and

$$P(u_{1}, \ldots, u_{r}) = dJ(P_{\omega}(J^{*}(u_{1}, \ldots, u_{r})))$$

where $(S_{w}, P_{\omega})$ and $(S, P)$ are the $r$-Poisson structures in Example 2.2 and Example 2.7 respectively. These two facts generalize, to the $r$-Poisson case, the well known fact that moment map of Hamiltonian action is a Poisson morphism (see Proposition 4.2 in \cite{[26]}).

A \textit{clean value} for $J$ is an element $\zeta \in \mathfrak{g}^{*}_{(r)}$ so that

$$J^{-1}(\zeta) \text{ is a submanifold of } M,$$

where $\ker(d_{x}J) = T_{x}J^{-1}(\zeta)$, for all $x \in J^{-1}(\zeta)$.

The submanifold $J^{-1}(\zeta)$ is invariant by the action of the isotropy group $G_{\zeta}$. We assume that the $G_{\zeta}$-action on $J^{-1}(\zeta)$ is free and proper, so we can consider the reduced manifold

$$M_{\zeta} := J^{-1}(\zeta)/G_{\zeta}.$$

This last condition, together with the $G_{\zeta}$-invariance of $\iota_{\zeta}^{*}\omega$, implies that $\iota_{\zeta}^{*}\omega$ is basic, i.e., there exists a (unique) closed form $\omega_{red} \in \Omega^{2}(M_{\zeta}, \mathbb{R}^{r})$ so that

$$\Pi_{\zeta}^{*}\omega_{red} = \iota_{\zeta}^{*}\omega.$$

Note that the second condition on the definition of Hamiltonian action says that

$$TJ^{-1}(\zeta) = \ker(dJ) = V^{\omega}.$$

One may also check that

$$(\ker(dJ))^{\omega} = (V^{\omega})^{\omega} = (S_{w} \cap \oplus_{r} \text{Ann}(V))^{\omega},$$

and finally obtain that

$$\ker(\iota_{\zeta}^{*}\omega) = (TJ^{-1}(\zeta))^{\omega} \cap TJ^{-1}(\zeta) = (S_{w} \cap \oplus_{r} \text{Ann}(V))^{\omega} \cap TJ^{-1}(\zeta).$$

This leads us to conclude the following condition for the poly-symplectic Marsden-Weinstein reduction (for details we refer to Section 4.2 in \cite{[26]}):

\textbf{Proposition 2.16.} The reduced form $\omega_{red} \in \Omega^{2}(M_{\zeta}, \mathbb{R}^{r})$ defined by (2.10) is $r$-symplectic if and only if

$$\Pi_{\zeta}^{*}\omega_{red} = \iota_{\zeta}^{*}\omega.$$
the $j$th-factor $T^*Q$. Note that the natural projection $T^*Q \to Q$ induces a projection of $V_{\omega}^{\mathrm{can}}$ onto $TQ$, and one then sees that
\[ V_{\omega}^{\mathrm{can}} \times_{TQ} \cdots \times_{TQ} V_r^{\mathrm{can}} \subseteq T(T^*Q) \times_{TQ} \cdots \times_{TQ} T(T^*Q) = TM \]
is a vector subbundle, that we denote by $W$. One can now check that
\[(2.12) \quad S_\omega \cap \bigoplus_{(r)} \mathrm{Ann}(V) = \{i_X \omega \mid X \in W\},\]
from where one concludes that condition (a) of (2.8) holds. From (2.12), one directly sees that
\[(S_{\omega} \cap \bigoplus_{(r)} \mathrm{Ann}(V))^\circ = (V_1^{\omega} \cap \cdots \cap V_r^{\omega}) \times_{TQ} \cdots \times_{TQ} V_r^{\omega},\]
showing that (b) of (2.8) also holds. So the action is reducible. In the same way as we induce the reducible action on $M$ we can induce a Hamiltonian action with moment map $J : M \to g(r)$ defined by
\[J(m, \alpha)(u) := \alpha_m(u_M(m)).\]
As the action is reducible and is Hamiltonian we obtain $r$-symplectic Marsden-Weinstein reduction at level 0.

\[\square\]

3. Poly-Poisson structures and their integration

It is well known that the infinitesimal counterpart of symplectic groupoids are Poisson manifolds. The aim of this section is to rephrase this in the context of poly-symplectic Lie groupoids. Under such definition, we will comment about its infinitesimal data which will coincides with the poly-Poisson manifolds.

For a Lie groupoid $G$ over $M$ and a multiplicative form $\theta \in \Omega^k(G)$ is a differential form satisfying the relation
\[m^* \theta = pr_1^* \theta + pr_2^* \theta\]
for the natural projection maps $pr_i : G(2) \to G$ and the partial product $m : G(2) \to G$. Observe that it still makes sense for $\mathbb{R}^r$-valued forms $\theta = (\theta_1, \ldots, \theta_r)$, which it simply says that each component $\theta_j$ is multiplicative.

As a direct generalization of the notion of symplectic groupoid, see e.g. [11, 31], we are led to the definition of the main structure in the section:

**Definition 3.1.** A $r$-symplectic groupoid is a Lie groupoid $G \Rightarrow M$ together with a $r$-symplectic form $\omega = (\omega_1, \ldots, \omega_r) \in \Omega^2(G, \mathbb{R}^r)$ satisfying (3.1). More explicitly, each $\omega_j \in \Omega^2(G)$ is closed, multiplicative, and $\bigcap_{j=1}^r \ker(\omega_j) = \{0\}$.

Here we present the structure of the product of symplectic groupoids (see Proposition 2.2.2 [27])

**Proposition 3.2.** The direct product of symplectic groupoids $(G_j, \omega_j)_{j=1,\ldots,r}$, naturally carries a multiplicative poly-symplectic structure given by
\[\omega = (p_1^* \omega_1, \ldots, p_r^* \omega_r),\]
where $p_j : G_1 \times \cdots \times G_r \to G_j$ is the natural projection.

**Example 3.3.** The symplectic manifold $T^*Q$ is a symplectic groupoid over $Q$, with respect to fibrewise addition; the source and target maps coincide with the projection $T^*Q \to Q$. A direct consequence of the previous constructions shows that the vector bundle over $Q$,
\[T^*Q \otimes \mathbb{R}^r \simeq \bigoplus_{(r)} T^*Q = T^*Q \oplus \cdots \oplus T^*Q\]
is a Lie groupoid with objects manifold \( Q \) and is endowed with \((p_1^*\omega_{can}, \ldots, p_r^*\omega_{can})\) multiplicative \( r \)-symplectic form making \( \oplus_{(r)} T^*Q \to Q \) a \( r \)-symplectic groupoid.

The main result of this subject is the following integration theorem, for the proof see [26].

**Theorem 3.4 (Integration of poly-Poisson structures).** If \((G \to M, \omega)\) is a \( r \)-symplectic groupoid, then there exists a unique \( r \)-Poisson structure \((S, P)\) on \( M \) such that \( S = \text{Im}(\mu) \) while \( P \) is determined by the fact that the target map \( t : G \to M \) is a higher-Poisson morphism.

Conversely, let \((M, S, P)\) be a \( r \)-Poisson manifold and \( G \to M \) be a \( s \)-simply-connected groupoid integrating the Lie algebroid \( S \to M \). Then there is a \( \omega \in \Omega^2(G, \mathbb{R}^r) \), unique up to isomorphism, making \( G \) into a \( r \)-symplectic groupoid for which \( t : G \to M \) is a higher-Poisson morphism.

We say that a poly-symplectic groupoid integrates a poly-Poisson structure if they are related as in the statement of Theorem 3.4. It is easy to observe that this correspondence between source-simply-connected poly-symplectic groupoids and poly-Poisson manifolds (with integrable Lie algebroid) extends the well-known relationship between (source-simply connected) symplectic groupoids and Poisson manifolds when \( r = 1 \).

**Example 3.5 (Integrating the poly-symplectic structure).** The poly-Poisson structure in Example 2.2 is integrated by the pair groupoid \( M \times M \Rightarrow M \), equipped with the higher-symplectic structure \( t^*\omega - s^*\omega \in \Omega^2(M \times M, \mathbb{R}^r) \), where \( s, t \) are the source and target maps on the pair groupoid, i.e \( t(x, y) = x \) and \( s(x, y) = y \). In the case that \( M \) is not simply-connected, the \( s \)-simply connected Lie groupoid integrating \((M, \omega)\) is the fundamental groupoid \( \Pi(M) \) with higher-symplectic form given by the pull-back \( F^*(t^*\omega - s^*\omega) \) by the covering map \( F : \Pi(M) \to M \times M \) which is groupoid morphism.

**Example 3.6 (Integrating the trivial structure).** The integration of these poly-Poisson structures \((S_j, P_j)_{j=1,2,3,4}\) are \( S_j \) itself, viewed as a vector bundle over \( Q \) with groupoid structure given by fibrewise addition and equipped \( r \)-symplectic form the pull-back of the canonical multisymplectic form \( \omega_{can} \) of \( T^*Q \otimes \mathbb{R}^r \) in Example 3.3.

The previous description of the possible types of trivial poly-Poisson structure and its integration leads us to define the trivial \( r \)-Poisson structure over a manifold \( Q \) as \( S = T^*Q \otimes \mathbb{R}^r \) with \( P = 0 \) because is the integration of the \( r \)-symplectic version of the cotangent bundle.

**Example 3.7 (Integrating the product structure).** Suppose that all the Poisson manifold are integrable with symplectic groupoid \((G_j \to M_j, \omega_j)\). The poly-Poisson \((S, P)\) in Example 2.5 is integrable and its integrating poly-symplectic groupoid is given by the direct product Lie groupoid

\[
G = G_1 \times \ldots \times G_t \Rightarrow M.
\]

**Example 3.8 (Integrating constant poly-Poisson structures).** In the usual Poisson case we get constant Poisson structure on \( \mathbb{R}^k \times \mathbb{R}^{2n} \) as the infinitesimal version of the symplectic groupoid \( G = T^*\mathbb{R}^k \times (\mathbb{R}^{2n} \times \mathbb{R}^{2n}) \) with multiplicative symplectic form \( \omega_{can} + \text{pr}_1^*\omega_{can} - \text{pr}_2^*\omega_{can} \) where \( \omega_{can} \) is the canonical symplectic form in the respective manifold. For the constant structure in Example 2.6 the integrating \( r + s \)-symplectic groupoid is \( (T^*\mathbb{R}^k \otimes \mathbb{R}^r) \times \mathbb{R}^m \times \mathbb{R}^m \Rightarrow \mathbb{R}^{k+m}, (\omega_{can}, \text{pr}_1^*\omega - \text{pr}_2^*\omega) \) following the construction in the previous example.
**Example 3.9** (Integrating the linear case). Recall that for a Lie algebra \( \mathfrak{g} \) the space \( \mathfrak{g}^r \) has associated two \( r \)-Poisson structures, the product and the direct-sum (see Example 2.7). The first one is integrated by the direct product of \( r \) copies of the symplectic groupoid \( (T^*G, \omega_{can}) \).

In this case we over each \( \zeta = (\zeta_1, \ldots, \zeta_r) \in \mathfrak{g}^r \), we have

\[
S_\zeta = T^*_\zeta \mathfrak{g}^r \oplus \cdots \oplus T^*_\zeta \mathfrak{g}^r
\]

and the bundle map \( P : S \to T\mathfrak{g}^r \) is

\[
P_\zeta(u_1, \ldots, u_r) = (\pi_{KKS}^r|_{\zeta_1}(u_1), \ldots, \pi_{KKS}^r|_{\zeta_r}(u_r)).
\]

The second way its by the consideration of the Lie groupoid action \( G \ltimes \mathfrak{g}^r \) with structural maps induced by the source and target

\[
s(g, \zeta) = \zeta, \quad t(g, \zeta) = \text{Ad}^\ast_g \zeta.
\]

Using the identification \( T^*G \cong G \times \mathfrak{g}^r \) (by right translation), we see that

\[
T^*G \otimes \mathbb{R}^r \cong G \times \mathfrak{g}^r,
\]

so we may consider \( T^*G \times \mathbb{R}^r \) as a Lie groupoid, and its canonical poly-symplectic structure \( \omega_{can} \) makes it into a poly-symplectic groupoid.

It is worth to compare some facts of symplectic groupoids in the poly-symplectic case. Recall that for symplectic groupoids \( (G \rightrightarrows M, \omega) \) we have that the unit manifold is Lagrangian and that the graph of the multiplication is also Lagrangian in \( G \times G \times G \). In the poly-symplectic case we have the following result and counterexamples regarding the relationship between poly-symplectic structures and Lagrangian structures.

As we have seen in Proposition 2.10, the fact that \( gr(m) \) is Lagrangian is weaker than poly-Lagrangian, here we show that for any symplectic groupoid \( (G \rightrightarrows M, \omega) \) we can construct a 2-symplectic groupoid \( (G \rightrightarrows M, \omega, \eta) \) that is not poly-Lagrangian. For this just take \( \eta = t^*\eta_0 - s^*\eta_0 \) for \( \eta_0 \in \Omega^2(M) \) and verify that \( (\omega, \eta)^\flat : Tgr(m) \to \text{Ann}(Tgr(m)) \otimes \mathbb{R}^2 \) is not isomorphism. For the unit map we can do a similar construction. Let \( (G \rightrightarrows M, \omega) \) be a symplectic groupoid and \( H \rightrightarrows M \) another Lie groupoid. By the construction in Proposition 3.2 we can prove that the product groupoid \( G \times H \) is a poly-symplectic groupoid with \( \mathbb{R}^2 \)-valued 2-form \( (\omega, 0) \). It is clear that the graph of the unit map in \( G \times H \) is isotropic. Now take \( v \in T_mH \backslash T_mM \) and verify that \( (\omega, 0)(X + Y, Z + v) = 0 \) for any \( X, Y, Z \in T_mM \). This last claim means that the graph of the unit map in \( G \times H \) is not coisotropic, thus it is neither Lagrangian nor poly-Lagrangian.

**Remark 3.10.** In Example 2.9, we obtained the case of two different \( r \)-Poisson structures with the same leaf space, since the foliations, given by product of coadjoint orbits, coincide. Moreover, in the previous examples we get that its integrations are not isomorphic. Indeed, we will show that they are not even Morita equivalent. For this note that the normal representation of the integration of the first \( r \)-Poisson structure \( G \), is \( N\mathcal{G} = TG \times \cdots \times TG \) whereas for the second \( r \)-Poisson structure the normal representation is \( N\Theta = TG \) for the corresponding integration. It follows that these two integrations are not Morita equivalent as poly-symplectic groupoids (see e.g. the construction in Sec.3.4 and Thm.4.3.1 in [16]).

4. The sigma model

This section is divided into two parts, the first one will describe the classical Poisson Sigma Model (PSM) and the construction of the integrating groupoid of a Poisson manifold. In the second part we extend this construction to the case of \( r \)-Poisson structures, adapting the sigma model conveniently so we obtain PPSM as a particular case of \( r \)-Poisson structures.
4.1. The PSM. Here we give a quick review on the subject making clear the key points in order to extend to our case of interest. For more detail see [9, 10].

From the AKSZ construction, and considering only fields with ghost number 0 it follows that the space of bulk fields of this theory is the space of maps $\mathcal{F} = \text{Map}(T\Sigma, T^* M)$, whereas the space of boundary fields is $\mathcal{F}_\partial = \text{Map}(T\partial \Sigma, T^* M)$. An element $\phi_\partial \in \mathcal{F}_\partial$ is parametrized by the tuple $(X, \eta)$ where

1. $X \in \text{Map}(\partial \Sigma, M)$ (boundary position fields),
2. $\eta \in \Gamma(\text{Hom}(T\partial \Sigma, X^*(T^* M)))$ (boundary momentum fields).

The PSM action is a functional on $\mathcal{F}$, where $\phi \in \mathcal{F}$ is given in coordinates $X \in \text{Map}(\Sigma, M)$ (position fields) and $\eta \in \Gamma(\text{Hom}(T\Sigma, X^*(T^* M)))$ (momentum fields). In this coordinates, the action is written as:

\[ S(\phi) = \int_\Sigma \langle \eta, dX \rangle + \frac{1}{2} \langle \Pi^f(X) \eta, \eta \rangle. \]

Restricted to the boundary, this functional has the same form:

\[ S_\partial(\phi_\partial) = \int_0^1 \langle \eta, dX \rangle + \frac{1}{2} \langle \Pi^f(X) \eta, \eta \rangle. \]

The kinetical term $\int_\Sigma \langle \eta, dX \rangle$ arises from the AKSZ construction for the source data, and it corresponds to the action functional for abelian 2-dimensional BF theory. The potential term $\int_0^1 \frac{1}{2} \langle \Pi^f(X) \eta, \eta \rangle$ arises from transgression of the Hamiltonian function $\frac{1}{2} \langle \Pi^f(X) \eta, \eta \rangle$ into $\mathcal{F}_\partial$.

Solving the variational problem $\delta S = 0$ on the disk with vanishing boundary conditions we obtain the Euler-Lagrange space $\mathcal{C} = \text{Mor}(T\Sigma, T^* M)$, that is, the space of Lie algebroid morphisms between $T\Sigma$ and $T^* M$. Similarly, restricted to the boundary we obtain $\mathcal{C}_\partial = \text{Mor}(T\partial \Sigma, T^* M)$. In [2] we can find the following theorem

**Theorem 4.1.** $C_\partial$ is a coisotropic Banach submanifold of $\text{Map}(T[0, 1], T^* M)$ and it is the space of cotangent paths, i.e. Lie algebroid maps between $T[0, 1]$ and $T^* M$.

In the case where $\Sigma$ is a disk with two disjoint vanishing boundary sectors (see [9, 10]) it is proven that

**Theorem 4.2.** The following data

\[
\begin{align*}
G_0 &= M, \\
G_1 &= C_\partial, \\
G_2 &= \{[X_1, \eta_1], [X_2, \eta_2] | X_1(1) = X_2(0) \}, \\
m &: G_2 \to G := ([X_1, \eta_1], [X_2, \eta_2]) \mapsto [(X_1 \ast X_2, \eta_1 \ast \eta_2)], \\
\varepsilon &: G_0 \to G_1 := x \mapsto [X \equiv x, \eta \equiv 0], \\
s &: G_1 \to G_0 := [X, \eta] \mapsto X(0), \\
t &: G_1 \to G_0 := [X, \eta] \mapsto X(1), \\
i &: G_1 \to [0, 1] := t \mapsto i^* \circ X, i^* \circ \eta \end{align*}
\]

\(^3\)For more details on the superfield interpretation of PSM, see e.g. [1].

\(^4\)vector bundle morphisms.
correspond to a symplectic groupoid that integrates the Lie algebroid $T^*M$. □

The symplectic form is the one arising from symplectic reduction and it is multiplicative due the fact that groupoid multiplication comes from path concatenation and the additivity property of the integral defining the symplectic form on $\mathcal{F}_\partial$. For further details see [9]. This construction is also expressed as the Marsden-Weinstein reduction of the Hamiltonian action of the (infinite dimensional) Lie algebra $P_0\Omega^1(M) := \{ \beta \in C^{k+1}(I, \Omega^1(M)) \mid \beta(0) = \beta(1) = 0 \}$ with Lie bracket

\begin{equation}
[\beta, \gamma](u) = d(\beta(u), \Pi^2\gamma(u)) - \iota_{\Pi\beta(u)}d\gamma(u) + \iota_{\Pi\gamma(u)}d\beta(u)
\end{equation}

on the space $T^*(PM)$, on which the equivariant moment map $\mu : T^*(PM) \to P_0\Omega^1(M)^*$ is described by the equation

\begin{equation}
\langle \mu(X, \eta), \beta \rangle = \int_0^1 \langle dX(u) + \Pi^2(X(u))\eta(u), \beta(X(u), u) \rangle du.
\end{equation}

It turns out that $C_\Pi$ is the preimage of 0, under the equivariant moment map $\mu$, thus $C_\Pi$ is coisotropic. In addition to it, the characteristic distribution $TC_\Pi^\omega$ has finite codimension, more precisely, $2\dim(M)$, and it is given in local coordinates by the following

\[
\delta_\beta X^i(t) = -\pi^{ij}(X(t))\beta_j(t) \\
\delta_\beta \eta_i(t) = d_\beta \beta_i(t) + \partial_\beta \pi^{jk}(X(t))\eta_j(t)\beta_k(t).
\]

4.2. The PPSM. Now we are prepared to introduce a two dimensional TFT such that its target encodes a poly-Poisson structure and its reduced phase space recovers the poly-symplectic integration.

Following the construction of the previous section we consider $\Sigma$ to be $D^2$, the two dimensional disk, such that its boundary $\partial\Sigma$ consists of four intervals $I_0, I_1, I_2, I_3$ under the condition that $I_j$ and $I_{j+1}$ (mod 4) intersect in exactly one point, and both $I_0$ and $I_2$ are vanishing boundary sectors. Given a poly-Poisson structure, the target space of the associated Poly-Poisson sigma model (PPSM) is the bundle $(S, P)$. In this case, the space of bulk fields for PPSM is given by

\begin{equation}
\mathcal{F}_{PP} = \text{Map}(T\Sigma, T^*M \otimes \mathbb{R}^r)
\end{equation}

whereas the space of boundary fields is

\begin{equation}
\mathcal{F}_{\partial}^{PP} = \text{Map}(T\partial\Sigma, T^*M \otimes \mathbb{R}^r)
\end{equation}

Using the same boundary conditions as in the PSM, we can identify $\mathcal{F}_{\partial}^{PP}$ with the $r$-th Whithey sum of the cotangent bundles of the path-space of $M$. Therefore

\[
\mathcal{F}_{\partial}^{PP} := \oplus_r T^*(\mathcal{P}(M)) \cong \mathcal{P}(\oplus_r T^*M).
\]

Proposition 4.3. $\mathcal{F}_{\partial}^{PP}$ is a weak poly-symplectic Banach manifold.

Before we sketch the proof we should extended the definition of weak-symplectic from to the realm of $r$-symplectic manifolds. In a Banach manifold $B$, a weak $r$-symplectic structure is a closed skew-symmetric bilinear form $\omega : TB \times TB \to \mathbb{R}^r$ so that the induced map $\omega^* : TB \to TB^* \otimes \mathbb{R}^r$ is an injective bundle map.

\[\text{here } * \text{ denotes path concatenation.}\]
Proof. The direct proof is to show that
\[
\bar{\omega}_j(\delta(X_1, \eta_2), \delta(X_1, \eta_2)) = (\ldots, \int_0^1 \omega_{\text{can}}(\delta(X_1, \eta_2), \delta(X_1, \eta_2))(t)dt, \ldots)_{i=1,\ldots,r}
\]
\[
= (\ldots, \int_0^1 (\delta_1 X_1 \delta_2 \eta_2 - \delta_1 X_2 \delta_2 \eta_1)dt, \ldots)_{i=1,\ldots,r}
\]
is a weak $r$-symplectic structure on $\mathcal{F}_{\bar{\omega}}^{PP}$. But a more convenient proof is to show that this can be reach as the weak $r$-symplectic product structure. For this recall the definition in (2.3) and note that the canonical projection $pr_j : \mathcal{F}_{\bar{\omega}}^{PP} \to T^*P(M)$ satisfies $\cap dpr_j = \{0\}$ that leads us to get the injectivity of $\bar{\omega}^\sharp$.

Now we will consider the Lie algebra of gauge symmetries for the PPSM. Let $\mathfrak{g}_0$ be the (infinite dimensional) Lie algebra of $C^1$-maps $\alpha : [0, 1] \to \Gamma(S)$ such that

1. $\alpha(0) = \alpha(1) = 0, \forall \alpha \in \Gamma(S)$.
2. The Lie bracket is given by $[\alpha, \beta](t) = [\alpha(t), \beta(t)]$, i.e. the bracket is defined pointwise by using the bracket $[\cdot, \cdot]$ from the sections on $S$.

By using the $r$-Poisson structure of $(S, P)$ in the definition of $\mathfrak{g}_0$ we can induce two operations:

\begin{align}
\xi : \mathfrak{g}_0 &\to \mathfrak{X}(\mathcal{F}_{\bar{\omega}}^{PP}), & \xi_\beta(X) &= -P_X(\beta) \\
\xi_\beta(\eta) &= d\beta + \partial P_\eta \beta \\
\end{align}

\begin{align}
H : \mathfrak{g}_0 \times \mathcal{F}_{\bar{\omega}}^{PP} &\to \mathbb{R}^r; & (\beta, (X, \eta)) \to \int_0^1 \beta(dX)dt - \int_0^1 \eta(P_X(\beta))dt
\end{align}

Proposition 4.4. Let $\beta$ be an element of $\mathfrak{g}_0$.

1. The action by $\beta$ is a lift of an action by $\beta$ on $\text{Map}([0, 1], M)$.
2. The action is Hamiltonian weak $r$-symplectic with the Hamiltonian function $H$.

Proof. The fact that the vector field $\xi_\beta$ in the $X$-direction is $\eta$-independent implies that the action by $\mathfrak{g}_0$ is a lift of the action given by (4.8).

In order to prove the second statement, we denote $f$ as the first integral in the definition of $H$ in (4.9) and $J = -\int_0^1 \eta(P_X(\beta))dt$. In the same way as in [9] we get that $f[\beta, \alpha] = \beta f(\alpha)^{[6]}$. Also note that $J(\beta, (X, \eta)) = \int_0^1 \eta(\xi_\beta X)$ which is moment map for the $\mathfrak{g}_0$-action. This claim follows from the fact that that $\bar{\omega} = -d\alpha$ is exact and the action $\xi$ on $\mathcal{F}_{\bar{\omega}}^{PP}$ is a lifting of an action on $\mathcal{P}(M)$. These two facts show that $H = f + J$ is a moment map.

Note that the argument in Example 2.17 can be extended to the infinite dimensional case and we obtain a reducible weak $r$-symplectic action, hence the weak $r$-symplectic reduction at 0-level set can be done.

In order to obtain a finite-dimensional reduction with 0-level we need to prove the following result:

Proposition 4.5. The submanifold $\mathcal{F}(S, P) = \mathcal{P}(S) \hookrightarrow \mathcal{F}_{\bar{\omega}}^{PP}$ is weak $r$-symplectic submanifold with the 2-form $\omega = \iota^*\bar{\omega}$. Moreover,

\begin{align}
C_{(S, P)} = \text{Mor}(T\Sigma, S) = \{\hat{X} := (X, \eta) : X : \Sigma \to M, \eta \in \Gamma(T^*\Sigma, X^*S), dX + P_X(\eta) = 0\}
\end{align}
is coisotropic submanifold with finite codimension.

\[\text{Note that this relation can also be proved by seen } f \text{ as a topological moment map, i.e. the fact that is moment map is independent of the } r\text{-Poisson structure}\]
Proof. For any element \( \gamma \in \mathcal{P}(S) \) we denote by \( \gamma_b \) its base path and \((\gamma^1, \ldots, \gamma^r) \in S_{\gamma_b}\). If \( \bar{\gamma}, \bar{\eta} \) are two curves in \( \mathcal{P}(S) \), then
\[
\omega(\delta \bar{\gamma}, \delta \bar{\eta}) = \int_0^1 (\ldots, \delta_1 \bar{\gamma}^i_0 \delta_2 \bar{\gamma}^i_1, \ldots) dt.
\]
We now consider that \( \delta \bar{\gamma} \in \ker \omega \), and in addition we assume that \( \bar{\eta} \) has constant base path and is linear on the fibers, we obtain that
\[
\int_0^1 (\delta_1 \bar{\eta}_0 \delta_2 \bar{\gamma}_1, \ldots, \delta_1 \bar{\eta}_0 \delta_2 \bar{\gamma}_r) dt = 0
\]
for any \((\bar{\eta}^1, \ldots, \bar{\eta}^r) \in S_{\bar{\eta}_b}\), hence \( \delta_1 \bar{\gamma}_b \in S_{\eta_b}^0 = \{0\} \). This leads us to note that, for any curve \( \bar{\eta} \) in \( \mathcal{P}(S) \) we get
\[
\omega(\delta \bar{\gamma}, \delta \bar{\eta}) = \int_0^1 (\ldots, -\delta_1 \bar{\eta}_0 \delta_2 \bar{\gamma}_1, \ldots, -\delta_1 \bar{\eta}_0 \delta_2 \bar{\gamma}_r) dt = 0.
\]
As \( \delta_1 \bar{\eta} \) runs over \( TM \), we can conclude that \( \delta_2 \bar{\gamma}^i = 0 \), which complete the assertion that \( \delta \bar{\gamma} = 0 \) when \( \delta \bar{\gamma} \in \ker \omega \).

For the claim that \( C_{(S,P)} \) is coisotropic, we just adapt the same ideas as [9, Thm.3.1] and note that the ODE’s solving the initial valued problem are in our context vector valued ODE’s which obey the same theory of existence and uniqueness of solutions. □

Remark 4.6. Note that the proof of the first claim does not use the existence of the bundle map \( P \), so \( \mathcal{P}(S) \) is weak \( r \)-symplectic for any sub-bundle \( S \leq \oplus_{(r)} T^* M \) so that \( S^r = \{0\} \).

Let us mention two important facts related to a given weak \( r \)-symplectic structure \((\mathcal{F}(S,P),\omega)\):

(1) The \( \mathfrak{g}_0 \)-action on \( \mathcal{F}^{PP}_\partial \) restricts to \( \mathcal{F}(S,P) \).

(2) The map
\[
H : \mathfrak{g}_0 \times \mathcal{F}(S,P) \to \mathbb{R}^r \cong \mathbb{R}^{*r}; \quad (\beta, (X, \eta)) \mapsto \int_0^1 \beta(dX) + \beta(P_X(\eta)) dt
\]
is a moment map for the restricted action.

As a direct result we get the reducibility condition of the action, hence the weak-Marsden-Weinstein reduction \( C_{(S,P)} \) from \( H \) at 0-level.

Furthermore, as we also have the coisotropic reduction of finite codimension we obtain

**Theorem 4.7.** If \( (S,P) \) is integrable, then \( C_{(S,P)} \) is \( r \)-symplectic manifold. Moreover, it is equipped with a Lie groupoid structure that makes \( \mathcal{G} = C_{(S,P)} \Rightarrow M \) a \( r \)-symplectic groupoid integrating \( (S,P) \).

**Proof.** It was already proved that \( C_{(S,P)} \) is \( r \)-symplectic. It remains to prove that is a Lie groupoid, but this is just an extension of the proofs in [9] with the structural map defined in the same way as in Theorem 4.1.

To end the proof, note that by the transgression argument of the AKSZ construction, the \( r \)-symplectic form \( \Omega \) is multiplicative since it is compatible with path concatenation. By construction, we obtain that
\[
\ker(ds)|_{\varepsilon(M)} \cong S
\]
and the kernel of the target map \( t \) restricted to \( \varepsilon(M) \) coincides with the map \( P \).

□
4.3. Examples of PPSM integration. Here we present some construction of the PPSM in the special cases of trivial, \( r \)-symplectic, product and linear \( r \)-Poisson structures. The constructions follow same lines in \cite{9} Sec. 5.

Example 4.8 (The \( r \)-symplectic case: Example 3.5). Note that for \( (X, \eta) \in C_{(S,P)} \) we get that \( \eta = -P_X^{-1}(dX) \). Hence, in the same way as in Sec. 5.2 of \cite{9}, the groupoid \( G \) that integrates \( (S,P) \) is the fundamental groupoid of \( M \), and in the simply connected case is \( M \times M \), with the induced \( r \)-symplectic form using the source and target maps.

\[ \diamond \]

Example 4.9 (The trivial case: Example 3.6). Note that the space in (4.10) consists on bundle maps with constant path \( X : I \to M \) and continuous map \( \eta : I \to S_X \). Moreover, the map
\[ j : G \to S \]
\[ (X, \eta) \mapsto (X(0), \int_I \eta dt) \]
is an isomorphism. The only thing that we must to verify is that the map is well defined, but this follows from the fact that \( X \) is constant, so \( \eta \) and its Riemann sums over \( I \) belong to the fiber \( S_X \). The claim about the isomorphism follows in the same way as in \cite{9} Sec.5.1. In conclusion, for a subbundle \( S \leq \oplus_r T^* M \) with trivial anchor \( P \), its integration is \( G = S \rightrightarrows M \) with \( r \)-symplectic form the restriction of the canonical one on \( \oplus_r T^* M \).

\[ \diamond \]

Example 4.10 (The product case: Example 3.7). Here we consider two integrable \( r \)-Poisson structures \( (M_i, S_i, P_i)_{i=1,2} \). By the product structure we can verify that the space \( C_{(S,P)} \) is the space of solutions of the equation
\[ X + P_X \eta = (X_1, X_2) + (P_1(\eta_1), P_2(\eta_2)) = 0; \]
that is, the composition of solutions \( C_{(S_1, P_1)} \) and \( C_{(S_2, P_2)} \). This remark leads us to obtain the isomorphism
\[ j : G \to G_1 \times G_2 \]
\[ \hat{X} \mapsto (\hat{X}_1, \hat{X}_2) \]
and conclude the integration as in Example 3.7.

\[ \diamond \]

As direct consequence of the previous example we get the PPSM integration of the constant structure as in Example 3.8.

Example 4.11 (The linear case: Example 3.9). Recall the definition of the linear \( r \)-Poisson structure on \( g^* \) the dual of a finite dimensional Lie algebra \( g \) in Example 2.7. From that definition we can note that \( S_\zeta \simeq g \). Using this identification and the trivialization \( G \times g_{(r)} \simeq \oplus_r T^* G \) we can define the following map:
\[ j : G \to \oplus_r T^* G \]
\[ (X, \eta) \mapsto (\text{Hol}(\eta), X(0)). \]
The proof that the map \( j \) is an isomorphism follows from the (adapted) proof of \cite{9} Theorem 5.2.

\[ \diamond \]

Remark 4.12. The same arguments in Example 2.7 work when we begin with a Lie algebroid \( A \) instead of a Lie algebra and we produce a poly–Poisson structure on \( \oplus_r A^* \). The respective vector bundle \( (2.5) \) and the anchor map \( (2.6) \) are defined by using the Poisson structure of \( A^* \)
The path-space integration of the poly–Poisson manifold $\oplus_r A^*$ is done in the same spirit of the previous example and the main result of [7]. This procedure yields the integrating poly–symplectic groupoid $\oplus_r T^* \mathcal{G} \rightrightarrows \prod_r A^*$ for $\mathcal{G} \rightrightarrows M$ the source-simply connected Lie groupoid integrating $A \to M$.

5. RELATIONAL GROUPOIDS

In this section we give a brief exposition of relational groupoids equipped with symplectic structure, which naturally appeared in the context of PSM before gauge reduction [8, 10].

Definition 5.1. A relational symplectic groupoid is a triple $(\mathcal{G}, L, I)$ where

1. $\mathcal{G}$ is a weak symplectic manifold.
2. $L$ is an immersed Lagrangian submanifold of $\mathcal{G}^3$.
3. $I$ is an antisymplectomorphism of $\mathcal{G}$ called the inversion,

satisfying the six compatibility axioms A.1-A.6:

- The cyclicity axiom (A.1) encodes the cyclic behaviour of the multiplication and inversion maps for groups, namely, if $a, b, c$ are elements of a group $G$ with unit $e$ such that $abc = e$, then $ab = c^{-1}$, $bc = a^{-1}$, $ca = b^{-1}$.
- (A.2) encodes the involutivity property of the inversion map of a group, i.e. $(g^{-1})^{-1} = g$, $\forall g \in G$.
- (A.3) encodes the compatibility between multiplication and inversion:
  $$(ab)^{-1} = b^{-1} a^{-1}, \forall a, b \in G.$$ 

- (A.4) encodes the associativity of the product: $a(bc) = (ab)c$, $\forall a, b, c \in G$.
- (A.5) encodes the property of the unit of a group of being idempotent: $ee = e$.
- The axiom (A.6) states an important difference between the construction of relational symplectic groupoids and usual groupoids. The compatibility between the multiplication and the unit is defined up to an equivalence relation, denoted by $L_2$, whereas for groupoids such compatibility is strict; more precisely, for groupoids such equivalence relation is the identity. In addition, the multiplication and the unit are equivalent with respect to $L_2$.

The graphical description of the axioms A.1-A.6 is given in Figure [1]. The morphisms $I_{rel}$ and $L_{rel}$ are represented by a twisted stripe and pair of pants respectively, and the induced immersed canonical relations $L_1, L_2$ and $L_3$ are constructed as compositions of $L$ and $I$. As it is shown in the Figure, they should satisfy the previously defined compatibility axioms.

In the infinite dimensional setting we restrict to the case of Banach manifolds.
5.1. Examples. In particular, symplectic groupoids are particular instances of relational symplectic groupoids, and triples \((G, L, I)\) where \(I\) is an anti-symplectic involution, \(L\) is an \(I\)-invariant Lagrangian in \(G\) and \(L = L \times L \times L\). More examples of relational groupoids can be found in [8] and [10].

This suggests that in the poly-symplectic context, there is a natural groupoid object which serves as integration of poly-Poisson structures, before Marsden-Weinstein reduction.

Definition 5.2. A relational poly-symplectic groupoid is a triple \((G, L, I)\) where

1. \(G\) is a weak poly-symplectic manifold.
2. \(L\) is an immersed Lagrangian submanifold of \(G^3\).
3. \(I\) is an antisymplectomorphism of \(G\)

satisfying the six compatibility axioms A.1-A.6:

5.2. Lagrangian submanifolds of Poly-symplectic structures. There are several notions in the literature for Lagrangian submanifolds of poly-symplectic structures. For the purposes of this paper we consider the following definition of Lagrangian.

Definition 5.3. A submanifold \(L\) of a poly-symplectic manifold \(M\) to be Lagrangian if it is maximally isotropic, i.e. \(L = L^\omega\).
Note that this does not imply that $2 \dim(L) = M$ and it does not imply that $L \cong L^0$, as in the usual instance of Lagrangian subspaces of symplectic structures.

**Theorem 5.4.** Let $(S, P)$ be an integrable poly-symplectic structure. Then the evolution relations of the PPSM form a relational poly-symplectic groupoid which integrates $(S, P)$.

**Proof.** It is easy to observe, as proved in Example 3.9, that the graph of the multiplication $\text{gr}(\mu)$ of a polysymplectic groupoid is maximally isotropic. Using the Marsden-Weinstein reduction, we observe that the preimage if $\text{gr}(\mu)$ under the reduction map is again maximally isotropic, since $\pi^{-1}(\text{gr}(\mu)) \subseteq C_\partial$. If we set $I$ to be the time reversal antisymplectomorphism for $\mathcal{F}_\partial$, then $L := I \circ \pi^{-1}(\text{gr}(\mu))$ is the immersed Lagrangian which defines the relational groupoid structure for $\mathcal{F}_\partial$. □

**Remark 5.5.** Note that we do not require all the evolution relations to be Lagrangian. For instance, the evolution relation $L_1$, that is the preimage of the graph of the unit map for the Marsden-Weinstein reduction, is neither Lagrangian nor poly-Lagrangian (see Example 3.9).

### 6. Further Applications

#### 6.1. Other integrations.** The path-space integration described above produces the source simply connected poly-symplectic groupoid integrating a poly-Poisson structure $(M, S, P)$. This integration is canonical and universal: every Lie groupoid which integrates $(M, S, P)$ is obtained via a discrete quotient of the source simply connected integration. For instance, the holonomy groupoid integrating a Lie algebroid $A \to B$ is a quotient of the Lie groupoid $G \Rightarrow B$ obtained by the path-space construction, and the quotient is given by holonomy equivalence. This implies that different integrations of the same Poisson manifold are equivalent in the extended symplectic category [8, 10]. In the context of relational integrations of poly-Poisson structures, the path-space integration defined above implies the following result for different integrations of $(M, S, P)$.

**Proposition 6.1.** Let $G \Rightarrow M$ be any integration of a poly-Poisson structure $(M, S, P)$ and let $(G, L, I)$ be its corresponding relational poly-symplectic groupoid. Let $(\mathcal{G}, \mathcal{L}, I)$ be the relational poly-symplectic groupoid obtained in Theorem 5.4. Then $(G, L, I)$ and $(\mathcal{G}, \mathcal{L}, I)$ are equivalent as relational groupoids.

**Proof.** The proof of this proposition is based on the fact that any $s$-fiber connected integration $G \Rightarrow M$ of $S$ comes from a quotient with respect to the action of a discrete group on the $s$-fiber simply connected Lie groupoid $G_{ssc} \Rightarrow M$ that integrates $A$ [?]. Therefore $G_{ssc}$ is a cover of $G$ and this implies that if $G_{ssc}$ is poly-symplectic, then the quotient map $q : G_{ssc} \to G$ is discrete and thus it induces a poly-symplectic structure on $G$ uniquely. Furthermore, since $q$ is a covering map, the graph of $q$ is a poly-Lagrangian submanifold of $G_{ssc} \times G$. This follows from the fact that poly-Lagrangianity is preserved after a discrete quotient. Thus $\phi := \text{gr}(q)$ is a morphism in the category of poly-symplectic manifolds. Similarly, the graph of the Marsden-Weinstein reduction map $Q : (\mathcal{G}, \mathcal{L}, I) \to G_{ssc} \Rightarrow M$ is a poly-Lagrangian submanifold, and thus $\psi := \text{gr}(Q)$ is a well defined morphism. Following [8], it is easy to observe that $\psi$ is an equivalence of relational poly-symplectic groupoids, and therefore, $(G, L, I)$ and $(\mathcal{G}, \mathcal{L}, I)$ are equivalent via $\phi \circ \psi$. □

---

<sup>8</sup>obtained by taking the graphs of the corresponding structure maps of $G \Rightarrow M$
6.2. Integration of Lie algebroids via poly-Poisson integration. A well known fact in Poisson geometry and Lie theory of Lie algebroids is that a Lie algebroid $A$ is integrable if and only if the Lie algebroid $T^*A^*$ (associated to the Poisson structure in $A^*$) is also integrable. Furthermore, if $\mathcal{G}$ is the source-simply connected Lie groupoid integrating $A$ then the cotangent groupoid $T^*\mathcal{G} \rightrightarrows A^*$ is the source-simply connected symplectic groupoid integrating $T^*A^*$. An analogous result can be proved in the poly–Poisson case following Remark 4.12.

**Proposition 6.2.** A Lie algebroid $A$ is integrable if and only if $\oplus_r A^r$ is integrable as poly–Poisson manifold.

**Proof.** First we suppose that $A$ is integrable and consider $\mathcal{G}$ its source-simply connected integration. Following the comment on Remark 4.12 we get $\oplus_r T^*\mathcal{G} \rightrightarrows \oplus_r A^r$ is the source-simply connected poly–symplectic groupoid integrating $\oplus_r A^r$. On the other hand, the natural inclusion of $T^*A^r$ in $S$ defined in (2.4) covering the inclusion $\iota : A^* \to \oplus_r A^r$ on the first component is a Lie algebroid morphism. As it is also known that $A \xhookrightarrow{} T^*A^*$ is Lie algebroid morphism (see [7]), we get that $A$ is Lie subalgebroid of $\oplus_r A^r$ which implies that $A$ is integrable whenever $\oplus_r A^r$ is.

6.3. Weinstein map and Morita equivalence. In [24], the author proved a beautiful result relating Morita equivalences in the categories of Lie groupoids and Poisson manifolds by using a canonical construction called the Weinstein map. Such result can be understood as the classical counterpart of the Muhly–Renault–Williams Theorem for Lie Groupoids. To be more precise, Theorem 3.5 in [24] states that if $\mathcal{G}$ and $\mathcal{H}$ are Morita equivalent (as Lie groupoids) then the dual vector bundle of their Lie algebroids, $\text{Lie}(\mathcal{G})^*$ and $\text{Lie}(\mathcal{H})^*$, are Morita equivalent (as Poisson manifolds). The proof is based on two canonical constructions for Lie groupoids and Lie algebroids, namely the moment map for Lie groupoid actions and the pull-back of a Lie Poisson manifold (sections 3.2 and 3.4 in [24] respectively). If the Morita equivalence of $\mathcal{G}$ and $\mathcal{H}$ is realized over $M$, then the mutually orthogonal and complete Poisson maps (realizing the Morita equivalence of Poisson manifold )

\[(6.1) \quad \text{Lie}(\mathcal{H})^* \xleftarrow{J_R} T^*M \xrightarrow{J_L} \text{Lie}(\mathcal{G})^* \]

are given by the moment map for respective Lie groupoid action (see (3.23) and (3.26) in [24]).

The same result, with suitable changes, holds in the realm of poly–Poisson structures. The proof is easily extended just by noticing that the product of $r$ copies of the symplectic moment maps $J_L$ is a poly–symplectic moment map with values in the poly–Poisson manifolds $\oplus_{(r)} \text{Lie}(\mathcal{G})^*$ with anchor maps $P_{\mathcal{G}}$. The same is true for the moment map $J_R$ on the poly–Poisson manifold $\oplus_{(r)} \text{Lie}(\mathcal{H})^*$ with anchor map $P_{\mathcal{H}}$.

Indeed, we get that

\[ J_L := \oplus_{(r)} J_L : \oplus_{(r)} T^*M \to \oplus_{(r)} \text{Lie}(\mathcal{G})^* \quad \text{and} \quad J_R := \oplus_{(r)} J_R : \oplus_{(r)} T^*M \to \oplus_{(r)} \text{Lie}(\mathcal{H})^* \]

satisfy the following conditions:

- $J_L$ and $J_R$ are surjective submersion poly–Poisson maps
- The level sets of the maps are connected and simply connected
- The foliations of $\oplus_{(r)} T^*M$ defined by the levels of $J_L$ and $J_R$ are mutually poly–symplectically orthogonal

Now recall the bracket of admissible functions as in Equation 2.2. In the particular case of $\oplus_{(r)} T^*M$ we have the explicit formula for the bracket

\[ \{(pr_1^* h_1, \ldots, pr_r^* h_r), (pr_1^* g_1, \ldots, pr_r^* g_r)\} = (pr_1^* \{h_1, g_1\}, \ldots, pr_r^* \{h_r, g_r\}) \]

where $pr_j : \oplus_{(r)} T^*M \to T^*M$ is the $j$–projection. Then we also obtain the following conditions

\[ \text{Eq. 4.12} \]
\[ \{ J_R^* h, J_L^* g \} = 0 \text{ for any } h \in C^\infty_{adm}(\oplus_r \text{Lie}(\mathcal{H})^*) \text{ and } g \in C^\infty_{adm}(\oplus_r \text{Lie}(\mathcal{G})^*) \]
\[ P_{\omega}(J_R^* dh) \text{ and } P_{\omega}(J_L^* dg) \text{ are complete vector fields if } P_H(dh) \text{ and } P_G(dg) \text{ are also complete} \]

Motivated by these results we can extend the definition of Morita equivalence to poly–Poisson manifold. Two \( r \)-Poisson manifolds \( (M, S, P) \) and \( (N, \Sigma, \Lambda) \) are **Morita equivalents** if there exists an \( r \)-symplectic manifold \( Q \) and smooth maps

\[
M \xleftarrow{\mu} Q \xrightarrow{\eta} N
\]

so that

1. \( \mu \) and \( \eta \) are surjective submersion poly–Poisson maps
2. The level sets of the maps are connected and simply connected
3. The foliations of \( Q \) defined by the levels of \( \mu \) and \( \eta \) are mutually poly–symplectically orthogonal
4. \( \{ \mu^* h, \eta^* g \} = 0 \) for \( h \) and \( g \) admissible functions on their respective spaces
5. \( \mu \) and \( \eta \) are poly–Poisson complete maps

In conclusion, based on the previous definition, we have proved the following proposition:

**Proposition 6.3.** If \( \mathcal{G} \) and \( \mathcal{H} \) are Morita equivalents Lie groupoids, then \( \oplus_r \text{Lie}(\mathcal{G})^* \) and \( \oplus_r \text{Lie}(\mathcal{H})^* \) are Morita equivalents poly–Poisson manifolds.
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