CloudVision: DNN-based Visual Localization of Autonomous Robots using Prebuilt LiDAR Point Cloud
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Abstract—In this study, we propose a novel visual localization approach to accurately estimate six degrees of freedom (6-DoF) poses of the robot within the 3D LiDAR map based on visual data from an RGB camera. The 3D map is obtained utilizing an advanced LiDAR-based simultaneous localization and mapping (SLAM) algorithm capable of collecting a precise sparse map. The features extracted from the camera images are compared with the points of the 3D map, and then the geometric optimization problem is being solved to achieve precise visual localization. Our approach allows employing a scout robot equipped with an expensive LiDAR only once — for mapping of the environment, and multiple operational robots with only RGB cameras onboard — for performing mission tasks, with the localization accuracy higher than common camera-based solutions. The proposed method was tested on the custom dataset collected in the Skolkovo Institute of Science and Technology (Skoltech). During the process of assessing the localization accuracy, we managed to achieve centimeter-level accuracy; the median translation error was as low as 1.3 cm. The precise positioning achieved with only cameras makes possible the usage of autonomous mobile robots to solve the most complex tasks that require high localization accuracy.

Index Terms—Autonomous robot, Visual localization, Mapping, Deep Learning, Sensors Fusion, LiDAR map

I. INTRODUCTION

A. Motivation

Mobile robotics is a rapidly expanding research field, with both the scientific community and industry pursuing modern and dependable solutions. The mobile robots market is valued at 1.61 billion dollars in 2021 and expected to grow to 22.15 billion dollars by 2030 [1], highlighting the industry’s interest in this area. The academic community’s interest is evident through a substantial increase in the number of papers, journals, and conferences covering all aspects and applications of autonomous machines. The focus is on providing reliable algorithms to ensure accurate, efficient, and safe operation of autonomous robots.

B. Problem Statement

Localization is a critical task in mobile robotics, requiring a robot to determine its position at any given moment for path planning and obstacle avoidance. This problem is typically addressed using algorithms that process data from cameras, LiDARs, or a combination of both sensors.

Cameras are the most widespread perception sensors due to their cheapness and ability to obtain dense information on the environment, including colors, depth, and shapes. However, visual localization algorithms show less accurate results than LiDAR-based solutions.

The main advantage of LiDARs, in turn, is obtaining highly reliable data on the distance to objects without preprocessing, regardless of changes in lighting and changing seasons. However, LiDAR data is vulnerable to change of weather conditions (snow, rain, mist).

For these reasons, currently there is no single approach to designing a sensor setup for the localization problem. On the one hand, LiDARs provide the highest accuracy, but are costly. On the other hand, cameras are affordable, but do not provide high accuracy.

C. Related Works

LiDAR-based simultaneous localization and mapping (SLAM) algorithms are able to achieve high localization accuracy and generate a high-quality sparse 3D map of the environment. According to the results on KITTI benchmark [2], the most accurate SLAM algorithms are based on Lidar Odometry and Mapping (LOAM) method [3], utilizing Li-
DAR as the main source of information. The core idea of this algorithm is the extraction of edges for geometrical surfaces depicted on the LiDAR scan.

Multiple papers are devoted to extending the LOAM approach to achieve better performance. For example, LeGO-LOAM [4] improves the original approach using ground partitioning, point cloud segmentation, and advanced computational optimization. Segmentation allows detecting noisy points that may represent unreliable features and filter them out.

Other approaches to LiDAR-based SLAM [5], [6] are based on Convolutional Neural Networks (CNNs) for point cloud processing. Although deep learning approaches show good results on open datasets in terms of odometry accuracy, they are unreliable in cases of drastic scene change, such as moving from indoor to outdoor scene. Thus, for robust operation, these approaches should be trained again on unseen scenes, which significantly reduces their applicability in real-world scenarios.

Sensor Fusion Methods, particularly camera and LiDAR data fusion, has found wide application for solving both localization and SLAM problems. Researchers [7], [8] propose highly accurate localization approaches based on the LiDAR-camera data fusion. However, all of them require the presence of both camera and LiDAR in the sensor setup of each robot.

Feng et al. [9] implemented a deep learning approach to compute the descriptors that allow direct matching of keypoints across an image and a 3D map. The proposed neural network is trained to match features on the specific 3D scene. Thus, this method is highly dependent on the training data and unable to achieve the reliable results on scenes not included in the training dataset.

Visual Localization methods can be divided into two subgroups based on their operation principle: image-based and structure-based. Image-based localization approaches rely solely on images, and do not require the storage of a 3D scene for localization in an explicit form. In particular, PoseNet [10] leverages a CNN, such as VGGNet or ResNet, to regress both camera position and orientation.

Image retrieval systems aim to find similar images to a query image (i.e., the current image obtained from the camera) among a dataset. State-of-the-art approaches aimed at solving the image retrieval problem mainly use trained global descriptors. For example, NetVLAD [11] is able to determine the most similar image to a query image with a high degree of invariance to changes in conditions (scale, illumination, etc.).

Structure-based methods calculate the pose of the camera in a reconstructed 3D map of the area. Most of them involve the Structure from Motion (SfM) [12] which is able to estimate the 3D structure of a scene from a set of 2D images. For localization, keypoints are extracted from the query image and matched with the 3D model using its descriptors. When the matches between the image and the 3D model are determined, the Perspective-n-Point problem is solved to calculate the position of the camera.

The most outstanding modern approach to solving visual localization problem is PixLoc [13], a scene-invariant neural network that allows to extract dense features from images. PixLoc learns to distinguish pieces of images, that are most suitable for localization, through end-to-end learning from pixels to pose, and demonstrates exceptional generalization to new scenes by separating model parameters and scene geometry.

Despite the fact that this approach shows most promising
results compared to its alternatives, accuracy may still not be enough in cases that require precise localization. We propose to create a visual localization pipeline based on LiDAR maps, investigating the impact of replacing Structure from Motion to a map obtained by the state-of-the-art LiDAR SLAM algorithm. In our hypothesis, the precise LiDAR point clouds would improve the localization accuracy and overall robustness of the pipeline.

D. Contribution

We propose and evaluate a novel approach to solving the problem of visual localization by matching camera data with a prebuilt 3D LiDAR map. The concept for this approach is to use two types of robots. The first one collects a 3D map and database images by means of camera and LiDAR, and the robots of the second type are equipped with only a camera and leverages the prebuilt LiDAR map for visual localization. The layout of the proposed concept is shown in Fig. 1.

In the scope of this research, we analyze the existing LiDAR-based mapping approaches and choose the optimal one for collecting a 3D map. We develop an algorithm that allows to collect a map with information about the visibility of each point based on the camera’s field of view. Next, we adapt the 3D map for the Pixloc pipeline, and conduct a series of experiments to determine the accuracy of indoor localization using the proposed approach.

II. METHOD OF VISUAL LOCALIZATION

Our pipeline can be divided into three main steps. The first step is to create a 3D structure of the environment using an advanced LiDAR-based SLAM algorithm. During the second step, the 3D structure segment is selected using image retrieval, which allows reducing the search area. In the last step, we use the dense feature extractor and classical geometric optimization to get the 6-DoF robot pose $\langle R, t \rangle$, where $R$ is a rotation matrix and $t$ is a translation vector of the robot. The full pipeline is shown in Fig. 2.

A. Obtaining 3D Map

The LOAM algorithm family is a leading performer in terms of odometry accuracy on the KITTI benchmark. To construct a 3D map, we utilized A-LOAM [14], an advanced implementation of LOAM that provides precise localization without requiring high accuracy LiDAR ranging and inertial measurements. The algorithm achieves high 3D map accuracy by reducing its update rate for proper matching and point cloud registration, while also operating in real time, making it ideal for use on a scout robot. Our approach extends A-LOAM with an algorithm for the projection of co-visible map points.

To estimate the position of the camera, it is necessary to find the map segment corresponding to the current query image and project the map points onto the image. The problem is that it needs to project only those map segment points that are visible to the camera, excluding the rest, e.g., located around the corner. To solve this problem, we modify the stage of obtaining a map in the A-LOAM algorithm: we assign an index of the database image to each point of the LiDAR scan corresponding to that image. The result of point cloud indexing is shown in Fig. 3. This approach allows to effectively filter the points that are not visible from the camera, knowing the common database images. The projection of map points on the image is shown in Fig. 4(c).

B. Image Retrieval

In our approach, to solve the image retrieval problem we use a CNN-based architecture called NetVLAD [11], that is trained in an end-to-end manner specially for the place recognition task. This network extracts global descriptors from images, and the comparison of such descriptors provides an identification of the most similar images. Thus, having a database of images, it is possible to quickly evaluate the place where the query image was made using NetVLAD. The high speed of such evaluation is possible due to the small size of descriptors, and the ability to calculate them for the database images preliminarily. Thereby, we can extract the most similar image from the database to the current query image and, using the previously described algorithm, define the co-visible map points. The described approach is used for efficient and fast filtering of a 3D scene, which significantly limits the search area. In our work, we use NetVLAD weights pretrained on the Pittsburgh (Pitts30k) dataset [15].

C. Pose Estimation

To estimate the robot pose, we utilize the algorithm proposed in Pixloc [13]. Using NetVLAD global descriptors, we find the image from the database that is the most similar to the current query image. After that, we use the Pixloc convolutional neural network to extract dense features from the database image. The network is invariant to the scene, and is able to work equally well in both indoor and outdoor scenes without retraining. In our work, we use the Pixloc network pretrained with MegaDepth dataset [16]. Next, the points of the filtered 3D structure are projected onto the retrieved database image, and 2D descriptors obtained from Pixloc are assigned to each 3D point. Thus, we get a point cloud with image descriptors. The next step is minimizing the difference in appearance between the query image and database image. Pixloc’s dense features are also extracted from the query image, and certain points with a descriptor are projected onto it. Thus, the position, from which the query image was captured, is estimated by minimizing the error using the Levenberg-Marquardt algorithm by aligning Pixloc features from the query image and Pixloc features and corresponding 3D points from the database image.

III. SYSTEM OVERVIEW

A. Hardware and Software Architecture

To collect the dataset, the HermesBot autonomous platform [17], depicted in Fig. 5, was utilized. The robot is equipped with all sensors required for a comprehensive
perception system. The sensor setup includes a Velodyne VLP-16 LiDAR, and two Intel RealSense D435 RGB-D cameras, mounted on the front and back sides of the robot. The LiDAR-to-camera transformation was initially estimated based on the robot’s CAD geometry and further improved via calibration algorithm [18].

B. Dataset Collection

To evaluate the proposed approach, we collected an indoor dataset of LiDAR and visual data at Skoltech campus to assess our approach. The dataset consists of two sequences recorded on similar closed trajectories, each spanning 380 meters and starting and ending at the same point. Sequence 1 includes LiDAR scans and camera data, and was obtained by the first scout robot. Sequence 2, obtained by the operation robot, includes visual data for localization algorithm testing and LiDAR data for obtaining ground truth. Sequence 1 was used to construct the 3D map and assemble the image database, while sequence 2 was utilized to evaluate the proposed method’s localization accuracy.

Sequence 1 involved recording 4966 LiDAR scans and visual data at 30 frames per second, with a resolution of 640x480 in RGB format. We selected 300 frames uniformly distributed along the entire sequence length from approximately 15000 camera frames per sequence to include in the database for NetVLAD image retrieval and approximate pose estimation. For sequence 2, the selected images were used as query images to evaluate the proposed method’s accuracy, with the number of images chosen as a balance between system speed and preliminary localization accuracy. Using 300 images allowed us to estimate the robot position with a 2-meter accuracy and fully assess our approach’s performance. We employed an advanced LiDAR-based SLAM algorithm to obtain the robot trajectory and ground truth poses. Each camera pose contained three linear and three angular coordinates for future 6-DoF pose estimation.

IV. EXPERIMENTS AND RESULT DISCUSSION

In order to evaluate the proposed approach, two sets of experiments were carried out. The aim of the first experiment was to demonstrate that the scale of the 3D map, obtained using the LiDAR-based SLAM approach, corresponds to real-world dimensions through localization accuracy estimation. The second set of experiments was aimed at assessing the localization accuracy of the proposed algorithm and comparing it with state-of-the-art visual approaches.

A. Mapping Evaluation

As A-LOAM was utilized as ground truth for camera positions in both database and query images in this study, it was essential to verify its accuracy. Given the lack of a loop closure algorithm in this method, we leveraged the close proximity of the starting and ending points of the trajectory to measure the distance between them.

The relative translation error in the experiment constituted 0.13%, while the entire length of the sequence was 380 m. The absolute translation error was 0.49 m.

The proposed approach estimates the robot pose using the most similar database image, therefore the error of the SLAM algorithm will be taken into account only in the distance relative to the positions from which the images were taken. It means that this translation error allows evaluating the accuracy of localization with high precision, since it accumulates during the entire sequence. In order to prove the consistency and uniformity of error accumulation, we ran the LiDAR-based SLAM on short sequences, physically measuring the distance traveled by the robot. Given that the average distance between the query image and the closest one database image found from the image retrieval is 2 meters, we conducted 10 launches of the robot on a trajectory.
Table I

| Method                        | Median translation error, cm | Median rotation error, deg. | Percentage of images at (5 cm, 2 deg.) | Number of points in millions |
|-------------------------------|------------------------------|-----------------------------|--------------------------------------|-----------------------------|
| hloc + SfM                    | 4.5                          | 0.29                        | 55.3                                 | 0.03                        |
| Pixloc + SfM                  | 3.1                          | 0.21                        | 64.7                                 | 0.03                        |
| Pixloc + Raw LiDAR data (ours)| 1.8                          | 0.13                        | 97.3                                 | 90                          |
| Pixloc + LiDAR Map (ours)     | 1.3                          | 0.09                        | 99.3                                 | 0.72                        |

Fig. 6. Percentage of query images within certain limits for translation and rotation error.

3 meters long and determined the absolute error, which averaged at 0.5 cm. This error makes it possible to estimate the accuracy of localization with centimeter accuracy.

B. Localization Evaluation

To assess the localization accuracy, we estimate the median translation and rotation error [10] of the robot position in the sequence 2 for 300 query images. Fig. 6 demonstrates the selected accuracy error thresholds and the percentage of poses estimated within this accuracy range. For the proposed approach validation, we compare its localization accuracy with the accuracy of state-of-the-art visual methods based on Structure from Motion, Pixloc and hloc [19], and with ablation modification of our method, in which the 3D map is replaced by simple raw LiDAR scans. The results of projecting 3D points on the image for different methods are shown in Fig. 4.

For Pixloc and hloc, the SfM models are reconstructed from 600 database images included in sequence 1. To build the model, we initially extract features from database images using Superpoint [20] and match them using SuperGlue [21]. To assign the positions of the cameras in the model, we use the previously obtained ground truth poses obtained by A-LOAM. Then, we triangulate the extracted points with respect to these poses using their match information.

The proposed approach achieves centimeter-level accuracy, with median translation and rotation errors of 0.13 cm and 0.09 deg, respectively, according to the experimental results in Fig. 6 and Table I. It significantly outperforms state-of-the-art visual localization approaches in terms of accuracy, at least 2.5 times. The authors attribute this superiority to the use of much denser maps generated by LiDAR SLAM, in contrast to SfM, which typically yields sparse point clouds due to unstable keypoint extraction and matching, making it more scene-dependent than LiDAR technology. (Fig. 4(b)).

The superiority over the raw LiDAR approach is due to the fact that the scans are projected onto the database image in lines (Fig. 4(a), and that negatively affects the geometric optimization of the pose. Although the raw data contains the accurate description of the environment, the proposed approach provides greater accuracy, and a significantly smaller number of points in the structure, due to a more uniform distribution of points in the 3D map.

V. CONCLUSIONS

We proposed a new approach for localizing autonomous robots using prebuilt LiDAR point cloud maps. This was achieved by modifying the existing visual localization algorithm Pixloc to use explicit point clouds instead of Structure from Motion (SfM).

To evaluate the proposed approach, we collected a dataset consisting of two trajectories in the same location, including both LiDAR and camera data. The proposed localization pipeline was applied to the second data sequence and compared with Pixloc and hloc state-of-the-art visual localization approaches. The experimental results have shown that the proposed pipeline significantly outperforms the existing camera-based methods in terms of accuracy. The median translation error was equal to 1.3 cm, which is approximately 2.5 times better than the best scoring Pixloc, that achieved a median translation error of 3.1 cm. The resulting pipeline is both accurate and scene-invariant due to the use of a neural network-based dense feature extractor.

The use of the proposed approach is able to significantly decrease the cost of a robot fleet compared with the one equipped with only LiDARs, and increase the accuracy and robustness compared to a camera-only fleet.

VI. DISCUSSION AND FUTURE WORK

In the future, we plan to perform a more extensive evaluation of the proposed approach. This includes testing on additional datasets [22], [23], in real-world conditions on various setups, for example, outdoor ground robots [24], indoor ground robots for hospitals [25], [26] and shopping rooms [27], and UAVs [28]–[31], as well as examine the
applicability of the approach to more sophisticated systems, e.g., modular two-wheeled rovers [32] and plant inspection robots [33].
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