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SUMMARY In this paper, side information refinement methods for Wyner-Ziv video codec are presented. In the proposed method, each block of a Wyner-Ziv frame is separated into a predefined number of groups, and these groups are interleaved to be coded. The side information for the first group is generated by the motion compensated temporal interpolation using adjacent key frames only. Then, the side information for remaining groups is gradually refined using the knowledge of the already decoded signal of the current Wyner-Ziv frame. Based on this basic concept, two progressive side information refinement methods are proposed. One is the band-wise side information refinement (BW-SIR) method which is based on transform domain interleaving, while the other is the field-wise side information refinement (FW-SIR) method which is based on pixel domain interleaving. Simulation results show that the proposed methods improve the quality of the side information and rate-distortion performance compared to the conventional side information refinement methods.
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1. Introduction

Current video coding solutions, such as MPEG or ITU-T H.26x standards, perform well for such applications as broadcasting and streaming services, where a video is encoded once and decoded several times [1]. In this coding framework, the encoder architecture is based on the combination of motion estimation tools with DCT transform, quantization and entropy coding in order to exploit the temporal, spatial and statistical redundancies in a video sequence. In this framework, the encoder has a higher computational complexity than the decoder, typically 5 to 10 times more complex [2]. However, this architecture is being challenged by several emerging applications such as wireless video surveillance, multimedia sensor networks, wireless PC cameras and mobile camera phones. These applications have different requirements from those targeted by traditional video delivery systems. For example, in wireless video surveillance systems, low-cost encoders are required since there are a huge number of encoders and only one or few decoders [3]. For this reason, distributed video coding (DVC) or Wyner-Ziv video coding which allows very low complex encoding is well-suited for these applications. According to the Slepian-Wolf theorem [4], it is possible to achieve the same rate as a joint encoding system by independent encoding but joint decoding of two statistically dependent signals. The Wyner-Ziv theorem [5] extends the Slepian-Wolf theorem to a lossy case, which becomes the key theoretical basis of DVC [6].

In Wyner-Ziv (WZ) video codec, some frames of the video sequence are intra-coded (called key frames), while the others (called Wyner-Ziv frames, or WZ frames) are coded using the WZ encoding and decoding scheme. At the decoder, intra frames are interpolated to generate an estimation of the WZ frames, which is then combined with the information sent by the encoder to reconstruct the WZ frames. From the decoder view point, the information sent by the encoder is known as main signal, and the estimation generated at the decoder is known as side information (SI).

The quality of SI has a significant influence on the RD (rate and distortion) performance of WZ codec. The decoder having more accurate SI requests fewer parity bits from the encoder, so the bitrates can be reduced to achieve a target quality. Thus, how to generate more accurate estimate of a WZ frame, i.e., the SI (side information) at the decoder is one of the most important issues of WZ codec. Recently, many efforts have been contributed to improve the performance of the SI generation (SIG). These methods can be classified into two main groups, namely, the MCTI (motion compensated temporal interpolation) and the HME (hash-based motion estimation) approaches.

Figure 1 shows the architecture of the MCTI-based WZ video codec. The MCTI methods [7]–[13] generate SI by compensating with the motion between past and future key frames. However, MCTI methods are based on the conventional methods such as the frame rate up-conversion [14], [15], so the quality of SI is limited to the performance of existing research. Especially, the MCTI methods show poor performance in the WZ frames including occluded region or non-uniform motion between the WZ frame and both key frames, since in these cases the generated SI using only motion between two key frames cannot be a correct estimation of the WZ frame.

Figure 2 shows the architecture of the HME-based WZ video codec. In the HME-based approach [16], [17], the encoder sends to the decoder some extra information about the current frame, in order to aid the decoder to generate more correct side information by the motion estimation process. Therefore, HME methods increase the complexity and bi-
Fig. 1 MCTI-based WZ video codec.

Fig. 2 HME-based WZ video codec.

Fig. 3 General architecture of PDWZ codec with SIR.

Fig. 4 General architecture of TDWZ codec with SIR.


trates of the WZ encoder because of the additional hash bits. However, this is not desirable in the sense that the structure of the encoder in WZ video coding has to be very simple. So most of the research for WZ video codec is focused on the MCTI-based scheme.

More recently, side information refinement (SIR) methods for MCTI-based WZ video codec are proposed in order to get more accurate SI without requiring extra information from the encoder. Figure 3 and Fig. 4 show general pixel domain and transform domain WZ codec architecture including SIR procedure, respectively. The SIR procedure refines the SI iteratively after each partial decoding of the predefined basic unit of the current WZ frame. And the refined SI, the more accurate estimate is used for the remaining decoding of the current WZ frame to improve the rate-distortion performance of WZ codec. Commonly, in case of the pixel domain WZ (PDWZ) codec, the basic unit is each bitplane of the quantized pixel values for a WZ frame. And, in case of the transform domain WZ (TDWZ) codec, the basic unit is each bitplane of a band which is a bunch of collocated transform coefficients.

As shown in Fig. 3, previous pixel domain WZ (PDWZ) codec with SIR continuously improves the side information as close as possible to the current WZ frame after each partial decoding of the current frame. In [18], pre-reconstructed version of the current WZ frame is used to enhance SI for the remaining bitplanes to be decoded. This approach uses the pre-reconstructed image and the adjacent key frames in order to refine the motion vectors and thus to obtain a new and improved version of the decoded and SI frames. In [19], the SI is refined using previously decoded bitplanes such as [18]. But the SIR process of this paper uses only past key frame to predict the current WZ frame in order to develop a low-delay WZ codec. In [20], a spatial-temporal refinement algorithm extending [19] is proposed to iteratively improve the initial SI obtained by motion extrapolation.

Although most research related to SIR has been implemented for PDWZ codec, it is well known that transform based architectures which can consider the spatial redundancy are more efficient. Recently, some TDWZ-based SIR methods have been presented. In [21], DC band is decoded with initial SI and then DC domain motion estimation is performed between a DC frame obtained by the decoded DC band and the oversampled DC (OS DC) frames consisting of DC values of all possible transform blocks of the key frames. Finally, initial SI is refined using the motion vectors obtained by the DC domain motion estimation and remaining AC bands is decoded with the refined SI. However the motion vectors obtained by the motion estimation using only DC values are unreliable and thus the improvement of rate-distortion performance is limited. [22] and [23] are most recent TDWZ-based SIR methods that are implemented with state-of-the-art TDWZ codec technologies.

In [22], the SI for the next band is refined using already decoded bands after decoding of each band. A block of the previous SI is refined by weighted averaging of the candidate blocks of the previous SI. The candidate blocks are selected based on the error matching between blocks of the
previous SI within a search range and a pre-reconstructed pixel block as shown in Fig. 5. This approach is efficient from the viewpoint of the trade-off between the performance and the complexity since the motion estimation using key frames is not performed. The [23] extending [22] proposed a statistical motion learning to improve the correlation noise distribution modeling as well as the SIR. However, despite good trade-off between the codec performance and the complexity, SIR methods of [22] and [23] have obvious limitation in an image sequence where there is occluded region or non-uniform motion because the iterative refinement procedure is progressed using the information of the previous SI only without the information of key frames. In other words, their refinements are too much dependent on the initial SI so they cannot show good performance when the initial SI is a bad estimate caused by occluded region or non-uniform motion.

In this paper we propose two SIR methods to improve the RD performance of the overall WZ video codec. The first one is band-wise SIR (BW-SIR) method that is applicable to the TDWZ codec and the other is field-wise SIR (FW-SIR) method that is applicable to the PDWZ codec. In the BW-SIR, each $4 \times 4$ transform block of a WZ frame is separated into 16 groups and these groups are interleaved to be encoded in a similar way as [22] and [23]. Compared with these conventional TDWZ-based SIR methods, the main contribution and difference of the proposed method is to make use of adjacent key frames at each refinement procedure as shown in Fig. 6. This makes it possible to achieve more accurate refinement especially when there is occluded region or non-uniform motion. The idea of using key frames in SIR is rejected in [22] due to its computational complexity. However, increase in the decoder complexity is not important in the distributed video coding (DVC). The basic concept and architecture of the DVC is based on low complexity encoder and high complexity decoder. We propose an efficient refinement scheme to increase the rate-distortion performance while preventing from increasing in computational complexity.

In the FW-SIR, a WZ frame is separated into 2 groups of top and bottom fields and a bottom field is coded after the coding of the relevant top field. The decoding of top field of a WZ frame is performed using initial SI generated by adjacent key frames only, and then the SI for the bottom field is refined using motion estimation and compensation tool between previously decoded top field information and adjacent key frames. While the conventional PDWZ-based SIR methods use a bitplane-level approach as illustrated in Fig. 3, the proposed method use a field-level interleaving approach. In addition, we propose a refinement framework that combines the conventional bitplane-level approach and the FW-SIR in order to achieve better RD performance. This paper is organized as follows. Section 2 and 3 presents the BW-SIR and FW-SIR algorithm, respectively. Section 4 presents the test conditions, the performance evaluation results, and their analysis of each method. Finally we conclude the paper in Sect. 5.

2. Band-Wise Side Information Refinement

2.1 Codec Architecture Using BW-SIR

Figure 7 shows the architecture of TDWZ codec using the proposed BW-SIR. A WZ frame is transformed using the $4 \times 4$ discrete cosine transform (DCT) whose coefficients are composed of 16 frequency bands. All coefficients with the same frequency over a WZ frame are grouped together to form a specific band. The frequency bands are successively coded. In other words, after the DC band including all DC coefficients of the WZ frame is coded, and then the AC bands are coded according to the zigzag scanning order. Thus, the block data is separated into 16 groups and intrinsically interleaved in the TDWZ codec as shown in Fig. 7.

SI for DC band is generated in the same way as the conventional SIG (Side Information Generation) method [7], since the information for the current WZ frame is not available at this point in the decoder. It is based on the MCTI using the past and future key frames. In order to achieve higher precision in the predicted signal, the MCTI method requires that the basic assumption of the smooth and uniform motion
between key frames has to be satisfied. However, this assumption has two failure modes: occluded region and non-uniform motion. Thus, in these cases, the initial SI contains high prediction error which leads to a severe degradation in overall RD efficiency.

To alleviate the problem, the initial SI is used for only DC band reconstruction procedure in the proposed method. For the reconstruction of remaining AC bands, SI is progressively refined using the previously decoded frequency bands of the current WZ frame. As the decoded bands are accumulated, the quality of SI continues to improve and less parity bits are requested to the encoder. Also it is important to note that the proposed BW-SIR does not require the increase of the complexity of the encoder.

2.2 BW-SIR Process

Figure 8 shows the proposed BW-SIR process. When each frequency coefficient is reconstructed in the WZ decoder using the received parity bits, it is compared with the corresponding frequency coefficient in SI to verify the validity of each block in SI. Those blocks having large difference between them are classified as error blocks. Then, for such blocks, the coefficient in SI is replaced with the reconstructed one, and a motion compensated side information refinement (MC-SIR) process is applied to obtain a new SI with higher quality. This SIR process is iteratively applied to all the remaining AC bands except for the first DC band.

2.2.1 Error Block Detection (EBD) & Error Block Correction (EBC)

As previously described, the error blocks in SI are detected based on the absolute difference between the decoded coefficient and the corresponding one in SI as follows:

$$|\text{Coef}_{k}^{\text{decoded}} - \text{Coef}_{k}^{\text{SI}}| > \varepsilon_k$$

where $\text{Coef}_{k}^{\text{decoded}}$ and $\text{Coef}_{k}^{\text{SI}}$ are the $k$-th ($k = 0, \ldots, 15$) zig-zag ordered decoded coefficient and the $k$-th SI coefficient in a block of a WZ frame, respectively. $\varepsilon_k$ is a predetermined threshold. Since $\text{Coef}_{k}^{\text{SI}}$ is an estimate of $\text{Coef}_{k}^{\text{decoded}}$, the large difference between them means that the block is erroneously predicted and thus more accurate estimation is needed.

The threshold $\varepsilon_k$ in Eq. (1) plays the role of preventing the excessive increment of computational burden by restricting SIR process to error blocks only. We can control the required amount of computations by adjusting its value. As the $k$ increases, generally the magnitude of the $k$-th coefficient decreases. So it is more desirable in the view point of computational efficiency to use smaller $\varepsilon_k$ in the higher band. In our experiment, it is decided statistically by averaging the difference values over $N$ test sample blocks as follows:

$$\varepsilon_k = \alpha \frac{1}{N} \sum_{n=0}^{N-1} |\text{Coef}_{k}^{\text{decoded}}[n] - \text{Coef}_{k}^{\text{SI}}[n]|$$

where $|\text{Coef}_{k}^{\text{decoded}}[n] - \text{Coef}_{k}^{\text{SI}}[n]|$ is the absolute difference of the $n$-th test sample block and $\alpha$ is a parameter to control the amount of computations.

When a block of the previously generated SI is determined as an error block after the $k$-th coefficient decoding, it is corrected by replacing lower band transform coefficients up to $k$-th coefficient with the decoded ones in the EBC (Error Block Correction) procedure. These updated coefficients enhance the motion estimation performance in the following motion compensated SIR procedure.

2.2.2 Motion Compensated Side Information Refinement (MC-SIR)

Once the error blocks are corrected with the received coefficients, additional ME processes are performed as shown in Fig. 6. Note that, contrary to the initial SI generation where only motion estimation between adjacent key frames is performed, direct motion estimation between the current pre-reconstructed WZ frame and key frames is available in SIR process. Therefore, it is proposed in this paper to use 3 modes of motion estimation for each $4 \times 4$ error block as
follows:

$$\min_{MV^T \in S} MAD\left(\hat{B}, K_P\left(MV^F\right)\right)$$ (3)

$$\min_{MV^B \in S} MAD\left(\hat{B}, K_N\left(MV^B\right)\right)$$ (4)

$$\min_{MV^B \in S} MAD\left(\hat{B}, \frac{K_P\left(MV^B\right) + K_N\left(MV^B\right)}{2}\right)$$ (5)

where \(MV^F\), \(MV^B\) and \(MV^B_i\) are forward, backward and bidirectional motion vectors, respectively. \(S\) is the search range. \(K_P\) and \(K_N\) are the past and future key frames respectively. \(\hat{B}\) is the block corrected at the previous stage.

Comparing the MADs of three motion vectors, the optimal motion vector is selected and used to generate the refined SI. Uni-directional motion compensation such as forward and backward motion compensations in Eq. (3) and Eq. (4) is especially efficient in predicting the blocks in occluded regions. The bi-directional motion compensation in Eq. (5) is efficient in the sequences where linear illumination changes such as fade-in or fade-out occur. The received coefficients contained in \(\hat{B}\) play the role of selecting the best compensation mode for each block, which results in enhanced SI for remaining bands.

3. Field-Wise Side Information Refinement

3.1 Codec Architecture Using FW-SIR

Figure 9 shows the architecture of the PDWZ video codec using the proposed FW-SIR. At the encoder, a WZ frame is separated into top and bottom fields as the field coding scheme of the conventional video codec, and each field is interleaved to be coded. The top field is coded first, and then the bottom field is coded.

At the decoder, SI for the top field is generated in the same way as the conventional SIG method [7]. It is based on the MCTI using the past and future key frames. In the SI generation process for the bottom field, the top field signal of the current WZ frame is available, since it is already reconstructed. Therefore, accurate motion vectors for the bottom field can be computed by matching the decoded top field signal with the key frames. This is the main reason why the proposed field-wise SIR method can improve the quality of the side information for the bottom field.

While the conventional PDWZ-based SIR methods utilize a bitplane-level interleaving only for refinement procedure as shown in Fig. 3, the proposed method may use a field-level interleaving additionally as shown in Fig. 9. Therefore two refinement schemes are possible as illustrated in Fig. 9. The first refinement scheme makes use of field-level interleaving only at the decoder as shown in Fig. 9 (a). In this scheme the SI for the bottom field is refined using motion estimation and compensation tool between previously decoded top field information and adjacent key frames. The second refinement scheme utilizes both field-level interleaving and bitplane-level interleaving simultaneously. In the second scheme the top field of the first bitplane is decoded using the initial SI generated by adjacent key frames. Then the SI for the bottom field of the first bitplane is refined using the proposed FW-SIR method. After decoding the first biplane, the SI for the remaining bitplane is refined continuously using the conventional PDWZ-based SIR method such as [18].

3.2 FW-SIR Process

Figure 10 shows the proposed SIR process for bottom fields. It is very similar to BW-SIR process in Sect. 2.2 excepting that decoded top field data instead of decoded transform coefficients are used for error block detection and the iteration procedure is not needed. When a top field is reconstructed in the proposed WZ decoder using the received parity bits, it is compared with the top field in SI on a per block basis to verify the validity of each block in SI. Those blocks having larger differences than a threshold \(\varepsilon\) are classified as error blocks as follows:

$$SAD_i = \sum_{(x,y) \in B_i} |I_{decoded}(x,y) - I^{SI}(x,y)| > \varepsilon$$ (6)

where \(I_{decoded}(x,y)\) and \(I^{SI}(x,y)\) are pixel values of decoded signal and SI at coordinates \((x,y)\), respectively. \(B_i\) represents \(i\)-th block in the top field. The threshold \(\varepsilon\) is determined as follows:

$$\varepsilon = \alpha \frac{1}{M} \sum_{i=0}^{M-1} SAD_i$$ (7)
where $M$ is the number of all blocks in the top field and $\alpha$ is a parameter to control the amount of error blocks. Then, the decided error blocks are corrected by replacing their top field pixels with the reconstructed ones.

Once the error blocks are corrected with the received top field signal, a new motion compensated side information refinement (MC-SIR) process is applied according to Eq. (3)–Eq. (5). In the ME process, the decoded top field signal drives the accurate motion vectors for the current block to be estimated so that more accurate SI can be generated for the bottom field.

### 4. Simulation Results

In order to evaluate the performance of the proposed methods, the WZ video codecs based on the structure in Fig. 7 (for BW-SIR) and Fig. 9 (for FW-SIR) are implemented in our experiments. For the quantization module, the well known uniform quantizer of $2^M$ levels where $M$ is determined depending on the target quality for the WZ frame is used. The quantization indices are then organized in $M$ bit planes and each bit plane is fed to the channel encoder. For the channel coder, the rate-compatible LDPC Accumulate (LDPCA) code [24] is used, and for the virtual channel model in the WZ decoder, a laplacian distribution model based on [25] is used to model the correlation noise. In addition, a reconstruction model based on [26] is used for the reconstruction module.

The detailed test condition and the conventional methods used for the RD performance comparison are summarized as follows.

- **Quantization and RD points**
  - BW-SIR : Eight RD points. Figure 11 shows the eight $4 \times 4$ quantization matrices. The value in the matrix denotes the number of bits for representing the reconstruction levels of each DCT band.
  - FW-SIR : Five RD points. A Quantizer having $2^M$ reconstruction levels is applied for all pixel values of a frame, where $M$ for $Q_i (i = 1, 2, 3, 4, 5)$ is $i$.
- **LDPCA code length**
  - BW-SIR : 1584. It is determined based on the fact that the number of coefficients in each $4 \times 4$ DCT band of QCIF format is 1584.
  - FW-SIR : 12672. It is determined based on the fact that each field contains a half number of pixels in QCIF resolution.
- **Conventional methods used as references**
  - Conventional SIG : the method in the literature [7] without the refinement.
  - M.B.Badem-SIR : SIR method in the literature [21].
  - R.Martins-SIR : SIR method in the literature [22].
  - J.Ascenso-SIR : SIR method in the literature [18].
- **Correlation noise modeling (see [25] for more details)**
  - BW-SIR : Correlation noise model at coefficient/frame level for the offline modeling.
  - FW-SIR : Correlation noise model at pixel level for the offline modeling.
- **Codec for key frames**
  - H.264/AVC JM reference codec 17.1 version, Table 1 and Table 2 show the QP of key frames corresponding to each $Q_i$ for BW-SIR and FW-SIR, respectively.
- **Test sequences**
  - BW-SIR : Foreman, Soccer, Stefan, and Coastguard.
  - FW-SIR : Foreman, Soccer, and Stefan.
- **Resolution**
  - QCIF format at 15 Hz.
- **Frames for each sequence**
  - 105 frames of each sequence are selected i.e. Foreman (110 ~ 214), Soccer (100 ~ 204), Stefan (194 ~ 298), and Coastguard (0 ~ 104). The selected frames for Foreman, Soccer and Stefan contain relatively high motion.
- **GOP Sizes**
  - 2, 4, and 8.
- **Bitrates and PSNR**
  - computed with the luminance component of the WZ frames.
- **Block size, search range and other parameter set**
  - Initial SIG (see [2] and [7] for more details) : forward motion estimation between key frames with $16 \times 16$ block size and ±32 pixel search range, and bidirectional motion
Table 1  QP of key frames for TDWZ codec evaluation.

|       | Q₁ | Q₂ | Q₃ | Q₄ | Q₅ | Q₆ | Q₇ | Q₈ |
|-------|----|----|----|----|----|----|----|----|
| Foreman | 40 | 39 | 38 | 34 | 32 | 29 | 25 |
| Soccer | 44 | 43 | 41 | 36 | 34 | 31 | 25 |
| Stefan | 40 | 39 | 38 | 34 | 32 | 29 | 25 |
| Coastguard | 38 | 37 | 37 | 34 | 33 | 31 | 30 | 36 |

Table 2  QP of key frames for PDWZ codec evaluation.

|       | Q₁ | Q₂ | Q₃ | Q₄ | Q₅ |
|-------|----|----|----|----|----|
| Foreman | 39 | 38 | 34 | 33 | 32 |
| Soccer | 43 | 43 | 36 | 35 | 34 |
| Stefan | 39 | 38 | 34 | 33 | 32 |

estimation with 8×8 block size and adaptive search range.
BW-SIR : 4×4 block size, search range of ±16 pixels and \( \alpha = 1 \) (for Foreman, Soccer, and Stefan sequence), \( \alpha = 5 \) (for Coastguard sequence)
FW-SIR : 4×4 block size, search range of ±8 pixels and \( \alpha = 3 \) (for Foreman, Soccer, and Stefan sequence)
R.Martins-SIR : 4×4 block size, search range of ±4 pixels and \( \mu = 100 \) (see [22] for more details)
M.B.Badem-SIR : 8×8 block size and search range of ±16 pixels
J.Ascenso-SIR : 4×4 block size, search range of ±16 pixels and \( \tau = 1.5 \) per pixel (see [18] for more details).

4.1 Performance Evaluation of BW-SIR Method

To evaluate the performance of the proposed BW-SIR method, the TDWZ codec explained in Sect. 2 is implemented and several experiments have been performed.

Figure 12 and Fig. 13 show the difference of visual image quality of the SI and the decoded frame between the conventional [7] and the proposed method. As shown in these figures, the SI generated by the conventional method reveals severe blocking artifacts because of the limited performance of the simple MCTI process. On the contrary, the refined SI of the proposed method shows gradual improvement of image quality as the frequency band goes higher. For example, Fig. 12(d), a refined SI generated after decoding the third AC coefficients shows better image quality than Fig. 12(c). This improvement in the SI also results in a better quality of the decoded WZ frame. Therefore, the reconstructed frame of the proposed method shows superior visual quality over that of the conventional SIG method.

Figure 14 shows the average PSNR of the refined SIs after decoding each band. As expected, it is observed that the objective visual quality of the SI is gradually improved as the frequency band goes higher, which leads to the reduction of the required parity bits compared with the conventional SIG method.

The RD performance (including only WZ frames) of the proposed method is compared with that of the conventional SIG method [7] and two conventional SIR methods [21], [22], and the results for four test sequences are shown in Figs. 15–18, respectively. Eight RD points are
Fig. 15  Comparison of RD performance (Foreman) : (a) GOP=2, (b) GOP=4, (c) GOP=8.

Fig. 16  Comparison of RD performance (Soccer) : (a) GOP=2, (b) GOP=4, (c) GOP=8.

Fig. 17  Comparison of RD performance (Stefan) : (a) GOP=2, (b) GOP=4, (c) GOP=8.
computed for each sequence. The improvement in RD performance is observed for all bitrates. It is also possible to observe that the extent of the improvement becomes large according to the increase of the bitrates. It comes from that more bits allocation for a WZ frame makes the proposed method generate more accurate SI.

Comparing the RD performances of each sequence, the Stefan sequence shows the largest RD improvements. At the last RD point, the RD gain is about 0.8 dB for GOP size 2 and 2.0 dB for GOP size 8 compared to the conventional SIG. Comparing the proposed BW-SIR with the R.Martins-SIR [22], the RD gain is about 0.4 dB for GOP size 2 and 0.9 dB for GOP size 8. The trends of RD plots for Soccer and Foreman sequences are similar to Stefan sequence; this means higher gains for the sequences with more complex motion, for the higher quantization indexes and for the longer GOPs. The RD gains observed for the Foreman and Soccer sequences can go up to 1.5 and 1.2 dB for GOP size 8, respectively, compared to the conventional SIG. And the RD gains are about 0.5 and 0.35 dB, respectively, compared to the R.Martins-SIR. The Coastguard sequence does not show such big improvements because the sequence does not contain complex motion over whole frames. The gains observed for GOP size 8 is about 0.6 dB for Coastguard compared to the conventional SI.

4.2 Performance Evaluation of FW-SIR Method

To evaluate the performance of the FW-SIR method, the PDWZ codec explained in Sect. 4 is implemented. Figure 19 shows the PSNRs of the SIs for each field. As observed, the objective quality of the bottom field SI is dramatically improved compared to the top field SI. The average improvements over 50 frames are 5.4 dB in the “Foreman” sequence, and 4.6 dB in the “Soccer” sequence. The PSNR increase in the SI will lead to an overall RD performance improvement of the codec.

The performance (including only WZ frames) of the proposed methods is compared with that of the conventional SIG method [7] and the conventional PDWZ-based SIR method [18]. Figures 20–22 present the RD performance for three test sequences including complex motion, namely Foreman, Soccer, and Stefan. Five RD points are computed for each sequence. There are two proposed methods; one method utilizes the field-level interleaving only (identified by “FW-SIR”), and the other method utilizes the field-level and bitplane-level interleaving simultaneously (identified by “FW+bit-plane SIR”). Compared with the conventional PDWZ-based SIR, the performance improvement of the proposed method that utilizes the field-level interleaving only is not large. However, it is possible to observe that the proposed method that utilizes both the field-level and bitplane-level interleaving shows the best performance for
Fig. 20  Comparison of RD performance (Foreman) : (a) GOP=2, (b) GOP=4, (c) GOP=8.

Fig. 21  Comparison of RD performance (Soccer) : (a) GOP=2, (b) GOP=4, (c) GOP=8.

Fig. 22  Comparison of RD performance (Stefan) : (a) GOP=2, (b) GOP=4, (c) GOP=8.
all bitrates. We can also observe that this improvement becomes larger with the increase of the bitrates.

5. Conclusions

In this paper, a progressive side information refinement framework for the WZ codec is proposed. Taking advantage of the already reconstructed data, the quality of the side information for the remaining data is gradually improved by the proposed SI refining process. Two specific methods, BW-SIR and FW-SIR, applying this framework are proposed for TDWZ and PDWZ codec, respectively. Simulation results show that the proposed methods improve the quality of the SI and rate-distortion performance compared to the conventional methods.
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