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Abstract

Co-salient object detection (CoSOD) has recently achieved significant progress and played a key role in retrieval-related tasks. However, it inevitably poses an entirely new safety and security issue, i.e., highly personal and sensitive content can potentially be extracting by powerful CoSOD methods. In this paper, we address this problem from the perspective of adversarial attacks and identify a novel task: adversarial co-saliency attack. Specially, given an image selected from a group of images containing some common and salient objects, we aim to generate an adversarial version that can mislead CoSOD methods to predict incorrect co-salient regions. Note that, compared with general white-box adversarial attacks for classification, this new task faces two additional challenges: (1) low success rate due to the diverse appearance of images in the group; (2) low transferability across CoSOD methods due to the considerable difference between CoSOD pipelines. To address these challenges, we propose the very first black-box joint adversarial exposure and noise attack (Jadena), where we jointly and locally tune the exposure and additive perturbations of the image according to a newly designed high-feature-level contrast-sensitive loss function. Our method, without any information on the state-of-the-art CoSOD methods, leads to significant performance degradation on various co-saliency detection datasets and makes the co-salient objects undetectable. This can have strong practical benefits in properly securing the large number of personal photos currently shared on the Internet. Moreover, our method is potential to be utilized as a metric for evaluating the robustness of CoSOD methods.

*†Wei Feng is the corresponding author: wfeng@ieee.org

1. Introduction

Co-saliency is typically defined as the common and salient (usually in foreground) visual stimulus found across a given group of images. Co-salient object detection (CoSOD) therefore aims at detecting and highlighting the common and salient foreground region (object) in the given group of image [47]. Different from the traditional single-image saliency detection problem, the key to solving the co-saliency problem is to discover the correspondence (based on various cues) of the common and similar salient regions across multiple images in a group. With unknown semantic categories of the co-salient objects, the co-saliency task is a rather challenging one, and a good co-saliency detection algorithm should consider both the intra-image saliency cues and the inter-image common saliency cues [14].

At the moment, co-saliency detection is still an emerging research topic, with many recently proposed methods to...
solve this challenging problem. We will discuss several of the current CoSOD algorithms, which range from low-level features to high-level semantic features, as well as deep learning-based models, in Section 2. Co-saliency detection plays a key role in many practical applications of computer vision and multimedia, including object co-segmentation [54], foreground discovery in video sequences [5], weakly supervised localization [48], image retrieval [14], multicamera surveillance [32], etc.

However, the extensive and powerful CoSOD methods inevitably pose a new safety and security problem, i.e., high-profile and personal-sensitive content may be subject to extraction and discovery by these methods. In order to prevent content-sensitive images from being discovered by co-saliency detection, in this work, we address the problem from the perspective of adversarial attacks and identify a novel task, i.e., adversarial co-saliency attack. Specially, given an image selected from a group containing some common and salient objects, the aim of the task is to generate an adversarial version of the image that can mislead CoSOD methods to predict incorrect co-salient regions, thus evading co-saliency detection, and making the images undetectable by the co-saliency detection algorithms. Our method is able to conceal personal content containing sensitive information from the CoSOD methods. Moreover, our method can potentially be used as a metric to evaluate the robustness of the CoSOD methods and can be coupled with adversarial training to improve the performance as well.

It is worth noting that, compared with general white-box adversarial attacks for classification, this new task faces two additional challenges: (1) low success rate due to the diverse appearance of images in the group of images; (2) low transferability across CoSOD methods due to the considerable difference between CoSOD pipelines. To overcome these challenges, we propose the very first black-box joint adversarial exposure and noise attack (Jadena), where we jointly and locally tune the exposure and additive perturbations of the image according to a newly designed high-feature-level contrast-sensitive loss function. Our method, without needing any information on the state-of-the-art CoSOD methods, leads to significant performance degradation on various co-saliency detection datasets and makes the co-salient objects undetectable, as shown in Fig. 1. This has strong practical value nowadays where large-scale personal multimedia contents are shared on the public domain Internet and should be properly and securely preserved and protected from malicious extraction. We have released our code in this GitHub repo: https://github.com/tsinggguo/jadena.

2. Related work

Co-saliency detection. As an important subarea of saliency detection [1, 7, 28, 42, 44], the goal of co-saliency detection problem is to detect common salient objects in multiple images [12, 25, 27, 45, 50, 52]. Co-saliency detection considers the saliency cues within images and also the common cues among images [14, 17]. Understanding correspondences of co-salient objects among multiple images is the key to co-saliency detection, which can be addressed by optimization-based methods [3, 29], machine learning-based models [8, 49], and deep neural networks [45, 50, 52]. In addition, data from other modalities, such as depth images, can be fused to improve the co-saliency detection on color-based images [9]. Co-saliency detection has wide applications in computer vision, including co-segmentation [23] and co-localization [37], which segments and localizes similar objects in a group of images.

Adversarial attack. With the booming of deep learning, the model safety has attracted more and more attention. Therefore many works have been proposed for adversarial attacks against deep neural networks. Several classical methods, such as the fast gradient signed method (FGSM) [18, 21], momentum iterative fast gradient sign method (MIFGSF) [10], basic iterative method (BIM) [26], C&W method [4], show promising results. Most current attacks learn additive noise under a white-box setting, in which the model parameters are given. For example, learnable noise will be added to a clean image as a perturbation to decrease the task performance. Some other studies have also try the adversarial natural corruptions including motion blur [19, 20], vignetting [38], rain streaks [46], face morphing [43], and haze [16], and the watermark [24]. The proposed method is different from these methods because it is a non-additive noise attack based on a black-box setup.

Adversarial attack for saliency detection. There is limited research on adversarial attacks and defenses for saliency detection. Tran et al. [39] have shown that adding adversarial attacks, e.g., using FGSM [18], can result in a large performance drop for saliency detection, so they proposed a method to clean data affected by an adversarial attack. Different from attacks in image space, Che et al. [6] have proposed a sparser adversarial perturbation in feature space against deep saliency models, which needs some model information. To the best of our knowledge, this paper is the first work on the adversarial attacks for co-saliency detection.

3. Methodology

3.1. Problem formulation

Co-salient object detection. Consider a dynamic group of images \( I = \{I_i\} \) containing \(|I|\) images that have common and salient objects. ‘Dynamic’ means the group of images can be changed or extended, since personal images are updated every day in real-world applications. A CoSOD
method denoted as $D(\cdot)$ takes the group of images as input and outputs the common and salient regions in all images

$$S = \{S_i\}_{i=1}^{\lvert \mathcal{I} \rvert} = D(\mathcal{I}),$$

where $S_i = D(\mathcal{I})[i]$ is a binary map of the $i$-th image to represent its common and salient regions with ‘1’ and others with ‘0’. Currently, most CoSOD methods have different pipelines and can achieve effective co-saliency detection.

**Task definition.** In this paper, we focus on an entirely new problem: given an image $I_k$ from the dynamic group of images $\mathcal{I}$ with $k \in [1, \ldots, |\mathcal{I}|]$, we aim to make it undiscoverable to CoSOD methods. To solve this problem, we formulate it as an adversarial attack, applying adversarial perturbations to image $I_k$ to fool a CoSOD method $D(\cdot)$ into predicting an incorrect salient map, i.e., $S_k$. Specifically, we can add perturbations to the original image $I_k$ by $I_k^\theta = P_\theta(I_k)$, where $I_k^\theta$ is the adversarial example aiming to fool the CoSOD method and $P_\theta(I_k)$ is an image transformation (e.g., $P_\theta(I_k) = I_k + \theta$ for the popular additive-perturbation-based attack). The key to the adversarial attack is how to calculate the parameter $\theta$.

### 3.2. Adversarial noise attack and challenges

We first consider a straightforward way to address the task with the popular additive-perturbation-based attack. To be specific, we define

$$I_k^\theta = P_\theta(I_k) = I_k + \theta,$$

where $\theta$ is a pixel-wise perturbation of the same size as $I_k$. Then, we can define the following objective function for calculating $\theta$:

$$\arg \max_{\theta} J(D(\{I_k + \theta\} \cup \{I_i | i \neq k\})|k], S_k),$$

subject to $\|\theta\|_p \leq \epsilon$,  

where $S_k$ is the CoSOD result of $I_k$ based on the original group of images and $J(\cdot)$ is a loss function measuring the distance between the predictive results and $S_k$. The constraint function, i.e., $\|\theta\|_p \leq \epsilon$, is used to control the distortion degree determined by $\theta$.

We can optimize the above function with the standard optimizations for additive-perturbation-based attacks, i.e., using one-step signed gradient-based, iterative-based, and momentum-based optimization methods. However, we find such a general adversarial noise attack cannot address the new task very well since it faces two challenges: (1) It is difficult for the white-box adversarial noise attack to reach a high success rate since the dynamic group of images $\mathcal{I}$ makes the optimized $\theta$ ineffective when new images are added. (2) Because there are several diverse pipelines for CoSOD, the optimized $\theta$ has low transferability. That is, the optimized $\theta$ for one CoSOD method fails to fool another.

### 3.3. Joint adversarial exposure and noise attack

In this section, we introduce a new black-box attack method that can address the two challenges faced by white-box adversarial noise attacks. In general, the saliency of an object is related to its contrast to other regions of the input image, while the contrast is usually affected by the image exposure. To achieve an effective attack, rather than only considering the noise, as in Sec. 3.2, we propose to jointly consider exposure and noise factors during the attack.

**Formulation.** We add the joint exposure and noise based perturbations to the image $I_k$ by

$$I_k^\theta = P_\theta(I_k) = \theta_e I_k + \theta_n,$$

where $\theta = [\theta_e, \theta_n]$ and $\theta_e$ and $\theta_n$ denote the pixel-wise exposure and noise matrices, respectively. Note that the above exposure model has been widely used in various image enhancement methods [15, 51]. However, achieving an effective co-saliency attack is still challenging: (1) The exposure is smooth across the whole image domain and cannot be tuned pixel-wise, as this will result in a speckle-like appearance. (2) We still do not know how to optimize $\theta$ to achieve a black-box attack across different CoSOD methods.

For the first challenge, we construct an objective function to encourage the naturalness of the exposure. For the second, instead of optimizing $\theta$ based on a CoSOD method, we explore a full black-box approach, where we define the objective functions on the high-level features extracted from a pretrained classification model denoted as $\phi(\cdot)$.

**Objective function for the naturalness of the adversarial exposure.** We emphasize that exposure in the real world is usually smooth (i.e., neighboring pixels tend to have very similar exposure) across the whole image. In contrast, the adversarial attacks require the exposure to be locally different for a high success rate. Besides, we want the exposure to modify the original input as little as possible. To meet these requirements, we propose to represent the exposure with the locally-variant multivariate polynomial model in
the logarithm domain:

$$\log(\theta_{e,p}) = \sum_{d=0}^{D-1} \sum_{l=0}^{D-d} a_{d,l}(x_p + u_p)^d(y_p + v_p)^l,$$  \tag{5}

where \(x_p\) and \(y_p\) are the coordinates of the \(p\)-th pixel and \(u_p\) and \(v_p\) denote the variation offsets of the \(p\)-th pixel. \(\{a_{d,l}\}\) denotes the parameters of the polynomial model and is concatenated as \(a\) with \(D\) being the degree. Note that a polynomial model with fewer parameters \(\{a_{d,l}\}\) leads to smoother exposure. With Eq. (5), we can represent the exposure as a function of \(a\) and the offset map \(U = \{(u_p, v_p)\}\), i.e., \(\theta_e(a, U)\). More specifically, to maintain the smoothness of exposure and make it capable of an adversarial attack, we define the following objective function:

$$J_{\text{smooth}}(a, U) = -\lambda_b \| \log(\theta_e(a, U)) \|^2 - \lambda_u \| \nabla U \|^2_2,$$ \tag{6}

where the first term encourages the model not to perturb the original \(I_e\) and the second term is a total variation regularization, which encourages smooth variation of the exposure.

**Objective function against single saliency.** We argue that the image \(I_e\) should be perturbed by the exposure and noise to make its high-level features consistent across all image regions. As a result, the salient objects will not be invisible at a high level. To this end, we define the objective function against single saliency:

$$J_{\text{cons}}(a, U, \theta_n) = -\text{avg}\{\text{std}(\phi_j(P_\theta(I_k))) | j \in \mathcal{L}\},$$ \tag{7}

where \(\phi_j(\cdot)\) is the \(j\)-th layer feature of the CNN \(\phi(\cdot)\) and \(\mathcal{L}\) denotes the index set of employed layers. The function \(\text{std}(\cdot)\) calculates the standard variation of each feature channel and outputs the average across all channels. The function \(\text{avg}(\cdot)\) computes the average of all \(\text{std}(\phi_j(P_\theta(I_k)))\) across all required layers.

**Objective function against co-saliency.** Eq. (7) is used to make the object less salient in a single image and may be less effective for co-saliency detection since the non-salient object could be salient again in a group of images. We thus extend Eq. (7) to the feature level of a group of images, i.e., \(\mathcal{R}\) with \(P_\theta(I_k) \in \mathcal{R}\), and have

$$J_{\text{co-cons}}(a, U, \theta_n) = -\text{avg}\{\text{std}(\Phi_j(\mathcal{R})) | j \in \mathcal{L}\},$$

with \(\Phi_j(\mathcal{R}) = \text{spl}(\{\phi_j(I_k) | I_k \in \mathcal{R}\})\), \tag{8}

Note that we splice the \(j\)-th layer features of all images in \(\mathcal{R}\) with the function \(\text{spl}(\cdot)\), in a channel-wise way. For example, if the function \(\phi_j(I_k)\) outputs a tensor with size \(11 \times 11 \times 256\) for \(|\mathcal{R}| = 4\), we get \(\Phi_j(\mathcal{R})\) of size \(44 \times 11 \times 256\). Intuitively, compared with Eq. (7), Eq. (8) makes the salient regions in \(I_k\) become less salient across the group \(\mathcal{R}\). We consider two ways of constructing \(\mathcal{R}\). One uses the transformation of \(I_k\), e.g., rotation and up-down flip; the other employs other images. We will show that both can achieve effective co-saliency attack.

**Optimization.** With the above objective functions, we can calculate the adversarial exposure (i.e., \(\theta_e(a, U)\)) and noise (i.e., \(\theta_n\)) by optimizing

$$\arg\max_{a, U, \theta_n} J_{\text{co-cons}}(a, U, \theta_n) + J_{\text{smooth}}(a, U),$$

subject to \(\|\theta_n\|_p \leq \epsilon\). \tag{9}

Compared with the objective function used by the adversarial noise attack, i.e., Eq. (3), the new objective function has the following advantages: (1) It does not rely on CoSOD methods or the networks they use. This means that our method is a full black-box attack and could be very useful in practical applications. (2) Our method is unsupervised since it does not use the saliency map, i.e., \(S_k\) in Eq. (3), which also makes it more useful in the real world. (3) We use both exposure and noise for a more effective attack. We employ the sign gradient descent algorithm to optimize Eq. (9).

**Algorithm.** As shown in Fig. 2, our method takes a clean image as input \(I_k\). In addition to fetching references from a group of images, we design another approach in which \(I_k\) is augmented by flipping, mirroring, left rotation, and right rotation to generate four reference images. We collect the original image and references together to build \(\mathcal{R}\). Then, we initialize the coefficients \(a\) of the exposure polynomial model, offset map \(U\), and pixel-wise noise \(\theta_n\), all with zero values. We follow Eq. (4) and Eq. (5) to perturb the clean image. Note that only the original image \(I_k\) is perturbed. For initialization, the perturbation is an identity operation. We employ a sign gradient descent algorithm to optimize Eq. (9) and MI-FGSM is adopted in this paper. Finally, the optimized \(a\), \(U\), and \(\theta_n\) are applied to the original clean image to generate a perturbed image as the output, which may fool CoSOD methods.

**4. Experiments**

**4.1. Experimental setups**

**Datasets.** We conduct experiments on Cosal2015 [48], iCoseg [2], CoSOD3k [13], and CoCA [52]. Cosal2015 and CoSOD3k are two large-scale datasets, containing 2,015 and 3,316 images of 50 and 160 groups respectively. iCoseg contains 643 images of 38 groups, in which objects are in the same scene within a group. CoCA is well-designed for evaluating CoSOD methods due to its multiple salient objects in each image. It contains 1,295 images of 80 groups.

**Models.** We employ three CoSOD models and one SOD model to evaluate the attacks. GICD [52] and GCAGC
Table 1. Attack performance. “Original” means that we predict the co-saliency map of clean images using each CoSOD method. Jadena\{single, augment, group\} indicates which variant of Jadena is used, and “w/o noise” or “w/o exposure” means that the attack is performed without additive noise or exposure tuning.

Table 2. Comparison with existing attacks. Noise, s apply random additive noise sampled from a uniform distribution U(−c, c) in each channel of the images. The attacks of FGSM and *-FGSMs are performed against co-saliency labels and have full access to the network structure and parameters of the GICD model. *\{beta, L1\} means that binary cross-entropy (BCE) or \L1 loss is adopted as the objective function. We mark white-box attacks with stars and highlight the top three results in red, green, and blue, respectively.

[50] are two state-of-the-art CoSOD methods. We employ GCAGC with an HRNet backbone [40]. PoolNet [31] is a CNN-based SOD method, but we treat it as a CoSOD method due to its competitive performance on CoSOD datasets. CBCD [14] is a traditional method for both CoSOD and SOD, but we only adopt the top results of red, green, and blue, respectively.

Metrics. In our experiments, we employ four metrics to evaluate how adversarial attacks affect detection methods, i.e., average precision (AP) [47], F-measure score \(F_\beta\) with \(\beta = 0.3\) [1], mean absolute error (MAE) [47], and success rate (S). The first three metrics are widely used for CoSOD evaluations; we can evaluate adversarial attacks by observing how they change from the original performance. The last metric, success rate, aims to evaluate the ability of an attack to make images undetectable. We treat an attack as successful when the IoU between the result of a perturbed image and the corresponding ground-truth map is less than 0.5. IoU is widely used in object detection and visual tracking tasks and defined as \(\text{IoU} = \frac{\text{Area of Overlap}}{\text{Area of Union}}\). To calculate success rate, we simply divide the total number of results by the number of successful results. Furthermore, to measure the quality of the perturbed images and the perceptibility of the applied perturbations, we employ a no-reference image quality assessor, i.e., BRISQUE [33]. A smaller BRISQUE score suggests better quality of an image.

4.2 Attack performance and ablation study

We apply our method on several datasets and use four CoSOD methods to predict result maps for the generated adversarial examples. We evaluate three variants of the proposed Jadena, with varied reference strategies to build a group around the target image, i.e., no references, references from the same group, and augmented references of original images, denoted by Jadena\{single, group, augment\}, respectively. The augmentation of original images includes re-sizing, random horizontal and vertical flip, random rotation, and random cropping.
flipping, mirroring, left rotation, and right rotation, which are designed for full black-box attack, even when images of the same group are not provided. We optimize Eq. (7) for the first variant and Eq. (8) for the other two variants. Moreover, we apply Jedena_{augment} without additive noise perturbation or exposure tuning, and report them as Jedena_{augment} w/o noise and Jedena_{augment} w/o exposure.

For the feature extraction required for the objective function computation, we employ a general classification model, ResNet50 [22], and adopt the outputs of stage-{1, 2, 3}. For the optimization of our proposed objective function, we use MI-FGSM and adopt \( \mu = 1.0 \) for momentum decay. For other hyperparameters of the proposed method, we set the iteration number \( N = 20 \), \( \alpha_n = 1 \) w.r.t. pixel values in [0, 255] and maximum noise-perturbation \( \epsilon = 16 \), following standard additive-perturbation-based attack settings. For the optimization step size of exposure coefficients and the offset map, we use \( \alpha_a = 0.1 \) and \( \alpha_U = 0.01 \). To smooth the exposure tuning, we use \( \lambda_b = 0.5 \) for the “single” variant and \( \lambda_b = 0.01 \) for the “augment” or “group” variant. \( \lambda_s = 0.01 \) and polynomial degree \( D = 10 \), considering both success rate and imperceptibility of perturbations. We
report the performance across CoSOD methods in Table 1.

We observe that Jadena\textsubscript{augment} and Jadena\textsubscript{group} achieve the best performance on most metrics. Even without sampling images from the same group and only augmenting the original images, Jadena\textsubscript{augment} is competitive to Jadena\textsubscript{group} for GCAGC and PoolNet, and outperforms Jadena\textsubscript{group} for GICD. This demonstrates that providing the references is not necessary, as they may be obtained by augmentation. Jadena\textsubscript{augment} performs better than the “w/o noise” and “w/o exposure” versions, except for CBCD, which suggests that our proposed joint perturbation plays an important role in fooling CoSOD methods. While it is difficult to handle challenging CoSOD datasets, we find that the traditional method based on color histogram, i.e., CBCD, is much more robust to noise than exposure tuning, since it shows a lower performance for “w/o noise” than “w/o exposure”. In contrast, the other deep methods are more sensitive to noise.

4.3. Comparison with existing attacks

Baselines. We consider a series of additive-perturbation-noise attacks as baselines, i.e., FGSM [18], I-FGSM [26], MI-FGSM [10], TI-MI-FGSM [11], and ColorFool [36]. For the hyperparameters, we set the max perturbation $\epsilon = 16$ with pixel values in $[0, 255]$, as well as iteration number $N = 20$, and step size $\alpha_n = 1$ for iteration attacks. Momentum decay $\mu = 1.0$ for momentum methods, and the Gaussian kernel length is 15 for TI-MI-FGSM. Since no specific attacks for CoSOD methods have been proposed, we follow the white-box attack pattern and employ $L_1$ norm and binary cross-entropy (BCE) as objective functions.

Attack comparison. We launch baselines and our method on the Cosal2015 dataset. The hyperparameters of our method follow Sec. 4.2. The comparison results are shown in Table 2. Our proposed Jadena outperforms all existing additive-perturbation-based attacks, except for white-box attacks, which indicates the better transferability of our method. Since we only borrow several shallow layers from the deep classification model, our proposed method has a lower computational cost than iterative attack methods with a result-based objective function, which unavoidably back-propagate gradients through the whole deep model. To further clarify the advantages of the proposed attack method over baselines, we can compare our method, i.e., Jadena\textsubscript{augment} w/o exposure that disables the exposure variation, with baseline methods under the same $p$-norm ball with $\epsilon_n = 16$. Our method still outperforms the baselines on success rates at most of the time.

Image quality comparison. We evaluate the image quality of generated adversarial examples and investigate how distortion degree affects the attack performance. For baseline attacks, we follow the default settings in this section. For our method, we adopt the “augment” variant, i.e., Jadena\textsubscript{augment}, which is practical for application in real-world settings. We provide visualizations of how different attack methods perturb an image in Fig. 4 and Fig. 5. Note that, in a real attack scenario, the original images would not be provided. To justify this phenomenon, we randomly mix images perturbed by different attacks in Fig. 5. For each attack method, we also plot success rate vs. BRISQUE in Fig. 3 by changing the maximum noise perturbation $\epsilon_n$ and $\lambda_b$. We do not adopt TI-MI-FGSM since it always applies unnatural coarse-grained noise on images and drastically reduces image quality. We have three findings: (1) Compared with white-box attacks for GICD, our method has competitive performance with MI-FGSM, however, hold worse performance than I-FGSM. (2) When transferred to GCAGC and PoolNet, our method outperforms most additive-perturbation-based methods. For SOD method PoolNet in particular, our method shows significant advantages over I-FGSM and MI-FGSM. This is reasonable for white-box attacks being adversarial against a CoSOD method instead of an SOD method and thus showing lower transferability. (3) Under the setup in Fig. 5, our adversarial images are imperceptible as the baselines.

Defense. We adopt a defense method, i.e., HGD [30], to further demonstrate the effectiveness of the proposed method and report the results in Table 3. We find that the proposed method still outperforms the baselines except for the white-box settings. We report more defense results with other defense methods in the supplementary materials.

Attack comparison against SOD methods. As shown in Table 4, we also apply the proposed method against SOD methods and report the performance on the DUTS-TE [41] dataset. We employ white-box attacks against PoolNet [31] as the baseline and evaluate all attacks with PoolNet, EGNet [53], BASNet [35], and U²Net [34]. Our proposed methods achieve competitive performance and higher transferability across SOD methods than the white-box attacks. It indicates that our proposed loss function and joint perturbation can be adopted to attack SOD methods.
The attacks of FGSM and *-FGSMs are launched against single saliency labels in a white-box manner. *-FGSMs adapt random additive noise sampled from uniform distribution U (−ε, ε) on each channel. The attacks of FGSM and *-FGSMs are launched against single saliency labels in a white-box manner. *-FGSMs apply random additive noise sampled from uniform distribution U (−ε, ε) on each channel. The effectiveness of the proposed method is thoroughly validated and showcased through various quantitative and qualitative experiments. We believe that the proposed method can greatly benefit the design and execution of privacy-oriented content sharing in the public domain where malicious extractions can be effectively inhibited.
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