ABSTRACT
In the pathogenesis of COVID-19, impairment of respiratory functions is often one of the key symptoms. Studies show that in these cases, voice production is also adversely affected — vocal fold oscillations are asynchronous, asymmetrical and more restricted during phonation. This paper proposes a method that analyzes the differential dynamics of the glottal flow waveform (GFW) during voice production to identify features in them that are most significant for the detection of COVID-19 from voice. Since it is hard to measure this directly in COVID-19 patients, we infer it from recorded speech signals and compare it to the GFW computed from physical model of phonation. For normal voices, the difference between the two should be minimal, since physical models are constructed to explain phonation under assumptions of normalcy. Greater differences implicate anomalies in the bio-physical factors that contribute to the correctness of the physical model, revealing their significance indirectly. Our proposed method uses a CNN-based 2-step attention model that locates anomalies in time-feature space in the difference of the two GFWs, allowing us to infer their potential as discriminative features for classification. The viability of this method is demonstrated using a clinically curated dataset of COVID-19 positive and negative subjects.
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1. INTRODUCTION
The production of voiced sounds is a two-step process involving the self-sustained vibrations of the vocal folds, and the propagation of the resultant pressure wave within the vocal tract [1]. In this paper, we focus on the first step: the motion of the vocal folds. Recent studies have shown that this motion is adversely affected in symptomatic COVID-19 patients [2]. While these studies are able to identify broad-level anomalies (such as asynchrony, asymmetry of motion, reduced range of oscillation etc.) by visual comparisons between oscillation patters of healthy and symptomatic COVID-19 positive people, more systematic methods of comparison are needed to identify discriminative signatures that may be used as features in classifiers that aim to detect COVID-19 from voice.

This problem may be approached by first noting that that the motion of the vocal folds is highly correlated with the size of the glottal opening. The glottis opens and closes as the vocal folds vibrate. In this self-sustained cycle of the opening and closing of the glottis, air pressure periodically builds up and is released, giving rise to a fluctuating volume of airflow across the glottis that comprises the glottal flow waveform (GFW). Since the glottal opening and closing is caused by the motion of the vocal folds, the spatial displacements of the vocal folds are normally highly correlated to the GFW. Simple physical models of phonation express these displacements as a function of the bio-physical properties of the vocal folds, such as their thickness, elasticity etc. and of the aerodynamic forces across the glottis e.g. [3, 4, 5, 6, 7]. Given a set of parameters, these models yield the oscillation of the vocal folds.

Ideally, if we were to compute the difference in the GFW of the same speaker when healthy and when symptomatic with COVID-19, we would learn a lot from the differences we observe. However, such pairs of recordings are not easily available. In lieu of this, if only a recording of a COVID-19 positive individual is available, we can compute the GFW (denoted $GFW_{\text{filter}}$) from it by inverse filtering the speech signal. In this work we assume that we do not have a recording of the same speaker when healthy. We now deliberately assume that a physical model that explains the vocal fold motions of a healthy individual will match the those of the COVID-19 positive speaker obtained from inverse filtering. Clearly, this assumption is not true, and will be invalidated to different degrees, depending on how much it deviates from reality. Due to the correlation of the GFW to the vocal fold oscillations, these deviations are expected to surface in the form of differences between the GFW calculated from the estimated vocal fold motions from the physical models ($GFW_{\text{model}}$) and $GFW_{\text{filter}}$. These differences can then be ascribed to the influence of COVID-19, which changes the underlying bio-physical factors that the model attempts to emulate, and renders the assumptions invalid in proportion to the severity of the disease in the speaker.

In this paper, we the ADLES [8] algorithm to jointly estimate the vocal fold oscillations and $GFW_{\text{model}}$ and compare it to the $GFW_{\text{filter}}$ obtained from the speech signal. We propose a method of analysis of the observed differences,
to identify the features in it that are relevant to classifiers for COVID-19 detection. The method uses an interpretable CNN model with a 2-step attention pooling architecture to detect the differences (residual) as a function of time. We show that it successfully identifies the traces that are of significance to COVID-19 detection from voice, and leads to better classification performance when tested on a clinically curated dataset of COVID-19 positive and negative individuals.

1.1. Related Work

The literature on detecting COVID-19 from voice and respiratory sounds is relatively new \cite{9} and sparse. Literature on using voice, and especially the dynamics of vocal fold motion to detect COVID-19 is even more sparse, with only one paper in existence \cite{2}. To the best of our knowledge, our current paper is the first one that addresses the problem of interpretation of vocal flow dynamics for more accurate identification of the discriminative factors that can be used for classification of COVID-19 from voice.

2. PROPOSED METHODOLOGY

2.1. Computing the GFW from a phonation model

We use the 1-mass asymmetric body cover model proposed in \cite{10}, and using the ADLES algorithm proposed in \cite{8}, compute oscillation of the vocal folds from which an estimate for the glottal flow waveform $GFW_{model}$ can be obtained. To compute the vocal fold oscillations (or the displacements of the vocal folds), the ADLES algorithm solves the forward problem of estimating the displacement and velocity of each vocal fold jointly with the inverse problem of estimating the parameters of the dynamical system comprising the model. To do this, we must minimize the squared difference between the estimated glottal flow from inverse filtering $GFW_{filter}$, and $GFW_{model}$. Mathematically:

$$\min \int_0^T (u_0(t) - u_0^m(t))^2 dt$$

$$\min \int_0^T (\dot{c}d(2x_0 + x_1(t) + x_r(t)) - \frac{A(0)}{\rho c} F^{-1}(p_m(t)))^2 dt$$

s.t. $\dot{x}_r + \beta(1 + x_r^2) \dot{x}_r + x_r - \frac{\Delta}{2} x_r = \alpha(\dot{x}_r + \dot{x}_l)$

$\dot{x}_l + \beta(1 + x_l^2) \dot{x}_l + x_l + \frac{\Delta}{2} x_l = \alpha(\dot{x}_r + \dot{x}_l)$

$x_r(0) = C_r, x_l(0) = C_l, \dot{x}_r(0) = 0, \dot{x}_l(0) = 0$

where the Eqns. (3) and (4) jointly correspond to the model. $x_r, x_l$ are the displacements of right and left vocal fold, $\dot{x}_r, \dot{x}_l$ are horizontal vocal fold velocity of right and left vocal fold w.r.t the center of the glottis, $\alpha, \beta$ and $\Delta$ are the model’s parameters. $\alpha$ is the coupling coefficient between the supraglottal and sub-glottal pressure, $\beta$ incorporates the mass, spring and damping coefficients of the vocal folds, and $\Delta$ is an asymmetry coefficient. Here $GFW_{filter} \equiv u_0(t)$ is the GFW obtained from inverse filtering, and $GFW_{model} \equiv u_0^m(t)$ is estimated GFW as a joint solution to the model with ADLES.

Within ADLES, the optimization problem is cast into its dual by using Lagrangian followed by optimization using gradient descent. The process of obtaining the solution for parameters is explained in detail here \cite{11}.

2.2. COVID-19 analysis framework

We represent each recording as a sequence of sliding windows (frames) $\{X_i\}_{i=1}^T$, where each frame is of duration $\tau$, and the frame shift is $o$. For each of the frames $X_i$, a $GFW_{filter} \equiv u_i(t)$ estimate is obtained by inverse filtering and also as a function of vocal fold motion $GFW_{model} \equiv u_i^m(t)$. We will drop the subscript $0$ indicating measurement at the glottis from this notation for brevity. Each frame is thus represented by $[u_i(t), u_i^m(t)]$, and the sequence of audio frames is now $\{X_i\}_{i=1}^T = \{[u_i(t), u_i^m(t)]\}_{i=1}^T \in \mathbb{R}^{2 \times T}$.

We wish to capture the differences between the two GFW estimates in a way that a classifier is best able to use them to discriminate between COVID-19 postitive and negative cases, i.e., we want to estimate the probability $P(y|u_i(t), u_i^m(t); w)$ where $w$ represents the parameters of a parametric model. $y \in \{0, 1\}$ is a set of binary labels used with a classifier. The task of estimating $P(y|u_i(t), u_i^m(t); w)$ can be divided into two stages: in the first, a time-distributed pattern detector is trained to find the similarities and differences between $u_i(t), u_i^m(t)$ at each time step (a frame comprises $N$ time steps). In the second, a pooling mechanism aggregates the outputs of the first stage to yield a single prediction for each frame.

Let the output of first stage be given by $Z$ and let the learnable feature extractors be represented by $f_1(.)$. The goal of $f_1(.)$ is to learn a mapping such that:

$$f_1 : \{[u_i(t), u_i^m(t)]\} \mapsto Z$$

The aim of the second stage is to reduce $Z$ from stage 1 along both the time and feature axes to obtain single frame-level prediction $y_i$. This can be thought of as a multiple-instance learning (MIL) setup \cite{12} where each window/frame $X_i$ is represented as a bag of $N$ samples: $B_i = \{(x_j^i, y_i)\}_{j=1}^N$ where $x_j$ represents individual samples in the frame. This type of MIL formulation has been extensively used in a Weakly Labeled Sound Event Detection (WLSED) \cite{13} framework. The pooling methods developed for WLSED \cite{14, 15, 16} are also transferable to our problem of MIL based COVID-19 detection. We now introduce a pooling function $f_2(.)$ that learns the mapping: $f_2 : Z \mapsto y$.

The 2-step Attention Pooling (2AP) mechanism \cite{16} yields benchmark performance for WLSED, in the task of determining the contribution of each class at each instance in
both time and frequency domains. In the problem setup in [16], the output of the first step of attention is $C \times T$ where $C$ is the number of classes and is the result of a weighted combination of the frequency components. In our case, as we have a single class setup (COVID/non-COVID), the output of first step of attention is $1 \times T$, which is a weighted combination of the amplitudes of $GFW_{\text{filter}}$ and $GFW_{\text{model}}$. This weighted combination of amplitudes ranges from high to low depending on whether the phase difference between the two signals is low or high respectively. Adding an extra feature detector $f_3(.)$ between the two stages allows the model to better capture the entities of interest to us as a function of time. We call this step the Sandwiched 2-step Attention Pooling (S2AP) step. Subsequently, we use S2AP for learning the mapping $f_3(.)$. Formally, first step in S2AP takes $Z$ as input:

$$\hat{Z}_{a1} = \frac{e^{\sigma(Zw_{a1} + b_{a1})}}{\sum_{t=1}^{F} e^{\sigma(Zw_{a1} + b_{a1})}}$$

$$Z_{p1} = \sum_{i=0}^{F} \left( Zw_{c1} + b_{c1} \right) \cdot \hat{Z}_{a1}$$

$$Z_x = f_3(Z_{p1})$$

$$\hat{Z}_{a2} = \frac{e^{\sigma(Zuw_{a2} + b_{a2})}}{\sum_{t=1}^{F} e^{\sigma(Zuw_{a2} + b_{a2})}}$$

$$Z_{p2} = \sum_{t=0}^{F} \left( Zw_{c2} + b_{c2} \right) \cdot \hat{Z}_{a2}$$

where $\sigma(.)$ is Sigmoid function, $\{w_{a1}, w_{c1}, w_{a2}, w_{a3}\}$ are learnable weight parameters and $Z_{p2}$ is $y$ and gives the probability of the voice sample containing traces of COVID-19. Moreover, S2AP retains the benefits of 2AP of making the pooling more interpretable. Visualization of the normalized attention weights $\hat{Z}_{a1}, \hat{Z}_{a2}$ and the output $Z_{p1}, Z_{p2}$ allows us to infer what features and what time steps contribute most significantly to the decisions made by the classifier.

3. EXPERIMENTS

Dataset: We used recordings of extended vowels /a/, /i/, /u/ of COVID-19 positive and negative (medically tested) individuals. The data were collected under clinical supervision and curated by Merlin Inc., a private firm in Chile. Of 512 data instances, we chose 19 recordings that were collected within 7 days of testing. These comprised 10 females (5 positive) and 9 (4 positive) males. The recordings comprised 8kHz sampled signals recorded on commodity devices.

Setup: Fig. 1 describes the overall setup used for detection of COVID-19. For each file we use a window $\tau = 50ms$ with shift $\sigma = 25ms$, resulting in 3835 frames in all. The extracted $GFW_{\text{filter}}$ and $GFW_{\text{model}}$ were analyzed with a CNN classifier for the a binary COVID-19 detection task. 3-fold cross validation experiments were performed, where the folds were stratified by speaker: no speaker in the training set and filter size 2. This improves the ROC-AUC by 21% over the best performance without this layer.

Visualizing the attention patterns reveals that this layer highlights the phase difference and residual between $GFW_{\text{filter}}$ and $GFW_{\text{model}}$.
and GFW_model. To better detect the patterns temporally (along the time-axis), we then introduce a second CNN layer to increase the receptive field (denoted by 2,3,32/2AP in Table 1). This is known to help capture long term patterns. This results in a further 1% relative improvement.

As explained in Sec. 2.2, we now introduce 2SAP (denoted by 2,3,32/2AP in Table 1). This improves performance by 19.8% compared to the standard 2AP, achieving an ROC-AUC of 0.833 when coupled with the initial feature extractor. The final model (kernel size 5, no. of filters 64, denoted by 2,5,64/2AP) further increases the receptive field and achieves our benchmark ROC-AUC of 0.852.

Note that the model used here is relatively simple compared to the deep stacked CNNs used in other speech and audio classification tasks. Deep-stacking the CNN layers may improve the performance further, but CNN architectures are not focus of this paper. By using a couple of simple CNN layers here, we show the utility of the proposed methodology in identifying the features that best capture the anomalies in vocal fold motion in a manner that optimizes classifier performance for the current task (detection of COVID-19).

Vowel analysis: Table 2 shows the results obtained when our best model derived above (CNN(2,3,64)/2AP) is trained on particular vowels. The best performance achieved (ROC-AUC of 0.9) is for the combination of vowels /u/ (high back vowel) and /i/ (high front vowel). The vowel /al/ (low back vowel) exhibits the least importance in this task. This seems to indicate that the vocal folds are unable to vibrate such that higher harmonics have normal energy distributions. However, this conjecture remains to be validated using actual measurements of vocal fold movements.

Interpretability: A key advantage of using S2AP is its ability to visualize the contribution of each feature and each time step to classifier’s task (the binary task of detecting the presence of COVID-19 in this case). We illustrate this with the example in Fig. 2 that shows the attention analysis of a randomly selected frame (a 50ms window) from a COVID-19 positive patient. Going from top to bottom in this figure, panel 1 shows the feature streams: GFW_filter and GFW_model for this frame. Initially, GFW_model is not able to match GFW_filter. Panel 2 shows the attention weights from the 1st step of the proposed method. The features are on y-axis and time is on the x-axis. The feature stream labeled corresponds to GFW_model and the one labeled 0 corresponds to GFW_filter estimated using IAIF. As we see, the 1st step attention alternately focuses on feature 0 and 1 to detect whether the two features match or not, i.e. on the residual as a function of time. In this panel the lighter shades indicate higher values of the attention weights.

The output of 1st step attention is visualized in the third panel. It is high when the peaks and lows of two waves are in synchrony, and can be thought of as detecting phase-locking of the two waves, weighted by the attention. The fourth panel shows the time-level (2nd step) attention weights.
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