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Abstract

In this paper, we consider an unmanned aerial vehicle (UAV) enabled relaying system where multiple UAVs are deployed as aerial relays to support simultaneous communications from a set of source nodes to their destination nodes on the ground. An optimization problem is formulated under practical channel models to maximize the minimum achievable expected rate among all pairs of ground nodes by jointly designing UAVs’ three-dimensional (3D) placement as well as the bandwidth-and-power allocation. This problem, however, is non-convex and thus difficult to solve. As such, we propose a new method, called iterative Gibbs-sampling and block-coordinate-descent (IGS-BCD), to efficiently obtain a high-quality suboptimal solution by synergizing the advantages of both the deterministic (BCD) and stochastic (GS) optimization methods. Specifically, our proposed method alternates between two optimization phases until convergence is reached, namely, one phase that uses the BCD method to find locally-optimal UAVs 3D placement and the other phase that leverages the GS method to generate new UAVs’ 3D placement for exploration. Moreover, we present an efficient method for properly initializing UAVs’ placement that leads to faster convergence of the proposed IGS-BCD algorithm. Numerical results show that the proposed IGS-BCD and initialization methods outperform the conventional BCD or GS method alone in terms of convergence-and-performance trade-off, as well as other benchmark schemes.
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I. INTRODUCTION

Unmanned aerial vehicles (UAVs) are expected to be widely employed as new aerial communication platforms in future wireless networks to enhance the coverage and throughput of traditional terrestrial networks, by leveraging the advantages of UAVs including controllable maneuver, high mobility, flexible deployment as well as line-of-sight (LoS) dominant UAV-ground channels [2]. This vision has spurred intensive enthusiasm in recent years to incorporate UAVs into wireless communication systems, leading to a variety of new applications, such as cellular-connected UAV [3]–[5], UAV-assisted terrestrial communication [6]–[8], UAV-enabled relaying [9]–[11], UAV-enabled wireless sensor networks [12]–[14], and so on.

Particularly, for high-mobility UAV-enabled relaying systems, UAV trajectory design has been extensively studied in the literature for e.g., maximizing the relaying communication throughput [9] or UAV energy efficiency [15] under the LoS channel condition. Besides UAV trajectory optimization, another key design issue in UAV-enabled relaying is how to deploy quasi-static UAVs in the three-dimensional (3D) space for maximizing the communication rates of their aided ground nodes. An initial attempt for addressing this issue has been made in [16], where the authors optimized UAVs’ two-dimensional (2D) placement with fixed (minimum) altitude under the LoS channel model, which is reasonable for rural areas with UAV deployed at high altitude. However, such a simplified LoS UAV-ground channel model is practically inaccurate for urban areas with dense buildings, as it does not capture the non-negligible UAV-ground channel blockage, shadowing, and multi-path fading. As such, two more sophisticated channel models have been proposed to improve the accuracy. Specifically, for UAV deployed/flying at relatively low altitude, the shadowing due to obstacles (e.g., high-rise buildings) severely impairs the UAV-ground channels. To characterize it, a generalized probabilistic LoS channel model for Manhattan-type cities was proposed in [14], where the LoS probability is modeled as a generalized logistic function of the UAV-ground node elevation angle. In addition, the authors in [17] proposed a nested segmented UAV-ground channel model and developed a low-complexity algorithm to search for the globally optimal UAV position by leveraging local terrain information. On the other hand, for UAV at high altitude in urban areas, it has a high likelihood to establish LoS links with ground nodes and thus experiences less shadowing but non-negligible multi-path fading. By using a data regression model-fitting approach, an elevation-angle dependent Rician fading channel model was proposed in [12], where the Rician factor in general increases with the UAV-ground
node elevation angle due to less ground reflection and scattering. Intuitively, a larger elevation angle by moving the UAV horizontally closer to its served ground node and/or increasing its altitude above the ground result in less multi-path fading [18], while the higher altitude of UAV also leads to more path-loss due to the increasing UAV-ground distance. Thus, a major challenge in designing UAVs’ 3D placement under the elevation-angle dependent Rician fading channel model is how to balance the aforementioned angle-distance trade-off for communication rate maximization, which has not been addressed in the literature to the authors’ best knowledge.

It is worth noting that for UAV placement optimization, as the optimization problems are usually non-convex and difficult to solve, different approaches have been proposed in the literature for sub-optimally solving them, which can be roughly classified into two categories: deterministic versus stochastic UAV placement designs. Among others, one typical deterministic method is the block coordinate descent (BCD), which iteratively optimizes UAVs’ placement and communication resource allocation. This method has been widely utilized to e.g., optimize the placement of a single UAV for maximizing the number of covered users [16], [19], and that of multiple UAVs for minimizing their total transmit power under a coverage constraint [20]. Although the BCD method is computationally efficient, the obtained UAVs’ placement may suffer considerable rate performance loss with a heuristically chosen UAVs’ placement initialization since the converged solution is likely to trap in a low-quality local optimum. Besides, geometry-based methods, which leverage geometric features such as the locations of ground nodes, have also been used for designing UAV placement. For example, a dynamic clustering algorithm was proposed in [21] to position the UAVs at the centroids of user clusters for saving their sum power consumption. In [22], the circle packing method was utilized to maximize the coverage region of UAVs by adjusting the coverage areas of UAVs via their 3D locations. Moreover, a space partition method was proposed in [23], [24], where the authors formulated a space quantization problem for designing UAVs’ 2D placement and applied the Lloyd’s algorithm to minimize the communication power consumption, by alternately partitioning the space into different small cells and updating their centroid points as UAVs’ placement locations. However, these geometry-based methods, in general, cannot be applied when the communication requirement is a complicated function with respect to (w.r.t.) UAVs’ placement under practical UAV-ground channel models. In contrast, stochastic methods usually leverage random simulations to generate UAV placement. For instance, a multi-population heuristic genetic algorithm (GA) was proposed in [25] to maximize the number of covered users by generating random UAV placement following the
natural selection process, i.e., selection, crossover, and mutation. In addition, the particle swarm optimization (PSO) method was adopted in [26] to maximize the communication throughput by modeling each UAV as an individual particle and adjusting UAVs’ movement according to their utilities. This idea was, in fact, inherited from another stochastic optimization method, called Gibbs sampling (GS), which has been applied to optimize the placement of base stations (BSs) on the ground for improving the throughput of a heterogeneous wireless cellular network [27]. The key idea of GS lies in iteratively updating the state of each node according to well-designed transition probabilities so as to learn a near-optimal solution gradually. Nevertheless, these heuristic algorithms usually have slow convergence and may not necessarily have performance guarantee. Moreover, it is worth mentioning that, although there have been some recent works that used reinforcement learning (RL) to design UAVs’ placement, they mostly targeted to adaptively adjusting UAVs’ placement according to the dynamic environment such as user movement [28] instead of using RL for learning optimization solutions. To summarize, the existing methods for UAV placement optimization usually suffer from either slow convergence (e.g., RL, GS) or considerable communication performance loss (e.g., BCD, clustering). This thus motivates this paper to design a new UAV placement optimization method for balancing the convergence-and-performance trade-off.

For the purpose of exposition, we consider in this paper a multi-UAV relaying system where multiple UAVs are deployed to help relay data from a set of source nodes to their respective destination nodes on the ground, assuming that no direct link exists between any pair of ground nodes. Different from the existing works on UAV placement optimization that mostly adopted the simplified LoS channel model, we consider the practically more accurate elevation-angle dependent Rician fading UAV-ground channel model, under which we formulate an optimization problem to maximize the minimum achievable expected rate among all source-destination pairs subject to practical constraints on the transmit power of both the UAVs and source nodes, bandwidth, as well as the information causality for data relaying [11], i.e., the amount of forwarded data for each pair of nodes should be no larger than that of received data at each UAV. However, the optimal solution to this problem is difficult to obtain due to the coupling of transmit power, bandwidth, and UAVs’ 3D placement in the achievable rate under the practical channel model, as well as the non-convex information-causality constraint. As such, we propose a new method, called iterative GS and BCD (IGS-BCD), to efficiently obtain a high-quality suboptimal solution by synergizing the advantages of both the deterministic/BCD and stochastic/GS methods.
Specifically, our proposed method alternates between two optimization phases, namely, a BCD phase that aims to quickly find locally-optimal UAVs’ 3D placement and a GS phase that is designed for further improving the max-min rate by exploring new UAVs’ locations. Moreover, in the BCD phase, we propose an efficient iterative algorithm to decouple the joint optimization into three sub-problems and iteratively solve them, namely, the optimizations of bandwidth-and-power allocation, UAVs horizontal placement, and UAVs vertical placement. Although these sub-problems are non-convex, we apply the successive convex approximation (SCA) technique to solve them sub-optimally. On the other hand, in the GS phase, we reformulate the max-min rate optimization problem into two sub-problems, corresponding to a slave problem for the bandwidth-and-power allocation optimization given fixed UAVs 3D placement and a master problem for UAVs 3D placement optimization. Although the slave problem can be efficiently solved by using the SCA technique, the master problem is intractable due to the lack of a closed-form expression for the max-min rate w.r.t. UAVs’ 3D placement. To address this issue, we apply the GS method to gradually learn near-optimal UAVs’ 3D placement by generating a sequence of samples for the UAVs’ placement based on a Markov chain with the Markov transition probabilities determined by the max-min rates of different configurations of UAVs’ placement. Furthermore, a high-quality UAVs’ placement initialization method is proposed to accelerate the convergence speed of the proposed IGS-BCD algorithm. Numerical results show that our proposed IGS-BCD and initialization methods significantly improve the max-min rate with low complexity as compared to various benchmark schemes.

The remainder of this paper is organized as follows. The system model is introduced in Section II based on which, we formulate an optimization problem and present the main ideas of our proposed IGS-BCD algorithm in Section III. The detailed designs for the BCD and GS phases of the proposed algorithm are elaborated in Section IV and Section V, respectively. Simulation results and discussions are presented in Section VII. Finally, the conclusions are drawn in Section VIII.

II. SYSTEM MODEL

Consider a multi-UAV relaying system as illustrated in Fig. 1 where $M$ UAVs, denoted by the set $\{U_m, m \in \mathcal{M}\}$ with $\mathcal{M} \triangleq \{1, \cdots, M\}$, are deployed as aerial relays to support simultaneous communications from $K$ ground source nodes to their respective ground destination nodes, which are denoted by $\{S_k, k \in \mathcal{K}\}$ and $\{D_k, k \in \mathcal{K}\}$, respectively, with $\mathcal{K} \triangleq \{1, \cdots, K\}$. Without loss
of generality, let $[u^{(s)}_k, 0]$ and $[u^{(d)}_k, 0]$ denote respectively the 3D Cartesian coordinates of the $k$-th pair of source and destination nodes with $k \in K$, where $u^{(s)}_k = [x^{(s)}_k, y^{(s)}_k]$ and $u^{(d)}_k = [x^{(d)}_k, y^{(d)}_k]$ are their corresponding horizontal coordinates\(^1\). Moreover, we assume that each pair of ground nodes are separated by a long distance such that the direct link between them is negligible due to severe terrestrial channel path-loss and blockage. To avoid obstacles such as buildings and conform to aerial regulations, the altitude of each UAV $U_m$ with $m \in M$, denoted by $z_m$, is restricted within a range of $[H_{\text{min}}, H_{\text{max}}]$. As such, the location of each UAV $U_m$ is represented by $[q_m, z_m]$, where $q_m \in \mathbb{R}^{1 \times 2}$ denotes its horizontal coordinates.

A. Channel Model

Similar to [12], we consider the Rician fading channel model for all the UAV-ground links, as UAV deployed at sufficiently high altitude has a high likelihood to establish LoS links with ground nodes, and at the same time, experiences small-scale fading due to ground scattering. As such, the complex channel gain from each source node $S_k$ to UAV $U_m$ is modeled as

$$h^{(s)}_{k,m} = \sqrt{\beta^{(s)}_{k,m} g^{(s)}_{k,m}},$$

(1)

where $\beta^{(s)}_{k,m}$ denotes the large-scale average channel power and $g^{(s)}_{k,m}$ denotes the small-scale fading coefficient. Specifically, let $d^{(s)}_{k,m}$ denote the distance between source node $S_k$ and UAV $U_m$, which is given by

$$d^{(s)}_{k,m} = \sqrt{z_m^2 + \|q_m - u^{(s)}_k\|^2}.$$  

(2)

\(^1\)The superscript (s) and (d) represent the source and destination of the $k$-th pair ground nodes, respectively.
Then the average channel power gain, $\beta_{k,m}^{(s)}$, can be modeled as

$$\beta_{k,m}^{(s)} = \beta_0(d_{k,m}^{(s)})^{-\alpha},$$

where $\alpha$ is the path-loss exponent that is usually in the range of $2 \leq \alpha \leq 6$, $\beta_0$ is the channel power gain at the reference distance of $d_0 = 1$ meter (m). On the other hand, the small-scale Rician fading can be modeled as

$$g_{k,m}^{(s)} = \sqrt{\frac{\kappa_{k,m}^{(s)}}{\kappa_{k,m}^{(s)} + 1}} g + \sqrt{\frac{1}{\kappa_{k,m}^{(s)} + 1}} \tilde{g},$$

where $g$ corresponds to the LoS component with $|g| = 1$, and $\tilde{g}$ denotes the random scattered Rayleigh fading component that is a zero-mean unit-variance circularly symmetric complex Gaussian (CSCG) random variable, $\kappa_{k,m}^{(s)}$ denotes the Rician factor of the channel from $S_k$ to $U_m$, which is the ratio between the power in the LoS component and fading component. According to [18], the Rician factor $\kappa_{k,m}^{(s)}$ can be modeled as the following function of the UAV-ground node elevation angle

$$\kappa_{k,m}^{(s)} = A_1 \exp(A_2 \theta_{k,m}^{(s)}),$$

where $\theta_{k,m}^{(s)} = \arcsin(z_m/d_{k,m}^{(s)})$, $A_1$ and $A_2$ are constants determined by the specific environment. Likewise, the channel gain from UAV $U_m$ to destination node $D_k$ can be modeled as

$$h_{m,k}^{(d)} = \sqrt{\beta_{m,k}^{(d)} g_{m,k}^{(d)}},$$

where the large-scale average channel power gain, $\beta_{m,k}^{(d)}$, and the small-scale fading coefficient, $g_{m,k}^{(d)}$, can be defined similar to $\beta_{k,m}^{(s)}$ and $g_{k,m}^{(s)}$, respectively. For the UAV-UAV channels, due to the existence of LoS links between the UAVs, the channel gain from UAV $U_m$ to $U_n$ can be modeled as

$$h_{m,n} = \sqrt{\beta_{m,n}^{(d)} e^{-j\tau_{m,n}}} = \sqrt{\beta_0} e^{-j\tau_{m,n}} \frac{1}{\|q_m - q_n\|},$$

where $e^{-j\tau_{m,n}}$ is the phase of $h_{m,n}$ due to the propagation delay from UAV $U_m$ to UAV $U_n$, i.e., $\tau_{m,n} = \frac{2d_{m,n}}{\lambda}$ with $\lambda$ denoting the carrier wavelength and $d_{m,n} = \|q_m - q_n\|$.

**B. Data Transmission Model**

To avoid severe UAV-UAV and UAV-ground interference in the existence of LoS/LoS-dominant channels, we consider orthogonal transmissions for different communication links in separated frequency bands. Specifically, for the data transmission from each source node $S_k$ to UAV $U_m$, let $\theta_{k,m}^{(s)} \in [0, 1]$ denote the allocated fraction of the total bandwidth, denoted by $B$ in Hertz (Hz), and $p_{k,m}^{(s)}$ denote the transmit power of $S_k$ in its allocated frequency band. Then the maximum
achievable expected rate from $S_k$ to $U_m$, denoted by $C^{(s)}_{k,m}$ in bits per second per Hz (bps/Hz), is given by

$$C^{(s)}_{k,m} = a^{(s)}_{k,m} \log_2 \left( 1 + \frac{|h^{(s)}_{k,m}|^2 p^{(s)}_{k,m}}{a^{(s)}_{k,m} B N_0 \Gamma} \right), \tag{7}$$

where $N_0$ denotes the power spectral density of the additive white Gaussian noise (AWGN) at the receiver, and $\Gamma > 1$ denotes the gap of signal-to-noise ratio (SNR) between practical modulation-and-coding scheme and the theoretical Gaussian signaling.

Let $R^{(s)}_{k,m}$ denote the fixed transmission rate from source node $S_k$ to UAV $U_m$. Then the outage probability that UAV $U_m$ cannot successfully receive the data from source node $S_k$ can be expressed as

$$P^{(s)}_{k,m} = \mathbb{P} \left( C^{(s)}_{k,m} < R^{(s)}_{k,m} \right) = \mathbb{P} \left( |g^{(s)}_{k,m}|^2 < \frac{a^{(s)}_{k,m} B N_0 \Gamma (2 R^{(s)}_{k,m} - 1)}{\beta^{(s)}_{k,m} p^{(s)}_{k,m}} \right) = F^{(s)}_{k,m} \left( \frac{a^{(s)}_{k,m} B N_0 \Gamma (2 R^{(s)}_{k,m} - 1)}{\beta^{(s)}_{k,m} p^{(s)}_{k,m}} \right), \tag{8}$$

where $F^{(s)}_{k,m}(u)$ is the non-decreasing cumulative distribution function (CDF) of the random variable $|g^{(s)}_{k,m}|^2$ w.r.t. $R^{(s)}_{k,m}$, and the CDF can be explicitly expressed as

$$F^{(s)}_{k,m}(u) = 1 - Q_1 \left( \sqrt{2 \kappa^{(s)}_{k,m}} \sqrt{2 (\kappa^{(s)}_{k,m} + 1) u} \right), \tag{9}$$

where $Q_1(x, y)$ denotes the standard Marcum-Q function [29]. To ensure the transmitted data being reliably received as well as maximize the achievable rate, the transmission rate $R^{(s)}_{k,m}$ is chosen such that $P^{(s)}_{k,m} = \epsilon_0, \forall k, m$, where $0 < \epsilon_0 \leq 0.1$ is the maximum tolerable outage probability. Combining (5) and (8) with $P^{(s)}_{k,m} = \epsilon_0$ yields the maximum achievable expected (outage-aware) rate from source node $S_k$ to UAV $U_m$, $R^{(s)}_{k,m}$, which is given by

$$R^{(s)}_{k,m} = a^{(s)}_{k,m} \log_2 \left( 1 + \frac{\varphi^{(s)}_{k,m} p^{(s)}_{k,m} \gamma_0}{(d^{(s)}_{k,m})^{\alpha/2} a^{(s)}_{k,m}} \right) = a^{(s)}_{k,m} \log_2 \left( 1 + \frac{\varphi^{(s)}_{k,m} p^{(s)}_{k,m} \gamma_0}{z^2_m + \|q_m - u^{(s)}_k\|^2} \right), \tag{10}$$

where $\gamma_0 \triangleq \frac{\beta_0}{N_0 B \Gamma}$, and $\varphi^{(s)}_{k,m}$ denotes the solution to $F^{(s)}_{k,m}(u) = \epsilon_0$. Although there is no closed-form expression for $\varphi^{(s)}_{k,m}$ since it depends on the Rician factor, $\kappa^{(s)}_{k,m}$, which in turn depends on the UAV’s 3D placement, $\{q_m, z_m\}$ (see (2)–(5) and (8)–(9)), it can be accurately approximated by the following logistic function [12]

$$\varphi^{(s)}_{k,m} \approx f(v^{(s)}_{k,m}) \triangleq C_1 + \frac{C_2}{1 + e^{-(B_1 + B_2 v^{(s)}_{k,m})}}, \tag{11}$$
where the coefficients $B_1 < 0$, $B_2 > 0$, $C_1 > 0$ and $C_2 > 0$ are determined by the specific environment with $C_1 + C_2 = 1$, and $v_{k,m} \triangleq \sin (\theta_{k,m}) = z_m/d_{k,m}^{(s)}$ is referred to as the angle indicator. As such, the achievable expected rate $R^{(s)}_{k,m}$ can be approximated by

$$R^{(s)}_{k,m} \approx \tilde{R}^{(s)}_{k,m} \triangleq a_{k,m}^{(s)} \log_2 \left( 1 + \frac{p^{(s)}_{k,m} \gamma_0 f(v_{k,m}^{(s)})}{z_m^2 + \|q_m - u_k^{(s)}\|^2} \right),$$

(12)

Similarly, for the data transmission from UAV $U_m$ to destination node $D_k$, we denote by $a_{m,k}^{(d)} \in [0, 1]$ its allocated fraction of bandwidth and $p^{(d)}_{m,k}$ the transmit power of UAV $U_m$. The achievable expected rate from $U_m$ to $D_k$ is then approximated by

$$R^{(d)}_{m,k} \approx \tilde{R}^{(d)}_{m,k} \triangleq a_{m,k}^{(d)} \log_2 \left( 1 + \frac{p^{(d)}_{m,k} \gamma_0 f(v_{m,k}^{(d)})}{z_m^2 + \|q_m - u_k^{(d)}\|^2} \right),$$

(13)

where $v_{m,k}^{(d)} \triangleq \sin (\theta_{m,k}^{(d)}) = z_m/d_{m,k}^{(d)}$.

Next, consider the UAV-UAV communications over LoS channels. Suppose that UAV $U_m$ receives different amounts of data associated with different source nodes and forwards part of them to UAV $U_n$. For each data stream associated with the $k$-th pair ground nodes, we denote by $a_{m,n,k}$ the allocated fraction of bandwidth between UAV $U_m$ and UAV $U_n$, and $p_{m,n,k}$ the transmit power of $U_m$ to $U_n$. Then the achievable rate from UAV $U_m$ to $U_n$ for relaying the data of the $k$-th pair ground nodes is given by

$$R_{m,n,k} = a_{m,n,k} \log_2 \left( 1 + \frac{|h_{m,n}|^2 p_{m,n,k}}{a_{m,n,k} N_0 B \Gamma} \right) = a_{m,n,k} \log_2 \left( 1 + \frac{p_{m,n,k} \gamma_0}{a_{m,n,k} \|q_m - q_n\|^2} \right).$$

(14)

### III. PROBLEM FORMULATION AND PROPOSED METHOD

Our objective is to maximize the minimum achievable expected rate among all source-destination pairs by jointly optimizing the allocation of bandwidth and transmit power of source nodes and UAVs, as well as UAVs’ 3D placement subject to the following constraints. First, let $P_k^{(s)}$ and $P_m$ denote respectively the maximum transmit power of source node $S_k$ and UAV $U_m$. Then the constraints on the transmit power are given by

$$\sum_{m \in M} p_k^{(s)} \leq P_k^{(s)}, \quad \forall k \in K,$$

(15)

$$\sum_{k \in K} \left( p_{m,k}^{(d)} + \sum_{n \in M, n \neq m} p_{m,n,k} \right) \leq P_m, \quad \forall m \in M.$$

(16)
Note that in (16), the total transmit power of each UAV includes that to other UAVs and all destination nodes. Second, as the total bandwidth is orthogonally shared by all source-destination pairs and UAVs, we have the following bandwidth constraint
\[
\sum_{k \in K} \sum_{m \in M} a_{k,m}^{(s)} + \sum_{m \in M \setminus K} \left( \sum_{k \in K} a_{m,k}^{(d)} + \sum_{n \in M, n \neq m} \sum_{k \in K} a_{m,n,k} \right) \leq 1. \tag{17}
\]
Third, the constraints on the UAVs' altitudes are given by
\[
H_{\min} \leq z_m \leq H_{\max}, \forall m \in M. \tag{18}
\]
Moreover, each UAV needs to satisfy the information-causality constraint for data relaying, i.e., for each data stream associated with the \(k\)-th pair of source and destination nodes, a UAV can only forward the data that has been received from the source node and other UAVs. As such, for each UAV \(U_m\), the information-causality constraint for the data stream of the \(k\)-th pair ground nodes can be mathematically expressed as
\[
\tilde{R}_{m,k}^{(d)} + \sum_{n \in M, n \neq m} R_{m,n,k} \leq \tilde{R}_{k,m}^{(s)} + \sum_{n \in M, n \neq m} R_{n,m,k}, \quad \forall m \in M, k \in K. \tag{19}
\]
For notational convenience, we define \(A \triangleq \{a_{k,m}^{(s)}, a_{m,k}^{(d)}, a_{m,n,k}, \forall k, m, n\}\), \(P \triangleq \{p_{k,m}^{(s)}, p_{m,k}^{(d)}, p_{m,n,k}, \forall k, m, n\}\), \(Q \triangleq \{q_m, \forall m\}\), \(Z \triangleq \{z_m, \forall m\}\), and \(V \triangleq \{v_{k,m}^{(s)}, v_{m,k}^{(d)}, \forall k, m\}\). Then, the optimization problem for maximizing the minimum achievable expected rate among all pairs of ground nodes is formulated as follows.

\[
(P1) \quad \max_{A, P, Q, Z, V, \eta} \eta \quad \text{s.t.} \quad \sum_{m \in M} \tilde{R}_{m,k}^{(d)} \geq \eta, \quad \forall k \in K, \tag{20a}
\]
\[
\sum_{m \in M} p_{k,m}^{(s)} \leq P_k^{(s)}, \quad \forall k \in K, \tag{20b}
\]
\[
\sum_{k \in K} \left( P_{m,k}^{(d)} + \sum_{n \in M, n \neq m} p_{m,n,k} \right) \leq P_m, \quad \forall m \in M, \tag{20c}
\]
\[
\sum_{k \in K} \sum_{m \in M} a_{k,m}^{(s)} + \sum_{m \in M} \left( \sum_{k \in K} a_{m,k}^{(d)} + \sum_{n \in M, n \neq m} \sum_{k \in K} a_{m,n,k} \right) \leq 1, \tag{20d}
\]
\[
\tilde{R}_{m,k}^{(d)} + \sum_{n \in M, n \neq m} R_{m,n,k} \leq \tilde{R}_{k,m}^{(s)} + \sum_{n \in M, n \neq m} R_{n,m,k}, \quad \forall m \in M, k \in K, \tag{20e}
\]
\[
v_{k,m}^{(s)} = \frac{z_m}{\sqrt{z_m^2 + \|q_m - u_k^{(s)}\|^2}}, \quad \forall k \in K, m \in M. \tag{20f}
\]
\[
\vartheta_{m,k}^{(d)} = \frac{z_m}{\sqrt{z_m^2 + \|q_m - u_k^{(d)}\|^2}}, \forall k \in K, m \in M, \tag{20g}
\]

\[
H_{\text{min}} \leq z_m \leq H_{\text{max}}, \forall m \in M, \tag{20h}
\]

where \(\tilde{R}_{k,m}^{(s)}\), \(\tilde{R}_{m,k}^{(d)}\), and \(R_{m,n,k}\) are given in (12), (13), and (14), respectively.

Problem (P1) is generally challenging to solve since the UAVs’ 3D placement as well as bandwidth-and-power allocation are coupled in the function of the achievable rate under the UAV-ground Rician fading channel model (see (12) and (13)), rendering it a highly complicated function that also makes the constraints in (20a) and (20e) non-convex. Two methods in the literature can be utilized to obtain a suboptimal solution to problem (P1). The first one is the BCD method that iteratively optimizes the bandwidth-and-power allocation as well as UAVs’ 3D placement by using convex optimization techniques. However, this method may suffer substantial rate performance loss since it is likely to get stuck at a low-quality suboptimal solution, especially when an improper UAVs’ placement initialization is adopted. In contrast, another method is based on the concept of GS [30], which progressively learns near-optimal UAVs’ 3D placement by stochastically searching in the 3D space for rate maximization. However, the GS method usually entails an excessively large number of iterations for convergence since it relies on stochastic sampling instead of using the deterministic gradient of the optimization problem as in the BCD method.

Motivated by the above, we propose in this paper a new method to efficiently obtain a high-quality suboptimal solution to problem (P1), called IGS-BCD, by synergizing the advantages of both the deterministic (BCD) and stochastic (GS) methods, namely, fast convergence and superior performance, respectively. Specifically, the proposed IGS-BCD algorithm alternates between two optimization phases, as illustrated in Fig. 2 which are briefly described as follows and will be elaborated in more details in the next two sections, respectively.

1) **BCD phase:** Given initial UAVs’ 3D placement (to be specified in Section VI-A), this phase aims to quickly find locally-optimal UAVs’ 3D placement solution by using the BCD method. Specifically, the optimization variables are divided into three sub-problems, namely, the bandwidth-and-power allocation, UAVs’ horizontal placement, and UAVs’ vertical placement. Then, we iteratively optimize one of the three sub-problems with the other two fixed until all the variables get converged. The obtained solution provides the initial UAVs’ 3D placement for the subsequent GS phase.
2) **GS phase:** Given UAVs’ 3D placement obtained in the BCD phase, the GS phase aims to *escape* the local optimum and further improve the max-min achievable rate by progressively searching the neighboring region of current UAVs’ placement in a stochastic manner. Since the bandwidth-and-power allocation is coupled with UAVs’ 3D placement in the max-min achievable rate, we reformulate problem (P1) into two sub-problems, corresponding to a slave problem for optimizing the bandwidth-and-power allocation given fixed UAVs’ 3D placement and a master problem for optimizing UAVs’ 3D placement based on the GS method. Within a prescribed maximum number of iterations, the GS phase will stop and switch to the BCD phase if a better solution than that obtained in the preceding BCD phase is found; otherwise, the IGS-BCD algorithm terminates.

Moreover, we illustrate in Fig. 3 the typical max-min rate obtained by the proposed IGS-BCD algorithm over its iterations. One can observe that, different from the conventional BCD method that may get stuck at a low-quality local optimum, the new method is able to further improve the max-min rate in the subsequent GS phase (albeit that the rate may fluctuate over iterations in each GS phase).

### IV. BCD Optimization Phase

In this section, we aim to quickly obtain a locally-optimal solution to problem (P1). To this end, we alternately optimize the bandwidth-and-power allocation, UAVs’ horizontal placement, as well as their vertical placement by using the BCD method.
A. Bandwidth-and-Power Allocation Optimization

Given any UAVs’ 3D placement, the optimization problem (P1) reduces to

(P2.a) $\max_{\mathbf{A}, \mathbf{P}, \eta} \eta$

s.t. $(20a) - (20c)$.

Note that problem (P2.a) is non-convex due to the non-convex information-causality constraint in $(20c)$. To address this issue, we first present an important lemma as below by using the definition of perspective functions.

**Lemma 1.** Given $\gamma > 0$, the function $g(x, y) \triangleq x \log_2 \left(1 + \frac{\gamma y}{x}\right)$ is jointly concave w.r.t. $x > 0$ and $y > 0$.

Based on Lemma 1, it can be easily shown that $\tilde{R}_{m,k}^{(d)}(R_{m,n,k})$ is concave w.r.t. $p_{m,k}^{(d)}(p_{m,n,k})$ and $a_{m,k}^{(d)}(a_{m,n,k})$. This property allows us to upper-bound $\tilde{R}_{m,k}^{(d)}$ and $R_{m,n,k}$ as follows by using the SCA technique.

**Lemma 2.** Given any UAVs’ 3D placement, $\tilde{R}_{m,k}^{(d)}$ in constraint $(20c)$ is upper-bounded by

$$\tilde{R}_{m,k}^{(d)} \leq \tilde{R}_{m,k}^{(d), \text{ub}} \triangleq \hat{R}_{m,k}^{(d)} + \hat{\psi}_{m,k}^{(d), \text{ub}} (a_{m,k} - \hat{a}_{m,k}^{(d)}) + \hat{\Phi}_{m,k}^{(d), \text{ub}} (p_{m,k} - \hat{p}_{m,k}^{(d)}), \forall m, n \in \mathcal{M}, k \in \mathcal{K},$$

where the equality holds at the point $a_{m,k}^{(d)} = \hat{a}_{m,k}^{(d)}$ and $p_{m,k}^{(d)} = \hat{p}_{m,k}^{(d)}$. Similarly, we can upper-bound $R_{m,n,k}$ in constraint $(20c)$ by

$$R_{m,n,k} \leq R_{m,n,k}^{\text{ub}} \triangleq \hat{R}_{m,n,k}^{(d)} + \hat{\Omega}_{m,n,k}^{(d), \text{ub}} (a_{m,n,k} - \hat{a}_{m,n,k}) + \hat{\Lambda}_{m,n,k}^{(d), \text{ub}} (p_{m,n,k} - \hat{p}_{m,n,k}), \forall m, n \in \mathcal{M}, k \in \mathcal{K},$$

where the equality holds at the point $a_{m,n,k} = \hat{a}_{m,n,k}$ and $p_{m,n,k} = \hat{p}_{m,n,k}$. In the above, $\hat{R}_{m,k}^{(d)}$, $\hat{\psi}_{m,k}^{(d), \text{ub}}$, $\hat{\Phi}_{m,k}^{(d), \text{ub}}$, $\hat{\Omega}_{m,n}^{(d), \text{ub}}$ and $\hat{\Lambda}_{m,n}^{(d), \text{ub}}$ are constants that are defined in Appendix A.
Proof: See Appendix A.

By using Lemma 2, problem (P2.a) is approximately reformulated as

\[
\text{(P2.b)} \quad \max_{\mathbf{A}, \mathbf{P}, \eta} \eta \\
\text{s.t.} \quad (20a) - (20d),
\]

\[
\tilde{R}_{m,k}^{(d)} + R_{m,n,k}^{ub} \leq \tilde{R}_{k,m}^{(s)} + R_{n,m,k}, \forall m \in \mathcal{M}, k \in \mathcal{K}. \tag{21}
\]

It can be easily verified that problem (P2.b) is a convex optimization problem, which can be efficiently solved by using existing solvers, e.g., CVX \[31\].

B. UAVs’ Horizontal Placement Optimization

Given any feasible resource allocation and UAVs’ vertical placement, problem (P1) reduces to the following problem for the UAVs’ horizontal placement optimization.

\[
\text{(P3.a)} \quad \max_{\mathbf{Q}, \mathbf{V}, \eta} \eta \\
\text{s.t.} \quad (20a), (20e) - (20g).
\]

Problem (P3.a) is a non-convex optimization problem since the constraints in \[20a\] and \[20e]-\[20g\] are neither convex nor concave w.r.t. \{\mathbf{Q}, \mathbf{V}\}. To tackle this difficulty, we establish an important equivalence between problem (P1) and its relaxed problem as follows.

**Lemma 3.** Problem (P3.a) can be solved by finding the solution to problem (P3.b) as formulated below that relaxes the equality constraints in \[20a\] and \[20e]-\[20g\].

\[
\text{(P3.b)} \quad \max_{\mathbf{Q}, \mathbf{V}, \mathbf{R}, \eta} \eta \\
\text{s.t.} \quad \sum_{m \in \mathcal{M}} r_{m,k}^{(d)} \geq \eta, \forall k \in \mathcal{K}, \tag{22a}
\]

\[
r_{m,k}^{(d)} + \sum_{n \in \mathcal{M}, n \neq m} r_{m,n,k} \leq r_{k,m}^{(s)} + \sum_{n \in \mathcal{M}, n \neq m} r_{n,m,k}, \forall m, n \in \mathcal{M}, k \in \mathcal{K}, \tag{22b}
\]

\[
r_{m,k}^{(d)} \leq \tilde{R}_{m,k}^{(d)}, \forall m \in \mathcal{M}, k \in \mathcal{K}, \tag{22c}
\]

\[
r_{k,m}^{(s)} \leq \tilde{R}_{k,m}^{(s)}, \forall m \in \mathcal{M}, k \in \mathcal{K}, \tag{22d}
\]

\[
r_{m,n,k} \leq R_{m,n,k}, \forall m, n \in \mathcal{M}, k \in \mathcal{K}, \tag{22e}
\]

\[
u_{k,m}^{(s)} \leq \frac{z_m}{\sqrt{z_m^2 + \|q_m - u_k^{(s)}\|^2}}, \forall m \in \mathcal{M}, k \in \mathcal{K}, \tag{22f}
\]
Lemma 4. Given any resource allocation and UAVs’ vertical placement, $\hat{R}_{m,k}^{(d)}$, $\hat{R}_{k,m}^{(s)}$, $R_{m,n,k}$, $\ell^{(s)}_{k,m}$, and $\ell^{(d)}_{m,k}$ are lower-bounded by their first-order Taylor approximations as follows.

- $\hat{R}_{m,k}^{(d)} \geq \hat{R}_{m,k}^{(d),lb} \triangleq \hat{R}_{m,k}^{(d)} + \hat{\Psi}_{m,k}^{(d),lb} \left( e^{-(B_1+B_2v_{m,k}^{(d)})} - e^{-(B_1+B_2v_{m,k}^{(d)})} \right) + \hat{\Phi}_{m,k}^{(d),lb} \left( \| q_m - u_k^{(d)} \| - \| \hat{q}_m - u_k^{(d)} \| \right)$, where $\hat{\Psi}_{m,k}^{(d),lb} = -\frac{C_2\gamma}{X(YX^2+\gamma(C_1X+C_2))\ln 2}$, $\hat{\Phi}_{m,k}^{(d),lb} = -\frac{\gamma\alpha(C_1X+C_2)}{2Y(XY^2+\gamma(C_1X+C_2))\ln 2}$, with $\gamma \triangleq \frac{p_{m,k}}{e_{m,k}^\alpha}$, $X \triangleq 1 + e^{-(B_1+B_2v_{m,k}^{(d)})}$, $Y \triangleq z_m^2 + \| \hat{q}_m - u_k^{(d)} \|^2$, and $\hat{R}_{m,k}^{(d)}$ is the local value of $\hat{R}_{m,k}^{(d)}$ at the point $\hat{v}_{m,k}^{(d)}$ and $\hat{q}_m$. The equality holds at the point $\hat{v}_{m,k}^{(d)} = \hat{v}_{m,k}^{(d)}$ and $q_m = \hat{q}_m$.

- $\hat{R}_{k,m}^{(s)} \geq \hat{R}_{k,m}^{(s),lb} \triangleq \hat{R}_{k,m}^{(s)} + \hat{\Psi}_{k,m}^{(s),lb} \left( e^{-(B_1+B_2v_{k,m}^{(s)})} - e^{-(B_1+B_2v_{k,m}^{(s)})} \right) + \hat{\Phi}_{k,m}^{(s),lb} \left( \| q_m - u_k^{(s)} \| - \| \hat{q}_m - u_k^{(s)} \| \right)$, where $\hat{\Psi}_{k,m}^{(s),lb}$ and $\hat{\Phi}_{k,m}^{(s),lb}$ can be defined in similar forms as $\hat{\Psi}_{m,k}^{(d),lb}$ and $\hat{\Phi}_{m,k}^{(d),lb}$, and $\hat{R}_{k,m}^{(s)}$ is the local value of $\hat{R}_{k,m}^{(s)}$ at the point $\hat{v}_{k,m}^{(s)}$ and $\hat{q}_m$. The equality holds at the point $\hat{v}_{k,m}^{(s)} = \hat{v}_{k,m}^{(s)}$ and $q_m = \hat{q}_m$.

- $R_{m,n,k} \geq \hat{R}_{m,n,k}^{(d),lb} \triangleq \hat{R}_{m,n,k} + \hat{\Omega}_{m,n,k}^{(d),lb} \left( \| q_m - q_n \|^2 - \| \hat{q}_m - \hat{q}_n \|^2 \right)$, where $\hat{\Omega}_{m,n,k}^{(d),lb}$ can be defined in a similar form as $\hat{\Psi}_{m,k}^{(d),lb}$, and $\hat{R}_{m,n,k}$ is the local value of $R_{m,n,k}$ at the point $\hat{q}_m$. The equality holds at the point $q_m = \hat{q}_m$.

Proof: See Appendix B.
the point \( q_m = \hat{q}_m \).

- \( \ell_{m,k}^{(d)} \geq \ell_{m,k}^{(d),\text{lb}} \triangleq \hat{\ell}_{m,k}^{(d)} + \hat{\Lambda}_{m,k}^{(d),\text{lb}} (\|q_m - u_k^{(d)}\|^2 - \|\hat{q}_m - u_k^{(d)}\|^2) \), where the coefficients \( \hat{\Lambda}_{m,k}^{(d),\text{lb}} \) can be defined in a similar form as \( \hat{\Lambda}_{k,m}^{(s),\text{lb}} \), and \( \hat{\ell}_{m,k}^{(d)} \) is the local value of \( \ell_{m,k}^{(d)} \) at the point \( \hat{q}_m \). The equality holds at the point \( q_m = \hat{q}_m \).

Lemma 4 can be proved by using the similar method in [12], with the details omitted for brevity. Based on Lemma 4, problem (P3.b) can be transformed into the following approximate form.

\[
\text{(P3.c)} \quad \max_{Q,V,R,\eta} \eta \quad \text{s.t.} \quad r_{m,k}^{(d)} \leq \hat{R}^{(d),\text{lb}}_{m,k}, \forall m \in \mathcal{M}, k \in \mathcal{K}, \quad (23a)
\]
\[
r_{k,m}^{(s)} \leq \hat{R}^{(s),\text{lb}}_{k,m}, \forall m \in \mathcal{M}, k \in \mathcal{K}, \quad (23b)
\]
\[
r_{m,n,k}^{(d)} \leq R^{\text{lb}}_{m,n,k}, \forall m, n \in \mathcal{M}, k \in \mathcal{K}, \quad (23c)
\]
\[
v_{k,m}^{(s)} \leq \hat{\ell}_{k,m}^{(s),\text{lb}}, \forall m \in \mathcal{M}, k \in \mathcal{K}, \quad (23d)
\]
\[
v_{m,k}^{(d)} \leq \hat{\ell}_{m,k}^{(d),\text{lb}}, \forall m \in \mathcal{M}, k \in \mathcal{K}, \quad (23e)
\]
\[
(22a), (22b).
\]

Problem (P3.c) is a convex optimization problem and thus can be efficiently solved by CVX. It is worth mentioning that by replacing \( \hat{R}^{(d),\text{lb}}_{m,k} \), \( \hat{R}^{(s),\text{lb}}_{k,m} \), and \( R^{\text{lb}}_{m,n,k} \) with their first-order Taylor approximations, the optimal solution to problem (P3.c) may not necessarily satisfy the information-causality constraint (20e) in problem (P3.a), since both sides of (20e) are replaced by their upper bounds, and thus the feasible set of problem (P3.c) may not be identical to that of (P3.a). However, this issue can be addressed by solving the resource allocation problem (P2.b) in the next-round BCD iteration, in which the obtained solution will satisfy the information-causality constraint.

C. UAVs’ Vertical Placement Optimization

Given any feasible resource allocation and UAVs’ horizontal placement, problem (P1) reduces to the UAVs’ vertical placement optimization problem as follows.

\[
\text{(P4.a)} \quad \max_{Z,V,\eta} \eta \quad \text{s.t.} \quad (20a), (20e) - (20h).
\]
It is observed that problem (P4.a) has a similar form as problem (P3.c). Thus, by following the similar procedures as for solving problem (P3.a), (P4.a) can be transformed into the following approximate form

\[
(P4.b) \quad \max_{\mathbf{z}, \mathbf{v}, \mathbf{R}, \eta} \eta
\]

s.t. \quad v_{k,m}^{(s)} \leq \hat{v}_{k,m}^{(s)} + \hat{\Lambda}_{k,m,\text{lb}}^{(s)} (z_m^2 - \hat{z}_m^2), \forall m \in \mathcal{M}, k \in \mathcal{K}, \quad (24a)

\quad v_{m,k}^{(d)} \leq \hat{v}_{m,k}^{(d)} + \hat{\Lambda}_{m,k,\text{lb}}^{(d)} (z_m^2 - \hat{z}_m^2), \forall m \in \mathcal{M}, k \in \mathcal{K}, \quad (24b)

\quad r_{m,k}^{(d)} \leq \hat{R}_{m,k}^{(d)} + \hat{\Psi}_{m,k,\text{lb}}^{(d)} (e^{-(B_1 + B_2 v_{m,k}^{(d)})} - e^{-(B_1 + B_2 \hat{v}_{m,k}^{(d)})})
\quad + \hat{\Phi}_{m,k,\text{lb}}^{(d)} (z_m^2 - \hat{z}_m^2), \forall m \in \mathcal{M}, k \in \mathcal{K}, \quad (24c)

\quad r_{k,m}^{(s)} \leq \hat{R}_{k,m}^{(s)} + \hat{\Upsilon}_{k,m,\text{lb}}^{(s)} (e^{-(B_1 + B_2 v_{k,m}^{(s)})} - e^{-(B_1 + B_2 \hat{v}_{k,m}^{(s)})})
\quad + \hat{\Xi}_{k,m,\text{lb}}^{(s)} (z_m^2 - \hat{z}_m^2), \forall m \in \mathcal{M}, k \in \mathcal{K}, \quad (24d)

\quad r_{m,n,k} \leq \hat{R}_{m,n,k} + \hat{\Omega}_{m,n,k,\text{lb}} (z_m^2 - \hat{z}_m^2), \forall m, n \in \mathcal{M}, k \in \mathcal{K}, \quad (24e)

(20h), (22a), (22b).

Problem (P4.b) is a convex optimization problem, which can also be efficiently solved by CVX.

D. BCD Phase Complexity

Based on the results obtained in the preceding three subsections, an iterative BCD algorithm is proposed to obtain a suboptimal solution to problem (P1) by optimizing the resource allocation, UAVs’ horizontal placement and their vertical placement one by one with the other two fixed. Next, we analyze the complexity of the BCD algorithm. The convex optimization problems (P2.b), (P3.c), and (P4.b) are solved by CVX using the interior-point method, with the same complexity order given by \(O((M^2K)^{3.5} \log(1/\epsilon))\), where \(\epsilon \geq 0\) is a prescribed accuracy parameter. Then, accounting for the BCD iterations with the complexity order of \(\log(1/\epsilon)\), the overall complexity of each BCD phase is \(O ((M^2K)^{3.5} \log^2(1/\epsilon))\). Last, it is worth mentioning that in each round of iteration, although the objective values (i.e., max-min rates) of the solutions to problems (P3.c) and (P4.b) are not guaranteed to monotonically increase due to the expanded feasibility sets arising from the approximated information-causality constraint (see Section [V-B]), the BCD algorithm is observed to always converge in our extensive simulations.
V. GS Optimization Phase

In this section, we propose a GS-based algorithm to progressively improve the UAVs’ 3D placement and resource allocation obtained in the preceding BCD phase that may get stuck at a low-quality local optimum. To this end, we decompose problem (P1) into two sub-problems as follows, namely, a slave problem for the resource allocation optimization with given UAVs’ 3D placement and a master problem for UAVs’ 3D placement optimization.

1) Slave problem: Given any UAVs’ 3D placement, the slave problem aims to optimize the bandwidth-and-power allocation for maximizing the minimum achievable rate. This slave problem has the same form as problem (P2.b), and thus can be efficiently solved by using the same method (see Section IV-A).

2) Master problem: Based on the slave problem (P2.b), the master problem aims to optimize the UAVs’ 3D placement for maximizing the minimum achievable rate. Let $\eta(W)$ denote the max-min achievable rate given the UAVs’ 3D placement $W \triangleq \{Q, Z\}$, where $\eta(W) = \eta^*$ with $\eta^*$ denoting the obtained max-min rate by solving the slave problem (P2.b) with given $W$. It can be easily shown that the optimal UAVs’ 3D placement should be inside the smallest cubic space, denoted by $W_0$, with its projection on the ground covering all the ground nodes and its altitude confined in $[20h]$. As such, the master problem can be formulated as

\[
(P5) \quad \max_{W \in W_0} \eta(W).
\]

Note that the optimal solution to problem (P5) is intractable due to the lack of a closed-form expression for the max-min rate w.r.t. the UAVs’ 3D placement, i.e., $\eta(W)$, which can only be computed by solving the slave problem (P2.b) using the iterative algorithm in Section IV-A. One straightforward approach for solving (P5) is to exhaustively search the UAVs’ placement in the cubic space $W_0$, but this will be computationally costly and even infeasible for a multi-UAV relaying system consisting of a large number of UAVs to cover a large geographical area. To address this issue, we propose to leverage the GS method for progressively finding suboptimal UAVs’ placement that is superior to the one obtained in the BCD phase. Specifically, the GS method iteratively updates the UAVs’ 3D placement by generating a sequence of samples based on a Markov chain; while each iteration $t$ constitutes $M$ sub-iterations that successively update each UAV’s location to its new location according to customized Markov transition probabilities with the locations of other UAVs being fixed. The details of the proposed GS-based algorithm are given as follows.
First, the cubic space $\mathcal{W}_0$ is equally partitioned into fine-grained small cubic regions with different 3D locations, where the coordinates of the centroids of these regions are denoted by $E$ as the state space of each UAV’s possible locations. Next, we denote $w_i^m(t) \in E$ as the location of UAV $U_m$ in sub-iteration $i$ of the $t$-th iteration, and denote $\mathcal{W}^i(t) = \{w_1^i(t), \ldots, w_M^i(t)\}$ as the system state comprising all the $M$ UAVs’ current locations. Moreover, let $\mathcal{W}^i_{-m}(t) = \{w_1^i(t), \ldots, w_{m-1}^i(t), w_{m+1}^i(t), \ldots, w_M^i(t)\}$ represent the partial system state excluding the location of the $m$-th UAV. The typical realization of the system state $\mathcal{W}^i(t)$ is denoted by $\tilde{\mathcal{W}}^i(t) \in E^M \triangleq E \times \cdots \times E$. Last, the state transition probability from the state in sub-iteration $i - 1$ to $i$ in the $t$-th iteration is simply represented by $Pr[\mathcal{W}^i(t) | \mathcal{W}^{i-1}(t)]$, $i = 2, \cdots, M$, and the transition probability from the state in sub-iteration $M$ of the $(t - 1)$-th iteration to sub-iteration 1 of the $t$-th iteration is denoted by $Pr[\tilde{\mathcal{W}}^1(t) | \tilde{\mathcal{W}}^M(t - 1)]$.

Our objective is to maximize the minimum achievable rate, $\eta(\mathcal{W})$ of the master problem, by exploring locations around the UAVs’ current placement. This is achieved by carefully designing a Markov chain for updating the UAVs’ 3D placement as follows.

- **Initialization:** Initialize a UAVs’ placement configuration as $\mathcal{W}^1(t) = \tilde{\mathcal{W}}^1(t)$ with $t = 1$.
- **Sub-iteration:** Successively update the location of each UAV with those of the others being fixed. Specifically, in each sub-iteration $i \in \{2, \cdots, M\}$, the $i$-th UAV is selected for updating its location according to the following state transition probability

$$Pr[\mathcal{W}^i(t) = \tilde{\mathcal{W}}^i(t) | \mathcal{W}^{i-1}(t) = \tilde{\mathcal{W}}^{i-1}(t)]$$

$$= \mathbb{I}[\tilde{\mathcal{W}}^i_{-i}(t) = \tilde{\mathcal{W}}^{i-1}_{-i}(t)] \times \frac{e^{\mu \eta(\mathcal{W}^i(t))}}{\sum_{\tilde{\mathcal{W}}^i(t) \in E^M} e^{\mu \eta(\tilde{\mathcal{W}}^i(t))}}, \quad \forall \tilde{\mathcal{W}}^i(t) \in E^M,$$  

where $\mu \geq 0$ is a fixed parameter and $\mathbb{I}[\cdot]$ is an indicator function. Note that in each sub-iteration $i$, the transition probability for each UAV’s placement configuration is jointly determined by its own utility (i.e., the max-min rate) and those of other possible configurations, $\tilde{\mathcal{W}}^i(t) \in E^M$. The transition probability is non-zero only when the locations of other UAVs except $U_i$ are unchanged. In this way, we only need to adjust one UAV’s 3D location in each sub-iteration. In addition, the transition probability of $Pr[\mathcal{W}^1(t) | \tilde{\mathcal{W}}^M(t - 1)]$ can be similarly defined and thus are omitted for brevity.

- **Repeat:** Repeat the above sub-iterations multiple times until it evades the local optimum (i.e., the max-min rate obtained in the current sub-iteration of the GS phase is larger than that obtained in the preceding BCD phase) or the maximum number of iterations, $T_{GS}$, is
reached. In the former case, the GS phase will stop and switch to the BCD phase, while in
the latter case, the IGS-BCD algorithm terminates and the final solution is the one obtained
in the preceding BCD phase.

Note that when the GS phase converges within the prescribed maximum number of iterations,
the stationary distribution of the above customized Markov chain is given by

$$\lim_{t \to \infty} \Pr \left[ \mathbf{W}^M(t) = \mathbf{W} \right] \triangleq \pi(\mathbf{W}) = \frac{e^{\mu \eta(\mathbf{W})}}{\sum_{\tilde{\mathbf{W}} \in \mathcal{E}^M} e^{\mu \eta(\tilde{\mathbf{W}})}}, \ \forall \mathbf{W} \in \mathcal{E}^M. \quad (26)$$

This stationary distribution admits a nice property as follows. It is observed that as $\mu \to \infty$,
the stationary probability of the optimal UAVs’ placement $\mathbf{W}^*$ for solving problem (P5) is
close to 1, which means that we can obtain the optimal UAVs’ 3D placement to problem (P5)
after sufficient iterations. In practice, setting too large $\mu$ will incur long time for convergence
since it needs more time for environment exploration, while setting too small $\mu$ will incur large
optimality gap, whose upper-bound is inversely proportional to $\mu$ \[30\]. Thus, we need to select
a suitable $\mu$ to balance the trade-off between computational time and achievable performance
in the UAVs’ 3D placement searching. In addition, another critical issue is that devising the
customized Markov chain requires calculating the transition probabilities for all possible $\mathbf{W}^i(t)$
that satisfies $\mathbf{W}^i_{-i}(t) = \mathbf{W}^{i-1}_{-i}(t)$ in \(25\) (corresponding to the case where only the $i$-th UAV’s
location changes from iteration $i-1$ to iteration $i$). This further necessitates the computation
for the corresponding max-min rates by using the iterative algorithm for resource allocation
optimization, which is computationally demanding when the state space becomes large.

To address this issue, we propose a refined GS method as follows that can substantially reduce
the computational complexity, and at the same time, achieve high-quality solution. The key idea
is to reduce the search space from the entire state space $\mathcal{E}$ to a sub-space that contains two sets
of locations. The first set, denoted by $\mathcal{A}_i(t)$, includes the current location of the selected UAV,$\mathbf{w}^{i-1}_i(t)$, and its neighboring six locations (i.e., the adjacent locations at the upside, downside,
front-side, rear-side, left-side, and right-side of $\mathbf{w}^{i-1}_i(t)$). The second set, denoted by $\mathcal{B}_i(t)$,
includes $L \ll |\mathcal{E}|$ random locations in the remaining state space $\mathcal{E} \setminus \mathcal{A}_i(t)$. Consequently, the
transition probability in \(25\) reduces to

$$\Pr[\mathbf{W}^i(t) = \mathbf{W}^i(t)|\mathbf{W}^{i-1}(t) = \mathbf{W}^{i-1}(t)]$$

$$\quad = \mathbb{I}[\mathbf{W}^i_{-i}(t) = \mathbf{W}^{i-1}_{-i}(t)] \times \mathbb{I}[\mathbf{w}^i(t) \in \mathcal{A}_i(t) \cup \mathcal{B}_i(t)] \times \frac{e^{\mu \eta(\mathbf{W}^i(t))}}{\sum_{\tilde{\mathbf{W}}^i(t) \in \mathcal{E}^M} e^{\mu \eta(\tilde{\mathbf{W}}^i(t))}}, \forall \mathbf{W}^i(t) \in \mathcal{E}^M. \quad (27)$$
In practical implementation, for each sub-iteration $i$ of the $t$-th iteration, we only need to calculate the transition probabilities for the states in a reduced accessible space, i.e., $W^i(t) \in C_i(t) \triangleq E^{M-1} \times (A_i(t) \cup B_i(t))$. It is worth mentioning that the set $A_i(t)$ is useful for quickly searching a locally better location for the selected UAV and the set $B_i(t)$ is designed for exploring the entire state space for a potentially better location by random selection. The computational complexity of each GS phase is analyzed as follows. Note that the slave problem (P2.b) in each iteration of the master problem can be solved in parallel with the individual complexity order of $O((M^2K)^{3.5} \log(1/\epsilon))$. In each iteration of the master problem, we need to compute the corresponding utility function values of all possible states for each UAV by solving the slave problem and choose the state transition policy according to (27). Thus, the overall complexity order of each GS phase is given by $O(MN(M^2K)^{3.5} \log(1/\epsilon)T_{GS})$, where $N = |C_i(t)|$ is the cardinality of the reduced accessible space.

VI. ALGORITHM INITIALIZATION AND COMPLEXITY

In this section, an efficient UAVs’ placement initialization scheme is proposed to help accelerate the convergence speed of the proposed IGS-BCD algorithm. Then, we summarize the overall IGS-BCD algorithm for solving problem (P1) and analyze its computational complexity.

A. Virtual-UAV Clustering Based Initialization

To accelerate the convergence speed of the proposed IGS-BCD algorithm, we propose a new UAVs’ placement initialization scheme, called virtual-UAV clustering (VUC), accounting for the spatial distribution of source-destination nodes as well as the asymmetry in the practical transmit power of ground nodes and UAVs. The main procedures are presented as follows.

1) **Virtual-UAV placement**: First, we assume that each pair of source and destination nodes is assigned with one virtual UAV at an initial altitude denoted by $H_0 \in [H_{\min}, H_{\max}]$ for assisting data relaying. We aim to determine the horizontal placement of $K$ virtual UAVs, which are denoted by $\{\tilde{U}_{\tilde{k}}, \tilde{k} \in \mathcal{K}\}$, under the constraints on the bandwidth-and-power allocation. For ease of design, we assume equal bandwidth-and-power allocation, i.e., the transmit power of each virtual UAV is $(\sum_{m=1}^{M} P_m)/K$, and the bandwidth of each UAV-UAV and UAV-ground link is $B/(2K)$. The transmit power at each source node is set as its maximum value. Then, for each pair of nodes, we optimize the virtual-UAVs’ locations to maximize the individual source-destination achievable rate by solving the following problem.
(P6) \[
\max_{\tilde{Q}} \quad R_{k,k}^{(d)}
\]
\[
\text{s.t.} \quad R_{k,k}^{(d)} \leq R_{k,\tilde{k}}^{(s)} \quad \forall k, \tilde{k} \in \mathcal{K},
\]

where $\tilde{Q}$ is the horizontal locations of virtual UAVs, $R_{k,k}^{(s)}$ is the maximum achievable rate from source node $S_k$ to virtual UAV $\tilde{U}_k$, and $R_{k,k}^{(d)}$ is the maximum achievable rate from virtual UAV $\tilde{U}_k$ to destination node $D_k$. It can be easily shown that for the optimal solution to (P6), the equality in constraints (28) should hold. This corresponds to searching for a point on the straight line connecting the two ground nodes that achieves $R_{k,k}^{(d)} = R_{k,\tilde{k}}^{(s)}$.

2) **Virtual-UAV clustering**: Second, the initial UAVs’ placement is determined as the centroids of $M$ clusters of the $K$ virtual UAVs by using the K-means clustering [32].

Note that directly deploying the UAVs at the centroids of $M$ clusters of the $2K$ ground nodes may be inappropriate in our case. For instance, when the source and destination nodes form distant clusters, this method will result in no UAV relays being deployed between these clusters and thus limit the max-min rate. This issue is addressed by our proposed initialization scheme with a virtual-UAV placement followed by a virtual-UAV clustering.

**B. Overall Algorithm and Complexity Analysis**

The proposed IGS-BCD algorithm starts with the initial UAVs’ placement as in Section VI-A and then alternates between the BCD and GS phases until we cannot find a better solution within a prescribed maximum number of iterations in the GS phase. It is worth noting that when the BCD phase switches to the GS phase, the initial UAVs’ placement locations are set as the discrete centroids of the cubic fine-grained regions that are closest to the continuous ones obtained in the preceding BCD phase.

Next, we discuss the complexity of the overall IGS-BCD algorithm. Let $T_{\text{out}}$ denote the total number of outer iterations of the BCD and GS phases. In each outer iteration, the BCD and GS phases have individual complexity orders of $O((M^2K)^{3.5} \log^2(1/\epsilon))$ (see Section IV-D) and $O(MN(M^2K)^{3.5} \log(1/\epsilon)T_{\text{GS}})$ (see Section V), respectively. Thus, the total computational complexity order of our proposed IGS-BCD algorithm is dominated by the GS phase, i.e., $O(T_{\text{out}}MN(M^2K)^{3.5} \log(1/\epsilon)T_{\text{GS}})$.

**VII. Simulation Results**

Simulation results are presented in this section to verify the effectiveness of the proposed algorithm. For ease of illustration, without otherwise specified, we consider a random realization
of 10 pairs of source and destination nodes distributed in a $300 \times 300$ m$^2$ square area, as shown in Fig. 4. Three UAVs are deployed to assist data relaying for ground nodes in a $300 \times 300 \times 150$ m$^3$ 3D space that is equally partitioned into equal-size cubes of $5 \times 5 \times 5$ m$^3$ in the GS phase. We assume that all the UAVs have the same maximum transmit power of $P_{m} = 2$ W, $\forall m$, and all the source nodes have the same maximum transmit power of $P^{(s)}_k = 15$ dBm, $\forall k$. The flying altitude for all UAVs is limited in the range of $[30, 150]$ m. The total system bandwidth is $B = 10$ MHz, the received noise power density is $N_0 = -169$ dBm/Hz, and the SNR gap $\Gamma = 8.2$ dB. The parameters for the Rician fading channel model are set as $B_1 = -4.3224$, $B_2 = 6.0750$, $C_1 = 0$, and $C_2 = 1$ [12]. In the UAVs’ placement initialization, all UAVs’ initial altitudes are set as 50 m. For the GS phase, we set the number of searched random locations $L = 3$. Other parameters are set as $\alpha = 2.5$, $\beta_0 = -30$ dB, $\mu = 30$, and $\epsilon = 0.001$.

Fig. 4. Locations of ground source-destination pairs for simulation.

A. Algorithm Performance

1) Performance of the proposed initialization scheme: We first compare our proposed VUC-based initialization with two benchmark initializations: 1) Random initialization: The UAVs are randomly deployed in the equally-partitioned cubes; 2) Ground node clustering (GNC) based initialization: The UAVs are placed at the three cluster centroids of the ground nodes.

In Figs. 5(a) and 5(b), we compare the instantaneous max-min rate over the (outer) iterations as well as the accumulatively best max-min rate over the so-far conducted iterations, respectively. First, it is observed that the IGS-BCD algorithm with our proposed VUC-based initialization converges faster than that with benchmark initializations. In addition, under different UAVs’
placement initializations, our proposed IGS-BCD algorithm is observed to achieve similar converged max-min rates, which demonstrates its robustness against different UAVs’ placement initialization schemes.

Fig. 6 shows the converged UAVs’ 3D placement by the proposed IGS-BCD algorithm with different initializations. It is observed that the converged UAVs’ locations are similar, regardless of their initial locations, which is in accordance with the similar converged max-min rates of different initializations observed in Fig. 5.

2) Performance of the proposed IGS-BCD algorithm: Next, we demonstrate the effectiveness of the proposed IGS-BCD algorithm with VUC-based initialization as compared to the following benchmark schemes: 1) Random placement with selection: Randomly generate 300 sets of UAVs’ 3D placement in the cubic region of interest with optimized communication resource allocation and select the one that achieves the largest max-min rate; 2) BCD only with VUC initialization:
Apply the BCD method only for solving problem (P1) with VUC-based initialization of UAVs’ placement; 3) BCD only with multiple initializations: Apply the BCD method only for solving problem (P1) with 100 initializations of UAVs’ placement and select the converged placement that achieves the largest max-min rate. In particular, the first UAVs’ initial placement is obtained by the VUC-based initialization for fair comparison; while the subsequent initializations are randomly selected from the neighboring region of the converged placement with the first VUC-based initialization; 4) GS only: Search UAVs’ 3D placement by using the GS method only with VUC-based initialization of UAVs’ placement.

Fig. 7(a) compares the converged max-min rate and required computational time of different schemes using Matlab 2019a on a computer with Intel i5 3.4 GHz CPU and 8-GB memory. Several important observations are made as follows. First, our proposed IGS-BCD algorithm and the GS-only scheme achieve similar max-min rates, which significantly outperform other benchmark schemes. This is expected since they both avoid getting stuck at local optimum via searching unexploited UAVs’ locations. Second, it is observed that the proposed IGS-BCD algorithm converges significantly faster than the GS-only scheme, due to the use of BCD to execute the local-optimum computation more efficiently. Third, it is observed that the BCD-only scheme with multiple initializations can only improve the max-min rate marginally after the BCD optimization based on the initial VUC-based initialization because the employed local research is inefficient as compared to the GS-based search in our proposed IGS-BCD algorithm.

Fig. 7(b) shows the converged UAVs’ 3D placement of different schemes, all using the VUC-
Based initialization. It is observed that given the same initialization, the converged UAVs’ 3D placement of the proposed IGS-BCD algorithm is close to that of the GS-only scheme, which is expected as they achieve similar max-min rates as shown in Fig. 7(a), whereas that of the BCD-only scheme is substantially different (thus resulting in suboptimal max-min rate performance as shown in Fig. 7(a)).

B. Effects of System Parameters

Next, we evaluate the effects of some key system parameters on the rate performance and UAVs’ placement.

1) Effects of the numbers of source-destination pairs or UAVs: In Fig. 8(a), we plot the converged max-min rates by different schemes versus the number of source-destination pairs, $K$. It is observed that given a fixed number of UAVs, the max-min rate monotonically decreases with the increasing number of ground nodes, which is expected since the total bandwidth and the transmit power of UAVs for data relaying is limited. Our proposed IGS-BCD algorithm is observed to achieve a larger max-min rate over the benchmark schemes for all the values of $K$. In Fig. 8(b) we compare the achieved max-min rates by different schemes versus the number of UAVs, $M$. Similarly, it is observed that all the schemes achieve larger max-min rate with the increasing number of UAVs, and the proposed IGS-BCD algorithm outperforms the benchmark schemes for all the values of $M$.

2) Effects of ground nodes’ spatial distribution: Last, we show in Fig. 9 the effects of the spatial distribution of ground nodes on the UAVs’ placement. Different from the random spatial
distribution considered in the previous subsections, we assume that the ground nodes form two types of clusters for communication, namely, the inter-cluster (see Fig. 9(a)) versus intra-cluster (see Fig. 9(b)) communications where the source and destination nodes are in different clusters and in the same cluster, respectively. It is observed that the converged UAVs’ placement by our proposed IGS-BCD algorithm can adapt to both setups efficiently, i.e., the UAVs are located between far-apart clusters for the inter-cluster communication case (see Fig. 9(a)) or within the clusters for the intra-cluster communication case (see Fig. 9(b)), as expected.

VIII. CONCLUSIONS
In this paper, we studied the joint optimization of UAVs’ 3D placement and bandwidth-and-power allocation in a multi-UAV relaying system. Under the elevation-angle dependent Rician fading UAV-ground channel model, an optimization problem was formulated to maximize the minimum achievable expected rate among multiple pairs of ground nodes. To solve this problem efficiently, we proposed a new IGS-BCD algorithm by synergizing the advantages of both the GS and BCD methods. Moreover, we proposed a customized UAVs’ placement initialization scheme for the proposed algorithm. Numerical results demonstrated the performance gains of the proposed algorithm as compared to various benchmark schemes including the conventional ones based on BCD or GS alone in terms of computational time as well as achievable rate. The proposed IGS-BCD algorithm is general and can also be applied to UAVs’ placement optimization in other UAV-assisted communication systems.
APPENDIX A

PROOF OF LEMMA 2

Using Lemma 1, it can be shown that $g(x, y) = (X + x) \log_2 \left(1 + \frac{\gamma(Y + y)}{X + x}\right)$ is concave w.r.t. $x > -X$ and $y > -Y$. Thus, we can upper-bound $\tilde{g}(x, y)$ by using the SCA technique. Specifically, for any given $x_0$ and $y_0$, we have $\tilde{g}(x, y) \leq \tilde{g}(x_0, y_0) + \tilde{g}_x(x_0, y_0)(x - x_0) + \tilde{g}_y(x_0, y_0)(y - y_0), \forall x, y,$ where

$$\tilde{g}_x(x_0, y_0) = -\frac{\gamma(Y + y_0) + \ln(1 + \frac{\gamma(Y + y_0)}{X + x_0})((X + x_0) + \gamma(Y + y_0))}{((X + x_0) + \gamma(Y + y_0)) \ln 2},$$

$$\tilde{g}_y(x_0, y_0) = \frac{(X + x_0) \gamma}{((X + x_0) + \gamma(Y + y_0)) \ln 2}.$$  

By setting $x_0 = 0$ and $y_0 = 0$, we obtain

$$(X + x) \log_2 \left(1 + \frac{\gamma(Y + y)}{X + x}\right) \leq X \log_2 \left(1 + \frac{\gamma Y}{X}\right) + \gamma \frac{Y + \ln(1 + \frac{\gamma Y}{X + x})}{X + \gamma Y} \frac{2X + x}{2}.$$

By letting $\gamma = \frac{f(v_{m,k}^{(d)})}{(z_m^2 + \|q_m - u_k^{(d)}\|^2)^{\frac{1}{2}}}$, $X = \hat{a}_{m,k}^{(d)}$, $x = a_{m,k}^{(d)} - \hat{a}_{m,k}^{(d)}$, $Y = \hat{p}_{m,k}^{(d)}$, and $y = p_{m,k}^{(d)} - \hat{p}_{m,k}^{(d)}$, we thus derive Lemma 2. Similarly, $\hat{R}_{m,k}^{(d)}$, $\hat{\psi}_{m,k}^{(d),ub}$, and $\hat{\Phi}_{m,k}^{(d),ub}$ can be defined in similar forms as $\hat{R}_{m,k}^{(d)}$, $\hat{\psi}_{m,k}^{(d),ub}$, and $\hat{\Phi}_{m,k}^{(d),ub}$. The proof of Lemma 2 is thus completed.

APPENDIX B

PROOF OF LEMMA 3

This lemma can be proved by contradiction. To maximize the minimum achievable rate among all ground nodes in problem (P3.a), the equality in (20e) and (20a) for all destination nodes should hold, i.e., $\sum_{m \in \mathcal{M}} \tilde{R}_{m,k}^{(d)} = \eta, \forall k \in \mathcal{K}$ and $\hat{R}_{m,k}^{(d)} + \sum_{n \in \mathcal{M}, n \neq m} R_{m,n,k} = \hat{R}_{k,m}^{(s)} + \sum_{n \in \mathcal{M}, n \neq m} R_{m,n,k}, \forall m \in \mathcal{M}, k \in \mathcal{K}$. Otherwise, we can always adjust the UAVs’ 3D placement to make the equality hold without decreasing the objective value. For the constraint (22g), if the inequality holds in the optimal solution to problem (P3.a), i.e., $\nu_{m,k}^{(d)} < \frac{z_m}{\sqrt{z_m^2 + \|q_m - u_k^{(d)}\|^2}}$, then we can always find another $\tilde{v}_{m,k}^{(d)}$ such that $\tilde{v}_{m,k}^{(d)} = \frac{z_m}{\sqrt{z_m^2 + \|q_m - u_k^{(d)}\|^2}}$. With the newly chosen $\tilde{v}_{m,k}^{(d)}$, the objective value can be further improved, thus contradicting the assumption. Similarly, the equality in constraint (22f) should hold. Otherwise, we can always find a new $\nu_{k,m}^{(s)} = \frac{z_m}{\sqrt{z_m^2 + \|q_m - u_k^{(s)}\|^2}}$ to increase the objective value.

Similarly, the equalities in constrains (22a) and (22b) should hold, i.e., $\sum_{m \in \mathcal{M}} \nu_{m,k}^{(d)} = \eta, \forall k \in \mathcal{K}$ and $\nu_{m,k}^{(d)} + \sum_{n \in \mathcal{M}, n \neq m} r_{m,n,k} = r_{k,m}^{(s)} + \sum_{n \in \mathcal{M}, n \neq m} r_{m,n,k}, \forall m \in \mathcal{M}, k \in \mathcal{K}$. Otherwise, we
can always adjust the values of $r_{m,k}^{(d)}$, $r_{k,m}^{(s)}$, and $r_{m,n,k}$ without decreasing the objective value. The equality in constraint (22c) also holds in the optimal solution, because the objective value monotonically increases with $r_{m,k}^{(d)}$. Since the equalities in constraints (20e), (20a), (22a), and (22b) hold, we can adjust the UAVs’ placement to make the equalities in constraints (22d) and (22e) hold, i.e., $r_{k,m}^{(s)} = \tilde{R}_{k,m}^{(s)}$ and $r_{m,n,k} = R_{m,n,k}$, so as to maximize the objective value. The proof of Lemma 3 is thus completed.
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