Revisiting mono-τ tails at the LHC
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We revisit the constraints on semileptonic operators derived from the mono-τ high-pT events in pp collisions at LHC. Like in previous studies, we obtain limits on the New Physics couplings from the CMS data much stronger than from the ATLAS data, despite a nearly equal integrated luminosity. We find that a neglected systematics on the τ lepton reconstruction efficiency can partly explain that difference. We then provide new limits on the New Physics couplings relevant to decays based on $b \rightarrow c\tau \bar{\nu}$ by using the recent ATLAS data with 139 fb$^{-1}$. We also show that the inclusion of propagation of the New Physics particle can significantly worsen the bounds obtained by relying on Effective Field Theoretical treatment of New Physics.

I. INTRODUCTION

To explain the hints of lepton flavor universality violation observed at LHCb and B-factories, one needs to go Beyond the Standard Model (BSM). These hints have been observed in the neutral processes based on the $b \rightarrow s\ell\ell$ transition with a combined significance of 4 $\sigma$ [1, 2], as well as in the charged semileptonic $b \rightarrow c\ell\bar{\nu}$ decays, with a significance of about 4 $\sigma$ [3, 4].

Semileptonic transitions can also be probed in the LHC, by colliding quarks from protons ($q = u, d, s, c, b$), namely by looking at the tail of $pp \rightarrow \ell\ell$ or $pp \rightarrow \ell\nu$ as measured by ATLAS and CMS. In other words, one translates the specific searches at the LHC into constraints on New Physics (NP) couplings relevant to low energy processes. It was shown that despite the suppression coming from parton distribution functions (PDFs) of heavy quarks the constraints on NP couplings can be competitive with those obtained by using low energy flavor observables due to the energy enhancement of the partonic cross-section [5, 6].

In this letter, we rely on the results of the very recent searches of a $W'$-resonance with a single τ lepton in the final state based on a data sample of 139 fb$^{-1}$ by ATLAS in Refs. [7], in order to derive the constraints on NP couplings. In addition to providing an update to the previous studies we also examine some common problems of this approach which might lead to overly tight constraints. In that regard, we identified two different issues:

i. The systematic uncertainty on the τ lepton reconstruction efficiency reported in the experimental papers was not systematically taken into account in most theoretical reinterpretation of the ATLAS and CMS searches. Since this uncertainty is dominant for τ's at high energies, where the NP is the most enhanced compared to the Standard Model (SM), this can lead to a bound too strong by about 10 % for ATLAS and 40 % for CMS.

This issue is detailed in section III

ii. The Effective Field Theory (EFT) approach is not always valid for those searches due to the insufficient separation between the energy scale of the partonic collision and the EFT cutoff $\Lambda$. Naively, by using the model-independent limits in models with mediators lighter than $\Lambda$, even in the case of non-resonant interactions, the resulting bounds are much stronger than those obtained with the propagation of mediators. In section IV we illustrate that effect for a scalar leptoquark with a mass of the order of 1 TeV, and show it can be as large as 60 %.

In this work we focus on the charged $b\bar{c} \rightarrow \tau \bar{\nu}$. Previous bounds on these processes by using the LHC data with 36 fb$^{-1}$, have been reported in Refs. [10, 11]. Here, we revisit these bounds and present improved results with 139 fb$^{-1}$ of data [12].

II. UPDATING MONO-τ TAILS AT THE LHC

A. Framework

We begin by adopting the same effective Lagrangian for NP as in Refs. [10, 11] to describe the generic transition between up- and down-type quarks:

$$\mathcal{L} = \frac{-4G_F V_{ij}}{\sqrt{2}} \left[ g^{ij}_{V_L} (\bar{u}_i \gamma_\mu P_L d_j)(\bar{\tau} \gamma^\mu P_L \nu_\tau) + g^{ij}_{V_R} (\bar{u}_i \gamma_\mu P_R d_j)(\bar{\tau} \gamma^\mu P_L \nu_\tau) + g^{ij}_{S_L} (\bar{u}_i P_L d_j)(\bar{\tau} P_L \nu_\tau) + g^{ij}_{S_R} (\bar{u}_i P_R d_j)(\bar{\tau} P_L \nu_\tau) + g^{ij}_{T} (\bar{u}_i \sigma_{\mu\nu} P_L d_j)(\bar{\tau} \sigma^{\mu\nu} P_L \nu_\tau) \right] + \text{h.c.},$$

where $G_F$ is the Fermi constant, $V_{ij}$ are the Cabibbo-Kobayashi-Maskawa (CKM) matrix elements, and $g^{ij}_{X}$ are the NP couplings, i.e. Wilson coefficients (WC), $X \in \{V_L, V_R, S_L, S_R, T\}$. The Lagrangian [1] is used...
to describe $u_i \to d_i \ell \bar{\nu}$ or $d_j \to u_j \ell \bar{\nu}$, but like in previous studies, we also use it to describe $\bar{u}_i d_j \to \ell \bar{\nu}$. When considering $\bar{u}_i d_j \to \ell \bar{\nu}$ at high energies, we do not integrate out $W$ when describing the Standard Model contribution, which is otherwise considered as background.

Using the above Lagrangian and after neglecting the fermion masses, the partonic cross-section for $b\bar{c} \to t\bar{\nu}$ induced by New Physics can be written as:

$$
\frac{d\sigma_{\text{NP}}}{dt} = \frac{|V_{cb}|^2}{48\pi^3} \left[ (|g_{sL}|^2 + |g_{sR}|^2) \hat{s}^2 + 4|g_{\nu}|^2 \hat{u}^2 \right] + 8\text{Re}(g_{\nu} g_{sL}) \left( \hat{u}^2 - \hat{t}^2 \right) + \frac{|V_{cb}|^2 m_W^2}{6\pi^4} \left( \hat{s}^2 - \hat{m}_W^2 \right),
$$

where the electroweak vacuum expectation value is $v = (\sqrt{2}G_F)^{-1/2}$, while $s$, $t$, and $u$ are Mandelstam parameters. The hats refer to partonic quantities. Only the $g_{sL}$-term may interfere with the SM, which is represented by the last line in (2). After integrating over $t \in [-\hat{s}, 0]$, we get the following partonic cross-section:

$$
\hat{\sigma}(\hat{s}) = \frac{|V_{cb}|^2 \hat{s}}{36\pi^3} \left[ |g_{sL}|^2 + |g_{\nu}|^2 + \frac{3}{4} |g_{sL}|^2 \right] + \frac{|V_{cb}|^2 m_W^2}{18\pi^4} \text{Re}(g_{sL}) \hat{s} + \frac{3}{4} |g_{sR}|^2 + 4|g_{\nu}|^2 \left( \hat{s}^2 - \hat{m}_W^2 \right),
$$

where again the last term is the interference between the SM and NP, while the interference term between the scalar and tensor contributions vanishes in the small fermion mass limit. An important observation at this point is that the NP contribution to the partonic cross-section increases with the center of mass energy with the rate $\propto \hat{s}$. This energy enhancement can partially compensate for the heavy quark PDF suppression at high energies. That is why we focus on the events in the high-$p_T$ tails.

The hadronic cross-section can be computed by convoluting the partonic cross-section with the parton luminosity functions $L_{q\bar{q}}$:

$$
\sigma(pp \to \tau^+ \nu) = \sum_{ij} \int \frac{dy}{y} L_{q_i \bar{q}_j}(y) |\hat{\sigma}(y)s|_{ij},
$$

$$
L_{q\bar{q}} = \int_y^1 \frac{dx}{x} \left[ f_{q_i}(x, \mu_F)f_{\bar{q}_j}(y/x, \mu_F) + q_i \leftrightarrow \bar{q}_j \right].
$$

The experimental analysis. However, since the dependence on Wilson coefficients has been made explicit, and since there are no interference terms, we can simply simulate for each $g_X$ separately.

### B. Recast

As mentioned in introduction, we recast the latest ATLAS searches for a heavy resonance decaying to $\tau\nu$, based on 139 fb$^{-1}$ of data [13]. That search is an update of their previous analysis based on 36.1 fb$^{-1}$ [13]. The previous ATLAS result, along with the similar CMS searches [10], have been used to derive bounds on the $g_X$ couplings in [10][12].

To simulate the events, we used MadGraph version 2.7.3 [17]. For each individual contribution to the cross-section we generate 5 \times 10^4 events with up to one jet in the final state. The cross-section for the processes (with and without jets) is computed automatically by MadGraph, leading order by using Lagrangian (1), implemented with Feynrules [15]. The outgoing particles are then showered and hadronized using Pythia8 [19]. The ATLAS detector is simulated using Delphes3 [20].

The events are then filtered by imposing the same kinematic cuts as in the experimental searches. Expressed in terms of the transverse momentum $p_T$, pseudorapidity $\eta$ and the azimuthal angle $\phi$, the cuts are made by selecting events:

- With one or more reconstructed $\tau$ with $p_T > 30$ GeV and $|\eta| < 2.4$, excluding $|\eta| \in [1.37, 1.52]$;
- With no electron with $p_T > 20$ GeV and $|\eta| < 2.47$, (excluding $|\eta| \in [1.37, 1.52]$), or muon with $p_T > 20$ GeV and $|\eta| < 2.5$;
- For which the transverse missing energy is large, $E_{\text{miss}} > 150$ GeV;
- Having a ratio between the $\tau$ and neutrino transverse energy within a range $0.7 < p_T / E_{\text{miss}} < 1.3$;
- With nearly back to back $\tau$ and neutrino i.e. $\Delta \phi > 2.4$.

The visible cross-section is obtained after binning the remaining events according to the dilepton transverse mass $m_T$:

$$
m_T = \sqrt{2p_T E_{\text{miss}}(1 - \cos \Delta \phi)}.
$$

The $\tau$ identification efficiency $\epsilon(\tau)$ is taken into account at the generator level, as input for Delphes3. It is in

---

1 The previous analysis with 36.1 fb$^{-1}$ of luminosity uses a cut of 50 GeV instead.
general a function of $p_T(\tau)$, but is reported by ATLAS as a function of $m_T$ [15]. In the CMS study it is instead reported as a constant value, independent of $p_T(\tau)$, but with an error that grows linearly with $p_T(\tau)$. In this Section we only consider the central value given for this efficiency, without accounting for the error, just like it was done in Refs. [10] [11]. The effect of including the systematics will be explored in Section III.

We validate the recast by comparing the acceptance ($A$) and efficiency ($\epsilon$) with results by ATLAS with 36 fb$^{-1}$ and with 139 fb$^{-1}$, respectively, on a $W'$ toy model. Indeed, we find that our final values for $A \times \epsilon$ agree, within 10 % with the result by ATLAS.

C. Analysis

We consider the observed number of events, simulated background, and background uncertainty as reported in Fig. 5 of Ref. [13]. We take the background and its uncertainty from ATLAS and consider the different uncertainties to be completely uncorrelated. To obtain the bounds on the Wilson coefficients, we use the package pyhf [21] in which the CLs method has been implemented [22] in order to compute the 95 % limit.

We should emphasize that using the Confidence Levels (CLs) method, we avoid the problem of bins with a small number of events, that could otherwise be problematic if we used a naive $\chi^2$-analysis. This problem is particularly pronounced in our case because the signal-to-background ratio increases with energy, but the background rapidly approaches zero. Moreover, the most significant part of the spectrum for our purpose is the one with the least statistics. To circumvent this problem and compare the two methods, we tried merging bins in order to justify the Gaussian approximation needed in the $\chi^2$-approach. That way we find that the results of CLs methods and $\chi^2$-approach are indeed compatible.

D. Results

We set limits on individual Wilson coefficients $g_X$, with $X \in \{V_L, V_R, S_L, S_R, T\}$ by solving for $\text{CL}_{obs}(g_i) > 0.95$. We also include the scenarios in which $g_{S_L} = \pm 4g_T$ at $\mu \approx 1$ TeV, which can occur in peculiar leptoquark scenarios. The resulting limits are summarized in Tab. I. The results are reported at $\mu = m_b$, as obtained using the renormalization group running with anomalous dimensions given in Ref. [23], which also changes the ratio between $g_{S_L}$ and $g_T$ in the last two lines.

In order to project the current limits to the targeted 3 ab$^{-1}$ of data, we proceed as follows:

- We multiply the signal and background by the increase in luminosity.
- We multiply the background uncertainty by the square root of the increase in luminosity.

| $\mathcal{L}$ (fb$^{-1}$) | ATLAS | CMS |
|-------------------------|--------|------|
| 36.1 | 139 | 3000 |
| 35.9 |
| $|g_{V_L}|, |g_{V_R}|$ | 0.57 | 0.32 | 0.15 | 0.32 |
| $|g_{S_L}|, |g_{S_R}|$ | 1.13 | 0.57 | 0.33 | 0.52 |
| $|g_T|$ | 0.32 | 0.18 | 0.08 | 0.17 |
| $|g_{S_L}| = 8.1|g_T|$ | 1.00 | 0.51 | 0.27 | 0.48 |
| $|g_{S_L}| = 8.5|g_T|$ | 1.08 | 0.56 | 0.29 | 0.52 |

TABLE I. Upper limits on the individual Wilson coefficients $g_X$ in the $W'$ toy model, as obtained using the ATLAS data with 36 and 139 fb$^{-1}$, respectively, and neglecting the systematic uncertainty on the $\tau$ reconstruction efficiency, as done in Refs. [10] [11].

- We use the expected CL instead of the observed one.

If all the errors were Gaussian, by going from luminosity $L_0$ to $L_1$ we would expect an improvement in the limit proportional to $(L_1/L_0)^{1/4}$. In this way one expects the reduction of the limit by 30 % when going from 36.1 to 139 fb$^{-1}$. According to Tab. I the actual data exhibit even better scaling, sitting at around 45 %. This makes us confident that by following the same scaling, the projection to 3 ab$^{-1}$ is reasonable and would improve (reduce) the limit by about 50 %.

III. IMPACT OF THE $\tau$ RECONSTRUCTION EFFICIENCY

From the results shown in Tab. I we observe a sizeable difference in the limits obtained from CMS and ATLAS data. Such a difference was already spotted in Ref. [10]. Considering the similarities between the two detectors, in particular the fact that the $\tau$ leptons are treated in a similar manner in both searches, it is surprising to have such a large gap in sensitivity, equivalent to a fourfold increase in luminosity.

We investigate whether or not it is possible to understand this difference from the treatment of systematic errors on the $\tau$ reconstruction efficiency.

In Ref. [15], the efficiency reported by ATLAS is a function of $m_T$, namely:

$\text{eff}(m_T) = 0.633 - 0.313m_T + 0.0688m_T^2 - 0.00575m_T^3$. [...] The relative uncertainty in the parameterized efficiency due to the choice of signal model is $\sim 10 \%$. [...] An additional uncertainty that increases by 20-25 % per TeV is assigned to $\tau_{had}$-$\tau_{vis}$ candidates with $p_T > 150$.

Instead, the efficiency in the CMS study [10] is discussed as follows:

- We multiply the signal and background by the increase in luminosity.
- We multiply the background uncertainty by the square root of the increase in luminosity.
- We use the expected CL instead of the observed one.

If all the errors were Gaussian, by going from luminosity $L_0$ to $L_1$ we would expect an improvement in the limit proportional to $(L_1/L_0)^{1/4}$. In this way one expects the reduction of the limit by 30 % when going from 36.1 to 139 fb$^{-1}$. According to Tab. I the actual data exhibit even better scaling, sitting at around 45 %. This makes us confident that by following the same scaling, the projection to 3 ab$^{-1}$ is reasonable and would improve (reduce) the limit by about 50 %.

III. IMPACT OF THE $\tau$ RECONSTRUCTION EFFICIENCY
The uncertainty associated with the $\tau_h$ identification is 5\% [48]. An additional systematic uncertainty, which dominates for high-$p_T$ $\tau_h$ candidates, is related to the degree of confidence that the MC simulation correctly models the identification efficiency. This additional uncertainty increases linearly with $p_T$ and amounts to $+5\%/-35\%$ at $p_T = 1$ TeV.\footnote{Note that in the new ATLAS data [13] 60 events are found above 1 TeV.}

In Fig. 1 we plot the two efficiencies [15, 16]. Note that in Ref. [11] the value $\epsilon(\tau) = 0.7$ has been used, as extracted from the Fig. 4 of Ref. [23] in which only the interval in $p_T$ between 20 GeV and 100 GeV is considered. Instead of giving a flat value for $\epsilon(\tau)$, with asymmetric uncertainties, it would be very helpful if CMS also provided a function to describe the downward trend of the $\tau$ reconstruction efficiency.

To take into account the effect of this systematic error we add a posterior reconstruction efficiency with its uncertainty, reported in the experimental papers. In the CLs method this can be done by assigning the signal a correlated error. To illustrate the effect of inclusion of that systematics we again recast the CMS and ATLAS searches from the 36 fb$^{-1}$ datasets and obtain the results presented in Tab. II. Note also that the same procedure is used with new ATLAS data.

From a comparison between the results given in Tab. I and Tab. II we see that the bounds become weaker by $\sim 10\%$ for ATLAS and by $\sim 40\%$ for CMS, after the systematic error on the $\tau$ reconstruction efficiency is included.

| $p_T$ (GeV) | ATLAS | CMS |
|------------|-------|-----|
| $<20$      | 1.0   | 1.0 |
| $20-100$   | 0.9   | 0.9 |
| $>100$     | 0.8   | 0.8 |

TABLE II. Same as in Tab. I but with the inclusion of systematic error on the $\tau$ reconstruction efficiency. See Sec. III for details.

IV. EFFECTS OF THE MEDIATOR PROPAGATION

Due to the energy enhancement in the partonic cross-section the most significant events in the analysis will be located at the high energy end of the spectrum, i.e. in the tail of the distribution. For obtaining the results presented in Sections II and III, as well as in Refs. [10–12], the most constraining events are indeed those above 1 TeV.\footnote{If we assume NP to be mediated by a $t$- or $u$-channel particle with a mass around 1 TeV, the partonic cross-section will be greatly overestimated if we do not account for the propagation of the NP state. This can be easily seen if we write the propagator $1-\frac{t}{m^2} \approx -\frac{t}{m^2} \left(1 + \frac{t}{m^2} + \ldots\right)$, $t \in [-s, 0]$. (7)} If we assume NP to be mediated by a $t$- or $u$-channel particle with a mass around 1 TeV, the partonic cross-section will be greatly overestimated if we do not account for the propagation of the mediator. This can be easily seen if we write the propagator

$$1-\frac{t}{m^2} \approx -\frac{t}{m^2} \left(1 + \frac{t}{m^2} + \ldots\right), \quad t \in [-s, 0].$$

Obviously, if the negative $t/m^2$ correction is neglected the cross-section would be much larger than the one obtained by using the usual EFT approach. This effect becomes even worse due to the energy enhancement in the cross-section and the fact that the size of the $t/m^2$ correction is actually enhanced by the cuts in the analysis.

To illustrate the effect of propagation of the mediator we shall compare the recast results of a leptoquark (LQ) model with and without the use of EFT.
A. Framework

As an example, we focus on the $R_2$ leptoquark Lagrangian \[24\],
\[
\mathcal{L}_{R_2} = y_{R_2}^L \bar{Q}_i R_2 l_j + y_{R_2}^L \bar{R}_L R_2^L L_j + h.c.
\]
where, as usual, $Q$ and $L$ are the left-handed doublets of quarks and leptons, while $u_R$ and $l_R$ are the right-handed singlets. We work in the basis where down-quark Yukawa couplings are diagonal. In Eq. (8) we use the notation with $R_2 = i \tau_2 R_2^*$, where $\tau_2$ is the usual Pauli matrix. As for the Yukawa couplings, i.e. between the $R_2$ leptoquark and the lepton and quark flavors, we use:
\[
y_L = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & y^L_{\ell} \end{pmatrix}, \quad y_R = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & y^R_{\nu} \end{pmatrix}.
\]
This is the minimal set of couplings needed to explain the charged current $B$-anomalies \[26, 27\], see also Ref. \[12\]. We take the mass $m_{R_2}$ as our benchmark point, which is consistent with current limits derived from direct searches \[26, 27\]. After neglecting the fermion masses, the partonic cross-section reads
\[
\frac{d\hat{s}}{dt} (\bar{e} \rightarrow \tau^+ \nu_\tau) = \frac{1}{64 N_c \pi s^2} \frac{|y_{\ell\tau}^L|^2 |y_{\nu\tau}^R|^2 \bar{u}^2}{(\bar{u} - m_{R_2}^2)^2}.
\]
This can be easily integrated since in the same limit $\bar{s} + \bar{t} + \bar{u} = 0$. We get
\[
\hat{\sigma}(\bar{s}) \approx \frac{|y_{\ell\tau}^L|^2 |y_{\nu\tau}^R|^2}{192 \pi m_{R_2}^2} \left[ \frac{x + 2}{x(1 + x)} - \frac{2 \log(1 + x)}{x^2} \right],
\]
where $x = \bar{s}/m_{R_2}^2$.

We recast the latest ATLAS searches \[13\], using the same selection of events as in the previous Section, again by allowing at most one extra jet in the final state.

B. Results

Like in the previous Section, we use the CLs method to constrain the two non-zero couplings appearing in Eq. (8) \[9\]. The resulting limit can be expressed as
\[
|y_{\ell\tau}^L||y_{\nu\tau}^R| < 2.44 \quad \text{for} \quad m_{R_2} = 1.3 \text{ TeV}.
\]
This inequality translates to a bound on the Wilson coefficient $g_{S_L} \equiv g_{S_L}(m_b)$ as
\[
|g_{S_L}| = 8.1 |g_T| < 0.88,
\]
which is to be compared with $|g_{S_L}| < 0.55$ as given in Tab. \[11\]

We see that the latter constraint on $g_{S_L}$ is approximately 60% weaker than the one obtained by using EFT alone. This statement is obviously dependent on the leptoquark mass and the difference should decrease as $m_{R_2}$ increases (see Fig. 2).

An important observation is that despite the total cross-section being only 10% smaller when considering the propagation of the mediator the difference in the limits on Wilson coefficients can be much larger. This is because the ratio of cross-sections depends on $p_T^{\text{min}}$, the value starting from which the high-$p_T$ tail is defined in order to derive desired constraints. For a smaller $p_T^{\text{min}}$, the $t/m_x^2$ term in Eq. (7) is large only in a small part of the phase space, whereas for larger values of $p_T^{\text{min}}$ this term remains always large. In Fig. 2 we show how the two constraints compare for various $p_T^{\text{min}}$ and various values of leptoquark masses. Indeed for heavier leptoquarks the constraints on couplings derived from EFT and propagating leptoquarks become closer to each other. Already at $m_{R_2} \approx 5$ TeV, we find that the two constraints are within 20% from each other. One should keep in mind, however, that the bound on $|g_{S_L}|$ is stronger for larger $p_T^{\text{min}}$ because the events larger than 1 TeV provide the most significant constraints.

![Fig. 2](image-url)

FIG. 2. Ratio of the limits obtained with the full model and the EFT for various $p_T$ cuts, in the limit of infinite luminosity.
and from the CMS data, despite their same luminosity of 36 fb⁻¹. We show that this difference can be partly explained by the inclusion of the systematic error on the τ lepton reconstruction efficiency, which was not accounted for in the previous theory analyses. We find that the inclusion of that systematics would loosen the bounds on Wilson coefficients by 10% and 40% when using the ATLAS and CMS data respectively.

Our final results are reported in Tab. III.

Finally, we examine the difference between the bounds on Wilson coefficients obtained by including in the analysis the propagation of the NP particle of mass O(1 TeV), with those obtained by using the EFT approach alone, i.e. by integrating out the NP particle. The nonresonant nature of the process does not exempt it from the separation of scale requirement, necessary for validity of the EFT description. We find that the inclusion of propagation further relaxes the bounds on Wilson coefficients. In particular, such a bound for the case of the R₂ leptoquark becomes 60% larger when the propagation of the m_{R₂} = 1.3 TeV leptoquark is included in the analysis. Therefore, the inclusion of propagation in the analyses in phenomenological studies is important.
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FIG. 3. 95 % exclusion limit on √y_{R₂}y_{τ} as a function of the R₂ mass (orange). The equivalent EFT result is shown in blue. We also include the projected limits with 3 ab⁻¹ of integrated luminosity.

V. CONCLUSIONS AND DISCUSSION

In this letter, we provided a reinterpretation of the latest 139 fb⁻¹ mono-τ search at LHC [13] in order to provide bounds of the New Physics couplings relevant to the semileptonic dimension-6 operators. We found that the new ATLAS limits are about a factor of 2 stronger than those obtained in the previous analyses, with 36 fb⁻¹.

By proceeding like in the previous theoretical recasts, we also find a puzzling difference between the bounds on the Wilson coefficients as derived from the ATLAS
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