Eulerian formulation for the triboelectric charging of polydisperse powder flows
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We propose an Eulerian formulation for the triboelectric charging of powder flows. Recently, continuum descriptions of the charging of monodisperse and bidisperse powder appeared. Now, we propose the first Eulerian formulation for this type of flows that can fully account for polydisperse particle size distributions. To this end, the joint particle size, velocity, and charge distribution function is solved through the direct quadrature method of moments. The newly established approach includes the uptake of electrostatic charge by the particles when contacting a solid wall and the exchange of charge in-between particles during collisions. The electrostatic field induced by the charge of the particles and the drag forces of the surrounding gas affect the particle dynamics. Test cases of two-dimensional steady channel flows demonstrate the charging of the flow from the walls towards the center and in downstream direction. Further, the method predicts the effect of variations of the particle size and initial velocity distribution and the charge diffusion coefficient. The ability to handle polydispersity is a step towards the simulation of the electric charge build-up of real powder flows in full-scale technical applications.
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I. INTRODUCTION

"Triboelectric charging" or simply "tribo-charging" is the phenomenon of charge exchange between solid surfaces, such as particles, when brought into contact. Over the years, triboelectric charging found its way to several technical applications, such as electrostatic separation of insulators\(^1\) or electrophotography\(^3\). Aside from its industrial significance, examples of this phenomenon can be encountered in nature. For example, strong electrostatic interactions during volcanic eruptions,\(^4\) aeolian transport of grains,\(^5\) and the formation of sharp-edged "razorbacks" observed on Mars\(^6\) can be traced back to triboelectric charging.

Also, electrostatic charge build-up is associated with numerous industrial accidents. During the pneumatic transportation process, particles experience many collisions with each other and pipe walls. These collisions, which go along with charge transfer, lead to an electrically charged particle-laden flow. This might, depending on the specific transportation conditions, cause several problems. Among these, electrostatic adhesion forces between the charged powder and pipe walls have been an important concern for retaining a steady flow.\(^7\)–\(^11\) However, the consequences may be far more severe when an excessive charge accumulation brings about a sudden discharge. This sudden release can lead to disastrous outcomes such as fires or dust explosions.\(^12\)–\(^14\)

Its complex nature and far-fetching impact brought triboelectric charging into the limelight of several research projects. Throughout the years, many experimental studies have been carried out to highlight the effects of various parameters on the charging of the powders.\(^11\)\(^12\)\(^13\)\(^15\)–\(^23\) These studies have shown to be, although highly contributive, not conclusive due to uncertainties involved in an experimental environment. The most notable uncertainty might be related to the initial and boundary conditions of the particulate phase.

Numerical studies, on the other hand, offer great convenience to overcome the uncertainties involved in the prescription of initial and boundary conditions. To this end, Eulerian-Lagrangian approaches are most popular in recent simulations.\(^24\)\(^26\) Therein, each particle is tracked individually which makes the prescription of properties such as the particle size distribution straightforward. This motivated the model developed by Hassani et al.\(^27\) to investigate the effect of electrostatic forces on the hydrodynamics of fluidized beds. Their results indicated a decrease in the bubble sizes for the charged particles and an increase in the bed voidage, which was compared to the experimental works of Bokkers, van Sint Annaland, and
Kuipers$^{28}$, Laurentie, Traoré, and Dascalescu$^{29}$ also used an Eulerian-Lagrangian model to examine the triboelectric charging taking place in vertically-vibrated beds of granular plastics. To study the electrostatic charge build-up during pneumatic conveying, Grosshans and Papalexandris$^{30}$ developed a four-way coupled large-eddy simulation approach. Finally, Grosshans and Papalexandris$^{31}$ implemented a direct numerical simulation approach to explore the interplay between the different physical mechanisms underlying particle electrification in a turbulent channel flow. The study also underlined the significance of the particle Stokes number on charge build-up.

While the Eulerian-Lagrangian approach made its way in numerical studies of laboratory-scaled systems, the heavy burden of individual particle tracking limits the number of particles that can be computed simultaneously. Contrary, the description of the particulate phase in an Eulerian framework opens the possibility to handle complete technical flows consisting of a vast amount of particles. In the Eulerian description, the particulate phase is treated as a continuum whose properties are spatially and temporally averaged.

While the Eulerian-Eulerian approach is popular for general powder flow simulations, only recently a few studies appeared where it was employed to the charge generation of particle-laden flows. In their work, Kolehmainen, Ozel, and Sundaresan$^{32}$ developed a two-fluid model derived from the Boltzmann equation for the number density function of particles. Further, the Kinetic Theory of Granular Flow (KTGF)$^{33}$ was applied for the closure of the collision operator accounting for the changes in the number density function due to particle-particle collisions. The study also proposes a set of boundary conditions for the particle charge at conducting walls. To account for the charge exchange, the electrical model of Laurentie, Traoré, and Dascalescu$^{29}$ is adopted. The effect of electrostatic forces on the particles, which emerge when charge builds up, is included in their mathematical model. The results highlight the effects of triboelectric charging and particle motion on charge transport, in which charge diffusion through the random motion of particles was found to be more significant than triboelectric diffusion. Compared to the discrete element model, the proposed model performed fairly well for high solid phase volume fractions. Deviations found on the lower volume fraction regime were attributed to the Maxwellian assumptions of particle charge and velocity. Ray et al.$^{34}$ developed another two-fluid model and validated it against a lab-scale experiment of a fluidized bed of polyethylene particles. In the proposed approach, the charge separation mechanism follows the procedures of Matsusaka,
Ghadiri, and Masuda\textsuperscript{35} for the charge transfer at the conducting walls and of Johnson and Jackson\textsuperscript{78} for the boundary condition. Similar to Kolehmainen, Ozel, and Sundaresan\textsuperscript{32}, the model favors the KTGF\textsuperscript{33} for the particle-particle encounters and adopts the electrical model proposed by Laurentie, Traoré, and Dascalescu\textsuperscript{29}. Also, Montilla, Ansart, and Simonin\textsuperscript{37} recently presented a new formulation to compute electrostatic charging of mono-disperse particles in Eulerian framework.

A common challenge in Eulerian modeling is the difficulty to account for the size distribution of the dispersed phase. As elaborated in the recent review of Chowdhury \textit{et al.}\textsuperscript{38}, this issue is probably the most important outstanding problem in the Eulerian modeling of charged particulates. Thus, both aforementioned works are limited to monodisperse powder flows. In this light the recent numerical development by Ray \textit{et al.}\textsuperscript{39} represents an important step forward: they revised earlier two-fluid models by adopting the kinetic theory for bi-disperse granular flows based on the works of Jenkins and Mancini\textsuperscript{40} for the closure of the collision operator. Using the new model, they simulated steady-state flows of bi-disperse polyethylene particles in a one-dimensional domain. They did not consider advection or moment transport, but electrostatic forces. The results produced a bi-polar charge distribution for the particles of different sizes. The study also highlights the necessity of a poly-disperse model, where broad size distributions are expected.

An Eulerian model for the triboelectric charging of polydisperse powder is not existing yet. However, in another field, namely the simulation of sprays, the issue of the poly-dispensity of the droplets was addressed by the development of moment-based methods\textsuperscript{41,42}. One variant of moment-based methods is the direct quadrature method of moments (DQMOM)\textsuperscript{43} which turned out to be an accurate and efficient approach to compute sprays\textsuperscript{44} and spray drying processes\textsuperscript{45,46}. The feature that distinguishes DQMOM from other moment-based methods is the direct transportation of the weights and abscissas of the distribution functions in terms of a discrete number of physical quantities. So far, the electrical charging of particles was not integrated in DQMOM.

In this work, we propose an Eulerian approach adopting a DQMOM method with quadrature-based approximation for the closure of the moments. This approach, aside from introducing the polydispersity to the numerical studies of triboelectric charging of powders, also considers the momentum and charge transfer between the particles and other surfaces. The mathematical model is outlined in Section II and its derivation is detailed in the Ap-
In Section III the conditions of the cases for which we tested our new model are given. The results are presented and discussed in Section IV followed by the concluding remarks in the last section.

II. DQMOM FORMULATION FOR ELECTRICALLY CHARGING POWDER FLOW

The particulate phase is considered to behave as a continuum characterized by the particle number density function,

\[ f = f(u, r, q; x, t) . \]  

This expression gives the probable number density of particles at time instance \( t \) located at \( x \) having a velocity of \( u \), a radius of \( r \), and carrying an electrical charge of \( q \). We formulate the evolution of \( f \) in terms of a population balance equation, analogous to Williams’ spray equation for droplets and to Boltzmann’s equation for molecules,

\[
\frac{\partial f}{\partial t} + \frac{\partial (uf)}{\partial x} = -F_f - q_f .
\]  

Herein, the term \( F_f = \partial(\sum \dot{u} f)/\partial u \) represents the sum of the forces acting on the particles that affect \( f \). The novelty of our formulation is the term

\[
q_f = \frac{\partial (\dot{q} f)}{\partial q} + \nu_q \frac{\partial (f \partial^2 q/\partial x^2)}{\partial q} .
\]  

which represents the change of the particle number density function, \( f \), due to the change of the particle charge. The first term on the right and side of the above equation represents the effect of the temporal change of charge due to contact with a wall or other particles. The second term relates to the diffusion of charge in space, either via the motion of the particles that carry charge or spatial charge transport through collisions with other particles. The charge diffusion coefficient, \( \nu_q \), implicitly includes both these effects.

The DQMOM formulation of the left hand side of equation (2) is given in the section below, followed by the formulation of the right hand side in Section IIB. Afterward, \( q_f \) and the other source terms are detailed in Section IIC.
A. Spatial and temporal evolution

According to the methodology of DQMOM, $f$ is quadrature-based approximated as the sum over $N$ nodes of the product of weighted Dirac-delta distribution ($\delta$) of the particles’ velocities and charges, i.e.,

$$f = \sum_{n=1}^{N} w_n \delta(r - r_n) \delta(u - u_n) \delta(q - q_n).$$

(4)

In this equation, $w$ represents the particle weights or number densities. For conciseness we use in the above and the following equations the short notation

$$\delta(u - u_n) = \delta(u_1 - u_{1,n}) \delta(u_2 - u_{2,n}) \delta(u_3 - u_{3,n}).$$

(5)

Further, it is noted that we develop the new method for an arbitrary number of nodes $N$, instationary flows, and for three-dimensional domains. However, the simulations which we present in this paper regard the case of $N = 3$ and steady, two-dimensional flows.

Introducing the quadrature approximation into equation (2) leads to set of transport equations for the particle weights, and the abscissa of the radius, velocity, and charge distribution functions which read

$$\frac{\partial (w_n)}{\partial t} + \frac{\partial (w_n u_n)}{\partial x} = a_n$$

(6)

$$\frac{\partial (w_n r_n)}{\partial t} + \frac{\partial (w_n r_n u_n)}{\partial x} = b_n$$

(7)

$$\frac{\partial (w_n r_n u_n)}{\partial t} + \frac{\partial (w_n r_n u_n)}{\partial x} = c_n$$

(8)

$$\frac{\partial (w_n r_n q_n)}{\partial t} + \frac{\partial (w_n r_n q_n)}{\partial x} = d_n$$

(9)

Thus, the fields for $w_n, r_n, u_n,$ and $q_n$ are found solving equations (6) to (9). These equations appear equivalent to an Eulerian multi-fluid model but the source terms ($a_n, b_n, c_n,$ and $d_n$) are determined through moment transformation of equation (2). Using expressions (6)
to \((9)\), this moment transformation of the left hand side of equation \((2)\) yields the linear system
\[
\int r^k u_1^l u_2^m u_3^p q^s \left( \frac{\partial f}{\partial t} + \frac{\partial uf}{\partial x} \right) dr du_1 du_2 du_3 dq = \\
\sum_{n=1}^{N} \left( 1 - k \right) r_n^k u_{1,n} u_{2,n}^m u_{3,n}^p q_n^s a_n \\
+ \sum_{n=1}^{N} \left( -k + l + m + p \right) r_n^{k-1} u_{1,n}^l u_{2,n}^m u_{3,n}^p q_n^s b_n \\
+ \sum_{n=1}^{N} (l u_{1,n}^{-1} c_{1,n} + m u_{2,n}^{-1} c_{2,n} + p u_{3,n}^{-1} c_{3,n}) r_n^{k-1} u_{1,n}^l u_{2,n}^m u_{3,n}^p q_n^s \\
+ \sum_{n=1}^{N} -sr_n^{k-1} u_{1,n}^{-1} u_{2,n}^{-1} u_{3,n} u_{3,n}^1 q_n^s c_n \\
+ \sum_{n=1}^{N} -sr_n^{k-1} u_{1,n}^{-1} u_{2,n}^{-1} u_{3,n}^1 q_n^s d_n. \tag{10}
\]
The complete mathematical derivation is given in the Appendix.

B. Phase-space transport

The momentum transformation of the right hand side of equation \((2)\) yields the linear system
\[
\int r^k u_1^l u_2^m u_3^p q^s (-F_f - q_f) dr du_1 du_2 du_3 dq = \\
\sum_{n=1}^{N} w_n r_n^k u_{1,n}^l u_{2,n}^m u_{3,n}^p q_n^s \left( \frac{l \partial u_{1,n}}{\partial t} \right) \\
+ \sum_{n=1}^{N} w_n r_n^k u_{1,n}^l u_{2,n}^m u_{3,n}^p q_n^s \left( \frac{m \partial u_{2,n}}{\partial t} \right) \\
+ \sum_{n=1}^{N} w_n r_n^k u_{1,n}^l u_{2,n}^m u_{3,n}^p q_n^s \left( \frac{p \partial u_{3,n}}{\partial t} \right) \\
+ \sum_{n=1}^{N} w_n r_n^k u_{1,n}^l u_{2,n}^m u_{3,n}^p q_n^s \left( s \left( \frac{\partial q_n}{\partial t} + \nu q \frac{\partial^2 q_n}{\partial x^2} \right) \right). \tag{11}
\]
The complete DQMOM linear system is obtained through the quadrature-based approximation and moment transformation of equation \((2)\). After these operations, the left-hand side of equation \((2)\) takes the form of equation \((10)\) and the right-hand side the form of
equation (11). The closure of this system requires the modeling of the terms $\dot{u}$ and $\dot{q}$, which is described in the following section. The exact form of the DQMOM linear system depends on the moments $(k, l, m, p, s)$ which are chosen avoiding a singular coefficient matrix. After determining the source terms, the DQMOM equation system comprises $6 \times N$ unknowns, namely $a_n, b_n, c_n$, and $d_n$. In case of a two-dimensional simulation the number of unknowns reduces to $5 \times N$. To set up a well-defined linear equation system, we need choose a number of combinations of moments which equals the number of unknowns. Thus, our two-dimensional simulations and $N = 3$ require 15 moment combinations. Our choice of moments is given by the columns of the matrix

$$
\begin{pmatrix}
k \\
l \\
m \\
p \\
s
\end{pmatrix} = \begin{pmatrix}
3 & 3 & 2 & 1 & 2 & 0 & 1 & 0 & 0 & 3 & 2 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 3
\end{pmatrix}.
$$

(12)

C. Source terms

The closure of equations (2), (10), and (11) requires the modeling of the source terms, namely $\dot{u}_n$ and $\dot{q}_n$. In the following, the equations are given for discrete particles, thus, the indices to the nodes $n$ are omitted. The acceleration of a particle is affected by the aerodynamic drag forces and the electrostatic forces given by

$$
\ddot{u} = \frac{3 \rho_g}{8 r \rho} (u_g - \dot{u})|u_g - \dot{u}| C_d + \frac{3}{4} \frac{q E}{\pi r^3 \rho},
$$

(13)

where $\rho_g$ and $u_g$ are the density and velocity of the surrounding gas and $\rho$ is the material density of the particle. The drag coefficient, $C_d$, is determined as

$$
C_d = \begin{cases}
\frac{24}{Re_p} (1 + 0.15 \ Re_p^{0.687}) & \text{for } \ Re_p < 10^3 \\
0.44 & \text{for } \ Re_p \geq 10^3
\end{cases}
$$

(14)

In this equation, the particle Reynolds number is $Re_p = 2 r |u_g - \dot{u}| / \nu_g$ with $\nu_g$ being the kinematic viscosity of the gas.

The last term in equation (13) describes the electrostatic force acting on a given particle in case it is subjected to an external electrostatic field. As mentioned above, the electric field
strength $\mathbf{E}$ is computed by Gauss’s law. In the electrostatic approximation, $\mathbf{E}$ is defined in terms of the electric potential $\varphi$,

$$\mathbf{E} = -\nabla \varphi,$$  \hspace{1cm} (15)

so that Gauss’s law reduces to,

$$\nabla^2 \varphi = -\frac{\rho_{\text{el}}}{\varepsilon},$$  \hspace{1cm} (16)

which is a Poisson equation. In this equation, $\rho_{\text{el}}$ is the electric charge density, which is numerically approximated by the ratio of the total charge of all particles located in one cell and the volume of the cell. Since no external electric field is considered, the electric charge density results directly from the location and the charge of the surrounding particles. The solid volume fraction in our simulations is small, thus, we apply a value of $\varepsilon = 8.85 \times 10^{-12}$ F/m for the electric permittivity of the solid-gaseous mixture.

As discussed above, $\dot{q}$ reflects the accumulation of charge upon contact with surfaces through the triboelectric effect. However, we assume that the particles close to the walls often collide with the walls and, thus, reach their equilibrium charge. Thus, the effect of charge uptake during particle-wall collisions is not included in the term $\dot{q}$ but instead in the boundary conditions imposed to the field of $q$. Further, the charge transfer between particles during particle-particle collisions which leads to the spatial redistribution of charge is included in the charge diffusion term, which means the last term of equation (3).

The local effect of inter-particle collisions, on the other hand, need to be handled explicitly by modeling $\dot{q}$. In other words, $\dot{q}$ accounts for the charge transfer between particles located within the same infinitesimal volume, for example in a computational cell. In the present study, we consider the powder to be composed of homogeneous material and, therefore, no charge exchange due to a contact potential difference is assumed between equally charged particles. However, for colliding particles carrying different charges, a charge transfer mechanism is modeled using the analogy to a capacitor as proposed by Soo.[51] According to this analogy, the exchanged charge between two particles of the initial charges $q_1$ and $q_2$ and capacities of $C_1$ and $C_2$ is

$$\Delta q_1 = -\Delta q_2 = \frac{C_1 C_2}{C_1 + C_2} \left( \frac{q_2}{C_2} - \frac{q_1}{C_1} \right) \left( 1 - e^{-\Delta t_{12}/T_{12}} \right).$$  \hspace{1cm} (17)

In the above equation, the contact time of the collision is $\Delta t_{12} = 2.94 \alpha |\mathbf{u}_{p,12}|$. The charge relaxation time is

$$T_{12} = \frac{C_1 C_2}{C_1 + C_2} \frac{r_1 + r_2}{A_{12}} \varphi_p,$$  \hspace{1cm} (18)
where the electric capacity of a spherical particle is given by \( C = 4\pi \varepsilon_0 r \) and \( \varphi_p \) denotes the resistivity of the particle. The contact surface \( A_{12} \) is expressed as

\[
A_{12} = \frac{\pi r_1 r_2}{r_1 + r_2} \alpha. \quad (19)
\]

In the above equations, \( \alpha \) is following the elastic theory of Hertz \(^{51}\)

\[
\alpha = r_1 r_2 \left( \frac{5}{4} \pi \rho \left| u_{12} \right|^2 \frac{r_1 + r_2}{r_1^3 + r_2^3} \left( 1 - \frac{\mu^2}{E} \right)^{2/5} \right), \quad (20)
\]

with \( u_{12} \) being the relative velocity between the colliding particles and \( \mu \), and \( E \) is the Poisson ratio and the Young modulus of the particulate material, respectively.

Besides the charge also the velocity of the particles is updated assuming fully elastic collisions. It is noted that, contrary to our earlier Eulerian-Lagrangian simulations \(^{22}\) electrostatic forces acting on the particles during their interaction are not considered. The frequency of binary particle-particle collisions is determined through a stochastic approach based on a Poisson probability distribution function \(^{53}\). The assumption of binary particle collisions is justified for dilute flows.

Substitution of these models for \( \dot{u} \) and \( \dot{q} \) into equation (11) results in a linear system of equations, and its solution provides the source terms required in equations (6) to (9), which then constitutes a closed system.

### D. Numerical solution strategy

The finite difference method is used to find a numerical solution to the equation system. The first-order derivatives in equations (6) to (9) and (11) are approximated by a first-order upwind scheme in downstream direction and by second-order central schemes in wall-normal direction. Second-order central schemes are also used to discretize the second-order derivatives in equation (11) and on the left-hand side of Gauss’s law (16). The discretized equations are solved iteratively using the Jacobi algorithm. The iterations proceed until the \( L_2 \)-error norm, which is the rms of the difference between two subsequent iterations, of the particle charge drops by five orders of magnitude.
III. SIMULATION CONDITIONS

We simulated eight generic flow cases to test the newly developed numerical framework. More specifically, we considered a two-dimensional steady particle-laden channel flow. The particles occupy a volume of 1 %, which means the flow is dilute. The chosen setup aims to provide insights in the behavior of the new method and its response to parameter variations. Thus, we studied idealized conditions rather than realistic flows.

The numerical domain is bounded by two parallel planar walls, an inlet, and an outlet. According to our coordinate convention, the streamwise direction is denoted by the $x$-axis and the wall-normal direction by the $y$-axis. The width of the channel in the $y$-direction is $H = 40$ mm and its length in the $x$-direction is $10H$. Boundary conditions are applied to the variables of the particulate field at the sidewalls, the inlet, and the outlet as detailed below.

As regards the gaseous phase, we assumed a steady and in streamwise direction constant velocity profile, $u_g(y)$, as depicted in Figure 1. According to this profile, no-slip boundary conditions are applied at the side walls and the maximum streamwise velocity at the centreline of the channel is $u_{g,cl} = 5$ m/s. Further, we used a zero wall-normal gas velocity. The density $\rho_g = 1.225$ kg/m$^3$ and kinematic viscosity $\nu_g = 1.48 \times 10^{-5}$ m$^2$/s of the gas are constant. Thus, the Reynolds number based on the channel width and the average gas velocity is about 10000. The condition of the gaseous phase is the same for all simulated cases.

![FIG. 1. Constant profile of the streamwise gaseous velocity.](image-url)
We assume the walls of the channel to be conductive and grounded. Thus, the electric potential is zero at the walls and we apply a zero-gradient boundary condition at the inlet and outlet.

The inlet and wall boundary conditions and properties of the particulate phase are varied. At the outlet, we applied a zero-gradient boundary condition to all variables. More specifically, we varied three parameters, the initial radii and streamwise velocity distribution functions and parameters of the simulated test cases.

| Case | n | $w_{n,x=0}$ | $r_{n,x=0}$ | $u_{1,n,x=0}$ | $q_{n,x=0}$ | $q_{eq,n}$ | $\nu_q$ |
|------|---|-------------|-------------|--------------|------------|----------|--------|
|      |   | (-)         | (µm)        | (m/s)        | (µC)       | (µC)     | (mm²/s) |
| A    | 1 | 0.5         | 25          | $u_g(y) + 1.02$ | 0.01       | 1.1      | 100     |
|      | 2 | 0.3         | 50          | $u_g(y) + 1.03$ | 0.02       | 1.2      | 100     |
|      | 3 | 0.2         | 150         | $u_g(y) + 1.05$ | 0.03       | 1.3      | 100     |
| B    | 1 | 0.5         | 25          | $u_g(y) + 2.02$ | 0.01       | 1.1      | 100     |
|      | 2 | 0.3         | 50          | $u_g(y) + 2.03$ | 0.02       | 1.2      | 100     |
|      | 3 | 0.2         | 150         | $u_g(y) + 2.05$ | 0.03       | 1.3      | 100     |
| C    | 1 | 0.5         | 75          | $u_g(y) + 1.02$ | 0.01       | 1.1      | 100     |
|      | 2 | 0.3         | 100         | $u_g(y) + 1.03$ | 0.02       | 1.2      | 100     |
|      | 3 | 0.2         | 200         | $u_g(y) + 1.05$ | 0.03       | 1.3      | 100     |
| D    | 1 | 0.5         | 25          | $u_g(y) + 1.02$ | 0.01       | 1.1      | 20      |
|      | 2 | 0.3         | 50          | $u_g(y) + 1.03$ | 0.02       | 1.2      | 20      |
|      | 3 | 0.2         | 150         | $u_g(y) + 1.05$ | 0.03       | 1.3      | 20      |
| E    | 1 | 0.5         | 75          | $u_g(y) + 2.02$ | 0.01       | 1.1      | 100     |
|      | 2 | 0.3         | 100         | $u_g(y) + 2.03$ | 0.02       | 1.2      | 100     |
|      | 3 | 0.2         | 200         | $u_g(y) + 2.05$ | 0.03       | 1.3      | 100     |
| F    | 1 | 0.5         | 75          | $u_g(y) + 1.02$ | 0.01       | 1.1      | 20      |
|      | 2 | 0.3         | 100         | $u_g(y) + 1.03$ | 0.02       | 1.2      | 20      |
|      | 3 | 0.2         | 200         | $u_g(y) + 1.05$ | 0.03       | 1.3      | 20      |
| G    | 1 | 0.5         | 25          | $u_g(y) + 2.02$ | 0.01       | 1.1      | 20      |
|      | 2 | 0.3         | 50          | $u_g(y) + 2.03$ | 0.02       | 1.2      | 20      |
|      | 3 | 0.2         | 150         | $u_g(y) + 2.05$ | 0.03       | 1.3      | 20      |
| H    | 1 | 0.5         | 75          | $u_g(y) + 2.02$ | 0.01       | 1.1      | 20      |
|      | 2 | 0.3         | 100         | $u_g(y) + 2.03$ | 0.02       | 1.2      | 20      |
|      | 3 | 0.2         | 200         | $u_g(y) + 2.05$ | 0.03       | 1.3      | 20      |
of the particles and the charge diffusion coefficient. In total, these choices result in eight simulation cases, denoted by the letters A to G, as given in Table I. It is reiterated that continuous particle size, velocity, and charge distributions are considered. As mentioned above, we applied a quadrature approximation of \( N = 3 \) nodes to these distributions. Thus, \( f \) is approximated by three nodes, each of which is characterized by an initial weight, radius, streamwise \((u_1)\) and wall-normal \((u_2)\) velocity, and charge, as documented in Table I.

The distribution of the initial weights on the three nodes \((w_{n,x=0})\) is the same for each case and their sum yields unity. Two initial radius distributions are considered: one representing smaller particle sizes \((r_{n,x=0} = 25 \mu m, 50 \mu m, \text{ and } 150 \mu m)\) and one larger ones \((r_{n,x=0} = 75 \mu m, 100 \mu m, \text{ and } 200 \mu m)\). The initial streamwise velocity distribution varies in wall-normal direction with a positive offset to the velocity of the gas phase. Two different offsets represent initially faster and slower particles. As can be seen in Table I, the assigned offset is slightly different for each node, for example, 1.02 m/s, 1.03 m/s, and 1.05 m/s for case A. By doing so, singularities in the solution of the linear equation system, which would be caused if different nodes adopt at one location identical numerical values, are avoided. Similarly, the initial wall-normal particle velocities are chosen to be non-zero and slightly different from each other to avoid singularities. However, the values of \(u_{2,n,x=0}\) and \(u_{2,n,y=0}/H\) are of the order \(10^{-10}\) to resemble a nearly zero net wall-normal velocity.

Further, the particles initially carry only little charge. As mentioned before, we assume that the particles which are located close to the walls, respectively in the computational cells adjacent to the walls, obtain their equilibrium charge due to frequent wall contacts. It is emphasized that this assumption is not contradictory to the small values for \(u_{1,n}\). Instead, \(u_{1,n}\) is an Eulerian field variable which represents by definition the average over all particles present in one cell. Thus, each particle can have a non-zero wall-normal velocity. The values of the size-dependent equilibrium charges given in Table I are approximated from the data of Matsuyama. Our study aims to test the response of our model to individual parameter variations. Therefore, to avoid the simultaneous variation of two parameters, we decided to keep the equilibrium charge distribution even though the size distribution is changed (compare for example cases A and C).

Finally, all particles are of a material density of 1225 kg/m\(^3\) or a thousand times the gaseous density. Moreover, the solid to fluid volume ratio is for all simulations set to 1%.
IV. RESULTS AND DISCUSSION

A. Grid convergence

First, the optimal grid resolution for the numerical solution of the governing equations is determined. For simplicity, the mesh is Cartesian, uniform, and rectilinear. For the evaluation of the convergence behavior, we simulated case A (cf. Table I) on four different meshes varying between $4 \times 40 = 160$ and $32 \times 320 = 10240$ cells. This simulation and all cases in this paper regard a two-dimensional steady channel flow. The average charge of all particles present in the system, which is given by

$$q_{\text{avg, tot}} = \frac{\sum_{n,i,j} q_{n,i,j} w_{n,i,j}}{\sum_{n,i,j} w_{n,i,j}}, \tag{21}$$

where $i$ and $j$ are the indices of the cells, is plotted in Figure 2(a). Here, the resolution is given in terms of the number of cells over the channel with, $H/\Delta h$. In this and the following figures the charge is normalized by the average equilibrium charge of the powder at the inlet,

$$q_{\text{eq}} = \frac{\sum_{n} q_{\text{eq,n}} w_{n,x=0}}{\sum_{n} w_{n,x=0}}, \tag{22}$$

which is according to Table I for all cases $q_{\text{eq}} = 1.17 \mu \text{C}$. Moreover, Figure 2(b) depicts the profile of the average particle charge at the outlet cross-section for each grid resolution.

As can be seen in the figure, the simulations converged sufficiently for a grid consisting of $16 \times 160 = 2560$ cells. The charge distribution at the outlet collapses for the resolutions of

![Figure 2(a)](image-a)

![Figure 2(b)](image-b)

FIG. 2. Convergence of the average charge of (a) all particles and (b) at the outlet cross-section ($x = 10H$) for increasing grid resolution.
where \( H/\Delta h = 16 \) and 32. All the results presented in the remainder of this section are computed using a resolution of \( 32 \times 320 = 10,240 \) cells. Based on the total average charge computed with the cell sizes of \( H/\Delta h = 4, 8, \) and 16, the overall order-of-accuracy of the numerical method is estimated to 1.76.

### B. Simulation of case A

The newly developed solver can predict Eulerian fields of charging polydisperse powder flow. This is demonstrated by Figure 3 which depicts the properties of the particle flow through the channel corresponding to the conditions of case A. The first plot, Figure 3(a),
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**FIG. 3.** Normalized average (a) particle charge, (b) downstream velocity, (c) total number density, and (d) electric potential for case A.
shows the local average particle charge. In the left, the blue color represents the low charged particles entering the domain at the inlet. The red zone close to the upper and lower boundary consists of those particles which obtained their maximum charge due to collisions with the wall.

The graph correctly reflects the increase of particle charge in the downstream direction. While flowing in positive $x$-directions more particles gain charge at the walls. This accumulated charge convects at the same time downstream and migrates towards the center of the channel through diffusion. Due to this motion in both spatial directions, the triangular shape of the low charged particles, i.e., the blue area at the inlet in Figure 3(a) forms. Also, this motion is responsible for the growth of the red area towards the outlet which represents the transport of charge towards the particles in the wall-normal direction. This can be interpreted as a charge boundary layer. According to the discussion, the thickness of this charge boundary layer depends on the balance of the charge motion perpendicular and parallel to the wall. As such, the charge boundary layer develops analogously to the momentum, species, thermal, or other types of boundary layers.

Further, the evolution of the streamwise particle velocity is given in Figure 3(b). The fact that the particles move faster in the center of the channel directly relates to the velocity profile imposed as inlet condition. The particles slow down in the downstream direction which results from the drag forces of the gas. As noted above, the wall-normal velocity of the particles is very small throughout the domain and, thus, omitted here.

Next, the particle weights or number densities are plotted in Figure 3(c). As expected, the relative number of particles grows in the regions of low streamwise velocity, namely close to the walls. Finally, Figure 3(d) shows the electric potential which arises from the charge carried by the particles. Since the walls are conductive, $\varphi$ becomes zero at the upper and lower boundary. Moreover, the electric potential increases in streamwise direction following the increase of the charge of the particles.

Overall, the new solver predicts the charging behavior in an expected way.

C. Variation of individual simulation parameters

Next, we test the response of the solver to variations of individual simulation parameters. Figure 4 depicts the streamwise and spanwise profiles of the average particle charge for the
FIG. 4. Streamwise (left column) and spanwise (right column) profiles of the average particle charge for case A (a) and the variation of one simulation parameter in cases B (b), C (c), and D (d).
cases A to D. In each of the cases B, C, and D, one parameter is varied compared to case A (cf. Table I).

Figure 4(a) reiterates what was stated above for case A. In the streamwise profiles (left column) one can observe how the flow is nearly uncharged at the inlet \((x = 0)\) and charges asymptotically towards the outlet \((x = 10 \, H)\). The closer to the wall, the faster the particles charge while the lowest charge levels occur at the centreline \((y = 0)\). The profile closest to the wall shows the charge boundary condition imposed on the flow. Due to the negligible wall-normal velocity, the cross-sectional profiles appear symmetrical. Similarly, the right column illustrates the charge diffusion in the wall-normal direction. Again, the profile located the closest to the inlet reflects the inlet and wall boundary conditions. Then, in flow direction the charge migrates from the saturated walls towards the bulk of the flow. In each cross-section in the downstream direction the average particle charge increases. Apparently, the complete flow will asymptotically reach the equilibrium charge of the particles. However, the domain in our study is not sufficiently long for the charge to reach the center of the channel.

Compared to case A, in case B (Figure 4(b)) a powder flow of a higher initial velocity is computed. As can be seen in both the stream- and spanwise profiles, the particles, in this case, charge slower than in case A. Also, a lower charge level is reached at the outlet. Due to the higher streamwise velocity (Figure 5), the particles spend less time traveling from the inlet to the outlet of the channel. Thus, the charge has less time to migrate from the walls.

![FIG. 5. Comparison of the average streamwise velocity of cases A, B, C, and D in the center.](image_url)
to the center. In other words, due to the higher convective velocity, the resulting charge boundary layer is thinner.

Next, in Figure 4(c) the results of case C are plotted. In this simulation, a larger particle size distribution is considered. The profiles show that larger particles charge slower than the smaller particles of case A. This is related to the higher inertia, respectively Stokes number, of those particles through which they are less affected by the aerodynamic drag. Thus, they travel faster through the domain than the particles of case A, as it can be seen in Figure 5.

The bottom row, Figure 4(d) shows case D where the charge diffusion coefficient is reduced compared to case A. Also, in this case, the particles charge slower. Similar to the above discussion regarding case B, this effect is explained by the balance of charge motion perpendicular and parallel to the wall. Due to the reduced diffusion the perpendicular charge transport is retarded which leads to a thinner charge boundary layer.

The above-discussed results confirm that the new numerical method responds as expected to variations of simulation parameters. Further, the analysis in terms of Eulerian quantities suggests a non-dimensional quantity which expresses the balance of the convective and diffusive charge transport,

$$\Phi = \frac{UL}{\nu_q},$$

where $U$ is a characteristic particle flow velocity and $L$ is a characteristic length-scale, for example the channel width. Analogous to the Reynolds, Nusselt, or Schmidt numbers, this new quantity indicates the thickness of the charge boundary layer. For example, in the herein considered cases $\Phi$ is smaller for case A than for cases B and C (where $U$ is higher) and case D (where $\nu_q$ is higher) which exhibit thinner charge boundary layers.

D. Cross-correlations of simulation parameters

In this section cross-correlation effects of different simulation parameters are evaluated. The resulting spanwise charge profiles when changing two or three parameters at the same time are presented in Figure 6. In essence, the figures demonstrate that the effects of the individual parameters superimpose when several parameters are varied.

Thus, the particles charge the slowest in case H where all parameters are varied, see Figure 6(d). As revealed above, all parameter variations which are considered in our study lead individually to a slower charging. Only slightly higher is the resulting particle charge
(a) Case E, increase of the initial particle velocity and particle size distribution compared to A.

(b) Case F, increase of the particle size distribution and decrease of the charge diffusion coefficient compared to A.

(c) Case G, increase of the initial particle velocity distribution and decrease of the charge diffusion coefficient compared to A.

(d) Case H, increase of the initial particle velocity and particle size distribution, and decrease of the charge diffusion coefficient compared to A.

FIG. 6. Spanwise profiles of the average particle charge when varying two or three parameters in cases E (a), F (b), G (c), and H (d).

of case F in Figure 6(b). Here the two-parameter variations which showed in Figure 4 the strongest effect are applied, namely the increase of the particle size distribution and the decrease of the charge diffusion coefficient.

In both cases E (Figure 6(a)) and G (Figure 6(b)) the initial particle velocity distribution is increased which showed in Figure 4(b) to be of a rather low influence compared to the other parameters. Further, in case G the charge diffusion coefficient is decreased which leads to only slightly lower particle charges compared to case E where the initial particle velocity is increased. The results of these cases corroborate the significance of the balance of the
convective and diffusive charge motion. In other words, the charging of a given powder can be expected by the proposed non-dimensional number $\Phi$.

V. CONCLUSIONS

This paper extends the DQMOM to compute the triboelectric charging of powder in an Eulerian framework. The outstanding feature of this method is the ability to handle polydisperse particle size distributions. The simulations of two-dimensional channel flows predicted the charge uptake of the particles at the walls, the convective charge transport in downstream and the diffusive charge transport in the wall-normal direction. Moreover, the solver responded as expected to changes of the initial velocity and size distributions and the charge diffusion coefficient. The ability to consider polydispersity in an Eulerian framework is a step towards the simulation of the charge build-up in technical flow facilities. The next steps on the way to reach this goal are the extension of the algorithm from two to three dimensions, to model instationary flows, and to couple the solver to a CFD simulation of the gaseous phase.
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Appendix: Details of the mathematical derivation

The quadrature approximation (equation [4]) is substituted to the left hand side equation [2] which yields

\[ \frac{\partial f}{\partial t} + \frac{\partial (uf)}{\partial x} = \frac{\partial}{\partial t} \left( \sum_{n=1}^{N} w_n \delta(r - r_n)\delta(u - u_n)\delta(q - q_n) \right) \]
\[ + \frac{\partial}{\partial x} \left( u_n \sum_{n=1}^{N} w_n \delta(r - r_n)\delta(u - u_n)\delta(q - q_n) \right). \]  

(A.1)

Using the product rule, this equation expands to

\[ \frac{\partial f}{\partial t} + \frac{\partial (uf)}{\partial x} = \sum_{n=1}^{N} \delta(r - r_n)\delta(u - u_n)\delta(q - q_n) \left( \frac{\partial w_n}{\partial t} + \frac{\partial u_n w_n}{\partial x} \right) \]
\[ + \sum_{n=1}^{N} w_n \delta'(r - r_n)\delta(u - u_n)\delta(q - q_n) \left( -\frac{\partial r_n}{\partial t} - u_n \frac{\partial r_n}{\partial x} \right) \]
\[ + \sum_{n=1}^{N} w_n \delta(r - r_n)\delta'(u - u_n)\delta(q - q_n) \left( -\frac{\partial u_n}{\partial t} - u_n \frac{\partial u_n}{\partial x} \right) \]
\[ + \sum_{n=1}^{N} w_n \delta(r - r_n)\delta(u - u_n)\delta'(q - q_n) \left( -\frac{\partial q_n}{\partial t} - u_n \frac{\partial q_n}{\partial x} \right). \]  

(A.2)

Now, the following form of source terms is introduced,

\[ \frac{\partial (w_n)}{\partial t} + \frac{\partial (w_n u_n)}{\partial x} = a_n \]  

(A.3)

\[ \frac{\partial (w_n r_n)}{\partial t} + \frac{\partial (w_n u_n r_n)}{\partial x} = b_n \]  

(A.4)

\[ \frac{\partial (w_n r_n u_n)}{\partial t} + \frac{\partial (w_n u_n r_n u_n)}{\partial x} = c_n \]  

(A.5)

\[ \frac{\partial (w_n r_n u_n q_n)}{\partial t} + \frac{\partial (w_n u_n r_n u_n q_n)}{\partial x} = d_n. \]  

(A.6)

Combining and reordering equations [A.4] and [A.3] yields

\[ w_n \left( \frac{\partial r_n}{\partial t} + u_n \frac{\partial r_n}{\partial x} \right) = b_n - r_n a_n. \]  

(A.7)

Similarly, combining equations [A.5] and [A.4] results in

\[ w_n r_n \left( \frac{\partial u_n}{\partial t} + u_n \frac{\partial u_n}{\partial x} \right) = c_n - u_n b_n, \]  

(A.8)

and equations [A.6] and [A.4] in

\[ w_n r_n \left( \frac{\partial u_n}{\partial t} + u_n \frac{\partial u_n}{\partial x} \right) = d_n - q_n b_n. \]  

(A.9)
The substitution of equations (A.3), (A.7), (A.8), and (A.9) in equation (A.2) and reordering the terms leads to

\[
\frac{\partial f}{\partial t} + \frac{\partial (uf)}{\partial x} = \sum_{n=1}^{N} \left( \delta(r-r_n)\delta(u-u_n)\delta(q-q_n) + r_n\delta'(r-r_n)\delta(u-u_n)\delta(q-q_n) \right) a_n
\]

\[- \sum_{n=1}^{N} \left( \delta'(r-r_n)\delta(u-u_n)\delta(q-q_n) - \frac{u_n}{r_n}\delta(r-r_n)\delta'(u-u_n)\delta(q-q_n) \right) b_n
\]

\[- \sum_{n=1}^{N} \left( \frac{1}{r_n}\delta(r-r_n)\delta'(u-u_n)\delta(q-q_n) - \frac{q_n}{u_n r_n}\delta(r-r_n)\delta(u-u_n)\delta'(q-q_n) \right) c_n
\]

\[- \sum_{n=1}^{N} \left( \frac{1}{u_n r_n}\delta(r-r_n)\delta(u-u_n)\delta'(q-q_n) \right) d_n. \tag{A.10}
\]

Thereafter, the moment transformation is applied to equation (A.10). The first term on the right hand side of equation (A.10) gives

\[
\int r^k u_1^l u_2^m u_3^p q^s \left( \delta(r-r_n)\delta(u-u_n)\delta(q-q_n) + r_n\delta'(r-r_n)\delta(u-u_n)\delta(q-q_n) \right) a_n dr du_1 du_2 du_3 dq = (1-k)r_n^k u_1^l u_2^m u_3^p q^s a_n, \tag{A.11}
\]

the second term

\[
\int r^k u_1^l u_2^m u_3^p q^s \left( \delta'(r-r_n)\delta(u-u_n)\delta(q-q_n) - \frac{u_n}{r_n}\delta(r-r_n)\delta'(u-u_n)\delta(q-q_n) \right) b_n dr du_1 du_2 du_3 dq = (-k+l+m+p)r_n^{k-1} u_1^l u_2^m u_3^p q^s b_n, \tag{A.12}
\]

the third term

\[
\int r^k u_1^l u_2^m u_3^p q^s \left( \frac{1}{r_n}\delta(r-r_n)\delta'(u-u_n)\delta(q-q_n) - \frac{q_n}{u_n r_n}\delta(r-r_n)\delta(u-u_n)\delta'(q-q_n) \right) c_n dr du_1 du_2 du_3 dq = (l u_1^{-1} c_1 + m u_2^{-1} c_2 + p u_3^{-1} c_3) r_n^{k-1} u_1^l, \tag{A.13}
\]

and the fourth term

\[
\int r^k u_1^l u_2^m u_3^p q^s \left( \frac{1}{u_n r_n}\delta(r-r_n)\delta(u-u_n)\delta'(q-q_n) \right) d_n dr du_1 du_2 du_3 dq = -q r_n^{k-1} u_1^l u_2^m u_3^p q^s c_n. \tag{A.14}
\]
Finally, substituting equations (A.11) to (A.14) in equation (A.10) yields

\[
\int r^k u_1^l u_2^m u_3^p q^s \left( \frac{\partial f}{\partial t} + \frac{\partial u f}{\partial x} \right) dr du_1 du_2 du_3 dq = \\
\sum_{n=1}^{N} (1 - k) r_n^k u_1^{1,n} u_2^{m,n} u_3^{p,n} q^s a_n \\
+ \sum_{n=1}^{N} (-k + l + m + p) r_n^{k-1} u_1^{l,n} u_2^{m,n} u_3^{p,n} q^s b_n \\
+ \sum_{n=1}^{N} (lu_1^{-1} c_1,n + mu_2^{-1} c_2,n + pu_3^{-1} c_3,n) r_n^{k-1} u_1^{l,n} u_2^{m,n} u_3^{p,n} q^s \\
+ \sum_{n=1}^{N} -sr_n^{k-1} u_1^{l-1,n} u_2^{m-1,n} u_3^{p-1,n} q^s c_n \\
+ \sum_{n=1}^{N} -sr_n^{k-1} u_1^{l-1,n} u_2^{m-1,n} u_3^{p-1,n} q^s d_n \tag{A.15}
\]

To sum up, equation 10 represents the left-hand side of equation (10) after the quadrature-based approximation and the momentum transformation.
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