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Large-scale collective behavior in suspensions of many particles can be understood from the balance of statistical forces emerging beyond the direct microscopic particle interactions. Here we review some aspects of the collective forces that can arise in suspensions of self-propelled active Brownian particles: wall forces under confinement, interfacial forces, and forces on immersed bodies mediated by the suspension. Even for non-aligning active particles, these forces are intimately related to a non-uniform polarization of particle orientations induced by walls and bodies, or inhomogeneous density profiles. We conclude by pointing out future directions and promising areas for the application of collective forces in synthetic active matter, as well as their role in living active matter.

I. INTRODUCTION

Over the last decade, “active matter” has moved more and more into the focus of several disciplines, providing a paradigm for a range of driven systems belonging to soft and living matter [1]. These systems are composed of many interacting but autonomous “entities” that move diffusively but, in contrast to passive diffusion, are characterized by a persistence of their motion, i.e., displacements remain correlated over some finite time. Such a persistence breaks detailed balance and is only possible if available (free) energy is dissipated. While active matter has kindled this interest mainly due to the wealth of the emergent collective behavior, intimately related are nonequilibrium “statistical” collective forces, the physics of which has received comparatively little attention [2].

Collective forces can appear as gradients of thermodynamic potentials generating fluxes that bring the system back to equilibrium, but also Casimir-like forces due to fluctuations [3][4]. The balance of collective interfacial forces underlies the many inhomogeneous states observed in soft matter systems, e.g., emulsions of water and oil. Freed from the constraints of detailed balance, related phenomena in active matter are more faceted and also allow for steady currents as observed, inter alia, in the spontaneous coherent flow of a suspension of microtubules and kinesin motors [5]. Figure 1a shows an example for collective torques in active suspensions: the directed rotation of microgears because of their asymmetric shape [6][7]. Such torques (and their coupling) have been exploited for the hierarchical organization of spinners into a lattice [8], cf. Fig. 1b. Figure 1c shows an example for the clustering (and phase separation) of repulsive Janus particles in the absence of coherent forces [9].

Theoretical approaches classify active matter as scalar, polar, or nematic depending on the rank of the (bulk) order parameter that is to be modeled: scalar density, vectorial polarization, or tensorial nematic order. Moreover, coupling to an explicit fluid obeying momentum conservation is considered “wet” while its absence gives rise to the notion of “dry” active matter [10].

The purpose of the present manuscript is to give an overview of the (chiefly theoretical) work concerned with collective forces arising in non-aligning scalar active matter and to summarize the current understanding. To expose and discuss basic physical principles, we will focus on the simplest class of models neglecting long-range hydrodynamic and phoretic forces, but also explicit alignment torques. We will adapt a soft/liquid matter perspective based on the stresses within a suspension of interacting active particles.

Although active matter is a rapidly progressing field there is already an impressive number of reviews covering different aspects. To name a few (this is not an exhaustive list): swimming and hydrodynamics at the microscale [11][12], active (mainly colloidal) particles [13][14], and the theory of motility-induced phase separation [15]. Regarding living matter, notable reviews are available on the theory of active gels [16] and on the cell as an active material [17].
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**FIG. 1.** Manifestations of collective forces in active matter. (a) Gear (diameter 48 μm) rotating clockwise in a bath of bacteria [reproduced from Ref. [6]]. (b) Self-assembled colloidal spinners [reproduced from Ref. [8]]. (c) Coexistence of self-propelled colloidal Janus particles stabilized by active interfacial forces [reproduced from Ref. [9]].
II. THEORY OF ACTIVE BROWNIAN PARTICLES

We focus on active Brownian particles (ABPs), the arguably simplest model for $N$ identical self-propelled and interacting particles moving in $d$ dimensions. Every particle is described by its position $\mathbf{r}_i$ and unit orientation $\mathbf{e}_i$. Throughout we assume that friction is large, i.e., the coupling to the solvent (or substrate) is such that the momentum relaxes on timescales much shorter than those of interest. The overdamped equations of motion for each particle can then be written

$$\dot{\mathbf{r}}_i = v_0 \mathbf{e}_i + \mu_0 \mathbf{F}_i + \xi_i, \quad (1)$$

where $v_0$ is the bare propulsion speed and $\mathbf{F}_i = -\nabla_v U$ is the force stemming from the potential energy $U(\mathbf{r}_i)$, which only depends on particle positions but not orientations. We include translational noise $\xi_i$, which we assume to be Gaussian with correlations determined by $D_0$. The fluctuation-dissipation theorem [18] relates the diffusion coefficient $D_0 = \mu_0 k_BT$ to the bare mobility $\mu_0$ through the temperature $T$ (with Boltzmann’s constant $k_B$). We will keep this relation, in case mobility and diffusion are independent parameters it simply defines an effective temperature. The orientations are not fixed but undergo rotational diffusion with diffusion coefficient $D_t = \mu_0 k_BT$ and correlation time $\tau_t = [(d-1)D_t]^{-1}$. While no-slip boundary conditions with a solvent resist $D_t = 3D_0/a^2$ for spherical particles with diameter $a$, in general $D_t$ is a free parameter. The limiting cases are $\tau_t \to 0$, for which the propulsion term becomes uncorrelated noise, while $\tau_t \to \infty$ corresponds to “ballistic active motion” [19, 20]. For a free particle, the combination of directed motion and orientational diffusion creates trajectories that are characterized by a persistence length $\ell_p = v_0\tau_t$ [21].

Equivalently considering the $N$ coupled stochastic equations of motion (1), we can consider the joint probability distribution $\psi_N(\mathbf{r}_i, \mathbf{e}_i; t)$ of all positions and orientations. It obeys the evolution equation

$$\partial_t \psi_N = -\nabla_i \cdot \mathbf{J}_i + D_t \sum_{i=1}^N \Delta_i \psi_N, \quad (2)$$

with probability currents $\mathbf{J}_i = v_0\psi_N + \mu_0 \mathbf{F}_i \psi_N - D_0 \nabla_v \psi_N$, where $\Delta_i$ is the Laplace operator on the $d$-dimensional unit sphere acting on $\mathbf{e}_i$. For $v_0 = 0$, the stationary distribution is given by the Boltzmann weight $\psi_N \sim e^{-U/k_BT}$ with uniformly distributed orientations. For $v_0 \neq 0$ breaking detailed balance no closed solution exists. Already the stationary distribution for a single particle in the presence of walls is non-trivial [22, 23]. Some results for the time-dependent distribution have been obtained for limiting cases [24, 25].

We are interested in collective forces on lengths larger than the particle diameter. To proceed it is crucial to split forces $\mathbf{F}_i = \mathbf{F}^{\text{ext}}(\mathbf{r}_i) + \mathbf{F}^{\text{int}}_{i}$. into internal one-body forces $\mathbf{F}^{\text{ext}}(\mathbf{r})$ due to, e.g., walls, and forces $\mathbf{F}^{\text{int}}_{i} = \sum_{j \neq i} f(\mathbf{r}_i - \mathbf{r}_j)$ due to the pairwise particle interactions $f = -\nabla u$ with pair potential $u(r_i)$. These interaction forces can be related to the divergence of the symmetric Irving-Kirkwood stress tensor [26].

$$\nabla \cdot \sigma_{IK} = \left\langle \sum_{i=1}^N \mathbf{F}_i^{\text{int}} \delta(\mathbf{r} - \mathbf{r}_i) \right\rangle = \langle \mathbf{F} \rangle_r, \quad (3)$$

whereby the brackets $\langle \cdot \rangle_r$ denote the average over the joint probability $\psi_N$. For pairwise interactions, we define the conditional force

$$\mathbf{F}(\mathbf{r}, \mathbf{e}; t) = \int d^d r' \mathbf{F}(\mathbf{r} - \mathbf{r}') \psi_2(\mathbf{r}'|\mathbf{r}, \mathbf{e}; t) \quad (4)$$

on a tagged particle [Fig. 2a], where $\psi_2(\mathbf{r}'|\mathbf{r}, \mathbf{e}; t)$ is the conditional density to find a second particle at position $\mathbf{r}'$ given that the tagged particle with orientation $\mathbf{e}$ resides at $\mathbf{r}$. The force Eq. (3) is then obtained as average $\langle \cdot \rangle_r$ over the tagged particle orientation.

Integrating the evolution equation (2) over all degrees of freedom except the position $\mathbf{r}$ of a single tagged particle yields the continuity equation $\partial_t \rho + \nabla \cdot \mathbf{j} = 0$ with density $\rho(\mathbf{r}; t) = \langle \sum_i \delta(\mathbf{r} - \mathbf{r}_i) \rangle$ and particle current

$$\mathbf{j} = v_0 \mathbf{e} + \mu_0 \mathbf{F}^{\text{ext}} \rho + D_0 \nabla \rho. \quad (5)$$

Within our model, this is an exact result. For $v_0 = 0$ and vanishing current $\mathbf{j} = 0$, it reduces to the hydrostatic equilibrium condition, $\nabla \cdot (-\mu_0 k_BT \mathbf{Q} + \sigma_{IK}) + \mathbf{F}^{\text{ext}} \rho = 0$. For self-propelled particles, the current couples to the local polarization $\mathbf{p}(\mathbf{r}; t) = \langle \sum_i \mathbf{e}_i \delta(\mathbf{r} - \mathbf{r}_i) \rangle$.

Besides the non-Boltzmann stationary distribution, this polarization is what sets active particles apart from passive systems as it directly enters the balance of forces Eq. (5). An evolution equation can be obtained by multiplying Eq. (2) by the orientation of the tagged particle $\mathbf{e}$ followed again by integration,

$$\partial_t \mathbf{p} = -\nabla \cdot \left[ \frac{v_0}{d} \rho \mathbf{1} + v_0 \mathbf{Q} + \mu_0 \mathbf{C} + \mu_0 \mathbf{p} \mathbf{F}^{\text{ext}} - D_0 \nabla \mathbf{p} \right] - \frac{\mathbf{P}}{\tau} \quad (6)$$

It couples to two tensor fields, the symmetric and traceless nematic tensor $\mathbf{Q}(\mathbf{r}; t) = \langle (\mathbf{ee} - 1/d) e \rangle$ and the tensor

$$\mathbf{C}(\mathbf{r}; t) = \left\langle \sum_{i=1}^N \mathbf{e}_i \mathbf{F}_i^{\text{int}} \delta(\mathbf{r} - \mathbf{r}_i) \right\rangle = \langle \mathbf{eF} \rangle_r \quad (7)$$

capturing the correlations between orientations and forces [throughout, we write direct products as $\langle \mathbf{ee} \rangle_{kl} = \mathbf{e}_k \mathbf{e}_l$]. Clearly, this approach creates an infinite hierarchy of coupled evolution equations for the moments of the orientation ($\rho, \mathbf{p}, \mathbf{Q}, \ldots$) [27]. To obtain a useful representation, we need to close the hierarchy.

In a homogeneous system with density $\rho = \tilde{\rho}$ in steady state, the conditional density $\psi_2 = \rho_0(\mathbf{r}' - \mathbf{r}(\mathbf{e}))$ only depends on the separation $\mathbf{r} - \mathbf{r}'$ and, moreover, is axisymmetric with respect to the orientation $\mathbf{e}$ of the tagged particle. This implies that the conditional force can be
written $F = -\zeta \rho e$ with a coefficient $\zeta = \zeta(\rho, v_0)$ that depends on the pair potential $u(r)$ and the shape of the pair distribution $g(r)$. In an isotropic system $\zeta = 0$, while for self-propelled particles, on average, there will be more particles in front than in the back (Fig. 2 a), leading to a non-vanishing conditional force $F$ opposing the directed motion. We thus obtain the force closure

$$\langle F \rangle_r = -\zeta \rho \langle e \rangle_r, \quad \text{C} = \langle eF \rangle_r = -\zeta \rho Q - \zeta \rho^2 1/d, \quad (8)$$

which implies that the interparticle interactions can be represented through the density-dependent speed $v(\rho) = v_0 - \mu_0 \zeta \rho$. While strictly valid only for homogeneous systems, the force closure has been used for inhomogeneous systems as long as the density varies slowly (much slower than the range of the direct forces $f$) [29]. At this stage the coefficient $\zeta$ is an input capturing the two-body statistics. For (almost) hard discs a density-independent coefficient $\zeta \approx v_0/(\mu_0 \rho_0)$ has been determined in simulations [32] (with density $\rho_0$ at which the system “jams”). Approximate expressions for the pair distribution $g(r)$ have been derived for hard discs [31], with exact results available in infinite dimensions [32].

At the next level of the hierarchy, we obtain an evolution equation for $Q$. The rotational diffusion leads to a term $-2dD_r Q$ with time constant $(2dD_r)^{-1} < \tau_r$, which implies that the nematic order decays faster than the polarization. This might justify to set $Q \approx 0$ in order to close the hierarchy, which seems to be a reasonable approximation close to the uniform state. To lowest nonvanishing order with $F^{ex} = 0$ one obtains [33]

$$Q_{kl} \approx -\alpha_d \tau r \left[ \partial_k (v p_l) + \partial_l (v p_k) - \frac{2}{d} \nabla \cdot (v \rho) \delta_{kl} \right], \quad (9)$$

in cartesian coordinates with dimensionless coefficient $\alpha_d$ (in two dimensions $\alpha_d = 1/16$). It expresses the nematic tensor entirely through derivatives of the polarization and thus also closes the hierarchy. Note that in the homogeneous state polarization $p = 0$ and nematic order $Q = 0$ vanish, which makes ABPs the paradigm for scalar active matter.

Another route to derive similar hydrodynamic equations for the lowest moments is to start from the underdamped Langevin equations and to perform coarse-graining [32] or a systematic timescale separation [35]. An alternative way to interpret Eq. [7], which we will not discuss further, is to eliminate the orientations leading to stochastic differential equations for the positions that now involve colored translational noises with correlation time $\tau_r$. In certain limits one can derive a Markovian evolution equation for the joint distribution of the positions with effective forces and diffusion coefficients that now depend on the speed $v_0$ and the correlation time $\tau_r$. [30] [34].

III. COLLECTIVE FORCES

A. Active stress

We now focus on the steady state. With $\partial_t p = 0$ we rearrange Eq. [4] to $v_0 p = \mu_0 \nabla \cdot \sigma_A$ with active stress

$$\sigma_A = -v_0 \tau_r \left[ \frac{v_0}{\mu_0} \rho 1 + \frac{v_0}{\mu_0} Q + C \right] + p F^{ex} - k_B T \nabla p \right], \quad (10)$$

Note that this active stress has an isotropic component that scales as $v_0^2$, whereas the deviatoric stress is determined entirely by the polarization. Eliminating the polarization in Eq. (5), we obtain the force balance

$$j/\mu_0 = \nabla \cdot \sigma + F^{ex} \rho$$

with total stress tensor $\sigma = -k_B T \rho 1 + \sigma_{IK} + \sigma_A$.

B. Wall forces and pressure

Confined liquids exert a pressure on the walls of their container. In contrast to passive particles, active particles aggregate at walls due to the blocked persistent motion, increasing the local density and inducing a nonvanishing local polarization (trapped particles point into the wall, cf. Fig. 3). Initial computer simulations show that the trapped particles indeed exert an additional force that can be interpreted as an elevated pressure [31] [42].

To calculate this pressure, let us consider a piece of flat wall that exerts a force $F^{ex}$ on the active particles (we orient the coordinate system so that the wall normal is $e_z$). Newton’s third law demands that this force also acts onto the wall so that the total wall force becomes $F^{wall} = -\int_V d^4r \ F^{ex} \rho$. The integration volume $V$ is a rectangular prism with cross section $A$ completely enclosing the region in which $F^{ex} \neq 0$, cf. Fig. 3. We assume
that the system is translationally invariant parallel to the wall, which precludes a parallel particle current while the wall itself precludes a current along the direction of the wall normal so that \( \mathbf{j} = 0 \). Density and polarization can do vary along the \( x \)-direction.

The force balance Eq. \((11)\) together with the divergence theorem yields \( \mathbf{F}^{\text{wall}} = \int_{\partial V} \mathbf{r} \cdot \mathbf{n} \cdot \mathbf{\sigma} \) (with normal vector \( \mathbf{n} \)). Due to the translational invariance, the lateral integration surfaces of the integration volume \( V \) cancel each other while the surface within the wall does not contribute. We are thus left with the stress at the top surface within the active suspension. The force on the wall is independent of the position \( x \) (as long as it is outside the wall with \( \mathbf{F}^{\text{ex}} = 0 \)). We thus push the top surface to a distance where there is no influence of the wall on the suspension anymore, i.e., it is homogeneous and isotropic with uniform density \( \bar{\rho} \) and vanishing \( \mathbf{p} = 0, \mathbf{Q} = 0 \). We obtain the wall force \( \mathbf{F}^{\text{wall}} = -\rho \mathbf{A} \mathbf{e}_x \) with (mechanical) pressure

\[
\rho = k_B T \bar{\rho} + p_{\text{IK}} + \frac{v_0 \tau_v \mathbf{v}(\bar{\rho})}{d\mu_0} \bar{\rho}
\]

using the (in the homogeneous suspension exact) force closure Eq. \((8)\). The pressure in the suspension due to the interaction forces is \( p_{\text{IK}} = -\text{tr} \mathbf{\sigma}_{\text{IK}}/d \). The result Eq. \((12)\) has been obtained following different routes: treating propulsion as a swim force \([13, 15]\), through correlation functions \([46]\), and deriving the pressure from the virial \([30, 47, 49]\). To calculate the pressure one can also estimate the excess density within the interaction range of walls \([50, 51]\), see Ref. \([52]\) for run-and-tumble dynamics. In experiments, an active pressure has been measured from sedimentation profiles \([53]\) and from the deformation of a flexible membrane \([54]\).

Using the divergence theorem has allowed us to connect the mechanical pressure onto a wall with the homogeneous state of the suspension characterized by a few quantities \((\bar{\rho}, T, v_0)\) independent of the wall interactions. The situation changes fundamentally if one considers walls that exert torques on the particles, i.e., the external potential \( U^{\text{ex}}(\mathbf{r}, \mathbf{e}) \) is a function of both position and orientation \([55]\). In this case the external potential cannot be eliminated and enters the pressure.

While we have determined the force onto a wall from properties of the uniform suspension, what is the local pressure within the suspension? To this end, we write the force balance Eq. \((11)\) as

\[
0 = \frac{v_0}{\mu_0} \mathbf{p} + \nabla \cdot (-k_B T \bar{\rho} \mathbf{1} + \mathbf{\sigma}_{\text{IK}}) + \mathbf{F}^{\text{ex}} \bar{\rho}
\]

eliminating the active stress in favor of the polarization. Suppose we instantly insert a wall into a uniform suspension. Right after inserting the wall but before the trapping and accumulation of particles at the wall we have \( \rho = \bar{\rho} \) and \( \mathbf{p} = 0 \) everywhere so that the instantaneous pressure reads \( p_{\text{loc}} = k_B T \rho + p_{\text{IK}} \) \([40, 56]\). This pressure will then increase and reach Eq. \((12)\) in the steady state.

C. Interfacial tensions

1. Passive liquids and suspensions

We now consider inhomogeneous systems in the absence of external forces, \( \mathbf{F}^{\text{ex}} = 0 \). In equilibrium \((v_0 = 0)\), inhomogeneity implies that there are two phases that coexist and which are separated by an interface. The fact that there is a stable density gradient requires forces within the interface that balance the diffusive flux \( \propto \nabla \rho \).

We orient the coordinate system so that the normal of the (on average flat) interface points along \( x \). Moreover, we assume that the system is invariant with respect to rotation about the axis given by the normal so that the in-plane stress components \( \sigma_{yy} = \sigma_{zz} = \sigma_x(x) \) are equal. From the balance \( \nabla \cdot \mathbf{\sigma} = 0 \) we can conclude that the normal component \( \sigma_{\perp} \) has to be constant throughout the system. The interfacial tension \( \gamma \) between the two coexisting phases can be determined through two different routes, which in equilibrium yield the same result.

The mechanical route following Kirkwood and Buff \([57]\) starts from the work \( \delta W = V \text{tr}(\mathbf{\sigma} \cdot \mathbf{h}) \) necessary to deform a subsystem by moving particles according to \( \mathbf{r}_k \to (1 + \mathbf{h}) \cdot \mathbf{r}_k \). The matrix \( \mathbf{h} \) has only diagonal entries, \( h_{xx} = h_{\perp} \) and \( h_{yy} = h_{zz} = h_{||} \). We slice the system into bins of width \( \delta x \) along the normal. The total work then becomes

\[
\delta W = \int_0^V \mathbf{V} \delta A dA = A \delta V + \int_0^V \mathbf{V} \delta A dA
\]

The bin volume \( V = \rho A \delta x \) and area \( A \) change as \( \delta V = \mathbf{V} \delta A + \rho A \delta h \delta x = \mathbf{V} \delta A + \rho A \delta h_{\perp} \), where \( \delta h_{\perp} = (d-1) h_{||} \). Keeping \( \delta V = 0 \) yields

\[
\gamma = \frac{\rho A}{\delta h_{\perp} A} = \frac{\gamma_{\perp}}{\rho}
\]

after taking the limit \( \delta x \to 0 \). On the other hand, the thermodynamic route asks for the change of the grand potential

\[
\Delta \Omega = \int_{-\infty}^{\infty} dx \left[ \sigma_{\perp}(x) - \sigma_{\perp} \right]
\]
potential $\Omega$ under the same geometric transformation. Working out how the pair potential changes yields $\delta \Omega = \gamma \delta A$ with the same expression Eq. (13) as the mechanical route. This is of course to be expected since in equilibrium $\delta \Omega = \delta w$ is the reversible work to change the interfacial area.

Detailed balance guarantees that the system is relaxing towards thermal equilibrium governed by the Boltzmann distribution and a free energy. In the vicinity of a critical point at $(T_c, \rho_c)$, this free energy can be expanded into the well-known Ginzburg-Landau expression:

$$F[\rho] = \int d^d r \left\{ \frac{\kappa}{2} |\nabla \rho|^2 + f_0(\rho) \right\}$$

with free energy density $f_0(\rho) \approx a(\rho - \rho_c)^2 + b(\rho - \rho_c)^4$, the minima of which determine the coexisting densities $\rho_{\pm}$. The coefficient $\kappa > 0$ determines the cost of interfaces yielding the interfacial tension $\gamma = \int dx \kappa |\partial_x \rho|^2$ [58]. Note that the coexisting densities are independent of $\kappa$.

2. Active suspensions

Active matter ($v_0 \neq 0$) breaks detailed balance, and, strictly speaking, no thermodynamic potential exists. Still, many active systems show qualitatively very similar behavior, in particular the coexistence of two “phases” separated by an interfacial region. In Fig. 3 we show three numerical examples of inhomogeneous active systems: traveling bands in the Vicsek model (alignment without volume exclusion, Fig. 3a,b), the coexistence of a polar band with an active gas in polar rods (alignment with volume exclusion, Fig. 3c), and the coexistence of dilute and dense regions of ABPs (no alignment but volume exclusion, Fig. 3d,e).

Again focusing on ABPs (Fig. 4), their phase diagram resembles that of passive liquid-gas coexistence with speed $v_0$ taking the role of inverse temperature [29] [63] [65]. In particular, the coexistence region is terminated by a critical point below which the suspension remains homogeneous. In the two-phase region ($v_0 > v_c$), we observe that ABPs undergo a series of transitions as the global density is increased, where the morphology of the dense domain changes from droplet to a slab to a “bubble” (Fig. 4). This is well understood in passive liquid-gas phase separation as finite-size transitions [68] [69], minimizing the length of the interface (in a finite box) under the constraint of the lever rule yields exactly these shapes. Apparently an effective interfacial tension also governs the coexistence of ABPs, although it does not arise from a free energy.

The interfacial tension Eq. (14) follows from a purely mechanical argument based on the anisotropy of stresses due to the presence of the interface. Interestingly, evaluating this expression for simulations of repulsive ABPs yields a negative and surprisingly large value ($|\gamma| \sim 10^3$ for hard discs compared to $\gamma \sim 1$ for passive liquid-gas coexistence) [62]. This result challenges our intuition (which, however, is shaped by the idea of a free energy): a negative tension would imply that the system could reduce its free energy by enlarging the interface, which would lead to a proliferation of interfacial area and eventually to a homogeneous system. Such an argument stands in stark contrast to the observed stable phase separation of ABPs.

To reconcile a negative interfacial tension with stable phase coexistence it is important to recognize the role played by the active stress $\sigma_A$. Even though there is no explicit alignment of ABPs, the polarization within the interface is non-zero. This can be understood easily: particles arriving from the gas point into the dense phase and are trapped at the interface due to the persistence of their orientations. On the other hand, particles pointing outwards can quickly leave the interfacial region, which thus leads to an excess of particles oriented towards the dense phase. This means that the nematic tensor now contributes a term $-(v_0 \tau_0 / \rho_0) Q$ to the active stress [Eq. (10)], where we have used the force closure. From Eq. (9) one finds $Q_{\perp} \approx -\alpha_2 (d-1)/d \tau_0 \partial_x (v_0 \tau_0)$. With $Q_{\parallel} = -Q_{\perp} / (d-1)$ and using $v_0 \tau_0 \approx \eta_0 \partial_x \rho$ from the force balance Eq. (9), we obtain (after some integrations

![Fig. 4. Coexistence in active matter. (a,b) Dense traveling bands in the Vicsek model [Reproduced from Ref. 60]. (c) Coexistence of a polar band with a gas [Reproduced from Ref. 61]. (d) Simulation snapshot of phase-separated ABPs. The color indicates the orientation, note the polarization within the interfaces where particles point into the dense domain. (e) Finite-size transitions in ABPs as a function of global density (increasing from left to right) [Reproduced from Ref. 62].](image-url)
by parts)
\[
\gamma_{\Lambda} \approx \int_{-\infty}^{+\infty} dx \, k_{\Lambda} |\partial_x \rho|^2
\]  
(16)
for the active contribution to the interfacial tension (the isotropic active stress does not contribute). It takes on the same form that follows from the free energy Eq. \[15\]. The coefficient \(k_{\Lambda}\) is determined from an effective equilibrium system with chemical potential.

The coefficient \(\kappa\) isotropic active stress does not contribute. It takes on different expressions for the interfacial tension: either a non-constant expression \(\tau = \frac{\delta \rho}{\delta \rho_{\perp}}\) coming from the anisotropy of the stress \(\sigma_{\perp}\) due to the interaction forces in agreement with the simulations \[62\]. For a simulation study including attractive forces see Ref. \[20\].

The force balance in the form of Eq. \[17\] offers another interpretation through treating \((v_0/\mu_0)\rho\) as an external body force (like, e.g., gravity) caused by the polarization \[34, 35\]. \(x\). The interfacial tension is then associated only with the anisotropy of the local interaction stresses. There are thus two interpretations yielding different expressions for the interfacial tension: either a non-vanishing polarization is maintained by internal stresses in the suspension or treated as an external body force.

3. Coexistence and effective potentials

Since \(\nabla \cdot \sigma = 0\) holds for ABPs in the absence of particle currents, the component \(\sigma_{\perp}\) of the total stress along the normal has to be constant, \(\sigma_{\perp}(x) = -p^\ast\). Inspecting the explicit expression Eq. \[10\], we see that \(\sigma_{\perp} = -p(\rho)\) for homogeneous suspensions with (mechanical) pressure \(p(\rho)\) depending only on the density [Eq. \[12\]]. We thus obtain a first condition \(p(\rho_+) = p(\rho_-) = p^\ast\) for the coexisting densities \(\rho_{\pm}\), i.e., the bulk pressure has to be equal within each phase. However, this is not enough to unambiguously determine \(\rho_{\pm}\). Performing a Maxwell construction fails for ABPs as demonstrated in computer simulations \[16\].

To obtain a second condition, we follow Solon et al. \[71\] and integrate \(-\sigma_{\perp} \partial_x \hat{v}\) with some function \(\hat{v}(x)\),
\[
\int_{-\infty}^{+\infty} dx \, (p - \delta \sigma_{\perp}) \partial_x \hat{v} = p^\ast(\hat{v}_+ - \hat{v}_-),
\]  
(17)
where \(\delta \sigma_{\perp}\) contains only derivatives and \(\hat{v}_\pm\) indicates the value in the corresponding bulk phase. For the right hand side we have used \(\sigma_{\perp}(x) = -p^\ast\). The function \(\hat{v}(x)\) is now chosen so that \(\delta \sigma_{\perp} \partial_x \hat{v}\) becomes a total derivative with respect to \(x\) and, therefore, its integral vanishes. Writing the pressure \(p = -\frac{\partial \rho(\phi)}{\partial \phi}\) as the conjugate observable to \(\hat{v}\) with respect to \(\phi(\hat{v})\), Eq. \[17\] yields the required second condition \(\mu(\hat{v}_+) = \mu(\hat{v}_-) = \mu^\ast\) for the function \(\mu(\hat{v}) = (\phi + p)\hat{v} = -\hat{v}^2 \frac{\partial \phi}{\partial \phi}\), which we recognize as an effective chemical potential.

The coexisting bulk densities of ABPs can thus be determined from an effective equilibrium system with free energy density \(\phi(\hat{v})\) but using an order parameter \(\hat{v} = \hat{v}(\rho, \partial_x \rho, \ldots)\) that plays the role of a local volume per particle. For this effective system we recover the conventional thermodynamic relations including the equality of pressure and chemical potential, giving rise to a Maxwell construction on \(\phi(\hat{v})\). The actual coexisting densities follow from inverting \(\hat{v}_\pm = \hat{v}(\rho_{\pm})\) and, in contrast to passive systems, now depend on properties of the interface.

The “density” \(\rho = 1/\hat{v}\) minimizes the functional \[71\]
\[
\Phi[\hat{v}] = \int d^d r \left\{ \frac{\kappa(\hat{v})}{2} |\nabla \hat{v}|^2 + \phi(\hat{v}) \right\}
\]  
(18)
with \(\frac{\delta \Phi}{\delta \hat{v}} = \mu^\ast\), replacing the free energy Eq. \[15\]. Here, \(\kappa > 0\) is necessarily positive. Consequently, the interfacial tension \(\gamma = \int dx \kappa |\partial_x \hat{v}|^2\) one would infer from this functional is also positive and different from \(\gamma_{\Lambda}\) obtained from the active stresses due to the polarization. This is not surprising since \(\gamma\) is the tension corresponding to an effective equilibrium system governed by \(\Phi\).

An alternative notion of a chemical potential for ABPs has been proposed in Ref. \[72\] through identifying the particle current \(j_\rho = \partial_x \rho + \sigma_{\perp}(x) = -\rho \partial_x \mu(x)\) with the spatial derivative of a function \(\mu(x)\) (clearly, for vanishing current \(\mu = \mu^\ast\) has to be constant). An explicit expression for \(\mu(x)\) can then be constructed from \(\sigma_{\perp}(x)\), which extends the conventional passive expression for the chemical potential by a swim potential \[72\]. Yet another approach along related lines but inspired by density functional theory has been proposed recently \[73\]. It is based on splitting the conditional one-body force \(F = F^{\text{ad}} + F^{\text{sup}}\) [Eq. \[1\]] into intrinsic adiabatic forces \(F^{\text{ad}}\) and superadiabatic forces \(F^{\text{sup}}\). Also this approach constructs effective conservative forces that, in principle, yield the same density profile as the original ABPs. Again, the effective interfacial tension is positive and conceptually different from \(\gamma_{\Lambda}\) \[71, 75\].

To conclude, in contrast to passive suspensions, mechanical (and effective) thermodynamic route to the interfacial tension do not coincide for ABPs. This serves as a reminder that ABPs are driven away from thermal equilibrium even though certain aspects can be treated in analogy with equilibrium statistical mechanics.

4. Scalar field theories

Alternatively, the large-scale behavior of ABPs can be approached adopting a top-down perspective in the spirit of field theories, which are based on symmetries and conservation laws while microscopic details are hidden in (unknown) coefficients. The starting point is the observation that, while the density is conserved, perturbations of the polarization [Eq. \[6\]] relax on the time scale \(\tau\). This suggests a closure can be obtained by approximating the particle current \(j = j(\rho, \nabla \rho, \ldots)\) as a function of the local density \(\rho(\mathbf{r}, \tau)\) and its derivatives. This ansatz can be made more rigorous through exploiting the large
time-scale separation for the relaxation between density and polarization in the vicinity of the critical point [29]. To lowest order, one finds a current \( j = j_{\text{pot}} = -\nabla \phi \) with an effective potential of the form Eq. (15) but with coefficients \( \kappa, a, \) and \( b \) that now depend on \( \nu_0 \) and the force imbalance coefficient \( \zeta \) at the critical point. The large-scale behavior thus reduces to the passive “Model B” in the nomenclature of Hohenberg and Halperin [70], with the evolution of the density \( \partial_t \rho = -\nabla \cdot j \) given by a Cahn-Hilliard equation [77]. Consequently, the evolution of the (coarse-grained) density following from such an expansion obeys detailed balance while the microscopic equations (1) do not.

Cates and coworkers have explored the consequences of including higher-order derivatives \( j_{\text{non}} = -\Delta \nabla \nabla \rho + \xi (\nabla \rho) \nabla \rho \) to the current \( j = j_{\text{pot}} + j_{\text{non}} \) that cannot be cast into the functional derivative of a free energy. Hence, also the evolution of the density field now breaks detailed balance. For \( \xi = 0 \) and \( \Lambda \neq 0 \) (Active Model B), coexisting phases depend on \( \Lambda \) but can still be obtained from a modified common tangent construction [79]. With both terms contributing (Active Model B+), vapor bubbles are promoted (coined reverse Ostwald ripening), which lead to “bubly” phase separation (Fig. 5) and enable stable microphase separation of finite dense domains [78]. This mechanism can be captured through an effective interfacial tension that becomes negative. Pushing the systematic expansion of the hydrodynamic equations to higher orders reveals that many more terms contribute than those captured by \( \Lambda \) and \( \zeta \) and, moreover, that they are not independent but related through the microscopic model parameters \( \nu_0, \tau_r, D_0, \ldots \) [80][81].

5. Non-uniform motility

So far we have discussed inhomogeneous density profiles that emerge for spatially uniform motility, i.e., speed \( \nu_0 \) and correlation time \( \tau_r \) do not depend on position. Another route that we briefly mention is to spatially modulate motility, which can be achieved experimentally for light-controlled Janus particles [82][83]. In this case the pressure is non-uniform already for non-interacting ABPs [55]. For discontinuous motility parameters one finds continuity conditions: for \( D_0 > 0 \) the density is continuous and from \( \nu_0 \mathbf{p} = \mu_0 \nabla \cdot \sigma_A \) we find that also the active stress is continuous across the boundary, \( \mathbf{n} \cdot (\sigma_A - \sigma_A') = 0 \), with boundary normal \( \mathbf{n} \). The later places a continuity condition on the derivative of the polarization, which thus jumps across the boundary. We again find a non-zero polarization confined to a finite interfacial region separating the two regions with different bulk densities [84].

D. Forces on immersed objects

An object immersed into a passive liquid or suspension (so that it is completely surrounded) will not experience a net force irrespective of its shape. This might be different for active suspensions, in which asymmetric shapes can generate persistent steady currents of active particles. An example is shown in Fig. 6, for a chevron. Active particles coming from the right are trapped for some time due to their persistence of motion [87] while particles coming from the left are deflected. This implies an effective particle current \( j \) to the right. Placing a number of fixed obstacles with such a shape can be used to generate a density gradient [88][89][90][91] and, moreover, that they are not independent but related through the microscopic model parameters \( \nu_0, \tau_r, D_0, \ldots \) [80][81].

Isolated bodies that do not generate currents are still force-free in suspensions of ABPs. This can be seen immediately from the force balance Eq. (11) with \( j = 0 \), for which \( F_{\text{body}} = \int_V \rho d^d \mathbf{r} F_{\text{ext}} \rho = \int_{\partial V} \mathbf{Q} \cdot \mathbf{n} - \mathbf{\sigma} \) for any integration volume \( V \) that fully encloses the body. Expanding the volume so that its surface \( \partial V \) completely lies within the uniform suspension \( (p = 0) \) and \( (Q = 0) \) with diagonal \( \mathbf{\sigma} \) [cf. Eq. (10)] yields \( F_{\text{body}} = 0 \). Of course, this might not be possible in the presence of walls or other bodies, leading to depletion-like interactions. These have been studied in computer simulations for bodies with different shapes such as parallel walls [90], discs [91], and rods [92].

Conversely, if a shape generates currents then these currents exert a body force (in an infinite system) \( F_{\text{body}} = - \int_V \mathbf{F}^b \rho d^d \mathbf{r} / \mu_0 \) [93]. For non-interacting ABPs in \( d = 2 \) dimensions, the force generated through an asymmetric body onto a second body has been calculated in Ref. [94]. This force depends on the angle and the body’s symmetry axis and decays as a power law \( \sim r^{-2} \) with the distance \( r \) between the bodies [Fig. 6]. Since the force back onto the first body now depends on the shape of the second body, Newton’s third law can be broken for the effective interactions (on the level of the immersed bodies), which has interesting general consequences [94]. Estimating the excess density on the surface of bodies allows to directly calculate \( F_{\text{body}} \) [94]. Beyond rigid bodies there are first numerical studies on the dynamics of immersed flexible filaments [95][96][97][98][99]. Finally, we note that beyond the forces sustained by currents there...
FIG. 6. Asymmetric obstacles. (a) Sketch of two trajectories (with large persistence length) coming from both sides of a chevron. It is easy to see that blue trajectories are trapped a longer time (on average), and that the obstacle generates a net current \( j \). (b) Snapshot of an experiment with bacteria, where a row of fixed chevrons has been placed along the center of the compartment. The current through the chevrons leads to a steady state with two different densities. Reproduced from Ref. [85]. (c) Sketch of the currents generated by a “boomerang” at the center. (d) These currents mediate a force \( F_{12} \) on a disc that decays as a power law \( r_{12}^{-2} \) in two dimensions with distance \( r \) and depends on the angle \( \theta_{12} \) with the symmetry axis (inset). Reproduced from Ref. [86].

can also be collective forces due to fluctuations that are enhanced by the activity [97] [98].

IV. THERMODYNAMICS

A. Time-reversal symmetry

Since active matter can generate non-trivial collective forces on walls and immersed objects, it seems natural to exploit these forces in order to perform useful work. This leads to questions like how much work is available, what is the efficiency, and, more generally, how to quantify entropy production and dissipation in active suspensions.

While no thermodynamical potential (in the conventional sense) exists for steadily driven systems, notions like work, heat, and entropy production are still meaningful. Stochastic thermodynamics is a powerful framework to study these notions in driven systems that are dominated by fluctuations [99]. Driving a system through time-dependent changes of parameters and non-conservative forces, it can be shown that the dissipated heat \( q \) is related to the breaking of time-reversal symmetry,

\[
\frac{q}{k_B T} = \Delta s_m = -\ln \frac{\mathcal{P}[X]}{\mathcal{P}[X^\dagger]}.
\]

where \( T \) is the temperature of the environment into which the heat is dissipated and \( \Delta s_m \) is the corresponding increase of (dimensionless) entropy in the environment. Eq. (19) holds for single stochastic trajectories \( X = \{x_t\}_{t=0}^\tau \) of length \( \tau \) with path probability \( \mathcal{P}[X] \). This is to be compared to the probability of observing the time-reversed trajectory \( X^\dagger = \{x_t\}_{t=\tau}^0 \). It is important to note that for the equalities in Eq. (19) to hold \( x \) needs to encompass all degrees of freedom that contribute to the entropy production.

Nevertheless, Eq. (19) has sparked quite some interest in the context of active particles and has been applied to Eq. (1) yielding some measure \( \Delta s_m \) for the breaking of time-reversal symmetry. One strategy has been to map a variant of ABPs called active Ornstein-Uhlenbeck process (AOUP) to second-order stochastic differential equations and to interpret those within stochastic thermodynamics [101] [102], see also the the comment Ref. 103. Moreover, links to information-theoretical arguments have been drawn [104]. How active particles break time-reversal symmetry has also been extended to the field theories sketched in Sec. [111C] [105].

The major conceptual difficulty is that the behavior of the particle orientation under time reversal is not fixed by the model but has to be supplied: either odd \( \langle e_i^+ e_i^- \rangle = -\delta_{ii} \rangle \) corresponding to interpreting \( v_0 e_i \) as a solvent velocity or even \( \langle e_i^+ e_i^- \rangle = e_i \rangle \) with \( \langle v_0/\mu_0 e_i \rangle \) behaving as a non-conservative (stochastic) force [45] [106] [107]. Clearly, this choice leads to different expressions for \( \Delta s_m \) [108] [111].

B. Entropy production and dissipation

To be distinguished from breaking time-reversal symmetry on the level of particle trajectories is the actual entropy production and dissipated heat \( q \) required to maintain a suspension of active particles away from equilibrium. Thermodynamic consistency requires that directed motion fueled by some (free) energy (typically a difference \( \Delta \mu \) of chemical potential) couples to the potential energy \( U \) [112]. In particular, if a particle has to go against a force then it slows down for a fixed energy budget \( \Delta \mu \). Interestingly, this also implies that dragging an active particle can synthesize fuel molecules [113].

To proceed, we need to take into account the actual propulsion mechanism. On a schematic level, the simplest model is discrete jumps of length \( \lambda \) with rate \( \kappa_+ \) along the orientation \( e_i \) and \( \kappa_- \) against the orientation. Every jump corresponds to a chemical event that consumes a fuel molecule through translating particle
i. The rates obey the local detailed balance condition, \( \kappa_i^+ / \kappa_i^- = e^{(\Delta \mu - \lambda e_i \cdot \nabla U)/k_B T} \), where we have used that \( \lambda \) is small compared to other length scales (in particular the diameter of active particles) [114]. This coupling implies that externally forcing a particle allows to reverses the reaction and to synthesize fuel molecules [113]. Pietzonka and Seifert have derived and analyzed the continuum equations of a lattice model with lattice spacing \( \lambda \) in the limit \( \lambda \to 0 \) [115]. A different approach is to eliminate the chemical degrees of freedom for finite but small \( \lambda \), which yields a simple variation of Eq. (1) in which the speed \( \langle v_i \rangle \) is replaced by an expression that explicitly depends on the change of potential energy [114].

If \( \dot{n} = \sum_i n_i \) denotes the total number of chemical events per time then the work per time on driving the particles is \( \dot{w} = \dot{\mu} \Delta \mu \). Assuming symmetric rates with attempt rate \( \kappa_0 \), for particle \( i \) to lowest order the average contribution to the work reads [114]

\[
\langle \dot{w}_i \rangle \approx \langle v_i e_i \cdot \nabla U \rangle + \kappa_0 ( (\Delta \mu - \lambda e_i \cdot \nabla U)^2 ) / k_B T \tag{20}
\]

where \( v_i = \lambda \dot{n}_i \) is the actual propulsion speed. The first term is what is expected for the work from breaking time-reversal symmetry if treating \( v_i e_i \) as an odd speed, \( \langle \dot{w}_i^{ABP} \rangle = \langle v_i e_i \cdot \nabla U \rangle \), which thus fixes the prescription for ABPs and questions the consistent interpretation of the polarization as a body force in Eq. (11). This work is a lower bound to the actual work, \( \langle \dot{w}_i \rangle \geq \langle \dot{w}_i^{ABP} \rangle \), the leading correction of which takes the form of a variance of energy fluctuations around \( \Delta \mu \) (reminiscent of energy fluctuations in the isotropic ensemble). Some of the dissipated work can be extracted again due to the forces on immersed bodies outlined in Sec. [111] [114].

V. PERSPECTIVES

Collective forces are involved in the wealth of dynamic collective behavior that is observed in active matter. There are two main thrusts: First, the understanding of these forces is pivotal for modeling the effective coarsen-grained dynamics of these systems, which is independent of many microscopic details. Second, the directed motion of active constituents (synthetic particles, bacteria, molecular motors) exerts collective forces on the environment that can be harvested as useful work, e.g. through “engines” powered by active particles [6] [117] [118] or to enable novel material responses to external perturbations (such as active metamaterials) [119].

The theoretical ideas we have reviewed here will be useful to design and optimize interactions of active systems with their environment. One application is the autonomous self-assembly of ordered target structures from disordered molecular or colloidal building blocks. For dynamics obeying detailed balance, self-assembly is purely driven by the gradient of free energy, leaving a small window within which the competition of non-specific and specific interactions allow successful assembly [120]. Doting with active particles induces stresses that have been shown to speed up colloidal crystallization and to potentially broaden this window [121] [123]. Moreover, it might be possible to realize (metastable) ordered structures that are inaccessible with dynamics obeying detailed balance.

Self-assembly of biological matter yields functioning molecular “structures” such as enzymes which, in addition, are typically hierarchical. These can be characterized as “machines of machines” in contrast to artificial engines built from inert parts [17]. Simplified synthetic systems that mimic such processes can yield valuable insights into the underlying physical principles. One route is the assembly of active but individually immotile components into small clusters that exhibit translation and rotation, the fundamental forms of motility. Specific examples include metallic rods [124] and spherical ion-exchange particles [125]. The next step will be to synthesize engines that exert forces and thus manipulate their environment. Coupled engines, each with a limited set of responses, that form patterns which are switchable could perform complex tasks like sorting and cargo delivery as demonstrated by robots [126] [127].

Membrane-less organelles – inhomogeneous concentrations of proteins and polymers – have turned out to be a major building block to organize and compartmentalize biological reactions within the cell and the nucleus [128]. These organelles have been recognized as liquid droplets stabilized by an interface tension [129]. Quite remarkable, the cell thus exploits a basic physical mechanism to acquire and release reactants and product molecules. Factors like viscoelasticity and intrinsic non-equilibrium features of the cytoplasm (e.g., motor proteins organizing the cytoskeleton), however, will require to adapt and extend the existing theoretical framework for phase separation of passive suspensions and mixtures [130]. Developing a comprehensive understanding of the non-equilibrium coexistence in ABPs is one step in this direction. Going beyond single cells, aggregates of cells organizing into, e.g., tissues again exert forces which can be measured experimentally through traction force microscopy [131] [132].

VI. CONCLUSIONS

We have reviewed the forces exerted by a steady-state suspension of active Brownian particles on walls and immersed bodies, and stabilizing density inhomogeneities. These forces are caused by a non-vanishing polarization, which, for ABPs, is not caused by alignment but trapping, and is accompanied by density gradients. The polarization can then be expressed as an active stress, Eq. (10). ABPs clearly break detailed balance and thus time-reversal symmetry. We have clarified the distinction between breaking time-reversal symmetry on the level of (observable) particle trajectories and the dissipation required to maintain the suspension away from equilibrium. For the model of ABPs reviewed here, a
comprehensive and unifying picture of collective dynamics, forces, and thermodynamics is now coming together. This model thus provides a reference to develop the formalism for more complex systems in which alignment, hydrodynamic coupling, and long-ranged phoretic forces can no longer be neglected.
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