Prediction Analysis Of Criminal Data Using Machine Learning
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Abstract. The human-being life necessities have encouraged the commission of crime since ancient times. Nowadays, many crimes factor and techniques have developed in a more sadistic way, causing more victims and loss. The authorized parties need to find a way to minimize the commission of a crime. This research aims to utilize linear regression algorithm for analyzing crime data to generate predictions for crime, which shows a quite reliable result. The result can be used by the authorized parties to help them prevent and handle upcoming crime.

1. Introduction

Crime is an act that can be potentially harmful to some individuals, a community, society, or the state that is forbidden and punishable by law [1], [2]. In Indonesia, crime record shows a rising trend in May 2019 [3]. Those quite high crime records not only harmful for the victims but also making citizens feel insecure.

Machine learning exists as technological development driven by the human need to analyze big data. The combination of big data and machine learning will drive incredible innovation across pretty much every industry [4]. As for maintaining security, they can be used to analyze crime data accurately to help prevent and minimize upcoming crime. Linear regression algorithm is one of the algorithms that can be used to make analytic predictions. This study uses the linear regression algorithm to predict crime.

2. Previous Work

The utilization of machine learning for predicting crime patterns should be supported by the right algorithm to generate more accurate crime prediction. Previous researcher has tried to use the K-Nearest Neighbor and boosted decision tree algorithm. Still, the percentage of prediction accuracy only ranged between 39% to 44%, which is quite poor to rely on [5]. Commonly used algorithms such as K-Nearest Neighbor, NaïveBayesian, decision trees, support vector machines aren’t considered to generate accurate predictions [6]. The comparison of linear regression, additive regression, and decision stump to prove the level of effectiveness and accuracy for analyzing crime patterns shows that the linear regression algorithm gives the best result overall [7].

3. Method

3.1. Data Source

The data used in this research are secondary, namely crime data from 2010 to 2019, located in Los Angles. The dataset used is data from the Los Angles Police Department (LAPD) [8], which has been collected since 2010 and is updated monthly. The dataset used has 2.036,897 rows and provide information about the type of occurred crime, area of the incident, time of the incident, the age and sex of the victim, as well as the weapons used by the perpetrators.

3.2. Preprocessing

The dataset needs to go through preprocessing to maintain data quality before further analysis is processed to produce more accurate predictions. In the preprocessing stage, the missing value will be filled, the data that contains noise will be changed, and data duplication will be deleted for the analysis process to run smoothly and generate better analysis. The preprocessing stage for each case can vary depending on the data [9]. In this study, the data obtained were quite consistent and had an appropriate format so that only cleansing was done to overcome the missing values and noises. Cleansing will be done using RapidMiner to resolve missing values and noises.
3.3. Prediction
Regression can be used to perform operations on a dataset where the target has numerical values and has been defined [10]. The data needed for regression are two-part, first section for defining model and the other for testing model [11]. The application of a linear regression algorithm to generate prediction will be made by Python.

In this study, the data will be divided into two, namely for training and testing. The training section will analyze and determine the model using 75% of the criminal record data, while the testing section to test the model will be done by the rest 25%. The model build will be tested by matching the prediction results between the prediction and original criminal record data. The linear regression algorithm is shown in the equation \( y = mx + c \) with \( m \) as the level of the relation of variable \( x \) with the prediction of \( y \), and \( c \) as the bias value. To find out the accuracy of the prediction results with the original data, it can be calculated with the equation (1) and (2):

\[
R^2 = 1 - rMSE
\]

\[
rMSE = \frac{n-1}{n} \times \frac{\sum_{i=1}^{n} e_i^2}{\sum_{i=1}^{n} (x_i - \bar{x}_i)^2} = \frac{MSE}{\text{Var}(x)}
\]

4. Result
Before preprocessing is done, the data shows the presence of missing values and noises. Table 1 shows preview of data before preprocessing, and Table 2 shows the statistical data before preprocessing, which show missing values and some noises.

| Row No. | DR_NO | Date Rptd | DATE OCC | TIME OCC | AREA | AREA NAME | Rpt Dist No | Part 1 2 | Crn Cd | Crn Cd Desc | Mocodes | Vict Age |
|---------|-------|-----------|----------|----------|------|-----------|-------------|--------|--------|-------------|---------|----------|
| 111     | 100100004 | Apr 15, 2010 | Apr 15, 2010 | 335 | 1 | Central | 155 | 1 | 330 | LENDING... | 400 | 12 |
| 112     | 100100007 | Apr 15, 2010 | Apr 15, 2010 | 1740 | 1 | Central | 152 | 2 | 410 | THEFT PLAN... | 284 | 54 |
| 113     | 100100009 | Apr 15, 2010 | Apr 15, 2010 | 2120 | 1 | Central | 105 | 2 | 820 | ROBBERY... | 7 | 18 |
| 114     | 100100011 | Apr 15, 2010 | Apr 15, 2010 | 510 | 1 | Central | 154 | 1 | 510 | CRIMINAL... | 1190 | 41 |
| 115     | 100100012 | Apr 15, 2010 | Apr 15, 2010 | 800 | 1 | Central | 152 | 2 | 441 | THEFT PLAN... | 140 | 10 |
| 116     | 100100013 | Apr 15, 2010 | Apr 15, 2010 | 1800 | 1 | Central | 111 | 2 | 220 | ATTEMPTED... | 0337 0355 | 18 |
| 117     | 100100014 | Apr 15, 2010 | Apr 15, 2010 | 1815 | 1 | Central | 111 | 2 | 220 | ATTEMPTED... | 0337 0340 | 56 |
| 118     | 100100015 | Apr 15, 2010 | Apr 15, 2010 | 1830 | 1 | Central | 155 | 2 | 210 | ROBBERY... | 0344 0491 | 29 |
| 119     | 100100022 | Apr 15, 2010 | Apr 15, 2010 | 1400 | 1 | Central | 158 | 2 | 235 | INTIMATE P... | 0415 0417 | 35 |
| 120     | 100100026 | Apr 17, 2010 | Apr 17, 2010 | 1300 | 1 | Central | 124 | 2 | 748 | VANDALS... | 0239 | 145 |

| Name | Type | Missing | Statistics |
|------|------|---------|------------|
| Mocodes | Polynomial | 200202 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Vict Age | Integer | Min | Max | Count | Average | Standard Deviation |
| Vict Sex | Polynomial | 100200 | 0 | 1 | 0.50 | 0.50 | 0.50 |
| Vict Desc | Polynomial | 100200 | 0 | 1 | 0.50 | 0.50 | 0.50 |
The missing value and noise are filled in using the average value or by the mode value of each missing attribute, depending on the datatype. The average value is used to fill numeric value, while the mode is used for non-numeric value. Table 3 shows the data display after going through preprocessing and Table 4 shows the statistic data after preprocessing.

Table 3. Preview Data After Preprocessing

| Row No. | DR_NO  | Date Rpt# | DATE OCC | TIME OCC | AREA | AREA NAME | Rpt Dist No | Crime Cd | Crime Cd Desc | Mocodes | Vicl Age |
|---------|--------|-----------|----------|----------|------|-----------|-------------|----------|---------------|---------|----------|
| 111     | 100102904 | Apr 15, 2010 | Apr 15, 2010 | 235 | 1 | Central | 155 | BURGLARY... | 0423 | 32 |
| 112     | 100102907 | Apr 15, 2010 | Apr 15, 2010 | 1749 | 1 | Central | 153 | THEFT PLAN... | 0344 | 54 |
| 113     | 100103009 | Apr 15, 2010 | Apr 15, 2010 | 2129 | 1 | Central | 195 | KIDNAPPING... | 0344 | 18 |
| 114     | 100103011 | Apr 16, 2010 | Apr 16, 2010 | 510 | 1 | Central | 154 | CRIMINAL_H... | 1100 | 41 |
| 115     | 145947499 | Apr 18, 2010 | Apr 16, 2010 | 1346 | 11 | Central | 1153 | THEFT PLAN... | 1402 | 36 |
| 116     | 1001009813 | Apr 16, 2010 | Apr 16, 2010 | 1809 | 11 | Central | 111 | ATTEMPTED... | 0337 | 45 |
| 117     | 100109016 | Apr 16, 2010 | Apr 16, 2010 | 1815 | 1 | Central | 111 | ATTEMPTED... | 0337 | 56 |
| 119     | 100109022 | Apr 16, 2010 | Apr 16, 2010 | 1409 | 11 | Central | 118 | ROBBERY... | 0424 | 39 |
| 120     | 145947499 | Apr 17, 2010 | Apr 17, 2010 | 1346 | 11 | Central | 1153 | VANDALISM... | 0329 | 36 |

Table 4. Statistical Data After Preprocessing

| Name | Type | Missing | Statistics |
|------|------|---------|------------|
| Mocodes | Polynomial | 0 | 01/03/2013 | 00/27/07 | 0344 | [4203014 | mon] |
| Vicl Age | Integer | 2 | 118 | 36.459 |
| Vicl Sex | Polynomial | 0 | -0 | [1129710 | F (0857690) | ...499] |
| Vicl Descent | Polynomial | 0 | -0 | H(183669) | W (408359) | ...19] | |

The results of linear regression algorithm application for the crime data using Python are shown by using line chart. Figure 1 shows the comparison of original data (black line) with the predicted results (blue line) to test the accuracy of the prediction model. From the linear regression algorithm, the equation results obtained are \( y = 168.91428571 x \pm c \) and \( (R^2 = 0.19) \).
5. Conclusion
Linear regression algorithm can be used to predict criminal data with a value of $R^2 = 0.19$. These results indicate that the linear regression algorithm is good enough to be used for prediction. The implementation of linear regression for analytical predictions can be applied in the Indonesian region provided that it has a criminal database that is feasible to analyze because the attributes used in this study are attributes that also exist in Indonesia.
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