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Abstract

We study the recovering bandits problem, a variant of the stochastic multi-armed bandit problem where the expected reward of each arm varies according to some unknown function of the time since the arm was last played. While being a natural extension of the classical bandit problem that arises in many real-world settings, this variation is accompanied by significant difficulties. In particular, methods need to plan ahead and estimate many more quantities than in the classical bandit setting. In this work, we explore the use of Gaussian processes to tackle the estimation and planning problem. We also discuss different regret definitions that let us quantify the performance of the methods. To improve computational efficiency of the methods, we provide an optimistic planning approximation. We complement these discussions with regret bounds and empirical studies.

1 Introduction

The multi-armed bandit problem [2, 29] is a sequential decision making problem, where, in each round $t$, we play an arm $J_t$ and receive a reward $Y_{t,J_t}$ generated from the unknown reward distribution of the arm. The aim is to maximize the total reward over $T$ rounds. Bandit algorithms have become ubiquitous in many settings such as web advertising and product recommendation. Consider, for example, suggesting items to a user on an internet shopping platform. This is modeled as a bandit problem where each product (or group of products) is an arm. Over time, the bandit algorithm will learn to suggest only good products. In particular, once the algorithm learns that a product (e.g. a television) has high reward, it will continue to suggest it. However, if the user buys a television, the benefit of continuing to show it immediately diminishes, but may increase again as the television reaches the end of its lifetime. To improve customer experience (and profit), it would be beneficial for the recommendation algorithm to learn not to recommend the same product again immediately, but to wait an appropriate amount of time until the reward from that product has ‘recovered’. Similarly, in film and TV recommendation, a user may wish to wait before re-watching their favorite film, or conversely, may want to continue watching a series but will lose interest in it if they haven’t seen it recently. It would be advantageous for the recommendation algorithm to learn the different reward dynamics and suggest content based on the time since it was last seen. The recovering bandits framework presented here extends the stochastic bandit problem to capture these phenomena.

In the recovering bandits problem, the expected reward of each arm is given by an unknown function of the number of rounds since it was last played. In particular, for each arm $j$, there is a function $f_j(z)$ that specifies the expected reward from playing arm $j$ when it has not been played for $z$ rounds. We take a Bayesian approach and assume that the $f_j$'s are sampled from a Gaussian process (GP) (see Figure 1a). Using GPs allows us to capture a wide variety of functions and deal appropriately with uncertainty. For any round $t$, let $Z_{j,t}$ be the number of rounds since arm $j$ was last played. This changes for both the played arm (it resets to 0) and also for the unplayed arms (it increases by 1) in
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every round. Thus, the expected reward of every arm changes in every round, and this change depends on whether it was played. This problem is therefore related to both restless and rested bandits [30].

In recovering bandits, the reward of each arm depends on the entire sequence of past actions. This means that, even if the recovery functions were known, selecting the best sequence of $T$ arms is intractable (since, in particular, an MDP representation would be unacceptably large). One alternative is to select the action that maximizes the instantaneous reward, without considering future decisions. This is still quite a challenge compared to the $K$-armed bandit problem, as instead of just learning the reward of each arm, we must learn recovery functions. In some cases, maximizing the instantaneous reward is not optimal. In particular, using knowledge of the reward dynamics, it is often possible to find a sequence of arms whose total reward is greater than that gained by playing the instantaneous greedy arms. Thus, our interest lies in selecting sequences of arms to maximize the reward.

In this work, we present and analyze an Upper Confidence Bound (UCB) [2] and Thompson Sampling [29] algorithm for recovering bandits. By exploiting properties of Gaussian processes, both of these accurately estimate the recovery functions and uncertainty, and use these to look ahead and select sequences of actions. This leads to strong theoretical and empirical performance. The paper proceeds as follows. In Section 2 we discuss related work. We formally define our problem in Section 3 and the regret in Section 4. In Section 5 we present our algorithms and bound their regret. We use optimistic planning in Section 6 to improve computational complexity and show empirical results in Section 7 before concluding.

2 Related Work

In the restless bandits problem, the reward distribution of any arm changes at any time, regardless of whether it is played. This problem has been studied by [20, 27, 10, 23, 4] and others. In the rested bandits problem, the reward distribution of an arm only changes when it is played. [17, 8, 6, 12, 26] study rested bandits problems with rewards that vary mainly with the number of plays of an arm.

In recovering bandits, the rewards depend on the time since the arm was last played. [14] consider concave and increasing recovery functions and [31] study recommendation algorithms with known step recovery functions. The closest work to ours is [13] where the expected reward of each arm depends on a state (which could be the time since the arm was played) via a parametric function. They use maximum likelihood estimation (although there are no guarantees of convergence) in a KL-UCB algorithm [2]. The expected frequentist regret of their algorithm is $O(\sum_{j} \log(T) / \delta_j^2)$ where $\delta_j$ depends on the random number of plays of arm $j$ and the minimum difference in the rewards of any arms at any time (which can be very small). By the standard worst case analysis, the frequentist problem independent regret is $O^*(T^{2/3}K^{1/3})$, where we use the notation $O^*$ to suppress log factors. Our algorithms achieve $O^*(\sqrt{KT})$ Bayesian regret and require less knowledge of the recovery functions. [18] also provide an algorithm with no theoretical guarantees but improved experimental performance. In Section 7 we show that our algorithms outperform this algorithm experimentally.

In Gaussian process bandits, there is a function, $f$, sampled from a GP and the aim is to minimize the (Bayesian) regret with respect to the maximum of $f$. The GP-UCB algorithm of [28] has Bayesian regret $O^*(\sqrt{T \gamma_T})$ where $\gamma_T$ is the maximal information gain (see Section 5). By [25], Thompson sampling has the same Bayesian regret. [5] consider GP bandits with a slowly drifting reward function and [16] study contextual GP bandits. These contexts and drifts do not depend on previous actions.

It is important to note that all of the above approaches only look at instantaneous regret whereas in recovering bandits, it is more appropriate to consider lookahead regret (see Section 4). We will also consider Bayesian regret. Many naive approaches will not perform well in this problem. For example, treating each $(j, z)$ combination as an arm and using UCB [2] with $K|Z|$ arms leads to regret $O^*(\sqrt{KT|Z|})$ (see Appendix F). Our algorithms exhibit only $\sqrt{\log |Z|}$ dependence on $|Z|$. Adversarial bandit algorithms will not do well in this setting either since they aim to minimize the regret with respect to the best constant arm, which is clearly suboptimal in recovering bandits.

3 Problem Definition

We have $K$ independent arms and play for $T$ rounds ($T$ is not known). For each arm $1 \leq j \leq K$ and round $1 \leq t \leq T$, denote by $Z_{j,t}$ the number of rounds since arm $j$ was last played, where
The regret is commonly used to measure the performance of an algorithm and is defined as the difference in the cumulative expected reward of an algorithm and an oracle. We will use the Bayesian framework for estimating the mean of each arm, and the difference in the cumulative expected reward is given by

$$R_T = \sum_{t=1}^{T} \left( \mu^{*}(Z_t) - \bar{\mu}(Z_t; N_j(t-1)) \right)$$

where $\mu^{*}(Z_t)$ is the true mean of arm $j$, $\bar{\mu}(Z_t; N_j(t-1))$ is the estimated mean of arm $j$ after $t$ rounds of playing, and $N_j(t-1)$ is the number of times arm $j$ has been played up to time $t-1$.

The expected reward for arm $j$ is modeled by an (unknown) mean function, $\mu_j$, which depends on the state $Z_t$. We assume that the $\mu_j$’s are sampled independently from a Gaussian processes with mean $0$ and known kernel function (see Figure 1a). Let $Z_t = (Z_{1,t}, \ldots, Z_{K,t})$ be the vector of covariates for each arm at time $t$. At round $t$, we observe $Z_t$ and use this and past observations to select an arm $J_t$ to play. We then receive a noisy observation $Y_{j,t} = f_j(Z_{j,t}) + \epsilon_t$ where $\epsilon_t$ are i.i.d. $N(0, \sigma^2)$ random variables and $\sigma$ is known.

Full Horizon Regret. One candidate for the oracle is the deterministic policy which knows the recovery functions and their parameters. In the following, we focus on the stationary deterministic (SD) oracle. Note that it is computationally intractable to calculate this oracle in all but the easiest problems. This can be seen by formulating the problem as an MDP, with natural state-space of size $K^{|Z|}$. Techniques such as dynamic programming cannot be used unless $K$ and $|Z|$ are very small.
**Instantaneous Regret.** Another candidate for the oracle is the policy which in each round \( t \), greedily plays the arm with the highest immediate reward at \( Z_t \). These \( Z_t \) depend on the previous actions of the oracle. Consider a policy which plays this oracle up to time \( s - 1 \), then selects a different action at time \( s \), and continues to play greedily. The cumulative reward of this policy could be vastly different to that of the oracle since they may have very different \( Z \) values. Therefore, defining regret in relation to this oracle may penalize us severely for early mistakes. Instead, one can define the regret of a policy \( \pi \) with respect to an oracle which selects the best arm at the \( Z_t \)'s generated by \( \pi \). We call this the **instantaneous regret**. This regret is commonly used in restless bandits and in [18].

**\( d \)-step Lookahead Regret.** A policy with low instantaneous regret may miss out on additional reward by not considering the impact of its actions on future \( Z_t \)'s. Looking ahead and considering the evolution of the \( Z_{j,t} \)'s can lead to choosing sequences of arms which are collectively better than individual greedy arms. For example, if two arms \( j_1, j_2 \) have similar \( f_j(Z_{j,t}) \) but the reward of \( j_1 \) doubles if we do not play it, while the reward of \( j_2 \) stays the same, it is better to play \( j_2 \) then \( j_1 \). We will consider oracles which take the \( Z_t \) generated by our algorithm and select the best sequence of \( d \geq 1 \) arms. We call this regret the **\( d \)-step lookahead regret** and will use this throughout the paper.

To define this regret, we use decision trees. Nodes are \( Z \) values and edges represent playing arms and updating \( Z \) (see Figure [15]). Each sequence of \( d \) arms is a leaf of the tree. Let \( \mathcal{L}_d(Z) \) be the set of leaves of a \( d \)-step lookahead tree with root \( Z \). For any \( i \in \mathcal{L}_d(Z) \), denote by \( M_i(Z) \) the expected reward at that leaf, that is the sum of the \( f_j \)'s along the path to \( i \) at the relevant \( Z_j \)'s (see Section [5]).

The \( d \)-step lookahead oracle selects the leaf with highest \( M_i(Z) \) from a given root node \( Z_t \), denote this value by \( M^*(Z_t) \). This leaf is the best sequence of \( d \) arms from \( Z_t \). If we select leaf \( I_t \) at time \( t \), we play the arms to \( I_t \) for \( d \) steps, so select a leaf every \( d \) rounds. The \( d \)-step lookahead regret is,

\[
\mathbb{E}[R_T^{(d)}] = \sum_{h=0}^{\lfloor T/d \rfloor} \mathbb{E} \left[ M^*(Z_{hd+1}) - M_{I_{hd+1}}(Z_{hd+1}) \right],
\]

with expectation over \( I_{hd+1} \) and \( f_j \). If \( d = T \) or \( d = 1 \), we get the full horizon or instantaneous regret. We study the single play regret, \( \mathbb{E}[R_T^{(d,1)}] \), where arms can only be played once in a \( d \)-step lookahead, and the multiple play regret, \( \mathbb{E}[R_T^{(d,m)}] \), which allows multiple plays of an arm in a lookahead. This regret is related to that in episodic reinforcement learning (ERL) [15][21][3]. A key difference is that in ERL, the initial state is reset or re-sampled every \( d \) steps independent of the actions taken. Note that the \( d \)-step lookahead regret can be calculated for any policy, regardless of whether the policy is designed to look ahead and select sequences of \( d \) actions.

For large \( d \), the total reward from the optimal \( d \)-step lookahead policy will be similar to that of the optimal full horizon stationary deterministic policy. Let \( V_T(\pi) \) be the total reward of policy \( \pi \) up to horizon \( T \) and note that the optimal SD policy will be periodic by Lemma [16](Appendix [D]). Then,

**Proposition 1** Let \( p^* \) be the period of the optimal SD policy \( \pi^* \). For any \( l = 1, \ldots, \lfloor \frac{\lfloor T - z_{\max} \rfloor}{p^*} \rfloor \), the optimal \( (z_{\max} + lp^*) \)-lookahead policy, \( \pi^*_l \), satisfies,

\[
V_T(\pi^*_l) \geq \left( 1 - \frac{l+1}{T/p^*} \right) \frac{1}{1 + k^{-1}}\frac{lp^*}{1 + z_{\max}} V_T(\pi^*).
\]

Hence, any algorithm with low \( (z_{\max} + lp^*) \)-step lookahead regret will also have high total reward. In practice, we may not know the periodicity of \( \pi^* \). Moreover, if \( p^* \) is too large, then looking \( (z_{\max} + lp^*) \) steps ahead may be computationally challenging, and prohibit learning. Hence, we may wish to consider smaller values of \( d \). One option is to look far enough ahead that we consider a local maximum of each recovery function. For a GP kernel with lengthscale \( l \) (e.g. squared exponential or Matérn), this requires looking \( 2l \) steps ahead [20][24]. This should still give large reward while being computationally more efficient and allowing for learning.

5 Gaussian Processes for Recovering Bandits

In Algorithm [1] we present a UCB (dRGP-UCB) and Thompson Sampling (dRGP-TS) algorithm for the \( d \)-step lookahead recovering bandits problem, for both the single and multiple play case. Our algorithms use Gaussian processes to model the recovery curves, allowing for efficient estimation and facilitating the lookahead. For each arm \( j \) we place a GP prior on \( f_j \) and initialize \( Z_{j,1} \) (often this initial value is known, otherwise we set it to 0). Every \( d \) steps we construct the \( d \)-step lookahead
We analyze the regret in the single and multiple play cases separately. Studying the single play case first allows us to gain more insights about the difficulty of the problem. Indeed, from our analysis we observe that the multiple play case is more difficult since we may loose information from not updating the posterior between plays of the same arm. All proofs are in the appendix.

Algorithm 1 $d$-step lookahead UCB and Thompson Sampling

**Input:** $\alpha_t$ from (3) for UCB.

**Initialization:** Define $\mathcal{T}_d = \{1, d + 1, 2d + 1, \ldots \}$. For all arms $j \in A$, set $Z_{j,1} = 0$ (optional).

for $t \in \mathcal{T}_d$ do

If $t \geq T$ break. Else, construct the $d$-step lookahead tree. Then,

If UCB:

$I_t = \arg\max_{i \in \mathcal{L}_d(Z_t)} \left\{ \eta_t(i) + \alpha_t \varsigma_t(i) \right\}$, 

(i) $\forall j \in A$, sample $\tilde{f}_j$ from the posterior at $Z_{j,t}^{(d)}$.

(ii) $\forall i \in \mathcal{L}_d(Z_t)$, $\tilde{\eta}_t(i) = \sum_{\ell=0}^{d-1} \tilde{f}_{j_{t+\ell}}(Z_{j_{t+\ell},t+\ell})$.

(iii) $I_t = \arg\max_{i \in \mathcal{L}_d(Z_t)} \{ \tilde{\eta}_t(i) \}$

for $\ell = 0, \ldots, d - 1$ do

Play $\ell$th arm to $I_t$, $J_{\ell}$, and get reward $Y_{J_{\ell},t+\ell}$.

Set $Z_{J_{\ell},t+\ell+1} = 0$. For all $j \neq J_{\ell}$, set $Z_{j,t+\ell+1} = \min\{ Z_{j,t+\ell} + 1, z_{\max} \}$.

end for

Update the posterior distributions of the played arms.

end for

tree as in Figure 15. At time $t$, we select a sequence of arms by choosing a leaf $I_t$ of the tree with root $Z_t$. For a leaf $i \in \mathcal{L}_d(Z_t)$, let $(J_{\ell},Z_{j_{\ell},t+\ell})_{\ell=0}^{d-1}$ be the sequences of arms and $z$ values (which are updated using (1)) on the path to leaf $i$. Then define the total reward at $i$ as,

$$M_i(Z_t) = \sum_{\ell=0}^{d-1} f_{j_{\ell}}(Z_{j_{\ell},t+\ell}).$$

Since the posterior distribution of $f_j(z)$ is Gaussian, the posterior distribution of the leaves of the lookahead tree will also be Gaussian. In particular, $\forall i \in \mathcal{L}_d(Z_t)$, $M_i(Z_t) \sim N(\eta_t(i), \varsigma_t^2(i))$ where,

$$\eta_t(i) = \sum_{\ell=0}^{d-1} \mu_{t}(J_{\ell},t+\ell), \quad \varsigma_t^2(i) = \sum_{\ell=0}^{d-1} \text{cov}(f_{j_{\ell}}(Z_{j_{\ell},t+\ell}), f_{j_{\ell+1}}(Z_{j_{\ell+1},t+\ell})), \quad \text{and,}$$

$$\text{cov}(f_{j_{\ell}}(Z_{j_{\ell},t+\ell}), f_{j_{\ell+1}}(Z_{j_{\ell+1},t+\ell})) = \mathbb{I}\{ J_{\ell+1} = J_{\ell+1} \} k_{j_{\ell+1}}(Z_{j_{\ell+1},t+\ell}, Z_{j_{\ell+1},t+\ell}; N_{j_{\ell+1}}(t)).$$

Hence, using GPs enables us to accurately estimate the reward and uncertainty at the leaves.

For dRGP-UCB, we construct upper confidence bounds on each $M_i(Z_t)$ using Gaussianity. We then select the leaf $I_t$ with largest upper confidence bound at time $t$. That is,

$$I_t = \arg\max_{1 \leq i \leq K^d} \{ \eta_t(i) + \alpha_t \varsigma_t(i) \} \quad \text{where} \quad \alpha_t = \sqrt{2 \log((K^d)^d(t + d - 1)^2)}.$$

In dRGP-UCB, we select a sequence of $d$ arms by sampling the recovery coefficient of each arm $j$ at $Z_{j,t}^{(d)} = (Z_{j,t}, \ldots, Z_{j,t+d-1,0,\ldots,d-1})^T$ and then calculating the ‘reward’ of each node using these sampled values. Denote the sampled reward of node $i$ by $\tilde{\eta}_t(i)$. We choose the leaf $I_t$ with highest $\tilde{\eta}_t(i)$. In both dRGP-UCB and dRGP-UCB-TS, by the lookahead property, we will only play an arm at a large $Z_{j,t}$ value if it has high reward, or high uncertainty there. We play the sequence of $d$ arms indicated by $I_t$ over the next $d$ rounds. We then update the posteriors and repeat the process.

We analyze the regret in the single and multiple play cases separately. Studying the single play case first allows us to gain more insights about the difficulty of the problem. Indeed, from our analysis we observe that the multiple play case is more difficult since we may lose information from not updating the posterior between plays of the same arm. All proofs are in the appendix.

The regret of our algorithms will depend on the GP kernel through the maximal information gain. For a set $S$ of covariates and observations $Y_S = \{ f(z) + \epsilon_z \}_{z \in S}$, we define the information gain, $\mathcal{I}(Y_S; f) = H(Y_S) - H(Y_S|f)$ where $H(\cdot)$ is the entropy. As in [23], we consider the maximal information gain from $N$ samples, $\gamma_N$. If $z_t \in S$ is played at time $t$, then,

$$\mathcal{I}(Y_S; f) = \frac{1}{2} \sum_{t=1}^{N} \log(1 + \sigma^{-2} \sigma^2(z_t; t - 1)), \quad \text{and,} \quad \gamma_N = \max_{S \subseteq \mathcal{Z}^N; |S| = N} \mathcal{I}(Y_S; f). \quad (4)$$

Theorem 5 of [23] gives bounds on $\gamma_T$ for some kernels. We apply these results using the fact that the dimension, $D$, of the input space is 1. For any lengthscale, $\gamma_T = O(\log(T))$ for linear kernels, $\gamma_T = O(\log^2(T))$ for squared exponential kernels, and $\gamma_T = O(T^{2/(2\nu+2)}\log(T))$ for Matérn($\nu$).
5.1 Single Play Lookahead

In the single play case, each arm can only be played once in the \(d\)-step lookahead. This simplifies the variance in (2) since the arms are independent. For any leaf \(i\) corresponding to playing arms \(J_t, \ldots, J_{t+d-1}\) (at the corresponding \(z\) values), \(\varsigma^2(i) = \sum_{\ell=0}^{d-1} \sigma^2(J_{t+\ell})\). This involves the posterior variances at time \(t\). However, as we cannot repeat arms, if we play arm \(j\) at time \(t+\ell\) for \(0 \leq \ell \leq d-1\), it cannot have been played since time \(t\), so its posterior is unchanged. Using this and (4), we relate the variance of \(M_t(Z_t)\) to the information gain about the \(f_j\)'s. We get the following regret bounds.

**Theorem 2** The \(d\)-step single play lookahead regret of \(d\)RGP-UCB satisfies,
\[
\mathbb{E}[\mathcal{R}_T^{(d,s)}] \leq O(\sqrt{KT} \gamma_T \log(TK|Z|)).
\]

**Theorem 3** The \(d\)-step single play lookahead regret of \(d\)RGP-TS satisfies,
\[
\mathbb{E}[\mathcal{R}_T^{(d,s)}] \leq O(\sqrt{KT} \gamma_T \log(TK|Z|)).
\]

5.2 Multiple Play Lookahead

When arms can be played multiple times in the \(d\)-step lookahead, the problem is more difficult since we cannot use feedback from plays within the same lookahead to inform decisions. It is also harder to relate \(\varsigma^2(I_t)\) to the information gain about each \(f_j\). In particular, \(\varsigma^2(I_t)\) contains covariance terms and is defined using the posteriors at time \(t\). On the other hand, \(\gamma_T\) is defined in terms of the posterior variances when each arm is played. These may be different to those at time \(t\) if an arm is played multiple times in the lookahead. However, using the fact that the posterior covariance matrix is positive semi-definite, \(2k_j(z_1, z_2; n) \leq \sigma^2_j(z_1; n) + \sigma^2_j(z_2; n)\), we can bound \(\varsigma^2(I_t) \leq 3 \sum_{\ell=0}^{d-1} \sigma^2(J_{t+\ell})\). Then, the change in the posterior variance of a repeated arm can be bounded by the following lemma.

**Lemma 4** For any \(z \in Z\), arm \(j\) and \(n \in \mathbb{N}\), \(n \geq 1\), let \(Z_j^{(n)}\) be the \(n\)th play of arm \(j\). Then, \(\sigma^2_j(z; n+1) - \sigma^2_j(z; n) \leq \sigma^{-2}_j(Z_j^{(n)}; n-1)\).

We get the following regret bounds for \(d\)RGP-UCB and \(d\)RGP-TS. Due to not updating the posterior between repeated plays of an arm, they increase by a factor of \(\sqrt{d}\) compared to the single play case. Thus, although by Proposition [] larger \(d\) leads to higher reward, it makes the learning problem harder.

**Theorem 5** The \(d\)-step multiple play lookahead regret of \(d\)RGP-UCB satisfies,
\[
\mathbb{E}[\mathcal{R}_T^{(d,m)}] \leq O \left( \sqrt{KT} \gamma_T \log((K|Z|)^d T) \right).
\]

**Theorem 6** The \(d\)-step multiple play lookahead regret of \(d\)RGP-TS satisfies,
\[
\mathbb{E}[\mathcal{R}_T^{(d,m)}] \leq O \left( \sqrt{KT} \gamma_T \log((K|Z|)^d T) \right).
\]

5.3 Instantaneous Algorithm

If we set \(d = 1\) in Algorithm [], we obtain algorithms for minimizing the instantaneous regret. In this case, \(T = \{1, \ldots, T\}\) and there is \(K\) leaves of the 1-step lookahead tree, so each \(M_t(Z_t)\) corresponds to one arm. One arm is selected and played each time step so \(\eta_t(i) = \mu_t(j)\), \(\varsigma^2(i) = \sigma^2_j(j)\) for some \(j\). For the UCB, we define \(\alpha_t\) as in [] with \(d = 1\). We get the following regret,

**Corollary 7** The instantaneous regret of \(1\)RGP-UCB and \(1\)RGP-TS up to horizon \(T\) satisfy
\[
\mathbb{E}[\mathcal{R}_T^{(1)}] \leq O(\sqrt{KT} \gamma_T \log(TK|Z|)).
\]

The instantaneous regret of both algorithms is \(O^*(\sqrt{KT \gamma_T})\). Hence, we reduced the dependency on \(|Z|\) from \(\sqrt{|Z|}\) to \(\sqrt{\log |Z|}\) compared to a naive application of UCB (see Appendix F). The single play lookahead regret is of the same order as this instantaneous regret. This shows that, in the single play case, since we still update the posterior after every play of an arm, we do not lose any information by looking ahead.
We tested our algorithms in experiments with $K^d$ leaves. We can improve this by optimistic planning [13]. This was developed by [13] for deterministic MDPs with discount factors and rewards in $[0, 1]$. We adapt this to undiscounted rewards in $[\min_j z_j f_j(z), \max_j z_j f_j(z)]$. We focus on this in the multiple play Thompson sampling algorithm.

As in Algorithm 1 at time $t$, we sample $\bar{f}_j(z)$ from the posterior of $f_j$ at $Z_{d,t} = (Z_{j,t}, \ldots, Z_{z,t} + d, 0, \ldots, d)^T$ for all arms $j$. Then, instead of searching the entire tree to find the leaf with largest total $\bar{f}_j(z)$, we use optimistic planning (OP) to iteratively build the tree. We start from an initial tree of one node, $i_0 = Z_i$. At step $n$ of the OP procedure, let $T_n$ be the expanded tree and let $S_n$ be the nodes not in $T_n$ but whose parents are in $T_n$. We select a node in $S_n$ and move it to $T_n$, adding its children to $S_n$. If we select a node $i_n$ of depth $d$, we stop and output node $i_n$. Otherwise we continue until $n = N$ for a predefined budget $N$. Let $d_N$ be the maximal depth of nodes in $T_N$. We output the node at depth $d_N$ with largest upper bound on the value of its continuation (i.e. with largest $b_N(i)$ in (5)).

Nodes are selected using upper bounds on the total value of a continuation of the path to the node. For node $i \in S_n \cup T_n$, let $u(i)$ be the sum of the $\bar{f}_j(z)$’s on the path to $i$, and $l(i)$ the depth of $i$. The value, $v(i)$, of node $i$ is the reward to $i$, $u(i)$, plus the maximal reward of a path from $i$ to depth $d$.

We upper bound $v(i)$ by,

$$b_N(i) = u(i) + \Psi(z(i), d - l(i)) \quad \text{for } i \in S_n \cup T_n,$$

where $z(i)$ is the vector of $z_j$’s at node $i$, and the function $\Psi(z(i), d - l(i))$ is an upper bound on the maximal reward from node $i$ to a leaf. Let $g_j(z, l) = \max\{\bar{f}_j(z), \ldots, \bar{f}_j(z + l), f_j(0), \ldots, f_j(l)\}$ be the maximal reward that can be gained from playing arm $j$ in the next $1 \leq l \leq d$ steps from $z \in Z_{j,t}^d$. Then, $\Psi(z(i), d - l(i)) = (d - l(i)) \max_{1 \leq j \leq K} g_j(z(i), d - l(i))$, and $\Psi(z(i), 0) = 0$ for any $z(i)$.

We can often bound the error from this procedure. Let $v^* = \max_{z \in Z_i} (\bar{f}_j(z))$ the value of the maximal node. A node $i$ is $\epsilon$-optimal if $v^* - v(i) \leq \epsilon$, and let $p_l(\epsilon)$ be the proportion of $\epsilon$-optimal nodes at depth $l$. Let $\lambda = \max_{j,z} \bar{f}_j(z) - \min_{j,z} \bar{f}_j(z)$, and define $\Psi^*(l) = \max_{z \in Z} (\Psi(z, l))$ for any $l = 0, 1, \ldots, d$. We get the following bound (whose proof is in Appendix E).

**Proposition 8** For the optimistic planning procedure with budget $N$, if the procedure stops at step $n < N$ because a node $i_n$ of depth $d$ is selected, then $v^* - v(i_n) \leq 0$. Otherwise, if there exist $\lambda, \epsilon \in (\frac{1}{K}, 1]$ and $1 \leq d_0 \leq d$ such that $\forall l \geq d_0, p_l((d - l)\Delta) \leq \lambda^l$, then for $N > n_0 = \frac{K^{d_0+1} - 1}{K - 1}$,

$$v^* - v(i_n) \leq \left( d - \frac{\log(N - n_0)}{\log(K)} + \frac{\log(\lambda K - 1)}{\log(\lambda K)} + 1 \right) \Delta.$$

Hence, if we stop the procedure at $n < N$, the node $i_n$ of depth $d$ we return will be optimal. In many cases, especially when the proportion of $\epsilon$-optimal nodes, $\lambda$, is small, this will occur. Otherwise, the error will depend on $\lambda$, and the budget, $N$. By (6), for $N \approx (\lambda K)^d$, the error will be near zero.

### 7 Experimental Results

We tested our algorithms in experiments with $z_{\max} = 30$, noise standard deviation $\sigma = 0.1$, and horizon $T = 1000$. We used GPy [11] to fit the GPs. We first aimed to check that our algorithms were playing arms at good $z$ values (i.e. play arm $j$ when $f_j(z)$ is high). We used $K = 10$ and sampled the recovery functions from a squared exponential kernel and ran the algorithms once. Figure 2 shows that, for lengths $l = 2$, 1RGP-UCB and 3RGP-UCB accurately estimate the recovery functions and learn to play each arm in the regions of $Z$ where the reward is high. Although, as expected, 3RGP-UCB has more samples on the peaks, it is reassuring that the instantaneous algorithm also selects good $z$’s. The same is true for dRGP-TS and different values of $d$ and $l$ (see Appendix G.1).

Next, we tested the performance of using optimistic planning (OP) in dRGP-TS. We averaged all results over 100 replications and used a squared exponential kernel with $l = 4$. In the first case, $K = 10$ and $d = 4$, so direct tree search may have been possible. Figure 3a shows that, when $N$, the budget of policies the OP procedure can evaluate per lookahead, increases above 500, the total
reward plateaus and the average depth of the returned policy is 4. By Proposition\textsuperscript{13}, this means that we found an optimal leaf of the lookahead tree while evaluating significantly fewer policies. We then increased the number of arms to $K = 30$. Here, searching the whole lookahead tree would be computationally challenging. Figure\textsuperscript{3b} shows that we found the optimal policy after about 5,000 policies (since here $d_N = d$), which is less than 0.1\% of the total number of policies. In Figure\textsuperscript{3c} we increased the depth of the lookahead to $d = 8$. In this case, we had to search more policies to find optimal leaves. However, this was still less than 0.1\% of the total number of policies. From Figure\textsuperscript{3c} we also see that when $d_N < d$, increasing $N$ leads to higher total reward.

Lastly, we compared our algorithms to RogueUCB-Tuned \textsuperscript{[18]} and UCB-Z, the basic UCB algorithm with $K|Z|$ arms (see Appendix\textsuperscript{F}), in two parametric settings. Details of the implementation of RogueUCB-Tuned are given in Appendix\textsuperscript{G.2} As in \textsuperscript{[18]}, we only considered $d = 1$. We used squared exponential kernels in RGP-UCB and RGP-TS with lengthscale $l = 5$ (results for other lengthscales are in Appendix\textsuperscript{G.3}). The recovery functions were logistic, $f(z) = \theta_0 (1 + \exp(-\theta_1(z - \theta_2)))^{-1}$ which increases in $z$, and modified gamma, $f(z) = \theta_0 C \exp(-\theta_1 z) z^{\theta_2}$ (with normalizer $C$), which increases until a point and then decreases. The values of $\theta$ were sampled uniformly and are in Appendix\textsuperscript{G.3} We averaged the results over 500 replications. The cumulative regret (and confidence regions) is shown in Figure\textsuperscript{4} and the cumulative reward (and confidence bounds) in Table\textsuperscript{I}. Our algorithms achieve lower regret and higher reward than RogueUCB-Tuned. UCB-Z does badly since the time required to play each (arm,$z$) pair during initialization is large.

7.1 Practical Considerations

There are several issues to consider when applying our algorithms in a practical recommendation scenario. The first is the choice of $z_{\text{max}}$. Throughout, we assumed that this is known and constant across arms. Our work can be easily extended to the case where there is a different value, $z_{\text{max},j}$, for each arm $j$. By defining $z_{\text{max}} = \max_j z_{\text{max},j}$ and extending $f_j$ to $z_{\text{max}}$ by setting $f_j(z) = f_j(z_{\text{max},j})$ for all $z = z_{\text{max},j} + 1, \ldots, z_{\text{max}}$. A similar approach can be used if we only know an upper bound on $z_{\text{max}}$. Additionally, in practice, the recovery curves may not be sampled from Gaussian processes, or the kernels may not be known. As demonstrated experimentally, our algorithms can still perform well in this case. Indeed, kernels can be chosen to (approximately) represent a wide variety of recovery curves, ranging from uncorrelated rewards to constant functions. In practice, we can also use adaptive algorithms for selecting a kernel function out of a large class of kernel functions (see e.g. Chapter 5 of \cite{24} for details).
Table 1: Total reward at $T = 1000$ for single step experiments with parametric functions

| Setting | IRGP-UCB ($l = 5$) | IRGP-TS ($l = 5$) | RogueUCB-Tuned | UCB-Z |
|---------|---------------------|-------------------|----------------|-------|
| Logistic | 461.7 (454.3,468.9) | 462.6 (455.7,469.3) | 446.2 (438.2,453.5) | 242.6 (229.6,256.0) |
| Gamma   | 145.6 (139.6, 151.7) | 156.5 (149.6,163.0) | 132.7 (111.0,144.5) | 116.8 (108.4,125.5) |

Figure 4: Cumulative instantaneous regret with parametric recovery functions.

8 Conclusion

In this work, we used Gaussian processes to model the recovering bandits problem and incorporated this into UCB and Thompson sampling algorithms. These algorithms use properties of GPs to look ahead and find good sequences of arms. They achieve $d$-step lookahead Bayesian regret of $O^*(\sqrt{KdT})$ for linear and squared exponential kernels, and perform well experimentally. We also improved computational efficiency of the algorithm using optimistic planning. Future work includes considering the frequentist setting, analyzing online methods for choosing $z_{max}$ and the kernel, and investigating the use of GPs in other non-stationary bandit settings.

Acknowledgments

CPB would like to thank the EPSRC funded EP/L015692/1 STOR-i centre for doctoral training and Sparx. We would also like to thank the reviewers for their helpful comments.

References

[1] M. Abeille and A. Lazaric. Linear thompson sampling revisited. *International Conference on Artificial Intelligence and Statistics*, 2017.

[2] P. Auer, N. Cesa-Bianchi, and P. Fischer. Finite-time analysis of the multiarmed bandit problem. *Machine learning*, 47(2-3):235–256, 2002.

[3] M. G. Azar, I. Osband, and R. Munos. Minimax regret bounds for reinforcement learning. In *Proceedings of the 34th International Conference on Machine Learning-Volume 70*, pages 263–272. JMLR. org, 2017.

[4] O. Besbes, Y. Gur, and A. Zeevi. Stochastic multi-armed-bandit problem with non-stationary rewards. In *Advances in neural information processing systems*, pages 199–207, 2014.

[5] I. Bogunovic, J. Scarlett, and V. Cevher. Time-varying gaussian process bandit optimization. In *International Conference on Artificial Intelligence and Statistics*, pages 314–323, 2016.

[6] D. Bouneffouf and R. Feraud. Multi-armed bandit problem with known trend. *Neurocomputing*, 205:16–21, 2016.

[7] O. Cappé, A. Garivier, O.-A. Maillard, R. Munos, G. Stoltz, et al. Kullback–leibler upper confidence bounds for optimal sequential allocation. *The Annals of Statistics*, 41(3):1516–1541, 2013.

[8] C. Cortes, G. DeSalvo, V. Kuznetsov, M. Mohri, and S. Yang. Discrepancy-based algorithms for non-stationary rested bandits. *arXiv preprint arXiv:1710.10657*, 2017.
[9] L. Devroye and G. Lugosi. Combinatorial methods in density estimation. Springer, 2001.

[10] A. Garivier and E. Moulines. On upper-confidence bound policies for switching bandit problems. In International Conference on Algorithmic Learning Theory, pages 174–188, 2011.

[11] GPy. GPy: A gaussian process framework in python. http://github.com/SheffieldML/GPy, 2012–.

[12] H. Heidari, M. Kearns, and A. Roth. Tight policy regret bounds for improving and decaying bandits. In International Joint Conference on Artificial Intelligence, pages 1562–1570, 2016.

[13] J.-F. Hren and R. Munos. Optimistic planning of deterministic systems. In European Workshop on Reinforcement Learning, pages 151–164. Springer, 2008.

[14] N. Immorlica and R. D. Kleinberg. Recharging bandits. In IEEE 59th Annual Symposium on Foundations of Computer Science, 2018.

[15] T. Jaksch, R. Ortner, and P. Auer. Near-optimal regret bounds for reinforcement learning. Journal of Machine Learning Research, 11(Apr):1563–1600, 2010.

[16] A. Krause and C. S. Ong. Contextual gaussian process bandit optimization. In Advances in Neural Information Processing Systems, pages 2447–2455, 2011.

[17] N. Levine, K. Crammer, and S. Mannor. Rotting bandits. In Advances in Neural Information Processing Systems, pages 3077–3086, 2017.

[18] Y. Mintz, A. Aswani, P. Kaminsky, E. Flowers, and Y. Fukuoka. Non-stationary bandits with habituation and recovery dynamics. arXiv preprint arXiv:1707.08423, 2017.

[19] R. Munos et al. From bandits to monte-carlo tree search: The optimistic principle applied to optimization and planning. Foundations and Trends® in Machine Learning, 7(1):1–129, 2014.

[20] I. Murray. Gaussian processes and kernels. https://www.inf.ed.ac.uk/teaching/courses/mlpr/2016/notes/w7c_gaussian_process_kernels.pdf, 2016.

[21] I. Osband, D. Russo, and B. Van Roy. (more) efficient reinforcement learning via posterior sampling. In Advances in Neural Information Processing Systems, pages 3003–3011, 2013.

[22] M. L. Puterman. Markov decision processes: discrete stochastic dynamic programming. John Wiley & Sons, 2005.

[23] V. Raj and S. Kalyani. Taming non-stationary bandits: A bayesian approach. arXiv preprint arXiv:1707.09727, 2017.

[24] C. E. Rasmussen and C. K. Williams. Gaussian processes for machine learning. MIT press, 2006.

[25] D. Russo and B. Van Roy. Learning to optimize via posterior sampling. Mathematics of Operations Research, 39(4):1221–1243, 2014.

[26] J. Seznec, A. Locatelli, A. Carpentier, A. Lazard, and M. Valko. Rotting bandits are no harder than stochastic ones. In The 22nd International Conference on Artificial Intelligence and Statistics, pages 2564–2572, 2019.

[27] A. Slivkins and E. Upfal. Adapting to a changing environment: the brownian restless bandits. In COLT, pages 343–354, 2008.

[28] N. Srinivas, A. Krause, S. Kakade, and M. Seeger. Gaussian process optimization in the bandit setting: no regret and experimental design. In Proceedings of the 27th International Conference on International Conference on Machine Learning, pages 1015–1022, 2010.

[29] W. R. Thompson. On the likelihood that one unknown probability exceeds another in view of the evidence of two samples. Biometrika, 25(3/4):285–294, 1933.

[30] P. Whittle. Restless bandits: Activity allocation in a changing world. Journal of applied probability, 25(A):287–298, 1988.

[31] J. Yi, C.-J. Hsieh, K. R. Varshney, L. Zhang, and Y. Li. Scalable demand-aware recommendation. In Advances in Neural Information Processing Systems, pages 2409–2418, 2017.