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Abstract—Machine learning (ML) has been widely applied to the upper layers of wireless communication systems for various purposes, such as deployment of cognitive radio and communication network. However, its application to the physical layer is hampered by sophisticated channel environments and limited learning ability of conventional ML algorithms. Deep learning (DL) has been recently applied for many fields, such as computer vision and natural language processing, given its expressive capacity and convenient optimization capability. The potential application of DL to the physical layer has also been increasingly recognized because of the new features for future communications, such as complex scenarios with unknown channel models, high speed and accurate processing requirements; these features challenge conventional communication theories. This paper presents a comprehensive overview of the emerging studies on DL-based physical layer processing, including leveraging DL to redesign a module of the conventional communication system (for modulation recognition, channel decoding, and detection) and replace the communication system with a radically new architecture based on an autoencoder. These DL-based methods show promising performance improvements but have certain limitations, such as lack of solid analytical tools and use of architectures that are specifically designed for communication and implementation research, thereby motivating future research in this field.

Index Terms—Wireless communications, deep learning, physical layer.

I. INTRODUCTION

Wireless communication technologies have experienced an extensive development to satisfy the applications and services in the wireless network. The explosion of advanced wireless applications, such as diverse intelligent terminal access, virtual reality, augmented reality, and Internet of things, has propelled the development of wireless communication into the fifth generation to achieve thousandfold capacity, millisecond latency, and massive connectivity, thereby making system design an extraordinarily challenging task. Several promising technologies, such as massive multi-input multi-output (MIMO), millimeter wave (mmWave), and ultra-densification network (UDN) have been proposed to satisfy the abovementioned demands. These technologies demonstrate the same characteristic (i.e., the capability to handle large wireless data). However, extant conventional communication theories exhibit several inherent limitations in fulfilling the large data and ultra-high-rate communication requirements in complex scenarios, listed as follows.

1) Difficult channel modeling in complex scenarios: The design of the communication systems significantly depends on practical channel conditions or is based on channel models that characterize real environments implicitly for mathematical convenience. These models struggle in complex scenarios with many imperfections and nonlinearities [1], although they may capture some features in conventional channels. For example, the increased number of antennas in massive MIMO systems has changed channel properties [2], and the corresponding channel models remain unknown. The use of out-of-band signals or sensors as sources of side information at mmWave is promising [3]. However, a method for combining out-of-band and sensor information to obtain the channel state information of the mmWave remains unknown. In scenarios, such as underwater or molecular communications [4], the channels cannot be characterized by using rigid mathematical models. Thus, systems or algorithms that can complete communication tasks without defined channel models are essential.

2) Demand for effective and fast signal processing: The use of low-cost hardware, such as low-resolution analog-to-digital converters with low energy consumption [5], [6], introduces additional nonlinear imperfections that require using highly robust receiving processing algorithms (e.g., algorithms for channel estimation and detection). However, using these algorithms may increase computational complexity. Traditional algorithms, such as algorithms for MIMO data detection, are iterative reconstruction approaches [7] that form a computational bottleneck in real time, whereas the real-time large data processing capabilities are necessary for the advanced systems (e.g., massive MIMO, mmWave, and UDN). Therefore, the corresponding algorithms require parallel signal processing architecture [2] to achieve efficiency and accuracy.

3) Limited block-structure communication systems: Conventional communication systems that are constructed in a divide-and-conquer manner, consist of a series of artificially defined signal processing blocks, such as coding, modulation, and detection; these systems solve the communication problems in imperfect channels by optimizing each block independently. An optimal performance in the entire communication task cannot be guaranteed, although researchers have attempted to optimize the algorithms of each processing
module for many years and achieved success in practice, because the fundamental problem of communication depends on the reliable message recovery at the receiver side after the message is sent by a transmitter and traverses a channel [8]. This process does not require a block structure. Therefore, it holds promise for further improvement if the suboptimization for each module is replaced by optimizing for end-to-end performance.

Machine learning (ML) has recently regained attention because of the successful applications of deep learning (DL) in computer vision (CV), automatic speech recognition (ASR), and natural language processing (NLP). The book [9] covers the recent results. Researchers are actively attempting to extend these technologies to other domains, including wireless communication. Embedding ML theories on a wide range of communication systems has had an extensive history and has achieved several successes, especially in the upper layers, such as in cognitive radio, resource management [10], link adaptation [11], [12], and positioning [13]. In contrast to the abovementioned straightforward applications, ML faces several challenges when applied to the physical layer.

Researchers have applied ML to the physical layer for modulation recognition [14], [15], channel modeling and identification [16], [17], encoding and decoding [18], [19], channel estimation [20], and equalization [21], [22] (see further details in [23] and [24]); however, ML has been unused commercially because handling physical channels is a complex process, and conventional ML algorithms have limited learning capacity. Researchers believe that ML can achieve further performance improvements by introducing DL to the physical layer. DL possesses essential characteristics, such as deep modularization, which significantly enhances feature extraction and structure flexibility, compared with conventional ML algorithms. In particular, DL-based systems can be used instead of manual feature extraction to learn features from raw data automatically and adjust the model structures flexibly via parameter tuning to optimize end-to-end performance. The DL-based communication system has promising applications in complex scenarios for several reasons.

First, the deep network has been proven to be a universal function approximator [25] with superior algorithmic learning ability despite the complex channel conditions [1]. The “learned” algorithms in DL-based communication systems are represented by learned weights in DL models that optimize end-to-end performance through convenient training methods instead of requiring well-defined mathematic models or expert algorithms that are solidly based on information theories.

Second, handling large data is an essential feature of DL because of its instinctive nature of distributed and parallel computing architectures, which ensure computation speed and processing capacity. The DL system demonstrates a remarkable potential in producing impressive computational throughput through fast-developing parallelized processing architectures such as graphical processing units.

Third, DL-based communication systems can break the artificial block structure to achieve global performance improvement because they are trained to optimize end-to-end performance without making an implicit request for block-

structure. Besides, various libraries or frameworks, such as TensorFlow, Theano, Caffe, and MXNet, have been established to accelerate experiments and deploy DL architectures given the wide application of DL technologies.

Recent studies on DL for wireless communication systems have proposed alternative approaches to enhance certain parts of the conventional communication system (e.g., modulation recognition [1], channel encoding and decoding [26], [27], [28], [29], [30], [31], and channel estimation and detection [7], [41], [42], [43]) to replace the total system with a novel architecture on the basis of an autoencoder [1]. [34]. This paper aims to provide an overview of these recent studies that focus on the physical layer. We also aim to highlight the potentials and challenges of the DL-based communication systems and offer a guideline for future investigations by describing the motivation, proposed methods, performance, and limitations of these studies. Table 1 provides the abbreviations appeared in the paper.

### Table 1

| Abbreviation | Stands for |
|--------------|------------|
| ML           | machine learning |
| DL           | deep learning |
| MIMO         | multi-input multi-output |
| mmWave       | millimeter wave |
| UDN          | ultra-densification network |
| CV           | computer vision |
| ASR          | automatic speech recognition |
| NLP          | natural language processing |
| SVM          | support vector machine |
| NN           | neural network |
| GD           | gradient descent |
| DNN          | deep neural network |
| ReLU         | rectified linear units |
| SGD          | stochastic gradient descent |
| CNN          | convolutional neural network |
| RNN          | recurrent neural network |
| LSTM         | long short-term memory |
| SNR          | signal-to-noise ratio |
| LLR          | log-likelihood ratio |
| BP           | belief propagation |
| HDPC         | high-density parity check |
| BCH          | Bose-Chaudhuri-Hocquenghem |
| AWOH         | additive white Gaussian noise |
| BER          | bit-error rate |
| mRRD         | modified random redundant iterative decoding |
| NNDD         | neural network decoder |
| MAP          | maximum a posteriori |
| PNN          | partitioned neural network |
| FC           | fixed channel |
| VC           | varying channel |
| AMP          | approximate message passing |
| SDR          | semidefinite relaxation |
| ISI          | inter symbol interference |
| CP           | cyclic prefix |
| MMSE         | minimum mean square error |
| RTN          | radio transformer network |
| BLER         | block error rate |
| CSI          | channel state information |

The rest of this paper is organized as follows. Section [1] provides a brief overview of the basic concepts of DL. Section [11] presents several application examples of using DL as alternatives for communication systems, such as modula-
Section VI concludes the paper. Section V discusses the areas for future research. Section IV introduces a novel communication architecture based on an autoencoder. Section V discusses the areas for future research.

After long-standing research from the 20th century, various algorithms have been proposed, such as logistic regression, decision tree, support vector machine (SVM), and neural network (NN). As an emerging outstanding algorithm belonging to NN, DL is originally derived from the neuron model that simulates biological neural system schemes as shown in Fig. 1. The simplest NN is called perceptron, which comprises one input layer and one output layer. A certain loss function, such as square error or cross entropy, must be established for the perceptron to produce a value that is close to the expected one as much as possible. Gradient descent (GD) is commonly used in training the best parameters (i.e., weights and biases) to minimize such loss function. Despite only solving linearly separable problems, a single perceptron will introduce nonlinear properties, and function as a universal function approximator by adding hidden layers and neurons between the input and output layers. The evolved architecture is called multi-layer perceptron that does not significantly differ from the current deep NN (DNN) or NNs with multiple hidden layers, which have achieved success in CV, ASR, and NLP.

A basic DL model is a fully connected feedforward NN (Fig. 2), where each neuron is connected to adjacent layers and no connection exists in the same layer. The back propagation algorithm has been proposed as an efficient method for training such network with GD for optimization. However, the increase in the number of hidden layers and neurons implies the existence of several other parameters to be determined, thereby making the network implementation difficult. Numerous problems may be encountered during the training process, such as vanishing gradients, slow convergence, and falling into the local minimum.

To solve the vanishing gradient problem, new activation functions (e.g., rectified linear units (ReLU), a special feature of Maxout) have been introduced to replace the classic sigmoid function. Table II shows the activation functions that can adapt to other situations. To achieve faster convergence and decrease computation complexity, classic GD is adjusted into stochastic GD (SGD), which randomly selects one sample to compute the loss and gradient every time. Stochasticity causes severe fluctuation in the training process; thus, mini-batch SGD (a batch of samples computed simultaneously) is adopted as a tradeoff between classic GD and SGD. However, such algorithms still converge to the local optimal solution. To solve this problem and further increase the training speed, several adaptive learning rate algorithms (e.g., Adagrad, RMSProp, Momentum, and Adam) have been proposed. Although the trained network performs well in the training data, this network may perform poorly in the testing process because of overfitting. In this case, early stopping, regularization, and dropout schemes have been proposed to achieve favorable results in training and testing data.

Convolutional NN (CNN) is another emerging DNN architecture that is developed from a fully connected feedforward network to prevent a rapid growth in the parameters when applying the latter to image recognition. CNN introduces the idea of designing particular DNN architectures depending on the requirements of specific scenarios. The basic concept of CNN is to add convolutional and pooling layers before feeding the evolved architecture into a fully connected network (Fig. 3). In the convolutional layer, each neuron only connects to parts of neurons in the former adjacent layer. These neurons that are organized in a matrix form comprise several feature maps, and the neurons share the same weights in each map. In the pooling layer, the neurons in the feature maps are grouped to compute for
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**Fig. 1.** A mathematical model of a neuron, where \( r \) features are connected by weighted edges and fed into a sigmoid activation function to generate an output \( y \).

**Table II**

| Activation Function \( \sigma(x) \) |
|-----------------------------------|
| sigmoid                           |
| tanh                              |
| softmax                           |
| ReLU                              |

| Name | Activation Function \( \sigma(x) \) |
|----------------|-----------------------------------|
| sigmoid       | \( \frac{1}{1 + e^{-x}} \)          |
| tanh          | \( \tanh(x) \)                     |
| softmax       | \( \sum_j e^{x_j} \)              |
| ReLU          | \( \max(0, x) \)                   |

![Diagram of a fully connected feedforward NN](image2)

**Fig. 2.** A fully connected feedforward NN architecture where all neurons between adjacent layers are fully connected. The DNN uses multiple hidden layers between the input and output layers to extract meaningful features.

![Diagram of a convolutional NN](image3)

**Fig. 3.** A convolutional NN (CNN) is another emerging DNN architecture that is developed from a fully connected feedforward network to prevent a rapid growth in the parameters when applying the latter to image recognition. CNN introduces the idea of designing particular DNN architectures depending on the requirements of specific scenarios. The basic concept of CNN is to add convolutional and pooling layers before feeding the evolved architecture into a fully connected network (Fig. 3). In the convolutional layer, each neuron only connects to parts of neurons in the former adjacent layer. These neurons that are organized in a matrix form comprise several feature maps, and the neurons share the same weights in each map. In the pooling layer, the neurons in the feature maps are grouped to compute for
III. DL AS AN ALTERNATIVE

The general classic communication system architecture is constructed as a block structure as shown in Fig. 5 and multiple algorithms solidly founded on expert knowledge have been developed in long-term research to optimize each processing block therein. Previous studies have attempted to leverage conventional ML approaches, such as SVM and small feedforward NNs, as alternative algorithms for individual tasks. DL architectures have recently been introduced into several processing blocks to adapt to emerging complex communication scenarios or outperform conventional communication algorithms. This section presents some examples of DL applications that cover modulation recognition, channel decoding, and detection.

A. Modulation Recognition

Modulation recognition aims to distinguish modulation schemes of the received noisy signals, which is important to facilitate the communication among different communication systems, or interfere and monitor enemies for military use. Studies on modulation recognition have been conducted for many years using conventional algorithms that are divided into two categories, namely, decision-theoretic and pattern recognition approaches [35]. These approaches have several common procedures, such as preprocessing, feature extraction, and classification. Previous studies have been keen to leverage ML algorithms (usually SVM and NN) due to their robustness, self-adaption, and nonlinear processing ability.

An NN architecture (Fig. 6) is proposed in [35] as a powerful modulation classifier to discriminate noise-corrupted band-limited modulated signals from 13 types of digital modulation schemes (e.g., MPSK, MASK, and MFSK) and analog modulation schemes (e.g., AM, DSB, and FM). Similar to conventional expert feature analysis, this approach manually extracts features that characterize digital [36] or analog modulations [37] from the original signals, as well as the three fundamental parameters of instantaneous amplitude, phase, and frequency. A four-layer NN is then fed with these features to discriminate the modulation schemes, except the levels of MASK and MPSK, as identified by another two-layer NNs. The abovementioned problem-solving procedures, such as manual feature extraction and NN classification, have been commonly applied in previous research (e.g., [14]). Their performance strongly depends on the extracted features due to the limited learning ability of conventional NNs.

DL is known for its impressive learning capacity. Its introduction highlights the possibility of replacing artificially extracting features with automatic learning features from raw data to optimize end-to-end performance. For example, a CNN-based approach is proposed in [1] that learns single-carrier modulation schemes based on sampled raw time-series data in the radio domain. The CNN classifier is trained by 1.2M sequences for 128 complex-valued baseband IQ samples covering 10 different digital and analog modulation schemes that pass through a wireless channel with the effects of multipath fading, sample rate offset, and center frequency offset. The CNN-based modulation classifier dominates and outperforms two other approaches, namely, extreme gradient boosting with 1,000 estimators and a single scikit-learn tree working on the extracted expert features. The performance of the classifier improves along with increasing signal-to-noise ratio (SNR). However, such performance cannot be improved further at high SNR because the short-term nature of training samples confuses the CNN classifier between AM/FM if the underlying signal carries limited information and between QAM16/QAM64 that share constellation points. More samples must be used to eliminate such confusion and highlight the potential of the CNN architecture for further improvement.

B. Channel Decoding

ML-based decoders have emerged in the 1990s [28] because of the straightforward applications of NN to channel...
decoding. First, channel decoding algorithms focus on bit-level processing; therefore, bits, or the log-likelihood ratios (LLRs) of codewords, are conveniently treated as the inputs and expected outputs of NNs. Mainly in previous studies, the input and output nodes directly represent bits in codewords [38], or use one-hot representation (i.e., each node represents one of all possible codewords) [39] such that the corresponding vector has only one element equal to 1 and other elements equal to 0. Second, unlike the difficulty in obtaining datasets in other scenarios, man-made codewords can generate sufficient training samples and achieve labeled outputs simultaneously. Furthermore, NN can learn from the noise version of codewords and avoid overfitting problems because the codewords are randomized to different samples by the channel noise in each training epoch.

Compared with conventional decoders that are designed strictly based on information theory and often follow an iteration process that leads to high latency, the NN architecture does not require expert knowledge. After training a decoder, the decoding process becomes simple with low latency. Furthermore, the well-developed conventional decoding algorithms can serve as benchmarks for comparing the performance of newly proposed DL-based methods.

Despite its advantages, the NN-based decoder is fundamentally restricted by its dimensionality (i.e., the training complexity increases exponentially along with block length) [40] to learn fully from and classify codewords, thereby limiting its scalability. Fortunately, DL algorithms provide the potential to this problem. Aside from its inherent parallel implementation for complex computations, a multi-layer architecture with realizable training methods offers DL with an excellent learning capacity. Recent studies have leveraged these advantages to address the issue of dimensionality by introducing DL to well-developed iterative algorithms (i.e., unfolding the iterative structure to the layer structure) and by generalizing from limited codewords (i.e., inferring from seen codewords to unseen ones).

The fully connected DNN-based decoder proposed in [26], which falls under the first category, aims to improve the performance of the belief propagation (BP) algorithm in decoding high-density parity check (HDPC) codes. BP algorithm can achieve near Shannon capacity in decoding low-density parity check codes but struggles at decoding HDPC codes, such as Bose-Chaudhuri-Hocquenghem (BCH) codes, that are commonly used today. Conventional BP decoders can be constructed using a Tanner graph, where each variable node is connected to some check nodes. In each iteration, a variable (check) node transmits a message to one of its connected check (variable) nodes based on all messages received from the other connected check (variable) nodes. Thus, the BP algorithm with \( L \) iterations can be unfolded as \( 2L \) hidden layers in a fully connected DNN architecture, where each hidden layer contains the same number of neurons that represent the edges in the Tanner graph. These neurons will output the messages transmitted on corresponding edges. In other words, the odd (even) hidden layers output messages that are transmitted from the variable (check) nodes to the check (variable) nodes that are associated with the neurons or edges in the Tanner graph.

The input and output are vectors of size \( N \) that represent \( N \)-dimensional LLRs received from channels and \( N \)-bits decoded codewords, respectively. The equations for calculating the messages based on expert knowledge are then applied to the corresponding layers, and the final marginalization of the BP
algorithm is achieved after the last layer (i.e., after the last iteration), which is involved in the loss function. The only difference of the DNN-based BP algorithm from the original algorithm is that weights are added to these equations or are assigned to the edges in the Tanner graph. Thus, the DNN-based decoder shares the same decoding structure of the Tanner graph; however, the messages are propagated on the weighted edges.

The DNN-based BP decoder proposed in [26] is shown in Fig. 7. The first two hidden layers are merged into one layer because the check nodes do not contain any information in the first iteration. LLR messages (i.e., inputs) are needed by the variable nodes to calculate the outgoing messages according to the corresponding BP formulas. These messages are represented as red arrows at odd layers in Fig. 7. The DNN-based BP decoder preserves the property of BP with essentially similar structures and its performance is independent from the transmitted codewords. Thus, the network can be trained by the noise version of a single codeword (i.e., zero codeword) that belongs to all linear codes.

After training the codewords that pass through the additive white Gaussian noise (AWGN) channel with SNRs ranging from 1 dB to 6 dB, a DNN-based BP decoder for BCH (15,11) with 10 hidden layers (i.e., 5 full iterations) achieves close to maximum likelihood results. The performance of the DNN-based decoder degrades on large BCH codes; nevertheless, the decoder consistently outperforms the conventional BP algorithm. One interpretation given by [26] is that properly weighting the transmitted messages compensates for the small cycle effect in the original Tanner graph. Furthermore, the final marginalization information is considered obtainable after each odd hidden layer. Therefore, a modified architecture called multiloss, which adds such information into the loss function, is proposed to increase the gradient update and allow lower layers. The multiloss architecture achieves a better bit-error rate (BER) performance compared with the previous DNN-based BP decoder.

In [27], the aforementioned fully connected DNN-based BP decoder is transformed into an RNN architecture, which is named as BP-RNN decoder, by unifying the weights in each iteration and feeding back the outputs of parity layers into the inputs of variable layers, as shown in Fig. 8. The number of time steps equals to that of iterations. This process significantly reduces the number of parameters and results in a performance that is comparable with that of the former decoder. The multiloss concept is also adopted in this architecture. These proposed methods outperform the plain BP algorithm whether on the regular or sparser Tanner graph representations of the codes. A modified random redundant iterative decoding (mRRD)-RNN decoder, which combines the BP-RNN decoder with mRRD algorithms [41] by replacing its BP blocks, is proposed and outperforms the plain mRRD decoder with only a slight increase in complexity.

A plain DNN architecture called NN decoder (NND), is proposed in [28] to decode codewords of length \( N \) with \( K \) information bits, as shown in Fig. 9. An encoded codeword of length \( N \) passes through a modulation layer and an AWGN channel layer to represent the communication channel effect. The LLR information of this noisy codeword is then generated as an \( N \)-dimensional input of the network with three hidden layers that is trained to output \( K \) estimated information bits. This NND works for 16-bit length random and structured codes (e.g., polar codes) and achieves maximum a posteriori (MAP) performance; however, such performance degrades along with an increasing number of information bits. Fortunately, the NND can generalize a subset of codewords (for training) to unseen codewords when decoding structured codes so that it is promising to address the issue of dimensionality by learning a form of decoding algorithm.
are becoming increasingly complex, thereby increasing the ability communication scenarios or communication channels of communication systems with promising performance, capacity, and resources (e.g., massive MIMO and mmWave), the available communication scenarios or communication channels are becoming increasingly complex, thereby increasing the computational complexity of channel models and the corresponding detection algorithms. Conventional (iterative) detection algorithms form a computational bottleneck in real-time implementation. In comparison, given their expressive capacity and tractable parameter optimization, DL methods can be used for detection by unfolding specific iterative detection algorithms (similar to channel decoding) and for making a tradeoff between accuracy and complexity by leveraging flexible layer structures. Data detection becomes a simple forward pass through the network and can be performed in real time.

In [7], a DL-based detector called DetNet, which aims to reconstruct the transmitted $x$ by treating the received $y$ and channel matrix $H$ (assumed to be perfectly known) as inputs, is introduced by unfolding a projected gradient descent algorithm for maximum likelihood optimization, in which the iteration is computed as follows given by [7]:

$$
\begin{align}
\hat{x}^{(k+1)} &= \Pi \left( \hat{x}^{(k)} - \delta_k \frac{\partial |y - H\hat{x}|^2}{\partial \hat{x}} \right) \\
&= \Pi \left( \hat{x}^{(k)} - \delta_k H^T y + \delta_k H^T H \hat{x}^{(k)} \right),
\end{align}
$$

where $\delta_k$ is the step size, $\hat{x}^{(k)}$ is the estimate in the $k$th iteration, and $\Pi(\cdot)$ is a nonlinear projection operating on a linear combination of factors that is formed by the data. These data are lifted into the higher dimension and operated by ReLU activation function (represented by $\rho$ in [4] given by [7]) to leverage the DNN architecture. As shown in Fig. 11, each original iteration is unfolded to the following layer:

$$
\begin{align}
z^{(k)} &= \rho \left( W_{1k} \begin{bmatrix} H^T y \\ \hat{x}^{(k)} \end{bmatrix} \right) + b_{1k}, \\
\hat{x}^{(k+1)} &= \psi_{t_{k}} \left( W_{2k} z^{(k)} + b_{2k} \right), \\
\hat{v}^{(k+1)} &= W_{3k} z^{(k)} + b_{3k}, \\
\hat{x}^{(1)} &= 0,
\end{align}
$$

C. Detection

Along with the increasing application of advanced communication systems with promising performance, capacity, and resources (e.g., massive MIMO and mmWave), the available communication scenarios or communication channels are becoming increasingly complex, thereby increasing the

\[ \text{Fig. 10. A partitioned NN decoding architecture for polar codes with each NND decoding a sub-codeword [29].} \]

\[ \text{Fig. 11. A single layer structure of the DetNet architecture [7].} \]
where \( \{ \mathbf{W}_{1:k}, \mathbf{W}_{2:k}, \mathbf{W}_{3:k} \} \) and \( \{ \mathbf{b}_{1:k}, \mathbf{b}_{2:k}, \mathbf{b}_{3:k} \} \) are the weights and bias, respectively, and \( \psi_h(\cdot) \) is a defined piecewise linear soft sign operator. \( L \) layers (i.e., \( L \) iterations) are applied in DetNet. A loss function covering the outputs of all layers is adopted to prevent the gradients from vanishing, and the Adam optimization algorithm is used for the training.

To test the robust performance of DetNet in complex channels and generalization, two channel scenarios are considered, namely, the fixed channel (FC) model with a deterministic yet ill condition and the varying channel (VC) model with an \( \mathbf{H} \) that is randomly generated by a known distribution. Compared with the conventional approximate message passing (AMP) and semidefinite relaxation (SDR) algorithms that provide near-optimal detection accuracy, the simulation results in the FC scenario indicate that DetNet outperforms AMP and achieves similar accuracy as SDR but runs 30 times faster, whether trained by the FC or VC channel. Therefore, DetNet remains robust in ill-conditioned channels and is generalized during training to detect arbitrary channels. Similarly, DetNet works 30 times faster than SDR in the VC channel but shows a comparable performance. DetNet works even faster at shallow layers but with less accuracy, thereby illustrating a tradeoff between accuracy and complexity. Accordingly, the DetNet presents a promising solution to computationally challenging detection tasks in advanced complex scenarios.

Despite the complex channel models, no mathematically tractable channel models are available to characterize the physical propagation process accurately in highly complex cases, such as molecular and underwater communications. Therefore, new detection approaches that do not require channel information must be devised for the novel systems. DL offers a promising solution to this problem because of its expressive capacity, data-driven characteristic, non-requirement for a defined channel model, and ability to optimize end-to-end performance. In [4] a fully connected DNN, CNN, and RNN are applied for detection in a molecular communication system. A molecular communication experimental platform is established to generate an adequate dataset by repeatedly transmitting a consecutive sequence of \( N \) symbols from \( M \) possible types. Chemical signals, acids (representing bit-0), and bases (representing bit-1) are used to encode pH level information. After transmission in water, the pH values in each symbol interval are treated as the received signals. In a simple baseline detection, bit-0 or bit-1 is detected in each symbol interval according to a decrease or increase in pH values, respectively, which is decided by the difference between the subintervals that the original symbol interval is divided into (i.e., positive for bit-1 and negative for bit-0).

When designing the DL-based detector, a simple memoryless system is considered such that the \( n \)th received signal is determined by the \( n \)th transmitted signal \( x_n \). Symbol-to-symbol detection can be implemented using Dense-Net, a basic fully connected DNN architecture (Fig. 12) that inputs the former pH difference values and some absolute values representing as the received feature vector \( y_n \) and outputs an \( M \)-dimensional probability vector. A CNN-based detector is also introduced to adapt to the effect of random shift. The system with inter symbol interference (ISI) and memory presents a highly sophisticated yet realistic scenario that requires sequence detection and can be implemented by the LSTM network, a typical algorithm for sequence processing belonging to RNN. As shown in Fig. 13, the \( n \)th estimated \( \hat{x}_n \) is detected from the previously and currently received signals.

The simulation results demonstrate that all these DL-based detectors outperform the baseline, whereas the LSTM-based detector shows an outstanding performance in the molecular communication system with ISI. This result validates the potential application of DL in future novel systems and highlights the importance of selecting suitable DL architectures that adequately reflect the characteristics of the physical channel.

Aside from complex scenarios, DL can be applied to well-researched channel conditions to enhance its performance further. For example, in [32], a five-layer fully connected DNN is embedded into an OFDM system for channel estimation and detection by treating the channel as a black box. During the offline training, the original data and pilots are formed into frames, and pass through a statistic channel model with distortion after inverse discrete Fourier transform processing and adding a cyclic prefix (CP), so that the received signal in time domain is generated. The frequency domain complex signal is obtained by removing CP from the former time domain signal and performing discrete Fourier transform. The frequency domain signal comprising data and pilot information, is then fed into the DNN detector to reconstruct the transmitted data in frequency domain. In comparison with the conventional
minimum mean square error (MMSE) method, the DNN detector achieves comparable performance in online testing but shows better performance when less pilots or no CP is used or when clipping distortion is introduced to reduce the peak-to-average power ratio. The DNN detector also shows a stable performance when tested in channel models with different delays and path numbers, thereby highlighting its robustness and ability to further improve conventional communication systems.

IV. DL AS A NOVEL COMMUNICATION ARCHITECTURE

Despite their promising performance, DL-based algorithms are often proposed as alternatives for one or two processing blocks of the classic block-structure communication system (Fig. 5). However, basic communication tasks aim to propagate signals from one point to another through a physical communication channel, and use a transmitter and receiver to manage the practical channel effect and ensure reliability when no rigid block structure is requested. Thus, the optimization in each block cannot guarantee global optimization for the communication problem because performance improvements can be achieved if two or more blocks are jointly optimized. O’Shea et al. recast communication as an end-to-end reconstruction optimization task and propose a novel concept based on DL theories to represent the simplified system as an autoencoder. They first introduce an autoencoder to the field of communication and then propose radio transformer network (RTN) to combine the DL architecture with the knowledge of communication experts. This autoencoder system is also extended to multi-user and MIMO scenarios in [1] and [34], respectively.

A. Autoencoder-based End-to-end System

In [1], communication is considered an end-to-end reconstruction problem where the transmitted messages are reconstructed at the receiver side over a physical channel (Fig. 14). Therefore, the autoencoder can represent the entire communication system and jointly optimize the transmitter and receiver over an AWGN channel. An original autoencoder is an unsupervised DL algorithm that learns a compressed representation form of inputs that can be used to reconstruct the inputs at the output layer. In the proposed approach, the transmitter and receiver are represented as fully connected DNNs, whereas the AWGN channel between them is represented as a simple noise layer with a certain variance. Thus, the communication system can be regarded as a large autoencoder that aims to learn from s, which is one out of the M possible messages for propagation, to generate a representation of the transmitted signal x that is robust against the imperfect channel. Therefore, at the receiver side, the original message can be reconstructed as ˆs with a low error rate by learning from the received y. The entire autoencoder-based communication system is trained to achieve end-to-end performance, such as BER or block error rate (BLER). However, this process may add redundancy in representation x, which differs from the original DL autoencoder that learns to compress inputs restoratively.

In an implementation example (Fig. 15), s is represented as an M-dimensional one-hot vector. Therefore, K = log_2(M) bits are transmitted simultaneously. After being fed into the DNN transmitter with multiple dense layers followed by a normalization layer, an N-dimensional vector x with energy constraints is generated. Therefore, the communication rate of such system is R = K/N. The received N-dimensional signal y noised by a channel represented as a conditional probability density function p(y|x) is subsequently learned by the DNN receiver with multiple dense layers. The last layer of the receiver is a softmax activation layer that outputs an M-dimensional probability vector p, in which the sum of its elements (≥ 0) is equal to 1. The index of the largest element with the highest probability determines which of the M possible messages is the decoded ˆs. The autoencoder is trained by SGD at a fixed SNR with categorical cross-entropy as a loss function to optimize BLER performance. The autoencoder-based communication system achieves a comparable or better performance than the conventional BPSK with Hamming code, thereby indicating that this system has learned a joint coding and modulation scheme.

Such autoencoder architecture can solve other communication problems in the physical layer, such as pulse shaping and offset compensation, by dealing with IQ samples and can be applied to complex scenarios where communication channels are unknown.

B. Extended Architecture with Expert Knowledge

Aside from interpreting the communication system as a plain DL model, it is reasonable to consider introducing communication expert knowledge or adjusting the DL architecture to accommodate certain communication scenarios.
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transformation is performed on $y$, which corresponds to specific communication properties. The deterministic transformation layer that is parameterized by $\omega$ for the channel distortion whereas the estimation of their parameters are highly related to received signals, thereby enabling the integration of communication knowledge into a DL system by generating parameters from these signals for such deterministic transformations.

RTN that extends the former DNN receiver by adding a parameter estimation module before learning to discriminate is proposed (Fig. 16). Specifically, a parameter vector $\omega$ is learned from the received $y$ by a fully connected DNN with linear activation in the last layer and then fed into a deterministic transformation layer that is parameterized by $\omega$, which corresponds to specific communication properties. The transformation is performed on $y$ to generate a canonicalized $\hat{y}$. The formerly learned DNN in the receiver with softmax activation completes the following discrimination task to output an estimated $\hat{s}$. In addition to its application to the receiver, the RTN architecture can be used for any scenario where deterministic transformations with estimated parameters exist. The simulation results indicate that the autoencoder with RTN outperforms and converges faster than the plain autoencoder system.

or accelerate the training phase. As shown in (11), certain parametric transformations correspond to the channel effect. The inverse forms of these transformations can compensate for the channel distortion whereas the estimation of their parameters are highly related to received signals, thereby enabling the integration of communication knowledge into a DL system by generating parameters from these signals for such deterministic transformations.

C. Autoencoder for Multi-user

The autoencoder system must be realizable for highly complex scenarios, such as multi-user communication over interference channels, to become a universal communication architecture. The application of autoencoders to a simple two-user scenario is explored in (11), where two autoencoder-based transmitter-receiver pairs attempt to communicate simultaneously over the same interfering channel. The only difference of this scenario from the single-user case is that the entire system is trained to achieve conflicting goals with interference at the receiver side (Fig. 17), that is, each transmitter-receiver pair aims to optimize the system to propagate their own messages accurately.

One proposed method is to optimize the weighted sum of cross-entropy loss functions as $J = \alpha J_1 + (1 - \alpha) J_2$. $J_1$ and $J_2$ represent the losses of the first and second transmitter-receiver pairs, respectively. $\alpha$ is a dynamic weighted factor ranging from 0 to 1 and is related to mini-batch parameters. The autoencoder system achieves the same or even better BLER performance at the same communication rate than conventional uncoded QAM schemes, thereby validating its potential application in multi-user cases.

D. Autoencoder for MIMO

In (34), the autoencoder communication system is extended to MIMO channels. Two types of conventional MIMO communication schemes are considered, namely, an open-loop system without channel state information (CSI) feedback and a closed-loop system with CSI feedback. Unlike the AWGN channel model used before, an $r \times t$ MIMO channel response $H$ is randomly generated before adding noise in the channel network block.

In the first open-loop case, the transmitter in the primary autoencoder system is modified to encode message $s$ to the transmitted signal $x$ as $t$ parallel streams of $N$ time samples. The message is then multiplied by a predefined $H$ before passing through the noise layer to generate the received signal $y$ as $r$ streams of $N$ time samples (Fig. 18). Therefore, the estimated $\hat{s}$ is learned from $y$ in the following procedures. In the simulation of a $2 \times 1$ MIMO system, the adjusted autoencoder architecture outperforms the conventional open-loop MIMO schemes, such as Alamouti STBC with an MMSE receiver, when SNR $\geq 15$dB.

In the closed-loop case, an idealized situation is considered where the transmitter can obtain perfect CSI information from the receiver. Compared with the open-loop case, a feedback is added to the general MIMO autoencoder architecture, as
shown in Fig. 19. More specifically, The channel response $H$ generated in the channel module is propagated to the transmitter as an input, which is concatenated with $s$ before encoded to $x$. The MIMO autoencoder with perfect CSI outperforms the conventional singular value decomposition-based precoding scheme at most SNRs.

However, CSI errors exist in practice, such as inaccurate estimation, compaction, and unreliable feedback propagation. Therefore, a quantized-CSI scheme is introduced to the autoencoder to represent the practical situation. The only difference of this scheme from the former MIMO autoencoder is that before it is concatenated with message $s$ at the transmitter side, the real-valued $H$ is compacted as a $b$-bit vector $H_b$ by another NN to represent $2^b$ modes, which is shown as the yellow dashed box in Fig. 19. The simulation of a $2 \times 2$ system demonstrates that in contrast to the performance decrease of the conventional Lloyd algorithm with fewer bits of CSI, the autoencoder outperforms the perfect CSI in some quantized CSI cases. Thus, such quantization method helps the system achieve better convergence for each channel mode.

V. DISCUSSION AND FUTURE WORKS

The application of DL to the physical layer of wireless communication systems presents a new research field that is still in its early stage. Although previous studies have shown promising results, some extensive challenges are worth exploring further in future investigations.

1) Further extensions on extant researches: Emerging researches have attempted to introduce DL as an alternative for certain modules of the conventional communication system. The performance achieved in these researches inspire an extension of the proposed approaches to further applications or evolution.

For example, the success of DL-based modulation recognition methods verifies the capability of DL in feature extraction and recognition. It implies the potential to apply DL for efficient recognition of other system parameters, such as recognizing source coding or channel coding schemes, extracting CSI, and learning characteristics from signals, which enables the wireless communication system more “knowledgeable” or “intelligent” in the physical layer. Combining the intelligence in the physical layer and upper layers straightforwardly, the communication systems can adapt to the features of transmitted signals and propagation environment automatically and achieve flexible deployment.

In [8], the learned architecture has difficulties with VCs. Inspired by the competitive performance achieved by CSI feedback in the MIMO autoencoder system in [34], this condition can be improved if the channel information is sent to the receiver, as suggested by the expert knowledge from the communication domain. Similarly, the performance of the DL approaches presented in Figs. 12, 13, and 15 can be further improved by introducing channel information.

2) Specialized DL architecture for communication: The DL architecture used for learning has an important influence on the final performance of the network, whereas the current design schemes for communication networks are simple. For certain algorithms with iterations (e.g., data detection [2], decoding [26], and compressive sensing [42], [43], [44]), a straightforward method is to unfold the iterations as layer structures, and weights can be added to the original iterative formulas for training. The sub-blocks of a partitionable algorithm can also be replaced, as shown in [29]. Despite their low complexity and comparable performance, these approaches only modify the conventional algorithms and do not create any significant differences or learn any new algorithms. Some studies [28], [1] have applied plain DL methods to communication cases. However, these methods suffer from dimensionality problems because the complexity of networks and training phases grows exponentially along with the increasing number of messages or codewords, thereby limiting their application in practical scenarios.

Therefore, expert knowledge from the communication domain must be introduced to DL architecture design. As presented in [4], the performance of the system can be improved using suitable DL networks that better characterize the channel conditions. The RTN proposed in [1], represents the first attempt to add a priori knowledge to the plain DL architectures, and illustrates the benefits of reducing complexity and accelerating convergence. Despite its limited saliency, RTN has inspired a design of specialized DL systems for communication fields based on the basic DL architecture. However, the specialized design is not limited to the proposed RTN architecture and worth extensive exploration. Novel and advanced DL-based systems that correspond to expert knowledge in propagation must be proposed to devise effective algorithms for future communication systems and address the limitations in their scalability.

3) Learning strategies and performance analysis: Although the recently proposed DL-based communication algorithms demonstrate a competitive performance, they lack solid foundations for theoretical derivation and analysis. The performance boundaries and the minimum dataset required for training also lack any certification. Moreover, given that the research on the application of DL to the physical layer of wireless communication systems is still in its early stage, the rules of learning strategies remain unknown and warrant further
exploration. Unlike CV where the dataset is often represented as pixel values, the system design in the communication domain relies on practical channel conditions, and the signals are considered man-made representations for reliable propagation. Thus, the optimal input and output representations for DL communication systems remain unknown. The inputs are represented as binary or one-hot vectors in previous studies but are not limited to the two schemes without verification of optimality. The selection of loss functions and training strategies, as well as the training of the DL system whether on a fixed SNR or a range, present other topics worthy of investigation in future research.

4) From simulation to implementation: Most of the DL-based algorithms designed for the physical layer of wireless communication systems are still in their simulation stages. To the best of our knowledge, only 8 attempts to investigate the implementation of these algorithms. Therefore, researchers still have to improve these algorithms considerably before they can be implemented. First, an authentic set of data from real communication systems or prototype platforms in actual physical environments must be made available to all researchers to help them train their DL architectures on common measured data and compare the performance of different algorithms objectively. Second, the communication channels in the simulation are often generated by certain models. Therefore, DL systems achieve comparable performance because of their impressive expressive capacity. However, the diverse physical channel scenarios are considerably more complex in reality and change over time. Given that the current DL systems are mainly trained offline, their generalization capability must be guaranteed. Designing specialized systems for specific scenarios or general systems that dynamically adapt to VC conditions is also imperative. DL tools for hardware, such as field programmable gate array, must be developed to deploy the DL methods on hardware and achieve fast realization.

VI. CONCLUSION

This paper reviews the literature on the application of DL methods to the physical layer of wireless communication systems to replace parts of the conventional communication system or create a new DL-based architecture (i.e., an autoencoder system). Given their excellent expressive capacity and convenient optimization, the DL-based algorithms show competitive performance with less complexity or latency and have potential application in future communication systems where conventional theories are challenged. The application of DL to the physical layer of wireless communication systems presents a promising research area that is far from maturity. Further studies, including solid theoretical analyses, must be conducted and new DL-based architectures must be proposed to implement DL-based ideas in actual communication scenarios.
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