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Abstract—Forced oscillations may jeopardize the secure operation of power systems. To mitigate forced oscillations, locating the sources is critical. In this paper, leveraging on Sparse Identification of Nonlinear Dynamics (SINDy), an online purely data-driven method to locate the forced oscillation is developed. Validations in all simulated cases (in the WECC 179-bus system) and actual oscillation events (in ISO New England system) in the IEEE Task Force test cases library are carried out, which demonstrate that the proposed algorithm, requiring no model information, can accurately locate sources in most cases, even under resonance condition and when the natural modes are poorly damped. The little tuning requirement and low computational cost make the proposed method viable for online application.
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I. INTRODUCTION

SUSTAINED oscillation is one of the major threats to the security and stability of electric power systems, which may introduce undesirable vibrations, damage power grid equipment, and interrupt power supply. In the most severe scenario, growing oscillations may lead to catastrophic cascading blackouts [1].

Sustained oscillations can be classified into natural oscillations and forced oscillations. Natural (modal) oscillations may result from high-gain fast exciters, malfunction of control devices, weakly tied transmission lines, and load fluctuations [2], [3], while forced oscillations may appear when power systems are excited by external periodic disturbances due to large cyclic loads, erroneous control loops in power plants, etc. [4]. Unlike natural oscillations that have been extensively studied in many previous works (e.g., [2], [5], [6]), forced oscillations have gained increasing attention recently. IEEE PES Task Force on Oscillation Source Location was established in 2016 as many “new” oscillatory behaviors captured in power grids that could not be reproduced through traditional natural oscillation analysis. Note that the oscillatory behaviors themselves may not be new but were captured recently owing to an increasing coverage of Phasor Measurement Units (PMUs). Further investigations suggested that they were forced oscillations introduced by specific generators, either under special conditions or with failed components [7]. These observations clearly show that mitigating forced oscillations are significant, imperative yet challenging to ensure the secure operation of power systems. The most effective means to mitigate forced oscillation is to locate and remove/correct the sources.

With the help of synchrophasor technology that provides accurate synchronized measurements with high sampling frequencies, many forced oscillation locating methods have been developed using PMU data. Transfer function based methods have been proposed in [8], [9], which identify sources of forced oscillations from indexes derived from the assumed system transfer function. Effective impedance based methods were developed in [10], [11] to locate forced oscillation sources by comparing the measured current spectrum of system components with predicted ones. However, all the aforementioned works require accurate information of power network and generator model parameters, which may not always be available in practice due to communication errors, bad data, frequent line switching, etc. To relax the assumption of accurate knowledge of power network and dynamic model, purely data-driven methods for forced oscillation locating have been recently developed in [12], [13]. The concept of oscillation phasor estimated from PMU data is utilized in [12] to locate the forced oscillation source, yet the performance of the method under resonance or under low forcing strength is in question as the estimation of oscillation phasor and damping ratio may be deteriorated. The authors of [13] applied Robust Principal Component Analysis (RPCA) to extract the sparse and low-rank components of the measurement matrix, which are linked to the resonance-free and resonance components of system dynamics, while the resonance-free component is used to locate forced oscillations. Despite being intuitive, the
theoretical proof of the mapping between the physical model and the low-rank/sparse components remains to be seen. The authors of [14] proposed the Transient Energy Flow (TEF) method that identifies the oscillation source as the one that generates oscillation energy, which has been well tested in [15] with great success. However, as discussed in [13], the TEF method may fail if the source generator is not monitored and erroneous system topology is used.

In this paper, we propose a purely data-driven method to locate forced oscillation sources. Leveraging on the methodology of Sparse Identification of Nonlinear Dynamics (SINDy) [16]–[19] that combines compressed sensing technique with nonlinear dynamical systems, we show that the power system dynamic model can be extracted from PMU measurements. As the extracted dynamic equations have a clear physical interpretation, the location of forced oscillation sources can be carried out using the extracted model. The performance of the proposed method has been tested in all 24 cases available in the IEEE Task Force test cases library [20], [21] (18 simulated cases in the WECC 179 bus system and 6 actual oscillation events in ISO New England (ISO-NE) system) using raw PMU data. In sum, the contributions of this paper are presented as below:

1) The proposed method is purely data-driven, requiring no information of the dynamic model and the network parameters.
2) The proposed method, requiring a little tuning of parameters, and trivial computational cost, possesses good feasibility in practical online applications.
3) The proposed method can accurately locate forced oscillation sources in most of the cases available in the library including resonance cases, low forcing strength cases, rectangular forcing signal cases, etc.
4) Compared to the RPCA method in [13], the proposed method seems to be more accurate in the cases where the forced signals come from turbine governors of generators, serving as a good complement to the RPCA method. Compared to the Dissipating Energy Flow method in [22], the proposed method may help pinpoint the generators closest to the source generator when the source generators are not monitored, providing useful guidance for source searching.

In addition, the potential reasons for the failure of the method in two cases are discussed. The test results imply that the performance of the proposed method in cases where the forced oscillations are completely unobservable from measurements due to, for example, extremely low forcing strength may deteriorate. Besides, since the library considers only the cases where the source of forced oscillations are from generators (i.e., excitors, turbine governors), future efforts are needed to extend and test the proposed method when the forced oscillation sources are not generators (e.g., HVDC control).

II. POWER SYSTEM DYNAMIC MODEL FOR FORCED OSCILLATION ANALYSIS

The power system dynamics can be described as a set of nonlinear Differential Algebraic Equations (DAE). Particularly, power generator rotor dynamics play critical roles in ambient conditions [23]–[26], which can be represented by the classical swing equations:

\[ \dot{\delta} = \omega \]

\[ M \dot{\omega} = P_m - P_e - D \omega + u \]  

(1)

where \( \delta = [\delta_1, \ldots, \delta_r]^T \); \( \omega = [\omega_1, \omega_2]^T \) are the vectors of rotor angles and angular frequencies of all generators; \( M = \text{diag}[M_1, \ldots, M_r] \) is a diagonal matrix containing the inertia constants of all generators; \( D = \text{diag}[D_1, \ldots, D_r] \) contains the damping coefficients of all generators; \( P_m = [P_{m_1}, \ldots, P_{m_r}]^T \) and \( P_e = [P_{e_1}, \ldots, P_{e_r}]^T \) denote the vectors of mechanical power and electrical power of generators; \( u \) denotes the external input. In forced oscillation study, \( u \) may represent the periodic forcing imposed on generator shaft due to, for example, inappropriate parameters in the control loop from turbine governor or exciter. Indeed, as shown in Appendix A, the forced oscillations from either excitation systems or turbine governors may manifest themselves in swing equations given in (1). Due to its periodic nature, \( u(t) = [u_1(t), \ldots, u_r(t)]^T \) can be described by Fourier series. For each \( u_j(t), j \in \{1, 2, \ldots, r\} \), it can be represented as:

\[ u_j(t) = \sum_{i=1}^{l} \left( a_{ij} \sin(\omega_{F_i} t) + b_{ij} \cos(\omega_{F_i} t) \right) \]

\[ = \sum_{i=1}^{l} \left( \sqrt{a_{ij}^2 + b_{ij}^2} \sin(\omega_{F_i} t + \varphi_{ij}) \right) \]

(2)

where \( \varphi_{ij} = \arctan \left( \frac{b_{ij}}{a_{ij}} \right) \). Besides, the electrical power injection to the grid from generator \( i \):

\[ P_{e_i} = E_i^2 G_{ii} + \sum_{i=1,j \neq i}^{r} E_i E_j Y_{ij} \cos(\phi_{ij} - \delta_i + \delta_j) \]  

(3)

where \( E_i \) is the \( i \)th generator internal electromotive force (emf) magnitude. \( Y_{ij} \angle \phi_{ij} = G_{ij} + j B_{ij} \) corresponds to the \((i, j)\)th entry of the reduced admittance matrix. As discussed in [27], [28], power systems are naturally experiencing random perturbations from load power variations, which can be reflected in the diagonal elements of the equivalent admittance matrix \( Y \) seen from the generator internal buses:

\[ Y(i, i) = Y_{ii}(1 + \sigma_{\text{load}, \eta_i}) \angle \phi_{ii} \]  

(4)

where \( \sigma_{\text{load}, \eta_i} \) is the standard deviation of load variation. \( \eta_i \) is a standard Gaussian random variable. It is typically assumed that the random variation does not affect \( \phi_{ii} \) such that load power factor remains constant [28] in a time window of minutes considering the fact that power factor correction is carried out in hourly time scale. Thus, the swing equation considering stochastic load variation can be represented as [25], [29]:

\[ \dot{\delta} = \omega \]

\[ M \dot{\omega} = P_m - P_e - D \omega - E^2 G \Sigma \eta + u \]  

(5)
where $E = \text{diag}[E_1, \ldots, E_r]$; $G = \text{diag}[G_{11}, \ldots, G_{rr}]$; $\Sigma = \text{diag}[\sigma_{\text{load}}, \ldots, \sigma_{\text{load}}]$; $\eta = [\eta_1, \ldots, \eta_r]^T$.

Similar to [10], [30], [31], the classical generator model is considered in this study as we are interested in system dynamics in ambient conditions. Nevertheless, the performance of the proposed method is tested when higher-order generator models with detailed control devices are implemented, as well as in the actual oscillation events with no information about the dynamical model, as shown in Sections V and VI. Besides, the performance of the method is also tested under load power factor variations as presented in Section V-E. These results further confirm that the rotor dynamics described in (5) are sufficient for locating forced oscillation sources.

Under small perturbation, (5) can be linearized around its steady-state operating point as below:

$$
\begin{bmatrix}
\Delta \dot{\Delta} \\
\Delta \dot{\omega}
\end{bmatrix} =
\begin{bmatrix}
0_{r \times r} & I_{r \times r} \\
-M^{-1} \frac{\partial P_r}{\partial \delta} - M^{-1} D
\end{bmatrix}
\begin{bmatrix}
\Delta \delta \\
\Delta \omega
\end{bmatrix}
+ \begin{bmatrix}
0_{r \times 1} \\
-M^{-1} E^2 G \Sigma \eta
\end{bmatrix} + \begin{bmatrix}
0_{r \times 1} \\
u
\end{bmatrix}
$$

(6)

As can be seen that the governing dynamic equations consist of linear terms, noise terms, and forced oscillation terms, i.e., the three terms on the right-hand side of (6), respectively.

In this paper, we will exploit the structure of power system physical model to develop a novel method based on SINDy to estimate the terms particularly corresponding to the forced oscillations purely from PMU measurements. The magnitude of the terms can be used to locate the sources of forced oscillations. In the next section, the essence and theoretical basis of SINDy method will be briefly introduced.

III. SPARSE IDENTIFICATION OF NONLINEAR DYNAMICS

Let’s consider a generic dynamical system of the following form:

$$
\dot{x} = h(x)
$$

(7)

where $x$ is the vector of state variables; $h$ are the governing equations describing the dynamics of the system. The core observation is that for many dynamical systems including power systems, the function $h$ is sparse in the space of possible functions (more explanation after (12) for power system model). In light of this, a sparse identification method of finding the underlying dynamics SINDy is introduced in [16], which can identify the governing equations from measurement data by leveraging advances in sparsity techniques and machine learning. The exploited sparse formulation nicely balances the model complexity (i.e., the sparsity of governing equations) and accuracy, avoiding overfitting the model to the data.

In particular, given measurement matrix $X^T = [x(t_1), \ldots, x(t_m)]$ and its time derivative matrix $\dot{X}$ either measured or numerically approximated, $\dot{X}$ can be represented as a linear combination of columns from a feature library $\Theta$:

$$
\dot{X} = \Theta(X) \Xi
$$

(8)

where the feature library

$$
\Theta(X) = \begin{bmatrix}
\Theta_1(X) & \ldots & \Theta_v(X)
\end{bmatrix}
$$

(9)

may consist of candidate linear or nonlinear functions such as constants, polynomials, trigonometric functions, etc. $\Xi = [\xi_1, \xi_2, \ldots, \xi_v]$ contains the sparse vectors of coefficients to be determined. Once $\Xi$ is determined, the dynamics of each state variable can be represented as (10).

$$
\dot{x}_k = h_k(x) = \Theta(x^T) \xi_k \quad k = \{1, 2, \ldots, v\}
$$

(10)

Note that $\Theta(x^T)$ is a vector of symbolic functions of $x$ while $\Theta(X)$ is a matrix. Solving $\xi_k$ requires distinct optimization for each $k$. More details will be discussed in Section IV. SINDy framework has been further extended to include external inputs and feedback (e.g., [18], [19]).

The choice of basis functions $\Theta$ is crucial to achieve the sparse dynamics, which nevertheless may not be clear for general dynamical systems and may even require advanced algorithms in machine learning to extract features [16]. However, in the forced oscillation study of power systems, a reasonable choice of nonlinear functions can be selected because of the periodic nature of forced oscillations and the physical model of power system as discussed in Section IV. In short, SINDy method includes building a library of basis functions for seeking a linear relationship between the basis functions and the time derivatives of measurement data, and a sparse regression method to estimate the coefficient matrix $\Xi$ that balances sparsity and accuracy.

IV. A DATA-DRIVEN METHOD TO LOCATE FORCED OSCILLATIONS

If we substitute $u(t) = [u_1(t), \ldots, u_r(t)]^T$ in (2) to the linearized power system stochastic dynamic model, (5), then the power system model can be represented as:

$$
\begin{bmatrix}
\Delta \dot{\delta} \\
\Delta \dot{\omega}
\end{bmatrix} =
\begin{bmatrix}
0_{r \times r} & I_{r \times r} \\
-M^{-1} \frac{\partial P_r}{\partial \delta} - M^{-1} D
\end{bmatrix}
\begin{bmatrix}
\Delta \delta \\
\Delta \omega
\end{bmatrix}
+ \begin{bmatrix}
0_{r \times 1} \\
-M^{-1} E^2 G \Sigma \eta
\end{bmatrix} + \begin{bmatrix}
0_{r \times 1} \\
u
\end{bmatrix}
$$

(11)
where \( \omega_{F_j}, i \in \{1, 2, \ldots, n\} \) are the dominant forced oscillation frequencies. It can be also represented in a compact form:

\[
\begin{bmatrix}
\Delta \dot{\delta} \\
\Delta \dot{\omega}
\end{bmatrix} =
\begin{bmatrix}
0 & -M^{-1}E^2G\Sigma \eta \\
0 & -M^{-1}\frac{\partial P_x}{\partial \delta} \\
I & -M^{-1}D
\end{bmatrix} T
\begin{bmatrix}
\Delta \delta \\
\Delta \omega \\
\sin(\omega_{F_j}t) \\
\cos(\omega_{F_j}t)
\end{bmatrix}
\]

(12)

where \( a_i = [a_{i1}, \ldots, a_{ir}] \), \( b_i = [b_{i1}, \ldots, b_{ir}] \), describing the magnitudes of potential forced oscillation inputs. This formulation indicates that the power system dynamic model is sparse in the function space of zero-degree polynomial bias, linear functions and trigonometric functions.

We can further define the measurement matrix \( X \) as below, where machine rotor angles can be obtained, for example, from mechanical speed measurement units of synchrophasor. \([32]\),

\[
X = \begin{bmatrix}
\Delta \delta_1(t_1) & \ldots & \Delta \delta_r(t_1) \\
\vdots & \vdots & \vdots \\
\Delta \delta_1(t_m) & \ldots & \Delta \delta_r(t_m) \\
\Delta \omega_1(t_1) & \ldots & \Delta \omega_r(t_1) \\
\vdots & \vdots & \vdots \\
\Delta \omega_1(t_m) & \ldots & \Delta \omega_r(t_m)
\end{bmatrix}
\]

(13)

In case the generator rotor angles and speeds are not time-synchronously measured, the measurements of the voltage angles and frequencies from PMU data are good replacements to the rotor signals as discussed in [33]. This is also validated by the results of actual oscillation events presented in Section VI, in which voltage angles at generator terminal buses from PMUs are directly applied. Besides, \( \delta \) and \( \omega \) in ambient conditions may also be estimated from PMU measurements [34], or directly measured [35]. Lastly, if \( \Delta \omega \) is unavailable, a finite difference approximation can be applied to \( \Delta \omega \) for estimating \( \Delta \dot{\omega} \).

Then using the measurement matrix \( X \) and taking transpose for both sides of (12), we can represent the power system model in the form of \( \dot{X} = \Theta(X) \Xi \), i.e., the formulation used in SINDy, where the feature library is selected naturally as:

\[
\Theta(X) = \begin{bmatrix}
1 & \Delta \delta_1 & \ldots & \Delta \delta_r & \Delta \omega_1 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Delta \delta_1(t_1) & \ldots & \Delta \delta_r(t_1) \\
\Delta \omega_1(t_1) & \ldots & \Delta \omega_r(t_1)
\end{bmatrix}
\]

(15)

and, in theory, the coefficient \( \Xi \) matrix should be as follows:

\[
\Xi = \begin{bmatrix}
\Xi_{\eta} & \Xi_{\text{Jacobian}} & \Xi_{ab}
\end{bmatrix}_{2r \times (1+2r+2n)}
\]

where the coefficients \( a_{ij} \) and \( b_{ij} \), \( i \in \{1, 2, \ldots, n\} \), \( j \in \{1, 2, \ldots, r\} \) describe the magnitude of the potential input forced oscillation at \( \omega_{F_j} \) and \( \delta_{F_j} \) respectively. \( \lambda \) is introduced for the \( j \)th column \( \Xi_{ab} \) of the matrix \( \Xi \), a threshold \( \lambda \) is introduced for the \( j \)th column \( S_{j}^{\text{new}} \) of the index matrix \( S^{\text{new}} \). Then the least square fit will perform only for the elements with indices in \( S_{j}^{\text{new}} \) in the new
iterations to get $\xi^{\text{new}}(S^{\text{new}})$. The process is repeated until the index matrix $S$ remains the same between two iterations or the maximum iteration number is met. The pseudo code is presented in Algorithm 1.

It has been proved in [17] that SINDy algorithm approximates the local minimizer of the non-convex objective function with the zero norm penalty term as the following:

$$F(\Xi) = \|\Theta_X \Xi - \dot{X}\|^2_2 + \lambda^2 \|\Xi\|_0 \tag{21}$$

To see that, after each iteration, the element of $\Xi$ is either with a least square solution that is greater than $\lambda$ or zero, implying that the number of iterations for SINDy algorithm to converge is finite and at most equals to the cardinality of $\Xi^0$, i.e., $\text{card}(\Xi^0)$. Additionally, in the application of power systems, some elements of $\Xi$ are known to be zero as derived from power system physical model (see (17)–(19)), those parts are enforced to be zero during the regression process.

If forced oscillations are detected, for example, from modal oscillation component properties and envelope shapes by [38]–[40], their sources can be further located from index $\zeta$ which can be calculated from the estimated $\Xi_{ab}$:

$$\zeta_{ij} = a_{ij}^2 + b_{ij}^2, \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, r\} \tag{22}$$

From (2), it can be seen that $\zeta_{ij}$ is the estimated magnitude squared of the injected forced oscillation of frequency $\omega_{F_i}$ at generator $j$.

Therefore, the forced oscillation frequencies $\omega_{F_i}$ and the source generators $j$ can be identified from the peak values in $\{\zeta\}$. Due to the sparsity of $\zeta$ matrix, outlier selection algorithms can be applied to pinpoint the peaks. An outlier is defined as a value that is more than three scaled Median Absolute Deviations (MAD) away from the median [41]. In particular, function “isoutlier” in Matlab R2019 can be applied to detect the forced oscillation frequencies and their sources.

Assuming a forced oscillation event is detected, the flow chart of the proposed algorithm in locating forced oscillations is summarized in Fig. 1, followed by some important remarks.

**Remarks:**

- In Step 1, $m = 1200$ is used for most of the cases in the library [21] i.e., 40 s PMU data with a sampling frequency of 30 Hz, except for Cases 4 and 5 in the actual oscillation events in ISO-NE system where 80 s PMU data is used due to weak oscillation magnitudes. The applied sample size ensures that the forced oscillation frequencies can be captured accurately. The computational time of the proposed algorithm is approximately 3 seconds for all cases using Matlab R2019 software on Intel i7-7700HQ CPU with 16 GB RAM computer, which demonstrates a good feasibility of the proposed algorithm in online applications.

- The proposed method requests the derivatives of frequencies. Although Rate Of Change Of Frequency (ROCOF) is standard measured data [42], it may be unavailable or inaccurate in practice. A numerical finite difference method, specifically, the two-points forward difference approximation method [43] is applied to estimate the derivatives of frequencies in the simulation studies of this paper if they are not available.

- In practice, the frequency measurement filter proposed in [44] or the frequency estimation algorithm using the point-on-wave model in [45] may further enhance the measurement accuracy and improve the performance of the proposed method.

- In this paper, FFT is applied to identify forced oscillation frequency candidates. Goertzel algorithm and Welch’s method can also be applied as alternatives for a higher resolution spectrum. Since FFT, Goertzel and Welch algorithms can provide good candidate sets in all the numerical studies presented in Sections V and VI, we only present the results using FFT.

- If the forced oscillation sources are outside the study area, the border bus treated as an aggregation of the external area may be identified as the source by the proposed algorithm as shown in Section VI-C. Further effort is needed to extend

---

**Fig. 1.** The flow chart of the proposed algorithm of locating forced oscillations.
the method to investigate the situations in which the forced oscillation sources are not generators.

- In all cases presented in Sections V and VI, $\lambda$ is selected as $10^{-6}$ that gives an expected sparsity level for $\Xi_{\alpha\beta}$ ($> 50\%$, see (16)–(19)). In practice, the value of $\lambda$ may need to be adjusted in different systems and can be determined considering the expected sparsity level of $\Xi_{\alpha\beta}$. Besides, the sparse promoting process for the thresholded Least absolute Shrinkage and Selection Operator (thresholded LASSO) [46] can also be used to promote the non-zero coefficients in the proposed algorithm without the need of selecting $\lambda$.

V. TESTING IN SIMULATED CASES

In this section, the performance of the proposed algorithm of locating forced oscillations is tested in all 24 cases available in the IEEE Task Force test cases library [20], [21]. In all cases, all natural modes are reasonably damped with damping ratios higher than 5%. The test results of the proposed algorithm in the IEEE 68-bus system and the WECC 240-bus system are also presented.

It will be shown that the proposed method can successfully detect forced oscillations sources even when the system is under resonance condition (i.e., the forcing frequency overlaps with a natural mode).

A. Case A: One Forced Signal, Resonance With an Inter-Area Mode

One challenging situation for any forced oscillation locating method is when resonance occurs such that large magnitude oscillations are observed in multiple locations. In light of this, we test the performance of the proposed algorithm under resonance conditions. Particularly, we take Case F3 in the forced oscillation simulated test case library [20] as an example, which is also available online [21]. The performance of the proposed method in all 18 simulated cases is also presented in Table I. The library dataset is produced by TSAT software from simulation of WECC 179-bus system.

In Case F3, forced oscillation is injected into the excitation system as a sinusoidal signal at the generator at bus 77 with a frequency 0.37 Hz to cause resonance with the inter-area 0.37 Hz mode. More details can be found in [21]. The trajectories of frequencies are presented in Fig. 2(a). The largest oscillation amplitude in frequency is observed at the generator at bus 65 (marked by bold green) rather than the actual source, i.e., the generator at bus 77 (marked by bold blue). Following the proposed algorithm, 40 s, 30 Hz emulated rotor angles and frequencies are used to build up the measurement matrix $\mathbf{X}$ and $\dot{\mathbf{X}}$. In Step 2. the FFT and the z-score peak detection method are applied to detect the peak oscillation frequencies. As seen from the single-sided amplitude spectrum in Fig. 2(b), natural
frequencies and forced oscillation frequencies are mixed. After removing 26 duplication, 3 candidate frequencies are collected in $\Omega_F$ as presented in Fig. 2(c). Particularly, 0.37 Hz, the true forced oscillation frequency is identified, which overlaps with a natural inter-area mode.

Next, the feature library $\Theta(X)$ is built in Step 3 using 3 candidate frequencies. The coefficient matrix $\Xi = [\Xi_\eta, \Xi_{\text{Jacobian}}, \Xi_{ab}]$ is further obtained in Step 4. Particularly, $\Xi_{ab}$ corresponding to the forced oscillation terms is shown in Fig. 3(a), from which it can be evidently seen that there is one peak term at 0.37 Hz.

Following the proposed algorithm, the indexes $\{\zeta\}$ are calculated and the outliers are detected, as shown in Fig. 3(b) and (c). It is determined by the proposed algorithm that there is one oscillation source, i.e., the generator at bus 77, at a frequency of 0.37 Hz, which well agrees with the description of the source for this case in the test library. In addition, it takes only 3.07 seconds for locating, showing a high computational efficiency of the proposed method.

**B. Case B: Under a Rectangular Forced Oscillation**

In Case $FM6 - 2$ [21], forced oscillation is injected into governor as a rectangular and symmetric signal at the generator at bus 79. The forced signal creates the spectrum of odd harmonics 0.2, 0.6, 1.0, 1.4 Hz, etc. with the lowest frequency 0.2Hz [21]. The trajectories of frequencies are presented in Fig. 4(a), showing that the signal of the source (marked in bold blue) does not have the largest oscillation magnitude. Similarly, 40 s, 30 Hz emulated rotor angles and frequencies are used by the proposed algorithm. The FFT and the z-score peak detection method for the trajectories are presented in Fig. 4(b) and (c). After removing 26 duplication, 2 candidate frequencies are collected in $\Omega_F$ as presented in Fig. 4(c). The indexes $\{\zeta\}$ are calculated and the outliers are detected. As shown in Fig. 5 (left) and (right), the generator at bus 79 is detected to be the source of the oscillation, which agrees with the description. The processing time for locating is 3.04 seconds.

For comparison, the RPCA method proposed in [13] was implemented using the same measurements. Leveraging on the sparsity of the forced oscillation sources along with the low-rank nature of rotor dynamics, the RPCA method computes the sparse and low-rank components of the measurement matrix and detects the forced oscillation sources by finding the largest absolute value in the sparse residual matrix $S$. The sparse residual matrix $S$ and its row maximum absolute values calculated by the RPCA method are shown in Fig. 6, from which it can be seen that the maximum absolute value of $S$ has a row index corresponding to bus 35. Thus, the RPCA method regards the generator at bus 35 to be the source, failing to pinpoint the right source, i.e., the generator at bus 79.
C. Case C: Two Sources of Forced Signals, Resonance With Two Modes

In Case FM7 − 1[21], two forced sinusoidal signals with fundamental frequencies 0.65 Hz and 0.43 Hz are injected into the governors of generators at bus 79 and that at bus 118, respectively, which are very close to two inter-area modes 0.667 Hz and 0.445 Hz. The trajectories of frequencies are presented in Fig. 7(a), in which the source trajectories are marked in bold blue and light green. Again, the oscillations at the sources do not have the largest amplitudes among all frequency measurements, which is a typical sign of resonance as discussed in [10], [13]. After removing 80 duplication, 9 candidate frequencies containing both forced oscillation frequencies and natural modes are collected in $\Omega_F$ as presented in Fig. 7(c). Again, the indexes $\{\zeta\}$ are calculated and the outliers are detected. As shown in Fig. 8, the generators at bus 79 and bus 118 are pinpointed as the oscillation sources, which agree with the description from the test case. It is worth noting that there are no peaks/outliers detected at the natural oscillation frequencies, even though the forced oscillation frequencies are very close to the natural ones. The processing time for locating the sources is 3.4 seconds.

For comparison, the results of RPCA method using the same measurements are presented in Fig. 9. The row index of the maximum absolute value of the sparse residual matrix $S$ corresponds to the generator at bus 79. However, the other source, i.e., the generator at bus 118, is missed. Note that the RPCA method in [13] detects the forced oscillation source by observing the maximum absolute value of $S$ and thus is intrinsically unable to handle the cases with multiple forced oscillation sources. Moreover, the component corresponding to the true source, the generator at bus 118, does not even rank high in terms of absolute value as seen in Fig. 9 (right).

In addition, the proposed algorithm and the RPCA method [38] are tested for all 18 simulated cases available in the test case library [21]. As presented in Table I, both the proposed algorithm and the RPCA method are successful in most cases. However, the proposed algorithm fails in Case $FM7 − 1$, while
the RPCA method fails in Case $F^7 - 1$, Case $FM^6 - 2$ (Case B), and Case $FM^7 - 1$ (Case C).

In Case $F^7 - 1$, two sinusoidal forced oscillations are injected into the excitation systems of the generator at bus 79 and that at bus 118, respectively, to cause resonances with two different modes at frequencies 0.65 Hz and 0.43 Hz. Particularly, the oscillation magnitude of the 0.65 Hz forced signal injected to the excitation system of the generator at 79 is only 0.006 p.u, a very small magnitude. As shown in Fig. 10, the proposed algorithm fails to capture the oscillation of 0.65 Hz and its source at bus 79, while captures the oscillation of 0.43 Hz and its source, though both the generator at bus 116 and that at bus 118 are picked. On the other hand, the RPCA method fails to capture the source of the forced oscillation at 0.43 Hz while correctly pinpoints the source of the oscillation at 0.65 Hz, i.e., the generator at bus 79.

Based on the results in Table I, another observation found through the analysis is that compared to the RPCA method, the proposed algorithm may perform better in cases where the forced oscillations come from the governor compared to the RPCA method. The reason is that the proposed algorithm is based on the swing equations in which the forced signal is assumed to affect the mechanical power (see (1)) that is typically controlled by the turbine governor. Yet, the RPCA method does not assume any physical model and seems to perform less robust in these cases (e.g., $FM$ cases in Table I).

D. Case D: Forced Oscillation With a Sudden Frequency Change

To test the performance of the proposed method when the forcing frequency suddenly changes, we conducted some simulations in the IEEE 68-bus system using Power System Analysis Toolbox (PSAT) simulation software [47] as the library [21] does not contain such a case. In the IEEE 68-bus system, 16 generators are modelled by the fourth-order model equipped with the standard IEEE type 1 automatic voltage control regulators (AVRs). Generator 1 is selected as the reference generator. The standard deviation of load fluctuation is set to 1 ($\sigma_{\text{load}}$ in (4)). The proposed algorithm uses the first 40 s emulated PMU measurements of rotor angles and frequencies of Generator 2–16 with a sampling rate of 60 Hz to build the measurement matrix $X$ and $\dot{X}$. At the beginning, the forced oscillation with a frequency of 0.24 Hz and a peak strength of 5% of the mechanical power input is injected into Generator 12. Later at 20 s, the forced oscillation suddenly switches to 0.27 Hz with a peak strength of 10% of the mechanical power input. The trajectories of rotor frequencies is presented in Fig. 11(a). The single-sided amplitude spectrum for the trajectories is shown in Fig. 11(b). After removing 63 duplication, 6 candidate frequencies are collected from peak detection process in $\Omega_F$ including 0.25 Hz and 0.275 Hz that are close to the true forcing frequencies as shown in Fig. 11(c). It is determined by the proposed algorithm that there is forced oscillation from Generator 12 at 0.25 Hz as shown in Fig. 14 (right). However, since there is a sudden change of forcing frequency, the calculated $\zeta$ matrix has peaks at both 0.25 Hz and 0.275 Hz as shown in Fig. 14 (left), indicating a potential change of frequency in the time window applied. Nevertheless, the source Generator 12 is located correctly by the proposed method.

E. Case E: Under Load Power Factor Variation

Although constant power factor is assumed in (4), it may not be true in practical applications. To test the performance of the
proposed method under load power factor variation, some simulations in the IEEE 68-bus system were carried out in PSAT. The generators and their control set up are the same as in Section V-D. In addition, all 34 loads in the system have been replaced by voltage dependent loads. The active and reactive power of the dynamic loads are set as random variables following normal distributions with standard deviations equal to 0.01% of their original power flow solutions. If the random load changes cause the power factor falls below 0.95 any time in the simulation, the reactive power will be adjusted accordingly to maintain 0.95 power factor, mimicking the power factor correction action.

Similar to Section V-D, we assume that the forced oscillation of 0.25 Hz (near the system mode 0.243 Hz) is injected into the system through the mechanical power of Generator 12 with a peak strength of 5% of the mechanical power output. Fig. 13 (top) shows that the voltage magnitudes are varying randomly due to the variations of both active and reactive power (i.e., power factors). The trajectories of rotor angles and frequencies are presented in Fig. 13 (mid) and (bottom). The proposed algorithm uses 40 s, 60 Hz emulated rotor angles and frequencies of Generator 2–16 to build the measurement matrix \( \mathbf{X} \) and \( \dot{\mathbf{X}} \).

Likewise, the finite difference method is applied to estimate \( \Delta \dot{\omega}_i(t) \). It can be seen from Fig. 14 (right) that the proposed method can determine accurately that the forced oscillation is from Generator 12. The results align well with the simulation setup. From the simulation results, we observe that the proposed algorithm is capable of working under small power factor variations.

For further validation, we carried out simulations in the WECC 240-bus system in TSAT software [48], which was developed by National Renewable Energy Laboratory (NREL) [49]. The system has 243 buses, 146 generating units at 56 power plants. All synchronous generators are modelled as the sixth-order GENROU synchronous generator model. The small-signal analysis result can be found [50]. The forced oscillations with the peak strength of 40MW are injected into the system through the TGOV1 governor models or SEXS excitation models. The forced oscillation frequencies are set at the exact mode frequencies, aiming to create resonance cases. Three system mode frequencies at 1.1819 Hz, 0.803 Hz and 0.5774 Hz are picked, the damping ratios of which are 4.5%, 6.5%, and 8.1%, respectively. Additional cases with the rectangular forced signal with a fundamental frequency of 0.37 Hz are also tested. 11 generators are randomly selected from different areas for the injection of forced oscillations. The largest oscillation amplitudes appear at non-source buses in all cases except the cases involving buses 2634, 6335, or 7031. The proposed algorithm successfully locates the source bus for all cases. The summary of the test results is shown in Table II.

### VI. TESTING IN ACTUAL OSCILLATION EVENTS

In the next three subsections, the performance of the proposed algorithm is tested using the measurements from the real-life forced oscillation events in the system of ISO-NE [21]. The partial map for the system is shown in Fig. 15. There are three generators inside the study area: G1 (Gen1 at Substation 6), G2 (Gen2 at Substation 7), and G3 (Gen 1 at Substation 8). The study area is connected to two external areas “Area 2” and “Area 3”. In addition, the boundary buses—Line 7 at Substation 3 (Ln:7) and Line 21 at Substation 9 (Ln:21)—are used to represent aggregations of external areas. As rotor angles are unavailable, the measurements of voltage angles and frequencies of all generator substation terminal buses and the aforementioned two boundary buses are used. Such change may affect the estimation of the Jacobian matrix, but the coefficient matrix \( \mathbf{\Xi}_{ab} \) still preserves...
the information of forced oscillation. The bus—Line 11 at Substation 5 (Ln:11) is chosen as the reference bus. The raw PMU data are fed directly to the proposed algorithm.

Moreover, the success of the proposed method using data from actual oscillation events demonstrates its robustness with respect to measurement noise, general drift of measurements, and other imperfections in practical applications. In the end, we will also discuss the limitations of the proposed algorithm.

A. ISO-NE Case 3 in [21]: An Actual Forced Oscillation Event With Strong Forcing Strength

The first forced oscillation event (ISO-NE Case 3 in [21]) under study occurred on July 20th, 2017. It was a regional oscillation event. The modes were widely observed within the system. The peak-to-peak magnitude of the oscillation reached 115 MW with a peak load of about 26,000 MW. The oscillation frequency was 1.13 Hz. The source of the oscillation was close to G2. Fig. 16(a) and (b) present 40 s measurements of voltage angles and frequencies of all generators’ terminal buses fed to the proposed algorithm. The single-sided spectrum of all measurements obtained from the FFT are presented in Fig. 16(c). Fig. 16(d) shows the 7 candidate frequencies identified.

Next, the coefficient matrix $\Xi$ is estimated. The indexes $\{\zeta\}$ are calculated and the outliers are identified as presented in Fig. 17, in which a spike appears. It indicates that there is a forced oscillation at 1.13 Hz from G2. The results well align with the identified cause of this event mentioned above, showing that the proposed algorithm can successfully locate the source in practical applications despite measurement noise, general drift of the data, etc. Furthermore, the algorithm takes only 1.77 s for the whole process. In contrast, the RPCA method identifies the bus—Line 21 at Substation 9 (Ln:21) as the source, which is unfortunately incorrect.

B. ISO-NE Case 5 in [21]: An Actual Forced Oscillation Event With Low Forcing Strength

Another case we studied was the forced oscillation event in the system of ISO-NE on January 29th, 2018 (ISO-NE Case 5 in [21]). Again, the oscillation was caused by G2. However, the peak-to-peak magnitude was 15 MW, much smaller than that in the previous case. The forced oscillation frequency was around 1.587 Hz with a potential graduate frequency variation between 1.57 Hz and 1.63 Hz.

As the oscillation magnitude is small, measurements of 80 s rather than the default 40 s used in previous cases of voltage angles and frequencies of all generators’ terminal buses are used to capture the forced oscillation frequency candidates. As shown in Fig. 18(a) and (b), the forced oscillations can be hardly observed in the time-domain plots. Fig. 18(c) presents the single-sided spectrum obtained from the FFT. With the help of the z-score peak detection method, 23 candidate frequencies are identified as shown in Fig. 18(d).

The indexes $\{\zeta\}$ are further calculated as well as the outliers, as presented in Fig. 19. The results imply that there is a forced oscillation at 1.59 Hz from G2, well consistent with the identified cause. Moreover, the algorithm takes only 2.08 s for the whole process.

C. Further Validations of the Proposed Method in Actual Forced Oscillation Events

In this section, the other cases (Case 1, 2, 4 and 6 in ISO-NE) available in the library [21] are tested, in which the source is outside the study area or there are missing measurements.
In Case 1 and 4, the forced oscillation source is in the external Area 2. Case 1 occurred on June 17th, 2016, with a peak-to-peak magnitude up to 27 MW. Case 4 occurred on Feb. 14th, 2018, with a peak-to-peak magnitude up to 10 MW. Both the proposed algorithm and the RPCA method identify that the border bus of Area 2—Line 7 at Substation 3 (Ln:7) is the source.

In Case 2, the data from G1 and G3 is missing. In fact, all measurements of Substation 6 and Substation 8 are unavailable. Case 2 occurred on October 3rd, 2017, with a peak-to-peak magnitude up to 130 MW. To apply the proposed algorithm, the data from Line 4–6 at Substation 4 that is a direct connection to Substation 6 is used to replace G1, while the channel for G3 has to be dropped. The proposed algorithm declares Line 21 at Substation 9 as the source, indicating that the forced oscillation may be from Area 3, which is consistent with the identified cause. The RPCA method also correctly pinpoints the source in this case.

The results of the proposed algorithm and the RPCA method for all actual oscillatory events from [21] are summarized in Table III. It is observed that SINDy is able to accurately identify the sources in most cases except Case 6 in which the forced oscillations can hardly observed in any voltage angle measurements. Case 6 occurred on June 20th, 2019, with peak to peak magnitude up to 9 MW. The PMU measurements are obtained from 4 transmission lines connected to Substation 1 (though only two lines are marked on the map in Fig. 15 [21]). Unfortunately, the proposed algorithm cannot establish a relationship between the voltage angles and bus frequencies, leading to a regularized result (all elements are non-zero and equally high) in $\Xi_{ab}$. Therefore, the source is not located. This indicates that it might be insufficient to use classic swing equation to describe the voltage angle and frequency relationship for a bus not directly connected to a generator, especially when the generators are far away from the bus or when the forced oscillation magnitude is small. Or more advanced signal processing techniques are needed to remove all the environmental noise and reappear the forced oscillation signals in the trajectories. Besides, further efforts need to be devoted to searching for more appropriate nonlinear relationships used by SINDy when the measurements are far away from generators or when the forced oscillation sources are not generators (e.g., HVDC control).
TABLE III
CASES OF ACTUAL OSCILLATORY EVENTS FROM [21]

| ISO-NB | Description                                                                 | Real Event | SINDy Result | RPCA Result |
|--------|-----------------------------------------------------------------------------|------------|--------------|-------------|
| Case 1 | Near-resonance conditions with natural oscillatory mode 0.27 Hz             | Ln:7 (Area 2) | Ln:7         | Ln:7        |
| Case 2 | Growing oscillations at 0.08Hz, 0.15Hz and 0.31Hz                         | Ln:21 (Area 3) | Ln:21        | Ln:21       |
| Case 3 | Equipment issue in generator 2 has created 1.13                           | G2         | G2           | 1.13        |
| Case 4 | Possible resonance case with 0.25Hz mode                                  | Ln:7 (Area 2) | Ln:7         | Ln:7        |
| Case 5 | Local oscillations caused by generator 2                                  | G2         | G2           | 1.59        |
| Case 6 | PMU measurements from Substation 1 transmission line 1 to 4                | Substation 1 Ln:2 | Cannot tell | 0.0107     |

TABLE IV
RESULT SUMMARY FOR CASES FM1 WITH SPECIAL CONDITIONS

| Case Description | DEF Result | RPCA Result | SINDy Result |
|------------------|------------|-------------|--------------|
| No measurements from source bus 4, PMUs are installed only in generator bus, 9 and 18 are the closest generator buses | Cannot tell | Bus 30, 9, and 18 | Bus 9, and 18 |

VII. COMPARISON WITH THE DISSIPATING ENERGY METHOD

The energy flow based forced oscillation locating method is widely used in the utility practice, which is accurate and robust [15]. In this section, we show that the proposed SINDy algorithm can be a valuable companion to the energy-based method in some tricky cases. Similar to the approach in [13], we assume that the measurements of the source generator at bus 4 are not available, while the measurements of all the other generators are available. The results from the Dissipating Energy Flow method (DEF) in [22], the proposed SINDy, and the RPCA are presented in Fig. 21, respectively. Both the RPCA and the proposed SINDy algorithm suggest that the sources are the generators at bus 9 and bus 18 as shown in Fig. 21 (bottom left and bottom right). In addition, bus 30 is also among the top three elements in the residual matrix in the RPCA method as shown in Fig. 21 (bottom left). In contrast, the DEF method fails to identify the source as there are no dissipating energy flows from the generator buses to the network (all energy curves near or lower than zero in Fig. 21 (top)). The full result summary for the DEF, the RPCA and the proposed SINDy is shown in Table IV, showing that the proposed SINDy algorithm may complement the DEF method when the measurements of the true source are unavailable.

VIII. CONCLUSION AND FUTURE WORK

In this paper, a purely data-driven algorithm for forced oscillation location has been proposed. Leveraging on the sparse identification for nonlinear dynamical system, the proposed algorithm can extract the dynamics of a power system from PMU data to locate forced oscillation sources. The proposed algorithm is evaluated with good results using the simulated cases and actual oscillation events available in the IEEE Task Force test cases library as well as in the simulated IEEE 68-bus system. Future developments such as developing an effective feature library when forced oscillation sources are not generators are needed.

APPENDIX A
REPRESENTING FORCED OSCILLATIONS FROM EXCITERS AND TURBINE GOVERNORS IN SWING EQUATIONS

As discussed in [10], the linearized rotor dynamics for a single machine connected to an infinite bus can be represented as below:

$$\begin{bmatrix} \Delta \delta \\ \Delta \omega \end{bmatrix} = \begin{bmatrix} 0 & -\frac{V_i E}{M X_d} \cos(\phi) - \frac{D}{M} \\ -\frac{E^*}{M X_d} \sin(\phi) \frac{V_i E}{M X_d} \cos(\phi) & \frac{\Delta V_t}{\Delta \theta_t} \end{bmatrix} \begin{bmatrix} \Delta \delta \\ \Delta \omega \end{bmatrix}$$

where $\Delta \delta$ and $\Delta \omega$ are rotor angle and frequency; $M$ and $D$ are the inertia constant of the generator and the damping coefficient of the generator; $V_i$ and $E^*$ denote the terminal voltage and the generator internal electromotive force (emf); $X_d$ and $\phi$ are the transient reactance and the power angle. $P_m$ is the mechanical power input through the mechanical shaft. Regarding $\Delta V_t$, $\Delta \theta_t$, $\Delta P_m$, $\Delta E'$ as input perturbations, (23) can be represented as:

$$\begin{bmatrix} \Delta \delta \\ \Delta \omega \end{bmatrix} = \begin{bmatrix} 0 & -\frac{V_i E}{M X_d} \cos(\phi) - \frac{D}{M} \\ -\frac{E^*}{M X_d} \sin(\phi) \frac{V_i E}{M X_d} \cos(\phi) & \frac{\Delta V_t}{\Delta \theta_t} \end{bmatrix} \begin{bmatrix} \Delta \delta \\ \Delta \omega \end{bmatrix} + u$$

where

$$u = \begin{bmatrix} -\frac{E^*}{M X_d} \sin(\phi) \frac{V_i E}{M X_d} \cos(\phi) \frac{\Delta V_t}{\Delta \theta_t} + \frac{0}{1} \\ -\frac{V_i E}{M X_d} \sin(\phi) \end{bmatrix} \begin{bmatrix} \Delta P_m \\ \Delta E' \end{bmatrix}$$

This means that the forced oscillations from both excitation systems (exciters and PSSs) and turbine governors will manifest themselves in rotor dynamics. In either case, $\Delta E'$ or $\Delta P_m$ with forced oscillations can be represented as a Fourier series.
\[ \sum_{i=1}^{n} (x_i \sin(\omega_i t) + y_i \cos(\omega_i t)) \] Assuming the input perturbation from \( [\Delta V_i, \Delta \theta_i] \) is relatively small, (24) can be represented approximately as:

\[
\begin{align*}
\frac{\Delta \delta}{\Delta \omega} &= \left[ -\frac{V_0 E^2}{M_i} \cos(\varphi) - \frac{1}{M_i} \right] \frac{\Delta \delta}{\Delta \omega} + \sum_{i=1}^{n} \left( \begin{array}{c}
\frac{0}{\alpha_i} \sin(\omega_i t) + \frac{0}{b_i} \cos(\omega_i t)
\end{array} \right)
\end{align*}
\]

(26)

which is a special form of (1)–(2) for the single machine infinite bus system. It should be noted that (23) may be extended to a multi-generation system following the procedure described in [51] (Chapter 7). As such, it is believed that rotor dynamics are sufficient to describe the power system with sustained forced oscillations, which is also validated in numerical studies presented in Sections V and VI.
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