ASYMPTOTIC BEHAVIOR OF GENE EXPRESSION WITH COMPLETE MEMORY AND TWO-TIME SCALES BASED ON THE CHEMICAL LANGEVIN EQUATIONS

YUN LI AND FUKUE WU*

School of Mathematics and Statistics
Huazhong University of Science and Technology
Wuhan, Hubei, 430074, China

George Yin
Department of Mathematics
Wayne State University
Detroit, MI 48202 USA

(Communicated by Xiaoying Han)

Abstract. Gene regulatory networks, which are complex high-dimensional stochastic dynamical systems, are often subject to evident intrinsic fluctuations. It is deemed reasonable to model the systems by the chemical Langevin equations. Since the mRNA dynamics are faster than the protein dynamics, we have a two-time scales system. In general, the process of protein degradation involves time delays. In this paper, we take the system memory into consideration in which we consider a model with a complete memory represented by an integral delay from 0 to t. Based on the averaging principle and perturbed test function method, this work examines the weak convergence of the slow-varying process. By treating the fast-varying process as a random noise, under appropriate conditions, it is shown that the slow-varying process converges weakly to the solution of a stochastic differential delay equation whose coefficients are the average of those of the original slow-varying process with respect to the invariant measure of the fast-varying process.

1. Introduction. Gene expression is a complex process involving many biochemical reactions with proteins as the final products. Most reactions are not instantaneous, there exists natural time delays in the evolution of cell states [3, 18]. For example, the process of degradation of both mRNA and protein [5] often consists of several steps and can naturally be modeled by using time delays. Delayed degradation of JAK2 protein in signaling pathways was considered in [5] and delayed protein

2010 Mathematics Subject Classification. Primary: 60H20, 65C30, 60H30, 34K50; Secondary: 62L20, 92C45, 93C70, 34E10.

Key words and phrases. Weak convergence, two-time scales, time delay, gene expression, chemical Langevin equation.

Yun Li is supported by in part by the National Natural Science Foundations of China (Grant Nos. 61873320 and 11761130072). Fuke Wu is supported by the National Natural Science Foundations of China (Grant Nos. 61873320 and 11761130072) and the Royal Society-Newton Advanced Fellowship. George Yin is supported by the National Science Foundation under grant DMS-1710827.

* Corresponding author: Fuke Wu.
degradation was studied in [4]. [3] also considered the stability of the Hes1 gene expression consisting of a cascade of reactions with discrete as well as distributed delays.

In many biochemical reactions occurring in living cells, the number of various molecules might be low with significant stochastic fluctuations. For the biochemical reaction systems subject to the intrinsic noise that originates from the inner stochasticity of the systems and is generated by intermolecular collisions affecting the timing of individual reaction [2], the reaction processes can be modeled as a discrete Markov process with jumps from one discrete state to another representing chemical reactions. The stochastic simulation algorithm (SSA), originally proposed by Gillespie [9], is an exact simulation for the systems subject to intrinsic noise, but it is often computationally expensive. This is especially true in case of highly reactive biochemical systems comprising a large number of molecular species. To reduce the computational load, one of the ways is to use the chemical Langevin equation (CLE) [10,17].

In a classical model of gene expression [21], molecules of mRNA are produced from DNA in the process of transcription and then give rise to the production of protein molecules in the process of translation. Both types of molecules may degrade. Since the mRNA dynamics are faster than the protein dynamics, we have a two-time scales system; see [22, 23]. Denote the intensities of the biochemical reactions by \( k_r/\varepsilon, k_p, \gamma_r/\varepsilon \) and \( \gamma_p \), respectively,

\[
\begin{align*}
\text{DNA} & \xrightarrow{k_r/\varepsilon} \text{mRNA}, \quad \text{mRNA} \xrightarrow{\gamma_r/\varepsilon} \emptyset, \\
\text{mRNA} & \xrightarrow{k_p} \text{Protein}, \quad \text{Protein} \xrightarrow{\gamma_p} \emptyset,
\end{align*}
\]

where the small parameter \( \varepsilon \) shows that the mRNA dynamics are faster than protein. Denote the concentrations of mRNA and protein by \( r/\varepsilon \) and \( q/\varepsilon \), respectively. Then the standard equations of chemical kinetics read

\[
\begin{align*}
\dot{r}(t) & = \frac{1}{\varepsilon} (k_r - \gamma_r r(t)), \\
\dot{q}(t) & = k_p r(t) - \gamma_p q(t).
\end{align*}
\]

(2)

Following the work [4], [18] took into account the process of protein degradation with time delays. In [4] and [18], to simplify the mathematical models, only fixed time delay is considered, whereas distributed delays treated as memory were considered in [3]. When the complete memory is considered, integral delay from 0 to \( t \) is more suitable. Then system (1) can be rewritten as

\[
\begin{align*}
\text{DNA} & \xrightarrow{k_r/\varepsilon} \text{mRNA}, \quad \text{mRNA} \xrightarrow{\gamma_r/\varepsilon} \emptyset, \\
\text{mRNA} & \xrightarrow{k_p} \text{Protein}, \quad \text{Protein} \xrightarrow{\gamma_p} \emptyset, \quad \text{Protein} \xrightarrow{\gamma_d(s)} \emptyset,
\end{align*}
\]

(3)

and the second equation in (2) can be rewritten as

\[
\dot{q}(t) = k_p r(t) - \gamma_p q(t) - \int_0^t \gamma_d(s) q(s) ds,
\]

where \( \gamma_d(s) \) can be seen as the degradation intensity of the proteins produced at time \( s \in [0,t] \). When the intrinsic fluctuations are considered, the corresponding
chemical Langevin equation (see [23]) is given by
\[
\begin{align*}
    dr^\varepsilon(t) &= \frac{1}{\varepsilon}(k_r - \gamma_r r^\varepsilon(t))dt + \frac{1}{\sqrt{\varepsilon}}\sqrt{k_r + \gamma_r r^\varepsilon(t)}dw_1(t), \\
    dq^\varepsilon(t) &= \left(k_p r^\varepsilon(t) - \gamma_p q^\varepsilon(t) - \int_0^t \gamma_d(s) q^\varepsilon(s)ds\right)dt \\
    &+ \sqrt{k_p r^\varepsilon(t) + \gamma_p q^\varepsilon(t) + \int_0^t \gamma_d(s) q^\varepsilon(s)ds}dw_2(t),
\end{align*}
\]
where \(w_1(t)\) and \(w_2(t)\) are two independent Brownian motions.

Since the information of DNA is from protein, the synthesis of mRNA can be generalized as a function of the concentrations of protein. In general, gene regulatory networks are complex high-dimensional stochastic dynamical systems. System (4) can be generalized as
\[
\begin{align*}
    dr_i^\varepsilon(t) &= \frac{1}{\varepsilon}\left(f_i(q^\varepsilon(t)) - \gamma_i r_i^\varepsilon(t)\right)dt + \frac{1}{\sqrt{\varepsilon}}\sqrt{f_i(q^\varepsilon(t)) + \gamma_i r_i^\varepsilon(t)}dw_{11}(t), \\
    dq_i^\varepsilon(t) &= \left(g_i(r_i^\varepsilon(t)) - \delta_i q_i^\varepsilon(t) - q_i^\varepsilon(t)\right)dt + \sqrt{g_i(r_i^\varepsilon(t)) + \delta_i q_i^\varepsilon(t) + q_i^\varepsilon(t)}dw_{12}(t),
\end{align*}
\]
for \(i = 1, 2, \ldots, n\) with deterministic initial data \(r(0) \in \mathbb{R}^n\) and \(q(0) \in \mathbb{R}^n\), where \(r_i(t) = (r_1^\varepsilon(t), r_2^\varepsilon(t), \ldots, r_n^\varepsilon(t))^T\) and \(q_i(t) = (q_1^\varepsilon(t), q_2^\varepsilon(t), \ldots, q_n^\varepsilon(t))^T\) represent the concentrations of mRNA and protein at time \(t\), respectively; \(f_i : \mathbb{R}^n \to \mathbb{R}_+\) and \(g_i : \mathbb{R} \to \mathbb{R}_+\) represent synthesis of mRNA and protein in the gene \(i\), respectively, \(\pi_i(s)\) represents that the complete memory is considered, \(\pi_i(s)\) can be seen as the degradation intensity of the proteins produced at time \(s \in [0, t]\), \(\gamma_i, \delta_i > 0\) are degradation rates of mRNA and protein, respectively, \(w_{11}(t)\) and \(w_{12}(t)\) are independent standard Brownian motions.

[23] considered the asymptotic behavior of gene regulatory networks with two-time scales by virtue of the averaging principle and the Fokker-Planck equation. This paper considers not only two-time scales, but also the complete memory represented by an integral from 0 to \(t\) under the special function \(g_i\). Since the second equation in (5) involves the delay, its solution is non-Markov. Thus the techniques in the literature which only treating Markov processes are not applicable. It is certainly important to establish a complexity reduction method for the delay system with two-time scales since no existing results are available to date. By treating the fast-varying process as a random noise, this paper will overcome the difficulties so as to achieve the complexity reduction.

The rest of the paper is arranged as follows. Section 2 provides necessary notation, assumptions and some preliminaries. Section 3 examines the transition probability density and invariant measure of the fast-varying process \(r_i^\varepsilon(t)\) for \(i = 1, 2, \ldots, n\). By using the perturbed test function, martingale method and weak convergence techniques, Section 4 shows that the slow-varying process \(q_i^\varepsilon(\cdot)\) converges weakly to the solution of a stochastic differential delay equation whose coefficients are the average of those of the original slow-varying process with respect to the invariant measure of the fast-varying process as \(\varepsilon \to 0\). Based on the established results, this section also examines the stochastic differential delay equation (4) and gives its asymptotic properties. The final section gives some concluding remarks.
2. Notation, assumptions and preliminaries. Throughout this paper, unless otherwise specified, we use the following notation. Let $\mathbb{R}^n$ denote the $n$-dimensional Euclidean space with the Euclidean norm $|\cdot|$, and $\mathcal{B}(\mathbb{R}^n)$ be the Borel $\sigma$-algebra of $\mathbb{R}^n$. For each $N > 0$, let $S_N = \{x : |x| \leq N\}$ be a ball with radius $N$ centered at the origin. For a vector or matrix $x$, denote its norm by $|x|$; for a matrix $A$, denote its trace norm by $|A| = \sqrt{\text{Tr}(A^\prime A)}$. Denote by $\mathcal{D}([0, T]; \mathbb{R}^n)$ the family of functions on $[0, T]$ with values in $\mathbb{R}^n$ that are right continuous with left limits endowed with the Skorohod topology. Denote by $\mathcal{C}^{m}(\mathbb{R}; \mathbb{R})$ the family of functions on $\mathbb{R}$ with values in $\mathbb{R}$ that have continuous partial derivatives up to the $m$th-order, $\mathcal{C}^0(\mathbb{R}; \mathbb{R})$ the family of $\mathcal{C}^m(\mathbb{R}; \mathbb{R})$ functions with compact support, and $\mathcal{B}_b(\mathbb{R}; \mathbb{R})$ the family of bounded and measurable functions on $\mathbb{R}$ with values in $\mathbb{R}$. Denote by $\mathcal{C}^{k,m}([0, T] \times \mathbb{R}^n; \mathbb{R})$ the family of functions $V(t, x)$ on $[0, T] \times \mathbb{R}^n$ that are $k$th-order continuously differentiable with respect to $t$ and $m$th-order continuously differentiable with respect to $x$, and $\mathcal{C}^{0,m}([0, T] \times \mathbb{R}^n; \mathbb{R})$ the family of $\mathcal{C}^{k,m}([0, T] \times \mathbb{R}^n; \mathbb{R})$ functions with compact support. $\mathcal{L}^2([0, T] \times \Omega; \mathbb{R}^{n \times n})$ denotes the family of all $\mathbb{R}^{n \times n}$-valued measurable $\mathcal{F}_t$-adapted processes $\Phi(t)$ such that $\mathbb{E} \int_0^T |\Phi(t)|^2 dt < \infty$. Throughout this paper, $K$ denotes a generic positive constant, whose value may change for different usage. Thus, $K + K = K$ and $K K = K$ are understood in an appropriate sense.

In this paper, if $q(t)$ is a stochastic process, denote by $\mathcal{F}^q_t$ the $\sigma$-algebra generated by $\{q(s) : s \leq t\}$ and $\mathbb{E}^q_t$ the corresponding conditional expectation. For the stochastic process $q^\varepsilon(t)$ and $r^\varepsilon(t)$ depending on $\varepsilon$, we denote by $\mathcal{F}^\varepsilon_t$ the $\sigma$-algebra generated by $\{q^\varepsilon(s), r^\varepsilon(s) : s \leq t\}$ and $\mathbb{E}^\varepsilon_t$ the corresponding conditional expectation.

Let $\tilde{\mathcal{M}}$ denote the set of real-valued progressively measurable processes that are non-zero only on a bounded $t$-interval and

$$\tilde{\mathcal{M}}^\varepsilon = \left\{ f \in \tilde{\mathcal{M}} : \sup_t \mathbb{E}|f(t)| < \infty \text{ and } f(t) \text{ is } \mathcal{F}^\varepsilon_t\text{-measurable} \right\}. \quad (6)$$

Following [12, 14], let us recall the definitions of the p-lim and the infinitesimal operator $\hat{\mathcal{L}}^\varepsilon$ as follows.

**Definition 2.1.** Let $f, f^\delta \in \tilde{\mathcal{M}}^\varepsilon$ for each $\delta > 0$. We say $f = \lim_{\delta \to 0^+} f^\delta$ if and only if

$$\left\{ \begin{array}{l} \sup_{t, \delta} \mathbb{E}|f^\delta(t)| < \infty, \\
\lim_{\delta \to 0^+} \mathbb{E}|f^\delta(t) - f(t)| = 0, \forall \ 0 \leq t \leq T. \end{array} \right.$$  

**Definition 2.2.** Let $f, g \in \tilde{\mathcal{M}}^\varepsilon$. If

$$\lim_{\delta \to 0^+} \left( \mathbb{E}^\varepsilon_{t} f(t + \delta) - f(t) \right) = g(t),$$

we say that $f(\cdot) \in \mathcal{D}(\hat{\mathcal{L}}^\varepsilon)$ and $\hat{\mathcal{L}}^\varepsilon f = g$, where $\mathcal{D}(\hat{\mathcal{L}}^\varepsilon)$ denotes the domain of the operator $\hat{\mathcal{L}}^\varepsilon$. Thus $\hat{\mathcal{L}}^\varepsilon$ is a type of infinitesimal operator. The following lemma was proved in Kurtz [12].

**Lemma 2.3.** If $f \in \mathcal{D}(\hat{\mathcal{L}}^\varepsilon)$, then

$$M_f(t) = f(t) - \int_0^t \hat{\mathcal{L}}^\varepsilon f(u) du$$
Proof. Define $\beta_i = f_i(Q)$ and $\hat{R}_i(t) = \beta_i + \gamma_i R_i(t)$. Then, according to (7), $\hat{R}_i(t)$ satisfies the following stochastic differential equation

$$d\hat{R}_i(t) = \gamma_i(2\beta_i - \hat{R}_i(t))dt + \gamma_i\sqrt{\hat{R}_i(t)}d\tilde{w}_{i1}(t),$$

which is a mean-reverting square root process. This implies that (10) has a unique nonnegative solution $\hat{R}_i(t)$ on $t \geq 0$, see [6, 16], which implies that (7) has a unique

$$E_t f(t + s) - f(t) = E_t \int_t^{t+s} \hat{L}^i f(u)du, \; w.p.1.$$
solution \( R_i(t) \) on \( t \geq 0 \) with \( f_i(Q) + \gamma_i R_i(t) \geq 0 \), that is, \( R_i(t) \geq -\varphi_i \). Hence, nonnegativity of the solution of (7) cannot be guaranteed. Moreover, the solution \( \hat{R}_i(t) \) of (10) is a homogeneous Markov process and its transition probability density is given by \( \hat{p}_i(y, s; y_0, t) \); see [6, 23]. As \( s \to \infty \), it is easily observed that \( \hat{R}_i(\cdot) \) tends to a gamma distribution with the density

\[
\hat{\mu}_i(y) = \begin{cases} 
\left( \frac{2}{\gamma_i} \right)^{4\varphi_i} \frac{e^{-2x}}{\Gamma(4\varphi_i)} y^{4\varphi_i - 1}, & y \geq 0, \\
0, & y < 0,
\end{cases}
\]

according to \( \hat{p}_i(y, s; y_0, t) \).

Note that \( \hat{R}_i(\cdot) = \beta_i + \gamma_i R_i(\cdot) \). For \( x \geq -\varphi_i \), the transition probability density of the solution \( R_i(\cdot) \) of (7) is given by

\[
p_i(x, s; x_0, t) = \gamma_i \hat{p}_i(\beta_i + \gamma_i x, s; R_i(t) = x_0, t) = \gamma_i \hat{p}_i(\beta_i + \gamma_i x, s; \beta_i + \gamma_i x_0, t).
\]

For \( x < -\varphi_i \), the transition probability density \( p_i(x, s; x_0, t) = 0 \). The stationary density of \( R_i(\cdot) \) can be expressed as follows

\[
\mu_i(x) = \gamma_i \hat{\mu}_i(\beta_i + \gamma_i x) = \begin{cases} 
\frac{24^{\varphi_i}}{\Gamma(4\varphi_i)} (x + \varphi_i)^{4\varphi_i - 1} e^{-2(x + \varphi_i)}, & x \geq -\varphi_i, \\
0, & x < -\varphi_i.
\end{cases}
\]

Moreover, one can compute the moment generating function with respect to the invariant measure

\[
\mathbb{E}_{\mu_i}(e^{\alpha R_i}) = \int_{-\varphi_i}^{+\infty} e^{\alpha x} \frac{24^{\varphi_i}}{\Gamma(4\varphi_i)} (x + \varphi_i)^{4\varphi_i - 1} e^{-2(x + \varphi_i)} dx
\]

\[
= \frac{24^{\varphi_i}}{\Gamma(4\varphi_i)} e^{-\alpha \varphi_i} \int_{0}^{+\infty} y^{4\varphi_i - 1} e^{-(2-\alpha)y} dy
\]

\[
= \frac{24^{\varphi_i}}{\Gamma(4\varphi_i)} e^{-\alpha \varphi_i} \frac{1}{(2-\alpha)^{4\varphi_i}} \int_{0}^{+\infty} y^{4\varphi_i - 1} e^{-y} dy
\]

\[
= \left( 1 - \frac{\alpha}{2} \right)^{-4\varphi_i} e^{-\alpha \varphi_i},
\]

where \( 0 < \alpha < 2 \). This implies that the \( m \)-th order moment with respect to the invariant measure for any integer \( m > 0 \) is given by

\[
\mathbb{E}_{\mu_i}(R_i)^m = (-1)^m \varphi_i^m + 2m(-1)^{m-1} \varphi_i^m + 4m(m-1)(-1)^{m-2} \varphi_i^m + m(m-1)(-1)^{m-2} \varphi_i^{m-1} + \cdots + \frac{\varphi_i(4\varphi_i + 1) \cdots (4\varphi_i + m - 1)}{2^{m-2}}.
\]

Since initial value \( R_i(0) = r_i(0) \) is a constant, we can obtain the probability density function of \( R_i(t) \)

\[
F_{R_i(t)}(x) = \begin{cases} 
\gamma_i \bar{c} e^{-u - \bar{v}} \left( \frac{\bar{u}}{u} \right)^{\frac{2}{n}} I_\theta(2(\bar{u} \bar{v})^{\frac{2}{n}}), & x \geq -\varphi_i, \\
0, & x < -\varphi_i,
\end{cases}
\]

where \( \bar{c} = 2/(\gamma_i(1 - e^{-\gamma_i t})), \bar{u} = \bar{c}(\beta_i + \gamma_i r_i(0)) e^{-\gamma_i t}, \bar{v} = \bar{c}(\beta_i + \gamma_i x) \). Consequently, the moment generating function of \( R_i(t) \) is given by
\[
\mathbb{E}e^{\alpha R_t} = \int_{-\infty}^{+\infty} e^{\alpha x} e^{-\frac{u^2}{2u^2}} \left( \frac{\bar{v}}{u} \right)^{\frac{2}{\bar{v}}} I_0(2(\bar{u})^\frac{1}{2}) dx
\]

\[
= \gamma_t e^{-\bar{u}} \sum_{k=0}^{\infty} \frac{\bar{u}^k e^{k+q+1}}{k! \Gamma(k+q+1)} \int_{-\infty}^{+\infty} (\beta_i + \gamma_i x)^{k+q} e^{-\bar{e}(\beta_i + \gamma_i x)} dx
\]

\[
= e^{-\bar{u}} e^{-\alpha \psi_i} \sum_{k=0}^{\infty} \frac{\bar{u}^k e^{k+q+1}}{k! \Gamma(k+q+1)} \int_0^{+\infty} y^{k+q} e^{-(\bar{e}-\frac{\alpha}{\gamma_i})y} dy
\]

\[
= e^{-\bar{u}} e^{-\alpha \psi_i} \sum_{k=0}^{\infty} \frac{\bar{u}^k}{k!} \left( 1 - \frac{\alpha}{c\gamma_i} \right)^{-(k+q+1)},
\]  \hspace{1cm} (16)

in which \(\bar{c} - \alpha/\gamma_i > 0\). Note that \(\bar{u} \to 0\) as \(t \to \infty\). According to (13) and (16), it is easy to verify that

\[
\lim_{t \to \infty} \mathbb{E}e^{\alpha R_t} = \mathbb{E}_\mu(e^{\alpha R_t}).
\]

Hence,

\[
\lim_{t \to \infty} \mathbb{E}[R_t]^m = \mathbb{E}_\mu(R_t)^m, \quad \forall m > 0.
\]

Thus, the \(m\)th-order moment of \(R_t(t)\) is uniformly bounded for any integer \(m > 0\). This completes the proof. \(\square\)

4. **Weak convergence and averaged system.** In this section, we show that the sequence \(q^\varepsilon(t)\) converges weakly to a stochastic process that is the solution of an appropriate stochastic differential equation. In order to obtain the desired weak convergence, we first need to prove tightness.

To address this issue, we need to verify

\[
\lim_{N_0 \to \infty} \limsup_{\epsilon \to 0} \mathbb{P}\left\{ \sup_{0 \leq t \leq T} |q^\varepsilon(t)| \geq N_0 \right\} = 0, \quad \text{for each } T < \infty,
\]  \hspace{1cm} (17)

where \(\mathbb{P}(A)\) denotes the probability of \(A\). The verification of (17) is usually quite involved, and requires complicated calculations. To circumvent the difficulties, we use the truncation technique as follows. For any \(i = 1, 2, ..., n\), and any \((x, y, r) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n\), define

\[
b_i(x, y, r) = g_i(r_i) - \delta_i x_i - y_i \quad \text{and} \quad \psi_i(x, y, r) = \sqrt{g_i(r_i)} + \delta_i x_i + y_i.
\]

The second equation of (5) can therefore be rewritten as

\[
dq_i^\varepsilon(t) = b_i(q^\varepsilon(t), q_i^\varepsilon(t), r^\varepsilon(t))dt + \psi_i(q^\varepsilon(t), q_i^\varepsilon(t), r^\varepsilon(t))dw_2(t),
\]

where \(r^\varepsilon(t) = (r_1^\varepsilon(t), r_2^\varepsilon(t), ..., r_n^\varepsilon(t))\)' is the solution of the equation (7) under fixed \(q^\varepsilon\). For each \(N > 0\) sufficient large such that \(|q(0)| \leq N\), define

\[
dq_i^{\varepsilon, N}(t) = b_i^{N}(q_i^{\varepsilon, N}(t), q_i^{\varepsilon, N}(t), r^\varepsilon(t))dt + \psi_i^{N}(q_i^{\varepsilon, N}(t), q_i^{\varepsilon, N}(t), r^\varepsilon(t))dw_2(t),
\]  \hspace{1cm} (18)

where \(b_i^{N}(x, y, r) = b_i(x, y, r)h^N(x), \psi_i^{N}(x, y, r) = \psi_i(x, y, r)h^N(x)\) and

\[
h^N(x) = \begin{cases} 
1, & \text{if } x \in S_N, \\
0, & \text{if } x \in \mathbb{R}^n - S_{N+1}, \\
\text{smooth, otherwise.} & 
\end{cases}
\]
Hence, according to the definitions of $b_i^N(x, y, r)$ and $\psi_i^N(x, y, r)$, (18) can be rewritten as
\[
dq_i^r(t) = \left(g_i(r_i^r(t)) - \delta_i q_i^r(t) - q_i^r(t)\right)dt + \sqrt{g_i(r_i^r(t)) + \delta_i q_i^r(t) + q_i^r h_i^r(q_i^r(t))dw_i^r(t)}.
\] From the definition, it can be seen that $q_i^r(t)$ is a unique strong solution for each $r_i^r(t)$ with each deterministic initial value $q_i(0)$, for any $i = 1, 2, ..., n$.

(A2) $f_i(x)$ and $\frac{\partial}{\partial x_j} f_i(x)$ are uniformly bounded with respect to $x \in G$ for any $i, j = 1, 2, ..., n$, where $G \subset \mathbb{R}^n$ is a compact set. For $i = 1, 2, ..., n$, $g_i(r_i) = a_x r_i^2 + b_i r_i + c_i$ for any $a_i, b_i, c_i \in \mathbb{R}$ and $\pi_i(t)$ is uniformly bounded with respect to $t \in [0, T]$. Denote $b(x, y, r) = (b_1(x, y, r), b_2(x, y, r), ..., b_n(x, y, r))$, $\psi(x, y, r) = \text{diag}(\psi_1(x, y, r), \psi_2(x, y, r), ..., \psi_n(x, y, r))$, $a(x, y, r) = \text{diag}(a_1(x, y, r), a_2(x, y, r), ..., a_n(x, y, r))$, where $a_i(x, y, r) = \psi_i^r(x, y, r)$.

Remark 1. Here we only consider $g_i(r_i) = a_x r_i^2 + b_i r_i + c_i$. In the concluding remarks of Section 5, we show that for any sufficiently smooth function $g_i$, the results still hold. With respect to the invariant measure in the Theorem 3.1, the expectation of $b_i(x, y, r) = g_i(r_i) - \delta_i x_i - y_i$ and $a_i(x, y, r) = g_i(r_i) + \delta_i x_i + y_i$ is given by
\[
\int_{\mathbb{R}} b_i(x, y, r) \mu_i(r_i) dr_i = \int_{\mathbb{R}} g_i(r_i) \mu_i(r_i) dr_i - \delta_i x_i - y_i
= \frac{a_i \beta_i^2}{\gamma_i} + \frac{a_i \beta_i}{\gamma_i} + b_i \beta_i + c_i - \delta_i x_i - y_i
= b_i(x, y)
\]
and
\[
\int_{\mathbb{R}} a_i(x, y, r) \mu_i(r_i) dr_i = \int_{\mathbb{R}} g_i(r_i) \mu_i(r_i) dr_i + \delta_i x_i + y_i
= \frac{a_i \beta_i^2}{\gamma_i} + \frac{a_i \beta_i}{\gamma_i} + b_i \beta_i + c_i + \delta_i x_i + y_i
= a_i(x, y),
\]
for any $i = 1, 2, ..., n$.

Remark 2. If $g_i(r_i^r(t)) + \delta_i x_i + y_i > 0$ for any $t \in [0, T]$, $\omega \in \Omega$, $x_i \in \mathbb{R}$ and $y_i \in \mathbb{R}$, then the second equation of (5) has a unique strong solution. Under Assumption (A1), since the second equation of (5) has a unique strong solution $q_i^r(t)$ on $[0, T]$ for each $r_i^r(t)$, it can be observed that $\bar{a}_i(x, y) \geq 0$, since $\int_{\mathbb{R}} g_i(r_i) \mu_i(r_i) dr_i$ is the mean of $g_i(\cdot)$ with respect to the invariant measure.

(A3) The following stochastic differential equation
\[
dq(t) = \tilde{b}(q(t), q_i) dt + \tilde{\psi}(q(t), q_i) dB(t)
\]
has a unique weak solution (i.e., uniqueness in the sense of the distribution) on 
\([0, T]\) for each deterministic initial value \(q(0)\), where \(\tilde{b}(x, y) = (\tilde{b}_1(x, y), \tilde{b}_2(x, y), \ldots, \tilde{b}_n(x, y))\), \(\tilde{\psi}(x, y) = \text{diag}(\tilde{\psi}_1(x, y), \tilde{\psi}_2(x, y), \ldots, \tilde{\psi}_n(x, y))\), where \(\tilde{\psi}_i^T(x, y) = \tilde{a}_i(x, y)\), \(B(t)\) is an \(n\)-dimensional standard Brownian motion.

Next, we state the main theorem in this paper. Its proof will be divided into several parts.

**Theorem 4.1.** If (A1)-(A3) hold, then \(\{q^\varepsilon(\cdot)\}\) is tight in \(D([0, T]; \mathbb{R}^n)\), and the limit of any weakly convergent subsequence satisfies equation (20) with the same initial value as \(q^\varepsilon(0) = q(0)\) which is deterministic and independent of \(\varepsilon\).

We say that \(q(t)\) of (20), is a solution of the martingale problem with operator \(\tilde{L}\), in that for any function \(f \in C_0^{1,2}([0, T] \times \mathbb{R}^n; \mathbb{R})\),

\[
M_f(t) = f(t, q(t)) - f(0, q(0)) - \int_0^t \tilde{L}(q(s), q_s) f(s, q(s)) ds
\]

is a martingale, where for any \(x, y \in \mathbb{R}^n\),

\[
\tilde{L}(x, y) = \frac{\partial}{\partial t} + \sum_{i=1}^n \tilde{b}_i(x, y) \frac{\partial}{\partial x_i} + \frac{1}{2} \sum_{i=1}^n \tilde{a}_i(x, y) \frac{\partial^2}{\partial x_i^2}.
\]

As mentioned, it is difficult to verify (17). We thus begin the proof of Theorem 4.1 by working with the \(N\)-truncated process. Corresponding to this truncation, we have the operators \(\tilde{L}^{N, N} \) and \(\tilde{L}^N\), which are operators \(\tilde{L}^N\) and \(\tilde{L}\) with \(x, y, \tilde{b}\) and \(\tilde{\psi}\) replaced by \(x^N, y^N, \tilde{b}^N\) and \(\tilde{\psi}^N\), respectively. Not only can assumption (A1) guarantee the existence and uniqueness of the strong solution of the truncated stochastic differential equation (19), but also the tightness. We proceed with the following theorem.

**Theorem 4.2.** Under assumption (A1), there exists a unique strong solution \(q^{\varepsilon, N}(t)\) for the truncated stochastic differential equation (19) for any initial value \(q^{\varepsilon, N}(0) = q(0) \in S_N\) that is deterministic and independent of \(\varepsilon\). Moreover, this solution is continuous, \(\mathcal{F}_t^{\varepsilon, N}\)-adapted and tight in \(D([0, T]; \mathbb{R}^n)\).

To prove this theorem, we need the following Lemma 4.3 (see [16, Theorem 7.1, p.39] for a proof) and Lemma 4.4 (see [14, Theorem 5, p.32]).

**Lemma 4.3.** Let \(p \geq 2\) and \(\Phi \in L^2([0, T] \times \Omega; \mathbb{R}^{n \times l})\) such that

\[
\mathbb{E} \int_0^T |\Phi(t)|^p dt < \infty.
\]

Then

\[
\mathbb{E} \left( \int_0^T \Phi(t) dW(t) \right)^p \leq \left( \frac{p(p-1)}{2} \right)^\frac{p}{2} T^{\frac{p-2}{2}} \mathbb{E} \int_0^T |\Phi(t)|^p dt,
\]

where \(W(t)\) is an \(l\)-dimensional standard Brownian motion.

**Lemma 4.4.** Let \(\{Q^\varepsilon(\cdot)\}\) be a sequence of \(\mathcal{F}_t\)-adapted process with paths in \(D([0, T]; \mathbb{R}^n)\). If this sequence satisfies

\[
\lim_{N_0 \to \infty} \limsup_{\varepsilon \to 0} \mathbb{P}\left( \left\{ \sup_{0 \leq t \leq T} |Q^\varepsilon(t)| \geq N_0 \right\} \right) = 0
\]

and there are nondecreasing continuous function \(F(\cdot)\) and \(a > 1, \gamma > 0\) such that

\[
\mathbb{E}[Q^\varepsilon(t) - Q^\varepsilon(t_1)|Q^\varepsilon(t_2) - Q^\varepsilon(t_1)|^\gamma] \leq [F(t_2) - F(t_1)]^a,
\]

where \(0 \leq t_1 < t < t_2 \leq T\). Then \(Q^\varepsilon(\cdot)\) is tight in \(D([0, T]; \mathbb{R}^n)\).
With these two lemmas in hand, we can give a proof of Theorem 4.2.

**Proof of Theorem 4.2.** According to assumption (A1), the truncated stochastic differential equation (19) has a unique continuous and $\mathcal{F}_{t-}^\varepsilon$-adapted strong solution.

To prove the tightness of $\{q^\varepsilon,N(\cdot)\}$, we need only to verify that the conditions in Lemma 4.4 are satisfied. In fact, under the truncation technique, (24) holds. Hence, we need only to show that (25) holds for the truncated process $q^\varepsilon,N(t)$.

From (18),

$$dq^\varepsilon,N(t) = b^N(q^\varepsilon,N(t), q^\varepsilon,N_i(t), r^\varepsilon(t))dt + \psi^N(q^\varepsilon,N(t), q^\varepsilon,N_i(t), r^\varepsilon(t))dW(t),$$

(26)

where $b^N(x, y, r) = b(x, y, r)h^N(x)$, $\psi^N(x, y, r) = \psi(x, y, r)h^N(x)$, $W_2(t) = (w_1(t), w_2(t), \ldots, w_n(t))^T$ is an $n$-dimensional standard Brownian motion. For any $0 \leq t_1 < t < t_2 \leq T$, (26) and the elementary inequality $(a + b)^2 \leq 2(a^2 + b^2)$ yield

$$|q^\varepsilon,N(t_2) - q^\varepsilon,N(t_1)|^2 \leq 2 \left| \int_{t_1}^{t_2} b^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))ds \right|^2 + 2 \left| \int_{t_1}^{t_2} \psi^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))dW_2(s) \right|^2$$

and

$$|q^\varepsilon,N(t_2) - q^\varepsilon,N(t_1)|^2 \leq 2 \left| \int_{t_1}^{t_2} b^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))ds \right|^2 + 2 \left| \int_{t_1}^{t_2} \psi^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))dW_2(s) \right|^2.$$

Applying properties of conditional expectation gives

$$E[q^\varepsilon,N(t) - q^\varepsilon,N(t_1)]^2 |q^\varepsilon,N(t_2) - q^\varepsilon,N(t)]^2 \leq 4E \left| \int_{t_1}^{t_2} b^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))ds \right|^2 \left| \int_{t_1}^{t_2} b^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))ds \right|^2$$

$$+ 4E \left| \int_{t_1}^{t_2} b^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))ds \right|^2 \left| \int_{t_1}^{t_2} \psi^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))dW_2(s) \right|^2$$

$$+ 4E \left| \int_{t_1}^{t_2} \psi^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))dW_2(s) \right|^2 \left| \int_{t_1}^{t_2} b^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))ds \right|^2$$

$$+ 4E \left| \int_{t_1}^{t_2} \psi^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))dW_2(s) \right|^2 \left| \int_{t_1}^{t_2} \psi^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))dW_2(s) \right|^2 \leq 4E \left| \int_{t_1}^{t_2} b^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))ds \right|^2 \left| \int_{t_1}^{t_2} b^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))ds \right|^2$$

$$+ 4E \left| \int_{t_1}^{t_2} b^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))ds \right|^2 \left| \int_{t_1}^{t_2} \psi^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))dW_2(s) \right|^2$$

$$+ 4E \left| \int_{t_1}^{t_2} \psi^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))dW_2(s) \right|^2 \left| \int_{t_1}^{t_2} \psi^N(q^\varepsilon,N(s), q^\varepsilon,N_i(s), r^\varepsilon(s))dW_2(s) \right|^2$$

According to Theorem 3.1, the mth-order moment of $R_i(t)$ is uniformly bounded for any integer $m > 0$. Applying the Young inequality, the Hölder inequality and
Lemma 4.3, gives

\[ E\left| q^{\varepsilon,N}(t) - q^{\varepsilon,N}(t_1) \right|^2 |q^{\varepsilon,N}(t_2) - q^{\varepsilon,N}(t)|^2 \leq 4E \int_{t_1}^{t_2} b^N(q^{\varepsilon,N}(s), q^{\varepsilon,N}_s, r^{\varepsilon}(s)) ds + 4E \int_{t_1}^{t_2} b^N(q^{\varepsilon,N}(s), q^{\varepsilon,N}_s, r^{\varepsilon}(s)) ds + 4E \int_{t_1}^{t_2} \left| \psi^N(q^{\varepsilon,N}(s), q^{\varepsilon,N}_s, r^{\varepsilon}(s)) \right|^2 ds + 4E \int_{t_1}^{t_2} \left| \psi^N(q^{\varepsilon,N}(s), q^{\varepsilon,N}_s, r^{\varepsilon}(s)) \right|^2 ds \]

Thus, (27) holds for the truncated process \( q^{\varepsilon,N}(t) \). Lemma 4.4, implies that \( \{q^{\varepsilon,N}(\cdot)\} \) is tight in \( D([0,T]; \mathbb{R}^n) \). The proof is completed.

Since \( q^{\varepsilon,N}(\cdot) \) is tight, by Prohorov’s theorem, it is sequentially compact. Thus, we can extract a weakly convergent subsequence and we still label it by \( \varepsilon \). Moreover, the limit is defined as \( q^N(\cdot) \). By the Skorohod representation, without changing notation, we may assume that \( q^{\varepsilon,N}(\cdot) \) converges to \( q^N(\cdot) \) in the sense of w.p.1.

We proceed to characterize the limit process \( q^N(\cdot) \) by using the averaged system. In what follows, we characterize the weak limit by applying the following lemma [19,24].

**Lemma 4.5.** Let \( Q^\varepsilon(\cdot) \) be an \( \mathbb{R}^n \)-valued process defined on \([0,T]\), with \( Q^\varepsilon(0) = Q(0) \) being deterministic and independent of \( \varepsilon \). Let \( \{Q^\varepsilon(\cdot)\} \) be tight in \( D([0,T]; \mathbb{R}^n) \). Suppose (A3) holds and \( \bar{L} \) is the corresponding operator defined by (22). For each \( f(\cdot) \in C^1_0(\mathbb{R}^n; \mathbb{R}) \) (or any dense subset of it) and each \( T < \infty \), there exists \( \check{f}(\cdot) \in \mathcal{D}(\bar{L}) \) such that

\[ \text{p- lim}_{\varepsilon \to 0} [f^\varepsilon(\cdot) - f(Q^\varepsilon(\cdot))] = 0 \]  

and

\[ \text{p- lim}_{\varepsilon \to 0} [\bar{L}f^\varepsilon(\cdot) - \bar{L}(Q^\varepsilon(\cdot), Q^\varepsilon)f(Q^\varepsilon(\cdot))] = 0. \]

Then, \( Q^\varepsilon(\cdot) \Rightarrow q(\cdot) \), where \( q(\cdot) \) is the solution of the stochastic differential equation (20).
Remark 3. In the process of the averaging, the fast-varying process $r^\varepsilon(t)$ is treated as noise and is averaged out. We use the perturbed test function method to examine the weak convergence. Introducing the perturbed test functions allows us to eliminate the noise terms $r^\varepsilon(t)$ through averaging, and obtain the desired results in the limit.

With these results in hand, we next give a proof of Theorem 4.1.

Proof of Theorem 4.1. According to the definition of $p$-lim, to prove (28) for $q^{\varepsilon,N}(t)$ and for any $f(\cdot) \in C_0^1(\mathbb{R}^n; \mathbb{R})$, we need to find $f^{\varepsilon,N}(\cdot) \in \mathcal{D}(\hat{\mathcal{L}}^{\varepsilon,N})$ and verify

$$
\left\{ \begin{array}{l}
\sup_{0 \leq t \leq T, \varepsilon} \mathbb{E}|f^{\varepsilon,N}(t) - f(q^{\varepsilon,N}(t))| < \infty, \\
\lim_{\varepsilon \to 0+} \mathbb{E}|f^{\varepsilon,N}(t) - f(q^{\varepsilon,N}(t))| = 0, \forall 0 \leq t \leq T.
\end{array} \right. (30)
$$

Similarly, to prove (29) for the above $q^{\varepsilon,N}(t)$ and $f(\cdot)$, we need to verify

$$
\left\{ \begin{array}{l}
\sup_{0 \leq t \leq T, \varepsilon} \mathbb{E}|\hat{\mathcal{L}}^{\varepsilon,N} f^{\varepsilon,N}(t) - \hat{L}^N(q^{\varepsilon,N}(t), q_t^{\varepsilon,N}) f(q^{\varepsilon,N}(t))| < \infty, \\
\lim_{\varepsilon \to 0+} \mathbb{E}|\hat{\mathcal{L}}^{\varepsilon,N} f^{\varepsilon,N}(t) - \hat{L}^N(q^{\varepsilon,N}(t), q_t^{\varepsilon,N}) f(q^{\varepsilon,N}(t))| = 0, \forall 0 \leq t \leq T.
\end{array} \right. (31)
$$

Step 1. Constructing the function $f^{\varepsilon,N}(\cdot)$ by virtue of the perturbed test function method.

For any $f(\cdot) \in C_0^1(\mathbb{R}^n; \mathbb{R})$, to use the perturbed test function method, for $t < T$, define

$$
\begin{align*}
V_1(t, x) &:= \int_0^t f_x(x)\mathbb{E}_t^{\varepsilon} [b^N(x, q_t^{\varepsilon,N}, r^\varepsilon(s)) - \bar{b}^N(x, q_t^{\varepsilon,N})]ds, \\
V_2(t, x) &:= \sum_{i=1}^n \int_0^t f_x(x)\mathbb{E}_t^{\varepsilon} [a_i^N(x, q_t^{\varepsilon,N}, r^\varepsilon(s)) - \bar{a}_i^N(x, q_t^{\varepsilon,N})]ds.
\end{align*}
$$

$f_1^{\varepsilon,N}(t) = V_1(t, q^{\varepsilon,N}(t))$ and $f_2^{\varepsilon,N}(t) = V_2(t, q^{\varepsilon,N}(t))$. In the process of building the perturbed test functions, the slow-varying process $q_t^{\varepsilon,N}(t)$ and $q_t^{\varepsilon,N}(t) = \int_0^t \pi_i(s) q_t^{\varepsilon,N}(s)ds$ are considered as parameters for any $i = 1, 2, ..., n$. Making change of variable $s/\varepsilon$ to $s$ yields that

$$
\begin{align*}
f_1^{\varepsilon,N}(t) &= \varepsilon \int_0^T f_x(q^{\varepsilon,N}(t))\mathbb{E}_t^{\varepsilon} [b^N(q^{\varepsilon,N}(t), q_t^{\varepsilon,N}, R(s)) - \bar{b}^N(q^{\varepsilon,N}(t), q_t^{\varepsilon,N})]ds \\
&= \varepsilon \sum_{i=1}^n \int_0^T f_x(q^{\varepsilon,N}(t))\mathbb{E}_t^{\varepsilon} [b_i^N(q^{\varepsilon,N}(t), q_t^{\varepsilon,N}, R(s)) - \bar{b}_i^N(q^{\varepsilon,N}(t), q_t^{\varepsilon,N})]ds \\
&= \varepsilon \sum_{i=1}^n \int_0^T f_x(q^{\varepsilon,N}(t))h^N(q^{\varepsilon,N}(t)) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \bigg| R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds
\end{align*}
$$

and

$$
\begin{align*}
f_2^{\varepsilon,N}(t) &= \varepsilon \sum_{i=1}^n \int_0^T f_{x_i}(q^{\varepsilon,N}(t))\mathbb{E}_t^{\varepsilon} [a_i^N(q^{\varepsilon,N}(t), q_t^{\varepsilon,N}, R(s)) - \bar{a}_i^N(q^{\varepsilon,N}(t), q_t^{\varepsilon,N})]ds
\end{align*}
$$
where $\mu_i(g_i(r_i)) = \int_\mathbb{R} g_i(r_i) \mu_i(r_i) dr_i$. Define

$$f_{\varepsilon,N}(t) = f(q_{\varepsilon,N}(t)) + f_{1_{\varepsilon,N}}(t) + \frac{1}{2} f_{2_{\varepsilon,N}}(t).$$

**Step 2. Verifying (30).**

According to (30) and the form of $f_{\varepsilon,N}(t)$, we need only to estimate $f_{1_{\varepsilon,N}}(t)$ and $f_{2_{\varepsilon,N}}(t)$. Let us first estimate $f_{1_{\varepsilon,N}}(t)$. Since $f(\cdot) \in C^1_0(\mathbb{R}^n; \mathbb{R})$, $f_x(\cdot)$ is uniformly bounded. Note that $g_i(r_i) = a_i r_i^2 + b_i r_i + c_i$. According to the definition of the truncation function $h^N(\cdot)$, $h^N(\cdot) \in C^\infty(\mathbb{R}^n; \mathbb{R})$. Thus,

$$\sup_{0 \leq t \leq T} \mathbb{E}[f_{1_{\varepsilon,N}}(t)]$$

$$= \varepsilon \sup_{0 \leq t \leq T} \mathbb{E}\left[\sum_{i=1}^n \int_\frac{t}{\varepsilon}^T f_x(x,q_{\varepsilon,N}(t)) h^N(q_{\varepsilon,N}(t)) \left\{ \mathbb{E}\left[g_i(R_i(s)) \left| R_i\left(\frac{t}{\varepsilon}\right)\right\} \right\} - \mu_i(g_i(r_i)) \right] ds$$

$$\leq \varepsilon \sum_{i=1}^n \sup_{0 \leq t \leq T} \mathbb{E}\left[\int_\frac{t}{\varepsilon}^T f_x(x,q_{\varepsilon,N}(t)) h^N(q_{\varepsilon,N}(t)) \left\{ a_i \mathbb{E}\left[R_i^2(s) \left| R_i\left(\frac{t}{\varepsilon}\right)\right\} \right\} \right. + b_i \mathbb{E}\left[R_i(s) \left| R_i\left(\frac{t}{\varepsilon}\right)\right\} \right]$$

$$+ \left. a_i \int_\mathbb{R} r_i^2 \mu_i(r_i) dr_i - b_i \int_\mathbb{R} r_i \mu_i(r_i) dr_i \right] ds$$

$$\leq \varepsilon K \sum_{i=1}^n \sup_{0 \leq t \leq T} \mathbb{E}\left[\int_\frac{t}{\varepsilon}^T a_i \mathbb{E}\left[R_i^2(s) \left| R_i\left(\frac{t}{\varepsilon}\right)\right\} \right\} + b_i \mathbb{E}\left[R_i(s) \left| R_i\left(\frac{t}{\varepsilon}\right)\right\} \right]$$

$$- a_i \int_\mathbb{R} r_i^2 \mu_i(r_i) dr_i - b_i \int_\mathbb{R} r_i \mu_i(r_i) dr_i \right] ds.$$  

According to Theorem 3.1, for any $1 \leq i \leq n$, by virtue of the transition probability density $p_i(x,s;x_0,t)$ and the invariant measure of the solution $R_i(t)$ of (7), we obtain

$$\mathbb{E}\left[g_i(R_i(s)) \left| R_i\left(\frac{t}{\varepsilon}\right)\right\} \right] - \mu_i(g_i(r_i))$$

$$= a_i \mathbb{E}\left[R_i^2(s) \left| R_i\left(\frac{t}{\varepsilon}\right)\right\} \right] + b_i \mathbb{E}\left[R_i(s) \left| R_i\left(\frac{t}{\varepsilon}\right)\right\} \right] - a_i \int_\mathbb{R} r_i^2 \mu_i(r_i) dr_i - b_i \int_\mathbb{R} r_i \mu_i(r_i) dr_i$$

$$= a_i \int_{-\tilde{\varphi}_i}^{+\infty} x^2 p_i(x,s;R_i\left(\frac{t}{\varepsilon}\right)) dx + b_i \int_{-\tilde{\varphi}_i}^{+\infty} x p_i(x,s;R_i\left(\frac{t}{\varepsilon}\right)) dx$$

$$- a_i \int_\mathbb{R} r_i^2 \mu_i(r_i) dr_i - b_i \int_\mathbb{R} r_i \mu_i(r_i) dr_i$$

$$= \frac{a_i \tilde{a}_i^2}{\gamma_i^2 \epsilon^2} + \frac{2a_i \tilde{a}_i (\tilde{q} + 1)}{\gamma_i^2 \epsilon^2} + \frac{a_i (\tilde{q} + 1) (\tilde{q} + 2)}{\gamma_i^2 \epsilon^2} - \frac{2a_i \tilde{b}_i}{\gamma_i^2 \epsilon} - \frac{2a_i (\tilde{q} + 1) \tilde{b}_i}{\gamma_i^2 \epsilon}$$

$$- \frac{a_i \tilde{b}_i}{\gamma_i} + \frac{b_i \tilde{a}_i}{\gamma_i \epsilon} + \frac{b_i (\tilde{q} + 1)}{\gamma_i \epsilon} - \frac{2b_i \tilde{b}_i}{\gamma_i}$$

$$= \frac{a_i \tilde{R}_i^2(\frac{t}{\varepsilon})}{\gamma_i^2 \epsilon} e^{-2\gamma_i(s-\frac{t}{\varepsilon})} + \frac{a_i \tilde{R}_i(\frac{t}{\varepsilon})}{\gamma_i} e^{-\gamma_i(s-\frac{t}{\varepsilon})} \left(1 - e^{-\gamma_i(s-\frac{t}{\varepsilon})}\right)$$
\[
\varepsilon \sup_{0 \leq t \leq T} \mathbb{E} \left[ \int_{\frac{t}{\varepsilon}}^{T} \left| a_i \mathbb{E} \left[ R_i^2(s) \bigg| R_i \left( \frac{t}{\varepsilon} \right) \right] \right| + b_i \mathbb{E} \left[ R_i(s) \bigg| R_i \left( \frac{t}{\varepsilon} \right) \right] - a_i \int_r r_i^2 \mu_i(ri) dr \right| ds
\]
\[
\leq \varepsilon \sup_{0 \leq t \leq T} \mathbb{E} \left[ \int_{\frac{t}{\varepsilon}}^{T} \left| \frac{2a_i R_i \left( \frac{t}{\varepsilon} \right)}{\gamma_i} \frac{f_1(q^{\varepsilon,N}(t)) e^{-2\gamma_i(s-\frac{t}{\varepsilon})}}{e^{-\gamma_i(s-\frac{t}{\varepsilon})}} \right| ds + \int_{\frac{t}{\varepsilon}}^{T} \left| 2a_i R_i \left( \frac{t}{\varepsilon} \right) \frac{f_1(q^{\varepsilon,N}(t)) e^{-2\gamma_i(s-\frac{t}{\varepsilon})}}{e^{-\gamma_i(s-\frac{t}{\varepsilon})}} \right| ds + \int_{\frac{t}{\varepsilon}}^{T} \left| a_i R_i \left( \frac{t}{\varepsilon} \right) e^{-\gamma_i(s-\frac{t}{\varepsilon})} \right| ds \right]
\]

where
\[
\beta = \frac{2}{\gamma_i (1 - e^{-\gamma_i(s-\frac{t}{\varepsilon})})}, \quad \bar{\beta}_i = \frac{\gamma_i - 1}{\gamma_i} \bar{\beta}_i = \frac{\beta_i}{\gamma_i}, \quad \bar{q} = \frac{4\beta_i}{\gamma_i},
\]
Assumption (A2) shows that \( f_1(x) \) is uniformly bounded with respect to \( x \in G \), which implies that \( f_1(x) \) is bounded for any \( x \in \mathcal{S}_{N+1} \). According to Theorem 3.1, the \( m \)th-order moment of \( R_i(t) \) is uniformly bounded for any integer \( m > 0 \). Denote \( \gamma := \max\{\gamma_i : 1 \leq i \leq n\} \). Consequently, for any \( 1 \leq i \leq n \),
According to (35) and (37), we obtain
\[
\sup_{0 \leq t \leq T} |f^{\varepsilon,N}_1(t)| \leq \varepsilon K \sum_{i=1}^n (1 - e^{-\frac{\gamma T}{T-i}}) \leq \varepsilon K (1 - e^{-\frac{\gamma T}{T}}) = O(\varepsilon),
\]
which implies \( \sup_{0 \leq t \leq T} \mathbb{E} |f^{\varepsilon,N}_1(t)| \to 0 \) as \( \varepsilon \to 0 \).

To proceed, let us estimate \( f^{\varepsilon,N}_2(t) \). Since \( f(\cdot) \in C^1_0(\mathbb{R}^n, \mathbb{R}) \) and \( h^N(\cdot) \in C^\infty_0(\mathbb{R}^n, \mathbb{R}) \), \( f_{x_i}(\cdot) \) and \( h^N(\cdot) \) are uniformly bounded. Note that \( g_i(r_i) = a_i r_i^2 + b_i r_i + c_i \). According to (36), applying the technique similar to (37), gives
\[
\sup_{0 \leq t \leq T} \mathbb{E} |f^{\varepsilon,N}_2(t)| = \varepsilon \sup_{0 \leq t \leq T} \mathbb{E} \left| \sum_{i=1}^n \int_0^T f_{x_i}(q^{\varepsilon,N}(t))[h^N(q^{\varepsilon,N}(t))]^2 \left\{ a_i \mathbb{E} \left[ R_i(s) \right] R_i \left( \frac{t}{\varepsilon} \right) - \mu_i(g_i(r_i)) \right\} ds \right| \leq \varepsilon \sum_{i=1}^n \sup_{0 \leq t \leq T} \mathbb{E} \left[ \int_0^T f_{x_i}(q^{\varepsilon,N}(t))[h^N(q^{\varepsilon,N}(t))]^2 \left\{ a_i \mathbb{E} \left[ R_i^2(s) \right] R_i \left( \frac{t}{\varepsilon} \right) \right\} + b_i \mathbb{E} \left[ R_i(s) \right] R_i \left( \frac{t}{\varepsilon} \right) - a_i \int_0^T \mu_i(r_i) dr_i - b_i \int_0^T r_i \mu_i(r_i) dr_i \right] ds \leq \varepsilon K \sum_{i=1}^n \sup_{0 \leq t \leq T} \mathbb{E} \left[ \int_0^T a_i \mathbb{E} \left[ R_i^2(s) \right] R_i \left( \frac{t}{\varepsilon} \right) + b_i \mathbb{E} \left[ R_i(s) \right] R_i \left( \frac{t}{\varepsilon} \right) - a_i \int_0^T \mu_i(r_i) dr_i - b_i \int_0^T r_i \mu_i(r_i) dr_i \right] ds \leq \varepsilon K \sum_{i=1}^n \sup_{0 \leq t \leq T} \left( \mathbb{E} \left[ R_i \left( \frac{t}{\varepsilon} \right) \right]^2 + \mathbb{E} \left[ R_i \left( \frac{t}{\varepsilon} \right) \right] + 1 \right) \int_0^T e^{-\gamma_i(s-t)} ds \leq \varepsilon K \left( 1 - e^{-\frac{\gamma T}{T}} \right) = O(\varepsilon),
\]
which implies \( \sup_{0 \leq t \leq T} \mathbb{E} |f^{\varepsilon,N}_2(t)| \to 0 \) as \( \varepsilon \to 0 \). Note that
\[
\mathbb{E} |f^{\varepsilon,N}_N(t) - f(q^{\varepsilon,N}(t))| \leq \mathbb{E} |f^{\varepsilon,N}_1(t)| + \frac{1}{2} \mathbb{E} |f^{\varepsilon,N}_2(t)|.
\]
(38) and (39) imply
\[
\sup_{0 \leq t \leq T} \mathbb{E} |f^{\varepsilon,N}_N(t) - f(q^{\varepsilon,N}(t))| \to 0, \text{ as } \varepsilon \to 0.
\]
Thus, \((30)\) holds.

**Step 3.** Verifying \((31)\).

For any \((t, x) \in [0, T] \times \mathbb{R}^n\), let us define
\[
V(t, x) = V_1(t, x) + \frac{1}{2} V_2(t, x).
\]

According to the definitions of \(f^{\varepsilon,N}(\cdot)\), \(\hat{L}^{\varepsilon,N}\) and \(L^N\), gives
\[
\hat{L}^{\varepsilon,N} f^{\varepsilon,N}(t)
= \text{p-} \lim_{\delta \to 0} \frac{\mathbb{E}_t^{\varepsilon,N} f^{\varepsilon,N}(t + \delta) - f^{\varepsilon,N}(t)}{\delta}
= \text{p-} \lim_{\delta \to 0} \frac{\mathbb{E}_t^{\varepsilon,N} f(q^{\varepsilon,N}(t + \delta)) - f(q^{\varepsilon,N}(t))}{\delta}
+ \text{p-} \lim_{\delta \to 0} \frac{\mathbb{E}_t^{\varepsilon,N} V(t + \delta, q^{\varepsilon,N}(t + \delta)) - V(t, q^{\varepsilon,N}(t))}{\delta}
\]
\[
= L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) f(q^{\varepsilon,N}(t)) + L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) V(t, q^{\varepsilon,N}(t)),
\]
where \(\mathbb{E}_t^{\varepsilon,N}\) is the conditional expectation with respect to \(\mathcal{F}_t^{\varepsilon,N}\) and
\[
L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) V(t, q^{\varepsilon,N}(t)) \equiv L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) V_1(t, q^{\varepsilon,N}(t))
+ \frac{1}{2} L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) V_2(t, q^{\varepsilon,N}(t)).
\]

According to the form of \(\hat{L}^{\varepsilon,N} f^{\varepsilon,N}(t)\), we first need to estimate \(L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) V_1(t, q^{\varepsilon,N}(t))\) and \(L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) V_2(t, q^{\varepsilon,N}(t))\).

Let us first estimate \(L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) V_1(t, q^{\varepsilon,N}(t))\). Note that
\[
L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) V_1(t, q^{\varepsilon,N}(t))
= \varepsilon \sum_{i=1}^n L^N(q^{\varepsilon,N}(t), q^x_{it,N}, r^{\varepsilon}(t)) \left\{ \int_T^T f_{x_i}(q^{\varepsilon,N}(t)) h^N(q^{\varepsilon,N}(t)) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \bigg| R_i \left( \frac{T}{\varepsilon} \right) \right] \right\} ds \right\}
\]
\[
= \varepsilon \left\{ \mu_i(g_i(r_i)) \right\} ds.
\]

For any \(1 \leq i \leq n\), applying the Itô formula gives
\[
\varepsilon \mathbb{E} \left[ g_i(R_i(s)) \bigg| R_i \left( \frac{T}{\varepsilon} \right) \right] = f_{x_i}(q^{\varepsilon,N}(t)) h^N(q^{\varepsilon,N}(t)) \left[ g_i \left( R_i \left( \frac{T}{\varepsilon} \right) \right) - \mu_i(g_i(r_i)) \right] + \varepsilon \sum_{j=1}^n I_{1j}^N(t, q^{\varepsilon,N}(t))
+ \varepsilon \sum_{j=1}^n I_{2j}^N(t, q^{\varepsilon,N}(t)) + \varepsilon \sum_{j=1}^n I_{3j}^N(t, q^{\varepsilon,N}(t)) + \varepsilon \sum_{j=1}^n I_{4j}^N(t, q^{\varepsilon,N}(t))
+ \varepsilon \sum_{j=1}^n I_{5j}^N(t, q^{\varepsilon,N}(t)) + \frac{\varepsilon}{2} \sum_{j=1}^n I_{6j}^N(t, q^{\varepsilon,N}(t))
+ \varepsilon \sum_{j=1}^n I_{7j}^N(t, q^{\varepsilon,N}(t)) + \frac{\varepsilon}{2} \sum_{j=1}^n I_{8j}^N(t, q^{\varepsilon,N}(t)) \right\} ds.
\]
where

\[
I_{i1}(t,x) = \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} f_{x,x_1}(x)h^N(x) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \mid R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
\times b^N_j(x,q^\varepsilon_N, r^\varepsilon(t)),
\]

\[
I_{i2}(t,x) = \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} f_{x}(x) \frac{\partial}{\partial x_j} h^N(x) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \mid R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
\times b^N_j(x,q^\varepsilon_N, r^\varepsilon(t)),
\]

\[
I_{i3}(t,x) = \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} f_{x,i}(x)h^N(x) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \mid R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
\times a^N_j(x,q^\varepsilon_N, r^\varepsilon(t)),
\]

\[
I_{i4}(t,x) = \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} f_{x,i}(x) \frac{\partial}{\partial x_j} h^N(x) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \mid R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
\times a^N_j(x,q^\varepsilon_N, r^\varepsilon(t)),
\]

\[
I_{i5}(t,x) = \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} f_{x,j}(x)h^N(x) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \mid R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
\times a^N_j(x,q^\varepsilon_N, r^\varepsilon(t)),
\]

\[
I_{i6}(t,x) = \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} f_{x,j}(x) \frac{\partial^2}{\partial x^2_j} h^N(x) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \mid R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
\times a^N_j(x,q^\varepsilon_N, r^\varepsilon(t)),
\]

\[
I_{i7}(t,x) = \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} f_{x,j}(x) \frac{\partial}{\partial x_j} h^N(x) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \mid R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
\times a^N_j(x,q^\varepsilon_N, r^\varepsilon(t)),
\]

\[
I_{i8}(t,x) = \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} f_{x,j}(x)h^N(x) \left\{ \mathbb{E} \left[ g_i(R_i(s)) \mid R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
\times a^N_j(x,q^\varepsilon_N, r^\varepsilon(t)).
\]

Since \( f(\cdot) \in C^1_0(\mathbb{R}^n; \mathbb{R}) \) and \( h^N(\cdot) \in C^\infty(\mathbb{R}^n; \mathbb{R}) \), \( f_{x,x_1}(\cdot) \) and \( h^N(\cdot) \) are uniformly bounded. Consequently,

\[
\varepsilon \sup_{0 \leq t \leq T} \mathbb{E} \left[ \sum_{j=1}^{n} I_{i,j}(t,q^\varepsilon_N(t)) \right] \leq \varepsilon K \sum_{j=0}^{n} \sup_{0 \leq t \leq T} \mathbb{E} \left[ \int_{\frac{t}{\varepsilon}}^{\frac{T}{\varepsilon}} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \mid R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \right] \\
\times b^N_j(q^\varepsilon_N(t),q^\varepsilon_N, r^\varepsilon(t)).
\]
For any $1 \leq j \leq n$, note that $b^N_j(x,y,r) = h^N(x)(g_j(r_j) - \delta_j x_j - y_j)$ and $g_j(r_j) = a_j r_j^2 + b_j r_j + c_j$. Assumption (A2) shows that $\pi_i(t)$ is uniformly bounded with respect to $t \in [0,T]$, which implies that $\tilde{q}^\varepsilon_j = \int_0^T \pi_i(s) \tilde{q}^\varepsilon_i(s) ds$ is uniformly bounded. Recall that $h^N(\cdot) \in C^\varepsilon_{0,\infty}(\mathbb{R}^n; \mathbb{R})$ and the $m$-th-order moment of $R_i(t)$ is uniformly bounded for any integer $m > 0$. $R_i(t)$ and $R_j(t)$ are independent for any $i \neq j$ and $t \geq 0$. According to (36), we obtain

$$
\mathbb{E} \left[ \int_\frac{T}{T} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right| R_i \left( \frac{t}{T} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \cdot b^N_j(q^\varepsilon_i(t), q^\varepsilon_i(t), r^\varepsilon(t)) \right] 
$$

$$
\leq \mathbb{E} \int_\frac{T}{T} \left| g_j \left( R_j \left( \frac{t}{T} \right) \right) \right| \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right| R_i \left( \frac{t}{T} \right) \right] - \mu_i(g_i(r_i)) \right\} ds 
$$

$$
+ \mathbb{E} \int_\frac{T}{T} \left| (\delta_j q^\varepsilon_j N(t) + q^\varepsilon_j N(t)) \right| \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right| R_i \left( \frac{t}{T} \right) \right] - \mu_i(g_i(r_i)) \right\} ds 
$$

$$
\leq K \left( \mathbb{E} \left[ R_i \left( \frac{t}{T} \right) \right] \right)^2 \left| R_j \left( \frac{t}{T} \right) \right|^2 + \mathbb{E} \left[ R_i \left( \frac{t}{T} \right) \right]^2 \left| R_j \left( \frac{t}{T} \right) \right| + \mathbb{E} \left[ R_i \left( \frac{t}{T} \right) \right] \left| R_j \left( \frac{t}{T} \right) \right|^2 
$$

$$
+ \mathbb{E} \left[ R_i \left( \frac{t}{T} \right) \right] + \mathbb{E} \left[ R_j \left( \frac{t}{T} \right) \right] + 1 \right) \int_\frac{T}{T} e^{-\gamma(s-\varepsilon)} ds 
$$

$$
\leq K \int_\frac{T}{T} e^{-\gamma(s-\varepsilon)} ds 
$$

$$
\leq K \left( 1 - e^{-\gamma(s-\varepsilon)} \right), \quad (44) 
$$

which implies

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_\frac{T}{T} I^N_j(t, q^\varepsilon_i(t)) \right| \right] \leq \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| \int_\frac{T}{T} I^N_j(t, q^\varepsilon_i(t)) \right| \right] \leq \varepsilon K \left( 1 - e^{-\gamma(s-\varepsilon)} \right) = O(\varepsilon). 
$$

Since $f(\cdot) \in C^0(\mathbb{R}^n; \mathbb{R})$ and $h^N(\cdot) \in C^\varepsilon_{0,\infty}(\mathbb{R}^n; \mathbb{R})$, $f^N_i(\cdot), h^N(\cdot)$ and $\frac{\partial}{\partial x_j} h^N(\cdot)$ are uniformly bounded. Note that $b^N_j(x,y,r) = h^N(x)(g_j(r_j) - \delta_j x_j - y_j)$ for any $j = 1, 2, ..., n$. Applying the technique similar to (44), gives

$$
\varepsilon \sup_{0 \leq t \leq T} \left| \int_\frac{T}{T} I^N_j(t, q^\varepsilon_i(t)) \right| \leq \varepsilon K \sum_{j=1}^n \left| \int_\frac{T}{T} I^N_j(t, q^\varepsilon_i(t)) \right| \leq \varepsilon K \left( 1 - e^{-\gamma(s-\varepsilon)} \right) = O(\varepsilon). 
$$
Since \( f(\cdot) \in C^1_0(\mathbb{R}^n; \mathbb{R}) \) and \( h^N(\cdot) \in C^\infty(\mathbb{R}^n; \mathbb{R}) \), \( f_{x_i x_j x_k}(\cdot) \) and \( h^N(\cdot) \) are uniformly bounded. Note that \( a^N_j(x, y, r) = (h^N(x))^2 (g_j(r_j) + \delta_j x_j + y_j) \) for any \( j = 1, 2, \ldots, n \).

Applying the technique similar to (44), gives

\[
\leq \varepsilon \sum_{j=1}^n \sup_{0 \leq t \leq T} \left( \int_{\frac{t}{\varepsilon}}^T e^{-\gamma(s-\frac{r}{\varepsilon})} ds \right) \leq \varepsilon K \left( 1 - e^{-\frac{\gamma^2}{T}} \right) = O(\varepsilon).
\]

Note that \( f(\cdot) \in C^1_0(\mathbb{R}^n; \mathbb{R}) \), \( h^N(\cdot) \in C^\infty(\mathbb{R}^n; \mathbb{R}) \) and \( a^N_j(x, y, r) = (h^N(x))^2 (g_j(r_j) + \delta_j x_j + y_j) \) for any \( j = 1, 2, \ldots, n \). Similarly,

\[
\frac{\varepsilon}{2} \sum_{j=1}^n \sup_{0 \leq t \leq T} \left( \int_{\frac{t}{\varepsilon}}^T \left\{ \mathbb{E} \left[ g_j \left( R_i(s) \right) \right] \right\} ds \right) \leq \varepsilon K \left( 1 - e^{-\frac{\gamma^2}{T}} \right) = O(\varepsilon)
\]

and

\[
\frac{\varepsilon}{2} \sum_{j=1}^n \sup_{0 \leq t \leq T} \left( \int_{\frac{t}{\varepsilon}}^T \left\{ \mathbb{E} \left[ g_j \left( R_i(s) \right) \right] \right\} ds \right) \leq \varepsilon K \left( 1 - e^{-\frac{\gamma^2}{T}} \right) = O(\varepsilon).
\]

In order to estimate all remaining terms, we first need to calculate the partial derivatives of the conditional expectation. For any \( 1 \leq j \leq n \),

\[
\frac{\partial}{\partial x_j} \left\{ \mathbb{E} \left[ g_i \left( R_i(s) \right) \right] \right\}.
\]
\[ \frac{\partial f}{\partial x_j} = \frac{2a_1 i f_i(q^{r,N}(t))}{\gamma_i} \frac{\partial}{\partial x_j} f_i(q^{r,N}(t))e^{-2\gamma_i(s-\frac{1}{2})} - \frac{2a_1 R_i(\frac{t}{\varepsilon})}{\gamma_i} \frac{\partial}{\partial x_j} f_i(q^{r,N}(t))e^{-2\gamma_i(s-\frac{1}{2})} \\
- \frac{a_1}{\gamma_i} \frac{\partial}{\partial x_j} f_i(q^{r,N}(t))e^{-\gamma_i(s-\frac{1}{2})} - \frac{4a_i}{\gamma_i^2} f_i(q^{r,N}(t)) \frac{\partial}{\partial x_j} f_i(q^{r,N}(t))e^{-\gamma_i(s-\frac{1}{2})} \\
+ \frac{2a_1 R_i(\frac{t}{\varepsilon})}{\gamma_i} \frac{\partial}{\partial x_j} f_i(q^{r,N}(t))e^{-\gamma_i(s-\frac{1}{2})} - \frac{b_i}{\gamma_i} \frac{\partial}{\partial x_j} f_i(q^{r,N}(t))e^{-\gamma_i(s-\frac{1}{2})} \] (45)

and

\[ \frac{\partial^2}{\partial x_j^2} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right] \left| R_i \left( \frac{t}{\varepsilon} \right) \right. \right\} - \mu_i(g_i(r_i)) \right\} = \frac{2a_1}{\gamma_i^2} \left[ \frac{\partial}{\partial x_j} f_i(q^{r,N}(t)) \right]^2 e^{-2\gamma_i(s-\frac{1}{2})} + \frac{2a_i}{\gamma_i^2} f_i(q^{r,N}(t)) \frac{\partial^2}{\partial x_j^2} f_i(q^{r,N}(t))e^{-2\gamma_i(s-\frac{1}{2})} \\
- \frac{2a_1 R_i(\frac{t}{\varepsilon})}{\gamma_i} \frac{\partial^2}{\partial x_j^2} f_i(q^{r,N}(t))e^{-2\gamma_i(s-\frac{1}{2})} - \frac{a_i}{\gamma_i} \frac{\partial}{\partial x_j} f_i(q^{r,N}(t))e^{-\gamma_i(s-\frac{1}{2})} \\
- \frac{4a_i}{\gamma_i^2} \left[ \frac{\partial}{\partial x_j} f_i(q^{r,N}(t)) \right]^2 e^{-\gamma_i(s-\frac{1}{2})} - \frac{4a_i}{\gamma_i^2} f_i(q^{r,N}(t)) \frac{\partial^2}{\partial x_j^2} f_i(q^{r,N}(t))e^{-\gamma_i(s-\frac{1}{2})} \\
+ \frac{2a_1 R_i(\frac{t}{\varepsilon})}{\gamma_i} \frac{\partial^2}{\partial x_j^2} f_i(q^{r,N}(t))e^{-\gamma_i(s-\frac{1}{2})} - \frac{b_i}{\gamma_i} \frac{\partial^2}{\partial x_j^2} f_i(q^{r,N}(t))e^{-\gamma_i(s-\frac{1}{2})} \] (46)

Assumption (A2) shows that \( \frac{\partial f}{\partial x_j} \) is uniformly bounded with respect to \( x \in G \), which implies that \( \frac{\partial f_i}{\partial x_j} \) is bounded for any \( x \in S_{N+1} \). Since \( f(\cdot) \in C^4_0(\mathbb{R}^n; \mathbb{R}) \) and \( h^N(\cdot) \in C^\infty(\mathbb{R}^n; \mathbb{R}) \), \( f_{x_i}(\cdot) \) and \( h^N(\cdot) \) are uniformly bounded. For any \( 1 \leq j \leq n \), note that \( b_j^N(x,y,r) = h^N(x)(g_j(r_j) - \delta_j x_j - y_j) \) and \( g_j(r_j) = a_j r_j^2 + b_j r_j + c_j \). Therefore, according to (45) and applying the same technique as the estimate of (44), we obtain

\[ \varepsilon \sup_{0 \leq t \leq T} \mathbb{E} \left| \sum_{j=1}^n I_{j3}^r(t,q^{r,N}(t)) \right| \]

\[ \leq \varepsilon \sum_{j=1}^n \sup_{0 \leq t \leq T} \mathbb{E} \left| \int_{\frac{t}{\varepsilon}}^{\frac{t}{\varepsilon}+\frac{T}{\varepsilon}} f_{x_j}(q^{r,N}(t))h^N(q^{r,N}(t)) \frac{\partial}{\partial x_j} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right] \left| R_i \left( \frac{t}{\varepsilon} \right) \right. \right\} - \mu_i(g_i(r_i)) \right\} \right| \]

\[ \leq \varepsilon \sum_{j=1}^n \sup_{0 \leq t \leq T} \left\{ \mathbb{E} \int_{\frac{t}{\varepsilon}}^{\frac{t}{\varepsilon}+\frac{T}{\varepsilon}} \left| \frac{\partial}{\partial x_j} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right] \left| R_i \left( \frac{t}{\varepsilon} \right) \right. \right\} - \mu_i(g_i(r_i)) \right\} \right| \right| ds \]

\[ + \mathbb{E} \int_{\frac{t}{\varepsilon}}^{\frac{t}{\varepsilon}+\frac{T}{\varepsilon}} \left| \left( \delta_j q_j^{r,N}(t) + q_j^{r,N}(t) \right) \frac{\partial}{\partial x_j} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right] \left| R_i \left( \frac{t}{\varepsilon} \right) \right. \right\} - \mu_i(g_i(r_i)) \right\} \right| ds \]

\[ \leq \varepsilon \sum_{j=1}^n \sup_{0 \leq t \leq T} \left( \mathbb{E} \left| R_i \left( \frac{t}{\varepsilon} \right) \right| \left| R_i \left( \frac{t}{\varepsilon} \right) \right|^2 + \mathbb{E} \left| R_i \left( \frac{t}{\varepsilon} \right) \right| \left| R_i \left( \frac{t}{\varepsilon} \right) \right|^2 + \mathbb{E} \left| R_i \left( \frac{t}{\varepsilon} \right) \right| \right) \int_{\frac{t}{\varepsilon}}^{\frac{t}{\varepsilon}+\frac{T}{\varepsilon}} e^{-\gamma_i(s-\frac{1}{2})} ds \\
\leq \varepsilon \sum_{0 \leq t \leq T} \int_{\frac{t}{\varepsilon}}^{\frac{t}{\varepsilon}+\frac{T}{\varepsilon}} e^{-\gamma_i(s-\frac{1}{2})} ds \]
Since \( f(\cdot) \in C^0_0(\mathbb{R}^n; \mathbb{R}) \) and \( h^N(\cdot) \in C^0_0(\mathbb{R}^n; \mathbb{R}) \), \( f_x, f_x x_j(\cdot), h^N(\cdot) \) and \( \frac{\partial}{\partial x_j} h^N(\cdot) \) are uniformly bounded. Note that \( a_j^N(x, y, r) = (h^N(x))^2 (g_j(r_j) + \delta_j x_j + y_j) \) for any \( j = 1, 2, ..., n \). Similarly,

\[
\epsilon \sup_{0 \leq t \leq T} \left| \sum_{j=1}^n I_{\xi_j}^\epsilon(t, q^{\epsilon,N}(t)) \right| 
\leq \epsilon \sum_{j=1}^n \sup_{0 \leq t \leq T} \left| \int_0^T f(x, x_j(q^{\epsilon,N}(t))) h^N(q^{\epsilon,N}(t)) \frac{\partial}{\partial x_j} \left\{ \mathbb{E} \left[ g_j(R_i(s)) \right| R_i \left( \frac{t}{\epsilon} \right) \right] \right| dt 
- \mu_i(g_i(r_i)) \right| ds \times a_j^N(q^{\epsilon,N}(t), q_i^{\epsilon,N}, r^\epsilon(t)) \right| 
\leq \epsilon K \sum_{j=1}^n \sup_{0 \leq t \leq T} \left\{ \mathbb{E} \int_0^T g_j \left( R_j \left( \frac{t}{\epsilon} \right) \right) \frac{\partial}{\partial x_j} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right| R_i \left( \frac{t}{\epsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \right\} 
+ \mathbb{E} \left[ R_i \left( \frac{t}{\epsilon} \right) \right| + \mathbb{E} \left[ R_j \left( \frac{t}{\epsilon} \right) \right| + 1 \right] \int_0^T e^{-\gamma(s-\frac{t}{\epsilon})} ds 
\leq \epsilon K \left( 1 - e^{-\frac{2T}{\epsilon}} \right) = O(\epsilon). 
\]

and

\[
\epsilon \sup_{0 \leq t \leq T} \left| \sum_{j=1}^n I_{\xi_j}^\epsilon(t, q^{\epsilon,N}(t)) \right| 
\leq \epsilon \sum_{j=1}^n \sup_{0 \leq t \leq T} \left| \int_0^T f(x, x_j(q^{\epsilon,N}(t))) h^N(q^{\epsilon,N}(t)) \frac{\partial}{\partial x_j} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right| R_i \left( \frac{t}{\epsilon} \right) \right] \right| dt 
- \mu_i(g_i(r_i)) \right| ds a_j^N(q^{\epsilon,N}(t), q_i^{\epsilon,N}, r^\epsilon(t)) \right| 
\leq \epsilon K \sum_{j=1}^n \sup_{0 \leq t \leq T} \left\{ \mathbb{E} \int_0^T g_j \left( R_j \left( \frac{t}{\epsilon} \right) \right) \frac{\partial}{\partial x_j} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \right| R_i \left( \frac{t}{\epsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \right\} 
+ \mathbb{E} \left[ R_i \left( \frac{t}{\epsilon} \right) \right| + \mathbb{E} \left[ R_j \left( \frac{t}{\epsilon} \right) \right| + 1 \right] \int_0^T e^{-\gamma(s-\frac{t}{\epsilon})} ds 
\leq \epsilon K \left( 1 - e^{-\frac{2T}{\epsilon}} \right) = O(\epsilon). 
\]
According to (42) and (43), these estimates lead to
\[ \leq \frac{\varepsilon}{2} \sum_{j=1}^{n} \sup_{0 \leq t \leq T} \mathbb{E} \left[ \sum_{j=1}^{n} I_{\delta j}(t, q^{\varepsilon,N}(t)) \right] \]
\[ \leq \frac{\varepsilon}{2} \sum_{j=1}^{n} \sup_{0 \leq t \leq T} \mathbb{E} \left[ \int_{s}^{T} f_{x_{i}}(q^{\varepsilon,N}(t))h^{N}(q^{\varepsilon,N}(t)) \frac{\partial^{2}}{\partial x_{j}^{2}} \left\{ \mathbb{E} \left[ g_{i}(R_{i}(s)) \right] R_{i} \left( \frac{t}{\varepsilon} \right) \right\} \right. \]
\[ - \mu_{i}(g_{i}(r_{i})) ds \right\} \]
\[ + \sup_{0 \leq t \leq T} \left\{ \mathbb{E} \left[ R_{i} \left( \frac{t}{\varepsilon} \right) \right] R_{i} \left( \frac{t}{\varepsilon} \right) \right\} \]
where

\[
\begin{align*}
J_{1j}(t, x) &= \int_{\frac{1}{\varepsilon}}^{T} f_{x_i, x_j}(x)(h_N(x))^{2} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \middle| R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
&\qquad \times b_j^N(x, q_i^\varepsilon, r^\varepsilon(t)), \\
J_{2j}(t, x) &= \int_{\frac{1}{\varepsilon}}^{T} f_{x_i, x_j}(x) \frac{\partial}{\partial x_j} (h_N(x))^{2} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \middle| R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
&\qquad \times b_j^N(x, q_i^\varepsilon, r^\varepsilon(t)), \\
J_{3j}(t, x) &= \int_{\frac{1}{\varepsilon}}^{T} f_{x_i, x_j, x_k}(x)(h_N(x))^{2} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \middle| R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
&\qquad \times a_j^N(x, q_i^\varepsilon, r^\varepsilon(t)), \\
J_{4j}(t, x) &= \int_{\frac{1}{\varepsilon}}^{T} f_{x_i, x_j, x_k}(x)(h_N(x))^{2} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \middle| R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
&\qquad \times a_j^N(x, q_i^\varepsilon, r^\varepsilon(t)), \\
J_{5j}(t, x) &= \int_{\frac{1}{\varepsilon}}^{T} f_{x_i, x_j}(x) \frac{\partial}{\partial x_j} (h_N(x))^{2} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \middle| R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
&\qquad \times a_j^N(x, q_i^\varepsilon, r^\varepsilon(t)), \\
J_{6j}(t, x) &= \int_{\frac{1}{\varepsilon}}^{T} f_{x_i, x_j}(x) \frac{\partial}{\partial x_j} (h_N(x))^{2} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \middle| R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
&\qquad \times a_j^N(x, q_i^\varepsilon, r^\varepsilon(t)), \\
J_{7j}(t, x) &= \int_{\frac{1}{\varepsilon}}^{T} f_{x_i, x_j}(x) \frac{\partial^2}{\partial x_j^2} (h_N(x))^{2} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \middle| R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
&\qquad \times a_j^N(x, q_i^\varepsilon, r^\varepsilon(t)), \\
J_{8j}(t, x) &= \int_{\frac{1}{\varepsilon}}^{T} f_{x_i, x_j}(x) \frac{\partial}{\partial x_j} (h_N(x))^{2} \left\{ \mathbb{E} \left[ g_i(R_i(s)) \middle| R_i \left( \frac{t}{\varepsilon} \right) \right] - \mu_i(g_i(r_i)) \right\} ds \\
&\qquad \times a_j^N(x, q_i^\varepsilon, r^\varepsilon(t))
\end{align*}
\]
According to (48) and (49), these estimates lead to
\[ f_{ij}(t) = \int_{\Omega} f(x,(x)) h_N(x)^2 \frac{\partial^2}{\partial x_j} \left\{ E\left[ g_i(R_i) \left| R_i \left( \frac{t}{\varepsilon} \right) \right. \right] - \mu_i(g_i(r_i)) \right\} ds \times a_N(x,q_iR_N,r^\varepsilon(t)). \]

Recall that \( f(\cdot) \in C^4(\mathbb{R}^n, \mathbb{R}) \) and \( h_N(\cdot) \in C^\infty(\mathbb{R}^n; \mathbb{R}) \). Applying the same technique as the estimates of \( I_{ij}^{J}(t,q^\varepsilon,N(t)) \), \( I_{ij}^{L}(t,q^\varepsilon,N(t)) \), \( I_{ij}^{G}(t,q^\varepsilon,N(t)) \), \( I_{ij}^{L}(t,q^\varepsilon,N(t)) \) and \( I_{ij}^{G}(t,q^\varepsilon,N(t)) \), we obtain

\[ \varepsilon \sup_{0 \leq t \leq T} E \left| \sum_{j=1}^{n} J_{ij}^{E}(t,q^\varepsilon,N(t)) \right| = O(\varepsilon) \]

\[ \varepsilon \sup_{0 \leq t \leq T} E \left| \sum_{j=1}^{n} J_{ij}^{L}(t,q^\varepsilon,N(t)) \right| = O(\varepsilon) \]

\[ \varepsilon \sup_{0 \leq t \leq T} E \left| \sum_{j=1}^{n} J_{ij}^{G}(t,q^\varepsilon,N(t)) \right| = O(\varepsilon) \]

and

\[ \varepsilon \sup_{0 \leq t \leq T} E \left| \sum_{j=1}^{n} J_{ij}^{G}(t,q^\varepsilon,N(t)) \right| = O(\varepsilon). \]

According to the partial derivatives (45) and (46) of the conditional expectation. Similarly, applying the same technique as the estimates of \( I_{ij}^{J}(t,q^\varepsilon,N(t)) \), \( I_{ij}^{L}(t,q^\varepsilon,N(t)) \), \( I_{ij}^{G}(t,q^\varepsilon,N(t)) \) and \( I_{ij}^{G}(t,q^\varepsilon,N(t)) \), we obtain

\[ \varepsilon \sup_{0 \leq t \leq T} E \left| \sum_{j=1}^{n} J_{ij}^{E}(t,q^\varepsilon,N(t)) \right| = O(\varepsilon) \]

\[ \varepsilon \sup_{0 \leq t \leq T} E \left| \sum_{j=1}^{n} J_{ij}^{L}(t,q^\varepsilon,N(t)) \right| = O(\varepsilon) \]

\[ \varepsilon \sup_{0 \leq t \leq T} E \left| \sum_{j=1}^{n} J_{ij}^{G}(t,q^\varepsilon,N(t)) \right| = O(\varepsilon) \]

According to (48) and (49), these estimates lead to

\[ \sup_{0 \leq t \leq T} E \left| L^N(q^\varepsilon,N(t),q_i^\varepsilon,N, r^\varepsilon(t))V_2(t,q^\varepsilon,N(t)) \right| + \sup_{0 \leq t \leq T} E \left| \sum_{i=1}^{n} f_{x_i}(q^\varepsilon,N(t))[h_N(q^\varepsilon,N(t))]^2 \left[ g_i\left( R_i \left( \frac{t}{\varepsilon} \right) \right) - \mu_i(g_i(r_i)) \right] \right| = O(\varepsilon). \] (50)

The estimates of \( L^N(q^\varepsilon,N(t),q_i^\varepsilon,N, r^\varepsilon(t))V_1(t,q^\varepsilon,N(t)) \) and \( L^N(q^\varepsilon,N(t),q_i^\varepsilon,N, r^\varepsilon(t))V_2(t,q^\varepsilon,N(t)) \) \( \times V_2(t,q^\varepsilon,N(t)) \), together with (41), yield

\[ \sup_{0 \leq t \leq T} E \left| \sum_{i=1}^{n} f_{x_i}(q^\varepsilon,N(t))[h_N(q^\varepsilon,N(t))]^2 \left[ g_i\left( R_i \left( \frac{t}{\varepsilon} \right) \right) - \mu_i(g_i(r_i)) \right] \right| = O(\varepsilon). \] (50)
Step 4. Removing truncation for the weak convergence.

The argument is similar to that of [14, p.46]. For any deterministic initial value \( q(0) \), let \( \mathbb{P}(\cdot) \) and \( \mathbb{P}^N(\cdot) \) denote the probabilities induced by \( q(\cdot) \) and \( q^N(\cdot) \), respectively, on the Borel sets of \( D([0,T];\mathbb{R}^n) \). By (A3), the martingale problem has a unique solution for each \( q(0) \), so \( \mathbb{P}(\cdot) \) is unique. For each \( T < \infty \), the uniqueness implies that \( \mathbb{P}(\cdot) \) agrees with \( \mathbb{P}^N(\cdot) \) on all Borel sets of the set of paths in \( D([0,T];S_N) \) for each \( t \leq T \). However, \( \mathbb{P}\{\sup_{0 \leq t \leq T} |q(t)| \leq N\} \to 1 \) as \( N \to \infty \). This together with the weak convergence of \( q^N(t) \) imply that \( q^\varepsilon(\cdot) \to q(\cdot) \). Moreover, the uniqueness implies that the limit does not depend on the chosen subsequences. The proof is thus completed.

At the end of this section, let us examine equation (4) by using this theorem. For the first equation of (4), letting \( R(t) = r^\varepsilon(\varepsilon t) \) yields

\[
\frac{1}{2} \sup_{0 \leq t \leq T} \mathbb{E} \left[ L^N(q^r,N(t),q^r,N_t, r^\varepsilon(t))V_2(t,q^r.N(t)) + \sum_{i=1}^n f_{x,i}(q^r.N(t))[h^N(q^r,N(t))]^2 \left[ g_i \left( R_i \left( \frac{t}{\varepsilon} \right) \right) - \mu_i(g_i(r_i)) \right] \right]
= O(\varepsilon),
\]

which implies that (31) holds. This, together with (30) yield \( q^r,N(\cdot) \Rightarrow q^N(\cdot) \) as \( \varepsilon \to 0 \) by virtue of Lemma 4.5, where \( q^N(\cdot) \) satisfies the stochastic differential equation (20).

Step 4. Removing truncation for the weak convergence.

The argument is similar to that of [14, p.46]. For any deterministic initial value \( q(0) \), let \( \mathbb{P}(\cdot) \) and \( \mathbb{P}^N(\cdot) \) denote the probabilities induced by \( q(\cdot) \) and \( q^N(\cdot) \), respectively, on the Borel sets of \( D([0,T];\mathbb{R}^n) \). By (A3), the martingale problem has a unique solution for each \( q(0) \), so \( \mathbb{P}(\cdot) \) is unique. For each \( T < \infty \), the uniqueness implies that \( \mathbb{P}(\cdot) \) agrees with \( \mathbb{P}^N(\cdot) \) on all Borel sets of the set of paths in \( D([0,T];S_N) \) for each \( t \leq T \). However, \( \mathbb{P}\{\sup_{0 \leq t \leq T} |q(t)| \leq N\} \to 1 \) as \( N \to \infty \). This together with the weak convergence of \( q^r,N(t) \) imply that \( q^\varepsilon(\cdot) \Rightarrow q(\cdot) \). Moreover, the uniqueness implies that the limit does not depend on the chosen subsequences. The proof is thus completed.

At the end of this section, let us examine equation (4) by using this theorem. For the first equation of (4), letting \( R(t) = r^\varepsilon(\varepsilon t) \) yields

\[
dR(t) = (k_r - \gamma_r R(t))dt + \sqrt{k_r + \gamma_r R(t)}d\tilde{w}_1(t).
\]

Moreover, define \( \tilde{R}(t) = k_r + \gamma_r R(t) \). Then,

\[
d\tilde{R}(t) = \gamma_r (2k_r - \tilde{R}(t))dt + \gamma_r \sqrt{\tilde{R}(t)}d\tilde{w}_1(t),
\]

which has a unique global solution, known as the mean-reverting square root process. Moreover, this solution has a unique invariant measure \( \mu \). According to section 3, it is easy to obtain that

\[
\lim_{t \to \infty} \mathbb{E}R(t) = \mathbb{E}_\mu R = \frac{k_r}{\gamma_r}, \quad \lim_{t \to \infty} \mathbb{E}[R(t)]^2 = \mathbb{E}_\mu R^2 = \frac{k_r^2}{\gamma_r^2} + \frac{k_r}{\gamma_r}.
\]

To obtain the desired asymptotic results, we assume that (a) \( \gamma_d(t) \) is uniformly bounded with respect to \( t \in [0, T] \) and (b) the second equation of (4) has a unique strong solution \( g^r(\cdot) \) on \([0, T]\) for each \( r^\varepsilon(t) = R(t/\varepsilon) \) with each deterministic initial value \( q(0) \). Applying Theorem 4.1 yields that there exists a standard Brownian motion \( B(t) \) such that \( q^r(t) \) in (4) converges weakly to \( q(t) \) satisfying the following stochastic differential delay equation

\[
q(t) = \left( \frac{k_p k_r}{\gamma_r} - \gamma_p q(t) - \int_0^t \gamma_d(s) q(s) ds \right) dt
+ \sqrt{\frac{k_p k_r}{\gamma_r} + \gamma_p q(t)} + \int_0^t \gamma_d(s) q(s) ds dB(t).
\]
5. Concluding remarks. The results of Theorem 4.1 also hold when $g_i(\cdot) : \mathbb{R} \to \mathbb{R}_+^+$ is an arbitrary order polynomial and satisfies (A1)-(A3). In fact, for any $0 < \alpha < 2$,

$$\mathbb{E} \left[ e^{\alpha R_i(s)} \right] = \int_{-\hat{\varphi}_i}^{+\infty} e^{\alpha x} \mu_i(x) \frac{\Gamma(4 \tilde{\varphi}_i)}{\Gamma(4 \tilde{\varphi}_i)} \left( \frac{t}{\varepsilon} \right) dx$$

$$= \int_{0}^{+\infty} e^{\alpha \left( \frac{t}{\varepsilon} \right)} \frac{\Gamma(4 \tilde{\varphi}_i)}{\Gamma(4 \tilde{\varphi}_i)} \left( \frac{t}{\varepsilon} \right) dy$$

$$= e^{-\alpha \hat{\varphi}_i} e^{-\tilde{\alpha}} \sum_{m=0}^{\infty} \frac{\tilde{\varphi}_m}{m!} \left( \frac{\tilde{\varphi}_m}{\varepsilon} \right)^m e^{-\tilde{\varphi}_m}$$

$$= e^{-\alpha \hat{\varphi}_i} e^{-\tilde{\alpha}} \sum_{m=0}^{\infty} \frac{\tilde{\varphi}_m}{m!} \left( 1 - \alpha \right)^{-\tilde{\varphi}_m}$$

(53)

and

$$\mu_i(e^{\alpha r_i}) = \int_{-\hat{\varphi}_i}^{+\infty} e^{\alpha r_i} \frac{2^{4 \tilde{\varphi}_i}}{\Gamma(4 \tilde{\varphi}_i)} \left( r_i + \hat{\varphi}_i \right)^{4 \tilde{\varphi}_i - 1} e^{-(2 \alpha) r_i} dr_i$$

$$= \frac{2^{4 \tilde{\varphi}_i}}{\Gamma(4 \tilde{\varphi}_i)} \left( \frac{1}{2 - \alpha} \right)^{4 \tilde{\varphi}_i} \left( \frac{t}{\varepsilon} \right)^{4 \tilde{\varphi}_i - 1} e^{-\tilde{\varphi}_i}$$

(54)

Since a sufficiently smooth function can be approximated by polynomial functions, the results of Theorem 4.1 also hold when $g_i(\cdot) : \mathbb{R} \to \mathbb{R}_+^+$ is a sufficiently smooth function and satisfies (A1)-(A3). However, for more general function $g_i(\cdot) : \mathbb{R} \to \mathbb{R}_+$, it will be our future work how to establish the weak convergence.
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