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Abstract—In graph signal processing, one of the most important subject is the study of filters, i.e., linear transformations that capture relations between graph signals. One of the most important families of filters is the space of shift invariant filters, defined as transformations commute with a preferred graph shift operator. Shift invariant filters have a wide range of applications in graph signal processing and graph neural networks. A shift invariant filter can be interpreted geometrically as an information aggregation procedure (from local neighborhood), and can be computed easily using matrix multiplication. However, there are still drawbacks to use solely shift invariant filters in applications, such as being restrictively homogeneous. In this paper, we generalize shift invariant filters by introducing and study semi shift invariant filters. We give an application of semi shift invariant filters with a new signal processing framework, the subgraph signal processing. Moreover, we also demonstrate how semi shift invariant filters can be used in graph neural networks.
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I. INTRODUCTION

Since its emergence, the theory and applications of graph signal processing (GSP) have rapidly developed. GSP incorporates geometric properties of a graph in analyzing signals supported on it. The theory covers a wide range of topics with a full array of applications [1]–[16]. In this paper, we want to study the aspect of filtering.

Suppose the size of a graph G is n. In the nutshell, a graph signal is a vector in \( \mathbb{R}^n \), with each component associated with a node of G. A filter is a linear transformation, which can be represented by a matrix in \( M_n(\mathbb{R}) \). Filtering is ubiquitous in signal processing. For example, it can be used to describe relations between signals in prediction, model how signals change from time to time in time-series analysis, as well as processing node features in graph neural networks (cf. [1], [6], [7], [11]).

The full space of filters \( M_n(\mathbb{R}) \) is \( n^2 \) dimensional. This means that if we want to find an appropriate filter for signal processing tasks, the search space can be oversized. Therefore, there are attempts to construct filter banks, subspaces of \( M_n(\mathbb{R}) \), with smaller dimensions. One of the most important filter banks in GSP is the space of shift invariant filters. Under favorable condition, a shift invariant filter can be expressed as a polynomial in a chosen graph shift operator, such as the graph adjacency matrix or the Laplacian. Shift invariant operators are widely used as they enjoy a few important properties:

a) A shift operator is usually interpretable as an aggregation mechanism of information from surrounding nodes of each node in the graph. It approximates well our understanding of many actual physical systems in real applications.

b) The dimension of the space of shift invariant filters is at most \( n \). It is much smaller than the dimension of \( M_n(\mathbb{R}) \). This makes shift invariant filters preferred in many learning problems, as we do not want any candidate filter bank containing too many unrealistic filters.

c) It is usually computationally efficient to handle shift invariant filters as only matrix multiplications are involved.

Many subspaces of the space of shift invariant filters, such as small degree shift invariant filters and band-pass filters, play prominent roles in many applications.

However, shift invariant filters have some drawbacks as well. For example, a shift invariant filter is homogeneous in the following sense. For the above mentioned graph shift operators, the way signals are gathered for each node from its neighboring nodes does not change from node to node. Simple calculations shows that the same observation holds for any polynomial, i.e., shift invariant filter, of the shift operator. This feature can be restrictive in applications as we can always encounter non-homogeneous situations. Moreover, the space of shift invariant filters can be insufficient in certain applications considering its relatively small dimension.

In this paper, we introduce the spaces of semi shift invariant filters, which are essentially mixtures of shift invariant filters restricted to different subgraphs of the ambient graph G. The concept subsumes the above mentioned filter banks such as shift invariant filter, the full filter space \( M_n(\mathbb{R}) \) as special cases. Moreover, we shall demonstrate that the newly introduced filter banks can resolve certain drawbacks of the shift invariant filters.

Our main contributions are as follows:

- We define semi shift invariant filters and discuss their properties. We compute dimensions of different families of semi shift invariant filters and discuss their include-ment relations.
- We describe a new graph signal processing framework: subgraph signal processing. The purpose is to perform signal processing without observing signals at all the nodes or even without observing the full graph.
- We demonstrate that semi shift invariant filters can also be applied to graph neural networks (GNN). We explain how the concept can be systematically synergized with existing GNN models.

The rest of the paper is organized as follows. In Section II, we give a concise overview of GSP and point out why a generalization of the shift invariant filters might be needed, which leads to the introduction of semi shift invariant filters. In the subsequent subsection, we study properties of the newly introduced filter families. In Section III and Section IV, we describe applications of semi shift invariant filters with simulation results. In Section III, we describe the subgraph signal processing without observing signals at all the nodes or even without observing the full graph.
processing framework and explain the role played by semi shift invariant filters. In Section IV, we discuss applications of semi shift invariant filters in GNN, including both homogeneous and heterogeneous semi-supervised node classification problems. We conclude in Section V.

Notations: We use ordinary lower-case letters such as \( f, g, x, y \) for graph signals. Capital letters are used for matrices and operators, and they are boldfaced. For a matrix \( M \), its \( i, j \)-th entry is denoted by \( M_{i,j} \). We use \( \mathcal{f} \) with appropriate subscripts to denote filter spaces. A polynomial is denoted by \( Q \), and examples of its subsets are \( Q_0, Q_1, Q_d \). We use ordinary lower-case letters such as \( u, v, v_1 \) to denote nodes of a graph.

II. SEMI SHIFT INVARIANT GRAPH FILTERS

A. Graph signal processing preliminaries

In this subsection, we give a brief overview of graph signal processing (GSP). The main purpose is to introduce shift invariant (SI) filters and motivate subsequent subsections.

Let \( G = (V, E) \) be a graph of size \( n \). A graph signal \( f \) assigns a number \( f(v) \) to each node \( v \in V \), and the space of graph signals can be identified with \( \mathbb{R}^n \). A graph shift operator (GSO) \( S \) is a linear transformation on \( \mathbb{R}^n \). In the literature, there are a few preferred candidates of \( S \) such as the adjacency matrix \( A_G \), the Laplacian \( L_G \) and their normalized versions \( \tilde{A}_G, \tilde{L}_G \). These choices all have the geometric interpretation of aggregating signals from 1-hop neighborhood for each node. Therefore, graph information is contained in each of them. Moreover, such an \( S \) is normal, which we assume holds true for any chosen GSO in the sequel. It implies that \( S \) admits an orthonormal decomposition \( U A U^* \) with \( A \) a diagonal matrix consisting of eigenvalues of \( S \). The columns of \( U \) forms the graph Fourier basis of the frequency domain associated with \( S \). Graph Fourier transform (GFT) is nothing but base change w.r.t. the Fourier basis, i.e., GFT of \( f \) is \( \hat{f} = U^* f \).

The operator \( S \) is also a graph filter. In general, a graph filter is a linear transformation in \( M_n(\mathbb{R}) \). One uses filters to describe relations between different signals. One of the main topics of GSP is the construction of filter banks. Associated with \( S \) itself, there is the (vector) space of shift invariant (SI) filters as those filters \( F \) commute with \( S \), i.e., \( F \circ S = S \circ F \). The notion is analogous to that of shift invariance in classical Fourier theory if \( G \) is taken as the direct cyclic graph and \( S = A_G \). If \( S \) does not have repeated eigenvalues, then each SI filter \( F \) is a polynomial in \( S \). By the Cayley-Hamilton theorem, the dimension of space of SI filters is \( n \). Consequently, a typical SI filter is a linear combination of monomials \( S^d \), which aggregates \( d \)-hop information. However, this loses flexibility as the same linear combination is used across the entire graph. In particular, this is not preferred if we only want to gather \( d \)-hop information for nodes in a subset \( V_0 \) of \( V \). In the next subsection, we introduce semi shift invariant filters that addresses this issue.

B. Semi shift invariant graph filters

In this subsection, we introduce the space of semi shift invariant filters as a generalization of the space of shift invariant filters.

Let \( S \) be a fixed shift operator for \( G \) (of size \( n \)), whose matrix form we assume to be normal. This is a theoretical requirement. As we have seen, the shift operator \( S \) dictates how information is being passed on \( G \).

Definition 1. Consider \( V_0 \subset V \) and \( d \leq n - 1 \). Let \( \mathbf{P}_{V_0} : \mathbb{R}^n \to \mathbb{R}^{|V_0|} \) be the projection, i.e., for \( v \in V_0 \), the \( v \)-component of \( \mathbf{P}_{V_0} f \) is \( f(v) \).

Let \( \mathbf{P}_{V_0} : \mathbb{R}^n \to \mathbb{R}^n \), \( f \mapsto \mathbf{P}_{V_0} f \) be such that \( \mathbf{P}_{V_0} f(v) = f(v) \) for \( v \in V_0 \) and 0 on \( V \setminus V_0 \). A semi shift invariant filter of degree \( d \) is a composition \( \mathbf{P}_{V_0} \circ Q_d(S) \) for a polynomial \( Q_d \) of degree \( d \).

From Definition 1, the output of a semi shift invariant filter is supported on \( V_0 \). More generally, we have the following.

Definition 2. For \( k \geq 1 \), let \( C = (V_1, \ldots, V_k) \) be a tuple of subsets of vertices in \( V \) and \( D = (d_1, \ldots, d_k) \) be a tuple of non-negative integers each smaller than \( n \). The space of semi shift invariant filters \( \mathcal{F}_{C,D} \) on \( C \) of degree type \( D \) is the span of semi shift invariant filters supported on \( V_j \) of degree \( d_j \) for \( 1 \leq j \leq k \), i.e., if \( F \in \mathcal{F}_{C,D} \), then

\[
F = \sum_{j=1}^k \mathbf{P}_{V_j} \circ Q_{d_j}(S)
\]

for some polynomials \( Q_{d_1}, \ldots, Q_{d_k} \).

For any \( C \) and \( D \), \( \mathcal{F}_{C,D} \) is a vector space, and we use \( \dim \mathcal{F}_{C,D} \) to denote its dimension. We now give some examples.

Example 1. a) Suppose \( S \) does not have repeated eigenvalues. If \( C = V \) and \( D = n - 1 \), then \( \mathcal{F}_{C,D} \) is the space of all shift invariant filters.

b) We work out a numerical example with the directed cycle graph shown in Fig. 1. The directed adjacency matrix \( A_G \) is used as the shift operator for the ambient graph \( G \). Let \( V_0 = \{v_0, v_2, v_2, v_3\} \), \( V_1 = \{v_1, v_2\} \) and \( V_2 = \{v_0, v_3\} \). Set \( C = (V_1, V_2) \) and \( D = (1, 3) \). An example of a filter in the filter family \( \mathcal{F}_{C,D} \) is given by

\[
F = \mathbf{P}_{V_1} \circ A_G + \mathbf{P}_{V_2} \circ A_G^3.
\]

For any signal \( f \), applying \( F \) to \( f \) permutes its \( V_0 \) components in the cyclic order according to their positions on the induced subgraph \( H_0 \). To see this, let \( u \leadsto v \) denote the permutation of the \( u \) component of a signal to the \( v \) component after applying an operator. In \( F \), the operator term \( \mathbf{P}_{V_1} \circ A_G \) achieves \( v_0 \leadsto v_1 \leadsto v_2 \). Here, we notice that \( v_2 \leadsto v_3 \) and so on due to \( A_G \) but are nulled out by \( \mathbf{P}_{V_1} \). Similarly, \( \mathbf{P}_{V_2} \circ A_G^3 \) achieves \( v_2 \leadsto v_5 \leadsto v_0 \). Therefore, in total, \( F \) results in \( v_0 \leadsto v_1 \leadsto v_2 \leadsto v_5 \leadsto v_0 \).

Locality of semi shift invariants is explained by the following observation.
a) Suppose a symmetric shift operator $S$ does not have repeated eigenvalues, and no eigenvector of $S$ has zero components. For each $v \in V$ and $0 \leq d \leq n - 1$, we have $\dim \mathcal{F}_{v,d} = d + 1$. To see this, we note that the space $\mathcal{F}_{v,d}$ is spanned by $P_v \circ S^i$, for $0 \leq i \leq d$. Therefore, $\dim \mathcal{F}_{v,d} \leq d + 1$. We also have $\dim \mathcal{F}_{v,d+1} \leq \dim \mathcal{F}_{v,d}$. Hence, it suffices to prove the case for $d = n - 1$. Suppose $\sum_{0 \leq i \leq n - 1} a_i (P_v \circ S)^i = 0$. We write the orthonormal decomposition of $S = U A U^*$. The diagonal entries of $A$ are the distinct eigenvalues $\lambda_0, \ldots, \lambda_{n-1}$. Suppose the index of $v$ is $j$. Unwrapping the above identity as a transformation in the frequency domain:

$$\sum_{0 \leq i \leq n-1} a_i (U_{j,0} \lambda_0^i, \ldots, U_{j,n-1} \lambda_{n-1}^i) = 0.$$ 

As the row vectors $(\lambda_0^i, \ldots, \lambda_{n-1}^i)$, $0 \leq i \leq n - 1$ are linearly independent and the matrix entries $U_{j,0}, \ldots, U_{j,n-1}$ are non-zero, the vectors $(U_{j,0} \lambda_0^i, \ldots, U_{j,n-1} \lambda_{n-1}^i)$, $0 \leq i \leq n - 1$ are linearly independent. Consequently, $a_i = 0$ for $0 \leq i \leq n - 1$. 

b) Suppose $S$ does not have repeated eigenvalues, and no eigenvector of $S$ has zero components. If $C = \{ v \} \subseteq V$ and $D = (n-1, \ldots, n-1)$, then $\mathcal{F}_{C,D}$ is the space of all filters on $\mathbb{R}^n$. To see this, we note that the dimension of the space of all linear filters is $n^2$. For any vertices $u, v \in V$ and polynomials $Q$ and $Q'$, $P_u \circ Q(S)$ and $P_v \circ Q(S)$ are supported on different vertices and are thus linearly independent in $\mathcal{F}_{C,D}$. It suffices to show that for each $v \in V$, $\dim \mathcal{F}_{v,n-1} = n$, but this follows from a) in this example. More generally, if $D = (l, \ldots, l)$ for some $l \leq n - 1$, then $\mathcal{F}_{C,D}$ is the space of node-variant graph filters up to degree $l$ described in [17].

While the trivial space is an extreme case, Example II.1b) is the other extreme. For our applications in the paper, we are also interested in other intermediate cases. The following discussion can be technical, and readers may skip until Fig. 3 upon first reading. The insight is that if $C'$ is “finer” than $C$ and $D$ is “smaller” than $D'$, then $\mathcal{F}_{C,D}$ is a subspace of $\mathcal{F}_{C',D'}$. The example shown in Fig. 3 illustrates the general picture.

To state the general result rigorously, we need to introduce more concepts.

**Definition II.1.** The tuple $C = (V_1, \ldots, V_k)$ is called essential if for each $1 \leq i \leq k$, $V_i \cup \bigcup_{1 \leq j \neq i} V_j \neq \emptyset$, i.e., none of $V_i$ is completely contained in the union of the remaining sets of $C$. 

**Definition II.2.** A tuple $C' = (V'_1, \ldots, V'_k)$ is said to be a refinement of $C$ if the following holds (cf. Fig. 2):

a) $\bigcup_{1 \leq i \leq k} V_i = \bigcup_{1 \leq j \leq k} V'_j$.

b) Each $V'_j$ is contained in some $V_i$.

c) If distinct $V'_{j_1}, V'_{j_2}$ are contained in the same $V_i$ for some $i$, then $V'_{j_1} \cap V'_{j_2} = \emptyset$.

We now state our main structural result on $\mathcal{F}_{C,D}$ for various tuples $C$ and $D$, whose proof is technical and can be found in Appendix A. We compute the dimension of $\mathcal{F}_{C,D}$ based on conditions on $C$ and $D$.

**Proposition II.1.** If $V_1 \subset V_2 \subset V$ and $0 \leq d_1 \leq d_2 \leq n - 1$, then $\dim \mathcal{F}_{V_1,d_1} \leq \dim \mathcal{F}_{V_2,d_2}$. Furthermore, suppose $S$ does not have repeated eigenvalues, and no eigenvector of $S$ has zero components. Then, the following holds.

a) If $C = (V_1, \ldots, V_k)$ is essential and $D = (d_1, \ldots, d_k)$, then $\dim \mathcal{F}_{C,D} = \sum_{1 \leq i \leq k} d_i + k$.

b) Let $C = (V_1, \ldots, V_k)$, $D = (d_1, \ldots, d_k)$, $C' = (V'_1, \ldots, V'_k)$ and $D' = (d'_1, \ldots, d'_k)$. Suppose $C'$ is a
rays of C. If D and D’ satisfy $d_i \leq d_i’$ whenever $V_i’ \subset V_i$, then $\mathcal{F}_{C,D} \subset \mathcal{F}_{C’,D’}$. On the other hand, suppose that $\mathcal{F}_{C,D} \subset \mathcal{F}_{C’,D’}$ and $\bigcup_{1 \leq j \leq k} V_j’ \subset \bigcup_{1 \leq j \leq k} V_j$. If D and D’ are constant tuples with $d_i = d_i’$ for all i, l and the same $0 \leq d < n$, and C’ is essential, then C’ is a refinement of C.

**Discussions:** With the above results, we gain more understanding of different families of semi shift invariant filters. For a chosen S, it is possible to visualize the relations between different $\mathcal{F}_{C,D}$ using a directed acyclic graph $G_S$, by connecting two such filter banks if one is a maximal subspace of the other (cf. Fig. 3). More specifically, we associate with each node of $G_S$ a filter space $\mathcal{F}_{C,D}$. Two distinct filter spaces $\mathcal{F}_{C_1,D_1}$ and $\mathcal{F}_{C_2,D_2}$ are connected by a directed edge in $G_S$ if and only if the following holds:

a) $\mathcal{F}_{C_1,D_1} \subset \mathcal{F}_{C_2,D_2}$, and

b) if $\mathcal{F}_{C_1,D_1} \subset \mathcal{F}_{C_2,D_3} \subset \mathcal{F}_{C_2,D_2}$, then either $\mathcal{F}_{C_1,D_1} = \mathcal{F}_{C_2,D_3}$ or $\mathcal{F}_{C_1,D_1} = \mathcal{F}_{C_2,D_2}$.

In the graph $G_S$, we have nodes associated with a large array of candidate filter banks that are between the extreme cases $M_n(R)$ and the trivial space. We may also use concepts in lattice theory to enhance our understanding. For example, $\mathcal{F}_{C_1,D_1}$ is an upper bound of $\mathcal{F}_{C_2,D_2}$ if $\mathcal{F}_{C_1,D_1} \supset \mathcal{F}_{C_2,D_2}$ and $\mathcal{F}_{C_2,D_2}$ is called a lower bound of $\mathcal{F}_{C_1,D_1}$. The condition is equivalent to having a directed path in $G_S$ from $\mathcal{F}_{C_2,D_2}$ to $\mathcal{F}_{C_1,D_1}$. The join of two nodes in $G_S$ is their least upper bound, and the meet is their largest lower bound. The difference of two filter banks can be inspected on $G_S$ by how far they are away from their meet and join.

For a signal processing task, in addition to finding the correct graph shift operator S, we also propose to choose an appropriate node in the graph $G_S$ such that the associated semi shift invariant filter bank is both economic and expressive enough for the problem.

In the following sections, we discuss applications with numerical experiments. Emphasis is put on how and why C and D are chosen.

**III. Subgraph Signal Processing**

One primary goal of introducing semi shift invariant filters is to develop the framework of subgraph signal processing, which we describe one aspect in this section. Suppose $V_0$ is a subset of $V$ of size $n_0$ and $f \in \mathbb{R}^n$ is a signal on $V$. We want to perform signal processing on the subgraph signal $\tilde{f}_{V_0} = P_{V_0}f$, observed only at $V_0$. We call it subgraph signal processing. There can be scenarios where such a framework might be needed. It is possible that full observation of $f$ is impossible, or even the full graph structure is unavailable. For example, in a sensor network, it is possible the overall sensor network is unknown or readings from some sensors are missing, due to reasons such as processing delay [18], damage, energy conservation [19], or lack of access because of privacy [20]–[22]. As another example, full information of a mega size social network may not be readily available, and one can only perform inference and learning with partial signal as well as graph information. A complete discussion about subgraph signal processing can be found in [23]. Here, we focus on describing filter estimation.

The idea is as follows. We want to estimate a filter $F_0 \in M_{n_0}(R)$ to process partially observed subgraph signals $\tilde{f}_{V_0}$. For such a filter $F_0$, we impose a few conditions:

**Conditions 1.**

a) The algebraic condition: $F_0$ is a symmetric transformation, i.e., $F_0 \in S_{n_0}(R)$ where $S_{n_0}(R)$ is the space of $n_0 \times n_0$ symmetric matrices.

b) The geometric condition: $F_0$ is close (in an appropriate sense) to a semi shift invariant filter $F \in \mathcal{F}_{C_{V_0},D_{V_0}}$ for suitably chosen $C_{V_0}$ and $D_{V_0}$.

c) The data fitting condition: $F_0$ models well the given dataset.

Most relevant to the paper is Condition 1b) the geometric condition. The intuition is that the filter $F_0$ we seek should be an approximation of the restriction of a filter $F \in M_n(R)$. Recall the primary example for S is $L_G$. Consider two distinct vertices $v_1, v_2 \in V$ being $d$ hops away from each other in $G$. In order to exchange signal information between $v_1$ and $v_2$ in $G$, the $d$-th power of the Laplacian $L_G$ is needed. Therefore, locally at each $v \in V$, the filter $F$ should take the form of a polynomial in $L_G$, whose degree depends on how far it is.
away from other vertices in \( V_0 \). In view of this, we define \( C_{V_0} \) and \( D_{V_0} \) as follows. An illustration is given in Fig. 4.

**Definition 3.** Let \( \delta_G \) be the diameter of \( G \). Given a subset of vertices \( V_0 \subset V \), let \( \{ V_i \mid 1 \leq i \leq \delta_G \} \) be a collection of subsets of \( V_0 \) such that the following holds:

a) \( \bigcup_{1 \leq i \leq \delta_G} V_i = V_0 \).

b) The set \( V_i \) consists of those vertices in \( V_0 \) that have \( i \)-hop neighbors in \( V_0 \) as well as these neighbors. For each \( i = 2, \ldots, \delta_G \), if \( v \in V_0 \) has \( i \)-hop (calculated in \( G \)) neighbors in \( V_0 \) but no \( j \)-hop neighbors for \( j \leq i - 1 \) in \( V_0 \), then \( v \) and all of its \( i \)-hop neighbors are in \( V_i \).

Let \( J_{V_0} = \{ i = 1, \ldots, \delta_G \mid V_i \neq \emptyset \} \). As a tuple of subsets of \( V_0 \), \( C_{V_0} \) is formed by including each (non-empty) \( V_i \), \( i \in J_{V_0} \). Correspondingly, fix a small integer \( r \geq 0 \). As a tuple of degrees, \( D_{V_0} \) includes \( i + r \) for each \( V_i \) in \( C_{V_0} \).

To elaborate further, for a) in Definition 3, we want the family of filters to perform local operations on \( V_0 \), therefore we require the sets \( \{ V_i \mid i \in J_{V_0} \} \) to cover \( V_0 \). For b) each vertex in \( V_i \) finds at least an \( i \)-hop neighbor. Therefore, to transfer signals in \( V_i \), we need to include the \( i \)-th power of the graph shift operator as discussed earlier. To allow flexibility, we may relax the degree to \( i + r \) on each \( V_i \) with a small integer hyper-parameter \( r \geq 0 \) (hence order \( O(1) \)) as compared with the size of the graph) to allow tuning and adjustment. In summary, a \( F \in \mathcal{F}_{C_{V_0}, D_{V_0}} \) has the form

\[
F = \sum_{i \in J_{V_0}} \sum_{j=0}^{i+r} a_{ij} \mathbf{P}_{V_i} \circ \mathbf{S}^j.
\]

Let \( \mathbf{C}_{V_0} = (V_1, V_2) \), where \( V_1 \) consists of the 13 vertices, including \( v_1, v_2, v_3 \) and all the red vertices on their left. \( V_2 \) has 12 vertices, including \( v_4, v_5, v_6 \) and all the red vertices on their right. If \( r = 1 \), then \( D_{V_0} = (2, 3) \). All other \( V_i, \ i \geq 3 \) are empty.

We now describe explicitly the learning framework by filling in other details of Conditions 1. Suppose we have graph signals \( y_t \) and \( z_t \) related by \( z_t = F(y_t) \), \( t = 1, \ldots, T \), for some unknown filter \( F \). We have access to only the partial observations \( x_t = \mathbf{P}_{V_0}(y_t) \) and \( x_t' = \mathbf{P}_{V_0}(z_t) \), for \( t = 1, \ldots, T \). Our objective is to estimate a filter \( F_0 \) on \( V_0 \)

to approximate \( \tilde{F} \). We propose to solve the following joint optimization problem:

\[
\min_{F \in \mathcal{F}_{c_0, d_0}, F_0 \in \mathcal{S}_0(\mathbb{R})} \sum_{t=1}^{T} \| x_t' - F_0(x_t) \|_2^2,
\]

subject to

\[
\ell(\mathbf{P}_{V_0} \circ F, F_0 \circ \mathbf{P}_{V_0}) \leq \epsilon,
\]

where \( \epsilon \) is a positive constant and \( \ell \) is a fixed loss function.

The filter \( F_0 \) is our target filter and \( \mathbf{F} \) is considered as capturing the effective of \( \tilde{F} \) on signals on \( V_0 \). Moreover, \( \ell \) is a loss that measures the difference between \( \mathbf{F} \) and \( F_0 \), and \( \mathbf{P}_{V_0} \), and we may choose \( \ell \) to be the operator norm or the \( L^2 \)-norm. The loss \( \ell \) acts as a regularizer if we consider the Lagrangian form:

\[
\min_{F \in \mathcal{F}_{c_0, d_0}, F_0 \in \mathcal{S}_0(\mathbb{R})} \sum_{t=1}^{T} \| x_t' - F_0(x_t) \|_2^2
\]

\[+ \beta \ell(\mathbf{P}_{V_0} \circ F, F_0 \circ \mathbf{P}_{V_0})^2, \]

for some positive constant \( \beta \).

We note that to solve (3), we do not require observation of the full graph signal. In addition, as long as a basis of \( \mathcal{F}_{c_0, d_0} \) is given, we do not even need the structure of \( G \). This is useful when it is impossible to recover the full graph signals \( y_t \) and \( z_t \) from \( x_t \) and \( x_t' \), respectively. On the other hand, viewing \( x_t \) and \( x_t' \) as graph signals independent of \( y_t \) and \( z_t \), and solving (2a) without the constraint (2b) (as is typically done in GSP), ignores the prior knowledge that \( x_t, x_t' \) are generated from \( y_t, z_t \).

For the rest of the section, we show simulation results. On a given graph \( G = (V, E) \), we generate a shift invariant filter \( \tilde{F} \) in the form

\[
\tilde{F} = a_0 + a_1 \mathbf{L}_G + a_2 \mathbf{L}_E^2,
\]

where \( \mathbf{L}_G \) is the graph Laplacian of \( G \), and \( a_0, a_1, a_2 \) are random coefficients chosen uniformly in the interval \([0, 1]\). To generate a graph signal \( y_t \), for \( 1 \leq t \leq T \), we generate its GFT coefficients uniformly and randomly in the interval \([0, 1]\). Let \( z_t = \tilde{F}(y_t) \). We assume that we observe only \( y_t \) and \( z_t \) at a subset of vertices \( V_0 \). We solve (3) to obtain the solution \((\mathbf{F}^*, \mathbf{F}_0^*)\) by setting \( \ell \) as the \( L^2 \)-norm.

We run 100 experiments for each set of parameters on the square lattice and the Arizona power network [24] (of size 47) respectively. The performance is evaluated by computing the average recovery error \( \| \mathbf{P}_{V_0}(z_t) - \mathbf{F}_0^*(\mathbf{P}_{V_0}(y_t)) \|_2 \). For the square lattice, we set \( |V_0| \approx 0.4n \); and for the power plant network, we set \( |V_0| \approx 0.6n \). We test various \( \beta = 0, 0.2, 0.4, 0.6, 0.8, 1 \) in (3) to investigate the contribution of the regularizer given by the loss \( \ell \). The case \( \beta = 0 \) corresponds to the case where there is no regularization. We also vary \( T \) from 10 to 100.

We consider two baselines for comparison.

- **a) The subset of nodes** \( V_0 \) **induces a subgraph** \( H_0 = (V_0, E_0) \) **of** \( G \), **where two nodes in** \( V_0 \) **are connected by an edge if they are connected by an edge in** \( G \). We learn \( \mathbf{F}_0^* \) in the form of a polynomial in \( \mathbf{L}_{H_0} \), i.e., \( \mathbf{F}_0^* \) is SI w.r.t. \( \mathbf{L}_{H_0} \).
b) We compare with a signal interpolation approach called GI. Briefly, given a subgraph signal $x$, we perform an interpolation [25] to obtain a full graph signal $y$. Then we perform signal processing tasks with $y$ and $G$. The filter candidates are polynomials in $L_{H_0}$ on the reconstructed signals.

The results are shown in Fig. 5. We see that by solving (3) with sufficient regularization, i.e., $\beta \geq 0.4$, the average recovery error is generally smaller. It is also consistently better than GI by an observable margin across the entire range of $T$. The effect of regularization is more prominent when $T$ is small. Furthermore, different $\beta \geq 0.4$ have almost identical performance. Still, if we zoom in ($T = 80, 90, 100$), we see that larger $\beta$ yields a slightly better performance. We observe that our approach gives a much better performance than attempting to learn the filter using $L_{H_0}$.

IV. GRAPH NEURAL NETWORKS

In this section, we discuss applications of semi shift invariant filters in graph neural networks (GNNs). First, we give a brief overview of GNNs.

GNNs are neural network models that operate on graph structured data. By inputting a graph $G$ and a matrix of node features $X$ to a GNN model, embeddings of graph components such as nodes and edges can be learned for downstream tasks through neighborhood aggregation process [26]. In particular, we want to study semi-supervised node classification problems. Each node of the graph has a class label such as article type in the citation network Citeseer. We want to estimate the class label of every node, assuming only the class labels of a small percentage of nodes are observed. We consider both homogeneous and heterogeneous graphs. A homogeneous graph is a graph with a single node type and a single edge type, while a heterogeneous graph has multiple node and/or edge types. One of the most conventional GNN models is graph convolutional network (GCN) [7]. In the nutshell, GCN uses convolutional aggregations and is made up of multiple graph convolutional layers. Each graph convolutional layer is of the form:

$$H^{(l+1)} = \sigma(\tilde{\mathbf{D}}^{-\frac{1}{2}}\tilde{\mathbf{A}}_G \tilde{\mathbf{D}}^{-\frac{1}{2}}H^{(l)}\mathbf{W}^{(l)})$$.

In the expression, $\sigma$ is an activation function, and $\tilde{\mathbf{A}}_G = \mathbf{A}_G + \mathbf{I}$, is the adjacency matrix with self-loops. The degree matrix $\mathbf{D}$ of $\tilde{\mathbf{A}}_G$ contains information about the number of edges attached to each node, and $\mathbf{W}^{(l)}$ is the trainable layer-specific weight matrix. The initial $H^{(0)}$ is taken to be $X$.

Most of subsequent GNN models inherit the same philosophy of GCN that performing. Examples include the graph attention model GAT [27] that involves an additional step of estimating edge weights and the hyperbolic model HGCN [28] that performs a hyperbolic version of convolutional aggregation. Moreover, heterogeneous GNN model HAN [29] that generates homogeneous graphs from heterogeneous graphs using the concept of meta-path. In the subsequent subsections, we propose to take a slightly different approach that performs aggregation that may change for different (cluster of) nodes, in the spirit of the paper.

A. Homogeneous GNN

1) Node homophily: To motivate, we consider the concept of node homophily. Even though GNN models have achieved prominent results for graph learning tasks, the neighborhood aggregation mechanism has implicit graph homophily assumption, where “similar” nodes are connected to one another [30]. When the graph is heterophilous i.e. many neighboring nodes belonging to dissimilar classes, the models tend to perform poorly [31]. Many works then design various graph filters to address heterophily [31], [32]. Nevertheless, they neglect the fact that a graph can have different extend of homophily/heterophily at different regions of the graph and a learned filter is still indifferently applied over the entire graph. In this subsection, we investigate the homophily of classes of nodes. In the next subsection, based on the observations, we modify GCN which learns a first order shift invariant filter.
expressed as the adjacency matrix $A_G$ to instead learn semi-shift invariant filters that are restricted to different subsets of vertices in the graph. The new model shall be called SemiGCN.

We want to investigate the extend of node homophily in different classes. Node homophily is typically defined based on similarity of connected node pairs. Nodes are deemed to be similar if they are of the same node label. We slightly modify the homophily metric introduced by [33] to be class specific as follows:

$$H_\eta(G) = \frac{1}{|V_\eta|} \sum_{v \in V_\eta} \frac{\text{number of } v \text{'s neighbors of the same label}}{\text{number of } v \text{'s neighbors}}.$$  (5)

A large $H_\eta(G)$ implies that the homophily of that specific class is strong. We plot the class specific homophily scores of four homogeneous graph datasets as seen in Fig. 6. We observed that even though Citeseer and Cora datasets are generally deemed highly homophilic while Texas and Wisconsin datasets heterophilic [26], [33], the statistics of homophily score across the classes for the datasets are not necessarily uniform. Thus, it is not ideal to learn and utilise only a single score across the classes for the datasets are not necessarily homogeneous [26], [33], the statistics of homophily score are generally deem high.

Two of them are citation networks: Cora and Citeseer while the other two are web page datasets: Texas and Wisconsin. The citation networks have nodes representing documents and edges denoting citation links while the web page datasets have nodes as web pages and edges as hyperlinks. The statistics of datasets are as in Table I.

As one of the most important steps, we describe how the tuple of vertex sets $C = \{V_1, \ldots, V_k\}$ is chosen. Essentially, we apply an unsupervised clustering algorithm, K-means [35], on the node features $X$ with the number of clusters $k$ in $C$ set to the number of classes in the dataset. Let $X_i$ be the $i$-th row of $X$, which is the feature vector of $i$-th node $v_i$. The algorithm randomly initialises $k$ cluster centroids and then iteratively updates the centroids such that the intra-cluster squared euclidean distance is minimized [36]. The objective function is given by $\sum_{i=1}^{k} \sum_{v_j \in V_i} ||X_j - X_c||^2$ where $v_c$ refers to the centroid of $V$. A node is deemed to be in the cluster of its nearest cluster centroid. We remark that instead of using K-means, it is possible to use other clustering approach such as applying a pre-trained GCN model. Once $C$ is obtained, we apply (6) for the SemiGCN layers with $D$ tuned as hyperparameters.

2) SemiGCN: In this subsection, we introduce SemiGCN which employs semi-shift invariant filters. Recall that a semi-shift invariant filter belongs to a filter bank $\mathcal{J}_{C,D}$, for appropriately chosen $C = \{V_1, \ldots, V_k\}$ and $D = \{d_1, \ldots, d_k\}$ (cf. Definition 2). A layer of semi-shift graph convolutional layer for $k \geq 1$ subsets, where $k$ is a hyperparameter to be set, has the following layer-wise propagation rule:

$$H^{(l+1)} = \sigma \left( \sum_{j=1}^{k} \sum_{i=0}^{d_j} P_{V_j} \circ \widetilde{A}_G \widetilde{H}^{(l)} W_i^{(l)} \right),$$  (6)

where $\widetilde{A}_G = D^{-\frac{1}{2}} A_G D^{-\frac{1}{2}}$ is the normalised adjacency matrix and $d_j$ is the subset-specific polynomial degree. In practice, constraining the number of parameters learned can be beneficial as it addresses overfitting issues. Hence, the trainable degree-specific weight matrix $W_i$ is shared among subsets if the subsets are tuned to include that order. With the new layer-wise propagation rule, we then test our model in semi-supervised node classification task on homogeneous graphs, as well as heterogeneous graphs in Section IV-B.

Unless otherwise mentioned, we train a two-layer GCN as our baseline, a two-layer SemiGCN for our model and evaluate prediction accuracy on the test set. The hidden units are set to 16 for homogeneous graph datasets and 64 for heterogeneous graph datasets in Section IV-B. All models were implemented using the DGL [34] library. Other hyperparameters are tuned to yield best performance.

We evaluated our model on four homogeneous datasets. Two of them are citation networks: Cora and Citeseer while the other two are web page datasets: Texas and Wisconsin. The citation networks have nodes representing documents and edges denoting citation links while the web page datasets have nodes as web pages and edges as hyperlinks. The statistics of datasets are as in Table I.

| Dataset  | # Nodes | # Edges | # Classes | # Features |
|----------|---------|---------|-----------|------------|
| Cora     | 2708    | 5429    | 7         | 1433       |
| Citeseer | 3327    | 4732    | 7         | 1370       |
| Texas    | 183     | 309     | 5         | 1703       |
| Wisconsin| 251     | 499     | 5         | 1703       |

Fig. 6. One-hop and two-hop homophily score of homogeneous datasets. Best viewed in color; Green squares represents average score and red line denotes median score.
The experimental results are as shown in Table II. We see that for the heterophily datasets (Wisconsin and Texas), our approach has significant improvements over popular models such as GCN and GAT. Even for homophily datasets such as Citeseer and Cora, the method still demonstrates comparable performance.

| Datasets   | GAT       | GCN       | SemiGCN (K-means) |
|------------|-----------|-----------|-------------------|
| Wisconsin  | 56.42 ± 1.65 | 53.49 ± 1.96 | 89.31 ± 1.09     |
| Texas      | 55.26 ± 3.72 | 55.39 ± 4.56 | 92.11 ± 2.64     |
| Citeseer   | 71.29 ± 0.55 | 70.81 ± 0.86 | 71.77 ± 0.30     |
| Cora       | 82.42 ± 0.98 | 81.02 ± 0.89 | 80.98 ± 0.78     |

B. Heterogeneous GNN

In this subsection, we consider heterogeneous graphs. These graphs have innate schema as seen in Fig. 7. Hence, they are more complex than homogeneous graphs and require mechanisms catering to the node and/or edge types to achieve state-of-the-art results.

![Fig. 7. Schema of heterogeneous graph datasets. a) DBLP b) ACM and c) IMDB. The node type colored in blue are the nodes to classify in the node classification task. Best viewed in color.](image)

We compare with both GCN itself and HAN [29]. The results are as shown in Table IV. We note that GCN is not designed for heterogeneous graphs. Nevertheless, its modification SemiGCN performs significantly better than GCN in this task. This shows the benefit of employing semi-shift invariant filters in situations where different way of information gathering is required across different subsets. Moreover, SemiGCN even outperforms HAN, which is dedicated to handle heterogeneous graphs. This maybe due partially to the fact that SemiGCN is designed to remove inherent homogeneous assumptions in existing models such as GCN.

| Datasets   | Metrics       | HAN       | GCN       | SemiGCN       |
|------------|---------------|-----------|-----------|---------------|
| DBLP       | Macro-F1      | 91.93 ± 0.27 | 87.65 ± 0.29 | 94.10 ± 0.43  |
|            | Micro-F1      | 92.51 ± 0.24 | 88.71 ± 2.74 | 94.81 ± 0.39  |
| ACM        | Macro-F1      | 92.01 ± 0.76 | 91.46 ± 0.48 | 92.06 ± 0.33  |
|            | Micro-F1      | 90.93 ± 0.73 | 91.33 ± 0.47 | 91.98 ± 0.34  |
| IMDB       | Macro-F1      | 56.56 ± 0.77 | 56.72 ± 0.49 | 58.56 ± 0.69  |
|            | Micro-F1      | 57.83 ± 0.93 | 58.31 ± 0.51 | 60.10 ± 0.70  |

V. Conclusions

In this paper, we generalize the notion of shift invariant filters in GSP by introducing semi shift invariant filters. We study their properties and demonstrate how they can be used in signal processing and machine learning applications.

APPENDIX A

PROOFS OF PROPOSITION II.1

**Proof:** As $V_1 \subset V_2$ and $d_1 \leq d_2$, any $F \in \mathcal{F}_{V_1,d_1}$ is the projection $\mathbf{P}_{V_1} \circ F'$ of some $F' \in \mathcal{F}_{V_2,d_2}$ to $V_1$. Furthermore, if $F'_1, \ldots, F'_k \in \mathcal{F}_{V_2,d_2}$ are filters such that $\mathbf{P}_{V_1} \circ F'_1, \ldots, \mathbf{P}_{V_1} \circ F'_k$ are linearly independent in $\mathcal{F}_{V_1,d_1}$, then $F'_1, \ldots, F'_k$ are linearly independent in $\mathcal{F}_{V_2,d_2}$ since the sum and projection operations commute. Hence, a basis of $\mathcal{F}_{V_1,d_1}$ consists of the projection of linearly independent filters in $\mathcal{F}_{V_2,d_2}$, whence $\dim \mathcal{F}_{V_1,d_1} \leq \dim \mathcal{F}_{V_2,d_2}$. We next further assume that $S$ does not have repeated eigenvalues, and no eigenvector of $S$ has zero components.
For a), as $C$ is essential, each $V_i$ contains a vertex $v_i$ outside every $V_j, j \neq i$. By Example 1a) and the above result, we have
\[ d_i + 1 \leq \dim J_{v, d_i} \leq \dim J_{V, d_i} \leq d_i + 1. \]
Therefore, we must have $\dim J_{v, d_i} = \dim J_{V, d_i}$, and the (surjective) projection $J_{v, d_i} : J_{V, d_i} \rightarrow J_{v, d_i}$ is an isomorphism. For each $i$, let $C_i$ be obtained from $C$ by removing $V_i$ and $D_i$ be obtained from $D$ by removing $d_i$. If $F \in J_{V, d_i}$ and $F^\prime \in J_{C_i, d_i}$, where both $F$ and $F^\prime$ are not trivially 0, then they are linearly independent of each other. Indeed, if $a \cdot F + b \cdot F^\prime = 0$, then applying $J_{v, d_i}$, we have $a \cdot J_{v, d_i} \cdot F + 0 = 0$. As $F \circ F$ is non-zero, we must have $a = 0$ and hence $b = 0$. Consequently, filters in $J_{V, d_i}$, for $1 \leq i \leq k$, are all linearly independent and
\[ \dim J_{C, D} = \sum_{1 \leq i \leq k} \dim J_{V, d_i} = \sum_{1 \leq i \leq k} d_i + k. \]

For b), if $C^\prime$ is a refinement of $C$, then each $V_i$ in $C$ is a disjoint union of $V_i = \bigcup_{j=1}^{k_i} V_{i,j}$ with each $V_{i,j}$ in $C^\prime$. Let $F = \sum_{a \leq j \leq d} a_j S_j \in J_{C, D}$, where $a_j, 0 \leq j \leq d_i$, are scalars. Then since $d_i \leq d_i, k_i$, we have
\[ F = \sum_{1 \leq j \leq k_i} (J_{V_{i,j}} \circ \sum_{0 \leq j \leq d} a_j S_j) \in J_{C', D'}. \]

To prove the second claim, we verify each of the conditions in Definition 2.1. To show the first condition, suppose $\bigcup_{1 \leq i \leq k} V_i$ is not contained in $\bigcup_{1 \leq j \leq d} V_{i,j}$. Let $v \in \bigcup_{1 \leq i \leq k} V_i \setminus \bigcup_{1 \leq j \leq d} V_{i,j}$, and $F \in J_{C, D}$ be a filter such that $J_{v, d_i} \circ F$ is non-trivial. Such an $F$ exists as $\dim J_{v, d_i} \geq 1$ by Example 1a). However, $F \not\in J_{C', D'}$ as the projection of any filter of $J_{C', D'}$ to $v$ is trivial. This gives rise to a contradiction.

For the second condition in Definition 2.1, we first note that since the eigenvectors of $S$ have no zero components, if $F = \sum_{a \leq j \leq d} a_j S_j \neq 0$, then $J_{v, d_i} \circ F \neq 0$ for all $v$. Suppose without loss of generality that $V_{i,j}$ is not contained in any single $V_i$. As we assume that $C$ is essential, there is a $v$ contained only in $V_i$ and not any other $V_{i,j}, j \neq 1$. Let $V_i$ contains $v, V_i \setminus V_i \neq \emptyset$, and
\[ F = \sum_{0 \leq j \leq d} a_j S_j \in J_{C, D} \]
be a non-zero filter. Since $J_{C, D} \subset J_{C', D'}, F \in J_{C', D'}$, and by considering the projection to $v$, $F$ must have a summand $F_1 = \sum_{a \leq j \leq d} a_j S_j$. However, the projection of $F_1$ to $V_i \setminus V_{i,j}$ is non-zero. For each $v' \in V_i \setminus V_{i,j}$, there must be some other $V_{i,j}'$ such that: i) $v' \in V_i \setminus V_{i,j}'$, and ii) $F$ has a non-zero summand $F_j \in J_{V_{i,j}'}.d_i$. For such a $V_{i,j}'$, there is a $v_j$ contained exclusively (with respect to (w.r.t.) $C'$) in $V_{i,j}'$. However, $J_{v, d_i} \circ F_j \neq 0$ and hence $v_j \in V_j$. This implies that
\[ F_j = \sum_{0 \leq j \leq d} a_j S_j \]
since $F_j$ and $F$ have the same projection to $v_j$. In conclusion, for any $v' \in V_i \setminus V_{i,j}$, there is a positive integer $m$ such that
\[ 0 = \sum_{0 \leq j \leq d} a_j S_j \neq 0, \]
which is a contradiction. For the last condition in Definition 2.1, consider any $V_i$ and choose any non-zero filter
\[ F \in J_{V, d_i} \subset J_{C, D} \subset J_{C', D'} \]
For any $V_{i,j}' \subset V_i$, there is a $v_j$ contained exclusively (w.r.t. $C'$) in $V_{i,j}'$. Therefore, $F$ has a summand $\sum_{0 \leq j \leq d} a_j S_j = 0$. Then for any $v \in V_i$, $F \circ F = 0$. Hence, $m = 1$. Therefore, for any distinct $V_{i,j}', V_{i,j}'' \subset V_i$, we have $V_{i,j}' \cap V_{i,j}'' = \emptyset$. The proof that $C'$ is a refinement of $C$ is now complete.
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