Abstract. There are various statements in the physics literature about the stratification of quantum states, for example into orbits of a unitary group, and about generalized differentiable structures on it. Our aim is to clarify and make precise some of these statements. For $A$ an arbitrary finite-dimensional C*-algebra and $U(A)$ the group of unitary elements of $A$, we observe that the partition of the state space $S(A)$ into $U(A)$ orbits is not a decomposition and that the decomposition into orbit types is not a stratification (its pieces are not manifolds without boundary), while there is a natural Whitney stratification into matrices of fixed rank. For the latter, when $A$ is a full matrix algebra, we give an explicit description of the pseudo-manifold structure (the conical neighbourhood around any point). We then make some comments about the infinite-dimensional case.

1. Introduction

While classical mechanics can be formulated in terms of time evolution of physical systems living in a manifold and of functions defined on such a manifold, an algebraic formulation that works both in classical and quantum mechanics consists in studying the time evolution of states of a C*-algebra (whose self-adjoint elements we may interpret as the observables of our system). The pure state space of a C*-algebra replaces the phase space of classical mechanics, and more generally the state space replaces the space of probability distributions on a manifold, that is the starting point of statistical mechanics. An interesting question is to investigate whether the state space $S(A)$ of a C*-algebra $A$ admits a differentiable structure, in some generalized sense.

A common statement that is found in physics literature is that, when $A = M_n(\mathbb{C})$ is the algebra of all $n \times n$ complex matrices, the set of all density matrices form a stratified space with strata given by $U(n)$ orbits (see e.g. [2] or [4]). When $A$ is the algebra of all bounded operators on a separable Hilbert space one has a similar decomposition, with orbits that turn out to be smooth Banach manifolds [3]. Another statement that can be found e.g. in [10] is that density matrices are stratified by rank. Indeed, it is observed already in [8] that positive matrices — what they call “non-normalized density matrices” — are stratified by rank. It is clear from these statements that the word “stratification” is being used with several different meanings, since for example the one by rank is a stratification in the mathematical sense of the word (cf. Section 1.2), while the partition into orbits is clearly not locally finite.

The aim of this paper is to show that the state space of an arbitrary finite-dimensional C*-algebra is indeed a “good” singular space: it is a stratified space in the sense of Whitney whose structure can be described rather explicitly. The bulk of the paper is the explicit
description of the conical neighbourhood around any point. The main reason for focusing on stratified spaces in the sense of Whitney is that it is the class of singular spaces that are as close as possible to smooth manifolds. When working with such spaces, many issues can be addressed by working out “one stratum at a time”, reducing many problems to questions about smooth manifolds. In addition, one has a cohomological theory and a Morse theory with properties very similar to those for differentiable manifolds [9].

Since we believe that the topic is of major interest in physics, we start with a short review of some background material, that we collect here to make the paper accessible to a more general audience (as well as to fix the notations). In Section 1.1 we recall some properties of state spaces, while in Section 1.2 we recall the notions of decomposed space, stratified space (in the sense of Whitney) and pseudo-manifold. These sections can be readily skipped by the experts of the field. In Section 2 we present some basic lemmas about the topology of state spaces: in particular, for a direct sum \( A = A_1 \oplus A_2 \) of C*-algebras we explain how a stratification of \( S(A_1) \) and \( S(A_2) \) induces one of \( S(A) \).

In Section 3 we discuss the decomposition of states into orbit types and observe, through simple examples, that is not a stratification. Section 4 is devoted to the study of the local structure of the state space of a full matrix algebra. Section 5 contains a short discussion about the infinite-dimensional case.

1.1. States of C*-algebras. Here by a C*-algebra we shall always mean a complex one. We focus on unital C*-algebras, the algebraic counterpart of compact Hausdorff spaces.

Let \( A \) be a unital C*-algebra. The dual space \( A^\ast \) of bounded linear functionals \( f : A \to \mathbb{C} \) is a Banach space with norm

\[
\|f\| := \sup_{a \in A \setminus \{0\}} \frac{|f(a)|}{\|a\|}.
\]

The unit ball \( B := \{\varphi \in A^\ast : \|\varphi\| = 1\} \) is a convex subset of \( A^\ast \), and by Banach-Alaoglu theorem it is compact in the weak-* topology: this is the topology we will consider on \( A^\ast \) unless stated otherwise. Both the norm and weak-* topology are Hausdorff, and they coincide if and only if \( A \) is finite-dimensional (see e.g. [15, Cap. 5]).

A functional \( \varphi \in A^\ast \) is called positive if \( \varphi(a^\ast a) \geq 0 \ \forall \ a \in A \), and a necessary and sufficient condition is \( \varphi(1) = \|\varphi\| \) [22, Cor. 3.3.4]. The state space \( S(A) \), i.e. the set of positive linear functionals with norm 1, is then the intersection of the unit ball \( B \) with the hyperplane \( \{\varphi \in A^\ast : \varphi(1) = 1\} \). It is a compact (hence closed) convex subset of \( B \). Extremal points (states that cannot be written as convex combinations of other states) are called pure states. The set of pure states, which we denote by \( \mathcal{P}(A) \), is in general not closed (hence not compact) in the weak-* topology, cf. [14, Pag. 261]; its closure \( \overline{\mathcal{P}(A)} \) is the so-called pure state space of \( A \) (and it may contain states that are not pure). By Krein-Milman theorem, \( S(A) \) is the closure of the convex hull of \( \mathcal{P}(A) \) (in particular \( \mathcal{P}(A) \) is not empty).

If \( A = B(H) \) is the C*-algebra of all bounded operators on a Hilbert space \( H \), the set \( \mathcal{P}(A) \) is closed in the weak-* topology if and only if \( H \) is finite-dimensional [14, Ex. 4.6.69]. More generally, \( \mathcal{P}(A) \) is closed for every finite-dimensional C*-algebra \( A \) (cf. Cor. 9).
By Riesz-Markov-Kakutani representation theorem, if \( A = C(X) \) is the C*-algebra of continuous functions on a compact Hausdorff space \( X \) (with sup norm), every state \( \varphi \) is given by a unique regular Baire probability measure \( \mu \) on \( X \) via the formula:

\[
\varphi(f) = \int_X f(x)d\mu(x).
\]

Pure states are normalized point measures, i.e. evaluations at points of \( X \). The map

\[
X \to \mathcal{P}(C(X)), \quad x \mapsto \text{ev}_x, \tag{1}
\]

is a homeomorphism between \( X \) with its topology and \( \mathcal{P}(C(X)) \) with weak-* topology (see e.g. [11, Sect. 1.3]). In particular \( \mathcal{P}(C(X)) \) is compact, hence closed in \( S(C(X)) \).

**Remark 1.** Because of the homeomorphism (1), if \( X \) is a compact smooth manifold, there is a smooth structure on \( \mathcal{P}(C(X)) \) compatible with the weak-* topology.

A natural question is whether one can equip the state space of an arbitrary C*-algebras with a generalized smooth structures compatible with the weak-* topology and that possibly, when \( A = C(X) \) are functions on a manifold, allow us to reconstruct \( X \) from the pure state space through the map (1).

An analogous question in the framework of metric structures — the study of metrics (distances) on state spaces inducing the weak-* topology — led to a well developed line of research, due mainly to M.A. Rieffel and his school (see e.g. the seminal paper [25] or the recent review [17]). A celebrated extended metric coming from a generalized Dirac operators is the spectral distance of A. Connes [5], that generalizes the Wasserstein distance of order 1 of transport theory to the non-commutative world (see e.g. in [6]). It is also worth mentioning that, if \( X \) is a connected compact Riemannian manifold (with no boundary) and \( \omega_g \) the Riemannian density, one can consider the space \( \mathcal{P}^\infty(X) \) of probability measures of the form \( f\omega_g \) with \( f \in C^\infty(X) \); such a space, equipped with the Wasserstein metric of order 2, is a formal Riemannian manifold. In particular, it is an infinite-dimensional smooth manifold in a suitable sense (see [19] for the details), with underlying topology given by the smooth topology.

In this paper we will be mainly concerned with finite-dimensional C*-algebras. By the well-known classification theorem (see for example [7, Theorem III.1.1]), any such algebra is isometrically *-isomorphic to a finite direct sum \( A \) of full matrix algebras:

\[
A = \bigoplus_{i=1}^k M_{n_i}(\mathbb{C}), \tag{2}
\]

where \( n_1, \ldots, n_k \) are (not necessarily distinct) positive integers. Let \( n := n_1 + \ldots + n_k \). We will think of \( A \) in (2) as the subalgebra of \( M_n(\mathbb{C}) \) made of all block diagonal matrices with blocks of size \( n_1, \ldots, n_k \). Let:

\[
\langle a, b \rangle := \text{Tr}(a^*b), \quad \forall a, b \in M_n(\mathbb{C}),
\]

be the Hilbert-Schmidt inner product. Let us denote by \( \mathbb{D}(A) \) the set of all \( \rho \in A \) that are positive and with trace 1 – we call such elements *density matrices* – and by \( \mathbb{P}(A) \subset \mathbb{D}(A) \)
the set of Hermitian matrices $\rho \in A$ satisfying $\rho^2 = \rho$ – we call such elements *projections*. The isomorphism of vector spaces

$$A \rightarrow A^*, \quad \rho \mapsto \langle \rho, . \rangle,$$

(3)

gives a bijection between $\mathbb{D}(A)$ and $\mathcal{S}(A)$. Every density matrix $\rho$ is a convex combination of its eigenprojections: the corresponding state is pure if and only if $\rho$ is itself a projection. That is, the map (3) restricts to a bijection $\mathbb{P}(A) \rightarrow \mathcal{P}(A)$.

As customary, the set of selfadjoint elements of $A$ will be denoted by $A_{sa}$, and the set of positive elements by $A_+$. The former is a real vector subspace of $A$, and the latter is a convex cone in $A_{sa}$.

1.2. Stratified spaces. We will adopt the terminology of [9] (see also [24]). In the following, by “smooth manifold” we mean a finite-dimensional Hausdorff second countable $C^\infty$ real manifold without boundary.

**Definition 2.** Let $I$ be a set. An $I$-decomposition of a topological space $X$ is a locally finite collection of disjoint locally closed subsets $S_i \subset X$, one for each $i \in I$, such that

1. $X = \bigcup_{i \in I} S_i$,

2. $S_i \cap S_j \neq \emptyset$ implies $S_i \subset \overline{S_j}$.

The sets $\{S_i\}$ are called pieces of the decomposition, and a topological space $X$ equipped with an $I$-decomposition will be called an $I$-decomposed space.

By “locally finite” we mean that every point has a neighborhood which intersects only finitely many pieces; a set $S \subset X$ is “locally closed” if it is the intersection of an open and a closed subset of $X$. Condition (2) is the so-called frontier condition, saying that if a piece $S_i$ intersects the closure of $S_j$, it must lie in the frontier $\overline{S_j} \setminus S_j$. It follows easily from the frontier condition that the relation

$$i \leq j \iff S_i \subset \overline{S_j}$$

defines a partial order on $I$, and that for all $j \in I$:

$$\overline{S_j} = \bigcup_{i \leq j} S_i.$$  \hspace{1cm} (4)

As a consequence:

**Remark 3.** $S_i$ is closed $\iff i$ is a minimal element of $(I, \leq)$.\(^1\)

On any subset $X$ of an $I$-decomposed space $Y = \bigcup_{i \in I} R_i$ there is an obvious $I$-decomposition with pieces $S_i := R_i \cap X$ and compatible with the subspace topology.

An example is the decomposition of $M_n(\mathbb{C})$ into subsets of matrices of fixed rank. It follows that any subset of $M_n(\mathbb{C})$ is a decomposed space, in particular the set of density matrices of a finite-dimensional C*-algebra is a decomposed space. In this example, $I$ is totally ordered and the least element, the unique closed piece of the decomposition, is given by rank 1 density matrices, i.e. pure states.

---

\(^1\) If $S_i = \overline{S_i}$, from $\overline{S_i} \cap S_j = S_i \cap S_j = \emptyset \quad \forall \ j \neq i$ it follows that $\nexists \ j < i$. Conversely, if $\nexists \ j < i$, from (4) it follows that $\overline{S_i} = S_i$. 
Definition 4. Let $X$ be a closed subset of a smooth manifold $M$. An $I$-decomposition of $X$ is called a Whitney stratification provided each $S_i$ is a smooth embedded submanifold of $M$ and, for all $i \leq j$, Whitney’s condition (B) is satisfied:

(B) suppose $(x_k)$ is a sequence of points of $S_j$ and $(y_k)$ a sequence of points of $S_i$, both converging to some $y \in S_i$, and let $\ell_k$ be the line through $x_k$ and $y_k$ in some local chart on $M$. If $(\ell_k)$ converges to some limiting line $\ell$ and the tangent spaces $T_{x_k}S_j$ converge to some limiting space $\tau$ in the Grassmann bundle of $TM$, then $\ell \subset \tau$.

We will say that $X$ is a (Whitney) stratified space, and call the sets $\{S_i\}$ strata of the stratification.

In the above definition, Whitney’s condition (A) is omitted, since it is implied by (B). If Whitney’s condition (B) is satisfied in a chart around $y$, it is satisfied in any chart around $y$ [24, Lemma 1.4.4]. In [24], there is an additional assumption in the definition of decomposed space: $X$ is required to be a paracompact separable Hausdorff space, and each $S_i$ a smooth manifold in the induced topology. Such conditions are automatically satisfied if $X$ is a Whitney stratified space.

For $k \geq 0$, we call $k$-skeleton of a Whitney stratified space $X$ the decomposed space:

$$X^k := \bigcup_{i \in I, \dim(S_i) \leq k} S_i$$

Clearly $X^k \subset X^{k+1}$. The least $n$ for which $X = X^n$ is the dimension of the stratification.

Notice that any Whitney stratification of the sphere $\mathbb{S}^{n-1} \subset \mathbb{R}^n$ defines a Whitney stratification of $\mathbb{R}^n$, called conical stratification induced by the one of the sphere, whose strata are the open cones of the strata of $\mathbb{S}^{n-1}$ plus the origin.

An important result about the local structure of stratifications is that, if $X$ is an $n$-dimensional Whitney stratified space, for any point $x$ of a $k$-dimensional stratum there exists a Whitney stratification of $\mathbb{S}^{n-k-1}$ and a homeomorphism taking strata into strata from a neighbourhood $N_x$ of $x$ to $\mathbb{R}^k \times \mathbb{R}^{n-k}$, where $\mathbb{R}^{n-k}$ is given the conical stratification and $\mathbb{R}^k$ the one with only one stratum.

This motivates the following recursive definition.

Definition 5. A 0-dimensional pseudo-manifold is a countable set with discrete topology. For $n > 0$, an $n$-dimensional pseudo-manifold is a paracompact Hausdorff topological space $X$ with a filtration

$$X = X^n \supset X^{n-1} \supset \ldots \supset X^1 \supset X^0$$

by closed subsets such that:

1. $X \setminus X^{n-1}$ is dense in $X$,
2. any $x \in X^i \setminus X^{i-1}$ admits a neighbourhood $N_x$ in $X$ of the form

$$N_x \cong \mathbb{R}^i \times C(L),$$

where $L = L^{n-i-1} \supset \ldots \supset L^1 \supset L^0$ is an $(n-i-1)$-dimensional pseudo-manifold, $C(L) = L \times [0,1)/L \times \{0\}$ the cone over $L$, and $\phi$ a homeomorphism preserving the

\[\text{for } k \text{ big enough, all points are contained in a chart around } y.\]
filtration:
\[ N_x \cap X^{i+j+1} \overset{\phi}{\simeq} \mathbb{R}^i \times C(L_j) \]
for all \( 0 \leq j \leq n - i - 1 \).

Every Whitney stratified space is a pseudo-manifold, with filtration given by skeletons.

We close this section with a theorem that will be useful later on. Given a Lie group \( G \) with a proper smooth action on a smooth manifold \( M \), we say that \( x, y \in M \) are of the same orbit type if the isotropy groups of the two points are conjugated subgroups of \( G \). If \( H \subset G \) is a subgroup, we denote by \((H)\) its conjugacy class and by \( M(H) \) be the set of points of \( M \) with isotropy group conjugated to \( H \). If \( I \) is the set of conjugacy classes of subgroups \( H \) of \( G \), one has a partition:
\[ M = \bigcup_{(H) \in I} M(H). \]
Such a partition is in fact a Whitney stratification, with partial order given by:
\[ (K) \leq (H) \iff H \text{ is conjugated (in } G \text{) to a subgroup of } K \]
(5)
(notice the counter-intuitive order). The strata of this stratification are called orbit types.

**Theorem 6** ([24, Theorem 4.3.7]). *Any proper smooth action of a Lie group \( G \) on a smooth manifold \( M \) induces a Whitney stratification, with strata given by orbit types and partial order (5).*

If \( M \) is a finite-dimensional real vector space with a linear action by a compact group \( G \), one can prove that there is only a finite number of non-empty orbit types [27, Prop. 4.2.8].

### 2. On the topology of quantum states

Recall that a state (of a finite-dimensional C*-algebra) is called maximally mixed if its density matrix is proportional to the identity matrix.

As a preliminary remark, it is not difficult to prove that if \( A \) is finite-dimensional, \( S(A) \) is homeomorphic to a closed ball. For \( A \) as in (2), let \( H \) be the affine subspace of \( A^\text{sa} \) of all matrices with trace 1. Positive invertible matrices form an open subset of \( H \), and \( D(A) \) is a compact convex subset with non-empty interior (the maximally mixed state is, for example, an interior point). Any compact convex subset of a finite-dimensional real vector space with non-empty interior is homeomorphic to a closed ball, and the homeomorphism sends extreme points to the boundary sphere (see e.g. [18, Prop. 5.1]). Thus:

**Remark 7.** For \( A \) as in (2), \( S(A) \) is homeomorphic to the closed unit ball in \( \mathbb{R}^m \), with \( m := \dim_{\mathbb{C}} A - 1 \), with a homeomorphism that sends \( \mathcal{P}(A) \) to the unit sphere.

This homeomorphism, however, is not a convex function and forgets most of the structure of the state space. For example, \( S(M_2(\mathbb{C})) \) and \( S(\mathbb{C}^4) \) are both homeomorphic to a 3-ball, but in the former case the pure state space is the boundary 2-sphere while in the

---

\( ^3 \)Without the property (1), \( X \) is what is called a “topologically stratified spaces” in [16]; in the definition of “pseudo-manifold” of dimension \( n \) in [16] they make the additional assumption that \( X^{n-1} = X^{n-2} \).
second case it consists of 4 points (it follows from Cor. 9 that the boundary of the ball is not the pure state space, except in the simple cases $A = \mathbb{C}$ or $A = M_2(\mathbb{C})$).

The next proposition characterizes the state space – in particular the set of pure states – of a direct sum of C*-algebras in terms of the state space of each factor. In the proposition, we don’t assume that the summands are finite-dimensional. The topology considered on the state spaces is the weak-* one.

**Lemma 8.** Let $A = \bigoplus_{i=1}^{k} A_i$ be a direct sum of finitely many unital C*-algebras $A_1, \ldots, A_k$ and, for every $i = 1, \ldots, k$, identify $A_i$ with its image in $A$ under the (non-unital) *-homomorphism

$$a \mapsto 0 \oplus \ldots \oplus 0 \oplus a \oplus 0 \oplus \ldots \oplus 0, \quad \forall a \in A_i.$$ Use the pullback of the projection onto the $i$-th summand to identify linear functionals on $A_i$ with (suitable) linear functionals on $A$. Then

(i) Any $\varphi \in \mathcal{S}(A)$ is a convex combination $\varphi = \sum_{i=1}^{k} \lambda_i \varphi_i$ where $\varphi_i \in \mathcal{S}(A_i)$.

(ii) $\mathcal{P}(A)$ is homeomorphic to $\bigsqcup_{i=1}^{k} \mathcal{P}(A_i)$.

**Proof.** It is enough to prove the statement when $A = A_1 \oplus A_2$ and then work by induction. Let $\varphi \in \mathcal{S}(A)$ and assume that $\lambda_1 := \varphi(1 \oplus 0)$ and $\lambda_2 := \varphi(0 \oplus 1)$ are both non-zero. Then $\varphi_1(a+b) := \varphi(a \oplus 0)/\lambda_1$ and $\varphi_2(a+b) := \varphi(0 \oplus b)/\lambda_2$ are states on $A$ and $\varphi = \lambda_1 \varphi_1 + \lambda_2 \varphi_2$. Such a $\varphi$ is not pure.

For any positive linear functional $\psi$ on a unital C*-algebra $B$, since $\|\psi\| = \psi(1)$, if $\psi(1) = 0$ then $\psi$ is identically zero. Thus in the above notations if, for example, $\lambda_1 = 0$ then $\varphi = \varphi_2$. Either way, the decomposition (i) is valid.

From the above discussion, any $\varphi \in \mathcal{P}(A)$ either vanishes on $A_1 \oplus 0$ or on $0 \oplus A_2$. In the former case $a \mapsto \varphi(a \oplus 0)$ gives a pure state of $A_1$, in the latter $a \mapsto \varphi(0 \oplus a)$ gives a pure states of $A_2$. There is then a bijection $\mathcal{P}(A) \rightarrow \mathcal{P}(A_1) \sqcup \mathcal{P}(A_2)$, and we want to prove that it is a homeomorphism.

Any convergent net of states vanishing on $0 \oplus A_2$ clearly converges to a state vanishing on $0 \oplus A_2$. Thus $\mathcal{S}(A_1)$ is closed in $\mathcal{S}(A)$. Similarly $\mathcal{S}(A_2)$ is closed in $\mathcal{S}(A)$. This proves that $\mathcal{P}(A) \simeq \mathcal{P}(A_1) \sqcup \mathcal{P}(A_2)$ with the standard topology on a disjoint union. 

As a corollary, one has an explicit description of the pure state space of arbitrary finite-dimensional C*-algebras. Recall that there is a homeomorphism

$$\mathbb{CP}^{n-1} \rightarrow \mathcal{P}(M_n(\mathbb{C}))$$

(a diffeomorphism if we think of the latter as an embedded submanifold of $M_n(\mathbb{C})$) that sends a point $[z_1 : \ldots : z_n]$ into the matrix $\rho = (z_i \overline{z_j})$. Recall also that $\mathcal{P}(M_n(\mathbb{C}))$ is closed in $\mathcal{S}(M_n(\mathbb{C}))$ [14, Ex. 4.6.69]. Thus:

**Corollary 9.** For $A$ as in (2), $\mathcal{P}(A)$ is closed in $\mathcal{S}(A)$ and homeomorphic to a disjoint union of complex projective spaces: $\mathcal{P}(A) \simeq \bigsqcup_{i=1}^{k} \mathbb{CP}^{n_i-1}$.

---

\[\text{At a set-theoretic level, a proof of this bijection is already in [21, Lemma 2.1].}\]
Recall that, given two topological spaces $X$ and $Y$, the join $X \star Y$ is by definition the quotient of the product $X \times Y \times [0,1]$ by the equivalence relation generated by:

$$(x_0, y_1, 0) \sim (x_0, y_2, 0) \quad \text{and} \quad (x_1, y_0, 1) \sim (x_2, y_0, 1)$$

for all $x_0, x_1, x_2 \in X$ and all $y_0, y_1, y_2 \in Y$. Another consequence of Lemma 8 is the following.

**Proposition 10.** If $A = A_1 \oplus A_2$ is a direct sum of two unital C*-algebras, then the convex map $F : S(A_1) \times S(A_2) \times [0,1] \to S(A)$ given by

$$F(\varphi_1, \varphi_2, t) := (1-t)\varphi_1 + t\varphi_2 ,$$

induces a homeomorphism between $S(A)$ and $S(A_1) \star S(A_2)$.

**Proof.** Consider the diagram

$$
\begin{array}{ccc}
S(A_1) \times S(A_2) \times [0,1] & \xrightarrow{F} & S(A) \\
\downarrow \pi & & \downarrow \bar{F} \\
S(A_1) \star S(A_2) & & 
\end{array}
$$

where $\pi$ is the quotient map and $F$ is the map (6). As before, here $\varphi_1(a \oplus b) := \varphi_1(a)$ and $\varphi_2(a \oplus b) := \varphi_2(b)$ for all $a \in A_1$ and $b \in A_2$. It follows from Lemma 8 that $F$ is surjective.

Suppose

$$F(\varphi_1, \varphi_2, t) = F(\psi_1, \psi_2, s) .$$

By applying both sides to elements of the form $a \oplus 0$ and $0 \oplus b$ we see that the above condition is equivalent to

$$(1-t)\varphi_1 = (1-s)\psi_1 \quad \text{and} \quad t\varphi_2 = s\psi_2 .$$

Applying both sides to the unit element of $A_1$ risp. $A_2$ we get $t = s$. If $0 < t = s < 1$ we get $(\varphi_1, \varphi_2) = (\psi_1, \psi_2)$. If $t = s = 0$ we get $\varphi_1 = \psi_1$, while $\varphi_2, \psi_2$ are arbitrary. If $t = s = 1$ we get $\varphi_2 = \psi_2$, while $\varphi_1, \psi_1$ are arbitrary.

The fibres of $F$ are then exactly the equivalence classes of the relation generated by $(\varphi_1, \varphi_2, 0) \sim (\varphi_1, \psi_2, 0)$ and $(\varphi_1, \varphi_2, 1) \sim (\psi_1, \varphi_2, 1)$. We deduce that $\bar{F}$ in (7) exists, it is a bijection, and it is continuous by the characteristic property of quotient maps. Since the domain of $\bar{F}$ is compact, $\bar{F}$ is a homeomorphism.

As costumary, let us identify $X \star Y$ as a set with $X \sqcup (X \times Y \times I) \sqcup Y$ where $I := (0,1)$ is the open interval. It is then interesting to observe that any decomposition of $X$ and $Y$ (in the sense of Def. 2) induces a decomposition of $X \star Y$. Since we are interested in state spaces of unital C*-algebras, we will work in the category of compact Hausdorff spaces.

**Proposition 11.** Let $X = \bigcup_{i \in I} R_i$ and $Y = \bigcup_{j \in J} S_j$ be decompositions of compact Hausdorff spaces. Then, a decomposition of the join is given by:

$$X \star Y = \bigcup_{i,j} (R_i \times S_j \times I) \sqcup \bigcup_{j} S_j .$$

![Figure 1. Join $X \star Y$.](image)
Proof. Let $\pi : X \times Y \times [0,1] \to X \star Y$ be the quotient map, and consider the disjoint sets $R_i := \pi(R_i \times Y \times \{0\})$, $S_j := \pi(X \times S_j \times \{1\})$ and $Q_{ij} := \pi(R_i \times S_j \times I)$. We want to prove that the partition $X \star Y = \bigcup_i R_i \cup \bigcup_j S_j \cup \bigcup_{i,j} Q_{ij}$ is a decomposition.

Notice that $\pi$ is a closed map, since the domain is compact and the codomain is Hausdorff. Let $A \subset X$, $B \subset Y$, $C \subset X \times Y$. Sets of the form $A \times \{0\}$, $X \times \{1\}$ and $C \times I$ are saturated. For every $i$ and $j$, by assumption the sets $R_i$ and $S_j$ are locally closed, that means

$$R_i = A_i \cap \overline{R_i} \quad \text{and} \quad S_j = B_j \cap \overline{S_j}$$

for suitable open sets $A_i \subset X$ and $B_j \subset Y$. It follows that:

$$R_i = \pi(A_i \times Y \times \{0\}) \cap \pi(\overline{R_i} \times Y \times \{0\}) ,$$
$$S_j = \pi(X \times B_j \times \{1\}) \cap \pi(X \times \overline{S_j} \times \{1\}) ,$$
$$Q_{ij} = \pi(A_i \times B_j \times I) \cap \pi(\overline{R_i} \times \overline{S_j} \times [0,1]) .$$

Each one of the pieces $R_i$, $S_j$ and $Q_{ij}$ is the intersection of the image of a saturated open set (hence open) and a closed set (hence closed, since $\pi$ is closed).

Since $\pi$ is closed, $\pi(D) = \pi(\overline{D})$ for every subset $D$ of the domain. With this observation, the frontier condition is now a simple check. \hfill \blacksquare

3. On the decomposition into orbit types and by rank

Let $A$ be a finite dimensional C*-algebra and consider the adjoint action $U(A) \times A \to A$, $(u,a) \mapsto uau^*$, of the group $U(A)$ of unitary elements of $A$. By invariance of the Hilbert-Schmidt inner product, the isomorphism (3) intertwines this action with its dual action on $A^*$. We are in the best possible scenario: a linear action of a compact Lie group on a finite-dimensional real vector space. According to Theorem 6, $A$ (or $A^*$ under the equivariant identification (3)) has a Whitney stratification into finitely many orbit types.

The subset $\mathbb{D}(A)$ of density matrices is $U(A)$-invariant: it can be partitioned into $U(A)$ orbits, that are compact smooth embedded submanifolds of $A$ (this is the point of view e.g. of [4]). They have a decomposition into orbit types as well, in the sense of Def. 2, since as recalled on any subset of a decomposed space there is a natural decomposition obtained by intersecting the pieces with the subset. We will see however that orbit types in $\mathbb{D}(A)$ are not manifolds, but rather manifolds with boundary. This section is devoted to study some simple examples. Before that, let us argue that, even if the one by orbit types is not a stratification, a stratification on $\mathbb{D}(A)$ exists.

Recall that a subset of $\mathbb{R}^n$ is called semialgebraic if it is a finite union of subsets of $\mathbb{R}^n$ each one defined by finitely many polynomial equations and/or inequalities. Every semialgebraic set has a Whitney stratification with finitely many semialgebraic strata (see, e.g., [26, Lemma 1.2.10]).

By Sylvester’s criterion, a Hermitian matrix is positive-semidefinite if and only if all of its principal minors are non-negative [12, Cor. 7.1.5 and Theorem 7.2.5]. Thus, $\mathbb{D}(A)$ is the subset of the real vector space $A^{sa}$ defined by some polynomial inequalities (non-negativity of the principal minors) and a linear equation (trace equal to 1). As such:
Remark 12. The set of density matrices $\mathbb{D}(A)$ is a closed semialgebraic subset of $A^ {sa}$. In particular, $\mathbb{D}(A)$ admits a semialgebraic Whitney stratification.

An explicit description of such a stratification for full matrix algebras will be given in the next section. We will see that, for every $r \geq 1$, a stratum $S_r$ is given by all the matrices of fixed rank $r$. The pure state space coincides with $S_1$, the unique stratum that is closed (see also Remark 3).

Let us now compare the decomposition of $\mathbb{D}(A)$ into orbit types and into subsets of matrices with fixed rank in few simple examples.

3.1. A closed ball. Let $A = M_2(\mathbb{C})$. With the parametrization
\[
\frac{1}{2} \begin{bmatrix}
t + x_3 & x_1 - ix_2 \\
x_1 + ix_2 & t - x_3
\end{bmatrix}, \quad t \in \mathbb{R}, x = (x_1, x_2, x_3) \in \mathbb{R}^3,
\]
of Hermitian matrices, $A_+$ is the cone of equation $||x|| \leq t$, and $\mathbb{D}(A)$ is the intersection of such a cone with the hyperplane $t = 1$, that is: a closed unit ball in $\mathbb{R}^3$. Points in the boundary sphere — usually referred to as Bloch sphere, describing the pure states of a spin $1/2$ particle, see e.g. [2] — correspond to pure states, points in the interior are mixed states. The origin of $\mathbb{R}^3$ corresponds to the maximally mixed state.

Under the homeomorphism between $\mathbb{D}(A)$ and the closed unit ball in $\mathbb{R}^3$, the adjoint action of $U(A) = U(2)$ becomes the natural action by rotations around the origin. The origin is a point of orbit type $(U(2))$, its complement is the dense orbit type $(U(1))$. We may observe already in this simple example that every non-empty open set intersects infinitely many orbits (the partition into orbits is not locally finite), and that the orbit type $(U(1))$ is not smooth submanifold (without boundary) of $\mathbb{R}^3$.

For $t = 1$, the matrix (9) has eigenvalues $\frac{1}{2}(1 \pm ||x||)$. Density matrices with rank 1 are exactly those with $||x|| = 1$: the boundary of the ball. Density matrices with rank 2 correspond to points in the interior of the ball.

3.2. A truncated cone. Let $A = \mathbb{C} \oplus M_2(\mathbb{C})$. If we want to give a physical interpretation to this example, we can imagine that the state space describes the internal degrees of freedom of a couple of particles, one with spin 0 and one with spin 1/2.

Elements of $\mathbb{D}(A)$ are of the form
\[
\begin{bmatrix}
1 - t & 0 & 0 \\
0 & (t + x_3)/2 & (x_1 - ix_2)/2 \\
0 & (x_1 + ix_2)/2 & (t - x_3)/2
\end{bmatrix},
\]
where $t \in [0, 1]$, $x = (x_1, x_2, x_3) \in \mathbb{R}^3$ and $||x|| \leq t$. The state space is a truncated convex cone in $\mathbb{R}^4$, with typical section given by a closed 3-ball (an illustration is in Figure 2a). The above matrix is a projection if and only if $||x|| = t \in \{0, 1\}$.

$\mathbb{P}(A)$ is the disjoint union, as expected, of a unit 2-sphere and a point (the vertex). Even if $\mathbb{D}(A)$ is homeomorphic to a closed unit ball in $\mathbb{R}^4$, it is clear from this example that the natural structure on the state space is that of a stratified space. Notice that pure states
form a measure zero subset of the boundary: boundary points with $0 < \|x\| = t < 1$ do not correspond to pure states. The maximally mixed state has $t = 2/3$ and $x = 0$.

The adjoint action of $U(A) = U(1) \times U(2)$ on a matrix (10) doesn’t change $t$, and rotates $x$ by the orthogonal matrix that is in the image of the projection $U(2) \to SO(3)$. There are two orbit types: points with $x = 0$ and arbitrary $t$ (the ones lying on the symmetry axis of the cone) are of type $(U(1) \times U(2))$; all other points are of type $(U(1) \times U(1))$, and form a dense subset of the cone. Both orbit types have a non-empty boundary.

The matrix (10) has eigenvalues $1 - t$ and $(t \pm \|x\|)/2$. The rank is 1 iff $\|x\| = t \in \{0, 1\}$: this is the subset of the boundary of the cone made of pure states. The rank is 2 iff $\|x\| < t = 1$ or $0 < \|x\| = t < 1$: this is the set of boundary points that are not pure states (but can be written as a convex combination of exactly two pure states). The interior of the cone, points with $\|x\| < t$ and $0 < t < 1$, form the dense stratum of density matrices with maximal rank.

3.3. The standard simplex. Let $A$ be the commutative C*-algebra of $n \times n$ diagonal complex matrices, that we identify with $\mathbb{C}^n$. In this case, the entries of a density matrix form a probability distribution on $n$ points (as expected: $A$ is isometrically *-isomorphic to the C*-algebra of functions on $n$ points). We can identify $D(A)$ with the standard $(n - 1)$-simplex in $\mathbb{R}^n$ and $P(A)$ with the basis vectors of the canonical basis of $\mathbb{R}^n$ (the vertices of the simplex). An illustration is in Figure 2b. The maximally mixed state corresponds to the barycenter; pure states are a measure zero subset of the boundary.

Since $A$ is commutative, the adjoint action of $U(A)$ is trivial and there is a unique orbit type, the whole simplex.

On the other hand the stratification by rank consists of $n$ strata: the vertices (pure states) form the stratum of rank 1, the interior is the stratum of rank $n$. For $1 \leq k \leq n$, the stratum of rank $k$ consists of probability distributions with $k$ non-zero entries: this is the union of the interior of all $(k - 1)$-faces of the simplex.

We can use this example to see Prop. 11 at work. Let $A = A_1 \oplus A_2$ with $A_1 = A_2 = \mathbb{C}^2$. The state space of both algebras is homeomorphic to a closed interval, say the green and red edges in Figure 2c. The end-points correspond to pure states (rank 1), the
interior of the coloured segments to mixed states (rank 2). In the notations of Prop. 11, \( X := S(A_1) = R_1 \cup R_2 \) and \( Y := S(A_2) = S_1 \cup S_2 \) where \( R_1 \) are the vertices of the green edge, \( R_2 \) the interior, \( S_1 \) are the vertices of the red edge, \( S_2 \) the interior. The induced decomposition of the join has pieces:

- \( R_1, S_1 \): the rank 1 density matrices in \( \mathbb{C}^4 \);
- \( R_2, S_2 \) (edges), \( R_1 \times S_2 \times (0, 1), R_2 \times S_1 \times (0, 1) \) (each one union of two edges): their points correspond to density matrices of rank 2 in \( \mathbb{C}^4 \);
- \( R_2 \times S_2 \times (0, 1) \): the interior of the tetrahedron, giving density matrices of rank 3.

As expected, the decomposition induced by the join gives the stratification into density matrices of fixed rank.

4. ON THE LOCAL STRUCTURE OF DENSITY MATRICES

Our aim in this section is to investigate the structure of stratified space of \( S(M_n(\mathbb{C})) \). As explained above, it can be identified with the space of self-adjoint matrices with trace 1, in any complex vector space \( E \) equipped with a positive definite Hermitian metric and such that \( \dim E = n \):

\[
S(M_n(\mathbb{C})) = \{ f \in \mathbb{H}(E) \mid f \geq 0, \ Tr(f) = 1 \}
\]

Here \( \mathbb{H}(E) \) denotes the subspace of \( \text{End}(E) \) containing Hermitian endomorphisms of \( E \). It is very well known (compare e.g. with [9, Sect. 1.7]), that this space is equipped with a structure of stratified space. We are interested in giving a closer look to its local structure. What we are going to do is to provide not only an explicit description of all the strata but also of the conic structure around each point of every stratum. In other words, we carefully describe the structure of topological pseudo-manifold of \( S(M_n(\mathbb{C})) \). In fact, it will turn out that our space satisfies much stronger conditions since the strata are smooth manifolds and the local homeomorphisms providing the conic structure are smooth in every stratum. Specifically, what we give here is

- a description of each stratum as the total space of a suitable smooth bundle on an algebraic smooth variety (compare with Proposition 15 and Remark 16),
- a description of a neighborhood of each stratum as a cone bundle over the stratum, which is contained in the total space of a smooth vector bundle on an algebraic smooth variety (compare with Theorem 18 and Remark 19).

Let us fix some standard notations.

Notations 13.

- For any Hermitian vector space \( E \) we denote by \( \mathbb{H}(E) \) (resp. \( \mathbb{H}^+(E), \mathbb{H}^{PD}(E) \)) the subspace of \( \text{End}(E) \) containing Hermitian (resp. positive Hermitian, positive definite Hermitian) endomorphism of \( E \). Observe that \( \mathbb{H}^+(E) \) (resp. \( \mathbb{H}^{PD}(E) \)) is closed (open) in \( \mathbb{H}(E) \).
- For any subspace \( X \subseteq \text{End}(E) \), we denote by \( X_1 \) the intersection of \( X \) with the hyperplane of elements with trace 1 (so for instance, \( \mathbb{H}^+_1 \) stands for the space of positive Hermitian elements with trace 1). Observe that \( \mathbb{H}^{PD}_1 \) is closed in \( \mathbb{H}^{PD} \) and open in \( \mathbb{H}^+_1 \).
• We set $\Sigma_i := \{ f \in \mathbb{H}(E) \mid \text{rk}(f) \leq i \}$ and $\Sigma_i^0 := \{ f \in \mathbb{H}(E) \mid \text{rk}(f) = i \}$.

More generally, we consider a Hermitian vector bundle $\mathcal{E} \rightarrow M$ on a manifold $M$ and fix similar notations.

• We denote by $\mathbb{H}(\mathcal{E})$ (resp. $\mathbb{H}^p(\mathcal{E})$, $\mathbb{HPD}(\mathcal{E})$) the subbundle of $\text{End}(\mathcal{E})$ containing Hermitian (resp. positive Hermitian, positive definite Hermitian) endomorphism of $\mathcal{E}$. By definition, we have

$$\mathbb{H}(\mathcal{E})_m = \mathbb{H}(\mathcal{E}_m), \quad \mathbb{H}^p(\mathcal{E})_m = \mathbb{H}^p(\mathcal{E}_m), \quad \mathbb{HPD}(\mathcal{E})_m = \mathbb{HPD}(\mathcal{E}_m), \quad \forall m \in M.$$  

• Similarly as above, the lower index 1 stands for elements with trace 1 and $\Sigma_i^1(\mathcal{E})$, and $\Sigma_i^0(\mathcal{E})$, are defined in such a way that

$$\Sigma_i(\mathcal{E})_m = \Sigma_i(\mathcal{E}_m), \quad \Sigma_i^0(\mathcal{E})_m = \Sigma_i^0(\mathcal{E}_m), \quad \forall m \in M.$$ 

Observe that in our new notations we have $S(M_n(\mathbb{C})) = \mathbb{H}(E)$. Our result will follow from a slightly more general one concerning the stratification of the space $\mathbb{H}(E)$.

Our first task is to provide each $\Sigma_i^0(\mathcal{E})$ with a structure of smooth manifold. This will be accomplished in Lemma 14 and Proposition 15.

Denote by $G_i$ the Grassmann manifold of $(n-i)$-dimensional subspaces of $E$. It is well known that $G_i$ is a compact complex manifold of dimension $i(n-i)$, equipped with a short exact sequence of holomorphic vector bundles

$$0 \rightarrow S_{G_i} \rightarrow \mathcal{E}_{G_i} \rightarrow \mathcal{Q}_{G_i} \rightarrow 0,$$

(11)

where $S_{G_i}$ denotes the tautological vector bundle, $\mathcal{Q}_{G_i}$ denotes the universal quotient bundle and $\mathcal{E}_{G_i}$ denotes the trivial vector bundle on $G_i$ (for any $(n-i)$-dimensional subspace $W \subseteq E$, we have $S_{G_i, W} = W$). Of course, as a smooth vector bundle on $G_i$ can be identified with $S_{G_i, W}$ the orthogonal bundle of $S_{G_i}$ in $E_{G_i}$.

More generally, given a vector bundle on some manifold $\mathcal{E} \rightarrow M$, we denote by $G_i(\mathcal{E})$ the Grassmanian of subspaces of dimension $(n-i)$ of the bundle $\mathcal{E}$:

$$G_i(\mathcal{E})_m = G_i(\mathcal{E}_m) \quad \forall m \in M.$$ 

The total space of $G_i(\mathcal{E})$ is equipped with a short exact sequence of vector bundles as (11).

**Lemma 14.** The stratum $\Sigma_i^0(\mathcal{E})$ is a (locally closed) submanifold of $\text{End}(\mathcal{E})$.

*Proof.* As the statement is local, we are going to prove that $\Sigma_i^0$ is a submanifold of $\text{End}(\mathcal{E})$.

First of all, we observe that $\mathbb{HPD}_1$ is a locally closed submanifold of $\text{End}(\mathcal{E})$, since it is open in a real affine subspace of $\text{End}(\mathcal{E})$. Furthermore, we recall that the subspace

$$\text{End}(\mathcal{E})_i := \{ f \in \text{End}(\mathcal{E}) \mid \text{rk} f = i \} \subseteq \text{End}(\mathcal{E}),$$

is a smooth locally closed submanifold of $\text{End}(\mathcal{E})$. Indeed, by sending each $f \in \text{End}(\mathcal{E})$ to its graph, the space $\text{End}(\mathcal{E})$ can be identified with an open set in the Grassmannian $G_n(E \oplus E)$. By means of this identification $\text{End}(\mathcal{E})_i$ becomes a Schubert cell, which is known to be a smooth locally closed submanifold of $G_n(E \oplus E)$ (in fact it is equipped with a structure of affine subspace [20, Proposition 3.2.3]).

Consider $\text{Fr}(\mathcal{E})$, the manifold of orthonormal frames of $E$ and the map

$$\psi : \text{Fr}(\mathcal{E}) \times M_n(\mathbb{C}) \rightarrow \text{End}(\mathcal{E}),$$
such that \( \psi(B, A) \) is the operator defined by the matrix \( A \) in the frame \( B \). Via the map \( \psi \), \( \text{Fr}(E) \times \text{M}_n(\mathbb{C}) \) is a principal \( U(n) \)-bundle over \( \text{End}(E) \).

If we restrict the principal fibration \( \psi \) to the submanifold
\[
\text{Fr}(E) \times \mathcal{P} \subset \text{Fr}(E) \times \text{M}_n(\mathbb{C}),
\]
\[
A \in \mathcal{P} \iff A = \begin{pmatrix} 0 & 0 \\ 0 & R \end{pmatrix}, \quad R \in \text{M}_i(\mathbb{C}), \quad \text{rk} R = i,
\]
then the restriction
\[
\Psi : \text{Fr}(E) \times \mathcal{P} \to \text{End}(E)
\]
is surjective because any \( f \in \text{End}(E) \) can be represented by a matrix like in (12) in some orthonormal frame. The morphism \( \Psi \) is a \( U(n-i) \times U(i) \)-principal bundle over \( \text{End}(E) \) (in fact it is a sub \((U(n-i) \times U(i))\)-principal bundle of \( \psi^{-1}(\text{End}(E)) \)).

In order to prove the lemma it suffices to observe that \( \Psi^{-1}(\Sigma_i^0) \) is smooth and locally closed in \( \text{Fr}(E) \times \mathcal{P} \). This follows from our starting remark, since the subspace \( \Psi^{-1}(\Sigma_i^0) \subset \text{Fr}(E) \times \mathcal{P} \) is obtained by imposing
\[
R \in \text{HPD}_1(\mathbb{C}^i)
\]
in the definition of \( \mathcal{P} \).

\[\blacksquare\]

**Proposition 15.** The stratum \( \Sigma_i^0(\mathcal{E}) \) is diffeomorphic to the total space of \( \text{HPD}_1(S_{G_i(\mathcal{E})}^i) \).

**Proof.** A point in the stratum \( \Sigma_i^0(\mathcal{E}) \) is represented by a pair
\[
(f_m, m) \mid f_m \in \text{HPD}_1(\mathcal{E}_m) \subset \text{End}(\mathcal{E}_m) \quad \text{and} \quad \dim \text{Ker} f_m = n - i.
\]
In other words, \( \text{Ker} f_m \) belongs to \( G_i(\mathcal{E}_m) \) and the restriction of \( f_m \) to the orthogonal of \( \text{Ker} f_m \) is Hermitian positive definite in \( \text{End}(\mathcal{E}_m) \):
\[
f_m \mid_{\text{Ker} f_m} \in \text{HPD}_1(\text{Ker} f_m^\perp).
\]
On the other hand, a point in the total space of \( G_i(\mathcal{E}) \) is a pair \((W_m, m)\) such that \( W_m \in G_i(\mathcal{E}_m) \), hence a point of the total space of the bundle \( \text{HPD}_1(S_{G_i(\mathcal{E})}^i) \) is represented by a triple
\[
(g_m, W_m, m) \mid W_m \in G_i(\mathcal{E}_m) \quad \text{and} \quad g_m \in \text{HPD}_1(W_m^\perp).
\]
Thus, the following map is well defined
\[
\Sigma_i^0(\mathcal{E}) \to \text{HPD}_1(S_{G_i(\mathcal{E})}^i), \quad (f_m, m) \to (f_m \mid_{\text{Ker} f_m^\perp}, \text{Ker} f_m, m).
\]
Now we define a map going the other way around. For any vector-subspace \( V \subset E \) of a Hermitian vector space \( E \), we denote by \( \pi_V \) the orthogonal projection over \( V \): \( \pi_V : E \to V \).

The following differentiable map is well defined
\[
\text{HPD}_1(S_{G_i(\mathcal{E})}^i) \to \Sigma_i^0(\mathcal{E}), \quad (g_m, W_m, m) \to (g_m \circ \pi_W, m),
\]
and obviously the two maps are inverse of each other.

We conclude the proof by adding few words in order to convince the reader that the map (13) is indeed differentiable. Of course, the only doubt may concern the second component of (13). For any \( g \in \text{End}(E) \), we denote by \( \text{Spec}(g) \) the set of eigenvalues of \( g \) and by
\[
R_g : \mathbb{C} \setminus \text{Spec}(g) \to \text{End}(E), \quad R_g(z) := \frac{1}{2\pi i(zI - g)^{-1}}.
\]
the resolvent function of \( g \). Fix a neighborhood \( U \) of a pair \((f_m, m) \in \Sigma_0^1(\mathcal{E})\) and choose a neighborhood \( U_m \) of \( m \) such that \( \mathcal{E} \mid_{U_m} \) admits a trivialization \( \mathcal{E} \mid_{U_m} \cong U_m \times E \). Set

\[
a := \min\{\lambda \in \text{Spec} f_m, \quad \lambda \neq 0\} > 0,
\]

and fix \( \epsilon \), s.t. \( a > \epsilon > 0 \). We can choose \( U \) and \( U_m \) in such a way that \( U \subseteq V \times U_m \) for some open set \( V \) of \( \text{End}(E) \). Thus, for any \( (g_x, x) \in U \), we can view \( g_x \) as belonging to \( \text{End}(E) \). Furthermore, we may assume \( U \) small enough so as

\[
\forall (g_x, x) \in U, \quad 0 \neq \lambda \in \text{Spec} g_x \quad \Rightarrow \quad \lambda > a - \epsilon.
\]

Consider now a circle \( \gamma \subset \mathbb{C} \) around 0 and contained in a disk in \( \mathbb{C} \), centered in 0 and with radius smaller than \( a - \epsilon \). As long as \( (g_x, x) \) moves in \( U \), we have

\[
\Im \left( \int_{\gamma} R_{g_x}(z) \, dz \right) = \Im \left( \int_{\gamma} \frac{1}{2\pi i(zI - g)} \, dz \right) = \text{Ker} \, g_x \in \mathcal{G}_i(E)
\]

(here \( \Im(f) \) denotes the image of the operator \( f \)). Finally, the second component of 13 in \( U \) is the map

\[
U \to \mathcal{G}_i(E), \quad (g_x, x) \to \Im \left( \int_{\gamma} R_{g_x}(z) \, dz \right),
\]

and no doubt it is smooth.

\[ \textbf{Remark 16.} \] The bundle \( \mathbb{H}_1(S^{\perp}_{G_i}(\mathcal{E})) \) is a sub-vector bundle of \( \mathbb{H}(S^{\perp}_{G_i}(\mathcal{E})) \). The fibres of the former are affine hyperplane in the fibres of the latter. Since \( \mathbb{HPD}_1(S^{\perp}_{G_i}(\mathcal{E})) \) is open in \( \mathbb{H}_1(S^{\perp}_{G_i}(\mathcal{E})) \), Proposition 15 shows that \( \Sigma_1^0(\mathcal{E}) \) is diffeomorphic to a bundle on \( \mathcal{G}_i(\mathcal{E}) \) with fibres that are open sets in the vector bundle \( \mathbb{H}_1(S^{\perp}_{G_i}(\mathcal{E})) \). In particular, when \( M \) is a point we have that \( \Sigma_1^0 \) is diffeomorphic to the total space of an open sub-bundle of \( \mathbb{H}_1(S^{\perp}_{G_i}) \), that is to a smooth bundle on an algebraic smooth variety.

Now we come to the task of investigating the conic structure around the points of \( \mathbb{HP}_1(\mathcal{E}) \). We start with some further notation.

As noted above, \( \mathbb{H}_1(S_{G_i}(\mathcal{E})) \) is an affine hyperplane bundle of \( \mathbb{H}(S_{G_i}(\mathcal{E})) \). Observe that the fibres of \( \mathbb{H}_1(S_{G_i}(\mathcal{E})) \) do not contain the zero vector. Furthermore, \( \mathbb{HP}_1(S_{G_i}(\mathcal{E})) \) is a subbundle of \( \mathbb{H}_1(S_{G_i}(\mathcal{E})) \), hence its fibres do not contain the zero vector as well.

\[ \textbf{Notations 17.} \] We denote by \( \mathcal{C}(S_{G_i}(\mathcal{E})) \subset \mathbb{H}(S_{G_i}(\mathcal{E})) \) the sub cone bundle of \( \mathbb{H}(S_{G_i}(\mathcal{E})) \) whose fibres are the cones with vertex 0 and base the fibres of \( \mathbb{HP}_1(S_{G_i}(\mathcal{E})) \):

\[
\mathcal{C}(S_{G_i}(\mathcal{E}))(V_m, m) = \mathcal{C}(\mathbb{HP}_1(S_{G_i}(\mathcal{E}))(V_m, m)) \subset \mathbb{H}(S_{G_i}(\mathcal{E}))(V_m, m), \quad V_m \in \mathcal{G}(\mathcal{E}_m),
\]

where \( \mathcal{C}(\mathbb{HP}_1(S_{G_i}(\mathcal{E}))(V_m, m)) \) denotes the cone with vertex 0 and base \( \mathbb{HP}_1(S_{G_i}(\mathcal{E}))(V_m, m) \) in \( \mathbb{H}(S_{G_i}(\mathcal{E}))(V_m, m) \).

\[ \textbf{Theorem 18.} \] There is a neighborhood of \( \Sigma_1^0(\mathcal{E}) \) in \( \mathbb{HP}_1(\mathcal{E}) \) which is isomorphic, as a stratified space, to a neighborhood of \( \mathbb{HPD}_1(S^{\perp}_{G_i}(\mathcal{E})) \) inside the total space of \( \mathcal{C}(S_{G_i}(\mathcal{E})) \) \( \oplus \mathbb{HPD}_1(S^{\perp}_{G_i}(\mathcal{E})) \subset \mathbb{H}(S_{G_i}(\mathcal{E})) \) \( \oplus \mathbb{HPD}_1(S^{\perp}_{G_i}(\mathcal{E})) \).

\[ \textbf{Proof.} \] Since the argument is purely local in the manifold \( M \), in what follows we drop the reference to the point \( m \) varying in \( M \). We argue by induction on the dimension of our Hermitian vector space \( E \) and continue to use the notations introduced in Proposition 15. By induction, we may assume that the fibres of \( \mathcal{C}(S_{G_i}) \) \( \oplus \mathbb{HPD}_1(S^{\perp}_{G_i}) \) are stratified spaces.
with lower dimension. Fix a Hermitian \( f \in \Sigma_0^i \). We are going to construct an isomorphism of stratified spaces between a suitable neighborhood of \( f \) in \( \mathbb{HP}_1(E) \) with a neighborhood of \( (f |_{\text{Ker} f}, \text{Ker} f) \) in the total space of the fibre bundle \( \mathcal{C}(S_{G_i}) \oplus \mathbb{HPD}_1(S_{G_i}^\perp) \). Set
\[
a := \min\{\lambda \in \text{Spec } f, \lambda \neq 0\} > 0,
\]
and fix \( a > \epsilon > 0 \). We are allowed to choose a neighborhood \( U \) of \( f \) in \( \mathbb{HP}_1(E) \) in such a way any Hermitian \( g \in U \) satisfies
\[
\lambda \in \text{Spec } g \Rightarrow 0 \leq \lambda < \epsilon \lor \lambda > a - \epsilon.
\]
Consider now a circle \( \gamma_1 \subset \mathbb{C} \) around 0 and a closed path
\[
\gamma_2 \subset \{ z \in \mathbb{C} \mid \text{Re} z > a - \epsilon \}
\]
and surrounding \( \text{Spec } f \). We define a differentiable map
\[
F : U \to \left( \mathcal{C}(S_{G_i}) \oplus \mathbb{HPD}_1(S_{G_i}^\perp) \right),
\]
\[
F(g) := \left( \int_{\gamma_1} zR_g(z)dz, (1 - \alpha)^{-1} \int_{\gamma_1} zR_g(z)dz, \alpha := \text{Tr} \int_{\gamma_1} zR_g(z)dz \right).
\]
We have
\[
\int_{\gamma_1} zR_g(z)dz \in \mathbb{HP}(S_{G_i,W}), \quad (1 - \alpha)^{-1} \int_{\gamma_1} zR_g(z)dz \in \mathbb{HPD}_1(S_{G_i}^\perp)_W,
\]
where \( W := \Im(\int_{\gamma_1} R_g(z)dz) \). Furthermore, we have
\[
\alpha^{-1} \int_{\gamma_1} zR_g(z)dz \in \mathbb{HP}_1(S_{G_i,W}), \text{ if } \alpha \neq 0.
\]
By inspection, we see that the morphism above is differentiable in each stratum. An explicit inverse of \( F \) is provided by
\[
(h, k) \in (\text{End}(W), \text{End}(W^\perp)) \mapsto h \circ \pi_W + (1 - \text{Tr} h)k \circ \pi_W^\perp,
\]
as soon as \( \text{Tr}(h) \ll 1 \).

**Remark 19.** The description given in Theorem 18 shows that a neighborhood of \( \Sigma_0^i(E) \) is isomorphic to \( \mathcal{C}(S_{G_i}(E)) \oplus \mathbb{HPD}_1(S_{G_i}^\perp) \) as a stratified space. So, the conic structure around any point of \( \Sigma_0^i(E) \) is that of a cone bundle over \( \Sigma_0^i(E) \). In particular, when \( M \) is a point we have that a neighborhood of \( \Sigma_0^i \) is isomorphic to \( \mathcal{C}(S_{G_i}) \oplus \mathbb{HPD}_1(S_{G_i}^\perp) \), that is a cone bundle on an algebraic smooth variety.

**Corollary 20.**

- The stratum \( \Sigma_0^i \) is diffeomorphic to the total space of \( \mathbb{HPD}_1(S_{G_i}^\perp) \).
- There is a neighborhood of \( \Sigma_0^i \) in \( \mathbb{HP}_1(E) \) which is isomorphic, as a stratified space, to a neighborhood of \( \mathbb{HPD}_1(S_{G_i}^\perp) \) inside the total space of \( \mathcal{C}(S_{G_i}) \oplus \mathbb{HPD}_1(S_{G_i}^\perp) \subset \mathbb{H}(S_{G_i}) \oplus \mathbb{HPD}_1(S_{G_i}) \).
5. Closing remarks

In this paper we discussed the structure of Whitney stratified space of the state space of a finite-dimensional C*-algebra. A natural question is in what form these results can be generalized to the infinite-dimensional case. While a detailed study is postponed to future works, we collect here a few remarks and point to possible directions of research.

If $A = \mathcal{K}(H)$ is the C*-algebra of compact operators on a separable Hilbert space $H$, the state space can be identified with the subspace of $\mathcal{L}^1(H)$ of positive operators with trace 1, the so-called density operators. In this case, it should be possible to carry on a study similar to the one in Section 4. Pure states are still given by rank 1 projections. The set of projections in a Banach *-algebra is an analytic Banach submanifold [1, Prop. 1.1]. Identifying rank 1 projections in $\mathcal{L}^1(H)$ with rays in $H$ one has a realization of $\mathcal{P}(H)$ as an analytic Banach submanifold of $\mathcal{L}^1(H)$. More generally, the orbit of a density operator under the adjoint action of the Banach-Lie group of unitary endomorphisms of $H$ is an analytic Banach manifold [3].

For an arbitrary unital C*-algebra $A$, states can be represented by density operators of the enveloping von Neumann algebra. Let $\pi : A \to \mathcal{B}(H)$ be the universal representation of $A$ (the direct sum of GNS representations of all states of $A$) and $\pi(A)'$ the enveloping von Neumann algebra of $A$ (the double commutant of $\pi(A)$). Every state of $A$ has a unique extension to a normal state of $\pi(A)'$, i.e. a state given by $a \mapsto \text{Tr}(\rho a)$ for some density operator $\rho \in \mathcal{L}^1(H)$. See [23, §3.7–3.8].

One possible direction could be then to look at a generalization of Whitney stratified spaces where smooth manifolds are replaced by analytic Banach manifolds. A drawback of this approach is that we cannot expect to find a “nice” stratification of $S(A)$, in general, if the underlying topology is the weak-* topology. For example, if there is a stratification of $S(A)$ whose underlying topology is the weak-* topology and the pure state space $\overline{\mathcal{P}(A)}$ is a stratum, necessarily such a stratum must be a finite-dimensional manifold. This follows from the observation that $\overline{\mathcal{P}(A)}$ is compact and Hausdorff in the weak-* topology, and from the following easy lemma.

**Lemma 21.** Any compact Hausdorff Banach manifold is finite-dimensional.

**Proof.** Let $X$ be a compact Hausdorff topological space and assume, by contradiction, that there exists a homeomorphism $\Phi : U \to \Phi(U)$ from an open non-empty subset $U$ of $X$ and an open non-empty subset of some Banach space $V$, equipped with norm topology. Now, $\Phi(U)$ contains an open ball, and then a closed ball $\overline{B}$ of smaller radius. Since $\overline{B}$ is homeomorphic, via $\Phi^{-1}$, to a closed (hence compact) subset of $X$, it is itself compact. On the other hand, an infinite-dimensional normed vector space has no non-empty open subset with compact closure. ■

It is worth mentioning that smooth Banach manifolds (but also stratified spaces) embed fully faithfully into the category of diffeological spaces [13], and on any subset of a diffeological space there is a natural subspace diffeology. Thus, $S(A)$ has a natural diffeology induced by the Banach diffeology of $A^*$ [13, Ex. 72]. The underlying topology, however, is still the norm topology.
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