Computational design and molecular modeling of the interaction of nicotinic acid hydrazide nickel-based complexes with H$_2$S gas†
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The application of nickel complexes of nicotinic acid hydrazide ligand as a potential gas-sensor and adsorbent material for H$_2$S gas was examined using appropriate density functional theory (DFT) calculations with the ωB97XD/Gen/6-311+G(d,p)/LanL2DZ method. The FT-IR spectrum of the synthesized ligand exhibited a medium band at 3178 cm$^{-1}$ attributed to ν(NH) stretching vibrations and strong bands at 1657 and 1600 cm$^{-1}$ corresponding to the presence of ν(C=O) and ν(C=N) vibration modes. In the spectrum of the nickel(II) complex, the ν(C=O) and ν(C=N) vibration bands experience negative shifts to 1605 cm$^{-1}$ and 1580 cm$^{-1}$, respectively, compared to the ligand. This indicates the coordination of the carbonyl oxygen and the azomethine nitrogen atoms to the Ni$^{2+}$ ion. Thus, the sensing mechanism of the complexes indicated a short recovery time and that the work function value increases for all complexes, necessitating an excellent H$_2$S gas sensor material. Thus, a profound assertion was given that the complex sensor surfaces exhibited very dense stability with regards to their relevant binding energies corresponding to various existing studies.

1. Introduction

Hydrogen sulphide (H$_2$S) from natural and anthropogenic sources is a highly irritating, flammable, acutely toxic, and extremely hazardous and corrosive gas that must be captured and removed from several important gaseous and liquid streams. The concentrations in ambient air range from 0.11–0.33 ppb and in urban areas are generally <1 ppb, although much higher concentrations (often exceeding 90 ppb) have been detected in certain communities. According to the Occupational Safety and Health Administration and the Bureau of Labour Statistics, H$_2$S is one of the most dangerous gases in occupational settings. Long and acute exposure to high levels of H$_2$S is known to elicit several organ toxicities including neurotoxicity, chronic respiratory failure, and even, in other unattended, and/or serious cases, death. As a result of its serious harmful impacts on humans, ecological environment and social economy, the capture, conversion and removal of this compound from these streams has become imperative.

Gas chromatography or spectrometry are some common analytical methods used to quantify H$_2$S concentration in air. Many drawbacks are presented such as complex sampling and analyzing processes, high cost, and low temporal resolution or posterior measurements in a case where hydrogen sulphide possesses a considerable high sensitivity toward low concentration. Effective measures for odour monitoring and safety control require user-friendly, cost-effective and continuous real-time measurements. Many researchers have worked on developing swift, portable, and low-cost devices, in the absence of standardized methods for satisfying those requirements.

Chemoresistive, electrochemical, and optical sensors are notable popular devices developed for H$_2$S sensing. The sensitivity and stability of sensors still need to be optimized, even if few have been commercialized. This established challenge has given rise to different technologies emanating from different types of materials over the years.

There is a growing need for fast and efficient detection of toxic gases and cancer biomarkers due to the strict limits on food safety, indoor air quality monitoring, emission control, medical diagnosis and public security. Sensing materials which can concentrate and adsorb gases onto the surface of the sensors, and then generate a signal for detection play a vital role in detecting gases. Gas sensors are tools for detecting various gases, and they should cater for several requirements, including...
high sensitivity operation, low limit-of-detection (LOD), and long-term stability. In order to meet the challenges in the design of gas sensors, materials such as carbon-based nanomaterials, metal oxide semiconductors (MOSs), conductive polymers, solid electrolytes, and some two-dimensional nanostructured materials have been explored. Organic and carbon-based materials usually show poor stability and not enough sensitivity. Contrastively, inorganic materials, such as MOSs, operate at significantly high temperatures, resulting in baseline drift and oxidation of analytes. These pitfalls hinder the development of gas sensors. Owing to these, it is imperative to develop gas sensors with high sensitivity for real-time monitoring of H2S.

Recently, metal–semiconductor materials have been introduced owing to their excellent properties and have shown promising potential to detect H2S gas. Among these materials, the inorganic tungsten oxide (WO3) nanoparticles have been noted across fields to have the potential for practical applications. Similarly, other sensors containing iron, cadmium, copper and indium oxides were found to be selective toward H2S detection in ppm concentration levels. At very low levels, both ZnO and TeO2 films were found to be highly sensitive to H2S gas. The design and use of metal complexes for H2S gas detection would help achieve the optimum enhancement of H2S sensors in terms of sensitivity, selectivity, and rapid response as varying the central metal ion is an effective tool to govern the sensitivity and selectivity of these compounds, as the metal next to the substituents is known to largely influence the sensing properties. Among the transition metal oxides, nickel oxide has attracted much attention due to its properties and applications. While the vast majority of research works on the application of metal complexes as sensors has been devoted to biological systems, there has been limited research progress on environmental gas sensing properties. Hence, this research work is focused on the synthesis, characterization, and the theoretical modelling of the gas (H2S) sensing properties of nickel complexes of nicotinic acid hydrazide ligand.

2. Methods

2.1 Experimental

2.1.1 Synthesis of the ligand. Nicotinic acid hydrazide (0.27 g, 2 mmol) was added to indole-3-carboxaldehyde (0.29 g, 2 mmol) in 25 mL of ethanolic solution with three drops of glacial acetic acid added as catalyst. The resulting mixture was refluxed for five hours at a temperature of 70 °C with continuous stirring. The product was left to cool overnight, and removed by vacuum filtration; the product was washed several times with water, ethanol, and diethyl ether and dried in a desiccator. Yellow crystals suitable for single crystal X-ray diffraction studies were obtained from the ethanolic filtrate after 30 days.

2.1.2 Synthesis of the metal complex. The Schiff base, L1, (0.26 g, 0.5 mmol) was added to Zn(CH3OO)2·2H2O (0.046 g, 0.25 mmol) in a 25 mL ethanolic solution. The resulting mixture was refluxed for 5 hours at a temperature of 80 °C with continuous stirring using a magnetic stirrer. The pale-yellow solution obtained was allowed to cool overnight, the products removed by filtration; washed with ethanol and stored in a desiccator.

2.1.3 X-ray crystallography. Orange single crystals (plate-like with 0.952 × 0.685 × 0.264 mm3 for L2) was served for analysis. The samples were set on top of a glass capillary, coated with a thin layer of Araldite epoxy resin. Intensity data were collected on a Bruker APEX2 CCD diffractometer (Bruker, Billerica, MA, USA) with Mo-Kα radiation monochromated by graphite (λ = 0.71073 Å) at 173.2 K. Data treatment used the program package SAINT (Bruker, Billerica, MA, USA). An empirical absorption correction for intensity was applied by the program SADABS (Bruker, Billerica, MA, USA). In this program package, the structures (phase problem) were initially solved by direct methods with a SHELXS-97, expanded by Fourier techniques, and finally refined by full-matrix least-squares methods based on F2 using a SHELXL-97 program. All non-hydrogen (heavy) atoms were readily located to construct a model and were refined by anisotropic (thermal) displacement parameters. Hydrogen atoms were located at geometrically calculated positions and refined using riding models.

2.1.4 IR spectroscopic characterization. The infrared spectra of the ligand L1 and its metal(II) complexes were recorded within the 4000–400 cm−1 region using the Fourier-transform infrared spectrometer Thermo scientific NICOLET 6700 equipped with an MCT detector. The spectrum consisted of an accumulation of 16 scans obtained at a resolution of 4 cm−1. The instrument was connected to an Omnic software, which extended from 400 to 4000 cm−1.

2.2 Computational details

In this work, ground state geometrical optimizations, for all the studied systems, were carried out within the framework of DFT with the help of Gaussian 16 programs. The ground state energy of all the systems was optimized in a vacuum using the GEN method by assigning the 6-311++G(d, p) and LanL2DZ for lighter (C, H, N, O) and heavy (nickel) atom respectively. The hybrid long-range separated empirical-corrected dispersion, ωB97X-D functional developed by Head-Gordon et al. was chosen for the complete calculations. Reactivity, stability and electronic charge distribution utilizing the highest occupied molecular orbital and lowest unoccupied molecular orbital (HOMO–LUMO) were computed at DFT/ωB97XD with 6-311++G(d,p) to investigate the reactivity and stability of the modelled compounds. The plots of the HOMO–LUMOs were plotted by utilizing the checkpoint file from the optimized structure to study the distribution of electrons. By invoking Gaussian 16, natural bond orbital (NBO) analysis that utilizes the stabilization energy to study the magnitude of inter and intramolecular charge transfer between molecules was computed using the in-built Gaussian 3.1 methods available in Gaussian 16 software. GaussSum and Multiwfn 3.7 software were used to plot the PDOS. To gain deeper insight into the nature of the interatomic interactions, the topological analysis – quantum theory of atoms in molecules (QTAIM) and non-covalent interaction (NCI) isosurface maps investigations were extracted by Visual Molecular Dynamic (VMD) 1.9.3 program.
based on the outputs of Multiwfn analyzer. Adsorption energy involved during the adsorption of the gas on the complexes was calculated using eqn (1) \[ E_{ads} = E_{\text{complex/gas} - E_{\text{complex}} - E_{gas} + E_{\text{BSSE}} + E_{\text{ZPE}}} \] where \( E_{\text{complex/gas}} \) depicts the energy of the adsorbed \( \text{H}_2\text{S} \) and complex, \( E_{gas} \) and \( E_{\text{complex}} \) represent the energy of the \( \text{H}_2\text{S} \) and isolated complex individually, and \( E_{\text{BSSE}} \) as the zero-point energies of the respective studied systems.

The counterpoise approach established by Boys and Bernardi was used to determine the basis set superposition error (BSSE), which is indicated in eqn (2):

\[ \Delta E_{\text{(BSSE)}} = \Delta E_{\text{system}} - \Delta E_{\text{complex}} - \Delta E_{\text{gas}} \] 

3. Results and discussion

3.1 Spectroscopic characterization

The infrared spectra of the primary ligand and its nickel(II) complex were recorded within the 4000–400 cm\(^{-1}\) region. IR spectrum of the ligand exhibited a medium band at 3178 cm\(^{-1}\) corresponding to the \( \nu(\text{NH}) \) stretching vibrations. The strong bands at 1657 and 1600 cm\(^{-1}\) in the spectrum of the ligand, correspond to the presence of \( \nu(\text{C}=\text{O}) \) and \( \nu(\text{C}=\text{N}) \) vibration modes. Bands appearing at 995, 939, 800, and 781 cm\(^{-1}\) in the spectrum of the ligand are the usual modes of \( \text{C}–\text{H} \) of the aromatic ring vibrations and these revealed small shifts in the nickel(II) complex compared to the ligand, which is the expected electronic structure changes that occur with coordination of the ligand to Ni\(^{2+}\) ions. In the spectrum of the nickel(II) complex, the \( \nu(\text{C}=\text{O}) \) and \( \nu(\text{C}=\text{N}) \) vibration bands experience negative shifts to 1605 cm\(^{-1}\) and 1580 cm\(^{-1}\), respectively, compared to the ligand. This indicates the coordination of the carbonyl oxygen and the azomethine nitrogen atoms to the Ni\(^{2+}\) ion. In the low-frequency region, the bands in the region 520 and 492 cm\(^{-1}\) are probably due to \( \nu(\text{Cu}–\text{O}) \) and \( \nu(\text{Cu}–\text{N}) \) vibrations, respectively. More details on the spectroscopic characterisation of the ligand and complex is reported in the ESL.‡

From the table of experimental and theoretical FT-IR data computed in Table 1, it is seen that there are four functional groups for the ligand and the complex. In this study, experimental values analyzing the spectral absorption of strong intensity around 3178 cm\(^{-1}\) correspond to the N–H stretching absorptions for the ligand which was theoretically calculated as 3361 cm\(^{-1}\). The characteristic band of strong intensity experimentally observed for the stretching vibration of C–H for the ligand was 995, 939, 800, and 781 which was theoretically calculated as 898, 792, 739, and 734 cm\(^{-1}\). The carbonyl group within the studied compounds were observed due to the non-linearity of the hydrogen bond. From the experiment, the stretching vibration corresponding to the C–O bond was observed to be 1657 cm\(^{-1}\) and 1605 cm\(^{-1}\) experimentally for the ligand and complexes and 1671 and 1623 cm\(^{-1}\) theoretically. C–N stretching vibrations are expected to be within the region 1727 cm\(^{-1}\) and 1545 cm\(^{-1}\) whereas in this work experimental values are 1600 cm\(^{-1}\) and 1580 cm\(^{-1}\). In the complex, Ni–O stretching absorptions were observed and reported as 520 cm\(^{-1}\) and 510 cm\(^{-1}\) for experimental and theoretical respectively, while Ni–N vibrations were observed at 492 cm\(^{-1}\) experimentally and at 446 cm\(^{-1}\) theoretically.

Table 1 Experimental and theoretical FT-IR

| Structures | Experimental frequency (cm\(^{-1}\)) | Theoretical frequency (cm\(^{-1}\)) | Scaled frequencies (cm\(^{-1}\)) | Assignment |
|------------|---------------------------------------|------------------------------------|---------------------------------|------------|
| Ligand     | 3178                                  | 3576                               | 3361                            | \( \nu(\text{NH}) \) |
| 1657       | 1788                                  | 1671                               | 1623                            | \( \nu(\text{C}=\text{O}) \) |
| 1600       | 1727                                  | 1580                               | 1535                            | \( \nu(\text{C}=\text{N}) \) |
| 995, 939, 800, and 781 | 956, 843, and 786                  | 898, 792, 739, and 734              | \( \nu(\text{C}–\text{H}) \) |
| Complex    | 1605                                  | 1634                               | 1535                            | \( \nu(\text{C}=\text{O}) \) |
| 1580       | 1545                                  | 1452                               | 479                             | \( \nu(\text{C}=\text{N}) \) |
| 520        | 510                                   | 479                                | 419                             | \( \nu(\text{N}–\text{O}) \) |
| 492        | 446                                   | 419                                |                                  | \( \nu(\text{N}–\text{N}) \) |

3.2 X-ray crystallography and Hirshfeld analysis

The asymmetric unit of L\(_1\) along with the atomic numbering scheme is depicted in Fig. 2 while the modelled scheme is presented in Fig. 1. The crystal structure refinement data for L\(_1\) is given in Table 2. The L\(_1\) has two independent molecules having different torsion angle in the asymmetric unit of the crystal designated as molecule A (green) with a planar structure, molecule B (blue) with a twisted structure. There are a total of 8 molecules of C\(_{15}\)H\(_{12}\)N\(_4\)O in the unit cell. The Schiff base L\(_1\) crystallizes in the monoclinic system in space group \( P2_1/c \). In L\(_1\), the bond distance C(21)–O(2) is equal to 1.236(3) Å indicating its double bond nature. The bond lengths N(6)–N(7) and C(21)–N(6) are equal to 1.392(3) Å and 1.342(3) Å, respectively. These bonds were however theoretically calculated to be 1.2126 Å, 1.347 Å, 1.2808 Å, 1.3828 Å respectively. The C(21)–N(6)–N(7) bond angle is equal to 120.63(17)° and computationally calculated as 123.7°. Most of bond distances and angles were within common ranges of normal covalent bonds. The intermolecular hydrogen bond between (indole) N4–H⋯O1 (carbonyl) was observed for L\(_1\) molecule. The 6-membered aromatic rings are stacked via weak \( \Pi \)-interaction, and stacked rings of B are perpendicular to C–N bond of A.

3.2.1 Hirshfeld surface analysis. Crystal Explorer 17.5 was utilized for the Hirshfeld surface analysis (HAS) to fully grasp the intermolecular interactions pertinent within L\(_1\). Fig. 3(a)
and (b), depict the predicted Hirshfeld surfaces for L1. The left figures show 3D Hirshfeld surfaces with intramolecular mutual constellation. Red indicates a short intermolecular distance, while blue indicates a large intermolecular distance on the de (distance from the surface to the outermost nucleus) and di (distance from the surface to the inner nearest nucleus) surfaces shown in Fig. 3. 2D fingerprint plots are shown in the right figures. The blue area denotes locations where a particular reciprocal interaction may occur. The entire plot is represented by the gray region. For L1, the atom–atom percent interactions between the A’s (aliphatic) N–H and O=C(carbonyl) are as follows: H–H = 39.2%, H–O = 8.2%, O–H = 5.7%, N–H = 9.5%, and N–C = 6.2%, whereas the B’s (aliphatic) N–H and proton donors (aromatic) tend to interact strongly with H–H = 34.2%, and H–O = 6.4% respectively.

3.3 Reactivity of hydrazide derivatives

The synthesized hydroxide obtained was further modelled into three derivatives shown in Fig. 1. The modelled ligand was co-named L2, L3, and L4. These ligands differ from the primary ligand by the geometry arrangement and atoms configuration. The oxygen hetero-atom in the furanic ring of the primary ligand was replaced with sulfur atoms in L2 making it have two thiophene rings. L3 also differ from the primary ligand in that one of the furanic rings was replaced with a thiophene ring. In L4 one of the furanic oxygen atoms from the furanic ring was replaced with a nitrogen hetero-atom bringing about two separate rings, the thiophene and pyridine ring respectively.

The energy gaps of the complexes were determined by taking the negative difference between the HOMO and LUMO. The energy gap helps to elucidate the stability of a chemical system, a lesser energy difference between the HOMO and the LUMO is indicative of less chemical stability and easier transition of electrons from the HOMO to the LUMO while a wider energy gap reflects more chemical stability which affects the ease with which electrons are transferred from the HOMO to LUMO. As seen in Table 2, L4Ni has the highest energy gap value of 7.0328 eV and is considered to be the most stable complex while L3Ni which has an energy gap value of 3.2498 eV is considered to be the most reactive complex. In order of reactivity, the complexes follow the trend L4Ni > L3Ni > L1Ni > L2Ni.

The interaction energy, \( E_{\text{INT}} \), is the energy contribution from each specie that forms a larger chemical specie. The interaction energy helps to determine how reactive and stable a specie is. Large \( E_{\text{INT}} \) values indicate more reaction between the species forming the chemical specie. From Table 2, L4Ni and L3Ni have positive interaction energy this shows that the bond between the ligands and the metal is a strong interaction while L2Ni and L1Ni values of interaction energy are negative and it’s indicative of less interaction between the ligands and the metal. From the similarity, in the energy gap and interaction energy, it can be concluded that L4Ni is the most reactive modelled complex.

3.4 HOMO–LUMO analysis

The most important orbitals in a molecule are the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), also known as frontier molecular orbitals. These orbitals give information about the molecules' electrical, optical, and reactive properties. The energies of these orbitals are used to determine quantum descriptors such as chemical potential (\( \mu \)), chemical hardness (\( \eta \)), chemical softness (\( \sigma \)), electrophilicity (\( \omega \)), electronegativity (\( \chi \)), ionization potential (\( I \)) and electron affinity (\( \Lambda \)) of the studied structures.
using Koopmans’ approximation and are displayed in Table 3. The HOMO–LUMO plots of these structures are given in Fig. 4.

3.5 Global reactivity parameters

The chemical hardness ($\eta$) and softness ($\sigma$) of the studied systems were determined using eqn (3) and (4):

$$\eta = \frac{I - A}{2}$$

(3)

$$\sigma = \frac{1}{2\eta}$$

(4)

The hardness or softness of a chemical species could also be determined using the energy gap values. Species with large energy gaps are chemically hard species while those with smaller energy gaps are soft species and these show the degree of stability and reactivity of the species respectively. The hardness of L1, L2, and L3 was observed to decrease on complexation with Ni whereas that of L4 increased but its value was not as high as those of L1Ni, L2Ni, and L3Ni. On adsorption of H2S on the complex, the hardness of all the complexes was observed to increase but that of L4Ni–H2S was the lowest. From this it confirms that the order of reactivity of our complex with H2S follows the trend L4Ni > L3Ni > L1Ni > L2Ni.

Ionization potential ($I$) is the amount of energy required to remove an electron from the surface of a chemical species, it entails the loss of an electron from a chemical specie while electronegativity ($\chi$) is the measure of the ability of specie to draw electrons to itself. As can be seen in Table 3, the electronegativity of L1, L2, L3, and L4 increased on complexation with Ni. And on adsorption of H2S by the complexes, their electronegativity increased. L4Ni was seen to have the highest electronegativity before and after adsorbing H2S.

3.6 Natural bond orbital (NBO) analysis

The charge distribution between the donor orbital and the receptor orbital for each of the structures was investigated using the natural bond orbital analysis. NBO analysis aids in the translation of computational solutions of Schrodinger’s wave equations. It is an effective tool for interpreting the hyper-
conjugative interactions and delocalization of electron density within the studied structures. It also provides information on the type of bonding and the nature of interactions present in the valence space between the virtual and occupied Lewis orbitals. The intensity of the donor–receptor interaction was denoted by the second-order stabilization energy, \( E^2 \) (kcal mol\(^{-1}\)). Large values of \( E^2 \) indicate a strong interaction between donor orbitals \((i)\) and the receptor orbitals \((j)\) and express a more donating tendency from an electron donor to an electron receptor and accordingly a higher degree of conjugation of the whole system.\(^{32-34}\) The stabilization energy, \( E^2 \) could be determined using eqn (5);

\[
E^{(2)} = \Delta E_{ij} = -q_i \frac{F^2(i, j)}{E(-E)}
\]

where \( q_i \) = donor orbitals occupancy; \( E(j) - E(i) \) = diagonal element; \( F(i, j) \) = off diagonal NBO Fock matrix element.\(^{35}\)

From Table S2,\(^{†}\) it is observed that the interaction which gave the highest stabilization energy result from \( \pi^* \rightarrow \pi^*(C_{12}-C_{16}) \), and \( \pi^*(C_{14}-C_{15}) \) and \( \pi^*(C_{12}-C_{16}) \) respectively, for \( L_1 \) while those for \( L_2 \) were 71.32, 33.17, and 32.15 kcal mol\(^{-1}\) corresponding to \( \pi^*(C_{12}-C_{16}) \), \( LP(2) S_{11} \rightarrow \pi^*(C_{7}-C_{8}) \), and \( LP(2) S_{13} \rightarrow \pi^*(C_{14}-C_{15}) \) respectively. The highest stabilization energy of \( L_3 \) as observed from the NBO analysis was 44.01 kcal mol\(^{-1}\) for the donor–acceptor interaction from \( \pi^*(C_{12}-C_{16}) \) and \( \pi^*(C_{14}-C_{15}) \), and 33.20 kcal mol\(^{-1}\) for \( LP(2) S_{11} \rightarrow \pi^*(C_{7}-C_{8}) \), while the highest \( E^2 \) values for \( L_4 \) were 121.46, 67.78, and 66.07 kcal mol\(^{-1}\), which correspond to the interaction between \( \pi^*(C_{9}-C_{10}) \rightarrow \pi^*(C_{7}-C_{8}) \), \( LP(2) N_{22} \rightarrow \pi^*(C_{12}-C_{13}) \), and \( \pi^*(C_{14}-C_{15}) \), and \( \pi^*(C_{12}-C_{16}) \) respectively. For the \( L_1 \)Ni complex, the highest stabilization energies resulting from the donor–acceptor interactions were observed to be 41.69, and 20.47 kcal mol\(^{-1}\) arising from the interaction of \( \pi(C_{7}-C_{14}) \rightarrow \pi^*(O_{2}-C_{6}) \), and \( LP(2) O_{2} \rightarrow LP^*(6) Ni_{45} \), respectively; for \( L_2 \)Ni, it was observed from \( \pi^*(C_{35}-C_{31}) \) →

---

**Table 3** Quantum descriptors for the systems under study calculated at DFT/ωB97XD/gen level of theory

| Structures | \( I = -E_{HOMO} \) | \( A = -E_{LUMO} \) | \( E_g \) | \( \mu \) | \( H \) | \( \sigma \) | \( \omega \) | \( \chi \) |
|------------|-----------------|-----------------|---------|-------|------|-------|------|-------|
| \( L_1 \)  | 8.1980          | 0.1235          | 8.0745  | -4.1608 | 4.0373 | 0.1239 | 2.1440 | 4.1608 |
| \( L_2 \)  | 8.3768          | 0.3230          | 8.0538  | -4.3499 | 4.0269 | 0.1242 | 2.3494 | 3.4399 |
| \( L_3 \)  | 8.3523          | 0.2667          | 8.0856  | -4.3095 | 4.0428 | 0.1237 | 2.2969 | 4.3095 |
| \( L_4 \)  | 3.1154          | 2.6874          | 0.4280  | -2.9014 | 0.2140 | 2.3365 | 19.6685 | 2.9014 |
| \( L_1Ni \)| 13.8660         | 6.8712          | 7.0148  | -10.3786 | 3.5074 | 0.1426 | 15.3554 | 10.3786 |
| \( L_2Ni \)| 13.8182         | 6.7854          | 7.0328  | -10.3018 | 3.5164 | 0.1422 | 15.0903 | 10.3018 |
| \( L_3Ni \)| 13.7899         | 6.8178          | 6.9721  | -10.3039 | 3.4861 | 0.1434 | 15.2277 | 10.3039 |
| \( L_4Ni \)| 13.1205         | 9.8707          | 3.2498  | -11.4956 | 1.6249 | 0.3077 | 40.6637 | 11.4956 |
| \( L_1Ni-HoS \) | 13.7943     | 6.6448          | 7.1495  | -10.2196 | 3.3748 | 0.1399 | 14.6079 | 10.2196 |
| \( L_2Ni-HoS \) | 13.7330     | 6.5528          | 7.1802  | -10.1429 | 3.5901 | 0.1393 | 14.3281 | 10.1429 |
| \( L_3Ni-HoS \) | 13.7048     | 6.5892          | 7.1156  | -10.1470 | 3.3758 | 0.1405 | 14.4698 | 10.1470 |
| \( L_4Ni-HoS \) | 13.0250     | 9.6048          | 3.4202  | -11.3149 | 1.7101 | 0.2924 | 37.4326 | 11.3149 |

---

**Fig. 3** Hirshfeld surface fingerprint plots for the molecule \( L_1 \) (a) A and (b) B.
\( \pi^*(C_{26}-C_{37}) \) with an \( E^2 \) of 66.79 kcal mol\(^{-1}\), \( \pi^*(C_{7}-C_{13}) \rightarrow \pi^*(C_{6}-C_{8}) \) with an \( E^2 \) of 57.27 kcal mol\(^{-1}\), and LP(1) Ni \( \rightarrow \) LP*(6) Ni\(_{47}\), with stabilization energies of 22.78 kcal mol\(^{-1}\), respectively. The L\(_3\)Ni complex has its most significant interaction resulting in the stability of the system from \( \pi^*(C_{7}-C_{13}) \rightarrow \pi^*(C_{6}-C_{8}) \) and \( \pi(C_{7}-C_{13}) \rightarrow \pi^*(O_{2}-C_{8}) \) with stabilization
energies of 56.34 and 41.09 kcal mol\(^{-1}\), respectively. L\(_4\)Ni also had its most significant interaction resulting in the stability of the system from \(\pi^*(C_{18}-C_{19}) \rightarrow LP^*(2) N_{46}\) and \(\pi^*(C_{17}-C_{23}) \rightarrow \pi^*(C_{18}-C_{19})\) with stabilization energy of 92.86 and 51.01 kcal mol\(^{-1}\) respectively. L\(_1\)Ni on adsorption of H\(_2\)S had its strongest interaction from \(LP(2) O_{25} \rightarrow \sigma^*(C_{9}-H_{12})\) and \(\pi^*(C_{18}-C_{24}) \rightarrow \pi^*(C_{18}-C_{19})\).
H2S, L2Ni

Topological parameters such as total electronic density (\(\rho\)) and structure of bonds and intermolecular interactions using QTAIM and NCI were employed as topological analysis for the prediction of weak interactions. Isosurface plots involving the two functions give information on the type of weak interaction emanating through a number of different mechanisms such as the van der Waals interactions, hydrogen bonding, and electrostatic interactions. The second density Hessian eigenvalue \(\lambda_2(r)\), the electron density \(\rho(r)\) and reduced density gradient (RDG) are the basic functions present in NCI analysis for the prediction of weak interactions. Isosurface plots involving the two functions give information on the type of weak interaction present. In the isosurface plot, the reduced density gradient (RDG) is plotted against the second eigenvalue of the electron density Hessian matrix \(\lambda_2\) and the electron density \(\rho\) that is the NCI graph is a graph of RDG against \(\lambda_2\) for the complex and its interaction with H2S. One of the most significant relationships between topological parameters is given by eqn (6) and (7) at a critical point:

\[
\frac{1}{4}P^2 \rho(r) = V(r) + 2G(r)
\]

(6)

\[
H(r) = -K(r)
\]

(7)

Based on the AIM theory, a positive value for total electronic energy density (\(\rho\)) at a BCP indicates closed shell interactions. When \(P^2 \rho > 0\) and \(H > 0\) it indicative of a weak covalent interaction (strong electrostatic bond), while \(P^2 \rho < 0\) and \(H < 0\) values denotes a strong covalent bond, and the \(H < 0\) and \(P^2 \rho > 0\) denote the medium strength or partially covalent bond. According to the results given in Table 4, the \(P^2 \rho\) values of the studied systems are positive whereas their \(H(r)\) values are mostly negative and this shows that the bond present in the studied system is composed of a partial covalent bond. Also according to literature review, if \(|V(r)|/|G(r)| < 2\) but \(>1\) then a mixed character interactions is present. If \(|V(r)|/|G(r)| > 2\) it indicates covalent bonds and when \(|V(r)|/|G(r)| < 1\) then it is indicative of the presence of ionic bonds and van der Waals interactions. The bond ellipticity, \(\varepsilon\), is an important parameter used to predict the stability of interactions. High values of \(\varepsilon\) (i.e., \(\varepsilon > 1\) ) indicate structural instability, and lower values of \(\varepsilon\) indicate structural stability of the interactions (i.e., \(\varepsilon < 1\) ). The ellipticity values for our complexes before and after adsorption of H2S are in the range of 0.0199 to 1.4773 a.u. This result demonstrates that the bond in our studied compound is a sigma bond. Electron localization function (ELF) is also an important tool that is used to analyze covalent bonding. If the ELF value is between 0.5 and 1, it indicates regions containing bonding and non-bonding localized electron, when the value of ELF is lower than 0.5, it reveals that the electron is delocalized. From the values obtained in Table 4, for the complexes after the adsorption of H2S, it can be stated that the electrons are delocalized because their values are less than 0.5.

### 3.8 Topological analysis

In this study QTAIM and NCI were employed as topological analysis to vividly study the kinds of intermolecular interaction of the investigated surfaces and the adsorption characteristic behaviors of L1Ni, L2Ni, L3Ni and L4Ni for H2S.

#### 3.8.1 Quantum theory of atoms-in-molecules (QTAIM)

The quantum theory of atoms-in-molecules proposed by Richard F. W. Bader and colleagues was used to further analyze the type and structure of bonds and intermolecular interactions using topological parameters such as total electronic density (\(\rho\)), Laplacian of electron densities (\(P^2 \rho\)), Lagrangian kinetic energy \(G(r)\), Hamiltonian kinetic energy \(K(r)\), total electronic energy \(H(r)\), potential energy (\(V\)), electron localization function (ELF) and ellipticity (\(\varepsilon\)) at the bond critical point (BCP). A bond critical point is a saddle point between two bonded atoms in which there is a maximum distribution of electron density. The BCP is useful in characterizing different types of interaction existing between the bond path of two bonded atoms. Table 4 shows the calculated topological parameters for the complex and its interaction with H2S. One of the most significant relationships between topological parameters is given by eqn (6) and (7) at a CPs (critical point):
Table 4  The calculated topological parameters: electron density ρ(r), Laplacian electron density $\nabla^2 \rho(r)$, Lagrangian kinetic energy $G(r)$, Hamiltonian kinetic energy $K(r)$, potential energy density $V(r)$, total electron energy density $H(r)$, $|\nabla V(r)|/G(r)$ ratio at the bond critical points (BCPs), ellipticity (ε), electron localization function (ELF), and eigenvalues ($\lambda_1$, $\lambda_2$, $\lambda_3$) for the optimized complexes before and after adsorption of H$_2$S gas. All the values are in a.u.

| Interaction | BCP | $\rho(r)$ | $\nabla^2 \rho(r)$ | $G(r)$ | $K(r)$ | $V(r)$ | $H(r)$ | $|\nabla V(r)|/G(r)$ | ε | ELF | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ |
|-------------|-----|-----------|----------------|--------|--------|-------|-------|----------------|----|-----|--------|--------|--------|
| L$_1$Ni     | Ni$_{17}$-Ni$_{17}$ | 35.097 | 0.0177 | 0.0007 | 0.0072 | 0.0015 | 0.0057 | 0.0005 | 0.0155 | 0.7857 | 0.2881 | 0.0434 | 0.0506 | -0.074 | 0.0995 |
| L$_2$Ni     | Ni$_{17}$-Ni$_{17}$ | 35.097 | 0.0177 | 0.0007 | 0.0072 | 0.0015 | 0.0057 | 0.0005 | 0.0155 | 0.7857 | 0.2881 | 0.0434 | 0.0506 | -0.074 | 0.0995 |
| L$_3$Ni     | Ni$_{17}$-Ni$_{17}$ | 35.097 | 0.0177 | 0.0007 | 0.0072 | 0.0015 | 0.0057 | 0.0005 | 0.0155 | 0.7857 | 0.2881 | 0.0434 | 0.0506 | -0.074 | 0.0995 |
| L$_4$Ni-Ni  | L$_1$Ni     | Ni$_{17}$-Ni$_{17}$ | 35.097 | 0.0177 | 0.0007 | 0.0072 | 0.0015 | 0.0057 | 0.0005 | 0.0155 | 0.7857 | 0.2881 | 0.0434 | 0.0506 | -0.074 | 0.0995 |
| L$_5$Ni     | Ni$_{17}$-Ni$_{17}$ | 35.097 | 0.0177 | 0.0007 | 0.0072 | 0.0015 | 0.0057 | 0.0005 | 0.0155 | 0.7857 | 0.2881 | 0.0434 | 0.0506 | -0.074 | 0.0995 |
| L$_6$Ni     | Ni$_{17}$-Ni$_{17}$ | 35.097 | 0.0177 | 0.0007 | 0.0072 | 0.0015 | 0.0057 | 0.0005 | 0.0155 | 0.7857 | 0.2881 | 0.0434 | 0.0506 | -0.074 | 0.0995 |
| L$_7$Ni     | Ni$_{17}$-Ni$_{17}$ | 35.097 | 0.0177 | 0.0007 | 0.0072 | 0.0015 | 0.0057 | 0.0005 | 0.0155 | 0.7857 | 0.2881 | 0.0434 | 0.0506 | -0.074 | 0.0995 |
| L$_8$Ni     | Ni$_{17}$-Ni$_{17}$ | 35.097 | 0.0177 | 0.0007 | 0.0072 | 0.0015 | 0.0057 | 0.0005 | 0.0155 | 0.7857 | 0.2881 | 0.0434 | 0.0506 | -0.074 | 0.0995 |
| L$_9$Ni     | Ni$_{17}$-Ni$_{17}$ | 35.097 | 0.0177 | 0.0007 | 0.0072 | 0.0015 | 0.0057 | 0.0005 | 0.0155 | 0.7857 | 0.2881 | 0.0434 | 0.0506 | -0.074 | 0.0995 |

Characterized depending on the values of $\lambda_2$. The blue region with negative values, $\lambda_2(r)\rho(r) < 0$ corresponds to strong interactions (such as hydrogen bonding) and high electron density, while the red region with positive values $\lambda_2(r)\rho(r) > 0$ indicates a strong repulsive interaction (like steric effect) and electron density depletion; the green region (sign $\lambda_2(r)\rho(r) = 0$) corresponds to relatively weak van der Waal interactions.56,57 As evident from the plots in Fig. 6, the blue regions existing between H$_2$S and the complexes indicate the presence of strong hydrogen-bonding interactions. The green region observed between the H$_2$S and the complexes indicates that van der Waals interactions play a key role in the adsorption of the gas by the complexes. In addition, little repulsion interaction is observed during the adsorption process. These are in good agreement with the adsorption energy and the QTAIM results.

3.9 Adsorption studies

In this section, the adsorption of H$_2$S gas on L$_1$Ni, L$_2$Ni, L$_3$Ni and L$_4$Ni systems is investigated. Several orientations for the
Fig. 6 Pictorial view of the noncovalent interaction of the studied systems.

Fig. 7 Optimized structure of the complex after adsorption of H₂S.
adsorption of H₂S were investigated, and only the most energetic stable orientations have been illustrated (Fig. 7). Fig. 1 and 7 shows the optimized structures of L₁Ni, L₂Ni, L₃Ni and L₄Ni systems before and after H₂S adsorption. The adsorption energies, adsorption distance, energy gap, and fraction of electron transfer of the four systems after H₂S adsorption are given in Table 5. The energy gaps of the four systems before and after gas adsorption were investigated and the results are presented in Fig. 3, 4 and Table 3. The energy gap results show that the systems are all semi-conductors before and after the adsorption of H₂S. It worth noting that after the adsorption of H₂S the energy gap of the four systems increased from L₁Ni > L₂Ni > L₃Ni > L₄Ni. As can be seen from the results obtained in Table 5, the E_ads values for all interaction are negative, this indicates that there is a strong interaction between the complexes and H₂S. Furthermore, the adsorption energies follow the trend L₁Ni > L₂Ni > L₃Ni > L₄Ni-H₂S > L₄Ni-H₂S for all the investigated complexes.

3.10 Sensing mechanism

Herein, our main purpose is to investigate the ability of the complexes in the detection of H₂S gas. To elucidate the mechanism of the gas sensor, the resistance changes of the complexes with and without the adsorption of gas are evaluated. The sensitivity of the complexes could be determined by the change in the electrical resistance (σ) after and before gas adsorption and the sensing response (S) and they could be determined through eqn (8) and (9):

\[
\sigma = AT^{3/2}e^{(-E_u/2kT)}
\]

\[
S = \frac{1}{\sigma_{gas}} - \frac{1}{\sigma_{pure}}
\]

where σ is the electrical conductivity, A is the Richardson constant, T is the working temperature and K is the Boltzmann constant (8.318 \times 10^{-3} \text{ kJ mol}^{-1} \text{ K}^{-1}), σ_{gas} and σ_{pure} are the conductivity of the complex after and before adsorption. According to eqn (3), the electrical conductivity of the adsorbent increases as the E_g value decrease. From the results tabulated in Table 6, it can be seen that the E_g of the complexes is affected by the presence of H₂S. It was discovered that the HOMO and LUMO values for all the complexes decreased after the adsorption of H₂S which resulted in an increment in the energy gap values. For L₁Ni the percentage increment in E_g after adsorption of H₂S was calculated to be 1.92%, for L₂Ni % ΔE_g was 2.10%, L₃Ni has an increment of 2.06% and for L₄Ni it was 5.24%. This substantial change in E_g after the adsorption process affects the electrical conductivity of the complexes as stated earlier with this change in the conductivity, the investigated complexes hold a prospect to detect H₂S and from the findings of this study, L₁Ni has a much better H₂S detection followed by L₂Ni then L₃Ni and L₄Ni. This implies that the sensing response for the complexes follows the order L₁Ni > L₂Ni > L₃Ni > L₄Ni.

The effect of H₂S on the Fermi level (E_f) and work function (Φ) are also investigated. The work function basically is the energy required to remove an electron from the Fermi level while the Fermi level which is the midpoint of the HOMO and LUMO energy gap. The quantitative value of change in the work function and Fermi level on the complexes due to the adsorption of the gas molecule can be evaluated through eqn (10) and (11):

\[
\Phi = V_{el(+\infty)} - E_f
\]

\[
E_f = \frac{\text{HOMO} + \text{LUMO}}{2}
\]

where, V_{el(+\infty)} and E_f are the electrostatic potential energy of the electron far from the surface of the material which equals zero, and the energy of Fermi level of the sensing material. Where V_{el(+\infty)} equals zero the work function is the negative of the Fermi

### Table 5

| Structures | E_{ads} (kcal mol⁻¹) | D (Å) | ΔE_g | ΔN |
|-----------|---------------------|------|------|----|
| L₁Ni-H₂S | −36.9465            | 2.8900 | 7.1495 | 1.3821 |
| L₁Ni-H₂S | −35.9883            | 2.8983 | 7.1802 | 1.3684 |
| L₁Ni-H₂S | −37.3224            | 2.9016 | 7.1156 | 1.3800 |
| L₁Ni-H₂S | −29.5626            | 2.7173 | 3.4202 | 3.1225 |

### Table 6

| Structures | E_{HOMO} | E_{LUMO} | E_f | E_g | % ΔE_g | E_{ads} | Φ | % ΔΦ | τ |
|-----------|----------|----------|-----|-----|--------|---------|----|------|----|
| L₁Ni      | −13.8860 | −6.8712  | −10.3786 | 7.0148 | −13.12 | —       | 10.3796 | 149.44 | —   |
| L₂Ni      | −13.8182 | −6.7854  | −10.3018 | 7.0328 | −12.68 | —       | 10.3018 | 136.83 | —   |
| L₃Ni      | −13.7899 | −6.8178  | −10.3039 | 6.9721 | −13.77 | —       | 10.3039 | 139.10 | —   |
| L₄Ni      | −13.1205 | −9.8707  | −11.4956 | 3.2498 | 659.30 | —       | 11.4956 | 296.21 | —   |
| L₁Ni-H₂S  | −13.7943 | −6.6448  | −10.2196 | 7.1495 | 1.92   | −36.9465 | 10.2196 | −1.53 | 2.973 \times 10^{-6} |
| L₂Ni-H₂S  | −13.7330 | −6.5528  | −10.1429 | 7.1802 | 2.10   | −35.9883 | 10.1429 | −2.27 | 2.02 \times 10^{-6} |
| L₃Ni-H₂S  | −13.7048 | −6.5892  | −10.1470 | 7.1156 | 2.06   | −37.3224 | 10.1470 | −1.52 | 3.46 \times 10^{-6} |
| L₄Ni-H₂S  | −13.0250 | −9.6048  | −11.3149 | 3.4202 | 5.24   | −29.5626 | 11.3149 | −1.57 | 1.511 \times 10^{-7} |
level which is the midpoint of the HOMO and LUMO energy gap. It is worth noting that when the adsorption process changes the work function of the adsorbent, it influences the gate voltage, creating a noise which helps the gas detection.\textsuperscript{59} Fig. 8 shows the variation in work function on adsorption of H\textsubscript{2}S on the complexes. The variation in work function after adsorption of the gas molecule describes the charge transfer among the two interacting entities. We have obtained the value of the work function for L\textsubscript{1}Ni, L\textsubscript{2}Ni, L\textsubscript{3}Ni, and L\textsubscript{4}Ni as 10.2196 eV, 10.1429 eV, 10.147 eV and 11.3249 eV respectively. From these values, it indicates that our complexes are highly affected by H\textsubscript{2}S. Based on the Richardson Dushman equation (eqn (12)), the electron current density emitted from the surface of the sensor (J) will be related to the work function (\textit{\Phi}) as follows:\textsuperscript{60}

$$j = A T^2 e^{(-\textit{\Phi}/kT)}$$  \hspace{1cm} (12)

where \textit{A} is called the Richardson constant (A m\textsuperscript{-2}), \textit{k} is the Boltzmann constant and \textit{T} is the temperature (K). From Table 6 it is shown that the work function (\textit{\Phi}) value decreases for all the complexes on adsorption of H\textsubscript{2}S by 1.52\%, 2.27\%, 1.52\%, and 1.57\% for L\textsubscript{1}Ni, L\textsubscript{2}Ni, L\textsubscript{3}Ni, and L\textsubscript{4}Ni respectively. Consequently, the emitted electron current density from the surface of the complexes will decrease after the adsorption of H\textsubscript{2}S. The negative values of the adsorption indicate exothermic interactions which implies strong interaction. The strength of the adsorption affects the sensing mechanism of the systems because strong interactions between the adsorbent and the adsorbate indicate that desorption could be difficult and the device may suffer from long recovery times.

The recovery time (t), which is the time taken by the sensor to get back 80\% of its original resistance is an indicator to evaluate the reproducibility of the gas sensor. A shorter recovery time indicates a better performance of the sensor material and it can be calculated using eqn (13)

$$\tau = A^{-1} e^{(-E_{\text{ads}}/kT)}$$  \hspace{1cm} (13)

where \textit{A}, \textit{T}, and \textit{k} are the vibrational frequency (10\textsuperscript{12} s\textsuperscript{-1}), temperature, and Boltzmann’s constant, respectively. The calculated recovery time, \textit{\tau}, of H\textsubscript{2}S from the L\textsubscript{1}Ni, L\textsubscript{2}Ni, L\textsubscript{3}Ni, and L\textsubscript{4}Ni surfaces are 2.973 \times 10\textsuperscript{-6} s, 2.02 \times 10\textsuperscript{-6} s, 3.46 \times 10\textsuperscript{-6} s, and 1.511 \times 10\textsuperscript{-7} s respectively. This indicates that the complex sensor benefits from a short recovery time.

3.11 Thermodynamic study

Thermodynamics is the study of the interaction of heat and work with chemical reactions or with physical changes of state within the confines of the law of thermodynamics. It is the application of mathematical methods to the study of chemical equations and the spontaneity of processes.\textsuperscript{51,61} Herein, we are concerned with the changes in Gibbs free energy, \textit{\Delta G} and enthalpy, \textit{\Delta H}. The enthalpy of a system is the sum of the system’s internal energy, \textit{Q} with the product of its pressure, \textit{P} and volume, \textit{V}, that is; \textit{\Delta H} = \textit{Q} + \textit{PV}. The enthalpy of a system may be positive or negative depending on whether heat is absorbed or evolved. When heat is absorbed by the system, \textit{\Delta H} is positive and the reaction is said to be endothermic, when heat is evolved by the system, \textit{\Delta H} is negative and the reaction is exothermic. On the other hand, the Gibbs free energy, \textit{\Delta G}, of a system is the change in its enthalpy, \textit{\Delta H} minus the product of the systems temperature, \textit{T} and change in its entropy \textit{\Delta S}, that is, \textit{\Delta G} = \textit{\Delta H} – \textit{T\Delta S}. The value of a system’s Gibbs free energy gives information about the spontaneity of the system. If, \textit{\Delta G} < 0 the reaction is spontaneous, when \textit{\Delta G} > 0 the reaction is non-spontaneous and when \textit{\Delta G} = 0 the reaction is at equilibrium. When a reaction is at equilibrium, \textit{\Delta H} = \textit{T\Delta S} and this shows the system’s tendency towards maximum entropy.

The calculation of the enthalpy and the Gibbs free energy of the reaction for the complexes under investigation was obtained from the optimized structures using eqn (14)–(17):

$$\Delta H^0(298 \text{K}) = \Sigma_{\text{product}} \Delta_i H^0 \text{ prod.}(298 \text{K}) - \Sigma_{\text{reactant}} \Delta_i H^0 \text{ react.}(298 \text{K})$$  \hspace{1cm} (14)

$$\Delta_i H^0(298 \text{K}) = \Sigma (e_{\text{eq}} + H_{\text{Core}}) \text{ product} - \Sigma (e_{\text{eq}} + H_{\text{Core}}) \text{ reactant}$$  \hspace{1cm} (15)

$$\Delta G^0(298 \text{K}) = \Sigma_{\text{product}} \Delta_i G^0 \text{ prod.}(298 \text{K}) - \Sigma_{\text{reactant}} \Delta_i G^0 \text{ react.}(298 \text{K})$$  \hspace{1cm} (16)

Fig. 8 Recovery time and work function of the complexes after adsorption of H\textsubscript{2}S.
\[ \Delta G^0(298 \text{ K}) = \Sigma (\varepsilon_f + G_{\text{corr}}) \text{ product} - \Sigma (\varepsilon_f + G_{\text{corr}}) \text{ reactant} \]

where \( \varepsilon_f \) is the electronic energy, \( H_{\text{corr}} \) thermal correction to \( H \), \( G_{\text{corr}} \) thermal correction to \( G \), \( \Delta H^0 \) and \( \Delta G^0 \) are the standard enthalpy and Gibbs free energy of formation for the products with other thermodynamic properties like zero-point energy (ZPE), constant volume, heat capacity, and entropy have been calculated at a constant temperature of 298.15 K using DFT methods. Table S3† shows detailed calculations of the enthalpy and free energy of the sensor material and the adsorbed gas. It can be deduced from the tabulated values for the enthalpy of formation which are 35.9821 kcal mol\(^{-1}\) for L\(_1\)Ni, 35.6033 kcal mol\(^{-1}\) for L\(_2\)Ni, 36.3453 kcal mol\(^{-1}\) for L\(_3\)Ni, and 29.7615 kcal mol\(^{-1}\) for L\(_4\)Ni that heat is absorbed when the complexes interact with H\(_2\)S, that is, the reaction is endothermic since \( \Delta H^0 \) is positive. Also, the calculated values of \( \Delta G^0 \) for the complexes after H\(_2\)S adsorption are 24.3477 kcal mol\(^{-1}\) for L\(_1\)Ni, 23.4389 kcal mol\(^{-1}\) for L\(_2\)Ni, 24.2133 kcal mol\(^{-1}\) for L\(_3\)Ni, and 18.8009 kcal mol\(^{-1}\) for L\(_4\)Ni. These values are also positive and indicate that the reaction is nonspontaneous.

4. Conclusions

The interaction of H\(_2\)S gas with L\(_1\)Ni, L\(_2\)Ni, L\(_3\)Ni and L\(_4\)Ni was examined using appropriate DFT calculations with Gen/6/311+G(\(d,p\))/LanL2dZ basis set using \( \omega \)B97XD functional. Spectroscopic characterization, adsorption energy, natural bond orbital (NBO), frontier molecular orbital (FMO), the density of state (DOS), topological quantum theory of atom-in-molecule (QTAIM) analyses, thermodynamics, sensing mechanism, and non-covalent interaction (NCI) assessments were highlighted in this study. From the FMO calculations, L\(_4\)Ni was observed to have the smallest energy gap of 3.2498 eV, which results in the highest conductivity and least stability. The most stable is L\(_3\)Ni, which has the largest energy range of 7.0328 eV. The density of state (DOS) plot, shows the major contribution of the complexes with H\(_2\)S. The NBO analyses invoke insight into the energy stabilization of the complexes on interactions with H\(_2\)S. It is also worthy to note that stabilization further increased the adsorption of H\(_2\)S. Hence, indicates and suggests that the complexes possessed better candidacy for H\(_2\)S adsorption. More so, more studies await these scientific observations. Thus, the sensing mechanism of the complexes indicated that all of them to have a short recovery time and that the work function value increases for all of them, making them an excellent H\(_2\)S sensor. However, the Q-TAIM analyses gave insight into the bond existing between the studied systems. Thus, a profound assertion was given that the complex sensor surfaces exhibited very dense stability with regards to their relevant binding energies corresponding to various existing studies. With respect to the adsorption energies of the systems, L\(_3\)Ni–H\(_2\)S has the maximum adsorption capacity. Notwithstanding, the thermodynamics study, the interaction of the complexes with H\(_2\)S showed non-spontaneous thermodynamics properties.
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