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Abstract

Reproducing kernel Hilbert spaces (RKHSs) play an important role in many statistics and machine learning applications ranging from support vector machines to Gaussian processes and kernel embeddings of distributions. Operators acting on such spaces are, for instance, required to embed conditional probability distributions in order to implement the kernel Bayes rule and build sequential data models. It was recently shown that transfer operators such as the Perron–Frobenius or Koopman operator can also be approximated in a similar fashion using covariance and cross-covariance operators and that eigenfunctions of these operators can be obtained by solving associated matrix eigenvalue problems. The goal of this paper is to provide a solid functional analytic foundation for the eigenvalue decomposition of RKHS operators and to extend the approach to the singular value decomposition. The results are illustrated with simple guiding examples.

1 Introduction

A majority of the characterizing properties of a linear map such as range, null space, condition, and different operator norms can be obtained by computing the singular value decomposition (SVD) of the associated matrix representation. Furthermore, it is used to optimally approximate matrices under rank constraints, solve least squares problems, or to directly compute the Moore–Penrose pseudoinverse. Applications range from solving systems of linear equations and optimization problems to signal and image processing and to a variety of other methods in statistics and machine learning such as principal component analysis \cite{1}, canonical correlation analysis \cite{2}, latent semantic analysis \cite{3}, and the estimation of hidden Markov models \cite{4}.

Although the matrix SVD can be extended in a natural way to compact operators on Hilbert spaces \cite{5}, this infinite-dimensional generalization is not as multifaceted as the finite-dimensional case in terms of numerical applications. This is mainly due to the complicated numerical representation of infinite-dimensional operators and the resulting problems
concerning the computation of their SVD. As a remedy, one usually considers finite-rank operators based on finite-dimensional subspaces given by a set of fixed basis elements. The SVD of such finite-rank operators will be the main focus of this paper. We will combine the theory of the SVD of finite-rank operators with the concept of reproducing kernel Hilbert spaces, a special class of Hilbert spaces allowing for a high-dimensional representation of the abstract mathematical notion of “data” in a feature space. A significant part of the theory of RKHSs was originally developed in a functional analytic setting [6] and made its way into pattern recognition [7], statistics [8], and machine learning [9, 10, 11]. RKHSs are often used to derive nonlinear extensions of linear methods by embedding observations into a high-dimensional feature space and rewriting the method in terms of the inner product of the RKHS. This strategy is known as the kernel trick. The approach of embedding a countable number of observations can be generalized to the embedding of probability distributions associated with random variables into the RKHS [12]. The theory of the resulting kernel mean embeddings (see [13] for a comprehensive review) spawned more abstract probabilistic approaches to problems in statistics and machine learning. Recent advances show that data-driven methods in various fields such as transfer operator theory, time series analysis, and image and text processing naturally give rise to finite-rank RKHS operators [14, 15].

So far, the eigenvalues and eigenfunctions of transfer operators pertaining to high-dimensional time series data stemming from molecular dynamics or fluid dynamics simulations were considered [15]. Applications include the identification of the slowest relaxation processes of dynamical systems, e.g., conformational changes of complex molecules or slowly evolving coherent patterns in fluid flows, but also dimensionality reduction and blind source separation. The eigendecomposition, however, is beneficial only in the case where the underlying system is ergodic with respect to some density. If this is not the case, however, i.e., the stochastic process is time-inhomogeneous, eigendecompositions can be replaced by singular value decompositions in order to obtain similar information about the global dynamics [16]. Moreover, outside of the context of stochastic processes, the conditional mean embedding has been shown to be the solution of certain vector-valued regression problems [17]. When the used output kernel is also a probability density, the conditional mean embedding can also be seen as the approximation of the conditional output density given the input. Contrary to the transfer operator setting, input and output space can differ fundamentally (e.g., the input space could be text) and the constraint that the RKHS for input and output space must be identical is too restrictive. The SVD of RKHS operators does not require this assumption and is hence a more general analysis tool applicable to operators that solve regression problems and to transfer operators associated with more general stochastic processes.

In this paper, we will combine the functional analytic background of the Hilbert space operator SVD and the theory of RKHSs to develop a self-contained and rigorous mathematical framework for the SVD of finite-rank operators acting on RKHSs and show that the SVD of such operators can be computed numerically by solving an auxiliary matrix eigenvalue problem. The results will be illustrated with the aid of simple guiding examples. The remainder of the paper is structured as follows: Section 2 briefly recapitulates the theory of compact operators. In Section 3, RKHS operators and their eigendecompositions and singular value decompositions will be described. Potential applications are discussed in Section 4, followed by a brief conclusion and a delineation of open problems in Section 5.
2 Preliminaries

In what follows, let $H$ be a real Hilbert space, $\langle \cdot, \cdot \rangle_H$ its inner product, and $\| \cdot \|_H$ the induced norm. For a Hilbert space $H$, we call a set $\{h_i\}_{i \in I} \subseteq H$ with an index set $I$ an orthonormal system if $\langle h_i, h_j \rangle_H = \delta_{ij}$ for all $i, j \in I$. If additionally $\text{span}\{h_i\}_{i \in I}$ is dense in $H$, then we call $\{h_i\}_{i \in I}$ a complete orthonormal system. If $H$ is separable, then the index set $I$ of every complete orthonormal system of $H$ is countable. Given a complete orthonormal system, every $x \in H$ can be expressed by the series expansion $x = \sum_{i \in I} \langle h_i, x \rangle_H h_i$.

**Definition 2.1.** Given two Hilbert spaces $H$ and $F$ and nonzero elements $x \in H$ and $y \in F$, we define the tensor product operator $y \otimes x : H \to F$ by $(y \otimes x)h = \langle x, h \rangle_H y$.

Note that tensor product operators are bounded linear operators. Boundedness follows from the Cauchy–Schwarz inequality on $H$. We define $\mathcal{E} := \text{span}\{y \otimes x \mid x \in H, y \in F\}$ and call the completion of $\mathcal{E}$ with respect to the inner product

$$\langle y_1 \otimes x_1, y_2 \otimes x_2 \rangle := \langle y_1, y_2 \rangle_F \langle x_1, x_2 \rangle_H$$

the tensor product of the spaces $F$ and $H$, denoted by $F \otimes H$. It follows that $F \otimes H$ is again a Hilbert space. It is well known that, given a self-adjoint compact operator $A : H \to H$, there exists an eigendecomposition of the form

$$A = \sum_{i \in I} \lambda_i (e_i \otimes e_i),$$

where $I$ is either a finite or countably infinite ordered index set, $\{e_i\}_{i \in I} \subseteq H$ an orthonormal system, and $\{\lambda_i\}_{i \in I} \subseteq \mathbb{R} \setminus \{0\}$ the set of eigenvalues. If the index set $I$ is not finite, then the resulting sequence $(\lambda_i)_{i \in I}$ is a zero sequence. Similarly, given a compact bounded operator $A : H \to F$, there exists a singular value decomposition given by

$$A = \sum_{i \in I} \sigma_i (u_i \otimes v_i),$$

where $I$ is again an either finite or countably infinite ordered index set, $\{v_i\}_{i \in I} \subseteq H$ and $\{u_i\}_{i \in I} \subseteq F$ two orthonormal systems, and $\{\sigma_i\}_{i \in I} \subseteq \mathbb{R}_{>0}$ the set of singular values. As for the eigendecomposition, the sequence $(\lambda_i)_{i \in I}$ is a zero sequence if $I$ is not finite. Without loss of generality, we assume the singular values of compact operators to be ordered in non-increasing order, i.e., $\sigma_i \geq \sigma_{i+1}$. We additionally write $\sigma_i(A)$ for the $i$th singular value of a compact operator $A$ if we want to emphasize to which operator we refer. The following result shows the connection of the eigendecomposition and the SVD of compact operators.

**Lemma 2.2.** Let $A : H \to F$ be compact and let $\{\lambda_i\}_{i \in I}$ denote the set of nonzero eigenvalues of $A^*A$ counted with their multiplicities and $\{v_i\}_{i \in I}$ the corresponding normalized eigenfunctions of $A^*A$, then, for $u_i := \lambda_i^{-1/2} A v_i$, the singular value decomposition of $A$ is given by

$$A = \sum_{i \in I} \lambda_i^{1/2} (u_i \otimes v_i).$$

A bounded operator $A : H \to F$ is said to be $r$-dimensional if rank$(A) = r$. If $r < \infty$, we say that $A$ is finite-rank.
Theorem 2.3 (see [18]). Let $H$ and $F$ be two Hilbert spaces and $A: H \to F$ a linear operator. The operator $A$ is finite-rank with rank$(A) = r$ if and only if there exist linearly independent sets $\{h_i\}_{1 \leq i \leq r} \subseteq H$ and $\{f_i\}_{1 \leq i \leq r} \subseteq F$ such that $A = \sum_{i=1}^{r} f_i \otimes h_i$. Furthermore, then $A^* = \sum_{i=1}^{r} h_i \otimes f_i$.

The class of finite-rank operators is a dense subset of the class of the compact operators with respect to the operator norm.

Definition 2.4. Let $H$ and $F$ be Hilbert spaces and $\{h_i\}_{i \in I} \subseteq H$ be a complete orthonormal system. An operator $A: H \to F$ is called a Hilbert–Schmidt operator if $\sum_{i \in I} \|Ah_i\|^2 < \infty$. The space of Hilbert–Schmidt operators from $H$ to $F$ is itself a Hilbert space with the inner product $\langle A, B \rangle_{HS} := \sum_{i \in I} \langle Ah_i, Bh_i \rangle_F$. Furthermore, it is isomorphic to the tensor product space $F \otimes H$. The space of finite-rank operators is a dense subset of the Hilbert–Schmidt operators with respect to the Hilbert–Schmidt norm. Furthermore, every Hilbert–Schmidt operator is compact and therefore admits an SVD.

Remark 2.5. Based on the definitions of the operator norm and the Hilbert–Schmidt norm, we have $\|A\| = \sigma_1(A)$ for any compact operator and $\|A\|_{HS} = (\sum_{i \in I} \sigma_i(A)^2)^{1/2}$ for any Hilbert–Schmidt operator.

Applications include the identification of the slowest relaxation processes of dynamical systems, e.g., conformational changes of complex molecules or slowly evolving coherent patterns in fluid flows, but also dimensionality reduction and blind source separation. We will now derive an alternative characterization of the SVD of compact operators by generalizing a classical block-matrix decomposition approach to compact operators. For the matrix version of this result, we refer the reader to [19]. For two Hilbert spaces $H$ and $F$, we define the external direct sum $F \oplus H$ as the Hilbert space of tuples of the form $(f,h)$, where $h \in H$ and $f \in F$, with the inner product $\langle (f,h), (f',h') \rangle_\oplus := \langle h, h' \rangle_H + \langle f, f' \rangle_F$.

If $A: H \to F$ is a compact operator, then the operator $T: F \oplus H \to F \oplus H$, with

$$
(f,h) \mapsto (Ah, A^* f)
$$

is compact and self-adjoint with respect to $\langle \cdot, \cdot \rangle_\oplus$. By interpreting the elements of $F \oplus H$ as column vectors and generalizing algebraic matrix operations, we may rewrite the action of the operator $T$ on $(f,h)$ in a block operator notation as

$$
\begin{bmatrix}
A^* & A \\
A & A^* f
\end{bmatrix}
\begin{bmatrix}
f \\
h
\end{bmatrix}
= 
\begin{bmatrix}
Ah \\
A^* f
\end{bmatrix}.
$$

We remark that the block operator notation should be applied with caution since vector space operations amongst $h \in H$ and $f \in F$ in terms of the matrix multiplication are only defined if $F \oplus H$ is an internal direct sum.

Lemma 2.6. Let $A: H \to F$ be a compact operator and $T: F \oplus H \to F \oplus H$ be the block-operator given by (1). If $A$ admits the SVD

$$
A = \sum_{i \in I} \sigma_i(u_i \otimes v_i)
$$

(2)
then $T$ admits the eigendecomposition

$$
T = \sum_{i \in I} \sigma_i \left[ \frac{1}{\sqrt{2}} (u_i, v_i) \otimes \frac{1}{\sqrt{2}} (u_i, v_i) \right] - \sigma_i \left[ \frac{1}{\sqrt{2}} (-u_i, v_i) \otimes \frac{1}{\sqrt{2}} (-u_i, v_i) \right].
$$

(3)

A proof of this lemma can be found in Appendix A.

**Corollary 2.7.** Let $A : H \rightarrow F$ be a compact operator. If $\sigma > 0$ is an eigenvalue of the block-operator $T : F \oplus H \rightarrow F \oplus H$ given by (1) with the corresponding eigenvector $(u, v) \in F \otimes H$, then $\sigma$ is a singular value of $A$ with the corresponding left and right singular vectors $\|u\|_F^{-1} u \in F$ and $\|v\|_H^{-1} v \in H$.

## 3 Decompositions of RKHS operators

We will first introduce a special class of Hilbert spaces, namely reproducing kernel Hilbert spaces, and then consider empirical operators defined on such spaces. The main results of this section are the eigendecomposition and singular value decomposition of empirical RKHS operators in Proposition 3.4 and Proposition 3.9, respectively. The notation is adopted from [13, 15] and summarized in Table 1.

### 3.1 RKHS

The following definitions are based on [20, 21]. In order to distinguish reproducing kernel Hilbert spaces from standard Hilbert spaces, we will use script style letters for the latter, i.e., $\mathcal{H}$ and $\mathcal{F}$.

| Table 1: Overview of notation. |
|--------------------------------|
| random variable               | $X$              | $Y$                  |
| domain                        | $\mathcal{X}$    | $\mathcal{Y}$        |
| observation                   | $x$              | $y$                  |
| kernel function               | $k(x, x')$       | $l(y, y')$           |
| feature map                   | $\phi(x)$        | $\psi(y)$           |
| feature matrix                | $\Phi = [\phi(x_1), \ldots, \phi(x_m)]$ | $\Psi = [\psi(y_1), \ldots, \psi(y_n)]$ |
| Gram matrix                   | $G_{\phi} = \Phi^\top \Phi$ | $G_{\psi} = \Psi^\top \Psi$ |
| RKHS                          | $\mathcal{H}$   | $\mathcal{F}$       |

**Definition 3.1** (Reproducing kernel Hilbert space, [21]). Let $\mathcal{X}$ be a set and $\mathcal{H}$ a space of functions $f : \mathcal{X} \rightarrow \mathbb{R}$. Then $\mathcal{H}$ is called a reproducing kernel Hilbert space (RKHS) with corresponding inner product $\langle \cdot, \cdot \rangle_\mathcal{H}$ if a function $k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ exists such that

(i) $\langle f, k(x, \cdot) \rangle_\mathcal{H} = f(x)$ for all $f \in \mathcal{H}$ and

(ii) $\mathcal{H} = \text{span}\{k(x, \cdot) \mid x \in \mathcal{X}\}$.

The function $k$ is called reproducing kernel and the first property the reproducing property. It follows in particular that $k(x, x') = \langle k(x, \cdot), k(x', \cdot) \rangle_\mathcal{H}$. The canonical feature map $\phi : \mathcal{X} \rightarrow \mathcal{H}$ is given by $\phi(x) := k(x, \cdot)$. Thus, we obtain $k(x, x') = \langle \phi(x), \phi(x') \rangle_\mathcal{H}$. It
was shown that an RKHS has a unique symmetric and positive definite kernel with the reproducing property and, conversely, that a symmetric positive definite kernel \( k \) induces a unique RKHS with \( k \) as its reproducing kernel [6]. We will refer to the set \( \mathcal{X} \) as the corresponding observation space.

3.2 RKHS operators

Finite-rank operators can be defined by a finite number of fixed basis elements in the corresponding RKHSs. In practice, finite-rank RKHS operators are usually estimates of infinite-dimensional operators based on a set of empirical observations. We later refer to this special type of finite-rank operator as \textit{empirical RKHS operator} although the concepts in this section are more general and do not need the assumption of the data in the observation space being given by random events.

Let \( \mathcal{H} \) and \( \mathcal{F} \) denote RKHSs based on the observation spaces \( \mathcal{X} \) and \( \mathcal{Y} \), respectively. Given \( x_1, \ldots, x_m \in \mathcal{X} \) and \( y_1, \ldots, y_n \in \mathcal{Y} \), we call

\[
\Phi := [\phi(x_1), \ldots, \phi(x_m)] \quad \text{and} \quad \Psi := [\psi(y_1), \ldots, \psi(y_n)]
\]

their associated \textit{feature matrices}. Note that feature matrices are technically not matrices but row vectors in \( \mathcal{H}^m \) and \( \mathcal{F}^n \), respectively. Since the embedded observations in the form of \( \phi(x_i) \in \mathcal{H} \) and \( \psi(y_j) \in \mathcal{F} \) can themselves be interpreted as (possibly infinite-dimensional) vectors, the term \textit{feature matrix} is used. In what follows, we assume that feature matrices contain linearly independent elements. This is, for example, the case if \( k(\cdot, \cdot) \) is a radial basis kernel and the observations \( x_1, \ldots, x_m \in \mathcal{X} \) consist of pairwise distinct elements. Given the feature matrices \( \Phi \) and \( \Psi \), we can define the corresponding Gram matrices by

\[
G_\Phi = \Phi^\top \Phi \in \mathbb{R}^{m \times m} \quad \text{and} \quad G_\Psi = \Psi^\top \Psi \in \mathbb{R}^{n \times n}.
\]

That is, \( G_\Phi_{ij} = k(x_i, x_j) \) and \( G_\Psi_{ij} = l(y_i, y_j) \). We will now analyze operators \( S : \mathcal{H} \to \mathcal{F} \) of the form \( S = \Psi B \Phi^\top \), where \( B \in \mathbb{R}^{n \times m} \). Given \( v \in \mathcal{H} \), we obtain

\[
Sv = \Psi B \Phi^\top v = \sum_{i=1}^n \psi(y_i) \sum_{j=1}^m b_{ij} \langle \phi(x_j), v \rangle_{\mathcal{H}}.
\]

We will refer to operators \( S \) of this form as \textit{empirical RKHS operators}. Examples of such operators are described in Section 4.

\textbf{Remark 3.2.} If the rows of \( B \) are linearly independent in \( \mathbb{R}^m \), then the elements of \( B \Phi^\top \) are linearly independent in \( \mathcal{H} \). The analogue statement holds for linearly independent columns of \( B \) and elements of \( \Psi B \) in \( \mathcal{F} \).

\textbf{Proposition 3.3.} The operator \( S \) defined above has the following properties:

(i) \( S \) is a finite-rank operator. In particular, \( \text{rank}(S) = \text{rank}(B) \).

(ii) \( S^* = \Phi B^\top \Psi^\top \).

(iii) Let \( B = W \Sigma Z^\top \) be the the singular value decomposition of \( B \), where \( W = [w_1, \ldots, w_n] \), \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r, 0, \ldots, 0) \), and \( Z = [z_1, \ldots, z_m] \), then

\[
\|S\| \leq \sum_{i=1}^r \sigma_i \|\Psi w_i\|_\mathcal{F} \|\Phi z_i\|_\mathcal{H}.
\]
Proof. The linearity of $S$ follows directly from the linearity of the inner product in $\mathcal{H}$. We now show that properties (i)-(iii) can directly be obtained from Theorem 2.3. Using $B = W\Sigma Z^\top$, we can write $S = (\Psi W)\Sigma(Z^\top \Phi^\top)$ and obtain

$$Sv = \sum_{i=1}^{r} \sigma_i \Psi w_i \langle \Phi z_i, v \rangle_{\mathcal{H}} \quad \text{for all } v \in \mathcal{H}. \quad (4)$$

Since the elements in $\Phi$ and $\Psi$ are linearly independent, we see that $\Phi Z$ and $\Psi W$ are also feature matrices containing the linearly independent elements $\Phi z_i \in \mathcal{H}$ and $\Psi w_i \in \mathcal{F}$ as stated in Remark 3.2. Therefore, (4) satisfies the assumptions in Theorem 2.3 if we choose $\{\Phi z_i\}_{1 \leq i \leq r} \subseteq \mathcal{H}$ and $\{\sigma_i \Psi w_i\}_{1 \leq i \leq r} \subseteq \mathcal{F}$ to be the required linearly independent sets. Theorem 2.3 directly yields all the desired statements.

Note that the characterization (4) is in general not a singular value decomposition of $S$ since the given basis elements in $\Phi Z$ and $\Psi W$ are not necessarily orthonormal systems in $\mathcal{H}$ and $\mathcal{F}$, respectively.

### 3.3 Eigendecomposition

The eigendecomposition of RKHS operators was first considered in [15]. For the sake of completeness, we will briefly recapitulate the main result and derive additional properties. For the eigendecomposition, we require the operator to be a mapping from $\mathcal{H}$ to itself. For this section, we define a new feature matrix by $\Upsilon = [\varphi(x'_1), \ldots, \varphi(x'_m)]$. Note that the sizes of $\Phi$ and $\Upsilon$ have to be identical.

Proposition 3.4 (cf. [15]). Let $S: \mathcal{H} \to \mathcal{H}$ with $S = \Upsilon B \Phi^\top$ and $B \in \mathbb{R}^{m \times m}$ be an empirical RKHS operator. Then the following statements hold:

(i) If $\lambda$ is an eigenvalue of $B \Phi^\top \Upsilon \in \mathbb{R}^{m \times m}$ with corresponding eigenvector $w \in \mathbb{R}^m$, then $\Upsilon w \in \mathcal{H}$ is an eigenfunction of $S$ corresponding to $\lambda$.

(ii) Conversely, if $\lambda \neq 0$ is an eigenvalue of $S$ corresponding to the eigenfunction $v \in \mathcal{H}$, then $B \Phi^\top v \in \mathbb{R}^m$ is an eigenvector of $B \Phi^\top \Upsilon \in \mathbb{R}^{m \times m}$ corresponding to the eigenvalue $\lambda$.

In particular, the operator $S$ and the matrix $B \Phi^\top \Upsilon$ share the same nonzero eigenvalues.

Proof. For the sake of completeness, we briefly reproduce the gist of the proof.

(i) Let $w \in \mathbb{R}^m$ be an eigenvector of the matrix $B \Phi^\top \Upsilon$ corresponding to the eigenvalue $\lambda$. Using the associativity of feature matrix multiplication and kernel evaluation, we have

$$S(\Upsilon w) = \Upsilon(B \Phi^\top \Upsilon w) = \lambda \Upsilon w.$$  

Furthermore, since $w \neq 0 \in \mathbb{R}^m$ and the elements in $\Upsilon$ are linearly independent, we have $\Upsilon w \neq 0 \in \mathcal{H}$. Therefore, $\Upsilon w$ is an eigenfunction of $S$ corresponding to $\lambda$.

(ii) Let $v$ be an eigenfunction of $S$ associated with the eigenvalue $\lambda \neq 0$. By assumption, we then have

$$\Upsilon B \Phi^\top v = \lambda v.$$  


By “multiplying” both sides from the left with $B\Phi^\top$ and using the associativity of the feature matrix notation, we obtain
\[(B\Phi^\top \Upsilon)B\Phi^\top v = \lambda B\Phi^\top v.\]
Furthermore, $B\Phi^\top v$ cannot be the zero vector in $\mathbb{R}^m$ as we would have $\Upsilon(B\Phi^\top v) = Sv = 0 \neq \lambda v$ otherwise since $\lambda$ was assumed to be a nonzero eigenvalue. Therefore, $B\Phi^\top v$ is an eigenvector of the matrix $B\Phi^\top \Upsilon$.

**Remark 3.5.** Eigenfunctions of empirical RKHS operators may be expressed as a linear combination of elements contained in the feature matrices. However, there exist other formulations of this result [15]. We can, for instance, define the alternative auxiliary problem

$$\Phi^\top \Upsilon Bw = \lambda w.$$  

For eigenvalues $\lambda$ and eigenvectors $w \in \mathbb{R}^m$ satisfying this equation, we see that $\Upsilon Bv \in \mathcal{H}$ is an eigenfunction of $S$. Conversely, for eigenvalues $\lambda \neq 0$ and eigenfunctions $v \in \mathcal{H}$ of $S$, the auxiliary matrix has the eigenvector $\Phi^\top v \in \mathbb{R}^m$.

**Example 3.6.** The eigendecomposition of RKHS operators can be used to obtain an approximation of the Mercer feature space representation of a given kernel. Let us consider the domain $\mathcal{X} = [-2, 2] \times [-2, 2]$ equipped with the Lebesgue measure and the kernel $k(x, x') = (1 + x^\top x')^2$. The eigenvalues and eigenfunctions of the integral operator $\mathcal{E}_k$ defined by

$$\mathcal{E}_k f(x) = \int k(x, x') f(x') d\mu(x')$$

are given by

- $\lambda_1 = \frac{269 + \sqrt{60841}}{90} \approx 5.72$, $\phi_1(x) = c_1 \left( -\frac{179 + \sqrt{60841}}{120} + x_1^2 + x_2^2 \right)$,
- $\lambda_2 = \frac{32}{9} \approx 3.56$, $\phi_2(x) = c_2 x_1 x_2$,
- $\lambda_3 = \frac{8}{3} \approx 2.67$, $\phi_3(x) = c_3 x_1$,
- $\lambda_4 = \frac{8}{3} \approx 2.67$, $\phi_4(x) = c_4 x_2$,
- $\lambda_5 = \frac{64}{45} \approx 1.42$, $\phi_5(x) = c_5 \left( x_1^2 - x_2^2 \right)$,
- $\lambda_6 = \frac{269 - \sqrt{60841}}{90} \approx 0.24$, $\phi_6(x) = c_6 \left( -\frac{179 - \sqrt{60841}}{120} + x_1^2 + x_2^2 \right)$,

where $c_1, \ldots, c_6$ are normalization constants so that $\|\phi_i\|_\mu = 1$. Defining $\phi = [\phi_1, \ldots, \phi_6]^\top$, with $\phi_i = \sqrt{\lambda_i} e_i$, we thus obtain the Mercer feature space representation of the kernel, i.e., $k(x, x') = \langle \phi(x), \phi(x') \rangle$. Here, $\langle \cdot, \cdot \rangle$ denotes the standard inner product in $\mathbb{R}^6$. For $f \in \mathcal{H}$, it holds that $\mathcal{E}_k f = C_{xx} f$, where $C_{xx}$ is the covariance operator.\(^1\) We now compute eigenfunctions of its empirical estimate $\hat{C}_{xx}$ with the aid of the methods described above. That is, $B = \frac{1}{m} I_m$. Drawing $m = 5000$ test points from the uniform distribution on $\mathcal{X}$, we obtain the eigenvalues and (properly normalized) eigenfunctions shown in Figure 1. The eigenfunctions are virtually indistinguishable from the analytically computed ones. Note that the eigenspace corresponding to the eigenvalues $\lambda_3$ and $\lambda_4$ is only determined up to basis rotations. The eigenvalues $\lambda_i$ for $i > 6$ are numerically zero. \(\square\)

\(^1\)For a detailed introduction of covariance and cross-covariance operators, see Section 4.
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(a) $\lambda_1 = 5.78$
(b) $\lambda_2 = 3.56$
(c) $\lambda_3 = 2.69$
(d) $\lambda_4 = 2.66$
(e) $\lambda_5 = 1.46$
(f) $\lambda_6 = 0.24$

Figure 1: Numerically computed eigenvalues and eigenfunctions of $\hat{C}_{XX}$ associated with the second-order polynomial kernel on $X = [-2, 2] \times [-2, 2]$.

While we need the assumption that the eigenvalue $\lambda$ of $S$ is nonzero to infer the eigenvector of the auxiliary matrix from the eigenfunction from $S$, this assumption is not needed the other way around. This has the simple explanation that a rank deficiency of $B$ always introduces a rank deficiency to $S = \Upsilon B \Phi^\top$. On the other hand, if $\mathcal{H}$ is infinite-dimensional, $S$ as a finite-rank operator always has a natural rank deficiency, even when $B$ has full rank. In this case, $S$ has the eigenvalue 0 while $B$ does not.

In order to use Proposition 3.4 as a consistent tool to compute eigenfunctions of RKHS operators, we must ensure that all eigenfunctions corresponding to nonzero eigenvalues of empirical RKHS operators can be computed. In particular, we have to be certain that eigenvalues with a higher geometric multiplicity allow to capture a full set of linearly independent basis eigenfunctions in the associated eigenspace.

Lemma 3.7. Let $S : \mathcal{H} \to \mathcal{H}$ with $S = \Upsilon B \Phi^\top$ be an empirical RKHS operator. Then it holds:

(i) If $w_1 \in \mathbb{R}^m$ and $w_2 \in \mathbb{R}^m$ are linearly independent eigenvectors of $B \Phi^\top \Upsilon$, then $\Upsilon w_1 \in \mathcal{H}$ and $\Upsilon w_2 \in \mathcal{H}$ are linearly independent eigenfunctions of $S$.

(ii) If $v_1$ and $v_2$ are linearly independent eigenfunctions belonging to the eigenvalue $\lambda \neq 0$ of $S$, then $B \Phi^\top v_1 \in \mathbb{R}^m$ and $B \Phi^\top v_2 \in \mathbb{R}^m$ are linearly independent eigenvectors of $B \Phi^\top \Upsilon$.

In particular, if $\lambda \neq 0$, then we have $\dim \ker(B \Phi^\top \Upsilon - \lambda I_m) = \dim \ker(S - \lambda I_\mathcal{H})$.

Proof. The eigenvalue-eigenfunction correspondence is covered in Proposition 3.4, it therefore remains to check the linear independence in statements (i) and (ii). Part (i) follows from Remark 3.2. We show part (ii) by contradiction: Let $v_1$ and $v_2$ be linearly independent
eigenfunctions associated with the eigenvalue $\lambda \neq 0$ of $S$. Then assume for some $\alpha \neq 0 \in \mathbb{R}$, we have $B\Phi^\top v_1 = \alpha B\Phi^\top v_2$. Applying $\Upsilon$ from the left to both sides, we obtain

$$\Upsilon B\Phi^\top v_1 = S v_1 = \lambda v_1 = \alpha \lambda v_2 = \alpha S v_2 = \Upsilon \alpha B\Phi^\top v_2,$$

which contradicts the linear independence of $v_1$ and $v_2$. Therefore, $B\Phi^\top v_1$ and $B\Phi^\top v_2$ have to be linearly independent in $\mathbb{R}^m$.

From (i) and (ii), we can directly infer $\dim \ker(B\Phi^\top \Upsilon - \lambda I_m) = \dim \ker(S - \lambda \mathcal{L}_G)$ by contradiction: Let $\lambda \neq 0$ be an eigenvalue of $S$ and $B\Phi^\top \Upsilon$. We assume that $\dim \ker(B\Phi^\top \Upsilon - \lambda I_m) > \dim \ker(S - \lambda \mathcal{L}_G)$. This implies that there exist two eigenvectors $w_1, w_2 \in \mathbb{R}^m$ of $B\Phi^\top \Upsilon$ that generate two linearly dependent eigenfunctions $\Upsilon w_1, \Upsilon w_2 \in \mathcal{H}$, contradicting statement (i). Hence, we must have $\dim \ker(B\Phi^\top \Upsilon - \lambda I_m) \leq \dim \ker(S - \lambda \mathcal{L}_G)$. Analogously, applying the same logic to statement (ii), we obtain $\dim \ker(B\Phi^\top \Upsilon - \lambda I_m) \geq \dim \ker(S - \lambda \mathcal{L}_G)$, which concludes the proof. ■

**Corollary 3.8.** If $S = \Upsilon B\Phi^\top$ is an empirical RKHS operator and $\lambda \in \mathbb{R}$ is nonzero, it holds that $\{\Upsilon w \mid B\Phi^\top \Upsilon w = \lambda w\} = \ker(S - \lambda \mathcal{L}_G)$.

The corollary justifies to refer to the eigenvalue problems $Sv = \lambda v$ as primal problem and $B\Phi^\top \Upsilon w = \lambda w$ as auxiliary problem, respectively.

### 3.4 Singular value decomposition

We have seen that we can compute eigenfunctions corresponding to nonzero eigenvalues of empirical RKHS operators. This can be extended in a straightforward fashion to the singular value decomposition of such operators.

#### 3.4.1 Standard derivation

We apply the eigendecomposition to the self-adjoint operator $S^*S$ to obtain the singular value decomposition of $S$.

**Proposition 3.9.** Let $S : \mathcal{H} \to \mathcal{F}$ with $S = \Psi B\Phi^\top$ be an empirical RKHS operator, where $\Phi = [\phi(x_1), \ldots, \phi(x_m)]$, $\Psi = [\psi(y_1), \ldots, \psi(y_n)]$, and $B \in \mathbb{R}^{n \times m}$. Then the SVD of $S$ is given by

$$S = \sum_{i=1}^r \lambda_i^{1/2} (u_i \otimes v_i),$$

where

$$v_i := (w_i^\top G\Phi w_i)^{-1/2} \Phi w_i,$$
$$u_i := \lambda_i^{-1/2} Sv_i,$$

with the nonzero eigenvalues $\lambda_1, \ldots, \lambda_r \in \mathbb{R}$ of the matrix $MG\Phi \in \mathbb{R}^{m \times m}$ with $M := B^\top G\Phi B \in \mathbb{R}^{m \times m}$ counted with their multiplicities and corresponding eigenvectors $w_1, \ldots, w_r \in \mathbb{R}^m$. 
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Proof. Using Proposition 3.3, the operator

\[ S^*S = \Phi(B^\top G \Phi B) \Phi^\top = \Phi M \Phi^\top \]

is an empirical RKHS operator on \( \mathcal{X} \). Naturally, \( S^*S \) is also positive and self-adjoint. We apply Corollary 3.8 to calculate the normalized eigenfunctions

\[ v_i := \| \Phi w_i \|_\mathcal{X}^{-1} \Phi w_i = (w_i^\top G \Phi w_i)^{-1/2} \Phi w_i \]

of \( S^*S \) by means of the auxiliary problem

\[ MG \Phi w_i = \lambda_i w_i, \quad w_i \in \mathbb{R}^m, \]

for nonzero eigenvalues \( \lambda_i \). We use Lemma 2.2 to establish the connection between the eigenfunctions of \( S^*S \) and singular functions of \( S \) and obtain the desired form for the SVD of \( S \). \( \blacksquare \)

Remark 3.10. As described in Remark 3.5, several different auxiliary problems to compute the eigendecomposition of \( S^*S \) can be derived. As a result, we can reformulate the calculation of the SVD of \( S \) for every possible auxiliary problem.

Example 3.11. We define a probability density on \( \mathbb{R}^2 \) by

\[ p(x, y) = \frac{1}{2} \left( p_1(x) p_2(y) + p_2(x) p_1(y) \right), \]

with

\[ p_1(x) = \frac{1}{\sqrt{2\pi \rho^2}} e^{-\frac{(x-1)^2}{2\rho^2}} \quad \text{and} \quad p_2(x) = \frac{1}{\sqrt{2\pi \rho^2}} e^{-\frac{(x+1)^2}{2\rho^2}}, \]

see Figure 2(a), and draw \( m = n = 10000 \) test points \((x_i, y_i)\) from this density as shown in Figure 2(b). Let us now compute the singular value decomposition of \( \hat{C}_{yx} = \frac{1}{m} \Psi \Phi^\top \), i.e., \( B = \frac{1}{m} I_m \). That is, we have to compute the eigenvalues and eigenvectors of the auxiliary matrix \( \frac{1}{m} G \Phi G \Phi \). Using the normalized Gaussian kernel with bandwidth 0.1 results in singular values \( \sigma_1 \approx 0.47 \) and \( \sigma_2 \approx 0.43 \) and the corresponding right and left singular functions displayed in Figure 2(c) and Figure 2(d). The subsequent singular values are close to zero. Thus, we can approximate \( \hat{C}_{yx} \) by a rank-two operator of the form \( \hat{C}_{yx} \approx \sigma_1 (u_1 \otimes v_1) + \sigma_2 (u_2 \otimes v_2) \), see also Figure 2(e) and Figure 2(f). This is due to the decomposability of the probability density \( p(x, y) \). \( \blacksquare \)

With the aid of the singular value decomposition, we are now, for instance, able to compute low-rank approximations of RKHS operators—e.g., to obtain more compact and smoother representations—or their pseudoinverses. This will be described below. First, however, we show an alternative derivation of the decomposition. Proposition 3.9 gives a numerically computable form of the SVD of the empirical RKHS operator \( S \). Since the auxiliary problem of the eigendecomposition of \( S^*S \) involves several matrix multiplications, the problem might become ill-conditioned.
3.4.2 Block-operator formulation

We now employ the relationship described in Corollary 2.7 between the SVD of the empirical RKHS operator $S : \mathcal{H} \rightarrow \mathcal{F}$ and the eigendecomposition of the block-operator $T : \mathcal{F} \oplus \mathcal{H} \rightarrow \mathcal{F} \oplus \mathcal{H}$, with $(f, h) \mapsto (Sh, S^*f)$.

**Theorem 3.12.** The SVD of the empirical RKHS operator $S = \Psi B\Phi^\top$ is given by

$$S = \sum_{i \in I} \sigma_i \left[ (\|\Psi w_i\|^{-1}_\mathcal{F} \Psi w_i) \otimes (\|\Phi z_i\|^{-1}_\mathcal{H} \Phi z_i) \right],$$

where $\sigma_i$ are the strictly positive eigenvalues and $[w_i \ z_i] \in \mathbb{R}^{n+m}$ the corresponding eigenvectors of the auxiliary matrix

$$\begin{bmatrix} 0 & BG\Phi \\ B^\top G\Phi & 0 \end{bmatrix} \in \mathbb{R}^{(n+m) \times (n+m)}. \quad (5)$$

**Proof.** The operator $T$ defined above can be written in block form as

$$T \begin{bmatrix} f \\ h \end{bmatrix} = \begin{bmatrix} S^* & S \end{bmatrix} \begin{bmatrix} f \\ h \end{bmatrix} = \begin{bmatrix} Sh \\ S^*f \end{bmatrix}. \quad (6)$$

By introducing the block feature matrix $\Lambda := [\Psi \ \Phi]$, we may rewrite (6) as the empirical RKHS operator

$$\Lambda \begin{bmatrix} 0 & B \\ B^\top & 0 \end{bmatrix} \Lambda^\top.$$
Invoking Corollary 3.8 yields the auxiliary problem
\[
\begin{bmatrix}
0 & B \\
B^T & 0
\end{bmatrix}
\Lambda^\top \Lambda =
\begin{bmatrix}
0 & B \\
B^T & 0
\end{bmatrix}
\begin{bmatrix}
G_{\Psi} & 0 \\
0 & G_{\Phi}
\end{bmatrix}
= \begin{bmatrix}
0 & BG_{\Phi} \\
B^T G_{\Psi} & 0
\end{bmatrix}
\in \mathbb{R}^{(n+m)\times(n+m)}
\]
for the eigendecomposition of \( T \). We again emphasize that the block-operator notation has to be used with caution since \( \mathcal{X} \oplus \mathcal{W} \) is an external direct sum. We use Corollary 2.7 to obtain the SVD of \( S \) from the eigendecomposition of \( T \).

Remark 3.13. In matrix analysis and numerical linear algebra, one often computes the SVD of a matrix \( A \in \mathbb{R}^{n \times m} \) through an eigendecomposition of the matrix \( \begin{bmatrix} 0 & A \\ A^T & 0 \end{bmatrix} \). This leads to a symmetric problem, usually simplifying iterative SVD schemes [19]. The auxiliary problem (5), however, is in general not symmetric.

3.5 Low-rank approximation and pseudoinverse

With the aid of the SVD it is now also possible to compute low-rank approximations of operators. This well-known result is called Eckart–Young theorem or Eckart–Young–Mirsky theorem, stating that the finite-rank operator given by the truncated SVD
\[
A_k := \sum_{i=1}^{k} \sigma_i (u_i \otimes v_i)
\]
satisfies the optimality property
\[
A_k = \arg \min_{\text{rank}(B)=k} \| A - B \|_{HS},
\]
see [22] for details. Another application is the computation of the pseudoinverse or Moore–Penrose inverse of operators, defined as \( A^+: \mathcal{X} \to \mathcal{W} \), with
\[
A^+ = \sum_{i=1}^{r} \sigma_i^{-1} (v_i \otimes u_i).
\]
We can thus obtain the solution \( x \in \mathcal{W} \) of the—not necessarily well-posed—inverse problem \( Ax = y \) for \( y \in \mathcal{X} \) through the Moore–Penrose pseudoinverse, i.e.,
\[
A^+ y = \arg \min_{x \in \mathcal{W}} \| Ax - y \|_{\mathcal{X}},
\]
where \( A^+ y \) in \( \mathcal{W} \) is the unique minimizer with minimal norm.

4 Applications

In this section, we describe different operators of the form \( S = \Psi B \Phi^\top \) or \( S = \Phi B \Psi^\top \), respectively, and potential applications. All of the presented examples are empirical estimates of Hilbert–Schmidt RKHS operators. Therefore, the SVD of the given empirical RKHS operators converges to the SVD of their analytical counterparts. For a review of results concerning the convergence and consistency of the estimators, we refer to [13]. Note that in practice the examples below may bear additional challenges such as ill-posed inverse problems and regularization of compact operators.
**Covariance and cross-covariance operator.** The covariance operator $C_{XX} : \mathcal{H} \to \mathcal{H}$ and the cross-covariance operator $C_{YX} : \mathcal{H} \to \mathcal{F}$ are defined by

$$C_{XX} = \int \phi(X) \otimes \phi(X) d\mathbb{P}(X) = \mathbb{E}_X[\phi(X) \otimes \phi(X)],$$

$$C_{YX} = \int \psi(Y) \otimes \phi(X) d\mathbb{P}(Y, X) = \mathbb{E}_{YX}[\psi(Y) \otimes \phi(X)].$$

Kernel (cross)-covariance operators can be regarded as generalizations of (cross-)covariance matrices and are often used in the context of mean embeddings [12]. Given training data $D_{XY} = \{(x_1, y_1), \ldots, (x_n, y_n)\}$ drawn i.i.d. from the joint probability distribution $\mathbb{P}(X, Y)$, we can estimate these operators by

$$\hat{C}_{XX} = \frac{1}{n} \sum_{i=1}^{n} \phi(x_i) \otimes \phi(x_i) = \frac{1}{n} \Phi \Phi^\top$$

and

$$\hat{C}_{YX} = \frac{1}{n} \sum_{i=1}^{n} \psi(y_i) \otimes \phi(x_i) = \frac{1}{n} \Psi \Phi^\top.$$

Thus, $\hat{C}_{XX}$ and $\hat{C}_{YX}$ are empirical RKHS operators with $B = \frac{1}{n} I_n$, where $\Psi = \Phi$ for $\hat{C}_{XX}$.

Decompositions of these operators are demonstrated in Example 3.6 and Example 3.11, respectively, where we show that we can compute approximations of the Mercer feature space and obtain low-rank approximations of operators.

**Conditional mean embedding.** The conditional mean embedding operator is an extension of the mean embedding framework to conditional probability densities, see [13]. The conditional mean embedding for $\mathbb{P}(Y \mid X)$ is given by

$$U_{Y \mid X} = C_{YX} C_{XX}^{-1}.$$

Note that when the joint distribution $\mathbb{P}(X, Y)$ and hence $C_{XX}$ and $C_{YX}$ are unknown, we cannot compute $U_{Y \mid X}$ directly. However, given training data $D_{XY}$ as above, it can be estimated as

$$\hat{U}_{Y \mid X} = \Psi G^{-1} \Phi^\top.$$

This is an empirical RKHS operator, where $B = G^{-1}_\phi$.

**Kernel transfer operators.** Transfer operators such as the Perron–Frobenius operator $P$ and Koopman operator $K$ are frequently used for the analysis of the global dynamics of molecular dynamics and fluid dynamics problems but also for model reduction and control [23]. Approximations of these operators in RHKSs are strongly related to the conditional mean embedding framework [15]. The kernel-based variants $P_k$ and $K_k$ are defined by

$$P_k = C_{XX}^{-1} C_{YX} \quad \text{and} \quad K_k = C_{XX}^{-1} C_{XY}$$

and their empirical estimates by

$$\hat{P}_k = \Psi G^{-1}_\phi G^{-1}_\psi \Phi^\top \quad \text{and} \quad \hat{K}_k = \Phi G^{-1}_\psi \Psi^\top.$$

Both operators can be written as empirical RKHS operators, with $B = G^{-1}_\phi G^{-1}_\psi G_\psi$ and $B = G^{-1}_\phi$, respectively, where $G_\psi = \Phi^\top \Psi$ is a time-lagged Gram matrix. Examples pertaining to the eigendecomposition of kernel transfer operators associated with molecular dynamics and fluid dynamics problems as well as text and video data can be found in [15, 24]. The eigenfunctions and corresponding eigenvalues of kernel transfer operators contain information about the dominant slow dynamics and their implied time-scales.
5 Conclusion

We showed that the eigendecomposition and singular value decomposition of empirical RKHS operators can be obtained by solving associated matrix eigenvalue problems. To underline the practical importance and versatility of RKHS operators, we listed potential applications concerning kernel covariance operators, conditional mean embedding operators, and kernel transfer operators. While we provide the general mathematical theory for the spectral decomposition of RKHS operators, the interpretation of the resulting eigenfunctions or singular functions depends strongly on the problem setting. The eigenfunctions of kernel transfer operators, for instance, can be used to compute conformations of molecules, coherent patterns in fluid flows, slowly evolving structures in video data, or topic clusters in text data [15, 24]. Singular value decompositions of transfer operators might be advantageous for non-equilibrium dynamical systems. Furthermore, the decomposition of the aforementioned operators can be employed to compute low-rank approximations or their pseudoinverses, which might open up novel opportunities in statistics and machine learning. Future work includes analyzing connections to classical methods such as kernel PCA, regularizing finite-rank RKHS operators by truncating small singular values, solving RKHS operator regression problems with the aid of the pseudoinverse, and optimizing numerical schemes to compute the operator SVD by applying iterative schemes and symmetrization approaches.

Acknowledgements

This research has been partially funded by Deutsche Forschungsgemeinschaft (DFG) through grant CRC 1114.

References

[1] H. Hotelling. Analysis of a complex of statistical variables into principal components. *Journal of Educational Psychology*, 24(6):417–441, 1933.

[2] H. Hotelling. Relations between two sets of variates. *Biometrika*, 28(3/4):321–377, 1936.

[3] S. Deerwester, S. Dumais, G. Furnas, T. Landauer, and R. Harshman. Indexing by latent semantic analysis. *Journal of the American Society for Information Science*, 41:391–407, 1990.

[4] D. Hsu, S. M. Kakade, and T. Zhang. A spectral algorithm for learning Hidden Markov Models. *Journal of Computer and System Sciences*, 78:1460–1480, 2012.

[5] M. Reed and B. Simon. *Methods of Mathematical Physics I: Functional Analysis*. Academic Press Inc., 2nd edition, 1980.

[6] N. Aronszajn. Theory of reproducing kernels. *Transactions of the American Mathematical Society*, 68(3):337–404, 1950.
[7] A. Aizerman, E.M. Braverman, and L. Rozoner. Theoretical foundations of the potential function method in pattern recognition learning. *Automation and Remote Control*, 25:821–837, 1964.

[8] A. Berlinet and C. Thomas-Agnan. *Reproducing Kernel Hilbert Spaces in Probability and Statistics*. Kluwer Academic Publishers, 2004.

[9] B. E. Boser, I. M. Guyon, and V. Vapnik. A training algorithm for optimal margin classifiers. *Proceedings of the fifth annual workshop on Computational learning theory*, 1992.

[10] C. Cortes and V. Vapnik. Support-vector networks. In *Machine Learning*, pages 273–297, 1995.

[11] B. Schölkopf, A. Smola, and K.-R. Müller. Nonlinear component analysis as a kernel eigenvalue problem. *Neural Computation*, 10(5):1299–1319, 1998.

[12] A. Smola, A. Gretton, L. Song, and B. Schölkopf. A Hilbert space embedding for distributions. In *Proceedings of the 18th International Conference on Algorithmic Learning Theory*, pages 13–31. Springer-Verlag, 2007.

[13] K. Muandet, K. Fukumizu, B. Sriperumbudur, and B. Schölkopf. Kernel mean embedding of distributions: A review and beyond. *Foundations and Trends in Machine Learning*, 10(1–2):1–141, 2017.

[14] L. Song, J. Huang, A. Smola, and K. Fukumizu. Hilbert space embeddings of conditional distributions with applications to dynamical systems. In *Proceedings of the 26th Annual International Conference on Machine Learning*, pages 961–968, 2009.

[15] S. Klus, I. Schuster, and K. Muandet. Eigendecompositions of transfer operators in reproducing kernel Hilbert spaces. *ArXiv e-prints*, 2017.

[16] P. Koltai, H. Wu, F. Noé, and C. Schütte. Optimal data-driven estimation of generalized Markov state models for non-equilibrium dynamics. *Computation*, 6(1), 2018.

[17] S. Grünewälder, G. Lever, L. Baldassarre, S. Patterson, A. Gretton, and M. Pontil. Conditional mean embeddings as regressors. In *International Conference on Machine Learning*, volume 5, 2012.

[18] J. Weidmann. *Lineare Operatoren in Hilberträumen*. Teubner, 3rd edition, 1976.

[19] G.H. Golub and C.F. Van Loan. *Matrix Computations*. John Hopkins University Press, 4th edition, 2013.

[20] I. Steinwart and A. Christmann. *Support Vector Machines*. Springer, 2008.

[21] B. Schölkopf and A. J. Smola. *Learning with Kernels: Support Vector Machines, Regularization, Optimization and Beyond*. MIT press, Cambridge, USA, 2001.

[22] R. Eubank and T. Hsing. *Theoretical Foundations of Functional Data Analysis with an Introduction to Linear Operators*. Wiley, 1st edition, 2015.
[23] S. Klus, F. Nüske, P. Koltai, H. Wu, I. Kevrekidis, C. Schütte, and F. Nöe. Data-driven model reduction and transfer operator approximation. *Journal of Nonlinear Science*, 2018.

[24] S. Klus, S. Peitz, and I. Schuster. Analyzing high-dimensional time-series data using kernel transfer operator eigenfunctions. *ArXiv e-prints*, 2018.

A Proof of block SVD

*Proof of Lemma 2.6.* Let $A$ admit the SVD given in (2). Then by the definition of $T$, we have

$$T(\pm u_i, v_i) = (Av_i, A^*u_i) = \pm \sigma_i(\pm u_i, v_i)$$

for all $i \in I$. For any element $(f, h) \in \text{span}\{(\pm u_i, v_i)\}_{i \in I}^\perp$, we can immediately deduce

$$0 = \langle (f, h), (\pm u_i, v_i) \rangle_{\mathcal{F}} = \pm \langle f, u_i \rangle_F + \langle h, v_i \rangle_H$$

for all $i \in I$ and hence $f \in \text{span}\{u_i\}_{i \in I}$ and $h \in \text{span}\{v_i\}_{i \in I}^\perp$. Using the SVD of $A$ in (2), we therefore have

$$T|_{\text{span}\{(\pm u_i, v_i)\}_{i \in I}^\perp} = 0.$$

It now remains to show that $\left\{ \frac{1}{\sqrt{2}}(\pm u_i, v_i) \right\}_{i \in I}$ is an orthonormal system in $F \oplus H$, which is clear since $\langle (\pm u_i, v_i), (\pm u_j, v_j) \rangle_{\mathcal{F}} = 2 \delta_{ij}$ and $\langle (-u_i, v_i), (u_j, v_j) \rangle_{\mathcal{H}} = 0$ for all $i, j \in I$. Concluding, $T$ has the form (3) as claimed. ■