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Abstract

A superfield approach to the Becchi-Rouet-Stora-Tyutin (BRST) formalism for the Yang-Mills theory on an \( n \)-dimensional unit sphere, \( S^n_1 \), is developed in a manifestly covariant manner based on the rotational supersymmetry characterized by the supergroup OSp\((n+1\mid 2)\). This is done by employing an \((n+2)\)-dimensional unit supersphere, \( S^{n/2}_1 \), parametrized by \( n \) commutative and 2 anticommutative coordinate variables so that it includes \( S^n_1 \) as a subspace and realizes the OSp\((n+1\mid 2)\) supersymmetry. In this superfield formulation, referred to as the supersphere formulation, the so-called horizontality condition is concisely expressed in terms of the rank-3 field strength tensor of a Yang-Mills superfield on \( S^{n/2}_1 \). The supersphere formulation completely covers the BRST gauge-fixing procedure for the Yang-Mills theory on \( S^n_1 \) provided by us [R. Banerjee and S. Deguchi, Phys. Lett. B 632 (2006) 579, arXiv:hep-th/0509161]. Furthermore, this formulation admits the (massive) Curci-Ferrari model defined on \( S^n_1 \), describing the gauge-fixing and mass terms on \( S^n_1 \) together as a mass term on \( S^{n/2}_1 \).
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I. INTRODUCTION

Manifestly $O(n+1)$ covariant formulation of gauge theories on an $n$-dimensional sphere, $S^n$, has been studied in various contexts [1–8] since Adler developed the $O(5)$ covariant formulation of QED (quantum electrodynamics) on $S^4$ [1]. In earlier studies of QED and the Yang-Mills theory formulated in manifestly $O(n+1)$ covariant forms [2, 3], an unconventional gauge-fixing term was introduced into the actions in such a way that it leads to the gauge-fixing condition proposed by Adler [1]. The associated Faddeev-Popov (FP) ghost term was also found in somewhat complicated manner. However, the Becchi-Rouet-Stora-Tyutin (BRST) symmetry and the BRST invariance principle were not considered there.

Recently, the gauge-fixing procedure based on the BRST invariance principle (or simply BRST gauge-fixing procedure) [10, 11] has been applied to the Yang-Mills theory on $S^n$ in a manner such that manifestly $O(n+1)$ covariance is maintained [8]. In this approach, the gauge-fixing condition proposed by Adler was generalized to incorporate a gauge parameter. However, the generalized Adler condition was not used in its own form, because this condition has an extra free index and hence is not appropriate for the ordinary first-order formalism of gauge fixing [12]. To avoid this difficulty, the BRST gauge-fixing procedure for the Yang-Mills theory on $S^n$ adopted a gauge-fixing condition that is equivalent to the generalized Adler condition, but does not have extra free indices. The equivalence of the two conditions was proven in an elegant manner [8], and consequently the condition adopted was recognized to be an alternative form of the generalized Adler condition. With the appropriate gauge-fixing condition, the sum of gauge-fixing and FP ghost terms was defined as a coboundary term with respect to the BRST transformation satisfying the nilpotency property. Then, it was shown that the total action with these gauge-fixing and FP ghost terms yields the field equations on $S^n$ that have manifestly $O(n+1)$ covariant or invariant forms. Also, it was demonstrated, with the aid of conformal Killing vectors [7], that the field equations on $S^n$ reduce, in the large radius limit of $S^n$, to corresponding equations in the Yang-Mills theory on $n$-dimensional Euclidian space.

Having established the BRST formalism for the Yang-Mills theory on $S^n$, it is natural to ask how this formalism is described in geometrical terms of superspace. For the Yang-Mills theory on the flat space, there have been several sorts of superfield approaches to the BRST formalism [17–19]. The approach developed in Refs. [17] begins with the flat superspace with two anticommutative coordinate variables and introduces a generalized Yang-Mills field, referred to as a Yang-Mills superfield, into the superspace. The (anti-)BRST transformation rules of the ordinary Yang-Mills and FP (anti-)ghost fields are realized in this approach as the so-called horizonality condition imposed on the field strength of the Yang-Mills super-
field. (Superfield approaches without the horizontality condition have been developed in Refs. [18, 19].) In the superfield formulation in Refs. [17], the nilpotency and anticommutativity properties of the BRST and anti-BRST transformations are understood from the anticommuting property of the anticommutative coordinate variables. Also, the gauge-fixing term that has the form of a double coboundary term with respect to both the BRST and anti-BRST transformations can be expressed as a mass term for the Yang-Mills superfield.

The purpose of the present paper is to develop a superfield approach to the BRST formalism for the Yang-Mills theory on \( S^n \). To this end, we first note the fact that the Yang-Mills theory on \( S^n \) treats angular momentum operators as more fundamental operators than usual derivative operators, because translations on \( S^n \) are performed by rotations. Correspondingly, the field strength of the Yang-Mills field on \( S^n \) is defined as a totally antisymmetric tensor of rank 3, rather than the usual field strength tensor of rank 2 [3–8]. Therefore it follows that the superspace generalization of the Yang-Mills theory on \( S^n \) necessarily involves the rank-3 field strength tensor for the Yang-Mills superfield on a superspace. In the ordinary superfield formulation mentioned above, the horizontality condition is imposed on the field strength of the Yang-Mills superfield. Following this, in the present approach, we impose a horizontality condition on the rank-3 field strength tensor of the Yang-Mills superfield.

Now it is clear that the flat superspace is not appropriate for the superfield formulation of the Yang-Mills theory on \( S^n \). A desirable superspace (or supermanifold) must include \( S^n \) as a subspace, and furthermore it must possess supersymmetry that is a generalization of the rotational symmetry characterized by the orthogonal group \( O(n+1) \). Such a superspace has already been considered in some different contexts [13, 14], and nowadays it is known as the *supersphere*. The present paper employs the \((n+2)\)-dimensional supersphere, \( S^{n|2} \), which is parametrized by \( n \) commutative and 2 anticommutative coordinate variables. As expected, \( S^{n|2} \) includes \( S^n \), and possesses the rotational supersymmetry characterized by the orthosymplectic supergroup \( \text{OSp}(n+1|2) \) [15, 16]. Generalized angular momentum operators are realized on \( S^{n|2} \) as generators of \( \text{OSp}(n+1|2) \), with which we can define the rank-3 field strength tensor for the Yang-Mills superfield on \( S^{n|2} \).

In our superfield formulation based on the supersphere \( S^{n|2} \) (or simply *supersphere formulation*), the horizontality condition is thus imposed on the rank-3 field strength tensor of the Yang-Mills superfield on \( S^{n|2} \). As will be seen later, the horizontality condition takes a concise form, \( \hat{F}_{a\beta\gamma} = 0 \). (Here, \( a \) is an index for the commutative coordinates, while \( \beta \) and \( \gamma \) are indices for the anticommutative coordinates.) This yields relations among some of the component fields on \( S^n \) that are given as expansion coefficients of the Taylor series expansion of the Yang-Mills superfield with respect to the anticommutative coordinate variables. The
zeroth-order terms of this Taylor series are eventually identified with the Yang-Mills and FP (anti-)ghost fields on $S^n$, up to constants. Their (anti-)BRST transformation rules can be derived from the relations among the component fields. The BRST transformation rules obtained through this procedure are identical to those found in a previous paper [8].

The action for the Yang-Mills field on $S^n$ is defined from the Yang-Mills field strength tensor of rank-3 [3–8]. This action can be expressed as an action for the Yang-Mills superfield on $S^{n|2}$ that is written in terms of its rank-3 field strength tensor supplemented with the horizontality condition. The gauge-fixing term on $S^n$ that takes the form of a double coboundary term with respect to the BRST and anti-BRST transformations can be expressed as a generalized mass term for the Yang-Mills superfield on $S^{n|2}$, not as the (naive) mass term for it. With a suitable choice of constant parameters, the generalized mass term can also reduce to the sum of the double-coboundary gauge-fixing term and a mass term for the Yang-Mills and (anti-)FP ghost fields on $S^n$. The mass term found here is shown to be the Curci-Ferrari mass term [21, 22] defined on $S^n$. In this sense, the supersphere formulation admits the (massive) Curci-Ferrari model on $S^n$. In a particular case, the generalized mass term becomes the naive mass term for the Yang-Mills superfield on $S^{n|2}$. Remarkably, this term yields the Curci-Ferrari mass term with definite mass values that depend only on space dimension $n$. This can be understood as a reflection of the OSp($n + 1|2$) symmetry of the naive mass term.

The present paper is organized as follows: Section 2 provides a brief review of the manifestly O($n + 1$) covariant formulation of the Yang-Mills theory on an $n$-dimensional unit sphere, $S^n_1$ [*1]. The BRST gauge-fixing procedure for this theory is explained in detail. In section 3, an $(n + 2)$-dimensional unit supersphere, $S^{n|2}_1$, is defined based on Refs. [13]; also, embedding $S^n_1$ in $S^{n|2}_1$ is carried out so that $S^n_1$ can be a subspace of $S^{n|2}_1$. Section 4 introduces a Yang-Mills superfield into $S^{n|2}_1$ and treats its component fields defined on $S^n_1$. The tensor components of the rank-3 field strength tensor of this Yang-Mills superfield are expressed in terms of the component fields. Section 5 analyses the above-mentioned horizontality condition $\hat{F}_{a\beta\gamma} = 0$, showing that it indeed yields the (anti-)BRST transformation rules of the relevant fields on $S^n_1$. Section 6 presents a modified Yang-Mills action on $S^{n|2}_1$ that turns out to be the Yang-Mills action on $S^n_1$. Section 7 considers two gauge-fixing terms expressed as mass terms for the Yang-Mills superfield on $S^{n|2}_1$. It is demonstrated there that one of the gauge-fixing terms, with a vanishing condition of constant parameters, turns out to be a generalization of the gauge-fixing term proposed in Ref. [8]. Section 8 shows that

[*1] In the present paper, the radii of $S^n$ and $S^{n|2}$ are assumed to be unity for simplicity. This choice does not lose generalities.
the supersphere formulation admits the Curci-Ferrari model on $S^n_1$. Section 9 is devoted to a summary and discussion.

II. YANG-MILLS THEORY ON SPHERE (A BRIEF REVIEW)

In this section, we briefly review a manifestly $O(n+1)$ covariant formulation of the Yang-Mills theory on an $n$-dimensional sphere [1, 4–8] for the convenience of later studies.

Let us consider an $n$-dimensional unit sphere $S^n_1$ embedded in $(n + 1)$-dimensional Euclidean space $\mathbb{R}^{n+1}$. The sphere $S^n_1$ is characterized by the following constraint imposed on Cartesian coordinates $(r_a)$ ($a = 1, 2, \ldots, n+1$) on $\mathbb{R}^{n+1}$:

$$r_a r_a = r_\mu r_\mu + (r_{n+1})^2 = 1.$$  \hspace{1cm} (2.1)

We can use $(r_\mu)$ ($\mu = 1, 2, \ldots, n; 0 \leq r_\mu r_\mu \leq 1$) as local coordinates on $S^n_1$, treating $r_{n+1} = \pm \sqrt{1 - r_\mu r_\mu}$ as a dependent variable. In terms of the independent variables $(r_\mu)$, the generators of $O(n+1)$ (or the angular momentum operators) $L_{ab}$ read

$$L_{\mu\nu} = -i (r_\mu \partial_\nu - r_\nu \partial_\mu), \quad \partial_\mu \equiv \frac{\partial}{\partial r_\mu},$$  \hspace{1cm} (2.2)

$$L_{\mu(n+1)} = -L_{(n+1)\mu} = ir_{n+1} \partial_\mu,$$  \hspace{1cm} (2.3)

or more concisely

$$L_{ab} = -i (r_a \partial_b - r_b \partial_a), \quad \partial_a \equiv \delta_{a\mu} \partial_\mu.$$  \hspace{1cm} (2.4)

Noting that

$$\frac{\partial r_{n+1}}{\partial r_\mu} = \frac{r_\mu}{r_{n+1}},$$  \hspace{1cm} (2.5)

we can show that the generators in Eqs. (2.2) and (2.3) satisfy the commutation relations of the $O(n+1)$ Lie algebra,

$$[L_{ab}, L_{cd}] = i(\delta_{ac} L_{bd} - \delta_{bc} L_{ad} - \delta_{ad} L_{bc} + \delta_{bd} L_{ac}).$$  \hspace{1cm} (2.6)

Let $\hat{A}_a$ be a (Hermitian) Yang-Mills field on $S^n_1$ that takes values in a compact semisimple Lie algebra $\mathfrak{g}$; $\hat{A}_a$ can be expanded as $\hat{A}_a = \sum_{\alpha=1}^{\dim \mathfrak{g}} \hat{A}_a^i T_i$ in terms of the Hermitian basis \{ $T_i$ \} of $\mathfrak{g}$ which satisfy the commutation relations $[T_i, T_j] = if_{ij}^k T_k$ and the normalization

[2] The indices $a, b, c, d,$ and $e$ run from 1 to $n + 1$, while the indices $\mu$ and $\nu$ run from 1 to $n$. 
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conditions $\text{Tr}(T_i T_j) = \delta_{ij}$ [*3]. We can regard $\hat{A}_a$ as a function of the independent variables $(r_\mu)$. The Yang-Mills field $\hat{A}_a$ is assumed to live on the tangent space, $\mathfrak{F}_P S^n$, at a point $P(r_\mu)$ on $S^n$ by imposing the transversality condition

$$r_a \hat{A}_a = 0. \quad (2.7)$$

This implies that one component of $(\hat{A}_a)$, for instance $\hat{A}_{n+1}$, depends on the other components, such as $\hat{A}_{n+1} = -(r_\mu \hat{A}_\mu)/r_{n+1}$. The infinitesimal gauge transformation of $\hat{A}_a$ is given by [7, 8]

$$\delta_\lambda \hat{A}_a = i r_b \mathcal{L}_{ba} \lambda = P_{ab} \hat{D}_b \lambda, \quad (2.8)$$

where $\lambda$ is an infinitesimal function taking values in $\mathfrak{g}$, $\mathcal{L}_{ab}$ are covariantized angular momentum operators

$$\mathcal{L}_{ab} \equiv L_{ab} - [r_a \hat{A}_b - r_b \hat{A}_a, ] = -i(r_a \hat{D}_b - r_b \hat{D}_a), \quad (2.9)$$

while $P_{ab}$ and $\hat{D}_a$ are the tangential projection operator and the covariant derivative, respectively:

$$P_{ab} \equiv \delta_{ab} - r_a r_b, \quad (2.10)$$

$$\hat{D}_a \equiv \partial_a - i[\hat{A}_a, ]. \quad (2.11)$$

The projection operator $P_{ab}$ in Eq. (2.8) guarantees that the Yang-Mills field transformed according to the rule (2.8), i.e., $\hat{A}_a + \delta_\lambda \hat{A}_a$, lives on the tangent space $\mathfrak{F}_P S^n$.

As has been emphasized in the literature [4, 5, 7, 8], the field strength of $\hat{A}_a$ can be written in a manifestly $O(n+1)$ covariant form:

$$\hat{F}_{abc} = i(L_{ab} \hat{A}_c - r_a [\hat{A}_b, \hat{A}_c])$$

$$+ \text{cyclic permutations in } (a, b, c) \quad (2.12a)$$

$$= r_a \hat{F}_{bc} + r_b \hat{F}_{ca} + r_c \hat{F}_{ab}, \quad (2.12b)$$

where $\hat{F}_{ab}$ is defined by

$$\hat{F}_{ab} = \partial_a \hat{A}_b - \partial_b \hat{A}_a - i[\hat{A}_a, \hat{A}_b]. \quad (2.13)$$

Although $\hat{F}_{ab}$ transforms inhomogeneously under the gauge transformation (2.8), i.e.,

$$\delta_\lambda \hat{F}_{ab} = -i[\hat{F}_{ab}, \lambda] + r_a \left( \hat{D}_b + \frac{1}{r_{n+1}} \delta_{b(n+1)} \right) (r_\mu \partial_\mu \lambda)$$

$$- r_b \left( \hat{D}_a + \frac{1}{r_{n+1}} \delta_{a(n+1)} \right) (r_\mu \partial_\mu \lambda), \quad (2.14)$$

[*3] The indices $i, j$, and $k$ run from 1 to dim $g$. 
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the rank-3 tensor $\hat{F}_{abc}$ transforms homogeneously [8]:

$$\delta_{\lambda}\hat{F}_{abc} = -i[\hat{F}_{abc}, \lambda].$$

(2.15)

Thus $\hat{F}_{abc}$ has the property of field strength. With the field strength $\hat{F}_{abc}$, the Yang-Mills action for $\hat{A}_a$ is written as

$$S_{YM} = \int d^n\Omega \left[ -\frac{1}{12} \text{Tr}(\hat{F}_{abc}\hat{F}_{abc}) \right],$$

(2.16)

where $d^n\Omega$ is an invariant measure on $S^n_1$ defined by

$$d^n\Omega \equiv \frac{1}{|r_{n+1}|} \prod_{\mu=1}^n dr_\mu.$$  

(2.17)

Obviously, the action $S_{YM}$ is gauge invariant. The variation of $S_{YM}$ with respect to $\hat{A}_a$ gives a Yang-Mills equation of the form $L_{ab}\hat{F}_{abc} = 0$.

In order to investigate quantum-theoretical properties of the Yang-Mills theory on $S^n_1$, it is necessary to introduce a suitable gauge-fixing condition to the theory. The Adler condition, $iL_{ab}\hat{A}_b = \hat{A}_a$, has been adopted in QED on $S^n_1$ [1, 2] and in the Yang-Mills theory on $S^n_1$ [3] as a convenient gauge-fixing condition. (Adler proposed this condition in a study of QED on $S^4_1$[1].) The Adler condition can be generalized in such a manner that the generalized one contains a gauge parameter $\alpha$:

$$iL_{ab}\hat{A}_b + \alpha \hat{B} = \hat{A}_a,$$

(2.18)

where $\hat{B}$ is the Nakanishi-Lautrup field on $S^n_1$. This condition is expected to be useful for various studies of the Yang-Mills theory on $S^n_1$. However, the form of Eq. (2.18) itself is not desirable for the ordinary first-order formalism of gauge fixing [12], because Eq. (2.18) has an extra free index $a$ in comparison with the well-known (generalized) Lorentz condition $\partial_\mu A_\mu + \alpha B = 0$. To avoid trouble with such an extra index, an alternative form of Eq. (2.18),

$$ir_aL_{ab}\hat{A}_b + \alpha \hat{B} = 0,$$

(2.19)

was considered in Ref. [8]. A simple way of observing the compatibility between Eqs. (2.18) and (2.19) is to contract Eq. (2.18) by $r_a$. This immediately yields Eq. (2.19) using Eqs. (2.1) and (2.7). (A complete proof of the equivalence between Eqs. (2.18) and (2.19) was given in Ref. [8].) Equation (2.19) is appropriate for the BRST gauge-fixing procedure [10, 11]. In fact, Eq. (2.19) can be incorporated into the sum of gauge-fixing (GF) and
Faddeev-Popov (FP) ghost terms (or simply the gauge-fixing term) written in the BRST-coboundary form

\[ S_{GF} = \int d^n \Omega \left\{ - i \delta \text{Tr} \left[ \hat{C} \left( ir_a L_{ab} \hat{A}_b + \frac{\alpha}{2} \hat{B} \right) \right] \right\}. \] (2.20)

The BRST transformation, denoted by \( \delta \), is defined by

\[ \delta \hat{A}_a = i r_b L_{ba} \hat{C} = P_{ab} \hat{D}_b \hat{C}, \] (2.21)
\[ \delta \hat{C} = i \frac{1}{2} \{ \hat{C}, \hat{C} \}, \] (2.22)
\[ \delta \hat{B} = i \hat{B}, \] (2.23)
\[ \delta \hat{B} = 0, \] (2.24)

where \( \hat{C} \) and \( \hat{C} \) are the FP ghost and anti-ghost fields, respectively. The transformation rule (2.21) is defined by replacing \( \lambda \) in Eq. (2.8) by \( \hat{C} \). The nilpotency property \( \delta^2 = 0 \) is valid for all the fields. In particular, \( \delta^2 \hat{A}_a = 0 \) is verified by using the property \( P_{ac} P_{cb} = P_{ab} \). The BRST invariance of \( S_{GF} \) is guaranteed by the nilpotency of \( \delta \), while that of \( S_{YM} \) is evident from its gauge invariance.

Carrying out the BRST transformation contained in the right-hand side of Eq. (2.20), we have

\[ S_{GF} = \int d^n \Omega \text{Tr} \left[ \hat{B} ir_a L_{ab} \hat{A}_b + \frac{\alpha}{2} \hat{B}^2 - \frac{1}{2} i \hat{C} L_{ab} L_{ab} \hat{C} \right]. \] (2.25)

Here the formula

\[ r_a L_{ac}(r_b L_{bc}) = \frac{1}{2} L_{ab} L_{ab} \] (2.26)

has been used. Integrating by parts over \( (r_\mu) \) and using Eqs. (2.1), (2.5) and (2.7), we can rewrite Eq. (2.25) as

\[ S_{GF} = \int d^n \Omega \text{Tr} \left[ - (ir_b L_{ba} \hat{B}) \hat{A}_a + \frac{\alpha}{2} \hat{B}^2 + (ir_b L_{ba} \hat{C}) r_c L_{ca} \hat{C} \right], \] (2.27)

where no existence of singularities of the fields has been assumed. Carrying out integration by parts again in Eq. (2.27) leads to

\[ S_{GF} = \int d^n \Omega \text{Tr} \left[ \hat{B} ir_a L_{ab} \hat{A}_b + \frac{\alpha}{2} \hat{B}^2 - \frac{1}{2} i (L_{ab} L_{ab} \hat{C}) \hat{C} \right], \] (2.28)

by using the formula

\[ r_a L_{ac}(r_b L_{bc}) = \frac{1}{2} L_{ab} L_{ab}. \] (2.29)
From the total action
\[ S = S_{YM} + S_{GF}, \] (2.30)
the Euler-Lagrange equations for \( \hat{A}_a, \hat{B}, \hat{C}, \) and \( \hat{C} \) are derived, respectively, as
\[ \frac{i}{2} \mathcal{L}_{ab} \hat{F}_{abc} = ir_b L_{bc} \hat{B} - \{ ir_b L_{bc} \hat{C}, \hat{C} \}, \] (2.31)
\[ ir_a L_{ab} \hat{A}_b + \alpha \hat{B} = 0, \] (2.32)
\[ L_{ab} \mathcal{L}_{ab} \hat{C} = 0, \] (2.33)
\[ \mathcal{L}_{ab} L_{ab} \hat{C} = 0. \] (2.34)

Note here that the gauge-fixing condition (2.19) has been obtained by varying \( S_{GF} \) with respect to \( \hat{B}. \) Applying \( ir_a L_{de} \) to Eq. (2.31) and contracting the indices \( c \) and \( e \) yield
\[ \mathcal{L}_{ab} L_{ab} \hat{B} = \{ L_{ab} \hat{C}, \mathcal{L}_{ab} \hat{C} \} \] (2.35)
after using Eqs. (2.1), (2.29) and (2.34). The field equations (2.31)–(2.35) have manifestly \( O(n+1) \) covariant or invariant forms. They are the spherical analogues of the field equations on the flat space presented in the literature \([9, 11]\).

Provided that \( \alpha \neq 0, \) we can eliminate the Nakanishi-Lautrup field \( \hat{B} \) from Eq. (2.25) using Eq. (2.32) to obtain
\[ S'_{GF} = \int d^n \Omega \text{Tr} \left[ -\frac{1}{2\alpha} (ir_a L_{ab} \hat{A}_b)^2 - \frac{1}{2} i \hat{C} L_{ab} \mathcal{L}_{ab} \hat{C} \right]. \] (2.36)
Carrying out integration by parts over \( (r_\mu) \) and using Eqs. (2.1), (2.5) and (2.7), we can show that
\[ \int d^n \Omega (ir_a L_{ab} \hat{A}_b)^2 = -\int d^n \Omega \hat{A}_a \partial_a (ir_b L_{bc} \hat{A}_c) = -\int d^n \Omega \hat{A}_a (L_{ac} L_{cb} + iL_{ab}) \hat{A}_b = -\int d^n \Omega \hat{A}_a (L_{ac} L_{cb} + \delta_{ab}) \hat{A}_b. \] (2.37)
Here, the identity
\[ \hat{A}_a (iL_{ab} \hat{A}_b - \hat{A}_a) = 0 \] (2.38)
has been used in the last equality. The identity (2.38) is readily proven by using Eq. (2.7) and its derivative with respect to \( r_\mu: \) \( r_b \partial_a \hat{A}_b = -\hat{A}_a + (r_a/r_{n+1}) \hat{A}_{n+1} \) \([8]\). Substituting Eq. (2.37) into Eq. (2.36) leads to
\[ S'_{GF} = \int d^n \Omega \text{Tr} \left[ \frac{1}{2\alpha} \hat{A}_a (L_{ac} L_{cb} + \delta_{ab}) \hat{A}_b - \frac{1}{2} i \hat{C} L_{ab} \mathcal{L}_{ab} \hat{C} \right]. \] (2.39)
By using Eq. (2.38), Eq. (2.39) can be written

\[ S_{GF}' = \int d^n \Omega \text{Tr} \left[ \frac{1}{2} \hat{A}_a (L_{ac} + i \delta_{ac}) \{ L_{cb} + i (n - 2) \delta_{cb} \} \hat{A}_b - \frac{1}{2} i \hat{C} L_{ab} \mathcal{L}_{ab} \hat{C} \right] \quad (2.40) \]

\[ = \int d^n \Omega \text{Tr} \left[ \frac{1}{2} \hat{A}_a (L_{ac} + i \delta_{ac}) (L_{cb} + i \delta_{cb}) \hat{A}_b - \frac{1}{2} i \hat{\bar{C}} L_{ab} \mathcal{L}_{ab} \hat{C} \right] \quad (2.41) \]

Equations (2.40) and (2.41) are identical to the gauge-fixing terms adopted in earlier studies [2, 3].

III. SUPERSPHERE

In this section, we define a supersphere (or a supersymmetric sphere) and consider its associated symmetry group [13, 14].

Let \( R^{n+1|2} \) be the \((n + 1 + 2)\)-dimensional Euclidian superspace with the Cartesian coordinate system \( (\rho^A) = (\rho^a, \bar{\xi}, \xi) (A = 1, 2, \ldots, n + 1, -1, -2) \) that consists of commutative real numbers \( (\rho^a) \) and anticommutative real numbers \( (\rho^{-1}, \rho^{-2}) \equiv (\bar{\xi}, \xi) \). (The complex conjugate of \( \bar{\xi} \xi \) is defined by \( (\bar{\xi} \xi)^* = \xi^* \bar{\xi}^* \) [16], so that \( \bar{\xi} \xi \) is purely imaginary.) An \((n + 2)\)-dimensional unit supersphere \( S_n^{1|2} \) embedded in \( R^{n+1|2} \) is defined by the constraint [13]

\[ \rho^A g_{AB} \rho^B \equiv \rho^\mu \rho^\mu + (\rho^{n+1})^2 - 2 i \bar{\xi} \xi = 1. \quad (3.1) \]

Here \( g_{AB} \) is a metric tensor on \( R^{n+1|2} \) whose non-vanishing components are

\[ g_{11} = g_{22} = \cdots = g_{(n+1)(n+1)} = 1, \quad g_{-1-2} = -g_{-2-1} = -i. \quad (3.2) \]

The set of the linear transformations that leave \( \rho^A g_{AB} \rho^B \) invariant forms the orthosymplectic supergroup \( \text{OSp}(n + 1|2) \) [15, 16]. By imposing the constraint (3.1) to the superspace coordinates \( (\rho^A) \), the \( \text{OSp}(n+1|2) \) symmetry that is linearly realized in \( R^{n+1|2} \) is broken into the linear symmetry characterized by the subgroup \( \text{OSp}(n|2) \). In this sense, the supersphere \( S_n^{1|2} \) can be represented as the coset superspace \( \text{OSp}(n+1|2)/\text{OSp}(n|2) \) [13]. This is precisely a supersymmetric generalization of the coset space \( \text{O}(n + 1)/\text{O}(n) \), which can be identified with the sphere \( S_n^1 \). The \( \text{OSp}(n + 1|2) \) symmetry is realized on \( S_n^{1|2} \) in a nonlinear way, as will be mentioned under Eq. (3.13). Having imposed the constraint (3.1) on \( (\rho^A) \), we can use \( (\rho^M) = (\rho^a, \bar{\xi}, \xi) (M = 1, 2, \ldots, n, -1, -2) \) as local coordinates on \( S_n^{1|2} \), treating \( \rho^{n+1} = \pm (1 - \rho^\mu \rho^\mu + 2 i \bar{\xi} \xi)^{1/2} \) as a dependent variable \([*4]\).

\[ [*4] \] The indices \( A, B, C, \) and \( D \) run from \(-2\) to \( n + 1 \) except for 0, while the indices \( M \) and \( N \) run from \(-2\) to \( n \) except for 0.
We now rewrite this expression as

\[ \rho^{n+1} = \pm (1 - \rho^n \rho^\mu)^{1/2} \pm (1 - \rho^n \rho^\mu)^{-1/2} i \xi \xi. \]  

(3.3)

Thereby it becomes clear that because \( \rho^{n+1} \) is purely real, the \( \rho^n \rho^\mu \) has to be in the interval \( 0 \leq \rho^n \rho^\mu \leq 1 \). By virtue of this, it is possible to embed the sphere \( S^n_1 \) in the supersphere \( S^{n/2}_1 \) by identifying \( \rho^n \rho^\mu \) with the coordinates \( r^\mu \) on \( S^n_1 \) by simply setting \( \rho^\mu = r^\mu \). (Recall here that \( 0 \leq r^\mu r^\mu \leq 1 \).) As a result, \( S^n_1 \) is considered to be a commutative subspace of \( S^{n/2}_1 \).

It is easy to see that the dependent variables \( \rho^{n+1} \) and \( r^{n+1} = \pm \sqrt{1 - r^\mu r^\mu} \) are related by

\[ \rho^{n+1} = r^{n+1} - i \xi \xi / r^{n+1}, \quad r^{n+1} = \rho^{n+1} + i \xi \xi / \rho^{n+1}. \]  

(3.4)

The relation \( \rho^\mu = r^\mu \) and Eq. (3.4) are brought together in the expressions

\[ \rho^a = r_a - \delta_{a(n+1)} i \xi \xi / r^{n+1}, \]  

(3.5)

\[ r_a = \rho^a + \delta_{a(n+1)} i \xi \xi / \rho^{n+1}. \]  

(3.6)

In terms of the coordinates \( (\rho^M) \), the generators of OSp\((n + 1|2)\), denoted by \( J_{AB} \), are represented as

\[ J_{MN} = -i \left( \rho_M \partial_N - (-1)^{|M| |N|} \rho_N \partial_M \right), \quad \rho_M \equiv g_{MN} \rho^N, \quad \partial_M \equiv \partial / \partial \rho^M, \]  

(3.7)

\[ J_{M(n+1)} = -J_{(n+1)M} = i \rho_{n+1} \partial_M, \quad \rho_{n+1} \equiv \rho^{n+1}, \]  

(3.8)

or more concisely

\[ J_{AB} = -i \left( \rho_A \partial_B - (-1)^{|A| |B|} \rho_B \partial_A \right), \quad \partial_A \equiv \delta_A^M \partial_M. \]  

(3.9)

Here, \( |A| \) is a function of \( A \), called its Grassmann parity, defined as \( |A| = 0 \) for \( A = 1, 2, \ldots, n + 1 \), and \( |A| = 1 \) for \( A = -1, -2 \). The derivatives \( \partial_{-1} \) and \( \partial_{-2} \) denote left derivatives. The generators \( J_{AB} \) can be expressed more concretely as

\[ J_{ab} = -i (\rho_a \partial_b - \rho_b \partial_a), \]  

(3.10a)

\[ J_{a-1} = -J_{-1a} = -i \rho_a \partial_\xi + \xi \partial_a, \]  

(3.10b)

\[ J_{a-2} = -J_{-2a} = -i \rho_a \partial_\xi - \xi \partial_a, \]  

(3.10c)

\[ J_{-1-1} = -2 \xi \partial_\xi, \quad J_{-2-2} = 2 \xi \partial_\xi, \]  

(3.10d)

\[ J_{-1-2} = J_{-2-1} = -\xi \partial_\xi + \bar{\xi} \partial_\bar{\xi}, \]  

(3.10e)
where \( \partial_a \equiv \delta_a^\mu \partial / \partial \rho^\mu \), \( \partial_\xi \equiv \partial / \partial \xi \) (= \( \partial_{-1} \)), and \( \partial_\xi \equiv \partial / \partial \xi \) (= \( \partial_{-2} \)). Using Eq. (3.5), \( J_{ab} \) can be written

\[
J_{ab} = L_{ab} - \frac{\xi \bar{\xi}}{r_{n+1}} (\delta_{a(n+1)} \partial_b - \delta_{b(n+1)} \partial_a),
\]

with \( L_{ab} \) in Eq. (2.4). Note here that \( J_{\mu\nu} \) is equal to \( L_{\mu\nu} \), whereas \( J_{\mu(n+1)} \) is not equal to \( L_{\mu(n+1)} \). Using

\[
\frac{\partial \rho_{n+1}}{\partial \rho^M} = -\frac{\rho_M}{\rho_{n+1}},
\]

we can show that the generators in Eqs. (3.7) and (3.8) satisfy the supercommutation relations of the OSp\((n+1/2)\) super Lie algebra,

\[
\{J_{AB}, J_{CD}\} \equiv J_{AB}J_{CD} - (-1)^{|A|+|B|(|C|+|D|)} J_{CD}J_{AB}
\]

\[
= i((-1)^{|B|+|C|} g_{AC} J_{BD} - (-1)^{|A|+|B|+|C|} g_{BC} J_{AD}
\]

\[
- (-1)^{|B|+|C|+|D|} g_{AD} J_{BC} + (-1)^{|A|+|B|+|C|+|D|} g_{BD} J_{AC}),
\]

Thus, the OSp\((n+1/2)\) symmetry is realized on \( S_1^{n|2} \). Because \( J_{M(n+1)} \) is nonlinear with respect to \( \rho^N \), one says that this symmetry is nonlinearly realized. It is now clear that the generators \( \{J_{ab}\} \) generate the Lie group O\((n+1)\), while the generators \( J_{-1-1}, J_{-1-2}, \) and \( J_{2-2} \) generate the Lie group Sp\((2)\). The remainders \( J_{a-1} \) and \( J_{a-2} \) are generators of the rotational supersymmetry.

**IV. YANG-MILLS SUPERFIELD ON SUPERSPHERE**

This section treats a Yang-Mills field on the supersphere \( S_1^{n|2} \) and its component fields. Because the Yang-Mills field on \( S_1^{n|2} \) is a superfield, we shall refer to it as the Yang-Mills superfield. The tensor components of the rank-3 field strength tensor of the Yang-Mills superfield will be written in terms of the component fields.

Let \( \hat{A}_A \) be a (Hermitian) Yang-Mills superfield on \( S_1^{n|2} \) that takes values in the Lie algebra \( g \). Then, similarly to the Yang-Mills field \( \hat{A}_a \) on \( S_1^n \), the superfield \( \hat{A}_A \) can be expanded as \( \hat{A}_A = \hat{A}_A^i T^i \). Because \( \hat{A}_a \) is associated with \( \partial_a \), it is a commutative superfield, while because \( \hat{A}_{-1} \) and \( \hat{A}_{-2} \) are associated with \( \partial_{-1} \) and \( \partial_{-2} \), respectively, they are anticommutative superfields. The Yang-Mills superfield \( \hat{A}_A = \hat{A}_A (\rho^M) \) can be expanded about \( \bar{\xi} = \xi = 0 \) in the sense of the Taylor expansion:

\[
\hat{A}_A (\rho^\mu, \bar{\xi}, \xi) = \hat{A}_A (\rho^\mu, 0, 0) + \bar{\xi} (\partial_\xi \hat{A}_A)_0 + \xi (\partial_\xi \hat{A}_A)_0 + \bar{\xi} \xi (\partial^2 \hat{A}_A)_0,
\]

(4.1)
As usual, we assign the ghost numbers 0, 1 and $-1$ to $\hat{A}_a$, $\hat{C}$, and $\hat{\bar{C}}$, respectively [9, 11]. Then, it is natural to assign the ghost numbers 0, 1, and $-1$ also to $\rho^a$, $\xi$, and $\bar{\xi}$, respectively, in such a way that $\rho^A \hat{A}_A$ has the definite ghost number 0.

All the expansion coefficients in Eq. (4.1) are functions of $(\rho^\mu)$ and may be referred to as the component fields of $\hat{A}_A(\rho^M)$. Because $\rho^\mu = r_\mu$, these fields are functions of $(r_\mu)$, and hence they are regarded as fields on $S_1^n$. As will be confirmed later, the vector field $\hat{A}_a(\rho^\mu, 0, 0)$ is identified with the Yang-Mills field $\hat{A}_a$, while $\hat{A}_{-1}(\rho^\mu, 0, 0)$ and $\hat{A}_{-2}(\rho^\mu, 0, 0)$ are identified with the FP ghost field $\hat{C}$ and the FP anti-ghost field $\hat{\bar{C}}$, respectively, up to the imaginary unit $i$:

$$\hat{A}_a(r_\mu) \equiv \hat{A}_a(\rho^\mu, 0, 0), \quad \hat{C}(r_\mu) \equiv i\hat{A}_{-1}(\rho^\mu, 0, 0), \quad \hat{\bar{C}}(r_\mu) \equiv i\hat{A}_{-2}(\rho^\mu, 0, 0).$$

The imaginary unit in Eq. (4.3) is necessary so that $\hat{C}$ and $\hat{\bar{C}}$ can be purely real. With this identification, it is desirable for later discussions to express Eq. (4.1) as

$$\hat{A}_a = \hat{A}_a + \bar{\xi}(\partial_\xi \hat{A}_a)_0 + \xi(\partial_\xi \hat{A}_a)_0 + \xi(\partial_\xi \hat{A}_a)_0,$$

$$\hat{A}_{-1} = -i\hat{C} + \bar{\xi}(\partial_\xi \hat{A}_{-1})_0 + \xi(\partial_\xi \hat{A}_{-1})_0 + \xi(\partial_\xi \hat{A}_{-1})_0,$$

$$\hat{A}_{-2} = -i\hat{\bar{C}} + \bar{\xi}(\partial_\xi \hat{A}_{-2})_0 + \xi(\partial_\xi \hat{A}_{-2})_0 + \xi(\partial_\xi \hat{A}_{-2})_0.$$

Note here that $\hat{A}_a$, $(\partial^2 \hat{A}_a)_0$, $(\partial_\xi \hat{A}_a)_0$, $(\partial_\xi \hat{A}_{-1})_0$, $(\partial_\xi \hat{A}_{-2})_0$, and $(\partial_\xi \hat{\bar{C}})_0$ are commutative component fields, while $(\partial_\xi \hat{A}_a)_0$, $(\partial_\xi \hat{A}_a)_0$, $\hat{C}$, $(\partial^2 \hat{A}_{-1})_0$, $\hat{\bar{C}}$, and $(\partial^2 \hat{\bar{C}})_0$ are anticommutative component fields.

The Yang-Mills superfield $\hat{A}_A$ is assumed to live on the tangent superspace, $T_{SP}S_1^{n|2}$, at a point $P(\rho^M)$ on $S_1^{n|2}$ by imposing the transversality condition [*5]

$$\rho^A \hat{A}_A = \rho^a \hat{A}_a + \bar{\xi}\hat{A}_{-1} + \xi\hat{A}_{-2} = 0.$$

This is precisely a supersymmetric analogue of Eq. (2.7). Substituting Eqs. (4.4) into Eq.

[*5] As usual, we assign the ghost numbers 0, 1 and $-1$ to $\hat{A}_a$, $\hat{C}$, and $\hat{\bar{C}}$, respectively [9, 11]. Then, it is natural to assign the ghost numbers 0, 1, and $-1$ also to $\rho^a$, $\xi$, and $\bar{\xi}$, respectively, in such a way that $\rho^A \hat{A}_A$ has the definite ghost number 0.
(4.5) and using Eq. (3.5), we have from each power in \((\xi, \bar{\xi})\),

\begin{align*}
  r_a \mathcal{\hat{A}}_a &= 0, \\
  r_a (\partial_\xi \mathcal{\hat{A}}_a)_0 - i \mathcal{\hat{C}} &= 0, \\
  r_a (\partial_{\bar{\xi}} \mathcal{\hat{A}}_a)_0 - i \mathcal{\hat{C}} &= 0, \\
  r_a (\partial^2 \mathcal{\hat{A}}_a)_0 - \frac{i}{r_{n+1}} \hat{A}_{n+1} - (\partial_\xi \hat{A}_{-1})_0 + (\partial_{\bar{\xi}} \hat{A}_{-2})_0 &= 0.
\end{align*}

Equation (4.6) is nothing but the transversality condition (2.7), while Eqs. (4.7)–(4.9) are recognized to be new conditions associated with Eq. (4.6). Equations (4.7)–(4.9) imply that the fields \((\partial_\xi \hat{A}_a)_0, (\partial_{\bar{\xi}} \hat{A}_a)_0, \) and \((\partial^2 \hat{A}_a)_0\) live outside the tangent space \(\mathcal{T}_{P}S^n_{1}\). Their normal (or radial) components are completely determined by Eqs. (4.7)–(4.9).

As a generalization of Eq. (2.12a), the field strength of \(\hat{A}_A\) is given in a manifestly \(\text{OSp}(n + 1/2)\)-covariant form,

\[
\mathcal{\hat{F}}_{ABC} = i(J_{AB} \mathcal{\hat{A}}_C - \rho_A [\mathcal{\hat{A}}_B, \mathcal{\hat{A}}_C]) + (-1)^{|A||B|} J_{BC} \mathcal{\hat{A}}_A - \rho_B [\mathcal{\hat{A}}_C, \mathcal{\hat{A}}_A],
\]

where the supercommutation relation \([\mathcal{\hat{A}}_A, \mathcal{\hat{A}}_B]\) is understood as [16]

\[
[\mathcal{\hat{A}}_A, \mathcal{\hat{A}}_B] \equiv \mathcal{\hat{A}}_A \mathcal{\hat{A}}_B - \mathcal{\hat{A}}_B \mathcal{\hat{A}}_A = (-1)^{|A||B|}[\mathcal{\hat{A}}_B, \mathcal{\hat{A}}_A].
\]

This obeys the generalized antisymmetric rule \([\mathcal{\hat{A}}_A, \mathcal{\hat{A}}_B] = (-1)^{|A||B|}[\mathcal{\hat{A}}_B, \mathcal{\hat{A}}_A]\). Because \(J_{AB}\) obeys the same rule, \(J_{AB} = (-1)^{|A||B|} J_{BA}\), it is easy to see that the field strength \(\mathcal{\hat{F}}_{ABC}\) has the generalized totally-antisymmetric property

\[
\mathcal{\hat{F}}_{ABC} = -(-1)^{|A||B|} \mathcal{\hat{F}}_{BAC} = (-1)^{|A||B|+|C|} \mathcal{\hat{F}}_{BCA}.
\]

Substituting Eqs. (3.10a) and (4.4a) into Eq. (4.10) with \(A = a, B = b, C = c\), and using Eqs. (3.5) and (3.11) to express \(\mathcal{\hat{F}}_{abc}\) as a power series in \((\xi, \bar{\xi})\), we obtain

\[
\mathcal{\hat{F}}_{abc} = i(J_{ab} \mathcal{\hat{A}}_c - \rho_a [\mathcal{\hat{A}}_b, \mathcal{\hat{A}}_c]) + \text{cyclic permutations in } (a, b, c)
\]
where $\mathcal{L}_{ab}$, $\tilde{F}_{abc}$, and $\hat{F}_{ab}$ are given in Eqs. (2.9), (2.12), and (2.13), respectively. Substituting some of Eqs. (3.10a)–(3.10c), and (4.4) into Eq. (4.10) with $A = a, B = b, C = -1, -2$, and using Eqs. (3.5) and (3.11), we obtain

\begin{equation}
\hat{F}_{ab \, -1} = i (J_{ab} \hat{A}_{-1} - [\rho_a \hat{A}_b - \rho_b \hat{A}_a, \hat{A}_{-1}] - J_{a-1} \hat{A}_b + J_{b-1} \hat{A}_a - \rho_{-1}[\hat{A}_a, \hat{A}_b])
= \mathcal{L}_{ab} \hat{C} - r_a (\partial_\xi \hat{A}_b)_0 + r_b (\partial_\xi \hat{A}_a)_0 \\
+ i \tilde{\xi} (\mathcal{L}_{ab} (\partial_\xi \hat{A}_{-1})_0 + i \{ \hat{C}, r_a (\partial_\xi \hat{A}_b)_0 - r_b (\partial_\xi \hat{A}_a)_0 \}) \\
+ i \tilde{\xi} (\mathcal{L}_{ab} (\partial_\xi \hat{A}_{-1})_0 + i \{ \hat{C}, r_a (\partial_\xi \hat{A}_b)_0 - r_b (\partial_\xi \hat{A}_a)_0 \}) \\
- \hat{F}_{ab} - ir_a (\partial^2 \hat{A}_b)_0 + ir_b (\partial^2 \hat{A}_a)_0 \\
+ i \tilde{\xi} \left( \frac{1}{r_{n+1}} \{ \delta_{a(n+1)} (i \hat{D}_b \hat{C} + (\partial_\xi \hat{A}_b)_0) - \delta_{b(n+1)} (i \hat{D}_a \hat{C} + (\partial_\xi \hat{A}_a)_0) \} \\
+ \mathcal{L}_{ab} (\partial^2 \hat{A}_{-1})_0 - \hat{D}_a (\partial_\xi \hat{A}_b)_0 + \hat{D}_b (\partial_\xi \hat{A}_a)_0 \\
- i [\hat{C}, r_a (\partial^2 \hat{A}_b)_0 - r_b (\partial^2 \hat{A}_a)_0] \\
- [[(\partial_\xi \hat{A}_{-1})_0, r_a (\partial_\xi \hat{A}_b)_0 - r_b (\partial_\xi \hat{A}_a)_0] \\
+ [[(\partial_\xi \hat{A}_{-1})_0, r_a (\partial_\xi \hat{A}_b)_0 - r_b (\partial_\xi \hat{A}_a)_0] \right),
\end{equation}

\begin{equation}
\hat{F}_{ab \, -2} = i (J_{ab} \hat{A}_{-2} - [\rho_a \hat{A}_b - \rho_b \hat{A}_a, \hat{A}_{-2}] - J_{a-2} \hat{A}_b + J_{b-2} \hat{A}_a - \rho_{-2}[\hat{A}_a, \hat{A}_b])
= \mathcal{L}_{ab} \hat{C} - r_a (\partial_\xi \hat{A}_b)_0 + r_b (\partial_\xi \hat{A}_a)_0 \\
+ i \tilde{\xi} (\mathcal{L}_{ab} (\partial_\xi \hat{A}_{-2})_0 + i \{ \hat{C}, r_a (\partial_\xi \hat{A}_b)_0 - r_b (\partial_\xi \hat{A}_a)_0 \}) \\
+ \hat{F}_{ab} + ir_a (\partial^2 \hat{A}_b)_0 - ir_b (\partial^2 \hat{A}_a)_0 \\
+ i \tilde{\xi} (\mathcal{L}_{ab} (\partial_\xi \hat{A}_{-2})_0 + i \{ \hat{C}, r_a (\partial_\xi \hat{A}_b)_0 - r_b (\partial_\xi \hat{A}_a)_0 \}) \\
+ i \tilde{\xi} \left( \frac{1}{r_{n+1}} \{ \delta_{a(n+1)} (i \hat{D}_b \hat{C} + (\partial_\xi \hat{A}_b)_0) - \delta_{b(n+1)} (i \hat{D}_a \hat{C} + (\partial_\xi \hat{A}_a)_0) \} \\
+ \mathcal{L}_{ab} (\partial^2 \hat{A}_{-2})_0 - \hat{D}_a (\partial_\xi \hat{A}_b)_0 + \hat{D}_b (\partial_\xi \hat{A}_a)_0 \\
- i [\hat{C}, r_a (\partial^2 \hat{A}_b)_0 - r_b (\partial^2 \hat{A}_a)_0] \\
- [[(\partial_\xi \hat{A}_{-2})_0, r_a (\partial_\xi \hat{A}_b)_0 - r_b (\partial_\xi \hat{A}_a)_0] \\
+ [[(\partial_\xi \hat{A}_{-2})_0, r_a (\partial_\xi \hat{A}_b)_0 - r_b (\partial_\xi \hat{A}_a)_0] \right),
\end{equation}

where $\hat{D}_a$ is the covariant derivative given in Eqs. (2.11). In the same manner, we also
obtain from Eqs. (3.10b), (3.10c), (3.10d), (3.10e), (4.4), and (4.10),

\[
\mathcal{F}_{a-1-1} = i(2J_{a-1}\hat{A}_{-1} + 2r_{-1}[\hat{A}_{a}, \hat{A}_{-1}] + J_{-1-1}\hat{A}_{a} - r_{a}\{\hat{A}_{-1}, \hat{A}_{-1}\})
\]

\[
= r_{a}(2(\partial_{\xi}\hat{A}_{-1})_{0} + i\{\hat{C}, \hat{C}\})
\]

\[
+ 2\xi r_{a}[\hat{C}, (\partial_{\xi}\hat{A}_{-1})_{0}]
\]

\[
+ 2\xi (\hat{D}_{a}\hat{C} - i(\partial_{\xi}\hat{A}_{a})_{0} - r_{a}(\partial^{2}\hat{A}_{-1})_{0} + r_{a}[\hat{C}, (\partial_{\xi}\hat{A}_{-1})_{0}])
\]

\[
+ 2i\xi \xi (\hat{D}_{a}(\partial_{\xi}\hat{A}_{-1})_{0} - \{\hat{C}, (\partial_{\xi}\hat{A}_{a})_{0}\} + ir_{a}\{\hat{C}, (\partial^{2}\hat{A}_{-1})_{0}\}
\]

\[
+ r_{a}[(\partial_{\xi}\hat{A}_{-1})_{0}, (\partial_{\xi}\hat{A}_{-1})_{0}])
\],

\[(4.16)\]

\[
\mathcal{F}_{a-1-2} = i(J_{a-1}\hat{A}_{-2} + r_{-1}[\hat{A}_{a}, \hat{A}_{-2}] + J_{a-2}\hat{A}_{-1} + r_{-2}[\hat{A}_{a}, \hat{A}_{-1}]
\]

\[
+ J_{-1-2}\hat{A}_{a} - r_{a}\{\hat{A}_{-1}, \hat{A}_{-2}\})
\]

\[
= r_{a}((\partial_{\xi}\hat{A}_{-2})_{0} + (\partial_{\xi}\hat{A}_{-1})_{0} + i\{\hat{C}, \hat{C}\})
\]

\[
- \xi (\hat{D}_{a}\hat{C} - i(\partial_{\xi}\hat{A}_{a})_{0} - r_{a}(\partial^{2}\hat{A}_{-1})_{0} - r_{a}[\hat{C}, (\partial_{\xi}\hat{A}_{-2})_{0}]
\]

\[
- r_{a}[\hat{C}, (\partial_{\xi}\hat{A}_{-1})_{0}])
\]

\[
+ \xi (\hat{D}_{a}\hat{C} - i(\partial_{\xi}\hat{A}_{a})_{0} - r_{a}(\partial^{2}\hat{A}_{-2})_{0} + r_{a}[\hat{C}, (\partial_{\xi}\hat{A}_{-2})_{0}]
\]

\[
+ r_{a}[\hat{C}, (\partial_{\xi}\hat{A}_{-1})_{0}]
\]

\[
+ i\xi \xi (\hat{D}_{a}(\partial_{\xi}\hat{A}_{-2})_{0} + \hat{D}_{a}(\partial_{\xi}\hat{A}_{-1})_{0} - \{\hat{C}, (\partial_{\xi}\hat{A}_{a})_{0}\} - \{\hat{C}, (\partial_{\xi}\hat{A}_{a})_{0}\}
\]

\[
+ i\xi \xi (\hat{D}_{a}(\partial_{\xi}\hat{A}_{-2})_{0} - \{\hat{C}, (\partial_{\xi}\hat{A}_{a})_{0}\} + ir_{a}\{\hat{C}, (\partial^{2}\hat{A}_{-2})_{0}\}
\]

\[
+ r_{a}[(\partial_{\xi}\hat{A}_{-2})_{0}, (\partial_{\xi}\hat{A}_{-2})_{0}])
\],

\[(4.17)\]

\[
\mathcal{F}_{a-2-2} = i(2J_{a-2}\hat{A}_{-2} + 2r_{-2}[\hat{A}_{a}, \hat{A}_{-2}] + J_{-2-2}\hat{A}_{a} - r_{a}\{\hat{A}_{-2}, \hat{A}_{-2}\})
\]

\[
= r_{a}(2(\partial_{\xi}\hat{A}_{-2})_{0} + i\{\hat{C}, \hat{C}\})
\]

\[
- 2\xi (\hat{D}_{a}\hat{C} - i(\partial_{\xi}\hat{A}_{a})_{0} - r_{a}(\partial^{2}\hat{A}_{-2})_{0} - r_{a}[\hat{C}, (\partial_{\xi}\hat{A}_{-2})_{0}])
\]

\[
+ 2\xi r_{a}[\hat{C}, (\partial_{\xi}\hat{A}_{-2})_{0}]
\]

\[
+ 2i\xi \xi (\hat{D}_{a}(\partial_{\xi}\hat{A}_{-2})_{0} - \{\hat{C}, (\partial_{\xi}\hat{A}_{a})_{0}\} + ir_{a}\{\hat{C}, (\partial^{2}\hat{A}_{-2})_{0}\}
\]

\[
+ r_{a}[(\partial_{\xi}\hat{A}_{-2})_{0}, (\partial_{\xi}\hat{A}_{-2})_{0}])
\],

\[(4.18)\]
\[ \dot{F}_{-1-1-1} = 3i(J_{-1-1}A_{-1} - r_{-1}\{\dot{A}_{-1}, \dot{A}_{-1}\}) \]
\[ = -3i\xi(2(\partial_\xi \dot{A}_{-1})_0 + i\{\dot{C}, \dot{C}\}) - 6i\xi \xi [\dot{C}, (\partial_\xi A_{-1})_0] , \tag{4.19} \]
\[ \dot{F}_{-1-1-2} = i(J_{-1-1}A_{-2} - r_{-2}\{\dot{A}_{-1}, \dot{A}_{-1}\} + 2J_{-1-2}A_{-1} - 2r_{-1}\{\dot{A}_{-1}, \dot{A}_{-2}\}) \]
\[ = -2i\xi((\partial_\xi \dot{A}_{-2})_0 + (\partial_\xi \dot{A}_{-1})_0 + i\{\dot{C}, \dot{C}\}) \]
\[ + i\xi(2(\partial_\xi \dot{A}_{-1})_0 + i\{\dot{C}, \dot{C}\}) \]
\[ - 2i\xi \xi ([\dot{C}, (\partial_\xi \dot{A}_{-2})_0 + (\partial_\xi \dot{A}_{-1})_0] + [\dot{C}, (\partial_\xi \dot{A}_{-1})_0] , \tag{4.20} \]
\[ \dot{F}_{-1-2-2} = i(2J_{-1-2}A_{-2} - 2r_{-2}\{\dot{A}_{-1}, \dot{A}_{-1}\} + J_{-2-2}A_{-1} - r_{-1}\{\dot{A}_{-2}, \dot{A}_{-2}\}) \]
\[ = 2i\xi((\partial_\xi \dot{A}_{-2})_0 + (\partial_\xi \dot{A}_{-1})_0 + i\{\dot{C}, \dot{C}\}) \]
\[ - i\xi(2(\partial_\xi \dot{A}_{-2})_0 + i\{\dot{C}, \dot{C}\}) \]
\[ - 2i\xi \xi ([\dot{C}, (\partial_\xi \dot{A}_{-2})_0] + [\dot{C}, (\partial_\xi \dot{A}_{-1})_0] , \tag{4.21} \]
\[ \dot{F}_{-2-2-2} = 3i(J_{-2-2}A_{-2} - r_{-2}\{\dot{A}_{-2}, \dot{A}_{-2}\}) \]
\[ = 3i\xi(2(\partial_\xi \dot{A}_{-2})_0 + i\{\dot{C}, \dot{C}\}) - 6i\xi \xi [\dot{C}, (\partial_\xi \dot{A}_{-2})_0] . \tag{4.22} \]

Equations (4.16)–(4.22) will be utilized to find a horizontality condition appropriate for the present formulation, while Eq. (4.13)–(4.15) will be used for examining a Yang-Mills action defined on the supersphere.

V. A HORIZONTAILITY CONDITION AND (ANTI-)BRST TRANSFORMATIONS

This section treats a horizontality condition peculiar to the present formulation. It will be shown that the horizontality condition put forward by us yields the (anti-)BRST transformation rules of the relevant fields on $S^n$. 

Now, we posit the condition
\[ \dot{F}_{a\beta\gamma} = 0 \quad (\beta, \gamma = -1, -2) , \tag{5.1} \]
which will eventually turn out to be the horizontality condition. To begin with, we show that Eq. (5.1) yields relations among some component fields of $\dot{A}_A$. The condition $\dot{F}_{a_{-1-1}} = 0$
requires that in Eq. (4.16), the components of the power series in \((\xi, \bar{\xi})\) vanish to yield

\[
(\partial_\xi \hat{A}_0)_{0} = -\frac{i}{2} \{ \hat{C}, \hat{C} \},
\]

\[
[\hat{C}, (\partial_\xi \hat{A})_{-1}] = 0 ,
\]

\[
(\partial_\xi \hat{A}_a)_{0} = -i \hat{D}_a \hat{C} + ir_a (\partial^2 \hat{A}_1)_{0} - ir_a \{ \hat{C}, (\partial_\xi \hat{A})_{-1} \} ,
\]

\[
\hat{D}_a (\partial_\xi \hat{A})_{-1} - \{ \hat{C}, (\partial_\xi \hat{A}_a)_{0} \}
\]

\[
+ ir_a \{ \hat{C}, (\partial^2 \hat{A}_{-1})_{0} \} + r_a[(\partial_\xi \hat{A})_{-1}]_0, (\partial_\xi \hat{A})_{-1} ]_0 = 0 .
\]

Obviously Eq. (5.3) is satisfied by Eq. (5.2). Equation (5.5) can be found from Eqs. (5.2) and (5.4). Equations (5.2) and (5.4) are independent of each other, as may be seen from their characteristics, such as the ghost numbers and the transformation behaviors under the \(O(n + 1)\) rotations. Hence, it follows that among Eqs. (5.2)–(5.5), Eqs. (5.2) and (5.4) are primary, while Eqs. (5.3) and (5.5) are secondary. The condition \(\hat{F}_{a-2-2} = 0\), together with Eq. (4.18), leads to

\[
(\partial_\xi \hat{A}_{-2})_{0} = -\frac{i}{2} \{ \hat{C}, \hat{C} \},
\]

\[
(\partial_\xi \hat{A}_a)_{0} = -i \hat{D}_a \hat{C} + ir_a (\partial^2 \hat{A}_{-2})_{0} + ir_a \{ \hat{C}, (\partial_\xi \hat{A}_{-2})_{0} \} ,
\]

\[
[\hat{C}, (\partial_\xi \hat{A}_{-2})_{0}] = 0 ,
\]

\[
\hat{D}_a (\partial_\xi \hat{A}_{-2})_{0} - \{ \hat{C}, (\partial_\xi \hat{A}_a)_{0} \}
\]

\[
+ ir_a \{ \hat{C}, (\partial^2 \hat{A}_{-2})_{0} \} + r_a[(\partial_\xi \hat{A}_{-2})_{0}, (\partial_\xi \hat{A}_{-2})_{0}] = 0 .
\]

Evidently Eqs. (5.6) and (5.7) are independent of each other. Equation (5.8) is satisfied by Eq. (5.6), while Eq. (5.9) can be found from Eqs. (5.6) and (5.7). Hence, it follows that among Eqs. (5.6)–(5.9), Eqs. (5.6) and (5.7) are primary, while Eqs. (5.8) and (5.9) are secondary. The condition \(\hat{F}_{a-1-2} (= \hat{F}_{a-2-1}) = 0\), together with Eq. (4.17), gives

\[
(\partial_\xi \hat{A}_{-2})_{0} + (\partial_\xi \hat{A}_{-1})_{0} = -i \{ \hat{C}, \hat{C} \} ,
\]

\[
(\partial_\xi \hat{A}_a)_{0} = -i \hat{D}_a \hat{C} + ir_a (\partial^2 \hat{A}_{-1})_{0} + ir_a \{ \hat{C}, (\partial_\xi \hat{A}_{-1})_{0} \} + ir_a \{ \hat{C}, (\partial_\xi \hat{A}a)_{0} \} ,
\]

\[
(\partial_\xi \hat{A}_a)_{0} = -i \hat{D}_a \hat{C} + ir_a (\partial^2 \hat{A}_{-2})_{0} - ir_a \{ \hat{C}, (\partial_\xi \hat{A}_{-2})_{0} \} - ir_a \{ \hat{C}, (\partial_\xi \hat{A}_{-1})_{0} \} ,
\]

\[
\hat{D}_a (\partial_\xi \hat{A}_{-2})_{0} + \hat{D}_a (\partial_\xi \hat{A}_{-1})_{0} - \{ \hat{C}, (\partial_\xi \hat{A}_a)_{0} \} - \{ \hat{C}, (\partial_\xi \hat{A}_a)_{0} \}
\]

\[
+ ir_a \{ \hat{C}, (\partial^2 \hat{A}_{-2})_{0} \} + ir_a \{ \hat{C}, (\partial^2 \hat{A}_{-1})_{0} \} + r_a[(\partial_\xi \hat{A}_{-1})_{0}, (\partial_\xi \hat{A}_{-2})_{0}]
\]

\[
- r_a[(\partial_\xi \hat{A}_{-1})_{0}, (\partial_\xi \hat{A}_{-2})_{0}] = 0 .
\]

It is possible to show that Eq. (5.11) reduces to Eq. (5.4) by using Eqs. (5.2) and (5.10), while Eq. (5.12) reduces to Eq. (5.7) by using Eqs. (5.6) and (5.10). Equation (5.13) can
be found using Eqs. (5.2), (5.4), (5.6), (5.7), and (5.10), and thus it is secondary. Hence, it follows that among Eqs. (5.10)–(5.13), Eq. (5.10) is the only primary relation that we need to consider here. We thus conclude that the primary relations obtained from Eq. (5.1) are essentially five: Eqs (5.2), (5.4), (5.6), (5.7), and (5.10), which are recognized to be independent of each other. Conversely, these primary relations lead to Eq. (5.1), as it is clear from the above investigation. Therefore Eq. (5.1) is equivalent to a set of the five primary relations, which relate the component fields of $\dot{A}_A$, except $(\partial^2 \dot{A}_a)_0$.

It is easy to see that applying Eqs. (5.2), (5.6), and (5.10) to Eqs. (4.19)–(4.22) leads to
\[
\dot{F}_{\alpha\beta\gamma} = 0 \quad (\alpha, \beta, \gamma = -1, -2).
\] (5.14)

Conversely, Eq. (5.14) yields Eqs. (5.2), (5.6), and (5.10), three of the five primary relations, as may be seen from Eqs. (4.19)–(4.22). Hence, Eq. (5.14) is equivalent to the set of Eqs. (5.2), (5.6), and (5.10). This implies that Eq. (5.1) involves Eq. (5.14); as long as the condition (5.1) is taken into account, Eq. (5.14) becomes redundant. As we will see later, Eq. (5.1) is confirmed to be the horizontality condition appropriate for the present formulation.

Contracting Eq. (5.4) by $r_a$ and using Eq. (2.1), we have
\[
(\partial^2 \dot{A}_{-1})_0 = -ir_a(\partial_\xi \dot{A}_a)_0 + r_a \dot{D}_a \dot{C} + [\dot{C}, (\partial_\xi \dot{A}_{-1})_0].
\] (5.15)

Substituting Eq. (5.15) into Eq. (5.4) immediately gives
\[
P_{ab}(\partial_\xi \dot{A}_b)_0 = -iP_{ab} \dot{D}_b \dot{C},
\] (5.16)
with the projection operator $P_{ab}$ defined in Eq. (2.10). Applying the same procedure to Eq. (5.7) leads to
\[
(\partial^2 \dot{A}_{-2})_0 = -ir_a(\partial_\xi \dot{A}_a)_0 + r_a \dot{D}_a \dot{C} - [\dot{C}, (\partial_\xi \dot{A}_{-2})_0],
\] (5.17)
and
\[
P_{ab}(\partial_\xi \dot{A}_b)_0 = -iP_{ab} \dot{D}_b \dot{C}.
\] (5.18)

Let us now consider the BRST and anti-BRST transformations, denoted by $\delta$ and $\bar{\delta}$ respectively. Because the BRST and anti-BRST symmetries are internal symmetries, the coordinates $(r_a)$ and each of $\delta$ and $\bar{\delta}$ must commute. Accordingly, using the transversality condition (2.7), we have
\[
r_a \delta \dot{A}_a = \delta (r_a \dot{A}_a) = 0,
\] (5.19)
\[
r_a \bar{\delta} \dot{A}_a = \bar{\delta} (r_a \dot{A}_a) = 0.
\] (5.20)
They imply that the vectors $\delta \hat{A}_a$ and $\bar{\delta} \hat{A}_a$ also live on the tangent space $\Sigma_{P^1}$. The transversality conditions (5.19) and (5.20) are automatically satisfied by setting

$$\delta \hat{A}_a \equiv i P_{ab}(\partial \xi \hat{A}_b)_0, \quad \text{(5.21)}$$

$$\bar{\delta} \hat{A}_a \equiv i P_{ab}(\partial \bar{\xi} \hat{A}_b)_0. \quad \text{(5.22)}$$

We can read from Eqs. (5.21) and (5.22) that the ghost numbers as signed to $\delta$ and $\bar{\delta}$ are 1 and $-1$, respectively [9, 11]. Substituting Eq. (5.16) into Eq. (5.21), and Eq. (5.18) into Eq. (5.22), we have

$$\delta \hat{A}_a = P_{ab} \hat{D}_b \hat{C} = ir_b \mathcal{L}_{ba} \hat{C}, \quad \text{(5.23)}$$

$$\bar{\delta} \hat{A}_a = P_{ab} \bar{D}_b \hat{C} = ir_b \mathcal{L}_{ba} \hat{C}. \quad \text{(5.24)}$$

Equation (5.23) is precisely the BRST transformation rule of $\hat{A}_a$ given in Eq. (2.21); in Sec. 2, it was defined by replacing the gauge parameter $\lambda$ in Eq. (2.8) by the field $\hat{C}$. Equation (5.24) describes the anti-BRST transformation rule of $\hat{A}_a$, which is nothing but the counterpart of Eq. (5.23) given by replacing $\hat{C}$ in Eq. (5.23) by $\hat{C}$. Having obtained the expected rules (5.23) and (5.24), the component fields $\hat{A}_a, \hat{C},$ and $\hat{C}$ are confirmed to be the Yang-Mills field, the FP ghost field and the FP anti-ghost field, respectively. At the same time, Eqs. (5.21) and (5.22) are justified.

We next define the BRST and anti-BRST transformations of $\hat{C}$ and $\hat{C}$ by

$$\delta \hat{C} \equiv -(\partial \bar{\xi} \hat{A}_{-1})_0, \quad \text{(5.25)}$$

$$\bar{\delta} \hat{C} \equiv -(\partial \xi \hat{A}_{-1})_0, \quad \text{(5.26)}$$

$$\delta \hat{C} \equiv -(\partial \bar{\xi} \hat{A}_{-2})_0, \quad \text{(5.27)}$$

$$\bar{\delta} \hat{C} \equiv -(\partial \xi \hat{A}_{-2})_0. \quad \text{(5.28)}$$

Then, Eqs. (5.2), (5.6), and (5.10) are written as

$$\delta \hat{C} = \frac{i}{2} \{\hat{C}, \hat{C}\}, \quad \text{(5.29)}$$

$$\bar{\delta} \hat{C} = \frac{i}{2} \{\hat{C}, \hat{C}\}, \quad \text{(5.30)}$$

$$\delta \hat{C} + \bar{\delta} \hat{C} = i \{\hat{C}, \hat{C}\}, \quad \text{(5.31)}$$

respectively. They are understood as the (anti-)BRST transformation rules of $\hat{C}$ and $\hat{C}$. In particular, Eq. (5.29) is identical to the BRST transformation rule (2.22). With Eqs. (5.23), (5.24), and (5.29)–(5.31), it is readily seen that the nilpotency properties

$$\delta^2 = \bar{\delta}^2 = 0 \quad \text{(5.32a)}$$
and the anticommutativity property

$$\delta \hat{\delta} + \hat{\delta} \delta = 0$$ (5.32b)

are valid for $\hat{A}_a$, $\hat{C}$, and $\hat{\bar{C}}$. In particular, these properties are verified for $\hat{A}_a$ by using the property of projection operator $P_{ac}P_{ab} = P_{ab}$. In this way, Eqs. (5.29)–(5.31) are confirmed to be the correct transformation rules.

What needs to be stressed here that the (anti-)BRST transformation rules (5.23), (5.24), (5.29), (5.30), and (5.31) have been derived on the basis of Eq. (5.1), via the primary relations (5.4), (5.7), (5.2), (5.6), and (5.10), respectively. In the ordinary superfield formulation based on the flat superspace [17], the (anti-)BRST transformation rules of relevant fields are derived from the so-called horizontality condition imposed on the field strength of the Yang-Mills superfield on the flat superspace. Because Eq. (5.1) just corresponds to such a condition, we should consider Eq. (5.1) as the horizontality condition in the present formulation. Now we can say that the horizontality condition (5.1) yields the correct (anti-)BRST transformation rules [*6].

Introducing the Nakanishi-Lautrup field $\hat{B}$, we can decompose Eq. (5.31) into the two transformation rules:

$$\delta \hat{C} = i \hat{B},$$ (5.33)
$$\bar{\delta} \hat{C} = -i \hat{B} + i \{\hat{C}, \hat{\bar{C}}\}.$$ (5.34)

The (anti-)BRST transformation rules of $\hat{B}$ are defined in such a manner that the properties (5.32) are valid for $\hat{B}$:

$$\delta \hat{B} = 0,$$ (5.35)
$$\bar{\delta} \hat{B} = -i [\hat{B}, \hat{\bar{C}}].$$ (5.36)

Combining Eq. (4.7) with Eq. (5.21), and Eq. (4.8) with Eq. (5.22), we have

$$\left(\partial_{\xi} \hat{A}_a\right)_0 = -i (\delta \hat{A}_a - r_a \hat{C}),$$ (5.37)
$$\left(\partial_{\xi} \hat{A}_a\right)_0 = -i (\bar{\delta} \hat{A}_a - r_a \hat{\bar{C}}).$$ (5.38)

[*6] In the ordinary superfield formulation [17], the horizontality condition is equivalent to the (anti-)BRST transformation rules of relevant fields. In contrast, the horizontality condition (5.1) is not equivalent to the transformation rules (5.23), (5.24), and (5.29)–(5.31), because the projection operator $P_{ab}$ is used in deriving Eqs. (5.23) and (5.24); we cannot find Eq. (5.1) only from Eqs. (5.23), (5.24), and (5.29)–(5.31). However, in a later publication [20], we will show that Eq. (5.1) and the horizontality condition in the ordinary superfield formulation are related by a stereographic mapping from the supersphere $S_n^{n/2}$ to an $(n + 2)$-dimensional superplane through the use of conformal super Killing vectors.
Because $\delta \hat{A}_a$ is the infinitesimal gauge transformation of $\hat{A}_a$ in a sense, Eq. (5.37) implies that $(\partial \xi \hat{A}_a)_0$ is decomposed into its own gauge-orbit and radial components. Similar decomposition of $(\partial \hat{A}_a)_0$ is seen in Eq. (5.38). Substituting Eqs. (5.26) and (5.37) into Eq. (5.15) and using Eqs. (2.1), (4.6), and (5.29), we have

$$\left(\partial^2 \hat{\mathcal{A}}_{-1}\right)_0 = \hat{C} + r_\mu \partial_\mu \hat{C} + i \delta \delta \hat{C}.$$  

(5.39)

Similarly, substituting Eqs. (5.27) and (5.38) into Eq. (5.17) and using Eqs. (2.1), (4.6), and (5.30), we have

$$\left(\partial^2 \hat{\mathcal{A}}_{-2}\right)_0 = \hat{\bar{C}} + r_\mu \partial_\mu \hat{\bar{C}} + i \delta \delta \hat{\bar{C}}.$$  

(5.40)

At this stage, all the component fields in Eqs. (4.4), except $(\partial^2 \hat{A}_a)_0$, are written in terms of $\hat{A}_a$, $\hat{C}$, $\hat{\bar{C}}$, and $\hat{B}$. (Only the normal component $r_a(\partial^2 \hat{A}_a)_0$ can be written in terms of these fields; see Eq. (4.9).) In fact, Eqs. (4.4) can be expressed as

$$\hat{A}_a = \hat{A}_a - i \xi (\delta \hat{A}_a - r_a \hat{C}) - i \xi (\delta \hat{A}_a - r_a \hat{C}) + \xi (\partial^2 \hat{A}_a)_0,$$

$$\hat{A}_{-1} = -i \hat{C} - \xi \delta \hat{C} - \xi \delta \hat{C} + \xi (\hat{C} + r_\mu \partial_\mu \hat{C} + i \delta \delta \hat{C}),$$

$$\hat{A}_{-2} = -i \hat{\bar{C}} - \xi \delta \hat{\bar{C}} - \xi \delta \hat{\bar{C}} + \xi (\hat{\bar{C}} + r_\mu \partial_\mu \hat{\bar{C}} + i \delta \delta \hat{\bar{C}}).$$

(5.41a, 5.41b, 5.41c)

Note here that the (anti-)BRST transformation rules of $\hat{A}_a$, $\hat{C}$, $\hat{\bar{C}}$, and $\hat{B}$ are expressed in terms of these fields.

In this section, we have treated the tensor components $\hat{F}_{\alpha \beta \gamma}$ and $\hat{F}_{\alpha \beta \gamma}$ to find the (anti-)BRST transformation rules of the relevant fields. Once the horizontality condition (5.1) is set and Eqs. (5.2)–(5.13) are derived, the other tensor components $\hat{F}_{abc}$ and $\hat{F}_{abc}$, expressed by Eqs. (4.13)–(4.15), are extremely simplified, as we just see in the following. First, substituting Eqs. (5.4) and (5.7) into Eq. (4.13) and using the formula $r_a(\partial_b r_c - \partial_c r_b) + c.p. = 0$, we can simplify Eq. (4.13) as

$$\hat{F}_{abc} = F_{abc} - \xi [\hat{F}_{abc}, \hat{C}] - \xi [\hat{F}_{abc}, \hat{C}]$$

$$+ i \xi \left( - \frac{1}{r_{n+1}} \hat{F}_{ab} \delta_{c(n+1)} + \mathcal{L}_{ab}(\partial^2 \hat{A}_c) \right)$$

$$+ r_a \{ \hat{D}_b \hat{C}, \hat{D}_c \hat{C} \} - r_a \{ \hat{D}_c \hat{C}, \hat{D}_b \hat{C} \} + c.p.)$$

(5.42)

Next, substituting Eqs. (5.2), (5.4), (5.7), (5.25), and (5.26) into Eq. (4.14) and using the
formula \((r_a - \delta_a r_\mu) \delta_{b(n+1)} = (r_b - \delta_b r_\mu) \delta_{a(n+1)}\), we can simplify Eq. (4.14) as

\[
\hat{F}_{ab-1} = i \xi (L_{ab}(\partial \hat{A}_{-1})_0 + i\{\hat{C}, L_{ab}\hat{C}\}) \\
+ \hat{F}_{ab} - ir_a(\partial^2 \hat{A}_b)_0 + ir_b(\partial^2 \hat{A}_a)_0 \\
i \xi \xi (iL_{ab} \delta \delta \hat{C} + [\delta \hat{C}, L_{ab}\hat{C}] - [\delta \hat{C}, L_{ab}\hat{C}]) \\
+ [\hat{F}_{ab} + ir_a(\partial^2 \hat{A}_b)_0 - ir_b(\partial^2 \hat{A}_a)_0, \hat{C}] .
\]

(5.43)

In a similar way, Eq. (4.15) is simplified as

\[
\hat{F}_{ab-2} = i \xi (L_{ab}(\partial \hat{A}_{-2})_0 + i\{\hat{C}, L_{ab}\hat{C}\}) \\
+ \hat{F}_{ab} + ir_a(\partial^2 \hat{A}_b)_0 - ir_b(\partial^2 \hat{A}_a)_0 \\
i \xi \xi (iL_{ab} \delta \delta \hat{C} + [\delta \hat{C}, L_{ab}\hat{C}] - [\delta \hat{C}, L_{ab}\hat{C}]) \\
+ [\hat{F}_{ab} + ir_a(\partial^2 \hat{A}_b)_0 - ir_b(\partial^2 \hat{A}_a)_0, \hat{C}] .
\]

(5.44)

Here, it should be noted that the zeroth-order terms in \((\bar{\xi}, \xi)\) included in Eqs. (4.14) and (4.15) vanish by using Eqs. (5.4) and (5.7), and consequently these terms do not appear in Eqs. (5.43) and (5.44). The tensor component \(\hat{F}_{ab-1}\) turns out to be proportional to \(\xi\), while \(\hat{F}_{ab-2}\) turns out to be proportional to \(\bar{\xi}\).

VI. YANG-MILLS ACTIONS ON SUPERSPHERE

In this section, we present a (modified) Yang-Mills action on \(S^{\frac{\text{n}}{2}}\) that eventually turns out to be the Yang-Mills action (2.16).

The Yang-Mills action for \(\hat{A}_A\) that we think of first is a supersymmetric analogue of the action (2.16), which is written in terms of the field strength \(\hat{F}_{ABC}\) as

\[
S_{YM} = \int d^{n/2}\Omega \left[ \frac{1}{12} \text{Tr}(\hat{F}^{ABC} \hat{F}_{CBA}) \right] ,
\]

(6.1)

where \(d^{n/2}\Omega\) is an invariant measure on \(S^{\frac{\text{n}}{2}}\) which is defined as an analogue of the measure \(d^n\Omega\) given in Eq. (2.17):

\[
d^{n/2}\Omega \equiv \frac{-i}{\sqrt{\rho^{n+1}}} \prod_{M=-2}^{n} d\rho^M \\
= \left(1 + \frac{i\bar{\xi} \xi}{r_{n+1}}\right) d^n\Omega i\xi d\bar{\xi} .
\]

(6.2a)

(6.2b)
Here the expression (6.2b) has been obtained by using Eq. (3.5). The contravariant tensor \( \hat{F}^{ABC} \) is defined by
\[
\hat{F}^{ABC} \equiv (-1)^{|D|(|B|+|E|+|C|+|F|)+|E|(|C|+|F|)} g^{AD} g^{BE} g^{CF} \hat{F}_{DEF},
\]
where \( g^{AB} \) is the inverse of the metric tensor \( g_{AB} \) defined in Eq. (3.2); as a matrix, \( g^{AB} \) is the same as \( g_{AB} \), i.e., \( g^{ab} = \delta^{ab}, \) \( g^{-1}_{-2} = g^{-2}_{-1} = -i \). The Yang-Mills action \( S_{YM} \) is invariant under the transformations specified by the elements of \( \text{OSp}(n+1|2) \) (or simply under the \( \text{OSp}(n + 1|2) \) transformations).

Now we impose the horizontality condition (5.1) on the action \( S_{YM} \). Then, the complete \( \text{OSp}(n+1|2) \) symmetry of \( S_{YM} \) is spoiled, but only the symmetry specified by the subgroup \( \text{O}(n+1) \times \text{Sp}(2) \) still remains without being spoiled. As was shown in Sec. 5, the condition (5.1) involves Eq. (5.14). For this reason, by setting Eq. (5.1), the \( (\hat{F})^2 \)-term in Eq. (6.1) becomes
\[
\hat{F}^{ABC} \hat{F}_{CBA} = -\hat{F}_{abc} \hat{F}_{abc} - 6i \hat{F}_{ab-1} \hat{F}_{ab-2}.
\]
Furthermore, after substituting Eqs. (5.42)–(5.44) into Eq. (6.4), the \( (\hat{F})^2 \)-term takes the form
\[
\hat{F}^{ABC} \hat{F}_{CBA} = -\hat{F}_{abc} \hat{F}_{abc} + \text{terms proportional to } \bar{\xi} \text{ and/or } \xi.
\]
Note here that the \( -\hat{F}_{abc} \hat{F}_{abc} \) appears as the only zeroth-order term in \( (\bar{\xi}, \xi) \), because Eqs. (5.43) and (5.44) contain no zeroth-order terms in \( (\bar{\xi}, \xi) \). As can be seen in the literature on superspace, e.g. Ref. [16], the integrations over the real anticommutative numbers \( \bar{\xi} \) and \( \xi \) are defined by
\[
\int d\bar{\xi} = \int d\xi = 0, \quad \int \bar{\xi} d\bar{\xi} = \int \xi d\xi = i,
\]
where the fact that \( \bar{\xi} d\bar{\xi} \) and \( \xi d\xi \) are purely imaginary has been taken into account. Carrying out the integrations over \( \bar{\xi} \) and \( \xi \) in Eq. (6.1) with Eq. (6.5) in accordance with Eq. (6.6), we immediately see that the action \( S_{YM} \) does not reduce to the Yang-Mills action \( S_{YM} \) given in Eq. (2.16).

Inserting \( i\bar{\xi}\xi \) into the integrand of Eq. (6.1), now we modify \( S_{YM} \) as
\[
\tilde{S}_{YM} = \int d^{n+2}\Omega i\bar{\xi}\xi \left[ \frac{1}{12} \text{Tr}(\hat{F}^{ABC} \hat{F}_{CBA}) \right].
\]
This action is not invariant under the \( \text{OSp}(n + 1|2) \) transformations any more owing to the insertion of \( i\bar{\xi}\xi \); it remains invariant only under the \( \text{O}(n+1) \times \text{Sp}(2) \) transformations. After imposing the horizontality condition (5.1) on \( \tilde{S}_{YM} \), this action reduces to the Yang-Mills action \( S_{YM} \) by carrying out the integrations over \( \xi \) and \( \bar{\xi} \). Thus, the modified action \( \tilde{S}_{YM} \) is recognized as a form of the Yang-Mills action \( S_{YM} \).
VII. GAUGE-FIXING TERMS

In this section, we propose two gauge-fixing terms expressed as mass terms for the Yang-Mills superfield \( \hat{A}_A \). One of the two gauge-fixing terms is invariant under the OSp\((n + 1|2)\) transformations, while the other is invariant only under the O\((n+1) \times \text{Sp}(2)\) transformations. It will be demonstrated that the O\((n+1) \times \text{Sp}(2)\) invariant gauge-fixing term turns out to be a generalization of the gauge-fixing term (2.20), supplemented with a mass term for the fields \( \hat{A}_a, \hat{C}, \) and \( \hat{\bar{C}} \).

A. An OSp\((n + 1|2)\) invariant gauge-fixing term

As a gauge-fixing term, we first take the (naive) mass term of \( \hat{A}_A \):

\[
S_{GF} = \int d^{n|2} \Omega \left[ -\frac{1}{2} \text{Tr}(g^{AB} \hat{A}_B \hat{A}_A) \right]
\]

\[
= \int d^{n|2} \Omega \left[ -\frac{1}{2} \text{Tr}(\hat{A}_a \hat{A}_a) \right] + \int d^{n|2} \Omega \left[ -i \text{Tr}(\hat{A}_{-1} \hat{A}_{-2}) \right].
\]

(7.1)

It is obvious that this is left invariant under the OSp\((n + 1|2)\) transformations. To begin with, we consider the first term on the right-hand side of Eq. (7.1b). With Eq. (5.41a), it is possible to express \( \text{Tr}(\hat{A}_a \hat{A}_a) \) in terms of the component fields \( \hat{A}_a, \hat{C}, \hat{\bar{C}}, \) and \( (\partial^2 \hat{A}_a)_0 \).

Using Eqs. (2.1) and (2.7), we obtain

\[
\text{Tr}(\hat{A}_a \hat{A}_a) = \text{Tr} \left[ \hat{A}_a \hat{A}_a - i \bar{\xi} \delta (\hat{A}_a \hat{A}_a) - i \xi \bar{\delta} (\hat{A}_a \hat{A}_a) \right.
\]

\[+ 2 \bar{\xi} \{ \hat{A}_a (\partial^2 \hat{A}_a)_0 - \delta \hat{A}_a \delta \hat{A}_a - \hat{C} \hat{\bar{C}} \} \].

(7.2)

As was mentioned under Eq. (5.40), only the field \( (\partial^2 \hat{A}_a)_0 \), apart from its normal component \( r_a (\partial^2 \hat{A}_a)_0 \), has not been written in terms of \( \hat{A}_a, \hat{C}, \hat{\bar{C}}, \) and \( \hat{B} \). Utilizing this remarkable fact, we now take the following ansatz for \( (\partial^2 \hat{A}_a)_0 \):

\[
(\partial^2 \hat{A}_a)_0 = i k \hat{A}_a - \delta \bar{\delta} \hat{A}_a + r_a \left\{ \frac{i}{r_{n+1}} \hat{A}_{n+1} + (\partial_{\xi} \hat{A}_{-1})_0 - (\partial_{\xi} \hat{A}_{-2})_0 \right\},
\]

(7.3)

where \( k \) is a factor to be fixed later. This ansatz has been put in such a manner that \( (\partial^2 \hat{A}_a)_0 \) satisfies the condition (4.9) and has the ghost number 0. Substituting Eq. (7.3) into Eq. (7.2) leads to

\[
\text{Tr}(\hat{A}_a \hat{A}_a) = \text{Tr} \left[ \hat{A}_a \hat{A}_a - i \bar{\xi} \delta (\hat{A}_a \hat{A}_a) - i \xi \bar{\delta} (\hat{A}_a \hat{A}_a) \right.
\]

\[+ \bar{\xi} \{ - \delta \bar{\delta} (\hat{A}_a \hat{A}_a) - 2 \hat{C} \hat{\bar{C}} + 2i k \hat{A}_a \hat{A}_a \} \].

(7.4)
Then, using Eqs. (6.2b) and (6.6), the first term on the right-hand side of Eq. (7.1b) is written

\[ S_{GF1} \equiv \int d^n \Omega \left[ -\frac{1}{2} \text{Tr} (\hat{A}_a \hat{A}_a) \right] = \int d^n \Omega \text{Tr} \left[ \frac{i}{2} \delta \delta (\hat{A}_a \hat{A}_a) + i \hat{C} \hat{C} + \left( k + \frac{1}{2 r_{n+1}^2} \right) \hat{A}_a \hat{A}_a \right]. \tag{7.5} \]

Next, we consider the second term on the right-hand side of Eq. (7.1b). With Eqs. (5.41b) and (5.41c), it is possible to express \( \text{Tr} (\hat{A}^{-1} \hat{A}^{-2}) \) in terms of \( \hat{C} \) and \( \hat{\bar{C}} \) as follows:

\[ \text{Tr} (\hat{A}^{-1} \hat{A}^{-2}) = \text{Tr} \left[ -\hat{\bar{C}} \hat{C} + i \hat{\xi} \delta (\hat{\bar{C}} \hat{C}) \right. \]
\[ \left. + \hat{\bar{C}} \hat{\xi} \left\{ \delta \delta (\hat{\bar{C}} \hat{C}) - 2 i \hat{\bar{C}} \hat{C} - i r_{n+1} \partial \mu (\hat{\bar{C}} \hat{C}) \right\} \right]. \tag{7.6} \]

Then, using Eqs. (6.2b) and (6.6), the second term on the right-hand side of Eq. (7.1b) can be written

\[ S_{GF2} \equiv \int d^n \Omega \left[ -i \text{Tr} (\hat{A}^{-1} \hat{A}^{-2}) \right] = \int d^n \Omega \text{Tr} \left[ \delta \delta (\hat{\bar{C}} \hat{C}) - i \left( 2 + \frac{1}{r_{n+1}^2} \right) \hat{C} \hat{C} - i r_{n+1} \partial \mu (\hat{\bar{C}} \hat{C}) \right] = \int d^n \Omega \text{Tr} \left[ \delta \delta (\hat{\bar{C}} \hat{C}) + i (n-3) \hat{C} \hat{C} \right]. \tag{7.7} \]

Here, an integration by parts has been carried out to obtain the final form. The gauge-fixing term \( S_{GF} \) is given as the sum of Eqs. (7.5) and (7.7):

\[ S_{GF} = S_{GF1} + S_{GF2} = \int d^n \Omega \text{Tr} \left[ \frac{i}{2} \delta \delta (\hat{A}_a \hat{A}_a) - 2 i \hat{C} \hat{C} \right. \]
\[ \left. + \left( k + \frac{1}{2 r_{n+1}^2} \right) \hat{A}_a \hat{A}_a + i (n-2) \hat{C} \hat{C} \right]. \tag{7.8} \]

In order that \( S_{GF} \) can be invariant under the BRST and anti-BRST transformations by virtue of Eqs. (5.32), we need to choose \( k \) and \( n \) as

\[ k = -\frac{1}{2 r_{n+1}^2}, \quad n = 2. \tag{7.9} \]

The second one, \( n = 2 \), implies that the procedure that we have followed can be applied only to the 2-dimensional case, that is, to the sphere \( S^2 \). Also, in Eq. (7.8), we do not have the room choosing an arbitrary gauge, because the OSp(\( n + 1 \)|2) invariance of \( S_{GF} \) forbids that \( S_{GF} \) contains gauge parameters. This consequence would lead to interesting results, but we next consider another possibility to proceed in any dimension and to introduce a gauge parameter.
B. An $O(n+1) \times \text{Sp}(2)$ invariant gauge-fixing term

Now, instead of $S_{\text{GF}}$, we adopt a generalization of $S_{\text{GF}}$, i.e. a \textit{generalized} mass term for $\hat{A}_a$, defined by

\[ \tilde{S}_{\text{GF}} = \tilde{S}_{\text{GF}1} + \tilde{S}_{\text{GF}2}, \tag{7.10} \]

with

\[ \tilde{S}_{\text{GF}1} \equiv \int d^n|\Omega| \left[ -\frac{1}{2}(1 + i\beta \xi \xi) \text{Tr}(\hat{A}_a \hat{A}_a) \right], \tag{7.11} \]

\[ \tilde{S}_{\text{GF}2} \equiv \int d^n|\Omega| \left[ -\frac{i}{2}(\alpha + i\gamma \xi \xi) \text{Tr}(\hat{A}_{-1} \hat{A}_{-2}) \right]. \tag{7.12} \]

Here, $\alpha$, $\beta$ and $\gamma$ are constant parameters; later some constraints are imposed among them. Owing to the presence of the parameters, the gauge-fixing term $\tilde{S}_{\text{GF}}$ is not invariant under the $\text{OSp}(n+1|2)$ transformations and it remains invariant only under the $O(n+1) \times \text{Sp}(2)$ transformations. If the parameters take the values $\alpha = 2$ and $\beta = \gamma = 0$, then $\tilde{S}_{\text{GF}}$ reduces to $S_{\text{GF}}$, so that the $\text{OSp}(n+1|2)$ invariance is restored. (The modification from $S_{\text{GF}}$ to $\tilde{S}_{\text{GF}}$ may be understood on the basis of a squashing of $S_1^{n|2}$.) Substituting Eqs. (7.4) and (7.6) into Eqs. (7.11) and (7.12), respectively, leads to

\[ \tilde{S}_{\text{GF}1} = \int d^n|\Omega| \text{Tr} \left[ \frac{i}{2}\delta \delta (\hat{A}_a \hat{A}_a) + i\hat{C} \hat{C} + \left( k + \frac{1}{2r_{n+1}^2} - \frac{\beta}{2} \right) \hat{A}_a \hat{A}_a \right], \tag{7.13} \]

\[ \tilde{S}_{\text{GF}2} = \int d^n|\Omega| \text{Tr} \left[ \frac{1}{2}\delta \delta (\alpha \hat{C} \hat{C}) + \frac{i}{2}(n - 3)\alpha + \gamma \hat{C} \hat{C} \right]. \tag{7.14} \]

Hence $\tilde{S}_{\text{GF}}$ can read

\[ \tilde{S}_{\text{GF}} = \int d^n|\Omega| \text{Tr} \left[ \frac{i}{2}\delta \delta (\hat{A}_a \hat{A}_a - i\alpha \hat{C} \hat{C}) + \frac{\kappa}{2} \hat{A}_a \hat{A}_a + i\omega \hat{C} \hat{C} \right], \tag{7.15} \]

where

\[ \kappa \equiv 2 \left( k + \frac{1}{2r_{n+1}^2} - \frac{\beta}{2} \right), \tag{7.16a} \]

\[ \omega \equiv \frac{1}{2}(2 + (n - 3)\alpha + \gamma). \tag{7.16b} \]

We now decompose $\tilde{S}_{\text{GF}}$ into the BRST and anti-BRST double coboundary part, $S_{\text{C}}$, and the remainder, $S_{\text{M}}$, in such a way that

\[ \tilde{S}_{\text{GF}} = S_{\text{C}} + S_{\text{M}}, \tag{7.17} \]
with
\[
S_C \equiv \int d^n \Omega \, \delta \delta \left[ \frac{i}{2} \text{Tr}(\hat{A}_a \hat{A}_a - i\alpha \hat{C} \hat{\bar{C}}) \right],
\]
(7.18)
\[
S_M \equiv \int d^n \Omega \, \text{Tr} \left[ \frac{\kappa}{2} \hat{A}_a \hat{A}_a + i\omega \hat{C} \hat{\bar{C}} \right].
\]
(7.19)

Note here that \(S_M\) is precisely a mass term for \(\hat{A}_a, \hat{C},\) and \(\hat{\bar{C}}\). If the parameters \(\kappa\) and \(\omega\) are chosen to be
\[
\kappa = \omega = 0,
\]
(7.20)
then \(S_M\) vanishes, and consequently the gauge fixing term \(\tilde{S}_{GF}\) becomes invariant under the BRST and anti-BRST transformations by virtue of Eqs. (5.32). (As demonstrated in the next section, \(S_M\) is not invariant under the BRST and anti-BRST transformations.) Even after having imposed the condition (7.20), the space dimension \(n\) and the constant \(\alpha\), which is regarded as a gauge parameter, still remain arbitrary. Thus, by virtue of the presence of the constant \(\gamma\), the difficulty lying in the gauge-fixing term \(S_{GF}\) does not arise in \(\tilde{S}_{GF}\).

First carrying out the anti-BRST transformation contained in the right-hand side of Eq. (7.18) and subsequently carrying out the BRST transformation, we have
\[
S_C = \int d^n \Omega \, i \delta \text{Tr} \left[ (ir_a L_{ab} \hat{C}) \hat{A}_b - \frac{\alpha}{2} \hat{C} \left( \hat{B} - \frac{1}{2} \{\hat{C}, \hat{\bar{C}}\} \right) \right]
\]
(7.21a)
\[
= \int d^n \Omega \, \text{Tr} \left[ -(ir_a L_{ab} \hat{B}) \hat{A}_b + (ir_a L_{ac} \hat{\bar{C}}) \hat{r}_b L_{bc} \hat{C} + \frac{\alpha}{2} \left( \hat{B} \{\hat{C}, \hat{\bar{C}}\} + \frac{1}{2} \{\hat{C}, \hat{\bar{C}}\}^2 \right) \right].
\]
(7.21b)
Equation (7.21a) corresponds to Eq. (2.20), but is not exactly same except in the Landau gauge \(\alpha = 0\). This can be understood from the fact that \(S_{GF}\) with \(\alpha \neq 0\) can never be expressed in a BRST and anti-BRST double coboundary form like Eq. (7.18), although \(S_{GF}\) can be written as an anti-BRST coboundary term [*7]. Integrating by parts over \((r_\mu)\) and using Eqs. (2.1), (2.5) and (2.7), we can rewrite Eq. (7.21b) as
\[
S_C = \int d^n \Omega \, \text{Tr} \left[ \hat{B} \left( ir_a L_{ab} \hat{A}_b - \frac{\alpha}{2} \{\hat{C}, \hat{\bar{C}}\} \right) + \frac{\alpha}{2} \hat{B}^2 
+ (ir_a L_{ac} \hat{\bar{C}}) \hat{r}_b L_{bc} \hat{C} + \frac{\alpha}{4} \{\hat{C}, \hat{\bar{C}}\}^2 \right].
\]
(7.22)

[*7] The gauge-fixing term \(S_{GF}\) can take the following form:
\[
S_{GF} = \int d^n \Omega \, i \delta \text{Tr} \left[ \hat{C} \left( ir_a L_{ab} \hat{A}_b + \frac{\alpha}{2} \hat{B} \right) \right].
\]
Using the formulas (2.26) and (2.29), $S_C$ can also be written

\[ S_C = \int d^n \Omega \text{Tr} \left[ \hat{B} r_a L_{ab} \hat{A}_b + \frac{\alpha}{2} \hat{B}^2 - \frac{1}{2} \hat{C} (i L_{ab} L_{ab} \hat{C} + \alpha \hat{C}, B) \right] + \frac{\alpha}{4} \left( \hat{C}, \hat{C} \right)^2 \]  
\[ = \int d^n \Omega \text{Tr} \left[ \hat{B} r_a L_{ab} \hat{A}_b + \frac{\alpha}{2} \hat{B}^2 + \frac{1}{2} \hat{C} (i L_{ab} L_{ab} \hat{C} - \alpha \hat{C}, B) \right] + \frac{\alpha}{4} \left( \hat{C}, \hat{C} \right)^2 . \]  

Equations (7.21b), (7.23a), and (7.23b) correspond to Eqs. (2.27), (2.25), and (2.28), respectively.

From the total action

\[ S = \tilde{S}_{YM} + \tilde{S}_{GF} = S_{YM} + S_C , \]  

the Euler-Lagrange equations for $\hat{A}_a$, $\hat{B}$, $\hat{C}$, and $\hat{C}$ are derived, respectively, as

\[ \frac{i}{2} \mathcal{L}_{ab} \hat{F}_{abc} = ir_b L_{bc} \hat{B} - \{ ir_b L_{bc} \hat{C}, \hat{C} \} , \]  
\[ ir_a L_{ab} \hat{A}_b + \alpha \hat{B}' = 0 , \]  
\[ L_{ab} \mathcal{L}_{ab} \hat{C} - i \alpha [ \hat{C}, \hat{B}' ] = 0 , \]  
\[ L_{ab} L_{ab} \hat{C} + i \alpha [ \hat{C}, \hat{B}' ] = 0 , \]

where

\[ \hat{B}' \equiv \hat{B} - \frac{1}{2} \{ \hat{C}, \hat{C} \} . \]  

Equation (7.26) is slightly different from the gauge-fixing condition (2.32) except in the Landau gauge $\alpha = 0$, because Eq. (7.26) contains $\hat{B}'$ in place of $\hat{B}$. This difference is not essential and causes no trouble; if necessary, this can be avoided by choosing the following decomposition of Eq. (5.31):

\[ \delta \hat{C} = i \hat{B} + \frac{i}{2} \{ \hat{C}, \hat{C} \} , \quad \delta \hat{C} = -i \hat{B} + \frac{i}{2} \{ \hat{C}, \hat{C} \} . \]  

With this decomposition, Eq. (2.32) is derived, instead of Eq. (7.26), through the same procedure as has been taken to derive Eq. (7.26). Of course, we can use Eq. (7.26) as a suitable gauge-fixing condition without any difficulties. Equations (7.27) and (7.28) correspond to Eqs. (2.33) and (2.34), respectively. From Eqs. (7.25) and (7.28), an analog of Eq. (2.35) is found to be

\[ \mathcal{L}_{ab} L_{ab} \hat{B} + i \alpha \{ [ \hat{C}, \hat{B}' ], \hat{C} \} = \{ L_{ab} \hat{C}, \mathcal{L}_{ab} \hat{C} \} . \]

In this way, the BRST gauge-fixing procedure reviewed in Sec. 2 is completely covered with the present supersphere formulation.
VIII. CURCI-FERRARI MASS TERM ON SPHERE

This section focuses on the mass term $S_M$, which was assumed to vanish with the condition (7.20). Here, we leave $S_M$ without setting the condition (7.20), and show that $S_M$ can be identified with the Curci-Ferrari mass term [21, 22] by appropriately extending its definition to the sphere $S^n$.

The BRST and anti-BRST transformations of $S_M$ are calculated to be

$$\delta S_M = \int d^n \Omega \text{Tr} \left[ -\kappa \hat{C} \left( ir_a L_{ab} \hat{A}_b - \frac{\omega}{\kappa} \hat{B}' \right) \right],$$

$$\bar{\delta} S_M = \int d^n \Omega \text{Tr} \left[ -\kappa \hat{C} \left( ir_a L_{ab} \hat{A}_b - \frac{\omega}{\kappa} \hat{B}' \right) \right],$$

where integration by parts over $(r_{\mu})$ has been applied to the $\omega$-independent terms, and Eqs. (2.1), (2.5), (2.7), and (2.9) have been used. Obviously, the right-hand sides of Eqs. (8.1) and (8.2) do not vanish; hence, in a naive sense, $S_M$ is not invariant under the BRST and anti-BRST transformations. However, provided that

$$\alpha = -\frac{\omega}{\kappa},$$

it is possible for the right-hand sides of Eqs. (8.1) and (8.2) to vanish with the aid of the gauge-fixing condition (7.26). Because this condition has been derived as the Euler-Lagrange equation for $\hat{B}$, we can say that the mass term $S_M$ with Eq. (8.3), i.e.,

$$S'_M = \int d^n \Omega \kappa \text{Tr} \left[ \frac{1}{2} \hat{A}_a \hat{A}_a - i \alpha \hat{C} \hat{\bar{C}} \right],$$

is invariant on-shell under the BRST and anti-BRST transformations. In other words, we can say that $S'_M$ remains invariant only in the configuration space submanifold in which $\hat{A}_a$ and $\hat{B}$ satisfy Eq. (7.26). Equation (8.4) shows that $\hat{A}_a$ has the mass $\sqrt{-\kappa}$, while $\hat{C}$ and $\hat{\bar{C}}$ have the mass $\sqrt{-\alpha \kappa}$.

The on-shell (anti-)BRST invariance of $S'_M$ suggests that $S'_M$ is invariant off-shell under the so-called on-shell BRST and anti-BRST transformations. They are defined only in the case $\alpha \neq 0$ by eliminating $\hat{B}$ from Eqs. (5.33) and (5.34) using Eq. (7.26). More precisely, the on-shell BRST transformation reads

$$\delta' \hat{A}_a = P_{ab} \hat{D}_b \hat{C} = ir_b L_{ba} \hat{A}_b \hat{C},$$

$$\delta' \hat{C} = \frac{i}{2} \{ \hat{C}, \hat{\bar{C}} \},$$

$$\delta' \hat{\bar{C}} = \frac{1}{\alpha} r_a L_{ab} \hat{A}_b + \frac{i}{2} \{ \hat{C}, \hat{\bar{C}} \},$$
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while the on-shell anti-BRST transformation reads
\[ \bar{\delta}' \hat{A}_a = P_{ab} \hat{D}_b \hat{C} = ir_b \mathcal{L}_{ba} \hat{C}. \] (8.6a)
\[ \bar{\delta}' \hat{C} = -\frac{1}{\alpha} r_a L_{ab} \hat{A}_b + \frac{i}{2} \{ \hat{C}, \hat{C} \}, \] (8.6b)
\[ \bar{\delta}' \bar{\hat{C}} = \frac{i}{2} \{ \hat{C}, \bar{\hat{C}} \}. \] (8.6c)

It is easy to verify that \( S'_M \) remains invariant under the on-shell BRST and anti-BRST transformations: \( \delta' S'_M = \bar{\delta}' S'_M = 0 \). With this property, \( S'_M \) is recognized as the Curci-Ferrari mass term [21, 22] defined on the sphere \( S^1 \). Thus, it is concluded that the gauge-fixing term (7.10) involves the Curci-Ferrari mass term on \( S^1 \).

By choosing the parameters in Eqs. (7.11) and (7.12) to be \( \alpha = 2 \) and \( \beta = \gamma = 0 \), Eq. (7.10) becomes the mass term (7.1a). At the same time, with these parameter values and Eq. (7.16b), the condition (8.3) fixes \( \kappa \) to be
\[ \kappa = -\frac{\omega}{\alpha} = -\frac{n-2}{2}. \] (8.7)
Then the mass of \( \hat{A}_a \) is determined to be \( \sqrt{(n-2)/2} \), and the masses of \( \hat{C} \) and \( \hat{\bar{C}} \) are determined to be \( \sqrt{n-2} \); this result implies that \( \hat{A}_a \), \( \hat{C} \), and \( \hat{\bar{C}} \) are massive when the dimension \( n \) of space is higher than two. It therefore follows that the mass term (7.1a) yields the Curci-Ferrari mass term with definite mass values that depend only on the space dimension. (If the radius of the \( n \)-dimensional sphere is taken to be \( R \), the mass values are proportional to \( R^{-1} \sqrt{n-2} \).)

Now we consider the total action with the condition (8.3):
\[ S = \tilde{S}_{YM} + \tilde{S}_{GF} = S'_YM + S'_C + S'_M. \] (8.8)
Eliminating \( \hat{B} \) in \( S_C \) by using Eq. (7.26) leads to the total action written only in terms of \( \hat{A}_a \), \( \hat{C} \), and \( \hat{\bar{C}} \). We express it as
\[ S' = S'_YM + S'_C + S'_M. \] (8.9)
This action describes a spherical analog of the Curci-Ferrari model [21, 22] (see also [23–26]). The action \( S' \) remains invariant under the on-shell BRST and anti-BRST transformations, because each term in the right-hand of Eq. (8.9) is left invariant under these transformations. However, the on-shell BRST and anti-BRST transformations \( \delta' \) and \( \bar{\delta}' \) do not satisfy the nilpotency and anticommutativity properties (5.32) even after using Euler-Lagrange equations obtained from \( S' \) [\*8]. Only in the massless case \( \kappa = 0 \), the properties (5.32) hold for

---

[\*8] The same situation occurs in the Curci-Ferrari model on Minkowski space. In this model, it is shown that the breakdown of the nilpotency of the on-shell BRST transformation causes the unitarity violation of the physical S-matrix [22].
δ′ and δ̄′ at the on-shell level by means of the Euler-Lagrange equations for ˆC and ˆC.

Let us return to Eq. (8.8). Owing to the presence of S′_M, the total action S is not invariant under the original BRST and anti-BRST transformations δ and δ̄. Fortunately, it is possible to make S (anti-)BRST invariant by changing Eqs. (5.35) and (5.36) to

\[ \delta \hat{B} = \kappa \hat{C}, \]  
\[ \delta \hat{B} = \kappa \hat{C} - i[\hat{B}, \hat{C}]. \]

After this modification, we have \( \delta(S_C + S'_M) = \delta(S_C + S'_M) = 0 \), and hence it follows that S remains invariant under the modified BRST and anti-BRST transformations. However, the nilpotency and anticommutativity properties (5.32) turn out to be lost due to the above modification. (The same trouble takes place also in the corresponding model on Minkowski space, leading to the unitarity violation of the physical S-matrix in this model [11, 23].) The transformation rules (8.10) and (8.11) cannot be found from the horizontality condition (5.1), as similar rules cannot be found from the ordinary horizontality condition on the flat space. For this reason, the modified BRST and anti-BRST transformations should be considered to be outside the scope of the current study. Of course, it will be interesting to see how the condition (5.1) is modified so that Eqs. (8.10) and (8.11) can be derived.

IX. SUMMARY AND DISCUSSION

We have developed a superfield approach to the BRST formalism for the Yang-Mills theory on the \( n \)-dimensional unit sphere \( S^n_1 \). In this approach, the \( (n + 2) \)-dimensional unit supersphere \( S^{n+2}_1 \) was employed as a suitable superspace (or supermanifold) so that the manifestly O(\( n + 1 \)) covariance of the Yang-Mills theory on \( S^n_1 \) can be inherited by the supersymmetric generalization. Thereby, the rank-3 field strength tensor (4.10) was defined successfully, and the horizontality condition was expressed in a concise form (5.1). It was demonstrated that this condition yields the (anti-)BRST transformation rules of the Yang-Mills and FP (anti-)ghost fields on \( S^n_1 \). In particular, the BRST transformation rules found by this method are identical to those given in Ref. [8]. It should be noted here that unlike the ordinary horizontality condition, the condition (5.1) is not equivalent to a set of the (anti-)BRST transformation rules, because the projection operator \( P_{ab} \) is used to derive these rules from the condition (5.1).

By virtue of the horizontality condition (5.1), the modified action for the Yang-Mills superfield on \( S^{n+2}_1 \), i.e. Eq. (6.7), reduced to the action for the Yang-Mills field on \( S^n_1 \). Furthermore, the condition (5.1) made it possible to arrange a gauge-fixing term on \( S^n_1 \) as
a mass term on $S^{n|2}_1$. In fact, a generalization of the gauge-fixing term proposed in Ref. [8], i.e. $S_C$, was expressed as the generalized mass term (7.10) with the condition (7.20). In addition, as mentioned above, the correct BRST transformation rules were found from the condition (5.1). For these reasons, we can say that the BRST gauge-fixing procedure for the Yang-Mills theory on $S^{n}_1$ [8] is completely covered with the present supersphere formulation.

It is remarkable that the generalized mass term (7.10) reduces to the sum of the gauge-fixing term $S_C$ and the mass term $S_M$, as in Eq. (7.17). After setting the condition (8.3), the mass term $S_M$ turned out to be the Curci-Ferrari mass term on $S^{n}_1$. For this reason, it is concluded that the supersphere formulation admits the Curci-Ferrari model on sphere $[\ast 9]$. This formulation goes beyond the standard Curci-Ferrari interpretation in the sense that a connection of the mass term with the gauge-fixing term is considered based on the generalized mass term. It was also shown that the OSp($n + 1|2$) invariant mass term (7.1a) yields the Curci-Ferrari mass term with the definite mass values proportional to $\sqrt{n-2}$. In this way, the OSp($n + 1|2$) invariance of the mass term fixes the masses of the Yang-Mills and FP (anti-)ghost fields on $S^{n}_1$.

As stated above, the gauge-fixing term $S_C$, together with the mass term $S_M$, can be written as the generalized mass term (7.10). This leads us to the notion that we may choose the mass term of the Yang-Mills field as a gauge-fixing term in the Yang-Mills theory. This notion is also supported by the fact that the mass term of the Yang-Mills field is not gauge-invariant and spoils gauge invariance of the Yang-Mills action, as gauge-fixing terms spoil it. Actually, there have been a few studies corresponding to our notion [27, 28], in which the equivalence between the mass term of the Yang-Mills field and the ordinary gauge-fixing term was proven at the quantum-theoretical level. It would be interesting to investigate this equivalence from the aspect of the supersphere formulation.

The manifestly O($n + 1$) covariant formulation of the Yang-Mills theory on $S^{n}_1$ can be done in terms of stereographic coordinates on the $n$-dimensional hyperplane $\mathbf{R}^n \equiv \mathbf{R}^n \cup \{\infty\}$ [7, 8]. In this approach, the Yang-Mills theory on $S^{n}_1$ is stereographically projected onto that on $\mathbf{R}^n$ through the use of conformal Killing vectors. The method of stereographic projection can be applied to the Yang-Mills theory on $S^{n|2}_1$ by using conformal super Killing vectors, which map the Yang-Mills superfield on $S^{n|2}_1$ to that on the $(n + 2)$-dimensional superplane.

[\ast 9] Recently, an attempt has been made to formulate the Curci-Ferrari model in geometrical terms of superspace [26], in which a curved superspace was employed to treat the Curci-Ferrari mass term. This approach appears to have some technical ideas common with our superfield approach, because the supersphere $S^{n|2}_1$ is a kind of curved superspace. However, unlike the approach in Refs. [26], our supersphere formulation considered the rotational supersymmetry characterized by OSp($n + 1|2$) and made it possible to describe the horizontality condition in a simple form (5.1).
With the aid of conformal super Killing vectors, the horizontality condition in the supersphere formulation, Eq. (5.1), can be related to the one in the ordinary superfield formulation by a stereographic mapping from $S^{n+1}_{1}$ to $\mathbb{R}^{n|2}$. Details of this point will be explained in a forthcoming paper [20]. The supersphere formulation developed by us would be extended to the BRST formalism for the Yang-Mills theories on de Sitter and anti-de Sitter spaces [29], because these spaces are connected with $S^4$ by Wick-like rotations. The method of stereographic projection must be useful also in this extension.
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