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Abstract

In Lovelock theories, gravity can travel faster or slower than light. The causal structure is determined by the characteristic hypersurfaces. We generalize a recent result of Izumi to prove that any Killing horizon is a characteristic hypersurface for all gravitational degrees of freedom of a Lovelock theory. Hence gravitational signals cannot escape from the region inside such a horizon. We investigate the hyperbolicity of Lovelock theories by determining the characteristic hypersurfaces for various backgrounds. First we consider Ricci flat type N spacetimes. We show that characteristic hypersurfaces are generically all non-null and that Lovelock theories are hyperbolic in any such spacetime. Next we consider static, maximally symmetric black hole solutions of Lovelock theories. Again, characteristic surfaces are generically non-null. For some small black holes, hyperbolicity is violated near the horizon. This implies that the stability of such black holes is not a well-posed problem.

Keywords: Gauss–Bonnet gravity, Lovelock gravity, higher curvature gravity

PACS numbers: 04.50.-h, 04.20.-q

(Some figures may appear in colour only in the online journal)

1. Introduction

The Einstein equation relates the curvature of spacetime to the energy–momentum tensor of matter:

\[ G_{ab} + \Lambda g_{ab} = 8\pi T_{ab}. \]  (1.1)
The form of the lhs of this equation is dictated by Lovelock’s theorem [1]. This states that in four dimensions, the most general symmetric, divergence-free, second rank tensor that is a function of only the metric and its first and second derivatives, is a linear combination of the Einstein tensor and a cosmological constant term.

In $d > 4$ dimensions, this result is not valid and Lovelock showed that additional terms can appear in the lhs above. Theories with these additional terms are referred to as Lovelock theories. The Einstein equation is obtained only if one adds the additional criterion that the equation of motion should be linear in second derivatives of the metric, i.e. that the equation of motion is quasilinear.

General Lovelock theories are not quasilinear, which makes them rather exotic. Basic properties of these theories are unclear. For example, when $\Lambda = 0$, is Minkowski spacetime (nonlinearly) stable in Lovelock theories? Do such theories admit a positive energy theorem? Is the initial value problem well-posed?

The basic causal properties of a system of partial differential equations (PDEs) are governed by its characteristic hypersurfaces. For the Einstein equation, a hypersurface is characteristic if, and only if, it is null: ‘gravity travels at the speed of light’. Characteristics hypersurfaces of Lovelock theories were investigated in [2, 3]. In particular [3] showed that such surfaces are generically non-null. Gravity can propagate faster (or slower) than light.

This raises the possibility that gravitational signals could escape from the interior of a Lovelock black hole. Very recently, Izumi has proved a result suggesting that this does not happen for stationary black holes in Einstein–Gauss–Bonnet theory (a Lovelock theory) [9]. He proved that a Killing horizon is a characteristic hypersurface for all gravitational degrees of freedom. If one assumes that the event horizon of a stationary black hole is a Killing horizon then it follows that gravitational signals cannot escape from the black hole interior. In this paper, we will generalize this result to an arbitrary Lovelock theory.

The possibility of spacelike characteristic surfaces entails problems for the initial value problem in Lovelock theories. In order to evolve in time, the initial data should be non-characteristic. For such data, a unique solution to the equations of motion may exist locally (although this has been proved only for the special case of analytic initial data [3]). But the non-characteristic condition might be violated after a finite time, in which case one cannot evolve further. This issue does not arise for the Einstein equations, for which any spacelike surface is non-characteristic. However, it can happen in Lovelock theories e.g. this behaviour has been observed for cosmological solutions [10]. If this happens, one would have to investigate whether it is possible to evolve further by choosing a different time slicing.

A closely related issue concerns the canonical formulation of Lovelock theories. The lack of quasilinearity implies that the canonical momentum $\pi^{ij}$ depends on the extrinsic curvature $K_{ij}$ (of a constant time hypersurface) in a nonlinear (polynomial) manner [11]. This relation is generically non-invertible. However, using the inverse function theorem, one can choose a branch such that $K_{ij}$ depends smoothly on $\pi^{ij}$, provided that the constant time surfaces are non-characteristic. If such a surface becomes characteristic then even this local invertibility fails.

Another basic question about Lovelock theories concerns their hyperbolicity. If the spacetime curvature is small (with respect to scales defined by the coupling constants of the theory) then these theories will be hyperbolic. However, when the curvature becomes large

---

3 Superluminal propagation of gravitons has played an important role in discussions of asymptotically anti-de Sitter (AdS) black hole solutions of Einstein–Gauss–Bonnet theory [4–6]. Shock-wave solutions have also been considered [6]. These studies investigated when bulk superluminal propagation would lead to physically unacceptable superluminal propagation in a putative dual conformal field theory (CFT). It was found that this requirement imposes constraints on the Gauss–Bonnet coupling constant. Similar results have been obtained for other Lovelock theories, see e.g. [7, 8].

4 We will not consider Lovelock theories with vanishing coefficient of the Einstein tensor in the equation of motion.
then hyperbolicity may fail. One aim of this paper is to investigate whether this happens. To
do this, we will investigate the characteristic surfaces of certain solutions. This also seems of
interest in its own right since there are not many non-trivial examples for which the char-
acteristic hypersurfaces have been determined.

We start by considering spacetimes that are Ricci flat with a Weyl tensor of type N in the
classification of [12]. We note that any such spacetime is a solution of Lovelock theory (with
$\Lambda = 0$) (slightly extending a result of [13]). In this case, we find that one can define
$d(d - 3)/2$ Lorentzian metrics such that the characteristic surfaces are surfaces null with
respect to any of these metrics. With respect to the physical metric, the characteristic surfaces
are generically non-null. Note that $d(d - 3)/2$ is the number of degrees of freedom of the
graviton. The null cones of these metrics form a nested set. This result implies that Lovelock
theory is hyperbolic in any such background, no matter how large the curvature.

Next we consider static, spherically (or planar) symmetric black hole solutions of these
theories [14–17]. One can determine characteristics from the equations of motion of linearized
perturbations of a background. For these geometries, such perturbations can be decomposed
into scalar, vector and tensor types. Each of these satisfies a certain ’master equation’ [18–25].
From this one can infer that there exist ’effective metrics’ $G^S_{ab}$, $G^V_{ab}$ and $G^T_{ab}$ such that
characteristic hypersurfaces are null hypersurfaces with respect to one of these metrics. It
turns out that, for certain small Lovelock black holes, one of these metrics may change
signature near, but outside, the horizon of the black hole. This is equivalent to the observation
that some perturbations become ‘ghost-like’ near the black hole [25].

When this occurs, the linearized equation admits solutions which grow exponentially
with time so the change of sign has been interpreted as indicating an instability of the black
hole. But actually it is much worse. Asking about stability presupposes that the equations
admit a well-posed initial value formalism for initial data in a neighbourhood of the black
hole initial data. But if the equations are not hyperbolic then it seems unlikely that the initial
value problem for small perturbations is well-posed. We will argue that (i) solutions of the
linearized equations of motion do not depend continuously on their initial data; (ii) for a
generic smooth initial perturbation there does not exist any corresponding solution of the
linearized equations of motion. Hence the initial value problem is ill-posed: time evolution
does not make sense here. We will discuss the implications of this at the end of this paper.

This paper is organized as follows. In section 2 we review Lovelock theories and the
definition of characteristic hypersurfaces. Section 3 discusses the characteristic hypersurfaces
of Lovelock theories, proves that a Killing horizon is characteristic in such theories, and
reviews the definition of hyperbolicity. Section 4 studies Ricci flat type N spacetimes.
Section 5 studies static black hole solutions. Finally, section 6 contains further discussion.

2. Background

2.1. Lovelock theories

The most general symmetric tensor that (in a coordinate chart) (i) depends only on the metric
and its first and second derivatives and (ii) is conserved is [1]5

$$A^a_b = \Lambda \delta^a_b + k G^a_b + B^a_b,$$  \hspace{1cm} (2.1)

5 Conventions: Latin indices are abstract indices, Greek indices refer to a particular basis.
where
\[ B^a_b = \sum_{p \geq 2} k_p \theta^{d_1, \ldots, d_p}_{b_{d_1, \ldots, d_p}} R_{c_1 c_2} d_1 d_2 \ldots \ldots R_{c_{2p-1} c_{2p}} d_{2p-1} d_{2p}, \] (2.2)

and \( k_p \) are constants. The antisymmetry ensures that the sum is finite (\( 2p + 1 \leq d \) in \( d \) dimensions). Note that

\[ V^b B_{ab} = 0. \] (2.3)

The generalization of the Einstein equation is

\[ \pi^a_{ab} = 8 \pi T_{ab}. \] (2.4)

We will assume that \( k_1 > 0 \) and choose units so that \( k_1 = 1 \). The Lagrangian density for Lovelock theory is [1]

\[ L = \sqrt{-g} (R - 2 \Lambda) - \sqrt{-g} \sum_{p \geq 2} 2k_p \delta^{d_1, \ldots, d_p}_{b_{d_1, \ldots, d_p}} R_{c_1 c_2} d_1 d_2 \ldots \ldots R_{c_{2p-1} c_{2p}} d_{2p-1} d_{2p}. \] (2.5)

If we retain only the \( p = 2 \) term above then we have Einstein–Gauss–Bonnet theory.

### 2.2. Characteristics

In this section we will review the definition and basic theory of characteristic hypersurfaces.

Consider a field theory in which the unknown fields form a column vector \( g_I \) with equation of motion

\[ E_I (g, \partial g, \partial^2 g) = 0. \] (2.6)

(In a Lovelock theory \( g_I \) will stand for the metric \( g_{\mu\nu} \).) The theory is quasilinear if \( E_I \) is linear in \( \partial^2 g_I \). We will not assume this. However, Lovelock theories have the special property\(^6\) that, in any coordinate chart \( x^a \), the equations of motion depend linearly on \( \partial^2_0 g_{\mu\nu} \). So we will assume that \( E_I \) has this property. Hence in any chart the equation of motion takes the form

\[ \frac{\partial^2 E_I}{\partial (\partial^2_0 g_{IJ})} \partial^2_0 g_{IJ} + \ldots = 0. \] (2.7)

Where the ellipsis denotes terms involving fewer than two derivatives with respect to \( x^0 \) and the coefficient of \( \partial^2_0 g_{IJ} \) does not depend on \( \partial^2_0 g_{IJ} \).

Now consider a hypersurface \( \Sigma \) and introduce adapted coordinates \((\chi^0, \chi')\) so that \( \Sigma \) has equation \( \chi^0 = 0 \). Assume that \( g_I \) and \( \partial g_I \) are known on \( \Sigma \). By acting with \( \partial_0 \) we then also know \( \partial_0 \partial g_I \) on \( \Sigma \). The only second derivatives that we don’t know are \( \partial^2_0 g_{IJ} \). These are uniquely determined by the equation of motion (2.7) if, and only if, the matrix

\[ \frac{\partial E_I}{\partial (\partial^2_0 g_{IJ})}, \] (2.8)

is invertible. If this is the case then \( \Sigma \) is said to be non-characteristic. If the matrix is not invertible anywhere on \( \Sigma \) then \( \Sigma \) is characteristic. Let \( \xi = dx^0 \) be the normal to \( \Sigma \). We can write the above matrix covariantly as

\(^6\) This was noticed in [2, 3] for coordinates adapted to a spacelike surface but it holds generally.
This is called the principal symbol of the equation. The characteristic polynomial is

\[ Q(x, \xi) = \det P(x, \xi). \]  

A surface with normal \( \xi \) is characteristic if, and only if, \( Q(x, \xi) = 0 \) vanishes everywhere on the surface. \( Q \) is a homogeneous polynomial in \( \xi \). The equation \( Q = 0 \) at a point \( p \) defines the normal cone at \( p \).

A surface \( \phi(x) = \text{constant} \) is characteristic if \( \phi = Q_{,\mu} \xi^\mu = 0 \). This is a first order PDE for \( \phi \). The theory of first order PDEs implies that such surfaces are generated by bicharacteristic curves \( (x^\mu(t), \xi^\mu(t)) \) defined by \([26]\)

\[ \dot{x}^\mu = \frac{\partial Q}{\partial \xi^\mu}, \quad \dot{\xi}^\mu = -\frac{\partial Q}{\partial x^\mu}, \quad (2.11) \]

with the initial values of \( \xi^\mu \) chosen so that \( Q = 0 \) (this is preserved along the curves). The ray cone at \( p \) is defined as the set of vectors of the form \( \partial Q/\partial \xi^\mu \) for \( \xi \) obeying \( Q = 0 \).

If \( Q \) factorizes (for arbitrary \( \xi \)) into a product of polynomials of lower degree

\[ Q = Q^n_1 Q^n_2 \ldots, \quad (2.12) \]

then we must use \( Q_i \) instead of \( Q \) in defining bicharacteristics. This happens in GR: writing the Einstein equation in harmonic coordinates gives

\[ Q = Q^{(d+1)/2}_1, \]

where \( Q_1 = -(1/2)g^{ab}\xi_a \xi_b \). In this case the curves \( x^\mu(t) \) are the null geodesics of \( g_{ab} \) and a surface is characteristic if, and only if, it is null.

To understand the role of characteristic hypersurfaces as wavefronts, consider a solution which is smooth everywhere except across a hypersurface \( \Sigma \) on which the solution is \( C^1 \) but \( \partial^2 g_{ij} \) is discontinuous. In this case, the equation of motion cannot determine uniquely \( \partial g_{ij} \) on \( \Sigma \). Hence \( \Sigma \) must be a characteristic surface. So discontinuities in \( \partial^2 g_{ij} \) must propagate along characteristic hypersurfaces.

By taking derivatives of the equation of motion one easily sees that discontinuities in \( \partial^k g_{ij} \), \( k \geq 3 \) also propagate along characteristic hypersurfaces, i.e. if a solution is smooth on either side of \( \Sigma \) and \( C^{k-1} \) on \( \Sigma \) with a discontinuity in \( \partial^k g_{ij} \) on \( \Sigma \) then \( \Sigma \) must be characteristic.

### 3. Characteristics of Lovelock theories

#### 3.1. General properties

The characteristics of Lovelock theories were discussed by Aragone [2] and in more detail by Choquet-Bruhat [3]. These references studied characteristics by imposing various conditions on the coordinates (e.g. an Arnowitt–Deser–Misner (ADM) type decomposition or harmonic coordinates). Recently [9] studied characteristics of Einstein–Gauss–Bonnet theory using a first order approach. We will use a second order, gauge-invariant, approach.

Consider Lovelock theory in vacuum \( T_{ab} = 0 \), so \( A_{ab} = 0 \) or equivalently

\[ E_{ab} \equiv R_{ab} - \frac{2L}{d-2} g_{ab} + \frac{1}{d-2} B^{c}_{ab} \epsilon_{ab} = 0. \]  

\[ (3.1) \]
In a coordinate chart $x^\mu$, the principal symbol is defined for a one-form $\xi_\mu$ by

$$P(x, \xi)_{\mu\nu} = \frac{\delta E_{\mu\nu}}{\delta (\partial_\mu \partial_\nu g_{\rho\sigma})} \xi_\mu \xi_\nu, \quad (3.2)$$

which we view as a matrix mapping a symmetric tensor $t_{\mu\nu}$ to a symmetric tensor $P_{\mu\nu} t_{\mu\nu}$. To calculate $P$ we vary $g_{\mu\nu} \to g_{\mu\nu} + \delta g_{\mu\nu}$ and use

$$\delta B_\mu = -\sum_{p,l \geq 2} 2pk_p \delta_{\mu\psi_1...\psi_p}^{\alpha_1...\alpha_p} \left( \partial_{\alpha_1} \partial_{\alpha_2} \delta g_{\rho\sigma} \right) R_{\rho_1\rho_2}^{\alpha_1\alpha_2} ... R_{\rho_{p-1}\rho_p}^{\alpha_{p-1}\alpha_p} + ...,$$

where the ellipsis denotes terms that don’t involve second derivatives of $\delta g_{\mu\nu}$. This gives

$$(P \cdot t)^a_b = (P_{\text{GR}} \cdot t)^a_b + (R \cdot t)^a_b,$$

where the term coming from the Ricci tensor in (3.1) is the same as for GR:

$$\left( P_{\text{GR}} \cdot t \right)^{ab}_b = \frac{1}{2} \delta_{ab} t_{ab} + \frac{\xi_a \xi_b}{g_{ab}} - \frac{1}{2} \xi_a \xi_b t^c_c,$$

and the other piece is

$$\left( R \cdot t \right)^{ab}_b = -\sum_{p,l \geq 2} 2pk_p \delta_{\mu\psi_1...\psi_p}^{\alpha_1...\alpha_p} \left( \partial_{\alpha_1} \partial_{\alpha_2} \delta g_{\rho\sigma} \right) R_{\rho_1\rho_2}^{\alpha_1\alpha_2} ... R_{\rho_{p-1}\rho_p}^{\alpha_{p-1}\alpha_p} d_{\rho_{p-1}} d_{\rho_p} + ...,$$

and we are now using abstract indices because these expressions are valid in any basis.

$P_{\text{GR}}$ and $R$ are linear operators which map symmetric tensors to symmetric tensors. Define an inner product between symmetric tensors

$$\langle t, t' \rangle = G^{abcd} t_{ab} t'_{cd} \equiv t^{ab} t'_{ab} - \frac{1}{2} t_{a}^{a} t_{b}^{b},$$

where

$$G^{abcd} = \frac{1}{2} \left( g^{ac} g^{bd} + g^{ad} g^{bc} - g^{ab} g^{cd} \right).$$

$P_{\text{GR}}$ and $R$ are symmetric with respect to this inner product, and hence so is $P$:

$$(P \cdot t, t') = (t, P \cdot t').$$

By decomposing $t$ into a traceless part $\tilde{t}$ and a trace, and working in an orthonormal basis $\{e_0, e_i\}$, one finds that the inner product has signature $(-, - , ..., - , + , + , ... +)$ where there are $d$ negative eigenvalues and $d(d-1)/2$ positive eigenvalues. The negative eigenvalues are associated to the trace and to the components $t_{i0}$, $i = 1, \ldots, d - 1$.

The principal symbol $P(x, \xi)$ is always degenerate. This is because the equations have a gauge symmetry arising from diffeomorphisms, which implies that $P \cdot t$ is invariant under

$$t_{ab} \to t_{ab} + \tilde{\xi}_{(aXb)}.$$

for any $X_b$. We will deal with this by working with equivalence classes of symmetric tensors. We will say that $t_{ab} \sim \tilde{t}_{ab}$ if $t_{ab} = \tilde{t}_{ab} + \tilde{\xi}_{(aXb)}$ for some $X_b$. This defines an equivalence relation on symmetric tensors. Let $V_{\text{physical}}(\xi)$ be the vector space of equivalence classes with respect to this equivalence relation. Then gauge symmetry implies that $P_{\text{GR}}$ and $R$ are well-defined on $V_{\text{physical}}$. 

6
We will say that a symmetric tensor $t_{ab}$ is transverse with respect to $\xi^a$ if it obeys
\begin{equation}
\xi^b t_{ab} - \frac{1}{2} \varepsilon^a \xi^b_{,c} t^c = 0. \tag{3.11}
\end{equation}

Let $V_{\text{transverse}}(\xi)$ denote the vector space of transverse symmetric tensors. The Bianchi identities imply that $R_{GR} \cdot t$ and $R \cdot t$ lie in $V_{\text{transverse}}$ for any $t_{ab}$. Hence we can regard $P_{GR} R$ and $P$ as maps from $V_{\text{physical}}$ to $V_{\text{transverse}}$:
\begin{equation}
P_{GR}(x, \xi), R(x, \xi), P(x, \xi) : V_{\text{physical}} \rightarrow V_{\text{transverse}}. \tag{3.12}
\end{equation}

Note that $V_{\text{physical}}$ and $V_{\text{transverse}}$ both have dimension $d(1 - d) 2$. If we pick bases for these spaces then we can define the characteristic polynomial as
\begin{equation}
Q(x, \xi) = \det P(x, \xi). \tag{3.13}
\end{equation}

This is a homogeneous polynomial in $\xi^a$ of degree $d(d - 1)$. For generic $\xi^a$ it will be non-zero. A hypersurface with normal $\xi^a$ is characteristic if and only if $Q(x, \xi) = 0$.

3.2. Characteristics of GR

Let’s see how this works for GR, with principal symbol $P = R_{GR}$. If $Q(x, \xi) = 0$ then $P_{GR}(x, \xi)$ is degenerate. Hence there exists a non-zero element of $V_{\text{physical}}$ that is annihilated by $P_{GR}(x, \xi)$. Let $t_{ab}$ be an element of this equivalence class, so $P_{GR}(x, \xi) \cdot t = 0$:
\begin{equation}
-\frac{1}{2} \xi^b t_{ab} + \xi^c \varepsilon^a_{(b} t^b_{c)} c = \frac{1}{2} \varepsilon^a \xi^b_{,c} t^c = 0. \tag{3.14}
\end{equation}

If $\xi^2 \neq 0$ then this equation implies that $t_{ab} = \xi^a X_b$ for some $X_b$, which is a contradiction because this is pure gauge and hence corresponds to the zero element of $V_{\text{physical}}$. Hence any characteristic direction must be null: $\xi^2 = 0$. The above equation then implies (3.11) i.e. $t_{ab}$ is transverse. Note that (3.11) is gauge invariant if $\xi^2 = 0$ so this condition defines a subspace $V_{\text{physicaltransverse}}$ of $V_{\text{physical}}$. This subspace has dimensions $d(d - 1)/2 - d = d(d - 3)/2$. Hence we have shown that, for GR, $\xi^a$ is characteristic if and only if $Q(x, \xi) = 0$.

3.3. Characteristics of Lovelock theories

Now consider a Lovelock theory with $P = R_{GR} + R$. Let $\xi^a$ satisfy $Q(x, \xi) = 0$. As above, for this $\xi^a$, there exists a non-zero element of $V_{\text{physical}}$ that is annihilated by $P(x, \xi)$. Let $t_{ab}$ be an element of this equivalence class.

Consider first the case in which $\xi^a$ is non-null: $\xi^2 \neq 0$. In this case we can decompose any $t_{ab}$ uniquely into a transverse part and a gauge part:
\begin{equation}
t_{ab} = \hat{t}_{ab} + \xi^a X_b, \tag{3.15}
\end{equation}

where $\hat{t}_{ab}$ satisfies (3.11) and is non-zero (since $t_{ab}$ is not pure gauge). We then have
\begin{equation}
0 = P(x, \xi) \cdot t = P(x, \xi) \cdot \hat{t}, \tag{3.16}
\end{equation}

which reduces to the eigenvalue equation
\begin{equation}
R(x, \xi) \cdot \hat{t} = \frac{1}{2} \xi^2 \hat{t}. \tag{3.16}
\end{equation}

Hence non-null $\xi^a$ is characteristic if and only if $R(x, \xi)$ admits an eigenvector $\hat{t}_{ab} \in V_{\text{transverse}}$ with eigenvalue $(1/2) \xi^2$. Here we regard $R(x, \xi)$ can be regarded as a map from $V_{\text{transverse}}$ to...
itself so the problem of determining non-null characteristics is the eigenvalue problem for this map.

Now consider the case in which $\xi_a$ is characteristic and null. Introduce a null basis \{0, 1, 2, ..., d - 1\} where $e_0^a = e^a_0 \cdot e_1$ is null with $e_0 \cdot e_1 = 1$, and $e_i$ are spacelike, orthonormal and orthogonal to $e_0$ and $e_1$. In other words the only non-vanishing inner products between the basis vectors are

$$e_0 \cdot e_1 = 1, \quad e_i \cdot e_j = \delta_{ij}. \quad (3.17)$$

The non-trivial components of the equation $P(x, \xi) \cdot t = 0$ are

$$\frac{1}{2} t_{00} + (\mathcal{R} \cdot t)_{01} = 0, \quad (3.18a)$$

$$\mathcal{R} \cdot t = 0, \quad (3.18b)$$

$$\frac{1}{2} t_{ii} + (\mathcal{R} \cdot t)_{1i} = 0, \quad (3.18c)$$

$$-\frac{1}{2} t_{ii} + (\mathcal{R} \cdot t)_{11} = 0, \quad (3.18d)$$

and note that $\mathcal{R} \cdot t \in V_{\text{transverse}}$ is equivalent to

$$\mathcal{R} \cdot t_{00} = (\mathcal{R} \cdot t)_{00} = (\mathcal{R} \cdot t)_{ii} = 0, \quad (3.19)$$

so the lhs of (3.18b) is traceless. The components $t_{ij}$ are ‘pure gauge’ and hence do not appear in the above equations. The other $d(d - 1)/2$ components are gauge invariant and governed by the $d(d - 1)/2$ equations (3.18). Since the number of equations equals the number of unknowns, we would not expect any non-zero solution to these equations at a generic point of a generic spacetime. So generically, there do not exist null characteristic directions. However, as we will see now, there are special circumstances under which one can have null characteristic directions, corresponding to a non-zero solution of the above equations.

3.4. Application: Killing horizons are characteristic

Gravitational signals can propagate faster than light in Lovelock theories. This raises the question of whether gravitational signals can escape from the interior of a black hole in such theories. Recently, Izumi has argued that a Killing horizon is a characteristic hypersurface in Einstein–Gauss–Bonnet theory [9]. If one assumes that the event horizon of a stationary black hole is a Killing horizon\(^7\) then this indicates that gravitational signals cannot escape from the interior of a stationary black hole in Einstein–Gauss–Bonnet theory. In this section, we will generalize Izumi’s result to any Lovelock theory. More precisely we will prove the following.

**Proposition.** Consider a solution of a Lovelock theory containing a Killing horizon $\mathcal{H}$ with associated Killing vector field $\xi^a$. Then the null hypersurface $\mathcal{H}$, with normal $\xi_\mu$, is a characteristic hypersurface. On this hypersurface, the kernel of $P(x, \xi)$ has dimension $d(d - 3)/2$, so $\mathcal{H}$ is ‘characteristic for all gravitational degrees of freedom’.

**Proof.** Introduce a null basis with $e_0 = \xi$ as in the previous subsection. We need to show that there exist $d(d - 3)/2$ independent solutions of the system (3.18). In this basis, we have

---

\(^7\) This assumption is justified for a static black hole subject to some reasonable global assumptions [27].
\[
(R \cdot t)_{\mu} = -\sum_{\rho \geq 2} 2\kappa \rho^{\mu} \rho^{\delta_{1}} \rho^{\delta_{2}} \cdots \rho^{\delta_{\rho}} \rho^{\sigma_{1}} \rho^{\sigma_{2}} \cdots \rho^{\sigma_{\rho}} R_{\rho_{1} \rho_{2} \cdots \rho_{\rho}} \sigma_{1} \sigma_{2} \cdots \sigma_{\rho} + \frac{1}{d-2} \sum_{\rho \geq 2} 2\kappa \rho^{\mu} \rho^{\delta_{1}} \rho^{\delta_{2}} \cdots \rho^{\delta_{\rho}} \rho^{\sigma_{1}} \rho^{\sigma_{2}} \cdots \rho^{\sigma_{\rho}} R_{\rho_{1} \rho_{2} \cdots \rho_{\rho}} \sigma_{1} \sigma_{2} \cdots \sigma_{\rho}. 
\]

(3.20)

Since \( H \) is a Killing horizon, its generators are free of expansion, rotation and shear \[28\]. This implies that the Riemann tensor obeys\[8\]

\[
R_{000} = R_{0ijk} = 0. 
\]

(3.21)

Assume that

\[
t_{00i} = t_{0i0} = 0. 
\]

(3.22)

Recall that \( t_{0i} \) is pure gauge and so does not contribute to (3.20). Let \( \mu \neq 0 \). Then for the Kronecker deltas in (3.20) to be non-zero we need one of the upper indices to be 0. But then the conditions (3.21) and (3.22) imply that this expression must vanish. Since \( \rho_{\mu} \rho_{\nu} \) is symmetric, it follows that the only non-vanishing component is the \( \mu = \nu = 1 \) component. So (3.18a), (3.18b) and (3.18c) are all satisfied and (3.18d) is the only non-trivial equation. So any \( f_{\mu} \) satisfying the \( d - 1 \) conditions (3.22) and the single condition (3.18d) gives a solution. These are \( d \) conditions in total. \( V_{\text{physical}} \) has dimension \( d(d - 1)/2 \). Hence the size of the kernel is \( d(d - 1)/2 - d = d(d - 3)/2 \) as claimed\[9\].

3.5. Hyperbolicity

We can now discuss hyperbolicity. The idea that we want to capture is that, given a suitable ‘initial’ hypersurface \( \Sigma \), for any \( d - 2 \)-dimensional surface \( S \) within \( \Sigma \) there are \( d(d - 3) \) physical characteristic hypersurfaces through \( S \). These correspond roughly to ‘ingoing’ and ‘outgoing’ wavefronts for each of the \( d(d - 3)/2 \) physical polarizations of the graviton. In the PDE literature, such a surface \( \Sigma \) is referred to as spacelike \[26\] but, since we already have a notion of spacelike arising from the metric, we will refer to it as ‘Lovelock-spacelike’.

More precisely, consider a basis of one-forms \( f_{\mu} \) for the cotangent space at \( p \) such that \( f^{\mu} \) is normal to \( \Sigma \). We can expand \( \xi = \xi_{\mu} f^{\mu} = \xi_{0} f^{(0)} + \xi_{1} f^{(1)} \). We will say that \( \Sigma \) is ‘Lovelock-spacelike’ at \( p \) if, for every \( \xi_{1} \neq 0 \) the equation \( Q(x', \xi_{0}, \xi_{1}) = 0 \) has exactly \( d(d - 3) \) distinct real roots \( \xi_{0} \). If a Lovelock-spacelike hypersurface exists through a point \( p \) then the theory is hyperbolic at \( p \). Note that it is possible that the theory could be hyperbolic in some region of spacetime but non-hyperbolic in another region. We will see an example of this below.

This definition can be extended to permit degeneracy of the roots \( \xi_{0} \). If \( \xi_{0} \) has degeneracy \( k \) then we require that there should be \( k \) modes propagating along the corresponding characteristic surface. We do this by requiring that there exist \( k \) linearly independent \( t_{iab} \in V_{\text{physical}} \) that belong to the kernel of \( P(x, \xi) \).

For some spacetimes (e.g. those with appropriate symmetries) the characteristic polynomial factorizes into a product of quadratic factors:

\[8\] This follows e.g. from equations NP1, NP2, NP3 of [29].

\[9\] We have not excluded the possibility that the kernel is bigger than this, i.e. that there may exist solutions of the system (3.18a) to (3.18d) that do not satisfy (3.22). But the above analysis shows that (3.18a), (3.18b) and (3.18c) depend only on \( t_{0i} \) and \( t_{0i} \), hence they form an overdetermined system for these quantities. Therefore it seems likely that all solutions must satisfy (3.22).
for certain symmetric tensors $G^{ab}_{I}$, which can be regarded as (inverse) ‘effective’ metric tensors. In this case, the normal cone is the product of the null cones of each of these metrics.

A hypersurface is characteristic if and only if it is null with respect to one of these metrics, and the bicharacteristic curves are the null geodesics of these metrics. In a generic spacetime, there is no reason for such factorization to occur and the characteristic cone will not be a product of null cones [3]. Even when factorization does occur, the tensors $G^{ab}_{I}$ might be degenerate or have non-Lorentzian signature, in which case the theory would not by hyperbolic in such a background.

In GR, the equation of motion is hyperbolic everywhere. However, in a Lovelock theory hyperbolicity may fail somewhere in the spacetime. For example, if $Q$ takes the form (3.23) then hyperbolicity will fail if any of the tensors $G^{ab}_{I}$ fails to be a Lorentzian metric. We will show that this happens near the horizon of certain black hole solutions in section 5.

### 4. Ricci flat type N spacetimes

#### 4.1. Overview

The principal symbol depends on the Riemann tensor of the spacetime. Therefore the simplest non-trivial spacetimes to consider when studying characteristics are those with the simplest non-vanishing Riemann tensor. These are type N spacetimes. In this section we will determine the characteristic hypersurfaces of an arbitrary Ricci flat type N spacetime.

Introduce a null basis $\equiv e^{a}_{\ell}$, $\equiv e^{a}_{n}$, $\equiv e^{a}_{m}$ with $\ell$ and $n$ null with $\ell \cdot n = 1$ and $m_{i}$ a set of orthonormal spacelike vectors orthogonal to $\ell$ and $n$. A spacetime is Ricci flat with a Weyl tensor of type N (in the classification of [12]) if, and only if, one can choose the basis so that the only non-vanishing components of the Riemann tensor are (in the notation of [29])

$$\Omega_{ij} \equiv R_{ijl}.$$  (4.1)

Note that $\Omega_{ij}$ is a symmetric traceless $(d - 2) \times (d - 2)$ matrix. It is easy to see that any such spacetime is a solution of Lovelock theory with $\Lambda = 0$ (generalising a result of [13]).

We will prove the following result below:

**Proposition.** For a generic Ricci flat type N spacetime, there exist $d(d - 3)/2$ ‘effective metrics’

$$G^{ab}_{I} = g^{ab} + \omega_{I} \ell^{a}t^{b}. \tag{4.2}$$

$I = 1, \ldots, d(d - 3)/2$ such that a hypersurface is characteristic if and only if its normal $\xi_{a}$ is null with respect to $G^{ab}_{I}$ for some I. The $\omega_{I}$ are real homogeneous functions of $\Omega_{ij}$ of weight 1 and independent of $k_{p}$ for $p > 2$.

This result implies that, for a Ricci flat type N spacetime, the normal cone of a Lovelock theory factorizes into a product of quadratic cones, one for each physical polarization of the metric. The tensors $G^{ab}_{I}$ are non-degenerate with Lorentzian signature. If we view them as inverse metrics then the associated metrics are

10 Note that $G_{Iab}$ is the inverse of $G^{ab}_{I}$, not the result of lowering indices of $G^{ab}_{I}$. 
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\[
G_{ab} = g_{ab} - \omega_I \ell_a \ell_b, \quad (4.3)
\]

Hence characteristic surfaces are null hypersurfaces of these ‘effective’ metrics. Bicharacteristic curves are the null geodesics of these metrics. For generic \( \Omega_{ij}' \), the quantities \( \omega_I \) are distinct and hence so are the metrics \( G_{Iab} \).

Generically \( \omega_I \neq 0 \) for all \( I \) so the null cones of the effective metrics do not coincide with the null cone of the physical metric. However, the vector \( \ell^a \) is null with respect to any of these metrics so the null cones are all tangent along \( \ell^a \). The null cones of \( G_{Iab} \) form a nested set: the \( I \)th cone lies inside the \( J \)th cone if \( \omega_I < \omega_J \) hence the outermost cone is the one corresponding to the effective metric with the most positive \( \omega_I \). We will show below that there is generically at least one positive \( \omega_I \) and so this outermost cone lies outside the light cone (except where they are tangent along \( \ell^a \)).

It follows from this result that Lovelock theory is hyperbolic in any Ricci flat type N background. To see this choose a hypersurface \( \Sigma \) that is spacelike with respect to the outermost null cone and hence with respect to all of them. Pick a codimension one surface \( S \) within this hypersurface. Then, for each \( I \), there are two characteristic surfaces passing through \( S \), corresponding to ‘outgoing’ and ‘ingoing’ hypersurfaces that are null and normal to \( S \) with respect to \( G_{Iab} \). Hence \( \Sigma \) is Lovelock-spacelike and the theory is hyperbolic on \( \Sigma \). Since we can do this everywhere in the spacetime, the theory is hyperbolic everywhere in this spacetime.

These effective metrics determine the causal properties of gravitational propagation in these spacetimes. Consider a linearized gravitational perturbation with initial data on \( \Sigma \) that vanishes outside \( S \). Then the solution arising from this data will vanish everywhere outside the ‘outermost’ characteristic surface emanating from \( S \). This surface corresponds to the effective metric \( G_{Iab} \) with the most positive \( \omega_I \). Therefore it is this effective metric, rather than the physical metric, which determines causal properties of gravitational propagation in this background. This outermost characteristic surface is generically spacelike.

**Example.** It is interesting to examine the form of these effective metrics for a very simple Ricci flat type N spacetime. Consider the plane wave spacetime

\[
d s^2 = a_{ij} x^i x^j du^2 + 2 du dv + \delta_{ij} dx^i dx^j, \quad (4.4)
\]

where \( a_{ij} \) is constant and traceless. Choosing \( m_i = dx^i \) gives \( \Omega_{ij}' \propto a_{ij} \). In this case we have \( \ell = \partial / \partial v \). It follows that the \( I \)th effective metric is

\[
G_{\mu\nu} dx^\mu dx^\nu = \left( a_{ij} x^i x^j - \omega_I \right) du^2 + 2 du dv + \delta_{ij} dx^i dx^j. \quad (4.5)
\]

Since the \( \omega_I \) are functions of \( \Omega_{ij}' \), they are constant in this spacetime. Hence we can define \( v' = v - \omega_I u / 2 \) to obtain

\[
G_{\mu\nu} dx^\mu dx^\nu = a_{ij} x^i x^j du^2 + 2 du dv' + \delta_{ij} dx^i dx^j, \quad (4.6)
\]

which shows that the effective metrics are all isometric to the physical metric. However, the isometry is different for each effective metric. Applying this result to the effective metric with the most positive \( \omega_I \) we see that causality of Lovelock theory in this spacetime is equivalent to causality defined by the light cone in an isometric spacetime.

4.2. Proof of proposition

We will now prove the above proposition. We will also give explicit expressions for the \( \omega_I \) for the case \( d = 5 \).
In the above null basis, the expression for $\mathcal{R}(x, \xi)$ simplifies: terms with $p > 2$ don’t contribute so we have (raising and lowering $i, j$ indices freely)
\[
(\mathcal{R} \cdot t)^{\mu}_{\nu} = -16k_2 \delta^{\nu}_{\mu} \delta^{i}_{\ell} \delta^{j}_{m} \varepsilon_{\ell m i j} \varepsilon_{\nu \rho \sigma \tau} \sigma \Omega_{\eta i j}^{\nu} + \frac{16}{d-2} k_2 \delta^{\nu}_{\mu} \delta^{i}_{\ell} \delta^{j}_{m} \varepsilon_{\ell m i j} \varepsilon_{\nu \rho \sigma \tau} \rho \sigma \Omega_{\eta i j}^{\nu}. \tag{4.7}
\]

Previously we’ve viewed $\mathcal{R}(x, \xi)$ as a map from $V_{\text{physical}}$ to $V_{\text{transverse}}$. But now let’s just view it as a map taking symmetric tensors to symmetric tensors. We start by proving.

**Lemma.** Viewed as a map from symmetric tensors to symmetric tensors, $\mathcal{R}(x, \xi)$ is diagonalizable with $2d$ eigenvalues that vanish and $d(d - 3)/2$ that generically do not vanish.

**Proof.** We already know that $\mathcal{R}$ is gauge invariant so ‘pure gauge’ modes $t_{ab} = \xi_{(a\pi b)}$ are eigenvectors with vanishing eigenvalue. There are $d$ such eigenvectors. Next, if we take $t_{ab} = t_{(a\pi b)}$ for some $V_b$ (i.e. the only non-vanishing components are $t_{ij}$) then from (4.7) we have $\mathcal{R} \cdot t = 0$ so $t$ is an eigenvector with zero eigenvalue. We’ve already accounted for the case $V_b \propto \xi$, (a pure gauge mode), so this gives an additional $d - 1$ independent eigenvectors here. So we’ve identified $2d - 1$ of the eigenvectors corresponding to a vanishing eigenvalue, the final one will be determined below.

Equation (4.1) depends only on the choice of $\ell$, the choice of the other basis vectors is arbitrary. In general, $\xi$ will not be parallel to $\ell$ so we can choose $u$ to be a linear combination of $\xi$ and $\ell$. It then follows that $t_{ab} \propto m_{(a\pi b)}$ is an eigenvector of $\mathcal{R}$ with eigenvalue 0 (since it is a linear combination of eigenvectors of the form just discussed). The only non-vanishing components of such $t_{ab}$ are $t_{ii}$.

Now consider an eigenvector $t_{ab}$ of $\mathcal{R}$ with non-vanishing eigenvalue. Since $\mathcal{R}$ is symmetric with respect to the inner product $\langle \cdot, \cdot \rangle$, $t_{ab}$ must be orthogonal to the eigenvectors with vanishing eigenvalue just discussed. This implies that its only non-vanishing components are $t_{01}$ and $t_{ij}$ with $t_{ii} = 0$. Hence $t_{ab}$ has the form
\[
t_{ab} = 2t_{01} \ell_{(a\pi b)} + t_{ij} m_{ia} m_{jb} \quad t_{ii} = 0, \tag{4.8}
\]
which obeys the transversality condition (3.11). The first term belongs to the kernel of $\mathcal{R}$ so $\mathcal{R} \cdot t$ is independent of $t_{01}$. Consider the eigenvalue equation $\mathcal{R} \cdot t = \lambda t$. Since $\lambda \neq 0$, the 01 component fixes $t_{01}$ in terms of $t_{ij}$. The 0i and 11 components are trivial (because $\mathcal{R} \cdot t$ is orthogonal to the eigenvectors of $\mathcal{R}$ with vanishing eigenvalue) and so only the $ij$ components remain. These give
\[
(\mathcal{R} \cdot t)_{ij} = 16k_2 \varepsilon_{ij0}^2 \mathcal{O}(t)_{ij}, \tag{4.9}
\]
where, for a traceless symmetric matrix $t_{ij}$ we define
\[
\mathcal{O}(t)_{ij} = t_{ik} \Omega_{kj}^{\prime} + t_{jk} \Omega_{ki}^{\prime} - \frac{2}{d-2} t_{kl} \Omega_{kl}^{\prime} \delta_{ij}. \tag{4.10}
\]

Hence to determine the non-vanishing eigenvalues of $\mathcal{R}$ we need to find the eigenvalues of $\mathcal{O}$. Let $\mathcal{V}$ be the space of $(d - 2) \times (d - 2)$ traceless symmetric matrices, which has dimension $d(d - 3)/2$. $\mathcal{O}$ maps $\mathcal{V}$ to itself. If $X, Y$ are both traceless symmetric then $Y_{\mu} \mathcal{O}(X)_{\nu} = X_{\mu} \mathcal{O}(Y)_{\nu}$ so $\mathcal{O}$ is symmetric with respect to the Euclidean metric on $\mathcal{V}$. Hence $\mathcal{O}$ has real eigenvalues $\nu_{\ell}$ and the associated eigenvectors form a basis for $\mathcal{V}$. The eigenvalues $\nu_{\ell}$ are homogeneous functions of $\Omega_{ij}^{\prime}$ of weight 1.
We have shown that $R$ has eigenvalues $-(1/2)\xi_0^2\omega_I$ where
\[ \omega_I = -32k_2\nu_I, \quad I = 1, 2, \ldots, d(d - 3)/2, \]
and the corresponding eigenvectors are linearly independent and of the form (4.8).

The final eigenvector of $R$ must have vanishing eigenvalue. This can be found by taking $t_{ij}$ to have $t_{ij} = t_{i\mu} = 0$ and decomposing $t_{ij} = \bar{t}_{ij} + \alpha \delta_{ij}$ where $\bar{t}_{ij}$ is traceless and can therefore be expanded in terms of the basis of eigenvectors of $\mathcal{O}$ just discussed. If the eigenvalues of $\mathcal{O}$ are all non-zero then $R \cdot t = 0$ can then be solved to determine $\bar{t}_{ij}$ uniquely in terms of $\alpha$. \(\square\)

We can determine the eigenvalues $\nu_1$ more explicitly by choosing the spatial basis vectors $m_i$ to diagonalize $\Omega'_{ij}$. The diagonal elements are the eigenvalues of $\Omega'_{ij}$, which we denote by $\nu_1$. Consider a traceless symmetric matrix $t_{ij}$ for which only the $\{i, j\}$ components are non-vanishing with $i \neq j$. This is an eigenvector of $\mathcal{O}$ with eigenvalue $\nu_1 = \Omega'_{ij} + \Omega'_{ji}$. There are $(1/2)(d - 2)(d - 3)$ such eigenvectors. Since the sum of the $\Omega'_{ij}$ is zero, so must be the sum of these $\nu_1$. Hence generically some of them are positive and some are negative.

To determine the remaining $d - 3$ eigenvalues, consider a traceless symmetric matrix $t_{kl}$ for which only the diagonal components are non-vanishing. For such a matrix, the eigenvalue equation for $\mathcal{O}$ reduces to finding the eigenvalues of a $(d - 3) \times (d - 3)$ symmetric matrix. For $d = 5$ we can do this explicitly with the result
\[ \nu_1 = \pm \sqrt{\frac{2}{3} \Omega'_{ij} - \Omega'_{kl}}, \quad d = 5. \] (4.12)

We discussed above how the effective metric $G_{ab}$ corresponding to the most positive $\omega_I$ determines the causal properties of Lovelock theory in this spacetime. For $d = 5$, it is easy to show that the most positive $\omega_I$ corresponds to one of the roots in (4.12), which is always non-zero (unless the spacetime is flat).

Armed with this Lemma we can now prove the above proposition.

Proof of proposition. Let $\xi_a$ be normal to a characteristic hypersurface. If $\xi_a$ is non-null then from section 3.3 we know that the characteristic condition reduces to the existence of non-zero $t_{ab} \in V_{\text{transverse}}$ obeying (3.16), i.e., it is an eigenvector of $R(x, \xi)$ with non-zero eigenvalue. We determined these above: they are the $d(d - 3)/2$ eigenvectors of the form (4.8) with eigenvalue $-(1/2)\xi_0^2\omega_I$. Hence from (3.16), a non-null $\xi_a$ is characteristic if and only if, for some $I$
\[ \xi^2 = -\xi_0^2\omega_I = -\left(\ell^a\xi_a\right)^2\omega_I, \] (4.13)
which can be rewritten as (4.2). So for a generic type N spacetime we have $d(d - 3)/2$ non-null characteristic $\xi_a$.

Now assume that $\xi_a$ is null and not parallel to $\xi_b$. In this case we can choose our second basis vector $n_a = \xi_a$ (rescaling $\xi_a$ as required). The conditions for null $\xi_a$ to be characteristic were given in section 3.3. In that section we chose $e_o = \xi$ but above we chose $e_o = \xi$ and $e_1 = n$. We will adopt the convention of section 3.3 so we will need to swap zero and one indices when using results from the above Lemma. Using the Lemma, we can expand $t_{ab}$ in terms of the eigenvectors of $R$. Equations (3.18b) and (4.8) then imply that the coefficients in this expansion of the eigenvectors corresponding to non-zero eigenvalues must vanish. So $t_{ab}$ must belong to the kernel of $R$, i.e., all the $R \cdot t$ terms vanish in equations (3.18) which implies $t_{0a} = t_{0b} = t_{ij} = 0$. Components of the form $t_{ij}$ are pure gauge. This leaves only components of the form $t_{ij}$ where $t_{ij} = 0$. But these are precisely the eigenvectors (4.8) which generically correspond to non-zero eigenvalue, which we’ve already excluded. So only when
any of the eigenvalues \( \omega_I \) happens to vanish is it possible for a characteristic direction \( \xi_a \) to be null and not parallel to \( \ell_a \).

Finally, if \( \xi_a \) is null and parallel to \( \ell_a \) then \( \mathcal{R} (x, \xi) \) vanishes so the analysis is the same as for GR (section 3.2). Such \( \xi_a \) is characteristic and non-trivial elements of the kernel of \( P \) correspond to the subspace \( V_{\text{physical}} \) of \( V_{\text{physical}} \), with dimension \( d (d - 3)/2 \). This is in agreement with the proposition since \( \ell_a \) is null with respect to all of the \( G_{ab} \).

5. Static, maximally symmetric black holes

5.1. General properties and effective metrics

In this section we will determine the characteristic hypersurfaces of certain black hole solutions. Lovelock theories admit static, maximally symmetric black hole solutions with metric of the form [14–17]

\[
ds^2 = -f(r)dt^2 + f(r)^{-1}dr^2 + r^2d\Sigma^2, \tag{5.1}\]
or, using a tortoise coordinate \( r^* \) such that \( dr^* = dr/ f(r) \)

\[
ds^2 = f(r)(-dt^2 + dr^2_* ) + r^2d\Sigma^2, \tag{5.2}\]

where \( d\Sigma^2 \) is the line element of a \( d - 2 \) dimensional space \( S \) with constant curvature of sign \( \kappa = 0, 1 \), or \(-1\). Defining the function

\[
f(r) = \kappa - r^2 \psi(r), \tag{5.3}\]

these solutions satisfy the algebraic relation

\[
W[\psi] \equiv - \sum_{p \geq 2} \left[ 2^{p+1}k_p \left( \prod_{k=1}^{2p-2} (d - 2 - k) \right) \psi^p \right] + \psi - \frac{2\Lambda}{(d - 1)(d - 2)} = \frac{\mu}{r^{d-1}}, \tag{5.4}\]

where the constant \( \mu \) is proportional to the ADM mass.

In this section, we will determine the characteristic hypersurfaces of Lovelock theories in these spacetimes. To do this we need the form of the Riemann tensor, which is given e.g. in [30]. In an orthonormal basis \[ e_0 = -f^{1/2} dt, \ e_1 = f^{-1/2} dr, \ e_i \] tangent to \( d\Sigma \), the non-vanishing Riemann components are of the form

\[
R_{ijkl} = R_1(r)(\eta_{ik}\eta_{jl} - \eta_{il}\eta_{jk}), \quad R_{iJl} = R_2(r)\eta_{iJ}\delta_{lj}, \quad R_{ijl} = R_3(r)(\delta_{ik}\delta_{jl} - \delta_{il}\delta_{jk}). \tag{5.5}\]

where indices \( I, J \) take values in \( \{0, 1\} \) and \( i, j \) take values in \( \{2, \ldots, d - 1\} \) and \( \eta_{ij} \) is the two-dimensional Minkowski metric. Note that the Riemann tensor at \( p \) is invariant under a subgroup of the Lorentz group acting on the tangent space at \( p \), consisting of two-dimensional Lorentz boosts acting on the \( IJ \) indices and rotations acting on the \( ij \) indices.

The characteristic determinant \( Q \) is a polynomial in \( \xi_\mu \):

\[
Q = Q^{\mu_1 \ldots \mu_N}(r)\xi_{\mu_1} \ldots \xi_{\mu_N}, \tag{5.6}\]

where \( N = d(d - 3) \). The coefficients \( Q^{\mu_1 \ldots \mu_N} \) will inherit the symmetry of the metric and Riemann tensor, which implies that they are functions of \( r \) times products of \( \eta^D \) and \( \delta^0 \). Hence \( Q \) depends on \( \xi_\mu \) only in the combinations \( \eta^D \xi_D^\mu \) and \( \delta^0 \xi_5^\mu \).

We’ve shown that \( Q = Q(r, \xi_5^\mu, \xi_5) \). Since this is a homogeneous polynomial of degree \( N \) in \( \xi_\mu \), we can divide through by \( (\xi_5^\mu \xi_5)^{N/2} \) to obtain a polynomial in \( \xi_5^\mu \xi_5 \xi_5^\mu \xi_5 \) which
must have one or more real roots \(-c_A(r)\) if non-trivial characteristic surfaces exist. Hence we can factorize \(Q\) into a product of factors of the form \((\xi_i \xi_i + c_A(r)\xi_i \xi_i)^{p_A}\) and (possibly) a factor without any real roots\(^\text{11}\). We can write the former as

\[ G_A^H = \eta^{HH}, \quad G_A^H = 0, \quad G_A^H = c_A(r)\delta^{ij}. \]

Therefore, just as the type N case studied above, a hypersurface is characteristic if, and only if, it is null with respect to one of the ‘effective metrics’ \(G_{\mu\nu}^{ab}\). Note that \(G_{\mu\nu}^{ab}\) is Lorentzian if \(c_A(r) > 0\), degenerate if \(c_A(r) = 0\), and Lorentzian with ‘mostly minus’ signature if \(c_A(r) < 0\). If \(c_A(r) \neq 0\) then we can define \(G_{\mu\nu}^{ab}\) as the inverse of \(G_{\mu\nu}^{ab}\) (not by lowering indices on \(G_{\mu\nu}^{ab}\)).

\[ G_{\mu\nu} dx^\mu dx^\nu = -f(r) dt^2 + f(r)^{-1} dr^2 + \frac{r^2}{c_A(r)} d\Sigma^2. \]

Rather than compute the effective metrics directly from the Riemann tensor, we can make use of results on linear perturbations of these spacetimes [18–25]. If we linearize around a solution then the term involving second derivatives of \(\delta_{\mu\nu}\) is

\[ \frac{\delta E_{\mu\nu}}{\delta (\partial_\rho \partial_\sigma \delta_{\mu\nu})} \partial_\mu \partial_\nu \delta g_{\rho\sigma}, \]

where \(E_{\mu\nu} = 0\) is the equation of motion. The coefficient here is the same matrix which, when contracted with \(\xi\xi\) gives the principal symbol. Hence we can determine the principal symbol by looking at the second-derivative terms in the equations of motion for linearized perturbations.

Linearized perturbations are studied by decomposing perturbations into scalar, vector and tensor types with respect to \(\mathbf{r}\), and then expanding these in harmonics on \(\mathbf{r}\). This leads to a single ‘master equation’ for each type of perturbation, which can be written as a 2d wave equation with a potential:

\[ -\frac{\partial^2}{\partial r^2} + \frac{\partial^2}{\partial r^2} - V_l(r) \Psi_l(t, r) = 0, \]

where \(r^*\) is a tortoise coordinate \((dr^* = dr/f(r))\) and the parameter \(l\) labels the harmonic (e.g. \(l = 2, 3, \ldots\) for spherical symmetry). To determine the principal symbol, we need to ‘undo’ the expansion in harmonics so that we can read off the terms involving second derivatives on \(\mathbf{r}\). We can do this by considering perturbations that oscillate very rapidly so that the second derivatives dominate the equation. Rapid oscillation corresponds to large \(l\). At large \(l\), the harmonics satisfy \(D^2 Y_l^{(l)} \approx l^2 Y_l^{(l)}\) where \(D^2\) is the Laplacian on \(\mathbf{r}\). At large \(l\), the potential obeys \(V_l(r) \approx \frac{l^2 f(r) c_A(r)}{r^2}\) for some function \(c_A(r)\) where the index \(A \in \{S, V, T\}\) (scalar, vector, tensor). We deduce that the term involving second derivatives on \(\mathbf{r}\) must be \(f(r) c_A(r) D^2 / r^2\). Therefore the second derivative terms in the equation for linearized perturbations of a given type (scalar, vector or tensor) are

\[ \left( -\frac{\partial^2}{\partial r^2} + \frac{\partial^2}{\partial r^2} + \frac{f(r) c_A(r) D^2}{r^2} \right) \Psi \equiv f(r) G_{\mu\nu}^{ab} \partial_\rho \partial_\sigma \Psi \]

from which we can read off the components of the effective metric \(G_{\mu\nu}^{ab}\), and see that it takes the form (5.7). Note that we’ve made a particular choice for the overall conformal factor in the

\(^{11}\) We will argue below that a factor without real roots does not occur.
effective metric (the factor of $f(r)$ above). This is purely for convenience: it does not affect the definition of characteristic hypersurfaces since these are null with respect to the effective metric. We’ve shown that for each type of perturbation (scalar, vector, tensor) we can define an effective metric and the function $c_A(r)$ is determined by the large $l$ behaviour of the potential in the master equation for linearized perturbations of that type. We will give results for $c_A(r)$ below but first we will make some more general observations.

Since scalar, vector and tensor perturbations form a basis for all perturbations, it follows that they exhaust the physical degrees of freedom of the graviton, so the characteristic determinant must factorize fully:

$$Q(x, \xi) = \left( G_S^{ab}(x) \xi_\alpha \xi_\beta \right)^{p_S} \left( G_V^{cd}(x) \xi_\alpha \xi_\beta \right)^{p_V} \left( G_T^{ef}(x) \xi_\alpha \xi_\beta \right)^{p_T},$$

(5.12)

where $p_S, p_V, p_T$ are the number of degrees of freedom of scalar, vector and tensor perturbations respectively, so $p_S + p_V + p_T = d(d-3)/2$.

For a black hole that is large (compared to the length scales set by the constants $k_p$), the functions $c_A(r)$ are positive everywhere outside the event horizon (we will not discuss the black hole interior). Let’s discuss this case first. The effective metrics $G_{Aab}$ are smooth and Lorentzian. The characteristic surfaces are the null hypersurfaces of these effective metrics, so the null cones of $G_{Aab}$ determine causality of Lovelock theory in this spacetime.

If a vector $V^\nu$ is timelike with respect to $G_{Aab}$ then it is also timelike with respect to $G_{Aab}$ if $c_A(r) > c_A(r)$. Hence the null cones at a point $p$ form a nested set with the innermost cone corresponding to the smallest $c_A(r)$ and the outermost cone to the largest $c_A(r)$. The null cone of the physical metric can be included in this nested set. If $c_A(r) > 1$ then the outermost graviton cone lies outside the light cone: gravity travels faster than light. We will see below that this is often the case, including arbitrarily far from the black hole.

In general, these null cones (including that of the physical metric) coincide for vectors orthogonal to $S$, i.e. for radial null vectors. Hence we recover the result that ‘gravity travels at
the speed of light on the radial direction’ [5]. So the null cones are all tangent along two lines corresponding to the ingoing and outgoing radial directions, but otherwise they are distinct. Figure 1 shows cross-sections through the different null cones for different values of r in a certain spherically symmetric black hole spacetime. We will study properties of these cones in more detail in the following sections.

Causality is determined by the outermost null cone. This need not be the same everywhere in the spacetime. For the example in figure 1, the outermost null cone corresponds to the tensors at large r but to the scalars at smaller r.

For these solutions with all \( c_A \) positive, it is clear that we can find Lovelock-spacelike hypersurfaces, which are hypersurfaces that are spacelike with respect to all of the \( G_{\mu\nu} \). For example, surfaces of constant \( t \) have this property. Hence Lovelock theory is hyperbolic in these backgrounds.

The situation changes dramatically for some small Lovelock black holes. In this case, the functions \( c_A(r) \) are all positive far from the black hole but for some small black holes there is a critical radius \( r_c > r_0 \) (where \( r = r_0 \) is the event horizon) such that one of the \( c_A \) vanishes at \( r = r_c \) and becomes negative for \( r < r_c \). The other \( c_A(r) \) remain positive. (For spherical black holes in Einstein–Gauss–Bonnet theory with \( \Lambda = 0 \) this happens for scalars when \( d = 5 \) and for tensors when \( d = 6 \).) Call the modes (scalar, vector or tensor) for which \( c_A \) changes sign the ‘bad’ modes and the others the ‘good’ modes.

This phenomenon implies that Lovelock theory is not hyperbolic for \( r \leq r_c \) in these spacetimes. For example, surfaces of constant \( t \) are spacelike for the good modes but timelike in \( r < r_c \) for the bad modes. This implies that the problem of studying stability by specifying an initial perturbation on a surface of constant \( t \) and evolving in time is ill-posed. It seems likely that there will be serious problems at the nonlinear level when the ‘good’ and ‘bad’ modes are coupled together. But the problem is ill-posed even at the linearized level, as we will now explain. We will show that solutions of the linearized equation of motion for the ‘bad’ modes do not depend continuously on the initial data for such perturbations on a surface \( t = 0 \). We will also argue that, for a generic smooth initial perturbation, a solution of the linearized equation of motion does not even exist.

Consider a solution of the master equation of the form \( e^{-i\omega t}J_l(r) \). The master equation reduces to the Schrödinger equation with potential \( V_l(r) \) and energy \( \omega^2 \). But for the bad modes, \( V_l(r) \) is negative for \( r \leq r_{\text{bad}} \), and admits negative energy bound states [18]. Since \( V_l \) scales as \( r^2 \), the energy \( \omega^2 \) of the bound state must scale as \(-\alpha^2 l^2 \) for large \( l \) where \( \alpha \) is a constant. Hence for large \( l \) there exist solutions of the master equation of the form \( \Psi_l(t, r) = e^{-i \omega t}J_l(r) \), where \( J_l(r) \) is the bound state wave function (which we assume to be normalized). These grow exponentially in time and are regular on the future horizon\(^{12} \). Such solutions have been interpreted previously as an instability of the black hole.

For simplicity, consider the case for which the ‘bad’ modes are the tensors (the other cases are completely analogous). Then the solution \( \Psi_l(t, r) \) corresponds to a linearized metric perturbation of the form \( r^2 \Psi(t, r) Y^{(i)}_{\mu\nu}(x) \) for some \( p \), where \( x \) denotes the coordinates on \( S \) and \( Y^{(i)}_{\mu\nu} \) is a tensor harmonic on \( S \). Now let \( \delta \gamma^{(i)}_{\mu\nu}(t, r, x) = e^{-i \omega t}Y^{(i)}_{\mu\nu}(x) \). This defines a sequence of solutions of the linearized equation of motion. The initial data at \( t = 0 \) is \( \delta \gamma^{(i)}_{\mu\nu}(0, r, x) \) and \( \partial_t \delta \gamma^{(i)}_{\mu\nu}(0, r, x) \). Now take the limit \( l \to \infty \). The factor \( e^{-i \omega t} \) ensures that the initial data, and all of its derivatives (w.r.t. \( r, x \)) vanishes in this limit. Therefore, if the

\(^{12}\) To see this, note that \( V_l(r) \) vanishes for \( r \to \pm \infty \) hence \( J_l(r) \propto e^{\pm i\omega r} \) as \( r \to \pm \infty \). Bound states must decay for \( r \to \pm \infty \) hence \( J_l(r) \propto e^{\pm i\omega r} \) as \( r \to -\infty \) so \( e^{-i \omega t}J_l(r) \propto e^{\pm i \omega r} \) as \( r \to -\infty \), where \( v \) is the ingoing Eddington–Finkelstein coordinate, which is regular on the future horizon.
solution depends continuously on the initial data, it should vanish as \( l \to \infty \) for \( t > 0 \). But this is not the case: for large \( l \) we have \( \delta_{\mu
u}^{(i)} \propto e^{-\alpha l}e^{\alpha l} \) which diverges as \( l \to \infty \) for any \( t > 0 \). Hence solutions of the linearized equation for the bad modes do not depend continuously on the initial data.

We can also argue that for generic initial data there exists no solution at all for arbitrarily small \( t > 0 \). Any smooth initial data can be decomposed into harmonics at \( t = 0 \) and expanded in a basis of modes of the form \( \delta_{\mu
u}^{(i)} \). At \( t = 0 \) there will be no problem with the decomposition into harmonics. But for any \( t > 0 \) the factor \( e^{\alpha l} \) implies that the sum over \( l \) generically will not converge. Only for very special initial data (e.g. analytic initial data) will a solution of the linearized equations exist locally.

5.2. Effective metrics in Einstein–Gauss–Bonnet

We will now describe the functions \( c_A(r) \) in more detail. Using results from the master equations \([24]\), these are given for general Lovelock theory by

\[
\begin{align*}
c_T(r) &= -(1 + \frac{1}{d-4})A(r) - \left(1 - \frac{1}{d-4}\right)\frac{1}{A(r)} + B(r) + 3, \tag{5.13a}
c_Y(r) &= A(r), \tag{5.13b}
c_S(r) &= 3\left(1 - \frac{1}{d-2}\right)A(r) + \left(1 - \frac{3}{d-2}\right)\frac{1}{A(r)} - \left(1 - \frac{2}{d-2}\right)(B(r) + 3), \tag{5.13c}
\end{align*}
\]

where

\[
\begin{align*}
A(r) &= 1 - \frac{d - 1}{d - 3} \frac{W''[\varphi(r)]W[\varphi(r)]}{W'[\varphi(r)]^2}, \tag{5.14a}
B(r) &= \frac{(d - 1)^2}{(d - 3)(d - 4)} \frac{W[\varphi(r)]^2W''[\varphi(r)]}{A(r)W'[\varphi(r)]^2}. \tag{5.14b}
\end{align*}
\]

In the rest of this subsection, we will focus on Einstein–Gauss–Bonnet theory, defined by \( k_p = 0 \) for \( p > 2 \). We will allow for a cosmological constant. The algebraic relation (5.4) can be solved and gives \([14]\)

\[
f(r) = \kappa + \frac{r^2(1 - q(r))}{\ddot{a}_2}, \quad q(r) = \sqrt{1 + 2\ddot{a}_2\left(\frac{\mu}{r^{d-1}} + \frac{2A}{(d - 1)(d - 2)}\right)}, \tag{5.15}
\]

where \( \ddot{a}_2 = -16k_2(d - 3)(d - 4) \), and we have chosen the branch of solutions that are asymptotically flat when \( A = 0 \). In order for this to make sense for \( \mu = 0 \), we must have

\[
-\frac{1}{4}(d - 1)(d - 2) < \ddot{a}_2 A. \tag{5.16}
\]

In this case of Einstein–Gauss–Bonnet theory, we have

\[
A(r) = \frac{1}{q(r)^2}\left[\frac{1}{2} + \frac{1}{d-3}\left(1 + \frac{2\ddot{a}_2 A}{d - 2}\right)\right] + \left(\frac{1}{2} - \frac{1}{d - 3}\right), \quad B(r) = 0. \tag{5.17}
\]

Let \( r = r_0 \) denote the radius of the event horizon given by \( f(r_0) = 0 \). We will use \( r_0 \) rather than \( \mu \) as a parameter.
Instead of plotting $c_A(r)$ we will show plots of

$$V_{\text{eff}}(r) = \frac{f(r)c_A(r)}{2r^2}, \quad (5.18)$$

which is the effective potential for null geodesics of the metric $G_{\mu\nu}$ (which are bicharacteristic curves), along with the corresponding effective potential for null geodesics of the physical metric (obtained by setting $c_A = 1$).

Figure 2 shows the behaviour of the effective potentials for a small spherical ($\kappa = 1$) black hole with $d = 7$ and $\Lambda = 0$. From the plot we see that $0 < c_S < c_V < 1 < c_T$ for large $r$. Hence at large $r$, the effective metric that determines causality is that of the tensors, and these modes propagate faster than light. At intermediate $r$ we have $0 < c_S < c_V < c_T < 1$ so it is still the tensor metric that determines causality but now all modes propagate slower than light$^{13}$. Near to the horizon, we have $0 < c_T < c_V < c_S < 1$ and so it is now the effective metric for the scalars that determines causality, with all modes subluminal. Since $c_A > 0$ for all $A$, the theory is hyperbolic in this spacetime. The results of [21] suggest that this behaviour extends to $d \geq 7$.

\[\text{Figure 2. Effective potentials for } \Lambda = 0, \kappa = 1, \ell_0 = 1, k_2 = -1/4 \text{ in } d = 7. \text{ The solid black curve corresponds to the physical metric. The dotted red curve, the dot-dashed green curve, and the dashed blue curve give the tensor, vector, and scalar perturbation sectors, respectively.}\]

\[\text{Figure 3. Effective potentials for } \Lambda = 0, \kappa = 1, \ell_0 = 1, k_2 = -1/4 \text{ in } d = 5 \text{ (left) and } d = 6 \text{ (right). Same colour scheme as figure 2.}\]

$^{13}$ As $r$ approaches the horizon, $c_T = c_V = c_S < 1$ is realized at a point where $A(r) = \frac{d-5}{2d-7}$. 
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Figure 3 shows the behaviour of the effective potentials for some small spherical \((κ = 1)\) black holes with \(Λ = 0\) and \(d = 5, 6\). For the \(d = 5\) example, the plot for the scalar modes reveals that \(V_{\text{eff}} < 0\) near the horizon. This gives rise to the instability discovered in [20]. However, from our perspective this is much worse than an instability: \(c_S < 0\) implies that the theory is not hyperbolic near the horizon. Similarly, for the \(d = 6\) example the tensors have \(V_{\text{eff}} < 0\) near the horizon, which gives the instability of [18, 19]. But again, this is much worse than an instability, it is a failure of hyperbolicity of the theory.

Finally, in figure 4 we show an asymptotically AdS example (we take the asymptotic AdS radius to be \(ℓ = 1\) where \(Λ \equiv - (d - 1)(d - 2)/(2ℓ^2)\) with a planar horizon \((κ = 0)\). In this case we have \(c_S < c_T < 1 < c_T\) so the tensors are always superluminal. Near the horizon we have \(c_S < 0\) so there is a violation of hyperbolicity. If one assumes the existence of a dual CFT then causality of the CFT imposes restrictions on the parameters of the bulk theory. This excludes examples such as the one just discussed, as well as other examples in which hyperbolicity is not violated but the bulk superluminality leads to unacceptable boundary superluminality [4–8].

5.3. Conditions for hyperbolicity violation in small black holes

The signatures of the effective metrics are determined by the sign of \(c_A\). At large \(r\), \(c_A \to 1\), so all the effective metrics approach the physical metric asymptotically and hence have Lorentzian signature. As we have seen, this may not be the case closer to the horizon. We would like to determine situations where such a sign change occurs. For simplicity, let us focus on small black holes (assuming solutions exist for arbitrarily small horizon radius \(r_0\)) and on non-planar black holes \((κ ≠ 0)\).

Near the horizon, the effective potential goes as

\[
V_{\text{eff}} = \frac{c_A(r_0)f'(r_0)}{2r_0^2}(r - r_0),
\]

with \(f'(r_0) > 0\). Therefore, the sign of \(c_A(r_0)\) determines the signature just outside the horizon. The horizon is defined by \(f'(r_0) = 0\), so \(ψ'(r_0) = κ/r_0^2\). Let us evaluate the functions \(A\) and \(B\), given by (5.14), at the horizon and expand in powers of \(r_0\), assuming solutions exist for arbitrarily small \(r_0\). We get
where \( P \) is the order of the polynomial \( W[\psi] \) in (5.4). Note that the lowest order term in \( A \) vanishes if \( d = 1 + 2P \). For now, let us assume that \( d \neq 1 + 2P \) so the lowest order term is non-vanishing. Then we can just put these expressions into (5.13) to get

\[
A(n_i) = 1 - \frac{d - 1}{d - 3} \frac{P - 1}{P} + O\left(r_0^{-2}\right),
\]

\[
B(n_i) = \frac{(d - 1)^2}{(d - 3)(d - 4)} \frac{(P - 1)(P - 2)}{A(n_i) P^2} + O\left(r_0^{-2}\right). \tag{5.20}
\]

Since here \( d > 1 + 2P \), there is no sign change for the scalars or vectors. The tensors, on the other hand, can be negative if \( d = 6 \) or \( d \geq 8 \).

Now let us assume \( d = 1 + 2P \). Then the sign of \( c_T(n_i) \) can only be determined after expanding to higher powers in \( r_0 \). \( c_T \) and \( c_S \) can still be determined to lowest order in \( r_0 \), but will be different from before due to a number of cancellations. They are given by

\[
c_T(n_i) = \frac{d - 1 - 3P}{(d - 4)P} + O\left(r_0^2\right), \tag{5.21a}
\]

\[
c_T(n_i) = \frac{d - 1 - 2P}{(d - 3)P} + O\left(r_0^2\right), \tag{5.21b}
\]

\[
c_T(n_i) = \frac{d - 1 - P}{(d - 2)P} + O\left(r_0^2\right). \tag{5.21c}
\]

\[
c_V(n_i) = - \frac{(P - Q)(P - Q - 1)}{P(P - 1)} \frac{\tilde{d}_Q \left( \frac{r_0^2}{\kappa} \right)}{\tilde{d}_p} + O\left(r_0^{2(P - Q - 2)}\right), \tag{5.22b}
\]

\[
c_S(n_i) = - \frac{2(P - Q) - 1}{2P - 1} + O\left(r_0^2\right). \tag{5.22c}
\]

where \( Q \geq 1 \) is the second largest power in the polynomial \( W[\psi] \) in (5.4), and we assume \( Q < P - 1 \). \( \tilde{d}_p, \tilde{d}_Q \) are introduced by \( W \equiv \tilde{d}_p \psi^P + \tilde{d}_Q \psi^Q \) for convenience. Note that the scalars are negative and the vectors become negative if \( Q < P - 1 \) and \( \tilde{d}_Q / \tilde{d}_p > 0 \).

When \( d = 1 + 2P \) and \( Q = P - 1 \), there are additional cancellations and the values of \( c_A \) can be different from above. We get generically\(^\text{14}\)

\[
c_T(n_i) = \frac{3}{2P - 3} + O\left(r_0^2\right). \tag{5.23a}
\]

\[
c_T(n_i) = \Theta \left(r_0^4\right). \tag{5.23b}
\]

\[
c_T(n_i) = - \frac{3}{2P - 1} + O\left(r_0^2\right). \tag{5.23c}
\]

We have thus shown that all small Lovelock black holes with \( d < 1 + 3P \) break hyperbolicity, and the ‘bad’ modes can show up in any (scalar, tensor or vector) sector.

Let us comment on the planar case with \( \kappa = 0 \) which has previously been studied in detail in [8]. In this case, \( c_A \) is given by

\(^{14}\) These equations are valid for \( \tilde{d}_p, \tilde{d}_Q \neq \frac{P - 1}{2P - 1} \tilde{d}_p, \tilde{d}_p \). We note however, that as long as \( d = 1 + 2P \), \( c_T \) and \( c_S \) are proportional and differ by a sign to lowest order in \( r_0 \), so one of them (generically \( c_S \)) must become negative.
\[ c_T(n_0) = \frac{(d-2)^2(d-3)(d-4) + 2\left((d-2)(d-6)\tilde{a}_2\Lambda - 2\tilde{a}_2^2\Lambda^2 + 3\tilde{a}_3\Lambda\right)}{(d-2)(d-4)(d-2)(d-3) + 2\tilde{a}_2\Lambda}, \] (5.24a)

\[ c_V(n_0) = 1 + \frac{2\tilde{a}_2\Lambda}{(d-2)(d-3)}, \] (5.24b)

\[ c_3(n_0) = \frac{(d-2)^2(d-3) + 6\left((d-2)^2\tilde{a}_2\Lambda + 2\tilde{a}_2^2\Lambda^2 - \tilde{a}_3\Lambda\right)}{(d-2)^2(d-2)(d-3) + 2\tilde{a}_2\Lambda}, \] (5.24c)

where \( \tilde{a}_3 \equiv -64\left(\prod_{k=1}^{d}(d-k)\right)\tilde{k}_3 \). We note that there are other conditions that place constraints on these parameters. In the Gauss–Bonnet case \( \tilde{a}_3 = 0 \) for example, not all of these can be negative due to the bound (5.16) on \( \tilde{a}_2\Lambda \). The scalars are negative in \( d = 5 \) for \(-3 < \tilde{a}_2\Lambda < -3/2\), and the tensors are negative in \( d = 6 \) for \(-5 < \tilde{a}_2\Lambda < -2\sqrt{6}\).

### 6. Discussion

In this paper we have discussed Lovelock theories of gravity, focusing on their causal properties, as determined by their characteristic hypersurfaces, and their hyperbolicity.

We proved that a Killing horizon is a characteristic hypersurface for all gravitational degrees of freedom, generalising a result of [9]. On general grounds, the event horizon of a static black hole is expected to be a Killing horizon, so this shows that no signal can escape from the interior of such a black hole. Extending this result to the stationary case would involve proving a Lovelock analogue of Hawking’s rigidity theorem [27] for stationary black holes.

We have considered two classes of solutions of Lovelock theories and determined their characteristic hypersurfaces. For the case of Ricci flat type N spacetimes, we found that these are the null hypersurfaces of certain Lorentzian ‘effective metrics’, with one such metric for each physical degree of freedom of the graviton. The null cones of these effective metrics determine the causal structure of the spacetime, as experienced by gravitational disturbances. We have explained how this result implies that Lovelock theories are hyperbolic in such backgrounds.

In the case of static black hole solutions, we have again found that characteristics are null hypersurfaces with respect to certain effective metrics. When these are Lorentzian, as is the case for large black holes, the theory is hyperbolic. However, for small black holes, one of the effective metrics can change signature near the horizon. This implies that Lovelock theory is not hyperbolic in such backgrounds.

Our study of hyperbolicity in black hole backgrounds was restricted to the black hole exterior. It would be interesting to extend this investigation to the black hole interior.

We should emphasize that the two cases investigated here are atypical. The factorization of the characteristic polynomial into quadratic factors (and hence the appearance of effective metrics) is a consequence of the special properties of these solutions. For most solutions of Lovelock theories, one would not expect this factorization. Generically, the normal cone is not a product of quadratic cones, but a higher degree cone [3].

The existence of hyperbolicity-violating solutions raises the question of whether non-hyperbolicity can arise dynamically. Starting from initial data for which the equations are
hyperbolic, can time evolution break down because the equations become non-hyperbolic\textsuperscript{15}? What happens if one tries to form one of these small black holes by gravitational collapse?

One can consider spherically symmetric gravitational collapse in Lovelock theories coupled to matter (see e.g. [31–35]). The violation of hyperbolicity is not apparent in a spherically symmetric reduction of the equations because it is the angular part of the effective metric that undergoes a sign change when hyperbolicity is violated, and hence it is only the angular derivatives that are affected by this sign change\textsuperscript{16}. So it might be possible to find a solution of a Lovelock theory coupled to matter that describes spherically symmetric gravitational collapse to form one of these hyperbolicity-violating black holes. However, the interesting question, akin to strong cosmic censorship, is whether this happens generically, which requires breaking spherical symmetry. If one considers generic non-spherically symmetric perturbations of this collapse solution, then what happens? Does time evolution break down because the equations become non-hyperbolic? Or does the existence of some instability drive the system away from the hyperbolicity-violating solution?
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