Abstract—A new learning algorithm proposed by Brandt and Lin for neural network [1], [2] has been shown to be mathematically equivalent to the conventional back-propagation learning algorithm, but has several advantages over the back-propagation algorithm, including feedback-network-free implementation and biological plausibility. In this paper, we investigate the convergence of the new algorithm. A necessary and sufficient condition for the algorithm to converge is derived. A convergence measure is proposed to measure the convergence rate of the new algorithm. Simulation studies are conducted to investigate the convergence of the algorithm with respect to the number of neurons, the connection distance, the connection density, the ratio of excitatory/inhibitory synapses, the membrane potentials, and the synapse strengths.
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I. INTRODUCTION

Since (artificial) neural networks were introduced more than 70 years ago, many results have been obtained [3], [4], [5], [6], despite two “winters”, during which the interests and funding for neural networks were significantly reduced. Since 2005, there have been renewed interests in neural networks in the form of deep learning [7], [8], [9], [10]. Deep learning has been successfully applied to many practical problems, including face recognition [11], [12], [13], speech recognition [14], [15], [16], [17], object detection [18], [19], [20], [21], and game playing [22], [23], [24], [25].

The main characteristics of neural networks is their ability to learn. Several learning algorithms have been proposed in the past [26], [27], [28], [29]. Among them, the conventional back-propagation algorithm (abbreviated as the B-P algorithm in the rest of the paper) is probably most popular and has many advantages [30], [31], [32], [33]. Learning using the B-P algorithm requires a feedback neural network to back-propagate errors. This feedback neural network must have the same topology and connection weights as the feed-forward neural network being learned. This requirement makes the realization of the B-P algorithm in biological neural networks unlikely. Hence, the use of the B-P algorithm is inconsistent with the claim that (artificial) neural networks mimic the learning in biological neural networks.

To overcome this inconsistence and to remove the requirement of feedback neural networks, a new learning algorithm was proposed by Brandt and Lin (abbreviated as the B-L algorithm in the rest of the paper) in [1], [2]. The B-L algorithm is mathematically equivalent to the B-P algorithm. However, unlike the back-propagation algorithm, it calculates the derivatives of strengths/weights (for learning) of dendritic synapses/connections based on the strengths and their derivatives of axonic synapses/connections of the same neuron. Hence, information needed for learning is available locally in each neuron and there is no need to use a feedback neural network to back-propagate errors.

The B-L algorithm has several advantages over the B-P algorithm. One notable advantage is that it makes the learning mathematically equivalent to the B-P algorithm biologically plausible. Hence, artificial neural networks may indeed mimic the learning in biological neural networks.

In this paper, we investigate the convergence of the B-L algorithm. We use a biological neural network model in our investigation. The connection among neurons in the network can be arbitrary and without restriction. In particular, the model covers both hierarchical neural networks and non-hierarchical neural networks. If a neural network is not hierarchical, then the B-L algorithm is given by a set of implicit functions. We derive a necessary and sufficient condition for the set of implicit functions to have a unique solution, which is expressed as a matrix being invertible. If the condition is satisfied, we investigate the convergence of the B-L algorithm to this solution. We show that the convergence is determined by the eigenvalues of a matrix that depends on the number of neurons, the connection distance, the connection density, the ratio of excitatory/inhibitory synapses, the membrane potentials, and the synapse strengths.

We use the maximal absolute value of eigenvalues of the matrix as the convergence measure so that smaller convergence measure means faster convergence. We use simulations to derive relations between the convergence measure and the following parameters: (1) the number of neurons, (2) the connection distance, (3) the connection density, (4) the ratio of excitatory/inhibitory synapses, (5) the membrane potentials, and (6) the synapse strengths, respectively. We randomly generate neural networks with different parameter values and then determine their convergence measures. The following results are obtained. (1) Convergence measure increases as the number of neurons increases. (2) Convergence measure increases as the connection distance increases. (3) Convergence measure increases as the connection density increases. (4) Convergence measure is smallest when the ratio of excitatory/inhibitory synapses is 1. (5) Convergence measure decreases as the membrane potential increases. (6) Convergence measure increases as the synapse strength increases.

The paper is organized as follows. We first present a biological neural network model and review the B-L learning algorithm. A necessary and sufficient condition for the B-L algorithm to have a unique solution is then derived. A necessary and sufficient condition for the B-L algorithm to converge is also derived. A convergence measure is introduced to study the convergence rate. Finally, we investigate convergence of the
B-L algorithm with respect to various parameters described above.

II. BIOLOGICAL NEURAL NETWORK MODEL

Biological neural networks are usually not strictly layered. To model neural networks with general connections, the following model for neural networks is proposed in [1], [2]. This general model includes both hierarchical neural networks and non-hierarchical neural networks as special cases. The model also includes biological parameters so that their impacts on the convergence of the B-L algorithm can be evaluated.

Denote the number of neurons in a neural network by $N$. Enumerate the neurons in the neural network as $\mathcal{N} = \{1, 2, ..., N\}$. Hence, a neuron in the neural network can be denoted as $n \in \mathcal{N}$. Similarly, enumerate the synapses in the neural network as $\mathcal{S} = \{1, 2, ..., S\}$ and denote a synapse in the neural network as $s \in \mathcal{S}$.

For each neuron $n \in \mathcal{N}$, denote the set of its dendritic synapses as $D_n$, and the set of axonic synapses as $A_n$. For each synapse $s \in \mathcal{S}$, denote its presynaptic neuron as $\text{pre}_s$ and its postsynaptic neuron as $\text{post}_s$. We use $\epsilon_s$ to indicate whether the synapse $s$ is excitatory (+1) or inhibitory (-1). Therefore, for each synapse $s \in \mathcal{S}$, the triplet $(\text{pre}_s, \text{post}_s, \epsilon_s)$ specifies the presynaptic neuron, the postsynaptic neuron, and whether the synapse is excitatory or inhibitory, respectively. It is also clear that for all $s \in D_n$, $n = \text{post}_s$ and for all $s \in A_n$, $n = \text{pre}_s$. These relations are shown in Figure 1.

For each synapse $s \in \mathcal{S}$, $w_s$ denotes its strength. For each neuron $n \in \mathcal{N}$, $p_n$ denotes its membrane potential and $r_n$ denotes its firing rate, which is the output of the neuron.

In a neuron $n \in \mathcal{N}$, signals are transmitted from $D_n$ to $A_n$ in the following order. (1) Postsynaptic potentials are generated following activation of a synapse by neurotransmitters. (2) Postsynaptic potentials are spatially and temporally integrated at the soma. (3) Action potentials are triggered along the axon hillock and propagated along the axon. (4) Neurotransmitters is released from presynaptic terminals.

In a neuron $n \in \mathcal{N}$, the firing rate is defined as the reciprocal of the interspike interval. The synapse strength $w_s$ of a synapse is proportional to the quantity of neurotransmitters released when a spike arrives at the synapse. We assume that the short-time average of the postsynaptic potential is proportional to the product of the synapse strength $w_s$ and the presynaptic firing rate $r_{\text{pre}_s}$. The membrane potential $p_n$ is the sum of the postsynaptic potentials as follows.

$$p_n = \sum_{s \in D_n} \epsilon_s \eta_s w_s r_{\text{pre}_s} - \theta_n,$$

where $\eta_s$ is the decremental conduction coefficient of $s$ [34]; and $\theta_n$ is the offset of the membrane potential of $n$ [35].

The firing rate $r_n$ is a sigmoidal function of its membrane potential as follows.

$$r_n = \rho_n \sigma(\lambda_n p_n),$$

where $\rho_n$ is the maximal firing rate of $n$; and $\lambda_n$ is the measure of the steepness of the sigmoidal characteristic of $n$.

III. THE B-L LEARNING ALGORITHM

Different learning algorithms have been proposed in the literature to learn the strengths of synapses so that some error is minimized. The following least square error is widely used for learning.

$$E = \frac{1}{2} \sum_{n \in \mathcal{O}} (r_n - \bar{r}_n)^2,$$

where $\mathcal{O}$ is the set of output neurons and $\bar{r}_n$ is the desired/target output of an output neuron.

Among different learning algorithms, the B-P algorithm is very popular. On the other hand, the B-L algorithm is mathematically equivalent to the B-P algorithm and is given by

$$w_s = \alpha_s \epsilon_s r_{\text{pre}_s} \rho_{\text{post}_s} \lambda_{\text{post}_s} \sigma'(\lambda_{\text{post}_s} r_{\text{post}_s})$$

$$+ \frac{1}{r_{\text{post}_s}} \sum_{s' \in A_{\text{post}_s}} \tilde{\eta}_{s'} w_{s'} \tilde{w}_{s'} - \gamma (r_{\text{post}_s} - \bar{r}_{\text{post}_s}).$$

This algorithm reduces the error $E$ monotonically because the following equation is satisfied [1], [2].

$$w_s = -\alpha_s \frac{\gamma}{\tilde{\eta}_s} \frac{dE}{dw_s}.$$
6) In a layered neural network, all layers will have the same or similar structures using the B-L algorithm. Hence, the B-L algorithm can be implemented in Simulink and other implementation platforms using same or similar blocks.

7) The B-L algorithm provides a much simpler implementation on silicon without complex wiring among neurons, as there is no need to build a separate feedback network and connect it to the feed-forward network.

8) An adaptive neuron can be designed using the B-L algorithm as an identical and standard unit. These adaptive neurons can then be interconnected arbitrarily. This provides the potential for designing neural networks with dynamically reconfigurable topologies.

9) The B-L algorithm are more fault-tolerant since all feedback and connections are local. Hence, failures of some neurons will not significantly affect the entire neural network.

IV. EXISTENCE OF THE SOLUTION TO THE B-L LEARNING ALGORITHM

A neural network is called hierarchical if there exists a partial order \( \leq \) on \( N \) such that, for \( n_1, n_2 \in N \), if \( n_1 \leq n_2 \), then there exist no axonic synapses of \( n_2 \) with \( n_1 \), that is, \( D_{n_1} \cap A_{n_2} = \emptyset \). This partial order ensures that the output of any neuron \( n \) is an explicit function of the outputs of some preceding neurons \( n' \) satisfying \( n' \leq n \) and \( n' \neq n \). Hence, the output of each neuron is always well-defined and unique. Layered neural networks are special cases of hierarchical neural networks.

It is shown in [1], [2] that the B-L algorithm can be used for both hierarchical and non-hierarchical networks. If the network is non-hierarchical, Equation (4) gives only implicit functions of \( \dot{w}_i \).

To ensure the existence of these implicit functions, let us write Equation (4) in the following matrix form.

\[
\begin{bmatrix}
\dot{w}_1 \\
\dot{w}_2 \\
\vdots \\
\dot{w}_S
\end{bmatrix}
= 
\begin{bmatrix}
g_{11} & g_{12} & \cdots & g_{1S} \\
g_{21} & g_{22} & \cdots & g_{2S} \\
\vdots & \vdots & \ddots & \vdots \\
g_{S1} & g_{S2} & \cdots & g_{SS}
\end{bmatrix}
\begin{bmatrix}
\dot{w}_1 \\
\dot{w}_2 \\
\vdots \\
\dot{w}_S
\end{bmatrix}
+ 
\begin{bmatrix}
h_1 \\
h_2 \\
\vdots \\
h_S
\end{bmatrix}
\]

Denote the above matrix equation as

\[
\dot{w} = G\dot{w} + h,
\]

where \( \dot{w} \) and \( h \) are column vectors of \( S \) dimension, and \( G = [g_{ij}] \) is an \( S \times S \) matrix with

\[
g_{ij} = \alpha_i \epsilon_i r_{pre,i} \rho_{post,j} \sigma' (\lambda_{post,j} \rho_{post,j}) \frac{\eta_j w_j}{r_{post,j} \alpha_j},
\]

if \( j \in A_{post,i} \) and \( g_{ij} = 0 \), otherwise.

For the implicit functions of \( \dot{w} \) to exist, it is necessary and sufficient that the determinant

\[
|I - G| \neq 0,
\]

where \( I \) is the identity matrix of the dimension \( S \times S \).

Under this assumption, the solution of \( \dot{w} \), denoted by \( \dot{w}^* \) is given by

\[
\dot{w}^* = (I - G)^{-1} h.
\]

Note that for hierarchical neural networks, the condition of \( |I - G| \neq 0 \) is always satisfied. To prove this, let us enumerate the synapses according to the enumeration of neurons such that

\[
j \leq i \Rightarrow post_j \leq post_i.
\]

One such enumeration is to enumerate all synapses in \( D_1 \), then all synapses in \( D_2, \ldots, \) etc. Under such an enumeration, we have

\[
j \leq i \\
\Rightarrow post_j \leq post_i \\
\Rightarrow D_{post_i} \cap A_{post_j} = \emptyset
\]

(by the definition of hierarchical networks)

\[
\Rightarrow j \notin A_{post_i}
\]

(because \( j \in D_{post_j} \))

\[
\Rightarrow g_{ij} = 0
\]

(by the definition of \( g_{ij} \)).

Hence, \( G \) is a triangular matrix with all elements on the diagonal equal 0. Therefore, \( |I - G| = 1 \neq 0 \).

V. CONVERGENCE OF THE B-L LEARNING ALGORITHM

In the rest of the paper, we assume that, for a given neural network, the solution \( \dot{w}^* \) exists, that is, \( |I - G| \neq 0 \). We further assume that the neural network is deep or rich enough so that learning can be accomplished, that is, using a gradient descent algorithm, \( \lim_{t \to \infty} r_n(t) = \bar{r}_n \), for all \( n \in O \). These two assumptions are reasonable, because, without them, learning cannot be achieved by any learning algorithms.

We investigate the convergence of the B-L algorithm, that is, whether \( \exists \bar{w} \) such that \( \lim_{t \to \infty} \dot{w}(t) = \bar{w} \), where \( \bar{w} \) is a constant column vector representing the final value of \( w \). Clearly, \( \exists \bar{w} \) such that \( \lim_{t \to \infty} \dot{w}(t) = \bar{w} \) if and only if \( \lim_{t \to \infty} \dot{w}(t) = 0 \). Therefore, the B-L algorithm converges if and only if \( \lim_{t \to \infty} \dot{w}(t) = 0 \).

To check whether \( \lim_{t \to \infty} \dot{w}(t) = 0 \), let \( \dot{w}(t) \) be calculated recursively using Equation (6) as follows. Denote the sample of \( \dot{w}(t) \) at time \( t_k = k \Delta \) by \( \dot{w}(k) \) (\( h(k) \)), respectively), where \( k = 0, 1, 2, \ldots \) and \( \Delta \) is the sampling period. Let

\[
\dot{w}(k + 1) = G\dot{w}(k) + h(k).
\]

Then,

\[
\lim_{t \to \infty} \dot{w}(t) = 0 \\
\Leftrightarrow \lim_{k \to \infty} \dot{w}(k) = 0 \\
\Leftrightarrow (\forall \alpha \in eig(G)) |\alpha| < 1 \land \lim_{k \to \infty} h(k) = 0,
\]

where \( eig(G) \) denotes the set of eigenvalues of \( G \).

Since \( \lim_{t \to \infty} r_n(t) = \bar{r}_n \), for all \( n \in O \) by assumption, \( \lim_{t \to \infty} h(k) = 0 \) is true. Therefore, \( \lim_{t \to \infty} \dot{w}(t) = 0 \) if and only if \( (\forall \alpha \in eig(G)) |\alpha| < 1 \).

We summarize the above results in the following theorem.

Theorem 1: The B-L algorithm converges if and only if

\[
(\forall \alpha \in eig(G)) |\alpha| < 1.
\]
We use the maximum of the absolute values of all eigenvalues of \( G \) as the measurement of convergence, that is, the convergence measure is given by

\[
CM = \max_{\alpha \in \text{eig}(G)} |\alpha|.
\]

Hence, the smaller \( CM \) is, the faster the B-L Algorithm converges.

VI. SIMULATION STUDY

Using Theorem 1 and the convergence measure \( CM \) defined above, we can investigate convergence of the B-L algorithm under different parameters by “simulating” the convergence measure \( CM \) for those parameters. In the simulations below, we consider the following parameters.

\( N \) = the number of neurons.
\( B \) = the connection distance, that is, neuron \( n \) may be connected to neurons \( n' \in \{n-B, n-B+1, ..., n+n-1, ..., n+B\} \).
\( C \) = the connection density, that is, the percentage of possible connections that are actually connected.
\( D \) = the percentage of synapses that are excitatory (\( \epsilon = 1 \)). Hence, \( D/(1-D) \) is the ratio of excitatory/inhibitory synapses.
\( \hat{p}_n \) = the normalized membrane potential, which includes \( \lambda \).
\( \hat{w}_s \) = the normalized synapse strengths, which includes \( \rho \) and \( \eta \).

For each set of parameters, we run \( R = 20 \) trials, each trial randomly generates a neural network with random connections and with the parameters \( \hat{p}_n \) and \( \hat{w}_s \) perturbed by 0%-10% to ensure the robustness of the results. We then take the maximum of \( CM \) over \( R \) trials as the \( CM \) for this set of parameters.

Since the objective of the simulations is to investigate the impacts of different parameters on the convergence of the B-L algorithm, the relative values (rather than the absolute values) of the parameters are of importance. Hence, we start with the following set of parameters
\[
N = 30, \quad B = 20, \quad C = 0.5, \\
D = 0.5, \quad \hat{p}_n = 5, \quad \hat{w}_s = 25.
\]

that gives a reasonable \( CM \approx 0.8 \). In the simulations, we are not concerned with the absolute values \( p_n \) and \( w_s \) or their units. We investigate the impact of each parameter on the convergence of the B-L algorithm as described below. The impact of several parameters on the convergence of the B-L algorithm is the sum of the impacts of the parameters involved.

A. Convergence vs the number of neurons

To investigate the convergence of the B-L algorithm vs the number of neurons, we simulate neural networks with the number of neurons ranges from 5 to 50 (note that the nominal value is 30). All other parameters are at their nominal values given above. The results are shown in Figure 2.

The simulations show that the convergence measure increases as the number of neurons increases. In other words, the B-L algorithm converges faster in small neural networks than in large neural networks. On the other hand, the rate of increase in the the convergence measure reduces as the number of neurons increases. The B-L algorithm still converges when \( N = 50 \).

B. Convergence vs the connection distance

To investigate the convergence of the B-L algorithm vs the connection distance, we simulate neural networks with the connection distance ranges from 1 to 30 (the maximum). All other parameters are at their nominal values given above. The results are shown in Figure 3.

The simulations show that the convergence measure increases as the connection distance increases and the increase is less than the linear increase. Hence, the B-L algorithm
converges faster in neural networks with local connections than in neural networks with long-distance connections.

C. Convergence vs the connection density

To investigate the convergence of the B-L algorithm vs the connection density, we simulate neural networks with the connection density ranges from 0.1 to 0.9. All other parameters are at their nominal values given above. The results are shown in Figure 4.

The simulations show that the convergence measure increases almost linearly as the connection density increases. Therefore, the B-L algorithm converges slower in neural networks with more dense connections.

D. Convergence vs the ratio of excitatory/inhibitory synapses

To investigate the convergence of the B-L algorithm vs the ratio of excitatory/inhibitory synapses, we simulate neural networks with the percentage of synapses that are excitatory ranges from 0.1 to 0.9. All other parameters are at their nominal values given above. The results are shown in Figure 5.

The simulations show that the convergence measure is smallest when the percentage of synapses that are excitatory is 0.5, that is, when the ratio of excitatory/inhibitory synapses is 1.

Biological neural networks have both excitatory and inhibitory synapses, which is good for the convergence of the B-L algorithm. Having only excitatory synapses or only inhibitory synapses may cause the B-L algorithm not converge.

E. Convergence vs the membrane potentials

To investigate the convergence of the B-L algorithm vs the membrane potentials, we simulate neural networks with membrane potential ranges from 4 to 10. All other parameters are at their nominal values given above. The results are shown in Figure 6.

The simulations show that the convergence measure decreases almost exponentially as the membrane potentials increases. Therefore, the B-L algorithm converges faster in neural networks with high membrane potentials. Hence, it is important to maintain membrane potentials at certain level in biological neural networks.

F. Convergence vs the synapse strengths

To investigate the convergence of the B-L algorithm vs the synapse strengths, we simulate neural networks with the synapse strengths ranges from 20 to 30. All other parameters are at their nominal values given above. The results are shown in Figure 7.
The simulations show that the convergence measure increases as the synapse strengths increase more or less linearly. In other words, the B-L algorithm converges slower in neural networks with large synapse strengths. It is possible that some mechanisms exist in biological neural networks to ensure synapse strengths are not too large.

VII. CONCLUSIONS

We investigate the convergence of the B-L algorithm in this paper. We first derive a necessary and sufficient condition for the B-L algorithm to converge. We then propose a convergence measure to study the convergence rate of the B-L algorithm. Using simulations, we show how the convergence measure is related to various parameters of neural networks. The parameters include (1) the number of neurons, (2) the connection distance, (3) the connection density, (4) the ratio of excitatory/inhibitory synapses, (5) the membrane potentials, and (6) the synapse strengths. The simulations show that the membrane potentials have the biggest impact on the convergence of the B-L algorithm.
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