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Abstract

The aim of this paper is to bring together two approaches to non-conservative systems – the generalized variational principle of Herglotz and the fractional calculus of variations. Namely, we consider functionals whose extrema are sought, by differential equations that involve Caputo fractional derivatives. The Euler–Lagrange equations are obtained for the fractional variational problems of Herglotz-type and the transversality conditions are derived. The fractional Noether-type theorem for conservative and non-conservative physical systems is proved.
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1 Introduction

As it was pointed out by Cornelius Lánczos [15], frictional and non-conservative forces are beyond the usual macroscopic variational treatment and, consequently, beyond the most advanced methods of classical mechanics. Over the years, a number of methods have been presented to circumvent the discrimination against non-conservative systems. We can mention the Rayleigh dissipation function [10]–which is the best known, the Bateman–Caldirola–Kanai (BCK) Lagrangian [18], the generalized variational principle of Herglotz [11, 12] or the fractional calculus of variations [16, 21]. The aim of this paper is to merge the generalized variational principle of Herglotz with the fractional calculus of variations. In other words, we consider functionals whose extrema are sought, by differential equations that involve Caputo fractional derivatives.

The generalized variational principle was proposed by Gustav Herglotz in 1930 (see [12]). It generalizes the classical variational principle by defining the functional through a differential equation. It reduces to the classical variational integral under appropriate conditions. The generalized variational principle gives a variational description of non-conservative processes. For a system, conservative or non-conservative, which can be described with the generalized variational principle, one can systematically derive conserved quantities, as shown in [7, 8, 9], by applying the Noether-type theorem.

The fractional calculus of variations generalizes the classical variational calculus by considering fractional derivatives into the variational integrals to be extremized. Fred Riewe [21] showed that a Lagrangian involving fractional time derivatives leads to an equation of motion with non-conservative forces such as friction. After the seminal papers of Riewe, several different approaches have been developed to generalize the least action principle and the Euler–Lagrange equations to include fractional derivatives. It has been proved, using the notion of Euler–Lagrange fractional extremal, a Noether-type theorem that combines conservative and non-conservative cases of dynamical systems (see [4] or [16] and references given there).
The significance of both approaches to non-conservative systems – the generalized variational principle of Herglotz and the fractional calculus of variations – motivated this work. The paper is organized as follows. In Section 2, for the reader’s convenience, we review the necessary notions of the fractional calculus. Our results are given in next sections: in Section 3 we derive the Euler-Lagrange equations and the transversality conditions for fractional variational problems of Herglotz-type with one independent variable (Theorems 2 and 3), with higher-order fractional derivatives (Theorems 4 and 5), and for problems with several independent variables (Theorem 6). An heuristic method for solving the Euler–Lagrange equations for the fractional Herglotz-type problem is proposed. Finally, in Section 4 we obtain the fractional Noether-type theorem (Theorem 7 and Theorem 8) that can be used for conservative and non-conservative physical systems. Throughout the paper we illustrate the new results by specific examples.

2 Preliminaries

For the convenience of the reader, we present the definitions of fractional operators that will be used in the sequel. For more on the theory of fractional calculus we refer to [13, 19, 22]; and for general results on the fractional calculus of variations to [16] and references therein.

Let $x : [a, b] \rightarrow \mathbb{R}$ be a function, $\alpha$ be a positive real number and $n = \lfloor \alpha \rfloor + 1$, where $\lfloor \alpha \rfloor$ denotes the integer part of $\alpha$. In what follows, we assume that $x$ satisfies appropriate conditions in order to the fractional operators to be well defined. The left and right Riemann–Liouville fractional integrals of order $\alpha$ are given by

$$a I^\alpha_t x(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t-\tau)^{\alpha-1} x(\tau) d\tau, \quad t > a$$

and

$$b I^\alpha_t x(x) = \frac{1}{\Gamma(\alpha)} \int_t^b (\tau-t)^{\alpha-1} x(\tau) d\tau, \quad t < b,$$

respectively, where $\Gamma$ represents the Gamma function:

$$\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} dt.$$  

The left and right Riemann–Liouville fractional derivatives are given by

$$a D^\alpha_t x(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_a^t (t-\tau)^{n-\alpha-1} x(\tau) d\tau, \quad t > a$$

and

$$b D^\alpha_t x(t) = \left(-1\right)^n \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_t^b (\tau-t)^{n-\alpha-1} x(\tau) d\tau, \quad t < b,$$

respectively. The left and right Caputo fractional derivatives are defined by

$$a C D^\alpha_t x(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t (t-\tau)^{n-\alpha-1} x^{(n)}(\tau) d\tau, \quad t > a$$

and

$$b C D^\alpha_t x(t) = \left(-1\right)^n \frac{1}{\Gamma(n-\alpha)} \int_t^b (\tau-t)^{n-\alpha-1} x^{(n)}(\tau) d\tau, \quad t < b,$$

respectively. The integration by parts formula plays a crucial role in deriving the Euler–Lagrange equation. For the left Caputo fractional derivative, this formula is formulated the following way.
Theorem 1. (\cite{[14]}) Let $\alpha > 0$, and $x, y : [a, b] \to \mathbb{R}$ be two functions of class $C^n$, with $n = [\alpha] + 1$. Then,

$$\int_a^b y(t) \cdot \frac{D_t^\alpha}{a} D_t^\alpha x(t) \, dt = \int_a^b x(t) \cdot \frac{D_t^\alpha}{a} y(t) \, dt + \sum_{j=0}^{n-1} \left[ \frac{D_b^{\alpha+j-n}}{a} y(t) \cdot (-1)^{n-1-j} x^{(n-1-j)}(t) \right]_a^b.$$

Partial fractional integrals and derivatives for functions of $p$ independent variables are defined in a similar way as is done for integer order derivatives. Let $x : \prod_{i=1}^p [a_i, b_i] \to \mathbb{R}$ be a function, $\alpha_i, i = 1, \ldots, p$ be real numbers and define $n_i = [\alpha_i] + 1$. Then, we define the partial Riemann–Liouville fractional integrals of order $\alpha_i$ with respect to $t_i$ by

$$a_i I_{a_i}^{\alpha_i} x(t_1, \ldots, t_p) = \frac{1}{\Gamma(\alpha_i)} \int_{a_i}^{t_i} (t_i - \tau_i)^{\alpha_i-1} x(t_1, \ldots, t_{i-1}, \tau_i, t_{i+1}, \ldots, t_p) \, d\tau_i,$$

$$t_i I_{t_i}^{\alpha_i} x(t_1, \ldots, t_p) = \frac{1}{\Gamma(\alpha_i)} \int_{t_i}^{b_i} (\tau_i - t_i)^{\alpha_i-1} x(t_1, \ldots, t_{i-1}, \tau_i, t_{i+1}, \ldots, t_p) \, d\tau_i.$$

Partial Riemann–Liouville and Caputo derivatives are defined by

$$a_i D_{a_i}^{\alpha_i} x(t_1, \ldots, t_p) = \frac{1}{\Gamma(n_i - \alpha_i)} \frac{\partial^{n_i}}{\partial t_i^{n_i}} \int_{a_i}^{t_i} (t_i - \tau_i)^{n_i-\alpha_i-1} x(t_1, \ldots, t_{i-1}, \tau_i, t_{i+1}, \ldots, t_p) \, d\tau_i,$$

$$t_i D_{t_i}^{\alpha_i} x(t_1, \ldots, t_p) = \frac{(-1)^{n_i}}{\Gamma(n_i - \alpha_i)} \frac{\partial^{n_i}}{\partial t_i^{n_i}} \int_{t_i}^{b_i} (\tau_i - t_i)^{n_i-\alpha_i-1} x(t_1, \ldots, t_{i-1}, \tau_i, t_{i+1}, \ldots, t_p) \, d\tau_i,$$

$$C_{a_i} D_{a_i}^{\alpha_i} x(t_1, \ldots, t_p) = \frac{1}{\Gamma(n_i - \alpha_i)} \int_{a_i}^{t_i} (t_i - \tau_i)^{n_i-\alpha_i-1} \frac{\partial^{n_i}}{\partial t_i^{n_i}} x(t_1, \ldots, t_{i-1}, \tau_i, t_{i+1}, \ldots, t_p) \, d\tau_i,$$

$$C_{t_i} D_{t_i}^{\alpha_i} x(t_1, \ldots, t_p) = \frac{(-1)^{n_i}}{\Gamma(n_i - \alpha_i)} \int_{t_i}^{b_i} (\tau_i - t_i)^{n_i-\alpha_i-1} \frac{\partial^{n_i}}{\partial t_i^{n_i}} x(t_1, \ldots, t_{i-1}, \tau_i, t_{i+1}, \ldots, t_p) \, d\tau_i.$$

3 The generalized fractional Euler–Lagrange equations

Consider the differential equation with dependence on Caputo fractional derivatives

$$\frac{dz}{dt} = L(t, x(t), \frac{D_t^{\alpha_1}}{a} x(t), \ldots, \frac{D_t^{\alpha_n}}{a} x(t), z(t)), \quad t \in [a, b],$$

with the initial condition $z(a) = z_a$, where $t$ is the independent variable, $x = (x_1, \ldots, x_n)$ the dependent variable and

$$\frac{D_t^{\alpha_i}}{a} x(t) := (\frac{D_t^{\alpha_1}}{a} x_1(t), \ldots, \frac{D_t^{\alpha_n}}{a} x_n(t)).$$

In what follows we assume that:

1. $x(a) = x_a, x(b) = x_b, x_a, x_b \in \mathbb{R}^n$;
2. $\alpha_j \in (0, 1), j = 1, \ldots, n$;
3. $x \in C^1([a, b], \mathbb{R}^n), \frac{D_t^{\alpha_i}}{a} x \in C^1([a, b], \mathbb{R}^n)$;
4. the Lagrangian $L : [a, b] \times \mathbb{R}^{2n+1} \to \mathbb{R}$ is of class $C^1$ and the maps $t \mapsto \lambda(t) \frac{\partial L}{\partial \frac{D_t^{\alpha_i}}{a} x_j} [x, z](t)$ are such that $\frac{D_b^{\alpha_j}}{a} \left( \lambda(t) \frac{\partial L}{\partial \frac{D_t^{\alpha_i}}{a} x_j} [x, z](t) \right), j = 1, \ldots, n$, exist and are continuous on $[a, b]$,
For any arbitrary but fixed function $x(t)$ and a fixed initial value $z(a) = z_a$ the solution of the differential equation (1): $z[x; t] = z(t, x(t), C^a_Dt^\alpha x(t))$ exists, and depends on $t$, $x(t)$ and $C^a_Dt^\alpha x(t)$ (see, e.g., [1]). Moreover, under our assumptions, is a $C^2$ function of its arguments. In order for the equation (1) to define a functional, $z$, of $x(t)$ we must solve equation (1) with the same fixed initial condition $z(a) = z_a$ for all argument functions $x(t)$, and evaluate the solution $z = z[x; t]$ at the same fixed final time $t = b$ for all argument functions $x(t)$.

The fractional variational principle of Herglotz (FVPH) is as follows: Let the functional $z = z[x; b]$ of $x(t)$ be given by a differential equation of the form (1) and let the function $\eta \in C^1([a, b], \mathbb{R}^n)$ satisfies the boundary conditions $\eta(a) = \eta(b) = 0$ and such that $C^a_Dt^\alpha \eta \in C^1([a, b], \mathbb{R}^n)$. Then the value of the functional $z[x; b]$ is an extremum for function $x(t)$ which satisfy the condition

$$
\frac{d}{dc} z[x + \epsilon \eta; b]_{c=0} = \frac{d}{dc} z(b, x(b) + \epsilon \eta(b), C^a_Dt^\alpha x(b) + \epsilon \alpha C^a_Dt^\alpha \eta(b))|_{c=0} = 0.
$$

Observe that, if we introduce a parameter $\epsilon$ in the equation (1), then the solution $z$ still exists and depends also on $\epsilon$, and it is differentiable with respect to $\epsilon$ (see, e.g., Section 2.6 in [1]). Moreover, under our assumptions, $z$ is a $C^2$ function of its arguments.

Remark 1. Later we will consider the case where $x(b)$ is free and deduce the respective natural boundary conditions. In this case, the functions $\eta$ that we consider in the formulation of the (FVPH) are such that $\eta(0) = 0$ but $\eta(b)$ may take any value.

Remark 2. In the case when $\alpha \to 1$, FVPH gives the classical variational principle of Herglotz (see [12]).

Remark 3. In the fractional calculus of variations, $L$ does not depend on $z$ and we can integrated from $a$ to $b$, to obtain the functional

$$z[x] = \int_a^b \left[ L(t, x(t), C^a_Dt^\alpha x(t)) + \frac{z_a}{b-a} \right] dt.$$

Theorem 2. Let $x = (x_1, \ldots, x_n)$ be such that $z[x; b]$ defined by equation (1) attains an extremum. Then $x$ is a solution of

$$
\lambda(t) \frac{\partial L}{\partial x_j}[x, z](t) + t D^\alpha x_j \left( \lambda(t) \frac{\partial L}{\partial D^\alpha x_j}[x, z](t) \right) = 0, \quad j = 1, \ldots, n
$$

on $[a, b]$.

Proof. Let $x$ be such that $z[x; b]$ defined by equation (1) attains an extremum. We will show that (3) is a consequence of condition (2). The rate of change of $z$, in the direction of $\eta$, is given by

$$
\theta(t) = \frac{d}{dc} z[x + \epsilon \eta; t]|_{c=0} = \frac{d}{dc} z(t, x(t) + \epsilon \eta(t), C^a_Dt^\alpha x(t) + \epsilon \alpha C^a_Dt^\alpha \eta(t))|_{c=0}.
$$

Applying the variation $\epsilon \eta$ to the argument function in equation (1) we get

$$
\frac{d}{dt} z[x + \epsilon \eta; t] = L(t, x(t) + \epsilon \eta(t), C^a_Dt^\alpha x(t) + \epsilon \alpha C^a_Dt^\alpha \eta(t), z[x + \epsilon \eta; t]).
$$

Observe that,

$$
\frac{d}{dt} \theta(t) = \frac{d}{dt} \theta(t) = \frac{d}{dt} \frac{d}{dc} z(t, x(t) + \epsilon \eta(t), C^a_Dt^\alpha x(t) + \epsilon \alpha C^a_Dt^\alpha \eta(t))|_{c=0} = \frac{d}{dt} L(t, x(t) + \epsilon \eta(t), C^a_Dt^\alpha x(t) + \epsilon \alpha C^a_Dt^\alpha \eta(t), z[x + \epsilon \eta; t])|_{c=0}.
$$

Observe that,

$$
\frac{d}{dt} \theta(t) = \frac{d}{dt} \theta(t) = \frac{d}{dt} \frac{d}{dc} z(t, x(t) + \epsilon \eta(t), C^a_Dt^\alpha x(t) + \epsilon \alpha C^a_Dt^\alpha \eta(t))|_{c=0} = \frac{d}{dt} L(t, x(t) + \epsilon \eta(t), C^a_Dt^\alpha x(t) + \epsilon \alpha C^a_Dt^\alpha \eta(t), z[x + \epsilon \eta; t])|_{c=0}.
$$
This gives a differential equation for $\theta(t)$:
\[
\dot{\theta}(t) - \frac{\partial L}{\partial z} [x, z](t) \theta(t) = \sum_{j=1}^{n} \left( \frac{\partial L}{\partial x_j} [x, z](t) \eta_j(t) + \frac{\partial L}{\partial a} D_t^{\alpha_j} [x, z] a D_t^{\alpha_j} \eta_j(t) \right)
\]
whose solution is
\[
\theta(t) \lambda(t) - \theta(a) = \int_{a}^{t} \sum_{j=1}^{n} \left( \frac{\partial L}{\partial x_j} [x, z](\tau) \eta_j(\tau) + \frac{\partial L}{\partial a} D_t^{\alpha_j} [x, z] a D_t^{\alpha_j} \eta_j(\tau) \right) \lambda(\tau) d\tau
\]
with notation $\lambda(t) = \exp \left( - \int_{a}^{t} \frac{\partial L}{\partial z} [x, z](\tau) d\tau \right)$. Observe that $\theta(a) = 0$. Indeed, as explained earlier, we evaluate the solution of the equation (1) with the same fixed initial condition $z(a)$, independently of the function $x(t)$. At $t = b$, we get
\[
\theta(b) \lambda(b) = \int_{a}^{b} \sum_{j=1}^{n} \left( \frac{\partial L}{\partial x_j} [x, z](t) \eta_j(t) + \frac{\partial L}{\partial a} D_t^{\alpha_j} [x, z] a D_t^{\alpha_j} \eta_j(t) \right) \lambda(t) dt
\]
Observe that $\theta(b)$ is the variation of $z[x; b]$. If $x$ is such that $z[x; b]$ defined by equation (1) attains an extremum, then $\theta(b)$ is identically zero. Hence, we get
\[
\int_{a}^{b} \lambda(t) \sum_{j=1}^{n} \left( \frac{\partial L}{\partial x_j} [x, z](t) \eta_j(t) + \frac{\partial L}{\partial a} D_t^{\alpha_j} [x, z] a D_t^{\alpha_j} \eta_j(t) \right) dt = 0.
\]
Integrating by parts (cf. Theorem [1]) we get
\[
\int_{a}^{b} \sum_{j=1}^{n} \left[ \lambda(t) \frac{\partial L}{\partial x_j} [x, z](t) + \eta_j(t) \frac{\partial L}{\partial a} D_t^{\alpha_j} [x, z] a D_t^{\alpha_j} \lambda(t) \right] dt
\]
\[
+ \sum_{j=1}^{n} \left[ \eta_j(t) t^{1-\alpha_j} \frac{\partial L}{\partial a} D_t^{\alpha_j} [x, z](t) \right]_{a}^{b} = 0.
\]
Since $\eta(a) = \eta(b) = 0$, and $\eta$ is an arbitrary function elsewhere, equation (4) follows by the fundamental lemma of the calculus of variations. \hfill \Box

**Remark 4.** The function $\theta$ in Eq. (1) is well defined (see, e.g., Section 2.6 in [1]).

**Remark 5.** Let $\alpha_j$ goes to 1, for all $j = 1, \ldots, n$ and the Lagrangian $L$ is of the $C^2$ class. Then equations (3) become
\[
\lambda(t) \frac{\partial L}{\partial x_j} [x, z](t) - \frac{d}{dt} \left( \lambda(t) \frac{\partial L}{\partial x_j} [x, z](t) \right) = 0, \quad j = 1, \ldots, n.
\]
Then, since $\dot{\lambda}(t) = \frac{\partial L}{\partial z} [x, z](t) \lambda(t)$, we get
\[
\lambda(t) \left[ \frac{\partial L}{\partial x_j} [x, z](t) + \frac{\partial L}{\partial z} [x, z](t) \frac{\partial L}{\partial x_j} [x, z](t) - \frac{d}{dt} \frac{\partial L}{\partial x_j} [x, z](t) \right] = 0
\]
if and only if
\[
\frac{\partial L}{\partial x_j} [x, z](t) + \frac{\partial L}{\partial z} [x, z](t) \frac{\partial L}{\partial x_j} [x, z](t) - \frac{d}{dt} \frac{\partial L}{\partial x_j} [x, z](t) = 0, \quad j = 1, \ldots, n.
\]
To equations (5), Herglotz called the generalized Euler–Lagrange equations [12].
**Example 1.** Consider the system

\[
\begin{aligned}
\dot{z}(t) &= \left[\mathcal{C} D_t^{0.5} x(t) - \frac{2}{\Gamma(2.5)} t^{1.5}\right]^2, \quad \text{with } t \in [0, 1], \\
z(0) &= 0,
\end{aligned}
\]

We wish to find a curve \(x\) for which \(z[x; 1]\) attains the minimum value. Observe that for all \(x\), we have that \(z\) is an increasing function and thus \(z(t) \geq 0\), for all \(t \in [0, 1] \).

Let \(\pi(t) = t^2\). Then \(\mathcal{C} D_t^{0.5} \pi(t) = \frac{2}{\Gamma(2.5)} t^{1.5}\) (see e.g. [13]). For such choice of \(x\) we get the differential equation \(\dot{z}(t) = 0\). As \(z(0) = 0\) the unique solution is \(\pi(t) = 0\). Therefore \(z[x; 1]\) obtain the minimum value, which is 0, at \(\pi\). In this case \(\lambda(t) = 1\) and equation (3) takes the form

\[
\mathcal{C} D_t^{0.5} \left[\mathcal{C} D_t^{0.5} x(t) - \frac{2}{\Gamma(2.5)} t^{1.5}\right] = 0
\]

which is satisfied for \(\pi\).

**Example 2.** Consider the system with the Lagrangian depending on \(z\):

\[
\begin{aligned}
\dot{z}(t) &= \left[\mathcal{C} D_t^{0.5} x(t) - \frac{2}{\Gamma(2.5)} t^{1.5}\right]^2 \exp(t) + z, \quad \text{with } t \in [0, 1], \\
z(0) &= 1,
\end{aligned}
\]

In this case we have \(\lambda(t) = \exp(-t)\) and equation (3) takes the form

\[
\mathcal{C} D_t^{0.5} \left[\exp(-t) \left(\mathcal{C} D_t^{0.5} x(t) - \frac{2}{\Gamma(2.5)} t^{1.5}\right)\right] \exp(t) = 0.
\]

Observe that the function \(\pi(t) = t^2\) is a solution to equation (6), but we cannot conclude that it is a minimizer (or maximizer) of the functional \(z[x; 1]\).

Note that in order to uniquely determine the unknown function \(x\) which is a solution to equation (6), we must consider the system of differential equations

\[
\begin{aligned}
\frac{dz}{dt} &= L[x, z](t), \\
\lambda(t) \frac{\partial L}{\partial x_j}(x, z)(t) + \mathcal{C} D_t^{\alpha_j} \left(\lambda(t) \frac{\partial L}{\partial x_j} D_t^{\alpha_j} x_j(t)\right) &= 0,
\end{aligned}
\]

with \(\lambda(t) = \exp\left(-\int_a^t \frac{\partial L}{\partial x} [x, z](\tau) \, d\tau\right)\) together with the boundary condition: \(z(a) = z_a, x(a) = x_a, x(b) = x_b\), where \(z_a \in \mathbb{R}\) and \(x_a, x_b \in \mathbb{R}^n\). In the case where \(x_j(b), j \in \{1, \ldots, n\}\), is not specified we need an additional condition known as the transversality condition.

**Theorem 3.** Let \(x\) be such that \(z[x; b]\) defined by equation (1) attains an extremum. Then, \(x\) is a solution to the system of fractional differential equations (6). If \(x_j(b), j \in \{1, \ldots, n\}\), is not specified, then the transversality condition

\[
\mathcal{C} D_t^{1-\alpha_j} \left(\lambda(t) \frac{\partial L}{\partial x_j} D_t^{\alpha_j} x_j(t)\right) = 0 \quad \text{at } t = b
\]

holds.

**Proof.** The only difference with respect to the proof of Theorem 2 is that \(\eta_j(b)\) may vanish or not. Assuming first that \(\eta_j(b) = 0\) we deduce equations (3). Therefore

\[
\sum_{j=1}^n \mathcal{C} D_t^{1-\alpha_j} \left(\lambda(t) \frac{\partial L}{\partial x_j} D_t^{\alpha_j} x_j\right) = 0.
\]

Since \(\eta(a) = 0, \eta_i(b) = 0\) for \(i \neq j\) and \(\eta_j(b)\) is arbitrary equation (7) follows. \(\square\)
We replace the Caputo fractional derivative by the truncated sum

\[ a D_t^\alpha x(t) = \sum_{k=0}^{\infty} \binom{\alpha}{k} \frac{(t-a)^{k-\alpha}}{\Gamma(k+1-\alpha)} x^{(k)}(t), \quad \text{where} \quad \binom{\alpha}{k} = \frac{(-1)^{k-1} \alpha \Gamma(k+\alpha)}{\Gamma(1-\alpha) \Gamma(k+\alpha+1)}. \]  

When dealing with fractional operators usually we do not need to assume that functions have a nice behavior in the sense of smoothness properties. From the other hand, the drawback is that equations of type (3) are in most cases impossible to be solved analytically, and to overcome this problem numerical methods are applied (see, e.g., \([14, 15, 20]\)). One of these methods consists in replacing the fractional operator by an expansion that involves only integer order derivatives \([22]\).

Let \( \alpha \in (0, 1) \), \((c, d)\) be an open interval in \( \mathbb{R} \), and \([a, b] \subset (c, d)\) be such that for each \( t \in [a, b] \) the closed ball \( B_{b-a}(t) \), with center at \( t \) and radius \( b-a \), lies in \((c, d)\). If \( x \) is an analytic function in \((c, d)\) then

\[ a D_t^\alpha x(t) = \sum_{k=0}^{\infty} \binom{\alpha}{k} \frac{(t-a)^{k-\alpha}}{\Gamma(k+1-\alpha)} x^{(k)}(t), \quad \text{where} \quad \binom{\alpha}{k} = \frac{(-1)^{k-1} \alpha \Gamma(k+\alpha)}{\Gamma(1-\alpha) \Gamma(k+\alpha+1)}. \]  

Using the well-known relations between the two type of fractional derivatives,

\[ C_a D_t^\alpha x(t) = a D_t^\alpha x(t) - \frac{x(a)}{\Gamma(1-\alpha)} (t-a)^{-\alpha}, \]  

similar formula is given for the Caputo fractional derivative.

For simplicity, let us assume that \( n = 1 \) and fix \( N \in \mathbb{N} \). If \( x \in C^{2N}[a, b, \mathbb{R}] \), \( L \in C^{N+1}[a, b] \times \mathbb{R}^3 \), then by replacing the fractional derivative in equation (1) by formulas (8)–(9), with the approximation up to order \( N \), we obtain

\[ \dot{z}(t) = L \left( t, x(t), \sum_{k=0}^{N} \binom{\alpha}{k} \frac{(t-a)^{k-\alpha}}{\Gamma(k+1-\alpha)} x^{(k)}(t) - \frac{x(a)}{\Gamma(1-\alpha)} (t-a)^{-\alpha}, z(t) \right) \]

with \( t \in [a, b] \). Define

\[ \overline{L}(t, x(t), \dot{x}(t), \ldots, x^{(N)}(t), z(t)) := L \left( t, x(t), \sum_{k=0}^{N} \binom{\alpha}{k} \frac{(t-a)^{k-\alpha}}{\Gamma(k+1-\alpha)} x^{(k)}(t) - \frac{x(a)}{\Gamma(1-\alpha)} (t-a)^{-\alpha}, z(t) \right). \]

Therefore, we got the higher-order variational problems of Herglotz (see [23])

\[ \dot{z}(t) = \overline{L}(t, x(t), \dot{x}(t), \ldots, x^{(N)}(t), z(t)), \quad \text{with} \quad t \in [a, b]. \]

As it was proved in [23], if \( x_N \) is such that \( z_N[x_N; b] \) attains an extremum, then \((x_N, z_N)\) satisfies the Euler–Lagrange equation

\[ \sum_{k=0}^{N} (-1)^k \frac{d^k}{dt^k} \left( \lambda_N(t) \frac{\partial \overline{L}}{\partial x^{(k)}}(t, x(t), \dot{x}(t), \ldots, x^{(N)}(t), z(t)) \right) = 0, \]

on \([a, b]\), where \( \lambda_N(t) = \exp \left( - \int_{a}^{t} \frac{\partial \overline{L}}{\partial z}(\tau, x_N(\tau), \dot{x}_N(\tau), \ldots, x_{(N)}^{(N)}(\tau), z_N(\tau))d\tau \right). \)

**Example 3.** Consider the system

\[ \begin{cases} 
\dot{z}(t) = \left[ C_0 D_t^{1.5} x(t) - \frac{2}{11(2.5)^3} t^{1.5} \right]^2, & \text{with} \ t \in [0, 1], \\
z(0) = 0, & x(0) = 0, x(1) = 1.
\end{cases} \]

We replace the Caputo fractional derivative by the truncated sum

\[ C_a D_t^\alpha x(t) \approx \sum_{k=0}^{N} \binom{\alpha}{k} \frac{(t-a)^{k-\alpha}}{\Gamma(k+1-\alpha)} x^{(k)}(t) - \frac{x(a)}{\Gamma(1-\alpha)} (t-a)^{-\alpha}, \]
where \( N \in \mathbb{N} \) depends on the number of given boundary conditions. Since in the considered system \( x(0) = 0 \) and \( x(1) = 1 \), we take \( N = 1 \). Therefore, we get

\[
\dot{z}(t) = \left[ \sum_{k=0}^{1} \binom{\alpha}{k} (t-a)^{k-\alpha} \frac{1}{\Gamma(k+1-\alpha)} x^{(k)}(t) - \frac{2}{\Gamma(2.5)^{1.5}} \right]^2.
\]

Applying the classical Euler–Lagrange equation we obtain a second order differential equation, whose solution is shown on Figure 1.

### 3.1 Higher-order fractional derivatives

In this subsection, we generalize the fractional Herglotz problem by considering higher-order fractional derivatives.

**Theorem 4.** Consider the system

\[
\begin{aligned}
\dot{z}(t) &= L(t, x(t), C^a D^\alpha_t x(t), z(t)), \quad \text{with } t \in [a, b], \\
z(a) &= z_a, \\
x_i^{(j)}(a) &= x_{ia}^j, \quad x_i^{(j)}(b) = x_{ib}^j,
\end{aligned}
\]

with for all \( i \in \{1, \ldots, n\} \) and \( j \in \{0, \ldots, i-1\} \), where we assume that the following conditions:

1. \( \alpha_i \in (i-1, i) \),
2. \( x_i \in C^n([a, b], \mathbb{R}), C^\alpha_t x_i \in C^1([a, b], \mathbb{R}) \),
3. \( z_a, x_{ia}^j, x_{ib}^j \) are fixed reals,
4. the Lagrangian \( L : [a, b] \times \mathbb{R}^{2n+1} \rightarrow \mathbb{R} \) is of class \( C^1 \) and the maps \( t \mapsto \lambda(t) \frac{\partial L}{\partial C^a D^\alpha_t x_i} [x, z](t) \), \( i \in \{1, \ldots, n\} \), are such that \( \frac{\partial L}{\partial C^a D^\alpha_t x_i} [x, z](t) \) exist and are continuous on \([a, b]\), where

\[
[x, z](t) := (t, x(t), C^a D^\alpha_t x(t), z(t))
\]
and \( \lambda(t) = \exp \left( - \int_a^t \frac{\partial L}{\partial z}[x, z](\tau) d\tau \right) \).

hold. If \( x = (x_1, \ldots, x_n) \) is such that \( z[x; b] \) defined by (10) attains an extremum, then \((x_1, \ldots, x_n, z)\) satisfies the system of equations

\[
\lambda(t) \frac{\partial L}{\partial x_i}[x, z](t) + t D^\alpha_i \left( \lambda(t) \frac{\partial L}{\partial C^i D^\alpha_i x_i}[x, z](t) \right) = 0, \quad i = 1, \ldots, n, \quad (11)
\]
on \([a, b]\).

Proof. Let \( x \) be such that \( z[x; b] \) defined by (10) attains an extremum. Consider variations of type \( x + \epsilon \eta \) with \( \eta = (\eta_1, \ldots, \eta_n) \) satisfying \( \eta_i^{(j)}(a) = \eta_i^{(j)}(b) = 0 \), for all \( i \in \{1, \ldots, n\} \) and \( j \in \{0, \ldots, i - 1\} \). The rate of change of \( z \) in the direction of \( \eta \) is given by

\[
\theta(t) = \frac{d}{d\epsilon} \left. z[x + \epsilon \eta; t] \right|_{\epsilon=0} \frac{d}{d\epsilon} \left. z(t, x(t) + \epsilon \eta(t), C^i_D^\alpha a x(t) + \epsilon^C D^\alpha_i \eta(t)) \right|_{\epsilon=0}.
\]

Applying \( \epsilon \eta \) to differential equation in (10) we get

\[
\frac{d}{dt} z[x + \epsilon \eta; t] = L(t, x(t) + \epsilon \eta(t), C^i_D^\alpha a x(t) + \epsilon^C D^\alpha_i \eta(t), z[x + \epsilon \eta; t]).
\]

Then, as in the proof of Theorem 3 we obtain the linear ODE with respect to \( \theta \):

\[
\dot{\theta}(t) = \sum_{i=1}^n \left[ \frac{\partial L}{\partial x_i}[x, z](t) \eta_i(t) + \frac{\partial L}{\partial C^i D^\alpha_i x_i}[x](t) C^i_D^\alpha a \eta_i(t) + \frac{\partial L}{\partial z}[x, z](t) \theta(t). \right]
\]

Solving the linear ODE and using the fact that \( \theta(a) = \theta(b) = 0 \) we get

\[
\int_a^b \lambda(t) \sum_{i=1}^n \left[ \frac{\partial L}{\partial x_i}[x, z](t) \eta_i(t) + \frac{\partial L}{\partial C^i D^\alpha_i x_i}[x](t) C^i_D^\alpha a \eta_i(t) \right] dt = 0.
\]

Integrating by parts we obtain

\[
\int_a^b \sum_{i=1}^n \left[ \lambda(t) \frac{\partial L}{\partial x_i}[x, z](t) + t D^\alpha_i \left( \lambda(t) \frac{\partial L}{\partial C^i D^\alpha_i x_i}[x, z](t) \right) \right] \eta_i(t) dt
\]

\[
+ \left[ \sum_{i=1}^{n-1} \left( -1 \right)^{i+j} \eta_{i-j}(t) D^\alpha_{i+j} \left( \lambda(t) \frac{\partial L}{\partial C^i D^\alpha_i x_i}[x, z](t) \right) \right]_a^b = 0.
\]

Since \( \eta_{i-j}(a) = \eta_{i-j}(b) = 0 \) for all \( i \in \{1, \ldots, n\} \) and \( j \in \{0, \ldots, i - 1\} \), and \( \eta \) is arbitrary elsewhere, the theorem is proven.

Next theorem generalizes transversality conditions given in Theorem 3

**Theorem 5.** Consider system (10) with the exception that \( x_i^{(j)}(b) \) may take any value, for all \( i \in \{1, \ldots, n\} \) and \( j \in \{0, \ldots, i - 1\} \). If \( x = (x_1, \ldots, x_n) \) is such that \( z[x; b] \) attains an extremum, then \((x_1, \ldots, x_n, z)\) satisfies the system of equations (11) on \([a, b]\), and the transversality conditions

\[
t D^\alpha_{i+j} \left( \lambda(t) \frac{\partial L}{\partial C^i D^\alpha_i x_i}[x, z](t) \right) = 0 \quad \text{at} \quad t = b,
\]

for all \( i \in \{1, \ldots, n\} \) and all \( j \in \{0, \ldots, i - 1\} \).
3.2 Several independent variables

The fractional variational principle of Herglotz can be generalized to one involving several independent variables. In the following, the independent variables will be the time variable \( t \) and the spatial coordinates \( x = (x_1, \ldots, x_n) \) in \( \Omega = \prod_{i=1}^{n} [a_i, b_i] \). The argument function of the functional \( z[u;b] \) defined by the variational principle will be \( u = (u_1(t, x_1), \ldots, u_m(t, x_n)) \), \( m \in \mathbb{N} \). In what follows, for \( \alpha \in (\alpha_1, \ldots, \alpha_n) \) and \( \beta_i = (\beta_{i,1}, \ldots, \beta_{i,m}) \), \( i = 1, \ldots, n \) we will use the following notation:

\[
C_a D_t^\alpha u = (C_a D_t^{\alpha_1} u_1, \ldots, C_a D_t^{\alpha_n} u_m),
\]

\[
C_{a_i} D_{x_i}^\beta_i u = (C_{a_i} D_{x_i}^{\beta_{i,1}} u_1, \ldots, C_{a_i} D_{x_i}^{\beta_{i,m}} u_m), \quad i = 1, \ldots, n.
\]

The fractional variational principle with several independent variables is as follows:

Let the functional \( z = z[u; b] \) of \( u = u(t, x) \) be given by an integro-differential equation of the form

\[
\frac{dz}{dt} = \int_{\Omega} L(t, x, u(t, x), C_a D_t^\alpha u(t, x), C_{a_i} D_{x_i}^\beta_i u(t, x), \ldots, C_{a_m} D_{x_n}^{\beta_n} u(t, x), z(t)) \, d^nx , \tag{12}
\]

for \( t \in [a, b] \), where \( d^nx = dx_1 \ldots dx_n \); and let the following conditions be satisfied

1. \( u(t, x) = g(t, x) \) for \( (t, x) \in \partial P \), where \( P = [a, b] \times \Omega \), \( \partial P \) is the boundary of \( P \) and \( g : \partial P \to \mathbb{R}^m \) is a given function;
2. \( \alpha_j, \beta_{i,j} \in (0, 1) \), \( j \in \{1, \ldots, m\} \), \( i = 1, \ldots, n \);
3. \( u_j \in C^1(P, \mathbb{R}), C_a D_t^\alpha u_j, C_{a_i} D_{x_i}^\beta_i u_j \in C^1(P, \mathbb{R}) \);
4. \( L : P \times \mathbb{R}^{m(n+2)+1} \to \mathbb{R} \) is of class \( C^1 \) and the maps

\[
(t, x) \mapsto \lambda(t) \frac{\partial L}{\partial C_a D_t^\alpha u_j} [u, z](t, x)
\]

and

\[
(t, x) \mapsto \lambda(t) \frac{\partial L}{\partial C_{a_i} D_{x_i}^\beta_i u_j} [u, z](t, x)
\]

are such that \( t \lambda^{\alpha_j} \left( \lambda(t) \frac{\partial L}{\partial C_a D_t^\alpha u_j} [u, z](t, x) \right) \) and \( x, \lambda^{\beta_{i,j}} \left( \lambda(t) \frac{\partial L}{\partial C_{a_i} D_{x_i}^\beta_i u_j} [u, z](t, x) \right) \) exist and are continuous on \( P \), where

\[
[u, z](t, x) := (t, u(t, x), C_a D_t^\alpha u(t, x), C_{a_i} D_{x_i}^\beta_i u(t, x), \ldots, C_{a_m} D_{x_n}^{\beta_n} u(t, x), z(t), \ldots)
\]

\[
\lambda(t) := \exp \left( - \int_a^t \int_{\Omega} \frac{\partial L}{\partial z} [u, z](\tau, x) \, d^n x \, d\tau \right).
\]

for all \( i \in \{1, \ldots, n\} \) and \( j \in \{0, \ldots, m\} \).

Consider \( \eta \equiv (\eta_1(t, x), \ldots, \eta_m(t, x)) \in C^1([a, b] \times \Omega, \mathbb{R}^m) \) that satisfies the boundary conditions \( \eta(t, x) = 0 \) for \( (t, x) \in \partial P \) and such that \( C_a D_t^\alpha \eta_j, C_{a_i} D_{x_i}^\beta_i \eta_j \in C^1(P, \mathbb{R}) \). Then, the value of the functional \( z[u; b] \) is an extremum for function \( u \) which satisfy the condition

\[
\frac{d}{de} \left[ (u + \epsilon \eta; b) \right]_{\epsilon=0} = \frac{d}{de} \left[ z(b, [u(b, x)]) \right]_{\epsilon=0} = 0,
\]

where \( [u](t, x) := (t, u(t, x), C_a D_t^\alpha u(t, x), C_{a_i} D_{x_i}^\beta_i u(t, x), \ldots, C_{a_m} D_{x_n}^{\beta_n} u(t, x)) \). It should be pointed that when a variation \( \epsilon \eta \) is applied to \( u \) the equation (12), defining the functional \( z \), must be solved with the same fixed initial condition \( z_a \) at \( t = a \) and the solution evaluated at the same fixed final time \( t = b \) for all varied argument functions \( \epsilon \eta \).

Theorem 6. If \( u \) is such that the functional \( z[u; b] \) defined by equation (12) attains an extremum, then \( u \) is a solution of the system of equations

\[
\lambda(t) \frac{\partial L}{\partial u_j} [u, z](t, x) + t \lambda^{\alpha_j} \left( \lambda(t) \frac{\partial L}{\partial C_a D_t^\alpha u_j} [u, z](t, x) \right) + \sum_{i=1}^n x_i \lambda^{\beta_{i,j}} \left( \lambda(t) \frac{\partial L}{\partial C_{a_i} D_{x_i}^\beta_i u_j} [u, z](t, x) \right) = 0, \tag{14}
\]

\( j = 1, \ldots, m. \)
Proof. The idea of the proof is similar to that of the proof of Theorem 2. We show that equations (14) are a consequence of condition (13). The rate of change of \( z \), in the direction of \( \eta \), is given by

\[
\theta(t) = \frac{d}{dt} z[u + \epsilon \eta; t]|_{t=0} = \frac{d}{de} z(t, [u](t, x))|_{e=0}.
\]  

(15)

Applying the variation \( \epsilon \eta \) to the argument function in equation (12), differentiating with respect to \( \epsilon \) and then setting \( \epsilon = 0 \) we get a differential equation for \( \theta(t) \):

\[
\frac{d\theta}{dt}(t) = \int_\Omega \left[ \sum_{j=1}^{m} \frac{\partial L}{\partial u_j}[u, z](t, x) \eta_j + \sum_{j=1}^{m} \frac{\partial L}{\partial D^\alpha_{x_j}u_j}[u, z](t, x) D^\alpha_j \eta_j + \sum_{i=1}^{n} \frac{\partial L}{\partial D^\beta_{x_i}u_j}[u, z](t, x) D^\beta_{x_i} \eta_j \right] d^n x.
\]

Denoting

\[
A(t) = \int_\Omega \left[ \sum_{j=1}^{m} \frac{\partial L}{\partial u_j}[u, z](t, x) \eta_j + \sum_{j=1}^{m} \frac{\partial L}{\partial D^\alpha_{x_j}u_j}[u, z](t, x) D^\alpha_j \eta_j + \sum_{i=1}^{n} \frac{\partial L}{\partial D^\beta_{x_i}u_j}[u, z](t, x) D^\beta_{x_i} \eta_j \right] d^n x
\]

and

\[
B(t) = \int_\Omega \frac{\partial L}{\partial z}[u, z](t, x)d^n x.
\]

we get

\[
\frac{d\theta}{dt}(t) - B(t)\theta(t) = A(t).
\]  

(16)

Solving equation (16) and taking into consideration that \( \theta(a) = \theta(b) = 0 \) (see the proof of Theorem 2) we obtain

\[
\int_a^b \lambda(t)A(t)dt = 0.
\]

Integrating by parts we get

\[
\int_a^b \int_\Omega \left[ \lambda(t) \frac{\partial L}{\partial u_j}[u, z](t, x) + \lambda(t) \frac{\partial L}{\partial D^\alpha_{x_j}u_j}[u, z](t, x) D^\alpha_j \eta_j + \lambda(t) \frac{\partial L}{\partial z}[u, z](t, x) \eta_j \right] d^n x dt = 0
\]

as \( \eta \) satisfies the boundary conditions \( \eta(a, x) = \eta(b, x) = 0 \) for \( x \in \Omega \), and \( \eta(t, x) = 0 \) for \( x \in \partial \Omega \), \( a \leq t \leq b \). Finally, since \( \eta_j \) are arbitrary functions, it follows that for all \( j \in \{1, \ldots, m\},
\[
\lambda(t) \frac{\partial L}{\partial u_j}[u, z](t, x) + \lambda(t) \frac{\partial L}{\partial D^\alpha_{x_j}u_j}[u, z](t, x) + \sum_{i=1}^{n} \frac{\partial L}{\partial D^\beta_{x_i}u_j}[u, z](t, x) \eta_j = 0
\]

on \([a, b] \times \Omega \).

Remark 6. We note that it is straightforward to obtain the transversality conditions for the Herglotz’s fractional variational problems with several variables (cf. [16]).
4 Noether-type theorem

Symmetric principles are key issues in mathematics and physics. There are close relationships between symmetries and conserved quantities. Noether first proposed the famous Noether symmetry theorem which describes the universal fact that invariance of the action functional with respect to some family of parameter transformations gives rise to the existence of certain conservation laws, i.e., expressions preserved along the solutions of the Euler-Lagrange equation. In this Section we extend Noether’s theorem to one that holds for fractional variational problems of Herglotz-type with one (Theorem 7) or several independent variables (Theorem 8).

Consider the one-parameter family of transformations
\[ \bar{x}_j = h_j(t, x, s), \quad j = 1, \ldots, n, \quad (18) \]
depending on a parameter \( s \), \( s \in (-\varepsilon, \varepsilon) \), where \( h_j \) are of class \( C^2 \) and such that \( h_j(t, x, 0) = x_j \) for all \( j \in \{1, \ldots, n\} \) and for all \( (t, x) \in [a, b] \times \mathbb{R}^n \). By Taylor’s formula we have
\[ h_j(t, x, s) = h_j(t, x, 0) + s\xi_j(t, x) + o(s) = x_j + s\xi_j(t, x) + o(s), \quad (19) \]
provided that \( |s| \leq \varepsilon \), where \( \xi_j(t, x) = \frac{\partial}{\partial s}h_j(t, x, s)|_{s=0} \). For \( |s| \leq \varepsilon \) the linear approximation to transformation (18) is \( \bar{x}_j \approx x_j + s\xi_j(t, x) \).

This transformation leads, for any fixed sufficiently small parameter \( s \) and any fixed function \( x(\cdot) = (x_1(\cdot), \ldots, x_n(\cdot)) \) to \( \bar{x}(\cdot) = (\bar{x}_1(\cdot), \ldots, \bar{x}_n(\cdot)) \) given by
\[ \bar{x}_j(t) = h_j(t, x(t), s), \quad j = 1, \ldots, n. \]

Denote by \( \theta = \theta(t) \) the total variation produced by the family of transformations (19), that is
\[ \theta(t) = \frac{d}{ds} \bar{z}[x + s\xi; t]|_{s=0}. \quad (20) \]

We define the invariance of the functional \( z \), defined by differential equation (1), under transformation (19) as follows.

**Definition 1.** The transformation (19) leaves the functional \( z \), defined by differential equation (1), invariant if \( \theta(t) \equiv 0 \).

**Remark 7.** When \( s = 0 \), the following holds \( \bar{z}[\tilde{x}; t] = z[x; t] \).

**Theorem 7.** If the functional \( z \) defined by differential equation (1) is invariant in the sense of definition (1) then
\[ \sum_{j=1}^n D^\alpha_j \left[ \lambda(t) \frac{\partial L}{\partial \xi_j^C} \right]_{x, z}[t_j(t), \xi_j(t), x] = 0, \quad (21) \]
where \( \lambda(t) := \exp \left( -\int_a^t \frac{\partial L}{\partial x} [x, z](\tau) d\tau \right) \) and \( D^\alpha[f, g] := f^C D_\alpha \cdot g - g \cdot D^\alpha f \), holds along the solutions of the generalized fractional Euler–Lagrange equations (3).

**Proof.** Applying transformations (19) to equation (1) we get
\[ \frac{d}{dt} \bar{z} = L(t, \bar{x}(t), \bar{z}(t), D^\alpha \bar{x}(t), \bar{z}(t)). \quad (22) \]

Differentiating both sides of (22) with respect to \( s \) and then setting \( s = 0 \), we get a differential equation for \( \theta(t) \)
\[ \dot{\theta}(t) = \frac{\partial L}{\partial z}[x, z](t)\theta(t) = \sum_{j=1}^n \left( \frac{\partial L}{\partial x_j}[x, z](t)\xi_j(t) + \frac{\partial L}{\partial \xi_j^C} \right)[x, z](t) \cdot D^\alpha \xi_j(t) \]
whose solution is

\[ \theta(t)\lambda(t) - \theta(a) = \int_a^t \sum_{j=1}^n \left( - \frac{\partial L}{\partial x_j} [x, z] (\tau_j) \xi_j (\tau) + \frac{\partial L}{\partial C^\alpha D_t^\alpha x_j} [x, z] (\tau)^C D_t^\alpha \xi_j (t) \right) \lambda(\tau) d\tau \]

with notation \( \lambda(t) = \exp \left( - \int_a^t \frac{\partial L}{\partial x_j} [x, z] (\tau) d\tau \right) \). Observe that \( \theta(a) = 0 \), also by hypothesis \( \theta(\tau) = 0 \) for arbitrary \( \tau \). Thus

\[ 0 = \int_a^t \sum_{j=1}^n \left( - \frac{\partial L}{\partial x_j} [x, z] (\tau_j) \xi_j (\tau) + \frac{\partial L}{\partial C^\alpha D_t^\alpha x_j} [x, z] (\tau)^C D_t^\alpha \xi_j (t) \right) \lambda(t) dt \]

On the solutions of the generalized fractional Euler–Lagrange equations (25) we have

\[ \lambda(t) = \exp \left( - \int_a^t \frac{\partial L}{\partial x_j} [x, z] (\tau) d\tau \right) \].

By definition of operator \( D^\alpha \) we obtain equation (21).

Example 4. Consider the Lagrangian in one spatial dimension

\[ L(t, x(t), \dot{C}^\alpha D_t^\alpha x(t), z(t)) = f(\dot{C}^\alpha D_t^\alpha x) - \gamma z, \]

(23)

where \( f \) is a \( C^1 \) function and \( \gamma \) is a positive constant. Obviously, the Lagrangian (23) is invariant under transformation

\[ \bar{x}(t) = x(t) + c, \]

where \( c \) is a constant. Therefore, Theorem 7 indicates that

\[ D^\alpha \left[ e^{t f(\dot{C}^\alpha D_t^\alpha x)}, c \right] = 0, \]

along any solution of \( t D_0^\alpha \left( e^{t f(\dot{C}^\alpha D_t^\alpha x)} \right) = 0 \). Notice that equation (24) can be written in the form \( \frac{d}{dt} \left( t I_0^\alpha \left( e^{t f(\dot{C}^\alpha D_t^\alpha x)} \right) \right) = 0 \), that is, the quantity

\[ t I_0^\alpha \left( e^{t f(\dot{C}^\alpha D_t^\alpha x)} \right) \]

following the classical approach, can be called a generalized fractional constant of motion.

Now we generalize Theorem 7 to the case of several independent variables. For that consider the one-parameter family of transformations

\[ \bar{u}_j = h_j(t, x, u, s), \quad j = 1, \ldots, m \]

(25)

depending on a parameter \( s, s \in (-\varepsilon, \varepsilon) \), where \( h_j \) are of class \( C^2 \) and such that \( h_j(t, x, u, 0) = u_j(t, x) \) for all \( j \in \{1, \ldots, m\} \) and for all \( (t, x, u) \in [a, b] \times \Omega \times \mathbb{R}^m \). As before for \( |s| \leq \varepsilon \) the linear approximation to transformation (25) is \( \bar{u}_j \approx u_j + s \xi_j (t, x, u) \), where \( \xi_j (t, x, u) = \frac{\partial}{\partial s} h_j(t, x, u, s)|_{s=0}. \) The following result generalizes Theorem 7 and can be proved in a similar way (cf. 17).

Theorem 8. Let the functional \( z \), defined by differential equation (12), is invariant under the family of transformations (25). Then

\[ \sum_{j=1}^n \left( D^\alpha \left[ \frac{\partial L}{\partial x_j} [u, z] (t), \xi_j (t, x, u) \right] + \sum_{i=1}^m \left( \frac{\partial L}{\partial C^\alpha D_t^\alpha x_i} [u, z] (t), \xi_j (t, x, u) \right) \right) = 0, \]

where \( \lambda(t) := \exp \left( - \int_a^t \frac{\partial L}{\partial x_j} [\tau, x] d\tau \right) \) and \( D^\alpha [f, g] := f^C D_t^\alpha \cdot g - g \cdot t D_0^\alpha f \), holds along the solutions of the generalized fractional Euler–Lagrange equations (13).
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