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Abstract: Two-phase stratified sampling without replacement yields generally smaller asymptotic variance of estimators than under the convenient assumption of independence often made in practice. Motivated by the variance estimation problem, we propose and study a nonparametric bootstrap procedure for two-phase sampling. We establish conditional weak convergence of bootstrap inverse probability weighted empirical processes with several variants of calibration. Two main theoretical difficulties are the dependent observations due to sampling without replacement, and the complex limiting processes of the linear combinations of Brownian bridge processes. To address these issues, the proposed bootstrap weights take the form of the product of two weights corresponding to randomness from each phase and stratum. We apply our bootstrap to weighted likelihood estimation and establish two $Z$-theorems for a general semiparametric model where a nuisance parameter can be estimated either at a regular or a non-regular rate. We show different bootstrap calibration methods proposed in the survey sampling literature yield different bootstrap asymptotic distributions.

AMS 2000 subject classifications: Primary 62E20; secondary 62G20, 62D99, 62N01.

Keywords and phrases: bootstrap, calibration, Weighted likelihood, semiparametric model, regular, non-regular.

1. Introduction

Two-phase sampling was originally proposed in [24] for estimation of finite population parameters in sample surveys. The design has become extensively used in epidemiological studies where a parameter of interest is defined via a probability distribution for an infinite population. At the first phase, a large sample is obtained from a population. Some variables whose information is easier to collect are measured for stratification. At the second phase, a subsample is drawn without replacement from each stratum to obtain other variables that are costly or difficult to measure. Careful choice of stratifying variables improves the efficiency of the design by collecting important variables with less cost. Examples include the exposure stratified case control study [45] and the stratified case cohort study [4].

Various estimation procedures have been proposed (see [36, 20, 9, 23, 35, 19, 5] among many), but until recently dependence due to sampling without replacement has been largely ignored in the biostatistical literature for mathematical convenience. This dependence of observations is a critical factor to differentiate
our statistical problem from simply treating two-phase sampling as a special case of missing data problems by assuming Bernoulli sampling. The question of dependence was solved when [7] successfully established weak convergence of the Inverse Probability Weighted (IPW) empirical process based on the exchangeably weighted bootstrap empirical process theory [25]. The limiting process is a linear combination of independent Brownian bridge processes reflecting randomness from the sampling from a population at the first phase and stratified sampling without replacement at the second phase. With further developments of empirical process tools [33], [7, 5, 6, 33] studied asymptotic properties of the Weighted Likelihood Estimator (WLE) and its improvement by estimated weights [28] and various calibrations [12, 33] in a general semiparametric model. These results found that the asymptotic variances of the WLEs are generally smaller than under Bernoulli sampling which assumes independence.

In this paper, we propose and study a bootstrap procedure for two-phase stratified sampling without replacement. As in Efron’s original bootstrap paper [13], our primary motivation is the variance estimation problem raised in [33] with an emphasis on a general semiparametric model. A difficulty in this model is that asymptotic variances of the WLEs may contain unknown functions or may not have a closed form. A similar problem for the MLE with complete data was treated in [22] using a numerical derivative of the log likelihood. However, its extension to our problem only estimates part of variance [30, 31], and its application is limited to WLEs. Our bootstrap procedure covers more general estimators such as IPW $M$- and $Z$-estimators.

The main goal of this paper is to establish conditional weak convergence of our bootstrap IPW empirical processes indexed by a class of functions, because bootstrap inference for a general semiparametric model requires more than bootstrapping random variables [44, 10]. For complete data, [25] established weak convergence of exchangeably weighted bootstrap empirical processes including Efron’s bootstrap. Important differences from our case are (1) the limiting process is a single Brownian bridge process, and (2) data are required to be i.i.d. from a population. For dependent data due to sampling, various bootstrap procedures have been proposed for complex survey designs (see [15, 2, 27, 38, 39, 3, 37] to name a few). Because these methods primarily concern variables in a finite population, asymptotic theory is formulated differently (see e.g. [17]) and hence extensions to weak convergence is usually not straightforward. Our theoretical treatment provides theory and tools for extending the bootstrap empirical process theory to dependent and biased data from the two-phase sampling design.

The main contributions of our paper are three-fold. First, we propose a novel bootstrap procedure for two-phase sampling and establish conditional weak convergence of the bootstrap IPW empirical processes. To obtain the complex limiting processes, our proposed bootstrap weights take the form of the product of the i.i.d. weights and the weights proposed in [2, 15] for stratified sampling in a finite population. These weights yield randomness from different phases of sampling and different strata. The main theoretical difficulty is dependent observations and non-exchangeable bootstrap weights (see Remark 3.1 below for details) because these violate assumptions in the bootstrap empirical pro-
To address these issues, our proof takes three steps: (1) decompose the bootstrap IPW empirical process into the phase I and II bootstrap IPW empirical processes, (2) establish weak convergence of the phase II bootstrap IPW empirical process conditional on the phase I bootstrap weights, and (3) establish weak convergence of the phase I bootstrap IPW empirical process. This method of proof allows for separate analysis of the different phases and hence would have applications to other complex designs. We also provide a rigorous justification of the weighted bootstrap along the way.

The second contribution is application to IPW $Z$-estimation in a general semiparametric model. Our theorems cover two cases where an infinite-dimensional nuisance parameter can be estimated either at a regular or a non-regular rate. Conditions in our theorems are almost identical to those for the MLE with complete data [42, 16], and are exactly the same as those in the non-bootstrap case of [33] under two-phase sampling. Because these conditions are formulated in terms of complete data, some of them have been already established for a specific complete data model or empirical process theory helps to verify them in a straightforward way. We also prove a general theorem for the rate of convergence of the bootstrap IPW $M$-estimators of a nuisance parameter under weak conditions.

The third contribution is the comparison of various calibration methods under bootstrap. Calibration [12] and its variants [8, 33] are statistical techniques that aim at improving the efficiency of IPW estimators. We study two bootstrap calibration methods proposed in survey sampling (see e.g. [1, 26]) and their extension to centered calibration [33]. Our results show different bootstrap calibration techniques lead to different bootstrap asymptotic distributions of WLEs in a general semiparametric model.

The rest of the paper is organized as follows. In Section 2, we introduce basic notations and review previous results of two-phase sampling. We describe our bootstrap procedures with several variants of calibration in Section 3. Conditional weak convergence and other asymptotic results are presented in Section 4. Section 5 concerns application to weighted likelihood estimation in a general semiparametric model. Performance of our method is illustrated in simulation and a real data example in Section 6. All proofs are collected in the appendix.

2. Sampling, Calibrations, and IPW Empirical Processes

We introduce basic notations and review previous results in [7, 33].

2.1. Sampling

Let $W = (X, U) \in \mathcal{W} = \mathcal{X} \times \mathcal{U}$ with distribution $\hat{P}_0$. Here $X$ is a vector of variables of interest with distribution $P_0$ and $U$ is a vector of auxiliary variables. At the first phase under two-phase sampling, we only observe a coarsening $\tilde{X} = \tilde{X}(X)$ (e.g. screening test) of $X$ (e.g. gold standard) in addition to the auxiliary variables $U$ (e.g. mailing address). Auxiliary variables $U$ are useful
for stratification and improving efficiency of estimation involving $X$. We call
$V = (X, U) \in V = \mathcal{X} \times \mathcal{U}$ the phase I variables. The phase I sample space $\mathcal{V}$ for $V$ is partitioned into the $J$ sampling strata $\mathcal{V}_j$ with $\sum_{j=1}^{J} \mathcal{V}_j = \mathcal{V}$ for stratified sampling at the second phase. We denote the stratum probability for the $j$th stratum by $\nu_j \equiv \tilde{P}_0(V \in \mathcal{V}_j)$, and the conditional expectation given membership in the $j$th stratum by $P_{0j}(\cdot) \equiv \tilde{P}_0(\cdot|V \in \mathcal{V}_j)$.

With complete data, we would observe $W_1, \ldots, W_N$ i.i.d. as $W$. Under two-phase sampling, the observed data at the first phase is $V_1, \ldots, V_N$ i.i.d. as $V$. At the second phase, a subsample is drawn without replacement from each stratum by which $n_j$ items out of $N_j = \{i \leq N : V_i \in \mathcal{V}_j\}$ are selected in the $j$th stratum. We observe $X_i$ for the sampled item at the second phase. We denote the sampling indicator by $\xi_i \in \{0, 1\}$ with 1 if sampled at the second phase and 0 otherwise. The sampling probability is $P_0(\xi_i = 1|V_i \in \mathcal{V}_j) = n_j/N_j \equiv \pi_0(V_i)$.

The observed data in the entire process are $(V_i, X_i, \xi_i), i = 1, \ldots, N$.

Throughout, we use a doubly subscripted notation: for example, $V_{j,i}$ denotes $V$ for the $i$th subject in the $j$th stratum. We observe $X_j$ for the sampled item at the second phase. We denote the sampling indicator by $\xi_i \in \{0, 1\}$ with 1 if sampled at the second phase and 0 otherwise. The sampling probability is $P_0(\xi_i = 1|V_i \in \mathcal{V}_j) = n_j/N_j \equiv \pi_0(V_i)$.

The observed data in the entire process are $(V_i, X_i, \xi_i), i = 1, \ldots, N$.

2.2. IPW empirical process

Our bootstrap concerns weak convergence of the IPW empirical process. Define the IPW empirical measure by

$$
\mathbb{P}_N = \frac{1}{N} \sum_{i=1}^{N} \frac{\xi_i}{\pi_0(V_i)} \delta_{X_i},
$$

and let $\mathbb{G}_N = \sqrt{N}(\mathbb{P}_N - P_0)$ be the IPW empirical process where $\delta_{X_i}$ denotes a Dirac measure placing a unit mass on $X_i$. Compare these with the empirical measure and process with complete data given by $\mathbb{P}_N = N^{-1} \sum_{i=1}^{N} \delta_{X_i}$, and $\mathbb{G}_N = \sqrt{N}(\mathbb{P}_N - P_0)$. When an index function maps from $\mathcal{W}$ instead of $\mathcal{X}$, we understand $\delta_{X_i}$ and $P_0$ in the definitions above as $\delta_{W_i}$ and $\tilde{P}_0$. We use this abuse of notation for other (bootstrap) IPW empirical processes.

2.3. Calibrations

The WLE only uses observations sampled at the second phase and is generally inefficient. Two basic methods for improving efficiency are estimated weights...
These methods adjust weights in the WLE by utilizing information in \( V \) available for all observations. Here we treat only calibration and centered calibration because calibration and estimated weights are equivalent under some transformation, and because (within-stratum) centered calibration have guaranteed efficiency gains unlike the other methods treated in (see [33] for systematic comparison of these methods in different designs). These methods can make use of part of \( V \) or its transformation but we only consider \( V \) in calibrations for a notational simplicity. Let \( V_i \equiv V_i - P_0 V \).

The calibration method “models” the sampling probability by \( \pi_\alpha(V) \equiv \pi_0(V)/G_c(V; \alpha) \) where \( G_c(V; \alpha) \equiv G(V^T \alpha) \) for a known differentiable function \( G \) with \( G(0) = 1 \) and \((d/dt)G(t)|_{t=0} = \dot{G}(0) > 0\). The estimator \( \hat{\alpha}_N^c \) of \( \alpha \) is solution to the calibration equation

\[
\frac{1}{N} \sum_{i=1}^{N} \frac{\xi_i G_c(V_i; \alpha)}{\pi_0(V_i)} V_i = \frac{1}{N} \sum_{i=1}^{N} V_i. \tag{2.1}
\]

This equation equates the calibrated IPW average of \( V \) from the phase II sample with its phase I average whereby the phase II sample is more representative of \( \pi \) probability by the phase I sample. The centered calibration method “models” the sampling probability by \( \pi_\alpha(V) \equiv \pi_0(V)/G_{cc}(V; \alpha) \) where \( G_{cc}(V; \alpha) \equiv G((\pi_0(V)^{-1} - 1)(V - P_N V)^T \alpha) \). The estimator \( \hat{\alpha}_N^{cc} \) of \( \alpha \) is solution to the calibration equation

\[
\frac{1}{N} \sum_{i=1}^{N} \frac{\xi_i G_{cc}(V_i; \alpha)}{\pi_0(V_i)} (V_i - P_N V) = 0, \quad \alpha \in A \subset \mathbb{R}^k. \tag{2.2}
\]

The calibrated IPW empirical measure \( \mathbb{P}_{N}^{\pi,cc} \) is defined by replacing the sampling probability \( \pi_0(v) \) by the calibrated sampling probability \( \pi_{\hat{\alpha}_N^{cc}}(v) \) in \( \mathbb{P}_N^\pi \). The IPW empirical measure with centered calibration \( \mathbb{P}_N^{\pi,cc} \) is defined similarly. The IPW empirical processes with calibration and centered calibration are \( \mathbb{G}_N^{\pi,cc} = \sqrt{N}(\mathbb{P}_N^{\pi,cc} - P_0) \) and \( \mathbb{G}_N^{\pi,c} = \sqrt{N}(\mathbb{P}_N^{\pi,c} - P_0) \) respectively.

The following theorem [7, 33] concerns weak convergence of the IPW empirical processes with calibrations. The goal of this paper is to establish the corresponding result for our bootstrap IPW empirical processes.

**Condition 2.1** (Calibrations). (1) Estimators \( \hat{\alpha}_N^c \) and \( \hat{\alpha}_N^{cc} \) are solutions to the calibration equations (2.1) and (2.2), respectively.

(2) \( V \in \mathbb{R}^k \) is not concentrated at 0 and has bounded support.

(3) \( G \) is a strictly increasing, bounded, and continuously differentiable function on \( \mathbb{R} \) satisfying \( G(0) = 0 \) with bounded derivative \( \dot{G} \).

(4) (i) \( P_0 V^\odot 2 \) is finite and positive definite. (ii) \( P_0 \{ (\pi_0 V)^{-1} - 1 \} V^\odot 2 \) is finite and positive definite.

(5) The “true” parameter \( \alpha_0 = 0 \).

**Theorem 2.1** ([7, 33]). Let \( F \) be a \( P_0 \)-Donsker class with \( \|P_0\|_F < \infty \). Suppose
that Condition 2.1 holds. Then,

\[ G_N^\pi \sim G^\pi \equiv G + \sum_{j=1}^{J} \sqrt{\nu_j} \sqrt{\frac{1-p_j}{p_j}} G_j, \]  

(2.3)

\[ G_N^\pi,\# \sim G^{\pi,\#} \equiv G + \sum_{j=1}^{J} \sqrt{\nu_j} \sqrt{\frac{1-p_j}{p_j}} G_j (\cdot - Q_{\#}), \]  

(2.4)

in \( \ell^\infty(F) \) where \( \# \in \{c, cc\} \), the \( P_0 \)-Brownian bridge process \( G \) and the \( P_{0|j} \)-Brownian bridge processes \( G_j \) are all independent, and the maps \( Q_c \) and \( Q_{cc} \) from \( F \) to \( \mathbb{R} \) are given by

\[ Q_c f \equiv P_0(fV^T)\{P_0 V^{\otimes 2}\}^{-1}V, \]
\[ Q_{cc} f \equiv P_0\{((\pi_{0,\infty}^{-1}(V) - 1)f\tilde{V}^T]\{P_0\{((\pi_{0,\infty}^{-1}(V) - 1)\tilde{V}^{\otimes 2}\}\}^{-1}\tilde{V}. \]

Theorem 2.1 shows that the limiting processes are the linear combinations of the Brownian bridge processes. The process \( G \) corresponds to sampling at the first phase, because this is also the limiting process when complete data are available. However, this is not the case when we consider multiple strata. The process \( G_j \) corresponds to sampling at the second phase for the \( j \)th stratum. One can see from the form of the weight \( \{\nu_j (1-p_j)/p_j\}\) that a smaller stratum (i.e., small \( \nu_j \)) or more observations at the second phase (i.e., large \( p_j \)) reduce variance due to sampling from the \( j \)th stratum.

3. Our bootstrap

We describe our bootstrap procedure.

3.1. Bootstrap weights

A bootstrap procedure assigns a bootstrap weight of a random variable to each observation. For example, a bootstrap weight of Efron’s bootstrap is a count of how many times an observation is sampled with replacement in a bootstrap sample. These weights as a whole follow the multinomial distribution with parameters \( n \) and \( (1/n,\ldots,1/n) \) where \( n \) is a sample size. Various exchangeable bootstrap weights with different distributions yield weak convergence of the bootstrap empirical process to a Brownian bridge process \( G \) (see Theorem 2.1) up to constant \([25, 42]\). However, the limiting process of our problem consists of multiple stratum-specific processes \( G_j \) as well as \( G \). Thus we first construct our bootstrap weights for each phase and each stratum separately, and then define an ultimate bootstrap weight as the product of the phase I and II bootstrap weights. We describe this construction below.

Our phase I bootstrap weights are i.i.d. within a stratum. This reflects randomness due to sampling from a population at the first phase (see Appendix
of [7] for the equivalence of sampling from a population and stratified sampling after sampling from a multinomial distribution of stratum membership). Specifically, let the phase I bootstrap weights \( W_{N_j,j,i}^{(1)} \), \( i = 1, \ldots, N_j \), for the \( j \)th stratum with \( j = 1, \ldots, J \), be i.i.d. \( W_{j}^{(1)} \sim P_{W_{j}^{(1)}} \), satisfying

\[
P(W_{j}^{(1)} > 0) = 1, \quad EW_{j}^{(1)} = 1, \quad \text{Var}(W_{j}^{(1)}) = p_j/(2 - p_j) \equiv c_j^2,
\]

(3.5)

\[
||W_{j}^{(1)}||_{2,1} = \int_0^\infty \{P(W_{j}^{(1)}>x)\}^{1/2} dx < \infty.
\]

Our phase II bootstrap weights is based on the following bootstrap procedure developed for a stratified sample in a finite population [15, 2]. Suppose for simplicity that \( N_j = 3n_j \) and that we are interested in the \( j \)th stratum. We first create an “artificial population” of sample size \( N_j \) by copying \( n_j \) observations sampled at the second phase three times. We then obtain a bootstrap sample of size \( n_j \) from this artificial population by sampling without replacement. If \( N_j \) is not divisible by \( n_j \), we create two artificial population of different sizes. This bootstrap procedure corresponds to the (mixture of) multivariate hypergeometric distribution(s). Formally, let \( MH_{d}(N,n,(m_1,\ldots,m_d)) \) denote the multivariate hypergeometric distribution (see [18] for details) where \( n \) are sampled without replacement from the population consisting of the disjoint subgroups of size \( m_i, i = 1,\ldots,d, \) with \( \sum_{i=1}^d m_i = N \). For the \( j \)th stratum with \( N_j = n_jk_j + r_j, k_j, r_j \in \mathbb{N}, 0 \leq r_j < n_j \), let \( (\tilde{W}_{j,1}^{(2)},\ldots,\tilde{W}_{j,n_j}^{(2)}) \in \mathbb{R}^{n_j} \) be a vector of exchangeable weights that follow the mixture of the multivariate hypergeometric distribution

\[
MH_{n_j}(n_jk_j, n_j, (k_j,\ldots,k_j)), \quad \text{with probability } s_j,
\]

(3.6)

\[
MH_{n_j}(n_j(k_j + 1), n_j, (k_j + 1,\ldots,k_j + 1)), \quad \text{with probability } 1 - s_j,
\]

where

\[
s_j \equiv \left(1 - \frac{r_j}{n_j}\right)\left(1 - \frac{r_j}{N_j - 1}\right)
\]

and \( 1 - s_j \) are mixing probabilities. We define \( W_{n_j,j,i}^{(2)} \) by \( W_{n_j,j,i}^{(2)} = 0 \) if \( \xi_{j,i} = 0 \) and \( W_{n_j,j,i}^{(2)} = \tilde{W}_{j,k}^{(2)} \) where the observation \((V_{j,i},\xi_{j,i},X_{1,i},\xi_{j,i})\) has the \( k \)th smallest index \( i \) among the observations with \( \xi_{j,i} = 1 \) in the \( j \)th stratum. Note that phase I and II bootstrap weights are independent.

Now we define the two-phase bootstrap weights for the \( i \)th observation in the \( j \)th stratum by

\[
W_{N_j,n_j,j,i} = W_{N_j,j,i}^{(1)}W_{n_j,j,i}^{(2)}, \quad j = 1,\ldots,J, i = 1,\ldots,N_j.
\]

(3.7)

We write \( W_{N,i}^{(1)} \), \( W_{N,i}^{(2)} \), and \( W_{N,i}^{(1)}W_{N,i}^{(2)} \) for \( W_{N_j,n_j,j,i} \), \( W_{N_j,j,i}^{(1)} \), and \( W_{N_j,j,i}^{(2)} \) respectively when we do not specify the stratum where the observation belongs. Define the bootstrap IPW empirical measure

\[
\hat{p}_N = \frac{1}{N} \sum_{i=1}^N W_{N,i} - \frac{\xi_i}{\pi_0(V_i)} \delta_{X_i},
\]

(3.8)
and we let $\tilde{\mathbb{G}}_N \equiv \sqrt{N}(\hat{P}_N^{(1)} - P_N)$ be the “uncentered” bootstrap IPW empirical process (further centering will be introduced in 3.3 below). We also define the phase I and phase II bootstrap empirical measures $\hat{P}_N^{(1)}$ and $\hat{P}_N^{(2)}$ by replacing $W_{Ni}$ in (3.8) by $W_{Ni}^{(1)}$ and $W_{Ni}^{(2)}$, respectively.

**Remark 3.1** (Dependence of observations and non-exchangeability of bootstrap weights). The observed data $(V_i, X_i, \xi_i), i = 1, \ldots, N$, are dependent through the sampling indicator $\xi$. Also, our bootstrap weights are not exchangeable because marginal distributions of our bootstrap weights differ depending on stratum membership and the sampling indicators. However, observations $(V_{j,i}, X_{j,i})$ with $\xi_{j,i} = 1$ sampled at the second phase in the same stratum are i.i.d. $P_{0|j}$ (see Remark 4.3 of [29]). Moreover, bootstrap weights of observations sampled at the second phase in the same stratum (i.e., $W_{j,i}^{(2)}$) are exchangeable. These key observations lead to decomposition of the bootstrap IPW empirical processes and applying the exchangeably weighted bootstrap empirical process theory to stratum-specific bootstrap IPW empirical processes.

### 3.2. Calibrations

We introduce bootstrap calibrations. There are several possibilities to carry out calibrations under bootstrap. Recall that calibration aims at equating the IPW average with the phase I average. The IPW average in a bootstrap sample can be equated with the phase I average, the IPW average, the calibrated IPW average, or the average in an artificial population. In this paper we only discuss the first two cases proposed in survey sampling. [30] includes discussion of the third case. As shown below, different choice yields different asymptotic distributions.

A standard method for calibration in a bootstrap sample is calibration to the phase I average (see e.g. [1, 26]). We call this method bootstrap calibration. Let $\hat{\alpha}_N^{bc}$ be the solution to the bootstrap calibration equation

$$\hat{P}_N^{(2)} G_c(V; \hat{\alpha}_N^{bc}) V = P_N V, \quad \hat{\alpha}_N^{bc} \in A \subset \mathbb{R}^k.$$  \hspace{1cm} (3.9)

Define the bootstrap IPW empirical measure with bootstrap calibration by

$$\hat{P}_N^{bc} = \frac{1}{N} \sum_{i=1}^N W_N \xi_i G_c(V_i; \hat{\alpha}_N^{bc}) \pi_0(V_i) \delta_{X_i},$$

and the bootstrap IPW empirical process with bootstrap calibration by $\tilde{\mathbb{G}}_N^{bc} = \sqrt{N}(\hat{P}_N^{bc} - P_N)$. For centered calibration, we define the bootstrap IPW empirical measure with bootstrap centered calibration by

$$\hat{P}_N^{bcc} = \frac{1}{N} \sum_{i=1}^N W_N \xi_i G_{cc}(V_i; \hat{\alpha}_N^{bcc}) \pi_0(V_i) \delta_{X_i},$$

and the bootstrap IPW empirical process with bootstrap centered calibration by $\tilde{\mathbb{G}}_N^{bcc} = \sqrt{N}(\hat{P}_N^{bcc} - P_N)\pi_0^{bcc}$ where $\hat{\alpha}_N^{bcc}$ is a solution to the bootstrap calibration
equation
\[ P_N W_N^{(2)} G_{cc}(V; \alpha)(V - P_N V) = 0, \quad \alpha \in A \subset \mathbb{R}^k. \] (3.10)

Another calibration method proposed in [1] is calibration to the IPW average replacing \( P_N V \) by \( P_N^* V \) in the bootstrap calibration equations above. As in [30], we call this method bootstrap single calibration (see also “double calibration” in [30]). Define the bootstrap IPW empirical measure with bootstrap single calibration by
\[ \hat{P}_{N,bsc}^{\pi} = \frac{1}{N} \sum_{i=1}^N W_N \xi_i G_{cc}(V_i; \hat{\alpha}_{bsc}^N) \pi_0(V_i) \delta_{X_i}, \]
and the bootstrap IPW empirical process with bootstrap single calibration by \( \tilde{G}_{N,bsc}^{\pi} = \sqrt{N}(\hat{P}_{N,bsc}^{\pi} - P_N^{*}) \) where \( \hat{\alpha}_{bsc}^N \) is the solution to the bootstrap single calibration equation
\[ P_N W_N^{(2)} G_{cc}(V; \alpha)V = P_N^* V, \quad \alpha \in A \subset \mathbb{R}^k. \] (3.11)

For centered calibration, we define the bootstrap IPW empirical measure with bootstrap single centered calibration by
\[ \hat{P}_{N,bscc}^{\pi} = \frac{1}{N} \sum_{i=1}^N W_N \xi_i G_{cc}(V_i; \hat{\alpha}_{bscc}^N) \pi_0(V_i) \delta_{X_i}, \]
and the bootstrap IPW empirical process with bootstrap single centered calibration by \( \tilde{G}_{N,bscc}^{\pi} = \sqrt{N}(\hat{P}_{N,bscc}^{\pi} - P_N^{*}) \) where \( \hat{\alpha}_{bscc}^N \) is a solution to the bootstrap calibration equation
\[ P_N W_N^{(2)} G_{cc}(V; \alpha)(V - P_N^* V) = 0, \quad \alpha \in A \subset \mathbb{R}^k. \] (3.12)

Remark 3.2 (Phase II bootstrap weights for bootstrap calibration). In contrast to the bootstrap IPW empirical measures and processes, all bootstrap calibration equations above only involve the phase II bootstrap weights. This formulation of bootstrap calibration allows for applications to a bootstrap procedure only involving the randomness at the second phase (e.g. [31]).

Remark 3.3 (Centering of bootstrap IPW empirical measures). Both \( \tilde{G}_{N,bscc}^{\pi} \) and \( \tilde{G}_{N,bscc}^{\pi} \) have centering by \( P_N^* \) while \( \tilde{G}_{N,bscc}^{\pi} \) and \( \tilde{G}_{N,bscc}^{\pi} \) has centering by the corresponding calibrated IPW empirical measures \( P_N^{cc} \) and \( P_N^{cc} \) respectively. This difference yields different bootstrap asymptotic distributions for inference in a general semiparametric model in Section 5.

The following condition is a bootstrap alternative of Condition 2.1.

Condition 3.1. Conditions 2.1(b)-(e) hold and estimators \( \hat{\beta}_N^{\pi} \), \( \hat{\alpha}_N^{bbcc} \), \( \hat{\alpha}_N^{bscc} \), and \( \hat{\alpha}_N^{bscc} \) are solutions to the calibration equations (3.9), (3.10), (3.11), and (3.12), respectively.
3.3. Bootstrap IPW empirical processes

We require further centering of the bootstrap IPW empirical processes. Define the centered bootstrap IPW empirical processes by

$$\hat{G}^\pi_{N,*} \equiv \hat{G}^\pi_{N,*}(-P^\pi_{N,*}), \quad \hat{G}^\pi_{N,#*} \equiv \hat{G}^\pi_{N,#*}(-P^\pi_{N,#*})$$

with $* \in \{b,bs\}$ and $\# \in \{c,cc\}$. This further centering yields a subtle but important difference in limiting processes of bootstrap IPW empirical processes (compare Theorems 4.2 and 4.3 below).

**Remark 3.4.** While centering by constant does not change the (IPW) empirical processes (e.g. $G_{N}(-P_{N}) = G_{N}$) we have $\hat{G}^\pi_{N,*} \neq \hat{G}^\pi_{N,#*}$ and $\hat{G}^\pi_{N,*#} \neq \hat{G}^\pi_{N,#*}$ in general because of the property of the phase I bootstrap weights that $N^{-1} \sum_{i=1}^{N} W_{ni}^{(1)} \neq 1$ in general.

4. Main Results

We establish the Glivenko-Cantelli and Donsker theorems for bootstrap IPW empirical processes under two-phase sampling. [33] showed the Glivenko-Cantelli and Donsker properties for i.i.d. data are inherited to data from two-phase sampling. Here we show that these properties continue to hold for bootstrap IPW empirical processes.

4.1. Probability Spaces

We define the probability space for $(V, \xi, \xi)$ and the bootstrap weight $W$. Let $W_{i}^{(1)} = \{W_{N_{i},j,i}^{(1)} : i = 1, \ldots, N_{j}, N_{j} = 1, 2, \ldots\}$ be a triangular array defined on the probability space $(\mathcal{Z}_{j}^{(1)}, \mathcal{E}_{j}^{(1)}, P_{W_{j}^{(1)}})$ for $j = 1, \ldots, J$. Let also $W_{i}^{(2)} = \{W_{n_{j},j,i}^{(2)} : i = 1, \ldots, n_{j}, n_{j} = 1, 2, \ldots\}$ be a triangular array defined on the probability space $(\mathcal{Z}_{j}^{(2)}, \mathcal{E}_{j}^{(2)}, P_{W_{j}^{(2)}})$ for $j = 1, \ldots, J$. $P_{W_{j}^{(1)}}$ and $P_{W_{j}^{(2)}}$ are the conditional probability measures given the phase I sample size $\sum_{i=1}^{N} I_{V_{j}}(V_{i})$ and the phase II sample size $\sum_{i=1}^{N} \xi_{I_{V_{j}}(V_{i})}$ in the $j$th stratum, respectively. Recall that the phase I and phase II bootstrap weights are independent. Define the probability spaces $(\mathcal{Z}_{j}^{(1)}, \mathcal{E}_{j}^{(1)}, P_{W_{j}^{(1)}}) = \prod_{j=1}^{J} (\mathcal{Z}_{j}^{(1)}, \mathcal{E}_{j}^{(1)}, P_{W_{j}^{(1)}})$ and $(\mathcal{Z}_{j}^{(2)}, \mathcal{E}_{j}^{(2)}, P_{W_{j}^{(2)}}) = \prod_{j=1}^{J} (\mathcal{Z}_{j}^{(2)}, \mathcal{E}_{j}^{(2)}, P_{W_{j}^{(2)}})$ for phase I and phase II bootstrap weights. Let the probability space $(\mathcal{Z}, \mathcal{E}, P_{W}) = (\mathcal{Z}_{j}^{(1)}, \mathcal{E}_{j}^{(1)}, P_{W_{j}^{(1)}}) \times (\mathcal{Z}_{j}^{(2)}, \mathcal{E}_{j}^{(2)}, P_{W_{j}^{(2)}})$ for the whole bootstrap weights. We denote the probability space for $(V_{i}, \xi_{i}, \xi_{i}), i = 1, 2, \ldots$, as $\left(\mathcal{X}^{\infty}, \mathcal{B}^{\infty}, P_{R}\right)$ (with abuse of notations), and denote

$$\left(\mathcal{X}^{\infty} \times \mathcal{Z}, \mathcal{B}^{\infty} \times \mathcal{E}, P_{R}\right) = \left(\mathcal{X}^{\infty}, \mathcal{B}^{\infty}, P_{R}\right) \times (\mathcal{Z}, \mathcal{E}, P_{W}),$$

where $P_{R} \equiv P^{\infty} \times P_{W}$. We let $P_{*}$ and $P_{*}$ denote the outer and the inner probability, respectively, corresponding to $P^{\infty}$ (see Section 1.2 of [42] for details).
4.2. Order Notations for Bootstrap

To study the conditional asymptotic behavior of bootstrap given data, we define the order notations in probability for bootstrap. For a real function $\Delta_N$ defined on the joint probability space $(\mathcal{X}^\infty \times \mathcal{Z}, \mathcal{B}^\infty \times \mathcal{E}, P_r)$, we say that $\Delta_N$ is of an order $o_{P_W}(1)$ in $P^*$-probability if for any $\epsilon > 0$ and $\eta > 0$,

$$P^* \{ |\Delta_N| > \epsilon \eta \} \rightarrow 0, \quad \text{as } N \rightarrow \infty.$$  

This definition was introduced and studied in [44]. We say that $\Delta_N$ is of an order $O_{P_W}(1)$ in $P^*$-probability if for any $\eta > 0$ and for every $M_N \rightarrow \infty$,

$$P^* \{ |\Delta_N| > M_N \eta \} \rightarrow 0, \quad \text{as } N \rightarrow \infty.$$  

Note that this definition is slightly different from one introduced in [10]. The definitions of $o_{P_W}^{(k)}(1)$ and $O_{P_W}^{(k)}(1)$ in $P^*$-probability with $k = 1, 2$ are defined analogously. We also define the bootstrap version of the almost sure convergence. For a real function $\Delta$ defined on $(\mathcal{X}^\infty \times \mathcal{Z}, \mathcal{B}^\infty \times \mathcal{E}, P_r)$, we say $\Delta_N \rightarrow \Delta$ in outer $P_W|\infty$-almost surely if for every fixed $x$ in some null set $N_x \in \mathcal{B}^\infty$ with $P(N_x) = 0$, there exists $N_{W|x} \in \mathcal{E}$ with $P_W(N_{W|x}) = 0$ such that $|\Delta_N - \Delta|^{*} \rightarrow 0$ in $P_W$-almost surely where measurability here is with respect to $P_W$. We summarize several results in the following lemma.

**Lemma 4.1.** Let $\Delta_N$ and $\Gamma_N$ be real functions defined on the joint probability space $(\mathcal{X}^\infty \times \mathcal{Z}, \mathcal{B}^\infty \times \mathcal{E}, P_r)$.

1. If $\Delta_N = o_{P_{W^*}}(1)$ (resp. $O_{P_{W^*}}(1)$), then $\Delta_N = o_{P_{W^*}}(1)$ (resp. $O_{P_{W^*}}(1)$) in $P^*$-probability. The converse is true if $\Delta_N$ is measurable.

2. If $\Delta_N$ is a real function on $(\mathcal{X}^\infty, \mathcal{B}^\infty)$ and $\Delta_N = o_{P_{W^*}}(1)$ (resp. $O_{P_{W^*}}(1)$), then $\Delta_N = o_{P_{W^*}}(1)$ (resp. $O_{P_{W^*}}(1)$) in $P^*$-probability.

3. If $\Delta_N = o_{P_{W^*}}(1)$ and $\Gamma_N = O_{P_{W^*}}(1)$ in $P^*$-probability, then $\Delta_N \Gamma_N = o_{P_{W^*}}(1)$ in $P^*$-probability.

4. If $\Delta_N = O_{P_{W^*}}(1)$ and $\Gamma_N = O_{P_{W^*}}(1)$ in $P^*$-probability, then $\Delta_N \Gamma_N = O_{P_{W^*}}(1)$ in $P^*$-probability.

5. If $\Delta_N = o_{P_{W^*}}(1)$ in $P^*$-probability if and only if every subsequence $\Delta_N^{'}$ has a further subsequence $\Delta_N^{''}$ such that $\Delta_N^{''} \rightarrow 0$ in $P_W|\infty$-almost surely.

The above results (2)-(4) hold if we replace $P_W$ by $P_W^{(k)}$ with $k = 1, 2$.

With these order notations, we say that an estimator $\theta_n$ is consistent for $\theta_0$ in $P^*$-probability if $d(\theta_n, \theta_0) = o_{P_{W^*}}(1)$ where $\theta_n$, and $\theta$ are elements of a parameter space $\theta$ equipped with semimetric $d$.

4.3. Bootstrap Glivenko-Cantelli theorem

The following is the Glivenko-Cantelli theorem for our bootstrap IPW empirical measures. Let $\hat{\pi}_{W_{N}}^{(1)}$ and $\hat{\pi}_{N}^{(2)}$ be the phase I and II bootstrap IPW empirical measures obtained by replacing the bootstrap weights $W_{Ni}$ by the phase I bootstrap weights $W_{Ni}^{(1)}$ and phase II bootstrap weights $W_{Ni}^{(2)}$ in $\hat{\pi}_{N}^{(2)}$, respectively.
Theorem 4.1. Let $\mathcal{F}$ be a $P_0$-Glivenko-Cantelli class with $\|P_0\|_\mathcal{F} < \infty$. Then

$$\|\hat{P}_N - P_0\|_\mathcal{F} \to P^-_{\ast}, \quad \text{in } P^-_{\ast}-\text{probability}. \quad (4.13)$$

This also holds if we replace $P_0$ by $P_\pi N$, $P_\pi$, $P_{\pi N}$, or $\hat{P}_N$ (assuming Condition 2.1), or if we replace $P_0$ by $\hat{P}_\pi N$ or $\hat{P}_\pi$ (assuming Condition 3.1) with $\ast \in \{b, bs\}$ and $\# \in \{c, cc\}$.

4.4. Bootstrap Donsker theorem

We present two bootstrap Donsker theorems for our bootstrap IPW empirical processes. The first theorem concerns the uncentered bootstrap IPW empirical processes.

Theorem 4.2. Let $\mathcal{F}$ be a $P_0$-Donsker class with $\|P_0\|_\mathcal{F} < \infty$. Suppose that Conditions 2.1 and 3.1 hold. Then

$$\tilde{G}_N \sim \hat{G}_\pi \equiv \tilde{G} + \sum_{j=1}^J \sqrt{P_j} \frac{1 - p_j}{p_j} G_j,$$

$$\tilde{G}_N^{\pi, \#} \sim \hat{G}_\pi^{\#} \equiv \tilde{G} + \sum_{j=1}^J \sqrt{P_j} \frac{1 - p_j}{p_j} G_j(\cdot - Q_\#),$$

in $\ell^\infty(\mathcal{F})$ in $P^\ast$-probability where $\ast \in \{b, bs\}$ and $\# \in \{c, cc\}$, $P_0$- Brownian motion process $\tilde{G}$ and $P_0|j$-Brownian bridge processes $G_j$ are all independent and $Q_\#$ are defined in Theorem 2.1.

The second theorem concerns the centered bootstrap IPW empirical processes.

Theorem 4.3. Let $\mathcal{F}$ be a $P_0$-Donsker class with $\|P_0\|_\mathcal{F} < \infty$. Suppose that Conditions 2.1 and 3.1 hold. Then

$$\hat{G}_N \sim G \equiv \hat{G} + \sum_{j=1}^J \sqrt{P_j} \frac{1 - p_j}{p_j} G_j,$$

$$\hat{G}_N^{\pi, \#} \sim G^{\pi, \#} \equiv \hat{G} + \sum_{j=1}^J \sqrt{P_j} \frac{1 - p_j}{p_j} G_j(\cdot - Q_\#),$$

in $\ell^\infty(\mathcal{F})$ in $P^\ast$-probability where $\ast \in \{b, bs\}$ and $\# \in \{c, cc\}$, and $\tilde{G}$, $G_j$ and $Q_\#$ are defined in Theorem 2.1.

Remark 4.1. The limiting processes in Theorem 2.1 and Theorem 4.2 are the same if $P_0 f = 0$ for every $f \in \mathcal{F}$ because Theorem 4.2 involves the Brownian motion process $\tilde{G}$, not the Brownian bridge process $\tilde{G}$. However this theorem leads to a simple bootstrap inference for the IPW $M$- and $Z$-estimators in a general semiparametric model discussed in the next section.
The proof of Theorem 4.2 goes as follows. Let  and  for every  be the set of functions  and  respectively. Note that  and  are the phase I and II bootstrap weights and then obtain weak convergence of  and  bootstrap IPW empirical processes obtained by replacing  and  with  and  weights given the phase I bootstrap weights. Thus, we first establish weak convergence of  due to the phase II bootstrap weights given the phase I bootstrap weights. Therefore, we extend the bootstrap Donsker theorem to  and  weights. For a  and  we first establish weak convergence of  and  conditional multiplier central limit theorem and the uncentered unconditional version of existing results. For the phase I bootstrap IPW empirical processes, we prove the uncentered conditional multiplier central limit theorem. The centered version is treated in [13]. Our result provides a rigorous justification of the weighted bootstrap of [21] which counted on the unconditional result.

Lemma 4.2. Let  be i.i.d.  and  be i.i.d. random variables with  and  independent of  and . Define  and  be i.i.d. random vectors to the bootstrap Donsker theorem with calibrations without assuming the Lindeberg condition. The result without calibration was treated in [31]. Define  with * ∈ {b, bs} and # ∈ {c, cc} by replacing  by  in  for  and
Lemma 4.3. Let $F$ be a $P_0$-Donsker class. Then
\[ \tilde{G}^{\pi,(2)}_N \rightsquigarrow G^{\pi,(2)} \equiv \sum_{j=1}^J \sqrt{p_j} \frac{1 - p_j}{p_j} G_j, \text{ in } \ell^\infty(F) \]
in $P^*$-probability. Suppose moreover that Conditions 2.1 and 3.1 hold with $\|P_0\|_F < \infty$. Then for $* \in \{b, b_s\}$ and $\# \in \{c, cc\}$
\[ \tilde{G}^{\pi,(2),*\#}_N \rightsquigarrow \sum_{j=1}^J \sqrt{p_j} \frac{1 - p_j}{p_j} G_j(\cdot - Q_{\#}), \text{ in } \ell^\infty(F) \]
in $P^*$-probability. Here $G_j$ and $Q_{\#}$ are defined in Theorem 2.1.

5. Applications to a General Semiparametric Model

We consider bootstrapping WLEs in a general semiparametric model under two-phase sampling (See also Theorem 7.1 in Section 7.2.5 in the appendix for applications to a general IPW Z-estimators in a general statistical model). Our theorems cover two cases where an infinite-dimensional parameter can be estimated either at a regular or a non-regular rate. For concrete examples, see [42, 7, 33] for the former case and [16, 33] for the latter case.

Let $\mathcal{P} = \{P_{\theta, \eta} : \theta \in \Theta, \eta \in H\}$ be a semiparametric model parametrized by a finite dimensional parameter $\theta \in \Theta \subset \mathbb{R}^p$ and the infinite-dimensional nuisance parameter $\eta \in H$ where the nuisance parameter space $H$ is a subset of some Banach space $(B, \|\cdot\|_B)$. We drop $B$ from a norm on a Banach space $B$. Let $P_0 = P_{\theta_0, \eta_0}$ denote the true distribution. The WLE $(\hat{\theta}_N, \hat{\eta}_N)$ is a solution to the following weighted likelihood equations
\[ \Psi^{\pi,1}_N(\theta, \eta) = P_N^{\pi} \hat{\ell}_{\theta,\eta} = O_{P^*}(N^{-1/2}), \]
\[ \|\Psi^{\pi,2}_N(\theta, \eta)h\|_H = \|P_N^{\pi}(B_{\theta,\eta}h - P_{\theta,\eta}B_{\theta,\eta}h)\|_H = O_{P^*}(N^{-1/2}), \] (5.14)
where $\hat{\ell}_{\theta,\eta} \in \mathcal{L}^0_{\mathcal{P}}(P_{\theta,\eta})^\mathcal{H}$ is the score function for $\theta$, and the score operator $B_{\theta,\eta} : \mathcal{H} \mapsto \mathcal{L}^0_{\mathcal{P}}(P_{\theta,\eta})$ is the bounded linear operator mapping a direction $h$ in some Hilbert space $\mathcal{H}$ of one-dimensional submodels for $\eta$ along which $\eta \rightarrow \eta_0$. Note that $\eta - \eta_0 \in \mathcal{H}$ because for $\eta(t) \equiv (1 - t)\eta_0 + t\eta, \eta(0) = \eta_0$ and $(d/dt)\eta(t)|_{t=0} = \eta - \eta_0$.

5.1. Regular Rate for a Nuisance Parameter

We consider the case where the infinite-dimensional parameter can be estimated at a regular rate (i.e., $\sqrt{N}\|\hat{\eta} - \eta_0\| = O_{P^*}(1)$). We assume the following condition for the WLEs.

Condition 5.1 (Consistency). The estimator $(\hat{\theta}_N, \hat{\eta}_N)$ is consistent for $(\theta_0, \eta_0)$ and solves the weighted likelihood equations (5.14), where $P_N^{\pi}$ may be replaced by $P_N^{\pi,*}$ with the corresponding estimators $(\hat{\theta}_N, \hat{\eta}_N, \#), \# \in \{c, cc\}$. 

The corresponding bootstrap WLE \((\hat{\theta}_N, \hat{\eta}_N)\) is a solution to the bootstrap weighted likelihood equations

\[
\hat{\Psi}^\pi_N(\theta, \eta) = \hat{\Phi}^\pi_N \hat{\delta}_{\theta, \eta} = o_{P^*} \left(N^{-1/2}\right),
\]

\[
\|\hat{\Psi}^\pi_{N,2}(\theta, \eta)h\|_H = \|\hat{\Phi}^\pi_N(B_{\theta, \eta}h - P_{\theta, \eta}B_{\theta, \eta}h)\|_H = o_{P^*} \left(N^{-1/2}\right) \tag{5.15}
\]
in \(P^*\)-probability. We replace Condition 5.14 by the following condition for our bootstrap WLEs.

**Condition 5.2** (Consistency). The bootstrap estimator \((\hat{\theta}_N, \hat{\eta}_N)\) is consistent for \((\theta_0, \eta_0)\) in \(P^*\)-probability and solves the bootstrap weighted likelihood equations (5.15) in \(P^*\)-probability where \(\hat{\Phi}^\pi_N\) may be replaced by \(\hat{\Phi}^\pi_{N,\#}\) with the corresponding estimators \((\hat{\theta}_{N,\#}, \hat{\eta}_{N,\#})\) and corresponding maps \(\hat{\Psi}^\pi_{N,k}, k = 1, 2\), where \(* \in \{b, bs\} \) and \(\# \in \{c, cc\}\).

The rest of the conditions are shared by both WLEs and bootstrap WLEs. Note that these conditions are formulated in terms of complete data.

**Condition 5.3** (Asymptotic equicontinuity). Let \(\mathcal{F}_1(\delta) = \{\hat{\delta}_{\theta, \eta} : |\theta - \theta_0| + |\eta - \eta_0| < \delta\}\) and \(\mathcal{F}_2(\delta) = \{B_{\theta, \eta}h - P_{\theta, \eta}B_{\theta, \eta}h : h \in \mathcal{H}, |\theta - \theta_0| + |\eta - \eta_0| < \delta\}\). There exists a \(\delta_0 > 0\) such that (1) \(\mathcal{F}_k(\delta_0), k = 1, 2\), are \(P_0\)-Donsker and \(\sup_{h \in \mathcal{H}} P_0|f_j - f_{0,j}|^2 \rightarrow 0\), as \(|\theta - \theta_0| + |\eta - \eta_0| \rightarrow 0\), for every \(f_j \in \mathcal{F}_j(\delta_0), j = 1, 2\), where \(f_{0,1} = \hat{\delta}_{\theta_0, \eta_0}\) and \(f_{0,2} = B_{\theta, \eta}h - P_{\theta, \eta}B_{\theta, \eta}h\), and (2) \(\mathcal{F}_k(\delta_0), k = 1, 2\), have integrable envelopes.

**Condition 5.4.** The map \(\Psi = (\Psi_1, \Psi_2) : \Theta \times H \mapsto \mathbb{R}^p \times \ell^\infty(\mathcal{H})\) with components

\[
\Psi_1(\theta, \eta) = P_0\hat{\Psi}_{N,1}(\theta, \eta) = P_0\hat{\delta}_{\theta, \eta},
\]

\[
\Psi_2(\theta, \eta)h = P_0\hat{\Psi}_{N,2}(\theta, \eta) = P_0B_{\theta, \eta}h - P_{\theta, \eta}B_{\theta, \eta}h, \quad h \in \mathcal{H},
\]

has a continuously invertible Fréchet derivative map \(\hat{\Psi}_0 = (\hat{\Psi}_{11}, \hat{\Psi}_{12}, \hat{\Psi}_{21}, \hat{\Psi}_{22})\) at \((\theta_0, \eta_0)\) given by \(\hat{\Psi}_{ij}(\theta_0, \eta_0)h = P_0(\hat{\psi}_{i,j,\theta_0, \eta_0}h)\), \(i, j \in \{1, 2\}\) in terms of \(L_2(P_0)\)-derivatives of \(\psi_{1,\theta, \eta}h = \hat{\delta}_{\theta, \eta}\) and \(\psi_{2,\eta, \eta}h = B_{\theta, \eta}h - P_{\theta, \eta}B_{\theta, \eta}h\); that is,

\[
\sup_{h \in \mathcal{H}} \left\{P_0 \left(\psi_{i,\theta, \eta, \eta_0}h - \psi_{i,\theta_0, \eta_0, \eta_0}h - \psi_{1,0, \eta_0}h(\theta - \theta_0)\right)\right\}^{1/2} = o(|\theta - \theta_0|),
\]

\[
\sup_{h \in \mathcal{H}} \left\{P_0 \left(\psi_{i,\theta, \eta, \eta_0}h - \psi_{i,\theta_0, \eta_0, \eta_0}h - \psi_{2,0, \eta_0}h(\eta - \eta_0)\right)\right\}^{1/2} = o(|\eta - \eta_0|).
\]

Furthermore, \(\hat{\Psi}_0\) admits a partition

\[
(\theta - \theta_0, \eta - \eta) \mapsto \begin{pmatrix} \hat{\Psi}_{11} & \hat{\Psi}_{12} \\ \hat{\Psi}_{21} & \hat{\Psi}_{22} \end{pmatrix} \begin{pmatrix} \theta - \theta_0 \\ \eta - \eta_0 \end{pmatrix},
\]
We consider the case where the infinite-dimensional nuisance parameter may not have a \( \sqrt{N} \)-convergence rate. Unlike the previous case, we do not require

\[
\begin{align*}
\hat{\Psi}_{11}(\theta - \theta_0) &= -P_{0_\eta,0_\eta}\hat{\ell}_{0_\eta}^T \varphi_0^T(\theta - \theta_0), \\
\hat{\Psi}_{12}(\eta - \eta_0) &= -\int B^*_{0_\eta,0_\eta} \hat{\ell}_{0_\eta} d(\eta - \eta_0), \\
\hat{\Psi}_{21}(\theta - \theta_0) h &= -P_{0_\eta,0_\eta} B_{0_\eta,0_\eta} h_0^T \varphi_0^T(\theta - \theta_0), \\
\hat{\Psi}_{22}(\eta - \eta_0) h &= -\int B^*_{0_\eta,0_\eta} B_{0_\eta,0_\eta} h_0 d(\eta - \eta_0).
\end{align*}
\]

Here \( B^*_{0_\eta,0_\eta} \) is the adjoint of \( B_{0_\eta,0_\eta} \) and \( B^*_{0_\eta,0_\eta} B_{0_\eta,0_\eta} \) is continuously invertible.

Let \( \tilde{I}_0 = P_0(I - B_0(B_0^* B_0)^{-1} B_0^*) \ell_0 \ell_0^T \) be the efficient information for \( \theta \) and \( \ell_0 = \tilde{I}_0^{-1}(I - B_0(B_0^* B_0)^{-1} B_0^*) \ell_0 \) be the efficient influence function for \( \theta \) for the semiparametric model with complete data.

The next theorem is Theorem 3.1 of [33] regarding asymptotic distributions of the WLEs.

**Theorem 5.1 ([33]).** Under Conditions 2.1, 5.1, 5.3, 5.4,

\[
\begin{align*}
\sqrt{N}(\hat{\theta}_N - \theta_0) &= G_{\Sigma}^N \tilde{\ell}_0 + o_P(1) \sim Z \sim N_p(0, \Sigma), \\
\sqrt{N}(\hat{\theta}_N,\# - \theta_0) &= G_{\Sigma,\#}^N \tilde{\ell}_0 + o_P(1) \sim Z_\# \sim N_p(0, \Sigma_\#),
\end{align*}
\]

where \( \# \in \{c, cc\} \), and

\[
\begin{align*}
\Sigma &= I_0^{-1} + \sum_{j=1}^J \nu_j \frac{1 - p_j}{p_j} \text{Var}_{0,j}(\tilde{\ell}_0), \\
\Sigma_\# &= I_0^{-1} + \sum_{j=1}^J \nu_j \frac{1 - p_j}{p_j} \text{Var}_{0,j}((I - Q_\#) \tilde{\ell}_0).
\end{align*}
\]

The following theorem ensures that our bootstrap WLEs yield the same asymptotic distributions. Note that the bootstrap WLEs with bootstrap single calibrations are centered by the WLE, not by the calibrated WLEs. We discuss this issue in Section 5.3 below.

**Theorem 5.2.** Under Conditions 2.1, 3.1, 5.2-5.4,

\[
\begin{align*}
\sqrt{N}(\hat{\theta}_N - \theta_N) &= G_{\Sigma}^N \tilde{\ell}_0 + o_P(1) \sim Z \sim N_p(0, \Sigma), \\
\sqrt{N}(\hat{\theta}_N,\# - \theta_N) &= G_{\Sigma,\#}^N \tilde{\ell}_0 + o_P(1) \sim Z_\# \sim N_p(0, \Sigma_\#),
\end{align*}
\]

in \( P^* \)-probability where \( \# \in \{c, cc\} \).

**5.2. Non-regular Rate for a Nuisance Parameter**

We consider the case where the infinite-dimensional nuisance parameter may not have a \( \sqrt{N} \) convergence rate. Unlike the previous case, we do not require
the WLE solves the weighted likelihood equations for all $h \in \mathcal{H}$. For $h = (h_1, \ldots, h_p)^T$ with $h_k \in \mathcal{H}, k = 1, \ldots, p$, let $B_{\theta, \eta}[h] = (B_{\theta, \eta} h_1, \ldots, B_{\theta, \eta} h_p)^T$.

We assume that the WLE $(\hat{\theta}_N, \hat{\eta}_N)$ solves the weighted likelihood equations

$$
\Psi_{N,1}^\pi(\theta, \eta, \alpha) = \mathbb{P}_N^\pi \hat{\ell}_{\theta, \eta} = o_{P^*} \left( N^{-1/2} \right),
$$
$$
\Psi_{N,2}^\pi(\theta, \eta, \alpha) [\hat{\eta}_N] = \mathbb{P}_N^\pi B_{\theta, \eta}[\hat{\eta}_N] = o_{P^*} \left( N^{-1/2} \right),
$$

(5.16)

where $\hat{\eta}_N$ is defined in Condition 5.7 below. For the WLE we assume:

**Condition 5.5** (Consistency and rate of convergence). An estimator $(\hat{\theta}_N, \hat{\eta}_N)$ of $(\theta_0, \eta_0)$ satisfies $|\hat{\theta}_N - \theta_0| = o_{P^*}(1)$, and $\|\hat{\eta}_N - \eta_0\| = O_{P^*}(N^{-\beta})$ for some $\beta > 0$, and solves the weighted likelihood equations (5.16) where $\mathbb{P}_N^\pi$ may be replaced by $\mathbb{P}_N^{\pi,\#}$ with the corresponding estimators $(\hat{\theta}_N,\#, \hat{\eta}_N,\#)$ where $\# \in \{c, cc\}$.

The corresponding bootstrap WLE solves the bootstrap weighted likelihood equations

$$
\hat{\Psi}_{N,1}^\pi(\theta, \eta, \alpha) = \hat{\mathbb{P}}_N^\pi \hat{\ell}_{\theta, \eta} = o_{P^*} \left( N^{-1/2} \right),
$$
$$
\hat{\Psi}_{N,2}^\pi(\theta, \eta, \alpha) [\hat{\eta}_N] = \hat{\mathbb{P}}_N^\pi B_{\theta, \eta}[\hat{\eta}_N] = o_{P^*} \left( N^{-1/2} \right),
$$

(5.17)

in $P^*$-probability. For the bootstrap WLEs we assume:

**Condition 5.6** (Consistency and rate of convergence). The bootstrap estimator $(\hat{\theta}_N, \hat{\eta}_N)$ satisfies $|\hat{\theta}_N - \theta_0| = o_{P^*}(1)$, and $\|\hat{\eta}_N - \eta_0\| = O_{P^*}(N^{-\beta})$ in $P^*$-probability for $\beta$ in Condition 5.5, and solves the bootstrap weighted likelihood equations (5.17) where $\hat{\mathbb{P}}_N^\pi$ may be replaced by $\hat{\mathbb{P}}_N^{\pi,\#}$ with the corresponding estimators $(\hat{\theta}_N,\#, \hat{\eta}_N,\#)$ for $\# \in \{b, bs\}$ and $\# \in \{c, cc\}$.

The rest of conditions are common to WLEs and bootstrap WLEs.

**Condition 5.7** (Positive information). There is an $h_0 = (h_{0,1}, \ldots, h_{0,p})$, where $h_{0,k} \in \mathcal{H}$ for $k = 1, \ldots, p$, such that

$$
P_0 \{ (\hat{\ell}_0 - B_0[h_0])B_0 h \} = 0
$$

for all $h \in \mathcal{H}$. Furthermore, the efficient information $I_0 = P_0 \left( \hat{\ell}_0 - B_0[h_0] \right)^{\otimes 2}$ for $\theta$ for the semiparametric model with complete data is finite and nonsingular. Denote the efficient influence function for the semiparametric model with complete data by $\hat{\ell}_0 = I_0^{-1}(\hat{\ell}_0 - B_0[h_0])$.

**Condition 5.8** (Asymptotic equicontinuity). (1) For any $\delta_N \downarrow 0$ and $C > 0$,

$$
\sup_{|\theta - \theta_0| \leq \delta_N, \|\eta - \eta_0\| \leq CN^{-\beta}} | \mathcal{G}_N(\hat{\ell}_{\theta, \eta} - \hat{\ell}_0) | = o_{P^*}(1),
$$
$$
\sup_{|\theta - \theta_0| \leq \delta_N, \|\eta - \eta_0\| \leq CN^{-\beta}} | \mathcal{G}_N(B_{\theta, \eta} - B_0)[\hat{\eta}_N] | = o_{P^*}(1).
$$
(2) There exists a $\delta > 0$ such that the classes $\{\hat{\ell}_{\theta, \eta} : |\theta - \theta_0| + \|\eta - \eta_0\| \leq \delta\}$ and $\{B_{\theta, \eta}[\mathbb{L}_0] : |\theta - \theta_0| + \|\eta - \eta_0\| \leq \delta\}$ are $P_0$-Glivenko-Cantelli and have integrable envelopes. Moreover, $\ell_{\theta, \eta}$ and $B_{\theta, \eta}[\mathbb{L}_0]$ are continuous with respect to $(\theta, \eta)$ either pointwise or in $L_1(P_0)$.

**Condition 5.9** (Smoothness of the model). For some $\alpha > 1$ satisfying $\alpha \beta > 1/2$ and for $(\theta, \eta)$ in the neighborhood $\{(\theta, \eta) : |\theta - \theta_0| \leq \delta N, \|\eta - \eta_0\| \leq CN^{-\beta}\}$,

\[
\left| P_0 \left\{ \hat{\ell}_{\theta, \eta} - \ell_0 + \hat{\ell}_0(\ell^T_0(\theta - \theta_0) + B_0(\eta - \eta_0)) \right\} \right| = o(\|\theta - \theta_0\|) + O(\|\eta - \eta_0\|^\alpha),
\]

\[
\left| P_0 \left\{ (B_{\theta, \eta} - B_0)[\mathbb{L}_0] + B_0[\mathbb{L}_0]((\ell^T_0(\theta - \theta_0) + B_0(\eta - \eta_0)) \right\} \right| = o(\|\theta - \theta_0\|) + O(\|\eta - \eta_0\|^\alpha).
\]

The next theorem is the $Z$-theorem for the WLEs (Theorem 3.2 of [33]).

**Theorem 5.3** ([33]). Under Conditions 2.1, 5.5, 5.7-5.9,

\[
\sqrt{N}(\hat{\theta}_N - \theta_0) = \mathbb{G}_{N}^{-1} \hat{\ell}_0 + o_{P^*}(1) \rightsquigarrow Z \sim N_p(0, \Sigma),
\]

\[
\sqrt{N}(\hat{\theta}_N, \# - \theta_0) = \mathbb{G}_{N, \#}^{-1} \hat{\ell}_0 + o_{P^*}(1) \rightsquigarrow Z_\# \sim N_p(0, \Sigma_\#),
\]

where $\# \in \{c, cc\}$, $\Sigma$ and $\Sigma_\#$ are as defined in Theorem 5.1, but now $I_0$ and $\hat{\ell}_0$ are defined in Condition 5.7.

Our bootstrap $Z$-theorem again yields the same asymptotic distributions.

**Theorem 5.4.** Under Conditions 2.1, 3.1, 5.6-5.9,

\[
\sqrt{N}(\hat{\theta}_N - \theta_N) = \mathbb{G}_{N}^{-1} \hat{\ell}_0 + o_{P_{W}}(1) \rightsquigarrow Z \sim N_p(0, \Sigma),
\]

\[
\sqrt{N}(\hat{\theta}_N, \# - \theta_N, \#) = \mathbb{G}_{N, \#}^{-1} \hat{\ell}_0 + o_{P_{W}}(1) \rightsquigarrow Z_\# \sim N_p(0, \Sigma_\#),
\]

in $P^*$-probability where $\# \in \{c, cc\}$, $\Sigma$, $\Sigma_\#$, $I_0$, and $\hat{\ell}_0$ are defined in the same way as in Theorem 5.3.

Rates of convergence of the bootstrap WLEs in Condition 5.6 can be established in the same way as those of the WLEs (see Theorem 5.2 of [33]) if we impose the boundedness of the phase I bootstrap weights.

**Lemma 5.1.** Suppose $\mathbb{W}_{i}^{(1)} \leq M < \infty$ for every $i$ for some constant $M$. Let $\mathcal{M} = \{m_{\theta} : \theta \in \Theta\}$ be the set of criterion functions and define $\mathcal{M}_{\delta} = \{m_{\theta} - m_{\theta_0} : d(\theta, \theta_0) < \delta\}$ for some fixed $\delta > 0$ where $d$ is a semimetric on the parameter space $\Theta$.

(1) Suppose that for every $\theta$ in a neighborhood of $\theta_0$,

\[
P_0(m_{\theta} - m_{\theta_0}) \lesssim -d^2(\theta, \theta_0).
\]
Assume that there exists a function $\phi_N$ such that $\delta \mapsto \phi_N(\delta)/\delta^\alpha$ is decreasing for some $\alpha < 2$ (not depending on $N$) and for every $N$,

$$E^*\|G_N\|_{\mathcal{M}_\delta} \lesssim \phi_N(\delta).$$

If the estimator $\hat{\theta}_N$ satisfies $\hat{P}_N m_{\hat{\theta}_N} \geq \hat{P}_N m_{\theta_0} - O_{P_0}(r_N^{2})$ and $\hat{\theta}_N = \theta_0 + o_{P_0}(1)$ in $P^*$-probability, then $r_N d(\hat{\theta}_N, \theta_0) = O_{P_0}(1)$ in $P^*$-probability for every sequence $r_N$ such that $r_N^2 \phi_N(1/r_N) \leq \sqrt{N}$ for every $N$.

(2) Suppose Conditions 2.1 and 3.1 hold and let $\# \in \{b, bs\}$ and * $\in \{c, cc\}$ be fixed. Suppose also that for every $\theta \in \Theta$ in a neighborhood of $\theta_0$,

$$P_0(G_\#(V; \alpha)(m_\theta - m_{\theta_0})) \lesssim -d^2(\theta, \theta_0) + |\alpha - \alpha_0|^2.$$

Assume that

$$E^*\|G_N\|_{G^\#\mathcal{M}_\delta} \lesssim \phi_N(\delta),$$

with $\phi_N$ having the same properties as in (1) where $G^\#\mathcal{M}_\delta \equiv \{G_\#(\cdot; \alpha) f : |\alpha| \leq \delta, \alpha \in \mathcal{A}_N, f \in \mathcal{M}_\delta\}$ for some $\mathcal{A}_N \subset \mathcal{A}$. If the estimator $\hat{\theta}_{N,*\#}$ satisfies $\hat{P}_N^* m_{\hat{\theta}_{N,*\#}} \geq \hat{P}_N^* m_{\theta_0} - O_{P_0^*}(r_N^{2})$ and $\hat{\theta}_{N,*\#} = \theta_0 + o_{P_0^*}(1)$ in $P^*$-probability, then $r_N d(\hat{\theta}_{N,*\#}, \theta_0) = O_{P_0^*}(1)$ in $P^*$-probability for every sequence $r_N$ such that $r_N^2 \phi_N(1/r_N) \leq \sqrt{N}$ for every $N$.

5.3. Comparison of Bootstrap Calibrations

It is expected from the plug-in principle that bootstrap asymptotic distributions should involve centering by the original estimators. In this view, the bootstrap WLEs with bootstrap calibrations have “right” centering by the corresponding calibrated WLEs in Theorems 5.2 and 5.4. In contrast, the bootstrap WLEs with bootstrap single calibrations have centering by the plain-vanilla WLE $\hat{\theta}_N$ to yield the same asymptotic distributions of the calibrated WLEs. The next corollary concerns the centering of the bootstrap WLE with bootstrap single calibration by calibrated WLE either unconditionally or conditionally on data.

**Corollary 5.1.** Under the Conditions of Theorems 5.2 and 5.4,

$$\sqrt{N}(\hat{\theta}_{N,bs\#} - \hat{\theta}_{N,*\#}) \sim Z_\# + O_{P_0^*}(1),$$

in $P^*$-probability, and unconditionally

$$\sqrt{N}(\hat{\theta}_{N,bs\#} - \hat{\theta}_{N,*\#}) \sim Z_{bs\#} \sim N(0, \Sigma_{bs\#}),$$

where $\# \in \{c, cc\}$ and

$$\Sigma_{bs\#} \equiv I_0^{-1} + \sum_{j=1}^J v_j \frac{1 - p_j}{p_j} \text{Var}_{0|j}( (I - 2Q_\#) \tilde{r}_0).$$
A practical implication of this result depends on a purpose of bootstrap inference. If variance estimation is of interest, then centering does not matter because non-bootstrap WLEs are constant in a bootstrap sample. If bias correction is of interest, a more careful consideration would be required to determine which calibration method should be used for bias correction of which estimator. Bias correction is beyond the scope of the present paper, and we only show this phenomenon in simulation studies in the next section.

6. Numerical Results

6.1. Simulation

We apply our bootstrap procedure to the weighted likelihood estimation for the Cox model with right censoring. In this model, the efficient influence function in the complete data model is known up to parameters. Thus the standard estimator of variance can be computed from the IPW sample variances at the estimated parameters across and within strata (see page 285 of [33] for details).

We first generated 1000 data sets to see finite sample properties of the WLEs. Then we chose several data sets and generated 1000 bootstrap samples based on each data set.

Let \( Y = \min\{T, C\} \) be the minimum of time to event \( T \) or censoring time \( C \sim \text{Unif}(0, 1.1) \) with censoring indicator \( \Delta = I(T \leq C) \). A binary variable \( V \) as well as \( Y \) and \( \Delta \) are available for all observations while the exposure \( X \in \{0, 1\} \) of interest is only available for a subsample. The exposure \( X \) has prevalence 50 percent, and is related to \( V \) by sensitivity \( P(V = 1|X = 1) = \alpha \) and specificity \( P(V = 0|X = 0) = \beta \). Three strata are formed based on \( V \) and \( \Delta \): a stratum of uncensored observations (Strata 1), a stratum of censored observations with \( V = 0 \) (Strata 2) and a stratum of censored observations with \( V = 1 \) (Strata 3) with sampling probabilities \( P(\xi = 1|\Delta = 1) = 1, P(\xi = 1|\Delta = 0, V = 0) = 0.3N_2/N_2, \) and \( P(\xi = 1|\Delta = 0, V = 1) = 0.3N_3/N_3. \) The hazard function is given by

\[
\lambda(t|x) = \lambda_0(t) \exp(\theta x).
\]

where \( \lambda_0 \) is the baseline hazard function and \( \theta \) is a regression coefficient. We take \( \lambda_0 = .1 \) in our simulations. Calibration and within-stratum centered calibration [33] are carried out on \( Y \).

Table 1 shows averages of phase I and II sample sizes across strata, and censoring proportions at the first phase across simulations. We compare two different sample sizes (small/large) and two different correlation structure for \( X \) and \( V \) (strongly correlated/uncorrelated).

Table 2 summarizes results from our simulations. We select three data sets for each case, and compare our bootstrap estimators with the WLEs and their standard variance estimators based on a single data set. This comparison is more appropriate to our conditional asymptotic results given data than comparison between empirical means and variances and averages of corresponding bootstrap
estimators over all data sets. The latter would be suitable for joint asymptotic results but these would be less interesting and outside the scope of our paper.

As expected from our theoretical results, our bootstrap mean and variance of WLEs in all cases well approximate results based on an original sample from which bootstrap samples were generated. Of particular interest is that the means of the bootstrap WLEs with bootstrap single calibrations are closer to the mean of the plain vanilla WLE than the means of corresponding calibrated WLEs. This is in line with our theoretical results discussed in Section 5.3. As clearly seen from difference among data sets, our bootstrap estimates depend on an original sample. As \( N \) becomes larger, an original sample is expected to yield WLEs and their standard variance estimates closer to the population quantities with high probability whereby our bootstrap estimators would behave “well” as expected from our “in probability” statements in Sections 5.1 and 5.2. This is also seen in our simulation when increasing the phase I sample size from \( N = 400 \) to \( N = 800 \).

| \( \theta \) | \( \alpha, \beta \) | \( N \) | \( n \) | Strata 1 | Strata 2 | Strata 3 | Cens Prop |
|----------|----------|-----|-----|-------|-------|-------|--------|
| log 2 (0.9, 0.9) | 400 | 142 | 31(31) | 57(181) | 57(188) | .922 |
| log 2 (0.9, 0.9) | 800 | 281 | 62(62) | 108(362) | 113(376) | .922 |
| log 2 (0.5, 0.5) | 400 | 141 | 31(31) | 55(184) | 55(185) | .922 |
| log 2 (0.5, 0.5) | 800 | 283 | 62(62) | 110(368) | 111(370) | .922 |

Table 1
Sample size and censoring proportion

6.2. Data analysis

We analyze data from the National Wilms Tumor Study [11, 14]. In this study, 3915 patients with Wilms tumor diagnosed during 1980-1994 were followed until the disease progression or death. The baseline covariates are age at diagnosis, stage of disease (I-IV), histology (favorable/unfavorable) from the registering institution and the central reference laboratory, and tumor diameter. We took a subsample from this study to create a two-phase design as considered in [5, 6]. Because variables were measured for all patients, we compare WLEs with the MLE with complete data. Nine strata were formed based on age (less than or greater than one year of age), severity of stage (I-II versus II-IV), and institutional histology in addition to a censoring indicator. Moreover, histology from the central reference laboratory was treated as the gold standard (sensitivity 74% and specificity 98%) only known for patients sampled at the second phase. At the second phase all patients were sampled except three strata. For the first stratum, 120 patients were sampled from 452 patients with favorable institutional histology, stage I or II and less than one year of age. For the second stratum, 160 patients were sampled from 1620 patients with favorable institutional histology, stage I or II and greater than one year of age. For the third stratum, 120 patients were sampled from 914 patients with favorable institutional histology, stage III or IV and greater than one year of age. The overall
phase II sample size is 1329. See [5, 6] for more details.

The statistical model is the Cox model with right censoring as in [5, 6]. The estimators considered are the plain WLE and the WLE with within-stratum centered calibration on the time to event or censoring, stage (I-IV), and age (continuous). Table 3 summarizes results from three estimators for one simulated data set, and corresponding bootstrap estimators. All point estimates based on a single data set are similar to each other and their 95\% confidence intervals all include point estimates of the MLE based on the complete data. The within-stratum centered calibration improved efficiency over the plain WLE unlike calibration. These results were well approximated by our bootstrap method.

[Table 3 is about here.]

7. Appendix

7.1. Additional Notations

We introduce several notations. For a probability space $(\Omega, \mathcal{A}, P)$ and a map $T : \Omega \to \mathbb{R} \cup \{\pm \infty\}$, we denote the outer and inner expectations by $E^*$ and $E_*$, and denote the minimal measurable majorant and maximal measurable minorant of $T$ by $T^*$ and $T_*$. See Section 1.1 of [42] for their precise definitions and basic results. We work on several different probability spaces so that these definitions should be understood with a suitable probability space depending on the context. We omit specifying a probability space unless confusion arises. For convenience, we let $\tilde{\pi}_0(v) \equiv (1 - \pi_0(v))/\pi_0(v)$ and $\tilde{\pi}_\infty(v) \equiv (1 - \pi_0,\infty(v))/\pi_0,\infty(v)$ and let also $G_{cc,\infty}(V; \alpha) = G(\tilde{\pi}_\infty(V) \tilde{V})$.

To study bootstrap IPW empirical processes, we define bootstrap IPW empirical measures and processes at the first and second phases for every stratum. These definitions are motivated by the proof of Theorem 2.1 in [7], which we briefly discuss here. The IPW empirical process can be written as

$$G_N^\pi = G_N + \sum_{j=1}^J \sqrt{N_j/N} \left( N_j/n_j \right) G_{j,N_j}^\xi \equiv G_N + G_N^{\pi,(2)}$$

where $G_{j,N_j}^\xi \equiv \sqrt{N_j}(P_{j,N_j}^\xi - (n_j/N_j)P_{j,N_j})$ is the finite sampling empirical process for the $j$th stratum with $P_{j,N_j}^\xi \equiv N_j^{-1} \sum_{i=1}^{N_j} \xi_{j,i} \delta_{X_j,i}$, $P_{j,N_j} \equiv N_j^{-1} \sum_{i=1}^{N_j} \delta_{X_j,i}$, $j = 1, \ldots, J$ (see [7]). We also denote $P_{j,n_j}^\xi \equiv (n_j/n_j)P_{j,N_j}^\xi$, $j = 1, \ldots, J$. [7] established weak convergence of $G_N$ and $G_{j,N_j}^\xi$, $j = 1, \ldots, J$, piece by piece. Our proof extends this idea of decomposition to bootstrap. As seen in the next paragraph, however, our decomposition of the bootstrap IPW empirical process is not completely parallel to the decomposition above. This is because our proofs require more involved arguments.

We define the corresponding bootstrap IPW empirical measures and processes. Recall that

$$\hat{G}_N^\pi = \hat{G}_N^{\pi,(1)} + \hat{G}_N^{\pi,(2)} W_N^{(1)},$$
Here the phase I bootstrap IPW empirical process \( \tilde{\pi}_N^{\pi,(1)} \) and the phase II bootstrap IPW empirical process \( \tilde{\pi}_N^{\pi,(2)} \) are

\[
\tilde{\pi}_N^{\pi,(1)} = \sqrt{N} (\hat{\pi}_N^{\pi,(1)} - \pi_N), \quad \tilde{\pi}_N^{\pi,(2)} = \sqrt{N} (\hat{\pi}_N^{\pi,(2)} - \pi_N),
\]

where the phase I and II bootstrap IPW empirical measures are defined by

\[
\hat{\pi}_N^{\pi,(1)} = \frac{1}{N} \sum_{i=1}^{n} \frac{\xi_i}{\pi_i(V_i)} W_N^{(1)} \delta x_i, \quad \hat{\pi}_N^{\pi,(2)} = \frac{1}{N} \sum_{i=1}^{n} \frac{\xi_i}{\pi_i(V_i)} W_N^{(2)} \delta x_i.
\]

The bootstrap IPW empirical measure and process for the \( j \)th stratum are

\[
\tilde{\pi}_{j,n_j}^{\xi} = \frac{1}{n_j} \sum_{i=1}^{N_j} W_N^{(1)} N_j, j, i \xi_j, i \delta x_j, i, \quad \tilde{\pi}_{j,n_j}^{\xi} = \sqrt{n_j} (\hat{\pi}_{j,n_j}^{\xi} - \pi_{j,n_j}).
\]

The phase I bootstrap IPW empirical measure and process for the \( j \)th stratum are

\[
\tilde{\pi}_{j,n_j}^{\xi,(1)} = \frac{1}{n_j} \sum_{i=1}^{N_j} W_N^{(1)} N_j, j, i \xi_j, i \delta x_j, i, \quad \tilde{\pi}_{j,n_j}^{\xi,(1)} = \sqrt{n_j} (\hat{\pi}_{j,n_j}^{\xi,(1)} - \pi_{j,n_j}),
\]

and the phase II bootstrap IPW empirical measure and process for the \( j \)th stratum are

\[
\tilde{\pi}_{j,n_j}^{\xi,(2)} = \frac{1}{n_j} \sum_{i=1}^{N_j} W_N^{(2)} n_j, j, i \xi_j, i \delta x_j, i, \quad \tilde{\pi}_{j,n_j}^{\xi,(2)} = \sqrt{n_j} (\hat{\pi}_{j,n_j}^{\xi,(2)} - \pi_{j,n_j}).
\]

Note that \( n_j \) appears in these definition in contrast to non-bootstrap cases (page 90 of [7]). With these notation we have

\[
\hat{\pi}_N = \sum_{j=1}^{J} \frac{N_j}{N} \hat{\pi}_{j,n_j}^{\xi}, \quad \hat{\pi}_N^{\pi,(1)} = \sum_{j=1}^{J} \frac{N_j}{N} \hat{\pi}_{j,n_j}^{\xi,(1)}, \quad \hat{\pi}_N^{\pi,(2)} = \sum_{j=1}^{J} \frac{N_j}{N} \hat{\pi}_{j,n_j}^{\xi,(2)},
\]

and

\[
\tilde{\pi}_N^{\pi,(1)} = \sum_{j=1}^{J} \sqrt{N_j/N} \sqrt{N_j/n_j} \tilde{\pi}_{j,n_j}^{\xi,(1)}, \quad \tilde{\pi}_N^{\pi,(1)} = \sum_{j=1}^{J} \sqrt{N_j/N} \sqrt{N_j/n_j} \tilde{\pi}_{j,n_j}^{\xi,(1)}, \quad \tilde{\pi}_N^{\pi,(2)} = \sum_{j=1}^{J} \sqrt{N_j/N} \sqrt{N_j/n_j} \tilde{\pi}_{j,n_j}^{\xi,(2)}, \quad \tilde{\pi}_N^{\pi,(2)} = \sum_{j=1}^{J} \sqrt{N_j/N} \sqrt{N_j/n_j} \tilde{\pi}_{j,n_j}^{\xi,(2)}.
\]

To see these, note, for example, that

\[
\hat{\pi}_N^{\pi,(1)} = \frac{1}{N} \sum_{j=1}^{J} \frac{1}{n_j/N_j} \sum_{i=1}^{N_j} W_N^{(1)} n_j, j, i \xi_j, i \delta x_j, i, \quad \hat{\pi}_N^{\pi,(1)} = \sum_{j=1}^{J} \frac{N_j}{N} \tilde{\pi}_{j,n_j}^{\xi,(1)},
\]

\[
\tilde{\pi}_N^{\pi,(1)} = \sum_{j=1}^{J} \frac{N_j}{N} \left( \hat{\pi}_{j,n_j}^{\xi,(1)} - \pi_{j,n_j} \right).
\]
As seen in the expression of \( \hat{G}_N^{\pi, (1)} \) as the linear combination of \( \hat{G}_{j, n}^{\pi, (1)} \), the phase I bootstrap IPW empirical process does not have a limit process \( \hat{G} \) unlike \( G_N \) in the decomposition of \( G_N^* \). This difficulty seems inevitable except a trivial case of a single stratum because we start from a biased sample to obtain a bootstrap sample.

We also define the phase I and II bootstrap empirical measures and processes for bootstrap calibrations. Define the phase I and II bootstrap IPW empirical measures for bootstrap calibration by

\[
\hat{P}^{\pi, (1)}_N, bcc = \frac{1}{N} \sum_{i=1}^{N} W_N^{(1)} \frac{\xi_i}{\pi_0(V_i)} G_c(V_i; \hat{\alpha}_N) \delta X_i,
\]

\[
\hat{P}^{\pi, (2)}_N, bcc = \frac{1}{N} \sum_{i=1}^{N} W_N^{(2)} \frac{\xi_i}{\pi_0(V_i)} G_c(V_i; \hat{\alpha}_N) \delta X_i,
\]

or \( \hat{P}^{\pi, (1)}_N, bc = \hat{P}^{\pi, (1)}_N G_c(V; \hat{\alpha}_N) \) and \( \hat{P}^{\pi, (2)}_N, bc = \hat{P}^{\pi, (2)}_N G_c(V; \hat{\alpha}_N) \), and define the phase I and II bootstrap IPW empirical processes with bootstrap calibration by

\[
\hat{G}^{\pi, (1)}_N, bc = \sqrt{N} \left( \hat{P}^{\pi, (1)}_N G_c(V; \hat{\alpha}_N) - P^{\pi, (1)}_N G_c(V; \hat{\alpha}_N) \right),
\]

\[
\hat{G}^{\pi, (2)}_N, bc = \sqrt{N} \left( \hat{P}^{\pi, (2)}_N G_c(V; \hat{\alpha}_N) - P^{\pi, (2)}_N G_c(V; \hat{\alpha}_N) \right),
\]

and the phase I and II bootstrap IPW empirical processes by

\[
\hat{G}^{\pi, (1)}_N, bcc = \sqrt{N} \left( \hat{P}^{\pi, (1)}_N, bcc - P^{\pi, (1)}_N G_c(V; \hat{\alpha}_N) \right),
\]

\[
\hat{G}^{\pi, (2)}_N, bcc = \sqrt{N} \left( \hat{P}^{\pi, (2)}_N, bcc - P^{\pi, (2)}_N G_c(V; \hat{\alpha}_N) \right),
\]

respectively. Note also that the phase I bootstrap IPW empirical processes corresponding to the single bootstrap calibrations are \( G_N^{\pi, (1)} \).

7.2. Proofs

7.2.1. Order Notations for bootstrap

Proof of Lemma 4.1. The statements (1) and (2) were proved in [44] for the case regarding the little \( o \) notation (see also proof of Lemma 3 of [10] under the measurability assumption). Thus we only prove the case regarding big \( O \) notation for these statements (one can prove the case of the little \( o \) notation based on a proof below). We also omit proofs for the claim regarding \( P^*_{W(k), k} = 1, 2 \), since proofs are similar. Let \( \eta > 0 \) be an arbitrary constant.

(1) Let \( M_N \) be an arbitrary sequence such that \( M_N \to \infty \). Suppose \( \Delta_N = O_{P^*}(1) \). Markov’s inequality yields

\[
P^* \{ P^*_W(\Delta_N > M_N) > \eta \} \leq \eta^{-1} E^* P^*_W(\Delta_N > M_N),
\]
where $E^*$ is the outer expectation with respect to $P^\infty$. Apply Fubini’s theorem (Lemma 1.2.6 of [42]) to obtain $E^*P^*_W(\lvert \Delta_N \rvert > M_N) \leq Pr^*(\lvert \Delta_N \rvert > M_N)$.

Since $Pr^*(\lvert \Delta_N \rvert > M_N) \to 0$ as $N \to \infty$ by assumption, we conclude that $\Delta_N = O_{P^*_W}(1)$ in $P^*$-probability.

For the second statement, let $\eta > 0$ be arbitrary, and suppose that $\Delta_N = O_{P^*_W}(1)$ in $P^*$-probability and that $\Delta_N$ is measurable. For every sequence $M_N \to \infty$, $P^* \{P^*_W(\lvert \Delta_N \rvert > M_N) > \eta \} \to 0$ as $N \to \infty$ by the definition of $\Delta_N = O_{P^*_W}(1)$ in $P^*$-probability. Apply Fubini’s theorem to obtain

$$Pr^*(\lvert \Delta_N \rvert > M_N) = E^*[P^*_W(\lvert \Delta_N \rvert > M_N)I\{P^*_W(\lvert \Delta_N \rvert > M_N) \leq \eta \}]$$

$$\leq E^*[P^*_W(\lvert \Delta_N \rvert > M_N)I\{P^*_W(\lvert \Delta_N \rvert > M_N) > \eta \} + \eta]$$

$$\leq E^*[P^*_W(\lvert \Delta_N \rvert > M_N) > \eta] + \eta.$$

Since $\Delta_N$ is $O_{P^*_W}(1)$ in $P^*$-probability, $P^* \{P^*_W(\lvert \Delta_N \rvert > M_N) > \eta \} \to 0$ as $N \to \infty$. Since $\eta$ is arbitrary, we conclude that $Pr^*(\lvert \Delta_N \rvert > M_N) \to 0$ as $N \to \infty$. This establishes the desired result.

(2) Let $M_N$ be an arbitrary sequence such that $M_N \to \infty$ as $N \to \infty$. Because $\Delta_N$ is only defined on the probability space $(\mathcal{A}^\infty, \mathcal{B}^\infty, P^\infty)$, applying Lemma 1.2.3 of [42] twice to obtain

$$Pr^*(\lvert \Delta_N \rvert \geq M_N) = PrI\{\lvert \Delta_N \rvert \geq M_N \} = \Delta^\infty I\{\lvert \Delta_N \rvert \geq \eta \}$$

$$= P^*(\lvert \Delta_N \rvert \geq M_N) \to 0, \quad \text{as } N \to \infty,$$

as desired where $I$ is an indicator function of an event.

(3) Note that for events $A$ and $B$ with $A \subset B$, $P^*(A) \subset P^*(B)$ by the definition of the outer probability (see [42]). Note also that $P^*(A \cup B) \leq P^*(A) + P^*(B)$. To see this, note that $P^*(A) = P(A^*)$ (Lemma 1.2.3 of [42]) and $(S + T)^* \leq S^* + T^*$ for maps $S, T$ on the probability space (Lemma 1.2.2 of [42]). Thus,

$$P^*(A \cup B) = E(I_A + I_{B\setminus A})^* \leq EI_A^* + EI_{B\setminus A}^*$$

$$= P^*(A) + P^*(B \setminus A) \leq P^*(A) + P^*(B).$$

Now, let $\epsilon > 0$ be arbitrary. Because $\Delta_N = O_{P^*_W}(1)$ in $P^*$-probability, there exists a sequence $\epsilon_N \downarrow 0$ as $N \to 0$ such that $P^*(P^*_W(\lvert \Delta_N \rvert \geq \epsilon_N) \geq \eta/2) \to 0$ as $N \to \infty$. Thus, it follows from the results on outer probability above that

$$P^* \{P^*_W(\lvert \Delta_N \rvert > \epsilon) > \eta \} = P^* \{P^*_W(\lvert \Delta_N \rvert > \epsilon, |\Gamma_N| > \epsilon/\epsilon_N) + P^*_W(\lvert \Delta_N \rvert > \epsilon, |\Gamma_N| \leq \epsilon/\epsilon_N) > \eta \}$$

$$\leq P^* \{P^*_W(\lvert \Gamma_N \rvert > \epsilon/\epsilon_N) + P^*_W(\lvert \Delta_N \rvert > \epsilon_N) > \eta \}$$

$$\leq P^* \{P^*_W(\lvert \Gamma_N \rvert > \epsilon/\epsilon_N) > \eta/2 \} + P^* \{P^*_W(\lvert \Delta_N \rvert > \epsilon_N) > \eta/2 \}$$

$$\to 0, \quad \text{as } N \to \infty.$$
(4) Let \( M_N \) be an arbitrary sequence such that \( M_N \to \infty \) as \( N \to \infty \). As in the proof of (3) we have

\[
P^*\{P^*_W((\Delta_N \Gamma_N) > M_N) > \eta\} = P^*\left\{P^*_W((\Delta_N \Gamma_N) > \epsilon, |\Gamma_N| > M_N^{1/2}) + P^*_W((\Delta_N \Gamma_N) > \epsilon, |\Gamma_N| \leq M_N^{1/2}) > \eta\right\}
\]

\[
\leq P^*\left\{P^*_W(|\Gamma_N| > M_N^{1/2}) + P^*_W(|\Delta_N| > M_N^{-1/2} M_N > \eta\right\}
\]

\[
\leq P^*\left\{P^*_W(|\Gamma_N| > M_N^{1/2}) + \eta/2\right\} + P^*\left\{P^*_W(|\Delta_N| > M_N^{1/2}) > \eta/2\right\}
\]

\[
\to 0, \quad \text{as } N \to \infty.
\]

(5) Let \( \epsilon > 0 \) be arbitrary, and let \( \Delta_{N'} \) be an arbitrary subsequence of \( \Delta_N \). Suppose that \( \Delta_N = o_{P^n_W}(1) \) in \( P^* \)-probability. It follows from Lemma 1.9.2 of [42] that there exists a further subsequence \( \{N''\} \) of \( \{N'\} \) (depending on \( \epsilon \)) such that \( P^*_W(|\Delta_{N''}| > \epsilon) \to 0 \), \( P^\infty\)-almost surely. This implies that there exists a set \( N_X \in \mathcal{B} \) such that for every \( x \in N_X \), \( P^*_W(|\Delta_{N''}| > \epsilon) \to 0 \) and \( P^\infty(N_X) = 0 \). It follows from Lemma 1.9.2 of [42] again that there exists a further subsequence \( \{N''\} \) of \( \{N'\} \) such that \( |\Delta_{N''}|^+ \to 0 \), \( P_W \)-almost surely where \( X^* \) is a minimal measurable majorant of \( X \) with respect to \( P_W \). This implies that there exists a set \( N_{W|x} \in \mathcal{E} \) such that for every \( w \in N_{W|x} \), \( |\Delta_{N''}|^+ \to 0 \) and \( P_W(N_{W|x}) = 0 \). Hence \( \Delta_{N'} \) has a subsequence \( \Delta_{N'''} \) such that \( \Delta_{N'''} \to 0 \) in \( P_{W|\infty} \)-almost surely. This establishes the first half of the statement. Now suppose that every subsequence \( \Delta_{N'} \) has a further subsequence \( \Delta_{N'''} \) such that \( \Delta_{N'''} \to 0 \) in \( P_{W|\infty} \)-almost surely. Fix \( x \in N_X \). It follows from Lemma 1.9.2 of [42] and the assumption that there exists a subsequence \( \{N''\} \) of \( \{N'\} \) such that \( P^*_W(|\Delta_{N''}| > \epsilon) \to 0 \) for a fixed \( x \). Apply Lemma 1.9.2 of [42] again to verify that there exists a further subsequence \( \{N''\} \) of \( \{N'\} \) such that \( P^*(P^*_W(|\Delta_{N''}| > \epsilon) > \eta) \to 0 \). Thus every subsequence of \( \Delta_N \) is \( o_{P^n_W}(1) \) in \( P^* \)-probability. This implies that \( \Delta_N = o_{P^n_W}(1) \) in \( P^* \)-probability. This completes the proof.

7.2.2. Calibration

Consistency, and the limiting distributions of \( \hat{\alpha}_N^\# \) are given by the following proposition. The proof requires a Glivenko-Cantelli theorem for \( \hat{P}_n^\pi \) whose proof is independent of Proposition 7.1.

**Proposition 7.1.** Suppose that Conditions 2.1 and 3.1 hold. Let

\[
A_N \equiv -\hat{G}(0)^{-1}\left\{P_0 \Gamma \otimes z^2 \right\}^{-1}\hat{\pi}_N^{\pi\pi,2}V,
\]

\[
A \equiv -\hat{G}(0)^{-1}\left\{P_0 \Gamma \otimes z^2 \right\}^{-1}\sum_{j=1}^j(n_j p_j^{-1}(1 - p_j))^{1/2}G_j V,
\]

\[
B_N \equiv -\hat{G}(0)^{-1}\left\{P_0 \tilde{\pi}_\infty(V) \tilde{\Gamma} \otimes z^2 \right\}^{-1}\tilde{\pi}_N^{\pi\pi,2} \tilde{V},
\]
$B = -\hat{G}(0)^{-1} \left\{ P_0 \tilde{\pi}_\infty(V) \tilde{V}^{\otimes 2} \right\}^{-1} \sum_{j=1}^J \left\{ p_j p_j^{-1} (1 - p_j) \right\}^{1/2} \mathbb{G}_j \tilde{V},$

where $\mathbb{G}_j$ are independent $P_{0_j}$-Brownian bridge processes. Then $|\hat{\alpha}_N^{**} - \alpha_0| \to P_w^*$, $0$ with $* \in \{b, bs\}$ and $\# \in \{c, cc\}$, and

$\sqrt{N} (\hat{\alpha}^{bc}_N - \alpha^c_N) = \mathbb{A}_N + o_{P_w} (1) \rightsquigarrow A,$

$\sqrt{N} (\hat{\alpha}^{cc}_N - \alpha^c_N) = \mathbb{B}_N + o_{P_w} (1) \rightsquigarrow B,$

$\sqrt{N} (\hat{\alpha}^{bc}_N - \alpha_0) = \mathbb{A}_N + o_{P_w} (1) \rightsquigarrow A,$

$\sqrt{N} (\hat{\alpha}^{cc}_N - \alpha_0) = \mathbb{B}_N + o_{P_w} (1) \rightsquigarrow B, \quad \text{in } P^*-\text{probability.}$

**Proof.** First we consider bootstrap centered calibration with $\hat{\alpha}_N = \hat{\alpha}_N^{bc}$ obtained as the solution to the equation (3.10). Let $\hat{\alpha}_N = \hat{\alpha}_N^{cc}$. Define $\hat{\Phi}_{N,cc}(\alpha) \equiv \hat{\Phi}_{N,cc}^{cc}(V; \alpha) V - \mathbb{P}_{N} V$ and $\Phi_{cc}(\alpha) \equiv P_0 G_{cc,\infty}(V; \alpha) \tilde{V}$. Note that $\hat{\Phi}_{N,cc}(\hat{\alpha}_N) = 0$ by (3.10) and $\Psi_{cc}(0) = 0$. We apply Lemma 7.1 for a consistency proof. For the first condition of the lemma, we have

$$\sup_{\alpha \in \mathbb{R}^k} \left| \hat{\Phi}_{N,cc}(\alpha) - \Phi_{cc}(\alpha) \right| \leq \sup_{\alpha \in \mathbb{R}^k} \left| \left( \hat{\Phi}_{N,cc}^{cc} - P_0 \right) G_{cc}(V; \alpha) V \right| + \sup_{\alpha \in \mathbb{R}^k} \left| \left( \hat{\Phi}_{N,cc}^{cc} - P_0 \right) G_{cc}(V; \alpha) \right| \mathbb{P}_{N} V$$

$$+ \sup_{\alpha \in \mathbb{R}^k} \left| P_0 \left( G_{cc}(V; \alpha)(V - \mathbb{P}_{N} V) - G_{cc,\infty}(V; \alpha) \tilde{V} \right) \right| .$$

The first two terms are $o_{P_w} (1)$ in $P^*-\text{probability.}$ To see this, note that the set $\mathcal{G}_1 \equiv \{ \sum_{j=1}^J I_{V_j}(v)(c_{j,1}^T \alpha - c_{j,2}) : c_{j,1}, c_{j,2} \in \mathbb{R}, \alpha \in \mathbb{R}^k \}$ is a VC subgraph class by Lemma 2.6.15 of [42] since $\mathcal{G}_1$ is a finite-dimensional vector space of functions of $v$. Thus, $\mathcal{G}_2 \equiv \{ G(g) : g \in \mathcal{G}_1 \}$ is also a VC subgraph class by Lemma 2.6.18 of [42] because of the monotonicity of $G$ (Conditions 2.1 and 3.1). Because $\mathcal{G}_2$ has an integrable envelope because of the boundedness of $G$ (Conditions 2.1 and 3.1), it is $P_0$-Glivenko-Cantelli. Thus, $\mathcal{G}_3 \equiv \{ G(\sum_{j=1}^J I_{V_j}(v)(1 - p_j)/p_j) \{ v - \mu \}^T \alpha : p_j \in \{ \sigma \}, \mu \in \mathbb{R}^{k} \} \subset \mathcal{G}_2$ implies that the set $\mathcal{G}_3$ is $P_0$-Glivenko-Cantelli. Because the multiplication $(x, y) \rightarrow xy$ is continuous and that $\mathcal{G}_4 \equiv \{ g(v) v : g \in \mathcal{G}_3 \}$ has an integrable envelope, $\mathcal{G}_4$ is $P_0$-Glivenko-Cantelli by the Glivenko-Cantelli preservation theorem of [40]. It follows from the Bootstrap Glivenko-Cantelli theorem for two-phase sampling (Theorem 4.1) that $\sup_{\alpha \in \mathbb{R}^k} \left| \left( \hat{\Phi}_{N,cc}^{cc} - P_0 \right) G_{cc}(V; \alpha) V \right| = o_{P_w} (1)$ and $\sup_{\alpha \in \mathbb{R}^k} \left| \left( \hat{\Phi}_{N,cc}^{cc} - P_0 \right) G_{cc}(V; \alpha) \right| = o_{P_w} (1)$ in $P^*$-probability. Since $\mathbb{P}_{N} V = O_{P_w} (1)$ in $P^*$-probability by the weak law of large numbers and Lemma 4.1, the second term is $o_{P_w} (1)$ in $P^*$-probability by Lemma 4.1 (3). For the third term, suppose to the contrary that this term does not converges to zero. Note that this term is bounded because $G$ is bounded and $V$ is square-integrable (Conditions 2.1 and 3.1). Thus, there exists a subsequence $N'$ of $N$ and a sequence $\{ \alpha^{(m)} \} \in \mathbb{R}^k$ such that

$$\left| P_0 \left( G_{cc}(V; \alpha^{(N')})(V - \mathbb{P}_{N'} V) - G_{cc,\infty}(V; \alpha^{(N')} \tilde{V}) \right) \right| \to c > 0.$$
for some $c$ and $\alpha^{(N')}$ converges to some vector $\alpha^{(\infty)} \in \mathbb{R}^k$ whose elements are extended real numbers. Because $P_N V \to P_0 V$, $P^*$-almost surely by the strong law of large numbers, $\pi_0(v) \to \pi_\infty(v)$ by assumption, and $G$ is continuous and bounded, we have

$$|G_{cc}(v; \alpha^{(N')})(V - P_N v V) - G_{cc,\infty}(v; \alpha^{(N')})(v - P_0 V)| \to 0.$$  

Noting the boundedness of $G$ and the square integrability of $V$, the dominated convergence theorem yields

$$\left| P_0 \{ G_{cc}(v; \alpha^{(N')})(V - P_N v V) - G_{cc,\infty}(v; \alpha^{(N')})\hat{V} \} \right| \to 0$$

as $N' \to \infty$, which is a contradiction to (7.2.2). This establishes the first condition of Lemma 7.1. The second condition of Lemma 7.1 was verified in the proof of Proposition A.1 of [32], and hence $\hat{\alpha}_N \to \alpha_0$ in $P^*$-probability.

We apply Lemma 7.2 to show the asymptotic normality of $\hat{\alpha}_N$. For the asymptotic equicontinuity condition, Taylor’s theorem yields

$$\sqrt{N}(\hat{\Phi}_{N,bcc} - \Phi_{cc})(\hat{\alpha}_N) - \sqrt{N}(\hat{\Phi}_{N,bcc} - \Phi_{cc})(\alpha_0)$$

$$= \sqrt{N}(\hat{\pi}_{N}(2) - P_0)(G_{cc}(V; \hat{\alpha}_N) - 1)(V - P_N V)$$

$$+ \sqrt{N}P_0(G_{cc}(V; \hat{\alpha}_N) - 1)(V - P_N V)$$

$$- \sqrt{N}P_0(G_{cc,\infty}(V; \hat{\alpha}_N) - 1)(V - P_0 V)$$

$$= (\hat{\pi}_{N}(2) - P_0)\hat{G}_{cc}(V; \hat{\alpha})\tilde{\pi}_0(V)(V - P_N V)^2 \sqrt{N}(\hat{\alpha}_N - \alpha_0)$$

$$+ P_0 \hat{G}_{cc}(V; \hat{\alpha})\tilde{\pi}_0(V)(V - P_N V)^2 \sqrt{N}(\hat{\alpha}_N - \alpha_0),$$

$$- P_0 \hat{G}_{cc,\infty}(V; \hat{\alpha})\tilde{\pi}_0(V)(V - P_0 V)^2 \sqrt{N}(\hat{\alpha}_N - \alpha_0)$$

$$\equiv (J_1 + J_2 + J_3) \sqrt{N}(\hat{\alpha}_N - \alpha_0),$$

where $\hat{\alpha}$ is some convex combination of $\hat{\alpha}_N$ and $\alpha_0$. Note that $\hat{G}$ is bounded (Conditions 2.1 and 3.1). Thus, we can proceed in the same way as in a consistency proof to obtain $J_1 = o_{P_N^*(1)}(1)$ in $P^*$-probability by Theorem 4.1. For $J_2$ and $J_3$, note that $\hat{\alpha} \to \alpha_0$ in $P^*$-probability because of $\hat{\alpha}_N \to \alpha_0$ in $P^*$-probability. Then we have by Lemma 4.1 that $\hat{\alpha} \to \alpha_0$ in outer $P_{W|\infty}$-almost surely for every subsequence $\{N'\}$ of $\{N\}$. Note also that $P_N V \to P_0 V$, $P^\infty$-almost surely, that $\tilde{\pi}_0(v) \to \tilde{\pi}_\infty(v)$, and that $\hat{G}$ is bounded. Again, a similar argument based on the dominated convergence theorem used above for a consistency proof yields that $J_2 + J_3 = o_{P_N^*(1)}(1)$ in $P^*$-probability. Thus, the last display is $o_{P_N^*(1)}(1 + \sqrt{N}(\hat{\alpha}_N - \alpha_0))$ in $P^*$-probability. Next, we show weak convergence of the process $\sqrt{N}(\hat{\Phi}_{N,bcc} - \Phi_{cc})(\alpha)$ at $\alpha_0 = 0$. Because $\hat{\pi}_{N,c}(2) = c, P_N c = c, P_0 c = c$ for any constant $c$, we have by Lemma 4.3, Theorem 5.3 of [33], and Lemma 4.1 that

$$\sqrt{N}(\hat{\Phi}_{N,bcc} - \Phi_{cc})(\alpha_0) = \sqrt{N}(\hat{\pi}_{N,c}(2) - P_N V) = (\hat{\pi}_{N,c}(2) + \pi_{N,c}(2))\hat{V}$$

$$= O_{P_N^*(1)}, \quad \text{in } P^*-\text{probability.}$$
Hence, it follows by Lemma 7.2, Lemma 4.3 and Proposition A.1 of [32] that
\[
\sqrt{N}(\hat{\alpha}_N - \alpha_0) = -\Phi_{cc}(0) - \Phi_{bc}(\alpha_0) + o_{P^*}(1)
\]
\[
-\hat{G}(0)^{-1} \left\{ P_0 \hat{\pi}_{\infty}(V) \hat{V} \otimes 2 \right\} G_{\pi}^{(2)} V
-\hat{G}(0)^{-1} \left\{ P_0 \hat{\pi}_{\infty}(V) \hat{V} \otimes 2 \right\} G_{\pi}^{(2)} V + o_{P^*}(1)
\]
\[
-\hat{G}(0)^{-1} \left\{ P_0 \hat{\pi}_{\infty}(V) \hat{V} \otimes 2 \right\} G_{\pi}^{(2)} V + \sqrt{N}(\hat{\alpha}_N - \alpha_0) + o_{P^*}(1)
\]
in $P^*$-probability. Rearrangement of terms yields the desired result.

We consider bootstrap calibration with $\hat{\alpha}_N = \hat{\alpha}_N^{bc}$ obtained as the solution to the equation (3.9). Define $\hat{\Phi}_{bc}(\alpha) = \hat{\Phi}_{N}^{(2)} (\alpha) V - \hat{\Phi}_{N}^{(2)} (\alpha) V$ and $\Phi_{bc}(\alpha) = P_0 (G_{\infty}(\alpha) V) - 1) V$. Note that $\hat{\Phi}_{bc}(\alpha) = 0$ by (3.9) and $\Phi_{bc}(\alpha) = 0$. We apply Lemma 7.1 for a consistency proof. For the first condition of the lemma, we have
\[
\sup_{\alpha \in \mathbb{R}^k} |(\hat{\Phi}_{bc}(\alpha)) - \Phi_{bc}(\alpha)| \leq \sup_{\alpha \in \mathbb{R}^k} \left\| (\hat{\Phi}_{bc}(\alpha)) - \Phi_{bc}(\alpha) \right\|
\]
\[
+ \sup_{\alpha \in \mathbb{R}^k} \left\| (\hat{\Phi}_{bc}(\alpha)) - \Phi_{bc}(\alpha) \right\|
\]
\[
+ \sup_{\alpha \in \mathbb{R}^k} \left\| (P_0 (G_{\infty}(\alpha) V - G_{\infty}(\alpha) V) \right\|
\]
\[
\leq \sup_{\alpha \in \mathbb{R}^k} \left\| (\hat{\Phi}_{bc}(\alpha)) - \Phi_{bc}(\alpha) \right\|
\]
\[
+ \sup_{\alpha \in \mathbb{R}^k} \left\| (\hat{\Phi}_{bc}(\alpha)) - \Phi_{bc}(\alpha) \right\|
\]
\[
+ \sup_{\alpha \in \mathbb{R}^k} \left\| (P_0 (G_{\infty}(\alpha) V - G_{\infty}(\alpha) V) \right\|
\]
\[
\leq \sup_{\alpha \in \mathbb{R}^k} \left\| (\hat{\Phi}_{bc}(\alpha)) - \Phi_{bc}(\alpha) \right\|
\]
\[
+ \sup_{\alpha \in \mathbb{R}^k} \left\| (\hat{\Phi}_{bc}(\alpha)) - \Phi_{bc}(\alpha) \right\|
\]
\[
+ \sup_{\alpha \in \mathbb{R}^k} \left\| (P_0 (G_{\infty}(\alpha) V - G_{\infty}(\alpha) V) \right\|
\]

The first and third terms in the last display are $o_{P^*}(1)$ in $P^*$-probability by a similar argument in the consistency proof for $\hat{\alpha}_N^{bc}$. The second term is also $o_{P^*}(1)$ in $P^*$-probability by the law of large numbers and Lemma 4.1. This verifies the first condition. The second condition was verified in the proof of Proposition A.1 of [32]. This proves the consistency $\hat{\alpha}_N \rightarrow_{P^*} \alpha_0$ in $P^*$-probability.

We apply Lemma 7.2 to show the asymptotic normality of $\hat{\alpha}_N$. For the asymptotic equicontinuity condition, Taylor’s theorem yields
\[
\sqrt{N}(\hat{\Phi}_{bc}(\alpha) - \Phi_{bc}(\alpha)) = \sqrt{N}(\hat{\Phi}_{bc}(\alpha) - \Phi_{bc}(\alpha))\alpha_0
\]
\[
\hat{G}(0)^{-1} \left\{ P_0 \hat{\pi}_{\infty}(V) \hat{V} \otimes 2 \right\} G_{\pi}^{(2)} V
\]
\[
\hat{G}(0)^{-1} \left\{ P_0 \hat{\pi}_{\infty}(V) \hat{V} \otimes 2 \right\} G_{\pi}^{(2)} V + \sqrt{N}(\hat{\alpha}_N - \alpha_0) + o_{P^*}(1)
\]
where $\hat{\alpha}$ is some convex combination of $\hat{\alpha}_N$ and $\alpha_0$. Proceeding in the same way as in a proof for the asymptotic equicontinuity regarding $\hat{\alpha}_N^{bc}$, the last display is shown to be $o_{P^*}(1 + \sqrt{N}(\hat{\alpha}_N - \alpha_0))$ in $P^*$-probability. Next, we show weak convergence of the process $\sqrt{N}(\hat{\Phi}_{bc}(\alpha))$ at $\alpha_0 = 0$. As in the case for $\hat{\alpha}_N$, we have
\[
\sqrt{N}(\hat{\Phi}_{bc}(\alpha) - \Phi_{bc}(\alpha)) = \sqrt{N}\hat{\Phi}_{bc}(\alpha) V - \Phi_{bc}(\alpha) V = \left(\hat{\Phi}_{bc}(\alpha) + G_{\pi}^{(2)} V\right)
\]
Hence, it follows by Lemma 7.2, Lemma 4.3 and Proposition A.1 of [33] that
\[ \sqrt{N}(\hat{\alpha}_N - \alpha_0) = -\hat{G}(0)^{-1} \left\{ P_0 V^{\otimes 2} \right\}^{-1} \otimes \gamma^2(\hat{\alpha}_N - \alpha_0) + a_{P_0}^* (1) \]
in \(P^*\)-probability.

We consider bootstrap single centered calibration with \(\widehat{\alpha}_N = \widehat{\alpha}_N^{bcc}\) obtained as the solution to the equation (3.12). Define \(\Phi_{N,bcc}(\alpha) \equiv \tilde{P}_{N}^{\otimes(2)} G_{cc}(V; \alpha)(V - P_N V)\) and \(\Phi_{cc}(\alpha) \equiv P_0 G_{cc,\infty}(V; \alpha)\). Note that \(\Phi_{N,bcc}(\widehat{\alpha}_N^{bcc}) = 0\) by (3.12) and \(\Psi_{cc}(0) = 0\). We apply Lemma 7.1 for a consistency proof. For the first condition of the lemma, we have
\[
\sup_{\alpha \in \mathbb{R}^k} \left| \Phi_{N,bcc}(\hat{\alpha}_N - \alpha_0) \right| \\
\leq \sup_{\alpha \in \mathbb{R}^k} \left| \hat{P}_{N}^{\otimes(2)} - P_0 \right| G_{cc}(V; \hat{\alpha}_N - 1)(V - P_N V) \\
+ \sup_{\alpha \in \mathbb{R}^k} \left| \hat{P}_{N}^{\otimes(2)} - P_0 \right| G_{cc,\infty}(V; \alpha) \right| P_N V
\]
As in the consistency proof for \(\widehat{\alpha}_N^{bcc}\) all terms in the last display is \(a_{P_0}^* (1)\) in \(P^*\)-probability. This establishes the first condition of Lemma 7.1. The second condition of Lemma 7.1 was verified in the proof of Proposition A.1 of [32]. Thus, \(\hat{\alpha}_N \rightarrow_{P^*} \alpha_0\) in \(P^*\)-probability.

We apply Lemma 7.2 to show the asymptotic normality of \(\hat{\alpha}_N\). For the asymptotic equicontinuity condition, Taylor’s theorem yields
\[
\sqrt{N}(\Phi_{N,bcc} - \Phi_{cc})(\hat{\alpha}_N) - \sqrt{N}(\Phi_{N,bcc} - \Phi_{cc})(\alpha_0) \\
= \sqrt{N}(\hat{P}_N^{\otimes(2)} - P_0)(G_{cc}(V; \hat{\alpha}_N) - 1)(V - P_N V) \\
+ \sqrt{N}P_0(G_{cc,\infty}(V; \hat{\alpha}_N) - 1)(V - P_N V) \\
- \sqrt{N}P_0(G_{cc,\infty}(V; \hat{\alpha}_N) - 1)(V - P_0 V) \\
= (\hat{P}_N^{\otimes(2)} - P_0)\hat{G}_{cc}(V; \hat{\alpha})\tilde{\pi}_0(V)(V - P_N V)(V - P_N V)^T \sqrt{N}(\hat{\alpha}_N - \alpha_0) \\
+ P_0\hat{G}_{cc,\infty}(V; \hat{\alpha})\tilde{\pi}_0(V)(V - P_N V)(V - P_N V)^T \sqrt{N}(\hat{\alpha}_N - \alpha_0) \\
- P_0\hat{G}_{cc,\infty}(V; \hat{\alpha})\tilde{\pi}_0(V)(V - P_0 V)(V - P_0 V)^T \sqrt{N}(\hat{\alpha}_N - \alpha_0),
\]
where \(\hat{\alpha}\) is some convex combination of \(\hat{\alpha}_N\) and \(\alpha_0\). Note that \(P_N^* V \rightarrow P_0 V\), outer \(P_0^*)\)-almost surely for every subsequence \(\{N\}\) of \(\{N\}\) by Theorem 5.1 of [33] and Lemma 4.1. Proceeding in the same way as in a proof for the asymptotic equicontinuity regarding \(\hat{\alpha}_N^{bcc}\), the last display is shown to be \(a_{P_0}^* (1 + \sqrt{N}(\hat{\alpha}_N - \alpha_0))\) in \(P^*\)-probability. Next, we show weak convergence of the process \(\sqrt{N}(\Phi_{N,bcc} - \Phi_{cc})(\alpha)\) at \(\alpha_0 = 0\). It follows from Lemma 4.3 that
\[
\sqrt{N}(\Phi_{N,bcc} - \Phi_{cc})(\alpha_0) = \sqrt{N}(\hat{P}_N^{\otimes(2)} - P_N^* V) \tilde{V} \otimes G_{cc}(V),
\]
in \(P^*\)-probability. Here we used the fact that \(\hat{P}_N^{\otimes(2)} c = c, P_N^* c = c,\) for any
constant c. Thus, by Lemma 7.2 we obtain
\[
\sqrt{N}(\hat{\alpha}_N - \alpha_0) = -\hat{\Phi}_c(0)\sqrt{N}(\check{\Phi}_{N,bsc} - \check{\Phi}_c)(0) + o_{P_w^*}(1)
\]
\[
\sim -\hat{G}(0)^{-1}\{P_0\bar{\pi}_\infty(V)^{\otimes 2}\}^{-1}G^{\pi,(2)}V
\]
in $P^*$-probability.

We consider bootstrap single calibration with $\hat{\alpha}_N = \hat{\alpha}_{bscc}^N$ obtained as the solution to the equation (3.11). Define $\check{\Phi}_{N,bsc}(\alpha) = \hat{\pi}_N^{\pi,(2)}G_c(V; \alpha)V - \pi^\alpha V$ and $\Phi_c(\alpha) = P_0(G_c(V; \alpha) - 1)V$. Note that $\check{\Phi}_{N,bsc}(\hat{\alpha}_N) = 0$ by (3.11) and $\Psi_c(0) = 0$. We apply Lemma 7.1 for a consistency proof. For the first condition of the lemma, we have
\[
\sup_{\alpha \in \mathbb{R}^k} \left| \check{\Phi}_{N,bsc}(\alpha) - \Phi_c(\alpha) \right| \leq \sup_{\alpha \in \mathbb{R}^k} \left| (\hat{\pi}_N^{\pi,(2)} - P_0)G_c(V; \alpha)V \right|
\]
\[
+ \sup_{\alpha \in \mathbb{R}^k} \left| (\check{\pi}_N^{\pi} - P_0)V \right|
\]
\[
+ \sup_{\alpha \in \mathbb{R}^k} \left| P_0\{G_c(V; \alpha)V - G_c,\infty(V; \alpha)V\} \right|.
\]
The first and third terms in the last display are $o_{P_w^*}(1)$ in $P^*$-probability by a similar argument in the consistency proof for $\hat{\alpha}_{bscc}^N$. The second term is also $o_{P_w^*}(1)$ in $P^*$-probability by Theorem 5.1 of [33] and Lemma 4.1. This verifies the first condition. The second condition was verified in the proof of Proposition A.1 of [32]. This proves the consistency $\hat{\alpha}_N \rightarrow_{P_w^*} \alpha_0$ in $P^*$-probability.

We apply Lemma 7.2 to show the asymptotic normality of $\hat{\alpha}_N$. For the asymptotic equicontinuity condition, Taylor’s theorem yields
\[
\sqrt{N}(\check{\Phi}_{N,bsc} - \Phi_c)(\check{\alpha}_N) = \sqrt{N}(\check{\pi}_N^{\pi,(2)} - P_0)(G_c(V; \check{\alpha}_N) - 1)V + \sqrt{N}P_0(G_c(V; \hat{\alpha}_N) - 1)V
\]
\[
- \sqrt{N}P_0\{G_c,\infty(V; \hat{\alpha}_N) - 1\}V
\]
\[
= (\check{\pi}_N^{\pi,(2)} - P_0)\hat{G}_c(V; \hat{\alpha}_N)^{\otimes 2}\sqrt{N}(\hat{\alpha}_N - \alpha_0)
\]
\[
+ P_0\hat{G}_c(V; \hat{\alpha}_N)^{\otimes 2}\sqrt{N}(\hat{\alpha}_N - \alpha_0) - P_0\hat{G}_c,\infty(V; \hat{\alpha}_N)^{\otimes 2}\sqrt{N}(\hat{\alpha}_N - \alpha_0),
\]
where $\hat{\alpha}$ is some convex combination of $\hat{\alpha}_N$ and $\alpha_0$. Proceeding in the same way as in a proof for the asymptotic equicontinuity regarding $\hat{\alpha}_{bscc}^N$, the last display is shown to be $o_{P_w^*}(1 + \sqrt{N}(\hat{\alpha}_N - \alpha_0))$ in $P^*$-probability. Next, we show weak convergence of the process $\sqrt{N}(\check{\Phi}_{N,bsc} - \Phi_c)(\alpha)$ at $\alpha_0 = 0$. As in the case for $\hat{\alpha}_{bscc}^N$ we have
\[
\sqrt{N}(\check{\Phi}_{N,bsc} - \Phi_c)(\alpha_0) = \sqrt{N}(\check{\pi}_N^{\pi,(2)} - \check{\pi}_N^{\pi})V \sim G^{\pi,(2)}V,
\]
in $P^*$-probability. Hence, it follows by Lemma 7.2 that
\[
\sqrt{N}(\hat{\alpha}_N - \alpha_0) = -\check{\Phi}_c(0)\sqrt{N}(\check{\Phi}_{N,bsc} - \check{\Phi}_c)(0) + o_{P_w^*}(1)
\]
\[
\sim -\hat{G}(0)^{-1}\{P_0V^{\otimes 2}\}^{-1}G^{\pi,(2)}V
\]
in $P^*$-probability.
The following is the bootstrap version of Theorem 5.9 of [41].

**Lemma 7.1.** Let $\Theta$ be a parameter space with semimetric $d$. Let $\Psi_n(\theta)$ be random vector valued functions on $\Theta$ and let $\Psi$ be a fixed vector-valued function on $\Theta$ such that for every $\epsilon > 0$

$$\sup_{\theta \in \Theta} |\Psi_n(\theta) - \Psi(\theta)| = o_{P^*}(1), \quad \text{in } P^*\text{-probability},$$

$$\inf_{\theta : d(\theta, \theta_0) \geq \epsilon} |\Psi(\theta)| > 0 = |\Psi(\theta_0)|.$$  

Then any sequence of estimators $\hat{\theta}_n$ such that $\Psi_n(\hat{\theta}_n) = o_{P^*}(1)$ in $P^*$-probability is consistent for $\theta_0$ in $P^*$-probability.

**Proof.** A proof is essentially the same as that of Theorem 5.9 of [41] and omitted. \qed

The following is the bootstrap version of Theorem 3.3.1 of [42].

**Lemma 7.2.** Let $\Theta$ be a parameter space with semimetric $d$. Let $\Psi_n$ and $\Psi$ be random and fixed maps, respectively, from $\Theta$ to a Banach space such that $\sqrt{n}(\Psi_n - \Psi)(\hat{\theta}_n) = o_{P^*}(1 + \sqrt{n}d(\hat{\theta}_n, \theta_0))$ in $P^*$-probability and such that $\sqrt{n}(\Psi_n - \Psi)(\theta_0) \Rightarrow Z$ in $P^*$-probability where $Z$ is a tight random element. Let $\theta \mapsto \Psi(\theta)$ be Fréchet differentiable at $\theta_0$ with a continuously invertible derivative $\hat{\Psi}^{-1}_{\theta_0}$. If $\Psi(\theta_0) = 0$ and $\hat{\theta}_n$ satisfies $\Psi_n(\hat{\theta}_n) = o_{P^*}(n^{-1/2})$ in $P^*$-probability and consistent for $\theta_0$, then

$$\sqrt{n}\Psi_n(\hat{\theta}_n - \theta_0) = -\sqrt{n}(\Psi_n - \Psi)(\theta_0) + o_{P^*}(1),$$

$$\sqrt{n}(\hat{\theta}_n - \theta_0) \Rightarrow -\hat{\Psi}^{-1}_{\theta_0}Z, \quad \text{in } P^*\text{-probability.}$$

**Proof.** A proof is essentially the same as that of Theorem 3.3.1 of [42] and omitted. \qed

### 7.2.3. Phase I Bootstrap

We present several results concerning the uncentered bootstrap empirical process with independent bootstrap weights (see Lemma 4.2). We first consider the uncentered version of the conditional multiplier central limit theorem. This requires the (conditional) finite dimensional convergence of $n^{-1/2} \sum_{i=1}^n w_i \delta_{X_i}$ (compare the following lemma with Lemma 2.9.5 of [42]).

**Lemma 7.3.** Let $Y_1, Y_2, \ldots., \text{ be i.i.d. random vectors with } E|Y_i|^2 < \infty$ independent of the i.i.d. $w_1, w_2, \ldots.,$ with $Ew_i = 0$ and $Ew_i^2 = c^2 > 0$. Then, conditionally on $Y_1, Y_2, \ldots.,$

$$\frac{1}{\sqrt{n}} \sum_{i=1}^n w_i Y_i \Rightarrow N(0, c^2 EY_1^2 \otimes 2),$$

for almost every sequence $Y_1, Y_2, \ldots..$
Proof. We apply the Lindeberg central limit theorem. Note that \( \mu_i \equiv E_w w_i Y_i = 0 \) and \( \sigma_i^2 \equiv E_w w_i Y_i \{ w_i Y_i \} = c^2 Y_i^2 \) where \( E_w \) denotes the expectation with respect to \( w \). Thus, \( n^{-1} s d_n^2 \equiv n^{-1} \sum_{i=1}^n \sigma_i^2 \to c^2 E Y_1^2 \), for almost all sequences by the strong law of large numbers. For every \( \epsilon > 0 \),

\[
 n^{-1} \sum_{i=1}^n |Y_i|^2 E w_i w_i \{ |w_i| |Y_i| > \epsilon \sqrt{n} \} 
\leq n^{-1} \sum_{i=1}^n |Y_i|^2 E w_i w_i \{ |w_i| \max_{1 \leq j \leq n} |Y_j| > \epsilon \sqrt{n} \} \to 0,
\]

for almost all sequences, because \( E|Y_i|^2 < \infty \) implies \( \max_{1 \leq i \leq n} |Y_i| / \sqrt{n} \to 0 \) for almost all sequences. This completes the proof. \( \square \)

The next lemma concerns integrability of the empirical process when the \( L_2(P_0) \)-metric is used. This lemma is used to prove the uncentered conditional multiplier central limit theorem (Lemma 4.2).

**Lemma 7.4.** Let \( \mathcal{F} \) be a \( P_0 \)-Donsker class with \( \| P_0 \|_\mathcal{F} < \infty \). Let \( X_1, X_2, \ldots \) be i.i.d. \( P_0 \), independent of i.i.d. Rademacher variables \( \epsilon_1, \epsilon_2, \ldots \). Define the process \( \hat{G}_n = n^{1/2} \sum_{i=1}^n \epsilon_i \delta X_i \). Let \( \rho(f, g) = \rho(P_0(f - g)^2)^{1/2} \) and \( \mathcal{F}_3 = \{ f - g : \rho(f, g) < \delta, f, g \in \mathcal{F} \} \). Then \( E^* \| \hat{G}_n \|_{\mathcal{F}_3} \to 0 \) for every \( \delta_n \downarrow 0 \).

**Proof.** Since \( \mathcal{F} \) is Donsker with \( \| P_0 \|_\mathcal{F} < \infty \), it follows from Corollary 2.9.4 of [42] that \( \hat{G}_n \) weakly converges to the Brownian motion process in \( \ell^\infty(\mathcal{F}) \) and \( \hat{G}_n \) is asymptotically equicontinuous in probability with respect to the \( L_2(P_0) \)-metric \( \rho \). Moreover, \( \mathcal{F} \) possesses an envelope \( F \) with \( P(F > x) = o(x^{-2}) \) by Corollary 2.3.13 of [42]. This implies that \( P(\| \epsilon_1 \delta X_1 \|_\mathcal{F} > x) = P(F > x) = o(x^{-2}) \). In view of Problem 2.3.3 of [42], this implies \( E^* \max_{1 \leq i \leq n} \| \epsilon_i \delta X_i \|_\mathcal{F} / \sqrt{n} \to 0 \). It follows from the triangle inequality that the same is true with \( F \) replaced by \( \mathcal{F}_3 \). Because asymptotic equicontinuity in probability implies \( \| \hat{G}_n \|_{\mathcal{F}_3} \to_P 0 \) for every \( \delta_n \downarrow 0 \), the sequence of quantile functions of \( \hat{G}_n \) converges to zero point-wise. Apply the Hoffmann-Jørgensen inequality (see A.1.5 of [42]) to obtain the desired result. \( \square \)

We prove the uncentered conditional multiplier central limit theorem.

**Proof of Lemma 4.2.** The sequence \( \hat{G}_n \) converges to a \( c \) times a \( P_0 \)-Brownian motion process \( \hat{G} \) in \( \ell^\infty(\mathcal{F}) \) by Corollary 2.9.4 of [42], and thus it is asymptotically measurable.

A Donsker class \( \mathcal{F} \) is totally bounded for the \( L_2(P_0) \) metric since \( \| P_0 \|_\mathcal{F} < \infty \) (Problem 2.1.1 of [42]). For each fixed \( \delta > 0 \) and \( f \in \mathcal{F} \), let \( \Pi_\delta f \) denote a closest element in a given finite \( \delta \)-net for \( \mathcal{F} \). By continuity of the limit process \( \hat{G} \), we have \( \hat{G} \circ \Pi_\delta \to \hat{G} \) almost surely as \( \delta \downarrow 0 \). Hence it follows that

\[
 \sup_{h \in \mathcal{B} \mathcal{L}_1} |E h(c \hat{G} \circ \Pi_\delta) - E h(c \hat{G})| \to 0, \quad \delta \downarrow 0.
\]
Also, it follows from Lemma 7.3 that for every fixed $\delta > 0$

$$\sup_{h \in BL_1} |E_w h(\tilde{G}_n \circ \Pi_\delta) - Eh(c \tilde{G} \circ \Pi_\delta)| \to 0, \quad n \to \infty,$$

for almost every sequence $X_1, X_2, \ldots$ as in a proof of Theorem 2.9.6 of [42] where $E_w$ denotes the expectation with respect to $w$. Next,

$$\sup_{h \in BL_1} |E_w h(\tilde{G}_n \circ \Pi_\delta) - E_w h(\tilde{G}_n)| \leq E_w \|\tilde{G}_n \circ \Pi_\delta - \tilde{G}_n\|_F \leq E_w \|\tilde{G}_n\|_{\mathcal{F}_s},$$

where $\mathcal{F}_\delta = \{f - g : f, g \in \mathcal{F}, P_0(f - g)^2 < \delta^2\}$. Thus, the outer expectation of the left side is bounded above by $E^*\|\tilde{G}_n\|_{\mathcal{F}_s}$.

Since $\|w_1\|_{2,1} < \infty$ implies $Ew_1^2 < \infty$, we have $E \max_{1 \leq i \leq n} |w_i|/\sqrt{n} \to 0$. Thus, taking a limit on $n$ on both sides of the second part of the multiplier inequality in Lemma 2.9.1 of [42] yields

$$\lim_{n \to \infty} E^* \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^n w_i \delta X_i \right\|_{\mathcal{F}_s} \leq 2\sqrt{2} \|w_1\|_{2,1} \sup_{n \leq k} \left\| \frac{1}{\sqrt{k}} \sum_{i=1}^k \epsilon_i \delta X_i \right\|_{\mathcal{F}_s},$$

for every $n_0$ and $\delta > 0$ where $\epsilon_i$ are i.i.d. Rademacher random variables independent of $w_i$ and $X_i$. The left hand side of the inequality converges to zero as $n_0 \to \infty$ because $\lim_{k \to \infty} E\|\tilde{G}_k\|_{\mathcal{F}_s} = 0$ as $\delta \to 0$ by Lemma 7.4 where $\tilde{G}_k = n^{-1/2} \sum_{i=1}^n \epsilon_i \delta X_i$. Combining this with the previous display with the triangle inequality yields the first part of the claim.

For the second part of the claim, the proof of the first part applies except that it must be argued that $E_w \|\tilde{G}\|_{\mathcal{F}_s}$ converges to zero outer almost surely as $n \to \infty$ followed by $\delta \downarrow 0$. Since $P_0\|f - P_0f\|_F^2 < \infty$ and $\|P_0\|_F < \infty$ implies

$$P_0\|f(X_1)\|_F^2 \leq P_0\|f(X_1) - P_0f + P_0f\|_F^2 \leq P_0\{\|f(X_1) - P_0f\|_F^2 + \|P_0f\|_F^2 + 2\|f - P_0f\|_F\|P_0f\|_F\} < \infty,$$

it follows from Corollary 2.9.9 of [42] that

$$\lim \sup_{n \to \infty} E_w \|\tilde{G}_n\|_{\mathcal{F}_s} \leq 6\sqrt{2} \lim \sup_{n \to \infty} E^* \|\tilde{G}_n\|_{\mathcal{F}_s},$$

almost surely. The right-hand side decreases to zero as $\delta \downarrow 0$ as shown above. To see that the sequence $E_w h(\tilde{G}_n)$ is strongly asymptotically measurable, obtain first by the same proof, but with a star added, that

$$|E_w h(\tilde{G}_n)^* - Eh(c \tilde{G})| \to_{as^*} 0.$$ 

The same proof also shows that this is true with a lower star. Thus, the sequence $E_w h(\tilde{G}_n)^* - h(\tilde{G}_n)^*$ converges to zero almost surely.

Since we condition on $X_1, X_2, \ldots$, and $W^{(1)}_{N_1}, W^{(1)}_{N_2}, \ldots$, in the proof of Theorem 4.2, the following lemma allows us to freely apply Lemma 4.3.
Lemma 7.5. Let $\mathcal{F}$ be a $P_0$-Donsker class with $\|P_0\|_F < \infty$. Let $X_1, \ldots, X_n$ be i.i.d. $P_0$. Let $w_1, \ldots, w_n$ be i.i.d. $P_W$ with $Ew_1 = 1$, $\text{Var}(w_1) = c^2 < \infty$ and $\|w_1\|_{2,1} < \infty$ that are independent of $X_1, \ldots, X_n$. Then the class of functions $\mathcal{F}_W = \{g : g(x, w) = wf(x), f \in \mathcal{F}\}$ is $P_0 \times P_W$-Donsker.

Proof. Define the empirical process $G_n = n^{-1/2} \sum_{i=1}^{n} (\delta_{X_i} - P_0)$. Note that for $g(x, w) = wf(x) \in \mathcal{F}_W$,

$$G_n g = n^{-1/2} \sum_{i=1}^{n} (\delta_{X_i} - P_0) f + n^{-1/2} \sum_{i=1}^{n} (w_i - 1)(\delta_{X_i} - P_0) f + n^{-1/2} \sum_{i=1}^{n} (w_i - 1)P_0 f.$$

Thus in view of Corollary 2.9.4 of [42],

$$G_n \Rightarrow G + cG' + cZ_0P_0, \text{ in } \ell^\infty(\mathcal{F}_W),$$

where $G$ and $G'$ are independent Brownian bridge processes that are independent of the standard normal random variable $Z_0$.

Several results (Lemmas 7.3-7.5) regarding the uncentered conditional multiplier central limit theorem provide useful tools to study the phase I bootstrap IPW empirical process. We first prove a Glivenko-Cantelli theorem for the phase I bootstrap IPW empirical process.

Lemma 7.6. Let $\mathcal{F}$ be a $P_0$-Glivenko-Cantelli class with $\|P_0\|_F < \infty$. Then

$$\|\hat{P}_{N,1}^{\pi} - P_N^{\pi}\|_F \rightarrow_{P_0} 0,$$

$$\|\hat{P}_{N,1}^{\pi}.\# - P_N^{\pi}\|_F \rightarrow_{P_0} 0, \text{ in } P^*-probability.$$

where $\# \in \{c, cc\}$.

The same holds if we replace $P_N^{\pi}$ by $P_N^{\pi.\#}$ or $P_0$.

Proof. Note that $X_{j,i}, i = 1, \ldots, N_j$, with $\xi_{j,i} = 1$ are i.i.d. $P_{0j}$. Thus, conditionally on $\xi$ we can view the sample in the $j$th stratum as the i.i.d. sample of size $n_j$. In the following we proceed conditionally on $\xi$ and then take expectation with respect to $\xi$ for bootstrap order notations. Since conditional probabilities given $\xi$ is bounded, the unconditional order notations follow by Vitali’s theorem. Hence we do not explicitly discuss the step from conditional to unconditional arguments.

Note that the decomposition of the phase I bootstrap IPW empirical process is given by $\hat{P}_{N,1}^{\pi} = \sum_{j=1}^{J} (N_j/N)(\hat{P}_{j,n_j}^{\xi}\# - P_{j,n_j}^{\xi})$. The triangle inequality yields

$$\|\hat{P}_{N,1}^{\pi} - P_N^{\pi}\|_F \leq \sum_{j=1}^{J} \|\hat{P}_{j,n_j}^{\xi}\# - P_{j,n_j}^{\xi}\|_F.$$
Fix $j$. Let $\overline{W}^{(1)}_{j} = n_j^{-1} \sum_{i=1}^{N_j} W^{(1)}_{j,i}$. We have

$$\frac{\overline{\xi}^{(1)}_{j,n_j} - \overline{\xi}^{(1)}_{j,n_j}}{\overline{\nu}^{(1)}_{j,n_j}} = \overline{W}^{(1)}_{j} \left( \frac{1}{n_j} \sum_{i=1}^{N_j} W^{(1)}_{j,i} \xi_{j,i} \delta_{X_{j,i}} - \frac{1}{n_j} \sum_{i=1}^{N_j} \xi_{j,i} \delta_{X_{j,i}} \right) + \overline{W}^{(1)}_{j} - 1 \frac{1}{n_j} \sum_{i=1}^{N_j} \xi_{j,i} (\delta_{X_{j,i}} - P_{0j}) + (\overline{W}^{(1)}_{j} - 1) P_{0j}. \tag{7.18}$$

Note that $\sum_{i=1}^{N_j} W^{(1)}_{j,i} \xi_{j,i} / \overline{W}^{(1)}_{j} = n_j$ and that $\max_{1 \leq i \leq n_j} W^{(1)}_{j,i} / n_j \rightarrow P_{w}$ 0 since $E|W^{(1)}_{j,i}| < \infty$ for all $i$. Thus, we can apply Theorem 3.3 of [43] to obtain

$$\left\| \frac{1}{n_j} \sum_{i=1}^{N_j} \frac{W^{(1)}_{j,i}}{\overline{W}^{(1)}_{j}} \xi_{j,i} \delta_{X_{j,i}} - \frac{1}{n_j} \sum_{i=1}^{N_j} \xi_{j,i} \delta_{X_{j,i}} \right\|_{\mathcal{F}} = o_{P_{w}}(1), \text{ in } P^{*}\text{-probability.}$$

Since $\overline{W}^{(1)}_{j} = O_{P_{w}}(1)$, the first term in (7.18) is $o_{P_{w}}(1)$ in $P^{*}\text{-probability}$. For the second term, the Glivenko-Cantelli theorem yields that $n_j^{-1} \sum_{i=1}^{N_j} \xi_{j,i} \delta_{X_{j,i}} - P_{0j} \|_{\mathcal{F}} \rightarrow 0$, $P^{*}$-almost surely. Since $\overline{W}^{(1)}_{j} \rightarrow P_{w}$ 1 by the law of large numbers, the second term in (7.18) is $o_{P_{w}}(1)$ in $P^{*}\text{-probability}$. So is the third term in (7.18) because $\|P_{0j}\|_{\mathcal{F}} < \infty$. To see this, notice that Jensen’s inequality yields

$$\|P_{0j}\|_{\mathcal{F}} \leq \nu_j^{-1} E^{*} \|\delta_{X} I_{V_{j}}(V) - \nu_j P_{0j}\|_{\mathcal{F}} + \nu_j^{-1} E^{*} \|\delta_{X} I_{V_{j}}(V)\|_{\mathcal{F}}$$

$$\leq \nu_j^{-1} E^{*} \left\| \sum_{j=1}^{J} \left( \delta_{X} I_{V_{j}}(V) - \nu_j P_{0j} \right) \right\|_{\mathcal{F}} + \nu_j^{-1} E^{*} \|\delta_{X}\|_{\mathcal{F}}$$

$$= \nu_j^{-1} E^{*} \|f - P_{0} f\|_{\mathcal{F}} + \nu_j^{-1} E^{*} \|\delta_{X}\|_{\mathcal{F}}.$$ 

Because $\mathcal{F}$ is $P_{0}$-Glivenko-Cantelli and $\|P_{0}\|_{\mathcal{F}} < \infty$, it follows from the result of Problem 2.4.1 of [42] that both terms in the last display are bounded.

We consider $\|P^{\pi}_{w} - P^{\pi}\|_{\mathcal{F}}$. Note that $\mathcal{F} \equiv \{ G_{c}(\cdot; \alpha) f : f \in \mathcal{F}, \alpha \in \mathbb{R}^{k} \}$ is $P_{0}$-Glivenko-Cantelli by the Glivenko-Cantelli preservation theorem (Theorem 3, [40]). We have

$$\left\| \hat{\pi}_{N,c}^{(1),bc} - P^{\pi}_{N,c} \right\|_{\mathcal{F}} = \left\| (\hat{\pi}_{N}^{(1)} - P^{\pi}_{N}) G_{c}(V; \hat{\delta}_{N} f) \right\|_{\mathcal{F}} \leq \left\| \hat{\pi}_{N}^{(1)} - P^{\pi}_{N} \right\|_{\mathcal{F}}.$$ 

The last term is $o_{P_{w}}(1)$ in $P^{*}\text{-probability}$ by the result we just established above. Because $\|P^{\pi}_{N} - P_{0}\|_{\mathcal{F}} = o_{P_{w}}(1)$ and $\|P^{\pi}_{N,\#} - P_{0}\|_{\mathcal{F}} = o_{P_{w}}(1)$ in $P^{*}\text{-probability}$ by Theorem 5.1 of [33] and Lemma 4.1, the triangle inequality yields the desired results when replacing $P^{\pi}_{N}$ by $P^{\pi}_{N}, P^{\pi}_{N,\#}$ or $P_{0}$. The other case is similar. This completes the proof.

Next, we prove conditional weak convergence of the phase I bootstrap IPW empirical process.
Lemma 7.7. Let $\mathcal{F}$ be a Donsker class with $\|P_0\|=\infty$. Then,

$$\tilde{G}^{\pi(1)}_N \rightsquigarrow \sum_{j=1}^{J} \frac{\nu_j}{2 - p_j} \tilde{G}^{(1)}_j,$$

in $\ell^\infty(\mathcal{F})$, where the $P_{0j}$-Brownian motion processes $\tilde{G}^{(1)}_j$ are all independent.

The same holds when $\tilde{G}^{\pi(1)}_N$ is replaced by $\tilde{G}^{\pi,(1),b#}_N$ with $b \in \{c,cc\}$.

Proof. As in the proof of Lemma 7.6, we proceed by conditioning on $\xi$ and then take expectations with respect to $\xi$.

First, we prove the claim for $\tilde{G}^{\pi(1)}_N$. Recall the decomposition of the phase I bootstrap IPW empirical process given by

$$\tilde{G}^{\pi(1)}_N = \sum_{j=1}^{J} \sqrt{\frac{N_j}{N}} \sqrt{\frac{N_j}{n_j}} \tilde{G}^{\pi(1)}_{j,n_j},$$

where $\tilde{G}^{\pi(1)}_{j,n_j} = n_j^{-1/2} \sum_{i=1}^{N_j}(W^{(1)}_{N_j,j,i} - 1)\xi_{j,i}$. Note that $\tilde{W}^{(1)}_{N_j,j,i} = W^{(1)}_{N_j,j,i} - 1$ has mean zero and variance $c_j^2$ satisfying $\|\tilde{W}^{(1)}_{N_j,j,i}\|_{2,1} < \infty$ in view of Problem 2.9.2 of [42]. Because we showed $\|P_{0j}\|_{\infty} < \infty$ for $j = 1, \ldots, J$, in the proof of Lemma 7.6, it follows from the uncentered conditional multiplier central limit theorem (Lemma 4.2) applied to each of the phase I bootstrap IPW empirical processes $\tilde{G}^{\pi(1)}_{j,n_j}$ for the $j$th stratum $j = 1, \ldots, J$, that

$$\tilde{G}^{\pi(1)}_{j,n_j} \rightsquigarrow c_j(G^{(1)}_j + Z_j P_{0j}) \quad \text{in } \ell^\infty(\mathcal{F}),$$

in $P^*$-probability where $G^{(1)}_j$ is a $P_{0j}$-Brownian bridge process independent of the standard normal random variables $Z_j$. The seminorm for asymptotic equicontinuity is $\rho_j^{(1)}(f,g) = \{P_{0j}(f - g)^2\}^{1/2}$. Note that $G^{(1)}_j$ and $Z_j$, $j = 1, \ldots, J$, are all independent and that $G^{(1)}_j + Z_j P_{0j}$ are $P_{0j}$-Brownian motion processes. Hence

$$\tilde{G}^{\pi(1)}_N \rightsquigarrow \sum_{j=1}^{J} \frac{\nu_j}{2 - p_j} (G^{(1)}_j + Z_j P_{0j}) = \sum_{j=1}^{J} \frac{\nu_j}{2 - p_j} (G^{(1)}_j + Z_j P_{0j}),$$

in $\ell^\infty(\mathcal{F})$ in $P^*$-probability.

Next, we prove the claim for $\tilde{G}^{\pi,(1),b#}_N$. Other cases are similar. For a finite-dimensional convergence, we have for $f \in \mathcal{F}$ that

$$\tilde{G}^{\pi,(1),b#}_N f = \tilde{G}^{\pi(1)}_N f + (\tilde{G}^{\pi,(1),b#}_N - \tilde{G}^{\pi(1)}_N) f = \tilde{G}^{\pi(1)}_N f + (\tilde{P}^{\pi,(1)}_N - P^{\pi}_N)\hat{G}_C(V; \hat{\alpha}) f + \sqrt{\tilde{N}(\hat{\alpha}^c_N - \alpha_0)}$$

where $\hat{\alpha}$ is some convex combination of $\hat{\alpha}^c_N$ and $\alpha_0$. It follows from Lemma 7.6, Proposition A.1 of [32] and Lemma 4.1 that the second term is $o_{P^*_N}(1)$ in
$P^*$-probability. For asymptotic equicontinuity, let $h_N \in F_N \equiv \{f - g : f, g \in F, \sum_{j=1}^{\gamma} f_j^{(1)}(f, g) \leq \delta_N\}$ for an arbitrary sequence $\delta_N \downarrow 0$. We have by the triangle inequality and Taylor’s theorem that $\|\hat{\mathcal{G}}_{\pi, (1), bc}\|_{F_N}$ is bounded by

$$\|\mathcal{G}_{\pi, (1)}\|_{F_N}^3 + \|(\hat{\mathcal{G}}_{\pi, (1)} - \mathcal{G}_{\pi})\hat{G}_c(V; \hat{\alpha})h_NV^T\|_{F_N} \sqrt{N(\hat{\alpha}_N - \alpha_0)},$$

where $\hat{\alpha}$ is some convex combination of $\hat{\alpha}_N$ and $\alpha_0$. The first term in the last display is $o_{P^*}(1)$ in $P^*$-probability because of the asymptotic equicontinuity of $\mathcal{G}_{\pi, (1)}$. The second term is also $o_{P^*}(1)$ in $P^*$-probability by the Glivenko-Cantelli preservation theorem [40], Lemma 7.6, Proposition A.1 of [32] and Lemma 4.1 as above. This completes the proof. \hfill \Box

### 7.2.4. Phase II Bootstrap

We present results concerning the bootstrap empirical process based on [15] and [2] with the phase II bootstrap weights only (see Lemma 4.3). We first prove the Glivenko-Cantelli theorem for the phase II bootstrap IPW empirical processes.

**Lemma 7.8.** Let $F$ be a $P_0$-Glivenko-Cantelli class. Then

$$\|\hat{\mathcal{P}}_{\pi, (2)}^{(1)} - \mathcal{P}_{\pi}^*\|_F \to P_0 \hat{0}, \text{ in } P^*\text{-probability.}$$

Suppose moreover that $\|P_0\|_F < \infty$. Then

$$\|\hat{\mathcal{P}}_{\pi, (2)}, *# - \mathcal{P}_{\pi}^*\|_F \to P_0 \hat{0}, \text{ in } P^*\text{-probability}$$

where $* \in \{b, bs\}$ and $# \in \{c, cc\}$.

The statements above hold if we replace $\mathcal{P}_{\pi}^*$ by $\mathcal{P}_{\pi}^{*, #}$ or $P_0$.

**Proof.** The first statement was proved in [30] (Theorem 7.1.1) and [31] (Lemma 4.1).

We consider $\|\hat{\mathcal{P}}_{\pi, (2), bc} - \mathcal{P}_{\pi}^*\|_F$. Other cases are similar. Note that $\hat{F}_1 = \{g(x, v) = G_c(v, \alpha)f(x) : f \in F, \alpha \in \mathbb{R}^k\}$ and $\hat{F}_2 = \{g(x, v) = \hat{G}_c(v, \alpha)v^T f(x) : f \in F, \alpha \in \mathbb{R}^k\}$ are $P_0$-Glivenko-Cantelli by the Glivenko-Cantelli preservation theorem (Theorem 3, [40]). Taylor’s theorem yields

$$\|\hat{\mathcal{P}}_{\pi, (2), bc} - \mathcal{P}_{\pi}^*\|_F \leq \left\|\left(\hat{\mathcal{P}}_{\pi, (2)} - \mathcal{P}_{\pi}^*\right)G_c(V; \hat{\alpha}_N)\hat{f}\right\|_F + \left\|\mathcal{P}_{\pi}^* \hat{G}_c(V; \hat{\alpha})V^T f(\hat{\alpha}_N - \alpha_0)\right\|_F$$

$$\leq \left\|\hat{\mathcal{P}}_{\pi, (2)} - \mathcal{P}_{\pi}^*\right\|_{\hat{F}_1} + \left\|\mathcal{P}_{\pi}^* - P_0\right\|_{\hat{F}_2} \left\|\hat{\mathcal{P}}_{\pi, bc} - \mathcal{P}_{\pi}^*\right\|_{\hat{F}_2}(\hat{\alpha}_N - \alpha_0)$$

where $\hat{\alpha}$ is some convex combination of $\hat{\alpha}_N$ and $\alpha_0$. The first term in the last display is $o_{P^*}(1)$ in $P^*$-probability by the first part of the theorem. The second term is also $o_{P^*}(1)$ in $P^*$-probability because $\|\mathcal{P}_{\pi}^* - P_0\|_{\hat{F}_2}$ is $o_{P^*}(1)$ in $P^*$-probability by Theorem 5.1 of [33] and Lemma 4.1, and the facts that $\|P_0\|_{\hat{F}_2} < \infty$.
\( \infty \) and that \( \hat{\alpha}_N^{bc} - \alpha_0 = o_{P_*}(1) \) in \( P_* \)-probability by Proposition 7.1. The last statement holds by the triangle inequality.

We prove weak convergence of the phase II bootstrap IPW empirical processes.

**Proof of Lemma 4.3.** The first statement was proved in [30] (Theorem 7.3.1) and [31] (Lemma 4.1).

For bootstrap calibrations, we prove the claim for \( \tilde{\alpha}_N^{\pi,(2),bc} \). The case for \( \tilde{\alpha}_N^{\pi,(2),bcc} \) is similar. Let \( \hat{\alpha}_N = \tilde{\alpha}_N^{bc} \) and \( \hat{\alpha}_N = \hat{\alpha}_N^{bc} \). We have

\[
\tilde{\alpha}_N^{\pi,(2),bc} f = \tilde{\alpha}_N^{\pi,(2)} f + \sqrt{N} \tilde{\alpha}_N^{\pi,2}(G_c(V; \hat{\alpha}_N) - 1)f - \sqrt{N} \tilde{\alpha}_N^{\pi,2}(G_c(V; \hat{\alpha}_N) - 1)\hat{\alpha}_N f
\]

\[
= \tilde{\alpha}_N^{\pi,(2)} f + \sqrt{N} \tilde{\alpha}_N^{\pi,2}(G_c(V; \hat{\alpha}_N) - G_c(V; \hat{\alpha}_N))f + \sqrt{N} (\tilde{\alpha}_N^{\pi,(2)} - \tilde{\alpha}_N^{\pi,2})(G_c(V; \hat{\alpha}_N) - 1)f.
\]

(7.19)

The first term in the last display converges to \( G^\pi f \) in \( P_* \)-probability. The second term can be written as

\[
\sqrt{N} \tilde{\alpha}_N^{\pi,2}(G_c(V; \hat{\alpha}_N) - G_c(V; \hat{\alpha}_N))f = \tilde{\alpha}_N^{\pi,2}(G_c(V; \hat{\alpha}_N) - \alpha_0)\tilde{\alpha}_N f
\]

where \( \hat{\alpha} \) is some convex combination of \( \hat{\alpha}_N \) and \( \hat{\alpha}_N \). Consistency of \( \hat{\alpha}_N \) and \( \hat{\alpha}_N \) for \( \alpha_0 \) in \( P_* \)-probability implies consistency of \( \hat{\alpha} \) for \( \alpha_0 \) in \( P_* \)-probability. It follows from Theorem 5.1 of [33] and Lemma 4.1 that

\[
\tilde{\alpha}_N^{\pi,2}(G_c(V; \hat{\alpha}_N) - \alpha_0)\tilde{\alpha}_N f = P\tilde{G}_c(V; \hat{\alpha}_N)\tilde{\alpha}_N f + o_{P_*}(1), \text{ in } P_* \text{-probability.}
\]

As in the consistency proof for \( \hat{\alpha}_N^{bc} \) in Proposition 7.1 we can show that \( P\tilde{G}_c(V; \hat{\alpha}_N)\tilde{\alpha}_N f = P\tilde{G}_c(V; \hat{\alpha}_N)\tilde{\alpha}_N f + o_{P_*}(1) \) in \( P_* \)-probability. Thus, it follows from Proposition 7.1 that the second term in (7.19) converges to \(-\sum_{j=1}^f \sqrt{p_j}/\sqrt{1 - p_j}/p_j\tilde{G}_j Q_c f\) in \( P_* \)-probability. The third term in (7.19) is \( o_{P_*}(1) \) in \( P_* \)-probability by proceeding in the same way as in the consistency proof for \( \hat{\alpha}_N^{bc} \) in Proposition 7.1 using Taylor’s theorem. This verifies the finite-dimensional convergence. For asymptotic equicontinuity, proceed in the same way as in the proof of Lemma 7.7.

For bootstrap single calibrations, we prove the claim for \( \tilde{\alpha}_N^{\pi,(2),bcc} \). The case for \( \tilde{\alpha}_N^{\pi,(2),bcc} \) is similar. We have by Taylor’s theorem that

\[
\tilde{\alpha}_N^{\pi,(2),bcc} f = \tilde{\alpha}_N^{\pi,(2),bcc} f - \tilde{\alpha}_N^{\pi,(2),bcc} f + \tilde{\alpha}_N^{\pi,(2),bcc} f
\]

\[
= \tilde{\alpha}_N^{\pi,(2),bcc} f + \sqrt{N} (\tilde{\alpha}_N^{\pi,(2),bcc} - \tilde{\alpha}_N^{\pi,(2),bcc}) f
\]

\[
= \tilde{\alpha}_N^{\pi,(2),bcc} f + \sqrt{N} (\tilde{\alpha}_N^{\pi,(2),bcc} - \tilde{\alpha}_N^{\pi,(2),bcc}) f
\]

where \( \hat{\alpha} \) is some convex combination of \( \alpha_0 \) and \( \hat{\alpha}_N^{bc} \). Apply the bootstrap Glivenko-Cantelli theorem (Theorem 4.1) and Proposition 7.1 to obtain the finite-dimensional convergence. For asymptotic equicontinuity, proceed in the same way as in the proof of Lemma 7.7. This completes the proof.
Bootstrap Glivenko-Cantelli and Donsker theorems We now combine results regarding phase I and II bootstrap to prove our bootstrap Glivenko-Cantelli and Donsker Theorems (Theorems 4.1 and 4.2).

Proof of Theorem 4.1. We consider \( \| \hat{P}_N - P_N \|_F \). Proofs for other cases are similar. For \( f \in \mathcal{F} \), we have

\[
\| \hat{P}_N - P_N \|_F \leq \| \hat{P}_N^{\pi (1)} - P_N^{\pi} \|_F + \| (\hat{P}_N^{\pi (2)} - P_N^{\pi}) W_N^{(1)} f \|_F
\]

The first term is \( o_{P_*} (1) \) in \( P^* \)-probability by Lemma 7.6. Because \( \mathcal{F}_W = \{ g : g(x, w) = w f(x), f \in \mathcal{F} \} \) is \( P_0 \times P_{W (1)} \)-Glivenko-Cantelli by the Glivenko-Cantelli preservation theorem of [40], we apply Lemma 7.8 to the second term in the last display to conclude all terms in the last display are \( o_{P_*} (1) \) in \( P^* \)-probability.

To establish weak convergence of the bootstrap IPW empirical processes, we decompose them to the phase I and II bootstrap IPW empirical processes. For the phase II bootstrap IPW empirical processes, their weak convergence is obtained conditional on the phase I bootstrap weights as well as data, as treated in the following lemma.

Lemma 7.9. Let \( \mathcal{F} \) be a \( P_0 \)-Donsker class with \( \| P_0 \|_F < \infty \). Then,

\[
\hat{G}_{N}^{\pi (2)} \sim \sum_{j=1}^{J} \sqrt{p_j} \sqrt{\frac{1 - p_j}{p_j}} G_j(W_j^{(1)}),
\]

\[
\hat{G}_N^{\pi (2),*\#} \sim \sum_{j=1}^{J} \sqrt{p_j} \sqrt{\frac{1 - p_j}{p_j}} G_j((I - Q_{\#}) W_j^{(1)}),
\]

in \( \ell^\infty (\mathcal{F}) \) in \( P^* \times P_{W (1)} \)-probability where \(* \in \{ b, b_s \} \) and \( \# \in \{ c, c_c \} \), \( P_{0|j} \)-Brownian bridge processes \( G_j \) and \( G_j^{(1)} \), \( W_j^{(1)} \)'s are independent with mean 1 and variance \( c_j^2 \) that are independent of \((X, V)\), and \( Q_{\#} \) are defined in Theorem 2.1.

Proof. We prove the claim for \( \hat{G}_N^{\pi (2)} \). Proofs for other cases are similar. Note that \( (W_{1,j,i}^{(1)}, X_{j,i}) \), \( i = 1, \ldots, N_j \), with \( \xi_{j,i} = 1 \) are independent. Since \( \mathcal{F}_{W_j} = \{ g(x, w) = w f(x) : f \in \mathcal{F} \} \) is \( P_{0|j} \times P_{W_j (1)} \)-Donsker by Lemma 7.5, it follows from Lemma 4.3 applied to a single stratum with \( (N_j/n_j)^{1/2} \to P_j^{-1/2} \) that \( \hat{G}_j^{(2)} \sim \sqrt{1 - p_j} G_j \) in \( \ell^\infty (\mathcal{F}_{W_j}) \), conditionally on \((X_{j,1}, W_{1,j,1}^{(1)}), (X_{j,2}, W_{2,j,1}^{(1)}), \ldots \) Note that \( G_j \) are independent of \( G_j^{(1)} \) and \( Z_j \) for \( j = 1, \ldots, J \). Hence it follows that

\[
\hat{G}_N^{\pi (2)} \sim \sum_{j=1}^{J} \sqrt{p_j} \sqrt{\frac{1 - p_j}{p_j}} G_j(W_j^{(1)}).
\]

in \( P^* \times P_{W (1)} \)-probability. \( \square \)
We prove weak convergence of the bootstrap IPW empirical processes.

**Proof of Theorem 4.2.** We prove the claims for \( \hat{G}_N^\pi \) and \( \hat{G}_N^{\pi, bc} \). Other cases are similar. For \( \hat{G}_N^\pi \), decompose \( \hat{G}_N^\pi \) into \( \hat{G}_N^{\pi,(1)} + \hat{G}_N^{\pi,(2)}W_N^{(1)} \). Apply Lemma 7.9 conditionally on the phase I bootstrap weights and data to obtain weak convergence of the second term. Then apply Lemma 7.7 to obtain weak convergence of the first term. Recall that \( c_j^2 = p_j/(2 - p_j) \) and \( W_N^{(1)} \) is independent of \( X \). Its covariance function evaluated at \( f, g \) is given by

\[
\sum_{j=1}^J \left\{ \frac{\nu_j}{2 - p_j} P_{0|j}(f - g)^2 + \nu_j \frac{1 - p_j}{p_j} \text{Var}_{0|j}(W_N^{(1)} f - W_N^{(1)} g) \right\}
\]

Since \( \text{Var}_{0|j}(W_N^{(1)} f - W_N^{(1)} g) = (c_j^2 + 1)P_{0|j}(f - g)^2 - \{P_{0|j}(f - g)\}^2 \), the covariance function reduces to

\[
P_0(f - g)^2 + \sum_{j=1}^J \nu_j \frac{1 - p_j}{p_j} \text{Var}_{0|j}(f - g).
\]

This is the same as the covariance function for the process of our claim, and hence the result follows.

Next, we consider the claim for \( \hat{G}_N^{\pi, bc} \). Since the conditional independence of \( W_N^{(1)} \) and \( (X, V) \) given stratum membership and \( P_{0|j}W_N^{(1)} = 1 \) yields

\[
P_0(W_N^{(1)} fV^T) = \sum_{j=1}^J P_{0|j}(W_N^{(1)} fV^T)P_{0|j}(fV^T)\nu_j = P_0(fV^T),
\]

we have \( Q_cW_N^{(1)} f = P_0(W_N^{(1)} fV^T)\{P_0 V^{\otimes 2}\}^{-1}V = Q_c f \) and that \( Q_cW_N^{(1)} f - Q_cW_N^{(1)} g = Q_c(f - g) \). It follows that

\[
\text{Var}_{0|j}((I - Q_c)W_N^{(1)} f - (I - Q_c)W_N^{(1)} g)
\]

\[
= c_j^2 P_{0|j}(f - g)^2 + \text{Var}_{0|j}(f - g) + \text{Var}(Q_c(f - g))
- 2 P_{0|j}W_N^{(1)}(f - g)P_{0|j}(f - g)P_{0|j}Q_c(f - g)
= c_j^2 P_{0|j}(f - g)^2 + \text{Var}_{0|j}(f - g) + \text{Var}(Q_c(f - g))
- 2 P_{0|j}Q_c(f - g)P_{0|j}Q_c(f - g)
= c_j^2 P_{0|j}(f - g)^2 + \text{Var}_{0|j}((I - Q_c)f - (I - Q_c)g).
\]

Proceed similarly to the case for \( \hat{G}_N^\pi \) to compute the covariance function of the limiting process for \( \hat{G}_N^{\pi, bc} \) evaluated at \( f \) and \( g \), and verify that the covariance function is the same as that of \( \hat{G}_N^{\pi, c} \) as desired.

We prove weak convergence of the centered bootstrap IPW empirical processes based on Theorem 4.2.
Proof of Theorem 4.3. We only prove the claim for $\hat{G}_N^{\pi,bc}$. The other cases are similar. We have

$$
\hat{G}_N^{\pi,bc} f = \hat{G}_N^{\pi,bc} (f - P_0 f) - \hat{G}_N^{\pi,bc} (P_N^{\pi,c} f - P_0 f)
= \hat{G}_N^{\pi,bc} (f - P_0 f) + (P_N^{\pi,c} - P_0) \hat{G}_N^{\pi,bc} f
= \hat{G}_N^{\pi,bc} (f - P_0 f) + G_N^{\pi,c} f (\hat{P}_N^{\pi,bc} - P_N^{\pi,c}) f.
$$

The first term in the last display converges to $\hat{G}_N^{\pi,c} (f - P_0 f) = G^{\pi,c} f$ as desired. The second term is $o_{P^*}(1)$ in $P^*$-probability. To see this, note that $(\hat{P}_N^{\pi,bc} - P_N^{\pi,c}) f = o_{P^*}(1)$ in $P^*$-probability by Theorem 4.1, and that $G_N^{\pi,c} f = O_{P^*}(1)$ by Theorem 2.1 and Lemma 4.1. The asymptotic equicontinuity can be established in the same way as in the proof of 7.7 together with the above decomposition.

7.2.5. General Semiparametric Models

We prove the lemma below to prove Theorem 5.2 as its corollary. Suppose $\mathcal{P}$ is the collection of probability measures on $(\mathcal{X}, \mathcal{A})$ parametrized by $\theta$ where $\Theta$ is a subset of a Banach space $(B, \|\cdot\|_B)$. We drop $\mathcal{B}$ from the norm on $B$ for notational simplicity. The true distribution is $\pi \equiv \pi \in H$.

Let $\hat{\theta}_N$ and $\hat{\theta}_N^{*,\#}$, $\# \in \{c, cc\}$, be estimators of $\theta$ obtained as solutions to the IPW estimating equations given by

$$
\|\hat{\Psi}_N^\pi(\hat{\theta})\|_H = \|P_N^\pi B(\theta)\|_H = o_{P^*}(N^{-1/2}),
\|\hat{\Psi}_N^{\pi,\#}(\hat{\theta})\|_H = \|P_N^{\pi,\#} B(\theta)\|_H = o_{P^*}(N^{-1/2}), \quad \# \in \{c, cc\},
$$

respectively where $B(\theta)$ is a map from some index set $\mathcal{H}$ to $\mathbb{R}$ indexed by $\theta$.

Let also $\hat{\theta}_N$ and $\hat{\theta}_N^{*,\#}$, $\# \in \{b, bs\}$, be bootstrap estimators of $\theta$ obtained as solutions to the bootstrap IPW estimating equations given by

$$
\|\hat{\Psi}_N^\pi(\hat{\theta})\|_H = \|\hat{\Psi}_N^\pi B(\theta)\|_H = o_{P^*}(N^{-1/2}),
\|\hat{\Psi}_N^{\pi,\#}(\hat{\theta})\|_H = \|\hat{\Psi}_N^{\pi,\#} B(\theta)\|_H = o_{P^*}(N^{-1/2}), \quad \# \in \{c, cc\},
$$
in $P^*$-probability, respectively. Let $\hat{\Psi}(\theta) \equiv P_0 B(\theta)$ and $\hat{\Psi}(\theta) \equiv P_N B(\theta)$ be maps from $\Theta$ to $\ell^\infty(\mathcal{H})$.

**Condition 7.1.** For the true parameter $\theta_0 \in \Theta$, $\Psi(\theta_0) = 0$. The set $\{B(\theta_0) h : h \in \mathcal{H}\}$ is $P_0$-Donsker and $\{(B(\theta) - B(\theta_0)) h : \theta \in \Theta, h \in \mathcal{H}\}$ is $P_0$-Glivenko-Cantelli with an integrable envelope.

**Condition 7.2.** Suppose that $\Psi$ is Fréchet differentiable at $\theta_0$;

$$
\|\Psi(\theta) - \Psi(\theta_0) - \hat{\Psi}_0 (\theta - \theta_0)\|_H = o(\|\theta - \theta_0\|).
$$

Moreover, $\hat{\Psi}_0$ is continuously invertible at $\theta_0$ with inverse denoted as $\hat{\Psi}_0^{-1}$. 
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Condition 7.3. For any $\delta_N \to 0$, the following stochastic equicontinuity condition holds at $\theta_0$;
\[
\sup_{\|\theta - \theta_0\| \leq \delta_N} \| \sqrt{N}(\Psi_N - \Psi)(\theta) - \sqrt{N}(\Psi - \Psi)(\theta_0) \|_H = o_{P^*}(1 + \sqrt{N}\|\theta - \theta_0\|).
\]

Theorem 7.1. Suppose that Conditions 7.1-7.3 hold and that estimators $\hat{\theta}_N, \hat{\theta}_{N,#}, \hat{\theta}_N, \hat{\theta}_{N,*#}$ with $\ast \in \{b, bs\}$ and $# \in \{c, cc\}$ are consistent for $\theta_0$ (in $P^*$-probability). Then
\[
\sqrt{N}(\hat{\theta}_N - \hat{\theta}_{N,#}) \leadsto \Psi_0^{-1}\hat{\varpi}_\pi B(\theta_0)
\]
\[
\sqrt{N}(\hat{\theta}_{N,*#} - \hat{\theta}_N) \leadsto -\Psi_0^{-1}\hat{\varpi}_\pi B(\theta_0),
\]
\[
\sqrt{N}(\hat{\theta}_{N,b#} - \hat{\theta}_{N,#}) \leadsto -\Psi_0^{-1}\hat{\varpi}_{\pi,#} B(\theta_0), \text{ in } P^*-\text{probability}.
\]

Proof. We prove the claim for $\hat{\theta}_{N,bc}$. First, Theorem 4.2 together with Condition 7.1 yields
\[
\hat{\varpi}_{\pi,bc}(\theta_0) \leadsto \hat{\varpi}_{\pi,c}(\theta_0), \text{ in } \ell^\infty(H), \text{ in } P^*-\text{probability}.
\]

For a fixed arbitrary sequence $\{\delta_N\}$ with $\delta_N \to 0$, let
\[
D_N = \left\{ \frac{B(\theta)(h) - B(\theta_0)(h)}{1 + \sqrt{N}\|\theta - \theta_0\|} : h \in H, \|\theta - \theta_0\| \leq \delta_N \right\}
\]
\[
= \left\{ B_N(\theta, \theta_0)(h) : h \in H, \|\theta - \theta_0\| \leq \delta_N \right\}.
\]

Condition 7.3 can be written as $\|\hat{G}_N\|_{D_N} = o_{P^*}(1)$. Since $E^*\|\delta_N - P_0\|_{D_N} \leq 2E^*\sup_{\theta \in \Theta, h \in H}\|\delta_N - P_0\|_{H} < \infty$ by assumption, we can apply Lemma 7.11 to obtain $E\|\hat{G}_N\|_{D_N} = o(1)$ as $N \to \infty$. It follows by Lemma 7.10 that $E\|\hat{G}_N\|_{D_N} = o(1)$ and hence $\|\hat{G}_N\|_{D_N} = o_{P^*}(1)$ in $P^*$-probability by Markov’s inequality and Lemma 4.1. Taylor’s theorem yields that for $f \in D_N$
\[
\hat{G}_N f - \hat{G}_N f = \hat{G}_N f - \hat{G}_N f = G_0(G_0(V; \hat{\alpha}_N) - 1)f + (\hat{\alpha}_N - P_0)(G_0(V; \hat{\alpha}_N) - G_0(V; \hat{\alpha}_N))f
\]
\[
= (\hat{\alpha}_N - P_0)(G_0(V; \hat{\alpha}_N) - G_0(V; \hat{\alpha}_N))f
\]
where $\hat{\alpha}_1$ and $\hat{\alpha}_2$ are some convex combinations of $\hat{\alpha}_N$ and $\alpha_0$, and $\hat{\alpha}_N$ and $\hat{\alpha}_N$, respectively. For the first two terms in the last display, note that $\sqrt{N}(\hat{\alpha}_N - \hat{\alpha}_N)$ and $\sqrt{N}(\hat{\alpha}_N - \alpha_0)$ are $O_{P_0}(1)$ in $P^*$-probability by Proposition 7.1, the result in its proof, and Lemma 4.1. Note also that $G$ and $\hat{G}$ are bounded and $V$ has a bounded support. Thus, we can apply the Glivenko-Cantelli preservation theorem of [40], Theorem 4.1 together with Condition 7.1, Theorem 5.1 of [33] and Lemma 4.1 to show the supremum of the absolute values of the first two terms over $D_N$ are $o_{P_0}(1)$ in $P^*$-probability. For the third term, note that
\( \hat{\alpha}_N^{bc} \) and \( \hat{\alpha}_N \) are consistent for \( \alpha_0 \) by Proposition 7.1 and Proposition A.1 of [32]. Since \( D_N \) has an integrable envelope by assumption and \( G_c \) is bounded, a subsequence argument with the dominated convergence theorem as in the proof of Proposition 7.1 implies that the supremum of the absolute value of the third term over \( D_N \) is \( o_{P_W} (1) \) in \( P^* \)-probability. Hence we have \( \| \hat{G}_N^{\pi, bc} - \hat{G}_N^- \|_{D_N} = o_{P_W} (1) \) in \( P^* \)-probability. It follows by the triangle inequality that \( \| \hat{G}_N^{\pi, bc} \|_{D_N} = o_{P_W} (1) \) in \( P^* \)-probability. A similar argument with the help of Lemma 4.1 shows that \( \| \hat{G}_N^{\pi, c} \|_{D_N} = o_{P_W} (1) \) in \( P^* \)-probability. Thus, consistency of \( \hat{\theta}_{N, bc} \) and \( \hat{\theta}_{N, c} \) to \( \theta_0 \) in \( P^* \)-probability and Condition 7.3 imply that

\[
\begin{aligned}
\| G_N^{\pi, c} (B(\hat{\theta}_{N, c}) - B(\theta_0)) \|_{W} & = o_{P_W} (1 + \sqrt{N}\| \hat{\theta}_{N, c} - \theta_0 \|), \\
\| G_N^{\pi, c} (B(\hat{\theta}_{N, bc}) - B(\theta_0)) \|_{W} & = o_{P_W} (1 + \sqrt{N}\| \hat{\theta}_{N, bc} - \theta_0 \|), \\
\| \hat{G}_N^{\pi, bc} (B(\hat{\theta}_{N, bc}) - B(\theta_0)) \|_{W} & = o_{P_W} (1 + \sqrt{N}\| \hat{\theta}_{N, bc} - \theta_0 \|),
\end{aligned}
\]

(7.20)

in \( P^* \)-probability.

We prove \( \sqrt{N}\| \hat{\theta}_{N, bc} - \theta_0 \| = O_{P_W} (1) \) in \( P^* \)-probability. We have

\[
\begin{aligned}
\hat{G}_N^{\pi, bc} B(\theta_0) & + G_N^{\pi, c} B(\theta_0) + \sqrt{N}(\hat{\Psi}(\hat{\theta}_{N, bc}) - \Psi(\theta_0)) \\
& = \hat{G}_N^{\pi, bc} (B(\theta_0) - B(\hat{\theta}_{N, bc})) + G_N^{\pi, c} (B(\theta_0) - B(\hat{\theta}_{N, bc})) \\
& + \sqrt{N}^2 \hat{G}_N^{\pi, bc} B(\hat{\theta}_{N, bc}) + \sqrt{N} P_0 B(\theta_0).
\end{aligned}
\]

Because \( \| \hat{G}_N^{\pi, bc} B(\hat{\theta}_{N, bc}) \|_{W} = o_{P_W} (N^{-1/2}) \) in \( P^* \)-probability and \( P_0 B(\theta_0) = 0 \) by assumption, the last display and (7.20) imply that

\[
\begin{aligned}
\| \sqrt{N}(\hat{\Psi}(\hat{\theta}_{N, bc}) - \Psi(\theta_0)) \|_{W} & = \| \hat{G}_N^{\pi, bc} B(\theta_0) \|_{W} + \| G_N^{\pi, c} (B(\theta_0) - B(\hat{\theta}_{N, bc})) \|_{W} + o_{P_W} (1) \\
& = o_{P_W} (1 + \sqrt{N}\| \hat{\theta}_{N, c} - \theta_0 \|), \quad \text{in } P^* \text{-probability.}
\end{aligned}
\]

Since the continuous invertibility of \( \Psi_0 \) at \( \theta_0 \) implies that there is some constant \( c > 0 \) such that \( c\| \hat{\theta}_{N, bc} - \theta_0 \| \leq \| \hat{\Psi}(\hat{\theta}_{N, bc}) - \Psi(\theta_0) \|_{W} \), we have

\[
\begin{aligned}
c\sqrt{N}\| \hat{\theta}_{N, bc} - \theta_0 \| & \leq \| \sqrt{N}(\hat{\Psi}(\hat{\theta}_{N, bc}) - \Psi(\theta_0)) \|_{W} \\
& \leq \| \hat{G}_N^{\pi, bc} B(\theta_0) \|_{W} + \| G_N^{\pi, c} B(\theta_0) \|_{W} + o_{P_W} (1 + \sqrt{N}\| \hat{\theta}_{N, c} - \theta_0 \|),
\end{aligned}
\]

in \( P^* \)-probability. Note that \( \| \hat{G}_N^{\pi, c} B(\theta_0) \|_{W} = O_{P_W} (1) \) and \( \| \hat{G}_N^{\pi, bc} B(\theta_0) \|_{W} = O_{P_W} (1) \) in \( P^* \)-probability by Condition 7.1, Theorem 5.3 of [33], Lemma 4.1 and Theorem 4.2. Thus, the claim \( \sqrt{N}\| \hat{\theta}_{N, bc} - \theta_0 \| = O_{P_W} (1) \) in \( P^* \)-probability follows.
Now we prove the asymptotic normality of \( \hat{\theta}_{N, bc} \). We have

\[
\sqrt{N} (\Psi(\hat{\theta}_{N, bc}) - \Psi(\hat{\theta}_{N, c})) + \tilde{G}_{N}^{\pi, bc} B(\theta_0)
= \sqrt{N} \mathbb{P}_{N}^{\pi, bc} B(\hat{\theta}_{N, dc}) - \sqrt{N} \mathbb{P}_{N}^{\pi, c} B(\hat{\theta}_{N, c}) + \mathbb{G}_{N}^{\pi, c} (B(\hat{\theta}_{N, c}) - B(\theta_0))
- \mathbb{G}_{N}^{\pi, c} (B(\hat{\theta}_{N, bc}) - B(\theta_0)) - \tilde{G}_{N}^{\pi, bc} (B(\hat{\theta}_{N, bc}) - B(\theta_0)).
\] (7.21)

Since \( \sqrt{N} ||\hat{\theta}_{N, bc} - \theta_0|| = O_{P_{N}}(1) \) in \( P^{*} \)-probability, we have for the first equation of (7.20) that

\[
||\tilde{G}_{N}^{\pi, bc} (B(\hat{\theta}_{N, bc}) - B(\theta_0))||_{H} = o_{P_{N}}(1 + O_{P_{N}}(1)) = o_{P_{N}}(1),
\]
in \( P^{*} \)-probability. Similar reasoning together with Lemma 4.1 implies

\[
||\mathbb{G}_{N}^{\pi, c} (B(\hat{\theta}_{N, c}) - B(\theta_0))||_{H} = o_{P_{N}}(1 + O_{P_{N}}(1)) = o_{P_{N}}(1),
\]

\[
||\mathbb{G}_{N}^{\pi, c} (B(\hat{\theta}_{N, bc}) - B(\theta_0))||_{H} = o_{P_{N}}(1 + O_{P_{N}}(1)) = o_{P_{N}}(1),
\]
in \( P^{*} \)-probability for the last two equations of (7.20). Moreover, \( \tilde{\mathbb{P}}_{N}^{\pi, bc} B(\hat{\theta}_{N, bc}) = o_{P_{N}}(N^{-1/2}) \) and \( \mathbb{P}_{N}^{\pi, c} B(\hat{\theta}_{N, c}) = o_{P_{N}}(N^{-1/2}) \) (by Lemma 4.1) in \( P^{*} \)-probability. Thus, (7.21) becomes

\[
\sqrt{N} (\Psi(\hat{\theta}_{N, bc}) - \Psi(\hat{\theta}_{N, c})) = -\tilde{G}_{N}^{\pi, bc} B(\theta_0) + o_{P_{N}}(1)
\] (7.22)
in \( P^{*} \)-probability.

Fréchet differentiability of \( \Psi(\theta) \) at \( \theta_0 \) and \( \sqrt{N} \)-consistency of \( \hat{\theta}_{N} \) and \( \hat{\theta}_{N, c} \) together with Lemma 4.1 imply that

\[
\sqrt{N} (\Psi(\hat{\theta}_{N, c}) - \Psi(\theta_0)) = \dot{\Psi}_0 \left( \sqrt{N} (\hat{\theta}_{N, c} - \theta_0) \right) + o_{P_{N}}(1),
\]

\[
\sqrt{N} (\Psi(\hat{\theta}_{N, bc}) - \Psi(\theta_0)) = \dot{\Psi}_0 \left( \sqrt{N} (\hat{\theta}_{N, bc} - \theta_0) \right) + o_{P_{N}}(1)
\]
in \( P^{*} \)-probability. Subtraction gives

\[
\sqrt{N} (\Psi(\hat{\theta}_{N, bc}) - \Psi(\hat{\theta}_{N, c})) = \dot{\Psi}_0 \left( \sqrt{N} (\hat{\theta}_{N, bc} - \hat{\theta}_{N, c}) \right) + o_{P_{N}}(1)
\]
in \( P^{*} \)-probability. Combine this with (7.22) and use the invertibility of \( \Psi(\theta) \) at \( \theta_0 \) to obtain

\[
\sqrt{N} (\hat{\theta}_{N, bc} - \hat{\theta}_{N, c}) = -\dot{\Psi}_0^{-1} \tilde{G}_{N}^{\pi, bc} B(\theta_0) + o_{P_{N}}(1)
\]
in \( P^{*} \)-probability. Apply Theorem 4.2 to obtain a desired result. A proof for \( \hat{\theta}_{N, bsc} \) is similar.

For \( \hat{\theta}_{N, bsc} \), replace \( \mathbb{P}_{N}^{\pi, c}, \mathbb{G}_{N}^{\pi, c} \), and \( \hat{\theta}_{N, c} \) by \( \mathbb{P}_{N}^{\pi}, \mathbb{G}_{N}^{\pi} \), and \( \hat{\theta}_{N} \) in the argument above and proceed in the same way to obtain

\[
\sqrt{N} (\hat{\theta}_{N, bsc} - \hat{\theta}_{N}) = -\dot{\Psi}_0^{-1} \tilde{G}_{N}^{\pi, bsc} B(\theta_0) + o_{P_{N}}(1)
\]
in \( P^{*} \)-probability. A proof for \( \hat{\theta}_{N, bssc} \) is similar. \( \square \)
Proof of Theorem 5.2. This is a corollary of Theorems 7.1. Details are similar to the proof of Theorem 3.1 of [33].

We give a proof of Theorem 5.4.

Proof of Theorem 5.4. We consider \( \hat{\theta}_{N,bc} \) and \( \hat{\theta}_{N,bsc} \). Proofs for other cases are similar. We first consider \( \hat{\theta}_{N,bc} \). Since \( \hat{p}_{\pi,bc}^{\pi,bc} = \alpha_{P_{\hat{w}}} \) in \( P^* \)-probability and \( \hat{P}_{\theta_{0},\eta_{0}} = 0 \), we have

\[
\sqrt{N}p_{\pi,bc}^{\pi,bc} \hat{\theta}_{N,bc} + \sqrt{N} \hat{P}_{\theta_{0},\eta_{0}}(\hat{\theta}_{N,bc} - \theta_{0}) = - \left( \frac{1}{2} \pi_{bc} \right) (\hat{\eta}_{N,bc} - \hat{\theta}_{N,bc}) + o_{P_{\hat{w}}} \left( \theta_{0}, \eta_{0} \right) \] in \( P^* \)-probability.

Since \( \left( \hat{\theta}_{N,bc} \right) \) is consistent for \( \theta_{0} \) in \( P^* \)-probability, it follows from Lemmas 5.4 of [33] and 7.12 that the above display is \( o_{P_{\hat{w}}} \left( \theta_{0}, \eta_{0} \right) \) in \( P^* \)-probability. Similarly, \( \sqrt{N}p_{\pi,bc}^{\pi,bc} \hat{P}_{\theta_{0},\eta_{0}}(\hat{\theta}_{N,bc} - \theta_{0}) + \sqrt{N} \hat{P}_{\theta_{0},\eta_{0}}(\hat{\theta}_{N,bc} - \theta_{0}) = o_{P_{\hat{w}}} \left( \theta_{0}, \eta_{0} \right) \) in \( P^* \)-probability. These and Condition 5.9 imply that

\[
P_{0} \left\{ - \hat{P}_{\theta_{0},\eta_{0}}(\hat{\theta}_{N,bc} - \theta_{0}) + \hat{P}_{\theta_{0},\eta_{0}}(\hat{\theta}_{N,bc} - \theta_{0}) \right\} = o_{P_{\hat{w}}} \left( \theta_{0}, \eta_{0} \right) \] in \( P^* \)-probability, and, furthermore, that

\[
P_{0} \left\{ - \hat{P}_{\theta_{0},\eta_{0}}(\hat{\theta}_{N,bc} - \theta_{0}) + \hat{P}_{\theta_{0},\eta_{0}}(\hat{\theta}_{N,bc} - \theta_{0}) \right\} = o_{P_{\hat{w}}} \left( \theta_{0}, \eta_{0} \right) \] in \( P^* \)-probability. By Condition 5.6 and \( \alpha \beta > 1/2 \), \( \sqrt{N}o_{P_{\hat{w}}} \left( \| \hat{\eta}_{N} - \eta_{0} \|_{\beta} \right) = o_{P_{\hat{w}}} \left( \theta_{0}, \eta_{0} \right) \) in \( P^* \)-probability. So by Condition 5.7 and taking the difference of (7.23) and (7.24), we have

\[
P_{0} \left\{ - \hat{P}_{\theta_{0},\eta_{0}}(\hat{\theta}_{N,bc} - \theta_{0}) + \hat{P}_{\theta_{0},\eta_{0}}(\hat{\theta}_{N,bc} - \theta_{0}) \right\} = o_{P_{\hat{w}}} \left( \theta_{0}, \eta_{0} \right) \]
in $P^*$-probability or

$$-I_0(\hat{\theta}_{N,bc} - \theta_0) = \hat{\varphi}^*_{\pi, \pi} \left( \hat{\ell}_{\theta_0, \eta_0} - B_{\theta_0, \eta_0} [\hat{\theta}_0] \right) + o_{P^*}(N^{-1/2}),$$

in $P^*$-probability. It follows by the invertibility of $I_0$ that

$$\sqrt{N} \left( \hat{\theta}_{N,bc} - \theta_0 \right) = -\sqrt{N} \hat{\varphi}^*_{\pi, \pi} I_0^{-1} \left( \hat{\ell}_{\theta_0, \eta_0} - B_{\theta_0, \eta_0} [\hat{\theta}_0] \right) + o_{P^*}(1),$$

in $P^*$-probability. Since we have by Theorem 3.2 of [33] that

$$\sqrt{N} \left( \hat{\theta}_{N,c} - \theta_0 \right) = -\sqrt{N} \hat{\varphi}^*_{\pi, \pi} I_0^{-1} \left( \hat{\ell}_{\theta_0, \eta_0} - B_{\theta_0, \eta_0} [\hat{\theta}_0] \right) + o_{P^*}(1), \quad (7.25)$$

in $P^*$-probability, taking a difference yields

$$\sqrt{N} \left( \hat{\theta}_{N,bc} - \hat{\theta}_{N,c} \right) = -\hat{\varphi}^*_{\pi, \pi} I_0^{-1} \left( \hat{\ell}_{\theta_0, \eta_0} - B_{\theta_0, \eta_0} [\hat{\theta}_0] \right) + o_{P^*}(1),$$

in $P^*$-probability. For $\hat{\theta}_{N,bc}$, replace $(7.25)$ by

$$\sqrt{N} \left( \hat{\theta}_N - \theta_0 \right) = -\sqrt{N} \hat{\varphi}^*_{\pi} I_0^{-1} \left( \hat{\ell}_{\theta_0, \eta_0} - B_{\theta_0, \eta_0} [\hat{\theta}_0] \right) + o_{P^*}(1),$$

in $P^*$-probability, and proceed in the same way as above to obtain

$$\sqrt{N} \left( \hat{\theta}_{N,bc} - \hat{\theta}_N \right) = -\hat{\varphi}^*_{\pi, \pi} I_0^{-1} \left( \hat{\ell}_{\theta_0, \eta_0} - B_{\theta_0, \eta_0} [\hat{\theta}_0] \right) + o_{P^*}(1),$$

in $P^*$-probability. Apply Theorem 4.2 to obtain a desired result.

Proof of Lemma 5.1. With the help of Lemma 7.10 (2), a proof is similar to the proof of Theorem 5.2 of [33].

Lemma 7.10. Let $F$ be a class of integrable functions that possibly depends on $N$.

(1) Suppose that $E^* \|G_N\|_F \to 0$ as $n \to \infty$. Then $E^* \|\hat{G}_N^*\|_F \to 0$ as $n \to \infty$.

(2) Suppose that the phase I bootstrap weights $W_{N,1}^{(1)}$ are bounded in $N$. Then $E^* \|\hat{G}_N^*\|_F \lesssim E^* \|G_N\|_F$.

Proof. (1) We have

$$\hat{G}_N^* = \sqrt{N} \left( \hat{\varphi}^*_{\pi} - \varphi^*_{\pi} \right) = \sum_{j=1}^{J} \frac{N_j}{n_j \sqrt{N}} \sum_{i=1}^{N_j} \left( \sum_{i=1}^{N_j} W_{N_j, n_j, i} \xi_{j,i} \delta X_{j,i} - \sum_{i=1}^{N_j} \xi_{j,i} \delta X_{j,i} \right) \right),$$

$$= \sum_{j=1}^{J} \frac{N_j}{n_j \sqrt{N}} \sum_{i=1}^{N_j} \left( \left( W_{n_j, i}^{(1)} \xi_{j,i} (W_{N_j, i}^{(1)} \delta X_{j,i} - P_{0,j}) \right) \right).$$
Here we used the fact that \( n_j^{-1} \sum_{i=1}^{N_j} \xi_{j,i} W_{n_j,j,i}^{(2)} = 1 \) and \( n_j^{-1} \sum_{i=1}^{N_j} \xi_{j,i} = 1 \). It follows from the triangle inequality and \( n_j/N_j \geq \sigma \) that

\[
\left\| \frac{\tilde{G}_N}{N} \right\|_F \leq \frac{1}{\sigma \sqrt{N}} \sum_{j=1}^{N_j} \left\| \sum_{i=1}^{N_j} W_{n_j,j,i}^{(2)} \xi_{j,i} (W_{N_j,j,i}^{(1)} \delta X_{j,i} - P_{0|j}) \right\|_F
\]

\[
+ \frac{1}{\sigma \sqrt{N}} \sum_{j=1}^{N_j} \left\| \sum_{i=1}^{N_j} \xi_{j,i} (\delta X_{j,i} - P_{0|j}) \right\|_F.
\]  

(7.26)

We bound the expectation of \( \left\| \tilde{G}_N \right\|_F \) by bounding each term on the right hand side of the inequality above. For the first term in the last display we have

\[
E^* \frac{1}{\sigma \sqrt{N}} \sum_{j=1}^{N_j} \left\| \sum_{i=1}^{N_j} W_{n_j,j,i}^{(2)} \xi_{j,i} (W_{N_j,j,i}^{(1)} \delta X_{j,i} - P_{0|j}) \right\|_F 
\]

\[
\leq E^* \frac{1}{\sigma \sqrt{N}} \sum_{j=1}^{N_j} E_0^{\ast} E_{0|\nu_j,\xi} \left\| \sum_{i=1}^{N_j} W_{n_j,j,i}^{(2)} \xi_{j,i} (W_{N_j,j,i}^{(1)} \delta X_{j,i} - P_{0|j}) \right\|_{\mathcal{F} \nu_j},
\]

where \( E_\xi \) and \( E_{0|\nu_j,\xi} \) are the expectation with respect to \( \xi \) and the conditional expectation given stratum membership and sampling indicators, respectively. For the \( j \)th summand in the first term in (7.26), note that we can rewrite the summand as

\[
\left\| \sum_{i=1}^{N_j} W_{n_j,j,i}^{(2)} \xi_{j,i} (W_{N_j,j,i}^{(1)} \delta X_{j,i} - P_{0|j}) \right\|_F = \left\| \sum_{i=1}^{N_j} W_{n_j,j,i}^{(2)} \xi_{j,i} (\delta X_{j,i} - P_{0|j}) \right\|_{\mathcal{F} \nu_j},
\]

where \( \mathcal{F} \nu_j = \{g(x, w) = w f(x) : f \in \mathcal{F}\} \) because \( P_{0|j} W_{N}^{(1)} f(X) = P_{0|j} f(X) \) by the conditional independence of \( X \) and \( W^{(1)} \) given stratum membership and \( P_{0|j} W_{N}^{(1)} = 1 \). Note also that \( W_{n_j,j,i}^{(2)} \)’s with \( \xi_{j,i} = 1 \) are exchangeable by construction and that \( W_{N}^{(2)} \) are bounded in \( N \) (see the proof of Lemma 7.4.1 of [30] or Lemma 6.1 of [31]). Apply the multiplier inequality for bounded weights \( W_{n_j,j,i}^{(2)} \) (Lemma 5.1 of [33]) with \( n_0 = 1 \) and \( Z_{ni} = \delta X_{j,i} - P_{0|j} \) to the \( j \)th summand in the first term in (7.26) conditionally on stratum membership and sampling indicators, and then apply Jensen’s inequality to the conditional expectation of the right hand side of the last display to obtain

\[
\max_{1 \leq k \leq N_j} E_0^{\ast} E_{0|\nu_j,\xi} \left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{k} \xi_{j,i} (\delta X_{j,i} - P_{0|j}) \right\|_{\mathcal{F} \nu_j}
\]

\[
\lesssim E_0^{\ast} E_{0|\nu_j,\xi} \left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{N_j} \xi_{j,i} (\delta X_{j,i} - P_{0|j}) \right\|_{\mathcal{F} \nu_j}.
\]
Take expectations with respect to sampling indicators to obtain
\[
E_{0|V_j}^* \left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{N_j} W_{n_j, i}^{(2)} \xi_{j, i} (W_{N_j, i}^{(1)} \delta_{X_{j, i}} - P_{0|j}) \right\|_F
\]
\[
\lesssim E_{0|V_j}^* \left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{N_j} \xi_{j, i} (\delta_{X_{j, i}} - P_{0|j}) \right\|_F.
\]

Apply again the multiplier inequality for bounded weights \( \xi_i \) with \( n_0 = 1 \) and 
\( Z_n = \delta_{X_{j, i}} - P_{0|j} \) conditionally on \( (V_i, X_i, W_i^{(1)}) \) to the term in the last display to obtain its upper bound (up to some constant)
\[
\max_{1 \leq k \leq N_j} E_{0|V_j}^* \left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{k} \xi_{j, i} (\delta_{X_{j, i}} - P_{0|j}) \right\|_F.
\]

Apply Jensen’s inequality, Lemma A.1 of [32] and the triangle inequality to this term to obtain its upper bound
\[
E_{0|V_j}^* \left\| \sqrt{\frac{N_j}{N}} G_{j, N_j} \right\|_F \lesssim E^* \left\| G_N \right\|_F \leq E^* \left\| G_N (W_N^{(1)} - 1) f \right\|_F + E^* \left\| G_N \right\|_F.
\]

Here we used the fact that \( E|X| = \sum_{j=1}^J E_{0|j}|X| \nu_j \geq E_{0|j'}|X| \nu_{j', j' \in \{1, \ldots, J\}} \).

Apply the multiplier inequality (Lemma 2.9.1 of [42]) with weights \( W_N^{(1)} - 1 \) to \( E^* \left\| G_N (W_N^{(1)} - 1) f \right\|_F \) to obtain its upper bound
\[
2(N_0 - 1) E^* \| \delta_X - P_0 \|_F \max_{1 \leq i \leq N} \frac{|W_N^{(1)} - 1|}{\sqrt{N}}
\]
\[
+ 2 \sqrt{2} \| W_N^{(1)} - 1 \|_{2,1} \max_{1 \leq k \leq N} E^* \left\| \frac{1}{\sqrt{K}} \sum_{i=1}^{k} \epsilon_i (\delta_{X_i} - P_0) \right\|_F, \tag{7.27}
\]

where \( \epsilon_i, i = 1, \ldots, N \), are independent Rademacher variables and \( N_0 \) is any natural number less than or equal to \( N \). Note that \( |W_N^{(1)} - 1|_{2,1} \) is bounded in view of Problem 2.9.2 of [42] and by (3.5), and that \( E^* \| \delta_X - P_0 \|_F < \infty \) by assumption. Note also that the symmetrization inequality (Lemma 2.3.6 of [42]) yields that by \( E^* \| k^{-1/2} \sum_{i=1}^{k} (\delta_{X_i} - P_0) \|_F \lesssim E \| G_k \|_F \). For the second term in (7.26), apply the multiplier inequality, Jensen’s inequality, and Lemma A.1 of [32] to the \( j \)th summand as above to obtain
\[
E_{0|V_j}^* \left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{N_j} \xi_{j, i} (\delta_{X_{j, i}} - P_{0|j}) \right\|_F \lesssim \max_{1 \leq k \leq N_j} E_{0|V_j}^* \left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{k} (\delta_{X_{j, i}} - P_{0|j}) \right\|_F.
\]
\[
\leq \max_{1 \leq k \leq N_j} E_{0|V_j}^* \left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{N_j} (\delta_{X_{j, i}} - P_{0|j}) \right\|_F \leq E_{0|V_j}^* \left\| G_{j, N_j} \right\|_F \lesssim E^* \left\| G_N \right\|_F.
\]
Thus, we have by Fubini’s theorem (Lemma 1.2.7 of [42]) that

\[ E^* \left\| G_N^\ast \right\|_F \lesssim E^* \left\| G_N \right\|_F + (N_0 - 1)E \max_{1 \leq i \leq N} \left| \frac{W_N(1)}{\sqrt{N}} - 1 \right| + \max_{N_0 \leq k \leq N} E^* \left\| G_k \right\|_F. \]

Because \( E^* \left\| G_N \right\|_F \to 0 \) and \( E \max_{1 \leq N} \left| \frac{W_N(1)}{\sqrt{N}} - 1 \right| \to 0 \), we can take \( N \to \infty \) followed by \( N_0 \to \infty \) to conclude that the right-hand side of the last display converges to zero.

(2) We proceed in the same way as above except that we apply the multiplier inequality for the bounded exchangeable weights (Lemma 5.1 of [33]) with \( N_0 = 1 \) to replace (7.27) by

\[ \max_{1 \leq k \leq N} E^* \left\| \frac{1}{\sqrt{N}} \sum_{i=1}^{k} (\delta_{X_i} - P_0) \right\|_F. \]

Apply Jensen’s inequality in order to bound this term by \( E^* \left\| G_N \right\|_F \) to obtain the desired result.

The following is Lemma A.4 of [32] with correction that \( S_N = \sum_{i=1}^{N} N^{-1/2} Z_i \) instead of \( S_N = \sum_{i=1}^{N} Z_i \).

**Lemma 7.11.** Let \( Z_1, Z_2, \ldots \) be i.i.d. stochastic processes indexed by \( F_N \) with \( E^* \left\| Z_i \right\|_{F_N} \) uniformly bounded in \( N \). Suppose that \( \left\| S_N \right\|_{F_N} \equiv \left\| \sum_{i=1}^{N} N^{-1/2} Z_i \right\|_{F_N} = o_{P^*}(1) \). Then \( E^* \left\| S_N \right\|_{F_N} \to 0 \), as \( N \to \infty \).

The following is the bootstrap version of Lemma 5.4 of [33].

**Lemma 7.12.** Let \( F_N \) be a sequence of decreasing classes of functions such that \( \left\| G_N \right\|_{F_N} = o_{P^*}(1) \). Assume that there exists an integrable envelope for \( F_{N_0} \) for some \( N_0 \). Then \( \left\| G_N^\ast \# \right\|_{F_N} = o_{P^*}(1) \) in \( P^* \)-probability with \( \ast \in \{ b, bs \} \) and \( \# \in \{ c, cc \} \), assuming Condition 3.1.

**Proof.** A proof is similar to the proof of Lemma 5.4 of [33].
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| Data Set | Estimators | N = 400 | N = 800 |
|----------|------------|---------|---------|
| α = β = .9 | Truth (Empirical Var) | log 2(.183) | log 2(.183) | log 2(.183) |
| Standard Est | 0.65(0.170) | 0.66(0.180) | 0.74(0.173) |
| Bootstrap | 0.72(0.181) | 0.76(0.206) | 0.79(0.178) |
| Bootstrap(Cal) | 0.71(0.206) | 0.76(0.205) | 0.70(0.169) |
| Bootstrap(Single Cal) | 0.71(0.206) | 0.76(0.205) | 0.70(0.169) |
| α = β = .5 | Truth (Empirical Var) | log 2(.0815) | log 2(.0788) | log 2(.0788) |
| Standard Est | 1.0(0.197) | 1.1(0.209) | 1.0(0.198) |
| Bootstrap | 0.83(0.181) | 0.83(0.181) | 0.80(0.176) |
| Bootstrap(Cal) | 0.83(0.181) | 0.83(0.181) | 0.80(0.176) |
| Bootstrap(Single Cal) | 0.83(0.181) | 0.83(0.181) | 0.80(0.176) |
| α = β = .5 | Truth (Empirical Var) | log 2(.0945) | log 2(.0945) | log 2(.0945) |
| Standard Est | 1.0(0.197) | 1.1(0.209) | 1.0(0.198) |
| Bootstrap | 0.96(0.190) | 0.96(0.190) | 0.93(0.181) |
| Bootstrap(Cal) | 0.96(0.190) | 0.96(0.190) | 0.93(0.181) |
| Bootstrap(Single Cal) | 0.96(0.190) | 0.96(0.190) | 0.93(0.181) |

Simulation Results for Bootstrap Inference (bootstrap means with variances in the parentheses): WLE denotes a plain vanilla WLE, CalY denotes a WLE with calibration on \( Y \), and CCalY denotes a WLE with within-stratum centered calibration on \( Y \).
Table 3
Results of point estimates with estimates of their standard deviations in the parentheses. Estimates considered are the MLE with the complete data, the WLE, the calibrated WLE, and the within-stratum centered calibrated WLE with corresponding bootstrap estimators. UH stands for unfavorable histology from the central reference laboratory, age1 and age2 are piecewise linear terms for age at diagnosis (years) before and after 1 year respectively, stg34 is a indicator of the stage III-IV, tumdiam is tumor diameter, and a colon stands for the interaction.

|                  | UH               | age1     | age2     | stg34    | tumdiam  | stg34:diam | UH:age1   | UH:age2   |
|------------------|------------------|----------|----------|----------|----------|------------|-----------|-----------|
| MLE              | -4.042 (0.413)   | -0.661 (0.326) | 1.346 (0.244) | -0.076 (0.019) | -2.635 (0.464) | -0.658 (0.034) |           |           |
| WLE              | 4.054 (0.554)    | -0.627 (0.366) | 1.869 (0.352) | 0.096 (0.021) | -0.124 (0.029) | -2.784 (0.633) |           |           |
| Cal              | 4.083 (0.558)    | 0.097 (0.025) | 1.855 (0.356) | 0.094 (0.021) | -0.123 (0.029) | 0.035 (0.055) |           |           |
| CCal             | 4.055 (0.543)    | 0.112 (0.017) | 1.847 (0.345) | 0.096 (0.020) | -0.123 (0.028) | -0.037 (0.055) |           |           |
| Cal (Boot)       | 4.119 (0.543)    | -0.642 (0.363) | 1.896 (0.348) | 0.097 (0.021) | -0.1246 (0.029) | -2.849 (0.621) |           |           |
| Cal (Boot Single) | -0.652 (0.368) | 0.099 (0.025) | 1.880 (0.347) | 0.095 (0.021) | -0.124 (0.029) | -0.034 (0.055) |           |           |
| CCal (Boot)      | 3.649 (0.349)    | 0.113 (0.017) | 1.872 (0.338) | 0.096 (0.020) | -0.124 (0.028) | -0.036 (0.055) |           |           |
| CCal (Boot Single) | 3.841 (0.339) | 0.097 (0.017) | 1.894 (0.345) | 0.097 (0.020) | -0.125 (0.028) | -0.041 (0.049) |           |           |

Bootstrap Estimators

|                  | WLE              | Cal       | CCal       | Cal (Boot)       | CCal (Boot)       | Cal (Boot Single) | CCal (Boot Single) |
|------------------|------------------|----------|------------|------------------|------------------|-------------------|-------------------|
| UH               | 4.121 (0.547)    | 4.121 (0.528) | 4.121 (0.547) | 4.121 (0.528) | 4.121 (0.547) | 4.121 (0.528) | 4.121 (0.547) |
| age1             | -0.642 (0.363)   | -0.652 (0.368) | -0.640 (0.366) | -0.684 (0.331) | -0.633 (0.330) | -0.633 (0.330) | -0.633 (0.330) |
| age2             | 0.098 (0.025)    | 0.099 (0.025) | 0.098 (0.026) | 0.113 (0.017) | 0.097 (0.017) | 0.097 (0.017) | 0.097 (0.017) |
| stg34            | 1.896 (0.348)    | 1.880 (0.347) | 1.895 (0.350) | 1.872 (0.338) | 1.894 (0.345) | 1.894 (0.345) | 1.894 (0.345) |
| tumdiam          | 0.097 (0.021)    | 0.095 (0.021) | 0.097 (0.021) | 0.096 (0.020) | 0.097 (0.020) | 0.097 (0.020) | 0.097 (0.020) |
| stg34:diam       | -0.1246 (0.029)  | -0.124 (0.029) | -0.124 (0.029) | -0.124 (0.028) | -0.125 (0.028) | -0.125 (0.028) | -0.125 (0.028) |
| UH:age1          | -2.849 (0.621)   | -2.880 (0.623) | -2.851 (0.623) | -2.836 (0.604) | -2.850 (0.605) | -2.850 (0.605) | -2.850 (0.605) |
| UH:age2          | -0.635 (0.055)   | -0.034 (0.054) | -0.036 (0.055) | -0.041 (0.049) | -0.034 (0.053) | -0.034 (0.053) | -0.034 (0.053) |