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Abstract

In this paper we first define a new kind of potential games, called coset weighted potential game, which is a generalized form of weighted potential game. Using semi-tensor product of matrices, an algebraic method is provided to verify whether a finite game is a coset weighted potential game, and a simple formula is obtained to calculate the corresponding potential function. Then some properties of coset weighted potential games are revealed. Finally, by resorting to the vector space structure of finite games, a new orthogonal decomposition based on coset weights is proposed, the corresponding geometric and algebraic expressions of all the subspaces are given by providing their bases.
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1 Preliminaries

A finite normal game can be described by $G = (N, S, C)$, where $N = \{1, 2, \cdots, n\}$ is the set of players; $S = \prod_{i=1}^{n} S_i$ is the strategy profile, and the set of strategies for player $i$ is $S_i = \{1, 2, \cdots, k_i\}$. $S_{-i} = \prod_{j \neq i} S_j$ denotes the strategies of all players except the $i$-th one; $C = (c_1, \cdots, c_n) \in \mathbb{R}^n$ with $c_i : S \to \mathbb{R}$ is the payoff function of player $i$. For statement ease, the set of finite games with $|N| = n, |S_i| = k_i, i = 1, \cdots, n$, is denoted by $\mathcal{G}_{[n; k_1, \cdots, k_n]}$. As a special class of finite normal games, the potential game imposes restriction on the players’ payoff functions. Potential game was first proposed by Rosenthal [18]. Monderer and Shapley systematically investigated potential games and proved several useful properties in [16], such as best response dynamics and fictitious play, converging to a Nash equilibrium, etc. Since then it has been applied to many engineering problems, including computer networks [11], distributed coverage of graphs [22], and congestion control [10], etc.

Several classes of potential games are described as follows.

A function $P : S \to \mathbb{R}$ is called an ordinal potential for $G$, if for any $x, y \in S_i$, and any $s_{-i} \in S_{-i}, i \in N$,

$$c_i(x, s_{-i}) - c_i(y, s_{-i}) > 0 \iff P(x, s_{-i}) - P(y, s_{-i}) > 0,$$

then $G$ is called an ordinal potential game.

In an ordinal potential game, only the signs of the difference in individual payoffs for each player, and the difference in potential function, have to be the same. In fact, the really useful model in some physical applications is not the ordinal potential game, but the weighted (or exact) potential game [16]. Let $w = (w_i)_{i \in N}$ be a vector of positive weights, if there exists a function $P : S \to \mathbb{R}$, called the weighted potential function, such that for any $x, y \in S_i$, and any $s_{-i} \in S_{-i}, i \in N$,

$$c_i(x, s_{-i}) - c_i(y, s_{-i}) = w_i (P(x, s_{-i}) - P(y, s_{-i})),$$

then $G$ is called a weighted potential game. Especially, $G$ is called an exact potential game if $w_i = 1, \forall i \in N$.

However, the weighted (or exact) potential games only cover a few class of games in practice. Moreover, a
A weighted potential game is essentially an exact potential game, because if we replace the payoffs $c_i$ by $c_i/w_i$, then a weighted potential game becomes an exact potential game. This fact stimulates us to find a more general weighted potential game, which is between the ordinal potential game and classical weighted potential game.

In this paper, we propose a new kind of weighted potential games, called the coset weighted potential game. Its relationship with classical kinds of potential games is depicted by Figure 1. After a rigorous definition, we provided a simple method to verify whether a finite game is a coset weighted potential game. We show that though it is a generalization of classical weighted potential game and it cannot be converted easily to exact potential game, it still has all the nice properties of classical (weighted) potential games. For instance, the existence of pure Nash equilibrium, the convergence to an equilibrium point under certain learning process, etc.

Another interesting topic for finite games is their vector space structure. In addition to (exact) potential games there are some other important kinds of finite games, which are necessary for investigating the vector space structure of $G_{[n;k_1,\ldots,k_n]}$:

**Definition 1** [1,14] Let $G \in G_{[n;k_1,\ldots,k_n]}$.

1. $G$ is called a non-strategic game if for any $x, y \in S_i$, and any $s_{-i} \in S_{-i}$,
   \[ c_i(x, s_{-i}) = c_i(y, s_{-i}), \quad i = 1, \ldots, n. \]
2. $G$ is called a harmonic game, if for any $s \in S$, and any $s_{-i} \in S_{-i}$,
   \[ \sum_{i=1}^{n} \left( c_i(s) - \frac{1}{k_i} \sum_{x_i \in S_i} c_i(x_i, s_{-i}) \right) = 0. \]
3. $G$ is called a pure harmonic game, if for any $s \in S$, and any $s_{-i} \in S_{-i}$,
   \[ \sum_{i=1}^{n} c_i(s) = 0; \quad \sum_{x \in S_i} c_i(x, s_{-i}) = 0, \quad i = 1, \ldots, n. \]

Without the weights, by using the Helmholtz decomposition theorem, an orthogonal decomposition of $G_{[n;k_1,\ldots,k_n]}$, briefly denoted by $G$, was first proposed in [1], which is described as follows.

$$G = \mathcal{P} \oplus \mathcal{N} \oplus \mathcal{H},$$

where $\mathcal{P}$ is the subspace of pure potential games, $\mathcal{N}$ is the subspace of non-strategic games, and $\mathcal{H}$ is the subspace of pure harmonic games. An alternatively simplified approach was provided in [3] to precisely express the bases of these orthogonal subspaces, by using the conventional inner product of Euclidean space. As a generalization of (1), in this paper we are ready to prove a new orthogonal decomposition based on coset-depending weights for $G$, which is described as follows.

$$G = \mathcal{P}^{cw} \oplus \mathcal{N} \oplus \mathcal{H}^{cw},$$

where $\mathcal{P}^{cw}$ is called the coset weighted pure potential subspace, and $\mathcal{H}^{cw}$ is called the coset weighted pure harmonic subspace. For each subspace, we give its geometric expression by providing the basis. Based on these bases, we also give an algebraic expression for each subspace, that is, the algebraic equation for the payoffs of the corresponding games to be satisfied. Meanwhile, some formulas are presented to calculate all the decomposed sub-spaces.

For statement ease, we first introduce some notations:

- $\mathcal{M}_{m \times n}$: the set of $m \times n$ real matrices.
- $\text{Col}(M)$: the set of columns of $M$. $\text{Col}_i(M)$: the $i$-th column of $M$.
- $\delta_{k_i}$: the set of $\{1,2,\ldots,k_i\}$, $k_i \geq 2$.
- $\delta_{k_i}^i$: the $i$-th column of the identity matrix $I_n$.
- $\Delta_n := \{\delta_{k_i}^i | i = 1, \ldots, n\}$.
- $\mathbf{1}_i = (1,1,\ldots,1)^T$; $\mathbf{0}_n = (0,0,\ldots,0)^T$.
- $0_{p \times q}$: a $p \times q$ matrix with zero entries.
and define a power reducing matrix $L$ of order $m \times n$. Denote by $L_{m \times n}$ the set of $m \times n$ logical matrices. If $L \in L_{m \times n}$, by definition it can be expressed as $L = [\delta_{11}, \delta_{12}, \ldots, \delta_{nn}]$. It is briefly denoted as $L = \delta_{[i_1, i_2, \ldots, i_n]}$.

- Span:$\{A_1, \ldots, A_s\}$: The subspace spanned by \{Col$(A_i)$ | $i = 1, \ldots, s$\}.
- $U \oplus V$: orthogonal sum of two vector spaces, i.e., $u \perp v, \forall u \in U, \ v \in V$.

The semi-tensor product (STP) of matrices is a generalization of the conventional matrix product, which is defined as follows [4]:

**Definition 2** Let $M \in M_{m \times n}$, $N \in M_{p \times q}$, and $t = \text{lcm}(n, p)$ be the least common multiple of $n$ and $p$. The STP of $M$ and $N$ is defined as

$$M \times N := (M \otimes I_{t/n})(N \otimes I_{t/p}) \in M_{nt \times qt/p}. \quad (3)$$

where $\otimes$ is the Kronecker product.

The STP keeps all the properties of the conventional matrix product. Hence we can omit the symbol $\times$ mostly. This method has been widely used to study the logical dynamic systems [5,8,12,13,15,20], and game theory [6,9], etc. Next we give some properties of STP used in this paper.

**Proposition 3** Let $X \in \mathbb{R}^n$ be a column and $M$ be a matrix. Then $X \times M = (I_n \otimes M)X$.

**Proposition 4** Let $X \in \Delta_p$ and define a power reducing matrix $O_p^k := \delta_p[1, p+2, 2p+3, \ldots, p^t] \in \mathbb{L}_{p^t \times p^t}$. Then $X^2 = O_p^k X$.

To use matrix expression for finite games, we identify each strategy $j \in D_k$ by $\delta_{kj}$, that is, $j \sim \delta_{kj}$, $j = 1, \ldots, k_i$, then $S_i \sim \Delta_k$, $i = 1, \ldots, n$. It follows that the payoff functions can be expressed as

$$c_i(x_1, \ldots, x_n) = V_i^c \kappa_{j=1}^n x_j, \quad i = 1, \ldots, n, \quad (4)$$

where $V_i^c \in \mathbb{R}^k (k = \prod_{i=1}^n k_i)$ is a row vector, called the structure vector of $c_i$. Define the structure vector of a given game $G$ as

$$V_G = [V_1^c, V_2^c, \ldots, V_n^c] \in \mathbb{R}^{nk}. \quad (5)$$

It is clear that $G$ has a natural vector space structure as $G \sim \mathbb{R}^{nk}$. For a given game $G \in \mathcal{G}$, its structure vector $V_G$ completely determines $G$. So the vector space structure is very natural and reasonable.

The rest of this paper is organized as follows: In Section 2 we give an algebraic verified method for coset weighted potential games. The results are used to verify the two-player Boolean game. Moreover, we present some important properties of coset weighted potential games. Section 3 derive a new orthogonal decomposition of finite games based on coset-depending weights. The geometric and algebraic expressions of all the subspaces are obtained by providing their bases. Based on these bases, some numerical formulas are provided for calculating all the decomposed components. Section 4 is a conclusion.

## 2 Algebraic Verification of coset weighted potential games

### 2.1 Coset weighted potential equation

We define coset weighted potential games as follows.

**Definition 5** A finite game $G = (N, S, C)$ is called a coset weighted potential game, if there exists a function $P : S \to \mathbb{R}$, called the coset weighted potential function, and a set of weights $w_i(s_{-i})$ depending on $s_{-i}$, such that for any $x, y \in S_i$, and any $s_{-i} \in S_{-i}, i \in N$,

$$c_i(x, s_{-i}) - c_i(y, s_{-i}) = w_i(s_{-i}) (P(x, s_{-i}) - P(y, s_{-i})). \quad (6)$$

Obviously, (6) is equivalent to that there exists a function $d_i$, which is independent of $x \in S_i$, such that for any $x \in S_i$ and any $s_{-i} \in S_{-i}$,

$$c_i(x, s_{-i}) - w_i(s_{-i}) P(x, s_{-i}) = d_i(s_{-i}). \quad (7)$$

Using (4), we express (7) in its vector form as

$$V_i^c \kappa_{j=1}^n x_j - V_i^w \kappa_{j \neq i}^n x_j V^P \kappa_{j=1}^n x_j = V_i^d \kappa_{j \neq i}^n x_j, \quad (8)$$

where $V_i^c \in \mathbb{R}^k$, $V_i^w \in \mathbb{R}^{n/k_i}$, $V^P \in \mathbb{R}^{n/k_i}$, $V_i^d \in \mathbb{R}^{k/k_i}$ are the row vectors. Now verifying whether $G$ is coset weighted potential is equivalent to checking whether the solution of (8) for unknown vectors $V^P$ and $V_i^d$ exists. Define a matrix operator as

$$E_i := I_{k_{i-1}} \otimes I_{k_i} \otimes I_{k_{i+1}} \in M_{k \times k}, \quad i = 1, \ldots, n. \quad (9)$$
where

\[ k_{p} := \begin{cases} \prod_{j=p}^{q} k_j, & q \geq p, \\ 1, & q < p, \end{cases} \]

then (8) becomes

\[ V_i c = x_j - V_i w E_i^T \times_{j=1}^{n} x_j V P \times_{j=1}^{n} x_j = V_i d E_i^T \times_{j=1}^{n} x_j. \]

Using Proposition 3 and 4, we have

\[ V_i c \times_{j=1}^{n} x_j - V_i w E_i^T (I_k \otimes V P) O_k^R \times_{j=1}^{n} x_j = V_i d E_i^T \times_{j=1}^{n} x_j. \]

It follows that

\[ V_i c - V_i w E_i^T (I_k \otimes V P) O_k^R = V_i d E_i^T, \quad i = 1, \ldots, n. \quad (10) \]

Next we give a simple lemma.

**Lemma 6** Let \( X, Y \in \mathbb{R}^n \) be two rows, then

\[ X(I_n \otimes Y) = Y(X \otimes I_n). \]

**Proof.** Set \( X = [x_1, \ldots, x_n] \) and \( Y = [y_1, \ldots, y_n] \), a straightforward calculation shows that

\[ X(I_n \otimes Y) = [x_1, \ldots, x_n](I_n \otimes [y_1, \ldots, y_n]) = [x_1 y_1, x_1 y_2, \ldots, x_1 y_n, \ldots, x_n y_1, \ldots, x_n y_n], \]

and

\[ Y(X \otimes I_n) = [y_1, \ldots, y_n]([x_1, \ldots, x_n] \otimes I_n) = [x_1 y_1, x_1 y_2, \ldots, x_1 y_n, \ldots, x_n y_1, \ldots, x_n y_n]. \]

Hence, \( X(I_n \otimes Y) = Y(X \otimes I_n). \)

Using Lemma 6, (10) becomes

\[ V^P (V_i w E_i^T \otimes I_k) O_k^R = V_i c - V_i d E_i^T, \quad i = 1, \ldots, n. \quad (11) \]

Plugging it into the rest equations of (11) yields

\[ (V_i c - V_i d E_i^T) \Lambda_i^{-1} A_i = V_i c - V_i d E_i^T, \quad i = 2, \ldots, n. \]

It follows that

\[ (V_i c - V_i d E_i^T) \Lambda_i^{-1} = (V_i c - V_i d E_i^T) \Lambda_i^{-1}, \quad i = 2, \ldots, n. \]

Taking transpose, we have

\[ \Lambda_i^{-1} [(V_i c)^T - E_i (V_i d)^T] = \Lambda_i^{-1} [(V_i c)^T - E_i (V_i d)^T]. \]

It can be rewritten as

\[ -\Lambda_i^{-1} E_i (V_i d)^T + \Lambda_i^{-1} E_i (V_i d)^T = \Lambda_i^{-1} (V_i c)^T - \Lambda_i^{-1} (V_i c)^T. \]

Since \( \Lambda_i \) are all diagonal matrices, they are mutually commutative. For the above equation, we first left multiply both sides by \( \Lambda_i^{-1} \) and \( \Lambda_i \), we have

\[ -\Lambda_i E_i (V_i d)^T + \Lambda_i E_i (V_i d)^T = \Lambda_i (V_i c)^T - \Lambda_i (V_i c)^T, \quad i = 2, \ldots, n. \quad (12) \]

Define \( \xi_i w := (V_i d)^T \in \mathbb{R}^{k/k_i}, \quad i = 1, \ldots, n, \) and

\[ b^w_i := \Lambda_i (V_i c)^T - \Lambda_i (V_i c)^T \in \mathbb{R}^k, \quad i = 2, \ldots, n. \]

(12) can be expressed as a linear system:

\[ \Psi w \xi w = b^w, \quad (13) \]

where \( \xi w = [\xi_1 w, \xi_2 w, \ldots, \xi_n w]^T, \) \( b^w = [b_1^w, b_2^w, \ldots, b_n^w]^T, \) and

\[ \Psi w = \begin{bmatrix} -\Lambda_{1} E_{1} & \Lambda_{1} E_{2} & 0 & \cdots & 0 \\ -\Lambda_{2} E_{1} & 0 & \Lambda_{2} E_{3} & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -\Lambda_{n} E_{1} & 0 & 0 & \cdots & \Lambda_{n} E_{n} \end{bmatrix}. \]

Eq.(13) is called the coset weighted potential equation and \( \Psi w \) is called the coset weighted potential matrix. Then we have the following result.

**Theorem 7** A finite normal game \( G \in \mathcal{G} \) is a coset weighted potential game with a set of coset-depending weights \( w(s_i) > 0 \), if and only if Eq.(13) has solutions. Moreover, the coset weighted potential is

\[ V^P = (V_i c - V_i d E_i^T) \Lambda_i^{-1}. \quad (14) \]

**Remark 8** In [2], the potential matrix \( \Psi \) depends on \( n \) and \( k_i = |S_i| \), while \( b \) depends on the payoffs, so only the payoffs determines whether a game is an exact potential.
game. However, the matrix $\Psi_w$ in (13) not only depends on $n$ and $k_i = |S_i|$, but coset-depending weights $w_i(s_{-i})$, while $b^w$ depends on the payoffs and $w_i(s_{-i})$, then if $G$ is not an exact potential game, choosing its coset-depending weights can make it a coset weighted potential game.

### 2.2 Two-player Boolean game

As a simple application, we consider a game of two players with two strategies for each player, which is called a two-player Boolean game [23]. Denote $G_{[2;2]}$ as the set of two-player Boolean games.

**Example 9** Consider a two-player Boolean game $G \in G_{[2;2]}$. Its payoffs can be expressed in Table 1. Using the potential equation in [19], it is easy to verify that $G$ is a weighted potential game when its payoffs satisfy $(a-b-c+d)(e-f-g+h) > 0$, otherwise it is not. If yes, its weights satisfy

$$w_1 \equiv \frac{a-b-c+d}{e-f-g+h}.$$  

Particularly, $G$ becomes an exact potential game when $a-b-c+d = e-f-g+h$. Consider $a = -1$, $b = 2$, $c = 0$, $d = 3$, $e = 3$, $f = 3$, $g = 5$, $h = 4$, it follows that $(a-b-c+d) = 0$, $(e-f-g+h) \neq 0$. Obviously, it is not a weighted potential game. However, we can choose suitable coset-depending weights $w_i(s_{-i})$ for player $i$, $i = 1, 2$, which makes $G$ a coset weighted potential game.

Assume $V_i^w = [\alpha_i, \beta_i]$, $\alpha_i, \beta_i > 0$, $i = 1, 2$, then we have

$$\begin{align*}
\Lambda_1 & = V_1^w E_1^T \times O_k^c = \text{diag}(\alpha_1, \beta_1, \alpha_1, \beta_1), \\
\Lambda_2 & = V_2^w E_2^T \times O_k^c = \text{diag}(\alpha_2, \alpha_2, \beta_2, \beta_2).
\end{align*}$$

According to (13), we obtain that

$$\begin{bmatrix}
-\alpha_2 & 0 & \alpha_1 & 0 \\
0 & -\alpha_2 & \beta_1 & 0 \\
0 & -\beta_2 & 0 & \beta_1
\end{bmatrix}
\begin{bmatrix}
\xi_1^c \\
\xi_2^c
\end{bmatrix}
= \begin{bmatrix}
\frac{3\alpha_1 + \alpha_2}{3\beta_1 - 2\alpha_2} \\
\frac{5\alpha_1}{3\beta_1 - 3\beta_2}
\end{bmatrix}.$$  

Choose $\alpha_1 = 1$, $\beta_1 = 2$, $\alpha_2 = 3$, $\beta_2 = 2$, the above equation has solutions and one of solutions can be solved out as

$$\xi_i^w = (V_i^d)^T = [-2.5, -1]^T.$$  

Using (14), the coset weighted potential is calculated as

$$V^P = (V_1^c - V_1^d E_1^T) \Lambda_1^{-1} = [1.5, 1.5, 2.5, 2].$$

Hence, by choosing coset-depending weights $w_i(s_{-i})$, the two-player Boolean game $G$ becomes a coset weighted potential game.

From Example 9, it is shown that the coset weighted potential games is more general than the weighted potential games. Moreover, using (13), the coset weighted potential equation can be expressed as

$$\begin{bmatrix}
-\alpha_2 & 0 & \alpha_1 & 0 \\
0 & -\alpha_2 & \beta_1 & 0 \\
0 & -\beta_2 & 0 & \beta_1
\end{bmatrix}
\begin{bmatrix}
\xi_1^c \\
\xi_2^c
\end{bmatrix}
= \begin{bmatrix}
\alpha_1 c - \alpha_2 a & \beta_1 f - \alpha_2 b \\
\alpha_1 g - \beta_2 c & \beta_1 h - \beta_2 d
\end{bmatrix}.$$  

(15)

Since rank($\Psi_w$) = rank($\Psi_w$), by the straightforward computation, we have the following result.

**Proposition 10** A two-player Boolean game $G \in G_{[2;2]}$, with coset-depending weights $w_i(s_{-i}) = [\alpha_i, \beta_i]$, $x_j, \alpha_i, \beta_i > 0$, $i = 1, 2$, is a coset weighted potential game, if and only if Eq. (15) has solutions, that is, the payoffs and coset-depending weights satisfy

$$\frac{1}{\alpha_1}(c-a) + \frac{1}{\alpha_2}(e-f) + \frac{1}{\beta_1}(b-d) + \frac{1}{\beta_2}(h-g) = 0.$$  

Moreover, assume $[A, B, C, D]^T$ is a particular solution of (15), the coset weighted potential function can be obtained as

$$P(x_1, \ldots, x_n) = V^P \times \prod_{j=1}^n x_j + c_0, \quad \forall c_0 \in \mathbb{R},$$  

where

$$V^P = ([a, b, c, d] - [A, B, A, B]) \Lambda_1^{-1} = \begin{bmatrix}
\frac{a-A}{\alpha_1} & \frac{b-B}{\beta_1} & \frac{c-A}{\alpha_1} & \frac{d-B}{\beta_1}
\end{bmatrix}.$$  

### 2.3 Properties of coset weighted potential games

For an exact potential game $G$, it was proved in [16] that the potential function $P$ is unique up to a constant number. That is, if $P_1$ and $P_2$ are two potential functions, then $P_1 - P_2 = c_0 \in \mathbb{R}$. A coset weighted potential game has the same property, which is described as follows.
Proposition 11 Consider a coset weighted potential game $G$. Let $P_1$ and $P_2$ are two coset weighted potential functions for $G$, then there exists a constant $c$ such that for every $s \in S$,
\[
P_1(s) - P_2(s) = c \in \mathbb{R}. \tag{17}
\]

Proof. From (6) and (7), if $P_1$ and $P_2$ are two potential functions for a coset weighted potential game $G$, then we have
\[
c_i(s) - w_i(s_{-i}) P_1(s) = d_i(s_{-i}),
\]
\[
c_i(s) - w_i(s_{-i}) P_2(s) = d_i'(s_{-i}),
\]
Set $c = P_1(s) - P_2(s)$, then
\[
c = \frac{d_i'(s_{-i}) - d_i(s_{-i})}{w_i(s_{-i})}.
\]
$d_i'(s_{-i})$, $d_i(s_{-i})$ and $w_i(s_{-i})$ are all independent of $x \in S_i$, so $c$ is independent of $x \in S_i$. But player $i$ is arbitrary, hence, $c$ is a constant. \qed

According to Definition 5, for a fixed coset-depending weights $w_i(s_{-i})$, it is easy to see that, in a coset weighted potential game, any strategy profile $s \in S$ maximizing the potential function $P$ is a pure strategy equilibrium. Hence, we have the following property.

Proposition 12 Consider a coset weighted potential game $G$ with fixed coset-depending weights $w_i(s_{-i}) > 0$. The game $G$ possesses at least one pure Nash equilibrium.

Because of the existence of pure Nash equilibrium, there are many learning algorithms which lead a coset weighted potential game to a pure Nash equilibrium. For instance, it is easily proved that the Myopic Best Response Adjustment [21], Fictitious Play [17], etc, will all guarantee the convergence of a coset weighted potential game to one of pure Nash equilibria.

3 Decomposition of finite games with coset-depending weights

In this section, we respectively discuss the geometric and algebraic expressions of all the subspaces in (2) by providing their bases. Based on these bases, (2) is proved to be hold and some formulas are provided for calculating all the decomposed components.

3.1 Subspace of coset weighted potential games $\mathcal{G}_P^{cw}$

According to Theorem 7, we can derive that $G \in \mathcal{G}$ is a coset weighted potential game with a set of coset-depending weights $w_i(s_{-i})$, if and only if
\[
b^w \in \text{Span}(\psi_{w_i}). \tag{18}
\]
Observing that in (18) we have freedom to choose arbitrarily $V_1^c$, then (18) can be rewritten as
\[
\begin{bmatrix}
(V_1^c)^T \\
\Lambda_1(V_2^c)^T - \Lambda_2(V_1^c)^T \\
\vdots \\
\Lambda_1(V_n^c)^T - \Lambda_n(V_1^c)^T
\end{bmatrix} \in \text{Span}(E_{cw}^e),
\]
where $E_{cw}^e = \begin{bmatrix} I_k & 0 & \psi_{w_i} \end{bmatrix}$. It is equivalent to
\[
\begin{bmatrix}
I_k & 0 & \cdots & 0 \\
-\Lambda_2 & \Lambda_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\Lambda_n & \cdots & \cdots & \Lambda_1
\end{bmatrix}
\begin{bmatrix}
(V_1^c)^T \\
(V_2^c)^T \\
\vdots \\
(V_n^c)^T
\end{bmatrix} \in \text{Span}(E_{cw}^e).
\]
It follows that $V_1^c \in \text{Span}(E_{cw}^p)$, where
\[
E_{cw}^p = \begin{bmatrix}
I_k & 0 & \cdots & 0 \\
-\Lambda_2 & \Lambda_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\Lambda_n & \cdots & \cdots & \Lambda_1
\end{bmatrix}^{-1}
\begin{bmatrix}
I_k & 0 & \cdots & 0 \\
-\Lambda_2 & \Lambda_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\Lambda_n & \cdots & \cdots & \Lambda_1
\end{bmatrix}
= D_w
\begin{bmatrix}
\Lambda_1 & 0 & \cdots & 0 \\
\Lambda_2 & -\Lambda_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\Lambda_n & \cdots & \cdots & \Lambda_1
\end{bmatrix}
\begin{bmatrix}
0 & 0 & \cdots & 0 \\
E_1 & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots \\
E_n & \cdots & \cdots & \cdots
\end{bmatrix}
\]
where $D_w = \text{diag}(\Lambda_1^{-1}, \Lambda_2^{-1}, \cdots, \Lambda_n^{-1})$. Assume $V_1^w = \frac{1^T_k}{k_i}$, for any $i$, then the coset weighted potential games become the (exact) potential games. Similar to the arguments in [2] and [19], we construct $E_{cw}^{p^w}$ from $E_{cw}^p$ via deleting the last column of $\Lambda_1 E_n$, then $E_{cw}^{p^w}$ has full column rank. Hence, we have the following result.

Theorem 13 The subspace of coset weighted potential games is
\[
\mathcal{G}_P^{cw} = \text{Span}(E_{cw}^p), \tag{19}
\]
which has $\text{Col}(E_{cw}^{p^w})$ as its basis.
Remark 14 The equation (6) provides the algebraic condition for the payoff functions to satisfy, so (6) is called the algebraic expression of coset weighted potential games. Moreover, (19) is called the geometric expression of coset weighted potential games, because it gives the basis of the corresponding subspace.

3.2 Subspace of coset weighted pure potential games $\mathcal{P}_{cw}$

Define

$$\bar{E}_{cw}^P := \begin{bmatrix} \Lambda_1 & \Lambda_1 E_1 & 0 & \cdots & 0 \\ \Lambda_2 & 0 & \Lambda_1 E_2 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \Lambda_n & 0 & 0 & \cdots & \Lambda_1 E_n \end{bmatrix}.$$

(20)

Comparison (20) and $E_{cw}^P$, we can verify that

$$\mathcal{G}_{P_{cw}} = \text{Span}(E_{cw}^P) = \text{Span}(\bar{E}_{cw}^P).$$

The subspace of non-strategic games $[3]$ is defined as $\mathcal{N} := \text{Span}(B^N)$, where

$$B^N = \begin{bmatrix} E_1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & E_n \end{bmatrix}.$$  

(21)

Similarly to the argument in [3], we define

$$B_{cw}^P = \begin{bmatrix} \Lambda_1 - \frac{1}{k} \Lambda_1 E_1 E_1^T \\ \Lambda_2 - \frac{1}{k} \Lambda_2 E_2 E_2^T \\ \vdots \\ \Lambda_n - \frac{1}{k} \Lambda_n E_n E_n^T \end{bmatrix} \in \mathcal{M}_{nk \times k}.$$  

(22)

According to (21) and (22), it is easy to verify that $\mathcal{G}_{P_{cw}} = \text{Span}\{B_{cw}^P, B^N\}$. Moreover, we can verify that $(B_{cw}^P)^T B^N = 0$. Hence, we have an orthogonal decomposition as $\mathcal{G}_{P_{cw}} = \text{Span}\{B_{cw}^P\} \oplus \mathcal{N}$. Obviously, the coset weighted pure potential subspace can be expressed as

$$\mathcal{P}_{cw} := \text{Span}\{B_{cw}^P\}. $$

(23)

Since $\dim(\mathcal{P}_{cw}) = k - 1$, and $B_{cw}^P 1_k = 0_{nk}$, similar to the argument in [3], we can delete any one column of $B_{cw}^P$, say, the last column, and denote the remaining matrix by $B_{cw}^{P_0}$, then we have

$$\mathcal{P}_{cw} := \text{Span}\{B_{cw}^P\} = \text{Span}\{B_{cw}^{P_0}\},$$

(24)

where $\text{Col}(B_{cw}^{P_0})$ is a basis of $\mathcal{P}_{cw}$.

According to (22), we have the following result.

Theorem 15 Consider $G \in \mathcal{G}$. The following three statements are equivalent.

1. $G$ is a coset weighted pure potential game.
2. There exists a function $P : S \to \mathbb{R}$ and a set of coset-dependent weights $w_i(s_{-i}) > 0$, such that for any $s_{-i} \in S_{-i}$,

$$c_i(s) = w_i(s_{-i}) P(s) - w_i(s_{-i}) \sum_{x \in S_i} P(x, s_{-i}).$$

(25)

3. There exists a function $P : S \to \mathbb{R}$ and a set of coset-dependent weights $w_i(s_{-i}) > 0$, such that for any $s_{-i} \in S_{-i}$, and $x, y \in S_i$,

$$\sum_{x \in S_i} c_i(x, s_{-i}) = 0, \quad \forall s_{-i} \in S_{-i};$$

$$c_i(x, s_{-i}) - c_i(y, s_{-i}) = w_i(s_{-i}) (P(x, s_{-i}) - P(y, s_{-i})).$$

(26)

(27)

Proof. 1 $\Rightarrow$ 2 : According to (23), if $G$ is a coset weighted pure potential game, there exists a column $\gamma \in \mathbb{R}^k$, such that $V_i^c = B_{cw}^{P_0} \gamma$. Set $X = \gamma_{j=1}^n x_j$, define $P(s) = \gamma^T \kappa_{j=1}^n x_j = \gamma^T X$, then we have

$$c_i(s) = V_i^c \kappa_{j=1}^n x_j = \gamma^T (\Lambda_i - \frac{1}{k} \Lambda_i E_i E_i^T) X$$

$$= \gamma^T (V_i^c E_i^T \otimes I_k) O_k^R X - \frac{1}{k} \gamma^T (E_i^T I_k \otimes \gamma^T) O_k^R E_i E_i^T X$$

$$= V_i^c E_i^T (I_k \otimes \gamma^T) O_k^R X - \frac{1}{k} V_i^c E_i^T (E_i \otimes \gamma^T) O_k^R E_i E_i^T X$$

$$= V_i^c E_i^T X \gamma^T X - \frac{1}{k} V_i^c E_i^T E_i E_i^T X \gamma^T E_i E_i^T X$$

$$= w_i(s_{-i}) P(s) - \frac{1}{k} V_i^c E_i^T \kappa_j^i = \frac{1}{k} x_j \kappa_{j=1}^n x_j$$

$$\gamma^T \kappa_{j=1}^n x_j \Rightarrow 1_k, \gamma_{j=1}^n x_j$$

$$= w_i(s_{-i}) P(s) - w_i(s_{-i}) \gamma^T \kappa_{j=1}^n x_j \Rightarrow 1_k, \gamma_{j=1}^n x_j$$

$$= w_i(s_{-i}) P(s) - w_i(s_{-i}) \sum_{x \in S_i} P(x, s_{-i}).$$

2 $\Rightarrow$ 3 : Plunging (25) into the left hand sides of (26) and (27) respectively, it is easy to verify these two equations.

3 $\Rightarrow$ 1 : According to Definition 5, (27) shows that $G$ is a coset weighted potential game, then we only need to verify its orthogonality to $\mathcal{N}$ by using (26).

$$\sum_{x \in S_i} c_i(x, s_{-i}) = \sum_{x \in S_i} V_i^c \kappa_{j=1}^n x_j \times x \kappa_{j=1}^n x_j$$

$$= V_i^c \sum_{x \in S_i} \kappa_{j=1}^n x_j \times x \kappa_{j=1}^n x_j$$

$$= V_i^c \kappa_{j=1}^n x_j \times 1_k, \kappa_{j=1}^n x_j$$

$$= V_i^c E_i E_i^T \kappa_{j=1}^n x_j = 0.$$
Then we have \( V_c E_i E_i^T = 0 \), which is equivalent to \( \mu_c E_i = 0 \), it follows that \([V_c, V_c', \ldots, V_c^{(N)}] B_N = V_G B_N = 0\). Hence \( G \) is a cost weighted pure potential game, which is orthogonal to \( N \). \( \square \)

**Remark 16** We call (24) the geometric expression of cost weighted pure potential games, and (25)-(27) are its algebraic expressions.

### 3.3 Subspace of cost weighted pure harmonic games \( \mathcal{H}^{cw} \)

From the construction of \( \mathcal{E}^{cw}_p \), we have the dimension of cost weighted potential subspace as \( \dim(\mathcal{G}^{cw}_p) = k + \sum_{j=1}^{n} \frac{k}{k_j} - 1 \). Then the dimension of subspace \( \mathcal{H}^{cw} \) is calculated as

\[
\dim(\mathcal{H}^{cw}) = (n-1)k - \sum_{j=1}^{n} \frac{k}{k_j} + 1. \tag{28}
\]

Set \( \psi_n^{cw} := \begin{pmatrix} \mathcal{E}^{cw}_p \end{pmatrix}^T \), obviously, we have

\[
\mathcal{H}^{cw} = \begin{pmatrix} \mathcal{E}^{cw}_p \end{pmatrix} = \ker(\psi_n^{cw}). \tag{29}
\]

Similar to the arguments in [19], we can construct

\[
\psi_n^{cw} = \begin{bmatrix} 1 & \vdots \\ E_1^p A_1 & \vdots & 0 \\ \vdots & \ddots & \vdots \\ E_{k_1}^p A_1 & \cdots & E_{k_2}^p \end{bmatrix},
\]

Set

\[
x_{i_1, i_2} := \begin{pmatrix} \Lambda_{n}^{-1}(\delta_{k_1}^{1} - \delta_{k_1}^{i_1})(\delta_{k_2}^{1} - \delta_{k_2}^{i_2}) \\ -\Lambda_{n}^{-1}(\delta_{k_1}^{i_1} - \delta_{k_1}^{1})(\delta_{k_2}^{i_2} - \delta_{k_2}^{1}) \end{pmatrix},
\]

\[
i_1 = 2, 3, \ldots, k_1; \ i_2 = 2, 3, \ldots, k_2.
\]

It is easy to see that

\[
x_{i_1, i_2} \in \ker(\psi_n^{cw}), \quad i_1 = 2, 3, \ldots, k_1; \ i_2 = 2, 3, \ldots, k_2,
\]

and \( \{x_{i_1, i_2} \mid i_1 = 2, 3, \ldots, k_1; \ i_2 = 2, 3, \ldots, k_2\} \) are linearly independent. From (28), we calculate that \( \dim(\mathcal{H}^{cw}_2) = (k_1 - 1)(k_2 - 1) \). Hence, \( \{x_{i_1, i_2} \mid i_1 = 2, 3, \ldots, k_1; \ i_2 = 2, 3, \ldots, k_2\} \) form a basis of \( \mathcal{H}^{cw}_2 \).

Next, we give an inductive method to construct \( \psi_n^{cw} \).

**Lemma 17** The matrix \( \psi_n^{cw} \), \( 2 \leq s \leq n \), can be recursively constructed by

\[
\psi_n^{cw} = \begin{bmatrix} \mathcal{E}^{cw}_{n-1} \end{bmatrix}^T \begin{pmatrix} 0 & \mathcal{E}^{cw}_{p-1} \end{pmatrix} (1_{k_{p-1}} \otimes 1_{k_1}) A_1, \tag{30}
\]

where \( \beta_n^{cw} = [\Lambda_p, 0_{k \times \frac{1}{k_1}}, \ldots, 0_{k \times \frac{1}{k_{p-1}}}]^T, k = \prod_{i=1}^{p} k_i. \)

According to Lemma 17, it is easy to verify the following result by straightforward computations.

**Lemma 18** If \( x \in \ker(\psi_n^{cw}), \), then

\[
\begin{pmatrix} x \delta_{i_1, i_2} \\ \vdots \\ \delta_{i_p, i_2} \end{pmatrix} \in \ker(\psi_n^{cw}), \quad i_p = 1, \ldots, k_p; \tag{31}
\]

\[
\begin{pmatrix} \Lambda_{n}^{-1}(\delta_{k_1}^{1} - \delta_{k_1}^{i_1})(\delta_{k_2}^{1} - \delta_{k_2}^{i_2})(\delta_{k_3}^{1} - \delta_{k_3}^{i_3}) \cdots (\delta_{k_{p-1}}^{1} - \delta_{k_{p-1}}^{i_{p-1}}) \\ \vdots \\ -\Lambda_{n}^{-1}(\delta_{k_1}^{i_1} - \delta_{k_1}^{1})(\delta_{k_2}^{i_2} - \delta_{k_2}^{1})(\delta_{k_3}^{i_3} - \delta_{k_3}^{1}) \cdots (\delta_{k_{p-1}}^{i_{p-1}} - \delta_{k_{p-1}}^{1}) \end{pmatrix} \in \ker(\psi_n^{cw}), \quad i_1 = 1, \ldots, k_1; \ i_2 = 1, 2, \ldots, p.
\]

Define an index set as \( I = \{(i_1, \ldots, i_n) \mid i_p \in [1, k_p]\}, p = 1, \ldots, n \). Using Lemma 18, we construct a set of vectors as follows, which are in \( \ker(\psi_n) \).

\[
J_1 = \begin{bmatrix} \Lambda_{n}^{-1}(\delta_{k_1}^{1} - \delta_{k_1}^{i_1})(\delta_{k_2}^{1} - \delta_{k_2}^{i_2})(\delta_{k_3}^{1} - \delta_{k_3}^{i_3}) \cdots (\delta_{k_{n-2}}^{1} - \delta_{k_{n-2}}^{i_{n-2}}) \\ \vdots \\ -\Lambda_{n}^{-1}(\delta_{k_1}^{i_1} - \delta_{k_1}^{1})(\delta_{k_2}^{i_2} - \delta_{k_2}^{1})(\delta_{k_3}^{i_3} - \delta_{k_3}^{1}) \cdots (\delta_{k_{n-2}}^{i_{n-2}} - \delta_{k_{n-2}}^{1}) \end{bmatrix} \theta_{(n-2)k}, \quad i_1 \in I, i_1 \neq 1, i_2 \neq 1;
\]

\[
J_2 = \begin{bmatrix} \Lambda_{n}^{-1}(\delta_{k_1}^{1} - \delta_{k_1}^{i_1})(\delta_{k_2}^{1} - \delta_{k_2}^{i_2})(\delta_{k_3}^{1} - \delta_{k_3}^{i_3}) \cdots (\delta_{k_{n-3}}^{1} - \delta_{k_{n-3}}^{i_{n-3}}) \\ \vdots \\ -\Lambda_{n}^{-1}(\delta_{k_1}^{i_1} - \delta_{k_1}^{1})(\delta_{k_2}^{i_2} - \delta_{k_2}^{1})(\delta_{k_3}^{i_3} - \delta_{k_3}^{1}) \cdots (\delta_{k_{n-3}}^{i_{n-3}} - \delta_{k_{n-3}}^{1}) \end{bmatrix} \theta_{(n-3)k}, \quad i_1 \in I, (i_1, i_2) \neq 1^T, i_3 \neq 1;
\]

\[
\vdots
\]

\[
J_{n-1} = \begin{bmatrix} \Lambda_{n}^{-1}(\delta_{k_1}^{1} - \delta_{k_1}^{i_1})(\delta_{k_2}^{1} - \delta_{k_2}^{i_2})(\delta_{k_3}^{1} - \delta_{k_3}^{i_3}) \cdots (\delta_{k_{n-1}}^{1} - \delta_{k_{n-1}}^{i_{n-1}}) \\ \vdots \\ -\Lambda_{n}^{-1}(\delta_{k_1}^{i_1} - \delta_{k_1}^{1})(\delta_{k_2}^{i_2} - \delta_{k_2}^{1})(\delta_{k_3}^{i_3} - \delta_{k_3}^{1}) \cdots (\delta_{k_{n-1}}^{i_{n-1}} - \delta_{k_{n-1}}^{1}) \end{bmatrix} \theta_{(n-1)k}, \quad i_1 \in I, (i_1, \ldots, i_{n-1}) \neq 1^T, i_n \neq 1.
\]

Define a matrix as

\[
B_n^{H} := [J_1, J_2, \ldots, J_{n-1}]. \tag{33}
\]

Similar to the arguments in [3, 19], we have the following result.
Theorem 19  \( B^{H}_{cw} \) has full column rank and the subspace of coset weighted pure harmonic games is
\[
\mathcal{H}^{cw} = \text{Span} \left( B^{H}_{cw} \right),
\]
where \( \text{Col}(B^{H}_{cw}) \) is a basis of \( \mathcal{H}^{cw} \).

Next, we provide the algebraic expression of coset weighted pure harmonic games.

Theorem 20  Consider \( G \in \mathcal{G} \). \( G \) is a coset weighted pure harmonic game, if and only if, there exists a set of coset-depending weights \( w_i(s_{-i}) > 0 \), such that for any \( s_{-i} \in S_{-i} \), and any \( s_{-j} \in S_{-j} = \prod_{q \neq 1} S_q \),
\[
\sum_{j \neq 1} w_i(s_{-i}) c_i(s) = 0;
\]
\[
\sum_{j \neq 1} w_i(x, s_{-j}) \sum_{x \in S_i} c_i(s, s_{-i}) = 0.
\]

Proof.  (Necessary) Assume the structure vector of \( G \) is \( V_G = [V_1^e, V_2^e, \ldots, V_n^e] \). According to the orthogonality of (29), we have \( V_G^T \in \ker \left( E_p^{cw} \right)^T \). It follows that
\[
V_G E_p^{cw} = \sum_{i=1}^n V_i^e A_i V_i^e A_1 E_1, V_2^e A_2 E_2, \ldots, V_n^e A_n E_n = 0.
\]

Using Lemma 6, Proposition 3 and 4, we have
\[
\sum_{j \neq 1} w_i(s_{-i}) c_i(s) = 0.
\]

And we have
\[
V_i^e A_i E_i^T \chi_{j=1}^n x_j = V_i^e A_1 \chi_{j=1}^n x_j \times 1_k \times 1_{k+i+1} x_j
\]
\[
= V_i^e (E_i^T \otimes I_k) \chi_{j=1}^n x_j \times 1_k \times 1_{k+i+1} x_j
\]
\[
= V_i^e (V_i^e E_i^T \otimes I_k) O_k^R \chi_{j=1}^n x_j \times 1_k \times 1_{k+i+1} x_j
\]
\[
= \sum_{x \in S_j} w_i(x, s_{-j}) \sum_{x \in S_i} c_i(x, s_{-i}) = 0.
\]

(Sufficiency) It is clear that (38) and (39) can be deduced by (35) and (36) respectively. Because \( V_i^e A_i E_i^T = 0 \) is equivalent to \( V_i^e A_i E_i = 0 \), hence, (38) and (39) can assure (37), which leads to the conclusion.

Remark 21  Theorem 19 gives the geometric expression of coset weighted pure harmonic games by providing \( B^{H}_{cw} \). (35) and (36) are its corresponding algebraic expressions.

3.4  Numerical formulas of decomposed subspaces

From the above arguments, the new orthogonal decomposition (2) is established for every fixed coset-depending weight \( w_i(s_{-i}) \), \( i = 1, \ldots, n \). Then construct a basis matrix as \( B_{cw} := [B^{p}_{cw}, B^{N}_{cw}, B^{H}_{cw}] \). Set \( d_1 = k - 1 \), \( d_2 = n \), \( d_3 = (n - 1)k - \sum_{j=1}^n k/j + 1 \). Construct a set of coefficients as \( X_G^G = [X^{P}_{cw}, X^{N}, X^{H}_{cw}]^T \), where \( X^P_{cw} = \mathbb{R}^{d_1} \), \( X^{N} = \mathbb{R}^{d_2} \) and \( X^{H}_{cw} = \mathbb{R}^{d_3} \). Assume the structure vector of \( G \) is \( V_G \), then we have
\[
(V_G)^T = B_{cw} X^{G}_{cw} = B^{p}_{cw} X^{P}_{cw} \oplus B^{N}_{cw} X^{N} \oplus B^{H}_{cw} X^{H}_{cw}.
\]

Using (40), we can calculate all the decomposed components of a given game \( G \) with fixed coset weights.

Proposition 22  Consider \( G \in \mathcal{G} \). Let
\[
[X^{P}_{cw}, X^{N}, X^{H}_{cw}]^T = (B_{cw})^{-1} (V_G)^T,
\]
then

(1) its coset weighted pure potential projection is:
\[
(V_G^{Pcw})^T = B_{cw} \begin{bmatrix} X^{P}_{cw} & 0 & 0 \end{bmatrix}^T;
\]

(2) its coset weighted pure harmonic projection is:
\[
(V_G^{Hcw})^T = B_{cw} \begin{bmatrix} 0 & 0 & X^{H}_{cw} \end{bmatrix}^T;
\]

(3) its non-strategic projection is:
\[
(V_G^{N})^T = B_{cw} \begin{bmatrix} 0 & X^{N} & 0 \end{bmatrix}^T;
\]

(4) its coset weighted potential projection is:
\[
(V_G^{pcw})^T = (V_G^{p})^T + (V_G^{N})^T;
\]

(5) its coset weighted harmonic projection is:
\[
(V_G^{Hcw})^T = (V_G^{H})^T + (V_G^{N})^T.
\]

Example 23  Recall Example 9, we can calculate all the decomposed components of \( G \) with respect to \( V_1^e = [1, 2] \) and \( V_2^e = [4, 2] \). According to (5), we have the structure
vector of $G$ as $V_G = [-1, 2, 0, 3, 3, 3, 5, 4]$. Using (22), it is easy to calculate that

$$B_{cw}^p = \begin{bmatrix}
\lambda_1 - \frac{1}{\mu_1} \lambda_1 E_1 E_1^T \\
\lambda_2 - \frac{1}{\mu_2} \lambda_2 E_2 E_2^T
\end{bmatrix} = \begin{bmatrix}
0.5 & 0 & -0.5 & 0 \\
0 & 1 & 0 & -1
\end{bmatrix}.$$ 

Construct $B_{cw}^{po}$ by deleting the last column of $B_{cw}^p$. According to (21) and (33), we have

$$B^N = \begin{bmatrix}
E_1 & 0 & E_2
\end{bmatrix},$$

and

$$B^{H}_{cw} = [1, -0.5, -1, 0.5, -0.25, 0.25, 0.5, -0.5]^T.$$ 

Construct $B_{cw} := [B_{cw}^{po}, B^N, B^{H}_{cw}]$. According to Proposition 22, the coefficients can be calculated by (41) as

$$X^p_{Gw} = [-0.5, -0.5, 0.5]^T, X^N = [0, 2.5, 3, 4.5]^T, \text{ and } X^{H}_{Gw} = 0.$$ 

Using formulas (42)-(46), we have

$$V^p_{Gw} = [-0.5, -0.5, 0.5, 0, 0, 0.5, -0.5];$$

$$V^N_{Gw} = 0^T;$$

$$V^{H}_{Gw} = [-0.5, 2.5, -0.5, 2.5, 3, 3, 4.5];$$

$$V^p_{Gw} = [-1, 2, 0, 3, 3, 3, 5, 4];$$

$$V^{H}_{Gw} = [-0.5, 2.5, -0.5, 2.5, 3, 3, 4.5] = V^N_G.$$ 

Hence, this game is a coset weighted potential game.

4 Conclusion

This paper investigates a more general potential game, called a coset weighted potential game. Using the STP method, a coset weighted potential equation is presented to verify the coset weighted potential game, a corresponding formula is obtained to calculate the potential function. Some useful properties are explored. Finally, a new orthogonal decomposition of $G$ with respect to fixed coset weights is obtained. The geometric and algebraic expressions of all the subspaces are provided respectively, and some formulas are given to calculate all the decomposed components.
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