An Improved Deep Canonical Correlation Fusion Method for Underwater Multisource Data
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ABSTRACT In complex underwater environments, the single mode of a single sensor cannot meet the precision requirement of object identification, and multisource fusion is currently the mainstream research approach. Deep canonical correlation analysis is an efficient feature fusion method but suffers from problems such as not strong scalability and low efficiency. Therefore, an improved deep canonical correlation analysis fusion method is proposed for underwater multisource sensor data containing noise. First, a denoising autoencoder is used for denoising and to reduce the data dimension to extract new feature expressions of raw data. Second, given that underwater acoustic data can be characterized as 1-dimensional time series, a 1-dimensional convolutional neural network is used to improve the deep canonical correlation analysis model, and multilayer convolution and pooling are implemented to decrease the number of parameters and increase the efficiency. To improve the scalability and robustness of the model, a stochastic decorrelation loss function is used to optimize the objective function, which reduces the algorithm complexity from $O(n^3)$ to $O(n^2)$. The comparison experiment of the proposed algorithm and other typical algorithms on MNIST containing noise and underwater multisource data in different scenes shows that the proposed algorithm is superior to others regardless of the efficiency or precision of target classification.

INDEX TERMS Convolutional neural network, deep canonical correlation analysis, denoising autoencoder, multisource fusion, underwater data.

I. INTRODUCTION

Underwater environments are complex and changing, and it is difficult to identify underwater objects [1], [2]. Recent years have experienced an increasing number of water vessels, and background noise from their frequent activities makes object identification more difficult. Single sensors are powerless under these conditions to meet the functional requirements of object identification. Multisource sensor fusion can efficiently improve the precision of object identification [3]–[5] by utilizing multisource information associated with the system function to conduct fusion and reasoning to combine the strengths of various types of information to obtain more accurate information than that obtained by a single sensor.
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In terms of fault detection [6]–[8], medical diagnosis [9], robot technology [10] and integrated navigation [11], multisensor fusion is widely researched and applied. According to the stages of data fusion, multisource data fusion can be divided into pixel-level fusion, feature-level fusion and decision-level fusion. Feature-level fusion is the process of feature extraction, comprehensive analysis and processing of multisource raw information. Typical feature fusion methods are based on data dimension reduction, such as principal component analysis (PCA) [12], linear discriminant analysis (LDA) [13], and linear locally embedding (LLE) [14]. In recent years, with the continuous deepening of deep learning research, feature-level fusion has been widely researched and has received wide attention. Models such as convolutional neural networks (CNNs), recurrent neural networks (RNNs) and long short-term memory (LSTM) have
been proposed and widely applied to feature extraction and fusion [15], [16]. As a traditional nonlinear feature extraction and fusion method, the autoencoder (AE) has also received attention [17], [18]. Many autoencoder models have been proposed, such as the basic autoencoder (BAE), denoising autoencoder (DAE), contractive autoencoder (CAE) and robust autoencoder (RAE).

Canonical correlation analysis (CCA), as a statistical method of calculating the maximum correlation of two sets of variables, is widely researched and applied in data fusion [19]. Kernel CCA (KCCA), the nonlinear expansion of CCA, is a nonparametric method that is subject to poor scalability and efficiency [20]. Deep CCA (DCCA) is a CCA method based on a deep neural network that uses two sets of variables to train a neural network model to make them have the maximum correlation [21]. Compared to CCA, is a nonparametric method that is subject to poor scalability and efficiency [20]. Deep CCA (DCCA) is a CCA method based on a deep neural network that uses two sets of variables to train a neural network model to make them have the maximum correlation [21]. Compared to CCA, is a nonparametric method that is subject to poor scalability and efficiency [20]. Deep CCA (DCCA) is a CCA method based on a deep neural network that uses two sets of variables to train a neural network model to make them have the maximum correlation [21]. Compared to CCA, is a nonparametric method that is subject to poor scalability and efficiency [20]. Deep CCA (DCCA) is a CCA method based on a deep neural network that uses two sets of variables to train a neural network model to make them have the maximum correlation [21].

The use of deep neural networks by DCCA leads to lower efficiency. Compared to DNN, the network structure of CNN weight sharing significantly reduces the complexity of the model and reduces the number of weights [15]. The convolution operation extracts deep-level features of the data, and the pooling operation reduces the number of model parameters and reduces the complexity of the network. On the other hand, DCCA is computationally expensive due to the matrix inversion or SVD operations required for each decorrelation in each training iteration. In the soft CCA algorithm [22], exact decorrelation is replaced by soft decorrelation via a mini-batch-based stochastic decorrelation loss (SDL) to be optimized jointly with the other training objectives. Soft decorrelation is more efficient and scalable by avoiding computationally expensive operations such as matrix inversion and SVD.

In this paper, an improved DCCA (IDCCA) is developed for underwater multisource data fusion. We introduce the 1-dimensional CNN (1DCNN) and SDL function into IDCCA. The main contributions of this paper can be summarized as follows.

1) To address the substantial noise and high dimensionality of underwater multisource experimental data, DAE is used to eliminate noise, reduce the dimensionality and learn new feature expressions of data.

2) To improve the efficiency and model scalability of DCCA, a 1DCNN is used to improve DCCA. Multi-layer convolution and pooling reduce the number of parameters in the training models and increase the efficiency. To improve the scalability and robustness of the model, an SDL function is used to optimize the objective function, which reduces the algorithm complexity from $O(n^5)$ to $O(n^2)$.

3) An experimental comparison with CCA, KCCA, soft CCA, and DCCA on the MNIST dataset containing noise, anechoic water tank data and authentic underwater monitoring data shows that the proposed method achieves high classification accuracy.

This thesis consists of 5 parts. In the second part, the AE, CCA, and DCCA algorithms are introduced. In the third part, the algorithm proposed in this thesis is introduced. The fourth part presents the experimental comparison analysis, and the fifth part is the conclusion.

II. RELATED WORK

A. AUTOENCODER

Autoencoders are neural network models with symmetric structures. Fig. 1 shows a 3-layer autoencoder with an input layer, hidden layer and output layer. The number of nodes of the input layer is the same as that of the output layer and more than that of the hidden layer. The hidden layer recodes the input data, and the output layer is the reconstitution of the hidden layer. Given a training sample $x = [x_1, x_2, \ldots, x_N]^T \in \mathbb{R}^N$, the encoding function $f$ and decoding function $g$ of the autoencoder in Fig. 1 are as follows:

$$y = f(x) = s_1(w^{(1)}_x + b^{(1)}),$$

$$(1)$$

$$z = g(y) = s_2(w^{(2)}_y f(x) + b^{(2)}),$$

$$(2)$$

where $w^{(1)}$ and $w^{(2)}$ are weight matrices, $b^{(1)}$ and $b^{(2)}$ are bias vectors, and $s_1$ and $s_2$ are nonlinear activation functions. The objective of an AE is to optimize $w$ and $b$ to minimize the reconstruction error. Traditionally, the mean squared error or cross entropy is used to compute the reconstruction error. The mean squared error function is $l_{MSE}(x, z) = \|x - z\|_2^2$, and the cross entropy function is

$$l_{CE}(x, z) = -\sum_{k=1}^{d} x_k \log z_k + (1 - x_k) \log(1 - z_k)$$

$$(3)$$

B. DEEP CANONICAL CORRELATION ANALYSIS

Canonical correlation analysis (CCA) [23] originates from multivariate statistical analysis. Given two sets of variables $x = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{d \times N}$ and $y = [y_1, y_2, \ldots, y_N] \in \mathbb{R}^{d \times N}$, each pair $(x_i, y_i)$ is a data sample including two modalities. CCA aims to find two sets of basis vectors $w_x$ and $w_y$ to map multimodal data into a shared $d$-dimensional subspace, that is, $p_x = w_x^T x$ and $p_y = w_y^T y$, where $x$ and $y$ have been normalized to mean 0 and variance 1. The objective function can be written as (4), where $\rho$ denotes the correlation

\[
\rho(x, y) = \frac{\text{cov}(x, y)}{\sqrt{\text{var}(x) \text{var}(y)}}
\]
FIGURE 2. The structure of DCCA.

coefficient and \( C \) denotes the covariance matrix.

\[
\rho = \max_{w_x, w_y} \frac{w_x^T c_{xy} w_y^T}{\sqrt{(w_x^T c_{xx} w_x)(w_y^T c_{yy} w_y)}} \tag{4}
\]

Because \( \rho \) is invariant to the scale of \( w_x \) or \( w_y \), and \( (4) \) is further improved to be the constrained optimization for \( (5) \).

\[
\max w_x^T c_{xy} w_y^T \quad s.t. \quad w_x^T c_{xx} w_x = 1, \ w_y^T c_{yy} w_y = 1 \tag{5}
\]

CCA projects two sets of variables into linear space, while DCCA [21] projects data into nonlinear space utilizing deep neural networks. DCCA consists of two deep neural networks whose output layers have the maximum correlation. Let \( H_x = f_x(x, \theta_x) \) and \( H_y = f_y(y, \theta_y) \) be nonlinear transformation functions implemented by a neural network that maps \( x \) and \( y \) into a shared subspace. The optimization objective is to maximize the cross-modality correlation between \( H_x \) and \( H_y \) formulated as follows [15]:

\[
\max \text{corr}(H_x, H_y) = \max \text{corr}(f_x(x, \theta_x), f_y(y, \theta_y)) \tag{6}
\]

Fig. 2 shows a DCCA structure composed of two 3-layer neural networks in which the output layer has the greatest correlation. The neural network has 3 nodes in the input layer, 4 nodes in the hidden layer, and 2 nodes in the output layer.

III. IMPROVED DEEP CANONICAL CORRELATION ANALYSIS

To improve the underwater object identification rate in noisy environments, an improved deep canonical correlation analysis (IDCCA) is proposed. Fig. 3 shows the overall structure of the proposed algorithm. The left part of Fig. 3 uses DAE to extract features, where red and blue circles are new features extracted, and these feature data are sent to the right part of Fig. 3 for feature fusion using IDCCA.

A. DAE FEATURE EXTRACTION

A denoising autoencoder (DAE) [24] can reconstruct raw data from partially destroyed samples; that is, DAE can construct a potential feature space for corrupted data and has good robustness to corrupted inputs. With a similar structure to the common autoencoder, the DAE is different in the use of corrupted data in the input stage, and it randomly selects a certain number of input nodes and sets the node value to 0. The DAE is thus trained to guess missing values. The reconstructions of the AE are, however, compared to the original, uncorrupted inputs.

If a raw datum is \( x \), then \( \tilde{x} \) is a datum containing noise. Similar to the basic autoencoder, the objective function for DAE is defined as:

\[
l_{DAE}(x, \tilde{z}) = -\sum_{k=1}^{d} x_k \log \tilde{z}_k + (1 - x_k) \log(1 - \tilde{z}_k) \tag{7}
\]

With

\[
\tilde{z} = g(\tilde{y}) = s_2(w^{(2)}f(\tilde{x}) + b^{(2)}) \tag{8}
\]

\[
\tilde{y} = f(\tilde{x}) = s_1(w^{(1)}\tilde{x} + b^{(1)}) \tag{9}
\]

\[
\tilde{x} = x + N(0, \sigma^2I) \tag{10}
\]

where \( w \) and \( b \) represent network parameters, noise datum \( \tilde{x} \) is subject to a Gaussian distribution, and \( \sigma \) is noise-level parameter that represents the degree of corruption.

A 3-layer DAE architecture has a simple structure and good performance [8]. The 3-layer structure shown in Fig. 1 is used to extract data features. In the whole algorithm, DAE is on the left side of Fig. 3, where corrupted data are input and optimized parameters are set. The red and blue packed data in the middle are new feature expressions. Further fusion of these new features is performed via IDCCA.

B. THE IMPROVED DEEP CANONICAL CORRELATION ANALYSIS

An IDCCA that utilizes two 1DCNN models to train network parameters is proposed. To improve the scalability and robustness of the model, SDL is used to optimize the objective function. The basic structure is shown on the right side of Fig. 3.

A CNN is a kind of neural network. The weight sharing network structure significantly reduces the complexity of the models and the number of weights. Convolution is a
We set one branch of a deep CCA network over a mini-batch as $Z \in R^{m \times k}$, where $m$ is the mini-batch size and $k$ indicates the number of feature channels, and assume that $Z$ has been batch-standardized. The mini-batch covariance matrix $C_{\text{mini}}^t$ for the $t$-th training step is then given as $C_{\text{mini}}^t = 1/(m-1)Z^T Z$. We first compute an accumulative covariance matrix for $C_{\text{accu}}^t = \alpha C_{\text{accu}}^{t-1} + C_{\text{mini}}^t$, where $\alpha \in [0, 1)$ is a decay rate and $C_{\text{accu}}^{t=0}$ is initialized with an all-zero matrix. A normalization factor is also computed accumulatively as $C_{\text{appx}}^t = C_{\text{appx}}^{t-1} + (c^t - 1)$, where $\mathcal{O}^t = c^t_{ij}$ is the element in $C_{\text{appx}}^t$ at $(i,j)$. $L_1$ loss is used here to encourage sparsity in the off-diagonal elements. SDL is soft because it only penalizes the correlation across activations instead of enforcing exact decorrelation. It will be jointly optimized with any other losses the model may have. With the proposed SDL, the constrained optimization problem in (6) can be reformulated as the following unconstrained objective:

$$L_{\text{SDL}} = \sum_{i=1}^{k} \sum_{j \neq i} \left| \phi_{ij} \right|^2$$

(12)

where $\mathcal{O}^t_{ij}$ is the element in $C_{\text{appx}}^t$ at $(i,j)$. $L_1$ loss is used here to encourage sparsity in the off-diagonal elements. SDL is soft because it only penalizes the correlation across activations instead of enforcing exact decorrelation. It will be jointly optimized with any other losses the model may have. With the proposed SDL, the constrained optimization problem in (6) can be reformulated as the following unconstrained objective:

$$\operatorname{arg} \min_{(\theta_1, \theta_2)} L_{\text{dist}}(f_1(x_1 : \theta_1), f_2(x_2 : \theta_2)) + \lambda (L_{\text{SDL}}(f_1(x_1 : \theta_1)) + L_{\text{SDL}}(f_2(x_2 : \theta_2)))$$

(13)

where $L_{\text{dist}}(f_1(x_1 : \theta_1), f_2(x_2 : \theta_2))$ is the $L_2$ distance and $\lambda$ weights the alignment versus decorrelation losses. The soft CCA architecture is illustrated in Fig. 5. Note that both SDL and $L_2$ loss are mini-batch-based losses. Therefore, soft CCA can be realized using standard SGD optimization for end-to-end learning. The overall computational complexity of SDL is $O(n^3)$. In contrast, the existing exact decorrelation computation has a complexity of $O(n^5)$ due to the use of SVD [22].

After the collection of multisource underwater data, data segmentation and standardized processing must be performed. Then, DAE is used for denoising and to extract features, IDCCA is used to fuse features, and SVM is used to classify the features.

## IV. EXPERIMENTAL ANALYSIS

In this experiment, Python2.7 is used for development under the frameworks of TensorFlow 2.0, theano1.0.4 and...
Keras 2.0.6. To verify the efficiency of the algorithm proposed in this thesis, the MNIST containing noise [20] and underwater experimental data are selected. Underwater experimental data include those in anechoic water tanks and authentic underwater environments, which are ideal underwater environments and authentic underwater environments.

A. INTRODUCTION TO DATASET

1) MNIST CONTAINING NOISE

MNIST is a typical handwriting dataset that contains 60K training pictures and 10K test pictures. The size of each picture is 28 × 28 pixels. Thesis [28] generates a more challenging two-view version of the MNIST dataset, as shown in Fig. 6. That is, the pixel values are first rescaled to [0, 1] and the images are then randomly rotated at angles uniformly sampled from [−π/4, π/4]. The resulting images are then used as view 1 inputs. For each view 1 image, we randomly select an image of the same identity (0-9) from the original dataset and add independent random noise uniformly sampled from [0, 1] to each pixel to obtain the corresponding view 2 sample.

2) ANECHOIC WATER TANK DATA

This experiment simulates an authentic underwater target sound environment by arranging different underwater target sound equipment in an anechoic water tank. The targets are placed across from the hydrophones, which are orderly arranged around the tank. There are 18 hydrophones in the array, and each of them corresponds to the same number signal. The end of the hydrophone is 0.5 meters from the bottom of the tank, the space between hydrophones is 0.25 meters, and the length of the array cable is 4.5 meters. The measurement time is 6 min, and the frequency band is 25.6 kHz. All the collected signals are voltage values. To achieve refined underwater target information perception, the experiment uses different power amplifiers to simulate the noise of different vessels; the vessel sailing powers are 20%, 50% and 80%.

According to the targets’ engine powers and speeds, this experiment classifies the targets into three categories. Target 1 has 4800 segments, target 2 has 10000 segments, and target 3 has 3470 segments. The percentage of the data in the training set is 72.5%, and that in the test set is 27.5%.

3) AUTHENTIC UNDERWATER MONITORING DATA

The data are collected by arranging several underwater target noise collectors in authentic water areas. The target vessels are sailed at a constant speed on the surface of the water at different powers to collect data under different sound conditions. In the experiment in the authentic underwater scene, the natural environment messages are temperature: 6°C; humidity: 39%; wind speed: 4 m/s; air pressure: 1.029*105 Pa; and water speed: 7 m/s.

The authentic water experimental data are shown in Table 1. The vessels are sailing at constant speeds of 8 HP and 12 HP, and the movement distance is 20-40 meters. The distance from vessels to sound sensors is 100-350 meters. The experiment classifies the target vessels into 8 categories according to HP and distance. At the beginning and end of the experiment, the environmental background noise is recorded.

B. EXPERIMENTAL VERIFICATION AND COMPARISON ANALYSIS

1) EXPERIMENTAL ANALYSIS ON MNIST

The DAE model parameters include input dimensions, encoding dimensions, weight decay and activation function. In this experiment, the number input dimensions is 784. The encoding layer compresses and extracts the features according to 75% and 50% of the input dimensions. If the encoding dimensions are set to 75% of the input dimensions, then the number of encoding dimensions is 588; if the encoding dimensions are set to 50% of the input dimensions, then the number is 392. Weight decay is TRUE, and the activation function is tanh.

The classification comparison analysis of the IDCCA model, CCA, DCCA, and soft CCA is performed on MNIST containing noise. Before fusion, two kinds of data are used:

| NO. | Working condition | Movement distance (M) |
|-----|-------------------|-----------------------|
| 1   | 8 Horsepower-100 m| 80-110                |
| 2   | 8 Horsepower-160 m| 150-180               |
| 3   | 8 Horsepower-200 m| 200-221               |
| 4   | 8 Horsepower-260 m| 257-266               |
| 5   | 8 Horsepower-350 m| 340-360               |
| 6   | 12 Horsepower-350 m| 340-360              |
| 7   | 12 Horsepower-260 m| 220-255             |
| 8   | 12 Horsepower-150 m| 130-152            |
TABLE 2. Accuracy of different methods on MNIST.

| NO  | Algorithm | Classification accuracy |
|-----|-----------|-------------------------|
| 1   | CCA       | 81.2%                   |
| 2   | DCCA      | 94.4%                   |
| 3   | Soft CCA  | 95.2%                   |
| 4   | IDCCA     | 97.4%                   |
| 5   | DAE(50%)+DCCA | 96.8%          |
| 6   | DAE(75%)+DCCA | 97.2%         |
| 7   | DAE(50%)+Soft CCA | 97.1%       |
| 8   | DAE(75%)+Soft CCA | 97.5%       |
| 9   | DAE(50%)+IDCCA | 98.1%     |
| 10  | DAE(75%)+IDCCA | **98.5%** |

Table 2 indicates that IDCCA outperforms soft CCA, DCCA, and CCA overall. The classification accuracy of 81.2% of CCA is the lowest among all methods. The accuracy of fusion classification with DCCA, soft CCA, and IDCCA on data processed by DAE is higher than that on data not processed by DAE; thus, the classification performance is improved after denoising by DAE. The classification accuracy with DCCA is 96.8% and 97.2% for DAE (50%) and DAE (75%), respectively, the classification accuracy with soft CCA is 97.1% and 97.5% for DAE (50%) and DAE (75%), respectively, and the classification accuracy with IDCCA is 98.1% and 98.5% for DAE (50%) and DAE (75%), respectively. The classification accuracy with DAE (75%) is higher than that with DAE (50%). Among all algorithms, the highest accuracy of 98.5% is achieved with DAE(75%)+IDCCA.

2) UNDERWATER DATA EXPERIMENTAL ANALYSIS

The data should be split before the use of hydrophones because of the large amount of data to be detected. The split size is based on powers of 2: in this thesis, 512, 1024, and 2048. Then, a preprocessing function is used to normalize the data to [0, 1]. Last, the dataset is split into a training set and a test set with a proportion of 6:4.

The input dimensions of the DAE are 512, 1024 and 2048, respectively; the encoding dimensions are 50% and 75% of the input dimensions. If the encoding dimensions are set to be 75% of the input dimensions, then the numbers of encoding dimensions correspond to 384, 768, and 1536, respectively. If the encoding dimensions are set to be 50% of the input dimensions, then the numbers of encoding dimensions correspond to 256, 512, and 1024, respectively. Weight decay is TRUE, and the activation function is tanh.

To further improve the classification performance, CCA, DCCA, soft CCA, and IDCCA are used to fuse the data, and SVM is then used to classify the data. The classification results are shown in Table 3.

Table 3 shows that the accuracy after feature extraction by DAE is higher than that without DAE. After extraction by DAE, the accuracy of data with a compression proportion of 75% is higher than that with a compression proportion of 50%, and the accuracy with IDCCA is higher than that with CCA, DCCA, and soft CCA. The highest data classification accuracy is 98.9% for anechoic tank data and 90.8% for the authentic underwater data with DAE (75%)+IDCCA. Table 3 shows that the classification accuracy after fusion by CCA, DCCA, soft CCA and IDCCA is improved and that the effect of fusion is obvious. Then, comparison analysis is performed via a histogram.

From raw data to DAE (50%) to DAE (75%), Fig. 7(a) shows that the classification accuracy of data after the fusion with IDCCA is highest, the second highest is with soft CCA, and the lowest is with CCA. The results shown in Fig. 7(b) are similar to those in Fig. 7(b). However, owing to the noise, the accuracy for authentic water data is lower than that in...
FIGURE 8. Classification accuracy of different classification methods.

FIGURE 9. Comparison of the algorithm time complexity before and after processing by DAE.

FIGURE 10. Comparison of the efficiency of CCA, DCCA, soft CCA and IDCCA without data.

anechoic tanks overall. Fig. 7 shows that the classification accuracy is improved by DAE, and the classification accuracy with DAE (75%) is higher than that with DAE (50%).

In addition, comparison of the classification accuracy of soft CCA and IDCCA in Table 3 and Fig. 7 indicates that regardless of the raw data, DAE (50%) or DAE (75%), IDCCA is better than soft CCA. IDCCA and soft CCA use the same objective function: the difference is that IDCCA is trained with a 1DCNN and soft CCA is trained with a deep neural network. In this case, the classification accuracy of the model trained with a 1DCNN is better.

To further verify the classification accuracy, SVM, LNN, and MLP are used to compare the classification accuracy of MNIST, anechoic water tank data (AWTD), and authentic underwater monitoring data (AUMD). The AWTD and AUMD were processed by DAE (75%). The classification results of the three classification algorithms are shown in Fig. 8.

As seen from Fig. 8, LNN and MLP obtain similar results to SVM, but SVM achieves the best classification accuracy, followed by MLP and then LNN.

3) TIME COMPLEXITY

After processing of the experimental data by DAE, the raw data are compressed and reduced in dimension; thus, the data dimension is reduced. Therefore, the time required for model training and data classification is reduced. A comparison of the fusion classification efficiency of the raw data, DAE (50%) data and DAE (75%) data is shown in Fig. 9.

Fig. 9 shows that raw data require the most time in the model training stage. DAE (75%) considers three-quarters of the raw data, and DAE (50%) considers half of the raw data. In the model test stage, similar results were obtained to those in the model training stage; that is, a higher compression proportion of data requires less time.

To compare the efficiency of CCA, DCCA, soft CCA, and IDCCA, comparative analysis was carried out on MNIST containing noise, anechoic water tank data and authentic underwater data: the results are shown in Fig. 10.

Fig. 10 shows that the three MNIST datasets containing noise, anechoic water tank data and authentic underwater data show the same trend: the efficiency of CCA is lower than that of DCCA, and the efficiency of DCCA is lower than that of IDCCA. Although soft CCA and IDCCA use the same loss function, the efficiency of deep neural networks is not as good as that of CNNs, so the efficiency of soft CCA is lower than that of IDCCA. IDCCA uses 1DCNN to train the network, which reduces the number of parameters, and uses the SDL function to reduce the time complexity of the optimization function from $O(n^3)$ to $O(n^2)$. Thus, the efficiency of IDCCA is the highest.

V. CONCLUSION

To assess the efficiency of the fusion algorithm, the project group has conducted numerous experiments in different scenarios. To address underwater multisource data containing noise, an IDCCA fusion method is proposed in this thesis. The method uses a denoising autoencoder for denoising and to reduce the data dimension and extract new feature expressions of the raw data. Given the features of a 1-dimensional time series of underwater acoustic data, a 1DCNN is used to improve the deep canonical correlation model. To improve the scalability and robustness of the model, an SDL function is used to optimize the objective function, which reduces the algorithm complexity. The tests of underwater data in different scenes verify the efficiency of the algorithm proposed in this thesis. There is space for improvement in model efficiency, and future work will be done in target optimization.
to improve the algorithm efficiency. Moreover, the algorithm in this paper uses DAE to extract features and IDCCA to perform feature fusion, which leads to the separation of feature extraction and feature fusion. We hope to combine feature extraction and feature fusion in the next step and believe that improved results will be achieved.
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