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Abstract—In this work, binary block-to-block distribution matching is considered. \( m \) independent and uniformly distributed bits are mapped to \( n \) output bits resembling a target product distribution. A rate \( R \) is called achieved by a sequence of encoder-decoder pairs, if for \( m,n \to \infty \), (1) \( m/n \to R \), (2) the informational divergence per bit of the output distribution and the target distribution goes to zero, and (3) the probability of erroneous decoding goes to zero. It is shown that the maximum achievable rate is equal to the entropy of the target distribution. A practical encoder-decoder pair is constructed that provably achieves the maximum rate in the limit. Numerical results illustrate that the suggested system operates close to the limits with reasonable complexity. The key idea is to internally use a fixed-to-variable length matcher and to compensate underflow by random mapping and to cast an error when overflow occurs.

I. INTRODUCTION

Binary distribution matching refers to reversibly mapping independent and uniformly distributed bits to bits that are distributed approximately according to a target distribution. The degree of approximation is measured by the informational divergence (I-divergence). In digital communication systems, distribution matchers can be used, e.g., for coding for noiseless channels or for probabilistic shaping for noisy channels [1, Chap. 6 & 7]. Variable-to-fixed length (v2f) matchers are developed in [1, Chap. 3] and the authors of this paper propose fixed-to-variable length (f2v) matchers in [2].

Variable length matchers have three inherent problems, namely synchronization, error propagation, and variable transmission rate. We illustrate this by an example. Consider the v2f matcher

\[ 1 \mapsto a, 00 \mapsto b, 01 \mapsto c \] (1)

which generates the channel input symbols \( \{a, b, c\} \) with probabilities \( 1/2, 1/4, 1/4 \), respectively. The binary string 01001 is mapped to cba, which is then transmitted over a noisy channel. The string aba is detected at the receiver and according to the matcher mapped to 1001, i.e.,

\[ 01001 \mapsto cba \]

\[ \text{ab} \mapsto 1001. \]

First, the input length is 5 but the output length is 4, so input and output are out of sync. Second, one detection error led to 3 bit errors and one bit is missing. Third, an all b string on the channel corresponds to twice as many data bits than an all a string of the same length. Thus, a system that deploys a variable length matcher needs the capability to buffer large amounts of data to keep up with the variable transmission rate.

The three drawbacks of variable length matchers stated above motivate us to investigate the design of block-to-block (b2b) matchers that map \( m \) input bits to \( n \) output bits. The ratio \( m/n \) is called the matching rate. For b2b matchers, the transmission rate is constant and synchronization errors and error propagation are limited by the block length.

In theory, optimal one-to-one b2b matchers can easily be constructed, we detail this in Subsec. IV-A. However, these matchers may not be practical. We illustrate this by an example. For the target distribution \( P_y(0) = 1 - P_y(1) = 0.8 \), the I-divergence per bit versus the input length \( m \) that is achieved by an optimal one-to-one b2b matcher is plotted in Fig. 1 by a red curve. For comparison, the performance of an optimal v2f matcher is plotted by a blue curve. For the same codebook size, the v2f matcher achieves an I-divergence that is around five times smaller than the I-divergence achieved by the b2b matcher. Basically, Fig. 1 suggests that b2b matchers cannot achieve a low I-divergence with a reasonable complexity.

In this work, we show how b2b matchers can be constructed that provably achieve the same I-divergence as the f2v matcher with the same complexity. The key idea is to repeatedly use...
the f2v matcher inside the b2b matcher. For a fixed output length, this results in underflow events and overflow events. We handle underflow events by random mapping and overflow events by casting an error. The probability of error can be made arbitrarily small by choosing the block size large enough. This corresponds to increasing the number of times the v2f matcher is applied internally and it does not effect the complexity of the b2b matcher. We call b2b matcher with a small probability of decoding error ε-error b2b matcher.

In Sec. II we precisely define the ε-error b2b design problem. We then show in Sec. III that no matching rate larger than the entropy of the target distribution can be achieved. In Sec. IV, we address (impractical) zero-error b2b matcher. The construction of a (practical) ε-error b2b matcher is described in Sec. V and its asymptotic optimality is proven in Sec. VI. We finally give numerical results in Sec. VII that illustrate that the suggested ε-error b2b matcher has the same performance as the f2v matcher with a small probability of error.

II. PROBLEM STATEMENT

A. Matching

Let \( B^m \) be a sequence of \( m \) binary random variables that are independent and uniformly distributed. An encoder is a mapping

\[
f_n : \{0, 1\}^m \to \{0, 1\}^n, \quad B^m \to f_n(B^m) =: \hat{Y}^n. \tag{2}
\]

We allow \( f_n \) to be a random mapping. The corresponding decoder is a mapping

\[
\varphi_n : \{0, 1\}^n \to \{0, 1\}^m, \quad \hat{Y}^n \to \varphi_n(\hat{Y}^n) =: \hat{B}^m. \tag{3}
\]

Let \( P_Y \) be a binary target distribution with \( 0 < P_Y(0) < 1 \) and \( P_Y(1) = 1 - P_Y(0) \). Denote by \( P_{Y^m} \) the joint distribution of \( n \) binary random variables that are iid according to \( P_Y \). For a given \( P_Y \), we say that a matching rate \( R \) is achievable if there exists a sequence of encoder-decoder pairs \( \{f_n, \varphi_n\}_{n=1}^\infty \) that fulfills the following three conditions as \( n \to \infty \):

\[
\frac{m}{n} \to R \tag{4}
\]

\[
\frac{\mathbb{D}(P_{Y^m} || P_{Y^n})}{n} \to 0 \tag{5}
\]

\[
\Pr(B^m \neq \hat{B}^m) \to 0. \tag{6}
\]

Note that \( m \) implicitly depends on \( n \).

B. Maximum Matching Rate

We illustrate by an example that the rate \( R = 0 \) can easily be achieved.

Example: Define \( f_n \) as

\[
b \mapsto f_n(b) = b\hat{Y}^{n-1}, \quad b \in \{0, 1\} \tag{7}
\]

where \( \hat{Y}^{n-1} \) is distributed according to \( P_{Y^{n-1}} \). By the chain rule, the informational divergence is given by

\[
\mathbb{D}(P_{Y^n} || P_{Y^n}) = \mathbb{D}(P_{Y^1} || P_{Y}) + \sum_{y \in \{0, 1\}} P_{Y^1}(y) \mathbb{D}(P_{Y^n | Y_1 = y} || P_{Y^n | Y_1 = y}) = \mathbb{D}(P_{Y^1} || P_{Y}). \tag{8}
\]

Thus, as \( n \to \infty \), (5) is fulfilled. We define the decoder as

\[
\hat{y}^n \mapsto \varphi_n(\hat{y}^n) = \hat{y}_1. \tag{9}
\]

Clearly, it decodes with an error probability of zero and (6) is fulfilled. Thus, \( \{f_n, \varphi_n\} \) fulfills our requirements for a matcher with a matching rate of \( 1/n \to 0 \).

This example shows that “small” rates can easily be achieved by using random mappings from input symbols to disjoint sets of output symbols. Such mappings allow error free decoding. We are therefore interested in the maximum achievable matching rate.

III. CONVERSE

We will need the following implication, which is shown in [3]. Convergence in normalized informational divergence implies convergence in entropy rate, i.e., as \( n \to \infty \),

\[
\frac{\mathbb{D}(P_{Y^n} || P_Y^n)}{n} \to 0 \Rightarrow \frac{\mathbb{H}(P_{Y^n})}{n} \to \mathbb{H}(P_Y). \tag{10}
\]

Proposition 1. Let \( \{f_n, \varphi_n\}_{n=1}^\infty \) be a sequence of encoder-decoder pairs that for a target distribution \( P_Y \) achieves a matching rate of \( R \). Then

\[
R \leq \mathbb{H}(P_Y). \tag{11}
\]

Proof: Estimating \( B^m \) from \( \hat{Y}^n \): Denote by \( \tilde{B}^m \) an estimate of \( B^m \) that results from processing \( \hat{Y}^n \). Define \( P_e := \Pr(B^m \neq \tilde{B}^m) \) and \( \mathbb{H}_2(p) := -p \log_2 p - (1-p) \log_2 (1-p) \). Then, by Fano’s inequality [4, Sec. 1.9.2] we have

\[
\mathbb{H}_2(P_e) + P_e \log_2 \left( \frac{1}{2^m} \right) = \mathbb{H}_2(P_e) + P_e m \geq \mathbb{H}(B^m; \tilde{B}^m) \tag{12}
\]

\[
= \mathbb{H}(B^m) - \mathbb{H}(B^m; \tilde{B}^m) \tag{13}
\]

\[
= m - \mathbb{H}(B^m; \tilde{B}^m) \tag{14}
\]

\[
\geq m - \mathbb{H}(B^m; \hat{Y}^n) \tag{15}
\]

\[
= m - \mathbb{H}(\hat{Y}^n | B^m) \tag{16}
\]

\[
\geq m - \mathbb{H}(\hat{Y}^n) \tag{17}
\]

where we used the data processing inequality [4, Theo. 1.4] in (a). Dividing by \( m \), we get

\[
\frac{\mathbb{H}_2(P_e)}{m} + P_e \geq 1 - \frac{\mathbb{H}(\hat{Y}^n)}{m}. \tag{19}
\]

By (10), we know that \( \mathbb{H}(\hat{Y}^n)/n \to \mathbb{H}(P_Y) \). Thus, in the limit,

\[
\frac{\mathbb{H}_2(P_e)}{m} + P_e \geq 1 - \frac{n}{m} \mathbb{H}(P_Y) \tag{20}
\]

Thus, if the rate \( m/n \) is larger than \( \mathbb{H}(P_Y) \), then the probability of error is bounded away from zero. This is the statement of the proposition. ■
IV. Zero-Error Achievability

**Proposition 2.** For any binary target distribution \( P_Y \), the maximum matching rate \( \mathbb{H}(P_Y) \) can be achieved by a zero-error matcher.

**Proof:** The proof is based on typicality. Fix \( \epsilon > 0 \). Denote by \( T^* (P_Y) \) the set of length-\( n \) sequences that are \( \epsilon \)-letter typical with respect to \( P_Y \). By [4, Theorem 4.2], the cardinality of this set is lower bounded by

\[
|T^* (P_Y)| \geq [1 - \delta_\epsilon (P_Y, n)] 2^{n(1-\epsilon) \mathbb{H}(P_Y)}
\]

where \( \delta_\epsilon (P_Y, n) \to 0 \) as \( n \to \infty \). In particular, there exists an \( n_0 \) such that for all \( n \geq n_0 \), \( \delta_\epsilon (P_Y, n) \leq \frac{1}{2} \). Assume \( n \geq n_0 \). We choose \( m \) such that there are \( 2^m \) distinct typical sequences:

\[
m = \left\lceil \log_2 \left[ 1 - \delta_\epsilon (P_Y, n) \right] \right\rceil + \left\lceil n (1 - \epsilon) \mathbb{H}(P_Y) \right\rceil
\]

\[
\geq -1 + n (1 - \epsilon) \mathbb{H}(P_Y) - 1
\]

\[
= n (1 - \epsilon) \mathbb{H}(P_Y) - 2.
\]

(24)

Let \( C \subseteq T^* (P_Y) \) be a set of \( 2^m \) typical sequences. We define the encoder \( f_n \) as a one-to-one mapping from \( \{0, 1\}^m \) to \( C \) and we define the decoder as \( \varphi_n = f_n^{-1} \). We now verify conditions (4)–(6).

**Probability of error:** Since the defined mapping is one-to-one, the probability of error is equal to zero for any \( n \).

**I-Divergence:** For each sequence \( y^n \in C \), the probability \( P_Y^n (y^n) \) is by [4, Theorem 4.2] bounded as

\[
P_Y^n (y^n) \geq 2^{-n(1+\epsilon) \mathbb{H}(P_Y)}.
\]

(25)

We calculate

\[
\mathbb{D}(P_Y^n || P_Y^n) = \sum_{y^n \in C} 2^{-m} \log_2 \frac{2^{-m}}{P_Y^n (y^n)}
\]

\[
\leq \sum_{y^n \in C} 2^{-m} \log_2 \frac{2^{-m}}{2^{-n(1+\epsilon) \mathbb{H}(P_Y)}}
\]

\[
= n (1 + \epsilon) \mathbb{H}(P_Y) - m
\]

(28)

\[
\leq 2en \mathbb{H}(P_Y) + 2
\]

(29)

where (a) follows from (25) and where (b) follows from (24). Thus,

\[
\lim_{n \to \infty} \frac{\mathbb{D}(P_Y^n || P_Y^n)}{n} \leq \lim_{n \to \infty} \frac{2en \mathbb{H}(P_Y) + 2}{n}
\]

(30)

\[
= 2e \mathbb{H}(P_Y).
\]

(31)

This holds for any \( \epsilon > 0 \), which shows that condition (5) is fulfilled.

**Rate:** By (24), the rate \( m/n \) is bounded as

\[
(1 - \epsilon) \mathbb{H}(P_Y) - \frac{2}{n} \leq \frac{m}{n}
\]

(32)

Thus, as \( \epsilon \to 0 \) and \( n \to \infty \), \( m/n \to \mathbb{H}(P_Y) \).

**Remark:** Note that \( \epsilon \to 0 \) drives both the normalized informational divergence in (31) to zero and the entropy rate in (32) to \( \mathbb{H}(P_Y) \). This exemplifies the relation between informational divergence and entropy that we stated in (10).

A. Optimal One-to-One b2b Matching

The optimal one-to-one b2b matcher for a fixed input length \( m \) chooses the output length \( n \) and the codebook \( C \subseteq \{0, 1\}^n \) for which the I-divergence per output bit is minimal. To find the optimal one-to-one b2b matcher, we need to solve the optimization problem

\[
\min \mathbb{D}(P_Y^n || P_Y^n) \quad \text{subject to} \quad 0 \leq m \leq n \leq \infty.
\]

Minimizing over \( n \) can be done by a line search around \( n \approx m/\mathbb{H}(P_Y) \) and for each \( n \), the codebook \( C \) that minimizes the I-divergence is the one that contains the \( 2^m \) sequences from \( \{0, 1\}^n \) that are most probable according to \( P_Y^n \).

V. \( \epsilon \)-Error B2B Matching: Code Construction

A. Fixed-to-Variable Length Matching [2]

A fixed-to-variable length code is a mapping

\[
h : \{0, 1\}^j \to \{0, 1\}^+.\]

(33)

where \( + \) denotes the Kleene plus, i.e., \( \{0, 1\}^+ \) is the set of all binary strings that have a length larger or equal to one. Suppose \( B^j = b^j \). Denote by \( \ell (b^j) \) the length of the code word \( h(b^j) \). We denote the image of \( h \) by

\[
h(\{0, 1\}^j) := C \subseteq \{0, 1\}^+.
\]

(34)

The mapping \( h \) defines a random variable \( U \) that is uniformly distributed over \( C \), i.e.,

\[
P_U(c) = 2^{-j}, \quad \forall c \in C.
\]

(35)

Also, we define a target distribution \( P_Y^+ \) in the following way.

\[
P_Y^+(c) = P_Y^{\ell (c)}(c).
\]

(36)

Suppose \( h \) is the optimal fixed-to-variable length code with respect to \( P_Y \). Then, by [2, Prop. 6]

\[
\frac{\mathbb{D}(P_U^c || P_Y^+)}{\mathbb{E}[\ell (U)^k]} \to 0
\]

(37)

In the following, we will use this mapping \( k \) times, i.e., we encode blocks of \( m = kj \) binary symbols. We define

\[
h^k : \{0, 1\}^m \to C^k
\]

\[
b^m \mapsto h(b^j_1)h(b^j_{j+1}) \cdots h(b^j_{k-1})h(b^j_{k+1})
\]

(38)

Because of

\[
\frac{\mathbb{D}(P_U^c || P_Y^+)}{\mathbb{E}[\ell (U)^k]} = \frac{k \mathbb{D}(P_U || P_Y^+)}{\mathbb{E}[\ell (U)]}
\]

(40)

the limit (37) implies

\[
\frac{\mathbb{D}(P_U^c || P_Y^+)}{\mathbb{E}[\ell (U)^k]} \to 0.
\]

(41)
B. Code Construction

Define an overflow threshold
\[ n \geq k \mathbb{E}[\ell(U)]. \] (42)
This threshold divides the set \( C^k \) into two parts,
\begin{align*}
C_≤ & := \{ c \in C^k : \ell(c) \leq n \} \quad (43) \\
C_> & := \{ c \in C^k : \ell(c) > n \} \quad (44)
\end{align*}
where we write \( C_≤ \) and \( C_> \) without the super-script \( k \) for notational convenience. We define the encoder as follows.
\[ f_n : C^k \rightarrow \{0, 1\}^n \]
\[ c \mapsto f_n(c) = \begin{cases} c Y^n - \ell(c) & \text{if } c \in C_≤ \\
|c|_1^n & \text{if } c \in C_>
\end{cases} \quad (45)\]
where \( Y^n - \ell(c) \) is a vector of \( n - \ell(c) \) random variables that are iid according to \( P_Y \) and where \(|c|_1^n\) is \( c \) truncated to its first \( n \) entries. The mapping \( f_n \) defines a random variable \( V = f_n(U) \) that takes values in \( \{0, 1\}^n \). We define
\[ V_≤ := f_n(C_≤), \quad V_> := f_n(C_>). \] (46)
The support of \( V \) can now be written as
\[ \text{supp } V = V_≤ \cup V_> \subseteq \{0, 1\}^n. \] (47)
Note that \( f_n \) is a random mapping. Note further that \( f_n \circ h^k \) is a b2b mapping that maps \( m = jk \) bits to \( n \) bits, i.e.,
\[ f_n \circ h^k : \{0, 1\}^m \rightarrow \{0, 1\}^n. \] (48)

C. The Role of \( j \) and \( k \)

We discuss the intuition behind the encoder just defined. Assume \( n \) is fixed and given. Because of (37), the value of \( j \) controls how well the matcher output is matched to \( P_Y \). The encoder \( f_n \) is in part one-to-many (and thereby invertible), and in part many-to-one (which leads to errors when decoding). For a fixed \( j \), choosing \( k \) small decreases the many-to-one part and thereby the probability of error, but it also decreases the matching rate \( jk/n \). Thus \( k \) parameterizes a trade-off between probability of error and matching rate. We make this precise in the next section and we illustrate the trade-off for an example in Sec. VII.

VI. \( \epsilon \)-ERROR MATCHING: ANALYSIS

A. Informational Divergence

Proposition 3. The \( I \)-divergence per bit achieved by an \( \epsilon \)-error b2b matcher is upper-bounded by the \( I \)-divergence per bit achieved by the internal f2v matcher, i.e.,
\[ \frac{\mathbb{D}(P_{V} || P^n_{Y})}{n} \leq \frac{\mathbb{D}(P_{U} || P^+_{Y})}{\mathbb{E}[\ell(U)]}. \] (49)

Proof: The \( I \)-divergence can be written as
\[ \mathbb{D}(P_{V} || P^n_{Y}) = \sum_{v \in V_≤} P_{V}(v) \log_2 \frac{P_{V}(v)}{P^n_{Y}(v)} + \sum_{v \in V_>} P_{V}(v) \log_2 \frac{P_{V}(v)}{P^n_{Y}(v)}. \] (50)
We write the first sum as
\[ \sum_{v \in V_≤} P_{V}(v) \log_2 \frac{P_{V}(v)}{P^n_{Y}(v)} \]
\[ = \sum_{c \in C_≤} 2^{-m} P^n_{Y}(c) \log_2 \frac{2^{-m} P^n_{Y}(c)}{P^n_{Y}(c)} \] (51)
\[ = \sum_{c \in C_≤} \sum_{y \in \{0, 1\}^{n-\ell(c)}} 2^{-m} \log_2 \frac{2^{-m} P^n_{Y}(c)}{P^n_{Y}(c)} \] (52)
\[ = \sum_{c \in C_≤} 2^{-m} \log_2 \frac{2^{-m} P^n_{Y}(c)}{P^n_{Y}(c)}. \] (53)
The second sum in (50) can be bounded as
\[ \sum_{v \in V_>} P_{V}(v) \log_2 \frac{P_{V}(v)}{P^n_{Y}(v)} \]
\[ = \sum_{v \in V_>} \left[ \sum_{c : v = c_{\epsilon}} 2^{-m} \log_2 \sum_{c : v = c_{\epsilon}} \frac{2^{-m}}{P^n_{Y}(c)} \right] \] (54)
\[ \leq \sum_{v \in V_>} \left[ \sum_{c : v = c_{\epsilon}} 2^{-m} \log_2 \sum_{c : v = c_{\epsilon}} \frac{2^{-m}}{P^n_{Y}(c)} \right] \] (55)
\[ \leq \sum_{c \in C_≤} \sum_{v : c = c_{\epsilon}} 2^{-m} \log_2 \frac{2^{-m}}{P^n_{Y}(c)} \] (56)
\[ = \sum_{c \in C_≤} 2^{-m} \log_2 \frac{2^{-m}}{P^n_{Y}(c)}. \] (57)
where we have an inequality in (a) because the prefix-free extensions of \( c_{\epsilon} \) in \( C \) may not form a complete tree. The inequality in (b) follows by the log-sum inequality \([4, \text{Theorem A.4}].\) Using (53) and (57) in (50), we get
\[ \mathbb{D}(P_{V} || P^n_{Y}) \]
\[ \leq \sum_{c \in C_≤} 2^{-m} \log_2 \frac{2^{-m}}{P^n_{Y}(c)} + \sum_{c \in C_>} 2^{-m} \log_2 \frac{2^{-m}}{P^n_{Y}(c)} \] (58)
\[ = \sum_{c \in C_≤} 2^{-m} \log_2 \frac{2^{-m}}{P^n_{Y}(c)} \] (59)
\[ = \mathbb{D}(P^n_{Y} || P^+_Y). \] (60)
Thus, we have
\[ \frac{\mathbb{D}(P_{V} || P^n_{Y})}{n} \leq \frac{(a) \mathbb{D}(P^n_{V} || P^+_Y)}{n} \] (61)
\[ \leq \frac{(b) \mathbb{D}(P^n_{V} || P^+_Y)}{\mathbb{E}[\ell(U)]} \] (62)
\[ \leq \frac{k \mathbb{D}(P_{U} || P^+_Y)}{\mathbb{E}[\ell(U)]} \] (63)
\[ \leq \frac{\mathbb{D}(P_{U} || P^+_Y)}{\mathbb{E}[\ell(U)]} \] (64)
where (a) follows by (60) and where (b) follows by (42). This concludes the proof of the proposition.

The statement of Prop. 3 can be intuitively explained by the definition (45) of our encoder. For input strings causing
underflow, we randomly generate the missing bits according to the target distribution \( P_Y \). Thus, these bits do not contribute to the I-divergence. For the input strings causing overflow, we use a many-to-one mapping by truncation. This can only decrease the I-divergence because of the convexity of I-divergence.

### B. Probability of Error

We use letter typicality on \( B^j \). Assume \( b^{jk} \in T^k(B^j) \). By the typical average lemma [5, p. 26],

\[
\frac{\ell(b^{jk})}{k} \leq (1 + \epsilon) \mathbb{E}[\ell(B^j)]
\]

We choose

\[
n = (1 + \epsilon)k \mathbb{E}[\ell(U)].
\]

We define the decoder as

\[
\varphi_n : V_\leq \cup V_\geq \rightarrow \{0, 1\}^{jk}
\]

\[
v \mapsto \hat{b}^{jk} = \varphi_n(v) = \begin{cases} 
(f_n \circ h^k)^{-1}(v) & \text{if } v \in V_\leq \\
\text{error} & \text{if } v \in V_\geq.
\end{cases}
\]

By (65) and (66), an error can only occur if \( B^{jk} \notin T^k(B^j) \), i.e., if the binary sequence to be encoded is not typical. The probability of error is thus bounded by

\[
\mathbb{P}[B^{jk} \neq \hat{B}^{jk}] \leq \mathbb{P}[B^{jk} \notin T^k(B^j)] \leq \delta_k(1 + \epsilon),
\]

This probability can be made arbitrarily small by choosing \( k \) large.

### C. Rate

The rate is

\[
\frac{m}{n} = \frac{k}{(1 + \epsilon)k \mathbb{E}[\ell(U)]} \leq \frac{j}{(1 + \epsilon) \mathbb{E}[\ell(U)]} = \frac{1}{1 + \epsilon} \cdot \mathbb{H}(U).
\]

In [3], the following implication is shown.

\[
\frac{\mathbb{D}(P_U \parallel P_Y)}{\mathbb{E}[\ell(U)]} \xrightarrow{\text{asympt.}} 0 \Rightarrow \frac{\mathbb{H}(U)}{\mathbb{E}[\ell(U)]} - \mathbb{H}(P_Y) \xrightarrow{\text{asympt.}} 0.
\]

Thus, because of (37),

\[
\frac{m}{n} = \frac{1}{1 + \epsilon} \cdot \mathbb{H}(U) \xrightarrow{\text{asympt.}} \frac{1}{1 + \epsilon} \cdot \mathbb{H}(P_Y).
\]

The value of \( \epsilon \) can be chosen arbitrarily small. This shows that our matcher can asymptotically achieve the maximum entropy rate of \( \mathbb{H}(P_Y) \).

![Fig. 2. The trade-off between rate and probability of error is shown for the target distribution \( P_Y \) with \( P_Y(0) = 0.2, P_Y(1) = 0.8 \). The output block length of the \( \epsilon \)-error b2b matcher is \( n = 58320 \). Internally, a f2v matcher with \( j = 5 \) (red curve) and \( j = 10 \) (blue curve) is used.](image)

### VII. NUMERICAL RESULTS

We illustrate the trade-off between I-divergence, rate, and probability of error of an \( \epsilon \)-error b2b matcher by an example. We consider the target distribution \( P_Y \) with \( P_Y(0) = 0.2, P_Y(1) = 0.8 \). The overflow threshold of the b2b matcher is \( n = 58320 \). In Fig. 2 the trade-off between rate and probability of error is displayed for internal f2v matchers with \( j = 5 \) (red curve) and \( j = 10 \) (blue curve). In horizontal direction, the gap between the rate and the target entropy \( \mathbb{H}(P_Y) \) is displayed. In vertical direction, the probability of error is shown. As we can see, for \( j = 10 \), we need to use a lower rate to achieve the same probabilities of error as for \( j = 5 \). However, via Prop. 3, we can see from Fig. 1 that the matcher with \( j = 10 \) achieves a smaller I-divergence per bit than the matcher with \( j = 5 \).