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Abstract
Because of the increasing complexities of systems and applications, the performance of many traditional HPC benchmarks, such as HPL or HPCG, no longer correlates strongly with the actual performance of real applications. To address the discrepancy between simple benchmarks and real applications, and to better understand the application performance of systems, some metrics use a set of either real applications or mini applications. In particular, the Sustained System Performance (SSP) metric Kramer et al. (The NERSC sustained system performance (SSP) metric. Tech Rep LBNL-58868, 2005), which indicates the expected throughput of different applications executing with different datasets, is widely used. Whereas such a metric should lead to direct insights on the actual performance of real applications, sometimes more effort is necessary to port and evaluate complex applications. In this study, to obtain the approximate performance of SSP representing real applications, without running real applications, we propose a metric called the Simplified Sustained System Performance (SSSP) metric, which is computed based on several benchmark scores and their respective weighting factors, and we construct a method evaluating the SSSP metric of a system. The weighting factors are obtained by minimizing the gap between the SSP and SSSP scores based on a small set of reference systems. We evaluated the applicability of the SSSP method using eight systems and demonstrated that our proposed SSSP metrics produce appropriate performance projections of the SSP metrics of these systems, even when we adopted a simple method for computing the weighting factors. Additionally, the robustness of our SSSP metric was confirmed via computation of the weighting factors based on a smaller set of reference systems and computation of the SSSP metrics of other systems.
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1 Introduction

Benchmarks play important roles in various stages of system life cycles, including design, development, implementation and maintenance, where they are used to estimate, evaluate, and ensure the effectiveness of a system. The High-Performance Linpack (HPL) kernel benchmark [14, 29] is one of the most widely used benchmarks in the world of high-performance computing. Linpack solves a dense linear system of equations, such as $y = Ax$. Because Linpack uses lower–upper (LU) factorization, its dominant computations are double-precision general matrix multiplications, which are relatively easy to tune to achieve the theoretical peak performance of processors. However, because of the increasing complexities of modern systems and applications, HPL performance no longer correlates strongly with the actual performance of real applications [13]. To address the discrepancy between HPL and real applications at performance levels, new benchmarks such as the High-Performance Conjugate Gradient (HPCG) [13] have been proposed. HPCG performance is known to be strongly influenced by memory bandwidth. Meanwhile, some systems with relatively few bytes per flop (B/F) also work efficiently for real applications.

Another approach to understanding system performance is to use a set of real applications, or real applications represented by mini applications. Several sets of mini applications, most of which are combinations of applications with different characteristics from different scientific fields [9, 17, 18, 23, 25, 32, 38], have been proposed. These sets of mini applications have not been provided with a single metric for system performance, to enable easy comparison between these systems. In response, Kramer et al. proposed the Sustained System Performance (SSP) metric, which is a system performance metric based on the time to solution and is able to accommodate any number of application areas [22]. In contrast to simple kernel benchmarks, these application metrics can lead to direct insights on the performance of systems in terms of their real workloads. However, execution of mini or real applications requires more time and effort than those required for the execution of simple kernel benchmarks. Furthermore, whereas methods for optimizing simple kernel benchmarks are well known, optimization of an application must be determined almost completely, without reliance on pre-existing methods.

In this paper, we propose a new system performance metric for application executions that is characterized by the ease of use of simple benchmarks, and the practicality of application sets. The proposed metric, which we refer to as the Simplified Sustained System Performance (SSSP) metric, is an extension of the SSP metric. Whereas the SSP metric focuses on the performance of systems based on actual executions of target applications, the SSSP metric focuses on the performance of applications based on the execution of simple benchmarks. SSSP uses a suite of simplified kernel benchmarks to produce performance projections for a suite of real applications. For the projection, we calculate a set of weighting factors that allow us to approximate the SSP metrics, which are computed over a set of applications using a set of simple benchmarks.

We performed experiments to investigate the applicability of the proposed metric. First, we executed a set of applications and a set of benchmarks on eight
different systems. In this case, we considered relatively small-scale applications and benchmarks. From the results of the benchmarks, the SSSP metric for each system was computed and compared with the corresponding SSP metric. The experiments demonstrated that the SSSP metric produced appropriate performance projections of the SSP metric, especially when we introduced weighting factors into the benchmarks in the approximation of the SSP. Therefore, if we applied both the applications and benchmarks on a few reference systems to obtain the weighting factors, then we could approximate the SSP metric using the SSSP metric in other systems, i.e., we could obtain the SSP metric by executing only benchmarks and calculating the weighted sum of the benchmark scores. Secondly, we executed the set of applications and set of benchmarks on two large systems. Whereas using benchmark scores from a large-scale system and weighting factors from small-scale experiments could be used to approximate the SSP metric of the large system, the result was less precise than for the same-scale cases.

We summarize the contributions of this paper as follows:

- A new performance metric called the SSSP metric, which can lead to appropriate insights on the application performance of systems without the need for actual execution of full scale, long running real applications,
- A method for constructing SSSP metrics based on weighting factors on simple kernel benchmarks,
- Experiments on eight different systems reveal that most well-known benchmarks cannot provide an appropriate performance metric on the application performance of systems.

The rest of this paper is structured as follows. In Sect. 2, we describe the Sustained System Performance (SSP) metric, which can be approximated using the proposed metric. Section 3 presents the Simplified System Performance (SSSP) metric, and Sect. 4 evaluates, via numerical experiments, how the SSSP metric can be used to approximate the SSP metric through numerical experiments. Sections 5 and 6 discuss the study, specifically its results, and examine related works. Lastly, Sect. 7 presents the conclusion of the study and discusses possible avenues for future research.

2 Background: Sustained System Performance (SSP)

In this section, we describe the SSP metric [22], which can be approximated using the proposed metric.

2.1 Overview of SSP metric

To evaluate high-performance computing (HPC) systems and compare different systems in terms of system effectiveness on sets of applications intended for use, the US National Energy Research Scientific Computing Center (NERSC)
proposed a metric called the Sustained System Performance (SSP) metric[22]. NERSC has used SSP for their procurement process and on-going system evaluations since 1998. Aside from system comparison, the purpose of the SSP method was to provide the following guidelines throughout the lifetime of a system and to facilitate the design of future systems [20]:

- Evaluating and/or selecting a system from among its competitors,
- Validating the selected system once it is built and deployed,
- Assuring the system performance remains as expected throughout the lifetime of the system,
- Helping guide future system designs.

Moreover, the SSP metric takes the following attributes of good metrics, as described in [24, 35] into account:

- proportionality
- reliability
- consistency
- independence
- ease of use
- repeatability
- avoid misleading conclusions

The objective of this paper is to propose a metric that leads to appropriate insights on the application performance of systems without the need for actual execution of real applications while maintaining all the attributes of good metrics. We construct our metric by approximating the SSP metric using a set of simplified benchmarks. We adapt the SSP metric as the approximation target of the proposed method, because the SSP metric is clearly defined, easy to apply, and is already being used for the procurement of several systems.

### 2.2 Definition of SSP metric

Here, we briefly describe how to compute the SSP metric. For more detail, please refer to Kramer et. al [21, 22].

Table 1 summarizes the notation used in defining the SSP metric.

Let $I$ be a set of target applications $i$, and $J_i$ be the data set for application $i$, where $1 \leq i \leq |I|$. Let the total reference operation count of application $i$ executing data set $j$ be $f_{ij}$. The reference operation count is determined once for each application–data combination. The determination can be performed either via static analysis of source code or using performance counters on a reference system. Let $m_{ij}$ be the concurrency of application $i$ executing data set $j$. The amount of work for each processor for application $i$ working on data set $j$, $m_{ij}$, is then calculated as follows:
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If the time to completion of application $i$ executed on data set $j$ is $t_{ij}$, then the per-processor performance (PPP) $p_{ij}$ is calculated as follows:

$$p_{ij} = \frac{f_{ij}}{m_{ij} \times t_{ij}}$$  \hspace{1cm} (2)$$

Note that, sometimes, we use $p'_{ij}$ to indicate the per-processor performance of $(i, j)$ on a system $s$.

The SSP metric for system $s$ is obtained via multiplication of the sum of the PPPs over all applications for all data sets by the number of processors $N$ in the system. Therefore, the SSP metric is calculated as follows:

$$\text{SSP}(s) = N \sum_{i \in I} \sum_{j \in J_i} p_{ij}$$  \hspace{1cm} (3)$$

$$= N \sum_{i \in I} \sum_{j \in J_i} \frac{f_{ij}}{m_{ij} \times t_{ij}}$$  \hspace{1cm} (4)$$

As shown in Eq. 4, the SSP metric is defined as the expected throughput of different applications, multiple data sets, and various concurrences.

For more details on the SSP metric please refer [7, 20, 27]. As an instance of the SSP metric, the Sustained Petascale Performance (SPP) metric and the set of applications used in the SPP metric have been presented at [39].

| Notation | Explanation |
|----------|-------------|
| $i$      | An application |
| $I$      | A set of target applications, $i \in I$ |
| $j$      | A data set |
| $J_i$    | A set of data sets for each application $i$, $j \in J_i$ |
| $f_{ij}$ | The total reference operation count of application $i$ executing data set $j$. In this paper, $f_{ij}$ is the number of floating point operations. |
| $m_{ij}$ | The concurrency of application $i$ executing data set $j$ |
| $t_{ij}$ | The time-to-completion for application $i$ executing data set $j$ |
| $p_{ij}$ | The per-processor performance (PPP) of application $i$ executing data set $j$ $p_{ij} = \frac{f_{ij}}{(m_{ij} \times t_{ij})}$ |
| $N$      | The number of processors in a system |

Table 1 Notations for SSP metric
3 Simplified Sustained System Performance (SSSP) Metric

In this section, we present a new metric called the Simplified Sustained System Performance (SSSP) metric, which we designed to produce performance projections for applications without the need to evaluate the full-scale applications based on actual execution. The proposed SSSP metric is a correlated simplification of the already existing SSP metric. Whereas the SSP metric is computed over a set of applications, the SSSP metric, for ease of use, is applied to a set of simplified benchmarks. To approximate the SSP metric accurately, weighting factors for the benchmarks are computed to in such a way as minimize the differences between the SSP and SSSP metrics. Firstly, both the applications and benchmarks must be executed on several systems to optimize the weighting factors. After we obtain the weighting factors, we can approximate the SSP metric using simple benchmark results and the weighting factors without having to run any applications. Therefore, the advantage of the SSSP metric compared to the SSP metric is that the SSSP metric is able to produce an approximated score to the SSP metric without requiring the actual execution of applications, unlike when the SSP metric itself is used.

3.1 Concept of the SSSP metric

As described in Sect. 2, the SSP metric assigns a score to each system, indicating system performance with regard to its execution of applications. Because it is based on a wide variety of applications, the SSP metric can directly show the performance and time to solution of real workloads. However, we have to expend significantly much effort to port and optimize full applications to evolving architectures to compute SSP metric. Thus, initially, we have to better understand the working of the applications, prepare appropriate versions of libraries and compilers, and identify and eliminate bottlenecks as much as possible. To compare two or more systems, we will have to repeat these steps multiple times.

In this study, we extend the SSP metric to overcome its complexity. The new metric, which we have called the Simplified Sustained System Performance (SSSP) metric, replaces the set of applications used in the SSP metric with a set of simple benchmarks. In addition, we introduce weighting factors to adjust the impact of different benchmarks and to approximate the SSP metric using the SSSP metric. Therefore, the SSSP metric takes advantage of the benefits of simple benchmarks, such as ease of use, while also producing a performance projection of the application metric. With the SSSP metric, we aim to calculate performance projections for real applications by appropriately combining various benchmarks as shown in Fig. 1. The SSP metric is computed based on sets of applications for various fields of interest, such as astrophysics and life-sciences, whereas the SSSP metric is computed based on sets of benchmarks such as HPL and conjugate gradient method. Use of weighting factors on benchmarks allows SSSP metric to produce performance projections for applications.
3.2 Definition of the SSSP metric

The definition of the SSSP metric is very simple and is almost the same as that of the SSP:

$$\text{SSSP}(s) = N \sum_{i \in I'} \sum_{j \in J_i} w_{ij} p_{ij}$$

(5)

where \(N\) is the number of nodes, \(I'\) is a set of benchmarks, \(J_i\) is a data set for each of the benchmarks, \(p_{ij}\) is the per-processor performance which has been defined in (2), and \(w_{ij}\) is the weighting factor, which will be defined to approximate \(\text{SSP}(s)\) using \(\text{SSSP}(s)\).

To ensure that the SSSP metric will be able to properly represent the performance of applications computed using the SSP metric, the SSSP metric must satisfy the following proportionality:

$$\forall s, s' \in S, \text{SSP}(s) < \text{SSP}(s') \Rightarrow \text{SSSP}(s) < \text{SSSP}(s')$$

(6)

where \(S\) is a set of different systems. This indicates that if a system \(s\) is better than another system \(s'\) based on the SSSP metric, then system \(s\) must also be better than system \(s'\) on the basis of the SSP metric.

Additionally, by assigning appropriate weighting factors \(w\), we aim to produce an accurate approximation of the SSP metric using the SSSP metric:
The weighting factors should be provided determined on the SSP and SSSP metrics of a set of reference systems.

4 Experiments

In this section, we investigate the applicability of the proposed metric.

4.1 Experimental procedure and environment

To validate the proposed metric, for the sake of simplicity, we focus on the perprocessor performance (PPP) of the systems, rather than the SSP and SSSP metrics themselves:

\[ P_{\text{ssp}}(s) = \sum_{i \in I} \sum_{j \in I_i} p_{ij}, \]  

(8)

\[ P_{\text{sssp}}(s) = \sum_{i \in I'} \sum_{j \in J_i} w_{ij} p_{ij}, \]  

(9)

where \( I \) is a set of applications, and \( P_{\text{ssp}}(s) \) is the PPP metric of a system \( s \) based on \( I \), \( I' \) is a set of benchmarks, and \( P_{\text{sssp}}(s) \) is the PPP metric of a system \( s \) based on \( I' \).

The weighting factors \( w_{ij} \in \mathbf{w} \) are introduced for the approximation of \( P_{\text{ssp}}(s) \) based on \( P_{\text{sssp}}(s) \); In some cases, we do not consider the weighting factors by assuming \( w_{ij} = 1 \) for all pairs of \((i, j)\). The weighting factors are computed to minimize the difference between the \( P_{\text{ssp}}(s) \) and \( P_{\text{sssp}}(s) \) scores of a subset of systems;

\[
\min_{\mathbf{w}} \sum_{s \in S'} |P_{\text{SSSP}}(s) - P_{\text{SSP}}(s)|
\]

(10)

while \( w_{ij} > 0 \) for all pairs of \((i, j)\), where \( S' \) is a partial set of systems. With the obtained weighting factors, \( P_{\text{sssp}}(s) \) are computed for the rest of the systems, to be compared with \( P_{\text{ssp}}(s) \). If the gap between \( P_{\text{sssp}}(s) \) and \( P_{\text{ssp}}(s) \) is small, this indicates that we can approximate the performance of applications, \( P_{\text{ssp}}(s) \), based only on the benchmark tests.

The overall procedure of the experiments is as follows:

1. Execute applications \( I \) (shown in sect. 4.2) and benchmarks \( I' \) (shown in sect. 4.3) on the eight systems \( s \in S \) listed in Table 2 to obtain \( p_{s}^{x} \).
2. Compute the weighting factors \( w_{ij} \) based on eq. 10.
3. Check how \( P_{\text{SSSP}}(s) \) is able to approximate \( P_{\text{SSP}}(s) \) for 2 cases.
Table 2 Specifications of supercomputers used in our experiments

|                     | K-computer (K) | FX10 (FX10) | FX100 (FX100) |
|---------------------|----------------|-------------|---------------|
| **CPU**             | Sparc64 VIIIfx | Sparc64 IXfx | Sparc64 XIfx  |
|                     | 2GHz           | 1.65GHz     | 1.975GHz      |
| **Performance**     | 128 GFlops     | 211.2 GFlops| 1011.2 GFlops |
| **# of cores**      | 8 cores        | 16 cores    | 32 + 2 cores  |
| **L1-inst**         | 32KB/core      | 32KB/core   | 32KB/core     |
| **L1-data**         | 32KB/core      | 32KB/core   | 32KB/core     |
| **L2**              | 6MB/node       | 12MB/node   | 12MBx2/node   |
| **L3**              | –              | –           | –             |
| **Memory**          | DDR3, 16GB     | DDR3, 32GB  | HMC, 32GB     |
| **Peak flops**      | 1.0            | 1.65        | 7.90          |
| **Network**         | Tofu interconnect | Tofu interconnect | Tofu interconnect2 |
|                     | 5GiB/s x 2     | 5GiB/s x 2  | 12.5GiB/s x 2 |
| HA-PACS (HA) (base cluster) | Blue Waters (BW) | Oakforest PACS (OFP) |
| **CPU**             | Intel E5 6276  | AMD interlagos | Intel Xeon Phi |
|                     | 2.6GHz         | 2.3GHz      | 1.4GHz        |
| **Performance**     | 332.8 GFlops   | 313.6 GFlops| 3046 Gflops   |
| **# of cores**      | 8 cores x 2 sockets | 16 Bulldozer cores x2 | 68 cores |
| **L1-inst**         | 32KB/core      | 64KB/2core  | 32KB/core     |
| **L1-data**         | 32KB/core      | 16KB/core   | 32KB/core     |
| **L2**              | 256KB/core     | 2MB/2core   | 2MB/2core     |
| **L3**              | 20MB/node      | 8MB/4core (16GB MCDRAM) | – |
| **Memory**          | DDR3           | DDR3        | DDR4+MCDRAM   |
|                     | 128GB          | 64GB        | 96+16GB       |
| **Peak flops**      | 2.60           | 2.25        | 23.8          |
| **Network**         | Fat-Tree       | Cray Gemini torus Interconnect | Intel Omni-Path |
|                     | 4GiB/s x 2     | 9.6GiB/s Injection | 100Gibps |
| Inti SKL Partition (SKL) | Inti TX2 Partition (TX2) |
| **CPU**             | Intel Xeon Platinum | Marvell ThunderX2 |
|                     | 8168 8168 2.7GHz | 2.2GHz     |
| **Performance**     | 4147.2 GFlops  | 1124.4 GFlops| – |
| **# of cores**      | 24 cores x 2 sockets | 32 cores x 2 sockets | – |
| **L1-inst**         | 32KB/core      | 32KB/core   | –             |
| **L1-data**         | 32KB/core      | 32KB/core   | –             |
| **L2**              | 1MB/core       | 256KB/core  | –             |
| **L3**              | 33MB/socket    | 2MB x 2 / 4core | – |
| **Memory**          | DDR4, 192GB    | DDR4, 256GB | –             |
| **Peak flops**      | –              | –           | –             |
• when $w_{i,j} = 1$, and
• when the weighting factors obtained at (2) are used.

4. Check the robustness of the proposed method by computing the weighting factors over 8 subsets of the 8 systems. Each subset consists of 7 systems, one of the 8 systems is excluded.

• Check how $P_{SSSP}(s)$ with the aforementioned weighting factors can be used to approximate $P_{SSP}(s)$.
• Compare the sets of weighting factors computed from different sets of systems.

5. To examine the scalability of the proposed method, execute applications $I$ and benchmarks $J$ on two large-scale systems.

6. Compute the weighting factors $w_{i,j}$ from the results at (5).

7. Check how $P_{SSSP}(s)$ can be used to approximate $P_{SSP}(s)$ for 2 cases:

• if the weighting factors obtained at (2) were used, and
• if the weighting factors obtained at (6) were used.

As listed previously, we consider two types of experiments: small-scale experiments and large-scale experiments. Table 2 outlines the systems used in our experiments. Whereas we use all 8 systems for the small-scale experiments, we consider 2 systems (K, OFP) for the large-scale experiments. As shown in the table, the systems used in our experiments are of a wide range of varieties. For example, from the viewpoint of processor architectures, there are 3 Intel processors, 3 SPARC processors, 1 AMD processor, and 1 Arm processor.

4.2 Fiber miniapp suite

The Fiber Miniapp Suite [25] is used to evaluate $P_{SSP}(s)$ for comparison with $P_{SSSP}(s)$. Table 3 lists the applications included in the Fiber Miniapp Suite. The Fiber Miniapp Suite is a set of mini applications that are extracted from real applications and retain the essential characteristics of their parent applications.
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From among the different sets of applications and mini applications designed to evaluate different systems, as discussed earlier, we selected the Fiber Miniapp Suite because this set covers a variety of social and scientific challenges and a wide range of computational characteristics, as shown in Table 3 [26]. Moreover, because the Fiber Miniapp Suite includes relatively “traditional” HPC workloads, we would be able to understand the experimental results and the relationship between applications and benchmarks easily.

CCS-QCD [8] is a lattice quantum chromodynamics (QCD) clover-fermion solver, which is used in quantum field theory. FFVC-MINI is a Navier-Stokes solver for the 3-dimensional unsteady thermal flow of incompressible fluid, and is used to assist practical design in industrial fields. NICAM-DC-MINI [37] is derived from the Non-hydrostatic ICosahedral Atmospheric Model (NICAM), which is used for weather forecasting. mVMC-MINI analyzes the physical characteristics of strongly correlated electron systems, by configuring variational wave functions that closely represent the ground state of such electron systems. NGS Analyzer-MINI analyzes data generated from a next-generation Genome sequencer (workflow of multiple tasks, I/O-intensive). NTChem-MINI calculates the molecular electronic structure based on an ab initio quantum chemistry method. NTChem performs dense–dense matrix multiplications. FrontFlow/blue (FFB)-MINI is based on a general-purpose thermal-flow simulation program.

| Application         | Scientific Category (characteristics)                          |
|---------------------|----------------------------------------------------------------|
| CCS-QCD 1.2.1       | Quantum chromodynamics (structured grid Monte Carlo)            |
| FFVC-MINI 1.0.1      | Thermo-fluid analysis (3-dimensional cavity flow)               |
| NICAM-DC-MINI 1.0    | Climate (structured grid, stencil)                             |
| mVMC-MINI 1.0        | Materials science (many-variable variational Monte Carlo)       |
| mVMC-MINI 1.0        | Materials science (many-variable variational Monte Carlo)       |
| NGS-Analyzer-MINI 1.0.1 | Analyzes output data generated by a next-generation Genome sequencer (workflow of multiple tasks, I/O-intensive) |
| NTChem-MINI 1.1      | Quantum chemistry, molecular electronic (structure calculation, dense matrix calculation) |
| FFB-MINI 1.0.1       | Thermo-fluid analysis (finite element method, unstructured grid) |
4.3 Benchmarks

For a preliminary example of a set of benchmarks, we consider HPL, Fast Fourier Transform in the East (FFTE), HPCG, Stream-Triad, and NPB-BT-IO, which may cover different characteristics of systems, such as computation, memory, I/O, and networks. Please note that we used reference implementations without any modification in these experiments, and thus the benchmark efficiencies are different from those presented previously in Top 500 reports and other announcements.

HPL, which is one of the most widely used benchmarks, solves a dense linear system of equations via LU factorization. FFTE is a package for computing discrete Fourier transforms of 1-, 2-, or 3-dimensional sequences. The performance of FFTE is affected to a large degree by the memory and network bandwidth. HPCG solves a sparse linear system using the conjugate gradient method and is designed to implement computational and data access patterns that more closely match a different and broad set of important applications [3, 13]. The performance of HPCG is known to be influenced by memory system performance. Stream-Triad is one of the Stream benchmarks that evaluate memory performance, whereas NPB-BT-IO is from a NAS parallel benchmark (NPB) and repeats MPI-IO to evaluate network and IO performance.

4.4 How to obtain weighting factors

According to equations (9, 10), weighting factors are introduced to minimize the gap between SSP and SSPP metrics. These weighting factors result from the simple learning algorithm, shown in Fig. 2, which is almost the same as the learning algorithm used to compute weighting factors in single layer perceptron in machine learning. However, unlike in the perceptron algorithm, we adopt a simple constant value of $d$ to update the weighting factors. Furthermore, we do not use a sigmoid function, which is generally used in many perceptron systems. The maximum number of iterations $n_{\text{iter}}$ and the threshold $t$ of the errors between $P_{\text{SSP}}(s)$ and $P_{\text{SSPP}}(s)$ must be assigned by user.

For the optimization of $w_{i,j}$, it is possible to adopt more complicated algorithms, as discussed later.

4.5 Parameters

We performed two sets of experiments: (1) small-scale experiments using eight systems, and (2) large-scale experiments using two large systems. For the former, applications and benchmarks were executed on the eight systems listed in Table 2. For the latter, the K and OFP systems identified in Table 2 were used. Tables 4, 5, 6 show the numbers of nodes, MPI processes, and OpenMP threads per MPI process for the applications and benchmarks, respectively, for the small-scale (Tables 4, 5) and large-scale (Table 6) experiments.
For the parameters used for the algorithm shown in Sect. 4.4, we have adopted $d = 1.0 \times 10^{-26}$, $n_{\text{iter}} = 50000000$, and $t = 0$, i.e., small thresholds and the large number of iterations, because at least one of the weighting factors becomes zero before the convergence. Note that because each iteration of the algorithm finishes very quickly, the weighting factors are computed in less than 1 min.

### 4.6 Results for small systems

Tables 7 and 8 show the $p_{ij}^s$ for each application/benchmark $i$ and data set $j$ running on a system $s$. From the $p_{ij}^s$, we compute the $P_{SSP}(s)$ and $P_{SSSP}(s)$.

Figure 3 visualizes the $P_{SSP}(s)$, $P_{SSSP}(s)$, and the PPPs for benchmarks. The scores are averaged over data set. Note that in the figure, $P_{SSSP}(s)$ does not consider any distinct weighting factors, i.e., $w_{ij} = 1$ for all pairs of $(i, j)$. Furthermore, note that the Y-axis is set to a log scale and does not start from 0.0, where as the X-axis is labeled with the names of systems arranged in order of the $P_{SSP}(s)$. According to the figure, the performance rankings of the systems in terms of HPCG, Stream,
and BT-IO are shuffled two or three times. For example, whereas SKL is better than TX2 in terms of $P_{SSP(s)}$, TX2 is better than SKL in terms of HPCG, and although OFP is better than FX100 in terms of $P_{SSP(s)}$, FX100 is better than TX100 in terms of HPCG. On the other hand, the performance rankings of systems in terms of $P_{SSSP(s)}$, HPL, and FFTE are shuffled only once. The swap TX2↔SKL is observed for FFTE, and the swap OFP↔TX2 is observed for $P_{SSSP(s)}$ and HPL. Moreover, the PPP for HPL is fairly larger than the $P_{SSP(s)}$, and the PPP for FFTE is smaller than the $P_{SSP(s)}$. It is obvious that HPL overestimates the performance of the OFP system. Because $P_{SSSP(s)}$ averages several benchmark scores, including HPL, it

| Table 4 Numbers of nodes, processes, and threads (from left to right in each cell) used for Fiber Miniapp Suite |
|---------------------------------|-------------|-------------|-------------|-------------|
| App and data                    | K           | FX10        | BlueWaters  | HA-PACS     |
| CCS-QCD Class1                  | 1, 1, 8     | 1, 1, 16    | 1, 1, 32    | 1, 1, 8     |
| Class2                          | 64, 64, 8   | 64, 64, 16  | 16, 64, 8   | 16, 64, 8   |
| FFVC 256³                       | 1, 1, 8     | 1, 1, 16    | 1, 1, 16    | 1, 1, 16    |
| 1024³                           | 64, 64, 8   | 64, 64, 16  | 16, 64, 8   | 32, 64, 8   |
| NICAM-CD                        |             |             |             |             |
| gl05rl00z80pe5                  | 5, 5, 8     | 5, 5, 16    | 2, 5, 8     | 3, 5, 8     |
| gl05rl00z40pe10                 | 10, 10, 8   | 10, 10, 16  | 3, 10, 8    | 5, 10, 8    |
| mVMC tiny                       | 1, 1, 8     | 1, 1, 16    | 1, 1, 16    | 1, 1, 16    |
| Middle                         | 64, 64, 8   | 64, 64, 16  | 16, 128, 4  | 64, 128, 8  |
| NGSAnalyzer                    |             |             |             |             |
| Dummy-genome                   | 6, 6, 1     | 6, 6, 1     | 6, 6, 1     | 6, 6, 1     |
| NTChem h2o                      | 2, 2, 8     | 2, 4, 8     | 1, 4, 6     | 1, 2, 8     |
| Taxol                          | 32, 32, 8   | 32, 64, 8   | 8, 32, 8    | 16, 32, 6   |
| FFB test                       | 8, 8, 8     | 8, 8, 16    | 1, 8, 4     | 4, 8, 8     |
| App and data                    |             |             |             |             |
| CCS-QCD Class1                  | 1, 1, 32    | 1, 1, 32    | 1, 1, 64    | 1, 1, 24    |
| Class2                          | 32, 64, 16  | 4, 64, 8    | 8, 64, 8    | 6, 64, 4    |
| FFVC 256³                       | 1, 1, 32    | 1, 1, 68    | 1, 8, 8     | 1, 8, 1     |
| 1024³                           | 32, 64, 16  | 4, 64, 8    | 8, 64, 8    | 4, 64, 3    |
| NICAM-CD                        |             |             |             |             |
| gl05rl00z80pe5                  | 3, 5, 16    | 3, 5, 64    | 1, 5, 8     | 3, 5, 24    |
| gl05rl00z40pe10                 | 5, 10, 16   | 5, 10, 32   | 1, 10, 4    | 5, 10, 24   |
| mVMC tiny                       | 1, 1, 32    | 1, 1, 32    | 1, 1, 16    | 1, 1, 16    |
| Middle                         | 32, 64, 16  | 4, 64, 8    | 8, 64, 8    | 4, 64, 6    |
| NGSAnalyzer                    |             |             |             |             |
| Dummy-genome                   | 6, 6, 1     | 1, 6, 1     | 6, 6, 1     | 1, 6, 1     |
| NTChem h2o                      | 1, 4, 8     | 1, 16, 8    | 1, 8, 8     | 1, 12, 8    |
| Taxol                          | 32, 128, 8  | 4, 64, 8    | 4, 32, 8    | 4, 24, 8    |
| FFB test                       | 4, 8, 16    | 1, 8, 8     | 1, 8, 8     | 1, 8, 4     |
seems reasonable for a swap between OFP and TX2 for both $P_{SSSP}(s)$ and HPL. Gaps between $P_{SSP}(s)$ and $P_{SSSP}(s)$ without weighting factors are also observed, i.e., $P_{SSSP}(s)$ without weighting factors always overestimate system performance. The reason for the gap is that the simple sum of benchmarks scores is increased by HPL, which generally results in high theoretical peak performance ratio.

Figure 4 shows the $P_{SSP}(s)$, $P_{SSSP}(s)$ without weighting factors, and $P_{SSSP}(s)$ using weighting factors. Note that the Y-axis is set to log scale and does not start from 0.0. In the figure, it is obvious that the $P_{SSSP}(s)$ using weighting factors was able to result in an appropriate performance projection of the $P_{SSP}(s)$. Although we still observe the swap between OFP and TX2 for $P_{SSSP}(s)$ with weighting factors, the difference between the $P_{SSP}(s)$ and $P_{SSSP}(s)$ with weighting factors is smaller than that between $P_{SSP}(s)$ and $P_{SSSP}(s)$ without weighting factors.

Table 9 lists the weighting factors for the benchmarks and data sets. This result shows that if we assign a lower weight to HPL, a higher weight to BT-IO, and weights close to unity in the remaining cases, the $P_{SSSP}(s)$ provides a more precise approximation of $P_{SSP}(s)$. The result also suggests that we do not have to evaluate all the benchmarks for the approximation of the SSP metric, and that we would be able to omit HPL from the calculation. However, if the requirements for

### Table 5  
# of nodes, processes and threads (from left to right in each cell) used for benchmarks

| Bench and data | K          | FX10       | BlueWaters | HA-PACS |
|----------------|------------|------------|------------|----------|
| HPL 2.2 $Ns = 80000$ | 4, 32, 1   | 2, 32, 1   | 1, 32, 1   | 1, 16, 1 |
| $Ns = 160000$ | 16, 128, 1 | 8, 128, 1  | 4, 128, 1  | 4, 32, 1 |
| FFTE 6.0 512$^3$ | 8, 8, 8    | 8, 8, 16   | 2, 8, 8    | 4, 8, 16 |
| HPCG 3.0 256$^3$ | 64, 64, 8  | 64, 64, 16 | 16, 64, 8  | 32, 64, 8 |
| Stream-Triad 2$^{15}$ | 1, 1, 8    | 1, 1, 16   | 1, 1, 16   | 1, 1, 16 |
| FFTE 6.0 512$^3$ | 4, 8, 16   | 1, 8, 8    | 1, 8, 8    | 2, 4, 12 |
| HPCG 3.0 256$^3$ | 32, 64, 16 | 4, 64, 8   | 4, 64, 8   | 6, 64, 4 |
| Stream-Triad 2$^{15}$ | 16, 512, 1 | 1, 64, 2   | 4, 256, 1  | 2, 64, 1 |
| FFTE 6.0 512$^3$ | 64, 64, 16 | 1, 64, 2   | 4, 256, 1  | 2, 64, 1 |
| Stream-Triad 2$^{15}$ | 16, 512, 1 | 1, 64, 2   | 4, 256, 1  | 2, 64, 1 |
| FFTE 6.0 512$^3$ | 1, 1, 32   | 1, 1, 2    | 1, 1, 32   | 1, 1, 48 |
| Stream-Triad 2$^{15}$ | 1, 1, 32   | 1, 1, 128  | 1, 1, 16   | 1, 1, 48 |
| BlueWaters | 1, 16, 1   | 1, 64, 1   | 1, 64, 1   | 1, 16, 1 |
| HA-PACS | 2, 64, 1   | 1, 64, 1   | 1, 64, 1   | 2, 64, 1 |
a target set of applications for a system are unclear, it is recommended to consider a set of benchmarks that cover the different characteristics of systems to construct the SSSP metric.

To validate the robustness of the SSSP metric with weighting factors, we also compute the weighting factors in such a way as to minimize equation (10) for seven systems by excluding one of the eight systems from the computation of weighting factors. As an example of the robustness checks for our proposed method, Figure 5 compares the $P_{SSSP}(s)$ using weighting factors obtained from all eight systems and the $P_{SSSP}(s)$ using weighting factors obtained from seven systems, where the TX2 cluster has been omitted. As shown in the figure, the $P_{SSSP}(s)$ based on the seven systems also approximated the $P_{SSP}(s)$ for the TX2 system, which had been excluded in the computation of the weighting factors. Moreover, the $P_{SSSP}(s)$ scores for the weights of the seven systems are similar to those for the weights of the eight systems. This indicates the robustness of the proposed method against different systems.

Figure 6 shows the sum of the differences between $P_{SSP}(s)$ and $P_{SSSP}(s)$ over all systems $s \in S$, shown in equation (7). The X-axis is labeled with the sets

| App and data         | K              | OFP         |
|----------------------|----------------|-------------|
| CCS-QCD Class3       | 512, 512, 8    | 64, 512, 8  |
| Class4               | 8000, 8000, 8  | 10000, 8000, 8 |
| FFVC 1024$^3$        | 512, 512, 8    | 64, 512, 8  |
| 4096$^3$             | 4096, 4096, 8  | 512, 4096, 8 |
| NICAM-CD gl08rl03z80pe640 | 640, 640, 8 | 80, 640, 8 |
| gl09rl04z80pe2560    | 2560, 2560, 8  | 320, 2560, 8 |
| mVMC 1024            | 1024, 1024, 8  | 128, 1024, 8 |
| 8192                 | 8192, 8192, 8  | 1024, 8192, 8 |
| NTChem c60ate60h28   | 128, 128, 8    | 16, 128, 8 |
| c54h18x2cc-pvdz      | 4, 4, 8        | 1, 4, 8    |
| FFB 69               | 512, 512, 8    | 64, 512, 8  |
| 115                  | 4096, 4096, 8  | 512, 4096, 8 |

| Bench and data       | K              | OFP         |
|----------------------|----------------|-------------|
| HPL2.2 $Ns = 480000$ | 1024, 8192, 1  | 128, 8192, 1 |
| $Ns = 960000$        | 8192, 65536, 1 | 1024, 65536, 1 |
| FFTE 6.0 4096$^3$    | 1024, 1024, 8  | 128, 1024, 8 |
| 4096$^3$             | 8192, 8102, 8  | 1024, 8192, 8 |
| HPCG 3.0 512$^3$     | 512, 4096, 1   | 64, 4096, 1 |
| 1024$^3$             | 512, 4096, 1   | 64, 4096, 1 |
| Stream-Triad 2$^{15}$| 1, 1, 8        | 1, 1, 32    |
| 2$^{29}$             | 1, 1, 8        | 1, 1, 16    |
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of weighting factors used to compute $P_{\text{SSSP}}(s)$. “SSSP w/o weight” indicates $w_{ij} = 1$ for all pairs of benchmarks and data sets, whereas “SSSP w/ weight” indicates the use of the weighting factors obtained based on $p_{ij}$ for applications and benchmarks over all systems. On the other hand, “SSSP w/o K” indicates the use of the weighting factors obtained based on $p_{ij}$ from all systems except K; calculations of weighting factors excluding the other systems are identified in similar ways. As shown in the figure, it is obvious that using the weighting factors can reduce the gap between the SSP metric and the SSSP metric. It is also shown that the sum of the differences can be reduced successfully even if we omit a system in the computation of the weighting factors. Note that because we stopped the optimization of the weighting factors when at least one of the weighting factors becomes zero, $w_{ij} \leq 0$, the sum of the differences does not converge to the threshold.
Table 8 PPP (GFlops) for benchmarks

| Bench and data | K     | FX10 | BlueWaters | HA-PACS |
|----------------|-------|------|------------|---------|
| HPL2.2 $N_s = 80000$ | 96.5  | 149  | 235        | 297     |
| $N_s = 160000$     | 97.2  | 150  | 235        | 292     |
| FFTE 6.0 512$^4$  | 3.41  | 3.50 | 7.95       | 9.36    |
| 1024$^3$          | 2.74  | 2.93 | 5.75       | 5.68    |
| HPCG 3.0 256$^4$  | 1.79  | 2.48 | 5.84       | 6.82    |
| 512$^3$           | 1.52  | 2.01 | 5.76       | 6.90    |
| Stream-Triad 2$^{15}$ | 3.86  | 3.64 | 2.26       | 13.1    |
| 2$^{29}$          | 2.49  | 3.64 | 0.648      | 4.89    |
| NPB BT-IO C       | 9.03  | 13.2 | 13.9       | 28.3    |
| D                | 5.19  | 7.96 | 19.7       | 16.6    |

| Bench and data | FX100 | TX2 | OFP | SKL |
|----------------|-------|-----|-----|-----|
| HPL2.2 $N_s = 80000$ | 545   | 905 | 1390 | 2110 |
| $N_s = 160000$     | 547   | 875 | 1340 | 1990 |
| FFTE 6.0 512$^3$  | 15.0  | 28.4| 14.4 | 24.7 |
| 1024$^3$          | 13.4  | 28.3| 24.2 | 18.4 |
| HPCG 3.0 256$^3$  | 10.6  | 19.2| 7.09 | 13.0 |
| 512$^3$           | 10.9  | 19.2| 6.69 | 13.0 |
| Stream-Triad 2$^{15}$ | 13.1  | 1.06| 10.9 | 27.5 |
| 2$^{29}$          | 8.52  | 17.9| 5.36 | 14.7 |
| NPB BT-IO C       | 18.4  | 78.7| 32.0 | 43.6 |
| D                | 23.2  | 101 | 31.7 | 84.5 |

Fig. 3 PPPs for SSP, SSSP, HPL, FFTE, HPCG, Stream, and BT-IO obtained from 8 systems, averaged over data set. Note that the $P_{SSSP}(s)$ does not consider weighting factors. The Y-axis is set as log scale, and it does not start from 0.0.

Figure 7 shows the weighting factors for the benchmarks, computed via minimization of the equation (10) over all eight systems, and over each of the eight combinations of seven of the systems. As shown in the figure, we can obtain similar
weights for the same benchmarks even when any one of the systems is excluded from the computation. It also indicates the robustness and applicability of the SSSP metric. For BT-IO, the weighting factor becomes higher than those of the other benchmarks when we omit TX2 in the computation of the weighting factors because TX2 demonstrates its most salient performance in terms of BT-IO, as shown in Figure 3 and Table 8. Nonetheless, the $P_{SSSP}(s)$ obtained using the weighting factors computed by all systems except TX2 accord closely with the $P_{SSSP}(s)$ obtained using the weighting factors computed by all systems, as already shown in Fig. 5.

### 4.7 Results for large systems

In Sect. 4.6, we discussed the experimental results for relatively small numbers of nodes. Here, we consider the results for large systems of up to 8192 nodes. Unfortunately, we were able to perform large-scale experiments for only two systems.

---

**Table 9** Weighting factors computed to minimize gap between SSP and SSSP, and weighting factors averaged over data set

| Bench and data | Weight | Average |
|----------------|--------|---------|
| HPL2.2 $N_S = 80000$ | 0.63   | 0.315   |
| $N_S = 160000$     | 0.00   |   |
| FFTE 6.0 $512^3$   | 0.862  | 0.992   |
| $1024^3$           | 1.12   |         |
| HPCG 3.0 $256^3$   | 1.09   | 1.09    |
| $512^3$            | 1.09   |         |
| Stream-Triad $2^{15}$ | 1.05   | 1.09    |
| $2^{29}$           | 1.13   |         |
| NPB BT-IO C        | 1.43   | 1.68    |
| D                 | 1.92   |         |

---

**Fig. 4** PPPs for SSP, SSSP without weighting factors and SSSP using weighting factors, computed from application and benchmark results for eight systems. Note that Y-axis is set to log scale and does not start from 0.0
because of the sizes of the available systems. These two large systems are K and OFP, which are also used in Sect. 4.6. In addition, we had to omit I/O-intensive benchmarks and applications such as BT-IO and NGSAnalyzer because of the disk quota limits in these systems.

Tables 10 and 11 outline the PPPs for applications and benchmarks, respectively. We compute

(1) $P_{\text{SSP}}(s)$ using $p_{ij}$ in Table 10,
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(2) $P_{SSSP}(s)$ using $p_{ij}$ in Table 11,

(3) $P_{SSSP}(s)$ using $p_{ij}$ in Table 11 and weighting factors obtained by minimizing gap between (1) and (2),

(4) $P_{SSSP}(s)$ using $p_{ij}$ shown in Table 11 and weighting factors obtained using the 8 small systems (shown in Fig. 9).

Fig. 7 Weighting factors computed over all systems, and 7 systems in the absence of each system.

Table 10 PPP $p_{ij}$ (GFlops) for applications

| App and data          | K   | OFP |
|-----------------------|-----|-----|
| CCS-QCD Class3        | 11.1| 39.4|
| Class4                | 13.3| 38.8|
| FFVC 1024$^3$         | 10.6| 65.2|
| 4096$^3$              | 12.5| 60.2|
| NICAM-DC              |     |     |
| gl08rl03z80pe640      | 5.10| 6.79|
| gl09rl04z80pe2560     | 5.13| 6.73|
| mVMC 1024             | 19.1| 61.1|
| 8192                  | 5.83| 60.5|
| NTChem c60atc60h28    | 69.7| 721 |
| c54h18x2_cc-pvdz      | 10.1| 86.5|
| FFB 115               | 6.30| 5.45|
| 69                    | 5.83| 5.28|
Figure 8 (left) shows the $P_{SSP}$ and $P_{SSSSP}$ for the K and OFP systems. As shown in the figure, the $P_{SSSP}$ metrics computed using the weighting factors obtained based on the small systems are less precise than those using the weighting factors obtained based on the large systems, but still lead to appropriate insights on the application performance of the systems.

Figure 8 (right) shows the ratios of $P_{SSSP}$ (without weighting factors) and $P_{SSSP}$ (with weighting factors computed from small systems), and the ratio of $P_{SSSP}$ (without weighting factors) and $P_{SSSP}$ (with weighting factors computed from large systems), i.e.,

$$\frac{P_{SSSP}(s) \text{ without } w_{i,j}}{P_{SSSP}(s) \text{ with } w_{i,j} \text{ from small/large systems}}.$$
These ratios illustrate a strong need to modify the PPPs for the original SSSPs in favor of the PPPs for the weighted SSSPs. As shown in the figure, the modification ratios based on the sets of weighting factors computed from the two system sets are ranged from 0.42 to 0.48 for OFP and from 0.48 to 0.55 for K. Moreover, both sets of weighting factors consistently demonstrate a stronger need to use weighting factors for K than for OFP.

4.8 Execution times

Figures 9 and 10 show the execution times of instances for the SSP and SSSP metrics. Note that we adopt log scales for the y-axes in these figures, because of the executions of some of applications and benchmarks finished really quickly. For the small-scale cases, whereas the average execution times over applications ranged from 216 (SKL) to 472 (BW) seconds, the average execution times over benchmarks ranged from 491 (SKL) to 1004 (BW) seconds. This is mainly due to the fixed execution time of HPGC and relatively long execution time of HPL. Because it is recommended to set the execution time for HPCG to be more than 1,800 seconds (30 minutes), we have set the maximum execution time for HPCG to be 2,000 seconds for all systems and problem sizes. However, the maximum execution time can be reduced to a few minutes if the result does not have to be submitted to the HPCG ranking competition. If we ignore the execution time of HPCG, the average

![Figure 9](image-url) Fig. 9 Execution times of applications and benchmarks on 8 systems for small-scale applications and benchmarks. The execution times for HPCG are always 2000 due to its regulation. While the average execution time over applications is ranged from 216 (SKL) to 472 (BW) seconds, average execution times over benchmarks is ranged from 491 (SKL) to 1004 (BW) seconds.
Execution time over benchmarks can be reduced from 114 seconds to 756 seconds, which is comparable with that over applications. For the large-scale performance evaluations, whereas the average execution times over applications ranged from 841 (K) to 3563 (OFP) seconds, average execution time over benchmarks ranged from 692 (OFP) to 741 (K) seconds even though the execution time for HPCG remains fixed to 2,000 seconds. On the other hand, some of the SSP metric instances require more than a few hours—for example, the NICAM-gl09rl04z80pe2560 on OFP requires approximately 6 hours—the maximum execution time for the SSSP metric except the HPCG, is only 1054 seconds (18 minutes). Therefore, the SSSP metric is demonstrated to be able to provide its score more easily and quickly than the SSP metric is able to do for large-scale systems. Because the performance of simple benchmarks, such as Stream and HPL, can be expected based on system specifications, not all benchmarks will have to be executed.

**5 Discussion**

We have presented the SSSP metric and the method for constructing the metric. The SSSP metric is computed using the results of simple benchmarks and the weighting factors for these benchmarks. Because the weighting factors are obtained using the SSSP metric for the approximation of the SSP metric, the SSSP metric is guaranteed to be able to quantify the performance of systems at executing applications.
Therefore, the SSSP metric can accomplish the general characteristics of simple benchmarks, such as ease of use, while providing a more practical score than those of simple benchmarks.

Our experiments in Sect. 4 suggested that we should assign the smallest weighting factor to HPL in the approximation of the performance of systems at executing applications, because HPL is more likely to overestimate the performance of systems at executing applications and to mislead the expectations of application developers. By contrast, the SSSP metric can discount the HPL score based on the relationship between benchmarks and applications.

In our experiments, we did not include accelerator-based systems because some of the applications are not written for such systems. However, according to the results of our experiments, which were executed over a wide variety of different processor architectures, and the results of the robustness checks, we expect that the SSSP metric and the method developed for the computation of the SSSP metric can be applied to accelerator-based systems. Nonetheless, experiments on accelerator-based systems would be necessary to update the SSSP metric such that it would be able to approximate different sets of applications, including artificial intelligence applications, in the future.

During the design phase of a system, where we have to use performance estimation tools and several simulators, more time is required to estimate the performance of the system than to estimate using a real system. In that case, the SSSP metric has an advantage that complex applications will not have to be executed on the simulators. Sometimes, the calculated weighting factors for the benchmarks for a set of target applications may suggest the architectural characteristics that require enhancement. For example, if a memory-intensive benchmark has a high weighting factor, increasing the memory bandwidth should enhance the performance of the system at executing the target applications.

Another advantage of the SSSP metric over a simple set of applications or benchmarks is that the end result is very simple: a single value for a single system. Various methods have been developed for evaluating a system not only from a single viewpoint, such as the HPL score, but also from diversified standpoints. For example, the HPC Challenge benchmarks consist of seven different benchmarks, including HPL and Stream [2, 15]. Moreover, as discussed earlier, several sets of mini applications have been proposed for investigating the performance of systems at executing applications easily [9, 17, 18, 23, 25, 32, 38]. Whereas the results of these applications and benchmarks provide a radar chart for understanding a system, the SSSP metric provides a single score concentrating the radar chart to a single value.

In addition to the general purposes of benchmarks, such as selecting a system or confirming its performance, the simplicity and flexibility of the proposed method for constructing the SSSP allow us to better understand a set of applications or single application. For example, if a specific application is approximated based on a set of benchmarks and weighting factors, then the best system for the application from among different systems can be suggested based on the benchmark results and weighting factors. Moreover, since the SSSP metric can be approximated to the SSP metric instances of various workload sets, it can be used to evaluate various middleware, system software, virtual environments, and tools such as failure detection and fault tolerance in distributed systems [16], error correction in a virtual environment[19], and so on.
6 Related works

Although we have already discussed some of related works, such as HPL and HPCG, in the previous sections, we discuss more about the related works in greater detail in this section.

The HPC Challenge (HPCC) benchmark consists of seven different benchmarks including HPL and Stream [2]. The NAS parallel benchmarks [6, 28] are a set of benchmarks designed to help evaluate the performance of parallel supercomputers. The NAS parallel benchmarks are derived from computational fluid dynamics (CFD) applications and include kernels, pseudoapplications, OpenMP+MPI hybrid codes, and I/O tests. The Scalable HeterOgeneous Computing (SHOC) benchmark suite, which is designed for evaluating the performance of scalable heterogeneous systems [11] is a set of kernels and mini applications implemented in OpenCL and CUDA. Unlike the SSSP metric, these collections of benchmarks do not provide a single value for a single system.

The Standard Performance Evaluation Corporation (SPEC) [12, 36] provides sets of benchmarks and suites of applications for evaluating different aspects of systems, such as CPU, communication, and storage. The score of a target system for a set is computed based on the geometric mean of normalized performance ratios of the reference system. Although some of the SPEC benchmarks, such as SPEC HPC 2002, focus on real-application sets, these real application sets are not as easy to run as simple benchmarks [5]. Additionally, some of the SPEC benchmarks, such as the SPECint, consist of simple kernel benchmarks, which are designed to evaluate a specific aspect of a system.

To evaluate the performance of systems at executing applications, there are several suites of mini-, proxy-, or real applications. ESIF-HPC-2 [10] is a benchmark suite that collects kernels and applications to measure computational and I/O performance for systems and parts of systems ranging from single nodes to full HPC systems. The ESIF-HPC-2 has been designed to cover the specific needs of the energy research community. The Exascale Computing Project (ECP) proxy applications [1, 31], which are developed as part of the ECP, are a collection of small, simplified codes that allow application developers to share important features of large applications without forcing collaborators to assimilate large and complex code bases. Most application suites do not provide their own method for computing a single value as a quantitative performance discriminator. Although we can compute the SSP metric over these application suites, tuning and porting applications remains inconvenient and costly to perform.

Although we have focused on the correspondence between simple kernel benchmarks and mini-applications, there are several works which consider the correspondence proxy applications and their parental real applications, and the correspondence between simple kernel benchmarks and mini-applications. Aaziz et. al. [4] proposed a method for characterizing the relationship between real and proxy applications in the ECP application using collection of runtime data such as instructions per cycle, and cache miss ratio and analyzing them. Sharkawi et al. [34] also used hardware performance counter data for the HPC applications and SPEC CFP 2006 benchmark sets from a single base system to model the behavior of the HPC applications as a function of the benchmarks. A genetic algorithm was used to identify the “best” group of benchmarks that explain each
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HPC application. SWAPP [33], which was proposed by the same authors, applies the same scheme to project the performance of the MPI communication of HPC applications. Whereas they consider a single system in constructing the performance projection function, we constructed the performance projection function over several different systems. Additionally, unlike these methods, our method does not require any information from hardware counters.

Summarizing the above and benchmarks discussed in Sect. 1, most existing benchmarks, metrics, sets of benchmarks, and sets of applications have one or more of the following drawbacks:

- does not consider the application performance of systems;
- does involve complicated processes in the execution of real-world applications, such as porting and tuning;
- does not provide a single value metric for the easy understanding and comparison of systems; and/or
- requires more detailed information, such as hardware counters.

7 Conclusion

In this paper, we proposed a new performance metric, called the Simplified Sustained System Performance (SSSP) metric. The SSSP metric provides an easy approximation of the Sustained System Performance (SSP) metric, which indicates the performance of systems at executing applications. Whereas the SSP metric leads to direct insights on the performance of systems, it requires porting and evaluation of complex applications, which require significant amounts of effort. On the other hand, the SSSP metric can be computed via the performance evaluation of simple benchmarks and a set of weighting factors for the benchmarks. The weighting factors should be obtained by minimizing the differences between the SSP and SSSP metrics on a small set of reference systems. As demonstrated in the experiments, the SSSP metric was able to approximate the SSP metric more closely than any other single benchmark, such as HPL or HPCG. One of important future works is how exactly to approximate the SSP metric with respect to the SSSP metric. Although we have adopted a relatively simple learning algorithm in this paper, many algorithms have been developed for the computation of the weighting factors to minimize the equation (7). For example, we have confirmed that the CVXOPT [30], which is a software package for convex optimization, provides appropriate approximations. The Deep Learning/Machine Learning (DL/ML) algorithms have also been used in various optimization fields and should be strong candidates for our approximation.
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