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Abstract. In this paper, we prove the equivalence between two braided tensor categories. On the one hand, we consider the category of modules of the Virasoro vertex operator algebra with a generic central charge (generic Virasoro VOA) generated by those simple modules lying in the first row of the Kac table. On the other hand, we take the category of finite-dimensional type I modules of the quantum group $U_q(\mathfrak{sl}_2)$ with $q$ determined by the central charge. This is a continuation of our previous work in which we examined intertwining operators for the generic Virasoro VOA in detail. Our strategy to show the categorical equivalence is to take those results as input and directly compare the structures of the tensor categories. Therefore, we are to execute the most elementary proof of categorical equivalence. We also study the category of $C_1$-cofinite modules of the generic Virasoro VOA. We show that it is equivalent to the category of finite-dimensional type I modules of $U_q(\mathfrak{sl}_2) \otimes \tilde{U}_\tilde{q}(\mathfrak{sl}_2)$ as a tensor category, where $q$ and $\tilde{q}$ are again related to the central charge.

1. Introduction

1.1. Background. Two-dimensional conformal field theories (CFT) \cite{BPZ84,DFMS97} form one of the most developed classes of quantum field theories. The infinite-dimensional symmetry of CFT allows one to identify the primary fields of the theory and the operator product expansion (OPE) of the primary fields in a closed form, sometimes leading to the exact solution. Due to their integrability, CFTs have played important roles in string theory \cite{GSW87}, condensed matter physics \cite{Lud95,HHSV17}, and statistical physics \cite{Car08,Mus10}.

Vertex operator algebras (VOA) \cite{FLM89,LL04} and their representation theory give an algebraic counterpart of CFTs \cite{Hua12}. According to the dictionary, a VOA gives the chiral algebra of a CFT, and the irreducible modules of the VOA correspond to the primary fields of the CFT. Furthermore, the OPE of primary fields is translated into a tensor product of modules of the VOA. Therefore, we could say that the study of a CFT partly comes down to the study of the category of modules of the corresponding VOA as a tensor category.

Quantum groups \cite{Dri86} are algebras whose module categories are clearly tensor categories. There are several known examples of equivalence between module categories of VOAs and those of quantum groups as tensor categories. Prominent examples include the Kazhdan–Lusztig-type duality \cite{Dri89,KL94,Fin96,McR16}, and the duality between the triplet VOA and the small quantum $\mathfrak{sl}_2$ \cite{FGST06b,FGST06a,NT11,KS11,TW13,GN21,CLR21}. The present work is to give another example, namely, the Virasoro VOA with a generic central charge and the quantum enveloping algebra of $\mathfrak{sl}_2$ with a generic quantization parameter denoted by $U_q(\mathfrak{sl}_2)$.
1.2. **Relation to previous work.** This paper is a continuation of our previous work [KK22]. This work might have a different flavor compared to other works concerning categorical equivalence. To be clear about our point of view and to motivate our method, it would be worthwhile giving a quick overview of the line of research.

Since the early stages of the research of CFT, hidden quantum group symmetry has been observed in several places [MR89, PS90, RRRA91, FW91, SV91, Var95, GRAS96]. In [KP20], the authors established one of the most concrete versions of the connection between a quantum group and CFT; they gave maps from representations of $U_q(\mathfrak{sl}_2)$ to certain correlation functions of CFT. Although their motivation was in application to the theory of Schramm–Loewner evolution [Sch00, BB03], their results were also of representation theoretical importance. In fact, one consequence, among others, of their construction is that the asymptotic behavior of a correlation function when two points are close to each other is governed by the branching and associativity of the tensor product of representations of $U_q(\mathfrak{sl}_2)$.

In our previous work [KK22], we enhanced the results of [KP20] in the language of VOA. Specifically, we identified the generic Virasoro VOA as the relevant VOA, determined the fusion rules among simple modules from the first row of the Kac table, and proved that the associativity of intertwining operators is governed by the quantum group $U_q(\mathfrak{sl}_2)$.

1.3. **Overview of the results.** In the present work, we examine the category-theoretical implications of the results of the previous one [KK22], and add discussion on the braiding as well. It is standard to parametrize the central charge $c \in \mathbb{C}$ of the universal Virasoro VOAs $V_c$ (see Section 4 for the definition) by another parameter $t \in \mathbb{C}$ as

$$c = 13 - 6(t + t^{-1}).$$

We focus on the case that $t \notin \mathbb{Q}$ is generic and call the VOA $V_c$ the generic Virasoro VOA. The highest weight simple modules of $V_c$ are labeled by the conformal weight $h \in \mathbb{C}$. The Kac table gives the following table of conformal weights of particular interest:

$$h_{r,s} = \frac{r^2 - 1}{4} - t - \frac{rs - 1}{2} + \frac{s^2 - 1}{4}t^{-1}, \quad r, s \in \mathbb{Z}_{\geq 1}.$$

For each $h_{r,s}$, $r, s \in \mathbb{Z}_{\geq 1}$, the corresponding simple highest weight $V_c$-module is denoted by $W_{r,s} = W_{r^2 - 1, s^2 - 1}$.

We will study what we call the first-row category. It is the category of $V_c$-modules generated by $W_{\ell,0}$, $\ell \in \mathbb{Z}_{\geq 0}$ as an additive category, and will be denoted by $C_{\text{vir}}^+(t)$. It is not a priori clear that the category $C_{\text{vir}}^+(t)$ can be equipped with the structure of a ribbon tensor category. Thus, we first show that it is a ribbon tensor category. Furthermore, we relate it to another ribbon tensor category of interest; the category of finite dimensional $U_q(\mathfrak{sl}_2)$-modules of type I denoted by $C_{\text{sl}_2}(q)$. Let us phrase our result in the following way.

**Theorem 1.1.** The first-row category $C_{\text{vir}}^+(t)$ is equipped with the structure of a ribbon tensor category. The resulting ribbon tensor category $C_{\text{vir}}^+(t)$ is equivalent to $C_{\text{sl}_2}(q)$ under the parameter matching $q = e^{\pi it}$.

We also study the category $C_{\text{vir}}^0$ of $C_1$-cofinite $V_c$-modules. It has been proven in [CJH+21] that the category $C_{\text{vir}}^0$ is semi-simple and the simple objects are exhausted.
by $\mathbb{W}_{(k,l)}$, $k, l \in \mathbb{Z}_{\geq 0}$. Furthermore, it is equipped with the structure of a braided tensor category, and the resulting braided tensor category will be denoted by $\mathcal{C}_{1_{\text{vir}}}^+(t)$. In particular, the first-row category $\mathcal{C}_{1_{\text{vir}}}^+(t)$ is a subcategory of $\mathcal{C}_{1_{\text{vir}}}^+(t)$. It also follows from the fusion rules in $\mathcal{C}_{1_{\text{vir}}}^+(t)$ that, as a tensor category, the category $\mathcal{C}_{1_{\text{vir}}}^+(t)$ is generated by the modules in $\mathcal{O}_{1_{\text{vir}}}^+(t)$ and the modules in the first column of the Kac table, which allows for the following result.

**Theorem 1.2.** As a tensor category, $\mathcal{C}_{1_{\text{vir}}}^+(t)$ is equivalent to the category of finite dimensional type I modules of $\mathfrak{U}_q(\mathfrak{sl}_2) \otimes \mathfrak{U}_{\tilde{q}}(\mathfrak{sl}_2)$ with the parameter matching $q = e^{\pi it}$, $\tilde{q} = e^{\pi it^{-1}}$.

1.4. **Relation to other works.** The category $\mathcal{C}_{1_{\text{vir}}}^+(t)$ has been studied in [CJH+21] and has been shown to be a braided tensor category. The first-row category $\mathcal{C}_{1_{\text{vir}}}^+(t)$ was also found in [CJH+21] as a tensor subcategory of $\mathcal{C}_{1_{\text{vir}}}^+(t)$. Nonetheless, we record our proof that $\mathcal{C}_{1_{\text{vir}}}^+(t)$ is a ribbon tensor category that relies on direct and elementary arguments. The equivalence between $\mathcal{C}_{1_{\text{vir}}}^+(t)$ and a module category of a quantum group can be derived from a result in [CJH+21] passing through a Kazhdan–Lusztig category of $\hat{\mathfrak{sl}}_2$. In this work, we present a more direct proof of the equivalence.

In [GN21], it has been established that the module category of the quantum $SL(2)$ at a root of unity and a certain module category of the Virasoro VOA in the logarithmic setting are equivalent. Their approach employs the general theory of tensor categories, as well as the characterization of the module category of the quantum $SL(2)$. Assuming that their method can be used in the case of generic central charges, we expect that it will give a more conceptual explanation to the question why the Virasoro VOA should be related to the quantum $SL(2)$. Our approach is less conceptual in that regard, but is more direct and concrete, and we believe that it gives an alternative perspective. We also mention the recent work [MY22] that studied the $\mathfrak{sl}_2$-type structure in the module category of the Virasoro VOA at central charge 25.

**Organization of the paper.** In the following Section 2 we give an account of the quantum group $\mathfrak{U}_q(\mathfrak{sl}_2)$ and fix several details of e.g. the Clebsch–Gordan coefficients and the universal $R$-matrix. In Section 3 we recall the necessary background information on the module category of a VOA. In particular, we quickly look at the Huang–Lepowsky theory that equips the module category of a VOA with the structure of a ribbon tensor category. We focus our attention on the generic Virasoro VOA in Section 4 and review the known results from our previous work [KK22]. Section 5 is the main part of this paper, where we define the first row module category of the generic Virasoro VOA and examine its structure in detail. Consequently, we will prove Theorem 1.1. In Section 6 we study the category of $C_1$-cofinite modules of the generic Virasoro VOA and prove Theorem 1.2.

**Acknowledgements.** The author is grateful to Kalle Kytölä, Eveliina Peltola, and Ingo Runkel for fruitful discussions. This work was supported by Academy of Finland (No. 248 130).

2. **Quantum group**

In this section, we give a brief overview of known facts about the quantum group $\mathfrak{U}_q(\mathfrak{sl}_2)$ and its representations. We only consider the case where $q \in \mathbb{C}^\times$ is not a root.
of unity and simply write $U_q$ for $U_q(sU_2)$. Further details about quantum groups can be found in [Lus93][Kas95][CP95].

2.1. Quantum group $U_q$. The algebra $U_q$ is a unital associative $\mathbb{C}$-algebra generated by $K, K^{-1}, E,$ and $F$ subject to the relations

\begin{align*}
KK^{-1} &= K^{-1}K = 1, \\
KE &= q^2EK, \quadKF = q^{-2}FK, \\
EF - FE &= \frac{K - K^{-1}}{q - q^{-1}}.
\end{align*}

We equip $U_q$ with the structure of a Hopf algebra in the following way. The coproduct $\Delta: U_q \to U_q \otimes U_q$ is given by

\begin{align*}
\Delta(K) &= K \otimes K, \\
\Delta(E) &= E \otimes 1 + K \otimes E, \\
\Delta(F) &= F \otimes K^{-1} + 1 \otimes F.
\end{align*}

The counit $\varepsilon: U_q \to \mathbb{C}$ and the antipode $S: U_q \to U_q$ are defined as

\begin{align*}
\varepsilon(E) &= \varepsilon(F) = 0, \quad \varepsilon(K) = 1, \\
S(E) &= -K^{-1}E, \quad S(F) = -FK, \quad S(K) = K^{-1}.
\end{align*}

Remark 2.1. The coproduct used in our previous work was the opposite: $\Delta^\text{op} = \tau \circ \Delta$, where $\tau: U_q \otimes U_q \to U_q \otimes U_q$: $A \otimes B \to B \otimes A$ is the permutation of tensor components. As we shall see, the structure constants of associativity ($6j$-symbols; see below) manifestly observed are associated with the opposite coproduct $\Delta^\text{op}$, but we will come back to the original $\Delta$ in the end.

2.2. Irreducible representations. For each $\ell \in \mathbb{Z}_{\geq 0}$, $M_\ell$ is an $(\ell + 1)$-dimensional complex vector space with a basis $(u_i^{(\ell)})_{i=0,1,\ldots,\ell}$. We define a representation homomorphism

$$\pi_\ell: U_q \to \text{End}(M_\ell)$$

by

\begin{align*}
\pi_\ell(K)u_i^{(\ell)} &= q^{\ell - 2i}u_i^{(\ell)}, \\
\pi_\ell(E)u_i^{(\ell)} &= [i][\ell - i + 1]u_{i-1}^{(\ell)}, \\
\pi_\ell(F)u_i^{(\ell)} &= u_{i+1}^{(\ell)}
\end{align*}

for $i = 0, 1, \ldots, \ell$. Here, we understand $u_i^{(\ell)} = 0$ when $i < 0$ or $i > \ell$. The $q$-integers are defined by

$$\llbracket n \rrbracket := \frac{q^n - q^{-n}}{q - q^{-1}}, \quad n \in \mathbb{Z}.$$

It is known that $(\pi_\ell, M_\ell)$, $\ell \in \mathbb{Z}_{\geq 0}$ are irreducible representations of $U_q$. On the other hand, a finite-dimensional irreducible representation of $U_q$ is isomorphic to either $(\pi_\ell, M_\ell)$ or $(\pi_\ell \circ \chi, M_\ell)$, where $\chi$ is the automorphism of $U_q$ given by $\chi(K) = -K$, $\chi(E) = -E$, $\chi(F) = F$. In the sequel, we always assume that the vector space $M_\ell$ is equipped with the representation homomorphism $\pi_\ell$ and will not specify it. These
irreducible representations $M_\ell, \ell \in \mathbb{Z}_{\geq 0}$ are often referred to as type I. Otherwise, the type I representations are characterized by that the eigenvalues of $K$ are of the form $q^n$ with some $n \in \mathbb{Z}$.

Clearly, $M_\ell$ is generated by $u_0^{(\ell)}$, which we call a highest weight vector of highest weight $\ell$. Accordingly, we say that $M_\ell$ is a highest weight irreducible representation of highest weight $\ell$.

2.3. Tensor product. For $\ell_1, \ell_2$, the tensor product $M_{\ell_1} \otimes M_{\ell_2}$ is equipped with the structure of a representation of $U_q$ by the coproduct $\Delta$. To emphasize the dependence on the coproduct, we write $M_{\ell_1} \otimes M_{\ell_2}$ for the tensor product representation. It decomposes into irreducible representations according to the Clebsch–Gordan rule:

\[
M_{\ell_1} \otimes M_{\ell_2} \simeq \bigoplus_{\ell \in \text{Sel}(\ell_1, \ell_2)} M_\ell,
\]

where we defined the set

$$\text{Sel}(\ell_1, \ell_2) = \{ \ell \in \mathbb{Z}_{\geq 0} : |\ell_1 - \ell_2| \leq \ell \leq \ell_1 + \ell_2, \ell + \ell_1 + \ell_2 \equiv 0 \text{ mod } 2 \}$$

of the highest weights appearing in the tensor product.

For each triple $(\ell, \ell_1, \ell_2)$ such that $\ell_1, \ell_2 \in \mathbb{Z}_{\geq 0}$ and $\ell \in \text{Sel}(\ell_1, \ell_2)$, we fix an embedding homomorphism $\iota_{\ell_1 \ell_2} : M_\ell \to M_{\ell_1} \otimes M_{\ell_2}$ so that

\[
\iota_{\ell_1 \ell_2}(u_0^{(\ell)}) = \sum_{j=0}^{s} c_{\ell_1 \ell_2}^{\ell_1 \ell_2}(j) u_0^{(\ell_1)} \otimes u_0^{(\ell_2)},
\]

\[
c_{\ell_1 \ell_2}^{\ell_1 \ell_2}(j) = (-1)^j \frac{[\ell_1 - j]! [\ell_2 - s + j]! q^{j(\ell_1 - j + 1)}}{[j]! [s - j]! [\ell_1]! [\ell_2]! (q - q^{-1})^s}, \quad j = 0, 1, \ldots, s,
\]

where we set $s = (\ell_1 + \ell_2 - \ell)/2$ and the $q$-factorials are defined by

$$[n]! := \begin{cases} [n][n-1] \cdots [1], & n \in \mathbb{Z}_{\geq 0}, \\ 1, & n = 0. \end{cases}$$

Accordingly, the family of projections $p_{\ell_1 \ell_2}^{\ell} : M_{\ell_1} \otimes M_{\ell_2} \to M_\ell, \ell_1, \ell_2 \in \mathbb{Z}_{\geq 0}, \ell \in \text{Sel}(\ell_1, \ell_2)$ is determined by the properties that

$$p_{\ell_1 \ell_2}^{\ell} \circ \iota_{\ell_1 \ell_2} = \begin{cases} \text{id}_{M_\ell}, & \ell = \ell', \\ 0, & \ell \neq \ell', \ell, \ell' \in \text{Sel}(\ell_1, \ell_2), \end{cases}$$

for each $\ell_1, \ell_2 \in \mathbb{Z}_{\geq 0}$.

Recall that there is another coproduct $\Delta^{\text{op}}$ on $U_q$, with which we can form another tensor product representation $M_{\ell_1} \otimes_{\Delta^{\text{op}}} M_{\ell_2}$ for $\ell_1, \ell_2 \in \mathbb{Z}_{\geq 0}$. The rule of decomposition into irreducible representations is the same as in (2.1). For each $\ell \in \text{Sel}(\ell_1, \ell_2)$, we obtain an injective homomorphism $(\iota^{\text{op}})_{\ell}^{\ell_1 \ell_2} : M_\ell \to M_{\ell_1} \otimes_{\Delta^{\text{op}}} M_{\ell_2}$ by

$$p_{\ell_1 \ell_2}^{\ell} \circ (\iota^{\text{op}})_{\ell}^{\ell_1 \ell_2} = P_{M_{\ell_2}, M_{\ell_1}} \circ \iota_{\ell_1 \ell_2}.$$ 

Here, we write $P_{U,V}$ with vector spaces $U$ and $V$ for the permutation operator:

$$P_{U,V} : U \otimes V \to V \otimes U; \quad u \otimes v \mapsto v \otimes u.$$
2.4. **Representation category.** Here we describe the category of \( \mathcal{U}_q \)-modules as a ribbon tensor category. The general theory of tensor categories can be found in [BKJ01, EGN015].

2.4.1. **Abelian category.** We write \( \mathbf{Mod}(\mathcal{U}_q) \) for the category of finite-dimensional representations of \( \mathcal{U}_q \), which is clearly an Abelian category. As we have already noted, the simple objects of \( \mathbf{Mod}(\mathcal{U}_q) \) are exhausted by \( M_\ell, \ell \in \mathbb{Z}_{\geq 0} \) and their twist by the automorphism \( \chi \) up to isomorphism. Under our assumption that \( q \) is not a root of unity, it is also known that \( \mathbf{Mod}(\mathcal{U}_q) \) is semi-simple although it has infinitely many simple objects.

We define \( \mathcal{C}_{sl_2} \) as the full subcategory of \( \mathbf{Mod}(\mathcal{U}_q) \) generated by \( M_\ell, \ell \in \mathbb{Z}_{\geq 0} \). In other words, each object of \( \mathcal{C}_{sl_2} \) is isomorphic to a finite direct sum of \( M_\ell, \ell \in \mathbb{Z}_{\geq 0} \).

2.4.2. **Tensor category.** We can equip the category \( \mathbf{Mod}(\mathcal{U}_q) \) with the tensor bifunctor \( \otimes: \mathbf{Mod}(\mathcal{U}_q) \times \mathbf{Mod}(\mathcal{U}_q) \rightarrow \mathbf{Mod}(\mathcal{U}_q) \) defined by means of the coproduct \( \Delta \). The associativity isomorphisms are given by

\[
\alpha_{U,V,W}: (U \otimes \Delta V) \otimes \Delta W \rightarrow U \otimes (V \otimes \Delta W); \quad (u \otimes v) \otimes w \mapsto u \otimes (v \otimes w)
\]

for \( U, V, W \in \mathbf{Mod}(\mathcal{U}_q) \). We can take \( M_0 \) as a unit object with respect to this tensor product and choose unit isomorphisms \( \lambda_U: M_0 \otimes \Delta U \rightarrow U \) and \( \rho_U: U \otimes \Delta M_0 \rightarrow U \). In this way, \( (\otimes, \alpha, M_0, \lambda, \rho) \) defines a monoidal structure on the category \( \mathbf{Mod}(\mathcal{U}_q) \), which turns out to make the category \( \mathbf{Mod}(\mathcal{U}_q) \) a tensor category.

Since the subcategory \( \mathcal{C}_{sl_2} \) is closed under the tensor product, it is a tensor subcategory of \( \mathbf{Mod}(\mathcal{U}_q) \). We suppose that the unit isomorphisms are chosen in such a way that \( \lambda_{M_\ell} = p_{0\ell}^\prime \) and \( \rho_{M_\ell} = p_{\ell 0}^\prime \) for all \( \ell \in \mathbb{Z}_{\geq 0} \). Then, the monoidal structure on \( \mathcal{C}_{sl_2} \) is uniquely determined. As a tensor category, \( \mathcal{C}_{sl_2} \) starts depending on the parameter \( q \). Thus, we write \( \mathcal{C}_{sl_2}(q) \) for the category \( \mathcal{C}_{sl_2} \) equipped with the above tensor structure.

If we take the other coproduct \( \Delta^{op} \), the same underlying category \( \mathcal{C}_{sl_2} \) is equipped with another monoidal structure \( (\otimes, \alpha^{op}, M_0, \lambda^{op}, \rho^{op}) \). This tensor category will be denoted by \( \mathcal{C}^{op}_{sl_2}(q) \). Note that, however, as a linear map, each associativity isomorphism \( \alpha_{U,V,W}^{op}: U,V,W \in \mathcal{C}_{sl_2} \) can be taken as the same \( \alpha_{U,V,W} \).

At this point, we can discuss the so-called \( 6j \)-symbols. In our context, the \( 6j \)-symbols of \( \mathcal{C}^{op}_{sl_2}(q) \), instead of those of \( \mathcal{C}_{sl_2}(q) \), will be more manifest. For an arbitrary choice of four \( \ell_1, \ell_2, \ell_3, \ell_4 \in \mathbb{Z}_{\geq 0} \), we define the set

\[
I_{\ell_1, \ell_2, \ell_3, \ell_4} := \text{Sel}(\ell_1, \ell_2) \cap \text{Sel}(\ell_3, \ell_4).
\]

Now, we fix \( \ell_1, \ell_2, \ell_3, \ell_4 \in \mathbb{Z}_{\geq 0} \) and compare two spaces of homomorphisms: one is \( \text{Hom}_{\mathcal{U}_q}(M_{\ell_1}, (M_{\ell_1} \otimes \Delta^{op} M_{\ell_2}) \otimes \Delta^{op} M_{\ell_3}) \), which has a basis

\[
((t^{op})_{m, \ell_1, \ell_2} \otimes \Delta^{op} \text{id}_{M_{\ell_3}}) \circ (t^{op})_{m, \ell_1, \ell_2} \ell_4 = m
\]

for \( m \in I_{\ell_1, \ell_2, \ell_3} \).
and the other is $\text{Hom}_{\mathcal{U}_q}(M_{\ell_4}, M_{\ell_1} \otimes_{\Delta^{op}} (M_{\ell_2} \otimes_{\Delta^{op}} M_{\ell_3}))$, which has a basis

$$(\text{id}_{M_{\ell_1}} \otimes_{\Delta^{op}} (\ell^{op})_{n}^{\ell_2 \ell_3}) \circ (\ell^{op})_{\ell_4}^{\ell_1 n} =$$

$\begin{align*}
\ell_1 & \quad \ell_2 \\
\ell_3 & \quad \ell_4 \\
n & \\
\end{align*}$

, \quad n \in I_{\ell_1 \ell_4}^{\ell_2 \ell_3}.$

Here we also drew diagrams representing the homomorphisms. Each trivalent vertex depicts an injection and the composition is read from bottom to top. The associativity isomorphism induces an isomorphism of these vector spaces of morphisms

$$\text{Hom}_{\mathcal{U}_q}(M_{\ell_4}, (M_{\ell_1} \otimes_{\Delta^{op}} M_{\ell_2}) \otimes_{\Delta^{op}} M_{\ell_3}) \rightarrow \text{Hom}_{\mathcal{U}_q}(M_{\ell_4}, M_{\ell_1} \otimes_{\Delta^{op}} (M_{\ell_2} \otimes_{\Delta^{op}} M_{\ell_3}))$$

$$f \mapsto \alpha_{M_{\ell_1}, M_{\ell_2}, M_{\ell_3}}^{op} \circ f.$$ 

Our 6j-symbols $\left\{ \ell_1 \ell_2 \ell_3 \ell_4 m n \right\}, \ m \in I_{\ell_1 \ell_2}^{\ell_3 \ell_4}, \ n \in I_{\ell_1 \ell_4}^{\ell_2 \ell_3}$ are defined as the matrix elements of the inverse of this isomorphism in terms of the bases introduced above. Explicitly, they are defined by

$$(2.3) \quad (\alpha_{M_{\ell_1}, M_{\ell_2}, M_{\ell_3}}^{op})^{-1} \circ (\text{id}_{M_{\ell_1}} \otimes_{\Delta^{op}} (\ell^{op})_{n}^{\ell_2 \ell_3}) \circ (\ell^{op})_{\ell_4}^{\ell_1 n} = \sum_{m \in I_{\ell_1 \ell_2}^{\ell_3 \ell_4}} \left\{ \ell_1 \ell_2 \ell_3 \ell_4 m n \right\} ((\ell^{op})_{m}^{\ell_2 \ell_3} \otimes_{\Delta^{op}} \text{id}_{M_{\ell_3}}) \circ (\ell^{op})_{\ell_4}^{m \ell_3}$$

for $n \in I_{\ell_1 \ell_4}^{\ell_2 \ell_3}$, or diagrammatically

$$(\alpha_{M_{\ell_1}, M_{\ell_2}, M_{\ell_3}}^{op})^{-1} \circ :$$

$\begin{align*}
\ell_1 & \quad \ell_2 \\
\ell_3 & \quad \ell_4 \\
n & \\
\end{align*}$

$\mapsto \sum_{m \in I_{\ell_1 \ell_2}^{\ell_3 \ell_4}} \left\{ \ell_1 \ell_2 \ell_3 \ell_4 m n \right\} m$

$\begin{align*}
\ell_1 & \quad \ell_2 \\
\ell_3 & \quad \ell_4 \\
m & \\
\end{align*}$

2.4.3. Braided category. Here we consider the quantum group $\mathcal{U}_q$ to be equipped with the coproduct $\Delta$ (but not $\Delta^{op}$.) It admits the universal $R$-matrix given by the following formula:

$$R = q^{\frac{1}{2}H \otimes H} \sum_{n=0}^{\infty} \frac{q^{n(n-1)/2}(q - q^{-1})^n}{[n]!} (F^n \otimes E^n),$$

which makes sense in a certain completion of $\mathcal{U}_q \otimes \mathcal{U}_q$. Here, $H$ is the symbol that is supposed to behave as $K = q^H$. Its action on $U \otimes \Delta V$ with $U, V \in \mathcal{C}_{\mathcal{N}}(q)$ is well defined. Indeed, since these representations are finite dimensional, the infinite sum in the formula of $R$ truncates to a finite sum, and for $u \in U$ and $v \in V$ such that $K.u = q^nu$ and $K.v = q^nv$, we may understand

$$q^{\frac{1}{2}H \otimes H} u \otimes v = q^{\frac{mn}{2}} u \otimes v.$$
We write $R_{U,V}$ for the action of $R$ on $U \otimes \Delta V$ and set

$$c_{U,V} := P_{U,V} R_{U,V} : U \otimes \Delta V \to V \otimes \Delta U.$$ 

The family of morphisms $c_{U,V}$, $U, V \in \mathcal{C}_{sl_2}(q)$ gives a braiding structure to $\mathcal{C}_{sl_2}(q)$.

2.4.4. Ribbon structure and rigidity. We make few comments on the ribbon structure and rigidity of $\mathcal{C}_{sl_2}(q)$. There is a standard procedure to read a twist isomorphism out of the universal $R$-matrix [Kas95, Chapter XIV.6]. For each $U \in \mathcal{C}_{sl_2}(q)$, we can define the twist isomorphism $\theta_U : U \to U$ by

$$\theta_U^{-1} u = (-1)^H K \sum_{n=0}^{\infty} \frac{q^{(n-1)/2}(q-q^{-1})^n}{[n]!} (-K^{-1}E)^n q^{-\frac{1}{2} H^2} F^n u, \quad u \in U.$$ (2.4)

We can also equip $\mathcal{C}_{sl_2}(q)$ with the structure of duality by means of the antipode $S$ that recovers the twist morphisms together with the prescribed braiding.

3. Category of modules for a VOA

In this section, we review the construction of a tensor product and a braiding on the category of modules for a VOA developed in [HL92,HL94,HL95a,HL95b,HL95c,Hua95,HL99,Hua05]. For a concise account, [HKJL15, Section 2] is also helpful.

3.1. VOA and modules. By a VOA, we mean a $\mathbb{Z}$-graded vector space $V = \bigoplus_{n \in \mathbb{Z}} V_n$ such that $\dim V_n < \infty$ for all $n \in \mathbb{Z}$, together with a vacuum vector $1 \in V_0$, a state-field correspondence map $Y(-, z) : V \to \text{End}(V)[[z^{\pm 1}]]$ and a conformal vector $\omega \in V_2$. They are subject to the set of axioms that can be found in, e.g., [FLM89, LL04]. (See [Kac97, FBZ04] for other sets of axioms.)

A $V$-module is a pair of a $\mathbb{Z}$-graded vector space $W = \bigoplus_{n \in \mathbb{Z}} W_n$ such that $\dim W_n < \infty$ for all $n \in \mathbb{Z}$ and a linear map $Y_W(-, z) : V \to \text{End}(W)[[z^{\pm 1}]]$. They satisfy properties similar to those required for $V$ except the one that only makes sense on the VOA itself. For later use, we introduce the notation for the action of the Virasoro algebra on a $V$-module $W$:

$$Y_W(\omega, x) = \sum_{n \in \mathbb{Z}} L_n^W x^{-n-2}.$$ 

The Virasoro algebra $\mathfrak{vir}$ is defined by $\mathfrak{vir} = \bigoplus_{n \in \mathbb{Z}} \mathbb{C} L_n \oplus \mathbb{C} C$ with the relations

$$[L_m, L_n] = (m-n)L_{m+n} + \frac{m^3 - m}{12} \delta_{m+n,0} C, \quad m, n \in \mathbb{Z}.$$ 

There exists a unique representation of $\mathfrak{vir}$ on a $V$-module $W$ such that $L_n \mapsto L_n^W$, $n \in \mathbb{Z}$.

Remark 3.1. We assumed that a $V$-module $W$ is $\mathbb{Z}$-graded, but this does not necessarily mean that $L_0^W$ has only integral (generalized) eigenvalues. On the other hand, it follows from the axioms that $L_n^W$ shift the $\mathbb{Z}$-grading by $-n$. 


3.2. **Intertwining operators/maps.** Given three $V$-modules $W_1, W_2, W_3$, an intertwining operator of type $(W_3)_{W_1, W_2}$ is a linear map

$$\mathcal{Y}(-, x) : W_1 \to \text{Hom}(W_2, W_3)\{x\}$$

satisfying the Jacobi identity:

$$x_0^{-1} \delta \left( \frac{x_1 - x_2}{x_0} \right) \mathcal{Y}_{W_3}(v, x_1)\mathcal{Y}(w_1, x_2) - x_0^{-1} \delta \left( \frac{x_2 - x_1}{x_0} \right) \mathcal{Y}(w_1, x_2)\mathcal{Y}_{W_2}(v, x_1) = x_2^{-1} \delta \left( \frac{x_1 - x_0}{x_2} \right) \mathcal{Y}(\mathcal{Y}_{W_1}(v, x_0)w_1, x_2)$$

for all $v \in V$ and $w_1 \in W_1$, and the $L_{-1}$-derivation property:

$$\mathcal{Y}\left(L_{-1}w_1, x\right) = \frac{d}{dx} \mathcal{Y}(w_1, x)$$

for all $w_1 \in W_1$. The set of intertwining operators of type $(W_3)_{W_1, W_2}$ is a vector space denoted by $I_{(W_3)_{W_1, W_2}}$, whose dimension is called the fusion rule of that type.

**Remark 3.2.** If all three modules are $V$ itself, $I\left(\frac{V}{V}\right)$ contains the state-field correspondence map $Y(-, x)$. If $W_1 = V$ and $W_2 = W_3 = W$, then the space of intertwining operators $I\left(\frac{W}{W}\right)$ contains the module map $Y_W(-, x)$. In particular, the state-field correspondence map and the module map satisfy the Jacobi identity and the $L_{-1}$-derivation property, which are part of the axioms for a VOA and its modules that we have omitted.

For $z \in \mathbb{C}^\times$, we define $\log(z)$ so that $\arg(z) \in [0, 2\pi)$. Then specializing the formal variable in an intertwining operator $\mathcal{Y}$ at $x = e^{\log(z)}$ makes sense, giving rise to the linear map

$$F_{\mathcal{Y}, z} : W_1 \otimes W_2 \to \overline{W_3}; \quad w_1 \otimes w_2 \to \mathcal{Y}(w_1, x)w_2|_{x = e^{\log(z)}},$$

where we define the completion of $W_3$ by $\overline{W_3} = \prod_{n \in \mathbb{Z}} (W_3)_n$. In the sequel, we simply write

$$\mathcal{Y}(w_1, z)w_2 = \mathcal{Y}(w_1, x)w_2|_{x = e^{\log(z)}}$$

for the evaluation of the formal variable as long as the branch is chosen as $\arg z \in [0, 2\pi)$. We call such a linear map obtained from an intertwining operator an **intertwining map** associated to $z$. Since the correspondence $\mathcal{Y} \mapsto F_{\mathcal{Y}, z}$ is one-to-one, we could say that they are the same notion, but intertwining maps are still more convenient when we define the tensor product of modules.

3.3. **$P(z)$-tensor product.** Let $W_1$ and $W_2$ be $V$-modules, and fix $z \in \mathbb{C}^\times$. A $P(z)$-product of $W_1$ and $W_2$ is a $V$-module $W_3$ together with an intertwining map $F_z$ of type $(W_3)_{W_1, W_2}$ associated to $z$. The $P(z)$-tensor product is a universal object among $P(z)$-products. To be precise, the $P(z)$-tensor product of $W_1$ and $W_2$ is the $P(z)$-product $(W_1 \boxtimes P(z)W_2, \boxtimes P(z))$ such that for any $P(z)$-product $(W_3, F_z)$ of $W_1$ and $W_2$, there exists a unique $V$-module homomorphism $\eta : W_1 \boxtimes P(z)W_2 \to W_3$ satisfying $F_z = \eta \circ \boxtimes P(z)$. It is standard to show that the $P(z)$-tensor product is unique up to isomorphism if it exists. We note that the $P(z)$-tensor product depends on the choice of a category of modules.
For the $P(z)$-tensor product $(W_1 \boxtimes_{P(z)} W_2, \boxtimes_{P(z)})$, there exists a unique intertwining operator $y(-, x)$ of type $(W_i \boxtimes_{P(z)} W_j)_{W_i, W_j}$ such that

$$w_1 \boxtimes_{P(z)} w_2 = y(w_1, z)w_2, \quad w_1 \in W_1, w_2 \in W_2.$$ 

The $P(z)$-tensor product defines a bifunctor on the category of modules of interest. To see this, let $W_1, W_2, W_3, W_4$ be $V$-modules and let $f: W_1 \to W_3$ and $g: W_2 \to W_4$ be morphisms. Suppose that the $P(z)$-tensor products $(W_1 \boxtimes_{P(z)} W_2, \boxtimes_{P(z)^2})$ and $(W_3 \boxtimes_{P(z)} W_4, \boxtimes_{P(z)^4})$ exist. Then the object $W_3 \boxtimes_{P(z)} W_4$ together with $\boxtimes_{P(z)^4} \circ (f \otimes g)$ gives a $P(z)$-product of $W_1$ and $W_2$. This means that there exists a unique morphism denoted by $f \boxtimes_{P(z)} g: W_1 \boxtimes_{P(z)} W_2 \to W_3 \boxtimes_{P(z)} W_4$ such that

$$\boxtimes_{P(z)^4} \circ (f \otimes g) = f \boxtimes_{P(z)} g \circ \boxtimes_{P(z)^2}.$$ 

3.4. Composition and iteration. Let $W_1, W_2, W_3$ be $V$-modules and $z_1, z_2 \in \mathbb{C}^\times$ be such that $|z_1| > |z_2| > |z_1 - z_2| > 0$. In this setting, let us assume that the composition

$$W_1 \boxtimes_{P(z_1)} (W_2 \boxtimes_{P(z_2)} W_3)$$

exists. Then, associated with it, we have the composition of intertwining maps

$$y^1(-, z_1)y^2(-, z_2) =: W_1 \otimes W_2 \otimes W_3 \to W_1 \boxtimes_{P(z_1)} (W_2 \boxtimes_{P(z_2)} W_3),$$

where

$$y^1(-, x) \in I\left(W_1 \boxtimes_{P(z_1)} (W_2 \boxtimes_{P(z_2)} W_3) \bigg/ W_1 W_2 \boxtimes_{P(z_2)} W_3\right) \quad \text{and} \quad y^2(-, x) \in I\left(W_2 \boxtimes_{P(z_2)} W_3 \bigg/ W_2 W_3\right)$$

are the corresponding intertwining operators. For $w_i \in W_i$, $i = 1, 2, 3$, we can identify

$$w_1 \boxtimes_{P(z_1)} (w_2 \boxtimes_{P(z_2)} w_3) = y^1(w_1, z_1)y^2(w_2, z_2)w_3.$$ 

Note that composition of intertwining maps does not automatically make sense, but we must verify that the infinite sum appearing in the composition absolutely converges.

Let us also assume that the iteration

$$(W_1 \boxtimes_{P(z_1 - z_2)} W_2) \boxtimes_{P(z_2)} W_3$$

exists. In this case, we get the iteration of the corresponding intertwining maps

$$y_1(y_2(-, z_1 - z_2) -, z_2) =: W_1 \otimes W_2 \otimes W_3 \to (W_1 \boxtimes_{P(z_1 - z_2)} W_2) \boxtimes_{P(z_2)} W_3,$$

where

$$y_1(-, x) \in I\left((W_1 \boxtimes_{P(z_1 - z_2)} W_2) \boxtimes_{P(z_2)} W_3 \bigg/ W_1 \boxtimes_{P(z_1 - z_2)} W_2 W_3\right) \quad \text{and} \quad y_2(-, x) \in I\left(W_1 \boxtimes_{P(z_1 - z_2)} W_2 \bigg/ W_1 W_2\right).$$

We can make the identification

$$(w_1 \boxtimes_{P(z_1 - z_2)} w_2) \boxtimes_{P(z_2)} w_3 = y_1(y_2(w_1, z_1 - z_2)w_2, z_2)w_3$$

for $w_i \in W_i$, $i = 1, 2, 3$. Similarly to the composition, we need to verify that the iteration of intertwining maps makes sense.

The associativity isomorphism

$$\left(A_{P(z_1 - z_2), P(z_2)}^{P(z_1), P(z_2)}\right)_{W_1, W_2, W_3}: (W_1 \boxtimes_{P(z_1 - z_2)} W_2) \boxtimes_{P(z_2)} W_3 \to W_1 \boxtimes_{P(z_1)} (W_2 \boxtimes_{P(z_2)} W_3),$$

if it exists, is characterized by the property

$$\left(A_{P(z_1 - z_2), P(z_2)}^{P(z_1), P(z_2)}\right)_{W_1, W_2, W_3}: (w_1 \boxtimes_{P(z_1 - z_2)} w_2) \boxtimes_{P(z_2)} w_3 \mapsto w_1 \boxtimes_{P(z_1)} (w_2 \boxtimes_{P(z_2)} w_3)$$
for \( w_i \in W_i, \ i = 1, 2, 3. \)

3.5. **Parallel transport.** Let \( W_1, W_2 \) be \( V \)-modules, and let us take \( z_1, z_2 \in \mathbb{C}^\times \). Then we may consider the \( P(z_1) \)-tensor product \( W_1 \boxtimes_{P(z_1)} W_2 \) and the \( P(z_2) \)-tensor product \( W_1 \boxtimes_{P(z_2)} W_2 \). Depending on a path \( \gamma \) in \( \mathbb{C}^\times \) from \( z_1 \) to \( z_2 \), the parallel transport isomorphism \( \mathcal{T}_\gamma : W_1 \boxtimes_{P(z_1)} W_2 \to W_1 \boxtimes_{P(z_2)} W_2 \) is defined as follows.

As before, we fix a branch of \( \log(z_2) \) so that \( \arg(z_2) \in [0, 2\pi) \). Then we write \( l_\gamma(z_1) \) for the logarithm of \( z_1 \) determined by the analytic continuation along \( \gamma \) from \( \log(z_2) \).

Let \( \mathcal{Y}(-, x) \) be the corresponding intertwining operator to the \( P(z_2) \)-tensor product \( W_1 \boxtimes_{P(z_2)} W_2 \). Then, the parallel transport \( \mathcal{T}_\gamma \) is characterized by the property

\[
\mathcal{T}_\gamma \left( w_1 \boxtimes_{P(z_1)} w_2 \right) = \mathcal{Y}(w_1,x)w_2 |_{x = e^{l_\gamma(z_1)}}, \quad w_1 \in W_1, w_2 \in W_2.
\]

3.6. **Monoidal structure.** The \( P(z) \)-tensor product depends on \( z \in \mathbb{C}^\times \), so varying \( z \), we get a family of tensor products that are related by parallel transport. Here, we fix a single monoidal structure at \( z = 1 \).

First, we set \( \boxtimes = \boxtimes_{P(1)} \) and take \( V \) as a unit object. For a \( V \)-module \( W \), the unit \( \lambda_W : V \boxtimes W \to W \) and \( \rho_W : W \boxtimes V \to W \) are characterized by

\[
\lambda_W : 1 \boxtimes w \mapsto w, \quad \rho_W : w \boxtimes 1 \mapsto e^{LW-1}w, \quad w \in W.
\]

To define the associativity isomorphism, we take \( z_1 \) and \( z_2 \) on the real axis so that \( z_1 > z_2 > z_1 - z_2 > 0 \). We also take several paths in \( \mathbb{R}_{>0} : \gamma_1 \) from 1 to \( z_2 \), \( \gamma_2 \) from 1 to \( z_1 - z_2 \), \( \gamma_3 \) from \( z_1 \) to 1, and \( \gamma_4 \) from \( z_2 \) to 1. Then, given three \( V \)-modules \( W_i, i = 1, 2, 3 \), the isomorphism \( \mathcal{A}_{W_1, W_2, W_3} : (W_1 \boxtimes W_2) \boxtimes W_3 \to W_1 \boxtimes (W_2 \boxtimes W_3) \) is the following compositions of isomorphisms:

\[
(W_1 \boxtimes W_2) \boxtimes W_3 \overset{\mathcal{T}_\gamma_{12}}{\longrightarrow} (W_1 \boxtimes W_2) \boxtimes_{P(z_1)} W_3 \overset{\mathcal{T}_{\gamma_2} \boxtimes_{P(z_2)} \rho_{W_3}}{\longrightarrow} (W_1 \boxtimes_{P(z_1)} W_2) \boxtimes_{P(z_2)} W_3 \overset{\mathcal{A}_{P(z_1), P(z_2)} (W_1, W_2, W_3)}{\longrightarrow} W_1 \boxtimes_{P(z_1)} (W_2 \boxtimes_{P(z_2)} W_3) \overset{\mathcal{T}_{\gamma_3}}{\longrightarrow} W_1 \boxtimes (W_2 \boxtimes W_3).
\]

Then, \((\boxtimes, \mathcal{A}, V, \lambda, \rho)\) gives a monoidal structure of the category of interest.

3.7. **Braiding and twist.** We can define a braiding on the category by means of the parallel transport. Let \( \gamma \) be a path from \(-1 \) to 1 contained in the complex upper half plane except its end points. Given two \( V \)-modules \( W_1 \) and \( W_2 \), the braiding isomorphism \( e_{W_1, W_2} : W_1 \boxtimes W_2 \to W_2 \boxtimes W_1 \) is characterized by

\[
e_{W_1, W_2} : w_1 \boxtimes w_2 \mapsto e^{-L_{W_2} - 1} \mathcal{T}_\gamma (w_2 \boxtimes_{P(-1)} w_1), \quad w_1 \in W_1, w_2 \in W_2.
\]

For each \( V \)-module \( W \), the twist \( \theta_W : W \to W \) compatible to the braiding is given by \( \theta_W = e^{2\pi i LW} \).

4. **Generic Virasoro VOA and modules**

In this section, we introduce the generic Virasoro VOA and its modules, and review the results of our previous work [KK22] on the first-row modules.
4.1. Generic Virasoro VOA and the Kac table. For a fixed central charge \( c \in \mathbb{C} \), the universal Virasoro VOA \( V_c \) is given by
\[
V_c = \mathcal{U}(\text{vir})/ \left( \mathcal{U}(\text{vir})(C - c) + \sum_{n \geq -1} \mathcal{U}(\text{vir})L_n \right)
\]
together with the vacuum vector \( 1 = [1] \) and the conformal vector \( \omega = [L_{-2}] \). The state field correspondence map \( Y(-, x) \) is uniquely determined by
\[
Y(\omega, x) = \sum_{n \in \mathbb{Z}} L_n x^{-n-2}.
\]
We parameterize the central charge by another parameter \( t \) as
\[
c = c(t) = 13 - 6(t + t^{-1}).
\]
It is known that, when \( t \not\in \mathbb{Q} \), \( V_c \) is a simple VOA (see e.g. [IK11].) In this case, we call \( V_c \) the generic Virasoro VOA of central charge \( c \).

Let us consider modules of \( V_c \). For a conformal weight \( h \in \mathbb{C} \), the Verma module \( M(c, h) \) is given by
\[
M(c, h) = \mathcal{U}(\text{vir})/ \left( \mathcal{U}(\text{vir})(C - c) + \mathcal{U}(\text{vir})(L_0 - h) + \sum_{n \geq 1} \mathcal{U}(\text{vir})L_n \right).
\]
The Verma module is not only a representation of \( \text{vir} \), but also a \( V_c \)-module. Under the parametrization (4.1), the conformal weights of the Kac table are given by
\[
h_{r,s} = h_{r,s}(t) = \frac{r^2 - 1}{4} t - \frac{rs - 1}{2} + \frac{s^2 - 1}{4} t^{-1}, \quad r, s \in \mathbb{Z}_{\geq 1}.
\]
The Verma module \( M(c(t), h_{k+1, \ell+1}(t)) \) with \( k, \ell \in \mathbb{Z}_{\geq 0} \) is reducible, so we write its simple quotient as \( W_{k, \ell} \). We also set \( W_\ell := W_{(\ell,0)}, \ell \in \mathbb{Z}_{\geq 0} \) and call them the first-row modules. We remark that \( W_0 \) is \( V_c \) itself because the maximal proper submodule of \( M(c(t), h_{1,1}(t)) \) is generated by \([L_{-1}]\).

In the rest of this section, we focus on the first-row modules. It will then be convenient to write
\[
h_\ell := h_{\ell+1,1} = \frac{\ell(\ell + 2)}{4} t - \frac{\ell}{2}, \quad \ell \in \mathbb{Z}_{\geq 0}
\]
for the conformal weights of the first-row modules. We also fix the highest weight vector \( w_\ell \) of \( W_\ell \) as the image of \( 1 \in \mathcal{U}(\text{vir}) \).

4.2. Fusion rules. The fusion rules among the first-row modules have been known for a long time [FZ12], and we gave an alternative proof for them in our previous work [KK22]. Let us record the result here.

Theorem 4.1 (FZ12, KK22). For \( \ell_1, \ell_2, \ell_3 \in \mathbb{Z}_{\geq 0} \),
\[
\dim I \left( \begin{array}{c} W_{\ell_3} \\ W_{\ell_1} W_{\ell_2} \end{array} \right) = \begin{cases} 1, & \ell_3 \in \text{Sel}(\ell_1, \ell_2), \\ 0, & \text{otherwise}. \end{cases}
\]
Recall that \( \text{Sel} \) is the selection rule set of the Clebsch–Gordan rule.
Suppose that $\ell_1, \ell_2, \ell_3 \in \mathbb{Z}_{\geq 0}$ satisfy the selection rule $\ell_3 \in \text{Sel}(\ell_1, \ell_2)$. Then there exists a unique intertwining operator of type $\left(\mathbb{W}_{\ell_1}, \mathbb{W}_{\ell_2}\right)$ up to constant. We fix the normalization of the intertwining operator $\mathbb{u}_{\ell_1}^{\ell_3}(w_{\ell_1}, x)w_{\ell_2} \in B_{\ell_1}^{\ell_3}w_{\ell_3}w_{\ell_1}w_{\ell_2} + \mathbb{W}_{\ell_3}[x]x_{\ell_3}^{-h_{\ell_1}} - h_{\ell_2} + 1$, where the constant $B_{\ell_1}^{\ell_3}$ is given by the formula

$$B_{\ell_1}^{\ell_3} = \frac{1}{s!} \prod_{j=1}^{s} \frac{\Gamma(1 + t j) \Gamma(1 - t(\ell_1 + 1 - j)) \Gamma(1 - t(\ell_2 + 1 - j))}{\Gamma(1 + t) \Gamma(2 - t(2 - p + \ell_1 + \ell_2 - s))},$$

where $s = (\ell_1 + \ell_2 - \ell_3)/2$.

**Remark 4.2.** Let us remark on a few properties of the intertwining operator $\mathbb{u}_{\ell_1}^{\ell_3}(x)$ when $\ell_1 = 0$ or $\ell_2 = 0$. When $\ell_1 = 0$, as we pointed out in *Remark 3.2*, $I(\mathbb{W}_{\ell_1}, \mathbb{W}_{\ell_2})$ contains $Y_{\mathbb{W}_{\ell_1}}(-x)$, which now must span the space of intertwining operators. Furthermore, we can identify $\mathbb{u}_{\ell_1}^{\ell_3}(x) = Y_{\mathbb{W}_{\ell_1}}(-x)$ by observing

$$\mathbb{u}_{\ell_1}^{\ell_3}(1, x) = 1d_{\mathbb{W}_{\ell_1}} = Y_{\mathbb{W}_{\ell_1}}(1, x).$$

For the case where $\ell_2 = 0$, the normalization of $\mathbb{u}_{\ell_1}^{\ell_3}(x)$ gives us

$$\mathbb{u}_{\ell_1}^{\ell_3}(w_{\ell_1}, x)1 \in w_{\ell_1} + \mathbb{W}_{\ell_1}[x].$$

By the Jacobi identity and the $L_{-1}$-derivation property, we can deduce that

$$\mathbb{u}_{\ell_1}^{\ell_3}(w_{\ell_1}, x)1 = e^{t\mathbb{L}_{-1}}w_{\ell_1}.$$  

**4.3. Associativity of intertwining operators.** The general idea of associativity comes down to comparing the composition and iteration of intertwining operators, but it is not even clear in general if the composition and iteration are possible. The following theorem is a consequence of the general analysis by Huang [Hua05], or was proven in our previous work [KK22].

**Theorem 4.3** (Hua05, KK22). Let $\ell_1, \ell_2, \ell_3, \ell_4 \in \mathbb{Z}_{\geq 0}$.

1. For any $n \in I_{\ell_1, \ell_2}^{\ell_3}$ and $w_1 \in \mathbb{W}_{\ell_1}$, $w_2, w_3 \in \mathbb{W}_{\ell_3}$, the formal series

$$\mathbb{u}_{\ell_1}^{\ell_3}(w_1, x_1)\mathbb{u}_{\ell_2}^{\ell_3}(w_2, x_2)w_3$$

in $x_1$ and $x_2$ converges in $\mathbb{W}_{\ell_4}$ at $x_1 = e^{\log(z_1)}$, $x_2 = e^{\log(z_2)}$ such that $|z_1| > |z_2| > 0$.

2. For any $m \in I_{\ell_3, \ell_4}$ and $w_1 \in \mathbb{W}_{\ell_3}$, $w_2, w_3 \in \mathbb{W}_{\ell_4}$, the formal series

$$\mathbb{u}_{\ell_4}^{\ell_3}(w_1, x_0)\mathbb{u}_{\ell_2}^{\ell_3}(w_2, x_2)w_3$$

in $x_0$ and $x_2$ converges in $\mathbb{W}_{\ell_4}$ at $x_0 = e^{\log(z_0)}$, $x_2 = e^{\log(z_2)}$ such that $|z_2| > |z_0| > 0$.

From Theorem 4.3, we know that the fusion rules among first-row modules match those of finite dimensional irreducible representations of $\mathfrak{u}_q$. The Clebsch–Gordan rules are, however, independent of the parameter $q$. The following theorem manifests the matching of the parameters for the generic Virasoro VOA and the quantum group $\mathfrak{u}_q$. 


Theorem 4.4 (KK22). Let $\ell_1, \ell_2, \ell_3, \ell_4 \in \mathbb{Z}_{\geq 0}$ and take $z_1, z_2$ on the real axis so that $z_1 > z_2 > z_1 - z_2 > 0$. For any $n \in \mathbb{W}_{\ell_1, \ell_4}$ and $w_1 \in \mathbb{W}_{\ell_1, \ell_2}$, $w_2 \in \mathbb{W}_{\ell_2}$, $w_3 \in \mathbb{W}_{\ell_3}$, we get

$$y_{\ell_1, \ell_2, \ell_3}^{\ell_4}(w_1, z_1) y_{\ell_2, \ell_3}^{\ell_4}(w_2, z_2) w_3 = \sum_{m \in \mathbb{W}_{\ell_1, \ell_2, \ell_3}} \{ \ell_1, \ell_2, m \} y_{\ell_1, \ell_2, \ell_3}^{\ell_4}(w_1, z_1 - z_2) w_2, z_2) w_3$$

in $\mathbb{W}_{\ell_4}$, where the $6j$-symbols in the right hand side are those of $\mathcal{U}_q$ equipped with $\Delta^{\text{op}}$ defined in (1,3) at

$$q = e^{\pi i t}, \ t \notin \mathbb{Q}.$$

5. Category of the first-row modules

In this section, we introduce the category $\mathcal{C}_{\text{vir}}^+(t)$ of the first-row modules of the generic Virasoro VOA $\mathcal{V}_c$, and establish the ribbon tensor equivalence $\mathcal{C}_{\text{vir}}^+(t) \rightarrow \mathcal{C}_{\text{sl}_2}(q)$.

5.1. Dual and opposite categories. We first make tiny preliminaries on dual and opposite categories. Let $\mathcal{C}$ be a category. The dual category $\mathcal{C}^\vee$ is the category with the same objects as $\mathcal{C}$ and the opposite morphisms. If $\mathcal{C}$ is equipped with a monoidal structure, then $\mathcal{C}^\vee$ naturally becomes a monoidal category.

Next, suppose that $\mathcal{C}$ is a monoidal category with the monoidal bifunctor denoted by $\otimes$. The opposite category $\mathcal{C}^{\text{op}}$ is the monoidal category with the same underlying category as $\mathcal{C}$ and the opposite monoidal structure $\otimes^{\text{op}}$.

$$X \otimes^{\text{op}} Y := Y \otimes X, \ X, Y \in \mathcal{C}.$$

In the case where $\mathcal{C}$ is rigid, the dual and opposite categories are equivalent under a functor such that $X \mapsto X^*$ [EGNO15 Chapter 2].

Remark 5.1. Sometimes the dual category is called opposite, and the opposite category above is called reversed. However, we follow the terminology in [EGNO15].

When we apply the above construction to $\mathcal{C} = \mathcal{C}_{\text{sl}_2}^+(q)$, which we have already noticed is rigid, we can say that $(\mathcal{C}_{\text{sl}_2}^+(q))^\vee$ and $(\mathcal{C}_{\text{sl}_2}^+(q))^{\text{op}}$ are equivalent. Let us also see that the category $(\mathcal{C}_{\text{sl}_2}^+(q))^{\text{op}}$ is equivalent to $\mathcal{C}_{\text{sl}_2}^+(q)$ as a tensor category. Recall that $(\mathcal{C}_{\text{sl}_2}^+(q))^{\text{op}}$ and $\mathcal{C}_{\text{sl}_2}^+(q)$ have the same underlying abelian category $\mathcal{C}_{\text{sl}_2}$. We take the natural isomorphism

$$\Pi_{U, V} := P_{V, U} : U \otimes^{\text{op}} \Delta^\vee V = V \otimes \Delta^\text{op} U \rightarrow U \otimes \Delta V$$

to be the permutation for each $U, V \in \mathcal{C}_{\text{sl}_2}$. Indeed, $\Pi_{U, V}$ lives in $\text{Hom}_{\mathcal{C}_{\text{sl}_2}}(V \otimes \Delta^\text{op} U, U \otimes \Delta V)$ as is checked as

$$\Delta(a) P_{V, U}(v \otimes u) = \sum_{(a)} a_{(1)} u \otimes a_{(2)} v$$

$$= P_{V, U} \left( \sum_{(a)} a_{(2)} u \otimes a_{(1)} v \right)$$

$$= P_{V, U}(\Delta^{\text{op}}(a)(v \otimes u)), \ v \in V, \ u \in U, \ a \in \mathcal{U}_q.$$
Here, we wrote $\Delta(a) = \sum_{(a)} a_{(1)} \otimes a_{(2)}$ for $a \in \mathcal{U}_a$. Therefore, the identity functor $\text{Id}_{\mathcal{sl}_2}$ together with the natural isomorphisms $(\mathcal{U}_1, \mathcal{V})_{U, V} \in \mathcal{C}_{\mathcal{sl}_2}$ defines an equivalence between $(\mathcal{C}_{\mathcal{sl}_2}(q))^\text{op}$ and $\mathcal{C}_{\mathcal{sl}_2}(q)$ as tensor categories.

In conclusion, we may identify $(\mathcal{C}_{\mathcal{sl}_2}(q))^\vee$, $(\mathcal{C}_{\mathcal{sl}_2}(q))^\text{op}$, and $\mathcal{C}_{\mathcal{sl}_2}(q)$ altogether as tensor categories.

5.2. The first-row category $\mathcal{C}_{\text{vir}}^+$. We define the category $\mathcal{C}_{\text{vir}}^+$ as the full subcategory of the module category of the generic Virasoro VOA $\mathcal{V}_c$ generated by the first row modules $\mathcal{W}_\ell$, $\ell \in \mathbb{Z}_{\geq 0}$ as an additive category. Therefore, any object of $\mathcal{C}_{\text{vir}}^+$ is isomorphic to a finite direct sum of first row modules, and the morphism spaces are determined by

$$\text{Hom}_{\mathcal{C}_{\text{vir}}^+}(\mathcal{W}_{\ell_1}, \mathcal{W}_{\ell_2}) = \begin{cases} \mathbb{C} \text{id}_{\mathcal{W}_{\ell_1}}, & \ell_1 = \ell_2, \\ 0, & \text{otherwise} \end{cases}$$

for $\ell_1, \ell_2 \in \mathbb{Z}_{\geq 0}$. Note that, at this point, the category $\mathcal{C}_{\text{vir}}^+$ is independent of the parameter $t$.

It is clear that $\mathcal{C}_{\text{vir}}^+$ is equivalent to $\mathcal{C}_{\mathcal{sl}_2}$ as an abelian category. Nevertheless, we would like to make equivalence functors explicit for later use. For each object $U \in \mathcal{C}_{\text{vir}}^+$, we fix an isomorphism $f_U: U \to \bigoplus_{\ell=0}^{\infty} \mathcal{W}_\ell^{\pm m_\ell}$. Then, we define a functor $F: \mathcal{C}_{\text{vir}}^+ \to \mathcal{C}_{\mathcal{sl}_2}$ as follows. At the object level, if $U \in \mathcal{C}_{\text{vir}}^+$ is isomorphic to $\bigoplus_{\ell=0}^{\infty} \mathcal{W}_\ell^{\pm m_\ell}$, we send

$$F: \mathcal{U} \to \bigoplus_{\ell=0}^{\infty} M_\ell^{\pm m_\ell}.$$

At the morphism level, we first require that

$$F: \text{Hom}_{\mathcal{C}_{\text{vir}}^+}(\mathcal{W}_\ell, \mathcal{W}_\ell) \to \text{Hom}_{\mathcal{C}_{\mathcal{sl}_2}}(M_\ell, M_\ell); \text{id}_{\mathcal{W}_\ell} \mapsto \text{id}_{M_\ell}$$

for each $\ell \in \mathbb{Z}_{\geq 0}$. For a general $h: \mathcal{U}_1 \to \mathcal{U}_2$, there is a unique way to send $f_{\mathcal{U}_2} \circ h \circ f_{\mathcal{U}_1}$ so that $F$ induces linear maps on morphism spaces. Then, we can simply define $F(h) = F(f_{\mathcal{U}_2} \circ h \circ f_{\mathcal{U}_1})$.

Similarly, on the side of $\mathcal{C}_{\mathcal{sl}_2}$, we fix an isomorphism $g_U: U \to \bigoplus_{\ell=0}^{\infty} M_\ell^{\pm m_\ell}$ for each $U \in \mathcal{C}_{\mathcal{sl}_2}$. Then, we can define a functor $G: \mathcal{C}_{\mathcal{sl}_2} \to \mathcal{C}_{\text{vir}}^+$ in the exactly analogous way as defining $F$.

Now, let us observe that the composition $G \circ F: \mathcal{C}_{\text{vir}}^+ \to \mathcal{C}_{\text{vir}}^+$ is isomorphic to $\text{id}_{\mathcal{C}_{\text{vir}}^+}$. Indeed, the family $(f_U)_{U \in \mathcal{C}_{\text{vir}}^+}$ of the fixed isomorphisms gives a natural isomorphism $\text{id}_{\mathcal{C}_{\text{vir}}^+} \Rightarrow G \circ F$; for any $U_1, U_2 \in \mathcal{C}_{\text{vir}}^+$ and $h: U_1 \to U_2$, the commutativity of the diagram

$$\begin{array}{ccc} U_1 & \xrightarrow{f_{U_1}} & G \circ F(U_1) \\ h \downarrow & & \downarrow G \circ F(h) \\ U_2 & \xrightarrow{f_{U_2}} & G \circ F(U_2) \end{array}$$

follows from the definitions of $F$ and $G$. Similarly, $F \circ G: \mathcal{C}_{\mathcal{sl}_2} \to \mathcal{C}_{\mathcal{sl}_2}$ is shown to be isomorphic to $\text{id}_{\mathcal{C}_{\mathcal{sl}_2}}$.

In the rest of this section, we will see that $\mathcal{C}_{\text{vir}}^+$ can be equipped with the structure of a ribbon tensor category following the general framework sketched in Section 3 and will
write the resulting ribbon tensor category as $C_{vir}^+(t)$. At each step, we will compare the corresponding structure of $C_{vir}^+(t)$ with that of $C_{vir}^+(q)$, and thereby prove Theorem 1.1.

5.3. **Tensor product.** First, we show that the category $C_{vir}^+$ is closed under the $P(z)$-tensor product for any $z \in C^\times$. The following formula (5.1) has been recorded in [CJH+21, Theorem 5.2.2], but we give a proof of it to keep the text elementary.

**Theorem 5.2.** For any $z \in C^\times$, the category $C_{vir}^+$ is closed under the $P(z)$-tensor product. Furthermore, for $\ell_1, \ell_2 \in \mathbb{Z}_{\geq 0}$, the $P(z)$-tensor product $W_{\ell_1} \boxtimes_{P(z)} W_{\ell_2}$ is given by

\[
W_{\ell_1} \boxtimes_{P(z)} W_{\ell_2} = \bigoplus_{\ell \in \text{Sel}(\ell_1, \ell_2)} W_{\ell}
\]

**Proof.** Since the category $C_{vir}^+$ is semi-simple, it suffices to show that the $P(z)$-tensor product of simple objects exists and is given by the formulas (5.1) and (5.2). Let $U \in C_{vir}^+$ together with $Y$ such that $Y$ is a homomorphism such that

\[
(Y \circ Y) : W_{\ell_1} \boxtimes_{P(z)} W_{\ell_2} \to U
\]

is an intertwining map of type $(W_{\ell_1} \boxtimes_{P(z)} W_{\ell_2})$. Hence, there exists a unique homomorphism

\[
Y : W_{\ell_1} \boxtimes_{P(z)} W_{\ell_2} \to \bigoplus_{\ell \in \text{Sel}(\ell_1, \ell_2)} W_{\ell}
\]

such that

\[
Y \circ Y = \bigoplus_{\ell \in \text{Sel}(\ell_1, \ell_2)} Y_{\ell_1, \ell_2}(\ell, z) -
\]

Therefore, the sum $f = \sum_{i=1}^m t_i \circ f_i$ is a homomorphism such that

\[
y_U(-, z) - = \sum_{i=1}^m t_i \circ f_i \circ Y_{\ell_1, \ell_2}(\ell, z) -
\]

Next, suppose that

\[
f' : \bigoplus_{\ell \in \text{Sel}(\ell_1, \ell_2)} W_{\ell} \to U
\]

is a homomorphism such that

\[
y_U(-, z) - = f' \circ Y_{\ell_1, \ell_2}(\ell, z) -
\]
For each \(i = 1, \ldots, m\), post-composition of both sides with \(p_i\) along with the uniqueness of \(f_i\) give us \(f_i = p_i \circ f'\). Thus, we have
\[
f' = \sum_{i=1}^{m} t_i \circ f_i = f
\]
proving the uniqueness of \(f\). \(\square\)

We write \((pp(z))_{P(1)}\) for the canonical projection from \(\mathbb{W}_{\ell_1} \boxtimes P(z) \mathbb{W}_{\ell_2}\) to \(\mathbb{W}_{\ell}\) for \(\ell \in Sel(\ell_1, \ell_2)\) according to the realization (5.1). Then, it is characterized by the property
\[
(pP(z))_{P(1)}(w_1 \boxtimes P(z) w_2) = \gamma_{\ell_1, \ell_2}^\ell(w_1, z)w_2, \quad w_1 \in \mathbb{W}_{\ell_1}, w_2 \in \mathbb{W}_{\ell_2}.
\]

Given two points \(z_1, z_2 \in \mathbb{C}^\times\) and a path \(\gamma\) from \(z_1\) to \(z_2\), we can define the parallel transport isomorphism \(\mathcal{T}_\gamma: \boxtimes P(z) \Rightarrow \boxtimes P(z)\) as we have explained in Section 3. Although the parallel transport depends on (the homotopy class of) the path \(\gamma\), its action can be described in a simple way, especially in the case when \(\gamma\) does not change the branch.

**Proposition 5.3.** Let \(z_1, z_2 \in \mathbb{C}^\times\) and a path \(\gamma\) from \(z_1\) to \(z_2\), along which \(e^{\gamma(z_1)}\) has the same angle as \(z_1\) in \([0, 2\pi)\). Suppose that, for \(\ell_1, \ell_2 \in \mathbb{Z}_{\geq 0}\), the \(P(z)\)-tensor product \(\mathbb{W}_{\ell_1} \boxtimes P(z) \mathbb{W}_{\ell_2}\) is realized by the formulas (5.1) and (5.2). Then, the parallel transport \(\mathcal{T}_\gamma\) acts as \(id_{\mathbb{W}_{\ell}}\) on each component \(\mathbb{W}_{\ell}\), \(\ell \in Sel(\ell_1, \ell_2)\) appearing in (5.1).

**Proof.** In the realization in (5.1) and (5.2), the \(P(z)\)-tensor product does not depend on \(z\) at the object level, so we can think that \(\mathbb{W}_{\ell_1} \boxtimes P(z) \mathbb{W}_{\ell_2} = \mathbb{W}_{\ell_1} \boxtimes P(z) \mathbb{W}_{\ell_2}\) as objects. Recall that \(\mathcal{T}_\gamma\) is characterized by the property
\[
\mathcal{T}_\gamma: \ell \in Sel(\ell_1, \ell_2) \mapsto \sum_{\ell \in Sel(\ell_1, \ell_2)} \gamma_{\ell_1, \ell_2}^\ell(w_1, z_1)v_2 = \sum_{\ell \in Sel(\ell_1, \ell_2)} \gamma_{\ell_1, \ell_2}^\ell(w_1, e^{\gamma(z_1)})v_2
\]
for \(w_1 \in \mathbb{W}_{\ell_1}, w_2 \in \mathbb{W}_{\ell_2}\), but under the assumption on \(\gamma\), we have
\[
\gamma_{\ell_1, \ell_2}(w_1, e^{\gamma(z_1)})v_2 = \gamma_{\ell_1, \ell_2}(w_1, z_1)v_2, \quad \ell \in Sel(\ell_1, \ell_2).
\]
Therefore, \(\mathcal{T}_\gamma\) acts as \(id_{\mathbb{W}_{\ell}}\) on each \(\mathbb{W}_{\ell}\), \(\ell \in Sel(\ell_1, \ell_2)\). \(\square\)

Let us look into the associativity isomorphism on \(\mathfrak{O}_{\text{vir}}^+\). First, we clarify the structure of the composition and iteration of the tensor product in more detail, focusing our attention on simple objects. We take \(z_1, z_2\) on the real axis so that \(z_1 > z_2 > z_1 - z_2 > 0\) and the paths \(\gamma_1, \gamma_2, \gamma_3, \gamma_4\) as before. Let us fix \(\ell_1, \ell_2, \ell_3 \in \mathbb{Z}_{\geq 0}\). As we have already noticed, according to the realization of the \(P(z)\)-tensor product as in (5.1) and (5.2), we can identify
\[
(5.6) \quad \mathbb{W}_{\ell_1} \boxtimes P(z) (\mathbb{W}_{\ell_2} \boxtimes P(z) \mathbb{W}_{\ell_3}) = \mathbb{W}_{\ell_1} \boxtimes (\mathbb{W}_{\ell_2} \boxtimes \mathbb{W}_{\ell_3}) = \bigoplus_{\ell_\in \mathbb{Z}_{\geq 0}} \bigoplus_{n \in \mathbb{Z}_{\geq 0}} (\mathbb{W}_{\ell_\infty})^{(n)},
\]
where \((\mathbb{W}_{\ell_\infty})^{(n)}\) are copies of \(\mathbb{W}_{\ell_\infty}\) and the canonical projection to each \((\mathbb{W}_{\ell_\infty})^{(n)}\) is given by
\[
(pp(z))_{P(1)}^{\ell, \infty} \circ \left( id_{\mathbb{W}_{\ell_1}} \boxtimes P(z) (pp(z))_{P(1)}^{\ell, \infty} \right)
\]
From the definition, it is clear that
\[
(p_{p(z_1)})^n_{\ell_1} \circ \left( \text{id}_{\mathbb{W}_{\ell_1}} \boxtimes p(z_1) \right) (p_{p(z_2)})^n_{\ell_2} \ell_3 : w_1 \boxtimes p(z_1) (w_2 \boxtimes p(z_2)) w_3
\]
\[
\mapsto y^m_{\ell_1} (w_1, z_1) y^m_{\ell_2} (w_2, z_2) w_3
\]
for \( w_j \in \mathbb{W}_{\ell_j}, j = 1, 2, 3 \). Furthermore, from Proposition 5.3, the composition of parallel transports \( \mathcal{T}_{\gamma_1} \circ (\text{id}_{\mathbb{W}_{\ell_1}} \boxtimes p(z_1) \mathcal{T}_{\gamma_2}) \) acts as \( \text{id}_{(\mathbb{W}_{\ell_\infty})^{(m)}} \) on each component \( \mathbb{W}_{\ell_\infty} \), \( \ell_\infty \in \mathbb{Z}_{\geq 0} \), \( n \in \mathcal{F}_{\ell_1}^{\ell_2} \).

Similarly, for the iteration, we have the identification
\[
(\mathbb{W}_{\ell_1} \boxtimes p(z_1 - z_2) \mathbb{W}_{\ell_2}) \mathbb{W}_{\ell_3} = (\mathbb{W}_{\ell_1} \boxtimes \mathbb{W}_{\ell_2}) \boxtimes \mathbb{W}_{\ell_3} = \bigoplus_{\ell_\infty \in \mathbb{Z}_{\geq 0}} \bigoplus_{m \in \mathcal{F}_{\ell_1}^{\ell_2} \ell_3} (\mathbb{W}_{\ell_\infty})^{(m)}.,
\]
where each copy \( (\mathbb{W}_{\ell_\infty})^{(m)} \) is the image of the projection
\[
(p_{p(z_2)})^n_{\ell_1} \circ \left( (p_{p(z_1 - z_2)})^n_{\ell_1, \ell_2} \boxtimes p(z_2) \right) \text{id}_{\mathbb{W}_{\ell_3}}.
\]
Again, from the definition, this projection is characterized by the property
\[
(p_{p(z_2)})^n_{m, \ell_3} \circ \left( (p_{p(z_1 - z_2)})^n_{\ell_1, \ell_2} \boxtimes p(z_2) \text{id}_{\mathbb{W}_{\ell_3}} \right) : (w_1 \boxtimes p(z_1 - z_2) w_2) \boxtimes p(z_2) w_3
\]
\[
\mapsto y^m_{\ell_1, \ell_3} (w_1, z_1 - z_2) w_2 w_3
\]
for \( w_i \in \mathbb{W}_{\ell_i}, i = 1, 2, 3 \). By Proposition 5.3, the composition of parallel transports \( (\mathcal{T}_{\gamma_1} \boxtimes p(z_2) \text{id}_{\mathbb{W}_{\ell_3}}) \circ \mathcal{T}_{\gamma_3} \) acts as \( \text{id}_{(\mathbb{W}_{\ell_\infty})^{(m)}} \) on each component \( \mathbb{W}_{\ell_\infty} \), \( \ell_\infty \in \mathbb{Z}_{\geq 0} \), \( m \in \mathcal{F}_{\ell_1}^{\ell_2} \).

The above observations allow us to conclude that the associativity isomorphism \( A_{\mathbb{W}_{\ell_1}, \mathbb{W}_{\ell_2}, \mathbb{W}_{\ell_3}} \) coincides with the resolved version \( A_{P(z_1 - z_2), P(z_2)}^{\text{id}_{P(z_1), P(z_2)}} \) \( \mathbb{W}_{\ell_1}, \mathbb{W}_{\ell_2}, \mathbb{W}_{\ell_3} \) under the identifications 5.6 and 5.7 and amounts to a homomorphism of the form
\[
A_{\mathbb{W}_{\ell_1}, \mathbb{W}_{\ell_2}, \mathbb{W}_{\ell_3}} = \bigoplus_{\ell_\infty \in \mathbb{Z}_{\geq 0}} \sum_{m \in \mathcal{F}_{\ell_1}^{\ell_2} \ell_3} \sum_{n \in \mathcal{F}_{\ell_1}^{\ell_2} \ell_\infty} B_{\ell_3}^{\ell_1} \ell_2 m \cdot B_{\ell_3}^{\ell_1} \ell_2 m \cdot (\mathbb{W}_{\ell_\infty})^{(m)} \to (\mathbb{W}_{\ell_\infty})^{(n)}.
\]

**Theorem 5.4.** The associativity isomorphism \( A_{\mathbb{W}_{\ell_1}, \mathbb{W}_{\ell_2}, \mathbb{W}_{\ell_3}} \) is given by
\[
B_{\ell_3}^{\ell_1} \ell_2 m = \{ \ell_1, \ell_2, m \} \text{id}_{\mathbb{W}_{\ell_\infty}}, \quad \ell_\infty \in \mathbb{Z}_{\geq 0}, m \in \mathcal{F}_{\ell_1}^{\ell_2} \ell_3, n \in \mathcal{F}_{\ell_1}^{\ell_2} \ell_\infty.
\]
Here, the 6j-symbols are those of \( U_q \) at \( q = e^{\pi i} \) equipped with the opposite coproduct \( \Delta^\text{op} \).

**Proof.** It suffices to show that the isomorphism \( A_{\mathbb{W}_{\ell_1}, \mathbb{W}_{\ell_2}, \mathbb{W}_{\ell_3}} \) defined in such a way behaves as
\[
A_{\mathbb{W}_{\ell_1}, \mathbb{W}_{\ell_2}, \mathbb{W}_{\ell_3}} : (w_1 \boxtimes p(z_1 - z_2) w_2) \boxtimes p(z_2) w_3 \mapsto w_1 \boxtimes p(z_1) (w_2 \boxtimes p(z_2) w_3)
\]
for \( w_i \in \mathbb{W}_{\ell_i}, i = 1, 2, 3 \). Recall that
\[
(w_1 \boxtimes p(z_1 - z_2) w_2) \boxtimes p(z_2) w_3 = \sum_{\ell_\infty \in \mathbb{Z}_{\geq 0}} \sum_{m \in \mathcal{F}_{\ell_1}^{\ell_2} \ell_\infty} y^m_{\ell_1} (w_1, z_1 - z_2) w_2 w_3,
\]
which is sent by $\mathcal{A}_{\mathcal{W}_1, \mathcal{W}_2, \mathcal{W}_3}$ to

\[
\sum_{\ell_\infty \in \mathbb{Z}_{\geq 0}} \sum_{n \in \ell_3 \ell_\infty} \left( \sum_{m \in \ell_1 \ell_2} \left\{ \begin{array}{ccc} \ell_1 & \ell_2 & m \\ \ell_3 & \ell_\infty & n \end{array} \right\} y_{m \ell_3}^{\ell_\infty} (y_{m \ell_1 \ell_2}^n (w_1, z_1 - z_2) w_2, z_2) w_3 \right),
\]

where each summand

\[
\sum_{m \in \ell_1 \ell_2} \left\{ \begin{array}{ccc} \ell_1 & \ell_2 & m \\ \ell_3 & \ell_\infty & n \end{array} \right\} y_{m \ell_3}^{\ell_\infty} (y_{m \ell_1 \ell_2}^n (w_1, z_1 - z_2) w_2, z_2) w_3
\]

lives in $(\mathcal{W}_{\ell_\infty})^{(n)}$. Here, we use Theorem 4.3 to conclude that (5.8) coincides with

\[
\sum_{\ell_\infty \in \mathbb{Z}_{\geq 0}} \sum_{n \in \ell_1 \ell_2 \ell_\infty} y_{\ell_1 \ell_2}^{\ell_\infty} (w_1, z_1) y_{\ell_1 \ell_2}^n (w_2, z_2) w_3 = w_1 \boxtimes_{P(z_1)} (w_2 \boxtimes_{P(z_2)} w_3).
\]

Therefore, the isomorphism $\mathcal{A}_{\mathcal{W}_1, \mathcal{W}_2, \mathcal{W}_3}$ satisfies the desired property. \hfill \Box

We can define unit isomorphisms $\lambda_U : \mathcal{V}_c \boxtimes U \to U$ and $\rho_U : U \boxtimes \mathcal{V}_c \to U$ for each $U \in \mathcal{C}^+_{\text{vir}}$ according to the general theory. If $U = \mathcal{W}_\ell$, $\ell \in \mathbb{Z}_{\geq 0}$ is a simple object, we think that $\mathcal{V}_c \boxtimes \mathcal{W}_\ell = \mathcal{W}_\ell = \mathcal{W}_\ell \boxtimes \mathcal{V}_c$ under the realization in (5.1) and (5.2).

**Theorem 5.5.** Let $\ell \in \mathbb{Z}_{\geq 0}$. Under the realization in (5.1) and (5.2), both $\lambda_{\mathcal{W}_\ell} : \mathcal{V}_c \boxtimes \mathcal{W}_\ell \to \mathcal{W}_\ell$ and $\rho_{\mathcal{W}_\ell} : \mathcal{W}_\ell \boxtimes \mathcal{V}_c \to \mathcal{W}_\ell$ are $\mathcal{id}_{\mathcal{W}_\ell}$.

**Proof.** Recall that the left unit isomorphism $\lambda_{\mathcal{W}_\ell}$ is characterized by $\lambda_{\mathcal{W}_\ell}(1 \boxtimes w) = w$, $w \in \mathcal{W}_\ell$. From (5.2), we have

\[
1 \boxtimes w = y_{0 \ell}^\ell (1, 1) w = w.
\]

Here we used $y_{0 \ell}^\ell (1, x) = \text{id}$, which we have noticed in Remark 4.2. Hence, we observe $\lambda_{\mathcal{W}_\ell} = \text{id}_{\mathcal{W}_\ell}$. As for the right unit isomorphism, it is characterized by $\rho_{\mathcal{W}_\ell}(w \boxtimes 1) = e^{L_{-1} \ell} w$, $w \in \mathcal{W}_\ell$. Again, from (5.2) and the property of $y_{0 \ell}^\ell (w, 1)$ pointed out in Remark 4.2 we see that

\[
w \boxtimes 1 = y_{0 \ell}^\ell (w, 1) = e^{L_{-1} \ell} w,
\]

which verifies that $\rho_{\mathcal{W}_\ell} = \text{id}_{\mathcal{W}_\ell}$. \hfill \Box

Notice that, as an abelian category, $\mathcal{C}^+_{\text{vir}}$ is independent of the parameter $t$. Now, as a tensor category, it depends on $t$ as the associativity isomorphisms do (see Theorem 5.4).

**Definition 5.6.** We write the category $\mathcal{C}^+_{\text{vir}}$ equipped with the above structure of a tensor category as $\mathcal{C}^+_{\text{vir}}(t)$.

Let us start comparing the structure of $\mathcal{C}^+_{\text{vir}}(t)$ to that of $\mathcal{C}_{sl_2}(q)$. For that, we first define the natural isomorphism

\[
J : F(- \boxtimes -) \Rightarrow F(-) \otimes F(-)
\]

on simple objects by

\[
J_{\mathcal{W}_1, \mathcal{W}_2} = \sum_{\ell \in \text{Sel}(\ell_1, \ell_2)} \ell_1 \ell_2, \quad \ell_1, \ell_2 \in \mathbb{Z}_{\geq 0}.
\]
Theorem 5.7. The pair $(F, J)$ gives an equivalence of tensor categories $\mathcal{C}^+_{\text{vir}}(t) \to \mathcal{C}_{\mathfrak{sl}_2}(q)$ under the parameter matching $q = e^{\pi i k}$.

Proof. In this proof, we perform identification of objects in $\mathcal{C}_{\mathfrak{sl}_2}(q)$ using the natural isomorphism $J$ implicitly. From Theorem 5.5 it is clear that $F(\lambda W_\ell) = F(\rho_{W_\ell}) = \text{id}_{M_\ell}$ for each $\ell \in \mathbb{Z}_{\geq 0}$. Therefore, it remains to show the coincidence of associativity isomorphisms.

Recall the equivalence $\mathcal{C}_{\mathfrak{sl}_2}(q) \simeq (\mathcal{C}^+_{\text{sl}_2}(q))^\vee$ of tensor categories. We compare the tensor structure of $\mathcal{C}^+_{\text{vir}}(t)$ with that of $(\mathcal{C}^+_{\mathfrak{sl}_2}(q))^\vee$ instead of $\mathcal{C}_{\mathfrak{sl}_2}(q)$. The associativity isomorphism $A_{W_\ell_1, W_\ell_2, W_\ell_3}$ of $\mathcal{C}^+_{\text{vir}}$ is characterized by the property

$$
(p_{P(z_1)})_{\ell_1 n}^{\ell_\infty} \circ (\text{id}_{W_{\ell_1}} \boxtimes P(z_1)) (p_{P(z_2)})_{\ell_2}^{\ell_3} \circ A_{W_{\ell_1}, W_{\ell_2}, W_{\ell_3}} = \sum_{m \in \ell_1, \ell_2 \ell_3} \left\{ \ell_1 \ell_2 m \ell_3 \ell_\infty n \right\} (p_{P(z_1)})_{m}^{\ell_1} \circ \left( (p_{P(z_1 z_2)})_{m \ell_2}^{\ell_3} \boxtimes P(z_2) \text{id}_{W_{\ell_3}} \right).
$$

for $n \in \ell_1, \ell_2, \ell_3$. We compare this with (2.3) to conclude that

$$
F(A_{W_{\ell_1}, W_{\ell_2}, W_{\ell_3}}) = (\alpha_{M_\ell_1, M_\ell_2, M_{\ell_3}})^{-1} \in \text{Hom}_{\mathcal{C}^+_{\text{sl}_2}(q)}(M_{\ell_1} \otimes^\Delta_{\text{op}} (M_{\ell_2} \otimes^\Delta_{\text{op}} M_{\ell_3})), (M_{\ell_1} \otimes^\Delta_{\text{op}} M_{\ell_2}) \otimes^\Delta_{\text{op}} M_{\ell_3})
$$

$$
= \text{Hom}_{(\mathcal{C}^+_{\text{sl}_2}(q))^\vee}((M_{\ell_1} \otimes^\Delta_{\text{op}} M_{\ell_2}) \otimes^\Delta_{\text{op}} M_{\ell_3}, M_{\ell_1} \otimes^\Delta_{\text{op}} (M_{\ell_2} \otimes^\Delta_{\text{op}} M_{\ell_3})).
$$

This proves the desired result. □

Remark 5.8. We make a comment on the reason why we compared the associativity of $\mathcal{C}^+_{\text{vir}}(t)$ with that of $(\mathcal{C}^+_{\mathfrak{sl}_2}(q))^\vee$, but not $\mathcal{C}_{\mathfrak{sl}_2}(q)$. Recall that our $6j$-symbols are defined as the matrix elements in terms of injections. On the VOA side, the same $6j$-symbols naturally appear as matrix elements in projections. Therefore, to match injections to projections, one needs to take the dual of either category. This also explains why we defined the $6j$ symbols associated with the opposite coproduct $\Delta_{\text{op}}$. Since we have decided to take the dual category on the quantum group side, we can eventually return to the original coproduct $\Delta$ under the equivalence $(\mathcal{C}^+_{\mathfrak{sl}_2}(q))^\vee \simeq \mathcal{C}_{\mathfrak{sl}_2}(q)$.

5.4. Braiding. We move on to comparing the structures of braiding on $\mathcal{C}^+_{\text{vir}}(t)$ and $\mathcal{C}_{\mathfrak{sl}_2}(q)$. We first calculate the braiding of $\mathcal{C}^+_{\text{vir}}(t)$ following the definition given in Section 3. Under the realization (5.1), we can consider $W_{\ell_1} \boxtimes W_{\ell_2}$ and $W_{\ell_2} \boxtimes W_{\ell_1}$ to be identical as objects.

Proposition 5.9. Let $\ell_1, \ell_2 \in \mathbb{Z}_{\geq 0}$. Under the realization of $W_{\ell_1} \boxtimes W_{\ell_2}$ and $W_{\ell_2} \boxtimes W_{\ell_1}$ given by the formulas (7.1) and (5.2), the braiding isomorphism $c_{W_{\ell_1}, W_{\ell_2}}$ is given by

$$
c_{W_{\ell_1}, W_{\ell_2}} = \sum_{\ell \in \text{Sel}(\ell_1, \ell_2)} e^{\pi i(h_{\ell_1} - h_{\ell_2})} \text{id}_{W_{\ell}}.
$$

Proof. We compare $w_1 \boxtimes w_2$ and $e^{-W_{\ell_1} B_{\ell_1}(1)} w_2 \boxtimes w_1$ for $w_1 \in W_{\ell_1}, w_2 \in W_{\ell_2}$. From (5.2) we have

$$
w_1 \boxtimes w_2 = \sum_{\ell \in \text{Sel}(\ell_1, \ell_2)} f_{\ell_1 \ell_2}(w_1, 1) w_2
$$

where $f_{\ell_1 \ell_2}(w_1, 1)$ is the $6j$-symbol.

$$
w_2 \boxtimes w_1 = \sum_{\ell \in \text{Sel}(\ell_1, \ell_2)} f_{\ell_2 \ell_1}(w_2, 1) w_1
$$

This completes the proof. □
and on the other hand, we can see that
\[ e^{L_i - L_j} \gamma(w_2 \boxtimes_{P_{(-1)}} w_1) = \sum_{\ell \in \text{Sel}(\ell_1, \ell_2)} e^{xL_{\ell_1}} y_{\ell_1}(w_2, e^{\pi i}x)w_1 \big|_{x=1}. \]

For each \( \ell \in \mathbb{Z}_{\geq 0} \), we define
\[ (\Omega^\ell_{\ell_1, \ell_2})(-, x) : \mathbb{W}_{\ell_1} \to \text{Hom}(\mathbb{W}_{\ell_2}, \mathbb{W}_1) \{ x \} \]
by
\[ (\Omega^\ell_{\ell_1, \ell_2})(w_1, x)w_2 := e^{xL_{\ell_1}} y_{\ell_1}(w_2, e^{\pi i}x)w_1, \quad w_1 \in \mathbb{W}_{\ell_1}, \ w_2 \in \mathbb{W}_{\ell_2}. \]

It is known [11.9.5.b Proposition 7.1] that
\[ (\Omega^\ell_{\ell_1, \ell_2})(-, x) \in I \left( \frac{\mathbb{W}_1}{\mathbb{W}_{\ell_1}, \mathbb{W}_{\ell_2}} \right). \]

In particular, it must be proportional to \( y_{\ell_1, \ell_2}(-, x) \) since the corresponding space of intertwining operators is one-dimensional. We can fix the constant of proportionality by looking at the image of the highest weight vectors:
\[ (\Omega^\ell_{\ell_1, \ell_2})(w_{\ell_1}, x)w_{\ell_2} \in B_{\ell_1, \ell_2}y_{\ell_1}^\ell(x^\ell_{\ell_1 - \ell_2} - x^\ell_{\ell_1 - \ell_2} + 1). \]

Since \( B_{\ell_1, \ell_2} = B_{\ell_2, \ell_1} \), we can see that
\[ (\Omega^\ell_{\ell_1, \ell_2})(-, x) = e^{x/2(h_\ell_{\ell_1} - h_\ell_{\ell_2})} y_{\ell_1, \ell_2}(-, x). \]

Therefore, we obtain the formula
\[ e^{L_{\ell_1} - L_{\ell_2}} \gamma(w_2 \boxtimes_{P_{(-1)}} w_1) = \sum_{\ell \in \text{Sel}(\ell_1, \ell_2)} e^{x/2(h_\ell_{\ell_1} - h_\ell_{\ell_2})} y_{\ell_1, \ell_2}(w_1, 1)w_2, \]
which concludes the desired result. \( \Box \)

We now see that the braiding in the above theorem matches that on \( \mathcal{C}_{\ell_1}(q) \).

**Theorem 5.10.** Along the tensor functor \((F, J) : \mathcal{C}^+_\ell(t) \to \mathcal{C}_{\ell_1}(q), \)
\[ F(c_{\ell_1, \ell_2}) = c_{\ell_1, M_{\ell_2}} \]
for each \( \ell_1, \ell_2 \in \mathbb{Z}_{\geq 0} \).

**Proof.** It suffices to show that
\[ p_{\ell, \ell_1} \circ c_{\ell_1, M_{\ell_2}} \circ t_{\ell} = e^{x/2(h_\ell_{\ell_1} - h_\ell_{\ell_2})} \text{id}_{\mathbb{W}_\ell} \]
for each \( \ell \in \text{Sel}(\ell_1, \ell_2) \). Let us apply \( c_{\ell_1, M_{\ell_2}} \) on \( t_{\ell}^\ell(u_0(\ell)) \) to find
\[ c_{\ell_1, M_{\ell_2}} \circ t_{\ell_1}^\ell(u_0(\ell)) \in c_{\ell_1}^\ell(u_0(\ell)) + \text{sum of terms involving } u_j(\ell). \]
Here we set \( s = (\ell_1 + \ell_2 - \ell)/2 \) as before. Since the composition \( p_{\ell_2, \ell_1} \circ c_{\ell_1, M_{\ell_2}} \circ t_{\ell}^\ell \)
must be proportional to the identity, we have
\[ p_{\ell_2, \ell_1} \circ c_{\ell_1, M_{\ell_2}} \circ t_{\ell}^\ell = \frac{c_{\ell_1}^\ell(0)}{c_{\ell_1}^\ell(s)} q^{\ell_1/2} q^{\ell_2 - 2s} \text{id}_{\mathbb{W}_\ell}. \]
Substituting the explicit formula for the Clebsch–Gordan coefficients \( [2,2] \), the constant becomes
\[
\frac{c_{\ell_1, \ell_2}(0)}{c_{\ell_1, \ell_2}(s)} q^{\ell_1(\ell_2 - 2s)} = (-1)^s q^{\ell_2 - s(\ell_1 + \ell_2) + s^2 - s}.
\]
When we recall that \( q = e^{\pi i t} \) and use the formula \( [4,2] \), we can check that this constant coincides with \( e^{\pi i (h_\ell - h_{\ell_1} - h_{\ell_2})} \) to complete the proof. \( \square \)

5.5. Ribbon structure. Finally, we compare the ribbon structures. Let us state the result immediately.

**Theorem 5.11.** Along the functor \((F, J) : \mathcal{C}_{\text{vir}}^+(t) \to \mathcal{C}_{\text{vir}}(q)\), we have
\[
F(\theta_{\mathcal{W}_\ell}) = \theta_{M_\ell}
\]
for each \( \ell \in \mathbb{Z}_{\geq 0} \).

**Proof.** It is already clear that \( \theta_{\mathcal{W}_\ell} = e^{2\pi i h_\ell} id_{\mathcal{W}_\ell} \). When we apply the formula for \( \theta_{M_\ell}^{-1} \) in \( [2,2] \) to the lowest weight vector \( u_\ell^{(\ell)} \), we immediately get
\[
\theta_{M_\ell}^{-1} u_\ell^{(\ell)} = e^{-2\pi i h_\ell} u_\ell^{(\ell)}.
\]
Therefore, we get \( \theta_{M_\ell} = e^{2\pi i h_\ell} id_{M_\ell} \) concluding the desired result. \( \square \)

6. The category of the \( C_1 \)-cofinite modules

We move on to looking at the category of \( C_1 \)-cofinite modules of \( \mathcal{V}_c \). In general, given a VOA \( V \) and \( V \)-module \( W \), we may form the \( C_1 \)-space of \( W \) as
\[
C_1(W) = \{ [x^0] Y_W(v, x) w | v \in V_{>0}, w \in W \},
\]
where the symbol \([x^0]\) takes the coefficient of \( x^0 \), i.e., the constant term, in the following formal series, and \( V_{>0} = \bigoplus V_n \). The module \( W \) is called \( C_1 \)-cofinite, if \( C_1(W) \) has a finite codimension: \( \dim W/C_1(W) < \infty \).

We write \( \mathcal{C}_{\text{vir}}^1 \) for the category of \( C_1 \)-cofinite \( \mathcal{V}_c \)-modules. Due to \( [CJH+21] \), it is equipped with the structure of a braided tensor category, resulting in \( \mathcal{C}_{\text{vir}}^1(t) \) depending on the parameter \( t \). In the same paper, \( [CJH+21] \) studied the detailed structure of \( \mathcal{C}_{\text{vir}}^1(t) \). Combining their results and ours in the previous Section 5, Theorem 1.2 is rather straightforward as we will see below.

6.1. Category \( \mathcal{C}_{\text{vir}}^1(t) \). Let us first see the main input from \( [CJH+21] \) regarding the category \( \mathcal{C}_{\text{vir}}^1(t) \) of \( C_1 \)-cofinite \( \mathcal{V}_c \)-modules.

**Theorem 6.1 (\( [CJH+21] \)).** The category \( \mathcal{C}_{\text{vir}}^1(t) \) is a semi-simple braided tensor category with simple objects \( \mathcal{W}_{(k, \ell)}, k, \ell \in \mathbb{Z}_{\geq 0} \). Furthermore, we have the following fusion rules:
\[
\mathcal{W}_{(k_1, 0)} \boxtimes \mathcal{W}_{(k_2, 0)} = \bigoplus_{k_3 \in \text{Sel}(k_1, k_2)} \mathcal{W}_{(k_3, 0)},
\]
\[
\mathcal{W}_{(k, 0)} \boxtimes \mathcal{W}_{(0, \ell)} = \mathcal{W}_{(k, \ell)}
\]
for \( k_1, k_2, k, \ell \in \mathbb{Z}_{\geq 0} \).
In particular, the first-row category \( \mathcal{C}_{\text{vir}}^±(t) \) can be found as a tensor subcategory of \( \mathcal{C}_{\text{vir}}^1(t) \). Analogously to the first-row category, we may define the first-column category \( \mathcal{C}_{\text{vir}}(-t) \) generated by the modules \( W_{(1,s)} \), \( s \in \mathbb{Z}_{\geq 1} \) in the first column of the Kac table. Recall that the row and column are exchanged under changing the parameter \( t \) to \( t^{-1} \). Therefore, the first-column category \( \mathcal{C}_{\text{vir}}^1(t) \) is also a braided tensor category and is equivalent to \( \mathcal{C}_{\text{vir}}(q) \) with another \( q = e^{n t^{-1}} \).

We may define the tensor product \( \mathcal{C}_{\text{vir}}^+(t) \boxtimes \mathcal{C}_{\text{vir}}^-(t) \) following [EGNO15] Section 4.6. It is an additive category whose objects are direct sums of those of the form \( X^±Y^- \) with \( X^± \in \mathcal{C}_{\text{vir}}^±(t) \). The space of morphisms from \( X^±Y^- \) to \( Y^±Z^- \) is given by

\[
\text{Hom}_{\mathcal{C}_{\text{vir}}^-(t)}(X^±Y^-, Y^±Z^-) = \text{Hom}_{\mathcal{C}_{\text{vir}}^+(t)}(X^+, Y^+) \otimes \mathbb{C} \text{ Hom}_{\mathcal{C}_{\text{vir}}^-(t)}(X^-, Y^-).
\]

From this definition, it follows that the simple objects of \( \mathcal{C}_{\text{vir}}^+(t) \boxtimes \mathcal{C}_{\text{vir}}^-(t) \) are \( W_{(k,0)} \boxtimes W_{(0,\ell)} \) with \( k, \ell \in \mathbb{Z}_{\geq 0} \). The monoidal structures on \( \mathcal{C}_{\text{vir}}^\pm(t) \) are naturally transferred to \( \mathcal{C}_{\text{vir}}^+(t) \boxtimes \mathcal{C}_{\text{vir}}^-(t) \). In particular, the associativity on \( \mathcal{C}_{\text{vir}}^+(t) \boxtimes \mathcal{C}_{\text{vir}}^-(t) \) is simply the product of those on \( \mathcal{C}_{\text{vir}}^\pm(t) \).

**Proposition 6.2.** The functor determined by

\[
\mathcal{C}_{\text{vir}}^+(t) \boxtimes \mathcal{C}_{\text{vir}}^-(t) \rightarrow \mathcal{C}_{\text{vir}}^1(t); \quad X^±Y^- \mapsto X^± \boxtimes X^-
\]

and the natural isomorphisms (6.1)

\[
\text{id}_{X^+} \boxtimes c_{X^-,Y^+} \boxtimes \text{id}_{Y^-} : X^+ \boxtimes X^- \boxtimes Y^+ \boxtimes Y^- \rightarrow X^+ \boxtimes Y^+ \boxtimes X^- \boxtimes Y^-,
\]

with \( X^+, Y^+ \in \mathcal{C}_{\text{vir}}^+(t) \), \( X^-, Y^- \in \mathcal{C}_{\text{vir}}^-(t) \) form an equivalence of tensor categories. Here, \( c \) is the braiding in \( \mathcal{C}_{\text{vir}}^1(t) \).

**Proof.** To see that the functor is an equivalence of additive categories, it suffices to show that, for \( X^+, Y^+ \in \mathcal{C}_{\text{vir}}^+(t) \) and \( X^-, Y^- \in \mathcal{C}_{\text{vir}}^-(t) \),

\[
\text{Hom}_{\mathcal{C}_{\text{vir}}^+(t)}(X^+, Y^+) \otimes \mathbb{C} \text{ Hom}_{\mathcal{C}_{\text{vir}}^-(t)}(X^-, Y^-) \rightarrow \text{Hom}_{\mathcal{C}_{\text{vir}}^1(t)}(X^+ \boxtimes X^-, Y^+ \boxtimes Y^-)
\]

\[
f \otimes g \rightarrow f \boxtimes g
\]

is a linear isomorphism. It is clearly the case as we can check on simple objects.

It remains to show that the functor along with the isomorphisms (6.1) is a tensor functor. In other words, we need to show that the isomorphisms

\[
((X^+ \boxtimes Y^+) \boxtimes Z^+) \boxtimes ((X^- \boxtimes Y^-) \boxtimes Z^-) \rightarrow (X^+ \boxtimes (Y^+ \boxtimes Z^+)) \boxtimes (X^- \boxtimes (Y^- \boxtimes Z^-))
\]

and

\[
((X^+ \boxtimes X^-) \boxtimes (Y^+ \boxtimes Y^-)) \boxtimes (Z^+ \boxtimes Z^-) \rightarrow (X^+ \boxtimes X^-) \boxtimes ((Y^+ \boxtimes Y^-) \boxtimes (Z^+ \boxtimes Z^-))
\]

coincide for any choice of \( X^+, Y^+, Z^+ \in \mathcal{C}_{\text{vir}}^+(t) \) and \( X^-, Y^-, Z^- \in \mathcal{C}_{\text{vir}}^-(t) \) under the identification by (6.1). This follows from the identity

\[
c_{X^-,Y^-,Z^+} \circ c_{X^-,Y^+} = c_{X^-,Y^+} \circ c_{Y^-,Z^+} \circ c_{Y^-,Z^-}
\]

and the axioms of a braided tensor category. □
6.2. Quantum group dual. Recall that the parameter $t$ for the Virasoro algebra and it quantum parameter $q$ for $U_q^{\text{vir}}$ were related as $q = e^{\pi i t}$. Let us form the tensor product $U_q \otimes U_{\bar{q}}$ of Hopf algebras with $\bar{q} = e^{\pi i t - 1}$. We set $\mathcal{C}_{sl_2}(q, \bar{q})$ to be the category of finite dimensional representations of $U_q \otimes U_{\bar{q}}$ such that the eigenvalues of $K \otimes 1$ and $1 \otimes K$ are of the form $q^n$ and $\bar{q}^n$ with $n \in \mathbb{Z}$, respectively. It is reasonable to call such modules of type I. Now, it is clear that $\mathcal{C}_{sl_2}(q, \bar{q})$ is equivalent to the tensor product $C_{sl_2}(q) \boxtimes C_{sl_2}(\bar{q})$. Thus, composing Theorem 5.7 with Proposition 6.2, we get an equivalence $\mathcal{C}_{sl_2}(q, \bar{q}) \rightarrow C_{sl_2}(q) \boxtimes C_{sl_2}(\bar{q}) \rightarrow C_{sl_2}(q) \boxtimes C_{sl_2}(\bar{q}) \rightarrow C_{sl_2}(q) \boxtimes C_{sl_2}(\bar{q})$ of tensor categories.

We can, of course, pull back the braiding structure on $C_{vir}(q)$ to $\mathcal{C}_{sl_2}(q, \bar{q})$, and it coincides with the braiding defined by the universal $R$-matrix on each subcategory $C_{sl_2}(q)$ and $C_{sl_2}(\bar{q})$. However, we do not know a natural understanding of the braiding on the entire $\mathcal{C}_{sl_2}(q, \bar{q})$ in terms of quantum groups.
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