STANDARD CONJECTURE D FOR LOCAL STACKY MATRIX
FACTORIZATIONS

BUMSIG KIM AND TAEJUNG KIM

Abstract. We establish the non-commutative analogue of Grothendieck’s
standard conjecture D for the differential graded category of $G$-equivariant
matrix factorizations associated to an isolated hypersurface singularity where
$G$ is a finite group.

1. Introduction
Let $X$ be a smooth projective variety over a field $k$. The standard conjecture
D formulated by Grothendieck states that the numerical equivalence of algebraic
cycles of $X$ coincides with the homological equivalence; consider the following dia-
gram

\[ A^*(X) \otimes \mathbb{Z} \xrightarrow{\text{cy}} H^*(X; \mathbb{Q}) \]
\[ \xrightarrow{\text{ch}} K_0(X) \otimes \mathbb{Z} \]

where $A^*(X)$ is the Chow ring, $K_0(X)$ is the Grothendieck group of coherent
sheaves on $X$, $H^*(X; \mathbb{Q})$ is singular cohomology, $\text{cy}$ is an associated cycle class
map, ch is the Chern character map (see [8, Chapter 15] for details), and $\text{ch}^{\text{top}}$ is
the topological Chern character map. By the isomorphism ch in the diagram and
the Hirzebruch–Riemann–Roch theorem, the standard conjecture D can be restated;
for $\alpha \in K_0(X) \otimes \mathbb{Z}$, the Euler characteristic pairing $\chi(\beta, \alpha) = 0$ for all
$\beta \in K_0(X) \otimes \mathbb{Q}$ if and only if $\text{ch}^{\text{top}}(\alpha) = 0$. To date this conjecture remains essentially
open besides cases under some conditions, for instance, when $X$ is a complete
intersection, $\dim X \leq 4$, or $X$ an abelian variety.

After formulation of a non-commutative generalization of the conjecture by Mar-
colli and Tabuada [13, 19], Brown and Walker [4] recently prove that the standard
conjecture D holds for the dg-category of matrix factorizations of an isolated hy-
persurface singularity in characteristic 0. Our aim in this paper is to extend their
result to the case of $G$-equivariant matrix factorizations where $G$ is a finite group;

Main Theorem. Under (i) and (ii) in §2.4 for $\alpha \in K_0(MF_G(Q, f))$ the Euler
pairing $\chi(\beta, \alpha) = 0$ for all $G$-equivariant matrix factorizations $\beta \in K_0(MF_G(Q, f))$
if and only if $\text{ch}^{\text{top}}_G(\alpha) = 0$ where $\text{ch}^{\text{top}}_G$ is the $G$-equivariant periodic cyclic Chern
character.
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1.1. Outline of paper. In §2.1 after recalling definitions and some preparatory material about the Milnor fibration; see [10, 12], we endow the vanishing cohomology with an explicit polarized mixed Hodge structure in the sense of Scherk and Steenbrink [15, 18] and Hertling [9] by realizing it as a subspace of a certain \( \mathcal{D} \)-module and the positive definite subspace of a polarization \( S \) is described in §2.2. In §2.3 we introduce two higher residue pairings, K. Saito’s higher residue pairing and a higher residue pairing associated with the polarization \( S \). Their relations are characterized in Proposition 2.12 and make it possible to associate the polarization \( S \) to Grothendieck’s residue pairing. In §3.1, §3.2, and §3.3, we collect definitions and fundamental facts of the Milnor fibration in the \( G \)-equivariant setting, the \( G \)-equivariant matrix factorizations, and the Grothendieck group of the category. Moreover, in §3.5 and §3.6 we realize the Hochschild homology and the negative cyclic homology in explicit ways via the Hochschild-Kostant-Rosenberg isomorphisms. It enables us to characterize two \( G \)-equivariant Chern characters explicitly in §4. Adapting the strategy of proving the non-equivariant case by Brown and Walker [4] to the equivariant point of view, in §3.4 we introduce the \( G \)-equivariant version \( \text{ch}_G \) of Chern-character-type map \( \text{ch}_X \) and in §4, we prove the main theorem, i.e., Theorem 4.6, by relating the Euler pairing \( \chi \) with the polarization \( S \) by applying the \( G \)-equivariant version of the Hirzebruch–Riemann–Roch theorem for matrix factorizations by Polishchuk and Vaintrob [14].
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2. The Milnor fibration and the polarized mixed Hodge structure

2.1. Milnor fibration and Brieskorn lattice. Assume that

(i) \( Q = \mathbb{C}[x_0, \ldots, x_n] \);

(ii) \( f \) is an element of \( m := (x_0, \ldots, x_n) \cdot Q \) such that the only singularity of the associated morphism \( f : \text{Spec}(Q) \to \mathbb{A}^1_{\mathbb{C}} \) of smooth affine varieties is at \( m \).

Consider an open ball \( B_\epsilon \) of radius \( \epsilon \) small enough centered at the origin in \( \mathbb{C}^{n+1} \). Letting \( X := f^{-1}(T) \cap B_\epsilon, f : X \to T \) denotes the map induced by \( f : \text{Spec}(Q) \to \mathbb{A}^1_{\mathbb{C}} \) by abuse of notation where \( T \) is an open disc of radius \( \eta \) centered at the origin in \( \mathbb{C}^1 \) with \( \eta < \epsilon \) so that \( f' : X' \to T' \) becomes a fibration where \( X' = X \setminus f^{-1}(0) \) and \( T' = T \setminus \{0\} \).

Let \( \pi : T_x \to T' \) be the universal cover of \( T' \) and \( X_{\mu} := X' \times_{T'} T_x \), which is homotopy equivalent to \( \bigvee_{\mu} S^n \) by a theorem of Milnor where \( \mu \) is called the Milnor number. Since \( f' \) is a fibration over \( T' \), \( H^n(X_{\mu}; \mathbb{C}) \), the so-called vanishing cohomology, is equipped with a monodromy operator \( M \). Its generalized eigenspace corresponding to an eigenvalue \( \lambda \) is denoted by

\[
H^n(X_{\mu}; \mathbb{C})_\lambda := \bigcup_{j \geq 1} \ker((M - \lambda \cdot \text{id})^j),
\]
$H^n(X_{\alpha}; \mathbb{Q})_{\neq 1} := H^n(X_{\alpha}; \mathbb{Q}) \cap \bigoplus_{\lambda \neq 1} H^n(X_{\alpha}; \mathbb{C})_{\lambda}$, and similarly $H^n(X_{\alpha}; \mathbb{Q})_{\lambda}$ is defined.

Let $\mathcal{G}^\alpha := i^*_\alpha(R^n f^\alpha_* \mathcal{C}_{\alpha} \otimes_{\mathcal{O}_T} \mathcal{O}_T)$ where $i : T' \to T$ is the inclusion and $\mathcal{G}_0$ be the stalk of $\mathcal{G}$ at the origin, which is a vector space over $\mathbb{C}[t][t^{-1}]$. Choosing a value of logarithm $\alpha = (-1/2\pi i) \ln \lambda$, one may define a mapping

$$\psi_\alpha^\alpha : H^n(X_{\alpha}; \mathbb{C})_{\lambda} \to \mathcal{G}_0$$

where the elementary section $es(A, \alpha)(t) := e^t \exp(-\log t \cdot \frac{\omega}{\partial t}) A(t)$ and $A(t)$ is the identification of $A \in H^n(X_{\alpha}; \mathbb{C})$ with the space of the global flat multi-valued sections of the cohomology bundle $\bigcup_{t \in T} H^n(X_t; \mathbb{C})$ where $X_t := f^{-1}(t)$; see [12] Section 9 and [10, Section 7.1]. Note that $\psi_\alpha$ is injective and the image $\psi_\alpha(H^n(X_{\alpha}; \mathbb{C})_{\lambda})$ is $C_\alpha := \ker(t\partial_t - \alpha)^{n+1} \subset \mathcal{G}_0$, i.e., $\bigoplus_{-1 < \alpha \leq 0} \psi_\alpha : H^n(X_{\alpha}; \mathbb{C}) \to \bigoplus_{-1 < \alpha \leq 0} C_\alpha$ is an isomorphism (see [9] [10] [12]) where the action of $\partial_t$ on $\mathcal{G}_0$ is given by $\partial_t = \exp(I(t) + it \partial_t)$; see [4] Section 4.2 and [4] Remark 4.8 for a complete description of $\partial_t$. One can also see that $t : C_\alpha \rightarrow C_{\alpha+1}$ is an isomorphism for each $\alpha$ and $\partial_t : C_{\alpha+1} \rightarrow C_{\alpha}$ is an isomorphism for all $\alpha \neq -1$; see [12] Section 6 and [4] Section 4.3.

Let $\omega \in \Omega^n_{X,0,0}$ and

$$s_0 : H^n_{\alpha} \to \mathcal{G}_0$$

by $s_0([\omega]_B) := \left( t \mapsto \left[ \frac{\omega}{\partial t} \big| X_t \right] \in H^n(X_t; \mathbb{C}) : 0 < |t| < 1 \right)_0$

where $[\omega]_B$ is the class in a Brieskorn lattice $H^n_{\alpha} := \Omega^n_{X,0} / df \wedge d \Omega^n_{X,0}$ and the $\frac{\omega}{\partial t}$ is the Gelfand-Leray form of $\omega$ (see [1] Section 7.1). Let $V^{>\alpha} := \sum_{\beta > \alpha} \mathbb{C}[t] C_\beta$. We note that $s_0$ is a well-defined injective map, the image of $s_0 : H^n_{\alpha} \to \mathcal{G}_0$ is contained in $V^{>\alpha}$, and the map $s_0 : H^n_{\alpha} \to V^{>\alpha}$ is $\mathbb{C}[t]\langle \partial_t^{\alpha} \rangle$-linear; see [4] Lemma 4.7.

2.2. Polarized mixed Hodge structure on $H^n(X_{\alpha}; \mathbb{Q})$. We describe a polarized mixed Hodge structure of level $n$ and level $n + 1$ on $H^n(X_{\alpha}; \mathbb{Z})$ as follows; see [9] and [10] Remarks 10.25. Take $N = -\log M_\alpha$ where $M_\alpha$ is the unipotent part of the monodromy operator $M$. It is an endomorphism of $H^n(X_{\alpha}; \mathbb{Q})$ such that $M^{n+2} = 0$ by the monodromy theorem [9] [12]. The filtration $F^\bullet$ on $H^n(X_{\alpha}; \mathbb{C})_{\lambda}$ is given by

$$F^\bullet H^n(X_{\alpha}; \mathbb{C})_{\lambda} := \psi_\alpha^{-1} \left( \frac{V^\alpha \cap \partial_t^{n-\alpha} s_0(H^n_{\alpha}) + V^{>\alpha}}{V^{>\alpha}} \right)$$

where $V^{>\alpha} = \sum_{\beta > \alpha} \mathbb{C}[t] C_\beta$.

For the Milnor fibration $f : X \to T$, the intersection form and the long exact sequence associated with relative homology groups induce a canonical isomorphism

$$H^n(X_t; \mathbb{Z}) \cong H_n(X_t, \partial X_t; \mathbb{Z})$$

for $t \neq 0$.

A variation operator, which is an isomorphism $\mathfrak{Var} : H^n(X_t; \mathbb{Z}) \to H_n(X_t, \partial X_t; \mathbb{Z})$, defined by

$$\mathfrak{Var} : H^n(X_t; \mathbb{Z}) \to H_n(X_t, \partial X_t; \mathbb{Z})$$

where $\gamma$ is a representative of the cycle $[\gamma] \in H_n(X_t, \partial X_t; \mathbb{Z})$. Noting that $X_{\alpha}$ is homotopy equivalent to $X_t$ for $t \neq 0$, we may identify $H_n(X_{\alpha}; \mathbb{Z})$ with $H_n(X_t; \mathbb{Z})$. It induces a variation operator

$$\mathfrak{Var} : H^n(X_{\alpha}; \mathbb{Z}) \to H_n(X_{\alpha}; \mathbb{Z}).$$
Hertling’s polarization $S : H^n(X; \mathbb{Q}) \times H^n(X; \mathbb{Q}) \to \mathbb{Q}$ is defined by

\[(2.7) \quad S(a, b) := \langle- \rangle^{(n(n-1)/2 \cdot \langle a, \text{Var} \circ \nu(b) \rangle \rangle \text{ where}
\]

\[(2.8) \quad \nu = (M - \text{id})^{-1} \text{ on } H^n(X; \mathbb{Q})_{\neq 1}; \text{ level } n,
\]

\[(2.9) \quad \nu = \sum_{l \geq 1} \frac{1}{l} (-1)^l (M - \text{id})^{l-1} := \frac{-N}{M - \text{id}} \text{ on } H^n(X; \mathbb{Q})_1; \text{ level } n + 1
\]

where $\langle-,-\rangle$ denotes the canonical bilinear form between $H^n(X; \mathbb{Q})$ and $H_n(X; \mathbb{Q})$. It is known that $S$ is a polarization on the mixed Hodge structure on $H^n(X; \mathbb{Q})$ (see [9, Sections 3 and 4] for details).

Remark 2.1. As a generalization of a relation between the primitive cohomology and the intersection pairing in classical Hodge theory, one has the following property in a polarized mixed Hodge structure; let

\[(2.2) \quad \text{hand, on} \quad \text{V}
\]

\[\text{Remark (see [9, Sections 3 and 4]) for details).}

2.3. Higher residue pairings.

2.3.1. K. Saito’s higher residue pairing. On a Brieskorn lattice $H^n_0 := \Omega_{X,0}^{n,n+1} / df \wedge d\Omega_{X,0}^{n,n-1}$, there is, so-called, Saito’s higher residue pairing (see [10, 11] for details)

\[\mathcal{K} : H^n_0 \times H^n_0 \to \mathbb{C}[[\hat{\omega}^{-1}]]\hat{\omega}^{-n-1}
\]

\[\mathcal{K}(\omega_1, \omega_2) := \sum_{m \geq 0} \mathcal{K}^{(-m)}(\omega_1, \omega_2)\hat{\omega}^{-n-1-m} \text{ such that}
\]

1) $\mathcal{K}^{(-m)}(\omega_1, \omega_2) \in \mathbb{C}$ is $\mathbb{C}$-linear and $(-1)^m$-symmetric;

2) $\mathcal{K}^{(0)}(\hat{\omega}^{-1}\omega_1, \omega_2) = \mathcal{K}^{(0)}(\omega_1, \hat{\omega}^{-1}\omega_2) = 0$ and

\[\mathcal{K}^{(-m)}(\omega_1, \omega_2) = \mathcal{K}^{(-m-1)}(\hat{\omega}^{-1}\omega_1, \omega_2) = -\mathcal{K}^{(-m-1)}(\omega_1, \hat{\omega}^{-1}\omega_2);
\]

3) $\mathcal{K}^{(0)}([\psi_1 dx_0 \cdots dx_n]_B, [\psi_2 dx_0 \cdots dx_n]_B) := \text{res} \left[ \frac{\psi_1 \psi_2 d\omega_0 \cdots d\omega_n}{f_0, \ldots, f_n} \right]$

where $f_i := \frac{\delta f_i}{\delta x_i}$ and res is Grothendieck’s residue;

4) $(m-1) \mathcal{K}^{(m+1)}(\omega_1, \omega_2) = \mathcal{K}^{(m)}(\omega_1, \omega_2) - \mathcal{K}^{(-m)}(\omega_1, \omega_2)$.

We will denote $\text{res} \left[ \frac{\psi_1 \psi_2 d\omega_0 \cdots d\omega_n}{f_0, \ldots, f_n} \right]$ by Res$_f(\psi_1 dx_0 \cdots dx_n, \psi_2 dx_0 \cdots dx_n)$ in §1.

2.3.2. Higher residue pairing associated with Hertling’s polarization $S$. On the other hand, on $V^{\geq -1} = \bigoplus_{-1 < \alpha \leq 0} \mathbb{C}\{t\}C_\alpha$ there is another higher residue pairing associated with the polarization $S$ in the polarized mixed Hodge structure by the following properties (see [9, 11] for details); letting $-1 < \alpha, \beta \leq 0$ and $a \in C_\alpha, b \in C_\beta$,

\[\mathcal{P}_S : V^{\geq -1} \times V^{\geq -1} \to \mathbb{C}[[\hat{\omega}^{-1}]]\hat{\omega}^{-1} \text{ where } \mathbb{C}[[\hat{\omega}^{-1}]] := \left\{ \sum_{i \geq 0} a_i \hat{\omega}^{-i} \bigg| \sum_{i \geq 0} \frac{a_i t^i}{i!} \in \mathbb{C}\{t\} \right\}
\]

\[\mathcal{P}_S(a, b) := \sum_{m \geq 1} \mathcal{P}_S^{(-m)}(a, b)\hat{\omega}^{-m} \text{ where } \mathcal{P}_S^{(-m)}(a, b) \in \mathbb{C};
\]

1) $\mathcal{P}_S(a, b) = 0$ if $\alpha + \beta \notin \mathbb{Z}$;
2) for \(\alpha + \beta = -1\)
\[
\mathcal{P}_S(a, b) = \frac{1}{(2\pi i)^n} S(\psi_\alpha^{-1}(a), \psi_\beta^{-1}(b)) \partial_t^{-1};
\]

3) for \(\alpha = \beta = 0\),
\[
(2.10) \quad \mathcal{P}_S(a, b) = \frac{-1}{(2\pi i)^{n+1}} S(\psi_\alpha^{-1}(a), \psi_\beta^{-1}(b)) \partial_t^{-2};
\]

4) for \(g_1(\partial_t^{-1}), g_2(\partial_t^{-1}) \in \mathbb{C}[\{\partial_t^{-1}\}]\),
\[
(2.11) \quad \mathcal{P}_S(g_1(\partial_t^{-1})a, g_2(\partial_t^{-1})b) = g_1(\partial_t^{-1})g_2(-\partial_t^{-1}).
\]

The following proposition would justify the term “residue” in the name of \(\mathcal{P}_S\).

**Proposition 2.12.** \([49, 11]\)

\[
(2.13) \quad \mathcal{P}_S^{(-n-1)}(s_0(\omega_1), s_0(\omega_2)) = \mathcal{X}^{(0)}(\omega_1, \omega_2)
\]

\[
(2.14) \quad \mathcal{P}_S^{(-m)}(s_0(\omega_1), s_0(\omega_2)) = 0 \text{ for } 1 \leq m \leq n.
\]

### 3. G-EQUIVARIANT THEORY

#### 3.1. Milnor fibration in the G-equivariant setting.

Let \(G\) be a finite group acting linearly on \(Q := \mathbb{C}[x_0, \ldots, x_n]\) as C-algebra automorphisms of \(Q\), \(I_g\) be the ideal of \(Q\) generated by \(q - gq\) for all \(q \in Q\). Denote \(Q^g := Q/I_g\) and \(f_g := f|_{Q^g}\) for \(f \in Q\). Up to a change of variables, every action looks like the followings:

\[
(3.1) \quad g \cdot (x_0, \ldots, x_n) = (l_0, \ldots, l_{k_g}, x_{k_g+1}, \ldots, x_n)
\]

where \(l_0, \ldots, l_{k_g}\) are linear forms in \(x_0, \ldots, x_{k_g}\) such that \(l_0 - x_0, \ldots, l_{k_g} - x_{k_g}\) are linearly independent. Thus \(Q^g = Q/(x_0, \ldots, x_{k_g})\) and \(f_g(x_{k_g+1}, \ldots, x_n) = f|_{x_0=\ldots=x_{k_g}=0}\).

Assume that \(f \in Q = \mathbb{C}[x_0, \ldots, x_n]\) is \(G\)-invariant and the only singularity of the associated morphism \(f : \text{Spec}(Q) \to \mathbb{A}^1_\mathbb{C}\) of smooth affine varieties is at \(m = (x_0, \ldots, x_n)\). Let \(U^g = \text{Spec}(Q^g)\) denote the \(g\)-fixed locus of \(U = \text{Spec}(Q)\) for \(g \in G\) as smooth affine varieties. Note for \(n_g + 1 := \dim Q^g\), one has \(U^g \cong \mathbb{C}^{n_g+1}\).

We have a \(G\)-action on the disjoint union \(\bigsqcup_{g \in G} U^g\) by

\[
U^g \to U^{bh^g}, \quad x \mapsto hx \text{ for } h \in G.
\]

Let \(X^g := U^g \cap X\) where \(X\) is as in \(\S 2.1\). Then

\[
X^g \to X^{bh^g}, \quad x \mapsto hx \text{ for } h \in G.
\]

\(f_g : X^g \to T\) denotes the map induced by the restriction of \(f : X \to T\) by abuse of notation. Note that if necessary, shrinking the disk \(T\) sufficiently, for all \(g \in G\) we may assume that \(f_g : X^g \to T\) is surjective by the open mapping theorem unless \(\dim \mathbb{C} X^g = 0\). We also let \(f'_g : (X^g)' \to T'\) where \((X^g)' := X^g \setminus f^{-1}_g(0)\) and \(X'_X := (X')' \times_{T'} T_G\).
3.2. **G-equivariant matrix factorizations.** Let $Q$ be $\mathbb{C}[x_0, \ldots, x_n]$, $G$ be a finite group acting on $Q$ as automorphisms of $Q$, and $f \in Q$ be $G$-invariant. We define the $\mathbb{Z}/2$-graded dg-category $\text{MF}_G(Q, f)$ of $G$-equivariant matrix factorizations as follows:

**Definition 3.1.** A $G$-equivariant matrix factorization of a potential $f$ over $Q$ is a pair

\[(E, \delta_E) = (E^0 \underset{\delta_0}{\overset{\delta_1}{\longrightarrow}} E^1)\]

- $E = E^0 \oplus E^1$ is a $\mathbb{Z}/2$-graded finitely generated projective $Q$-module equipped with a compatible $G$-action, and
- $\delta_E \in \text{End}^1_Q(E)$ is an odd $G$-equivariant (i.e., of degree 1 in $\mathbb{Z}/2$) endomorphism of $E$ such that $\delta_E^2 = f \cdot \text{id}_E$.

Morphisms between $G$-equivariant matrix factorizations $E := (E, \delta_E)$ and $F := (F, \delta_F)$ should also be compatible with the action of $G$, so

\[\text{Hom}_{\text{MF}_G(Q, f)}(E, F) = \text{Hom}_{\text{MF}(Q, f)}(E, F)^G\]

where $\text{MF}(Q, f)$ is the category of matrix factorizations of a potential $f$ over $Q$ forgetting the $G$-equivariant structure.

For instance, if $E^0$ and $E^1$ are free $G$-equivariant $Q^g$-modules with chosen bases over a fixed locus $U^g$, the differential $\delta_E$ can be represented by a block matrix

\[
\begin{pmatrix}
0 & D^1 \\
D^0 & 0
\end{pmatrix}
\]

such that $D^1D^0 = D^0D^1 = f_g \cdot I$ with

\[
\begin{pmatrix}
0 & D^1 \\
D^0 & 0
\end{pmatrix}
\begin{pmatrix}
g^0 & 0 \\
0 & g^0
\end{pmatrix}
= 
\begin{pmatrix}
0 & D^1 \\
D^0 & 0
\end{pmatrix}
\begin{pmatrix}
g^0 & 0 \\
0 & g^0
\end{pmatrix}
= 
\begin{pmatrix}
g & 0 \\
0 & g
\end{pmatrix}.
\]

In this case, we let

\[(E, \delta_E) := (D^1, D^0).
\]

3.3. **The Grothendieck group.** Note that $K_0(\text{MF}(Q, f)) \cong K_0^\Delta([\text{MF}(Q, f)]^{\text{idem}})$ where $[\text{MF}(Q, f)]$ is the homotopy category of $\text{MF}(Q, f)$ and $[\text{MF}(Q, f)]^{\text{idem}}$ is the idempotent completion; see [4] Section 2.1 for details. Moreover, if the only singularity of the associated morphism $f : \text{Spec}(Q) \to A^1_Q$ of smooth affine varieties is at $m$, then $K_0(\text{MF}(Q, f)) \cong K_0^\Delta([\text{MF}(\hat{Q}, f)])$ where $\hat{Q}$ denotes the m-adic completion of $Q$ (see [7] Theorem 5.7). Furthermore, from [4] Lemma 5.9, it is known that

\[K_0(\text{MF}(Q, f)) \cong K_0^\Delta([\text{MF}(Q^b, f)])\]

where $Q^b$ is the henselization of $Q$ at $m$. From (3.7), we identify a class in $K_0(\text{MF}(Q, f))$ with the corresponding class in $K_0^\Delta([\text{MF}(Q^b, f)])$. That is, since $Q^b$ is a local ring, any class in $K_0(\text{MF}(Q, f))$ may be represented by a free matrix factorization in $\text{MF}(Q^b, f)$ and denoted by $(A, B)$ as in (3.6).

The action of $G$ on $Q$ is naturally extended to $R := \mathbb{C}[x_0, \ldots, x_n]$ and its henselization $Q^h \subseteq \mathbb{C}[x_0, \ldots, x_n]$. $K_0(\text{MF}_G(Q, f))$ is similarly given, i.e.,

\[K_0(\text{MF}_G(Q, f)) \cong K_0^\Delta([\text{MF}_G(Q, f)]^{\text{idem}}).\]
Since $K^A_0([MF_G(Q,f)]_{\text{dem}}) \cong K^A_0([MF_G(Q^b,f)])$ for a nontrivial finite group $G$; see [3] for details, in this paper we will merely work on $K^A_0([MF_G(Q^b,f)])$, i.e., as in (3.4) its class is represented by $(A,B)$ with entries in $Q^b$ and the equivariant relation (3.5) is satisfied over $(Q^b)^g$ for each $g \in G$.

3.4. Chern-character-type map $\text{ch}_{X^g}$. For the Milnor fibration $f : X \to T$ as in §2.1 with $\dim_{\mathbb{C}} X = n + 1$, assume that $n$ is odd and $p := \frac{n+1}{2}$. From [4, Proposition 5.3], there is a well-defined Chern-character-type map $\text{ch}_{X^g} : K_0(\text{MF}(Q,f)) \to H^n(X^g;\mathbb{Q})_1$ defined by

$$\text{ch}_{X^g}(A,B) := \left[ \frac{-1}{(2\pi i)^p} \frac{(p-1)!}{n!} \text{tr}_{Q^g}(A^{p-1}dA^{-1}dA^{p-1}) \right]$$

for $(A,B) \in K_0(\text{MF}(Q,f))$. From [4, page 20 and 25] we note that $Q^b \subseteq \mathcal{O}^n_{X^g}$ and choosing a lift of $(A,B) \in \text{MF}(Q^b,f)$ to an object of $\text{MF}(\tilde{Q},f)$ for some étale extension $\tilde{Q} \subseteq \tilde{Q} \subseteq Q^b$ and assuming $X$ is sufficiently small so that every element of $\tilde{Q}$ converges absolutely on $X$ we may interpret $A$ and $B$ as matrices with entries in $\Gamma(X,\mathcal{O}^n_{X^g})$, i.e., $\text{tr}_{Q^g}(A^{p-1}dA^{-1}dA^{p-1}) \in \Gamma(X^g,\Omega^n_{X^g})$. Consequently, $\text{ch}_{X^g}(A,B)$ is regarded as a class in $H^n(X^g;\mathbb{Q})_1$ after composing the canonical map

$$H^n_{dR}(X^g;\mathbb{C}) \cong H^n(X^g;\mathbb{C}) \to H^n(X^g;\mathbb{C})_1.$$  

Additional details can be found in [3, Section 4] and [4, Section 5].

We extend (3.8) to the equivariant setting. Assume $\dim_{\mathbb{C}} X^g := n_g + 1$ where $n_g$ is odd and $p_g := \frac{n_g+1}{2}$. For a $G$-equivariant free matrix factorization $(A,B)$ over $Q^b$ and each $g \in G$, we may define

$$\text{ch}_{X^g}(A,B) := \left[ \frac{-1}{(2\pi i)^{p_g}} \frac{(p_g-1)!}{n_g!} \text{tr}_{Q^g}(A^{p_g-1}dA^{-1}dA^{p_g-1} \circ g^1) \right]$$

where $A|_{(Q^g)^g} := A_g$. Via the canonical restriction map from $K^A_0([MF_G(Q^b,f)])$ to $K^A_0([MF((Q^g)^g,f_g)])$, we apply the same construction as in [4, Section 5] to each $K^A_0([MF((Q^g)^g,f_g)])$. Then we have a well-defined map

$$\text{ch}_{X^g}^G : K^A_0([MF_G(Q^b,f)]) \to H^{n_g}(X^g;\mathbb{Q})_1.$$  

In passing, we observe that since the values of a character of a finite group are algebraic integers, the class $\text{ch}_{X^g}^G(A,B)$ is in $H^{n_g}(X^g;\mathbb{Q})_1$. When $n_g$ is even or $\dim_{\mathbb{C}} X^g = 0$, then we define $\text{ch}_{X^g}^G(A,B) := 0$.  

3.5. $G$-equivariant Hochschild Chern character $\text{ch}_{\text{HH}}^G$. Let $f \in R = \mathbb{C}[[x_0,\ldots,x_n]]$ have an isolated singularity, i.e., $\dim_{\mathbb{C}} \mathbb{C}[[x_0,\ldots,x_n]]/(\partial_{x_0}f,\ldots,\partial_{x_n}f) < \infty$, and be invariant under a finite group $G$. Recalling the action of $g$ as in (3.1), we let

$$H(f_g) := \frac{\Omega_R^{n+1}}{(-df_g) \wedge \Omega_R^n} \text{ for } R' \cong \mathbb{C}[[y_1,\ldots,y_{n_g}]].$$

Then we have

$$HH^G(\text{MF}_G(R,f)) \cong (\bigoplus_{g \in G} H(f_g))^G$$ (see [14, Theorem 2.5.4])

where the right-hand side means the invariant part with respect to the action of $h \in G$ on $\bigoplus_{g \in G} H(f_g)$ by sending $H(f_g)$ to $H(f_{gh^{-1}})$. We remark that in [3] we...
one can find the definition of a Hochschild homology $HH_*$ of a differential graded category and its identification in \( \text{(3.14)} \), a so-called Hochschild-Kostant-Rosenberg type isomorphism. According to Polishchuk and Vaintrob \([14]\), the $G$-equivariant Chern character is characterized explicitly as follows:

**Proposition 3.12.** (\([14\) Theorem 3.3.3]) For a $G$-equivariant matrix factorization $\tilde{E} = (E, \delta_E)$ the $G$-equivariant Chern character $\operatorname{ch}^G_{\text{HH}}(\tilde{E})$ is given by

\[
\operatorname{ch}^G_{\text{HH}}(\tilde{E}) := \bigoplus_{g \in G} \operatorname{ch}^G_{\text{HH}}(\tilde{E})_g \in \left( \bigoplus_{g \in G} H(f_g) \right)^G \quad \text{where}
\]

\[
\operatorname{ch}^G_{\text{HH}}(\tilde{E})_g := (-1)^{n_g+1} \frac{\text{str}_R((d\delta_E)_R)^{n_g+1} \circ g}{(n_g+1)!} \quad \text{mod } \mathcal{J}_{f_g}.
\]

Note that $\mathcal{J}_{f_g}$ is the Jacobi ideal generated by $df_g$ and $\text{str}$ is a supertrace which is the difference of the traces on $E^0$ and $E^1$.

3.6. **$G$-equivariant negative cyclic Chern character** $\operatorname{ch}^G_{\text{HN}}$. Assume (i) and (ii) in \S 2.4. Then we have a generalization of \( \text{(3.14)} \) in the setting of \S 3.4 as follows: From [2, Theorem 1.1] (see also [6, Theorem 6.5]), we have

\[
\text{(3.15)} \quad \operatorname{HN}_*(\text{MF}_G(Q, f)) \cong \left( \bigoplus_{g \in G} N(f_g) \right)^G
\]

and the right-hand side means the invariant part with respect to the action of $h \in G$ on $\bigoplus_{g \in G} N(f_g)$ by sending $N(f_g)$ to $N(f_{hgh^{-1}})$. We remark that in [3, 4] one can find the definition of a negative cyclic homology $\operatorname{HN}_*$ and its identification in \( \text{(3.15)} \). For a $G$-equivariant matrix factorization $\tilde{E} = (E, \delta_E)$, after composing the Hochschild-Kostant-Rosenberg isomorphism \( \text{(3.14)} \), the categorical $G$-equivariant negative cyclic homology valued Chern character $\operatorname{Ch}^G_{\text{HN}}(\tilde{E})$ (see [3, 6, 17] for the definition) becomes

\[
\operatorname{ch}^G_{\text{HN}}(\tilde{E}) := \bigoplus_{g \in G} \operatorname{ch}^G_{\text{HN}}(\tilde{E})_g \in \left( \bigoplus_{g \in G} N(f_g) \right)^G.
\]

In particular, if $n_g$ is even, then $\operatorname{ch}^G_{\text{HN}}(\tilde{E})_g = 0$. Moreover, from [4, Proposition 7.1] (see also [16]) we have that

\[
\text{(3.17)} \quad N(f_g) \cong \frac{\hat{\Omega}_g^{n_g+1} [u]}{(ud - df_g \wedge) \hat{\Omega}_g^{n_g} [u]} \cong \frac{\hat{\Omega}_g^{n_g+1}}{df_g \wedge d\Omega_g^{n_g-1}}
\]

where $\hat{\Omega}_g := \Omega_{Q^g/\mathbb{C}} \otimes_{Q^g} \hat{Q}^g$ and $\hat{Q}^g$ is the completion of $Q^g$ at $m$.

3.7. **Classifying stack** $BG$ **and character** $\operatorname{ch}^G$. Consider a classifying stack $BG := [\text{Spec } \mathbb{C}/G]$ of a finite group $G$ over a point. One may identify $K_0(BG)$ with the space $R(G)$ of finite dimensional complex linear representations of $G$ and define a character map

\[
\operatorname{ch}^G : K_0(BG) \otimes \mathbb{C} \cong R(G) \otimes \mathbb{C} \to \bigoplus_{[\rho] \in G/G} \mathbb{C}
\]

\[
[\rho] \mapsto \bigoplus_{[\rho] \in G/G} \text{tr}_C(\rho(g))
\]
Theorem 4.1. Let $G$ be a group. Observe that using (4.1) for some $\hat{g}$.

Throughout this section, assume (i) and (ii) in $\Omega^m_{X^g, d}$.

(4.1) $[\text{ch}^G_{IV}(A, B)_g]_{H(f_g)} = \text{ch}^G_{HIH}(A, B)_g \in H(f_g)$.

We note that $\text{ch}^G_{HIH}(A, B)_g = 0$ when $n_g$ is even. Similarly, the composition of \(\Theta_{n_g + 1}^{m_{n_g + 1}}\) transfers a Brieskorn class $[\text{ch}^G_{IV}(A, B)_g]_B$ to a class $[\text{ch}^G_{IV}(A, B)_g]_{N(f_g)} = \text{ch}^G_{HIH}(A, B)_g \in N(f_g)$ (see [3] [3]).

In particular, if $[\text{ch}^G_{IV}(A, B)_g]_B = 0$, then $\text{ch}^G_{HIH}(A, B)_g = 0$. Those two $G$-equivariant Chern characters are related by setting $u = 0$. In other words,

\begin{equation}
\text{ch}^G_{HIH}(A, B)_g = \text{ch}^G_{HIH}(A, B)_g \quad \text{see [17] page 194 and [3] Example 6.1].}
\end{equation}

In particular, if $\text{ch}^G_{HIH}(A, B)_g = 0$, then $\text{ch}^G_{HIH}(A, B)_g = 0$.

Theorem 4.1. Let $p_g := \frac{n_g + 1}{2}$. For $(A, B) \in \text{MF}_G(Q^h, f)$, we have

\begin{equation}
\psi_0(\text{ch}^G_{X^g_2}(A, B)) = \frac{1}{(2\pi i)^{p_g} s_0} \left( \left[ \text{ch}^G_{IV}(A, B)_g \right]_B \right).
\end{equation}

Proof. A computation using that $A_g B_g = f_g$ and their differential relations shows that the class $\text{ch}^G_{X^g_2}(A, B)$ in $H^{n_{n_g}^g}_{dEH}(X^g_1; \mathbb{C})$ in terms of (3.3) is represented by

\begin{equation}
-(p_g - 1)! \frac{t^{-p_g \text{tr}(Q^g)_g}}{(2\pi i)^{p_g} n_g} (B_g dA_g (dA_g (B_g dA_g)^{p_g - 1} \circ g^1) + df_g \wedge \omega)
\end{equation}

for some $\omega \in \Gamma((X^g)^r, \Omega^{m_{n_g}^g - 1}_{X^g})$. Since $df_g$ restricts to 0 in the de Rham cohomology of $X^g_1 := f_g^{-1}(t)$ for $t \neq 0$, $\psi_0(\text{ch}^G_{X^g_2}(A, B)) \in \mathcal{Q}_0^g := i_* (\mathcal{R}^n_{f_{g}} f_{g!} \mathcal{C}_{(X^g)^r} \otimes_{\mathcal{C}_{(X^g)^r}} \mathcal{O}_{X^g_1})$ is given by the germ

\begin{equation}
\left( t \mapsto \left[ -(p_g - 1)! \frac{t^{-p_g \text{tr}(Q^g)_g}}{(2\pi i)^{p_g} n_g} (B_g dA_g (dA_g (B_g dA_g)^{p_g - 1} \circ g^1)) \right]_{X^g_1} \right) \in H^{n_g}(X^g_1; \mathbb{C})
\end{equation}

Observe that using $dA_g = -B_g (dA_g B_g)^{-1}$, $\text{tr}(ab) = (-1)^{|a||b|} \text{tr}(ba)$, and the equivariant relation (3.3) in order, we have

\begin{align*}
\text{tr}(Q_g)_g ((dA_g (dA_g B_g)^{p_g - 1} \circ g^0) &= (-1)^{p_g \text{tr}(Q_g)_g} (B_g dA_g (dA_g (B_g dA_g)^{p_g - 1} \circ g^0)) \\
&= (-1)^{p_g \text{tr}(Q_g)_g} (B_g^{-1} dA_g (dA_g (B_g^{-1} dA_g)^{2p_g - 1}) \\
&= (-1)^{p_g \text{tr}(Q_g)_g} (B_g^{-1} dA_g (dA_g (B_g^{-1} dA_g)^{2p_g - 1}) \\
&= - \text{tr}(Q_g)_g ((dA_g (dA_g B_g)^{p_g} \circ g^0),
\end{align*}
which implies that

\[(4.5) \quad \text{tr}_{(Q^g)^s}((db_g^{-1}db_g)^{ps} \circ g^0) = 0.\]

Thus, by \(df_g \wedge df_g = 0\), and \(A_g B_g = f_g\), we see that

\[(4.6) \quad \text{tr}_{(Q^g)^s}((db_g^{-1}db_g)^{ps} \circ g^0) = \text{tr}_{(Q^g)^s}((df_g b_g^{-1}db_g + f_g db_g^{-1}db_g)^{ps} \circ g^0)\]

\[= f_g^{-1}f_g^{-1} \text{tr}_{(Q^g)^s}(B_g db_g(db_g^{-1}db_g)^{ps} \circ g^0)\]

By applying \[4.0\], the property of the trace map, \[3.5\], and the differential relations from \(B_g A_g = f_g\) in order, we have

\[
\frac{1}{(2\pi i)^{ps}} \rho_t^{ps-1} \left[ \text{tr}_{(Q^g)^s}((A_g db_g(db_g^{-1}db_g)^{ps} \circ g^0)|_{X^g_t}) \right] \in H^{ns}(X^g_t; \mathbb{C}) \]

\[
= \left[ \frac{(p_g - 1)!}{(2\pi i)^{ps} n_g} t^{-ps} \text{tr}_{(Q^g)^s}(db_g \circ g^0 \circ A_g (db_g db_g)^{ps-1} \circ g^0)|_{X^g_t}) \right] \in H^{ns}(X^g_t; \mathbb{C}) \]

\[
= \left[ \frac{-1}{(2\pi i)^{ps} n_g} t^{-ps} \text{tr}_{(Q^g)^s}(B_g(db_g db_g)^{ps-1} \circ g^0)|_{X^g_t}) \right] \in H^{ns}(X^g_t; \mathbb{C}) \]

\[
= \psi_0(\text{ch}_{X^g_t}(A, B)). \]

\[\Box\]

**Corollary 4.2.** For any \((A, B) \in K_0(\text{MF}_G(Q^b, f))\) and \(g \in G\), we have

\[S(\text{ch}_{X^g}^G(A, B), \text{ch}_{X^g}^G(A, B)) \geq 0.\]

In particular,

\[S(\text{ch}_{X^g}^G(A, B), \text{ch}_{X^g}^G(A, B)) = 0 \text{ if and only if } \text{ch}_{X^g}^G(A, B) = 0\]

where \(S\) is the polarization on \(H^{ns}(X^g; \mathbb{Q})\).

**Proof.** \(\text{ch}_{X^g}^G(A, B)\) is contained in \(\text{Im}(H^{ns}(X^g; \mathbb{C}) \subset H^{ns}(X^g; \mathbb{C})_1) = \ker(N)\) by construction. Thus, Theorem 4.1 and the definition of the decreasing filtration \(F^\bullet\) in \[2.3\] imply

\[\text{ch}_{X^g}^G(A, B) \in \ker(N) \cap F^{ps} H^{ns}(X^g; \mathbb{C})_1.\]

Since the polarization \(S\) is positive definite on \(\ker(N) \cap F^{ps} H^{ns}(X^g; \mathbb{C})_1\) from Remark 2.1, the proof is established. \(\Box\)

**Lemma 4.3.** For any free matrix factorizations \((A', B')\), \((A, B) \in \text{MF}_G(Q^b, f)\) and \(g \in G\), we have

\[\text{Res}_{f_g}(\text{ch}_{X^g}^G(A', B')_g, \text{ch}_{X^g}^G(A, B)_g) = (-1)^{ps} S(\text{ch}_{X^g}^G(A', B'), \text{ch}_{X^g}^G(A, B)).\]
Proof: We see that

\begin{equation}
(4.7)
\mathcal{P}_S \left( s_0(\text{ch}^G_{PV}(A', B'))_g ) = \left( 2\pi i \right)^{ps+1} \mathcal{P}_S \left( \bar{\psi}_0(\text{ch}^G_{X^2}(A', B')) \right) \right)
\end{equation}

by Theorem 4.1

\begin{equation}
(4.8)
\mathcal{P}_S \left( s_0(\text{ch}^G_{PV}(A', B'))_g ) = \left( -1 \right)^{ps} \mathcal{P}_S \left( \psi_0(\text{ch}^G_{X^2}(A', B')) \right) \right)
\end{equation}

by (2.10).

On the other hand, by Proposition 2.12 we have

\begin{equation}
(4.9)
\mathcal{P}_S \left( s_0(\text{ch}^G_{PV}(A', B'))_g ) = \left( -1 \right)^{ps} \mathcal{P}_S \left( \psi_0(\text{ch}^G_{X^2}(A', B')) \right) \right)
\end{equation}

By comparing (4.7) with (4.8), we conclude that

\begin{equation}
(4.10)
\mathcal{P}_S \left( s_0(\text{ch}^G_{PV}(A', B'))_g ) = \left( -1 \right)^{ps} \mathcal{P}_S \left( \psi_0(\text{ch}^G_{X^2}(A', B')) \right) \right)
\end{equation}

The definition of \( \mathcal{X}^{(0)} \) on a Brieskorn lattice \( \Omega^{n,n+1}_{X^{s,\delta}} \) establishes the proof.

We observe that the dual matrix factorization \( (E^*, \delta^*_E) := (A, B)^* \) of \( (E, \delta_E) = (A, B) \in MF_G(Q^b, f) \) is an object in \( MF_G(Q^b, -f) \) (see [14], Section 2.2) and \( (A, B)^* = (B^*, A^*) \). We remark that

\begin{equation}
(4.11)
\text{ch}^G_{PV}(A, B)_g = \text{ch}^G_{PV}(A, B)_g \quad (\text{see [14], Lemma 3.3.5}).
\end{equation}

A similar proof gives the following.

**Lemma 4.4.** Let \((A, B) \in MF_G(Q^b, f)\).

\[ \text{ch}^G_{PV}(A, -B^*)_g = \left( -1 \right)^{\left( n_g + 1 \right)} \text{ch}^G_{PV}(A, B)_g. \]

**Proof.** Let \((A, B) \in MF_G(Q^b, f)\). Then \((A, -B)^* = (B^*, A^*) \in MF_G(Q^b, f)\). By \( \text{tr}(a^*) = \text{tr}(a) \) and the equivariant relation \(3.3\), we have

\[ \text{ch}^G_{PV}(A, -B^*)_g = \frac{2 \text{tr}(Q^b) \left( (dB_g)^* (DA_g^*)^{p^*} \circ (g^0)^* \right)}{(n_g + 1)!} \]

\[ = \left( -1 \right)^{\left( n_g + 1 \right)} \frac{2 \text{tr}(Q^b) \left( (g^0 \circ (DA_g dB_g)^{p^*}) \right)}{(n_g + 1)!} = \left( -1 \right)^{\left( n_g + 1 \right)} \frac{2 \text{tr}(Q^b) \left( (g^0 \circ (DA_g dB_g)^{p^*}) \right)}{(n_g + 1)!} \]

\[ = \left( -1 \right)^{\left( n_g + 1 \right)} \text{ch}^G_{PV}(A, B)_g. \]
Remark 4.5. Under [i] and [ii] in §2.1 from [2] Theorem 1.1 and the Hochschild-Kostant-Rosenberg isomorphism again we have

\[ H\tilde{P}_*(MF_G(Q, f)) \cong \left( \bigoplus_{g \in G'} \mathcal{P}(f_g) \right)^G \]

where (4.10)

\[ P(f_g) := \frac{\Omega_{Q^g/C}^{n_g+1}(u)}{(ud - df_g \wedge)\Omega_{Q^g/C}^{n_g}(u)} \text{ unless } Q^g = \mathbb{C}. \]

In [3, 6] one can find the definition of a periodic cyclic homology \( H\tilde{P}_* \) and its identification in (4.10). The naturality of Chern character maps gives the following commutative diagram;

\[
\begin{array}{ccc}
K_0(MF_G(Q, f)) & \xrightarrow{Ch^G_{HN}} & HN_*(MF_G(Q, f)) \\
\downarrow{Ch^G_{HP}} & & \downarrow{can} \\
H\tilde{P}_*(MF_G(Q, f)) & & \\
\end{array}
\]

where \( Ch^G_{HP} \) is the \( G \)-equivariant periodic cyclic homology valued Chern character. Since the canonical map \( can \) becomes an embedding under [ii] in §2.1 (see [17 page 194] and [4 page 32]), via the Hochschild-Kostant-Rosenberg isomorphisms which send categorical Chern characters \( Ch^G_{HN} \) and \( Ch^G_{HP} \) to twisted differential form valued Chern characters \( ch^G_{HN} \) and \( ch^G_{HP} \) respectively; see [3, 6, 17], we may see that \( ch^G_{HN}(\tilde{E}) = 0 \) if and only if \( ch^G_{HP}(\tilde{E}) = 0 \) for \( \tilde{E} \in K_0(MF_G(Q, f)) \).

**Theorem 4.6.** Let \((A, B) \in K_0(MF_G(Q, f))\). For all \( G \)-equivariant matrix factorizations \((A', B') \in K_0(MF_G(Q, f))\), the Euler pairing

\[ \chi((A', B'), (A, B)) = 0 \]

if and only if \( ch^G_{HP}(A, B) = 0 \).

**Proof.** Recalling \( K_0(MF_G(Q, f)) \cong K^\Delta_0([MF(Q^h, f)]) \) in Section 3.3 it suffices to prove this theorem for \( K^\Delta([MF(Q^h, f)]) \). Let \((A, B) \in K^\Delta_0([MF_G(Q^h, f)])\), \( g \in G \), and \( n_g \) be odd. By [3.18] there exists a representation \( \eta_g \in K_0(BG) \) such that \( ch^G(\eta_g)_h = 0 \) for \( h \notin [g^{-1}] \) and \( ch^G(\eta_g)_{g^{-1}} \neq 0 \). Take \((A', B') := \eta_g \otimes (A, -B)^* \in K^\Delta([MF_G(Q^h, f)]) \). Recalling the Hirzebruch–Riemann–Roch theorem for \( G \)-equivariant matrix factorizations [14] Theorem 4.2.1

\[ \chi((A', B'), (A, B)) = \sum_{h \in G} (-1)^{\frac{n_g+1}{2}} \text{Res}_{fb}(ch^G_{HH}(A', B')_{h^{-1}}, ch^G_{HH}(A, B)_h) \frac{|G|}{\det(id - h : U/U^h)}, \]
from (4.11) and (4.12) we obtain
\[
\chi((A', B'), (A, B)) = \sum_{h \in \mathbb{G}} (-1)^{(n_h+1)/2} \text{Res}_{f_h} \left( \left[ \text{ch}^G_{\mathbb{P}^V}(A', B')_{h^{-1}} \right] \text{H}(f_h^{-1}), \left[ \text{ch}^G_{\mathbb{P}^V}(A, B)_h \right] \text{H}(f_h) \right)
\]
\[
= \frac{(-1)^{(n_h+1)/2} \text{ch}^G(\eta_h)_{g^{-1}} c_g}{|G| \det(id - g : \mathcal{U}/U^g)} \text{Res}_{f_h} \left( \left[ \text{ch}^G_{\mathbb{P}^V}(A, -B)^*_{g^{-1}} \right] \text{H}(f_h^{-1}), \left[ \text{ch}^G_{\mathbb{P}^V}(A, B)_g \right] \text{H}(f_h) \right)
\]
\[
= \frac{(-1)^{(n_h+1)/2} \text{ch}^G(\eta_h)_{g^{-1}} c_g}{|G| \det(id - g : \mathcal{U}/U^g)} \text{Res}_{f_h} \left( \text{ch}^G_{\mathbb{P}^V}(A, -B)_{g^{-1}}^*, \text{ch}^G_{\mathbb{P}^V}(A, B)_g \right)
\]
\[
= \frac{\text{ch}^G(\eta_h)_{g^{-1}} c_g}{|G| \det(id - g : \mathcal{U}/U^g)} \text{Res}_{f_h} \left( \text{ch}^G_{\mathbb{P}^V}(A, B)_g, \text{ch}^G_{\mathbb{P}^V}(A, B)_g \right) \quad \text{by Lemma 4.4}
\]
\[
= \frac{(-1)^{p_h \eta_h} \text{ch}^G(\eta_h)_{g^{-1}} c_g}{|G| \det(id - g : \mathcal{U}/U^g)} S(\text{ch}^G_{\mathbb{P}^V}(A, B), \text{ch}^G_{\mathbb{P}^V}(A, B)) \quad \text{by Lemma 4.3}
\]
where $c_g := [G : C_G(g)]$. Thus, $\chi((A', B'), (A, B)) = 0$ implies $S(\text{ch}^G_{\mathbb{P}^V}(A, B), \text{ch}^G_{\mathbb{P}^V}(A, B)) = 0$.

By Corollary 4.2, we deduce that $\text{ch}^G_{\mathbb{P}^V}(A, B) = 0$. Combining it with Theorem 4.4 and recalling the injectivity of $\psi_0, s_0, c_i^{-1}, [\text{ch}^G_{\mathbb{P}^V}(A, B)]_g = 0$ in $\Omega_{X_g}^{n_g + 1}/df_g \otimes \Omega_{\mathcal{X}_g}^{n_g + 1}$, we establish $\text{ch}^G_{\mathbb{P}^V}(A, B)_g = 0$. Since it is true for all $g \in G$ with odd $n_g$ and $\text{ch}^G_{\mathbb{P}^V}(A, B)_g = 0$ when $n_g$ is even, we conclude that $\text{ch}^G_{\mathbb{P}^V}(A, B) = 0$ which implies that $\text{ch}^G_{\mathbb{P}^V}(A, B) = 0$ by Remark 4.5.

On the other hand, combining Remark 4.5 with 4.3 one can see that the converse also follows easily from the Hirzebruch–Riemann–Roch theorem for $G$-equivariant matrix factorizations.

Q.E.D.
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