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Constructing protein polyhedra via orthogonal chemical interactions

Eyal Golub1, Rohit H. Subramanian1, Julian Esselborn1, Robert G. Alberstein1, Jake B. Bailey1, Jerika A. Chiong1, Xiaodong Yan2, Timothy Booth2, Timothy S. Baker2 & F. Akif Tezcan1,3*

Many proteins exist naturally as symmetrical homooligomers or homopolymers. The emergent structural and functional properties of such protein assemblies have inspired extensive efforts in biomolecular design. As synthesized by ribosomes, proteins are inherently asymmetric. Thus, they must acquire multiple surface patches that selectively associate to generate the different symmetry elements needed to form higher-order architectures—a daunting task for protein design. Here we address this problem using an inorganic chemical approach, whereby multiple modes of protein–protein interactions and symmetry are simultaneously achieved by selective, ‘one-pot’ coordination of soft and hard metal ions. We show that a monomeric protein (protomer) appropriately modified with biologically inspired hydroxamate groups and zinc-binding motifs assembles through concurrent Fe3+ and Zn2+ coordination into discrete dodecameric and hexameric cages. Our cages closely resemble natural polyhedral protein architectures and are, to our knowledge, unique among designed systems in that they possess tightly packed shells devoid of large apertures. At the same time, they can assemble and disassemble in response to diverse stimuli, owing to their heterobimetallic construction on minimal interprotein-bonding footprints. With stoichiometries ranging from [2 Fe:9 Zn:6 protomers] to [8 Fe:21 Zn:12 protomers], these protein cages represent some of the compositionally most complex protein assemblies—or inorganic coordination complexes—obtained by design.

Cage-like architectures have featured prominently in supramolecular design, owing to their aesthetically appealing structures and isolated interiors, which enable them to encapsulate molecular cargo and to perform selective chemical transformations. Inspired by naturally occurring polyhedral assemblies, protein engineers have combined principles of symmetry with the proper design and arrangement of non-covalent interfaces to build diverse supramolecular architectures. However, some of the key structural features of natural protein cages have been difficult to emulate. First, each cage is invariably composed of asymmetric protomers, which possess multiple self-associative patches to simultaneously satisfy the symmetry requirements necessary to build polyhedral assemblies (that is, concurrent generation of at least C2 and C3 symmetries, in addition to C4 or C5 symmetries for octahedra or icosahedra). Second, these self-associative patches collectively occupy a large fraction of the surface area on each protomer, enabling the formation of tightly packed shells with small apertures to enable the influx and efflux of select species. Third, although the inter-protomer interfaces in natural protein cages are extensive, to ensure stable and selective association, they are also often conformationally flexible and chemically tunable, allowing the cages to undergo cooperative motions or disassembly in response to external cues.

Given the difficulty of designing multiple, selectively associative surfaces on a protomer, construction of artificial cages has relied exclusively on using natively oligomeric proteins or designed peptides with Cn≥2 symmetries as building blocks and the design of a single type of binary protein–protein interaction (PPI) through computation, genetic fusion, disulfide bond formation or metal coordination. Although these strategies can yield polyhedral symmetries, the resulting architectures are highly porous, do not display externally controllable assembly or disassembly (with two exceptions) and cannot be easily modified to adopt alternative structures (that is, they are not modular or flexible). Inspired by previous work on bimetallic supramolecular coordination cages, we investigated whether these design problems could be addressed using an inorganic chemical approach, wherein a protomer is equipped with chemically orthogonal coordination motifs to self-assemble into polyhedral architectures.

Design of bimetallic protein cages

Previouly, we have taken advantage of the simultaneous strength, lability and directionality of metal coordination bonds (particularly those formed by late first-row, low-valent transition metals) to effect the self-assembly of discrete protein complexes and extended one-, two- and three-dimensional arrays. Typically, selective nucleation sites for metal-mediated PPIs are formed by pairs of metal-binding amino acids (mainly His, Asp and Glu residues) (Fig. Ib) or non-native bidentate...
functionalities (for example, 2,2’-bipyridine, 1,10-phenanthroline and 8-hydroxyquinoline)\textsuperscript{5,24}. However, all of these natural or synthetic coordination motifs can be considered as soft (or intermediate-soft) according to the Hard-Soft Acid-Base (HSAB) classification\textsuperscript{25} and have considerable overlap in terms of their coordination preferences for soft, low-valent transition metal ions. Owing to this lack of chemical discrimination, it has not been possible to design a heterometallic protein complex for which the self-assembly is selectively guided by different patches on each protomer; Extended Data Fig. 2a), they were unsuitable for stabilization by noncovalent interactions. Therefore, we focused on the central pores in each protomer solvent-cages (DNPEP, aspartyl aminopeptidase; HuHF, human heavy-chain ferritin) furnishing a pseudo-natural amino acid functionality with the ability to chelate hard metal ions and induce \( C_1 \) symmetric oligomerization on a single-residue footprint.

As a model system, we used cytochrome \( \text{cb}_{162} \), a monomeric four-helix-bundle protein that has proved to be a versatile building block for metal-directed protein self-assembly\textsuperscript{5}. A variant of cyt \( \text{cb}_{162} \) (CFMC1), which was designed and observed to form Zn-mediated dimers in solution, crystallizes into rhombohedral lattices in which the protomers arrange into dodecameric, cage-like units via Zn-mediated crystal packing interactions\textsuperscript{28} (Fig. 1e). Whereas Zn-mediated interactions were not sufficiently strong to maintain the tetrahedral dodecamers upon crystal dissolution, we envisioned that these lattice units could serve as a structural model to engineer the protomers such that they would form self-standing cages. Looking first to stabilize the \( C_2 \) symmetric interfaces, we incorporated a bidentate His\textsuperscript{8}–Asp\textsuperscript{12} motif to mediate the antiparallel association of two protomers along their helices 1 via tetrahedral Zn\textsuperscript{2+} coordination (Fig. 1f). Given that \( C_1 \) symmetric interfaces are small and heterologous (that is, they involve two different patches on each protomer; Extended Data Fig. 2a), they were unsuitable for stabilization by noncovalent interactions. Therefore, we focused on the central pores in each \( C_1 \) symmetric substructure and identified positions 63 and 82 as suitable locations for installing Cys–HA functionalities, which would stabilize trimeric substructures by forming Fe\textsuperscript{3+}:(HA\textsubscript{3}) centres (Fig. 1f). Thus, we prepared two CFMC1 variants...
designated bimetallic cage 1 and bimetallic cage 2 (BMC1 and BMC2; Extended Data Fig. 2b). Both BMC1 and BMC2 bear the His8–Asp12 motif on helix 1 and Cys63–HA along with the native peripheral Zn coordination sites (Ala82, Asp39 and His77) of the parent CFM1 structure. BMC2 additionally contains Cys82–HA (Extended Data Figs. 1, 2b).

Crys\(\text{tals of BMC1 and BMC2 were obtained in the presence of near equimolar ZnCl}_2\) and FeSO₄. These crystals were isomorphous (R32 space group; \(a = b = 126 \pm 1 \, \text{Å}, c = 167 \pm 1 \, \text{Å}\)) with those of CFM1 [18], indicating that they possessed the same underlying lattice structure composed of dodecameric units (Extended Data Table 1, Extended Data Fig. 2). Crystals were dissolved in a solution lacking the precipitating agent (PEG-400) and then analysed by negative-stain transmission electron microscopy (ns-TEM; Fig. 2a, Extended Data Fig. 3). The images revealed uniform particles with a diameter of 8.5 ± 0.8 nm in the case of BMC2 but not BMC1, implying that two HA coordination motifs are necessary for cage stability. Analysis of the same BMC2 solution by analytical ultracentrifugation (AUC) indicated a predominant species with a molecular weight (MW\(\text{obs}\)) of about 140 kDa (Fig. 2b), approximating the calculated value (MW\(\text{calc}\)) of 150 kDa for a dodecamer. BMC2 particles dissociated upon treatment with ethylenediamine tetraacetic acid (EDTA), confirming their metal-dependent self-assembly (Fig. 2b, Extended Data Fig. 3).

We determined the crystal structure of the BMC2 cage at 1.4 Å resolution (Extended Data Table 1), revealing a compact structure with the shape of a truncated tetrahedron, outer dimensions of 80 × 90 Å and a cavity volume of 32,700 Å³ (Fig. 2c, Extended Data Fig. 4). Like natural protein cages, the shell is tightly packed and the largest opening measures less than 4 Å across. Nearly 30% of the surface area of each protomer (1,700 Å² out of 6,500 Å²) is buried in interfaces despite a design footprint of only four amino acids (His8, Asp12, Cys63 and Cys82).

The full complement of metal ions, comprising eight Fe ions (four each in the C82 symmetric pores) and eighteen Zn ions (six in C1 interfaces and twelve in peripheral sites) are clearly resolved (Fig. 2c). Anomalous X-ray diffraction data collected at and below Fe and Zn K-edges indicate that the designed Fe- and Zn-coordination sites exclusively bind to their cognate ions with no evidence of crosstalk (Extended Data Fig. 5, Supplementary Tables 3–6), which establishes that the metal-dependent self-assembly of BMC2 cages occurs with absolute chemical selectivity. The Fe centres form the eight C82 vertices of a triakis tetrahedron, a Catalan solid with twelve equivalent faces (Fig. 2c). It can be viewed as the superposition of two tetrahedra: four Fe centres that are coordinated by Cys63–HA motifs generate the larger of these two tetrahedra (with an edge length (\(d_{\text{FeCys}}\) of 62 Å), and four Fe centres coordinated by Cys82–HA motifs produce the smaller one (\(d_{\text{FeCys}}\) = 44 Å) (Fig. 2c). The BMC1 structure, in comparison, has a regular tetrahedral arrangement of four Fe centres as it lacks the Cys82–HA group (Extended Data Table 1, Extended Data Fig. 2).

As designed, the edges of the BMC2 tetrahedra are formed by six Zn ions located centrally in C1 interfaces (Fig. 2d). The Fe\(^{3+}\):(Cys63–HA), and Fe\(^{3+}\):(Cys82–HA), motifs display near-ideal octahedral geometries (Fig. 2d), with the former in Λ (left handed) and the latter in Δ (right handed) configuration (Extended Data Fig. 5). Notably, the Fe\(^{3+}\):(Cys82–HA) centre also adopts an alternative conformation (20% abundance) owing to the flexibility of the Cys–HA side chain (Extended Data Fig. 5k). All Fe–O bond distances are in the range of 1.95–2.1 Å, which are typical of Fe\(^{3+}\):(HA) complexes [19]. Given that a Fe\(^{3+}\) precursor was used to initiate self-assembly, and as Fe\(^{3+}\) centres have low reduction potentials (\(E_{\text{red}} \approx -400 \, \text{mV}\)) [20], this observation suggests that the protein self-assembly involves the initial formation of Fe\(^{3+}\):(HA) centres, followed by the thermodynamically favoured oxidation of these species into Fe\(^{2+}\) either by the Fe\(^{3+}\)–haem centres embedded in each protomer (see Methods) or directly by ambient O₂.

**Reversible assembly of dodecameric cages**

Despite the stability of isolated BMC2 cages, their formation required an initial crystallization step. We reasoned that slow crystal nucleation or growth kinetics and the high attendant protein and metal concentrations probably increased the fidelity and yield of the complex self-assembly process to produce a discrete supermolecule consisting of 12 protomers and 26 metal ions of two different kinds. Reasoning that strengthened Zn-mediated interactions across the C82 interface could increase the efficiency of cage self-assembly in solution, we generated two second-generation variants based on BMC2: BMC3 and BMC4 (Extended Data Figs. 1, 2b). In BMC3, the helix 1 surface was engineered to form two Zn-coordination sites (composed of His5, His8, Asp12 and His16) across the C82 interface, whereas in BMC4 three potential Zn coordination sites were engineered (one central site composed of two His8–Asp12 pairs as in BMC3 and two peripheral sites composed of Glu2, Glu5, His16 and Glu25). In BMC4, we also removed the Cys63–HA group with the purpose of eliminating any potential undesired assembly products that involve heteromeric Fe\(^{3+}\) coordination by Cys63–HA and Cys82–HA.

BMC3 indeed formed dodecameric cages in solution with high yields (>80%) as determined by ns-TEM and AUC measurements (Fig. 3a, Extended Data Fig. 3). The 1.85 Å resolution crystal structure confirmed the eight Fe centres in the vertices and the two Zn coordination sites in each C82 interface (twelve in total) as well as nine of the twelve possible
Peripheral Zn sites, which complete a [8 Fe:21 Zn:12 protomers] architecture (Fig. 3b). Notably, the self-assembly of BMC3 cages in solution was dependent on the presence of both Fe and Zn ions. The absence of either metal ion or the addition of various other first-row transition metal ions instead of Fe led to smaller oligomeric forms of BMC3 or non-specific assemblies (Fig. 3a, Extended Data Fig. 6a). BMC3 cages also formed with a Fe$^{2+}$ precursor, Fe(acetylacetonate), (Extended Data Fig. 6b). Consistent with self-assembly under thermodynamic control, the formation of dodecameric cages was independent of the order of addition of Fe or Zn ions. We determined the single-particle cryo-electron microscopy (cryo-EM) structure of isolated BMC3 cages at a resolution of 2.6 Å (Fig. 3c, Extended Data Table 2). A major portion of the assembly could be resolved at 2.0 Å or less (Extended Data Fig. 7). The self-assembly of BMC3 cages in solution through multiple stimuli: chemical, thermal or redox. BMC3 cages can passively encapsulate small fluorogenic molecules in either their lumen or inter-protemer interfaces, retain them for several days and release them upon treatment with EDTA (Extended Data Fig. 8).

### Formation of a hexameric cage

Unexpectedly, AUC measurements indicated that the other second-generation variant, BMC4, self-assembled as a hexamer upon Fe and Zn coordination, with yields exceeding 70% (Fig. 4a). The 1.50 Å resolution crystal structure of the BMC4 assembly revealed a D$_5$ symmetric, cage-like architecture with a composition of [2 Fe:9 Zn:6 protomers], outer dimensions of 75 Å × 50 Å and a cavity volume of more than 7,800 Å$^3$ (Extended Data Fig. 4). The overall shape is a trigonal bipyramidal (Fig. 4b), which is the smallest polyhedral architecture with a sizeable interior cavity that can be constructed from an asymmetric building block. The apical vertex of each pyramidal half is formed by a Fe$^{2+}$:(Cys$^{82}$–HA)$^3$ motif shared by three protomers (Fig. 4b, c). A comparison of the apical angle formed by the Fe:(Cys$^{82}$–HA)$^3$ motif mediated vertices in BMC3 and BMC4 cages.

### Table

| Molecular Weight (kDa) | Expected MW |
|------------------------|-------------|
| +Fe$^{2+}$              | 150 kDa     |
| +Zn$^{2+}$              | 150 kDa     |
| +Fe$^{2+}$ +Zn$^{2+}$   | 200 kDa     |
| +Fe$^{2+}$ +Zn$^{2+}$   | 250 kDa     |

### Figure 3

**Characterization of BMC3 cages.**

**a.** AUC characterization of BMC3 self-assembly. **b.** Surface representation of the BMC3 cage (as derived from the crystal structure), oriented to show the incorporation of two Zn ions at the C$_5$ symmetric interface. **c.** The 2.6 Å resolution cryo-EM electron density map for the BMC3 cage. **d.** Atomic details of both Zn-binding sites of the two-fold interface overlaid with the electron density m$F_c$ – DF, omit map from the crystal structure (left) and as observed for the cryo-EM structure (right). Additional side chains and waters are shown for the cryo-EM structure to emphasize the structural robustness of the interface. **e.** Overlay of the BMC3 X-ray and cryo-EM structures to highlight the isotropic expansion of the cage in the absence of crystallographic packing interactions.

### Figure 4

**Characterization of BMC4 cages.**

**a.** AUC characterization of BMC4 self-assembly. **b.** Crystal structure of the BMC4 cage. Fe and Zn ions are represented as red and blue spheres, respectively. The central cavity is highlighted by a yellow sphere. The structural skeleton formed by Fe and Zn ions is shown below the structure. **c.** Surface representations of the BMC4 cage, with metal ions shown as colored spheres. Atomic details of each metal coordination site are shown in insets, with the m$F_c$ – DF, electron density omit maps (blue mesh) contoured at 3σ. **d.** Comparison of the C$_5$ symmetric protein interfaces in different BMC constructs. Residues 8 and 12, which are common to all constructs, are coloured purple. The slippage of the two-fold helix interface to accommodate the hexameric architecture of BMC4 is indicated with red arrows. **e.** Comparison of the apical angle formed by the Fe:(Cys$^{82}$–HA)$^3$ motif mediated vertices in BMC3 and BMC4 cages.
the Cβ symmetric contact area between protomers, effectively transforming the edges in the tetrahedral BMC2 and BMC3 cages to vertices in the trigonal bipyramidal BMC4 cages. BMC4 cages exhibited similar thermal stability to BMC3 cages, with both species disassembling at below 70 °C. The thermal robustness of the BMC3 and BMC4 cages appear to be limited, at least in part, by the relative instability of the individual protomers (Extended Data Fig. 6d).

The large structural transformation is accompanied by a reduction in the apical angle formed at the Fe³⁺:(Cys82–HA)₃, mediated vertices from 101° in the BMC2 and BMC3 cages to 81° in the BMC4 cage (Fig. 4e). This observation highlights the conformational adaptability of the Fe³⁺:(Cys82–HA)₃ coordination motif, enabling it to accommodate different polyhedral geometries. Such behaviour is reminiscent of the interfacial flexibility in some icosahedral virus capsids in which the same protomer can form hexamers on capsid faces and pentamers on capsid vertices. It is worth noting that BMC4 contains all of the Zn-coordinating residues on helix 1 to form the Cβ symmetric interfaces observed in the dodecameric BMC3 cage, indicating that the self-assembly process selects an alternative interfacial arrangement of lower free energy, enabled by the reversibility of metal coordination interactions. In terms of protein design, a caveat of interfacial flexibility is that it may lead to non-specific or unintended self-assembled products, although it can also allow error correction during self-assembly and increase tolerance to design imperfections.

Conclusions

The self-assembly and function of biomolecular systems are predicated upon their specificity, stability and adaptiveness, which, in turn, are enabled by extensive networks of non-covalent interactions. Here, we have shown that fundamental concepts in inorganic coordination chemistry can be applied to achieve all of these attributes in protein self-assembly and, specifically, to construct complex polyhedral protein architectures from a simple, asymmetric building block. Despite their minimal design footprints, these cage-like architectures are distinguished by their structural compactness and responsiveness—hallmarks of evolved systems such as viral capsids. Key to our construction strategy was the reimagining of a biological coordination motif, hydroxamic acid, within a new structural context: as a new amino acid side chain with the ability to chelate hard metal ions. This example expands the growing lexicon of post-translational modifications that broaden the chemical scope of proteins.
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Methods
Synthesis of the IHA ligand
O-tritylhydroxylamine was synthesized as previously described\(^2\).
Chloroacetyl chloride (0.58 ml, 7.3 mmol) was dissolved in 2 ml CH\(_2\)Cl\(_2\) and added dropwise to a suspension of O-tritylhydroxylamine (2.0 g, 7.3 mmol) and N,N-diisopropylethylamine (2.5 ml, 14.5 mmol) in 15 ml CH\(_2\)Cl\(_2\) at 0 °C. The reaction mixture was gradually warmed to room temperature and stirred at room temperature for an hour. An additional 15 ml CH\(_2\)Cl\(_2\) was added and the reaction was extracted with H\(_2\)O (3×30 ml). The CH\(_2\)Cl\(_2\) solution was collected and evaporated to dryness. A solution containing 15 ml of CH\(_2\)Cl\(_2\), with 10% (v/v) trifluoroacetic acid was added and the solution was stirred for 30 min. The crude product was purified by silica gel chromatography using a gradient of 0−100% ethyl acetate in hexanes as the eluent. The product was visualized using a FeCl\(_3\) stain. Yield, 55%. Measured molecular weight (m/z): 108.37 [M − H\(^+\)]; calculated: 107.99 [M − H\(^+\)]. 1H NMR: (300 MHz, DMSO-\(d_6\)) \(\delta\) 162.88, \(\delta\) 40.45. 2-chloro-N-hydroxyacetamide (400 mg, 3.7 mmol) and NaI (2.7 g, 18.3 mmol) were refluxed in 30 ml acetone for 1 h. The reaction mixture was purified by silica gel chromatography with 100% ethyl acetate as the eluent and dried in vacuo. Yield, 90%. Measured molecular weight (m/z): 223.85 [M + Na\(^+\)]; calculated: 223.95 [M + Na\(^+\)]. 1H NMR: (300 MHz, DMSO-\(d_6\)) \(\delta\) 8.10.88 (s, 1H), \(\delta\) 9.15 (s, 1H), \(\delta\) 3.93 (s, 2H). 13C NMR: (500 MHz, DMSO-\(d_6\)) \(\delta\) 162.88, \(\delta\) 40.45. 2-chloro-A-hydroxyacetamide (400 mg, 3.7 mmol) and NaI (2.7 g, 18.3 mmol) were refluxed in 30 ml acetone for 1 h. The reaction mixture was purified by silica gel chromatography with 100% ethyl acetate as the eluent and dried in vacuo. Yield, 90%. Measured molecular weight (m/z): 223.85 [M + Na\(^+\)]; calculated: 223.95 [M + Na\(^+\)]. 1H NMR: (300 MHz, DMSO-\(d_6\)) \(\delta\) 8.10.81 (s, 1H), \(\delta\) 9.09 (s, 1H), \(\delta\) 3.51 (s, 2H). 13C NMR: (500 MHz, DMSO-\(d_6\)) \(\delta\) 164.83, \(\delta\) 6 -2.01.

Protein expression and purification
All constructs (Supplementary Table 1) were derived from the parent pET-20b(+) plasmid containing the CFMC1 gene via site-directed mutagenesis as previously described\(^3\). The appropriate plasmids were transformed into BL21(DE3) Escherichia coli (New England Biolabs) housing a CCM (cytochrome C maturation) cassette containing a chloramphenicol-resistance marker and expressed as previously described\(^28,33,34\). The appropriate plasmids (pET-20b(+) plasmid containing the par-...
annealing omit maps (metal atoms and side chain ligands) were generated for each metal binding site and model accuracy was assessed critically against these omit maps. Electron density maps were generated using Phenix and all molecular graphics images were produced with either Pymol or the UCSF ChimeraX package from the Computer Graphics Laboratory, University of California, San Francisco18.

Crystallographic metal content analysis
Metal ions, with their relatively high-energy inner electrons, can absorb and resonate with soft X-rays; this leads, among other effects, to differences in the intensity of otherwise centro-symmetric Bragg diffraction peaks used for X-ray crystallography. Density maps calculated from these differences are routinely used to locate and identify metal ions in protein crystals. The magnitude of this anomalous X-ray diffraction varies with the X-ray energy, with stark differences around the energies of the K- and L-shell electrons of the respective elements allowing one to discern between elements at a position in question, if diffraction datasets are measured at the appropriate wavelengths. For a visual analysis of the bound metals, the scaled datasets of different wavelengths were used separately as an input for a single phenix.refine run, each with the final model of the highest resolution dataset. Importantly, only the B-factor or occupancy were allowed to change during refinement, resulting in anomalous difference density maps for each wavelength. Using these maps, isomorphous difference maps from data at wavelengths above and below the respective element K-edges were generated (if applicable) with Phenix and were inspected manually (Extended Data Fig. 3).

To gain a more quantitative understanding of the identity of the bound metals for each site, the anomalous difference signal of each dataset was used to generate CCP4 format maps with phenix.mtz2map. The generated maps were used subsequently as inputs to calculate the mean signal in a sphere of 1 Å radius centred on each metal atom with the program MAPMAN (Uppsala Software Factory). For each pair of datasets above and below a metal-absorption edge, the ratio of the anomalous signal above and below the edge for every metal atom was tabulated. The experimental ratio was compared to the theoretical ratio for both Fe and Zn (Extended Data Fig. 3) according to http://skuld.bmsc.washington.edu/scatter, as calculated using the Cromer and Liberman approximation. Theoretical ratios were also calculated for hypothetically mixed occupancy Fe/Zn metal sites and compared to experimentally observed values (Supplementary Tables 3–6).

Protein cage sample preparation
Self-assembled cages. All samples were prepared in a low-O2 atmosphere (Coy glovebox) to minimize undesired oxidation of Fe2⁺ ions before self-assembly. Protein solutions containing 20 μM BMC3 or 100 μM BMC4 in 20 mM Tris (pH 8.5) were incubated with either 20 μM FeSO₄ and 60 μM ZnCl₂ for BMC3, or 50 μM FeSO₄ and 200 μM ZnCl₂ for BMC4 for 2–3 h to yield the metallated cages. We note that the addition of FeSO₄ was followed by a small but observable change in the colour of the solution from red to pink, attributed to a shift of the haem Soret band to longer wavelengths, which suggested reduction of the haem by the ferrous ions and generation of ferric ions in close proximity to HA group(s). The final BMC3 solutions were then concentrated sevenfold before overnight incubation to improve the total cage yield. After self-assembly, the resulting solutions were diluted back to their original concentrations with the self-assembly buffer before characterization.

Dissolved crystals. Fe:Zn BMC1 and Fe:Zn BMC2 crystals were dissolved using buffer containing 100 mM HEPES (pH 7.5), 200 mM MgCl₂, and 800 μM ZnCl₂. Mature crystals were removed from their pedestal droplet, briefly submerged in fresh buffer to remove uncrytalized protein and surface-bound precipitates, and transferred into a new sitting drop crystallization well containing 8 μl buffer solution. The crystals were physically crushed with a small metal scalpel and vigorously pipetted until a large portion of the crystals dissolved. Undissolved crystals were removed by centrifugation (10,000 rpm for 5 min at 25 °C), yielding a light-red supernatant and dark-red precipitate.

Negative-stain transmission electron microscopy
A 4-μl droplet of BMC cages (either self-assembled or from dissolved crystals) was deposited onto formvar/carbon-coated Cu grids (Ted Pella) (pretreated by negative-mode glow discharge up to 15 min beforehand) and allowed to dry for 5 min. The grids were then washed with 50 μl MilliQ water, blotted using Whatman filter paper and stained using 2% uranyl acetate solution in water and blotted again. Grids were imaged using a FEI Sphera transmission electron microscope operating at 200 keV, equipped with an LaB₆ filament and a Gatan 4K CCD camera. Micrographs were collected using objective-lens underfocus settings ranging from 250 nm to 2 μm and analysed using Fiji (http://fiji.sc/Fiji).

Oligomerization state determination using AUC
Sedimentation velocity measurements were performed at 41,000 rpm and 25 °C using an XL-1 analytical ultracentrifuge (Beckman Coulter) equipped with an AN-60 Ti rotor. Data processing was performed using SEDfit44 with the following parameters as calculated using SEDNTERP: viscosity: 0.0100 poise, density: 0.9985 g/ml (self-assembled samples) or viscosity: 0.011391 poise, density: 1.0196 g/ml (dissolved crystals), and a partial specific volume of 0.7313 ml/g for all samples. All reported results correspond to a confidence level of 0.95.

Preparation of samples involving crystal dissolution
Dissolved crystal samples (BMC1 and BMC2), prepared as described above at ambient conditions, were diluted to 350 μl with 10 mM HEPES (pH 7.5), 200 mM MgCl₂, and 800 μM ZnCl₂. The solution was clarified by brief centrifugation in order to remove crystal debris and the supernatant was placed inside the cells.

Calculation of BMC void volumes
Structures of complete cage assemblies for BMC2, BMC3 and BMC4 were generated via the application of crystallographic symmetry operations to the fully refined asymmetric unit of each construct. These coordinates were centred at the origin and stripped of waters, hydrogen atoms, alternative conformations and crystallization reagents (PEG-400). Volumetric maps and volumes for the internal cavity of each cage were calculated using VOIDOO45, and are reported as the solvent-accessible volume for a 1.4 Å rolling probe on a 0.25 Å grid spacing for all constructs. The cavity volumes using these parameters were determined to be approximately 32,700 Å³ (BMC2), 32,700 Å³ (BMC3) and 7,900 Å³ (BMC4).

Solution self-assembly, disassembly and thermal stability of BMC3 and BMC4
Assembled samples were prepared as described above and placed inside the AUC measurement cells anaerobically (20 μM BMC3 and 100 μM BMC4). Disassembly of the cages via metal-ion removal was performed by treating the protein cages with 2 mM EDTA for 1 h. Redox-controlled disassembly of the protein commenced by the addition of either 5 mM sodium dithionite or 5 mM sodium ascorbate to the cage solution anaerobically and subsequent incubation of the samples at around 22 °C for 16 h. Samples were then loaded into the AUC measurement cell.

For thermal stability measurements, samples were placed in a thermostatted chamber preequilibrated at the appropriate temperature for 2 h, and subsequently removed from the chamber and equilibrated at room temperature for 30 min before AUC analysis. Circular dichroism (CD) spectra were measured using an Aviv 215 spectrometer. CD measurements were performed using 10 μM protein in a buffered solution containing 20 mM Tris (pH 8.5). Thermal melts were measured at 222 nm at a 1 nm slit width, scanning at 1-nm intervals with a 1-s integration time. Measurements were taken from 25 °C to 85 °C at 2-degree intervals.
with a 2 min equilibration at each temperature. Unfolding data were fit to a two-state model with van’t Hoff’s enthalpy using the CalFitter web server46.

Cryo-EM sample preparation
Self-assembled BMC3 cages were removed from the anaerobic Coy chamber immediately before grid preparation. A 3.5-μl aliquot of self-assembled BMC3 cages was dropped onto holey carbon grids (Electron Microscopy Sciences, Quantifoil R1.2/1.3 holey carbon on 300 mesh copper) that had been freshly glow-discharged for 30 s. The initial application of the sample was side blotted manually with Whatman No. 1 filter paper immediately followed by a secondary application of a 3.5-μl aliquot, blotted for 3.5 s and plunge-frozen in liquid ethane cooled by liquid nitrogen using a Vitrobot Mark IV (FEI).

Cryo-EM data acquisition and image processing
Samples were imaged on a Titan Krios G3 transmission electron microscope (FEI) operating at 300 kV equipped with a K2 Summit direct electron detector (Gatan) and a GIF Quantum energy filter. The slit-width of the energy filter was set to 10 eV. Movies were collected at a magnification of 165,000× in EFTEM mode giving a physical pixel size of 0.84 Å/pixel. In total, 4,672 movie stacks (50 frames/movie) were collected using a 10 s exposure at a dose rate of 1.2 e−/Å² per frame for a total electron dose of 60 e−/Å² per movie. Objective-lens underfocus settings varied between 0.6 μm and 1.6 μm. Data collection was performed using software EPU (FEI). All image processing was performed in the Relion-3.0 pipeline46. Motion correction and dose weighting were performed using MotionCor248, and defocus values were estimated with Gctf49 using a pixel size of 0.8 Å/pixel. A total of 3,513 movie stacks were selected following motion correction and CTF estimation, and 805,156 particles were auto-picked using RELION-3.0. Particle images were extracted and binned by 2 (1.6 Å/pixel, 100 pixel box size) and subjected to two-dimensional (2D) classification. A total of 444,247 particles were selected corresponding to good 2D class averages and subjected to three-dimensional (3D) classification imposing T symmetry and using an initial model generated from a subset of the particles. A total of 129,653 particles were chosen from a 3D class showing strong secondary-structural elements and subjected to 3D auto-refinement with T symmetry. The particles were re-centred and re-extracted to their original pixel size of 0.8 Å/pixel. These particles were subjected to 3D auto-refinement with T symmetry and the yield map was then postprocessed towards 2.6 Å resolution based on the gold-standard Fourier shell correlation (FSC) 0.143 criterion. The pixel size of the map was manually adjusted using Relion image handler to match the physical pixel size of the images. Local resolution was calculated in Relion 3.0 using ResMap40.

Model building and refinement
The BMC3 crystal structure (PDB ID: 60T7) stripped of hydrogens and waters was used as an initial model and manually docked into the cryo-EM density using UCSF Chimera21. The structural model was subject to real space refinement in Phenix against the cryo-EM map with geometry restraints for the Fe-binding sites and molecular coordinates for the Cys–HA ligand. The atomic model was manually improved using Coot. Tightly bound waters were identified based on clear density in the EM density map. Whereas the structural flexibility of the hydroxamate sites manifested in poor electron density, the twofold interface was much more rigid and unambiguous density was observed for Zn-binding. A tryptophan at the 66 position, which had shown high-temperature factors in the BMC3 crystal structure, was identified in multiple conformations in the EM density map. The final model was subjected to real space refinement using Phenix38 and evaluated using MolProbity22. All molecular graphics images were rendered in PyMol or UCSF ChimeraX.

Encapsulation of rhodamine in BMC3 cages
BMC3 cages were self-assembled in a low-O2 atmosphere in the presence of rhodamine for the passive encapsulation of the dye. Solutions containing 20 µM BMC3 were incubated with 20 µM FeSO₄, 60 µM ZnCl₂, and 2 mM rhodamine. A control sample was prepared in the absence of added metal ions (20 µM BMC3 incubated with 2 mM rhodamine). Samples were incubated for 2–3 h and concentrated sevenfold before overnight incubation. Protein solutions were buffer exchanged on a PD-10 desalting column using a buffer containing 20 mM Tris (pH 8.5) (with 5 µM FeSO₄ and 10 µM ZnCl₂, supplemented for solutions already containing metal ions) to separate unassociated dye from protein. Cage solutions were split in two: one half was treated with 1 mM EDTA and incubated for 2 h before washing. All protein solutions were additionally washed three times using a centrifugal filter to completely remove any remaining free rhodamine.

Fluorescence measurements were performed using 6 µM protein solutions after the previously mentioned wash steps. For each sample, an excitation wavelength of 555 nm with a 2 nm slit width was used and emission was measured between 560 and 650 nm with a 2 nm slit width and 0.2 s integration time. For the time-course experiments, cages encapsulating rhodamine were washed three times after 4 days and after 7 days and diluted to 6 µM before fluorescence measurements. AUC measurements were performed at the λₘₜ (415 nm) and at the λₑₘax of rhodamine (555 nm) to assess whether there was a sufficiently large rhodamine signal associated with BMC3 cages. Ultraviolet-visible light (UV-vis) absorbance measurements were performed on each solution to measure the protein and rhodamine concentrations. Difference spectra were taken between each rhodamine-incubated sample and BMC3 protomer to eliminate any background signal.

Statistics and reproducibility
All reported samples represent technical replicates. The ns-TEM micrograph of BMC2 cages after 3D crystal dissolution (Fig. 2a) is representative of experiments repeated independently four times. AUC experiments for BMC2 (Fig. 2b) were performed in duplicate. Self-assembly of BMC3 cages and subsequent AUC characterization (Fig. 3a) were performed the following number of times: BMC3 protomer (n = 2), +Fe²⁺ (n = 4), +Zn²⁺ (n = 4), +Fe³⁺, +Zn²⁺ (n = 6). Self-assembly of BMC4 cages and subsequent AUC characterization (Fig. 4a) was performed the following number of times: BMC4 protomer (n = 2), +Fe²⁺ (n = 1), +Zn²⁺ (n = 1), +Fe³⁺, +Zn²⁺ (n = 5). Mass spectra (Extended Data Fig. 1c–f) were collected in duplicate for native and HA-labelled proteins; AUC experiments were performed in duplicate. TEM characterization of BMC constructs (Extended Data Fig. 3) were performed the following number of times: dissolved BMC1 crystals (n = 1), dissolved BMC2 crystals (n = 4), BMC2 +EDTA (n = 2), self-assembled BMC3 cages (n = 5), BMC3 +EDTA (n = 4). AUC experiments following the incubation of BMC3 with first-row transition metals (Extended Data Fig. 6a) were performed in duplicate. Self-assembly of BMC3 in the presence of Fe(acetylacetonate) (Extended Data Fig. 6b) was performed in duplicate. BMC3 cage disassembly in the presence of EDTA (Extended Data Fig. 6c) was performed in triplicate. AUC characterization of BMC variants after equilibration at different temperatures (Extended Data Fig. 6d) was performed the following number of times: BMC3 at 50 °C (n = 2), BMC3 at 70 °C (n = 2), BMC4 at 30 °C (n = 3), BMC4 at 70 °C (n = 3), BMC4 at 90 °C (n = 3). Thermal unfolding of BMC variants as measured by CD spectroscopy (Extended Data Fig. 6d) was performed in duplicate. Treatment of BMC3 cages with chemical reductants (Extended Data Fig. 6e) was performed in duplicate. Cryo-EM characterization of BMC3 cages was performed after collecting 4,672 movie stacks. Extended Data Figure 7a shows a representative micrograph and three representative 2D class averages. Fluorescence characterization of BMC3 samples incubated with rhodamine were performed (Extended Data Fig. 8a) in triplicate. AUC characterization
of BMC3 cages encapsulating rhodamine (Extended Data Fig. 8b) was performed in duplicate. UV-vis characterization of BMC3 samples incubated with rhodamine (Extended Data Fig. 8c, d) was performed in triplicate. Repeated fluorescence characterization of a solution containing BMC3 cages encapsulating rhodamine (Extended Data Fig. 8e) was performed in duplicate.

**Reporting summary**
Further information on research design is available in the Nature Research Reporting Summary linked to this paper.

**Data availability**
The principal data supporting the findings of this work are available within the figures and the Supplementary Information. Additional data that support the findings of this study are available from the corresponding author on request. Structural data obtained by X-ray crystallography and cryo-EM have been deposited into the RCSB PDB and EMDB data banks with the following accession codes: 6OT4 (BMC2), 6OT7 (BMC3), 6OT8 (BMC4), 6OT9 (BMC1) and 6OVH (BMC3 cryo-EM) in the PDB or EMD-20212 at The Electron Microscopy Data Bank.
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Extended Data Fig. 1 | Characterization of the IHA ligand and the BMC constructs. a, b, NMR spectra of N-hydroxy-2-iodoacetamide in DMSO-\textit{d}_6 for $^1$H (a) and $^{13}$C (b). c–f, ESI-MS of as-isolated and HA-functionalized BMC constructs, and AUC profiles of HA-functionalized protomers for BMC1 (c), BMC2 (d), BMC3 (e) and BMC4 (f). The calculated masses for each unlabelled protein are determined by summing the mass of the polypeptide sequence and the c-type haem (618 Da) covalently linked to the cytochrome.
Extended Data Fig. 2 | Structural comparison of CFMC1 and BMC1 cages.

a. The symmetric substructures of the CFMC1 dodecameric unit and its per-protomer SASA and BSA values. Associative surfaces on the protomers are coloured red for homologous interactions and red/orange or blue/cyan for heterologous interactions (right).

b. Summary of engineered metal-coordination motifs for BMC constructs (see Supplementary Table 1 for all mutations).

c, d. Comparison of $C_3$ and $C_4$ symmetric interfaces and corresponding metal binding sites for CFMC1 (c) and BMC1 (d). Full cages are shown as surfaces; insets show details of each interface. Fe and Zn ions are represented as orange and teal spheres, respectively.

e. Cartoon representation of a full-size BMC1 cage with all metal ions shown as spheres. PDB ID: 3M4B (CFMC1), 6OT9 (BMC1).
Extended Data Fig. 3 | ns-TEM characterization of BMC constructs.

a, b. Dissolved Fe:Zn:BMC1 (a) and Fe:Zn:BMC2 crystals (b) in a buffer containing 100 mM HEPES (pH 7.5), 200 mM MgCl₂ and 800 μM ZnCl₂. 

c. Self-assembled Fe:Zn:BMC3 cages in a buffer containing 20 mM Tris (pH 8.5), 20 μM FeSO₄ and 60 μM ZnCl₂. Histograms in b, c reflect the size distributions of Fe:Zn:BMC2 and Fe:Zn:BMC3 cage diameters as measured from ns-TEM images. Gaussian fits to both distributions are drawn as solid lines along with their centres and standard deviations reported. Scale bars, 50 nm.
Extended Data Fig. 4 | Cavity volumes of BMC cages. Solvent-accessible cavity volumes within BMC cages as calculated by a 1.4 Å rolling probe are shown visually as blue meshes and reported numerically below. Spherical cavities, shown as yellow spheres in Figs. 2, 4, are reproduced for comparison to the calculated volumes. BMC proteins are represented as transparent cylinders.
Extended Data Fig. 5 | Anomalous densities of engineered metal binding sites and conformational flexibility of Cys82–HA site. a–j. Cartoon and stick representations of the symmetric interfaces of BMC1 (a, b), BMC2 (c–e), BMC3 (f–h) and BMC4 (i, j) showing the engineered metal binding sites with the C63–HA ligands (a, c, f), C82–HA ligands (d, g, i) and Zn binding sites (b, e, h, j). The difference in the anomalous signal between pairs of datasets above and below the K-shell energy of Zn and Fe, respectively, are depicted as blue or orange meshes. A strong signal illustrates a strong change in anomalous signal across the respective edge, in turn suggesting the presence of the respective metal. The top right corner of each panel indicates the energies of the datasets used for the map of the respective colour. All anomalous difference maps are contoured at 3σ. As datasets around the Fe-edge were not available for BMC1 and BMC3 (necessitating calculations using anomalous difference density of singular datasets), the calculated \( f'' \) values for Zn at 7.3 and 9.3 keV are 0.82 and 0.52 (that is, non-zero) and thus some residual anomalous signal of the lower energy maps around the Zn atoms is expected to result even from strictly selective Zn loading. For a more quantitative analysis of the nature of the bound metal, ratios of the anomalous signal to the expected values (bottom left corner of each panel) were calculated as described in the Methods. k. Stick presentation of the BMC2 Cys82–HA binding site in both alternative conformations with the anomalous difference density over the Fe-edge shown as orange mesh and a simulated annealing omit map (omitting all C82–HA atoms and Fe) of the normal electron density as light blue mesh contoured at 2σ. For all Cys–HA binding sites, arrows indicate the handedness of the binding site as Λ (right handed) or Δ (left handed). The reversion of handedness in k with the respective view angle is indicated by arrows. Colour code for atoms in all panels: Fe in orange, Zn in blue, S in yellow, O in red and N in dark blue.
Extended Data Fig. 6 | Solution characterization of self-assembled BMC3 and BMC4 cages. a–c, The oligomerization state of BMC3 cages as monitored by AUC measurements following incubation with various first-row transition metal ions (a), incubation with Zn$^{2+}$ and Fe$^{3+}$ (Fe(acetylacetonate)) (b) and disassembly via sequestration of metal ions by EDTA (c). d, AUC profiles of BMC variants after equilibration for 2 h at the indicated temperatures (top). Thermal unfolding of BMC variants as measured by circular dichroism spectroscopy at 222 nm (bottom). e, AUC profiles of BMC following treatment with chemical reductants of different reduction potentials (left). ns-TEM micrographs (middle and right) are shown for cage samples incubated with the corresponding chemical reductants.
Extended Data Fig. 7 | Cryo-EM analysis of BMC3 cages. a, Representative cryo-EM micrograph and 2D class averages. b, Flowchart detailing image processing from collected movie stacks to final map. Additional details can be found in the Methods. c, FSC curves calculated between the half-maps (black line), atomic model to the unmasked full map (purple line) and atomic model to the masked full map (blue line). Resolution values are indicated at the gold-standard FSC 0.143 criterion. d, Local resolution estimates of the final reconstruction calculated using ResMap. e, Electron density shown at BMC3 C₃ interfaces highlighting poorly resolved density (reflecting high flexibility) at hydroxamate sites and multiple conformations of W66.
Extended Data Fig. 8 | Encapsulation of rhodamine inside BMC3 cages.

**a**, Fluorescence characterization of BMC3 samples incubated with rhodamine. Cages encapsulating rhodamine were treated with EDTA and washed before measuring fluorescence intensity. **b**, AUC profiles of cages encapsulating rhodamine monitored at the haem Soret absorption maximum ($\lambda_{\text{max}} = 415$ nm) and rhodamine absorption maximum ($\lambda_{\text{max}} = 555$ nm). **c**, UV-vis characterization of BMC3 samples incubated with rhodamine. **d**, Difference spectra of BMC3 samples and BMC3 protomer shown in **c**. Free rhodamine dissolved in buffer is shown as dark-red dashes. **e**, Repeated fluorescence characterization of a solution containing BMC3 cages encapsulating rhodamine over several days. The sample was washed three times before each fluorescence measurement.
|                        | BMC1                | BMC2                | BMC3                | BMC4                |
|------------------------|---------------------|---------------------|---------------------|---------------------|
| **Data collection**    |                     |                     |                     |                     |
| Space group            | R 3 2               | R 3 2               | R 3 2               | P 6, 2 2            |
| Cell dimensions        |                     |                     |                     |                     |
| $a, b, c$(Å)           | 125.6, 125.6, 166.4 | 126.1, 126.1, 168.2 | 126.7, 126.7, 167.8 | 87, 87, 63.3        |
| $\alpha, \beta, \gamma$ (°) | 90, 90, 120        | 90, 90, 120        | 90, 90, 120        | 90, 90, 120         |
| Resolution (Å)         | 39.92 – 2.40        | 39.25 – 1.40        | 91.83 – 1.85        | 48.47 – 1.50        |
|                        | (2.46 – 2.40)       | (1.44 – 1.40)       | (1.90 – 1.85)       | (1.54 – 1.50)       |
| No. Reflections Observed | 393414 (28956)      | 1863896 (88779)     | 885564 (66924)      | 734764 (18399)      |
| No. Reflections Unique | 38245 (2875)        | 195424 (14465)      | 85783 (6342)        | 37652 (1334)        |
| $R_{merge}$            | 0.185 (2.986)       | 0.056 (1.830)       | 0.096 (2.377)       | 0.053 (1.936)       |
| $I/\sigma I$           | 8.1 (0.96)          | 20.3 (0.84)         | 13.7 (1.04)         | 26.6 (1.23)         |
| $CC1/2$                | 0.998 (0.501)       | 1.000 (0.410)       | 0.999 (0.468)       | 1.000 (0.480)       |
| Completeness (%)       | 99.81 (100.00)      | 99.37 (98.9)        | 100.00 (100.00)     | 87.66 (42.2)        |
| Redundancy             | 10.29 (10.01)       | 9.54 (6.138)        | 10.32 (10.54)       | 19.51 (13.94)       |
| Wilson B(Å)$^2$        | 52                  | 19                  | 36                  | 29                  |
| **Refinement**         |                     |                     |                     |                     |
| Resolution (Å)         | 36.37 – 2.40        | 31.54 – 1.40        | 91.83 – 1.85        | 48.47 – 1.50        |
|                        | (2.43 – 2.40)       | (1.42 – 1.40)       | (1.86 – 1.85)       | (1.53 – 1.50)       |
| No. reflections        | 38194 (1286)        | 195270 (8377)       | 85755 (3974)        | 37642 (810)         |
| $R_{free}/R_{work}$    | 0.2174/0.2718       | 0.1659/0.1909       | 0.1826/0.2106       | 0.1900/0.2181       |
| No. atoms              |                     |                     |                     |                     |
| Protein                | 3292                | 3502                | 3459                | 925                 |
| Ligand/ion             | 200                 | 244                 | 240                 | 58                  |
| Water                  | 19                  | 786                 | 342                 | 124                 |
| B-factors(Å)$^2$       |                     |                     |                     |                     |
| Protein                | 70                  | 24                  | 41                  | 42                  |
| Ligand/ion             | 68                  | 22                  | 43                  | 35                  |
| Water                  | 63                  | 37                  | 46                  | 49                  |
| R.m.s. deviations      |                     |                     |                     |                     |
| Bond lengths(Å)        | 0.010               | 0.011               | 0.009               | 0.013               |
| Bond angles (°)        | 1.29                | 1.33                | 1.15                | 1.33                |
| Clashscore             | 7                   | 5                   | 7                   | 10                  |
| Ramachandran favored (%) | 100               | 100                 | 100                 | 97                  |
| Ramachandran allowed (%) | 0                | 0                   | 0                   | 3                   |
| Ramachandran outliers (%) | 0                | 0                   | 0                   | 0                   |
| Rotamer outliers (%)   | 1                   | 2                   | 2                   | 1                   |

Numbers in parentheses correspond to the highest-resolution shell.
Extended Data Table 2 | Cryo-EM data collection, processing, and refinement statistics

| Data collection and processing |  |
|-------------------------------|---|
| Magnification | 165,000x |
| Voltage (kV) | 300 |
| Electron dose (e/Å²) | 60 |
| Exposure rate (e/Å²/s) | 6 |
| Defocus range (μm) | 0.84 |
| Pixel size (Å) | 0.3 – 2.7 |
| Symmetry imposed | T |
| Total extracted particles (no.) | 805,156 |
| Final refined particles (no.) | 25,391 |
| Map resolution (Å) | 2.57 |
| FSC 0.143 (unmasked/masked) | 2.62/2.57 |
| Map resolution range (Å) | ≈ 2.57 |
| Applied B-factor (Å²) | -79 |

Refinement

| Initial model used (PDB code) | 6OT7 |
| Model resolution (Å) | 2.57 |
| FSC 0.5 (unmasked/masked) | 2.74/2.72 |
| FSC 0.143 (unmasked/masked) | 2.62/2.57 |
| Model resolution range (Å) | ≈ 2.57 |
| Map sharpening B factor (Å²) | -79 |
| Model composition |  |
| Non-hydrogen atoms | 10895 |
| Protein residues | 1272 |
| Ligand/ion | 68 |
| Water | 171 |
| B-factors (Å²) |  |
| Protein | 51 |
| Ligand/ion | 59 |
| Water | 48 |
| R.m.s. deviations |  |
| Bond lengths (Å) | 0.007 |
| Bond angles (°) | 0.876 |

Validation

| MolProbity score | 1.33 |
| Clashscore | 1.15 |
| Rotamer outliers (%) | 4.55 |

Ramachandran plot

| Favored (%) | 99.04 |
| Allowed (%) | 0.96 |
| Disallowed (%) | 0.00 |
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| Sample size | No sample size calculation was performed. The various sample sizes (n) for the different experiments was selected as no significant difference was observed between technical replicates |
|-------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Data exclusions | No data was excluded                                                                                                                                                                             |
| Replication  | All results from the experiments were successfully replicated.                                                                                                                                    |
| Randomization | No randomization was performed as it is not relevant to the current study.                                                                                                                        |
| Blinding     | No blinding was performed as it is not relevant to the current study.                                                                                                                            |

## Behavioural & social sciences study design

All studies must disclose on these points even when the disclosure is negative.

| Study description | Briefly describe the study type including whether data are quantitative, qualitative, or mixed-methods (e.g. qualitative cross-sectional, quantitative experimental, mixed-methods case study). |
|-------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Research sample   | State the research sample (e.g. Harvard university undergraduates, villagers in rural India) and provide relevant demographic information (e.g. age, sex) and indicate whether the sample is representative. Provide a rationale for the study sample chosen. For studies involving existing datasets, please describe the dataset and source. |
| Sampling strategy | Describe the sampling procedure (e.g. random, snowball, stratified, convenience). Describe the statistical methods that were used to predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient. For qualitative data, please indicate whether data saturation was considered, and what criteria were used to decide that no further sampling was needed. |
| Data collection   | Provide details about the data collection procedure, including the instruments or devices used to record the data (e.g. pen and paper, computer, eye tracker, video or audio equipment) whether anyone was present besides the participant(s) and the researcher, and whether the researcher was blind to experimental condition and/or the study hypothesis during data collection. |
| Timing            | Indicate the start and stop dates of data collection. If there is a gap between collection periods, state the dates for each sample cohort.                                                                 |
| Data exclusions   | If no data were excluded from the analyses, state so OR if data were excluded, provide the exact number of exclusions and the rationale behind them, indicating whether exclusion criteria were pre-established. |
| Non-participation | State how many participants dropped out/declined participation and the reason(s) given OR provide response rate OR state that no participants dropped out/declined participation. |
| Randomization     | If participants were not allocated into experimental groups, state so OR describe how participants were allocated to groups, and if allocation was not random, describe how covariates were controlled. |

## Ecological, evolutionary & environmental sciences study design

All studies must disclose on these points even when the disclosure is negative.

| Study description | Briefly describe the study. For quantitative data include treatment factors and interactions, design structure (e.g. factorial, nested, hierarchical), nature and number of experimental units and replicates. |
|-------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
**Research sample**
Describe the research sample (e.g. a group of tagged Passer domesticus, all Stenocereus thurberi within Organ Pipe Cactus National Monument), and provide a rationale for the sample choice. When relevant, describe the organism taxon, source, sex, age range and any manipulations. State what population the sample is meant to represent when applicable. For studies involving existing datasets, describe the data and its source.

**Sampling strategy**
Note the sampling procedure. Describe the statistical methods that were used to predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient.

**Data collection**
Describe the data collection procedure, including who recorded the data and how.

**Timing and spatial scale**
Indicate the start and stop dates of data collection, noting the frequency and periodicity of sampling and providing a rationale for these choices. If there is a gap between collection periods, state the dates for each sample cohort. Specify the spatial scale from which the data are taken.

**Data exclusions**
If no data were excluded from the analyses, state so OR if data were excluded, describe the exclusions and the rationale behind them, indicating whether exclusion criteria were pre-established.

**Reproducibility**
Describe the measures taken to verify the reproducibility of experimental findings. For each experiment, note whether any attempts to repeat the experiment failed OR state that all attempts to repeat the experiment were successful.

**Randomization**
Describe how samples/organisms/participants were allocated into groups. If allocation was not random, describe how covariates were controlled. If this is not relevant to your study, explain why.

**Blinding**
Describe the extent of blinding used during data acquisition and analysis. If blinding was not possible, describe why OR explain why blinding was not relevant to your study.

**Field work, collection and transport**

**Field conditions**
Describe the study conditions for field work, providing relevant parameters (e.g. temperature, rainfall).

**Location**
State the location of the sampling or experiment, providing relevant parameters (e.g. latitude and longitude, elevation, water depth).

**Access and import/export**
Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and in compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing authority, the date of issue, and any identifying information).

**Disturbance**
Describe any disturbance caused by the study and how it was minimized.

**Reporting for specific materials, systems and methods**
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

| Materials & experimental systems | Methods |
|---------------------------------|---------|
| n/a | Involved in the study |
| x | Antibodies |
| x | Eukaryotic cell lines |
| x | Palaeontology |
| x | Animals and other organisms |
| x | Human research participants |
| x | Clinical data |
| n/a | Involved in the study |
| x | ChiP-seq |
| x | Flow cytometry |
| x | MRI-based neuroimaging |

**Antibodies**

**Antibodies used**
Describe all antibodies used in the study, as applicable, provide supplier name, catalog number, clone name, and lot number.

**Validation**
Describe the validation of each primary antibody for the species and application, noting any validation statements on the manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.
Eukaryotic cell lines

Policy information about cell lines

Cell line source(s)  State the source of each cell line used.

Authentication  Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.

Mycoplasma contamination  Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.

Commonly misidentified lines  (See ICCLAC register) Name any commonly misidentified cell lines used in the study and provide a rationale for their use.

Palaeontology

Specimen provenance  Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the issuing authority, the date of issue, and any identifying information).

Specimen deposition  Indicate where the specimens have been deposited to permit free access by other researchers.

Dating methods  If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are provided.

Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

Animals and other organisms

Policy information about studies involving animals: ARRIVE guidelines recommended for reporting animal research

Laboratory animals  For laboratory animals, report species, strain, sex and age OR state that the study did not involve laboratory animals.

Wild animals  Provide details on animals observed in or captured in the field; report species, sex and age where possible. Describe how animals were caught and transported and what happened to captive animals after the study (if killed, explain why and describe method, if released, say where and when) OR state that the study did not involve wild animals.

Field-collected samples  For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

Ethics oversight  Identify the organisation(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Human research participants

Policy information about studies involving human research participants

Population characteristics  Describe the covariate-relevant population characteristics of the human research participants (e.g. age, gender, genotypic information, past and current diagnosis and treatment categories). If you filled out the behavioural & social sciences study design questions and have nothing to add here, write “See above.”

Recruitment  Describe how participants were recruited. Outline any potential self-selection bias or other biases that may be present and how these are likely to impact results.

Ethics oversight  Identify the organisation(s) that approved the study protocol.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data

Policy information about clinical studies

All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration  Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.

Study protocol  Note where the full trial protocol can be accessed OR if not available, explain why.

Data collection  Describe the settings and locales of data collection, noting the time periods of recruitment and data collection.
Outcomes

Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures.

### ChIP-seq

#### Data deposition

- [ ] Confirm that both raw and final processed data have been deposited in a public database such as GEO.
- [ ] Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

#### Data access links

*May remain private before publication.*

For "initial submission" or "revised version" documents, provide reviewer access links. For your "final submission" document, provide a link to the deposited data.

#### Files in database submission

Provide a list of all files available in the database submission.

#### Genome browser session

Provide a link to an anonymized genome browser session for "initial submission" and "revised version" documents only, to enable peer review. Write "no longer applicable" for "final submission" documents.

### Methodology

#### Replicates

Describe the experimental replicates, specifying number, type and replicate agreement.

#### Sequencing depth

Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of reads and whether they were paired- or single-end.

#### Antibodies

Describe the antibodies used for the ChIP-seq experiments as applicable, provide supplier name, catalog number, clone name, and lot number.

#### Peak calling parameters

Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and index files used.

#### Data quality

Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold enrichment.

#### Software

Describe the software used to collect and analyze the ChIP-seq data. For custom code that has been deposited into a community repository, provide accession details.

### Flow Cytometry

#### Plots

- [ ] The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).
- [ ] The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).
- [ ] All plots are contour plots with outliers or pseudocolor plots.
- [ ] A numerical value for number of cells or percentage (with statistics) is provided.

#### Methodology

#### Sample preparation

Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

#### Instrument

Identify the instrument used for data collection, specifying make and model number.

#### Software

Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a community repository, provide accession details.

#### Cell population abundance

Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the samples and how it was determined.

#### Gating strategy

Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.

[ ] Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.
# Magnetic resonance imaging

## Experimental design

| Design type | Indicate task or resting state, event-related or block design. |
|-------------|---------------------------------------------------------------|
| Design specifications | Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial or block (if trials are blocked) and interval between trials. |
| Behavioral performance measures | State number and/or type of variables recorded (e.g. correct button press, response time) and what statistics were used to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across subjects). |

## Acquisition

| Imaging type[s] | Specify: functional, structural, diffusion, perfusion. |
| Field strength | Specify in Tesla |
| Sequence & imaging parameters | Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size, slice thickness, orientation and TE/TR/flip angle. |
| Area of acquisition | State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined. |
| Diffusion MRI | Used | Not used |

## Preprocessing

| Preprocessing software | Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction, segmentation, smoothing kernel size, etc.). |
| Normalization | If data were normalized/standardized, describe the approach(es): specify linear or non-linear and define image types used for transformation OR indicate that data were not normalized and explain rationale for lack of normalization. |
| Normalization template | Describe the template used for normalization/transformation, specifying subject space or group standardized space (e.g. original Talairach, MNI305, ICBM152) OR indicate that the data were not normalized. |
| Noise and artifact removal | Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and physiological signals (heart rate, respiration). |
| Volume censoring | Define your software and/or method and criteria for volume censoring, and state the extent of such censoring. |

## Statistical modeling & inference

| Model type and settings | Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first and second levels (e.g. fixed, random or mixed effects, drift or auto-correlation). |
| Effect(s) tested | Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether ANOVA or factorial designs were used. |
| Specify type of analysis | Whole brain | ROI-based | Both |
| Statistic for inference | Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods. |
| Correction | Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte Carlo). |

## Models & analysis

| n/a | Involved in the study |
|-----|-----------------------|
|     | Functional and/or effective connectivity |
|     | Graph analysis |
|     | Multivariate modeling or predictive analysis |
| Functional and/or effective connectivity | Report the measures of dependence used and the model details (e.g. Pearson correlation, partial correlation, mutual information). |
| Graph analysis | Report the dependent variable and connectivity measure, specifying weighted graph or binarized graph, subject- or group-level, and the global and/or node summaries used (e.g. clustering coefficient, efficiency, etc.). |
Multivariate modeling and predictive analysis

Specify independent variables, features extraction and dimension reduction, model, training and evaluation metrics.