Comparative Empirical Study on CAPM and Stock Price Prediction by BP Neural Network in Shanghai’s A-share
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ABSTRACT
Capital Asset Pricing Model (CAPM) is aimed to quantify the relationship between risk and expected rate of return. It has been tested and improved constantly by a number of researchers both abroad and in China. This study achieves a comparative empirical test of CAPM on E-V model, E-S model and GLS model in Shanghai A-share market. However, all of three model cannot adapt to Shanghai A-share market wonderfully. Now, computer science is a new instrument that can be applied to describe the capital market. Therefore, as a comparison of results, we select a single stock and use the simplest neural network, BP neural network with algorithms to optimize the weights and thresholds between the network layers for prediction. The results show that machine learning is a good method for stock prediction compared with only considering a single factor, which should be further explored in our future learning.
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1. INTRODUCTION
The Capital Asset Pricing Model (CAPM) is hailed as one of the cornerstones of modern financial theory. Since its creation, the CAPM model has undergone multiple tests. The results of early empirical tests are consistent with CAPM (Black, Jensen, Scholes, 1972) [1], it is believed that there is a significant positive correlation between the average stock return and the estimated β value. However, in the subsequent test, Campbell, Andrew, and McKinley (1997) examined the data of the US stock market for the 30 years from 1965 to 1994 and came to the conclusion that the CAPM was violated. (Meng Qingshun, 2006) [2].

In recent years, China is also committed to studying the effectiveness of CAPM in China's stock market. Chen Xiaoyue, Sun Aijun (2000) [3] selected 12-month stocks, and used group identification and interval regression tests to deny the effectiveness of CAPM in China's stock market. Jin Yunhui, Lin Liu (2001) [4] selected about 500 stocks for three years to test. finally, the linear relationship between the stock return and the β value is finally denied.

Most of the early researches have denied the effectiveness of CAPM in China's securities market, but its existing data are limited, the time span is too short, the stock market is affected by policies, and the research methods are single. Here, the weekly closing price of 400 stocks during 851 weeks is selected to calculate the 850-week return data. The β factor is regressed according to the EV model, ES model, and GLS model, and an empirical test is performed to compare the applicability of three models based on the test results. Comprehensive analysis of the effectiveness of CAPM in China's securities market based on the results of three model tests.

Because stock prices are often affected by many factors, and as mentioned above, the CAPM is mainly used to study the relationship between expected returns and risky assets, and as a consequence, the prediction results obtained by considering only a few factors are often relatively large. Machine learning has enormous advantage in processing financial data. It can accurately analyze the changes of a large number of stock data or financial data during a period, and quickly draw corresponding conclusions, which significantly improves the operating efficiency of the financial market. In stock market, it can use the relevant characteristics of stock price index to achieve stock price trend prediction [5].

2. EMPIRICAL TEST OF CAPM

2.1. Empirical Testing Method
In this paper, we use data in 851 weeks, from June 21, 2002 to March 29, 2019. The average repurchase rate of Treasury Bonds is converted into the weekly interest rate as the risk-free interest rate, and the Shanghai Stock Exchange A-Share composite index is taken as the market rate of return. From Shanghai Stock Exchange A-Share, 400 stocks with complete weekly closing prices is picked out randomly, and the rate of return in 850 weeks can be obtained through calculation.

The common form of CAPM is

$$E[R_i] = R_f + \beta(E[R_m] - R_f)$$  \hspace{1cm} (1)

$E[R_i]$ is the rate of return of asset i, $R_m$ is the rate of return of the market portfolio, $R_f$ is risk-free rate of return.

$\beta$ is used to assess the systemic risk of risky assets. With the deepening of research, scholars put forward different methods to calculate it. Here, we use the three model below.
Model 1: E-V model (Mean-Variance)
\[ \hat{\beta}_{vi} = \frac{\text{Cov}(R_i, R_m)}{\text{Var}(R_m)} \]

Model 2: E-S model (Mean-Semivariance)
\[ \hat{\beta}_{si} = \frac{E(m in(0, R_m - R_i))(R_i - R_f)}{S_f(R_m)^2} \]
\[ S_f(R_m) = E\left(m in(0, R_m - R_f)^2\right) \]

Model 3: GLS model (Generalized Least Squares)
\[ \beta_{glS} = \left( \chi_i^2 \chi^{-1} X \right)^{-1} \chi_i^2 \chi^{-1} Y \]

In GLS Model, here are \( N \) stocks in a portfolio, \( X \) is a \( N \times 1 \) matrix of \( R_i \), \( Y \) is a \( N \times 1 \) matrix of \( R_m - R_f \), \( V \) is the covariance matrix of the \( N \) stocks.

Based on the testing method of Fama-Macbeth [6] and the article written by Ali Jahankhani [7], we make empirical test on the above models. In this paper, the number of portfolios is 20, and each of them include 20 stocks. Besides, the data in 850 weeks are divided into 15 periods for research, each of which is divided into three stages: portfolio formation, estimation period and test period, as shown in Table 1.

| Table 1 | The division of period |
|---------|------------------------|
| Period  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| Portfolio formation | 1-50 | 51-100 | 101-150 | 151-200 | 201-250 | 251-300 | 301-350 | 351-400 |
| Estimation period | 51-100 | 101-150 | 151-200 | 201-250 | 251-300 | 301-350 | 351-400 | 401-450 |
| Test period | 101-150 | 151-200 | 201-250 | 251-300 | 301-350 | 351-400 | 401-450 | 451-500 |
| Period | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| Portfolio formation | 401-450 | 451-500 | 501-550 | 551-600 | 601-650 | 651-700 | 701-750 |
| Estimation period | 451-500 | 501-550 | 551-600 | 601-650 | 651-700 | 701-750 | 751-800 |
| Test period | 501-550 | 551-600 | 601-650 | 651-700 | 701-750 | 751-800 | 801-850 |

When testing CAPM, in a period (including 150 weeks), cross section regression model of investment portfolio p is
\[ \bar{R}_{p,t} = \bar{y}_0 + \hat{\gamma}_1 \hat{\beta}_{p,t-1} + \hat{\gamma}_2 \hat{\beta}_{2,t-1} + \hat{\gamma}_3 (\hat{\epsilon}_{p,t-1}) + \hat{\eta}_{p,t} \]
\[ S(\hat{\epsilon}_{p,t-1}) = \sqrt{\frac{\sum_{t=1}^{n} (R_{k,t-1} - \bar{R}_{k,t-1})^2}{n-2}} \]
\( p = 1, 2, ... , 20 \)

Here, \( \bar{R}_{p,t} \) shows the rate of return of the investment portfolio p in stage t (Test Period), that is, the weighted average value of the rate of return of each stock in the portfolio in stage t, \( \hat{\beta}_{p,t-1} \) is the \( \beta \) value of portfolio p in stage t−1 (Estimation Period). \( S(\hat{\epsilon}_{p,t-1}) \) is the non-systematic risk. \( n = 50 \). \( \bar{R}_{k,t-1} \) is calculated by equation (1). \( \hat{\eta}_{p,t} \) is error item related to the expected rate of return.

There are four hypotheses of testing CAPM:
H1: \( E(\gamma_0) = 0 \). If the hypothesis is held, it refuses the linear relationship between the rate of return and \( \beta^2 \), that may support expected rate of return and risk are linear;
H2: \( E(\gamma_k) = 0 \). If the hypothesis is held, it means unsystematic risk has no influence on expected rate of return;
H3: \( E(\gamma_1) = E(R_{me} - R_f) > 0 \). If the hypothesis is held, the equation part represent that \( \beta \) in regression function is in accordance with CAPM, and the inequation part means high risk will lead to high expected return;
H4: \( \gamma_{0t} = R_{ft} \). If the hypothesis is held, the constant in regression function accords with CAPM.

Then, under three model of CAPM, data in 15 periods is regressed. And the above four tests are tested at the significant level of 0.05.

2.2. Regression Result and Analysis

2.2.1. The Example of E-S Model

Here, take the linear regression analysis of E-S model as an example. The results of stepwise linear regression are shown in Table 2.

| Table 2 | E-S Model: The linear regression result |
|---------|----------------------------------------|
| Period  | \( \hat{y}_0 \) | \( \hat{y}_1 \) | \( \hat{y}_2 \) | \( \hat{y}_3 \) | \( p(\hat{y}_0) \) | \( p(\hat{y}_1) \) | \( p(\hat{y}_2) \) | \( p(\hat{y}_3) \) |
|---------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Panel A | 1  | -0.0466 | -0.1830 | ... | ... | 0.7376 | 0.1447 | ... | ... |
| 2  | 0.1195 | 0.2176 | ... | ... | 0.8038 | 0.6421 | ... | ... |
| 3  | 1.2340 | 0.1865 | ... | ... | 0.0176* | 0.6342 | ... | ... |
| 4  | -0.0589 | -0.1683 | ... | ... | 0.7049 | 0.2964 | ... | ... |
| 5  | -0.0117 | 0.1342 | ... | ... | 0.9757 | 0.7207 | ... | ... |
| 6  | 0.0789 | -0.0927 | ... | ... | 0.5571 | 0.4428 | ... | ... |
| 7  | 0.0120 | 0.0849 | ... | ... | 0.9169 | 0.4951 | ... | ... |
|   | Panel A                                                                 |
|---|------------------------------------------------------------------------|
| 8 | 0.0111 -0.1720 -0.3372 -0.1801 0.8924 0.0194*                     |
| 9 | 0.2268 -0.1714 0.0402* 0.0385* -0.0864 -0.0341*                  |
|10 | -0.1002 0.0132 0.4011 0.8925 0.1427 0.1754*                      |
|11 | 0.1196 0.9509 0.0600 0.0839 0.0876 0.2157*                      |
|12 | -0.3303 0.1264 0.0000*** 0.0788 -0.0380* 0.0713.                   |
|13 | 0.3019 -0.2321 0.0380* 0.0713 0.0004*** -0.0139*                  |
|14 | 0.4313 -0.4644 0.0026** 0.0004*** -0.0139* 0.0334**              |
|15 | -0.1549 0.1234 0.0290 0.2994 0.0462 0.1632                      |

|   | Panel B                                                                 |
|---|------------------------------------------------------------------------|
| 1 | 0.4169 -1.0484 0.3652 -0.1143 0.0230* 0.0474*                      |
| 2 | -1.0864 2.7814 -1.2520 0.3317 0.2101 0.2360                      |
| 3 | 0.1001 2.6741 -1.0791 0.9127 0.1422 0.1609                      |
| 4 | 0.0138 -0.3939 0.1196 0.9549 0.5126 0.6955                      |
| 5 | 0.5384 -1.1375 0.6743 0.5666 0.5713 0.5197                      |
| 6 | 0.3714 -0.8304 0.3830 0.1270 0.1155 0.1485                      |
| 7 | 0.2435 -1.0622 0.8325 0.0733 0.0226* 0.0125*                     |
| 8 | 0.2208 -0.6802 0.2443 0.0930 0.0141* 0.0502.                     |
| 9 | 0.1441 0.0192 -0.0842 0.4997 0.9644 0.6532                      |
|10 | -0.5080 0.9141 -0.3996 0.1106 0.1619 0.1632                      |
|11 | 0.5173 0.0344 0.4388 0.4855 0.9804 0.4987                      |
|12 | -0.3232 0.1811 -0.0455 0.0000*** 0.1476 0.5812                   |
|13 | 0.2801 -0.1777 -0.0267 0.4266 0.8265 0.9457                      |
|14 | 0.5077 -0.6773 0.0894 0.0062** 0.0431* 0.4723                     |
|15 | -0.2213 0.2797 -0.0761 0.4318 0.6425 0.7907                      |

|   | Panel C                                                                 |
|---|------------------------------------------------------------------------|
| 1 | -0.0108 -0.1786 -1.0058 0.9490 0.1691 0.6954                      |
| 2 | 0.3750 0.3076 -0.9890 0.5321 0.5311 0.4623                      |
| 3 | 1.8337 0.5255 -16.6854 0.0082* 0.2476 0.1597                      |
| 4 | 0.3545 -0.0624 -6.8655 0.2633 0.7112 0.1421                      |
| 5 | -0.6592 0.2935 6.6692 0.2451 0.4374 0.1319                      |
| 6 | -0.1795 -0.0372 3.6931 0.3975 0.5297 0.1321                      |
| 7 | 0.1266 0.0954 -2.4941 0.5830 0.4575 0.5631                      |
| 8 | 0.0038 -0.1754 0.2316 0.9694 0.0282* 0.8926                      |
| 9 | 0.0638 -0.1910 4.4671 0.6792 0.0222* 0.1724                      |
|10 | -0.1897 -0.0035 2.6026 0.3017 0.9729 0.5104                      |
|11 | -0.1118 0.9982 3.8009 0.8838 0.0251* 0.7078                      |
|12 | 0.3051 -0.0790 -9.2759 0.1034 0.3170 0.0019**                   |
|13 | 0.3593 -0.1049 -2.6631 0.0341 0.5916 0.4019                      |
|14 | 0.4254 -0.4686 0.2839 0.0163* 0.0024** 0.9519                      |
|15 | -0.2937 0.0202 5.7280 0.0619 0.8788 0.1486                      |

|   | Panel D                                                                 |
|---|------------------------------------------------------------------------|
| 1 | 0.9435 -1.6186 0.6189 -5.7499 0.0090** 0.0023** 0.0044** 0.0331* |
| 2 | -0.9274 2.5993 -1.1522 -1.9947 0.5462 0.3106 0.3606 0.8762 |
| 3 | 0.8587 2.1817 -0.7613 -11.8183 0.4870 0.2479 0.3620 0.3589 |
| 4 | 0.6618 -0.6408 0.3218 -8.7203 0.1350 0.2764 0.3035 0.0864 |
| 5 | -0.2411 -0.6180 0.4798 6.3935 0.8191 0.1611 0.6383 0.7541 |
| 6 | 0.0794 -0.5102 0.2234 2.4310 0.8550 0.4376 0.4980 0.4280 |
| 7 | 0.3634 -1.0544 0.8348 -2.5963 0.1030 0.0260* 0.0139* 0.4797 |
| 8 | 0.3295 -0.7886 0.3084 -1.7144 0.0636 0.0104* 0.0335* 0.3344 |
| 9 | -0.0541 0.0620 -0.1122 4.6820 0.8272 0.8822 0.5405 0.1643 |
Firstly, test H1 and H2. H1 is refused by 2 regressions in Panel B and 3 in Panel D. Because the refused situation account for a small proportion, here is no enough evidence to prove expected rate of return and $\beta^2$ are linear. H2 is refused by 1 regression in Panel C and 2 in Panel D. Therefore, no enough evidence can prove expected rate of return and $\epsilon$ are linear. So, the regression model can be simplified as 

$$R_{it} = \gamma_{0t} + \gamma_{1t} \beta_{it-1} + \eta_{it} \quad (p = 1, 2, ..., 20)$$

Then, test H3 and H4 according to the simplified model.

### Table 3 E-S Model: Statistics for testing H3 and H4

| $\Delta$ | $\bar{Y}_0 - \bar{R}_f$ | $\bar{Y}_1 - (\bar{R}_m - \bar{R}_f)$ | $t(R_f)$ | $t(R_m)$ | $t(Y_1)$ | $p(R_f)$ | $p(R_m)$ | $p(Y_1)$ |
|---------|-----------------|-----------------|---------|---------|---------|---------|---------|---------|
| 1       | -0.0173         | 0.0010           | -0.1263 | 0.0082  | -1.5248 | 0.9009  | 0.9935  | 0.1447  |
| 2       | 0.2269          | -0.4090          | 0.4785  | -0.8886 | 0.4727  | 0.6380  | 0.3860  | 0.6421  |
| 3       | 0.9579          | -0.8184          | 2.0278  | -2.1240 | 0.4839  | 0.0576  | 0.0478* | 0.6342  |
| 4       | -0.0906         | 0.1225           | -0.5915 | 0.7826  | -1.0753 | 0.5616  | 0.4441  | 0.2964  |
| 5       | 0.1352          | -0.0305          | 0.3567  | -0.0809 | 0.3564  | 0.7255  | 0.9364  | 0.7207  |
| 6       | 0.0865          | 0.0087           | 0.6556  | 0.0739  | -0.7847 | 0.5204  | 0.9419  | 0.4428  |
| 7       | -0.0594         | 0.1029           | -0.5218 | 0.8442  | 0.6963  | 0.6082  | 0.4096  | 0.4951  |
| 8       | 0.0516          | -0.0737          | 0.6375  | -1.0997 | -2.5670 | 0.5318  | 0.2859  | 0.0194  |
| 9       | 0.2268          | -0.1514          | 2.2124  | -1.9719 | -2.2322 | 0.0401* | 0.0642  | 0.0385  |
| 10      | -0.2739         | 0.3079           | -2.3492 | 3.2005  | 0.1371  | 0.0304* | 0.0050**| 0.8925  |
| 11      | 0.2898          | -0.4058          | 0.6653  | -1.0743 | 2.5177  | 0.5143  | 0.2969  | 0.0215* |
| 12      | -0.1798         | 0.2761           | -3.8166 | 4.0716  | 1.8638  | 0.0013**| 0.0007***| 0.0788  |
| 13      | 0.1732          | -0.1719          | 1.2849  | -1.4195 | -1.9170 | 0.2151  | 0.1728  | 0.0713  |
| 14      | 0.3449          | -0.3423          | 2.7952  | -3.1573 | -4.2839 | 0.0120* | 0.0054**| 0.0004  |
| 15      | 0.0061          | -0.0130          | 0.0510  | -0.1127 | 1.0683  | 0.9599  | 0.9115  | 0.2994  |

In Table 3, $t(R_m)$ and $p(R_m)$ are used to test H3. $\gamma_{1t} = E(R_{mt}) - R_{ft}$ is refused in 6 regressions, and looking at $t(R_{mt})$, the numbers of positive items and the negative ones have no obvious difference. These tell us $\gamma_{1t}$ and $E(R_{mt}) - R_{ft}$ are neither close to each other nor obviously performing that one of them is greater than another. Besides, only one regression not only refuses $\gamma_{1t} = 0$ but also accepts $\gamma_{1t} > 0$. The actual data indicates that high risk may not be repaid by high return. In addition, $t(R_f)$ and $p(R_f)$ are calculated for testing H4. It is figured out that H4 is refused by 4 regressions, which means $\gamma_{0t}$ and $R_{ft}$ are not in strong accordance. And they neither have obvious greater or lesser relationship.

#### 2.2.2. The Comparison of Three Models

Similarly, E-V model and GLS model are tested. The comparison of hypothesis testing result is shown in table 4. Besides, they all tell $\gamma_{1t}$ and $E(R_{mt}) - R_{ft}$, $\gamma_{0t}$ and $R_{ft}$ have no greater or lesser relationship.

### Table 4 The comparison of the support proportion of each hypothesis

|       | E-V | E-S | GLS |
|-------|-----|-----|-----|
| H1    | Panel B | 100% | 87% | 100% |
|       | Panel D | 100% | 80% | 100% |
| H2    | Panel C | 80%  | 93% | 73%  |
|       | Panel D | 80%  | 73% | 80%  |
| H3    | $E(\gamma_{1t}) = 0$ | Panel B | Panel D | 80% | 93% | 73% |
|       | Panel D | 80%  | 73% | 80%  |
| H4    | $E(\gamma_{0t}) = R_{ft}$ | 0%  | 73% | 33%  |
risk and high return. Overall, E-S model is more accordant with CAPM than others, especially for hypothesis H3 and H4. Because theoretically depending more on $R_f$, it can describe the influence of risk-free rate better. However, working on portfolio, with the acceptance proportion of most assumptions that not even higher than 80%, E-S model still cannot adapt to Shanghai A-share market wonderfully. Individual stocks, on the other hand, are more flexible and volatile, making it more difficult to be accurately predicted by E-S model.

2.3. Discussion

To find out the reason why all of three model not fit the real market, we analyze the limitations of CAPM from the perspective of investors and the securities market.

2.3.1. Investors

Firstly, against CAPM’s assumptions, investors in reality are not completely rational. The psychological deviation of investors in decision-making will lead to a high overall price-earnings ratio, a high market turnover rate and a large market volatility. High price-earnings ratio affects the expected return, which in turn affects the value of obtained through regression. The high turnover rate and large market volatility will lead to a weakening of the applicability of the model. Secondly, it is not realistic for investors to focus on the return of the asset portfolio for only one period. It is relatively reasonable that investors should also pay attention to the risks and opportunity costs caused by time [8], which also reduces the risk to a certain extent.

2.3.2. Securities Market

Firstly, compared with western securities markets (such as the US securities market), China's securities market started relatively late. At a high-speed development stage, it is currently greatly affected by government actions and policies. Secondly, the prices in China's securities market have not yet fully reflected all valuable information. Insider information holders (including major shareholders, senior managers and fund managers, etc.) often get excess profits, which reduces the effectiveness of the market. Thirdly, Siquan Zheng [9] pointed out that the non-systematic risk of China's securities market is high. This is due to the existence of some institutional defects in China's securities market, such as the inability of state shares and legal person shares to circulate and the lack of risk-avoidance tools. The non-statutory and transparency of the amendments to these systems are not high, resulting in system uncertainty. Combined with our regression results, in these three models testing process, due to the large non-systematic risk and small $\beta$ value, more than half of the regression models shows a better F-test result when taking $\varepsilon$ into consideration. Hence, the large systemic risk also affects the applicability of the capital asset pricing model in China's securities market to a certain extent.

3. BP NEURAL NETWORK FOR STOCK PRICE PREDICTION: COMPARISON WITH SINGLE FACTOR

3.1. Model

The structure of the BP neural network is shown as Figure 1 [10].

![Figure 1](image.png)

The input layer consists of the opening price, the maximum price, the minimum price, turnover and the closing price of the stock. And the output layer is the closing price of the next day. During the training process, genetic algorithms are used. The number of populations is the sum of the weights and thresholds from the input layer to the hidden layer, and the hidden layer to the output layer. The norm of the error matrix is used as the output of the fitness function. After selecting, crossing, and mutating, a new population is obtained, and then the weights and thresholds of the neural network are updated, which attempts to get an optimal solution.

3.2. Experience

The data of China World Trade for stocks with the code of 600007.SH was selected, and a total of 1,000 days from
January 4, 2011 to February 17, 2015 (after excluding days without transaction information) were selected. The data set is divided into a training sample set and a test sample set according to 4:1, the previous 800 days were used as training sample sets. The next 200 days were used as the test sample set. The forecast data for the last 200 days is shown below.

When the number of trainings is 2000, the training target is 0.001, the learning rate is 0.2, and the number of hidden neurons is 5, the prediction result is shown in Figure 2 and Figure 3. The mean square error of the test sample set before and after optimization is 0.866964 and 0.216173.

![Figure 2](image1.png)

**Figure 2** Comparison of prediction results and actual results using BP neural network before optimization

![Figure 3](image2.png)

**Figure 3** Comparison of prediction results and actual results using BP neural network after optimization

When the number of trainings is 4000, the training target is 0.001, the learning rate is 0.5, and the number of hidden neurons is 8, the prediction result is shown in the figure 4&5. The mean square error of the test sample set before and after optimization is 0.176389 and 0.0526739.
3.3. Discussion

In the above two trainings, we find that after increasing the number of hidden neurons and training times, the mean square error of the prediction reduce both before and after optimization. Compared with CAPM, it seems smarter, and it can also be seen from the graph that more historical data will raise better short-term prediction effect. Nevertheless, The choice of learning rate often does not have a clear pattern on the effect of results, we can choose different values to train a few more times to achieve a better result.

4. CONCLUSION

In the aspect of CAPM empirical test, we work out that all of E-V model, E-S model and GLS model cannot adapt to Shanghai A-share market. These models are even not able to describe the trend of portfolios, which, to some extent, neutralize the non-system risk. Therefore, the future price of only one stock predicted by CAPM is more unreliable. For one hand, the internal cause is the limitation of CAPM itself, which relates to its presuppositions and the model simplification. For another, the external causes are that real investors are not so rational as they are expected to be, and that China’s stock market is not completely efficient. There
exists many effects surrounding the capital market, such as the government or policy intervene, the manipulation of insider information holders and its instability as a developing market.

However, stock price prediction still draws widely attention, since its relationship to investors’ return and economic level. As the rapid development of computer science, machine learning provides new methods to predict stock price. In this experiment, we only used the simplest BP neural network for stock price prediction. In the study of a lot of historical data, the results show that we can well predict the stock price in the short term in the future. Therefore, when more complex networks are established, we are also confident of looking forward to better results.
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