CONTINUITY OF THE LYAPUNOV EXPONENTS FOR QUASIPERIODIC COCYCLES

PEDRO DUARTE AND SILVIUS KLEIN

Abstract. Consider the Banach manifold of real analytic linear cocycles with values in the general linear group of any dimension and base dynamics given by a Diophantine translation on the circle. We prove a precise higher dimensional Avalanche Principle and use it in an inductive scheme to show that the Lyapunov spectrum blocks associated to a gap pattern in the Lyapunov spectrum of such a cocycle are locally Hölder continuous. Moreover, we show that all Lyapunov exponents are continuous everywhere in this Banach manifold, irrespective of any gap pattern in their spectrum. These results also hold for Diophantine translations on higher dimensional tori, albeit with a loss in the modulus of continuity of the Lyapunov spectrum blocks.

1. Introduction and main statements

Given a probability space \((X, \mu)\) and given an ergodic transformation \(T: X \to X\), any measurable function function \(A: X \to \text{GL}(m, \mathbb{R})\) determines a skew-product map \(F = (T, A): X \times \mathbb{R}^m \to X \times \mathbb{R}^m\) defined by \(F(x, v) = (Tx, A(x)v)\). The dynamical system underlying such a map is called a linear cocycle over the transformation \(T\). When \(T\) is fixed, the measurable function \(A\) is also referred to as a linear cocycle. The iterates of \(F\) are given by \((T^n x, A^{(n)}(x) v)\), where

\[
A^{(n)}(x) = A(T^{n-1} x) \cdot \ldots \cdot A(T x) \cdot A(x)
\]

The cocycle is called integrable when \(\int_X \log^+ \|A(x)\| \, d\mu(x) < \infty\), where \(\log^+(x) = \max\{\log x, 0\}\). In 1965 Oseledets proved his famous Multiplicative Ergodic Theorem, which when applied to cocycles \((A, T)\) with \(T\) invertible, says that if \(A\) is integrable then there are: numbers \(L_1(A) \geq L_2(A) \geq \ldots \geq L_m(A)\), an \(F\)-invariant measurable decomposition \(\mathbb{R}^m = \bigoplus_{j=1}^m E_j(A)(x)\), and a non decreasing surjective map \(k: \{1, \ldots, m\} \to \{1, \ldots, n\}\) such that for \(\mu\)-almost every \(x \in X\), every \(1 \leq i \leq m\) and every \(v \in E_k_i(A)(x) \setminus \{0\}\),

\[
L_i(A) = \lim_{n \to \pm \infty} \frac{1}{n} \log \|A^{(n)}(x) v\|
\]
Moreover, \( L_i(A) = L_{i+1}(A) \) if and only if \( k_i = k_{i+1} \), and the subspace \( E_j(A)(x) \) has dimension equal to \#k^{-1}(j) \). The numbers \( L_i(A) \) are called the Lyapunov exponents of \( F \) (or of \( A \)).

If we denote by \( s_1(g) \geq s_2(g) \geq \ldots \geq s_m(g) \) the singular values of a matrix \( g \in \text{GL}(m, \mathbb{R}) \), then it is easy to verify that the Lyapunov exponents of \( A \) are

\[
L_i(A) = \lim_{n \to \infty} \frac{1}{n} \log s_i(A^n(x)) \quad \text{for } \mu\text{-a.e. } x \in X \quad (1 \leq i \leq m) \tag{1.1}
\]

In particular, the largest Lyapunov exponent is

\[
L_1(A) = \lim_{n \to \infty} \frac{1}{n} \log \|A^n(x)\| \quad \text{for } \mu\text{-a.e. } x \in X
\]

\[
= \lim_{n \to \infty} \frac{1}{n} \int_X \log \|A^n(x)\| \, d\mu(x) \tag{1.2}
\]

the last equality being a consequence of Birkhoff’s Ergodic Theorem.

Two important classes of linear cocycles are the random and the quasiperiodic cocycles. For the former, the base dynamics is a Bernoulli shift and the resulting cocycle corresponds to random products of i.i.d. matrices.

Our paper is concerned with certain quasiperiodic cocycles defined as follows. Let the phase space \( X \) be the additive group \( \mathbb{T} = \mathbb{R}/\mathbb{Z} \). Given a frequency \( \omega \in \mathbb{R} \setminus \mathbb{Q} \), consider the translation \( T = T_\omega : \mathbb{T} \to \mathbb{T}, \ T \cdot x := x + \omega \mod \mathbb{Z} \), which is an invertible and ergodic transformation with respect to the Haar measure \( \mu = dx \) on \( \mathbb{T} \). In fact, we assume more on the frequency, namely that it satisfies a (strong) Diophantine condition:

\[
\|k \cdot \omega\| \geq \frac{t}{|k| \cdot (\log |k|)^2} \quad \text{for all } k \geq 2 \tag{1.3}
\]

where \( \|k \cdot \omega\| \) denotes the distance from \( k \cdot \omega \) to the nearest integer and \( t > 0 \) is some small constant. We denote by \( \text{DC}_t \) the set of all such frequencies. Clearly \( |\mathbb{T} \setminus \text{DC}_t| = o(t) \). We note here that all estimates in this paper that depend on the frequency \( \omega \in \text{DC}_t \), in fact only depend on the fixed parameter \( t \).

This quantitative description of the irrationality of \( \omega \) implies a quantitative Birkhoff ergodic theorem for the corresponding translation \( T = T_\omega \) whenever the sample functions are subharmonic (see Section 4).

In Section 7 we also consider translations on higher dimensional tori.

Returning to the Lyapunov exponents of a cocycle \( A \), if for some \( 1 \leq i < m, \ L_i(A) > L_{i+1}(A) \), then we say that the Lyapunov spectrum of \( A \) has a gap at position \( i \). If the Lyapunov spectrum of \( A \) has gaps at positions \( 1 \leq \tau_1 < \tau_2 < \ldots < \tau_k < m \), then calling the sequence
τ = (τ₁, τ₂, ..., τₖ) a signature, we say that the Lyapunov spectrum of A has a gap pattern encoded by the signature τ, or in short, a τ-gap pattern.

In particular, the case of simple Lyapunov spectrum (i.e. all Lyapunov exponents are distinct) is encoded by the (full) signature τ = (1, 2, ..., m − 1).

In a forthcoming paper we will provide sufficient conditions for certain types of quasiperiodic cocycles to have simple spectra, or more generally, any kind of gap pattern.

This paper is concerned with proving continuity of the Lyapunov exponents as functions of quasiperiodic, analytic cocycles. Moreover, given a cocycle that satisfies a gap pattern, we show that every sum of Lyapunov exponents between two consecutive gaps is a Hölder continuous function near the given cocycle.

More precisely, let \( C_r^ω(\mathbb{T}, \mathrm{GL}(m, \mathbb{R})) \) be the set of all real analytic cocycles \( A: \mathbb{T} \to \mathrm{GL}(m, \mathbb{R}) \) which have a holomorphic extension to a neighborhood of the strip \( S_r := \{ z \in \mathbb{C} : |\Im z| \leq r \} \). Endowed with the norm

\[
\|A\|_r := \sup_{z \in S_r} \|A(z)\|
\]

the set \( C_r^ω(\mathbb{T}, \mathrm{GL}(m, \mathbb{R})) \) becomes a Banach manifold.

Let \( A \in C_r^ω(\mathbb{T}, \mathrm{GL}(m, \mathbb{R})) \) and let \( \tau = (τ₁, τ₂, ..., τₖ) \) be a signature. We define the Lyapunov spectrum τ-blocks of A as:

\[
\Lambda_{τ,j}(A) := L_{τ_{j-1}+1}(A) + \ldots + L_{τ_j}(A) \quad \text{for all } 1 \leq j \leq k
\]

with the convention that \( τ₀ = 0 \).

We are now ready to formulate the main results of this paper. We assume that the base dynamics is the translation \( T = T_ω \) on \( \mathbb{T} \), where \( ω \in \mathrm{DC}_1 \).

**Theorem 1.1.** Let \( A \in C_r^ω(\mathbb{T}, \mathrm{GL}(m, \mathbb{R})) \) and let \( \tau \) be a signature.

If A has a τ-gap pattern, then the corresponding Lyapunov spectrum τ-blocks are Hölder continuous functions in a neighborhood of A.

In particular, if A has simple Lyapunov spectrum, then all Lyapunov exponents are Hölder continuous functions in a neighborhood of A.

The Hölder constant and the size of the neighborhood in this theorem depend on some measurements of A and of ω.

**Theorem 1.2.** All Lyapunov exponents are continuous functions on \( C_r^ω(\mathbb{T}, \mathrm{GL}(m, \mathbb{R})) \).

This second theorem holds irrespectively of any gap pattern.
We also consider the problem of continuity of the Oseledets decomposition (or filtration, respectively) as a function of the cocycle, on the open set of cocycles satisfying a gap pattern. Before stating the result, we describe the (natural) topology of the space containing these decompositions (filtrations, respectively).

Given a natural number \(1 \leq k \leq m\), let \(L^1(\mathbb{T}, \text{Gr}_k^m)\) denote the space of measurable functions \(E : \mathbb{T} \to \text{Gr}_k^m\), that to each \(x \in \mathbb{T}\) associate a \(k\)-dimensional linear subspace \(E(x) \subset \mathbb{R}^m\), i.e., an element of the Grassmann manifold \(\text{Gr}_k^m\). Equipped with the metric

\[
d(E, E') = \int_{\mathbb{T}} d(E(x), E'(x)) \, dx,
\]
the space \(L^1(\mathbb{T}, \text{Gr}_k^m)\) is a Banach manifold.

Given a signature \(\tau = (\tau_1, \ldots, \tau_k)\) and a cocycle \(A \in C^\omega(T, \text{GL}(m, \mathbb{R}))\) with a \(\tau\)-gap pattern, by Oseledets theorem there are \(A\)-invariant sub-bundles \(E_j(A) \in L^1(\mathbb{T}, \text{Gr}_k^m)\), with \(k_j = \tau_j - \tau_{j-1}\) for \(1 \leq j \leq k\), such that on \(E_j(A)\) the cocycle \(A\) has Lyapunov exponents in the range \([L_{\tau_j}(A), L_{\tau_j+1}(A)]\). Furthermore, these sub-bundles are such that \(\mathbb{R}^m = \oplus_{j=1}^k E_j(A)(x)\), for almost every \(x \in \mathbb{T}\). Then

\[
E(A) := (E_1(A), \ldots, E_k(A)) \in \prod_{j=1}^k L^1(\mathbb{T}, \text{Gr}_k^m)
\]
which is a product Banach manifold when equipped with the component maximum distance.

We call \(E(A)\) the Oseledets \(\tau\)-decomposition of \(A\).

Moreover, we define \(E(A)(x)\) to be the sequence of vector subspaces \(F_1(A)(x) \subset \ldots \subset F_k(A)(x)\), where for each \(1 \leq j \leq k\), \(F_j(A)(x)\) is the linear span of \(E_1(A)(x) \cup \ldots \cup E_j(A)(x)\). The sequence \(E(A)(x)\) is a \(\tau\)-flag, i.e. an element in the flag manifold \(\mathcal{F}_\tau^m\).

Then the function \(E(A) : \mathbb{T} \to \mathcal{F}_\tau^m\) is an element of \(L^1(\mathbb{T}, \mathcal{F}_\tau^m)\), which is a Banach manifold when equipped with the metric

\[
d(E, E') = \int_{\mathbb{T}} d(E(x), E'(x)) \, dx
\]

We call \(E(A)\) the Oseledets \(\tau\)-filtration of \(A\).

**Theorem 1.3.** Given \(A \in C^\omega(T, \text{GL}(m, \mathbb{R}))\) with a \(\tau\)-gap pattern, there is a neighbourhood \(U\) of \(A\) where every cocycle has the same \(\tau\)-gap pattern. Moreover, the functions \(U \ni B \mapsto E(B) \in \prod_{j=1}^k L^1(\mathbb{T}, \text{Gr}_k^m)\), and \(U \ni B \mapsto E(B) \in L^1(\mathbb{T}, \mathcal{F}_\tau^m)\), that associate to each cocycle in \(U\) its Oseledets \(\tau\)-decomposition and \(\tau\)-filtration respectively, are continuous.
We review some related results on the continuity of the Lyapunov exponents and of the Oseledets decomposition for linear cocycles.

The case of random (i.e. base dynamics given by a Bernoulli shift), $GL(2, \mathbb{C})$ valued cocycles has been studied by C. Bocker-Neto and M. Viana in [2]. They prove continuity of the Lyapunov exponents $L_1, L_2$ and of the invariant Oseledets subspaces $E_1(x), E_2(x)$ as functions of the input data (cocycle and probability distribution). We are not aware of any higher dimensional version of these results, or of any quantitative (e.g. Hölder) description of the continuity.

The problem of continuity of the Lyapunov exponents for quasiperiodic, two dimensional cocycles has been widely studied. Sharp results are available especially for Schrödinger, $SL(2, \mathbb{R})$ - valued cocycles, where the Lyapunov exponent is seen as a function of energy (see [7], on which many ideas of this paper are based), or jointly as a function of frequency and energy (see [5], [4]).

Joint continuity in frequency and cocycle has been obtained even for cocycles with singularities, i.e. $\text{Mat}(2, \mathbb{C})$-valued cocycles (see [8]).

Similar problems for higher dimensional quasiperiodic cocycles have been studied more recently. Our paper was originally motivated by [13], where Hölder continuity is proven for Schrödinger - like cocycles, under the assumption that the Lyapunov spectrum is simple.

A result on joint continuity in frequency and cocycle of all Lyapunov exponents has been announced in 2012 by A. Ávila, J. Jitomirskaya and C. Sadel (see [1]). Their method does not require invertibility of the cocycle. Our results in this paper differ from theirs in that while we require invertibility of the cocycle at all points, and we only consider the problem of continuity of the Lyapunov exponents as functions of the cocycle, we obtain a quantitative (i.e. Hölder) description of the modulus of continuity. Moreover, our results also apply to translations on higher dimensional tori.

The paper is organized as follows. In Section 2 we introduce some definitions and notations, and describe some uniform measurements on the size of the cocycle. In Section 3 we establish a precise higher dimensional version of the Avalanche Principle (AP) of M. Goldstein and W. Schlag, using a geometrical approach. In Section 4 we derive a large deviation theorem (LDT) for logarithmic averages of quantities related to singular values of the iterates of the cocycle. In Section 5 we present a general inductive scheme, based on the AP and on the LDT, which will be used repeatedly throughout the paper. Section 6 contains the proofs of our main statements, while Section 7 presents some consequences and extensions of the main statements.
2. Definitions and notations

**Singular values.** By definition, a *singular value* of a matrix \( g \in \text{GL}(m, \mathbb{R}) \) is an eigenvalue of one of the conjugate matrices \( \sqrt{g^* g} \) and \( \sqrt{g g^*} \). We order the singular values \( s_j(g), 1 \leq j \leq m \) of the matrix \( g \in \text{GL}(m, \mathbb{R}) \) from the largest to the smallest:

\[
s_1(g) \geq s_2(g) \geq \ldots \geq s_m(g) > 0
\]

We have \( s_1(g) = \|g\| \) and \( s_m(g) = \|g^{-1}\|^{-1} = m(g) \) (i.e. the minimum expansion of \( g \)).

We call a *singular value formula*, abbreviated s.v.f., any expression obtained by taking products and ratios of singular values of a matrix \( g \in \text{GL}(m, \mathbb{R}) \). We will not use all s.v.formulas, but only those obtained as products of singular values with distinct indices, namely expressions of the form

\[
s(g) = s_{j_1}(g) \cdot \ldots \cdot s_{j_l}(g) \quad \text{where} \quad 1 \leq j_1 < \ldots < j_l \leq m
\]

as well as ratios of two *consecutive* singular values, namely expressions of the form

\[
s(g) = \frac{s_j(g)}{s_{j+1}(g)} \quad \text{or} \quad s(g) = \frac{s_{j+1}(g)}{s_j(g)} \quad \text{where} \quad 1 \leq j < m
\]

We denote the set of all these particular s.v.formulas by \( S \). Note that \( S \) is a finite set, whose cardinality depends only on the dimension \( m \).

We define some special types of s.v.formulas \( s \in S \).

For \( 1 \leq j \leq m \), let

\[
p_j(g) := s_1(g) \cdot \ldots \cdot s_j(g) = \|\wedge_j(g)\|
\]

where \( \wedge_j(g) \) is the \( j \)th exterior power of \( g \).

Note that every individual singular value can be described in terms of these s.v.formulas:

\[
s_j(g) = \frac{p_j(g)}{p_{j-1}(g)}
\]

Therefore, any s.v.f. \( s \in S \) can be described in terms of products and ratios of some s.v.f. of the form \( p_j \). This will be important later, as \( p_j(g) \) is the *norm* of a matrix related to \( g \).

**Gap patterns.** We call a *signature* any sequence of integers \( \tau = (\tau_1, \ldots, \tau_k) \) such that \( 1 \leq \tau_1 < \tau_2 < \ldots < \tau_k < m \).

Signatures are used to describe certain flag manifolds and to encode (known) gap patterns in the singular spectrum of a matrix \( g \in \text{GL}(m, \mathbb{R}) \) or in the Lyapunov spectrum of a cocycle \( A \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R})) \).
More precisely, given a matrix $g \in \text{GL}(m, \mathbb{R})$ and a signature $\tau = (\tau_1, \ldots, \tau_k)$, we say that the singular spectrum of $g$ has a $\tau$-gap pattern if for every $1 \leq j \leq k$, we have:

$$s_{\tau_j}(g) > s_{\tau_{j+1}}(g)$$

The other pairs of consecutive singular values may (or may not) be equal.

Similarly, given a cocycle $A \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R}))$, we say that the Lyapunov spectrum of $A$ has a $\tau$-gap pattern if for every $1 \leq j \leq k$, we have:

$$L_{\tau_j}(A) > L_{\tau_{j+1}}(A)$$

Again, the other pairs of consecutive Lyapunov exponents may (or may not) be equal. However, when we do know (which will be the case in the proof of Theorem 1.2) that the other pairs of consecutive Lyapunov exponents are equal, we say that the gap pattern of the Lyapunov spectrum of $A$ is precisely described by the signature $\tau$.

Given a signature $\tau = (\tau_1, \ldots, \tau_k)$, we define two kinds of $\tau$-singular value formulas, which will be elements of the set $S$: $\tau$-singular value products, abbreviated $\tau$-s.v.p., and $\tau$-singular value ratios, abbreviated $\tau$-s.v.r.

A $\tau$-s.v.p. is either a product

$$p_{\tau_j}(g) = s_1(g) \cdot \ldots \cdot s_{\tau_j}(g)$$

or a block product of the form

$$\pi_{\tau,j}(g) := s_{\tau_{j-1}+1}(g) \cdot \ldots \cdot s_{\tau_j}(g)$$

with $1 \leq j \leq k$ and the convention that $\tau_0 = 0$.

Throughout this paper, $\pi(g)$ will refer to any such $\tau$-s.v.p.

Note that for every $1 \leq j \leq k$ we have:

$$\pi_{\tau,j}(g) = \frac{p_{\tau_j}(g)}{p_{\tau_{j-1}}(g)}$$

and

$$p_{\tau_j}(g) = \pi_{\tau,1}(g) \cdot \ldots \cdot \pi_{\tau,j}(g)$$

A $\tau$-s.v.r. is either a ratio of the form

$$\rho_{\tau_j}(g) := \frac{s_{\tau_j}(g)}{s_{\tau_{j+1}}(g)} \geq 1$$

or one of the form

$$\sigma_{\tau_j}(g) := \frac{s_{\tau_{j+1}}(g)}{s_{\tau_j}(g)} \leq 1$$

where $1 \leq j \leq k$. 
Throughout this paper, $\rho(g)$ will refer to any $\tau$-s.v.r. of the form $\rho_{\tau_j}(g)$, while $\sigma(g)$ will refer to any $\tau$-s.v.r. of the form $\sigma_{\tau_j}(g)$.

Note that if the matrix $g \in \text{GL}(m, \mathbb{R})$ has a $\tau$-gap pattern, then

$$\rho_{\tau}(g) := \min_{1 \leq j \leq k} \rho_{\tau_j}(g) > 1$$

and

$$\sigma_{\tau}(g) := \max_{1 \leq j \leq k} \sigma_{\tau_j}(g) < 1$$

A note on these notations: the $\tau$-s.v.r. $\rho$ and $\sigma$ are of course inverse to each other. We will use $\sigma$ (which is less than 1) in the initial formulation and proof of the Avalanche Principle, since in that context it will have a geometrical meaning, being correlated to the rate of contraction of a map. However, throughout the rest of the paper, we will only use $\rho$ (which is greater than 1), because it will be correlated with the size of gaps in the Lyapunov spectrum, which are usually defined as differences between consecutive Lyapunov exponents, the larger minus the smaller.

**Lyapunov spectrum blocks and gaps.** Let $A \in C^\omega(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ be a cocycle, let $s \in S$ be a singular value formula and let $n \in \mathbb{N}$ be an integer. We define the following quantities:

$$\Lambda_s^{(n)}(A) := \int_{\mathbb{T}} \frac{1}{n} \log s(A^{(n)}(x)) \, dx \quad (2.1)$$

and

$$\Lambda_s(A) := \lim_{n \to \infty} \Lambda_s^{(n)}(A) \quad (2.2)$$

In particular, if $s = p_j$, where $1 \leq j \leq m$, we have:

$$\Lambda_{p_j}^{(n)}(A) = \int_{\mathbb{T}} \frac{1}{n} \log \| \wedge_j A^{(n)}(x) \| \, dx = \int_{\mathbb{T}} \frac{1}{n} \log \| (\wedge_j A)^{(n)}(x) \| \, dx$$

Due to the sub-multiplicativity of the norm, the sequence $\Lambda_{p_j}^{(n)}(A)$ is sub-additive, so it converges to

$$\inf_{n \geq 1} \Lambda_{p_j}^{(n)}(A) =: \Lambda_{p_j}(A)$$

Since any s.v.f. $s \in S$ is a product or ratio of s.v.formulas of the form $p_j$, $1 \leq j \leq m$, and since the logarithm turns these expressions into sums and differences, we conclude that the limits in (2.2) exist, and we get the following formulas.

If for some $1 \leq j \leq m$, $s = s_j$, i.e. $s$ is the $j$th singular value, then

$$\Lambda_{s_j}(A) = L_j(A) = \text{the } j\text{th Lyapunov exponent of } A$$
Then if for some $1 \leq j \leq m$, $s = p_j$, we get

$$\Lambda_{p_j}(A) = L_1(A) + \ldots + L_j(A)$$

Let $\tau = (\tau_1, \ldots, \tau_k)$ be a signature and let $1 \leq j \leq k$.
If $s = \pi_{\tau,j}$, i.e. the $j$th (block) $\tau$-s.v.p., then:

$$\Lambda_{\pi_{\tau,j}}(A) = L_{\tau_{j-1} + 1}(A) + \ldots + L_{\tau_j}(A) \quad (2.3)$$

and we call this quantity the $j$th Lyapunov spectrum $\tau$-block.

If $s = \rho_{\tau,j}$ i.e. the $j$th $\tau$-s.v.r., then:

$$\Lambda_{\rho_{\tau,j}}(A) = L_{\tau_j}(A) - L_{\tau_{j+1}}(A) \quad (2.4)$$

and we call this quantity the $j$th Lyapunov spectrum $\tau$-gap.

**Example.** Here is an example to make these notations easier to understand. Let $\tau = (1, 3)$, and assume that the matrix $g \in \text{GL}(m, \mathbb{R})$ has the $\tau$-gap pattern. This means that:

$$s_1(g) > s_2(g) \geq s_3(g) > s_4(g) \geq \ldots \geq s_m(g)$$

In other words, there are (known) “gaps” (i.e. different consecutive singular values) precisely at positions $\tau_1 = 1$, so $s_1(g) > s_2(g)$ and $\tau_2 = 3$, so $s_3(g) > s_4(g)$. There could, of course, be other gaps elsewhere.

The $\tau$-s.v.p. are:

$$\pi_{\tau,1}(g) = s_1(g)$$
$$\pi_{\tau,2}(g) = s_2(g) \cdot s_3(g)$$
$$p_3(g) = [s_1(g)] \cdot [s_2(g) \cdot s_3(g)]$$

The block $s_4(g) \cdot \ldots \cdot s_m(g)$ could also be thought of as a $\tau$-s.v.p., but that would be redundant.

The $\tau$-s.v.r. are:

$$\rho_1(g) = \frac{s_1(g)}{s_2(g)}$$
$$\rho_3(g) = \frac{s_3(g)}{s_4(g)}$$

and their inverses $\sigma_1(g)$ and $\sigma_3(g)$.

Now assume that the cocycle $A \in C^0(\mathbb{R}, \text{GL}(m, \mathbb{R}))$ has the $\tau$-gap pattern, where $\tau = (1, 3)$. This means that:

$$L_1(A) > L_2(A) \geq L_3(A) > L_4(A) \geq \ldots \geq L_m(A)$$
The Lyapunov spectrum $\tau$-blocks are:

$$\Lambda_{\pi_1}(A) = L_1(A)$$
$$\Lambda_{\pi_2}(A) = L_2(A) + L_3(A)$$

Again, $L_4(A) + \ldots + L_m(A)$ could be thought of as a Lyapunov spectrum $\tau$-block, but that would be redundant.

The Lyapunov spectrum $\tau$-gaps are:

$$\Lambda_{\rho_1}(A) = L_1(A) - L_2(A)$$
$$\Lambda_{\rho_2}(A) = L_3(A) - L_4(A)$$

A uniform measurement of the cocycle. Given a cocycle $A \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R}))$, we define a scaling constant $C(A)$ which will dominate any multiplicative constant (dependent on the size of $A$) that will appear in various estimates throughout this paper.

We first derive some simple bounds on the size of the cocycle, on its exterior powers and on its iterates.

We have:

$$\|A(x)\| \geq \|A(x)^{-1}\|^{-1} \geq \|A^{-1}\|^{-1}$$

so

$$\|A^{-1}\|^{-1} \leq \|A(x)\| \leq \|A\|_r \quad \text{for all } x \in \mathbb{T} \quad (2.5)$$

For all $1 \leq j \leq m$, clearly

$$\|\wedge_j A(x)\| \leq \|A(x)\|^{j} \leq \|A\|^j_r$$

and

$$\|[\wedge_j A]^{-1}(x)\| = \|\wedge_j A^{-1}(x)\| \leq \|A^{-1}\|^{j}_r$$

Then applying (2.5) to $\wedge_j A(x)$ we get:

$$\|A^{-1}\|^{-j}_r \leq \|\wedge_j A(x)\| \leq \|A\|^{j}_r \quad \text{for all } x \in \mathbb{T} \quad (2.6)$$

Moreover, for all $n \geq 1$ we have

$$\|A^{(n)}(x)\| \leq \prod_{i=n-1}^{0} \|A(T^i x)\| \leq \|A\|^n_r$$

and similarly

$$\|[A^{(n)}(x)]^{-1}\| \leq \|A^{-1}\|^n_r$$

Then applying (2.5) to $A^{(n)}(x)$ we obtain:

$$\|A^{-1}\|^{-n}_r \leq \|A^{(n)}(x)\| \leq \|A\|^{n}_r \quad \text{for all } x \in \mathbb{T} \quad (2.7)$$

Combining (2.6) and (2.7), for all $1 \leq j \leq m$ and $n \geq 1$ we get:

$$\|A^{-1}\|^{-n-j}_r \leq \|\wedge_j A^{(n)}(x)\| \leq \|A\|^{n-j}_r \quad \text{for all } x \in \mathbb{T} \quad (2.8)$$
From (2.7) we have:
\[
\left| \frac{1}{n} \log \| A^{(n)}(x) \| \right| \leq \max \{ \| \log \| A \|_r \|, \| \log \| A^{-1} \|_r \} \]

In fact, from (2.8), for all \(1 \leq j \leq m\),
\[
\left| \frac{1}{n} \log p_j(A^{(n)}(x)) \right| = \left| \frac{1}{n} \log \| \Lambda_j A^{(n)}(x) \| \right| \leq j \max \{ \| \log \| A \|_r \|, \| \log \| A^{-1} \|_r \} \]

Since any \(s \in S\) is obtained by taking products and ratios of s.v.f. of the form \(p_j\), for \(1 \leq j \leq m\), we then conclude that for all \(x \in T\) we have:
\[
\left| \frac{1}{n} \log s(A^{(n)}(x)) \right| \lesssim \max \{ \| \log \| A \|_r \|, \| \log \| A^{-1} \|_r \} \] (2.9)

and in particular,
\[
| \Lambda_s^{(n)}(A) | \lesssim \max \{ \| \log \| A \|_r \|, \| \log \| A^{-1} \|_r \} \] (2.10)

The inherent constant in (2.9), (2.10) depends only on the dimension \(m\), and in fact this constant is not more than \(m(m + 1)\).

To prove the Large Deviation Theorem 4.1 in Section 4, we will use a quantitative Birkhoff ergodic theorem for subharmonic sample functions, namely Theorem 3.8. in [7]. The scaling factor there depends on the sup norm of the given subharmonic function, and on the width \(r\) of the strip on which it is defined. Applied to our case, the scaling factor will be of order
\[
\frac{\max \{ \| \log \| A \|_r \|, \| \log \| A^{-1} \|_r \} }{r} \]

Accounting for other estimates that will appear in this paper (namely in Lemma 5.2 and in Lemma 5.3) we then define:
\[
C(A) := \frac{m(m + 1)}{r} \left[ \| \log \| A \|_r \| + \| \log \| A^{-1} \|_r \| + \log(1 + \| A \|_r) \right] \] (2.11)

We also denote (mind the script):
\[
c(A) := \frac{1}{C(A)^2} \]

The width \(r\) of the domain and the dimension \(m\) are of course fixed. For simplicity of notations, from now on we will write \(a \lesssim b\) whenever \(a \leq \text{constant} \cdot b\), where the multiplicative constant is either universal or depends only on \(m, r\).

It is clear that the scaling constant \(C(A)\) defined in (2.11) depends continuously on \(A \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R}))\), so if \(C(A) < C\) and \(B \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R}))\) such that \(\| A - B \|_r \ll 1\), then \(C(B) < C\). This will ensure that any estimate that depends only on the size \(C(A)\) of \(A\) will hold uniformly for any cocycle \(B\) in a neighborhood of \(A\).
In fact, it is easy to verify that if $B \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ such that 
\[ \|A - B\|_r \leq \frac{\|A^{-1}\|^{-1}_r}{4} \left( < \frac{\|A\|_r}{4} \right) \]
then
\[ \frac{1}{2} \|A^{-1}\|_r \leq \|B^{-1}\|_r \leq 2\|A^{-1}\|_r, \]
\[ \frac{3}{4} \|A\|_r \leq \|B\|_r \leq \frac{5}{4} \|A\|_r \]
so
\[ C(B) < C(A) + 2 \]

Hence if $A \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ is fixed, we can take $C := C(A) + 2, c := \frac{1}{C^2}$ and all estimates depending on the size of $A$ will hold with these multiplicative scaling factors $C, c$ for all cocycles $B$ in a ball of fixed radius $\frac{\|A^{-1}\|^{-1}_r}{4}$ around $A$.

3. A higher dimensional avalanche principle

**Shadowing Lemma.** The following is an abstract lemma on chains of continuous mappings $g_i : X \to X$ ($0 \leq i \leq n$) on a compact metric space $X$. Each mapping $g_i$ is assumed to be contractive away from a critical set $\Sigma_i$. The lemma states that any ‘pseudo orbit’ of this chain that stays away from the critical sets $\Sigma_i$ is shadowed by an orbit of the mapping chain. In particular, any closed pseudo-orbit is shadowed by a periodic orbit of the mapping chain.
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**Lemma 3.1.** Let $\varepsilon > 0$ and $0 < \kappa < 1$ such that $\kappa/(1 - \kappa) < \varepsilon$. Given a compact metric space $X$ with diameter 1, a chain of continuous mappings $g_0, g_1, \ldots, g_{n-1} : X \to X$, some closed subsets $\Sigma_0, \ldots, \Sigma_{n-1} \subset X$, and some pairs of points $(x_0, y_0), (x_1, y_1), \ldots, (x_{n-1}, y_{n-1})$ in $X \times X$ such that for every $0 \leq i \leq n - 1$:
(a) \( g_i(x_i) = y_i \),
(b) \( d(x_i, \Sigma_i) = 1 \) and \( d(y_i, \Sigma_{i+1}) \geq 2 \varepsilon \),
(c) the restriction \( g_i|_{X \setminus B_\varepsilon(\Sigma_i)} : X \setminus B_\varepsilon(\Sigma_i) \to X \) has Lipschitz constant \( \leq \kappa \), where \( B_\varepsilon(\Sigma_i) = \{ x \in X : d(x, \Sigma_i) < \varepsilon \} \).

Then setting \( g^{(n)} := g_{n-1} \circ \cdots \circ g_1 \circ g_0 \), the following hold:

1. \( d \left( y_{n-1}, g^{(n)}(x_0) \right) \leq \frac{\kappa}{1 - \kappa} \varepsilon \),
2. if \( x_0 = y_{n-1} \) then there is a unique point \( x^* \in X \) such that \( g^{(n)}(x^*) = x^* \) and \( d(x_0, x^*) \leq \frac{\kappa}{(1 - \kappa)(1 - \kappa^n)} \).

Proof. Define \( z^i_j := (g_{j-1} \circ \cdots \circ g_{i+1} \circ g_i)(x_i) \) for \( i \leq j \leq n \). Note that \( z^i_i = x_i \) and \( z^i_{i+1} = y_i \). We claim that for every \( j = 1, \ldots, n \), and every \( 0 \leq i \leq j - 1 \), \( d(z^i_j, z^{i+1}_j) \leq \kappa^{j-i} \). For \( j = 1 \) we only need to see that \( d(z^0_1, z^1_1) \leq \text{diam}(X) = 1 = \kappa^0 \). Assuming these inequalities hold for some \( j \), we have \( d(z^j_j, \Sigma_j) = d(x_j, \Sigma_j) = 1 \), while for \( i < j \)

\[
d(z^i_j, \Sigma_j) \geq d(y_{j-1}, \Sigma_j) - \sum_{\ell=1}^{j-2} d(z^\ell_j, z^{\ell+1}_j) \\
\geq 2\varepsilon - (\kappa + \kappa^2 + \cdots + \kappa^{j-i}) \\
\geq 2\varepsilon - \frac{\kappa}{1 - \kappa} > \varepsilon
\]

Hence, because of (c), the map \( g_j \) acts as a Lipschitz \( \kappa \)-contraction on the points \( z^i_j \) with \( 0 \leq i \leq j \). Since \( z^i_{i+1} = g_j(z^i_i) \), we have for \( 0 \leq i \leq j - 1 \)

\[
d(z^i_{j+1}, z^{i+1}_{j+1}) = d(g_j(z^i_j), g_j(z^{i+1}_j)) \leq \kappa d(z^i_j, z^{i+1}_j) \leq \kappa^{j-i}
\]

On the other hand, for \( i = j \) we have

\[
d(z^i_{j+1}, z^{i+1}_{j+1}) = d(y_j, x_{j+1}) \leq \text{diam}(X) = 1 = \kappa^0
\]

and this establishes the claim.

Thus

\[
d(y_{n-1}, g^{(n)}(x_0)) = d(z^{n-1}_n, z^0_n) \leq \sum_{\ell=1}^{n-1} d(z^\ell_n, z^{\ell-1}_n) \\
\leq \kappa + \kappa^2 + \cdots + \kappa^{n-1} \leq \frac{\kappa}{1 - \kappa}
\]

which proves (1).

Let us now assume that \( y_{n-1} = x_0 \). Then from item (1) we get that \( d(x_0, g^{(n)}(x_0)) < \kappa/(1 - \kappa) \). It is enough to see that \( g^{(n)}(B_\varepsilon(x_0)) \subset B_\varepsilon(x_0) \) and that \( g^{(n)} \) acts as a \( \kappa^n \)-contraction on the closed ball \( B_\varepsilon(x_0) \).

We claim that \( (g_i \circ \cdots \circ g_0)(B_\varepsilon(x_0)) \cap B_\varepsilon(\Sigma_{i+1}) = \emptyset \), for every \( i = 0, 1, \ldots, n - 2 \). Let us assume the claim and finish the proof. It follows
from the claim, together with assumption (c), that $g^{(n)}$ acts as a $\kappa^n$-contraction on the ball $B_{\varepsilon}(x_0)$. Given $x \in B_{\varepsilon}(x_0)$,
\begin{align*}
d(g^{(n)}(x), x_0) &\leq d(g^{(n)}(x), g^{(n)}(x_0)) + d(g^{(n)}(x_0), x_0) \\
&\leq \kappa^n d(x, x_0) + \kappa + \kappa^2 + \ldots + \kappa^{n-1} \\
&\leq \frac{\kappa}{1 - \kappa} < \varepsilon .
\end{align*}
Thus $g^{(n)}(x) \in B_{\varepsilon}(x_0)$, which proves that $g^{(n)}(B_{\varepsilon}(x_0)) \subset B_{\varepsilon}(x_0)$.

Let us now prove the claim above. The proof goes by induction on $i = 0, 1, \ldots, n - 2$. Let us consider first the case $i = 0$. Given $x \in B_{\varepsilon}(x_0)$, $d(x, \Sigma_0) \geq d(x_0, \Sigma_0) - d(x, x_0) \geq 1 - \varepsilon > \varepsilon$. This implies that $d(g_0(x), g_0(x_0)) \leq \kappa d(x, x_0)$. Thus
\begin{align*}
d(g_0(x), \Sigma_1) &\geq d(y_0, \Sigma_1) - d(y_0, g_0(x)) \\
&\geq 2\varepsilon - d(g_0(x), g_0(x)) \\
&\geq 2\varepsilon - \kappa d(x, x_0) \\
&\geq 2\varepsilon - \kappa \varepsilon \\
&> \varepsilon
\end{align*}
which proves that $g_0(B_{\varepsilon}(x_0)) \cap B_{\varepsilon}(\Sigma_1) = \emptyset$.

Assume now that for every $\ell \leq i - 1$, $(g_{\ell} \circ \ldots \circ g_0)(B_{\varepsilon}(x_0)) \cap B_{\varepsilon}(\Sigma_{\ell+1})$ is empty. Then $g^{(i)} = g_{i-1} \circ \ldots \circ g_0$ acts as a $\kappa^i$-contraction on $B_{\varepsilon}(x_0)$ and $g^{(i)}(B_{\varepsilon}(x_0)) \cap B_{\varepsilon}(\Sigma_i) = \emptyset$. Thus for every $x \in B_{\varepsilon}(x_0)$,
\begin{align*}
d(g^{(i+1)}(x), \Sigma_{i+1}) &\geq d(y_i, \Sigma_{i+1}) - d(y_i, g^{(i+1)}(x)) \\
&\geq 2\varepsilon - d(g_i(x_i), g_i \circ g^{(i)}(x)) \\
&\geq 2\varepsilon - \kappa d(x_i, g^{(i)}(x)) \\
&\geq 2\varepsilon - \kappa d(x, g^{(i)}(x)) \\
&\geq 2\varepsilon - \kappa d(x, g^{(i)}(x)) - \kappa d(g^{(i)}(x), g^{(i)}(x)) \\
&\geq 2\varepsilon - \kappa d(x, g^{(i)}(x)) - \kappa^{i+1} d(x_0, x) \\
&\geq 2\varepsilon - \kappa d(x, g^{(i)}(x)) - \kappa^{i+1} (1 + \kappa + \ldots + \kappa^{i-1}) \\
&\geq 2\varepsilon - \kappa^{i+1} \left(1 - \frac{\kappa}{1 - \kappa}\right) \\
&\geq 2\varepsilon - \kappa \varepsilon \\
&> \varepsilon
\end{align*}
which proves that $g^{(i+1)}(B_{\varepsilon}(x_0)) \cap B_{\varepsilon}(\Sigma_{i+1}) = \emptyset$.

**Flag Manifolds.** Given a signature $\tau = (\tau_1, \ldots, \tau_k)$, any sequence $E = (F_1, \ldots, F_k)$ of vector subspaces $F_1 \subset F_2 \subset \ldots \subset F_k \subset \mathbb{R}^m$ such that $\dim F_j = \tau_j$, for each $j = 1, \ldots, k$, will be called a $\tau$-flag. Denote by $\mathcal{F}_\tau^m$ the manifold of all $\tau$-flags. If $\tau = (1)$ the flag manifold $\mathcal{F}_\tau^m$ is the projective space $\mathbb{P}^{m-1}$. Similarly, if $\tau = (k)$, $\mathcal{F}_\tau^m$ coincides with the Grassmannian manifold $\text{Gr}_k^m$. 

\[ \square \]
The general linear group $GL(m, \mathbb{R})$ acts on flags. Each linear automorphism $g$ induces the diffeomorphism $\varphi_g : \mathcal{F}_\tau^m \to \mathcal{F}_\tau^m$ defined by $\varphi_g F = (gF_1, \ldots, gF_k)$.

The Grassmannian $\text{Gr}_k^m$ can be identified with a submanifold of the projective space $\mathbb{P}(\wedge^k \mathbb{R}^m)$, by identifying each vector subspace $V \subset \mathbb{R}^m$ of dimension $k$ with the exterior product $v_1 \wedge v_2 \wedge \ldots \wedge v_k$, where $\{v_1, v_2, \ldots, v_k\}$ is any orthonormal basis of $V$. With the canonical Riemannian metric, projective spaces have diameter $\pi/2$. We normalize the distance so that the Grassmannian manifolds $\text{Gr}_k^m$ have diameter one, and consider $\mathcal{F}_\tau^m$ as a submanifold of $\text{Gr}_1^m \times \text{Gr}_2^m \times \ldots \times \text{Gr}_k^m$ which with the induced (max) product distance, has also diameter 1. With this metric, each flag manifold $\mathcal{F}_\tau^m$ is a compact metric space with diameter 1.

**Singular Eigenspaces.** Assuming $\|g\| = s_1(g) > s_2(g)$, denote by $\hat{v}_{\pm}(g) \in \mathbb{P}^{m-1}$ the most expanding singular directions of $g$. Letting $v_{\pm}(g) \in \mathbb{R}^m$ be a unit vector in the line $\hat{v}_{\pm}(g)$, we have

\[
\begin{align*}
g v_- (g) &= \|g\| v_+(g) \\
g^* v_+(g) &= \|g\| v_-(g)
\end{align*}
\]

Suppose that $g$ has a $\tau$-gap pattern and let $v^1_{\pm}(g), \ldots, v^m_{\pm}(g)$ be orthonormal singular eigenbases of $g$. These bases are characterized by the relations

\[
g v^j_- (g) = s_j(g) v^j_+(g), \quad 1 \leq j \leq m
\]

We define the **most expanding $\tau$-flags** of $g$ as

\[
\hat{v}_{\tau, \pm}(g) := (\hat{V}_{\tau, 1}^\pm(g), \ldots, \hat{V}_{\tau, k}^\pm(g)) \in \mathcal{F}_\tau^m
\]

where $\hat{V}_{\tau, j}^\pm(g)$ is the linear span $\langle v_{\pm}^1(g), \ldots, v_{\pm}^j(g) \rangle$ for $1 \leq j \leq k$. The subspaces $\hat{V}_{\tau, j}^\pm(g)$ do not depend on the choice of the singular eigenbasis, precisely because $g$ has a $\tau$-gap pattern. Identifying each vector subspace $\hat{V}_{\tau, j}^\pm(g) \subset \mathbb{R}^m$ with a simple $\tau_j$-vector $V_{\tau, j}^\pm(g) \in \wedge_{\tau_j} \mathbb{R}^m$, the following relation holds

\[
(\wedge_{\tau_j} g) V_{\tau, -}^j(g) = p_{\tau_j}(g) V_{\tau, +}^j(g), \quad \text{where } p_{\tau_j}(g) = \|\wedge_{\tau_j} g\|.
\]

We also have

\[
\varphi_g \hat{v}_{\tau, -}(g) = \hat{v}_{\tau, +}(g)
\]
**Angles and Orthogonality.** Let us call the *correlation* of $u$ and $v \in \mathbb{P}^{m-1}$ the number

$$\alpha(u, v) := |\langle u, v \rangle| = \cos \angle(u, v)$$

Because we have normalized the projective metric, $\angle(u, v) = \frac{\pi}{2} d(u, v)$, and hence

$$\alpha(u, v) = \cos \left( \frac{\pi}{2} d(u, v) \right)$$

It is also clear that for $u, v \in \mathbb{P}^{m-1}$,

$$\alpha(u, v) = 0 \iff d(u, v) = 1 \iff u \perp v$$

We generalize these concepts to Grassmannian manifolds. Consider two vector subspaces $U, V \subset \mathbb{R}^m$ of dimension $k \in \{1, \ldots, m\}$ and fix two orthonormal bases $\{u_1, \ldots, u_k\}$ of $U$ and $\{v_1, \ldots, v_k\}$ of $V$. Define the *correlation* of $U$ and $V$ to be

$$\alpha(U, V) := |\langle u_1 \wedge \ldots \wedge u_k, v_1 \wedge \ldots \wedge v_k \rangle|$$

$$= |\det \left( \begin{array}{ccc}
\langle u_1, v_1 \rangle & \langle u_1, v_2 \rangle & \ldots & \langle u_1, v_k \rangle \\
\langle u_2, v_1 \rangle & \langle u_2, v_2 \rangle & \ldots & \langle u_2, v_k \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle u_k, v_1 \rangle & \langle u_k, v_2 \rangle & \ldots & \langle u_k, v_k \rangle
\end{array} \right) |$$

$$= |\det(\pi_{U,V})|,$$

where $\pi_{U,V} : U \to V$ is the restriction to $U$ of the orthogonal projection to $V$. Define, as above, $\angle(U, V)$ to be the angle between the vectors $u_1 \wedge \ldots \wedge u_k$ and $v_1 \wedge \ldots \wedge v_k$ in $\wedge_k \mathbb{R}^m$. By the normalization of the Grassmannian metric, we have $\angle(U, V) = \frac{\pi}{2} d(U, V)$, and hence

$$\alpha(U, V) = \cos \left( \frac{\pi}{2} d(U, V) \right)$$

We say that the vector subspaces $U, V \subset \mathbb{R}^m$ are *orthogonal*, and write $U \perp V$, if there is some pair of unit vectors $(u, v)$ such that $u \in U \cap V^\perp$ and $v \in V \cap U^\perp$. It is not difficult to check that for $U, V \in \text{Gr}_k^m$,

$$\alpha(U, V) = 0 \iff d(U, V) = 1 \iff U \perp V$$

Finally, let us consider two flags $\mathcal{F}, \mathcal{G} \in \mathcal{F}_m^\tau$, and define

$$d(\mathcal{F}, \mathcal{G}) := \max_{1 \leq j \leq k} d(F_j, G_j)$$

$$\alpha(\mathcal{F}, \mathcal{G}) := \min_{1 \leq j \leq k} \alpha(F_j, G_j)$$

$$\angle(\mathcal{F}, \mathcal{G}) := \max_{1 \leq j \leq k} \angle(F_j, G_j)$$

$$\mathcal{F} \perp \mathcal{G} :\iff F_j \perp G_j, \text{ for some } j = 1, \ldots, k.$$
With these definitions,
\[ \alpha(F, G) = \cos(\angle(F, G)) = \cos\left(\frac{\pi}{2} \cdot d(F, G)\right) \]

and
\[ \alpha(F, G) = 0 \iff d(F, G) = 1 \iff F \perp G \]

For each flag \( F \in \mathcal{F}_r^m \) we define the orthogonal flag hyperplane:
\[ \Sigma(F) = \{ G \in \mathcal{F}_r^m : \alpha(G, F) = 0 \} = \{ G \in \mathcal{F}_r^m : G \perp F \} \]

**Lemma 3.2.** For any flags \( F, G \in \mathcal{F}_r^m \),
(a) \( \alpha(F, G) = \sin\left(\frac{\pi}{2} \cdot d(G, \Sigma(F))\right) \),
(b) \( d(G, \Sigma(F)) \leq \alpha(F, G) \leq \frac{\pi}{2} \cdot d(G, \Sigma(F)) \).

**Proof.** Item (b) follows from (a). Let us prove item (a). If \( \mathcal{F}_r^m = \mathbb{P}^{m-1} \) then \( \frac{\pi}{2} \cdot d(u, \Sigma(v)) \) is complementary to \( \angle(u, v) \), and hence
\[ \alpha(u, v) = \cos \angle(u, v) = \sin\left(\frac{\pi}{2} \cdot d(u, \Sigma(v))\right) \]

In case \( \mathcal{F}_r^m = \text{Gr}^m_k \), the angle \( \frac{\pi}{2} \cdot d(U, \Sigma(V)) \) is complementary to \( \angle(U, V) \), and again
\[ \alpha(U, V) = \sin\left(\frac{\pi}{2} \cdot d(U, \Sigma(V))\right) \]

In general, since
\[ \Sigma(F) = \bigcup_{1 \leq j \leq k} \{ G \in \mathcal{F}_r^m : \alpha(F_j, G_j) = 0 \} \]

we get that
\[ d(G, \Sigma(F)) = \min_{1 \leq j \leq k} d(G_j, \Sigma(F_j)) \]

Hence
\[ \alpha(F, G) = \min_{1 \leq j \leq k} \alpha(F_j, G_j) \]
\[ = \min_{1 \leq j \leq k} \sin\left(\frac{\pi}{2} \cdot d(G_j, \Sigma(F_j))\right) \]
\[ = \sin\left(\frac{\pi}{2} \cdot \min_{1 \leq j \leq k} d(G_j, \Sigma(F_j))\right) \]
\[ = \sin\left(\frac{\pi}{2} \cdot d(G, \Sigma(F))\right) \]

\( \square \)
Projective Contraction. Consider the flag manifold $\mathcal{F}_r^m$ with signature $\tau = (\tau_1, \ldots, \tau_k)$. Given $g \in \text{GL}(m, \mathbb{R})$ and $\varepsilon > 0$ define the singular critical sets

$$
\Sigma^\pm_\tau(g) := \{ F \in \mathcal{F}_r^m : \alpha_\tau(F, \hat{v}_{\tau,-}(g)) = 0 \}
$$

as well as its $\varepsilon$-neighborhood ($\varepsilon > 0$)

$$
\Sigma^{\pm, \varepsilon}_\tau(g) := \{ F \in \mathcal{F}_r^m : \alpha_\tau(F, \hat{v}_{\tau,-}(g)) < \varepsilon \}
$$

Proposition 3.3. Given $\varepsilon > 0$ and $\kappa > 0$, for any $g \in \text{GL}(m, \mathbb{R})$ with $\sigma_\tau(g) \leq \kappa$, the restriction mapping $\varphi_g : \mathcal{F}_r^m \setminus \Sigma^{\pm, \varepsilon}_\tau(g) \to \mathcal{F}_r^m$ has Lipschitz constant $\kappa (1 + \varepsilon)/\varepsilon^2$.

Given a unit vector $v \in \mathbb{R}^m$, $\|v\| = 1$, denote by $\pi_v, \pi_v^\perp : \mathbb{R}^m \to \mathbb{R}^m$ the orthogonal projections $\pi_v(x) = \langle v, x \rangle v$ resp. $\pi_v^\perp(x) = x - \langle v, x \rangle v$.

Lemma 3.4. Given two non-colinear unit vectors $u, v \in \mathbb{R}^m$, i.e., $\|u\| = \|v\| = 1$, denote by $P$ the plane spanned by $u$ and $v$. Then

(a) is $\pi_v - \pi_u$ a self-adjoint endomorphism,

(b) $\text{Ker}(\pi_v - \pi_u) = P^\perp$,

(c) the restriction $\pi_v - \pi_u : P \to P$ is anti-conformal with similarity factor $|\sin \angle(u, v)|$,

(d) $\|\pi_v - \pi_u\| = \|\pi_v^\perp - \pi_u\| \leq \|v - u\|$. 

Proof. Items (a) and (b) are obvious. For (c) we may clearly assume that $d = 2$, and consider $u = (u_1, u_2)$, $v = (v_1, v_2)$, with $u_1^2 + u_2^2 = v_1^2 + v_2^2 = 1$. The projections $\pi_u$ and $\pi_v$ are represented by the matrices

$$
U = \begin{pmatrix}
u_1^2 & u_1 u_2 \\
u_1 u_2 & u_2^2
\end{pmatrix}
$$

and

$$
V = \begin{pmatrix}v_1^2 & v_1 v_2 \\
v_1 v_2 & v_2^2
\end{pmatrix}
$$

w.r.t. the canonical basis. Hence $\pi_v - \pi_u$ is given by

$$
V - U = \begin{pmatrix}v_1^2 - u_1^2 & v_1 v_2 - u_1 u_2 \\
v_1 v_2 - u_1 u_2 & v_2^2 - u_2^2
\end{pmatrix} = \begin{pmatrix}\beta & \alpha \\
\alpha & -\beta
\end{pmatrix}
$$

where $\alpha = v_1 v_2 - u_1 u_2$ and $\beta = v_1^2 - u_1^2 = -(v_2^2 - u_2^2)$. This proves that the restriction of $\pi_v - \pi_u$ to the plane $P$ is anti-conformal. The similarity factor of this map is

$$
\|\pi_v - \pi_u\| = \|\pi_v(u) - u\| = \|\pi_v^\perp(u)\| = |\sin \angle(u, v)|
$$

Finally, since $u - \langle v, u \rangle v \perp v$,

$$
\|\pi_v^\perp - \pi_u\|^2 = \|\pi_v - \pi_u\|^2 = \|\pi_v^\perp(u)\|^2
= \|u - \langle v, u \rangle v\|^2
= \|u - v\|^2 - \|v - \langle v, u \rangle v\|^2
\leq \|u - v\|^2.
$$
Lemma 3.5. Given \( g \in \text{GL}(m, \mathbb{R}) \), the derivative of the transformation \( \varphi_g : \mathbb{P}^{m-1} \to \mathbb{P}^{m-1}, \varphi_g(x) = \frac{g x}{\|g x\|} \) is given by

\[
(D\varphi_g)_x v = \frac{g v - \langle \varphi_g(x), g v \rangle \varphi_g(x)}{\|g x\|} = \frac{1}{\|g x\|} \pi^\perp_{\varphi_g(x)}(g v)
\]

Proof. Simple calculation.

Proof of Proposition 3.3. Let us first consider the case \( k = 1 \), where \( \mathcal{F}_1^m = \mathbb{P}^{m-1} \). Let \( \tilde{v}_\pm \in \mathbb{P}^{m-1} \) be the top singular directions of \( g \), and let \( v_\pm \) be their representative unit vectors, which satisfy \( g v_- = \|g\| v_+ \).

Given \( \hat{x} \in \mathbb{P}^{m-1} \setminus \Sigma^{-\varepsilon}(g) \), represented by a unit vector \( x \in \mathbb{R}^m \), we can write \( x = a v_- + w \) with \( |a| \geq \varepsilon, w \perp v_- \) and \( \|w\|^2 = 1 - |a|^2 \).

Then \( g x = \|g\| a v_+ + g w \) with \( g w \perp v_+ \), and in particular \( \|g x\| \geq \varepsilon \|g\| \).

The projective (non-normalized) distance \( d(\varphi_g(x), v_+) \) is the angle between \( g x \) and \( v_+ \). Hence

\[
\|\varphi_g(x) - v_+\| \leq d(\varphi_g(x), v_+) = \arctan \left( \frac{\|g w\|}{\|g\| |a|} \right)
\]

\[
\leq \frac{\|g w\|}{\|g\| |a|} \leq \frac{s_2(g) \|w\|}{\|g\| |a|}
\]

\[
\leq \frac{s_2(g) \sqrt{1 - \varepsilon^2}}{s_1(g) \varepsilon} \leq \frac{\kappa \sqrt{1 - \varepsilon^2}}{\varepsilon}.
\]

By definition of \( v_+ \) one has \( \|\pi^\perp_{v_+} \circ g\| \leq s_2(g) \leq \kappa \|g\| \). Thus because

\[
(D\varphi_g)_x v = \frac{1}{\|g x\|} \pi^\perp_{v_+} (g v) + \frac{1}{\|g x\|} \left( \pi^\perp_{\varphi_g(x)} - \pi^\perp_{v_+} \right) (g v),
\]

by lemma 3.4 we have

\[
\|(D\varphi_g)_x\| \leq \frac{\kappa \|g\|}{\|g x\|} + \frac{\|\varphi_g(x) - v_+\| \|g\|}{\|g x\|}
\]

\[
\leq \frac{\kappa + \kappa \sqrt{1 - \varepsilon^2}}{\varepsilon^2} = \frac{\kappa (\varepsilon + \sqrt{1 - \varepsilon^2})}{\varepsilon^2} \leq \frac{\kappa (1 + \varepsilon)}{\varepsilon^2}.
\]

Since \( \mathbb{P}^{m-1} \setminus \Sigma^{-\varepsilon}(g) \) is a Riemannian convex disk, by the mean value theorem it follows that \( \varphi_g : \mathbb{P}^{m-1} \setminus \Sigma^{-\varepsilon}(g) \to \mathbb{P}^{m-1} \) is a Lipschitz contraction, provided \( \kappa \ll \varepsilon^2 \).

The case \( \mathcal{F}_k^m = \text{Gr}_k^m \), with \( 1 < k \leq m \), reduces to \( k = 1 \) by taking exterior powers. Notice that

\[
\sigma_k(g) = \frac{s_{k+1}(g)}{s_k(g)} = \frac{s_2(\wedge_k g)}{s_1(\wedge_k g)} = \sigma_1(\wedge_k g)
\]
Also, if \( \{u_1, \ldots, u_d\} \) is an orthonormal basis then the linear span \( U = \langle u_1, \ldots, u_k \rangle \) and the subspace \( V_k(g) \in \text{Gr}_k^m \) satisfy
\[
\alpha_k(U, V_k(g)) = \alpha_1(u_1 \wedge \ldots \wedge u_k, v_-(\wedge_k g))
\]

Having in mind that \( d(F, G) = \max_{1 \leq i \leq k} d(F_j, G_j) \) and \( \alpha_\tau(F, G) = \min_{1 \leq i \leq k} \alpha(F_j, G_j) \), the case of a general signature reduces to the previous one. \( \square \)

**Exotic Operation.** The following algebraic operation on the set \([0, 1]\) will play an important role in next section.

\[
a \oplus b := a + b - ab
\]

Clearly \((0, 1], \oplus)\) is a commutative semigroup isomorphic to \((0, 1], \cdot)\). In fact, the map \( \Phi : (0, 1], \oplus) \to (0, 1], \cdot), \Phi(x) := 1 - x, \) is a semigroup isomorphism. We summarize some properties of this operation.

**Proposition 3.6.** For any \( a, b, c \in [0, 1] \),

1. \( 0 \oplus a = a \),
2. \( 1 \oplus a = 1 \),
3. \( a \oplus b = (1 - b) a + b = (1 - a) b + a \),
4. \( a \oplus b < 1 \iff a < 1 \text{ and } b < 1 \),
5. \( a \leq b \Rightarrow a \oplus c \leq b \oplus c \),
6. \( b > 0 \Rightarrow (ab^{-1} \oplus c) b \leq a \oplus c \),
7. \( ac + b \sqrt{1 - a^2} \sqrt{1 - c^2} \leq \sqrt{a^2 \oplus b^2} \).

**Proof.** For the last item consider the function \( f : [0, 1] \to [0, 1] \) defined by \( f(c) := ac + b \sqrt{1 - a^2} \sqrt{1 - c^2} \). A simple computation shows that

\[
f'(c) = a - \frac{bc \sqrt{1 - a^2} \sqrt{1 - c^2}}{\sqrt{1 - c^2}}
\]

The derivative \( f' \) has a zero at \( c = a/\sqrt{a \oplus b} \), and one can check that this zero is a global maximum of \( f \). Since \( f(a/\sqrt{a \oplus b}) = \sqrt{a^2 \oplus b^2} \), item (7) follows. \( \square \)

**Expansivity Factors.** Assuming that \( g \) and \( g' \) have \( \tau \)-gap patterns, define

\[
\alpha_\tau(g, g') := \alpha_\tau(\hat{v}_+(g), \hat{v}_-(g')) \quad (3.1)
\]

where \( \hat{v}_\pm(g) = \hat{v}_{\tau, \pm}(g) \) are the most expanding \( \tau \)-flags of \( g \), and

\[
\beta_\tau(g, g') := \sqrt{\sigma_\tau(g)^2 \oplus \alpha_\tau(g, g')^2} \oplus \sigma_\tau(g')^2 \quad (3.2)
\]

These numbers will be, respectively, the lower and the upper multiplicative factors for the composition \( g' g \) of two matrices \( g \) and \( g' \) (see Proposition 3.8). If \( \tau = (k) \), which corresponds to \( \mathcal{F}^m / = \text{Gr}_k^m \), we
write $\alpha_k(g, g')$ instead of $\alpha_k(g, g')$, and if $\tau = (1)$, which corresponds to $F^m_1 = \mathbb{R}^{m-1}$, we simply write $\alpha(g, g')$ instead of $\alpha_1(g, g')$ or $\alpha_r(g, g')$. Analogous conventions are adopted for $\beta_r$.

**Lemma 3.7.** Given matrices $g, g' \in \text{GL}(m, \mathbb{R})$ with $\tau$-gap patterns,

$$1 \leq \frac{\beta_r(g, g')}{\alpha_r(g, g')} \leq \sqrt{1 + \frac{\sigma(g)^2 + \sigma(g')^2}{2\alpha_r(g, g')^2}}$$

**Proof.** Simple computation. $\square$

**Proposition 3.8.** Given $g, g' \in \text{GL}(m, \mathbb{R})$ with a $(1)$-gap pattern,

$$\alpha(g, g') \leq \frac{\|g'g\|}{\|g\|} \leq \beta(g, g')$$

**Proof.** Let $v \in \mathbb{R}^m$ be a unit vector, $v = \alpha_* v_+(g) + w$ with $w \perp v_-(g)$ and $\|w\| = \sqrt{1 - \alpha_*^2}$. Then $g v = \alpha_* \|g\| v_+(g) + g w$ with $g w \perp v_+(g)$, $\|g w\| = \sigma_* \|g\| \sqrt{1 - \alpha_*^2}$ and $\sigma_* \leq \sigma(g)$. Hence $\|g v\| = \|g\| \sqrt{\alpha_*^2 + \sigma_*^2}$ and

$$\frac{g v}{\|g v\|} = \frac{\alpha_*}{\sqrt{\alpha_*^2 + \sigma_*^2}} v_+(g) + \frac{1}{\sqrt{\alpha_*^2 + \sigma_*^2}} g w$$

Write $\alpha = \alpha(g, g') = |\langle v_+(g), v_-(g') \rangle|$. Let us define and estimate

$$\beta_* := \frac{|\langle g v, v_-(g') \rangle|}{\|g v\|} = |\alpha_* \frac{\alpha_*}{\sqrt{\alpha_*^2 + \sigma_*^2}} + \frac{1}{\sqrt{\alpha_*^2 + \sigma_*^2}} \langle g w, v_-(g') \rangle|$$

$$\leq \frac{\alpha_* \alpha_*}{\sqrt{\alpha_*^2 + \sigma_*^2}} + \frac{\sigma_* \sqrt{1 - \alpha_*^2}}{\sqrt{\alpha_*^2 + \sigma_*^2}} \|\langle g w, v_-(g') \rangle\|$$

$$\leq \frac{\alpha_* \alpha_*}{\sqrt{\alpha_*^2 + \sigma_*^2}} + \frac{\sigma_* \sqrt{1 - \alpha_*^2} \sqrt{1 - \alpha_*^2}}{\sqrt{\alpha_*^2 + \sigma_*^2}} \leq \frac{\sqrt{\alpha_*^2 + \sigma_*^2}}{\sqrt{\alpha_*^2 + \sigma_*^2}}.$$

On the last inequality use Lemma 3.6 (7). For the preceding inequality notice that $v_-(g')$ can be written as $v_-(g') = \alpha v_+(g) + u$ with $u \perp v_+(g)$ and $\|u\| = \sqrt{1 - \alpha^2}$. Thus

$$|\langle g w, v_-(g') \rangle| = |\langle g w, v_-(g) + u \rangle| \leq \|u\| \leq \sqrt{1 - \alpha^2}.$$

Repeating the initial argument, now with $g'$ and $g v/\|g v\|$, we get

$$\|g' g v\| \leq \|g'\| \sqrt{\beta_*^2 + (\sigma')^2} \|g v\|$$

$$\leq \|g'\| \|g\| \sqrt{\beta_*^2 + (\sigma')^2} \sqrt{\alpha_*^2 + (\sigma_*)^2}$$

$$\leq \|g'\| \|g\| \sqrt{\alpha_*^2 + \alpha^2 + (\sigma_*)^2} = \beta \|g'\| \|g\|,$$

where $\sigma' = \sigma(g')$. On the last inequality use Lemma 3.6 (6). $\square$
Corollary 3.9. Given \( g_0, g_1, \ldots, g_{n-1} \in \text{GL}(m, \mathbb{R}) \) with a \((1)\)-gap pattern, writing \( g^{(i)} = g_{i-1} \ldots g_0 \), we have
\[
\prod_{i=1}^{n-1} \alpha(g^{(i)}, g_i) \leq \frac{\|g_{n-1} \cdots g_1 g_0\|}{\|g_{n-1}\| \cdots \|g_1\| \|g_0\|} \leq \prod_{i=1}^{n-1} \beta(g^{(i)}, g_i)
\]

Proof. Follows from Proposition 3.8 by induction. \( \square \)

Corollary 3.10. Given \( g_0, g_1, \ldots, g_{n-1} \in \text{GL}(m, \mathbb{R}) \) having a \( \tau \)-gap pattern, and the \( \tau \)-s.v.p. function \( \pi = \pi_{\tau,j} \), writing \( g^{(i)} = g_{i-1} \ldots g_0 \),
\[
\prod_{i=1}^{n-1} \frac{\alpha_{\tau_j}(g^{(i)})}{\beta_{\tau_{j-1}}(g^{(i)}, g_i)} \leq \frac{\pi(g_{n-1} \cdots g_1 g_0)}{\pi(g_{n-1}) \cdots \pi(g_1) \pi(g_0)} \leq \prod_{i=1}^{n-1} \frac{\beta_{\tau_j}(g^{(i)}, g_i)}{\alpha_{\tau_{j-1}}(g^{(i)}, g_i)}
\]

Proof. We have \( \pi(g) = \|\wedge_{\tau_j} g\|/\|\wedge_{\tau_{j-1}} g\| \). By corollary 3.9 we get
\[
\prod_{i=1}^{n-1} \alpha_{\tau_j}(g^{(i)}, g_i) \leq \frac{\|\wedge_{\tau_j} (g_{n-1} \cdots g_0)\|}{\|\wedge_{\tau_j} g_{n-1}\| \cdots \|\wedge_{\tau_j} g_0\|} \leq \prod_{i=1}^{n-1} \beta_{\tau_j}(g^{(i)}, g_i)
\]
and
\[
\prod_{i=1}^{n-1} \beta_{\tau_{j-1}}(g^{(i)}, g_i)^{-1} \leq \frac{\|\wedge_{\tau_{j-1}} g_{n-1} \cdots \|\wedge_{\tau_{j-1}} g_0\|}{\|\wedge_{\tau_{j-1}} (g_{n-1} \cdots g_0)\|} \leq \prod_{i=1}^{n-1} \alpha_{\tau_{j-1}}(g^{(i)}, g_i)^{-1}
\]
To finish we just need to multiply these inequality chains term wise. \( \square \)

The Avalanche Principle. We now state a generalization of the Avalanche Principle of M. Goldstein and W. Schlag (see [7]). This theorem says that given a chain of matrices \( g_0, g_1, \ldots, g_{n-1} \in \text{GL}(m, \mathbb{R}) \), with some quantified \( \tau \)-gap pattern, and with minimum ‘angles’ between the most expanding singular flags for pairs of consecutive matrices, then their product keeps the same pattern. Given \( 0 \leq j < i < n \), let us write \( g^{(i)} := g_{i-1} \ldots g_1 g_0 \).

Theorem 3.1. There is a smooth function \( \kappa_0(\varepsilon) = o(\varepsilon^3) \) as \( \varepsilon \to 0 \), such that given \( \varepsilon > 0 \), \( \kappa \leq \kappa_0(\varepsilon) \), and \( g_0, g_1, \ldots, g_{n-1} \in \text{GL}(m, \mathbb{R}) \), if
(a) \( \sigma_\tau(g_i) \leq \kappa, \) for \( 0 \leq i \leq n-1 \), and
(b) \( \alpha_\tau(g_{i-1}, g_i) \geq \varepsilon, \) for \( 1 \leq i \leq n-1 \),
then
\[
\begin{align*}
(1) & \quad d(\hat{v}_+(g^{(n)}), \hat{v}_+(g_{n-1})) \lesssim \kappa \varepsilon^{-2} \\
(2) & \quad d(\hat{v}_-(g^{(n)}), \hat{v}_-(g_0)) \lesssim \kappa \varepsilon^{-2} \\
(3) & \quad |\sigma_\tau(g^{(n)})| \leq \left( \frac{\kappa (1+\varepsilon)}{\varepsilon^2} \right)^n
\end{align*}
\]
(4) for any $\tau$-s.v.p. function $\pi$,

$$\left| \log \pi(g^{(n)}) + \sum_{j=1}^{n-2} \log \pi(g_i) - \sum_{t=1}^{n-1} \log \pi(g_t g_{t-1}) \right| \lesssim n \frac{K}{\varepsilon^3} \quad (3.3)$$

**Proof.** Given $\varepsilon > 0$ and $\kappa \ll \varepsilon^2$, set $\varepsilon' = \varepsilon / \pi$. Applying Proposition 3.3 with $\kappa$ and $\varepsilon'$, for any $g \in \text{GL}(m, \mathbb{R})$ with $\sigma_r(g) \leq \kappa$, the map $\varphi_g$ has Lipschitz constant $\kappa' = \kappa \varepsilon'^{-2} (\varepsilon' + \sqrt{1 - \varepsilon'^2}) \lesssim \kappa \varepsilon^{-2}$ over $\mathcal{F}_\tau^m \setminus \Sigma_\tau^{-\varepsilon'}(g)$.

We are going to apply Lemma 3.1 twice, with the given constants $\varepsilon'$ and $\kappa'$, to derive conclusions (1) and (2). Consider the compact metric space $X = \mathcal{F}_\tau^m$, the sequence of mappings $\varphi_{g_0}, \varphi_{g_1}, \ldots, \varphi_{g_{n-1}}, \varphi_{g_n}, \ldots$, $\varphi_{g^*_1}, \varphi_{g^*_2}$, the sequence of argument-value pairs

$$\hat{\nu}_-(g_0) \overset{g_0}{\rightarrow} \hat{\nu}_+(g_0), \quad \ldots, \quad \hat{\nu}_-(g_{n-1}) \overset{g_{n-1}}{\rightarrow} \hat{\nu}_+(g_{n-1}),$$

$$\hat{\nu}_+(g_{n-1}) \overset{g_{n-1}}{\rightarrow} \hat{\nu}_-(g_{n-1}), \quad \ldots, \quad \hat{\nu}_+(g_0) \overset{g_0}{\rightarrow} \hat{\nu}_-(g_0),$$

and the sequence of singular critical sets

$$\Sigma^+_\tau(g_0), \Sigma^-_\tau(g_1), \ldots, \Sigma^-_\tau(g_{n-1}), \Sigma^+_\tau(g_{n-1}), \ldots, \Sigma^+_\tau(g_1), \Sigma^-_\tau(g_0).$$

Let us check the assumptions of Lemma 3.1. Assumption (a) is obvious. The first part of (b) follows from Lemma 3.2 (a) and the fact that $\alpha_r(F, F) = 1$ for any flag $F \in \mathcal{F}_\tau^m$. For the second part of (b) we use the hypothesis $\alpha_r(v_+(g_{i-1}), v_-(g_i)) = \alpha_r(g_{i-1}, g_i) \geq \varepsilon$, together with Lemma 3.2 (b) to conclude that

$$d(v_+(g_{i-1}), \Sigma^+_\tau(g_i)) \geq \frac{2}{\pi} \alpha_r(v_+(g_{i-1}), v_-(g_i)) \geq 2 \varepsilon'.$$

Because the second half of our chain of mappings consists of the adjoints of the mappings in the first half, the singular vector geometry is ‘replicated’, and whence

$$d(v_-(g_i), \Sigma^+_\tau(g_{i-1})) = d(v_+(g^*_i), \Sigma^-_\tau(g^*_{i-1})) \geq 2 \varepsilon'$$

Finally, by Lemma 3.2 (b), $\mathcal{F}_\tau^m \setminus B_{e'}(\Sigma^-_\tau(g)) \subset \mathcal{F}_\tau^m \setminus \Sigma^-_\tau\varepsilon'(g)$, and the assumption (c) of Lemma 3.1 is satisfied. The most expanding flag $\hat{\nu}_-(g^{(n)}) \in \mathcal{F}_\tau^m$ of $g^{(n)}$ is a fixed point of the mapping $\varphi_{g_0 \cdots g_{n-1}}g_{n-1} \cdots g_0$. Hence, by (2) of Lemma 3.1, $d(\hat{\nu}_-(g_0), \hat{\nu}_-(g^{(n)})) \leq \frac{\kappa'}{(1 - \kappa')(1 - \kappa'\varepsilon'^{2n})} \lesssim \kappa \varepsilon^{-2}$.

Applying the same argument to the chain of maps $\varphi_{g_0}, \varphi_{g_1}, \ldots, \varphi_{g_{n-1}}, \varphi_{g_n}, \ldots, \varphi_{g^*_1}, \varphi_{g^*_2}$, we conclude that $d(\hat{\nu}_+(g_{n-1}), \hat{\nu}_+(g^{(n)})) \lesssim \kappa \varepsilon^{-2}$.

Let us prove item (3). Writing $s_i = s_i(g^{(n)})$, we have

$$s_1(\Lambda r, g^{(n)}) = s_1 \cdots s_{r-1}s_{r-1} \quad \text{and} \quad s_2(\Lambda r, g^{(n)}) = s_1 \cdots s_{r-1}s_{r-1}$$

The projective map $\varphi_{\Lambda r, g^{(n)}}$ sends $\hat{\nu}_-(g^{(n)})$ to $\hat{\nu}_+(g^{(n)})$. The largest singular value of the Jacobian of $\varphi_{\Lambda r, g^{(n)}}$ at $\hat{\nu}_-(g^{(n)})$ is $s_2(\Lambda r, g^{(n)})/s_1(\Lambda r, g^{(n)})$. 


Hence, denoting by $\text{Lip}(\varphi_{g^{(n)}})$ the Lipschitz constant of the map $\varphi_{\Lambda_{\tau_j}g^{(n)}}$, in some appropriate domain,

$$
\frac{s_{\tau_j+1}(g^{(n)})}{s_{\tau_j}(g^{(n)})} = \frac{s_2(\Lambda_{\tau_j}g^{(n)})}{s_1(\Lambda_{\tau_j}g^{(n)})} = \|D\varphi_{\Lambda_{\tau_j}g^{(n)}}\|_{\delta_j(g^{(n)})} \leq \text{Lip}(\varphi_{g^{(n)}}) \leq \left(\frac{\kappa (1 + \varepsilon)}{\varepsilon^2}\right)^n.
$$

Before proving inequality (3.3), we claim that

$$
|\alpha_{\tau_j}(g^{(i)}_j, g_i) - \alpha_{\tau_j}(g_{i-1}, g_i)| \lesssim \kappa \varepsilon^{-2} . \quad (3.4)
$$

Consider the following subspaces in $\text{Gr}^m_{\tau_j}$: $\hat{\nu} = \hat{\nu}_+(g^{(i)}_j)$, $\hat{\nu}_+ = \hat{\nu}_+(g_{i-1})$ and $\hat{\nu}_- = \hat{\nu}_+(g_i)$, so that $\alpha_{\tau_j}(\hat{\nu}, \hat{\nu}_-) = \alpha_{\tau_j}(g^{(i)}_j, g_i)$ and $\alpha_{\tau_j}(\hat{\nu}_+, \hat{\nu}_-) = \alpha_{\tau_j}(g_{i-1}, g_i)$. Applying Lemma 3.1 to the chain of maps $\varphi_{g_{i-1}}$, $\ldots$, $\varphi_{g_0}$, $\varphi_{g_0}, \ldots, \varphi_{g_{i-1}}$ we get

$$
d(\hat{\nu}, \hat{\nu}_+) \leq \kappa' \left(\frac{1 - \kappa'}{(1 - \kappa')^{2i}}\right) \lesssim \kappa \varepsilon^{-2}.
$$

Hence, setting $\Sigma_i := \Sigma_{\tau_j}(g_i)$,

$$
|\alpha_{\tau_j}(\hat{\nu}, \hat{\nu}_-) - \alpha_{\tau_j}(\hat{\nu}_+, \hat{\nu}_-)| = |\sin\left(\frac{\pi}{2} d(\hat{\nu}, \Sigma_i^-)\right) - \sin\left(\frac{\pi}{2} d(\hat{\nu}_+, \Sigma_i^-)\right)|
\leq \frac{\pi}{2} |d(\hat{\nu}, \Sigma_i^-) - d(\hat{\nu}_+, \Sigma_i^-)|
\leq \frac{\pi}{2} d(\hat{\nu}, \hat{\nu}_+) \lesssim \kappa \varepsilon^{-2} .
$$

Notice in general the $\alpha$ and $\beta$ factors of corollary 3.10 are not comparable, but we claim their ratios are close to one, at least for isodimensional couples. More precisely, to prove inequality (3.3) we use the following: for any $j$ and $i$, the logarithm of any ratio between the four factors $\alpha_{\tau_j}(g^{(i)}_j, g_i)$, $\beta_{\tau_j}(g^{(i)}_j, g_i)$, $\alpha_{\tau_j}(g_{i-1}, g_i)$ and $\beta_{\tau_j}(g_{i-1}, g_i)$ is much smaller than $\kappa \varepsilon^{-3}$. In fact, from the previous claim (3.4) we have

$$
|\log \frac{\alpha_{\tau_j}(g^{(i)}_j, g_i)}{\alpha_{\tau_j}(g_{i-1}, g_i)}| \leq \frac{1}{\varepsilon} |\alpha_{\tau_j}(g^{(i)}_j, g_i) - \alpha_{\tau_j}(g_{i-1}, g_i)| \lesssim \kappa \varepsilon^{-3}
$$

By Lemma 3.7 since $\sigma_{\tau_j}(g_i) \leq \kappa$, the other ratios are of the same magnitude as this one, and the fact follows. Thus we can assume that each of these four ratios is inside the interval $[e^{-C \kappa \varepsilon^{-3}}, e^{C \kappa \varepsilon^{-3}}]$, for some universal constant $C > 0$. Now, given any $\tau$-s.v.p. $\pi$, applying
Corollary 3.10 we obtain lower and upper bounds for the following ratio
\[
\frac{\pi(g_{n-1} \cdots g_1 g_0) \pi(g_{n-2}) \pi(g_{n-2}) \cdots \pi(g_1)}{\pi(g_{n-1} g_{n-2}) \cdots \pi(g_1 g_0)} =
\frac{\pi(g_{n-1} \cdots g_1 g_0)}{\pi(g_{n-1} g_{n-2})} \frac{\pi(g_{n-1} g_{n-2})}{\pi(g_1 g_0)}.
\]
These bounds are products of 4 \((n-1)\) \(\alpha\) and \(\beta\) factors. Half of them appear as numerators, and the other half as denominators. We can pair them in couples of iso-dimensional factors. Hence the bounds become products of 2 \((n-1)\) ratios close 1. More precisely, we get
\[
e^{-2Cn\kappa \varepsilon^{-3}} \leq \frac{\pi(g_{n-1} \cdots g_1 g_0) \pi(g_{n-2}) \pi(g_{n-2}) \cdots \pi(g_1)}{\pi(g_{n-1} g_{n-2})} \cdots \pi(g_1 g_0) \leq e^{2Cn\kappa \varepsilon^{-3}}.
\]
Taking logarithms (3.3) follows. \(\square\)

Remark 3.1. By Proposition 3.8 and Lemma 3.7 if assumption (a) of Theorem 3.1 holds, then assumption (b) can be replaced by:
\[
\|\wedge_{\tau_j} (g_i g_{i-1})\| \geq \varepsilon \quad \text{for } 1 \leq i \leq n-1, 1 \leq j \leq k
\]

Remark 3.2. For \(SL(2, \mathbb{R})\) matrices we have \(\sigma(g) = 1/\|g\|^2\), and letting \(\kappa = 1/\mu^2\) and \(\varepsilon = 1/\sqrt{\mu}\), assumptions (a) and (b) in Theorem 3.1 become:
\begin{align*}
(a) \quad &\|g_i\| \geq \mu, \quad \text{for every } 0 \leq i \leq n-1, \\
(b) \quad &\|g_i g_{i-1}\| \geq \frac{1}{\sqrt{\mu}} \|g_i\| \|g_{i-1}\|, \quad \text{for every } 1 \leq i \leq n-1.
\end{align*}
These are exactly the hypotheses of the Avalanche Principle in [7], while (3.3) is essentially the same as the conclusion in [7] (our estimate is slightly weaker, but in an inessential way).

We rephrase the Avalanche Principle in a form that will be used throughout the rest of the paper.

Proposition 3.11. Let \(g_0, g_1, \ldots, g_{n-1} \in GL(m, \mathbb{R})\) be such that:
\begin{align*}
\text{(gaps) } &\rho(g_i) > \frac{1}{\kappa}, \quad \text{for all } \tau - s.v.r., 0 \leq i \leq n-1 \quad (3.5) \\
\text{(angles) } &\frac{\pi(g_i \cdot g_{i-1})}{\pi(g_i) \cdot \pi(g_{i-1})} > \varepsilon, \quad \text{for all } \tau - s.v.p., 1 \leq i \leq n-1 \quad (3.6)
\end{align*}
where the positive constants \(\varepsilon, \kappa\) satisfy
\[
\kappa \ll \varepsilon^3 \quad (3.7)
\]
Then we have:
\[
\max \{d(\hat{v}_+(g^{(n)}), \hat{v}_+(g_{n-1})), d(\hat{v}_-(g^{(n)}), \hat{v}_-(g_0)) \} \lesssim \kappa \varepsilon^{-3} \quad (3.8)
\]
\[ \rho(g^{(n)}) > \left( \frac{\epsilon^3}{\kappa} \right)^n \quad \text{for all } \tau - \text{s.v.r. } \rho \quad (3.9) \]

\[ \left| \log \pi(g^{(n)}) + \sum_{i=1}^{n-2} \log \pi(g_i) - \sum_{i=1}^{n-1} \log \pi(g_i \cdot g_{i-1}) \right| \lesssim n \cdot \frac{\kappa}{\epsilon^3} \quad (3.10) \]

for all \( \tau - \text{s.v.p. } \pi \)

**Proof.** Assume first that \( \rho(g) > \kappa^{-1}, \rho(g') > \kappa^{-1} \) and \( \|g'g\| > \epsilon \).

We claim that \( \alpha(g,g') > \epsilon \sqrt{1-\epsilon^4} \). Combining Proposition 3.8 with Lemma 3.7, we have:

\[ \epsilon^2 < \frac{\|g'g\|^2}{\|g\|^2 \|g'\|^2} \leq \beta(g,g')^2 \leq \left( 1 + \frac{2\kappa^2}{2\alpha(g,g')^2} \right) \alpha(g,g')^2 \]

\[ \leq \alpha(g,g')^2 + \kappa^2, \]

which implies that \( \alpha(g,g') \geq \epsilon^2 - \epsilon^6 \), thus proving the claim. Consider now \( \pi = p_{\tau_j} \) so that \( \pi(g) = \|\wedge_{\tau_j} g\| \). From the previous abstract argument applied to the pairs of matrices \( \wedge_{\tau_j} g_{i-1} \) and \( \wedge_{\tau_j} g_i \), we get that

\[ \alpha_{\tau_j}(g_{i-1},g_i) \geq \epsilon \sqrt{1-\epsilon} \quad \text{for } 1 \leq i \leq n-1, 1 \leq j \leq k \]

All statements follow if we apply Theorem 3.1 with parameters \( \kappa \) and \( \epsilon := \epsilon \sqrt{1-\epsilon^4} \). \( \square \)

### 4. The large deviation theorem

The following result shows that for any s.v.f. \( s \in S \), the quantities \( \frac{1}{n} \log s(A^{(n)}(x)) \) do not deviate much from their space averages \( \Lambda_s^{(n)}(A) \), for most space variables \( x \in T \) and for large enough \( n \). This is similar to other large deviation theorems (LDT) obtained previously for quasiperiodic \( \text{SL}(2,\mathbb{R}) \) Schrödinger cocycles (see for instance [3], [7] or [13] for a higher dimensional version). However, this result applies to logarithmic averages of any singular values (in fact of any singular value formulas) and not just to logarithmic averages of the norm (i.e. the largest singular value) of the iterates of the cocycle.

**Theorem 4.1.** Let \( A \in C^\omega_r(T,\text{GL}(m,\mathbb{R})) \) and let \( C > 0 \) such that \( C(A) < C \).

Then for any s.v. formula \( s \in S \) and for any \( \delta > 0 \) we have:

\[ \left| \{ x \in T : \left| \frac{1}{n} \log s(A^{(n)}(x)) - \Lambda_s^{(n)}(A) \right| > \delta \} \right| < e^{-c\delta^3 n} \quad (4.1) \]

where \( c = C^{-2} \) and provided \( n \geq n_0(C,\omega,\delta) \).
In particular, if we set $\delta := n^{-1/6}$, we have:

$$\left| \left\{ x \in \mathbb{T} : \frac{1}{n} \log s(A^{(n)}(x)) - \Lambda_s^{(n)}(A) > n^{-1/6} \right\} \right| < e^{-cn^{1/2}}$$ (4.2)

provided $n \geq n_{00}(C, \omega)$.

**Proof.** The proof combines two ingredients: an abstract, fundamental result on averages of (Diophantine) translations of a subharmonic function (i.e. a quantitative Birkhoff ergodic theorem) and the observation that the quantities $\frac{1}{n} \log s(A^{(n)}(x))$ are almost invariant under the base dynamics.

The sharpest result on averages of translations of a subharmonic function for (strongly) Diophantine translations is due to M. Goldstein and W. Schlag (see Theorem 3.8. in [7]). It says that given a 1 - periodic subharmonic function $u(z)$ on the strip $S_r$ such that $\sup_{z \in S_r} |u(z)| \leq M$, if $T = T_\omega$ is the translation on $\mathbb{T}$ by a frequency $\omega \in DC_t$, then:

$$\left| \left\{ x \in \mathbb{T} : \frac{1}{R} \sum_{j=0}^{R-1} u(T^j x) - \int_T u(x) dx > \delta \right\} \right| < e^{-c_\delta^2 R}$$ (4.3)

for all $\delta > 0$ and for all $R \geq R_0(M, r, \omega, \delta)$, where the constant $c \simeq \frac{r}{M}$.

For any s.v.f. $s \in S$, let

$$u_s^{(n)}(x) := \frac{1}{n} \log s(A^{(n)}(x))$$ (4.4)

Since $A(\cdot)$ has a holomorphic extension to the strip $S_r$, so do any of its exterior powers $\wedge_j A(\cdot)$, $1 \leq j \leq m$, and so do any of the iterates $\wedge_A^{(n)}(\cdot)$. Therefore, the maps

$$u_{p_j}^{(n)}(x) = \frac{1}{n} \log p_j(A^{(n)}(x)) = \frac{1}{n} \log \|\wedge_j A^{(n)}(x)\|$$

have subharmonic extensions to the strip $S_r$.

Moreover, we have

$$\sup_{z \in S_r} |u_{p_j}^{(n)}(z)| \lesssim j \max\{\|\log \|A\|\|_r, \|\log \|A^{-1}\|\|_r\} \leq C(A) < C$$

We conclude that for all $1 \leq j \leq m$, and for all $n \geq 1$, the functions $u_{p_j}^{(n)}(\cdot)$ have subharmonic extensions to the same strip $S_r$, and on $S_r$ they are bounded by the same constant $C$. Hence [4.3] applies to them uniformly, meaning with the same constants $c$ and $R_0$. In fact, it would apply with the same constants if instead of $A$ we considered any other cocycle $B \in C^\omega_r(\mathbb{T}, GL(m, \mathbb{R}))$ such that $C(B) < C$.

Moreover, since any s.v.f. $s \in S$ can be expressed in terms of products and ratios of some $p_j$, $1 \leq j \leq m$, it follows that $u_s^{(n)}(\cdot)$ is a linear
combination of subharmonic functions $u_{p_j}(\cdot)$. Then by the linearity of the integral and the triangle inequality, (4.3) also applies to $u_s^{(n)}(\cdot)$ and we get:

$$\left| \{ x \in \mathbb{T} : \left| \frac{1}{R} \sum_{j=0}^{R-1} u_s^{(n)}(T^j x) - \int_T u_s^{(n)}(x) \, dx \right| > \delta \right| < e^{-\bar{c} \delta^2 R}$$  \tag{4.5}$$

for all $s \in S$, for all $\delta > 0$, for all $R \geq R_0(C, \omega, \delta)$ and for

$$\bar{c} \approx \frac{1}{r} \max\{ \|\|A\|_r\|, \|\|A^{-1}\|_r\}$$

where the inherent constant depends only on $\#S$, hence only on the dimension $m$.

We now prove the almost invariance property under the base dynamics. We have:

$$\frac{1}{n} \log \|A^{(n)}(T x)\| - \frac{1}{n} \log \|A^{(n)}(x)\| =$$

$$\frac{1}{n} \log \frac{\|A(T^n x) \cdot [A(T^{n-1} x) \cdot \ldots \cdot A(T x) \cdot A(x)] \cdot A(x)^{-1}\|}{\|A(T^n x) \cdot \ldots \cdot A(T x) \cdot A(x)\|} \leq$$

$$\frac{1}{n} \log \|A(T^n x)\| \cdot \|A(x)^{-1}\| \leq \frac{\log[\|A\|_r \cdot \|A^{-1}\|_r]}{n} < \frac{C}{n}$$

Doing another similar calculation, we conclude that

$$\left| \frac{1}{n} \log \|A^{(n)}(T x)\| - \frac{1}{n} \log \|A^{(n)}(x)\| \right| < \frac{C}{n}$$

If instead of $A$ we consider exterior powers $\wedge_j A$, from the inequality above we obtain:

$$\left| u_{p_j}^{(n)}(T x) - u_{p_j}^{(n)}(x) \right| < \frac{C}{n}$$

and again, since for fixed $n$ the functions $u_s^{(n)}(\cdot)$ are linear combinations of $u_{p_j}^{(n)}(\cdot)$, we conclude that

$$\left| u_s^{(n)}(T x) - u_s^{(n)}(x) \right| \leq \frac{C}{n} \quad \text{for all } x \in \mathbb{T}, \text{ for all } s \in S$$  \tag{4.6}$$

Applying (4.6) $R$ times and averaging in $R$ we have:

$$\left| \frac{1}{R} \sum_{j=0}^{R-1} u_s^{(n)}(T^j x) - u_s^{(n)}(x) \right| \leq \frac{C R}{n} \quad \text{for all } x \in \mathbb{T}$$  \tag{4.7}$$
Choose \( n \) large enough depending on \( R \) (hence on \( C, \omega, \delta \)) and let \( R := \lfloor (\delta n)/(2C) \rfloor \) so (4.7) becomes:

\[
\left| \frac{1}{R} \sum_{j=0}^{R-1} u_s^{(n)}(T^j x) - u_s^{(n)}(x) \right| \leq \frac{\delta}{2} \quad \text{for all } x \in \mathbb{T}
\]  

(4.8)

Combining (4.5) and (4.8) we conclude that if \( n \geq n_{00}(C, \omega, \delta) \) then:

\[
\left| \{ x \in \mathbb{T} : \left| u_s^{(n)}(x) - \int_{\mathbb{T}} u_s^{(n)}(x) dx \right| > \delta \} \right| < e^{-c\delta^3 n}
\]  

where \( c \asymp C(A)^{-2} > C^{-2} \).

\[ \square \]

Remark 4.1. The constants \( c \) and \( n_{00} \) do not depend on the cocycle \( A \) per se, but on the bound \( C \) of its size \( C(A) \) and on the frequency \( \omega \). Therefore, (4.1), (4.2) hold with the same constants \( c \) and \( n_{00} \) for any other cocycle \( B \) such that \( C(B) < C \).

5. The inductive step theorem and other technicalities

The following lemma is an easy application of the LDT Theorem [4.1], and it shows how space average gaps and angles are related to their pointwise counterparts.

Lemma 5.1. Let \( A \in C_\omega^\infty(\mathbb{T}, \text{GL}(m, \mathbb{R})) \), \( C > 0, \delta > 0 \) and \( n_{00}(C, \omega, \delta) \) such that \( C(A) < C \), and the LDT (4.1) applies for \( n \geq n_{00} \). Let \( \tau \) be a signature, and let \( \gamma > 0 \).

(i) If \( \Lambda_\rho^{(n)}(A) > \gamma \), where \( \rho \) is a \( \tau \) - s.v.r., then

\[
\rho(A^{(n)}(x)) > e^{\gamma - \delta n} \quad \text{for all } x \notin \mathcal{B}_n
\]  

(5.1)

where \( |\mathcal{B}_n| < e^{-c\delta^3 n} \)

(ii) If for some set \( \mathcal{B}_n \) we have \( \rho(A^{(n)}(x)) > e^{\gamma n} \) for all \( x \notin \mathcal{B}_n \) then

\[
\Lambda_\rho^{(n)}(A) > \gamma - C|\mathcal{B}_n|
\]  

(5.2)

(iii) If \( |\Lambda_\pi^{(n)}(A) - \Lambda_\pi^{(2n)}(A)| < \eta \), where \( \pi \) is a \( \tau \) - s.v.p., then

\[
\frac{\pi(A^{(2n)}(x))}{\pi(A^{(n)}(x)) \cdot \pi(A^{(n)}(T^n x))} > \frac{1}{e^{2\gamma + 4\delta n}}
\]  

(5.3)

for all \( x \notin \mathcal{B}_n \), where \( |\mathcal{B}_n| \lesssim e^{-c\delta^3 n} \)

Proof. (i) Using the LDT (4.1) for \( s = \rho \), a \( \tau \) - s.v.r., we get:

\[
\left| \{ x \in \mathbb{T} : \left| \frac{1}{n} \log \rho(A^{(n)}(x)) - \Lambda_\rho^{(n)}(A) \right| > \delta \} \right| < e^{-c\delta^3 n}
\]
Denoting by $B_n$ the deviation set above, we conclude that for $x \not\in B_n$ we have:

$\frac{1}{n} \log \rho(A^n(x)) > \Lambda(n) - \delta > \gamma - \delta$

and (5.1) follows.

(ii) Since $\rho$ is a $\tau$-s.v.r., $\rho(g) \geq 1$ for any matrix $g \in \text{GL}(m, \mathbb{R})$. Therefore,

$\Lambda(n) \rho(A) = \int_T \frac{1}{n} \log \rho(A^n(x)) dx \geq \int_T \frac{1}{n} \log \rho(A^n(x)) dx \\
\geq \bar{\gamma}(1 - |\bar{B}_n|) > \bar{\gamma} - C|\bar{B}_n|$

where the last inequality is due to the fact that if $x \not\in \bar{B}_n$, then $\bar{\gamma} \leq \frac{1}{n} \log \rho(A^n(x)) \leq C(A) < C$

(iii) Using the LDT (4.1) for $s = \pi$, a $\tau$-s.v.r., we get:

$|\{x \in T : \left| \frac{1}{n} \log \pi(A^n(x)) - \Lambda(n) \right| > \delta \}| < e^{-c\delta^3 n}$

Denoting by $B_n$ the deviation set above, we conclude that:

$\frac{1}{n} \log \pi(A^n(x)) < \Lambda(n) + \delta$ if $x \not\in B_n$ \hspace{1cm} (5.4)

$\frac{1}{n} \log \pi(A^n(T^n x)) < \Lambda(n) + \delta$ if $x \not\in T^{-n}B_n$ \hspace{1cm} (5.5)

Using the LDT (4.1) at scale $2n$ as well, we get:

$\frac{1}{2n} \log \pi(A^{2n}(x)) > \Lambda^{(2n)} - \delta$ if $x \not\in B_{2n}$ \hspace{1cm} (5.6)

Denoting $\tilde{B}_n := B_n \cup T^{-n}B_n \cup B_{2n}$, clearly $|\tilde{B}_n| \lesssim e^{-c\delta^3 n}$, and if $x \not\in \tilde{B}_n$, then using (5.4), (5.6) we obtain:

$\frac{1}{n} \log \pi(A^{(2n)}(x)) > \frac{\pi(A^{(2n)}(x))}{\pi(A^n(x)) \cdot \pi(A^n(T^n x))} > 2[\Lambda^{(2n)}(A) - \delta] - [\Lambda^{(n)}(A) + \delta] - [\Lambda^{(n)}(A) + \delta] = 2[\Lambda^{(2n)}(A) - \Lambda^{(n)}(A)] - 4\delta > -2\eta - 4\delta$

so (5.3) follows.

All estimates in this paper on quantities like $|\Lambda^{(n)}(A) - \Lambda^{(n)}(A)|$ where $n_1 \gg n_0$, will be of order $\frac{m}{n_1}$ at best. The following lemma and its corollary show that we may assume from now on that whenever we
have two such scales, \( n_1 \) is a multiple of \( n_0 \), otherwise we incur another term of order \( n_0 \). 

**Lemma 5.2.** Given \( A \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R})) \), \( C > 0 \) such that \( C(A) < C \) and some integers satisfying 

\[
 n_1 = n \cdot n_0 + q
\]

then for any s.v.f. \( s \in \mathcal{S} \) and for all \( x \in \mathbb{T} \) we have:

\[
 \left| \frac{1}{n_1} \log s(A^{(n_1)}(x)) - \frac{1}{n \cdot n_0} \log s(A^{(n-n_0)}(x)) \right| \lesssim C \frac{q}{n_1} \tag{5.7}
\]

In particular,

\[
 \left| \Lambda_s^{(n_1)}(A) - \Lambda_s^{(n-n_0)}(A) \right| \lesssim C \frac{q}{n_1} \tag{5.8}
\]

**Proof.** As before, when proving the LDT 4.1, since any s.v.f. \( s \in \mathcal{S} \) is obtained by taking products and ratios of s.v.f. of the form \( p_j \), it is enough to establish (5.7) for all \( s = p_j \), where \( 1 \leq j \leq m \):

\[
 \left| \frac{1}{n_1} \log p_j(A^{(n_1)}(x)) - \frac{1}{n \cdot n_0} \log p_j(A^{(n-n_0)}(x)) \right| < C \frac{q}{n_1} \tag{5.9}
\]

But

\[
p_j(A^{(n)}(x)) = \| \land_j A^{(n)}(x) \| = \| (\land_j A)^{(n)}(x) \|
\]

and due to (2.6), it is clearly enough to prove that

\[
 \left| \frac{1}{n_1} \log \| (A^{(n_1)}(x)) \| - \frac{1}{n \cdot n_0} \log \| (A^{(n-n_0)}(x)) \| \right| < C \frac{q}{n_1} \tag{5.10}
\]

where \( A \) is a cocycle of any dimension (which will imply estimate (5.9) for exterior powers of \( A \)).

This will be accomplished through some straightforward calculations.

We can write

\[
 A^{(n_1)}(x) = M(x) \cdot A^{(n-n_0)}(x)
\]

where

\[
 M(x) = \prod_{i=n-n_0+q-1}^{n-n_0} A(T^i x) = A^{(q)}(T^{n-n_0} x)
\]

From (2.7), we have:

\[
 \| M(x) \| \leq \| A \|^q \quad \text{and} \quad \| M(x)^{-1} \| \leq \| A^{-1} \|^q
\]
Then
\[
\frac{1}{n_1} \log \|A^{(n_1)}(x)\| - \frac{1}{n \cdot n_0} \log \|A^{(n-n_0)}(x)\| = \frac{1}{n \cdot n_0} \log \left( \frac{\|A^{(n_1)}(x)\|^{\frac{n-n_0}{n_1}}}{\|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}}} \right)
\]
\[
\leq \frac{1}{n \cdot n_0} \log \left( \frac{\|M(x)\|^{\frac{n-n_0}{n_1}} \cdot \|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}}}{\|A^{(n-n_0)}(x)\|^\frac{n-n_0}{n_1}} \right) = \frac{1}{n \cdot n_0} \log \left( \frac{\|M(x)\|^{\frac{n-n_0}{n_1}}}{\|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}}} \right)
\]
\[
\leq \frac{1}{n_0} \log \left( \frac{\|A\|^{\frac{n-n_0}{n_1}}}{\|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}}} \right) = \log \left( \frac{\|A\|^{\frac{n-n_0}{n_1}}}{\|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}}} \right) < C \cdot \frac{q}{n_1}
\]
Similarly, we have:
\[
\frac{1}{n_0} \log \|A^{(n-n_0)}(x)\| - \frac{1}{n_1} \log \|A^{(n_1)}(x)\| = \frac{1}{n_1} \log \left( \frac{\|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}}}{\|A^{(n_1)}(x)\|^\frac{n-n_0}{n_1}} \right)
\]
\[
= \frac{1}{n_1} \log \left( \frac{\|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}}}{\|A^{(n_1)}(x)\|^\frac{n-n_0}{n_1}} \cdot \|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}} \right)
\]
\[
\leq \frac{1}{n_1} \log \left( \frac{\|A^{-1}\|^{\frac{n-n_0}{n_1}} \cdot \|A\|^{\frac{n-n_0}{n_1}}}{\|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}}} \right)
\]
\[
= \log \left( \frac{\|A^{-1}\|^{\frac{n-n_0}{n_1}} \cdot \|A\|^{\frac{n-n_0}{n_1}}}{\|A^{(n-n_0)}(x)\|^{\frac{n-n_0}{n_1}}} \right) < C \cdot \frac{q}{n_1}
\]
so the lemma is proven. \(\square\)

The following lemma shows that at finite, fixed scale, the quantities \(\frac{1}{n_0} \log s(A^{(n)}(x))\) and their space averages are Hölder continuous as functions of the cocycle.

**Lemma 5.3.** Let \(A \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R}))\) and \(C > 0\) such that \(C(A) < C\). Let \(n_0\) be any integer, and let \(\epsilon > 0\) such that
\[
\epsilon \leq e^{-2Cn_0}
\]
If \(B \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R}))\) such that \(\|A - B\|_r \leq \epsilon\), then for any s.v.f. \(s \in \mathcal{S}\), we have:
\[
\left| \frac{1}{n_0} \log s(A^{(n)}(x)) - \frac{1}{n_0} \log s(B^{(n)}(x)) \right| \lesssim \sqrt{\epsilon} \quad \text{for all } x \in \mathbb{T} \quad (5.11)
\]
In particular,
\[
|\Lambda_s^{(n)}(A) - \Lambda_s^{(n)}(B)| \lesssim \sqrt{\epsilon} \quad (5.12)
\]
Proof. As before, it is enough to prove that for a cocycle $A$ of any dimension,
\[
\left| \frac{1}{n_0} \log \| A^{(n_0)}(x) \| - \frac{1}{n_0} \log \| B^{(n_0)}(x) \| \right| < \sqrt{\epsilon} \quad \text{for all } x \in \mathbb{T} \quad (5.13)
\]
We have:
\[
\left| \frac{1}{n_0} \log \| A^{(n_0)}(x) \| - \frac{1}{n_0} \log \| B^{(n_0)}(x) \| \right| = \frac{1}{n_0} \log \frac{\| B^{(n_0)}(x) \|}{\| A^{(n_0)}(x) \|}
\leq \frac{1}{n_0} \log \left[ 1 + \frac{\| B^{(n_0)}(x) - A^{(n_0)}(x) \|}{\| A^{(n_0)}(x) \|} \right] < \frac{1}{n_0} \frac{\| B^{(n_0)}(x) - A^{(n_0)}(x) \|}{\| A^{(n_0)}(x) \|}
\]

Using Trotter’s formula, i.e. telescoping sums for the difference of products $B^{(n_0)}(x) - A^{(n_0)}(x)$, we have that for all $x \in \mathbb{T}$,
\[
\| B^{(n_0)}(x) - A^{(n_0)}(x) \| \leq \epsilon \sum_{i=1}^{n_0-1} \| A \|_r \cdot (\| A \|_r + \epsilon)^{n_0-1} < \epsilon n_0 (\| A \|_r + 1)^{n_0}
\]
Since from (2.7) we have $\| A^{(n_0)}(x) \| \geq \| A^{-1} \|_r^{-n_0}$, we conclude that
\[
\left| \frac{1}{n_0} \log \| A^{(n_0)}(x) \| - \frac{1}{n_0} \log \| B^{(n_0)}(x) \| \right| < \epsilon \cdot [(\| A \|_r + 1) \cdot \| A^{-1} \|_r]^{\gamma_0} \leq \epsilon \epsilon^{Cn_0} \leq \sqrt{\epsilon}
\]
\[
\square
\]

Let $\tau$ be a signature and let $A \in C^r_\tau(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ be a cocycle with a $\tau$-gap pattern. Then
\[
\lim_{n \to \infty} A^{(n)}_\rho(A) = \Lambda_\rho(A) > 0 \quad \text{for all } \tau - \text{s.v.r. } \rho
\]
so for $n \geq n_{00}(A)$ we have
\[
\int_{\mathbb{T}} \frac{1}{n} \log \rho(A^{(n)}(x)) \, dx = A^{(n)}_\rho(A) > 0 \quad \text{for all } \tau - \text{s.v.r. } \rho
\]
Therefore, \[
\rho(A^{(n)}(x)) \neq 1 \quad \text{for a.e. } x \in \mathbb{T} \quad \text{and for all } \tau - \text{s.v.r. } \rho
\]
which means that $A^{(n)}(x)$ has a $\tau$-gap pattern for a.e. $x \in \mathbb{T}$. Then the most expanding $\tau$-flags of $A^{(n)}(x)$ are well defined for a.e. $x \in \mathbb{T}$. We denote them by $\hat{F}^{(n)}(A)(x)$, hence
\[
\hat{F}^{(n)}(A)(x) := \hat{v}_{r,-}(A^{(n)}(x))
\]
It is well known that the Oseledets filtration $\hat{F}(A)$ is the pointwise limit of the most expanding $\tau$-flags $\hat{F}^{(n)}(A)$ of the iterates $A^{(n)}$ of the
Lemma 5.4. Given a signature $\tau$, $F^{(n)} : S_{\tau} \to L^1(\mathbb{T}, \mathcal{F}_\tau^m)$ is continuous on the open set $S_{\tau}$ of cocycles $A \in C^\omega_{\tau}(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ with a $\tau$-gap pattern.

Proof. We can assume $n = 1$ so that $F^{(n)}(A)(x) = \hat{v}_{\tau,-}(A(x))$. Let $\hat{A} : \mathbb{R} \to \text{GL}(m, \mathbb{R})$ denote the lifting of a cocycle $A \in C^\omega_{\tau}(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ to the real line. There are families of analytic functions $\lambda_i^A : \mathbb{R} \to \mathbb{R}$, and $\hat{v}_i^A : \mathbb{R} \to \mathbb{P}(\mathbb{R}^m)$, with $1 \leq i \leq m$, such that:

1. the $\lambda_i^A(x)$ are the singular values of $\hat{A}(x)$, i.e., $\lambda_i^A(x)^2$ is an eigenvalue of $\hat{A}(x)^T \hat{A}(x)$,
2. $\hat{v}_i^A(x)$ is an eigen-direction of $\hat{A}(x)^T \hat{A}(x)$,
3. there is a permutation $\pi \in S_m$ such that $\lambda_i^A(x + 1) = \lambda_{\pi_i}^A(x)$ and $\hat{v}_i^A(x + 1) = \hat{v}_{\pi_i}^A(x)$.

This follows from the perturbation theory of symmetric operators applied to the analytic function $\hat{A}(x)^T \hat{A}(x)$. See [9] chapter two, §6. Item (3) is an obvious consequence of the periodicity of $A$. We claim that the functions $\lambda_i^A(x)$ and $\hat{v}_i^A(x)$ depend continuously on the cocycle $A$. More precisely, given $A \in C^\omega_{\tau}(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ and $0 < r' < r$, there is a constant $K > 0$ and a neighbourhood $\mathcal{V}$ of $A$ in $C^\omega_{\tau}(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ such that for all $B_1, B_2 \in \mathcal{V}$,

$$
\|\lambda_i^{B_1} - \lambda_i^{B_2}\|_{r'} \leq K \|B_1 - B_2\|_r,
\|\hat{v}_i^{B_1} - \hat{v}_i^{B_2}\|_{r'} \leq K \|B_1 - B_2\|_r.
$$

To see this consider the discriminant function

$$
\Delta_A(z) := (-1)^{\frac{m(m-1)}{2}} \prod_{i<j}(\lambda_i^A(z) - \lambda_j^A(z))^2,
$$

that associates to each $z$ the discriminant of the characteristic polynomial $p_z(\lambda) := \det(A(z)^T A(z) - \lambda I)$. Then $\Delta_A(z) = 0$ iff $\hat{A}(z)^T \hat{A}(z)$ has a non-simple eigenvalue. Fix a compact set $\Sigma = [0, 3/2] \times [-r', r']$ such that the functions $\lambda_i^A$ and $\hat{v}_i^A$ extend holomorphically to a neighbourhood of $\Sigma$, and $\Delta_A(z)$ has only real zeros $x_1, \ldots, x_m$ on $\Sigma$. Let $\Sigma_A = \Sigma \setminus \bigcup_{j=1}^m D_j$, where each $D_j$ is a small isolating disk around the zero $x_j$. Then $\Delta_A(z)$ has a positive lower bound on $\Sigma_A$. Take a neighbourhood $\mathcal{V}$ of $A$ in $C^\omega_{\tau}(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ such that for any $B \in \mathcal{V}$ the convergence.

$$
\lim_{n \to \infty} F^{(n)}(A) = F(A) \quad \text{in} \quad L^1(\mathbb{T}, \mathcal{F}_\tau^m)
$$

(5.14)

The following lemma shows the continuity of the mappings $F^{(n)}$.
functions $\lambda_i^B$ and $\hat{v}_i^B$ extend holomorphically to a neighbourhood of $\Sigma$, and $\Delta_B(z) > 0$ on $\Sigma_A$. Combining the maximum modulus principle with the implicit function theorem, $\lambda_i^B(z)$ and $\hat{v}_i^B(z)$ are Lipschitz continuous functions of $B$. More precisely
\[
\|\lambda_i^{B_1} - \lambda_i^{B_2}\|_r = \max_{z \in \Sigma} |\lambda_i^{B_1}(z) - \lambda_i^{B_2}(z)|
= \max_{z \in \Sigma_A} |\lambda_i^{B_1}(z) - \lambda_i^{B_2}(z)| \lesssim \|B_1 - B_2\|_r.
\]

Similarly
\[
\|\hat{v}_i^{B_1} - \hat{v}_i^{B_2}\|_r \lesssim \|B_1 - B_2\|_r.
\]

Consider now, for a given a cocycle $A$, the set of zeros
\[
Z(A) = \{ x \in \mathbb{T} : \Delta_A(x) = 0 \}.
\]

We claim that $Z(A)$ depends continuously on $A$ w.r.t. the Hausdorff distance on compact subsets of $\mathbb{T}$. By analyticity of the $\lambda_i^A(z)$ there are constants $c > 0$ and $p \in \mathbb{N}$ such that for $x \in \mathbb{R}$, and $1 \leq i < j \leq m$,
\[
|\lambda_i^A(x) - \lambda_j^A(x)| \geq c \text{dist}(x, Z(A))^p.
\]

Furthermore these constants can be chosen to be uniform over the neighbourhood $\mathcal{V}$ of $A$ in $C^\omega(\mathbb{T}, GL(m, \mathbb{R}))$. Hence, taking $x \in Z(B_2)$, and choosing $i < j$ such that $\lambda_i^{B_2}(x) = \lambda_j^{B_2}(x)$,
\[
\|B_1 - B_2\|_r \gtrsim |\lambda_i^{B_1}(x) - \lambda_j^{B_1}(x)| \geq c \text{dist}(x, Z(B_1))^p,
\]

which implies that $\text{dist}(x, Z(B_1)) \lesssim \|B_1 - B_2\|_r^\frac{1}{p}$. Thus
\[
d_H(Z(B_1), Z(B_2)) \lesssim \|B_1 - B_2\|_r^\frac{1}{p}.
\]

Given $B_1, B_2 \in \mathcal{V}$ with $\|B_1 - B_2\|_r = \varepsilon$, there is a $\varepsilon^{1/p}$-neighbourhood $\mathcal{B}$ of $Z(A) = \{ x \in \mathbb{T} : \rho_r(A(x)) = 1 \}$ with $|\mathcal{B}| \lesssim \varepsilon^{1/p}$, such that $\Delta_{B_1}(x) > 0$ and $\Delta_{B_2}(x) > 0$, for $x \notin \mathcal{B}$. Thus $\rho_r(B_1(x)) > 1$ and $\rho_r(B_2(x)) > 1$, for $x \notin \mathcal{B}$. Hence $d(\hat{v}_{r,-}(B_1(x)), \hat{v}_{r,-}(B_1(x))) \lesssim \varepsilon$ for every $x \notin \mathcal{B}$. Integrating, $d(F(B_1), F(B_2)) \lesssim \varepsilon^{1/p} = \|B_1 - B_2\|_r^{1/p}$. \qed

**Remark 5.1.** More than continuous, the $\tau$-gap filtrations $F^{(n)}(A)$ were proven to be Hölder continuous functions of the cocycle $A$, with exponent $\theta_n = 1/p_n$, where $p_n$ is the maximum order of the zeros of the discriminant $\Delta_{A(n)}(z)$. However, if $p_n \to \infty$ the Hölder exponents $\theta_n$ can not be made uniform in $n$.

The following theorem provides the inductive step in our argument, and it will be used repeatedly throughout the paper. It is based on the reformulation in Proposition 3.11 of the Avalanche Principle and on the LDT (4.1).
Theorem 5.1. Let \( A \in C_\nu^r(\mathbb{T}, \GL(m, \mathbb{R})) \), \( C > 0 \) such that \( C(A) < C \), let \( c = C^{-2} \) and let \( \tau \) be a signature.

Assume that for a scale \( n_0 \in \mathbb{N} \) we have:

\[
\begin{aligned}
\text{(gaps)} & \quad \Lambda_\rho^{(n_0)}(A) > \gamma_0 \quad \text{for all } \tau \text{- } s.v.r. \rho \quad (5.15) \\
\text{(angles)} & \quad |\Lambda_\pi^{(n_0)}(A) - \Lambda_\pi^{(2n_0)}(A)| < \eta_0 \quad \text{for all } \tau \text{- } s.v.p. \pi \quad (5.16)
\end{aligned}
\]

where the positive constants \( \gamma_0, \eta_0 \) are such that

\[
\gamma_0 > 6\eta_0 \quad (5.17)
\]

Fix the constants \( \delta, \bar{\delta} \) such that:

\[
\begin{aligned}
\delta < \frac{\gamma_0 - 6\eta_0}{14} & \quad (5.18) \\
0 < \bar{\delta} < \delta \quad (5.19) \\
n_0^{-3/4} \leq \bar{\delta} \leq c\delta^3/2 & \quad (5.20)
\end{aligned}
\]

Assume, moreover, that \( n_0 \) is large enough, \( n_0 \geq n_{00}(C, \omega, \delta) \) so that the LDT \((4.1)\) applies at scale \( n_0 \) and \((5.19), (5.20)\) make sense.

If \( n_1 \) is any other scale such that

\[
n_1 \leq n_0 \cdot e^{\bar{\delta}n_0} \quad (5.21)
\]

then we have:

\[
\begin{aligned}
\text{(gaps + +)} & \quad \Lambda_\rho^{(n_1)}(A) > \gamma_1 \quad \text{for all } \tau \text{- } s.v.r. \rho \quad (5.22) \\
\text{(angles + +)} & \quad |\Lambda_\pi^{(n_1)}(A) - \Lambda_\pi^{(2n_1)}(A)| < \eta_1 \quad \text{for all } \tau \text{- } s.v.p. \pi \quad (5.23)
\end{aligned}
\]

where

\[
\begin{aligned}
\gamma_1 &= \gamma_0 - 6\eta_0 - 13\delta - C\frac{n_0}{n_1} \quad (5.24) \\
\eta_1 &= C\frac{n_0}{n_1} \quad (5.25)
\end{aligned}
\]

Remark 5.2. The proof of this theorem will provide two more estimates that are needed later.

The first relates the quantities \( \Lambda_\pi^{(n)}(A) \) at scales \( n = n_1 \) and \( n \approx n_0 \):

\[
|\Lambda_\pi^{(n_1)}(A) + \Lambda_\pi^{(n_0)}(A) - 2\Lambda_\pi^{(2n_0)}(A)| < C\frac{n_0}{n_1} \quad \text{for all } \tau \text{- } s.v.p. \pi \quad (5.26)
\]

The second is an estimate on the (average in \( x \)) distance between the most expanding \( \tau \) - flags of \( A^{(n)}(x) \) at scales \( n = n_1 \) and \( n = n_0 \):

\[
d\left( F^{(n_1)}(A), F^{(n_0)}(A) \right) < C\frac{n_0}{n_1} \quad (5.27)
\]
Proof. Using (5.1), (5.3) in Lemma 5.1, assumptions (5.15), (5.16) on gaps and angles imply the following:

\[ \rho(A^{(n_0)}(x)) > e^{(\gamma_0 - \delta)n_0} =: \frac{1}{\kappa} \quad (5.28) \]

\[ \frac{\pi(A^{(2n_0)}(x))}{\pi(A^{(n_0)}(x)) \cdot \pi(A^{(n_0)}(T^{n_0}x))} > \frac{1}{e^{(2\eta_0 + 4\delta)n_0}} =: \epsilon \quad (5.29) \]

for all \( x \not\in \tilde{B}_{n_0}, \) where \( |\tilde{B}_{n_0}| \lesssim e^{-c\delta n_0} \) and for any \( \tau - s.v.r. \rho, \) and \( \tau - s.v.p. \pi \) respectively.

Let \( n_1 \leq n_0 \cdot e^{6\delta n_0}. \) From Lemma 5.2, given the estimates we need to obtain for \( \gamma_1, \eta_1, \) it is clear that we may assume that \( n_1 = n \cdot n_0 \) for some integer \( n. \) We apply the Avalanche Principle [3.11] to the following matrices:

\[ g_i := A^{(n_0)}(T^{ina_0}x) \quad 0 \leq i \leq n - 1 \]

so that

\[ g^{(n)} = g_{n-1} \cdot \ldots \cdot g_0 = A^{(n-n_0)}(x) = A^{(n_1)}(x) \]

where \( x \not\in \tilde{B}_{n_0} := \bigcup_{i=0}^{n-1} T^{ina_0} \tilde{B}_{n_0}, \) so

\[ |\tilde{B}_{n_0}| \leq n |\tilde{B}_{n_0}| < e^{-(c\delta^3-\delta)n_0} < e^{-3\delta n_0} \leq \frac{n_0}{n_1} \]

From (5.28), (5.29) we have:

\[ \rho(g_i) > \frac{1}{\kappa} \quad \text{for all } \tau - s.v.r. \rho, \quad 0 \leq i \leq n - 1 \]

\[ \frac{\pi(g_i \cdot g_{i-1})}{\pi(g_i) \cdot \pi(g_{i-1})} > \epsilon \quad \text{for all } \tau - s.v.p. \pi, \quad 1 \leq i \leq n - 1 \]

Since \( \delta < \frac{\gamma_0 - 6\eta_0}{14}, \) we have \( \gamma_0 - \delta > 3(2\eta_0 + 4\delta), \) hence

\[ \kappa \ll \epsilon^3 \]

In fact,

\[ \frac{\epsilon^3}{\kappa} = e^{\tilde{\gamma}_1 n_0} \quad \text{and} \quad e^{\frac{\kappa}{\epsilon^3}} = e^{-\tilde{\gamma}_1 n_0} \]

where \( \tilde{\gamma}_1 = (\gamma_0 - \delta) - 3(2\eta_0 + 4\delta), \) so

\[ \tilde{\gamma}_1 = (\gamma_0 - 6\eta_0) - 13\delta \]

The Avalanche Principle [3.11] then implies:

\[ d(\hat{v}_-(g^{(n)}), \hat{v}_-(g_0)) < \frac{\kappa}{\epsilon^3} \quad (5.30) \]

\[ \rho(g^{(n)}) > \left( \frac{\epsilon^3}{\kappa} \right)^n \quad (5.31) \]
\[
\log \pi(g^n) + \sum_{i=1}^{n-2} \log \pi(g_i) - \sum_{i=1}^{n-1} \log \pi(g_i \cdot g_{i-1}) < n \cdot \frac{k}{\epsilon^3} \quad (5.32)
\]

where (5.31) holds for all \( \tau \) - s.v.r. \( \rho \) and (5.32) holds for all \( \tau \) - s.v.p. \( \pi \).

From (5.30) we then get:
\[
d \left( F^{(n_1)}(A)(x), F^{(n_0)}(A)(x) \right) < e^{-\tilde{\gamma}_1 n_0} \text{ for all } x \notin \bar{B}_{n_0}
\]
Integrate in \( x \in \mathbb{T} \) to obtain:
\[
d \left( F^{(n_1)}(A), F^{(n_0)}(A) \right) < e^{-\tilde{\gamma}_1 n_0} + |\bar{B}_{n_0}| \leq C \frac{n_0}{n_1} \quad (5.33)
\]

The last inequality is due to the fact that \( |\bar{B}_{n_0}| \leq \frac{n_0}{n_1} \) and since by (5.18) \( \delta < \frac{n_0 - 6n_0}{14} \), we have \( \tilde{\gamma}_1 > \delta > \delta \) hence \( e^{-\tilde{\gamma}_1 n_0} < e^{-\delta n_0} \leq \frac{n_0}{n_1} \).
Hence we proved estimate (5.27).

From (5.31) we have:
\[
\rho(A^{(n_1)}(x)) > (e^{\tilde{\gamma}_1 n_0})^n = e^{\tilde{\gamma}_1 n_1} \text{ for all } x \notin \bar{B}_{n_0}
\]
Using (5.2) in Lemma 5.1 we conclude:
\[
\Lambda^{(n_1)}_{\rho}(A) > \tilde{\gamma}_1 - C|\bar{B}_{n_0}| > \tilde{\gamma}_1 - C \frac{n_0}{n_1} = \gamma_1
\]
From (5.32) we have that for all \( x \notin \bar{B}_{n_0} \)
\[
\left| \log \pi(A^{(n_1)}(x)) + \sum_{i=1}^{n-2} \log \pi(A^{(n_0)}(T^{i n_0} x)) - \right.
\[
- \left. \sum_{i=1}^{n-1} \log \pi(A^{(2 n_0)}(T^{(i-1) n_0} x)) \right| < n e^{-\tilde{\gamma}_1 n_0}
\]
Dividing both sides by \( n_1 = n \cdot n_0 \), we get, for all \( x \notin \bar{B}_{n_0} \):
\[
\left| \frac{1}{n_1} \log \pi(A^{(n_1)}(x)) + \frac{1}{n_1} \sum_{i=1}^{n-2} \frac{1}{n_0} \log \pi(A^{(n_0)}(T^{i n_0} x)) - \right.
\[
- \left. \frac{2}{n} \sum_{i=1}^{n-1} \frac{1}{2 n_0} \log \pi(A^{(2 n_0)}(T^{(i-1) n_0} x)) \right| < \frac{1}{n_0} e^{-\tilde{\gamma}_1 n_0}
\]
Integrate in \( x \in \mathbb{T} \) to get:
\[
\left| \Lambda^{(n_1)}_{\pi}(A) + \frac{n-2}{n} \Lambda^{(n_0)}_{\pi}(A) - \frac{2(n-1)}{n} \Lambda^{(2 n_0)}_{\pi}(A) \right| < \frac{1}{n_0} e^{-\tilde{\gamma}_1 n_0} + C|\bar{B}_{n_0}| \leq C \frac{n_0}{n_1} \quad (5.34)
\]

(5.35)
Moreover, the expression in \((5.34)\) equals
\[
\left| \Lambda_{n_1}(A) + \Lambda_{n_0}(A) - 2\Lambda_{2n_0}(A) \right| - \frac{2}{n} \left[ \Lambda_{n_0}(A) - \Lambda_{2n_0}(A) \right]
\]
Since from \((5.16)\) we have
\[
\left| \Lambda_{n_0}(A) - \Lambda_{2n_0}(A) \right| < \eta_0
\]
we conclude:
\[
\left| \Lambda_{n_1}(A) + \Lambda_{n_0}(A) - 2\Lambda_{2n_0}(A) \right| < C\frac{n_0}{n_1} + \frac{2}{n} \eta_0
\]
But \(2\eta_0 < \gamma_0\) and \(\gamma_0 < C\) due to \((2.10)\) and \((5.15)\), so we obtain the following:
\[
\left| \Lambda_{n_1}(A) + \Lambda_{n_0}(A) - 2\Lambda_{2n_0}(A) \right| \lesssim C\frac{n_0}{n_1} \tag{5.36}
\]
which establishes \((5.26)\). Moreover, everything we did applies also at scale \(2n_1\), so we get:
\[
\left| \Lambda_{2n_1}(A) + \Lambda_{n_0}(A) - 2\Lambda_{2n_0}(A) \right| \lesssim C\frac{n_0}{n_1} \tag{5.37}
\]
Then \((5.36)\) and \((5.37)\) imply \((5.23)\).

The following lemma shows that if a cocycle \(A\) has a gap pattern, then that gap pattern is uniform in a neighborhood of \(A\), and it holds at all finite scales that are large enough.

**Lemma 5.5.** Let \(A \in C^\omega_\tau(T, GL(m, \mathbb{R}))\) and let \(\tau\) be a signature such that:
\[
\Lambda_\rho(A) > \gamma > 0 \quad \text{for all } \tau - \text{s.v.r. } \rho \tag{5.38}
\]
Then there are \(\varepsilon = \varepsilon(A, \gamma, \omega) > 0\) and \(n_{00} = n_{00}(A, \gamma, \omega) \in \mathbb{N}\) such that if \(B \in C^\omega_\tau(T, GL(m, \mathbb{R}))\) with \(\|A - B\|_r < \varepsilon\), then we have:
\[
\Lambda_\rho^{(n)}(B) > \gamma \tag{5.39}
\]
for all \(n \geq n_{00}\) and for all \(\tau - \text{s.v.r. } \rho\)

In particular,
\[
\Lambda_\rho(B) > \gamma \quad \text{for all } \tau - \text{s.v.r. } \rho \tag{5.40}
\]

**Proof.** We will use the inductive step Theorem \(5.1\). We choose a large enough initial scale \(n_{00}(A, \gamma, \omega)\) at which conditions (gaps) \((5.15)\) and (angles) \((5.16)\) in Theorem \(5.1\) are satisfied for the cocycle \(A\). We then choose an \(\varepsilon\) - neighborhood of \(A\) (where \(\varepsilon\) depends on \(n_{00}\), hence on \(A, \gamma, \omega\)) in such a way that conditions \((5.15)\), \((5.16)\) in Theorem \(5.1\) are satisfied uniformly for cocycles \(B\) in this neighborhood. Because we want the conclusion \((5.39)\) to hold for all scales \(n \geq n_{00}\), and not only for an increasing sequence of scales, we will actually choose \(n_{00}, \varepsilon\).
so that (5.15), (5.16) are satisfied for all scales $n_0$ in a finite interval of integers $N_0$. Then the conclusions (gaps++) (5.22) and (angles++) (5.23) in Theorem 5.1 will hold for all scales $n_1$ in an interval of integers $N_1$, where $N_0$ and $N_1$ overlap. Continuing this inductively, we obtain (5.39) for all $n \geq n_00$.

We now establish assumptions (gaps) (5.15) and (angles) (5.16) of the inductive step Theorem 5.1 in a finite interval $N_0$ and uniformly in a small enough neighborhood of the cocycle $A$.

Since $\Lambda_{\rho}(A) > \gamma > 0$ for all $\tau$ - s.v.r. $\rho$, there are positive constants $\bar{\gamma}, \bar{\eta}$ depending only on $A$ and $\gamma$ such that

$$\bar{\gamma} - 6\bar{\eta} > \gamma > 0$$

and

$$\Lambda_{\rho}(A) > \bar{\gamma} \text{ for all } \tau - \text{s.v.r. } \rho$$

To get this, just choose $\bar{\gamma}$ such that $\Lambda_{\rho}\tau(A) > \bar{\gamma} > \gamma$ and then pick $0 < \bar{\eta} < \frac{\bar{\gamma} - \gamma}{6}$.

For any $\tau$ - s.v.r. $\rho$ we have:

$$\lim_{n \to \infty} \Lambda_{\rho}^{(n)}(A) = \Lambda_{\rho}(A) > \bar{\gamma}$$

and for any $\tau$ - s.v.p. $\pi$ we have:

$$\lim_{n \to \infty} \Lambda_{\pi}^{(n)}(A) = \Lambda_{\pi}(A) > \bar{\gamma}$$

Then there is $n_00 = n_{00}(A, \gamma)$ such that for all $n_0 \geq n_00$ we have:

$$\Lambda_{\rho}^{(n_0)}(A) > \bar{\gamma} \text{ for all } \tau - \text{s.v.r. } \rho \quad (5.41)$$

$$|\Lambda_{\pi}^{(n_0)}(A) - \Lambda_{\pi}^{(2n_0)}(A)| < \bar{\eta} \text{ for all } \tau - \text{s.v.p. } \pi \quad (5.42)$$

By the choice of these constants, $\bar{\gamma} > 6\bar{\eta}$.

We also assume that $n_00$ is large enough, depending on the bound $C$ on the size of $A$ and on $\omega$ such that the LDT (4.2) applies for $n \geq n_00$ uniformly in some neighborhood of $A$. We make some additional assumptions on the size of $n_00$. It will become clear later why we need them.

$$n_00 \geq \frac{(2/c)^4}{4} \text{ where } c = C(A)^{-2} \quad (5.43)$$

$$n_00 \geq \frac{(14/\gamma)^6}{4} \quad (5.44)$$

$$n \leq e^{n^{1/4}} \text{ if } n \geq n_00 \quad (5.45)$$

Note that all conditions on $n_00$ depend only on some measurements on the size of $A$ (so they are uniform in a small neighborhood of $A$) and on $\gamma, \omega$.

Let $N_0 := [n_{00}, n_{00}^3]$, and let $\epsilon := e^{-Cn_{00}^4}$. 

We show that \( (5.41), (5.42), \) with slightly different constants \( \tilde{\gamma}, \tilde{\eta}, \) hold for all \( n_0 \in \mathbb{N}_0 \) and for all cocycles \( B \in C^r_\omega(\mathbb{T}, \text{GL}(m, \mathbb{R})) \) such that \( \|A - B\|_r < \epsilon. \)

Let \( B \) be such a cocycle and let \( n_0 \in \mathbb{N}_0 \), hence \( n_0 \leq n_{00}^3 \). Then

\[ \epsilon = e^{-Cn_{00}^3} < e^{-2Cn_0} \]

so we can apply Lemma 5.3.

For any s.v.f. \( s \in \mathcal{S}, \) from (5.12) we have:

\[ |\Lambda^{(n_0)}(A) - \Lambda^{(n_0)}(B)| < \sqrt{\epsilon} \quad (5.46) \]

By taking \( s \) in (5.46) to be any \( \tau \) - s.v.r. \( \rho \), we get that for any \( n_0 \in \mathbb{N}_0 \)

\[ \Lambda^{(n_0)}(B) > \Lambda^{(n_0)}(A) - \sqrt{\epsilon} > \tilde{\gamma} - \sqrt{\epsilon} =: \gamma_0 \]

We may, of course, assume that (5.46) also holds at scale \( 2n_0 \). That is because in fact (5.46) holds for a larger interval of scales, one that includes \([n_{00}, 2n_{00}^3]\). By taking \( s \) in (5.46) to be any \( \tau \) - s.v.p. \( \pi \), we get that for any \( n_0 \in \mathbb{N}_0 \)

\[ |\Lambda^{(n_0)}(B) - \Lambda^{(2n_0)}(B)| < \]

\[ < |\Lambda^{(n_0)}(A) - \Lambda^{(2n_0)}(A)| + 2\sqrt{\epsilon} < \tilde{\eta} + 2\sqrt{\epsilon} =: \eta_0 \]

We have \( \gamma_0 - 6\eta_0 = \tilde{\gamma} - 6\tilde{\eta} - 13\sqrt{\epsilon}. \)

Since \( \tilde{\gamma} - 6\tilde{\eta} > \gamma \) and \( \epsilon := e^{-Cn_{00}^3}, \) by making an additional assumption on the magnitude of \( n_{00} \), one that also only depends on \( A \) and \( \gamma \), we may assume that \( \gamma_0 - 6\eta_0 > \gamma. \)

We summarize this step of the proof as follows.

There are \( n_{00} = n_{00}(A, \gamma) \in \mathbb{N} \) and \( \epsilon = \epsilon(A, \gamma) > 0 \) such that if \( \mathbb{N}_0 := [n_{00}, n_{00}^3] \), then we have the following:

\[ \Lambda^{(n_0)}(B) > \gamma_0 \quad \text{for all } \tau - \text{s.v.r. } \rho \quad (5.47) \]

\[ |\Lambda^{(n_0)}(B) - \Lambda^{(2n_0)}(B)| < \eta_0 \quad \text{for all } \tau - \text{s.v.p. } \pi \quad (5.48) \]

for all \( n_0 \in \mathbb{N}_0 \) and for all \( B \in C^r_\omega(\mathbb{T}, \text{GL}(m, \mathbb{R})) \) such that \( \|A - B\|_r < \epsilon. \)

Moreover, \( \gamma_0 > 6\eta_0, \) and in fact

\[ \gamma_0 - 6\eta_0 > \gamma \quad (5.49) \]

We now explain how the inductive process works. We apply the inductive step Theorem 5.1 in order to obtain similar estimates to the ones above at a larger scale \( n_1 \gg n_0. \) In order to do that, we have to choose \( 0 < \delta_0 < \frac{n_{00} - 6n_0}{14} \), where \( \delta_0 \) represents the (allowed) size of the deviation from the mean of quantities of the form \( \frac{1}{n} \log s(B^{(n)}(x)) \) at scale \( n = n_0. \) The estimate we get on gaps at scale \( n_1 \) will be of the form:

\[ \Lambda^{(n_1)}(B) > \gamma_1 \]
where
\[
\gamma_1 = (\gamma_0 - 6\eta_0) - 13\delta_0 - C\frac{n_0}{n_1} > \gamma - 13\delta_0 - C\frac{n_0}{n_1}
\]

\[
\eta_1 = C\frac{n_0}{n_1}
\]

We continue this inductively, moving to a scale \(n_2 \gg n_1\). Choosing \(0 < \delta_1 < \frac{\gamma_1 - 6\eta_1}{13}\) we get
\[
\gamma_2 = \gamma_1 - 6\eta_1 - 13\delta_1 - C\frac{n_1}{n_2} = (\gamma_0 - 6\eta_0) - 13(\delta_0 + \delta_1) - 7C\frac{n_0}{n_1} - C\frac{n_1}{n_2}
\]

\[
\eta_1 = C\frac{n_0}{n_1}
\]

and so on.

Our goal in this lemma is to obtain sharp lower bounds on the size \(\gamma_1, \gamma_2, \ldots, \gamma_k, \ldots\) of the gaps, so in the limit, \(\Lambda_\rho(B)\) stays above \(\gamma\).

Therefore, the quantities \(\delta_0, \delta_1, \ldots, \delta_k, \ldots\) that are subtracted from the size of these gaps at each step of the induction have to sum up to a small enough constant. In order for that to happen, the size \(\delta_k\) of the deviation set has to be adapted to the scale \(n_k\). We then choose \(\delta_k := n^{-1/6}_k\) as in LDT (4.2).

- For every step \(k \geq 0\), we define the scale \(n_k\) and the corresponding size \(\delta_k\) of the deviation set.

Let \(N_0 := [n_{00}, n^3_{00}]\), \(N_1 := [n^2_{00}, n^6_{00}]\), ... and in general:
\[
N_k := [n^2_k, n^{32^k}_{00}] \quad (5.50)
\]

These intervals clearly overlap, so their union is the set of all integers \(n \geq n_{00}\).

Moreover, if \(n_{k+1} \in N_{k+1}\), let \(n_k := [\sqrt{n_{k+1}}]\). Then clearly
\[
n_{k+1} = n_k^2 + q, \quad \text{where } 0 \leq q \leq 2n_k
\]

Using Lemma 5.2, we have that for any s.v.f. \(s \in S\),
\[
|\Lambda_s^{(n^3_{k+1})}(B) - \Lambda_s^{(n^2_{k})}(B)| < C\frac{q}{n_{k+1}} \lesssim C\frac{n_k}{n^k_{k+1}}
\]

Since all of our estimates will be of this order at best, we may assume from now on that if \(n_{k+1} \in N_{k+1}\), then \(n_{k+1} = n^2_k\) for some \(n_k \in N_k\).
In particular, these scales satisfy \(n_k = n^2_{0}\), so
\[
\sum_{k=0}^{\infty} \frac{n_k}{n_{k+1}} = \sum_{k=0}^{\infty} \frac{1}{n_k} < \frac{2}{n_0} \leq \frac{2}{n^{0}_{00}}
\]
For each step \( k \geq 0 \) we choose \( \delta_k := n_k^{-1/6} \) as in LDT (4.2). Note that
\[
\sum_{k=0}^\infty \delta_k = \sum_{k=0}^\infty \frac{1}{n_k} < \frac{2}{n_0} \leq \frac{2}{n_{00}^{1/6}}
\]

We make a final assumption on the magnitude of \( n_{00} \). It will be clear immediately why this is needed. We have
\[
(\gamma_0 - 6\eta_0) - 13 \sum_{k=0}^\infty \delta_k - 7C \sum_{k=0}^\infty \frac{n_k}{n_{k+1}} > (\gamma_0 - 6\eta_0) - \frac{26}{n_{00}^{1/6}} - \frac{14C}{n_{00}}
\]

Since \( \gamma_0 - 6\eta_0 > \gamma \), by choosing in the beginning \( n_{00} \) large enough depending on \( A \) and \( \gamma \), we may then assume that
\[
(\gamma_0 - 6\eta_0) - 13 \sum_{k=0}^\infty \delta_k - 7C \sum_{k=0}^\infty \frac{n_k}{n_{k+1}} > \gamma \quad (5.51)
\]

Moreover, since for all \( k \geq 0 \) we have
\[
\delta_k \leq \delta_0 = n_0^{-1/6} \leq n_{00}^{-1/6} < \frac{\gamma}{14}
\]

where the last inequality is due to (5.44), we conclude that:
\[
0 < \delta_k < \frac{\gamma}{14} \quad (5.52)
\]

Now set \( \tilde{\delta}_k := n_k^{-3/4} \) so
\[
0 < \tilde{\delta}_k < \delta_k \quad (5.53)
\]

and since \( n_k \geq n_0 \geq n_{00} \geq (2/c)^4 \) (the last inequality being (5.43)) then \( n_k^{-3/4} < \frac{1}{2} n_k^{-1/2} \), so
\[
n_k^{-3/4} \leq \tilde{\delta}_k \leq c\delta_k^3/2 \quad (5.54)
\]

Estimates (5.51) - (5.54) will ensure that (5.18) - (5.20) are satisfied at all steps of the induction process.

- We now describe the induction process, which uses the inductive step Theorem 5.1 to pass from a scale \( n_k \in N_k \) to \( n_{k+1} \in N_{k+1} \).

At step \( k = 0 \), (5.47), (5.48) imply the (gaps) and respectively the (angles) conditions in the inductive step Theorem 5.1 while (5.52) and (5.49) imply the condition (5.18) on the relation between \( \gamma_0, \eta_0, \delta_0 \). The conditions on \( \tilde{\delta}_0 \) are satisfied due to (5.53) and (5.54).
Let \( n_1 \in \mathbb{N} \). Since we may assume that \( n_1 = n_0^2 \) for some \( n_0 \in \mathbb{N} \), then from (5.45) we get:

\[
n_1 = n_0^2 \leq e^{n_0^{1/4}} = e^{\delta_{n_0}}
\]

Therefore, the conclusion of the inductive step Theorem 5.1 applies to any \( n_1 \in \mathbb{N} \) and we have:

\[
\begin{align*}
\text{(gaps + +)} & \quad \Lambda_{\tau}(n_1)(B) > \gamma_1 & \quad \text{for all } \tau - \text{s.v.r. } \rho \\
\text{(angles + +)} & \quad |\Lambda_{\tau}(n_1)(B) - \Lambda_{\tau}(2n_1)(B)| < \eta_1 & \quad \text{for all } \tau - \text{s.v.p. } \pi
\end{align*}
\]

where

\[
\begin{align*}
\gamma_1 &= (\gamma_0 - 6\eta_0) - 13\delta_0 - C\frac{n_0}{n_1} \\
\eta_1 &= C\frac{n_0}{n_1}
\end{align*}
\]

Moreover,

\[
\begin{align*}
\gamma_1 - 6\eta_1 &= (\gamma_0 - 6\eta_0) - 13\delta_0 - 7C\frac{n_0}{n_1} > \\
&> (\gamma_0 - 6\eta_0) - 13 \sum_{k=0}^{\infty} \delta_k - 7C \sum_{k=0}^{\infty} n_k - C n_k - 7C n_k > \gamma > 0
\end{align*}
\]

This together with (5.52) shows that

\[
0 < \delta_1 < \frac{\gamma}{14} < \frac{\gamma_1 - 6\eta_1}{14}
\]

hence the relative conditions on \( \gamma_1, \eta_1, \delta_1 \) are satisfied, while the ones on \( \tilde{\delta}_1 \) are (always) satisfied by (5.53) and (5.54).

The inductive step Theorem 5.1 applies again, and we can pass to a scale \( n_2 \in \mathbb{N} \) and so on.

Continuing this procedure inductively, we conclude that for every \( B \in C_\tau^\omega(\mathbb{T}, \text{GL}(m, \mathbb{R})) \) such that \( \|A - B\|_r < \epsilon \), and for every step \( k \geq 1 \), if \( n_k \in \mathbb{N} \) then the following hold:

\[
\begin{align*}
\text{(gaps)} & \quad \Lambda_{\tau}(n_k)(B) > \gamma_k & \quad \text{for all } \tau - \text{s.v.r. } \rho \\
\text{(angles)} & \quad |\Lambda_{\tau}(n_k)(B) - \Lambda_{\tau}(2n_k)(B)| < \eta_k & \quad \text{for all } \tau - \text{s.v.p. } \pi
\end{align*}
\]

where

\[
\begin{align*}
\gamma_k &= (\gamma_0 - 6\eta_0) - 13 \sum_{j=0}^{k-1} \delta_j - 7C \sum_{j=0}^{k-2} n_j - 7C \sum_{j=0}^{k-1} n_{j+1} - C \frac{n_{k-1}}{n_k} \\
\eta_k &= C\frac{n_{k-1}}{n_k}
\end{align*}
\]
Then clearly
\[
\gamma_k - 6\eta_k = (\gamma_0 - 6\eta_0) - 13 \sum_{j=0}^{k-1} \delta_j - 7C \sum_{j=0}^{k-1} \frac{n_j}{n_{j+1}} > \\
> (\gamma_0 - 6\eta_0) - 13 \sum_{k=0}^{\infty} \delta_k - 7C \sum_{k=0}^{\infty} \frac{n_k}{n_{k+1}} > \gamma > 0
\]
In particular,
\[
\Lambda^{(n_k)}(B) > \gamma_k > \gamma \quad \text{for all } k \geq 0
\]
Since the scale intervals \( N_k, k \geq 0 \) cover the set of all integers \( n \geq n_{00} \), the estimate (5.39) follows. \( \square \)

The lemma we have just proven implies the following:

**Corollary 5.6.** Given a signature \( \tau \) and a constant \( \gamma > 0 \), for every \( \tau \)-s.v.r. \( \rho \), the set \( \{ A : \Lambda^\rho(A) > \gamma \} \) is open in \( C^\infty_{\tau}(T, GL(m, \mathbb{R})) \). Moreover, the set of all cocycles with a \( \tau \)-gap pattern is also open, and the map \( A \mapsto \Lambda^\rho(A) \) is lower semi-continuous.

The following lemma establishes a rate of converges of the quantities \( \Lambda^{(n)}(A) \) to the corresponding Lyapunov spectrum \( \tau \)-block \( \Lambda^\tau_{\pi}(A) \) for a cocycle \( A \) satisfying a \( \tau \)-gap pattern. It also establishes a rate of convergence of the most expanding \( \tau \)-flags \( F^{(n)}(A) \) to the Oseledets filtration \( F(A) \). The rate of convergence is uniform in a neighborhood of \( A \).

**Lemma 5.7.** Let \( A \in C^\infty_{\tau}(T, GL(m, \mathbb{R})) \) be a cocycle and let \( \tau \) be a signature. Assume that
\[
\Lambda^\rho(A) > \gamma > 0 \quad \text{for all } \tau \text{- s.v.r. } \rho \quad (5.55)
\]
There are \( \epsilon = \epsilon(A, \gamma, \omega) > 0 \) and \( K = K(A, \gamma, \omega) > 0 \) such that if \( B \in C^\infty_{\tau}(T, GL(m, \mathbb{R})) \) with \( \| A - B \|_r < \epsilon \), then for every \( \tau \)-s.v.p. \( \pi \) we have:
\[
|\Lambda^{(n)}(B) - \Lambda^\pi(B)| < K \frac{\log n}{n} \quad \text{for all } n \geq 2 \quad (5.56)
\]
Moreover, there is \( b = b(A, \gamma, \omega) > 0 \) such that:
\[
d(F^{(n)}(B), F(B)) < Ke^{-bn} \quad (5.57)
\]
**Proof.** We will apply the same inductive procedure as in Lemma 5.5. While the goal in Lemma 5.5 was to obtain sharp lower bounds for the gaps, uniformly in a neighborhood of the cocycle \( A \), in this statement we need sharp estimates on the “angles”, and they need to be uniform in a neighborhood of the cocycle as well.
From the inductive step Theorem 5.1, if we have appropriate estimates at a scale \( n_0 \), then for the next scale \( n_1 \gg n_0 \), we get

\[
|\Lambda^{(n_1)}(B) - \Lambda^{(2n_1)}(B)| < C \frac{n_0}{n_1}
\]

Therefore, in order to get a sharp rate of convergence of \( \Lambda^{(n)}(B) \) to \( \Lambda(B) \), the next scale \( n_1 \) should be as large relative to the previous scale \( n_0 \) as it can be, namely, from the inductive step Theorem 5.1 of order \( n_1 \approx e^\delta n_{k_0} \).

Now that we know, from Lemma 5.5, that the lower bound \( \gamma \) is uniform in a neighborhood of the cocycle \( A \), and it applies to all (large enough) finite scales \( n \) as well, we can keep the size \( \delta \) of the deviation set the same at all steps of the induction, and hence we can always choose \( n_{k+1} \approx e^\delta n_k \), so that \( \frac{n_k}{n_{k+1}} \approx \delta^{-1} \frac{n_{k+1}}{n_{k+1}} \), which will lead to the estimate (5.56).

As in Lemma 5.5, we first establish the assumptions on (gaps) (5.15) and on (angles) (5.16) from the inductive step Theorem 5.1 for \( n_0 \) in a range of initial scales and for all cocycles \( B \) near \( A \).

From Lemma 5.5, there are constants \( n_{00} = n_{00}(A, \gamma, \omega) \in \mathbb{N} \) and \( \epsilon = \epsilon(A, \gamma, \omega > 0 \) such that:

\[
\Lambda^{(n)}(B) > \gamma \quad \text{for all } n \geq n_{00}
\]

and for all \( B \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R})) \) such that \( \|A - B\|_r < \epsilon \).

Choose \( 0 < \bar{\eta} < \frac{\gamma}{6} \). Since by definition, for any \( \tau \)-s.v.p. \( \pi \) (or for any s.v.f. for that matter) we have

\[
\lim_{n \to \infty} \Lambda^{(n)}_\pi(A) = \Lambda_\pi(A)
\]

we may assume, by possibly increasing \( n_{00} \), that

\[
|\Lambda^{(n)}(A) - \Lambda^{(2n)}(A)| < \bar{\eta} \quad \text{for all } n \geq n_{00}
\]

Let

\[
\mathcal{N}_0 := [n_{00}, e^{n_{00}}] =: [n_0^-, n_0^+]
\]

and let

\[
\epsilon := e^{-4C} e^{n_{00}}
\]

Therefore, if \( n_0 \in \mathcal{N}_0 \), then \( \epsilon \leq e^{-4Cn_0} \), so if \( \|A - B\|_r \leq \epsilon \), then \( \|A - B\|_r \leq e^{-2C} 2n_0 \). Lemma 5.3 then applies at scales \( n_0, 2n_0 \) and we have:

\[
|\Lambda^{(n_0)}(A) - \Lambda^{(n_0)}(B)| < \sqrt{\epsilon}
\]

\[
|\Lambda^{(2n_0)}(A) - \Lambda^{(2n_0)}(B)| < \sqrt{\epsilon}
\]
From (5.59) - (5.61) we have that if \( n_0 \in \mathbb{N}_0 \) and if \( B \in C^\omega_r (\mathbb{T}, \text{GL}(m, \mathbb{R})) \) such that \( \|A - B\|_r < \epsilon \), then:
\[
|\Lambda^{(n_0)}(B) - \Lambda^{(2n_0)}(B)| < \bar{\eta} + 2\sqrt{\epsilon} =: \eta
\]
Since \( \bar{\eta} < \frac{\gamma}{6} \), by choosing \( n_{00} \) large enough depending on \( \gamma \), we may assume that \( \epsilon \) is small enough that \( \eta < \frac{\gamma}{6} \).

We conclude: for all \( n_0 \in \mathbb{N}_0 \) and for every cocycle \( B \) such that \( \|A - B\|_r \leq \epsilon \), we have:
\[
\Lambda^{(n_0)}(B) > \gamma \quad \text{for all } \tau - \text{s.v.r. } \rho
\]
\[
|\Lambda^{(n_0)}(B) - \Lambda^{(2n_0)}(B)| < \eta \quad \text{for all } \tau - \text{s.v.p. } \pi
\]
where \( \gamma > 6\eta \).

Fix a constant \( \delta \) such that
\[
0 < \delta < \frac{\gamma - 6\eta}{14}
\]
and a constant \( \bar{\delta} \) such that
\[
0 < \bar{\delta} < \delta
\]
\[
n_0^{-3/4} \leq \bar{\delta} \leq c\delta^3/2
\]
For the last two relations to be possible, we should of course assume from the beginning that \( n_{00} > \delta^{-4/3} \) and \( n_{00} > (c/2)^{-4/3} \delta^{-4} \), which again are assumptions on the magnitude of \( n_{00} \) that depend only on \( A \) and \( \gamma \).

We can now apply the inductive step Theorem 5.1 and Remark 5.2, and get that for every scale \( n_1 \) such that
\[
n_1 \leq n_0 e^{\bar{\delta}n_0}
\]
we have (we are only interested in the conclusions regarding the angles, and the distances between most expanding \( \tau \)-flags):
\[
|\Lambda^{(n_1)}(B) - \Lambda^{(2n_1)}(B)| < C\frac{n_0}{n_1}
\]
\[
d(F^{(n_1)}(B), F^{(n_0)}(B)) < C\frac{n_0}{n_1}
\]
Now define the next scale range
\[
N_1 := [e^{\bar{\delta}n_0}, e^{\bar{\delta}n_0^+}] =: [n_1^-, n_1^+]
\]
Here and throughout the paper, we of course mean the integer part of expressions like the ones above.

We may of course assume that \( \bar{\delta} < 1 \), so clearly \( N_0 \) and \( N_1 \) overlap. Moreover, if \( n_1 \in N_1 \), let \( n_0 := \left[\bar{\delta}^{-1} \log n_1 \right] \). Then \( n_0 \in N_0 \), \( \frac{n_0}{n_1} \approx \bar{\delta}^{-1} \frac{\log n_1}{n_1} \), and \( n_1 < e^{\bar{\delta}n_0} \cdot e^{\delta} < n_0 e^{\bar{\delta}n_0} \).
We conclude: if \( n_1 \in \mathcal{N}_1 \), and if \( B \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R})) \), \( \|A - B\|_r < \epsilon \), then for any \( \tau \)-s.v.p. \( \pi \) we have:

\[
\left| \Lambda^{(n_1)}_\pi(B) - \Lambda^{(2n_1)}_\pi(B) \right| < C \frac{n_0}{n_1} \approx \frac{C \log n_1}{\delta} =: K \frac{\log n_1}{n_1} =: \eta_1 \tag{5.65}
\]

where \( K \) depends only on \( C \) and \( \bar{\delta} \), hence only on \( A, \gamma, \omega \). Moreover,

\[
d(F^{(n_1)}(B), F^{(n_0)}(B)) < C \frac{n_0}{n_1} \approx K \frac{\bar{\delta} n_0}{e^{\bar{\delta} n_0}} < K e^{-\frac{\gamma}{2} n_0} =: K e^{-b n_0} \tag{5.66}
\]

We may assume, by possibly increasing \( n_{00} \), depending only on \( A, \gamma, \omega \), that:

\[
K \log n < \eta \quad \text{for all } n \geq n_{00} \tag{5.67}
\]

Moreover, according to (5.58), we have:

\[
\Lambda^{(n_1)}_\rho(B) > \gamma \quad \text{for all } \tau\text{-s.v.r. } \rho \tag{5.68}
\]

We use the same constants \( \delta, \bar{\delta} \) as above, and clearly from (5.62), (5.67)

\[
\delta < \frac{\gamma - 6\eta}{14} < \frac{\gamma - 6\eta_1}{14} \tag{5.69}
\]

Then (5.68), (5.65), together with (5.69), (5.63), (5.64) show that the assumptions of the inductive step Theorem 5.1 are satisfied at scale \( n_1 \). We then conclude that for every scale \( n_2 \) such that

\[
n_2 \leq n_1 e^{\bar{\delta} n_1}
\]

we have:

\[
\left| \Lambda^{(n_2)}_\pi(B) - \Lambda^{(2n_2)}_\pi(B) \right| < C \frac{n_1}{n_2} \tag{5.70}
\]

\[
d(F^{(n_2)}(B), F^{(n_1)}(B)) < C \frac{n_1}{n_2} \tag{5.71}
\]

Now define

\[
\mathcal{N}_2 := [e^{\bar{\delta} n_1}, e^{\bar{\delta} n_1}] =: [n_2^-, n_2^+]
\]

Since the map \( n \mapsto e^{\bar{\delta} n} \) is increasing and \( \mathcal{N}_0, \mathcal{N}_1 \) overlap, so do \( \mathcal{N}_1, \mathcal{N}_2 \).

If \( n_2 \in \mathcal{N}_2 \), let \( n_1 := \lfloor \bar{\delta}^{-1} \log n_2 \rfloor \). Then \( n_1 \in \mathcal{N}_1, \frac{n_1}{n_2} \approx \bar{\delta}^{-1} \log n_2, \)

and \( n_2 < e^{\bar{\delta} n_1} \cdot e^{\delta} < n_1 e^{\delta n_1} \), hence (5.70) applies to every \( n_2 \in \mathcal{N}_2 \).

We conclude: if \( n_2 \in \mathcal{N}_2 \) and if \( B \in C^\omega_r(\mathbb{T}, \text{GL}(m, \mathbb{R})) \) such that \( \|A - B\|_r < \epsilon \), then for all \( \tau\)-s.v.p. \( \pi \):

\[
\left| \Lambda^{(n_2)}_\pi(B) - \Lambda^{(2n_2)}_\pi(B) \right| < C \frac{n_1}{n_2} \approx \frac{C \log n_2}{\delta} =: K \frac{\log n_2}{n_2} =: \eta_2 \tag{5.72}
\]
Moreover,

\[ d \left( F^{(n_2)}(B), F^{(n_1)}(B) \right) < C \frac{n_1}{n_2} \approx K \frac{\delta n_1}{e^{bn_1}} < K e^{-\frac{b}{2} n_1} = K e^{-bn_1} \quad (5.73) \]

It is clear now how the induction process continues. There is a sequence of integer intervals \( N_k := [n_k^-, n_k^+] \) such that \( N_0 := [n_0^-, n_0^+] \) and \( N_{k+1} = [e^{\delta n_k^-}, e^{\delta n_k^+}] \). For every \( k \geq 1 \), if \( n_k \in N_k \), and \( B \in C_\omega(T, GL(m, \mathbb{R})) \), \( \| A - B \|_r < \epsilon \), then:

\[ |\Lambda^{(n_k)}(B) - \Lambda^{(2n_k)}(B)| < K \frac{\log n_k}{n_k} \quad \text{for all } \tau \text{- s.v.p. } \pi \quad (5.74) \]

and

\[ d \left( F^{(n_k)}(B), F^{(n_{k-1})}(B) \right) < C \frac{n_{k-1}}{n_k} \approx K \frac{\delta n_{k-1}}{e^{\delta n_{k-1}}} \]

\[ < K e^{-\frac{b}{2} n_{k-1}} = K e^{-bn_{k-1}} \quad (5.75) \]

Moreover, the integer intervals \( N_1, N_2, \ldots \) overlap, so their union is the set of all integers \( n \geq n_0^- = e^{\delta n_0} =: m_0 \).

Clearly \( m_0 \) depends only on \( A, \gamma, \omega \), and for all \( n \geq m_0 \) we have:

\[ |\Lambda^{(n)}(B) - \Lambda^{(2n)}(B)| < K \frac{\log n}{n} \quad \text{for all } \tau \text{- s.v.p. } \pi \]

Summing up over \( j \) the expressions \( |\Lambda^{(2^j n)}(B) - \Lambda^{(2^{j+1} n)}(B)| \), we conclude that for every \( \tau \text{- s.v.p. } \pi \) we have:

\[ |\Lambda^{(n)}(B) - \Lambda_{\pi}(B)| \lesssim K \frac{\log n}{n} \]

for all \( n \geq m_0 \) and for all cocycles \( B \) such that \( \| A - B \|_r < \epsilon \).

Moreover, for all \( n \geq m_0 \), there is \( k \geq 1 \) and \( n_k \in N_k \) such that \( n = n_k \). Then

\[ d \left( F(B), F^{(n)}(B) \right) = d \left( F(B), F^{(n_k)}(B) \right) \leq \sum_{j \geq k} d \left( F^{(n_j)}(B), F^{(n)}(B) \right) \lesssim K e^{-bn_k} = K e^{-bn} \]

By increasing the constant \( K \) above, depending on \( m_0 \) and on \( A \), hence only on \( A, \gamma, \omega \), we get (5.56) and (5.57) for all \( n \geq 2 \). □
6. The proofs of the main statements

The first statement says that every Lyapunov spectrum $\tau$-block is Hölder continuous in a neighborhood of a cocycle whose Lyapunov spectrum has a $\tau$-gap pattern.

**Theorem 6.1.** Let $A \in C^\omega_\tau(T, GL(m, \mathbb{R}))$ and let $\tau$ be a signature. Assume that for some $\gamma > 0$ we have

$$\Lambda_\rho(A) > \gamma \text{ for all } \tau - \text{s.v.r. } \rho$$

Then there are positive constants $\epsilon = \epsilon(A, \gamma, \omega), K = K(A, \gamma, \omega)$, $\theta = \theta(A, \gamma, \omega)$ such that:

$$|\Lambda_\rho(B_1) - \Lambda_\rho(B_2)| < K \|B_1 - B_2\|_r^\theta$$

for all cocycles $B_1, B_2 \in C^\omega_\tau(T, GL(m, \mathbb{R}))$ such that $\|A - B_i\|_r < \epsilon$, $i = 1, 2$ and for all $\tau - \text{s.v.p. } \pi$.

**Proof.** The idea of the proof is to relate the “infinite” scale quantities $\Lambda_\rho(\cdot)$ to the finite scale quantities $\Lambda_\pi(n)(\cdot)$ via the rate of convergence Lemma 5.7. Then, since at finite scale we have locally Hölder continuity due to Lemma 5.3, this will transfer over to the infinite scale quantities $\Lambda_\rho(\cdot)$. However, comparing directly $\Lambda_\rho(\cdot)$ to $\Lambda_\pi(n_0)(\cdot)$ leads to an error of order $\frac{\log n_0}{n_0}$, which is relatively too large, so it leads to a weak modulus of continuity for the limit $\Lambda_\rho(\cdot)$. In order to obtain an optimal (i.e. Hölder) modulus of continuity for $\Lambda_\rho(\cdot)$, we use an intermediate scale $n_0 \ll n_1 \approx e^{\bar{\delta} n_0} < \infty$.

Lemma 5.3 and Lemma 5.7 show that there exist constants $n_{00} = n_{00}(A, \gamma, \omega) \in \mathbb{N}, \epsilon_1 = \epsilon_1(A, \gamma, \omega) > 0, K = K(A, \gamma, \omega) > 0$ such that if $B \in C^\omega_\tau(T, GL(m, \mathbb{R}))$, $\|A - B\|_r < \epsilon$, then for all $n \geq n_{00}$ we have:

$$\Lambda_\rho(B) > \gamma \text{ for all } \tau - \text{s.v.r. } \rho$$

$$|\Lambda_\pi(n)(B) - \Lambda_\pi(2n)(B)| < K \frac{\log n}{n} \text{ for all } \tau - \text{s.v.p. } \pi$$

$$|\Lambda_\pi(n)(B) - \Lambda_\pi(B)| < K \frac{\log n}{n} \text{ for all } \tau - \text{s.v.p. } \pi$$

For fixed, appropriately chosen $n_0 \geq n_{00}$, we will denote

$$\eta_0 := K \frac{\log n_0}{n_0}$$

We may of course assume that $n_{00}$ is large enough so that for any such $n_0 \geq n_{00}$ we have:

$$6\eta_0 = 6K \frac{\log n_0}{n_0} < \frac{\gamma}{2}$$
Fix constants $\delta, \bar{\delta}$ such that:

\[ 0 < \delta < \frac{\gamma}{28} \quad (6.8) \]
\[ 0 < \bar{\delta} < \delta \quad (6.9) \]
\[ n_{00}^{-3/4} \leq \bar{\delta} \leq c\delta^3/2 \quad (6.10) \]

Of course, for (6.9) and (6.10) to make sense, we need to make two other obvious assumptions on the magnitude of $n_{00}$, which only depend on $A$ and $\gamma$.

From (6.7) and (6.8) we get:

\[ \delta < \frac{\gamma}{28} = \frac{\gamma - \gamma/2}{14} < \frac{\gamma - 6\eta}{14} \quad (6.11) \]

Estimates (6.3), (6.4) together with (6.11), (6.9), (6.10) say that we can apply the inductive step Theorem 5.1 at any initial scale $n_0 \geq n_{00}$ with $\eta_0$ given by (6.6), $\gamma_0 = \gamma$, and its conclusion will hold for $n_1 \approx e^{\delta n_0}$.

Now let

\[ \epsilon := \min\{\epsilon_1, \frac{1}{2} e^{-4Cn_{00}}\} \]

For any cocycles $B_1, B_2 \in C^\omega_\tau(T, GL(m, \mathbb{R}))$ such that $\|A - B_i\|_r < \epsilon$, $i = 1, 2$, let

\[ \|B_1 - B_2\|_r =: h \quad (6.11) \]

Choose an integer $n_0$ such that $h \approx e^{-4Cn_0}$ and let $n_1 := [e^{\delta n_0}]$.

By the choice of $\epsilon$, we have $n_0 \geq n_{00}$, so we can apply the inductive step Theorem 5.1 (or rather Remark 5.2) at this scale $n_0$. We get:

\[ |\Lambda^{(n_1)}(B_i) + \Lambda^{(n_0)}(B_i) - 2\Lambda^{(2n_0)}(B_i)| \lesssim C \frac{n_0}{n_1} \approx \frac{C \log n_1}{\delta} \frac{n_1}{n_1} = K \frac{\log n_1}{n_1} \quad (6.12) \]

for $i = 1, 2$ and for any $\tau$-s.v.p. $\pi$.

Moreover, since $n_1 > n_0 \geq n_{00}$, we can apply (6.5) at scale $n_1$ for $B_i$, $i = 1, 2$ and get:

\[ |\Lambda^{(n_1)}(B_i) - \Lambda(B_i)| < K \frac{\log n_1}{n_1} \quad \text{for all } \tau - \text{s.v.p. } \pi \quad (6.13) \]

Combining (6.12), (6.13), for $i = 1, 2$ and for all $\tau$-s.v.p. $\pi$ we have:

\[ |\Lambda(B_i) + \Lambda^{(n_0)}(B_i) - 2\Lambda^{(2n_0)}(B_i)| < K \frac{\log n_1}{n_1} \quad (6.14) \]

where $n_1 \approx e^{\delta n_0}$. 
This last estimate shows that the “infinite” scale quantity $\Lambda_\pi(\cdot)$ and the corresponding finite scale quantity $\Lambda_\pi^{(n_0)}(\cdot)$ are exponentially close in the scale $n_0$.

Since $\|B_1 - B_2\|_r = h \approx e^{-4Cn_0}$, we can apply the finite scale continuity Lemma 5.3 at scale $n_0$ and $2n_0$ and get:

$$\left|\Lambda_\pi^{(n_0)}(B_1) - \Lambda_\pi^{(n_0)}(B_2)\right| \leq h^{1/2}$$

(6.15)

$$\left|\Lambda_\pi^{(2n_0)}(B_1) - \Lambda_\pi^{(2n_0)}(B_2)\right| \leq h^{1/2}$$

(6.16)

Combining (6.14) - (6.16) we have:

$$\left|\Lambda_\pi(B_1) - \Lambda_\pi(B_2)\right| < 2K \frac{\log n_1}{n_1} + 3h^{1/2} \lesssim Kh^\theta$$

The last inequality follows from

$$n_1 \approx e^{\delta n_0}, \quad h \approx e^{-4Cn_0}$$

hence

$$\frac{1}{n_1} \approx h^{\delta/4C}$$

so the Hölder exponent $\theta$ will be chosen such that $0 < \theta < \min\{\frac{1}{2}, \frac{\delta}{4C}\}$. □

We will prove that every Lyapunov exponents is continuous as a function of the cocycle, regardless of whether the cocycle at which we prove continuity has a gap pattern or not. The main ingredients in the proof are the continuity of the Lyapunov spectrum $\tau$-blocks, shown in Theorem 6.1, and the lower semi-continuity of the Lyapunov spectrum $\tau$-gap shown in Corollary 5.6. We first derive a simple general continuity lemma that synthesizes this information, which we then apply several times to establish continuity of the Lyapunov exponents.

**Lemma 6.1.** Let $X$ be a topological space, let $a \in X$ be a point and let $f_1, f_2, \ldots, f_p : X \to \mathbb{R}$ be functions satisfying the following properties:

- $f_1 \geq f_2 \geq \ldots \geq f_p$ at all points $x \in X$;
- $f_1(a) = f_2(a) = \ldots = f_p(a)$;
- $g := f_1 + f_2 + \ldots + f_p$ is continuous at $a$;
- $f_1$ is upper semi-continuous at $a$.

Then for every $1 \leq j \leq p$, $f_j$ is continuous at $a$.

**Proof.** Assume that $f_1$ is not lower semi-continuous at $a$. Then there is $\epsilon > 0$ and there is $x_k \to a$ such that $f_1(x_k) \leq f_1(a) - \epsilon$ for all $k$.

For every $1 \leq j \leq p$ we then have:

$$f_j(x_k) \leq f_1(x_k) \leq f_1(a) - \epsilon = f_j(a) - \epsilon$$
Summing up over \(1 \leq j \leq p\), for all \(k\) we have:
\[
g(x_k) \leq g(a) - p \epsilon \leq g(a) - \epsilon
\]
(6.17)
Since \(g\) is continuous at \(a\), for \(k\) large enough we have:
\[
|g(x_k) - g(a)| \leq \frac{\epsilon}{2}
\]
(6.18)
which contradicts (6.17).
Therefore, \(f_1\) is continuous at \(a\).
Since \(f_2(a) = f_1(a)\) and \(f_2(x) \leq f_1(x)\) for all \(x \in X\), and since \(f_1\) is upper semi-continuous at \(a\), then clearly \(f_2\) is also upper semi-continuous at \(a\). Moreover, since \(f_1\) was shown to be continuous at \(a\), it follows that new \(g := f_2 + \ldots + f_p\) is continuous at \(a\), hence the continuity of \(f_2, \ldots, f_p\) at \(a\) follows by induction.

\[\square\]

**Theorem 6.2.** All Lyapunov exponents \(L_i(\cdot), 1 \leq i \leq m\) are continuous functions on \(C^\omega_r(T, \text{GL}(m, \mathbb{R}))\).

**Proof.** First note that the map \(C^\omega_r(T, \text{GL}(m, \mathbb{R})) \ni A \mapsto \Lambda_{p_m}(A) \in \mathbb{R}\) is continuous, where according to the notations of Section 2, \(\Lambda_{p_m}(A)\) refers to the sum \(L_1(A) + \ldots + L_m(A)\) of all Lyapunov exponents. This is obvious, since the product of all singular values of a matrix is the absolute value of its determinant, hence:
\[
\Lambda_{p_m}^{(n)}(A) = \int_T \frac{1}{n} \log |\det A^{(n)}(x)| \, dx = \int_T \frac{1}{n} \log \prod_{j=n-1}^{0} |\det A(T^j x)| \, dx =
\]
\[
= \frac{1}{n} \sum_{j=n-1}^{0} \int_T \log |\det A(T^j x)| \, dx = \int_T \log |\det A(x)| \, dx
\]
Therefore,
\[
\Lambda_{p_m}(A) = \lim_{n \to \infty} \Lambda_{p_m}^{(n)}(A) = \int_T \log |\det A(x)| \, dx
\]
which is clearly a continuous function of \(A \in C^\omega_r(T, \text{GL}(m, \mathbb{R}))\).

Let \(A \in C^\omega_r(T, \text{GL}(m, \mathbb{R}))\) be a fixed cocycle. We prove continuity of the Lyapunov exponents \(L_i(\cdot), 1 \leq i \leq m\) at \(A\).

Either all Lyapunov exponents of \(A\) are equal, in which case we treat them as a single block \(\Lambda_{p_m}(A) = [L_1 + \ldots + L_m](A)\), or there are gaps between some of them, which can be encoded by a signature \(\tau\). In other words, let \(\tau = (\tau_1, \ldots, \tau_k)\) be such that \(L_i(A) > L_{i+1}(A)\) for some \(1 \leq i \leq m\) if and only if \(i = \tau_j\) for some \(1 \leq j \leq k\).

From Theorem 6.1, all Lyapunov spectrum \(\tau\)-blocks are continuous at \(A\). Hence for all \(1 \leq j \leq k\), the blocks \(\Lambda_{\pi_{\tau,j}}(\cdot) = [L_{\tau_{j-1}+1} + \ldots +\)
\(L_{\tau_j}(\cdot)\) are continuous functions at \(A\). Then clearly the last (redundant) block \([L_{\tau_{k+1}} + \ldots + L_{\tau_m}](\cdot)\) is also continuous at \(A\). To simplify notations, any such block will have the form and be denoted by:

\[
\Lambda_{j,p} := L_{\tau_{j+1}} + \ldots + L_{\tau_p}
\]

where \(1 \leq j + 1 \leq p \leq m\) and if \(j + 1 > 1\) then \(L_j(A) > L_{j+1}(A)\), while if \(p < m\) then \(L_p(A) > L_{p+1}(A)\).

We apply Lemma 6.1 to each of these blocks. Clearly the first three assumptions in Lemma 6.1 hold for the functions \(L_{\tau_{j+1}}, L_{\tau_{j+2}}, \ldots, L_{\tau_p}\) and their sum \(\Lambda_{j,p}\).

If \(j = 0\), then \(L_{\tau_{j+1}} = L_1\) is known to (always) be upper-semicontinuous, so the fourth assumption in Lemma 6.1 is also satisfied, and we can then conclude that \(L_1, L_2, \ldots, L_p\) are all continuous at \(A\).

If \(p = m\) we are done. If \(p < m\), then \(L_p(A) > L_{p+1}(A)\), so the corresponding Lyapunov spectrum gap \([L_p - L_{p+1}](\cdot)\) is lower semi-continuous at \(A\) by Corollary 5.6. Since we now know that \(L_p\) is continuous at \(A\), it follows that \(L_{p+1}\) is upper semi-continuous at \(A\). The fourth assumption in Lemma 6.1 is then satisfied for the (next) block starting with \(L_{p+1}\), and so we get continuity at \(A\) of all Lyapunov exponents forming this block. Continuing this inductively we obtain continuity at \(A\) of all Lyapunov exponents.

\[\square\]

**Theorem 6.3.** Given a signature \(\tau\), the Oseledets \(\tau\)-decomposition, and the Oseledets \(\tau\)-filtration, are continuous functions on the open set of cocycles in \(C^r(\mathbb{T}, GL(m, \mathbb{R}))\) with a \(\tau\)-gap pattern.

Given linear subspaces \(V \subset W\), define

\[W \ominus V := W \cap V^\perp.\]

**Proposition 6.2.** Given a signature \(\tau\), the map \(\mathcal{F}_\tau^m \to \prod_{j=1}^k \text{Gr}_{\tau_j-\tau_{j-1}}^m, F = (F_1, \ldots, F_k) \mapsto (F_{\tau_j} \ominus F_{\tau_{j-1}})\), is continuous.

**Proof.** It is enough to prove the continuity of the map \(\mathcal{F}_\tau^{m_{(k,n)}} \to \text{Gr}_{n-k}^m, (V, W) \mapsto W \ominus V\). We can easily check the topology of \(\text{Gr}_n^m\) is characterized by the following proximity: two subspaces \(W, W' \in \text{Gr}_n^m\) are \(\varepsilon\)-close iff the orthogonal projection \(\pi_{W,W'} : W \to W'\) has minimum expansion \(m(\pi_{W,W'}) \geq 1 - \varepsilon\). Given two close flags \((V, W)\) and \((V', W')\), assume that \(m(\pi_{V,W'}) \geq 1 - \varepsilon\) and \(m(\pi_{V',W}) \geq 1 - \varepsilon\). Given \(x \in V\),

\[
\|\pi_{V,W'\ominus V'}(x)\|^2 = \|\pi_{V,W}(x)\|^2 - \|\pi_{V',W}(x)\|^2
\leq \|x\|^2 - (1 - \varepsilon)^2 \|x\|^2
= (1 - (1 - \varepsilon)^2)\|x\|^2 = (2\varepsilon - \varepsilon^2)\|x\|^2.
\]
Similarly we prove that $\|\pi_{V,W\ominus V}\| \leq \sqrt{2\varepsilon - \varepsilon^2}$. Now, given $x \in V'$ and $y \in W \ominus V$, since

$$\langle \pi_{V',W\ominus V}(x), y \rangle = \langle x, y \rangle = \langle x, \pi_{W\ominus V,V'}(y) \rangle,$$

it follows that $\pi_{W\ominus V,V'} = (\pi_{V',W\ominus V})^*$. Hence

$$\|\pi_{W\ominus V,V'}\| = \|\pi_{V',W\ominus V}\| = \sqrt{2\varepsilon - \varepsilon^2}.$$

Finally, since $m(\pi_{W,W'}) \geq 1 - \varepsilon$, given $y \in W \ominus V$,

$$(1 - \varepsilon)^2 \|y\|^2 \leq \|\pi_{W,W'}(y)\|^2 = \|\pi_{W\ominus V,V'}(y)\|^2 + \|\pi_{W\ominus V,W'\ominus V'}(y)\|^2 \leq (2\varepsilon - \varepsilon^2) \|y\|^2 + \|\pi_{W\ominus V,W'\ominus V'}(y)\|^2,$$

which implies that

$$m(\pi_{W\ominus V,W'\ominus V'}) \geq \sqrt{1 - 4\varepsilon + 2\varepsilon^2}.$$ 

Thus $W \ominus V$ is close to $W' \ominus V'$.

**Proof of Theorem 6.3.** By the previous proposition it is enough proving the continuity of Oseledets $\tau$-filtration $F(A)$. We already know, see Lemma 5.4, that at any fixed finite scale $n$, $F^{(n)}(A)$ is continuous. We also know, from Lemma 5.7 (5.57), that $F^{(n)}(A)$ converges uniformly to $F(A)$. Therefore, the limit function $F(A)$ is continuous. □

**Remark 6.1.** The Hölder continuity of the Oseledets $\tau$-filtration $F(A)$ may fail due to the lack of a uniform Hölder exponent for the Hölder continuity of the finite scale functions $F^{(n)}(A)$. See remark 5.1.

7. Some consequences of the main statements

**Possible extensions to other types of dynamics.** Establishing the LDT \[4.1\] is the only place where we used the analyticity assumption on the cocycles. It is also the only place where we used the Diophantine condition on the frequency, or even where anything specific about the base dynamics (besides its ergodicity) was needed.

Therefore, suppose we have a cocycle $(T, A)$, where $T$ is some ergodic transformation and $A$ belongs to some matrix valued space of functions (possibly more general than analytic). Assume that in this context we have a LDT of the form

$$\left| \{ x \in X : \frac{1}{n} \log s(A^{(n)}(x)) - \Lambda_s^{(n)}(A) > \delta(n) \} \right| < \epsilon(n) \quad (7.1)$$

where $\epsilon(n) \ll \delta(n)$ as $n \to \infty$.

Then the arguments used in this paper for proving continuity of the Lyapunov exponents would apply in the same manner. We would thus
obtain global continuity of all Lyapunov exponents and local quantitative continuity of the Lyapunov spectrum blocks associated to a gap pattern, where the modulus of continuity would depend on the sharpness of $\epsilon(n)$. The next subsection presents such an extension.

**Diophantine translations on higher dimensional tori.** Consider the transformation

$$T \tau = T \omega \tau := \tau + \omega$$
on the torus $\mathbb{T}^d$ of dimension $d \geq 1$.

If we assume that the frequency $\omega$ satisfies a standard Diophantine condition, then an estimate in the spirit of (4.3), but weaker holds for the transformation $T \omega$, as well (see [3] or Proposition 4.1 in [10]). For any cocycle $A \in C^\omega(T^d, \text{GL}(m, \mathbb{R}))$, this in turn leads to a LDT of the form:

$$\left| \{ \tau \in \mathbb{T}^d : \frac{1}{n} \log s(A^{(n)}(\tau)) - \Lambda^{(n)}(A) > n^{-a} \} \right| < e^{-cn^b} \quad (7.2)$$

for some absolute constants $a, b > 0$.

Along with the Avalanche Principle 3.11, this LDT (7.2) allows us to establish the inductive step Theorem 5.1. However, since the deviation set is not as sharp, the size of the next scale $n_1$ will have to be smaller, namely

$$n_1 \ll e^{cn_0^b}$$

Because of this, the rate of convergence (5.56) will be of the form:

$$|\Lambda^{(n)}(B) - \Lambda(B)| < \frac{K (\log n)^{1/b}}{n}$$

which in turn will lead to a weaker, log–Hölder modulus of continuity for the Lyapunov spectrum $\tau$-blocks from Theorem 6.1, while the global continuity of each individual Lyapunov exponent from Theorem 6.2 will stay the same. We conclude:

**Theorem 7.1.** Assume that the base dynamics is given by a Diophantine translation on $\mathbb{T}^d$, where $d \geq 1$. Then all Lyapunov exponents are continuous functions on $C^\omega(T^d, \text{GL}(m, \mathbb{R}))$.

Moreover, if $\tau$ is a signature and if $A$ has a $\tau$-gap pattern, then the corresponding Lyapunov spectrum $\tau$-blocks are log–Hölder continuous functions in a neighborhood of $A$.

The continuity of the Oseledets decomposition, resp. filtration, also holds for cocycles on higher dimensional tori. The only difference rests in proving the finite scale Lemma 5.4. The proof of this lemma is based on a one dimensional fact: The spectrum of an analytic symmetric matrix valued function of a one real variable can be locally
parametrized by finitely many analytic functions. This difficulty is easily overcome looking at a cocycle $A : \mathbb{T}^d \to \text{GL}(m, \mathbb{R})$ as a compact family $\{A(x, \cdot) : \mathbb{T} \to \text{GL}(m, \mathbb{R})\}_{x \in \mathbb{T}^{d-1}}$ of one variable holomorphic functions.

**Schrödinger-like cocycles.** Our main results apply to and extend the statements in [13] which establish Hölder continuity in the “energy” near points where the Lyapunov spectrum is simple.

Indeed, consider as in [13], a compact metric space $(\mathcal{E}, \text{dist})$ and a continuous function $A = A(x, E) : \mathbb{T} \times \mathcal{E} \to \text{GL}(m, \mathbb{R})$ such that $x \mapsto A(x, E)$ is analytic uniformly in $E \in \mathcal{E}$ and $E \mapsto A(x, E)$ is Hölder uniformly in $x \in \mathbb{T}$.

Then there is $r > 0$ such that $A(\cdot, E) \in C^r(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ (same width of analyticity for all $E \in \mathcal{E}$) and the map

$$
\mathcal{E} \ni E \mapsto A(\cdot, E) \in C^r(\mathbb{T}, \text{GL}(m, \mathbb{R}))
$$

is Hölder continuous.

Therefore, if $\tau$ is any signature (including for instance the signature $\tau = (1, 2, \ldots, m-1)$, which encodes simple Lyapunov spectrum) and if $E_0 \in \mathcal{E}$ is such that the cocycle $A(\cdot, E_0) \in C^r(\mathbb{T}, \text{GL}(m, \mathbb{R}))$ has a $\tau$-gap pattern, then using Theorem 6.1 and the fact that a composition of (locally) Hölder continuous functions functions is also (locally) Hölder continuous, we conclude that

$$
\Lambda_\pi(E) := \Lambda_\pi(A(\cdot, E))
$$

is Hölder continuous near $E = E_0$ for any $\tau$-s.v.p.$\pi$. In particular, if $\tau$ were the signature $\tau = (1, 2, \ldots, m-1)$, then each Lyapunov exponent $L_i(E)$ would be Hölder continuous near $E = E_0$, or everywhere on $\mathcal{E}$, if the Lyapunov spectrum were simple at each point $E \in \mathcal{E}$ (this last statement is due to the lower semicontinuity of the gaps shown in Corollary 5.6 on the gaps, and on the compacity of $\mathcal{E}$.

Moreover, regardless of any gap pattern in the spectrum, from Theorem 6.2 we get that for $1 \leq i \leq m$

$$
\mathcal{E} \ni E \mapsto L_i(E) := L_i(A(\cdot, E)) \in \mathbb{R}
$$

are all continuous functions.

**Jacobi cocycles.** We may specialize the cocycles above to ones associated to Jacobi operators (i.e. “weighted” band lattice Schrödinger operators). These types of operators include all finite range hopping Schrödinger operators, on the integer and on the band-integer lattice. They act on the space of square summable sequences $l^2(\mathbb{Z}, \mathbb{R}^d)$ by

$$
[H_{x \psi}]_n := -W_{n+1}(x) \psi_{n+1} - W_n^T(x) \psi_{n-1} + \lambda V_n(x) \psi_n
$$

(7.3)
where \( x \in \mathbb{T} \) is a phase parameter, \( W_n(x) = W(x + n\omega) \) are the weights, \( V_n(x) = V(x + n\omega) \) is the potential matrix, \( \lambda \in \mathbb{R} \) is a coupling constant, and \( \omega \in \mathbb{R} \setminus \mathbb{Q} \) is a frequency defining the base dynamics. We assume that the weight function \( W(x) \in C^\omega_r(\mathbb{T}, GL(d, \mathbb{R})) \) and the potential function \( V(x) \in C^\omega_r(\mathbb{T}, \text{Sym}(d, \mathbb{R})) \), where Sym\((d, \mathbb{R})\) is the space of \( d \times d \) symmetric matrices. Also \( W^T(x) \) and \( W^{-1}(x) \) are the transpose and respectively the inverse of the matrix \( W(x) \).

The associated Schrödinger equation is:

\[
H_x \vec{\psi} = E \vec{\psi} \quad \text{for } E \in \mathbb{R} \text{ and } \vec{\psi} = [\vec{\psi}_n]_{n \geq 1} \tag{7.4}
\]

which when solved formally leads to the cocycle:

\[
A(x; \lambda, E) = \begin{bmatrix}
\lambda [V(x) - E \cdot I] \cdot W^{-1}(x) & -W^T(x) \\
W^{-1}(x) & 0
\end{bmatrix} \in \text{SL}(2d, \mathbb{R}) \tag{7.5}
\]

In [6] we have shown that under generic conditions on the matrix valued potential \( V(x) \), if \( \lambda \geq \lambda_0(V) \), the first \( d \) Lyapunov exponents are bounded away from zero:

\[
L_i(E) \gtrsim \log \lambda \quad \text{for all } E \in \mathbb{R}, \ 1 \leq i \leq d
\]

The other \( d \) Lyapunov exponents are of course (in this case) the negatives of the first \( d \). There is no assumption on the frequency \( \omega \), and the threshold \( \lambda_0 \) for positivity depends only on some uniform measurements on \( V(x) \).

The results in this paper imply continuity of the Lyapunov exponents under a Diophantine condition on \( \omega \), but with no restrictions on the cocycle or on the parameters \( \lambda, E \). More precisely, it is clear that the map

\[
\mathbb{R} \times \mathbb{R} \ni (\lambda, E) \mapsto A(\cdot; \lambda, E) \in C^\omega_r(\mathbb{T}, GL(2d, \mathbb{R}))
\]

is locally Hölder continuous. Then the discussion above applies, and we obtain joint continuity in \( \lambda \) and \( E \) for all Lyapunov exponents. Moreover, we obtain joint local Hölder continuity of Lyapunov exponents (or of Lyapunov spectrum blocks) near points where the Lyapunov spectrum is simple (or it has a gap pattern, respectively).

In a forthcoming paper we will give sufficient conditions for such general Schrödinger / Jacobi cocycles to have simple Lyapunov spectrum (or any gap pattern), hence in a neighborhood of such cocycles we have the above continuity properties.
Complex valued cocycles. The realification of a matrix $g \in \text{GL}(m, \mathbb{C})$ is the matrix $\tilde{g} \in \text{GL}(2m, \mathbb{R})$ obtained from $g$ replacing each complex entry $a + ib$ by the $2 \times 2$-bock
\[
\begin{pmatrix}
a & -b \\
b & a
\end{pmatrix}.
\]
By definition, the singular values of a complex matrix $g$ are the square roots of the conjugate positive definite hermitian matrices $g^*g$ and $gg^*$. The associated eigenspaces of $g^*g$ and $gg^*$ are complex spaces. Hence each $g \in \text{GL}(m, \mathbb{C})$ has $m$ singular values, still denoted by $s_1(g) \geq \ldots \geq s_m(g) > 0$, possibly repeated. It is clear that the realification $\tilde{g}$ has exactly the same singular values but with doubled multiplicity, i.e.
\[s_{2i-1}(\tilde{g}) = s_{2i}(\tilde{g}) = s_i(g), \quad \text{for } 1 \leq i \leq m.\]
Now, given a complex cocycle $A \in C^\omega_r(T, \text{GL}(m, \mathbb{C}))$, we define its realification $\tilde{A} \in C^\omega_r(T, \text{GL}(2m, \mathbb{R}))$ to be the function $\tilde{A} : T \to \text{GL}(2m, \mathbb{R})$ where for each $x \in T$, $\tilde{A}(x)$ is the realification of $A(x) \in \text{GL}(m, \mathbb{C})$. Because of (1.1), the Lyapunov exponents of $A$ and $\tilde{A}$ are the same, i.e.,
\[L_{2i-1}(\tilde{A}) = L_{2i}(\tilde{A}) = L_i(A), \quad \text{for } 1 \leq i \leq m.\]
As before, a complex matrix $g \in \text{GL}(m, \mathbb{C})$ is said to have a $\tau$-gap pattern iff $s_{\tau_j}(g)/s_{\tau_{j+1}}(g) > 1$, for every $j = 1, \ldots, k$. An analogous definition is adopted for a complex cocycle having a $\tau$-gap pattern. Then a matrix $g \in \text{GL}(m, \mathbb{C})$, resp. a cocycle $A \in C^\omega_r(T, \text{GL}(m, \mathbb{C}))$, has a $\tau$-gap pattern iff $\tilde{g}$, resp. $\tilde{A}$, has a $2\tau$-gap pattern.

Given a signature $\tau = (\tau_1, \ldots, \tau_k)$, with $1 \leq \tau_1 < \tau_2 < \ldots < \tau_k < m$, a complex $\tau$-flag is a family $F = (F_1, \ldots, F_k)$ of complex linear subspaces $F_1 \subset F_2 \subset \ldots \subset F_k \subset \mathbb{C}^m$ such that $\dim_{\mathbb{C}}(F_j) = \tau_j$, for $1 \leq j \leq k$. We shall denote by $\mathcal{F}^m_\tau(\mathbb{C})$ the manifold of complex $\tau$-flags, and write $\mathcal{F}^m_\tau(\mathbb{R})$ to emphasize the real character of a flag manifold. Identifying $\mathbb{C}^m \equiv \mathbb{R}^{2m}$, each complex linear subspace $V \subset \mathbb{C}^m$ can be viewed as a real linear subspace $V \subset \mathbb{R}^{2m}$ of twice the dimension. This identification induces a natural embedding $\mathcal{F}^m_\tau(\mathbb{C}) \hookrightarrow \mathcal{F}^{2m}_{2\tau}(\mathbb{R})$. When $\tau = (k)$, $\tau$-flags are $k$-dimensional complex subspaces and the flag manifold $\mathcal{F}^m_\tau(\mathbb{C})$ is called a complex Grassmann manifold, and denoted by $\text{Gr}^m_k(\mathbb{C})$. Again there is a natural embedding $\text{Gr}^m_k(\mathbb{C}) \hookrightarrow \text{Gr}^{2m}_{2k}(\mathbb{R})$. The most expanding $\tau$-flags $\hat{v}_{\tau,\pm}(g) \in \mathcal{F}^m_\tau(\mathbb{C})$ of a complex matrix $g \in \text{GL}(m, \mathbb{C})$ are defined as in the real case. They are $\tau$-flags generated by the $g$ singular eigen-basis of $\mathbb{C}^m$. Using the previous embedding we identify $\hat{v}_{\tau,\pm}(g) \equiv \hat{v}_{2\tau,\pm}(\tilde{g})$. Having established this sort of ‘dictionary’ for the realification of complex matrices and cocycles, it should be
clear that theorems 1.1, 1.2 and 1.3 apply to complex cocyles as well. The assumptions on the complex cocyles translate to the corresponding assumptions on their realified counterparts. Hence we have

**Theorem 7.2.** Given a signature $\tau$ and $A \in C^r_\omega(\mathbb{T}, \text{GL}(m, \mathbb{C}))$, if $A$ has a $\tau$-gap pattern, then the corresponding Lyapunov spectrum $\tau$-blocks are Hölder continuous functions in a neighborhood of $A$.

**Theorem 7.3.** All Lyapunov exponents are continuous functions on $C^r_\omega(\mathbb{T}, \text{GL}(m, \mathbb{C}))$.

**Theorem 7.4.** Given a signature $\tau$, the Oseledets $\tau$-decomposition, and the Oseledets $\tau$-filtration, are continuous functions on the open set of cocycles in $C^r_\omega(\mathbb{T}, \text{GL}(m, \mathbb{C}))$ with a $\tau$-gap pattern.

### 8. Final remarks

There are several different directions in which the results in this paper might be extended.

To our knowledge, any quantitative continuity result for Lyapunov exponents of quasiperiodic cocycles requires some arithmetic assumptions on the frequency. Here we assume a Diophantine condition. In a recent paper (see [14]), J. You and S. Zhang obtain Hölder continuity of $\text{SL}(2, \mathbb{R})$ Schrödinger cocycles under much weaker arithmetic assumptions on the frequency (the base dynamics is the translation on $\mathbb{T}$). It is conceivable that their argument can be abstracted and used to prove the LDT 4.1 for more general frequencies than Diophantine.

For $\text{SL}(2, \mathbb{R})$ Schrödinger cocycles, the approach to proving continuity and positivity of the Lyapunov exponent via an AP and a LDT has proven robust enough to work for potential functions more general than analytic. More specifically (see [10]), by using successive polynomial approximations adapted to each scale, these types of results were extended to potential functions in a Gevrey class. This approach might prove successful for general, higher dimensional cocycles as well.

The arguments in this paper depend on having uniform measurements on the size of the cocycle and of its inverse. It would be interesting to see whether with the help of a finer analysis, anything survives when the cocycle is allowed to have singularities (i.e. it is not necessarily invertible at every point).

Throughout this paper, the base dynamics is fixed and given by a Diophantine frequency, and we are only concerned with (quantitative) continuity in the cocycle. An important related problem is that of continuity for any irrational frequency as well as joint continuity in the frequency and cocycle.
These last two problems (more general cocycles, joint continuity) were elegantly treated in [1] for base dynamics given by translations on the one-dimensional torus $\mathbb{T}$. The method in [1] is based on the complexification of the phase variable, and it does not have an extension to other types of dynamics, such as translations on higher dimensional tori. However, in the case of SL$(2, \mathbb{R})$ Schrödinger cocycles, this type of result is available for translations on the higher dimensional torus (see [4]), which encourages us to believe they might hold for general, higher dimensional cocycles as well.

Moreover, it would be interesting to adapt the techniques in this paper to other types of base dynamics, such as the skew-translation on the two dimensional torus or possibly some non quasiperiodic transformations.

We plan to investigate all of these directions in our future projects.
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