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Abstract—3D dynamic point clouds provide a discrete representation of real-world objects or scenes in motion, which have been widely applied in immersive telepresence, autonomous driving, surveillance, etc. However, point clouds acquired from sensors are usually perturbed by noise, which affects downstream tasks such as surface reconstruction and analysis. Although many efforts have been made for static point cloud denoising, dynamic point cloud denoising remains under-explored. In this paper, we propose a novel gradient-field-based dynamic point cloud denoising method, exploiting the temporal correspondence via the estimation of gradient fields—a fundamental problem in dynamic point cloud processing and analysis. The gradient field is the gradient of the log-probability function of the noisy point cloud, based on which we perform gradient ascent so as to converge each point to the underlying clean surface. We estimate the gradient of each surface patch and exploit the temporal correspondence, where the temporally corresponding patches are searched leveraging on rigid motion in classical mechanics. In particular, we treat each patch as a rigid object, which moves in the gradient field of an adjacent frame via force until reaching a balanced state, i.e., when the sum of gradients over the patch reaches 0. Since the gradient would be smaller when the point is closer to the underlying surface, the balanced patch would fit the underlying surface well, thus leading to the temporal correspondence. Finally, the position of each point in the patch is updated along the direction of the gradient averaged from corresponding patches in adjacent frames. Experimental results demonstrate that the proposed model outperforms state-of-the-art methods under both synthetic noise and simulated real-world noise.

Index Terms—Dynamic point cloud denoising, temporal correspondence, gradient field

I. INTRODUCTION

The maturity of laser scanning has enabled the convenient acquisition of 3D dynamic point clouds—a discrete representation of 3D objects or scenes in motion, which have various applications in autonomous driving, robotics, and immersive tele-presence. A dynamic point cloud consists of a sequence of static point clouds, each of which is composed of a set of points irregularly sampled from the continuous surfaces of objects or scenes. However, 3D dynamic point clouds often suffer from noise due to the inherent limitations of acquisition equipments or computational errors of sampling algorithms, which affects downstream tasks such as recognition and analysis. Hence, 3D dynamic point cloud denoising is crucial to relevant 3D applications.

Recently, numerous approaches have been proposed for static point cloud denoising, which can be categorized into two major classes: optimization-based methods and deep-learning-based methods. Optimization-based methods usually denoise point clouds with optimization algorithms [1]–[9], which rely heavily on geometric priors and are sometimes difficult to keep a balance between the denoising effectiveness and detail preservation. Thanks to the advent of neural network architectures designed for point clouds [10]–[12], deep-learning-based methods [13]–[19] have achieved promising denoising performance. The majority of deep-learning-based methods predict the displacement of each noisy point from the underlying surface and then apply the inverse displacement to the noisy point clouds [13]–[10], which suffer from shrinkage and outliers due to over-estimation or under-estimation of the displacement. Instead, Luo et al. [17] proposed to learn the underlying manifold of a noisy point cloud for reconstruction in a downsample-upsampling architecture, which however may cause detail loss during the downsampling stage especially at low noise levels. Recently, Luo et al. [18] proposed score-based point cloud denoising, where the position of each point is iteratively updated by gradient ascent from the log-likelihood distribution of the noisy point cloud. Although a
plethora of approaches have been proposed for static point cloud denoising, few algorithms are designed for dynamic point cloud denoising. This problem is also quite challenging, because each point cloud frame is irregularly sampled and different frames may exhibit varying sampling patterns with possibly different numbers of points, which means there is no explicit temporal correspondence between points over time.

To this end, we propose a gradient-field-based dynamic point cloud denoising paradigm by exploiting the temporal correspondence among adjacent frames, leveraging on the distribution of the noisy point cloud and rigid motion in classical mechanics. Dynamic point clouds consist of discrete points \( x \) sampled from the surface of 3D dynamic objects or scenes, and thus can be modeled as a set of samples from some dynamic 3D distribution \( p_t(x) \) supported by dynamic 2D manifolds. When the dynamic point cloud suffers from noise following some distribution \( n \), the distribution of the noisy dynamic point cloud can be modeled as the convolution between the original distribution and noise, expressed as \( (p_t \ast n)(x) \). Under some mild assumptions of noise \( n \) (See Section III-A for details), the mode of \( p_t \ast n \) is the underlying clean surface having higher probability than its ambient space. According to this observation, restoring a noisy point cloud naturally amounts to maximizing \( (p_t \ast n)(x) \). However, the distribution \( (p_t \ast n)(x) \) is difficult to acquire in general. Instead, we estimate the gradient of the log-probability function, i.e., \( \nabla_x \log[(p_t \ast n)(x)] \), which points to the underlying clean surface (see Fig. 1a). Based on the estimated gradient, point cloud denoising can be realized by moving perturbed points towards the underlying surface via gradient ascent.

The key of dynamic point cloud denoising is to search the temporal correspondence among adjacent frames for consistency in the temporal domain. Enlightened by free fall in classical mechanics where rigid bodies move spontaneously from places with high energy to places with low potential energy, we design a process that a surface patch of point cloud will spontaneously move to the underlying surface of its adjacent frames to acquire its temporal correspondence. Inspired by classical mechanics where the negative gradient of the potential energy of a rigid body represents the force that the rigid body receives along the direction of the gradient, we simulate the motion of objects in the gradient field for the search of the temporal correspondence. If we define the negative log-density \(- \log(p \ast n)\) as the potential energy of a noisy point cloud, then the negative gradient of the potential energy, i.e., \( \nabla_x \log(p \ast n) \), could be seen as a force that pushes noisy points towards the underlying surface. Therefore, we let the patch move in the gradient field of adjacent frames to fit the local structures in consecutive frames until the balanced state is reached, i.e., when the sum of gradients over the patch reaches 0. Since a point is on the underlying surface when the gradient is 0, the balanced patch would fit the underlying surface well, thus leading to the temporal correspondence. The gradient of the current surface patch is then estimated as the average of gradients in the temporally corresponding patches in consecutive frames, and the position of each noisy point in the patch is converged to the underlying surface along the direction of the estimated gradient.

Specifically, we first divide each noisy point cloud in the sequence into surface patches, and design a network to estimate the initial gradient field from noisy patches in each frame, which also serves for the subsequent temporal correspondence search. Next, we treat each noisy patch as a rigid body, and move them in the gradient field of adjacent frames to search for corresponding patches in consecutive frames, which essentially performs rotation and translation over the patch. Then, we take the average of the gradients of the inverse transformed corresponding patches in consecutive frames as the temporal gradient. Finally, the dynamic point cloud is denoised by gradient ascent based on the estimated temporal gradient.

The main contributions of this paper are as follows:

- We propose a temporal-gradient learning framework for dynamic point cloud denoising, exploiting the temporal correspondence by leveraging on rigid motion in classical mechanics.
- We propose a novel temporal correspondence search approach, which moves each patch in the gradient field by “force” in classical mechanics until reaching a balanced state to acquire the temporal correspondence.
- Experimental results demonstrate the effectiveness of the proposed method over the state-of-the-art under both synthetic noise and simulated real-world noise.

### II. Related Work

Most existing point cloud denoising methods focus on static point clouds, while dynamic point cloud denoising is under-explored in the literature. Previous works can be divided into two major classes: Optimization-based methods and Deep-learning-based methods.

#### A. Optimization-based Denoising

Before the advent of deep learning methods, point cloud denoising algorithms were mostly optimization algorithms based on geometric priors. They can be classified into five categories.

1. **Moving-Least-Squares-Based** methods aim to approximate a smooth surface from the input point cloud and minimize the geometric error of the approximation. [1] addressed the denoising problem with a polynomial function in terms of moving least squares (MLS) on a local reference domain to best fit neighboring points. [2] extended it with the strength of robust statistics to reduce the sensitivity to outliers.

2. **Locally-Optimal-Projection-Based** methods also employ the surface approximation for denoising point clouds. [3] proposed locally optimal projection (LOP) that generates a point set to represent the underlying surface while enforcing a uniform distribution over the point cloud. Based on this method, [4] proposed a weighted locally optimal projection (WLOP) operator to produce a set of denoised, outlier-free and evenly distributed points over the original dense point cloud. [5] modified WLOP with an anisotropic weighting function so as to produce point clouds with sharp features preserved.

3. **Sparsity-Based** methods are based on the theory of sparse representations. In sparsity-based methods, a sparse reconstruction of the surface normals is firstly obtained by
solving a minimization problem with sparsity regularization, and then point positions are updated by solving another minimization problem based on a local planar assumption. MRPCA \([6]\) proposed to denoise point cloud patches with a robust PCA algorithm, and then estimated point positions by local averaging. \([20]\) recognized and removed outliers from a dynamic point cloud sequence using a Robust PCA approach. 

(4) **Non-Local-Based** methods exploit non-local similarities among surface patches in a point cloud. These methods extend non-local mean (NLM) \([21]\) and BM3D \([22]\) in image denoising to point clouds. \([23]\) utilizes the NLM algorithm to denoise point clouds, while \([24]\) proposed to denoise a point cloud by deploying a BM3D algorithm. With the help of non-local similarities, these methods are able to reduce noise while preserving the surface details. To calculate the point similarity better, \([25]\) describes the neighborhood of each point by the polynomial coefficients of the local MLS surface. \([26]\) proposed to smooth point clouds by solving a structured low-rank matrix factorization problem, where a low-rank dictionary representation of patches is optimized. \([27]\) captures non-local similarities by normal height projection, where the most similar non-local projective height vectors are grouped into a height matrix and optimized with an improved weighted nuclear norm minimization.

(5) **Graph-Based** methods represent a point cloud over a graph, and essentially perform graph filtering for point cloud denoising \([7]–[9], [28], [29]\) represents point clouds by a low-dimensional manifold model (LDMM), and then performs denoising with graph Laplacian regularization (GLR). \([30]\) first removes outliers based on the sparsity of the neighborhood and then removes surface noise with an optimization process regularized by graph-signal smoothness prior. \([31]\) estimates the local tangent plane of each point based on a graph, and then takes the average of the projections of points on multiple tangent planes to reconstruct the point cloud. \([7]\) proposed feature graph learning by minimizing the GLR using the Mahalanobis distance metric matrix as a variable, assuming a feature vector per node is available. Further, a fast eigen-decomposition-free algorithm is proposed and applied to point cloud denoising, where the graph for each set of self-similar patches is computed from 3D coordinates and surface normals as features. Based on the assumption that color attributes are correlated with the geometry, \([32]\) deploys a graph-based Tikhonov regularization to jointly denoise the geometry and color. Similarly, \([33]\) proposed a non-iterative set-up based on spectral graph wavelet transform (SGW) to perform denoising of geometry and color attributes in the graph spectral domain. \([34]\) represents dynamic point clouds on spatial-temporal graphs, and exploits the temporal consistency via a manifold-to-manifold distance. The problem of dynamic point cloud denoising is then formulated as the joint optimization of the desired point cloud and underlying spatial-temporal graph representation.

**B. Deep-learning-based Denoising**

Benefiting from the maturity of point-based neural networks \([10]–[12]\), many deep point cloud denoising approaches have been proposed.

1. **Displacement-Based** methods employ a neural network to predict the displacement of each point in a noisy point cloud, and apply the inverse displacement to each point. PointCleanNet (PCNet) \([15]\) is the pioneer of this class of approaches, which employs a variant of PointNet as its backbone network. With graph convolutional networks (GCN), \([16]\) proposed GPDNet to enhance the robustness of the neural denoiser. Assuming that points with denser surroundings are closer to the underlying surface, Total Denoising (TotalDn) \([13]\) proposed an unsupervised loss function to adapt to unsupervised scenarios. However, displacement-based methods generally suffer from shrinkage and outliers, as a result of inaccurate estimation of the noise displacement.

2. **Downsampling-Upsampling** methods such as \([17]\) learn the underlying manifold of a noisy point cloud from subsampled points, and resample on the reconstructed manifold to obtain the noise-free point cloud. Although the downsampling stage discards outliers in the input, it may also discard some informative details, resulting in over-smoothing especially at low noise levels.

3. **Score-Based (Gradient-based)** methods deploy a score matching technique to denoise point clouds. Score matching is a technique for training energy-based models, which belongs to the family of non-normalized probability distributions \([35]\). It deals with matching the model-predicted gradients and the data log-density gradients by minimizing the squared distance between them \([36], [37]\). In particular, \([18]\) estimates the gradient of the noisy point cloud and performs denoising via gradient ascent. The extended work \([19]\) proposed a global and continuous gradient field model, and resampled degraded point clouds via gradient ascent with the Graph Laplacian Regularizer introduced.

Our method belongs to this category. Different from \([18]\), we focus on the much more challenging dynamic point cloud denoising, and the proposed method distinguishes from \([18]\) in the following three aspects: 1) we propose a patch-based gradient ascent method to update points in a gradient field; 2) we search the temporally corresponding patches in the gradient field of adjacent point cloud frames leveraging on rigid motion in classical mechanics; and 3) we exploit the temporal correspondence to construct the temporal gradient field for denoising dynamic point clouds.

**III. Gradient Field Modeling For Temporal Correspondence**

In this section, we will elaborate on the proposed modeling of temporal correspondence search in dynamic point clouds. We start from the distribution modeling of static noisy point clouds via gradient fields, and then extend such modeling to dynamic point clouds. Based on the modeling, we propose temporal correspondence search via gradient fields, which is a key to dynamic point cloud denoising. Finally, we analyze the physical meaning of the proposed model.

A. **Distribution Modeling of Static Noisy Point Clouds**

We begin our analysis with static noisy point clouds. We denote a point cloud as \(X = \{x_i\}_{i=1}^{N}\), where \(x_i = [x_i, y_i, z_i]\)
is the coordinate of the $i$-th point and $N$ is the total number of points. We can view the point cloud $X$ as sampled from a 3D shape supported by the underlying 2D manifold $\mathcal{M}$. Ideally, if the sampling process does not introduce any noise, the distribution of the noise-free point cloud $p(x)$ is closely connected to the underlying manifold $\mathcal{M}$. In particular, $p(x)$ is a 3D Dirac delta distribution (δ distribution), i.e.,

$$
p(x) = \begin{cases} +\infty, & \text{if } x \in \mathcal{M}, \\ 0, & \text{if } x \notin \mathcal{M}, \\ \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p(x) dx dy dz = 1. \end{cases}
$$

Unfortunately, limited by the accuracy of the acquisition device and/or the sampling algorithm, point clouds often suffer from noise. Assuming the noise follows some distribution $n$, we assume that $n$ has a unique mode at 0. Then $q(x)$ reaches the maximum on the manifold\footnote{We will show by experiments that the proposed model is still effective if the assumption does not hold (see Section IV).} i.e., the mode of $q(x)$ is the underlying surface.

Based on the above analysis, the process of denoising a point cloud $X = \{x_i\}^N_{i=1}$ naturally amounts to moving noisy points towards the mode. This can be formulated as:

$$
\max_{i=1}^{N} \sum \log q(x_i).
$$

However, the distribution $q(x_i)$ is unknown when denoising the point cloud. Instead, we estimate the gradient field to maximize $\sum_{i=1}^{N} \log q(x_i)$. The gradient is the first-order derivative of the log-probability function:

$$
g(x) = \nabla_x \log q(x).
$$

The gradient can be calculated at every position in the space, leading to a gradient field. As shown in Fig. 1, the gradient field is a vector field, where the gradient at each location in the gradient field points to the underlying clean surface.

Based on the gradient field, we optimize Eq. [2] via gradient ascent. In each iteration, $x$ is updated by:

$$
x^{(h+1)} = x^{(h)} + \alpha^{(h)} g(x^{(h)}),
$$

where $\alpha$ is the step size and $h$ indicates the index of iterations.

**B. Gradient Modeling of Dynamic Noisy Point Clouds**

Further, we extend the distribution modeling in Section III-A to dynamic point clouds. We view a dynamic point cloud sequence with $T$ frames $Q = \{X_t\}_{t=1}^T$ as sampled from a 3D dynamic object/scene supported by the underlying time-varying manifold $\mathcal{M}_t$. If the dynamic point cloud sequence is not corrupted by noise, the points will lie exactly on the underlying dynamic manifold $\mathcal{M}_t$, which follows the distribution $p_t(x)$. $p_t(x)$ is a time-varying 3D Dirac delta distribution:

$$
p_t(x) = \begin{cases} +\infty, & \text{if } x \in \mathcal{M}_t, \\ 0, & \text{if } x \notin \mathcal{M}_t, \\ \sum_{t=1}^{T} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p_t(x) dx dy dz = 1. \end{cases}
$$

In order to simplify the analysis, we assume that objects will not be removed from the scene and no new objects will appear in the scene in two adjacent frames, which generally holds at sufficient sampling rates. Then a patch $P_t$ from $X_t$ corresponds to a patch $P_{t-1}$ in $X_{t-1}$, both of which represent the same surface in the 3D scene. The corresponding patches may be associated with a transformation $T(\cdot) = R(\cdot) + D(\cdot)$ that describes the rotation and translation of patch $P_t$, i.e., $P_{t-1} = T(P_t)$. Next, we will analyze the relationship between the gradient fields of $P_t$ and $P_{t-1}$.

When suffering from noise $n$, points in dynamic point clouds follow the distribution $q_t(x) = p_t(x) * n$. As in Section III-A, $q_t(x)$ reaches the maximum on the manifold. Then we also model dynamic noisy point clouds with gradient fields. The gradient field of the $t$-th frame is $\nabla_x \log q_t(x)$.

Assuming the temporal correspondence has been searched, we propose to employ the gradient fields of adjacent frames to refine the gradient field in the current frame, which promotes the consistency in the temporal domain for dynamic point cloud denoising. This will be discussed in detail next.

**C. Correspondence Search With Gradient Field Modeling**

Given a patch $P_t$ in the $t$-th frame, we assume its corresponding patch in the $(t-1)$-th frame is $P_{t-1}$. As discussed in Section III-B, $P_{t-1} = T(P_t)$, where $T$ is an affine transformation. Taking the previous adjacent frame as an example, our goal of the temporal correspondence search for $P_t$ is to find $P_{t-1}$ by transforming $P_t$ in the gradient field.

In particular, the density of point cloud $X_{t-1}$ follows $q_{t-1}(x)$, which reaches the mode on the underlying manifold. Hence, we formulate the problem of searching a temporally corresponding patch pair $P_{t-1}$ and $P_t$ as:

$$
\max_{T(\cdot)} \sum_{x \in T(P_t)} q_{t-1}(x).
$$

Since $q_{t-1}(x)$ is difficult to estimate, similar to Section III-A, we resort to the gradient ascent via the gradient field to optimize Eq. [6]. What differs is that, we take $P_t$ as a whole during the gradient ascent. Specifically, the average of the gradients of each point in the patch is deployed as the gradient of the patch for the translation. Regarding the rotation, inspired by the concept of moment in classical mechanics, we let $P_t$ rotate as a rigid body. The force exerted on the points by the field provides the moment to rotate the entire patch. We will elaborate on the details in Section IV-C.

In each iteration, the location of points in patch $P_t$ is updated by:

$$
x^{(h+1)} = T^{(h)}(x^{(h)}) = R^{(h)}(x^{(h)} - x^{(h)}) + D^{(h)}, \quad x^{(h)} \in P_t^{(h)},
$$

where $h$ indicates the index of iterations.
where $\mathcal{R}^{(h)}$ denotes the rotation matrix relative to the patch center $\bar{x}^{(h)}$ in the $h$-th iteration, and $\mathcal{D}^{(h)}$ denotes the translation of $x^{(h)}$ is iteratively updated until convergence, leading to the solution of $\mathcal{T}$ in Eq. [6]

$$
\mathcal{T}^{(h)} = \mathcal{T}^{(H)}(\mathcal{T}^{(H-1)}(\ldots(1)^{(1)}(\ldots)),
$$

where $H$ is the total number of iterations.

D. Analysis of Physical Meaning

Further, we provide physical insights of the aforementioned denoising process and the temporal correspondence search from the perspective of classical mechanics.

In classical mechanics, objects in the field all have potential energy and move under the action of force, e.g., objects in the gravity field will fall onto the ground. The force on a particle in the field is equal to the negative gradient of its potential energy. As illustrated in Fig. 2, we interpret gradient fields by analogy with the concepts of field, potential energy and force in classical mechanics. In particular, we define the gradient of a point in a gradient field as a gradient force. According to the definition of the gradient field in Eq. [3], we define a gradient potential energy for point $x$ as:

$$
\mathcal{E}(x) = -\log q(x).
$$

Accordingly, the denoising formulation in Eq. [2] can be cast as minimizing the total gradient potential energy of the point cloud:

$$
\min_{x} \sum_{i=1}^{N} \mathcal{E}(x).
$$

Then the gradient ascent process in Eq. [4] could be treated as moving point $x$ with the action of the gradient force. In each iteration, $x$ moves in the direction of the gradient force, in which the moving pace is proportional to the gradient force. Similarly, we cast the formulation of the temporal correspondence search in Eq. [5] as

$$
\min_{\mathcal{T}(\cdot)} \sum_{x \in \mathcal{T}(P_t)} \mathcal{E}_t(x),
$$

which minimizes the gradient potential energy. Then the patch gradient ascent process in Eq. [7] could be seen as translating and rotating the patch with the action of the gradient force. In particular, we employ the rigid body motion for the translation and rotation.

The translation of the patch is proportional to the average of the gradients of points:

$$
\mathcal{D}^{(h)} = \beta^{(h)} \frac{1}{m} \sum_{x^{(h)} \in P_t^{(h)}} g_{t-1}(x^{(h)}),
$$

where $m$ is the number of points in the patch, $\beta^{(h)}$ is the step size of translation in the $h$-th iteration.

Regarding the rotation, let us revisit the Euler’s rotation equation in Classical Mechanics:

$$
I \ddot{\omega} + \omega \times (I \omega) = M,
$$

where $M$ is the applied torques, $I$ is the inertia matrix, and $\omega$ is the angular velocity about the principal axes. We simplify the Euler’s rotation equation for our scenario:

$$
I \theta^{(h)} = \gamma^{(h)} \sum_{x^{(h)} \in P_t^{(h)}} (x^{(h)} - \bar{x}^{(h)}) \times g_{t-1}(x^{(h)}),
$$

$$
= \bar{x}^{(h)} + \mathcal{R}_0 \left( \frac{\gamma^{(h)}}{T} \sum_{x^{(h)} \in P_t^{(h)}} (x^{(h)} - \bar{x}^{(h)}) \times g_{t-1}(x^{(h)}) \right),
$$

where $\mathcal{R}_0(\cdot)$ translates a rotation angle to a rotation matrix. The rotation is relative to the patch center $\bar{x}^{(h)}$. In each iteration, the patch translates and rotates to a position with smaller gradient potential energy, and finally falls onto the manifold, where the gradient potential energy is the smallest.

IV. THE PROPOSED ALGORITHM

A. Overview

Given a noisy dynamic point cloud sequence $Q = \{X_1, X_2, ..., X_T\}$ that consists of $T$ frames of point clouds, in which $X_t = [x^{(1)}_t, x^{(2)}_t, ..., x^{(N)}_t] \in \mathbb{R}^{N \times 3}$ corresponds to the $t$-th frame, we aim to restore the noise-free dynamic point cloud sequence $\bar{Q}$.

As demonstrated in Fig. [3], the proposed method mainly consists of four modules:

1) **Initial gradient field estimation.** We first deploy a feature extraction unit to extract point-wise features of each frame. Then, we estimate the initial gradient field of each frame from point-wise features, which will be utilized in the subsequent temporal correspondence search. This module is trained with each noisy point cloud.

2) **Temporal correspondence search.** We search temporally corresponding patches among adjacent frames by casting transformations of patches as rigid motions of...
Fig. 3: The overall framework of the proposed dynamic point cloud denoising algorithm, where the illustrated patches are the same patch from the $t$-th frame. The proposed algorithm mainly consists of four steps: 1) estimate the initial gradient field (Section IV-B); 2) search temporally corresponding patches via rigid motion in a classical mechanics manner (Section IV-C); 3) construct the temporal gradient field by averaging the inversely transformed gradient field from corresponding patches in adjacent frames (Section IV-D); 4) denoise the dynamic point cloud via gradient ascent, based on the constructed temporal gradient field (Section IV-E).

| Notation | Description |
|-----------|-------------|
| $p(i)$ | distribution of the clean point cloud |
| $q(i)$ | distribution of the noisy point cloud |
| $g(i)$ | the ground truth gradient |
| $\hat{g}(i)$ | the initially estimated gradient |
| $g_{i}(i)$ | the finally estimated temporal gradient |
| $E(x)$ | gradient potential energy |
| $T(x)$ | transformation between patches in adjacent frames |
| $R(x)$ | rotation of patches across adjacent frames |
| $D(x)$ | translation of patches across adjacent frames |
| $I$ | inertia matrix of a patch |
| $R_{xy}$ | a function that transfers the angle axis to a rotation matrix |
| $Q$ | the noisy dynamic point cloud sequence |
| $X_{t}$ | the $t$-th frame in $Q$ |
| $x_{t}$ | the $t$-th point in $X_{t}$ |
| $Y_{t}$ | the $t$-th frame in the clean point cloud |
| $y_{t}$ | the $t$-th point in $Y_{t}$ |
| $P_{t}$ | a noisy patch in frame $t$ |
| $H$ | feature extraction unit |
| $M$ | initial gradient estimation unit |

TABLE I: Key notations in this article.

classical mechanics in the gradient field until reaching a balanced state, i.e., when the overall gradient approaches 0;
3) **Temporal gradient field construction.** We construct the temporal gradient field from the searched temporally corresponding patches via inverse transformations;
4) **Dynamic point cloud denoising.** We perform gradient ascent based on the temporal gradient field for dynamic point cloud denoising.

We elaborate on the four modules in order as follows.

### B. Initial Gradient Field Estimation

We first estimate the initial gradient field for each frame in a dynamic point cloud sequence$^2$. We train a gradient estimation network that consists of a feature extraction unit and a gradient estimation unit.

#### a) Feature extraction unit: Given a noisy point cloud $X = \{x_{i}\}_{i=1}^{N}$, we first learn the context features in each local neighborhood around each point $x_{i}$. Particularly, we adopt the DGCNN [12] to build a stack of densely connected edge convolution layers for the context feature extraction, where the DGCNN is a graph convolution network commonly used in previous denoising models [18], [38]. Each densely connected edge convolution layer takes the output feature of the previous layer as input (for the first layer, the input is the noisy point cloud $Q$). Then it constructs a $k$-Nearest-Neighbor (kNN) graph dynamically over the input features, where each feature item is treated as a vertex and connected to its $k$-nearest neighbors. Similar with [39], [40], the densely connected edge convolution layer extracts rich contextual features via the dense connection of both local and non-local features. This property makes the extracted features suitable for point cloud denoising tasks, as evidenced in previous works [18], [38]. Specifically, the feature of $x_{i}$ learned from the feature extraction unit is

$$h_{i} = H(x_{i}),$$

where $H$ denotes the feature extraction unit.

#### b) Gradient estimation unit: This unit is a multi-layer perceptron (MLP) that takes some 3D coordinate $x \in \mathbb{R}^{3}$ nearby $x_{i}$ as input and outputs the gradient $\hat{g}_{i}(x)$:

$$\hat{g}_{i}(x) = M(x - x_{i} \parallel h_{i}),$$

where $\parallel$ is a concatenation operator, and $M$ denotes the gradient estimation unit. $\hat{g}_{i}(x)$ is supervised by the ground truth gradient $g(x)$ defined as follows:

$$g(x) = \text{NN}(x, Y) - x,$$

where $Y = \{y_{i}\}_{i=1}^{N}$ is the ground truth noise-free point cloud, and $\text{NN}(x, Y)$ returns the point nearest to $x$ in $Y$. 

\[2\] In this subsection, we consider only each frame of static point cloud. For brevity, we have left out the timestamp on notations.
The optimization objective of the gradient field estimation is defined as:
\[
L^{(i)} = \mathbb{E}_{x \sim \mathcal{N}(x_i)} \left[ \| g(x) - G_i(x) \|_2^2 \right],
\]  
where \( \mathcal{N}(x_i) \) is a distribution concentrated in the neighborhood of \( x_i \) in the \( \mathbb{R}^3 \) space, and \( \mathbb{E} \) is the mathematical expectation. In practice, we generate a set \( U \) that contains several coordinates sampled nearby \( x_i \) and calculate the average difference of \( g(x) \) and \( G_i(x) \):
\[
L^{(i)} = \frac{1}{|U|} \sum_{x \in U} \left[ \| g(x) - G_i(x) \|_2^2 \right].
\]

The whole training loss is formulated as the average loss of each point:
\[
L = \frac{1}{N} \sum_{i=1}^{N} L^{(i)}.
\]

The initial gradient field \( G(x) \) for each point \( x \in \mathbb{R}^3 \) is then computed as
\[
G(x) = \frac{1}{k} \sum_{x_i \in kNN(x)} G_i(x),
\]

where \( kNN(x) \) is the \( k \)-nearest neighborhood of \( x \). The training algorithm of the initial gradient field estimation is summarized in Algorithm 1.

### Algorithm 1: Training of Gradient Field Learning

**Input**: The noisy static point cloud \( X = \{x_i\}_{i=1}^N \) and ground truth point cloud \( Y = \{y_i\}_{i=1}^N \)

**Initialize**: The weights of context feature extraction unit \( H \) and the gradient field estimation unit \( M \)

1 repeat
2 \textbf{for} each \( x \), \textbf{do}
3 \hspace{1em} Learn the point-wise feature \( h_i = H(x_i) \)
4 \textbf{for} each \( x \in U \), \textbf{do}
5 \hspace{2em} Generate a set \( U \) that contains coordinates sampled nearby \( x \)
6 \hspace{3em} Predict the gradient of \( x \):
7 \hspace{4em} \( G_i(x) = M(x - x_i \parallel h_i) \)
8 \hspace{3em} Compute the ground truth gradient:
9 \hspace{4em} \( g(x) = \text{NN}(x, Y) - x \)
10 \hspace{2em} Compute the loss \( L^{(i)} \) in Eq. 20
11 \textbf{end}
12 Compute the total loss in Eq. 22
13 \textbf{until} convergence;

**Output**: \( H, M \) with trained weights

Fig. 4: Illustration of the temporal correspondence search in the previous frame. The denser the arrow is, the larger the gradient is. Each patch is treated as a rigid body and the gradient field is treated as a force field. The target patch moves in the gradient field of an adjacent frame just like a rigid object rotating and translating under the action of the force field, until it reaches a balanced state. The balanced patch is the searched temporal correspondence.

C. Temporal Correspondence Search

As discussed in Sec [III-D], in classical mechanics, the negative gradient of the potential energy of a rigid body represents the force that the rigid body receives along the direction of the gradient, which inspires us to simulate the motion of objects in a gradient field to search for the temporal correspondence, as illustrated in Fig. 4. In particular, we let the patch move in the gradient field of adjacent frames in order to match the local structures in consecutive frames, where the moved patch serves as the corresponding patch.

In the following, we take the temporal correspondence search between the current \( t \)-th frame and the previous one as an instance.

Based on the learned gradient field \( G(x) \) described in Section IV-B, we denote the gradient field in the \( t \)-th frame as \( G_i(x), i = 1, \ldots, T \). To consider the temporal correspondence search for the current noisy point cloud \( X_t \), we first divide \( X_t \) into \( M \) overlapped patches, whose patch centers are selected from a subset of points \( \{c_i\}_{i=1}^M \) in \( X_t \) by the farthest point sampling (FPS) algorithm [41]. Next, for each center point \( c_i \), we construct a patch by identifying the \( (m-1) \)-nearest neighbors of \( c_i \), leading to \( M \) patches.

Given a noisy patch \( P_t = \{x_i\}_{i=1}^m \) in frame \( t \), we aim to search its corresponding patch in the previous frame. As discussed in Section III-C, we perform patch gradient ascent to let the patch move onto the position of its correspondence, as demonstrated in Fig. 4. As discussed, we treat the iterative patch gradient ascent process as a series of rigid motions under the action of the gradient field. In particular, the rigid motions of moving a patch in the gradient field include rotation and translation. Then we iteratively update the position of patch \( P_t \) as a whole via Eq. 7. The details of learning patch rotation and translation are elaborated as follows.

1) **Patch Rotation**: In each iteration, the rotation angle is calculated by:
\[
I_\theta^{(h)} = \gamma^{(h)} \sum_{x^{(h)} \in P_t^{(h)}} (x^{(h)} - \bar{x}^{(h)}) \times G_{t-1}(x^{(h)}),
\]

where the rotation is relative to the patch center $\bar{x}$. This distinguishes from Eq. (15) in that we employ the estimated gradient field, because the ground truth gradient is unavailable.

In practice, we set each point to be of unit mass. Thus, the inertia matrix is given by

$$
I = \begin{bmatrix}
x_{xx} & x_{xy} & x_{xz} \\
x_{yx} & y_{yy} & y_{yz} \\
x_{zx} & y_{zy} & z_{zz}
\end{bmatrix}
$$

$$
= \begin{bmatrix}
\sum_{j=1}^{m} (y_j^2 + z_j^2) & -\sum_{j=1}^{m} x_j y_j & -\sum_{j=1}^{m} x_j z_j \\
-\sum_{j=1}^{m} x_j y_j & \sum_{j=1}^{m} (x_j^2 + z_j^2) & -\sum_{j=1}^{m} y_j z_j \\
-\sum_{j=1}^{m} x_j z_j & -\sum_{j=1}^{m} y_j z_j & \sum_{j=1}^{m} (x_j^2 + y_j^2)
\end{bmatrix}
$$

(24)

where $x_j, y_j, z_j$ are the x-, y-, z-coordinate relative to the patch center $\bar{x}$. Then the rotation angle relative to the patch center is

$$
\theta^{(h)} = \gamma^{(h)} I^{-1} \sum_{\bar{x}^{(h)} \in P^{(h)}} (x^{(h)} - \bar{x}^{(h)}) \times G_{t-1}(x^{(h)}).
$$

Hence, the position of the rotated patch is:

$$
\mathcal{R}^{(h)}(P^{(h)}_t) = \bar{x}^{(h)} + \mathcal{R}_o(\theta^{(h)})(x^{(h)} - \bar{x}^{(h)}),
$$

(26)

where $\mathcal{R}_o$ transfers the angle axis to the rotation matrix. Note that, the rotation is relative to the patch center $\bar{x}^{(h)}$, so we add the absolute coordinate of the patch center in Eq. (26).

b) Patch Translation: The patch translation is calculated by

$$
\mathcal{D}^{(h)} = \beta^{(h)} \frac{1}{m} \sum_{\bar{x}^{(h)} \in P^{(h)}_t} G_{t-1}(x^{(h)}).
$$

(27)

Here we replace $g$ in Eq. (12) with $G$, because we only have access to the estimated gradient.

With the computed rotation and translation, the transformation of the patch in each iteration is given by

$$
P^{(h+1)}_t = R^{(h)}(P^{(h)}_t) + \mathcal{D}^{(h)}, h = 1, 2, 3, \ldots
$$

(28)

$$
P^{(0)} = P_t.
$$

(29)

The transformation process iterates until the sum of gradients over the patch reaches 0. Then, the transformed patch $T^*(P)$ falls onto the corresponding patch in the $(t-1)$-th frame.

Similarly, we search the corresponding patch of $P_t$ in the $(t+1)$-th frame in the same way.

D. Temporal Gradient Field Construction

In order to construct the temporal gradient field, we first transform the gradient field of adjacent frames to the target frame, where we consider each patch separately. For a patch $P_t$ in the $t$-th frame, we denote its correspondence in adjacent frames as $T_{t-1}(P_t)$ and $T_{t+1}(P_t)$. We transform the gradient field of $T_{t-1}(P_t)$ and $T_{t+1}(P_t)$ to the coordinate system of the $t$-th frame. Specifically, taking $T_{t-1}(P_t)$ as an example, the transformed gradient field is:

$$
\tilde{G}^{t-1}_i = R^{-1}_{t-1}(T_{t-1}(x)),
$$

(30)

where $R_{t-1}$ is the rotation corresponding to $T_{t-1}$. $G^{t-1}_i$ and $G^{t+1}_i$ have different directions but with the same magnitude, so the inverse transformation is only reflected in the rotation.

Considering the target frame and its previous and subsequent frames, the temporal gradient field of patch $P_t$ is the average gradients over the temporally corresponding patches $\{P_{t-1}, P_t, P_{t+1}\}$ in the three consecutive frames,

$$
\tilde{G}^{t}(x) = \frac{1}{3} \left( \tilde{G}^{t-1}(x) + G^{t-1}(x) + G^{t+1}(x) \right).
$$

(31)

E. Dynamic Point Cloud Denoising

Based on the estimated temporal gradient field, we deploy the gradient ascent algorithm to update the position of each point:

$$
x^{(h)}_j = x^{(h-1)}_j + \alpha^{(h)} \tilde{G}^{t}(x^{(h-1)}_j), h = 1, \ldots, H',
$$

(32)

$$
x^{(0)}_j = x_j, \quad x_j \in P_t,
$$

where $\alpha^{(h)}$ is the step size at the $h$-th iteration, and $H'$ is the total number of iterations.

In particular, we denoise each patch separately. Specifically, we first initialize an empty set $\mathcal{S}$. When we finish denoising a patch, we add the denoised points to the set $\mathcal{S}$. Note that, the patches are overlapped with each other, so the final point set in $\mathcal{S}$ is larger than $X_t$. Hence, we sample $\mathcal{S}$ to the same cardinality of $X_t$ via FPS, leading to the denoised point cloud.
We perform denoising of each frame like this, and finally acquire the denoised point cloud sequence $\bar{Q} = \{\bar{X}_t\}_{t=1}^T$. We summarize the proposed dynamic point cloud denoising algorithm in Algorithm 2.

V. EXPERIMENTS

A. Experimental Setup

Datasets. As there is no standard dataset for the dynamic point cloud denoising yet, we construct our datasets from eight dynamic point cloud sequences of two benchmarks, including four MPEG sequences from [42]: Longdress, Loot, Redandblack and Soldier, and five MSR sequences from [43]: Andrew, David, Phil, Ricardo, and Sarah. In the MPEG dataset, the sequences of Longdress, Loot, and Redandblack are used for training, while the sequence of Soldier is used for testing. In the MSR dataset, the sequences of Andrew, David and Phil are used for training, while those of Ricardo and Sarah are used for testing. Each point cloud frame in the sequences is downsampled to $30K$ points via the farthest point sampling algorithm.

Baselines. We compare our method with competitive denoising approaches, including five optimization-based methods: bilateral filtering [44], Jet fitting [45], MRPCA [6], GLR [2] and M2M [34], as well as four deep-learning-based methods: TotanDn [46], DMRDenoise (DMR) [17], PointCleanNet (PCNet) [15] and Score-Net [18]. Note that, among the competitive methods, only M2M is designed for dynamic point cloud denoising, while the others are for static point clouds and conducted frame by frame to denoise dynamic point clouds.

Metrics. We adopt three commonly used metrics in previous works to quantitatively evaluate our model: 1) Chamfer Distance (CD) [47], which measures the average distance from each denoised point to its nearest ground truth point; 2) Hausdorff Distance (HD) [48], which measures the farthest outlier’s distance to ground truth points; and 3) Point-to-Mesh distance (P2M) [49], which measures the average distance from points to the underlying clean surface. Note that, we normalize each denoised point cloud into the unit sphere for each method before computing the metrics.

Implementation Details. The feature extractor mentioned in Section IV-B is composed of a four-layer stacked and densely connected dynamic graph convolutional layers [12]. The patch size $m$ is set to $1000$. In the process of model training, $k$ in Eq. 22 is set to $32$, the learning rate is set to $10^{-3}$ and the weight decay is $0$. In the process of denoising, the number of patch centers $M$ is $90$, the number of iterations $H$ and $H'$ are both set to $50$, the translation and rotation factors of the correspondence search are set as $\beta(h) = 0.01 \cdot 0.95^h, h = 1, ..., H$, $\gamma(h) = 0.01 \cdot 0.95^h, h = 1, ..., H'$. The step size sequence in Eq. 31 is obtained by $\alpha(h) = 0.008 \cdot 0.95^h, h = 1, ..., H'$.

B. Quantitative Results

We provide quantitative results of point cloud denoising on synthetic noise and simulated real-world noise, respectively.

1) Results on Synthetic Noise: For the MPEG dataset, we train our model on the three sequences (Longdress, Loot, Redandblack) perturbed by Gaussian noise with random standard deviation in the range $[0.6\%, 3.0\%]$ and evaluate the denoising performance of our model on the Soldier sequence perturbed by Gaussian noise with standard deviation in $\{0.6\%, 1.0\%, 2.0\%, 3.0\%\}$. For the MSR dataset, we train our model on the three sequences (Andrew, David, Phil) perturbed by Gaussian noise with random standard deviation in the range $[0.6\%, 3.0\%]$ and evaluate the denoising performance of our model on the Ricardo sequence and the Sarah sequence perturbed by Gaussian noise with standard deviation in $\{0.6\%, 1.0\%, 2.0\%, 3.0\%\}$.

As presented in Table 1, our model outperforms state-of-the-art optimization-based methods and deep-learning-based
TABLE II: Comparison of denoising Gaussian noise among competitive denoising algorithms. CD is multiplied by $10^4$, HD is multiplied by $10^2$ and P2M is multiplied by $10^4$. M2M and ours are designed for dynamic point cloud denoising.

| Noisy | 0.60% | 1.00% | 2.00% | 3.00% |
|-------|-------|-------|-------|-------|
|       | CD    | HD    | P2M   | CD    | HD    | P2M   | CD    | HD    | P2M   |
| Bilateral | 2.277 | 0.377 | 1.289 | 2.243 | 0.409 | 1.241 | 2.258 | 0.495 | 1.290 |
| Jet | 0.550 | 0.056 | 0.082 | 0.756 | 0.125 | 0.176 | 2.298 | 0.483 | 1.295 |
| MRPCA | 0.536 | 0.081 | 0.082 | 0.635 | 0.123 | 0.122 | 2.185 | 0.396 | 1.176 |
| GLR | 0.547 | 0.053 | 0.084 | 0.890 | 0.167 | 0.272 | 3.391 | 0.692 | 2.310 |
| M2M | 0.658 | 0.087 | 0.136 | 0.791 | 0.261 | 0.193 | 4.295 | 0.686 | 3.114 |
| TotalDn | 0.588 | 0.050 | 0.098 | 0.983 | 0.165 | 0.324 | 4.127 | 0.686 | 2.924 |
| DMR | 1.016 | 1.447 | 0.324 | 1.037 | 1.420 | 0.338 | 1.393 | 1.366 | 0.620 |
| PCNet | 0.794 | 0.137 | 0.214 | 1.094 | 0.204 | 0.415 | 2.598 | 0.583 | 1.701 |
| Score-Net | 0.527 | 0.048 | 0.075 | 0.645 | 0.120 | 0.123 | 1.473 | 0.583 | 0.679 |
| Ours | 0.524 | 0.044 | 0.073 | 0.633 | 0.105 | 0.119 | 1.330 | 0.575 | 0.574 |

| Bilateral | 2.277 | 0.377 | 1.289 | 2.243 | 0.409 | 1.241 | 2.258 | 0.495 | 1.290 |
| Jet | 0.550 | 0.056 | 0.082 | 0.756 | 0.125 | 0.176 | 2.298 | 0.483 | 1.295 |
| MRPCA | 0.536 | 0.081 | 0.082 | 0.635 | 0.123 | 0.122 | 2.185 | 0.396 | 1.176 |
| GLR | 0.547 | 0.053 | 0.084 | 0.890 | 0.167 | 0.272 | 3.391 | 0.692 | 2.310 |
| M2M | 0.658 | 0.087 | 0.136 | 0.791 | 0.261 | 0.193 | 4.295 | 0.686 | 3.114 |
| TotalDn | 0.588 | 0.050 | 0.098 | 0.983 | 0.165 | 0.324 | 4.127 | 0.686 | 2.924 |
| DMR | 1.016 | 1.447 | 0.324 | 1.037 | 1.420 | 0.338 | 1.393 | 1.366 | 0.620 |
| PCNet | 0.794 | 0.137 | 0.214 | 1.094 | 0.204 | 0.415 | 2.598 | 0.583 | 1.701 |
| Score-Net | 0.527 | 0.048 | 0.075 | 0.645 | 0.120 | 0.123 | 1.473 | 0.583 | 0.679 |
| Ours | 0.524 | 0.044 | 0.073 | 0.633 | 0.105 | 0.119 | 1.330 | 0.575 | 0.574 |

2) Results on Simulated Real-World Noise: Due to the lack of real-world noisy datasets of dynamic point clouds, we simulate the noise produced by LiDAR sensors for the evaluation of our method and competitive denoising methods.

We simulate LiDAR scanner noise as follows. We first construct a mesh from the original point cloud with MeshLab [50]. Then we scan the mesh with a LiDAR simulator “Blensor” [51] to produce a point cloud in a LiDAR-acquired style. In particular, to scan the mesh, we normalize the mesh into a unit sphere and put two virtual cameras in each of the six directions (top, bottom, left, right, front, and back) of the box for scanning. The mesh is then scanned in a Velodyne type, where the Velodyne model is set to “hdl64e2” and the Velodyne angle resolution is set to 0.1. The noise level is set
### TABLE III: Comparison of denoising simulated LiDAR noise among competitive denoising algorithms. CD is multiplied by $10^4$, HD is multiplied by $10^2$ and P2M is multiplied by $10^4$. M2M and ours are designed for dynamic point cloud denoising.

| Dataset | Noise 0.60% | Noise 1.00% | Noise 2.00% | Noise 3.00% |
|---------|-------------|-------------|-------------|-------------|
|         | CD | HD | P2M | CD | HD | P2M | CD | HD | P2M | CD | HD | P2M |
| MSR     |    |    |    |    |    |    |    |    |    |    |    |    |
| Bilateral | 1.311 | 0.666 | 0.592 | 3.354 | 1.258 | 2.374 | 14.449 | 4.290 | 13.028 | 32.810 | 9.777 | 31.193 |
| Jet     | 1.345 | 0.686 | 0.607 | 3.246 | 1.283 | 2.252 | 13.426 | 4.258 | 12.014 | 30.593 | 9.490 | 29.393 |
| MRPCA   | 1.222 | 0.663 | 0.521 | 3.331 | 1.230 | 2.313 | 14.315 | 4.215 | 13.014 | 30.593 | 9.490 | 29.393 |
| GLR     | 1.508 | 0.689 | 0.762 | 3.930 | 1.323 | 2.927 | 15.978 | 4.457 | 14.583 | 35.057 | 10.070 | 33.484 |
| M2M     | 1.510 | 0.684 | 0.768 | 2.314 | 1.090 | 1.465 | 11.009 | 3.437 | 9.689 | 27.471 | 9.972 | 25.929 |
| TotalDn | 1.649 | 0.719 | 0.855 | 4.453 | 1.347 | 3.377 | 16.227 | 4.747 | 14.814 | 35.067 | 10.112 | 33.393 |
| DMR     | 1.084 | 1.543 | 0.391 | 2.486 | 1.468 | 1.419 | 10.029 | 4.254 | 0.993 | 26.847 | 8.948 | 25.543 |
| PCNet   | 1.126 | 0.587 | 0.466 | 2.727 | 1.969 | 1.887 | 13.130 | 6.423 | 11.394 | 34.949 | 11.808 | 32.842 |
| Score-Net | 1.014 | 0.650 | 0.368 | 2.314 | 1.090 | 1.465 | 11.009 | 4.347 | 9.689 | 27.471 | 9.972 | 25.929 |
| Ours    | 0.970 | 0.632 | 0.353 | 2.253 | 1.056 | 1.374 | 9.798  | 4.181 | 9.233 | 24.389 | 9.131 | 22.327 |

As shown in Table III, our model outperforms state-of-the-art optimization-based methods and deep-learning-based methods on the two datasets under most noise levels. This shows that the proposed model is still effective even if the assumption for noise in Section III-A does not hold.

### C. Qualitative Results

We visualize the denoising results on synthetic noise and simulated LiDAR noise, respectively. Further, we provide the visualization of the temporal correspondence search results for a better understanding.

1) Visualization of denoising results: Fig. 5 visualizes the denoising results of our method and competitive baselines. The colored points illustrate the reconstruction error measured by the point-to-mesh distance. Points with larger point-to-mesh distances (larger error) are colored brighter toward yellow, while points with smaller point-to-mesh distances (smaller error) are colored deeper toward blue. We see that our results are much cleaner than the baseline methods. Notably, detailed regions such as the corners of the arms and gun are well denoised by our algorithm, while other approaches still suffer from noise and even outliers. This validates the superiority of the proposed denoising algorithm.

Also, we visualize the denoising results on simulated LiDAR noise. As illustrated in Fig. 6 the results of our method are much cleaner than those of competitive denoising methods. This further validates the effectiveness of our method under simulated real-world noise.

2) Visualization of the temporal correspondence: Fig. 7 illustrates the temporal correspondence search results by the proposed method. The target patch is colored purple while the searched corresponding patches are colored red. We see that the corresponding patches properly match the underlying surfaces in adjacent frames. This leads to the accurate estimation of the temporal gradient field for denoising. Also, as the temporal correspondence search is a fundamental problem in dynamic point cloud tasks, our correspondence search approach is applicable in other tasks such as motion estimation in dynamic point cloud compression and analysis.
register corresponding patches. which makes it difficult for the ICP algorithm to accurately perform denoising. Besides, the ICP variant performs temporal movement, which means averaging the gradient field directly will introduce noise. Therefore, the ICP variant degrades due to the significant improvement especially at the high noise level. The Ours-mean variant performs the best performance at both low and high noise levels, with the proposed Ours-gradient achieving the performance of the "Ours-mean" variant at the high noise level. Even if the noise level is low, the performance is also improved by introducing the temporal correspondence. This validates the importance of the temporal correspondence for dynamic point cloud denoising.

2) Temporal gradient field estimation: We evaluate different estimation approaches for the temporal gradient field. In particular, we consider two intuitive ways to estimate the temporal gradient for comparison: a) The "Ours-mean" variant directly takes the average of the initial gradient fields of three adjacent frames, i.e., changing Eq. 30 to \( \tilde{G}_t(x) = \frac{1}{3} (G_t(x) + G_{t-1}(x) + G_{t+1}(x)) \) without any transformation. b) The "Ours-icp" variant adopts the widely-used Iterative Closest Point (ICP) algorithm \([52]\) to search for corresponding patches across frames, i.e., changing the gradient-based temporal correspondence search method in Section IV-C to the ICP. The "Ours-gradient" version is the proposed method.

As shown in the last three rows of Table IV, we compare the denoising performance of different temporal gradient field estimation approaches. The proposed "Ours-gradient" achieves the best performance at both low and high noise levels, with significant improvement especially at the high noise level. The performance of the "Ours-mean" variant degrades due to the temporal movement, which means averaging the gradient field directly will introduce noise. Besides, the ICP variant performs worse when the noise level is high. This is probably because large noise causes severe deformation of surface patches, which makes it difficult for the ICP algorithm to accurately register corresponding patches.

**D. Ablation studies**

For a better understanding of our method, we conduct two ablation studies: 1) evaluate the importance of the temporal correspondence; 2) evaluate the effectiveness of our temporal gradient field estimation.

1) With/Without the temporal correspondence: As shown in the last row and the first row of Table IV, we compare the denoising performance of our method with and without the temporal correspondence on the MPEG dataset. In the version of "Ours-NoTemporal", we denoise each frame of the input dynamic point cloud independently, with the gradient field calculated based on the spatial information via Eq. 22. We see that the temporal correspondence significantly improves the denoising performance at the high noise level. Even if the noise level is low, the performance is also improved by introducing the temporal correspondence. This validates the importance of the temporal correspondence for dynamic point cloud denoising.

2) Temporal gradient field estimation: We evaluate different estimation approaches for the temporal gradient field. In particular, we consider two intuitive ways to estimate the temporal gradient for comparison: a) The "Ours-mean" variant directly takes the average of the initial gradient fields of three adjacent frames, i.e., changing Eq. 30 to \( \tilde{G}_t(x) = \frac{1}{3} (G_t(x) + G_{t-1}(x) + G_{t+1}(x)) \) without any transformation. b) The "Ours-icp" variant adopts the widely-used Iterative Closest Point (ICP) algorithm \([52]\) to search for corresponding patches across frames, i.e., changing the gradient-based temporal correspondence search method in Section IV-C to the ICP. The "Ours-gradient" version is the proposed method.

As shown in the last three rows of Table IV, we compare the denoising performance of different temporal gradient field estimation approaches. The proposed "Ours-gradient" achieves the best performance at both low and high noise levels, with significant improvement especially at the high noise level. The performance of the "Ours-mean" variant degrades due to the temporal movement, which means averaging the gradient field directly will introduce noise. Besides, the ICP variant performs worse when the noise level is high. This is probably because large noise causes severe deformation of surface patches, which makes it difficult for the ICP algorithm to accurately register corresponding patches.

**VI. CONCLUSION**

In this paper, we propose a dynamic point cloud denoising method based on gradient fields, exploiting the temporal correspondence among adjacent frames. In particular, leveraging on rigid motions in classical mechanics, we move each surface patch of the target point cloud frame in the gradient field of adjacent frames until reaching a balanced state to acquire the temporal correspondence. The temporal gradient is then estimated from the inversely transformed gradients of consecutive frames, which is adopted in the gradient ascent process to perform denoising. Experimental results demonstrate the effectiveness of our method over both synthetic noise and simulated LiDAR noise. Future works include applying the proposed temporal correspondence search method to other tasks of dynamic point clouds, such as compression and analysis.
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