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Abstract—It has been shown that learning radiance fields with depth rendering and depth supervision can effectively promote the quality and convergence of view synthesis. However, this paradigm requires input RGB-D sequences to be synchronized, hindering its usage in the UAV city modeling scenario. As there exists asynchrony between RGB images and depth images due to high-speed flight, we propose a novel time-pose function, which is an implicit network that maps timestamps to SE(3) elements. To simplify the training process, we also design a joint optimization scheme to jointly learn the large-scale depth-regularized radiance fields and the time-pose function. Our algorithm consists of three steps: (1) time-pose function fitting, (2) radiance field bootstrapping, (3) joint pose error compensation and radiance field refinement. In addition, we propose a large synthetic dataset with diverse controlled mismatches and ground truth to evaluate this new problem setting systematically. Through extensive experiments, we demonstrate that our method outperforms baselines without regularization. We also show qualitatively improved results on a real-world asynchronous RGB-D sequence captured by drone. Codes, data, and models will be made publicly available.

I. INTRODUCTION

Incorporating depth rendering and depth supervision into radiance fields has been demonstrated as a helpful regularization technique in several recent studies \cite{1, 2, 3, 4, 5}. However, this technique has not yet been successfully introduced into radiance field learning from UAV (Unmanned Aerial Vehicle) images, despite its significance in many robotics applications. A closer look at the aforementioned works indicates that they presume synchronized RGB and depth signals, which is hard to guarantee in UAV vision due to potential temporal asynchrony caused by high-speed flight, leading to slight discrepancies between RGB images and depth images. Therefore, we study the problem of learning depth-regularized radiance fields from asynchronous RGB-D sequences.

As a recap, the canonical radiance field \cite{6} learns a neural network parameterized by $\theta$ that represents a 3D scene from input images $I$ and their intrinsic/extrinsic parameters $T_I$. To alleviate the reliance on $T_I$, some works \cite{7, 8, 9} aim to resolve a different problem that self-calibrates $T_I$. In other words, they jointly learn $\theta$ and $T_I$ from input images $I$. Similarly, the formulation considered here is to learn scene representation $\theta$, camera parameters $T_I$ and $T_D$ from inputs RGB images $I$ and depth images $D$.

We leverage an important prior specific to this problem: RGB-D frames are actually sampled from the same physical trajectory. As conceptually shown in Fig. 1-a/b, $T_I$ and $T_D$ can be considered as samples from a function that maps timestamps to SE(3) elements. We name this function as time-pose function and model it with a neural network parameterized by $\phi$. As such, we address the problem with a new formulation that learns scene representation $\theta$ and the time-pose function $\phi$ from inputs RGB images $I$ and depths $D$. An interesting fact is that both $\theta$ and $\phi$ are implicit neural representation networks (or coordinate-based networks) that allow fully differentiable training. To our knowledge, this new formulation has not been proposed before.

We also propose an effective learning scheme. In the first stage, we fit the time-pose function $\phi$ using one modality (e.g., RGB images) and infer the poses of the other using a balanced pose regression loss and a speed regularization term. Secondly, we bootstrap a large-scale radiance field...
\(\theta\) based upon Mega-NeRF [10] using the outputs of the trained time-pose function. Thanks to the time-pose function, depth regularization can be imposed here in spite of RGB-D misalignment. **Thirdly**, thanks to the cascade of two fully differentiable implicit representation networks, we jointly optimize the 3D scene representation \(\theta\) and compensate for pose errors by updating \(\phi\).

Since the problem considered is new, we contribute a synthetic dataset (named AUS) for systematic evaluation. Using six large-scale 3D scenes, realistic drone trajectories of different difficulty levels are generated. Specifically, simple trajectories are heuristically designed with a zig-zag pattern, while complicated ones are generated by manual control signals in simulation. We also control the mismatch between RGB-D sequences using different protocols to cover as many scenarios as possible that the algorithm may encounter in reality. Through a set of comprehensive experiments, we show the proposed method outperforms baseline methods without regularization and our design choices contribute positively to performance. Last but not least, we present a real-world evaluation using asynchronous sensors on the drone. Our depth rendering results (on unseen viewpoint) are shown in Fig. 1-d, which is much better than the result of Mega-NeRF shown in Fig. 1-e. This success is credited to the usage of depth regularization, which was made possible by our novel algorithm.

To summarize, we have the following contributions in this paper: (1) We formalize the new problem of learning depth-regularized radiance fields from asynchronous RGB-D sequences, which is rooted in many UAV applications. (2) We identify an essential domain-specific prior in this problem: RGB-D frames are sampled from the same underlying trajectory. We instantiate this prior into a novel time-pose function and develop a cascaded, fully differentiable implicit representation network. (3) In order to systematically evaluate the task, we contribute a photo-realistically rendered synthetic dataset that simulates different types of mismatch. (4) Through benchmarking on this new dataset and real-world asynchronous RGB-D sequences, we demonstrate that our method can promote performance over baselines. Our code, data, and model will be made publicly available. Code: https://github.com/wuzirui/async-nerf.

## II. RELATED WORKS

### Large-scale Radiance Fields

Neural Radiance Field (NeRF) [6] has shown impressive results in neural reconstruction and rendering. However, its capacity to model large-scale unbounded 3D scenes is limited. Several strategies [10], [11], [3], [12], [13] have been proposed to address this limitation, with a common principle of dividing large scenes into blocks or decomposing the scene into multiple levels. Block-NeRF [11] clusters images by dividing the whole scene according to street blocks. Mega-NeRF [10] utilizes a clustering algorithm that partitions sampled 3D points into different NeRF submodules. BungeeNeRF [3] trains NeRFs using a growing model of residual blocks with predefined multiple scales of data. Switch-NeRF [12] designs a gating network to jointly learn the scene decomposition and NeRFs without any priors of 3D scene shape or geometric distribution. However, these prior works fail to leverage the rich geometric information in depth images for effective regularization.

### Depth-regularized Radiance Fields

Volumetric rendering requires extensive samples and sufficient views to effectively differentiate between empty space and opaque surfaces. Depth maps can serve as geometric cues, providing regularization constraints and sampling prior, which accelerates NeRF’s convergence towards the correct geometry. DS-NeRF [14] enhances this process using depth supervision from 3D point clouds, estimated by structure-from-motion, and a specific loss for rendered ray termination distribution. Mono-SDF [15] and Dense-Depth Prior [2] further supplement this with a pretrained dense monocular depth estimator for less-observed and textureless areas. To adapt NeRF for outdoor scenarios, URF [4] rasterizes a pre-built LiDAR point cloud map to generate dense depth images and alleviates floating elements by penalizing floaters in the free space. Moreover, S-NeRF [16] completes depth on sparse LiDAR point clouds using a confidence map, effectively handling street-view scenes with limited perspectives. However, those methods are not readily applicable to UAV-captured images due to the lack of suitable synchronized sensors for long ranges.

### Broader UAV Vision and Synchronization

Like autonomous driving, UAV vision is drawing increasing attention due to its unique characteristics. Broader UAV vision covers many topics like counting, trajectory forecasting, intention prediction, object tracking, physics understanding, next-best-view prediction, 3D reconstruction, calibration, and global camera localization [17], [18]. Sensor synchronization is challenging for UAV vision (and other settings) and several works address the problem from an algorithmic perspective. One possibility is to adopt tailored hardware designs or software protocols [19] to synchronize all the devices. Another branch of sensor-agnostic methods utilizes temporal priors by using Sum-of-Gaussians [20] or parametric interpolation functions [21].

## III. PRELIMINARIES

### Problem & Challenge

Our goal is to learn a neural radiance field parameterized by \(\theta\) for large-scale scene representation from UAV images as done in prior works [10], [3]. However, these prior works fail to leverage depth supervision, which is known [14], [2] as useful for training floater-less NeRFs. To our knowledge, there are no easily accessible synchronized RGB-D sensor suites for large-scale outdoor scenes, and synchronizing them according to timestamp cannot fully address the misalignment issue. Instead of using expensive hardware, we take an algorithmic perspective.

### Pose Representation

We use a translation vector \(\hat{x} \in \mathbb{R}^3\) and a rotation matrix \(\hat{q} \in \text{SO}(3)\) as our pose representation.

### Input & Output

There are some prior works on large-scale scene modeling using aerial images [3], [10], [22], [23]. In this study, we assume an input RGB-D stream captured by
the drone: a set of RGB camera images \( \{ I^{(i)} \}_{i=1}^{N_I} \) and a set of depth maps \( \{ D^{(i)} \}_{i=1}^{N_D} \) shown in Fig. 1a and we aim to recover the spatiotemporal transformations between them. Without loss of generality, we assume a set of camera poses \( \{ T_I^{(i)} \}_{i=1}^{N_I} \) for color images are obtained by a Structure from Motion (SfM) algorithm. The neural scene representation parameterized by \( \Phi \) outputs an image \( \hat{I} \) as well as a depth map \( \hat{D} \) at a given perspective camera pose \( T_I \) and \( T_D \).

IV. METHOD

We introduce in Section IV-A the details of learning an implicit time-pose function. In Section IV-B we describe our output is a 6-DoF pose. In Section IV-C, we adopt depth supervision and neural scene representation networks and the bootstrapping implicit time-pose function. In Section IV-D, we summarize the overall pipeline of our method, for clarity.

A. Time-Pose Function

We represent the camera trajectory as an implicit time-pose function \( \phi \) whose input is a timestamp, and whose output is a 6-DoF pose.

**Definition.** Specifically, the time-pose function can be represented as \( \phi : t \rightarrow \mathcal{T} = [\hat{x}, \hat{q}] \), where \( t \) is the timestamp of capture, and \( \mathcal{T} \) is the estimated pose which is represented by a translation vector \( \hat{x} \in \mathbb{R}^3 \) and a rotation matrix \( \hat{q} \in \text{SO}(3) \).

We represent the time-pose function using a neural network. Fig. 3 depicts the network structure, comprising a compact 1-D multi-resolution hash grid \( \{ G^{(i)} \}_{i=1}^{L} \) and an MLP decoder.

**Hash encoding.** For the queried time-stamp \( t_i \), the hash encoding of \( [x_i] - 1, [x_i] \), and \( [x_i] + 1 \) are extracted in each layer \( G^{(i)} \) of the multi-resolution hash grid. We perform quadratic interpolation on the extracted hash feature:

\[
\mathcal{V}_i^t = \frac{1}{2} (t_i - [x_i])(t_i - [x_i] - 1)G^{(i)}([x_i] - 1)
- (t_i - [x_i] + 1)(t_i - [x_i] - 1)G^{(i)}([x_i])
+ \frac{1}{2} (t_i - [x_i] + 1)(t_i - [x_i])G^{(i)}([x_i] + 1).
\]

The interpolated feature are then concatenated together \( \mathcal{V}_i = \text{concat}\{\mathcal{V}_i^t\}_{i=1}^{L} \).

**Decoding.** After obtaining the interpolated feature vector, an MLP with two separated decoder heads is used to predict the output translation \( \hat{x}_i \) and rotation \( \hat{q}_i \) vectors respectively. Specifically, we use a 10-layer MLP with 1024 dimensions in each layer, including a skip connection that concatenates the timestamp input to the 5-th layer which is shown in Fig. 5.

The forward pass can be expressed in the following equations:

\[
\mathcal{V}_i = \text{concat}\{\text{interp}(h(t; \pi, G^{(i)}))_{i=1}^{L}\},
\]

\[
\hat{T}_i = [\hat{x}_i, \hat{q}_i] = l_{\text{trans}}(\mathcal{F}_{\text{MLP}}(\mathcal{V}_i)), \quad l_{\text{rot}}(\mathcal{F}_{\text{MLP}}(\mathcal{V}_i)).
\]

where interp denotes interpolation, \( h \) is the hash function parameterized by \( \pi \), \( \mathcal{F}_{\text{MLP}} \), \( l_{\text{trans}} \), \( l_{\text{rot}} \) are the MLP networks and the decoder heads, with \( \Phi_{\text{MLP}}, \Phi_{\text{trans}}, \Phi_{\text{rot}} \) representing their parameters.

**Justification.** The reason why we choose this architecture is as follows: The time-pose function is a coordinate-based function that may contain coarse and fine-level feature component\(^1\), and this architecture allows us to sample the hash encodings from each grid layer with different resolutions and perform quadratic interpolation on the extracted encodings to obtain a feature vector \( \mathcal{V}_i \) when querying a specific timestamp \( t \) that is in the range of all timestamps.

**RGB-D Transformation.** Using the time-pose function, we can predict the camera pose for the depth images. Since both the depth maps and the RGB images are collected by the same drone, they cover the same spatial-temporal footprints except for the difference in the placement of the two sensors on the aircraft. For every depth frame, we first predict the RGB camera pose using the capture timestamps of the depth sensor with the time-pose function then transform the predicted RGB camera pose to the depth sensor pose with a pre-calibrated pose transformation \( T_I \rightarrow T_D \) between sensors.

**Training.** To train the Time-Pose Function, we propose the following objective function:

\[
L = \lambda_{\text{trans}}L_{\text{trans}} + \lambda_{\text{rot}}L_{\text{rot}} + \lambda_{\text{speed}}L_{\text{speed}},
\]

where \( L_{\text{trans}}, L_{\text{rot}}, L_{\text{speed}} \) are translation, rotation and speed losses respectively as shown in the left panel of Fig. 2 and \( \lambda_{\text{trans}}, \lambda_{\text{rot}}, \lambda_{\text{speed}} \) are the weighting parameters. Note that \( \lambda_{\text{trans}} \) and \( \lambda_{\text{rot}} \) are automatically adjusted as explained in a later paragraph.

To optimize the translation and the rotation vectors, we minimize the mean square error (MSE) between the estimated and ground-truth camera poses:

\[
L_{\text{trans}} = \frac{1}{n} \sum_{i=1}^{n} (x_i - \hat{x}_i)^2, \quad L_{\text{rot}} = \frac{1}{n} \sum_{i=1}^{n} (q_i - \hat{q}_i)^2.
\]

**Uncertainty Balancing.** Since \( x \) and \( q \) are in different units, the scaling factor \( \lambda_{\text{trans}} \) and \( \lambda_{\text{rot}} \) play an important role in balancing the losses. To prevent translation and rotation from negatively influencing each other in training and to tap into possible mutual facilitation, we make the weighting factors learnable by using homoscedastic uncertainty \(^2\) as

\[
L_{\sigma} = L_{\text{trans}} \exp(-\tilde{\sigma}_{\text{trans}}) + L_{\text{rot}} \exp(-\tilde{\sigma}_{\text{rot}}) + \tilde{\sigma}_{\text{trans}},
\]

where \( \tilde{\sigma} \) are learnable parameters, thus the loss terms are balanced during training course\(^3\).

**Speed.** Observing that the time-pose function is essentially a function of translational displacement and angular displacement with respect to time, we can use the average linear speed\(^4\) to supervise the gradient of the network output, with regard to the input vectors. Since the linear speed variation is small and the angular speed variation is relatively larger in the scenes captured by the drone, only the average linear

\(^1\)This is shown by the ground truth trajectory in Fig. 5.

\(^2\)Manual selection of weights requires laborious tuning, but comparable performance can be achieved.

\(^3\)Note that the average speed refers to the mean value calculated from the ground-truth camera pose of the current frame and the two adjacent frames, rather than the average value in the whole sequence.
speed is used to supervise the neural network and the latter is not supervised in our method:

\[
L_{\text{speed}} = \text{MSE}(v(t_i), \hat{v}(t_i)) = \frac{1}{n} \sum_{i=1}^{n} (v(t_i) - \frac{\partial \hat{x}}{\partial t}(t_i))^2
\]

\[v(t_i) = \frac{\partial \hat{x}}{\partial t} \bigg|_{t=t_i} \approx \frac{\hat{x}_i - \hat{x}_{i-1}}{t_i - t_{i-1}}\]

B. Bootstrapping Large-scale Neural Radiance Fields

Partition. In this part, we introduce our proposed scene representation shown in the right half of Fig. 3. Due to the limited capacity of MLPs, we follow Mega-NeRF [10] and partition the scene map into a series of equal-sized blocks in terms of spatial scope, and each block learns its individual scene representation with an implicit field. In this stage, we optimize the scene representation with pure RGB data. Specifically, the radiance field is denoted as \( \{f_{\text{NeRF}}^{(k)} \}_{k=1}^{K} \), where \( N_x \times N_y \) denotes the spatial grid size. Each implicit function represents a geographic region with \( r_{\text{centroid}} \) as its centroid. The \( k \)-th scene model can be written as:

\[
f_{\text{NeRF}}^{(k)}(\gamma(r_{\text{pts}}), \gamma(d)) \rightarrow (\hat{c}, \sigma),
\]

where \( k = \arg \min \| r_{\text{pts}} - r_{\text{centroid}} \|_2 \) and \( \gamma \) is the positional encoding function.

Rendering. For view synthesis, we adopt volume rendering techniques to synthesize color image \( \hat{I} \) and depth map \( D \). Specifically, we sample a set of points for each emitted camera ray in a coarse-to-fine manner [6] and accumulate the radiance and the distance along the corresponding ray to calculate the rendered color \( \hat{I} \) and depth \( D \). To obtain the radiance of a spatial point \( r_{\text{pts}} \), we use the nearest scene model for prediction. A set of per-image appearance embedding [26] is also optimized simultaneously in the training.

\[
\hat{I}(o, d) = \int_{t_{\text{near}}}^{t_{\text{far}}} T(t)\sigma^{(k)}(r(t)) \cdot c^{(k)}(r(t), d) dt,
\]

\[
\hat{D}(o, d) = \int_{t_{\text{near}}}^{t_{\text{far}}} T(t)\sigma^{(k)}(r(t)) \cdot t dt,
\]

where \( o \) and \( d \) denote the position and orientation of the sampled ray, \( r(t) = o + td \) represents the sampled point coordinates in the world space, and \( T(t) = \exp \left( - \int_{t_{\text{near}}}^{t} \sigma^{(k)}(r(s)) ds \right) \) is the accumulated transmittance. We optimize the scene representation model with only the photometric error as \( L_{\text{bootstrap}} = \text{MSE}(I, \hat{I}) \). We empirically observe that this bootstrapping is critical to the challenging third stage which jointly learns \( \theta \) and \( \phi \) using asynchronous RGB-D data.

C. Joint Optimization

While the time-pose function learns a good initialization from the RGB sequence, there are still errors to be compensated. In this section, we describe how we perform simultaneous mapping and pose optimization, which compensates for the initial error of the time-pose function.

Formulation. We jointly optimize the inaccurate camera poses and the implicit maps: when fitting parameters \( \Theta_{\text{NeRF}}^{(D)} \) of the scene representation, the estimated depth camera poses \( T_D^{(j)} \in SE(3) \) (where \( x \in \mathbb{R}^3 \) and \( q \in SO(3) \)) will be simultaneously optimized on the manifold:

\[
\theta, \{T_D\} = \arg \min_{\theta, T \in SE(3)} \mathcal{L}(|I^{(i)}|, \{D^{(j)}\} | \theta, \{T_D\}),
\]
where $\mathcal{L}$ is the objective function we demonstrate in the next paragraph, and the gradients on $T$ can be further backpropagated to update $\phi$.

**Loss.** To train the implicit representation to obtain photorealistic RGB rendering maps and accurate depth map estimation, we update the mapping losses as:

$$
\mathcal{L} = \lambda_{\text{color}} \sum_i \text{MSE}(I^{(i)}, \hat{I}^{(i)})
+ \lambda_{\text{depth}}(\alpha) \sum_j \text{MSE}(D^{(j)}, \hat{D}^{(j)}),
$$

where $\lambda_{\text{color}}$ and $\lambda_{\text{depth}}(\alpha)$ are weighting hyper-parameters for color and depth loss, in which the depth loss weight starts to grow from zero gradually with the training process.

To compensate for the error from the time-pose function extracted poses, we jointly optimize two implicit representation networks thanks to the end-to-end differentiable nature.

**Three-step Optimization.**

(i) A time-pose function $\phi$ is trained to predict camera poses from timestamps; (ii) The neural radiance field $\psi$ is bootstrapped with pure RGB losses; (iii) Both of the parameters $\theta$, $\phi$ are jointly optimized with RGB-D supervision.

$$
\hat{I} = \sum \mathbb{E}[L],
$$

where $L$ is the objective function we demonstrate in the next paragraph, and the gradients on $T$ can be further backpropagated to update $\phi$.

**D. Pipeline Summary**

We propose a 3-step optimization as shown in Fig. 4. First, since the time-pose relationship for the RGB captures is given, we can train a time-pose function on the RGB sequence. Then, to train the neural radiance field, we first bootstrap the network with pure RGB supervision. To further enable training with RGB-D supervision, we use the previously trained time-pose function and a pre-calibrated pose transformation $T_{I \rightarrow D}$ to estimate the corresponding depth camera poses $\{T_{i}^{D}\}$ of the depth timestamps $\{t_{i}^{D}\}$. Since both of the networks are differentiable, we jointly optimize the networks in an end-to-end manner in the third stage.

**V. Experiments**

In Section V-A, we introduce how we designed the AUS dataset. In Section V-B, we conduct qualitative and quantitative evaluations of our proposed methods and compared them with baseline methods and demonstrate the effectiveness of our 3-step optimization pipeline. In Section V-C we perform some ablation experiments.

**A. Asynchronous Urban Scene (AUS) Dataset**

**Dataset Collection.** Our Asynchronous Urban Scene (AUS) dataset as illustrated in Fig. 5 is generated using Airsim [27], a simulator plug-in for Unreal Engine. With 3D city models loaded in Unreal Engine, the simulator can output photorealistic and high-resolution RGB images with synchronized depth images (resampled later) according to the drone trajectory and a capture framerate. We choose Airsim as it strikes a good balance between rendering quality and dynamics modeling flexibility.

**3D City Scene Models.** To generate the AUS dataset, we exploit a total of six scene models, covering two large-scale ones shown in Fig. 5-a/b and four (relatively) small-scale ones shown in Fig. 5-c. The former uses the New York and San Francisco city scenes provided by Kirill Sibiriakov [28], in which AUS-NeYork covers a $250 \times 150 m^2$ area with many detailed buildings and AUS-SanFrancisco consists of a $500 \times 250 m^2$ area near the Golden Gate Bridge. The latter uses four model files provided in the UrbanScene3D dataset [29]. As such, at the scene level, AUS features a good coverage of both large-scale modern cities and smaller cultural heritage sites.

**Trajectory Generation.** Trajectory complexity matters for our problem. In many real-world applications, photographers may manually control drones to capture a city. To build a meaningful and comprehensive benchmark, we use three types of trajectories: a trivial Zig-Zag trajectory named simple, a more complex randomly generated trajectory named hard, and a very complex manually controlled trajectory named manual in Fig. 5. In AUS-Small, we only provide manually controlled trajectories, since the scene sizes are relatively small and using the former two trajectory strategies leads to an unrealistically large overlap between frames.

**Mismatch Resampling.** We first sample synchronized RGB-D sequences in the simulator at a high frequency (50fps) then re-sample RGB and depth images with various offsets to create asynchronous RGB-D sequences. As shown in Fig. 5-d/e, we exploit two settings for the AUS dataset. In Fig. 5-d, every RGB-D pair is resampled according to a fixed offset denoted by percent $x$. For example, we sample the RGB image at 5fps or say every 10 frames and $x = 30$ means every depth image is 3 frames later than the RGB counterpart. In Fig. 5-e, the offset between an RGB-D pair is randomly selected, simulating a challenging real-world asynchronous sequence. Offset ablation will be shown later.

**B. Comparison to State-of-the-art**

We evaluate our proposed method against NeRF-W [26], city-scale Mega-NeRF [10], linear interpolation and SIREN. The latter two are variants of our 1D hash-function. We present the quantitative results in Table. I and qualitative results in Fig. 6. NeRF-W is the baseline from which we borrow the aforementioned idea of per-image appearance embedding and Mega-NeRF is a large-scale scene modeling framework which our network is built upon. Linear interpolation and SIREN [30] are two alternative approaches that can be used to estimate camera pose from timestamps.
Fig. 5. We propose a photo-realistically rendered dataset named Asynchronous Urban Scene (AUS) for evaluation. (a/b) are large-scale city scenes designed according to New York and San Francisco while (c) is (relatively) small-scale scenes provided by UrbanScene3D. Drone trajectories of different difficulty levels are visualized in (a-c). On these trajectories, we first capture an RGB-D sequence with an enough high framerate. Then we exploit two resampling strategies: fixed offset (d) and random offset (e). $x$ equals 30 in (d) for every RGB-D pair. $x$ equals 30 while $y$ equals 50 in (e).

Fig. 6. Qualitative Results. Due to the large size of the dataset, we have selected a few representative samples to showcase our results. It can be seen that our method can render photo-realistic novel views (left) and the best depth estimation results (right). Please zoom in to see improvements.

**RGB-D View Synthesis.** We present the RGB-D view synthesis results qualitatively in Fig. 6 in which our method synthesize photo-realistic images and accurate depth maps, while baseline methods fail at predicting reliable depth maps (e.g., in NY hard, the depth values around glasses are obviously inaccurate). For quantitative comparison (Table I), the standard metrics for novel view synthesis and depth estimation are used for evaluation. For RGB view synthesis, image quality metrics including PSNR, SSIM [31], and the VGG implementation of LPIPS [32] are used. The Peak Signal-to-Noise Ratio (PSNR) is in inverse ratio to the mean square error. Our method achieves a higher PSNR than other methods, with an improvement of 1.11 dB over Mega-NeRF. In addition to PSNR, the Structural Similarity Index (SSIM) is designed to model image distortion as a combination of three factors: structure, luminance, and contrast. As it can be seen, the SSIM value obtained by our method is the highest among all images, reaching 0.8206. The Learned Perceptual Image Patch Similarity (LPIPS) metric focuses more on perceptual factors that are relevant to human vision, allowing for better capturing of perceptual differences between images. The LPIPS score typically ranges from 0 to 1, where a smaller value indicates higher perceptual quality of the image. Our method has achieved the minimum LPIPS score. Therefore, the results indicate that our method achieves a higher image quality.

For depth estimation, Root Mean Square Error (RMSE), Root Mean Square Logarithmic Error (RMSE log), $\delta_{\text{thr}} = \frac{1}{M N} \sum_{i,j} \left( \max \left( \frac{f_{ij}}{g_{ij}}, \frac{g_{ij}}{f_{ij}} \right) < 1.25^{\text{th}} \right)$ are used, where $f$ and $g$ are $M \times N$ depth images. Our method achieves a significant reduction in RMSE by 35.26 and a decrease in RMSE log by 0.3332. Additionally, it demonstrates an improvement in the $\delta_{1,2,3}$ metric, with an average enhancement around 12%.

**Depth Pose Estimation.** We evaluate the performance of our time-pose function (Table II) to localize depth sensor poses. As shown quantitatively, our method can achieve an average pose error of 1.04m and 1.07° in the first stage. After joint optimization in the third stage, our method cuts half the errors to 0.53m and 0.41°. The results show that the time-pose function learns an accurate implicit trajectory from the RGB sequence that can estimate accurate poses for depth frames. By further tuning the time-pose function jointly with the scene representation network, the accuracy of the predicted depth sensor poses can be improved.

**Real-world Evaluation.** In the real-world experiments, we use the DJI M300 UAV (equipped with a high-definition RGB camera and LiDAR to collect real data, where the RGB camera collects images at the frame rate of 30fps and
the LiDAR collects depth information at 240Hz. The poses of the RGB images are provided by COLMAP [33]. The fixed transformations between sensors are provided by the producer. A qualitative comparison is provided in Fig. I. In terms of depth rendering, the figure shows that our method outperforms Mega-NeRF in generating better depth maps.

### C. Ablation Studies

**Joint Optimization for Pose Error Compensation.** To demonstrate the importance of rectifying erroneous poses of depth images in asynchronous RGB-D sequences using the time-pose function, we train a Mega-NeRF [10] with depth supervision but disabled the joint optimization stage. From the evaluation results (Table. III), we observe its substantial impact on the rendering quality (PSNR for RGB and RMSE for depth), which shows that jointly optimizing the time-pose function and the scene representation significantly helps reduce geometric error. We also provide the setting without depth input, which shows better than PSNR than w/o joint optimization but much worse RMSE than it.

**Time-pose function.** We perform an ablation study with time-pose function (Table. IV). As a comparison, we use the pose from RGB images as the initial value of the depth camera pose and perform joint optimization in sequence NewYork-Hard. The results show that our method achieves better results by using the initial values generated by the time-pose function rather than directly using the transformed poses from the RGB sequence. The RGB poses are effective initial values when the drone motion is small, such as small rotations or slow movements. However, their performance deteriorates when the motion in the sequence becomes larger.

### VI. Conclusion

In this paper, we present a method to learn depth-supervised neural radiance fields from asynchronous RGB-D...
sequences. We leverage an important prior that the sensors cover the same spatial-temporal footprints and propose to utilize this prior with an implicit time-pose function. With a 3-staged optimization pipeline, our method calibrates the RGB-D poses and trains a large-scale implicit scene representation. Our experiments on a newly proposed large-scale dataset show that our method can effectively register depth camera poses and learns the 3D scene representation for photo-realistic novel view synthesis and accurate depth estimations. The future work includes leveraging the imagery features in the time-pose function and add more scenes into the AUS Dataset.
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