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Abstract
We consider the focusing inhomogeneous nonlinear Schrödinger (INLS) equation in $\mathbb{R}^N$

$$i \partial_t u + \Delta u + |x|^{-b}|u|^{2\sigma} u = 0,$$

where $N \geq 2$ and $\sigma, b > 0$. We first obtain a small data global result in $H^1$, which, in the two spatial dimensional case, improves the third author result in [22] on the range of $b$. For $N \geq 3$ and $\frac{2N-2}{N} < \sigma < \frac{2N-2}{N-2}$, we also study the local well posedness in $\dot{H}^{s_c} \cap \dot{H}^1$, where $s_c = \frac{N}{2} - \frac{2-b}{2\sigma}$. Sufficient conditions for global existence of solutions in $\dot{H}^{s_c} \cap \dot{H}^1$ are also established, using a Gagliardo-Nirenberg type estimate. Finally, we study the $L^{\sigma_c}$-norm concentration phenomenon, where $\sigma_c = \frac{2N\sigma}{2-b}$, for finite time blow-up solutions in $\dot{H}^{s_c} \cap \dot{H}^1$ with bounded $\dot{H}^{s_c}$-norm. Our approach is based on the compact embedding of $\dot{H}^{s_c} \cap \dot{H}^1$ into a weighted $L^{2\sigma+2}$ space.
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1 Introduction

In this paper, we study the initial value problem (IVP) for the inhomogeneous nonlinear Schrödinger (INLS) equation
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\begin{equation}
\begin{cases}
i \delta_t u + \Delta u + |x|^{-b}|u|^{2\sigma} u = 0, \quad x \in \mathbb{R}^N, \ t > 0, \\
u(x, 0) = u_0(x),
\end{cases}
\end{equation}

where \( \sigma, b > 0 \) are real numbers.

The INLS model is an extension of the classical nonlinear Schrödinger equation (case \( b = 0 \)), extensively studied in recent years (see, Sulem and Sulem \[34\] Bourgain \[2\], Cazenave \[5\], Linares and Ponce \[27\], Tao \[35\], Fibich \[16\] and the references therein). As suggested by Gill \[19\] and Liu and Tripathi \[28\], it can be used as a model for the propagation of laser beams in nonlinear optics.

The well-posedness for the INLS equation \( H^1(\mathbb{R}^N) \) was first studied by Genoud and Stuart \[18\]. Specifically, they showed that (1.1) is locally well-posed in \( H^1(\mathbb{R}^N) \) if \( 0 < \sigma < \frac{2-b}{N-2} \) (\( 0 < \sigma < \infty \), if \( N = 1, 2 \)) and \( 0 < b < 2 \). The \( H^1 \) flow admits the conservation of mass \( M[u] \) and energy \( E[u] \) defined by

\[
M[u(t)] = \int |u(t)|^2 dx = M[u_0],
\]

\[
E[u(t)] = \frac{1}{2} \int |\nabla u(t)|^2 dx - \frac{1}{2\sigma + 2} \int |x|^{-b}|u(t)|^{2\sigma + 2} dx = E[u_0].
\]

An important symmetry is given by the scaling

\[
u_{\rho}(x, t) = \rho^{\frac{2-b}{2\sigma}} u(\rho x, \rho^2 t), \quad \rho > 0.
\]

It is easy to see that if \( u(x, t) \) is a solution to the INLS equation, then \( u_{\rho}(x, t) \) is also a solution.

The critical Sobolev index \( s_c \) related to (1.1) is such that the homogeneous Sobolev space \( H^{s_c}(\mathbb{R}^N) \) leaves the scaling symmetry invariant, explicitly

\[
s_c = \frac{N}{2} - \frac{2-b}{2\sigma}.
\]

We say that the problem is mass-critical (or \( L^2 \)-critical) if \( s_c = 0 \), energy-critical (or \( \dot{H}^{1} \)-critical) if \( s_c = 1 \) and intercritical if \( 0 < s_c < 1 \). In terms of \( \sigma \) and \( b \) we can reformulate these condition as

- Mass-critical: \( \sigma = \frac{2-b}{N-2} \);
- Energy-critical: \( \sigma = \frac{2-b}{N-2} \);
- Intercritical: \( \frac{2-b}{N} < \sigma < \frac{2-b}{N-2}, \ \sigma < \infty, \) if \( N = 1, 2 \).

Several other authors studied the well-posedness of the IVP (1.1). Genoud \[17\] studied the mass-critical case and showed the global well-posedness in \( H^1(\mathbb{R}^N), N \geq 1 \), provided that the mass of the initial data satisfies an appropriate smallness condition. This result was extended to the intercritical case by the second author in \[12\]. Applying a different method, based on the Strichartz estimates satisfied by the linear evolution, the third author in \[22\] established the local well-posedness in \( H^1(\mathbb{R}^N) \), for \( N \geq 2, 0 < \sigma < \frac{2-b}{N-2} \) (\( 0 < \sigma < \infty \), if \( N = 2 \)) and \( 0 < b < \frac{N}{2} \), if \( N = 2, 3 \) or \( 0 < b < 2 \), if \( N \geq 4 \). In addition, in the intercritical case, he also showed a small data global theory in \( H^1(\mathbb{R}^N) \) for \( N \geq 2 \) with the same assumptions on the parameter \( b \). For the local theory in \( H^1(\mathbb{R}^N) \), the range of \( b \)

\[\text{Note that this case is only possible if } N \geq 3.\]
was extended by Dinh [9] in dimension $N = 2$ to $0 < b < 1$ and by Cho and Lee [6] in dimension $N = 3$ to $0 < b < \frac{3}{2}$. In all these results the range of $b$ is more restricted than the one in Genoud and Stuart [18], where the authors considered $0 < b < 2$. However, the works [9,22] and [6] obtained the extra information that the solutions belong to the spaces $L^q \left([-T, T]; L'\right)$ for any $L^2$-admissible pair $(q, p)$ satisfying

$$\frac{2}{q} = \frac{N}{2} - \frac{N}{p},$$

where

$$\begin{align*}
2 \leq p &\leq \frac{2N}{N-2} \quad \text{if} \quad N \geq 3, \\
2 \leq p &< \infty \quad \text{if} \quad N = 2, \\
2 \leq p &\leq \infty \quad \text{if} \quad N = 1.
\end{align*}$$

More recently, Campos [3] also proved a small data global theory in $H^1(\mathbb{R}^N)$ in the intercritical regime improving the range of $b$ to $0 < b < 3/2$ in dimension $N = 3$. Inspired by this last result, our first goal of this paper, is to improve the small data global result of [22] in the intercritical 2D to the whole range of $b$ where local well-posedness was obtained by [9], that is $0 < b < 1$. More precisely.

**Theorem 1.1** Assume $N = 2$ and $0 < b < 1$. Suppose $\frac{2-b}{2} < \sigma < \infty$ and $u_0 \in H^1(\mathbb{R}^N)$ satisfies $\|u_0\|_{H^1} \leq \eta$, for some $\eta > 0$. Then there exists $\delta = \delta(\eta) > 0$ such that if $\|e^{it\Delta}u_0\|_{S(\dot{H}^{s_c})} < \delta$, then there exists a unique global solution $u$ of (1.1) such that

$$\|u\|_{S(\dot{H}^{s_c})} \leq 2\|e^{it\Delta}u_0\|_{S(\dot{H}^{s_c})} \quad \text{and} \quad \|u\|_{S(L^2)} + \|\nabla u\|_{S(L^2)} \leq 2c\|u_0\|_{H^1},$$

for some universal constant $c > 0$.

Other issues, such as, scattering, minimal mass blow-up solutions and concentration were also investigated for the INLS equation. The second and third authors in [13,14] and Campos [3] proved, for different ranges on the parameter $N, \sigma$ and $b$, that radial solutions of the IVP (1.1) scatter in $H^1(\mathbb{R}^N)$ in the intercritical case. The radial assumption was removed by Miao, Murphy and Zheng [31] in the 3D cubic setting. Combet and Genoud [7] obtained the classification of minimal mass finite time blow-up solutions for mass-critical INLS equation. Note that Genoud [17] proved the existence of minimal mass finite time blow-up solutions based on the pseudo-conformal transformation applied to a standing wave solution. Finally, Campos and the first author [4] studied, also in the mass-critical case, the $L^2$-norm concentration of finite time blow-up solutions.

Another main purpose of this work is to study some dynamical properties of the blow-up solutions to (1.1) with initial data in $\dot{H}^{s_c} (\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)$, $0 < s_c < 1$. To this end, we first need a local theory in this space, since, in view of the lack of mass conservation, this is not a trivial consequence of the local theory in $H^1(\mathbb{R}^N)$. We prove the following result.

**Theorem 1.2** Let $N \geq 3$, $0 < b < \min\{\frac{N}{2}, 2\}$ and $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$. If $u_0 \in \dot{H}^{s_c} (\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)$, then there exist $T > 0$ and a unique solution $u$ to (1.1) satisfying

$$u \in C \left([-T, T]; \dot{H}^{s_c} \cap \dot{H}^1\right) \bigcap \bigg( L^q \left([-T, T]; \dot{H}^{s_c-p} \cap \dot{H}^{1-p}\right) \bigg) \bigg( \bigg( L^a \left([-T, T]; L'\right) \bigg),$$

2 Dinh also improved considered the case $N = 3$ and $\frac{1}{2} < b < \frac{3}{2}$, however with the extra assumption $\sigma < \frac{3-2b}{2b-1}$.

3 It is worth mentioning that Cho-Lee studied the INLS equation with a potential $i\partial_t u + \Delta u + Vu + |x|^{-b}|u|^{2\sigma} u = 0$.

4 Here, as usual, $e^{it\Delta}$ denotes the unitary group associated with the linear Schrödinger equation $i\partial_t u + \Delta u = 0$.  

\(^\square\) Springer
for any \((q, p) L^2\)-admissible and \((a, r) \dot{H}^{s_c}\)-admissible.\(^5\)

To prove Theorems 1.1, 1.2, we use the contraction mapping argument based on the Strichartz estimates related to the linear problem. Here and in what follows, by a solution of the IVP (1.1) with \(u_0 \in X (X = H^1(\mathbb{R}^N))\), \(\mathbb{R}^N\) or \(\dot{H}^{s_c} (\mathbb{R}^N) \cap H^1(\mathbb{R}^N))\), we mean a function \(u \in C(I; X)\) on some interval \(I \ni 0\) that satisfies the Duhamel formula given by

\[
u(t) = e^{it\Delta}u_0 + \int_0^t e^{i(t-s)\Delta}|x|^{-b}|u|^{2\sigma}u(s) \, ds, \quad \text{for} \quad t \in I.
\]

(1.3)

It is worth noticing that the local theory stated in Theorem 1.2 also holds for the defocusing inhomogeneous nonlinear Schrödinger (INLS) equation \(i\partial_t u + \Delta u - |x|^{-b}|u|^{2\sigma}u = 0\). Moreover, since \(\sigma = \frac{2N\sigma}{N-b}\), then the following Gagliardo-Nirenberg inequality holds for all \(f \in \dot{H}^1(\mathbb{R}^N) \cap L^{s_c}(\mathbb{R}^N)\)

\[
\int_{\mathbb{R}^N} |x|^{-b}|f(x)|^{2\sigma+2} \, dx \leq c \|\nabla f\|_{L^2}^2 \|f\|_{L^{s_c}}^{2\sigma},
\]

for some \(c > 0\) and all functions \(f \in \dot{H}^1(\mathbb{R}^N) \cap L^{s_c}(\mathbb{R}^N)\). First, we obtain the best constant for the above inequality. More precisely, we have the following sharp Gagliardo-Nirenberg type estimate.

**Theorem 1.3** Let \(N \geq 1, 0 < b < 2, \frac{2-b}{N} < \sigma < \frac{2-b}{N-b}\) \((\sigma = \frac{2N\sigma}{N-b}\), if \(N = 1, 2\)) and \(\sigma_c = \frac{2N\sigma}{N-b}\), then the following Gagliardo-Nirenberg inequality holds for all \(f \in \dot{H}^1(\mathbb{R}^N) \cap L^{s_c}(\mathbb{R}^N)\)

\[
\int_{\mathbb{R}^N} |x|^{-b}|f(x)|^{2\sigma+2} \, dx \leq \frac{\sigma + 1}{\|V\|_{L^{s_c}}^{2\sigma}} \|\nabla f\|_{L^2}^2 \|f\|_{L^{s_c}}^{2\sigma},
\]

where \(V\) is a solution to the elliptic equation,

\[
\Delta V + |x|^{-b}|V|^2 \sigma V - |V|^{\sigma_c-2} V = 0
\]

(1.5)

with minimal \(L^{s_c}\)-norm.

Although uniqueness of solutions for the elliptic equation (1.5) is not known, this will not be an issue to our purpose since the sharp constant depends only on the \(L^{s_c}\)-norm of the solution. The proof of Theorem 1.3 relies mainly in a compact embedding result (see Proposition 4.2 below) generalizing the one obtained by Genoud and Stuart [18]. Moreover, since \(\dot{H}^{s_c}(\mathbb{R}^N) \subset L^{s_c}(\mathbb{R}^N)\), Theorem 1.3 allows us to establish sufficient conditions for global existence in \(\dot{H}^{s_c}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)\).

**Theorem 1.4** Let \(N \geq 3, 0 < b < \min\{\frac{N}{2}, 2\}\), \(\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}\), \(s_c = \frac{N}{2} - \frac{2-b}{2\sigma}\) and \(\sigma_c = \frac{2N\sigma}{N-b}\). For \(u_0 \in \dot{H}^{s_c}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)\), let \(u(t)\) be the corresponding solution to (1.1) given by Theorem 1.2 and \(T^* > 0\) the maximal time of existence. Suppose that \(\sup_{t \in [0,T^*)} \|u(t)\|_{\dot{H}^{s_c}} < \|V\|_{L^{s_c}}\), where \(V\) is a solution of the elliptic equation (1.5) with minimal \(L^{s_c}\)-norm. Then \(u(t)\) exists globally in the time.

\(^5\) See (2.3), (2.4) below for the definition of \(\dot{H}^{s_c}\)-admissible pair.
Finally, we treat the phenomenon of $L^{\sigma_c}$-norm concentration in the intercritical regime for finite time blow-up solutions in $\dot{H}^{\sigma_c}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)$. We first recall that in $H^1(\mathbb{R}^N)$ a simple criterion for the existence of finite time blow-up solutions to (1.1) was obtained by the second author in [12]. Indeed, considering $u_0 \in \Sigma := \{ f \in H^1; \ |x|f \in L^2 \}$, then the corresponding solution to (1.1) satisfies the virial identity

$$\frac{d^2}{dt} \int |x|^2|u(x,t)|^2 = 8(2\sigma s_c + 2)E[u_0] - 8\sigma s_c \|\nabla u(t)\|_{L^2}^2.$$  

From this identity, we immediately see that, in the intercritical case, if $E[u_0] < 0$, then the graph of $t \mapsto \int |x|^2|u|^2$ lies below a parabola whose concavity is facing down, which becomes negative in finite time. Therefore, the solution cannot exist globally and blows up in finite time. Dinh [10] proved the same result assuming radial negative energy initial data (also, when $N = 1$, radial symmetry can also be removed). Since $H^1(\mathbb{R}^N) \subset \dot{H}^{\sigma_c}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)$, these results also ensure the existence of finite time blow-up solutions to (1.1) for some initial data $u_0 \in \dot{H}^{\sigma_c}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)$.

Here, as in Guo [21], we suppose that the finite time blow-up solution to (1.1) is of type II, that is, the maximal time of existence $T^* > 0$ is finite and the critical norm remains bounded

$$\sup_{t \in [0,T^*)} \|u(t)\|_{\dot{H}^{\sigma_c}} < \infty.$$  

(1.6)

It must be noted that Merle and Raphäel [29] showed the existence of radially symmetric finite time blow-up solutions to the NLS equation in $\dot{H}^{\sigma_c}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)$ that (1.6) does not occurs. Furthermore, they provided a lower bound for blow-up rate of the critical norm for these solution. However, their proof does not apply to the non-radial case and it may be possible to have finite time blow-up solutions satisfying (1.6) in this case.

As a consequence of the proof of Theorem 1.4 (see Remark 4.3), if there exists a solution $u(t)$ that blows up in finite time $T^* > 0$ satisfying (1.6), then we must have

$$\sup_{t \in [0,T^*)} \|u(t)\|_{L^{\infty}} \geq \|V\|_{L^{\infty}},$$

where $V$ is a solution to elliptic equation (1.5) with minimal $L^{\sigma_c}$-norm. This suggests us to investigate the occurrence of the $L^{\sigma_c}$-norm concentration for finite time blow-up solutions satisfying (1.6). Guo [21] obtained such concentration for the NLS equation in the intercritical case (and without radial symmetry), partially generalizing the results obtained by Holmer and Roudenko [24], which deals with the radial 3D cubic NLS equation (see also Campos the first author [4] for a similar result in the INLS setting).

Using a profile decomposition technique several authors has studied the critical norm concentration of finite time blow-up solutions (see e.g Hmidi and Keraani [23], Guo [21], Pigott and the second author [15], Campos and the first author [4] and Dinh [11]) for various dispersive models. However, in this work we use a different approach based on a compact embedding result (see Proposition 4.2 below). Our main result in this direction is the following:

**Theorem 1.5** Let $N \geq 3$, $0 < b < \min\{\frac{N}{2}, 2\}$ and $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$. For $u_0 \in \dot{H}^{\sigma_c}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)$, let $u(t)$ be the corresponding solution to (1.1) given by Theorem 1.2 and assume that it blows up in finite time $T^* > 0$ satisfying (1.6). If $\lambda(t) > 0$ is such that

$$\lambda(t) \|\nabla u(t)\|_{L^2}^{\frac{1}{2\sigma_c}} \to \infty, \quad \text{as} \quad t \to T^*,$$

where $\Sigma := \{ f \in H^1; \ |x|f \in L^2 \}$. Then there exists a sequence $\{\xi_k\}_k$ such that

$$\sup_{t \geq 0} \|u(t) - \sum_{k \geq 1} \lambda_k(t) \xi_k\|_{H^{\sigma_c}} = \infty,$$

as $t \to T^*$.
then,

$$\liminf_{t \to T^*} \int_{|x| \leq \lambda(t)} |u(x, t)|^\alpha_c \, dx \geq \| V \|^\alpha_{c},$$  \hspace{1cm} (1.7)

where \( V \) is a minimal \( L^{\alpha_c} \)-norm solution to the elliptic equation (1.5).

**Remark 1.6** Two important comments about this result have to be emphasized. First, as a consequence of Theorem 1.2 and under the assumption (1.6), it is possible to deduce the existence of \( \lambda(t) > 0 \) such that \( \lambda(t) \to 0 \), as \( t \to T^* \). Indeed, \( \lambda(t) = (T^* - t)^\alpha \) with \( 0 < \alpha < \frac{1}{2} \) satisfies the assumptions of Theorem 1.5 (see Remark 3.6 below). Second, the inequality (1.7) asserts that the concentration occurs at the origin even for non radial finite time blow-up solutions satisfying (1.6). This is due to our method of proof based on the compact embedding result stated in Proposition 4.2. Recall that for the NLS equation concentration at the origin appears in the radial case (see Merle and Tsutsumi [30] and Tsutsumi [36]), however, for the non radial case Hmidi and Keraani [23] and Guo [21] obtained that the concentration occurs at some point of space (not necessary at the origin).

We want to point out that the last two theorems are stated under the same assumptions as in the local theory in \( \dot{H}^N(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N) \) from Theorem 1.2. However, if one can improve the range of the parameters in Theorem 1.2, then Theorems 1.4-1.5 will be also true (with the same proof given here) in the same range. This is due to the fact that the sharp Gagliardo-Nirenberg type inequality given by Theorem 1.3 (and also the compact embedding result by Proposition 4.2 below) holds for the intercritical case in all dimensions \( N \geq 1 \) and \( 0 < b < 2 \).

The rest of the paper is organized as follows. In Sect. 2, we introduce some notations and preliminary estimates. In Sect. 3, we obtain the well-posedness results stated in Theorems 1.1-1.2. In Sect. 4, we prove the sharp Gagliardo-Nirenberg inequality in Theorem 1.3 and use it to deduce Theorem 1.4. Section 5 is devoted to the proof of Theorem 1.5. Finally, in Sect. 6 we present another concentration result for special solutions of the INLS equation.

### 2 Notation and Preliminaries

We start this section by introducing the notation used throughout the paper. We use \( c \) to denote various constants that may vary line by line. Let \( a \) and \( b \) be positive real numbers, the notation \( a \lesssim b \) means that there exists a positive constant \( c \) such that \( a \leq cb \). Given a real number \( r \), we use \( r^+ \) and \( r^- \) to denote \( r + \varepsilon \) and \( r - \varepsilon \), respectively, for some \( \varepsilon > 0 \) sufficiently small. For a subset \( A \subset \mathbb{R}^N \), its complement is denoted by \( A^\complement = \mathbb{R}^N \setminus A \) and the characteristic function \( \chi_A(x) \) denotes the function that has value 1 at points of \( A \) and 0 at points of \( A^\complement \). Given \( x, y \in \mathbb{R}^N \), \( x \cdot y \) denotes the usual inner product of \( x \) and \( y \) in \( \mathbb{R}^N \). For a number \( p \in [1, \infty) \) we denote its Hölder dual by \( p' = \frac{p}{p-1} \), satisfying \( \frac{1}{p} + \frac{1}{p'} = 1 \).

We use \( \| f \|_{L^p} \) to denote the \( L^p(\mathbb{R}^N) \) norm. The Schwartz class functions is denoted by \( \mathcal{S}(\mathbb{R}^N) \). The norm in the Sobolev spaces \( H^{s,p} = H^{s,p}(\mathbb{R}^N) \) and \( \dot{H}^{s,p} = \dot{H}^{s,p}(\mathbb{R}^N) \), are defined, respectively, by \( \| f \|_{H^{s,p}} := \| J^s f \|_{L^p} \) and \( \| f \|_{\dot{H}^{s,p}} := \| D^s f \|_{L^p} \), where \( J^s \) and \( D^s \) stand for the Bessel and Riesz potentials of order \( s \), given via Fourier transform by \( \hat{J^s f} = (1 + |\xi|^2)^{\frac{s}{2}} \hat{f} \) and \( \hat{D^s f} = |\xi|^s \hat{f} \). If \( p = 2 \) we denote \( H^{s,2} \) and \( \dot{H}^{s,2} \) simply by \( H^s \) and \( \dot{H}^s \), respectively.
Let $q, p > 0, s \in \mathbb{R}$, and $I \subset \mathbb{R}$ an interval; the mixed norms in the spaces $L^q_I L^p_x$ and $L^q_I H^s_x$ of a function $f = f(x, t)$ are defined as

$$\|f\|_{L^q_I L^p_x} = \left( \int_I \|f(\cdot, t)\|_{L^p_x}^q dt \right)^{1/q}$$

and

$$\|f\|_{L^q_I H^s_x} = \left( \int_I \|\partial_t^s f(\cdot, t)\|_{L^p_x}^q dt \right)^{1/q},$$

with the usual modifications if either $q = \infty$ or $p = \infty$. When the $x$-integration is restricted to a subset $A \subset \mathbb{R}^N$ then the Lebesgue norm and the mixed norm will be denoted by $\|f\|_{L^p(A)}$ and $\|f\|_{L^q_I L^p_x(A)}$, respectively. Moreover, if $I = \mathbb{R}$ we shall use the notations $\|f\|_{L^q_I L^p_x}$ and $\|f\|_{L^q_I H^s_x}$.

We now recall some useful inequalities.

**Lemma 2.1** (Sobolev embedding). Let $s > 0$ and $1 \leq p < \infty$.

(i) If $s \in (0, \frac{N}{p})$ then $H^{s,p}(\mathbb{R}^N)$ is continuously embedded in $L^r(\mathbb{R}^N)$ where $s = \frac{N}{p} - \frac{N}{r}$. Moreover,

$$\|f\|_{L^r} \leq C(N, s) \|D^s f\|_{L^p}.$$  

(ii) If $s = \frac{N}{2}$ then $H^s(\mathbb{R}^N) \subset L^r(\mathbb{R}^N)$ for all $r \in [2, \infty)$. Furthermore,

$$\|f\|_{L^r} \leq c \|f\|_{H^s}.$$  

**Proof** We refer to Bergh and Löfström [1, Theorem 6.5.1] for a complete proof (see also Linares and Ponce [27, Theorem 3.3] and Demengel and Demengel [8, Proposition 4.18]). \(\square\)

In particular, we have

$$\|f\|_{L^p} \leq C(N, s) \|f\|_{\dot{H}^s}, \quad \text{for all } f \in \dot{H}^s(\mathbb{R}^N), \quad (2.1)$$

where $p = \frac{2N}{N-2\sigma}$. Moreover, for $s_c = \frac{N}{2} - \frac{2-b}{2\sigma}$, we have $\dot{H}^{s_c}(\mathbb{R}^N) \subset L^{\sigma_c}(\mathbb{R}^N)$, where $\sigma_c = \frac{2N\sigma}{2-b} = \frac{2N}{N-2s_c}$.

**Lemma 2.2** (Gagliardo-Nirenberg’s inequality). Consider $1 \leq p, q, r \leq \infty$ and let $j, m$ be two integers, $0 \leq j < m$. If

$$\frac{1}{q} - \frac{j}{N} = \theta \left( \frac{1}{r} - \frac{m}{N} \right) + \frac{1}{p} - \theta,$$

for some $\theta \in \left[ \frac{j}{m}, 1 \right]$ ($\theta < 1$ if $r > 1$ and $m - j - \frac{N}{r} = 0$), then there exists a constant $c = c(j, m, p, q, r)$ such that

$$\sum_{|\alpha| = j} \|D^\alpha f\|_{L^q} \leq c \left( \sum_{|\beta| = m} \|D^\beta f\|_{L^r} \right)^\theta \|f\|_{L^p}^{1-\theta} \quad (2.2)$$

for all $f \in S(\mathbb{R}^N)$.

**Proof** See Cazenave [5, Theorem 1.3.7] and Nirenberg [32]. \(\square\)

Next, we recall some Strichartz type estimates associated to the linear Schrödinger propagator (see also Holmer and Roudenko [25], Guevara [20] and [14]). Given $s > 0$, we say that a pair $(q, p)$ is $\dot{H}^s$-admissible if

$$\frac{2}{q} = \frac{N}{2} - \frac{N}{p} - s,$$  

(2.3)
where
\[
\begin{aligned}
&\frac{2N}{N-2} \leq p \leq \left(\frac{2N}{N-2}\right)^{-}, \quad \text{if } N \geq 3, \\
&\frac{2}{1-s} \leq p \leq \left(\frac{2}{1+s}\right)^{+}, \quad \text{if } N = 2, \\
&\frac{2}{1-2s} \leq p \leq \infty, \quad \text{if } N = 1.
\end{aligned}
\] (2.4)

In the same way, we say that \((q, p)\) is \(\dot{H}^{-s}\)-admissible if
\[
\frac{2}{q} = \frac{N}{2} - \frac{N}{p} + s,
\]
where
\[
\begin{aligned}
&\left(\frac{2N}{N-2}\right)^{+} \leq p \leq \left(\frac{2N}{N-2}\right)^{-}, \quad \text{if } N \geq 3, \\
&\left(\frac{2}{1-s}\right)^{+} \leq p \leq \left(\frac{2}{1+s}\right)^{+}, \quad \text{if } N = 2, \\
&\left(\frac{2}{1-2s}\right)^{+} \leq p \leq \infty, \quad \text{if } N = 1.
\end{aligned}
\]

Now for \(s \in \mathbb{R}\), let \(\mathcal{A}_s = \{(q, p); \ (q, p)\) is \(\dot{H}^s\) – admissible\}. \(6\) We define the spaces \(S(\dot{H}^s)\) and \(S'(\dot{H}^{-s})\) equipped with the following Strichartz norm
\[
\|u\|_{S(\dot{H}^s)} = \sup_{(q, p) \in \mathcal{A}_s} \|u\|_{L^q_x L^p_t}
\] (2.5)
and the dual Strichartz norm
\[
\|u\|_{S'(\dot{H}^{-s})} = \inf_{(q', p') \in \mathcal{A}_{-s}} \|u\|_{L^{q'}_x L^{p'}_t},
\]
where \((q', p')\) is the Hölder dual to \((q, p)\). We denote \(S(\dot{H}^0)\) by \(S(L^2)\). To indicate a restriction to a time interval \(I \subset \mathbb{R}\), we will write \(S(\dot{H}^s; I)\) and \(S'(\dot{H}^{-s}; I)\).

One of the main tools we use in the proof of our local and global well-posedness theory are the well-known Strichartz estimates.

**Lemma 2.3** The following statements hold.

(i) (Linear estimates).
\[
\|e^{it\Delta} f\|_{S(L^2)} \leq c \|f\|_{L^2},
\]
\[
\|e^{it\Delta} f\|_{S(\dot{H}^s)} \leq c \|f\|_{\dot{H}^s}.
\]

(ii) (Inhomogeneous estimates).
\[
\left\| \int \limits_{\mathbb{R}} e^{i(t-t')\Delta} g(\cdot, t') dt' \right\|_{S(L^2)} + \left\| \int \limits_{0}^{t} e^{i(t-t')\Delta} g(\cdot, t') dt' \right\|_{S(L^2)} \leq c \|g\|_{S'(L^2)},
\]
\[
\left\| \int \limits_{0}^{t} e^{i(t-t')\Delta} g(\cdot, t') dt' \right\|_{S'(-s)} \leq c \|g\|_{S'(\dot{H}^{-s})}.
\]

For a complete proof we refer the reader to Linares and Ponce [27] and Kato [26] (see also Holmer and Roudenko [25], [22] and the references therein).

---

6 The restriction for \((q, p)\) \(\dot{H}^0\)-admissible is given by (1.2).
3 Well-Posedness Theory

In this section we prove the well-posedness results stated in Theorems 1.1-1.2. The proofs follow from a contraction mapping argument based on the Strichartz estimates. In view of the singular factor $|x|^{-b}$ in the nonlinearity, we frequently divide our analysis in two regions. Indeed, let $B = B(0, 1) = \{x \in \mathbb{R}^N; |x| \leq 1\}$ a simple computation reveals that

$$\|x|^{-b}\|_{L^\gamma(B)} < \infty, \text{ if } \frac{N}{\gamma} - b > 0 \text{ and } \|x|^{-b}\|_{L^\gamma(B^c)} < \infty, \text{ if } \frac{N}{\gamma} - b < 0. \quad (3.1)$$

We are going to use these facts several times throughout this section.

3.1 Global Well-Posedness in $H^1(\mathbb{R}^N)$

In this subsection, we turn our attention to proof Theorem 1.1. The heart of the proof is to establish good estimates on the nonlinearity $|x|^{-b}|u|^{2\sigma}u$. The next lemma provides these estimates.

**Lemma 3.1** Let $N = 2, 0 < b < 1$ and $\frac{2-b}{2} < \sigma < \infty$. Then there exist $c > 0$ and $\theta \in (0, 2\sigma)$ sufficiently small such that

\begin{align*}
(i) \quad & \|XB|^{-b}|u|^{2\sigma}v\|_{S'(\dot{H}^{-\infty})} + \|XB|^{-b}|u|^{2\sigma}v\|_{S'(\dot{H}^{-\infty})} \\ & \leq c\|u\|_\theta L^\infty_{\dot{H}^\infty_\theta} \|u\|^{2\sigma-\theta}_{S(\dot{H}^{-\infty})} \|v\|_{S(\dot{H}^{-\infty})}, \\
(ii) \quad & \|XB|^{-b}|u|^{2\sigma}v\|_{S'(L^2)} + \|XB|^{-b}|u|^{2\sigma}v\|_{S'(L^2)} \\ & \leq c\|u\|_\theta L^\infty_{\dot{H}^\infty_\theta} \|u\|^{2\sigma-\theta}_{S(\dot{H}^{-\infty})} \|v\|_{S(L^2)}, \\
(iii) \quad & \|\nabla(|x|^{-b}|u|^{2\sigma}u)\|_{L^q_\theta L^r_\theta} \leq \|u\|_\theta L^\infty_{\dot{H}^\infty_\theta} \|u\|^{2\sigma-\theta}_{S(\dot{H}^{-\infty})} \|v\|_{S(L^2)} + c\|u\|_\theta^{\sigma+1} L^\infty_{\dot{H}^\infty_\theta} \|u\|^{2\sigma-\theta}_{S(\dot{H}^{-\infty})},
\end{align*}

where\(^7\) $(q, r) = \left(\frac{2}{1-b}, \frac{2}{\theta}\right)$.

**Proof** To prove (i) and (ii), we first define the following numbers

$$\hat{q} = \frac{4\sigma(2\sigma + 2 - \theta)}{2\sigma(2\sigma + b) - \theta(2\sigma - 2 + b)}, \quad \hat{\tau} = \frac{4\sigma(2\sigma + 2 - \theta)}{(2\sigma - \theta)(2 - b)},$$

and

$$\hat{a} = \frac{2\sigma(2\sigma + 2 - \theta)}{2 - b}, \quad \hat{\hat{a}} = \frac{2\sigma(2\sigma + 2 - \theta)}{2\sigma(2\sigma + b) - \theta(2 - b)(1 - \theta)}.$$ 

It is easy to see that, for $\theta$ sufficiently small, $(\hat{q}, \hat{\tau})$ is $L^2$-admissible, $(\hat{a}, \hat{\hat{a}})$ is $\dot{H}^{-\infty}$-admissible and $(\hat{a}, \hat{\tau})$ is $H^{-\infty}$ admissible. Moreover

$$\frac{1}{\hat{a}} = \frac{2\sigma - \theta}{\hat{a}} + \frac{1}{\hat{\hat{a}}} \quad \text{and} \quad \frac{1}{\hat{\hat{a}}} = \frac{2\sigma - \theta}{\hat{\hat{a}}} + \frac{1}{\hat{\hat{a}}}. \quad (3.2)$$

Let us prove (i). Let $A \subset \mathbb{R}^N$ denotes either $B$ or $B^c$. By definition of $S'(\dot{H}^{-s})$, we clearly have $\|X_A|x|^{-b}|u|^{2\sigma}v\|_{S'(\dot{H}^{-\infty})} \leq \|X_A|x|^{-b}|u|^{2\sigma}v\|_{L^q_\theta L^r_\theta}$. On the other hand, from Hölder’s inequality we deduce

$$\|X_A|x|^{-b}|u|^{2\sigma}v\|_{L^q_\theta} \leq \|x|^{-b}\|_{L^\gamma(A)} \|u\|^{\theta}_{L^q_\theta} \|u\|^{2\sigma-\theta}_{L^\infty_{\dot{H}^\infty_{\theta}}} \|v\|_{L^r_\theta} = \|x|^{-b}\|_{L^\gamma(A)} \|u\|^{\theta}_{L^q_\theta} \|u\|^{2\sigma-\theta}_{L^\infty_{\dot{H}^\infty_{\theta}}} \|v\|_{L^r_\theta}, \quad (3.3)$$

\(^7\) Note that the pair $(q, r)$ is $L^2$-admissible.
where
\[ \frac{1}{\bar{r}} = \frac{1}{r} + \frac{1}{r_1} + \frac{1}{r_2} + \frac{1}{\bar{r}} \quad \text{and} \quad \bar{r} = (2\sigma - \theta)\check{r}_2. \] (3.4)

Observe that (3.4) implies
\[ \frac{2}{\gamma} = 2 - \frac{2(2\sigma + 2 - \theta)}{\bar{r}} - \frac{2}{r_1}, \]
and using the value of \( \bar{r} \), it follows that
\[ \frac{2}{\gamma} - b = \frac{\theta(2 - b)}{2} - \frac{2}{r_1}. \] (3.5)

Next we show that \( \|x|^{-b}\|_{L^p(A)} \) is finite and \( H^1 \subset L^{\theta r_1} \). Since \( 2\sigma > 2 - b \) we have \( \frac{4\sigma}{2 - b} > 2 \).
Thus, if \( A = B \) and choosing \( \theta r_1 \in \left( \frac{4\sigma}{2 - b}, \infty \right) \), from (3.5), we immediately get \( \frac{2}{\gamma} - b > 0 \).
Furthermore, if \( A = B^c \) and choosing \( \theta r_1 \in \left( 2, \frac{4\sigma}{2 - b} \right) \), we obtain \( \frac{2}{\gamma} - b < 0 \). In both cases we have \( \|x|^{-b}\|_{L^p(A)} < \infty \) and, from Lemma 2.1, \( H^1 \subset L^{\theta r_1} \) (recall that, for \( N = 2 \), one has \( H^1 \subset L^p, p \in [2, \infty) \)). Therefore, the inequality (3.3) yields
\[ \| \chi_A |x|^{-b} |u|^{2\sigma} \|_{L^r_x} \lesssim \| u \|_{H^1_r}^{\theta} \| u \|_{L^2_x}^{2\sigma - \theta} \| v \|_{L^r_x}. \] (3.6)

Now applying Hölder’s inequality in time and recalling (3.2), we have
\[ \| \chi_A |x|^{-b} |u|^{2\sigma} \|_{L^r_t L^r_x} \lesssim \| u \|_{L^\infty_t H^1_r}^{\theta} \| u \|_{L^2_t L^2_x}^{2\sigma - \theta} \| v \|_{L^r_t L^2_x} \lesssim \| u \|_{L^\infty_t H^1_r}^{\theta} \| u \|_{S(H^{\infty})}^{2\sigma - \theta} \| v \|_{S(H^{\infty})}, \]
which implies (i).

Since \( (\check{q}, \check{r}) \) is \( L^2 \)-admissible, the proof of (ii) is essentially the same as (i). It is worth noting that, once (3.6) is achieved, we use (3.2) to deduce
\[ \| \chi_A |x|^{-b} |u|^{2\sigma} \|_{L^r_t L^r_x} \lesssim \| u \|_{L^\infty_t H^1_r}^{\theta} \| u \|_{L^2_t L^2_x}^{2\sigma - \theta} \| v \|_{L^r_t L^2_x}, \]
which yields (ii).

Before starting the proof of (iii), we need the following numbers
\[ \check{a} = \frac{2(2\sigma + 1 - \theta)}{1 - s_c + \theta}, \quad \check{r} = \frac{4\sigma(2\sigma + 1 - \theta)}{2\sigma(1 - b + s_c) + 2 - b - \theta(2 - b + 2\sigma)} \]
and
\[ \check{q} = \frac{2(2\sigma + 1 - \theta)}{1 + 2\sigma s_c + \theta(1 - s_c)}, \quad a^* = \frac{2(2\sigma - \theta)}{1 + \theta}, \quad r^* = \frac{4\sigma(2\sigma - \theta)}{2\sigma(1 - b + s_c) + 2 - b - 2\sigma}. \]

Note that, for \( \theta \) sufficiently small, \((\check{q}, \check{r})\) is \( L^2 \)-admissible, \((\check{a}, \check{r})\), \((a^*, r^*)\) is \( H^{s_c} \)-admissible and,
\[ 1 + \frac{2\sigma - \theta}{\check{a}} + \frac{1}{\check{q}} \quad \text{and} \quad (2\sigma - \theta)q' = a^*. \] (3.7)

---

8 Since \( b < 1 \), we have that the denominator of \( r^* \) is positive and \( \check{r}, r^* > \frac{2}{1 - s_c} \) (this is a necessary condition for \( H^{s_c} \)-admissible pairs, see (2.4)).
Again, let $A \subset \mathbb{R}^N$ denotes either $B$ or $B^C$. From (3.7)) and Hölder’s inequality we deduce
\[
\left\| \nabla \left( |x|^{-b} |u|^{2\sigma} u \right) \right\|_{L^q_t L^r_x(A)} \leq \left\| |x|^{-b} \right\|_{L^\gamma_t(A)} \left\| u \right\|_{L^\theta_t L^\infty_x}^{\theta - \sigma} \left\| \nabla u \right\|_{L^q'_{t} L^r_x(A)}^{\sigma - \theta} \\
+ \left\| |x|^{-b-1} \right\|_{L^\delta_t(A)} \left\| u \right\|_{L^{\theta+1}_t L^\gamma_x} \left\| u \right\|_{L^{2\sigma-\theta}_t L^\infty_x}^{\sigma - \theta} \\
\lesssim \left\| u \right\|_{L^\theta_t L^\gamma_x}^{\theta - \sigma} \left\| u \right\|_{L^{2\sigma-\theta}_t L^\infty_x}^{\sigma - \theta},
\]
where
\[
\frac{1}{r'} = \frac{1}{r} + \frac{1}{r_1} + \frac{2\sigma - \theta}{\bar{r}} + \frac{1}{r} = \frac{1}{d} + \frac{2\sigma - \theta}{p_1}.
\]
Using the definition of the numbers $\bar{r}$ and $r^*$ one has
\[
\frac{2}{\gamma} - b = \frac{\theta(2-b)}{2\sigma} - \frac{2}{r_1}, \quad \frac{2}{d} - b - 1 = \frac{\theta(2-b)}{2\sigma} - \frac{2}{p_1},
\]
which are analogous to the relation (3.5). Finally, choosing $r_1$ and $p_1$ as in (i) we have that
\[
\left\| |x|^{-b} \right\|_{L^\gamma_t(A)} \text{ and } \left\| |x|^{-b-1} \right\|_{L^\delta_t(A)} \text{ are finite. Also, } H^1 \subset L^{\theta_1 r_1} \cup L^{(\theta+1)p_1} \text{ and we complete the proof of (iii).} \quad \square
\]

It should be emphasized that the third author in [22] proved the previous lemma under the assumption $0 < b < \frac{2}{N}$. Here we extend it to $0 < b < 1$.

Now, we have all the tools to prove Theorem 1.1.

**Proof of Theorem 1.1** First note that $|x|^{-b} |u|^{2\sigma} u = \chi_B |x|^{-b} |u|^{2\sigma} u + \chi_{B^C} |x|^{-b} |u|^{2\sigma} u$. So, applying Lemma 2.3, we have for $I = [-T, T]$
\[
\left\| \int_0^T e^{i(t-t')\Delta} |x|^{-b} |u|^{2\sigma} u(t') dt' \right\|_{S(L^2; I)} \lesssim \left\| \chi_B |x|^{-b} |u|^{2\sigma} u \right\|_{S'(L^2; I)} + \left\| \chi_{B^C} |x|^{-b} |u|^{2\sigma} u \right\|_{S'(L^2; I)}.
\]
Similarly, we can use the same argument to estimate the norm $\left\| \cdot \right\|_{S(\dot{H}^{\sigma}; I)}$. The rest of the proof follows the same lines as in Guzmán [22, Corollary 1.12]. \quad \square

### 3.2 Local Well-Posedness in $\dot{H}^s_c(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)$

Recall that $s_c = \frac{N}{2} - \frac{2-b}{2\sigma}$. In this subsection, we show that the IVP (1.1) is locally well-posed in $\dot{H}^s_c(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N)$, for $N \geq 3$ and $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$ (equivalently $0 < s_c < 1$). We start with some estimates for the gradient of the nonlinearity.

**Lemma 3.2** Let $N \geq 3$, $0 < b < \min\{\frac{N}{2}, 2\}$ and $\frac{2-b}{N} < \sigma < \frac{2-b}{N-2}$, then there exist $c, \theta_1, \theta_2 > 0$ such that the following inequality holds
\[
\left\| \chi_{B^C} \nabla |x|^{-b} |u|^{2\sigma} u \right\|_{S'(L^2; I)} + \left\| \chi_B \nabla |x|^{-b} |u|^{2\sigma} u \right\|_{S'(L^2; I)} \leq c(T^{\theta_1} + T^{\theta_2}) \| \nabla u \|_{S(L^2; I)}^{2\sigma+1},
\]
where $I = [-T, T]$.

**Proof** We start estimating the first term in the left hand side of (3.8). Define $(q_0, p_0)$ the $L^2$-admissible pair given by
\[
q_0 = \frac{2(2\sigma+2)}{\sigma(N-2)} \quad \text{and} \quad p_0 = \frac{N(2\sigma+2)}{N+2\sigma},
\]
It is not difficult to check that the pair $(q_0, p_0)$ is $L^2$-admissible.
From the Hölder inequality and Sobolev inequality, it follows that
\[
\| \nabla(|x|^{-b}|u|^{2\sigma}u) \|_{L^p_x(B^c)} \lesssim \| |x|^{-b} \|_{L^q_x(B^c)} \| \nabla(|u|^{2\sigma}u) \|_{L^p_x(B^c)} + \| \nabla(|x|^{-b}) \|_{L^d_x(B^c)} \| u \|_{L^{2\sigma+1}_{x}}^2 \lesssim \| |x|^{-b} \|_{L^q_x(B^c)} \| \nabla u \|_{L^p_x}^{2\sigma} + \| |x|^{-b-1} \|_{L^d_x(B^c)} \| \nabla u \|_{L^p_x}^{2\sigma+1},
\]
(3.10)
where the following relations are satisfied
\[
\begin{align*}
\frac{1}{p_0} &= \frac{1}{\gamma} + \frac{1}{\beta} = \frac{1}{2} + \frac{1}{\epsilon} \\
\frac{1}{\beta} &= \frac{1}{\alpha} + \frac{1}{p_0} \\
1 &= \frac{N}{p_0} - \frac{2\sigma N}{N} \\
1 &= \frac{N}{p_0} - \frac{2\sigma N}{N} (\frac{2\sigma + 1}{\epsilon}.
\end{align*}
\]
which are equivalent to
\[
\begin{align*}
\frac{N}{\gamma} &= N - \frac{2N}{p_0} - \frac{2\sigma N}{p_0} + 2\sigma \\
\frac{N}{\beta} &= N - \frac{N}{p_0} - \frac{2\sigma N}{p_0} + 2\sigma + 1.
\end{align*}
\]
(3.11)
Note that, in view of (3.9) we have \( \frac{N}{\gamma} - b = -b < 0 \) and \( \frac{N}{\beta} - b - 1 = -b < 0 \). So, \( \| |x|^{-b} \|_{L^q_x(B^c)} \) and \( \| |x|^{-b-1} \|_{L^d_x(B^c)} \) are bounded quantities (see (3.1)) and therefore
\[
\| \nabla(|x|^{-b}|u|^{2\sigma}u) \|_{L^p_x(B^c)} \lesssim \| \nabla u \|_{L^p_x}^{2\sigma+1}.
\]
On the other hand, applying the Hölder inequality in the time variable we deduce
\[
\| \chi_{B^c} \nabla(|x|^{-b}|u|^{2\sigma}u) \|_{S(L^2;I)} \leq \| \nabla(|x|^{-b}|u|^{2\sigma}u) \|_{L^p_x(B^c)} \| \nabla u \|_{L^p_x(B^c)} \| \nabla u \|_{L^p_x(B^c)},
\]
where \( \frac{1}{q_1} = \frac{1}{q_1} + \frac{2\sigma + 1}{q_0} \). From (3.9), it is clear that \( \frac{1}{q_1} = \frac{4 - 2\sigma(N + 2)}{N - 2} > 0 \), where the positivity follows from \( \sigma < \frac{2 - b}{N - 2} \). Setting \( \theta_1 = \frac{1}{q_1} \), we conclude the estimate of the left hand side of (3.8).

Next, we turn out attention to the second term in the left hand side of (3.8). First note that
\[
\| \chi_B \nabla(|x|^{-b}|u|^{2\sigma}u) \|_{S(L^2;I)} \leq \| \nabla(|x|^{-b}|u|^{2\sigma}u) \|_{L^p_x(B^c)} \| \nabla u \|_{L^p_x(B^c)} \| \nabla u \|_{L^p_x(B^c)}.
\]
From the same arguments as in the inequality (3.10), we deduce
\[
\| \nabla(|x|^{-b}|u|^{2\sigma}u) \|_{L^p_x(B^c)} \lesssim \| |x|^{-b} \|_{L^q_x(B^c)} \| \nabla u \|_{L^p_x}^{2\sigma+1} + \| |x|^{-b-1} \|_{L^d_x(B^c)} \| \nabla u \|_{L^p_x}^{2\sigma+1},
\]
assuming (3.11) is satisfied replacing \( p_0 \) by \( p \) (to be determined later), that is
\[
\begin{align*}
\frac{N}{\gamma} &= N - \frac{2N}{p} - \frac{2\sigma N}{p} + 2\sigma \\
\frac{N}{\beta} &= N - \frac{N}{p} - \frac{2\sigma N}{p} + 2\sigma + 1.
\end{align*}
\]
(3.11)
In order to have that \( \| |x|^{-b} \|_{L^q_x(B^c)} \) and \( \| |x|^{-b-1} \|_{L^d_x(B^c)} \) are bounded quantities, we need \( \frac{N}{\gamma} > b \) and \( \frac{N}{\beta} > b + 1 \), respectively, by (3.1). So, we want to show that \( N - \frac{2N}{p} - \frac{2\sigma N}{p} + 2\sigma > b \).
This is equivalent to $2\sigma < \frac{(N-b)p-2N}{N-p}$ (assuming $p < N$), then we choose $p$ such that

$$\frac{(N-b)p-2N}{N-p} = 4 - \frac{2b}{N-2}.$$ 

In other words, we choose $p$ and $q$ given by\(^\text{10}\)

$$p = \frac{2N(N-b)}{N(N-2) + 4 - bN} \quad \text{and} \quad q = \frac{2(N-b)}{N-2},$$

where we have used that the pair $(q, p)$ is $L^2$-admissible to compute the value of $q$. Note that $p < N$ if, and only if, $b < N - 2$. Hence, the Hölder inequality in the time variable leads to

$$\left\| \chi_B \nabla |x|^{-b} u \right\|_{(L^2; I')^2} \lesssim T \frac{1}{\theta_1} \left\| \nabla u \right\|_{L_t^q L_x^p}^{\sigma+1},$$

where $\frac{1}{q} = \frac{1}{q_1} + \frac{2\sigma+1}{q}$. Since $\sigma < \frac{2-b}{N-2}$, it is clear that $\frac{1}{q_1} = 1 - \frac{2\sigma+2}{q} = \frac{4-2b-2\sigma(N-2)}{2(N-b)} > 0$. Therefore,

$$\left\| \chi_B \nabla |x|^{-b} u \right\|_{(L^2; I')^2} \lesssim T^{\theta_2} \left\| \nabla u \right\|_{S(L^2; I')}^{\sigma+1}, \quad (3.13)$$

for $\theta_2 = \frac{1}{q_1} > 0$.

Note that the restriction $0 < b < N - 2$ implies that the inequality $(3.13)$ only holds for $0 < b < 1$ when $N = 3$. Next, we show that in dimension $N = 3$ it is also possible to consider $1 \leq b < \frac{3}{2}$. To this end, for a pair $(q, p)$ $L^2$-admissible to be chosen later, we have

$$\left\| \chi_B \nabla |x|^{-b} u \right\|_{(L^2; I')^2}$$

$$\leq \left\| \chi_B \nabla |x|^{-b} u \right\|_{L_t^q L_x^p} \quad \text{if the following conditions are satisfied}$$

$$\begin{align*}
\frac{1}{p'} &= \frac{1}{q'} + \frac{1}{p} = 1 + \frac{\sigma}{q_1} + \frac{1}{p} = 1 + \frac{\sigma}{q_1}, \\
\frac{1}{q'} &= \frac{1}{q_1} + \frac{2\sigma+1}{q}, \\
1 &= \frac{3}{p} - \frac{3}{2\sigma q_1} = \frac{3}{p} - \frac{3}{2\sigma + 1}, \\
\tilde{p} &= 3 - \frac{3}{2\sigma + 1}, \quad (3.14)
\end{align*}$$

Consider the $L^2$-admissible pair $(\tilde{q}, \tilde{p})$ given by

$$\tilde{q} = \frac{1-\frac{2\sigma}{2}}{2} \quad \text{and} \quad \tilde{p} = \frac{3}{1+\varepsilon},$$

for $\varepsilon > 0$ small enough. In this case, we have $\tilde{p} < 3$ and system $(3.14)$ can be rewritten as

$$\begin{align*}
\frac{3}{\tilde{q}} - b &= 2 - b + 2\sigma - \frac{3}{p} - \varepsilon(2\sigma + 1), \\
\frac{3}{\tilde{q}} - b - 1 &= 2 - b + 2\sigma - \frac{3}{p} - \varepsilon(2\sigma + 1).
\end{align*}$$

\(^{10}\) It is easy to see that $p > 2$ if, and only if, $N > 2$ and $p < \frac{2N}{N-2}$ if, and only if, $b < 2$. Therefore the pair $(q, p)$ is $L^2$-admissible.
Now, we need to choose $p$ such that $2 - b + 2\sigma - \frac{3}{p} - \varepsilon(2\sigma + 1) > 0$, and thus, by (3.1), we deduce that $\| |x|^{-b} \|_{L^{q'}(B)}$ and $\| |x|^{-b-1} \|_{L^{q} (B)}$ are bounded quantities. To this end, define the $L^2$-admissible $(q, p)$ given by

$$ q = \frac{4}{2b - 1 + 4\varepsilon(2\sigma + 1)} \quad \text{and} \quad p = \frac{3}{2 - b - 2\varepsilon(2\sigma + 1)}. $$

It also follows that,

$$ \frac{1}{q} = 1 - \frac{1}{q} - \frac{2\sigma + 1}{q} = 1 - \frac{2b - 1 + 4\varepsilon(2\sigma + 1)}{4} - \frac{(2\sigma + 1)(1 - 2\varepsilon)}{2}. $$

$$ \frac{1}{q} > 0 \text{ for } \varepsilon > 0 \text{ sufficient small. Therefore,} $$

$$ \| \chi_B \nabla |x|^{-b} |u|^{2\sigma} u \|_{S'(L^2; I)} \lesssim T^{2\varepsilon} \| \nabla u \|_{S(L^2)}, $$

for $\theta_2 = \frac{1}{q} > 0$.

Finally, collecting the last inequality, (3.12) and (3.13) we conclude the proof. □

Lemma 3.3 Let $N \geq 3, 0 < \beta < \min\{ \frac{N}{2}, 2 \}$ and $\frac{2 - \beta}{N} < \sigma < \frac{2 - \beta}{N - 2}$, then there exist $c, \theta_1, \theta_2 > 0$ such that the following inequalities hold

$$ \| D^{\beta} |x|^{-b} |u|^{2\sigma} u \|_{S'(L^2; I)} \leq \| D^{\beta} |x|^{-b} |u|^{2\sigma} u \|_{L^2 L^{q} \gamma_{\sigma}^\beta (\tilde{A})} \leq c (T^{\theta_1} + T^{\theta_2}) \| \nabla u \|_{S(L^2; I)} \| D^{\beta} u \|_{S(L^2; I)}^\sigma $$

where $I = [-T, T]$.

Proof The first inequality comes from the fact that the pair $(2, \frac{2N}{N - 2})$ is $L^2$-admissible. Now, from Sobolev embedding (see Lemma 2.1 (i)) we obtain

$$ \| D^{\beta} |x|^{-b} |u|^{2\sigma} u \|_{L^2 L^{q} \gamma_{\sigma}^\beta (\tilde{A})} \leq \| \nabla |x|^{-b} |u|^{2\sigma} u \|_{L^p^*}, $$

where $p^* = \frac{2N\sigma}{4\sigma + 2 - \beta}$.

Let $A \subset \mathbb{R}^N$ denotes either $B$ or $B^c$. Applying Hölder’s inequality first in space and then in time, we get

$$ \| \nabla |x|^{-b} |u|^{2\sigma} u \|_{L^2 L^{q} \gamma_{\sigma}^\beta (\tilde{A})} \leq \| |x|^{-b} \|_{L^2(A)} \| u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} \| \nabla u \|_{L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} + \| |x|^{-b-1} \|_{L^2(A)} \| u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} \| \nabla u \|_{L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} $$

$$ \leq \| |x|^{-b} \|_{L^2(A)} \| D^{\beta} u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} \| \nabla u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} + \| |x|^{-b-1} \|_{L^2(A)} \| D^{\beta} u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} \| \nabla u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} $$

$$ \lesssim T^{\frac{1}{p}} \| |x|^{-b} \|_{L^2(A)} \| D^{\beta} u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} \| \nabla u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} $$

$$ + T^{\frac{1}{p}} \| |x|^{-b-1} \|_{L^2(A)} \| D^{\beta} u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})} \| \nabla u \|_{L^2 L^\frac{q}{2} \gamma_{\sigma}^\beta (\tilde{A})}, $$

if the following conditions are satisfied

$$ \begin{cases} \frac{1}{p} = \frac{1}{N} + \frac{1}{\beta} + \frac{1}{p} = \frac{1}{d} + \frac{1}{e} + \frac{1}{f}, \\ s_c = \frac{N}{p} - \frac{2\sigma}{q} = \frac{N}{p} - \frac{N}{2\sigma}, \quad 1 = \frac{N}{p} - \frac{N}{f}, \quad p < N \end{cases} $$

$^{11}$ Since $1 \leq b < \frac{3}{2}$ it is clear that $2 < p < 6$ and $q > 0$ for $\varepsilon > 0$ small enough.
The above conditions are equivalent to
\[
\begin{align*}
\frac{N}{\gamma} - b &= \frac{N}{p^*} + 2\sigma s_c - \frac{N(2\sigma + 1)}{p} - b, \quad p < N \\
\frac{N}{d} - b - 1 &= \frac{N}{p^*} + 2\sigma s_c - \frac{N(2\sigma + 1)}{p} - b \\
\frac{1}{q^*} &= \frac{1}{2} - \frac{2\sigma + 1}{q}.
\end{align*}
\]

Our goal is to find a pair \((q, p)\) \(L^2\)-admissible such that \(\|x|^{-b}\|_{L^r(A)}\) and \(\|x|^{-b-1}\|_{L^d(A)}\) are bounded quantities (see (3.1)), \(p < N\) and \(\frac{1}{q} > 0\). Let \((q_\pm, p_\pm)\) defined by
\[
p_\pm = \frac{2\sigma (2\sigma + 1) N}{2\sigma^2 N + 2 - b \pm \varepsilon} \quad \text{and} \quad q_\pm = \frac{4\sigma (2\sigma + 1)}{\sigma N - 2 + b \mp \varepsilon},
\]
for \(\varepsilon > 0\) sufficiently small. Note that \(\frac{2}{q_\pm} = \frac{N}{q_\pm} - \frac{N}{p_\pm}\) and \(p_\pm, q_\pm > 0\) whenever \(\frac{2}{N} < \sigma < \frac{2-b}{N-2}\). Furthermore, \(2 < p_\pm < \frac{2N}{N-2}\) and \(p_\pm < N\). Indeed, since \(\sigma (2\sigma + 1) N > 2\sigma^2 N + 2 - b \pm \varepsilon\) and \(\varepsilon > 0\) small enough, we get \(p_\pm > 2\). As \(-\sigma (N - 2) + 2 - b \pm \varepsilon > 0\) for \(\varepsilon\) sufficiently small, then \(-4\sigma^2 < -\sigma (N - 2) + 2 - b \pm \varepsilon\). The last inequality is equivalent to \(\sigma (2\sigma + 1) (N - 2) < 2\sigma^2 N + 2 - b \pm \varepsilon\), which implies \(p_\pm < \frac{2N}{N-2}\). If \(N \geq 4\), then \(N > \frac{2N}{N-2} > p_\pm\). When \(N = 3\), we have \(p_\pm < 3\) if, and only if, \(0 < 2\sigma^2 - 2\sigma + 2 - b \pm \varepsilon\) which is true for \(\varepsilon\) small enough and \(0 < b < \frac{3}{2}\). Summing up,

\((q_\pm, p_\pm)\) is \(L^2\)-admissible and \(p_\pm < N\).

In addition,
\[
\frac{1}{q_\pm} = \frac{2}{2} - \frac{\sigma + 1}{q_\pm} = \frac{1}{2} - \frac{\sigma - 2 + b \mp \varepsilon}{4\sigma} = \frac{-\sigma (N - 2) + 2 - b \pm \varepsilon}{4\sigma} > 0.
\]

Now, if \(A = B^c\) we choose \((q, r) = (q_+, r_+)\) and \(\theta_1 = \frac{1}{q_+}\). Then, \(\frac{N}{\gamma} - b < 0\) and \(\frac{N}{d} - b - 1 < 0\), and consequently, \(\|x|^{-b}\|_{L^r(B^c)}\), \(\|x|^{-b-1}\|_{L^d(B^c)} < \infty\). On the other hand, if \(A = B\) we choose the pair \((q, r) = (q_-, p_-)\) and \(\theta_2 = \frac{1}{q_-}\), so we also get \(\|x|^{-b}\|_{L^r(B)}\), \(\|x|^{-b-1}\|_{L^d(B)} < \infty\). Finally, the relations (3.15) and (3.16) imply the desired result. \(\Box\)

**Lemma 3.4** Let \(N \geq 3\), \(0 < b < 2\) and \(\frac{2}{N} < \sigma < \frac{2-b}{N-2}\), then there exist \(c, \theta_1, \theta_2 > 0\) and \(\theta \in (0, 2\sigma)\) small enough such that the following inequality holds
\[
\left\| X(B^c) |x|^{-b} |u|^{2\sigma} v \right\|_{S'(\hat{H}^{-\infty}; I)} + \left\| X(B) |x|^{-b} |u|^{2\sigma} v \right\|_{S'(\hat{H}^{-\infty}; I)} \\
\leq c (T^{\theta_1} + T^{\theta_2}) \| \nabla u \|_{L^\infty L^\infty(I)} \| u \|_{S'_c(\hat{H}^{\infty}; I)} \| v \|_{S_c(\hat{H}^{\infty}; I)},
\]
where \(I = [-T, T]\).

**Proof** Let \((\tilde{a}, r)\) a pair \(\hat{H}^{-\infty}\)-admissible and \(A \subset \mathbb{R}^N\) denotes either \(B\) or \(B^c\). As in the previous lemmas, an application of the Hölder inequality first in space and then in time yields
\[
\left\| x|^{-b} |u|^{2\sigma} v \right\|_{L^\frac{q}{q_1} L^\frac{p}{p_1}(A)} \leq \left\| x|^{-b} \right\|_{L^r(A)} \| u \|_{L^q_x L^p_t(A)} \| u \|_{L^q_x L^p_t(A)} \| v \|_{L^q_x L^p_t(A)} \\
\leq \left\| x|^{-b} \right\|_{L^r(A)} \| \nabla u \|_{L^q_x L^p_t(A)} \| u \|_{L^q_x L^p_t(A)} \| v \|_{L^q_x L^p_t(A)} \\
\leq T^{\frac{1}{q_1}} \left\| x|^{-b} \right\|_{L^r(A)} \| \nabla u \|_{L^q_x L^p_t(A)} \| u \|_{L^q_x L^p_t(A)} \| v \|_{L^q_x L^p_t(A)}.
\]
assuming the following relations hold

\[
\begin{align*}
\frac{1}{r^2} &= \frac{1}{\gamma} + \frac{1}{r} + \frac{2\sigma - \theta}{r} + \frac{1}{r}, \\
1 &= \frac{N}{2} - \frac{Na}{q_1}, \\
\frac{1}{a^2} &= \frac{1}{q_1} + \frac{2\sigma - \theta}{a} + \frac{1}{a},
\end{align*}
\]

(3.17)

for \(\theta \in (0, 2\sigma)\) small enough.

If the pair \((a, r)\) is \(\dot{H}^{sc}\)-admissible (so, \(\frac{1}{a} - \frac{1}{q_1} = s_c\)), the conditions (3.17) are equivalent to

\[
\begin{align*}
\frac{N}{\gamma} - b &= N - b - \frac{N\theta}{2} + \theta - \frac{N(2\sigma + 2 - \theta)}{r} \\
\frac{1}{q_1} &= 1 - s_c - \frac{2\sigma + 2 - \theta}{a}.
\end{align*}
\]

(3.18)

Now, we shall choose \((a, r)\) satisfying (3.18), \(\frac{1}{q_1} > 0\) and \(\frac{N}{\gamma} - b > 0\), if \(A = B\) or \(\frac{N}{\gamma} - b < 0\), if \(A = B^c\) (see (3.1)). \(^{12}\) We first treat the case \(A = B\) and define

\[
a = \frac{2\sigma + 2 - \theta}{1 - s_c - \varepsilon} \quad \text{and} \quad r = \frac{N\sigma_c(2\sigma + 2 - \theta)}{N(2\sigma + 2 - \theta) - 2\sigma_c(1 - s_c - \varepsilon)},
\]

for \(0 < \varepsilon < \frac{\theta(1-s_c)}{2} \) small enough.

Thus, \((a, r)\) is a \(\dot{H}^{sc}\)-admissible \(^{13}\) and

\[
\frac{1}{q_1} = 1 - s_c - \frac{2\sigma + 2 - \theta}{a} = \varepsilon > 0,
\]

\[
\frac{N}{\gamma} - b = N - b - \frac{N\theta}{2} + \theta - \frac{N(2\sigma + 2 - \theta)}{\sigma_c} + 2(1 - s_c - \varepsilon) = \theta(1 - s_c) - 2\varepsilon > 0.
\]

Next, we consider \(A = B^c\) and define the following numbers

\[
a = \infty \quad \text{and} \quad r = \frac{2N}{N - 2s_c} = \frac{2\sigma N}{2 - b},
\]

It is not difficult to see that \((a, r)\) is \(\dot{H}^{sc}\)-admissible and

\[
\frac{1}{q_1} = 1 - s_c > 0,
\]

\[
\frac{N}{\gamma} - b = N - b - \frac{N\theta}{2} + \theta - \frac{(2\sigma + 2 - \theta)(2 - b)}{2\sigma} = -(2 - \theta)(1 - s_c) < 0.
\]

This complete the proof of Lemma 3.4. \(\Box\)

Now, with the previous lemmas in hand we are in a position to prove Theorem 1.2.

**Proof of Theorem 1.2** For any \((q, p)\) \(L^2\)-admissible and \((a, r)\) \(\dot{H}^{sc}\)-admissible, we set (recall definition (2.5))

\[
X = \left( \bigcap_{(q, p) \in A_0} L^q \left([-T, T]; \dot{H}^{sc} \cap \dot{H}^{1,p} \right) \bigcap \left( \bigcap_{(a, r) \in A_{sc}} L^a \left([-T, T]; L^r \right) \right) \right)
\]

and \(\|u\|_T = \|\nabla u\|_{S(L^2; \ell)} + \|D^sc u\|_{S(L^2; \ell)} + \|u\|_{S(\dot{H}^{sc}; \ell)}\).

\(^{12}\) Note that if we find this pair then we also find a pair \(\tilde{(a), \tilde{r}}\) \(\dot{H}^{-sc}\)-admissible using the relation \(\frac{1}{a} - \frac{1}{\tilde{a}} = s_c\).

\(^{13}\) Since \(a > \frac{2}{1-s_c}\) and \(\frac{2}{a} = \frac{N}{\sigma_c} - \frac{N}{r}\), we have \(r < \frac{2N}{N-2}\). On the other hand, \(r > \sigma_c\) if, and only if, \(0 < \varepsilon < 1 - s_c\).
where $I = [-T, T]$.

For $m, T > 0$, define the set

$$S(m, T) = \{u \in X : \|u\|_T \leq m\}$$

with the metric

$$d_T(u, v) = \|u - v\|_{S(\mathcal{H}^\infty; I)}.$$

In Appendix A we prove that $(S(m, T), d_T)$ is a complete metric space.

We shall show that $G = G_{u_0}$ defined by the right hand side of (1.3) is a contraction on $(S(m, T), d_T)$ for a suitable choice of $m$ and $T$. Indeed, it follows from the Strichartz inequalities in Lemma 2.3 that

$$\|\nabla G(u)\|_{S(L^2; I)} \leq c\|\nabla u_0\|_{L^2} + \left\| \int_0^T e^{i(t-t')\Delta} |x|^{-b}|u|^{2\sigma} u(t') \, dt' \right\|_{S(L^2; I)}$$

$$\leq c\|\nabla u_0\|_{L^2} + c\left\| \chi_B \nabla |x|^{-b}|u|^{2\sigma} u \right\|_{S'(L^2; I)} + c\left\| \chi_B \nabla |x|^{-b}|u|^{2\sigma} u \right\|_{S'(L^2; I)},$$

$$\|D^\xi G(u)\|_{S(L^2; I)} \leq c\|D^\xi u_0\|_{L^2} + c\|D^\xi |x|^{-b}|u|^{2\sigma} u \|_{S'(L^2; I)},$$

and

$$\|G(u)\|_{S(\mathcal{H}^\infty; I)} \leq c\|u_0\|_{\mathcal{H}^\infty} + c\|\chi_B |x|^{-b}|u|^{2\sigma} u \|_{S'(\mathcal{H}^{-\infty}; I)} + c\|\chi_B |x|^{-b}|u|^{2\sigma} u \|_{S'(\mathcal{H}^{-\infty}; I)}.$$

So, applying Lemmas 3.2-3.4 we deduce

$$\|\chi_B \nabla |x|^{-b}|u|^{2\sigma} u \|_{S'(L^2; I)} + \|\chi_B \nabla |x|^{-b}|u|^{2\sigma} u \|_{S'(L^2; I)} \leq c(T^{\theta_1} + T^{\theta_2}) \|\nabla u\|_{S(L^2; I)}^{2\sigma + 1},$$

$$\|D^\xi |x|^{-b}|u|^{2\sigma} u \|_{S'(L^2; I)} \leq c(T^{\theta_1} + T^{\theta_2}) \|\nabla u\|_{S(L^2; I)} \|D^\xi u\|_{S(L^2; I)},$$

and

$$\|\chi_B |x|^{-b}|u|^{2\sigma} u \|_{S'(\mathcal{H}^{-\infty}; I)} + \|\chi_B |x|^{-b}|u|^{2\sigma} u \|_{S'(\mathcal{H}^{-\infty}; I)} \leq c(T^{\theta_1} + T^{\theta_2}) \|\nabla u\|_{S(\mathcal{H}^\infty; I)} \|\nabla u\|_{S(\mathcal{H}^\infty; I)}^{2\sigma + 1 - \theta},$$

for some $\theta_1, \theta_2 > 0$. Hence, if $u \in S(m, T)$ then

$$\|G(u)\|_T \leq c\|u_0\|_{\mathcal{H}^\infty} + c(T^{\theta_1} + T^{\theta_2})m^{2\sigma + 1}. \tag{3.19}$$

Now, choosing $m \geq 2c\|u_0\|_{\mathcal{H}^\infty} + c(T^{\theta_1} + T^{\theta_2})m^{2\sigma + 1}$ and $T > 0$ such that

$$c(T^{\theta_1} + T^{\theta_2})m^{2\sigma} < \frac{1}{4}, \tag{3.20}$$

we obtain $G(u) \in S(m, T)$. Such calculations establishes that $G$ is well defined on $S(m, T)$. To prove that $G$ is a contraction we first recall the elementary inequality

$$\|x|^{-b}|u|^{2\sigma} - |x|^{-b}|v|^{2\sigma} \| \leq |x|^{-b} (|u|^{2\sigma} + |v|^{2\sigma}) \|u - v\|.$$

Then, an application of Lemma 3.4 yields

$$d_T(G(u), G(v)) \leq c(T^{\theta_1} + T^{\theta_2}) \left( \|\nabla u\|_{L^\infty_t L^2_x}^{2\sigma - \theta} \|u\|_{S(\mathcal{H}^\infty; I)}^{2\sigma - \theta} + \|\nabla v\|_{L^\infty_t L^2_x}^{2\sigma - \theta} \|v\|_{S(\mathcal{H}^\infty; I)}^{2\sigma - \theta} \right) \|u - v\|_{S(\mathcal{H}^\infty; I)}$$

$$\leq c(T^{\theta_1} + T^{\theta_2}) \left( \|u\|_{S(L^2; I)}^{2\sigma} + \|v\|_{S(L^2; I)}^{2\sigma} \right) d_T(u, v),$$

and so, taking $u, v \in S(m, T)$ we get

$$d_T(G(u), G(v)) \leq c(T^{\theta_1} + T^{\theta_2})m^{2\sigma} d_T(u, v).$$

Springer
Therefore, from (3.20), \( G \) is also a contraction on \( S(m, T) \). Finally, by the contraction mapping principle we have a unique \( u \in S(m, T) \) such that \( G(u) = u \) and the proof is completed.

Let \( T^* = T^*(u_0) > 0 \) be the maximal positive time of existence for a solution \( u \) to (1.1) in \( \dot{H}^\kappa(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N) \) given by Theorem 1.2. If \( T^* = \infty \), we say that the solution is global. On the other hand if \( T^* < \infty \), as consequence of the proof of Theorem 1.2, we get the following blow-up alternative and a lower bound on the blow-up rate.

**Corollary 3.5** Let \( N \geq 3 \) and \( 0 < b < \min\{N/2, 2\} \). If \( u \) is a solution to the IVP (1.1) with finite maximal positive time of existence \( 0 < T^* < \infty \), then
\[
\lim_{t \to T^*} \|u(t)\|_{\dot{H}^\kappa \cap \dot{H}^1} = \infty.
\]
Moreover, there exist \( c, \tilde{\theta}_1, \tilde{\theta}_2 > 0 \) such that
\[
\|u(t)\|_{\dot{H}^\kappa \cap \dot{H}^1} > \frac{c}{(T^* - t)^{\tilde{\theta}_1} + (T^* - t)^{\tilde{\theta}_2}}, \quad \text{for all } t \in [0, T^*).
\]

**Proof** Assume that there exist \( 0 < m < \infty \) and a sequence \( \{t_n\}_{n \in \mathbb{N}} \) with \( t_n \uparrow T^* \) such that \( \|u(t_n)\|_{\dot{H}^\kappa \cap \dot{H}^1} \leq m \) for all \( n \geq 1 \). Let \( T(m) \) denote the existence time obtained by Theorem 1.2 for all initial data bounded above by \( m \) and \( k \in \mathbb{N} \) such that \( t_k + T(m) > T^* \). By (3.20) and starting from \( u(t_k) \), one can extend \( u \) up to \( t_k + T(m) \), which contradicts the maximality of \( T^* \), and thus,
\[
\|u(t)\|_{\dot{H}^\kappa \cap \dot{H}^1} \to \infty, \quad \text{as } t \uparrow T^*.
\]
Moreover, it follows from (3.19) and the fixed point argument that if for some \( m > 0 \),
\[
c\|u(t)\|_{\dot{H}^\kappa \cap \dot{H}^1} + c\left[(\tau - t)^{\tilde{\theta}_1} + (\tau - t)^{\tilde{\theta}_2}\right]m^{2\sigma + 1} \leq m,
\]
then \( \tau < T^* \). Thus,
\[
c\|u(t)\|_{\dot{H}^\kappa \cap \dot{H}^1} + c\left[(T^* - t)^{\tilde{\theta}_1} + (T^* - t)^{\tilde{\theta}_2}\right]m^{2\sigma + 1} > m,
\]
for all \( m > 0 \). Choosing \( m = 2c\|u(t)\|_{\dot{H}^\kappa \cap \dot{H}^1} \), it follows that
\[
\left[(T^* - t)^{\tilde{\theta}_1} + (T^* - t)^{\tilde{\theta}_2}\right]\|u(t)\|_{\dot{H}^\kappa \cap \dot{H}^1}^{2\sigma} \geq c.
\]
In particular, we have
\[
\|u(t)\|_{\dot{H}^\kappa \cap \dot{H}^1} > \frac{c}{(T^* - t)^{\tilde{\theta}_1} + (T^* - t)^{\tilde{\theta}_2}},
\]
with \( \tilde{\theta}_i = \frac{\theta_i}{2\sigma} \) for \( i = 1, 2 \), completing the proof. \( \square \)

**Remark 3.6** It is possible to derive a more precise lower bound on the blow-up rate for type II blow-up solutions. Let \( u \in C((0, T^*); \dot{H}^\kappa \cap \dot{H}^1) \) be a solution to the IVP (1.1) with finite maximal positive time of existence \( 0 < T^* < \infty \). If we assume the condition
\[
\sup_{t \in (0, T^*)}\|u(t)\|_{\dot{H}^\kappa} = M < \infty,
\]
then from the local well-posedness theory in \( \dot{H}^\kappa(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N) \), we deduce the following lower bound for the blow-up rate
\[
\|\nabla u(t)\|_{L^2} \geq \frac{c}{(T^* - t)^{1/2}}, \quad \text{for all } t \in (0, T^*).
\]
Indeed, for \( t \in [0, T^*) \) we consider the following scaling of \( u 
abla u(t) \|_{L^2} = 1 \). Hence, \( v'(0) \in \dot{H}^{sc}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N) \) and, by simple computations, we can find \( m > 0 \), such that \( \| v'(0) \|_{\dot{H}^{sc} \cap \dot{H}^1} \leq m \) for all \( t \in [0, T^*) \). Thus, from the local theory in \( \dot{H}^{sc}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N) \), there exists \( \tau_0 \), independent of \( t \), such that \( v' \) is defined on \([0, \tau_0]\). Then, \( t + \rho^2(t)\tau_0 < T^* \), and consequently we obtain (3.21).

4 Gagliardo-Nirenberg Inequality and Global Solutions

As we mentioned in the introduction, using a Sobolev embedding (see Stein-Weiss [33, Theorem B*]), Campos and the first author [4] established the following Gagliardo-Nirenberg type inequality for functions \( f \in \dot{H}^1(\mathbb{R}^N) \cap L^\sigma(\mathbb{R}^N) \)

\[
\int |x|^{-b}|f|^{2\sigma+2} \, dx \leq C_{GN} \| \nabla f \|_{L^2}^{2\sigma_{sc}+2} \| f \|_{L^\sigma}^{2\sigma(1-s_c)},
\]

where \( N \geq 2, 0 < b < 2, \sigma \) in the intercritical regime \( \frac{2-b}{N} < \sigma < \frac{2-b}{N-2} \), if \( N \geq 3 \) or \( \frac{2-b}{N} < \sigma < \infty \), if \( N = 2 \) and \( \sigma_c = \frac{2N\sigma}{N-b} \). In this section, we investigate the sharp constant for inequality above. As a consequence we also prove that this inequality holds when \( N = 1 \) (with the same restrictions on the other parameters).

4.1 The Ground States

We first recall that for \( N \geq 1, 0 < b < 2 \) and \( \sigma \) in the intercritical regime the second author [12], following the ideas introduced by Weinstein [37], obtained the following Gagliardo-Nirenberg type inequality

\[
\int |x|^{-b}|f|^{2\sigma+2} \, dx \leq C_{GN} \| \nabla f \|_{L^2}^{2\sigma_{sc}+2} \| f \|_{L^\sigma}^{2\sigma(1-s_c)},
\]

with the sharp constant \( C_{GN} > 0 \) given explicitly by

\[
C_{GN} = \left[ \frac{2\sigma(1-s_c)}{2\sigma_{sc}+2} \right]^{\sigma_{sc}} \frac{2\sigma + 2}{(2\sigma_{sc} + 2)\| Q \|_{L^2}^{2\sigma}},
\]

where \( Q \) is the unique radially-symmetric, positive, decreasing solution of the elliptic problem

\[
\Delta Q + |x|^{-b}|Q|^{2\sigma} Q = Q.
\]

The proof relies mainly on the fact that the functional \( f \mapsto \int |x|^{-b}|f|^{2\sigma+2} \) is weakly sequentially continuously (see Genoud [17, Lemma 2.1] and the references therein). Here we follow a similar approach to study the inequality (4.1) and, as we will see below, the sharp constant is directly connected with the solutions of the elliptic equation

\[
\Delta \phi + |x|^{-b}|\phi|^{2\sigma} \phi = |\phi|^{\sigma_{c}-2} \phi.
\]

In the following lemma we obtain two Pohozaev-type identities which are satisfied by any solution of (4.2).
Lemma 4.1 Let \( N \geq 1, 0 < b < 2, \frac{2-b}{N} < \sigma < \frac{2-b}{N-2} (\frac{2-b}{N} < \sigma < \infty, \text{if } N = 1, 2) \) and \( \sigma_c = \frac{2Nc}{2-b} \). Let \( \phi \in \dot{H}^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \) be a solution of (4.2). Then the following identities hold

\[
\int |\nabla \phi|^2 \, dx = \frac{1}{\sigma} \int |\phi|^\sigma \, dx \tag{4.3}
\]

\[
\int |x|^{-b} |\phi|^{2\sigma+2} \, dx = \frac{\sigma + 1}{\sigma} \int |\phi|^\sigma \, dx. \tag{4.4}
\]

\textbf{Proof} The proof of these identities is classical and we provide the details for the reader’s convenience. Multiplying the equation (4.2) by \( x \cdot \nabla \phi \) and taking the real part, we obtain

\[
\text{Re} \int \Delta \phi \, x \cdot \nabla \phi \, dx + \text{Re} \int |x|^{-b} |\phi|^{2\sigma} \, x \cdot \nabla \phi \, dx = \text{Re} \int |\phi|^{\sigma_c-2} \phi \, x \cdot \nabla \phi \, dx. \tag{4.5}
\]

We consider the first term in the left hand side of (4.5). Indeed, integrating by parts, we get

\[
\int \Delta \phi \, x \cdot \nabla \phi \, dx = \sum_{i,j=1}^{N} \int \partial_i^2 \phi x_j \partial_j \phi \, dx = - \sum_{i,j=1}^{N} \int \partial_i \phi \partial_i (x_j \partial_j \phi) \, dx
\]

\[
= - \int |\nabla \phi|^2 \, dx - \sum_{i,j=1}^{N} \int \phi (\partial_i \partial_j^2 \phi + x_j \partial_i \partial_j^3 \phi) \, dx
\]

\[
= -2 \int |\nabla \phi|^2 \, dx - \sum_{i,j=1}^{N} \int \phi x_j \partial_i \partial_j^3 \phi \, dx
\]

\[
= -2 \int |\nabla \phi|^2 \, dx - \sum_{i,j=1}^{N} \int (\partial_j \phi x_j + \phi) \partial_i^2 \phi \, dx
\]

\[
= -2 \int |\nabla \phi|^2 \, dx - \int \Delta \phi \, x \cdot \nabla \phi \, dx + N \int |\nabla \phi|^2 \, dx,
\]

and thus,

\[
\text{Re} \int \Delta \phi \, x \cdot \nabla \phi \, dx = \left(\frac{N}{2} - 1\right) \int |\nabla \phi|^2 \, dx. \tag{4.6}
\]

For the second term in the left hand side of (4.5), we also integrate by parts to deduce

\[
\int |x|^{-b} |\phi|^{2\sigma} \, x \cdot \nabla \phi \, dx = \sum_{j=1}^{N} \int |x|^{-b} |\phi|^{2\sigma} \phi x_j \partial_j \phi \, dx = - \sum_{j=1}^{N} \int \partial_j |x|^{-b} |\phi|^{2\sigma} \phi x_j \partial_j \phi \, dx
\]

\[
= b \int |x|^{-b} |\phi|^{2\sigma+2} \, dx - 2\sigma \text{Re} \int |x|^{-b} |\phi|^{2\sigma} \phi \, x \cdot \nabla \phi \, dx
\]

\[
- N \int |x|^{-b} |\phi|^{2\sigma+2} \, dx - \int |x|^{-b} |\phi|^{2\sigma} \phi \, x \cdot \nabla \phi \, dx,
\]

which implies

\[
\text{Re} \int |x|^{-b} |\phi|^{2\sigma} \phi \, x \cdot \nabla \phi \, dx = \frac{N-b}{2\sigma + 2} \int |x|^{-b} |\phi|^{2\sigma+2} \, dx. \tag{4.7}
\]
The term in the right hand side of (4.5) can be treated in the same way to obtain
\[
\text{Re} \int |\phi|^{\sigma_c - 2} \phi \cdot \nabla \phi \, dx = -\frac{2 - b}{2\sigma} \int |\phi|^{\sigma_c} \, dx. \tag{4.8}
\]

From (4.5), (4.6), (4.7) and (4.8), we get
\[
\int |x|^{-b} |\phi|^{2\sigma + 2} \, dx = \left( \frac{N}{2} - 1 \right) \int |\nabla \phi|^2 \, dx + \frac{2 - b}{2\sigma} \int |\phi|^{\sigma_c} \, dx. \tag{4.9}
\]

Now, multiplying (4.2) by \( \phi \) and integrating, we obtain
\[
\int |x|^{-b} |\phi|^{2\sigma + 2} \, dx = \int |\nabla \phi|^2 \, dx + \int |\phi|^{\sigma_c} \, dx. \tag{4.10}
\]
From the identities (4.9) and (4.10), it is easy to deduce the relations (4.3) and (4.4). \( \square \)

Now, consider the functional space
\[
L^2_{\sigma_c + 2}(\mathbb{R}^N) = \left\{ f \in \mathcal{M}(\mathbb{R}^N; \mathbb{C}); \int |x|^{-b} |f|^{2\sigma + 2} \, dx < \infty \right\},
\]
where \( \mathcal{M}(\mathbb{R}^N; \mathbb{C}) \) denotes the set of all measurable function \( f : \mathbb{R}^N \to \mathbb{C} \). In this space we define the norm
\[
\|f\|_{L^2_{\sigma_c + 2}} = \left( \int |x|^{-b} |f|^{2\sigma + 2} \, dx \right)^{\frac{1}{2\sigma + 2}}.
\]
In the next proposition we prove an useful compact embedding.

**Proposition 4.2** Let \( N \geq 1, 0 < b < 2, \frac{2 - b}{N} < \sigma < \frac{2 - b}{N - 2} \left( \frac{2 - b}{N} < \sigma < \infty \right), \) if \( N = 1, 2 \) and \( \sigma_c = \frac{2N\sigma}{2 - b} \). Then, the embedding
\[
\dot{H}^1(\mathbb{R}^N) \cap L^{\sigma_c}(\mathbb{R}^N) \subset L^2_{\sigma_c + 2}(\mathbb{R}^N)
\]
is compact.

**Proof** Let \( \{f_n\}_{n \in \mathbb{N}} \) be a bounded sequence in \( \dot{H}^1(\mathbb{R}^N) \cap L^{\sigma_c}(\mathbb{R}^N) \). Then, there exists \( f \in \dot{H}^1(\mathbb{R}^N) \cap L^{\sigma_c}(\mathbb{R}^N) \) such that, up to a subsequence, \( f_n \to f \) in \( \dot{H}^1(\mathbb{R}^N) \cap L^{\sigma_c}(\mathbb{R}^N) \), as \( n \to \infty \). Defining \( w_n = f_n - f \), we will show that
\[
\int |x|^{-b} |w_n|^{2\sigma + 2} \, dx \to 0, \quad \text{as} \quad n \to \infty.
\]
First, since \( \{w_n\}_{n \in \mathbb{N}} \) is uniformly bounded in \( \dot{H}^1(\mathbb{R}^N) \cap L^{\sigma_c}(\mathbb{R}^N) \), from the Gagliardo-Nirenberg inequality\(^{14}\) (2.2), we get that
\[
\{w_n\}_{n \in \mathbb{N}} \text{ is uniformly bounded in } L^p(\mathbb{R}^N) \text{ for all } p \in (\sigma, 2^*),
\]
where
\[
2^* = \begin{cases} \frac{2N}{N - 2}, & N \geq 3 \\ \infty, & N = 1, 2. \end{cases}
\]
\(^{14}\) For \( N \geq 3 \) it is enough to use the Sobolev embedding 2.1 and interpolation.
Moreover, given \( \varepsilon > 0 \) for \( R \geq \varepsilon^{-\frac{1}{2}} \) we have from (4.11) that

\[
\int_{\mathbb{R}^N \setminus B(0, R)} |x|^{-b} |w_n|^{2\sigma+2} \, dx \leq \varepsilon \int_{\mathbb{R}^N \setminus B(0, R)} |w_n|^{2\sigma+2} \leq C\varepsilon,
\]

where \( B(0, R) = \{ x \in \mathbb{R}^N; |x| \leq R \} \).

Now, we estimate the integral over the ball \( B(0, R) \). Note that

\[
\int_{B(0, R)} |\nabla w_n|^2 \, dx \leq \int |\nabla w_n|^2 \, dx.
\]

Moreover, by Hölder’s inequality and Sobolev embedding we get for \( p \in (2, 2^*) \)

\[
\int_{B(0, R)} |w_n|^2 \, dx \leq C_{R,N} \|w_n\|_{L^p}^2 \leq C_{R,N} \|\nabla w_n\|^2_{L^2}.
\]

and therefore \( \{w_n\}_{n \in \mathbb{N}} \) is uniformly bounded in \( H^1(B(0, R)) \).

From the compact embedding on bounded domains \( H^1(B(0, R)) \subset L^p(B(0, R)) \) for \( p \in (2, 2^*) \) (see, for instance, Cazenave [5, Theorem 1.3.4]\(^{15} \)) and the fact that \( w_n \to 0 \) in \( L^{2^*}(\mathbb{R}^N) \), we deduce that

\[
w_n \to 0 \text{ in } L^p(B(0, R)) \quad \text{for all } \quad p \in (2, 2^*),
\]

up to a subsequence. Again, since \( \sigma < \frac{2-b}{N-2} \), we obtain \( \frac{N-b}{N} - (\sigma + 1) \frac{N-2}{N} > 0 \). Thus, we can choose \( \gamma' \geq 1 \) such that \( \gamma' < \frac{N}{b} \) and \( 2 < (2\sigma + 2)\gamma' < 2^* \) (where \( \gamma' \) is such that \( \frac{1}{\gamma} + \frac{1}{\gamma'} = 1 \)). Hence, by Hölder’s inequality we have

\[
\int_{B(0, R)} |x|^{-b} |w_n|^{2\sigma+2} \, dx \leq \left( \int_{B(0, R)} |x|^{-b\gamma'} \, dx \right)^{\frac{1}{\gamma'}} \left( \int_{B(0, R)} |w_n|^{(2\sigma+2)\gamma'} \, dx \right)^{\frac{1}{\gamma'}}
\]

\[
\leq \left( \int_{B(0, R)} |x|^{-b\gamma'} \, dx \right)^{\frac{1}{\gamma'}} \left( \int_{B(0, R)} |w_n|^{(2\sigma+2)\gamma'} \, dx \right)^{\frac{1}{\gamma'}}.
\]

So, in view of (4.12), given \( \varepsilon > 0 \) there exists \( n_0 \) such that for any \( n \geq n_0 \)

\[
\int_{B(0, R)} |x|^{-b} |w_n|^{2\sigma+2} \, dx < \varepsilon,
\]

which completes the proof of Proposition 4.2. \( \square \)

We now show Theorem 1.3, which characterizes the sharp constant for the Gagliardo-Nirenberg type inequality (4.1).

**Proof of Theorem 1.3** Given \( f \in \dot{H}^1(\mathbb{R}^N) \cap L^{2^*}(\mathbb{R}^N) \), define the Weinstein functional

\[
J(f) = \frac{\|\nabla f\|_{L^2}^2 \|f\|_{L^{2^*}}^{2\sigma}}{\|1 \cdot |x|^{-\frac{b}{2\sigma+2}} f\|_{L^{2^*}}^{2\sigma+2}}.
\]

\(^{15} \) In the case \( N = 1 \) we have \( H^1(B(0, R)) \subset L^\infty(B(0, R)) \). Since the embedding \( L^\infty(B(0, R)) \subset L^p(B(0, R)) \) for all \( p \geq 1 \) is continuous, we also have that the embedding \( H^1(B(0, R)) \subset L^p(B(0, R)) \), for all \( p \geq 1 \) is compact.
We set \( J = \inf_{f \in H^1(\mathbb{R}^N), f \neq 0} J(f) \) and consider a minimizing sequence \( \{ f_n \}_{n \in \mathbb{N}} \). From (4.1), we can deduce that \( J > 0 \). Now rescale \( \{ f_n \}_{n \in \mathbb{N}} \) by setting

\[
g_n(x) = \mu_n f_n(\theta_n x),
\]

with

\[
\mu_n = \frac{\| f_n \|_{L^{2\gamma}(\mathbb{R}^N)^c}^{N-2}}{\| \nabla f_n \|_{L^2}^{2-\beta}} \quad \text{and} \quad \theta_n = \left( \frac{\| f_n \|_{L^{2\gamma}(\mathbb{R}^N)^c}}{\| \nabla f_n \|_{L^2}} \right)^{\frac{1}{1-\gamma}}.
\]

A direct calculation implies

\[
\| g_n \|_{L^\gamma} = \mu_n^\gamma \int |f_n(\theta_n x)|^\gamma dx = \frac{\mu_n^\gamma}{\theta_n^\gamma} = 1
\]

and

\[
\| \nabla g_n \|_{L^2}^2 = \mu_n^2 \int \theta_n^2 |\nabla f_n(\theta_n x)|^2 dx = \frac{\mu_n^2}{\theta_n^2} \| \nabla f_n \|_{L^2}^2 = 1,
\]

that is, \( \| g_n \|_{L^\gamma} = \| \nabla g_n \|_{L^2} = 1 \). Moreover, since \( J \) is invariant under this scaling, \( \{ g_n \}_{n \in \mathbb{N}} \) is also a minimizing sequence and bounded in \( H^1(\mathbb{R}^N) \cap L^{\gamma}(\mathbb{R}^N) \). Furthermore, there exists \( g^* \in H^1(\mathbb{R}^N) \cap L^{\gamma}(\mathbb{R}^N) \) such that, up to a subsequence, \( g_n \to g^* \) weakly in \( H^1(\mathbb{R}^N) \cap L^{\gamma}(\mathbb{R}^N) \), and then

\[
\| g^* \|_{L^\gamma} \leq 1 \quad \text{and} \quad \| \nabla g^* \|_{L^2} \leq 1.
\]

Thus, from Proposition 4.2, we have

\[
J \leq J(g^*) \leq \frac{1}{\| \cdot \|_{L^{2\gamma}}^{2\sigma+2} g^*_{L^{2\sigma+2}}} = \lim_{n \to \infty} \frac{1}{\| \cdot \|_{L^{2\gamma}}^{2\sigma+2} g_n_{L^{2\sigma+2}}} = J.
\]

Consequently,

\[
J(g^*) = \frac{1}{\| \cdot \|_{L^{2\gamma}}^{2\sigma+2} g^*_{L^{2\sigma+2}}} \quad \text{and} \quad \| g^* \|_{L^\gamma} = \| \nabla g^\gamma \|_{L^2} = 1.
\]

In particular, \( g^* \neq 0 \) and is a minimizer for the functional \( J \). Moreover, \( g^* \) is a solution for the Euler-Lagrange equation

\[
\frac{d}{ds} \bigg|_{s=0} J(g_s) = 0,
\]

where \( g_s = g^* + s \varphi \) for \( \varphi \in \mathcal{S}(\mathbb{R}^N) \). On the other hand, computing the Fréchet derivative, we deduce

\[
\frac{d}{ds} \bigg|_{s=0} \| g_s \|_{L^\gamma}^{2\sigma} = \frac{2\sigma}{\alpha_c} \| g^* \|_{L^\gamma}^{2\sigma-\alpha_c} \frac{d}{ds} \bigg|_{s=0} \| g_s \|_{L^\gamma}^{\alpha_c} = 2\sigma \| g^* \|_{L^\gamma}^{2\sigma-\alpha_c} \Re \langle |g^*|^{\alpha_c-2} g^*, \varphi \rangle.
\]
From (4.13), \( \|v^*\|_{L^\alpha} = \|\nabla v^*\|^2_{L^2} = 1 \) and
\[
J(f) \left\| |\cdot|^{-\frac{b}{2\sigma^2+2}} f \right\|_{L^{2\sigma+2}}^{2\sigma+2} = \|\nabla f\|^2_{L^2} \|f\|^2_{L^{\alpha, \sigma}},
\]
we have
\[
\text{Re} \left( -\Delta g^* - (\sigma + 1)J|\cdot|^{-b}|g^*|^{2\sigma} g^* + \sigma |g^*|^{\sigma-2} g^*, \varphi \right) = 0, \tag{4.14}
\]
where \( \langle \cdot, \cdot \rangle \) is the inner product in \( L^2 \). Taking \( i\varphi \) instead of \( \varphi \) in (4.14) and using that \( \text{Re}(iz) = -\text{Im}(z) \), we get
\[
\text{Im} \left( -\Delta v^* - (\sigma + 1)J|\cdot|^{-b}|v^*|^{2\sigma} v^* + \sigma |v^*|^{\sigma-2} v^*, \varphi \right) = 0.
\]
Consequently, \( g^* \) is a solution for elliptic equation
\[
\Delta g^* + (\sigma + 1)J|\cdot|^{-b}|g^*|^{2\sigma} g^* = \sigma |g^*|^{\sigma-2} g^*.
\]
Now, we take \( V \) defined by \( g^*(x) = \alpha V(\beta x) \) with
\[
\alpha = \left( \frac{(\sigma + 1)J}{\sigma^{2-b}} \right)^{\frac{2N}{(\alpha - 2)(\alpha - 2)}} \quad \text{and} \quad \beta = \sigma^{\frac{1}{2}} \left( \frac{(\sigma + 1)J}{\sigma^{2-b}} \right)^{\frac{N(\alpha - 2)}{(\alpha - 2)(\alpha - 2)}}
\]
so that \( V \) is a solution of (1.5) and
\[
\|V\|_{L^\alpha}^\sigma = \beta^N \left( \frac{\alpha}{\alpha^\sigma} \right) \|g^*\|_{L^\alpha}^{\sigma\alpha} = \frac{\beta^N}{\alpha^\sigma} = \left( \frac{\alpha}{\alpha + 1} \right)^{\frac{N}{\alpha - 2}}.
\]
Note that, this implies
\[
J = \frac{\|V\|_{L^\alpha}^{2\sigma}}{\sigma + 1}
\]
and by the definition of \( J \), we have for all \( f \in H^1(\mathbb{R}^N) \cap L^\alpha(\mathbb{R}^N) \)
\[
\frac{\|V\|_{L^\alpha}^{2\sigma}}{\sigma + 1} = J \leq \left\| \nabla f \right\|_{L^2} \|f\|^2_{L^{\alpha, \sigma}} \left\| |\cdot|^{-\frac{b}{2\sigma+2}} f \right\|_{L^{2\sigma+2}}^{2\sigma+2},
\]
which implies (1.4). On the other hand, by Lemma 4.1, if \( \phi \) is a solution of the elliptic equation (4.2), then \( J(\phi) \) is given by
\[
J(\phi) = \left\| \nabla \phi \right\|_{L^2} \|\phi\|_{L^\alpha} \left\| \phi \right\|_{L^\alpha} \left\| |\cdot|^{-\frac{b}{2\sigma+2}} \phi \right\|_{L^{2\sigma+2}}^{2\sigma+2} = \frac{1}{\sigma} \|\phi\|_{L^\alpha}^{\sigma + 1} \|\phi\|_{L^\alpha}^{\sigma} = \left\| \phi \right\|_{L^\alpha}^{2\sigma} \left\| |\cdot|^{-\frac{b}{2\sigma+2}} \phi \right\|_{L^{2\sigma+2}}^{2\sigma+2}.
\]
Therefore, since \( J(V) = \min_{f \in H^1 \cap L^\alpha, f \neq 0} J(f) \), we have that \( V \) is a solution of (1.5) with minimal \( L^\alpha(\mathbb{R}^N) \)-norm. \( \Box \)

As a consequence of the Theorem 1.3, we obtain the following global well-posedness result.
Proof of Theorem 1.4} By the Gagliardo-Nirenberg inequality in Theorem 1.3 and energy conservation, we get
\[ E(u_0) = E(u(t)) = \frac{1}{2} \| \nabla u(t) \|^2_{L^2} - \frac{1}{2\sigma + 2} \left\| \cdot \right\|_{L^{2\sigma+2}}^{2\sigma+2} u(t) \]
\[ \geq \frac{1}{2} \| \nabla u(t) \|^2_{L^2} \left( 1 - \frac{\| u(t) \|^2_{L^{2\sigma}}} {\| V \|^2_{L^{2\sigma}}} \right). \]

Since \( \dot{H}^{\sigma_c}(\mathbb{R}^N) \subset L^{\sigma_c}(\mathbb{R}^N) \), from the assumption \( \sup_{t \in [0, T^*)} \| u(t) \|_{\dot{H}^{\sigma_c}} < \| V \|_{L^{\sigma_c}} \), we deduce that \( \| \nabla u(t) \|_{L^2} \) is bounded for all \( t \in [0, T^*) \). On the other hand, since \( \| u(t) \|_{\dot{H}^{\sigma_c} \cap \dot{H}^{1}} = \| u(t) \|_{\dot{H}^{\sigma_c}} + \| u(t) \|_{\dot{H}^{1}} \), by the blow-up alternative (see Corollary 3.5) if \( T^* < \infty \), then \( \lim_{t \uparrow T^*} \| \nabla u(t) \|_{L^2} = \infty \), which is a contradiction. Consequently, \( u \) is a global solution for (1.1).

\( \square \)

Remark 4.3} It is possible to replace the assumption \( \sup_{t \in [0, T^*)} \| u(t) \|_{\dot{H}^{\sigma_c}} < \| V \|_{L^{\sigma_c}} \) in the statement of Theorem 1.4 by \( \sup_{t \in [0, T^*)} \| u(t) \|_{L^{\sigma_c}} < \| V \|_{L^{\sigma_c}} \) and (1.6). Indeed, from \( \sup_{t \in [0, T^*)} \| u(t) \|_{L^{\sigma_c}} < \| V \|_{L^{\sigma_c}} \) we deduce that \( \| \nabla u(t) \|_{L^2} \) is bounded for all \( t \in [0, T^*) \). Moreover, the assumption (1.6) and Corollary 3.5 implies \( \lim_{t \uparrow T^*} \| \nabla u(t) \|_{L^2} = \infty \), achieving the contradiction.

5 Critical Norm Concentration

In this section, we prove our main result about \( L^{\sigma_c} \)-norm concentration in the intercritical regime for finite time blow-up solution.

Proof of Theorem 1.5} Let \( \{ t_n \}_{n \in \mathbb{N}} \) be an arbitrary time sequence such that \( t_n \uparrow T^* \), as \( n \to \infty \). Define
\[ \rho_n = \left( \frac{1}{\| \nabla u(t_n) \|_{L^2}} \right)^{\frac{1}{\sigma_c}} \quad \text{and} \quad v_n(x) = \rho_n^{\frac{2-b}{2\sigma_c}} u(\rho_n x, t_n). \]

In this case, for all \( n \in \mathbb{N} \), we get
\[ \| v_n \|_{\dot{H}^{\sigma_c}} = \| u(t_n) \|_{\dot{H}^{\sigma_c}} < \infty , \]
\[ \| \nabla v_n \|^2_{L^2} = \int |\nabla v_n|^2 dx = \rho_n^{\frac{2(1-b)}{2\sigma_c} + 2-N} \| \nabla u(t_n) \|^2_{L^2} = \rho_n^{2(1-\sigma_c)} \| \nabla u(t_n) \|^2_{L^2} = 1 \]
and
\[ E(v_n) = \frac{1}{2} \| \nabla v_n \|^2_{L^2} - \frac{1}{2\sigma + 2} \int |x|^{-b} |v_n|^{2\sigma+2} dx = \rho_n^{2(1-\sigma_c)} E(u_0). \]

So \( \{ v_n \}_{n \in \mathbb{N}} \) is a bounded sequence in \( \dot{H}^{\sigma_c}(\mathbb{R}^N) \cap \dot{H}^{1}(\mathbb{R}^N) \) and since \( \rho_n \to 0 \) when \( n \to \infty \), we have
\[ \lim_{n \to \infty} E(v_n) = 0. \]

Thus, there exists \( v^* \in \dot{H}^{\sigma_c}(\mathbb{R}^N) \cap \dot{H}^{1}(\mathbb{R}^N) \) such that, up to a subsequence, \( v_n \to v^* \) in \( \dot{H}^{\sigma_c}(\mathbb{R}^N) \cap \dot{H}^{1}(\mathbb{R}^N) \), as \( n \to \infty \). Moreover since \( \dot{H}^{\sigma_c}(\mathbb{R}^N) \subset L^{\sigma_c}(\mathbb{R}^N) \) we have
\[ \| \nabla v^* \|_{L^2} \leq \lim \inf_{n \to \infty} \| \nabla v_n \|_{L^2} \quad \text{and} \quad \| v^* \|_{L^{\sigma_c}} \leq \lim \inf_{n \to \infty} \| v_n \|_{L^{\sigma_c}}. \]
In addition, by Proposition 4.2
\[
\lim_{n \to \infty} \| \cdot |^{b \sigma} v_n \|_{L^{2 \alpha} + 2} = \| \cdot |^{b \sigma} v^* \|_{L^{2 \alpha} + 2}.
\]  
(5.2)

Hence, from the sharp Gagliardo-Nirenberg inequality in Theorem 1.3, (5.1) and (5.2), we get
\[
0 = \liminf_{n \to \infty} E(v_n) \geq \frac{1}{2} \| \nabla v^* \|_{L^2}^2 \left( 1 - \frac{\| v^* \|_{L^{2 \alpha}}^{2 \alpha}}{\| V \|_{L^{2 \alpha}}} \right),
\]
which implies \( \| v^* \|_{L^{2 \alpha}} \geq \| V \|_{L^{2 \alpha}} \). Consequently, for every \( R > 0 \),
\[
\liminf_{n \to \infty} \int_{|x| \leq \lambda(t_n)} |u(x, t_n)|^{\sigma_c} \, dx \geq \int_{|x| \leq R} |v^*|^{\sigma_c} \, dx,
\]
where we have used the weak convergence \( v_n \rightharpoonup v^* \) in \( \tilde{H}^{s_c} \) in the last inequality. Using the assumption \( \lambda(t_n)/\rho_n \to \infty \) as \( n \to \infty \), we obtain
\[
\liminf_{n \to \infty} \int_{|x| \leq \lambda(t_n)} |u(x, t_n)|^{\sigma_c} \, dx \geq \int_{|x| \leq R} |v^*|^{\sigma_c} \, dx,
\]
for all \( R > 0 \), which gives
\[
\liminf_{n \to \infty} \int_{|x| \leq \lambda(t_n)} |u(x, t_n)|^{\sigma_c} \, dx \geq \| V \|_{L^{2 \alpha}}^{\sigma_c}.
\]
Since \( \{t_n\}_{n \in \mathbb{N}} \) is arbitrary, we deduce that
\[
\liminf_{t \to T^*} \int_{|x| \leq \lambda(t)} |u(x, t)|^{\sigma_c} \, dx \geq \| V \|_{L^{2 \alpha}}^{\sigma_c},
\]
which completes the proof. \( \Box \)

6 A Remark on Another Concentration Result for the INLS Equation

Here, we present some results which can be obtained in a similar manner to those established in the two previous sections. First, Proposition 4.2 allows us to obtain an alternative Gagliardo-Nirenberg type inequality.

Theorem 6.1 Let \( N \geq 1, 0 < b < 2, \frac{2-b}{N} < \sigma < \frac{2-b}{N-2} \) if \( N = 1, 2 \), and \( s_c = N \sigma - \frac{2-b}{2 \sigma} \), then the following Gagliardo-Nirenberg inequality holds for all \( f \in \dot{H}^{s_c} \cap \dot{H}^1 \)
\[
\int_{\mathbb{R}^N} |x|^{-b} |f(x)|^{2 \sigma + 2} \, dx \leq \frac{\sigma + 1}{\| W \|_{\dot{H}^{s_c}}^{2 \sigma}} \| \nabla f \|_{L^2}^2 \| f \|_{\dot{H}^{s_c}}^{2 \sigma},
\]
where \( W \) is a solution to the elliptic equation,
\[
\Delta W + |x|^{-b} |W|^{2 \sigma} W - (-\Delta)^{s_c} W = 0
\]  
(6.1)
with minimal \( \dot{H}^{s_c} \)-norm.
Sketch of the proof of Theorem 6.1

Step 1. Define the Weinstein functional
\[
J(f) = \frac{\| \nabla f \|_{L^2}^2 \| f \|_{H^{2\sigma}}^{2\sigma}}{\| \cdot - b \|_{L^{2\sigma+2}}}.
\]
and the number
\[
J = \inf_{f \in H^{\infty} \cap H^1, f \neq 0} J(f).
\]

Step 2. Let \( \{ f_n \}_{n \in \mathbb{N}} \) be a minimizing sequence in \( \dot{H}^{\infty} (\mathbb{R}^N) \cap \dot{H}^1 (\mathbb{R}^N) \) and consider the sequence \( w_n(x) = \mu_n f_n (\theta_n x) \) with
\[
\mu_n = \frac{\| f_n \|_{H^{\infty}}^{N-2} \| f_n \|_{H^{2\sigma}}^{2\sigma-2}}{\| \nabla f_n \|_{L^2}^{2\sigma-2e}} \quad \text{and} \quad \theta_n = \left( \frac{\| f_n \|_{H^{\infty}}}{\| \nabla f_n \|_{L^2}} \right)^{\frac{1}{1-e}}.
\]
Thus, \( \| w_n \|_{H^{\infty}} = \| \nabla w_n \|_{L^2} = 1 \) and \( \{ w_n \}_{n \in \mathbb{N}} \) is a minimizing sequence in \( \dot{H}^{\infty} (\mathbb{R}^N) \cap \dot{H}^1 (\mathbb{R}^N) \).

Step 3. There exists \( w^* \in \dot{H}^{\infty} (\mathbb{R}^N) \cap \dot{H}^1 (\mathbb{R}^N) \) such that \( w_n \to w^* \) in \( \dot{H}^{\infty} (\mathbb{R}^N) \cap \dot{H}^1 (\mathbb{R}^N) \), as \( n \to \infty \). Moreover,
\[
\| w^* \|_{H^{\infty}} \leq 1 \quad \text{and} \quad \| \nabla w^* \|_{L^2} \leq 1,
\]
and from Proposition 4.2 it follows that \( J(w^*) = J \).

Step 4. Since \( w^* \) is a solution for Euler-Lagrange equation
\[
\frac{d}{ds} \bigg|_{s=0} J(w_s) = 0,
\]
where \( w_s = w^* + s \varphi \) for \( \varphi \in \mathcal{S}(\mathbb{R}^N) \) we deduce that
\[
\langle - \Delta w^* - (\sigma + 1) J | x |^{-b} | w^* |^{2\sigma} w^* + \sigma (-\Delta)^{\infty} w^*, \varphi \rangle = 0,
\]
where \( (-\Delta)^{\infty} w^* \) satisfies \( \langle (-\Delta)^{\infty} w^*, \varphi \rangle = \langle D^{\infty} w^*, D^{\infty} \varphi \rangle \) for all \( \varphi \in \mathcal{S}(\mathbb{R}^N) \).

Step 5. If \( W \) is given by \( w^*(x) = \alpha W(\beta x) \) with
\[
\alpha = \left[ \frac{\sigma^{2-b}}{(\sigma + 1) J} \right]^\frac{1}{2\sigma} \quad \text{and} \quad \beta = \sigma \left( \frac{\sigma^{2-b}}{(\sigma + 1) J} \right)^\frac{1}{2\sigma},
\]
then
\[
\| W \|_{H^{\infty}} = \frac{\beta^{2-b}}{\alpha} \| w^* \|_{H^{\infty}} = \left[ (\sigma + 1) J \right]^\frac{1}{2\sigma}
\]
and \( W \) is a solution (in the weak sense) to the elliptic equation
\[
\Delta W + |x|^{-b} |W|^{2\sigma} W = (-\Delta)^{\infty} W,
\]
with minimal \( H^{\infty} \)-norm.

Step 6. Therefore, for all \( f \in \dot{H}^{\infty} (\mathbb{R}^N) \cap \dot{H}^1 (\mathbb{R}^N) \)
\[
\int |x|^{-b} |f(x)|^{2\sigma+2} \leq \frac{1}{J} \| \nabla f \|_{L^2}^2 \| u \|_{H^{2\sigma}}^2 = \frac{\sigma + 1}{\| W \|_{H^{\infty}}^2} \| \nabla f \|_{L^2}^2 \| f \|_{H^{\infty}}^{2\sigma},
\]
which completes the proof.
Next, with this new Gagliardo-Nirenberg type inequality in hand we can prove a variant global well-posedness and concentration results. We will omit the proofs as they are completely analogous to the proofs of Theorem 1.4 and Theorem 1.5.

**Theorem 6.2** Let \( N \geq 3 \), \( 0 < b < \min\left(\frac{N}{2}, 2, \frac{2-b}{N-2}\right) \), and \( s_c = \frac{N}{2} - \frac{2-b}{2\sigma} \). For \( u_0 \in \dot{H}^{s_c}(\mathbb{R}^N) \cap \dot{H}^1(\mathbb{R}^N) \), let \( u(t) \) be the corresponding solution to (1.1) given by Theorem 1.2 and \( T^* > 0 \) the maximal time of existence. Suppose that \( \sup_{t \in [0, T^*)} \|u(t)\|_{\dot{H}^{s_c}} < \|W\|_{\dot{H}^{s_c}} \), where \( W \) is a solution of the elliptic equation (6.1) with minimal \( \dot{H}^{s_c} \)-norm. Then \( u(t) \) exists globally in the time.

From Proposition 4.2 and Theorem 6.1, we also obtain the following \( \dot{H}^{s_c} \)-norm concentration.

**Theorem 6.3** Let \( N \geq 3 \), \( 0 < b < \min\left(\frac{N}{2}, 2\right) \) and \( \frac{2-b}{N} < \sigma < \frac{2-b}{N-2} \). For \( u_0 \in \dot{H}^{s_c} \cap \dot{H}^1 \), let \( u(t) \) be the corresponding solution to (1.1) given by Theorem 1.2 and assume that it blows up in finite time \( T^* > 0 \) satisfying (1.6). If \( \lambda(t) > 0 \) is such that

\[
\lambda(t)\|\nabla u(t)\|_{L^2}^{\frac{1}{2} - \frac{1}{s_c}} \to \infty, \quad \text{as} \quad t \to T^*,
\]

then,

\[
\liminf_{t \to T^*} \int_{|x| \leq \lambda(t)} |D^{s_c} u(x, t)|^2 \, dx \geq \|W\|^2_{\dot{H}^{s_c}}
\]

where \( W \) is a minimal \( \dot{H}^{s_c} \)-norm solution to elliptic equation (6.1).
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**A Appendix**

Let \( N \geq 3 \), \( 0 < b < 2, \frac{2-b}{N} < \sigma < \frac{2-b}{N-2} \) and \( s_c = \frac{N}{2} - \frac{2-b}{2\sigma} \). Given \((q, p)\) \( L^2 \)-admissible and \((a, r)\) \( \dot{H}^{s_c} \)-admissible, we define the space (recall definition (2.5))

\[
X = \left( \bigcap_{(q, p) \in A_0} L^q \left([-T, T]; \dot{H}^{s_c, p} \cap \dot{H}^{1, p}\right) \right) \cap \left( \bigcap_{(a, r) \in A_{s_c}} L^a \left([-T, T]; L^r\right) \right)
\]

equipped with the norm

\[
\|u\|_I = \|\nabla u\|_{S(L^2; I)} + \|D^{s_c} u\|_{S(L^2; I)} + \|u\|_{S(\dot{H}^{s_c}; I)}
\]

where \( I = [-T, T] \). For \( m, T > 0 \), let \( S(m, T) \) be the set

\[
S(m, T) = \{u \in X; \|u\|_T \leq m\}
\]

and \( d_T \) the metric in \( X \) given by

\[
d_T(u, v) = \|u - v\|_{S(\dot{H}^{s_c}; I)}
\]

We use a similar argument to the one in Cazenave [5, Theorem 4.4.1] to show the following result.
Lemma A.1  \((S(m, T), d_T)\) is a complete metric space.

Proof Since \(S(m, T) \subset X\) and \(X\) is a Banach space, it suffices to show that \(S(m, T)\) with the metric \(d_T\) is closed in \(S(\dot{H}^{\sigma_c}; I)\). For this end, let \(\{u_n\}_{n \in \mathbb{N}} \subset S(m, T)\) and \(u \in S(\dot{H}^{\sigma_c}; I)\) such that \(d_T(u_n, u) \to 0\), as \(n \to \infty\). This means that \(u_n \to u\) in \(L_I^q L_x^r\) as \(n \to \infty\) for all \((a, r)\) \(\dot{H}^{\sigma_c}\)-admissible and, in particular,
\[
    u_n(t) \to u(t) \text{ in } L_x^r(\mathbb{R}^N) \text{ as } n \to \infty \text{ for a.a. } t \in [-T, T]. \quad (A.1)
\]

Moreover, since
\[
    \|u\|_{L_I^q L_x^r} \leq \|u_n - u\|_{L_I^q L_x^r} + \|u_n\|_{L_I^q L_x^r}, \quad \text{for all } (a, r) \dot{H}^{\sigma_c}\text{-admissible},
\]
and taking \(n \to \infty\), we have
\[
    \|u\|_{L_I^q L_x^r} \leq \liminf_{n \to \infty} \|u_n\|_{L_I^q L_x^r}. \quad (A.2)
\]

Now, let \((q, p) \neq (\infty, 2)\) be a \(L^2\)-admissible pair. Since \(\{u_n\}_{n \in \mathbb{N}}\) is a bounded sequence in \(L_I^q \dot{H}^{1,p}\), we have
\[
    u_n \to u \text{ in } L_I^q \dot{H}^{1,p}, \text{ as } n \to \infty \text{ and }
\]
\[
    \|\nabla u\|_{L_I^q L_x^p} \leq \liminf_{n \to \infty} \|\nabla u_n\|_{L_I^q L_x^p}. \quad (A.3)
\]
In the same way, we also deduce
\[
    \|D^{\sigma_c} u\|_{L_I^q L_x^p} \leq \liminf_{n \to \infty} \|D^{\sigma_c} u_n\|_{L_I^q L_x^p}. \quad (A.4)
\]

We now consider the pair \((q, p) = (\infty, 2)\). From the Sobolev embedding (2.1), we have that \(\dot{H}^{\sigma_c}(\mathbb{R}^N) \cap \dot{H}^{1}(\mathbb{R}^N) \subset \dot{H}^{\sigma_c}(\mathbb{R}^N) \subset L^{\sigma_c}(\mathbb{R}^N)\), for \(\sigma_c = \frac{2N}{N-2\sigma_c}\). Since the pair \((\infty, \frac{2N}{N-2\sigma_c})\) is \(\dot{H}^{\sigma_c}\)-admissible, we have that (A.1) holds for \(r = \sigma_c\). In addition, by the definition of \(S(m, T)\), we have that \(\{u_n\}_{n \in \mathbb{N}}\) is a bounded sequence in \(L^\infty([-T, T]; \dot{H}^{\sigma_c} \cap \dot{H}^1)\). Thus, by Cazenave [5, Theorem 1.2.5], it follows that
\[
    u \in L^\infty([-T, T]; \dot{H}^{\sigma_c} \cap \dot{H}^1)
\]
and
\[
    \|\nabla u\|_{L_T^\infty L_x^2} + \|D^{\sigma_c} u\|_{L_T^\infty L_x^2} \leq \liminf_{n \to \infty} \left(\|\nabla u_n\|_{L_T^\infty L_x^2} + \|D^{\sigma_c} u_n\|_{L_T^\infty L_x^2}\right). \quad (A.5)
\]
Hence, using (A.2), (A.3), (A.4) and (A.5) for all \((q, p)\) \(L^2\)-admissible and \((a, r)\) \(\dot{H}^{\sigma_c}\)-admissible
\[
    \|\nabla u\|_{L_I^q L_x^p} + \|D^{\sigma_c} u\|_{L_I^q L_x^p} + \|u\|_{L_I^q L_x^r} \leq \liminf_{n \to \infty} \left(\|\nabla u_n\|_{L_I^q L_x^p} + \|D^{\sigma_c} u_n\|_{L_I^q L_x^p} + \|u_n\|_{L_I^q L_x^r}\right) \leq m.
\]
Therefore,
\[
    \|\nabla u\|_{S(L^2([-T,T]))} + \|D^{\sigma_c} u\|_{S(L^2([-T,T]))} + \|u\|_{S(\dot{H}^{\sigma_c}([-T,T]))} \leq m,
\]
and thus, \(u \in S(m, T)\), which completes the proof. \(\square\)
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