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Abstract

We introduce dense vision transformers, an architecture that leverages vision transformers in place of convolutional networks as a backbone for dense prediction tasks. We assemble tokens from various stages of the vision transformer into image-like representations at various resolutions and progressively combine them into full-resolution predictions using a convolutional decoder. The transformer backbone processes representations at a constant and relatively high resolution and has a global receptive field at every stage. These properties allow the dense vision transformer to provide finer-grained and more globally coherent predictions when compared to fully-convolutional networks. Our experiments show that this architecture yields substantial improvements on dense prediction tasks, especially when a large amount of training data is available. For monocular depth estimation, we observe an improvement of up to 28% in relative performance when compared to a state-of-the-art fully-convolutional network. When applied to semantic segmentation, dense vision transformers set a new state of the art on ADE20K with 49.02% mIoU. We further show that the architecture can be fine-tuned on smaller datasets such as NYUv2, KITTI, and Pascal Context where it also sets the new state of the art. Our models are available at https://github.com/intel-isl/DPT.

1. Introduction

Virtually all existing architectures for dense prediction are based on convolutional networks [6, 31, 34, 42, 49, 50, 53]. The design of dense prediction architectures commonly follows a pattern that logically separates the network into an encoder and a decoder. The encoder is frequently based on an image classification network, also called the backbone, that is pretrained on a large corpus such as ImageNet [9]. The decoder aggregates features from the encoder and converts them to the final dense predictions. Architectural research on dense prediction frequently focuses on the decoder and its aggregation strategy [6, 7, 50, 53]. However, it is widely recognized that the choice of backbone architecture has a large influence on the capabilities of the overall model, as any information that is lost in the encoder is impossible to recover in the decoder.

Convolutional backbones progressively downsample the input image to extract features at multiple scales. Downsampling enables a progressive increase of the receptive field, the grouping of low-level features into abstract high-level features, and simultaneously ensures that memory and computational requirements of the network remain tractable. However, downsampling has distinct drawbacks that are particularly salient in dense prediction tasks: feature resolution and granularity are lost in the deeper stages of the model and can thus be hard to recover in the decoder. While feature resolution and granularity may not matter for some tasks, such as image classification, they are critical for dense prediction, where the architecture should ideally be able to resolve features at or close to the resolution of the input image.

Various techniques to mitigate the loss of feature granularity have been proposed. These include training at higher input resolution (if the computational budget permits), dilated convolutions [49] to rapidly increase the receptive field without downsampling, appropriately-placed skip connections from multiple stages of the encoder to the decoder [31], or, more recently, by connecting multi-resolution representations in parallel throughout the network [42]. While these techniques can significantly improve prediction quality, the networks are still bottlenecked by their fundamental building block: the convolution. Convolutions together with non-linearities form the fundamental computational unit of image analysis networks. Convolutions, by definition, are linear operators that have a limited receptive field. The limited receptive field and the limited expressivity of an individual convolution necessitate sequential stacking into very deep architectures to acquire sufficiently broad context and sufficiently high representational power. This, however, requires the production of many intermediate representations that require a large amount of
memory. Downsampling the intermediate representations is necessary to keep memory consumption at levels that are feasible with existing computer architectures.

In this work, we introduce the dense prediction transformer (DPT). DPT is a dense prediction architecture that is based on an encoder-decoder design that leverages a transformer as the basic computational building block of the encoder. Specifically, we use the recently proposed vision transformer (ViT) [11] as a backbone architecture. We re-assemble the bag-of-words representation that is provided by ViT into image-like feature representations at various resolutions and progressively combine the feature representations into the final dense prediction using a convolutional decoder. Unlike fully-convolutional networks, the vision transformer backbone foregoes explicit downsampling operations after an initial image embedding has been computed and maintains a representation with constant dimensionality throughout all processing stages. It furthermore has a global receptive field at every stage. We show that these properties are especially advantageous for dense prediction tasks as they naturally lead to fine-grained and globally coherent predictions.

We conduct experiments on monocular depth estimation and semantic segmentation. For the task of general-purpose monocular depth estimation [30], where large-scale training data is available, DPT provides a performance increase of more than 28% when compared to the top-performing fully-convolutional network for this task. The architecture can also be fine-tuned to small monocular depth prediction datasets, such as NYUv2 [35] and KITTI [15], where it also sets the new state of the art. We provide further evidence of the strong performance of DPT using experiments on semantics segmentation. For this task, DPT sets a new state of the art on the challenging ADE20K [54] and Pascal Context [26] datasets. Our qualitative results indicate that the improvements can be attributed to finer-grained and more globally coherent predictions in comparison to convolutional networks.

2. Related Work

Fully-convolutional networks [33, 34] are the prototypical architecture for dense prediction. Many variants of this basic pattern have been proposed over the years, however, all existing architectures adopt convolution and subsampling as their fundamental elements in order to learn multi-scale representations that can leverage an appropriately large context. Several works propose to progressively upsample representations that have been pooled at different stages [1, 23, 27, 31], while others use dilated convolutions [6, 7, 49] or parallel multi-scale feature aggregation at multiple scales [53] to recover fine-grained predictions while at the same time ensuring a sufficiently large context. More recent architectures maintain a high-resolution repre-
of size $p^2$ pixels from the image. The patches are flattened into vectors and individually embedded using a linear projection. An alternative, more sample-efficient, variant of ViT extracts the embedding by applying a ResNet50 [16] to the image and uses the pixel features of the resulting feature maps as tokens. Since transformers are set-to-set functions, they do not intrinsically retain the information of the spatial positions of individual tokens. The image embeddings are thus concatenated with a learnable positional embedding to add this information to the representation. Following work in NLP, the ViT additionally adds a special token that is not grounded in the input image and serves as the final, global image representation which is used for classification. We refer to this special token as the readout token.

The input image is transformed into tokens (orange) either by extracting non-overlapping patches followed by a linear projection of their flattened representation (DPT-Base and DPT-Large) or by applying a ResNet-50 feature extractor (DPT-Hybrid). The image embedding is augmented with a positional embedding and a patch-independent readout token (red) is added. The tokens are passed through multiple transformer stages. We reassemble tokens from different stages into an image-like representation at multiple resolutions (green). Fusion modules (purple) progressively fuse and upsample the representations to generate a fine-grained prediction. Center: Overview of the Reassemble operation. Tokens are assembled into feature maps with $\frac{1}{s}$ the spatial resolution of the input image. Right: Fusion blocks combine features using residual convolutional units [23] and upsample the feature maps.

**Convolutional decoder.** Our decoder assembles the set of tokens into image-like feature representations at various resolutions. The feature representations are progressively fused into the final dense prediction. We propose a simple three-stage Reassemble operation to recover image-like representations from the output tokens of arbitrary layers of the transformer encoder:

$$\text{Reassemble}_{\hat{D}}(t) = (\text{Resample}_{s} \circ \text{Concatenate} \circ \text{Read})(t),$$

where $s$ denotes the output size ratio of the recovered representation with respect to the input image, and $\hat{D}$ denotes the output feature dimension.

We first map the $N_p + 1$ tokens to a set of $N_p$ tokens that is amenable to spatial concatenation into an image-like representation:

$$\text{Read}: \mathbb{R}^{N_p+1 \times D} \rightarrow \mathbb{R}^{N_p \times D}. \quad (1)$$

This operation is essentially responsible for appropriately handling the readout token. Since the readout token doesn’t serve a clear purpose for the task of dense prediction, but could potentially still be useful to capture and distribute

Figure 1. Left: Architecture overview. The input image is transformed into tokens (orange) either by extracting non-overlapping patches followed by a linear projection of their flattened representation (DPT-Base and DPT-Large) or by applying a ResNet-50 feature extractor (DPT-Hybrid). The image embedding is augmented with a positional embedding and a patch-independent readout token (red) is added. The tokens are passed through multiple transformer stages. We reassemble tokens from different stages into an image-like representation at multiple resolutions (green). Fusion modules (purple) progressively fuse and upsample the representations to generate a fine-grained prediction. Center: Overview of the Reassemble operation. Tokens are assembled into feature maps with $\frac{1}{s}$ the spatial resolution of the input image. Right: Fusion blocks combine features using residual convolutional units [23] and upsample the feature maps.
global information, we evaluate three different variants of this mapping:

$$\text{Read}_{\text{ignore}}(t) = \{t_1, \ldots, t_{N_p}\} \quad (2)$$

simply ignores the readout token,

$$\text{Read}_{\text{add}}(t) = \{t_1 + t_0, \ldots, t_{N_p} + t_0\} \quad (3)$$
passes the information from the readout token to all other tokens by adding the representations, and

$$\text{Read}_{\text{proj}}(t) = \{\text{mlp}(\text{cat}(t_1, t_0)), \ldots, \text{mlp}(\text{cat}(t_{N_p}, t_0))\} \quad (4)$$

passes information to the other tokens by concatenating the readout to all other tokens before projecting the representation to the original feature dimension $D$ using a linear layer followed by a GELU non-linearity [17].

After a Read block, the resulting $N_p$ tokens can be reshaped into an image-like representation by placing each token according to the position of the initial patch in the image. Formally, we apply a spatial concatenation operation that results in a feature map of size $H_p \times W_p$ with $D$ channels:

$$\text{Concatenate} : \mathbb{R}^{N_p \times D} \rightarrow \mathbb{R}^{H_p \times W_p \times D} . \quad (5)$$

We finally pass this representation to a spatial resampling layer that scales the representation to size $H_s \times W_s$ with $\hat{D}$ features per pixel:

$$\text{Resample}_s : \mathbb{R}^{H_p \times W_p \times D} \rightarrow \mathbb{R}^{H_s \times W_s \times \hat{D}} . \quad (6)$$

We implement this operation by first using $1 \times 1$ convolutions to project the input representation to $\hat{D}$, followed by a (strided) $3 \times 3$ convolution when $s \geq p$, or a strided $3 \times 3$ transpose convolution when $s < p$, to implement spatial downsampling and upsampling operations, respectively.

Irrespective of the exact transformer backbone, we reassemble features at four different stages and four different resolutions. We assemble features from deeper layers of the transformer at lower resolution, whereas features from early layers are assembled at higher resolution. When using ViT-Large, we reassemble tokens from layers $l = \{5, 12, 18, 24\}$, whereas with ViT-Base we use layers $l = \{3, 6, 9, 12\}$. We use features from the first and second ResNet block from the embedding network and stages $l = \{9, 12\}$ when using ViT-Hybrid. Our default architecture uses projection as the readout operation and produces feature maps with $\hat{D} = 256$ dimensions. We will refer to these architectures as DPT-Base, DPT-Large, and DPT-Hybrid, respectively.

We finally combine the extracted feature maps from consecutive stages using a RefineNet-based feature fusion block [25, 45] (see Figure 1(right)) and progressively up-sample the representation by a factor of two in each fusion stage. The final representation size has half the resolution of the input image. We attach a task-specific output head to produce the final prediction. A schematic overview of the complete architecture is shown in Figure 1.

**Handling varying image sizes.** Akin to fully-convolutional networks, DPT can handle varying image sizes. As long as the image size is divisible by $p$, the embedding procedure can be applied and will produce a varying number of image tokens $N_p$. As a set-to-set architecture, the transformer encoder can trivially handle a varying number of tokens. However, the position embedding has a dependency on the image size as it encodes the locations of the patches in the input image. We follow the approach proposed in [11] and linearly interpolate the position embeddings to the appropriate size. Note that this can be done on the fly for every image. After the embedding procedure and the transformer stages, both the reassemble and fusion modules can trivially handle a varying number of tokens, provided that the input image is aligned to the stride of the convolutional decoder (32 pixels).

## 4. Experiments

We apply DPT to two dense prediction tasks: monocular depth estimation and semantic segmentation. For both tasks, we show that DPT can significantly improve accuracy when compared to convolutional networks with a similar capacity, especially if a large training dataset is available. We first present our main results using the default configuration and show comprehensive ablations of different DPT configurations at the end of this section.

### 4.1. Monocular Depth Estimation

Monocular depth estimation is typically cast as a dense regression problem. It has been shown that massive meta-datasets can be constructed from existing sources of data, provided that some care is taken in how different representations of depth are unified into a common representation and that common ambiguities (such as scale ambiguity) are appropriately handled in the training loss. Since transformers are known to realize their full potential only when an abundance of training data is available, monocular depth estimation is an ideal task to test the capabilities of DPT.

**Experimental protocol.** We closely follow the protocol of Ranftl et al. [30]. We learn a monocular depth prediction network using a scale- and shift-invariant trimmed loss that operates on an inverse depth representation, together with the gradient-matching loss proposed in [22]. We construct a meta-dataset that includes the original datasets that were used in [30] (referred to as MIX 5 in that work) and extend it with five additional datasets ([18, 43, 44, 46, 47]).
We refer to this meta-dataset as MIX 6. It contains about 1.4 million images and is, to the best of our knowledge, the largest training set for monocular depth estimation that has ever been compiled.

We use multi-objective optimization [32] together with Adam [19] and set a learning rate of $1e^{-5}$ for the backbone and $1e^{-4}$ for the decoder weights. The encoder is initialized with ImageNet-pretrained weights, whereas the decoder is initialized randomly. We use an output head that is initialized with ImageNet-pretrained weights, whereas the output head progressively halves the feature dimension and upsamples the predictions to the input resolution after the first convolutional layer (details in supplementary material). We disable batch normalization in the decoder, as we found it to negatively influence results for regression tasks. We resize the image at the input to $224 \times 224$ before downsampling it to $72$ to $72$. As the network was trained with an affine-invariant loss, we do not perform multi-scale testing.

### Zero-shot cross-dataset transfer.

Table 1 shows the results of zero-shot transfer to different datasets that were not seen during training. We refer the interested reader to Ranft et al. [40] for details of the evaluation procedure and error metrics. For all metrics, lower is better. Both DPT variants significantly outperform the state of the art. The average relative improvement over the best published architecture, MiDaS, is more than 23% for DPT-Hybrid and 28% for DPT-Large. DPT-Hybrid achieves this with a comparable network capacity (Table 9), while DPT-Large is about 3 times larger than MiDaS. Note that both architectures have similar latency to MiDaS (Table 9).

To ensure that the observed improvements are not only due to the enlarged training set, we retrain the fully-convolutional network used by MiDaS on our larger meta-dataset MIX 6. While the fully-convolutional network indeed benefits from the larger training set, we observe that both DPT variants still strongly outperform this network. This shows that DPT can better benefit from increased training set size, an observation that matches previous findings on transformer-based architectures in other fields.

The quantitative results are supported by visual comparisons in Figure 2. DPT can better reconstruct fine details while also improving global coherence in areas that are challenging for the convolutional architecture (for example, large homogeneous regions or relative depth arrangement across the image).

### Fine-tuning on small datasets.

We fine-tune DPT-Hybrid on the KITTI [15] and NYUv2 [35] datasets to further compare the representational power of DPT to existing work. Since the network was trained with an affine-invariant loss, its predictions are arbitrarily scaled and shifted and can have large magnitudes. Direct fine-tuning would thus be challenging, as the global mismatch in the magnitude of the predictions to the ground truth would dominate the loss. We thus first align predictions of the initial network to each training sample using the robust alignment procedure described in [40]. We then average the resulting scales and shifts across the training set and apply the average scale and shift to each prediction of the final network.
shift to the predictions before passing the result to the loss. We fine-tune with the loss proposed by Eigen et al. [12]. We disable the gradient-matching loss for KITTI since this dataset only provides sparse ground truth.

Tables 2 and 3 summarize the results. Our architecture matches or improves state-of-the-art performance on both datasets in all metrics. This indicates that DPT can also be usefully applied to smaller datasets.

4.2. Semantic Segmentation

We choose semantic segmentation as our second task since it is representative of discrete labeling tasks and is a very competitive proving ground for dense prediction architectures. We employ the same backbone and decoder structure as in previous experiments. We use an output head that predicts at half resolution and upsamples the logits to full resolution using bilinear interpolation (details in supplementary material). The encoder is again initialized from ImageNet-pretrained weights, and the decoder is initialized randomly.

Experimental protocol. We closely follow the protocol established by Zhang et al. [51]. We employ a cross-entropy loss and add an auxiliary output head together with an auxiliary loss to the output of the penultimate fusion layer. We set the weight of the auxiliary loss to 0.2. Dropout with a rate of 0.1 is used before the final classification layer in both heads. We use SGD with momentum 0.9 and a polynomial learning rate scheduler with decay factor 0.9. We use batch normalization in the fusion layers and train with batch size 48. Images are resized to 520 pixels side length. We use random horizontal flipping and random rescaling in the range $\in (0.5, 2.0)$ for data augmentation. We train on square random crops of size 480. We set the learning rate to 0.002. We use multi-scale inference at test time and report both pixel accuracy (pixAcc) as well as mean Intersection-over-Union (mIoU).

ADE20K. We train the DPT on the ADE20K semantic segmentation dataset [54] for 240 epochs. Table 4 summarizes our results on the validation set. DPT-Hybrid outperforms all existing fully-convolutional architectures. DPT-Large performs slightly worse, likely because of the significantly smaller dataset compared to our previous experiments. Figure 3 provides visual comparisons. We observe that the DPT tends to produce cleaner and finer-grained delineations of object boundaries and that the predictions are also in some cases less cluttered.

Fine-tuning on smaller datasets. We fine-tune DPT-Hybrid on the Pascal Context dataset [26] for 50 epochs. All other hyper-parameters remain the same. Table 5 shows results on the validation set for this experiment. We again see that DPT can provide strong performance even on smaller datasets.
4.3. Ablations

We examine a number of aspects and technical choices in DPT via ablation studies. We choose monocular depth estimation as the task for our ablations and follow the same protocol and hyper-parameter settings as previously described. We use a reduced meta-dataset that is composed of three datasets [45, 46, 47] and consists of about 41,000 images. We choose these datasets since they provide high-quality ground truth. We split each dataset into a training set and a small validation set of about 1,000 images total. We report results on the validation sets in terms of relative absolute deviation after affine alignment of the predictions to the ground truth [30]. Unless specified otherwise, we use ViT-Base as the backbone architecture.

**Skip connections.** Convolutional architectures offer natural points of interest for passing features from the encoder to the decoder, namely before or after downsampling of the representation. Since the transformer backbone maintains a constant feature resolution, it is not clear at which points in the backbone features should be tapped. We evaluate several possible choices in Table 6 (top). We observe that it is beneficial to tap features from layers that contain low-level features as well as deeper layers that contain higher-level features. We adopt the best setting for all further experiments.

**Readout token.** Table 7 examines various choices for implementing the first stage of the Reassemble block to handle the readout token. While ignoring the token yields good performance, projection provides slightly better performance on average. Adding the token, on the other hand, yields worse performance than simply ignoring it. We use projection for all further experiments.

**Backbones.** The performance of different backbones is

| Backbone   | pixAcc [%] | mIoU [%] |
|------------|------------|----------|
| OCNet      | 45.45      |          |
| ACNet      | 45.90      |          |
| DeeplabV3  | 46.91      |          |
| DeeplabV3  | 48.36      |          |
| DPT-Hybrid | 49.02      |          |
| DPT-Large  | 47.63      |          |

Table 4. Semantic segmentation results on the ADE20K validation set.

| Backbone   | Layer l | HRWSI | BlendedMVS | ReDWeb | Mean |
|------------|---------|-------|------------|--------|------|
| Base       |         |       |            |        |      |
| OCNet      | {3, 6, 9, 12} | 0.0793 | 0.0780 | 0.0892 | 0.0822 |
| ACNet      | {6, 8, 10, 12} | 0.0801 | 0.0789 | 0.0904 | 0.0831 |
| DeeplabV3  | {9, 10, 11, 12} | 0.0805 | 0.0766 | 0.0912 | 0.0828 |
| DeeplabV3  | {R0, R1, 9, 12} | 0.0742 | 0.0751 | 0.0857 | 0.0733 |
| DPT-Hybrid |         | 0.0747 | 0.0748 | 0.0865 | 0.0787 |

Table 6. Performance of attaching skip connections to different encoder layers. Best results are achieved with a combination of skip connections from shallow and deep layers.
shown in Table 8 ViT-Large outperforms all other backbones but is also almost three times larger than ViT-Base and ViT-Hybrid. ViT-Hybrid outperforms ViT-Base with a similar number of parameters and has comparable performance to the large backbone. As such it provides a good trade-off between accuracy and capacity.

ViT-Base has comparable performance to ResNext101-WSL, while ViT-Hybrid and ViT-Large improve performance even though they have been pretrained on significantly less data. Note that ResNext101-WSL was pretrained on a billion-scale corpus of weakly supervised data [23] in addition to ImageNet pretraining. It has been observed that this pretraining boosts the performance of monocular depth prediction [30]. This architecture corresponds to the original MiDaS architecture.

We finally compare to a recent variant of ViT called DeIT [38]. DeIT trains the ViT architecture with a more data-efficient pretraining procedure. Note that the DeIT-Base architecture is identical to ViT-Base, while DeIT-Base-Dist introduces an additional distillation token, which we ignore in the Reassemble operation. We observe that DeIT-Base-Dist indeed improves performance when compared to ViT-Base. This indicates that similarly to convolutional architectures, improvements in pretraining procedures for image classification can benefit dense prediction tasks.

**Inference resolution.** While fully-convolutional architectures can have large effective receptive fields in their deepest layers, the layers close to the input are local and have small receptive fields. Performance thus suffers heavily when performing inference at an input resolution that is significantly different from the training resolution. Transformer encoders, on the other hand, have a global receptive field in every layer. We conjecture that this makes DPT less dependent on inference resolution. To test this hypothesis, we plot the loss in performance of different architectures when performing inference at resolutions higher than the training resolution of 384 × 384 pixels. We plot the relative decrease in performance in percent with respect to the performance of performing inference at the training resolution in Figure 4. We observe that the performance of DPT variants indeed degrades more gracefully as inference resolution increases.

**Inference speed.** Table 9 shows inference time for different network architectures. Timings were conducted on an Intel Xeon Platinum 8280 CPU @ 2.70GHz with 8 physical cores and an Nvidia RTX 2080 GPU. We use square images with a width of 384 pixels and report the average over 400 runs. DPT-Hybrid and DPT-Large show comparable latency to the fully-convolutional architecture used by MiDaS. Interestingly, while DPT-Large is substantially larger than the other architectures in terms of parameter count, it has competitive latency since it exposes a high degree of parallelism through its wide and comparatively shallow structure.

| Parameters [million] | MiDaS | DPT-Base | DPT-Hybrid | DPT-Large |
|----------------------|-------|----------|------------|-----------|
| Time [ms]            | 32    | 17       | 38         | 35        |

Table 9. Model statistics. DPT has comparable inference speed to the state of the art.

---

5. Conclusion

We have introduced the dense prediction transformer, DPT, a neural network architecture that effectively leverages vision transformers for dense prediction tasks. Our experiments on monocular depth estimation and semantic segmentation show that the presented architecture produces more fine-grained and globally coherent predictions when compared to fully-convolutional architectures. Similar to prior work on transformers, DPT unfolds its full potential when trained on large-scale datasets.
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A. Architecture details

We provide additional technical details in this section.

**Hybrid encoder.** The hybrid encoder is based on a pre-activation ResNet50 with group norm and weight standardization [57]. It defines four stages after the initial stem, each of which downsamples the representation before applying multiple ResNet blocks. We refer by \( R_N \) to the output of the \( N \)-th stage. DPT-Hybrid thus taps skip connections after the first (\( R_0 \)) and second stage (\( R_1 \)).

**Residual convolutional units.** Figure [A1] (a) shows a schematic overview of the residual convolutional units [23] that are used in the decoder. Batch normalization is used for semantic segmentation but is disabled for monocular depth estimation. When using batch normalization, we disable biases in the preceding convolutional layer.

**Monocular depth estimation head.** The output head for monocular depth estimation is shown in Figure [A1] (b). The initial convolution halves the feature dimensions, while the second convolution has an output dimension of 32. The final linear layer projects this representation to a non-negative scalar that represents the inverse depth prediction for every pixel. Bilinear interpolation is used to upsample the representation.

**Semantic segmentation head.** The output head for semantic segmentation is shown in Figure [A1] (c). The first convolutional block preserves the feature dimension, while the final linear layer projects the representation to the number of output classes. Dropout is used with a rate of 0.1. We use bilinear interpolation for the final upsampling operation. The prediction thus represents the per-pixel logits of the classes.

B. Additional results

We provide additional qualitative and quantitative results in this section.

**Monocular depth estimation.** We notice that the biggest gains in performance for zero-shot transfer were achieved for datasets that feature dense, high-resolution evaluations [15, 55, 59]. This could be explained by more fine-grained predictions. Visual inspection of sample results (c.f. Figure [A3]) from these datasets confirms this intuition. We observe more details and also better global depth arrangement in DPT predictions when compared to the fully-convolutional baseline. Note that results for DPT and MiDaS are computed at the same input resolution (384 pixels).

**Semantic segmentation.** We show per-class IoU scores for the ADE20K validation set in Figure [A2]. While we observe a general trend of an improvement in per-class IoU in comparison to the baseline [51], we do not observe a strong pattern across classes.

**Attention maps.** We show attention maps from different encoder layers in Figures [A4] and [A5]. In both cases, we show results from the monocular depth estimation models. We visualize the attention of two reference tokens (upper left corner and lower right corner, respectively) to all other tokens in the image across various layers in the encoder. We show the average attention over all 12 attention heads.

We observe the tendency that attention is spatially more localized close to the reference token in shallow layers (leftmost columns), whereas deeper layers (rightmost columns) frequently attend across the whole image.
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Figure A1. Schematics of different architecture blocks.

(a) Residual Convolutional Unit

(b) Monocular depth estimation head

(c) Semantic segmentation head

Figure A2. Per class IoU on ADE20K.
Figure A3. Additional comparisons for monocular depth estimation.
Figure A4. Sample attention maps of the DPT-Large monocular depth prediction network.
Figure A5. Sample attention maps of the DPT-Hybrid monocular depth prediction network.