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Abstract. We prove a simple general formula for the expectation of a function of a Lévy process and its running extremum. Under additional conditions, we derive analytical formulas using the Fourier/Laplace inversion and Wiener-Hopf factorization, and discuss efficient numerical methods for realization of these formulas. As applications, the cumulative probability distribution function of the process and its running supremum and the price of the option to exchange the supremum of a stock price for a power of the price are calculated. The most efficient numerical methods use the sinh-acceleration technique and simplified trapezoid rule.
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1. Introduction

There exists a large body of literature devoted to calculation of the expectation of a function of a Lévy process and its running extremum, and related optimal stopping problems, standard examples being barrier and American options, and lookback options with barrier and/or American features. The general formulas for single barrier options with continuous monitoring were derived in [13, 14, 15] using the operator form of the Wiener-Hopf factorization [40], under certain regularity conditions on the characteristic exponent. In [10], the same formulas were proved for any Lévy process. The first contribution of the paper is a similar simple general formula for the expectation of a function of a Lévy process and its running extremum, evaluated at a deterministic time $T > 0$.

The pricing formulas are in terms of Laplace-Fourier inversion in dimensions 2 (first touch digitals and no-touch options), 3 (barrier puts and calls, and joint probability distributions of a Lévy process and its extremum), and 4 (more general options with lookback and barrier features). Hence, even marginally accurate realizations of these formulas are far from trivial unless the characteristic exponent $\psi$ of the process is a rational function, hence, the Wiener-Hopf factors are rational functions as well. The factors are especially simple in the Double exponential jump-diffusion model (DEJD model) used in [48, 49] and its generalization: Hyper-exponential jump-diffusion model (HEJD model) constructed independently in [63, 62] (see also [64]) and [53, 54]. In [63, 62], an explicit pricing formula for the joint distribution of the Lévy process and its extremum was derived using the Gaver-Stehfest algorithm (GS algorithm); the formula can be used to price options with barrier-lookback features. Later, a variation of the same technique was used in structural default models [65]. In [53, 54], American options with finite time horizon are priced using the maturity randomization technique (Carr’s randomization). An evident simplification of the latter method can be applied to barrier options (see [8], where double-barrier options in regime-switching models are priced): the early exercise boundary is fixed and it is unnecessary to fund an approximation to the boundary at each step of backward induction. In both cases (GS-algorithm and Carr’s randomization), the main block is the evaluation of the perpetual options. If the GS-algorithm is used, it may be necessary to use high precision arithmetics because the weights are very large (see, e.g., examples in [25]. If the GS-algorithm can be used with double precision arithmetic, then, typically, the CPU time is smaller than if Carr’s randomization is applied.
In the case of more general Lévy processes, efficient calculations are much more difficult because the option price is very irregular at the barrier and maturity. See the asymptotic analysis in \[15, 59, 9, 5\]. The irregular behavior makes it difficult to evaluate the prices of perpetual options sufficiently accurately so that the GS-algorithm or Carr’s randomization can produce good results. Certain additional tricks \[10, 11\] can be used to do relatively accurate calculations in the state space but calculations in the dual space \[25, 57, 58\] are significantly more efficient. A simple very efficient algorithm derived in the paper is more efficient than the algorithms in the papers above; the algorithm is a more efficient variation of the algorithm in \[31\]. Once a general exact formula in terms of a sum of 1-3 dimensional integrals is derived, good changes of variables allows one to evaluate the integrals with an almost machine precision and at a much smaller CPU cost than using any previously developed method; the error tolerance of the order of E-7 can be satisfied in milliseconds using Matlab and Mac with moderate characteristics. The algorithm is short and involves a handful of vector operations and multiplication by matrices of a moderate size at 3 places of the algorithm. We explain that the choice of an approximately optimal parameters of the numerical scheme simplifies significantly if the process is a Stieltjes-Lévy process (SL-process). This class is defined in \[35\], where it is shown that all popular classes of Lévy processes bar the Merton model and Meixner processes are SL processes. For the Merton model and Meixner processes, the computational cost can be several times higher. In the accompanying papers \[34, 36, 33, 32\], the method of the present paper and its analog for perpetual options with discrete monitoring are more efficient than the other methods available in the literature - see, e.g., \[45, 6, 7, 52, 50, 51, 9, 46, 43, 47, 61, 42, 60\] and the bibliographies therein.

Let \(X\) be a one-dimensional Lévy process on the filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{Q})\) satisfying the usual conditions, and let \(\mathbb{E}\) be the expectation operator under \(\mathbb{Q}\). Let \(\bar{X}_t = \sup_{0 \leq s \leq t} X_s\) and \(\underline{X}_t = \inf_{0 \leq s \leq t} X_s\) be the supremum and infimum processes (defined path-wise, a.s.); \(X_0 = \bar{X}_0 = \underline{X}_0 = 0\). For a measurable function \(f\), consider \(V(f; T; x_1, x_2) = \mathbb{E}[f(x_1 + X_T, \max\{x_2, x_1 + X_T\})]\), where \(T > 0\) and \(x_1 \leq x_2\) are real. In Section \[3.1\] we derive simple explicit formulas for the Laplace transform \(\tilde{V}(f; q; x_1, x_2)\) of \(V(f; T; x_1, x_2)\) using the operator form of the Wiener-Hopf factorization technique \[16, 15, 14, 17, 20, 10\]. Basic facts of the Wiener-Hopf factorization technique in the form used in the paper and definitions of general classes of Lévy processes amenable to efficient calculations are collected in Section \[2\]. The formulas are in terms of the (normalized) expected present value operators \(\mathcal{E}_q, \mathcal{E}_q^+\) and \(\mathcal{E}_q^-\) defined by \(\mathcal{E}_q u(x) = \mathbb{E}[u(x + X_{T_q})]\), \(\mathcal{E}_q^+ u(x) = \mathbb{E}[u(x + X_{T_q})]\), \(\mathcal{E}_q^- u(x) = \mathbb{E}[u(x + X_{T_q})]\), where \(q > 0\) and \(T_q\) is an exponentially distributed random variable of mean \(1/q\) independent of \(X\). In the case of bounded functions (Theorem \[3.1\]), the formulas are proved for any Lévy process, stable ones including; in the case of functions of exponential growth (Theorem \[3.2\]), the tail(s) of the Lévy density must decay exponentially. A special case \(x_1 = x_2 = 0\) appeared earlier in the working paper \[51\]; the version formulated and proved in the present paper is more efficient for applications. Theorems \[3.1\] and \[3.2\] generalize formulas for \(\mathbb{E}[f(x_1 + X_{T_q}, \min\{x_2, 0\})]\) and \(\mathbb{E}[f(x_1 + X_{T_q}, \max\{x_2, 0\})]\) derived in \[16, 15, 14, 17, 20, 10\] for the payoff functions of the form \(f(x_1, x_2) = g(x_1)1_{(\infty, h]}(x_2)\) and \(f(x_1, x_2) = g(x_1)1_{(-\infty, k]}(x_2)\), respectively. In Section \[3.2\] we use the Fourier transform and the equalities \(\mathcal{E}_q^+ e^{ix\xi} = \mathcal{E}_q^+ \phi_q^+(\xi)\) and \(\mathcal{E}_q^- e^{ix\xi} = \mathcal{E}_q^- \phi_q^- (\xi)\) where \(\phi_q^+(\xi)\) and \(\phi_q^- (\xi)\) are the Wiener-Hopf factors, to realize the general formula derived in Section \[3\] as a sum of
integrals. As applications of the general theorems, in Section 3.3, we derive explicit formulas for the cumulative distribution function (CDF) of the Lévy process and its supremum, and for the option to exchange $e^{\bar{X}_T}$ for the power $e^{\beta X_T}$. In Section 4, we demonstrate how the sinh-acceleration technique used in [29] to price European options and applied in [31, 30, 37] to pricing barrier options, evaluation of special functions and the coefficients in BPROJ method respectively can be applied to greatly decrease the sizes of grids and CPU time needed to satisfy the desired error tolerance. This feature makes the method of the paper more efficient than methods that use the fast inverse Fourier transform, fast convolution or fast Hilbert transform. The changes of variables must be in a certain agreement as in [25, 57], where a less efficient family of fractional-parabolic deformations was used. Note that Talbot’s deformation [69] cannot be applied if the conformal deformations technique is applied to the integrals with respect to the other dual variables. In Section 5, we summarize the results of the paper and outline several extensions of the method of the paper. We relegate to Appendices technical details, and the outline of other methods that are used to price options with barrier/lookback features. Figures and one of the tables are in Appendix B.

2. Preliminaries

2.1. Wiener-Hopf factorization. Lemma 2.1 and equalities (2.1) and (2.2) below are three equivalent forms of the Wiener-Hopf factorization for Lévy processes. Eq. (2.2) and (2.1) are special cases of the Wiener-Hopf factorization in complex analysis and the general theory of boundary problems for pseudo-differential operators (PDO), where more general classes of functions and operators appear (see, e.g., [110]).

In probability, the version (2.2) was obtained (see [67] for references) before Lemma 2.1; the version (2.1) was proved in [10, 15, 14, 17, 20] under additional regularity conditions on the process, and in [10], for any Lévy process.

Lemma 2.1. ([114, Lemma 2.1, and 66, p.81]) Let $X$ and $T_q$ be as above. Then

(a) the random variables $\bar{X}_T_q$ and $X_{T_q} - \bar{X}_T_q$ are independent; and
(b) the random variables $X_{T_q}$ and $X_{T_q} - \bar{X}_T_q$ are identical in law.

By symmetry, the statements (a), (b) are valid with $\bar{X}$ and $X$ interchanged.

Two basic forms of the Wiener-Hopf factorization (both immediate from Lemma 2.1) are

\begin{align*}
\mathcal{E}_q &= \mathcal{E}_q^+ \mathcal{E}_q^- = \mathcal{E}_q^- \mathcal{E}_q^+,
\end{align*}

(2.1)

\begin{align*}
\frac{q}{q + \psi(\xi)} = \phi_q^+(\xi)\phi_q^-(\xi).
\end{align*}

(2.2)

Evidently, the EPV-operators are bounded operators in $L_\infty(\mathbb{R})$. In exponential Lévy models, payoff functions may increase exponentially, hence, we consider the action of the EPV operators in $L_\infty(\mathbb{R}; w)$, $L_\infty^*$ spaces with the weights $w(x) = e^{\gamma x}$, $\gamma \in [\mu_-, \mu_+]$, and $w(x) = \min\{e^{\mu_- x}, e^{\mu_+ x}\}$, where $\mu_- \leq 0 \leq \mu_+$, $\mu_- < \mu_+$; the norm is defined by $\|u\|_{L_\infty(\mathbb{R}; w)} = \|wu\|_{L_\infty(\mathbb{R})}$.

Recall that a function $f$ is said to be analytic in the closure of an open set $U$ if $f$ is analytic in the interior of $U$ and continuous up to the boundary of $U$. We need the following straightforward result (see, e.g., [15, 20]).
Lemma 2.2. Let there exist $\mu_- \leq 0 \leq \mu_+$, $\mu_- < \mu_+$, such that $\mathbb{E}[e^{-\gamma X_1}] < \infty$, $\forall \gamma \in [\mu_- , \mu_+]$.

Then

(i) $\psi(\xi)$ admits analytic continuation to the strip $S_{[\mu_- , \mu_+]} := \{ \xi \in \mathbb{C} \mid \text{Im} \xi \in [\mu_- , \mu_+] \}$;

(ii) let $\sigma > \max\{-\psi(i\mu_-), -\psi(i\mu_+)\}$. Then there exists $c > 0$ s.t. $\|q + \psi(\xi)\| \geq c$ for $q \geq \sigma$ and $\xi \in S_{[\mu_- , \mu_+]}$;

(iii) let $q \geq \sigma$. Then $\phi_q^+(\xi)$ (resp., $\phi_q^-(\xi)$) admits analytic continuation to $\{\text{Im} \xi \geq \mu_-\}$ (resp., $\{\text{Im} \xi \leq \mu_+\}$) given by

$$\phi_q^+(\xi) = \frac{q}{(q + \psi(\xi))\phi_q^-(\xi)} \text{, } \text{Im} \xi \in [\mu_- , 0],$$

$$\phi_q^-(\xi) = \frac{q}{(q + \psi(\xi))\phi_q^+(\xi)} \text{, } \text{Im} \xi \in [0 , \mu_+];$$

(iv) $\phi_q^+(\xi)$ (resp., $\phi_q^-(\xi)$) is uniformly bounded on $\{\text{Im} \xi \geq \mu_-\}$ (resp., $\{\text{Im} \xi \leq \mu_+\}$);

(v) for any weight function of the form $w(x) = e^{\gamma x}$, $\gamma \in [\mu_- , \mu_+)$, and $w(x) = \min\{e^{\mu_- x}, e^{\mu_+ x}\}$, operators $E_q^\pm$ are bounded in $L^\infty(\mathbb{R}; w)$.

We have $E_q^\pm e^{ix\xi} = \phi_q^\pm(\xi)e^{ix\xi}$. Hence, $E_q^\pm$ are pseudo-differential operators with symbols $\phi_q^\pm$, which means that $E_q^\pm u(x) = F_{\xi \rightarrow x}^{-1}\phi_q^\pm(\xi)F_{x \rightarrow \xi} u(x)$ for sufficiently regular functions $u$.

2.2. General classes of Lévy processes amenable to efficient calculations. The conditions of Lemma 2.2 are satisfied for all popular classes of Lévy processes bar stable Lévy processes. See [15, 14, 16], where the general class of Regular Lévy processes of exponential type (RLPE) is introduced. An additional property useful for development of efficient numerical methods is a regular behavior of the characteristic exponent at infinity. In the definition below, we relax the conditions in [15, 14, 16] allowing for non-exponential decay of one of the tails of the Lévy density. Indeed, for calculations in the dual space, it does not matter whether the strip of analyticity contains the real line or is adjacent to the real line.

For $\nu = 0+$ (resp., $\nu = 1+$), set $[\nu]'' = \ln |\nu|$ (resp., $[\nu]' = \ln |\nu|$), and introduce the following complete ordering in the set $\{0+, 1+\} \cup (0, 2]$: the usual ordering in $(0, 2]$; $\forall \nu > 0, 0+ < \nu < \nu'; \forall \nu > 1, 1 < 1+ < \nu$. We use coni $C_{\gamma_-, \gamma_+} = \{e^{i\varphi} \rho \mid \rho > 0, \varphi \in (\gamma_-, \gamma_+) \cup (\pi - \gamma_+, \pi - \gamma_-)\}$, $C_\gamma = \{e^{i\varphi} \rho \mid \rho > 0, \varphi \in (-\gamma, \gamma)\}$, and the strip $S_{[\mu_- , \mu_+]} = \{\xi \mid \text{Im} \xi \in [\mu_- , \mu_+]\}$.

Definition 2.3. ([35 Def. 2.1]) We say that $X$ is a SINGH-regular Lévy process (on $\mathbb{R}$) of order $\nu$ and type $((\mu_- , \mu_+); C; C_\gamma)$, iff the following conditions are satisfied:

(i) $\nu \in \{0+, 1+\} \cup (0, 2]$; $\mu_- < 0 \leq \mu_+$ or $\mu_- \leq 0 < \mu_+$;

(ii) $C = C_{\gamma_- , \gamma_+}, C_\gamma = C_{\gamma_- , \gamma_+'},$ where $\gamma_- < 0 < \gamma_+, \gamma_- \leq \gamma_+' \leq 0 \leq \gamma'_+ \leq \gamma_+$, and $|\gamma'_+| + \gamma'_+ > 0$;

(iii) the characteristic exponent $\psi$ of $X$ can be represented in the form

$$\psi(\xi) = -i\mu \xi + \psi_0(\xi),$$

where $\mu \in \mathbb{R}$, and $\psi_0$ admits analytic continuation to $i(\mu_- , \mu_+) + (C \cup \{0\})$;

(iv) for any $\varphi \in (\gamma_-, \gamma_+)$, there exists $c_\infty(\varphi) \in \mathbb{C} \setminus (-\infty, 0]$ s.t.

$$\psi_0(\rho e^{i\varphi}) \sim c_\infty(\varphi)\rho^{\varphi}, \quad \rho \to +\infty;$$

(v) the function $(\gamma_-, \gamma_+) \ni \varphi \mapsto c_\infty(\varphi) \in \mathbb{C}$ is continuous;

(vi) for any $\varphi \in (\gamma'_-, \gamma'_+)$, $\Re c_\infty(\varphi) > 0$. 
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Example 2.4. A generic process of Koponen’s family was constructed in [12, 13] as a mixture of spectrally negative and positive pure jump processes, with the Lévy measure

\[ F(dx) = c_{\pm}e^{\lambda_{\pm}x}x^{-\nu_{\pm}+1}1_{(0, +\infty)}(x)dx + c_{-}e^{\lambda_{-}x}|x|^{-\nu_{-}+1}1_{(-\infty, 0]}(x)dx, \]

where \( c_{\pm} > 0, \nu_{\pm} \in [0, 2), \lambda_{-} < 0 < \lambda_{+}. \) Starting with [35], we allow for \( c_{+} = 0 \) or \( c_{-} = 0, \lambda_{-} = 0 < \lambda_{+} \) and \( \lambda_{-} < 0 \leq \lambda_{+}. \) This generalization is almost immaterial for evaluation of probability distributions and expectations because for efficient calculations, the first crucial property, namely, the existence of a strip of analyticity of the characteristic exponent, around or adjacent to the real line, holds if \( \lambda_{-} < \lambda_{+} \) and \( \lambda_{-} \leq 0 \leq \lambda_{+}. \) Furthermore, the Esscher transform allows one to reduce both cases \( \lambda_{-} < 0 < \lambda_{+} \) and \( \lambda_{-} < 0 \leq \lambda_{+} \) to the case \( \lambda_{-} < 0 < \lambda_{+}. \) If \( \nu_{\pm} \in (0, 2), \nu_{\pm} \neq 1, \)

\[ \psi(\xi) = c_{+}\Gamma(-\nu_{+})((-\lambda_{-})^{\nu_{+}} - (-\lambda_{-} - i\xi)^{\nu_{+}}) + c_{-}\Gamma(-\nu_{-})((\lambda_{+} - i\xi)^{\nu_{-}}), \]

Note that a specialization \( \nu_{\pm} = \nu \neq 1, c = c_{\pm} > 0, \) of KoBoL used in a series of numerical examples in [12] was named CGMY model in [39] (and the labels were changed: letters \( C, G, M, Y \) have no solution on \( \sigma^{2} \leq 0). \)

Evidently, \( \psi(\xi) \) given by (2.9) is analytic in \( \mathbb{C} \setminus i\mathbb{R}, \) and \( \forall \varphi \in (-\pi/2, \pi/2), (2.6) \) holds with

\[ c_{\infty}(\varphi) = -2c\Gamma(-\nu)\cos(\nu\pi/2)e^{i\nu\varphi}. \]

In [35], we defined a class of Stieltjes-Lévy processes (SL-processes). In order to save space, we do not reproduce the complete set of definitions. Essentially, \( X \) is called a (signed) SL-process if \( \psi \) is of the form

\[ \psi(\xi) = (a_{+}^{2}\xi^{2} - ia_{+}^{2}\xi)ST(G_{+}^{0})(-i\xi) + (a_{-}^{2}\xi^{2} + ia_{-}^{2}\xi)ST(G_{-}^{0})(i\xi) + (\sigma^{2}/2)\xi^{2} - i\mu\xi, \]

where \( ST(G) \) is the Stieltjes transform of a (signed) Stieltjes measure \( G, a_{\pm}^{2} \geq 0, \) and \( \sigma^{2} \geq 0, \mu \in \mathbb{R}. \) We call a (signed) SL-process regular if it is SINH-regular. We proved in [39] that if \( X \) is a (signed) SL-process then \( \psi \) admits analytic continuation to the complex plane with two cuts along the imaginary axis, and if \( X \) is a SL-process, then, for any \( q > 0, \) equation \( q + \psi(\xi) = 0 \) has no solution on \( \mathbb{C} \setminus i\mathbb{R}. \)

2.3. Evaluation of the Wiener-Hopf factors. For numerical realizations, we need the following explicit formulas for \( \phi_{q}^{\pm} \) (see, e.g., [15, 10, 25, 57, 31]).

Lemma 2.5. Let \( \mu_{\pm}, X \) and \( q \) satisfy the conditions of Lemma 2.2. Then (a) for any \( \omega_{-} \in (\mu_{-}, \mu_{+}) \) and \( \xi \in \{\text{Im } \xi > \omega_{-}\}, \)

\[ \phi_{q}^{+}(\xi) = \exp\left[\frac{1}{2\pi i} \int_{\text{Im } \eta = \omega_{-}} \frac{\xi \ln(1 + \psi(\eta)/q)}{\eta(\xi - \eta)} d\eta\right]; \]

The property does not hold if there is no such a strip (formally, \( \lambda_{-} = 0 = \lambda_{+} \)). The classical example are stable Lévy processes. The conformal deformation technique can be modified for this case as well [30].
(b) for any \( \omega_+ \in (\mu_-, \mu_+) \) and \( \xi \in \{ \text{Im} \, \xi < \omega_+ \} \),

\[
\phi^q_-(\xi) = \exp \left[ - \frac{1}{2\pi i} \int_{\text{Im} \eta = \omega_+} \frac{\xi \ln(1 + \psi(\eta)/q)}{\eta(\xi - \eta)} \, d\eta \right].
\]

The integrands above decay very slowly at infinity, hence, fast and accurate numerical realizations are impossible unless additional tricks are used. If \( X \) is SINH-regular, the rate of decay can be greatly increased using appropriate conformal deformations of the line of integration and the corresponding changes of variables. Assuming that in Definition 2.3, \( \gamma_\pm \) are not extremely small in absolute value (and, in the case of regular SL-processes, \( \gamma_\pm = \pm \pi/2 \) are not small), the most efficient change of variables is the sinh-acceleration

\[
\phi^q_+ (\xi) = \exp \left[ \frac{1}{2\pi i} \int_{\mathcal{L}_{\omega_1, b, \omega}} \frac{\xi \ln(1 + \psi(\eta)/q)}{\eta(\xi - \eta)} \, d\eta \right];
\]

\[
\phi^q_- (\xi) = \exp \left[ - \frac{1}{2\pi i} \int_{\mathcal{L}_{\omega_1, b, \omega}} \frac{\xi \ln(1 + \psi(\eta)/q)}{\eta(\xi - \eta)} \, d\eta \right].
\]

Lemma 2.6. Let \( X \) be SINH-regular of type \((\mu_-, \mu_+), \mathcal{C}_{\gamma_-, \gamma_+}, \mathcal{C}_{\gamma'_-, \gamma'_+}\). Then there exists \( \sigma > 0 \) s.t. for all \( q > \sigma \),

(i) \( \phi^q_+(\xi) \) admits analytic continuation to \( i(\mu_-, +\infty) + i(\mathcal{C}_{\pi/2 - \gamma_-} \cup \{0\}) \). For any \( \xi \in i(\mu_-, +\infty) + i(\mathcal{C}_{\pi/2 - \gamma_-} \cup \{0\}) \), and any contour \( \mathcal{L}^-_{\omega_1, b, \omega} \subset i(\mu_-, \mu_+) + (\mathcal{C}_{\gamma_- \gamma_+} \cup \{0\}) \) lying above \( \xi \),

(ii) \( \phi^q_-(\xi) \) admits analytic continuation to \( i(-\infty, \mu_+) - i(\mathcal{C}_{\pi/2 + \gamma_+} \cup \{0\}) \). For any \( \xi \in i(-\infty, \mu_+) - i(\mathcal{C}_{\pi/2 + \gamma_+} \cup \{0\}) \), and any contour \( \mathcal{L}^+_{\omega_1, b, \omega} \subset i(\mu_-, \mu_+) + (\mathcal{C}_{\gamma_- \gamma_+} \cup \{0\}) \) lying above \( \xi \),

See Fig. 1 for an example of the curves \( \mathcal{L}^\pm_{\omega_1, b, \omega} \). The integrals are efficiently evaluated making the change of variables \( \xi = \chi_{\omega_1, b, \omega}(y) = i\omega_1 + b\sinh(i\omega + y) \), and applying the simplified trapezoid rule.

Remark 2.1. In the process of deformation, the expression \( 1 + \psi(\xi)/q \) may not assume value zero. In order to avoid complications stemming from analytic continuation to an appropriate Riemann surface, it is advisable to ensure that \( 1 + \psi(\xi)/q \notin (-\infty, 0) \). Thus, if \( q > 0 \) - and only positive \( q \)'s are used in the Gaver-Stehfest method or GWR algorithm - and \( X \) is a SL-process, any \( \omega \in (0, \pi/2) \) is admissible in (2.15), and any \( \omega \in (-\pi/2, 0) \) is admissible in (2.16). If the sinh-acceleration is applied to the Bromwich integral, then additional conditions on \( \omega \) must be imposed. See Sect. 4.3.

Remark 2.2. In the remaining part of the paper, we assume that the Wiener-Hopf factors \( \phi^q_\pm(\xi), q > 0 \), admit the representations \( \phi^q_\pm(\xi) = a^\pm_q + \phi^\pm_q(\xi) \) and \( \mathcal{E}^\pm_q = a^\pm_q I + \mathcal{E}^\pm_q \), where
\(a_q^\pm \geq 0\), and \(\phi_q^{\pm}(\xi)\) satisfy the bounds
\[
|\phi_q^{\pm}(\xi)| \leq C_+(q)(1 + |\xi|)^{-\nu_+}, \quad \text{Im} \xi \geq \mu_-,
\]
(2.17)

\[
|\phi_q^{\pm}(\xi)| \leq C_+(q)(1 + |\xi|)^{-\nu_-}, \quad \text{Im} \xi \leq \mu_+,
\]
(2.18)

where \(\nu_+ > 0\) and \(C_\pm(q) > 0\) are independent of \(\xi\). These conditions are satisfied for all popular classes of Lévy processes bar the driftless Variance Gamma model. See Sect. A.1 for details.

3. Expectations of functions of the Lévy process and its extremum

3.1. Main theorems. Let \(f\) be measurable and uniformly bounded on \(U_+ := \{(x_1, x_2) \mid x_2 \geq 0, x_1 \leq x_2\}\). Fix \((x_1, x_2) \in U_+\). The function \(\mathbb{R}_+ \ni T \mapsto V(f; T; x_1, x_2)\) is measurable and uniformly bounded, hence, \(V(f; q; x_1, x_2)\), the Laplace transform of \(V(f; T; x_1, x_2)\) w.r.t. \(T\), is a well-defined analytic function of \(q\) in the right half-plane. Assuming that \(\tilde{V}(f; q; x_1, x_2)\) is sufficiently regular, \(V(f; T; x_1, x_2)\) can be represented by the Bromwich integral
\[
V(f; T; x_1, x_2) = \frac{1}{2\pi i} \int_{\text{Re} = \sigma} e^{qT}\tilde{V}(f; q; x_1, x_2) \, dq,
\]
(3.1)

where \(\sigma > 0\) is arbitrary. We derive an analytical representation for
\[
\tilde{V}(f; q; x_1, x_2) = q^{-1}\mathbb{E}[f(x_1 + X_{T_q}, \max\{x_2, x_1 + \tilde{X}_{T_q}\})],
\]

where \(q > 0\) and \(T_q\) is an exponentially distributed random variable of mean \(1/q\), independent of \(X\), and prove that the resulting expression for \(\tilde{V}(f; q; x_1, x_2)\) admits analytic continuation to the right half-plane. One can impose additional general conditions on \(X\) and \(f\) which ensure that \(\tilde{V}(f; q; x_1, x_2)\) is sufficiently regular so that (3.1) holds. Such general conditions are either too messy or exclude some natural examples, for which the regularity can be established on the case-by-case basis. A standard trick which is used in \([15, 14, 9]\) is as follows. Firstly, \((3.1)\) holds in the sense of generalized functions. One integrates by parts in \((3.1)\), and proves that the derivative \(\tilde{V}_q(f; q; x_1, x_2)\) is of class \(L_1\) as a function of \(q\). Hence, \(V(f; T; x_1, x_2)\) equals the RHS of \((3.1)\) with \(-T^{-1}\tilde{V}_q(f; q; x_1, x_2)\) in place of \(\tilde{V}(f; q; x_1, x_2)\). After that, one proves that it is possible to integrate by parts back and obtain \((3.1)\) for \(T > 0\). In examples that we consider, the integrands are of essentially the same form as in \([15, 14, 9]\) for barrier options, and enjoy all properties that are used in \([15, 14, 9]\) to justify \((3.1)\).

In the theorem below, \(I\) denotes the identity operator, \(f_+\) is the extension of \(f\) to \(\mathbb{R}^2\) by zero, and \(\Delta\) is the diagonal map: \(\Delta(x) = (x, x)\).

**Theorem 3.1.** Let \(X\) be a Lévy process on \(\mathbb{R}\), \(q > 0\), and let \(f : U_+ \to \mathbb{R}\) be a measurable and uniformly bounded function s.t. \((\mathcal{E}_q^- \otimes I)f) \circ \Delta : \mathbb{R} \to \mathbb{R}\) is measurable. Then

(i) for any \(x_1 \leq x_2\),
\[
q\tilde{V}(f; q; x_1, x_2) = ((\mathcal{E}_q^- \otimes I)f_+)(x_1, x_2) + (\mathcal{E}_q^+w(f; q, \cdot, x_2))(x_1),
\]
(3.2)

where
\[
w(f; q, y, x_2) = 1_{[x_2, +\infty)}(y)(((\mathcal{E}_q^- \otimes I)f_+)(y, y) - ((\mathcal{E}_q^- \otimes I)f_+)(y, x_2));
\]
(3.3)

(ii) the RHS’ of \((3.3)\) and \((3.3)\) admit analytic continuation w.r.t. \(q\) to the right half-plane.
Proof. By definition, part (a) of Lemma 2.1 amounts to the statement that the probability distribution of the $\mathbb{R}^2$-valued random variable $(X_{T_q}, X_{T_q} - \bar{X}_{T_q})$ is equal to the product (in the sense of “product measure”) of the distribution of $X_{T_q}$ and the distribution of $X_{T_q} - \bar{X}_{T_q}$. Applying Fubini’s theorem and then part (b), we derive for $x_1 \leq x_2$

\[
\mathbb{E}[f_+(x_1 + X_{T_q}, \max\{x_2, x_1 + \bar{X}_{T_q}\})]
\]

\[
= \mathbb{E}[f_+(x_1 + X_{T_q} - \bar{X}_{T_q} + \bar{X}_{T_q}, \max\{x_2, x_1 + \bar{X}_{T_q}\})]
\]

\[
= \mathbb{E}[(\mathcal{E}_q^- \otimes I)f_+](x_1 + \bar{X}_{T_q}, \max\{x_2, x_1 + \bar{X}_{T_q}\})]
\]

\[
= \mathbb{E}[(\mathcal{E}_q^- \otimes I)f_+](x_1 + \bar{X}_{T_q}, x_2)]
\]

\[
+ \mathbb{E}[1_{x_1 + X_{T_q} \geq x_2}((\mathcal{E}_q^- \otimes I)f_+)(x_1 + \bar{X}_{T_q}, x_1 + \bar{X}_{T_q}) - ((\mathcal{E}_q^- \otimes I)f_+)(x_1 + \bar{X}_{T_q}, x_2))].
\]

Using (2.1), we write the first term on the rightmost side as $((\mathcal{E}_q^- \otimes I)f_+)(x_1, x_2)$; the second term is the second term on the RHS of (3.2), which finishes the proof of (i). As operators acting in the space of bounded measurable functions, $\mathcal{E}_q^\pm$ admit analytic continuation w.r.t. $q$ to the right half-plane, which proves (ii). □

Remark 3.1. The inverse Laplace transform of $q^{-1}(\mathcal{E}_q \otimes I)f_+(x_1, x_2)$ equals $\mathbb{E}[f(x_1 + X_T, x_2)]$, and, therefore, can be easily calculated using the Fourier transform technique and sinh-acceleration [29]. Essentially, we have the price of the European option of maturity $T$, the riskless rate being 0, depending on $x_2$ as a parameter. Thus, the new element is the calculation of the second term on the RHS of (3.2). We calculate both terms in the same manner in order to facilitate the explanation of various blocks of our method.

Theorem 3.2. Let a Lévy process $X$ on $\mathbb{R}$, function $f : U_+ \rightarrow \mathbb{R}$ and real $q > 0$ satisfy the following conditions

(a) there exist $\mu_- \leq 0 \leq \mu_+$ such that $\forall \gamma \in [\mu_-, \mu_+], \mathbb{E}[e^{-\gamma X_1}] < \infty$ and $q + \psi(i\gamma) > 0$;

(b) $f$ is a measurable function admitting the bound

\[
|f(x_1, x_2)| \leq C(x_2)e^{-\mu_+ x_1},
\]

where $C(x_2)$ is independent of $x_1 \leq x_2$;

(c) $((\mathcal{E}_q^- \otimes I)f) \circ \Delta$ is a measurable admitting the bound

\[
|((\mathcal{E}_q^- \otimes I)f)(x_1, x_1)| \leq C e^{-\mu_- x_1},
\]

where $C$ is independent of $x_1 \geq 0$.

Then the statements (i)-(iii) of Theorem 3.1 hold.

Proof. It suffices to consider non-negative $f$. Define $f_n(x_1, x_2) = \min\{n, f(x_1, x_2)\}$, $n = 1, 2, \ldots$. By the dominated convergence theorem, $\tilde{V}(f_n; q; x_1, x_2) \uparrow \tilde{V}(f; q; x_1, x_2)$, a.s., and since $f_n$ is bounded, (3.2) holds with $f_n$ in place of $f$. We rewrite (3.2) in the form

\[
q\tilde{V}(f; q; x_1, x_2) = \mathbb{E}[(\mathcal{E}_q^- \otimes I)f_+)(x_1 + \bar{X}_{T_q}, x_2)x_1 + \bar{X}_{T_q} < x_2]
\]

\[
+ \mathbb{E}[(\mathcal{E}_q^- \otimes I)f_+)(x_1 + \bar{X}_{T_q}, x_1 + \bar{X}_{T_q}x_1 + \bar{X}_{T_q} = x_2)],
\]

and denote by $\tilde{W}_1(f_n; q; x_1, \bar{x}_2) + \tilde{W}_2(f_n; q; x_1, \bar{x}_2)$ the sum on the RHS of (3.6) with $f_n$ in place of $f$. Fix $x_2$. On the strength of (a) and (3.5), $\tilde{W}_2(f_n; q; x_1, \bar{x}_2)$ admits a bound via $C\mathcal{E}_q^+ e^{-\mu_- x_1} = C\psi_1(q \mu_-) e^{-\mu_- x_1}$, where $C$ is independent of $n$. On the strength of (a) and (3.4),
\[ \hat{W}_2(f_n; q; x_1, \bar{x}_2) \text{ admits a bound via } C(\bar{x}_2)E_q^+ E_q^- e^{-\mu x_1} = C_1(q, \bar{x}_2) e^{-\mu x_1}, \text{ where } C_1(q, \bar{x}_2) \text{ is independent of } n. \]

Operators \( E_q^\pm \) being positive and bounded in \( L_\infty \)-spaces with weights \( e^{\gamma x}, \gamma \in [-\mu_-, -\mu_-] \) (see Lemma 2.2 (v)), the limit of the RHSs of \( \hat{W}_1(f_n; q; x_1, x_2) + \hat{W}_2(f_n; q; x_1, x_2) \) is finite and equal to the RHS of (3.6).

\[ \square \]

**Remark 3.2.** For functions of a Lévy process and its running infimum, results are mirror reflections of the results for a Lévy process and its supremum: change the direction of the real axis, and flip the lower and upper half-plane and operators \( E_q^\pm \).

Let \( V(G; h; T; x) \) be the price of the barrier option with the payoff \( G(X_T) \) at maturity and no rebate if the barrier \( h \) is crossed before or at time \( n \); the riskless rate is 0. Applying Theorem 3.2, we obtain the formula for the price of the single barrier options, which is equivalent to the formula derived in [13, 15, 16, 14] for wide classes of Lévy processes and generalized to all Lévy processes in [10]. The new version allows for more efficient numerical realizations.

**Theorem 3.3.** Let the Lévy process \( X \) on \( \mathbb{R} \) and \( q > 0 \) satisfy condition (a) of Theorem 3.2, and let \( G \) be a measurable function admitting the bound \( |G(x)| \leq C(e^{-\mu+x} + e^{-\mu-x}) \), where \( C \) is independent of \( x \in \mathbb{R} \). Then, for \( x < h \),

\[
\hat{V}(G; h; q; x) = q^{-1}(E_q G)(x) - q^{-1}(E_q^+ 1_{[h, +\infty)} E_q^- G)(x).
\]

3.2. **Integral representation of the Laplace transform of the value function.** In this Section, we assume that \( q > 0 \). The RHS of the formulas for the Wiener-Hopf factors and formulas that we derive below admit analytic continuation w.r.t. \( q \) so that the inverse Laplace transform can be applied. We assume that the representations \( E_q^\pm = a_q^\pm I + E_q^\pm \) (see Remark 2.2 and Lemma A.1) hold. This excludes the driftless Variance Gamma model which requires a separate treatment. Using the equality

\[
w(f; q, x_1, x_2) = 1_{[x_2, +\infty)}(x_1)(((E_q^- \otimes I)f_+)(x_1, x_1) - ((E_q^- \otimes I)f_+)(x_1, x_2)) = 0, \quad x_1 \leq x_2,
\]

we write the second term on the RHS of (3.2) as

\[
(E_q^+ w(f; q, \cdot, x_2))(x_1) = (E_q^{++} w(f; q, \cdot, x_2))(x_1).
\]

Similarly, we rewrite (3.3) as

\[
w(f; q, y, x_2) = a_q^- w_0(y, x_2) + w^-(f; q, y, x_2),
\]

where \( w_0(y, x_2) = 1_{[x_2, +\infty)}(y)(f_+(y, y) - f_+(y, x_2)) \), and

\[
w^-(f; q, y, x_2) = 1_{[x_2, +\infty)}(y)(((E_q^- \otimes I)f_+)(y, y) - ((E_q^- \otimes I)f_+)(y, x_2)).
\]

Substituting (3.9) into (3.8), we obtain

\[
(E_q^+ w(f; q, \cdot, x_2))(x_1) = c_q^- (E_q^{++} \otimes I) w_0)(x_1, x_2) + ((E_q^{++} \otimes I) w^-)(f; q, x_1, x_2).
\]

In order to derive explicit integral representations for the terms on the RHS of (3.11), we impose the following conditions, which can be relaxed:

(a) condition (a) of Theorem 3.2 is satisfied;
(b) there exist $\mu'_-, \mu'_+ \in (\mu_-, \mu_+)$, $\mu'_- < \mu'_+$ such that $f$ admits bounds

\[
|f(x_1, x_2)| \leq C(x_2)e^{-\mu'_+x_1}, \quad x_1 \leq x_2, \quad (3.12)
\]

\[
|(\mathcal{E}_q^- \otimes I)f_+(x_1, x_1)| \leq Ce^{-\mu'_-x_1}, \quad x_1 \in \mathbb{R}, \quad (3.13)
\]

where $C(x_2)$ and $C$ are independent of $x_1 \leq x_2$, and $x_1 \in \mathbb{R}$, respectively;

(c) for any $x_2$, there exists $C(x_2) > 0$ such that

\[
|(\mathcal{E}_q^- \otimes I)f_+(x_1, x_2)| \leq C(x_2)(1 + |\xi_1|)^{-1}, \quad \xi_1 \in S_{[\mu'_+, \mu_+]}, \quad (3.14)
\]

\[
|(\mathcal{E}_q^- \otimes I)f_+(x_1, x_2)| \leq C(x_2)(1 + |\eta|)^{-1}, \quad \eta \in S_{[\mu_-, \mu'_-]}, \quad (3.15)
\]

(d) there exists $C > 0$ such that for $\xi_1 \in S_{[\mu'_+, \mu_+]}$ and $\xi_2 \in S_{[\mu_-, \mu'_-]}$,

\[
|\widehat{(f_+)}(\xi_1, \xi_2)| \leq C(1 + |\xi_1|)^{-1}(1 + |\xi_2|)^{-1}. \quad (3.16)
\]

**Theorem 3.4.** Let conditions (a)-(d) hold and let the representations of the Wiener-Hopf factors in Remark 2.2 be valid. Then, for any $\omega, \omega_1, \omega_2$ and $\omega_-$ satisfying

\[
\omega, \omega_1 \in (\mu'_+, \mu_+), \quad \omega_2 \in (\mu_-, \mu'_-), \quad \omega_- \in (\mu_-, \omega_1 + \omega_2), \quad (3.17)
\]

and $x_1 \leq x_2$, we have

\[
\widehat{V}(f; q, x_1, x_2) = \frac{1}{2\pi} \int_{\text{Im} \xi = \omega} \frac{e^{ix_1\xi_1}}{q + \psi(\xi_1)} (\mathcal{E}_q^- \otimes I)f_+(\xi_1, x_2)d\xi_1
\]

\[
+ \frac{a_q}{2\pi q} \int_{\text{Im} \eta = \omega_-} e^{ix_1\eta} \phi_+^+(\eta) (\widehat{w_0})(\eta, x_2)d\eta
\]

\[
+ \frac{1}{2\pi q} \int_{\text{Im} \eta = \omega_-} e^{i(x_1 - x_2)\eta} \phi_+^+(\eta) \widehat{w_0}(f; q, \eta, x_2)d\eta,
\]

where $\widehat{w_0}(f; q, \eta, x_2)$ is given by

\[
\widehat{w_0}(f; q, \eta, x_2) = \frac{1}{2\pi} \int_{\text{Im} \xi_1 = \omega_1} d\xi_1 \frac{e^{ix_2\xi_1}}{i(\xi_1 - \eta)} \phi_q^-(\xi_1) (\mathcal{E}_q^+ \otimes I)f_+(\xi_1, x_2)
\]

\[
+ \frac{1}{(2\pi)^2} \int_{\text{Im} \xi_1 = \omega_1} d\xi_1 \int_{\text{Im} \xi_2 = \omega_2} d\xi_2 \frac{e^{ix_2(\xi_1 + \xi_2)}}{i(\eta - \xi_1 - \xi_2)} \phi_q^-(\xi_1) (\mathcal{E}_q^+ \otimes I)f_+(\xi_1, \xi_2).
\]

**Proof.** The first term on the RHS of (3.2) is $((\mathcal{E}_q \otimes I)f_+)(x_1, x_2)$, and the first term on the RHS of (3.18) is $q^{-1}((\mathcal{E}_q \otimes I)f_+)(x_1, x_2)$. Consider the second term on the RHS of (3.2). We use (3.11). Since (3.15) holds and $\phi_q^+(\eta) = O(|\eta|^{-\nu_+})$ as $\eta \to \infty$ in the strip $S_{[\mu_-, \mu_+]}$, where $\nu_+ > 0$, the integral

\[
((\mathcal{E}_q^+ \otimes I)w_0)(x_1, x_2) = \frac{1}{2\pi} \int_{\text{Im} \eta = \omega_-} e^{ix_1\eta} \phi_q^+(\eta) (\widehat{w_0})(\eta, x_2)d\eta
\]
is absolutely convergent. It remains to consider $(E_q^{++} w^- (f; q, \cdot, x_2))(x_1)$. If $\Im \eta = \omega_-$,
\[
\hat{w}^- (f; q, \eta, x_2) = - \int_{x_2}^{+\infty} \frac{1}{2\pi} \int_{\Im \xi_1 = \omega_1} \int_{\Im \xi_2 = \omega_2} d\xi_1 e^{i\xi_1 y} \phi_q^- (\xi_1) (f_+) (\xi_1, x_2) + \int_{x_2}^{+\infty} \frac{1}{(2\pi)^2} \int_{\Im \xi_1 = \omega_1} \int_{\Im \xi_2 = \omega_2} d\xi_1 d\xi_2 e^{i(\xi_1 + \xi_2) y} \phi_q^- (\xi_1) (f_+) (\xi_1, \xi_2).
\]
We apply Fubini’s theorem to the first integral. The integral $\int_{x_2}^{+\infty} dy e^{i(\eta + \xi_1) y} \frac{e^{ix_2 (\xi_1 - \eta)}}{i(\eta - \xi_1)}$ converges absolutely since $-\omega_- + \omega_1 > 0$, and the repeated integral converges absolutely because $\phi_q^- (\xi)$ is uniformly bounded on the line of integration and (3.14) holds. Similarly, since $-\omega_- + \omega_1 + \omega_2 > 0$, the integral $\int_{x_2}^{+\infty} dy e^{i(\eta + \xi_1 + \xi_2) y} = e^{ix_2 (\xi_1 + \xi_2 - \eta)/(i(\eta - \xi_1 - \xi_2))}$ converges absolutely. Since $\phi_q^- (\xi) = O(|\xi|^{-\nu_-})$ as $\xi_1 \to \infty$ along the line of integration, where $\nu_- > 0$, (3.16) holds, and
\[
(3.21) \quad \int_{R} \int_{R} d\xi_1 d\xi_2 (1 + |\xi_1 + \xi_2|)^{-1} (1 + |\xi_1|)^{-1} - (1 + |\xi_2|)^{-1} < \infty
\]
(see Sect. A.2 for the proof), the Fubini’s theorem is applicable to the second integral as well. Thus,
\[
(3.22) \quad \hat{w}^- (f; q, \eta, x_2) = e^{-ix_2 \cdot \hat{w}^- (f; q, \eta, x_2)},
\]
where $\hat{w}^- (f; q, \eta, x_2)$ is given by (3.19), and we obtain the triple integral2
\[
(3.23) \quad (E_q^{++} w^- (\cdot, x_2))(x_1) = \frac{1}{2\pi} \int_{\Im \eta = \omega_-} e^{i(x_1 - x_2) \eta} \phi_q^{++} (\eta) \hat{w}^- (f; q, \eta, x_2) d\eta.
\]
The integrand admits a bound via $C g(\eta, \xi_1, \xi_2)$, where
\[
g(\eta, \xi_1, \xi_2) = (1 + |\eta|)^{-\nu_+} (1 + |\eta - \xi_1 - \xi_2|)^{-1} (1 + |\xi_1|)^{-1} - (1 + |\xi_2|)^{-1}.
\]
Since
\[
(3.24) \quad \int_{R^3} g(\eta, \xi_1, \xi_2) d\eta d\xi_1 d\xi_2 < \infty
\]
(see Sect. A.2 for the proof), the triple integral on the the RHS of (3.23) is absolutely convergent. Substituting (3.11), (3.20) and (3.23) into (3.2), we obtain (3.18). □

Remark 3.3. In standard situations such as in the two examples that we consider below, the function $y \mapsto h(y) := (E_q^{--} \otimes I) f_+ (y, y) - (E_q^{--} \otimes I) f_+ (y, x_2)$ is a linear combination of exponential functions (with the coefficients depending on $x_2$). Then $\hat{w}^- (q; \eta, x_2)$ can be calculated directly, the double integral on the RHS of (3.19) can be reduced to 1D integrals, and the condition (3.16) replaced with the condition on $h$ similar to (3.15). Analogous simplifications are possible in more involved cases when $h$ is a piece-wise exponential polynomial in $y$.

3.3. Two examples.

2Recall that $\hat{w}^-_0$ is given by the double integral (4.19).
3.3.1. Example I. The joint cpdf of $X_T$ and $\tilde{X}_T$. For $a_1 \leq a_2$, and $x_1 \leq x_2$, set $f(x_1, x_2) = 1_{(-\infty, \min\{a_1, x_2\})}(x_1) 1_{(-\infty, a_2]}(x_2)$ and consider
\[ V(f; T, x_1, x_2) = \mathbb{Q}[x_1 + X_T \leq a_1, \max\{x_2, x_1 + X_T\} \leq a_2]. \]
If $x_2 > a_2$, then $V(f; T, x_1, x_2) = 0$. Hence, we assume that $x_2 \leq a_2$.

**Theorem 3.5.** Let $q > 0$, $a_1 \leq a_2$, $x_1 \leq x_2 \leq a_2$, and let $X$ satisfy conditions of Theorem 3.4. Then, for any $\mu_- < \omega_- < 0 < \omega_1 < \mu_+$,
\[ (3.25) \]
\[ \hat{V}(f; q, x_1, x_2) = \frac{1}{2\pi} \int_{\Im \xi_1 = \omega_1} e^{i(x_1-a_1)\xi_1} \frac{\eta}{-i\xi_1(q + \psi(\xi_1))} d\xi_1 \]
\[ + \frac{1}{(2\pi)^2 q} \int_{\Im \eta = \omega_-} d\eta e^{i(x_1-a_2)\eta} \phi_\eta(\eta) \int_{\Im \xi_1 = \omega_1} d\xi_1 \frac{\phi_\eta(-\xi_1)}{\xi_1(\xi_1 - \eta)}. \]

**Proof.** We have $f_+(x_1, x_2) = 1_{(-\infty, a_1]}(x_1) 1_{(-\infty, a_2]}(x_2)$, therefore, for $x_2 \leq a_2$,
\[ w_0(y, x_2) = 1_{[x_2, +\infty)}(y) 1_{(-\infty, a_1]}(y) 1_{(-\infty, a_2]}(y) - 1_{(-\infty, a_2]}(x_2) = -1_{[x_2, +\infty)}(y) 1_{(-\infty, a_1]}(y) 1_{(a_2, +\infty)}(y) = 0, \]
hence, the second term on the RHS of (3.18) is 0. Next,
\[ (f_+)_1(\xi_1, x_2) = 1_{(-\infty, a_2]}(x_2) \int_{-\infty}^{a_2} e^{-ix_1\xi_1} d\xi_1 = 1_{(-\infty, a_2]}(x_2) \frac{e^{-ia_1\xi_1}}{-i\xi_1} d\xi_1 \]
is well-defined in the upper half-plane, and satisfies the bound (3.14) in any strip $S_{[\mu'_-\mu'_+]}$, where $\mu'_+ \in (0, \mu_+)$. Hence, the first term on the RHS of (3.18) becomes the first term on the RHS of (3.25). It remains to evaluate the double integral on the RHS of (3.18). As mentioned in Remark 3.3, in the present case, it is simpler to directly evaluate $w^-$ and then $\hat{w}^-$: for any $x_2 \leq a_2$, $\omega_1 \in (0, \mu_-)$ and any $\eta \in \{\Im \eta \in (\mu_-, \omega_1)\}$,
\[ w^-(g, y, x_2) = 1_{[x_2, +\infty)}(y) C_y^\nu 1_{(-\infty, a_1]}(y) 1_{(-\infty, a_2]}(y) = -1_{[a_2, +\infty)}(y) C_y^\nu 1_{(-\infty, a_1]}(y) \]
\[ = -1_{(a_2, +\infty)}(y) \frac{1}{2\pi} \int_{\Im \xi_1 = \omega_1} d\xi_1 \frac{e^{i(y-a_1)\xi_1}}{-i\xi_1}, \]
\[ (3.26) \]
\[ \hat{w}^-(g, \eta, x_2) = -\int_{a_2}^{+\infty} e^{-i\eta y} \frac{1}{2\pi} \int_{\Im \xi_1 = \omega_1} d\xi_1 \frac{e^{i(y-a_1)\xi_1}}{-i\xi_1} \]
\[ = \frac{e^{-ia_2\eta}}{2\pi} \int_{\Im \xi_1 = \omega_1} d\xi_1 \frac{\phi_\eta(-\xi_1)}{i(\eta - \xi_1)(-i\xi_1)}. \]

It is easy to see that both integrals are absolutely convergent. Substituting (3.26) into the double integral on the RHS of (3.18), we obtain (3.25). \(\square\)

**Remark 3.4.** If $x_1 > a_1$, then it advantageous to move the line of integration in the first integral on the RHS of (3.25) down, and, on crossing the simple pole, apply the residue theorem.
In the result, the first term on the RHS turns into
\[
\frac{1}{q} + \frac{1}{2\pi} \int_{\text{Im} \eta = \omega_-} e^{i(x_1 - a_1)\eta} \frac{e^{i(x_1 - a_1)\eta}}{-i\eta(q + \psi(\eta))} d\eta.
\]

**Remark 3.5.** The first step of the proof of Theorem 3.5 implies that we can replace \( \phi_q^- \) in the double integral on the RHS of (3.25) with \( \phi_q^- \). From the computational point of view, if we make the conformal change of variables, this change does not lead to a significant increase in sizes of arrays necessary for accurate calculations, especially if \( a_2 - a_1 > 0 \). The advantage is that it becomes unnecessary to evaluate \( a_q^- \). Recall that the same \( a_q^- \) appears for all \( \xi_1 \) in the formula \( \phi_q^-(\xi_1) = \phi_q^-(\xi_1) - a_q^- \), hence, it is necessary to evaluate \( a_q^- \) with a higher precision that \( \phi_q^- \). At the same time, the integrand in the formula for \( a_q^- \) decays slower at infinity than the integrand in the formula for \( \phi_q^- \), hence, a significantly longer grid is needed to evaluate \( \phi_q^- \) sufficiently accurately.

**Remark 3.6.** Denote by \( I_2(q; x_1, x_2) \) the double integral on the RHS of (3.25) multiplied by \( q \). It follows from (3.8) that we can replace \( \phi_q^+ \) in the double integral with \( \phi_q^+ \). If \( a_1 < a_2 \) and the conformal deformations are used, then this replacement causes no serious computational problems. If \( a_1 = a_2 \), then the replacement leads to errors typical for the Fourier inversion at points of discontinuity. However, in this case, the RHS of (3.25) can be simplified as follows. We replace \( \phi_q^\pm \) with \( \phi_q^\pm \), which is admissible, then push the line of integration in the inner integral down, cross two simple poles at \( \xi_1 = 0 \) and \( \xi_1 = \eta \), and apply the residue theorem. The double integral becomes the following 1D integral:
\[
I_2(q; x_1, x_2) = \frac{1}{2\pi} \int_{\text{Im} \eta = \omega_-} d\eta e^{i(x_1 - a_2)\eta} \frac{\phi_q^+(\eta)(1 - \phi_q^-(\eta))}{-i\eta}.
\]

We push the line of integration to \( \{\text{Im} \eta = \omega_1\} \) and use the equality \( \phi_q^+(\eta)\phi_q^-(\eta) = q/(q + \psi(\eta)) \) to obtain the formula for the perpetual no-touch option:
\[
(3.27) \quad qV(f, q; x_1, x_2) = \frac{1}{2\pi} \int_{\text{Im} \xi_1 = \omega_1} d\xi_1 e^{i(x_1 - a_2)\xi_1} \frac{\phi_q^+(\xi_1)}{-i\xi_1}, \quad x_1 \leq x_2 \leq a_2.
\]
Of course, (3.27) can be obtained using the main theorem directly.

**Remark 3.7.** One can push the line of integration in the outer integral in the double integral on the RHS of (3.25) up and obtain
\[
I_2(q; x_1, x_2) = \frac{1}{4\pi} \int_{\text{Im} \xi_1 = \omega_1} d\xi_1 e^{i(x_1 - a_1)\xi_1} \frac{\phi_q^{+\pm}(\xi_1)\phi_q^{-\pm}(\xi_1)}{-i\xi_1}
+ \frac{1}{(2\pi)^2} \text{v.p.} \int_{\text{Im} \eta = \omega_-} d\eta e^{i(x_1 - a_2)\eta} \frac{\phi_q^{+\pm}(\eta)}{\xi_1(\xi_1 - \eta)}
\]
where \( \text{v.p.} \) denotes the Cauchy principal value. After that, one can apply the fast Hilbert transform. The integrand decaying very slowly at infinity, accurate calculations are possible only if very long grids are used, hence, the CPU cost is very large even for a moderate error tolerance.
3.3.2. Example II. Option to exchange the supremum for a power of the underlying. Let \( \beta > 1 \). Consider the option to exchange the supremum \( S_T = e^{X_T} \) for the power \( S_T^{\beta} = e^{\beta X_T} \). The payoff function \( f(x_1, x_2) = (e^{\beta x_1} - e^{x_2})_+ 1_{(-\infty,x_2]}(x_1) \) satisfies (3.12)-(3.13) with arbitrary \( \mu'_+ > 0, \mu'_- < -\beta \). In Sect. A.3 we prove

**Proposition 3.6.** Let \( \beta > 1 \) and let conditions of Theorem 3.4 hold with \( \mu_- < -\beta, \mu_+ > 0 \). Then, for \( x_1 \leq x_2 \), and any \( 0 < \omega_1 < \mu_+, \mu_- < \omega_- < -\beta \),

\[
(3.28) \quad \hat{V}(f; q, x_1, x_2) = I_1(q, x_1, x_2) + q^{-1} \sum_{j=2,3} I_j(q, x_1, x_2),
\]

where \( I_j(q, x_1, x_2), j = 1, 2, 3 \), are given by

\[
(3.29) \quad I_1(q, x_1, x_2) = \frac{1}{2\pi} \int_{\operatorname{Im}\xi = \omega_1} d\xi_1 \frac{e^{i(x_1-x_2)\xi_1}}{q + \psi(\xi_1)} \left( \frac{e^{x_2\beta}}{\beta - i\xi_1} + \beta \frac{e^{x_2(1+i\xi_1(1-1/\beta))}}{(\beta - i\xi_1)(-i\xi_1)} - \frac{e^{x_2}}{-i\xi_1} \right),
\]

\[
(3.30) \quad I_2(q, x_1, x_2) = a_q \frac{e^{x_2}}{2\pi} \int_{\operatorname{Im}\eta = \omega_-} d\eta e^{i(x_1-x_2)\eta} \frac{\phi_{q}^{++}(\eta)}{i\eta(1-i\eta)}.
\]

\[
(3.31) \quad I_3(q, x_1, x_2)
= \frac{1}{(2\pi)^2} \int_{\operatorname{Im}\eta = \omega_-} d\eta e^{i(x_1-x_2)\eta} \frac{\phi_{q}^{++}(\eta)}{i\eta(1-i\eta)} \int_{\operatorname{Im}\xi_1 = \omega_1} d\xi_1 e^{-ix_2\xi_1} \frac{\phi_{q}^{-}(\xi_1)}{i(\eta - \xi_1)}
\left[ \frac{e^{\beta x_2}}{i\eta - \beta} + \beta e^{(1+i\xi_1(1-1/\beta))x_2(1-i\xi_1/\beta)} (1 + \frac{1}{(\beta - i\xi_1)(-i\xi_1)(i\eta - 1 - i\xi_1(1-1/\beta))} - \frac{e^{x_2}}{(i\xi_1)(i\eta - 1)} \right].
\]

4. Numerical evaluation of \( V(f; T; x_1, x_2) \) in Example I

4.1. Standing assumption. In this section, we assume that \( X \) is a SINH-regular process of order \( \nu \in [0, 2] \setminus \{1\} \) and type \( (\mu_-^\nu, \mu_+^\nu, C_{\gamma_-^\nu, \gamma_+^\nu}, C_{\gamma_-^\nu, \gamma_+^\nu}) \), where \( \mu_- < 0 < \mu_+ \) and \( \gamma_-^\nu < 0 < \gamma_+^\nu \). Furthermore, we assume that either \( \nu \geq 1 \) or \( \nu < 1 \) and the “drift” \( \mu \) in (2.5) is 0. Then

\[
(4.1) \quad \operatorname{Re} \psi(\xi) \geq \psi_{\infty} |\xi|^\nu - C_\psi, \quad \forall \xi \in i(\mu_-^\nu, \mu_+^\nu) \cup (C_{\gamma_-^\nu, \gamma_+^\nu} \cup \{0\}),
\]

where \( C_\psi, \psi_{\infty} > 0 \) are independent of \( \xi \).

**Lemma 4.1.** Let the characteristic exponent \( \psi \) of a SINH-regular process satisfy (4.1).

Then there exist \( \omega_\epsilon \in (0, \pi/2) \) and \( c, \sigma > 0 \) such that for all \( q \in \sigma + C_{\pi/2+\omega_\epsilon} \) and \( \xi \in i(\mu_-^\nu, \mu_+^\nu) \cup (C_{\gamma_-^\nu, \gamma_+^\nu} \cup \{0\}) \),

\[
(4.2) \quad |q + \psi(\xi)| \geq c(|q| + |\xi|\nu).
\]

**Proof.** Since \( \psi(\xi) \) admits an upper bound via \( C(1 + |\xi|^\nu) \), condition (4.1) implies that there exist \( C_1 > 0 \) and \( \gamma \in (0, \pi/2) \) such that \( \psi(\xi) + C_1 \in C_\gamma \) for all \( \xi \in i(\mu_-^\nu, \mu_+^\nu) \cup (C_{\gamma_-^\nu, \gamma_+^\nu} \cup \{0\}) \). Hence, for any \( \omega_\epsilon \in (0, \pi/2 - \gamma) \), there exist \( \sigma, c > 0 \) such that (4.2) holds.

\( \square \)
The bound \([4.2]\) allows us to use one sinh-deformed contour in the lower half-plane and one in the upper half-plane for all purposes: the calculation of the Wiener-Hopf factors and evaluation of the integrals on the RHS of \((3.25)\). If either \(\mu_- = 0\) or \(\mu_+ = 0\), then both contours must cross \(i\mathbb{R}\) in the same half-plane but the types of contours (two non-intersecting contours, one with the wings deformed upwards, the other one with the wings deformed downwards) remain the same as in the case \(\mu_- < 0 < \mu_+\).

If \((4.1)\) fails, for instance, if \(\nu < 1\) and \(\mu \neq 0\), then the contour of integration in the formulas for the Wiener-Hopf factors can be deformed only upwards (if \(\mu > 0\)) or downwards (if \(\mu < 0\)). A similar complication arises if \(\nu = 1+\). For instance, for KoBoL of order \(1+\) in the asymmetric case \(c_+ \neq c_-\), the type of admissible deformations depends on the sign of \(c_1 - c_2\). Hence, we need to use an additional contour to evaluate the Wiener-Hopf factors. Even more importantly, the conformal deformations can be used only if the Gaver-Stephest method or GWR algorithm are used or the line of integration in the Bromwich integral is not deformed; conformal deformations of the contours of integration in the formula for \(\tilde{V}(f; q, x_1, x_2)\) and the Bromwich integral are impossible if we want to preserve the analyticity of the double and triple integrands. To see this, it suffices to consider the degenerate case \(\psi(\xi) = -i\mu\xi\); the conditions \(q - i\mu_1 \xi \notin (0, \infty), q - i\mu_\eta \xi \notin (0, \infty)\) are impossible to satisfy if \(\text{Re } q \to -\infty\), and the \(\xi\)- and \(\eta\)- contours are deformed upward and downward. Hence, we can either use the Gaver-Wynn Rho algorithm (see Sect. A.7) or acceleration schemes of the Euler type, e.g., the summation by parts formula (see Sect. A.6). See Sect. A.8 for details. Finally, if either \(\gamma_\nu = 0\) or \(\gamma_\nu' = 0\) (but not both), then additional complications arise, and some of deformations have to be of a less efficient sub-polynomial type. See [30] for examples in the context of calculation of stable probability distributions.

4.2. Sinh-acceleration. Consider the first term on the RHS of \((3.25)\), denote it \(I_1(q; x_1 - a_1)\). As \(\xi \to \infty\) along the line of integration, the integrand decays not faster than \(|\xi|^{-3}\). The error of the truncation \(\sum_{|j| \leq N_\gamma} \sum_{j \in \mathbb{Z}}\) in the infinite trapezoid rule is approximately equal to the error of the truncation \(\int_{-\Lambda}^\Lambda\), \(\Lambda = N\zeta\), of the integral \(\int_{-\infty}^\infty\), hence, for a small error tolerance \(\epsilon > 0\), \(\Lambda\) must be of the order of \(\epsilon^{-1/2}\), and the complexity of the numerical scheme of the evaluation of the integral is of the order of \(\epsilon^{-1/2} \ln(1/\epsilon)\). If \(x_1 - a_1\) is not small in absolute value, acceleration schemes of the Euler type can be employed to decrease the number of terms of the simplified trapezoid rule. If \(x_1 - a_1\) is zero or very close to 0, Euler acceleration schemes are either non-applicable or rather inefficient.

Let \(X\) be SINH-regular. Assuming that in Definition \(2.3\), \(\gamma_\pm\) are not extremely small in absolute value, the sinh-acceleration \((2.14)\) is the most efficient change of variables. Note that in \((2.14), \omega_1 \in \mathbb{R}\) is, generally, different from \(\omega_1\) in the formulas of the preceding sections, \(\omega \in (-\pi/2, \pi/2)\) and \(b > 0\). The parameters \(\omega_1, b, \omega\) are chosen so that the contour \(\mathcal{L}_{\omega_1, b, \omega} := \chi_{\omega_1, b, \omega}(\mathbb{R}) \subset i(0, \mu_+) + \{C_{-1, \gamma_\nu + \{0\}}\}\). The parameter \(\omega\) is chosen so that the oscillating factor becomes a fast decaying one. Under the integral sign of the integral \(I_1(q; x_1 - a_1)\), the oscillating factor is \(e^{i(x_1 - a_1)\xi}\). Hence, if \(x_1 < a_1\), we must choose \(\omega \in (\gamma_\nu, 0)\) (an approximately optimal choice is \(\omega = \gamma_\nu/2\), if \(x_1 - a_1 > 0\), we must choose \(\omega \in (0, \gamma_\nu')\) (an approximately optimal choice is \(\omega = \gamma_\nu'/2\), and if \(x_1 = a_1\), any \(\omega \in (\gamma_\nu, \gamma_\nu')\) is admissible (an approximately optimal choice is \(\omega = (\gamma_\nu + \gamma_\nu')/2\)). If \(x_1 - a_1 < 0\), it is advantageous to push the line of integration in the 1D integral to the lower half-plane, and, on crossing the simple pole at 0, apply the residue theorem.
To evaluate the repeated integral on the RHS of (3.25), we deform both lines of integration. Since \(a_2 - a_1 > 0\), it is advantageous to deform the wings of the contour of integration w.r.t. \(\xi_1\) up; denote this contour \(L^+ := L_{\omega_1^+, a_1, a_2}^+\). Since \(x_1 - a_2 \leq 0\), it is advantageous to deform the wings of the contour of integration w.r.t. \(\eta\) down, denote this contour \(L^- := L_{\omega_1^-, a_1, a_2}^-\). Hence, we choose \(\omega^+ = \gamma_+ / 2\), \(\omega^- = \gamma_- / 2\); the remaining parameters are chosen so that \(\mu_+ > \omega_1^+ + b^+ \sin \omega^+ > 0 > \omega_1^- + b^- \sin \omega^- > \mu_-\). See Fig. 1. The result is

\[
\tilde{V}(f; q, x_1, x_2) = \frac{1}{2\pi} \int_{L_{\omega_1, x}} \frac{qe^{i(x_1-a_1)\xi_1}}{(q + \psi(\xi_1))(-i\xi_1)} d\xi_1
\]

\[
+ \frac{1}{(2\pi)^2} \int_{L_-} d\eta \frac{e^{i(x_1-a_2)\eta} \phi_\eta^{-}(\eta)}{\xi_1(\xi_1 - \eta)}.
\]

We make an appropriate sinh-change of variables in each integral, and apply the simplified trapezoid rule w.r.t. each new variable.

4.3. Calculations using the sinh-acceleration in the Bromwich integral. Define

\[
\chi_{L, \sigma_\ell, b_\ell, \omega_\ell}(y) = \sigma_\ell + i b_\ell \sinh(i \omega_\ell + y),
\]

where \(\omega_\ell \in (0, \pi/2), b_\ell > 0, \sigma_\ell - b_\ell \sin \omega_\ell > 0\), and deform the line of integration in the Bromwich integral to \(L^{(L)} = \chi_{L, \sigma_\ell, b_\ell, \omega_\ell}(R)\). For \(q \in L^{(L)}\), we can calculate \(\tilde{V}(f; q, x_1, x_2)\) using the same algorithm as in the case \(q > 0\), if there exist \(R, q_0, \gamma > 0\) and \(\gamma_- < 0 < \gamma_+\) such that \(q + \psi(\eta) \neq 0\) for all \(q \in L^{(L)}\) and \(\eta \in C_{\gamma_-, \gamma_+}, \vert \eta \vert \geq R\). In order to avoid the complications of the evaluation of the logarithm on the Riemann surface, it is advisable to ensure that \(1 + \psi(\eta)/q \notin (-\infty, 0]\) for pairs \((q, \eta)\) used in the numerical procedure. See Fig. 2 for an illustration. These conditions can be satisfied if (4.1) holds.

The sequence of deformations is as follows. First, for \(q\) on the line of integration \(\{\text{Im } q = \sigma\}\) in the Bromwich integral, we deform the contours of deformation w.r.t. \(\eta\) and \(\xi_1\) (and contours in the formulas for the Wiener-Hopf factors). Then we deform the line of integration w.r.t. \(q\) into the contour \(L^{(L)}\). We choose \(\omega_\ell\) and \(\omega^\pm\) sufficiently small in absolute value so that, in the process of deformation, for all \(1 + \psi(\xi)/q \neq 0\) and \(q + \psi(\eta)/q \neq 0\) for all dual variables \(q, \eta, \xi_1\) that appear in the formulas for \(\tilde{V}(f; q; x_1, x_2)\) and formulas for the Wiener-Hopf factors. To make an appropriate choice, the bound [4.1] must be taken into account. See [25] for details. In [25], fractional-parabolic deformations and changes of variables were used. The modification to the sinh-acceleration is straightforward.

4.4. The main blocks of the algorithm. For the sake of brevity, we omit the block for the evaluation of the 1D integral on the RHS of (3.25); this block is the same as in the European option pricing procedure (see [29]); the type of deformation depends on the sign of \(x_1 - a_1\). For the 2D integral, the scheme is independent of \(x_1 - a_1\). We formulate the algorithm assuming that the sinh-acceleration is applied to the Bromwich integral; if the Gaver-Wynn Rho algorithm is used, the modifications of the first step and last step are described in Sect. A.7. We calculate \(F(T, a_1, a_2) = V(T, a_1, a_2; 0, 0)\) (that is, \(x_1 = x_2 = 0\)).

Step I. Choose the sinh-deformation in the Bromwich integral and grid for the simplified trapezoid rule: \(\tilde{y}_\ell = \xi_\ell \ast (0 : 1 : N_\ell), \tilde{y}_\ell' = \sigma_\ell + i \ast b_\ell \ast \sinh(i \ast \omega_\ell + \tilde{y}_\ell)\). Calculate the derivative \(d\tilde{y}_\ell = i \ast b_\ell \ast \cosh(i \ast \omega_\ell + \tilde{y}_\ell)\).
Step II. Choose the sinh-deformations and grids for the simplified trapezoid rule on \( L^\pm \):
\[
y^\pm = \zeta^\pm * (-N^\pm : 1 : N^\pm), \quad \xi^\pm = i * \omega^\pm + b^\pm * \sinh(i * \omega^\pm + iy^\pm).
\]
Calculate \( \psi^\pm = \psi(\xi^\pm) \) and \( \text{der}^\pm = b^\pm * \cosh(i * \omega^\pm + iy^\pm) \).

Step III. Calculate the matrices \( D^+ = [1/(\xi_j^+ - \xi_k^-)] \) and \( D^- = [1/(\xi_k^- - \xi_j^+)] \) (the sizes are \( (2 * N^+ + 1) \times (2 * N^- + 1) \) and \( (2 * N^- + 1) \times (2 * N^+ + 1) \), respectively).

Step IV. The main block (the same block is used if the Gaver-Wynn Rho algorithm is applied). For given \( x_1, x_2, a_1, a_2 \), in the cycle in \( q \in \bar{q} \), evaluate:

1. \( \phi^+_q \) at points of the grid \( L^+ \) and \( \phi^-_q \) at points of the grid \( L^- \) using (2.15)-(2.16):
\[
\phi^+_q = \exp \left( ((\mp \xi^\pm * i/(2 * \pi)) * \xi^\pm. * (\log(1 + \psi^\pm/q)/\xi^\pm. * \text{der}^\pm) * D^\pm) \right);
\]
2. calculate \( \phi^-_q \) at points of the grid \( L^\pm \): \( \phi^\pm_q = q/(q + \psi^\pm)/\phi^\pm_q; \)
3. evaluate the 2D integral on the RHS of (3.25):
\[
\text{Int2}(q) = ((\xi^- * \xi^+/(2 * \pi)^2) * (\exp(-i * a_2 * \xi^-). * \phi^+_q /. * \text{der}^+ * D^+) \]
\[
* \text{conj}((\exp((i * (a_2 - a_1)) / \xi^+). * \phi^-_q /. * \xi^+). * \text{der}^+))
\]
4. depending on the sign of \( x_1 - a_1 \), use either the arrays \( \xi^+_q, \text{der}^+_q, \psi^+ \) or \( \xi^-_q, \text{der}^-_q, \psi^- \) to evaluate \( \text{Int1}(q) \), the 1D integral on the RHS of (3.3).

Step V. LAPLACE INVERSION. Set \( \text{Int}(\bar{q}) = \text{Int2}(\bar{q})./\bar{q} + \text{Int1}(\bar{q}) \), \( \text{Int}(q_1) = \text{Int}(q_1)/2 \), and, using the symmetry \( \overline{V(q)} = V(\bar{q}) \), calculate:
\[
V = (\zeta/q) * \text{real}(\text{sum}(\exp(T * \bar{q}^\pm) * \text{Int}(\bar{q}^\pm) * \text{der}\bar{q}))/\bar{q}
\]

4.5. Numerical examples. Numerical results are produced using Matlab R2017b on MacBook Pro, 2.8 GHz Intel Core i7, memory 16GB 2133 MHz. The CPU times reported below can be significantly improved because
(a) the main block of the program, namely, evaluation of \( V(q) \) for a given array of \( (a_1, a_2) \), is used both for complex and positive \( q \)’s. However, if \( q > 0 \), we can use the well-known symmetries to decrease the sizes of arrays, hence, the CPU time. Furthermore, the block admits the trivial parallelization;
(b) we use the same grids for the calculation of the Wiener-Hopf factors \( \phi^\pm_q \) and evaluation of integrals on the RHS of (4.3). However, \( \phi^\pm_q \) need to be evaluated only once and used for all points \( (a_1, a_2) \). But if \( x_1 - a_2 \) and \( a_2 - a_1 \) are not very small in absolute value, then much shorter grids can be used to evaluate the integrals on the RHS of (3.25). See examples in [26 58 29 31]. Therefore, if the arrays \( (x_1 - a_2, a_2 - a_1) \) are large, then the CPU time can be decreased using shorter arrays for calculation of the integrals on the RHS of (4.3).
(c) If the values \( F(T, a_1, a_2) \) are needed for several values of \( T \) in the range \( [T_1, T_2] \), where \( T_1 \) is not too close to 0 and \( T_2 \) is not too large, then the CPU time can be significantly decreased applying the sinh-acceleration to the Bromwich integral. Indeed, the main step is time independent, and the last step, which is the only step where \( T \) appears, admits an easy parallelization. Hence, the CPU time for many values of \( T \) is essentially the same as for one value of \( T \).

Item (a), and, partially, (b) are motivated by our aim to compare the performance of the algorithm based on the Gaver-Wynn Rho algorithm and the one based on the sinh-acceleration.
applied to the Bromwich integral. Since the same subprogram for the evaluation of $\tilde{V}(q)$ is used in both cases, and, even in the more complicated second case, we can achieve the precision of the order of $E - 14$, we can safely say that the errors in the first case are the errors of the Gaver-Wynn Rho algorithm itself\footnote{We use the Gaver-Wynn Rho algorithm with $M = 8$, hence, 16 positive values of $q$ (depending on $T$) appear. $M = 7$ does not work because the error of the Gaver-Wynn Rho algorithm itself is too large, $M = 9$ does not work because some of the coefficients are so large that $q\tilde{V}(q)$ must be calculated with high precision}, and these errors are of the order of $E - 7$ in the cases we considered (sometimes, larger, in other cases, somewhat smaller), which agrees with the general empirical observation $(E - 0.9)M$, for all choices of the parameters of the numerical scheme. The errors remain essentially the same even if we use much finer and longer grids in the $\eta$- and $\xi$-spaces than it is necessary. The second motivation for (b) is that we wish to give a relatively short description of the choice of the main parameters of the numerical scheme.

In the two examples that we consider, $X$ is KoBoL with the characteristic exponent $\psi(\xi) = c\Gamma(-\nu)(\lambda^+ - (\lambda_+ + i\xi)^\nu + (-\lambda_-)^\nu - (-\lambda_- - i\xi)^\nu)$, where $\lambda_+ = 1, \lambda_- = -2$ and (I) $\nu = 0.2$, hence, the process is close to Variance Gamma; (II) $\nu = 1.2$, hence, the process is close to NIG.

In both cases, $c > 0$ is chosen so that the second instantaneous moment $m_2 = \psi''(0) = 0.1$. For $X_0 = X_0 = 0$, we calculate the joint cpdf $F(T, a_1, a_2) := V(T, a_1, a_2; 0, 0)$ for $T = 0.25$ in Case (I) and for $T = 0.05, 0.25, 1, 5, 15$ in Case (II). In both cases, $a_1$ is in the range $[-0.075, 0.1]$ and $a_2$ in the range $[0.025, 0.175]$; the total number of points $(a_1, a_2)$, $a_1 \leq a_2$, is 44. The parameters of the numerical schemes are chosen as follows.

For SL-processes, and KoBoL is an SL-process, any sinh-deformation is admissible provided is a subset of $i(\mu_+, \mu_+) + (C_+ \cup \{0\})$ and $q_1 + \psi(i(\omega_1 - b\sin(\omega))) > 0$ for the smallest $q = q_1 > 0$ used in the Gaver-Wynn Rho algorithm. If $q_1 + \psi(i(\omega_1 - b\sin(\omega))) \leq 0$ then we can reduce the calculations to the case $q_1 + \psi(i(\omega_1 - b\sin(\omega))) > 0$ crossing the purely imaginary zero of $q + \psi(\xi)$ as in $[57]$. In the examples that we consider, $q_1 + \psi(i(\omega_1 - b\sin(\omega))) > 0$.

For SL-processes, the choice of the most important parameters $\omega^\pm$ trivializes: $\omega^\pm = \pm \pi/4 \cdot \min\{1, 1/\nu\}$, and the half-width $d^\pm$ of the strips of analyticity in the new coordinates is $d = |\omega^\pm|$. It can be easily shown that, for the Merton model and Meixner processes, one can choose $\omega^+ = \pm \pi/8$ and $d^\pm = |\omega^\pm|$ (see $[35]$ for the analysis of the domain of analyticity and zeros of $q + \psi(\xi)$ for popular Lévy models). Thus, given the error tolerance $\epsilon$, we can easily write a universal approximate recommendation for the choice of $\zeta$. The recommendation for an approximately optimal choice of the truncation parameter $\Lambda = N\zeta$ is the same as in $[31]$. As in $[31]$, typically, the recommendation leads to grids somewhat longer than necessary. Choosing the parameters by hand, we observe that the results with the errors of the order of $E - 7$, which are inevitable with the Gaver-Wynn Rho algorithm, can be achieved using the sinh-acceleration in the $\xi$- and $\eta$-spaces, with grids of the length $100$ or even smaller (depending on $\nu$ and $T$). If the calculations are made using the Hilbert transform or simplified trapezoid rule without the conformal deformations, then much longer arrays will be needed (thousand times longer and more) to satisfy even larger error tolerance, and the increase of the speed due to the use of the fast Hilbert transform or fast convolution and fast inverse Fourier transform cannot compensate for the very large increase of the sizes of the arrays.

If the sinh-acceleration in the Bromwich integral is used, then we can satisfy the error tolerance of the order $E - 14$ and smaller using the $q$-grids of the order of $100 - 150$, and the $\xi$- and $\eta$-grids of the order of $250 - 450$. We use two types of deformations: (I) $\omega_\ell = (\pi/2)/9, \omega^\pm =$
If in \( A \), \( B: \text{SINH applied to the Bromwich integral, with} \)  
\( A: \text{Gaver-Wynn Rho algorithm, 2} \)  
Errors of the benchmark values: better than \( 10^{-14} \). CPU time per 1 point: 305, per 44 points: 3,160.

\[
\begin{array}{c|cccccc}
\alpha_2/\alpha_1 & -0.075 & -0.05 & -0.025 & 0 & 0.025 & 0.05 \\
0.025 & 0.0528832411224416 & 0.0649856674446115 & 0.0879011465535094 & 0.5064987012411732 & 0.92437474699499 \\
0.05 & 0.0533971065517057 & 0.0656207906970561 & 0.088665612139051 & 0.570479761893707 & 0.925278586629321 \\
0.075 & 0.053678889312989 & 0.0659597955144874 & 0.0889908889258136 & 0.57088583429118 & 0.92578154052069 \\
0.1 & 0.0537738608706533 & 0.0660488106176734 & 0.0891656084917816 & 0.580809681056682 & 0.92602778326886 \\
0.175 & 0.0539003399744032 & 0.0662551510091744 & 0.0893660371866527 & 0.59819033593748 & 0.92637272695684 \\
\end{array}
\]

Errors of the benchmark values: better than \( -14 \). CPU time per 1 point: 118, per 44 points: 1,089.

If in \( A \), \( N^2 = 115 \) instead of \( N^2 = 110 \) are used, the rounded errors do not change but the CPU time increases.

Table 2. Errors (rounded) and CPU time (in msec) of two numerical schemes for the calculation of the joint cpdf \( F(T, a_1, a_2) := \mathbb{Q}[X_T \leq a_1, X_T \leq a_2 \mid X_0 = \bar{X}_0 = 0] \); \( T = 0.25 \). KoBoL close to NIG, with an almost symmetric jump density, and no “drift”: \( m_2 = 0.1, \nu = 1.2, \lambda_- = -2, \lambda_+ = 1 \). The benchmark values (for \( T = 0.05, 0.25, 1, 5, 15 \)) are in Table 3 in Section 3.

\[
\begin{array}{c|cccccc}
\alpha_2/\alpha_1 & -0.075 & -0.05 & -0.025 & 0 & 0.025 & 0.05 \\
0.025 & -1.3E-08 & -1.4E-08 & -2.0E-08 & 1.6E-05 & 1.5E-08 \\
0.05 & -1.4E-08 & -1.4E-08 & -1.9E-08 & 3.5E-05 & 1.0E-08 \\
0.075 & -1.4E-08 & -1.8E-08 & -2.7E-05 & 1.0E-08 & 3.8E-11 \\
0.1 & -1.4E-08 & -1.3E-08 & -1.7E-08 & -6.9E-06 & 1.0E-08 \\
0.175 & -1.3E-08 & -1.3E-08 & -1.6E-08 & -7.1E-07 & 1.1E-08 \\
\end{array}
\]

Errors of the benchmark values: better than \( 10^{-14} \). CPU time per 1 point: 22.3, per 44 points: 203.

If in \( A \), \( N^2 = 115 \) are used, the rounded errors do not change.
Remark 4.1. The factor \( \min\{1, 1/\nu\} \) is needed to ensure that the image of the strip of analyticty \( S_{(-d,d)} \) in the \( y \)-coordinate under the map \( y \mapsto q + \psi(\chi_{\omega_1, b}\omega(y)) \), used to satisfy the error tolerance for the infinite trapezoid rule, does not cross the imaginary axis.

Remark 4.2. The reader observes that in the case \( \nu = 0.2 \) (process is close to Variance Gamma, Table 1), the target precision can be achieved at a smaller computational cost than in the case \( \nu = 1.2 \) (process is close to NIG, Table 2). For any method that does not explicitly use the conformal deformation technique, one expects that the case \( \nu = 0.2 \) must be much more time consuming because the integrands decay much slower than in the case \( \nu = 1.2 \). However, we can use a larger step in the infinite trapezoid rule in the case \( \nu = 0.2 \), and the truncation parameter \( \Lambda = N\zeta \) is essentially the same for all \( \nu \) unless \( \nu \) is very close to 0.

5. Conclusion

In the paper, we derive explicit formulas for the Laplace transforms of expectations of functions of a Lévy process on \( \mathbb{R} \) and its running supremum, in terms of the EPV operators \( \mathcal{E}_q^{\pm} \) (factors in the operator form of the Wiener-Hopf factorization). If the explicit formulas can be efficiently realized for \( q \)'s used in a numerical realization of the Bromwich integral, then the expectations can be efficiently calculated. Standard applications to finance are options with barrier and lookback features, with flat barriers. In the paper, we consider in detail numerical realizations for wide classes of Lévy processes with the characteristic exponents admitting analytic continuation to a strip around or adjacent to the real axis, equivalently, with the Lévy density of either positive or negative jumps decaying exponentially at infinity. Thus, we allow for a stable Lévy component of negative jumps. The numerical part of the paper is a two-step procedure. First, we derive explicit formulas in terms of a sum of 1D-3D integrals; in many cases of interest, the triple integrals are reducible to double integrals over the Cartesian product of two flat contours in the complex plane. As applications, we calculate the cpdf of the Lévy process and its supremum \( \bar{X} \) and the price of the option to exchange \( e^{\bar{X}} \) for a power \( e^{\beta X} \).

The repeated integrals can be calculated using the simplified trapezoid rule and the Fast Fourier transform technique (or fast convolution or fast Hilbert transform) if the expectations need to be calculated at many points in the state space. In popular Lévy models, the characteristic exponent admits analytic continuation to a union of a strip and cone around or adjacent to the real line. Then the computational cost can be decreased manifold using the conformal deformation technique. We use the most efficient version: the sinh-acceleration, and explain how the deformations of several contours should be made: two contours for each \( q > 0 \) used in the Gaver-Wynn Rho algorithm, and three contours if the sinh-acceleration method is applied to the Bromwich integral. Numerical examples demonstrate the efficiency of the method; the conformal deformation technique applied to the Bromwich integral achieves the precision of the order of \( 10^{-14} \) and the Gaver-Wynn Rho algorithm - of the order of \( 10^{-08}-10^{-06} \). However, the latter is faster. Note that Talbot’s deformation cannot be applied if the conformal deformations technique is applied to the integrals with respect to the other dual variables.

\(^4\)A polynomially decaying stable Lévy tail is important for applications to risk management, however, from the computational point of view, the cases of two exponentially decaying tails and only one exponentially decaying tail are essentially indistinguishable.
In the accompanying papers \cite{34,36,33,32}, the method, results and proofs of the paper are modified for random walks, barrier and lookback options with discrete monitoring in particular, pricing barrier and lookback options in stable Lévy models and double barrier options.

The methodology of the paper can be extended in several directions, and adapted to

1. Monte-Carlo simulations of the joint distribution of a Lévy process and its extremum, similarly to \cite{29,30}, where an efficient procedure for the simulation of the distributions of Lévy processes is constructed;
2. American options and barrier and lookback options with time-dependent barriers, similarly to \cite{54,20,23};
3. regime-switching Lévy models, with different payoff functions in different states, similarly to \cite{21,22,8};
4. models with stochastic volatility and stochastic interest rates. The first step, namely, approximation by regime-switching models, is the same as in \cite{22,19,38};
5. models with stochastic interest rates, when the eigenfunction expansion is used to approximate the action of the infinitesimal generator of the process for the interest rates \cite{28};
6. models with non-standard payoffs arising in applications to real options and Game Theory \cite{24,18,27};
7. multi-factor Lévy models.

In the case of pricing barrier options, the main blocks of the induction procedures can be replaced with the main block of this paper (adjusted to the case of more general payoffs); in the case of American options, the iteration procedure at each time step cannot be applied because when the calculations are in the dual space, the positivity of the approximation to the transition operator is impossible to guarantee, and the iteration procedure for an approximation to the early exercise boundary at each time step is justified only if the approximation to the transition operator is positive. Hence, the main block in the present paper can be applied only if the time step is chosen sufficiently small and no iteration procedure at each time step is used.
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Appendix A. Technicalities

A.1. Decomposition of the Wiener-Hopf factors. The following more detailed properties of the Wiener-Hopf factors are established in [15, 16, 14] for the class of RLPE (Regular Lévy processes of exponential type); the proof for SINH-regular processes is the same only ξ is allowed to tend to ∞ not only in the strip of analyticity but in the union of a strip and cone. See [9, 55, 57] for the proof of the statements below for several classes of SINH-regular processes (the definition of the SINH-regular processes formalizing properties used in [9, 55, 57] was suggested in [29] later.). The contours in Lemma A.1 below are in a domain of analyticity s.t. \( q - iμξ \neq 0 \) and \( 1 + ψ^0(ξ)/(q - iμξ) \notin (−∞,0) \). The latter condition is needed when \( ψ^0(ξ) = O(|ξ|^ν) \) as \( ξ \to \infty \) in the domain of analyticity and \( ν < 1 \). Clearly, in this case, for sufficiently large \( q > 0 \), the condition holds. In the case of RLPE’s, the contours of integration in the lemma below are straight lines in the strip of analyticity.

Lemma A.1. Let \( \mu_− < 0 < \mu_+ \), \( q > 0 \), let \( X \) be SINH-regular of type \( ((\mu_−, \mu_+), C, γ^−, r^+, γ^+, r^+) \), \( \mu_− < 0 < \mu_+ \), and order \( ν \). Then

1. if \( ν \in [1,2] \) or \( ν \in (0,1) \) and the “drift” is \( μ = 0 \), then neither \( \bar{X}_T \) nor \( X_T \) has an atom at 0, and \( ϕ^±(ξ) \) admit the bounds (2.17) and (2.18), where \( ν_± > 0 \) and \( C_±(q) > 0 \) are independent of \( ξ \);
(2) if \( \nu \in (0, 1) \cup \{0+\} \) and \( \mu > 0 \), then

(a) \( \check{X}_{T_q} \) has no atom at 0 and \( X_{T_q} \) has an atom \( a_q^{-}\delta_0 \) at zero, where

\[
a_q^{-} = \exp \left[ \frac{1}{2\pi i} \int_{\mathcal{L}_{\omega_1,b,\omega}^{-}} \ln((1 + \psi^0(\eta)/(q - i\mu\eta)) \frac{d\eta}{\eta}) \right],
\]

and \( \mathcal{L}_{\omega_1,b,\omega}^{+} \) is a contour as in Lemma 2.6 (ii), lying above 0;

(b) for \( \xi \) and \( \mathcal{L}_{\omega_1,b,\omega}^{-} \) in Lemma 2.6 (i), \( \phi_q^{+}(\xi) \) admits the representation

\[
\phi_q^{+}(\xi) = \frac{q}{q - i\mu \xi} \exp \left[ \frac{1}{2\pi i} \int_{\mathcal{L}_{\omega_1,b,\omega}^{+}} \frac{\xi \ln(1 + \psi(\eta)/(q - i\mu\eta))}{\eta(\xi - \eta)} d\eta \right],
\]

and satisfies the bound (2.17) with \( \nu_+ = 1 \);

(c) \( \phi_q^{-}(\xi) = a_q^{+} + \phi_q^{-}(\xi) \), where \( \phi_q^{-}(\xi) \) satisfies (2.18) with arbitrary \( \nu_- \in (0, 1 - \nu) \);

(d) \( \mathcal{E}_q^{-} = a_q^{-} I + \mathcal{E}_q^{-} \), where \( \mathcal{E}_q^{-} \) is the PDO with the symbol \( \phi_q^{-}(\xi) \);

(3) if \( \nu \in (0, 1) \cup \{0+\} \) and \( \mu < 0 \), then

(a) \( \check{X}_{T_q} \) has no atom at 0 and \( X_{T_q} \) has an atom \( a_q^{+}\delta_0 \) at zero, where

\[
a_q^{+} = \exp \left[ \frac{1}{2\pi i} \int_{\mathcal{L}_{\omega_1,b,\omega}^{+}} \ln((1 + \psi^0(\eta)/(q - i\mu\eta)) \frac{d\eta}{\eta}) \right],
\]

and \( \mathcal{L}_{\omega_1,b,\omega}^{-} \) is a contour as in Lemma 2.6 (i), lying below 0;

(b) for \( \xi \) and \( \mathcal{L}_{\omega_1,b,\omega}^{+} \) in Lemma 2.6 (ii), \( \phi_q^{-}(\xi) \) admits the representation

\[
\phi_q^{-}(\xi) = \frac{q}{q - i\mu \xi} \exp \left[ -\frac{1}{2\pi i} \int_{\mathcal{L}_{\omega_1,b,\omega}^{-}} \frac{\xi \ln(1 + \psi(\eta)/(q - i\mu\eta))}{\eta(\xi - \eta)} d\eta \right],
\]

and satisfies the bound (2.18) with \( \nu_- = 1 \);

(c) \( \phi_q^{+}(\xi) = a_q^{+} + \phi_q^{+}(\xi) \), where \( \phi_q^{+}(\xi) \) satisfies (2.17) with arbitrary \( \nu_+ \in (0, 1 - \nu) \);

(d) \( \mathcal{E}_q^{+} = a_q^{+} I + \mathcal{E}_q^{+} \), where \( \mathcal{E}_q^{+} \) is the PDO with the symbol \( \phi_q^{+}(\xi) \);

**A.2. Proof of bounds (3.21) and (3.24).** First, we prove that if \( a, b > 0 \), then \( g_{a,b}(\xi_1, \xi_2) = (1 + |\xi_1 + \xi_2|)^{-a}(1 + |\xi_1|)^{-b}(1 + |\xi_2|)^{-1} \) is of class \( L_1(\mathbb{R}^2) \). Consider separately regions \( U_j \subset \mathbb{R}^2 \), \( j = 1, 2, 3 \), defined by inequalities \( |\xi_2| \leq |\xi_1|/2; |\xi_2| \geq 2|\xi_1|; |\xi_1|/2 \leq |\xi_2| \leq 2|\xi_1| \), respectively. On \( U_1 \),

\[
g_{a,b}(\xi_1, \xi_2) \leq C_1 (1 + |\xi_1|)^{-1-a-b}(1 + |\xi_2|)^{-1} \leq C_2 (1 + |\xi_1|)^{-1-b}(1 + |\xi_2|)^{-1-a},
\]

and the function on the RHS is of class \( L_1(\mathbb{R}^2) \). On \( U_2 \), \( g_{a,b}(\xi_1, \xi_2) \) admits an upper bound via the same function (and a different constant \( C_2 \)). Finally,

\[
\int_{U_3} d\xi_1 d\xi_2 g_{a,b}(\xi_1, \xi_2) \leq C_3 \int_{\mathbb{R}} d\xi_1 \ln(2 + |\xi_1|)(1 + |\xi_1|)^{-1-b} < \infty,
\]

which proves (3.21). To prove (3.24), we consider the restrictions of \( g \) to the regions \( U_j \subset \mathbb{R}^3 \), \( j = 1, 2, 3 \), defined by the inequalities \( |\eta| \leq |\xi_1 + \xi_2|/2; |\eta| \geq 2|\xi_1 + \xi_2|; |\xi_1 + \xi_2|/2 \leq |\eta| \leq 2|\xi_1 + \xi_2| \), respectively.
2|\xi_1 + \xi_2|$. On $U_1$,

\[
|g(\eta, \xi_1, \xi_2)| \leq C_1 (1 + |\eta|)^{-\nu_+} (1 + |\xi_1 + \xi_2|)^{-1} (1 + |\xi_1|)^{-\nu_-(1 + |\xi_2|)^{-1}} \\
\leq C_2 (1 + |\eta|)^{-\nu_+/2 - 1} (1 + |\xi_1 + \xi_2|)^{-\nu_+/2} (1 + |\xi_1|)^{-\nu_-(1 + |\xi_2|)^{-1}},
\]

on $U_2$,

\[
|g(\eta, \xi_1, \xi_2)| \leq C_1 (1 + |\eta|)^{-\nu_-} (1 + |\xi_1|)^{-1} (1 + |\xi_2|)^{-1} \\
\leq C_2 (1 + |\eta|)^{-\nu_+/2 - 1} (1 + |\xi_1 + \xi_2|)^{-\nu_+/2} (1 + |\xi_1|)^{-\nu_-(1 + |\xi_2|)^{-1}}.
\]

In each case, the function on the RHS’ is of the form $C (1 + |\eta|)^{-1 - \nu_+/2} g_{\nu_+ / 2, \nu_-}(\xi_1, \xi_2)$, hence, of class $L_1(\mathbb{R}^3)$. To prove the integrability of $g$ on $U_3$, it suffices to note that

\[
\int_{|\xi_1 + \xi_2|/2 \leq |\eta| \leq 2|\xi_1 + \xi_2|} d\eta |g(\eta, \xi_1, \xi_2)| \leq C_3 \ln (2 + |\xi_1 + \xi_2|) g_{\nu_+, \nu_-}(\xi_1, \xi_2),
\]

and the RHS admits an upper bound via $C_4 g_{\nu_+ / 2, \nu_-/2}(\xi_1, \xi_2)$.

### A.3. Proof of Proposition 3.6

We apply Theorem 3.4 with $\mu'_+ \in (0, \mu_+)$, $\mu'_- \in (\mu_- - \beta)$. For $x_2 > 0$ and $\xi \in \mathbb{C}$,

\[
(\hat{f}_+)_1(\xi_1, x_2) = \int_{x_2/\beta}^{x_2} e^{-ix_1 \xi_1} (e^{\beta x_1} - e^{x_2}) dx_1 \\
= e^{-ix_2 \xi_1} \left( \frac{e^{x_2 \beta}}{\beta - i\xi_1} + \beta \frac{e^{x_2 (1 + i\xi_1 (1-1/\beta))}}{(\beta - i\xi_1)(-i\xi_1)} - \frac{e^{x_2}}{-i\xi_1} \right),
\]

hence, the first term on the RHS of (3.18) equals the integral on the RHS of (3.29). Then we calculate

\[
w_0(y, x_2) = 1_{[x_2, +\infty)}(y) ((e^{\beta y} - e^y) - (e^{\beta y} - e^{x_2})) = 1_{[x_2, +\infty)}(y) (e^{x_2} - e^y),
\]

\[
\widehat{w_0}(\eta, x_2) = \int_{x_2}^{+\infty} e^{-i\eta y} (e^{x_2} - e^y) dy = \frac{e^{x_2 - ix_2 \eta}}{i\eta(1 - i\eta)},
\]

\[
d\eta, x_2 \rangle = \int_{x_2}^{+\infty} e^{-i\eta y} (e^{x_2} - e^y) dy = \frac{e^{x_2 - ix_2 \eta}}{i\eta(1 - i\eta)},
\]
and obtain that the second term on the RHS of (3.18) equals the RHS of (3.30). Next, we calculate \( \hat{w}^- (q, \eta, x_2) \):

\[
\hat{w}^- (q, \eta, x_2) = \int_{x_2}^{+\infty} e^{-i\eta y} \frac{1}{2\pi} \int_{\Im \xi_1 = \omega_1} \, d\xi_1 \, e^{iy\xi_1} \phi_q^- (\xi_1) \left[ \frac{e^{(\beta-i\xi_1)y} - e^{(\beta-i\xi_1)x_2}}{\beta - i\xi_1} \right] \\
+ \beta \frac{e^{(1-i\xi_1/\beta)y} - e^{(1-i\xi_1/\beta)x_2}}{(\beta - i\xi_1)(-i\xi_1)} - \frac{e^{(1-i\xi_1)y} - e^{(1-i\xi_1)x_2}}{-i\xi_1}
\]

\[
= \frac{e^{-ix_2\eta}}{2\pi} \int_{\Im \xi_1 = \omega_1} \phi_q^- (\xi_1) \left[ \frac{e^{(\beta-i\xi_1)x_2}}{\beta - i\xi_1} \left( \frac{1}{i(\eta - \xi_1) - (\beta - i\xi_1)} - \frac{1}{i(\eta - \xi_1)} \right) \\
+ \beta \frac{e^{(1-i\xi_1/\beta)x_2}}{(\beta - i\xi_1)(-i\xi_1)} \left( \frac{1}{i(\eta - \xi_1) - (1 - i\xi_1/\beta)} - \frac{1}{i(\eta - \xi_1)} \right) \\
- \frac{e^{(1-i\xi_1)x_2}}{-i\xi_1} \left( \frac{1}{i(\eta - \xi_1) - (1 - i\xi_1)} - \frac{1}{i(\eta - \xi_1)} \right) \right]
\]

\[
= \frac{e^{-ix_2\eta}}{2\pi} \int_{\Im \xi_1 = \omega_1} \, d\xi_1 \, \phi_q^- (\xi_1) \left[ \frac{e^{(\beta-i\xi_1)x_2}}{i(\eta - \xi_1)} \right. \\
+ \beta \frac{e^{(1-i\xi_1/\beta)x_2}(1-i\xi_1/\beta)}{(\beta - i\xi_1)(-i\xi_1)(i\eta - 1 - i\xi_1(1-1/\beta))} - \frac{e^{(1-i\xi_1)x_2}(1-i\xi_1)}{(-i\xi_1)(i\eta - 1)} \right],
\]

and, finally, derive the representation (3.31) for the double integral on the RHS of (3.18).

### A.4. General remarks on numerical Laplace inversion.

The final result is obtained applying a chosen numerical Laplace inversion procedure to \( \hat{V} (q, \cdot, \cdot) \) defined by (3.25). The methods that we construct (main texts: [25] [57] [28] [31]) can be regarded as further steps in a general program of study of the efficiency of combinations of one-dimensional inverse transforms for high-dimensional inversions systematically pursued by Abate-Whitt, Abate-Valko [2] [8] [1] [70] [4] and other authors. Additional methods can be found in [68]. Abate and Valko and Abate and Whitt consider three main different one-dimensional algorithms for the numerical realization of the Bromwich integral: (1) Fourier series expansions with Euler summation (the summation-by-part formula in Sect. A.6 can be regarded as a special case of Euler summation); (2) combinations of Gaver functionals, and (3) deformation of the contour in the Bromwich integral. Talbot’s contour deformation \( q = \rho \theta (\cot \theta + i) \), \(-\pi < \theta < \pi\), is suggested, and various methods of multi-dimensional inversion based on combinations of these three basic blocks are discussed. It is stated that for the popular Gaver-Stehfest method, the required system precision is about \( 2.2 \ast M \), and about \( 0.9 \ast M \) significant digits are produced for \( f(t) \) with good transforms. "Good" means that \( f \) is of class \( C^\infty \), and the transform’s singularities are on the negative real axis. If the transforms are not good, then the number of significant digits may be not so great and may be not proportional to \( M \). In our previous publications [25] [57], we developed numerical methods for pricing barrier and lookback options based on the fractional-parabolic deformations, and observed that when we were able to evaluate \( \hat{V} (q) \) with the precision E-10 and better, the Gaver-Stehfest method with \( M = 8 \), produced fairly accurate results (errors of the order of E-4 or even E-5) although, according to the general remark in [4],
\( \tilde{V}(q) \)'s had to be calculated with the precision E-15. However, in many cases, the fractional-parabolic acceleration requires too long grids and the accumulation of errors of the calculation of the Wiener-Hopf factors leads to the failure of the Gaver-Stehfest method. If the simplified trapezoid rule, without acceleration, is applied to the integral under the exponential sign on the RHS of (2.12) and (2.13), then the arrays of the size of the order of \(10^9\) and more are needed. Hence, sufficiently accurate calculations (nothing to say fast) are impossible. Indeed, the integrands decay slower than \(|\eta|^{-2}\) as \(\eta \to \infty\) in the strip of analyticity.

In [8, 10, 11], it is demonstrated that Carr’s randomization (equivalently, the method of lines) allows one to calculate prices of single and double barrier options and barrier options in regime-switching models with the precision of the order of E-02-E-03 because Carr’s randomization procedure works even if the calculations at each time step are with the precision of the order of E-04-E-05 only. In [10,11], calculations are relatively fast because grids of different sizes for the evaluation of the Wiener-Hopf factors and fast convolution at each time step and the refined version of the inverse FFT (iFFT) constructed in [10] are used (standard iFFT and fractional iFFT do not suffice in the majority of cases). In [8], regime-switching hyper-exponential jump diffusion models are considered, hence, the Wiener-Hopf factors are easy to calculate with the precision E-14.

In the present paper, as in [31], we use the sinh-acceleration to evaluate the Wiener-Hopf factors. The summation of several hundreds of terms suffices to achieve the precision better than E-15, hence, the effect of accumulation of machine errors is insignificant, and we can calculate \( \tilde{V}(q) \) with the precision E-14 and better. Thus, the errors of our method that uses the Gaver-Wynn Rho algorithm which we document are the errors of the GWR algorithm itself. These errors are in the range E-05-E-8, depending on the parameters of the model, \( T \) and \( a_1, a_2 \). For the sake of brevity, we produce the results for \( x_1 = x_2 = 0; T; a_1 \) and \( a_2 \) vary.

More accurate results are obtained when we apply the sinh-acceleration to the Bromwich integral. The CPU cost increases several times because the number of q’s used is several times larger; but we can achieve the precision E-14 and better. Note that Talbot’s deformation [69] is not applicable together with the sinh-deformations of the other contours of integration, hence, the CPU time is significantly larger and good precision is impossible to achieve in many cases when the sinh-acceleration is very efficient. Hence, the best two versions are: the Gaver-Wynn Rho algorithm, if the accuracy of the final result of the order of E-6 is admissible, and the sinh-acceleration applied to the Bromwich integral if a higher precision is needed. In both cases, the Wiener-Hopf factors and \( \tilde{V}(q) \)'s are calculated using the sinh-acceleration.

The sinh-acceleration is similar to but simpler to apply than the saddle-point method (see., e.g., [11]): the rate of convergence is approximately the same. The former method is more flexible than the latter, in applications to repeated integrals especially. The rate of convergence is approximately the same, and the calculation of individual terms in numerical realizations is much simpler and less time consuming. Talbot’s deformation [69] is not applicable together with the sinh-deformations of the other contours of integration, hence, the CPU time is significantly larger and good precision is impossible to achieve in many cases when the method of the paper is very efficient.
A.5. **Infinite trapezoid rule.** Let \( g \) be analytic in the strip \( \mathcal{S}_{(-d,d)} := \{ \xi \mid \Im \xi \in (-d,d) \} \) and decay at infinity sufficiently fast so that \( \lim_{A \to \pm \infty} \int_{-d}^{d} |g(ia + A)|\,da = 0 \), and

\[
(A.5) \quad H(g, d) := \|g\|_{H^1(S_{(-d,d)})} := \lim_{a \downarrow -d} \int_{\mathbb{R}} |g(ia + y)|\,dy + \lim_{a \uparrow d} \int_{\mathbb{R}} |g(ia + y)|\,dy < \infty
\]

is finite. We write \( g \in H^1(S_{(-d,d)}) \). The integral \( I = \int_{\mathbb{R}} g(\xi)\,d\xi \) can be evaluated using the infinite trapezoid rule

\[
(A.6) \quad I \approx \zeta \sum_{j \in \mathbb{Z}} g(j\zeta),
\]

where \( \zeta > 0 \). The following key lemma is proved in [68] using the heavy machinery of sinc-functions. A simple proof can be found in [56].

**Lemma A.2** ([68], Thm.3.2.1). The error of the infinite trapezoid rule admits an upper bound

\[
(A.7) \quad \text{Err}_{\text{disc}} \leq H(g, d) \frac{\exp[-2\pi d/\zeta]}{1 - \exp[-2\pi d/\zeta]}.
\]

Once an approximately bound for \( H(g, d) \) is derived, it becomes possible to satisfy the desired error tolerance with a good accuracy.

A.6. **Summation by parts.** The rate of decay of the series can be significantly increased if the infinite trapezoid rule is of the form

\[
I(a) = \zeta \sum_{j \in \mathbb{Z}} e^{-iaj\zeta} g(j\zeta),
\]

where \( a \in \mathbb{R} \setminus 0 \), and \( g'(y) \) decreases faster than \( g(y) \) as \( y \to \pm \infty \). Indeed, then, by the mean value theorem, the finite differences \( \Delta g_j = (\Delta g)(j\zeta) \), where \( (\Delta g)(\xi) = g(\xi + \zeta) - g(\xi) \), decay faster than \( g(j\zeta) \) as \( j \to \pm \infty \) as well.

The summation by parts formula is as follows. Let \( e^{ia\zeta} - 1 \neq 0 \). Then

\[
\zeta \sum_{j \in \mathbb{Z}} e^{-iaj\zeta} g(j\zeta) = \frac{\zeta}{e^{ia\zeta} - 1} \sum_{j \in \mathbb{Z}} e^{-iaj\zeta} \Delta g_j.
\]

If additional differentiations further increase the rate of decay of the series as \( j \to \pm \infty \), then the summation by part procedure can be iterated:

\[
(A.8) \quad \zeta \sum_{j \in \mathbb{Z}} e^{-iaj\zeta} g_j = \frac{\zeta}{(e^{ia\zeta} - 1)^n} \sum_{j \in \mathbb{Z}} e^{-iaj\zeta} \Delta^n g_j.
\]

After the summation by parts, the series on the RHS of (A.8) needs to be truncated. The truncation parameter can be chosen using the following lemma.

**Lemma A.3.** Let \( n \geq 1, N > 1 \) be integers, \( \zeta > 0, a \in \mathbb{R} \) and \( e^{ia\zeta} - 1 \neq 0 \).
Let \( g^{(n)} \) be continuous and let the function \( \xi \mapsto G_n(\xi, \zeta) := \max_{\eta \in [\xi, \xi + n\zeta]} |g^{(n)}(\eta)| \) be in \( L_1(\mathbb{R}) \). Then

\[
\left| \frac{\zeta}{(e^{ia\zeta} - 1)^n} \sum_{j \geq N} e^{-iaj\zeta} \Delta^n g_j \right| \leq \left( \frac{\zeta}{|e^{ia\zeta} - 1|} \right)^n \int_{N\zeta}^{+\infty} G_n(\xi, \zeta) d\xi,
\]

\[
\left| \frac{\zeta}{(e^{ia\zeta} - 1)^n} \sum_{j \leq -N} e^{-iaj\zeta} \Delta^n g_j \right| \leq \left( \frac{\zeta}{|e^{ia\zeta} - 1|} \right)^n \int_{-\infty}^{-N\zeta} G_n(\xi, \zeta) d\xi.
\]

Proof. Using the mean value theorem, we obtain

\[
|\Delta^n g(\xi)| \leq \zeta \max_{\xi_1 \in [\xi, \xi + \zeta]} |\Delta^{n-1} g'(\xi_1)| \leq \cdots \leq \zeta^n \max_{\eta \in [\xi, \xi + n\zeta]} |g^{(n)}(\eta)|.
\]

\( \Box \)

A.7. Gaver-Wynn Rho algorithm. The inverse Laplace transform \( V(T) \) of \( \tilde{V} \) is approximated by

\[
V(T, M) = \frac{\ln(2)}{t} \sum_{k=1}^{2M} \zeta_k \tilde{V} \left( \frac{k \ln(2)}{T} \right),
\]

where \( M \in \mathbb{N} \),

\[
\zeta_k(t, M) = (-1)^{M+k} \sum_{j=[(k+1)/2]}^{\min\{k,M\}} \frac{j^{M+1}}{M!} \binom{M}{j} \binom{2j}{j} \binom{j}{k-j}
\]

and \([a] \) denotes the largest integer that is less than or equal to \( a \). If \( T \) is large which in applications to option pricing means options of long maturities, then \( q = k \ln(2)/T \) is small. In the present paper, efficient calculations of \( \tilde{V}(f; q, x_1, x_2) \) are possible if \( q \geq \sigma \), where \( \sigma > 0 \) is determined by the parameters of the process and payoff function. Hence, if \( T \) is large, we modify \[3.1\]

\[
V(f; T; x_1, x_2) = \frac{e^{aT}}{2\pi i} \int_{Req=\sigma} e^{qt} \tilde{V}(f; q+a; x_1, x_2) dq,
\]

where \( a > 0 \) is chosen so that \( \ln(2)/T + a > \max\{-\psi(i\mu_-'), -\psi(i\mu_+')\} \). In the paper, as in \[57, 31\], we apply Gaver-Wynn-Rho (GWR) algorithm, which is more stable than the Gaver-Stehfest method.

Given a converging sequence \( \{f_1, f_2, \ldots\} \), Wynn’s algorithm estimates the limit \( f = \lim_{n \to \infty} f_n \) via \( \rho_N^{j-1} \), where \( N \) is even, and \( \rho_k^j, k = -1, 0, 1, \ldots, N, j = 1, 2, \ldots, N - k + 1, \) are calculated recursively as follows:

(i) \( \rho_{-1}^j = 0, \ 1 \leq j \leq N \);
(ii) \( \rho_0^j = f_j, \ 1 \leq j \leq N \);
(iii) in the double cycle w.r.t. \( k = 1, 2, \ldots, N, j = 1, 2, \ldots, N - k + 1 \), calculate

\( \rho_k^j = \rho_{k-2}^{j+1} + k/(\rho_{k-1}^{j+1} - \rho_{k-1}^{j}). \)
We apply Wynn’s algorithm with the Gaver functionals
\[ f_j(T) = \frac{j \ln 2}{T} \left( \frac{2j}{T} \right) \sum_{\ell=0}^{j} (-1)^\ell \left( \frac{j}{\ell} \right) \tilde{f}((j + \ell) \ln 2/T). \]

A.8. Calculations in the case of finite variation processes with non-zero drift.

A.8.1. Gaver-Wynn Rho algorithm is used. Consider 1D integral on the RHS of (3.25).

(I-) If \( x_1 - a_1 \leq 0 \), it is advantageous to deform the line of integration downwards. Hence, the contour \( \mathcal{L}_{\omega_{10},b_0,\omega_0} \) in the new integral is defined by \( \omega_0 < 0 \), and \( \omega_{10} \in \mathbb{R}, b_0 > 0 \) such that that \( \sigma_0 := \text{Im} \psi(x_{\omega_{10},b_0,\omega_0}(0)) = \omega_{10} + b_0 \sin \omega_0 \in (0, \mu_+) \) and \( q + \psi(x_{\omega_{10},b_0,\omega_0}(0)) = q + \mu \sigma_0 + \psi^0(i \sigma_0) > 0 \). Alternatively, one can push the line of integration below 0, apply the residue theorem (the additional term \( 1/q \) appears), and choose \( \omega_0 < 0 \), and \( \omega_{10} \in \mathbb{R}, b_0 > 0 \) so that that \( \sigma_0 := \text{Im} \psi(x_{\omega_{10},b_0,\omega_0}(0)) = \omega_{10} + b_0 \sin \omega_0 \in (\mu_-, 0) \) and \( q + \psi(x_{\omega_{10},b_0,\omega_0}(0)) = q + \mu \sigma_0 + \psi^0(i \sigma_0) > 0 \).

(I+) If \( x_1 - a_1 > 0 \), it is advantageous to deform the line of integration upwards. Hence, the contour \( \mathcal{L}_{\omega_{10},b_0,\omega_0} \) in the new integral is defined by \( \omega_0 > 0 \), and \( \omega_{10} \in \mathbb{R}, b_0 > 0 \) such that that \( \sigma_0 := \text{Im} \psi(x_{\omega_{10},b_0,\omega_0}(0)) = \omega_{10} + b_0 \sin \omega_0 \in (0, \mu_-) \) and \( q + \psi(x_{\omega_{10},b_0,\omega_0}(0)) = q + \mu \sigma_0 + \psi^0(i \sigma_0) > 0 \).

(II) Now we consider the 2D integral. Since \( x_1 - a_2 < 0 \), it is advantageous to deform the outer line of integration downwards. Hence, the contour \( \mathcal{L}_{\omega_{1-},b_-,\omega_-} \) in the new integral is defined by \( \omega_- < 0 \), and \( \omega_{1-} \in \mathbb{R}, b_- > 0 \) such that that \( \sigma_- := \text{Im} \psi(x_{\omega_{1-},b_-\omega_-}(0)) = \omega_{1-} + b_- \sin \omega_- \in (\mu_-, 0) \) and \( q + \psi(x_{\omega_{1-},b_-\omega_-}(0)) = q + \mu \sigma_- + \psi^0(i \sigma_-) > 0 \). Both conditions can be satisfied choosing sufficiently small (in absolute value) \( \omega_{1-} \) and \( b_- \). The inner contour is deformed upward, and the same contour as in the case (I+) can be used.

A.8.2. Infinite trapezoid rule applied to the Bromwich integral. After the infinite trapezoid rule is applied, one can use the summation-by-parts procedure (see Sect. A.6). It can be shown that if \( \gamma_- < 0 < \gamma_+ \), the \( n \)-th derivative of \( q/(q + \psi(\xi)) \), each integrand in the formulas for the Wiener-Hopf factors, hence, the price are of the order of \( O(|q|^{-n}) \) as \( q = \sigma + i u \to \infty \) along the line of integration \( \{ \Re q = \sigma \} \). Hence, applying the summation-by-parts procedure 3 times, one can reduce to the series which decays fairly fast, hence, the truncated sum with several hundreds of terms can satisfy a moderately small error tolerance. However, as in the case when the Gaver-Wynn Rho acceleration method is applied, the Wiener-Hopf factors have to be calculated for each \( q \) in the truncated sum. Since \( \psi^0(\eta)/(q - i \mu \eta) \to 0 \) as \( (q, \eta) \to \infty \) (q along the line of integration, and \( \eta \) in the intersection of the half-plane \( \{ \mu \Im \eta > 0 \} \) and a domain of analyticity), the sinh-deformed contours for an efficient evaluation of the Wiener-Hopf factors are easy to construct.

APPENDIX B. FIGURES AND TABLES
Figure 1. Example of curves $\mathcal{L}^+$ (solid line) and $\mathcal{L}^-$ (dash-dots). Example with $\lambda_+ = 1, \lambda_- = -2, \nu = 1.2$. Dots: boundaries of the domain of analyticity around $\mathcal{L}^+$ used to derive the bound for the discretization error of the infinite trapezoid rule in the $y$-coordinate: dotted lines become straight lines $\{\text{Im} \; y = \pm d\}$. 
Figure 2. Plots of curves $\eta \mapsto 1 + \psi(\eta)/q$, for $q$ in the SINH-Laplace inversion and $\eta$ on the contours $\mathcal{L}^\pm$ (upper and lower panels) in the numerical example with $\nu = 1.2$. 
Table 3. Joint cpdf \( F(T, a_1, a_2) := \mathbb{Q}[X_T \leq a_1, \bar{X}_T \leq a_2 \mid X_0 = \bar{X}_0 = 0] \). KoBoL close to NIG, with an almost symmetric jump density, and no "drift": \( m_2 = 0, \quad \nu = 1.2, \lambda_- = -2, \lambda_+ = 1 \).

\[
\begin{array}{cccccc}
T = 0 & 0.025 & 0.1650861206423503 & 0.222533166794254 & 0.292815884536777 & 0.358988211793687 & 0.493783805726552 & 0.76399568937234 \\
& 0.05 & 0.197831466722809 & 0.27094214310468 & 0.364113287829746 & 0.465880548373506 & 0.552852764282323 \\
& 0.075 & 0.29529661250121 & 0.267588493522668 & 0.387930927996113 & 0.501165083557311 & 0.609524329086865 \\
& 0.1 & 0.214159056436717 & 0.29319176138545 & 0.395866562093269 & 0.513635238184172 & 0.628571055479703 \\
& 0.175 & 0.217748710666663 & 0.29772792839728 & 0.401770856630438 & 0.521618850122037 & 0.639071939969623 \\
\end{array}
\]

\[
\begin{array}{cccccc}
T = 0.25 & 0.025 & 0.178911818286114 & 0.190289035694785 & 0.19647908813292 & 0.20634785121367 & 0.2094373881857247 \\
& 0.05 & 0.197831466722809 & 0.27094214310468 & 0.364113287829746 & 0.465880548373506 & 0.552852764282323 \\
& 0.075 & 0.309477022993733 & 0.340255492895999 & 0.365441456517852 & 0.387710627803938 & 0.40588471788573 \\
& 0.1 & 0.386223221422666 & 0.380730826321454 & 0.411912172518992 & 0.4082365014227 & 0.466307495550708 \\
& 0.175 & 0.397461313265805 & 0.427927492839782 & 0.478545503159185 & 0.518863986459166 & 0.557254497147145 \\
\end{array}
\]

\[
\begin{array}{cccccc}
T = 1 & 0.025 & 0.178911818286114 & 0.190289035694785 & 0.19647908813292 & 0.20634785121367 & 0.2094373881857247 \\
& 0.05 & 0.260426730227535 & 0.289923680907225 & 0.2978417893014 & 0.312420271737471 & 0.322811869894546 \\
& 0.075 & 0.314707229993733 & 0.340255492895999 & 0.365441456517852 & 0.387710627803938 & 0.40588471788573 \\
& 0.1 & 0.386223221422666 & 0.380730826321454 & 0.411912172518992 & 0.4082365014227 & 0.466307495550708 \\
& 0.175 & 0.397461313265805 & 0.427927492839782 & 0.478545503159185 & 0.518863986459166 & 0.557254497147145 \\
\end{array}
\]

\[
\begin{array}{cccccc}
T = 1.5 & 0.025 & 0.111436710696663 & 0.112296733721285 & 0.112888052194382 & 0.113305936386366 & 0.113508446236642 \\
& 0.05 & 0.260426730227535 & 0.289923680907225 & 0.2978417893014 & 0.312420271737471 & 0.322811869894546 \\
& 0.075 & 0.314707229993733 & 0.340255492895999 & 0.365441456517852 & 0.387710627803938 & 0.40588471788573 \\
& 0.1 & 0.386223221422666 & 0.380730826321454 & 0.411912172518992 & 0.4082365014227 & 0.466307495550708 \\
& 0.175 & 0.397461313265805 & 0.427927492839782 & 0.478545503159185 & 0.518863986459166 & 0.557254497147145 \\
\end{array}
\]

\[
\begin{array}{cccccc}
T = 3 & 0.025 & 0.083599231138836 & 0.083725522194701 & 0.083782412968537 & 0.083892969545768 & 0.083924928723805 \\
& 0.05 & 0.130217710987261 & 0.130456389782095 & 0.130653499607263 & 0.13080780575046 & 0.130913436106018 \\
& 0.075 & 0.169363083877019 & 0.169728032397852 & 0.170040843384744 & 0.170297815998675 & 0.17049151715123 \\
& 0.1 & 0.204270598583103 & 0.204778893936984 & 0.205216762778888 & 0.205591821288844 & 0.205901275888888 \\
& 0.175 & 0.294727243022335 & 0.294468206269081 & 0.295374834640356 & 0.296192068538885 & 0.2969121526691 \\
\end{array}
\]