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Abstract—Enabling autonomous driving (AD) can be considered as one of the biggest challenges in today’s technology. AD is a complex task accomplished by several functionalities, with the environment perception being one of its core functions. Environment perception is usually performed by combining the semantic information captured by several sensors, i.e., light detection and ranging (LiDAR) or camera. The semantic information from the respective sensor can be extracted by using convolutional neural networks (CNNs) for dense prediction. In the past years, CNNs constantly showed state-of-the-art performance on several vision-related tasks, such as semantic segmentation of traffic scenes using nothing but RGB images provided by a camera. Although CNNs obtain state-of-the-art performance on clean images, almost imperceptible changes to the input, referred to as adversarial perturbations, may lead to fatal deception. The goal of this article is to illuminate vulnerability aspects of CNNs used for semantic segmentation with respect to adversarial attacks, and share insights into some of the existing known adversarial defense strategies. We aim at clarifying the advantages and disadvantages coming with applying CNNs for environment perception in AD in order to serve as a motivation for future research in this field.

I. INTRODUCTION

The desire for mobility is a driving force in progressing technology, with autonomous driving (AD) clearly being the next major step in automotive technology along with electromobility. An AD vehicle is a highly complex system with several sensors and subcomponents, one of them being vehicle-to-everything (V2X) communication.

In the context of AD, V2X communication has several applications, e.g., path planning and decision making [29], or systems for localization and cooperative perception [14]. All autonomous systems need a perception stage which constitutes the first step in the process chain of sensing the environment. The purpose of cooperative perception systems in AD is the exploitation of information stemming from other traffic participants to increase safety, efficiency and comfort aspects while driving [13]. The common concept lies in information transmission between various vehicles as well as between vehicles and back-end servers over any kind of (wireless) transmission channel. The transmitted information ranges from trajectories of the ego vehicle and other traffic participants over vehicle state information to sensor data coming from radio detection and ranging (RaDAR), light detection and ranging (LiDAR), and camera, and assists in constructing a more complete model of the physical world.

Each decision of an AD vehicle is based on the underlying environment perception and is intended to lead to an appropriate action. Hence, the proper perception of the environment is an essential ingredient for reducing road accidents to a bare minimum to foster public acceptance of AD. The most common sensors of a single AD vehicle’s environment perception system ([5], [16], [26]) are illustrated in Fig. 1.

Several external sensors, i.e., RaDAR, LiDAR, and camera, are mounted on an AD vehicle. RaDAR sensors are already widely used in multiple automotive functions and are considered to play a key role in enabling AD ([10], [24]). LiDAR sensors are capable of detecting obstacles [16] and were already used in numerous AD competitions [5]. Camera sensors on the other hand are mainly used for detecting lane markings or traffic signs [26], but can also be used for object detection and semantic segmentation [30]. The data captured by the three sensor groups is gathered within a central processing unit to extract semantic information from the environment.

Fig. 1: An autonomous driving (AD) research vehicle equipped with radio detection and ranging (RaDAR, colored in orange), light detection and ranging (LiDAR, colored in orange), and camera sensors (colored in purple). The sensors are placed at different locations to obtain an extensive environment sensing.
Over the past few years, the interest in employing deep neural networks (DNNs) increased noticeably as they constantly achieved state-of-the-art performance in multiple vision-related tasks and benchmarks, including semantic segmentation for AD. Semantic segmentation is a classical computer vision task, where each pixel of an RGB image is assigned to a corresponding semantic class, see Fig. 2(a), (b). Since such camera-based technology is both cheaper and uses less data compared to LiDAR-based technology, it is of special interest for AD. Recent progress in semantic segmentation enables real-time processing, making this an even more promising technology for AD applications.

Nevertheless, the environment perception system of an AD vehicle is a highly safety-relevant function. Any error can lead to catastrophic outcomes in the real world. While DNNs revealed promising functional performance in a wide variety of tasks, they show vulnerability to certain input patterns, denoted as adversarial examples. Adversarial examples are almost imperceptibly altered versions of an image and are able to fool state-of-the-art DNNs in a highly robust manner, see Fig. 2(c), (d). Assion et al. showed that a virtually unlimited set of adversarial examples can be created on each state-of-the-art machine learning model. This intriguing property of DNNs is of special concern, when looking at their applications in AD and needs to be addressed further by DNN certification methods or means of uncertainty quantification. Cooperative perception for example can be seen as one of the weak spots in the data processing during the environment perception of an AD vehicle. It can be used as a loophole to intrude adversarial examples to fool AD vehicles in range. Note, this is only one of many possible scenarios how adversarial examples can find their way into the system.

In this article, we will examine the vulnerability of DNNs towards adversarial attacks, while focusing on environment perception for AD. For this purpose we chose semantic segmentation as the underlying function we want to perform adversarial attacks on, since it is a promising technology for camera-based environment perception. The remainder of this article is structured as follows: First, we give a brief overview of semantic segmentation and introduce the ICNet as a potential network topology, which we will then adopt for our experiments. Second, we continue with adversarial attacks, starting with simple image classification and extending to adversarial attacks for semantic segmentation. We demonstrate several visual examples to raise awareness for DNNs’ vulnerability towards adversarial attacks. Third, we examine techniques for defending against the adversarial attacks shown before and compare the obtained qualitative results. Lastly, we conclude by providing final remarks and discuss some future research directions pointing out that certification is an important aspect to ensure a certain level of robustness when employing DNNs. The article is intended to sensibilize the reader towards vulnerability issues of DNNs in environment perception for AD and to stir interest in the development of new defense strategies for adversarial attacks.

II. SEMANTIC SEGMENTATION

An RGB image is a high-dimensional source of data, with pixels being the smallest units of semantic information. Semantic segmentation is a popular method to extract the semantic information from an RGB image, where each pixel is tagged with a label taken from a finite set of classes. Today’s state of the art in semantic segmentation is dominated by convolutional neural networks (CNNs), a special form of DNNs. This section introduces some mathematical notation regarding CNNs and gives an overview of the CNN architecture used for semantic segmentation throughout this article.

A. Mathematical Notation

For the sake of simplicity, we first assume having a CNN, which takes one input image and outputs only a corresponding class for the entire image. Hence, we begin with simple image classification and then extend to semantic segmentation.

First of all, the input image is denoted as $x \in X \subset \mathbb{G}^{H \times W \times C}$, with image height in pixels $H$, image width in pixels $W$, number of color channels $C$, dataset $X$, and the set of integer gray values $G$. Each image contains gray values $x_i \in G$ at each pixel position $i \in I$, with $I$ being the set of pixel positions, having the cardinality $|I| = H \cdot W$. Smaller patches of an image are denoted as $x_{I_i} \in G^{h \times w \times C}$, with patch height in pixels $h$, crop width in pixels $w$, and the set of pixel positions $I_i \subseteq I$ with $i$ being the center pixel and $|I_i| = h \cdot w$. For the special case of $I_i = I$, we obtain $x_{I_i} = x$. A CNN usually consists of several layers $\ell \in \mathcal{L}$ containing feature map activations $f_{\ell}(x) \in \mathbb{R}^{H_{\ell} \times W_{\ell} \times C_{\ell}}$ of the respective layer $\ell \in \mathcal{L}$, and 1st layer input image $x$, with the set of layers $\mathcal{L}$, feature map height $H_{\ell}$, feature map width $W_{\ell}$, and number of feature maps $C_{\ell}$. Fed with the input image $x$, a CNN for image classification outputs a probability score $P(s|x) \in \mathbb{I}$ for each class $s \in S$, with $\mathbb{I} = [0, 1]$, and the set of classes $S$, with the number of classes $N = |S|$, leading to

$$\mathbb{S}_{\text{classification}} : \mathbb{G}^{H \times W \times C} \rightarrow \mathbb{I}^N. \quad (1)$$
For better readability, the CNN parameters $\theta$ are omitted in our notation. The predicted class $s^*(x) \in \mathcal{S}$ for the input image $x$ is then obtained by

$$s^*(x) = \arg\max_{s \in \mathcal{S}} P(s|x). \quad (2)$$

From now on a CNN is considered, which is capable of performing semantic segmentation. The respective CNN outputs a probability $P(s|i,x)$ for each pixel position $i \in \mathcal{I}$ of the input image $x$ and class $s \in \mathcal{S}$. Altogether, it outputs class scores $p(x) = \bar{s}_{\text{segmentation}}(x) \in \mathbb{R}^{H \times W \times N}$ for all pixel positions $i \in \mathcal{I}$ and classes $s \in \mathcal{S}$, leading to

$$\bar{s}_{\text{segmentation}} : \mathcal{C}^{H \times W \times C} \rightarrow \mathbb{R}^{H \times W \times N}. \quad (3)$$

The semantic segmentation mask $m(x) \in \mathcal{S}^{H \times W}$ containing the predicted class $m_i(x) = s_i^*(x)$ at each pixel position $i \in \mathcal{I}$ of the input image $x$ is then obtained by

$$m(x) = \arg\max_{s \in \mathcal{S}} p(x). \quad (4)$$

The performance of such a CNN is measured by the mean intersection-over-union (mIoU)

$$\text{mIoU} = \frac{1}{N} \sum_{s \in \mathcal{S}} \frac{\text{TP}(s)}{\text{TP}(s) + \text{FP}(s) + \text{FN}(s)}, \quad (5)$$

with the class-specific true positives $\text{TP}(s)$, false positives $\text{FP}(s)$, and false negatives $\text{FN}(s)$.

### B. Architecture for Semantic Segmentation

Today’s state-of-the-art CNN architectures for semantic segmentation are often based on the work of Long et al. [17]. They proposed to use a CNN, pretrained on image classification, as a feature extractor and further extend it to recover the original image resolution. The extended part is often referred to as the decoder and fulfills the task of gathering, reforming and rescaling the extracted features for the task of semantic segmentation. One characteristic of this proposed network architecture is the absence of fully connected layers. Such CNNs are therefore called fully convolutional networks (FCNs).

Especially for AD, a real-time capable state-of-the-art CNN being robust to minimal changes in the input is needed. Arnab et al. [11] analyzed the robustness of various CNNs for semantic segmentation towards simple adversarial attacks ([11], [15]), and concluded that CNNs using the same input with different scales are often most robust. The ICNet developed by Zhao et al. [30] comprises both, a light-weight CNN architecture with multi-scale inputs. The overall structure of the ICNet is depicted in Fig. 3. The ICNet is designed to extract multi-scale features by taking different scales of the image as inputs. The extracted multi-scale features are fused before being upsampled to obtain a full-resolution semantic segmentation mask. The ICNet mainly profits from the combination of high-resolution low-level features (i.e., edges) with low-resolution high-level features (i.e., spatial context). For the sake of reproducibility, an openly available reimplementation of the

https://github.com/hellochick/ICNet-tensorflow
ICNet based on TensorFlow is used and tested on the widely applied Cityscapes dataset [8]. Cityscapes serves as a good dataset for exploring CNNs using semantic segmentation for AD, having pixel-wise annotations for 5000 images (validation, training and test set combined), with relevant classes such as pedestrians and cars. The reimplementation of the ICNet achieves 67.26% mIoU on the Cityscapes validation set and runs at about 19 fps on our Nvidia Tesla P100 and about 26 fps on our Nvidia GeForce GTX 1080Ti with an input resolution of 1024 × 2048. These numbers are promising and indicate that semantic segmentation could serve as a technology for the environment perception system of AD vehicles.

III. ADVERSARIAL ATTACKS

Although CNNs exhibit state-of-the-art performance in several vision-related fields of research, Szegedy et al. [25] revealed their vulnerability towards certain input patterns. The CNN topologies they investigated were fooled by just adding small and imperceptible patterns to the input image. An algorithm producing such adversarial perturbations is called an adversarial attack and a perturbed image is referred to as an adversarial example.

Based on the observations of Szegedy et al., new approaches arose for crafting adversarial examples more efficiently (3, 2, 11, 15, 21) and were even extended to dense prediction tasks, e.g., semantic segmentation (2, 18, 23). In the following, two types of adversarial attacks will be introduced: individual adversarial attacks, aiming at fooling on the basis of one particular input image, as well as universal adversarial attacks, aiming at fooling on the basis of a whole bunch of images at the same time.

A. Individual Adversarial Perturbations

For the sake of simplicity, CNNs for image classification are considered in the following to describe the basic nature of targeted and non-targeted adversarial attacks using individual adversarial perturbations. As shown before, image classification can be easily extended to semantic segmentation.

Common adversarial attacks aim at fooling a CNN, so that the predicted class \( s^*(x) \) does not match with the ground truth class \( s(x) \in S \) of the input image \( x \). One example for such type of an adversarial attack is the fast gradient sign method (FGSM) introduced by Goodfellow et al. [11]. FGSM adopts the loss function \( J(s^*(x), s(x)) \) that is used during training of the underlying CNN and computes the adversarial examples by

\[
\begin{align*}
x_{adv}^0 &= x, \\
x_{adv}^{\tau+1} &= x_{adv}^\tau + \tau + 1 \\
&= x_{adv} + \lambda \text{sign}(\nabla_x J(s^*(x), s(x))),
\end{align*}
\]

with the adversarial perturbation \( \tau \in \mathbb{R}^+ \), the step size \( \lambda \in \mathbb{R} \), and the gradient with respect to the input image \( \nabla_x J(s^*(x), s(x)) \). Note that \( \text{sign}(\cdot) \in \{ \pm 1 \}^H \times W \times C \). FGSM lets the perturbation \( \tau \) effectively increase the loss in each dimension by manipulating the input image into positive (“+”)-gradient direction. Thus, one is not limited to use the ground truth \( s(x) \) as depicted in (6), but can in fact use the output of the respective DNN \( s^*(x) \).

Kurakin et al. [15] extended FGSM by an iterative algorithm, changing the adversarial perturbation slightly in each iteration by a small \( \lambda \). To prevent the adversarial perturbation’s magnitude from getting too large, it is upper-bounded by

\[
\| r \|_\infty \leq \epsilon,
\]

with \( \epsilon \in \mathbb{R}^+ \) being the upper bound of the infinity norm and \( \epsilon \geq \lambda \). This way, the perceptibility of the adversarial perturbation is controlled by adjusting \( \epsilon \) accordingly. For the iterative case, (6) extends to

\[
\begin{align*}
x_{adv}^0 &= x, \\
x_{adv}^{\tau+1} &= x_{adv}^\tau + \tau + 1 \\
&= x_{adv} + \lambda \text{sign}(\nabla_x J(s^*(x_{adv}^\tau), s(x)) + \lambda \text{sign}(\nabla_x J(s^*(x), s(x)) \tau r),
\end{align*}
\]

with \( \tau \in \{ 0, 1, 2, ..., \} \) being the current iteration index and therefore \( x_{adv}^\tau \) the adversarial example at iteration \( \tau \).

Considering AD vehicles, there exists no ground truth for the data being inferred. As already pointed out, a naive attacking idea in this setup would be finding an adversarial perturbation \( r \), such that (classification!)

\[
s^*(x_{adv}) \neq s^*(x).
\]

Such an attack is the least-likely class method (LLCM) introduced by Kurakin et al. [15]. LLCM aims at finding an adversarial perturbation \( r \) to obtain

\[
s^0(x) = \arg \max_{s \in S} P(s|x_{adv}) = \arg \min_{s \in S} P(s|x),
\]

with the least-likely class \( s^0(x) \) of the input image \( x \). Different from before, the adversarial example using LLCM is obtained by taking a step into the negative direction of the gradient with respect to the input image \( x \), according to

\[
x_{adv} = x - \lambda \text{sign}(\nabla_x J(s^*(x), s^0(x))),
\]

minimizing the loss function. Similar to FGSM, LLCM can also be performed in an iterative fashion, where in each step a small adversarial perturbation is added to the respective input image.

Another well-known approach for crafting adversarial examples is DeepFool [21] introduced by Moosavi-Dezfooli and his colleagues. Compared with FGSM and LLCM, DeepFool does not only search for individual adversarial perturbations, but also tries to find the minimal adversarial perturbation, with respect to an \( l_p \)-norm, changing the network’s output. This leads us to the following equation

\[
r_{min} = \arg \min_r \| r \|_p, \text{ s.t. } s^r(x + r_{min}) \neq s^r(x),
\]

with \( \| r \|_p \) being the \( l_p \)-norm restricting the magnitude of \( r_{min} \). Moosavi-Dezfooli et al. primarily experimented with \( p = 2 \), showing DeepFool’s superiority in terms of speed and magnitude compared to FGSM, when targeting the same error rate for the respective CNN. We will not go further into detail here, but we refer the interested reader to [21] for more information about DeepFool instead.

\[2\]The total number of iterations is set by flooring \( \lfloor \min(\epsilon + 4, 1.25\epsilon) \rfloor \).
Carlini and Wagner proposed an approach, which showed to be extremely effective regarding adversarial example detection mechanisms [7]. They use

\[ r_{\text{min}} = \arg\min_r (||r||_2 + c \cdot f(x + r)), \]

\[ \text{s.t. } s^*(x + r_{\text{min}}) \neq s^*(x), \] (13)

as an objective function, with \( c \) being a hyperparameter and \( f(x + r) \) being a loss function. Athalye et al. [3] adopted this approach and as a result managed to circumvent several state-of-the-art defense mechanisms. We refer the interested reader to [3] and [7] for more fine-grained information about both approaches and their specific variations.

So far, we introduced adversarial attacks that were successfully applied on image classification. Arnab et al. [1] did the first extensive analysis on the behavior of different CNN architectures for semantic segmentation using FGSM and LLCM, both performed iteratively and non-iteratively. They report results on a large variety of CNN architectures, including both lightweight CNN architectures and heavyweight CNN architectures. The main observation was that network models using residual connections are often more robust when CNN architectures. The main observation was that network models using residual connections are often more robust when it comes to adversarial attacks. In addition, lightweight CNN architectures tend to be almost equally robust as heavyweight CNN architectures. In summary, the results on the Cityscapes dataset demonstrated the vulnerability of CNNs in general. We show a typical attack in Fig. 2 using the iterative LLCM on the ICNet with the hyper parameters \( \lambda = 1 \) and \( \epsilon = 8 \). Despite being mostly imperceptible for the human eye, the adversarial example leads to a dramatically altered network output. To show the overall effect on the Cityscapes validation set, we computed the mIoU ratio for the iterative LLCM and the non-iterative LLCM using different values for \( \epsilon \). The mIoU ratio \( Q \) for the iterative LLCM appears to be even more aggressive than the iterative LLCM.

image of the dataset \( \mathcal{X} \). The overall assumption of Metzen et al. is that a possible attacker might invest time to create a few uncorrelated fake semantic segmentation masks himself. Assuming that the attacker wants to use the same fake semantic segmentation mask to fool the respective CNN on several images, he is restricted to stationary situations to operate unnoticed, i.e., the AD vehicle doesn’t move and thus the scenery captured by the camera sensor only slightly changes. Because of this operational constraint, we call this method stationary segmentation mask method (SSMM). The second method modifies the CNN’s original semantic segmentation mask \( m(x) \) by replacing a predefined objective class \( o = m_i(x) \in \mathcal{S} \) at each corresponding pixel position \( i \in \mathcal{I}_o(x) \subset \mathcal{T} \) by the spatial nearest-neighbor class \( n_j(x) = m_j(x) \in \mathcal{S} \), with \( m_j(x) \neq m_i(x) \). Here, \( \mathcal{I}_o(x) \) is the set of all pixel positions, where \( m_i(x) = o \) holds. By completely removing the objective class \( o \) from the semantic segmentation mask, we obtain

\[ m_i^{\text{DNNM}}(x) = \begin{cases} m_i(x), & \text{if } m_i(x) \neq o, \\ n_i(x), & \text{otherwise}, \end{cases} \] (15)

with \( m_i^{\text{DNNM}}(x) \) being the new target class at pixel position \( i \in \mathcal{T} \). Metzen et al. suggested to use the Euclidean distance of two pixel positions \( i \) and \( j \) in order to find the nearest-neighbor class satisfying \( n_i(x) = m_j(x) \neq m_i(x) = o \). In contrast to SSMM, the created realistically looking fake semantic segmentation mask using this method is now unique for each real semantic segmentation output. Additionally, specific properties, such as the correlation between two consecutive real semantic segmentation outputs, are transferred to the created fake ones. Altogether, a possible attacker is able to create a sequence of correlated realistically looking fake semantic segmentation masks making this kind of attack suitable for
situations, where the respective AD vehicle moves. Due to these properties we call this method dynamic nearest neighbor method (DNNM). The application of DNNM has the potential to create safety-relevant perception errors for AD. This can be seen in Fig. 5 where DNNM is used to remove pedestrians or cars from the scene. The adversarial examples were created by setting $\epsilon = 10$ followed by the same procedure as with iterative LLCM. Astonishingly, the semantic classes different from the objective class are completely preserved and the nearest neighbor class seems to be a good estimate for the regions occluded by the objective class, thereby dangerously providing a plausible but wrong semantic segmentation mask.

**B. Universal Adversarial Perturbations**

So far, we discussed approaches that generate adversarial perturbations for single input images. In reality, however, it is hard for a possible attacker to generate adversarial examples for each incoming image of an environment perception system, considering a camera running at 20 fps. Therefore, in AD applications a special interest lies in single adversarial perturbations being capable of fooling a CNN on a set of input images, e.g., a video sequence. This class of adversarial perturbations is called universal adversarial perturbation (UAP).

One of the first works towards finding UAPs was done by Moosavi-Dezfooli et al. [20]. Their idea was to find a UAP $r_{uni}$ that fools almost all images in some image set $\mathcal{T}$ in an image classification task (again, only one class per image). To achieve this, they used the DeepFool algorithm in an iterative fashion to solve the optimization problem

$$s^*(x + r_{uni}) \neq s^*(x) \quad \forall x \in \mathcal{T}' \subset \mathcal{T}, \quad (16)$$

with the subset of respective images $\mathcal{T}'$ for which the CNN is fooled, and the set of all respective images $\mathcal{T}$ the UAP is optimized on. The UAP is again constrained by

$$||r_{uni}||_p \leq \epsilon, \quad (17)$$

with $|| \cdot ||_p$ being the $l_p$-norm of $r_{uni}$, and $\epsilon$ being its upper bound. In their experiments, Moosavi-Dezfooli et al. obtained the best results setting $p = \infty$ and $\epsilon = 10$. Different from all the attacks shown before, the UAP optimized on $\mathcal{T}$ generalizes well, meaning the UAP can even fool a respective system on a disjoint set of images $\mathcal{V}$, with $\mathcal{V} \cap \mathcal{T} = \emptyset$, on which the UAP was not optimized on.

While Moosavi-Dezfooli et al. use samples from a set of images $\mathcal{T}$ to craft UAPs, Mopuri et al. [23] introduced a dataset-independent method named Fast Feature Fool (FFF). In the following we are considering the formulation of FFF from their extended work [22]. Adopting the overall objective in (16), FFF aims at finding a UAP that increases the mean activation in each layer $\ell \in \mathcal{L}$, without any knowledge about the respective images $x \in \mathcal{T}'$ to fool. This is done by minimizing the following loss function

$$J(r_{uni}) = -\log \left( \prod_{\ell \in \mathcal{L}} ||f_\ell(r_{uni})||_2 \right), \quad (18)$$

with respect to $r_{uni}$ (as 1st layer input image), constrained by (17) with $p = \infty$. We used FFF on the ICNet to show the effectiveness and transferability of UAPs on several images taken from the Cityscapes validation set by following Mopuri et al. in choosing $\epsilon = 10$. The obtained results for some images are illustrated in Fig. 6. While not generating realistically looking semantic segmentation masks as DNNM does, FFF still completely fools the ICNet on several diverse images and needs to be computed only once to obtain $r_{uni}$. Moreover, safety-critical classes such as pedestrians and cars are removed from the scene in all examples, underlining again the risk of adversarial attacks for AD. Note that the particular danger of this method for AD lies in the fact that it just requires a generic adversarial pattern to be added to any unknown sensorial data $(x + r_{uni})$ during driving, causing major errors in the output segmentation mask.

**IV. Adversarial Defense**

So far, we demonstrated that DNNs can be fooled in many different ways by means of almost imperceptible modifications of the input image. This behavior of DNNs puts challenges to their application within environment perception in AD. Therefore, appropriate adversarial defense strategies are needed.
Fig. 6: Adversarial attacks on the ICNet using a (single) universal adversarial perturbation $r_{uni}$ created by Fast Feature Fool (FFF) \([22]\). We show its effectiveness in fooling the ICNet on four example images with cars or pedestrians from the Cityscapes validation set. Each row corresponds to one attack scenario; (a) clean input image, (b) semantic segmentation of clean input image, (c) adversarial example created by FFF, and (d) semantic segmentation of adversarial example created by FFF.

to decrease the risk of DNNs being completely fooled by adversarial examples. In this section, some adversarial defense strategies are presented, that have been hypothesized and developed to defend against adversarial attacks. In general, adversarial defense strategies can be distinguished as being specific or agnostic to a model at hand. In the following, we will provide a brief introduction to model-specific defense techniques, but then we will focus on model-agnostic ones.

A. Model-Specific Defense Techniques

Model-specific defense techniques aim at modifying the behavior of a specific DNN in a way that the respective DNN becomes more robust towards adversarial examples. Note that such a technique most often can alternatively be applied to numerous DNN topologies, however, once being applied it always defends only the specific DNN at hand. One well-known and intuitive method of model-specific defense techniques is adversarial training. In adversarial training the original training samples of the DNN are extended with their adversarial counterparts, e.g., created by FGSM from Goodfellow et al. as shown before, and then retrained with this set of clean and adversarially perturbed images. Whereas the performance of the DNN on adversarial examples increases ([11], [20]), the effect is still marginal [21]. More importantly, it is also not clear which amount or type of adversarial examples is sufficient to increase the DNN’s robustness up to a desired level. Xie et al. [28] investigated the effect of adversarial examples on the feature maps in several layers. Their observation was that adversarial examples create noise-like patterns in the feature maps. To counter this, they proposed to add trainable denoising layers containing a denoising operation followed by a convolution operation. Xie et al. obtained the best results by using the non-local means algorithm (NLM) [6] for feature denoising. Bär et al. [4] explored the effectiveness of teacher-student approaches in defending against adversarial attacks. Here, an additional student DNN is included to increase the robustness against adversarial attacks, assuming that the potential attacker has a hard time to deal with a constantly adapting student DNN. It was concluded that in combination with simple output voting schemes this approach could be a promising model-specific defense technique. Nevertheless, a major drawback of model-specific defense techniques is that the respective DNN has to be retrained, or one has to modify the network architecture, which is not always possible when using pre-trained DNNs.

B. Model-Agnostic Defense Techniques

In contrast to model-specific defense techniques, model-agnostic defense techniques, once developed, can be applied in conjunction with any model, as they do not modify the model itself but rather the input data. In particular, the model does not need to be retrained. Hence, it serves as an image pre-processing, where the adversary is removed from the input image.

Guo et al. [12] analyzed the effectiveness of non-differentiable input transformations in destroying adversarial
examples. Non-differentiability is an important property of adversarial defense strategies considering that the majority of adversarial attacks is built on gradient-based optimization. Guo et al. used image quilting (IQ) amongst some other input transformation techniques and observed IQ to be an effective way of performing model-agnostic defense against several adversarial attacks. IQ is a technique, wherein the input image $x_\mathbf{i}$ is viewed as a puzzle of small patches $x_{I_i}$, with $i$ being the position of the center pixel. To remove potential adversaries from an image, each of its patches $x_{I_i}$, irrelevant of being adversarially perturbed or not, is replaced by a nearest neighbor patch $\hat{x}_{I_i} \in \mathcal{P} \subset \mathbb{G}^{H \times b \times C}$ to obtain a quilted image $\hat{x}^{\mathcal{Q}}$, with $\mathcal{P}$ being a large set of patches created beforehand from random samples of clean images. The aim is to synthetically construct an adversary-free image having the original semantic content.

Another model-agnostic defense technique is the non-local means algorithm (NLM) from Buades et al. [6]. NLM aims at denoising the input image. To accomplish this, NLM replaces each pixel value $x_i$ by

$$x_{i}^{\text{NLM}} = \sum_{j \in \mathcal{I}} w_{i,j} x_j,$$

with the NLM-denoised pixel $x_{i}^{\text{NLM}}$, the inter-pixel weighting factor $w_{i,j} \in [0, 1]$ for which $\sum_{j \in \mathcal{I}} w_{i,j} = 1$ holds, and the pixel value $x_j$ at position $j$. The inter-pixel weighting factor $w_{i,j}$ relates the respective pixel $x_i$ at pixel position $i$ to the pixel $x_j$ at pixel position $j$. It is defined by

$$w_{i,j} = \frac{1}{\alpha_i} \exp \left( - \frac{||x_{I_i} - x_{I_j}||_2^2}{\sigma^2} \right),$$

with the patches $x_{I_i}$ and $x_{I_j}$ centered at pixel positions $i$ and $j$, the squared Gaussian weighted Euclidean distance $|| \cdot ||_2^2$, with $\sigma > 0$ as the standard deviation of the Gaussian kernel, the hyperparameter for the degree of filtering $h$, and the normalizing factor $\alpha_i$. By incorporating the squared Gaussian weighted Euclidean distance, a large weight is put to pixels $x_j$, whose neighborhood $x_{I_j}$ looks similar to $x_{I_i}$, (the neighborhood of the respective pixel $x_i$ to be denoised).

The idea behind NLM is to remove the high local dependency of adversarial perturbations. Nevertheless, applying NLM on the complete input image, as stated in [19], can be computationally demanding. Thus, the search window is often reduced to an image region $\mathcal{R}_i \subset \mathcal{I}$ of size $|\mathcal{R}_i| = R \times R$. Note that $\mathcal{I}_i \subset \mathcal{R}_i$, with $|\mathcal{I}_i| = |\mathcal{I}_j| < |\mathcal{R}_j|$.

Now let's look into results of both model-agnostic defense methods, IQ and NLM, on the adversarial examples shown before. For IQ, the patch dataset $\mathcal{P}$ was created using samples from the Cityscapes training set. Here, we followed Guo et al. and collected $|\mathcal{P}| = 1,000,000$ patches of size $5 \times 5$ pixels in total. Increasing the size of the patch dataset will lead to better approximations of the patches, but on the other hand also increases the search space. The same holds when decreasing the size of the patches up to a certain level.

For NLM, patches $\mathcal{I}_i$ and $\mathcal{I}_j$ of size $7 \times 7$ were used and the image region for neighbor pixel was restricted according to $|\mathcal{R}_j| = 9 \times 9$ to keep an adequate algorithm complexity. The degree of filtering $h$ was computed by $h = 2.15 \hat{\sigma}(x)$, with $\hat{\sigma}(x)$ being an estimate for the Gaussian noise standard deviation on the input image $x$.

Using these settings, we tested IQ, NLM, as well as a combined version of both, denoted as IQ+NLM, on the adversarial attacks shown in Section III (see Fig. 5 and Fig. 6). It is important to note that we applied both defense methods without any extensive hyperparameter search. The adversarial defenses on DNNM-attacked images are depicted in Fig. 7. From left to right, the original semantic segmentation mask is reconstructed better and better, with the combination of NLM and IQ showing the best results (Fig. 7 (e)). Comparing NLM and IQ separately, it can be seen that IQ is able to reconstruct the original semantic segmentation mask even more precisely. The same behavior can be observed when looking at the mIoU values in Fig. 7 where we report averages over the entire Cityscapes validation set.

Fig. 7: Adversarial attacks on the ICNet using the dynamic nearest neighbor method (DNNM) [18], defended by image quilting (IQ) [12] and the non-local means algorithm (NLM) [6]. Both image rows correspond to the examples shown in Fig. 5. The first row contains an example, where DNNM was used to remove pedestrians from the scene, while the second row contains an example, where DNNM was used to remove cars instead; (a) clean output, (b) adversarial output using DNNM, (c) adversarial output using DNNM defended by NLM, (d) adversarial output using DNNM defended by IQ, and (e) adversarial output using DNNM defended by NLM and IQ combined. The mIoU values in the bottom line refer to the average mIoU over the entire Cityscapes validation set.
Clean output  FFF attack ... ... defended by NLM ... by IQ ... by NLM+IQ

Fig. 8: Adversarial attacks on the ICNet using Fast Feature Fool (FFF) [22], defended by image quilting (IQ) [12] and the non-local means algorithm (NLM) [6]. We show results on the four semantic segmentation outputs from Fig. 6 using the Cityscapes validation set. Each row corresponds to an attack scenario to be defended by NLM, IQ, or a combination of both; (a) clean output, (b) adversarial output using FFF, (c) adversarial output using FFF defended by NLM, (d) adversarial output using FFF defended by IQ, and (e) adversarial output using FFF defended by NLM and IQ combined. The mIoU values in the bottom line refer to the average mIoU over the entire Cityscapes validation set.

V. Summary and Future Directions

Deep neural networks (DNNs) are one of the most promising technologies for the use case of environment perception in autonomous driving (AD). Assuming the environment perception system consists of several camera sensors, a DNN trained for semantic segmentation can be used to perform extensive environment sensing in real-time. Nevertheless, today’s state-of-the-art DNNs still unveil flaws when fed with specifically crafted inputs, denoted as adversarial examples. It was step-by-step demonstrated that it is quite easy and intuitive to craft adversarial examples for individual input images using the least-likely class method (LLCM) or the dynamic nearest neighbor method (DNNM) by simply performing gradient updates on the clean input image. It is even possible to craft adversarial examples to fool not only one but a set of images using the Fast Feature Fool (FFF) method, without any knowledge of the respective input image to be perturbed. This in turn highlights the importance of appropriate defense strategies. From a safety-concerned perspective, the lack of robustness shown by DNNs is a highly relevant and important challenge to deal with, before AD vehicles are released for public use.

DNNs’ lack of robustness evoked the need for defense strategies and other fallback strategies regarding the safety relevance for AD applications. Model-agnostic defense strategies only modify the potentially perturbed input image to decrease the effect of adversarial attacks. This way, an already pretrained DNN can be used without the need of retraining or modifying the DNN itself. We explored two model-agnostic
defense strategies, namely image quilting (IQ) and the non-local means algorithm (NLM), both on DNNM and FFF attacks, where the combination of IQ and NLM shows the best results on almost all images. Nevertheless, although clearly robustifying the DNNs towards adversarial attacks, the current state of research in model-agnostic defense strategies also showed that vulnerability of DNNs is not entirely solved yet. However, ensembles of model-agnostic defenses could be promising for tackling adversarial attacks, as well as intelligent redundancy, e.g., by teacher-student approaches. We would also like to point out that certification methods ([9], [27]) should be further investigated to really obtain provable robustness.

What does this mean regarding the application of DNNs for AD? Are today’s DNNs not suitable for safety-critical applications in AD? We would argue that this is to some extent true, if we only consider applying model-agnostic defenses without certification. DNN training and DNN understandability are two highly dynamic academic fields of research. Research so far mainly focused on increasing the performance of DNNs, widely neglecting their robustness and certification. In order to develop employable machine learning-based functions that are realistically usable in a real world setting, it is extremely important to establish their robustness against slight input alterations in addition to improving the task performance. Furthermore, new mature defense and certification strategies are needed, including fusion approaches, redundancy concepts, and modern fallback strategies. We especially recommend automotive companies to focus on certification of DNNs. Otherwise, doors would open for potentially fatal attacks which in turn would have consequences on public acceptance of AD.
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