Quantizing higher-spin gravity in free-field variables
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ABSTRACT: We study the formulation of massless higher-spin gravity on AdS_3 in a gauge in which the fundamental variables satisfy free field Poisson brackets. This gauge choice leaves a small portion of the gauge freedom unfixed, which should be further quotiented out. We show that doing so leads to a bulk version of the Coulomb gas formalism for W_N CFT’s: the generators of the residual gauge symmetries are the classical limits of screening charges, while the gauge-invariant observables are classical W_N charges.

Quantization in these variables can be carried out using standard techniques and makes manifest a remnant of the triality symmetry of W_∞[λ]. This symmetry can be used to argue that the theory should be supplemented with additional matter content which is precisely that of the Prokushkin-Vasiliev theory. As a further application, we use our formulation to quantize a class of conical surplus solutions and confirm the conjecture that these are dual to specific degenerate W_N primaries, to all orders in the large central charge expansion.
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1 Introduction

The AdS/CFT correspondence offers a nonperturbative definition of quantum gravity in anti-de Sitter space in the form of a dual conformal field theory (CFT), thus making conceptual problems in quantum gravity accessible, at least in principle. Being a strong-weak coupling duality, a complete proof of the correspondence may be out of reach in the richest examples, though one may hope to do better in the recently uncovered simpler
and more tractable instances of holographic duality. One promising class of dualities was identified by Gaberdiel and Gopakumar [1], who proposed that a (2+1)-dimensional higher-spin gravity theory due to Prokushkin and Vasiliev [2] is holographically dual to a certain large $N$ limit of the $W_N$ minimal model CFT’s. The bulk theory allows for a consistent truncation to the massless higher-spin sector which does not contain any locally propagating fields and can be elegantly described as a Chern-Simons theory. The only degrees of freedom in this sector are boundary fluctuations, which are furthermore controlled by a large $W_\infty[\lambda]$ symmetry.

Far from giving a complete proof of the higher-spin/minimal-model duality, we will in this work study a set of variables for the massless higher-spin sector in which quantization is relatively straightforward; these variables can roughly be thought of as Darboux coordinates on the phase space of higher-spin fields. For simplicity, we restrict our attention to the theory with higher-spin algebra $\mathfrak{sl}(N, \mathbb{C})$ which describes spins $2, \ldots, N$ in Euclidean signature. This theory is based on an $\mathfrak{sl}(N, \mathbb{C})$ Chern-Simons gauge field with boundary conditions which impose asymptotic AdS behaviour of the field. These boundary conditions are preserved by a group of ‘Drinfeld-Sokolov (DS) gauge symmetries’, and quotienting these out (‘DS reduction’ [3]) leads to a theory with classical $W_N$ symmetry [4, 5].

In CFT’s with quantum $W_N$ symmetry, the Coulomb gas formalism [6] (see also the review [7]) gives a realization of the $W_N$ currents as operators built out of $N^2-1$ free fields which commute with a set of screening operators. On the bulk dual side, it has also been known since [8] that there exists a gauge for the DS gauge symmetry of the higher-spin theory, the ‘diagonal gauge’, in which the Poisson brackets of the fundamental variables reduce to those of free fields. However it was also pointed out in [8] that this gauge choice suffers from ambiguities in that there are many diagonal gauge representations of the same physical configuration. Also, it was not clear how the screening charges, which are vital for obtaining a $W_N$ symmetry, appear in this gauge, and if they are related to the aforementioned ambiguity.

In this work, we will address these puzzles in detail. We will show that the ambiguities observed in [8] arise from the fact that the diagonal gauge does not fix the DS gauge symmetry completely; rather it leaves a finite-parameter family of residual DS gauge transformations. These should be viewed as proper gauge transformations which do not change the physical state.\footnote{This is the main difference with respect to the formally similar gauge choice of [9, 10]. In the latter context, the boundary conditions have been designed such that all residual symmetries are actual global symmetries, thus leading e.g. to a theory with a different asymptotic symmetry algebra with respect to that obtained with a DS reduction.} We will see that the charges which generate these residual DS transformations through Poisson brackets are precisely the classical limits of the screening charges of the Coulomb gas formalism for $W_N$ CFT’s. In addition, the observables which are invariant under the residual DS gauge symmetry are precisely the classical $W_N$ currents. Therefore all the ingredients of the Coulomb gas formalism appear naturally when considering bulk higher-spin theory in the diagonal gauge.

Once the theory is formulated in free field variables, quantization can be carried out using standard techniques, and we will see that it leads to a quantum shift in the background charge of the free fields. This uncovers a $\mathbb{Z}_2$ duality symmetry which is not visible at the
classical level and is a remnant of the triality symmetry of the $W_\infty[\lambda]$ algebra [11]. This symmetry can be used to argue, modulo some natural assumptions, that the theory should be supplemented with additional matter content which is precisely that of the Prokushkin-Vasiliev theory.

When investigating the effect of the residual DS gauge transformation, we find a qualitative difference depending on whether we consider ‘generic’ field configurations, in which the gauge field is allowed to have isolated singularities around which the holonomy is non-trivial, or the ‘non-generic’ case where the holonomy is trivial everywhere. In the former case, the residual DS gauge transformations are discrete, giving a realization of the symmetric group, while in the latter case they act as continuous transformations. To illustrate the power of the free field formulation, we address in detail the quantization of the latter class of configurations with trivial holonomy. These were considered before in [12] and were shown to describe a class of generalized conical surpluses, and in our variables they appear as winding modes of the free fields. These solutions were conjectured to be dual to a subclass of degenerate primaries of the quantum $W_N$ algebra in [12, 13], and evidence for this has accumulated [14, 15].

Upon quantizing these solutions in our framework, we are able to confirm this conjecture to all orders in the $1/c$ expansion.

2 Review of higher-spin gravity in Chern-Simons formulation

In this section we recall the key features of the Chern-Simons formulation of Euclidean higher-spin gauge theories in three-dimensional anti-de-Sitter (AdS) background. In particular, we review the boundary conditions that select asymptotically-AdS field configurations, stressing that they can be formulated in many different, albeit equivalent, ways. We focus on boundary conditions belonging to the class of Drinfeld-Sokolov gauges and we confront them with the diagonal gauge that will be analysed in the following sections.

2.1 Chern-Simons theory with boundary

Higher-spin gauge theories in three-dimensional anti-de-Sitter background, in the absence of matter couplings, can be formulated as pure Chern-Simons gauge theories [17]. Here we focus on Euclidean theories involving spins $2, 3, \ldots, N$, which are described by a gauge field $A$ taking values in the complex Lie algebra $\mathfrak{sl}(N, \mathbb{C})$. For a large part of this work, where we consider the infinitesimal symmetries of the theory, the precise global structure of the gauge group will be immaterial. When global considerations will enter the discussion, notably in section 3.3, we will assume the gauge group to be $\text{SL}(N, \mathbb{C})/\mathbb{Z}_N$. This means that, as in [12], we mod out by the center $\mathbb{Z}_N$, generated by the element $e^{2\pi i/N}1$ in the defining representation, which is invisible to adjoint fields.

The Euclidean action is

$$I_E = -i \left( S_{CS}[A] - S_{CS}[\bar{A}] \right) = 2 \text{Im} \left( S_{CS}[A] \right), \quad (2.1)$$

---

The same states have been also recently considered in a related holographic scenario, where they have been identified in the twisted sector of symmetric orbifold CFT’s, which have been conjectured to be dual to the tensionless limit of strings on AdS$_3$ [16].
where $S_{CS}[A]$ is the Chern-Simons action

$$S_{CS}[A] = \frac{k}{4\pi} \int_{\mathcal{M}} \text{tr}_N \left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right).$$

(2.2)

In the formulae above, $k$ is a real parameter, $\text{tr}_N$ is the trace in the defining $N$-dimensional representation of $\text{sl}(N, \mathbb{C})$, and $\bar{A}$ is the complex conjugate of $A$. See [18] for more details on the Chern-Simons formulation of Euclidean gravity and e.g. appendix A.1 of [19] for its higher-spin extensions. We only consider the case in which the spin-2 subsector corresponds to the principal embedding of $\text{sl}(2, \mathbb{C})$ into $\text{sl}(N, \mathbb{C})$. As shown in appendix A, with this choice the constant $k$ is related to the AdS$_3$ radius $l$ and the 3D Newton constant $G_N$ as

$$k = -\frac{3l}{2N(N^2 - 1)G_N}.$$ 

(2.3)

Note that, in our conventions, the weakly coupled gravity regime corresponds to taking $k$ large and negative.

To simplify the comparison of our ensuing analysis with CFT techniques, we assume the manifold $\mathcal{M}$ to have the topology of a solid sphere. The boundary $S^2$ corresponds to the usual cylindrical boundary of AdS$_3$ where we added the two points at infinity. In actual computations, following the most common CFT setup, we will perform an additional conformal transformation and describe the boundary as a plane parameterised by a complex coordinate $z$. In these conventions, Euclidean AdS$_3$ can be parameterised e.g. as $ds^2 = d\rho^2 + e^{2\rho} dz d\bar{z}$, where $\rho$ is a radial coordinate transverse to the boundary, while slices of constant Euclidean time are circles of constant $|z|$.
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Upon varying the action (2.1) one picks up a boundary term:

$$\delta S_{CS} = -\frac{k}{4\pi} \int_{\partial \mathcal{M}} \text{tr}_N (A \wedge \delta A) + \text{(eom)}. \quad (2.4)$$

To have a good variational principle, we make it vanish by imposing the boundary conditions

$$\left. (A_z) \right|_{\partial \mathcal{M}} = 0, \quad \left. (\bar{A}_z) \right|_{\partial \mathcal{M}} = 0. \quad (2.5)$$

For $N > 2$ these constraints are too restrictive to accommodate black holes [20], but they still allow to identify the asymptotic symmetries of the full space of solutions of the equations of motion [4, 5, 19]. Moreover, they are satisfied by the solutions we will discuss in section 5, so that we stick to this simplifying choice. Actually, we further constrain the gauge connections to be of the form

$$A = b^{-1} a(z) b \, dz + b^{-1} db, \quad \bar{A} = b^{-1} \bar{a}(\bar{z}) b \, d\bar{z} + b^{-1} db, \quad (2.6)$$

where $b = b(\rho)$ is a group element depending only on the coordinate $\rho$ transverse to the boundary. As discussed e.g. in [5, 21], this form of the connection can be reached by combining a residual gauge fixing with the equations of motion.

---

"Another form of the Euclidean action, which often appears in the literature, is given by $I_E = -i(S_{CS}[A] - S_{CS}[-A^\dagger])$, where $\dagger$ stands for Hermitean conjugation. This form is equivalent to ours, since one can easily show that $S_{CS}[-A^\dagger] = S_{CS}[A]$. 
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Concretely, we take $b = e^{i J_0}$, where $J_0$ is a generator of the $\mathfrak{sl}(2)$ subalgebra which is principally embedded in $\mathfrak{sl}(N)$. For later convenience, we give an explicit representation for the generators of this $\mathfrak{sl}(2)$:

\begin{equation}
J_0 = \sum_{i=1}^{N} \left( \frac{N + 1}{2} - i \right) e_{ii}, \quad J_1 = - \sum_{i=1}^{N-1} e_{i+1,i}, \quad J_{-1} = \sum_{i=1}^{N-1} i(N - i) e_{i,i+1}, \quad (2.7)
\end{equation}

where the $e_{ij}$ are $N$-dimensional matrices with entries $(e_{ij})_{kl} = \delta_{ik} \delta_{jl}$. These represent the algebra $[J_m, J_n] = (m - n) J_{m+n}$.

The gauge choice (2.6) is invariant under residual ‘gauge’ transformations with parameters $\lambda = b^{-1} \lambda(z)b$ and $\bar{\lambda} = b^{-1} \bar{\lambda}(z)b$, which induce infinitesimal shifts of $a_z$ and $\bar{a}_z$ of the form

\begin{equation}
\delta a_z = \partial_z \lambda + [a_z, \lambda], \quad \delta \bar{a}_z = \partial_z \bar{\lambda} + [\bar{a}_z, \bar{\lambda}], \quad (2.8)
\end{equation}

where $\lambda(z) \in \mathfrak{sl}(N)$ is a purely holomorphic Lie algebra element. These transformations must actually be interpreted as global symmetries [22], whose associated conserved charges can be derived as follows (see e.g. [5, 21] for more details). The canonical generator of gauge transformations in the Chern-Simons theory is

\begin{equation}
G(\lambda) = \frac{k}{4\pi} \int_{\Sigma} dx^i \wedge dx^j \text{tr}_N (\Lambda F_{ij}) + Q(\lambda), \quad (2.9)
\end{equation}

where $F_{\mu
u} = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu]$ is the field strength, while the $x^i$ are the coordinates on a slice of fixed time that we denoted by $\Sigma$. $Q(\lambda)$ is a boundary term, whose role is to cancel the boundary contribution produced by the functional variation of $G(\lambda)$ that determines its Poisson bracket with the fields:

\begin{equation}
\delta G(\lambda) = -\frac{k}{2\pi} \int_{\Sigma} dx^i \wedge dx^j \text{tr}_N \left( (\partial_i \lambda + [A_i, \lambda]) \delta A_j \right) + \left( \frac{k}{2\pi} \int_{\partial \Sigma} dx^i \text{tr}_N (\Lambda \delta A_i) + \delta Q(\lambda) \right). \quad (2.10)
\end{equation}

For field-independent gauge parameters one can readily integrate the variation $\delta Q(\lambda)$ that guarantees the cancellation of the terms between brackets. In our conventions, one can rewrite the ensuing charges as contour integrals in the $z$-plane:

\begin{equation}
Q(\lambda, \bar{\lambda}) = -\frac{k}{2\pi} \oint \text{tr}_N (\lambda a_z dz + \bar{\lambda} \bar{a}_z d\bar{z}) \quad (2.11)
\end{equation}

The integration contour is originally a counterclockwise circle of constant Euclidean time $|z|$, which of course can be deformed as long as no singularities of the integrand are encountered.

The charges (2.11) play the dual role of being conserved through the Noether theorem, but also of generating the associated global symmetries through the Dirac bracket as

\begin{equation}
\delta a_z = \{ Q(\lambda, \bar{\lambda}), a_z \} \quad (2.12)
\end{equation}

and its analogue for $\bar{a}_z$ [22]. This relation actually provides an efficient way to compute the Dirac bracket of the fields. Expanding them as

\begin{equation}
a_z(z) = \sum_{m \in \mathbb{Z}} a_m z^{-m-1}, \quad \bar{a}_z = \sum_{m \in \mathbb{Z}} \bar{a}_m z^{-m-1} \quad (2.13)
\end{equation}
and introducing arbitrary elements $\alpha, \beta$ of sl$(N)$, by substituting (2.8) and (2.11) in (2.12) one obtains the affine sl$(N)$ Lie algebra

$$\{\text{tr}_N(\alpha a_m), \text{tr}_N(\beta a_n)\} = \frac{i}{k} \left( \text{tr}_N([\alpha, \beta] a_{m+n}) + m \text{tr}_N(\alpha \beta \delta_{m+n,0}) \right)$$

together with its analogue for $\bar{a}_z$.

2.2 AdS asymptotic conditions and Drinfeld-Sokolov gauges

Selecting AdS asymptotic behaviour requires additional constraints on the strictly lower-triangular part $(a_\downarrow)_+$ of the gauge potential $a_\downarrow$ [4, 5, 21]:

$$(a_\downarrow)_+ \approx J_1,$$  \hfill (2.15)

where $J_1$ is one of the generators of the sl$(2)$ subalgebra defined in (2.7). The symbol $\approx$ stresses that we are imposing a constraint on the phase space of the boundary degrees of freedom of the Chern-Simons theory with boundary conditions (2.5). This is a first class constraint: indeed it can be formulated as

$$\text{tr}_N(\alpha_-(a_m - J_1 \delta_{m,-1})) \approx 0$$

for all strictly upper-triangular (constant) matrices $\alpha_-$, which gives

$$\{\text{tr}_N(\alpha_-(a_m - J_1 \delta_{m,-1})), \text{tr}_N(\beta_-(a_n - J_1 \delta_{n,-1}))\} = \frac{i}{k} \text{tr}_N([\alpha_-, \beta_-] a_{m+n})$$

thanks to (2.14). The right-hand side is again proportional to the constraint because the commutator of two strictly upper-triangular matrices has only entries starting from the second upper diagonal, and therefore

$$\text{tr}_N([\alpha_-, \beta_-] a_{m+n}) = \text{tr}_N([\alpha_-, \beta_-] (a_{m+n} - J_1 \delta_{m+n,-1})).$$

This result allows one to interpret the transformations (2.8) preserving the constraint (2.15), which are generated by arbitrary strictly upper-triangular matrices

$$\lambda(z) = \lambda_-(z),$$

as a proper gauge symmetry.

The upper-triangular gauge redundancy (2.19) can be eliminated by imposing suitable gauge-fixing conditions. Most prevalent in the literature are those belonging to the class of Drinfeld-Sokolov gauges [3, 8]. These fix the residual gauge symmetry completely, so that the full set of constraints becomes second class. Let us illustrate the situation in the case of sl$(2)$. We expand the modes $a_m$ of $a_\downarrow$ in the generators $J_i$ of sl$(2)$,

$$a_m = \sum_{i=-1}^{1} a^i_m J_i.$$  \hfill (2.20)

The constraint (2.15) then reads

$$C_m = a^1_m - \delta_{m,-1} \approx 0,$$  \hfill (2.21)
and the (in this case unique) Drinfeld-Sokolov gauge-fixing condition is
\[ G_m = a^0_m \approx 0. \tag{2.22} \]

The constraints satisfy the Poisson brackets
\[ \{ C_m, G_n \} = -\frac{2i}{k} a^1_{m+n} \approx -\frac{2i}{k} \delta_{m+n,-1}, \tag{2.23a} \]
\[ \{ G_m, G_n \} = \frac{2im}{k} \delta_{m+n,0}, \tag{2.23b} \]
\[ \{ C_m, C_n \} = 0, \tag{2.23c} \]
so that the constraint matrix is invertible. The constraints are therefore second class, which confirms that \( G_m \) is a complete gauge fixing.

In this work we consider another gauge which is outside of the Drinfeld-Sokolov class. In the sl(2) case it is specified by the partial gauge-fixing condition
\[ D_m = a^{-1}_m \approx 0. \tag{2.24} \]

The constraint matrix has entries
\[ \{ C_m, D_n \} = -\frac{i}{k} (a^0_{m+n} + m \delta_{m+n,0}) , \tag{2.25a} \]
\[ \{ D_m, D_n \} = 0, \tag{2.25b} \]
\[ \{ C_m, C_n \} = 0, \tag{2.25c} \]
and it is not invertible on the whole constraint surface due to the dependence on \( a^0 \). An example of a configuration on which invertibility fails is when
\[ a^0_m = -\Lambda \delta^0_m, \quad \text{with} \quad \Lambda \in \mathbb{Z}. \tag{2.26} \]

One sees from (2.25) that on this configuration, \( C_\Lambda \) and \( D_{-\Lambda} \) remain as first class constraints. These configurations and their sl(\( N \)) generalizations will play an important role in what follows.

The generalisation of the partial gauge-fixing (2.24) to sl(\( N \)) amounts to constraining the strictly upper-triangular part of the fields \( a_z \) to vanish, i.e.
\[ (a_z)_- \approx 0, \tag{2.27} \]
which we will refer to as the ‘diagonal gauge’. The subtleties associated to this gauge choice will be discussed in the next two sections.

### 3 The diagonal gauge

In this section we study the formulation of higher-spin gravity in the diagonal gauge (2.27). As we shall see, this gauge has the great advantage that the Poisson brackets of the basic fields become extremely simple: they are those of free fields. On the other hand, it is not a Drinfeld-Sokolov gauge and this leads to some puzzles which were first anticipated in [8]
and which we aim to address in this work. They stem from the property we already noted above in the \( N = 2 \) case, namely that the diagonal gauge does not completely fix the proper gauge freedom (2.19). After discussing the origin of these residual gauge symmetries, we study the corresponding gauge orbits in detail. This paves the way for the discussion, in the next section, of how to factor out the residual symmetries in order to obtain a theory equivalent to the one formulated in a Drinfeld-Sokolov gauge.

### 3.1 Reaching the diagonal gauge

In the diagonal gauge the nontrivial components of the connection reside on the main diagonal, so that it can be parameterised as follows:

\[
  a_z = J_1 + \frac{1}{\sqrt{k}} \sum_{j=1}^{N} \tilde{e}_j \cdot \left( i \partial_z \phi^a \right) e_{jj}.
\]

Here, \( \partial_z \phi^a(z) \), with \( a = 1, \ldots, N-1 \), form a vector of purely \( z \)-dependent fields (the arrow notation \( \vec{v} \) will be used to denote \( (N-1) \)-component vectors). We will impose also some regularity conditions on the fields \( \partial_z \phi^a(z) \), which we shall spell out when they become relevant for the discussion, namely in section 3.3. The set of \( N \) vectors \( \tilde{e}_i \), with \( i = 1, \ldots, N \), are instead the weights of the vector representation of \( \text{sl}(N) \). They satisfy the properties (see e.g. section 6.3.3 of [23])

\[
  \tilde{e}_i \cdot \tilde{e}_j = \delta_{ij} - \frac{1}{N}, \quad \sum_{i=1}^{N} \tilde{e}_i = 0, \quad \sum_{i} \epsilon_{ia}\epsilon_{ib} = \delta_{ab}.
\]

We recall for later use the relation between the \( \tilde{e}_i \) and simple roots \( \tilde{\alpha}_a \) and fundamental weights \( \tilde{\omega}_a \) of \( \text{sl}(N) \):

\[
  \tilde{\alpha}_a = \sum_{i=1}^{a} \tilde{e}_i, \quad \tilde{e}_i = \tilde{\omega}_i - \tilde{\omega}_{i-1}, \quad \tilde{e}_a = \tilde{e}_a - \tilde{e}_{a+1}.
\]

According to (3.2), the roots are normalized to have length squared equal to 2.

By taking the complex conjugate of (3.1) one obtains an analogous parameterisation of \( \bar{a}_z \) in terms of the antiholomorphic fields \( \partial_{\bar{z}} \bar{\phi}^a(\bar{z}) \); we will usually display only the expressions for the holomorphic sector in what follows.

Locally, the gauge (3.1) is reachable by making a finite proper gauge transformation of the type (2.19) as for a Drinfeld-Sokolov gauge. To see this, we start from an arbitrary flat connection \( a_z \) satisfying the constraint (2.15). We note that locally we can write the gauge potential in pure gauge form, \( a_z = g^{-1} \partial_z g \), with \( g(z) \) a \( z \)-dependent element of the gauge group. Note that \( g \) is determined only up to a left multiplication by a constant group element

\[
  g(z) \to \tilde{\Lambda}_0 g(z).
\]

Finite gauge transformations arise from right multiplication by a \( z \)-dependent group element

\[
  g(z) \to g(z) \Lambda(z).
\]
We now make a Gauss decomposition

\[ g = N_+ h N_-, \tag{3.6} \]

where \( h \) is a diagonal group element and \( N_+ \) and \( N_- \) are lower and upper triangular group elements, respectively, whose diagonal entries are all equal to one. To reach the diagonal gauge, we make a finite upper-triangular gauge transformation with parameter \( \Lambda = N_-^{-1} \) so that

\[ g = N_+ h. \tag{3.7} \]

In this gauge, the asymptotic AdS condition (2.15) is satisfied for arbitrary \( h \) and for \( N_+ \) determined in terms of \( h \), up to multiplication from the left by a constant matrix \( \tilde{A}_0 \), by the equations

\[ N_+^{-1} \partial_z N_+ = h J_1 h^{-1}. \tag{3.8} \]

The form (3.1) then arises from choosing the following parameterisation of \( h \):

\[ h(z) = \sum_{j=1}^N \exp \left( \frac{1}{\sqrt{k}} \vec{e}_j \cdot \left( i \vec{\phi}(z) \right) \right) e_{jj}. \tag{3.9} \]

We should stress that the above discussion was purely local, and that the group element \( g(z) \) in (3.7) is not guaranteed to be globally defined. We will discuss the conditions under which \( g(z) \) is well-defined and their significance in section 3.3.

### 3.2 Residual gauge symmetries

Though the above argument shows that we can always locally reach the diagonal gauge (3.1), the resulting representation turns out not to be unique, as was observed in [8]. The origin of this non-uniqueness lies in the fact that the diagonal gauge does not completely fix the proper upper triangular gauge freedom (2.19) but allows for a small (generated by a finite number of constant parameters) amount of residual gauge symmetry. Let us establish the existence of these symmetries first from the point of view of the gauge potential.

Given \( a_z = J_1 + D \) in diagonal gauge (\( D \) diagonal), we look for the proper gauge transformations, i.e. for matrices \( \Lambda_-(z) = 1 + \lambda_-(z) \) with \( \lambda_- \) a strictly upper triangular matrix, such that

\[ \tilde{a}_z = \Lambda_-^{-1} \partial \Lambda_- + \Lambda_-^{-1} a_z \Lambda_- = J_1 + \tilde{D}, \tag{3.10} \]

where here and hereafter we denote \( \partial_z \) simply by \( \partial \), and \( \tilde{D} \) is diagonal. This is equivalent to

\[ \tilde{D} = \Lambda_-^{-1} \partial \Lambda_- + (\Lambda_-^{-1} J_1 \Lambda_- - J_1) + \Lambda_-^{-1} D \Lambda_- . \tag{3.11} \]

All three terms on the right hand side are upper triangular, \( \Lambda_-^{-1} \partial \Lambda_- \) is even strictly upper triangular. The condition that the right hand side is diagonal is therefore equivalent to

\[ \Lambda_-^{-1} \partial \Lambda_- + \Lambda_-^{-1} ([J_1, \Lambda_-] + D \Lambda_-) - \left( \Lambda_-^{-1} ([J_1, \Lambda_-] + D \Lambda_-) \right)_{\text{diag}} = 0, \tag{3.12} \]
where $|_{\text{diag}}$ denotes the projection to the diagonal part. Multiplying this equation by $\Lambda_{-}$ from the left one arrives at the result

$$\partial \Lambda_{-} + [a_{z}, \Lambda_{-}] - \Lambda_{-} \left( [J_{1}, \Lambda_{-}] |_{\text{diag}} \right) = 0 . \quad (3.13)$$

This is a system of nonlinear (due to the last term) differential equations. For simplicity let us discuss the case $N = 2$ in some detail, where

$$a_{z} = \begin{pmatrix} 1 \sqrt{k} i e_{1} \partial \phi & 0 \\ -1 & 1 \sqrt{k} i e_{2} \partial \phi \end{pmatrix} , \quad \Lambda_{-} = \begin{pmatrix} 1 & \lambda_{1} \\ 0 & 1 \end{pmatrix} . \quad (3.14)$$

The condition (3.13) leads to the equation

$$\partial \lambda_{1} + \frac{i}{\sqrt{k}} e_{1} \partial \phi \lambda_{1} + \lambda_{1}^{2} = 0 , \quad (3.15)$$

where, in agreement with (3.3), $e_{1} = e_{1} - e_{2}$. This is a special form of the Riccati equation (or an instance of Bernoulli’s equation) which can be solved by introducing $1/\lambda_{1}$ as a new variable, which turns it into a linear equation. The most general non-trivial solution is

$$\lambda_{1} = \partial \log n_{1} , \quad (3.16)$$

where $n_{1}$ is any integral of $-e^{-\frac{i}{\sqrt{k}} e_{1} \phi}$, that is

$$\partial n_{1} = -e^{-\frac{i}{\sqrt{k}} e_{1} \phi} . \quad (3.17)$$

The corresponding finite proper gauge transformation is given by

$$i \partial \phi \to i \partial \phi + \sqrt{k} \partial \log n_{1} e_{1} . \quad (3.18)$$

For a given $n_{1}$ we can get all other integrals as $n_{1} + c$ with a complex constant $c$. For large $c$ we obtain the infinitesimal transformation

$$\delta (i \partial \phi) = -\frac{1}{c} \sqrt{k} e^{-\frac{i}{\sqrt{k}} e_{1} \phi} e_{1} + \cdots . \quad (3.19)$$

In order to generalize this discussion to arbitrary $N$, it is useful to describe the residual gauge symmetries we just found also using the parameterisation of $a_{z}$ in terms of a group element $g(z)$ of the form (3.7). From this point of view, their existence may appear somewhat surprising, since the Gauss decomposition in (3.6) is unique for a generic group element $g$ (see e.g. [24], Ch. 3). We should keep in mind however that $g(z)$ is determined only up to a left multiplication by a constant group element $\tilde{g}_{0}$. To see if there are residual gauge symmetries, we should therefore verify whether there exist constant group elements $\tilde{g}_{0}$ and upper triangular group elements $\Lambda_{-}(z)$ with diagonal entries equal to 1, such that

$$\tilde{g} = \tilde{g}_{0} g \Lambda_{-} \quad (3.20)$$

\footnote{Using that $(\Lambda_{-}^{-1} A)|_{\text{diag}} = A_{\text{diag}} = (A \Lambda_{-})|_{\text{diag}}$ for upper triangular $A$.}
is lower triangular, i.e.

\[(\tilde{g})_- = 0.\] (3.21)

Let us once again treat the case \(N = 2\) in detail. The group elements \(h\) and \(N_+\) are in this case given by

\[h = \begin{pmatrix} e^{i \frac{1}{\sqrt{2}} \phi} & 0 \\ 0 & e^{i \frac{1}{\sqrt{2}} \phi} \end{pmatrix}, \quad N_+ = \begin{pmatrix} 1 & 0 \\ n_1 & 1 \end{pmatrix}\] (3.22)

where \(n_1\) is determined by (3.8) to be a solution of (3.17). We observe that the equation that determines the component \(n_1\) of \(N_+\) coincides with the equation (3.17) that determines the finite gauge transformation. Working out equation (3.21) one finds that it is solved by\(^5\)

\[\tilde{\Lambda}_0 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \equiv P_{12}, \quad \Lambda_- = \begin{pmatrix} 1 \partial(\log n_1) \\ 0 & 1 \end{pmatrix}.\] (3.23)

We note that \(\tilde{\Lambda}_0\) is essentially a permutation matrix exchanging the first and second rows. From inspecting the diagonal elements of \(\tilde{g}\) we find once again that the field \(\partial\phi\) transforms under the residual gauge symmetry as (3.18).

This analysis for \(N = 2\) can now be straightforwardly generalised to find the residual gauge transformations for arbitrary \(N\), where one finds that they are determined by the solutions of the differential equations (3.8). For example, taking \(\tilde{\Lambda}_0\) to be the permutation matrix

\[P_{ab}; a < b\]

and \(\Lambda_-\) the compensating upper triangular gauge parameter, we find the family of residual gauge transformations

\[P_{a,a+1} : \quad i\partial\tilde{\phi} = i\partial\tilde{\phi} + \sqrt{k} \partial(\log n_a) e_a\] (3.24)

where the \(n_a\) solve the equation

\[\partial n_a = -e^{-\frac{i}{\sqrt{2}} e_a \tilde{\phi}}.\] (3.25)

The corresponding infinitesimal transformations are

\[\delta_a \left(i\partial\tilde{\phi}\right) = -\frac{1}{e_a} \sqrt{k} e^{-\frac{i}{\sqrt{2}} e_a \tilde{\phi}} e_a + \cdots .\] (3.26)

More generally, one finds solutions to (3.21) for \(\tilde{\Lambda}_0\) any permutation matrix \(P_{ab}, a < b\). These can however be constructed by composing elementary transformations of the type (3.24), since for example \(P_{a,a+2} = (P_{a+1,a+2})^{-1} P_{a,a+1} P_{a+1,a+2}\).

The above analysis tells us that, naively, the diagonal gauge allows an \(N(N - 1)/2\)-parameter family of residual proper transformations, depending on the integration constants contained in the solution of the system (3.8). However we have not verified whether, in expressions such as (3.24), the transformed fields are well-defined, i.e. sufficiently regular. This is what we are now going to investigate.

\(^5\)This solution is not quite unique in that we are still free to multiply \(\tilde{\Lambda}_0\) on the left by a constant lower triangular matrix, which does not influence the transformation of the field \(\partial\phi\). Also, the function \(n_1\) in \(\Lambda_-\) can be any integral of (3.17), independently of the one chosen for \(N_+\).
3.3 Gauge orbits

In this section we want to get a clearer picture of the gauge orbits swept out by the residual gauge transformations in the diagonal gauge. In order to do so, we must first specify which are the field configurations we allow, and then investigate which residual transformations map allowed field configurations into each other. In what follows we will impose that the $\partial \phi^a$ are analytic on the Riemann sphere with only isolated singularities and no branch cuts. The physical motivation behind this assumption is that we want to exclude multi-valued fields, but allow for point-like sources. For generic field configurations in this class and generic choices of the parameters entering in the residual gauge transformations such as (3.24), the transformed fields contain branch cuts and are outside of the allowed field space. Therefore our task is to determine for which field configurations and gauge parameters the residual gauge transformations do act within our field space.

For simplicity of the discussion we will focus on the action of the residual gauge transformations on fields which have singularities only in the origin and infinity, i.e. the infinite past and future in radial time. The results of this analysis can be extended straightforwardly to more general configurations of singularities. We will distinguish between two classes of field configurations, for which the analysis of the allowed residual transformations is qualitatively different.

Generic fields: discrete orbits. Let us consider a generic field configuration $\partial \tilde{\phi}$ with singularities only in the origin and at infinity. The exponentials $e^{-\sqrt{z} \partial_a \tilde{\phi}}$ typically have a branch cut running from $z = 0$ to infinity, and we see from (3.26) that the corresponding infinitesimal transformation is obstructed. Nevertheless it is still possible that the finite transformation (3.24) is well-defined for a specific choice of $n_a$. We therefore ask whether there is any $n_a$ satisfying (3.17) such that $\partial \log n_a$ is again analytic on $\mathbb{C}$ without branch cuts and only with isolated singularities. It turns out that there is precisely one such solution, given by

$$n_a = d_a \int e^{2\pi z} e^{-\sqrt{z} \partial_a \tilde{\phi}(z)} \, dz. \quad (3.27)$$

Here, the constant $d_a$ is chosen such that $n_a$ solves (3.17), but it drops out of the transformation (3.18). This means that for each fixed $a$, the residual gauge symmetry (3.24) is just a discrete $\mathbb{Z}_2$ symmetry. When these are combined they generate the symmetric group and relate $N!$ solutions.

It is instructive, and will be useful for what follows, to work out how the symmetric group acts on the simple subclass of ‘zero mode’ solutions where the 1-form $\partial \tilde{\phi}$ has simple poles in the origin and at infinity:

$$i \partial \tilde{\phi} = \frac{\bar{\alpha}_0}{z}. \quad (3.28)$$

One finds from evaluating (3.27) that the $a$-th elementary residual symmetry (3.24) acts on the zero modes as

$$\bar{\alpha}_0 \rightarrow s_a \left( \bar{\alpha}_0 - \sqrt{k} \tilde{\rho} \right) + \sqrt{k} \tilde{\rho}, \quad (3.29)$$
where \( \vec{\rho} = \sum_a \vec{\omega}_a \) is the Weyl vector and \( s_a \) is the \( a \)-th elementary Weyl reflection defined as
\[
s_a(\vec{\beta}) = \vec{\beta} - (\vec{e}_a \cdot \vec{\beta}) \vec{e}_a.
\]
(3.30)

Therefore, the symmetric group acts as the Weyl group on the shifted zero mode \( \vec{c}_0^\text{sy} \equiv \vec{\alpha}_0 - \sqrt{k} \vec{\rho} \). Note that this quantity can be interpreted as the zero mode after making the conformal transformation to the cylinder (see section 5), the shift arising from the background charge.

**Smooth gauge fields: continuous orbits.** In the subspace of field configurations where the exponentials \( e^{-\sqrt{k}e_a \cdot \vec{\phi}} \) have no branch cuts, there is no obstruction for the infinitesimal transformation (3.19), and the residual gauge transformations have the chance of being realised as a continuous symmetry. Note that this subspace is characterized by a quantization condition on the residue in the origin:
\[
\text{Res}_{z \to 0} (i \partial \vec{\phi}) \in \sqrt{k} W,
\]
(3.31)

where \( W \) is the weight lattice.

The condition (3.31) can be rephrased in a more insightful way as requiring that the diagonal group element \( h(z) \) in the Gauss decomposition (3.7) is single-valued in the gauge group \( SL(N, \mathbb{C})/\mathbb{Z}_N \). Indeed, from (3.9) we find that single-valuedness of \( h(z) \) as \( z \) encircles the origin imposes the following condition on \( \vec{\omega} \):
\[
\vec{e}_i \cdot \vec{\phi} (e^{2\pi i z}) = \vec{e}_i \cdot \vec{\phi}(z) + 2\pi \sqrt{k} \left( m_i - \frac{m}{N} \right),
\]
(3.32)

where \( m_i \in \mathbb{Z} \) and \( \sum_i m_i = m \). We allowed for \( h(z) \) to come back to itself up to a phase \( e^{2\pi m/N} \), \( m \in \mathbb{Z} \), since we mod out by the \( \mathbb{Z}_N \) center. Multiplying by \( \vec{e}_i \) and summing over \( i \) gives, using (3.2),
\[
\vec{\phi} (e^{2\pi i z}) = \vec{\phi}(z) + 2\pi \sqrt{k} \sum_i m_i \vec{e}_i.
\]
(3.33)

Using the second relation in (3.3), we see that the lattice spanned by vectors of the form \( \sum_i m_i \vec{e}_i \) is nothing but the weight lattice. Therefore single-valuedness of \( h(z) \) in the origin is equivalent to (3.31).

Though we saw that the condition (3.31) ensures that the infinitesimal residual transformations (3.19) are well-defined, it does not guarantee that this remains true for finite residual transformations such as (3.24), since branch cuts may appear at higher order. From inspecting (3.24) one easily sees that this leads to further conditions on the fields. Indeed, if \( e^{-\sqrt{k}e_a \cdot \vec{\phi}} \) has a non-trivial residue in 0, then every solution \( n_a \), as well as \( \partial \log n_a \), will have a cut and the elementary residual transformation (3.24) is not well-defined. Requiring that also the more general residual transformations, which can be obtained by composing the elementary ones, are well-defined leads to the additional condition that there are no residues in the exponentials of the transformed fields, such as
\[
\left( n_b \left( \vec{\phi} \right) \right)^{-C_{ab}} e^{-\sqrt{k}e_a \cdot \vec{\phi}},
\]
(3.34)
where $C_{ab}$ is the Cartan matrix, and so on. Though we will not attempt to give a complete characterization of the resulting restrictions on field space in this work, it is not hard to see that the full set of extra conditions can be summarized as the requirement that the group element $N_+$ in the Gauss decomposition (3.7) is single-valued. This follows from our observation in the previous subsection that the differential equations which determine the residual gauge parameters are the same as those determining the components of $N_+$. Indeed from the discussion around (3.20) it can be readily seen that for a single-valued $N_+$ and a given $\Lambda_0$, also $\Lambda_-$ is single-valued.

In summary, we saw that the residual gauge transformations act as continuous symmetries on field configurations for which both $h$ and $N_+$, and hence the group element $g$ in (3.7), is single-valued. This condition can be interpreted more physically as a smoothness condition for the gauge field $a_z$, namely that the holonomy of $a_z$ around the origin is trivial in the gauge group $\text{SL}(N, \mathbb{C})/\mathbb{Z}_N$. Indeed, $a_z$ has trivial holonomy around the origin if

$$P \exp \oint_{S_z} A = g^{-1} (e^{2\pi i z}) g(z) = e^{2\pi im/N} \cdot 1$$

for some integer $m$, where $S_z$ is a circle centered at the origin and going through $z$. Trivial holonomy is therefore equivalent to having $g(z)$ single valued in $\text{SL}(N, \mathbb{C})/\mathbb{Z}_N$.

To summarize, we found that the orbits under residual gauge symmetries are rather different depending on whether

- the field configuration $\partial \vec{\phi}$ leads to a singular gauge potential $a_z$, as is generically the case. The residual gauge transformations then act discretely, instructing us to identify discrete points in field space. At such generic points the diagonal gauge suffers from a Gribov-type ambiguity [25]: the gauge-fixing slice intersects the gauge orbit of the generic field configuration $N!$ times.

- the field configuration $\partial \vec{\phi}$ leads to a smooth gauge potential $a_z$, in the sense that the holonomy is trivial. The residual gauge symmetries act as continuous symmetries, instructing us to identify points on continuous orbits in field space. In this case a finite-parameter family of residual gauge symmetries generates a motion tangent to the diagonal gauge slice specified by (3.1).

In both situations we should quotient our field space by the action of the residual symmetries, and this will be the subject of the next section. We conclude this section with some further comments:

- It is instructive to note that the continuous residual gauge transformations typically introduce additional pole terms in the fields $\partial \vec{\phi}$. For example, starting from the configuration with a pole in the origin and satisfying (3.31), $i \partial \vec{\phi} = -\sqrt{k} \vec{\Lambda}/z$ with $\vec{\Lambda} \in W$, we find that the residual transformations (3.24) act as

$$P_{a,a+1} : \quad i \partial \vec{\phi} \rightarrow i \partial \vec{\phi} = - \frac{\sqrt{k} \vec{\Lambda}}{z} + \frac{\sqrt{k}(\Lambda_a + 1)z^{\Lambda_a} \bar{e}_a}{z^{\Lambda_a+1} - z_0^{\Lambda_a+1}}$$

(3.36)
with \( z_0 \) an integration constant. The transformed field has additional poles; for example there is now also a pole in \( z_0 \) with residue \( \sqrt{k} \epsilon_a \), which satisfies (3.31). Only when we let \( z_0 \to 0 \), all the poles merge to a first order pole in the origin, with a residue which is transformed according to (3.29). On the weight vector \( \Lambda \), the transformation acts as a shifted Weyl reflection

\[
P_{a,a+1} : \quad \Lambda \to s_{a} \cdot \Lambda = s_{a} (\Lambda + \tilde{\rho}) - \tilde{\rho}.
\]

with \( s_{a} \) the \( a \)-th elementary Weyl reflection, see (3.30).

- One way\(^6\) to think about the quantization condition (3.31) is to view the scalar fields as being periodic with identifications

\[
\tilde{\phi} \sim \phi + 2\pi \sqrt{k} \Lambda,
\]

with any vector \( \Lambda \in W \) in the weight lattice. The value of the residue in (3.31) then labels the different winding sectors.

- Our analysis is reminiscent of the classification of the coadjoint orbits of the Virasoro group [26], where one distinguishes between generic orbits and exceptional ones by the presence of continuous symmetries. We will indeed see that the trivial holonomy condition on \( a_z \) defines a generalization of the exceptional orbits to the case of \( W_N \) symmetry.\(^7\) In the quantum theory, these will turn out to correspond to degenerate representations, while the generic case leads to nondegenerate ones.

4 Asymptotic symmetries and quantization

In the previous section we have seen that it is possible to describe asymptotically AdS configurations in the diagonal gauge, but that the latter entails residual gauge symmetries. To obtain a theory equivalent to one formulated in a Drinfeld-Sokolov gauge, one must therefore quotient out these residual symmetries. This naturally leads to a classical version of the Coulomb gas formalism for CFT’s with \( W_N \) symmetry developed in [7]: the generators of the residual gauge symmetries are precisely the screening charges of the Coulomb gas formalism. In order to illustrate this picture, in this section we proceed as follows: we first build a Poisson bracket on the space of boundary excitations, as described by the fields that appear on the diagonal of the gauge connection (3.1). In section 4.1 we show that, under reasonable assumptions, one obtains the Poisson bracket of free fields. In section 4.2 we then build the canonical generator of the residual gauge symmetries on this phase space, obtaining a classical analogue of the screening charges of the Coulomb gas formalism. To support our findings, in section 4.3 we also show that the transformations generated by the screening charges are symmetries of the Miura transform, which relates the diagonal gauge

\(^6\)Note that this way of obtaining the quantization condition (3.31) from winding mode quantization for a periodic scalar is by no means unique. For example, in appendix D we discuss an alternate realization, where the periods lie in the rescaled root lattice in the presence of a constant \( B \)-field.

\(^7\)See [27] and references therein for a discussion of \( W_N \) coadjoint orbits.
to a specific Drinfeld-Sokolov gauge. This means that the gauge invariant observables on
the free field phase space are precisely the $W_N$ charges that one obtains in Drinfeld-Sokolov
gauges, thus showing the equivalence of the two approaches. In section 4.4 we eventually
show how the subtle classical analysis of the diagonal gauge pays off when moving to quan-
tisation: the resulting boundary phase space can indeed be quantized with standard and
efficient techniques.

4.1 Global symmetries and Poisson brackets of free fields

To identify the Poisson brackets of the basic fields we now examine the variations (2.8) of
the connection which preserve the diagonal gauge (3.1). We aim to distinguish between
global symmetries — which determine the structure of the boundary phase space as we
have reviewed in section 2 — and proper gauge symmetries.

We recall that we can write

$$ a_z = J_1 + h^{-1} \partial_z h \quad (4.1) $$

with $h$ defined in (3.9). If one rewrites the gauge parameter as

$$ \lambda = h^{-1} \tilde{\lambda} h, \quad (4.2) $$

the transformation of $a_z$ then reads

$$ \delta_\lambda a_z = \partial_z \lambda + [a_z, \lambda] = h^{-1} \left( \partial_z \tilde{\lambda} + \left[ h J_1 h^{-1}, \tilde{\lambda} \right] \right) h. \quad (4.3) $$

The diagonal gauge condition (3.1) is therefore preserved if and only if the factor in brackets
vanishes away from the main diagonal. In terms of the components $\tilde{\lambda}_{j,k}$ of the matrix $\tilde{\lambda}$,
this leads to the conditions

$$ \partial_z \tilde{\lambda}_{j,k} = e^{-\frac{i}{\sqrt{k}}} e_{j-1} \cdot \tilde{\phi} \cdot \tilde{\lambda}_{j-1,k} - e^{-\frac{i}{\sqrt{k}}} e_k \cdot \tilde{\phi} \cdot \tilde{\lambda}_{j,k+1} \quad \text{for } j \neq k. \quad (4.4) $$

These equations determine the $\tilde{\lambda}_{j,k}$ for $j \neq k$ in terms of the elements on higher diago-
nals, while the elements on the main diagonal are arbitrary. Eqs. (4.4) therefore do not
mix the lower-triangular and strictly upper-triangular parts of $\tilde{\lambda}$, and we can treat these
cases separately. Actually, these two classes of transformations have very different inter-
pretations: as we shall see shortly, lower-triangular gauge parameters encode the global
symmetries of the system, mapping into each other physically inequivalent solutions, while
strictly upper-triangular $\tilde{\lambda}$ (and hence $\lambda$) generate the proper gauge symmetries discussed
in section 3.

The lower-triangular gauge parameters preserving the diagonal gauge are of the form

$$ \lambda = \frac{1}{\sqrt{k}} \sum_{j=1}^N \tilde{e}_j \cdot \left( i \tilde{\xi}(z) \right) e_{jj} + \text{strictly lower triangular}, \quad (4.5) $$

where $\tilde{\xi}(z)$ is a vector of arbitrary holomorphic functions and the remaining strictly lower-
triangular part of $\lambda$ is determined by $\tilde{\xi}$ through the differential equations (4.4). This
portion of the resulting gauge parameter depends on the fields: nevertheless, one can still integrate the variation of the charges in (2.10) because its scalar product with the connection vanishes. This means that, even if the gauge parameter is field dependent, one can still use (2.11) to evaluate the asymptotic charges, in complete analogy with what one usually does in the analysis of the global symmetries of Drinfeld-Sokolov gauges (see e.g. [5, 21]). The choice of a specific solution of the system of equations (4.4), i.e. of the integration constants, is also immaterial, since they do not affect the connection and they drop out of the charges.

Substituting (4.5) into (2.11) taking (3.2) into account, the asymptotic charges eventually read

\[ Q_{\xi, \bar{\xi}} = \frac{1}{2\pi} \int \left( \xi \cdot \partial_z \phi \, dz + \bar{\xi} \cdot \partial_\bar{z} \bar{\phi} \, d\bar{z} \right), \quad (4.6) \]

while gauge transformations generated by parameters of the form (4.5) induce shifts of the fields that only depend on the entries of the main diagonal:

\[ \delta_\xi \xi \partial_z \phi = \partial_z \xi, \quad \delta_\xi \bar{\xi} \partial_\bar{z} \bar{\phi} = \partial_\bar{z} \bar{\xi}. \quad (4.7) \]

We now assume that these transformations are generated by the charges as

\[ \delta_\xi \xi \partial_z \phi = \left\{ Q_{\xi, \bar{\xi}}, \partial_z \phi \right\}, \quad (4.8) \]

for a proper Poisson bracket defined on the space of fields in the diagonal gauge.\footnote{If all constraints were second class, this would be the standard Dirac bracket [28]. In our case, we propose to still apply (4.8) and to then complement the results it gives in such a way to obtain a well defined phase space. This procedure is also supported by the observation that, as discussed in the sl(2) example in section 2.2, the constraint matrix is invertible almost everywhere, and this suggests that the induced Dirac bracket can be extended to the whole space of fields in the diagonal gauge. This reasoning similarly applies to all sl(\(N\)) cases: as shown in (3.96) of [8], for sl(\(N\)) the constraint matrix indeed has a block-diagonal form as in the sl(2) case. The steps needed to obtain the bracket in (3.99) of [8] are however not as direct as claimed in the latter paper; the non-vanishing block of the constraint matrix is not invertible on the whole constraint surface due to its dependence on phase-space variables.}

We then expand \( \phi \) and \( \bar{\phi} \) in Laurent modes

\[ i \partial_z \phi^a = \sum_{m \in \mathbb{Z}} \alpha_m^a \frac{z^m}{z^{m+1}}, \quad -i \partial_\bar{z} \bar{\phi}^a = \sum_{m \in \mathbb{Z}} \bar{\alpha}_m^a \frac{z^m}{z^{m+1}}. \quad (4.9) \]

Using (4.8) for gauge parameters of the form \( \bar{\xi}(z) = \xi_n z^n \) we find for the modes

\[ -i\{ \alpha_m^a, \alpha_n^b \} = m \delta^{ab} \delta_{m-n}, \quad -i\{ \bar{\alpha}_m^a, \bar{\alpha}_n^b \} = m \delta^{ab} \delta_{m-n}, \quad \{ \alpha_m^a, \bar{\alpha}_n^b \} = 0. \quad (4.10) \]

Note that the zero modes \( \bar{\alpha}_0 \) and \( \alpha_0 \) are `central', in the sense that they Poisson-commute with everything else. In particular, as it stands there are no canonically conjugate variables to \( \bar{\alpha}_0, \alpha_0 \) in the space of modes. With hindsight, this is not surprising: one cannot expect this procedure to reproduce a bona fide phase space, due to the presence of the residual gauge symmetries discussed in section 3.2.

To proceed we then propose to slightly extend the space (4.10) by introducing zero modes canonically conjugate to \( \bar{\alpha}_0 \) and \( \alpha_0 \) by hand. These can be introduced rather
naturally by promoting the constant mode of $\bar{\phi}$ (which does not appear in the gauge connection $a_z$) to a dynamical variable, and to declare that it is shifted by acting with a constant gauge parameter $\xi$. In other words, we replace (4.7) with its integrated version
\[ \delta_{\xi} \bar{\phi} = \xi, \quad \delta_{\xi} \bar{\phi} = \bar{\xi}, \]
so that the extra zero-modes can be considered as a sort of Stueckelberg field. From the Laurent expansion of $\bar{\phi}$,
\[ i\bar{\phi} = i\bar{\phi}_0 + \bar{\phi}_0 \log z - \sum_{m \in \mathbb{Z}_0} \bar{a}_m \frac{\bar{\alpha}_m}{m z^m}, \]
and following the procedure above we find, in addition to (4.10), the zero-mode Poisson brackets
\[ \{ \alpha^a_0, \phi^b_0 \} = \delta^{ab}. \]

At this stage we have a concrete proposal for a boundary phase space for any $\text{sl}(N, \mathbb{C})$ Chern-Simons theory satisfying the AdS boundary conditions (2.15) supplemented by the partial gauge fixing of Drinfeld-Sokolov symmetries leading to the diagonal gauge. We know from section 3 that residual gauge symmetries do exist. The goal of the next subsection is to identify the canonical generators of these symmetries on the phase space defined by (4.10) and (4.13). This will allow us to then identify the observables of the theory with the quantities which Poisson commute with these generators, and to verify that they correspond to the charges computed in Drinfeld-Sokolov gauges.

4.2 Screening charges as generators of residual gauge symmetries

In the preceding subsection we have formulated Poisson brackets on the space of gauge connections satisfying the diagonal gauge, extended by zero modes $\phi^a_0$. In this section we will find canonical generators on this phase space which generate the residual gauge symmetries discussed in section 3. Note that in this context the charge formula (2.11) is not expected to be of any help in selecting these generators. For instance the variation $\delta Q \sim \int \text{tr} \lambda \delta a = 0$ vanishes for strictly upper triangular $\lambda$ and diagonal $\delta a$, so that the residual symmetries should be associated to constant charges, compatibly with their interpretation as proper gauge symmetries. We will therefore construct directly the functions on the phase space (4.10), (4.13) that generate via (4.8) strictly upper triangular gauge transformations preserving the diagonal gauge.

We have discussed in section 3.2 that we can express the residual gauge transformations of the connection $a_z = g^{-1} \partial_z g$ as transformations of the type (3.20) on $g(z)$. Infinitesimal transformations can be described by considering $\tilde{\lambda}_0 = 1 + \epsilon \tilde{\lambda}_0$ with a constant strictly upper triangular matrix $\tilde{\lambda}_0$ and an infinitesimal parameter $\epsilon$, together with $\Lambda_-(z) = 1 + \epsilon \lambda_-(z)$ such that
\[ \tilde{g}(z) = \left( 1 + \epsilon \tilde{\lambda}_0 \right) g(z) \left( 1 + \epsilon \lambda_-(z) \right) = g(z) + \epsilon \left( \tilde{\lambda}_0 g(z) + g(z) \lambda_-(z) \right) + \ldots \]
is lower triangular. One can observe that $\lambda_-(z)$ is completely determined in terms of $g$ and $\tilde{\lambda}_0$. The infinitesimal action on the gauge connection is then
\[ \delta a_z = \partial_z \lambda_- + [a_z, \lambda_-]. \]
A basis of the infinitesimal transformations is given by the generators
\[ \tilde{\lambda}^{(ij)} = e_{ab} \quad (a < b). \] (4.16)

Obviously, the Lie algebra that one obtains by considering commutators of such transformations is that of upper triangular matrices, where every element can be generated from the elementary transformations \( \lambda_{(a,a+1)}^{(a,a+1)} \). For these elementary transformations one can solve for \( \lambda_\pm \), and one obtains
\[ \lambda_{(a,a+1)}^{(a,a+1)}(z) = -h^{-1}(z) e_{a,a+1} h(z) = -e^{-\frac{1}{\sqrt{k}}(\tilde{e}_a - \tilde{e}_{a+1}) \tilde{\phi}(z)} e_{a,a+1}. \] (4.17)

Denoting by \( \delta_a \) the corresponding transformation generated by \( \lambda_{(a,a+1)}^{(a,a+1)} \) we find
\[ \delta_a (i \partial_z \tilde{\phi}) = -\sqrt{k} e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}} \tilde{e}_a, \quad a = 1, \ldots, N - 1. \] (4.18)

When we look for charges \( Q_{ab} \) that generate the transformations associated to \( \lambda_{(a,b)} \), it is enough to find charges \( S_a = Q_{a,a+1} \) that generate the elementary transformations (4.18), because all other charges \( Q_{ab} \) can then be obtained by forming Poisson brackets of the elementary charges. Such charges are given by
\[ S_a = \frac{k}{2\pi} \oint dz \, e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}(z)}. \] (4.19)

Note that \( \tilde{\phi} \) contains a logarithm, and therefore we have to specify the contour and the branch of the logarithm. As the logarithm only appears together with the zero mode \( \alpha_0^a \), different choices here will only lead to a modified transformation of the zero mode \( \phi_0^a \). Let us now check that the charges generate the desired transformation,
\[ \{ S_a, i \partial_z \tilde{\phi} \} = -\sqrt{k} e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}} \tilde{e}_a. \] (4.20)

We first observe that
\[ \{ e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}(z)} \alpha_m \} = \frac{i}{\sqrt{k}} \tilde{e}_a z^m e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}(z)}. \] (4.21)

Then
\[ \{ S_a, i \partial_z \tilde{\phi}(z) \} = \sum_{m \in \mathbb{Z}} z^{-m-1} \{ S_a, \alpha_m \} \]
\[ = \frac{\sqrt{k}}{2\pi i} \tilde{e}_a \sum_{m \in \mathbb{Z}} z^{-m-1} \oint_{|z'| = \text{const.}} dz' z^m e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}(z')} \]
\[ = -\frac{\sqrt{k}}{2\pi i} \tilde{e}_a \left( \oint_{|z'| > |z|} dz' \sum_{m < 0} z^{-m-1} z^m e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}(z')} \right. \]
\[ + \left. \oint_{|z'| < |z|} dz' \sum_{m \geq 0} z^{-m-1} z^m e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}(z')} \right) \]
\[ = \frac{\sqrt{k}}{2\pi i} \tilde{e}_a \left( \oint_{|z'| > |z|} \frac{dz'}{z' - z} - \oint_{|z'| < |z|} \frac{dz'}{z' - z} \right) e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}(z')} \]
\[ = -\sqrt{k} e^{-\frac{1}{\sqrt{k}} \tilde{e}_a \tilde{\phi}(z')} \tilde{e}_a. \] (4.26)
Note that we have assumed here that $e^{-\frac{i}{\sqrt{k}}\epsilon_a\tilde{\phi}(z^{'})}$ does not have a cut. As we have seen in section 3.3 this is precisely satisfied for those configurations where the infinitesimal residual gauge transformation is unobstructed.

By a similar computation, one can also determine the transformation of $\tilde{\phi}$, including the zero mode, which will depend on the choice of contour in (4.19). This reflects the freedom that we have when extending the transformations from $a_z$, labelled by $\partial_z\tilde{\phi}$, to $\tilde{\phi}$, and the precise relation between the transformation of $\tilde{\phi}$ and the choice of contour will not be important in the following.

We conclude that we have indeed found the canonical generators of the residual gauge transformations. Note that they vanish on configurations for which the gauge transformations are unobstructed: we observed in section 3.3 that continuous gauge orbits only exist when $e^{-\frac{i}{\sqrt{k}}\epsilon_a\tilde{\phi}}$ has a vanishing residue. Restricting the field space to such configurations can therefore be thought of as implementing the classical screening charges as first-class constraints.

For the physical symmetries of our theory this implies that out of the global symmetries that we found in the previous subsection only those which Poisson commute with the charges $S_a$ should be considered as true physical symmetries. As we will see in the following subsection, these symmetries form a classical $W_N$ algebra. We will refer to the charges $S_a$ as screening charges since, in a sense to be made precise in section 4.4 below, they are a classical limit of the screening charges of the Coulomb gas formalism, see [6].

### 4.3 Classical $W_N$ algebra

Having discussed the presence of residual symmetries in the diagonal gauge and having derived the screening charges (4.19) which generate them, we now turn to the construction of gauge-invariant observables which Poisson-commute with the screening charges. In the class of Drinfeld-Sokolov gauges which we reviewed in section 2.2, the DS gauge freedom is completely fixed, and therefore the variables which parameterise the reduced phase space in these gauges should automatically provide us with gauge-invariant observables. It is well-known that these variables are the modes of the $W_N$ currents which form a classical $W_N$ algebra under Poisson brackets. As a consistency check, we will now verify explicitly that these indeed Poisson-commute with the screening charges (4.19). As an added bonus this analysis will tell us how to relate the diagonal gauge to the DS gauges.

We will focus here on a particularly convenient DS gauge, which is sometimes called the ‘U-gauge’. In this case the gauge field takes the form

$$a^U_z = J_1 - \sum_{j=2}^{N} (-\sqrt{k})^{-j} U^j(z) e^{1,j}. \quad (4.27)$$

It can be shown (see e.g. [29]) that the relation between the $U_j$ and the diagonal gauge fields $\phi^a$ is given by the classical Miura transformation

$$M = \left( \partial + \frac{\epsilon_1 \cdot (i\partial \phi^a)}{\sqrt{k}} \right) \cdots \left( \partial + \frac{\epsilon_N \cdot (i\partial \phi^a)}{\sqrt{k}} \right) = \partial^N - \sum_{j=2}^{N} (-\sqrt{k})^{-j} U_j \partial^{N-j}. \quad (4.28)$$
By comparing the coefficients of $\partial^N - j$ in these two ways of writing the differential operator $M$, we obtain expressions for the $W_N$ currents $U^j$ in terms of the diagonal gauge fields $\partial \bar{\phi}$.

For example, for $U^2$ and $U^3$ one finds, denoting for brevity $\delta_{ij} \equiv \bar{\epsilon}_{ij} \cdot \partial \bar{\phi}$,

$$U^2 = \sum_{i<j} \psi_i \psi_j' - i \sqrt{k} \sum_j (j - 1) \psi_j''$$

$$U^3 = -\frac{1}{2} \bar{\phi} \cdot \bar{\phi}' + i \sqrt{k} \bar{\rho} \cdot \bar{\phi}''$$

(4.29)

In the second line we have used

$$\sum_{i<j} \epsilon_i \epsilon_j = -\frac{1}{2} \delta^{ab}, \quad \sum_j j \bar{\epsilon}_j = -\bar{\rho}$$

(4.31)

where $\bar{\rho}$ is the Weyl vector. We note that the quantity $U^2$ has the form of a free field stress tensor in the presence of a background charge.

As explained at the beginning of this section, the $W_N$-currents $U^j$ should be completely invariant under DS gauge transformations by construction, which means in particular that they should have vanishing Poisson brackets with the classical screening charges (4.19):

$$\{ S_a, U^i(z) \} = \delta_a U^i(z) = 0 ,$$

(4.32)

with $\delta_a$ defined in (4.18). To check this, we show that the variation $\delta_a$ of the left-hand side of (4.28) vanishes. Let us illustrate this for $\delta_1$:

$$\delta_1(LHS) = \left[ -e^{-\frac{1}{\sqrt{k}}} \bar{\epsilon}_1 \cdot \partial \bar{\phi} \left( \partial + \frac{i \bar{\epsilon}_2 \cdot \partial \bar{\phi}}{\sqrt{k}} \right) + \left( \partial + \frac{i \bar{\epsilon}_1 \cdot \partial \bar{\phi}}{\sqrt{k}} \right) e^{-\frac{1}{\sqrt{k}}} \bar{\epsilon}_1 \cdot \partial \bar{\phi} \right]$$

$$\times \left( \partial + \frac{i \bar{\epsilon}_3 \cdot \partial \bar{\phi}}{\sqrt{k}} \right) \ldots \left( \partial + \frac{i \bar{\epsilon}_N \cdot \partial \bar{\phi}}{\sqrt{k}} \right)$$

(4.33)

and one checks using (3.3) that the operator in square brackets vanishes. This classical argument mirrors a similar proof for the quantum screening charges in [6]. Conversely, we demonstrate in appendix B that the screening transformations constitute the most general infinitesimal symmetries of the left hand side of the Miura transformation (4.28).

It is well-known [8] that the currents $U^j(z)$ form a classical $W_N$ algebra under Poisson brackets, with $U^2$ playing the role of the classical Virasoro stress tensor. A special feature of the U-gauge is that the nonlinearity in the right-hand side of the Poisson bracket algebra is at most quadratic in the $U^j$. From the analysis above we see that this classical $W_N$ algebra arises here as the Poisson-commutant of a set of screening charges (4.19), which is again a classical limit of the Coulomb gas description of the quantum $W_N$ algebra.
As a further check, we compute the classical central charge of this classical $W_N$ algebra. Expanding $U^2$ in modes,

$$U^2 = \sum_{m \in \mathbb{Z}} \frac{L_m}{2^{m+2}} ,$$

we obtain

$$L_m = \frac{1}{2} \sum_{n \in \mathbb{Z}} \tilde{\alpha}_n \cdot \tilde{\alpha}_{m-n} - \sqrt{k(m+1)} \tilde{\rho} \cdot \alpha_m .$$

Using (4.10) one checks that their Poisson brackets give the classical Virasoro algebra

$$-i \{L_m, L_n\} = (m - n) L_{m+n} + \frac{c_{cl}}{12} (m^2 - 1) \delta_{m+n,0}$$

with classical central charge

$$c_{cl} = -12 k \tilde{\rho} \cdot \tilde{\rho} = -N (N^2 - 1) k .$$

From (2.3) we see that the classical central charge takes the Brown-Henneaux [30] value $c_{cl} = \frac{3l}{2G_N}$ when expressed in terms of Newton’s constant.

### 4.4 Quantization in diagonal gauge

We now turn to the quantization of the higher-spin gravity theory in the diagonal gauge. At the classical level, we found a set of variables $\phi^a$ satisfying free field Poisson brackets. Due to the residual gauge freedom in this gauge, we also found some additional structure: the screening charges $S_a$ which generate residual gauge symmetries, and a set of gauge-invariant observables $U^i$ which generate a classical $W_N$ algebra. Since our goal is to obtain a quantum theory which is equivalent to the one obtained by quantizing in a DS gauge, we have to preserve this additional structure also at the quantum level.

We start by replacing the Dirac brackets (4.10) with operator commutation relations, $-i \{ \cdot , \cdot \} \rightarrow [ \cdot , \cdot ]$, leading to

$$[\hat{\alpha}_m^a, \hat{\alpha}_n^b] = m \delta^{ab} \delta_{m,-n} , \quad [\hat{\alpha}_0^a, \hat{\phi}_0^b] = -i \delta^{ab} .$$

The associated free field operators, defined through their Laurent expansions as in (4.9), will be denoted by $\hat{\phi}(z)$.

Next we set out to construct quantum screening operators $\hat{S}_a$ and $W_N$ currents $\hat{U}^i(z)$. As in (4.28) it will be convenient to package the latter into a quantum Miura operator $\hat{M}$ which should satisfy

$$\left[ \hat{S}_a, \hat{M}(z) \right] = 0 ,$$

and such that $\hat{M}$ and $\hat{S}_a$ reduce to their classical versions (4.19), (4.28) in the classical large $k$ limit.

Starting with the quantum screening operators, a natural choice is to take them to be the normal-ordered operators

$$\hat{S}_a = \frac{k}{2\pi} \oint dz \ e^{-\frac{i}{k} \hat{e}_a \hat{\phi}} .$$

(4.40)
Note that the coefficient of the exponential cannot receive $1/k$ corrections if we impose the periodicity (3.38) on the fields $\tilde{\phi}$ which guarantees that the gauge field has trivial holonomy.

With these screening charges, we learn from the literature on quantum Drinfeld-Sokolov reduction [6]\(^9\) that the Miura operator $\hat{M}$ is the normal ordered operator version of $M(z)$ in (4.28), while allowing the constant which has the interpretation of a background charge to receive $1/k$ corrections.\(^{10}\) Concretely this means that $\hat{M}$ is of the form

$$\hat{M}(z) = : \left( \partial - \frac{\tilde{c}_1 \cdot (i\partial\tilde{\phi})}{\tilde{\alpha}_0} \right) \ldots \left( \partial - \frac{\tilde{c}_N \cdot (i\partial\tilde{\phi})}{\tilde{\alpha}_0} \right) :$$

where the second line defines the quantum $W_N$ currents. The parameter $\tilde{\alpha}_0$ denotes the quantum corrected background charge, which from (4.28) must behave for large $k$ as

$$\tilde{\alpha}_0 = -\sqrt{k} + O(1).$$

One should keep in mind that with our current field normalization, the classical limit is $k \to -\infty$ while keeping $\tilde{\phi}/\sqrt{k}$ fixed, so that the operators $\hat{M}(z)$ and $\hat{S}_a$ have well-defined limits.

A quantum version of our classical argument in section 4.3, see e.g. eq. (6.46) in [23], shows that (4.39) holds provided we take

$$\tilde{\alpha}_0 = -\sqrt{k} + \frac{1}{\sqrt{k}}.$$  

In the literature (see e.g. [23]) often constants $\alpha_+$ and $\alpha_-$ are introduced which are defined by $\alpha_+\alpha_- = -1$, $\tilde{\alpha}_0 = \alpha_+ + \alpha_-$. In our setup these are related to $k$ as

$$\alpha_- = -\sqrt{k}, \quad \alpha_+ = 1/\sqrt{k}.$$  

It can be shown that the operators $\hat{U}^j$ form a quantum $W_N$ algebra at central charge

$$c = (N - 1) \left( 1 - N(N + 1)\tilde{\alpha}_0^2 \right).$$  

It is important to note that the quantum Miura operator (4.41) possesses the symmetry $\alpha_+ \leftrightarrow \alpha_-$, or

$$\sqrt{k} \leftrightarrow -\frac{1}{\sqrt{k}}$$  

which is not visible at the classical level. An immediate consequence is that the quantum theory possesses a second set of screening operators which commute with the $W_N$ currents, namely

$$\hat{S}_a = \frac{k}{2\pi} \int dz : e^{i\sqrt{k} \tilde{\phi}_a} \tilde{\phi} :.$$  

We will comment on further ramifications of this quantum symmetry in the discussion in section 6.

\(^9\)We follow here the conventions of [23].

\(^{10}\)This fact was already recognized in the early work [31] in the context of Liouville theory: the background charge in the stress tensor has to be shifted in order for the Liouville potential to remain a weight (1,1) primary in the quantum theory.
5 Application: quantization of conical solutions

We argued in section 3.3 that a special role is played by the field configurations $\partial \phi$ which lead to a gauge field with trivial holonomy, as these possess a continuous family of residual gauge symmetries. In this section we will study in detail the class of such configurations which have only a simple pole in the origin and at infinity, i.e. where only the zero mode in (4.9) is turned on. These turn out to be precisely the conical surplus solutions studied in [12]. We will also discuss the quantization of these solutions which is straightforward in the current variables. This will allow us to confirm the conjecture of [12, 13] that these solutions correspond to a specific subset of degenerate primaries of the $W_N$ algebra.

5.1 Winding sectors and conical solutions

In this section we focus on classical pure zero mode solutions, where $\tilde{\alpha}_m = 0$ for $m \neq 0$. Before restricting to the solutions satisfying (3.31), we would like to comment on the $L_0$-spectrum of generic pure zero mode solutions. A useful quantity is $L_0^{\text{cl}} = \frac{c_{\text{cl}}}{24}$, which indicates if the solution lies below the black hole threshold (when it is negative) or above it (when it is positive). From (4.35) we have

$$L_0^{\text{cl}} = \frac{1}{2} \left( \tilde{\alpha}_0 - \sqrt{k} \tilde{\rho} \right)^2 \equiv \frac{1}{2} \left( \tilde{\alpha}_0^{\text{cyl}} \right)^2.$$  

(5.1)

Here, $\tilde{\alpha}_0^{\text{cyl}} = \tilde{\alpha}_0 - \sqrt{k} \tilde{\rho}$ can be interpreted as the zero-mode on the cylinder, which receives a shift due to the background charge as we will see in (5.14) below. For real $\tilde{\alpha}_0^{\text{cyl}}$, which was assumed in [8], one obtains solutions above the black hole threshold. However, the quantization condition (3.31) leads to imaginary $\tilde{\alpha}_0$ and $\tilde{\alpha}_0^{\text{cyl}}$ (recall that $\sqrt{k}$ is imaginary in the regime of interest), and therefore the solutions we are interested in here lie below the black hole threshold.

Now, let us specialize to the zero mode solutions where $\tilde{\alpha}_0$ is quantized according to (3.31), i.e.

$$\tilde{\alpha}_0 = -\sqrt{k} \tilde{\Lambda}, \quad \tilde{\alpha}_m \neq 0, \quad i \tilde{\phi} = -\sqrt{k} \tilde{\Lambda} \log z,$$  

(5.2)

where $\tilde{\Lambda}$ is an arbitrary element of the weight lattice, and the arbitrary sign has been introduced for later convenience. As discussed at the end of section 3.3, these can be viewed as winding solutions, where $\tilde{\Lambda}$ labels the winding sector.

The analysis in section 3.3 also showed that certain finite residual gauge transformations relate different values of the weight vector $\tilde{\Lambda}$, which therefore represent the same physical state. From (3.37), these symmetries act on $\tilde{\Lambda}$ as shifted Weyl reflections,

$$\tilde{\Lambda} \sim w \cdot \tilde{\Lambda} = w \left( \tilde{\Lambda} + \tilde{\rho} \right) - \tilde{\rho},$$  

(5.3)

where $w(\Lambda)$ is an arbitrary ordinary Weyl reflection. This freedom can be used to take $\tilde{\Lambda} + \tilde{\rho}$ to be a dominant weight. In terms of the Dynkin labels,

$$\tilde{\Lambda} = \sum_{a=1}^{N-1} \Lambda^a \bar{\omega}_a,$$  

(5.4)
this means that we can take
\[ \Lambda^a \geq -1 \quad \text{for } a = 1, \ldots, N - 1 \] (5.5)
without loss of generality.

The analysis in section 3.3 showed furthermore that there are extra requirements for
the gauge field to have trivial holonomy, which can be summarized in the requirement that
the matrix \( N_+ \), which satisfies (3.8), is single-valued. This matrix is lower triangular with
1’s on the diagonal, and working out (3.8) for the winding solutions (5.2) one finds that its
components \( n_{ab} \) (\( a > b \)) should satisfy:
\[ \partial n_{a+1,a} = -z^{\Lambda^a} \] (5.6)
\[ \partial n_{a+l,a} = -z^{\Lambda^a} n_{a+l,a+1} \quad \text{for } l \geq 2. \] (5.7)
The first line re-states (3.25). In order for \( N_+ \) to be single-valued, the right hand side of
these equations should not have a residue in \( z = 0 \). This will be the case if none of the
Dynkin labels \( \Lambda^a \) equals \(-1\), and therefore we will further restrict ourselves to the case
where
\[ \Lambda^a \geq 0 \quad \text{for } a = 1, \ldots, N - 1. \] (5.8)

The classical \( W_N \) charges of the winding solutions (5.2), (5.8) can be computed
from (4.28), and in particular for the energy \( L_0 \) we get, using (4.35) or (5.1),
\[ L_0 = k C_2 (\vec{\Lambda}) \] (5.9)
where \( C_2(\vec{\Lambda}) = \frac{1}{2} \vec{\Lambda} \cdot (\vec{\Lambda} + 2\vec{\rho}) \) is the value of the quadratic Casimir of \( sl(N) \). The restriction (5.8) implies that the solutions under consideration have energies (5.9) smaller than
or equal to the energy of the AdS vacuum with \( \vec{\Lambda} = 0 \).

We arrived at the winding solutions (5.2), (5.8) by requiring the gauge field to have
trivial holonomy. We now relate these solutions to the ones studied in [12], which classified
the solutions with trivial holonomy which can be brought into a Drinfeld-Sokolov gauge by
a regular gauge transformation. The outcome was a class of solutions which can be viewed
as generalized conical defects. Since the analysis of [12] was performed for a cylindrical
boundary, we expect that our winding solutions (5.2), (5.8) become precisely the conical
solutions of [12] upon conformal mapping to the cylinder. Let us show in more detail that
this is indeed the case.

As we already observed in (4.29), the stress tensor for the fields \( \vec{\phi} \) contains a background
charge term, which implies that \( \partial_z \vec{\phi} \) fields do not transform as primaries under conformal
transformations. Under a finite conformal transformation,
\[ z \to w = f(z), \] (5.10)
the fields transform as\(^{11}\)
\[ i \partial_z \vec{\phi} \to i \partial_w \vec{\phi} = (f')^{-1} i \partial_z \vec{\phi} + \sqrt{\kappa} (f')^{-2} f'' \vec{\rho}. \] (5.11)
\(^{11}\)This can be derived from requiring invariance of the connection \( A = J_0 d\rho + \left( e^\alpha J_1 + \frac{i}{N} \sum_j \vec{\epsilon}_j \cdot (i \partial_\rho \vec{\phi}) \right) dz \). Indeed, one checks that this leads to (5.10), (5.11) and \( \rho \to \rho - \log f' \).
Applying this to the map from the plane to the cylinder,

$$w = i \log z,$$  \hfill (5.12)

we find that a pure zero mode solution maps to

$$i \partial_w \tilde{\phi} = -i \tilde{\alpha}_0^{\text{yl}}$$  \hfill (5.13)

with

$$\tilde{\alpha}_0^{\text{yl}} = \tilde{\alpha}_0 - \sqrt{k} \tilde{\rho}.$$  \hfill (5.14)

In the case of the winding solutions with $\tilde{\alpha}_0$ given in (5.2) one finds $i \partial_w \tilde{\phi} = i \sqrt{k}(\tilde{\Lambda} + \tilde{\rho})$, and the corresponding gauge connection on the cylinder is

$$\tilde{a}_w = J_1 + i \sum_j \left( \Lambda^j - \frac{\sum_k \Lambda^k}{N} - j + \frac{N + 1}{2} \right) e_{jj}$$  \hfill (5.15)

where the $\Lambda^j$ are the expansion coefficients in the $\tilde{e}_j$ basis: $\tilde{\Lambda} = \sum_{j=1}^N \Lambda^j \tilde{e}_j$. These are only defined up to an overall shift, and after appropriately fixing this freedom they can be identified with the number of boxes in the $j$-th row of the Young diagram of the representation with highest weight $\tilde{\Lambda}$. The connection (5.15) is gauge-equivalent to that of the conical solutions constructed in [12], in particular it can be diagonalized and then coincides with (5.19) in [12]. The extra condition (5.8) arose in [12] from requiring that the solution can be brought to a Drinfeld-Sokolov gauge by a regular gauge transformation.

To conclude this section, we comment on the fact that the winding solutions (5.2), (5.8) possess some properties which are suggestive of an interpretation as solitons of the theory: their gauge field satisfies a smoothness condition, they have finite energy which scales with the coupling $k$ as in (5.9) and are characterized by a topological winding vector $\tilde{\Lambda}$. One should however not push this analogy too far since they have energies below the AdS vacuum, and it is possible to show that they also possess unstable directions [15]. In the quantum theory, the latter property will be reflected in the fact that the corresponding quantum states are primaries of $W_N$ representations that are nonunitary in the large central charge limit.

### 5.2 Classical symmetries and null vectors

As we will see below, the winding solutions lead, upon quantization, to degenerate primaries which possess a large number of null descendants. Before getting to this point, we would like to see first how this property manifests itself already at the classical level. As was stressed in [13, 32], null vectors are a quantum manifestation of symmetries of the corresponding classical solution. For example, the $\text{sl}(2, \mathbb{R}) \times \text{sl}(2, \mathbb{R})$ symmetry of the global AdS background is directly related to the fact that the corresponding quantum state, the vacuum, has null vectors generated by acting with $\tilde{L}_{-1}$ and $\tilde{L}_{-1}$.

We will now see that the winding solutions possess many symmetries. Indeed, as we showed in section 3.3, the winding solutions (5.2) with (5.8) allow for a continuous family of residual gauge transformations. These do not change the physical state and therefore
generate symmetries of the solution. To find the corresponding infinitesimal symmetry generators, we evaluate the screening charges (4.19) on a configuration $\tilde{\phi}$ in the vicinity of a winding solution (5.2) with $\tilde{\alpha}_0 = -\sqrt{k} \tilde{\Lambda}$, and expand the result to linear order in the modes. Doing this we obtain

$$N_a(\tilde{\Lambda}) = i k e^{-\frac{i}{k} \tilde{\phi}_0} \text{Res}_{z \to 0} \left( z^{\Lambda^a} \exp \left( \frac{1}{\sqrt{k}} \sum_{m \neq 0} \tilde{c}_a \cdot \tilde{\alpha}_m \right) \right)_{\text{lin}}$$

(5.16)

$$= i \sqrt{k} \frac{\tilde{c}_a \cdot \tilde{\alpha}^{a+1}}{\Lambda^a + 1}.$$  

(5.17)

We note that the $N_a(\tilde{\Lambda})$ obtained in this way have $L_0$-levels equal to $-\Lambda^a - 1$, which is negative due to (5.8). The winding solutions also possess symmetry generators at positive levels. To obtain these, we use the fact that we can act with the shifted Weyl reflections (5.3) to give a different representative of the same physical solution. In particular, following [6], we make use of the longest element of the Weyl group, $w_0$, which acts on the Dynkin labels as:

$$(w_0 \tilde{\Lambda})^a = -\Lambda^{N-1-a} = - (\Lambda^*)^a$$

(5.18)

(where $\Lambda^*$ denotes the weight of the representation conjugate to $\tilde{\Lambda}$). The corresponding shifted Weyl reflection is

$$w_0 \cdot \tilde{\Lambda} = -\tilde{\Lambda}^* - 2\tilde{\rho}.$$  

(5.19)

The resulting infinitesimal symmetry generator $N_a(w_0 \cdot \tilde{\Lambda})$ is

$$N_a \left( w_0 \cdot \tilde{\Lambda} \right) = -i \sqrt{k} \frac{\tilde{c}_a \cdot \tilde{\alpha}^{N-1-a-1}}{\Lambda^{N-1-a} + 1}.$$  

(5.20)

The present method of obtaining symmetry generators by evaluating the screening charges completely mimics the construction of null vectors in degenerate representations of the quantum $W_N$ algebra, as we discuss in appendix C. In particular our classical construction (5.20) gives $N - 1$ basic symmetry generators at levels $\Lambda^b + 1$, $b = 1, \ldots, N - 1$, which are precisely the levels at which null vectors appear in certain degenerate representations. The result (5.20) can also be derived from an alternative method which was used in [13], where the symmetries of the winding solutions were constructed directly, using the pure gauge form of $a_z$ in (3.7).

5.3 Quantization of conical solutions

Now let us turn to the quantization of the winding solutions (5.2). Here, by quantization of a classical solution $\tilde{\phi}$ we mean the identification of a state in the quantum state space on which the field operator $\tilde{\phi}$ has the eigenvalue $\tilde{\phi}$. In our case the state space consists of Fock spaces built on vacuum states $|\tilde{\alpha}_0, 0\rangle$ which satisfy

$$\tilde{\phi}_0|\tilde{\alpha}_0, 0\rangle = \tilde{\alpha}_0|\tilde{\alpha}_0, 0\rangle, \quad \tilde{\phi}_m|\tilde{\alpha}_0, 0\rangle = 0 \text{ for } m > 0.$$  

(5.21)

Let us first review some of the properties of the vacuum states $|\tilde{\alpha}_0, 0\rangle$ which will be useful below. From (4.41) it follows that they are $W_N$ primaries, i.e. they satisfy
\[ \hat{U}_m^s |\vec{\alpha}_0, 0\rangle = 0 \text{ for } m > 0. \] We will denote the corresponding eigenvalues of the zero modes of the \(W_N\)-currents as
\[ \hat{U}_0^s |\vec{\alpha}_0, 0\rangle \equiv \Delta_s(\vec{\alpha}_0) |\vec{\alpha}_0, 0\rangle. \] (5.22)

These can be computed by letting the Miura operator (4.41) act on a vacuum state \( |\vec{\alpha}_0, 0\rangle \) and inspecting the terms which are singular as \( z \to 0 \). This leads to
\[ \left( \partial - \frac{\vec{\epsilon}_1 \cdot \vec{\alpha}_0}{\alpha_0 z} \right) \cdots \left( \partial - \frac{\vec{\epsilon}_N \cdot \vec{\alpha}_0}{\alpha_0 z} \right) = \partial^N - \sum_{j=2}^{N} (\alpha_0)^{-j} \Delta_j(\vec{\alpha}_0) z^{-j} \partial^{N-j}. \] (5.23)

This equation for the \( \Delta_j(\vec{\alpha}_0) \) can be solved to give \[ 23 \]
\[ \Delta_s(\vec{\alpha}_0) = (-1)^{s-1} \sum_{i_1 \ldots i_s} \prod_{j=1}^{s} (\vec{\epsilon}_{i_j} \cdot \vec{\alpha}_0 + (s - j) \alpha_0) . \] (5.24)

Now consider a generic classical field configuration \( \vec{\phi}(z) \) which is sufficiently regular for large \( z \), in the sense that only the modes \( \vec{\alpha}_m \) for \( m \geq 0 \) are turned on. According to the definition above, the associated quantum state will typically be a coherent state. However, when only the zero mode \( \vec{\alpha}_0 \) is nonvanishing, the corresponding quantum state is simply the vacuum state \( |\vec{\alpha}_0, 0\rangle \). For generic values of \( \vec{\alpha}_0 \), this is a generic \( W_N \) primary which does not have any null descendants. For the winding solutions (5.2), (5.8) however, the zero mode \( \vec{\alpha}_0 \) takes on the quantized values \( \vec{\alpha}_0 \), with \( \vec{\alpha} \) a dominant weight. They correspond to the vacuum states
\[ |\alpha_\ldots, \vec{\alpha}, 0\rangle. \] (5.25)

The corresponding \( W_N \) charges are, from (5.24),
\[ \Delta_s(\alpha_\ldots, \vec{\alpha}) = (-1)^{s-1} \sum_{i_1 \ldots i_s} \prod_{j=1}^{s} (\alpha_\ldots \vec{\epsilon}_{i_j} \cdot \vec{\alpha} + (s - j) \alpha_0) , \] (5.26)
in particular, the conformal weights read
\[ \Delta_2(\alpha_\ldots, \vec{\alpha}) = \frac{\alpha_\ldots}{2} \cdot \left( \alpha_\ldots \vec{\alpha} + 2 \alpha_0 \vec{\phi} \right) . \] (5.27)

From these observations we can immediately identify the winding solutions with the primaries of a subset of completely degenerate representations of the \( W_N \) algebra. Here, the term completely degenerate refers to a representation which contains at least \( N - 1 \) singular vectors (i.e. primary null vectors). Completely degenerate \( W_N \) representations are labelled by two \( \text{sl}(N) \) weight vectors \( (\vec{\alpha}', \vec{\alpha}) \), and in the free field state space the corresponding \( W_N \) primaries are \[ 23 \]
\[ |\alpha_+ \vec{\alpha}', \alpha_- \vec{\alpha}, 0\rangle. \] (5.28)

Therefore the conical/winding solutions (5.25) correspond precisely to the \((0, \vec{\alpha})\) degenerate primaries. The fact that the representations built on these primaries are completely degenerate can be seen from the explicit construction of the null vectors [6], which we review in appendix C. The operators which create the null vectors reduce in the classical limit to the symmetry generators we found in (5.20).
These considerations give a quantum check, to all orders in an expansion in $1/k$, of the conjecture \cite{12,13} that the conical/winding solutions (5.2) correspond to the $(0,\tilde{\Lambda})$ degenerate primaries. Previous checks of the conjecture include matching all the $W_N$ charges (5.26) in the classical, large $k$ limit \cite{14} and matching the first quantum $1/k$ correction for $N = 2$ \cite{15}. We note that in the current variables, the full effect of quantization was simply encoded in the fact that the quantum background charge is shifted from its classical value according to (4.44).\footnote{Note that in our setup, this should not be viewed as a quantum correction to the coupling constant $k$, since $k$ plays a double role: it determines both the size of the winding mode lattice (3.31) and the value of the background charge, and the only the latter quantity receives quantum corrections according to (4.44).}

6 Discussion and outlook

In this work we have formulated the sl$(N,\mathbb{C})$ higher-spin theories in the diagonal gauge, and shown that this leads to a classical version of the Coulomb gas formalism. In particular, we saw that the screening charges emerge naturally as generators of residual gauge symmetries. As an example of the power of this formulation, we completed the proof that the soliton-like winding solutions in the classical theory represent the $(0,\tilde{\Lambda})$ degenerate primaries in the dual CFT. Before discussing some open questions, we now would like to comment further on the implications of the $\mathbb{Z}_2$ symmetry which we encountered in (4.47).

Quantum duality and the matter spectrum. In section 4.4 we showed that the observables in the quantum theory are invariant under the following symmetry:

$$\alpha_+ \leftrightarrow \alpha_- \quad \text{or} \quad \sqrt{k} \leftrightarrow -\frac{1}{\sqrt{k}}. \tag{6.1}$$

This is a symmetry of the quantum $W_N$ algebra, since it leaves the Miura operator (4.41) invariant, which is not visible in the classical large $k$ limit \cite{6}. It can be seen as a part of the triality symmetry of the $W_{\infty}[N]$ algebra which survives the truncation to $W_N$ \cite{11}.

It is interesting to explore the consequences of the following two natural assumptions:

- (6.1) is a symmetry of the full quantum theory, in particular it is also a symmetry of the spectrum.
- the spectrum contains the soliton-like winding states (5.2) with $\tilde{\alpha}_0 = \alpha_+\tilde{\Lambda}$.

The $\mathbb{Z}_2$ symmetry then predicts that the theory should also contain the states with $\tilde{\alpha}_0 = \alpha_+\tilde{\Lambda}$, which are the primaries of the degenerate representation $(\tilde{\Lambda},0)$. These do not correspond to regular classical configurations of the higher-spin gauge field, since they do not satisfy the condition (3.31) and therefore the gauge field contains a singularity corresponding to an external point particle source in the form of a Wilson line \cite{33,34}. The inclusion of these states therefore requires adding matter particles to the massless higher-spin theory. The energy of these matter states behaves at large $k$ as

$$\Delta_2 \left(\alpha_+\tilde{\Lambda}'\right) \approx -\tilde{\Lambda}' \cdot \tilde{\rho} + \mathcal{O}(k^{-1}). \tag{6.2}$$
The lightest of these excitations comes from taking $\tilde{\lambda} = \epsilon_1$ to be the highest weight of the $N$-dimensional representation and has $\Delta_2 = \tilde{\Delta}_2 = \frac{1-N}{2}$. This corresponds to a scalar particle with mass

$$M^2 l^2 = 4 \Delta_2 (\Delta_2 - 1) = N^2 - 1.$$ \hspace{1cm} (6.3)

This is precisely the mass of the scalar field coupled to $hs[\lambda]$ massless higher-spin fields in the theory of Prokushkin and Vasiliev [2], in the $\lambda \to N$ limit. One can also show that the full set of degenerate primaries $({\tilde{N}}, \tilde{\lambda})$ arises from considering scalar field excitations in soliton backgrounds [13]. Therefore the assumptions above essentially predict that the matter spectrum the theory agrees with that of the Prokushkin-Vasiliev theory. It would be interesting to generalize these results for the $SL(N, \mathbb{C})$ theory to the $hs[\lambda]$ setting [35].

On a related note, one observes that the $Z_2$ symmetry (6.1) is somewhat reminiscent of T-duality, since it inverts $\sqrt{R}$ which sets the scale for the winding lattice, $\sqrt{R}W$, with $W$ the weight lattice. It is in general not quite T-duality however, since that would also replace the weight lattice by its dual, the root lattice $R$, divided by two. Only for pure gravity, $N = 2$, this is ordinary T-duality, since in that case we have that $R/2 = W$. The fact that the degenerate representations of the Virasoro algebra can be viewed as momentum and winding modes of a compact free boson was already pointed out in [36] (see also the early work [37]). It is however amusing to note that, for general $N$, the $Z_2$ symmetry can be viewed as a T-duality in the theory of $N - 1$ compact bosons in the presence of a B-field, as we show in appendix D. However, the physical interpretation of such a B-field is not clear to us at present.

Outlook. We conclude by pointing out some open questions and possible applications of our work.

- We have dealt with the residual gauge symmetries of the diagonal gauge in a somewhat ad hoc manner, which led us essentially to the original version of the Coulomb gas formalism in [6]. It would be interesting to see if a more rigorous treatment using BRST methods would lead similarly to the BRST formulation of the Coulomb gas [36, 38]. It might be hoped that the connection to bulk higher-spin symmetry would give a natural explanation for some of the less obvious computational rules of the Coulomb gas formalism.

- We have mainly focused here on classical solutions with simple poles or 'centers' only in the origin and at infinity, which encode two-point functions of heavy operators in the dual CFT. It would be interesting to explore if the diagonal gauge facilitates the construction of multi-centered solutions which would encode $n$-point correlators of heavy operators.

- It will also be interesting to include chemical potentials in the diagonal gauge in order to discuss higher-spin black holes [20].

- The free field parameterisation discussed in this work may also prove useful in the context of the AGT correspondence [39, 40]. In that context, as explained in [41], a
particular compactification of the $a_{N-1}$ $(2,0)$ theory gives rise to an $\mathfrak{sl}(N,\mathbb{C})$ Chern-Simons theory with Nahm pole boundary conditions which implement the Drinfeld-Sokolov constraint (2.15).
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A Gravity subsector

Here we review how the theory (2.1) includes Euclidean AdS$_3$ gravity, and compute the relation between $k$ and Newton’s constant. For this we must choose a spin-2 subsector, which we take to correspond to the principal embedding of $\mathfrak{sl}(2,\mathbb{C})$ into $\mathfrak{sl}(N,\mathbb{C})$. With this choice, it is convenient for the present purpose to take the $\mathfrak{sl}(2,\mathbb{C})$ generators to be

\[
\left[ K_i, K_j \right] = -\epsilon_{ijk} \delta^{kl} K_l , \tag{A.1}
\]

\[
\text{tr}_N K_i K_j = -N \left( N^2 - 1 \right) / 12 \delta_{ij} , \tag{A.2}
\]

\[
K_i^\dagger = = -K_i , \tag{A.3}
\]

with $\epsilon_{123} = 1$ (for example, for $N = 2$ we can take $K_j = i \sigma_j/2$). We restrict $A$ to lie in this $\mathfrak{sl}(2,\mathbb{C})$ subalgebra and decompose

\[
A = \left( \omega^j + \frac{i}{l} e^j \right) K_j \tag{A.4}
\]

with $\omega^j$ and $e^j$ real one-forms. The $\mathfrak{su}(2)$-valued part $\omega$ plays the role of the spin connection, while $e$ is the dreibein. Indeed, one shows that the Euclidean action (2.1) can, up to a boundary term, be written as

\[
I_E = \frac{k}{l \pi} \int \text{tr}_N \left( e \wedge R - \frac{1}{3 l^2} e \wedge e \wedge e \right) \tag{A.5}
\]

\[
= -N \left( N^2 - 1 \right) \frac{k}{24 \pi l} \int d^3 x \det e \left( R + \frac{2}{l^2} \right) , \tag{A.6}
\]
where $\mathcal{R} = d\omega + \omega \wedge \omega$ is the curvature two-form, with $\mathcal{R}_i = \frac{1}{2} \epsilon_{ijk} \mathcal{R}^{jk}$. Choosing the orientation such that $\det e > 0$, we can identify $\det e = \sqrt{\mathcal{g}}$ and the action (A.6) takes the Einstein-Hilbert form. Therefore the theory (2.1) contains a spin-2 gravity sector with $k$ related to the AdS radius and Newton’s constant as in (2.3).

**B Infinitesimal symmetries of Miura transform**

We will investigate here the infinitesimal symmetries of the classical Miura transformation (4.28). Under an infinitesimal transformation

$$i\partial \tilde{\phi} \rightarrow i\partial \tilde{\phi} + \tilde{\eta}, \quad (B.1)$$

the left hand side of the Miura transformation (4.28) changes as

$$\delta M = -\frac{1}{\sqrt{k}} \sum_{a=1}^{N-1} \prod_{j=1}^{a-1} \left( \partial + \tilde{e}_j \cdot (i\partial \tilde{\phi}) \right) \left( \partial \eta_a + \eta_a \tilde{e}_a \cdot (i\partial \tilde{\phi}) / \sqrt{k} \right) \prod_{j=a+2}^{N} \left( \partial + \tilde{e}_j \cdot (i\partial \tilde{\phi}) / \sqrt{k} \right), \quad (B.2)$$

where we expanded $\tilde{\eta} = \sum_{a=1}^{N-1} \eta_a \tilde{e}_a$. The new combination that appears in the sum above will be denoted as

$$\eta_{a,1} := \partial \eta_a + \eta_a \tilde{e}_a \cdot (i\partial \tilde{\phi}) / \sqrt{k}. \quad (B.3)$$

In the expression for $\delta M$ above we now move all factors containing a derivative to the right, and we obtain

$$(-\sqrt{k}) \delta M = (\eta_{1,1} + \cdots + \eta_{N-1,1}) \prod_{j=3}^{N} \left( \partial + \tilde{e}_j \cdot (i\partial \tilde{\phi}) / \sqrt{k} \right)$$

$$+ (\eta_{2,2} + \cdots + \eta_{N-1,2}) \prod_{j=4}^{N} \left( \partial + \tilde{e}_j \cdot (i\partial \tilde{\phi}) / \sqrt{k} \right)$$

$$\vdots$$

$$+ (\eta_{N-2,N-2} + \eta_{N-1,N-2}) \left( \partial + \tilde{e}_N \cdot (i\partial \tilde{\phi}) / \sqrt{k} \right)$$

$$+ \eta_{N-1,N-1}, \quad (B.4)$$

where we recursively introduced the combinations

$$\eta_{a,b} := \left( \partial + \frac{i}{\sqrt{k}} (\tilde{e}_{a+1-b} - \tilde{e}_{a+1}) \cdot (\partial \tilde{\phi}) \right) \sum_{l=a}^{N-1} \eta_{l,b-1}. \quad (B.5)$$

Note that this is consistent with (B.3) when we identify $\eta_{a,0} := \eta_a - \eta_{a+1}$ (setting $\eta_N = 0$). Requiring that the left hand side of the Miura transformation does not change, $\delta M = 0$, then leads us to the condition

$$\sum_{a=b}^{N-1} \eta_{a,b} = 0, \quad b = 1, \ldots, N-1. \quad (B.6)$$
Any $\eta_a$ that satisfies (B.6) with (B.5) defines an infinitesimal symmetry of the Miura transformation. We now show that such a transformation can always be obtained by a residual gauge transformation. For that purpose we define an upper triangular matrix $\tilde{\lambda}$ by

$$\tilde{\lambda}_{i,j} = e^{\frac{i}{\sqrt{k}}(\tilde{e}_i - \tilde{e}_j)\cdot\phi} \sum_{a=j-1}^{N-1} \eta_{a,j-i-1} \quad \text{for } j > i. \quad \text{(B.7)}$$

We claim that this matrix satisfies equation (4.4), and hence belongs to a transformation that preserves the diagonal gauge. To show this we note that the equations (B.6) satisfied by the $\eta$’s allow us to formally extend (B.7) to $i = 0$ by setting $\tilde{\lambda}_{0,j} = 0$. More trivially, the identification (B.7) is also consistent with setting $\tilde{\lambda}_{i,N+1} = 0$. Having said this, we can evaluate the right hand side of (4.4) for any $1 \leq i < j \leq N$ using (B.7) and we obtain:

$$e^{-\frac{i}{\sqrt{k}}\tilde{e}_{i-1}\cdot\phi} \tilde{\lambda}_{i-1,j} - e^{-\frac{i}{\sqrt{k}}\tilde{e}_i\cdot\phi} \tilde{\lambda}_{i,j+1} = e^{-\frac{i}{\sqrt{k}}(\tilde{e}_{i-1} - \tilde{e}_i)\cdot\phi} e^{\frac{i}{\sqrt{k}}(\tilde{e}_i - \tilde{e}_j)\cdot\phi} \sum_{a=j-1}^{N-1} \eta_{a,j-i}$$

$$- e^{-\frac{i}{\sqrt{k}}(\tilde{e}_j - \tilde{e}_{j+1})\cdot\phi} e^{\frac{i}{\sqrt{k}}(\tilde{e}_i - \tilde{e}_{j+1})\cdot\phi} \sum_{a=j}^{N-1} \eta_{a,j-i} \quad \text{(B.8)}$$

$$= e^{\frac{i}{\sqrt{k}}(\tilde{e}_i - \tilde{e}_j)\cdot\phi} \eta_{j-1,j-i}. \quad \text{(B.9)}$$

On the other hand, we plug (B.7) into the left hand side of (4.4), and we find

$$\partial \tilde{\lambda}_{i,j} = e^{\frac{i}{\sqrt{k}}(\tilde{e}_i - \tilde{e}_j)\cdot\phi} \left( \partial + \frac{i}{\sqrt{k}} (\tilde{e}_i - \tilde{e}_j) \cdot (\partial \phi) \right) \sum_{a=j-1}^{N-1} \eta_{a,j-i-1}$$

$$= e^{\frac{i}{\sqrt{k}}(\tilde{e}_i - \tilde{e}_j)\cdot\phi} \eta_{j-1,j-i}, \quad \text{(B.10)}$$

which agrees with (B.9). Hence, the upper triangular matrix $\tilde{\lambda}$ defines an allowed transformation. We can quickly check that its effect on $i \partial \phi$ is just a shift by $\tilde{\eta}$ by observing that

$$\tilde{\lambda}_{i,i+1} = e^{\frac{i}{\sqrt{k}}(\tilde{e}_i - \tilde{e}_{i+1})\cdot\phi} \tilde{\lambda}_{i,i+1} = \eta_i. \quad \text{(B.11)}$$

We conclude that the most general infinitesimal symmetry of the Miura transformation corresponds to a residual gauge symmetry in the diagonal gauge.

### C Null vectors and their classical limits

It is instructive to see how our construction of classical null vectors in section 5.2 gets corrected in the quantum theory [6]. First we observe that the quantum-corrected version of the finite screening transformations (3.29) reads

$$\tilde{\alpha}_0 \sim w \cdot \tilde{\alpha}_0 \equiv w (\tilde{\alpha}_0 + \tilde{\alpha}_0 \tilde{\rho}) - \tilde{\alpha}_0 \tilde{\rho} \quad \text{(C.1)}$$

for any Weyl reflection $w$. It can be shown [23] that these identifications leave the $W_N$ charges invariant. To construct the null descendants of our winding states $|\alpha_-, \tilde{\Lambda} \rangle$ we apply the screening charges $\hat{S}_a$ to the $W_N$ primaries

$$|w_0 \cdot (\alpha_- \tilde{\Lambda}) + \alpha_+ \tilde{e}_a, 0 \rangle =: e^{i(w_0 \cdot (\alpha_- \tilde{\Lambda}) + \alpha_+ \tilde{e}_a) \cdot \phi(0)} \cdot |0, 0 \rangle \quad \text{(C.2)}$$
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with \( w_0 \) the Weyl reflection defined in (5.18). Note that the shift by \( \alpha_+ \tilde{e}_a \) vanishes in the classical large \( k \) limit and was therefore not visible in the classical discussion in section 5.2.

Using the free field OPE of \( \tilde{\phi}(z) \) we find

\[
\tilde{S}_a |w_0 \cdot (\alpha_- \tilde{\Lambda}) + \alpha_+ \tilde{e}_a, 0\rangle =
\]

\[
\frac{ik}{(\Lambda^{N-1-a} + 1)!} \left( \partial_z \Lambda^{N-1-a+1} e^{-i \alpha_+ \tilde{e}_a \cdot \tilde{\phi}(z)} e^{i (w_0 \cdot (\alpha_- \tilde{\Lambda}) + \alpha_+ \tilde{e}_a) \cdot \tilde{\phi}(0)} \right)_{z=0} |0, 0\rangle
\]

\[
\sim \left( -\frac{i \sqrt{k}}{\Lambda^{N-1-a} + 1} \tilde{e}_a \cdot \tilde{\phi} - \alpha_- (\Lambda^{N-1-a+1}) + O(1) \right) |w_0 \cdot (\alpha_- \tilde{\Lambda}) , 0\rangle . \tag{C.3}
\]

This state is a \( W_N \) primary by construction and, from the right-hand side, is also a descendent of \( |w_0 \cdot (\alpha_- \tilde{\Lambda}), 0\rangle \sim |\alpha_- \tilde{\Lambda}, 0\rangle \) at level \( \Lambda^{N-1-a} + 1 \). In the last line we displayed the leading large \( k \) part, which agrees with the classical result (5.20).

### D All degenerate primaries as momentum-winding states

We will show here that all \( W_N \) degenerate primaries can be described as pure momentum-winding states in a version of the Coulomb gas formalism, where the free fields take values on a certain torus and a constant \( B \)-field is turned on. The only effect of the latter is to modify the winding lattice, see e.g. [42].

Recall that, in the free field formalism with \( N-1 \) free fields, a general degenerate \( W_N \)-primary corresponds to a state \( |\tilde{\phi}_0, 0\rangle \), where the zero-mode eigenvalue is

\[
\tilde{\phi}_0 = \alpha_+ \tilde{\Lambda}' + \alpha_- \tilde{\Lambda} . \tag{D.1}
\]

Here, \( \tilde{\Lambda} \) and \( \tilde{\Lambda}' \) are dominant weights of \( \text{sl}(N) \), and \( \alpha_\pm \) are related to the background charge as in (4.45).

We want to reproduce the zero mode quantization condition (D.1) as arising from momentum and winding number quantization in a theory where the free fields \( \tilde{\phi} \) are periodic, taking values in some torus, in the presence of a constant \( B \)-field. If the periods are

\[
\tilde{\phi} \sim \tilde{\phi} + 2 \pi n^a \tilde{l}_a \quad (\text{summation over } a = 1, \ldots, N-1) \tag{D.2}
\]

where \( n^a \in \mathbb{Z} \), \( \{l_a\}_a \) form a lattice basis, the left-moving zero mode is quantized as (see e.g. [42], eq. (10.49), with \( \alpha' = 2 \)):

\[
\tilde{\phi}_0 = \tilde{m}_a \tilde{l}^a - \frac{1}{2} w^a (g_{ab} + b_{ab}) \tilde{l}^b \tag{D.3}
\]

where \( m_a \) and \( w^a \) are integer momentum and winding numbers, \( \{l^a\}_a \) are dual basis vectors satisfying \( l_a \cdot l^b = \delta^b_a \), \( g_{ab} = l_a \cdot l_b \), and \( b_{ab} \) is the constant \( B \)-field.

We now take the period lattice to be the root lattice divided by \( \alpha_+ \), with basis vectors given by

\[
\tilde{l}_a = \frac{1}{\alpha_+} \tilde{e}_a , \tag{D.4}
\]

so that the dual lattice is the weight lattice multiplied by \( \alpha_+ \), with dual basis vectors

\[
\tilde{l}^a = \alpha_+ \tilde{\omega}_a . \tag{D.5}
\]
The metric $g_{ij}$ is proportional to the $\text{sl}(N)$ Cartan matrix,

$$g_{ij} = \frac{1}{\alpha^2_+} C_{ij} = \frac{1}{\alpha^2_+} \begin{pmatrix} \begin{array}{cccc} 2 & -1 & 0 & \ldots \\ -1 & 2 & -1 & \ldots \\ 0 & -1 & 2 & -1 \\ & & & \ddots \end{array} \end{pmatrix}. \quad (D.6)$$

Finally, for the $B$-field we take

$$b_{ij} = \frac{1}{\alpha^2_+} \begin{pmatrix} \begin{array}{cccc} 0 & 1 & 0 & \ldots \\ -1 & 0 & 1 & \ldots \\ 0 & -1 & 0 & \ldots \end{array} \end{pmatrix}. \quad (D.7)$$

Plugging this all into (D.3), we obtain indeed (D.1) with

$$\tilde{\Lambda} = m_0 \tilde{\omega}_a \quad (D.8)$$
$$\tilde{\Lambda}' = w^a \tilde{\epsilon}_a \quad (D.9)$$

where the $\tilde{\epsilon}_a$ are, as before, the first $N - 1$ weights of the fundamental representation,

$$\tilde{\epsilon}_a = \tilde{\omega}_a - \tilde{\omega}_{a-1}. \quad (D.10)$$

The $\tilde{\epsilon}_a$ also form a basis of the weight lattice; this follows from the fact that the transformation (D.10) involves integer coefficients and so does its inverse

$$\tilde{\omega}_a = \sum_{b=1}^a \tilde{\epsilon}_b. \quad (D.11)$$

Hence, by choosing the momentum and winding numbers such that $\tilde{\Lambda}$ and $\tilde{\Lambda}'$ are dominant weights, all the degenerate representations (D.1) are reproduced as momentum-winding states in this theory. We note that for $N = 2$, where the $B$-field is absent, this reduces to the observation made in [36].
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