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Abstract: We compute the topological entanglement entropy for a large set of lattice models in $d$-dimensions. It is well known that many such quantum systems can be constructed out of lattice gauge models. For dimensionality higher than two, there are generalizations going beyond gauge theories, which are called higher gauge theories and rely on higher-order generalizations of groups. Our main concern is a large class of $d$-dimensional quantum systems derived from Abelian higher gauge theories. In this paper, we derive a general formula for the bipartition entanglement entropy for this class of models, and from it we extract both the area law and the sub-leading terms, which explicitly depend on the topology of the entangling surface. We show that the entanglement entropy $S_A$ in a sub-region $A$ is proportional to $\log(GSD\tilde{A})$, where $GSD\tilde{A}$ is the ground state degeneracy of a particular restriction of the full model to $A$. The quantity $GSD\tilde{A}$ can be further divided into a contribution that scales with the size of the boundary $\partial A$ and a term which depends on the topology of $\partial A$. There is also a topological contribution coming from $A$ itself, that may be non-zero when $A$ has a non-trivial homology. We present some examples and discuss how the topology of $A$ affects the topological entropy. Our formalism allows us to do most of the calculation for arbitrary dimension $d$. The result is in agreement with entanglement calculations for known topological models.
1 Introduction

The concept of entanglement entropy in quantum many-body systems is increasingly gaining relevance for both the quantum information and the condensed matter theory communities. In the latter case, the interest comes from applying ideas of quantum information that could provide new tools for the study of quantum many-body systems and, in consequence, to deepen the understanding of their quantum phases. In particular, questions about the scaling of this entropy with the system size appear to be relevant as an indicator for quantum entanglement. Of particular interest is the scaling of entanglement entropy for ground states
of gapped systems, since they often follow an area law \cite{1–3}. More precisely, if we consider a distinguished sub-region $A$ of the total system, the scaling of entanglement entropy is linear with the boundary of the region, $\partial A$. See \cite{2} for a detailed account on the occurrence of area laws for the entanglement entropy of quantum systems.

The growing interest on the study of entanglement entropy in quantum many-body systems arises from different points of view. For example, a source of interest in the scaling area law of entanglement entropy comes from asking whether a quantum many-body system can be simulated by a classical computer. The scaling of entanglement entropy specifies how well a given many-body quantum state can be approximated by a matrix-product state or a PEPS \cite{4}. More importantly for the purposes of this work, the topological entanglement entropy \cite{3, 5} arises as an interesting probe for topological order \cite{6–8} in quantum states. The entanglement entropy calculated in the ground states of topologically ordered states follows an area law plus a universal correction indicating the presence of long-range entanglement.

Topological phases of matter are usually characterized by exhibiting long-range entanglement and non-local order parameters such as the ground state degeneracy (GSD) and topological spins. In addition, entanglement entropy turns out to be a good measure of the presence of topological order \cite{9, 10}. Details about the connection between topological entanglement entropy and topological order are for example exposed in \cite{5, 8, 11}. For two dimensional topological phases, the scaling of the entanglement entropy presents a constant term \cite{3, 5} that corresponds to the topological entropy. This result is examined in detail for the Toric Code in \cite{11–14}. In this paper, we show that this extends to Abelian higher gauge models in all dimensions. Indeed if the model is topological, it presents a non-zero topological entropy given in terms of the higher cohomology groups of both the bulk and the boundary $\partial A$ of the subregion $A$.

In general, two dimensional topological order and topological entropy are relatively well understood. The same cannot be said about higher dimensional topological phases. Our interest here is to shed some light on the main features of topological entanglement entropy in dimensions higher than two. To do so, we restrict ourselves to study Abelian lattice models that come from higher gauge theories, such as the ones studied by \cite{15–23}. Some of these models are topological. They present a ground state degeneracy that depends on the topology of the underlying manifold, and extended excitations generalizing anyons to higher dimensions. The models presented here can be interpreted as higher gauge generalizations of the Toric Code. This simplification allows us to work in arbitrary dimensions and to understand in detail how these models depend on the topology of the underlying manifold. In the present work we look at the topological entropy and how it depends on the topology of the subregion $A$.

The definition of entanglement entropy is straightforward: we consider a bipartition of the system into a sub-region $A$ and its complement ($B$). Let $\rho$ be the density matrix of the ground state, defined in the whole lattice. Then, $\rho_A = \text{Tr}_B(\rho)$ is the reduced density matrix, obtained by tracing out the contribution from region ($B$). The entanglement entropy is then defined as the von Neumann entropy of the reduced density matrix, namely,

$$ S_A := -\text{Tr} (\rho_A \log \rho_A). \tag{1.1} $$
In a gapped phase, the entanglement entropy is expected to satisfy an area law as the leading term. The topological information is contained in subleading terms and, in general, it is not easy to extract. Several prescriptions \cite{3, 5} were constructed in order to extract the topological correction to the entanglement entropy in two dimensional gapped systems. These prescriptions have been generalized \cite{24, 25} for \( d = 3 \) and, consequently, used to successfully obtain the entanglement entropy of fracton models \cite{26, 27}.

In this paper, we study the entanglement entropy of \( n \)-dimensional Abelian higher gauge theories, all at once, without the need to adapt the procedure for each dimension. This can be achieved by using the language of homological algebra, in which higher gauge theories are naturally described as shown in \cite{19}. The way the entanglement entropy is obtained, in essence, relies on the fact that the lattice models are constructed as stabilizer codes \cite{28}. Similar calculations for stabilizer codes are performed in \cite{12, 29–32}. The result obtained for the entanglement entropy relates this quantity to the ground state degeneracy of an associated model, which we write as

\[
S_A = \log (GSD_{\tilde{A}}),
\]

where \( GSD_{\tilde{A}} \) is the ground state degeneracy of a particular restriction of the original model, to be defined in section 4.1. We show that this result allows us to write \( S_A \) as a sum of two terms. The first one \( S_{\partial A} \) is in agreement with the area laws depending on the geometry of the boundary \( \partial A \), while the second term \( S_{\text{Topo}} \) is explicitly topological, depending on the topology of both the bulk of the region \( A \) and its boundary \( \partial A \). This result holds for any higher gauge theory in the sense of \cite{19} and for any dimension \( d \). We explicitly calculate examples where the topological term depends not only on the Betti numbers of the subregion \( A \) and its boundary \( \partial A \), but also on more exotic properties.

The paper is structured as follows. In section 2 we begin by reviewing Abelian higher gauge theories in detail, this is done by giving explicitly an example. Next, in section 3 we show how these models are easily described in the language of homological algebras, as described in detail in \cite{19}. In section 4 the calculation of the entanglement entropy is performed, and we show how to extract both the area law and the topological entropy from it. In section 5 we apply the results of section 4 to examples in 2D and 3D. We end the paper with some final remarks in section 6.

## 2 Models from Abelian Higher Gauge Theories. The warm-up example

Before we define our class of models in full generality, it is convenient to first present an examples in 3 dimensions. It will be described in the usual way as a many-body system defined on a lattice. The Hilbert space \( \mathcal{H} \) consists of quantum states attached to elements of the lattice such as vertices, links, and plaquettes. A Hamiltonian \( H \) acting on \( \mathcal{H} \) completes the picture.

In section 3 we will introduce a formalism that allows us to describe all models in this class in a unified way for all dimensions; this is made possible by employing a few constructions coming from homological algebra. As far as the present section, we don’t need to be concerned with all the homological details, but we will point out some of the
chain complexes that will be part of the construction presented in section 3. It is worth mentioning again that the example exhibited in this section is merely illustrative. We choose to present the model for a 3-dimensional cubic lattice to be more intuitive. Through our formalism, to be presented in §3, these models can be defined and studied in any dimension $d$ for more general cell decompositions, including simplicial complexes.

2.1 0,1,2-Gauge in 3D

This model is a generalization of an ordinary gauge theory. In addition to the states localized on the links and labeled by an Abelian group $G_1$, we also have states associated with plaquettes that are labelled by another Abelian group $G_2$, and states on vertices associated to the Abelian group $G_0$. Here we use the additive notation for the group operation. When $G_0, G_2$ are trivial we recover the Quantum Double model defined in 3-dimensions. When $G_0 = 0$, this class of models corresponds to an Abelian version of the models constructed in [17, 18], where 2-groups were considered. We will leave the discussion about the relation between our formalism and the one based on 2-groups (or more generally, $n$-groups) to section 3. Here we are working with a particular case of Abelian 2-groups, where the only data we need is expressed by the group homomorphism

$$\partial^G_2 : G_2 \rightarrow G_1.$$  

For simplicity, we consider a 3-dimensional space $\Sigma$ discretized by a cubic lattice. Let $K_0, K_1, K_2$ and $K_3$ be the sets of vertices, links, faces and cubes, respectively. For each vertex $v \in K_0$ we have a Hilbert space $\mathcal{H}_v$ with orthonormal basis $\{|h\rangle, h \in G_0\}$. For each link $l \in K_1$ we have a Hilbert space $\mathcal{H}_l$ with orthonormal basis $\{|g\rangle, g \in G_1\}$. For each plaquette $p \in K_2$ we have a Hilbert space $\mathcal{H}_p$ with orthonormal basis $\{|\alpha\rangle, \alpha \in G_2\}$. We call this kind of model a 0,1,2-gauge theory to indicate that there are quantum states associated with sets $K_0$ (vertices), $K_1$ (links) and $K_2$ (plaquettes). The total Hilbert space is the tensor product over all local Hilbert spaces, namely

$$\mathcal{H} = \bigotimes_{v \in K_0} \mathcal{H}_v \bigotimes_{l \in K_1} \mathcal{H}_l \bigotimes_{p \in K_2} \mathcal{H}_p.$$  

(2.1)

It is convenient to represent a basis element of $\mathcal{H}$ as functions $(f_0, f_1, f_2)$, where $f_i : K_i \rightarrow G_i$, for $i = 0, 1, 2$. We will use a notation where each element of the lattice will have a group element attached in order to represent the functions $f_i$.

The Hamiltonian has the form

$$H = - \sum_{v \in K_0} A_v - \sum_{l \in K_1} A_l - \sum_{l \in K_1} B_l - \sum_{p \in K_2} B_p - \sum_{c \in K_3} B_c,$$  

(2.2)

and is composed by a sum of commuting projectors labelled by vertices, links, plaquettes and cubes. The vertex operator $A_v$ is a sum of gauge transformations. In other words,

$$A_v = \frac{1}{|G_1|} \sum_{g \in G_1} A_v^g,$$  

(2.3)
Higher gauge transformations appear in the definition of $A_l$:

$$A_l = \frac{1}{|G_2|} \sum_{\beta \in G_1} A^\beta_l.$$ 

The elementary transformation $A^\beta_l$ acts on the adjacent plaquettes with $\beta \in G_2$ and on the link with $(\partial^G_2 \beta)$, as shown in figure 1.

Figure 1. The action of $A^\beta_l$ is shown on an initial arbitrary basis state, involving the link $l \in K_1$ and its four adjacent plaquettes.

The 0-holonomy operator, $B_l$, compares the gauge fields of adjacent vertices with the map $\partial^G_1$ applied to the link degree of freedom, namely

$$B_l \left( \begin{array}{c} \alpha \\ \beta \\ \gamma \\ \delta \end{array} \right) = \delta(x - y, \partial^G_1 \gamma) \left( \begin{array}{c} \alpha \\ \beta \\ \gamma \\ \delta \end{array} \right).$$

(2.4)

The 1-holonomy is not exactly the same as in the Quantum Double models: the operator $B_p$ is defined by

$$B_p \left( \begin{array}{c} \alpha \\ \beta \\ \gamma \\ \delta \end{array} \right) = \delta(a + b - c - d, \partial^G_2 \alpha) \left( \begin{array}{c} \alpha \\ \beta \\ \gamma \\ \delta \end{array} \right).$$

(2.5)

Note that this operator gives eigenvalue 1 when the holonomy of the plaquette is equal to $\partial^G_2 \alpha$. To distinguish it from the ordinary holonomy, this operator is usually called fake holonomy. Here we will use the name 1-holonomy instead.

To simplify our notation, we will denote $\partial^G_2 \alpha$ simply by $\partial \alpha$ whenever there is no danger of ambiguity. The 2-holonomy operator $B_c$ measures the sum of the degrees of freedom living on the plaquettes that compose the boundary of the cube $c$, with eigenvalue 1 when the result of the sum equals zero and eigenvalue zero otherwise, as defined in equation (2.6):

$$B_c \left( \begin{array}{c} \alpha \\ \beta \\ \gamma \\ \delta \\ \epsilon \\ \zeta \end{array} \right) = \delta(\sum_{j=1}^6 (-1)^{o_j} \alpha_j, 0) \left( \begin{array}{c} \alpha \\ \beta \\ \gamma \\ \delta \\ \epsilon \\ \zeta \end{array} \right),$$

(2.6)

where $o_j = \{0, 1\}$ takes into account the relative orientation of the faces with respect to the cube, similarly to the 2-holonomy operator. A discussion about the topological properties of this model, such as ground state degeneracy (GSD), will be postponed until we present the general formalism.
The data needed to cast this model into the formalism of Section 3 is as follows. One
needs to specify a pair of chain complexes. The first one represents the discretization of the
manifold and is given by

\[ 0 \hookrightarrow C_3 \xrightarrow{\partial_3} C_2 \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0 \rightarrow 0, \quad (2.7) \]

where \( C_i \) is generated by \( K_i \) and \( \partial_i \) is the boundary map, for \( i = 1, 2, 3 \). The algebraic data
is also a chain complex of the form

\[ 0 \hookrightarrow G_2 \xrightarrow{\partial G_2} G_1 \xrightarrow{\partial G_1} G_0 \rightarrow 0. \quad (2.8) \]

**Example 2.1.** \( G_0 = G_1 = \mathbb{Z}_2, G_2 = \mathbb{Z}_4 \)

The groups that label the degrees of freedom are chosen to be \( G_0 = G_1 = \mathbb{Z}_2 = \{0, 1\} \)
and \( G_2 = \mathbb{Z}_4 = \{0, 1, 2, 3\} \). Moreover, the homomorphism that relates 1, 2-gauge fields
is chosen to be such that \( \partial G_2(1) = 1 \). As in the previous example, we use a graphical
description for the basis states as follows:

- a dotted line through a plaquette when it holds a \( |2\rangle_p \) state, and an oriented dashed
  line for the \( |1, 3\rangle_p \) states,

- for the links we picture a gray surface orthogonal to it for \( |1\rangle_l \) state, no surface for
  the \( |0\rangle_l \) state,

- a gray volume for vertices in \( |1\rangle_v \) state.

The flat configurations of the theory are those that are invariant under the actions of \( B_l, B_p \)
and \( B_c \) for all link \( l \), plaquettes \( p \) and cubes \( c \) of the lattice. Such configurations consist
of dotted or dashed loops, conditions that are enforced by \( B_c \). The 1-holonomy operator
\( B_p \) implies that every dashed line encloses a gray surface, which is the boundary of a gray
volume. If \( \Sigma \) has the topology of a 3-dimensional ball, there is only one ground state given
by

\[ |GS\rangle = \prod_v A_v \prod_l A_l \prod_p |1\rangle_v \otimes |1\rangle_l \otimes |1\rangle_p. \quad (2.9) \]

For manifolds with exotic topologies, the number of ground states depends on the number
of non-equivalent non-contractible closed surfaces one can drawn over \( \Sigma \). The topological
nature of this model will become clearer when we introduce the general formalism in 3.

Now that we are familiar with some examples of Abelian higher gauge theories, we are
ready to describe them all at once using a more general mathematical structure. The more
general framework that is going to be exhibited in the next section also allows to compute
the entanglement entropy, in the more general case, as we will show in section 4.
3 Review of Abelian Higher Gauge Theories

The model presented on section 2 is an example of what we call Abelian higher gauge theories introduced in [19]. It is useful to describe them using a formalism borrowed from Homological Algebra since it allows us to handle a large class of models of arbitrary dimensions. In this section we recall from [19] only the basic notation and results needed to calculate the entanglement entropy for any such model. We refer to [19] for further details.

We have indicated in the last section that the models are parameterized by two chain complexes. The first one is geometrical in nature and accounts for the structure of the lattice. As for the second, it is a chain complex of finite Abelian groups encoding the higher gauge group of the model. There will be one model (Hilbert space and Hamiltonian) for any such choice of chain complexes. The choices corresponding to the example was given in section 2.

A simplicial decomposition is a natural choice for lattices of any dimension. Although the formalism can accommodate for any finite cell decomposition we will assume that the lattice $K$ is made of simplices. In other words

$$K = K_0 \cup K_1 \cup \cdots \cup K_d,$$

where $K_n$ is the (finite) set of $n$-dimensional simplices. We would like to point out that there are no further assumptions on $K$, which makes the formalism very flexible. For instance, $K$ may have a boundary and may not have a uniform dimension.

It is a standard procedure [33] to associate to $K$ a chain complex

$$0 \to C_d \xrightarrow{\partial^C_d} C_{d-1} \xrightarrow{\partial^C_{d-1}} \cdots \xrightarrow{\partial^C_2} C_1 \xrightarrow{\partial^C_1} C_0 \to 0,$$

which we will denote by $(C(K), \partial^C)$, where 0 represents the trivial group. We recall that $C_n$ is the Abelian group freely generated by $K_n$. In other words, if we write the group operation as an addition operation, $c \in C_n$ is given by a formal linear combination

$$c = \sum_{x \in K_n} n(x)x$$

with $n(x) \in \mathbb{Z}$. The homomorphisms $\partial^C_n : C_n \to C_{n-1}$ are the usual boundary maps.

To describe the higher gauge groups that label the degrees of freedom in the simplicial complex, we introduce a chain complex $(G, \partial^G)$ of finite Abelian groups given by

$$0 \to G_d \xrightarrow{\partial^G_d} G_{d-1} \xrightarrow{\partial^G_{d-1}} \cdots \xrightarrow{\partial^G_2} G_1 \xrightarrow{\partial^G_1} G_0 \to 0,$$

where 0 denotes the trivial group and $\partial^G_n : G_n \to G_{n-1}$ are group homomorphisms such that $\partial^G_p \circ \partial^G_{p+1} = 0$, for any $0 \leq p \leq d$. Note that the $d = 2$ case, i.e., the chain

$$0 \to G_2 \xrightarrow{\partial^G_2} G_1 \to 0$$

can be recast into the language of strict 2-groups or equivalently, crossed modules, which were used in [17] to construct models of topological phases in $3 + 1$ dimensions based on
higher gauge theories. A crossed module is a quadruple $G = (G_1, G_2, \partial, \triangleright)$, where $G_1$ and $G_2$ are groups, $\partial : G_2 \to G_1$ is a group homomorphism and $\triangleright : G_1 \times G_2 \to G_2$ is an action of $G_1$ on $G_2$, which satisfies the following conditions:

$$\partial(g \triangleright \alpha) = g(\partial \alpha)g^{-1},$$

(3.5)

$$\partial(\beta \triangleright \alpha) = \beta \alpha \beta^{-1}.$$  

(3.6)

Since we consider only Abelian groups, the chain (3.4) defines a crossed module with trivial action. In fact, the general case where the chain complex $(G, \partial_G)$ is composed of $d + 1$ groups can be reformulated in the language of (Abelian) strict $(d + 1)$-groups.

Now, we define a gauge configuration $f$ to be an assignment of a group element $g \in G_n$ for each element $x \in K_n$. In other words, a gauge configuration is a sequence $f = \{f_n\}_{n=0}^d$ of functions such that

$$f_n : K_n \to G_n,$$

$x \mapsto f_n(x).$  

(3.7)

Strictly speaking, we should call $f$ a higher-gauge configuration. Only in the case when all groups except $G_1$ are trivial $f$ is a proper gauge configuration, as can be seen from the examples of last section. For simplicity, we will keep using "gauge configuration" to mean a generic $f$.

Because $C_n$ is freely generated by $K_n$, each map $f_n$ in (3.7) defines a unique group homomorphism $f_n : C_n \to G_n$, which is given by the extension of $f_n$ by linearity, i.e., if $c \in C_n$ as in (3.2), then

$$f_n(c) = \sum_{x \in K_n} n(x)f_n(x).$$

We use the same name $f_n$ to denote a gauge configuration as in 3.7 and a homomorphism $f_n : C_n \to G_n$ since there is a one to one correspondence between them. The set $\text{Hom}(C_n, G_n)$ of homomorphisms is also an Abelian group if we set

$$(f_n + \tilde{f}_n)(x) = f_n(x) + \tilde{f}_n(x), \quad f_n, \tilde{f}_n \in \text{Hom}(C_n, G_n).$$

It is useful to collect all such Abelian groups in a single direct sum. This simple fact allows us to view a gauge configuration $f$ as an element of the direct sum

$$\text{hom}(C, G)^0 := \bigoplus_{n=0}^d \text{Hom}(C_n, G_n)$$

(3.9)

of Abelian groups. Thus, a gauge configuration can be represented by a collection of maps between chain complexes, as depicted by the diagram in Fig. 2. We would like to point out that figure 2 is not a commuting diagram. When this happens, $f \in \text{hom}(C, G)^0$ is called a chain map and, as we will see, the corresponding gauge configuration is gauge equivalent to the trivial one.

We are now in position to define the model by providing a Hilbert space $\mathcal{H}$ of states $|\psi\rangle$ and a Hamiltonian operator $H$ acting on $\mathcal{H}$. The set $\text{hom}(C, G)^0$ is finite. Let $\mathcal{H}$ be
the complex vector space generated by the orthonormal basis \( \{|f\rangle\}_{f \in \text{hom}(C,G)^0} \). In other words, a state \( \psi \in \mathcal{H} \) is given by a linear combination

\[
|\psi\rangle = \sum_{f \in \text{hom}(C,G)^0} \psi(f) |f\rangle,
\]

(3.10)

where \( \psi(f) \in \mathbb{C} \), and the internal product is \( (f|g) = \delta(f, g) \). We can explicit the orthonormal basis \( \{|f\rangle\} \) as a tensor product over the local degrees of freedom living on the simplexes labeled by the groups.

\[
|f\rangle = \bigotimes_{v \in K_0} |f(v)\rangle \bigotimes_{l \in K_1} |f(l)\rangle \bigotimes_{p \in K_2} |f(p)\rangle \cdots \bigotimes_{s \in K_d} |f(s)\rangle,
\]

(3.11)

where the tensor product is made over all the 0-simplexes (vertices \( v \)), 1-simplexes (links \( l \)), 2-simplexes (plaquette \( p \)),... through to the \( d \)-simplexes associated to a group of the chain \((G, \partial G)\). In order to define the Hamiltonian, we will need to introduce more groups other than \( \text{hom}(C,G)^0 \) given by (3.9). Let us consider the groups \( \text{hom}(C,G)^p \) defined by

\[
\text{hom}(C,G)^p := \bigoplus_{n=0}^{d} \text{Hom}(C_n, G_{n-p}).
\]

(3.12)

An element \( g \in \text{hom}(C,G)^p \) is a sequence \( \{g_n\}_{n=0}^{d} \) of homomorphisms \( g_n : C_n \rightarrow G_{n-p} \).

The example of \( \text{hom}(C,G)^1 \) is shown in Fig. 3.

- Figure 2. A configuration \( f \in \text{hom}(C,G)^0 \), consisting on a collection of homomorphisms \( \{f_n\} \).

- Figure 3. An element \( g \in \text{hom}(C,G)(C,G)^1 \) as a sequence \( \{g_n\}_{n=0}^{d} \) of skewed maps

An important observation is that the sequence of groups \( \text{hom}(C,G)^p \) can be made into a co-chain complex. This is achieved by considering maps \( \delta^p : \text{hom}(C,G)^p \rightarrow \text{hom}(C,G)^{p+1} \), defined by:

\[
(\delta^p h)_n = h_{n-1} \circ \partial^C_n - (-1)^p \partial^G_{n-p} \circ h_n,
\]

(3.13)
with \( h \in \text{hom}(C, G)^p \). In fact, it is straightforward to verify that \( \delta^{p+1} \circ \delta^p = 0 \), which turns the sequence

\[
\cdots \xrightarrow{\delta^{-2}} \text{hom}(C, G)^{-1} \xrightarrow{\delta^{-1}} \text{hom}(C, G)^0 \xrightarrow{\delta^0} \text{hom}(C, G)^1 \xrightarrow{\delta^1} \cdots \quad (3.14)
\]

into a co-chain complex. The expression above shows only the part of the sequence that is relevant for the present application, please refer to [19] for a more detailed account. Associated to this co-chain complex, there are the so-called Brown cohomology groups \([34]\)

\[
H^p(C, G) = \ker(\delta^p) / \text{Im}(\delta^{p-1}), \quad (3.15)
\]

which, as shown in [34], are isomorphic to the direct product of the cohomology groups of the chain complex \((C(K), \partial^C)\) with coefficients in the homology groups of \((G, \partial^G)\), i.e.,

\[
H^p(C, G) \cong d \bigoplus_{n=0}^d H^n(C, H_{n-p}(G)). \quad (3.16)
\]

From (3.16), it is clear that the cohomology groups defined in equation (3.15) are topological invariants of the manifold described by the chain complex \((C(K), \partial^C)\). The Brown cohomology plays a major role in our formalism, as we will see in the following sections. We refer the reader to [19, 34] and references therein for a more detailed account on Brown cohomology and on the isomorphism (3.16).

To complete the description, we need to define a chain complex that is the dual of (3.14). This will be done by dualizing the groups \( G_n \) as follows. Let \( \text{Hom}(G_n, U(1)) \) be the set of homomorphisms \( a : G_n \to U(1) \), for each \( 0 \leq n \leq d \). Since each \( G_n \) is Abelian, this is nothing but the set of irreducible unitary representations of \( G_n \), denoted by \( \hat{G}_n \). Let us give \( \hat{G}_n \) a structure of an Abelian group. Let \( a, b \in \hat{G}_n \) and \( g \in G_n \). Let us write the group operation in \( \hat{G}_n \) as \( a + b \) and the inverse of \( a \) as \( -a \). The group is defined by setting \((a + b)(g) = a(g)b(g)\) and \((-a)(g) = (a(g))^{-1}\). In order to dualize (3.14) we first define the dual \( \text{hom}(C, G)_p \) of (3.12) as

\[
\text{hom}(C, G)_p := d \bigoplus_{n=0}^d \text{Hom}(C_n, \hat{G}_{n-p}). \quad (3.17)
\]

As before, an element \( m \in \text{hom}(C, G)_p \) is a sequence \( \{m_n\}_{n=0}^d \) with \( m_n \in \text{Hom}(C_n, \hat{G}_{n-p}) \). Each \( m_n \) is completely defined by its values on the generators \( x \in K_n \). This allows us to introduce a pairing

\[
\langle \cdot, \cdot \rangle : \text{hom}(C, G)_p \times \text{hom}(C, G)_p \to U(1)
\]

\[
(m, f) \mapsto \langle m, f \rangle \quad (3.18)
\]

given by

\[
\langle m, f \rangle = \prod_{n=0}^d \prod_{x \in K_n} m_n(x)(f_n(x)). \quad (3.19)
\]
Let us define a boundary map $\delta_p : \text{hom}(C, G)_p \to \text{hom}(C, G)_{p-1}$ given by

$$\langle \delta_p m, f \rangle = \langle m, \delta^{p-1} f \rangle,$$

(3.20)

where $m \in \text{hom}(C, G)_p$ and $f \in \text{hom}(C, G)^{p-1}$. Clearly, $\delta_p \circ \delta_{p+1} = 0$ and thus the chain complex dual to (3.14) that we will need is given by

$$\cdots \leftarrow \delta_{-1} \text{hom}(C, G)_{-1} \leftarrow \delta_0 \text{hom}(C, G)_0 \leftarrow \delta_1 \text{hom}(C, G)_1 \leftarrow \delta_2 \cdots .$$

(3.21)

### 3.1 Operators and Hamiltonian

The Hamiltonian we presented as an example in section 2 have a similar structure. It is a sum of operators that can be divided in two types. There are higher gauge transformations and diagonal operators measuring higher holonomies. In the general formalism, these two sets of operators in $\mathcal{H}$ come from the co-chain complex (3.14) and the chain complex (3.21), respectively. The first set of operators is parametrized by $\text{hom}(C, G)^{-1}$ whereas the second one by $\text{hom}(C, G)_1$.

For $t \in \text{hom}(C, G)^{-1}$ and $m \in \text{hom}(C, G)_1$ we define:

$$A_t | f \rangle := | f + \delta^{-1} t \rangle,$$

(3.22)

$$B_m | f \rangle := \langle m, \delta^0 f | f \rangle .$$

(3.23)

The interpretation of (3.22) and (3.23) can be derived from the special case when the chain complex (3.3) is made of trivial groups except for $G_1$. The resulting model has the familiar form of a gauge theory on the lattice. In this case, it follows that a configuration $f \in \text{hom}(C, G)^0$ assigns one group element of $G_1$ for each link of the lattice, as expected in an ordinary gauge theory. Furthermore, $t \in \text{hom}(C, G)^{-1}$ gives a group element $g(v) \in G_1$ for each vertex $v$ of the lattice. One can verify that $A_t$ performs on each vertex $v$ an ordinary gauge transformation with parameter $g(v)$. As for the general case, $f$ and $A_t$ define what we mean by higher gauge configurations and higher gauge transformations. As we pointed out before, we will keep calling them gauge configurations and gauge transformations. Going back to the special case, we need to look at the eigenvalue $\langle m, \delta^0 f \rangle$ of $B_m$ to see what is it measuring. It follows from the definition that $\delta^0 f \in \text{hom}(C, G)^1$ and $m \in \text{hom}(C, G)_1$, it assigns to each face $p$ of the lattice its holonomy $h_p$ and a unitary representation $\chi_p \in U(1)$ respectively. Operators $B_m$ are therefore measuring the number $\prod_p \chi_p(h_p)$ depending on all holonomies of the lattice.

The first thing to be noticed is that both $A_t$ and $B_m$ are not localized as they act on the entire lattice. For the definition of the Hamiltonian, however, we need to define local projectors. This is easily achieved by taking $t$ and $m$ with a local support in the lattice $K$ and averaging over the groups.

**Definition 3.1** (Localized maps). Let $x \in K_n$, $g \in G_{n+1}$ and $r \in \hat{G}_{n-1}$. We define the local maps $\hat{e}[n, x, r] \in \text{hom}(C, G)_1$ and $e[n, x, g] \in \text{hom}(C, G)^{-1}$ by

$$e[n, x, g](y) := \begin{cases} g, & \text{if } y = x \\ 0, & \text{otherwise} \end{cases}$$

(3.24)

$$\hat{e}[n, x, r](f) := r(f_n(x)),$$

(3.25)
where \( y \in K \), and \( f \in \text{hom}(C,G)^p \).

**Definition 3.2** (Local projector operators). Let \( x \in K_n, g \in G_{n+1}, r \in \hat{G}_{n-1} \). We define **local gauge projector** \( A_{n,x} \) and **local holonomy projector** \( B_{n,x} \) as:

\[
A_{n,x} = \frac{1}{|G_{n+1}|} \sum_{g \in G_{n+1}} A_{e[n,x,g]}, \quad (3.26)
\]

\[
B_{n,x} = \frac{1}{|G_{n-1}|} \sum_{r \in \hat{G}_{n-1}} B_{\hat{e}[n,x,r]}, \quad (3.27)
\]

The Hamiltonian operator \( H \) is defined as

\[
H = -\sum_{n=0}^{d} \sum_{x \in K_n} A_{n,x} - \sum_{n=0}^{d} \sum_{x \in K_n} B_{n,x}. \quad (3.28)
\]

It is straightforward to show that \( A_{n,x} \) and \( B_{n,x} \) are commuting projectors. Furthermore, in the special case where the chain complex \((G, \partial G)\) has only \( G_1 \) different from the trivial group, we recover the quantum double model with group \( G_1 \). Also, by choosing \((G, \partial G)\) we can reproduce the example we have discussed in the last section.

This Hamiltonian is actually frustration free since there is at least one state that gives eigenvalue 1 for all \( A_{n,x} \) and \( B_{n,x} \). Let \( |0\rangle \) denotes the state labeled by the trivial element of the group \( \text{hom}(C,G)^0 \). It corresponds to a configuration that maps all elements of \( K_n \) to 0 \( \in G_n \) for all \( n \). Let us define

\[
|0\rangle_G = \prod_{n=0}^{d} \prod_{x \in K_n} A_{n,x} |0\rangle.
\]

One can show that \( |0\rangle_G \) is non zero and

\[
A_{n,x} |0\rangle_G = |0\rangle_G, \quad (3.29)
\]

\[
B_{n,x} |0\rangle_G = |0\rangle_G, \quad (3.30)
\]

for all \( 0 \leq n \leq d \) and \( x \in K_n \). Therefore, a state \( |\psi\rangle \) is in the ground state \( \mathcal{H}_0 \) if and only if

\[
A_{n,x} |\psi\rangle = |\psi\rangle, \quad (3.31)
\]

\[
B_{n,x} |\psi\rangle = |\psi\rangle, \quad (3.32)
\]

for all \( 0 \leq n \leq d \) and \( x \in K_n \).

It is useful to characterize \( \mathcal{H}_0 \) in another way. Let us consider the following operators:

1. projector \( A_0 \) given by

\[
A_0 = \frac{1}{|\text{hom}(C,G)^{-1}|} \sum_{t \in \text{hom}(C,G)^{-1}} A_t, \quad (3.33)
\]

that maps any state \( |f\rangle \in \mathcal{H} \) into a normalized sum of gauge equivalent states;
2. projector $B_0$ given by

$$B_0 = \frac{1}{\text{hom}(C,G)_1} \sum_{m \in \text{hom}(C,G)_1} B_m,$$

which gives eigenvalue 1 for a state $|f\rangle \in \mathcal{H}$, only if satisfies $f \in \ker(\delta^0)$; in other words, it projects onto the flat holonomy sector of $\mathcal{H}$.

As stated in [19], the projector $\Pi_0$ on the ground state subspace $\mathcal{H}_0$ can be written as

$$\Pi_0 := A_0 B_0 .$$

Furthermore, the dimension of $\mathcal{H}_0$ is determined by the zeroth Brown cohomology group $H^0(C,G)$ of the cochain complex in Eq.(3.14), which explicitly shows how the ground state degeneracy depends on the topology of the underlying manifold. This result can be stated more precisely as follows:

**Theorem 3.3 (Dimension of the ground state subspace).** The dimension $\text{GSD} = \dim(\mathcal{H}_0)$ of the ground state subspace $\mathcal{H}_0$ is given by the number of flat states $|\ker(\delta^0)|$, modulo the gauge equivalence $|\text{Im}(\delta^{-1})|$, that is

$$\text{GSD} = \frac{|\ker(\delta^0)|}{|\text{Im}(\delta^{-1})|} = |H^0(C,G)| = \prod_{n=0} d |H^n(C, H_n(G))| .$$

**Proof.** The proof of this theorem can be found in [19] as its main result.

### 3.2 Example

To see how this general framework works, let us review the example given in section 2, this time built from the formalism presented in §3.

#### 3.2.1 0,1,2-Gauge

The 0,1,2-gauge model presented in section 2.1 comes from the chain complex $(C, \partial^G)$ given in equation (2.7). We show the relevant maps in figure 4, in particular:

- Classical gauge configurations now consider degrees of freedom on plaquettes given by maps $f_2 \in \text{Hom}(C_2, G_2)$, in addition to the link configurations defined by $f_1 \in \text{Hom}(C_1, G_1)$, and the configurations for the vertices $f_0 \in \text{Hom}(C_0, G_0)$. In figure 3.2.1 they are represented as straight lines.

- The generalized notion of gauge transformations include 1-gauge transformations given by maps $t_0 \in \text{Hom}(C_0, G_1)$ and 2-gauge transformation, from every link to its neighbor plaquettes $t_1 \in \text{Hom}(C_1, G_2)$. In figure 3.2.1 they are represented as skewed dotted lines.

- We have as holonomy maps: the 1-holonomy with the functions $m_1 \in \text{Hom}(C_1, \hat{G}_0)$, the 1-holonomy which is measured by maps $m_2 \in \text{Hom}(C_2, \hat{G}_1)$ and the 2-holonomy measured by $m_3 \in \text{Hom}(C_3, \hat{G}_2)$. They are not represented in the figure, but they would be skewed in the opposite direction of the gauge transformations.
So the Hamiltonian in equation (2.2) is obtained by the decomposition for the maps:

\[
H = - \sum_{x \in K_0} \frac{1}{|G_1|} \sum_{y \in G_1} A_{e[0,x,y]} - \sum_{x \in K_1} \frac{1}{|G_2|} \sum_{y \in G_2} A_{e[1,x,y]} + \sum_{y \in K_1} \frac{1}{|G_0|} \sum_{r \in \hat{G}_0} B_{\hat{e}[1,y,r]} - \sum_{y \in K_2} \frac{1}{|G_1|} \sum_{r \in G_1} B_{e[2,y,r]} - \sum_{y \in K_3} \frac{1}{|G_2|} \sum_{r \in G_2} B_{e[3,y,r]}.
\]  

(3.37)

Figure 4. Chain complexes for the 0,1,2-gauge model 3.2.1.

Now that we have familiarized with the general theory with the help of the example, we are ready to proceed onto the next section, where we present the main results of this paper. The calculation of the entanglement entropy for all Abelian higher gauge theories can be carried out in general. The result obtained relates the entanglement entropy of an Abelian higher gauge theory to the \(GSD\) of a related theory, as we will precisely see. Furthermore we also compute the topological contribution to the entanglement entropy.

4 Entanglement Entropy in Abelian Higher Gauge Theories

In this section we calculate the entanglement entropy for the class of models defined in [19] and reviewed in section 3. We begin by defining the bipartition of the \((C(K), \partial^C)\) chain complex into a subcomplex \((C(K_A), \partial^C_A)\) and its complement. We then observe that an associated higher gauge theory can be defined in the subcomplex \((C(K_A), \partial^C_A)\) which will be useful for both the calculation and the interpretation of the results. As usual, we begin by introducing the density matrix \(\rho\) in terms of the ground state projector of (3.35). The reduced density matrix \(\rho_A = \text{Tr}_B(\rho)\) is then obtained and shown to be best written in terms of the local operators of the higher gauge theory defined in the subcomplex \((C(K_A), \partial^C_A)\). The entanglement entropy is the \(\text{von Neumann}\) entropy of the reduced density matrix

\[
S_A := -\text{Tr}(\rho_A \log \rho_A).
\]

The result we obtain relates this quantity to a restricted gauge theory in region \(A\). In particular, we show that the entanglement entropy of a higher gauge theory with Hamiltonian as in (3.28) is equal to the logarithm of the ground state degeneracy \(GSD_A\) of a related higher gauge theory restricted to region \(A\), in other words

\[
S_A = \log (GSD_A).
\]
We further analyze the result to extract the topological information. As we will explain in section 4.43, the entropy $S_A$ has two terms:

\[ S_A = S_{\partial A} + S_{\text{Topo}}, \]  

(4.1)

where $S_{\partial A}$ scales with the size of the boundary and $S_{\text{Topo}}$ is a constant contribution depending on the topology of $A$ and its boundary $\partial A$.

### 4.1 Bipartition of the Geometrical Chain Complex

We recall from Section 3 that the geometrical content of the model is given by the chain complex $(C(K), \partial^C)$ encoding the lattice. We consider a simplicial chain complex for convenience. In order to calculate the entanglement entropy we first need to define the bipartition of the lattice. The system is divided into two regions $A$ and $B$, where $A$ is the region we have access, as in [27, 29, 30].

We split the simplicial complex $K = \bigcup_{n=0}^{d} K_n$ into a subcomplex $K_A$ of dimension $d$ by choosing a smaller subset $K_{d,A} \subset K_d$ together with their subcomplexes of smaller dimension. Then $K_A$ is a subcomplex as the boundary maps are well defined, i.e. their image belong to the subcomplex $K_A$. For each $0 \leq n \leq d$ dimension the sets of $n$-simplices is divided in the form $K_n = K_{n,A} \cup K_{n,B}$, where $K_{n,A}$ is the set of $n$-simplices in region $A$ and $K_{n,B}$ the set of simplices in region $B$. We do this in such a way that $K_A = \bigcup_{n=0}^{d} K_{n,A}$ is a subcomplex of $K$. Note that in general the complement $K_B$ is not a simplicial complex on its own, as its boundary maps may have image in $K_A$.

Let $C_n,A$ be the $n$-chain group generated by the $n$-simplices, $x \in K_{n,A}$, of region $A$. Let also $\partial^C_n : C_{n,A} \rightarrow C_{n-1,A}$ be the restriction of the boundary map $\partial^C_n$ into the subset $K_{n,A}$. Clearly $\partial^C_n \circ \partial^C_{n+1} = 0$. This makes $(C(K_A), \partial^C_A)$ into a chain complex

\[ C_{d,A} \xrightarrow{\partial^C_{d,A}} C_{d-1,A} \xrightarrow{\partial^C_{d-1,A}} \cdots \xrightarrow{\partial^C_{1,A}} C_{1,A} \xrightarrow{\partial^C_{0,A}} C_{0,A}. \]  

(4.2)

Let us apply the construction reviewed in Section 3 to the $(C(K_A), \partial^C_A)$ complex together with the same chain complex of Abelian groups in (3.3), namely

\[ 0 \rightarrow G_d \xrightarrow{\partial^G_d} G_{d-1} \xrightarrow{\partial^G_{d-1}} \cdots \xrightarrow{\partial^G_{2}} G_1 \xrightarrow{\partial^G_1} G_0 \rightarrow 0. \]  

(4.3)

Homomorphisms between the two chain complexes (4.2) and (4.3) can be constructed giving rise to the groups

\[ \text{hom}(C_A, G)^p := \bigoplus_n \text{Hom}(C_{n,A}, G_{n-p}). \]

Elements of such groups are sequences of morphisms $f_{n,A} : C_{n,A} \rightarrow G_{n-p}$ whose support lies on $K_A$. For example, a gauge configuration on region $A$ is an assignment of a group element $g \in G_n$ for each element $x \in K_{n,A}$. This is, a collection of maps $f_A = \{ f_{n,A} \}$ for $n = 0, 1, \ldots, d$, where:

\[ f_{n,A} : K_{n,A} \rightarrow G_n, \quad x \mapsto f_{n,A}(x). \]
Therefore, gauge configurations in $A$ can be viewed as elements of the group
\[ \text{hom}(C_A, G)^0 = \bigoplus_n \text{Hom}(C_{n,A}, G_n). \]
The set of vectors \( \{|f\rangle_A\} \), labeled by group elements \( f \in \text{hom}(C_A, G)^0 \), form a basis of the Hilbert space \( \mathcal{H}_A \). In other words, a state \( |\Psi\rangle_A \in \mathcal{H}_A \) is written as
\[ |\Psi\rangle_A = \sum_{f \in \text{hom}(C_A, G)^0} \Psi(f) |f\rangle_A. \]
Similarly, we have the group \( \text{hom}(C_A, G)^{-1} \) whose elements serve as parameters for the higher gauge transformations as well as the dual group \( \text{hom}(C_A, G)^1 \) that parametrizes the higher gauge holonomy operators. More importantly, a higher gauge theory in region $A$ can be defined by considering a chain complex similar to the one in (3.14), that is,
\[ \text{hom}(C_A, G)^{-1} \xrightarrow{\delta^{-1}_A} \text{hom}(C_A, G)^0 \xrightarrow{\delta^0_A} \text{hom}(C_A, G)^1, \tag{4.4} \]
where the co-boundary map \( \delta^0_A : \text{hom}(C_A, G)^p \rightarrow \text{hom}(C_A, G)^{p-1} \) is defined by
\[ (\delta^0_A f)_n := f_{n-1,A} \circ \partial^G_{n,A} - (-1)^p \partial^G_{n-p} \circ f_{n,A}. \]

### 4.2 Reduced Density Matrix

As usual, we start by introducing the density matrix \( \rho \) of the model with Hamiltonian (3.28), given by
\[ \rho := \Pi_0 = \frac{1}{\text{tr}(\Pi_0)} = \frac{\Pi_0}{GSD}, \tag{4.5} \]
where \( \Pi_0 : \mathcal{H} \rightarrow \mathcal{H}_0 \) is the ground state projector of eq. (3.35) and \( GSD \) stands for the ground state degeneracy of eq. (3.36). We start from a product state, a linear combination of the ground space states, which are independent states.

From (3.35) we know that the ground state projector \( \Pi_0 \) can be written in terms of the projectors in (3.33) and (3.34) as
\[ \Pi_0 = \left( \frac{1}{|\text{hom}(C, G)^{-1}|} \sum_{t \in \text{hom}(C, G)^{-1}} A_t \right) \left( \frac{1}{|\text{hom}(C, G)^1|} \sum_{m \in \text{hom}(C, G)^1} B_m \right). \tag{4.6} \]

However, we want to re-parametrize the two sums in the above equation such that they run over non trivial elements only. In other words, we want to factor the redundancies out of the sums, reframing the sum as sum over classes. This can be achieved by looking at the group structure of \( \text{hom}(C, G)^{-1} \) and \( \text{hom}(C, G)^1 \). Take for instance \( \text{hom}(C, G)^{-1} \) whose elements parametrize the higher gauge transformations of the theory. The redundancies in the sum over \( t \in \text{hom}(C, G)^{-1} \) of (4.6) come from elements that act trivially over quantum states (examples of such elements are shown in Section 5). Recall that gauge transformations act on actual states by means of the \( \delta^{-1} \)-operator. Thus, we can identify the elements of \( \text{hom}(C, G)^{-1} \) that act trivially on states: they form a subgroup of \( \text{hom}(C, G)^{-1} \).
called the *kernel* and given by \( \ker(\delta^{-1}) := \{ t \in \text{hom}(C,G)^{-1} | \delta^{-1}(t) = 0 \} \), where 0 \( \in \text{hom}(C,G)^0 \) is the identity element that labels the trivial gauge configuration. Moreover, non-trivial gauge transformations are parametrized by elements of \( \text{hom}(C,G)^{-1} \) that are not mapped to the identity by \( \delta^{-1} \), they define a subgroup of \( \text{hom}(C,G)^0 \) known as *image* and denoted \( \text{Im}(\delta^{-1}) \). Both the kernel and the image of the co-boundary map, \( \delta^{-1} \), are related to each other by the first isomorphism theorem \([35]\) which in this case reads

\[
\frac{\text{hom}(C,G)^{-1}}{\ker(\delta^{-1})} \simeq \text{Im}(\delta^{-1}). \tag{4.7}
\]

Elements of the quotient group in the above expression are the cosets of \( \ker(\delta^{-1}) \) in \( \text{hom}(C,G)^{-1} \). This is:

\[
\frac{\text{hom}(C,G)^{-1}}{\ker(\delta^{-1})} := \{ [t] \mid t \in \text{hom}(C,G)^{-1} \},
\]

where the coset \([t] = \{ t + h_i, h_i \in \ker(\delta^{-1}) \} \) consists on all elements of \( \text{hom}(C,G)^{-1} \) that differ from \( t \) by an element in \( \ker(\delta^{-1}) \). This is precisely what we need to factor the sums in (4.6). The sum over \( t \in \text{hom}(C,G)^{-1} \) can be replaced by a sum over the cosets of \( \ker(\delta^{-1}) \) in \( \text{hom}(C,G)^{-1} \) as follows:

\[
\sum_{t \in \text{hom}(C,G)^{-1}} A_t = \sum_{[s] \in \frac{\text{hom}(C,G)^{-1}}{\ker(\delta^{-1})}} |\ker(\delta^{-1})| A_s,
\]

where \( s \in [s] \) is an arbitrary representative of the coset. A similar argument holds for the sum over \( m \in \text{hom}(C,G)_1 \) which allows to factor out the redundancies from the second sum in (4.6). By doing this, we ensure that the sums run over independent group elements only:

\[
\Pi_0 = \left( \frac{1}{|\text{Im}(\delta^{-1})|} \sum_{[t] \in \frac{\text{hom}(C,G)^{-1}}{\ker(\delta^{-1})}} A_t \right) \left( \frac{1}{|\text{Im}(\delta_1)|} \sum_{[m] \in \frac{\text{hom}(C,G)_1}{\ker(\delta_1)}} B_m \right), \tag{4.8}
\]

note that we have used \( |\text{hom}(C,G)^{-1}| = |\ker(\delta^{-1})||\text{Im}(\delta^{-1})| \) to simplify the normalization factor of the first sum. A similar identity holds for the second sum. This leaves us with the density matrix of (4.5) written as:

\[
\rho = \frac{1}{GSD} \frac{1}{|\text{Im}(\delta^{-1})||\text{Im}(\delta_1)|} \left( \sum_{[t] \in \frac{\text{hom}(C,G)^{-1}}{\ker(\delta^{-1})}} A_t \right) \left( \sum_{[m] \in \frac{\text{hom}(C,G)_1}{\ker(\delta_1)}} B_m \right). \tag{4.9}
\]

We can now proceed to the calculation of the reduced density matrix. Let us consider the bipartition of the geometric chain complex \((C(K), \partial G)\) described in section 4.1. This procedure splits the Hilbert space into two subspaces \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \). Then, we obtain the reduced density matrix by taking the partial trace over region \( B \), this is:

\[
\rho_A := \text{Tr}_B(\rho). \tag{4.10}
\]
To evaluate the partial trace we consider a basis \( \{ |f_{n,B}\rangle \} \), where \( f_{n,B} \in \text{hom}(C_B, G)^0 \) is the restriction of the tensor product 3.11 over simplexes only belonging to \( B \). Therefore we can write the basis dividing the tensor product:

\[
|f\rangle = |f_A\rangle \otimes |f_B\rangle,
\]

where \( |f_A\rangle \) is the tensor product over the elements belonging to the subcomplex \( A \), the same for complementary \( B \). For simplicity, let us denote its basis as \( \{ |b_i\rangle \} \), with \( i = 1, 2, \ldots, \text{dim}(H_B) \). The reduced density matrix is now written:

\[
\rho_A = \frac{1}{GSD} \frac{1}{|\text{Im}(\delta^{-1})| |\text{Im}(\delta_1)|} \sum_i \langle b_i | \left( \sum_{[t]} \sum_{[m]} A_t B_m \right) | b_i \rangle,
\]

where \([t] \in \text{hom}(C,G)^{-1}_\text{ker}(\delta^{-1})\) and \([m] \in \text{hom}(C,G)_1^\text{ker}(\delta_1)\). Both \( A_t \) and \( B_m \) are traceless operators unless they are equal to the identity operator, as we show in Proposition A.1 of Appendix A.

Because of this, the only terms that survive the partial trace are those for which \( A_t \) and \( B_m \) act as identity in \( H_B \). In other words, the only operators that survive the partial trace are those that act exclusively on \( H_A \). In terms of local operators this means that all holonomy operators labeled by simplexes that belong to region \( A \) will survive the trace. The case of gauge transformations is more subtle since we need to discard gauge transformations labeled by elements that lie at the boundary of \( A \) as well, see Appendix A.

To account for such operators we use the restricted gauge theory defined by the complex in (4.4) with a slight modification. We are interested on further restricting such a theory by allowing gauge transformations that act on the interior of \( K_A \) only. In other words, we want to discard the gauge transformations at the boundary \( \partial A \). To this intent, let us give a more precise notion of interior of \( A \). Let \( K_{n,\mathring{A}} = \{ x \in K_{n,A} | x \cap \partial A = \emptyset \} \) be the set of all \( n \)-simplices that have no intersection with the boundary of \( A \). Then, the interior of \( A \) is the set \( \mathring{A} := \bigcup_{n=0}^d K_{n,\mathring{A}} \).

Recall from section 3 that the higher gauge transformations of a higher gauge theory are parametrized by elements of the group \( \text{hom}(C,G)^{-1} \). Thus, to account for gauge transformations that act exclusively on the interior of \( A \) we just need to consider the subgroup of \( \text{hom}(C_A,G)^{-1} \) whose support is contained on \( \mathring{A} \) only. This can be done using the notion of interior of \( A \) as follows: consider homomorphisms whose support lie on the interior of \( A \), namely \( \text{Hom}(C_{n,\mathring{A}}, G_{n+1}) \). Let then:

\[
\text{hom}(C_{\mathring{A}}, G)^{-1} := \bigoplus_{n=0}^d \text{Hom}(C_{n,\mathring{A}}, G_{n+1}),
\]

with elements \( f \in \text{hom}(C_{\mathring{A}}, G) \) consisting on collections of maps \( f = \{ f_n \} \):

\[
f_n : K_{n,\mathring{A}} \rightarrow G_{n+p},
\]

\[
x \mapsto f_n(x),
\]

where \( x \in K_{n,\mathring{A}} \) and \( f_n(x) \in G_{n+p} \).
It is straightforward to show that $\text{hom}(C_{\tilde{A}}, G)^p$ is a subgroup of $\text{hom}(C_A, G)^p$. Moreover, we can define the restriction of the co-boundary operator $\delta^p$ into the interior of $A$. This is, $\delta^p_{\tilde{A}} := \delta^p|_{\tilde{A}}$, such that the sequence

$$
\text{hom}(C_{\tilde{A}}, G)^{-1} \xrightarrow{\delta_{\tilde{A}}^{-1}} \text{hom}(C_A, G)^0 \xrightarrow{\delta_{\tilde{A}}^0} \text{hom}(C_A, G)^1,
$$

is a co-chain complex, i.e., $\delta_{\tilde{A}}^0 \circ \delta_{\tilde{A}}^{-1} = 0$. This co-chain complex encodes an Abelian higher gauge theory over $K_A$ whose gauge transformations are restricted to act on the interior of $A$ only.

We can now return to equation (4.12) and evaluate the partial trace of the density matrix $\rho$, which yields

$$
\rho_A = \frac{1}{GSD} \frac{1}{|\text{Im}(\delta^{-1})||\text{Im}(\delta_1)|} \left( \sum_{p,q} A_p B_q \right) \text{Tr}_B(1_B),
$$

where the sums now run over independent internal gauge transformations

$$
p \in \frac{\text{hom}(C_{\tilde{A}}, G)^{-1}}{\ker(\delta_{\tilde{A}}^{-1})},
$$

and non-trivial holonomy values in $A$

$$
q \in \frac{\text{hom}(C_A, G)_1}{\ker(\delta_1|_A)}.
$$

Finally, observing that $\text{Tr}(1_B) = \dim(\mathcal{H}_B)$ we get for the reduced density matrix:

$$
\rho_A = \frac{1}{GSD} \frac{\dim(\mathcal{H}_B)}{|\text{Im}(\delta^{-1})||\text{Im}(\delta_1)|} \left( \sum_{p,q} A_p B_q \right).
$$

The above expression can be further simplified as follows: Observe that by applying the first isomorphism theorem [35] on the sequence of Eq.(3.14) it is easy to show that the dimension of the Hilbert space factors into

$$
\dim(\mathcal{H}) = |\text{hom}(C, G)^0| = |\ker(\delta^0)||\text{Im}(\delta^0)|.
$$

Also, in Appendix B we show that $|\text{Im}(\delta^0)| = |\text{Im}(\delta_1)|$ this allows us to write:

$$
GSD |\text{Im}(\delta^{-1})||\text{Im}(\delta_1)| = \dim(\mathcal{H}) = \dim(\mathcal{H}_A) \dim(\mathcal{H}_B),
$$

which in turn yields for the reduced density matrix,

$$
\rho_A = \frac{1}{\dim(\mathcal{H}_A)} \left( \sum_{p,q} A_p B_q \right).
$$
4.3 Entanglement Entropy

Having found the reduced density matrix in (4.19) we are able to calculate its Von Neumann entropy, also known as \textit{entanglement entropy}. This calculation will require us to evaluate the logarithm of $\rho_A$ at some point and this is usually done using a series expansion. In this sense, we will start by calculating the square of $\rho_A$:

$$
\rho_A^2 = \frac{1}{\dim(H_A)^2} \left( \sum_{p,q} A_p B_q \right) \left( \sum_{p', q'} A_{p'} B_{q'} \right) = \frac{|\text{Im}(\delta_0^A)||\text{Im}(\delta^{-1}_A)|}{\dim(H_A)^2} \left( \sum_{p,q} A_p B_q \right),
$$

where in the last equality the factors in the numerator come from rearranging the sums over $p' \in \frac{\text{hom}(C,\{G\}^{-1})}{\ker(\delta_0^A)}$ and over $q' \in \frac{\text{hom}(C,\{G\})}{\ker(\delta_1^A)}$. This leaves for the square of the density matrix:

$$
\rho_A^2 = \frac{|\text{Im}(\delta_0^A)||\text{Im}(\delta^{-1}_A)|}{\dim(H_A)} \rho_A = \lambda \rho_A.
$$

(4.20)

Now we can calculate the logarithm of $\rho_A$ by series expansion, which yields:

$$
\log(\rho_A) = \log(1/\lambda - \rho_A).
$$

(4.21)

Finally the entanglement entropy is:

$$
S_A = - \text{Tr}(\rho_A \log(\rho_A)) = - \text{Tr}(\rho_A \log(\lambda)) = \log(1/\lambda) \text{Tr}(\rho_A) = \log(1/\lambda),
$$

(4.21)

where we have used $\text{Tr}(\rho_A) = 1$. Let us look at the $\lambda$ factor more carefully, since it encodes the essential information about the entanglement entropy of the model. By recalling that $\dim(H_A) = |\text{hom}(C,\{G\})| = |\text{ker}(\delta_0^A)||\text{Im}(\delta_0^A)|$, we are able to write:

$$
\lambda = \frac{\dim(H_A)}{|\text{Im}(\delta_0^A)||\text{Im}(\delta^{-1}_A)|} = \frac{|\text{ker}(\delta_0^A)|}{|\text{Im}(\delta^{-1}_A)|},
$$

(4.22)

Equation (4.22) is already very interesting since it relates $1/\lambda$ to the ground state degeneracy ($GSD$) of the model restricted to $H_A$ and for which gauge transformations act in the interior of $A$ only. By replacing this expression into Eq.(4.21) we are able to state our first result, that the entanglement entropy is given by:

$$
S_A = \log \left( \frac{|\text{ker}(\delta_0^A)|}{|\text{Im}(\delta^{-1}_A)|} \right) = \log (GSD_A).
$$

(4.23)

We want to highlight that the only requirement we asked for the bipartition is that the simplicial complex $K$ is divided into a subcomplex $K_A$ and its complement. Therefore, this result is very general since it is valid for any higher gauge theory of the type described in Sections 2, 3 and constructed in [19] and for any arbitrary dimension.

4.4 Topological Entanglement Entropy

Having a general result for the bipartition entanglement entropy $S_A$, given by equation (4.23), it is natural to ask if it is possible to extract from it both the area law and the
sub-leading, possibly topological terms, explicitly exhibiting its dependency on both the geometry and the topology of the region $A$. Here we give an answer to this question and show how $S_A$ depends on $A$. We demonstrate that the topological contribution to the entanglement entropy comes from topological invariants of the sub-region $A$ and from topological invariants of the entangling surface $\partial A$. These invariants are related to Brown’s cohomology groups [34]. One can express the cohomology groups of Brown as a product of all cohomology groups of the manifold in question with coefficients in the homology groups of the chain complex of groups (4.3) (see [34] for further details). Thus, for higher gauge theories, the topological entanglement entropy depends on the Betti numbers of $A$ and $\partial A$, but the actual relation is more involved than the case of 1-gauge theories.

Let’s consider equation (4.23). It depends on the quantity $GSD_A$, the ground state degeneracy of a model restricted to the region $A$ without gauge transformations at the boundary $\partial A$. This quantity can be rewritten in the following way: multiplying and dividing it by $|\text{Im}(\delta^{-1}_A)|$, i.e., the order of the group image of $\delta^{-1}_A$, we have

$$GSD_A = GSD_A \frac{|\text{Im}(\delta^{-1}_A)|}{|\text{Im}(\delta^{-1}_A)|} = \frac{|\ker(\delta^0_1)|}{|\text{Im}(\delta^{-1}_A)|} \frac{|\text{Im}(\delta^{-1}_A)|}{|\text{Im}(\delta^{-1}_A)|} = GSD_A \frac{|\text{Im}(\delta^{-1}_A)|}{|\text{Im}(\delta^{-1}_A)|},$$

(4.24)

where, from theorem 3.3, $GSD_A = |\ker(\delta^0_1)|/|\text{Im}(\delta^{-1}_A)|$ is the ground state degeneracy of the model restricted to region $A$. As explained in section 3, $GSD_A = |H^0(C_A,G)|$, where $|H^0(C_A,G)|$ is the order of the zeroth Brown cohomology group of the complex $(C_A,G)$. Therefore, $GSD_A$ is a topological invariant of $A$. However, there are more topological contributions to the entanglement entropy coming from the entangling surface $\partial A$, which can have non-trivial topology. They are hidden in the term $|\text{Im}(\delta^{-1}_A)|/|\text{Im}(\delta^{-1}_A)|$, which essentially counts the number of non-equivalent gauge transformations labelled by simplexes at the boundary $\partial A$ of $A$. To see this, first we note that, in the same way we constructed a co-chain complex that encodes an Abelian higher gauge theory defined on the region $A$ but with higher gauge transformations restricted to act on the interior $\bar{A}$ of $A$, we can also construct a co-chain complex that represents an Abelian higher gauge theory defined on $A$ but with higher gauge transformations that act only on the boundary $\partial A$ of $A$.

Let $K_{n,\partial A} = \{ x \in K_{n,\bar{A}} | x \cap \bar{A} = \emptyset \}$ be the set of $n$-simplices that have no intersection with the interior of $A$. Clearly, $K_{n,\bar{A}} \cap K_{n,\partial A} = \emptyset$ and $K_{n,\bar{A}} \cup K_{n,\partial A} = K_{n,\bar{A}}$. Higher gauge transformations over $A$ are parameterized by elements of the group $\text{hom}(C_{\partial A},G)^{-1}$. Therefore, the transformations that act over the boundary of $A$ are parameterized by the subgroup $\text{hom}(C_{\partial A},G)^{-1} \subset \text{hom}(C_{\partial A},G)^{-1}$, whose elements are collections of maps $f = \{f_n\}$ such that, for each $0 \leq n \leq d$, $f_n : K_{n,\partial A} \to G_{n+1}$ has support in the boundary of $A$. Then, we define the restriction $\delta^{-1}_{\partial A} = \delta^{-1}_A |_{\partial A}$ of the co-boundary map $\delta^{-1}_A$, therefore

$$\text{hom}(C_{\partial A},G)^{-1} \xrightarrow{\delta^{-1}_{\partial A}} \text{hom}(C_{\partial A},G)^0 \xrightarrow{\delta^0_1} \text{hom}(C_{\partial A},G)^1$$

(4.25)

is a co-chain complex since $\delta^0_1 \circ \delta^{-1}_{\partial A} = 0$. This co-chain complex defines an Abelian higher gauge theory on $A$ with higher gauge transformations labelled by elements of $\partial A$. From (4.15) and (4.25), we can establish the following result:
Lemma 4.1.

\[
\frac{|\text{Im}(\delta^{-1}_A)|}{|\text{Im}(\delta^{-1}_A)|} = |\text{Im}(\delta^{-1}_{\partial A})|, \tag{4.26}
\]

Proof. See appendix C. \hfill \square

We can then focus in studying the set \(\text{Im}(\delta^{-1}_{\partial A})\). First, note that we can construct, for any \(-d \leq p \leq d\), the group \(\text{hom}(C_{\partial A}, G)^p = \bigoplus_{n=0}^{-d} \text{Hom}(C_{n,\partial A}, G_{n-p})\) and the coboundary map \(\delta^p_{\partial A} : \text{hom}(C_{\partial A}, G)^p \to \text{hom}(C_{\partial A}, G)^{p+1}\), just as we did above. Therefore, we can construct the co-chain complex

\[
\text{hom}(C_{\partial A}, G)^{-d} \xrightarrow{\delta^{-d}_{\partial A}} \cdots \xrightarrow{\delta^{-2}_{\partial A}} \text{hom}(C_{\partial A}, G)^{-1} \xrightarrow{\delta^{-1}_{\partial A}} \text{hom}(C_{\partial A}, G)^{1} \to \cdots, \tag{4.27}
\]

and, for this co-chain complex, we can also define the Brown cohomology groups

\[
H^p(C_{\partial A}, G) = \ker(\delta^p_{\partial A})/\text{Im}(\delta^{p-1}_{\partial A}). \tag{4.28}
\]

Now, for any \(-d \leq p \leq d\), we have that

\[
|\text{Im}(\delta^p_{\partial A})| = \frac{|\text{hom}(C_{\partial A}, G)^p|}{|H^p(C_{\partial A}, G)||\text{Im}(\delta^{p-1}_{\partial A})|}. \tag{4.29}
\]

Indeed, since \(\delta^p_{\partial A} : \text{hom}(C_{\partial A}, G)^p \to \text{hom}(C_{\partial A}, G)^{p+1}\) is a group homomorphism, the first isomorphism theorem says that

\[
\text{hom}(C_{\partial A}, G)^p/\ker(\delta^p_{\partial A}) \cong \text{Im}(\delta^p_{\partial A}), \tag{4.30}
\]

which implies that

\[
|\text{Im}(\delta^p_{\partial A})| = \frac{|\text{hom}(C_{\partial A}, G)^p|}{|\ker(\delta^p_{\partial A})|}. \tag{4.31}
\]

Now, from equation (4.28), we have that

\[
|H^p(C_{\partial A}, G)| = \frac{|\ker(\delta^p_{\partial A})|}{|\text{Im}(\delta^{p-1}_{\partial A})|}, \tag{4.32}
\]

so, substituting \(|\ker(\delta^p_{\partial A})| = |H^p(C_{\partial A}, G)||\text{Im}(\delta^{p-1}_{\partial A})|\) into (4.31), we get (4.29). This equation is a recursion relation that allows us to write \(|\text{Im}(\delta^p_{\partial A})|\) in terms of \(|\text{Im}(\delta^{p-1}_{\partial A})|\). In particular, for \(p = -1\),

\[
|\text{Im}(\delta^{-1}_{\partial A})| = \frac{|\text{hom}(C_{\partial A}, G)^{-1}|}{|H^{-1}(C_{\partial A}, G)||\text{Im}(\delta^{-2}_{\partial A})|}. \tag{4.33}
\]

Applying (4.29) once more, we have

\[
|\text{Im}(\delta^{-1}_{\partial A})| = \frac{|\text{hom}(C_{\partial A}, G)^{-1}| |H^{-2}(C_{\partial A}, G)|}{|H^{-1}(C_{\partial A}, G)||\text{hom}(C_{\partial A}, G)^{-2}|} |\text{Im}(\delta^{-2}_{\partial A})|. \tag{4.34}
\]

This procedure can be continued until we finally reach

\[
|\text{Im}(\delta^{-d}_{\partial A})| = \frac{|\text{hom}(C_{\partial A}, G)^{-d}|}{|H^{-d}(C_{\partial A}, G)||\text{Im}(\delta^{-(d+1)}_{\partial A})|}. \tag{4.35}
\]
This ends the recursion since $|\text{Im}(\delta_{\partial A}^{-(d+1)})| = 1$ because $\text{hom}(C_{\partial A}, G)^{-(d+1)} = \{0\}$ and $\delta_{\partial A}^{-(d+1)}$ is the inclusion map. Putting all together, we have

$$|\text{Im}(\delta_{\partial A}^{-1})| = \prod_{p=1}^{d} |\text{hom}(C_{\partial A}, G)^{-p}|^\alpha |\text{Hom}^{-p}(C_{\partial A}, G)|^{-\alpha}, \quad (4.36)$$

where $\alpha = 1$ when $p$ is odd and $\alpha = -1$ when $p$ is even. Thus, we can write $|\text{Im}(\delta_{\partial A}^{-1})|$ as a product of terms that depend on the geometry of the entangling surface $\partial A$, i.e., the $|\text{hom}(C_{\partial A}, G)^p|$ terms, with terms that depend on the topology of $\partial A$, that is, the $|\text{Hom}^p(C_{\partial A}, G)|$ terms, for $-d \leq p \leq -1$.

We can now go back to the entanglement entropy $S_A$. We have that, from equations (4.23), (4.24) and lemma 4.1,

$$S_A = \log \left( \text{GSD}\hat{A} \right) = \log(GSD_A) + \log \left( |\text{Im}(\delta_{\partial A}^{-1})| \right). \quad (4.37)$$

From (4.36), we have

$$\log \left( |\text{Im}(\delta_{\partial A}^{-1})| \right) = \sum_{p=1}^{d} (-1)^{p+1} \log \left( |\text{hom}(C_{\partial A}, G)^{-p}| \right) + \sum_{p=1}^{d} (-1)^{p} \log \left( |\text{Hom}^{-p}(C_{\partial A}, G)| \right).$$

Now, as explained in [19], here we are considering the case where there are finitely many $n$’s such that $K_n$ is non-empty, and each of these non-empty sets are also finite. Moreover, all groups $G_n$ appearing in the chain complex $(G, \partial G)$ are finite. Thus, the groups $\text{hom}(C, G)^p$ are finite for all $p$, and their order is given by

$$|\text{hom}(C, G)^p| = \prod_{n=0}^{d} |\text{Hom}(C_n, G_{n-p})| = \prod_{n=0}^{d} |G_{n-p}|^{K_n}. \quad (4.38)$$

In particular,

$$|\text{hom}(C_{\partial A}, G)^{-p}| = \prod_{n=0}^{d-1} |G_{n+p}|^{K_{n,p,\partial A}}, \quad (4.39)$$

and thus

$$\log \left( |\text{hom}(C_{\partial A}, G)^{-p}| \right) = \log \left( \prod_{n=0}^{d-1} |G_{n+p}|^{K_{n,p,\partial A}} \right) = \sum_{n=0}^{d-1} |K_{n,\partial A}| \log \left( |G_{n+p}| \right). \quad (4.40)$$

Now, using the isomorphism (3.16), we can write

$$\log(GSD_A) = \log \left( |\text{Hom}^0(C, G)| \right) = \sum_{n=0}^{d} \log \left( |\text{Hom}^{n}(C, H_n(G))| \right), \quad (4.41)$$

and

$$\sum_{p=1}^{d} (-1)^{p} \log \left( |\text{Hom}^{-p}(C_{\partial A}, G)| \right) = \sum_{n=0}^{d-1} \sum_{p=1}^{d} (-1)^{p} \log \left( |\text{hom}^{n}(C_{\partial A}, H_{n+p}(G))| \right). \quad (4.42)$$
Therefore, the entanglement entropy $S_A$ can be written as

$$S_A = S_{\partial A} + S_{\text{Topo}},$$

(4.43)

where

$$S_{\partial A} = \sum_{n=0}^{d-1} \sum_{p=1}^{d} (-1)^{p+1} |K_{n,\partial A}| \log(|G_{n+p}|)$$

(4.44)

is the "area law" term, that is, the term which explicitly depends only on the geometry of $\partial A$, and

$$S_{\text{Topo}} = \sum_{n=0}^{d} \log(|H^n(C_A, H_n(G))|) + \sum_{n=0}^{d-1} \sum_{p=1}^{d} (-1)^p \log(|H^n(C_{\partial A}, H_{n+p}(G))|)$$

(4.45)

is the topological entanglement entropy, i.e., the term that explicitly depends on the topology of both $A$ and $\partial A$. To calculate it, we must be able to compute cohomology groups with coefficients in the homology groups of the chain complex $(G, \partial G)$. Cohomology with coefficients is related to the usual integral homology through the universal coefficient theorem (see [33] for a general reference), which states that, for any Abelian group $D$ and any $0 \leq n \leq d$,

$$H^n(C, D) \cong \text{Hom}(H_n(C), D) \oplus \text{Ext}^1(H_{n-1}(C), D),$$

(4.46)

where $H_n(C)$ is the homology group of order $n$ with integer coefficients of the chain complex $C = (C, \partial C)$. The $\text{Ext}^1$ term is related to the torsion part of $H_n(C)$, and it is trivial whenever $H_n(C)$ is free. Writing $H_n(C) \cong \mathbb{Z}^{\beta_n} \oplus T_i$, where $\mathbb{Z}^{\beta_n}$ corresponds to the free part of $H_n(C)$, $\beta_n$ being the Betti number of order $n$ of the chain complex $C$, and $T_i$ is its torsion part, we can see that indeed there is a relation between $S_{\text{Topo}}$ and the higher Betti numbers of both the region $A$ and its boundary $\partial A$. In particular, when we consider manifolds with torsion-free homology groups, the $\text{Ext}^1$ term in (4.46) is trivial and we have as a result

$$|H^n(C, D)| = |\text{Hom}(H_n(C), D)| = |\text{Hom}(\mathbb{Z}^{\beta_n}, D)| = |D|^{\beta_n}.$$

(4.47)

However, the dependency on the Betti numbers of $A$ and $\partial A$ can be non-trivial when the homology groups have torsion. In this case we must compute the $\text{Ext}^1$ term. In section 5, we illustrate our results by calculating the entanglement entropy of several examples coming from higher gauge theories, which include the familiar Quantum Double Models in their Abelian versions.

5 Examples

In this section we calculate the entanglement entropy of the model shown in §2. We will use this example to demonstrate how the topology of both $A$ and $\partial A$ affect the entanglement entropy. For 1-gauge theories (Abelian Quantum Double Models), we recover well-known general results for any dimension $d$. 
5.1 1-Gauge Theories

We consider the general Abelian 1-gauge theory, also known as the Abelian Quantum Double model, but now in any dimension \( d \). This theory is defined by the chain complexes in figure 5. This example can be seen as a particular case of the \( d \)-dimensional version of the model introduced in 2.1, where the only non-trivial group is \( G_1 \).

\[
\begin{array}{ccccccc}
0 & \longrightarrow & C_d & \overset{\partial_d}{\longrightarrow} & \cdots & \overset{\partial_3}{\longrightarrow} & C_2 & \overset{\partial_2}{\longrightarrow} & C_1 & \overset{\partial_1}{\longrightarrow} & C_0 & \longrightarrow & 0 \\
& & \downarrow m_2 & & \downarrow f_1 & & \downarrow t_0 & & & & & \\
0 & \longrightarrow & G_1 & \longrightarrow & 0
\end{array}
\]

**Figure 5.** We obtain the chain complexes that define Abelian 1-gauge theories in \( d \) dimensions by setting \( G_0 = G_2 = 0 \) in example 2.1. The relevant maps are the configurations associated to the links \( f_1 \), the gauge transformations \( t_0 \), and the 1-holonomies \( m_2 \), as explained in 3.2.1.

The geometrical chain complex, generated by the simplicial complex \( K = \bigcup_{n=0}^d K_n \), corresponds to the \( d \)-dimensional manifold \( M \) in which the theory is defined. Let’s consider a bipartition of this manifold into two regions, \( A \) and \( B \), where \( A \) is a \( d \)-dimensional closed immersed submanifold of \( M \), as in the general case discussed in section 4.1. This corresponds to splitting the simplicial complex \( K \) as \( K = \bigcup_{n=0}^d K_{n,A} \cup K_{n,B} \), where \( \bigcup_{n=0}^d K_{n,A} \) is a subcomplex of \( K \). Therefore, following the general procedure shown in section 4.1, we can construct for region \( A \) the chain complexes shown in figure 6.

\[
\begin{array}{ccccccc}
0 & \longrightarrow & C_{d,A} & \overset{\partial_{d,A}}{\longrightarrow} & \cdots & \overset{\partial_{3,A}}{\longrightarrow} & C_{2,A} & \overset{\partial_{2,A}}{\longrightarrow} & C_{1,A} & \overset{\partial_{1,A}}{\longrightarrow} & C_{0,A} & \longrightarrow & 0 \\
& & \downarrow m_2 & & \downarrow f_1 & & \downarrow t_0 & & & & & \\
0 & \longrightarrow & G_1 & \longrightarrow & 0
\end{array}
\]

**Figure 6.** Chain complexes that define Abelian 1-gauge theories in \( d \) dimensions for a subregion \( A \), as explained in 3.2.1. The maps are the ones explained in 5 restricted to the subcomplex \( K_A \).

From these chain complexes, as was demonstrated in sections 4.1, 4.2 and 4.4, the following cochain complexes are well defined for this theory:

\[
\begin{align}
\text{hom}(C_A, G)^{-d} & \xrightarrow{\delta^A} \cdots \xrightarrow{\delta^2_A} \text{hom}(C_A, G)^{-1} \xrightarrow{\delta^0_A} \text{hom}(C_A, G)^1 \rightarrow \cdots, \\
\text{hom}(C_{0A}, G)^{-d} & \xrightarrow{\delta_{0A}} \cdots \xrightarrow{\delta^2_{0A}} \text{hom}(C_{0A}, G)^{-1} \xrightarrow{\delta^0_{0A}} \text{hom}(C_{0A}, G)^1 \rightarrow \cdots.
\end{align}
\]

(5.1)  (5.2)

We can then apply equation (4.43) to find the entanglement entropy \( S_A \) of this theory. First, let’s compute \( S_{0A} \), given by equation (4.44). We have that

\[
S_{0A} = \sum_{n=0}^{d-1} \sum_{p=1}^d (-1)^{p+1} |K_{n,p}| \log(|G_{n+p}|). 
\]

(5.3)
This quantity depends only on the simplicial complex of the boundary of \( A \) and on the higher gauge groups of the theory in question. For 1-gauge, there is only one non-trivial gauge group \( G_1 \), all other groups being equal to \( \{0\} \), as is shown in figure 6. Therefore, since the order of trivial groups is equal to one, the only term which will survive in the double sum in equation (5.3) is the \( n = 0, p = 1 \) term, and we have as a result

\[
S_{\partial A} = |K_{0,\partial A}| \log(|G_1|). \tag{5.4}
\]

Thus, we have indeed an "area law" term, because \( S_{\partial A} \) is proportional to the number of vertices in the boundary of \( A \), which is essentially the size of the boundary. We are only left to calculate \( S_{\text{Topo}} \). From equation (4.45), we know that

\[
S_{\text{Topo}} = \sum_{n=0}^{d} \log(|H^n(C_A, H_n(G))|) + \sum_{n=0}^{d-1} \sum_{p=1}^{d} (-1)^p \log(|H^n(C_{\partial A}, H_{n+p}(G))|). \tag{5.5}
\]

We will leave the topology of \( A \) and \( \partial A \) unspecified for a moment and proceed as far as possible. For a 1-gauge theory, the non-trivial piece of the chain complex \((G, \partial G)\) is given by

\[
0 \xrightarrow{\partial^G_2} G_1 \xrightarrow{\partial^G_1} 0, \tag{5.6}
\]

and the only non-trivial homology group related to this chain complex is

\[
H_1(G_1) = \ker(\partial^G_1)/\text{Im}(\partial^G_2) = G_1.
\]

Therefore, in the first term of (5.5) the only non-zero contribution to the sum comes from \( n = 1 \), while for the second term of (5.5) the only non-zero contribution to the sum comes from \( n = 0, p = 1 \). Hence, the topological entanglement entropy in Abelian 1-gauge theories is given by

\[
S_{\text{Topo}} = \log(|H^1(C_A, G_1)|) \tag{5.7}
\]

Then, to compute \( S_{\text{Topo}} \) we need to calculate the order of the cohomology groups \( H^1(C_A, G_1) \) and \( H^0(C_{\partial A}, G_1) \), with coefficients in \( G_1 \). To do so, we employ the universal coefficient theorem for cohomology (4.46), which states that

\[
H^n(C, G_1) \cong \text{Hom}(H_n(C), G_1) \oplus \text{Ext}^1(H_{n-1}(C), G_1), \tag{5.8}
\]

for every \( 0 \leq n \leq d \), where \( H_n(C) \) is the \( n \)th homology group with integer coefficients of the chain complex \( C \). Here we only need the \( n = 0 \) and \( n = 1 \) cases. For \( n = 0 \), there is no \( \text{Ext} \) term [33], so

\[
H^0(C_{\partial A}, G_1) \cong \text{Hom}(H_0(C_{\partial A}), G_1). \tag{5.9}
\]

We have also that \( H_0(C_{\partial A}) \cong \mathbb{Z}^{\beta_0(\partial A)} \), where \( \beta_0(\partial A) \) is the zeroth Betti number of \( \partial A \). Therefore,

\[
H^0(C_{\partial A}, G_1) \cong \text{Hom}(\mathbb{Z}^{\beta_0(\partial A)}, G_1) \tag{5.10}
\]

and hence

\[
|H^0(C_{\partial A}, G_1)| = |\text{Hom}(\mathbb{Z}^{\beta_0(\partial A)}, G_1)| = |G_1|^{\beta_0(\partial A)}. \tag{5.11}
\]
Likewise, the Ext term is trivial for the $n = 1$ case, and we can write

$$H^1(C_A, G_1) \cong \text{Hom}(H_1(C_A), G_1).$$

(5.12)

So in general, the topological entanglement entropy for Abelian 1-gauge theories reads

$$S_{\text{Topo}} = \log (|\text{Hom}(H_1(C_A), G_1)|) - \beta_0(\partial A) \log (|G_1|),$$

(5.13)

and it depends on the number of non-contractible curves one can draw over region $A$, as well as on the number of connected components of $\partial A$. To proceed further, we need to specify the topology of $A$. For example, if $A$ has the topology of a $d$-dimensional ball, its first homology group is trivial and hence we get that $S_{\text{Topo}} = -\beta_0(\partial A) \log (|G_1|)$, i.e., it is only sensitive to the number of connected components of the entangling surface $\partial A$. If we take $A = T^d$, where $T^d$ is the $d$-torus $T^d = (S^1)^d$, we have that $H_1(C_A) \cong \mathbb{Z}^{\beta_1(A)}$, where $\beta_1(A)$ is the first Betti number of $A$ which, in this case, is equal to $\beta_1(A) = d$. Then $|\text{Hom}(H_1(C_A), G_1)| = |G_1|^{\beta_1(A)}$ and

$$S_{\text{Topo}} = (\beta_1(A) - \beta_0(\partial A)) \log (|G_1|).$$

(5.14)

It is important to mention that we could also build theories with degrees of freedom attached to other components of the lattice, such as its 2-simplices (plaquettes). Doing so, we have a particular case of a 2-gauge theory. As we will see in the following discussion, this makes the topological entanglement entropy depend on higher Betti numbers. An example of such model is the 4-dimensional Toric Code [36]. Note that in [36] it is not called a 2-gauge theory. We do so in order to be consistent with our formalism. Let’s then consider an Abelian 2-gauge theory in $d$-dimensions with degrees of freedom living at the 2-simplices of the lattice. The chain complexes describing this model is presented in figure 7.
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**Figure 7.** Chain complexes that define Abelian 1-gauge theories in $d$ dimensions with degrees of freedom living at the faces of the lattice. $f_2$ are the configurations, $t_1$ are the gauge transformations labeled by links, and there is also $m_3$ as the 2-holonomies.

We can repeat exactly the same steps we did for calculating the entanglement entropy of the 1-gauge model obtained from the chain complexes in figure 5. Hence, we can skip this discussion and right away apply the formula (4.43) to calculate the entanglement entropy of this model. Here, since the only non-trivial group is $G_2$, the only non-zero terms in the sum that define $S_{\partial A}$ are the $p = 1, n = 1$ and $p = 2, n = 0$ terms, so $S_{\partial A}$ is given by

$$S_{\partial A} = |K_{1,\partial A}| \log (|G_2|) - |K_{0,\partial A}| \log (|G_2|) = (|K_{1,\partial A}| - |K_{0,\partial A}|) \log (|G_2|).$$

(5.14)

Note that this term vanishes for a 3-dimensional region $A$ with periodic boundary conditions. Now, since the only non-trivial piece of the group chain complex shown in figure (7)
Thus, the non-zero contribution to the first term of the only non-trivial homology group associated to this complex is

\[ H_2(G) = \ker(\partial^G_2) / \text{Im}(\partial^G_2) = G_2. \]

Thus, the non-zero contribution to the first term of \( S_{\text{Topo}} \) comes from the term with \( n = 2 \), while the non-zero contributions to the second term of \( S_{\text{Topo}} \) come from the terms with \( p = 1, n = 1 \) and \( p = 2, n = 0 \). Therefore, the topological entanglement entropy of this model is given by

\[ S_{\text{Topo}} = \log \left( |H^2(C_A, G_2)| \right) + \log \left( |H^0(C_{\partial A}, G_2)| \right) - \log \left( |H^1(C_{\partial A}, G_2)| \right). \] (5.15)

Again, using the universal coefficient theorem (4.46) to calculate the cohomologies, we first note that there is no Ext term for \( n = 0 \) and it is trivial for \( n = 1 \). Therefore,

\[ |H^0(C_{\partial A}, G_2)| = |\text{Hom}(H_0(C_{\partial A}), G_2)| = |G_2|^{\beta_0(\partial A)}, \] (5.16)

\[ |H^1(C_{\partial A}, G_2)| = |\text{Hom}(H_1(C_{\partial A}), G_2)|, \] (5.17)

where we used again that \( H_0(C_{\partial A}) \cong \mathbb{Z}^{\beta_0(\partial A)} \). However, applying the theorem to \( |H^2(C_A, G_2)| \), we have that

\[ |H^2(C_A, G_2)| = |\text{Hom}(H_2(C_A), G_2)| \cdot |\text{Ext}^1(H_1(C_A), G_2)|, \] (5.18)

and we can’t say much about \( \text{Ext}^1(H_1(C_A), G_2) \) without knowing the homology group \( H_1(C_A) \). For example, whenever \( H_1(C_A) \) is free, which happens when we, for instance, choose \( A \) to be a \( d \)-dimensional ball or a \( d \)-torus, \( \text{Ext}^1(H_1(C_A), G_2) = \{0\} \) and we have that

\[ |H^2(C_A, G_2)| = |\text{Hom}(H_2(C_A), G_2)|, \]

and the topological entanglement entropy now is related to the number of non-contractible curves and surfaces one can draw over \( \partial A \) and \( A \), respectively, and therefore \( S_{\text{Topo}} \) depends on higher Betti numbers of both \( A \) and \( \partial A \).

To give an example where the Ext term is non-trivial, take the 4-dimensional manifold \( A = \mathbb{R}P^3 \times [0, 1] \), i.e., the product of the real projective space with the unit interval. It is a manifold whose boundary is \( \partial A = \mathbb{R}P^3 \cup \mathbb{R}P^3 \). The homology groups of \( \mathbb{R}P^3 \) are

\[ H_n(\mathbb{R}P^3) = \begin{cases} \mathbb{Z}, & \text{if } n = 0 \text{ or } n = 3, \\ \mathbb{Z}_2, & \text{if } n = 1, \\ 0, & \text{otherwise}. \end{cases} \] (5.19)

Let’s compute the second homology group of \( A \). By Künneth’s theorem [37], we have that

\[ H_2(\mathbb{R}P^3 \times [0, 1]) \cong \bigoplus_{i+j=2} H_i(\mathbb{R}P^3) \otimes H_j([0, 1]) \]

\[ = H_0(\mathbb{R}P^3) \otimes H_2([0, 1]) \oplus H_2(\mathbb{R}P^3) \otimes H_0([0, 1]) \oplus H_1(\mathbb{R}P^3) \otimes H_1([0, 1]) \]

\[ \cong (\mathbb{Z} \oplus \{0\}) \oplus \{0\} \oplus \mathbb{Z} \oplus (\mathbb{Z}_2 \oplus \{0\}). \]
that is,
\[ H_2(\mathbb{R}P^3 \times [0, 1]) \cong \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z}_2. \] (5.20)

The first homology group of \( A = \mathbb{R}P^3 \times [0, 1] \) can be computed in the same way:
\[ H_1(\mathbb{R}P^3 \times [0, 1]) \cong \bigoplus_{i+j=1} H_i(\mathbb{R}P^3) \otimes H_j([0, 1]) \]
\[ = H_0(\mathbb{R}P^3) \otimes H_1([0, 1]) \oplus H_1(\mathbb{R}P^3) \otimes H_0([0, 1]) \]
\[ \cong (\mathbb{Z} \otimes \{0\}) \oplus (\mathbb{Z}_2 \otimes \mathbb{Z}), \]
that is,
\[ H_1(\mathbb{R}P^3 \times [0, 1]) \cong \mathbb{Z} \oplus \mathbb{Z}_2 \otimes \mathbb{Z}. \] (5.21)

Then, from equation (5.18), we have
\[ |H^2(CA, G_2)| = |\text{Hom}(\mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z}_2, G_2)||\text{Ext}^1(\mathbb{Z} \oplus \mathbb{Z}_2 \otimes \mathbb{Z}, G_2)| \]
\[ = |G_2|^4|\text{Ext}^1(\mathbb{Z} \oplus \mathbb{Z}_2 \otimes \mathbb{Z}, G_2)|, \]
and \( \mathbb{Z}_2 \otimes \mathbb{Z} \cong \mathbb{Z}_2 \) [37] and that
\[ \text{Ext}^1(\mathbb{Z} \oplus \mathbb{Z}_2, G_2) \cong \text{Ext}^1(\mathbb{Z}, G_2) \oplus \text{Ext}^1(\mathbb{Z}_2, G_2) \cong \text{Ext}^1(\mathbb{Z}_2, G_2), \]
because \( \text{Ext}^1(\mathbb{Z}, G_2) = \{0\} \) [33], we have
\[ |H^2(CA, G_2)| = |G_2|^4|G_2/2G_2|, \] (5.22)
where we used that \( \text{Ext}^1(\mathbb{Z}_n, G) \cong G/nG \), for any \( n \in \mathbb{N} \) and any Abelian group \( G \) [33].

Now, the order of the cohomology groups (5.16) and (5.17) of the boundary \( \partial A = \mathbb{R}P^3 \cup \mathbb{R}P^3 \) are
\[ |H^0(C_{\partial A}, G_2)| = |G_2|^2, \] (5.23)
\[ |H^1(C_{\partial A}, G_2)| = |\text{Hom}(\mathbb{Z}_2 \oplus \mathbb{Z}_2, G_2)| = |G_2|^4, \] (5.24)
and thus, the topological entanglement entropy is given by
\[ S_{\text{Topo}} = \log(|G_2|^4|G_2/2G_2|) + \log(|G_2|^2) - \log(|G_2|^4), \] (5.25)
i.e.,
\[ S_{\text{Topo}} = \log(|G_2/2G_2|) + 2\log(|G_2|). \] (5.26)

Expanding the results found in the literature [25, 38], here we demonstrated that the topological entanglement entropy depends not only on the topology of the entangling surface \( \partial A \), but also on the topological properties of the bulk region \( A \). Moreover, the Betti numbers of \( A \) and \( \partial A \) are not the only information needed to obtain the topological entropy. For some models, it may depend also on torsion properties of the sub-region \( A \) and its boundary, captured mainly by the \( \text{Ext}^1 \) functor.
5.2 (2D) 0,1-Gauge Theories

Let’s consider a 0,1-gauge theory, a particular case of the one exhibited in §3.2.1 with \( G_2 = 0 \). For simplicity, we focus in the 2-dimensional case, but the discussion presented here can immediately be extended to any dimension \( d \). The chain complexes defining this theory are shown in figure 8.

\[
\begin{array}{ccccccccc}
0 & \rightarrow & C_2 & \rightarrow & C_1 & \rightarrow & C_0 & \rightarrow & 0 \\
\downarrow m_2 & \downarrow f_1 & \downarrow & \downarrow t_0 & \downarrow f_0 & & & & \\
0 & \rightarrow & G_1 & \rightarrow & G_0 & \rightarrow & 0
\end{array}
\]

Figure 8. Chain complexes for the 0,1-gauge model in 5.2. The configurations for the links are determined by \( f_1 \), while for the vertices by \( f_0 \). The gauge transformations are given by \( t_0 \), while we have the 1-holonomies \( m_2 \) and 0-holonomies \( m_1 \) not shown in the figure.

Again, we divide the lattice into two regions, \( A \) and \( B \), where for \( A \) we have a sub-complex \( \bigcup_n K_{n,A} \). Following the general procedure shown in §4.1, we can construct for region \( A \) the chain complex \((C_A, \partial_A^G)\) and find that the entanglement entropy \( S_A \) is given by equation (4.43). Let’s calculate first \( S_{\partial A} \). It is straightforward to see that the only non-zero contribution to the sum in (4.44) is given by the \( n = 0, p = 1 \) term. So we have that

\[
S_{\partial A} = |K_{0,\partial A}||\log(|G_1|)|, \quad (5.27)
\]

and it is again an "area law". Now, consider the \((G, \partial^G)\) chain complex of this theory:

\[
0 \rightarrow C_2 \rightarrow C_1 \rightarrow C_0 \rightarrow 0.
\]

The non-trivial homology groups associated to this chain complex are

\[
H_0(G) = \ker(\partial_0^G)/\text{Im}(\partial_1^G), \quad (5.29)
\]

\[
H_1(G) = \ker(\partial_1^G)/\text{Im}(\partial_2^G). \quad (5.30)
\]

So, the non-zero contributions to the topological entanglement entropy (4.45) are

\[
S_{\text{Topo}} = \log \left( |H^0(C_A, H_0(G))| \right) + \log \left( |H^1(C_A, H_1(G))| \right) - \log \left( |H^0(C_{0A}, H_1(G))| \right). \quad (5.31)
\]

This result is true for any Abelian finite groups \( G_0 \) and \( G_1 \). However, now we have to specify these groups in order to calculate the homology groups (5.29) and (5.30). Thus, let’s first consider the model with \( G_0 = \mathbb{Z}_2 = \{0, 1\} \) and \( G_1 = \mathbb{Z}_4 = \{0, 1, 2, 3\} \). The map \( \partial_1^G : \mathbb{Z}_4 \rightarrow \mathbb{Z}_2 \) is defined by \( \partial_1^G(1) = 1 \). The homology groups (5.29) and (5.30) are thus

\[
H_0(G) = \ker(\partial_0^G)/\text{Im}(\partial_1^G) = \mathbb{Z}_2/\mathbb{Z}_2 = \{0\}, \quad (5.32)
\]

\[
H_1(G) = \ker(\partial_1^G)/\text{Im}(\partial_2^G) = \mathbb{Z}_2. \quad (5.33)
\]
The topological entanglement entropy of this model is thus

\[ S_{\text{Topo}} = \log (|H^1(C_A, Z_2)|) - \log (|H^0(C_{\partial A}, Z_2)|). \]  

(5.34)

Note that this result is equal to the \( G_1 = Z_2 \) 1-gauge theory. Again, this model exhibits the same topological properties as the Toric Code.

We can also consider the model where \( G_0 = Z_2 \) and \( G_1 = Z_2 \), with \( \partial^G_1 : Z_2 \to Z_2 \) being the identity map. In this case, both \( H_0(G) \) and \( H_1(G) \) are equal to the trivial group, and the topological entanglement entropy is equal to zero, confirming the non-topological nature of this model.

5.3 (3D) 1,2-Gauge Theories

This time we consider the case of the 1,2-gauge theory (§2.1 and §3.2.1 with \( G_0 = 0 \)). Although here we treat the 3-dimensional case, the procedure below can right away be extended to arbitrary dimensions \( d \). The chain complexes that define this theory are reproduced here in figure 9.

\[ \begin{align*}
0 \longrightarrow & C_3 \xrightarrow{\partial^G_3} C_2 \xrightarrow{\partial^G_2} C_1 \xrightarrow{\partial^G_1} C_0 \longrightarrow 0 \\
0 \longrightarrow & G_2 \xrightarrow{\partial^G_2} G_1 \longrightarrow 0
\end{align*} \]

Figure 9. Chain complexes for the 1,2-gauge model. The configurations maps are \( f_2 \) for faces, \( f_1 \) for links, the gauge transformations are the \( t_0, t_1 \); while the 2-holonomies are given by \( m_3 \), the 1-holonomies by \( m_2 \).

Once more, we divide the lattice into two regions, \( A \) and \( B \), where region \( A \) is such that we have a subcomplex \( K_A \). From the general procedure shown in §4.1, we can construct for region \( A \) the chain complex \( (C_A, \partial^A) \) and then find that the entanglement entropy \( S_A \) is given by equation (4.43). To compute it for this model, let’s calculate first \( S_{\partial A} \). We see that the only non-zero contributions to the sum in (4.44) are the ones given by the \( n = 0, p = 1 \), \( n = 1, p = 1 \) and \( n = 0, p = 2 \) terms. Therefore

\[ S_{\partial A} = |K_{0, \partial A}| \log (|G_1|) + |K_{1, \partial A}| \log (|G_2|) - |K_{0, \partial A}| \log (|G_2|) \]

(5.35)

\[ = |K_{0, \partial A}| \log (|G_1|) + (|K_{1, \partial A}| - |K_{0, \partial A}|) \log (|G_2|). \]

(5.36)

Note that, if we were dealing with a two dimensional system with periodic boundary conditions, the terms proportional to \( \log (|G_2|) \) would cancel out, as the number of links and vertices is the same, and we would have the same result as the one found in the 1-gauge case.

Now, to calculate the topological entanglement entropy \( S_{\text{Topo}} \), given by equation (4.45), first we consider the chain complex \( (G, \partial^G) \) of this model:

\[ \begin{align*}
0 \xrightarrow{\partial^G} & G_2 \xrightarrow{\partial^G} G_1 \xrightarrow{\partial^G} 0.
\end{align*} \]

(5.37)
The non-trivial homology groups associated to this chain complex are as follows:

\[
H_1(G) = \ker(\partial^G_1)/\text{Im}(\partial^G_2), \tag{5.38}
\]

\[
H_2(G) = \ker(\partial^G_2)/\text{Im}(\partial^G_3). \tag{5.39}
\]

Thus, \( S_{\text{Topo}} \) is given by

\[
S_{\text{Topo}} = \log \left( |H^1(C_A, H_1(G))| \right) + \log \left( |H^2(C_A, H_2(G))| \right) - \log \left( |H^0(C_{\partial A}, H_0(G))| \right) + \log \left( |H^0(C_{\partial A}, H_2(G))| \right). \tag{5.40}
\]

To proceed further, let’s choose the model where \( G_2 = \mathbb{Z}_4, G_1 = \mathbb{Z}_2 \) and \( \partial^G_2 : \mathbb{Z}_4 \to \mathbb{Z}_2 \) such that \( \partial^G_2(1) = 1 \). We can then calculate the homology groups (5.38) and (5.39) to be

\[
H_1(G) = \{0\}, \tag{5.42}
\]

\[
H_2(G) = \mathbb{Z}_2. \tag{5.43}
\]

Therefore, the topological entanglement entropy of this model is

\[
S_{\text{Topo}} = \log \left( |H^2(C_A, \mathbb{Z}_2)| \right) - \log \left( |H^1(C_{\partial A}, \mathbb{Z}_2)| \right) + \log \left( |H^0(C_{\partial A}, \mathbb{Z}_2)| \right). \tag{5.44}
\]

This formula is equal to the 2-gauge (5.15) case, with degrees of freedom living in the plaquettes of the lattice and \( G_2 = \mathbb{Z}_2 \). Note that we never used the fact that we are dealing with a 3-dimensional system to derive equation (5.44), which means that the same result holds for dimension \( d \geq 3 \). Then, if we for example take \( d = 4 \), this choice of groups for the 1,2-gauge model imposes that its long-range entanglement characteristics, detected by the topological entanglement entropy, are the same as the 4D Toric Code one studied in [36]. Other choices of groups may generate 1,2-gauge models with more unusual behaviors.

### 5.4 (4D) 1,2,3-Gauge Theories

Now we consider the 1,2,3-gauge theory in four dimensions. We do this to show that our formalism allows us to readily shift from a 3-dimensional presented in 2.1 case to a 4D, our formalism can be extended to any arbitrary dimension \( d \). The chain complexes that define this theory is shown in figure 10.
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**Figure 10.** Chain complexes for the 1,2,3-gauge model.

We again divide the lattice into two regions, \( A \) and \( B \), where region \( A \) is such that we have a subcomplex \( \bigcup_{n=0}^{d} K_{n,A} \). The general procedure shown in §4.1 allows us to construct for region \( A \) the chain complex \( (C_A, \partial_A^G) \) and thus we can find the entanglement entropy.
\( S_A \) using equation (4.43). To calculate it for the 1, 2, 3-gauge model, let’s study first the term \( S_{\partial A} \). We see that the only non-zero contributions to the sum in (4.44) are the ones given by the \( p = 1, n = 0, 1, 2, p = 2, n = 0, 1 \) and \( p = 3, n = 0 \) terms. Therefore

\[
S_{\partial A} = |K_{0, \partial A}| \log (|G_1|) + |K_{1, \partial A}| \log (|G_2|) + |K_{2, \partial A}| \log (|G_3|) + \nonumber
- |K_{0, \partial A}| \log (|G_2|) - |K_{1, \partial A}| \log (|G_3|) + |K_{0, \partial A}| \log (|G_3|) ,
\]

that is,

\[
S_{\partial A} = |K_{0, \partial A}| \log \left( \frac{|G_1||G_3|}{|G_2|} \right) + |K_{1, \partial A}| \log \left( \frac{|G_2|}{|G_3|} \right) + |K_{2, \partial A}| \log (|G_3|) . \tag{5.45}
\]

To calculate the topological entanglement entropy (4.45), we first consider the chain complex \((G, \partial^G)\) of the 1, 2, 3-gauge model:

\[
0 \xrightarrow{\partial^G_3} G_3 \xrightarrow{\partial^G_2} G_2 \xrightarrow{\partial^G_1} G_1 \xrightarrow{\partial^G_0} 0 . \tag{5.46}
\]

The non-trivial homology groups associated to it are the following ones:

\[
H_1(G) = \ker(\partial^G_1)/\text{Im}(\partial^G_2) , \tag{5.47}
\]

\[
H_2(G) = \ker(\partial^G_2)/\text{Im}(\partial^G_3) , \tag{5.48}
\]

\[
H_3(G) = \ker(\partial^G_3)/\text{Im}(\partial^G_4) . \tag{5.49}
\]

Hence, \( S_{\text{Topo}} \) is given by

\[
S_{\text{Topo}} = \log (|H^1(C_A, H_1(G))|) + \log (|H^2(C_A, H_2(G))|) + \log (|H^3(C_A, H_3(G))|) + \nonumber
- \log (|H^0(C\partial_A, H_1(G))|) - \log (|H^1(C\partial_A, H_2(G))|) - \log (|H^2(C\partial_A, H_3(G))|) + \nonumber
+ \log (|H^0(C\partial_A, H_2(G))|) + \log (|H^1(C\partial_A, H_3(G))|) - \log (|H^0(C\partial_A, H_3(G))|) . \tag{5.50}
\]

Note that the topological entanglement entropy does not change from the 3D to the 4D case, because the homological groups are the same. To give a more concrete example, let’s consider the case where \( G_1 = G_2 = G_3 = \mathbb{Z}_4 \) and the homomorphisms \( \partial^G_3(1) = \partial^G_2(1) = 1 \). The lattice is a discretization of a solid ball \( S^3 \). In this case, we can calculate the homology groups (5.47), (5.48) and (5.49). They are

\[
H_1(G) = \mathbb{Z}_4/\mathbb{Z}_2 \cong \mathbb{Z}_2 , \tag{5.51}
\]

\[
H_2(G) = \{0\} , \tag{5.52}
\]

\[
H_3(G) = \mathbb{Z}_2 . \tag{5.53}
\]

Therefore, the topological entanglement entropy of this model is

\[
S_{\text{Topo}} = \log (|H^1(C_A, \mathbb{Z}_2)|) + \log (|H^2(C_A, \mathbb{Z}_2)|) - 2\log (|H^0(C\partial_A, \mathbb{Z}_2)|) + \nonumber
- \log (|H^2(C\partial_A, \mathbb{Z}_2)|) + \log (|H^1(C\partial_A, \mathbb{Z}_2)|) . \tag{5.54}
\]
Let’s use the universal coefficient theorem to compute these cohomology groups. We have that, as before,

\[ |H^0(C_{\partial A}, \mathbb{Z}_2)| = |\text{Hom}(H_0(C_{\partial A}), \mathbb{Z}_2)| = 2^{\beta_0(\partial A)}, \quad (5.55) \]
\[ |H^1(C_{\partial A}, \mathbb{Z}_2)| = |\text{Hom}(H_1(C_{\partial A}), \mathbb{Z}_2)|, \quad (5.56) \]
\[ |H^1(C_A, \mathbb{Z}_2)| = |\text{Hom}(H_1(C_A), \mathbb{Z}_2)|. \quad (5.57) \]

Since in this case \( \partial A = S^2 \), we have that \( \beta_0(\partial A) = 1 \), \( H_1(C_{\partial A}) = \{ 0 \} \). Therefore,

\[ |H^1(C_{\partial A}, \mathbb{Z}_2)| = |H^1(C_A, \mathbb{Z}_2)| = 1. \]

Now,

\[ |H^2(C_{\partial A}, \mathbb{Z}_2)| = |\text{Hom}(H_2(C_{\partial A}), \mathbb{Z}_2)||\text{Ext}^1(H_1(C_{\partial A}), \mathbb{Z}_2)|, \quad (5.58) \]
\[ |H^3(C_A, \mathbb{Z}_2)| = |\text{Hom}(H_3(C_A), \mathbb{Z}_2)||\text{Ext}^1(H_2(C_A), \mathbb{Z}_2)| \] \quad (5.59)

and, since \( H_1(C_{\partial A}) = H_2(C_A) = \{ 0 \} \), the Ext terms are trivial. So, with \( H_2(C_{\partial A}) \cong H_3(C_A) \cong \mathbb{Z} \), we have that \( |H^2(C_{\partial A}, \mathbb{Z}_2)| = |H^3(C_A, \mathbb{Z}_2)| = 2 \). Hence, the topological entanglement entropy of this model is given by

\[ S_{\text{Topo}} = -2 \log(2). \quad (5.60) \]

We see that, although we defined the model over a manifold with trivial topology and the ground state degeneracy of this model does not exhibit a topological dependency, the topological entanglement entropy is different from zero, indicating the presence of long-range entanglement.

6 Conclusions

The paper carried out the calculation of the entanglement entropy for all Abelian higher gauge theories in a comprehensive way. Furthermore we could separate the entropy into the topological information and the geometrical one. We started by making a review of the kind of models we treated. Then we described them in very general terms, as introduced in [19]. The calculation followed from the definition of the density matrix \( \rho \) as being proportional to the ground state projector, see (4.9). To obtain the reduced density matrix we considered a bipartition of the simplicial complex \( K \) into a subcomplex \( K_A \) and its complement. The partial trace over the unknown region was used to obtain the reduced density matrix \( \rho_A \), which included operators that were exclusively supported in \( K_A \), see (4.19). From the Von Neumann entropy formula we derived the entanglement entropy and showed that it could be naturally interpreted as the ground state degeneracy of the same model but restricted to the subcomplex \( K_A \), see (4.23). In this sense, we mapped the problem of calculating the entanglement entropy of a higher gauge theory to a problem of counting the flat edge states of the theory restricted to region \( A \). Then, we further divided this restricted ground state degeneracy into two contributions, one coming from the bulk region \( A \) and the other coming from its boundary \( \partial A \), and we showed that this splitting allows us to write the entanglement entropy as a sum of two terms (4.43): one being the area law, i.e., a term depending only on the geometry of the entangling surface \( \partial A \), and the other being the
topological entanglement entropy, a term depending on the topological properties of both $A$ and $\partial A$.

We demonstrated a formula for the topological entanglement entropy $S_{\text{Topo}}$ in terms of the cohomology groups with coefficients in the homology groups of the complex (4.3). The universal coefficient theorem can be applied to give a formula for $S_{\text{Topo}}$ in terms of the integral homology groups of the manifold in question, which in turn can be used to express the topological entropy in terms of the Betti numbers of the underlying space and its boundary. However, our equations show that, even in regular 1-gauge theories (Abelian Quantum Double models), $S_{\text{Topo}}$ can depend on torsion properties of the manifold.

A Trace of Local Operators

In this appendix we show how taking the partial trace of the ground state projector, or any product of projection operators of the theory, implies in Eq.(4.16).

We begin by writing the density matrix, $\rho$, using the local decomposition of $A_0$ and $B_0$ (see [19] for a detailed account on this). The local decomposition yields

$$A_0 = \prod_{n=0}^{d} \prod_{x \in K_n} A_{n,x}, \quad \text{and} \quad B_0 = \prod_{n=0}^{d} \prod_{x \in K_n} B_{n,x},$$

such that the density matrix of Eq.(4.5) can be written as

$$\rho = \frac{1}{GSD} \left( \prod_{n=0}^{d} \prod_{x \in K_n} A_n \right) \left( \prod_{n=0}^{d} \prod_{x \in K_n} B_n \right).$$

This form is convenient for taking the partial trace as the operators are now labelled by simplices $x \in K_n$ for $0 \leq n \leq d$. This allows the identification of the operators that act exclusively on region $A$ from the operators that act on both $\partial A$ and $B$, in order to get the terms that survive the partial trace. Therefore, the reduced density matrix is written as

$$\rho_A = \text{Tr}_B(\rho) = \text{Tr}_B \left( \prod_{n} \prod_{x \in K_n} A_{n,x} \prod_{y \in K_n} B_{n,y} \right). \quad (A.1)$$

Before proceeding with the calculation of the above partial trace, we will introduce a property that will let us evaluate the partial trace rather straightforwardly.

**Proposition A.1.** Let $x, y \in K_n$, be $n$-simplices for $0 \leq n \leq d$. The local operators, $A_{n,x}, B_{n,y} : \mathcal{H} \rightarrow \mathcal{H}$, are traceless unless they act trivially (as the identity operator $1_{\mathcal{H}}$).

**Proof.** Let $\{ |f\rangle \}$ be a basis of $\mathcal{H}$, with $f \in \text{hom}(C, G)^0$. We start by taking the trace of the local operator $A_{n,x}$:

$$\text{Tr} (A_{n,x}) = \sum_f \langle f | A_{n,x} | f \rangle = \frac{1}{|G_{n+1}|} \sum_f \sum_{g \in G_{n+1}} \langle f | A_{v[n,x,g]} | f \rangle.$$
From (3.22), the action of $A_{n,x}$ on a basis state consists in general on a shift of basis elements, which yields

$$\text{Tr} (A_{n,x}) = \frac{1}{|G_{n+1}|} \sum_f \sum_{g \in G_{n+1}} (f|f + \delta^{-1}(e[n,x,g])|f).$$

From the last expression, by using the orthogonality of the basis, it is clear that the only non-null term in the sum occurs only when $g = e \in G_{n+1}$, the identity element. Thus, we have:

$$\text{Tr} (A_{n,x}) = \frac{\text{Tr} (\mathbb{1})}{|G_{n+1}|} = \frac{\dim(H)}{|G_{n+1}|}.$$

Similarly, for the trace of local holonomy measurement operators, $B_{n,y}$, we have:

$$\text{Tr} (B_{n,y}) = \sum_f \langle f|B_y|f \rangle = \frac{1}{|G_{n-1}|} \sum_f \sum_{r \in G_{n-1}} \langle f|B_{\hat{e}[n,y,r]}|f \rangle.$$

Using (3.23) the above expression can be written as:

$$\text{Tr} (B_y) = \frac{1}{|G_{n-1}|} \sum_f \sum_{r \in G_{n-1}} \langle r, \delta^0 f_n(y) \rangle \langle \hat{e}, \delta^0 f_n(y) \rangle \langle f|f \rangle,$$

where in the last line we used the fact that $\langle \hat{e}, g \rangle = 1$, $\forall g \in G_{n-1}$ and $\hat{e} \in \hat{G}_{n-1}$, the trivial representation. From the orthogonality relations of characters [39–42], we note that:

$$\sum_f \langle r, \delta^0 f_n(y) \rangle \langle \hat{e}, \delta^0 f_n(y) \rangle = \delta(e, f_n(y)),$$

which implies that the trivial representation term is the only one that has non-zero trace, since it acts as the identity operator.

$$\text{Tr} (B_y) = \frac{|H|}{|G_{n-1}|}.$$

This result can naturally be extended to products of such operators to show that the only term that survives the trace is the one that acts trivially on region $B$. This allows us to express the reduced density matrix, $\rho_A$ of Eq. (A.1) in terms of operators that act only in region $A$.

In this case, Proposition A.1 implies that any operator (or product of several) that is different from $\mathbb{1}_B$, the identity operator in $\mathcal{H}_B$, will have vanishing trace. In particular, local gauge transformations $A_x$ will survive the trace if and only if $x \in K_{n,\hat{A}}$, where $\hat{A}$ is the interior of $A$ \footnote{Local gauge transformations are labeled by simplices $x \in K_n$ and they act on the gauge fields at the co-boundary, $\partial^*(x)$. In particular, gauge transformations located at $x \in K_{n,\partial A}$, the boundary of $A$, also act on $B$. Thus, they do not contribute to the trace.} as in Def. 4.2. On the other hand, local holonomy measurement operators
$B_y$ will survive the trace if and only if $y \in K_{n,A}$ which corresponds to the entire region $A$. Consequently, the reduced density matrix is:

$$\rho_A = \operatorname{Tr}_B (\mathbb{1}_B) \prod_n \prod_{x \in K_{n,A}} A_x \prod_{y \in K_{n,A}} B_y.$$  

From which we write Eq. (4.16).

**B Auxiliary Isomorphism**

In this appendix, we prove the equality

$$|\operatorname{Im}(\delta^0)| = |\operatorname{Im}(\delta_1)|$$

that allowed us to relate the dimension of the Hilbert space $\mathcal{H}$ and the ground state degeneracy $\text{GSD}$ through:

$$\text{GSD} |\operatorname{Im}(\delta^{-1})||\operatorname{Im}(\delta_1)| = \dim(\mathcal{H}) = \dim(\mathcal{H}_A) \dim(\mathcal{H}_B).$$

In order to do so, we will show that there is a well defined bijection between $\ker \hat{\phi}$ and $\text{hom}(C, G)^1/\operatorname{Im}(\delta^0)$ from which the result follows.

Let $A, B$ be two finite Abelian groups and $\phi : A \rightarrow B$ a homomorphism between them. Consider also $\hat{A} = \text{Hom}(A, U(1))$ and $\hat{B} = \text{Hom}(B, U(1))$ their corresponding unitary irreducible representations, let $\hat{\phi} : \hat{B} \rightarrow \hat{A}$ be the homomorphism between representations induced by $\phi$ via

$$\hat{\phi}(\beta) := \beta \circ \phi,$$

where $\beta \in \hat{B}$ is an irrep of $B$.

**Proposition B.1.** The subgroups $\ker \hat{\phi}$ and $\frac{B}{\operatorname{Im}(\phi)}$ are isomorphic.

**Proof.** We will split the proof in two parts, in the first half of the proof we show that there is a well defined map between $\ker \hat{\phi}$ and $\frac{B}{\operatorname{Im}(\phi)}$ and then we show that its inverse is also well defined, which turns the maps into a bijection.

1. Note that an irreducible representation $\beta \in \ker \hat{\phi}$ if and only if $\operatorname{Im}\phi \subset \operatorname{ker}\beta$. This allows us to construct the following commuting diagram:

$$\begin{array}{ccc}
B & \xrightarrow{\beta} & U(1) \\
\downarrow{\pi} & & \\
\frac{B}{\operatorname{Im}(\phi)} & \xrightarrow{\beta'} & \\
\end{array}$$

where $\pi : B \rightarrow \frac{B}{\operatorname{Im}(\phi)}$ is the canonical projection sending $b \in B$ into its corresponding equivalence class $[b] \in \frac{B}{\operatorname{Im}(\phi)}$. Furthermore, $\beta' \in \text{Hom}(\frac{B}{\operatorname{Im}(\phi)}, U(1))$ is unique and defined as:

$$\beta'(\{b\}) := \beta(b)$$

notice that $\beta'$ is well defined within equivalence classes since $\operatorname{Im}\phi \subset \operatorname{ker}\beta$. To see this, consider $b' \neq b \in [b]$, this means that $b - b' \in \operatorname{Im}\phi \subset \operatorname{ker}\beta$, therefore:

$$\beta(b - b') = 1, \quad \Rightarrow \beta(b)\beta(b')^{-1} = 1,$$

$$\Rightarrow \beta(b) = \beta(b') = \beta'([b]).$$
This is, we have shown that given an irrep $\beta \in \ker \hat{\phi}$ then there is a unique morphism $\beta' \in \text{Hom}\left( \frac{B \text{Im} \phi}{\text{Im} \phi}, U(1) \right)$.

We now need to show that the converse also holds, to this intent, consider $\beta' : \frac{B \text{Im} \phi}{\text{Im} \phi} \to U(1)$. Recall that $\text{Im} \phi \subset \ker \beta$. Observe also that $\beta$ is the only map for which the diagram in B.1 commutes.

Thus, we have shown that given a $\beta' \in \text{Hom}\left( \frac{B \text{Im} \phi}{\text{Im} \phi}, U(1) \right)$ there is a unique $\beta = \beta' \circ \pi \in \ker \hat{\phi}$.

2. Now we carry on showing that the map above is in fact a bijection and it defines an isomorphism. Let $\iota$ be the map:

$$\iota : \ker \hat{\phi} \to \text{Hom} \left( \frac{B \text{Im} \phi}{\text{Im} \phi}, U(1) \right),$$

$$\beta \mapsto \beta',$$

where $\beta'[b] := \beta(b)$. Let now, $\kappa$, be the map:

$$\kappa : \text{Hom} \left( \frac{B \text{Im} \phi}{\text{Im} \phi}, U(1) \right) \to \ker \hat{\phi},$$

$$\beta' \mapsto \beta := \beta' \circ \pi,$$

where $\pi : B \to \frac{B \text{Im} \phi}{\text{Im} \phi}$ is the canonical projection that sends $b \in B$ into its corresponding equivalence class $[b] \in \frac{B \text{Im} \phi}{\text{Im} \phi}$. Notice that $\kappa = \iota^{-1}$, since:

$$(\kappa \circ \iota)(\beta)(b) = \kappa(\beta')(b) = (\beta' \circ \pi)(b) = \beta'([b]) = \beta(b).$$

Therefore, the map $\iota$ is a bijection. To prove that it defines an isomorphism we only need to check for its compatibility with the group operation in $\ker \hat{\phi}$. This is, given $\beta_1, \beta_2 \in \ker \hat{\phi}$, we want to show that $\iota(\beta_1 \cdot \beta_2) = \iota(\beta_1) \cdot \iota(\beta_2)$.

So, consider $b \in B$ and $[b] \in \frac{B \text{Im} \phi}{\text{Im} \phi}$:

$$\iota(\beta_1 \cdot \beta_2)(b) = (\beta_1 \cdot \beta_2)([b]) = (\beta_1 \cdot \beta_2)(b) = \beta_1(b) \cdot \beta_2(b) = \iota(\beta_1) \cdot \iota(\beta_2).$$

Hence, $\ker \hat{\phi} \simeq \text{Hom} \left( \frac{B \text{Im} \phi}{\text{Im} \phi}, U(1) \right)$. 

\[\square\]

In particular, as a result of the above proposition, it is true that, for $A, B$ finite groups:

$$\left| \ker \hat{\phi} \right| = \left| \text{Hom} \left( \frac{B \text{Im} \phi}{\text{Im} \phi}, U(1) \right) \right| = \left| \frac{B}{\text{Im} \phi} \right|,$$

where in the last step we used the fact that all groups are Abelian. We are one step away from our goal which can be stated as the following proposition

**Proposition B.2.** Let $\phi : A \to B$ be a homomorphism between finite Abelian groups. Moreover, let $\hat{\phi} : \hat{B} \to \hat{A}$ its dual morphism. Then,

$$\left| \text{Im} \phi \right| = \left| \text{Im} \hat{\phi} \right|.\]
Proof. From Prop. B.1, we know that: \(|\ker \hat{\phi}| = \frac{|B|}{|\text{Im} \hat{\phi}|}\). Now, applying the First Isomorphism Theorem [35] on \(\hat{\phi} : \hat{B} \to \hat{A}\), we know that: \(\hat{B}/\ker \hat{\phi} \simeq \text{Im} \hat{\phi}\), from which we can write:

\[
\frac{|B|}{|\ker \phi|} = |\text{Im} \phi|,
\]

recall that \(|\hat{B}| = |B|\) since we are dealing with Abelian groups. Replacing Eq. (B.2) into the above one, we get:

\[
|\text{Im} \phi| = |\text{Im} \hat{\phi}|.
\]

\[\Box\]

C Proof of lemma 4.1

We start with a proposition:

Proposition C.1.

\[
|\ker(\delta_A^{-1})| = |\ker(\delta_A^{-1})||\ker(\partial A)|. \tag{C.1}
\]

Proof. Consider \(\ker(\delta_A^{-1})\), a subgroup of \(\text{hom}(C_A,G)^{-1}\). From the definitions of \(\text{hom}(C_A,G)^{-1}\), \(\delta_A^{-1}\), \(\text{hom}(C_{\partial A},G)^{-1}\) and \(\partial_A\), it is clear that

\[
\ker(\delta_A^{-1}) = \{ f \in \text{hom}(C_A,G)^{-1} | \delta_A^{-1}f = 0 \}
\]

and

\[
\ker(\partial_A) = \{ f \in \text{hom}(C_{\partial A},G)^{-1} | \partial_Af = 0 \}
\]

are subgroups of \(\ker(\delta_A^{-1})\). We introduce the following equivalence relation on \(\ker(\delta_A^{-1})\): let \(f, f' \in \ker(\delta_A^{-1})\),

\[
f \sim f' \iff f' - f = g \in \ker(\delta_A^{-1}). \tag{C.2}
\]

That is, two collections of maps \(f\) and \(f'\) in \(\ker(\delta_A^{-1})\) are equivalent if they differ by a collection of maps in \(\ker(\delta_A^{-1})\), i.e., maps with support in \(K_A = \cup_{n=0}^{d} K_{n,A}\) that are also sent to the trivial map by the co-boundary operator. This equivalence relation defines the quotient group \(\ker(\delta_A^{-1})/\ker(\delta_A^{-1})\). Define the map \(\phi : \ker(\delta_A^{-1})/\ker(\delta_A^{-1}) \to \ker(\partial_A^{-1})\), which for a class \([f] \in \ker(\delta_A^{-1})/\ker(\delta_A^{-1})\), \(\phi([f]) = f|_{\partial A} \in \ker(\partial_A^{-1})\), where \(f|_{\partial A} = \{(f|_{\partial A})_n\}\) is a collection of maps in \(\text{hom}(C_{\partial A},G)^{-1}\) such that

\[
(f|_{\partial A})_n(x) = \begin{cases} f_n(x), & \text{if } x \in K_{n,\partial A}, \\ 0, & \text{otherwise}. \end{cases} \tag{C.3}
\]

So, \(\phi\) is a map that sends any class \([f] \in \ker(\delta_A^{-1})/\ker(\delta_A^{-1})\) to the restriction \(f|_{\partial A}\) to \(\partial A\) of one of its representatives. This map does not depend on the choice of representative of a class. Indeed, let \([f] \in \ker(\delta_A^{-1})/\ker(\delta_A^{-1})\) and choose two representatives \(f', f'' \in [f]\),

\[\]
\( f' \neq f'' \). We could have that \( \phi([f]) = f'|_{\partial A} \) and \( \phi(f) = f''|_{\partial A} \). But there is \( g \in \ker(\delta^{-1}_A) \) such that \( f' - f'' = g \), so \( f'|_{\partial A} - f''|_{\partial A} = g|_{\partial A} = 0 \), because \( g \in \hom(C_A, G)^{-1} \). Therefore, \( f'|_{\partial A} = f''|_{\partial A} \). Moreover, \( \phi \) is an isomorphism. To see this, first take \( [f] \in \ker(\phi) \). So, \( \phi([f]) = 0 \iff f|_{\partial A} = 0 \), which means that \( f \) is a collection of trivial maps. Therefore, \( \ker(\phi) = \{0\} \) and \( \phi \) is injective. The map \( \phi \) is also surjective, because if we take a map \( g \in \ker(\delta^{-1}_A) \), it is a collection of maps which are zero everywhere except in the boundary of \( A \) and it can be obtained by applying \( \phi \) in the class \( [g] \in \ker(\delta^{-1}_A)/\ker(\delta^{-1}_A) \). Therefore, \( \phi \) is bijective. Now, let \( [f], [g] \in \ker(\delta^{-1}_A)/\ker(\delta^{-1}_A) \). The sum \( [f] + [g] \) is given by \( [f] + [g] = [f + g] \). We have then \( \phi([f] + [g]) = \phi(f + g) = (f + g)|_{\partial A} = f|_{\partial A} + g|_{\partial A} = \phi(f) + \phi(g) \), for any representatives \( f \in [f] \) and \( g \in [g] \). So, \( \phi \) is also a homomorphism and therefore it is indeed an isomorphism. Thus, we have indeed that

\[
\ker(\delta^{-1}_A)/\ker(\delta^{-1}_A) \cong \ker(\delta^{-1}_{\partial A})
\]  

which implies that

\[
|\ker(\delta^{-1}_A)| = |\ker(\delta^{-1}_{\partial A})||\ker(\delta^{-1}_{\partial A})|.
\]  

\( \square \)

Now, since \( K_{n,\hat{A}} \cap K_{n,\partial A} = \emptyset \) and \( K_{n,\hat{A}} \cup K_{n,\partial A} = K_{n,A} \) for any \( n = 0, \ldots, d \), we can write the \( n \)-chain group \( C_{n,A} \) as a direct sum of subgroups \( C_{n,A} = C_{n,\hat{A}} \oplus C_{n,\partial A} \), i.e., every \( c = \sum_{x \in K_{n,\hat{A}}} c(x)x \in C_{n,A} \) can be written as \( c = \sum_{x \in K_{n,\hat{A}}} c(x)x + \sum_{x \in K_{n,\partial A}} c(x)x \). This implies that any homomorphism \( f_n : C_{n,\hat{A}} \to G_{n+1} \), where \( G_{n+1} \) is some arbitrary finite Abelian group, can be written as \( f_n : C_{n,\hat{A}} \oplus C_{n,\partial A} \to G_{n+1} \). Thus,

\[
\hom(C_{n,A}, G_{n+1}) = \hom(C_{n,\hat{A}} \oplus C_{n,\partial A}, G_{n+1}).
\]

There is a natural isomorphism \([37, 43]\)

\[
\hom(C_{n,\hat{A}} \oplus C_{n,\partial A}, G_{n+1}) \cong \hom(C_{n,\hat{A}}, G_{n+1}) \oplus \hom(C_{n,\partial A}, G_{n+1}),
\]

thus,

\[
\hom(C_{n,A}, G_{n+1}) \cong \hom(C_{n,\hat{A}}, G_{n+1}) \oplus \hom(C_{n,\partial A}, G_{n+1}),
\]

this implies that

\[
\hom(C_A, G)^{-1} \cong \hom(C_{\hat{A}}, G)^{-1} \oplus \hom(C_{\partial A}, G)^{-1},
\]

and thus

\[
|\hom(C_A, G)^{-1}| = |\hom(C_{\hat{A}}, G)^{-1}||\hom(C_{\partial A}, G)^{-1}|.
\]

Then, from the first isomorphism theorem, we have that

\[
\hom(C_A, G)^{-1}/\ker(\delta^{-1}_A) \cong \im(\delta^{-1}_A),
\]

\[
\hom(C_{\hat{A}}, G)^{-1}/\ker(\delta^{-1}_A) \cong \im(\delta^{-1}_A),
\]

\[
\hom(C_{\partial A}, G)^{-1}/\ker(\delta^{-1}_A) \cong \im(\delta^{-1}_A),
\]
\[
|\text{Im}(\delta^{-1}_A)| = \frac{|\text{hom}(C_A, G)^{-1}|}{|\text{ker}(\delta^{-1}_A)|}, \quad (*12)
\]
\[
|\text{Im}(\delta^{-1}_{\partial A})| = \frac{|\text{hom}(C_{\partial A}, G)^{-1}|}{|\text{ker}(\delta^{-1}_{\partial A})|}, \quad (*13)
\]
\[
|\text{Im}(\delta^{-1}_A)| = \frac{|\text{hom}(C_{\partial A}, G)^{-1}|}{|\text{ker}(\delta^{-1}_{\partial A})|}. \quad (*14)
\]

Thus, dividing (*12) by (*13), we have finally that
\[
\frac{|\text{Im}(\delta^{-1}_A)|}{|\text{Im}(\delta^{-1}_{\partial A})|} = \frac{|\text{hom}(C_A, G)^{-1}|}{|\text{ker}(\delta^{-1}_A)|} \cdot \frac{|\text{ker}(\delta^{-1}_{\partial A})|}{|\text{hom}(C_{\partial A}, G)^{-1}|}
\]

\[
= \frac{|\text{hom}(C_A, G)^{-1}|}{|\text{ker}(\delta^{-1}_A)|} \cdot \frac{|\text{ker}(\delta^{-1}_{\partial A})|}{|\text{hom}(C_{\partial A}, G)^{-1}|}
\]

where we used equations (*8), (*5) and (*14).

Acknowledgments

JPIJ thanks CNPq (Grant No. 162774/2015-0) for support during this work and M. I. Jimenez for the valuable discussions. MP work is supported by CAPES. LNQX thanks CNPq (Grant No. 164523/2018-9) for supporting this work.

References

[1] M. Srednicki, *Entropy and area*, Phys. Rev. Lett. 71 (1993) [hep-th/9303048].
[2] J. Eisert, M. Cramer, and M. B. Plenio, *Colloquium: Area laws for the entanglement entropy*, Reviews of Modern Physics 82 (2010), no. 1 277, [arXiv:0808.3773].
[3] A. Kitaev and J. Preskill, *Topological entanglement entropy*, Physical Review Letters 96 (2006), no. 11 4–7, [hep-th/0510092].
[4] F. Verstraete, M. M. Wolf, D. Perez-Garcia, and J. I. Cirac, *Criticality, the area law, and the computational power of projected entangled pair states*, Physical review letters 96 (2006), no. 22 220601, [quant-ph/0601075].
[5] M. Levin and X.-G. Wen, *Detecting topological order in a ground state wave function*, Physical review letters 96 (2006), no. 11 110405, [cond-mat/0510613].
[6] X.-G. Wen, *Topological orders in rigid states*, International Journal of Modern Physics B 4 (1990), no. 02 239–271.
[7] X.-G. Wen, *Quantum field theory of many-body systems: from the origin of sound to an origin of light and electrons*. Oxford University Press on Demand, 2004.
[8] Z. Nussinov and G. Ortiz, *A symmetry principle for topological quantum order*, Annals of Physics 324 (2009), no. 5 977–1057, [cond-mat/0702377].
[9] M. Aguado and G. Vidal, *Entanglement renormalization and topological order*, *Physical Review Letters* **100** (2008), no. 7 070404, [arXiv:0712.0348].

[10] S. Furukawa and G. Misguich, *Topological entanglement entropy in the quantum dimer model on the triangular lattice*, *Physical Review B* **75** (2007), no. 21 214407, [cond-mat/0612227].

[11] C. Castelnovo and C. Chamon, *Entanglement and topological entropy of the toric code at finite temperature*, *Physical Review B - Condensed Matter and Materials Physics* **76** (2007), no. 18 1–16, [arXiv:0704.3616].

[12] A. Hamma, R. Ionicioiu, and P. Zanardi, *Ground state entanglement and geometric entropy in the Kitaev model*, *Physics Letters A* **337** (2005), no. 1-2 22–28, [quant-ph/0406202].

[13] O. Hart and C. Castelnovo, *Entanglement negativity and sudden death in the toric code at finite temperature*, *Physical Review B* **97** (2018), no. 14 [1710.11139].

[14] R. Orús, T.-C. Wei, O. Buerschaper, and M. V. D. Nest, *Geometric entanglement in topologically ordered states*, *New Journal of Physics* **16** (2014), no. 1 13015, [1304.1339].

[15] A. Kapustin and R. Thorngren, *Higher symmetry and gapped phases of gauge theories*, arXiv:1309.4721.

[16] A. Kapustin, *Symmetry protected topological phases, anomalies, and cobordisms: beyond group cohomology*, arXiv:1403.1467.

[17] A. Bullivant, M. Calçada, Z. Kádár, P. Martin, and J. F. Martins, *Topological phases from higher gauge symmetry in 3 + 1 dimensions*, *Phys. Rev. B* **95** (Apr, 2017) 155118, [arXiv:1606.0663].

[18] A. Bullivant, M. Calçada, Z. Kádár, J. F. Martins, and P. Martin, *Higher lattices, discrete two-dimensional holonomy and topological phases in (3+ 1)D with higher gauge symmetry*, arXiv:1702.0086.

[19] R. C. de Almeida, J. Ibieta-Jimenez, J. L. Espiro, and P. Teotonio-Sobrinho, *Topological Order from a Cohomological and Higher Gauge Theory perspective*, arXiv:1711.0418.

[20] C. Zhu, T. Lan, and X.-G. Wen, *Topological non-linear σ-model, higher gauge theory, and a realization of all 3+ 1D topological orders for boson systems*, /1808.09394.

[21] C. Delcamp and A. Tiwari, *From gauge to higher gauge models of topological phases*, *JHEP* **10** (2018) 049, [hep-th/1802.10104].

[22] C. Delcamp and B. Dittrich, *Towards a dual spin network basis for (3+ 1) d lattice gauge theories and topological phases*, *Journal of High Energy Physics* **2018** no. 10 23, [hep-th/1806.00456].

[23] C. Delcamp and A. Tiwari, *On 2-form gauge models of topological phases*, /1901.02249.

[24] C. Castelnovo and C. Chamon, *Topological order in a three-dimensional toric code at finite temperature*, *Phys. Rev. B* **78** (Oct, 2008) 155120, [arXiv:0804.3591].

[25] T. Grover, A. M. Turner, and A. Vishwanath, *Entanglement entropy of gapped phases and topological order in three dimensions*, *Phys. Rev. B* **84** (Nov, 2011) 195120, [arXiv:1108.4038].

[26] H. Ma, A. T. Schmitz, S. A. Parameswaran, M. Hermele, and R. M. Nandkishore, *Topological entanglement entropy of fracton stabilizer codes*, *Physical Review B* **97** (2018), no. 12 1–16, [1710.01744].
[27] A. T. Schmitz, H. Ma, R. M. Nandkishore, and S. A. Parameswaran, Recoverable information and emergent conservation laws in fracton stabilizer codes, Physical Review B 97 (2018), no. 13 1–20, [1712.02375v1].

[28] D. Gottesman, Stabilizer codes and quantum error correction, quant-ph/9705052.

[29] D. Fattal, T. S. Cubitt, Y. Yamamoto, S. Bravyi, and I. L. Chuang, Entanglement in the stabilizer formalism, quant-ph/0406168.

[30] A. Hamma, R. Ionicioiu, and P. Zanardi, Bipartite entanglement and entropic boundary law in lattice spin systems, Physical Review A - Atomic, Molecular, and Optical Physics 71 (2005), no. 2 1–10, [quant-ph/0409073].

[31] H. He, Y. Zheng, B. A. Bernevig, and N. Regnault, Entanglement entropy from tensor network states for stabilizer codes, Physical Review B 97 (2018), no. 12 1–35, [1710.04220].

[32] L. Zou and J. Haah, Spurious long-range entanglement and replica correlation length, Physical Review B 94 (2016), no. 7 075151, [1604.06101].

[33] A. Hatcher, Algebraic Topology. Cambridge University Press, 2002.

[34] R. Brown, Cohomology with chains as coefficients, Proc. London Math. Soc. (3) 14 (1964) 545–565.

[35] N. Jacobson, Basic algebra I. Courier Corporation, 2012.

[36] E. Dennis, A. Kitaev, A. Landahl, and J. Preskill, Topological quantum memory, Journal of Mathematical Physics 43 (2002), no. 9 4452–4505.

[37] S. Mac Lane, Homology. Classics in Mathematics. Springer, 1994.

[38] Y. Zheng, H. He, B. Bradlyn, J. Cano, T. Neupert, and B. A. Bernevig, Structure of the entanglement entropy of (3+ 1)-dimensional gapped phases of matter, Physical Review B 97 (2018), no. 19 195118.

[39] B. C. Hall, An Elementary Introduction to Groups and Representations, math-ph/0005032.

[40] A. Barut and R. Rączka, Theory of Group Representations and Applications. World Scientific, 1986.

[41] J. Serre, Linear Representations of Finite Groups. Graduate texts in mathematics. Springer-Verlag, 1996.

[42] G. James and M. Liebeck, Representations and Characters of Groups. Cambridge mathematical textbooks. Cambridge University Press, 2001.

[43] S. Lang, Algebra. Graduate Texts in Mathematics. Springer, 2002.