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Abstract. We give an expression for number of points for the family of Dwork K3 surfaces
\[ X_\lambda^4 : x_1^4 + x_2^4 + x_3^4 + x_4^4 = 4\lambda x_1x_2x_3x_4 \]
over finite fields of order \( q \equiv 1 \pmod{4} \) in terms of Greene’s finite field hypergeometric functions. We also develop hypergeometric point count formulas for all odd primes using McCarthy’s \( p \)-adic hypergeometric function. Furthermore, we investigate the relationship between certain period integrals of these surfaces and the trace of Frobenius over finite fields. We extend this work to higher dimensional Dwork hypersurfaces.

1. Introduction

The motivation for this work comes from a particular family of elliptic curves. For \( \lambda \neq 0, 1 \) we define an elliptic curve in the Legendre family by
\[ E_\lambda : y^2 = x(x - 1)(x - \lambda). \]

We compute a period integral associated to the Legendre elliptic curve given by integrating the nowhere vanishing holomorphic 1-form \( \omega = \frac{dx}{y} \) over a 1-dimensional cycle containing \( \lambda \). This period is a solution to a hypergeometric differential equation and can be expressed as the classical hypergeometric series
\[ \pi = \int_0^\lambda \frac{dx}{y} = 2F_1 \left( \begin{array}{c} \frac{1}{2} \\frac{1}{2} \\ \lambda \end{array} \right). \]
See the exposition in [3] for more details on this.

We now specialize to the case where \( \lambda \in \mathbb{Q} \setminus \{0, 1\} \). Koike [15, Section 4] showed that, for all odd primes \( p \), the trace of Frobenius for curves in this family can be expressed in terms of Greene’s hypergeometric function
\[ a_{E_\lambda}(p) = -\phi(-1)p \cdot 2F_1 \left( \begin{array}{c} \phi \\phi \\ \epsilon \\lambda \end{array} \right)_p, \]
where \( \epsilon \) is the trivial character and \( \phi \) is a quadratic character modulo \( p \).

Note the similarity between the period and trace of Frobenius expressions: the period is given by a classical hypergeometric series whose arguments are the fractions with denominator 2 and the trace of Frobenius is given by a finite field hypergeometric function whose arguments are characters of order 2. This similarity is to be expected for curves. Manin proved in [18] that the rows of the Hasse-Witt matrix of an algebraic curve are solutions to the differential equations of the periods. In the case where the genus is 1, the Hasse-Witt
matrix has a single entry: the trace of Frobenius. Igusa showed in [11] that the trace of Frobenius is congruent modulo $p$ to the classical hypergeometric expression

$$\frac{(-1)^{\frac{p-1}{2}}}{2} {}_2F_1 \left( \begin{array}{c} \frac{1}{2}, \frac{1}{2} \\ \frac{1}{2} \end{array} \right| \lambda \right)$$

for odd primes $p$ (see the exposition in Clemens’ book [3]). Furthermore, in Corollary 3.2 we show that these classical and finite field ${}_2F_1$ hypergeometric expressions are congruent modulo $p$ for odd primes. This result would imply merely a congruence between the finite field hypergeometric function expression and the point count over $\mathbb{F}_p$. The fact that Koike showed that we actually have an equality is very intriguing and leads us to wonder for what other varieties this type of equality holds.

Further examples of this correspondence have been observed for algebraic curves [4, 7, 17, 24] and for particular Calabi-Yau threefolds [1, 20]. For example, Fuselier [7] gave a finite field hypergeometric trace of Frobenius formula for elliptic curves with $j$-invariant $1728$, where $t \in \mathbb{F}_p \setminus \{0,1\}$. Lennon [17] extended this by giving a hypergeometric trace of Frobenius formula that does not depend on the Weierstrass model chosen for the elliptic curve. In [1], Ahlgren and Ono gave a formula for the number of $\mathbb{F}_p$ points on a modular Calabi-Yau threefold. We extend these works to Dwork hypersurfaces, largely focusing on results that hold for Dwork K3 surfaces. Recall that the family of Dwork K3 surfaces is defined by

$$X_4^4: x_1^4 + x_2^4 + x_3^4 + x_4^4 = 4\lambda x_1 x_2 x_3 x_4.$$ 

We show that the number of points on the family of Dwork K3 surfaces over finite fields can be expressed in terms of Greene’s finite field hypergeometric functions. The following is proved in Section 5.

**Theorem 1.1.** Let $q = p^e$ be a prime power such that $q \equiv 1 \pmod{4}$, $t = \frac{q-1}{4}$, and $T$ be a generator for $\mathbb{F}_q^\times$. When $\lambda^4 = 1$ we have

$$\#X_4^4(\mathbb{F}_q) = \frac{q^3-1}{q-1} + 3qt^t(-1) + q^2 {}_3F_2 \left( \begin{array}{c} T^t, T^{2t}, T^{3t} \\ \epsilon, \epsilon, \frac{1}{\lambda^4} \end{array} \right)_q.$$

More generally, for $\lambda \neq 0$,

$$\#X_4^4(\mathbb{F}_q) = \frac{q^3-1}{q-1} + 12qt^t(-1)T^{2t}(1-\lambda^4) + q^2 {}_3F_2 \left( \begin{array}{c} T^t, T^{2t}, T^{3t} \\ \epsilon, \epsilon, \frac{1}{\lambda^4} \end{array} \right)_q + 3q^2 \left( \frac{T^{3t}}{T^t} \right) {}_2F_1 \left( \begin{array}{c} T^{3t}, T^{2t} \\ \frac{1}{\lambda^4} \end{array} \right)_q,$$

for all prime powers $q \equiv 1 \pmod{4}$ away from the primes of $\lambda$.

**Remark.** Salerno [28] used a finite field hypergeometric function defined by Katz [13] to develop a point count formula for a larger class of diagonal hypersurfaces that could specialize to Dwork K3 surfaces. Theorem 5.5 of Salerno’s paper gives a congruence between the number of points on diagonal surfaces and classical truncated hypergeometric series. This specializes to a single hypergeometric term in the Dwork K3 surface case (see Section 5.4 of Salerno’s paper). Our result in Theorem 1.1 gives an exact formula for the point count, not just a congruence. Furthermore, in Section 3 of this paper we give a congruence between the ${}_3F_2$ finite field hypergeometric function of Theorem 1.1 and classical truncated hypergeometric series that appears in Section 5.4 of Salerno’s paper. We later use this congruence to
prove a result that gives the relationship between the trace of Frobenius and certain periods associated to Dwork K3 surfaces, so for our purposes, Greene’s finite field hypergeometric function is a natural choice of functions to work with.

Note that the character $T^t$ is only defined over $\mathbb{F}_q$ when $q \equiv 1 \pmod{4}$. We would like to develop a point count formula to use for fields $\mathbb{F}_p$, where $p \equiv 3 \pmod{4}$ is prime. In this case, it seems unlikely that we will be able to develop a finite field hypergeometric formula. However, McCarthy [22] defined a $p$-adic version of these hypergeometric functions which we will use to write a concise formula to calculate the number of points on Dwork K3 surfaces over these fields.

**Theorem 1.2.** When $p \equiv 3 \pmod{4}$ and $\lambda \neq 0$, the point count is given by

$$
\#X^4_\lambda(\mathbb{F}_p) = \frac{p^3}{p^3} - 1 + 3G_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\ 0 & 0 & 0 \end{array} \right]_p \lambda^4 - 3p^2G_2 \left[ \begin{array}{ccc} 3/4 & 1/4 \\ 0 & 1/2 \end{array} \right]_p \lambda^4
$$

for all primes $p \equiv 1 \pmod{4}$ away from the primes of $\lambda$.

Though we have already developed a hypergeometric point count formula that holds for primes $p \equiv 1 \pmod{4}$ in Theorem 1.1, we show that we can also give a $p$-adic hypergeometric formula for these primes. Note the similarity between this formula and that of Theorem 1.2.

**Theorem 1.3.** When $p \equiv 1 \pmod{4}$ and $\lambda \neq 0$, the point count is given by

$$
\#X^4_\lambda(\mathbb{F}_p) = \frac{p^3}{p^3} - 1 + 12pT^t(-1)T^{2t}(1 - \lambda^4)
$$

$$
+ 3G_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\ 0 & 0 & 0 \end{array} \right]_p \lambda^4 + 3p^2G_2 \left[ \begin{array}{ccc} 3/4 & 1/4 \\ 0 & 2/4 \end{array} \right]_p \lambda^4
$$

for all primes $p \equiv 1 \pmod{4}$ away from the primes of $\lambda$.

We observe an interesting phenomenon with certain periods associated to the Dwork surfaces we have studied. For an $n$-dimensional Dwork hypersurface, we calculate a period integral, obtained by choosing dual bases of the space of holomorphic $(n,0)$-differentials and the space of cycles $H^n(X^n_{\lambda}, \Omega)$ and integrating the differentials over each cycle. Note that the dimension of both spaces is 1 since Dwork hypersurfaces are Calabi-Yau manifolds and, therefore, have genus $g = 1$. The natural choice for a basis of differentials would be the nowhere vanishing holomorphic $n$-form. These periods can be written in terms of classical hypergeometric series, a fact that was first noted by Dwork in [5]. Interestingly, the hypergeometric expressions for the periods and the point counts ”match” in the sense that fractions with denominator $a$ in the classical series coincide with characters of order $a$ in the finite field hypergeometric functions. We use these matching expressions to prove the following result for Dwork K3 surfaces in Section 7.1.

**Theorem 1.4.** For the Dwork K3 surface

$$
X^4_\lambda: x_1^4 + x_2^4 + x_3^4 + x_4^4 = 4\lambda x_1 x_2 x_3 x_4,
$$

the trace of Frobenius over $\mathbb{F}_p$ and the period associated to the surface are congruent modulo $p$ when $p \equiv 1 \pmod{4}$.

We conjecture an analogous result for higher dimensional Dwork hypersurfaces

$$
X^d_\lambda: x_1^d + x_2^d + \ldots + x_d^d = d\lambda x_1 x_2 \ldots x_d
$$
in Section 8.

The remainder of this paper is organized as follows. In Section 2 we give some necessary background information that will be used throughout the paper. Section 3 gives some congruences between classical hypergeometric series and finite field hypergeometric functions that we will use in our period and trace of Frobenius results. We prove Theorem 1.1 in Section 5, using results that are proved in Section 4. In Section 6 we prove the $p$-adic point count formulas of Theorems 1.2 and 1.3. We prove Theorem 1.4 in Section 7.1. Finally, we extend these Dwork K3 surface results to higher dimensional hypersurfaces in Section 8.
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2. Preliminaries

2.1. Hypergeometric Series and Functions. We start by recalling the definition of the classical hypergeometric series

$$ \binom{n+1}{F_n} \left( \begin{array}{cccc} a_0 & a_1 & \ldots & a_n \\ b_1 & \ldots & b_n \end{array} \bigg| x \right) = \sum_{k=0}^{\infty} \frac{(a_0)_k \ldots (a_n)_k}{(b_1)_k \ldots (b_n)_k k!} x^k, $$

(2.1)

where $(a)_0 = 1$ and $(a)_k = a(a+1)(a+2)\ldots(a+k-1)$. In Section 3 we will also be interested in truncated hypergeometric series. For a positive integer, $m$, define the hypergeometric series truncated at $m$ to be

$$ \binom{n+1}{F_n} \left( \begin{array}{cccc} a_0 & a_1 & \ldots & a_n \\ b_1 & \ldots & b_n \end{array} \bigg| x \right)_{\text{tr}(m)} = \sum_{k=0}^{m-1} \frac{(a_0)_k \ldots (a_n)_k}{k!(b_1)_k \ldots (b_n)_k} x^k. $$

(2.2)

In his 1987 paper [8], Greene introduced a finite field, character sum analogue of classical hypergeometric series that satisfies similar summation and transformation properties. Let $\mathbb{F}_q$ be the finite field with $q$ elements, where $q$ is a power of an odd prime $p$. If $\chi$ is a multiplicative character of $\hat{\mathbb{F}}_q^\times$, extend it to all of $\mathbb{F}_q$ by setting $\chi(0) = 0$. For any two characters $A, B$ of $\hat{\mathbb{F}}_q^\times$ we define the normalized Jacobi sum by

$$ (A \ B) := \frac{B(-1)}{q} \sum_{x \in \mathbb{F}_q} A(x)B(1-x) = \frac{B(-1)}{q} J(A, B), \quad (2.3) $$

where $J(A, B) = \sum_{x \in \mathbb{F}_q} A(x)B(1-x)$ is the usual Jacobi sum.

For any positive integer $n$ and characters $A_0, \ldots, A_n, B_1, \ldots, B_n$ in $\hat{\mathbb{F}}_q^\times$, Greene defined the finite field hypergeometric function $\binom{n+1}{F_n}$ over $\mathbb{F}_q$ by

$$ \binom{n+1}{F_n} \left( \begin{array}{cccc} A_0 & A_1 & \ldots & A_n \\ B_1 & \ldots & B_n \end{array} \bigg| x \right) = \frac{q}{q-1} \sum_{\chi} \binom{A_0\chi}{\chi} \binom{A_1\chi}{B_1\chi} \ldots \binom{A_n\chi}{B_n\chi} \chi(x). $$

(2.4)
In the case where \( n = 1 \), an alternate definition, which is in fact Greene’s original definition, is given by

\[
2F_1 \left( \begin{array}{c} A & B \\ C \\ \end{array} \right) | x \right)_q = \epsilon(x) \frac{BC(-1)}{q} \sum_y B(y) BC(1 - y) A(1 - xy). \tag{2.5}
\]

### 2.2. Gauss and Jacobi Sums

Unless otherwise stated, information in this section can be found in Ireland and Rosen’s text [12, Chapter 8].

We define the standard trace map \( \text{tr} : \mathbb{F}_q \to \mathbb{F}_p \) by

\[
\text{tr}(x) = x + x^p + \ldots + x^{p^{e-1}}.
\]

Let \( \pi \in \mathbb{C}_p \) be a fixed root of \( x^p - 1 + p = 0 \) and let \( \zeta_p \) be the unique \( p \)th root of unity in \( \mathbb{C}_p \) such that \( \zeta_p \equiv 1 + \pi \pmod{\pi^2} \). Then for \( \chi \in \hat{\mathbb{F}_q^\times} \) we define the Gauss sum \( g(\chi) \) to be

\[
g(\chi) := \sum_{x \in \mathbb{F}_q} \chi(x) \theta(x), \tag{2.6}
\]

where we define the additive character \( \theta \) by \( \theta(x) = \zeta_p^{\text{tr}(x)} \). Note that if \( \chi \) is nontrivial then \( g(\chi)^q g(\chi) = \chi(-1)q \).

We have the following connection between Gauss sums and Jacobi sums. For non-trivial characters \( \chi \) and \( \psi \) on \( \mathbb{F}_q \) whose product is also non-trivial,

\[
J(\chi, \psi) = \frac{g(\chi)g(\psi)}{g(\chi \psi)}.
\]

More generally, for non-trivial characters \( \chi_1, \ldots, \chi_n \) on \( \mathbb{F}_q \) whose product is also non-trivial,

\[
J(\chi_1, \ldots, \chi_n) = \frac{g(\chi_1) \cdots g(\chi_n)}{g(\chi_1 \cdots \chi_n)}.
\]

Another important product formula is the Hasse-Davenport formula.

**Theorem 2.1.** [16, Theorem 10.1] Let \( m \) be a positive integer and let \( q \) be a prime power such that \( q \equiv 1 \pmod{m} \). For characters \( \chi, \psi \in \hat{\mathbb{F}_q^\times} \) we have

\[
\prod_{i=0}^{m-1} g(\chi^i \psi) = -g(\psi^m)g^{-m}(m) \prod_{i=0}^{m-1} g(\chi^i).
\]

In Section 4 we will use the following specializations of this.

**Corollary 2.2.**

\[
g(T^{d^2}) = \frac{\prod_{i=0}^{3} g(T^{i}t^{i+j})}{qT^{-d^2}T^i(-1)g(T^{2i})}.
\]

**Proof.** This follows from Theorem 2.1 using \( m = 4, \chi = T^i \), and \( \psi = T^j \). \( \square \)

**Corollary 2.3.** More generally,

\[
g(T^{d^2}) = \frac{\prod_{i=0}^{d-1} g(T^{i}t^{i+j})}{T^{-d^2}d \prod_{i=1}^{d-1} g(T^{i})},
\]

where \( q \equiv 1 \pmod{d} \), \( t = \frac{q-1}{d} \), and \( T \) is a generator for \( \hat{\mathbb{F}_q^\times} \).
Though there are other relations for Gauss sum expressions (see, for example, [6, 29]), the Hasse-Davenport formula is our main tool for simplifying the expressions that appear in this paper’s results. However, the following theorem of Helverson-Pasotto will be useful for rewriting an expression that appears in Section [4].

**Theorem 2.4.** [10] Theorem 2]

\[
\frac{1}{q-1} \sum_{\chi} g(A\chi)g(B\chi)g(C\chi)g(D\chi) = \frac{g(AB)g(AD)g(BC)g(CD)}{g(ABCD)} + q(q-1)AC(-1)\delta(ABCD),
\]

where \( \delta(ABCD) = 1 \) if \( ABCD \) is the trivial character and 0 otherwise.

The following is a new result about Gauss sums that is also helpful for simplifying formulas in Section [4].

**Proposition 2.5.** Let \( q \) be a prime power such that \( q \equiv 1 \pmod{4} \), \( t = \frac{q-1}{4} \), and \( T \) be a generator for \( \overline{F}_q \). Let \( a, b \) be multiples of \( t \) satisfying \( a + b = 2t \). Then

\[
g(T^{2t}) \sum_{j=0}^{q-2} g(T^{j+a})g(T^{-j+b})T^j(-1)T^{4j}(\lambda) = q(q-1)T^b(-1)T^{2t}(1 - \lambda^4).
\]

**Proof.** We start by using Equation (2.6) to write

\[
\sum_{j=0}^{q-2} g(T^{j+a})g(T^{-j+b})T^j(-1)T^{4j}(\lambda) = \sum_{j=0}^{q-2} T^j(-\lambda^4) \left( \sum_{x \in \overline{F}_q} T^{j+a}(x)\theta(x) \right) \left( \sum_{y \in \overline{F}_q} T^{-j+b}(y)\theta(y) \right)
\]

\[
= \sum_{j=0}^{q-2} T^j(-\lambda^4) \sum_{x,y \in \overline{F}_q} T^{j+a}(x)T^{-j+b}(y)\theta(x + y)
\]

\[
= \sum_{j=0}^{q-2} T^j(-\lambda^4) \sum_{x,y \in \overline{F}_q} T^j(x/y)T^a(x)T^b(y)\theta(x + y)
\]

\[
= \sum_{x,y \in \overline{F}_q} T^a(x)T^b(y)\theta(x + y) \sum_{j=0}^{q-2} T^j \left( -\frac{\lambda^4 x}{y} \right).
\]

Note that \( \sum_{j=0}^{q-2} T^j \left( -\frac{\lambda^4 x}{y} \right) = 0 \) unless \( -\frac{\lambda^4 x}{y} = 1 \), in which case the sum equals \( q - 1 \). So, we let \( x = -\frac{y}{\lambda^4} \) to get

\[
\sum_{j=0}^{q-2} g(T^{j+a})g(T^{-j+b})T^j(-1)T^{4j}(\lambda) = \left( q - 1 \right) \sum_{y \in \overline{F}_q} T^a \left( -\frac{y}{\lambda^4} \right) T^b(y)\theta \left( -\frac{y}{\lambda^4} + y \right)
\]

\[
= \left( q - 1 \right) \sum_{y \in \overline{F}_q} T^a \left( -\frac{y}{\lambda^4} \right) T^b(y)\theta \left( y(-\frac{1}{\lambda^4} + 1) \right).
\]

We now consider two cases. First, suppose \( \lambda^4 = 1 \). Then we have

\[
\sum_{y \in \overline{F}_q} T^a(-y)T^b(y)\theta(0) = T^a(-1) \sum_{y \in \overline{F}_q} T^{2t}(y) = 0
\]
since \(T^{2t}\) is not a trivial character. Now suppose \(\lambda^4 \neq 1\). Then we perform the change of variables \(y \to y(-1/\lambda^4 + 1)^{-1}\) to get
\[
\sum_{y \in \mathbb{F}_q^\times} T^a \left(\frac{-y}{\lambda^4-1}\right) T^b \left(\frac{-y}{-1/\lambda^4+1}\right) \theta(y) = T^{-a}(1 - \lambda^4)T^{-b} \left(\frac{-1}{\lambda^4} + 1\right) \sum_{y \in \mathbb{F}_q^\times} T^{a+b}(y)\theta(y)
\]
\[
= T^{b-2t}(1 - \lambda^4)T^{-b} \left(\frac{-1}{\lambda^4} + 1\right) \sum_{y \in \mathbb{F}_q^\times} T^{2t}(y)\theta(y)
\]
\[
= T^{b}(-\lambda^4)T^{-2t}(1 - \lambda^4)g(T^{2t}).
\]
Note that if \(\lambda^4 = 1\) then \(T^{b}(-\lambda^4)T^{-2t}(1 - \lambda^4)g(T^{2t}) = 0\), so we can use this expression for all \(\lambda\). Hence,
\[
g(T^{2t}) \sum_{j=0}^{q-2} g(T^{j+a})g(T^{j+b})T^{4j}(\lambda) = g(T^{2t}) \cdot (q-1)T^{b}(-\lambda^4)T^{-2t}(1 - \lambda^4)g(T^{2t})
\]
\[
= qT^{2t}(-1) \cdot (q-1)T^{b}(-\lambda^4)T^{-2t}(1 - \lambda^4)
\]
\[
= q(q-1)T^{b}(-1)T^{-2t}(1 - \lambda^4),
\]
where the last equation holds because \(b\) is a multiple of \(t\) and \(T^{4t}(\lambda) = 1\).

\[\Box\]

2.3. \textit{p-}\textit{adic Gamma Function.} Throughout this section let \(q = p^e\) be a power of an odd prime \(p\) and let \(\mathbb{Z}_p\) denote the ring of \(p\)-adic integers. Also, let \(\mathbb{Q}_p\) denote the field of \(p\)-adic numbers and \(\mathbb{C}_p\) be its \(p\)-adic completion. The following facts can be found in, for example, \([1]\), \([9]\), and \([24]\). We define the \(p\)-adic Gamma function \(\Gamma_p : \mathbb{Z}_p \to \mathbb{Z}_p^*\) by
\[
\Gamma_p(n) := (-1)^n \prod_{j < n, p|j} j
\]
for numbers \(n \in \mathbb{N}\). We extend this to all \(x \in \mathbb{Z}_p\) by
\[
\Gamma_p(x) := \lim_{n \to x} \Gamma_p(n),
\]
where in the limit we take any sequence of positive integers that approaches \(x\) \(p\)-adically.

**Proposition 2.6.** \([24]\) Proposition 4.2] If \(p \geq 5\) is prime, \(x, y \in \mathbb{Z}_p\), and \(z \in p\mathbb{Z}_p\), then
\[
(1) \quad \Gamma_p(x+1) = \begin{cases} 
-x\Gamma_p(x) & \text{if } x \in \mathbb{Z}_p^* \\
-\Gamma_p(x) & \text{if } x \in p\mathbb{Z}_p
\end{cases}
\]
\[
(2) \quad \text{If } n \geq 1 \text{ and } x \equiv y \pmod{p^n} \text{ then } \Gamma_p(x) \equiv \Gamma_p(y) \pmod{p^n}.
\]
\[
(3) \quad \Gamma_p(x+z) \equiv \Gamma_p(x) \pmod{p}.
\]
\[
(4) \quad |\Gamma_p(x)| = 1.
\]
\[
(5) \quad \text{Let } x_0 \in \{1, \ldots, p\} \text{ be the constant term in the } p\text{-adic expansion of } x. \text{ Then } 
\Gamma_p(x)\Gamma_p(1-x) = (-1)^{x_0}.
\]

The following proposition relates the \(p\)-adic Gamma function to the Pochhammer symbol.

**Proposition 2.7.** \([24]\) Proposition 5.1] Let \(m\) and \(d\) be integers with \(1 \leq m < d\). If \(p \equiv 1 \pmod{d}\) is a prime, then define \(t\) such that \(t = \frac{p-1}{d}\). If \(0 \leq j \leq mt\), then
\[
\frac{\Gamma_p \left(\frac{m}{d} + j\right) \Gamma_p \left(1 - \frac{m}{d} + j\right)}{\Gamma_p \left(1 + j\right)^2} = (-1)^{mt+1} \frac{\left(\frac{m}{d}\right)_j \left(\frac{d-m}{d}\right)_j}{j!^2}.
\]
We will use this proposition in the proof of Theorem 3.1 in Section 3.

We now state a relationship between Gauss sums and the $p$-adic Gamma function. Recall that $\pi \in \mathbb{C}_p$ is the fixed root of $x^{p-1} + p = 0$ given in Section 2.2. Define the Teichmüller character, $\omega$, to be the primitive character on $\mathbb{F}_p$ that is uniquely defined by the property $\omega(x) \equiv x \pmod{p}$ for all $x$ in $\{0, \ldots, p-1\}$. Then the Gross-Koblitz formula, specialized to the case where the field is $\mathbb{F}_p$, is the following.

**Theorem 2.8.** [9, Theorem 1.7] For $j$ in $\{0, \ldots, p-1\}$,

$$g(\omega^j) = -\pi^j \Gamma_p \left( \frac{j}{p-1} \right).$$

2.4. $p$-adic Hypergeometric Function. In Section 2.1 we defined finite field hypergeometric functions, which will be used in many of the results in this thesis. These hypergeometric functions, however, are limited to primes in which the characters are defined. For example, in Theorem 1.1 our point count result is limited to primes and prime powers congruent to 1 mod 4. In order to extend our results to primes in other congruence classes, we use a $p$-adic hypergeometric function developed by McCarthy in [22].

For $x \in \mathbb{Q}$ we let $\lfloor x \rfloor$ denote the greatest integer less than or equal to $x$ and let $\langle x \rangle$ denote the fractional part of $x$, i.e. $x - \lfloor x \rfloor$.

**Definition 2.9.** [22, Definition 1.1] Let $p$ be an odd prime and let $t \in \mathbb{F}_p$. For $n \in \mathbb{Z}^+$ and $1 \leq i \leq n$, let $a_i, b_i \in \mathbb{Q} \cap \mathbb{Z}_p$. Then we define

$$nG_n \left[ \begin{array}{cccc} a_1 & a_2 & \ldots & a_n \\ b_1 & b_2 & \ldots & b_n \\ \end{array} \right] _t \left[ \frac{m}{d} \right] : = \frac{-1}{p-1} \sum_{j=0}^{p-2} (-1)^j n \omega^j (t) \Gamma_p \left( \frac{j}{p-1} \right) \prod_{i=1}^{n} \frac{\Gamma_p \left( \langle a_i \rangle \right) \Gamma_p \left( \langle -b_i \rangle \right)}{\Gamma_p \left( \langle -a_i \rangle \right) \Gamma_p \left( \langle b_i \rangle \right)} \left( -p \right)^{-\left[ \langle a_i \rangle - \frac{j-1}{p-1} \right] - \left[ \langle -b_i \rangle + \frac{j-1}{p-1} \right]}.$$

3. Hypergeometric Congruences

In this section we prove congruences between classical truncated hypergeometric series and finite field hypergeometric functions. This builds on results of Mortenson [24, 25] by considering hypergeometric functions evaluated away from 1, though our results hold mod $p$ instead of $p^2$.

The first result is for $2F_1$ hypergeometric functions.

**Theorem 3.1.** Let $m$ and $d$ be integers with $1 \leq m < d$. If $p \equiv 1 \pmod{d}$ and $T$ is a generator for the character group $\mathbb{F}_p^\times$ then, for $x \neq 0$,

$$2F_1 \left( \begin{array}{c} m \\ d \end{array} \frac{d-m}{1} \frac{d}{a} \right) \equiv -p \left[ \frac{m}{d} \right] _{tr(p)} T^{\alpha q} \left( T^{\alpha q} \left[ \frac{m}{d} \right] _{tr(p)} x \right) \pmod{p},$$

where $t = \frac{p-1}{d}$.
The following corollary applies to the hypergeometric functions that appear in Clemens’ and Koike’s trace of Frobenius expressions for Legendre elliptic curves.

**Corollary 3.2.** If \( p \) is an odd prime and \( \phi \) is a quadratic character in \( \widehat{\mathbb{F}}_p \), then, for \( \lambda \neq 0 \),

\[
(-1)^\frac{p-1}{2} {\hypergeom{-1}{2}{1}{\frac{1}{2}}{\frac{1}{2}}{\lambda}}_{\text{tr}(p)} \equiv -\phi(-1)^2 p \ {\hypergeom{-1}{2}{1}{\frac{\phi}{\epsilon}}{\frac{\phi}{\epsilon}}{\lambda}}_p \pmod{p}.
\]

**Proof of Theorem 3.1.** We use Equation 2.4 to write

\[
-p^2 \ {\hypergeom{-1}{2}{1}{\frac{T^{mt}}{\chi}}{\frac{T^{mt}}{\chi}}{x}}_p = \frac{p^2}{1-p} \sum_{\chi} \left( \frac{T^{mt}_\chi}{\chi} \right) \left( \frac{T^{mt}_\chi}{\epsilon \chi} \right) \chi(x)
\]

Using properties of Gauss and Jacobi sums from Sections 2.1 and 2.2 we break this down to

\[
\frac{p^2}{1-p} \sum_{\chi} \chi(-1) \frac{J(T^{mt}_\chi, \chi)}{p} \frac{\chi(-1)}{\chi} J(T^{mt}_\chi, \chi) \chi(x)
\]

\[
= \frac{1}{1-p} \sum_{\chi} \frac{g(T^{mt}_\chi) g(\chi) g(T^{mt}_\chi) g(\chi)}{g(T^{mt}_\chi) g(\chi)} \chi(x)
\]

\[
= \frac{1}{1-p} \sum_{\chi} \frac{g(T^{mt}_\chi) g(\chi) g(\chi)}{T^{mt}_\chi \epsilon(-1)} \chi(x)
\]

\[
= \frac{T^{mt}_\chi}{p(1-p)} \sum_{\chi} g(T^{mt}_\chi) g(\chi) \chi(x).
\]

We rewrite this in terms of the Teichm"uller character \( \omega \) defined in Section 2.3 by letting \( T = \omega \) and \( \chi = \omega^{-j} \). Furthermore, we split up the sum as Mortenson does in [24]. This yields the expression

\[
\frac{\omega^{mt}(-1)}{p(1-p)} \sum_{\chi} g(T^{mt}_\chi) g(\chi)^2 \chi(x) = \frac{T^{mt}_\chi}{p(1-p)} \left[ \sum_{j=0}^{mt} g(\omega^{mt-j}) g(\omega^{p-1-mt-j}) g(\omega^j)^2 \omega^{j} \chi(x) \right.
\]

\[
+ \sum_{j=mt+1}^{p-1-mt} g(\omega^{p-1+mt-j}) g(\omega^{p-1-mt-j}) g(\omega^j)^2 \omega^{j} \chi(x)
\]

\[
+ \sum_{j=p-mt}^{p-2} g(\omega^{p-1+mt-j}) g(\omega^{2(p-1)-mt-j}) g(\omega^j)^2 \omega^{j} \chi(x) \right].
\]
We use the Gross Koblitz formula given in Theorem 2.8 to write this expression in terms of the $p$-adic Gamma function

\[
\frac{\omega^{mt}(-1)}{p(1-p)} \left[ \sum_{j=0}^{mt} \pi^{p-1} \Gamma_p \left( \frac{mt-j}{p-1} \right) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) \omega^j(x) \\
+ \sum_{j=mt+1}^{p-1-mt} \pi^2(p-1) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) \omega^j(x) \\
+ \sum_{j=p-mt}^{p-2} \pi^3(p-1) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{2(p-1)-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) \omega^j(x) \right].
\]

Recalling that $\pi$ is a solution to $x^{p-1} + p = 0$, we have that $\pi^{p-1} = -p$. We use this to rewrite the sum as

\[
\frac{\omega^{mt}(-1)}{p(1-p)} \left[ \sum_{j=0}^{mt} -p \Gamma_p \left( \frac{mt-j}{p-1} \right) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) \omega^j(x) \\
+ \sum_{j=mt+1}^{p-1-mt} p^2 \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) \omega^j(x) \\
+ \sum_{j=p-mt}^{p-2} -p^3 \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{2(p-1)-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) \omega^j(x) \right].
\]

In Section 2.3 we define the Teichmüller character by the property $\omega(x) \equiv x \pmod{p}$ for all $x$ in $\{0, \ldots, p-1\}$. Using this we prove that the above sum is congruent modulo $p$ to the expression

\[
\frac{(-1)^{mt}}{p(1-p)} \left[ \sum_{j=0}^{mt} -p \Gamma_p \left( \frac{mt-j}{p-1} \right) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) x^j \\
+ \sum_{j=mt+1}^{p-1-mt} p^2 \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) x^j \\
+ \sum_{j=p-mt}^{p-2} -p^3 \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{2(p-1)-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) x^j \right].
\]

We simplify this expression to get that this is congruent modulo $p$ to the expression

\[
\frac{(-1)^{mt}}{(1-p)} \left[ \sum_{j=0}^{mt} -\Gamma_p \left( \frac{mt-j}{p-1} \right) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) x^j \\
+ \sum_{j=mt+1}^{p-1-mt} p \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) x^j \\
+ \sum_{j=p-mt}^{p-2} -p^2 \Gamma_p \left( \frac{p-1-mt-j}{p-1} \right) \Gamma_p \left( \frac{2(p-1)-mt-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) x^j \right].
\]
Note that since $\Gamma_p: \mathbb{Z}_p \to \mathbb{Z}_p^*$, the last two summands are congruent to 0 modulo $p$. Hence, we are left with

$$\left(\frac{-1}{1-p}\right)^{mt} \sum_{j=0}^{mt} -\Gamma_p \left(\frac{m-1}{p-1}\right) \Gamma_p \left(\frac{-1+mt}{p-1}\right) \Gamma_p \left(\frac{j}{p-1}\right)^2 x^j \pmod{p}. \quad (\text{mod } p).$$

This much simpler expression can be broken down even further. Note that $\frac{mt}{p-1} = \frac{m}{d}$. Then the above expression is congruent, modulo $p$, to

$$- (\frac{-1}{1-p})^{mt} \sum_{j=0}^{mt} \Gamma_p \left(\frac{m}{d} + j\right) \Gamma_p \left(1 - \frac{m}{d} + j\right) \Gamma_p \left(-j\right)^2 x^j. \quad (3.1)$$

We then use part 5 of Proposition 2.6 to get

$$\Gamma_p(y)^2 = \frac{1}{\Gamma_p(1-y)^2}.$$

We use this to write that Equation (3.1) is congruent modulo $p$ to the expression

$$(-1)^{mt+1} \sum_{j=0}^{mt} \Gamma_p \left(\frac{m}{d} + j\right) \Gamma_p \left(1 - \frac{m}{d} + j\right) \Gamma_p \left(1 + j\right)^2 x^j.$$

We now use Proposition 2.7 to write that Equation (3.1) is congruent modulo $p$ to the expression

$$\sum_{j=0}^{mt} \frac{\left(\frac{m}{d}\right)_j \left(\frac{d-m}{d}\right)_j}{j!^2} x^j.$$

Note that we are summing to $mt = \frac{m(p-1)}{d}$. If $j > mt$ then the rising factorial $\left(\frac{m}{d}\right)_j$ has as a factor

$$\frac{m}{d} + \left(\frac{m(p-1)}{d} + 1\right) - 1 = \frac{m}{d} + \frac{m(p-1)}{d} = p \cdot \frac{m}{d}.$$

Thus,

$$\sum_{j=0}^{mt} \frac{\left(\frac{m}{d}\right)_j \left(\frac{d-m}{d}\right)_j}{j!^2} x^j \equiv \sum_{j=0}^{p-1} \frac{\left(\frac{m}{d}\right)_j \left(\frac{d-m}{d}\right)_j}{j!^2} x^j \pmod{p},$$

since each missing term in the summand on the left has a factor of $p$ in it.

Noting that $(1)_j = j!$, we use Equation 2.22 to identify this as a truncated hypergeometric series

$$\sum_{j=0}^{p-1} \frac{\left(\frac{m}{d}\right)_j \left(\frac{d-m}{d}\right)_j}{j!^2} x^j = \left(\frac{m}{d} \frac{d-m}{d-1}\right) \left(\begin{array}{c} x \end{array}\right)_{tr(p)}.$$

Thus, we have proved that

$$\left(\frac{m}{d} \frac{d-m}{d-1}\right) \left(\begin{array}{c} x \end{array}\right)_{tr(p)} \equiv -p \left(\begin{array}{c} T^m t \quad \begin{array}{c} T^m t \end{array}\end{array}\right) \left(\begin{array}{c} x \end{array}\right)_{p} \pmod{p}.$$
Our next congruence result holds for hypergeometric functions that appear in our work with Dwork hypersurfaces. The proof is similar to that of Theorem 3.1 and so we omit some steps.

**Theorem 3.3.** Let \( p \equiv 1 \pmod{d} \) and \( T \) be a generator for the character group \( \tilde{\mathbb{F}}_p^x \) then,

\[
p^{d-2} d_{d-2} \left( \begin{array}{c} T^t \ T^{2t} \ \ldots \ \ T^{(d-1)t} \ \epsilon \ \ldots \ \epsilon \end{array} \right)_p x
\]

\[
\equiv (-1)^d d_{d-2} \left( \begin{array}{c} 1 \ 2 d \ d \ \ldots \ d \ - \ 1 \end{array} \right)_p x_{tr(p)} \pmod{p},
\]

where \( t = \frac{p-1}{d} \).

We will use the following corollary in our work with Dwork K3 surfaces in Section 7.1.

**Corollary 3.4.** Let \( p \equiv 1 \pmod{4} \) and \( T \) be a generator for the character group \( \tilde{\mathbb{F}}_p^x \) then,

\[
3F_2 \left( \begin{array}{c} 1 \ 2 \ d \ d \ 1 \ 1 \end{array} \right)_p x \equiv p^2 3F_2 \left( \begin{array}{c} T^t \ T^{2t} \ T^{3t} \ \epsilon \ \epsilon \ \epsilon \end{array} \right)_p x \pmod{p}, \quad (3.2)
\]

where \( t = \frac{p-1}{4} \).

**Proof of Theorem 3.3.** We start by using Equation 2.4 to write

\[
p^{d-2} d_{d-2} \left( \begin{array}{c} T^t \ T^{2t} \ \ldots \ \ T^{(d-1)t} \ \epsilon \ \ldots \ \epsilon \end{array} \right)_p = \frac{p^{d-1}}{p-1} \sum_{\chi} \left( \frac{T^t \chi}{\chi} \right) \left( \frac{T^{2t} \chi}{\chi} \right) \ldots \left( \frac{T^{(d-1)t} \chi}{\chi} \right) \epsilon \chi \left( \frac{T^{(d-1)t} \chi}{\chi} \right) \chi(x).
\]

Using properties of Gauss and Jacobi sums from Sections 2.1 and 2.2 we break this down to

\[
\frac{1}{p-1} \sum_{\chi} J(T^t \chi, \chi) J(T^{2t} \chi, \chi) \ldots J(T^{(d-1)t} \chi, \chi) \chi((-1)^{d-1} x)
\]

\[
= \frac{1}{p-1} \sum_{\chi} \frac{g(T^t \chi)g(T^{2t} \chi)\ldots g(T^{(d-1)t} \chi)g(\overline{\chi})^{d-1}}{g(T^t)g(T^{2t})\ldots g(T^{(d-1)t})} \chi((-1)^{d-1} x).
\]

We are able to simplify the denominator, but the result will be different depending on the parity of \( d \). We split into two cases: \( d \) even and \( d \) odd.

We start by assuming \( d \) is even. In this case our expression becomes

\[
= \frac{1}{p-1} \sum_{\chi} \frac{g(T^t \chi)g(T^{2t} \chi)\ldots g(T^{(d-1)t} \chi)g(\overline{\chi})^{d-1}}{g(T^t)g(T^{2t})\ldots g(T^{(d-1)t})} \chi(-x).
\]

Note that there are \( d-1 \) terms in the denominator, which is an odd number. We will have \( \frac{d^2-2}{2} \) pairings of the form \( g(T^m)g(T^{(d-m)t}) = pT^{mt}(-1) \). The remaining term that does not get paired off is \( g(T^{td/2}) \). Thus, our expression can be written as

\[
= \frac{T^a(-1)}{p^{(d-2)/2}(p-1)g(T^{td/2})} \sum_{\chi} g(T^t \chi)g(T^{2t} \chi)\ldots g(T^{(d-1)t} \chi)g(\overline{\chi})^{d-1} \chi(-x),
\]

where \( a = t + 2t + \ldots + \frac{d^2-2}{2}t \). We now rewrite this in terms of the Teichmüller character \( \omega \) by letting \( T = \omega^j \) and \( \chi = \omega^{-j} \). Furthermore, we can split up the sum in a similar manner to how we did in the proof of Theorem 3.1. We will focus on the first summand only, with
$0 \leq j \leq t$, since, as in the previous proof, the remaining summands are congruent to 0 modulo $p$. Thus, we have

$$\frac{-\omega^j (−1)}{p^{(d-2)/2}(p-1)g(\omega^{d/2})} \sum_{j=0}^{t} g(\omega^{d-j})g(\omega^{2t-j}) \ldots g(\omega^{(d-1)t-j})g(\omega^j)^{d-1}\omega^j (−x).$$

We use the Gross Koblitz formula to write this expression in terms of the $p$-adic Gamma function. Note that the resulting power of $\pi$ cancels with the $p^{(d-2)/2}$ in the denominator.

$$= \frac{-\omega^j (−1)}{(−1)^{(d-2)/2}(p-1)\Gamma_p \left( \frac{d/2}{p-1} \right)} \sum_{j=0}^{t} \Gamma_p \left( \frac{t-j}{p-1} \right) \Gamma_p \left( \frac{(d-1)t-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right)^{d-1} \omega^j (−x).$$

We now reduce this sum modulo $p$ and simplify using the same techniques as in the proof of Theorem 3.1. We recall that $\omega(x) \equiv x \pmod{p}$ for all $x$ in $\{0, \ldots, p-1\}$ and $p-1 \equiv -1 \pmod{p}$. Furthermore, by Equation 2.7 we have that $\Gamma_p(1+j) = (-1)^{1+j}$. We combine this with part 5 of Proposition 2.6 to get

$$\Gamma_p \left( \frac{-j}{d-1} \right) = \frac{1}{j^{d-1}}.$$

Lastly, if $0 \leq j \leq t$, then $\Gamma_p \left( \frac{m}{d} + j \right) = (-1)^j \left( \frac{m}{d} \right)_j \Gamma_p \left( \frac{m}{d} \right)$, for $m = 1, 2, \ldots, d-1$. Thus, our expression is congruent modulo $p$ to

$$\frac{(−1)^{a-(d-2)/2}}{\Gamma_p \left( \frac{d/2}{d} \right)} \left[ \sum_{j=0}^{t} \left( \frac{1}{d} \right)_j \left( \frac{2}{d} \right)_j \ldots \left( \frac{d-1}{d} \right)_j \Gamma_p \left( \frac{1}{d} \right) \Gamma_p \left( \frac{2}{d} \right) \ldots \Gamma_p \left( \frac{d-1}{d} \right) \right] (x)^j.$$

We use part 5 of Proposition 2.6 to simplify the $p$-adic Gamma pairs

$$\Gamma_p \left( \frac{m}{d} \right) \Gamma_p \left( 1 - \frac{m}{d} \right) = (-1)^{(d-m)t+1}.$$

The resulting exponent of $−1$ from this will be $b + \frac{d-2}{2}$, where $b = (d-1)t + \ldots + (d - \frac{d-2}{2}) t$. Thus, our expression is congruent modulo $p$ to

$$\equiv (-1)^{a+b} \sum_{j=0}^{t} \left( \frac{1}{d} \right)_j \left( \frac{2}{d} \right)_j \ldots \left( \frac{d-1}{d} \right)_j \Gamma_p \left( \frac{1}{d} \right) \Gamma_p \left( \frac{2}{d} \right) \ldots \Gamma_p \left( \frac{d-1}{d} \right) (x)^j \pmod{p},$$

Note that

$$a + b = t + 2t + \ldots + \frac{d-2}{2}t + (d-1)t + \ldots + (d - \frac{d-2}{2}) t$$

$$= dt + \ldots + dt$$

$$= dt \cdot \frac{d-2}{2}$$

$$= (p-1) \cdot \frac{d-2}{2},$$

which is even. Thus we can write that $(-1)^{a+b} = (-1)^d$.

Now suppose that $d$ is odd. In this case our expression becomes

$$\frac{1}{p-1} \sum_{\chi} g(T^t \chi)g(T^{2t} \chi) \ldots g(T^{(d-1)t} \chi)g(T^{(d-1)/2} \chi) \chi(x).$$
The rest of the proof is similar to the case when $d$ is even, but slightly easier. There are $d - 1$ terms in the denominator, which is an even number. We will have $\frac{d - 1}{2}$ pairings of the form $g(T^{mt})g(T^{(d-m)t}) = pT^{mt}(-1)$. Thus, our expression can be written as

$$\frac{T^{a'}(-1)}{p^{(d-1)/2}(p - 1)} \sum_{\chi} g(T^t \chi) g(T^{2t} \chi) \cdots g(T^{(d-1)t} \chi) g(\omega)^{d-1} \chi(x),$$

where $a' = t + 2t + \ldots + \frac{d - 1}{2}t$.

We now rewrite this in terms of the Teichmüller character $\omega$ by letting $T = \omega$ and $\chi = \omega^{-j}$. Furthermore, we can split up the sum in a similar manner to how we did when $d$ was even. We will focus on the first summand only, with $0 \leq j \leq t$, since, as in the previous proof, the remaining summands are congruent to 0 modulo $p$. Thus, we have

$$\frac{\omega^{a'}(-1)}{p^{(d-1)/2}(p - 1)} \sum_{j=0}^{t} g(\omega^{-j}) g(\omega^{2t-j}) \cdots g(\omega^{(d-1)t-j}) g(\omega)^{d-1} \omega^j(x).$$

We use the Gross-Koblitz formula to write this expression in terms of the $p$-adic Gamma function

$$= \frac{\omega^{a'}(-1)}{(-1)^{(d-1)/2}(p - 1)} \sum_{j=0}^{t} \Gamma_{p} \left( \frac{t-j}{p-1} \right) \Gamma_{p} \left( \frac{2t-j}{p-1} \right) \cdots \Gamma_{p} \left( \frac{(d-1)t-j}{p-1} \right) \Gamma_{p} \left( \frac{d-1}{p-1} \right) \omega^j(x).$$

Note that the resulting power of $\pi$ canceled with the $p^{(d-1)/2}$ in the denominator. Furthermore, we reduce the sum modulo $p$ and simplify using the same techniques as in the proof for $d$ even. Our expression is congruent modulo $p$ to

$$( -1 )^{a'-(d-1)/2+1} \left[ \sum_{j=0}^{t} \left( \frac{d}{d} \right) j \left( \frac{2}{d} \right) j \cdots \left( \frac{d-1}{d} \right) j \Gamma_{p} \left( \frac{d}{d} \right) \Gamma_{p} \left( \frac{2}{d} \right) \cdots \Gamma_{p} \left( \frac{d-1}{d} \right) \right] \frac{1}{j!^{d-1}} (x)^j.$$

We use part 5 of Proposition 2.6 to simplify each term of the form

$$\Gamma_{p} \left( \frac{m}{d} \right) \Gamma_{p} \left( 1 - \frac{m}{d} \right) = (-1)^{(d-m)t+1}.$$

The resulting exponent of $-1$ from this will be $b' + \frac{d-2}{2}$, where $b' = (d-1)t + \ldots + \left( d - \frac{d-2}{2} \right) t$. Thus, our expression is congruent modulo $p$ to

$$( -1 )^{a'+b'+1} \sum_{j=0}^{t} \left( \frac{d}{d} \right) j \left( \frac{2}{d} \right) j \cdots \left( \frac{d-1}{d} \right) j \frac{1}{j!^{d-1}} (x)^j.$$

Note that $a' + b' + 1 = \frac{d-2}{2}(p-1) + 1$, which is an odd number. Thus, $( -1 )^{a'+b'+1} = (-1)^{d}$, which matches the exponent of $-1$ in the case where $d$ was even.

We now bring the two cases together. For both even and odd $d$ we have

$$p^{d-2} d^{-1} F_{d-2} \left( \begin{array}{ccc} T^t & T^{2t} & \ldots & T^{(d-1)t} \\ \epsilon & \epsilon & \ldots & \epsilon \end{array} \right) \equiv (-1)^{d} \sum_{j=0}^{t} \frac{\left( \frac{d}{d} \right) j \left( \frac{2}{d} \right) j \cdots \left( \frac{d-1}{d} \right) j}{j!^{d-1}} \omega^j(x) \pmod{p}.$$
We use Equation 2.2 to identify this as a truncated hypergeometric series
\[ \equiv (-1)^d \frac{d}{d-1} F_{d-2} \left( \frac{1}{d}, \frac{2}{d}, \ldots, \frac{d-1}{d} \mid x \right)_{\text{tr}(p)} \pmod{p}, \]
where, as in the proof of Theorem 3.1, the terms with \( j > t \) are congruent to 0 modulo \( p \).

\[ \square \]

4. Koblitz’s Point Count Formula

Koblitz [14] developed a formula for the number of points on diagonal hypersurfaces in the Dwork family in terms of Gauss sums. We specialize this formula to the family of Dwork K3 surfaces, i.e. to the case when \( d, n = 4, h = 1 \).

Let \( W \) be the set of all 4-tuples \( w = (w_1, w_2, w_3, w_4) \) satisfying \( 0 \leq w_i < 4 \) and \( \sum w_i \equiv 0 \pmod{4} \). We denote the points on the diagonal hypersurface
\[ x_1^4 + x_2^4 + x_3^4 + x_4^4 = 0 \]
by \( N_q(0) := \sum N_q(0, w) \), where
\[
N_q(0, w) = \begin{cases} 
0 & \text{if some but not all } w_i = 0, \\
\frac{q^3-1}{q-1} & \text{if all } w_i = 0, \\
-\frac{1}{q} J \left( T^{w_1}, T^{w_2}, T^{w_3}, T^{w_4} \right) & \text{if all } w_i \neq 0.
\end{cases}
\]

**Theorem 4.1.** [14, Theorem 2] The number of points on the Dwork K3 surface \( X_4^4 \) is given by
\[ \#X_4^4(\mathbb{F}_q) = N_q(0) + \frac{1}{q-1} \sum \prod_{i=1}^4 g(T^{w_i t+j}) T^{4j}(4\lambda) \]
where the sum is taken over \( j \in \{0, \ldots, q-2\} \) and \( w = (w_1, w_2, w_3, w_4) \) in \( W \).

We wish to simplify this formula. We start by considering the term \( N_q(0) \).

**Proposition 4.2.** \( N_q(0) = q^2 + 7q + 1 + \frac{1}{q} \sum_{i=1}^3 g(T^{it})^4 + 12qT^t(-1) \).

**Proof.** The list of possible 4-tuples (up to reordering since the order doesn’t matter in the Jacobi sum) is
\[ W^* = \{(1,1,1,1)^4, (2,2,2,2)^1, (3,3,3,3)^1, (1,1,3,3)^6, (1,2,2,3)^{12}\}, \]
w = (0,0,0,0), and all of the 4-tuples where some, not all, of the \( w_i = 0 \) (we exclude this list since \( N_q(0, w) = 0 \) for these tuples). Letting \( t = \frac{q-1}{4} \) we see that
\[ J \left( T^{w_1}, T^{w_2}, T^{w_3}, T^{w_4} \right) = -\prod_i g(T^{w_i t}). \]
Thus, we have
\[
N_q(0) = \sum_w N_q(0, w)
= \frac{q^3 - 1}{q - 1} + \sum_{w \in W^*} N_q(0, w)
= q^2 + q + 1 + \frac{1}{q} \left[ \sum_{i=1}^{3} g(T^{it})^4 + 6g(T^t)^2g(T^{3t})^2 + 12g(T^t)g(T^{2t})^2g(T^{3t}) \right]
= q^2 + q + 1 + \frac{1}{q} \left[ \sum_{i=1}^{3} g(T^{it})^4 + 6q^2 + 12qT^t(-1) \right]
= q^2 + 7q + 1 + \frac{1}{q} \sum_{i=1}^{3} g(T^{it})^4 + 12qT^t(-1).
\]

Define the equivalence relation \( \sim \) on \( W \) by \( w \sim w' \) if \( w - w' \) is a multiple of \( (1, 1, 1, 1) \). Up to permutation, there are three cosets (up to permutation) in \( W/\sim \):
\[
(0, 0, 0, 0)^1, (0, 1, 1, 2)^1, (0, 0, 2, 2)^3.
\]
The first coset contains the obvious four elements. The second set of 12 cosets is made up of permutations of the coset \( (0, 1, 1, 2) = \{(0, 1, 1, 2), (1, 2, 2, 3), (2, 3, 3, 0), (3, 0, 0, 1)\} \). The third set of 3 cosets is made up of permutations of the coset \( (0, 0, 2, 2) = \{(0, 0, 2, 2), (1, 1, 3, 3)\} \). This last set of cosets is different in that some permutations are in the same coset. For example, the element \( (2, 2, 0, 0) \) is a permutation of \( (0, 0, 2, 2) \) but they are also in the same coset.

Let
\[
S_{[w]} = \frac{1}{q - 1} \sum_{j=0}^{q-2} \prod_{i=1}^{4} \frac{g(T^{w_i t_j})}{g(T^{4j})} T^{4j}(4\lambda) \quad (4.1)
\]
denote the summands corresponding to all \( w' \in [w] \). Our main tool for simplifying terms of this form is the Hasse-Davenport relation for Gauss sums.

In the propositions that follow, we give explicit formulas for each \( S_{[w]} \).

**Proposition 4.3.** Let \( w = (0, 0, 0, 0) \). Then
\[
S_{[w]} = -\frac{1}{q} \sum_{i=1}^{3} g(T^{it})^4 + q^2 F_2 \left( \begin{array}{ccc} T^t & T^{2t} & T^{3t} \\ \epsilon & \epsilon & \frac{1}{\lambda^2} \end{array} \right)_q
\]

**Remark.** Note that the term \( -\frac{1}{q} \sum_{i=1}^{3} g(T^{it})^4 \) negates a term in the overall point count (see Theorem 4.2).
Proof. By Equation 4.1 we have

\[ S_{(0,0,0,0)} = \frac{1}{q-1} \sum_{j=0}^{q-2} \frac{g(T_j)^4}{g(T_{4j})} T_{4j}(4\lambda). \]

If \( t \mid j \), i.e. if \( j = t, 2t, 3t \), then

\[ \frac{g(T_j)^4}{g(T_{4j})} T_{4j}(4\lambda) = -g(T_j)^4. \]

Thus,

\[
S_{(0,0,0,0)} = -\frac{1}{q-1} \sum_{i=1}^{3} g(T_{it})^4 + \frac{1}{q-1} \sum_{j=0, t|j}^{q-2} \frac{g(T_j)^4}{g(T_{4j})} T_{4j}(4\lambda)
\]

\[
= -\frac{1}{q-1} \sum_{i=1}^{3} g(T_{it})^4 + \frac{1}{q-1} \sum_{j=0, t|j}^{q-2} g(T_j)^4 g(T_{4j}(-1)^j) T_{4j}(4\lambda)
\]

\[
= -\frac{1}{q-1} \sum_{i=1}^{3} g(T_{it})^4 + \frac{1}{q(q-1)} \sum_{j=0, t|j}^{q-2} g(T_j)^4 g(T_{4j}) T_{4j}(4\lambda).
\]

Note that if \( t \mid j \) then

\[ g(T_j)^4 g(T_{-4j}) T_{4j}(4\lambda) = -g(T_j)^4. \]

Hence,

\[
S_{(0,0,0,0)} = -\frac{1}{q-1} \sum_{i=1}^{3} g(T_{it})^4 + \frac{1}{q(q-1)} \sum_{i=1}^{3} g(T_{it})^4 + \frac{1}{q(q-1)} \sum_{j=0}^{q-2} g(T_j)^4 g(T_{-4j}) T_{4j}(4\lambda)
\]

\[
= -\frac{q+1}{q(q-1)} \sum_{i=1}^{3} g(T_{it})^4 + \frac{1}{q(q-1)} \sum_{j=0}^{q-2} g(T_j)^4 g(T_{-4j}) T_{4j}(4\lambda)
\]

\[
= -\frac{1}{q} \sum_{i=1}^{3} g(T_{it})^4 + \frac{1}{q(q-1)} \sum_{j=0}^{q-2} g(T_j)^4 g(T_{-4j}) T_{4j}(4\lambda).
\]

Working from the other direction we see that

\[
3F_2 \left( \begin{array}{ccc} T^t & T^{2t} & T^{3t} \\ \epsilon & \epsilon & \epsilon \end{array} \right| \frac{1}{\chi^4} \right)_q = \frac{q}{q-1} \sum_{\chi} \left( \begin{array}{ccc} T^t \chi & T^{2t} \chi & T^{3t} \chi \\ \epsilon & \epsilon & \epsilon \end{array} \right) \chi(1/\lambda^4)
\]

\[
= \frac{q}{q-1} \sum_{\chi} \left( \frac{\chi(-1)}{q} \right)^3 J(T^t \chi, \n) J(T^{2t} \chi, \n) J(T^{3t} \chi, \n) J(T^{4t} \chi, \n) \chi(1/\lambda^4)
\]

\[
= \frac{1}{q^2(q-1)} \sum_{\chi} \frac{g(T^t \chi) g(T^{2t} \chi) g(T^{3t} \chi) g(\chi)^3}{\Pi_{i=1}^{3} g(T^{it})} \chi(-\lambda^4).
\]

Use the Hasse-Davenport relation

\[
\prod_{i=1}^{3} \frac{g(T^{it} \chi)}{g(T^{it})} = \frac{g(\chi^4) \chi^{-4}(4)}{g(\chi)}
\]
to get

\[ _3F_2 \left( \begin{array}{ccc} T^t & T^{2t} & T^{3t} \\ \epsilon & \epsilon & \epsilon \end{array} \right| \frac{1}{\lambda^4} \right)_q = \frac{1}{q^2(q-1)} \sum_{\chi} g(\chi^4) \frac{\lambda^{-4} g(\overline{\chi})^3}{g(\chi)} \chi(-\lambda^4) \]

\[ = \frac{1}{q^2(q-1)} \sum_{\chi} g(\chi^4) \lambda^{-4} \frac{g(\overline{\chi})^4}{\chi(-1)q} \chi(-\lambda^4) \]

\[ = \frac{1}{q^3(q-1)} \sum_{j=0}^{q-2} g(T^j)^4 g(T^{-4j}) T^{4j}(4\lambda), \]

which proves the desired result. \(\square\)

**Proposition 4.4.** Let \( w = (0,1,1,2) \). Then

\[ S_{[w]} = 12qT^t(-1) \left( T^{2t}(1 - \lambda^4) - 1 \right). \]

**Remark.** Note that the term \(-12qT^t(-1)\) negates a term in the overall point count (see Theorem 4.2). Also note that \( T^{2t}(1 - \lambda^4) = 0 \) when \( \lambda^4 = 1 \), so the final expression for the point count when \( \lambda^4 = 1 \) is as simple as we might expect.

**Corollary 4.5.** Let \( w = (0,1,1,2) \) and \( \lambda^4 = 1 \). Then

\[ S_{[w]} = -12qT^t(-1). \]

**Proof of Proposition 4.4** By Equation 4.1 we have

\[ S_{(0,1,1,2)} = \frac{12}{q-1} \sum_{j=0}^{q-2} \frac{g(T^j) g(T^{t+j})^2 g(T^{2t+j})}{g(T^{4j})} T^{4j}(4\lambda). \]

If \( j = t \) then

\[ \frac{g(T^j) g(T^{t+j})^2 g(T^{2t+j})}{g(T^{4j})} T^{4j}(4\lambda) = \frac{g(T^t) g(T^{2t})^2 g(T^{3t})}{g(T^{4t})} T^{4t}(4\lambda) = T^t(-1)q \cdot T^{2t}(-1)q = -T^t(-1)q^2. \]
For the terms with \( j \neq t \) we use Corollary 2.2 to write
\[
\sum_{j=0}^{q-2} \frac{g(T^j) T^{j(t)} T^{2j(t) + j}}{g(T^j)} T^4 j(4 \lambda) = g(T^{2t}) T^t (-1) q \\
\times \sum_{j=0, j \neq t}^{q-2} \frac{g(T^j) T^{j(t)} T^{2j(t) + j}}{g(T^j)} T^4 j(\lambda) \\
= g(T^{2t}) T^t (-1) q \sum_{j=0, j \neq t}^{q-2} \frac{g(T^{j(t)} T^{j(-t) + j}}{g(T^{3t+j})} T^4 j(\lambda) \\
= g(T^{2t}) T^t (-1) q \sum_{j=0, j \neq t}^{q-2} \frac{g(T^{j(t)} T^{j(-t) + j}}{g(T^{3t+j})} T^4 j(\lambda) \\
= g(T^{2t}) \sum_{j=0, j \neq t}^{q-2} g(T^{j(t)} T^{j(-t) + j}} T^4 j(\lambda).
\]

Note that if \( j = t \) then
\[
g(T^{2t}) \cdot g(T^{t+j}) T^{j(-1)} T^4 j(\lambda) = g(T^{2t})^2 g(T^0) T^t (-1) T^4 t(\lambda) \\
= -T^t (-1) q.
\]

Thus,
\[
g(T^{2t}) \sum_{j=0, j \neq t}^{q-2} g(T^{j(t)} g(T^{t-j}) T^{j(-1)} T^4 j(\lambda) \\
= g(T^{2t}) \sum_{j=0}^{q-2} g(T^{j(t)} g(T^{t-j}) T^{j(-1)} T^4 j(\lambda) + T^t (-1) q \\
= q(q - 1) T^t (-1) T^{2t} (1 - \lambda^4) + T^t (-1) q
\]
by Proposition 2.3. Hence,
\[
S_{(0,1,1,2)} = \frac{12}{q - 1} \left( q(q - 1) T^t (-1) T^{2t} (1 - \lambda^4) + T^t (-1) q - T^t (-1) q^2 \right) \\
= \frac{12}{q - 1} \left( q(q - 1) T^t (-1) T^{2t} (1 - \lambda^4) - T^t (-1) q(q - 1) \right) \\
= 12 q T^t (-1) \left( T^{2t} (1 - \lambda^4) - 1 \right).
\]

The remaining piece of the point count formula for the Dwork K3 surface family is the term associated to \( S_{[w]} \) with \( w = (0, 0, 2, 2) \). It’s interesting that this term can be expressed in terms of a \( 2F_1 \) hypergeometric function. Note that the \( 2F_1 \) that appears is of a different form than what has been observed in other point-count formulas [11 17 15 17 20 24 4], where the lower characters are all the trivial character.
Proposition 4.6. Let \( w = (0, 0, 2, 2) \). For all \( \lambda \not\equiv 0 \) (mod \( q \)),

\[
S[w] = -6q + 3q^2 \left( \frac{T^{3t}}{T^t} \right)_2 F_1 \left( \frac{T^{3t}}{T^t} \left| \frac{1}{\lambda^4} \right. \right) .
\]

Corollary 4.7. As we will see in Equation 4.4, this expression simplifies nicely when \( \lambda^4 = 1 \). In this case,

\[
S[w] = -6q + 3qT^t(-1) .
\]

Proof of Proposition 4.6. The proof starts out similar to the proof of Proposition 4.4. By definition we have

\[
S_{(0,0,2,2)} = \frac{3}{q-1} \sum_{j=0}^{q-2} \frac{g(T^j) g(T^{2t+j})^2}{g(T^{4j})} T^{4j}(4\lambda) .
\] (4.2)

We use Corollary 2.2 to write

\[
S_{(0,0,2,2)} = \frac{3g(T^{2t})T^t(-1)q}{q-1} \sum_{j=0}^{q-2} \frac{g(T^j) g(T^{2t+j})^2}{g(T^{4j}) g(T^{2t+j}) g(T^{3t+j})} T^{4j}(\lambda) .
\]

If \( j = t \) then

\[
\frac{g(T^j) g(T^{2t+j})}{g(T^{t+j}) g(T^{3t+j})} T^{4j}(\lambda) = \frac{g(T^t) g(T^{3t})}{g(T^{2t})} T^t(\lambda) = \frac{T^t(-1)q}{g(T^{2t})} .
\]

Similarly, if \( j = 3t \) then

\[
\frac{g(T^j) g(T^{2t+j})}{g(T^{t+j}) g(T^{3t+j})} T^{4j}(\lambda) = \frac{T^t(-1)q}{g(T^{2t})} .
\]

For the terms with \( j \neq t, 3t \) we have

\[
\sum_{j=0, j \neq t, 3t}^{q-2} \frac{g(T^j) g(T^{2t+j})}{g(T^{t+j}) g(T^{3t+j})} T^{4j}(\lambda) = \frac{1}{q^2} \sum_{j=0, j \neq t, 3t}^{q-2} \frac{g(T^j) g(T^{2t+j}) g(T^{t-j}) g(T^{3t-j})}{T^{t+j}(-1)q \cdot T^{3t+j}(-1)q} T^{4j}(\lambda) .
\]

Note that if \( j = t \) then

\[
\frac{1}{q^2} g(T^t) g(T^{2t+j}) g(T^{t-j}) g(T^{3t-j}) T^{4j}(\lambda) = \frac{1}{q^2} g(T^t) g(T^{3t}) g(T^0) g(T^{2t}) T^{4t}(\lambda) = -\frac{g(T^{2t})T^t(-1)}{q} .
\]
The same holds for \( j = 3t \). Hence,

\[
S_{(0,0,2,2)} = \frac{3g(T^{2t})T^t(-1)q}{q-1} \left[ \frac{1}{q^2} \sum_{j=0}^{q-2} g(T^j)g(T^{2t+j})g(T^{t-j})g(T^{3t-j})T^{4j}(\lambda) \right]
\]

\[
+ \frac{2g(T^{2t})T^t(-1)q}{q} + \frac{2T^t(-1)q}{g(T^{2t})}.
\]

Observe that

\[
\frac{3g(T^{2t})T^t(-1)q}{q-1} \left[ \frac{2g(T^{2t})T^t(-1)q}{q} + 2T^t(-1)q \right] = \frac{6g(T^{2t})}{q-1} \left[ g(T^{2t}) - \frac{q^2}{g(T^{2t})} \right]
\]

\[
= \frac{6}{q-1} \left( T^{2t}(-1)q - q^2 \right)
\]

\[
= -6q.
\]

To simplify

\[
\frac{3g(T^{2t})T^t(-1)q}{q-1} \left[ \frac{1}{q^2} \sum_{j=0}^{q-2} g(T^j)g(T^{2t+j})g(T^{t-j})g(T^{3t-j})T^{4j}(\lambda) \right],
\]

we consider two cases. We first restrict to the case where \( \lambda^4 = 1 \) and apply Theorem 2.4 to our formula to get

\[
\frac{1}{q-1} \sum_{j=0}^{q-2} g(T^j)g(T^{2t+j})g(T^{t-j})g(T^{3t-j}) = \frac{g(T^t)g(T^{3t})g(T^{3t})g(T^t)}{g(T^{2t})}
\]

\[
= \frac{q^2}{g(T^{2t})}.
\]

Hence, when \( \lambda^4 = 1 \) we have

\[
S_{(0,0,2,2)} = -6q + \frac{3g(T^{2t})T^t(-1)q}{q^2} \left( \frac{q^2}{g(T^{2t})} \right)
\]

\[
= -6q + 3T^t(-1).
\]

For all other \( \lambda \neq 0 \) we proceed as we did in the proof of Proposition 2.5. Recalling that \( g(\chi) = \sum_x \chi(x)\theta(x) \) we can write

\[
\sum_{j=0}^{q-2} g(T^j)g(T^{2t+j})g(T^{t-j})g(T^{3t-j})T^{4j}(\lambda)
\]

\[
= \sum_{x,y,z,w} T^{2t}(y)T^t(z)T^{3t}(w)\theta(x + y + z + w) \sum_{j=0}^{q-2} T^j \left( \frac{xy\lambda^4}{zw} \right),
\]

where \( x, y, z, w \neq 0 \). Note that \( T^j \left( \frac{xy\lambda^4}{zw} \right) = q - 1 \) if \( \frac{xy\lambda^4}{zw} = 1 \) and equals 0 otherwise. Hence, letting \( x = \frac{zw}{y\lambda^4} \), the sum simplifies to

\[
(q - 1) \sum_{y,z,w} T^{2t}(y)T^t(z)T^{3t}(w)\theta \left( \frac{zw}{y\lambda^4} + y + z + w \right).
\]
Since \( y \) and \( \lambda \) are both nonzero, we can perform the change of variables \( z \to zy\lambda^4 \) and get
\[
(q - 1) \sum_{y,z,w} T^{3t}(y) T^t(zy\lambda^4) T^{3t}(w) \theta \left( zw + y + zy\lambda^4 + w \right).
\]
Since \( T^t(\lambda^4) = 1 \) we get
\[
(q - 1) \sum_{y,z,w} T^{3t}(y) T^t(z) T^{3t}(w) \theta \left( w(z + 1) + y(1 + z\lambda^4) \right).
\]
Note that if \( z = -1 \) then the above expression equals
\[
(q - 1) \sum_{y,w} T^{3t}(y) T^t(z) T^{3t}(w) \theta \left( y(1 - \lambda^4) \right) = (q - 1) \sum_{y} T^{3t}(y) T^t(z) \theta \left( y(1 - \lambda^4) \right) \sum_{w} T^{3t}(w),
\]
which equals 0 since \( T^{3t} \neq \epsilon \) implies \( \sum_w T^{3t}(w) = 0 \). Similarly, the expression equals 0 when \( z = -\lambda^{-4} \).

For \( z \neq -1, -\lambda^{-4} \) we can perform the changes of variables \( w \to \frac{w}{z+1} \) and \( y \to \frac{y}{1+z\lambda^4} \). This portion of the sum then becomes
\[
(q - 1) \sum_{y,w} T^{3t}(y) T^{3t}(w) \theta(w + y) \sum_{z \neq -1, -\lambda^{-4}} T^t(z) T^{-3t}(1 + z\lambda^4) T^{-3t}(z + 1),
\]
where
\[
\sum_{z \neq -1, -\lambda^{-4}} T^t(z) T^{-3t}(1 + z\lambda^4) T^{-3t}(z + 1) = \sum_{z \neq -1, -\lambda^{-4}} T^t(z) T^t(1 + z\lambda^4) T^t(z + 1).
\]
Note that if \( z = -1 \) or \( z = -\lambda^{-4} \) then
\[
T^t(z) T^t(1 + z\lambda^4) T^t(z + 1) = 0
\]
so that we can include these \( z \)-values in the sum to get
\[
(q - 1) \sum_{y,w} T^{3t}(y) T^{3t}(w) \theta(w + y) \sum_{z} T^t(z) T^t(1 + z\lambda^4) T^t(z + 1).
\]
This expression reduces further since
\[
\sum_{y,w} T^{3t}(y) T^{3t}(w) \theta(w + y) = g(T^{3t}) g(T^t).
\]
Furthermore, using the change of variables \( z \to -z \) we see that
\[
\sum_{z} T^t(z) T^t(1 + z\lambda^4) T^t(z + 1) = \sum_{z} T^t(-z) T^t(1 - z\lambda^4) T^t(-z + 1)
\]
\[
= T^t(-1) \sum_{z} T^t(z) T^t(1 - z\lambda^4) T^t(1 - z)
\]
\[
= \frac{q}{\epsilon(\lambda^4)^2} F_1 \left( \begin{array}{c} T^{3t} \\ T^t \\ T^{2t} \end{array} \bigg| \lambda^4 \right)_q
\]
where the last expression is obtained by using Equation 2.5 with \( A = T^{3t}, B = T^t \), and \( C = T^{2t} \).
Thus we have shown that the original Gauss sum expression can be written as
\[
q(q - 1)g(T^{3t})^2 q \frac{q}{\epsilon(\lambda^4)} {}_2F_1\left( \begin{array}{c} T^{3t} \\ T^{2t} \end{array} \bigg| \lambda^4 \right) q.
\]

Putting all of this work together leads to
\[
S_{(0,0,2,2)} = -6q + 3g(T^{2t})T^t(-1)q \frac{1}{q} \frac{q(q - 1)g(T^{3t})^2 q}{\epsilon(\lambda^4)} {}_2F_1\left( \begin{array}{c} T^{3t} \\ T^{2t} \end{array} \bigg| \lambda^4 \right) q
= -6q + 3g(T^{2t})g(T^{3t})^2T^t(-1)2F_1\left( \begin{array}{c} T^{3t} \\ T^{2t} \end{array} \bigg| \lambda^4 \right) q,
\]
for \( \lambda^4 \neq 1 \).

We now show that this expression may also be used in the case where \( \lambda^4 = 1 \). We use Equation 2.5 and properties of Gauss and Jacobi sums to get
\[
3g(T^{2t})g(T^{3t})^2T^t(-1)2F_1\left( \begin{array}{c} T^{3t} \\ T^{2t} \end{array} \bigg| \lambda^4 \right) q
= 3g(T^{2t})g(T^{3t})^2T^t(-1) \frac{T^{3t}(-1)}{q} \sum_y T^t(y)T^t(1 - y)T^t(1 - y)
= 3g(T^{2t})g(T^{3t})^2 \frac{1}{q} \sum_y T^t(y)T^t(1 - y)
= 3g(T^{2t})g(T^{3t})^2 \frac{1}{q} J(T^t, T^{2t})
= 3g(T^{2t})g(T^{3t})^2 \frac{g(T^t)g(T^{2t})}{q} g(T^{3t})
= 3qT^t(-1).
\]

Hence, for all \( \lambda \equiv 0 \pmod{q} \),
\[
S_{[u]} = -6q + 3g(T^{2t})g(T^{3t})^2T^t(-1)2F_1\left( \begin{array}{c} T^{3t} \\ T^{2t} \end{array} \bigg| \lambda^4 \right) q.
\]

Note that \( g(T^{3t})^2 = g(T^{2t})J(T^{3t}, T^{3t}) \), hence
\[
g(T^{2t})g(T^{3t})^2T^t(-1) = g(T^{2t})^2J(T^{3t}, T^{3t})T^t(-1)
= qT^t(-1)J(T^{3t}, T^{3t})
= q^2 \left( \begin{array}{c} T^{3t} \\ T^t \end{array} \right).
\]

where the last equality holds by Equation 2.3. Thus we can write
\[
S_{[u]} = -6q + 3q^2 \left( \begin{array}{c} T^{3t} \\ T^t \end{array} \right) 2F_1\left( \begin{array}{c} T^{3t} \\ T^{2t} \end{array} \bigg| \lambda^4 \right) q.
\]
We finish the proof by using Theorem 4.2 of \[8\] to rewrite the hypergeometric term.

\[
\begin{align*}
2F_1 \left( \begin{array}{c} T^{3t} \\ T^{2t} \end{array} \middle| \lambda^4 \right)_q &= T^{2t}(-1)T^{3t}(\lambda^4) 2F_1 \left( \begin{array}{c} T^{3t} \\ T^{2t} \end{array} \middle| \frac{1}{\lambda^4} \right)_q \\
&= 2F_1 \left( \begin{array}{c} T^{3t} \\ T^{2t} \end{array} \middle| \frac{1}{\lambda^4} \right)_q 
\end{align*}
\]

\[\square\]

5. PROOF OF THEOREM 1.1

Proof of Theorem 1.1. In Section 4 we found that

\[
\#X_4^4(\mathbb{F}_q) = N_q(0) + S_{(0,0,0,0)} + S_{(0,0,2,2)} + S_{(0,1,1,2)}. 
\]

Combining the results of Propositions 4.2, 4.3, and 4.6 gives us

\[
\begin{align*}
\#X_4^4(\mathbb{F}_q) &= q^2 + 7q + 1 + \frac{1}{q} \sum_{i=1}^{3} g(T^{3t})^4 + 12qT^t(-1) - \frac{1}{q} \sum_{i=1}^{3} g(T^{3t})^4 \\
&+ q^2 3F_2 \left( \begin{array}{c} T^t \\ T^{2t} \\ 0 \end{array} \middle| \frac{1}{\lambda^4} \right)_q \\
&- 6q + 3q^2 \left( T^{3t} \right) 2F_1 \left( \begin{array}{c} T^{3t} \\ T^t \\ 0 \end{array} \middle| \frac{1}{\lambda^4} \right)_q \\
&+ 12qT^t(-1) (T^{2t}(1 - \lambda^4) - 1) \\
&= \frac{q^3 - 1}{q - 1} + 12qT^t(-1)T^{2t}(1 - \lambda^4) \\
&+ q^2 3F_2 \left( \begin{array}{c} T^t \\ T^{2t} \\ 0 \end{array} \middle| \frac{1}{\lambda^4} \right)_q + 3q^2 \left( T^{3t} \right) 2F_1 \left( \begin{array}{c} T^{3t} \\ T^t \\ 0 \end{array} \middle| \frac{1}{\lambda^4} \right)_q. 
\end{align*}
\]

In the case where \(\lambda^4 = 1\), this, combined with Corollaries 4.5 and 4.7 gives us

\[
\begin{align*}
\#X_4^4(\mathbb{F}_q) &= \frac{q^3 - 1}{q - 1} + 3qT^t(-1) + q^2 3F_2 \left( \begin{array}{c} T^t \\ T^{2t} \\ 0 \end{array} \middle| 1 \right)_q. 
\end{align*}
\]

\[\square\]

6. PROOF OF THEOREMS 1.2 AND 1.3

In this section we prove our two \(p\)--adic hypergeometric point count formulas.

Proof of Theorem 1.2. Let \(N_p^4(\lambda)\) denote the number of points on the Dwork K3 surface in \(A^4(\mathbb{F}_p)\). Then

\[
\#X_4^4(\mathbb{F}_p) = \frac{N_p^4(\lambda) - 1}{p - 1}. \quad (6.1)
\]
Letting \( f(\mathbf{x}) = x_1^4 + x_2^4 + x_3^4 + x_4^4 - 4\lambda x_1 x_2 x_3 x_4 \) we can write

\[
pN^A_p(\lambda) = p^4 + \sum_{z \in \mathbb{F}_p^*} \sum_{x_1, x_2, x_3, x_4} \theta(z f(\mathbf{x})) = p^4 + \sum_{z \in \mathbb{F}_p^*} \sum_{x_i \neq 0} \theta(z f(\mathbf{x})) + \sum_{z \in \mathbb{F}_p^*} \sum_{x_i, some=0} \theta(z f(\mathbf{x})).
\]

We will call the first summand \( A \) and the second \( B \). We first work to rewrite \( B \). We can have 1, 2, 3, or 4 of the \( x_i \)'s equal to zero, and there are 4, 6, 4, and 1 way, respectively, for this to occur. We will call these sums \( B_1, B_2, B_3, \) and \( B_4 \), respectively. \( B_4 = p - 1 \) because \( \theta \) is an additive character. We can simplify the others using basic facts about characters and Gauss sums

\[
B_1 = 4 \sum_{z \in \mathbb{F}_p^*} \sum_{x_i \neq 0} \theta(z x_1^4) \theta(z x_2^4) \theta(z x_3^4)
\]

\[
= \frac{4}{(p-1)^3} \sum_{x_1, x_2, x_3, a, b, c = 0} \sum_{z} (g(T^{-a})T^{4a}(x_1)g(T^{-b})T^{4b}(x_2)g(T^{-c})T^{4c}(x_3)T^{a+b+c}(z))
\]

This sum is non-zero only when the following congruences hold:

\[
4a, 4b, 4c \equiv 0 \pmod{p-1}, \text{ and } a + b + c \equiv 0 \pmod{p-1}.
\]

Since \( p \not\equiv 1 \pmod{4} \), these congruences simultaneously hold only when 0 or 2 of \( a, b, c \) are 0 and the remaining terms are 0. In this case, each character sum is \( p-1 \). Note that there are 3 ways to have two of \( a, b, c \) equal to zero. Thus,

\[
B_1 = 4(p-1) \left(g(T^0)^3 + 3g(T^{(p-1)/2})^2 g(T^0)\right)
\]

\[
= 4(p-1) \left(-1 + 3(-1p)(-1)\right)
\]

\[
= 4(p-1)(3p-1).
\]

Similarly,

\[
B_2 = 6 \sum_{z \in \mathbb{F}_p^*} \sum_{x_i \neq 0} \theta(z x_1^4) \theta(z x_2^4)
\]

\[
= \frac{6}{(p-1)^2} \sum_{a, b = 0} \sum_{z} (g(T^{-a})g(T^{-b}) \sum_{x_1} T^{4a}(x_1) \sum_{x_2} T^{4b}(x_2) \sum_{z} T^{a+b}(z)).
\]

This sum is non-zero only when the following congruences hold:

\[
4a, 4b \equiv 0 \pmod{p-1}, \text{ and } a + b \equiv 0 \pmod{p-1}.
\]

Since \( p \not\equiv 1 \pmod{4} \), these congruences simultaneously hold only when 0 or 2 of \( a, b \) are 0. Thus,

\[
B_2 = 6(p-1) \left(g(T^0)^2 + g(T^{(p-1)/2})^2\right)
\]

\[
= -6(p-1)(p-1).
\]
Finally,

\[ B_3 = 4 \sum_{z \in \mathbb{F}_p^*, x_1 \neq 0} \theta (zx_1^4) \]

\[ = \frac{4}{p-1} \sum_{a=0}^{p-2} g(T^{-a}) \sum_{x_1} T^{4a}(x_1) \sum_{z} T^a(z). \]

This sum is non-zero only when \( a = 0 \). Thus,

\[ B_2 = 4(p-1)g(T^0) = -4(p-1). \]

Putting this all together gives

\[ B = B_1 + B_2 + B_3 + B_4 \]

\[ = 4(p-1)(3p-1) - 6(p-1)(p-1) - 4(p-1) + (p-1) \]

\[ = (p-1)(6p-1). \]

Rewriting summand A requires more work and we will end up with \( p-1 \)adic hypergeometric functions.

\[ A = \sum_{z \in \mathbb{F}_p^*, x_i \neq 0} \theta (zf(x)) \]

\[ = \sum_{z \in \mathbb{F}_p^*, x_i \neq 0} \theta (zx_1^4) \theta (zx_2^4) \theta (zx_3^4) \theta (zx_4^4) \theta (-4\lambda x_1 x_2 x_3 x_4) \]

\[ = \frac{1}{(p-1)^5} \sum_{i,j,k,l,m=0}^{p-2} g(T^{-i}) g(T^{-j}) g(T^{-k}) g(T^{-l}) g(T^{-m}) (-4\lambda) \sum T^{4i+m}(x_1) \]

\[ \times \sum T^{4j+m}(x_2) \sum T^{4k+m}(x_3) \sum T^{4l+m}(x_4) \sum T^{i+j+k+l+m}(z). \]

We consider congruences that must hold for \( i, j, k, l, m \) as we did for summand B. This sum is non-zero only when the following congruences hold:

\[ 4i + m, 4j + m, 4k + m, 4l + m \equiv 0 \pmod{p-1}, \text{ and } i + j + k + l + m \equiv 0 \pmod{p-1}. \]

There are two cases. In the first case, which we will denote by \( A_1 \), \( i, j, k, l \) are equal in pairs. Here we need two equal to each other and the remaining two equal to that value plus \( \frac{p-1}{2} \).

For example, \( i = j \) and \( k = l = i + \frac{p-1}{2} \). In this case we have \( m \equiv -4i \pmod{p-1} \). There are 3 ways for this to occur. In the second case we have \( i = j = k = l \) and \( m \equiv -4j \pmod{p-1} \). We will denote this case by \( A_2 \).

We now work to rewrite \( A_1 \). We start with

\[ A_1 = 3 \sum_{i=0}^{p-2} g(T^{-i})^2 g(T^{-i+(p-1)/2})^2 g(T^{4i}) T^{-4i} (-4\lambda). \]
We use the Hasse-Davenport relation with \( \chi^{(p-1)/2} \) and \( \psi = T^{-i} \) to get
\[
g(T^{-(i+(p-1)/2)})^2 = \left( \frac{-g(T^{-2i})T^{2i}(2)g(T^0)g(T^{((p-1)/2)})}{g(T^{-i})} \right)^2
= \frac{-pg(T^{-2i})T^{2i}(4)}{g(T^{-i})^2}.
\]
Thus,
\[
A_1 = -3p \sum_{i=0}^{p-2} g(T^{-2i})^2 g(T^{4i})T^{2i}(4)T^{-4i}(-4\lambda)
= 6p - 3p \sum_{i\neq 0,(p-1)/2} g(T^{-2i})^2 g(T^{4i})T^{2i}(4)T^{-4i}(-4\lambda)
\]
We multiply the summand by \( g(T^{2i})/g(T^{2i}) \) to get
\[
A_1 = 6p - 3p^2 \sum_{i\neq 0,(p-1)/2} \frac{g(T^{-2i})g(T^{4i})T^{2i}(4)T^{-4i}(-4\lambda)}{g(T^{2i})}.
\]
As we have done in previous proofs, we let \( \lambda = \omega \), the Teichmüller character. Thus,
\[
A_1 = 6p - 3p^2 \sum_{i\neq 0,(p-1)/2} \frac{g(\omega^{2i})g(\omega^{-4i})\omega^{-2i}(4)\omega^{4i}(4\lambda)}{g(\omega^{2i})}.
\]
We use the Gross-Koblitz formula to write this in terms of the \( p \)-adic Gamma function.
\[
A_1 = 6p + 3p^2 \sum_{i\neq 0,(p-1)/2} \frac{(-p)^a \Gamma_p\left(\left\langle \frac{2i}{p-1}\right\rangle\right) \Gamma_p\left(\left\langle \frac{-4i}{p-1}\right\rangle\right)}{\Gamma_p\left(\left\langle \frac{-2i}{p-1}\right\rangle\right)},
\]
where
\[
a = \left\langle \frac{2i}{p-1}\right\rangle + \left\langle \frac{-4i}{p-1}\right\rangle - \left\langle \frac{-2i}{p-1}\right\rangle
= \left\lfloor \frac{2i}{p-1}\right\rfloor - \left\lfloor \frac{2i}{p-1}\right\rfloor + \left\lfloor \frac{-4i}{p-1}\right\rfloor - \left\lfloor \frac{-4i}{p-1}\right\rfloor - \left\lfloor \frac{-2i}{p-1}\right\rfloor + \left\lfloor \frac{-2i}{p-1}\right\rfloor
= \left\lfloor \frac{-2i}{p-1}\right\rfloor - \left\lfloor \frac{2i}{p-1}\right\rfloor - \left\lfloor \frac{-4i}{p-1}\right\rfloor.
\]
On page 232 of \([22]\) we see that
\[
\left\lfloor \frac{-2i}{p-1}\right\rfloor - \left\lfloor \frac{4i}{p-1}\right\rfloor = -\left\lfloor \frac{3}{4} - \frac{i}{p-1}\right\rfloor - \left\lfloor \frac{1}{4} - \frac{i}{p-1}\right\rfloor - \left\lfloor \frac{i}{p-1}\right\rfloor - \left\lfloor \frac{1}{2} + \frac{i}{p-1}\right\rfloor.
\]
Furthermore,
\[
\left\lfloor \frac{2i}{p-1}\right\rfloor = \begin{cases} 0 & \text{if } i < \frac{p-1}{2}, \\ 1 & \text{if } i \geq \frac{p-1}{2}, \end{cases}
\]
so that \( \left\lfloor \frac{2i}{p-1}\right\rfloor = \left\lfloor \frac{i}{p-1}\right\rfloor + \left\lfloor \frac{1}{2} + \frac{i}{p-1}\right\rfloor \). Thus,
\[
a = -\left\lfloor \frac{3}{4} - \frac{i}{p-1}\right\rfloor - \left\lfloor \frac{1}{4} - \frac{i}{p-1}\right\rfloor - \left\lfloor \frac{i}{p-1}\right\rfloor - \left\lfloor \frac{1}{2} + \frac{i}{p-1}\right\rfloor.
\]
We use Lemma 4.1 of [22] to rewrite the $p$–adic Gamma functions that appear in the summand. This yields the following expression for $A_1$.

\[ A_1 = 6p + 3p^2 \sum_{i \neq 0, (p-1)/2} (-p)^a \cdot \frac{\Gamma_p \left( \left\langle \frac{i}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle \frac{i}{2} + \frac{i}{p-1} \right\rangle \right) \prod_{h=0}^{3} \Gamma_p \left( \left\langle \frac{i+h}{4} - \frac{i}{p-1} \right\rangle \right) \omega^i (\lambda^4)}{\prod_{h=1}^{3} \Gamma_p \left( \left\langle \frac{h}{4} \right\rangle \right) \cdot \Gamma_p \left( \left\langle \frac{i}{2} - \frac{i}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle 1 - \frac{i}{p-1} \right\rangle \right)} \]

\[ = 6p + 3p^2 \sum_{i \neq 0, (p-1)/2} (-p)^a \cdot \frac{\Gamma_p \left( \left\langle \frac{i}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle \frac{i}{2} + \frac{i}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle \frac{3}{4} - \frac{i}{p-1} \right\rangle \right)}{\Gamma_p \left( \left\langle \frac{1}{4} \right\rangle \right) \Gamma_p \left( \left\langle \frac{3}{4} \right\rangle \right) \Gamma_p \left( \left\langle \frac{1}{2} \right\rangle \right)} \times \Gamma_p \left( \left\langle \frac{1}{4} - \frac{i}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle \frac{3}{4} - \frac{i}{p-1} \right\rangle \right) \omega^i (\lambda^4). \]

If $i = 0$ or $(p-1)/2$, then

\[ (-p)^a \cdot \frac{\Gamma_p \left( \left\langle \frac{i}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle \frac{i}{2} + \frac{i}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle \frac{3}{4} - \frac{i}{p-1} \right\rangle \right)}{\Gamma_p \left( \left\langle \frac{1}{4} \right\rangle \right) \Gamma_p \left( \left\langle \frac{3}{4} \right\rangle \right) \Gamma_p \left( \left\langle \frac{1}{2} \right\rangle \right)} = (-p)^0 = 1. \]

Thus,

\[ A_1 = 6p - 6p^2 + 3p^2 \sum_{i=0}^{p-2} (-p)^a \cdot \frac{\Gamma_p \left( \left\langle \frac{1}{4} - \frac{i}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle \frac{3}{4} - \frac{i}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle \frac{1}{2} \right\rangle \right)}{\Gamma_p \left( \left\langle \frac{1}{4} \right\rangle \right) \Gamma_p \left( \left\langle \frac{3}{4} \right\rangle \right) \Gamma_p \left( \left\langle \frac{1}{2} \right\rangle \right)} . \]

We recognize this sum as the following $p$–adic hypergeometric function expression

\[ A_1 = 6p - 6p^2 + 3(p-1)p^2 G_2 \begin{bmatrix} 3/4 & 1/4 \\ 0 & 1/2 \end{bmatrix} \frac{1}{\lambda^4}. \]

We now work to rewrite $A_2$. In this case we have

\[ A_2 = \sum_{j} g(T^{-j})^4 g(T^{4j}) T^{-4j}(-4\lambda). \]

As we have done in previous proofs, we let $T = \omega$, the Teichmüller character. Then

\[ A_2 = \sum_{j=0}^{p-2} g(\omega^j)^4 g(\omega^{-4j}) \omega^{4j} (4\lambda) \]

\[ = -1 + \sum_{j=1}^{p-2} g(\omega^j)^4 g(\omega^{-4j}) \omega^{4j} (4\lambda) \]

\[ = -1 + p \sum_{j=1}^{p-2} \frac{g(\omega^j)^3 g(\omega^{-4j}) \omega^{4j} (-1) \omega^{4j} (4\lambda)}{g(\omega^{-j})}. \]

We would like to rewrite the summand in terms of the $p$–adic Gamma function. To do this, we use the Gross-Koblitz formula.

\[ A_2 = -1 - p \sum_{j=1}^{p-2} (-p)^k \frac{\Gamma_p \left( \left\langle \frac{j}{p-1} \right\rangle \right)^3 \Gamma_p \left( \left\langle \frac{-4j}{p-1} \right\rangle \right)}{\Gamma_p \left( \left\langle \frac{j}{p-1} \right\rangle \right)} \omega^k (-1) \omega^{4j} (4\lambda), \]
where
\[
k = 3 \left\langle \frac{j}{p-1} \right\rangle + \left\langle \frac{-4j}{p-1} \right\rangle - \left\langle \frac{-j}{p-1} \right\rangle
\]
\[
= \frac{3j}{p-1} - 3 \left\lfloor \frac{j}{p-1} \right\rfloor + \frac{-4j}{p-1} - \left\lfloor \frac{-4j}{p-1} \right\rfloor - \frac{-j}{p-1} + \left\lfloor \frac{-j}{p-1} \right\rfloor
\]
\[
= - \left\lfloor \frac{-4j}{p-1} \right\rfloor - 1
\]
\[
= \begin{cases} 
0 & \text{if } 0 < j \leq \frac{p-1}{4}, \\
1 & \text{if } \frac{p-1}{4} < j \leq \frac{2(p-1)}{4}, \\
2 & \text{if } \frac{2(p-1)}{4} < j \leq \frac{3(p-1)}{4}, \\
3 & \text{if } \frac{3(p-1)}{4} < j \leq p-2.
\end{cases}
\]

We use Lemma 4.1 in [22] to rewrite \( \Gamma_p \left( \left\langle \frac{-j}{p-1} \right\rangle \right) \) and \( \Gamma_p \left( \left\langle \frac{-4j}{p-1} \right\rangle \right) \). This leads to
\[
A_2 = -1 - p \sum_{j=1}^{p-2} (-p)^k \frac{\Gamma_p \left( \left\langle \frac{j}{p-1} \right\rangle \right)^3 \prod_{h=0}^{3} \Gamma_p \left( \left\langle \frac{1+3h}{p-1} \right\rangle \right) \prod_{i=1}^{3} \Gamma_p \left( \left\langle \frac{i}{p-1} \right\rangle \right) \prod_{j=0}^{p-2} \mathcal{G}^j (-\lambda^4)}{\Gamma_p(0)^3}.
\]

This expression can be written in terms of a \( p \)-adic hypergeometric function. By Definition [2.9] we have
\[
\mathcal{G}_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\
0 & 0 & 0 \end{array} \right]_{p-1} := \frac{1}{p-1} \sum_{j=0}^{p-2} \mathcal{G}^j (-\lambda^4) \prod_{i=1}^{3} \frac{\Gamma_p \left( \left\langle \frac{i}{p-1} \right\rangle \right) \prod_{j=0}^{p-2} \mathcal{G}^j (-\lambda^4) \Gamma_p \left( \left\langle \frac{j}{p-1} \right\rangle \right) \Gamma_p \left( \left\langle \frac{j}{p-1} \right\rangle \right)}{\Gamma_p(0)^3} \cdot \left( -p \right)^{-\left( \frac{1}{4}-\frac{j}{p-1} \right)-\left( \frac{2}{4}-\frac{j}{p-1} \right)-\left( \frac{3}{4}-\frac{j}{p-1} \right)-3\left( \frac{j}{p-1} \right)}.
\]

Note that when \( j = 0 \), the summand is simply \(-\frac{1}{p-1}\). Our main task now is to determine what the power of \(-p\) is for other values of \( j \). First note that since \( 0 \leq j \leq p-2 \), we have \( \left\lfloor \frac{j}{p-1} \right\rfloor = 0 \). For \( i = 1, 2, 3 \) we have
\[
\left\lfloor \frac{i}{4} - \frac{j}{p-1} \right\rfloor = \begin{cases} 
0 & \text{if } \frac{j}{p-1} \leq \frac{i}{4}, \\
-1 & \text{if } \frac{j}{p-1} > \frac{i}{4},
\end{cases}
\]

Thus, the exponent of \(-p\) is
\[
-\left( \frac{1}{4} - \frac{j}{p-1} \right)-\left( \frac{2}{4} - \frac{j}{p-1} \right)-\left( \frac{3}{4} - \frac{j}{p-1} \right)-3\left( \frac{j}{p-1} \right) = \begin{cases} 
0 & \text{if } 0 < j \leq \frac{p-1}{4}, \\
1 & \text{if } \frac{p-1}{4} < j \leq \frac{2(p-1)}{4}, \\
2 & \text{if } \frac{2(p-1)}{4} < j \leq \frac{3(p-1)}{4}, \\
3 & \text{if } \frac{3(p-1)}{4} < j \leq p-2.
\end{cases}
\]
Note how this coincides with the powers of \(-p\) in the summand \(A_2\). Thus,
\[
3G_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\ 0 & 0 & 0 \end{array} \middle| \begin{array}{c} \lambda^4 \end{array} \right]_p = \\
\frac{-1}{p-1} \left[ 1 + \sum_{j=1}^{p-2} (-p)^j \frac{\Gamma_p \left( \binom{j}{p-1} \right)^3}{\Gamma_p(0)^3} \prod_{i=1}^3 \frac{\Gamma_p \left( \binom{i-j}{p-1} \right)}{\Gamma_p(\frac{i}{p})} \omega^j(-\lambda^4) \right].
\]

This allows us to conclude that
\[
A_2 = p(p-1)3G_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\ 0 & 0 & 0 \end{array} \middle| \begin{array}{c} \lambda^4 \end{array} \right]_p + p - 1.
\]

We finish the proof by combining these results to get an expression for \(\#X_\lambda^4(\mathbb{F}_p)\). First note that
\[
A + B = B + A_1 + A_2
\]
\[
= (p-1)(6p-1) + 6p - 6p^2 - 3(p-1)p^2G_2 \left[ \begin{array}{ccc} 3/4 & 1/4 \\ 0 & 1/2 \end{array} \middle| \begin{array}{c} \lambda^4 \end{array} \right]_p \\
+ p(p-1)3G_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\ 0 & 0 & 0 \end{array} \middle| \begin{array}{c} \lambda^4 \end{array} \right]_p + p - 1
\]
\[
= -3(p-1)p^2G_2 \left[ \begin{array}{ccc} 3/4 & 1/4 \\ 0 & 1/2 \end{array} \middle| \begin{array}{c} \lambda^4 \end{array} \right]_p + p(p-1)3G_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\ 0 & 0 & 0 \end{array} \middle| \begin{array}{c} \lambda^4 \end{array} \right]_p.
\]
We now substitute this into Equation 6.1
\[
\#X_\lambda^4(\mathbb{F}_p) = \frac{N^A_p(\lambda) - 1}{p - 1} = \frac{1}{p} (p^4 + A + B) - 1
\]
\[
= \frac{p^3 - 1}{p - 1} - 3pG_2 \left[ \begin{array}{ccc} 3/4 & 1/4 \\ 0 & 1/2 \end{array} \middle| \begin{array}{c} \lambda^4 \end{array} \right]_p + 3G_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\ 0 & 0 & 0 \end{array} \middle| \begin{array}{c} \lambda^4 \end{array} \right]_p.
\]

\textit{Proof of Theorem 1.3.} We start with the point count result over \(\mathbb{F}_p\) of Theorem 1.1
\[
\#X_\lambda^4(\mathbb{F}_p) = p^2 + p + 12pT^4(-1)T^{2t}(1 - \lambda^4) + 1
\]
\[
+ p^2F_2 \left( \begin{array}{ccc} T^4 & T^{2t} & T^{3t} \\ \epsilon & \epsilon & 1 \end{array} \middle| \begin{array}{c} \lambda^4 \end{array} \right)_p + 3p^2 \left( \begin{array}{ccc} T^{3t} & T^t \\ T^{2t} & T^t \end{array} \middle| \begin{array}{c} \epsilon \end{array} \right)_p
\]
We use transformation properties from [22] [21] to rewrite the two finite field hypergeometric expressions in terms of McCarthy’s \(p\)-adic hypergeometric function. In [21], McCarthy defines a new finite field hypergeometric function, normalized to satisfy transformation properties based on summation properties of Gauss sums. He also gives the relationship between McCarthy’s hypergeometric function and Greene’s hypergeometric function in [21] Prop.
Furthermore, in [22, Lemma 3.3] McCarthy gives the following relationship between his finite field hypergeometric function and his $p$-adic hypergeometric function. For a fixed odd prime $p$, let $A_i, B_k$ be given by $\omega^a_i(p-1)$ and $\omega^b_k(p-1)$ respectively. Then

$$n+1F_n \left( \begin{array}{c} A_0, A_1, \ldots, A_n \\ B_1, \ldots, B_n \end{array} \bigg| x \right) p = n+1G_{n+1} \left[ \begin{array}{c} a_0 \\ a_1 \\ \vdots \\ a_n \\ 0 \\ b_1 \\ \vdots \\ b_n \\ x^{-1} \end{array} \right] p$$  \quad (6.3)\]

We use these two properties to rewrite the hypergeometric function expressions in Theorem 1.1. We start with the $3F_2$ term. Equation 2.12 in [8] states that for a character $A \in \hat{F}_q^\times$ we have

$$\left( \begin{array}{c} A \\ \epsilon \end{array} \right) = -\frac{1}{p}.$$  

We use this and Equation 6.2 above to write

$$p^23F_2 \left( \begin{array}{ccc} T^t & T^{2t} & T^{3t} \\ \epsilon & \epsilon & \epsilon \end{array} \bigg| \frac{1}{\lambda^4} \right) p = p^2\left( \frac{1}{p} \right)^23F_2 \left( \begin{array}{ccc} T^t & T^{2t} & T^{3t} \\ \epsilon & \epsilon & \epsilon \end{array} \bigg| \frac{1}{\lambda^4} \right) p$$

$$= p^2\left( -\frac{1}{p} \right)^{2}3F_2 \left( \begin{array}{ccc} T^t & T^{2t} & T^{3t} \\ \epsilon & \epsilon & \epsilon \end{array} \bigg| \frac{1}{\lambda^4} \right) p$$

$$= 3F_2 \left( \begin{array}{ccc} T^t & T^{2t} & T^{3t} \\ \epsilon & \epsilon & \epsilon \end{array} \bigg| \frac{1}{\lambda^4} \right) p.$$  

Equation 6.3 then tells us that this is equal to

$$3G_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\ 0 & 0 & 0 \end{array} \bigg| \lambda^4 \right] p.$$  

Equation 6.3 then tells us that this is equal to

$$3G_3 \left[ \begin{array}{ccc} 1/4 & 2/4 & 3/4 \\ 0 & 0 & 0 \end{array} \bigg| \lambda^4 \right] p.$$  

We now work to rewrite the $3F_2$ term. First note that

$$\left( T^{3t} \right) \left( T^t \right) \left( T^{2t} \right) = \frac{g(T^{3t})g(T^{2t})T^t}{g(T^{2t}p)} \cdot \frac{g(T^{2t})g(T^{3t})T^{2t}}{g(T^{3t}p)}$$

$$= \frac{g(T^{3t})g(T^{t})T^{t}}{p^2} \cdot \frac{g(T^{2t})g(T^{t})T^{2t}}{p^2}$$

$$= \frac{1}{p}.$$  

We use this and Equations 6.2 and 6.3 to write
\[
3p^2 \left( \frac{T^{3t}}{T^t} \right)_2 F_1 \left( \frac{T^{3t}}{T^t}, \frac{T^t}{T^{2t}} \left| \frac{1}{\lambda^4} \right| \right)_p = 3p^2 \left( \frac{T^{3t}}{T^t} \right)_2 F_1 \left( \frac{T^t}{T^{2t}} \left| \frac{1}{\lambda^4} \right| \right)_p
\]
\[
= 3p^2 F_1 \left( \frac{T^{3t}}{T^t}, \frac{T^t}{T^{2t}} \left| \frac{1}{\lambda^4} \right| \right)_p
\]
\[
= 3p^2 G_2 \left[ \begin{array}{ccc}
3/4 & 1/4 & 1 \\
0 & 2/4 & \lambda^4
\end{array} \right]_p.
\]

We have rewritten each finite field hypergeometric expression as a \( p \)-adic hypergeometric expression, and so we have proved the desired result.

\[\square\]

### 7. Dwork K3 Surface Period Integrals

In this section we give a formula for certain period integrals associated to Dwork K3 surfaces. The periods we are interested in are obtained by choosing dual bases of the space of holomorphic differentials and the space of cycles \( H^2(X_\lambda, \mathcal{O}) \) and integrating the differentials over each cycle. Note that since K3 surfaces have genus \( g = 1 \), the dimension of both spaces is 1 and, so, we get a single period integral. The natural choice for a basis of differentials is the nowhere vanishing holomorphic 2-form.

The following theorem tells us that the period obtained in this way is a solution to a hypergeometric differential equation.

**Proposition 7.1.** [26, Section 3.2] The Picard-Fuchs equation for the Dwork K3 surface is
\[
(\vartheta^3 - z(\vartheta + 1/4)(\vartheta + 2/4)(\vartheta + 3/4)) \pi = 0,
\]
where \( \vartheta = z \frac{d}{dz} \) and \( z = \lambda^{-4} \).

The proposition below gives us a classical hypergeometric series expression for the period. The result is not original, but we prove it to review the procedure.

**Proposition 7.2.** The solution to Equation (7.1) that is bounded near \( z = 0 \) is given by
\[
\pi = 3F_2 \left( \begin{array}{ccc}
1/4 & 2/4 & 3/4 \\
1 & 1 & 1\end{array} \left| \frac{1}{\lambda^4} \right| \right).
\]

**Proof.** Define \( D := \vartheta^3 - z(\vartheta + 1/4)(\vartheta + 2/4)(\vartheta + 3/4) \). Let \( f(z) = \sum_m a_m z^m \) be a solution to \( Df = 0 \), normalized so that \( f(0) = 1 \), and let \( f' := \frac{df}{dz} \). We see that
\[
(\vartheta^3) f = \left( z \frac{d}{dz} \right)^3 f
\]
\[
= \left( z \frac{d}{dz} \right)^2 (zf')
\]
\[
= \left( z \frac{d}{dz} \right) (zf' + z^2 f'')
\]
\[
= z^3 f''' + 3z^2 f'' + zf'.
\]
Furthermore,
\[
(\vartheta + 1/4)(\vartheta + 2/4)(\vartheta + 3/4)f = (\vartheta + 1/4)(\vartheta + 2/4)(zf' + \frac{3}{4}f)
= (\vartheta + 1/4)(z^2f'' + \frac{9}{2}zf' + \frac{3}{8}f)
= z^3f'' + \frac{9}{2}z^2f'' + \frac{51}{16}zf' + \frac{3}{32}f.
\]

Hence,
\[
Df = z^3f''' + 3z^2f'' + zf' - z(z^3f''' + \frac{9}{2}z^2f'' + \frac{51}{16}zf' + \frac{3}{32}f)
= z^3(1 - z)f''' + z^2(3 - \frac{9}{2}z)f'' + z(1 - \frac{51}{16}z)f' - \frac{3}{32}zf.
\]

Taking derivatives of \(f\) gives us
\[
f' = \sum_m (m + 1)a_{m+1}z^m,
\]
\[
f'' = \sum_m (m + 2)(m + 1)a_{m+2}z^m,
\]
\[
f''' = \sum_m (m + 3)(m + 2)(m + 1)a_{m+3}z^m.
\]

We substitute these into the equation \(Df = 0\) to get
\[
\sum_m (z^3(1 - z)(m + 3)(m + 2)(m + 1)a_{m+3} + z^2(3 - \frac{9}{2}z)(m + 2)(m + 1)a_{m+2}
+ z(1 - \frac{51}{16}z)(m + 1)a_{m+1} - \frac{3}{32}za_m) z^m = 0.
\]

From the expression on the left side of the above equation we identify the coefficients of \(z^m\) to rewrite the equation as
\[
\sum_m (m + 1)^3a_{m+1} - \frac{1}{64}(4m + 1)(4m + 2)(4m + 3)a_m z^m = 0.
\]

This gives the relationship
\[
a_{m+1} = \frac{(4m + 1)(4m + 2)(4m + 3)}{64(m + 1)^3} a_m
= \frac{(m + 1/4)(m + 2/4)(m + 3/4)}{(m + 1)^3} a_m.
\]

Given that \(a_0 = 1\) (so that \(f(0) = 1\)) we get that
\[
a_m = \frac{\left(\frac{1}{4}\right)_m \left(\frac{2}{4}\right)_m \left(\frac{3}{4}\right)_m}{(1)_m(1)_m m!}.
\]

We now use Equation 2.1 to express the function \(f\) as the hypergeometric function
\[
f = 3F2\left(\begin{array}{c}
1/4 & 2/4 & 3/4 \\
1 & 1 & 1
\end{array} \middle| z \right) \quad (7.3)
\]

We conclude the proof by setting \(\pi = f\) and by recalling that \(z = \frac{1}{\pi^*}\).
7.1. **Proof of Theorem 1.4.** Our final result for Dwork K3 surfaces relates the trace of Frobenius to the period associated to the surface.

**Proof of Theorem 1.4.** We denote the trace of Frobenius of the Dwork K3 surface over $\mathbb{F}_p$ by $a_{X^4}(p)$. Recall that the trace of Frobenius and the point count of Dwork K3 surface are related in the following way

$$a_{X^4}(p) = \#X^4_\chi(\mathbb{F}_p) - p^2 - 1. \quad (7.4)$$

See [19, Theorem 27.1] for a proof of this. Thus, we have that the trace is given by

$$a_{X^4}(p) = p + 12pT^3(-1)T^{2t}(1 - \lambda^4) + p^2{}_{3}F_2\left(\begin{array}{c} T^t T^{2t} \\ \epsilon \epsilon \end{array} \mid \frac{1}{\lambda^4}\right)_p + 3p^2{}_{2}F_1\left(\begin{array}{c} T^{3t} T^t \\ T^{2t} \end{array} \mid \frac{1}{\lambda^4}\right)_p.$$  

We will show that, modulo $p$, the only term that remains is the ${}_3F_2$ hypergeometric function. We have the following lemma for the ${}_2F_1$ term.

**Lemma 7.3.**

$$3p^2{}_{2}F_1\left(\begin{array}{c} T^{3t} T^t \\ T^{2t} T^t \end{array} \mid x\right)_p \equiv 0 \pmod{p}.$$  

**Proof.** Recall from the proof of Proposition 4.6 that

$$p^2{}_{2}F_1\left(\begin{array}{c} T^{3t} T^t \\ T^{2t} \end{array} \mid x\right)_p = g(T^{2t})g(T^{3t})t(1)2F_1\left(\begin{array}{c} T^{3t} T^t \\ T^{2t} \end{array} \mid x\right)_p.$$  

We rewrite the hypergeometric function as

$$\begin{align*}
{}_{2}F_1\left(\begin{array}{c} T^{3t} T^t \\ T^{2t} \end{array} \mid x\right)_p &= \frac{p}{p-1} \sum_{\chi} \left( \frac{T^{3t}}{\chi} \right) \left( \frac{T^t}{T^{2t}} \right) \chi(x) \\
&= \frac{1}{p(p-1)} \sum_{\chi} J(T^{3t}, \chi)J(T^t, T^{2t}, \chi)J(-x) \\
&= \frac{1}{p(p-1)} \sum_{\chi} \frac{g(T^{3t})g(-\chi)}{g(T^{3t})} \chi(-x).
\end{align*}$$

As we have done in previous proofs, we let $T = \overline{\omega}$ and $\chi = \overline{\omega}^{-j}$, where $\omega$ is the Teichmüller character and rewrite our Gauss sum expression to get

$$\begin{align*}
p^2{}_{2}F_1\left(\begin{array}{c} T^{3t} T^t \\ T^{2t} \end{array} \mid x\right)_p &= \frac{g(T^{2t})g(T^{3t})t(-1)}{p(p-1)} \sum_{j=0}^{p-2} g(T^{3t-j})g(T^{j})g(T^{2j})g(T^{2j}) \overline{\omega}^{-j}(-x) \\
&= \frac{g(T^{2t})g(-1)}{p(p-1)} \sum_{j=0}^{p-2} g(T^{3t-j})g(T^{j})g(T^{2j})g(T^{2j}) \overline{\omega}^{-j}(-x).
\end{align*}$$
Using the Gross-Koblitz formula from Theorem 2.8 allows us to rewrite this as

\[-\frac{\pi^{2t}\omega(-1)}{p(p-1)} \sum_{j=0}^{p-2} p^{6t} \Gamma_p \left( \frac{3t-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) \Gamma_p \left( \frac{t-j}{p-1} \right) \Gamma_p \left( \frac{2t+j}{p-1} \right) \Gamma_p \left( \frac{2t}{p-1} \right) \omega^{-j}(-x).\]

Since \(\pi^{2t} \cdot \pi^{6t} = \pi^8 = p^2\), the above expression is equal to

\[-\frac{\pi^{2t}\omega(-1)}{p-1} \sum_{j=0}^{p-2} \Gamma_p \left( \frac{3t-j}{p-1} \right) \Gamma_p \left( \frac{j}{p-1} \right) \Gamma_p \left( \frac{t-j}{p-1} \right) \Gamma_p \left( \frac{2t+j}{p-1} \right) \Gamma_p \left( \frac{2t}{p-1} \right) \omega^{-j}(-x).\]

Recall that \(\omega(x) \equiv x (\mod p)\) for all \(x \in \{0, \ldots, p-1\}\) and \(p-1 \equiv -1 (\mod p)\). Thus, the above sum is congruent modulo \(p\) to the expression

\[p(-1)^t \sum_{j=0}^{p-2} \Gamma_p \left( \frac{3}{4} + j \right) \Gamma_p \left( -j \right) \Gamma_p \left( \frac{1}{4} + j \right) \Gamma_p \left( \frac{2}{4} - j \right) \Gamma_p \left( \frac{2}{4} \right) (-x)^j.\]

This expression is congruent to 0 modulo \(p\) since \(\Gamma_p : \mathbb{Z}_p \rightarrow \mathbb{Z}_p^*\). Hence,

\[p^2 \binom{T^{3t}}{T^t_{\nu(t)}}_{\nu(p)} \equiv 0 (\mod p).\]

We can now write that

\[a_{X_3}(p) \equiv p^2 \binom{T^t}{T^{2t}} \epsilon \binom{T^{3t}}{\epsilon} \frac{1}{\lambda^4} (\mod p).\]

Recall that in Corollary 3.4 we showed that

\[\binom{3}{2} \binom{3}{1} x \equiv p^2 \binom{T^t}{T^{2t}} \epsilon \binom{T^{3t}}{\epsilon} x (\mod p).\]

This truncated series is equal to

\[\sum_{j=0}^{t} \frac{\binom{3}{2} \binom{3}{1} x^j}{j!^3}.\]

Note that for the truncated series and the classical series we have the congruence

\[\sum_{j=0}^{t} \frac{\binom{3}{2} \binom{3}{1} x^j}{j!^3} \equiv \sum_{j=0}^{\infty} \frac{\binom{3}{2} \binom{3}{1} x^j}{j!^3} (\mod p),\]

since the terms with \(j > t\) are congruent to 0 modulo \(p\). Thus, we have

\[a_{X_3}(p) \equiv 3 \binom{1}{2} \binom{3}{1} \frac{1}{\lambda^4} (\mod p).\]

The expression on the right side of the above congruence is the classical hypergeometric series that we used in Equation 7.2 to express the period of the K3 surface, so we have proved the result. \(\square\)
8. Higher Dimensional Dwork Hypersurfaces

We have made partial progress on similar point count and period results for higher dimensional Dwork hypersurfaces

\[ X^d_\lambda : x_1^d + x_2^d + \ldots + x_d^d = d\lambda x_1 x_2 \ldots x_d. \]

8.1. Point Count for Prime Powers \( q \equiv 1 \pmod{d} \). We begin with a point count formula that holds for prime powers \( q \equiv 1 \pmod{d} \). This is a partial breakdown of Koblitz’s point count formula of Section 4 and demonstrates that we should expect to be able to develop hypergeometric point count formulas for a large class of varieties.

**Theorem 8.1.** Let \( q \equiv 1 \pmod{d} \), \( t = \frac{q^d - 1}{d} \), and \( T \) be a generator for \( \mathbb{F}_q^* \). The number of points over \( \mathbb{F}_q \) on the Dwork hypersurface is given by

\[
\#X^d_\lambda(\mathbb{F}_q) = \frac{q^{d-1} - 1}{q-1} + q^{d-2} F_{d-2} \left( \begin{array}{cccc} T^t & T^{2t} & \ldots & T^{(d-1)t} \\ \epsilon & \epsilon & \ldots & \epsilon \end{array} \right) 1^{d} \right)_{q} \\
\frac{1}{q-1} \sum_{w \in W^{**}} \prod_i g(T^w) + \frac{1}{q-1} \sum_{w \not\in W^{**}} \sum_{j=0}^{p-2} \prod_{i=1}^{d} g(T^{w_i + j}) g(T^{dj}) T^{d^j}(d\lambda),
\]

where the \( d \)-tuples \( \overline{w} = (w_1, \ldots, w_d) \) satisfy \( 0 \leq w_i < d \) and \( \sum w_i \equiv 0 \pmod{d} \), and \( W^{**} \) is the subset with \( w_i \neq 0 \) and \( w_i \) not all equal.

**Remark.** Note that in the case where \( d = 4 \), i.e. for Dwork K3 surfaces, the point count formula had a main \( 3F_2 \) hypergeometric term, a \( 2F_1 \) term, and a sum of multiples of \( q \). It seems likely that we will have a similar breakdown of terms in the higher dimensional case.

**Proof of Theorem 8.1.** This proof follows our work in proving Theorem 4.1. Let \( W \) be the set of all \( d \)-tuples \( w = (w_1, \ldots, w_d) \) satisfying \( 0 \leq w_i < d \) and \( \sum w_i \equiv 0 \pmod{d} \). We denote the points on the diagonal hypersurface

\[ x_1^d + \ldots + x_d^d = 0 \]

by \( N_q(0) := \sum N_q(0, w) \), where

\[ N_q(0, w) = \begin{cases} 0 & \text{if some but not all } w_i = 0, \\
\frac{q^{d-1} - 1}{q-1} & \text{if all } w_i = 0, \\
-\frac{1}{q} J(T^{-\frac{w_1}{d}}, \ldots, T^{-\frac{w_d}{d}}) & \text{if all } w_i \neq 0. \end{cases} \]

Koblitz’s formula in this general case is as follows.

\[
\#X^d_\lambda(\mathbb{F}_q) = N_q(0) + \frac{1}{q-1} \sum_{w \in W^{**}} \prod_{i=1}^{d} g(T^{w_i + j}) g(T^{d^j}) T^{d^j}(d\lambda)
\]

where the sum is taken over \( j \in \{0, \ldots, q-2\} \) and \( w \in W \).

Letting \( W^* \) be set of all \( d \)-tuples where no \( w_i = 0 \), we can write

\[ N_q(0, w) = \frac{q^{d-1} - 1}{q-1} + \frac{1}{q} \sum_{w \in W^*} g(T^{w_i}). \]

As in the Section 4 we consider cosets of \( W \) with respect to the equivalence relation \( \sim \) on \( W \) defined by \( w \sim w' \) if \( w - w' \) is a multiple of \((1, \ldots, 1)\). In the case where \( d = 4 \),
we had three cosets and their permutations. For general $d$, we should expect many more cosets. Regardless of the value of $d$, however, one of the cosets will be the zero element $w = (0, \ldots, 0)^T$. We show that the summand associated to this coset can be expressed as a finite field hypergeometric function. 

When $w = (0, \ldots, 0)$ we have

$$S(0,0,0,0) = \frac{1}{q - 1} \sum_{j=0}^{q-2} \frac{g(T^j)}{g(T^d)} T^{dj}(d\lambda)$$

If $t \mid j$, then

$$\frac{g(T^j)}{g(T^d)} T^{dj}(d\lambda) = -g(T^j)^d.$$

Thus,

$$S(0,0,0,0) = -\frac{1}{q - 1} \sum_{i=1}^{d-1} g(T^{it})^d + \frac{1}{q - 1} \sum_{j=0, t|j}^{q-2} \frac{g(T^j)^d}{g(T^d)} T^{dj}(d\lambda)$$

$$= -\frac{1}{q - 1} \sum_{i=1}^{d-1} g(T^{it})^d + \frac{1}{q - 1} \sum_{j=0, t|j}^{q-2} \frac{g(T^j)^d g(T^{-dj})}{T^{dj}(-1)^q} T^{dj}(d\lambda)$$

$$= -\frac{1}{q - 1} \sum_{i=1}^{d-1} g(T^{it})^d + \frac{1}{q(q - 1)} \sum_{j=0, t|j}^{q-2} g(T^j)^d g(T^{-dj}) T^{dj}(-d\lambda).$$

Note that if $t \mid j$ then

$$g(T^j)^d g(T^{-dj}) T^{dj}(-d\lambda) = -g(T^j)^d.$$

Hence,

$$S(0,0,0,0) = -\frac{1}{q - 1} \sum_{i=1}^{d-1} g(T^{it})^d + \frac{1}{q(q - 1)} \sum_{j=0}^{q-2} g(T^j)^d g(T^{-dj}) T^{dj}(-d\lambda)$$

$$= -\frac{1}{q - 1} \sum_{i=1}^{d-1} g(T^{it})^d + \frac{1}{q(q - 1)} \sum_{j=0}^{q-2} g(T^j)^d g(T^{-dj}) T^{dj}(-d\lambda).$$

We would like to express this as a finite field hypergeometric function. Recall that the $d-1 F_{d-2}$ hypergeometric function is given by

$$d-1 F_{d-2} \left( \begin{array}{cccc} T^t & T^{2t} & \cdots & T^{(d-1)t} \\ \epsilon & \epsilon & \cdots & \epsilon \end{array} \right) \left( \begin{array}{c} 1 \\ \frac{1}{\lambda^d} \end{array} \right) q$$

$$= \frac{q}{q - 1} \sum_{\chi} \left( T^t \chi \right) \left( T^{2t} \chi \right) \cdots \left( T^{(d-1)t} \chi \right) \chi(1/\lambda^d).$$
We rewrite this so that it is in terms of Gauss sums

\[ \frac{1}{q-1} \sum \chi \left( \frac{\chi(-1)}{q} \right) J(T^t \chi, \overline{\chi}) \cdots J(T^{(d-1)t} \chi, \overline{\chi}) \chi(\lambda^d) \]

\[ = \frac{1}{q^{d-2}(q-1)} \sum \chi (-1)^{d-1} \prod_{i=1}^{d-1} g(T^i \chi) \chi(\lambda^d) \]

Use the Hasse-Davenport formula of Theorem 2.1 to get

\[ d-1 \sum_{t=0}^{d-1} g(T^t \chi)^d = \frac{1}{q^{d-2}(q-1)} \sum \chi (-1)^{d-1} \prod_{i=1}^{d-1} g(T^i \chi) \chi(\lambda^d) \]

\[ = \frac{1}{q^{d-1}(q-1)} \sum g(\chi^d) \chi(\lambda^d) \]

\[ = \frac{1}{q^{d-1}(q-1)} \sum_{j=0}^{q-2} g(T^{-dj}) g(T^j)^d \chi(-d\lambda) \]

Thus,

\[ S_{(0,0,0)} = -\frac{1}{q} \sum_{i=1}^{d-1} g(T^i \chi)^d + \frac{1}{q^{d-2}} \sum_{t=0}^{d-1} g(T^t \chi)^d \]

We now combine our results to get

\[ \#X^d_{\lambda}(F_q) = \frac{q^{d-1}}{q-1} + \frac{1}{q^{d-2}} \sum_{t=0}^{d-1} g(T^t \chi)^d \]

\[ + \frac{1}{q} \sum_{w \in W^*} \prod_{i} g(T^{w_i \chi}) - \frac{1}{q} \sum_{i=1}^{d-1} g(T^i \chi)^d + \frac{1}{q-1} \sum_{w \neq 0} \prod_{i=1}^{d-1} g(T^{w_i \chi + j}) g(T^j \chi) \chi(-d\lambda) \]

\[ = \frac{q^{d-1}}{q-1} + \frac{1}{q^{d-2}} \sum_{t=0}^{d-1} g(T^t \chi)^d \]

\[ + \frac{1}{q} \sum_{w \in W^{**}} \prod_{i} g(T^{w_i \chi}) + \frac{1}{q-1} \sum_{w \neq 0} \prod_{i=1}^{d-1} g(T^{w_i \chi + j}) T^j \chi(-d\lambda) \]

where \( W^{**} \) is the set of \( d \)-tuples with \( w_i \neq 0 \) and \( w_i \) not all equal.

8.2. Point Count for Primes \( p \neq 1 \) (mod \( d \)). In this section we discuss a conjecture for a point count formula that is written in terms of McCarthy’s \( p \)-adic hypergeometric function for primes \( p \neq 1 \) (mod \( d \)).

**Conjecture 8.2.** Let \( d \) be an odd prime and \( p \) a prime number such that \( p \neq 1 \) (mod \( d \)). The number of points over \( \mathbb{F}_p \) on the Dwork hypersurface is given by

\[ \#X^d_{\lambda}(F_p) = \frac{p^{d-1}}{p-1} + G_{d-1} \begin{bmatrix} 1/d & 2/d & \cdots & (d-1)/d \\ 0 & 0 & \cdots & 0 \end{bmatrix} \chi^d \]
Remark. Currently our conjecture is somewhat limited, only applying to Dwork hypersurfaces with \( d \) a prime. When \( d \) is not prime we have found that the number of terms to consider and simplify grows rather large. This is because we have to consider various congruences as we did in the proofs of Theorems 1.2 and 8.1 and the number of solutions to these is unwieldy when \( d \) is not prime.

After the initial submission of this paper to the Arxiv, Barman, Rahman, and Saikia have demonstrated the validity of this conjecture in [2].

Partial proof of Conjecture 8.2. The start of this proof is identical to the start of the proof of Theorem 8.1 and, so, we start at the point when we consider the two sums A and B. Starting with B we have

\[
B = \frac{1}{(q - 1)d} \sum_{a_i=0}^{p-2} g(T^{-a_1}) \cdots g(T^{-a_d})
\times \sum_{x_1} T^{da_1}(x_1) \cdots \sum_{x_d} T^{da_d}(x_d) \sum_z T^{a_1+\cdots+a_d}(z).
\]

This sum is non-zero only when the following congruences hold:

\[
da_1, \ldots, da_d \equiv 0 \pmod{p-1}, \text{ and } \sum a_i \equiv 0 \pmod{p-1}.
\]

Since \( p \not\equiv 1 \pmod{d} \) and \( d \) is prime, these congruences simultaneously hold only when \( a_1, \ldots, a_d = 0 \). Hence,

\[B = -(p - 1).
\]

We now work to rewrite A.

\[
A = \frac{1}{(q - 1)^{d+1}} \sum_{a_i=0}^{p-2} g(T^{-a_1}) \cdots g(T^{-a_d}) T^{d+1}(-d\lambda)
\times \sum_{x_1} T^{da_1+a_{d+1}}(x_1) \cdots \sum_{x_d} T^{da_d+a_{d+1}}(x_d) \sum_z T^{a_1+\cdots+a_{d+1}}(z).
\]

We consider congruences that must hold for the \( a_i \). This sum is non-zero only when the following congruences hold:

\[
da_1 + a_{d+1}, \ldots, da_d + a_{d+1} \equiv 0 \pmod{p-1}, \text{ and } a_1 + \ldots + a_{d+1} \equiv 0 \pmod{p-1}.
\]

As in the proof of Theorem 8.1 we first consider having the \( a_i \) not all equal. Here we would have \( a_i = \frac{j_i(q - 1)}{d} \), where \( 0 \leq j_i \leq d - 1 \), \( \sum j_i \equiv 0 \pmod{d} \), and the \( a_i \) are not all identical. However, since \( d \) is prime, this is not possible. Thus, we must have all of the \( a_i \) being equal. Thus we have

\[
A_2 = \sum_{j=0}^{p-2} g(T^{-j})^d g(T^{dj}) T^{-dj}(-d\lambda).
\]

We expect that this term can be expressed as a \( p \)-adic hypergeometric function of the form that we saw in Theorem 1.2. Our conjecture is that we have

\[
A_2 = (-1)^d p(p - 1)_{d-1} G_{d-1} \begin{bmatrix} 1/d & 2/d & \cdots & (d - 1)/d \\ 0 & 0 & \cdots & 0 \end{bmatrix}_p
\]
plus a term to cancel with B. Assuming this is true, we now write a formula for the point count.

\[
\#X^d_\lambda(\mathbb{F}_p) = \frac{\frac{1}{p}(p^d + A - B) - 1}{p - 1} = \frac{p^{d-1} - 1}{p - 1} + \frac{1}{p} \frac{(A_1 + A_2 - B)}{p - 1} = \frac{p^{d-1} - 1}{p - 1} - d^{-1} G_{d-1} \left[ \begin{array}{cccc}
1/d & 2/d & \cdots & (d-1)/d \\
0 & 0 & \cdots & 0 \\
\lambda^d \\
\end{array} \right]_p.
\]

□

8.3. Dwork Hypersurface Period Calculation.

**Proposition 8.3.** [26, Section 3.2] The Picard-Fuchs equation for the Dwork hypersurface

\[ X^d_\lambda : \quad x_1^d + x_2^d + \cdots + x_d^d = d\lambda x_1 x_2 \cdots x_d \]

is given by

\[ (\vartheta^{d-1} - z(\vartheta + \frac{1}{d}) \cdots (\vartheta + \frac{d-1}{d})) \pi = 0 \quad (8.1) \]

where \( \vartheta = z \frac{d}{dz} \) and \( z = \lambda^{-d} \).

The following is adapted from results in Section 46 of Rainville’s text [27].

**Proposition 8.4.** The solution to Equation (8.1) in Proposition 8.3 that is bounded near \( z = 0 \) is given by

\[ \pi = d^{-1} F_{d-2} \left( \frac{1}{d} \frac{2}{1} \cdots \frac{d-1}{1} \left| \frac{1}{\lambda^d} \right. \right). \quad (8.2) \]

We saw in Theorem 3.3 that this is congruent (up to a sign) modulo \( p \) to the matching finite field hypergeometric function that appears in the point count. This leads us to a conjecture that extends the congruence we saw in Theorem 1.4

**Conjecture 8.5.** For the Dwork hypersurface

\[ X^d_\lambda : \quad x_1^d + x_2^d + \cdots + x_d^d = d\lambda x_1 x_2 \cdots x_d \]

we have that the trace of Frobenius over \( \mathbb{F}_p \) and the period associated to the surface are congruent modulo \( p \) when \( p \equiv 1 \pmod{d} \).

**Remark.** The conjecture here is that, as in the Dwork K3 surface case, either the remaining Gauss sum terms in the point count formula of Theorem 8.1 are congruent to 0 modulo \( p \) or that these terms are canceled out in the trace of Frobenius – point count relationship. This relationship becomes more complicated for higher dimensional varieties.

For example, consider the family of Dwork threefolds

\[ X^5_\lambda : \quad x_1^5 + x_2^5 + \cdots + x_5^5 = 5\lambda x_1 x_2 \cdots x_5. \]

The trace of Frobenius over \( \mathbb{F}_p \) when \( p \equiv 1 \pmod{5} \) is given by

\[ a_{X^5_\lambda}(p) = p^3 + 25p^2 - 100p + 1 - \#X^5_\lambda(\mathbb{F}_p). \]
See [23, Section 3.1] for a proof of this. In the case where \( \lambda = 1 \) and \( p \equiv 1 \pmod{5} \), Conjecture 8.5 follows from Theorem 3.3, Proposition and the point count work of McCarthy in [20]. More generally, for \( \lambda \neq 1 \), the formula for \( \#X_5^5(\mathbb{F}_p) \) has a main \( _4F_3 \) hypergeometric term and several terms made up of products of Gauss sums.

A result relating the trace of Frobenius and the periods is expected for algebraic curves because of Manin’s work in [18]. However, there is not a result of this sort that holds generally for higher dimensional algebraic varieties. We expect that it should be the case that the period and trace of Frobenius over \( \mathbb{F}_p \) are congruent for a large class of varieties. In particular it would seem possible to show, at least by comparing explicit formulas, that the trace and the period are congruent when these expressions are both hypergeometric. Better yet, given that we expect there to be a congruence between these two quantities, it seems possible that it is exactly the varieties whose periods are solutions to hypergeometric differential equations that have a finite field hypergeometric point count.
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