Thermodynamics of the nonrelativistic free-electron Fermi gas in one, two, and three dimensions from the degenerate to the nondegenerate temperature regime
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The thermodynamic properties of a nonrelativistic free-electron Fermi gas of fundamental interest in condensed matter physics. Properties previously studied in three-dimensions (3D) in the low and high-temperature limits include the internal energy, heat capacity, zero-field magnetic spin susceptibility, and pressure. Here we report solutions for the temperature dependence spanning these two temperature regimes of the chemical potential, internal energy, magnetic susceptibility, and the heat capacity at constant volume in 1D, 2D, and 3D. Also calculated are the pressure, enthalpy, heat capacity at constant pressure, isothermal compressibility, and thermal expansion coefficient versus temperature in 2D and 3D. Of primary interest here are the detailed dimension-dependent crossovers of these properties between the degenerate and nondegenerate temperature regime, which are graphically illustrated for each of the above properties.

I. INTRODUCTION

A free-electron Fermi gas as defined here is a collection of a large number $N$ of nonrelativistic noninteracting electrons with spin $S = 1/2$ in zero external potential. Thus the interaction of the electrons with a crystal lattice of positive ions that would give rise to energy gaps in the band structure and possibly superconductivity is ignored. The electron gas can be in one dimension (1D), 2D, or 3D. The low- and high-temperature $T$ limits of the thermal and magnetic properties of a 3D free-electron Fermi gas are well known [1–8]. Other aspects and consequences of the Fermi statistics have also been considered [9–22]. In the limit of high $T$ the heat capacity at constant volume $C_V$ and the pressure $p$ are the same as for a monatomic ideal gas and the magnetic spin susceptibility $\chi$ is the same as for $N$ isolated electrons following the Curie law $C/T$, where $C$ is the Curie constant for $S = 1/2$. At low $T$ in the degenerate regime, $C_V$ is proportional to $T$, and $\chi$ and $p$ saturate to constant values as $T \to 0$. Here expressions for the chemical potential $\mu(T)$ are discussed [22] that allow the crossovers of the dimension-dependent $\chi$, internal energy $U$ and $C_V$ in 1D, 2D, and 3D, and of $p$, enthalpy $H$, heat capacity at constant pressure $C_p$, isothermal bulk modulus $K_T$, and thermal expansion coefficient $\alpha$ in 2D and 3D to be calculated between the low-$T$ degenerate regime and the high-$T$ nondegenerate regime. Illustrative plots of the $T$ dependences of these properties are provided.

There are many instances in which free-electron Fermi gas properties are observed in real metals. An important example is the $T$-dependent $C_V$ of metals at low $T$ compared to the Fermi temperature $T_F = E_F/k_B$ ($E_F$ is the Fermi energy) which is proportional to $T$ irrespective of the dimensionality of the electron gas in the metal. However, the proportionality constant $\gamma$, known as the Sommerfeld electronic heat capacity coefficient, is proportional to the electronic density of states at $E_F$ which depends on the dimensionality of the metal for a given electron concentration as discussed below. The free-electron model as reflected in the theoretical value of $\gamma$ is often fairly close for a particular metal to the measured value and hence is a good starting point for interpreting the $\gamma$ value. Deviations occur due to features not included in the free-electron Fermi-gas model such as the influences of the interactions of the conduction electrons with the lattice (the electron-phonon interaction) and of electron-electron interactions, such as described in Refs. [21–22].

In superconductors, the free-electron Fermi-gas model is not appropriate below the superconducting transition temperature $T_c$ even for simple metals exhibiting so-called conventional superconductivity because within the BCS theory [24] the superconductivity arises from indirect attractive interactions between the conduction electrons mediated by phonons. Here an energy gap opens in the quasiparticle (electron/hole) excitation spectrum below $T_c$, so that the electronic heat capacity decreases faster than linearly below $T_c$ and approaches zero exponentially for $T \to 0$.

Interestingly, the free-electron Fermi-gas theory also sometimes applies to nonmetals containing nuclei with nonzero spin, such as liquid $^3$He for which the nuclei have spin $S = 1/2$. Indeed, as shown in Fig. 3 below, the magnetic susceptibility $\chi$ versus $T$ of liquid $^3$He is described well by 3D $S = 1/2$ noninteracting-fermion theory all the way from the degenerate ($T \ll T_F$) to the nondegenerate ($T \gg T_F$) temperature regime, and a fit to the data yielded the value of $T_F$ for this material. Additional examples of 3D Fermi gases include the electron gas in white-dwarf stars and the neutrons in neutron stars, where the Fermi energies were estimated. Important examples of 2D or quasi-2D electron gases occur in metal-oxide-semiconductor field-effect transistors (MOSFETS) in which the Quantum Hall Effect was discovered [22] for which the 1985 Nobel Prize in Physics was awarded [26], as well as in other materials [27].

Fundamental expressions and the notation used here are given in the Sec. III. The equations from which $\mu(T)$ can be calculated for 1D, 2D, and 3D electron Fermi gases are presented in Sec. III. The $\chi$ is obtained and
plotted versus $T$ from the degenerate to the nondegenerate regime for electron Fermi gases in 1D, 2D, and 3D in Sec. II and the dimension-dependent $U$ and $C_V$ versus $T$ are calculated and plotted in Sec. I. The pressure $p$, enthalpy $H$, heat capacity at constant pressure $C_p$, isothermal bulk modulus $K_T$, and thermal expansion coefficient $\alpha$ in 2D and 3D are derived and plotted from the degenerate to nondegenerate temperature regime in Secs. VII–IX, respectively. Concluding remarks are given in Sec. X.

Some of our results for the free-electron Fermi gas were already known from either published or unpublished sources. The $\mu(T)$ in 1D, 2D, and 3D was thoroughly investigated in Ref. [23]. The $U(T)$ and $C_V(T)$ at low $T$ for 1D, 2D, and 3D were obtained in Ref. [19]. Sommefeld expansion of the low-$T$ properties are routinely obtained for all three dimensions in many sources. Calculations of $\mu(T)$, $p(T,V)$, and $C_V(T)$ in 1D, 2D, and 3D from the degenerate to the nondegenerate temperature regime are available as of this writing in unpublished lecture notes [18]. Here we include our calculations and plots of these previously-studied quantities for completeness. The calculations of $\mu(T)$ in 1D, 2D, and 3D are required for the calculations of all other thermodynamic properties versus dimensionality from the degenerate to the nondegenerate temperature regime.

II. FUNDAMENTALS AND NOTATION

The kinetic energy of an electron of mass $m$ is $E = p^2/2m$, where $p$ is the magnitude of the momentum. Substituting the quantum-mechanical de Broglie relation $p = \hbar k$ for a matter particle where $k$ is the magnitude of the wave vector, one has

$$E = \frac{\hbar^2 k^2}{2m},$$

which yields the differentials

$$dk = \frac{1}{2} \sqrt{\frac{2m}{\hbar^2}} \frac{dE}{\sqrt{E}}$$

$$k dk = \frac{1}{2} \left(\frac{2m}{\hbar^2}\right) dE$$

$$k^2 dk = \frac{1}{2} \left(\frac{2m}{\hbar^2}\right)^{3/2} \sqrt{E} dE. \quad (2)$$

For traveling waves, using periodic boundary conditions an allowed wave vector has a volume of $2\pi/L$ in 1D, $(2\pi/L)^2 = 4\pi^2/A$ in 2D and $(2\pi/L)^3 = 8\pi^3/V$ in 3D, where $A$ is the area and $V$ is the volume of the respective confining box [23]. Thus a line, circle, or sphere of radius $k$ in $k$-space contains $N_W$ traveling waves, given by

$$N_W = \frac{2k}{2\pi/L} = \frac{Lk}{\pi} \quad (1D)$$

$$N_W = \frac{\pi k^2}{4\pi^2/A} = \frac{Ak^2}{4\pi} \quad (2D)$$

$$N_W = \frac{(4/3)\pi k^3}{8\pi^3/V} = \frac{Vk^3}{6\pi^2} \quad (3D),$$

where the factor of two in the 1D case arises because $k_x = \pm k$. When one includes the factor of two Zeeman degeneracy of the free electron, the density of electron states versus energy is $D(E) = 2dN_W/dE$. Then Eqs. (3) yield

$$D(E) = \frac{L}{\pi} \sqrt{\frac{2m}{\hbar^2}} \frac{1}{\sqrt{E}} \quad (1D)$$

$$D(E) = \frac{A}{2\pi} \left(\frac{2m}{\hbar^2}\right) \sqrt{\frac{h^2}{E}} \quad (2D)$$

$$D(E) = \frac{V}{2\pi^2} \left(\frac{2m}{\hbar^2}\right)^{3/2} \sqrt{E} \quad (3D).$$

We consider an $n$-dimensional volume ($n = 1, 2, 3$) containing $N$ electrons. At temperature $T = 0$, the $N$ electrons are placed into the energy states $E = \hbar^2 k^2/2m$ according to the Pauli Exclusion Principle with the lowest energy states filled first. Here $m$ is the mass of the free electron. The energy of the highest-filled state is the Fermi energy $E_F$ and the corresponding magnitude of the wave vector is the Fermi wave vector $k_F$. The number of filled states $N_S$ up to an energy $E$ is given by

$$N_S = \int_0^E D(E) dE. \quad (5)$$

For a given density of states function $D(E)$ one can solve for $E_F$ as a function of $N$ after doing the integral. Also, we have that $E_F = \hbar^2 k_F^2/(2m)$, so that $k_F = (2mE/h^2)^{1/2}$.

Substituting the $D(E)$ functions in Eqs. (4) into (5) and doing the integrals give

$$E_F = \frac{\hbar^2}{2m} \left(\frac{\pi N}{2L}\right)^2, \quad k_F = \frac{\pi N}{2L} \quad (1D)$$

$$E_F = \frac{\hbar^2}{2m} \left(\frac{2\pi N}{A}\right), \quad k_F = \sqrt{\frac{2\pi N}{A}} \quad (2D)$$

$$E_F = \frac{\hbar^2}{2m} \left(\frac{3\pi^2 N}{V}\right)^{2/3}, \quad k_F = \left(\frac{3\pi^2 N}{V}\right)^{1/3} \quad (3D)$$

where $L$ is the “volume” of the system in 1D, $A$ is the “volume” in 2D, and $V$ is the volume in 3D. The Fermi velocity (speed) $v_F$ is defined as $v_F = p_F/m = \hbar k_F/m$, where $p_F = \hbar k_F$ is the Fermi momentum of the electron, and hence $E_F = \hbar^2 k_F^2/2m$. 

With the results in Eq. (6), one can determine the density of states at the Fermi energy $D(E_F)$ by substituting the expressions for $E_F$ in Eqs. (6) for $E$ in Eqs. (7), yielding

$$D(E_F) = \frac{2L}{\pi^2} \left( \frac{2m}{\hbar^2} \right) \left( \frac{L}{N} \right) \quad (1D)$$

$$D(E_F) = \frac{A}{2\pi} \left( \frac{2m}{\hbar^2} \right) \quad (2D)$$

$$D(E_F) = \frac{V}{2\pi^2} \left( \frac{2m}{\hbar^2} \right) \left( \frac{3\pi^2 N}{V} \right)^{1/3} \quad (3D).$$

Using Eqs. (3), one can write the $D(E)$ expressions (8) in terms of $E_F$ as

$$D(E) = \frac{N}{2E_F} \sqrt{\frac{E}{E_F}} \quad (1D)$$

$$D(E) = \frac{N}{E_F} \quad (2D)$$

$$D(E) = \frac{3N}{2E_F} \sqrt{\frac{E}{E_F}} \quad (3D).$$

It is often more convenient to use expressions (8) for $D(E)$ instead of Eqs. (4).

The probability that a state at energy $E$ of an electron gas is occupied at temperature $T$ is given by the Fermi distribution function

$$f(E, T) = \frac{1}{e^{(E-E_F)/k_BT} + 1}, \quad (9)$$

where $E_F$ is the Fermi energy and $k_B$ is Boltzmann’s constant.

In order to simplify notation and facilitate obtaining universal functions and plots, we introduce dimensionless reduced variables

$$\epsilon = \frac{E}{E_F}, \quad \mu = \frac{\mu}{E_F}, \quad t = \frac{k_B T}{E_F}. \quad (10)$$

Then the Fermi function (9) becomes

$$f(\epsilon, t) = \frac{1}{e^{(\epsilon-\mu)/t} + 1}, \quad (11)$$

and the densities of states (8) become

$$D(\epsilon) = \frac{N}{2E_F} \sqrt{\frac{1}{\epsilon}} \quad (1D)$$

$$D(\epsilon) = \frac{N}{E_F} \quad (2D)$$

$$D(\epsilon) = \frac{3N}{2E_F} \sqrt{\frac{\epsilon}{2}} \quad (3D).$$

We further define

$$D(\epsilon) = \frac{N}{E_F} d(\epsilon),$$

so the dimensionless reduced density of states $d(\epsilon)$ is

$$d(\epsilon) = \frac{1}{2} \sqrt{\frac{1}{\epsilon}} \quad (1D)$$

$$d(\epsilon) = \frac{1}{2\sqrt{\epsilon}} \quad (2D)$$

$$d(\epsilon) = \frac{3}{2} \sqrt{\epsilon} \quad (3D).$$

III. TEMPERATURE DEPENDENCE OF THE CHEMICAL POTENTIAL

A. Overall Temperature Dependence

In order to calculate the thermodynamic properties of a free-electron Fermi gas over a wide range from the degenerate to the nondegenerate regimes, one must first determine how the chemical potential $\mu$ in the Fermi function (9) changes with $T$. The chemical potential is determined at each $T$ by the requirement that the number $N$ of electrons in the Fermi gas be equal to the number of occupied electron states:

$$N = \int_0^\infty D(\epsilon) f(\epsilon, T) d\epsilon,$$

or

$$1 = \int_0^\infty d(\epsilon) f(\epsilon, T) d\epsilon, \quad (14)$$

where $D(\epsilon)$ is the dimension-dependent density of states versus energy $E$ including the twofold Zeeman degeneracy of the electron, $\epsilon = E/E_F$ is the reduced energy defined in Eq. (6), where the Fermi energy $E_F$ is the chemical potential at $T = 0$, $\mu$ is the reduced density of states in Eq. (13), and $t$ is the reduced temperature $k_B T/E_F$ where $k_B$ is Boltzmann’s constant. The value of $E_F$ depends on the linear, areal, and volume density of electrons in 1D, 2D, and 3D, respectively, as given in Eqs. (4).

To solve for the reduced chemical potential $\mu(t) = \mu(t)/E_F$ in Eq. (11) using Eq. (14), we first find an expression for the definite integral on the right-hand side of Eq. (11), which when substituted into Eq. (14) yields an equation containing $\mu(t)$ and $t$ from which $\mu(t)$ can be solved for. Using the $D(\epsilon)$ expressions in Eqs. (13), one can evaluate the integral in Eq. (14) for each of the three dimensions, and Eq. (14) becomes

$$-\frac{\sqrt{\pi t}}{2} \text{Li}_1(-e^{\mu/t}) = 1 \quad (1D)$$

$$t \ln \left( 1 + e^{\mu/t} \right) = 1 \quad (2D)$$

$$-\frac{3}{4} \sqrt{\pi t^{3/2}} \text{Li}_{3/2}(-e^{\mu/t}) = 1 \quad (3D).$$
the all electron energies $\epsilon > \mu_e$ comes strongly negative, the exponential factor much larger than unity, which results in the denominator of the Fermi function (11) becomes

$$\frac{\partial f(\epsilon, t)}{\partial \epsilon} \approx -\left(1 - \frac{1}{2t} \right) \frac{1}{1 + \cosh[(\epsilon - \mu)/t]}.$$  

(23)

The probability that one of the two Zeeman states of the electron within a spatial orbital is occupied by an electron is $f$ and the probability that the other one is unoccupied is $1 - f$, so the probability that both events happen at the same time is $f(1 - f)$. Through a straightforward manipulation of $f(\epsilon, t)$, one obtains

$$f(1 - f) = -\frac{t}{2} \frac{\partial f(\epsilon, t)}{\partial \epsilon}. 

(24)$$

The low-temperature Sommerfeld expansion \cite{2, 30} of the following integral $I(t)$ to order $t^2$ is

$$I(t) = \int_0^\infty g(\epsilon) f(\epsilon, t) d\epsilon = \int_0^\infty g(\epsilon) d\epsilon + \frac{g(\epsilon) \beta(t)}{e^\beta(\epsilon) - 1} \biggr|_{\epsilon = \mu} \frac{\epsilon^2 t^2}{6}. 

(25a)
where here \( g(\epsilon < 0) = 0 \) and at low temperatures \( \bar{\mu} \approx 1 \). Let \( G(\epsilon) \) be the indefinite integral

\[
G(\epsilon) = \int g(\epsilon) d\epsilon, \quad \text{or} \quad g(\epsilon) = \frac{dG(\epsilon)}{d\epsilon}. \tag{25b}
\]

Then an integration by parts of the first integral in Eq. (25a) yields

\[
I(t) = -\int_0^\infty G(\epsilon) \frac{\partial f(\epsilon, t)}{\partial \epsilon} d\epsilon, \quad I(t) = G(\bar{\mu}) + \frac{d^2G(\epsilon)}{d\epsilon^2} \bigg|_{\epsilon = \bar{\mu}} \frac{\pi^2t^2}{6}. \tag{25c}
\]

Equations (25a) and (25c) are useful in different contexts.

### D. Chemical Potential at Low Temperatures

The chemical potential is determined by Eq. (14). To evaluate the integral in Eq. (14) in terms of the low-temperature expansion in Eq. (25a), the function \( g(\epsilon) = D(\epsilon) \), where \( D(\epsilon) \) is given in Eqs. (13). Thus we have

\[
\int_0^{\bar{\mu}} D(\epsilon) d\epsilon = \sqrt{\bar{\mu}}, \quad \frac{dD(\epsilon)}{d\epsilon} = -\frac{1}{4\bar{\mu}^{3/2}} \tag{1D}
\]

\[
\int_0^{\bar{\mu}} D(\epsilon) d\epsilon = \bar{\mu}, \quad \frac{dD(\epsilon)}{d\epsilon} = 0 \tag{2D}
\]

\[
\int_0^{\bar{\mu}} D(\epsilon) d\epsilon = \bar{\mu}^{3/2}, \quad \frac{dD(\epsilon)}{d\epsilon} = \frac{3}{4\sqrt{\bar{\mu}}} \tag{3D}
\]

Inserting these results into Eq. (25a) gives

\[
\int_0^{\bar{\mu}} D(\epsilon) f(\epsilon, t) d\epsilon = \sqrt{\bar{\mu}} - \frac{\pi^2t^2}{24\bar{\mu}^{3/2}} \tag{1D}
\]

\[
\int_0^{\bar{\mu}} D(\epsilon) f(\epsilon, t) d\epsilon = \bar{\mu} \tag{2D}
\]

\[
\int_0^{\bar{\mu}} D(\epsilon) f(\epsilon, t) d\epsilon = \bar{\mu}^{3/2} + \frac{\pi^2t^2}{8\sqrt{\bar{\mu}}} \tag{3D}
\]

1. One-Dimensional Fermi Gas

Setting the integral for 1D in Eq. (27) equal to unity according to Eq. (14) gives

\[
\bar{\mu}^2 - \bar{\mu}^{3/2} = \frac{\pi^2t^2}{24}. \tag{28}
\]

This is a 4\textsuperscript{th}-order equation in \( \bar{\mu}^{1/2} \). However, we take advantage of the fact that \( \bar{\mu} \) approaches unity at \( t \to 0 \). Thus we write

\[
\bar{\mu}(t) = 1 + \alpha(t) \tag{29}
\]

with \( |\alpha(t)| \ll 1 \) and use the Taylor-series expansion

\[
(1 + \alpha)^n \approx 1 + n\alpha
\]

to obtain from Eq. (28)

\[
(1 + 2\alpha) - \left(1 + \frac{3}{2}\alpha\right) = \frac{\alpha}{2} = \frac{\pi^2t^2}{24}.
\]

Substituting \( \alpha = \bar{\mu} - 1 \) gives

\[
\bar{\mu} = 1 + \frac{\pi^2t^2}{12} \quad \text{(1D)}.
\tag{30}
\]

This increase in \( \bar{\mu} \) with increasing \( t \) at small \( t \) agrees with the 1D plot in Fig. 1

2. Two-Dimensional Fermi Gas

According to Eq. (17), for \( t \ll 1 \) one just obtains

\[
\bar{\mu} = 1,
\tag{31}
\]

indicating that there is no power-law Sommerfeld expansion for \( \bar{\mu}(T) \) at low \( T \), in agreement with Ref. [2], p. 53.

3. Three-Dimensional Fermi Gas

Setting the integral for 3D in Eq. (27) equal to unity according to Eq. (14) gives

\[
\bar{\mu}^2 - \bar{\mu}^{3/2} = -\frac{\pi^2t^2}{8}.
\tag{32}
\]

Then following the same steps as for the 1D case gives

\[
\bar{\mu} = 1 - \frac{\pi^2t^2}{12} \quad \text{(3D)}.
\tag{33}
\]

This decrease in \( \bar{\mu} \) with increasing \( t \) is in agreement with the 3D plot in Fig. 1 for small \( t \). Interestingly, the temperature dependence of \( \bar{\mu} \) for 3D has the same magnitude but opposite sign as that in Eq. (33) for 1D, and hence they are symmetrically disposed with respect to the (nearly) temperature-independent behavior at low \( t \) for the 2D case.

## IV. MAGNETIC SPIN SUSCEPTIBILITY

For a single free electron with spin \( S = 1/2 \), the magnetic spin susceptibility follows the Curie law

\[
\chi_1 = \frac{C_1}{T}. \tag{34a}
\]

The single-spin Curie constant \( C_1 \) for spin \( S = 1/2 \) is

\[
C_1 = \frac{g^2S(S + 1)\mu_B^2}{3k_B} = \frac{g^2\mu_B^2}{4k_B}, \tag{34b}
\]

where \( g \approx 2 \) is the spectroscopic splitting factor of the electron magnetic moment and \( \mu_B \) is the Bohr magneton.
Here, with respect to its spin, the term “free electron” means that the $z$-component of its magnetic moment is free to fluctuate between its two spin magnetic quantum numbers $m_s = \pm 1/2$. Such a spin is an “unpaired” spin. In a free-electron gas, a spin is unpaired if another electron does not occupy the same orbital with the other $m_s$ state, because according to the Pauli Exclusion Principle the electron is then free to fluctuate back and forth between its two spin magnetic quan-

tion Principle the electron is then free to fluctuate back and forth between its two $\mu_z = -g m_s \mu_B$ $z$-component magnetic-moment values. The probability that an electron occupies a spatial orbital with a particular spin state ($\mu_z$ value) at energy $E$ and temperature $T$ is given by the Fermi function $f(E, T)$. The probability that the other $\mu_z$ state is not occupied is $1 - f(E, T)$. Thus the probability $P_{\text{unpaired}}(E, T)$ that an electron is unpaired is given by

$$P_{\text{unpaired}}(E, T) = f(E, T) [1 - f(E, T)].$$

The magnetic susceptibility of the electron gas is then

$$\chi = N_{\text{unpaired}} \frac{C_1}{T} = N_{\text{unpaired}} \frac{g^2 \mu_B^2}{4k_B T}. \quad (35)$$

In dimensionless reduced temperature units $t = k_B T / E_F$ given in Eqs. (10), Eq. (35) becomes

$$\chi = N_{\text{unpaired}} \frac{g^2 \mu_B^2}{4E_F t}. \quad (36)$$

The number of unpaired electrons at temperature $T$ is

$$N_{\text{unpaired}}(T) = \int_0^\infty P_{\text{unpaired}}(E, T) D(E) dE$$

$$= \int_0^\infty f(E, T) [1 - f(E, T)] D(E) dE.$$

In dimensionless variables one has

$$\frac{N_{\text{unpaired}}(t)}{N} = \int_0^\infty f(\epsilon, t) [1 - f(\epsilon, t)] D(\epsilon) d\epsilon.$$

Then Eq. (24) yields

$$\frac{N_{\text{unpaired}}(t)}{N} = -t \int_0^\infty D(\epsilon) \frac{\partial f(\epsilon, t)}{\partial \epsilon} d\epsilon$$

$$= \frac{1}{2} \int_0^\infty \frac{D(\epsilon)}{1 + \cosh[(\epsilon - \mu)/t]} d\epsilon,$$

where Eq. (23) was used to obtain the second equality.

For $t \ll 1$, we write Eq. (37) as

$$\lim_{t \to 0} \frac{N_{\text{unpaired}}(t)}{N} = t \int_0^\infty D(\epsilon) \delta(\epsilon - 1) d\epsilon$$

$$= t D(\epsilon = 1), \quad (38)$$

where $\delta(x)$ is the Dirac delta function. Switching back to conventional quantities using the conversion expressions in Sec. 11 gives

$$\lim_{T \to 0} N_{\text{unpaired}} = k_B T D(E_F).$$

FIG. 2: (a) Normalized magnetic spin susceptibility $\chi(t)/\chi(0)$ versus reduced temperature $t = k_B T / E_F$ for $S = 1/2$ Fermi gases in 1D, 2D and 3D, where $\chi(0)$ is the respective zero-temperature susceptibility. (b) Inverse normalized susceptibility versus $t$. At high finite temperatures, the susceptibilities in 1D and 3D approach a Curie-law behavior $C/T$ whereas the data in 2D approach Curie-Weiss behavior $C/(T - \theta_{2D})$. The negative $\theta_{2D}$ value arises from the Fermi statistics rather than from electron interactions.

Then using Eq. (35) one obtains the well-known result for the Pauli spin susceptibility

$$\chi^{\text{Pauli}} = \chi(t = 0) = [k_B T D(E_F)] \frac{g^2 \mu_B^2}{4k_B T}$$

$$= \frac{g^2 \mu_B^2}{4} D(E_F) = \frac{N g^2 \mu_B^2}{4E_F} D(1). \quad (39)$$

Then Eqs. (13) yield

$$\chi(0) = \frac{Ng^2 \mu_B^2}{8E_F} \quad (1D) \quad (40a)$$

$$= \frac{Ng^2 \mu_B^2}{4E_F} \quad (2D) \quad (40b)$$

$$= \frac{3Ng^2 \mu_B^2}{8E_F} \quad (3D). \quad (40c)$$

Using Eqs. (35), (37), and (39), the normalized dimension-dependent susceptibility in reduced variables
A. Low-Temperature Behavior

In order to obtain the lowest-order power-law temperature dependence of the magnetic susceptibility at low temperatures in 1D and 3D, we note that the integral in Eq. (37) has the form of the Sommerfeld expansion in Eq. (25c) with $G(\epsilon) = D(\epsilon)$. Therefore in 1D and 3D we use Eqs. (25c) and (37) to obtain

$$
\frac{N_{\text{unpaired}}(t)}{N} = t \left[ D(\bar{\mu}) + \frac{d^2D(\epsilon)}{dc^2} \bigg|_{\bar{\mu}} \frac{\pi^2 t^2}{6} \right].
$$

Then from Eq. (40) the spin susceptibility is

$$
\chi = \frac{Ng^2\mu_B^2}{4E_F} \left[ D(\bar{\mu}) + \frac{d^2D(\epsilon)}{dc^2} \bigg|_{\bar{\mu}} \frac{\pi^2 t^2}{6} \right].
$$

In 2D we obtain an analytic result for all $T$ below.

1. 1D Electron Gas

In one dimension, from Eqs. (13) we have

$$
D(\bar{\mu}) = \frac{1}{2} \bar{\mu}^{-1/2}
$$

and

$$
\frac{d^2D(\epsilon)}{dc^2} \bigg|_{\bar{\mu}} = \frac{3}{8} \bar{\mu}^{-5/2}.
$$

The 1D $t$ dependence of $\bar{\mu}$ at low temperatures is given by Eq. (41). Then using the Taylor-series expansion $(1 + x)^n \approx 1 + nx$ gives, to order $t^2$,

$$
D(\bar{\mu}) = \frac{1}{2} \left( 1 - \frac{\pi^2 t^2}{24} \right).
$$

$$
\frac{d^2D(\epsilon)}{dc^2} \bigg|_{\bar{\mu}} t^2 = \frac{3}{8} t^2.
$$

Inserting these results into Eq. (40) using Eqs. (46a) and (46b) gives

$$
\chi(t) = \chi_{1D}(0) \left( 1 + \frac{\pi^2 t^2}{12} \right).
$$

2. 3D Electron Gas

In three dimensions, from Eqs. (13) one has

$$
D(\bar{\mu}) = \frac{3}{2} \sqrt{\bar{\mu}}.
$$

We then obtain

$$
\frac{d^2D(\epsilon)}{dc^2} \bigg|_{\bar{\mu}} = \frac{3}{8} \bar{\mu}^{-3/2}.
$$
The reduced 3D chemical potential at low temperatures is given by Eq. (33). Again using the Taylor series expansion $(1 + x)^n \approx 1 + nx$ for $x \ll 1$ gives, to order $t^2$, 
\[
D(\bar{\mu}) = \frac{3}{2} \left( 1 - \frac{\pi^2 t^2}{24} \right),
\]
(49)
\[
\frac{d^2 D(\epsilon)}{d\epsilon^2} |_{\bar{\epsilon}} t^2 = -\frac{3}{8} t^2.
\]
(50)
Inserting these results into Eq. (43) using Eqs. (39) and (33) gives, to order $t^2$,
\[
\chi(t) = \chi_{3D}(0) \left( 1 - \frac{\pi^2 t^2}{12} \right).
\]
(51)
Thus the 1D and 3D temperature behaviors in Eqs. (47) and (51), respectively, have the same temperature dependence magnitude but with opposite signs at low temperatures. These behaviors agree with the respective plots in Fig. 2(a) at low temperatures.

3. 2D Electron Gas

For an electron gas in two dimensions an analytic expression for the spin susceptibility can be obtained. The 2D case is special because the density of states is independent of the energy of the $S = 1/2$ fermion, as shown in Eqs. (4) and (13). Therefore Eq. (37) becomes
\[
\frac{N_{\text{unpaired}}(T)}{N} = -t D(\epsilon) \int_0^\infty df(\epsilon) = -t D(\epsilon) [f(\epsilon = \infty) - f(\epsilon = 0)].
\]
(52)
Since $f(\epsilon, t) = 1/[e^{(\epsilon - \bar{\mu})/t} + 1]$, one has
\[
f(\epsilon = \infty) = 0
\]
and
\[
f(\epsilon = 0) = \frac{1}{e^{-\bar{\mu}/t} + 1} = 1 - e^{-1/t},
\]
where the latter equality was given in Eq. (18). Then Eq. (52) becomes
\[
\frac{N_{\text{unpaired}}(T)}{N} = t D(\epsilon) \left( 1 - e^{-1/t} \right),
\]
(53)
Using $D(\epsilon) = 1$ and $t = k_B T / E_F$ from Sec. 11 gives
\[
N_{\text{unpaired}}(T) = N \frac{k_B T}{E_F} \left( 1 - e^{-E_F/k_B T} \right),
\]
(54)
Finally, substituting this into Eq. (35) gives
\[
\chi = \frac{N g^2 \mu_B^2}{4 E_F} \left( 1 - e^{-E_F/k_B T} \right),
\]
(55a)
where using Eqs. (12) one obtains
\[
\chi(T = 0) = \frac{N g^2 \mu_B^2}{4 E_F} = \frac{g^2}{4} \mu_B^2 D(E_F),
\]
(55b)
as in the general Eq. (59). The $\chi(t)/\chi(0)$ from Eqs. (55) is plotted versus $t$ in Fig. 2(a) along with the 1D and 3D results.

A Sommerfeld expansion of the low-$T$ magnetic susceptibility behavior in 2D to any order in $t$ gives $\chi(t)/\chi(0) = 1 \frac{1}{2}$. Comparisons of the numerically-exact predictions of the normalized susceptibilities $\chi(t)/\chi(0)$ in 1D, 2D, and 3D in Fig. 2 at low temperatures with the Sommerfeld expansion predictions are shown in Fig. 4. The agreement of these expansions with the exact results is seen to be limited to the temperature range $t \lesssim 0.1$.

B. High-Temperature Behavior

According to Eq. (19), at very high temperatures the Fermi function becomes the Boltzmann distribution
\[
f(\epsilon, t) = \frac{e^{-\epsilon/t}}{Z},
\]
where $Z(t) = e^{-\bar{\mu}/t}$ is the partition function. Then
\[
\frac{\partial f(\epsilon, t)}{\partial \epsilon} = -\frac{1}{t} \frac{e^{-\epsilon/t}}{Z} = -\frac{1}{t} f(\epsilon, t),
\]
(56)
and using Eq. (14), Eq. (37) becomes
\[
\frac{N_{\text{unpaired}}(t)}{N} = \int_0^\infty D(\epsilon) f(\epsilon, t) d\epsilon = 1.
\]
(57)
Thus for $k_B T \gg E_F$, the number of unpaired electrons is equal to the total number $N$ of electrons in the system, and the spin susceptibility is just that of $N$ free spins-1/2,

$$\chi = \frac{NC_1}{T} = \frac{N\gamma^2 \mu_B^2}{4k_B T} = \frac{N\gamma^2 \mu_B^2}{4E_F t}, \quad (58)$$

which is the same for 1D, 2D, and 3D free-electron gases, where $C_1$ is the single-electron Curie constant in Eq. (34b).

It is of interest to calculate the spin susceptibility in 2D at high temperatures, but not in the limit $T \to \infty$, by keeping one additional term in the Taylor-series expansion of the exponential, i.e., $e^x = 1 + x + x^2/2$. Then Eq. (55a) becomes

$$\chi = \frac{N\gamma^2 \mu_B^2}{4k_B T} \left[ \frac{E_F}{k_B T} - \frac{1}{2} \left( \frac{E_F}{k_B T} \right)^2 \right] = \frac{N\gamma^2 \mu_B^2}{4k_B T} \left( 1 - \frac{1}{2} \frac{E_F}{k_B T} \right). \quad (59)$$

Using the Taylor-series expansion $(1 + x)^n \approx 1 + nx$ for small $x$ which gives $1 - x \approx 1/(1 + x)$ with $x = E_F/(2k_B T)$, Eq. (59) can be written

$$\chi = \frac{N\gamma^2 \mu_B^2}{4k_B T \left( 1 + \frac{E_F}{2k_B T} \right)} = \frac{N\gamma^2 \mu_B^2}{4k_B \left( T + \frac{E_F}{2k_B T} \right)}. \quad (60)$$

This has the form of the Curie-Weiss law

$$\chi = \frac{C}{T - \theta_{2D}}, \quad (61)$$

where $C = N\gamma^2 \mu_B^2/(4k_B)$ is the Curie constant of the $S = 1/2$ Fermi gas and the Weiss temperature is

$$\theta_{2D} = -\frac{E_F}{2k_B}. \quad (62)$$

In reduced units one has

$$\tilde{\theta}_{2D} \equiv \frac{k_B \theta_{2D}}{E_F} = -\frac{1}{2}. \quad (63)$$

The negative value agrees with expectation from Fig. 2(b) obtained by extrapolating the nearly linear $\chi(0)/\chi(t)$ data for $t > 1$ to the horizontal axis. In contrast to the usual interpretation of the Weiss temperature, the Weiss temperature does not arise from interactions between the spins but rather from the temperature-dependent Fermi statistics.

It is also of interest to examine the manner in which the 1D, 2D, and 3D susceptibilities asymptote to the Curie-law limit at high temperatures. In Figs. 5(a-c) we plot $\chi(t)/\chi(0)$ versus $\log_{10}(t)$ for 1D, $\chi(t)(t - \tilde{\theta}_{2D})/\chi(0)$ versus $t$ for 2D, and $\chi(t)/\chi(0)$ versus $1/t$ for 3D. The choice for the abscissa label for 2D was motivated by the Curie-Weiss behavior in Eq. (61). In 1D, the approach of $\chi T$ to its high-$T$ limit was extremely slow, which was found to be logarithmic. In 3D, the approach of $\chi T$ to its high-$T$ limit was determined by trial and error to vary as $1/T$. 

FIG. 5: Approach of the normalized susceptibilities $\chi(t)/\chi(0)$ in 1D and 3D and $\chi(t)(t - \tilde{\theta}_{2D})/\chi(0)$ in 2D to the high-$t$ Curie-law limit, with $\tilde{\theta}_{2D} = -1/2$. In 1D, 2D, and 3D, panels (a–c) respectively show that $\chi(t)t$ approaches the asymptotic high-$t$ limits of 2, 1, and 2/3 logarithmically in $t$, linearly in $t$, and inversely in $t$, respectively.
The high-$T$ limits are seen from Fig. 5 to be

$$\lim_{t \to \infty} \frac{\chi(t)}{\chi(0)} = \begin{cases} 2 & (1D) \\ 1 & (2D) \\ 2/3 & (3D) \end{cases}$$

(64a)  
(64b)  
(64c)

Using Eqs. (40) and (58), these results confirm that at high $T$, the susceptibility in each dimension is just that of $N$ isolated spins.

V. INTERNAL ENERGY AND HEAT CAPACITY AT CONSTANT VOLUME

The heat capacity $C_V$ at constant volume $V$ is defined as

$$C_V = \left( \frac{dE_{\text{ave}}}{dT} \right)_V,$$

(65)

where the thermal average (internal) energy per electron is

$$E_{\text{ave}}(T) = \int_0^\infty E f(E, T) D(E) dE.$$ 

(66)

At $T = 0$, the Fermi function $f(E, T = 0)$ is a step function that is equal to 1 below $E_F$ and is equal to 0 above $E_F$. Therefore

$$E_{\text{ave}}(T = 0) = \int_0^{E_F} E D(E) dE.$$ 

(67)

Using the density of states $D(E)$ functions in Eqs. (8), one obtains the ground-state energy as

$$E(T = 0) = \begin{cases} 1/3NE_F & (1D) \\ 1/2NE_F & (2D) \\ 3/5NE_F & (3D). \end{cases}$$

(68)

The increase in $E_{\text{ave}}(T = 0)$ with increasing dimensionality follows because the density of states decreases with energy $E$ in 1D, is constant in 2D and increases with $E$ in 3D.

By rewriting Eq. (67) in terms of the dimensionless variables in Sec. II, one obtains the following expression for the reduced average energy per electron versus reduced temperature

$$\epsilon_{\text{ave}}(t) = \int_0^\infty \epsilon f(\epsilon, t) \mathcal{D}(\epsilon) d\epsilon.$$ 

(69)

Then using the $\mathcal{D}(\epsilon)$ functions in Eqs. (13), we obtain

$$\epsilon_{\text{ave}}(t) = \begin{cases} -\frac{\sqrt{\pi}}{2} t^{3/2} \text{Li}_{3/2}\left(-e^{\bar{\mu}/t}\right) & (1D) \\ -t^2 \text{Li}_2\left(-e^{\bar{\mu}/t}\right) & (2D) \\ -\frac{9\sqrt{\pi}}{8} t^{5/2} \text{Li}_{5/2}\left(-e^{\bar{\mu}/t}\right) & (3D), \end{cases}$$

(70)

where the polylogarithm function $\text{Li}_n(x)$ was introduced in Eq. (10). In order to plot and/or otherwise utilize these functions, one must first insert the reduced chemical potential $\bar{\mu}(t)$ determined from Eqs. (13). The $\epsilon_{\text{ave}}(t)$ functions are plotted in Fig. 6 in 1D, 2D, and 3D. The data in Fig. 6 for all three dimensions are approximately linear in $T$ for $t \gtrsim 1$, which means that the constant-volume heat capacity $C_V(T) = dE_{\text{ave}}/dT$ is approximately constant above this temperature. This is confirmed below.

The $C_V(t)$ can be determined by differentiating Eq. (69) with respect to $t$, which gives $C_V(t)$ per mole of electrons as

$$C_V(t) = R \frac{d\epsilon_{\text{ave}}(t)}{dt} = R \int_0^\infty \frac{df(\epsilon, t)}{dt} \mathcal{D}(\epsilon) d\epsilon,$$

(71)

where $R = N_Ak_B$ is the molar constant and $N_A$ is Avogadro’s number. Keeping in mind that $\bar{\mu}$ is a function of $t$, the total derivative $d\epsilon_{\text{ave}}(t)/dt$ is obtained as

$$\frac{d\epsilon(\epsilon, t)}{dt} = \frac{1}{t^2} \left[\frac{e^{(\epsilon-\bar{\mu})/t}}{e^{(\epsilon-\bar{\mu})/t}+1}\right]^2 \left[\epsilon - \bar{\mu} + t \frac{d\bar{\mu}(t)}{dt}\right].$$

(72)

The temperature derivative $d\bar{\mu}(t)/dt$ is found by taking the total $t$ derivative of Eq. (14) and then solving for $d\bar{\mu}/dt$, which gives

$$\frac{d\bar{\mu}(t)}{dt} = -\frac{1}{t} \int_0^\infty \frac{\mathcal{D}(\epsilon) e^{(\epsilon-\bar{\mu})/t}}{e^{(\epsilon-\bar{\mu})/t}+1} \frac{de}{d\epsilon}.$$ 

(73)

Inserting Eq. (73) into (72) and the result into (71) gives

$$\frac{C_V(1D)}{R} = \frac{\sqrt{\pi}t}{8} \left\{ \frac{[\text{Li}_{3/2}(-e^{\bar{\mu}(t)/t})]^2}{\text{Li}_{1/2}(-e^{\bar{\mu}(t)/t})} - 3\text{Li}_{5/2}\left(-e^{\bar{\mu}(t)/t}\right) \right\}.$$ 

(74a)
region are shown in Fig. 7(b), where $C_V \propto T$ at the lowest temperatures $t \lesssim 0.05$ for all three dimensions, as discussed next.

Using the $D(\epsilon)$ functions in Eqs. (13), the function $g(\epsilon) = cD(\epsilon)$ in Eq. (25a) is given by

$$g(\epsilon) = \frac{\epsilon^{1/2}}{2} \quad (1D)$$

$$g(\epsilon) = \epsilon \quad (2D) \quad (75)$$

$$g(\epsilon) = \frac{3\epsilon^{3/2}}{2} \quad (3D).$$

Substituting these $g(\epsilon)$ functions into Eq. (25a) gives

$$\epsilon_{ave}(t) = \frac{\tilde{\mu}^{3/2}}{3} + \mu^{-1/2} \frac{\pi^2 t^2}{24} \quad (1D)$$

$$\epsilon_{ave}(t) = \frac{\tilde{\mu}^2}{2} + \frac{\pi^2 t^2}{6} \quad (2D) \quad (76)$$

$$\epsilon_{ave}(t) = \frac{3\tilde{\mu}^{5/2}}{5} + \mu^{1/2} \frac{9\pi^2 t^2}{24} \quad (3D).$$

Inserting the $\tilde{\mu}(t)$ dependences in Eqs. (30), (31), and (33) into these expressions, respectively, and using the Taylor-series expansion $(1 + x)^n \approx 1 + nx$ gives, to order $t^2$,

$$\epsilon_{ave}(t) = \frac{1}{3} + \frac{\pi^2 t^2}{12} \quad (1D)$$

$$\epsilon_{ave}(t) = \frac{1}{2} + \frac{\pi^2 t^2}{6} \quad (2D) \quad (77)$$

$$\epsilon_{ave}(t) = 3 + \frac{\pi^2 t^2}{4} \quad (3D).$$

The values of zero-temperature energy per particle, $\epsilon_{ave}(t = 0) = E_{ave}(T = 0)/NE_F$, agree with the respective values in Eqs. (68). Finally, using Eq. (71) we obtain the low-temperature molar heat capacity expansions

$$C_V = \frac{\pi^2 R t}{6} \quad (1D)$$

$$C_V = \frac{\pi^2 R t}{3} \quad (2D) \quad (78)$$

$$C_V = \frac{\pi^2 R}{2} t \quad (3D).$$

In terms of the respective conventional densities of states at the Fermi energy $D(E_F)$ in Eqs. (5), these equations can be written for all three dimensions as

$$C_V = \frac{\pi^2 k_B^2}{3} D(E_F)T \approx \gamma T, \quad (79a)$$

where the Sommerfeld coefficient (electronic heat capacity coefficient $\gamma$) is given by the well-known result

$$\gamma = \frac{\pi^2 k_B^2}{3} D(E_F). \quad (79b)$$

From Fig. 7(b), the linear temperature dependence of $C_V$ is seen to be followed for temperatures $T \lesssim 0.05 T_F$. 
VI. PRESSURE IN TWO AND THREE DIMENSIONS

For a monatomic ideal gas, the equation of state is \( pV = Nk_B T \), where \( p \) is the pressure and \( V \) is the volume in 3D and the area in 2D. From the Equipartition Theorem the internal energy is \( U = Nk_B T \) in 2D and \( U = 3Nk_B T/2 \) in 3D. Thus one has

\[
pV(T) = \frac{2}{d} U(T),
\]

where \( d \) is the dimensionality of the gas. The same expression is valid at each temperature for the 2D and 3D quantum \( S = 1/2 \) Fermi gases, respectively [32]. In reduced units Eq. (80) becomes

\[
\frac{pV}{N E_F}(t) = \frac{2}{d} \epsilon_{\text{ave}}(t).
\]

Using the second and third of Eqs. (70), we obtain

\[
\frac{pV}{N E_F} = -t^2 \text{Li}_2(-e^{\mu(t)/t}) \quad (2D), \quad (82a)
\]

\[
\frac{pV}{N k_B T} = -\frac{3\sqrt{\pi}}{4} t^{3/2} \text{Li}_{5/2}(-e^{\mu(t)/t}) \quad (3D), \quad (82b)
\]

where \( \mu(t) \) is calculated by solving the second and third of Eqs. (15), respectively. The compression factors obtained from Eqs. (82) are

\[
\frac{pV}{N k_B T} = -\frac{2}{t} \text{Li}_2(-e^{\mu(t)/t}) \quad (2D), \quad (83a)
\]

\[
\frac{pV}{N k_B T} = -\frac{3\sqrt{\pi}}{4} t^{3/2} \text{Li}_{5/2}(-e^{\mu(t)/t}) \quad (3D). \quad (83b)
\]

The scaled pressures \( pV/N E_F \) versus reduced temperature \( t = k_B T/E_F \) computed for 2D and 3D electron Fermi gases using Eqs. (82) are plotted in Fig. 8(a) [33]. As seen in the figure, the reduced degeneracy pressure is \( pV/N E_F = 0.4 \) at \( t \to 0 \) in 3D and 0.5 in 2D. The pressure increases with increasing temperature, approaching a classical proportional behavior at high temperatures. This behavior is examined in more detail in Fig. 8(b), where the compression factors \( pV/N k_B T \) are plotted versus \( t \) using Eqs. (83). At low \( t \), this quantity diverges as \( 1/t \) because \( p \) attains a constant value for \( t \to 0 \) as shown in Fig. 8(a). At high \( t \), the compression factors approach unity since the high-\( t \) limit corresponds to the ideal-gas law.

VII. ENTHALPY AND HEAT CAPACITY AT CONSTANT PRESSURE

Here only the 2D and 3D cases are relevant. The enthalpy \( H \) is defined as

\[
H = U + pV.
\]

FIG. 8: (a) Reduced pressure \( pV/N E_F \) versus reduced temperature \( t = k_B T/E_F \) for a free-electron Fermi gas in three dimensions. (b) Compression factor \( pV/N k_B T \) versus \( t \) for the same gas. For 2D, \( V \) is the area of the gas.

In reduced variables, this expression becomes

\[
\frac{H}{N E_F}(t) = \epsilon_{\text{ave}}(t) + \frac{p V}{N E_F}(t),
\]

where the temperature dependences of the first and second term are given in Eqs. (70) and (82) and plotted for 2D and 3D in Figs. 6 and 8(a), respectively. Plots of the reduced enthalpy versus reduced temperature in 2D and 3D are shown in Fig. 9.

The heat capacity at constant pressure is given by \( C_p = (\partial H/\partial T) \). This yields the molar heat capacity as

\[
\frac{C_p}{R} = \frac{\partial[H/(N E_F)]}{\partial t}.
\]

Then using Eq. (85) one obtains

\[
\frac{C_p(t)}{R} = \frac{C_V(t)}{R} + \frac{\partial}{\partial t} \left( \frac{p V}{N E_F}(t) \right),
\]
where the first and second terms are calculated from Eqs. (74) and Eqs. (82), respectively. At all temperatures we find the exact results

\[
\frac{C_p(t)}{C_V(t)} = 2 \quad (2D), \\
\frac{C_p(t)}{C_V(t)} = \frac{5}{3} \quad (3D),
\]

where \(C_V(t)\) was calculated for both dimensions in Sec. VI and plotted in 1D, 2D, and 3D in Fig. 7. Interestingly, the results in Eqs. (88) are the same as for a monatomic ideal gas in 2D and 3D, respectively.

### VIII. ISOTHERMAL BULK MODULUS

The isothermal bulk modulus \(K_T\) is defined as

\[
K_T = -V \left( \frac{\partial p}{\partial V} \right) _T ,
\]

with dimensions of pressure. Figure 8(b) plotted \(pV/Nk_B T\) versus \(t = k_B T/E_F\). Thus at fixed \(T\) one has

\[
\frac{pV}{Nk_B T} = f(t) \quad (a \ \text{number}),
\]

\[
p = \frac{Nk_B T}{V} f(t),
\]

\[
\left( \frac{\partial p}{\partial V} \right) _T = -\frac{p}{V}.
\]

Hence using Eq. 89 one obtains for 2D and 3D free-electron Fermi gases the same expression

\[
K_T(t) = p(t),
\]

\[
\frac{K_T V}{N E_F} = \frac{pV}{N E_F}.
\]

Equation 91a is the same as for a monatomic ideal gas in either 2D or 3D. The reduced pressure \(pV/N E_F\) was plotted versus \(t\) for 2D and 3D free-electron Fermi gases in Fig. 8a.

### IX. THERMAL EXPANSION COEFFICIENT

The thermal expansion coefficient \(\alpha\) is defined as

\[
\alpha = \frac{1}{V} \left( \frac{\partial V}{\partial T} \right) _p .
\]

A useful Maxwell relation is

\[
\alpha = \frac{1}{K_T} \left( \frac{\partial p}{\partial T} \right) _V .
\]
where for ideal gases and $S = 1/2$ Fermi gases $K_T = p$ from Eq. (91a). Therefore

$$\alpha = \frac{1}{\bar{p}} \left( \frac{\partial p}{\partial T} \right)_V. \quad (94)$$

The reduced pressure and temperature are

$$\tilde{p} = \frac{pV}{NE_F}, \quad t = \frac{k_B T}{NE_F}, \quad (95)$$

so the reduced thermal expansion coefficient is

$$\frac{\alpha E_F}{k_B} = \frac{1}{\tilde{p}} \left( \frac{\partial \tilde{p}}{\partial t} \right)_V, \quad (96)$$

where $\tilde{p}(t)$ was calculated in Sec. VI. In terms of the $T$-dependent chemical potential, we obtain

$$\frac{\alpha E_F}{k_B} = \frac{1}{2t} \left\{ \frac{3}{\bar{t}} \left(\frac{\partial \bar{t}}{\partial t}\right) \right\}^2. \quad (97)$$

Figure 10(a) shows plots of $\alpha E_F/k_B$ versus $t$ for 2D and 3D $S = 1/2$ Fermi gases, which show that $\alpha(t = 0) = 0$. The curves show peaks at $t \approx 0.3$, followed by a smooth decrease at higher temperatures. To examine this decrease quantitatively, $\alpha T$ versus $t$ is plotted for the two dimensions in Fig. 10(b). The data for both dimensions asymptotically approach unity, which is the value for the ideal gas since $\alpha = 1/T$ for that gas.

X. CONCLUDING REMARKS

The properties calculated versus dimension and temperature in this paper include the magnetic spin susceptibility, internal energy, heat capacity at constant volume, pressure, enthalpy, heat capacity at constant pressure, isothermal bulk modulus, and thermal-expansion coefficient. The crossovers of these properties between the low-temperature degenerate regime and the high-temperature nondegenerate regime were elucidated and analyzed. The high-temperature limit of the magnetic susceptibility is that of isolated spins-1/2, and those of the other thermodynamic quantities correspond to the respective properties of the monatomic ideal gas.

The expressions for three of the thermodynamic properties have forms analogous to those for the monatomic ideal gas. The temperature-independent ratio of heat capacities $C_P/C_V$ for the free-electron Fermi gas in 2D and 3D in Eqs. (88), the temperature-dependent expressions for the pressure times the volume in terms of the internal energy for the respective dimension, and in each of 2 and 3 dimensions the expression (94) for the isothermal bulk modulus for both 2D and 3D electron Fermi gases are the same as for the monatomic ideal gas.

Usually the theory for the nonrelativistic free-electron Fermi gas treated here is only of practical interest at temperatures low compared to the Fermi temperature, because the latter temperature for most metals is very high compared to the maximum accessible measurement temperature. However one can envision metals with low Fermi temperatures for which the present results might be useful. Of particular interest might be semimetals with low carrier concentrations. The challenge would be to separate the properties of the Fermi gas from those of the lattice. However, the magnetic properties of a Fermi gas might be measurable from the degenerate to the nondegenerate regime if the purity of the nonmagnetic host was sufficient. A special case is the $S = 1/2$ nuclear magnetic susceptibility of liquid $^3$He, for which the experimental data from the literature for the magnetic susceptibility versus temperature at a pressure of 20.5 atm in Fig. 3 were fitted well by the theory from a temperature of 0.045 K in the degenerate temperature regime to 1 K in the nondegenerate temperature regime, yielding a Fermi temperature of 0.30 K.
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