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Abstract. Open-vocabulary object detection, which is concerned with the problem of detecting novel objects guided by natural language, has gained increasing attention from the community. Ideally, we would like to extend an open-vocabulary detector such that it can produce bounding box predictions based on user inputs in form of either natural language or exemplar image. This offers great flexibility and user experience for human-computer interaction. To this end, we propose a novel open-vocabulary detector based on DETR—hence the name OV-DETR—which, once trained, can detect any object given its class name or an exemplar image. The biggest challenge of turning DETR into an open-vocabulary detector is that it is impossible to calculate the classification cost matrix of novel classes without access to their labeled images. To overcome this challenge, we formulate the learning objective as a binary matching one between input queries (class name or exemplar image) and the corresponding objects, which learns useful correspondence to generalize to unseen queries during testing. For training, we choose to condition the Transformer decoder on the input embeddings obtained from a pre-trained vision-language model like CLIP, in order to enable matching for both text and image queries. With extensive experiments on LVIS and COCO datasets, we demonstrate that our OV-DETR—the first end-to-end Transformer-based open-vocabulary detector—achieves non-trivial improvements over current state of the arts. Code is available at https://github.com/yuhangzang/OV-DETR

1 Introduction

Object detection, a fundamental computer vision task aiming to localize objects with tight bounding boxes in images, has been significantly advanced in the last decade thanks to the emergence of deep learning [25,32,9,29,15]. However, most object detection algorithms are unscalable in terms of the vocabulary size, i.e., they are limited to a fixed set of object categories defined in detection datasets [8,22]. For example, an object detector trained on COCO [22] can only detect 80 classes and is unable to handle new classes beyond the training ones.

A straightforward approach to detecting novel classes is to collect and add their training images to the original dataset, and then re-train or fine-tune the detection model. This is, however, both impractical and inefficient due to the large cost of data collection and model training. In the detection literature, generalization from base to novel classes has been studied as a zero-shot detection
Fig. 1: Comparison between a RPN-based detector and our Open-Vocabulary Transformer-based detector (OV-DETR) using conditional queries. The RPN trained on closed-set object classes is easy to ignore novel classes (e.g., the “cat” region receives little response). Hence the cats in this example are largely missed with few to no proposals. By contrast, our OV-DETR is trained to perform matching between a conditional query and its corresponding box, which helps to learn correspondence that can generalize to queries from unseen classes. Note we can take input queries in the form of either text (class name) or exemplar images, which offers greater flexibility for open-vocabulary object detection.
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This would offer greater flexibility than conventional open-vocabulary detection from natural language only.

Despite the simplicity of end-to-end DETR training, turning it into an open-vocabulary detector is non-trivial. The biggest challenge is the inability to calculate the classification cost for novel classes without their training labels. To overcome the challenge, we re-formulate the learning objective as binary matching between input queries (class name or exemplar image) and the corresponding objects. Such a matching loss over diverse training pairs allows to learn useful correspondence that can generalize to unseen queries during testing. For training, we extend the Transformer decoder of DETR to take conditional input queries. Specifically, we condition the Transformer decoder on the query embeddings obtained from a pre-trained vision-language model CLIP, in order to perform conditional matching for either text or image queries. Fig. 1 shows this high-level idea, which proves better at detecting novel classes than RPN-based closed-set detectors.

We conduct comprehensive experiments on two challenging open-vocabulary object detection datasets, and show consistent improvements in performance. Concretely, our OV-DETR method achieves 17.4 mask mAP of novel classes on the open-vocabulary LVIS dataset and 29.4 box mAP of novel classes on open-vocabulary COCO dataset, surpassing SOTA methods by 1.3 and 1.8 mAP, respectively.

2 Related Work

Open-Vocabulary Object Detection leverages the recent advances in large pre-trained language models to incorporate the open-vocabulary information into object detectors. OVR-CNN first uses BERT to pre-train the Faster R-CNN detector on image-caption pairs and then fine-tunes the model on downstream detection datasets. ViLD adopts a distillation-based approach that aligns the image feature extractor of Mask R-CNN with the image and text encoder of CLIP so the CLIP can be used to synthesize the classification weights for any novel class. The prompt tuning techniques for the pre-trained vision-language model have also been applied for open-vocabulary detectors, like DetPro. Our approach differs from these works in that we train a Transformer-based detector end-to-end, with a novel framework of conditional matching.

Zero-Shot Object Detection is also concerned with the problem of detecting novel classes. However, this setting is less practical due to the harsh constraint of limiting access to resources relevant to unseen classes. A common approach to zero-shot detection is to employ word embeddings as the classifier weights. Other works have found that using external resources like textual descriptions can help improve the generalization
of classifier embeddings [20, 28]. Alternatively, Zhao et al. [31] used Generative Adversarial Network (GAN) [12] to generate feature representations of novel classes. While Zhu et al. [40] synthesized unseen classes using a data augmentation strategy.

**Visual Grounding** is another relevant research area where the problem is to ground a target object in one image using natural language input [5, 3]. Different from open-vocabulary detection that aims to identify all target objects in an image, the visual grounding methods typically involve a particular single object, hence cannot be directly applied to generic object detection. There is a relevant visual grounding method though, which is called MDETR [16]. This method similarly trains DETR along with a given language model so as to link the output tokens of DETR with specific words. MDETR also adopts a conditional framework, where the visual and textual features are combined to be fed to the Transformer encoder and decoder. However, the MDETR method is not applicable to open-vocabulary detection because it is unable to calculate the cost matrix for novel classes under the classification framework. Our OV-DETR bypasses this challenge by using a conditional matching framework instead.

**Object Detection with Transformers.** The pioneer DETR approach [2] greatly simplifies the detection pipeline by casting detection as a set-to-set matching problem. Several follow-up methods have been developed to improve performance and training efficiency. Deformable DETR [41] features a deformable attention module, which samples sparse pixel locations for computing attention, and further mitigates the slow convergence issue with a multi-scale scheme. SMCA [11] accelerates training convergence with a location-aware co-attention mechanism. Conditional DETR [24] also addresses the slow convergence issue, but with conditional spatial queries learned from reference points and the decoder embeddings. Our work *for the first time* extends DETR to the open-vocabulary domain by casting open-vocabulary detection as a conditional matching problem, and achieves non-trivial improvements over current SOTA.

## 3 Open-Vocabulary DETR

Our goal is to design a simple yet effective open-vocabulary object detector that can detect objects described by arbitrary text inputs or exemplar images. We build on the success of DETR [2] that casts object detection as an end-to-end set matching problem (among closed classes), thus eliminating the need of hand-crafted components like anchor generation and non-maximum suppression. This pipeline makes it appealing to act as a suitable framework to build our end-to-end open-vocabulary object detector.

However, it is non-trivial to retrofit a standard DETR with closed-set matching to an open-vocabulary detector that requires matching against unseen classes. One intuitive approach for such open-set matching is to learn a class-agnostic module (*e.g.*, ViLD [13]) to handle all classes. This is, however, still unable to match for those open-vocabulary classes that come with no labeled images. Here we provide a new perspective on the matching task in DETR, which
An overview of our Open-Vocabulary DETR is shown in Fig. 2. At high level, DETR first takes query embeddings (text or image) as conditional inputs obtained from a pre-trained CLIP [27] model, and then a binary matching loss is imposed against the detection result to measure their matchability. In the following, we will revisit the closed-set matching process in standard DETR in Section 3.1. We then describe how to perform conditional binary matching in our OV-DETR in Section 3.2.

3.1 Revisiting Closed-Set Matching in DETR

For input image $x$, a standard DETR infers $N$ object predictions $\hat{y}$ where $N$ is determined by the fixed size of object queries $q$ that serve as learnable positional encodings. One single pass of the DETR pipeline consists of two main steps: (i) set prediction, and (ii) optimal bipartite matching.

**Set Prediction.** Given an input image $x$, the global context representations $c$ is first extracted by a CNN backbone $f_\phi$ and then a Transformer encoder $h_\psi$:

$$c = h_\psi(f_\phi(x)),$$  \hspace{1cm} (1)
where the output \( c \) denotes a sequence of feature embeddings of \( q \). Taking the context feature \( c \) and object queries \( q \) as inputs, the Transformer decoder \( h_\theta \) (with prediction heads) then produce the set prediction \( \hat{y} = \{ \hat{y}_i \}_{i=1}^N \):

\[
\hat{y} = h_\theta(c, q),
\]

where \( \hat{y} \) contains both bounding box predictions \( \hat{b} \) and class predictions \( \hat{p} \) for a closed-set of training classes.

**Optimal Bipartite Matching** is to find the best match between the set of \( N \) predictions \( \hat{y} \) and the set of ground truth objects \( y = \{ y_i \}_{i=1}^M \) (including no object \( \emptyset \)). Specifically, one needs to search a permutation of \( N \) elements \( \sigma \in S_N \) that has the lowest matching cost:

\[
\hat{\sigma} = \arg\min_{\sigma \in S_N} \sum_{i=1}^N L_{\text{cost}}(y_i, \hat{y}_{\sigma(i)}),
\]

where \( L_{\text{cost}}(y_i, \hat{y}_{\sigma(i)}) \) is a pair-wise matching cost between ground truth \( y_i \) and the prediction \( \hat{y}_{\sigma(i)} \) with index \( \sigma(i) \). Note \( L_{\text{cost}} \) is comprised of the losses for both class prediction \( L_{\text{cls}}(\hat{p}, p) \) and bounding box localization \( L_{\text{box}}(\hat{b}, b) \). The whole bipartite matching process produces one-to-one label assignments, where each prediction \( \hat{y}_i \) is assigned to a ground-truth annotation \( y_j \) or \( \emptyset \) (no object). The optimal assignment can be efficiently found by the Hungarian algorithm [18].

**Challenge.** As mentioned above, the bipartite matching method cannot be directly applied to an open-vocabulary setting that contains both base and novel classes. The reason is that computing the matching cost in Eq. (3) requires access of the label information, which is unavailable for novel classes. We can follow previous works [13,35,7] to generate class-agnostic object proposals that may cover the novel classes, but we do not know the ground-truth classification labels of these proposals. As a result, the predictions for the \( N \) object queries cannot generalize to novel classes due to the lack of training labels for them. As shown in Fig. 3 (a), bipartite matching can only be performed for base classes with available training labels.

### 3.2 Conditional Matching for Open-Vocabulary Detection

To enable DETR to go beyond closed-set classification and perform open-vocabulary detection, we equip the Transformer decoder with conditional inputs and reformulate the learning objective as binary matching problem.

**Conditional Inputs.** Given an object detection dataset with standard annotations for all the training (base) classes, we need to convert those annotations to conditional inputs to facilitate our new training paradigm. Specifically, for each ground-truth annotation with bounding box \( b_i \) and class label name \( y_i^{\text{class}} \), we use the CLIP model [27] to generate their corresponding image embedding \( z_i^{\text{image}} \) and text embedding \( z_i^{\text{text}} \):

\[
\begin{align*}
    z_i^{\text{image}} &= \text{CLIP}_{\text{image}}(x, b_i), \\
    z_i^{\text{text}} &= \text{CLIP}_{\text{text}}(y_i^{\text{class}}).
\end{align*}
\]
Fig. 3: **Comparing the label assignment mechanisms of DETR and our OV-DETR.** (a) In the original DETR, the set-to-set prediction is conducted via bipartite matching between predictions and closed-set annotations, in which a cost matrix in respect of the queries and categories. Due to the absence of class label annotations for novel classes, computing such a class-specific cost matrix is impossible. (b) On the contrary, our OV-DETR casts the open-vocabulary detection as a conditional matching process and formulate a binary matching problem that computes a class-agnostic matching cost matrix for conditional inputs.

Such image and text embeddings are already well-aligned by the CLIP model. Therefore, we can choose either of them as input queries to condition the DETR’s decoder and train to match the corresponding objects. Once training is done, we can then take arbitrary input queries during testing to perform open-vocabulary detection. To ensure equal training conditioned on image and text queries, we randomly select $z_{i}^{\text{text}}$ or $z_{i}^{\text{image}}$ with probability $\xi = 0.5$ as conditional inputs. Moreover, we follow previous works [13,35,7] to generate additional object proposals for novel classes to enrich our training data. We only extract image embeddings $z_{i}^{\text{image}}$ for such novel-class proposals as conditional inputs, since their class names are unavailable to extract text embeddings. Please refer to supplementary materials for more details.

**Conditional Matching.** Our core training objective is to measure the matchability between the conditional input embeddings and detection results. In order to perform such conditional matching, we start with a fully-connected layer $F_{\text{proj}}$ to project the conditional input embeddings ($z_{i}^{\text{text}}$ or $z_{i}^{\text{image}}$) to have the same dimension as $q$. Then the input to the DETR decoder $q'$ is given by:

$$q' = q \oplus F_{\text{proj}}(z_{i}^{\text{mod}}), \quad \text{mod} \in \{\text{text, image}\},$$

(5)
where we use a simple addition operation $\oplus$ to convert the \textit{class-agnostic} object queries $q$ into \textit{class-specific} $q'$ informed by $F_{proj}(z_i^{\text{mod}})$.

In practice, adding the conditional input embeddings $z$ to only one object query will lead to a very limited coverage of the target objects that may appear many times in the image. Indeed, in existing object detection datasets, there are typically multiple object instances in each image from the same or different classes. To enrich the training signal for our conditional matching, we copy the object queries $q$ for $R$ times, and the conditional inputs ($z_i^\text{text}$ or $z_i^\text{image}$) for $N$ times before performing the conditioning in Eq. (5). As a result, we obtain a total of $N \times R$ queries for matching during each forward pass, as shown in Fig. 4 (b). Experiments in the supplementary material will validate the importance of such “feature cloning” and also show how we determine $N$ and $R$ based on the performance-memory trade-off. Note for the final conditioning process, we further add an attention mask to ensure the independence between different query copies, as is similarly done in [4].

Given the conditioned query features $q'$, our binary matching loss for label assignment is given as:

$$L_{\text{cost}}(y, \hat{y}_\sigma) = L_{\text{match}}(p, \hat{p}_\sigma) + L_{\text{box}}(b, \hat{b}_\sigma), \quad (6)$$

where $L_{\text{match}}(p, \hat{p}_\sigma)$ denotes a new matching loss that replaces the classification loss $L_{\text{cls}}(p, \hat{p}_\sigma)$ in Eq. (3). Here in our case, $p$ is a 1-dimensional sigmoid probability vector that characterizes the matchability (‘matched’ vs. ‘not matched’), and $L_{\text{match}}$ is simply implemented by a Focal loss $L_{\text{Focal}}$ between predicted $\hat{p}_\sigma$ and ground-truth $p$. For instance, with the ‘bird’ query as input, our matching loss should allow us to match all the bird instances in one image, while tagging instances from other classes as ‘not matched’.
3.3 Optimization

After optimizing Eq. (6), we obtain the optimized label assignments $\sigma$ for different object queries. This process produces a set of detected objects with assigned box coordinates $\hat{b}$ and 2-dim matching probability $\hat{p}$ that we will use to compute our final loss function for modeling training. We further attach an embedding reconstruction head to the model, which learns to predict embedding $e$ to be able to reconstruct each conditional input embedding $z^{text}$ or $z^{image}$:

$$L_{embed}(e, z) = \|e - z^{mod}\|_1, \ mod \in \{text, image\}. \quad (7)$$

Supplementary materials validate the effectiveness of $L_{embed}$.

Our final loss for model training combines $L_{embed}$ with bounding box losses $L_{match}(p, \hat{p})$ and $L_{box}(b, \hat{b})$ again:

$$L_{loss}(y, \hat{y}) = L_{match}(p, \hat{p}) + L_{box}(b, \hat{b}) + L_{embed}(e, z) = \lambda_{Focal}L_{Focal} + \lambda_{L1}L_{L1} + \lambda_{GIOU}L_{GIOU} + \lambda_{L_{embed}}L_{L_{embed}}, \quad (8)$$

where $L_{box}$ consists of the L1 loss and the generalized IoU (GIoU) [30] loss for boxes, while $\lambda_{Focal}$, $\lambda_{L1}$, $\lambda_{GIOU}$ and $\lambda_{L_{embed}}$ are the weighting parameters.

3.4 Inference

During testing, for each image, we send the text embedding $z^{text}$ of all the base + novel classes to the model and merge the results by selecting the top $k$ predictions with highest prediction scores. We follow the prior work [13] to use $k = 100$ for COCO dataset and $k = 300$ for LVIS dataset. To obtain the context representation $c$ in Eq. (1), we forward the input image through the CNN backbone $f_\psi$ and Transformer encoder $h_\psi$. Note $c$ is computed only once and shared for all conditional inputs for efficiency. Then the conditioned object queries from different classes are sent to the Transformer decoder in parallel. In practice, we copy the object queries for $R$ times as shown in Fig. 4 (b).

4 Experiments

Datasets. We evaluate our approach on two standard open-vocabulary detection benchmarks modified from LVIS [14] and COCO [22] respectively. LVIS [14] contains 100K images with 1,203 classes. The classes are divided into three groups, namely frequent, common and rare, based on the number of training images. Following ViLD [13], we treat 337 rare classes as novel classes and use only the frequent and common classes for training. The COCO [22] dataset is a widely-used benchmark for object detection, which consists of 80 classes. Following OVR-CNN [26], we divide the classes in COCO into 48 base categories and 17 novel categories, while removing 15 categories without a synset in the WordNet hierarchy. The training set is the same as the full COCO but only images containing at least one base class are used. We refer to these two benchmarks as OV-LVIS and OV-COCO hereafter.
Table 1: Mask R-CNN and Def DETR on OV-LVIS, both trained on base classes. †: copied from ViLD [13].

| # | Method             | AP\textsuperscript{m} | AP\textsuperscript{m}_{novel} | AP\textsuperscript{m}_c | AP\textsuperscript{m}_f |
|---|--------------------|------------------------|-------------------------------|-------------------------|-------------------------|
| 1 | Mask R-CNN          | 22.5                   | 0.0                           | 22.6                    | 32.4                    |
| 2 | Def DETR            | 22.4                   | 0.0                           | 22.4                    | 32.0                    |

Table 2: Ablation study on using object proposals (P) and our conditional binary matching mechanism (M).

| # | P | M | AP\textsuperscript{m} | AP\textsuperscript{m}_{novel} | AP\textsuperscript{m}_c | AP\textsuperscript{m}_f |
|---|---|---|------------------------|-------------------------------|-------------------------|-------------------------|
| 1 |   |   | 24.2                   | 9.5                           | 23.2                    | 31.7                    |
| 2 | ✓ |   | 19.9                   | 6.3                           | 17.4                    | 28.6                    |
| 3 | ✓ | ✓ | 26.6                   | 17.4                          | 25.0                    | 32.5                    |

Evaluation Metrics. For OV-LVIS, we report the mask mAP for rare, common and frequent classes, denoted by AP\textsuperscript{m}_r, AP\textsuperscript{m}_c and AP\textsuperscript{m}. The rare classes are treated as novel classes (AP\textsuperscript{m}_{novel}). The symbol AP\textsuperscript{m} denotes to the mAP of all the classes. For OV-COCO, we follow previous work that only reports the AP50\textsuperscript{b} metric, which means the box mAP at IoU threshold 0.5.

Extension for Instance Segmentation. For OV-LVIS, instance segmentation results are needed for the evaluation process. Although DETR [2] and its follow-ups [41, 24] are developed for the object detection task, they can also be extended to the instance segmentation task. We follow DETR [2] to add an external class-agnostic segmentation head to solve the instance segmentation task. The segmentation head employs the fully convolutional network (FCN [23]) structure, which takes features extracted from the Transformer decoder as input and produces segmentation masks.

Implementation Details. Our model is based on Deformable DETR [41]. Following ViLD [13], we also use the open-source CLIP model [27] based on ViT-B/32 for extracting text and image embeddings. Please refer to our supplementary material for more training details.

4.1 Ablation Studies

We conduct ablation study on OV-LVIS to evaluate the main components in our approach.

The Architecture Difference. Previous works such as ViLD [13] are based on the RPN-based Mask R-CNN [15], while our work is based on the Transformer-based detector Deformable DETR [41]. We first study the difference of these two detectors on the open-vocabulary setting trained with base classes only. As shown in Table 1 row (1-2), we observe that Mask R-CNN performs a slightly better than Deformable DETR [41]. This gap is small, indicating that we have a fair starting point compared to ViLD [13].

Object Proposals. We then replace Deformable DETR’s classifier layer as text embedding provided by CLIP and trained with base classes only. This step is similar to the previous ViLD-text [13] method. Results is presented in Table 2 row 1. We observe that the AP\textsuperscript{m}_{novel} metric improved from 0.0 to 9.5. To further improve the AP\textsuperscript{m}_{novel} metric, we add the object proposals that may contain the
Table 3: **Main results on OV-LVIS and OV-COCO.** For OV-LVIS (w/ 886 base classes and 317 novel classes), we report mask mAP and a breakdown on novel (rare), common, and frequent classes. For OV-COCO (w/ 48 base classes and 17 novel classes), we report bounding box mAP at IoU threshold 0.5. †: zero-shot methods that do not use captions or image-text pairs. ‡: ensemble model.

| #  | Method      | OV-LVIS                       | OV-COCO                       |
|----|-------------|-------------------------------|-------------------------------|
|    |             | APm | APm novels | APm c | APm f | AP50b | AP50b novels | AP50b base |
| 1  | SB [1]†     | -   | -          | -     | -     | 24.9  | 0.3          | 29.2       |
| 2  | DELO [40]†  | -   | -          | -     | -     | 13.0  | 3.1          | 13.8       |
| 3  | PL [28]†    | -   | -          | -     | -     | 27.9  | 4.1          | 35.9       |
| 4  | OVR-CNN [36]| -   | -          | -     | -     | 46.0  | 22.8         | 39.9       |
| 5  | ViLD-text [13] | 24.9 | 10.1       | 23.9  | 32.5  | 49.3  | 5.9          | 61.8       |
| 6  | ViLD [13]   | 22.5 | 16.1        | 20.0  | 28.3  | 51.3  | 27.6         | 59.5       |
| 7  | ViLD-ens. [13] ‡ | 25.5 | 16.6       | 24.6  | 30.3  | -     | -          | -          |
| 8  | OV-DETR (ours vs. #6) | **26.6** | **17.4** | **25.0** | **32.5** | **52.7** | **29.4** | **61.0** |

region of novel classes into the training stage. Because we do not know the category id of these object proposals, we observe that the label assignment of these object proposals is inaccurate and will decrease the APm novel performance from 9.5 to 6.3.

**Conditional Binary Matching.** Now we replace DETR’s default close-set labeling assignment as our proposed conditional binary matching. The comparison results between Table 2 row 2-3 shows that our binary matching strategy can better leverage the knowledge from object proposals and improve the APm novel from 9.5 to 17.4. Such a large improvement shows that the proposed conditional matching is essential when applying the DETR-series detector for the open-vocabulary setting.

### 4.2 Results on Open-vocabulary Benchmarks

Table 3 summarizes our results. We compare our method with SOTA open-vocabulary detection methods including: (1) OVR-CNN [36] (see Table 3 row 4). It pre-trains the detector’s projecting layer on image-caption pairs using contrastive loss and then fine-tunes on the object detection task; (2) Variants of ViLD [13] such as ViLD-text and ViLD-ensemble (see Table 3 rows 5-7). ViLD is the first study that uses CLIP embeddings [27] for open-vocabulary detection. Compared with ViLD-text, ViLD uses knowledge distillation from the CLIP visual backbone, improves APm novel at the cost of hurting APm base. ViLD-ens. combines the two models and shows improvements for both metrics. Such an ensemble-based method also brings extra time and memory cost.

For completeness, we also list the results of some previous zero-shot methods such as SB [1], DELO [40] and PL [28] in Table 3 rows 1-3. On **OV-LVIS** bench-
We evaluate OV-DETR trained on LVIS when transferred to other datasets such as PASCAL VOC 2007 test set and COCO validation set by simply replacing the text embeddings. The experimental setting is the same as that of ViLD [13]. We observe that OV-DETR achieves better generalization performance than ViLD [13].

| #  | Method      | Pascal VOC | COCO         |
|----|-------------|------------|--------------|
|    |             | AP\textsubscript{0.50} | AP\textsubscript{0.75} | AP\textsubscript{0.50} | AP\textsubscript{0.75} |
| 1  | ViLD-text   | 40.5       | 31.6         | 28.8         | 31.4         |
| 2  | ViLD [13]   | 72.2       | 56.7         | 36.6         | 39.8         |
| 3  | OV-DETR     | \textbf{76.1} | \textbf{59.3} | \textbf{38.1} | \textbf{58.4} | \textbf{41.1} |
|    | (ours vs #2 ) | (+3.9)     | (+2.6)       | (+1.5)       | (+2.8)       | (+1.3)       |

mark, OV-DETR improves the previous SOTA ViLD by 4.1 on AP\textsuperscript{m} and 1.3 on AP\textsuperscript{m}\textsubscript{novel}. Compared with ViLD, our method will not affect the performance of base classes when improve the novel classes. Even compared with the ensemble result of ViLD-ensemble, OV-DETR still boosts the performance by 1.5, 0.8, 1.0 and 2.2, respectively (%). Noted that OV-DETR only uses a single model and does not leverage any ensemble-based technique. On OV-COCO benchmark, OV-DETR improves the baseline and outperforms OVR-CNN [36] by a large margin, notably, the 6.6 mAP improvements on novel classes. Compared with ViLD [13], OV-DETR still achieves 1.4 mAP gains on all the classes and 1.8 mAP gains on novel classes. In summary, it is observed that that OV-DETR achieves superior performance across different datasets compared with different methods.

### 4.3 Generalization Ability of OV-DETR.

We follow ViLD [13] to test the generalization ability of OV-DETR by training the model on LVIS [14] dataset and evaluated on PASCAL VOC [8] and COCO [22]. We keep the same implementation details with ViLD [13]. We switch the text embeddings of the category names from the source dataset to new datasets. The text embeddings of new classes are used as conditional inputs during the inference phase. As shown in Table 4 we observe that OV-DETR achieves better transfer performance than ViLD. The experimental results show that the model trained by our conditional-based mechanism has transferability to other domains.

### 4.4 Qualitative Results

We visualize OV-DETR’s detection and segmentation results in Fig. 5. The results based on conditional text queries, conditional image queries, and a mixture of conditional text and image queries are shown in the top, middle and bottom row, respectively. Overall, our OV-DETR can accurately localize and precisely segment out the target objects from novel classes despite no annotations of these
Fig. 5: **Qualitative results on LVIS.** OV-DETR can precisely detect and segment novel objects (*e.g.*, ‘crape’, ‘fishbowl’, ‘softball’) given the conditional text query (top) or conditional image query (middle) or a mixture of them (bottom).

classes during training. It is worth noting that the conditional image queries, such as “crape” in (d) and “fork” in (h), appear drastically different from those in the target images but OV-DETR can still robustly detect them.

### 4.5 Inference Time Analysis

OV-DETR exhibits great potential in open-vocabulary detection but is by no means a perfect detector. The biggest limitation of OV-DETR is that the inference speed is slow when the number of classes to detect is huge like 1,203 on LVIS [13]. This problem is caused by the conditional design that requires multiple forward passes in the Transformer decoder (depending on the number of classes).

We show a detailed comparison on the inference time between Deformable DETR and OV-DETR in Table 5. Without using any tricks, the vanilla OV-
DETR (#2), i.e., using a single forward pass for each class, is about 2× slower than Deformable DETR (#1) on COCO (w/ 80 classes) while 16× slower on LVIS (w/ 1,203 classes). As discussed in Sec. 3.2 and shown in Fig. 4(b), we optimize the speed by forwarding multiple conditional queries to the Transformer decoder in parallel, which reduces the inference time by 12.5% on COCO and nearly 60% on LVIS (see #3 in Table 5). Still, there is much room for improvement.

It is worth noting that such a slow inference problem is not unique to our approach—most instance-conditional models would have the same issue [19], which is the common price to pay in exchange for better performance. The computation bottleneck of our method lies in the computation of the Transformer decoder in Eq. (2). A potential solution is to design more efficient attention modules [33,34], which we leave as future work. In human-computer interaction where users already have target object(s) in mind, e.g., a missing luggage or a specific type of logo, the conditional input is fixed and low in number, thus the inference time is negligible.

5 Conclusion

Open-vocabulary detection is known to be a challenging problem due to the lack of training data for unseen classes. Recent advances in large language models have offered a new perspective for designing open-vocabulary detectors. In this work, we show how an end-to-end Transformer-based detector can be turned into an open-vocabulary detector based on conditional matching and with the help of pre-trained vision-language models. The results show that, despite having a simplified training pipeline, our open-vocabulary detector based on Transformer significantly outperforms current state of the arts that are all based on two-stage detectors. We hope our approach and the findings presented in the paper can inspire more future work on the design of efficient open-vocabulary detectors.
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Supplementary Material

A More Qualitative Results of OV-DETR

Open-Vocabulary COCO. We provide more qualitative results of OV-DETR on Open-Vocabulary COCO setting (Fig. 6). We visualize the detection results on novel classes and the activation maps of OV-DETR and Region Proposal Network (RPN) [29] used by ViLD [13], which further validate the motivation from the main paper: OV-DETR has higher activation values on objects of novel classes than RPN.

Web Images. To verify the generalization ability, we also provide the qualitative results of anime characters in Fig. 7. Although these characters are not provided during training, OV-DETR can successfully detect the regions matched with the conditional image queries.

Failure Cases. Fig. 8 shows some failure cases of OV-DETR. We notice that detecting small or occluded objects with conditional image query is hard. Our method is not robust to the unrelated out-of-distribution text queries. We will address these shortcomings in further research.

B Discussion of Object Proposals

In previous work ViLD [13], class-agnostic object proposals are leveraged to transfer the knowledge from CLIP image encoder to the detector. As shown in Fig. 9 (a), ViLD first trains a RPN network on base classes to get $M$ pre-computed proposals. These object proposals may contain objects of novel classes and are essential for training ViLD model. For these $M$ proposals, $M$ predicted region embeddings and the corresponding ground-truth embeddings are computed by a Mask R-CNN detector and a CLIP image encoder respectively. Then, a knowledge distillation loss is applied for the predicted region embeddings and the ground-truth embeddings.

We follow the steps of ViLD, pre-training a detector with the base classes to predict object proposals that may cover the novel classes. The only difference is that we use different architectures (Def-DETR vs. the RPN network in ViLD). Despite of building upon different architectures, the generated object proposals have similar high top-300 averaged recall (AR@300) for novel categories (48.3 for ViLD and 47.6 for ours). Fig. 9 (b) shows that compared with ViLD, we use the object proposals in a different way. Since these object proposals are class-agnostic, they cannot be applied on DETR’s matching algorithm. In OV-DETR, we treat the image embeddings extracted by the object proposals as the conditional image query. The expected predictions of OV-DETR are the ‘matched’ regions of an input image given a conditional image query.
C  Importance of $\mathcal{L}_{\text{embed}}$

In OV-DETR, we introduce an embedding reconstruction head to predict the conditional input embedding $z^{\text{text}}$ or $z^{\text{image}}$, and this reconstruction head is optimized by the loss $\mathcal{L}_{\text{embed}}$. The results in Table 6 show the efficacy of $\mathcal{L}_{\text{embed}}$.

D  Importance of Multiple Queries for Training

Recap that we propose to “clone” query features in Section 3.2 (also see Fig 4) of the main paper. We examine different choices of the two hyper-parameters $N$ and $R$, and show results in Table 7. When $N = 100$, we find that coping queries (from $R = 1$ to 3) improves the $\text{AP}^m_{\text{novel}}$ from 10.6 to 13.6, and a slight degradation when $R = 9$ partially due to the limited optimization capacity. When $N = 300$, we observe that coping queries (from $R = 1$ to 3) is also beneficial. However, we will face the out-of-memory issue on GPU when $N = 300$ and $R > 3$. Overall, we find the combination of $N = 300$ queries and repetition of $R = 3$ times serves as the optimal solution.

E  More Implementation Details

Hyper-Parameters. All models are trained on 8 Tesla V100 GPUs. We use the ResNet50-C4 backbone as our default choice. We keep most of the hyper-parameters the same with previous works [13,41]. For loss functions, we set the weighting parameters $\mathcal{L}_{\text{BCE}} = 3.0$, $\mathcal{L}_{\text{L1}} = 5.0$, $\mathcal{L}_{\text{GIoU}} = 2.0$ and $\mathcal{L}_{\text{embed}} = 1.0$. The input resolution of the CLIP model is set to 224x224, and the temperature $\tau$ of the CLIP model is set to 0.01.

Text Prompts. Prompt tuning is a critical step when transferring pre-trained language models to downstream computer vision tasks [39,8,57]. We follow the
same process as in ViLD [13] to construct the text prompts. Specifically, for each class we feed the textual name wrapped in 63 different prompt templates (e.g., ‘there is a \{class name\} in the photo’) to CLIP’s text encoder, and then average the 63 text embeddings, which is known as prompt ensembling [27].
Fig. 6: **Qualitative results on Open-Vocabulary COCO setting.** We visualize the prediction results of OV-DETR on novel classes. We also provide the comparison of activation maps between ours and the RPN network.

Fig. 7: **Qualitative results on anime characters.** These images are collected from web. We use the model trained on LVIS dataset to check the matchability with the given conditional image queries.
Fig. 8: **Failure cases of OV-DETR.** These images are collected from the web. We use the model trained on LVIS dataset to check the matchability with the given conditional image or text queries. **(a):** OV-DETR fails to detect these small and occluded objects with the conditional image query (“bicycle”). But as shown in **(b),** this issue can be solved to some extent by using text query. **(c):** Given the unrelated text queries (e.g., “philosophy”), OV-DETR will predict wrong false-positive detection results.

Fig. 9: The comparison of ViLD and our OV-DETR of utilizing pre-computed object proposals. **(a):** ViLD leverages a distillation loss between the predicted region embeddings and pre-computed object proposals. **(b):** We use pre-computed object proposals to generate the conditional image query.