Multilingual Focused Crawler System based on Web Content Extraction and Path Configuration
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Abstract. The multilingual focused crawler system combines web content extraction with path configuration to make use of their advantages and achieve automatic collection of network information in multiple languages. Firstly, system selects foreign language keywords according to crawling webpage language and Chinese keywords, and uses initial link to obtain webpage information. Then, it uses path configuration information or web content extraction algorithm based on the distribution line block to get webpage content, and adopts rules or configuration information to acquire new links, published time and title. Next, keywords are used to filter irrelevant information. Finally, results are presented as a list. When users use focused crawler system, the webpage path information can be configured or not according to requirements, and the collected network resources can also be searched or filtered.

1. Introduction
With the rapid development of technology, network resources are exploding exponentially. How to get interesting information to users from massive resources is a problem to be solved. Because of this, web crawlers come into being [1]. According to initial URL set, crawlers extract information and new links by parsing of web page, and add links to URL list, so that they can continue to crawl other web pages. The general crawlers get all information from web pages, which not only result in content irrelevant to user needs, but also reduce crawler efficiency. Focused crawlers can collect relevant information based on keywords, and then improve accuracy. However, many focused crawlers fetch data only for specific website, and cannot extend existing modules to suit other scenarios, which makes them less suitable [2]. Meanwhile, crawlers generally extract web content based on regular expressions or XPath. When they are applied to multiple sites, many rules need to be set. This leads to less flexibility of crawlers.

In this paper, we combine web content extraction with path configuration to design a multilingual focused crawler system based on keywords, and apply it to collect the Belt and Road national mineral resources. In system, users need to provide keywords in five languages, including Chinese, English, Japanese, Russian and Arabic, and initial links, as well as website language. If path configuration of web content is provided, system obtains it according to this information. Otherwise web content extraction algorithm will be used. Finally, system displays information in the form of a list on the front end.

2. Related work
Crawlers play a very important role in the acquisition of network information resources. We firstly
review focused crawlers research, and then introduce web content extraction algorithm.

Chakrabarti [3] proposed focused crawlers in 1999. They used the classifier and selector to get relevant web page URLs. After that, the research on focused crawlers began to rise. Uzun [4] divided webpage into blocks, and extracted hyperlinks, texts, menus from each block. Finally, they implemented intelligent crawler. Safran [5] used URL text, anchor text, parent pages, and text around links to predict page relevance and designed crawler based on Naive Bayes. Some researchers used graph theory, decision tree and semantic-based methods to achieve focused crawlers. Du [6] proposed context-based concept map to store contextual knowledge, which was web history information of users click. Then, they calculated similarity between concepts in the graph and matched unvisited pages to get the most relevant links. Li [7] applied decision tree to anchor text of hyperlinks to prioritize unvisited URLs. Dong [8] used dictionary-based ontology learning method to realize adaptive semantic focused crawlers.

After getting network information, how to extract web content is a key step in data processing. There are mainly three methods, which are template-based, statistics-based and machine learning. Sluban [9] found that web documents from same source usually had the common template, so they used URL Tree to extract web content. According to characteristics of webpage content layout, Ji [10] used starting block and ending block to collect text information. Liang [11] first extracted webpage tag features with noise information, and then used SVM to acquire content.

On the whole, focused crawlers have rarely research on multilingual information acquisition and combining content extraction with path configuration. Therefore, we start from multilingual keywords, use path configuration and content extraction, and finally build focused crawler system.

3. Focused crawler system

Figure 1 is the framework of focused crawler system. In interaction layer, users can configure country, keywords, crawler path and crawling content. Then system transfers information to execution layer. Execution layer is business logic implementation part. It processes user requests and collects network resources. Data layer is database, which stores information and is called by execution layer. In system, each table in data layer has a one-to-one correspondence with page in interaction layer. The core parts of system are information management and information collection module, which are introduced next.
3.1. Information management module

3.1.1. Country configuration module. This module is to fill in information for countries that need to collect network resources, including country name and region. System divides 67 countries in the Belt and Road into 7 regions and stores them in country table.

3.1.2. Keywords configuration module. System sets 5 language keywords, which are Chinese, English, Japanese, Russian and Arabic. When configured, system demands Chinese keyword as primary key, and only one can be filled in. Other language keywords are the translation of Chinese keywords. Because of polysemy, other language keywords can be filled in multiples and separated by commas.

3.1.3. Crawler path configuration module. It is used to configure specific location of information to be crawled in the webpage, including the following parts.

(1) Initial Links: Required field. System can continuously obtain new links according to initial links.

(2) Language: Required field. It includes Chinese, English, Japanese, Russian and Arabic. Language is configured according to webpage language.

(3) Region: Required field. It is from country configuration module.

(4) Country: Required field. It comes from country configuration module. System displays corresponding countries according to the selected region.

(5) News Page Path: Optional field. This path refers to the location of news list in web page and uses XPath to fill in.

(6) Next Page Path: Optional field. It refers to next page location of news list and uses XPath to fill in. For news page and next page path, system demands that paths be either filled in or not filled in.

(7) Web Content Path: Optional field. This path refers to the location of web page content, which uses XPath to fill in.

(8) Published Time Path: Optional field. It refers to published time location in web page and uses XPath. System requires that web content and published time path be either filled in or not filled in.

(9) Keywords: Required field. System shows Chinese keywords, and user needs to select at least one keyword for crawler configuration. After that, system obtains other language keywords according to the selected Chinese keywords and the language set.

3.1.4. Crawling content configuration module. It mainly displays obtained information to users in the form of a list. It can filter information according to release status and crawling time, as well as providing retrieval function. In addition, users can modify obtained title, published time and content.

3.2. Information collection module

Information collection module gets network resources based on crawler path configuration. It’s designed by Scrapy and realizes concurrent crawling [12]. Its work includes four aspects: (1) URL deduplication. (2) Getting new links from web pages to achieve circular crawling. (3) Extracting web content, title and published time. (4) Filtering information by keywords. The process of this module is shown in Figure 2.
3.2.1. URL deduplication. System uses memory-based approach to de-duplicate URLs. Crawler firstly gets existing URLs from database. Then it compares crawled webpage URLs with them to achieve URL filtering. In addition, system uses allowed_domains in Scrapy to set a list of domain names, so that URL whose domain name is not in the list can be removed.

3.2.2. New links extraction. In system, we set two methods to get new links.
   (1) When both news page and next page path are configured, system can quickly get new links based on XPath and add them to URL list.
   (2) When news page and next page path are not set, system applies Scrapy’s Selector to automatically obtain new links from hyperlink and src attribute of iframe. Since some links may be files, videos or pictures, system filters them by means of rules. Meanwhile, links may not be complete in some websites, for example, /a?i=3, ../a/b. So they need to be standardized to get complete links. System uses Python’s urljoin to combine current webpage URL with incomplete link to get full link starting with http.

3.2.3. Web information extraction. There are two ways to obtain web content and published time.
   (1) If users set web content and published time path, system obtains information according to XPath, and then removes HTML tags by regular expressions to get text.
   (2) If web content and published time path are not configured, system automatically extracts information. For web content, system adopts text extraction method based on the distribution line block function [13]. The algorithm firstly removes HTML tags. Then it selects $K$ rows as one block and calculates total number of characters in each block. Next, it makes distribution function of block length and block number. Finally, the block content between sudden rise point and sudden drop point in distribution function is taken as web content. System uses the rule-based approach to get published time. For the year, there may be “Heisei” in Japanese website and Islamic calendars may be used in Arabic website, so system transforms them to standard year form. For the month, system establishes a unified month dictionary for English, Russian and Arabic, then converts month to standard numeric form by matching. In the end, system unifies published time into Year-Month-Day form, and stores it in database.

   System combines anchor links and HTML tags to get title. If new link contains anchor text, it is used as web page title. If not, system sequentially extracts the <title>, <h1> and <h2> in corresponding webpage of new link, and uses first obtained text as title.
3.2.4. Web Information filtering. System filters web information based on keywords provided by users. Firstly, system gets foreign language keywords corresponding to Chinese keywords based on provided language. Then, the obtained title is matched with keywords, and web information will be stored as long as one keyword appears in title. If title does not match any keywords, system will match according to web content. Similarly, if web content matches at least one keyword, then save it, otherwise filter it.

4. System application
In this paper, focused crawler system is applied to collect the Belt and Road mineral resources. System interfaces are designed by Django's Admin, which are shown in Figure 3-6. The retrieval function is provided in country, keywords and crawling content configuration page. System adopts fuzzy matching to retrieve information based on search terms. The country and crawling content configuration page also provide filtering capabilities. The related information can be acquired by clicking filtering conditions.

System employs Scrapy to deploy focused crawlers to server, then the http command can be used to start and stop crawlers. Therefore, users can control crawlers by asynchronous request mode in crawler path configuration page. System sets progress bar and crawling state for each crawler. When the crawler is running, progress bar will be in scrolling state and crawling state will be . When it is completed, progress bar will reach 100% and crawling state will change to . System applies Ajax to achieve these changes, so that users can view crawler state without refreshing the browser.

5. Conclusion
Web path configuration can improve extracted content accuracy and crawling efficiency, but it requires manual settings and the cost is high. Web content extraction algorithm not only has higher accuracy, but also reduces manual participation. Therefore, we combine them in order to take their advantages. Finally, we realize multilingual focused crawler system based on web content extraction and path configuration by using five language keywords. System uses asynchronous method to start and stop crawlers. It can also obtain webpage title, content, published time in real time and display results in a list form.

However, system still has some shortcomings, including the following points: (1) It does not consider title and web content similarity when deduplicating. (2) It does not dynamically change IP, which making the stability of crawlers not high enough. (3) More rich visual analysis of text data, such as topic and time analysis. In the future work, we will improve above points.
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