Numerical analysis of doubly-history dependent variational inequalities in contact mechanics
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Abstract
This paper is devoted to numerical analysis of doubly-history dependent variational inequalities in contact mechanics. A fully discrete method is introduced for the variational inequalities, in which the doubly-history dependent operator is approximated by repeated left endpoint rule and the spatial variable is approximated by the linear element method. An optimal order error estimate is derived under appropriate solution regularities, and numerical examples illustrate the convergence orders of the method.

Keywords: Doubly-history dependent variational inequality; Viscoelastic contact; Finite element method; Left endpoint rule; Optimal order error estimate

1 Introduction
Contact phenomena are commonly seen in engineering applications and in daily life. Due to the complicated mechanism involved in contact processes, mathematical models of contact problems are in the form of variational inequalities or hemivariational inequalities. An extensive amount of references exist on modeling, mathematical analysis, numerical solution, and engineering applications of contact problems. A few representative references in this aspect include [5, 7, 9, 10, 18, 19] on variational inequalities arising in contact mechanics and [6, 11] on related hemivariational inequalities.

Mathematical models of certain contact problems contain so-called history-dependent operators that reflect the dependence of the models on the history of physical quantities, usually through an integration of the physical quantities with respect to the temporal variable. The notion of a family of history-dependent (quasi)variational inequalities was first introduced in [15]. For mathematical analysis of history-dependent variational inequalities and hemivariational inequalities in contact problems, see [12, 13, 17], and for the numerical solution of the problems, see [8, 20, 21].

In this paper, we consider the numerical solution of a new kind of history dependent variational inequalities. The major novelty of this paper is the numerical treatment of a doubly-history dependent operator in the form of a repeated time integration. The rest of the paper is organized as follows. In Sect. 2, we present a variational inequality in viscoelas-
tic contact. Solution existence and uniqueness of the variational inequality are shown in [13] through an application of a result on an abstract sweeping process. We provide an elementary proof of the same result that is more accessible to the reader. In Sect. 3, we introduce and study a fully discrete scheme for the variational inequality; in particular, we derive an optimal order error estimate for the numerical solution under appropriate solution regularity assumptions. In Sect. 4, we report simulation results on numerical examples to illustrate the performance of the method with an emphasis on numerical convergence orders.

2 A variational inequality in viscoelastic contact

We follow [13] and consider a quasi-static contact problem for viscoelastic material. Let \( \Omega \subset \mathbb{R}^d \) be a Lipschitz domain, representing the configuration of the viscoelastic body. The boundary \( \Gamma = \partial \Omega \) is split into three measurable parts \( \Gamma_1, \Gamma_2, \) and \( \Gamma_3 \); the portion \( \Gamma_3 \) is further split into two parts: \( \Gamma_{3,1} \) and \( \Gamma_{3,2} \) where different contact conditions will be specified. We assume \( \text{meas}(\Gamma_1) > 0 \) and \( \text{meas}(\Gamma_{3,1}) + \text{meas}(\Gamma_{3,2}) > 0 \). The latter assumption allows the case where one of the two subsets \( \Gamma_{3,1} \) and \( \Gamma_{3,2} \) is empty, and then the corresponding contact condition below is suppressed from the problem. The body is subject to the action of volume forces of a total density \( f_0 \) in \( \Omega \) and surface tractions of a total density \( f_2 \) on \( \Gamma_2 \), and it is fixed on \( \Gamma_1 \). We assume a frictionless contact with unilateral constraint in the velocity variable on \( \Gamma_{3,1} \), and a version of Coulomb’s law of dry friction on \( \Gamma_{3,2} \). Let \( [0, T] \) be the time interval of interest. We use a prime to indicate the derivative with respect to the temporal variable.

For a vector \( \mathbf{v} \in \mathbb{R}^d \), we write \( \mathbf{v} = (v_i) \) with its components \( v_i \in \mathbb{R} \), \( 1 \leq i \leq d \). We adopt the summation convention on a repeated index. Over the space \( \mathbb{R}^d \), we use the canonical inner product and norm defined by

\[
\mathbf{u} \cdot \mathbf{v} = u_i v_i, \quad |\mathbf{v}| = (\mathbf{v} \cdot \mathbf{v})^{1/2} \quad \text{for } \mathbf{u}, \mathbf{v} \in \mathbb{R}^d.
\]

We use the symbol \( \mathbb{S}^d \) to denote the space of symmetric matrices of order \( d \). For \( \mathbf{\tau} = (\tau_{ij}) \in \mathbb{S}^d \), \( \tau_{ij} = \tau_{ji} \in \mathbb{R} \) for \( 1 \leq i, j \leq d \). The canonical inner product and norm on the space \( \mathbb{S}^d \) are

\[
\mathbf{\sigma} \cdot \mathbf{\tau} = \sigma_{ij} \tau_{ij}, \quad |\mathbf{\tau}| = (\mathbf{\tau} \cdot \mathbf{\tau})^{1/2} \quad \text{for } \mathbf{\sigma}, \mathbf{\tau} \in \mathbb{S}^d.
\]

The unit outward normal vector exists a.e. on \( \Gamma \), and it is denoted as \( \nu \). For a vector field \( \mathbf{v} \) defined on \( \Gamma \), its normal and tangential components are \( v_n = \mathbf{v} \cdot \mathbf{n}, \mathbf{v}_\tau = \mathbf{v} - v_n \mathbf{n} \). Similarly, for a stress tensor \( \mathbf{\sigma} \) defined on \( \Gamma \), the normal and tangential components are \( \sigma_n = (\mathbf{\sigma} \cdot \mathbf{n}), \sigma_\tau = \mathbf{\sigma} - \sigma_n \mathbf{n} \).

The classical formulation of the contact problem is to find a displacement field \( \mathbf{u} : \Omega \times [0, T] \) and a stress field \( \mathbf{\sigma} : \Omega \times [0, T] \) such that, for \( t \in [0, T] \),

\[
\mathbf{\sigma}(t) = A \varepsilon(\mathbf{u}(t)) + B \varepsilon(\mathbf{u}(t)) + \int_0^t \mathcal{R}(t-s)\mathbf{\varepsilon}(\mathbf{u}(s)) \, ds \quad \text{in } \Omega, \quad (2.1)
\]

\[
\text{Div } \mathbf{\sigma}(t) + f_0(t) = \mathbf{0} \quad \text{in } \Omega, \quad (2.2)
\]

\[
\mathbf{u}(t) = \mathbf{0} \quad \text{on } \Gamma_1, \quad (2.3)
\]

\[
\mathbf{\sigma}(t) \nu = f_2(t) \quad \text{on } \Gamma_2, \quad (2.4)
\]
\[ u'_\nu(t) \leq 0, \quad \sigma_\nu(t) \leq 0, \quad \sigma_\nu(t)u'_\nu(t) = 0, \quad \sigma_\nu(t) = 0 \quad \text{on } \Gamma_{3,1}, \quad (2.5) \]

\[-\sigma_\nu(t) = F, \quad \left| \sigma_\nu(t) \right| \leq \mu \left| \sigma_\nu(t) \right|, \quad -\sigma_\nu(t) = \mu \left| \sigma_\nu(t) \right| \frac{u'_\nu(t)}{|u'_\nu(t)|} \]

if \( u'_\nu(t) \neq 0 \) on \( \Gamma_{3,2} \),

(2.6)

and

\[ u(0) = u_0 \quad \text{in } \Omega. \quad (2.7) \]

A brief description on the mechanical interpretations of the equations and relations in the above problem is as follows. Formula (2.1) represents a general constitutive law for a viscoelastic material with long memory, where \( \mathcal{A} \) is a viscosity operator, \( \mathcal{B} \) is an elasticity operator, the long memory feature is reflected by the integral term in which \( \mathcal{R} \) is the relaxation tensor (cf. [12]). The process is quasi-static and (2.2) is the equilibrium equation, where \( f_0 \) is the density of the volume forces applied to the deformable body. The homogeneous displacement boundary condition (2.3) is specified on \( \Gamma_1 \). A traction boundary condition (2.4) is specified on \( \Gamma_2 \), where \( f_2 \) denotes the density of the traction; note that \( \Gamma_2 \) is allowed to be an empty set, and then the boundary condition (2.4) is suppressed. Contact conditions are specified on \( \Gamma_{3,1} \) and \( \Gamma_{3,2} \). Over \( \Gamma_{3,1} \), (2.5) describes the frictionless contact with unilateral constraints on the velocity (cf. [4]). Over \( \Gamma_{3,2} \), a version of Coulomb’s law of dry friction with the simplifying assumption that the normal stress on the contact boundary is known (cf. [16]); in (2.6), \( F \) is a nonnegative valued function, \( \mu \geq 0 \) is a friction coefficient, and \( \mu F \) represents a friction bound. Since the problem involves the time derivative of the displacement, an initial value condition (2.7) is supplemented, \( u_0 \) being a given initial displacement field.

Let us introduce some function spaces and sets. The function space for stress and strain fields at a fixed time is

\[ Q = \{ \tau = (\tau_{ij})_{1 \leq i,j \leq d} \mid \tau_{ij} = \tau_{ji} \in L^2(\Omega), 1 \leq i,j \leq d \}. \]

This is a Hilbert space with the inner product

\[ (\sigma, \tau)_Q = \int_\Omega \sigma_{ij} \tau_{ij} \, dx, \quad \sigma, \tau \in Q, \]

and the induced norm \( \| \tau \|_Q = (\tau, \tau)_Q^{1/2} \). The function space for displacement and velocity fields at a fixed time is

\[ V = \{ v \in H^1(\Omega)^d \mid v = 0 \text{ on } \Gamma_1 \}. \]

Since \( \text{meas}(\Gamma_1) > 0 \), by the Korn inequality (cf. [14, p. 79]), \( V \) becomes a Hilbert space with the inner product \( (u, v)_V = (e(u), e(v))_Q \), and the associated norm \( \| v \|_V = \| e(v) \|_Q \) is equivalent to the standard \( H^1(\Omega)^d \)-norm on \( V \). The set of admissible velocity fields is

\[ K = \{ v \in V \mid v_e \leq 0 \text{ a.e. on } \Gamma_{3,1} \}. \]
We further introduce the space of bounded, symmetric fourth-order tensor fields

\[ Q_\infty = \{ \mathcal{E} = (\mathcal{E}_{ijkl})_{1 \leq i,j,k,l \leq d} \mid \mathcal{E}_{ijkl} = \mathcal{E}_{jikl} = \mathcal{E}_{ijlk} = \mathcal{E}_{klij} \in L^\infty(\Omega), 1 \leq i,j,k,l \leq d \}, \]

which is a real Banach space with the norm

\[ \| \mathcal{E} \|_{Q_\infty} = \max_{1 \leq i,j,k,l \leq d} \| \mathcal{E}_{ijkl} \|_{L^\infty(\Omega)}, \quad \mathcal{E} \in Q_\infty. \]

We make the following assumptions on the problem data.

\[ H(A) \exists \text{ constants } 0 < m_A \leq M_A < \infty \text{ such that} \]

\[ \| A \|_{Q_\infty} \leq M_A, \]

\[ A \mathbf{e} \cdot \mathbf{e} \geq m_A |\mathbf{e}|^2 \quad \forall \mathbf{e} \in \mathbb{S}^d. \]

\[ H(B) B : \Omega \times \mathbb{S}^d \to \mathbb{S}^d \text{ is such that } B(\cdot, 0) \in Q, B(\cdot, \mathbf{e}) \text{ is measurable on } \Omega \text{ for all } \mathbf{e} \in \mathbb{S}^d, \]

and

\[ |B(\mathbf{x}, \mathbf{e}_1) - B(\mathbf{x}, \mathbf{e}_2)| \leq L_B |\mathbf{e}_1 - \mathbf{e}_2| \quad \forall \mathbf{e}_1, \mathbf{e}_2 \in \mathbb{S}^d, \text{ a.e. } \mathbf{x} \in \Omega. \]

\[ H_1(\mathcal{R}) \mathcal{R} \in C([0, T]; Q_\infty). \]

\[ H(f) f_0 \in W^{1,1}(0, T; L^2(\Omega)^d), f_2 \in W^{1,1}(0, T; L^2(\Gamma)^d). \]

\[ H(C) F \in L^2(\Gamma), f(x) \geq 0 \text{ a.e. } x \in \Gamma, \mu \in L^\infty(\Gamma), \mu(x) \geq 0 \text{ a.e. } x \in \Gamma. \]

Then define \( f \in W^{1,1}(0, T; V) \) by the formula

\[ [f(t), v] = (f_0(t), v)_{L^2(\Omega)^d} + (f_2(t), v)_{L^2(\Gamma)^d}, \quad v \in V, \]

for \( t \in [0, T] \). By a standard procedure, one can obtain the following weak formulation of the contact problem (2.1)–(2.7).

**Problem 2.1** Find a displacement field \( \mathbf{u} : [0, T] \to V \) such that, for a.e. \( t \in (0, T) \),

\[ \mathbf{u}'(t) \in K, \quad \left( A\mathbf{e}(\mathbf{u}'(t)) + B\mathbf{e}(\mathbf{u}(t)) + \int_0^t \mathcal{R}(t-s)\mathbf{e}(\mathbf{u}(s)) \, ds, \mathbf{e}(\mathbf{v} - \mathbf{u}'(t)) \right)_Q \]

\[ + \int_{\Gamma} \left[ F(v_v - u_v'(t)) + \mu F(|v_v| - |u_v'(t)|) \right] \, da \]

\[ \geq [f(t), \mathbf{v} - \mathbf{u}'(t)] \quad \forall \mathbf{v} \in K, \quad (2.8) \]

and

\[ \mathbf{u}(0) = \mathbf{u}_0 \quad \text{in } \Omega. \quad (2.9) \]

The following well-posedness result is shown in [13].

**Theorem 2.2** Under assumptions \( H(A), H(B), H_1(\mathcal{R}), H(f), \) and \( H(C) \), for any \( \mathbf{u}_0 \in V, \)

Problem 2.1 has a unique solution \( \mathbf{u} = \mathbf{u}(\mathbf{u}_0) \in W^{1,\infty}(0, T; V) \). Moreover, the mapping \( \mathbf{u}_0 \mapsto \mathbf{u}(\mathbf{u}_0) : V \to W^{1,\infty}(0, T; V) \) is Lipschitz continuous.
The proof of Theorem 2.2 is carried out in [13] through an application of a result on an abstract sweeping process. In the rest of the section, we provide an elementary proof of the result through a fixed-point argument. For this purpose, we introduce the velocity variable

$$w(t) = u'(t).$$  (2.10)

Note that given $w(t)$ and the initial displacement $u_0$, we can recover the displacement $u(t)$ by

$$u(t) = Iw(t) \equiv u_0 + \int_0^t w(s) \, ds.$$  (2.11)

Then Problem 2.1 can be reformulated in terms of $w$.

**Problem 2.3** Find a velocity field $w \in C([0, T]; V)$ such that $\forall t \in [0, T]$,

$$w(t) \in K, \quad (Ae(w(t)), e(v - w(t)))_Q + \int_{\Gamma_{3,2}} [F(v - w_i, (t)) + \mu F(|v_i| - |w_i, (t)|)] \, da$$

$$\geq \langle f(t), v - w(t) \rangle \quad \forall v \in K.$$  (2.12)

Note that the variational inequality (2.12) contains a doubly-history dependent term

$$\int_0^t R(t - s)e(Iw(s)) \, ds.$$  

For this reason, (2.12) is called a doubly-history dependent variational inequality. The existence and uniqueness result of Problem 2.3 is the following.

**Theorem 2.4** Under assumptions $H(A)$, $H(B)$, $H_1(R)$, $H(f)$, and $H(C)$, for any $u_0 \in V$, Problem 2.3 has a unique solution $w \in C([0, T]; V)$.

**Proof** We rewrite (2.12) as

$$w(t) \in K, \quad (Ae(w(t)), e(v - w(t)))_Q + \int_{\Gamma_{3,2}} [F(v - w_i, (t)) + \mu F(|v_i| - |w_i, (t)|)] \, da$$

$$\geq \langle f(t), v - w(t) \rangle - (Be(Iw(t)))$$

$$+ \int_0^t R(t - s)e(Iw(s)) \, ds, e(v - w(t)) \quad \forall v \in K.$$  (2.13)

Let $z \in C([0, T]; K)$. Then at any time $t \in [0, T]$, $z(t) \in K$ and the variational inequality

$$w(t) \in K,$$

$$(Ae(w(t)), e(v - w(t)))_Q + \int_{\Gamma_{3,2}} [F(v - w_i, (t)) + \mu F(|v_i| - |w_i, (t)|)] \, da$$

$$\geq \langle f(t), v - w(t) \rangle - (Be(Iw(t)))$$

$$+ \int_0^t R(t - s)e(Iw(s)) \, ds, e(v - w(t)) \quad \forall v \in K.$$  (2.13)
Together with (2.18), we apply the Cauchy–Schwarz inequality on (2.17) to derive

\[
\|f(t_1) - f(t_2)\|_V + \|B_\epsilon(Iz(t_1)) - B_\epsilon(Iz(t_2))\|_Q \\
\leq \left( \int_0^{t_1} R(t_1 - s) \epsilon(Iz(s)) ds - \int_0^{t_2} R(t_2 - s) \epsilon(Iz(s)) ds \right) .
\]
By assumption \( H(B) \) and (2.11), we obtain

\[
\| B(e(Iz(t_1))) - B(e(Iz(t_2))) \|_Q \leq L_B \left\| Iz(t_1) - Iz(t_2) \right\|_V
\]

\[
\leq L_B \int_{t_1}^{t_2} \| z(r) \|_V \, dr
\]

\[
\leq L_B \| z \|_{C([0,T];V)} | t_2 - t_1 |. \tag{2.20}
\]

Furthermore,

\[
\left\| \int_0^{t_1} R(t_1 - s)e(Iz(s)) \, ds - \int_0^{t_2} R(t_2 - s)e(Iz(s)) \, ds \right\|_Q \leq G_1 + G_2, \tag{2.21}
\]

where

\[
G_1 = \left\| \int_0^{t_1} (R(t_1 - s) - R(t_2 - s))e(Iz(s)) \, ds \right\|_Q
\]

\[
\leq \| R(t_1 - s) - R(t_2 - s) \|_{Q \infty} \int_0^{t_1} \left\| u_0 + \int_0^s z(r) \, dr \right\|_V \, ds
\]

\[
\leq \| R(t_1 - s) - R(t_2 - s) \|_{Q \infty} \int_0^{t_1} (\| u_0 \|_V + T \| z \|_{C([0,T];V)}) \, ds
\]

\[
\leq \| R(t_1 - s) - R(t_2 - s) \|_{Q \infty} (T \| u_0 \|_V + T^2 \| z \|_{C([0,T];V)}). \tag{2.22}
\]

Moreover,

\[
G_2 \leq \left\| \int_{t_1}^{t_2} R(t_2 - s)e(Iz(s)) \, ds \right\|_Q \, ds
\]

\[
\leq \| R \|_{C([0,T];Q \infty)} \left\| \int_{t_1}^{t_2} Iz(s) \right\|_V \, ds
\]

\[
\leq \| R \|_{C([0,T];Q \infty)} (\| u_0 \|_V + T \| z \|_{C([0,T];V)}) | t_2 - t_1 |. \tag{2.23}
\]

Together with (2.19), (2.20), (2.21), (2.22), and (2.23), we have

\[
\| w_1(t) - w_2(t) \|_V \leq \frac{1}{m_A} \left( \| f(t_1) - f(t_2) \|_V + L_B \| z \|_{C([0,T];V)} | t_2 - t_1 | \right.
\]

\[
+ \| R \|_{C([0,T];Q \infty)} \left( T \| u_0 \|_V + T^2 \| z \|_{C([0,T];V)} \right) | t_2 - t_1 |
\]

\[
+ \| R(t_1 - s) - R(t_2 - s) \|_{Q \infty} (T \| u_0 \|_V + T^2 \| z \|_{C([0,T];V)}). \tag{2.24}
\]
Assumption $H(f)$ implies that the function $f : [0, T] \to V^*$ is continuous on $[0, T]$ (cf. [13]). Combining (2.24), $H_1(R)$, and the continuity of $f$, we see that $w : [0, T] \to V$ is continuous on $[0, T]$.

Next, we use (2.14) to define an operator $\Lambda : C([0, T]; K) \to C([0, T]; K)$ by

$$\Lambda z = w \quad \forall z \in C([0, T]; K).$$

(2.25)

Let $z_1, z_2 \in C([0, T]; K)$ and $w_1, w_2$ be the solution to (2.14) with $z = z_1$ and $z = z_2$, respectively. Similar to the arguments in the derivation of (2.19), we get

$$\left\| w_1(t) - w_2(t) \right\|_V \leq \frac{1}{m_A} \left( L_B \left\| I z_1(t) - I z_2(t) \right\|_V + \left\| R \right\|_{C([0, T]; Q_{\infty})} \int_0^t \left\| I z_1(s) - I z_2(s) \right\|_V \, ds \right) \leq \frac{L_B + T \left\| R \right\|_{C([0, T]; Q_{\infty})}}{m_A} \int_0^t \left\| z_1(s) - z_2(s) \right\|_V \, ds,$$

(2.26)
i.e.,

$$\left\| \Lambda z_1(t) - \Lambda z_2(t) \right\|_V \leq \frac{L_B + T \left\| R \right\|_{C([0, T]; Q_{\infty})}}{m_A} \int_0^t \left\| z_1(s) - z_2(s) \right\|_V \, ds.$$

(2.27)

Applying the fixed point theorem [15, Theorem 1], we know that there exists a unique element $z^* \in C([0, T]; K)$ such that $\Lambda z^* = z^*$. Denote $w^* = \Lambda z^*$. Then from (2.14) we know that $z^* \in C([0, T]; K)$ is the unique solution to Problem 2.3.

**Remark 2.5** When $\Gamma_{3,1} = \emptyset$, Problem 2.3 is reduced to a variational inequality posed over the entire space $V$. When $\Gamma_{3,2} = \emptyset$, Problem 2.3 becomes a variational inequality of the first kind.

### 3 Numerical analysis of the variational inequality

In this section, we introduce a fully discrete method for Problem 2.3 and derive an optimal order error bound. Assume that $\Omega$ is a polygonal/polyhedral domain, and let $\{T^h\}$ be a regular family of partitions of $\Omega$ into triangles/tetrahedrons that is consistent with the splitting of the boundary $\Gamma$ into four subsets $\Gamma_1, \Gamma_2, \Gamma_{3,1},$ and $\Gamma_{3,2}$, i.e., if a side/face of an element has a nontrivial intersection with one of the four subsets, then the side/face lies entirely on the closure of that subset. Let

$$V^h = \left\{ v^h \in C(\Omega)^d \mid v^h|_T \in P_1(T)^d \text{ for } T \in T^h, v^h = 0 \text{ on } \Gamma_1 \right\}$$

be the linear element space for $\{T^h\}$ and $K^h$ be a subset of $V^h$ which is defined by

$$K^h = \left\{ v^h \in V^h \mid v^h|_T \leq 0 \text{ at node points on } \Gamma_{3,1} \right\}.$$

Thus $K^h$ is a convex subset of $K$. The time interval $[0, T]$ is divided uniformly. For a given positive integer $N$, let $k = T/N$ be the time step-size. The node points are $t_n = nk$, $0 \leq n \leq$
Find a discrete velocity field $w_{kh}^n := \{w_{kh}^n\}_{n=0}^N \subset V^h$ such that, for $0 \leq n \leq N$,

$$w_{kh}^n \in K^h,$$

\[
\begin{align*}
& \left( A\varepsilon \left( w_{kh}^n \right), \varepsilon \left( v^h - w_{kh}^n \right) \right)_Q + \int_{\Gamma_{3,2}} \mu F \left( |v^h_{\Gamma_1}| - |w_{kh}^{n+1}_{\Gamma_1}| \right) \, da \\
& \quad \geq \left( f_h, v^h - w_{kh}^n \right)_Q - \int_{\Gamma_{3,2}} F \left( v^h_{\Gamma_1} - w_{kh}^n \right) \, da \quad \forall v^h \in K^h. \tag{3.1}
\end{align*}
\]

We have the following result for Problem 3.1.

**Theorem 3.2** Under assumptions $H(A)$, $H(B)$, $H_1(R)$, $H(f)$, and $H(C)$, for any $u_0 \in V$, Problem 3.1 has a unique solution $w_{kh}^n \subset K^h$.

**Proof** For $n = 0$, (3.1) is to find $w_{kh}^0 \in K^h$ such that

\[
\begin{align*}
& \left( A\varepsilon (w_{kh}^0), \varepsilon (v^h - w_{kh}^0) \right)_Q + \int_{\Gamma_{3,2}} \mu F \left( |v^h_{\Gamma_1}| - |w_{kh}^{n+1}_{\Gamma_1}| \right) \, da \\
& \quad \geq \left( f_h, v^h - w_{kh}^0 \right)_Q - \int_{\Gamma_{3,2}} F \left( v^h_{\Gamma_1} - w_{kh}^0 \right) \, da \quad \forall v^h \in K^h.
\end{align*}
\]

From the assumptions on the data, we know this elliptic variational inequality has a unique solution $w_{kh}^0 \in K^h$ [1, Theorem 13.3.1].

For an integer $1 \leq n \leq N$, suppose that $w_{kh}^j, 0 \leq j \leq n - 1$, are known. We rewrite (3.1) as

$$w_{kh}^n \in K^h,$$

\[
\begin{align*}
& \left( A\varepsilon (w_{kh}^n), \varepsilon (v^h - w_{kh}^n) \right)_Q + \int_{\Gamma_{3,2}} \mu F \left( |v^h_{\Gamma_1}| - |w_{kh}^{n+1}_{\Gamma_1}| \right) \, da \\
& \quad \geq \left( f_h, v^h - w_{kh}^n \right)_Q - \int_{\Gamma_{3,2}} F \left( v^h_{\Gamma_1} - w_{kh}^n \right) \, da \quad \forall v^h \in K^h,
\end{align*}
\]

where

$$\left( f_h, v^h \right)_Q = \langle f_h, v^h \rangle_Q - \left( B\varepsilon \left( u_0^h + k \sum_{j=0}^{n-1} w_{kh}^j \right) + k \sum_{j=0}^{n-1} R(t_n - t_j) \varepsilon \left( u_0^h + k \sum_{m=0}^{j-1} w_{kh}^m \right) \varepsilon (v^h) \right)_Q.$$
\[-\int_{\Gamma_{3,2}} F v^h \, da.\]

Again, from the assumptions on the data, this elliptic variational inequality has a unique solution \(w_h^{\delta h} \in K^h\). Thus, by an induction argument, we know that there is a unique solution \(w^h \in K^h\) to Problem 3.1. \(\square\)

To derive an optimal order error estimate for Problem 3.1, we make further assumptions: 
\(H_2(R) \in W^{1,\infty}(0, T; \Omega_1)\), 
\(H(u_0) \in V \cap H^2(\Omega)^d\), 
\(H(w) \in W^{1,\infty}(0, T; V) \cap C([0, T]; H^2(\Omega)^d)\). 
\(H(\sigma) \in C([0, T]; H^1(\Omega)^d)\).

Now we provide an optimal order error estimate for the numerical method defined by Problem 3.1.

**Theorem 3.3** Assume \(H(A), H(B), H(R), H(f), H(C),\) and \(H(u_0)\). Moreover, assume solution regularities \(H(w)\) and \(H(\sigma)\). Let \(u_0^h \in K^h\) be the finite element interpolation of \(u_0\). The following error bound holds for the numerical solution of Problem 3.1:

\[
\max_{0 \leq n \leq N} \|w_n - w_h^{\delta h}\|_V \leq C(h + k). \tag{3.2}
\]

**Proof** We establish the framework for error estimation. Using \(\|v\|_V = \|\epsilon(v)\|_Q\) and assumption \(H(A)\), we have

\[
m_A \|w_n - w_h^{\delta h}\|^2_V = m_A \|\epsilon(w_n - w_h^{\delta h})\|^2_Q \\
\leq (\epsilon(w_n) - \epsilon(w_h^{\delta h}), \epsilon(w_n - w_h^{\delta h}))_Q \\
= (\epsilon(w_n), \epsilon(w_n - w_h^{\delta h}))_Q + (\epsilon(w_h^{\delta h}), \epsilon(w_h^{\delta h} - v^h))_Q \\
+ (\epsilon(w_h^{\delta h}), \epsilon(v^h - w_n))_Q. \tag{3.3}
\]

Now we introduce a residual term \(R_n(v^h, w_n)\) which plays an important role in the proof. Taking \(t = t_n\) and \(v = v^h\) in (2.12), we get

\[
\left(\epsilon(w_n) + B \epsilon(I w(t_n)) + \int_{t_n}^{t_n} R(t_n - s) \epsilon(I w(s)) \, ds, \epsilon(v^h - w_n)\right)_Q \\
+ \int_{\Gamma_{3,2}} [F(v^h_n - w_n) + \mu F(\|v^h_n\| - \|w_n\|)] \, da \geq \|f_n, v^h - w_n\|. \tag{3.4}
\]

Then define \(R_n(v^h, w_n)\) by

\[
R_n(v^h, w_n) = \left(\epsilon(w_n) + B \epsilon(I w(t_n)) + \int_{t_n}^{t_n} R(t_n - s) \epsilon(I w(s)) \, ds, \epsilon(v^h - w_n)\right)_Q \\
+ \int_{\Gamma_{3,2}} [F(v^h_n - w_n) + \mu F(\|v^h_n\| - \|w_n\|)] \, da - \|f_n, v^h - w_n\|. \tag{3.5}
\]
Note that $\mathbf{v}^k \in K^h$ and $K^h \subset K$; therefore $R_n(\mathbf{v}^k, w_n) > 0$. Taking $\mathbf{v}^k = \mathbf{w}^k_n$ in (3.4), we have

$$
(Ae(w_n), e(w_n - w_n^k))_Q \leq \left( B e(Iw(t_n)) + \int_0^{t_n} R(t_n, s) e(Iw(s)) ds, e(w_n^k - w_n) \right)_Q
$$

$$
+ \int_{\Gamma_{1,2}} \left[ F(w_n^k - w_n) + \mu F(|w_n^k| - |w_n|) \right] da
$$

$$
- \{f_n, w_n^k - w_n\}.
$$

In addition, (3.1) can be rewritten as follows:

$$
(Ae(w_n^k), e(w_n^k - \mathbf{v}^k))_Q
$$

$$
\leq \left( B e(u_0^h + k \sum_{j=0}^{n-1} \mathbf{w}_j^k) + k \sum_{j=0}^{n-1} R(t_n - t_j) e(u_0^h + k \sum_{m=0}^{j-1} \mathbf{w}_m^k), e(\mathbf{v}^k - w_n^k) \right)_Q
$$

$$
+ \int_{\Gamma_{1,2}} \left[ F(\mathbf{v}^k - w_n^k) + \mu F(|\mathbf{v}^k| - |w_n^k|) \right] da - \{f_n, \mathbf{v}^k - w_n^k\}.
$$

By (3.3), (3.6), and (3.7), we derive an error bound of $\|w_n - w_n^k\|_V$ as follows:

$$
m_A \|w_n - w_n^k\|_V^2 \leq I_1 + I_2 + I_3 + I_4,
$$

where

$$
I_1 = \left( B e(u_0^h + k \sum_{j=0}^{n-1} \mathbf{w}_j^k) - B e(Iw(t_n)), e(\mathbf{v}^k - w_n^k) \right)_Q,
$$

$$
I_2 = \left( k \sum_{j=0}^{n-1} R(t_n - t_j) e(u_0^h + k \sum_{m=0}^{j-1} \mathbf{w}_m^k) - \int_{t_0}^{t_n} R(t_n, s) e(Iw(s)) ds, e(\mathbf{v}^k - w_n^k) \right)_Q,
$$

$$
I_3 = (Ae(w_n^k) - Ae(w_n), e(\mathbf{v}^k - w_n))_Q,
$$

$$
I_4 = R_n(\mathbf{v}^k, w_n).
$$

In the following we bound each of the terms $I_i, 1 \leq i \leq 4$.

Firstly, we focus on the estimation of $I_1$. By Taylor’s formula, for $s \in [t_j, t_{j+1}]$, there exists $\xi_j \in [t_j, t_{j+1}]$ such that

$$
\mathbf{w}(s) = \mathbf{w}_j + \mathbf{w}'(\xi_j)(s - t_j),
$$

where $\mathbf{w}'(\xi_j) \in V$ is the derivative of $\mathbf{w}$ at $t = \xi_j$. Thus the following error bound holds for the left endpoint rule:

$$
\left\| \sum_{j=0}^{n-1} \mathbf{w}_j - \int_0^{t_n} \mathbf{w}(s) ds \right\|_V \leq \sum_{j=0}^{n-1} \left\| \int_{t_j}^{t_{j+1}} (\mathbf{w}(s) + \mathbf{w}'(\xi_j)(s - t_j)) ds \right\|_V
$$

$$
\leq \sum_{j=0}^{n-1} \|\mathbf{w}'(\xi_j)\|_V \int_{t_j}^{t_{j+1}} (s - t_j) ds
$$
Using the Cauchy–Schwarz inequality and (3.9), we obtain

\[ I_1 \leq \| B_\varepsilon \left( u^n_0 + k \sum_{j=0}^{n-1} w_j^{kh} \right) - B_\varepsilon (w(t_n)) \|_Q \| \varepsilon (v^h - w_n^{kh}) \|_Q. \]

Then we bound the term \( I_2 \). First,

\[ I_2 \leq J_2 \| \varepsilon (v^h - w_n^{kh}) \|_Q, \]

where

\[
J_2 = \| \sum_{j=0}^{n-1} R(t_n - t_j) \varepsilon \left( u^n_0 + k \sum_{m=0}^{j-1} w_m^{kh} \right) - \int_{t_n}^{t_0} R(t_n - s) \varepsilon (w(s)) ds \|_Q.
\]

By the norm triangle inequality,

\[ J_2 \leq J_{2,1} + J_{2,2}, \]

where

\[
J_{2,1} = \left\| \sum_{j=0}^{n-1} \frac{R(t_n - t_j)}{k} \varepsilon \left( u^n_0 + k \sum_{m=0}^{j-1} w_m^{kh} \right) - \frac{R(t_n - t_j)}{k} \varepsilon \left( u^n_0 + k \sum_{m=0}^{j-1} w_m \right) \right\|_Q,
\]

\[
J_{2,2} = \left\| \sum_{j=0}^{n-1} R(t_n - t_j) \varepsilon \left( u^n_0 + k \sum_{m=0}^{j-1} w_m \right) - \int_{t_n}^{t_0} R(t_n - s) \varepsilon (w(s)) ds \right\|_Q.
\]

Note that the assumption \( R \in W^{1,\infty}(0,T;Q) \) implies \( R \in C([0,T];Q) \), and \( w \in W^{1,\infty}(0,T;V) \) implies \( w \in C([0,T];V) \). Thus we have

\[ J_{2,1} \leq \| R \|_{C([0,T];\mathcal{Q})} \sum_{j=0}^{n-1} \| \varepsilon \left( u^n_0 + k \sum_{m=0}^{j-1} w_m^{kh} \right) - \varepsilon \left( u^n_0 + k \sum_{m=0}^{j-1} w_m \right) \|_Q. \]
Combining (3.14) and (3.17), we obtain

\[ \| \tilde{R}(s) \|_V \leq \sum_{m=0}^{j-1} \int_{t_m}^{t_{m+1}} \| w - w_m \|_V \, dr + \int_{t_j}^{s} \| w(r) - w_j \|_V \, dr \]

\[
\leq \| w \|_{W^{1,\infty}(0,T;V)} \sum_{m=0}^{j-1} \int_{t_m}^{t_{m+1}} (r - t_m) \, dr + \| w \|_{W^{1,\infty}(0,T;V)} \int_{t_j}^{s} (r - t_j) \, dr \\
= \| w \|_{W^{1,\infty}(0,T;V)} \sum_{m=0}^{j-1} \frac{1}{2} k^2 + \frac{1}{2} (s - t_j)^2 \\
\leq \| w \|_{W^{1,\infty}(0,T;V)} s \bar{k}. \quad (3.16)
\]

Therefore,

\[
J_{2,2} \leq \sum_{j=0}^{n-1} \left( k \| R(t_n - t_j) \|_Q \left( u_0 + k \sum_{m=0}^{j-1} w_m \right) - \int_{t_j}^{t_{j+1}} R(t_n - s) \| u_0 + \int_{0}^{s} w(r) \, dr \|_Q \right) \]

\[
\leq \sum_{j=0}^{n-1} \left( k \| R(t_n - t_j) \|_Q \left( u_0 + k \sum_{m=0}^{j-1} w_m \right) - \int_{t_j}^{t_{j+1}} R(t_n - s) \| u_0 + k \sum_{m=0}^{j-1} w_m \|_Q \right) \\
+ \sum_{j=0}^{n-1} \left( \| \int_{t_j}^{t_{j+1}} R(t_n - s) \|_Q \right) \\
+ \sum_{j=0}^{n-1} \left( \| \int_{t_j}^{t_{j+1}} R(t_n - s) \|_Q \right) \left( \tilde{R}(s) \right) \|_Q \right). \quad (3.17)
\]

Combining (3.14) and (3.17), we obtain

\[
J_2 \leq T \| R \|_{C([0,T];Q_{\infty})} \| u_0 - u_{0}^{k} \|_V + T \| R \|_{C([0,T];Q_{\infty})} \bar{k} \sum_{j=0}^{n-2} \| w_j - w_j^{k} \|_V \\
+ \sum_{j=0}^{n-1} \left( \| \int_{t_j}^{t_{j+1}} R(t_n - s) \|_Q \right) \\
+ \sum_{j=0}^{n-1} \left( \| \int_{t_j}^{t_{j+1}} R(t_n - s) \|_Q \right) \left( \tilde{R}(s) \right) \|_Q \right). \quad (3.18)
\]

For \( s \in [t_j, t_{j+1}] \), we write

\[
\int_{0}^{s} w(r) \, dr = k \sum_{m=0}^{j-1} w_m + w_j(s - t_j) + \tilde{R}(s), \quad (3.15)
\]

where \( \tilde{R}(s) \in V \). Note that

\[
\| \tilde{R}(s) \|_V \leq \sum_{m=0}^{j-1} \int_{t_m}^{t_{m+1}} \| w - w_m \|_V \, dr + \int_{t_j}^{s} \| w(r) - w_j \|_V \, dr
\]

\[
\leq \| w \|_{W^{1,\infty}(0,T;V)} \sum_{m=0}^{j-1} \int_{t_m}^{t_{m+1}} (r - t_m) \, dr + \| w \|_{W^{1,\infty}(0,T;V)} \int_{t_j}^{s} (r - t_j) \, dr
\]

\[
= \| w \|_{W^{1,\infty}(0,T;V)} \sum_{m=0}^{j-1} \frac{1}{2} k^2 + \frac{1}{2} (s - t_j)^2
\]

\[
\leq \| w \|_{W^{1,\infty}(0,T;V)} s \bar{k}. \quad (3.16)
\]
By Taylor’s formula, for \( s \in [t_j, t_{j+1}] \), there exists \( \zeta_j \in [t_j, t_{j+1}] \) such that

\[
R(t_n - s) = R(t_n - t_j) + R'(\zeta_j)(t_j - s),
\]

where \( R'(\zeta_j) \in Q_\infty \) is the derivative of \( R \) at \( t = \zeta_j \). Then we derive

\[
\sum_{j=0}^{n-1} k R(t_n - t_j) e \left( u_0 + k \sum_{m=0}^{j-1} w_m \right) - \int_{t_j}^{t_{j+1}} R(t_n - s) e \left( u_0 + k \sum_{m=0}^{j-1} w_m \right) ds \leq \sum_{j=0}^{n-1} \int_{t_j}^{t_{j+1}} (t_j - s) R'(\zeta_j) e \left( u_0 + k \sum_{m=0}^{j-1} w_m \right) ds \leq \| R \|_{W^{1,\infty}(0, T; Q_\infty)} \sum_{j=0}^{n-1} \int_{t_j}^{t_{j+1}} (t_j - s) e \left( u_0 + k \sum_{m=0}^{j-1} w_m \right) ds. \tag{3.19}
\]

To proceed further on (3.19), we obtain

\[
\| R \|_{W^{1,\infty}(0, T; Q_\infty)} \sum_{j=0}^{n-1} \int_{t_j}^{t_{j+1}} (t_j - s) e \left( u_0 + k \sum_{m=0}^{j-1} w_m \right) ds \leq \| R \|_{W^{1,\infty}(0, T; Q_\infty)} \sum_{j=0}^{n-1} \left\| u_0 + k \sum_{m=0}^{j-1} w_m \right\|_{v} \int_{t_j}^{t_{j+1}} (s - t_j) ds \leq \| R \|_{W^{1,\infty}(0, T; Q_\infty)} \sum_{j=0}^{n-1} \frac{1}{2} k^2 \left( \| u_0 \|_{v} + k \sum_{m=0}^{j-1} \| w_m \|_{v} \right) \leq \frac{1}{2} \| R \|_{W^{1,\infty}(0, T; Q_\infty)} (T \| u_0 \|_{v} + T^2 \| w \|_{C(0, T; V)}) k. \tag{3.20}
\]

Next we use (3.16) to deduce

\[
\sum_{j=0}^{n-1} \left( \int_{t_j}^{t_{j+1}} R(t_n - s) e (w_j(s - t_j)) ds \right) Q + \int_{t_j}^{t_{j+1}} R(t_n - s) e (\bar{R}(s)) ds \right) Q \leq \| R \|_{C(0, T; Q_\infty)} \sum_{j=0}^{n-1} \left( \int_{t_j}^{t_{j+1}} e (w_j(s - t_j)) ds + \int_{t_j}^{t_{j+1}} e (\bar{R}(s)) ds \right) Q \leq \| R \|_{C(0, T; Q_\infty)} \sum_{j=0}^{n-1} \left( \| w_j \|_{v} \int_{t_j}^{t_{j+1}} (s - t_j) ds + \int_{t_j}^{t_{j+1}} \| \bar{R}(s) \|_{v} ds \right) \leq \| R \|_{C(0, T; Q_\infty)} \sum_{j=0}^{n-1} \left( \frac{1}{2} k^2 \| w \|_{C(0, T; V)} + k \| w \|_{W^{1,\infty}(0, T; V)} \int_{t_j}^{t_{j+1}} s ds \right) \leq \left( \frac{1}{2} T \| w \|_{C(0, T; V)} + T^2 \| w \|_{W^{1,\infty}(0, T; V)} \right) \| R \|_{C(0, T; Q_\infty)} k. \tag{3.21}
\]

Combining (3.12), (3.18), (3.20), and (3.21), we get

\[
I_2 \leq \left( Eg + T \| R \|_{C(0, T; Q_\infty)} k \sum_{j=0}^{n-1} \| w_j - w_j^h \|_{V} \right) \| v - w_n^h \|_{V}, \tag{3.22}
\]
Therefore, applying the Cauchy–Schwarz inequality on 

\[ I \]

where

\[ Er_2 = T \| R \|_{C([0,T],Q_\infty)} \| u_0 - u_k^b \|_V 
+ \left( \frac{1}{2} T \| w \|_{C([0,T],V)} + T^2 \| w \|_{W^{1,\infty}(0,T;V)} \right) \| R \|_{C([0,T],Q_\infty)} \epsilon_k 
+ \frac{1}{2} T^2 \| R \|_{W^{1,\infty}(0,T;Q_\infty)} \| w \|_{C([0,T],V)}^k 
+ \frac{1}{2} T \| R \|_{W^{1,\infty}(0,T;Q_\infty)} \| u_0 \|_V \epsilon_k. \] (3.23)

According to (3.10) and (3.22), we define \( Er_H \) by

\[ Er_H = Er_1 + Er_2 + (L_B + T \| R \|_{C([0,T],Q_\infty)}) k \sum_{j=0}^{n-1} \| w_j - w_{j}^{bh} \|_V. \] (3.24)

Then

\[ I_1 + I_2 \leq Er_H \| v^h - w_{n}^{bh} \|_V \]
\[ \leq Er_H (\| v^h - w_{n} \|_V + \| w_{n} - w_{n}^{bh} \|_V) \]
\[ \leq \frac{\epsilon + 4}{4\epsilon} Er_H^2 + \| v^h - w_{n} \|_V + \epsilon \| w_{n} - w_{n}^{bh} \|_V^2. \] (3.25)

Thirdly, we give an estimation of \( I_3 \) and present an error bound of \( \| w_{n} - w_{n}^{bh} \|_V \). By assumption \( H(A) \), we have

\[ |Ae(w_{n}^{bh}) - Ae(w_{n})| \leq \| A \|_{Q_\infty} |e(w_{n}^{bh}) - e(w_{n})| \]
\[ \leq M_A |e(w_{n}^{bh}) - e(w_{n})|. \] (3.26)

Furthermore, we combine the definition of norm \( \| \cdot \|_Q \) and (3.26) to derive

\[ \| Ae(w_{n}^{bh}) - Ae(w_{n}) \|_Q = \left( \int_{\Omega} |Ae(w_{n}^{bh}) - Ae(w_{n})|^2 dx \right)^{1/2} \]
\[ \leq M_A \left( \int_{\Omega} |e(w_{n}^{bh}) - e(w_{n})|^2 dx \right)^{1/2} \]
\[ = M_A \| e(w_{n}^{bh}) - e(w_{n}) \|_Q. \] (3.27)

Therefore, applying the Cauchy–Schwarz inequality on \( I_3 \), we get

\[ I_3 \leq \| Ae(w_{n}^{bh}) - Ae(w_{n}) \|_Q \| e(v^h - w_{n}) \|_Q \]
\[ \leq M_A \| w_{n}^{bh} - w_{n} \|_V \| v^h - w_{n} \|_V \]
\[ \leq \epsilon M_A \| w_{n}^{bh} - w_{n} \|^2_\infty + \frac{M_A}{4\epsilon} \| v^h - w_{n} \|_V^2. \] (3.28)

Together with (3.8), (3.25), and (3.28), we get

\[ (M_A - \epsilon(M_A + 1)) \| w_{n} - w_{n}^{bh} \|_V \leq \left( \frac{M_A}{4\epsilon} + 1 \right) \| v^h - w_{n} \|_V^2 + I_4 + \frac{\epsilon + 4}{4\epsilon} Er_H^2. \] (3.29)
For sufficiently small $\varepsilon > 0$, we have
\[
\|w_n - w_{n}^{abh}\|_{V}^2 \leq C(\|v^h - w_n\|_{V}^2 + I_4 + E_{T}^2).
\] (3.30)

We take the square root of both sides of (3.30) to get
\[
\|w_n - w_{n}^{abh}\|_{V} \leq C(\|v^h - w_n\|_{V} + \sqrt{I_4} + E_{T})
\]
\[+ C(L_B + T\|R\|_{C([0,T];Q^\infty)})k \sum_{j=0}^{n-1} \|w_j - w_{j}^{abh}\|_{V}.
\] (3.31)

Recall discrete Gronwall's inequality [5]: Assume that $\{g_n\}_{n=0}^{N}$ and $\{e_n\}_{n=0}^{N}$ are two sequences of nonnegative numbers satisfying
\[
e_n \leq C g_n + C \sum_{j=0}^{n-1} e_j, \quad n = 0, 1, \ldots, N.
\]

Then
\[
\max_{0 \leq n \leq N} e_n \leq C \max_{0 \leq n \leq N} g_n.
\]

Thus, we use Gronwall's inequality on (3.31) to derive
\[
\max_{0 \leq n \leq N} \|w_n - w_{n}^{abh}\|_{V} \leq C \max_{0 \leq n \leq N} \left\{ \inf_{\nu \in \mathcal{A}} \{ \|w_n - v^h\|_{V} + \sqrt{I_4} \} \right\} + C(\|u_0 - u_0^h\|_{V} + k).
\] (3.32)

Next, we derive an upper bound for the residual term $I_4$. The weak formulation (2.12) is used to get point-wise equations. Define a function space
\[
\tilde{U} = \{ v \in C^\infty(\Omega)^d | v = 0 \text{ on } \Gamma_1 \cup \Gamma_3,2 \}.
\]

Let
\[
\sigma(t) = A\varepsilon(w(t)) + B\varepsilon(Iw(t)) + \int_{0}^{t} R(t-s)\varepsilon(Iw(s)) \, ds \quad \text{in } \Omega.
\]

We take $\nu = w(t) \pm \tilde{\nu}$ in (2.12), where $\tilde{\nu} \in \tilde{U}$. Then
\[
\langle \sigma(t), \varepsilon(\pm \tilde{\nu}) \rangle_{Q} + \int_{\Gamma_3,2} \left[ F(\pm \tilde{\nu}_t) + \mu F(\pm \varepsilon_t \varepsilon - |\varepsilon_t|) \right] \, da \geq \langle f(t), \pm \tilde{\nu} \rangle.
\] (3.33)

Note that $\tilde{\nu} = 0$ on $\Gamma_3,2$, we get
\[
\langle \sigma(t), \varepsilon(\tilde{\nu}) \rangle_{Q} = \langle f(t), \tilde{\nu} \rangle.
\] (3.34)

Recall Green's formula
\[
\langle \sigma(t), \varepsilon(\tilde{\nu}) \rangle_{Q} + \langle \text{Div } \sigma(t), \tilde{\nu} \rangle_{V^* \times V} = \int_{\Gamma} \sigma(t) \nu \cdot \tilde{\nu} \, da.
\] (3.35)
We combine (3.34) and (3.35) to get

\[
\langle \text{Div} \sigma(t), \tilde{v} \rangle_{V^* \times V} + (f_0(t), \tilde{v})_{L^2(\Omega)} = \int_{\Gamma_2} \sigma(t) v \cdot \tilde{v} \, da - (f_2(t), \tilde{v})_{L^2(\Gamma_2)^d}.
\]  

(3.36)

Since \( \tilde{v} \) is arbitrary, we can follow the technique in [5, Sect. 8.1] to obtain the following point-wise relations:

\[
\text{Div} \sigma(t) + f_0(t) = 0 \quad \text{a.e. in } \Omega
\]

(3.37)

and

\[
\sigma(t)v = f_2(t) \quad \text{a.e. on } \Gamma_2.
\]

(3.38)

Denote \( \sigma(t_n) = \sigma_n, f_2(t_n) = f_{2n}, \) and \( f_0(t_n) = f_{0n}. \) We take \( t = t_n \) in equation (3.37) and multiply \( (v^h - w_n) \) to both sides of the equation. Integrating over \( \Omega, \) we get

\[
\int_{\Omega} \text{Div} \sigma_n \cdot (v^h - w_n) \, dx + \int_{\Omega} f_{0n} \cdot (v^h - w_n) \, dx = 0.
\]

(3.39)

Applying Green's formula again, we have

\[
\int_{\Omega} \text{Div} \sigma_n \cdot (v^h - w_n) \, dx + \int_{\Omega} \sigma_n \cdot \varepsilon(v^h - w_n) \, dx
\]

\[
= \int_{\Gamma_1} \sigma_n v \cdot (v^h - w_n) \, da + \int_{\Gamma_2} \sigma_n v \cdot (v^h - w_n) \, da + \int_{\Gamma_3} \sigma_n v \cdot (v^h - w_n) \, da.
\]

(3.40)

We use (3.40), (3.38), and (3.39) to derive

\[
\int_{\Gamma_3} \sigma_n v \cdot (v^h - w_n) \, da = \int_{\Gamma_1} \sigma_n v \cdot (v^h - w_n) \, da - \int_{\Gamma_2} f_{2n} \cdot (v^h - w_n) \, da
\]

\[
+ \int_{\Gamma_2} f_{0n} \cdot (v^h - w_n) \, da
\]

(3.41)

Combining (3.5), (3.41), \( H(f), \) and \( H(\sigma), \) we get

\[
I_4 = \int_{\Gamma_3} \sigma_n v \cdot (v^h - w_n) \, da + \int_{\Gamma_3} [F(v^h_n - w_n) + \mu F(v^h_n - |w_n|)] \, da
\]

\[
\leq \left( \|\sigma_n v\|_{L^2(\Gamma_3)^d} + \|F\|_{L^2(\Gamma_3^2)} + \|\mu F\|_{L^2(\Gamma_3^3)} \right) \|v^h - w_n\|_{L^2(\Gamma_3)^d}.
\]

(3.42)

Substituting (3.42) into (3.32), we obtain

\[
\max_{0 \leq n \leq N} \|w_n - w^h_n\|_V \leq C \max_{0 \leq n \leq N} \left\{ \inf_{v^h \in K^h} \left( \|w_n - v^h\|_V + \|w_n - v^h\|_{L^2(\Gamma_3)^d} \right) \right\}
\]

\[
+ C \left( \|u_0 - u^h_0\|_V + \hat{k} \right).
\]

(3.43)
Finally, we draw the conclusion of the numerical analysis for the fully discrete method. Using the regularity assumptions $u_0 \in H^2(\Omega)^d$, $w \in C([0,T];H^2(\Omega)^d)$ and finite element interpolation error estimates [2, 3], we derive the result of Theorem 3.3 that

$$
\max_{0 \leq n \leq N} \| w_n - w_n^{h_k} \|_V \leq C(h + k), \quad (3.44)
$$

i.e., the fully discrete scheme is of first order both in the time step-size and the spatial meshsize. □

### 4 Numerical examples

In this section we report numerical examples for the contact problem. A three-dimensional viscoelastic body is in contact with a foundation. The body is subjected to the action of traction. Let domain $\Omega$ represent the cross section of the body and assume that the plane stress hypothesis is valid. As depicted in Fig. 1, $\Omega = (0,L_1) \times (0,L_2)$ is a rectangle whose boundary $\Gamma$ is divided as follows:

$$
\Gamma_1 = \{0\} \times (0,L_2), \quad \Gamma_2 = [0,L_1] \times \{L_2\} \cup \{L_1\} \times (0,L_2),
$$

$$
\Gamma_{3,1} = \left[0, \frac{L_1}{2}\right] \times \{0\}, \quad \Gamma_{3,2} = \left[\frac{L_1}{2}, L_1\right] \times \{0\}.
$$
The viscosity tensor $A$ satisfies

$$ (A\tau)_{ij} = 2\theta \tau_{ij} + \zeta (\tau_{11} + \tau_{22}) \delta_{ij}, \quad 1 \leq i,j \leq 2, \quad (4.1) $$

where $\theta$ and $\zeta$ represent the viscosity coefficients satisfying $\theta > 0$ and $\zeta \geq 0$, and $\delta_{ij}$ denotes the Kronecker symbol. The elasticity tensor $B$ satisfies

$$ (B\tau)_{ij} = \frac{E}{1 + \kappa} \tau_{ij} \frac{E \kappa}{1 - \kappa^2} (\tau_{11} + \tau_{22}) \delta_{ij}, \quad 1 \leq i,j \leq 2, \quad (4.2) $$

where $E$ denotes the Young modulus, and $\kappa$ denotes the Poisson ratio of the material. The relaxation tensor $R(s) = e^{-10sI}$, where $I$ is an identity matrix.

The fully discrete method is used to solve the contact problem. The intervals $[0, L_1]$ and $[0, L_2]$ are divided into $1/h$ equal parts, and uniform triangular finite element partitions are introduced; see Fig. 2. Continuous linear finite element spaces are used for computation, and the following parameters are used in numerical experiments:

$L_1 = 2m, \quad L_2 = 1m, \quad \theta = 0.1, \quad \zeta = 0.1,$

$E = 0.1N/m^2, \quad \kappa = 0.3, \quad T = 1s,$

$f_2 = \begin{cases} 
0, & t \leq 0.2 \\
-0.1x_1(2 - x_1) & t > 0.2 
\end{cases} \frac{N}{m} \quad \text{on } [0, L_1] \times [L_2]$

$$ \begin{cases} 
0.01(1 - x_2) & t \leq 0.5 \\
0.01(1 - x_2)0.2 & t > 0.5 
\end{cases} \frac{N}{m} \quad \text{on } [L_1] \times (0, L_2), $$

$f_0 = 0$ in $\Omega$ and $u_0 = 0$ in $\Omega.$
Table 2  Convergence orders of the errors with fixed time step-size

| $h$  | $k$  | $|u(\cdot,T) - u_N^{kh}|_1$ | Order |
|------|------|-----------------------------|-------|
| 1/16 | 1/128| 4.9313E-2                   | –     |
| 1/32 | 1/128| 2.7174E-2                   | 0.8598|
| 1/64 | 1/128| 1.3199E-2                   | 1.0418|

Table 3  Convergence orders of the errors with fixed spatial step-size

| $h$  | $k$  | $|u(\cdot,T) - u_N^{kh}|_1$ | Order |
|------|------|-----------------------------|-------|
| 1/128| 1/8  | 6.3619E-2                   | –     |
| 1/128| 1/16 | 3.3138E-2                   | 0.9410|
| 1/128| 1/32 | 1.5130E-2                   | 1.1311|

The configuration of the deformable body $\Omega$ with $h = k = \frac{1}{32}$ at $t = 1s$ is illustrated in Fig. 3. The numerical solution with $h = k = \frac{1}{128}$ is used as the “reference” solution, and the convergence orders in $H^1$ norm are reported in Table 1, Table 2, and Table 3 which illustrate the performance of the fully discrete method.
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