Entropy approach to the evaluation of the integration processes in agro-industrial complex
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Abstract. The possibilities of assessing the integration processes in agro-industrial complex are considered. Preference is given to the study of the influence of network research structures for obtaining, processing and transformation of information. The necessity of development of system recommendations taking into account theoretical achievements and analytical studies based on network analysis and the concept of entropy is indicated. The main directions in the study of integration processes based on the construction and analysis of network structures are briefly considered. The main attention is paid to the entropy approach of evaluation of integration processes. Interpretations of the measure of information uncertainty (entropy) are proposed in order to perform network analysis. Among the preferred models to determine the amount of entropy, the following are proposed: K. Shannon’s measure of uncertainty; cross-entropy and Kullback-Leibler divergence.

1. Introduction

Considering the integration processes in agro-industrial complex (agribusiness), we are talking about vertical and horizontal integration. At the same time, attention is paid to the creation of mechanisms applicable to the introduction of innovation. In essence, it is a question of development of system recommendations with involvement of theoretical achievements and data of the analytical studies based on the network analysis and the concept of entropy. The creation of integrated structures in the conditions of agricultural production has become one of the effective ways to build supply chains, improve the market stability of enterprises and strengthen the competitive position of agricultural producers in the domestic market [1]. Thus, the intensity of the integration process in the agro-industrial complex depends largely on the availability of innovative resources, among which information should be highlighted.

The objectives of integration are fixed in the form of systems of planned activities to develop the potential and capabilities of agricultural enterprises. Considering at the same time modern researches of integration processes, much attention is paid to studying of influence of network structures on development of information, expansion of knowledge and transformation of the latter into new developments and technological processes [2].
2. The main directions of network analysis

The main objects of study in the analysis of integration processes, according to [3], include:

- geographical distribution of the network and the impact of the territorial factor on its integration [4];
- structural characteristics of the network [5] and its management [6];
- cognitive processes between network participants [7] and the strength of connections between them [8];
- analysis of big data and entropy content of processes in networks [9, 10, 11].

Many different areas of research indicate that there is a search for ways and solutions aimed at developing tools that provide assessment and analysis of integration processes. A common feature of all tools is the idea of the importance of the interaction of different subjects.

The evaluation of integration processes should be based on the generation and application of knowledge by the subjects, the success or failure of which depends mainly on the degree of their network interaction and structuredness. Networks provide an opportunity to aggregate heterogeneous and dispersed specific knowledge [12] and, thereby, increase efficiency of its functioning [13].

The growing importance of network analysis for the development of stages of implementation of integration policy due to the expansion of opportunities for the development and application of information technology is justified by the needs of the entities involved in this process. The attractiveness of these tools is related to the strengthening of connection between existing and emerging innovation-oriented networks. Thus, the network analysis is the first stage of work, the results of which will allow decision makers to study the structure, its possible probabilistic state and the degree of uncertainty in obtaining the necessary information.

Uncertainty of states of the network structure is directly related to the presence of factors of the probabilistic nature of behavior [14, 15]. A suitable tool for situations where we don’t know the whole set of causal mechanisms that determine the outcome of a situation can be considered probability theory. Its application is advisable in cases when it is necessary to abandon the idea of predicting specific outcomes and move from a set of deterministic models to probabilistic ones [16]. Their application implies the existence of connections with mathematical statistics. It allows to carry out the first step towards understanding the internal mechanisms of social and economic development and to find connections between individual factors [17] influencing integration processes.

The current statistical database contains retrospective information. The possibility of its use for forecasting processes remains uncertain, so it is often necessary to involve expert assessments that are subjective and in fact are probabilistic in nature. In contrast to the methods of mathematical statistics, mathematical modeling allows you to set the parameters of the connections in the network under consideration between the factors of investment and economic nature [18]. The mathematical model must contain its own parameters, provided that they are constant in time.

The structure of the network cannot be considered to be fully defined, since the nature of the functioning of its internal mechanisms and external factors are endowed with dynamics. Given these circumstances, mathematical statistics can be considered popular, as it suggests the presence of a probabilistic model. It allows you to build a discrete time series, which is a sample of a certain set of data having the properties of stationarity and normality. Therefore, it is possible to estimate the future states of the network that are optimal in terms of accepted criteria.

3. The measure of information uncertainty in the problem of evaluation of integration processes

Considering the probabilistic models and mathematical model of the network state, let's present a brief overview of the possibilities of the measure of information uncertainty (entropy) in the evaluation of integration processes. The presence of the network structure, its retrospective data and model experiments make it possible to determine the entropy, the value of which is necessary to measure the number of potentially achievable states of network elements [19, 20].
The simplest situation with the determination of entropy is possible on the basis of the logarithmic measure of R. Hartley’s information [21]. For example, according to [22] for two \( N \) equal opposite states of the network element, entropy is determined by the expression:

\[ H = \ln N \quad (1) \]

If \( H = 0 \), there is only one state \( N=1 \), which implies its complete predictability, that is, the impossibility of the appearance of another state. For a set of states \( H > 0 \) means that there are several possible states and a lower level of predictability. From the point of view of integration processes, this situation can be interpreted as a range of possible states of the network.

Entropy depends on the probability distribution of the states of the network elements. If the distribution is uniform, then the entropy in magnitude will be maximal. This means that all elements of the network are assigned the same opportunities to participate in the integration process. On the other hand, when the integration capabilities are given to one element of the network, the entropy will be close to zero and, therefore, there is certainty of information about the achievement of the result. The greatest entropy (uniform distribution of states) is equivalent to either extreme uncertainty in obtaining the result from any of the elements, or the maximum probability of waiting for the integration activity from each of the elements of the network. The smallest entropy means either the maximum certainty in obtaining a result from one of the elements (the presence of only one state), or the certainty of information about the achievement of the result.

Let’s to consider mathematical models of entropy determination. In this case, we will use the concept of possibilities as the realization of some random variable \( x \), which takes one of the \( N \) values with probability \( p(x) \). Then the entropy, called "private" will take the form:

\[ H_s = - \ln p(x) \quad (2) \]

The presence of the probability \( p(x) \) in (2) means that the entropy is also a random variable. For each of the states it takes values: \(- \ln p(x_1), - \ln p(x_2), \ldots, - \ln p(x_N)\) with probabilities: \( p(x_1), p(x_2), \ldots, p(x_N) \). If you want to determine the state of the entire network, you can determine the average entropy:

\[ H = \sum_x p(x) \ln p(x) \quad (3) \]

where \( \sum_x p(x) = 1 \)

Expression (3) is the entropy determined by L. Boltzmann in 1877 for thermodynamic system [23] and revived by C. Shannon in 1948 as a measure of uncertainty of information flow [24, 25]. The significance of this expression is essential in the analysis of equal opportunities or the implementation of a random variable with equal probabilities.

One of the important moments in expanding the possibilities of using the entropy paradigm in network analysis was the spread of the notion of entropy for non-probable realizations of a random variable [26, 27]. Determination of the corresponding entropy and the model of its description are associated with the names of the Kullback and Leibler [28]. Let’s consider in some detail the role of this entropy.

Considering the state of the network structure, the value of \( x \) relating to two random distributions is subject to analysis. For example, the first distribution – the planned values of indicators of realization of integration processes in agro-industrial complex, the second – the actual values of the results obtained on the basis of results of a successful integration project on a similar network. Comparing both distributions with each other, it is impossible to say unambiguously whether the probability distributions of \( q(x) \) events coincide with the probabilities of \( p(x) \). The probability distribution \( q(x) \) of the planned indicators is subject to verification and serves as an approximation of the distribution \( p(x) \). The result of the approximation reflects the magnitude of loss (unaccounted for amount) of information in the transition from the desired (expected) distribution \( p(x) \) to the planned \( q(x) \) (which
is due to the ability to manage the integration process. The measure of information considered in this case is called cross-entropy. For two distributions, cross-entropy is determined as follows:

\[ H_p(q) = -\sum_{i=1}^{n} p_i(x) \log_2 q_i(x) \text{, bit} \]  \hspace{1cm} (4)

If we consider equally probable realizations as the occurrence of a single event from the whole set of \( k \) events in the system, the probability of occurrence of a single event is \( p = 1/k \). Since all probabilities are equal, it is possible to speak about the equality of all \( x \) values of the expected distribution \( p_i(x) \). Distributions of this kind are characteristic of a stationary flow of events. Then the cross-entropy according to (4) is determined as:

\[ H(q) = -\frac{1}{k} \sum_{i=1}^{n} \log_2 q_i(x) \text{, bit} \]  \hspace{1cm} (5)

There is a difference between entropy (3) and cross-entropy (4), which is called Kullback-Leibler divergence – the discrepancy between the distribution of \( q \) and \( p \):

\[ D_p(q) = H_p(q) - H(p). \]  \hspace{1cm} (6)

When substituting expressions (4) and (3) into (6), by performing simple mathematical transformations, the divergence of the Kullback-Leibler has the form:

\[ D_p(q) = \sum_{i=1}^{k} p_i(x) \log_2 \frac{p_i(x)}{q_i(x)} \text{, bit} \]  \hspace{1cm} (7)

It should be borne in mind that the functional (7) is not a metric in the space of distributions, since it doesn’t satisfy the axiom of symmetry: \( D_p(q) \neq D_q(p) \).

4. Conclusion
Having considered the main directions in the study of network analysis, it was found that the entropy approach to the assessment of integration processes takes a leading position, since it accumulates a number of developed theories. The entropy measure of information – a universal tool for measuring the state of the network structure to develop rational solutions. The determination of the amount of entropy and its application in the analysis process allows to identify opportunities (importance) of the network elements in supporting the integration processes of the agro-industrial complex. The divergence of Kullback-Leibler, which is the distance (the degree of distinctiveness) between two distributions of a random variable, acquires an important significance here. The presence and capabilities of the entropy interpretations presented in the paper can be considered justified. Its application in solving problems of assessing the structural content of networks and probabilistic behavior of individuals is an integral part of the implementation of a comprehensive solution to the integration processes in the agro-industrial complex.
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