Influence of the solar EUV flux on the Martian plasma environment
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Abstract. The interaction of the solar wind with the Martian atmosphere and ionosphere is investigated by using three-dimensional, global and multi-species hybrid simulations. In the present work we focus on the influence of the solar EUV flux on the Martian plasma environment by comparing simulations done for conditions representative of the extreme of the solar cycle. The dynamics of four ionic species (H⁺, He⁺⁺, O+, O₂⁺), originating either from the solar wind or from the planetary plasma, is treated fully kinetically in the simulation model in order to characterize the distribution of each component of the plasma, both at solar maximum and at solar minimum. The solar EUV flux controls the ionization frequencies of the exospheric species, atomic hydrogen and oxygen, as well as the density, the temperature, and thus the extension of the exosphere. Ionization by photons and by electron impacts, and the main charge exchange reactions are self-consistently included in the simulation model. Simulation results are in reasonable agreement with the observations made by Phobos-2 and Mars Global Surveyor (MGS) spacecraft: 1) the interaction creates a cavity, void of solar wind ions (H⁺, He⁺⁺), which depends weakly upon the phase of the solar cycle, 2) the motional electric field of the solar wind flow creates strong asymmetries in the Martian environment, 3) the spatial distribution of the different components of the planetary plasma depends strongly upon the phase of the solar cycle. The fluxes of the escaping planetary ions are computed from the simulated data and results for solar maximum are compared with estimates based on the measurements made by experiments ASPERA and TAUS on board Phobos-2.
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1 Introduction

Mars does not possess a significant dynamo magnetic field to protect its atmosphere from the solar wind (Acuña et al., 1998). The deflection of the solar wind around Mars, downstream of the bow shock (BS), results from its interaction with the top atmosphere and the conducting dayside ionosphere; this interaction is similar to the interaction with Venus but presents distinctive features due to the smaller size of planet Mars. The solar wind plasma interacting directly with the Martian upper atmosphere contributes, besides photoionization, to the production of planetary ions by processes such as electron impacts or charge exchanges. The present understanding of this interaction has been recently reviewed by Mazelle et al. (2004) and Nagy et al. (2004). The interaction does not only affect the solar wind flow, but also provides scavenging mechanisms enhancing the loss of planetary matter (H, He, C, N and O) and thus contributes to the dehydration of Mars over cosmological time scales. The loss of the Martian atmosphere is still not completely understood. This is essentially due to the lack of ion measurements at altitudes less than one thousand kilometers before the Mars Express mission. Although MAG-ER experiment on board the Mars Global Surveyor provides full observations on the electron population (Acuña et al., 2001), it is not sufficient to characterize the escape mechanism. Phobos-2 spacecraft made observations for different ions species but on elliptical orbits down to 800 km. Presently, the ASPERA-3 experiment on the Mars-Express spacecraft characterizes precisely ions species at low energies and altitudes, but unfortunately without any information on the magnetic field due to the absence of a magnetometer on board the Mars Express spacecraft. The first results have been published recently (Lundin et al., 2004). Therefore several numerical simulations have been dedicated in the last years to study this particular interaction between the solar wind and the Martian environment. These studies have been carried out using different approaches like gas dynamics models (Spreiter and Stahara, 1992), MHD models (Tanaka, 1993; Liu et al., 1999; Liu et al., 2001; Ma et al., 2002; Ma et al., 2004), and a bi-ion MHD model (Sauer et al., 1994). Mass loading of the solar wind by planetary ions can partly be taken into account by gas dynamics and single fluid MHD models, but kinetics effects due to finite ionic gyroradii remain beyond the capabilities of these models. Multifluid MHD models have partly this capability if they include at least density and momentum equations.
for each species, otherwise responses of the various ionic species to the electromagnetic field are not properly separated. Hybrid models (Brecht and Ferrante, 1993; Shimazu, 1999; Kallio and Janhunen, 2001) retain self-consistently all kinetic effects in the dynamic of the ions.

Mars presents to the solar wind a much smaller obstacle than Venus does. The convective Larmor radius of solar wind ions is not small compared to the planetary radius, and is of the order of the standoff distance of the bow shock to the planet: thus kinetic effects are much more important for Mars than for Venus. Therefore, we adopt a hybrid description where ions are treated kinetically and electrons as a massless fluid. This kind of description allows one to study the behaviour of several ions species in order to compare simulation results with spacecraft observations.

Bruno et al. (1994) have investigated the variations of solar wind parameters over solar cycle numbers 20 and 21, i.e. for years 1966 to 1989, separating slow and fast solar wind. The solar cycle modulates the solar wind density, velocity and proton temperature, as well as the interplanetary magnetic field. It appears that long-term variations of the yearly averaged parameters reported by Bruno et al. (1994) are usually smaller than short-term variations of the hourly averaged parameters: see, for example solar wind data made available through the NSSDC (http://nssdc.gsfc.nasa.gov/). Thus, in order to disentangle the effects of the modulations of the solar wind and radiation, we focus this study on the response of the Martian plasma environment to the variation of the EUV solar flux and the concomitant variation of the Martian neutral environment for average solar wind parameters characteristic of a slow solar wind. In this paper, the maximum (minimum) of the solar EUV flux will simply be referred to as solar maximum (minimum), for convenience. The influence of the varying solar wind parameters for a given EUV flux will be reported in a forthcoming study.

The paper is organized as follows. The simulation model is outlined in Sect. 2, then the simulated Martian plasma environment is presented for solar maximum and for solar minimum in Sect. 3. Fluxes of escaping planetary ions computed from the simulated data are presented in Sect. 4. Results from the simulations for conditions of solar maximum are compared to relevant observations by Phobos-2 and Mars Global Surveyor spacecraft. Results concerning the simulated magnetic field will be detailed in a future publication.

2 Simulation model

As mentioned in the Introduction, the ion gyroradii being comparable to the scales of the plasma flow around Mars, a fully kinetic description of the ions is appropriate. A fully kinetic treatment of the electrons, although desirable to take into account phenomena involving electronic scales, is presently not viable in global simulations of planetary objects. Most of the simulation models used in this field include electrons in the simplest way, retaining only their contribution to charge neutrality and electric currents due to their high mobility.

2.1 Hybrid model

In hybrid models ionic species are described by sets of macroparticles: meanwhile, electrons are described by a fluid. The equations of motion of macroparticles are formally identical to the ones for physical particles:

\[
\frac{d\mathbf{v}_i}{dt} = \frac{q_i}{m_i} \left( \mathbf{E} + \mathbf{v}_i \times \mathbf{B} \right),
\]

\[
\frac{d\mathbf{x}_i}{dt} = \mathbf{v}_i,
\]

where \(\mathbf{x}_i, \mathbf{v}_i, q_i\) and \(m_i\) are, respectively, the position, velocity, charge and mass of macro-ion number \(i\), but here the charge and mass are equal to the physical values multiplied by a statistical weight equal to the number of physical particles represented by this macroparticle. A macro-ion of a given species has the same charge-to-mass ratio as the physical particles of this species.

When the electron inertia can be ignored, as is the case in this study, a massless electron fluid enforces instantaneous charge neutrality of the plasma: meanwhile, it exerts a pressure on the ions via the self-consistent electric field and contributes to the total current density involved in Ampère’s equation. The electric field is determined by the balance of forces exerted on the unit volume of the electron fluid:

\[
0 = -q_n_e (\mathbf{E} + \mathbf{v}_e \times \mathbf{B}) - \nabla P_e,
\]

where \(n_e, m_e, v_e\) and \(P_e\) are, respectively, the electron density, velocity and pressure. The restriction to low frequency phenomena allows one to neglect the displacement current in Ampère’s equation and to obtain the electric field as a state function. Neglecting the electron inertia restricts the validity of the model to spatial scales greater than the electronic inertial length. The electronic temperature is determined by the equation of state, \(P_e = n_e k_B T_e\), and the electronic pressure by assuming that the motion of the electron fluid is adiabatic with a polytropic index equal to 2. This closure equation is valid as long as the electron \(\beta\) is smaller than unity (Thomas, 1989).

The time evolution of the magnetic induction is governed by Faraday’s equation, constrained by the conservation of the magnetic flux. The simulation model makes use of the algorithm developed by Matthews (1994) which allows an efficient computing of multi-species plasmas. An explicit presentation of the algorithm and validation tests is made by Matthews (1994).

The coordinate system is defined as follows: the \(X\) direction is aligned with the solar wind bulk flow velocity \(\mathbf{V}_{sw}\) and points away from the Sun, \(Y\) is the direction of the motional electric field of the solar wind \(\mathbf{E}_{sw} = -\mathbf{V}_{sw} \times \mathbf{B}_{IMF}\), where \(\mathbf{B}_{IMF}\) is the Interplanetary Magnetic Field (IMF) conveyed by the solar wind, and the \(Z\) direction is taken to complete a right-handed frame of reference. The cone angle between \(\mathbf{V}_{sw}\) and \(\mathbf{B}_{IMF}\) is an input parameter, which is equal to 90°.
in runs discussed in this article. Simulations are computed on a 3-D uniform Cartesian grid with cubic cells having a size of 300 km, which corresponds to twice the proton inertial length in the solar wind. The size of the simulation domain is defined by $-2.85 \leq X \leq +2.85$ Martian radii ($R_M$) and $-6.6 \leq Y, Z \leq +6.6 R_M$. The obstacle is modelled by a fully absorbing sphere with a radius of 3400 km: the ions are stopped when they penetrate the obstacle. Let us notice that the ion dynamics below the exobase is not correct in our model because it does not take into account the friction with the collisional atmosphere, but this is not so important with the present spatial resolution of 300 km which is comparable to the altitude of the exobase; the dense atmosphere is thus represented by a transition layer between the collisionless domain above the exobase and the solid planetary core. The present hybrid model ignores the crustal magnetic field of Mars and the basic ionospheric chemistry, successively included by Liu et al. (1999); Liu et al. (2001) and Ma et al. (2002); Ma et al. (2004). These points will be reconsidered in future works with improved resolution.

Open boundary conditions are taken for the entry and exit faces of the solar wind, and periodic boundary conditions are used in the $Y$ and $Z$ directions, except for pickup ions which are escaping freely from the simulation domain. No pickup ions are injected into the simulation through its boundary: they are created self-consistently inside the box (see Sect. 2.4). The code is run from time $t=0$ to time $t \geq 1000$ s: a nearly stationary regime is reached around time $t=470$ s.

### 2.2 Plasma description

The model includes $H^+$ and $He^{++}$ solar wind ions with parameters corresponding to the solar wind parameters measured near the Martian orbit. Although the density of alpha particles is smaller than the proton density, they carry out a significant fraction of the solar wind mass and momentum ($\sim 20\%$), and thus can influence the overall dynamics. In order to eliminate statistical problems, we use the same number of macroparticles per cell to represent both ion species and adjust the statistical weights of the macroparticles to render the physical composition of the solar wind plasma. The hybrid code used for this study is robust enough to be run with small numbers of macroparticles per cell, as long as the level of fluctuations is compatible with the physical processes investigated, with the main drawback being a loss of accuracy in the energy balance. Since the region upstream of the bow shock is not the target of this study, it is represented by as few macroparticles as possible, i.e. 2 macro-protons and 2 macro-alphas per cell, on average. The protons number density is chosen equal to $2.3 \, \text{cm}^{-3}$ and the undisturbed velocity distribution functions of solar wind ions are assumed to be Maxwellian, with a common bulk velocity of $400 \, \text{km s}^{-1}$ for both species. The interplanetary magnetic field strength is $3 \, \text{nT}$. With these parameters, the Alfvén and sonic speeds are about $40 \, \text{km s}^{-1}$, indicating a highly supersonic and super-Alfvénic solar wind with sonic and Alfvén Mach numbers close to 10.

Planetary ions come either from an ionospheric source or are produced in-situ by the ionization of the neutral exospheric constituents. Ionization processes creating $H^+$ and $O^+$ ions will be discussed in more detail in Sect. 2.4. The ionospheric source is modeled by the creation of $O^+$ and $O_2^+$ ions uniformly implanted in the altitude range from 250 to 350 km. The ionosphere is supposed to inject ions at a rate corresponding to an ionospheric flux escape of $10^7 \, \text{cm}^{-2} \, \text{s}^{-1}$ on the dayside, and ten times less on the nightside (Liu et al., 1999).

#### 2.3 The neutral environment

In our model, the Martian neutral environment is modelled by two coronae of atomic hydrogen and oxygen having spherical symmetry. Furthermore, the radial profile of density for each source depends upon the level of the solar EUV flux. This simplified approach neglects the dependency of the exospheric densities upon the local time and latitude. Three-dimensional Monte-Carlo simulations of the hot oxygen corona made by Hodges (2000) demonstrate a significant day-night asymmetry, with the exosphere being about three times denser on the dayside than on the nightside. These simulations also demonstrate a weak influence of the planetary rotation, resulting in a small dawn-dusk dissymmetry of the hot atomic oxygen corona. The important day-night asymmetry, presently not taken into account in our model, will be included in our future studies.

The radial variation of the number density of atomic hydrogen is given by a simplified Chamberlain model corresponding to an isothermal equilibrium in the gravity field of the planet:

$$n_H(h) = n_H(h_0) \exp \left( H_0 \left( \frac{1}{R_M + h} - \frac{1}{R_M + h_0} \right) \right) \quad (4)$$

$$H_0 = \frac{GM_M m_H}{k T_H}, \quad (5)$$

where $n_H(h_0)$ is the neutral hydrogen density at the exobase, $h_0$ is the altitude of the exobase, $G$ the gravitational constant, $M_M$ the mass of Mars, $m_H$ the atomic mass of hydrogen, and $T_H$ the temperature of hydrogen at the exobase. The density and temperature at the exobase are the input parameters which control the extension of the hydrogen corona: For this study we have adopted values given by Krasnopolsky (1993a,b) to characterize conditions at solar minimum and solar maximum. For the oxygen atomic corona we chose the radial profile computed by Kim et al. (1998) by means of Monte-Carlo simulations; it includes both hot and cold oxygen populations. The main source of hot oxygen atoms is the dissociative recombination of the molecular ions $O_2^+$ which occurs through a few different channels characterized by a different branching ratio and different energies of the released atoms.

Figure 1 shows the density profiles for atomic oxygen and hydrogen as a function of the radial distance from
Mars’ centre; it gives clear evidence of the large variations occurring between the solar minimum and maximum. Let us notice that densities reached in the region upstream of the bow shock, i.e. at distances ($\geq 1.5 \, R_M$), are significant. That allows a substantial production of planetary ions with a corresponding loss of atmospheric neutrals.

### 2.4 Ionization processes

Planetary ions are produced by three processes: photoionization, electron impacts and charge exchanges. We propose a new approach contrasting with previously published hybrid simulations: the global ion production is not an input parameter of our model but is calculated self-consistently. The local production rate of each ionic species is computed from the assumed neutral reservoirs and the self-consistent dynamics of the ions by using model cross sections or ionization frequencies: this approach allows one to distinguish contributions from the different mechanisms and to provide independent estimations of the global production of various ionic species which can be compared to extrapolations made from local spacecraft measurements.

Solar EUV photons can produce H$^+$ and O$^+$ ions by the following reactions:

$$h\nu + O \rightarrow O_{pl}^+ + e^- \quad (6)$$

$$h\nu + H \rightarrow H_{pl}^+ + e^- \quad (7)$$

where the subscript $pl$ refers to planetary ions. Since the photoionization frequencies depend on the ionizing photon flux, which varies with the phase of the solar cycle, we adopt different values for solar minimum and solar maximum conditions, as given in Table 1. Of course, there is no photoionization in the shadow of the planet.

The electron impact process is also included in our model,

$$e^- + O \rightarrow O_{pl}^+ + 2e^- \quad (8)$$

For an electron temperature of the free solar wind equal to $1.5 \times 10^5$ K, the ionization rate of atomic oxygen per electron is estimated to be equal to $1.30 \times 10^{-8} \, \text{s}^{-1}$, while for atomic hydrogen it is estimated to be $0.76 \times 10^{-8} \, \text{s}^{-1}$. Assuming an adiabatic motion of the electron fluid with a polytropic index $\gamma=2$, the electron temperature varies as $T_e \propto n_e^{\gamma-1}$. Moreover, the thermal energy of the electrons in the solar wind is close to the ionization thresholds of the considered species, which results in an ionization frequency per electron grossly proportional to the electron temperature, $v_{\text{impact}} \propto T_e$, according to published cross section (Kim et al., 2004); thus $v_{\text{impact}} \propto n_e^{\gamma-1}$, where $n_e$ is the density of the solar wind electrons.

Charge exchange reactions are the third source of planetary ions. Hereafter, we call primary charge exchanges those occurring between a solar wind proton and a neutral atom, and secondary charge exchanges are the reactions between a planetary ion and a neutral atom. Reactions taken into account in our model are the following:

$$H_{pl,sw}^+ + H \rightarrow H_{ENA}^+ + H^+ \quad (10)$$

$$H_{pl,sw}^+ + O \rightarrow H_{ENA}^+ + O^+ \quad (11)$$

$$O_{pl}^+ + H \rightarrow O_{ENA}^+ + H^+ \quad (12)$$

$$O_{pl}^+ + O \rightarrow O_{ENA}^+ + O^+ \quad (13)$$

where subscripts mean solar wind ($sw$) or Energetic Neutral Atom ($ENA$). We use model cross sections derived from results given by Stebbings et al. (1964). For nonresonant reactions ($(H^+, O)$ and $(O^+, H)$) the cross sections are assumed to be constant while for resonant reactions ($(H^+, H)$ and $(O^+, O)$) their dependency with respect to the relative velocity of the two particles is retained.

### 3 Simulation results

Solar EUV variations along the solar cycle modulate not only the photoionization frequencies, but also the densities of the neutral exospheric constituents (Fig. 1), as discussed in the preceding section. We will now discuss how these modulations affect the global pattern of the solar wind interaction with Mars.
by the solar wind piles up against the planetary plasma and intensity increases as the incident magnetic flux convected of the induced Martian magnetosphere: the magnetic field is equal to the electron number density which is half the solar EUV flux, in particular, the subsolar positions of the bow shock and MPB derived from MGS observations by Vignes et al. (2000) are indicated by two vertical dashed-dotted lines for comparison. Subsolar positions of both boundaries in the simulations are in reasonable agreement with the average values derived from the observations.

Figure 2 also gives evidence that the positions of both the bow shock and MPB location are not significantly affected by the level of the solar EUV flux, at least with the spatial resolution of the present simulations, a conclusion in agreement with previous statistical analyses of bow shock crossings (Vignes et al., 2000). Let us note that the drop in the bulk velocity at the MPB is in good agreement with the observations made by the experiment ASPERA on board Phobos-2 (Lundin et al., 1989).

No essential difference can be noticed in the plasma number density profile between low and high solar EUV flux, except on the nightside where the plasma density at solar maximum is 6 times larger than during solar min conditions. This contrast is essentially due to the variation of the planetary ion production.

Thus, global plasma parameters do not change drastically with the solar EUV flux, in particular, the subsolar positions of the bow shock and MPB, are almost independent of this flux. The Martian case contrasts with the Venusean case for which the position of the bow shock is significantly modulated by the solar cycle (Zhang et al., 1990).

3.2 Solar wind and planetary ions

The main features of the three-dimensional distribution of the plasma around Mars can be discussed by examining two-dimensional cuts of the simulation domain by the coordinate planes: plane \(XY\), containing the bulk velocity \(V_{sw}\) and the motional electric field \(E_{sw}\) of the solar wind, and plane \(XZ\), containing \(V_{sw}\) and the interplanetary magnetic field \(B_{IMF}\).

Maps of the electromagnetic field and of the plasma parameters show an asymmetry between the half subdomains corresponding to positive and negative \(Y\) coordinates. This asymmetry is a consequence of the action of the motional electric field of the incoming plasma on the planetary ions which are accelerated mainly along the direction of the convection electric field, i.e. in the positive \(Y\) direction, during a fraction of their first gyroradii. Since their gyroradii are of the order of the size of the Martian obstacle, this initial acceleration breaks the symmetry between the two sides of the planet.

Figure 3 shows an overview of the solar wind ion densities at the minimum solar EUV flux. Small and randomly
Fig. 3. Density maps of the solar wind ions. Top plates: Densities of the solar wind protons, left plate in the $XY$ plane containing the motional electric field of the solar wind, right plate in the $XZ$ plane containing the IMF. Bottom plates: Densities of the solar wind alpha particles in the same planes. The number density of alpha particles in the unperturbed upstream solar wind is equal to 5% of the proton number density. The solid and dashed black curves overlayed represent fits to the observations made by MGS, respectively, for the bow shock and the MPB (Vignes et al., 2000).
distributed features are due to density fluctuations enhanced by rather small numbers of macroparticles per cell. All plates in Fig. 3 show the complex structure of the bow shock characterized by interlaced density enhancements: the number density of protons is maximal where the density of alpha particles is minimal and vice versa. The most upstream density enhancement is due to protons. The phase opposition between the oscillations of protons and alpha particles is remarkable and clearly in agreement with results of bi-ion fluid simulations by Sauer et al. (1996), who simulated by means of a two-dimensional bi-ion fluid code a plasma made of protons and 2% of heavy ions incident on a small obstacle: despite the fact that they used a ratio of ion masses equal to 20, more adapted to pickup ions in a cometary environment, they reported a splitting of the bow shock quite similar to what is observed here with a solar wind made of protons and alpha particles. Results from hybrid simulations published by other authors (e.g. Shimazu, 2001) have been obtained with an incident solar wind made of protons only: nevertheless, they display a similar fine structure of the bow shock, but MHD simulated bow shocks never exhibit such a fine structure. This splitting of the bow shock could be due to dispersion originating either in kinetic effects when only one species is involved, as suggested by Shimazu (2001), or in bi-ion effects suggested by Sauer et al. (1996). It is worth noticing that bi-ion effects can occur in a plasma characterized by two different populations of the same chemical species, for example, protons directly streaming through the BS and protons reflected at the shock front and transmitted downstream after they have gained energy. Thus, bi-ion effects cannot be discarded in explaining the fine structure of the bow shock observed in single species simulations, too. This issue still needs clarification: mechanisms leading to the formation of these structures have not yet been elucidated and require further comparative studies to be made with and without helium ions in the solar wind. Dubinin et al. (1996, 1998) have reported a similar sequence of alternating layers of protons and planetary oxygen ions observed by Phobos-2, but in the magnetosheath. They show that this plasma stratification leads to a change in the ion composition of the plasma from the magnetosheath dominated by protons to the planetary wake dominated by oxygen ions. We have not observed such oscillations near the composition boundary of the planetary wake in the simulations discussed here, possibly due to a lack of spatial resolution. Bi-ion effects could offer a common explanation for oscillations of composition observed at the bow shock and near the composition boundary, but more work is required to reach this conclusion.

Both Figs. 3a and c, presenting, respectively, the number densities of protons and alpha particles in the XY plane, clearly show an asymmetry of the bow shock which is not observed in the other cut by the plane XZ. In the present simulations, as in other hybrid simulations for Mars (Shimazu, 2001) and even for Venus (Moore et al., 1991), all are made with a constant IMF, where the bow shock occurs at larger distances from the planet on the side opposite to the convection electric field of the solar wind, which is also the side of the locally downward convective electric field. Vignes et al. (2002) in their study of the Martian bow shock crossing by MGS, concluded that “the shock appears significantly farther from the planet in the hemisphere of locally upward interplanetary magnetic field when the angle between the solar wind direction and the interplanetary magnetic field is large”. The reason for this contradiction between the numerical simulations and the MGS data analysis is presently not understood and requires further investigation: perhaps the hypothesis of a spherically symmetric exosphere, common to all simulations, is questionable due to the effect of sputtering.

Another important feature evidenced by Fig. 3 is the cavity carved by the planetary obstacle in the solar wind plasma, a feature confirmed by Phobos-2 observations (Lundin et al., 1990b; Dubinin et al., 1996). It was observed that the plasma of Martian origin dominates the central tail region where protons are less abundant by a factor of 100. Kallio and Janhunen (2001) have also described the formation of a proton cavity on the nightside. The results presented here show distinctly that a solar wind proton cavity is also observed on the dayside. However, the solar protons penetrate close to the planet in the equatorial local time sector between 09:00 and 12:00 LT, i.e. on the y ≥ 0 side of the diurnal hemisphere. This effect has been previously reported by Kallio and Janhunen (2001) and Brecht (1997). A penetration of solar wind protons has been recently identified with the ASPERA-3 experiment on board Mars-Express spacecraft. Lundin et al. (2004) show that protons can penetrate down to an altitude of 250 km. Due to their larger inertia, alpha particles penetrate closer to the planet than protons do. In the wake, the cavity is characterized by a boundary layer having a width ranging from ∼0.1 R_M around the terminator on the y ≤ 0 side in the XY plane, to ∼1 R_M on the opposite side in the same plane, with intermediates and equal values in XZ plane. Boundary layers of protons and alpha particles have comparable widths at a given location. In the XY plane the cavity is not centred on the Sun-Mars line but is shifted by ∼0.5 R_M in the y ≤ 0 direction, opposite to E_sw. The shift seems to be larger for the protons than for the alpha particles. In the XZ plane, both cavities are symmetric with respect to the Sun-Mars line.

The variations of the number densities of different ion species along the Sun-Mars line are displayed in Fig. 4 for solar maximum (top panel) and solar minimum (bottom panel). The ion composition changes when approaching the planet: the densities of planetary ions, mainly formed by photoionization and charge exchanges, gradually increase until they become larger than the densities of solar wind ions. A similar transition has been observed by the ASPERA experiment on board the Phobos-2 spacecraft (Lundin et al., 1990b; Dubinin et al., 1996) and in bi-ion fluid simulations (Sauer and Dubinin, 2000). On the dayside, the MPB corresponds roughly to the boundary that separates the region dominated by solar wind ions from the region where planetary ions dominate. It is seen that O⁺ ions largely dominate below 1000 km, as observed by ASPERA on board Phobos-2 (Lundin et al., 1991). Traces of planetary protons are visible at altitudes...
greater than 2-Martian radii in Fig. 4 (see also Fig. 5). These ions, only protons at solar minimum, picked up by the solar wind, have also been observed by the plasma spectrometer ASPERA on board the Phobos-2 spacecraft (Barabash et al., 1991).

Solar wind ions are absent on the nightside, and the main constituents are planetary ions of ionospheric or exospheric origin. Close to the planet, O$^+$ and O$_2^+$ densities reach 4 cm$^{-3}$, while at 2-Martian radii these densities are still greater than 0.1 cm$^{-3}$ at solar maximum. These simulated densities are comparable with Phobos-2 observations in the tail region where the O$^+$ density reaches 6 cm$^{-3}$ (Lundin et al., 1989, 1990a). The difference between the densities of O$^+$ ions at the solar minimum and maximum can be explained by the fact that the oxygen neutral corona is denser and more extended at solar maximum. This contrasts with the behaviour of the hydrogen corona which contracts at solar maximum, thus decreasing the production of planetary protons. These features are clearly displayed in Fig. 5, which describes the behaviour of the planetary ions at solar maximum and at solar minimum. At solar maximum there are no planetary protons upstream of the bow shock and a steep increase in their density is clearly seen close to the observed average MPB. As shown by plate a) their spatial distribution below the MPB is strongly asymmetric: their number density varies from $\approx 1$ cm$^{-3}$ on the $y \leq 0$ side, to less than $10^{-2}$ cm$^{-3}$ on the $y \geq 0$ side in the near wake. Close to the planet, maximal densities are observed in the local time sector between 09:00 and 12:00 LT, i.e. in the $+E_{sw}$ hemisphere, while their penetration to the nightside cavity is more efficient in the opposite hemisphere, the $y \leq 0$ side. Plate b) clearly demonstrates the existence of ray-like structures stretching towards the tail in the XZ plane containing the IMF. At solar minimum the hydrogen neutral corona inflates, and the distribution of planetary protons becomes more uniform in the wake, with the ($y \leq 0$) side remaining more populated than the $y \geq 0$ side. A significant increase in the density of the planetary protons is noticed in the sheath between the BS and the MPB and even upstream of the bow shock (see also Fig. 4).

Figure 5c demonstrates a strong asymmetry of the distribution of oxygen ions in the XY plane containing $E_{sw}$. At solar maximum, when the corona of atomic oxygen is enhanced, O$^+$ ions are recorded even upstream of the BS: their density on the $y \geq 0$ side is greater than $10^{-2}$ cm$^{-3}$, creating what could be called an “oxygen foreshock”. The maximal density in this region forms a curved ridge originating from the subsolar region of the BS and delineating the cycloidal motion of pickup oxygen ions created there. At solar minimum the most salient features are a drastic reduction in the upstream population of oxygen ions and an increased asymmetry in the wake, where the $y \geq 0$ side is more dense than the $y \leq 0$ side: the opposite of the observation made for the protons. Such observations have also been reported by Kallio and Janhunen (2002). This asymmetry of the oxygen distribution has also been noticed in test particles simulations (Kallio and Koskinen, 1998; Lichtenegger and Dubinin, 1998). Figures 5d and h offer another illustration, in the XZ plane, of the drop in the oxygen ion density due to the shrinking of the atomic oxygen corona at solar minimum. But the essential feature demonstrated here is the confinement of the oxygen ions close to the equator, between the magnetic lobes formed by the draping of the IMF over the planetary obstacle. This plasma sheet is formed by ions extracted from the nightside ionosphere: its density varies by a factor of 4 between solar minimum and solar maximum, whereas the upstream density of oxygen ions varies by more than a factor of 10 in the upstream region (see Figs. 5g and h).

4 Estimation of the ionic escape

Due to the absence of a global intrinsic magnetic field, the Martian atmosphere is exposed to a continuous erosion process because the ionized component can be efficiently removed by ion pickup mechanisms. On the basis of the Phobos-2 observations it was estimated that the total escape of the planetary matter at solar maximum can reach $\sim 1$ kg/s (Lundin et al., 1990a). However, these estimates were made by using the in-situ plasma measurements and by assuming a cylindrical symmetry in the distribution of the outflowing ions. On the other hand, the simulations clearly show a strong asymmetry of the ion flows near Mars. Therefore three-dimensional hybrid simulations can help for estimating the loss of matter. Table 2 gives escaping fluxes of the different ionic species considered in our model: a benefit of the
Fig. 5. Planetary ions. Density maps of planetary ions at solar maximum are presented on plates (a to d), and on plates (e to f) at solar minimum. Plates (a), (b), (e), and (f), refer to planetary protons while oxygen ions are displayed on plates (c, d, g), and (h). Plates (a), (c), (e), and (g) present density maps in the $XY$ plane containing the convection electric field of the solar wind, whereas plates (b), (d), (f), and (h) display density maps in the $XZ$ plane containing the IMF. Solid and dashed white curves are the fits of MGS observations for the BS and the MPB made by Vignes et al. (2000).
new approach adopted here to model the ionization processes (see Sect. 2.4) is the possibility to estimate separately the contributions from the various mechanisms. Table 2 clearly shows that the oxygen escape, as well as the hydrogen escape, is strongly dependent on the solar EUV flux. Whatever the solar EUV flux is, between 85 and 90% of the escaping proton flux comes from charge exchange. The escape flux of H\(^{+}\) ions is approximately four times higher during solar minimum than during solar maximum, due to the inflation of the neutral hydrogen corona at solar minimum. On the other hand, photoionization is the main process which contributes to the escape of O\(^{+}\) ions, which maximizes at solar maximum with the extension of oxygen corona. The loss rate of oxygen ions is about ten times smaller than the value given by Lundin et al. (1990a) from the ASPERA measurements (\(\lesssim 2.5 \times 10^{25}\) ions/s) and is in better agreement with the estimates by Verigin et al. (1991) equal to \(5 \times 10^{24}\) ions/s from the TAUS measurements on board Phobos-2. The different assumptions made about the distribution of ion fluxes in the Martian tail explain this discrepancy between experimental estimations.

| Ion Species               | Escaping Flux \((\times 10^{24}\) ions s\(^{-1}\)) |
|---------------------------|--------------------------------------------------|
|                           | Solar min | Solar max |
| O\(^{+}\) photoionization  | 0.29      | 1.68      |
| H\(^{+}\) photoionization  | 3.52      | 1.16      |
| O\(^{+}\) electron imp. ion. | 0.03    | 0.09      |
| H\(^{+}\) electron imp. ion. | 1.62    | 0.31      |
| O\(^{+}\) charge exchange  | 0.18      | 0.54      |
| H\(^{+}\) charge exchange  | 37.7      | 9.93      |
| O\(^{+}\) ionosp. esc.     | 0.04      | 0.06      |
| O\(_{2}^{+}\) ionosp. esc. | 0.05      | 0.07      |
| H\(^{+}\) total            | 42.8      | 11.4      |
| O\(^{+}\) total            | 0.52      | 2.37      |
| O\(_{2}^{+}\) total        | 0.05      | 0.07      |

5 Conclusions

A full three-dimensional multi-species hybrid model has been used to characterize the Martian plasma environment and to estimate the escape of planetary ions during solar maximum and solar minimum. A self-consistent calculation of the global ion production is implemented in our model, leading to an independent estimation of the global production. The full dynamic of four ions species (H\(^{+}\), He\(^{++}\), O\(^{+}\) and O\(_{2}^{+}\)) is described in our model. The contribution of alpha particles to the solar wind dynamic is included, for the first time, in hybrid simulations.

The solar EUV flux governs photoionization frequencies, as well as neutral densities of the Martian environment. We found that the solar flux does not drastically change global parameters such as magnetic field, bulk velocity and total density. In particular, the fact that subsolar positions of the bow shock and the MPB are independent of the solar EUV flux does not contradict observations. A strong asymmetry with respect to the direction of the convective electric field is revealed by the distribution of the plasma around the planet: solar wind ions penetrate closer to the planet in the equatorial plane containing the motional electric field of the solar wind, and oxygen ions are found upstream of the bow shock far away from the planet and on its \(y \geq 0\) side. The complex structure of the bow shock is intensified by interlaced solar wind ions densities, where the maximum proton density corresponds to minimum alpha particle density and vice versa. Moreover, a cavity void of solar wind ions is clearly identified. This cavity, filled by planetary ions, extends rather on the nightside than on the dayside and exists at both solar maximum and solar minimum.

The presented results clearly indicate a transition from the solar wind dominated plasma to the planetary plasma which roughly corresponds to the Magnetic Pile-up Boundary identified by MGS. A major outcome of these simulations is the prediction of the spatial distribution of planetary ions species: planetary protons populate almost uniformly the wake, whereas oxygen ions seem to be essentially present between these two magnetic lobes, in the plasma sheet. The evaluation of the oxygen loss rate at solar maximum, computed by our simulation model (\(\sim 2.4 \times 10^{24}\) ions/s) is less than estimated values from the Phobos-2 mission. The escaping flux of oxygen ions is larger during solar maximum, contrary to the hydrogen flux which is larger at solar minimum.

Overall, the analysis shows the importance of kinetic effects in the solar wind interaction with the Martian neutral environment.
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