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Abstract—This paper focuses on the attitude pointing control problem under pointing-forbidden constraints and performance constraints. The spacecraft is expected to align its sensor’s boresight to a desired direction, while the terminal control accuracy and the attitude adjustment rapidity should also be guaranteed simultaneously. To resolve this problem, a switching controller structure is proposed in this paper based on the reduced-attitude representation, fusing the artificial potential field (APF) methodology and the Prescribed Performance Control (PPC) scheme together. Firstly, a novel artificial potential field is presented, and a particular function is designed for the mollification of the switching process, aiming at providing a smooth transition for the system status. Subsequently, we propose a special performance function, which can freeze the PPC part when necessary. In this way, the intrinsic contradictory between the fast attitude maneuver and forbidden direction avoidance is tackled further, an asynchronous switching strategy is designed, guarantees the system’s stability. Based on these proposed issues, a switching backstepping controller is developed, and a tracking differentiator (TD) is employed to generate a smooth approximation of differential signals. Numerical simulation results are illustrated to show the effectiveness of the proposed scheme.

Index Terms—Attitude Control, Prescribed Performance Control, Artificial Potential Field, Pointing-forbidden Constraint

I. INTRODUCTION

For the real on-orbit attitude pointing control mission, celestial bodies always exist that the sensor’s boresight should circumvent, which motivates the requisition for the obstacle-avoidance attitude controller. On the other hand, since contemporary space missions are presented with many additional requirements, the performance requirements for the attitude controller are also placed in a vital position recently. Motivated by this topic, this paper investigated the attitude pointing control problem under pointing constraints, while the performance issues are also taken into consideration. The spacecraft is supposed to align its boresight vector to the desired direction, while the control accuracy and the rapidity should be also guaranteed.
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1. Pointing-Constrained Attitude Control

Attitude control under pointing constraints is one of the most widely discussed topics, and its existing solutions can be mainly classified into two types: the one based on planning and the one without planning. For the planning-based solution, it often relies on an advance planning of a constrained problem, as stated in [1]–[6]. Although these planning-based control methods are remarkable, it often requires complex computing, which increasing the computational burden of the on-board computer. Among the ones without planning, the most considered is the control based on the artificial potential field technique (APF). There’s many APF proposed in the existing literature, as presented in [7]–[9]. In [10], an APF considering limited controller output is presented, and dynamic obstacles are well circumvented. In [11], based on a reduced-attitude representation, a bounded smooth repulsion field with an explicit reaction region is designed, and the practical-asymptotically convergence of the system is guaranteed. Also, parameter regulation can guarantee that these obstacles will not be reached. In a word, these APF-based controllers provide an economical way to handle the pointing constraint, which motivates our topic.

2. Performance-Constrained Attitude Control

For the performance-constrained attitude control problem, the prescribed performance control (PPC) scheme is often adopted, which is a unique inspiration work proposed by Bechlioulis and Rovathakis in [12]. The main idea of PPC is to transform the state-constrained control problem into an equivalently unconstrained one. Since the original state variable is constrained by the performance requirements, through a kind of homeomorphic mapping, the original constrained error variable can be translated to an unconstrained one, on which the controller can be developed directly. Another way to realize the PPC is to employ the Barrier Lyapunov function (BLF) technique, as stated in [13]. In PPC, the state trajectory is forced to stay in a sector-like region enclosed by the prescribed performance function. Since the performance function is a monotonically decreasing one related to the performance requirements, the given requirements can be satisfied by ensuring the state trajectory stays in the constraint region during the whole control procedure. As listed in [14]–[19], the PPC scheme has been introduced to the attitude control problem of spacecraft to show its effectiveness.

3. Attitude Control with Performance Constraints and Pointing Constraints

For an efficient way to handle the attitude pointing problem with performance constraints and pointing constraints, it is still a lack. Intuitively, this problem may could be solved...
through planning and closed-loop control. However, this may result in a high computational cost. Another natural idea is to fuse the prescribed performance control (PPC) scheme and the artificial potential function (APF) technique together. Although this seems a rational solution, we found some key issues that make the direct combination of PPC and APF hard to perform:

1. There is an intrinsic contradiction between the PPC scheme and the APF scheme when the system meets obstacles. For the PPC-governed controller, the state trajectory will converge rapidly to the steady-state in order to satisfy the performance requirements. For the APF-governed controller, the system will definitely slow down its convergence rate when meets obstacles, ensuring that the system is able to avoid the obstacle region. Therefore, when the system is working under PPC scheme and APF scheme simultaneously, since PPC will provide a fast convergence of the system even when there exist obstacles, the system may not be able to circumvent the obstacle under such a high convergence rate, causing the violation of the pointing constraints. In this way, the directly mixing of PPC scheme and APF scheme cannot guarantee the system’s stability.

2. The general representation of the attitude pointing constraint expressed in the unit quaternion or Modified Rodrigues Parameter (MRP) is a quadratic constraint, which makes it hard to incorporate with the PPC scheme directly. Owing to this reason, the pointing constraint is hard to directly incorporated into the typical PPC error transformation.

In order to conquer these two main issues in this problem, we come up with the following idea: since the performance requirements can be tackled through PPC scheme, and the attitude-pointing constraint can be solved through APF scheme, the system can be designed to be a switching one. The system will working under PPC scheme if the system is far away from the obstacles, while the system will switches to APF when system meets obstacles. Notably, there exists a time interval during the system transition progress such that the system will work under PPC scheme and APF scheme together. To ensure the system’s stability, we design a mechanism to freeze the PPC scheme under this condition. Since the PPC system is governed by the state variable and the performance function simultaneously, we noticed that the PPC scheme can be freeze by changing the performance function correspondingly. Thus, the PPC’s translated variable remain unchanged under such a condition, and the system Lyapunov function will be governed only by the APF part. Therefore, the intrinsic contradiction can be solved in this way.

Further, we found that the pointing constraint will be simple under the reduced-attitude representation. To elaborate this problem, we made following analysis: in order to guarantee that the translated variable is able to exponentially-converged, a virtual control law can be derived accordingly. Meanwhile, the attraction field of the APF will exert attractive effect to the system, ensuring the convergence of the pointing error. When compare these two effect, we found that its derived virtual angular velocity has the same direction, which indicates the virtual control law derived from PPC and the virtual control law derived from APF’s attraction field can be integrated together. Such a characteristic plays a significant role in this paper as it allows the direct combination between PPC and APF under reduced-attitude representation.

Following these stated ideas, a switching controller that fusing the PPC scheme and the APF scheme together is presented to handle the attitude pointing control problem with performance requirements and pointing constraints. The main contribution of this paper can be mainly concluded as follows:

1. In order to tackle the intrinsic contradiction between APF and PPC when the system meets obstacles, motivated by [20], a special prescribed performance function (PPF) governed by a switching strategy is designed for the system’s stability. The performance function will be exponential-decayed when the system is far away from the obstacles, ensuring the rapid convergence of the system. On the other hand, the performance function will change accordingly to hold an unchanged translated variable when the system meets obstacles, freezing the PPC system and guarantee that the system is able to circumvent the exclusion zone. In this way, the aforementioned intrinsic contradiction between PPC and APF scheme is well tackled.

2. A newly-designed differentiable piece-wise function is proposed to mollify the switching progress, providing a smooth system switching process. Further, the proposed function is designed with explicitly parameter design, and the transition process of switching can be designed easily.

3. Owing to the application of the reduced-attitude representation, the incorporation of the PPC scheme and the APF scheme is realized for the attitude control problem. Based on the reduced-attitude representation, the attitude pointing control problem with pointing constraints and performance constraints are resolved without using planning-based methods. A complete control scheme with a switching structure is proposed for this topic.

II. Preliminaries

A. Notations

In this paper, we define the following notations for analysis. \( \| \cdot \| \) stands for the Euclidean norm of a vector or the induced norm of a matrix, while the operator \( r \times \) represents the \( 3 \times 3 \) skew-symmetric matrix for vector cross manipulation, i.e. \( r \times s = r \times s \). \( \text{ang} (a, b) \) denotes the angle between vector \( a \) and \( b \), where \( a, b \) are all unit vectors. The body-fixed frame is denoted as \( \mathcal{B}_b \), while the earth central-fixed frame is denoted as \( \mathcal{B}_i \) correspondingly.

III. Problem Formulation

A. Reduced Attitude Representation

In this paper, the reduced-attitude representation is employed. Define a boresight vector of the sensor fixed on the spacecraft as \( \mathcal{B}_b \), and define the pointing-direction expressed in the inertial frame as \( r_i \). Denote the corresponding expression of \( r_i \) expressed in the body-fixed frame as \( r_b \), we can define the following variable for the evaluation of the pointing error, expressed as follows [11]:

\[
x_e = 1 - B_i^T r_b = 1 - \cos(\text{ang}(B_b, r_b))
\]
Obviously, if the sensor’s boresight vector is aligned with the desired direction, we have \( x_e = 0 \); Notably, since \( \text{ang} (B_b, r_b) \in [0, \pi] \) is hold, \( x_e \in [0, 2] \) will be always satisfied. For \( \text{ang} (B_b, r_b) = 0, x_e = 0 \) will be hold; for \( \text{ang} (B_b, r_b) = \pi, x_e = 2 \). Take the time-derivative of \( x_e \), the kinematics and the dynamics of the reduced attitude system can be arranged into the following form:

\[
\begin{align*}
\dot{x}_e &= -B_b^T r_b \times \omega_s \\
J \dot{\omega}_s &= -\omega_s^2 J \omega_s + u + d
\end{align*}
\]

where \( J \in \mathbb{R}^3 \) represents the inertial matrix expressed in the body-fixed frame \( \mathfrak{N}_b \). \( u \) represents the control input of the system, and the lumped external disturbance is denoted by \( d \).

**Remark 1.** For the attitude-reduced representation, notably, we find that there exists two equilibrium point such that \( x_e = 0 \). It can be discovered that \( x_e = 0 \) is a stable equilibrium point of the system, while \( x_e = 2 \) is the unstable equilibrium point of the system.

For the synthesize of the proposed control scheme, we made the following assumption in this paper.

**Assumption 1.** The lumped external disturbance is unknown but bounded by a known constant, denoted as \( D_m \). This indicates that for arbitrary time instant, we have \( |d| \leq D_m \).

**Assumption 2.** The inertial matrix \( J \) is a known symmetric positive-definite matrix. Thus, we have:

\[
\lambda(J)_{\text{min}} x^T x \leq x^T J x \leq \lambda(J)_{\text{max}} x^T x
\]

where \( \lambda(\cdot) \) represents the corresponding eigen value of the matrix \( J \). \( \lambda(J)_{\text{max}} \) denotes the maximum eigen value of \( J \), while the minimum eigen value of \( J \) is denoted as \( \lambda(J)_{\text{min}} \).

**B. Pointing-Forbidden Constraint**

For the safety consideration, there exists some directions that the sensor’s boresight vector should circumvent. Define the restricted direction vector expressed in the inertial frame as \( f_i \), its expression in the body-fixed frame can be written as \( f_b = A_{b_i} \cdot f_i \). Accordingly, the pointing-forbidden constraint can be established as follows:

\[
\cos (\text{ang} (B_b, f_b)) = B_b^T f_b \leq \cos \Theta_f
\]

where \( \Theta_f \) denotes the minimum forbidden angle for the pointing constraint. For instance, \( \Theta_f = 20^\circ \) is considered in this paper. A sketch map of the pointing constraint is illustrated in Figure 1.

In Figure 1, the yellow cone represents the pointing-forbidden region such that \( B_b \) should never invade it.

**IV. CONTROL OBJECTIVE**

This paper aims to develop a control scheme to ensure that the pointing constraint and the control accuracy requirements can satisfy simultaneously. The system should be able to ensure that the sensor’s boresight vector can circumvent all the obstacles in the space, and the system should remain at a rapid convergence rate to the steady-state, with a guaranteed pointing control accuracy achieved. Besides, all the closed-loop signals should be bounded by a small value, and the system should be able to converge practical-asymptotically.

**V. PROBLEM SOLUTION**

This paper employs the PPC scheme and the APF technique to handle the performance requirement and the pointing constraint, fusing these two schemes together. The system is designed to be a switching system, and will switching automatically when meets obstacles. A special switching strategy for prescribed performance function (PPF) and an asynchronous switching strategy is designed for the system’s stability. Besides, the tracking differentiator (TD) technique is employed in the control scheme to generate the virtual control law’s differential signal, ensuring the tracking to the virtual control law.

The following solution of the system is organized as follows: the main procedure of the PPC part such as the error transformation, Barrier Lyapunov function design and the prescribed performance function design is presented in subsection V-A and V-B respectively. Further, the detailed elaboration of APF designing is elaborated in subsection V-C. Elaboration of the system switching strategy will be stated in section VI while the statements about the tracking differentiator will be mentioned in subsection V-E.

**A. Error Transformation Procedure**

As typical PPC scheme stated [13], the state trajectory should stay in a constraint region enclosed by the prescribed performance function (PPF). Denote arbitrary PPF as \( \rho \), the state constraint can be established as \( -\rho(t) < e(t) < \rho(t) \). Further, define a translated error variable as \( \varepsilon(t) = e(t) / \rho(t) \), the given state constraint can be rearranged into an equivalent form:

\[
|\varepsilon(t)| < 1
\]

Therefore, once the constraint in equation (5) is satisfied, the performance requirements will be able to achieve.
Define the PPC translated variable of \( x_e \) as \( e_q \), and further denote the corresponding performance function of \( e_q \) as \( \rho_q \). Taking the time-derivative of \( e_q \), one can be obtained that:

\[
\dot{e}_q = \frac{1}{\rho_q} \left[ \dot{x}_e - \frac{\dot{\rho}_q}{\rho_q} x_e \right] 
\]

(6)

B. Barrier Lyapunov Function Design

In order to guarantee that the constraint (5) is able to be satisfied all along, we employ the Barrier Lyapunov Function (BLF) methodology to handle the performance constraint. Based on our previous work [21], the BLF is designed as follows in this paper.

\[
V_B = gF \ln \left( \cosh \left( \frac{\varepsilon}{F} \right) \right) 
\]

(7)

where \( g > 0 \) and \( F > 0 \) are design parameters. Unlike those mostly applied "Logarithmic" type BLF, the designed BLF will be meaningful for arbitrary \( \varepsilon \), avoiding the potential singularity of traditional BLF functions, as stated in [21].

C. Switching Prescribed Performance Function (S-PPF)

In this paper, the prescribed performance function (PPF) is a special one generated by a switching system, expressed as follows:

\[
\dot{\rho} = -k_\rho \left( \rho - \rho_\infty \right) \left( 1 - \Omega_s \right) + \left( \dot{e}/e \right) \rho \Omega_s 
\]

(8)

where \( \rho_\infty \) stands for the terminal value of PPF, \( k_\rho > 0 \) controls the decaying rate of the PPF. \( \Omega_s \) is the switching parameter, of which the detail will be elaborated later in section V. The initial condition of this system is defined as \( \rho (0) = \rho_0 \).

Considering about the given PPF, the working status for \( \rho \) can be mainly divided into two cases.

Mode 1. For \( \Omega_s = 0 \), the PPF system can be written as \( \dot{\rho} = -k_\rho \left( \rho - \rho_\infty \right) \), hence the PPF is an exponential converged one under this condition. It can be observed that \( \rho \rightarrow \rho_\infty \) will be hold for \( t \rightarrow +\infty \) under this case, which indicates that \( \rho_\infty \) is an asymptote of the PPF.

Mode 2. For \( \Omega_s = 1 \), the system will be governed by \( \dot{\rho} = \left( \dot{e}/e \right) \rho \). Notably, since \( \dot{e} = \frac{d}{dt} \left( e/\rho \right) \), it can be obtained that \( \dot{\varepsilon} = \frac{\dot{\rho} \varepsilon - \dot{e} \rho}{\rho^2} = 0 \) will be hold for current condition, which indicates that the translated variable \( \varepsilon \) will remain unchanged in this case.

For \( \Omega_s \in (0, 1) \), it can be inferred that \( \rho \) will be governed by these two parts simultaneously, and the specific condition of how \( \rho \) changed is depend on the dominant one. Since \( \Omega_s \) is governed by a smooth differentiable function, it can be derived that \( \rho \) will be always differentiable.

D. Artificial Potential Field Design

In this paper, motivated by the work in [11], we design the following APF function. The attraction field \( U_a \) is defined as follows:

\[
U_a = k_a x_e 
\]

(9)

For the repulsion field, it is constructed based on a designed smooth piece-wise function. Define \( \beta = B_0^T f_b \) as \( \cos \left( \text{ang} \left( B_0, f_b \right) \right) \), the repulsion field can be expressed as follows:

\[
U_r = \begin{cases} 
0 & \beta \in [-1, L_0) \ \\
\frac{k_r}{\beta} \left[ \tanh \left( \frac{(L_1 - L_0)/k_r - \beta - L_m}{\sqrt{(\beta - L_0/L_1 - \beta)^2}} \right) + 1 \right] & \beta \in [L_0, L_1) \\
\frac{k_r}{\beta} & \beta \in [L_1, 1] 
\end{cases} 
\]

(10)

where \( k_r > 0 \) stands for the gain of the repulsion field. \( L_0 = \cos \Theta_0 \) and \( L_1 = \cos \Theta_1 \) are angular parameters related to the pointing constraint. Notably, the repulsion field will start working from \( \beta \geq L_0 \), and \( \beta \in (L_0, L_1) \) can be regarded as a buffer zone of the system. Accordingly, \( \Theta_0 > \Theta_1, \Theta_1 \geq \Theta_f \) should be satisfied. \( r \) is related to the maximum slope of \( U_r \). Let \( L_m = \frac{1}{2} \left[ L_0 + L_1 \right] \), we have \( \partial U_r/\partial \beta = r \) for \( \beta = L_m \). This provides an explicitly design of the repulsion field’s gradient.

Assumption 3. There’s no repulsion field at the desired pointing direction, and the minimum angle between the desired pointing direction \( r_b \) and the pointing-forbidden vector \( f_b \) satisfies \( \min (\text{ang} \left( r_b, f_b \right)) \geq \Theta_{df} \), where \( \Theta_{df} \) is a constant. In this paper, \( \Theta_{df} = 50^\circ \) is considered.

This assumption indicates that the forbidden direction will not be too close to the desired direction. Such an assumption is rational for a real constrained attitude maneuver scenario.

A sketch map of the designed repulsion field under different \( r \) is illustrated in Figure 2, where \( r \) from 1 to 10 is considered sequentially. It can be discovered that the bigger \( r \) is, the steeper the function is. However, it will also result in a decreasing of the valid effecting region of \( U_r \), as \( U_r \) will be close to 0 for most of the time. Hence, the selecting of \( r \) should be set appropriately to hold continuously repulsion force to the state trajectory.

Based on the proposed \( U_a \) and \( U_r \), the total APF is designed to be \( U = U_a + U_r \). For multiple pointing constraints, the total APF is established as \( U = U_a + \sum U_{ri} \), where \( U_{ri} \) represents the ith repulsion field exerted by the exclusion zone.

For convenience, considering that there exists only one pointing forbidden region, take the time-derivative of \( U_a \), one can be obtained:

\[
\dot{U}_a = -k_a B_0^T r_b \times \omega_s 
\]

(11)

Take the time-derivative of \( U_r \), one can be obtained that:

\[
\dot{U}_r = k_r \nabla \beta B_0^T f_b \times \omega_s 
\]

(12)
where \( \nabla_\beta \) stands for the partial derivative of \( U_r/k_r \) w.r.t. \( \beta \). Therefore, we have \( k_r \nabla_\beta \leq r \).

**Remark 2.** Note that the given potential function may not a convex one for some condition, however, owing to the application of the reduced-attitude representation, a simple strategy to avoid the singularity can be considered in this scheme, as stated in [22]. On the other hand, the strict proof of the APF’s convexity is not the main issue of our paper.

**Remark 3.** As stated in section V.E, the presented tracking differentiator doesn’t require the differentiable of the input signal, which is suitable for our switching controller.

### VI. SYSTEM SWITCHING STRATEGY

In this paper, we design an asynchronous switching strategy for the system. The system will be governed by two switching variable denoted as \( \Omega_s \) and \( \Omega_v \), stated as follows:

\[
\Omega_s = \begin{cases} 
0 & \beta \in [-1, V_0) \\
\frac{m}{2} \tanh \left( \frac{V_1 - V_0}{\sqrt{\beta - V_0}} (\beta - V_0) + 1 \right) & \beta \in [V_0, V_1) \\
1 & \beta \in [V_1, 1] 
\end{cases}
\]

\[
\Omega_v = \begin{cases} 
0 & \beta \in [-1, P_0) \\
\frac{n}{2} \tanh \left( \frac{P_1 - P_0}{\sqrt{\beta - P_0}} (\beta - P_0) + 1 \right) & \beta \in [P_0, P_1) \\
1 & \beta \in [P_1, 1] 
\end{cases}
\]

where \( m, n \) control the increasing rate of \( \Omega_s \) and \( \Omega_v \) respectively. In this section, we design the transition process of \( \Omega_s \) to be an aggressive one, while the switching of \( \Omega_v \) is designed to be a mild one.

Here we give some main principles of the switching strategy’s parameter selecting. 1. For \( \Omega_s \), \( V_0 = L_0 - 2\delta, V_1 = L_0 \) and \( V_m = L_0 - \delta \) are considered, with \( \delta \) is a small positive value. 2. Different from \( \Omega_s \), we suggest that \( P_0 = V_1, P_1 \leq L_1, P_m = \frac{1}{2} [P_0 + P_1] \).

A sketch map of the transition progress of \( \Omega_s \) and \( \Omega_v \) are illustrated in Figure 3. Accordingly, there exist 4 status such that:

1. \( \Omega_s = 0, \Omega_v = 0 \).
2. \( \Omega_s = 1, \Omega_v \in (0, 1) \).
3. \( \Omega_s = 1, \Omega_v = 1 \).
4. \( \Omega_s \in (0, 1), \Omega_v = 0 \).

Notably, for case 4, since \( \delta \) is a small value, its transition time is short enough that can be practically regarded as 0. On the other hand, the switching of \( \Omega_s \) only controls the status of the switching PPF, therefore such a short transition progress will have tiny influence on system’s stability. In conclusion, we focus on the stability analysis of the system on case 1, 2, 3, which stands for the ”PPC-only”, ”PPC and APF” and ”APF-only” condition in this paper. These 3 conditions will be the main part of our following analysis.

### VII. CONTROL LAW DERIVATION

In this section, based on the aforementioned system switching strategy in section VI, a switching backstepping controller is developed to realize the desired control objective. The prescribed performance function and the backstepping controller’s virtual control law will switching accordingly for different condition, and the tracking differentiator will ensure that the system is able to track the calculated virtual control law.

**Step 1.** Define the first-layer error subsystem as \( e_1 = \varepsilon_q \).

1. View the angular velocity as the virtual control law, denoted as \( \upsilon \), the virtual control law \( \upsilon \) is presented as follows:

\[
\upsilon = r_b^x \frac{B_b}{\|r_b^x B_b\|^2} \left( -K_1 \rho_q \varepsilon_q \right) \left( 1 - \Omega_v \right) - \frac{\left( k_r r_b^x B_b - k_r \nabla_\beta f_b^x B_b \right) \| r_b^x B_b - k_r \nabla_\beta f_b^x B_b \|^2}{\Omega_v K_p} \Omega_s K_p
\]

where \( K_1 > 0 \) denotes the controller gain of the ”PPC” part, \( K_p > 0 \) represents the gain of the ”APF” part. Considering the following candidate Lyapunov function for the \( e_1 \) layer, expressed as follows:

\[
V_q = g F \ln \left( \cosh \left( \frac{\varepsilon_q}{F} \right) \right) + U
\]

where \( U = U_0 + U_r \) stands for the ”APF” potential field. Take the time-derivative of \( V_q \) and substituting the result in equation [5], we have:

\[
\dot{V}_q = g \frac{\varepsilon_q}{F} \frac{1}{\rho_q} \left[ (r_b^x B_b)^T \omega_s \right] - \frac{\rho_q g}{\rho_q} \frac{\varepsilon_q}{F} \varepsilon_q
+ \left[ k_r (r_b^x B_b) - k_r \nabla_\beta (f_b^x B_b) \right]^T \omega_s
\]

For further analysis, define an error state variable as \( e_2 = \omega_s - \upsilon \), which represents the tracking error to the virtual control law.
Case 1. When the boresight vector $B_b$ is away from the pointing-forbidden direction such that $\beta \in [-1, V_0]$, we have $\Omega_x = 0$, $\Omega_y = 0$ and $U_r = 0$. Substituting the virtual control law (16) into (18), one can be obtained that:

$$
\dot{V}_q = -\left(K_1 + \frac{\dot{\rho}_q}{\rho_q}\right)g \tan \left(\frac{\varepsilon_q}{F}\right) e_q + \frac{g}{\rho_q} \tan \left(\frac{\varepsilon_q}{F}\right) (\frac{\dot{r}_q B_b}{r_q B_b})^T e_2 + k_a (-K_1 \rho_q e_q) + k_a (\frac{\dot{r}_q B_b}{r_q B_b})^T e_2
$$

(19)

Define $P = \left[ \frac{\varphi}{\rho_q} \tan \left(\frac{\varepsilon_q}{F}\right) + k_a \right] (\frac{\dot{r}_q B_b}{r_q B_b})$. Since $\varepsilon_q = x_e/\rho_q$, we have $-k_a K_1 \rho_q e_q = -k_a K_1 x_e$. Note $U = U_a$ is hold for the current situation, hence the equation [19] can be rearranged as:

$$
\dot{V}_q = -\left(K_1 + \frac{\dot{\rho}_q}{\rho_q}\right)g \tan \left(\frac{\varepsilon_q}{F}\right) e_q - K_1 U + P^T e_2
$$

(20)

According to section [IV-C] we have $\dot{\rho}_q/\rho_q = -k_p [1 - \rho_\infty/\rho_q]$ for current condition. For $\rho_q > \rho_\infty$ such that the system is at the converge state, it can be approximated that $\dot{\rho}_q/\rho_q \approx -k_p$; for $\rho_q \rightarrow \rho_\infty$, $\dot{\rho}_q/\rho_q \rightarrow 0$ will be obtained. Notably, we have the following property.

**Property 1.** Considering the following function $H(x) = x \tan x - \ln \cosh x$, it will satisfies $H(x) \geq 0$ for $x \geq 0$.

Further, applying the conclusion in property [1] we have $gF \varepsilon_q/F \tan \left(\frac{\varepsilon_q}{F}\right) \geq gF \ln \left(\cosh \left(\frac{\varepsilon_q}{F}\right)\right)$. Sort out these results yields:

$$
\dot{V}_q = -\left(K_1 - k_p\right)gF \ln \cosh \left(\frac{\varepsilon_q}{F}\right) - \left(K_1 - k_p\right)U + P^T e_2
$$

(21)

which can be further written as:

$$
\dot{V}_q \leq -\left(K_1 - k_p\right) V_q + P^T e_2
$$

(22)

Case 2. According to the switching strategy stated in section [VI] since $\Omega_v$ will switch mildly, there exists a time interval such that $\Omega_v = 1$, $\Omega_v \in (0,1)$ is hold. In view of this condition, according to the analysis in subsection [IV-C] we have:

$$
(gF \ln \cosh \left(\frac{\varepsilon_q}{F}\right))' = 0
$$

(23)

Taking the time-derivative of $V_q$, one has:

$$
\dot{V}_q = \left[k_a \left(\frac{\dot{r}_q B_b}{r_q B_b}\right) - k_v \nabla_\beta \left(\frac{f_b B_b}{r_q B_b}\right)\right]^T \omega_s
$$

(24)

It can be observed that the Lyapunov function is only governed by $U_a$ and $U_r$ now, which indicates that the "PPC" part is deactivated. Substituting the virtual control law (16) into (24), we have:

$$
\dot{V}_q = -k_a K_1 \rho_q e_q (1 - \Omega_v) - k_v \nabla_\beta \left(\frac{f_b B_b}{r_q B_b}\right)^T \frac{\dot{r}_q B_b}{\|r_q B_b\|^2} (-K_1 \rho_q e_q) (1 - \Omega_v) + \left(k_a \frac{r_q B_b}{r_q B_b} - k_v \nabla_\beta \frac{f_b B_b}{r_q B_b}\right)^T e_2 - \Omega_v K_p
$$

(25)

Considering the expression stated in equation (25), we have:

$$
\left(\frac{f_b B_b}{r_q B_b}\right)^T \frac{r_q B_b}{\|r_q B_b\|^2} = = \left(\frac{f_b B_b}{r_q B_b}\right)^T \cos \psi
$$

(26)

where $\psi$ stands for the angle between the two cross product results expressed as $r_q B_b$ and $f_b B_b$. Define $\theta_f = \psi (f_b B_b, \theta_\delta = \psi (r_b B_b)$. Accordingly, from the characteristic of cross product, we have the following conclusion:

$$
\frac{(f_b B_b)^T r_q B_b}{\|r_q B_b\|^2} = \frac{\|f_b B_b\|}{\|r_q B_b\|} \cos \psi = \frac{\sin \theta_f}{\sin \theta_\delta}
$$

(27)

Notably, for arbitrary $\theta_f$, $\sin \theta_f \leq 1$ will be always hold. Similarly, $\cos \psi \leq 1$ will be always hold. Therefore, one can be obtained that:

$$
\left(k_a - k_v \nabla_\beta \frac{\sin \theta_f}{\sin \theta_\delta}\right) (-K_1 x_e) (1 - \Omega_v)
$$

(28)

Define $P_1 = k_a r_q B_b - k_v \nabla_\beta f_b B_b$ for brevity. According to the definition in (10), $k_v \nabla_\beta \leq r$ will be always hold. Substituting equation (28) into $\dot{V}_q$, thus we have:

$$
\dot{V}_q \leq \left(k_a - \frac{r}{\min(\sin \theta_\delta)}\right) (-K_1 x_e) (1 - \Omega_v) - \Omega_v K_p + P_1^T e_2
$$

(29)

where $\min(\sin \theta_\delta)$ stands for the minima of $\sin \theta_\delta$ in case 2 condition, and its range will be discussed later in remark [6].

Specially, let $k_a - \frac{r}{\min(\sin \theta_\delta)} \geq 0$, we have the final conclusion:

$$
\dot{V}_q < -\Omega_v K_p + P_1^T e_2
$$

(30)

Case 3. if the system is totally switched to the APF status such that $\Omega_v = 1$ and $\Omega_s = 1$ is hold simultaneously, the system will be governed by APF part of the controller. Taking the time-derivative of $V_q$, we have:

$$
\dot{V}_q = -K_p + P_1^T e_2
$$

(31)

According to the assumption [3] the system’s target status will be far away from the exclusion zone with a minimum angle $\theta_\delta$, hence $\rho_q$ will finally switch to the "PPF" status and converge to the steady-state.

**Remark 4.** Considering the derived virtual control law $v$, it can be mainly divided into two part: the one for "PPC" system governed by $1 - \Omega_s$ and the one for the "APF" system governed by $\Omega_s$.

Notably, considering the direction of each part, we can observe that the virtual control law derived from $\varepsilon_q$ and the virtual control law derived from the APF’s attraction field has the same direction, of which is governed by $r_q B_b$. This indicates us that the effect of the PPC scheme can be regarded as an additional part of the APF’s attraction field, and it can be directly added together. This characteristic is owing to the application of the reduced-attitude representation, which stands for the basis of this paper.

**Step 2.** In order to ensure that $\omega_s$ traces the virtual control law $v$ tightly such that $e_2$ is small enough, we employ the Tracking Differentiator (TD) technique to generate the approximation signal for $\dot{v}$.
According to the analysis in subsection V-E, the deviation

\[ \dot{e}_2 = -\omega_s^* J \omega_s + u + d - J \dot{v} \]  

(32)

For the tracking differentiator, \( S_d \) and \( \dot{S}_d \) stands for the filter output of the tracking differentiator. The actual control law is designed as follows:

\[
\begin{align*}
  u &= \omega_s^* J \omega_s - K_{\omega} e_2 - D_m \text{vec} [\tan(h(e_2/\eta))] + J \dot{S}_d \\
  &= -g \tan(h(\varepsilon_q/F)) \frac{1}{\rho_q} (r_b^s B_b) e_2 (1 - \Omega_s) \\
  &= - [k_a r_b^s B_b - k_r \nabla_\beta f_b^s B_b] \Omega_v e_2 + J \dot{S}_d
\end{align*}
\]

(33)

Considering the following candidate Lyapunov function expressed as \( V_\omega = \frac{1}{2} e_2^T J e_2 \), take the time-derivative of \( e_2 \), one can obtain that:

\[
\dot{V}_\omega = e_2^T \left[ -\omega_s^* J \omega_s + u + d - J \dot{v} \right] = e_2^T \left[ -K_{\omega} e_2 + d - D_m \text{vec} \left( \tan(\frac{e_2}{\eta}) \right) \right] \\
  - g \tan(h(\varepsilon_q/F)) \frac{1}{\rho_q} (r_b^s B_b)^T e_2 (1 - \Omega_s) \\
  - [k_a r_b^s B_b - k_r \nabla_\beta f_b^s B_b]^T \Omega_v e_2 + J \dot{S}_d - \dot{v}
\]

(34)

According to the analysis in subsection [V-E] the deviation between \( \dot{S}_d \) and \( \dot{v} \) will be asymptotically converged. In view of this conclusion, we have \( \| \dot{S}_d - \dot{v} \| \leq \epsilon \), where \( \epsilon \) is a residual value.

**Remark 5.** As stated in [V-E] the employed tracking differentiator doesn’t rely on the premise that the input signal \( \nu \) is differentiable, which makes it suitable for our control scheme.

Further, considering the term in equation (34), according to the mathematical conclusion stated in [24], we have:

\[
\begin{align*}
  e_2^T d &- D_m e_2 \text{vec} \left( \tan(\frac{e_2}{\eta}) \right) \\
  \leq & \sum_{i=0}^{3} \left( e_{2i} D_m - e_{2i} \tan(\frac{e_{2i}}{\eta}) \right) \\
  \leq & D_m \sum_{i=0}^{3} \left( |e_{2i}| - e_{2i} \tan(\frac{e_{2i}}{\eta}) \right) \leq 0.8355 D_m \eta
\end{align*}
\]

Define \( D_0 = 0.8755 D_m \eta \), this is a constant related to \( \eta \). Substituting this result into equation (34), the expression can be further written as:

\[
\begin{align*}
  \dot{V}_\omega &\leq -e_2^T K_{\omega} e_2 + D_0 + \max(\lambda_j) \epsilon \\
  &\quad - g \tan(h(\varepsilon_q/F)) \frac{1}{\rho_q} (r_b^s B_b)^T e_2 (1 - \Omega_s) \\
  &\quad - [k_a r_b^s B_b - k_r \nabla_\beta f_b^s B_b]^T \Omega_v e_2
\end{align*}
\]

(36)

**Step 3.** Define the candidate lumped Lyapunov function \( V \) as \( V = V_\omega + V_{\dot{\nu}} \), the analysis of \( V \) can be divided into three cases.

**Case 1.** For \( \Omega_s = 0, \Omega_v = 0 \), the system works under "PPC" mode. Take the time-derivative of \( V \), one has:

\[
\begin{align*}
  \dot{V} &\leq -(K_1 - k_p) V_\nu - 2K_\omega V_\omega + D_0 + \max(\lambda_j) \epsilon \\
  &\leq -\min(K_1 - k_p, 2K_\omega) V + D_0 + \max(\lambda_j) \epsilon
\end{align*}
\]

(37)

where \( K_1 \) and \( K_\omega \) are all positive controller parameters.

**Case 2.** For the transition process between "PPC" mode and "APF" mode, the value of \( \Omega_v \) and \( \Omega_s \) is \( \Omega_s = 1, \Omega_v \in (0, 1) \). Take the time-derivative of \( V \), one can be obtained that:

\[
\dot{V} \leq -\Omega_s K_p - e_2^T K_{\omega} e_2 + D_0 + \max(\lambda_j) \epsilon
\]

(38)

**Case 3.** For \( \Omega_s = 1, \Omega_v = 1 \), the system totally works under "APF" part of the controller, hence we have:

\[
\dot{V} \leq -K_p - e_2^T K_{\omega} e_2 + D_0 + \max(\lambda_j) \epsilon
\]

(39)

For each case, \( \dot{V} < 0 \) can be satisfied. Notably, it can be observed that case 1 has the strongest inequality for \( \dot{V} \), and the strict inequality for \( \dot{V} < 0 \) can be easily obtained in this condition. In conclusion, since \( D_0 + \max(\lambda_j) \epsilon \) can be made small enough for the system, the system will practically asymptotically converge to the steady-state under each condition.

**Principle of Parameter Selecting** Additionally, we give some significant principles for the parameter selecting of the proposed controller.

1. In case 1, it should be guaranteed that \( K_1 - k_p > 0 \) is satisfied. This condition can be well satisfied through parameter selecting.

2. In case 2, note that \( k_a - \min(min(\sin \theta_d)) \geq 0 \) should be satisfied, this will govern the selecting of \( k_a \).

**Remark 6.** Considering the range of \( \min(\sin(\theta_d)) \), owing to the characteristic of sine function, the minima of \( \sin(\theta_d) \) for case 2 may be reached at \( \min(\theta_d) \) or \( \max(\theta_d) \). Note that for \( \cos \psi = 1 \), the vector \( r_b^s B_b \) and \( f_b^s B_b \) will be coplanar. Since the system satisfies \( \beta \in [P_0, P_1] \) for case 2, we have:

\[
\begin{align*}
  \min \theta_d &= (\arccos(f_b^\nu, r_b^\nu)) - \arccos(P_0) \\
  \max \theta_d &= (\arccos(f_b^\nu, r_b^\nu)) - \arccos(P_1)
\end{align*}
\]

(40)

Notably, according to the assumption [5] the minimum angle between \( f_b^\nu \) and \( r_b \) satisfies \( \arccos(\nu, f_b^\nu) \geq \Theta_d \), thus we can yield \( \min \theta_d \geq \Theta_d - \arccos(P_0) \), \( \max \theta_d \leq \pi - \arccos(P_1) \). By compare \( \Theta_d - \arccos(P_0) \) and \( \pi - \arccos(P_1) \), we can have the approximation of \( \min \theta_d \), which can used for indicating a \( k_a \).

3. Notably, there exists two singularity point such that \( \| r_b^s B_b \| = 0 \) is hold. This problem can be technically solved by adding a small value \( \sigma \) on it. Similarly, another potential singularity point such that \( k_a r_b^s B_b - k_r \nabla_\beta f_b^s B_b = 0 \) can be solved in this way technically.

4. The parameter selecting should ensure that the pointing-forbidden region will not be reached. Considering the most critical condition such that \( r_b^s B_b \) is collinear with \( f_b^s B_b \), therefore the equilibrium point of the APF is \( U_a = U_r \) such that:

\[
k_a x_E = k_r
\]

(41)

where \( x_E \) stands for the current value of \( x_e \) when the boresight vector is on the edge of the exclusion zone such that \( \beta = L_1 \). This will ensure that the boundary of the exclusion zone is an invariant set of the system.
VIII. Simulation Results and Analysis

In this section, several groups of simulation results and a comparison are presented to show the effectiveness of the proposed scheme.

The spacecraft is supposed to be a rigid-body one with $J = \text{diag}(5.08, 5.14, 5) \text{kg} \cdot \text{m}^2$. The maximum controller output of this spacecraft is supposed to be $0.5N \cdot \text{m}$ for each axis. The external disturbance model is a common one, expressed as follows:

$$d = \begin{bmatrix}
1e - 3 \cdot [4 \sin(3\omega_p t) + 3 \cos(10\omega_p t) - 40] \\
1e - 3 \cdot [-1.5 \sin(2\omega_p t) + 3 \cos(5\omega_p t) + 45] \\
1e - 3 \cdot [3 \sin(10\omega_p t) - 8 \cos(4\omega_p t) + 40]
\end{bmatrix} \quad (42)$$

where $\omega_p = 0.01$.

A. Obstacle-Avoidance Cases Simulation

In this subsection, the spacecraft is required to reorient its boresight axis to a given direction, while the given pointing-forbidden constraint should not be violated. The boresight vector is fixed in the body-fixed frame such that $B_b = [0, 0, 1]^T$.

The initial attitude and angular velocity of spacecrafts is set to $q_s(0) = [0, 0, 0, 1]^T$ and $\omega_s(0) = [0, 0, 0]^T$ respectively, while the desired pointing vector expressed in the inertial frame is $r_i = [-0.866, 0.5, 0]^T$.

The performance requirements of this task is established as follows: 1. The system should guarantee that the terminal pointing accuracy should be no more than $0.1\degree$ after 80s. 2. The system should converge to the stable status in no more than 50s, with a pointing error smaller than $1\degree$. According to these requirements, we set the parameter of S-PPF as $\rho_q(0) = 3$, $k_q = 0.1$, $\rho_\infty = 1e - 3$.

1. Single Pointing-Forbidden Zone Cases

Suppose that the forbidden direction expressed in $\mathfrak{N}_i$ is $f_i = [0.5145, 0.8575, 0]^T$, the simulation results are presented as follows: Figure [4] shows the evolution of $x_e$, $u$ and $\varepsilon_q$ during the whole control procedure, the trajectory of the boresight vector in 3-D sphere is illustrated in Figure [5].

In Figure [4], the dotted blue line represents the $p_q$ trajectory. In Figure [5], the black line stands for the trajectory of $B_b$ expressed in the $\mathfrak{N}_i$ frame. The deep red cone represents the forbidden zone such that $\beta \geq L_1$ is hold, while the pink ring area stands for the buffer zone where the repulsion field started working. The red arrow denotes the initial position of the boresight vector, while its desired position is illustrated in yellow.

From Figure [4][5], it can be discovered that the sensor’s boresight vector $B_b$ successfully circumvents the obstacle zone, and $\varepsilon_q$ achieves the desired status at the steady-state in 40s. From the 3th subfigure of Figure [4] we can discover that there’s a time slot at around $6s \rightarrow 15s$ where the translated variable remain unchanged. Meanwhile, we can observe that the S-PPF is not exponential-converged. This indicates that the Switching-PPF is working under Mode 1, under which the “PPC” is frozen, and will have no impact on the varying of system Lyapunov function.

To strength the reliability of the result, another two pointing forbidden zone simulation cases are established for the validation of the proposed scheme. 3-D trajectory is illustrated in Figure [6] respectively, of which the corresponding pointing constraint is set to be $[-0.099, 0.990, -0.099]^T$ and $[0, 0.980, 0.196]^T$.

Further, their corresponding $x_e$ and its corresponding $\varepsilon_q$ trajectories are illustrated in Figure [7]. It can be observed that although it takes a bit more time for the simulation case 1 to circumvent the obstacle region, it still achieves the steady-state in the preassigned time. For the simulation case 2, it arrives the desired steady-state region in a short time rapidly.

2. Multiple Pointing-Forbidden Zone Cases

Suppose that there exist multiple pointing-forbidden zones in the $\mathbb{R}^3$ space. Considering the forbidden direction listed in Table [1].

The 3-D trajectory of the boresight vector $B_b$ in attitude sphere is shown in Figure [9] and [10] respectively, where the forbidden zones are illustrated in red colors, same as stated before.
We can observe that the $B_b$ trajectory is able to circumvent the pointing-forbidden zone in every case. For case 2, since the two exclusion zone intersects heavily, therefore it is not economic enough to cross through two obstacle. We can find that the trajectory is leading to another direction, bypassing the obstacle and finally reach the desired point.

Additionally, the $x_e$ trajectory of these cases are illustrated in Figure [11][12]. We can observe that the system is able to reach the steady-state rapidly in each case.
Fig. 11: Time evolution of $x_e$ trajectory (2 Obstacles, corresponding to Table [I])

Fig. 12: Time evolution of $x_e$ trajectory (3 Obstacles)

B. Comparison to APF-only Algorithm

In this section, a comparison to the traditional APF-only controller is performed to show the effectiveness of the proposed scheme. To establish a comparison, we introduce the APF controller stated in [11] into consideration.

The APF-only controller is named as “benchmark controller 1” for brevity. Considering the pointing-forbidden vector $f_i = [0.5145, 0.8575, 0]^T$, Figure [14] shows the time responding of the pointing error under each controller, while its 3-D trajectory of $B_b$ expressed in inertial frame is illustrated in Figure [13]. The black trajectory denotes the result of the proposed scheme, while the blue one stands for the benchmark controller 1.

Remark 7. Since the proposed control scheme is built based on the Backstepping methodology, the desired control can be only guaranteed when $\omega_s$ tracks the virtual control law $v$ tightly.

Fig. 13: 3-D trajectory of boresight vector $B_b$ expressed in the inertial frame(Comparison of Benchmark controller 1 and the proposed scheme)

Fig. 14: Pointing Error to the target position(Comparison of Benchmark controller 1 and the proposed scheme)

For the proposed scheme, it is able to converge to the steady-state in about 40s with a smooth transient behaviour, while the settling time for benchmark controller 1 is longer, as illustrated in Figure [14]. Also, we can find that the terminal control error of the proposed scheme is $0.07^\circ$, which is much more smaller than the benchmark controller 1. This validates the necessity of the combination of APF and PPC.

Further, we take a look at the steady-state, it can be discovered that the proposed scheme has a better robustness against the external disturbance, with a better control accuracy is achieved. This is also owing to the application of PPC scheme, as the PPF boundary will exert appropriate repulsion to the state trajectory, forcing it closer to the desired position.

IX. Conclusion

This paper focuses on the attitude reorientation control problem under pointing-forbidden constraint and the performance constraint. Based on the reduced-attitude representation, we directly fuse the prescribed performance control (PPC) scheme and the artificial potential field (APF) scheme together, and a switching controller structure is proposed. Further, to tackle the intrinsic contradiction between PPC and APF when meets
obstacles, a special performance function is presented, ensuring the system's stability. To alleviate the impact caused by the status switching, a particular function is designed to be the mollification of the standard 0 − 1 switching function, and the transition process can be adjusted through parameter regulating explicitly. Following these ideas, a complete backstepping controller is presented in this paper, and numerical simulation results have shown its effectiveness for handling different scenarios. This paper presents a possibility of handling the performance constraints and pointing constraints without planning, which is of high application value for real control scenarios. Further investigation may be focused on its incorporation with other typical physical limitations.
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