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We regret overlooking two important citations relevant to the current work, and wish to add these [1, 2]. We also cite [3], which reports crucial experimental parameters pertaining to [1], e.g. chamber pressure during water target experiment. To correct the oversight of missing references, the 4th paragraph of the introduction follows with modified and additional text underlined:

Liquid targets have a number of attractive features for meeting these needs. Liquid targets can be rapidly delivered into the interaction region, and mitigate debris [31, 34–36]. This is well illustrated by the pioneering research in [1, 3], who, for the first time combined a kHz, femtosecond laser and liquid jet targets with a long-term vision of developing integrated sources of energetic radiation and particles for future applications. They reported the production of 9.25 keV x-rays from the interaction of a kHz, 50 fs pulsed laser interacting with a liquid Ga jet target. They also reported the use of CR39 film to record the production of 500 keV protons from the interaction of the kHz laser with an intensity of $3 \times 10^{16}$ W cm$^{-2}$ focused on a 10–30 μm diameter water jet, with a background chamber pressure of 0.7–3 mbar. The proton production efficiency of $10^{-3}$% was reported. Prior to switching to the liquid sheet target described in our current work, we attempted to obtain protons from the interaction of 15–30 μm diameter water jets with a 40 fs pulsed laser focused to an intensity of $1 \times 10^{18}$ W cm$^{-2}$. We recorded many tracks on the CR39 film but, when a magnetic spectrometer was used, all of the tracks were shown to be due to electrons. As noted in this paper, we later discovered that the chamber background pressure required to produce a significant flux of protons was below the freeze point pressure of water.

Skip to the end of the last sentence of the paragraph and add as the last sentence of the paragraph: the ability to generate a well collimated proton beam with proton energies greater than 500 keV has recently been demonstrated [2], using a high repetition rate 0.5 kHz, 3 mJ, 55 fs laser interacting with a solid target. The focus intensity was $2 \times 10^{18}$ W cm$^{-2}$. A proton beam was generated at the front surface of a rotating optical quality glass disk at a chamber pressure of $3 \times 10^{-3}$ mbar.
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Abstract

Laser acceleration of ions to ≥ MeV energies has been achieved on a variety of Petawatt laser systems, raising the prospect of ion beam applications using compact ultra-intense laser technology. However, translation from proof-of-concept laser experiment into real-world application requires MeV-scale ion energies and an appreciable repetition rate (> Hz). We demonstrate, for the first time, proton acceleration up to 2 MeV energies at a kHz repetition rate using a milli-joule-class short-pulse laser system. In these experiments, 5 mJ of ultrashort-pulse laser energy is delivered at an intensity near \(5 \times 10^{18} \text{ W cm}^{-2}\) onto a thin-sheet, liquid-density target. Key to this effort is a flowing liquid ethylene glycol target formed in vacuum with thicknesses down to 400 nm and full recovery at 70 \(\mu\text{s}\), suggesting its potential use at \(≥\text{kHz}\) rate. Novel detectors and experimental methods tailored to high-repetition-rate ion acceleration by lasers are essential to this study and are described. In addition, particle-in-cell simulations of the laser–plasma interaction show good agreement with experimental observations.

1. Introduction

Since the demonstration of ultra-intense-laser-generated MeV protons from the Nova Petawatt laser system [1], ion acceleration from laser–plasma interactions (LPI) with solid-density targets has been a subject of particular interest for the field of ultra-intense-laser science. This interest is from a fundamental perspective in ultra-intense laser–plasma interaction (ULPI), the time-resolved probing of ULPI [2], and the isochoric heating of targets [3, 4] into a state of warm dense matter. Laser-driven ion acceleration is also interesting for the prospect of developing novel, compact and cost-effective ion sources for a variety of uses: cancer radiotherapy [5–7], short-lived medical isotope production for positron emission tomography [8, 9], secondary neutron generation [10–14], surface engineering [15], material processing [15], and others [16]. Each of these potential applications of ultra-intense laser–plasma technology will require ion acceleration to occur at simultaneously relevant energies, fluence, and repetition rate.

The most well known and well studied mechanism for accelerating ions via ultra-intense laser–matter interactions is target normal sheath acceleration (TNSA) [17], or collisionless plasma expansion [18–20]. Energetic electrons produced from LPI propagate through a micron-scale solid-density target. A small percentage of electrons escape the target and leave behind positively charged ions, and remaining energized electrons create and become trapped by an electrostatic ‘sheath’ field at the target-vacuum interface. This sheath
field is typically strong enough to significantly affect the energies of subsequent MeV electrons escaping the target region [21]. The sheath field accelerates protons and carbon ions from the contaminant layer on the surface of the target in the direction perpendicular to the target plane [12, 22]. Other mechanisms for accelerating ions exist [23], such as relativistic light sail [24], radiation pressure acceleration [25] and break out afterburner [26, 27]. These mechanisms can accelerate a volume of ions from an ultra-thin (tens of nanometers thick) target, potentially with a higher efficiency and a higher cutoff energy than can be achieved by TNSA. These ion acceleration schemes typically require large laser facilities that produce many Joules-per-shot laser pulses. Unfortunately, due to present limitations on the time-averaged power of ultra-intense laser systems, these novel mechanisms can only be sustained with a repetition rate of one shot per minute [28].

Current limitations of LPI repetition-rate pose significant problems for the translation of proof-of-concept laser experiments into real-world applications [29]. To address the issue, recent efforts are moving both lasers [30] and targets [31] used in ion acceleration toward repetition rates of order a Hz [32, 33]. Of particular difficulty is designing a system that can simultaneously operate at a high repetition rate and a sufficiently low ambient pressure, and that quickly refreshes to the approximately the same target within sub-micron tolerances such that the laser interaction remains at peak focus. Moreover, the target choice needs to avoid or suppress build-up of debris on optical elements in the target chamber to facilitate continuous use for extended periods of time. Typically, laser-based ion acceleration uses high laser intensities, thin targets, low background pressure, and near-solid target densities.

Liquid targets have a number of attractive features for meeting these needs. Liquid targets can be rapidly delivered into the interaction region, and mitigate debris [31, 34–36]. Previous efforts to accelerate ions using liquid targets have yielded ion energies well below an MeV, although it should be noted that [37] used an ultrashort laser pulse to prompt neutron-producing D–D reactions at a 0.5 kHz repetition rate using a ~10 μm diameter cylindrical flowing liquid (D₂O) target. The goal of that experiment was to demonstrate production of in situ neutrons, rather than accelerate ions out of the target to MeV energies. Another recent work [38] uses a solid hydrogen column target with a 150 TW (multi-Joule) laser to generate multi-MeV protons. This target has potential for high-repetition-rate operation using a cryogenic setup in high vacuum.

In the experiment reported here, a versatile, room-temperature, and planar liquid target is shown to accelerate MeV protons at an unprecedented kHz repetition rate in a ‘low vacuum’ environment. This work opens the door for worldwide use of ultrafast MeV protons as experimental, diagnostic, and materials research tools for myriads of small laser labs with access to few-mJ ultrafast lasers. Three developmental aspects were crucial to obtaining kHz ion acceleration: design of a kHz-capable flowing thin-film target, innovation of high-repetition-rate ion spectral diagnostics, and implementation of a chamber pressure environment capable of simultaneously sustaining liquid targets and ion acceleration. We report here the acceleration of up to 2 MeV protons at a kHz repetition rate with a sub–TW milli-Joule laser system.

2. Experimental setup

The experimental setup is shown in figure 1, where a dual multi-pass amplifier Ti:Sapphire kHz laser system (KMLabs Red Dragon system, heavily modified for energy, mode and contrast improvements) delivers up to 11 mJ pulses at 780 nm with 40 fs pulse duration (FWHM) into a vacuum target chamber [39–41] where it can be focused onto the liquid sheet target. In the experiment described here, the laser system delivered 8mJ pulses into the target chamber. The picosecond-timescale pulse contrast of the laser pulses is measured to be at the 10⁻⁶ level (±100 ps) and the nanosecond-timescale contrast level is approximately 10⁻¹⁰ beyond ~6 ns due to extinction from an external Pockel’s cell and polarizer setup. The final focusing element is a 45° angle of incidence F/1 protected gold coated off-axis parabola with a Strehl ratio >0.97 (Aperture Optical Sciences) which produces a 1.8 μm laser focus (FWHM). Accounting for the distribution of pulse energy in time from our ns to ps pulse contrast measurements, distribution of energy in the focal spot measured to 1 part in 10 000 and the losses in optical elements, we estimate that approximately 5 mJ short-pulse laser energy/pulse was delivered onto the target within 99% of Gaussian intensity profile of the focus.

We produce thin liquid sheets through an off-center collision of two liquid jets [42, 43]. At the heart of the liquid sheet target system is a high pressure syringe pump (Isco, Model 100DX) capable of producing a constant flow at 10 000 PSI. A continuous supply of liquid is fed into the pump from a reservoir. The liquid is then transported under high pressure to the target chamber via 1/16 inch stainless steel (SS) tubing and compression fittings via a vacuum feed-through. The liquid delivery SS tubing line is attached to a precision alignment system inside the vacuum chamber. The tube then splits into two separate lines ending in equal length, 25 μm diameter capillaries. A manual adjustable valve controls the flow of liquid into the second line. One of the SS liquid lines is attached to a nano-positioning piezoelement-driven xyz translation stage, so that it can be positioned with precision with respect to the other liquid line. This target assembly is mounted on a rotation stage, which is
mounted on an xyz precision micro-positioning stage. This allows the whole assembly and target to translate and rotate around the vertical axis as seen in figure 1(b), allowing control of the polar angle of incidence of the liquid sheet with the laser.

When the pump is operating near 8500 PSI, the 24 m s⁻¹ colliding streams produce a sub-micron thick sheet of liquid (figure 1(b)) moving at 16 m s⁻¹. The target and crucially the LPI affected region of the target moves 16 mm between kHz pulses, ensuring an unperturbed sheet for each shot. For this experiment, the angle between the two input streams is 60° (see figure 1(a)); this can be adjusted by horizontal overlap of the stream cross-sections. The thickness of the sheet is measured in situ using a commercial interferometric thin film measurement instrument (Filmetrics). Using a series of shadowgraphic images of the target interaction, similar to those in figure 5, the standard deviation of the target position is restricted to be between 0.6 and 2.0 μm. Turbulent behavior is not observed in the stream collision or the sheet, and one can infer surface tension dominated laminar flow. Various liquids can be used in this system, including water, methanol, and other organic solvents. In this experiment, we use ethylene glycol to achieve lower background pressure in the chamber.

An important feature to the design of the liquid target system is the extraction of liquid from the target chamber, without which the liquid evaporates inside the chamber. This can reduce or negate ion acceleration by raising the chamber pressure. The drainage system consists of an extraction pipe directly underneath the capillary streams, which takes the liquid out of the main target chamber to a separate collection chamber outside of the main chamber. This collection chamber, with liquid accumulating at the bottom, is continuously evacuated by a small turbo pump. A conical metal catcher with a central hole is positioned on top of the extraction pipe opening to reduce backstreaming of liquid vapor back into the main chamber from the liquid collection chamber. Arranging for the liquid to collide with the drainage system at grazing incidence dramatically reduces the amount of vaporization. This system allows the background pressure to be stabilized ~20 mTorr, and ~40 mTorr with laser pulses hitting the target at kHz rate.

The target position is precision controlled via piezo-actuator based stages and is monitored in situ via a 420 nm femtosecond probe pulse using synchronous shadowgraphy and interferometry described in detail elsewhere [44]. This system allows observations of the laser target interaction with micron spatial and 80 fs temporal resolution with an arbitrary (ms to ps) delay line. For our ion acceleration experiments, the target was rotated so that the high intensity laser pulses are incident on target at 45° angle with p-polarization. Real time confirmation of particle emission angle is provided by monitoring electrons using a Lanex screen imaged onto a
CCD camera. This Lanex screen, covered with 6 μm of Al, has a hole in its center along the line of sight of a custom-built particle spectrometer. The particle spectrometer entrance slit was positioned normal to the target at a distance of 130 mm to collect accelerated electrons and ions ejected from the target simultaneously. The particle spectrometer is compact and well-shielded. Rare earth magnets provide a 0.13 T magnetic field that is energy calibrated for both electrons and ions via 3D field measurement and simulations, and experimentally with mono energetic MeV electron beams [41]. Both electron and ion detectors are Linear CCDs with 508 μm of RP408 plastic scintillator bonded with index-matching epoxy. The electron and ion detectors are covered with 6 μm Al foil and 60 nm of Al deposition [45] respectively to block scattered light. We operate the linear CCDs at the maximum 100 Hz acquisition rate, with synchronized sub-ms exposure time to capture one out of ten shots during kHz laser operation. We note that there exists commercially available CCDs that would allow acquisition rates at or above 1 kHz. Particles enter the spectrometer through a 1.0 × 1.2 mm slit entrance (subtending 3.8 × 10^{-5} s.r.) set in 29 mm thick SS. Figure 4 presents spectra both with and without the effect of the slit deconvolved from the data. The sensitivity of the RP408-covered CCDs was calculated for each energy by first modeling the energy deposited as a function of depth using the stopping and range of ions in matter code [46]. The contribution for each depth in the scintillator is reduced by attenuation of the plastic and geometric collection in the CCD assuming the scintillation is isotropic. Finally, sensitivity is calculated using the spectral sensitivity of the CCD, emission spectra and scintillation efficiency of the scintillator. To confirm the particle type and corroborate the calculated sensitivity of the RP408-covered CCDs, CR39 particle track detectors were employed. The CR39 detectors can be used in place of the RP408-attached CCD array ion detector inside the particle spectrometer, while the electron CCD detector remains in place and can continue providing electron data. For the CR39 irradiation, the electron signal was optimized (corresponding to a 0 μm target focal position in figure 3) with 3 mJ on target and a peak intensity of 8 × 10^{18} W cm^{-2}. During the experiment, as the CR39 detectors were irradiated with ions, and MeV electron signals were monitored as before to indicate consistent conditions for the two proton detectors. Layers of 1.5 μm Mylar sheets were placed on CR39 sheets with a staircase profile to confirm that the ≥MeV proton signal can penetrate an appropriate number of layers and still leave behind damage tracks observed as pits in the developed CR39 sheets.

During the particular run the CR39 data used for the absolute proton yield measurement shown in figure 2 was collected, the ion signal was captured from 1000 shots (accumulation of 100 s of 10 Hz operation) and no Mylar film was used. After etching, particle tracks were counted using a digital scanner and counting all individual pits.

3. Results

The single-shot ion and electron spectra of figure 3, both experimentally recorded in less than few minutes, are the primary result of this paper. As laser focal depth is varied, intensity on the target of the main pulse and pre-pulses is modified. The results show ≥MeV ion acceleration at 1 kHz and both plots demonstrate the experimental versatility of a high-repetition-rate data acquisition system coupled with liquid sheet targets.

The combination of kHz laser, target, and a high repetition rate data acquisition system enables us to optimize proton/electron signal intensity and energy in real-time as functions of various experimental parameters. A typical optimization procedure utilizes the shadowgraph of the LPI itself (as in figure 5) to choose an approximate target transverse position and focal depth. We then rotate the target to aim the energetic
Electrons accelerated from the back of the target to the Lanex screen positioned around the entrance slit of the particle spectrometer (crude optimization). We further optimize for high-energy ions in the spectrometer by iterating between target angle and focal depth to finalize the target angle. This optimization is performed once, prior to focal scan. The data for the focal scan in figure 3 can be generated by simply choosing to store the data from the electron and ion spectrometers while translating the target at a fixed rate, here 1 μm s⁻¹ steps, though various target positions.

As one expects, the number, characteristic temperature and cutoff energy of both electron and proton spectra increase as the target is closer to best focus [47] where the peak intensity increases to $1.3 \times 10^{19}$ W cm⁻². Notably, the electron signal sharply increases and the proton signal drops for focal positions near $z = 0$ (see Discussion for explanation). For the scan presented here, the energetic ion spectra are observed for target positions $z \approx \pm 10 \mu m$. The most energetic spectra at $z = -12 \mu m$ have characteristic temperatures $450 \pm 20$ keV and cutoff energies of $2.3 \pm 0.2$ MeV. At this position, the peak intensity is measured to be $5 \times 10^{18}$ W cm⁻², and the estimated laser-to-proton conversion efficiency is ~0.5% assuming the ions expand in a cone with a half-angle of $10^\circ$ consistent with previously reported data [48] and the Particle-in-Cell (PIC) simulation as seen in the bottom right panel of figure 4.

We have demonstrated a target and method for high-repetition-rate laser based ion acceleration. Figure 3(b) shows that the ion acceleration is effective not just on average but on a shot-to-shot basis, demonstrated here at 1 kHz. Two colliding liquid streams are used to generate a continuously refreshing sub-micron, solid density target (figure 1(b)). Using this target we have shown measurement and optimization of MeV ion acceleration at a kHz repetition rate, with 100 Hz single-shot acquisitions. We have provided a clear method for optimization and experimental alignment through real-time feedback.

### 3.1. Simulation

We performed a simulation to show the best case for the proton cutoff energy with our chosen target and thickness given no pre-plasma. We performed a 2D(3D) PIC simulation with the Large-Scale Plasma code [49, 50] to model the acceleration of protons using a $5 \times 10^{18}$ W cm⁻² peak intensity laser pulse incident on an ethylene glycol target at $45^\circ$. The incident laser is treated as a spatially Gaussian pulse with a Gaussian radius of 1.87 μm and temporally sine-squared pulse with a temporal FWHM of 42 fs. The simulation space was a 28 μm simulation box with a 25 μm wide target with a thickness of 460 nm. The reduced size of the target (25 μm) was chosen in order to minimize computational cost. The target was initialized with all ions singly ionized (C⁺, O⁺, H⁺) and in proportion to the chemical composition of ethylene glycol, whose ionization potential (IP) is 10.16 eV. It should be noted that IP of C⁺, O⁺, H⁺ are approximately 11, 13.6 and 13.6 eV respectively and therefore, it is entirely justified to assume glycol to be in a dissociated state and its constituent atoms singly ionized by prepulse or the rising edge of the main pulse [51], at intensities $10^{13}$–$10^{14}$ W cm⁻², at least 100 s of femtoseconds before the arrival of the peak of the pulse (for progressive optical field ionization of a single species between $10^{13}$ and $10^{18}$ W cm⁻², see [52]). Electrons were present to maintain charge neutrality at the start of the simulation. From the mass density of liquid glycol with singly ionized ions, an initial electron number density of $10^{21}$ cm⁻³ was assumed. Initial temperatures for all species were set to 1 eV, which may or
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**(Figure 3.** Single shot, target normal, experimental electron (a) and ion (b) spectra as a function of focal position of the liquid target (figure 1(b)). The spectra are acquired simultaneously while moving the target in 1 μm steps along the laser propagation direction. The quenching of the ion acceleration and enhancement of the electron spectra is consistent with the introduction of a pre-plasma at higher intensities closer to focus (see figure 5). Here, positive focal distances represent laser focus in front of the target (diverging beam hitting the target).
may not be hotter than the actual target due possible laser pre-pulse effects that we do not model. But, importantly, a temperature of 1 eV is a small enough temperature that the target ions exhibit negligible movement before the ultra-intense pulse reaches the target. The simulations employed a spatial resolution of 10 nm, with 9 particles per cell per species initially. The code includes an ionization model consistent with the ADK/PPT rate \[53, 54\] which can increase the electron particle count as the laser propagates through the simulation. Our simulation does not resolve the Debye length, however, instead we employ an implicit field solver that minimizes numerical heating, allowing us to have cell sizes that somewhat exceed the debye length. It is important to note that the simulated laser pulse was configured so that the peak focus was directly on the target \((z = 0)\), rather than being \(\sim 10 \mu m\) ahead or behind the target \((z = \pm 10 \mu m)\), which figure 3 indicates was optimal for proton acceleration, which will be discussed in the next section.

The energy spectrum of protons 873 fs after the tail of the pulse has left the target is displayed alongside experimental data for two different focal positions on the top graphic in figure 4. As can be seen, the simulated proton spectrum extends to 2.5 MeV followed by a sharp drop off in energy, a signature of the TNSA mechanism which is in fair agreement with the experimentally-measured cutoff. The simulated proton angular and energy spectra are shown in figure 4 bottom right. According to the simulation, the electric field just after the laser has left the simulation space indicates a sheath field around 0.8 TV m\(^{-1}\), similar to expectations for TNSA with a PW class laser (e.g. \[55\]). It is also worth mentioning that the number of protons and the cutoff should exceed the experimentally observed targets by a small factor given the lower dimensionality of the 2D(3v) simulation and the fact that we do not include effects due to laser pre-pulse in our simulations, which would be important especially when the laser focus is on target.

Figure 4 bottom left plot displays the angular and energy spectrum of electrons that have escaped the simulation after 873 fs. It shows that the highest energy electrons emerging from the back of the target is aligned close to the laser axis, thereby missing the particle spectrometer, which is aligned normal to the target. The electron cutoff along that direction predicted by the simulation is in very good agreement with experimental electron spectra shown in figure 3(a).
4. Discussion

Figure 3 presents direct measurement of proton acceleration to 2 MeV from a sub-TW millijoule class laser system operating at a kHz repetition rate (5 mJ of short pulse energy on target). The system and its methods have avenues to scaling in proton energy and repetition rate. Utilizing shadowgraphy as in figure 5 with μs probe delays, one can observe the interaction region move as it evolves with the initial fluid velocity (conservation of momentum). After 16 μs, the ~350 μm extent of the LPI perturbation in the fluid leaves the focal position. There is ~50 μm of undisturbed target around the focal position after 20 μs and the film is entirely refreshed after in 70 μs. Using these recovery times, we estimate that the target described here can support 50 kHz repetition rates, and would support repetition rates >10 kHz from Joule-class laser systems provided effects of the LPI do not propagate up the streams before they collide. We have provided a self-refreshing target with a clear path to higher rep-rate, higher energy and higher fluence proton beams.

Simulations and experimental shadowgraphy indicate that the current system has the potential for increased proton yields and energies through improvement of the laser contrast characteristics. Figure 3 indicates that the best proton acceleration results were obtained when the laser focus was placed at z ≈ ±10 μm from the target. One might expect that the best ion acceleration would occur at peak focus (z = 0) because this provides the highest on-target intensity [56]. The key to understanding this result, however, is to appreciate that this is true for both the main pulse, and the pre-pulse which can affect the target in the nanoseconds-to-picoseconds before the arrival of the ultra-intense pulse. In the experiment there is a 10⁻⁶ contrast replica of the main pulse that occurs 6.1 ns before the main pulse interaction. This pre-pulse feature can be removed in future experiments by further modification of the laser system [57]. If pre-pulse perturbs the back surface of the target, the TNSA process will be stifled [48]. Higher pre-plasma conditions that shut down the TNSA process also would contribute to more energetic electron acceleration [58].

Figure 3 provides clear evidence that the effect of the 10⁻⁶ contrast short-pulse replica on the liquid sheet target is much more pronounced when the laser is configured at peak focus than when it is 10 microns away from peak focus (z ≈ 10 μm). This can be seen especially with the panels of figure 5 that highlight the condition of the target at 1.47 ps before the arrival of the main pulse. It appears that at z ≈ 10 μm, much of the short pulse replica is simply transmitted through the target, leaving only a subtle impression at 1.47 ps, whereas at peak focus (z = 0) the effect on the target is more substantial.

With the shadowgraphy results presented in figure 5, the results of figure 3, which show lower peak proton energy for peak focus conditions, can be attributed to the pre-pulse at least partially punching through the target. This interpretation is also corroborated by the electron spectra, which becomes much more energetic at
peak focus as one would expect if the target density in the interaction region is decreased to near or less-than critical density due to the short-pulse replica interaction [59].

It is clear from figures 3(b) and 5, that pulse contrast improvement of our laser system (which is under way) would allow for the peak intensity to interact with an unperturbed target resulting in significant increase of the proton cutoff energy [7]. A more recent review article [51] discusses proton cutoff energy versus laser pulse energy and shows from existing data of laser proton experiments that at least 100 mJ energy/pulse would be required to reach 1 MeV proton energy. With tight focusing and precision target positioning, we seem to have lowered that technological threshold. With higher contrast pulses allowing the use of thinner targets (our system is capable of producing 150 nm thick targets), in combination with more energy/pulse (e.g. ~50 mJ/pulse), a system could produce 10 MeV or higher energy protons. From an applications perspective, when proton energies exceed 3 MeV, the proton beam can propagate significant distances in air without experiencing much loss, which would open up pathways to PIXE and proton bombardment materials research without need to manipulate samples and detectors in vacuum. It would also make it easy to probe live biological systems with ultrafast proton beams for diffraction and radiography applications.

For application, absolute proton yield of a source is as important as its energy characteristics. From that perspective, how well does our laser proton source compare with more traditional joule class laser proton sources? As an example, when compared with absolute numbers from proton acceleration experiments carried out by a 100 TW laser system with nanostructured foils [60] enhancing proton numbers 5 times that from simple foils, at 2 MeV, our absolute yield/MeV-sr-shot is lower by three orders of magnitude. However, at kHz repetition rate, our proton production rate per second would be on par with a 100 TW proton acceleration system with non-simple targets operating at 1 Hz, which, we believe, would be technologically far more challenging.

5. Conclusion

We have demonstrated up to ~2 MeV proton acceleration from a sub-TW millijoule class laser system operating at a kHz repetition rate. These results were obtained with 8 mJ of laser energy entering the target chamber and 5 mJ of ultrashort pulse energy reaching the target, interacting at a peak intensity near 5 × 10^18 W cm^-2. Importantly, this ion energy is within an order of magnitude of experiments performed with much lower repetition rate with Petawatt-class laser systems (e.g. [1, 31]). Key to the success of this experiment is a liquid sheet target system that we describe which continuously produces highly-controlled sub-micron sheet targets using ethylene glycol to achieve low background pressure. High acquisition rate, real-time data analysis also played an important role in finding optimal conditions for proton acceleration. The success of this experiment is significant for the wider effort to deliver a variety of real-world applications of compact ultra-intense laser technology, all of which rely upon creating relativistic laser interactions with appreciable repetition rates.
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