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The Eastin-Knill theorem states that no quantum error correcting code can have a universal set of transversal gates. For CSS codes that can implement Clifford gates transversally it suffices to provide one additional non-Clifford gate, such as the $T$-gate, to achieve universality. Common methods to implement fault-tolerant $T$-gates like magic state distillation generate a significant hardware overhead that will likely prevent their practical usage in the near-term future. Recently methods have been developed to mitigate the effect of noise in shallow quantum circuits that are not protected by error correction. Error mitigation methods require no additional hardware resources but suffer from a bad asymptotic scaling and apply only to a restricted class of quantum algorithms. In this work, we combine both approaches and show how to implement encoded Clifford+$T$ circuits where Clifford gates are protected from noise by error correction while errors introduced by noisy encoded $T$-gates are mitigated using the quasi-probability method. As a result, Clifford+$T$ circuits with a number of $T$-gates inversely proportional to the physical noise rate can be implemented on small error-corrected devices without magic state distillation. We argue that such circuits can be out of reach for state-of-the-art classical simulation algorithms.

Introduction.— The universally accepted approach to remedy effects of noise and decoherence in quantum computing is the use of quantum error correction [1–3]. The celebrated threshold theorem guarantees that errors in a quantum computation can be suppressed efficiently to any level for arbitrarily long circuits, if the noise rate of the physical gates is below some constant threshold value [4]. The low noise thresholds and the polylogarithmic qubit overhead needed to implement error correction protocols are very demanding on the quantum hardware. However, the by far largest overhead for quantum algorithms with current error correcting codes stems from the implementation of a fault-tolerant universal gate set.

Clifford gates are typically easier to realize fault-tolerantly than non-Clifford gates for many commonly studied codes. In fact, for many CSS codes they can be implemented transversally. Transversal gates have a manageable overhead, because by definition these gates are fault-tolerant as they do not spread errors within code blocks. The Eastin-Knill theorem proves that no error correcting code can transversally implement a universal set of gates [5]. To obtain a universal gate set a single further non-Clifford gate is needed. The $T$-gate is commonly added for this purpose.

A common approach to implement the $T$-gate fault-tolerantly is the use of reliable encoded magic states [6]. These states can be prepared by a technique called magic state distillation and every encoded magic state can be used to perform a $T$-gate using only Clifford operations as shown in Figure 1. The distillation of magic states is responsible for the largest overhead in a fault-tolerant computing system [7].

While the hardware requirements to implement quantum algorithms fault-tolerantly have not been met yet, steady progress in the development of quantum hardware has been made [8–10]. This has given rise to the question: Are there computational tasks that could be implemented without the use of quantum error correction? This question has motivated a set of proposals [11–16] that only ask for the implementation of shallow quantum circuits and the estimation of expectation values. Early experimental implementations [13, 17–20] of such proposals have shown that the effect of decoherence on the result is non-negligible, despite the use of the restrictive computational models and good noise levels. It has become clear that methods to remove the noise-induced bias from the expectation values need to be applied. These methods are referred to as quantum error mitigation [21, 22] and have the advantage of not requiring additional qubit resources and can be implemented directly on noisy hardware. However, these techniques are only able to systematically remove the bias from the expectation values and cannot extend the coherence times of the computation. This manifests in a bad asymptotic scaling of most error mitigation methods emphasizing that such techniques are most favorable for near-term circuits. In [23] it has been studied how to use error mitigation to correct for errors arising from approximate Solovay-Kitaev decompositions that reduce the number of $T$-gates.

Given the significant hardware overhead required for the implementation of a fault-tolerant universal gate set it is meaningful to investigate the possibility of using error mitigation techniques to reduce this overhead in circuits using encoded qubits for the estimation of expec-
and make use of the same circuit in Figure 1 with a noisy
fault-tolerant quantum computing, the distillation pro-
tation is a very elegant approach for achieving universal
states of better fidelity. Whereas magic state distilla-
tion values. In this work, we present two methods to
mitigate the bias induced by noisy encoded $T$-gates using
the quasi-probability decomposition (QPD) method [21].
Both approaches circumvent the need for magic state dis-
stillation. The cost of the QPD method is an increased
number of required shots to guarantee a fixed accuracy.
For a single gate, this increase scales as $\gamma^2$ where $\gamma$ 1
is a quantity called sampling overhead that captures the
negativity of the quasi-probability decomposition. The
sampling overhead depends on the error rate $\varepsilon$ of the
physical gates and on the error correcting code used for
the encoding. It grows multiplicatively in the number
of $T$-gates or $T$-count. For a circuit with $T$-count $t$, the
total sampling overhead is $\Gamma := \gamma^t$. In the limit $\varepsilon \to 0$
the sampling overhead disappears, i.e., $\lim_{\varepsilon \to 0} \gamma = 1$.

Our first method is based on noisy magic state prepa-
ration which has a favourable scaling of the sampling
overhead but requires two logical qubits to simulate a
logical $T$-gate. The second approach is based on code
switching and requires a single logical qubit only, how-
ever at the cost of a larger sampling overhead. The
two proposals achieve a sampling overhead that scales
as $\gamma = 1 + 2\kappa \varepsilon + O(\varepsilon^2)$, where $\kappa$ denotes a universal con-
stant that varies for the two methods and depends on the
considered error model as well as on the error correcting
code. For realistic scenarios we find that $\kappa \approx 2/5$ and
$\kappa \leq 30$ for the first and second method, respectively.

As a result, assuming that we fix some value of the total
sampling overhead $\Gamma^2$ that the user is willing to accept,
we can simulate the outcome of a universal fault-tolerant
quantum circuit with a $T$-count up to $\eta/\varepsilon + O(1)$, where
$\eta := \log(\Gamma^2)/(4\kappa)$. More concretely, for a physical error
rate $\varepsilon = 10^{-2}$ and total sampling overhead $\Gamma^2 = 10^3$
we can simulate outcomes for circuits with up to 200 $T$-
gates. In case of further experimental progress such that
$\varepsilon = 10^{-3}$ we can go up to 2000 $T$-gates. We refer to
Figure 3 for more details and the precise calculations.
This considerably exceeds the possibilities of state of the
art classical algorithms to simulate universal quantum
circuits [24, 25] which can deal with approximately 50
$T$-gates — assuming that the number of qubits is suf-
fi ciently large such that brute-force calculations are not
feasible.

**Error-mitigated logical $T$-gates via noisy magic states.**— One possibility to implement a $T$-gate, i.e.,
$T = \text{diag}(1, e^{i\pi/4})$, is via a Clifford circuit shown in
Figure 1 and a magic state $|\pi/4\rangle = (|0\rangle + e^{i\pi/4}|1\rangle)/\sqrt{2}$. This
approach reduces the problem of implementing a fault-
tolerant $T$-gate to the task of a fault-tolerant prepara-
tion of an encoded magic state. The latter task can be
achieved by magic state distillation [6], where se-
veral noisy magic states are transformed into fewer magic
states of better fidelity. Whereas magic state distilla-
tion is a very elegant approach for achieving universal
fault-tolerant quantum computing, the distillation pro-
cess leads to a considerable overhead in practice. In our
method we forego the usage of magic state distillation and make use of the same circuit in Figure 1 with a noisy
magic state. This will lead to a faulty $T$-gate. In a sec-
ond step, we use quantum error mitigation techniques,
such as the QPD method, to suppress this error.

Let $\rho$ be a noisy encoded magic state. We define the
logical error rate as

$$\bar{\varepsilon} := 1 - \langle \pi/4 | \rho | \pi/4 \rangle . \quad (1)$$

For simplicity, assume that the chosen error correction
code enables a noiseless implementation of logical gates
$S = \text{diag}(1, i)$, $X$, CNOT, preparation of logical $|0\rangle$ and
$|+\rangle$ states, and measurements of a logical qubit in the $Z$
and $X$ basis [26]. We can twirl the noisy magic state $\rho$
with respect to the group $\{I, A\}$, where $A$ is the Clifford
gate defined as

$$A := e^{-i\pi/4} SX = |\pi/4\rangle\langle\pi/4| - |\omega\rangle\langle\omega| ,$$

where $|\omega\rangle := Z|\pi/4\rangle$ is a state orthogonal to $|\pi/4\rangle$ and $I$
denotes the identity. The twirled state thus becomes

$$\tau := \frac{1}{2}(\rho + A\rho A^\dagger) = (1 - \bar{\varepsilon})|\pi/4\rangle\langle\pi/4| + \bar{\varepsilon}|\omega\rangle\langle\omega| , \quad (2)$$

where the second equality follows from the identity
$A|\pi/4\rangle\langle\omega|A^\dagger + |\pi/4\rangle\langle\omega| = 0$. Thus we can prepare the
twirled state $\tau$ by first preparing $\rho$ and then applying the
logical $A$ gate with probability 1/2. The twirled state $\tau$
can be considered as the ideal magic state $|\pi/4\rangle$ that suf-
fers from a random Pauli $Z$ error applied with probability
$\bar{\varepsilon}$, since $|\omega\rangle = Z|\pi/4\rangle$.

Note that a Pauli $Z$ error on the magic state $|\pi/4\rangle$ has
no effect on the measurement in Figure 1. Thus using the
twirled state $\tau$ instead of the ideal magic state $|\pi/4\rangle$
inside the $T$-gate gadget in Figure 1, one can implement a
noisy $T$-gate

$$\mathcal{T}_\varepsilon = (1 - \bar{\varepsilon})\mathcal{T} + \bar{\varepsilon} \mathcal{Z} \circ \mathcal{T} , \quad (3)$$

where $\mathcal{T}$ and $\mathcal{Z}$ denote the quantum channels implement-
ing the ideal $T$- and $Z$-gate, respectively, i.e., $\mathcal{T}(B) = \mathcal{T}B\mathcal{T}^\dagger$ and $\mathcal{Z}(B) = ZBZ^\dagger$ for any single qubit operator
$B$. To use error mitigation to simulate a perfect $T$-gate
using $\mathcal{T}_\varepsilon$, we need a good estimate for the logical error
rate $\bar{\varepsilon}$. This could be done via standard tomography
techniques, however we present a more efficient method
below.

It remains to understand how the logical error rate $\bar{\varepsilon}$
de fined in (1) depends on the physical error rate $\varepsilon$. It
has been shown [27] that there exist noisy state prepa-
rations for the surface code that prepare a noisy
encoded magic state \( \rho \) such that the logical error rate is upper bounded by a constant that is independent of the code distance [27]. In fact \( \bar{\varepsilon} \) can be in the same order as the physical error rate \( \varepsilon \). For the surface code and a depolarizing error model it has been shown [28] that

\[
\bar{\varepsilon} = \kappa \varepsilon + O(\varepsilon^2),
\]

where \( \kappa \) is a conversion constant that depends on the details of the noise model. For example, in case of perfect single qubit gates and no initialization errors we find \( \kappa = 2/5 \) [28]. Furthermore, the second order term in (4) is negligible for realistic error rates [29].

The standard Kitaev’s surface code does not feature a transversal logical \( S \)-gate because it is not a self-dual CSS code. In fact, it is known that the surface code does not permit logical non-Pauli gates realizable by geometrically local constant-depth circuits [30, Theorem 7.1]. As a result, it is not clear how to implement the logical Clifford operator \( A \) required for the twirling (2). Luckily any logical single-qubit Clifford gate for the surface code can be implemented by a constant depth circuit with long-range gates [31, 32]. Any constant-depth circuit is automatically fault-tolerant even if it is not geometrically local [32]. Indeed, the constant depth condition implies that a single fault in the circuit can affect only a constant number of output qubits. This gives a fault-tolerant implementation of the \( S \)-gate for the Kitaev’s surface code.

To experimentally determine the logical error rate \( \bar{\varepsilon} \) we consider a phase flip channel \( N_{\bar{\varepsilon}} := (1 - \bar{\varepsilon}) I + \bar{\varepsilon} Z \), where \( I \) denotes the identity channel. Since \( T \) and \( Z \) commute we have for any \( p \in \mathbb{N} \)

\[
T_p^\varepsilon = (N_{\bar{\varepsilon}} \circ T)^p = N_{\bar{\varepsilon}}^p \circ T^p.
\]

For \( p \equiv 0 \pmod{8} \) we have \( T_p^\varepsilon = I \) and \( T_p^\varepsilon = Z \). Hence (5) ensures that \( T_p^\varepsilon = N_{\bar{\varepsilon}}^p \). We can now learn \( \bar{\varepsilon} \) by preparing a logical state \( |+\rangle \) fault-tolerantly, applying \( T_p^\varepsilon \) and measuring the output in the \( \{ |+\rangle, |-\rangle \} \) basis, which gives us an outcome 1 or 0. Hence we can estimate the expectation value of the outcome

\[
f(p) := \langle + | T_p^\varepsilon | + \rangle = \frac{1}{2} \left( 1 + (1 - 2\bar{\varepsilon})^p \right),
\]

with an approximation error that decreases exponentially in the number of circuit shots [33]. By measuring \( f(p) \) for \( p = 8k \) with \( k \in \mathbb{N} \), we can obtain a good estimate for \( \bar{\varepsilon} \) using exponential fitting.

Once we learned the logical error rate \( \bar{\varepsilon} \) we can use various error mitigation techniques, such as the QPD method [21, 34, 35], to transform the noisy \( T \)-gate \( T_{\bar{\varepsilon}} \) into a good approximation of the perfect \( T \)-gate \( T \). The QPD method allows for the simulation of an arbitrary channel \( F \) while only having access to quantum hardware that can execute the noisy quantum channels \( \{ E_i \} \). The central ingredient of the method is a decomposition \( F = \sum_i a_i E_i \), where the \( a_i \in \mathbb{R} \) are quasi-probability coefficients. During execution of the circuit, the gate is probabilistically replaced with one of the channels \( E_i \) with probability \( |a_i|/\gamma \) where \( \gamma := \sum_i |a_i| \).

By correctly weighting the measurement outcome at the end of the circuit, one can obtain an unbiased estimate of the true expectation value of the outcome of the ideal quantum circuit by performing Monte Carlo sampling. The number of samples required to reach a certain accuracy \( \delta > 0 \) scales as \( O(\gamma^2/\delta^2) \). We therefore call \( \gamma \) the sampling overhead.

We can express the perfect \( T \)-gate \( T \) in terms of the noisy \( T \)-gate \( T_{\bar{\varepsilon}} \) by using the identity

\[
T = \left( \frac{1 - \bar{\varepsilon}}{1 - 2\bar{\varepsilon}} \right) T_{\bar{\varepsilon}} - \left( \frac{\bar{\varepsilon}}{1 - 2\bar{\varepsilon}} \right) Z \circ T_{\bar{\varepsilon}}.
\]

which is a QPD with sampling overhead \( \gamma = 1/(1 - 2\bar{\varepsilon}) \).

Expanding this term around \( \bar{\varepsilon} = 0 \) gives

\[
\gamma_{\varepsilon} = 1 + 2\bar{\varepsilon} + O(\bar{\varepsilon}^2) = 1 + 2\kappa \varepsilon + O(\varepsilon^2),
\]

if \( \bar{\varepsilon} \ll 1 \) and \( \varepsilon \ll 1 \), where \( \kappa \) denotes a conversion constant that depends on the used error-correcting code as well as on the error model. The final step in (7) uses the fact that it is possible to do encoding such that the logical error rate \( \bar{\varepsilon} \) is proportional to the physical error rate \( \varepsilon \) up to quadratic terms, in the sense of (4). To keep our framework general we treat \( \kappa \) an arbitrary constant so that various codes or underlying physical error models fit our setting.

**Error-mitigated logical \( T \)-gates via code switching.**—

The implementation of a \( T \)-gate via magic states (see Figure 1) has the drawback of using two encoded qubits. It also includes a logical CNOT gate which may require more logical qubits for certain implementations [36]. One may ask if a logical \( T \)-gate can be implemented using only one logical qubit. In this section we show how to accomplish this task by combining the QPD method and the code switching method pioneered by Paetznick and Reichardt [37].

Suppose \( S_1 \) and \( S_2 \) are CSS-type [3, 38] quantum codes with one logical qubit. Our goal is to implement a logical \( T \)-gate on a qubit encoded by \( S_1 \). We assume that \( S_1 \) has a large distance for both \( X \) and \( Z \) errors and enables a fault-tolerant implementation of the Clifford gate \( S = T^2 \). We assume that \( S_2 \) is an asymmetric code with a large distance for \( X \) errors and a distance 1 for \( Z \) errors such that a logical-\( Z \) operator of \( S_2 \) can be chosen as a single-qubit Pauli \( Z \) on some physical qubit. We shall denote this local logical-\( Z \) operator as \( Z_{\text{loc}} \). This allows us to perform a logical \( T \)-gate on a qubit encoded by \( S_2 \) simply by applying a physical \( T \)-gate on the qubit acted upon by \( Z_{\text{loc}} \). Indeed, since the \( T \)-gate is a linear combination of the identity and the Pauli \( Z \), the physical and the logical \( T \)-gates become equivalent. The code switching method enables a conversion between the codes \( S_1 \) and \( S_2 \) by measuring stabilizers of \( S_1 \) on a logical state encoded by \( S_1 \) or vice versa. In certain cases this conversion can be performed fault-tolerantly [37]. This is achieved by identifying stabilizers present in both codes and using the measured syndromes of such stabilizers to
diagnose and correct errors. The error suppression typically scales exponentially with the code distance. In our case the code switching protects the encoded qubit exponentially well only from logical $X$ errors. This ensures that the effective noise channel acting on the logical qubit is dominated by $Z$-type (possibly coherent) errors. Thus the code switching implements a noisy logical $T$-gate of the form $T_n = N \circ T$ where $N$ is some $Z$-type noise channel. We can tailor this noise to become stochastic $Z$ noise by twirling over the $X$ gate using the identity

$$\frac{1}{2}(N + X \circ N \circ X) = (1 - \bar{\varepsilon})I + \bar{\varepsilon}Z =: N_{\bar{\varepsilon}},$$

for some logical error rate $\bar{\varepsilon}$ where $X(B) = XBX^\dagger$ for any single qubit operator $B$. Using the identity $XT = TA$ we get

$$\frac{1}{2}(T_n + X \circ T_n \circ A) = N_{\bar{\varepsilon}} \circ T = T_{\bar{\varepsilon}}, \quad (8)$$

where $A(B) = ABA^\dagger$ for any single qubit operator $B$ and $T_{\bar{\varepsilon}}$ is defined as in (3). By assumption, the code $S_1$ enables a fault-tolerant implementation of the Pauli $X$ and the $S$ gate on the encoded qubit. Since $A = SX$ up to an overall phase, the twirling in (8) can be implemented fault-tolerantly on a qubit encoded by $S_1$ by applying either $T_n$ or $X \circ T_n \circ A$ with the probability 1/2 each. Since at this point we have implemented a noisy $T$-gate of the form $T_{\bar{\varepsilon}}$, we can follow the procedure discussed above to determine the parameter $\bar{\varepsilon}$ efficiently. The error mitigation procedure is completely analogous as before.

In Appendix A we specialize the code switching method to Kitaev’s surface code [39] depicted on Figure 4. It is shown that the logical error rate scales as $\bar{\varepsilon} \approx 30\varepsilon$ for realistic error models.

Comparison with QEC and classical simulation.— Using the schemes explained above we can simulate universal fault-tolerant quantum circuits with a total sampling overhead $\Gamma^2 = \gamma^{2t}$, where $t$ denotes the $T$-count of the circuit. Recalling (7) and setting the total sampling overhead $\Gamma^2$ to a fixed desired value gives for $\eta := \log(\Gamma^2)/(4\kappa)$

$$t = \frac{\log \Gamma^2}{2\log(1 + 2\kappa\varepsilon + O(\varepsilon^2))} = \eta/\varepsilon + O(1) \text{ for } \varepsilon \ll 1.$$

If we neglect the second order term in (7) we find $t \approx \eta(1/\varepsilon + \kappa)$, which is plotted in Figure 3. We see that for realistic scenarios our scheme allows the simulation of quantum circuits with a number of $T$-gates that are unfeasible for classical algorithms [24].

![FIG. 2. Logical $T$-gate by code switching. (a) Surface code $S_1$ with the distance $d = 3$. Black and white circles indicate data and syndrome qubits. Red and blue faces indicate $X$ and $Z$ stabilizers. (b) Asymmetric surface code $S_2$ exhibiting a single-qubit logical $T$-gate at the north-west corner of the lattice. Code switching $S_1 \rightarrow S_2$ is performed by turning off $X$ stabilizer $F_1$ (dark red triangle) and turning on $Z$ stabilizer $G_1$ (dark blue triangle). (c) The syndrome extraction cycle consists of four rounds of CNOTs R1, R2, R3, R4. To avoid clutter we only show a local schedule of CNOTs for each stabilizer. Schedules for weight-3 stabilizers are properly truncated. The schedule extends to the full lattice in a translation invariant fashion.](image)

![FIG. 3. Maximal $T$-count that can be performed via the magic state method with a total sampling overhead $\Gamma^2 \in \{10^2, 10^3, 10^4\}$. We assume a depolarizing noise model with only two-qubit errors, i.e., $\gamma_\varepsilon$ is given in (7) for $\kappa = 2/5$, where we neglect second order error terms.](image)

| $\varepsilon$ | Max. $T$-count ($\Gamma^2 = 10^4$) | Max. $T$-count ($\Gamma^2 = 10^3$) | Max. $T$-count ($\Gamma^2 = 10^2$) |
|--------------|-----------------------------------|-----------------------------------|-----------------------------------|
| $10^{-4}$    | $3 \times 10^4$                   | $2 \times 10^4$                   | $1 \times 10^4$                   |

Table I compares the presented approach to conventional quantum error correction (QEC) and classical simulation. The new method comes with a simulation overhead that scales exponentially in the number of $T$-gates however the base of this exponential function depends on the physical error rate $\varepsilon$ and is considerably smaller compared to classical simulation for realistic noise levels.

| $\gamma_\varepsilon$ | 1.3831 |
|----------------------|--------|

TABLE I. Comparison of the new approach with conventional quantum error correction and classical simulation.

It is an open question for future research to figure out how error mitigation techniques can be efficiently used for non-transversal gates beyond the $T$-gate. The two methods proposed in this paper cannot be directly generalized to arbitrary non-transversal gates, as the procedure of twirling the noise relies on the fact that the
T-gate lies in the third Clifford hierarchy. However, if one were to forgo the tailoring of the noise to a Pauli channel, the code switching method could be used to implement an arbitrary noisy $R_z$ rotation. This comes with the drawback that the characterization of the (possibly coherent) noise would presumably require a full tomography procedure, which is significantly less efficient than the exponential fitting method described above.

In Appendix B, we discuss how to deal with errors in the fault-tolerant Clifford gates which can be exponentially suppressed by increasing the blocklength of the error correcting code used.

Note.— During the preparation of this work, we became aware of an independent effort to use error mitigation for universal quantum computing via encoded Clifford+$T$ circuits [40].
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Appendix A: Code switching construction for Kitaev’s surface code

Above we described how to realize error-mitigated logical T-gates via code switching. In this appendix we present a detailed construction for Kitaev’s surface code [39] depicted on Figure 4. A distance-$d$ code surface code is defined on a square lattice of linear size $2d - 1$. Code qubits live at sites indicated by black circles on Figure 4. Let $S_1$ be the stabilizer group of the surface code generated by $X$ and $Z$ stabilizers located on red ($X$) and blue ($Z$) faces of the lattice, see Figure 4. We choose logical Pauli operators $X$ and $Z$ as products of single-qubit $X$ and $Z$ along the left ($X$) and the top ($Z$) boundary.

![Figure 4](image)

**FIG. 4.** Logical T-gate by code switching. (a) Surface code $S_1$ with the distance $d = 3$. Black and white circles indicate data and syndrome qubits. Red and blue faces indicate $X$ and $Z$ stabilizers. (b) Asymmetric surface code $S_2$ exhibiting a single-qubit logical $T$-gate at the north-west corner of the lattice. Code switching $S_1 \rightarrow S_2$ is performed by turning off $X$ stabilizer $F_1$ (dark red triangle) and turning on $Z$ stabilizer $G_1$ (dark blue triangle). (c) The syndrome extraction cycle consists of four rounds of CNOTs $R_1, R_2, R_3, R_4$. To avoid clutter we only show a local schedule of CNOTs for each stabilizer. Schedules for weight-3 stabilizers are properly truncated. The schedule extends to the full lattice in a translation invariant fashion.

Next let us define an asymmetric version of the surface code with a small distance for $Z$ errors. Its stabilizer group $S_2$ is obtained from $S_1$ by introducing some new $Z$ stabilizers and removing some $X$ stabilizers. This modification only affects stabilizers located near the top boundary, as shown on Figure 4. To describe this formally, let $d = 2t + 1$ be the code distance. Label code qubits located at the top boundary by integers $1, 2, \ldots, d$ in the order from the left to the right such that $Z = Z_1 Z_2 \cdots Z_d$. Define Pauli operators

$$G_i := Z_2 Z_{2i+1}. $$

The group $S_2$ is obtained from $S_1$ by adding $t$ new stabilizers $G_1, \ldots, G_t$ and removing every second $X$ stabilizer adjacent to the top boundary, see Figure 4 for an example. An $X$ stabilizer of $S_1$ is removed if it anti-commutes with some operator $G_i$. Let $q_{\text{loc}} := 1$ be the data qubit located at the north-west corner of the lattice. The code $S_2$
exhibits a local logical-$Z$ operator acting only on the qubit $q_{\text{loc}}$, namely

$$Z_{\text{loc}} = Z \prod_{i=1}^{t} G_i = Z_{q_{\text{loc}}}. \tag{A1}$$

Note that $Z_{\text{loc}}$ and $Z$ differ by stabilizers of $S_2$ and thus have the same action on any logical state of $S_2$. Thus the logical $T$-gate on a qubit encoded by $S_2$ can be implemented by either of the following operators:

$$T = e^{-i \frac{\pi}{4} Z_{\text{loc}}} \quad \text{and} \quad T_{\text{loc}} = e^{-i \frac{\pi}{4} Z_{\text{loc}}}. \tag{A2}$$

Here we ignore the overall phase. Note that $T$ also implements a logical $T$-gate for the code $S_1$ since both codes have the same logical Pauli operators. Let $G = \langle G_1, \ldots, G_t \rangle$ be the group generated by $G_1, \ldots, G_t$. We claim that a logical $T$-gate on a qubit encoded by the surface code $S_1$ can be implemented as follows.

**Algorithm 1 Logical $T$-gate by code switching**

1: Initialize code qubits in a logical state of the surface code $S_1$
2: Measure the syndrome of the asymmetric surface code $S_2$
3: Apply a single-qubit operator $(T_{\text{loc}})^{\sigma}$ to the post-measurement state
4: Measure the syndrome of the surface code $S_1$
5: Compute a Pauli operator $R \in G$ consistent with the measured syndrome of $S_1$
6: Apply $R$ to the post-measurement state

Indeed, let $|\psi_j\rangle$ be a state obtained after executing the first $j$ steps of this algorithm. We need to show that $|\psi_5\rangle = T_{\text{loc}}|\psi_1\rangle$. Let $\Pi$ be a projector describing the measurement at step 2 such that $|\psi_2\rangle = \Pi|\psi_1\rangle$, ignoring the normalization. From $G_1|\psi_2\rangle = \sigma_i|\psi_2\rangle$ and (A1),(A2) one infers $(T_{\text{loc}})^{\sigma_i}|\psi_2\rangle = T|\psi_2\rangle$. Since $Z$ is a logical operator for both codes $S_1$, the logical gate $T$ commutes with the syndrome measurement of $S_2$. Thus

$$|\psi_5\rangle = (T_{\text{loc}})^{\sigma_i}|\psi_2\rangle = T|\psi_2\rangle = \Pi T|\psi_1\rangle.$$

Let $\Lambda$ be a projector describing the measurement at step 6. In the absence of errors the measured syndrome is non-trivial only for stabilizers of $S_1$ that anti-commute with some element of $S_2$. One can check that there are exactly $t$ such stabilizers which we denote $F_1, \ldots, F_t$. The stabilizer $F_i$ acts on data qubits $2i-1, 2i$ located at the top boundary as well as the data qubit located at the second row between $2i-1$ and $2i$, see Figure 4. Let $\lambda_i \in \{1, -1\}$ be the syndrome of $F_i$ measured at step 6. The operator $R$ used at step 7 is defined as

$$R = \prod_{i : \lambda_i = -1}^{t} \prod_{a = i}^{t} G_a.$$

Using the commutation rules between the operators $F_i$ and $G_a$ one can easily check that $R$ has the syndrome $\lambda$, that is, $RF_i = \lambda_i F_i R$ for all $i = 1, \ldots, t$. Write $\Lambda = R\Gamma R$, where $\Gamma$ is a projector onto the logical subspace of the surface code $S_1$. The above shows that

$$|\psi_5\rangle = R\Lambda|\psi_5\rangle = (R\Lambda R)|\psi_5\rangle = \Gamma R|\psi_5\rangle = \Gamma R\Pi T|\psi_1\rangle = \Gamma (RI\Pi) \Gamma T|\psi_1\rangle.$$

To obtain the last equality we noted that $\Gamma|\psi_1\rangle = |\psi_1\rangle$ and that $T$ commutes with $\Gamma$. The operator $RI\Pi$ is a linear combination of Pauli operators from the group $S_1 \cdot G$. One can easily check that this group contains only stabilizers of the surface code and detectable errors. Thus $\Gamma(RI\Pi)\Gamma$ is proportional to $\Gamma$. The latter has trivial action on the logical state $T|\psi_1\rangle$. This proves that $|\psi_5\rangle = T|\psi_1\rangle$, as claimed.

We make Algorithm 1 partially fault-tolerant by repeating syndrome measurements at step 2 and step 6 sufficiently many times. The observed syndromes are used to compute an error-corrected version of the phase $\sigma$ at step 4 and to perform the final error correction after step 8. Accordingly, the algorithm can fail in two distinct ways. First, the final state could be $(T)^{-1}|\psi_1\rangle$ instead of $T|\psi_1\rangle$ because some syndrome $\sigma_i$ has been flipped due to an error. Such error results in a wrong phase $\sigma$ computed at step 4. We shall refer to such events as Pauli frame errors since they can be viewed as applying the $T$-gate in a wrong Pauli frame. Likewise, an undetected $X$ error that occurs before step 5 on the qubit $q_{\text{loc}}$ would result in a Pauli frame error, as can be seen from the identity $T_{\text{loc}} X_1 = X_1 (T_{\text{loc}})^{-1}$. Secondly, the algorithm may fail if the final error correction performed after step 8 resulted in a logical error. We would like to
achieve an exponential suppression for logical $X$ errors and, at the same time, ensure that Pauli frame and logical $Z$ errors occur with probability at most $\kappa \varepsilon$, where $\varepsilon$ is the physical error rate and $\kappa$ is a constant prefactor.

To measure the syndrome of the surface code $S_1$ we use a well-known quantum circuit proposed in [41, 42]. It requires one ancillary syndrome qubit per each stabilizer, see Figure 4. The circuit applies four rounds of CNOTs that compute the syndrome of each stabilizer into the respective syndrome qubit. A syndrome measurement cycle begins by resetting each syndrome qubit to $|0\rangle$ or $|+\rangle$ state for $Z$ and $X$ stabilizers respectively. The cycle ends by measuring each syndrome qubit in the $Z$- or $X$-basis. A circuit measuring the syndrome of $S_2$ requires only a few minor modifications, see Figure 4.

For numerical simulations we chose the depolarizing noise model [42]. It depends on a single error rate parameter $\varepsilon$ such that each operation in the circuit (a gate, a measurement, or a qubit reset) becomes faulty with the probability $\varepsilon$. Faults on different operations are independent. The model can be described by stochastic Pauli errors enabling efficient simulation using the stabilizer formalism [43]. A faulty CNOT gate is modelled as the ideal CNOT followed by a Pauli error drawn uniformly at random from the two-qubit Pauli group. A faulty measurement is modelled as the ideal measurement whose outcome is flipped. A faulty qubit reset prepares a basis state orthogonal to the ideal one. A faulty idle qubit suffers from a Pauli error $X$, $Y$, or $Z$.

Let us first discuss how to correct Pauli frame errors. Suppose $U$ is a quantum circuit describing the first two steps of Algorithm 1 with $L$ syndrome measurement cycles at step 2. The circuit outputs a quantum state $|\psi_2\rangle$ and a classical syndrome history $h$ specifying the syndrome of each stabilizer of $S_2$ measured in each of $L$ syndrome cycles. In the absence of errors all stabilizers except for $G_1, \ldots, G_t$ have trivial syndromes. Furthermore, the syndromes of $G_i$ measured in different cycles are the same. Let $\mathcal{F}(U)$ be the set of all possible faulty implementations of $U$, as prescribed by the depolarizing noise model. Each circuit $\tilde{U} \in \mathcal{F}(U)$ differs from $U$ by inserting Pauli errors at some space-time locations (measurement and reset errors can be modeled by inserting suitable Pauli errors before the ideal measurement and after the ideal reset). We pick a faulty circuit $\tilde{U} \in \mathcal{F}(U)$ randomly, according to the depolarizing noise model. A simulation of the circuit $\tilde{U}$ yields a noisy syndrome history $\tilde{h}$. To perform error correction we used the maximum-weight matching (MWM) decoder proposed in [44] which is closely related to the one used in Refs. [41, 42]. The MWM decoder takes the syndrome history $\tilde{h}$ as an input and outputs a candidate faulty circuit $\tilde{U}_{\text{dec}} \in \mathcal{F}(U)$ consistent with $\tilde{h}$. By propagating all Pauli errors contained in $\tilde{U}_{\text{dec}}$ towards the final time step we compute error-corrected syndromes $\sigma_i$ and a Pauli correction $C$ acting on the data qubits such that $CU|\psi_1\rangle$ is our guess of the noisy state $\tilde{U}|\psi_1\rangle$, based on the available syndrome information. Step 4 of Algorithm 1 computes an error-corrected
FIG. 6. **Probability of a logical $Z$ error** $P_Z$ for the code switching $S_1 \to S_2 \to S_1$ with $L = 3$ syndrome cycles for the asymmetric surface code $S_2$ and $d$ syndrome cycles for the regular surface code $S_1$. To enable efficient simulation we skipped the $T$-gate application in Algorithm 1. Our data suggests a scaling $P_Z \approx 26 \varepsilon$ for a large code distance. The large constant prefactor stems from leaving the logical qubit unprotected from $Z$ errors for $L + 1$ syndrome cycles when the full syndrome information for $X$ stabilizers of the code $S_1$ is unavailable.

Our numerical results for the probability of a Pauli frame error $P_F$ are shown on Figure 5. Each data point represents an empirical estimate of $P_F$ obtained by the Monte Carlo method (we used between 50,000 and 200,000 Monte Carlo trials per data point). We chose $L = 3$ syndrome measurement cycles to ensure that any single fault in the measurement of $\sigma_i$ is correctable. Recall that the MWM decoder detects errors by examining differences between syndromes measured in subsequent cycles. Thus $L = 3$ provides two parity checks to diagnose errors in the three measured values of $\sigma_i$, in a way analogous to the 3-bit repetition code. In contrast, choosing $L = 2$ would only allow to detect a faulty bit $\sigma_i$ but not to correct it (if the two measured values of $\sigma_i$ disagree, there is no way to select the correct value). Choosing $L > 3$ is undesirable as this leaves the logical qubit unprotected from $Z$ errors for a longer time. Our data suggests a scaling $P_F \approx 6 \varepsilon + O(d \varepsilon^2)$. We numerically observed that the dominant contribution to $P_F$ stems from $X$ errors occurring on the qubit $q_{\text{loc}}$ in the last syndrome cycle as well as syndrome measurement errors on the $Z$ stabilizer acting on the qubit $q_{\text{loc}}$ in the last syndrome cycle. The term $O(d \varepsilon^2)$ can be understood as a result of a weight-two error affecting the measurement of some syndrome bit $\sigma_i$. Here $i = 1, \ldots, t$ can be arbitrary. Such weight-two error cannot be corrected using only $L = 3$ syndrome cycles.

Finally, we estimated the probability of logical $X$ and $Z$ errors by simulating a simplified version of Algorithm 1 without steps 3, 4, 5. In other words, we skipped the application of the physical $T$-gate. This enables efficient simulation using the stabilizer formalism. The MWM decoder takes as input the combined syndrome history measured at steps 2, 6 and calculates a Pauli correction to be applied after step 8. The standard implementation for MWM decoder [44] was properly modified to take into account that some stabilizers are turned off and on during the code switching. Namely, syndromes of the operators $G_i$ measured in the first cycle of step 2 as well as syndromes of the operators $F_i$ measured in the first cycle of step 6 are not used to diagnose errors. As commonly done in the literature, we chose the number of syndrome cycles for the surface code $S_1$ equal to the code distance $d$ and added a noiseless syndrome cycle at the end of the protocol.

Our numerical results for the probability of logical $Z$ and $X$ errors $P_Z$ and $P_X$ are shown on Figures 6 and 7, respectively. Our data suggests a scaling $P_Z \approx 26 \varepsilon$ for a large code distance. The large constant prefactor can be seen as the price we pay for leaving the logical qubit unprotected from $Z$ errors during $L$ syndrome cycles at step 2. In
FIG. 7. **Probability of a logical $X$ error** $P_X$ for the code switching $S_1 \rightarrow S_2 \rightarrow S_1$ with $L = 3$ syndrome cycles for the asymmetric surface code $S_2$ and $d$ syndrome cycles for the regular surface code $S_1$. To enable efficient simulation we skipped the $T$-gate application in Algorithm 1. Our data suggests that logical $X$ errors are exponentially suppressed as one increases the code distance.

fact, since the syndromes of $X$ stabilizers $F_i$ measured in the first cycle of step 6 are random, these syndrome provide no information about $Z$ errors that occurred in this cycle. Thus, the logical qubit is unprotected from $Z$ errors for $L + 1 = 4$ cycles. Since each cycle is a depth-6 circuit (four CNOT rounds, reset round, and measurement round), the error correction for $Z$ errors is effectively turned off for 24 time steps. This is in a good agreement with the scaling $P_Z \approx 26 \varepsilon$. Finally, we observed that the probability of logical $X$ errors is exponentially suppressed as one increases the code distance, see Figure 7. Thus the noise in the implemented logical $T$-gate is dominated by (coherent) $Z$ errors, as expected.

We anticipate the scaling of $P_Z$ can be improved by optimizing the code switching protocol. For example, one can reduce $P_Z$ roughly by the factor $2/3$ by choosing the number of syndrome measurement cycles $L$ for the code $S_2$ adaptively such that $L = 2$ if the syndromes $\sigma_i$ measured in the first and the second cycles are the same for all $i = 1, \ldots, t$ and $L = 3$ otherwise. This would ensure that a single fault in the measurement of $\sigma_i$ can be corrected, similar to the $L = 3$ implementation described above. However, the logical qubit remains unprotected from logical $Z$ errors for a shorter time (two cycles instead of three cycles, in the limit $\varepsilon \to 0$).

Under the assumption that we use a code with a sufficiently large distance, the logical $X$ errors are negligible. Hence the logical error rate $\bar{\varepsilon}$ is determined by the logical $Z$ and Pauli frame errors. The latter are described by the channel $(1 - P_F)I + P_F S^\dagger$, where $S^\dagger(B) = S^\dagger BS$ for any single qubit operator $B$. Twirling over the $X$ gate gives a $Z$-type noise channel $(1 - P_F/2)I + (P_F/2)Z$. Assuming that Pauli frame and logical $Z$ errors are independent, the combined logical error rate is therefore $\bar{\varepsilon} \approx P_Z + P_F/2 \approx 30 \varepsilon$ in the limit $\varepsilon \ll 1$.

**Appendix B: Limitations and possible generalizations**

With the usage of the QPD method in a fault-tolerant setting we inherit some of the shortcomings of this error mitigation scheme. The estimation of the logical error rate discussed in the main text needs to be sufficiently accurate and we require certain assumptions on the noise model, such as the absence of correlated errors between different realizations of error-mitigated gates and and the noise not strongly changing over time. The method is also restricted to removing the bias from expected values of measurement outcomes. Furthermore, we require more accuracy on the transversal encoded gates, which is not a problem in practice. To see this, suppose for simplicity that the transversal operations are all executed without error, then the method would simulate a quantum channel $\mathcal{F}^{\text{ideal}}$ which is a quasi-probabilistic mixture $\mathcal{F}^{\text{ideal}} = \sum_k a_k \mathcal{E}^{\text{ideal}}_k$ of every ‘branch’ $\mathcal{E}^{\text{ideal}}_k$ of the QPD. However, even transversal
we only consider circuits where the total sampling overhead $\gamma$ is advantageous than the conventional approach using a magic state factory. Recall that by nature of the QPD method, we argue that this is not really a problem in practice, since asymptotically the QPD method is in any case less polynomially in the number of locations $|C|$ the actual channel that is simulated by the method will be $F = \sum_k a_k E_k$ where $E_k$ includes the effects from noise in the transversal gates. We can make the error $||E_k - E_{k}^{\text{ideal}}|| \leq \Delta$ arbitrarily small by increasing the code distance. By the triangle inequality we see that
\[
\|F - F^{\text{ideal}}\| \leq \sum_k |a_k| \|E_k - E_k^{\text{ideal}}\| \leq \gamma \epsilon 2^t \Delta,
\]
where $t$ denotes the $T$-count. Hence to make the overall error $\delta > 0$ on the output sufficiently small we have to choose $\Delta = \delta \gamma^{-2t}$ exponentially small in the number of $T$-gates. Recalling that in a generic fault-tolerant setting we choose
\[
n = \text{polylog}(1/\delta, |C|) = \text{polylog}(\gamma^{-2t}/\delta, |C|) = \text{poly}(t, \log(1/\delta), \log(|C|))
\]
which at first sight looks disappointing, because in realistic cases where $O(|C|) = O(t)$ the code size now scales polynomially in the number of locations $|C|$, instead of polylogarithmically as in the standard fault-tolerant setting. We argue that this is not really a problem in practice, since asymptotically the QPD method is in any case less advantageous than the conventional approach using a magic state factory. Recall that by nature of the QPD method, we only consider circuits where the total sampling overhead $\gamma^{-2t}$ is sufficiently small, i.e., $\gamma^{-2t} \leq \beta$ for some constant $\beta > 0$ not too large [45] we obtain $\Delta \geq \delta/\beta$ and hence
\[
n = \text{polylog}(\beta/\delta, |C|).
\]
(B1)

The scaling (B1) matches again what we expect from the standard fault-tolerant setting.

In the near future one might encounter the situation where we lack the resources to distill magic states to sufficiently high fidelity that allows for large-scale fault-tolerant computation with $T$-gates, but a few rounds of distillation might still provide states that are better than raw noisy magic states. In that case one could combine distillation with error mitigation allowing for a trade-off between resources spent on distillation and the sampling overhead, by tuning how many distillation steps are performed.
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