Two loop divergences studied with one loop Constrained Differential Renormalization
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Abstract

In the context of Differential Renormalization, using Constrained Differential Renormalization rules at one loop, we show how to obtain concrete results in two loop calculations without making use of Ward identities. In order to do that, we obtain a list of integrals with overlapping divergences compatible with CDR that can be applied to various two loop background field calculations. As an example, we obtain the two loop coefficient of the beta function of QED, SuperQED and Yang-Mills theory.
1 Introduction

Since its introduction in 1991 [1] differential renormalization (DR) has been applied in a large variety of situations like $\phi^4$ at three loops [1], Yang Mills at one loop [1], QED at two loops [2], the Wess-Zumino model at three loops [3], SuperQED at two loops [5] and SuperYM at two loops [4] among others. In all of them the method has exhibited one of its strengths: the simple and elegant way of obtaining the coefficients of the renormalization group equation (beta functions and anomalous dimensions).

The classical objection to the method points out that the renormalization of each divergence introduces an “a priori” independent scale. In order to preserve gauge invariance one has to apply at each order Ward identities in order to obtain the correct relations among scales. A constructive set of rules that avoids this somewhat tedious procedure has only been devised at one loop. The enhanced set of rules that goes by the name of Constrained Differential Renormalization (CDR) [6, 7, 8, 9] automatically produces expressions with a single mass scale that fulfill Ward identities.

At two loops a fully consistent extension of CDR is not known. However we believe that the results of this paper are a small step ahead in the right direction. Mainly, we will be dealing with the divergent parts of the amplitudes. For them we will show how one-loop CDR still has the strength to produce gauge invariant answers. Interestingly enough, from the divergent parts useful results can still be obtained such as the beta function and the anomalous dimensions.

The structure of the paper is as follows. First we briefly review the basic rules of DR and CDR. In the next section we write a list of renormalized expressions for several two-loop integrals that contain overlapping divergences and comment about the general strategy to obtain them. As an example of the use of these integrals, we obtain the two loop coefficient of the beta function of QED, SuperQED and Yang-Mills. The first two calculations basically reproduce the results obtained in [2] and [3] in a more efficient way.

2 DR and CDR

2.1 Differential Renormalization (DR)

DR is a renormalization method that consists in replacing coordinate-space expressions that are too singular by derivatives of less singular ones. This method does not need cutoff nor explicit counterterms, although they are implicitly used when performing formal integration by parts. The basic idea is that divergent one loop expressions are well defined for non-coincident points, but at short distances the amplitude is too singular and does not have a Fourier transform. So, to renormalize one can replace the divergent expression for the derivative of a less singular one that has the same values as the original outside the origin, and has a well defined Fourier transform (if formal integration by parts is used with the derivatives).

This method is especially well suited for supersymmetric theories because we stay in four dimensions all the time, which is not the case with other methods as dimensional regularization or reduction.

As an example consider the one loop contribution of $\phi^4$ theory. The bare expression is

$$\Gamma(x_1, x_2, x_3, x_4) = \frac{\lambda^2}{32\pi^4} \left[ \delta(x_1-x_2)\delta(x_3-x_4) \left( \frac{1}{(x_1-x_4)^4} \right) + (2 \text{ perms}) \right]$$

(2.1)

At short distance $\frac{1}{x^4}$ does not have a well defined Fourier transform, and DR proposes to substitute this
for
\[
\frac{1}{x^4} \rightarrow \left[ \frac{1}{x^4} \right]_R = -\frac{1}{4} \ln \frac{x^2 M^2}{x^2}
\]  
(2.2)

Both expressions coincide for \( x \neq 0 \), but the new one has a well defined Fourier transform if we neglect the divergent surface terms that appears upon integrating by parts the d’Alembertian. Here is where the counterterms hide, and by applying formal integration by parts [1] we are implicitly taking them into account. I.e.

\[
\int d^4 x \ e^{ip \cdot x} \left[ \frac{1}{x^4} \right]_R = -\frac{1}{4} \int d^4 x e^{ip \cdot x} \ln \frac{x^2 M^2}{x^2} = \frac{p^2}{4} \int d^4 x e^{ip \cdot x} \ln \frac{x^2 M^2}{x^2} = -\pi^2 \ln \left( \frac{p^2}{M^2} \right)
\]  
(2.3)

A constant with mass dimension \( M \) has been introduced for dimensional reasons. It parametrizes the local ambiguity

\[
\ln \frac{x^2 M'^2}{x^2} = \ln \frac{x^2 M^2}{x^2} + 2 \ln \frac{M'}{M} \delta(x)
\]

A crucial observation is that this shift \( M \rightarrow M' \) can be absorbed in a rescaling of the coupling constant \( \lambda \) [1]. This is a hint that renormalized amplitudes satisfy renormalization group equations, with \( M \) playing the role of the renormalization group scale.

Although we will not treat massive theories here, they have been considered in [1] and [10]. The appearance of a bare mass does not interfere with the method since the DR is related to short-distance singularities and masses only change the long-distance behaviour of the correlators.

As was previously mentioned, each divergency is cured independently by a suitable replacement like the one above. An important issue arises with symmetric theories, where gauge invariance should be satisfied at each order in perturbation theory. The standard lore is that Ward identities (except for anomalies) can always be satisfied with the renormalized expression by adjusting the different mass scales obtained for different diagrams and expressions (i.e. fixing a renormalization scheme); but at the same time, one always has to explicitly apply these identities to obtain the correct scale relation.

### 2.2 Constrained Differential Renormalization (CDR)

The basic idea is to obtain a renormalization scheme that automatically preserves Ward identities for renormalized amplitudes. For this, the following rules will be applied

1. **Differential reduction**
   - Functions with singular behaviour worse than logarithmic are reduced to derivatives of (at most) logarithmically divergent functions without introducing extra dimensionful constants.
   - Logarithmically divergent expressions are written as derivatives of regular functions, introducing one single constant \( M \), which has dimensions of mass and plays the role of the renormalization group scale.

2. **Formal integration by parts** We do not take care of the surface terms that appear when applying integration by parts. Related to this, differentiation and renormalization must be two commutative operations: let \( F \) an arbitrary function, then \([\partial F]_R = \partial [F]_R\).
3. Renormalization rule of the delta function:
\[
[F(x, x_1, \ldots, x_n)\delta(x - y)]_R = [F(x, x_1, \ldots, x_n)]_R\delta(x - y)
\] (2.4)

4. Validity of the propagator equation
\[
[F(x, x_1, \ldots, x_n)(\square - m^2)\Delta_m(x)]_R = -[F(x, x_1, \ldots, x_n)\delta(x)]_R
\] (2.5)

where \(\Delta_m\) is the massive propagator of a particle of mass \(m\) and \(F\) an arbitrary function.

Central to the fulfillment of the Ward identities (and the action principle, from which they can be derived) is that the application of the kinetic differential operator to some propagator line inside a Feynman graph is equivalent to the contraction of the line to a point. This statement is guaranteed to hold through the previous set of rules. The upshot is a basic set of renormalized expressions (basic functions) with different numbers of propagators and various differential operators acting only on one of the propagators, and involving a single scale \(M\). Therefore the CDR program amounts to the following two step operation:

- Express the Feynman diagram in terms of these basic functions performing all the index contractions (this is an important point, because CDR does not commute with index contraction) and by means of the Leibniz rule moving all the derivatives to act on one of the propagators.
- Replace the basic functions with their renormalized version.

Applying the previously defined rules, one can obtain a set of renormalized basic functions. Here we present a list of the most relevant ones (\(\Delta\) stands for the massless propagator \(\Delta = \frac{1}{4\pi^2} \ln x^2\)).

\[
\Delta^2_R = -\frac{1}{4(4\pi^2)^2} \ln x^2 M^2
\]

\[
(\Delta\partial_\mu\Delta)_R = \frac{1}{2}\partial_\mu \Delta_R^2
\]

\[
(\Delta\partial_\mu\partial_\nu\Delta)_R = \frac{1}{3}(\partial_\mu\partial_\nu - \frac{1}{4}\delta_{\mu\nu}\square)\Delta^2_R + \frac{1}{288\pi^2}(\partial_\mu\partial_\nu - \delta_{\mu\nu}\square)\delta(x)
\]

\[
(\Delta\square\Delta)_R = 0.
\] (2.6)

Out from the list of CDR results for three propagators [6, 8], in our calculations we will make use of the decomposition into trace and traceless part that is imposed by CDR as

\[
T_R[\partial_\mu\partial_\nu] = T_R[\partial_\mu\partial_\nu - \frac{1}{4}\delta_{\mu\nu}\square] + \frac{1}{4}\delta_{\mu\nu}T_R[\square] = -\frac{1}{128\pi^2}\delta_{\mu\nu}\delta(x)\delta(y)
\] (2.7)

where we have defined \(T[O] = \Delta\Delta O\Delta\).

When using other gauges different from Feynman gauge, some bare expressions are written in terms of a quantity we define as \(\bar{\Delta}(x) = \frac{1}{4\pi^2} \ln x^2 s^2\), where \(s\) is an irrelevant constant with mass dimension. For this structure, CDR prescribes [6]

\[
(\Delta\square\bar{\Delta})_R = \Delta^2_R
\]

\[
(\Delta\partial_\mu\partial_\nu\bar{\Delta})_R = \frac{1}{4}\left(\Delta^2_R - \frac{1}{32\pi^2}\delta_{\mu\nu}\frac{1}{x^2}\right)
\] (2.8)

CDR has been checked in abelian and non-abelian gauge theories [6, 9], and in supersymmetric calculations [11, 12].
3 Two loop use of one loop CDR results

After CDR has been applied, all the ambiguities (local terms) at one loop are fixed in such a way that Ward identities are automatically fulfilled; we will now see how well we can do in two loop calculations. We anticipate that at two loops we will be only interested in the divergent part.

Before we proceed with all of this, let us set up some notation that we use in this paper. In our calculations we have found that most of the results can be put in terms of an integral expression that we designate as \( I^1 \)

\[
I^1(x - y) = \int d^4u \Delta_{xu} \Delta_{yu}^2
\]  

which is renormalized applying CDR rules as

\[
I^1_R(x) = \frac{1}{4(4\pi)^2} \ln \frac{x^2M^2}{x^2} + \ldots
\]  

3.1 Nested divergences

This case is particularly simple because CDR can be applied in a systematic way. Starting from the “inner” divergency, its regularization according to CDR gives an expression with logarithms of a single scale (\( \ln x^2M^2 \)) and fixed local terms. The one-loop Ward identities are fulfilled. In the next step, when tackling the outer part of the diagram, a simple logarithm like the one shown above is promoted to an expression of the form \( \ln \frac{x^2M^2 + m \ln x^2M^2}{x^2} \), with \( m \) a calculable coefficient; at the same time, the finite terms multiply outer divergences which will produce additional logarithms of new scales (the genuine two-loop scales). CDR does not yet prescribe what the different scales of this later step should be. Hence, we may take all of them the same, and equal to \( M \), at the price of leaving undetermined finite terms. In summary, as long as we are interested in two-loop quantities that just depend on the logarithms, we see that CDR at one loop prescribes a unique answer. If we were interested in three-loop calculations, the two loop finite parts would be essential.

This simple scheme has some subtleties when studying diagrams with indices, because index contraction does not commute with CDR. Therefore, the correct order is to insert into the outer diagram the non-renormalized expression for the “inner” one loop diagram, perform all the index contractions, and then renormalize.

With this procedure we have renormalized all the different structures made up with \( I^1 \) that we have found in our calculations. The divergent parts of those structures are (with \( \ldots \) standing for the finite local contribution that we are not taking into account)

\[
(\Delta I^1)_R(x) = -\frac{1}{32(4\pi)^2} \frac{\ln^2 x^2M^2 + 2 \ln x^2M^2}{x^2} + \ldots
\]

\[
(\Delta \partial_\mu I^1)_R(x) = -\frac{1}{64(4\pi)^2} \partial_\mu \frac{\ln^2 x^2M^2 + \ln x^2M^2}{x^2} + \ldots
\]

\[
(\Delta \partial_\mu \partial_\nu I^1)_R(x) = -\frac{1}{96(4\pi)^2} \left[ \partial_\mu \partial_\nu \frac{\ln^2 x^2M^2 + 2 \ln x^2M^2}{x^2} - \frac{1}{4} \delta_{\mu\nu} \frac{\ln^2 x^2M^2 + 11}{3} \ln x^2M^2 \right] + \ldots
\]

\[
(\Delta \Box I^1)_R(x) = \frac{1}{32(4\pi)^2} \frac{\ln x^2M^2}{x^2} + \ldots
\]  

(3.3)
3.2 Overlapping divergences

In this section we will focus on the subtle point of the application of CDR results to a two loop calculation: diagrams with overlapping divergences. In these cases it is sometimes difficult to recognize the one loop subdivergences that need to be treated with CDR to start with. The idea will be to obtain through different methods a list of renormalized two loop integrals with overlapping divergences where in each calculation one loop CDR rules have been maintained in every step.

The list is restricted to integrals with at most four derivatives acting on the propagators and two free indices. This is a basis with which we can express all the overlapping two loop contribution to two point functions in most theories with derivative couplings in a background field approach (as Yang-Mills, QED, SuperQED or SYM).

We use the conventions of $z = x - y$ and $\partial_\mu \equiv \partial^x_\mu$. We also define $H$ as

$$H[O_1, O_2 ; O_3, O_4] = \int d^4u d^4v (O^x_1 \Delta_{xu})(O^x_2 \Delta_{xv})(O^y_3 \Delta_{yu})(O^y_4 \Delta_{yv}) \Delta_{uv}$$

being $O_i$ a differential operator. Finally, let us remark that as with nested divergences, we will not obtain the finite parts of these expressions (we are only interested in the divergent parts, which are unambiguously fixed by one loop CDR). In the final results ... will stand for these terms.
\[ H^R[1, 1 ; 1, 1] = \frac{6\pi^4\xi(3)}{(4\pi^2)^4} \Delta \equiv a\Delta \]  
(3.5) 

\[ H^R[\partial_\mu, 1 ; 1, 1] = \frac{3\xi(3)}{16(4\pi^2)^2} (\partial_\mu \Delta) \equiv \frac{a}{2} \partial_\mu \Delta \]  
(3.6) 

\[ H^R[1, \partial_\lambda ; 1, \partial_\lambda] = -\frac{1}{16(4\pi^2)^3} \Box \ln z^2 M^2 + \ldots \]  
(3.7) 

\[ \partial_\lambda^x H^R[1, \partial_\mu ; 1, \partial_\lambda] = -\frac{1}{32(4\pi^2)^3} \partial_\mu \Box \frac{1}{2} \ln z^2 M^2 + \ldots \]  
(3.8) 

\[ \partial_\lambda^x H^R[1, 1 ; \partial_\lambda \partial_\nu, 1] = \frac{1}{32(4\pi^2)^3} \partial_\mu \Box \frac{1}{2} \ln z^2 M^2 + \frac{1}{2} \ln z^2 M^2 + \frac{1}{3} \ln z^2 M^2 \]  
(3.9) 

\[ H^R[1, \partial_\lambda ; \partial_\lambda \partial_\mu, 1] = \frac{1}{32(4\pi^2)^3} \partial_\mu \Box \frac{1}{2} \ln z^2 M^2 + \frac{1}{2} \ln z^2 M^2 + \frac{1}{3} \ln z^2 M^2 \]  
(3.10) 

\[ H^R[\partial_\nu \partial_\lambda, \lambda ; 1, 1] = \frac{1}{32(4\pi^2)^3} \partial_\mu \Box -\frac{1}{2} \ln z^2 M^2 + \ln z^2 M^2 + \ldots \]  
(3.11) 

\[ \partial_\lambda^x H^R[1, \partial_\mu ; \partial_\nu, \partial_\lambda, 1] = \frac{1}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu \Box \frac{1}{2} \ln z^2 M^2 + \frac{1}{2} \ln z^2 M^2 + \delta_{\mu\nu} \Box \frac{1}{2} \ln z^2 M^2 \right] + \ldots \]  
(3.12) 

\[ H^R[1, \partial_\mu ; 1, \partial_\nu] = \frac{1}{32(4\pi^2)^3} \delta_{\mu\nu} \Box -\frac{1}{2} \ln z^2 M^2 + \ldots \]  
(3.13) 

\[ \partial_\lambda^x H^R[1, \lambda ; \partial_\lambda \partial_\nu, 1] = \frac{1}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu \Box \frac{1}{2} \ln z^2 M^2 + \delta_{\mu\nu} \Box \frac{1}{2} \ln z^2 M^2 + \frac{1}{3} \ln z^2 M^2 \right] + \ldots \]  
(3.14) 

\[ \partial_\lambda^x H^R[1, \partial_\mu ; 1, \partial_\mu \partial_\nu] = \frac{1}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu \Box \frac{1}{2} \ln z^2 M^2 + \delta_{\mu\nu} \Box \frac{1}{2} \ln z^2 M^2 + \frac{3}{8} \ln z^2 M^2 \right] + \ldots \]  
(3.15) 

\[ H^R[1, 1 ; \partial_\mu \partial_\nu, 1] = \frac{1}{32(4\pi^2)^3} \delta_{\mu\nu} \Box \frac{1}{2} \ln z^2 M^2 + \frac{3}{4} \ln z^2 M^2 + \ldots \]  
(3.16) 

\[ \partial_\lambda^x H^R[1, 1 ; \partial_\lambda \partial_\nu, \partial_\mu] = \frac{1}{32(4\pi^2)^3} \delta_{\mu\nu} \Box \frac{1}{2} \ln z^2 M^2 + \frac{3}{4} \ln z^2 M^2 + \ldots \]  
(3.17) 

\[ \partial_\lambda^x H^R[1, 1 ; \partial_\mu \partial_\nu, \partial_\lambda] = \frac{1}{32(4\pi^2)^3} \partial_\mu \partial_\nu \Box \frac{1}{2} \ln z^2 M^2 + \frac{3}{8} \ln z^2 M^2 + \ldots \]  
(3.18) 

\[ H^R[1, \partial_\nu \partial_\lambda ; \partial_\nu, \partial_\lambda, 1] = \frac{1}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu \Box \frac{1}{2} \ln z^2 M^2 + \frac{3}{8} \ln z^2 M^2 \right] + \ldots \]  
(3.19) 

\[ H^R[1, \partial_\mu \partial_\lambda ; 1, \partial_\nu \partial_\lambda] = \frac{1}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu \Box \frac{1}{2} \ln z^2 M^2 + \frac{49}{48} \ln z^2 M^2 \right] + \ldots \]  
(3.20)
These integrals are obtained basically by applying two properties:

- Integral relations presented in appendix D. These exact relations allow us to put some of the integrals in terms of others that have an explicit d’Alembertian acting on one of the propagators. Once we have done that, we can apply $\square \Delta = -\delta$ to put these integrals in terms of the previously defined $I^1$. Then, we can straightforwardly apply the procedure for renormalization with nested divergences that preserves one loop CDR.\(^1\)

- The decomposition into trace part, traceless part and fixed local term imposed by CDR to $T[\partial_\mu \partial_\nu]$ as (2.7).

Let us show in an explicit example how we apply these two procedures. Considering integral (3.9), this can be evaluated with both methods. First, we will make use of (D.2) and put this integral as sum of different integrals that have the divergences nested

$$
\partial^\xi \int d^4u d^4v \quad \Delta_{xu} \Delta_{xv} (\partial_\mu^\xi \partial_\nu^\eta \Delta_{yu}) \Delta_{uv} =
$$

\begin{align*}
&= -\frac{1}{2} \partial_\nu^\eta \int d^4u d^4v \quad \Delta_{xu} \Delta_{xv} (\square \Delta_{yu}) \Delta_{uv} + \\
&+ \int d^4u d^4v \quad \Delta_{xu} \Delta_{xv} (\partial_\nu^\eta \Delta_{yu}) \Delta_{uv} - \\
&-\frac{1}{2} \partial_\nu^\eta \partial_\lambda^\xi \int d^4u d^4v \quad \Delta_{xu} \Delta_{xv} (\partial_\lambda^\xi \Delta_{yu}) \Delta_{uv}
\end{align*}

(3.21)

Now, we have to apply $\square \Delta = -\delta$ and rewrite this integrals in terms of $I^1$ (note that $a = \frac{6\pi^3}{(4\pi)^2}$). The third integral can be easily shown to be finite, and its value is obtained in appendix A.

\begin{align*}
\partial^\xi \int d^4u d^4v \quad &\Delta_{xu} \Delta_{xv} (\partial_\mu^\xi \partial_\nu^\eta \Delta_{yu}) \Delta_{uv} =
\end{align*}

\begin{align*}
&= -\frac{1}{2} \partial_\nu^\eta (\Delta I^1) + \frac{1}{2} (\Delta \partial_\nu I^1) + \frac{a}{4} \partial_\nu (\square \Delta)
\end{align*}

(3.22)

Applying the renormalization procedure for nested divergences, the final renormalized expression is found to be

\begin{align*}
\partial^\xi \int d^4u d^4v \quad &\Delta_{xu} \Delta_{xv} (\partial_\mu^\xi \partial_\nu^\eta \Delta_{yu}) \Delta_{uv} =
\end{align*}

\begin{align*}
&= \frac{1}{32(4\pi)^3} \partial_\nu^\eta \left[ \frac{1}{2} \ln \frac{z^2 M^2}{2} + \frac{3}{4} \ln \frac{z^2 M^2}{2} + \ldots \right]
\end{align*}

(3.23)

Where \ldots stand again for the finite terms that we are not taking into account and $z = x - y$.

The other method of obtaining this integral is making use of the CDR relation (2.7) and perform a

\(^1\)Also this is the reason why we have not listed here the cases where the differential operator is a d’Alembertian. For example, it is obvious that $H[0, 1; 1, 1] = -\Delta I^1$. 

7
trace-traceless decomposition of \((\partial^\mu_\lambda \partial^\nu_\lambda \Delta_{\nu\lambda}) \Delta_{\mu\nu} \) adding up the CDR term, i.e.

\[
\partial^\kappa_\lambda \int d^4u d^4v \ \Delta_{\lambda\mu} \Delta_{\nu\lambda} (\partial^\kappa_\lambda \partial^\nu_\lambda \Delta_{\nu\lambda}) \Delta_{\mu\nu} \Delta_{\lambda\mu} = \\
\frac{1}{4} \partial^\kappa_\nu \int d^4u d^4v \ \Delta_{\lambda\mu} \Delta_{\nu\lambda} (\Box \Delta_{\nu\lambda}) \Delta_{\mu\nu} \Delta_{\lambda\mu} \bigg|_R + \\
\frac{1}{128\pi^2} \partial^\kappa_\nu \int d^4u d^4v \ \Delta_{\lambda\mu} \Delta_{\nu\lambda} \bigg[ (\partial^\kappa_\lambda \partial^\nu_\lambda - \frac{1}{4} \delta_{\lambda\nu} \Box) \Delta_{\nu\lambda} \bigg] \Delta_{\mu\nu} \Delta_{\lambda\mu} \bigg|_R - \\
\frac{1}{32(4\pi^2)^2} \partial^\lambda_\nu (\Box R^1) \Delta_{\lambda\mu} \Delta_{\nu\lambda} \delta(y - u) \delta(y - v) \\
= -\frac{1}{4} \partial^\nu (\Delta R^1)_R - \frac{1}{128\pi^2} \partial^\nu \Delta^2_R + \partial_\lambda I_{\lambda\nu} R \\
= \frac{e^2}{32(4\pi^2)^2} \partial^\lambda_\nu \left\{ \frac{1}{2} \ln^2 z^2 M^2 + \frac{3}{4} \ln z^2 M^2 \right\} + \ldots \\
(3.24)
\]

Where \(\partial_\lambda I_{\lambda\nu} R\) is the traceless part, that is finite. As we can see, both results agree.

Although in this example we can perform the calculation with both methods with the same effort, with other integrals the situation is different, being necessary to study each expression in order to choose the best one. The explicit evaluation of all the integrals is presented in appendix A.

4 Abelian examples

The two loop renormalization of QED was carried out in [2], whereas SuperQED was studied in [5]. We will reobtain the two loop beta function coefficient of those theories using the procedure previously sketched, so that no Ward identity will be used.

We will make the calculations in both cases in a background field approach [15], which implies that we will only treat the background field self-energy (it is the only function needed to be considered when obtaining the beta function [15]).

4.1 QED

In this calculation, we apply the definitions and conventions of [2]. The only difference is the background splitting in the gauge field of the form \(A_\mu \to A_\mu + B_\mu\) (similar to the Yang-Mills case [15]).

4.1.1 One loop

For completeness, we briefly review the CDR renormalization of the photon selfenergy \(\Pi_{\mu\nu}\) [6]. Although we need this amplitude to obtain the one loop coefficient of the beta function, it will be of no use when obtaining the two loop one. The bare vacuum polarization is

\[
\Pi_{\mu\nu}^{(1\text{loop})} = -(ie)^2 Tr \left[ \gamma^\nu \gamma^\lambda \partial^\kappa_\lambda \Delta \gamma^\nu \gamma^\mu \partial^\kappa_\mu \Delta \right]. \\
(4.1)
\]

Simplifying the Dirac matrices and applying afterwards CDR we arrive to the renormalized expression

\[
\Pi_{\mu\nu}^{(1)}(x) = -4e^2 \left[ \partial_\mu \partial_\nu \Delta^2 - 2 \Delta \partial_\mu \partial_\nu \Delta - \frac{1}{2} \delta_{\mu\nu} \Box \Delta^2 + \delta_{\mu\nu} \Delta \Box \Delta \right]_R \\
= -(\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \left[ -\frac{e^2}{12\pi^2 (4\pi^2)^2} \frac{\ln x^2 M^2}{x^2} - \frac{e^2}{36\pi^2} \delta(x) \right] \\
(4.2)
\]
4.1.2 Two loop

Proceeding with the two loop case, there are two relevant graphs with external background fields. Diagram (a) has the divergences nested, whereas diagram (b) has overlapping divergences (figure 1).

• Diagram (a)

The expression for this diagram is

\[
\Pi_{(2a)}^{\mu\nu}(x) = -(ie)^2 \int d^4u d^4v \text{Tr} \left[ \gamma_{\mu} \gamma^{\lambda} (-\partial_{\lambda} \Delta_{xu}) \Sigma^{(1)}(u-v) \gamma^{\epsilon} (-\partial_{\epsilon} \Delta_{vy}) \gamma_{\nu} \gamma^{\sigma} (-\partial_{\sigma} \Delta_{yx}) \right]
\]

where \(\Sigma^{(1)}\) is the one loop fermion selfenergy. As the term that takes care of the running of the coupling constant in the RG equation is not relevant when obtaining the two loop beta function [2], we could restrict ourselves to Feynman gauge. In that gauge, the bare fermion selfenergy is

\[
\Sigma^{(1)}(x) = -2e^2\gamma^{\lambda}\partial_{\lambda}\Delta(x)
\]

As we stated in the previous section, CDR imposes a strict order to the operations of index contraction and renormalization: First all the indices should be contracted, and only after that we can renormalize. Inserting the bare fermion selfenergy we are keeping this order here.

Applying the Clifford algebra of the \(\gamma\)-matrices and the integral identity

\[
\int d^4u d^4v \Delta_{xu}\Delta_{yv}(\Delta_{uv}\partial_{\lambda}^{\mu}\Delta_{uv}) = \frac{1}{2} \partial_{\lambda}^{\mu} \int d^4u d^4v \Delta_{xu}\Delta_{yv}\Delta_{uv}^2
\]

is straightforward to write \(\Pi_{(2a)}^{\mu\nu}\) in terms of \(I^1\) as

\[
\Pi_{(2a)}^{\mu\nu}(x) = 8e^4(\partial_{\mu}\Delta)(\partial_{\nu}I^1) - 4e^4\delta_{\mu\nu}(\partial_{\lambda}\Delta)(\partial_{\lambda}I^1)
\]

We only have to replace the different structures made up with \(I^1\) by their renormalized values as were listed in section 3.1. The final renormalized expression is then

\[
\Pi_{(2a)}^{\mu\nu R}(x) = \frac{e^4}{24(4\pi^2)^3} \left[ \partial_{\mu}\partial_{\nu} + \delta_{\mu\nu} \square \right] \left[ \ln^2 x^2 M^2 + \frac{5}{6} \ln x^2 M^2 \right] + \ldots
\]

• Diagram (b)
This diagram, opposite of the previous one, has overlapping divergences. We will express this in terms of the listed overlapping integrals. The bare expression is

\[
\Pi^{(2b)}_{\mu\nu}(x - y) = -(ie)^4 \int d^4u d^4v \text{Tr} \left[ \gamma_\mu (-\gamma^\rho \partial_\rho \Delta_{xu}) \gamma^\rho (-\gamma^\beta \partial_\beta \Delta_{uv}) \gamma_\nu (-\gamma^\gamma \partial_\gamma \Delta_{wy}) \right]
\]

(4.8)

Applying algebra of Dirac matrices we can expand this expression, the complete result being listed in appendix B. As can be seen there, the contributions with the delta (\(\Box \Delta = -\delta\)) can be easily expressed in terms of \(I^1\), and its renormalization is as in the previous case. The other contributions can be found in the list of renormalized expressions with overlapping divergences (or can be easily expressed in terms of integrals of the list). So that, we only have to apply directly the results found in section 3. No Ward identity is needed to fix the correct scale. We found the divergent part of the renormalized expression to be

\[
\Pi^{(2b)}_{\mu\nu R}(x) = -\frac{e^4}{12(4\pi^2)^3} \left[ \partial_\mu \partial_\nu \Box - \frac{\ln x^2 M^2}{x^2} - \frac{14}{3} \ln x^2 M^2 \right] + \delta_{\mu\nu} \Box \frac{\ln x^2 M^2}{x^2} + \ldots
\]

(4.9)

- Final expression

With the two previous results, the total two loop renormalized background selfenergy is

\[
\Pi^{(2)}_{\mu\nu R}(x) = 2 \Pi^{(2a)}_{\mu\nu R} + \Pi^{(2 b)}_{\mu\nu R}
\]

\[
= \frac{e^4}{4(4\pi^2)^3} (\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \frac{\ln x^2 M^2}{x^2} + \ldots
\]

(4.10)

where again \(\ldots\) stands for the local terms that we are not taking into account. We can use this result (along with the one loop renormalized value (4.2)) to obtain straightforwardly as in [2] the two loop expansion of the beta function in terms of \(\alpha = \frac{e^2}{4\pi}\) as

\[
\beta(\alpha) = \frac{2\alpha^2}{3\pi} + \frac{\alpha^3}{2\pi^2} + O(\alpha^4)
\]

(4.11)

To stress the key points of our calculation, let us compare this procedure with usual differential renormalization [2]. Being \(M_\Sigma\) and \(M_V\), the one loop renormalization scales of the fermion selfenergy and the three point vertex \(V_\mu\) respectively, the Ward identity

\[
\frac{\partial}{\partial z^\mu} V_\mu(x - z, y - z) = -ie \left[ \delta^{(4)}(z - x) - \delta^{(4)}(z - y) \right] \Sigma(x - y)
\]

(4.12)

imposes that these scales are related as [2]

\[
\ln \frac{M_\Sigma^2}{M_V^2} = \frac{1}{2}
\]

(4.13)

When dealing with the two loop contributions, in each case we have to make use of the corresponding one loop scale (\(M_\Sigma\) or \(M_V\)), being found the final values for \(\Pi^{(2a)}_{\mu\nu R}\) and \(\Pi^{(2b)}_{\mu\nu R}\) to be

\[
\Pi^{(2a)}_{\mu\nu R}(x) = -\frac{1}{96\pi^2} \left( \frac{\alpha}{\pi} \right)^2 \left[ (\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \frac{\ln x^2 M_\Sigma^2 + 5 \ln x^2 M^2}{x^2} \right]
\]

\[
\Pi^{(2b)}_{\mu\nu R}(x) = -\frac{1}{48\pi^2} \left( \frac{\alpha}{\pi} \right)^2 \left[ -(\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \frac{\ln x^2 M_\Sigma^2 + 17 \ln x^2 M^2}{x^2} \right]
\]

(4.14)
Then, to obtain the entire two loop vacuum polarization we have to use the mass relation (4.13) to put one of the scales in terms of the other. As can be seen, all of this is avoided in our procedure. No Ward identity was needed to be imposed, because CDR at one loop has fixed all the ambiguity relevant to logarithms of the scale at the two loop level.

4.2 SuperQED

We will now study another example of the use of one loop CDR results in a two loop calculation. In this case, we will discuss the supersymmetric extension of the previous case, SuperQED. This example was already studied in the context of differential renormalization in [5], although as in the previous case, Ward identities were imposed to obtain the correct scale relations. In this calculation, we will use the supersymmetric conventions for the $N = 1$ superspace of [16]. With them, the propagator is formed by a product of the delta function of Grassmanian variables and the usual part $P_{ij} = \delta(\theta_i - \theta_j)\Delta(x_i - x_j)$. The action, expressed in terms of a chiral abelian superfield $W_\alpha = \bar{D}^2D_\alpha V$ (where $D_\alpha$ is the supercovariant derivative and $V$ a real superfield) and chiral matter superfields $\Phi_+$ and $\Phi_-$ is of the form

$$S = \int d^4x d^2\theta \ W^2 + \int d^4x d^4\theta \ \tilde{\Phi}_+ e^{gV} \Phi_+ + \int d^4x d^4\theta \ \tilde{\Phi}_- e^{gV} \Phi_- \quad (4.15)$$

In this case the background splitting is defined as $V \rightarrow V + B$ [5].

A complete study of perturbative calculations in superspace can be found in [16]. The basics of the method is to express the diagram in terms of superpropagators and supercovariant derivatives acting on them. Integrating by parts, we have to make the derivatives act on some propagators and afterwards apply the property $\delta_{12} \bar{D}_1^2D_1^2\delta_{12} = \delta_{12}$. Here we will write directly the expression found after this step, being the previous standard superspace calculation found in [5] and [16] for the SQED case.

4.2.1 One loop

For completeness, as in the QED case, we consider the one loop renormalization, although we will not use it in the two loop calculation. The bare amplitude is

$$\Gamma^{(1\text{loop})} = \frac{g^2}{4} \int d^4x d^4y d^4\theta B(x, \theta) \left(D_\alpha \bar{D}^2D_\alpha B(y, \theta)\right) \Delta^2_{xy} + \frac{g^2}{2} \int d^4x d^4y d^4\theta B(x, \theta) B(y, \theta) \Delta_{xy} \Box \Delta_{xy} \quad (4.16)$$

and renormalizing according to CDR rules we found

$$\Gamma^{(1\text{loop})}_R = -\frac{g^2}{16(4\pi^2)^2} \int d^4x d^4y d^4\theta B(x, \theta) \left(D_\alpha \bar{D}^2D_\alpha B(y, \theta)\right) \Box \ln(\frac{(x - y)^2 M^2}{(x - y)^2}) \quad (4.17)$$

4.2.2 Two loops

We first list the bare expressions of diagrams presented in figure 2. We will write these expressions in terms of $I^1$ and integral (3.13). Then, we renormalize them according to the procedure defined in section 3.

- Diagram (a)
\[
\Gamma^{(2\,\text{loop})}_a = \frac{g^4}{2} \int d^4 x d^4 y d^4 \theta B(x, \theta) B(y, \theta) \left[ \Box (\Delta I^1) - 2\Delta^3 - \partial^\alpha \partial^{\alpha} (\Delta \partial_{\alpha\dot{\alpha}} I^1) \right] + \frac{g^4}{2} \int d^4 x d^4 y d^4 \theta B(x, \theta) \left( D^\alpha \bar{D}^2 D_{\alpha} B(y, \theta) \right) \Delta I^1
\]

- **Diagram (b)**

\[
\Gamma^{(2\,\text{loop})}_b = g^4 \int d^4 x d^4 y d^4 \theta B(x, \theta) B(y, \theta) \left[ -\Box (\Delta I^1) + 2\Delta^3 + \partial^\alpha \partial^{\alpha} (\Delta \partial_{\alpha\dot{\alpha}} I^1) \right] - \frac{g^4}{2} \int d^4 x d^4 y d^4 \theta B(x, \theta) \left( D^\alpha \bar{D}^2 D_{\alpha} B(y, \theta) \right) \Delta I^1
\]

- **Diagram (c)**

\[
\Gamma^{(2\,\text{loop})}_c = \frac{g^4}{2} \int d^4 x d^4 y d^4 \theta B(x, \theta) \left( D^\alpha \bar{D}^2 D_{\alpha} B(y, \theta) \right) \left[ \Delta I^1 \right] + \frac{g^4}{2} \int d^4 x d^4 y d^4 \theta B(x, \theta) B(y, \theta) \left[ \Box (\Delta I^1) - \Delta^3 - \partial^\alpha \partial^{\alpha} (\Delta \partial_{\alpha\dot{\alpha}} I^1) \right] + \frac{g^4}{2} \int d^4 x d^4 y d^4 \theta B(x, \theta) \left( D^\beta \bar{D}^2 D^\alpha B(y, \theta) \right) C^{\dot{\alpha}\dot{\beta}} H_{\partial_{\beta\dot{\beta}}, 1 ; 1, \partial_{\alpha\dot{\alpha}}}
\]

Where \( C^{\dot{\alpha}\dot{\beta}} \) is the raising and lowering matrix of the SU(2) supersymmetric indices.

- **Diagram (d)**

\[
\Gamma^{(2\,\text{loop})}_d = -\frac{g^4}{2} \int d^4 x d^4 y d^4 \theta B(x, \theta) B(y, \theta) \Delta^3
\]
• Final renormalized expression

We can now substitute the previous expressions by its renormalized values and add them in the final result. It can be easily shown that only the the last part of (4.20) survives, and the rest cancels exactly. But we are allowed to do this only because we are using CDR at one loop. In [5] this simplified calculation was forbidden. One has to renormalize in a separate form each diagram; obtain the renormalized results with different scales and relate them via Ward identities. Only at this point we can add up the expressions. With our method, we always renormalize the same structures in the same way and with the same scale, so that we can add up the expressions even before performing the renormalization.

The final result is then (multiplying by 2 because we have performed the calculations with only one of the chiral matter fields $\Phi_+, \Phi_-)$.

$$\Gamma^{(2 \text{ loop})}_R = 2 \left( \Gamma^{(2)}_a + \Gamma^{(2)}_b + \Gamma^{(3)}_c + \Gamma^{(4)}_d \right)$$

$$= g^4 \int d^4x d^4y d^4\theta \, B(x, \theta) \left[ D^\beta \bar{D} D^\alpha B(y, \theta) \right] C^{\beta\alpha} \left[ \partial_{\beta\gamma}, 1 ; 1, \partial_{\alpha\beta} \right]$$

$$= -\frac{g^4}{16(4\pi^2)^2} \int d^4x d^4y d^4\theta B(x, \theta) \left( D^\alpha \bar{D} D^\alpha B(y, \theta) \right) \ln \frac{(x-y)^2 M^2}{(x-y)^2} + \ldots$$

(4.22)

Where we have used the result (3.13) of the list of integrals with overlapping divergences. Taking into account that with our conventions (those of reference [16]) $g = \sqrt{2} g_{SQED}$, with $g_{SQED}$ the usual coupling constant of SuperQED, we can easily evaluate the two loop expansion of the beta function as in [5] to be

$$\beta(g_{SQED}) = \frac{1}{8\pi^2} g_{SQED}^3 + \frac{1}{32\pi^4} g_{SQED}^5 + \mathcal{O}(g_{SQED}^7)$$

(4.23)

Which agrees with previous results found in the literature [13, 14].

5 Non abelian example

One of the relevant calculations that was not yet obtained with differential renormalization is the two loop renormalization of Yang-Mills theory. Here we will detail how we can obtain the two loop coefficient of the beta function of this theory with little effort, making use of the procedure defined in section 3.

We will follow [15] where a two loop calculation of the beta function of Yang-Mills theory in the background field approach with dimensional renormalization was performed. The Yang-Mills lagrangian, written in terms of gauge covariant derivatives ($D^a_{\mu} = \partial_{\mu} \delta^{abc} + g f^{abc} B^b_{\mu}$ and $D^a_{\mu} = \partial_{\mu} \delta^{abc} + g f^{abc} (B^a_{\mu} + A^a_{\mu})$) and ghost fields $\eta^a$ is

$$\mathcal{L} = \frac{1}{4} F_{\mu\nu}^a F^{a}_{\mu\nu} + \frac{1}{2\alpha} (D^a_{\mu} A^a_{\mu})^a (D^a_{\nu} A^a_{\nu})^a + (D^a_{\mu} \bar{\eta}^a (D^a_{\mu} \eta)^a.$$  

(5.1)

We have to point out that the gauge fixing parameter $\alpha$ will be redefined in our calculation as $\frac{1}{\alpha} = 1 + \xi$, so that Feynman gauge ($\alpha = 1$) will correspond to $\xi = 0$.

5.1 One loop renormalization

We now briefly review the results found in [9] and in [1] for the one loop differential renormalization of the quantum and background fields. Although the background selfenergy is all that we need when obtaining
the one loop beta function, we also have to consider the renormalization of the quantum selfenergy as this will be a one loop insertion in a two loop diagram (diagram (b)). Also, it will be needed in order to obtain the first coefficient of the expansion of the function that takes into account the running of the gauge parameter in the renormalization group equation. We will detail this later in section 5.3.

5.1.1 Correction to the $B^\mu_\nu$ propagator
(Feynman gauge $\xi = 0$)

This is the sum of two different diagrams: one with a loop of quantum gauge fields, and another with ghost fields (see figure 3).

The procedure is as defined in the CDR section. First we write the expressions in terms of the basic functions, and after that we replace them by their renormalized values.

- Gauge loop

Here and in the rest of the following diagrams of Yang-Mills theory, $D^\rho_{\mu\nu}$ denotes a space-time derivative acting on one external field. Applying the Leibniz rule, this becomes a minus derivative acting on the propagators.

$$< B^a_\mu(x) B^b_\nu(y) > = \frac{g^2 f^{abcd} f^{bdef}}{2} \Delta_{xy} \left[ -2 \delta_{\mu\sigma} D^\sigma_\rho + \delta_{\rho\sigma} \left( \partial^\rho_\mu - \partial^\rho_\nu \right) + 2 \delta_{\mu\rho} D^\nu_\sigma \right] \times$$
$$\times \left[ -2 \delta_{\nu\rho} D^\rho_\nu + \delta_{\rho\sigma} \left( \partial^\rho_\nu - \partial^\rho_\mu \right) + 2 \delta_{\nu\rho} D^\mu_\sigma \right] \Delta_{xy}$$
$$= \frac{g^2 C_A \delta^{ab}}{2} \left[ 8 \partial_\mu \partial_\nu \Delta^2 - 8 \delta_{\mu\nu} \Box \Delta^2 + 8 \partial_\mu (\Delta \partial_\nu \Delta) - 16 \Delta \partial_\mu \partial_\nu \Delta \right]$$

(5.2)

- Ghost loop

$$< B^a_\mu(x) B^b_\nu(0) > = -g^2 f^{abc} f^{def} \Delta_{xy} \left( \partial^d_\mu - \partial^d_\nu \right) \left( \partial^e_\nu - \partial^e_\mu \right) \Delta_{xy}$$
$$= -g^2 C_A \delta^{ab} \left[ 2 \partial_\mu (\Delta \partial_\nu \Delta) - 4 \Delta \partial_\mu \partial_\nu \Delta \right]$$

(5.3)

- Total contribution

The total non-renormalized contribution is

$$< B^a_\mu(x) B^b_\nu(y) > = g^2 C_A \delta^{ab} \left[ 4 \partial_\mu \partial_\nu \Delta^2 - 4 \delta_{\mu\nu} \Box \Delta^2 + 2 \partial_\mu (\Delta \partial_\nu \Delta) - 4 \Delta \partial_\mu \partial_\nu \Delta \right]$$

(5.4)

Replacing the values prescribed by CDR, the renormalized one loop contribution to the $B^a_\mu$ propagator is obtained as

$$< B^a_\mu(x) B^b_\nu(0) > = g^2 C_A \delta^{ab} \left( \partial_\mu \partial_\nu - \delta_{\mu\nu} \Box \right) \left[ \frac{11}{3} \frac{\Delta^2}{R} - \frac{1}{2\pi^2} \delta(x) \right]$$
$$= g^2 C_A \delta^{ab} \left( \partial_\mu \partial_\nu - \delta_{\mu\nu} \Box \right) \left[ -\frac{11}{48\pi^2} \left( \frac{\ln x^2 M^2}{x^2} - \frac{1}{72\pi^2} \delta(x) \right) \right]$$

(5.5)

The result found here is transverse, fulfilling the corresponding Ward identity as was guaranteed by the use of CDR.
5.1.2 Correction to the $A_\mu$ propagator
(Feynman gauge $\xi = 0$)

As in the previous case, we have contributions with gauge and ghost loops. Proceeding in the same way as in the background selfenergy, we first obtain the full expanded bare expressions and then renormalize them according to CDR rules.

- **Gauge loop**

\[
< A^a_\mu(x) A^b_\nu(y) > = \frac{g^2 f^{acd} f^{bde}}{2} \Delta_{xy} \left[ \delta_{\mu\nu} (D^a_\rho - \partial^a_\rho) + \delta_{\sigma\nu} (\partial^a_\rho - D^a_\rho) + \delta_{\rho\sigma} (\partial^a_\mu - \partial^a_\mu) \right] \times \\
\times \left[ \delta_{\nu\sigma} (\partial^b_\rho - \partial^b_\rho) + \delta_{\rho\mu} (\partial^b_\sigma - D^b_\sigma) + \delta_{\rho\sigma} (\partial^b_\nu - \partial^b_\nu) \right] \Delta_{xy} \\
= \frac{g^2 C_A \delta^{ab}}{2} \left[ 2(\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \Delta^2 + 10 \partial_\mu (\Delta \partial_\nu \Delta) - 10 \Delta \partial_\mu \partial_\nu \Delta - \right. \\
\left. - 4 \delta_{\mu\nu} \partial^3 (\Delta \partial_\lambda \Delta) - 2 \delta_{\mu\nu} \Delta (\Box \Delta) \right] (5.6)
\]

- **Ghost loop**

\[
< A^a_\mu(x) A^b_\nu(y) > = -g^2 f^{acd} f^{bde} \Delta_{xy} \partial^a_\mu \partial^b_\nu \Delta_{xy} \\
= -g^2 C_A \delta^{ab} [\partial_\mu (\Delta \partial_\nu \Delta) - \Delta \partial_\mu \partial_\nu \Delta] (5.7)
\]

- **Total contribution**

Adding the two previous results we found the non-renormalized contribution to be

\[
< A^a_\mu(x) A^b_\nu(y) > = g^2 C_A \delta^{ab} [\partial_\mu (\Delta \partial_\nu \Delta) - \Delta \partial_\mu \partial_\nu \Delta - \right. \\
\left. - 4 \delta_{\mu\nu} \partial^3 (\Delta \partial_\lambda \Delta) - 2 \delta_{\mu\nu} \Delta (\Box \Delta) \right] (5.8)
\]

and with CDR identities it is straightforward to obtain the renormalized contribution as

\[
< A^a_\mu(x) A^b_\nu(0) >_R = g^2 C_A \delta^{ab} \left[ \frac{5}{3}(\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \Delta^2_R - \frac{1}{72\pi^2} (\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \delta(x) \right] \\
= -\frac{g^2 C_A \delta^{ab}}{144\pi^2} (\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \left[ \frac{15}{4\pi^2} \ln \frac{x^2 M^2}{\pi^2} + 2 \delta(x) \right] (5.9)
\]
5.1.3 Effective action in a generic gauge

All of this calculation is performed in Feynman gauge, so that we have to take care of the running of the gauge parameter. In order to do that, we consider a functional approach.

The idea is to expand the effective action at one loop at second order in the background fields and retain only the linear dependence in the gauge parameter, due to the fact that in the renormalization group equation we will derive wrt. this parameter and after that impose Feynman gauge ($\xi=0$).

To obtain the exact one loop effective action it is well known that we have to consider only the part of the lagrangian quadratic in the $A^a_\mu$ fields. This part is

$$L^{(2)} = g f^{abc} B^a_\mu A^b_\nu A^c_\rho + \frac{1}{2} (D_\mu A_\nu)^a (D_\mu A_\nu)^a + \frac{\xi}{2} (D_\mu A_\nu)^a (D_\nu A_\mu)^a$$

$$= -\frac{1}{2} A^a_\mu \left[ \delta_{ab} - 2 g f^{cab} B^c_\nu + \xi (D_\mu D_\nu)^{ab} \right] A^b_\nu$$  \hspace{1cm} (5.10)

where $\square^{ab} = (D^\mu D^\nu)^{ab}$.

Then, the generating functional for connected Green functions can be put as

$$W = -\frac{1}{2} tr \ln \left[ \delta_{ab} - 2 g f^{cab} B^c_\nu + \xi (D_\mu D_\nu)^{ab} \right]$$  \hspace{1cm} (5.11)

At first order in $\xi$ and second order in the $B$ fields, this can be expressed as

$$W = \xi C_A g^2 \delta^{gtr} \left[ \frac{1}{2} \square^{-1} B^c_\mu \square^{-1} B^g_\mu + 2 (\square^{-1}) B^c_\nu (\square^{-1}) B^g_\nu (\square^{-1}) \partial_\lambda \partial_\mu \right]$$

$$= \xi C_A g^2 \left[ \frac{1}{2} \Delta B^a_\mu \Delta B^a_\nu + 2 \Delta B^a_\mu \Delta B^a_\nu \Delta \partial_\lambda \partial_\mu \right]$$  \hspace{1cm} (5.12)

where as usual $\square = \partial^\mu \partial_\mu$.

We can write the renormalized expression of the first term of (5.12) as

$$(A) = \frac{1}{2} \int d^4x d^4y \ B^a_\mu (x) B^a_\nu (y) \Delta^2 |_R$$  \hspace{1cm} (5.13)

Whereas the second one is of the following form

$$(B) = -2 \int d^4x d^4y d^4u \left( \partial^\alpha \partial^\mu \Delta_{ux} \right) B^a_\mu (x) B^a_\nu (y) \Delta_{xy} \Delta_{yu}$$

$$= -2 \int d^4x d^4y B^a_\mu (x) B^a_\nu (y) \Delta_{xy} \partial_\lambda \partial_\mu \int d^4u \Delta_{ux} \Delta_{yu}$$  \hspace{1cm} (5.14)

In order to evaluate this expression we must apply CDR in momentum space, arriving to

$$\int d^4u \Delta_{ux} \Delta_{uy} = -\frac{1}{4(4\pi^2)} \ln(x-y)^2 m^2$$

$$= -\Delta (x-y)$$  \hspace{1cm} (5.15)

$$(B) = 2 \int d^4x d^4y B^a_\mu (x) B^a_\nu (y) \left( \Delta_{xy} \partial_\lambda \partial_\mu \Delta \right)$$  \hspace{1cm} (5.16)
Remembering the CDR renormalization of \( \Delta \partial_\lambda \partial_\mu \Delta \) listed in (2.8) we can obtain the final renormalized expression for \((B)\) as

\[
(B) = -\frac{1}{2} \int d^4x d^4y \, B_\mu^a(x) B_\mu^a(y) \Delta^2 \left| \right| - \frac{1}{16\pi^2} \int d^4x d^4y B_\mu^a(x) B_\nu^a(y) \partial_\mu \partial_\nu \Delta
\]

Adding up the two results

\[
(A) + (B) = -\frac{\xi C_A g^2}{4(4\pi^2)} \int d^4x d^4y \, B_\mu^a(x) B_\nu^a(y) \partial_\mu \partial_\nu \Delta
\]

This can be written at explicit second order in \( B \) fields as

\[
\int B_\mu^a(x) B_\nu^a(y) \partial_\mu \partial_\nu \Delta = \int (\partial_\mu B_\mu^a - \partial_\nu B_\nu^a) (\partial_\mu B_\mu^a - \partial_\nu B_\nu^a) \partial_\lambda \partial_\lambda \Delta + \mathcal{O}(B^3)
\]

Finally, remembering \( \Gamma = -W + \int J \phi \) we can obtain the linear dependence in the gauge parameter \( \xi \) of the contribution at one loop in a generic gauge to the background two point function as

\[
\Gamma_\xi = -\frac{\xi C_A g^2}{4(4\pi^2)} \int d^4x d^4y \, B_\mu^a(x) B_\nu^a(y) (\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \Delta + \mathcal{O}(B^3)
\]

5.2 Two loop diagrams

Now we follow with the two loop contribution to the background field selfenergy. Diagrams are those of figures 4 and 5 ((a) to (k)). First as an example, we will renormalize diagrams (a) and (k), as these two diagrams are an example of the two different types of divergences that we can find: Diagram (a) has nested divergences, whereas diagram (k) has overlapping divergences. The explicit evaluation of the rest of the diagrams is presented in appendix C.

After discussing in detail those two diagrams, we will list the renormalized expressions of all of the two loop contributions that add up into the two loop renormalized background selfenergy.

5.2.1 Diagram (a)

This diagram has the following form

\[
< B_\mu^a(x) B_\nu^b(y) >_a = -g^4 f^{ace} f^{bde} f^{gfe} f^{ghc} \int d^4u d^4v \, \Delta_{xy}(\partial_\mu^a - \partial_\nu^b) \Delta_{uv} \times \\
\times (\partial_\lambda^a \Delta_{uv}) \Delta_{uv} (\partial_\lambda^b \Delta_{xy})
\]

We can rearrange this expression in terms of the integral \( I^1 \) previously defined as

\[
< B_\mu^a(x) B_\nu^b(y) >_a = -g^4 C_A^2 \delta^{ab} [4 \partial_\nu(\Delta \partial_\mu I^1) - \partial_\mu \partial_\nu(\Delta I^1) - 4 \Delta \partial_\mu \partial_\nu I^1]
\]
Now, in order to renormalize, we have to substitute these expressions with their renormalized values (obtained in section 3.1), arriving to

$$< B_\mu^a(x)B_\nu^b(0) >_{\text{RT}} = \frac{g^4 C_A^2 \delta^{ab}}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu \Box \left( -\frac{1}{3} \ln^2 x^2 M^2 - \frac{\delta}{3} \ln x^2 M^2 \right) \right. $$

$$\left. + \delta_{\mu\nu} \Box \left( \frac{1}{3} \ln^2 x^2 M^2 + \frac{11}{18} \ln x^2 M^2 \right) \right] + \ldots \quad (5.23)$$

5.2.2 Diagram (k)

In order to obtain all the contributions that form this diagram, the Mathematica package 'FeynCalc' was used, so that all the index contractions were performed by the computer, being its output the final relevant expressions that need to be renormalized. The contributions shown here are those that have a
Figure 5: Two loop YM diagrams g-k

divergent part, omitting those terms that are finite.

\[
\langle B^a_\mu(x) B^b_\nu(y) \rangle_k = \frac{1}{4} C^2 A \delta^{ab} \left[ +16 \delta_{\mu\nu} \partial^c \partial^c H[1, \partial_\lambda \partial_\lambda ; 1, 1] - 20 \partial^c_\mu \partial^c_\nu H[1, \partial_\mu \partial_\lambda ; 1, 1] - 12 \partial^c_\nu \partial^c_\mu H[1, \partial_\lambda ; 1, \partial_\mu] + 72 \partial^c_\lambda H[1, \partial_\mu \partial_\lambda ; 1, \partial_\nu] + 56 \delta_{\mu\nu} \partial^c_\lambda \partial^c_\mu H[1, \partial_\lambda ; 1, \partial_\sigma] - 72 \partial^c_\nu H[1, \partial_\mu \partial_\lambda ; 1, 1] + 20 \partial^c_\mu \partial^c_\nu H[1, \partial_\lambda ; 1, 1] - 144 H[1, \partial_\mu \partial_\lambda ; 1, \partial_\nu] + 72 \partial^c_\mu H[1, \partial_\nu ; 1, \partial_\nu] - 72 \partial^c_\nu H[1, \partial_\mu \partial_\lambda ; 1, \partial_\lambda] + 34 \partial^c_\mu \partial^c_\nu H[1, \partial_\lambda ; 1, \partial_\lambda] - 72 H[1, \partial_\mu \partial_\lambda ; 1, \partial_\nu \partial_\lambda] + 40 \square H[1, \partial_\mu \partial_\nu ; 1, 1] + 32 \partial H[1, \partial_\mu ; 1, \partial_\nu] + +16 \delta_{\mu\nu} \square H[1, \partial_\lambda ; 1, 1] - 16 \delta_{\mu\nu} \square H[1, \partial_\lambda ; 1, \partial_\lambda] \right] \quad (5.24)
\]

We now have to proceed as in the QED and SQED examples. Expressions that have a d’Alembertian can be put in terms of \(I^1\), and their renormalization is straightforward. The rest of the integrals can be found in the list of section 3.2 (or can be easily expressed in terms of integrals of that list). Finally, we
With the previously obtained expressions for the one and two loop corrections of the background field
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arrive to

\[ < B_\mu^a(x)B_\nu^b(0) >_{kR} = \frac{g^4C_A^2\delta^{ab}}{32(4\pi)^3} \left[ \partial_\mu \partial_\nu \partial^\square \left( -\frac{27}{4}\ln^2 x^2 M^2 - \frac{45}{4}\ln x^2 M^2 \right) + \delta_{\mu\nu} \partial^\square \left( \frac{27}{2}\ln^2 x^2 M^2 + \frac{33}{4}\ln x^2 M^2 \right) \right] + \ldots \] (5.25)

5.2.3 Two loop final results

Proceeding in the same way as for diagrams (a) and (k) (see appendix C), we can obtain the renormalization of the rest of the diagrams, that we list here.

(a) \[ \partial_\mu \partial_\nu \partial^\square \left( -\ln^2 x^2 M^2 - \frac{8}{9}\ln x^2 M^2 \right) + \delta_{\mu\nu} \partial^\square \left( \frac{1}{4}\ln^2 x^2 M^2 + \frac{1}{2}\ln x^2 M^2 \right) + \ldots \]

(b) \[ \partial_\mu \partial_\nu \partial^\square \left( -\frac{27}{4}\ln^2 x^2 M^2 - \frac{33}{4}\ln x^2 M^2 \right) + \delta_{\mu\nu} \partial^\square \left( \frac{27}{2}\ln^2 x^2 M^2 + \frac{33}{4}\ln x^2 M^2 \right) + \ldots \]

(c) \[ \delta_{\mu\nu} \partial^\square \left( \frac{1}{4}\ln x^2 M^2 \right) + \ldots \]

(d) \[ \delta_{\mu\nu} \partial^\square \left( \frac{1}{4}\ln x^2 M^2 \right) + \ldots \]

(e) \[ (\partial_\mu \partial_\nu - \delta_{\mu\nu} \partial^\square) \frac{12\ln x^2 M^2}{x^2} + \ldots \]

(f) \[ \partial_\mu \partial_\nu \partial^\square \left( \frac{9}{4}\ln^2 x^2 M^2 - \frac{1}{3}\ln x^2 M^2 \right) + \delta_{\mu\nu} \partial^\square \left( \frac{9}{4}\ln^2 x^2 M^2 - \frac{1}{3}\ln x^2 M^2 \right) + \ldots \]

(g) \[ \partial_\mu \partial_\nu \partial^\square \left( \frac{5}{4}\ln^2 x^2 M^2 + \frac{1}{2}\ln x^2 M^2 \right) + \delta_{\mu\nu} \partial^\square \left( \frac{5}{4}\ln^2 x^2 M^2 + \frac{1}{2}\ln x^2 M^2 \right) + \ldots \]

(h) \[ \partial_\mu \partial_\nu \partial^\square \left( \frac{2}{3}\ln^2 x^2 M^2 + \frac{41}{12}\ln x^2 M^2 \right) + \delta_{\mu\nu} \partial^\square \left( \frac{2}{3}\ln^2 x^2 M^2 + \frac{41}{12}\ln x^2 M^2 \right) + \ldots \]

(i) \[ \partial_\mu \partial_\nu \partial^\square \left( \frac{1}{4}\ln^2 x^2 M^2 - \frac{17}{3}\ln x^2 M^2 \right) + \delta_{\mu\nu} \partial^\square \left( \frac{17}{3}\ln^2 x^2 M^2 + \frac{1}{2}\ln x^2 M^2 \right) + \ldots \]

(j) \[ \partial_\mu \partial_\nu \partial^\square \left( \frac{1}{4}\ln^2 x^2 M^2 + \frac{1}{2}\ln x^2 M^2 \right) + \delta_{\mu\nu} \partial^\square \left( \frac{1}{4}\ln^2 x^2 M^2 + \frac{1}{2}\ln x^2 M^2 \right) + \ldots \]

(k) \[ \partial_\mu \partial_\nu \partial^\square \left( \frac{27}{2}\ln^2 x^2 M^2 + \frac{33}{4}\ln x^2 M^2 \right) + \delta_{\mu\nu} \partial^\square \left( \frac{27}{2}\ln^2 x^2 M^2 + \frac{33}{4}\ln x^2 M^2 \right) + \ldots \] (5.26)

In this list all the expressions have a common factor of \( \frac{g^4C_A^2\delta^{ab}}{32(4\pi)^3} \).

Finally, adding up all the terms we obtain the divergent part of the two loop renormalized expression for the background field selfenergy as

\[ < B_\mu^a(x)B_\nu^b(0) >_{kR} = \frac{g^4C_A^2\delta^{ab}}{2(4\pi)^3} \left( \partial_\mu \partial_\nu - \delta_{\mu\nu} \partial^\square \right) \frac{\ln x^2 M^2}{x^2} + \ldots \] (5.27)

5.3 Renormalization group equation

With the previously obtained expressions for the one and two loop corrections of the background field propagator we can easily obtain the first two coefficients of the expansion of the beta function.
5.3.1 RG equation for quantum fields

We have to consider the renormalization group equation for the quantum field propagator, as with this we can find the value of $\gamma_\xi$, which is the function that takes care of the running of the gauge parameter. The only relevant coefficient of the expansion of $\gamma_\xi$ in our two loop background calculation will be the first one, so that we only need the one loop correction of the quantum gauge field propagator.

First, we write the effective action as

$$\Gamma = \frac{1}{2} \int d^4x d^4y \, A_\mu^a(x) A_\nu^a(y) \Gamma^{(2)}_{\mu\nu}^a(x-y) + \mathcal{O}(A^3)$$  \hspace{1cm} (5.28)

If we consider the part of the Yang-Mills lagrangian which depends only in the quantum gauge fields, we can see that in a generic gauge is of the following form

$$\frac{1}{4} F^a_{\mu\nu} F^a_{\mu\nu} + \frac{1}{2} (1 + \xi) (\partial_\mu A_\nu^a)(\partial_\nu A_\mu^a)$$  \hspace{1cm} (5.29)

With this, the free action plus the gauge fixing term becomes

$$S_0 + S_{g.f.} = \frac{1}{2} \int d^4x d^4y \, A_\mu^a (-\delta_{\mu\nu} \Box \delta(x) - \xi \partial_\mu \partial_\nu \delta(x)) A_\nu^a + \mathcal{O}(A^3)$$  \hspace{1cm} (5.30)

Using the one loop calculation (5.9), $\Gamma^{(2)}_{\mu\nu}^a$ can be written as

$$\Gamma^{(2)}_{\mu\nu}^a = -\delta_{\mu\nu} \Box \delta(x) - \xi \partial_\mu \partial_\nu \delta(x) + \delta^{ab} (\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box)$$

$$+ \frac{g^2 C_A}{72 \pi^2(4\pi^2)} \delta(x) + \mathcal{O}(g^4)$$  \hspace{1cm} (5.31)

Inserting this into the RG equation

$$\left[ M \frac{\partial}{\partial M} + \beta(g) \frac{\partial}{\partial g} + \gamma_\xi \frac{\partial}{\partial \xi} - 2\gamma_A \right] \Gamma^{(2)}_{\mu\nu}^a |_{\xi=0} = 0$$  \hspace{1cm} (5.32)

it is easy to obtain the desired result (along with the one loop coefficient for the anomalous dimension of gauge fields $\gamma_A$)

$$\gamma_\xi = \frac{5C_A}{24 \pi^2} g^2 + \cdots$$

$$\gamma_A = \frac{5C_A}{48 \pi^2} g^2 + \cdots$$  \hspace{1cm} (5.33)

5.3.2 RG equation for background fields

If we define

$$\Gamma^{(2)}_{\mu\nu}^a(x) = (\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \delta^{ab} \Gamma^{(2)}(x)$$  \hspace{1cm} (5.34)

the equation we need to consider is

$$\left[ M \frac{\partial}{\partial M} + \beta(g) \frac{\partial}{\partial g} + \gamma_\xi \frac{\partial}{\partial \xi} - 2\gamma_B \right] \Gamma^{(2)}_{\mu\nu}^a |_{\xi=0} = 0$$  \hspace{1cm} (5.35)

If the background field is redefined as $B' = gB$ this implies $\gamma_B = 0$ (due to the fact that in the background field approach the charge and background field renormalizations are related: $Z_g = Z_B^{-1/2}$
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Then, with the one loop contribution (5.5), the gauge fixing renormalization (5.20) and the two loop contribution (5.27) the effective action for the background fields is

\[
\Gamma^{(2)}(x) = \frac{1}{g^2} \delta(x) + \frac{11 C_A}{48 \pi^2 (4\pi^2)} \ln x^2 M^2 x^2 + \frac{C_A}{72 \pi^2} \delta(x) + \frac{\xi C_A}{8 \pi^2} \delta(x) +
\]

\[
+ g^2 \frac{C_2^2}{2(4\pi^2)^3} \ln x^2 M^2 x^2 + \ldots
\]

(5.36)

Using (5.36) and the previously obtained expansion for \( \gamma_\xi \) (5.33) into the RG equation (5.35), we can straightforwardly evaluate the first two coefficients of the expansion of the beta function to be

\[
\beta(g) = \beta_1 g^3 + \beta_2 g^5 + O(g^7)
\]

\[
\beta_1 = -\frac{11 C_A}{48 \pi^2}
\]

\[
\beta_2 = -\frac{17 C_2^2}{24(4\pi^2)^2}
\]

(5.37)

These results agree with those previously obtained in the literature [15].

6 Conclusions

In this paper we have shown how the results of CDR, found for the one loop case, can be very useful in two loop calculations. In those cases, the use of one loop CDR allows us to fix all the ambiguities that appear at one loop level, which implies that the coefficients of the divergent parts of the total expression are fixed \textit{a priori}. No Ward identity is needed to be used to relate different scales. The procedure distinguishes between the cases of diagrams with nested divergences (where we renormalize from inside to outside the diagram, applying first CDR and after that normal DR) and diagrams with overlapping divergences. In order to deal with the latter, we have found a list of renormalized integrals that can be applied to various two loop two point function calculations.

As an example of all this, we have found applying our procedure the two loop beta function coefficient of QED, SuperQED and Yang-Mills theory.
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A Integrals with overlapping divergences

Here we present the explicit calculation of the list of integrals of section 3.2. As there, we define the final results in terms of a variable \( z = x - y \) and denote \( \partial_\mu \equiv \partial_\mu^\nu \). Also, in each final expression \( \ldots \) stands for the finite contribution that we are not taking into account.
• \( H[1, 1 ; 1, 1] \)
  \( H[\partial_\mu, 1 ; 1, 1] \)
  \( H[1, \partial_\lambda ; 1, \partial_\lambda] \)

These integrals are obtained by means of Gegenbauer Polynomials [1, 5].

• \( \partial_\lambda^2 H[1, \partial_\mu ; 1, \partial_\lambda] \)

Contracting (D.1) with \( \delta_{\nu\lambda} \) we find
\[
\partial_\lambda^2 H[1, \partial_\mu ; 1, \partial_\lambda] = \frac{1}{2} \partial_\mu^2 H[1, 1 ; \Box, 1] - H[1, \partial_\mu ; 1, \Box] - \frac{1}{2} \Box H[1, \partial_\mu ; 1, 1] \\
= \frac{1}{2} \partial_\mu (\Delta I^1) - (\Delta \partial_\mu I^1) + \frac{\alpha}{4} (\partial_\mu \delta)
\]
\[
\rightarrow R - \frac{1}{32(4\pi^2)^3} \partial_\mu \Box \frac{1}{2} \ln \frac{z^2 M^2}{z^2} + \ldots \quad (A.1)
\]

• \( H[\partial_\mu \partial_\lambda, \partial_\lambda ; 1, 1] \)

In this case, no integral relation is used
\[
H[\partial_\mu \partial_\lambda, \partial_\lambda ; 1, 1] = \frac{1}{2} \partial_\mu^2 H[\partial_\lambda, \partial_\lambda ; 1, 1] \\
= \frac{1}{2} \partial_\mu^2 \partial_\lambda^2 H[1, \partial_\lambda ; 1, 1] - \frac{1}{2} \partial_\mu^2 H[1, \Box ; 1, 1] \\
= \frac{1}{2} \partial_\mu (\Delta I^1) - \frac{\alpha}{4} (\partial_\mu \delta)
\]
\[
\rightarrow R - \frac{1}{32(4\pi^2)^3} \partial_\mu \Box \frac{1}{2} \ln \frac{z^2 M^2}{z^2} - \ln \frac{z^2 M^2}{z^2} + \ldots \quad (A.2)
\]

• \( \partial_\lambda^2 H[1, \partial_\mu ; \partial_\nu \partial_\lambda, 1] \)
  \( \partial_\lambda^2 H[1, \partial_\lambda ; \partial_\mu \partial_\nu, 1] \)
  \( H[1, \partial_\lambda ; \partial_\lambda \partial_\mu, 1] \)

First of all, the third integral (3.10) will be evaluated with relation (D.1)
\[
H[1, \partial_\lambda ; \partial_\lambda \partial_\nu, 1] = \frac{1}{2} \partial_\mu^2 H[1, \partial_\lambda ; 1, \partial_\nu] + \frac{1}{2} \partial_\nu^2 H[1, 1 ; 1, \partial_\lambda \partial_\nu] + \frac{1}{2} \partial_\lambda^2 H[1, \partial_\lambda ; 1, \partial_\lambda] + \\
+ \left( \frac{1}{2} \partial_\nu^2 \partial_\mu^2 H[1, \partial_\lambda ; 1, 1] \right)
\]
\[
(A.3)
\]

Using the previous results
\[
H^R[1, \partial_\lambda ; \partial_\lambda \partial_\nu, 1] = \frac{1}{32(4\pi^2)^3} \partial_\mu \Box \frac{1}{2} \ln \frac{z^2 M^2}{z^2} - \ln \frac{z^2 M^2}{z^2} + \ldots \quad (A.4)
\]

But this integral along with the other two, can be obtained with other method. We can apply the CDR decomposition into trace part, traceless part and local term (2.7) to the divergent subdiagram \((\partial_\mu^2 \partial_\nu \Delta_{yw})\Delta_{yu} \Delta_{uv}\). Let us consider this in the general integral
\[
\int d^4u d^4v \Delta_{xu}(\partial_\rho^2 \Delta_{xv})(\partial_\omega^2 \partial_\mu \Delta_{yu})\Delta_{yu} \Delta_{uv} = \\
- \frac{1}{4} \delta_{\rho\omega} (\Delta \partial_\mu I^1)_{R} - \frac{\delta_{\rho\omega}}{256\pi^2} \partial_\mu \Delta_{R}^2 - \frac{16}{(4\pi^2)^3} I_{\rho\sigma\omega} R
\]
\[
(A.5)
\]
where $I_{\rho\varepsilon\sigma}$ stands for the traceless part. The one loop ambiguity fixed by CDR is reflected in the second term of (A.5) that at two loops has become a logarithm of the scale. In the renormalization of the traceless part normal differential renormalization will be used, leaving ambiguities (local terms) not fixed.

The expression for $I_{\rho\varepsilon\sigma}$ is

$$I_{\rho\varepsilon\sigma} R = B x^\varepsilon x^\rho - \frac{1}{2} A x^\rho \delta_{\varepsilon\sigma} + (A - \frac{1}{2} B) \left[ \frac{x^\rho}{x^6} \delta_{\varepsilon\sigma} + \frac{x_\sigma}{x^6} \delta_{\rho\varepsilon} \right] | R$$  \hspace{1cm} (A.6)

or in the form of the integrals being discussed

$$\begin{align*}
I_{\lambda\lambda\mu} R &= \frac{3}{8} (4\pi^2)^2 (3A - B) \partial_\mu \Delta_R^2 \\
\partial_\lambda I_{\mu\lambda\nu} R &= -(4\pi^2)^2 (3A - B) \left[ \frac{1}{24} \partial_\mu \partial_\nu \Delta_R^2 + \frac{2}{3} (4\pi^2) \delta_{\mu\nu} \Delta_R^3 \right] \\
\partial_\lambda I_{\lambda\mu\nu} R &= (4\pi^2)^2 (3A - B) \left[ \frac{1}{6} \partial_\mu \partial_\nu \Delta_R^2 + \frac{1}{3} (4\pi^2) \delta_{\mu\nu} \Delta_R^3 \right]
\end{align*}$$  \hspace{1cm} (A.7-9)

The value of $(3A - B)$ is easily obtained using (A.7), because this corresponds to integral (3.10) that was obtained previously, i.e.

$$\int d^4 u d^4 v \Delta_{xu} (\partial_\lambda \Delta_{xv}) (\partial_\mu \partial_\nu \Delta_{yu}) \Delta_{yv} \Delta_{uv} =$$

$$= \frac{1}{32 (4\pi^2)^3} \frac{1}{8} \ln^2 z^2 M^2 - \frac{7}{8} \ln z^2 M^2$$

$$= \frac{1}{32 (4\pi^2)^3} \frac{1}{8} \ln^2 z^2 M^2 + \frac{1}{8} \ln z^2 M^2$$

$$= \frac{16}{(4\pi^2)^3} I_{\rho\varepsilon\sigma} R$$  \hspace{1cm} (A.10)

which implies that

$$(3A - B) = \frac{3\pi^4}{8}$$  \hspace{1cm} (A.11)

With this result the evaluation of (3.12) and (3.14) are straightforward

$$\begin{align*}
\partial_\lambda^* H^R[1, \partial_\mu; \partial_\nu, \partial_\lambda, 1] &= \frac{1}{4} \delta_{\mu\nu} (\delta_{\partial_\mu I^1}) R - \frac{1}{256 \pi^2} \partial_\mu \partial_\nu \Delta_R^2 - \frac{16}{(4\pi^2)^5} \partial_\lambda I_{\mu\lambda\nu} R \\
&= \frac{1}{32 (4\pi^2)^3} \left[ \partial_\mu \partial_\nu \square \frac{1}{8} \ln^2 z^2 M^2 + \frac{1}{8} \ln z^2 M^2 \right] \left[ \partial_\mu \partial_\nu \square - \frac{1}{7} \ln z^2 M^2 \right] + \ldots
\end{align*}$$  \hspace{1cm} (A.12)

$$\begin{align*}
\partial_\lambda^* H^R[1, \partial_\lambda; \partial_\mu, \partial_\nu, 1] &= \frac{1}{4} \delta_{\mu\nu} \partial_\lambda (\delta_{\partial_\lambda I^1}) R - \frac{\delta_{\mu\nu}}{256 \pi^2} \square \Delta_R^2 - \frac{16}{(4\pi^2)^5} \partial_\lambda I_{\mu\lambda\nu} R \\
&= \frac{1}{32 (4\pi^2)^3} \left[ \partial_\mu \partial_\nu \square - \frac{1}{8} \ln^2 z^2 M^2 + \frac{1}{8} \ln z^2 M^2 \right] \left[ \partial_\mu \partial_\nu \square - \frac{1}{7} \ln z^2 M^2 \right] + \ldots
\end{align*}$$  \hspace{1cm} (A.13)
\[ \partial^2_x H[1, \partial_\lambda ; 1, \partial_\mu \partial_\nu] \]

Using integral relation D.1

\[ \partial^2_x H[1, \partial_\lambda ; 1, \partial_\mu \partial_\nu] = \partial^2_x H[1, \partial_\lambda ; 1, \partial_\mu \partial_\nu, 1] - \partial_\mu \partial_\nu \partial^2_x H[1, \partial_\lambda ; 1, \partial_\nu] - \partial_\nu \partial_\lambda \partial^2_x H[1, \partial_\mu ; 1, 1] = \]

\[ \frac{1}{32(4\pi)^3} \left[ \partial_\mu \partial_\nu \left( \frac{\frac{1}{3} \ln z^2 M^2}{z^2} + \delta_{\mu\nu} \ln z^2 M^2 \right) \right] + \ldots \]

(A.14)

\[ H[1, \partial_\mu ; 1, \partial_\nu] \]

Considering (3.12) and applying (D.1)

\[ \partial^2_x H[1, \partial_\lambda ; 1, \partial_\mu \partial_\lambda, 1] = \frac{1}{2} \Box H[1, \partial_\mu ; 1, \partial_\nu] + \frac{1}{2} \partial^\mu \partial^\lambda H[1, 1 ; 1, \partial_\nu \partial_\lambda] + \]

\[ + \frac{1}{2} \partial^\nu \partial^\lambda H[1, \partial_\mu ; 1, \partial_\lambda] + \frac{1}{2} \partial^\mu \Box H[1, \partial_\mu ; 1, 1] \]

(A.15)

Remembering previous results

\[ \partial_\mu \partial_\nu \partial^\gamma H[1, \partial_\lambda ; 1, \partial_\nu, 1] = \frac{1}{2} \Box H^R[1, \partial_\mu ; 1, \partial_\nu] + \frac{1}{32(4\pi)^3} \partial_\mu \partial_\nu \left( \frac{\frac{1}{3} \ln z^2 M^2}{z^2} + \frac{3}{4} \ln z^2 M^2 \right) \]

(A.16)

So that

\[ \Box H^R[1, \partial_\mu ; 1, \partial_\nu] = \frac{1}{32(4\pi)^3} \delta_{\mu\nu} \ln z^2 M^2 + \ldots \]

(A.17)

\[ H[1, 1 ; \partial_\mu \partial_\nu, 1] \]

Using (3.14), (3.15) and the identity

\[ \Box H[1, 1 ; \partial_\mu \partial_\nu, 1] = \partial^2_x H[1, \partial_\lambda ; \partial_\mu \partial_\lambda, 1] + \partial^2_x H[\partial_\lambda, 1 ; \partial_\mu \partial_\nu, 1] \]

(A.18)

we can easily arrive to

\[ \Box H^R[1, 1 ; \partial_\mu \partial_\nu, 1] = \frac{1}{32(4\pi)^3} \delta_{\mu\nu} \ln z^2 M^2 + \ldots \]

(A.19)

\[ \partial^2_x H[1, 1 ; \partial_\lambda \partial_\nu, \partial_\mu] \]

Using (D.3) and (3.16)

\[ \partial^2_x H[1, 1 ; \partial_\lambda \partial_\nu, \partial_\mu] = \frac{1}{2} \Box H[1, 1 ; \partial_\mu \partial_\nu, 1] - \frac{1}{4} \partial_\mu \partial_\nu \partial^\lambda H[1, 1 ; \partial_\lambda, 1] - \frac{1}{4} \partial^\mu \Box H[1, 1 ; \partial_\mu, 1] = \]

\[ \frac{1}{32(4\pi)^3} \delta_{\mu\nu} \ln z^2 M^2 + \ldots \]

(A.20)
• \( \partial^\nu_\lambda H[1, 1; \partial_\mu \partial_\nu, \partial_\lambda] \)

With (D.3) and (3.9)

\[
\partial^\nu_\lambda H[1, 1; \partial_\mu \partial_\nu, \partial_\lambda] = \frac{1}{4} \partial^\nu_\lambda \Box H[1, 1; \partial_\mu, 1] + \frac{1}{4} \partial^\nu_\lambda \partial^\mu_\nu \partial^\mu_\nu H[1, 1; \partial_\lambda, 1] + \frac{1}{2} \partial^\nu_\lambda \partial^\mu_\nu H[1, 1; \partial_\lambda \partial_\mu, 1] \\
\rightarrow \frac{1}{32(4\pi^2)^3} \partial_\mu \partial_\nu \Box \left[ \frac{1}{8} \ln^2 z^2 M^2 + \frac{1}{8} \ln z^2 M^2 \right] + \ldots \tag{A.21}
\]

• \( H[1, \partial_\mu \partial_\lambda; \partial_\nu \partial_\lambda, 1] \)

In this case the CDR decomposition into trace part, traceless part and fixed local term (2.7) will be used again, as in (3.12) and (3.14)

\[
H[1, \partial_\mu \partial_\lambda; \partial_\nu \partial_\lambda, 1] = \frac{1}{4} (\Delta \partial_\mu \partial_\nu I^1) \Box R - \frac{1}{4} [\Delta (\partial_\mu \partial_\nu - \frac{1}{4} \delta_{\mu\nu} \Box) I^1] \Box R - \frac{1}{128\pi^2} (\Delta \partial_\mu \partial_\nu \Delta) \Box R - \frac{1}{128\pi^2} [\Delta (\partial_\mu \partial_\nu - \frac{1}{4} \delta_{\mu\nu} \Box) \Delta] \Box R + \frac{64}{(4\pi^2)^5} I_{\mu\nu\lambda\chi} \Box R \tag{A.22}
\]

where \( I_{\mu\nu\lambda\chi} \) stands for the integral with the traceless parts. This was calculated in [2], and the result was found there to be

\[
\frac{64}{(4\pi^2)^5} I_{\mu\nu\lambda\chi} \Box R = \frac{5}{96(4\pi^2)} \partial_\mu \partial_\nu \Delta^2 R + \frac{13}{48} \delta_{\mu\nu} \Delta^3 R \tag{A.23}
\]

Adding up all the terms, it is easy to arrive to

\[
H^R[1, \partial_\mu \partial_\lambda; \partial_\nu \partial_\lambda, 1] = \frac{1}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu \Box \left[ \frac{1}{8} \ln^2 z^2 M^2 - \frac{5}{36} \ln z^2 M^2 \right] \right] + \delta_{\mu\nu} \Box \left[ -\frac{1}{24} \ln^2 z^2 M^2 - \frac{11}{12} \ln z^2 M^2 \right] + \ldots \tag{A.24}
\]

• \( H[1, \partial_\mu \partial_\lambda; 1, \partial_\lambda \partial_\nu] \)

In this case, applying (D.1), (3.9), (3.10), (3.12) and (3.19) we get

\[
H[1, \partial_\mu \partial_\lambda; 1, \partial_\lambda \partial_\nu] = H[1, \partial_\mu \partial_\lambda; \partial_\nu \partial_\lambda, 1] - \partial_\lambda \Box H[1, \partial_\mu \partial_\lambda; 1, \partial_\nu] - \partial_\nu \Box H[1, \partial_\mu \partial_\lambda; 1, \partial_\lambda] - \partial_\mu \Box H[1, \partial_\mu \partial_\lambda; 1, 1] \\
\rightarrow \frac{1}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu \Box \left[ \frac{1}{8} \ln^2 z^2 M^2 + \frac{49}{36} \ln z^2 M^2 \right] \right] + \delta_{\mu\nu} \Box \left[ -\frac{1}{24} \ln^2 z^2 M^2 - \frac{11}{12} \ln z^2 M^2 \right] + \ldots \tag{A.25}
\]
B Expansion of $\Pi_{\mu\nu}^{(2\ b)}$

The complete expanded expression of the two loop diagram b of QED is

$$\Pi_{\mu\nu}^{(2\ b)} = e^4 \left[ -8\delta_{\mu\nu} \Box H[1, \partial_\lambda ; \partial_\lambda, 1] + 16\partial_\mu^2 \partial_\mu^2 H[1, \partial_\nu ; \Box, 1] - 16\partial_\mu H[1, \partial_\lambda ; \partial_\lambda \partial_\lambda, 1] + 16\partial_\mu^2 H[1, \partial_\lambda ; \partial_\lambda \partial_\nu, 1] - 16\partial_\mu H[1, \partial_\nu ; \partial_\lambda \partial_\lambda, 1] + 16\partial_\mu^2 H[1, \partial_\lambda \partial_\nu, 1] - 16\partial_\mu H[1, \partial_\nu ; \partial_\lambda, 1] + 16\delta_{\mu\nu} \partial_\mu^2 H[1, \partial_\lambda, 1] + 16\partial_\mu^2 H[1, \partial_\lambda \partial_\nu, 1] - 16\partial_\mu H[1, \partial_\nu ; \partial_\lambda, 1] - 16\partial_\mu^2 H[1, \partial_\lambda \partial_\nu, 1] + 8\delta_{\mu\nu} \partial_\mu^2 H[1, \partial_\lambda, 1] + 16\partial_\mu^2 H[1, \partial_\lambda \partial_\nu, 1] + 16\partial_\mu H[1, \partial_\nu ; \partial_\lambda, 1] - 16\partial_\mu^2 H[1, \partial_\lambda \partial_\nu, 1] + + 8\delta_{\mu\nu} H[1, \partial_\nu; \partial_\lambda, 1] + 32 H[1, \partial_\mu \partial_\lambda ; \partial_\nu \partial_\lambda, 1] - 16 H[1, \partial_\mu \partial_\nu; \Box, 1] \right] \quad (B.1)$$

C Two loop diagrams of Yang-Mills theory

We remind that in these diagrams $D_\mu$ denotes a derivative acting over one of the external fields, and again ... stand for the two loop finite contributions that we are not taking into account.

C.1 Diagram (b)

C.1.1 Definitions

When obtaining this diagram some quantities are defined in order to simplify the expressions (as we defined $I^1$). They are

$$I^0(x - y) = \int d^4u d^4v \Delta_{xu} \Delta_{yu} \Delta_{uv}^2 \quad (C.1)$$

$$I^0_\mu(x - y) = \int d^4u d^4v \Delta_{xu} \Delta_{yu} (\Delta_{uv} \partial_\mu^2 \Delta_{uv}) \quad (C.2)$$

$$I^0_{\mu\nu}(x - y) = \int d^4u d^4v \Delta_{xu} \Delta_{yu} (\Delta_{uv} \partial_\mu^2 \partial_\nu^2 \Delta_{uv}) \quad (C.3)$$

We will detail the renormalization of the terms formed with these integrals that appear in diagram (b): $\Box I^0$, $\Box \partial_\mu \partial_\nu I^0$ and $\Box \partial_\mu^2 I^0$.

- $I^0$ has UV and IR divergences. This expression was studied in [4] and evaluated as

$$I^0_R = \frac{1}{32(4\pi^2)^2} \left[ \ln x^2 M^2 R + 2 \ln x^2 M^2 R (1 - \ln x^2 M^2) + b_{IR} \right] \quad (C.4)$$

It is clear also that $\Box I^0 = -I^1$, and it is not difficult to prove that

$$(\Delta \partial_\mu \partial_\nu I^0)_R = \frac{1}{32(4\pi^2)^2} \left[ \partial_\mu \partial_\nu \ln \frac{x^2 M^2}{x^2} + \delta_{\mu\nu} \Box \frac{\ln x^2 M^2}{x^2} + \frac{1}{4} \ln x^2 M^2 + \frac{1}{4} \ln x^2 M^2 \right] + \ldots \quad (C.5)$$

- The renormalization of $I^0_\mu$ is straightforward, once we recall that CDR imposes $I^0_\mu R = \frac{1}{2} \partial^2 x \frac{I^0_\mu}{R}$

- With $I^0_{\mu\nu}$, applying CDR to the subdivergency we find

$$I^0_{\mu\nu} = \frac{1}{3} \int d^4u d^4v \Delta_{xu} \Delta_{yu} (\partial_\mu \partial_\nu - \frac{1}{4} \delta_{\mu\nu} \Box) \Delta_{uv}^2 + \frac{1}{288\pi^2} \int d^4u d^4v \Delta_{xu} \Delta_{yu} (\partial_\mu \partial_\nu - \delta_{\mu\nu} \Box) \delta(u - v)$$

$$= \frac{1}{3} \partial_\mu \partial_\nu I^0_R - \frac{1}{12} \delta_{\mu\nu} \Box I^0_R + \frac{1}{72(4\pi^2)} \partial_\mu \partial_\nu \int d^4u \Delta_{xu} \Delta_{yu} + \frac{\delta_{\mu\nu}}{72(4\pi^2)} \Delta$$
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or, which is the same
\[ (\Delta I^0_{\mu\nu})_R = \frac{1}{32(4\pi^2)^3} \left[ \partial_{\mu} \partial_{\nu} \frac{1}{3} \ln x^2 M^2 \frac{1}{x^2} + \frac{-1}{6} \ln x^2 M^2 \right] + \ldots \] (C.6)

### C.1.2 Evaluation of diagram (b)

This diagram is of the form
\[ < B^a_{\mu}(x) B^b_{\nu}(y) >_b = g^2 f^{ace} f^{bed} \int d^4 u d^4 v \Delta_{xu} \left[ -2\delta_{\mu\lambda} D^\lambda_x + \delta_{\lambda\rho} (\partial_x^\lambda - \partial_x^\rho) + 2\delta_{\mu\nu} D^\nu_x \right] \times \]
\[ \times \Delta^a_{\rho\sigma}(u-v) \Delta_{xy} \left[ -2\delta_{\nu\sigma} D^\sigma_y + \delta_{\sigma\lambda} (\partial_y^\sigma - \partial_y^\lambda) + 2\delta_{\nu\lambda} D^\lambda_y \right] \Delta_{xy} \] (C.7)

Where \( \Delta_{\mu\nu} \) is the one loop correction of the quantum gauge field propagator, which we have found to have the following non renormalized expression
\[ \Delta^{ab}_{\mu\nu} = g^2 C^2 A \delta^{ab} [\partial_{\mu} \partial_{\nu} \Delta^2 - \delta_{\mu\nu} \partial^2 \Delta^2 + 4\partial_{\mu} (\Delta \partial_{\nu} \Delta) - 2\delta_{\mu\nu} \partial^2 (\Delta \partial^2 \Delta) - 4\Delta \partial_{\mu} \partial_{\nu} \Delta - \delta_{\mu\nu} \Delta (\partial^2 \Delta)] \] (C.8)

It has to be noted that, in contrast with dimensional regularization, the renormalized one loop expression cannot be used here. The reason is that the indices of the one loop insertion will be contracted in a future step, and one of the rules of CDR is to make first all the index contractions before performing the renormalization. So that, we are only allowed to insert the bare one loop propagator. Then, the diagram can be put as
\[ < B^a_{\mu}(x) B^b_{\nu}(y) >_b = -g^2 C A \delta^{ab} \int d^4 u d^4 v \]
\[ \Delta_{xu} \Delta_{\mu\nu}(u-v) \Delta_{xy} \Delta_{xy} \left[ -4\partial^a_{\mu} \partial^a_{\nu} (\Delta_{xu} \partial_{\mu} \Delta_{\nu} \Delta_{xy}) \right. \]
\[ + 4\delta_{\mu\nu} \partial^a_{\mu} \partial^a_{\nu} (\Delta_{xu} \partial_{\mu} \Delta_{xy} \Delta_{xy}) \]
\[ \left. + \Delta_{xu} (\partial^a_{\mu} - \partial^a_{\nu}) \Delta_{xy} \Delta_{\nu\sigma} (u-v) \Delta_{xy} (\partial^a_{\sigma} - \partial^a_{\nu}) \right] \Delta_{xy} \]
\[ + 4 \Delta_{xu} \Delta_{\mu\nu}(u-v) \Delta_{xy} \Delta_{xy} \right] \Delta_{xy} \Delta_{xy} \]
\[ -4\partial^a_{\mu} \partial^a_{\nu} (\Delta_{xu} \partial_{\mu} \Delta_{xy} \Delta_{xy}) \]

Straightforwardly we write this expression in terms of the previously defined integrals as
\[ < B^a_{\mu}(x) B^b_{\nu}(0) >_b R = g^4 C^2 A \delta^{ab} \left[ -24 \partial_{\mu} \partial_{\nu} (\Delta \partial_{\mu} \partial_{\nu} I^0) + 11 \partial_{\mu} \partial_{\nu} (\Delta \partial^2 I^0) + 32 \partial_{\mu} \partial_{\nu} (\Delta I^0) \right] + \\
+ 12 \delta_{\mu\nu} \partial_{\rho} (\Delta \partial_{\rho} \partial_{\sigma} I^0) - 16 \delta_{\mu\nu} \partial_{\rho} (\Delta I^0) - 16 \delta_{\mu\nu} \partial_{\rho} (\Delta I^0) + \\
+ 20 \partial_{\mu} (\Delta \partial_{\sigma} I^0) - 20 \partial_{\mu} \partial_{\nu} (\Delta I^0) + 12 \Delta \partial_{\mu} \partial_{\nu} I^0 - 16 \Delta (\Delta I^0) \right]_R \]

And with the renormalized forms of \( I^0 \) and \( I^0_{\mu\nu} \) is easy to arrive to the final renormalized expression
\[ < B^a_{\mu}(x) B^b_{\nu}(0) >_b R = \frac{g^4 C^2 A \delta^{ab}}{32(4\pi^2)^3} \left[ \partial_{\mu} \partial_{\nu} \Delta \frac{25}{3} \ln x^2 M^2 - \frac{86}{9} \ln x^2 M^2 \right] + \ldots \] (C.9)
C.2 Diagram (c)

The expression for this diagram is

\[
\langle B_\mu^a(x)B_\nu^b(0) \rangle_{c R} = -g^4 f^{acx} f^{xed} f^{bye} f^{pee} \delta_{\mu\nu} \Delta^3 = -\frac{1}{2} g^4 C_A^2 \delta^{ab} \delta_{\mu\nu} \Delta^3
\]

\[
= \frac{g^4 C_A^2 \delta^{ab}}{32(4\pi)^3} \delta_{\mu\nu} \nablax \frac{1}{2} \ln x^2 M^2 + \ldots
\]

(C.10)

C.3 Diagram (d)

This diagram is similar to the previous one, and its result is

\[
\langle B_\mu^a(x)B_\nu^b(0) \rangle_{d R} = \frac{9}{2} g^4 C_A^2 \delta^{ab} \delta_{\mu\nu} \Delta^3
\]

\[
= \frac{g^4 C_A^2 \delta^{ab}}{32(4\pi)^3} \delta_{\mu\nu} \nablax \frac{9}{2} \ln x^2 M^2 + \ldots
\]

(C.11)

C.4 Diagram (e)

The bare expression for this diagram is

\[
\langle B_\mu^a(x)B_\nu^b(0) \rangle_e = -\frac{1}{4} g^4 f^{acx} f^{xd} f^{y} f^{e} f^{pe} \int d^4 u \Delta_{xu} \left[ -2\delta_{\mu\sigma} D^x + \delta_{\rho\sigma} (\partial^\rho - \partial^x) + 2\delta_{\mu\nu} D_x \right] \times
\]

\[
\times \Delta_{xy} \left[ f^{ccx} f^{xg} (\delta_{\rho\sigma} \delta_{\epsilon\lambda} - \delta_{\rho\sigma} \delta_{\epsilon\lambda}) + f^{c} f^{g} f^{e} (\delta_{\rho\sigma} \delta_{\epsilon\lambda} - \delta_{\rho\sigma} \delta_{\epsilon\lambda}) +
\right]
\]

\[
+ f^{c} f^{x} f^{g} (\delta_{\rho\sigma} \delta_{\epsilon\lambda} - \delta_{\rho\sigma} \delta_{\epsilon\lambda}) \Delta_{yu} \left[ -2\delta_{\nu\epsilon} D^y + \delta_{\lambda\epsilon} (\partial^\nu - \partial^y) +
\right]
\]

\[
+ 2\delta_{\nu\epsilon} D^y \Delta_{yu} \right] \Delta_{yu} \int d^4 u \Delta_{xu}^2 \Delta_{yu}^2
\]

The renormalized expression of the integral is easily obtained as

\[
\int d^4 u \left( \frac{1}{(x-u)^4} \right)^2 u^4 \rightarrow -\frac{\pi^2}{4} \nablax \frac{\ln 2 x^2 M^2}{x^2}
\]

So that

\[
\langle B_\mu^a(x)B_\nu^b(0) \rangle_{e R} = \frac{3}{8(4\pi)^3} g^4 C_A^2 \delta^{ab} (\partial^\mu \partial^\nu - \delta_{\mu\nu} \nablax) \frac{\ln 2 x^2 M^2}{x^2} + \ldots
\]

(C.12)

C.5 Diagram (f)

This diagram is

\[
\langle B_\mu^a(x)B_\nu^b(y) \rangle_f = 2g^4 f^{acx} f^{xd} f^{e} f^{pe} f^{yf} \int d^4 u \Delta_{xu}^2 (\partial^\mu \Delta_{uy})(\partial^\nu - \partial^y) \Delta_{xy} +
\]

\[
+ 2g^4 f^{acx} f^{yf} f^{ed} f^{pe} f^{x} f^{f} \int d^4 u \Delta_{xu} (\partial^\mu - \partial^x) \Delta_{xy}(\partial^\nu \Delta_{yu}) \Delta_{yx}.
\]
Operating
\[
< B^a_\mu(x) B^b_\nu(0) >_{fR} = -g^4 C_A^2 \delta^{ab} \left[ -2 \partial_\mu (\Delta \partial_\nu I^1) + 4 \Delta \partial_\mu \partial_\nu I^1 \right]_R
= \frac{g^4 C_A^2 \delta^{ab}}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu (\frac{\ln^2 x^2 M^2}{x^2} + \frac{\ln x^2 M^2}{x^2}) + \delta_{\mu\nu} \ln^2 x^2 M^2 - \frac{\ln x^2 M^2}{x^2} \right] + \ldots
\]  

(C.13)

C.6 Diagram (g)

\[
< B^a_\mu(x) B^b_\nu(y) >_g = -2g^4 f^{ace} f^{jdf} f^{bfe} \int d^4 u \, \delta_{\mu\sigma} \Delta_{xy}(\partial_{\lambda_x} \Delta_{\lambda y}) \Delta_{uy} \left[ -2 \delta_{\nu\lambda} D_x^y + \delta_{\lambda\sigma} \left( \partial_{\nu} - \partial_{\nu} \right) + 2 \delta_{\nu\lambda} D_y^\lambda \right] \Delta_{xy}
\]

It is easy to arrive to

\[
< B^a_\mu(x) B^b_\nu(0) >_{gR} = \frac{g^4 C_A^2 \delta^{ab}}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu (\frac{\ln^2 x^2 M^2}{x^2} + \frac{\ln x^2 M^2}{x^2}) + \delta_{\mu\nu} \ln^2 x^2 M^2 - \frac{\ln x^2 M^2}{x^2} \right] + \ldots
\]  

(C.14)

C.7 Diagram (h)

\[
< B^a_\mu(x) B^b_\nu(y) >_h = -g^4 \int d^4 u \, \Delta^{(c)}_{\mu\nu} \left[ f^{ace} f^{jdf} (\delta_{\mu\sigma} \delta_{\rho\epsilon} - \delta_{\mu\epsilon} \delta_{\rho\sigma}) + f^{ade} f^{jfe} \times \delta_{\mu\sigma} \delta_{\rho\epsilon} - \delta_{\mu\epsilon} \delta_{\rho\sigma} \right] \times \Delta^{(d)}_{xy} \Delta_{au} \left[ \delta_{\lambda\sigma} (\partial_{\rho} - \partial_{\rho}) + \delta_{\lambda\rho} (\partial_{\nu} - \partial_{\nu}) + \delta_{\nu\rho} (\partial_{\lambda} - \partial_{\lambda}) \right] \times \Delta^{(e)}_{uy} \Delta_{jfe} \left[ -2 \delta_{\nu\lambda} D_x^y + \delta_{\lambda\sigma} (\partial_{\nu} - \partial_{\nu}) + 2 \delta_{\nu\lambda} D_y^\lambda \right] \Delta_{xy}
\]

In this expression we use the convention of \( \Delta^{(i)} \, \delta_{\mu} \, \Delta^{(j)} \, \delta_{\mu} \) = \( \delta_{\mu} \Delta^{(i)} \, \Delta^{(j)} \). Evaluating all the index contractions

\[
< B^a_\mu(x) B^b_\nu(0) >_{hR} = \frac{g^4 C_A^2 \delta^{ab}}{32(4\pi^2)^3} \left[ \partial_\mu \partial_\nu (\frac{\ln^2 x^2 M^2}{x^2} + \frac{\ln x^2 M^2}{x^2}) + \delta_{\mu\nu} \ln^2 x^2 M^2 - \frac{\ln x^2 M^2}{x^2} \right] + \ldots
\]  

(C.15)
C.8 Diagram (i)

This diagram and the next one have overlapping divergences as discussed with diagram (k). We will proceed as in that diagram, making use of the overlapping integrals listed in section 3.2.

The bare expression for this diagram is

\[
< B^a_\mu(x)B^b_\nu(y) > = \frac{-g^A f^{abc} f^{gde} f^{fgh}}{32(4\pi^2)^3} \int d^4u d^4v \Delta_{xu} (\partial^x_\mu - \partial^x_\nu)(\partial^x_\lambda \Delta_{uy}) \times \\
\times (\partial^y_\mu - \partial^y_\nu)(\partial^y_\mu \Delta_{ux})\Delta_{uv}
\]  

(C.16)

and operating this becomes

\[
< B^a_\mu(x)B^b_\nu(y) > = \frac{-1}{2g^A C^2} \delta^{ab} \left[ \partial^x_\mu \partial^x_\nu H[1, \partial_\lambda; \partial_\mu, \partial, 1] - 2\partial^x_\mu H[1, \partial_\lambda; \partial_\nu, \partial, 1] - \partial^x_\nu H[1, \partial_\mu, \partial_\lambda; \partial_\nu, 1] + 4H[1, \partial_\mu, \partial_\lambda; \partial_\nu, 1] \right] 
\]  

(C.17)

Finally, with (3.7), (3.10), and (3.20) the renormalized expression is

\[
< B^a_\mu(x)B^b_\nu(0) > = \frac{g^A C^2 \delta^{ab}}{32(4\pi^2)^3} \left[ \partial^x_\mu \partial^x_\nu \frac{1}{12} \ln \frac{x^2 M^2}{x^2} - \frac{1}{16\pi^2} \ln x^2 M^2 \right] + \ldots
\]  

(C.18)

C.9 Diagram (j)

This diagram is of the following form

\[
< B^a_\mu(x)B^b_\nu(y) > = \frac{g^A f^{abc} f^{gde} f^{fgh}}{32(4\pi^2)^3} \int d^4u d^4v \Delta_{xu} \left[ -2\delta^a_\mu \delta^b_\nu + \partial^x_\mu \Delta_{uy}(\partial^y_\mu - \partial^y_\nu)(\partial^y_\mu \Delta_{uv}) \Delta_{ux} \right]
\]  

(C.19)

Evaluating the index contractions this becomes

\[
< B^a_\mu(x)B^b_\nu(y) > = -g^A C^2 \delta^{ab} \left[ -4\partial^x_\mu \partial^x_\nu H[1, \partial_\lambda; 1, 1] - 4\partial^\lambda_\mu \partial^\lambda_\nu H[1, \partial_\lambda; 1, 1] - 4\partial^\lambda_\mu \partial^\lambda_\nu H[1, \partial_\nu; 1, 1] - 4\partial^\lambda_\nu \partial^\lambda_\nu H[1, \partial_\mu; 1, 1] - 4\partial^\lambda_\nu \partial^\lambda_\nu H[1, \partial_\nu; 1, 1] - 4H[1, \partial_\lambda; 1, 1] - 4\Delta_{xu} H[1, 1; 1, 1] + 4\Delta_{xu} H[1, 1; 1, 1] + 4\Delta_{xu} H[1, 1; 1, 1] + 4\Delta_{xu} H[1, 1; 1, 1] - 2\partial^\lambda_\mu H[1, \partial_\nu; 1, 1] - 2\partial^\lambda_\nu H[1, 1; 1, \partial_\nu] - 2\partial^\lambda_\nu H[1, \partial_\nu; 1, 1] - 2\partial^\lambda_\nu H[1, \partial_\nu; 1, 1] \right]
\]  

(C.20)

Proceeding in the same way as in diagram (k) we find the renormalized expression to be

\[
< B^a_\mu(x)B^b_\nu(y) > = \frac{g^A C^2 \delta^{ab}}{32(4\pi^2)^3} \left[ \partial^x_\mu \partial^x_\nu \frac{1}{12} \ln \frac{x^2 M^2}{x^2} - \frac{1}{16\pi^2} \ln x^2 M^2 \right] + \ldots
\]  

(C.21)
D  Integral relations

To deal with overlapping divergences, the following exact integral relations are very useful

\[
\int d^4u d^4v \Delta_{xu}(\partial^\mu_{x} \Delta_{xv})(\partial^\nu_{y} \Delta_{yu}) \Delta_{yu} \Delta_{uv} = \\
\partial^\lambda_{x} \int d^4u d^4v \Delta_{xu}(\partial^\mu_{x} \Delta_{xv}) \Delta_{yu}(\partial^\nu_{y} \Delta_{yu}) \Delta_{uv} + \\
\int d^4u d^4v \Delta_{xu}(\partial^\mu_{x} \Delta_{xv}) \Delta_{yu}(\partial^\nu_{y} \partial^\lambda_{x} \Delta_{yu}) \Delta_{uv} + \\
\partial^\nu_{y} \int d^4u d^4v \Delta_{xu}(\partial^\mu_{x} \Delta_{xv}) \Delta_{yu}(\partial^\nu_{y} \Delta_{yu}) \Delta_{uv} + \\
\partial^\nu_{y} \partial^\lambda_{x} \int d^4u d^4v \Delta_{xu}(\partial^\mu_{x} \Delta_{xv}) \Delta_{yu} \Delta_{yu} \Delta_{uv} 
\]

(D.1)

\[
\partial^\nu_{y} \int d^4u d^4v \Delta_{xu} \Delta_{xv}(\partial^\mu_{x} \partial^\nu_{y} \Delta_{yu}) \Delta_{yu} \Delta_{uv} = \\
\frac{1}{2} \partial^\nu_{y} \int d^4u d^4v \Delta_{xu} \Delta_{xv}(\Box \Delta_{yu}) \Delta_{yu} \Delta_{uv} - \\
\int d^4u d^4v \Delta_{xu} \Delta_{xv}(\Box \Delta_{yu}) \Delta_{yu} \Delta_{uv} + \\
\frac{1}{2} \partial^\nu_{y} \partial^\lambda_{x} \int d^4u d^4v \Delta_{xu} \Delta_{xv}(\partial^\mu_{x} \partial^\nu_{y} \Delta_{yu}) \Delta_{yu} \Delta_{uv} 
\]

(D.2)

\[
\partial^\nu_{y} \int d^4u d^4v \Delta_{xu} \Delta_{xv}(\partial^\mu_{x} \partial^\nu_{y} \partial^\lambda_{x} \Delta_{yu}) \Delta_{yu} \Delta_{uv} = \\
\frac{1}{4} \partial^\nu_{y} \partial^\mu_{x} \partial^\lambda_{x} \int d^4u d^4v \Delta_{xu} \Delta_{xv}(\partial^\mu_{x} \partial^\nu_{y} \partial^\lambda_{x} \Delta_{yu}) \Delta_{yu} \Delta_{uv} + \\
\frac{1}{4} \partial^\nu_{y} \Box \int d^4u d^4v \Delta_{xu} \Delta_{xv}(\partial^\mu_{x} \partial^\nu_{y} \partial^\lambda_{x} \Delta_{yu}) \Delta_{yu} \Delta_{uv} - \\
-\frac{1}{2} \Box \int d^4u d^4v \Delta_{xu} \Delta_{xv}(\partial^\mu_{x} \partial^\nu_{y} \partial^\lambda_{x} \Delta_{yu}) \Delta_{yu} \Delta_{uv} 
\]

(D.3)

To prove these relations, we have only to perform the derivatives and expand the different terms.
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