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Abstract—This paper revisits the fundamental mathematics of Taylor series to approximate curves with function representation and arc-length-based parametric representation. Parametric representation is shown to preserve its form in coordinate transformation and parameter shifting. These preservations can significantly facilitate lane estimation in vehicle control since lanes perceived by cameras are typically represented in vehicle body-fixed frames which are translating and rotating. Then we derived the transformation from function representation to arc-length-based parametric representation and its inverse. We applied the transformation to lane estimation in vehicle control problem, and derived the evolution of coefficients for parametric representation that can be used for prediction. We come up with a procedure to simulate the whole process with perception, lane estimation and control for the path-following problem. Simulations are performed to demonstrate the efficacy of the proposed lane estimation algorithm using parametric representation. The results indicate that the proposed technique ensures that vehicle control can achieve reasonably good performance at very low perception updating rate.
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I. INTRODUCTION

Last decade witnessed an increased effort in the deployment of automated vehicle (AV) technology because it can enhance passenger safety, improve travel mobility, reduce fuel consumption, and maximize traffic throughput [1]–[3]. Early deployment dates back to research projects, such as DARPA challenges [4], PATH program [5], Grand Cooperative Driving Challenges [6]. Meanwhile, the automotive industry made achievements in equipping production vehicles with advanced driver assistant systems (ADAS) technology. Currently attention is attracted to AVs with higher levels of autonomy [7].

The ultimate objective is to navigate and guide AVs to destinations following driving conventions and rules. The key components include perception, estimation, planning and control. Perception algorithms collect and process raw sensor (camera, radar, lidar, etc.) data, and convert them to human-readable physical data. Estimation algorithms [8]–[10] typically apply sensor fusion technique to obtain clean and sound vehicle state estimations based on sensor characteristics. Planning [11], [12] can be further divided into mission planning (or route planning), behavior planning (or decision making), and motion planning: i) mission planning algorithms select routes to destinations through given road networks based on requirements; ii) behavior planning generates appropriate driving behaviors in real-time according to driving conventions and rules, to guide the interaction with other road-users and infrastructures; iii) motion planning translates the generated behavior primitives into a trajectory based on vehicle states. Control algorithms utilize techniques from control theory [13]–[17] that enable vehicles to follow aforementioned trajectories in longitudinal and lateral directions.

Vehicle control performance highly depends on perception and estimation outcomes, among which lane perception and lane estimation [18], [19] are crucial. In longitudinal control, estimated lanes are needed to identify preceding in-path vehicles, and obtain maximum allowable speed based on road curvature at a preview distance. In lateral control, estimated lanes serve as desired paths for controllers to follow. In practice, lanes are typically perceived by cameras in real-time when high-resolution GPS or high-definition map are not installed. Perception algorithms detect lanes using techniques from computer vision or machine learning and then characterize them as polynomial functions [20]–[23] in vehicle body-fixed frame. However, representing lanes as polynomial functions brings great inconvenience to practical estimation and control algorithms. On the one hand, estimation algorithms usually predict polynomial coefficients based on a nominal model, among which Kalman filter [24]–[27] is the most famous. However, it is infeasible to mathematically derive such a model that characterizes the evolution of coefficients for polynomial functions. This is because: i) vehicle body-fixed frame is translating and rotating as the vehicle moves, and ii) polynomial function representation does not preserve the form in coordinate transformation. On the other hand, iterative methods need to be applied when control algorithms extract attributes (curvature, heading, etc.) from polynomial function representation of lanes at a preview distance.

This paper attempts to resolve this problem by characterizing lanes with arc-length-based parametric representation. To ensure compatibility with current platforms, we still assume that perception algorithms provide polynomial function representation of lanes in vehicle body-fixed frame. The major contributions are as follows. Firstly, we mathematically derived a transformation and its inverse that reveal the relationship between polynomial function representation and arc-length-based parametric representation. Secondly, it is shown that such parametric representation preserves the form in coordinate transformation. Therefore, we are able to derive a mathematical model to characterize the evolution of
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coefficients that can be used for prediction during locomotion. Moreover, to simulate the whole process of lane perception, lane estimation and control, we set up a novel simulation framework that includes: i) usage of curvature as a function of arc length to represent lanes based on differential geometry, ii) derivation of coefficients for polynomial function representation to simulate perception in vehicle body-fixed frame, and iii) transformation from absolute dynamics in earth-fixed frame to relative dynamics observable in camera-based control.

This paper is organized follows. In Section II, we start with preliminaries on coordinate transformation, vectorization operator and fundamental theory on curves. In Section III we provide theoretical results on curve representations, and derive transformations between polynomial function representation and arc-length-based parametric representation. Section IV investigates camera-based vehicle control problem, and applies theoretical results in Section III to obtain an intrinsic linear model for lane estimation. Also, the dynamics describing absolute position and orientation in earth-fixed frame are transformed into those describing relative position and orientation observed in the camera field-of-view (FOV). A controller is introduced from [28] to demonstrate that prediction based on the proposed lane estimation approach is adequate for observable in the camera field-of-view (FOV). A controller is introduced from [28] to demonstrate that prediction based on the proposed lane estimation approach is adequate for

**II. PRELIMINARIES**

In this section, preliminaries are provided. In Section II-A we provide the coordinate transformation applied extensively in later chapters. In Section II-B, the definition and theorem on vector operator of matrices are introduced. In Section II-C polynomial function representation and arc-length-based parametric representation are discussed to approximate curves based on Taylor series.

### A. Coordinate Transformation

Given two coordinate systems (O-xyz and Q-τηz) as shown in Fig. 1, where the Q-τηz frame is obtained by translating the O-xyz frame with vector \( \mathbf{r}_{OQ} \), and then rotating with angle \( \psi \), we recall the following theorem.

**Theorem 1 (Change of Coordinates):** Suppose the coordinates of \( Q \) expressed in \( O-xyz \) frame are

\[
\mathbf{d} = \begin{bmatrix} x_Q \\ y_Q \end{bmatrix}^T ,
\]

and the coordinates of an arbitrary point \( P \) are

\[
\mathbf{r} = \begin{bmatrix} x_P \\ y_P \end{bmatrix}^T ,
\]

\[
\mathbf{r} = \begin{bmatrix} x_P \\ y_P \end{bmatrix}^T ,
\]

expressed in the \( O-xyz \) and \( Q-\tau\eta z \) frame, respectively, then one can change coordinates from \( Q-\tau\eta z \) frame to \( O-xyz \) frame by

\[
\mathbf{r} = \mathbf{R} \hat{\mathbf{r}} + \mathbf{d} ,
\]

where

\[
\mathbf{R} = \begin{bmatrix} \cos \psi & -\sin \psi \\ \sin \psi & \cos \psi \end{bmatrix}
\]

is the rotation matrix.

### B. Vectorization of Matrices

Vectorization of a matrix represents the operation that cuts the matrix into columns and stacks them sequentially as a column vector. One can refer to [29] for more details. Here we recall the following definition and theorem.

**Definition 1:** Let \( h_i \in \mathbb{R}^n \) denote the \( i \)-th column of matrix \( \mathbf{H} \in \mathbb{R}^{n \times m} \), i.e., \( \mathbf{H} = [h_1 \ h_2 \ \ldots \ h_m] \). The vector operator is defined as

\[
\text{vec}(\mathbf{H}) = \begin{bmatrix} h_1^T \\ h_2^T \\ \vdots \\ h_m^T \end{bmatrix}^T \in \mathbb{R}^{mn} .
\]

**Theorem 2:** For any three matrices \( \mathbf{A} \), \( \mathbf{B} \) and \( \mathbf{C} \) where the matrix product \( \mathbf{ABC} \) is defined, we have

\[
\text{vec}(\mathbf{ABC}) = (\mathbf{C}^T \otimes \mathbf{A}) \text{vec}(\mathbf{B}) ,
\]

where \( \otimes \) denotes Kronecker product.

### C. Curves in 2-D Space

According to Taylor series, curves can be approximated with polynomials. In practice, lanes are typically represented as 2-D curves in vehicle body-fixed frame. Thus, in this part we discuss Taylor approximation for 2-D curves in \( xy \)-plane. The shorthand notation

\[
\frac{d^n y}{dx^n} = y(x) ,
\]

is introduced, which will be kept throughout this paper.

**Definition 2:** Given a curve \( C \) in \( xy \)-plane and a point \( P \) on the curve whose coordinates are \( (x_0, y(x_0)) \), its \( N \)-th order polynomial function representation about point \( P \) is its Taylor approximation at point \( P \) until the \( N \)-th order, i.e.,

\[
C' = \{ (x, y) | y(x;x_0) = \varphi_0 + \varphi_1 (x-x_0) + \cdots + \varphi_N (x-x_0)^N , x \in \mathbb{R} \} ,
\]

where the coefficients are

\[
\varphi_n = \frac{1}{n!} \left. \frac{d^n y}{dx^n} \right|_{x=x_0} ,
\]

for \( n = 0, 1, \ldots , N \).
Definition 3: Given a curve $C$ in $xy$-plane and a point $P$ on the curve, the $N$-th order parametric representation using arc length

$$s = \int_{x_0}^{x} \sqrt{1 + \left(\frac{dy}{dx}\right)^2} \, dx,$$

about point $P$ is its Taylor approximation with respect to arc length parameter $s$ at point $P$ until the $N$-th order, i.e.,

$$C' = \{(x, y) \mid x(s; s_0) = \varphi_0 + \varphi_1 (s - s_0) + \cdots + \varphi_N (s - s_0)^N, y(s; s_0) = \psi_0 + \psi_1 (s - s_0) + \cdots + \psi_N (s - s_0)^N, s \in \mathbb{R}\}$$

where $s_0$ is the corresponding arc length of point $P$, and the coefficients are

$$\varphi_n = \frac{1}{n!} \left. \frac{d^n x}{ds^n} \right|_{s = s_0}, \quad \psi_n = \frac{1}{n!} \left. \frac{d^n y}{ds^n} \right|_{s = s_0},$$

for $n = 0, 1, \ldots, N$.

We remark that in the remainder of the paper polynomial function representation [8] and arc-length-based parametric representation [11] will be referred to as function representation and parametric representation, respectively. To simplify the notation, we rewrite [8] into the matrix form, that is,

$$C' = \{ (x, y) \mid y(x; x_0) = \varphi(x_0) \mathbf{p}_N(x - x_0), x \in \mathbb{R} \},$$

where

$$\varphi = \begin{bmatrix} \varphi_0 & \varphi_1 & \cdots & \varphi_N \end{bmatrix}, \quad \mathbf{p}_N(x) = \begin{bmatrix} 1 & x & \cdots & x^N \end{bmatrix}^T.$$

Similarly, the matrix form of (11) is

$$C' = \{ (x, y) \mid r(s; s_0) = \varphi(s_0) \mathbf{p}_N(s - s_0), s \in \mathbb{R} \},$$

where

$$r(s; s_0) = \begin{bmatrix} x(s; s_0) \\ y(s; s_0) \end{bmatrix}, \quad \varphi = \begin{bmatrix} \varphi_0 & \varphi_1 & \cdots & \varphi_N \end{bmatrix},$$

and $\mathbf{p}_N(\cdot)$ uses the same definition in (14). Note that the dependency of coefficients ($\varphi$ and $\varphi$) on the coordinates of point P $(x_0$ and $s_0$) is highlighted in the matrix form.

Remark 1: In 2-D space, a curve is uniquely determined if the curvature $\kappa(s)$ is given for arbitrary arc length position $s$.

Proof: For a general point $P$ on the curve, we assume that its coordinates, slope angle, curvature and arc length are $(x, y)$, $\alpha$, $\kappa$ and $s$, respectively. Based on differential geometry, their relationship is described by

$$x' = \cos \alpha, \quad y' = \sin \alpha,$$

$$\alpha' = \kappa,$$

where prime denotes differentiation with respect to $s$. Solving (17) with initial conditions, one can obtain the tuple $(x, y, \alpha)$ as functions of $s$ that characterizes the curve.

III. REPRESENTATIONS OF CURVES

This part presents theoretical results on the representations of curves. Section III-A shows that parametric representations have property of preserving the form in parameter shifting and coordinate transformation. Section III-B derives the changes of coefficients that reveal the relationship between function representation and parametric representation. In Section III-C we derive the coefficients for both representations for the curve (17) with known curvature at arbitrary arc length position.

A. Properties of Parametric Representation

Theorem 3 (Conformal Representation in Shifting): The parametric curve [15] preserves its form when the Taylor expansion is shifted to parameter location $s_1 = s_0 + \delta$. That is, $r(s; s_0)$ can be rewritten into

$$r(s; s_1) = \varphi_1 \mathbf{p}_N(s - s_1),$$

where the change of coefficients is

$$\varphi^T(s_1) = T(\delta) \varphi^T(s_0),$$

and

$$T(\delta) = \begin{bmatrix} C_0^0 & C_1^0 & \cdots & C_N^0 \\ C_0^1 & C_1^1 & \cdots & C_N^1 \\ \vdots & \vdots & \ddots & \vdots \\ C_0^{N-1} & C_1^{N-1} & \cdots & C_N^{N-1} \end{bmatrix}.$$
where \( r \) and \( \hat{r} \) are the coordinates of an arbitrary point expressed in frame \( F_1 \) and \( F_2 \), respectively, \( R \) is the rotation matrix, and \( d \) is the origin of frame \( F_2 \) expressed in frame \( F_1 \). Then the parametric curve \( \{15\} \) expressed in frame \( F_1 \) possesses the same form when expressed in frame \( F_2 \), that is, 
\[
\hat{r}(s; s_0) = \hat{\phi}(s_0) p_N(s - s_0),
\]
where the change of coefficients is 
\[
\hat{\phi}(s_0) = R^\top (\phi(s_0) - D),
\]
and 
\[
D = [d \quad 0 \quad \cdots \quad 0] \in \mathbb{R}^{2 \times (N+1)}.
\]

**Proof:** Based on change of coordinates, the curve \( \{15\} \) can be expressed in \( F_2 \) as 
\[
\hat{r}(s; s_0) = R^\top r(s; s_0) - R^\top d, \\
= R^\top \phi(s_0) p_N(s - s_0) - R^\top d,
\]
By noticing that 
\[
d = D p_N(s - s_0),
\]
one can obtain the change of coefficients given in the theorem.

**Remark 2:** Function representation preserves its form in parameter shifting, but not in coordinate transformation.

### B. Transformations between Function Representation and Parametric Representation

In this part, we derive the transformations between function representation and parametric representation. Results are only provided until the fifth-order, which is considered adequate in practice. The following assumptions are made: i) Taylor series are expanded about the intersection between the curve and the \( y \)-axis (also referred to as \( y \)-intercept); ii) this \( y \)-intercept marks the starting point of arc length, i.e., \( s = 0 \); and iii) the positive direction of arc length parameter \( s \) corresponds to the positive direction of the \( x \)-axis. We obtain the following transformations based on those assumptions.

**Theorem 5:** Given a curve with function representation \( \{13\} \), its parametric representation \( \{15\} \) is uniquely determined in the same coordinate system. In other words, there exists a unique map \( \phi = f(\varphi) \). The coefficients until the fifth order are 
\[
\hat{\phi}_0 = 0, \quad \hat{\phi}_0 = \varphi_0, \\
\hat{\phi}_1 = \frac{1}{\lambda}, \quad \hat{\phi}_1 = \frac{\varphi_1}{\lambda}, \\
\hat{\phi}_2 = -\frac{\varphi_1 \varphi_2}{\lambda^4}, \quad \hat{\phi}_2 = \frac{\varphi_2}{\lambda}, \\
\hat{\phi}_3 = \frac{2\varphi_2^2 - \varphi_1 \varphi_3}{\lambda^5} - \frac{8\varphi_2^3}{3\lambda^6}, \quad \hat{\phi}_3 = \frac{\varphi_3}{\lambda} - \frac{8\varphi_1 \varphi_2^2}{3\lambda^6}, \\
\hat{\phi}_4 = \frac{5\varphi_2 \varphi_3 - \varphi_1 \varphi_4}{\lambda^6} - \frac{10\varphi_1 \varphi_2^2 + 13\varphi_2 \varphi_3}{2\lambda^8}, \\
+ \frac{28\varphi_1 \varphi_2^2}{3\lambda^{10}}, \\
\hat{\phi}_5 = \frac{\varphi_4}{\lambda^6} + \frac{16\varphi_2^3 - 13\varphi_1 \varphi_2 \varphi_3}{2\lambda^8} - \frac{28\varphi_3^3}{3\lambda^{10}},
\]

where 
\[
\lambda = \sqrt{1 + \varphi_2^2}.
\]

**Proof:** Based on the assumptions, we have 
\[
x(0) = 0, \quad y(0) = \varphi_0, \quad x'(s) > 0,
\]
where \( ' \) denotes differentiation with respect to \( s \), implying \( \ddot{\phi}_0 \) and \( \ddot{\phi}_0 \) given in the theorem. Notice that \( \{10\} \) yields 
\[
ds^2 = dx^2 + dy^2 \quad \Rightarrow \quad (x')^2 + (y')^2 = 1,
\]
and the derivative of \( \{3\} \) with respect to \( s \) yields 
\[
y' = \varphi_1 x' + \cdots + n \varphi_n x^{n-1} x'.
\]
Evaluating \( \{31, 32\} \) at \( s = 0 \) and utilizing \( \{30\} \), we obtain 
\[
x'(0) = \frac{1}{\sqrt{1 + \varphi_1^2}}, \quad y'(0) = \frac{\varphi_1}{\sqrt{1 + \varphi_1^2}},
\]
which implies \( \dddot{\phi}_1 \) and \( \dddot{\phi}_1 \) given in the theorem. Then taking the derivatives of \( \{31, 32\} \) with respect to \( s \) yields 
\[
x'' + y'' = 0, \\
y'' = (\varphi_1 + \cdots + n \varphi_n x^{n-1}) x'' \tag{34}
+ (2 \varphi_2 + \cdots + (n - 1) \varphi_{n-1} x^{n-2}) (x')^2.
\]
Evaluating \( \{34\} \) at \( s = 0 \) and utilizing \( \{30, 33\} \), we obtain 
\[
x''(0) = \frac{2\varphi_1 \varphi_2}{(1 + \varphi_1^2)^2}, \quad y''(0) = \frac{2\varphi_2}{(1 + \varphi_1^2)^2},
\]
which implies \( \dddot{\phi}_2 \) and \( \dddot{\phi}_2 \) given in the theorem. Similarly, evaluating the derivative of \( \{34\} \) at \( s = 0 \) and then utilizing \( \{30, 33, 35\} \), one can obtain an algebraic linear equation about
\( x''''(0) \) and \( y''''(0) \) and thus obtain \( \phi_3 \) and \( \phi_4 \). Following this procedure, we can derive all the derivatives and obtain the coefficients given in the theorem.

**Theorem 6:** Given a curve with parametric representation \([15]\), its function representation \([13]\) is uniquely determined in the same coordinate system. In other words, there exists a unique map \( \varphi = f^{-1}(\phi) \). The coefficients until the fifth-order are

\[
\begin{align*}
\varphi_0 &= \phi_0, \\
\varphi_1 &= \phi_1, \\
\varphi_2 &= \phi_2 + \phi_0 + 2\phi_2, \\
\varphi_3 &= \phi_3 + 2\phi_2, \\
\varphi_4 &= \phi_4 + 2\phi_2, \\
\varphi_5 &= \phi_5 + 2\phi_2.
\end{align*}
\]

**Proof:** Given the parametric representation \([11]\) of the curve, one can obtain the derivatives \( (x', y', x'', y'', \ldots) \) with respect to \( s \) until the required order. Also, notice that

\[
\frac{dy}{dx} = \frac{y'}{x'},
\]

and

\[
\frac{d^{n+1}y}{dx^{n+1}} = \left(\frac{d^n y}{dx^n}\right)' = \left(\frac{d^n y}{x^n}\right)' = \left(\frac{d^n y}{x^n}\right), \quad n = 1, 2, 3, \ldots
\]

Calculating the derivatives in \([37][38]\) recursively and utilizing \([9]\), one can obtain the coefficients given in the theorem by noticing that \( x_0 = 0 \) implies \( s = 0 \).

**Remark 3:** The transformed representation is not necessarily equal to the original representation due to truncation errors in Taylor series, but can provide a very good approximation. This is because their derivatives are equal up until the specified order at the point where Taylor series are expanded.

**C. Representations of a Given Curve**

It is useful to derive the coefficients of parametric representation and function representation for curves described by \([17]\) with given \( \kappa(s) \). On the one hand, these coefficients can be used to validate the transformations derived in Section \([III-B]\). On the other hand, they can be used to simulate perception outcomes for camera-based control. In the following, we assume: i) the tuple \( (x(s), y(s), \alpha(s)) \) are obtained with the given \( \kappa(s) \) according to \([17]\); and ii) the representations are expanded about point \( P \) whose arclength position is \( s_0 \). Other attributes at point \( P \) are

\[
x(s_0) = x_0, \quad y(s_0) = y_0, \quad \alpha(s_0) = \alpha_0, \quad \kappa(s_0) = \kappa_0, \quad \frac{d\kappa}{ds}(s_0) = \kappa'_0, \quad \frac{d^2\kappa}{ds^2}(s_0) = \kappa''_0, \quad \frac{d^3\kappa}{ds^3}(s_0) = \kappa'''_0.
\]

**Theorem 7:** Given a curve in \( xy \)-plane with known \( (x(s), y(s), \alpha(s)) \), its parametric representation about point \( P \) is unique. The coefficients until fifth-order are

\[
\begin{align*}
\hat{\phi}_0 &= x_0, \\
\hat{\phi}_1 &= \cos \alpha_0, \\
\hat{\phi}_2 &= -\frac{1}{2}\kappa_0 \sin \alpha_0, \\
\hat{\phi}_3 &= \frac{1}{2}\kappa_0 \cos \alpha_0 - \frac{1}{6}\kappa_0 \sin \alpha_0, \\
\hat{\phi}_4 &= -\frac{1}{6}\kappa_0^2 \cos \alpha_0 - \frac{1}{6}\kappa_0 \sin \alpha_0, \\
\hat{\phi}_5 &= \frac{1}{120}(\kappa_0^3 - 3(\kappa_0')^2 - 4\kappa_0'' \kappa_0') \cos \alpha_0 \\
&+ \frac{1}{120}(6\kappa_0^2 \kappa_0' - \kappa_0''') \sin \alpha_0.
\end{align*}
\]

**Proof:** Given an arbitrary point \( (x, y) \) on the curve \([17]\), the derivatives of the curve at that point are

\[
x' = \cos \alpha, \quad y' = \sin \alpha,
\]

\[
x'' = -\kappa \sin \alpha, \quad y'' = \kappa \cos \alpha,
\]

\[
x''' = -\kappa^2 \cos \alpha - \kappa' \sin \alpha, \quad y''' = -\kappa^2 \sin \alpha + \kappa' \cos \alpha,
\]

\[
x^{(4)} = -\kappa'' - \kappa^3 \sin \alpha - 3\kappa \kappa' \cos \alpha, \quad y^{(4)} = (\kappa'' - \kappa^3) \cos \alpha - 3\kappa \kappa' \sin \alpha,
\]

\[
x^{(5)} = (\kappa^4 - 3(\kappa')^2 - 4\kappa'' \kappa') \cos \alpha \\
&+ (6\kappa^2 \kappa' - \kappa''') \sin \alpha, \\
y^{(5)} = (\kappa^4 - 3(\kappa')^2 - 4\kappa'' \kappa') \sin \alpha \\
&- (6\kappa^2 \kappa' - \kappa''') \cos \alpha.
\]

Evaluating \([41]\) at point \( P \) and utilizing \([12]\), we obtain the coefficients given in the theorem.

**Theorem 8:** Given a curve in \( xy \)-plane with known \( (x(s), y(s), \alpha(s), \kappa(s)) \), its parametric representation about point \( P \) is unique. The coefficients until fifth-order are

\[
\begin{align*}
\varphi_0 &= y_0, \\
\varphi_1 &= \tan \alpha_0, \\
\varphi_2 &= \frac{\kappa_0}{2 \cos^3 \alpha_0}, \\
\varphi_3 &= \frac{\kappa_0'}{6 \cos^4 \alpha_0}, \\
\varphi_4 &= \frac{5\kappa_0^3}{8 \cos^5 \alpha_0} + \frac{\kappa_0'' - 12\kappa_0' + 10\kappa_0 \kappa_0'}{24 \cos^6 \alpha_0}, \\
\varphi_5 &= \frac{7\kappa_0^3 (\kappa_0' + 3\kappa_0 \tan \alpha_0)}{8 \cos^6 \alpha_0} + \frac{\kappa_0'' - 86\kappa_0^2 \kappa_0' - 2(\kappa_0')^2 - 12\kappa_0^3 \tan \alpha_0}{120 \cos^8 \alpha_0}.
\end{align*}
\]

**Proof:** Given an arbitrary point \( (x, y) \) on the curve \([17]\), the derivatives of the coordinates \( x \) and \( y \) with respect to \( s \) at
that point are given in (41). Also, notice that the derivatives of $y$ with respect to $x$ are the same as those given in (37) and (38). Substituting (41) into (37) and (38), one can obtain the derivatives recursively until the required order. Then the coefficients can be obtained by evaluating these derivatives at point $P$ and utilizing (9).

Remark 4: One can verify that coefficients given in Theorem 7 and 8 satisfy the transformations given in Theorem 5 and 6.

IV. APPLICATION IN LATERAL CONTROL

This section applies arc-length-based parametric representation to camera-based lateral control problem. We first present a typical architecture using function representation, and discuss the related issues in lane estimation and control. Then a new architecture is proposed to use parametric representation that can facilitate and improve lane estimation as well as control-related information extraction.

Fig. 2(a) illustrates a typical architecture of camera-based vehicle control. At first, lanes are captured by cameras. Then perception applies lane detection algorithms using computer vision or machine learning techniques, and outputs coefficients $\varphi$ that represent lanes with polynomial function representations. In the scenarios where perception is not perfect (noisy or corrupted) or temporarily unavailable, lane estimation becomes extremely important, which is achieved through predictors, observers or estimators. Those techniques require a model on the evolution of coefficients for prediction. For example, the orange box in Fig. 2(a) represents a typical Kalman filter implementation, which is decoupled into two steps: time update and measurement update. Time update step utilizes a model to predict a priori estimate of the coefficients, while the measurement update step generates a posteriori estimate based on the newest measurement and signal characteristics. However, when function representation is used, it is rather difficult to find such a model because: i) the vehicle body-fixed frame is translating and rotating due to vehicle movement; and ii) function representation does not preserve the form in coordinate transformation. Therefore, in practice it is common to use simple approximated models for prediction, such as $\varphi_{k+1} = \varphi_k$. These predictions only work for a very short period, and underlying inaccuracies in the model lead to unexpected behaviors due to the aforementioned issues. The other issue appears when control algorithms need to extract state information with respect to lanes at a preview distance, such as lateral deviation, relative heading angle, road curvature, etc. Extracting such information requires numerical iterations for function representation because the preview distance is implicit in the representation.

These issues can be resolved if arc-length-based parametric representation is utilized to characterize lanes. When the vehicle moves, the nice properties in Theorem 5 and 6 indicate an intrinsic linear model on the evolution of coefficients. Also, it is straightforward to extract information with respect to lanes at a preview distance since this distance is actually the arc length parameter explicitly used in the representation. Fig. 2(b) proposes a new architecture for camera-based control problem using arc-length-based parametric representation. We still assume perception outputs coefficients $\varphi$ of polynomial function representation to ensure compatibility with current platforms. An additional step is introduced to transform function representation to parametric representation by applying Theorem 5.

Thus, we can derive an intrinsically linear model on the evolution of coefficients $\varphi$, and easily extract information needed by control algorithms. The details are provided in the remainder of this part. In Section IV-A we introduce notations, and discuss lane representations and transformations. Section IV-B derives the model on the evolution of coefficients $\varphi$ for lane estimation. In Section IV-C we introduce a vehicle dynamic model and a lateral controller as an example to demonstrate how to utilize the derived lane estimation model.

A. Perception and Transformation

Fig. 3 depicts the camera-based perception of the path represented as the green dashed curve. Remark that in practice perception algorithms output representations of lane markers captured by cameras, which can be transformed into representations of lane centers. For simplicity, in this paper we use paths or lanes to indicate lane centers. We also assume that the camera with FOV angle $2\delta$ is mounted at point $Q$ along the longitudinal symmetry axis. The wheelbase length is $l$, and the distance from point $Q$ to the rear axle center is $d$. The light purple sector region denotes the FOV of the camera, which is also symmetric about the longitudinal axis. The closest on-path point observed in the camera is $\Omega$. Note that the camera can only capture the segment $\mathcal{C}$ of the path within the FOV that is highlighted as the solid green curve beyond point $\Omega$. In this part, we maintain the following notations:
1) \((x, y, z)\) denotes the earth-fixed frame \(\mathcal{F}\).

2) \((\tau, \eta, z)\) denotes the vehicle body-fixed frame \(\mathcal{F}_B\) with
the origin located at \(Q\). Axes \(\tau\) and \(\eta\) are along the
longitudinal and lateral directions, with the corresponding
unit vectors denoted as \(e_\tau\) and \(e_\eta\), respectively.

3) The position of \(Q\) is \((x_Q, y_Q)\) expressed in \(\mathcal{F}\), and the
vehicle heading angle is \(\psi\) with respect to the \(x\)-axis.

4) The position of \(Q\) is \((x_Q, y_Q)\) expressed in \(\mathcal{F}\), while
the slope angle and curvature at point \(\Omega\) are \(\alpha_\Omega\) and \(\kappa_\Omega\),
respectively.

5) When it is needed to distinguish different time instants,
subscripts \(k\) or \(k + 1\) indicating time steps will be added to
the points, axes, frames and time-varying variables.

Perception algorithms process the observed path segment \(C\)
and approximate it with a polynomial function

\[
C' = \{(\tau, \eta) \mid \eta = \varphi(0) p_N(\tau), \tau \in \mathbb{R}\},
\]  

(43)

that is expressed in frame \(\mathcal{F}_B\) and indicated by the red curve
in Fig. 3. Note that point \(D\) corresponding to \(\tau = 0\) is invisible
in the FOV since it is typically less than \(180^\circ\) in the FOV.
Strictly speaking, (43) is not the Taylor approximation of \(C\) about point
\(D\), but the expansion of Taylor approximation of \(C\) about the
closest on-path point (point \(\Omega\)) in the FOV, that is,

\[
C' = \{(\tau, \eta) \mid \eta = \varphi(\tau_\Omega) p_N(\tau - \tau_\Omega), \tau \in \mathbb{R}\}.
\]  

(44)

According to Remark 2, the change of coefficients is

\[
\varphi^\top(0) = T(-\tau_\Omega) \psi^\top(\tau_\Omega),
\]  

(45)

where \(T(\cdot)\) is the same as that given in (20).

Next step is to transform function representation (43) to
arc-length-based parametric representation. Indeed, one should
transform (43) to parametric representation about point \(\Omega\) since
(43) is the expansion of approximation (44) about point \(\Omega\).
However, it is rather complicated to transform to parametric
representation about point \(\Omega\); see proof of Theorem 5. Also,
transformation about point \(\Omega\) leads to the issue of floating
origin of the arc length coordinate \(s\) while the vehicle is moving.
Therefore, we transform (43) to parametric representation
about point \(D\), which is the \(\eta\)-intercept of \(C'\) in frame \(\mathcal{F}_B\). As
shown in Fig. 3 point \(\Omega\) is close to point \(D\) when the following
holds: i) the lateral deviation to the path is small; or ii) the
camera has a relatively wide view. Applying Theorem 5 we
obtain the parametric representation of \(C'\) given in (43) about
point \(D\) as

\[
C' = \{r \mid r(s; 0) = \phi(0) p_N(s), s \in \mathbb{R}\},
\]  

(46)

where \(r = [\tau, \eta]^\top\) is the coordinates in frame \(\mathcal{F}_B\), the location
of arc length coordinate \(s = 0\) corresponds to point \(D\), and
the change of coefficients is

\[
\phi(0) = f(\varphi(0)).
\]  

(47)

B. Lane Estimation

Fig. 4 depicts vehicle movement from time step \(k\) to \(k + 1\). As
mentioned earlier, Fig. 4 uses subscripts \(k\) or \(k + 1\) on points, frames
and time-varying variables to distinguish different instants; cf. Fig. 3.
Specifically, point \(Q_k\), frame \(\mathcal{F}_B^k\) with \(\tau_k\eta_kz\) axis and point \(D_k\) denote the location of
the camera, the body-fixed frame and the \(\eta\)-intercept of the
lane at step \(k\), respectively. The red curve \(C'\) represents the
curve (46) at step \(k\). \((x_k, y_k)\) are the coordinates of \(Q_k\) in the
earth-fixed frame \(\mathcal{F}\), while \(\psi_k\) is the vehicle heading. \((\tilde{x}_k, \tilde{y}_k)\)
and \((\tilde{\tau}_k, \tilde{\eta}_k)\) are the coordinates of the displacement vector
\(Q_kQ_{k+1}\) expressed in the earth-fixed frame \(\mathcal{F}\) and body-fixed
frame \(\mathcal{F}_B^k\), respectively. \(\tilde{s}_k\) is the change of vehicle heading
from step \(k\) to step \(k + 1\). \(s_k\) is the arc length coordinate at
step \(k\) such that \(s_k = 0\) corresponds to point \(D_k\), while \(\tilde{s}_k\)
represents the arc length distance from \(D_k\) to \(D_{k+1}\) along the
curve \(C'\). In summary,

\[
\begin{align*}
\tilde{x}_k &= x_{k+1} - x_k, & \tilde{y}_k &= y_{k+1} - y_k, \\
\tilde{\psi}_k &= \tilde{\psi}_{k+1} - \tilde{\psi}_k, & \tilde{s}_k &= s_k - s_{k+1}.
\end{align*}
\]  

(48)

In the following we assume vehicle state changes \(\tilde{x}_k, \tilde{y}_k, \tilde{\psi}_k, \tilde{\tau}_k, \tilde{\eta}_k\) and \(\tilde{s}_k\) are known, and will investigate the details on
how to obtain them in Section IV.C.

To derive the evolution of coefficients in (46), we highlight
the time-dependency and rewrite it for step \(k\) as

\[
C' = \{r_k \mid r_k(s_k; 0) = \phi_k(0) p_N(s_k), s_k \in \mathbb{R}\},
\]  

(49)

which is the parametric representation using arc length
coordinates \(s_k\) about point \(D_k\) in frame \(\mathcal{F}_B^k\). The objective is to
derive the new representation

\[
C' = \{r_{k+1} \mid r_{k+1}(s_{k+1}; 0) = \phi_{k+1}(0) p_N(s_{k+1}), s_{k+1} \in \mathbb{R}\},
\]  

(50)
where the change of coefficients is
\[
\dot{\Phi}_k(0) = R_k^\top (\phi_k(0) - D_k),
\]  
and
\[
D_k = [d_k \ 0 \ \cdots \ 0]^\top \in \mathbb{R}^{2 \times (N+1)}. \tag{55}
\]

Notice that the expansion point has shifted from \( D_k \) to \( D_{k+1} \) with distance \( \dot{s}_k \). Applying Theorem 4 to curve (49), we obtain the parametric representation using arc length coordinates \( s_k \) about point \( D_k \) in frame \( F_{k+1}^B \) as
\[
C' = \{ r_{k+1} \mid r_{k+1}(s_k; 0) = \hat{\Phi}_k(\dot{s}_k) p_N(s_k - \dot{s}_k), \ s_k \in \mathbb{R} \},
\]  
where the change of coefficients is
\[
\hat{\Phi}_k(\dot{s}_k) = T(\dot{s}_k) \hat{\Phi}_k(0),
\]  
and
\[
T(\cdot) \text{ is the same as that given in (20).}
\]

Next utilizing (48), we can change coordinates from \( s_k \) to \( s_{k+1} \) to obtain the parametric representation (50) where the change of coefficients is
\[
\phi_{k+1}(0) = \hat{\Phi}_k(\dot{s}_k).
\]  
In summary, the evolution of coefficients in the parametric representation from step \( k \) to step \( k + 1 \) is
\[
\phi_{k+1}(0) = R_k^\top (\phi_k(0) - D_k) T^\top(\dot{s}_k),
\]  
\[ \text{cf. } (54), (57), \text{ implying a linear relationship by nature.} \]

**Remark 5:** Utilizing vectorization operator and Theorem 2 one can rewrite (59) into the standard form of linear system
\[
\Phi_{k+1} = A_k \Phi_k + B_k,
\]  
where
\[
\Phi_k = \operatorname{vec}(\phi_k(0)), \quad A_k = T(\dot{s}_k) \otimes R_k^\top,
\]  
\[
B_k = -(T(\dot{s}_k) \otimes R_k^\top) \operatorname{vec}(D_k).
\]

**C. Vehicle Dynamics and Control**

The proposed architecture and model on the evolution of coefficients using arc-length-based parametric representation can be applied to any vehicle models with reasonable control algorithms that require lane estimation and information extraction. To demonstrate the work flow, in this part we provide an example on the model derived in (30) using the path-following controller proposed in (28).

1) **Dynamics and Transformation on States:** In general, vehicle dynamics describe the evolution of absolute position (e.g., \( x_Q, y_Q \)) and orientation (heading angle \( \psi \)) in the earth-fixed frame \( F \). They have different levels of complexity based on fidelity. Here, we consider the model derived in (30) on the camera location point \( Q \), that is
\[
\begin{align*}
\dot{x}_Q &= V \sin \psi - d \frac{V}{l} \tan \gamma \sin \psi, \\
y_Q &= V \sin \psi + d \frac{V}{l} \tan \gamma \cos \psi, \\
\dot{\psi} &= \frac{V}{l} \tan \gamma,
\end{align*}
\]  
where \( x_Q, y_Q, \psi, l \) and \( d \) utilize the same notations introduced in Section IV-A, \( V \) is the constant longitudinal speed, and \( \gamma \) is the steering angle.

To facilitate control design, the vehicle dynamics (62) on absolute position \( (x_Q, y_Q) \) and orientation (heading angle \( \psi \)) expressed in the earth-fixed frame \( F \) can be transformed to dynamics on relative position and orientation with respect to the path. Such transformation allows us to obtain the evolution of arc length position, lateral deviation and relative heading with respect to lanes perceived in the camera. In this paper, we choose the following relative position and orientation as new states: i) the arc length \( s_Q \) that the vehicle has travelled along the lane; ii) the observed distance \( \varepsilon_\Omega \) that characterizes the length of vector \( r_{\Omega Q} \) (cf. Fig. 5), whose sign is positive when \( Q \) is on the left side of the path; and iii) the relative heading angle
\[
\theta_\Omega = \psi - \alpha_\Omega,
\]  
with respect to point \( \Omega \) on the path. The details on the state transformation are provided in Appendix A and the resulting transformed relative dynamics are
\[
\begin{align*}
\dot{s}_\Omega &= \frac{V}{\sin(\delta - \theta_\Omega)} \left( \sin \delta + \frac{d}{l} \cos \delta \tan \gamma \right), \\
\dot{\varepsilon}_\Omega &= \frac{V}{\sin(\delta - \theta_\Omega)} \left( \sin \theta_\Omega + \frac{d}{l} \cos \theta_\Omega \tan \gamma \right) + \frac{\varepsilon_\Omega \cos(\delta - \sign(\varepsilon_\Omega) \delta)}{\sin(\delta - \theta_\Omega)} \frac{V}{l} \tan \gamma, \\
\dot{\theta}_\Omega &= -\frac{V \kappa_\Omega}{\sin(\delta - \theta_\Omega)} \left( \sin \delta + \frac{d}{l} \cos \delta \tan \gamma \right) + \left( 1 - \frac{\kappa_\Omega |\varepsilon_\Omega| \cos(\delta - \sign(\varepsilon_\Omega) \delta)}{\sin(\delta - \theta_\Omega)} \right) \frac{V}{l} \tan \gamma.
\end{align*}
\]
2) Control: The objective of a path-following controller is to generate desired steering angle $\gamma_{\text{des}}$ such that point Q can follow the given path. In literature, there are many available controllers demonstrated to be effective in different scenarios. In this part we use the nonlinear controller proposed in [28] as an example since cameras are typically mounted at the front of the vehicle. We highlight the key ideas of this controller, and refer readers to [28] for more details on the design.

With the assumption that the steering angle $\gamma$ can track any desired value $\gamma_{\text{des}}$, that is, $\gamma = \gamma_{\text{des}}$, the path-following controller is

$$\gamma_{\text{des}} = \gamma_{\text{ff}} + \gamma_{\text{fb}},$$

which consists of a feedforward control law

$$\gamma_{\text{ff}} = \arctan \left( \frac{l \kappa_D}{\sqrt{1 - (d \kappa_D)^2}} \right),$$

and a feedback control law

$$\gamma_{\text{fb}} = \gamma_{\text{sat}} \cdot g \left( \frac{k_1}{\gamma_{\text{sat}}} (\theta_D - \theta_0 + \arctan(k_2 \varepsilon_D)) \right).$$

Here, $\kappa_D$ is the road curvature at point $D$, $\theta_0$ is the relative heading angle with respect to point $D$ (cf. (63)), and $\varepsilon_D = -\eta_D$ is the $\eta$-deviation of point $D$ where $\eta_D$ indicates the $\eta$-coordinate of point $D$ in frame $F^B$. In other words, $\varepsilon_D$ characterizes the length of vector $r_{DQ}$ (cf. Fig. 3), and is positive when $r_{DQ}$ points towards the positive $\eta$-axis. Also,

$$\theta_0 = -\arcsin(d \kappa_D)$$

is the desired yaw angle error, $(k_1, k_2)$ are tunable control gains, $\gamma_{\text{sat}}$ is the maximum allowable steering angle, and $g(x)$ denotes the wrapper function

$$g(x) = \frac{2}{\pi} \arctan \left( \frac{\pi}{2} x \right).$$

The feedforward control essentially provides the estimated steering angle to handle a given road curvature $\kappa_D$ whereas the feedback control makes corrections based on lateral deviation $\varepsilon_D$ and yaw angle error $\theta_D - \theta_0$.

The controller (65, 66) relies on the information about point $D$ or with respect to point $D$. We remark that point $D$ is not the closest on-path point to $Q$ as that used in [28], or the closest observable on-path point (point $\Omega$) to $Q$ in the FOV. One can verify that when the road curvature is constant (i.e., $\kappa_D = \kappa^*$), the closed loop system (64, 69) possesses the desired equilibrium

$$s^*_\Omega = \frac{V t}{\sqrt{1 - (d \kappa^*)^2}}, \quad \varepsilon^*_\Omega = 0, \quad \theta^*_\Omega = -\arcsin(d \kappa^*),$$

which can be stabilized with properly chosen gain $k_1$ and $k_2$. The equilibrium (70) represents the scenario where the vehicle follows the given path perfectly with no lateral deviations. To extract the information ($\kappa_D, \theta_D, \varepsilon_D$) from representation (46), we provide the following lemma.

Lemma 1: Given the parametric representation (46) of the lane in frame $F^B$, the $\eta$-deviation $\varepsilon_D$, the relative heading angle $\theta_D$, and the curvature $\kappa_D$ at point $D$ are

$$\varepsilon_D = -\hat{\phi}_0, \quad \theta_D = -\arctan \left( \frac{\phi_1}{\phi_1} \right),$$

$$\kappa_D = \frac{2 \phi_2 \phi_1 - 2 \phi_1 \phi_2}{\phi_1^2 + \phi_2^2}.$$  

Proof: Given (46), we obtain the $\eta$-deviation $\varepsilon$, the relative heading angle $\theta$, and the road curvature $\kappa$ at an arbitrary point $P$ with a preview distance $s_p$ as

$$\varepsilon(s_p) = -\eta(s_p), \quad \theta(s_p) = -\arctan \left( \frac{\eta'(s_p)}{\tau'(s_p)} \right),$$

$$\kappa(s_p) = \frac{\eta''(s_p) \tau'(s_p) - \eta'(s_p) \tau''(s_p)}{(\eta'(s_p))^2 + (\tau'(s_p))^2},$$

where the derivatives $\eta'$, $\tau'$, $\eta''$ and $\tau''$ can be obtained by differentiating (40) with respect to $s$. Point D marks the origin of arc length coordinate $s$. Thus, evaluating (72) at $s_p = 0$ yields (71) at point $D$.

3) Vehicle State Changes: In the derivation of (59), vehicle state changes $\tilde{x}_k, \tilde{y}_k, \psi_k, \tilde{x}_k, \tilde{y}_k$ and $\tilde{s}_k$ are assumed to be known at each step in Section IV-B. In practice, they can be obtained based on a nominal vehicle dynamic model and sensor data. In this part we take model (62) as an example, and assume the longitudinal speed $V$ and yaw rate $\omega = \dot{\psi}$ can be measured by onboard sensors. We rewrite model (62) into

$$\dot{x} = V \cos \psi - d \omega \sin \psi,$$

$$\dot{y} = V \sin \psi + d \omega \cos \psi,$$

$$\dot{\psi} = \omega,$$

based on measurable data $V$ and $\omega$. Applying Euler method to integrate (73) at step $k$, we obtain

$$\tilde{x}_k = (V_k \cos \psi_k - d \omega_k \sin \psi_k) T,$$

$$\tilde{y}_k = (V_k \sin \psi_k + d \omega_k \cos \psi_k) T,$$

$$\tilde{\psi}_k = \omega_k T,$$

where $T$ is the step size. Notice that $\tilde{x}_k, \tilde{y}_k$ and $\tilde{\psi}_k$ are the coordinates of displacement vector $Q_k Q_{k+1}$ expressed in earth-fixed frame $F$ and body-fixed frame $F^B$, respectively. Thus, one can apply Theorem 1 on coordinate transformation and obtain

$$\tilde{x}_k = V_k T,$$

$$\tilde{y}_k = d \omega_k T.$$  

Note that $\tilde{s}_k$ is the arc length distance that point $D$ has travelled along the curve $C'$ from step $k$ to step $k+1$. Realizing that point $D$ coincides with point $\Omega$ if $\delta = \frac{\pi}{2}$, we can easily derive the evolution of $s_D$ from the relative dynamics (64) that is transformed from (62). By setting $\delta = \frac{\pi}{2}$ in (64) and replacing point $\Omega$ with point $D$, the evolution of $s_D$ becomes

$$\dot{s}_D = \frac{V + \omega \varepsilon_D}{\cos \theta_D},$$

where yaw rate $\omega = \frac{V}{r} \tan \gamma$ is utilized; cf. (73). Applying Lemma 1 to the parametric representation (46), the $\eta$-deviation
\( \varepsilon_D \) and relative heading angle \( \theta_D \) can be obtained at step \( k \). Thus, integrating (76) with Euler method yields
\[
\hat{s}_k = \frac{V_k + \omega_k \varepsilon_{D_k}}{\cos(\theta_{D_k})} T.
\]
(77)

V. RESULTS

In this section, simulations of the whole process explained in Section IV are performed to demonstrate the usage of arc-length-based parametric representation in lane estimation and vehicle control. In Section V-A, we start with the details on how we set up experiment scenarios and simulate lane perception in camera-based control. In Section V-B, simulations with or without using model (59) for prediction are conducted for the path-following control problem and results indicate the efficacy and large potential of (59) in facilitating lane estimation in vehicle control.

A. Simulation Setup

The model (59) integrated with the controller (65-69) is applicable to lane estimation in path-following problems where the path can have any reasonable shape. Remark 1 indicates that a path can be fully described by \( \kappa(s) \). Also, if \( \kappa(s) \) has an analytical form, we can derive the coefficients for polynomial function representation (43) given vehicle state with respect to the path. These coefficients can be used as: i) the output of perception algorithms at perception updating instants; and ii) the true values to compare against the predicted values when perception outcome is not available. Therefore, we consider the closed path used in [30] and derive the coefficients for polynomial function representation in this part. The curvature of the path is given as
\[
\kappa(s) = \frac{\kappa_{\text{max}}}{2} \left( 1 - \cos \left( \frac{2\pi}{s_T} s \right) \right) ,
\]
(78)
where \( \kappa_{\text{max}} \) is the maximum curvature along the path, and \( s_T \) is the arc length period. This path has \( N \) corners and perimeter \( N s_T \) if
\[
\kappa_{\text{max}} s_T = \frac{4\pi}{N} , \quad N = 2, 3, \ldots .
\]
(79)

As discussed in Section V-A, perception algorithms provide representation (43) of the lane in real-time, which can be viewed as the expansion of Taylor approximation (44) about point \( \Omega \) in the FOV. To simulate perception, we need to derive the coefficients of function representation (44) in frame \( F^B \) given the vehicle states and the path information (78).

**Lemma 2:** Given the current vehicle relative states \( (s_{\Omega}, \varepsilon_{\Omega} \) and \( \theta_{\Omega} \)) with respect to the path, and the half angle \( \delta \) of camera FOV, the lane segment \( C \) can be approximated as function representation (43) in frame \( F^B \) by applying Taylor series to point \( \Omega \), where \( \tau_{\Omega} := \tau(s_{\Omega}) = |\varepsilon_{\Omega}| \cos \delta \) and
\[
\varphi_0(\tau_{\Omega}) = -\varepsilon_{\Omega} \sin \delta , \quad \varphi_1(\tau_{\Omega}) = -\tan \theta_{\Omega} ,
\]
\[
\varphi_2(\tau_{\Omega}) = \frac{\kappa_{\Omega}}{2 \cos^3 \theta_{\Omega}} , \quad \varphi_3(\tau_{\Omega}) = \frac{\kappa''_{\Omega} - 3 \kappa_{\Omega}^2 \tan \theta_{\Omega}}{6 \cos^4 \theta_{\Omega}} ,
\]
\[
\varphi_4(\tau_{\Omega}) = \frac{5\kappa_{\Omega}^3}{8 \cos^5 \theta_{\Omega}} + \frac{\kappa'''_{\Omega} - 12 \kappa_{\Omega}^2 - 10\kappa_{\Omega}^3 \kappa_{\Omega}' \tan \theta_{\Omega}}{24 \cos^6 \theta_{\Omega}} ,
\]
\[
\varphi_5(\tau_{\Omega}) = \frac{7\kappa_{\Omega}^2 (\kappa''_{\Omega} - \kappa_{\Omega}' \tan \theta_{\Omega})}{8 \cos^6 \theta_{\Omega}} + \frac{\kappa''''_{\Omega} - 86 \kappa_{\Omega}' \kappa_{\Omega}' \kappa_{\Omega}''}{120 \cos^7 \theta_{\Omega}}
\]
\[
+ \left( \frac{12 \kappa_{\Omega}^3 - 3 \kappa_{\Omega}^2 \kappa_{\Omega}'' - 2 (\kappa_{\Omega}'')^2 \tan \theta_{\Omega}}{24 \cos^8 \theta_{\Omega}} \right) .
\]
(80)

**Proof:** See Appendix B. \[\blacksquare\]

B. Simulation Results

In this part, we simulate the whole process of perception, estimation and control explained in Section IV when the vehicle tries to follow the given path (78) with camera-based perception. The controller (65-69) updates commands every \( T \) seconds while perception provides the function representation (43) every \( T_p \) seconds. To demonstrate the efficacy of the proposed estimation algorithm, we also assume: i) \( T_p \) is larger than \( T \); ii) when the representation (43) is not updated by perception, the controller may use the model (59) to update the parametric representation with the estimated state changes (74, 75, 77) at each step; iii) the measurement (43) is free of noise such that prediction using model (59) can be easily compared against true values without noise effects; and iv) the true values about coefficients of representation are obtained by calculating \( \varphi(\tau_{\Omega}) \) using Lemma 2 at every control period with vehicle states \( (s_{\Omega}, \varepsilon_{\Omega}, \theta_{\Omega}) \). The initial conditions are set to \( s_{\Omega} = 0 \) [m], \( \varepsilon_{\Omega} = 0.1 \) [m], \( \theta_{\Omega} = 0 \) [deg], and the other parameters used in the simulations are provided in Table I.

Table I: Parameters used in the simulations.

| Parameter | Value | Description |
|-----------|-------|-------------|
| \( t \) [m] | 2.57 | wheelbase length |
| \( d \) [m] | 2 | distance from Q to rear axle center |
| \( \delta \) [deg] | 60 | half angle of camera FOV |
| \( k_1 \) [m/s] | \(-1/d\) | control gain |
| \( k_2 \) [m\(^{-1}\)] | 0.02 | control gain |
| \( \gamma_{\text{max}} \) [deg] | 30 | physical steering angle limit |
| \( s_T \) [m] | 250 | arc length period of the path |
| \( N \) [1] | 4 | number of corners for closed path |
| \( \kappa_{\text{max}} \) [m\(^{-1}\)] | 0.004\pi | maximum curvature of the path |
| \( V \) [m/s] | 20 | longitudinal speed |

Fig. 5 shows the simulation results without using (59) to predict coefficients when \( T = 0.05 \) [s] and \( T_p = 0.15 \) [s]. That is, the controller outputs a new command at one step based on the updated lane representation from perception, and then holds this command for the following two steps. This is because when new representation is not available, the outdated one is still used by the controller which outputs the same command. This is a typical and easy solution when
characterizing lanes using function representation (43) directly, since the evolution of coefficients in such representation is not obtainable as explained in Section IV.

In panel (a), the dotted black curve denotes the closed path (17) ∼ (78), while the solid red curve represents the position of the vehicle at point Q. Panel (b) plots the lateral deviation εΩ using the blue curve, and the steering command γdes using the red curve with the axis marked on the right. Panels (c, d, e) show the time profiles of the coefficients φ0, φ1 and φ2, respectively, of the parametric representation (46) when the vehicle moves along the path. The blue curves denote the measurement outputs of perception algorithm, while the red curves indicate the true values of those coefficients. We remark that: i) only the coefficients until the second order in the lateral direction are shown here since they contain more important information in lateral control than other coefficients; ii) although this represents the scenario using function representation, the coefficients are still transformed to facilitate comparison against parametric representation; and iii) the time profiles of other coefficients in the representation (46) are similar and reveal similar results. Fig. 5(a,b) indicate that the controller (65-68) allows the vehicle to follow the given path with reasonable performance in this scenario. However, during simulation we also observe that when Tp ≥ 0.2 [s], vehicle using this controller is not able to follow the given path using the outdated lane information without prediction. This result implies a high requirement on lane perception latency especially when measurements may also be corrupted with noises in practice.

Fig. 6 shows the simulation results when function representation (43) is transformed to parametric representation and (59) is used to predict the coefficients at every control step in the absence of measurement. Here, the control period T is still 0.05 [s], but perception period Tp is set to 2 [s] to demonstrate the effectiveness. Besides the same layout and color scheme as those used in Fig. 5 panels (c,d,e) use blue dots to represent new measurements of coefficients from perception algorithm, and also zoomed-in plots to highlight the errors on coefficients between the predicted values and the true values. Fig. 6(a,b) indicate that with such low prediction updating rate, the controller still achieves reasonable performance in following the given path by predicting the new representation using (59). Fig. 6(c,d,e) show that prediction errors on the coefficients of higher orders are much smaller than those of lower orders. This is natural because errors on higher orders lead to less accurate prediction for the future than errors on lower orders. The zoomed-in plots illustrate that the estimation errors in the coefficients φ0, φ1 and φ2 become noticeable after predicting with (59) for about 0.3, 1.2, and 1.6 [s], respectively. The error in φ0 leads to a noticeable offset in lateral deviation εΩ around 0.05 [m] depicted in Fig. 6(b). One may notice that the vehicle travels 40 [m] during 2 [s] prediction period since V = 20 [m/s]. Function representation (43) is the Taylor approximation about point Ω at the perception updating instant. The approximation error gradually becomes noticeable while the vehicle moves forward. Also, prediction with (59) requires estimated state changes (75) (77) using Euler integration that aggregates errors. Although the errors in Taylor approximation cannot be mitigated, the aggregation errors in Euler integration can be reduced by increasing the estimation frequency.

Fig. 7 shows the comparison results for the same scenario as that for Fig. 6 when perception updating period Tp is still 2 [s], but control updating period T is reduced to 0.02 [s] and 0.01 [s] for panels (a,c) and (b,d), respectively. Fig. 7(c,d) show that the error of φ0 is decreased as control updating period T decreases, which leads to decreased offset in lateral deviation εΩ depicted in Fig. 7(b) and Fig. 7(a,b).

We remark that in practice perception updating period is faster than 2 [s], but the simulations shown here demonstrate the large potential in estimating lanes using parametric representation with (59). This prediction can be used in the time update step in Kalman filter to get more accurate estimations, or as a pure prediction when measurements are temporarily not available. When noises and model mismatches appear in practice, performance degradation is inevitable. However, it is expected that prediction within 0.5 ~ 1 [s] can still provide reasonable performance since integration aggregation is not long and the vehicle travelling distance is not far.

VI. CONCLUSION

This paper revisited the fundamental mathematics on approximating curves as polynomial functions or parametric
curves. It is shown that arc-length-based parametric representations possess the nice properties of preserving the form in coordinate transformation and parameter shifting. These properties have the potential in facilitating lane estimation for vehicle control since lanes are characterized as curves expressed in vehicle body-fixed frame by perception algorithms. As the vehicle moves, the body-fixed frame is translating and rotating. Thus, we proposed a new architecture using parametric representation in lane estimation and control. To ensure compatibility with most of current platforms, perception algorithms are still assumed to output coefficients of polynomial function representation. We derived the change of coefficients to transform polynomial function representation to arc-length-based parametric representation, and the evolution of coefficients using parametric representation. This evolution reveals an intrinsic linear relationship as the vehicles moves, which can be easily used for prediction or integrated with Kalman filters. We also set up a framework to simulate the whole process, including perception, estimation and control, for camera-based vehicle control problems. Simulation results indicate that controllers relying on predicted lanes using parametric representations can still achieve reasonably good performance at extremely low perception updating rate. These results are practically important in improving control performance with reduced perception updating rate, and obtaining better estimates when coefficients of representations are corrupted with noises. Future research directions may include lane estimation in the presence of noises and model mismatches, and field implementation with the proposed architecture and estimation model.
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Fig. 8. coordinates transformation.

implying that

\[
(x_Q - x) \cos \psi' + (y_Q - y) \sin \psi = -|\varepsilon_\Omega| \cos \delta, \quad (83a)
\]
\[
-(x_Q - x) \sin \psi' + (y_Q - y) \cos \psi = \varepsilon_\Omega \sin \delta. \quad (83b)
\]

Adding (83a, 83b) to (81a, 81b), respectively, we obtain

\[
\tau = (x - x_Q) \cos \psi + (y - y_Q) \sin \psi + |\varepsilon_\Omega| \cos \delta, \quad (84)
\]

and their corresponding derivatives are

\[
\dot{\tau} = (\dot{x} - \dot{x}_Q) \cos \psi + (\dot{y} - \dot{y}_Q) \sin \psi + (\eta + \varepsilon_\Omega \sin \delta) \psi + \varepsilon_\Omega \sign(\varepsilon_\Omega) \cos \delta, \quad (85)
\]
\[
\dot{\eta} = -(-\dot{x} - \dot{x}_Q) \sin \psi + (\dot{y} - \dot{y}_Q) \cos \psi - (\tau - |\varepsilon_\Omega| \cos \delta) \psi - \varepsilon_\Omega \sin \delta. \quad (86)
\]

Notice that \( \Omega \) is a point on the path and

\[
\dot{x}_\Omega = \frac{dx_\Omega}{dt} = \frac{d\Omega}{ds_\Omega} \frac{ds_\Omega}{dt} = \cos \alpha \Omega \dot{s}_\Omega, \\
\dot{y}_\Omega = \frac{dy_\Omega}{dt} = \frac{d\Omega}{ds_\Omega} \frac{ds_\Omega}{dt} = \sin \alpha \Omega \dot{s}_\Omega, \\
\dot{\alpha}_\Omega = \frac{d\alpha_\Omega}{dt} = \frac{d\Omega}{ds_\Omega} \frac{ds_\Omega}{dt} = \kappa \dot{s}_\Omega.
\]

Substituting (86) into (85) and combining the derivative of (63) yield the relationship

\[
\dot{\tau} = \dot{x} \cos \psi + \dot{y} \sin \psi - \kappa \Omega \cos \theta_\Omega + (\eta + \varepsilon_\Omega \sin \delta) \psi + \varepsilon_\Omega \sign(\varepsilon_\Omega) \cos \delta, \\
\dot{\eta} = -\dot{x} \sin \psi + \dot{y} \cos \psi + s_\Omega \sin \theta_\Omega - (\tau - |\varepsilon_\Omega| \cos \delta) \psi - \varepsilon_\Omega \sin \delta, \\
\dot{\theta}_\Omega = \dot{\psi} - \kappa \Omega \dot{s}_\Omega.
\]

Solving (87), we obtain the transformation of a general point from absolute position \((x, y)\) and orientation \(\psi\) to relative

APPENDIX

A. Coordinates Transformation

Let us consider an arbitrary point \(P \) (cf. Fig. 8) whose position are given by \((x, y)\) and \((\tau, \eta)\) in \(F\) and \(F^*\), respectively. Applying Theorem II yields the change of coordinates

\[
\tau = (x - x_Q) \cos \psi + (y - y_Q) \sin \psi, \quad (81a)
\]
\[
\eta = -(x - x_Q) \sin \psi + (y - y_Q) \cos \psi. \quad (81b)
\]

The definition of state \(\varepsilon_\Omega\) leads to

\[
r_{\Omega Q} \cdot e_\tau = -|\varepsilon_\Omega| \cos \delta, \quad r_{\Omega Q} \cdot e_\eta = \varepsilon_\Omega \sin \delta, \quad (82)
\]
expressed in coordinates form, where \( s_\Omega \) and \( \varepsilon_\Omega \) and orientation \( \theta_\Omega \) with respect to a path as

\[
\dot{s}_\Omega = \frac{\sin(\delta - \psi)}{\sin(\delta - \theta_\Omega)} \dot{x} + \frac{\cos(\delta - \psi)}{\sin(\delta - \theta_\Omega)} \dot{y} + \frac{|\varepsilon_\Omega| \cos(\delta - \sign(\varepsilon_\Omega) \delta) - \tau \cos \delta + \eta \sin \delta}{\sin(\delta - \theta_\Omega)} \psi,
\]

\[
\dot{\varepsilon}_\Omega = \frac{\sin(\delta - \theta_\Omega)}{\sin(\delta - \theta_\Omega)} \dot{x} + \frac{\cos(\delta - \theta_\Omega)}{\sin(\delta - \theta_\Omega)} \dot{y} + \frac{|\varepsilon_\Omega| \cos(\delta - \sign(\varepsilon_\Omega) \delta) - \tau \cos \theta_\Omega + \eta \sin \theta_\Omega}{\sin(\delta - \theta_\Omega)} \psi,
\]

\[
\dot{\theta}_\Omega = -\frac{\kappa_\Omega \sin(\delta - \psi)}{\sin(\delta - \theta_\Omega)} \dot{x} - \frac{\kappa_\Omega \cos(\delta - \psi)}{\sin(\delta - \theta_\Omega)} \dot{y} + \left(1 - \frac{\kappa_\Omega |\varepsilon_\Omega| \cos(\delta - \sign(\varepsilon_\Omega) \delta)}{\sin(\delta - \theta_\Omega)}\right) \psi + \frac{\kappa_\Omega \sin \delta}{\sin(\delta - \theta_\Omega)} \dot{\psi},
\]

\[
(88)
\]

in the differential format, and its inverse transformation

\[
\dot{x} = \left(\cos \alpha_\Omega - \kappa_\Omega \varepsilon_\Omega \sin(\delta - \sign(\varepsilon_\Omega) \psi) - \kappa_\Omega \tau \sin \psi \right.
- \kappa_\Omega \eta \cos \psi \right) \dot{s}_\Omega - \left(\varepsilon_\Omega \sin(\delta - \sign(\varepsilon_\Omega) \psi) + \tau \cos \psi \right) \dot{\varepsilon}_\Omega - \left(\eta \cos \psi \right) \dot{\theta}_\Omega - \dot{\psi} + \left(\varepsilon_\Omega \sin(\delta - \sign(\varepsilon_\Omega) \psi) + \kappa_\Omega \tau \cos \psi \right.
- \kappa_\Omega \eta \sin \psi \right) \dot{s}_\Omega - \left(\varepsilon_\Omega \sin(\delta - \sign(\varepsilon_\Omega) \psi) - \tau \cos \psi \right)
+ \eta \sin \psi \dot{\theta}_\Omega + \dot{\varepsilon}_\Omega \sin(\delta - \psi) + \tau \sin \psi + \eta \cos \psi,
\]

\[
\psi = \alpha_\Omega \dot{s}_\Omega + \dot{\theta}_\Omega.
\]

(89)

Solving \((63, 84)\) simultaneously, one can also obtain the inverse transformation

\[
x = x_{\Omega} - |\varepsilon_\Omega| \cos(\alpha_\Omega + \theta_\Omega - \sign(\varepsilon_\Omega) \delta)
+ \tau \cos(\alpha_\Omega + \theta_\Omega) - \eta \sin(\alpha_\Omega + \theta_\Omega),
\]

\[
y = y_{\Omega} - |\varepsilon_\Omega| \sin(\alpha_\Omega + \theta_\Omega - \sign(\varepsilon_\Omega) \delta)
+ \tau \sin(\alpha_\Omega + \theta_\Omega) + \eta \cos(\alpha_\Omega + \theta_\Omega),
\]

\[
\psi = \alpha_\Omega + \theta_\Omega,
\]

expressed in coordinates form, where \( x_\Omega, y_\Omega \) and \( \alpha_\Omega \) depend on \( s_\Omega \). We remark that it is hard to explicitly express the transformation \((88)\) in the coordinates form.

Setting the location \( x = x_Q, y = y_Q, \tau = 0 \) and \( \eta = 0 \) and utilizing the equation of motion of the camera location \( Q \) given in \((62)\), we obtain the relative equation of motion \((64)\) with respect to the path and the inverse transformation is

\[
x_Q = x_\Omega - |\varepsilon_\Omega| \cos(\alpha_\Omega + \theta_\Omega - \sign(\varepsilon_\Omega) \delta),
\]

\[
y_Q = y_\Omega - |\varepsilon_\Omega| \sin(\alpha_\Omega + \theta_\Omega - \sign(\varepsilon_\Omega) \delta),
\]

\[
\psi = \alpha_\Omega + \theta_\Omega.
\]

(91)

B. Proof of Lemma 2

One can apply Theorem 7 to obtain the parametric representation about point \( \Omega \) in frame \( F \), and then apply Theorem 4 to transform this representation to frame \( F^B \). Finally, the function representation in body-fixed frame can be obtained by applying Theorem 9. Alternatively, the function representation in body-fixed frame can also be calculated directly as follows.

Given an arbitrary point on the curve whose coordinates are \((x, y)\) and \((\tau, \eta)\) in frame \( F \) and \( F^B \), respectively, applying Theorem 11 leads to the same coordinate transformation as that given in \((81)\). Notice that vehicle position \((x, y)\) and orientation \( \psi \) are independent of arc-length parameter \( s \), while the relationship between \((x, y)\) and \( s \) are given in \((17)\) based on differential geometry. Thus, differentiating \((81)\) with respect to \( s \) yields

\[
\tau' = \cos(\alpha - \psi), \quad \eta' = \sin(\alpha - \psi),
\]

\[
\tau'' = -\kappa \sin(\alpha - \psi), \quad \eta'' = \kappa \cos(\alpha - \psi),
\]

\[
\tau''' = -\kappa^2 \cos(\alpha - \psi) - \kappa' \sin(\alpha - \psi),
\]

\[
\tau^{(4)} = -((\kappa'' - \kappa^3) \sin(\alpha - \psi) - 3\kappa' \cos(\alpha - \psi)),
\]

\[
\tau^{(5)} = (\kappa'^2 - 3(\kappa' \cos(\alpha - \psi) + (6\kappa'' \kappa' - \kappa''' \cos(\alpha - \psi))\sin(\alpha - \psi),
\]

\[
\eta^{(4)} = (\kappa'' - \kappa^3) \cos(\alpha - \psi) - 3\kappa' \sin(\alpha - \psi),
\]

\[
\eta^{(5)} = (\kappa'^2 - 3(\kappa' \cos(\alpha - \psi) - 6\kappa'' \kappa' - \kappa''' \cos(\alpha - \psi))\sin(\alpha - \psi).
\]

(92)

Also, notice that

\[
\frac{d\psi}{d\tau} = \frac{\eta'}{\tau'},
\]

(93)

and

\[
\frac{d^{n+1} \eta}{d\tau^{n+1}} = \frac{d}{d\tau} \left( \frac{d^n \eta}{d\tau^n} \right) = \left( \frac{d^n \eta}{d\tau^n} \right)',
\]

\[n = 1, 2, 3, \ldots.
\]

(94)

Substituting \((92)\) into \((93)\) \((94)\), one can obtain the derivatives recursively until the required order. Then the coefficients of function representation can be obtained by evaluating these derivatives at point \( \Omega \), and utilizing \((63, 9)\).