Symmetry and dissipation as the basic mechanism of social mobility, explaining distance scaling of migration patterns
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Models of social mobility inspired by the Newton’s law of gravity have been used for several decades to describe migrations of people, goods, and information. Despite an eminent reference and widespread use, these models lack the background theory, being often viewed as a collection of empirical recipes which rely on adjustable parameters. Here we propose a tractable and fundamental mechanism of social mobility, which explains distance scaling of migration flows and predicts the value of the scaling exponent. The mechanism reveals two key aspects framing social flows, which have direct analogy in physics: symmetry and dissipation. In particular, we identify the conditions for the social “gravity” scaling, when the power law exponent equals 2, and explain deviations from this behaviour, including saturation transitions. The resulting flow distribution is determined by the spatial structure of the underlying social network, rather than by distance explicitly. The theory is verified for residential migration in suburb networks of major Australian cities with diverse structure, population and size. The mechanism is directly translatable to other social contexts, such as flows of goods or information, and provides a universal understanding of how dynamic patterns of social mobility emerge from structural network properties.
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Newton’s law of gravity offers a rigorous and universal expression for the distance dependence of the force between two massive bodies, irrespectively of the circumstances they interact in. A similar distance-dependent expression has been proposed in social sciences [1, 2], describing the migration of people between certain locations [3–8], as well as flow of goods [9–13] or information [14–16]. In particular, according to various social gravity models, the flow $F_{ij}$ between two sites $i$ and $j$ which are separated by the Euclidean distance $r_{ij}$ and have the populations $P_i$ and $P_j$ respectively is expressed as

$$F_{ij} = k \frac{P_i P_j}{f(r_{ij}; \gamma)}$$

(1)

where $f(r_{ij}; \gamma)$ is a deterrence function. In the physical gravity law $f = r_{ij}^{-\gamma}$ with $\gamma = 2$, while in social gravity models $\gamma$ is an adjustable parameter chosen to fit empirical data. Empirical deterrence function may also have a non-power law form, e.g. $f = \exp(\gamma r_{ij})$.

Despite the widespread practical use [17, 18], the fundamental nature of the social gravity law is often questioned [19–22]. First, unlike the physical gravity law, the social gravity law (1) lacks a rigorous derivation, being merely an empirical observation. It is typically referred to by the term “gravity models”, emphasizing existence of a range of specific models which work in specific circumstances. In particular, the social gravity law is believed to have limited range of theoretical applicability, and alternative models have been proposed to address those limitations [19, 22]. Second, variation of the parameters used in these models across specific applications limits the universality of social gravity law. In particular, while in the physical gravity law the deterrence function is exactly $1/r^{2}$, in social gravity laws the values of the exponent range from 0.3 to 3.0. Third, in its power-law form the social migration flux increases to infinity at small distances, while in reality migration plateaus, reaching a certain saturation level. Community clustering and the corresponding network spatial structure has been shown to alter this simple scaling behaviour [23–25]. Finally, the social gravity law is formulated in a deterministic and not statistical terms. This implies existence of strict mobility rules in social systems, which are hard to expect from largely stochastic systems [26, 27].

In this paper we propose the mechanism, which explains the origin of the social gravity law and identifies the conditions of its applicability. This mechanism does not suffer from empiricism and exploits the fundamental features of spatial organization of the underlying social network in a two-dimensional space. The network sites exchange agents (individual persons, goods, information pieces), which results in their collective flow on the network. We show that the resulting flow distribution between the sites is determined by the spatial and topological structure of the network. We illustrate the predictions of the mechanism for residential migration in eight Australian Greater Capital areas, urban characteristics of which span a broad range of values, with the underlying network represented by residential suburbs.

**Conditions**

Consider a system of agents, which are able to move between the sites of a network. Each agent possesses a certain “energy” which is expended during relocation. Their collective behaviour is formulated in mean-field terms, assuming the agents are indistinguishable and follow a certain statistical distribution. Let $Q_i^+$ and $Q_i^-$ denote the number of agents moving from and to site $i$, which define the source and the sink flow, respectively. Furthermore, let $F_{ij}$ denote the number of agents moving from site $i$ to site $j$, defining the flow between them. Then, the average flow between two sites separated by the distance $r$ is described as
\[
\left\langle \frac{F_{ij}}{Q_i^+ Q_i^-} \right\rangle = \frac{1}{Q} \frac{\eta}{\nu + N(r)}
\]  

(2)

Here \( Q \) is the network-average sink/source flow, \( N(r) \) is the average number of sites inside the circle of radius \( r \), while \( \eta \) and \( \nu \) are topological parameters of the network defined below.

The social gravitation mechanism, which results in Equation (2), is illustrated in Figure 1 and described below. Figure 2 shows the predictions of Equation (2) along with the actual data. Notably, not only Equation (2) reveals the “power law” behaviour at moderate distances, but it also reproduces “saturation” transitions at low and high distances. The social gravitation mechanism requires the following conditions to be satisfied.

**Condition I (Symmetry):**

(a) The network sites are indistinguishable, except for their position in the two-dimensional metric space and source/sink capacities. This means, in particular, that sites do not have any explicit “attractiveness” which could drive migration. This also means that the source/sink flows are uncorrelated across different sites.

(b) The number of agents is conserved, i.e. the total source flow from all source sites of the network is equal to the total sink flow to all destination sites of the network.

**Condition II (Dissipation):**

(a) The agents are, in general, bound to a source site, and they need to overcome a certain “potential barrier” to flow outside. Agents with the energy below the potential barrier remain immobile.

(b) The excess energy of mobile agents, remained after passing the potential barrier, is “dissipated” in the links connecting the network sites. Each intermediate link between a source and a destination site exerts the same amount of “resistance” on the flow.

Unlike Equation (2), gravity models are typically formulated explicitly in terms of the site populations \( P_i \) and a power-law deterrence function. This requires additional conditions to be satisfied, which translate the source and sink flows at each site to its population and quantify the underlying spatial structure of the network, in particular:

**Condition III (Mobility):**

Both the total source flow and the total sink flow at every site is proportional to the population of that site, with the same proportionality coefficient across all sites, so that \( Q_i^+ = \alpha^+ P_i \) and \( Q_i^- = \alpha^- P_i \), where \( \alpha^+ = \alpha^- \equiv \alpha \) (because \( \sum_i Q_i^+ = \sum_i Q_i^- \)) measures the intensity of the population mobility.

**Condition IV (Space):**

The spatial density of the network sites is a power function of the distance. As the area is proportional to \( r^2 \), this ensures that average amount of sites in that area is \( N(r) \sim r^{2+\delta} \), with \( \delta \) indicating how far from homogeneous the spatial distribution of the network sites is. In particular, for a spatially uniform distribution \( \delta = 0 \), so that \( N(r) \sim r^2 \).
Figure 1 | Social gravitation mechanism. Left panel: Schematic representation of a migration network, with the nodes illustrated by a pattern of tiles. The sites are labelled as following: a source (“+”, red), a destination (“−”, blue), perimetric (green), radial (yellow). The bottom blank sector denotes irregularities of mapping the actual sites with various size and shape to a regular pattern. Right panel: schematic representation of the dissipation mechanism, illustrated by an electric circuit. The source site is shown as the voltage source, the destination sites are shown as ground points, and the links between sites are shown as resistors.

Figure 2 | Distance dependence of the migration flow. Each panel shows migration flows in a single Australian Greater Capital area (GCA), according to 2016 Census data of 5-years residential relocation. The properties of each GCA are listed in Table 1. Each blue dot in the cloud represents the actual migration flow quotient \( T_{ij} \equiv F_{ij}/(Q_i^+ Q_j^-) \) between each pair of suburbs plotted against the relative distance \( r_{ij} \equiv 2 d_{ij}/(\sqrt{S_i} + \sqrt{S_j}) \) between these suburbs, where \( d_{ij} \) is the Euclidian distance between centroids of the suburbs, while \( S_i \) is the area of the suburb. The red line shows the prediction of Equation (2), while the black squares show the average of the actual migration flow over the suburb pairs for which the flow is nonzero. The dotted green line shows the function \( a/r^2 \) with the same value \( a = 3 \times 10^{-5} \) for all GCA. The predictions of Equation (2) closely resemble the average value of the actual migration flow for all distances. In contrast, a plain gravity model gives only partial resemblance, diverging from the actual data in the value of the scaling exponent and in the deterrence function for low and high distances.
The additional conditions lead to an ordinary gravity model for the social migration flow

\[
\langle \frac{F_{ij}}{P_i P_j} \rangle = \frac{\kappa}{r^\gamma}
\]

with \( \kappa = \eta \alpha^2 / Q \) and \( \gamma = 2 + \delta \). Note, that the form of Equation (3) requires also that the sites’ potential barrier is zero.

Figure 3 shows the actual variation of the migration quotient, \( F_{ij}/(P_i^+ P_j^-) \), with the distance, as well as the radial distribution functions of the network sites, \( N(r) \). It confirms, for residential relocation, that when the additional Conditions III and IV are satisfied, Equation (3) is also valid.

**Mechanism**

We identify the flow variables, \( Q^+, Q^-, E_+, F_{+-}, J_+ \), each denoting the number of agents moving to and from the network sites in a particular combination.

*First*, let \( Q^+ \) be the total flow from a source site, and \( Q^- \) be the total flow to a destination site. Each site can be a source and a destination, resulting in a flow \( F_{+-} \) between each pair of sites. We identify the flow field \( E_+(-) \) which shows the potential flow from a source site, \( + \), at the location of a destination site, \( - \), irrespectively of its sink capacity. By definition, the total potential flow at all destinations is equal to the source flow: \( \sum E_+(-) = Q^+ \). Unlike the potential flow \( E_+(-) \), the actual flow \( F_{+-} \) accounts for the destination sink capacity \( Q^- \).

Because all sites are indistinguishable, the flow from each source site is distributed among all destination sites proportionally to their sink capacity:

\[
F_{+-} = E_+ Q^- / \langle Q^- \rangle,
\]

where \( \langle Q^- \rangle = \langle Q^+ \rangle \equiv Q \) is the average sink/source flow in the network.

*Second*, we identify the energy \( U_+ \) of the source flow, which is dissipated in the links connecting the intermediate sites. When the flow reaches a destination site, its energy becomes zero, irrespectively of the distance, similarly to potential of the ground point in electrical circuits. Furthermore, we identify \( N_p \) perimetric sites, which are separated from the source site by the same number \( N_r \) of radial sites as the destination site. Let \( J_+(r) \) be the migration flux, which shows the potential flow from a source site to the entire layer of perimetric destination sites. By definition, the sum of the migration fluxes across all perimetric layers is equal to the total source flow: \( \sum_r J_+(r) = Q^+ \). Because each intermediate link along the radial direction exerts the same amount of resistance on the flow, the flux \( J_+(r) = U_+ / N_r \). If follows from flow conservation, that \( \sum_{N_r} (U_+/N_r) = Q^+ \), so the source energy \( U_+ = Q^+ / H_\theta \), where \( H_n = \sum_{k=1}^{n} (1/k) \) is the \( n \)-th harmonic number and \( \theta \) is the half of the network average path length.

*Third*, we observe that the migration flux is the sum of the potential flows at the sites, which constitute a single perimetric layer: \( J_+(r) = \sum_p E_+(p) \). Because the perimetric sites are indistinguishable, the flux \( J_+ = N_p E_+ \), therefore \( E_+ = J_+ / N_p \). Substituting \( J_+ \) and \( U_+ \), we obtain \( E_+(r) = Q^+ / (H_\theta N_r N_p) \). Note, that the flow field \( E_+(r) \) is the same at all perimetric destination sites from a single perimetric layer.

*Fourth*, we estimate \( N_p N_r = 2(N - 1) \), where \( N \) is the total amount of sites inside the “circle” bounded by the corresponding perimetric sites. This expression is analogous to the geometric relation \( p r = 2S \) between the circle area \( S \), its radius \( r \) and perimeter \( p \), with the source site being subtracted from the total number of sites, giving the total number of destination sites.
Fifth, we identify the “potential barrier” $V$ of a source site, which reduces the energy of the source flow. This barrier essentially increases the effective number of the dissipative links, $N\rho N_r$, by the number of neighbouring sites.

Finally, collecting the above expressions, we obtain for the potential flow $E_+ (r) = H_0^{-1} Q^+ / [V + 2(N(r) - 1)]$, and for the actual flow $F_{+} (r) = \eta Q^+ Q^- / [(\nu + N(r))(Q^-)]$ with $\eta \equiv 1/(2H_0)$ and $\nu \equiv V/2 - 1$. Upon averaging the relative flow quotient $F_{+}/(Q^+ Q^-)$ across all pairs of source and destination sites, we obtain Equation (2).

1/$N$ scaling and power-2 law

Newton’s law of gravity allows a simple interpretation in terms of the gravitational field $E$, defined as the gravitational force exerted on a test unit mass. Namely, according to the Gauss’s law for gravity, any mass is the source of the gravitational field, and the total gravitational flux $J$ through any closed surface $\sigma$ is proportional to the mass $m$ enclosed within that surface. By definition, this flux is the surface integral of the field, $J = \int E \, d\sigma$, which in three-dimensional space with spherical symmetry reduces to $J = E \, 4\pi r^2$. This results in the gravitational field $E \sim m/r^2$, so the gravitational force between two bodies with masses $m_i$ and $m_j$ separated by the distance $r_{ij}$ is $F_{ij} \sim m_im_j/r_{ij}^2$. The Gauss’ theorem is a mathematical mechanism which reflects the physical principle of matter conservation. It also finds applications in other areas of physics, resulting in Coulomb’s law in electrostatics, the continuity equation in hydrodynamics, and the inverse-square law in radiation.

In analogy, we introduce the migration field $E$ and hence formulate the Gauss’ law of social migration, as following: the total flux $J_i$ of the migration field $E_i$ from the site $i$ to all sites along a closed perimeter $\ell$ around $i$ is proportional to the source flow $Q_i^+$ from that site.

Social migration takes place on a two-dimensional manifold (surface of Earth), hence the migration flux is measured through a one-dimensional manifold (perimeter). This leads to the scaling behaviour for the migration filed $E_i \sim Q_i^+/r$ and the corresponding migration flow $F_{ij} \sim Q_i^+ Q_j^-/r_{ij}$, which implies the migration exponent $\gamma = 1$. The formulated Gauss’ mechanism is universal, resulting in the same value of the migration exponent in all social contexts. However, as it was mentioned earlier, the observed value of this exponent varies across applications and also differs significantly from 1. This means that, unlike for physical gravitation, the Gauss’ mechanism alone is not sufficient to describe social migration. The additional factors, which affect the migration scaling behaviour, are migration dissipation and spatial distribution of the network sites.

The dissipation mechanism described by Condition II finds the physics analogy [28] in various transport phenomena, such as diffusion, heat conduction, or electric current, and states that the resistance to social mobility is linearly proportional to the number of identical resisting elements. In particular, the migration flux between sites $i$ and $j$ decreases with the number of intermediate links $R_{ij}$ between them as $J_{ij} \sim 1/R_{ij}$. For a uniform spatial distribution of sites $R_{ij}(r) \sim r$. Combined with the Gauss’ mechanism, this results in the migration filed $E_i \sim Q_i^+/r^2$ and the corresponding migration flow $F_{ij} \sim Q_i^+ Q_j^-/r_{ij}^2$, so that the migration exponent $\gamma = 2$.

The combination of the conservation and dissipation mechanisms determines the $1/N(r)$ scaling behaviour of the migration flow. This suggests that the flow from any site is distributed
uniformly between all sites within a certain area centred at that site. For the “ideal” network, whose sites are distributed homogeneously in space, this results in the migration flow, which follows the power-2 law scaling, resembling the Newton’s gravity law.

Non-uniform spatial distribution

Spatial structures of real social networks differ from the ideal one, resulting in deviations from the power-2 law. In particular, for a non-uniform spatial distribution of the network sites, the number of sites located along a perimeter \( \ell \) is proportional to \( \ell^\lambda \) with \( \lambda \neq 1 \), which alters the Gauss’ mechanism. Furthermore, the amount of sites located along the radius \( r \) is proportional to \( r^\rho \) with \( \rho \neq 1 \), which alters the dissipation mechanism. Hence, the migration field \( E_i \sim Q_i^+ / r^{\lambda+\rho} \), so that \( \gamma = \lambda + \rho \), which, in general, differs from 2. This explains the observed variation of the power law migration exponent across different social contexts. In particular, Figure 3 illustrates the variation of \( \gamma = \lambda + \rho \) across different urban networks. For residential relocation the variation of \( \gamma \) correlates with city polycentricity [3, 29], confirming dependence of the migration scaling behaviour on the spatial structure of the underlying network. In particular, for monocentric cities \( \gamma \propto 1.8 - 2.0 \), while for non-monocentric cities \( \gamma \propto 0.7 - 0.9 \), see Table 1.

The spatial distribution of the network sites may, in principle, follow any function (e.g. an exponential). In this case Condition IV should reflect the corresponding network topology, which, in turn, would alter Equation (3). For example, daily home-to-job commute flows take place in a combined suburb-transportation network, with motorway and high-speed public transport serving as “shortcut” links which connect distant suburbs. These shortcuts decrease the “resistance” between distant suburbs, which should be reflected in Condition II. Different network topologies (e.g. scale-free or small-world) are quantified by the corresponding deterrence functions; however, they do not a priori determine the value of the scaling parameter of that function. Hence, the diversity of the actual topological and spatial structures of the underlying social networks explains the variety of the migration scaling behaviour.

Saturation transitions

Actual migration flows tend to become independent of the distance at low and high distances, as is evident from Figure 2. These saturation transitions are not captured by any contemporary gravitational model, but can be explained by the proposed mechanism.

The low-distance saturation occurs due to a “potential barrier” (Condition IIa), which prevents low-energy agents from migration, limiting the migration flow. This mechanism is analogous to the photoelectric effect in physics and adsorption process in chemistry, where a bound particle requires to overcome a potential barrier in order to become mobile. While existence of such barrier in physics and chemistry is a generic phenomenon, the magnitude (and shape) of this barrier is not universal (i.e. is specific to each particular system), depending on e.g. the structure of the binding site. Similarly, the structure of the potential barrier to social migration may depend on the specific nature of the migration phenomenon. For residential relocation we quantify this barrier by the coordination number of a source site (i.e. the node’s degree).

The high-distance saturation occurs due to finite size of the network, determining the lower limit for the migration flow. In particular, for a finite network the amount of sites contained within a large enough circle area, stops growing with the radius of that circle, becoming equal to the total amount of sites in the network.
Characteristics (columns) for each network, represented by Australian GCAs (rows). 
Column 1: the migration network, with dots representing suburbs and links between them representing their common border. The unit length of the grid corresponds to 0.5 degrees of latitude and longitude. Each GCA has a distinct network structure, along with its size and population (see Table 1).

Column 2: network’s mobility intensity, i.e. the values of $\alpha^+$ and $\alpha^-$ calculated for each suburb (red and blue circles), together with their mean values (black line) as a function of the suburb’s population. For each GCA the mean value is approximately independent of the population, justifying Condition III.

Column 3: the average number of sites as a function of the distance from another site, i.e. the radial distribution function (RDF), for radial ($N_r$, green circles) and perimetric ($N_p$, orange circles) sites, together with the corresponding power law approximation, ($r^\lambda$, blue line) and ($r^\phi$, red line) respectively. The values of the $\lambda$ and $\phi$ exponents are given in Table 1. The distance is calculated as described in Figure 2. For a significant range of distances each RDF can indeed be approximated by a power law, justifying Condition IV.

Column 4: the mean of the actual relocation flow quotient $F_{ij}/(P_i + P_j)$ as a function of the distance (black circles), compared with the predictions of Equation (3) (red line), and with the function $2.5 \cdot 10^{-6} r^{-2}$ (green line).
### Table 1 | Parameters of the migration networks

The properties (columns) of each network, represented by Australian Greater Capital area (rows). In particular, $P$ – total population, $S$ – total area, $N$ – total number of nodes (suburbs), $Q$ – average source/sink flow, $V$ – average node degree, $2\theta$ – average network path length, $\kappa$ – mobility factor, $\lambda, \rho$ – exponents of the radial distribution functions, $\gamma$ – migration exponent. $P, S, N$ are not used in the theory and listed to illustrate the diversity of the underlying networks. $Q$ is calculated from the 2016 Census data of 5-years residential relocation. $V, \theta$ are calculated from the network directly (Figure 3, Column 1). $\lambda, \rho$ are estimated from the RDF plots (Figure 3, Column 3).

| City     | $P$, mln ppl | $S$, '000 km$^2$ | $N$, nodes | $Q$, '000 ppl | $V$, nodes | $2\theta$, nodes | $\kappa$, x10$^6$ | $\lambda$ | $\rho$ | $\gamma$ |
|----------|--------------|----------------|------------|---------------|------------|------------------|------------------|-----------|------|--------|
| Sydney   | 4.82         | 12.4           | 312        | 3.6           | 5.12       | 8.37             | 2.5              | 0.9       | 1.1  | 2.0    |
| Melbourne| 4.49         | 10.0           | 309        | 3.3           | 5.50       | 7.60             | 2.5              | 0.9       | 1.1  | 2.0    |
| Brisbane | 2.27         | 15.9           | 236        | 2.6           | 5.18       | 7.80             | 4.0              | 1.0       | 1.0  | 2.0    |
| Adelaide | 1.30         | 3.3            | 110        | 2.8           | 5.25       | 4.68             | 3.0              | 0.8       | 1.1  | 1.9    |
| Perth    | 1.94         | 6.4            | 173        | 2.8           | 4.98       | 6.67             | 4.0              | 0.8       | 1.1  | 1.9    |
| Hobart   | 0.22         | 1.7            | 35         | 1.5           | 3.94       | 4.42             | 6.0              | 1.0       | 0.8  | 1.9    |
| Darwin   | 0.14         | 3.2            | 44         | 0.9           | 4.91       | 3.23             | 10.0             | -1.1      | 1.8  | 0.7    |
| Canberra | 0.40         | 2.4            | 131        | 0.8           | 5.40       | 4.17             | 7.5              | -0.4      | 1.3  | 0.9    |

**Summary**

In summary, this paper explains how the distance dependence of social mobility flows emerges from the combination of three key factors: i) the Gauss’ theorem; ii) the dissipation mechanism; iii) the spatial distribution of the network sites. The proposed mechanism reveals that the scaling behaviour of social mobility flows is determined by the spatial and topological structure of the underlying social network rather than the explicit geographical distance. In addition to the conventional power-law behaviour, the proposed mechanism also provides a novel explanation for the saturation transitions at low and high distances.

The developed theory is illustrated for human residential relocation in eight Australian Greater Capital areas which differ in population, size, spatial structure and development history. The generic formulation of the theory allows its application to various social contexts with different structures of the underlying social network.

Actual migration flows over the same distance in the same social network may vary across several orders of magnitude. This indicates that there exist individual factors affecting migration flow between particular network sites, such as individual attractiveness [3, 21]. The social gravitational mechanism proposed in this paper does not address individual differences among network sites or migrating agents, describing their mean-field behaviour.
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