Abstract

This paper proposes two novel knowledge transfer techniques for class-incremental learning (CIL). First, we propose data-free generative replay (DF-GR) to mitigate catastrophic forgetting in CIL by using synthetic samples from a generative model. In the conventional generative replay, the generative model is pre-trained for old data and shared in extra memory for later incremental learning. In our proposed DF-GR, we train a generative model from scratch without using any training data, based on the pre-trained classification model from the past, so we curtail the cost of sharing pre-trained generative models. Second, we introduce dual-teacher information distillation (DT-ID) for knowledge distillation from two teachers to one student. In CIL, we use DT-ID to learn new classes incrementally based on the pre-trained model for old classes and another model (pre-)trained on the new data for new classes. We implemented the proposed schemes on top of one of the state-of-the-art CIL methods and showed the performance improvement on CIFAR-100 and ImageNet datasets.

1. Introduction

The natural learning process of humans is incremental, implying that we incrementally learn new knowledge, as we explore the world and observe new data over time. Many of real-world vision applications desire a similar incremental learning property, since their target tasks usually grow progressively by increasing demands of users, and the training data are also often collected incrementally. However, most of conventional supervised learning methods do not adapt well to this situation, since they are developed under the assumption that all the training data for learning are provided and used at once.

Incremental learning is a learning paradigm that enables a model to acquire new knowledge from new data continually, instead of training it once for all [24]. A baseline approach to incremental learning is to fine-tune a pre-trained model on new data when they become available, but naive fine-tuning suffers from severe performance degradation on the old tasks that the model already learned before, which is called catastrophic forgetting [10]. Catastrophic forgetting is caused by over-fitting to the new data when the past data are not available and cannot be used during the incremental training stages.

There have been substantial efforts devoted to mitigate catastrophic forgetting in incremental learning.

Replay methods. Reserving some of the original training data of past tasks for future learning is a naive but effective approach to reduce catastrophic forgetting, and it was used in many of the previous works [4, 13, 20, 26, 31]. In [31], a subset of the reserved exemplars was used as a validation set to correct the bias towards a new task due to data imbalance. On the other hand, instead of storing raw-format samples, generative replay (GR) proposes utilizing pre-trained generative models to reproduce synthetic samples for past tasks and use them for pseudo-rehearsal [14, 19, 29, 32].
Parameter-based regularization methods. The methods in this category mainly focus on estimating the importance of each weight in a pre-trained model and add more penalty to the distortion of the significant weights when (re-)training the model for new data [2, 5, 16, 23, 33]. The difference among these methods can be found in the way to compute the importance of weights. For example, in [16], the Fisher information matrix was used to measure the importance. In [23], variational continual learning introduced a prior distribution on the weights to learn the importance of the weights via a variational learning framework.

Distillation-based regularization methods. The methods in this category utilize knowledge distillation (KD) [12] to consolidate the previous knowledge in a pre-trained model, while the model is (re-)trained for new data. A distillation-based method was first introduced to incremental learning in LwF [18] to transfer the previous knowledge from a pre-trained model to a new model by matching their (softmax) outputs on new data. Then, iCaRL [26] improved the LwF method for CIL with a small number of exemplars reserved for old classes. Moreover, iCaRL proposed nearest-mean-of-exemplars classification and prioritized construction of exemplars. The distillation-based method was improved in [4] by sophisticated data augmentation with reserved samples and class-balanced fine-tuning. Recently, it was further refined in LUCIR [13] with cosine-similarity-based classification, less-forget constraint, and inter-class separation. In [9], attention maps were utilized for distillation.

The main contribution of this paper is two-fold. First, we propose data-free generative replay (DF-GR) to augment limited (old) training data with synthetic samples from a generative model. In particular, given a pre-trained model for the past tasks, the generative model is trained from scratch without using any training data, so we call it a data-free method. This is different from conventional generative replay methods [19, 29, 32], where auxiliary generative models are trained along with the main objective models by using the original training data, and the pre-trained generative models are shared for later incremental learning. Training good generative models is difficult and time-consuming. Moreover, it is redundant work in the view of current model trainers who may not care much of later incremental learning. In DF-GR, the generative model is trained by the current model trainer who wants to adapt the model for a new task, without accessing any previous data. Second, we introduce dual-teacher information distillation (DT-ID) for knowledge distillation from two teachers to one student. In incremental learning, we use the model (pre-)trained on the new data as the second teacher for a new task, in addition to the previous one-teacher distillation method that uses the past model as the (first) teacher for old tasks. We adopt the information distillation (ID) method [1] and alter the original one-teacher method to a dual-teacher method.

We investigate the usefulness of the proposed DT-ID and DF-GR methods in class-incremental learning (CIL). The goal of CIL is to learn a unified classifier that can recognize all the classes learned so far, when the training data for unseen classes arrive incrementally. Our proposed dual-teacher CIL (DT-CIL) employs both DT-ID and DF-GR, as shown in Figure 1. In Figure 2, we illustrate the timeline of DT-CIL. We implemented the proposed schemes on top of one of the state-of-the-art CIL methods, LUCIR [13]. In our experimental results on CIFAR-100 and ImageNet datasets, we show that each proposed component provides performance improvement over the baseline LUCIR method. We also show the potential of the proposed scheme in the data-limited CIL scenario, where the available training data are limited not only for old classes, but also for new classes, due to the cost of data sharing or to preserve data privacy.

2. Data-free generative replay (DF-GR)

Let us assume that we are given a pre-trained classification model $t$ (called teacher) that estimates the probability distribution of class $y$ for input $x$. Let $g$ be the conditional generator that we train to produce the synthetic data similar to the training data used to train the teacher $t$. The conditional generator takes a random noise vector $z$ and a label (condition) $y$ to produce a labeled sample. Let $p(z)$ be the random noise distribution, and let $p(y)$ be the label distribution over classes $C$. We employ the following two losses to train the conditional generator without any training data.
Cross-entropy (CE) loss. We use the teacher $t$ as a fixed discriminator to criticize the labels of the synthetic samples from the conditional generator. We define the cross-entropy loss between the label fed to the generator and the softmax output from the teacher for the generated sample as below:

$$L_{CE}(g|t) = \mathbb{E}_{p(z)p(y)}[H(y, t(g(z, y)))], \quad (1)$$

where $H$ denotes the cross-entropy, and the label $y$ is one-hot encoded in $H$.

Batch-normalization statistics (BNS) loss [6]. Each batch normalization (BN) layer in the pre-trained teacher $t$ stores the mean and variance of the layer input, which we can utilize as a proxy to verify that the generator output is similar to the original training data. We use the Kullback-Leibler (KL) divergence of two Gaussian distributions to match the statistics (mean and variance) stored in the BN layers of the teacher (which were obtained when trained with the original data) and the statistics computed for the generator output at the same BN layers of the teacher. Let $\mu_{l,c}$ and $\sigma_{l,c}^2$ be the mean and variance stored in batch normalization layer $l$ of the teacher for channel $c$. Let $\hat{\mu}_{l,c}(g)$ and $\hat{\sigma}_{l,c}^2(g)$ be the corresponding mean and variance computed based on the synthetic samples from generator $g$. The batch-normalization statistics (BNS) loss is given by

$$L_{BNS}(g|t) = \sum_{l,c} D_{KL}(\mu_{l,c}, \sigma_{l,c}^2, \hat{\mu}_{l,c}(g), \hat{\sigma}_{l,c}^2(g)), \quad (2)$$

where $D_{KL}$ is the KL divergence of two Gaussians, i.e.,

$$D_{KL}(\mu, \sigma^2, \mu', \sigma'^2) = \frac{(\mu - \mu')^2 + \sigma^2}{2\sigma^2} - \log \frac{\sigma}{\sigma'} - \frac{1}{2}.$$

From (1) and (2), we propose the following objective for zero-shot learning of a conditional generator (see Figure 3):

$$\min_g \{ L_{CE}(g|t) + L_{BNS}(g|t) \}. \quad (3)$$

In [6], the BNS loss was introduced to train non-conditional generators for data-free KD, in particular, for data-free network quantization. In this paper, we utilize the BNS loss together with the CE loss to train a conditional generator without data. The conditional generator is then used in CIL for DF-GR, which will be elaborated in Section 3.2.

In Figure 4, we present some synthetic images from DF-GR, given a pre-trained ResNet-18 model on the ImageNet dataset as the teacher. The ResNet-18 model is pre-trained on the ImageNet data of 500 classes that we randomly select as the base task at time 0 for CIL (see Section 4). In the case of using the CE loss only, the generator fails to synthesize natural images of given classes. If we use the BNS loss only, then the conditional generator gets no feedback from the teacher (discriminator) for the label of its generated sample, so it turns into producing synthetic samples without labels. Once we utilize both CE and BNS losses, DF-GR produces labeled images that we can distinguish their classes.

### 3. Dual-teacher CIL (DT-CIL)

In CIL, we are given a sequence of classification tasks, denoted by $T_i$ for $i \in \mathbb{Z}^*$, where $\mathbb{Z}^*$ is the set of the non-negative integers. Task $T_i$ at time $i$ is a classification task for a set of classes $C_i$, such that $C_i \cap C_j = \emptyset$ for all $i \neq j$, where $\emptyset$ denotes an empty set. At time $i = 0$, we train a network for (base) task $T_0$ with base training data $D_0$. At each time $i \geq 1$, we are given a new task $T_i$ with a set of new training data $D_i$ that belong to $C_i$, and we aim to learn the new task without forgetting the past tasks $T_0, T_1, \ldots, T_{i-1}$ that we already learned. We cannot revisit the old training data for the past tasks, unless we reserve a small number of samples, called exemplars. The reserved exemplars for task $T_i$ are denoted by $R_i$.

Let $f_i$ be the neural network that we use at time $i \in \mathbb{Z}^*$ for CIL. Each network $f_i$ consists of a feature extractor $\phi_i$ and a classifier based on the extracted feature. For simplicity, we assume one-layer classifier, and let $W_i = \{w_{ic} \} \subset C_i$ be the set of classification weights used in $f_i$ for classification among all the learned classes $\bigcup_{j=0}^{i} C_j$, where $W_i = \{w_{ic} \} \subset C_i$ is the classification weights newly introduced at time $i$ for classes $C_i$.

#### 3.1. Dual-teacher information distillation (DT-ID)

The information distillation (ID) scheme [1] is one of the state-of-the-art KD variants, which transfers knowledge from a teacher to a student by maximizing the mutual information at their intermediate layers. We adopt this method for dual-teacher information distillation (DT-ID) in CIL.

At time $i$, the first teacher for DT-ID is the model $f_{i-1}$ from time $i - 1$, which was pre-trained for old classes $C_0^{i-1}$.

### Table 1: Summary of notations for dual-teacher CIL.

| Time | Classes | Data | Teachers (pre-trained) | Student |
|------|---------|------|------------------------|---------|
| $i$  | $C_0^{i-1}$ | $C_i$ | $R_0^{i-1}$ | $D_i$ | $t_0 \equiv f_{i-1}$ | $t_1 \equiv f_i$ | $s \equiv f_1$ |

* Reserved exemplars.
We let $h_i$ be the second teacher at time $i$, which is the model (pre-)trained on the new data at time $i$ for new classes $C_i$. The student is the current model $f_i$ that we train at time $i$ for both old and new classes in $C_i$. For notational simplicity, we use $t_0 = f_{i-1}, t_1 = h_i$ and $s = f_i$ to denote two teachers and the student, respectively—In practice, we select the intermediate layers with different resolutions (e.g., the layers and the student, respectively—In practice, we select the intermediate layers with different resolutions (e.g., the layers just before down-sampling layers). Let $t_{0,k}, t_{1,k}$, and $s_k$ for $1 \leq k \leq K$ be the feature maps from the $k$-th layer selected for DT-ID in the first teacher, the second teacher, and the student, respectively. Then, DT-ID aims to minimize

$$L_{\text{DT-ID}} = - \sum_{k=1}^{K} (\mathcal{I}(t_{0,k}, s_k) + \mathcal{I}(t_{1,k}, s_k)), $$

where $\mathcal{I}$ denotes the mutual information (e.g., see [7, Section 2.3]). As proposed in [1], we take the variational lower bound of the mutual information and perform variational information maximization [3] with a Gaussian prior. Then, for each $n \in \{0, 1\}$, it can be shown that

$$-\mathcal{I}(t_{n,k}, s_k) \leq \mathbb{E}_{(x,y) \in A_i} [\mathcal{J}_{n,k}(t_{n,k}, s_k)] + X, \quad (4)$$

where

$$\mathcal{J}_{n,k}(t, s) = \sum_{c,h,w} \frac{(t_{c,h,w} - \mu_{k,c,h,w}^{n}(s))^2}{2\sigma_{k,c}^2} + \log \sigma_{k,c}, \quad (5)$$

for some constant $X$; $t_{c,h,w}$ is the scalar element of tensor $t$ at channel $c$, height $h$, width $w$, and $\mu_{k,c,h,w}^{n}(s)$ is the output of the neural network $\mu_{k}^{n}$ at channel $c$, height $h$, width $w$, when it takes $s$ as its input—$\mu_{k}^{n}$ is the convolutional network used to transform the student feature maps into the teacher domain at each intermediate layer $k$ selected for ID. We propose using a common variance $\sigma_{k,c}^2$ for both $n \in \{0, 1\}$ at each layer $k$ and channel $c$, so we transfer information from two teachers without inclining towards either of them. We note that the detailed steps to derive (4) and (5) from variational information maximization can be found in [1, 3] and are omitted here due to the page limit.

**Dual-teacher information distillation (DT-ID) loss.** In practice, we take empirical expectation in (4) by using the feature maps obtained from all available data at time $i$ and define the DT-ID loss as below, for $A_i = D_i \cup R_{i-1}^*$,

$$\tilde{L}_{\text{DT-ID}} = \sum_{k=1}^{K} \mathbb{E}_{(x,y) \in A_i} [\mathcal{J}_{0,k}(f_{i-1,k}(x), f_{i,k}(x)) + \mathcal{J}_{1,k}(h_{i,k}(x), f_{i,k}(x))]. \quad (6)$$

For the baseline CIL scheme, we adopt three key components of LUCIR [13], i.e., cosine-similarity-based classifier, cross-entropy loss, and less-forget constraint.

**Cosine-similarity-based classifier.** In [13], it was proposed for the classifier to use the cosine similarity instead of the conventional dot-product, to resolve the data imbalance problem, when only a small number of reserved exemplars are given for old classes. The cosine-similarity-based classifier yields, before applying the softmax function,

$$l_{i,c}(x) = \langle w_c, \phi_i(x) \rangle = \frac{w_c^T \phi_i(x)}{|w_c| |\phi_i(x)|}, \quad c \in C_i^d, \quad (7)$$

for input $x$, where $a^T$ is the transpose of $a$, $|a|$ is the $l^2$-norm...
of $a$, and $\langle a, b \rangle$ is the cosine similarity between $a$ and $b$. The network $f_i$ computes the categorical probability distribution of input $x$ over classes $C_i^0$ by encoding the cosine-similarity scores with the softmax function.

**Cross-entropy (CE) loss.** The categorical cross-entropy loss is computed on the labeled training data for new classes, and the reserved exemplars, if present, for old classes:

$$L_{CE}^i = \mathbb{E}_{(x,y) \in A_i} [\mathcal{H}(y, f_i(x))], \quad A_i = D_i \cup R_i^{t-1}, \quad (8)$$

where $(x, y)$ is the pair of a training sample and its ground-truth label.

**Less-forget (LF) constraint** [13]. To maintain the previous knowledge learned in a pre-trained model, it was proposed to inherit and fix the weights for old classes from the pre-trained model and minimize the following LF loss:

$$L_{LF}^i = -\mathbb{E}_{(x,y) \in A_i} [\langle \phi_{i-1}(x), \phi_i(x) \rangle]. \quad (9)$$

The LF loss constrains the change of the feature extractor, when (re-)training the model on new data so that it does not forget the knowledge for old classes.

By combining the DT-ID, CE and LF losses in (6), (8), and (9), the final objective of our DT-CIL is given by:

$$\min_{\phi_i, W_i, \mu_i, \sigma^2_i} \{L_{DT-ID}^i + L_{CE}^i + \alpha_i L_{LF}^i\}, \quad (10)$$

where $\alpha_i \geq 0$ is the factor to control less-forgetting.

### 3.2. DT-CIL with DF-GR

For DF-GR at time $i$ of CIL, the pre-trained model $f_{i-1}$ for old classes from time $i - 1$ is set to be the teacher $t$ in (3), and a conditional generator $g = g_i$ is trained to reproduce the synthetic samples for old classes $C_i^{t-1}$ by (3). We emphasize that at each time $i$, we train a new generator $g_i$, from scratch without using any training data, based on the previous model $f_{i-1}$, and no pre-trained generators are transferred to the future (see Figure 2). The synthetic samples from $g_i$ are used in CIL as follows:

- First, we include the synthetic samples when computing the DT-ID and LF losses in (6) and (9), i.e., we add the synthetic samples to the available data $A_i$ in (6) and (9).
- Second, we add the data-free KD loss (see (12)) for the synthetic samples to our DT-CIL objective in (10), which is elaborated below.
- We do not compute the CE loss in (8) with the synthetic samples, since the ground-truth labels for the synthetic samples are unknown although they are machine-labeled in conditional generation.

**Data-free KD with weight imprinting.** Note that the past model $f_{i-1}$ yields the softmax output for old classes only, while the current model $f_i$ that we train at time $i$ produces the softmax output for both old and new classes. For KD from $f_{i-1}$ to $f_i$, we need to match the number of output classes. In [18, 31], it was proposed to match the softmax output for old classes only in KD. In this paper, we propose extending the classification layer of $f_{i-1}$ to cover the new classes by weight imprinting [25] and matching the softmax output for both old and new classes. We will show the gain of weight imprinting in our experiments (see Figure 6).

For weight imprinting, we collect the output of the feature extractor $\phi_{i-1}$ for every training sample of each new class and use their average as the classification weight of that class. If we use a cosine-similarity-based classifier (see (7)), we normalize the features before taking their average:

$$w_c = \mathbb{E}_{(x,y) \in D_i(c)} \left[ \frac{\phi_{i-1}(x)}{\langle \phi_{i-1}(x) \rangle} \right], \quad c \in C_i, \quad (11)$$

where $D_i(c)$ is the samples of class $c \in C_i$ in $D_i$. In (11), weight imprinting basically finds the weight that maximizes the average cosine similarity to the features extracted from the available training samples for each class.

Let $f_{i-1}$ be the past model with an extended classifier after weight imprinting for new classes. Then, the data-free KD (DF-KD) loss using DF-GR is given by

$$L_{DF-KD}^{i} = \mathbb{E}_{p(z)p_{c}(y)} [\mathcal{H}(f_{i-1}(g_i(z, y)), f_i(g_i(z, y)))], \quad (12)$$

where $p_i(y)$ is the label distribution, for which we use the uniform distribution over all the past classes $C_i^{t-1}$ at time $i$. The DF-KD loss is finally added to (10) for DT-CIL.

### 4. Experiments

We perform experiments on our proposed DT-CIL with DT-ID and DF-GR for CIFAR-100 [17] and ImageNet [28] 2012 datasets. For ImageNet, we consider two cases. First, we evaluate CIL on 100 classes randomly selected from the full ImageNet data, which is called ImageNet-Subset. Second, we evaluate CIL on all 1000 classes of the ImageNet dataset, which is called ImageNet-Full. For CIL on CIFAR-100 and ImageNet-Subset, we split the classes into 6 tasks, where the base task at time 0 has 50 classes, and each of the following 5 tasks for time $i \in \{1, 2, 3, 4, 5\}$ has 10 classes. For ImageNet-Full, we split the classes into the base task of 500 classes and the following 5 tasks of 100 classes in each.

### 4.1. Implementation details

We use 32-layer and 18-layer ResNets [11] (ResNet-32 and ResNet-18) for CIFAR-100 and ImageNet, respectively. We adopt the cosine-similarity-based classifier in (7), while we remove the last rectified linear unit (ReLU) from the original ResNet feature extractor, so the features can be any real values. We mostly follow the training hyper-parameters suggested in LUCIR [13], on top of which we additional implement our DT-ID and DF-GR methods. Due to the page limit, we defer more details to the supplementary materials.
For the conditional generator of DF-GR, we adopt the U-Net [27] architecture used in [30]. We replace batch normalization with conditional batch normalization [8, 21] for conditional generation. To train the conditional generator for (3), we employ Adam optimizer [15] with momentum 0.5 and learning rate $10^{-3}$. We use 80 and 45 epochs of batch size 256 and 100 for CIFAR-100 and ImageNet, respectively, where each epoch has 50, 128, and 1280 batches for CIFAR-100, ImageNet-Subset, and ImageNet-Full, respectively. The trained generator is then used to compute the DF-KD loss in (12). In each batch to compute the DF-KD loss, we generate new synthetic samples, while we continue updating the generator for (3).

For DT-ID, we choose the layers at the end of each group of residual blocks, except the first group. Each network $\mu^{(i)}_k$ in (5) consists of three convolutional layers of kernel size $1 \times 1$, where we double the channel size in the first two convolutional layers and reduce it back to the original size at the last convolution layer to compare its output to the feature map from the teacher. Batch normalization and ReLU activation are included in the first two convolutional layers. To ensure $\sigma^2_{k,c}$ to be always positive, we use a proxy $\omega_{k,c} = \log \sigma^2_{k,c}$ for gradient descent. The initial value of $\omega_{k,c}$ is set to be 0.

### 4.2. Evaluation metrics

**Average accuracy.** Let $A_i(c)$ for $c \in C_i^t$ be the accuracy on the test data of class $c$ at time $i$. The average accuracy at time $i$ is the average of $A_i(c)$ for all seen classes $c \in C_i^t$.

**Average forgetting** [5]. The forgotten knowledge for an old class $c \in C_0^{i-1}$ at time $i \geq 1$ is measured by

$$F_i(c) = \max_{j \leq k \leq i-1} \{A_k(c) - A_i(c)\}, \quad c \in C_j, \quad 0 \leq j \leq i-1,$$

and the average forgetting at time $i$ is the average of $F_i(c)$ for all old classes $c \in C_0^{i-1}$.

### 4.3. Experimental results

Table 2 summarizes the notations used in our experimental results. In Figure 5, we show the results of CIL on CIFAR-100, ImageNet-Sub, and ImageNet-Full, in the conventional CIL scenario, where the training data for new classes in the datasets are all available. In particular, we evaluate two cases of $N_R = 0$ and $N_R = 20$. For the results of ours in Figure 5, we use both DT-ID and DF-GR, i.e., $N_t, N_g = 2, 1$. We compare ours with the baseline LUCIR [13] and iCaRL [26]. For iCaRL, we followed the implementation in [13], which is slightly different but better than the original one. We show the results for iCaRL in two cases when we use the nearest-mean-of-exemplars classifier (iCaRL-NME) and when we use the softmax scores for classification (iCaRL-CNN). In Figure 5, observe that our proposed DT-CIL method with DT-ID and DF-GR provides gains in accuracy over the baseline LUCIR [13]. In particular, the gain is significant in case that we have no reserved old exemplars ($N_R = 0$). From the plots for average forgetting, one can see that the proposed methods help to reduce catastrophic forgetting when reserved old exemplars are limited.

Table 3 provides the results of an ablation study for each component, DT-ID and DF-GR, of our proposed method for CIL on ImageNet-Full. First, $N_t, N_g = 1, 0$ implies the baseline LUCIR [13]. Second, using DT-ID on top of LUCIR corresponds to the case of $N_t, N_g = 2, 0$. Third, using DF-GR with LUCIR is denoted by $N_t, N_g = 1, 1$. Finally, in the case of $N_t, N_g = 2, 1$, we use both DT-ID and DF-GR.
Table 3: Average accuracy and average forgetting at each time of CIL on ImageNet-Full in the conventional CIL scenario.

| Time (# classes) | $N_D, N_R$ | $N_1, N_g$ | Average accuracy (%) for all seen classes | Average forgetting (%) for old classes |
|------------------|------------|-------------|------------------------------------------|---------------------------------------|
|                  | 0          | 1, 1        | 0                                        | 0                                     |
|                  | (500)      | (100)       | (50)                                     | (100)                                 |
| LUCIR [13]*      | 1.3k, 0    | 1, 0        | 75.04                                    | 16.86                                 |
| Ours             | 1.3k, 0    | 2, 0        | 75.04                                    | 16.02                                 |
|                  | 1.3k, 0    | 1, 1        | 75.04                                    | 15.76                                 |
|                  | 1.3k, 0    | 2, 1        | 75.04                                    | 15.68                                 |
| LUCIR [13]*      | 1.3k, 20   | 1, 1        | 75.04                                    | 21.50                                 |
| Ours             | 1.3k, 20   | 2, 1        | 75.04                                    | 26.42                                 |

* Reproduced by us.

(see Table 2 for the notations). Table 3 shows that each proposed component provides performance improvement over the baseline in both cases when we have a small number of reserved exemplars (20 per each old class) and when we have no reserved exemplars for old classes.

In Figure 6, we compare three different methods of utilizing the synthetic samples from DF-GR in CIL on CIFAR-100. We used both DT-ID and DF-GR ($N_1, N_g = 2, 1$).

Figure 6: Comparison of three different methods of utilizing the synthetic samples from DF-GR in CIL on CIFAR-100. We used both DT-ID and DF-GR ($N_1, N_g = 2, 1$).

Figure 7: Average accuracy for 80 and 100 seen classes at time 3 and 5 of CIL on CIFAR-100, respectively, when using different numbers of reserved exemplars per old class. We used DT-ID in all cases ($N_t = 2$).

4.4. Experimental results for data-limited CIL

Data sharing becomes more and more difficult due to the large size and is often restricted to preserve data privacy. To adapt to this emerging challenge, we explore the data-limited CIL scenario, where data are limited not only for old classes but also for new classes. In the data-limited CIL scenario, instead of sharing a large number of data, we as-
Table 4: Average accuracy for all seen classes at each time of CIL on ImageNet-Subset in the data-limited CIL scenario, where we are not able to access the training data not only for old classes but also for new classes. We are given two pre-trained models for old and new classes with a small number of exemplars, respectively.

| $N_D, N_R, N_t, N_g$ | Average accuracy (%) for seen classes |
|------------------------|--------------------------------------|
| Time                   | 0 | 1 | 2 | 3 | 4 | 5 |
| (  # classes  )        | (50) | (+10) | (+10) | (+10) | (+10) | (+10) |
| [13]$^*$               | 20, 0 | 1, 0 | 87.52 | 79.40 | 70.91 | 61.35 | 52.09 | 43.00 |
| Ours                   | 20, 0 | 2, 1 | 87.52 | **80.17** | **74.54** | 68.50 | 62.53 | 56.80 |
|                       | 20, 0 | 2, 2 | 87.52 | 79.67 | 74.09 | **68.55** | **63.00** | **57.42** |
| [13]$^*$               | 20, 20 | 1, 0 | 87.52 | 80.07 | 73.69 | 67.60 | 63.78 | 59.86 |
| Ours                   | 20, 20 | 2, 1 | 87.52 | 80.77 | **75.20** | 69.75 | 65.42 | 61.84 |
|                       | 20, 20 | 2, 2 | 87.52 | **81.17** | 75.14 | **69.88** | **65.73** | **62.40** |

* Produced by us.

Figure 8: Average accuracy in CIL on ImageNet-Subset for different numbers of new classes added at each time of CIL with 50 base classes (see (a) and (b)). We also show the average accuracy when CIL starts from 10 base classes instead of 50 base classes in (c). For ours, we used both DT-ID and DF-GR ($N_t, N_g = 2, 1$).

**Figure 9:** Average accuracy for different numbers of available data for old and new classes in DT-CIL on CIFAR-100 and ImageNet-Subset.

Assume that two pre-trained models are provided for CIL. The first one is the model pre-trained for old classes, as in the conventional CIL. The second one is the pre-trained model on the data for new classes. We employ our proposed DF-GR to reproduce not only the data for old classes but also the data for new classes. That is, we train two generators based on two pre-trained models provided for data-limited CIL, respectively. Then, we add the synthetic samples from the two generators when computing the DT-ID and LF losses in (6) and (9), similar to the single DF-GR case (see Section 3.2). In addition to that, we have two DF-KD losses from dual DF-GR for old and new classes, respectively. For the synthetic samples from the generator for old classes, the DF-KD loss is computed after weight imprinting, as described in Section 3.2. For the synthetic samples from the generator for new classes, we only match the softmax output for new classes, without weight imprinting, in DF-KD, since weight imprinting for a large number of old classes was not effective in our trials.

For the data-limited CIL scenario, we perform experiments on two cases of $N_D, N_R = 20, 20$ and $N_D, N_R = 20, 0$ (see Table 2). Table 4 shows the results for these two cases on ImageNet-Subset. Observe that our proposed DT-CIL with DT-ID and DF-GR outperforms the baseline LUCIR [15]. In Figure 9, we compare the average accuracy for different numbers of available data for old and new classes. Observe that the average accuracy of the data-limited CIL with a small number of exemplars approaches to the conventional CIL performance.

**5. Conclusion**

In this paper, we proposed a novel dual-teacher knowledge transfer method with data-free generative replay for class-incremental learning. First, DF-GR was used to produce the synthetic samples for old and even for new classes. No original training data and no pre-trained generative models are used in DF-GR. Second, we introduced DT-ID to transfer knowledge from two pre-trained models for old and new classes to one fused model. Our proposed dual-teacher CIL deploys both DF-GR and DT-ID. In our experiments, we implemented the proposed schemes on top of one of the state-of-the-art CIL methods and showed their gains. Last but not least, we demonstrated the potential of DF-GR for data-limited CIL, where available training data are limited due to the cost of data sharing and to preserve data privacy.
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Appendices

A. Experiments

A.1. Training procedure

At time $0$ of CIL on CIFAR-100, the ResNet-32 model is trained with Nesterov’s accelerated gradient (NAG) \cite{22} of batch size 128 for 160 epochs by using the original CIFAR-100 data of randomly selected 50 base classes. The learning rate starts from 0.1 and is reduced to 0.01 and 0.001 at epoch 80 and 120, respectively. At time $i \geq 1$, to re-train the ResNet-32 model for CIL on additional CIFAR-100 classes, we use NAG of batch size 256 for 160 epochs, where each epoch consists of 50 batches. The learning rate starts from 0.1 and is reduced to 0.01 and 0.001 at epoch 80 and 120, respectively.

At time 0 of CIL on ImageNet-Subset and ImageNet-Full, the ResNet-18 models are trained with NAG of batch size 128 for 90 epochs by using the original ImageNet data of randomly selected 50 and 500 base classes, respectively. The learning rate starts from 0.1 and is reduced to 0.01 and 0.001 at epoch 30 and 60, respectively. At time $i \geq 1$, for CIL on ImageNet, we re-train the ResNet-18 models with NAG of batch size 100 for 90 epochs, where each epoch consists of 128 and 1280 batches for ImageNet-Subset and ImageNet-Full, respectively. The learning rate starts from 0.1 and is reduced to 0.01 and 0.001 at epoch 30 and 60, respectively.

At time $i \geq 1$, for CIL, the original (or exemplary) and synthetic samples for old and new classes are mixed in each batch by the following distribution, depending on their availability, where $B$ denotes the batch size (see Table 2 for the notations of $N_D$, $N_R$, and $N_g$).

| $N_D$ | $N_R$ | $N_g$ | New classes | Synthetic | Old classes | Exemplary | Synthetic |
|-------|-------|-------|-------------|-----------|-------------|-----------|-----------|
|       |       |       | Original (or exemplary) | 0 | B/2 | 0 | B/2 | 0 |
| > 0   | > 0   | 1     | B/2         | 0 | B/4 | B/4 | B/4 |
| > 0   | 0     | 1     | B/2         | 0 | B/4 | 0 | B/2 |
| > 0   | 0     | 2     | B/4         | B/4 | B/4 | 0 | B/2 |
|       |       |       |             |       |       | 0 |       |

For the factor $\alpha_i$ in front of the less-forget (LF) loss in (10), we set

$$\alpha_i = \alpha_0 \sqrt{|C_i - 1| / |C_i|},$$

with $\alpha_0 = 5$ for CIFAR-100 and $\alpha_0 = 10$ for ImageNet in the conventional CIL scenario, as suggested in \cite{13}, where $|C|$ denotes the size of set $C$. If we have no exemplars for old classes, we double $\alpha_0$ to enforce a stronger less-forget constraint. In the data-limited CIL scenario, we search the best $\alpha_0$ in $\{1, 5, 10\}$ for CIFAR-100 and in $\{2, 10, 20\}$ for ImageNet. We also use gradient clipping to avoid exploding gradients, as suggested in \cite{1}—we clip the norm of gradients by 1.

For ImageNet-Full, we additionally use the margin ranking loss for inter-class separation and also perform class-balanced fine-tuning at the end of each incremental training, if there are reserved exemplars for old classes, in ours as well as when we reproduce the baseline LUCIR \cite{13}. Note that those two components were shown to be effective significantly for ImageNet-Full in [13]. For CIFAR-100 and ImageNet-Subset, we do not use those two additional components either in ours or when we reproduce the baseline LUCIR [13].

A.2. Generator architecture

In Figure 10, we illustrate conditional batch normalization (BN) used in our conditional generators for DF-GR. Observe that the channel-wise scaling factor $\gamma$ and the channel-wise bias $\beta$ depend on the input label (condition). In Figure 11, we depict the generator architectures used in our experiments for DF-GR in CIL on CIFAR-100 and ImageNet, respectively.
Figure 10: Conditional batch normalization. **BN** denotes a vanilla batch normalization layer without scaling and shifting after normalization. **One-hot** implies one-hot encoding. **FC** denotes a fully-connected layer. The symbols \( \otimes \) and \( \oplus \) stand for channel-wise scaling and channel-wise bias addition, respectively.
Figure 11: Generator architectures for DF-GR in CIL on CIFAR-100 and ImageNet. **Conv2D NxNxNC** denotes a convolutional layer of kernel size $N \times N$ with $C$ output channels. **Reflection Padding** implies that we add reflection padding to make the input size (width and height) and the output size of the following convolution be the same. For **UpSampling2D**, we employ bilinear upsampling. **Conditional BN** can be found in Figure 10. **Concat** stands for concatenation. **Noise NxNxC** denotes the input random noise of shape $N \times N \times C$, sampled from the standard normal distribution.