Angular power spectra of anisotropic stochastic gravitational wave background: developing statistical methods and analyzing data from ground-based detectors
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Unresolved sources of gravitational waves can create a stochastic gravitational wave background (SGWB) which may have intrinsic or extrinsic anisotropies. The angular power spectrum is a well-suited estimator for characterizing diffuse anisotropic distributions in the sky. Here we estimate the first model-independent all-sky all-frequency SGWB angular power spectra in the 20-1726 Hz frequency range from the third observing run (O3) of the Advanced LIGO and Advanced Virgo detectors. We develop a method to use the spectrum’s signal-to-noise ratio as the detection statistic and show that the shape of the distribution of the statistic obtained from the data agrees with the analytical model with a modified value of the parameter. Since we find the data to be consistent with noise, 95% confidence Bayesian upper limits are set on the angular power spectra, ranging from \( C_\ell^{1/2} \lesssim (3.0 \times 10^{-9} - 0.73) \text{ sr}^{-1} \). We also introduce a method to combine the narrow band angular power spectra to obtain estimators for broadband SGWB. These results can directly constrain theoretical models that predict the SGWB angular power spectra and for estimating or constraining the corresponding parameters. In addition, the results and the techniques introduced in this work can be useful for performing correlation-based searches, for instance, with electromagnetic observations.

I. INTRODUCTION

While more than 90 compact binary coalescences are being cataloged [1, 2], the search for other kinds of gravitational wave (GW) sources is continuing with great enthusiasm. The stochastic gravitational wave background is one of the potential sources for detection in the coming years with the network of ground-based GW observatories. The observed rates of compact binary mergers suggest that the dominant contribution to this background will likely be from the superposition of signals from such mergers throughout the Universe [3, 4]. Along with the mergers of black holes and neutron stars, many different sources will contribute to the astrophysical stochastic gravitational wave background (SGWB), e.g., inspiraling binaries, supernova explosions, and spinning neutron stars.

It has been shown that the energy flux from all astrophysical sources (resolved and unresolved) is not constant across the sky and depends on the direction of observation [5–14]. Several factors result in such anisotropies: the specific distribution of astrophysical SGWB sources, anisotropy accumulated along the line-of-sight, gravitational lensing, redshift-space distortions, and dipole anisotropy induced by the observer’s peculiar velocity. The stochastic directional radiometer search can provide information on the angular content of the SGWB in the form of a skymap (pixel basis) or its spherical harmonic (SpH) coefficients. The anisotropic SGWB search is expected to be powerful in identifying and characterizing the individual contributors to the total stochastic background [15, 16].

The anisotropic SGWB searches estimate the GW energy density (usually in the units of critical density needed for a flat universe) per unit frequency while retaining the directional information \( \Omega(f, \Theta) \). The standard, so far, has been to perform the search and present results for cases where \( \Omega(f, \Theta) \) is assumed to follow a power law frequency variation (a model-dependent approach). Sky maps have been produced for all the observing runs of the advanced ground-based interferometric detectors [17]. While these maps are created in pixel and SpH bases to probe localized and diffuse sources, employing cross-correlation-based algorithms, the underlying algebra and numerical implementation remain different [18–20]. Consequently, there was a need to produce sky maps on both bases. Recently, it has been shown that these manifestly redundant methods could be unified into a single analysis that can probe very different scales and demonstrate unification using real data [21, 22].

Previous anisotropic SGWB searches were either targeted (pointing in one direction) and narrow band (considering many different frequencies) or all-sky (looking in all directions) but broadband (averaging over all frequencies). Hence it had limited prospects of detecting an unknown narrow band anisotropic SGWB. To mitigate this, the directional search must be conducted separately across all narrow frequency bins. This demands a lot of computational power. However, exploiting a temporal symmetry in the map-making algebra, the conventional searches can be made a few hundred times faster through the data folding mechanism [23]. Recently, together with a PYTHON-based map-making pipeline, PyStoch, the tra-
differential analysis was made hundreds of times faster and opened up the possibility of performing an extremely efficient search looking in all the directions and at all frequencies [all-sky all-frequency (ASAF)] [21, 24]. Recently this method was implemented, for the first time, on the data from LIGO-Virgo-KAGRA’s first three observational runs [25]. Other efforts have been towards the same goal [22, 26].

The ASAF search targets SGWB from unknown signals in narrow frequency bins (producing sky maps at each frequency bin considered in the analysis), providing a sensitive tool for discovering any persistent source which does not conform to the assumptions made by template-based (matched filtering type) searches. One can then find the pixels in the maps containing statistically significant outliers, which can, for example, be followed up with a more sensitive search. While one can also derive the SpH coefficients of the narrow band maps, the method to find candidates for diffuse sources (for which the SpH basis is more suitable) needed to be carried out. Unlike compact binary mergers, the many narrow band sources, e.g., extragalactic young and millisecond pulsars, may undergo negligible frequency evolution over observing timescales. This could lead to a frequency-dependent angular power spectrum due to a distinct source population. This requires coming up with an appropriate detection statistic, along with its expected probability distribution. This paper presents the angular power spectra of the anisotropic SGWB at every frequency bin using data from the third observing run of Advanced LIGO [27] and Advanced Virgo [28] detectors. We assign significance to the data using the angular power spectra statistic after obtaining the distribution of its noise background. A narrow band estimator like this is manifestly independent of the frequency spectral model. These estimates will complement the current efforts in understanding the anisotropies associated with the SGWB.

The paper is organized as follows: In Sec. II, we discuss the approach to map the anisotropy of SGWB in a SpH basis and compute the angular power spectra for narrow band background. Then, the details of the analysis and results are presented in Sec. III. Finally, the article is summarized in Sec. IV along with future prospects of the search.

II. METHOD

The SGWB is characterized by its dimensionless spectrum defined in terms of a frequency and direction-dependent form as

$$\Omega_{GW}(f, \Theta) = \frac{f}{\rho_c} \frac{d\rho_{GW}(f, \Theta)}{df},$$

(1)

where $d\rho_{GW}$ is the GW energy density contained in the $f$ and $f + df$ frequency range, $\Theta$ represents the directions on the sky, and $\rho_c$ is the critical energy density needed to close the Universe. In the past broadband searches for SGWB anisotropy [17], it was assumed that one could factorize the above spectrum into a frequency-dependent part $H(f)$ and a direction-dependent part $P(f, \Theta)$. The frequency dependence of the spectrum through $H(f)$ is typically assumed to take a power-law form consistent with the most canonical models for SGWB. As mentioned in the recent all-sky all-frequency radiometer search [25], one can unfetter this assumption by performing a narrow band search, as it is inherently model independent. Following the past conventions [29], one can rewrite the above equation as

$$\Omega_{GW}(f, \Theta) = \frac{2\pi^2}{3H_0^2} f^3 P(f, \Theta),$$

(2)

where $H_0$ is the Hubble constant taken to be $H_0 = 67.8 \text{ km/s/Mpc}^{-1}$ [30] and $P(f, \Theta)$ records the angular variation of the one-sided power spectral density of the SGWB. It is shown in the literature that, for a diffuse background, the SpH basis is a better choice for the searches. A method for obtaining maximum likelihood (ML) sky maps in SpH basis was developed and tested in Thrane et al. [20] and Suresh et al. [21]. Using the SpH basis, it is possible to expand and map the direction and frequency-dependent $P(f, \Theta)$ component in terms of spherical harmonics $Y_{\ell m}$ as

$$P(f, \Theta) = \sum_{\ell=0}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} P_{\ell m}(f) Y_{\ell m}(\Theta),$$

(3)

where $P_{\ell m}(f)$ are the SpH coefficients. Ideally, the value of the highest $\ell$ mode should be $\ell_{\text{max}} = \infty$, but in practice, it is limited by the angular resolution achieved by the detector network as

$$\ell_{\text{max}} = \frac{2\pi d f}{c},$$

(4)

where $d$ is the baseline length and $c$ is the speed of the light [20, 31, 32].

For a statistically isotropic Gaussian background\(^1\), the mean, $\overline{P}$, defined as [33]

$$\langle P_{\ell m}(f) \rangle_U = \sqrt{\frac{4\pi}{H_0^2}} P(f) \delta_{\ell 0},$$

(5)

and the covariance is defined as

$$\text{Cov}[P_{\ell m}(f)P_{\ell' m'}(f)]_U = \left(\frac{2\pi^2 f^3}{3H_0^2}\right)^{-2} C_\ell(f) \delta_{\ell\ell'} \delta_{m m'},$$

(6)

provides a complete statistical description of the anisotropic sky. Otherwise, though the statistical description provided by $C_\ell(f)$ is incomplete, the information can be useful to measure power at different angular

\(^1\) The Gaussianity of the background can be achieved by satisfying certain criterion at any angular resolution by increasing the observation time [5, 8].
scales and identify deviations from noise, which can be useful for detecting anisotropic distributions. The average \( \langle \cdot \rangle \) is evaluated over an ensemble of the Universe. \( C_\ell(f) \) is the angular power spectrum of the sky. We define the observed angular power spectrum using the SpH coefficients as \([20]\)

\[
\tilde{C}_\ell(f) = \left( \frac{2\pi^2 f^3}{3H_0^2} \right)^2 \frac{1}{2\ell + 1} \sum_{m=-\ell}^{\ell} |P_{\ell m}(f)|^2 ,
\]

which is an unbiased estimator of the true angular power spectrum, \( C_\ell(f) \). \( C_\ell(f) \) has units of \( \text{sr}^{-2} \).

We are interested in estimating the narrow band angular power spectrum in this paper. For that, we start with the cross-spectral density of the data \([24]\), \( s_{\ell_1,2}(t) \), from a pair of GW detectors \( (I_1, I_2) \),

\[
C_{\ell_1}(t; f) = \frac{2}{\tau} \tilde{s}_{\ell_1,2}(t; f) \tilde{s}_{\ell_2}(t; f) ,
\]

where \( \tilde{s}_{\ell_1,2}(t; f) \) are the short-term Fourier transform of \( s_{\ell_1,2}(t) \) of a segment centered at time \( t \) with duration \( \tau \) and \( f \) are (positive and negative) frequencies. The expectation of the cross-spectral density is given by \([21]\)

\[
\langle C_{\ell_1}(t; f) \rangle_N = \sum_{\ell m} \gamma_{\ell_1,\ell m}(f) P_{\ell m}(f) ,
\]

where the average \( \langle \cdot \rangle \) is evaluated over an ensemble of the noise realizations and \( \gamma_{\ell_1,\ell m} \) is the generalized overlap reduction function \([34, 35]\), which accounts for the mismatch between the response functions of the detectors and the delay in signal arrival times, defined as

\[
\gamma_{\ell_1,\ell m} = \int_{S^2} d\Theta \gamma^T_{\ell_1,\ell m} Y_{\ell m}(\Theta) .
\]

To measure the anisotropy \( P_{\ell m}(f) \), the radiometer algorithm uses the ML estimator as the statistic \([20]\). The model-independent SpH coefficients that maximize the likelihood function are given by \([20, 25]\)

\[
\hat{P}_{\ell m}(f) = \Gamma_{\ell m,\ell' m'}^{-1}(f) X_{\ell' m'}(f) ,
\]

where,

\[
X_{\ell m}(f) = \tau \Delta f \sum_{\ell_1} \frac{\gamma^T_{\ell_1,\ell m} C_{\ell_1}(t; f)}{P_{\ell_1}(t; f) P_{\ell_1}(t; f)} ,
\]

and

\[
\Gamma_{\ell m,\ell' m'}(f) = \tau \Delta f \sum_{\ell_1} \frac{\gamma^T_{\ell_1,\ell m} \gamma^T_{\ell_1,\ell' m'}}{P_{\ell_1}(t; f) P_{\ell_1}(t; f)} .
\]

The ASAF SpH dirty map shown in Eq. (12) denotes the SGWB anisotropic sky observed through the antenna response pattern of the detector pair used to form the baseline \( L \). In this equation, \( P_{\ell_1,2}(t; f) \) denotes the one-sided noise power spectra of the detector output for the time segment \( t \). The covariance matrix of the dirty map in the weak signal limit is given in Eq. (13), and it is often called the Fisher information matrix.

The ML estimators of the angular and frequency distribution of the SGWB power, given in Eq. (11), are usually referred to as the clean maps since they are estimators of the actual GW sky, obtained by deconvolving the detector responses from the dirty maps. As evident from the equation, the deconvolution demands the computation of the inverse of the Fisher information matrix to obtain the clean map. However, in practice, the Fisher matrix is poorly conditioned due to the diffraction limit and blind directions of the detector or detector network. Consequently, one must regularize the Fisher matrix before the inversion. Even though many techniques \([20, 29, 36]\) can be used to regularize the matrix, in this work, we use the singular value decomposition (SVD) method, which has been proposed and tested for the SGWB searches in Thrane et al. \([20]\). Note that this regularization introduces a bias in our estimators. The bias can be estimated if the power distribution is known, which is not the case for most astrophysical scenarios. The Fisher matrix at every frequency bin is Hermitian, which is evident from its definition, so its SVD takes the form,

\[
\Gamma(f) = U S V^\dagger ,
\]

where \( U \) and \( V \) are unitary matrices, and \( S \) is a diagonal matrix whose nonzero elements are the real and positive eigenvalues of the Fisher matrix, arranged in descending order. To condition the matrix, a threshold \( S_{\min} \) is chosen. The choice is made by considering the proper trade-off between the quality of the deconvolution and the increase in numerical noise from less sensitive modes. Any values below this cutoff are considered too small, and we replace them with infinity. This is to prevent the inverted noise from the corresponding insensitive modes. Now, one can write the inverse of regularized Fisher matrix, which is obtained using the modified matrix \( S_R \) as

\[
\Gamma_R^{-1}(f) = V S R^{-1} U^\dagger .
\]

By multiplying the inverted-regularized Fisher matrix with the dirty map, one can obtain the estimators of the SpH coefficients:

\[
\hat{P}_{\ell m}(f) = (\Gamma_R^{-1})_{\ell m,\ell' m'}(f) X_{\ell' m'}(f) ,
\]

and their uncertainty can be written as \([20]\)

\[
\sigma_{\ell m}(f) = \sqrt{\text{Var}[\hat{P}_{\ell m}(f)]}
\]

\[
= \sqrt{(\Gamma_R^{-1}(f) \Gamma(f) \Gamma_R^{-1}(f))_{\ell m,\ell m}} .
\]

\(^2\) Regularization techniques include cutting off the eigenvalues of the Fisher matrix at some specific \( \ell_{\max} \) values, getting a matrix with reduced rank by modifying the eigenvalues, and only considering the diagonal components of the Fisher matrix ignoring all off-diagonal correlations.
One can use the above clean map in the SpH basis to construct the unbiased estimator of the narrow band angular power spectrum [20],

\[ \hat{C}_\ell(f) = \left( \frac{2\pi^2 f^3}{3H_0^2} \right)^2 \frac{1}{2\ell + 1} \sum_m \left| \hat{P}_{\ell m}(f) \right|^2 - \left[ \Gamma_R^{-1} \Gamma \Gamma_R^{-1} \right]_{\ell m, \ell m'}(f). \] (19)

Similar to the clean map, one can write the covariance matrix of the above angular power spectrum estimator as

\[ \Sigma(f) \equiv \Sigma_{\ell\ell}(f) = \left( \frac{2\pi^2 f^3}{3H_0^2} \right)^4 \frac{2}{(2\ell + 1)(2\ell' + 1)} \sum_{m,m'} \Gamma_{\ell m, \ell m'} R_{\ell m, \ell m'}(f), \] (20)

whose diagonal elements are the measures of the standard deviations of the estimators of the angular power spectrum, i.e., \( \sigma_{\ell m}(f) = \sqrt{\Sigma_{\ell\ell}(f)} \) (see Appendix A 1 for the derivation). Given that we have both the angular power spectra and the uncertainty associated with each measurement, we can define the signal-to-noise ratio (SNR) as

\[ \rho_{\ell}(f) = \frac{\hat{C}_\ell(f)}{\sigma_{\ell}(f)}. \] (21)

The exact analytic expression for the probability density function (PDF) of SNR, \( \rho_{\ell}(f) \), is nontrivial to derive as, in practice, the noise corresponding to different \( m \) modes have different variances, and the correlation between different \( \ell \) modes introduces further complexities. Nevertheless, here we assume that the clean SpH coefficients are uncorrelated and the noise for each \( m \) mode for a given \( \ell \) mode is white, i.e.,

\[ \left[ \Gamma_R^{-1} \Gamma \Gamma_R^{-1} \right]_{\ell m, \ell m'}(f) = \sigma_{\ell m}(f) \delta_{\ell\ell'} \delta_{mm'}. \] (22)

Then the SNR can be written as

\[ \rho_{\ell}(f) = \frac{1}{\sqrt{2(2\ell + 1)}} \sum_m \left[ \rho_{\ell m}(f) \right]^2. \] (23)

where \( \rho_{\ell m} \) is SNR of clean SpH coefficients \( \hat{P}_{\ell m}(f) \). Following the central limit theorem, it can be assumed to follow a normal distribution in the noise-only case. Then the PDF for SNR \( \rho_{\ell}(f) \) is a chi-squared distribution with degrees-of-freedom (DOF) of \( k = 2\ell + 1 \) as

\[ P(y = \rho_{\ell}(f)) dy = \sqrt{2k} \chi_k^2(y\sqrt{2k} + k) dy. \] (24)

In the next section, we show that the shape of this analytical model matches the numerically obtained distribution with a modified DOF. The difference between modified DOF \( k_{\text{eff}} \) and true DOF \( k \) indicates the deviation from our assumption of uncorrelated and white noise modes. (See Appendix A 2 for the details.)

In this work, \( \rho_{\ell}(f) \) is used as the detection statistic to assign significance to the data, and in case of no detection, we set constraints on narrow band angular power spectra \( C_{\ell}(f) \).

III. IMPLEMENTATION AND ANALYSIS

To perform the search, we analyze time-series data from the third (O3) observing run of the Advanced LIGO [27] Hanford (H) and Livingston (L) detectors and the Advanced Virgo (V) detector. We first apply time and frequency domain data quality cuts, identically as was done in Abbott et al. [25]. The cleaned data is then folded to one sidereal day, which utilizes the temporal symmetry in the map-making algorithm [23]. Folding reduced the computation cost by a factor equal to the total number of sidereal days of coincident quality data. This reduction was critical for performing this analysis. The folded datasets for the first three observing runs of Advanced LIGO and Advanced Virgo detectors are publicly available [37]. Next, the narrow band (1 Hz bandwidth) dirty maps and the Fisher information matrices in the SpH basis are computed for the frequency range 20-1726 Hz using the PyStoch code [21, 24]. This pipeline brought additional computational advantages and the power of HEALPix [38, 39], which was also crucial for this analysis.

FIG. 1. The ML estimator of monopole (ASAF-SpH; \( \ell_{\text{max}} = 0 \)) as a function of frequency (green line) and its uncertainty compared with the error bars (orange scatter) of the estimator obtained from O3 isotropic analysis (red line) [40] using the HL baseline.
A. Monopole

For an isotropic background, the dimensionless energy density parameter, $\Omega_{GW}(f, \Theta) = \Omega_{GW}(f)$ is related to the monopole coefficient $P_{00}(f)$ as [20]

$$\Omega_{GW}(f) = \frac{2\pi^2}{3H_0^2} f^3 \sqrt{4\pi} P_{00}(f),$$

since the contribution from all higher multipoles is zero when integrated over the whole sky. We present a comparison of the estimator obtained in this analysis (ASAF-SpH) and the results from narrow band isotropic searches in Fig. 1 [40]. The results are in good agreement. The ML estimator and its error bar for a broadband background can be obtained by combining the dirty maps and the Fisher matrix as

$$X_{\ell m} = \sum f H(f) X_{\ell m}(f),$$

and

$$\Gamma_{\ell m, \ell' m'} = \sum f H^2(f) \Gamma_{\ell m, \ell' m'}(f),$$

and using Eqs. (11), (17), (25) with $\ell_{\text{max}} = 0$ for an isotropic background. The broadband background is expected to follow a power law spectrum defined as $H(f) = H(f_{\text{ref}})(f/f_{\text{ref}})^{\alpha-3}$, where $\alpha$ is the spectral index and $f_{\text{ref}}$ is the most sensitive frequency of the observing band which is chosen to be 25 Hz. A comparison is shown in Table I. The match between these (model-dependent) results proves the consistency of converting pixel basis maps to SpH basis maps.

B. Narrow band higher multipoles

Though the primordial background is expected to be isotropic, there are possibilities of anisotropies being produced later in the Universe. In the next step, we analyze the data to find the signatures of narrow band anisotropic SGWB. We invert the Fisher information matrix and obtain the clean unbiased estimators for the angular power spectrum using Eqs. (19), (20), (21).

We define the angular power spectrum in terms of the dirty map as

$$\hat{D}_\ell(f) = \frac{1}{2\ell + 1} \sum m |X_{\ell m}(f)|^2,$$

whose expected value can be written as a convolution equation as

$$\langle \hat{D}_\ell \rangle_{X_{\ell}, \ell'} \approx \sum_{\ell'} A_{\ell \ell'} \left( \frac{2\pi^2 f^4}{3H_0^2} \right)^{-2} C_{\ell'} + 4\pi D^2 \delta_{\ell 0} \right) + N_\ell,$$

where $A_{\ell \ell'} = \frac{1}{2\ell + 1} \sum_{m,m'} |\Gamma_{\ell m, \ell' m'}|^2$ can be called a bias or response matrix in analogy to CMB analysis [41] that represents the correlation between modes, and $N_\ell = \frac{1}{2\ell + 1} \sum_{m} \Gamma_{\ell m, \ell m}$ is the noise angular power spectrum (see Appendix A 3 for details). We use $A$ matrix to qualitatively measure the detector response to two harmonic modes $\ell$ and $\ell'$ at a frequency $f$ and the correlation between them. The baseline’s sensitivity to higher modes increases as frequency increases, and beyond the diffraction limit, it again starts to decrease but has significant sensitivity for around 3-4 extra modes [42]. Hence, $\ell_{\text{max}}$ is defined as the point where the response fall by $10^{-5}$ of the maximum. This value is chosen such that the modes lower than the diffraction limit have a sensitivity of the same order. The upper limit of $\ell_{\text{max}}$ is 15 is chosen based on the most sensitive frequency of the O3 HL baseline, around $\sim 200$ Hz [25]. Also, the harmonic modes are severely correlated as shown in Fig. 2 through correlation matrix and singular value spectrum. The inversion of the Fisher matrix $\Gamma$ is performed by setting the condition number to 100 for ignoring insensitive modes.

In the next step, we find the detection significance of each mode against the null hypothesis (that is, no signal

| Broadband Results : HL baseline | $\Omega_{GW,\text{iso}}$ ($\times 10^{-5}$) |
|---------------------------------|--------------------------------------|
| $\Omega_{\text{ASAF-SpH}}$ ISO [40] |
| 0 2.4 ± 8.6 2.1 ± 8.2 |
| 2/3 0.56 ± 6.5 3.4 ± 6.1 |
| 3 -0.56 ± 1.0 -1.3 ± 0.9 |

TABLE I. Broadband isotropic search results derived from the ASAF-SpH monopole term (with the stricter notching) using the O3 HL dataset. Results from the previous LVK O3 analyses are also added to the table for a direct comparison.

The three spectral indices used in the search are denoted by $\alpha$.

---

5 The condition number is chosen to be 100 such that we do not discard too many modes, on the other hand the noise fluctuations should not increase much. Also, as shown in the singular value plot (right panel of Fig. 2), the first knee structure is covered by condition number of 100. If we increase it to 1000, many more insensitive modes will start contributing, which we want to avoid. If we lower it to 10, too few modes will contribute, which is also not desirable. In fact, we ran the analysis for condition number 10 and 1000 as well and did not find any outliers. In practice, the choice may depend on the kind of source distribution one is looking for and may need to run the analysis for different values of the condition number.

---

4 The error bar $\sigma_{00}(f)$ is multiplied with the normalization constant given in Eq. (25) and the square root of the number of unnotched bins in each frequency bin to account for the difference in frequency resolution used in analyses.
FIGURE 2. The matrix plots on the left present the measure of the detector response, $A$, and the expected correlation between the SpH modes measured using HL baseline at frequencies 40.5 and 200.5 Hz, respectively. The correlation is quantified by the ratio $r_{\ell\ell'} = \frac{A_{\ell\ell'} A_{\ell'\ell}}{\sqrt{A_{\ell\ell} A_{\ell'\ell} A_{\ell\ell'}}}$. The correlation and detector response is found to be a function of frequency. The right plot depicts the singular value spectrum for the Fisher matrix, $\Gamma$, obtained with the HL and HLV baselines. It shows that including the Virgo baseline slightly improves the ill-conditioned nature of the matrix.

The null distribution is obtained using random time shift technique [25]: the time-series data from one detector is shifted by $\sim 1-2$ s with respect to the other detector’s data to remove any coherence, and the estimators of the angular power spectra are computed by repeating the identical procedure. The distribution of SNRs is shown in Fig. 3, where the frequency samples are treated as independent samples for each mode. We note that the null distribution of SNR, the estimators of the angular power spectra, is no longer Gaussian. We find the best-fit DOF for the approximated PDF by minimizing the inverse-noise weighted mean-squared-error fitting to the time-shifted data (see Appendix A 4). Then, we calculate the SNR threshold for a global p value of 5%. The approximated PDF is consistent with the time-shifted data within three-sigma Poisson error bars. The zero-lag data is also broadly consistent with the time-shifted data. A few candidates in zero-lag data have SNR above the threshold, which can be due to statistical fluctuations or coupling between the harmonic modes. This interpretation seems reasonable because when we plot the joint histogram of all samples, the zero-lag data is observed to be consistent with the time-shifted data (see Fig. 4). While the p value obtained from Fig. 4 will not be precise, it will give an idea when to consider an observed multipole moment as a potential outlier. A more rigorous p value can then be obtained by going back to Fig. 3 for the specific multipole. We set the Bayesian upper limit with 95% confidence marginalized over calibration uncertainty. The upper limits on $C_{\ell}^{1/2}$ for each $\ell$ as a function of frequency are presented in Fig. 4. The analytical expression of the likelihood for $C_{\ell}$ is nontrivial due to colored correlated noise. Hence the Bayesian posteriors are constructed using Monte Carlo sampling from multivariate normal distribution for SpH coefficients and marginalized over calibration uncertainty. The upper limit lies in range $3.0 \times 10^{-9} - 0.73 \text{ sr}^{-1}$.

We conclude this part after comparing our results with predictions from a theoretical model for anisotropy of the SGWB created by the population of compact binary mergers. Capurri et al. [13] predicts the isotropic term and angular power spectrum for anisotropy at the reference frequency 65 Hz after removing the foreground sources detected by aLIGO/Virgo detectors. For the harmonic modes $2 \leq \ell \leq 4$, the isotropic term and the angular power spectrum lie in the range $\Omega_{GW} \sim 10^{-9}$ and $1.5 \times 10^{-7} \lesssim \frac{\ell(\ell+1)C_{\ell}}{2\pi} \lesssim 10^{-6}$ for the binary black hole population. Our upper limits are related to the predicted quantities as $C_{\ell}^{1/2} = \Omega_{GW}^{1/2} \sqrt{C_{\ell}}$. As expected, due to the dominated detector noise, our upper limits at 65 Hz, $8.4 \times 10^{-8} \leq C_{\ell}^{1/2} \leq 7.6 \times 10^{-8} \text{ sr}^{-1}$ are higher than the predicted anisotropy $3.2 \times 10^{-14} \lesssim C_{\ell}^{1/2} \lesssim 4.5 \times 10^{-14} \text{ sr}^{-1}$ by several of orders. As the detector network grows with improved sensitivity, we may be able to detect [43] the anisotropy with the third-generation detectors such as the Einstein Telescope [44].
C. Broadband higher multipoles

The angular power spectrum for a broadband SGWB with known spectral index can be obtained by adding narrow band dirty maps for the SpH coefficients and its covariance matrices with suitable weights, as was done in Abbott et al. [17][see Eqs. (26), (27)]. We will refer this method as "standard method" further. It may also be of interest to derive these estimators for broadband angular power spectrum $C$ using the narrow band angular power spectrum’s estimators.

We attempt this problem with the assumption of additive multivariate Gaussian noise in the harmonic domain, i.e., $\hat{C}(f) \equiv \hat{C}_\ell(f)$ is a random vector which obeys the multivariate Gaussian distribution\(^6\) with covariance matrix $\Sigma(f)$, the joint PDF (log-likelihood) using the estimator $\hat{C}_\ell(f)$ from multiple frequency bins is given as

\(^6\) The Gaussian noise assumption may be valid at higher harmonic
FIG. 4. Left: joint histogram of the SNR samples obtained using the zero-lag (ZL; blue) and time-shifted (TS; pink) data from the third observing run of Advanced LIGO and Advanced Virgo (HLV) detectors. The solid black line represents a fitted approximated PDF with $\ell_{\text{eff}} = 1.82$. The vertical dashed lines show the SNR threshold for the global p value 5% and 1%, respectively. Right panel: 95% confidence Bayesian upper limits set on the angular power spectrum $(C_{\ell}^{95\%})^{1/2}$ with units sr$^{-1}$ for all frequencies and all harmonic modes are shown. The horizontal gaps are the notched frequencies.

FIG. 5. The ML estimators and their uncertainties (two sigma) for the broadband angular power spectrum with $f_{\text{ref}} = 25$ Hz and spectral index $\alpha = 0, 2/3, 3$ obtained from combining the narrow band angular power spectrum (orange) and compared with the standard method (blue) of combining the dirty maps for the SpH coefficients.

$$-2 \ln L = \sum_{f} \left[ \hat{C}(f) - w^2(f) C \right] \cdot \Sigma^{-1}(f) \cdot \left[ \hat{C}(f) - w^2(f) C \right],$$

where $w(f) = (f/f_{\text{ref}})^{\alpha-3}$ is the usual weight for each frequency bin. The ML estimator for the broadband angular power spectrum $\hat{C}$ in terms of narrow band estimators is given as

$$\hat{C} = \left( \sum_{f} w^4(f) I \cdot \Sigma^{-1}(f) \cdot I \right)^{-1} \left( \sum_{f} w^2(f) I \cdot \Sigma^{-1}(f) \cdot \hat{C}(f) \right),$$

and its covariance matrix as

$$\left( \sum_{f} w^4(f) I \cdot \Sigma^{-1}(f) \cdot I \right)^{-1},$$

where $w = (f/f_{\text{ref}})^{\alpha-3}$ is the usual weight for each frequency bin. The exact analytical expression for the PDF can be further explored. Here, we prescribe the treatment of combining narrow band estimators to obtain the estimators for a broadband background.
where $\mathbf{I}$ is a square identity matrix with dimension $\ell_{\text{max}}$.

In Fig. 5, the broadband estimators for three spectral indices $\alpha = [0, 2/3, 3]$ are presented for the HL baseline only. We note that the estimated broadband angular power spectra obtained by combining narrow band angular power spectra lie within $\sim 2$-sigma error bars compared to the estimators obtained by combining the narrow band dirty maps. The error bars obtained by our method are observed to be smaller at lower harmonics (say $\ell = [0, 5]$), but for harmonics $\ell = [6, 15]$ and spectral index $\alpha = 3$, the error bars are quite in agreement. The difference in the estimators and their error bars are expected to be the cumulative effect of the Gaussian approximation and the nontrivial modification of singular modes during the regularization. We have presented a scheme to combine the estimators. However, the multivariate Gaussian likelihood may not be a good approximation at lower $\ell$ values. It could be a good approximation at higher $\ell$ due to increased DOF because of the central limit theorem. This issue is left for further exploration.

IV. CONCLUSIONS

We present the first narrow band (1 Hz) angular power spectra $C(\ell)$ by analyzing data from the third observing run of the Advanced LIGO and Advanced Virgo detectors. It aims to probe extended narrow band sources of the SGWB. We do not find any significant signature of narrow band SGWB. We set the 95% confidence Bayesian upper limits on the narrow band $C(\ell)$, which may be helpful to constrain astrophysical and cosmological models.

We start by deriving the estimator for the isotropic component ($\ell_{\text{max}} = 0$) for a narrow band and broadband statistically isotropic background and find the results to be consistent with the standard isotropic search. Then we estimate the narrow band angular power spectra, which involve the inversion of the Fisher-information matrix (the deconvolution problem). Here, we have implemented the SVD-based regularization scheme with a reasonable choice of the condition number. We also note that the detector’s sensitivity to higher modes increases as the signal frequency increases. Hence, we set a threshold on analyzed harmonic modes for a given frequency (diffraction limit) before performing an inversion.

The clean angular power spectrum estimators are still correlated, which creates hurdles in obtaining an analytical expression for the likelihood function. Since we used the SNR of $C(\ell)$ as the detection statistic, we attempted to get the PDF for SNR with the assumption that no signal is present and the modes are uncorrelated. The approximated distribution is found to be consistent with the noise realization obtained by the timeshift method (but with modified DOF obtained by fitting the realization).

There is a possibility of improvement in approximating the PDF, which is left for future exploration. In the absence of any significant signal, we set Bayesian upper limits on the angular power spectra with 95% confidence lying in the range $C_{\ell}^{1/2} \leq (3.1 \times 10^{-9} – 0.76) \text{ sr}^{-1}$.

We have also presented a method to obtain the angular power spectrum for a broadband stochastic background by combining narrow band estimators. The optimal combination requires an analytical expression for the likelihood. We have assumed it to be the multivariate Gaussian distribution. This approximation may be accurate for higher harmonic modes due to the central limit theorem. The broadband angular power spectra obtained by combining narrow band angular power spectra lie within 2-sigma error bars compared to the estimators obtained by combining the narrow band dirty maps.

The monopole estimator and two-point correlation function provide a complete description of a statistically isotropic Gaussian background which may be the case for the early Universe background and the background created by distant extragalactic sources. The SGWB from galactic sources may violate this isotropic condition, but performing a targeted search for the galactic plane [45] and subtracting it from the observed sky may provide a practical solution. It was predicted that the angular power spectrum for the astrophysical background is non-Gaussian, particularly for late-Universe sources, due to nonlinear dynamics of gravitational clustering [33, 46]. In this case, analyzing higher-order statistics, such as bispectrum, trispectrum, etc., can provide more complete description. We leave this work for future exploration.

During the estimation of the uncertainty in the angular power spectrum, we have ignored the contribution from the shot noise [33, 47]. The shot noise arises from the transient nature of the source and may not be important for the continuous GW sources, e.g., GWs due mountains on the pulsars. Since the current GW detectors are operating in detector noise dominating regime, the treatment of the shot noise is left safely for future work.

The techniques and results presented here can not only help constrain the theoretical models that predict the angular power spectrum for the source, but they can also be useful for cross-correlation studies involving, e.g., sky maps from electromagnetic observations such as cosmic microwave background anisotropy, galaxy count surveys, and gravitational lensing surveys.
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Appendix A: Useful Derivations

The dirty map in SpH basis can be written as [20]

\[
X = \Gamma \cdot \mathcal{P} + n, \quad X_{\ell m} = \Gamma_{\ell m, \ell' m'} \mathcal{P}_{\ell' m'} + n_{\ell m},
\]

(A1)

where \( n \) and \( \mathcal{P} \) are column matrices having the SpH coefficients of the additive Gaussian noise \( \{ n_{\ell m} \} \), and SGWB sky map \( \{ \mathcal{P}_{\ell m} \} \), respectively as elements.

\[
\langle n \rangle_N = 0 \quad \text{and} \quad \langle nn^\dagger \rangle_N \approx \Gamma,
\]

(A2)

\[
\langle X \rangle_N = \Gamma \cdot \mathcal{P} \quad \text{and} \quad \langle XX^\dagger \rangle_N - \langle X \rangle_N \langle X^\dagger \rangle_N \approx \Gamma,
\]

(A3)

where \( \langle \cdot \rangle_N \) is the ensemble average over noise realizations. The additive noise \( n \) is expected to follow a multivariate Gaussian distribution. The statistical properties of the clean map are given as

\[
\langle \hat{\mathcal{P}} \rangle_N = (\Gamma^{-1} \Gamma_R)^{-1} \cdot \mathcal{P} \quad \text{and} \quad \langle \hat{\mathcal{P}} \hat{\mathcal{P}}^\dagger \rangle_N - \langle \hat{\mathcal{P}} \rangle_N \langle \hat{\mathcal{P}}^\dagger \rangle_N \approx \Gamma_R^{-1} \Gamma \Gamma_R^{-1}.
\]

(A4)

Note that the regularized clean map is a “biased” estimator of the true SGWB SpH coefficient, and harmonic modes are correlated. Then, the unbiased angular power spectrum (see Eq. (19)) can be obtained similarly as in Thrane et al. [20] by subtracting the bias due to noise covariance.

1. Covariance matrix for \( \hat{C}_{\ell} \)

\[
\Sigma_{\ell U} = \langle \hat{C}_{\ell} \hat{C}_{U} \rangle_{N,U} - \langle \hat{C}_{\ell} \rangle_{N,U} \langle \hat{C}_{U} \rangle_{N,U}.
\]

(A5)
We simplify the first term in the above expression (define $N = \left(\frac{2\pi^2 f}{3H_0}\right)^2$):

\[
(\hat{c}_\ell \hat{c}_{\ell'})_{N,U} = \frac{N^2}{(2\ell + 1)(2\ell' + 1)} \left\langle \sum_{m=-\ell}^{\ell'} |\hat{\mathcal{P}}_{\ell m}|^2 - (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'} \sum_{m'=-\ell}^{\ell'} |\hat{\mathcal{P}}_{\ell' m'}|^2 - (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell' m', \ell' m'} \right\rangle_{N,U},
\]

\[
(2\ell + 1)(2\ell' + 1) \langle \hat{c}_\ell \hat{c}_{\ell'} \rangle_{N,U} = \sum_{m=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell m}|^2 |\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U} - \sum_{m=-\ell}^{\ell'} (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'} \sum_{m'=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U}
- \sum_{m'=-\ell}^{\ell'} (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell' m', \ell' m'} \sum_{m=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell m}|^2)_{N,U}
+ \sum_{m=-\ell}^{\ell'} (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'} \sum_{m'=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U}.
\] (A6)

Simplifying the second term,

\[
(2\ell + 1)(2\ell' + 1) \langle \hat{c}_\ell \hat{c}_{\ell'} \rangle_{N,U} = \sum_{m=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell m}|^2)_{N,U} \sum_{m'=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U} - \sum_{m=-\ell}^{\ell'} (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'} \sum_{m'=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U}
- \sum_{m=-\ell}^{\ell'} (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell' m', \ell' m'} \sum_{m=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell m}|^2)_{N,U}
+ \sum_{m=-\ell}^{\ell'} (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'} \sum_{m'=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U}.
\] (A7)

Hence,

\[
(2\ell + 1)(2\ell' + 1) \sum_{\ell' \ell} = \langle \sum_{m=-\ell}^{\ell'} \sum_{m'=-\ell}^{\ell'} |\hat{\mathcal{P}}_{\ell m}|^2 |\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U} - \sum_{m=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell m}|^2)_{N,U} \sum_{m'=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U}.
\] (A8)

Then simplifying the first term in the rhs of the above equation (in the weak signal limit),

\[
\langle \sum_{m=-\ell}^{\ell'} \sum_{m'=-\ell}^{\ell'} |\hat{\mathcal{P}}_{\ell m}|^2 |\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U} = \langle \sum_{m=-\ell}^{\ell'} \sum_{m'=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell m} - \mathcal{P}_{\ell m}| + |\mathcal{P}_{\ell m} - \hat{\mathcal{P}}_{\ell' m'} + \hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U}
\approx \sum_{m,m'} (|\hat{\mathcal{P}}_{\ell m} - \mathcal{P}_{\ell m}|^2 |\hat{\mathcal{P}}_{\ell' m'} - \mathcal{P}_{\ell' m'}|^2)_{N,U} + \sum_{m,m'} (|\mathcal{P}_{\ell m}|^2 |\hat{\mathcal{P}}_{\ell' m'}|^2)_{U}
+ \sum_{m,m'} (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'} (|\mathcal{P}_{\ell m}|^2)_{U}
+ \sum_{m,m'} 4 \mathcal{R} \left[ (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'} (\mathcal{P}_{\ell m} \mathcal{P}_{\ell' m'} U) \right].
\] (A9)

Also, using Wick’s theorem for the Gaussian random variables [52],

\[
\sum_{m,m'} (|\hat{\mathcal{P}}_{\ell m} - \mathcal{P}_{\ell m}|^2 |\hat{\mathcal{P}}_{\ell' m'} - \mathcal{P}_{\ell' m'}|^2)_{N,U} \approx \sum_{m,m'} (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'} (|\mathcal{P}_{\ell m} - \mathcal{P}_{\ell m}|^2)_{U} + \sum_{m,m'} 2 |\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'}|^2.
\] (A11)

Solving for the second part of Eq. (A8) and using Eq. (A4),

\[
\sum_{m=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell m}|^2)_{N,U} \sum_{m'=-\ell}^{\ell'} (|\hat{\mathcal{P}}_{\ell' m'}|^2)_{N,U} = \sum_{m=-\ell}^{\ell'} (\langle |\mathcal{P}_{\ell m}|^2 \rangle_{U} + (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'})
\sum_{m'=-\ell}^{\ell'} (\langle |\mathcal{P}_{\ell' m'}|^2 \rangle_{U} + (\mathbf{\Gamma}_R^{-1} \cdot \mathbf{\Gamma} \cdot \mathbf{\Gamma}_R^{-1})_{\ell m, \ell m'}).
\] (A12)
Putting all pieces together

\[
\frac{(2\ell + 1)(2\ell' + 1)}{N^2} \Sigma_{\ell\ell'} \approx \sum_{mm'} \langle |P_{\ell m}|^2 P_{\ell' m'} |^2 \rangle \left( \sum_{m} \langle |P_{\ell m}|^2 \rangle \sum_{m'} \langle |P_{\ell' m'}|^2 \rangle \right) + \sum_{mm'} 4 \mathcal{R} [(\Gamma_R^{-1} \cdot \Gamma' \cdot \Gamma_R^{-1})_{\ell m, \ell' m'} U] \left( \sum_{m} \langle |P_{\ell m}|^2 \rangle \sum_{m'} \langle |P_{\ell' m'}|^2 \rangle \right) \]

\[
\approx (2\ell + 1)^2 \text{Var}[N^{-1} \tilde{C}_\ell] \left( \sum_{mm'} \delta_{\ell\ell'} \mathcal{R} [(\Gamma_R^{-1} \cdot \Gamma' \cdot \Gamma_R^{-1})_{\ell m, \ell' m'} U] \left( \sum_{m} \langle |P_{\ell m}|^2 \rangle \sum_{m'} \langle |P_{\ell' m'}|^2 \rangle \right) \right) + \sum_{mm'} 2\langle (\Gamma_R^{-1} \cdot \Gamma' \cdot \Gamma_R^{-1})_{\ell m, \ell' m'} |^2 \rangle. \quad (A13)
\]

If we assume that the signal is weak and the true angular power spectrum is negligible in comparison to the noise spectrum, then covariance

\[
\frac{(2\ell + 1)(2\ell' + 1)}{N^2} \Sigma_{\ell\ell'} \approx \sum_{mm'} 2\langle (\Gamma_R^{-1} \cdot \Gamma' \cdot \Gamma_R^{-1})_{\ell m, \ell' m'} |^2 \rangle. \quad (A14)
\]

2. Approximated PDF for SNR

Using Eqs. (19) and (22),

\[
\tilde{C}_\ell = \frac{N}{2\ell + 1} \sum_{m} \left[ \frac{|\hat{P}_{\ell m}|^2}{\sigma^2_\ell} - \frac{1}{2} \sigma^2_\ell \right] = \frac{N}{2\ell + 1} \sum_{m} \left[ \frac{|\hat{P}_{\ell m}|^2}{\sigma^2_\ell} - 1 \right], \quad (A16)
\]

\[
\tilde{C}_\ell = \frac{N}{2\ell + 1} \sum_{m} \left[ \rho_{\ell m}^2 - 1 \right], \quad (A17)
\]

where \( \rho_{\ell m} \) is the SNR of the SpH coefficient. Now, using Eq. (20), the error bar can be written as

\[
\sigma_{C_\ell} = \sqrt{\frac{2N^2}{(2\ell + 1)^2} \sum_{m} \sigma^2_\ell} = \sqrt{\frac{2}{(2\ell + 1)^2} N \sigma^2_\ell}. \quad (A18)
\]

Then the SNR is

\[
\rho_\ell = \sqrt{\frac{1}{2(2\ell + 1)}} \sum_{m} \left[ \rho_{\ell m}^2 - 1 \right]. \quad (A19)
\]

The SNR \( \rho_{\ell m} \) are normally distributed random variables in noise-only cases. Then, the PDF for the sum of the squares of the \( k = 2\ell + 1 \) normally distributed random variables is \( \chi^2 \) distributed with \( k \) DOF:

\[
P\left( x = \sum_{m} |\rho_{\ell m}|^2 \right) = \chi_k^2 \left( x = \sum_{m} |\rho_{\ell m}|^2 \right). \quad (A20)
\]

Then, the distribution of \( \rho_\ell = \sqrt{\frac{1}{2k}} (x - k) \), from change of variable

\[
P \left( y = \rho_\ell = \frac{(x - k)}{\sqrt{2k}} \right) dy = P \left( x(y) = \frac{dx}{dy} \right) dy = \sqrt{2k} \chi_k^2 (x = \sqrt{2k} y + k) dy. \quad (A21)
\]
3. Angular power spectrum using dirty map

Let us define the angular power spectrum using the dirty map as

\[ \hat{D}_\ell = \frac{1}{2\ell + 1} \sum_m |X_{\ell m}|^2. \]  

(A22)

Then its expected value is given by

\[ \langle \hat{D}_\ell \rangle_{N,U} = \frac{1}{2\ell + 1} \sum_m \langle X^*_m X_{\ell m} \rangle_{N,U} \]  

(A23)

\[ = \frac{1}{2\ell + 1} \sum_m \sum_{m'} \sum_{m''} \Gamma_{\ell m,\ell m'} \Gamma_{\ell m',\ell m''} \langle P_{\ell m'} P_{\ell m''} \rangle_{N,U} + \frac{1}{2\ell + 1} \sum_m \langle n^*_m n_{\ell m} \rangle_{N,U} \]  

(A24)

\[ = \frac{1}{2\ell + 1} \sum_m \sum_{m'} \sum_{m''} \Gamma_{\ell m,\ell m'} \Gamma_{\ell m',\ell m''} \left[ N^{-1} C_{\ell} \delta_{\ell \ell'} \delta_{m_m m''} + 4\pi \bar{P}^2 \delta_{\ell \ell'} \delta_{00} \right] + \frac{1}{2\ell + 1} \sum_m \Gamma_{\ell m,\ell m} \]  

(A25)

\[ \approx \frac{1}{2\ell + 1} \sum_m \sum_{m'} \sum_{m''} \Gamma_{\ell m,\ell m'} \Gamma_{\ell m',\ell m''} \left[ N^{-1} C_{\ell} + 4\pi \bar{P}^2 \delta_{\ell 0} \right] + \frac{1}{2\ell + 1} \sum_m \Gamma_{\ell m,\ell m} \]  

(A26)

\[ \approx \sum_{\ell'} A_{\ell \ell'} \left[ N^{-1} C_{\ell'} + 4\pi \bar{P}^2 \delta_{\ell' 0} \right] + N_\ell. \]  

(A27)

where \( A_{\ell \ell'} = \frac{1}{2\ell + 1} \sum_{mm''} |\Gamma_{\ell m,\ell m''}|^2 \) can be called a bias matrix in analogy to CMB analysis [41] that represents the correlation between modes, and \( N_\ell = \frac{1}{2\ell + 1} \sum_m \Gamma_{\ell m,\ell m} \) is the noise angular power spectrum.

4. Weighted mean squared error

We fit the histogram from time-shifted data and find effective DOF by minimizing the weighted mean squared error (MSE) defined as

\[ \text{MSE} = \frac{\sum_{i=1}^{n_{\text{bins}}} w_i \left( N_i - N_{\text{total}} P(y_i) \right)}{\sum_{i=1}^{n_{\text{bins}}} w_i}, \]  

(A29)

where \( n_{\text{bins}} \) are the numbers of bins in the histogram, \( N_i \) is the number of samples having statistic value between \( y_i - dy/2 \) and \( y_i + dy/2 \), \( N_{\text{total}} \) is the total number of the samples to fit and \( w_i = N_i^{-1} \) is the weight for each bin to give more weight to the tail of the histogram.
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