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ABSTRACT

Imitation learning (IL) is a popular paradigm for training policies in robotic systems when specifying the reward function is difficult. However, despite the success of IL algorithms, they impose the somewhat unrealistic requirement that the expert demonstrations must come from the same domain in which a new imitator policy is to be learned. We consider a practical setting, where (i) state-only expert demonstrations from the real (deployment) environment are given to the learner, (ii) the imitation learner policy is trained in a simulation (training) environment whose transition dynamics is slightly different from the real environment, and (iii) the learner does not have any access to the real environment during the training phase beyond the batch of demonstrations given. Most of the current IL methods, such as generative adversarial imitation learning and its state-only variants, fail to imitate the optimal expert behavior under the above setting. By leveraging insights from the Robust reinforcement learning (RL) literature and building on recent adversarial imitation approaches, we propose a robust IL algorithm to learn policies that can effectively transfer to the real environment without fine-tuning. Furthermore, we empirically demonstrate on continuous-control benchmarks that our method outperforms the state-of-the-art state-only IL method in terms of the zero-shot transfer performance in the real environment and robust performance under different testing conditions.
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1 INTRODUCTION

Deep Reinforcement Learning (RL) [30, 32, 33] methods have demonstrated impressive performance in continuous control [18], and robotics [17]. However, a broader application of these methods in real-world domains is impeded by the challenges in designing a proper reward function [1, 7, 29]. Imitation Learning (IL) algorithms [12, 23, 41] address this issue by replacing reward functions with expert demonstrations, which are easier to collect in most scenarios. However, despite the success of IL algorithms, they typically impose the somewhat unrealistic requirement that the state-action demonstrations must be collected from the same environment as the one in which the imitator is trained. In this work, we focus on a more realistic setting for imitation learning, where:

1. the expert demonstrations collected from the real (deployment) environment by executing an expert policy only contain states,
2. the learner is trained in a simulation (training) environment, and does not have access to the real environment during the training phase beyond the batch of demonstrations given, and
3. the simulation environment does not model the real environment exactly, i.e., there exists a transition dynamics mismatch between these environments.

The learned policy under the above setting is transferred to the real environment on which its final performance is evaluated. Existing IL methods either do not apply under the above setting or result in poor transfer performance.

A large body of work in IL, such as Generative Adversarial Imitation Learning (GAIL [12]) and its variants, has focused on the setting with demonstrations that contain both states and actions, which are difficult to obtain for real-world settings such as learning from videos [11]. Further, closely following the state-action demonstrations limits the the ability to generalize across environments [27]. Training agents in simulation environments not only provides data at low-cost, but also alleviates safety concerns related to the trial-and-error process with real robots. However, building a high-fidelity simulator that perfectly models the real environment would require a large computational budget. Low-fidelity simulations are feasible, due to their speed, but the gap between the simulated and real environments degrades the performance of the policies when transferred to real robots [39]. To this end, we consider the following research question: how to train an imitator policy in an offline manner with state-only expert demonstrations and a misspecified simulator such that the policy performs well in the real environment?

The Adversarial Inverse Reinforcement Learning (AIRL) method from [8] recovers reward functions that can be used to transfer behaviors across changes in dynamics. However, one needs to retrain a policy in the deployment environment with the recovered reward.
Table 1: Comparison of our method with the existing imitation learning methods that also consider dynamics mismatch. However, the existing methods do not fit under the specific setting that we study. The expert, training, and deployment are denoted by $M^{\text{exp}}$, $M^{\text{tr}}$, and $M^{\text{dep}}$ respectively. The corresponding transition dynamics are denoted by $T^{\text{exp}}$, $T^{\text{tr}}$, and $T^{\text{dep}}$ respectively. Note that the expert demonstrations are collected from $M^{\text{exp}}$, the imitation learning agent is trained on $M^{\text{tr}}$, and the trained policy is finally evaluated on $M^{\text{dep}}$. Our Robust-GAILfO method has minimal access to $M^{\text{dep}}$ to select an appropriate $\alpha$. Note that our robust GAILfO method is applicable in both: (i) $T^{\text{dep}} = T^{\text{exp}} = T^{\text{tr}}$ setting, and (ii) $T^{\text{dep}} \neq T^{\text{exp}} \neq T^{\text{tr}}$ setting. In setting (i), our primary motivation is that accessing the deployment environment is costly, e.g., interacting with a remote deployment environment is costly due to communication constraints. In setting (ii), after the deployment, the agent has to be robust against potential environmental changes during the test time.

| IL Methods          | Type of Demonstrations | Access to $M^{\text{dep}}$ during training | Dynamics mismatch          |
|---------------------|------------------------|--------------------------------------------|----------------------------|
| GAIL [12]           | state-action           | yes                                        | $T^{\text{exp}} = T^{\text{tr}} = T^{\text{dep}}$ |
| GAILfO [36]         | state-only             | yes                                        | $T^{\text{exp}} = T^{\text{tr}} = T^{\text{dep}}$ |
| AIRL [8]            | state-action           | yes                                        | $T^{\text{exp}} = T^{\text{tr}} \neq T^{\text{dep}}$ |
| I2L [9]             | state-only             | yes                                        | $T^{\text{exp}} \neq T^{\text{tr}} = T^{\text{dep}}$ |
| SAIL [20]           | state-only             | yes                                        | $T^{\text{dep}} \neq T^{\text{exp}} \neq T^{\text{tr}}$ |
| GARAT [3]           | state-only             | no                                         | $T^{\text{dep}} \neq T^{\text{exp}} \neq T^{\text{tr}}$ |
| HIDIL [14]          | state-action           | no                                         | $T^{\text{exp}} \neq T^{\text{tr}} = T^{\text{dep}}$ |
| IDDM [38]           | state-only             | yes                                        | $T^{\text{exp}} \neq T^{\text{tr}} \neq T^{\text{dep}}$ |
| ILPO [5]            | state-only             | yes                                        | $T^{\text{dep}} = T^{\text{exp}} \neq T^{\text{tr}}$ |
| Robust-GAILfO (ours)| state-only             | no                                         | $T^{\text{dep}} = T^{\text{exp}} \neq T^{\text{tr}}$ and $T^{\text{dep}} \neq T^{\text{exp}} \neq T^{\text{tr}}$ |

We evaluate the efficacy of our method on the continuous control MuJoCo environments. In our experiments, we consider different sources of dynamics mismatch such as joint-friction, and agent-mass. An expert policy is trained under the default dynamics (acting as the real environment). The imitator policy is learned under a modified dynamics (acting as the simulation environment), where one of the mass and friction configurations is changed. The experimental results show that, with appropriate choice of the level of adversarial perturbation, the robustly trained IL policies in the simulator transfer successfully to the real environment compared to the standard GAILfO. We also empirically show that the policies learned by our method are robust to environmental shift during testing.

2 RELATED WORK

Imitation Learning. Ho and Ermon [12] propose a framework, called Generative Adversarial Imitation Learning (GAIL), for directly extracting a policy from trajectories without recovering a reward function as an intermediate step. GAIL utilizes a discriminator to distinguish between the state-action pairs induced by the expert and the learner policy. GAIL was further extended by Fu et al. [8] to produce a scalable inverse reinforcement learning algorithm based on adversarial reward learning. This approach gives a policy as well as a reward function. Our work is closely related to the state-only IL methods that do not require actions in the expert demonstrations [36, 38]. Inspired by GAIL, [36] have proposed the Generative Adversarial Imitation Learning from Observation (GAILfO) algorithm for state-only IL. GAILfO tries to minimize the divergence between the state transition occupancy measures of the learner and the expert.

Robust Reinforcement Learning. In the robust MDP formulation [13, 24], the policy is evaluated by the worst-case performance in a class of MDPs centered around a reference environment. In the context...
of forward RL, some works build on the robust MDP framework, such as [21, 25, 28]. However, our work is closer to the line of work that leverages the equivalence between action-robust and robust MDPs. In [22], the authors have introduced the notion of worst-case disturbance in the $H_{\infty}$-control literature to the reinforcement learning paradigm. They consider an adversarial game where an adversary tries to make the worst possible disturbance while an agent tries to make the best control input. Recent literature in RL has proposed a range of robust algorithms based on this game-theoretic perspective [4, 15, 26, 34].

### 3 PROBLEM SETUP AND BACKGROUND

This section formalizes the learning from observation (LfO) problem with model misspecification.

**Environment and Policy.** The environment is formally represented by a Markov decision process (MDP) $M_c := (S, \mathcal{A}, T, \gamma, P_0, c)$. The state and action spaces are denoted by $S$ and $\mathcal{A}$, respectively. $T : S \times S \times \mathcal{A} \to [0, 1]$ captures the state transition dynamics, i.e., $T(s' | s, a)$ denotes the probability of landing in state $s'$ by taking action $a$ from state $s$. Here, $c : S \times S \to \mathbb{R}$ is the cost function, $\gamma \in (0, 1)$ is the discounting factor, and $P_0 : S \to [0, 1]$ is an initial distribution over the state space $S$. We denote an MDP without a cost function by $M_c = (S, \mathcal{A}, T, \gamma, P_0)$. We denote a policy $\pi : S \times \mathcal{A} \to [0, 1]$ as a mapping from a state to a probability distribution over the action space. The set of all stationary stochastic policies is denoted by $\Pi$. For any policy $\pi$ in the MDP $M$, we define the state transition occupancy measure as follows: $\rho^\pi_M(s, s') := \sum_a T(s' | s, a) \cdot \pi(a | s) \cdot \sum_{t=0}^{\infty} T^t [S_t = s | \pi, M]$. Here, $T^t [S_t = s | \pi, M]$ denotes the probability of visiting the state $s$ after $t$ steps by following the policy $\pi$ in $M$. The total expected cost of any policy $\pi$ in the MDP $M_c$ is defined as follows: $E_{\rho^\pi_M} [c(s, s')] := \mathbb{E} \left[ \sum_{t=0}^{\infty} T^t c(s_t, s_{t+1}) \right], \text{ where } s_0 \sim P_0, a_t \sim \pi(\cdot | s_t), s_{t+1} \sim T(\cdot | s_t, a_t)$. A policy $\pi$ is optimal for the MDP $M_c$ if $\pi \in \arg \min_{\pi \in \Pi} \mathbb{E}_{\rho^\pi_M} [c(s, s')]$, and we denote an optimal policy by $\pi^*_{M_c}$.

**Learner and Expert.** We have two entities: an imitation learner, and an expert. We consider two MDPs, $M_{\text{sim}} = (S, \mathcal{A}, T_{\text{sim}}, \gamma, P_0)$ and $M_{\text{real}} = (S, \mathcal{A}, T_{\text{real}}, \gamma, P_0)$, that differ only in the transition dynamics. The true cost function $c' : S \times S \to \mathbb{R}$ is known only to the expert. The learner is trained in the MDP $M_{\text{sim}}$ and is not aware of the true cost function, i.e., it only has access to $M_{\text{sim}} \backslash c'$. The expert provides demonstrations to the learner by following the optimal policy $\pi_{M_{\text{real}}}$, the expert MDP $M_{\text{real}}$. Typically, in the imitation learning literature, it is assumed that $T_{\text{sim}} = T_{\text{real}}$. In this work, we consider the setting where there is a transition dynamics mismatch between the learner and the expert, i.e., $T_{\text{sim}} \neq T_{\text{real}}$. The learner tries to recover a policy that closely matches the intention of the expert, based on the occupancy measure $\rho_E(s, s') := \rho_{M_{\text{real}}}(s, s')$ (or the demonstrations drawn according to it) received from the expert. The learned policy is evaluated in the expert environment w.r.t. the true cost function, i.e., $M_{\text{real}}$.

**Imitation Learning.** We consider the imitation learner model that matches the expert’s state transition occupancy measure $\rho_E$ [12, 36, 41]. In particular, the learner policy is obtained via solving the following primal problem:

$$\min_{\pi \in \Pi} \quad -H_{p^E_{\text{Arim}}} (\pi)$$

subject to $\rho_{p^E_{\text{Arim}}}^\pi (s, s') = \rho_E (s, s')$, $\forall s, s' \in S$, (2)

where $H_{p^E_{\text{Arim}}}^\pi (\pi) := \mathbb{E} \left[ \sum_{t=0}^{\infty} -\gamma^t \log \pi(a_t | s_t) \right]$ is the $\gamma$-discounted causal entropy of $\pi$. The corresponding dual problem is given by:

$$\max_{c \in \mathbb{R}^{S \times S}} \left\{ \min_{\pi \in \Pi} \quad -H_{p^E_{\text{Arim}}}^\pi (\pi) + \mathbb{E}_{p^E_{\text{Arim}}} [c(s, s')] \right\} = \mathbb{E}_{\rho_E} [c(s, s')]$$

where the costs $c(s, s')$ serve as dual variables for the equality constraints.

**Maximum Causal Entropy (MCE) Inverse Reinforcement Learning (IRL).** MCE-IRL algorithm [40, 41] involves a two-step procedure. First, it looks for a cost function $c \in C$ that assigns low cost to the expert policy and high cost to other policies. Then, it learns a policy by solving a certain reinforcement learning problem with the found cost function. Formally, given a convex cost function regularizer $\psi : \mathbb{R}^{S \times S} \to \mathbb{R}$, first, we recover a cost function $\hat{c}$ by solving the following $\psi$-regularized problem:

$$\text{IRL}_{\psi}(\rho_E) = \arg \max_{c \in \mathbb{R}^{S \times S}} -\psi(c) - \mathbb{E}_{\rho_E} [c(s, s')]$$

Then, we input the learned cost function $\hat{c} \in \text{IRL}_{\psi}(\rho_E)$ into an entropy-regularized reinforcement learning problem:

$$\text{RL}(c) = \arg \min_{\pi \in \Pi} -\lambda H_{p^E_{\text{Arim}}} (\pi) + \mathbb{E}_{p^E_{\text{Arim}}} [c(s, s')]$$

which aims to find a policy that minimizes the cost function and maximizes the entropy.

**Generative Adversarial Imitation Learning from Observation (GAILfo).** Recently, [12, 36] have shown that, for a specific choice of the regularizer $\psi$, the two-step procedure RL $\circ \text{IRL}_{\psi}(\rho_E)$ of the MCE-IRL algorithm can be reduced to the following optimization problem using GAN discriminator:

$$\min_{\pi \in \Pi} \max_{D \in (0, 1)^{S \times S}} -H_{p^E_{\text{Arim}}}^\pi (\pi) + \mathbb{E}_{p^E_{\text{Arim}}} \left[ \log D (s, s') \right]$$

$$+ \mathbb{E}_{\rho_E} \left[ \log (1 - D (s, s')) \right],$$

where $D : S \times S \to (0, 1)$ is a classifier trained to discriminate between the state-next state pairs that arise from the expert and the imitator. Excluding the entropy term, the above loss function is similar to the loss of generative adversarial networks [10]. Even though the occupancy measure matching methods were shown to scale well to high-dimensional problems, they are not robust against dynamics mismatch [9].

### 4 ROBUST LEARNING FROM OBSERVATION VIA MARKOV GAME

#### 4.1 Markov Game

In this section, we focus on recovering a learner policy via imitation learning framework in a robust manner, under the setting described.
in Section 1. To this end, we consider a class of transition matrices such that it contains both \(T^{\text{sim}}\) and \(T^{\text{real}}\). In particular, for a given \(\alpha > 0\), we define the class \(T^\alpha\) as follows:

\[
T^\alpha := \left\{ \alpha T^{\text{sim}}(s'|s,a) + \tilde{\alpha} \sum_b \pi(b|s) \cdot T^{\text{sim}}(s'|s,b), \forall \pi \in \Pi \right\},
\]

where \(\tilde{\alpha} = (1 - \alpha)\). We define the corresponding class of MDPs as follows: \(M^\alpha := \{ (S, \mathcal{A}, T^\alpha, \gamma, P_0), T^\alpha \in T^\alpha \}\). We need to choose \(\alpha\) such that \(M^{\text{real}} \subset M^\alpha\).

Our aim is to find a learner policy that performs well in the MDP \(M^{\text{real}}\) by using the state-only demonstrations from \(\rho_E\), without knowing or interacting with \(M^{\text{real}}\) during training. Thus, we try to learn a robust policy over the class \(M^\alpha\), while aligning with the expert’s state transition occupancy measure \(\rho_E\), acting only in \(M^{\text{sim}}\). By doing this, we ensure that the resulting policy performs reasonably well on any MDP \(M \in M^\alpha\) including \(M^{\text{real}}\) w.r.t. the true cost function \(c^*\). Based on this idea, we propose the following robust learning from observation (LIO) problem:

\[
\min_{\pi^E \in \Pi} \max_{M \in M^\alpha} -H_{\rho_E^M}(\pi^E) \tag{4}
\]

subject to \(\rho_E^M(s,s') = \rho_E(s,s'), \forall s, s' \in S\), \(\alpha\) where our learner policy matches the expert’s state transition occupancy measure \(\rho_E\) under the most adversarial MDP belonging to the set \(M^\alpha\). The corresponding dual problem is given by:

\[
\max_{\pi \in \Pi} \min_{M \in M^\alpha} \left( \min_{\pi^E \in \Pi} \max_{\rho_M^E} \left( -H_{\rho_M^E}(\pi^E) + \mathbb{E}_{\rho_M^E} \left[ c(s,s') \right] \right) - \mathbb{E}_{\rho_E} c(s,s') \right) \tag{5}
\]

In the dual problem, for any \(c\), we attempt to learn a robust policy over the class \(M^\alpha\) with respect to the entropy regularized reward function. The parameter \(c\) plays the role of aligning the learner’s policy with the expert’s occupancy measure via constraint satisfaction.

For any given \(c\), we need to solve the inner min-max problem of (5). However, during training, we only have access to the MDP \(M^{\text{sim}}\). To this end, we utilize the equivalence between the robust MDP [13, 24] formulation and the action-robust MDP [26, 34] formulation shown in [34]. We can interpret the minimization over the environment class as the minimization over a set of opponent policies that with probability \(1 - \alpha\) take control of the agent and perform the worst possible move from the current agent state. We can write:

\[
\min_{\pi \in \Pi} \max_{\pi^C \in \Pi} \left[ \max_{\rho_M^E} \left( -H_{\rho_M^E} \left( \pi^C \right) + \mathbb{E}_{\rho_M^E} \left[ c(s,s') \right] \right) \right] + \mathbb{E}_{\mathbb{P}} \left[ c(s,s') \right]
\]

\[
= \min_{\pi \in \Pi} \max_{\Pi^C \in \Pi^*} \mathbb{E}_{\mathbb{P}} \left[ \sum_{\alpha \in \Pi^C} \left( \alpha \pi \right) \left( 1 - \alpha \right) \pi^C \right],
\]

\[
= \min_{\pi \in \Pi} \mathbb{E}_{\mathbb{P}} \left[ \sum_{\alpha \in \Pi^C} \left( \alpha \pi \right) \left( 1 - \alpha \right) \pi^C \right]
\]

where \(\mathbb{E}_{\mathbb{P}} : = \sum_{\alpha \in \Pi^C} \left( \alpha \pi \right) \left( 1 - \alpha \right) \pi^C\). The above equality holds due to the derivation in section 3.1 of [34]. We can formulate the problem (7) as a two-player zero-sum Markov game [19] with transition dynamics given by

\[
T^{\text{two} \cdot \alpha}(s'|s,a^E,a^C) := \alpha T^{\text{sim}}(s'|s,a^E) + (1 - \alpha) T^{\text{sim}}(s'|s,a^C),
\]

where \(a^E\) is an action chosen according to the player policy and \(a^C\) according to the opponent policy. As a result, we reach a two-player

\[
\arg \min_{\pi \in \Pi} \mathbb{E}_{\mathbb{P}} \left[ \sum_{\alpha \in \Pi^C} \left( \alpha \pi \right) \left( 1 - \alpha \right) \pi^C \right].
\]

Markov game with a regularization term for the player as follows:

\[
\arg \min_{\pi \in \Pi} \mathbb{E}_{\mathbb{P}} \left[ \sum_{\alpha \in \Pi^C} \left( \alpha \pi \right) \left( 1 - \alpha \right) \pi^C \right].
\]

where \(M^{\text{two} \cdot \alpha} = \{ S, \mathcal{A}, T^{\text{two} \cdot \alpha}, \gamma, P_0 \}\) is the two-player MDP associated with the above game.
4.2 Robust GAILfo

In this section, we present our robust Generative Adversarial Imitation Learning from Observation (robust GAILfo) algorithm based on the discussions in Section 4.1. We begin with the robust variant of the two-step procedure RL-IRL\(_{\phi}\) (\(\rho_E\)) of the MCE-IRL algorithm:

\[
\text{IRL}_{\phi}\left(\rho_E\right) = \arg\max_{c \in \mathcal{S} \times \mathcal{S}} -\mathbb{E}_{p_c}\left[c\left(s, s'\right)\right] \\
+ \min_{\pi^p \in \Pi} \max_{\Pi_{\text{Apim}}} -\lambda H_{\text{Apim}}\left(\pi^p\right) + \mathbb{E}_{\Pi_{\text{Apim}}} \left[c\left(s, s'\right)\right]
\]

\[
\text{RL}\left(\gamma\right) = \arg\min_{\pi^p \in \Pi} \max_{\Pi_{\text{Apim}}} -\lambda H_{\text{Apim}}\left(\pi^p\right) + \mathbb{E}_{\Pi_{\text{Apim}}} \left[c\left(s, s'\right)\right]
\]

where \(\pi^\text{mix} = \alpha \pi^p + (1 - \alpha) \pi^\text{op}\). Then, similar to [12, 36], the above two step procedure can be reduced to the following optimization problem using the discriminator \(D: \mathcal{S} \times \mathcal{S} \rightarrow (0, 1)\):

\[
\min_{\pi^p \in \Pi} \max_{\Pi_{\text{Apim}} \in \Pi} -\lambda H_{\text{Apim}}\left(\pi^p\right) + \mathbb{E}_{\Pi_{\text{Apim}}} \left[\log D\left(s, s'\right)\right]
+ \mathbb{E}_{\rho_E} \left[\log \left(1 - D\left(s, s'\right)\right)\right].
\]

We parameterize the policies and the discriminator as \(\pi^p, \pi^\text{op}, \phi\), and \(D_w\) (with parameters \(\theta, \phi,\) and \(w\)), and rewrite the above problem as follows:

\[
\min_{\theta, \phi, w} \max_{\pi^p, \phi^\text{op}, \phi_{\text{Apim}}} -\lambda H_{\phi^\text{op}, \phi_{\text{Apim}}}\left(\pi^p\right) + \mathbb{E}_{\phi^\text{op}, \phi_{\text{Apim}}} \left[\log D_w\left(s, s'\right)\right]
+ \mathbb{E}_{\rho_E} \left[\log \left(1 - D_w\left(s, s'\right)\right)\right].
\]

where \(\pi^{\text{mix}} = \alpha \pi^p + (1 - \alpha) \pi^\text{op}\). We solve the above problem by taking gradient steps alternatively w.r.t. \(\theta, \phi,\) and \(w\). The calculation for the gradient estimates are given in Appendix B. Following [12, 36], we use the proximal policy optimization (PPO [31]) to update the policies parameters. Our complete algorithm is given in Algorithm 1.

We also note that one could use any robust RL approach (including domain randomization) to solve the inner min-max problem of (6). In our work, we used the action-robustness approach since: (i) in the robust RL literature, the equivalence between the domain randomization approach and the action-robustness approach is already established [34], and (ii) compared to the domain randomization approach, the action-robustness approach only requires access to a single simulation environment and creates a range of environments via action perturbations.

5 EXPERIMENTS

We compare the performance of our robust GAILfo algorithm with different values of \(\alpha \in \{1.0, 0.999, 0.99, 0.98, 0.97, 0.96, 0.95, 0.90\}\) against the standard GAILfo algorithm proposed in [36]. To the best of our knowledge, GAILfo is the only large-scale imitation learning method that is applicable under the setting described in Section 1 (see Table 1).

5.1 Continuous Control Tasks on MuJoCo

In this section, we evaluate the performance of our method on standard continuous control benchmarks available on OpenAI Gym [2] utilizing the MuJoCo environment [35]. Specifically, we benchmark on five tasks: Half-Cheetah, Walker, Hopper, Swimmer, and Inverted-Double-Pendulum. Details of these environments can be found in [2] and on the GitHub website.

The default configurations of the MuJoCo environment (provided in OpenAI Gym) is regarded as the real or deployment environment (\(M^{\text{real}}\)), and the expert demonstrations are collected there. We do not assume any access to the expert MDP beyond this during the training phase. We construct the simulation or training environments (\(M^{\text{sim}}\)) for the imitator by modifying some parameters independently: (i) the mass of the bot in \(M^{\text{sim}}\) is \(\{0.5, 0.75, 1.0, 1.5, 2.0\}\) \times the mass in \(M^{\text{real}}\), and (ii) the friction coefficient on all the joints of the bot in \(M^{\text{sim}}\) is \(\{0.5, 0.75, 1.0, 1.5, 2.0\}\) \times the coefficient in \(M^{\text{real}}\).

We train an agent on each task by proximal policy optimization (PPO) algorithm [31] using the rewards defined in the OpenAI Gym [2]. We use the resulting stochastic policy as the expert policy.
Figure 3: The average (over 3 seeds) robust performance of Algorithm 1 with different values of $\alpha$ for each MuJoCo task as reported in the legend of each plot. The expert environment $M^{\text{real}}$, in which the demonstrations are collected, has relative friction 1.0. In each plot, the black vertical line corresponds to the relative friction of the learner environment $M^{\text{sim}}$ where we trained the policy with Algorithm 1. The x-axis denotes the relative friction of the test environment $M^{\text{test}}$ in which the policies are evaluated. The policies are evaluated over $10^5$ steps truncating the last episode if it does not terminate.

The simulation environment ($M^{\text{sim}}$) on which the policy is trained on. We observe that our robust GAILfO produces policies that can be successfully transferred to the $M^{\text{real}}$ environment from $M^{\text{sim}}$ compared to the standard GAILfO.

Finally, we evaluate the robustness of the policies trained by our algorithm (with different dynamics mismatch) under different testing conditions. At test time, we evaluate the learned policies by changing the mass and friction values and estimating the cumulative rewards. As shown in Figures 3 and 4, our Algorithm 1 outperforms the baseline in terms of robustness as well.

5.2 Continuous Gridworld Tasks under Additive Transition Dynamics Mismatch

In this section, we evaluate the effectiveness of our method on a continuous gridworld environment under a transition dynamics mismatch induced by additive noise. Specifically, we consider a 2D environment, where we denote the horizontal coordinate as $x \in [0, 1]$ and vertical one as $y \in [0, 1]$. The agent starts in the upper left corner, i.e., the coordinate $(0, 1)$, and the episode ends when the agent reaches the lower right region defined by the indicator.
Figure 4: The average (over 3 seeds) robust performance of Algorithm 1 with different values of $\alpha$ for each MuJoCo task as reported in the legend of each plot. The expert environment $M_{\text{real}}$, in which the demonstrations are collected, has relative mass 1.0. In each plot, the black vertical line corresponds to the relative mass of the learner environment $M_{\text{sim}}$ where we trained the policy with Algorithm 1. The x-axis denotes the relative mass of the test environment $M_{\text{test}}$ in which the policies are evaluated. The policies are evaluated over 1e5 steps truncating the last episode if it does not terminate.
The action space for the agent is given by $\epsilon$ values for $x$-axis corresponds to the learner environment on which the learner policy is trained. In general, we observe a behavior comparable to the MuJoCo experiments. We can often find an appropriate value such that Robust GAILfO learns to imitate under mismatch (w.p.) $1$ largely better than standard GAILfO.

For each mismatch (i.e., each point $\epsilon$), the reward function is $R(x, y) = -(x-1)^2 - (y+1)^2 - 80e^{-8(x+y^2)} + 10 \cdot 1 \{x \in [0.95, 1], y \in [-1, -0.95]\}$. Figure 5 provides a graphical representation of the reward function. Note that the central region of the 2D environment represents a low reward area that should be avoided. The action space for the agent is given by $\mathcal{A} = [-0.5, 0.5]^2$, and the transition dynamics are given by: $s_{t+1} = s_t + \frac{\epsilon}{10}$ with probability (w.p.) $1 - \epsilon$, and $s_{t+1} = s_t - \frac{\epsilon}{10} \frac{y}{x}$ w.p. $\epsilon$. Thus, with probability $\epsilon$, the environment does not respond to the action taken by the agent, but it takes a step towards the low reward area centered at the origin, i.e., $-\frac{\epsilon y}{10x}$. The agent should therefore pass far enough from the origin. The parameter $\epsilon$ can be varied to create a dynamic mismatch, e.g., higher $\epsilon$ corresponds to a more difficult environment.

We use three experts trained with $\epsilon = 0.0, 0.05, 0.1$ and $\epsilon = 0.1$. The learners act in a different environment with the following values for $\epsilon$: $0.0, 0.05, 0.1, 0.15, 0.2$. Figure 6 plots the performance of the trained learner policy evaluated on the expert environment. The $x$-axis corresponds to the learner environment on which the learner policy is trained. In general, we observe a behavior comparable to the MuJoCo experiments. We can often find an appropriate value for $\alpha$ such that Robust GAILfO learns to imitate under mismatch largely better than standard GAILfO.

5.3 Choice of $\alpha$

We note that one has to carefully choose the value of $\alpha$ to avoid too conservative behavior (see Figure 7 in Appendix C). In principle, given a rough estimate $\hat{T}_E$ of the expert dynamics $T_E$, one could choose this value based on Eq. (3). However, the choice of suitable $\alpha$ value is also affected by the other design choices of the algorithm, e.g., how many iterations the player and adversary are updated in the inner loop, and function approximators used.

In order to estimate the accuracy of the simulator, we can execute a safe baseline policy in both the simulator and the real environment, collect trajectories or datasets, and compute an estimate of the transition-dynamics distance between them. We can also utilize the performance difference lemma from [6] to obtain a lower bound on the transition dynamics mismatch based on the value function difference in the two environments.

Apart from the final evaluation, we also minimally access (in our experiments) the deployment environment for choosing the appropriate value for $\alpha$. Compared to training a policy in the deployment environment from scratch, accessing the deployment environment to choose $\alpha$ is sample-efficient. We only need to evaluate the final policies (trained in the simulation environment) once for each value of $\alpha$. When we already have a reasonable estimate of $\alpha$, we can also reduce these evaluations.

6 CONCLUSIONS

In this work, we propose a robust ILfO method to solve an offline imitation-learning problem, in which a few state-only expert demonstrations and a simulator with misspecified dynamics are given to the learner. Even though our Algorithm 1 is not essentially different from the standard robust RL methods, the robust optimization problem formulation to derive our algorithm is important and novel in the IL context. Experiment results in continuous control tasks on MuJoCo show that our method clearly outperforms the standard GAILfO in terms of the transfer performance (with model misspecification) in the real environment, as well as the robust performance under varying testing conditions.

Our algorithm falls under the category of zero-shot sim-to-real transfer [39] with expert demonstrations, making our method well suited for robotics applications. In principle, one can easily incorporate the two-player Markov game idea into any imitation learning algorithm and derive its robust version. This work can be considered a direction towards improving the sample efficiency of IL algorithms in terms of the number of environment interactions through robust training on a misspecified simulator.
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By the policy gradient theorem, the derivatives of the first term w.r.t the player and the opponent policy parameters are given by:

\[ R = \frac{\partial}{\partial \theta} \sum_a \pi(a|s) T^\text{sim}(s'|s, a), \quad \forall \pi \in \Pi \]

and a cost function depending only on states, i.e. \( r : S \times S \rightarrow \mathbb{R} \), define \( G_c = \sum_{t=0}^{\infty} y^t r(s_t, s_{t+1}) \). Then, the following holds:

\[
\min_{\pi^p \in \Pi} \max_{T \in \mathcal{T}^\alpha} \mathbb{E} \left[ G_c \mid \pi^p, P_0, T^\alpha \right] = \min_{\pi^p \in \Pi} \max_{\pi^o \in \Pi} \mathbb{E} \left[ G_c \mid \alpha \pi^p + (1 - \alpha) \pi^o, M^\text{sim} \right].
\]

In particular, the result in Eq. (7) follows from the choice: \( r(s_t, s_{t+1}) = c(s_t, s_{t+1}) + H^\text{pl}(A|S = s_t) \).

\[ \text{Proof.} \quad \text{Let us define } \begin{align*}
    P_{\pi, T}(s_0, \ldots, s_N) &:= P_0(s_0) \prod_{t=0}^{N-1} \pi(a|s_t) T(s_{t+1}|s_t, a).
\end{align*}
\]

We need to show equality between the distributions \( P_{\pi^p, \alpha T^\text{sim} + (1 - \alpha) T^\alpha} \) and \( P_{\alpha \pi^p + (1 - \alpha) \pi^o, T^\text{sim}} \). Due to the Markov property, this is equivalent to show:

\[
\sum_a \pi^p(a|s) \left( \alpha T^\text{sim}(s_{t+1}|s_t, a) + (1 - \alpha) \bar{T}(s_{t+1}|s_t) \right) = \sum_a \left( \alpha \pi^p(a|s) + (1 - \alpha) \pi^o(a|s) \right) T^\text{sim}(s_{t+1}|s_t, a),
\]

that implies:

\[
\sum_a \pi^p(a|s) \bar{T}(s_{t+1}|s_t) = \sum_a \pi^o(a|s) T^\text{sim}(s_{t+1}|s_t, a).
\]

Hence, it follows that equality between \( P_{\pi^p, \alpha T^\text{sim} + (1 - \alpha) T^\alpha} \) and \( P_{\alpha \pi^p + (1 - \alpha) \pi^o, T^\text{sim}} \) holds for:

\[ T(s_{t+1}|s_t) = \sum_a \pi^o(a|s) T^\text{sim}(s_{t+1}|s_t, a), \]

as we used in the definition of the set \( \mathcal{T}^\alpha \).

\[ \square \]

### B ADDITIONAL DETAILS ON ALGORITHM 1

By interpreting \( R_w(s, s') = - \log D_w(s, s') \) as the reward function, we have (for a fixed \( \omega \)):

\[ J(\theta, \phi) := \mathbb{E}_{\rho^\text{mix}_{\theta, \phi}} \left[ R_w(s, s') \right] + \lambda H_{\pi^\text{mix}_{\theta, \phi}}(\pi^\text{mix}_{\theta, \phi}) = J_1(\theta, \phi) + J_2(\theta, \phi), \]

where

\[ J_1(\theta, \phi) := \mathbb{E} \left[ \sum_t y^t R_w(s_t, s_{t+1}) \left| \pi^\text{mix}_{\theta, \phi}, M^\text{sim} \right. \right], \]

\[ J_2(\theta, \phi) := \lambda \mathbb{E} \left[ \sum_t y^t H^\text{pl}_{\rho^\text{mix}_{\theta, \phi}}(A|S = s_t) \left| \pi^\text{mix}_{\theta, \phi}, M^\text{sim} \right. \right]. \]

By the policy gradient theorem, the derivatives of the first term w.r.t the player and the opponent policy parameters are given by:

\[ \nabla_\theta J_1(\theta, \phi) = \sum_{s \in S} \sum_t y^t \mathbb{P} \left[ S_t = s \mid \pi^\text{mix}_{\theta, \phi}, M^\text{sim} \right] \sum_a \nabla_\theta \pi^\text{min}_{\theta, \phi}(a|s) Q^\text{min}_{\theta, \phi}(s, a), \]

\[ \nabla_\phi J_1(\theta, \phi) = \sum_{s \in S} \sum_t y^t \mathbb{P} \left[ S_t = s \mid \pi^\text{mix}_{\theta, \phi}, M^\text{sim} \right] \sum_a \nabla_\phi \pi^\text{min}_{\theta, \phi}(a|s) Q^\text{min}_{\theta, \phi}(s, a), \]

where

\[ Q^\text{min}_{\theta, \phi}(s, a) = \sum_{s'} T^\text{sim}(s' | a, s) \left( R_w(s, s') + y V^\text{min}_{\theta, \phi}(s') \right), \]

\[ V^\text{min}_{\theta, \phi}(s) = \mathbb{E} \left[ \sum_t y^t R_w(s_t, s_{t+1}) \left| \pi^\text{mix}_{\theta, \phi}, M^\text{sim}, s_0 = s \right. \right]. \]
For the second term, we introduce the following quantities:

\[
Q_{\text{mix}}^{\log}(s, a) = \sum_{s'} T_{\text{sim}}(s' | s, a) \left( \lambda H^{\pi_{\text{mix}}^t} (A|S = s_t) + \gamma V_{\text{mix}}^{\log}(s') \right)
\]

\[
V_{\text{mix}}^{\log}(s) = \mathbb{E} \left[ \sum_t \gamma^t H^{\pi_{\text{mix}}^t}(A|S = s_t) | \pi_{\text{mix}}, M_{\text{sim}}, s_0 = s \right]
\]

Then, we obtain the following derivatives of the second term:

\[
\nabla_\theta J_2(\theta, \phi) = \sum_{s \in S} \sum_t \gamma^t \mathbb{E} \left[ S_t = s | \pi_{\text{mix}}, M_{\text{sim}} \right] \nabla_\theta \pi_{\theta, \phi} (a(s) | s) Q_{\text{mix}}^{\log}(s, a)
\]

\[
\nabla_\phi J_2(\theta, \phi) = \sum_{s \in S} \sum_t \gamma^t \mathbb{E} \left[ S_t = s | \pi_{\text{mix}}, M_{\text{sim}} \right] \nabla_\phi \pi_{\theta, \phi} (a(s) | s) Q_{\text{mix}}^{\log}(s, a).
\]

For a practical algorithm, we need to compute gradient estimates from a data-set of sampled trajectories \( \mathcal{D} = \{ \tau_i \} \) with \( \tau_i = (s_{i0}, a_{i0}, \ldots, s_{iT}, a_{iT}) \). The gradient estimates are given by:

\[
\nabla_\theta J_1(\theta, \phi) = \sum_{\tau_i \in \mathcal{D}} \sum_t \gamma^t \nabla_\theta \pi_{\theta, \phi} (a_i^t | s_i^t) Q_{\text{mix}}^{\log}(s_i^t, a_i^t)
\]

\[
\nabla_\phi J_1(\theta, \phi) = \sum_{\tau_i \in \mathcal{D}} \sum_t \gamma^t \nabla_\phi \pi_{\theta, \phi} (a_i^t | s_i^t) Q_{\text{mix}}^{\log}(s_i^t, a_i^t)
\]

\[
\nabla_\theta J_2(\theta, \phi) = \sum_{\tau_i \in \mathcal{D}} \sum_t \gamma^t \nabla_\theta \pi_{\theta, \phi} (a_i^t | s_i^t) Q_{\text{mix}}^{\log}(s_i^t, a_i^t)
\]

\[
\nabla_\phi J_2(\theta, \phi) = \sum_{\tau_i \in \mathcal{D}} \sum_t \gamma^t \nabla_\phi \pi_{\theta, \phi} (a_i^t | s_i^t) Q_{\text{mix}}^{\log}(s_i^t, a_i^t),
\]

where the estimator \( \hat{Q}_{\text{mix}}^{\log}(s_i^t, a_i^t) \) is the future return observed for the trajectory \( \tau_i \) after time \( t \), i.e., \( \hat{Q}_{\text{mix}}^{\log}(s_i^t, a_i^t) = \sum_{k=t+1}^T \gamma^{k-t-1} R_w(s_{ik}, a_{ik+1}) = G_i^t \). Similarly, for the entropy term we have \( \hat{Q}_{\text{mix}}^{\log}(s_i^t, a_i^t) = \sum_{k=t+1}^T \gamma^{k-t-1} H^{\pi_{\text{mix}}^t}(A|S = s_i^k) = G_i^t \). The trajectory sampling process is given in Algorithm 2.
C TRANSFER PERFORMANCE: MUJOCO

We present the following results:

- The ablation study on the transfer performance of Algorithm 1 with different values of $\alpha$ under the relative friction mismatches (see Figure 7).
- The ablation study on the transfer performance of Algorithm 1 with different values of $\alpha$ under the relative mass mismatches (see Figure 8).
- The transfer performance of Algorithm 1 with different (best) values of $\alpha$ for each relative friction mismatch of a task (see Figure 9).
- The transfer performance of Algorithm 1 with different (best) values of $\alpha$ for each relative mass mismatch of a task (see Figure 10).

Figure 7: The average (over 3 seeds) transfer performance of Algorithm 1 with different values of $\alpha$. The ablation shown here is used to choose $\alpha$ in Figure 1. The x-axis denotes the relative friction of the learner environment $M_{\text{sim}}$. The policies are evaluated in $M_{\text{real}}$ over $1e5$ steps truncating the last episode if it does not terminate. Note that robust-GAILfO with $\alpha = 1$ corresponds to GAILfO.

Table 2: Best value for $\alpha < 1$ chosen independently for each mismatch based on the ablation in Figure 7. The performance of this configuration is reported by the red line in Figure 9. We add a 1 in brackets when standard GAILfO outperforms the robust version. The value outside brackets denotes the best value found for the robust version.

| Relative Friction | 0.5  | 0.75 | 1.0  | 1.5  | 2.0  |
|-------------------|------|------|------|------|------|
| HalfCheetah       | 0.999| 0.999| 0.999| 0.999| 0.999|
| Walker            | 0.98 | 0.999| 0.97 | 0.97 | 0.97 |
| Hopper            | 0.9 (1)| 0.99 (1)| 0.97 | 0.95 | 0.95 |

Table 3: Best value for $\alpha < 1$ chosen independently for each mismatch based on the ablation in Figure 8. The performance of this configuration is reported by the red line in Figure 10. We add a 1 in brackets when standard GAILfO outperforms the robust version. The value outside brackets denotes the best value found for the robust version.

| Relative Mass         | 0.5  | 0.75 | 1.0  | 1.5  | 2.0  |
|-----------------------|------|------|------|------|------|
| HalfCheetah           | 0.96 | 0.97 | 0.98 | 0.96 | 0.97 |
| Walker                | 0.98 | 0.95 | 0.97 | 0.999| 0.98 |
| Hopper                | 0.9  | 0.97 | 0.97 | 0.98 | 0.999|
| InvDoublePendulum     | 0.98 | 0.99 | 0.97 | 0.96 | 0.97 |
| Swimmer               | 0.96 (1)| 0.999 (1)| 0.95 | 0.95 | 0.98 |
Figure 8: The average (over 3 seeds) transfer performance of Algorithm 1 with different values of $\alpha$. The ablation shown here is used to choose $\alpha$ in Figure 2. The x-axis denotes the relative mass of the learner environment $M^\text{sim}$. The policies are evaluated in $M^\text{total}$ over $1e5$ steps truncating the last episode if it does not terminate. Note that robust-GAILfO with $\alpha = 1$ corresponds to GAILfO.
Figure 9: Average performance (over 3 seeds) of Algorithm 1 with the value of $\alpha$ that is chosen independently for each mismatch (i.e. each point on the x-axis). The choice is made picking the best performing $\alpha$ for each mismatch in Figure 7. The x-axis reports the relative friction of the learner environment. The policies are evaluated over $1e5$ steps truncating the last episode if it does not terminate. The values chosen for $\alpha$ are given in Table 2.

Figure 10: Average performance (over 3 seeds) of Algorithm 1 with the value of $\alpha$ that is chosen independently for each mismatch (i.e. each point on the x-axis). The choice is made picking the best performing $\alpha$ for each mismatch in Figure 8. The x-axis reports the relative mass of the learner environment. The policies are evaluated over $1e5$ steps truncating the last episode if it does not terminate. The values chosen for $\alpha$ are given in Table 3.
D  ROBUST PERFORMANCE: MUJOCO

We present the following results:

- The ablation study on the robust performance of Algorithm 1 with different values of $\alpha$ under the relative friction variations (see Figure 11).
- The ablation study on the robust performance of Algorithm 1 with different values of $\alpha$ under the relative mass variations (see Figure 12).

Figure 11: The average (over 3 seeds) robust performance of Algorithm 1 with different values of $\alpha$. The ablation shown here is used to choose $\alpha$ in Figure 3. The expert environment $\mathcal{M}^{\text{real}}$, in which the demonstrations are collected, has relative friction 1.0. In each plot, the black vertical line corresponds to the relative friction of the learner environment $\mathcal{M}^{\text{sim}}$ where we trained the policy with Algorithm 1. The x-axis denotes the relative friction of the test environment $\mathcal{M}^{\text{test}}$ in which the policies are evaluated. The policies are evaluated over 1e5 steps truncating the last episode if it does not terminate. Note that robust-GAILfO with $\alpha = 1$ corresponds to GAILfO.
Figure 12: The average (over 3 seeds) robust performance of Algorithm 1 with different values of $\alpha$. The ablation shown here is used to choose $\alpha$ in Figure 4. The expert environment $M_{\text{exp}}^\alpha$, in which the demonstrations are collected, has relative mass $1.0$. In each plot, the black vertical line corresponds to the relative mass of the learner environment $M_{\text{sim}}^\alpha$ where we trained the policy with Algorithm 1. The x-axis denotes the relative mass of the test environment $M_{\text{test}}^\alpha$ in which the policies are evaluated. The policies are evaluated over $15\times$ steps truncating the last episode if it does not terminate. Note that robust-GAILFO with $\alpha = 1$ corresponds to GAILFO.
E TRANSFER PERFORMANCE: CONTINUOUS GRIDWORLD

Figure 13: The average (over 3 seeds) transfer performance of Algorithm 1 with fixed value of $\alpha$ for each mismatch (i.e., each point on the x-axis) in the environment shown in Figure 5. The x-axis denotes the $\epsilon$ value of the learner environment. The policies are evaluated over $1e5$ steps truncating the last episode if it does not terminate.

Figure 14: The average (over 3 seeds) transfer performance of Algorithm 1 with different values of $\alpha$ for each mismatch (i.e., each point on the x-axis) in the environment shown in Figure 5. The x-axis denotes the $\epsilon$ value of the learner environment. The policies are evaluated over $1e5$ steps truncating the last episode if it does not terminate. The ablation shown here is used to choose $\alpha$ in Figure 13. Note that robust-GAILfO with $\alpha = 1$ corresponds to GAILfO.

F ADDITIONAL EXPERIMENTS ON CHOICE OF $\alpha$

In this section, we aim to understand whether our strategy of choosing suitable $\alpha$ value introduces maximization bias. For example, in Figure 14, the best performing $\alpha$ is chosen, and its performance curve (w.r.t. the original seeds used for training) is presented in Figure 13. To avoid this bias, for the chosen best performing $\alpha$ in Figure 14, we conduct a new set of runs with a new set of seeds. The new results presented in Figure 15 suggest that our $\alpha$ selection process does not introduce maximization bias.
Figure 15: Experiments for understanding whether our strategy of choosing suitable $\alpha$ value introduces maximization bias.