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Comparing how different populations have suffered under COVID-19 is a core part of ongoing investigations into how public policy and social inequalities influence the number of and severity of COVID-19 cases. But COVID-19 incidence can vary multifold from one subpopulation to another, including between neighborhoods of the same city, making comparisons of case rates deceptive. At the same time, although epidemiological heterogeneities are increasingly well-represented in mathematical models of disease spread, fitting these models to real data on case numbers presents a tremendous challenge, as does interpreting the models to answer questions such as: Which public health policies achieve the best outcomes? Which social sacrifices are most worth making? Here we compare COVID-19 case-curves between different US states, by clustering case surges between March 2020 and March 2021 into groups with similar dynamics. We advance the hypothesis that each surge is driven by a subpopulation of COVID-19 contacting individuals, and make detecting the size of that population a step within our clustering algorithm. Clustering reveals that case trajectories in each state conform to one of a small number (4-6) of archetypal dynamics. Our results suggest that while the spread of COVID-19 in different states is heterogeneous, there are underlying universalities in the spread of the disease that may yet be predictable by models with reduced mathematical complexity. These universalities also prove to be surprisingly robust to school closures, which we choose as a common, but high social cost, public health measure.

I. INTRODUCTION

The different approaches that different US states have taken to controlling or mitigating the spread of COVID-19 have created a test-bed for evaluating public health responses to future diseases. It is natural to ask, and many headline writers have already [1, 2], whether specific states have done better or worse than others. California and Florida have been objects of frequent comparison, because of their similar mild winter weather and highly diverse populations, but stark policy differences on school re-openings, masking and indoor dining. However, to compare number of COVID cases, or number of deaths, between different populations, it is necessary to normalize by some measure of population size. Simply dividing by the total state populations, shows slightly larger case rates and much higher death rates in Florida (Table I). By dividing by the total population of the state, we effectively treat the population of the state as a single entity, but both states have highly heterogeneous distributions of cases [1] in Florida both cases and case rates are concentrated in Miami-Dade county, while in California, case rates are highest in two low density rural counties (Imperial County and King’s County), though the greatest number of cases occurs again in a single large metropolitan area (Los Angeles). Dividing the total number of cases (dominated by a few urban hotspots) by a total state population leads to a misleading picture of COVID-19 incidence. When comparing COVID incidences between different populations, we would like the population size that we normalize by to reflect a well-mixed subpopulation of individuals with similar levels of exposure and susceptibility to the disease. However, isolating these populations is not straightforward: even we study a single metropolitan area (e.g. Los Angeles county), we find widely different COVID case rates between different neighborhoods, separated only by miles (Fig 1).

Among mathematical models that have been deployed to predict COVID spread, and to assist with the allocation of resources, some, such as agent based and network models, specifically address the role of population heterogeneities in shaping the spread of the disease [3-11]. Other models upscale heterogeneous populations into single, well-mixed, groups of individuals, trading off the flexibility in forming the dynamics of interaction that a more complex model affords, against a smaller set of parameters that are easier to interpret and to fit against data [12-15]. A third, influential, class of models is purely data fitted, with no mechanistic interpretation about how individuals are interacting or transmitting the disease [16-17].

Here we seek to shed light on both problems: 1. how to compare COVID cases among two populations of two sizes, and 2. what is the appropriate level of complexity to use in a mathematical model describing the spread of COVID-19 within a population. Specifically, we seek to compare the COVID-19 incidence curves between dif-

|                  | California | Florida |
|------------------|------------|---------|
| Population       | 39.19 M    | 21.48 M |
| Cases            | 9,237,030  | 5,963,941 |
| Deaths           | 90,706     | 74,056  |
| Case rate        | 23.570     | 27.380  |
| Death rate       | 231        | 340     |

TABLE I. Cumulative numbers of COVID-19 cases and deaths in California and Florida, on April 22nd, 2022. Naive comparisons between states are based on case and death rates /100,000 individuals, calculated by dividing by the total state population. Source: New York Times COVID-19 dashboard.
FIG. 1. Normalization of cases by total population of state masks small spatial scale heterogeneities in case rates. In California, Kings and Imperial Counties have highest case rates, but numerically largest number of cases is in Los Angeles County (left). Miami-Dade county has highest case numbers and rates in FL (middle). Case rates in Downtown and East Los Angeles County neighborhoods are 2-3 times higher than in West and South Bay neighborhoods (right). Shown: cumulative data number of COVID cases per 100,000 individuals, on April 24, 2022. Sources: FL and CA county data: New York Times, COVID-19 dashboard, LA neighborhood data, Los Angeles Times, COVID-19 dashboard.

different US states, as paradigms of large heterogeneous, incompletely mixed populations. Comparing the data reveals that there are natural normalizations for case curves, which we interpret as the size of the subpopulation that has contact with COVID-infected individuals. The second goal of our analysis is to determine how diverse COVID-19 incidence time courses truly are: whether each State follows a completely distinct disease trajectory, or whether there are common families of time courses representing quantitatively similar dynamics of disease spread that could put an upper bound on the complexity of models needed to predict the course of the epidemic. Our third goal is to make trend-conscious comparisons that could be used to quantitatively compare the effectiveness of public health control measures practiced in different populations based on the time course of the pandemic rather than on single point in time measurements, such as those given in Table I.

To this end, we analyzed one year of cumulative U.S. State case data (from March 2020 to March 2021) taken from The COVID Tracking Project[18], and isolated the earliest and last complete waves of spread contained in these data. We clustered case curves of similar shape, normalizing each case curve by a population-size that was allowed to different from the overall state population. We clustered case curves of similar shape together: These clusters revealed surprising case curve homologies that grouped states with very different voting preferences, urban/rural densities, and demographics. Comparisons within clusters gave estimates of the sizes of the populations among which active COVID transmission is occurring, whereas comparisons between clusters may allow for the evaluation of the effectiveness of public health measures controlling spread.

II. RESULTS

A. U.S. State Clustering

Using methods outlined in Sections SI and SII, we first used the WPGMA algorithm [19] to select 14 groups of case curves from the entire corpus of data with early and late phases included. The clustering immediately separated early phase from late phase with no exceptions. 6 such clusters included early phase case curves, and 8 included late phase. Plotting the clusters, we noticed that 3 early phase clusters could be readily combined into a single super cluster. Moreover, we noticed that Wisconsin (Fig 2 white arrow) could be combined into another cluster, and that two clusters initially of two states (Connecticut and Hawaii, Kansas and Nebraska) may be aggregated into a single cluster of four states. This curation reduced the number of clusters to 4 early phase clusters and 6 late phase clusters.

Fig 3 suggests that all states in their initial case surge exhibit very similar behavior on the log scale, with minor variations towards the end of the surge as more complicated dynamics emerge. Each curve begins as a straight line and appears to be approaching level on the log scale, suggesting decelerating infection rates from an initial exponential surge in cases.

B. Detecting Effective COVID-contracting Population Size

When comparing case curves metrics between states, one usually scales the number of cases by total population size in order to measure per capita statistics rather than simple raw data. However, on the relatively large U.S. State scale, normalizing by population may not be entirely appropriate, because doing so implicitly assumes that the entire population contributes to the growth in cases, and ignores the complex reality wherein cases may be localized in hot spots whose size may not correlate closely to the population as a whole. When analyzing such statistics, then, it may therefore be helpful to focus on the cities, counties, or even neighborhoods in which mixing of individuals is causing COVID transmission. By
allowing population sizes to be freely rescaled when comparing states, our alignments can be used to estimate the relative sizes of COVID-impacted populations between any two given states, as mentioned in section SII. We tested whether the ratios of population size of states also predict the ratios of their COVID-contracting populations (Table II), finding that there is a weak $R^2$ of 0.31. A similar score was seen when total State population was replaced by urban population (given by the total population of the largest 3 cities in each State (Table II, $R^2 = 0.2005$)), reflecting, perhaps the dominant role played in many states by transmission of COVID within urban populations. However, our analysis also exposed some notable exceptions. For example, our clustering ratio between Florida and the other states in its cluster were routinely lower than the actual population ratios of the states in that cluster, indicating that states matching Florida’s case dynamics had to be scaled up less than the expected population ratio in order for the curves to align, suggesting that the COVID-contracting population was a smaller fraction of Florida’s total population than for states with similar case dynamics. Conversely, Idaho had the opposite result (higher clustering ratio versus population ratio), indicating that it had a larger COVID-contracting population fraction than states in the same cluster.
C. Searching for Variables to Explain Clustering

The clustering of states allows us to test hypotheses about which underlying variables, including both geographical proximity and similarities or divergences between public health measures adopted in different states. A lack of testing capacity—especially at the beginning of the COVID-19 pandemic—along with the high frequency of asymptomatic infections cloud estimates of the true prevalence of the disease. PCR test results of individuals on a cruise ship amid a COVID outbreak revealed high variability in test positivity rates between different testing methods [20]. Antibody tests also likely depend on disease severity [21], and as a result can prove to be ineffective at retrospective analysis of COVID cases. Even so, studies that have been done using antibody tests have revealed false negatives in all methods of PCR testing [22]. Additionally, limited availability of COVID tests, particularly early in the pandemic, may mean that many individuals infected with COVID were not tested [23]. The number of positive cases is therefore likely under-counted (although estimates vary for the extent to which cases have been under-counted [23–25]), creating concern that the clusters identified in this study may be distorted or even dominated by different levels of testing coverage and different kinds of testing methods. We tested whether differences in testing coverage explained the different time dependencies of cases. We used percentage of positive tests as a proxy for coverage since this indicates when testing coverage is low: for example the test positivity rate reached over 40% in New York State during its first surge. We found that the average positivity rates within clusters were no more similar than would be expected under random grouping ($p = 0.5365$, by permuta-
tering (last recorded surge did not correlate with our State clustering). We may therefore conclude that our clustering is not simply capturing differences in testing coverage.

We also performed our modified Mantel test on the data to see whether dissimilarity scores between states are correlated with physical distances between the population centroids of states being compared. Although there are few known examples of COVID hotspots spanning State boundaries, such similarity would be expected if two states are linked by high rates of migration. Some pairs of neighboring states showed expected close similarity: for example much of the Southeast, including Georgia, Alabama, and Tennessee (Fig 2), as well as Idaho, North, and South Dakota. Other clusters were made up of geographically distant states: for example, Connecticut, Hawaii, Nebraska, and Kansas all emerged within a single cluster (Fig 2). Accordingly, we checked whether close states tended to cluster together. The correlation between closeness of our clustering was low only \( p = 0.0991 \), but it is statistically significant (\( p = 2.5486 \times 10^{-8} \), by Mantel test, Table III). To further probe the issue, we also measured the average percentage of states in each cluster that share a bordering neighbor also in the cluster. We found that approximately 63% of states on average had a neighbor in their cluster. This number was tested it against 50,000 permutations of our clustering for a significance of \( p = 1.0868 \times 10^{-5} \). Both tests indicate that our clustering did indeed tend to cluster close states more than a random clustering would, but also that closeness is not necessarily a very important factor deciding whether dynamics are similar.

Public health responses within states are strongly influenced by political climate and divisions between the responses of the two main political parties to a joint public health and economic crisis. We considered two measures of political climate: the party affiliation of the State governor at the beginning of the pandemic (excluding Washington D.C., which does not have a governor), and the percentage of voters who voted for the Republican candidate, Donald Trump, in the 2020 presidential elections. Neither measure was significantly correlated with State clustering (governor party, \( p = 0.3068 \), and Trump voting percentage, \( p = 0.1453 \)).

Finally, we use school closures as a direct index of the level of social distancing enforced in each State. Some states (e.g. Florida and Rhode Island) adopted a single policy on keeping schools opened or closed; in other states, individual school districts or counties determined whether or not to offer in-person instruction. Hence, we used the largest school district in each State as a proxy for the entire State’s response to the pandemic. We compiled data on when the largest school district in each State first opened some form of in-person learning, and found that whether or not schools were open during the last recorded surge did not correlate with our State clustering (\( p = 0.2516 \)).

### III. DISCUSSION

Comparing COVID-19 cases between populations: neighborhoods, cities, states, countries, is an important part of building narratives for understanding the impacts of the disease, and the roles of policy, inequality and racism in shaping its severity. But case numbers can not be compared without correcting for differences in population sizes. Normalizing by the size of the population can lead to misleading comparisons, if COVID-19 incidence varies in systematic ways among individuals in the population. Here we sought to make comparisons between populations (states), under the simplifying assumption that each contains an effectively well-mixed subpopulation of COVID-19 contacting individuals. Importantly, detecting the size of this population is an element in our algorithm.

Clustering of data from different states illuminates a second, general, question, that will be explored more deeply in Part II of this work. Specifically, although modern tools in epidemic modeling can incorporate population-heterogeneity, because of their many parameters, these models are challenging to fit to real data from the COVID-19 pandemic. The assumption that cases are dominated by transmission within a subpopulation of COVID-19 contacting individuals, who are effectively well-mixed, motivates us to further consider that there may be a limited number of archetypal case growth curves among this subpopulation. We find through clustering, that when properly normalized, and in spite of very different geographies and demographic profiles, cases in different states follow one of remarkably few (4-6) growth archetypes.

Some of the conclusions that follow from the clustering are expected—for example we found that the late stage of the pandemic behaves distinctly from the early stage, as indicated by the fact that the clustering algorithm separated the two phases without direction. Due to the wildly different social and epidemiological conditions between the two time periods, this is unsurprising.

The first phase conforms extremely closely to simple SIR dynamics, as indicated by Fig 3, suggesting a simple and effective mean-field description of the early dynamics. The fits shown in the figure come from simple model smoothing: we found appropriate constant transmission rate \( \beta \) and population size \( N \) values for the SIR model that best fit the data in a least-squares sense (see Supplementary Materials section SVI). Importantly, fitting \( N \) to the data enables the entire first wave to be fit with constant disease transmission parameters, and thus with a constant basic reproductive rate \( R_0 \) [26]. In addition to their greater simplicity, the constant \( \beta \). \( N \) models draw a very different conclusion about how the wave ends than a time-varying \( R_0 \) model—for example the fits for Washington (shown in Fig 3) give an \( R_0 \) value of 1.14 within an affected population of about 27000. At this value of \( R_0 \), the disease spreads through its affected population, and case numbers only start to decrease once
1 – $1/R_0 \approx 12\%$ of the affected population has acquired resistance to the disease. The actual downturn occurred well before this 12%. The fits therefore are consistent with almost immediate success of shelter-in-place measures in preventing the disease from spreading beyond a fixed number of closely-contacting individuals, but continued, unchecked spread of the disease within this group. This is in contrast to other, more complex methods of data fitting that relied on a time-variable reproduction number $R$. Hence, although actual transmission behavior is certainly heterogeneous and occurs in multiple subpopulations, a simple, constant, bulk parameter suffices to describe early epidemic dynamics within populations with a large percentage of susceptible individuals, as explored further in part II of this paper.

What reveals itself unexpectedly is just how similar the late stage dynamics are from cluster to cluster. There are three factors separating late stage surge dynamics of cumulative cases on the log scale indicated by Fig. 4: One; the overall rate of increase, i.e. the overall “slope” of the curve; Two; the degree to which the “S” curve deviates from the straight line; Three; the time scale over which the curve displays its “S.” A possible fourth factor is the precise position of the inflection point of the “S” curve. This is significant since, despite wildly varying conditions between and within states, there seems to exist only three or four bulk parameters which suffice to describe the spread of COVID during a surge. This leads to a reassuring discovery: during surges, the simplest models suffice. At the beginning, the SIR model does well to describe dynamics, and later, some new but equally simple model can likely be found.

We also observe that a pair of states sharing behavior at an early phase is not predictive of the same pair sharing behavior later. This can be seen by examining the totally different cluster structure between the two phases, and is confirmed empirically using a permutation test. We measured the number of states sharing the same cluster, concluding that 37 unique pairs of states shared a cluster in both the early phase and the late phase (Texas and South Carolina, for example). This number is not significantly high as indicated by permutation test (approximately 40% of statistics from the permuted data were higher, see Table III), indicating what we see at a glance: behavior shared early does not imply behavior shared late. Comparisons which were important towards the beginning of the pandemic may not necessarily be appropriate at later times, further supporting our comparison of entire time courses.

Our clustering method provides a data-driven, non-parametric way of classifying and comparing State-by-State COVID dynamics. This new approach revealed that comparisons between states using metrics that are devised a priori are perhaps misleading. For instance, California and Florida have often been compared since these are two states boasting large populations with multiple urban centers and warm climates, yet having very different responses to COVID—for example, during the second surge, both of the largest school districts in California (Los Angeles and San Diego Unified) were closed to in-person instruction, while in Florida a State order required that all schools offer in-person instruction after July 2020. Upon Florida’s reopening in August, per capita new cases were 20 new cases per 100,000 in California and 45 new cases per 100,000 in Florida. However, our analysis emphasizes that heterogeneities in COVID case intensities across each State make the total State population a weak normalizing factor when comparing different states. When normalized by the detected size of the COVID-affected population we find that California’s cases grew in line with Colorado and New Mexico, but most surprisingly also in line with Indiana, Michigan, and Vermont. Conversely, in the late stage Florida’s dynamics (and Arizona’s) distinguished themselves from

| Metric Tested                                      | Test Statistic       | $p$ value                        |
|----------------------------------------------------|----------------------|----------------------------------|
| Population centroid distance                       | Pearson correlation  | $2.5486 \times 10^{-8}$         |
| Absolute Trump voting percentage difference        | Pearson correlation  | 0.1453                           |
| Majority party governorship status                 | Average percentage of most represented party in cluster | 0.3068                            |
| States clustered together both in early and late phase | Average percentage of states in each cluster that are clustered together in both early and late phase | 0.3893                           |
| States clustered with their bordering neighbors    | Average percentage of states in each cluster that shared a neighbor in the cluster | $1.0868 \times 10^{-5}$         |
| Testing positivity rates                           | Average variance of testing positivity in each cluster | 0.5365                            |
| School reopening dates                             | Average variance of school reopening dates | 0.2516                            |

TABLE III. A summary of results from permutation tests (including our modified Mantel tests) done on our clustering. The left column describes a metric used to probe our clustering behavior. The $p$ value in the right column refers to the percentage of time that the metric tested on a permuted version of our clustering exceeded that of our actual clustering. For each test, the number of permutations tested is 50,000.
FIG. 4. Clustered late phase cumulative case curves are shown on the log scale. A suitable reference curve is chosen based on average distance to other curves in its cluster, and other data is scaled and shifted to match the reference curve as closely as possible. The reference curve is named at the top of each panel and is shown as the solid black line in the plot. The horizontal axis of each plot represents time before or after the start of the reference curve's tenth case once the data have been shifted.

the rest of the states, including California, mostly due to a wildly different “slope” of the general late-stage increase on the log scale, and partly due to a much earlier and drawn-out surge (Fig 5) (Florida’s surge began in late October, and other states’ tended to begin in late November, coinciding with Thanksgiving). This singles out Florida as unique from every State, not just California, and tempers any conclusions that can be drawn from the simple two-way comparison. Our results indicate that California, whose late behavior is represented in Fig 5 cluster 5, experiences a gentler exponential growth rate with a more pronounced downturn that happens earlier (relative to the late surge) than any downturn in Florida’s dynamics. In particular, differences in curve starts and ends will cause instantaneous metrics to give misleading comparisons between the two states.

Among the variables tested, only proximity of states showed any statistically significant correlation with the clustering devised. This in itself is an important result when evaluating the probable effect of measures that may carry other public health costs, such as school closures [34]. While the cluster a state belongs to controls the trajectory of the case numbers, the normalization of these numbers, which we have interpreted to be the number of COVID-contracting individuals, may be yet influenced by these or other variables, and independent evaluation of the population sizes, and whether they can be predicted from population, geographic, political, or public health data is certainly warranted.

If the eventual goal in COVID data comparisons is to decide which health measures, public behaviors, and demographies lend themselves best to weathering a pandemic, then we must take care to compare the right data at the right times. Our analysis highlights two features. First, we show that pairwise comparisons of states can only be made in the context of a per-population case number that indicates the number of COVID-affected individuals, and not the total population of the State. Second, once the normalization is found, states conform to one of a small number of archetypal case curves. For early phase of COVID we can explicitly fit these case curves by an SIR model; in the latter phase, the well-mixed model no longer fits the data, yet the robust similarity of case curves suggests that models with comparably few degrees of freedom may yet be used to fit the data. Given the abundance of pandemic data now available, we have the tools to examine entire time courses at different scales (e.g. city or country) within the U.S. and internationally and compare in context.

[1] J. Woodfolk, COVID: What do California, Texas, New York and Florida have in common? Stunningly low infection rates, The Mercury News (2021)
FIG. 5. Representative curves from each respective cluster are compared with alignment biased toward the beginning of the curve in order to emphasize disparate evolution of dynamics, shown on log scale. Number labels correspond to cluster IDs, and match those shown in Figures 3 and 4. Left: Early phase case curves. Right: Late phase case curves, including Florida and Arizona, which are excluded from previous analyses.

[2] E. Browne, California, with strict mandates, has more COVID cases than Florida, Texas–here’s why, Newsweek (2021).
[3] M. J. Keeling and K. T. Eames, Networks and epidemic models, Journal of the Royal Society Interface 2, 295 (2005).
[4] T. Britton, F. Ball, and P. Trapman, A mathematical model reveals the influence of population heterogeneity on herd immunity to SARS-CoV-2, Science 369, 846 (2020).
[5] Y. Moreno, R. Pastor-Satorras, and A. Vespignani, Epidemic outbreaks in complex heterogeneous networks, The European Physical Journal B-Condensed Matter and Complex Systems 26, 521 (2002).
[6] A. Arenas, W. Cota, J. Gómez-Gardenes, S. Gómez, C. Granell, J. T. Matamalas, D. Soriano-Panos, and B. Steinegger, A mathematical model for the spatiotemporal epidemic spreading of Covid19, MedRxiv 10.1101/2020.03.21.20040022 (2020).
[7] S. Bansal, B. T. Grenfell, and L. A. Meyers, When individual behaviour matters: homogeneous and network models in epidemiology, Journal of the Royal Society Interface 4, 879 (2007).
[8] S. Bansal, J. Read, B. Pourbohloul, and L. A. Meyers, The dynamic nature of contact networks in infectious disease epidemiology, Journal of Biological Dynamics 4, 478 (2010).
[9] M. Keeling, The implications of network structure for epidemic dynamics, Theoretical Population Biology 67, 1 (2005).
[10] T. Li, Simulating the spread of epidemics in china on multi-layer transportation networks: Beyond COVID-19 in wuhan, Europhysics Letters 130, 48002 (2020).
[11] E. Volz and L. A. Meyers, Susceptible–infected–recovered epidemics in dynamic contact networks, Proceedings of the Royal Society B: Biological Sciences 274, 2925 (2007).
[12] A. L. Bertozzi, E. Franco, G. Mohler, M. B. Short, and D. Sledge, The challenges of modeling and forecasting the spread of Covid-19, Proceedings of the National Academy of Sciences 117, 16732 (2020).
[13] F. D. Sáhnec, C. Scoglio, and P. Van Mieghem, Generalized epidemic mean-field model for spreading processes over multilayer complex networks, IEEE/ACM Transactions on Networking 21, 1609 (2013).
[14] J. Tolles and T. Luong, Modeling epidemics with compartmental models, JAMA 10.1001/jama.2020.8420.
[15] H. W. Hethcote, The mathematics of infectious diseases, SIAM Review 42, 599 (2000), https://doi.org/10.1137/S0036144500371907.
[16] IHME COVID-19 health service utilization forecasting team and C. J. Murray, Forecasting the impact of the first wave of the Covid-19 pandemic on hospital demand and deaths for the usa and european economic area countries, medRxiv 10.1101/2020.04.21.20074732 (2020).
[17] IHME COVID-19 health service utilization forecasting team and C. J. Murray, Forecasting Covid-19 impact on hospital bed-days, ICU-days, ventilator-days and deaths by US state in the next 4 months, medRxiv 10.1101/2020.03.27.20043752 (2020).
[18] The Covid Tracking Project, https://covidtracking.com/.
[19] R. R. Sokal, A statistical method for evaluating systematic relationships., Univ. Kansas, Sci. Bull. 38, 1409 (1958).
[20] K. Ota, K. Yanagihara, D. Sasaki, N. Kaku, N. Uno, K. Sakamoto, K. Kosai, T. Miyazaki, H. Hasegawa, A. Fujita, M. Tashiro, T. Tanaka, K. Izumioka, K. Aiyoshi, H. Mukae, J. Yasuda, K. Morita, and S. Kohno, Detection of SARS-CoV-2 using qrt-pcr in saliva obtained from asymptomatic or mild Covid-19 patients, comparative analysis with matched nasopharyngeal samples, PLOS ONE 16, 1 (2021).
C. Sværke Jørgensen, K. Iversen, R. Bayarri-Olmos, P. Garred, and M.-O. Skjoedt, SARS-CoV-2 antibody responses are correlated to disease severity in Covid-19 convalescent individuals, The Journal of Immunology 206, 109 (2021), https://www.jimmunol.org/content/206/1/109.full.pdf.

[22] N. Kaku, F. Nishimura, Y. Shigeishi, R. Tachiki, H. Sakai, D. Sasaki, K. Ota, K. Sakamoto, K. Kosai, H. Hasegawa, K. Izumikawa, K. Ariyoshi, H. Mukae, J. Yasuda, K. Morita, S. Kohno, and K. Yanagihara, Performance of anti-SARS-CoV-2 antibody testing in asymptomatic or mild Covid-19 patients: A retrospective study in outbreak on a cruise ship, PLOS ONE 16, 1 (2021).

[23] H. Lau, T. Khosrawipour, P. Kocbach, H. Ichii, J. Bania, and V. Khosrawipour, Evaluating the massive underreporting and undertesting of COVID-19 cases in multiple global epicenters, Pulmonology 27, 110 (2021).

[24] N. J. Irons and A. E. Raftery, Estimating SARS-CoV-2 infections from deaths, confirmed cases, tests, and random surveys, Proceedings of the National Academy of Sciences 118, 10.1073/pnas.2103272118 (2021).

[25] J. Noh and G. Danuser, Estimation of the fraction of Covid-19 infected people in U.S. states and countries worldwide, PLOS ONE 16, 1 (2021).

[26] O. Diekmann, J. A. P. Heesterbeek, and J. A. Metz, On the definition and the computation of the basic reproduction ratio R0 in models for infectious diseases in heterogeneous populations, Journal of Mathematical Biology 28, 365 (1990).

[27] S. Abbott, J. Hellewell, R. Thompson, K. Sherrat, H. Gibbs, N. Bosse, J. Munday, S. Meakin, E. Doughty, J. Chun, Y. Chan, F. Finger, P. Campbell, A. Endo, C. Pearson, A. Gimma, T. Russell, S. Flasche, A. Kucharski, R. Eggo, and S. Funk, Estimating the time-varying reproduction number of SARS-CoV-2 using national and subnational case counts [version 2; peer review: 1 approved with reservations], Wellcome Open Research 5, 10.12688/wellcomeopenres.16006.2 (2020).

[28] R. Thompson, J. Stockwin, R. van Gaalen, J. Polonsky, Z. Kamvar, P. Demarsh, E. Dahlqwist, S. Li, E. Miguel, T. Jombart, J. Lessler, S. Cauchemez, and A. Cori, Improved inference of time-varying reproduction numbers during infectious disease outbreaks, Epidemics 29, 100356 (2019).

[29] A. Cori, N. M. Ferguson, C. Fraser, and S. Cauchemez, A New Framework and Software to Estimate Time-Varying Reproduction Numbers During Epidemics, American Journal of Epidemiology 178, 1505 (2013), https://academic.oup.com/aje/article-pdf/178/9/1505/17341195/kwt133.pdf.

[30] S. Abbott, joeHickson, H. S. Badr, S. Funk, P. Monticone, P. Ellis, jmunday, J. Allen, C. A. B. Pearson, M. DeWitt, N. Bosse, and S. Meakin, epiforecasts/epinow2: Beta release (2021).

[31] J. Woolfolk, California’s Covid-19 case rate now twice Florida’s, Tampa Bay Times.

[32] R.-G. Lin II and L. Money, California doing much better with Delta variant than Florida, Texas. Here’s why, Los Angeles Times.

[33] C. Curley, Why do California and Florida have similar Covid-19 case rates? The answer is complicated, HealthLine.

[34] F. Agostinelli, M. Doepke, G. Sorrenti, and F. Zilibotti, When the Great Equalizer Shuts Down: Schools, Peers, and Parents in Pandemic Times, Working Paper 28264 (National Bureau of Economic Research, 2020).