Unsupervised Approaches for Out-Of-Distribution Dermoscopic Lesion Detection
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Abstract

There are limited works showing the efficacy of unsupervised Out-of-Distribution (OOD) methods on complex medical data. Here, we present preliminary findings of our unsupervised OOD detection algorithm, SimCLR-LOF, as well as a recent state of the art approach (SSD), applied on medical images. SimCLR-LOF learns semantically meaningful features using SimCLR and uses LOF for scoring if a test sample is OOD. We evaluated on the multi-source International Skin Imaging Collaboration (ISIC) 2019 dataset, and show results that are competitive with SSD as well as with recent supervised approaches applied on the same data.

1 Introduction

Although neural networks provide state of the art performance for image classification problems, including those in medical imaging [6, 14, 15], their success is mostly limited to problems with predefined classes that are supported by a large volume of labelled training data. However, in many settings, there are a significant number of diagnostic classes that occur infrequently, making it difficult to assemble fully labeled training data sets. Instead the data from these rare classes is frequently ignored while curating datasets [11]. These samples are referred to as Out-of-Distribution (OOD). Samples from classes that were included during training are referred to as In-Distribution (ID). It is a well known issue that models frequently provide over-confident incorrect predictions (i.e., high softmax probability for an output class) when presented with OOD inputs [1]. Therefore, automated detection of the OOD samples during/before model evaluation (e.g. for further manual inspection) has been a critical issue in adoption of machine learning models for clinical use.

OOD detection algorithms for dermatological imaging, by and large, have been supervised learning methods that rely on laborious and costly labeling [5, 9, 10]. A basic approach for OOD detection,
which has been used for dermoscopy data, is training a model for $N + 1$ classes where $N$ represents the number of known classes (ID classes) and any input data sample classified as OOD falls into the $N + 1$st class [9]. However, in general, it is not realistic to have access to extensive amounts and types of OOD samples during training time, therefore these models do not generalize well to real clinical scenarios. Alternatively, some methods have been developed to utilize classification models that were trained only on ID classes, without needing OOD class labels. Pacheco et al. [10] compare the similarity of the intermediate level features of a new test input sample to the training samples. Comba et al. [5] quantify the uncertainty of the $N$-class classification model in predicting the diagnostic label of the test input via scoring the output softmax probabilities (Entropy, Variance, Bhattacharyya Distance) while using Monte-Carlo Dropout [8] and/or Test Time Augmentation [17] to get more robust uncertainty estimates. However, supervised models are also limited as they require labeled ID training data, which can itself be laborious to obtain.

Unlike labelled data, unlabelled data is much easier to obtain. In this respect, there is a big need for OOD detection methods that can utilize unlabelled data. Unsupervised approaches, such as [12][13], eliminate the cost of obtaining labels by leveraging large amounts of unlabelled data. In [12], Sehwag et al propose self-supervised outlier detection (SSD), that uses SimCLR [2], a contrastive feature learning algorithm, to learn features from the ID training set. After training, features are extracted from the ID train set and used to estimate the ID sample mean $\mu$ and covariance $\Sigma$. During inference, any input test point is scored against the ID train sample statistics ($\mu$ and $\Sigma$) using the Mahalanobis distance. SSD has shown state of the art results for a variety of natural image datasets. We use a similar approach, first learning features and then scoring them.

In this work we use SimCLR [2] to learn feature representations, and the Local Outlier Factor (LOF) [1] method to provide ID scores for test points. SimCLR [2], trains the parameters $\theta$ of a network $f_{\theta}$, by attracting the feature representations of images $x$ and their (class preserving) augmented version $\tilde{x}$ together while pushing features from other images away (preventing collapse to a trivial solution). The core idea is that features will be semantically meaningful if we learn them in such a way that they are invariant to these class preserving augmentations. Examples of non class preserving augmentations for skin would be random cropping an area so small that it does not contain any lesion, or overly blurring the lesion. The authors also show that contrasting features after they have been processed by an additional nonlinear projection head (a 2-3 layer ANN) leads to improved performance. We use the NT-Xent loss with cosine similarity for training in a contrastive manner.

Our scoring function; LOF [1], is a lazy learner, which takes in a dataset of ID features, a distance measure, and a neighborhood size $K$. The LOF score for a test feature vector is calculated by taking the ratio of the relative reachability of the test feature to the reachability of its $K$-nearest neighbors in the ID train set. Here the reachability of a feature vector is defined as one over its distance to its $K^{th}$ nearest neighbor. Intuitively the test point should be considered more OOD if the LOF score is high, as this means it is in a less reachable part of feature space compared to its $K$-nearest ID neighbors.

In this paper we illustrate the performance of unsupervised OOD detection methods, our SimCLR-LOF as well as SSD, on the multi-source International Skin Imaging Collaboration (ISIC) 2019 challenge dataset [3][4][16], a commonly used benchmark for dermoscopic lesion classification. Our work has three main contributions. We provide early results indicating the potential for unsupervised OOD detection in dermoscopy images. To our knowledge this is the first work using Local Outlier Factor (LOF) [1] in conjunction with deep learning for OOD detection. Lastly, we find evidence for the difficulty gap between the HAM [16] and BCN [4] sources in ISIC 2019, knowledge which may benefit the community as ISIC 2019 is a popular benchmark.

2 Methods and Experiments

We train a resnet-18 based SimCLR model $f_{\theta}$ (discarding the classification head) on the ID training set, $X_{train} = \{x_i\}_{i=1}^{N}$ for feature learning. For scoring, we construct a LOF model using the features of the ID train set, $Z_{train} = f_{\theta}(X_{train}) = \{f_{\theta}(x_i)\}_{i=1}^{N}$, extracted by our resnet model. We then extract features for all ID test and OOD images, $Z_{IDtest} = f_{\theta}(X_{IDtest}), Z_{OOD} = f_{\theta}(X_{OOD})$, and feed them to our LOF model to get their outlier scores. Because SimCLR is trained using the
Table 1: SimCLR-LOF results vs SimCLR-Mahanolobis Distance (SSD) \cite{12} vs Monte-Carlo Dropout based method from \cite{5} (*the subset of the dataset that only contains NV samples is used as ID). The last column corresponds to CIFAR10 vs SVHN.

| K       | ISIC 2019 | ISIC 2019* | HAM | HAM* | BCN | BCN* | CIFAR10 |
|---------|-----------|------------|-----|------|-----|------|---------|
| 10      | 0.675     | 0.711      | 0.749 | 0.798 | 0.642 | 0.664 | 0.841   |
| 50      | 0.668     | 0.749      | 0.774 | 0.884 | 0.602 | 0.646 | 0.894   |
| 100     | 0.655     | 0.734      | 0.779 | 0.895 | 0.587 | 0.615 | 0.922   |
| 200     | 0.648     | 0.739      | 0.770 | 0.887 | 0.567 | 0.604 | 0.941   |
| 300     | 0.646     | 0.752      | 0.760 | 0.873 | 0.562 | 0.615 | 0.945   |
| SSD     | 0.600     | 0.800      | 0.789 | 0.898 | 0.560 | 0.721 | 0.991   |

Cosine similarity, we use the inversely proportional cosine distance $d(z_1, z_2) = 1 - \text{cossim}(z_1, z_2)$ as the LOF distance measure.

Our dataset of interest; the ISIC 2019 challenge dataset, lends itself to OOD detection as it has severe class imbalance. It consists of 25,531 images corresponding to 13,931 different lesions coming from three sources; Vienna (HAM) \cite{16}, Barcelona (BCN) \cite{4}, and New York (MSK) \cite{3}. The BCN dataset is generally considered as the most difficult \cite{9} with hair obscuring lesional areas and/or images having black pinhole backgrounds of varying sizes. The dataset contains images from 8 lesion classes; Dermatofibroma (DF), Vascular lesion (VASC), Melanoma (MEL), Melanocytic nevus (NV), Basal cell carcinoma (BCC), Actinic keratosis (AK), Benign keratosis (BKL), and Squamous cell carcinoma (SCC). The dataset is severely imbalanced due to the challenge in finding images from rare lesion classes. As in \cite{5}, we choose to treat the least common sample types (1\% each), DF and VASC as our OOD classes, and experiment with using either the remaining 6 classes, or the most frequent class, NV, as ID. We divide the ISIC 2019 dataset into approximately 80/5/15 percent, stratified train/validation/test splits, while ensuring that there is no leakage between splits.

As shown in Table 1, we evaluated SimCLR-LOF and compared against SSD \cite{12} and the supervised baseline in \cite{5} on a number of subsets of the ISIC 2019 dataset. Similar to \cite{5, 12}, we used AUROC for ID vs OOD classes (with the LOF score as the varying threshold) for performance evaluation. In our first set of experiments (Table 1 Column 1), we evaluate SimCLR-LOF using all of the 6 ID classes from the train and test sets as well as all OOD images.

Columns 2-6 of Table 1 use the same feature extractor (Trained on all ID training data from ISIC 2019), but, we fit and evaluate the LOF model on subsets of ID samples extracted features. During the scoring and evaluation phase of column 2 we restrict our consideration of the ID features to only NV. In column 3 LOF is only fit to, and evaluated on, image features from the HAM portion of the dataset. This restriction is applied to both the ID and OOD images we consider. Column 4 is the same as column 3 but only NV features from HAM are considered as ID. Columns 5 and 6 are the same as 3 and 4, but using BCN instead of HAM. We note that for all experiments, we maintain our OOD set as DF and VASC. In column 7, we show results for CIFAR10 (ID) vs SVHN (OOD) as validation that our algorithm can work well on easier benchmark datasets.

Table 2: SimCLR-LOF HAM vs BCN feature detection results.

| K       | 40 | 50 | 60 | 70 | 100 | 200 | 250 | 300 |
|---------|----|----|----|----|-----|-----|-----|-----|
| HAM vs BCN 6 | 0.946 | 0.948 | 0.951 | 0.952 | 0.956 | 0.956 | 0.955 | 0.954 |
| HAM vs BCN NV | 0.955 | 0.958 | 0.959 | 0.960 | 0.961 | 0.954 | 0.950 | 0.947 |

3 Discussion and Conclusion

For the experiments presented in columns 2-6 of Table 1, we use the feature extractor trained on all ID train data because we interestingly found that this provides significantly better results. Specifically, we found that the inclusion of BCN in SimCLR training leads to more robust HAM features, and the inclusion of the other 5 ID classes leads to more robust NV features. We experiment with different neighborhood sizes K for LOF, where smaller neighborhoods may be noisier and denser while larger neighborhoods may be smoother and more dispersed. It can be seen that there are different optimal values of K for different datasets.
Table 2 shows that SimCLR is learning very different features for HAM and BCN images. For each row in Table 2, we use the SimCLR feature extractor trained on all ID train data. In the first row we evaluate the AUROC (at different K) for distinguishing between HAM and BCN where we fit LOF to ID train HAM and evaluate using ID test HAM as ID and ID test BCN as OOD. LOF is able to pick up the difference between HAM and BCN features with high AUROC. This suggests that SimCLR is learning very different features for HAM and BCN data, which is not optimal as we would prefer for our features to be invariant to the dataset, and only encode semantically meaningful parts of the images. To further assess this conclusion we repeat the experiment but using only the NV images from HAM and BCN, ensuring that this feature difference is not coming from the difference in class distributions between the two datasets. As can be seen in row 2, the AUROC is still high indicating that features learned for HAM NV are quite different then those learned for BCN NV.

It is noteworthy that for the unsupervised methods the highest HAM AUROCs 0.779/0.789, are much better then the highest BCN AUROCs 0.642/0.560, due to the difficulty of the BCN dataset. It is also noteworthy that, when restricting HAM LOF fitting to NV from ID, the best AUROC rises from 0.779/0.789 to 0.895/0.898. This may be due to the fact that the majority of the HAM train set is NV (67 %), resulting in robust NV HAM features from SimCLR as well as larger and more robust NV clusters for the LOF fitting. This effect may not be seen in BCN because BCNs class distribution for NV (34 %) is not as biased.

Our results for HAM can be compared to the results in [5] as they run a very similar experiment on similar partitions. We were able to achieve comparable results to those in [5], without using any labels. However, as unsupervised approaches, SimCLR-LOF and SSD can easily be scaled to massive datasets - with the potential for major performance gains.

Societal Impact

Automating aspects of diagnosis with deep learning (DL) classifiers has the potential to save doctors time, allowing for the quick diagnosis of more patients. The development of OOD detection algorithms for dermoscopy data is important for the clinical usage of DL classifiers. While this paper shows the potential for such algorithms on dermoscopy data, it is preliminary and much work has to be done before these algorithms can be used in practice. An important issue with current dermoscopy classifiers is that popular datasets, such as ISIC 2019, consist mainly of light skinned patients. Before OOD detection algorithms or DL classifiers are used in practice it is essential that these methods are developed for and evaluated on dermoscopy images covering a more diverse range of skin color.

Acknowledgments

This project was supported by NSF grants IIS-1814631 and CPS-2038493, NIH grants R01CA199673, R01CA240771 from NCI and in part by MSKCC’s Cancer Center core support NIH grant P30CA008748 from NCI.

References

[1] Markus M Breunig, Hans-Peter Kriegel, Raymond T Ng, and Jörg Sander. Lof: identifying density-based local outliers. In Proceedings of the 2000 ACM SIGMOD international conference on Management of data, pages 93–104, 2000.

[2] Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. A simple framework for contrastive learning of visual representations. In International conference on machine learning, pages 1597–1607. PMLR, 2020.

[3] Noel C. F. Codella, David Gutman, M. Emre Celebi, Brian Helba, Michael A. Marchetti, Stephen W. Dusza, Aadi Kalloo, Konstantinos Liopyris, Nabin Mishra, Harald Kittler, and Allan Halpern. Skin lesion analysis toward melanoma detection: A challenge at the 2017 international symposium on biomedical imaging (isbi), hosted by the international skin imaging collaboration (isic). In 2018 IEEE 15th International Symposium on Biomedical Imaging (ISBI 2018), pages 168–172, 2018.
[4] M. Combalia, N. Codella, V. Rotemberg, B. Helba, Verónica Vilaplana, O. Reiter, A. Halpern, S. Puig, and J. Malvehy. Bcn20000: Dermoscopic lesions in the wild. *ArXiv*, abs/1908.02288, 2019.

[5] M. Combalia, F. Hueto, S. Puig, J. Malvehy, and Verónica Vilaplana. Uncertainty estimation in deep neural networks for dermoscopic image classification. *2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops (CVPRW)*, pages 3211–3220, 2020.

[6] Andre Esteva, Brett Kuprel, R. Novoa, J. Ko, S. Swetter, H. Blau, and S. Thrun. Dermatologist-level classification of skin cancer with deep neural networks. *Nature*, 542:115–118, 2017.

[7] Yarin Gal. Uncertainty in deep learning. 2016.

[8] Yarin Gal and Zoubin Ghahramani. Dropout as a bayesian approximation: Representing model uncertainty in deep learning. In Maria Florina Balcan and Kilian Q. Weinberger, editors, *Proceedings of The 33rd International Conference on Machine Learning*, volume 48 of *Proceedings of Machine Learning Research*, pages 1050–1059, New York, New York, USA, 20–22 Jun 2016. PMLR.

[9] Nils Gessert, Maximilian Nielsen, Mohsin Shaikh, René Werner, and A. Schlaefer. Skin lesion classification using ensembles of multi-resolution efficientnets with meta data. *MethodsX*, 7, 2020.

[10] Andre GC Pacheco, Chandramouli Sastry, Thomas Trappenberg, Sageev Oore, and Renato A Krohling. On out-of-distribution detection algorithms with deep neural skin cancer classifiers. In *Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops*, pages 732–733, 2020.

[11] Abhijit Guha Roy, Jie Jessie Ren, Shekoofeh Azizi, Aaron Loh, Vivek Natarajan, Basil Mustafa, Nick Pawlowski, Jan Freyberg, Yuan Liu, Zach William Beaver, Nam Vo, Peggy Bui, Samantha Winter, Patricia MacWilliams, Greg Corrado, Umesh Telang, Yun Liu, Taylan Cemgil, Alan Karthikesalingam, Balaji Lakshminarayanan, and Jim Winkens. Does your dermatology classifier know what it doesn’t know? detecting the long-tail of unseen conditions. *arXiv*, 2021.

[12] Vikash Sehwag, Mung Chiang, and Prateek Mittal. Ssd: A unified framework for self-supervised outlier detection. In *International Conference on Learning Representations*, 2021.

[13] Jihoon Tack, Sangwoo Mo, Jongheon Jeong, and Jinwoo Shin. Csi: Novelty detection via contrastive learning on distributionally shifted instances. In *Advances in Neural Information Processing Systems*, 2020.

[14] P. Tschandl, N. Codella, B. N. Akay, G. Argenziano, R. Braun, H. Cabo, David Gutman, A. Halpern, B. Helba, R. Hofmann-Wellenhof, A. Lallas, J. Lapins, C. Longo, J. Malvehy, M. Marchetti, A. Marghoob, S. Menzies, A. Oakley, J. Paoli, S. Puig, C. Rinner, C. Rosendahl, A. Scope, C. Sinz, H. Soyer, L. Thomas, I. Zalaudek, and H. Kittler. Comparison of the accuracy of human readers versus machine-learning algorithms for pigmented skin lesion classification: an open, web-based, international, diagnostic study. *The Lancet. Oncology*, 2019.

[15] P. Tschandl, C. Rinner, Z. Apalla, G. Argenziano, N. Codella, A. Halpern, M. Janda, A. Lallas, C. Longo, J. Malvehy, J. Paoli, S. Puig, C. Rosendahl, H. Soyer, I. Zalaudek, and H. Kittler. Human–computer collaboration for skin cancer recognition. *Nature Medicine*, pages 1–6, 2020.

[16] P. Tschandl, C. Rosendahl, and H. Kittler. The ham10000 dataset, a large collection of multi-source dermoscopic images of common pigmented skin lesions. *Scientific Data*, 5, 2018.

[17] Guotai Wang, Wenqi Li, Michael Aertsen, Jan Deprest, Sébastien Ourselin, and Tom Vercauteren. Aleatoric uncertainty estimation with test-time augmentation for medical image segmentation with convolutional neural networks. *Neurocomputing*, 338:34–45, 2019.