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High-entropy alloys (HEAs) open up new doors for their novel design principles and excellent properties. In order to explore the huge compositional and microstructural spaces more effectively, high-throughput calculation techniques are put forward, overcoming the time-consuming and laboriousness of traditional experiments. Here we present and discuss four different calculation methods that are usually applied to accelerate the development of novel HEA compositions, that is, empirical models, first-principles calculations, calculation of phase diagrams (CALPHAD), and machine learning. The empirical model and the machine learning are both based on summary and analysis, while the latter is more believable for the use of multiple algorithms. The first-principles calculations are based on quantum mechanics and several open source databases, and it can also provide the finer atomic information for the thermodynamic analysis of CALPHAD and machine learning. We illustrate the advantages, disadvantages, and application range of these techniques, and compare them with each other to provide some guidance for HEA study.
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INTRODUCTION

High-entropy alloys (HEAs) have attracted significant interest in recent years owing to their novel alloy-design principles. Stemming from the entropy-stabilizing effect to solid-solution phases, they are originally defined as single-phase multicomponent alloys, which consist of five or more elements in equal or near-equal atomic ratios (Cantor et al., 2004; Yeh et al., 2004), but now the field expands to include intermetallics, nanoprecipitation, ceramic compounds, and non-equiatomic materials with as few as three principal elements (Senkov et al., 2010; Zhang et al., 2014; Liu et al., 2016; Yang M. et al., 2018). In pursuit of more promising mechanical behaviors, such as ultrahigh strength and good cryogenic toughness that have been reported in some of the HEAs (Gludovatz et al., 2014; Liang et al., 2018; Yang T. et al., 2018), the number of HEA compositions is increasing rapidly. However, their phase structures and properties are not as clearly related to the mixing entropy as originally designed. Therefore, a significant challenge is how to select the most suitable composition more effectively, in order to obtain the most desired phase structure and property.
An experiment was and remains one of the most effective methods in the search for novel alloys. To overcome the incompleteness and contingency of traditional “trial and error” methods and improve the alloy-development efficiency, the high-throughput preparation technique has been put forward, the core of which is to prepare a composition gradient to achieve a one-time characterization of a batch of compositions. The diffusion couples, supergravity field, and laser additive manufacturing can all contribute to the compositional-graded bulk alloys (Welk et al., 2013; Cao and Zhao, 2015; Li et al., 2017), and the multi-target co-sputtering is employed to prepare a compositional-graded film (Marshal et al., 2017). However, the experimental process is still limited by high costs and time-consuming synthesis procedures, especially the diffusion couples and laser additive manufacturing. Because of the high cooling rate, there is a gap between the properties of the film and those of the bulk materials, such as phase structures and the hardness. Moreover, the imperfectly-developed high-throughput measurement also makes the gradient materials still need to be tested one by one.

At the same time, theoretical and calculation research activities play an increasingly-important role in materials science. The combination of computer simulation and experimental data contributes to the better understand of the physical mechanism, which therefore enables the prediction of unknown data. In the present work, we present four methods and provide examples of their successful applications in the HEA development, including empirical models based on the Hume-Rothery rules and Pettifor map, first-principles “high-throughput” calculations, calculation of phase diagrams (CALPHAD) technique, and machine learning using different algorithms. Moreover, we illustrate the advantages, disadvantages, and application conditions of different high-throughput calculation techniques, in order to provide the guidance for HEA development.

**EMPIRICAL MODELS**

The empirical models are one of the most important means of the early composition design, which are developed by summarizing the relationship between phase structures and thermophysical properties of HEAs. There are two different methods in the empirical models, that is, the thermophysical-parameter calculation of an alloy and the phase structure reference of binary intermetallic.

The thermophysical parameter calculation is based on the “Hume-Rothery criterion.” Researchers extended this rule to the field of HEAs and proposed a variety of related parameters for predicting the phase formation, including the electronegativity difference ($\Delta \chi$), atomic size difference ($\delta$), mixing enthalpy ($\Delta H_{\text{mix}}$), and the root-mean-square strain ($\varepsilon_{\text{RMS}}$) et al. All these empirical parameters are defined and summarized in Table 1. What they have in common is to minimize the differences in the thermodynamic and physical properties of the constituent elements, to obtain an atomic disordered solid solution, and vice versa to obtain intermetallics or amorphous structures. However, they have relatively poor accuracy due to the lack of phase diagram, especially for multiphase structures. For example, many alloys that contain two FCC phases or two BCC phases are counted as single-phase compositions, and the regions of multiphase solid solutions, intermetallics, and amorphous may overlap (Zhang et al., 2008). Therefore, only the formation range of single-phase solid solutions is emphasized here.

Because entropy will compete with enthalpy during solidification, it does not always dominate in the Gibbs free energy, and the high mixing entropy ($\Delta S_{\text{mix}} > 1.5R$) does not always result in the formation of a solid solution (Senkov et al., 2015). The $S_{\text{corr}}/S_{\text{id}}$ criterion is also focus on the mixing entropy, which claims that the mixing entropy not only depends on the chemical composition but also on the nature of the constituent elements and the alloy’s melting temperature (He et al., 2017). The $\Delta \chi$ has little effect on the formation of the solid solution, while it affects the supercooled regions of the amorphous phase (Fang et al., 2003; Guo and Liu, 2011; Poletti and Battezzati, 2014). The simplest three criteria, $\delta$, $\Delta H_{\text{mix}}$, and $\Omega$, appear to be very powerful in separating the single-phase solution and amorphous structure (Zhang et al., 2008; Yang and Zhang, 2012), while there is some overlap between single-phase and multiphase structures. The $\Phi$ parameter is then proposed by adding the excessive entropy, $S_E$, to the parameter, $\Omega$ (Ye et al., 2015), which means that the atomic packing, atom size, entropy, and enthalpy effects are all included. The effect of $\lambda$ is to characterize the elemental segregation (Ye et al., 2016b). The combination of $\Phi$ and $\lambda$ can effectively distinguish the single-phase, multi-phase, and the atom segregation in the alloy. $\psi$ and $\kappa$ are almost the two most complicated parameters. They both compare the Gibbs free energies of the solid solution phase and the intermetallics (King et al., 2016; Senkov and Miracle, 2016), and their accuracy is relatively higher because more influential factors are considered. Among all the empirical rules, the $\delta$, $\gamma$, and $\varepsilon_{\text{RMS}}$ values are similar and they all only consider atomic sizes (Wang et al., 2015; Ye et al., 2016a). On the other hand, although the valence electron concentration (VEC) criterion can effectively predict the structure type of solid solutions (Guo et al., 2011), including face-centered-cubic (FCC), body-centered-cubic (BCC), and hexagonal-close-packed (HCP) structures, it cannot be used to predict whether the solid solution phase can form.

Another method in empirical models is to consider the phase structure of binary intermetallics. Pettifor offered a radical new view of the structure of intermetallics by assigning one unique number to each element, which is called the Mendeleev number or the chemical scale, $\mu$ (Pettifor, 1986). In the Pettifor map, all the known binary compounds are written in the form of $A_1 \rightarrow A_2 B_3$, the abscissa is the Mendeleev ordinal of A, and the ordinate is the Mendeleev ordinal of B. Different patterns represent the structures of different binary compounds. The Mendeleev number and the Pettifor map have emerged as the important parameter for choosing the promising alloys in the field of ferrous bulk metallic glasses (Takeuchi and Inoue, 2006), quasicrystalline intermetallics (Ranganathan and Inoue, 2006), and binary metal hydrides (Matysik et al., 2014), and they also offer many advantages in searching HEAs (Takeuchi, 2016).

The phase structure is predicted by focusing on the majority of the crystallographic structure in the constituent binary systems in the HEAs. Takeuchi et al. (2015, 2017)
TABLE 1 | The thermo-physical parameters for HEAs’ phase selection.

| Parameter       | Formula                                                                 | Range for solid solution                                      | References         |
|-----------------|--------------------------------------------------------------------------|---------------------------------------------------------------|--------------------|
| $\Delta S_{\text{mix}}$ | $\Delta S_{\text{mix}} = -R \sum c_i \ln c_i$                              | $\Delta S_{\text{mix}} > 1.5 R$                                | Yeh et al., 2004   |
| $\delta$        | $\delta = 100 \sqrt{\frac{\sum c_i (1 - n_i) \sum c_i n_i^2}{\sum c_i n_i^3}}$ | $\delta < 6.5 \%$                                            | Yang and Zhang, 2012|
| $\Delta H_{\text{mix}}$ | $\Delta H_{\text{mix}} = 4 c_i c_j \Delta H_{\text{mix}}^{\text{AB}}$ | $-15 \text{kJ/mol} < \Delta H_{\text{mix}} < 5 \text{kJ/mol}$ | Yang and Zhang, 2012|
| $\Omega$         | $\Omega = T_m \Delta S_{\text{mix}}/\Delta H_{\text{mix}}$              | $\Omega > 1$                                                  | Zhang et al., 2008  |
| $\psi$           | $\psi = \Delta G_{\text{mix}}/|\Delta G_{\text{mix}}|$                   | $\psi > 1$                                                   | King et al., 2016   |
| $\phi$           | $\phi = (\Delta S_{\text{mix}} - |\Delta H_{\text{mix}}|)/T_m$         | $\phi > 20$                                                  | Ye et al., 2015     |
| $\lambda$        | $\lambda = \sqrt{\frac{\sum c_i (1 - n_i)^2}{\sum c_i n_i^2}}$          | $\lambda < 0.05$ for $\beta = 0.1$ and $\lambda < 0.15$ for $\beta = 0.5$ | Ye et al., 2016b    |
| VEC             | VEC = $\sum c_i (\text{VEC}_i)$                                          | VEC $\geq 8.6$ for FCC VEC $< 6.87$ for BCC                 | Guo and Liu, 2011; Guo et al., 2011 |
| $\Delta \chi$    | $\Delta \chi = \sum c_i (1 - \frac{\chi_i}{\sum c_i (1 - \chi_i)})$   | $\Delta \chi < 6$%                                          | Fang et al., 2003; Guo and Liu, 2011; Poletti and Battezzati, 2014 |
| $\varepsilon_{\text{RMS}}$ | $\varepsilon_{\text{RMS}} = \sqrt{\frac{\sum c_i \varepsilon_i^2}{\sum c_i n_i^2}}$ | $\varepsilon_{\text{RMS}} < 5\%$                             | Wang et al., 2015   |
| $k_i^T$          | $k_i^T = 1 + \frac{\Delta S_{\text{mix}}}{\Delta H_{\text{mix}}} (1 - w_2)$ | $k_i^T > \Delta H_{\text{mix}}/\Delta H_{\text{mix}}$       | Senkov and Miracle, 2016 |
| $\gamma$         | $\gamma = \omega_2/\omega_1$                                            | $\gamma < 1.75$                                              | Ye et al., 2016a    |
| $S_{\text{pred}}/S_{\text{id}}$ | $\sum p_i n_i / \sum c_i n_i$                                             | $S_{\text{pred}}/S_{\text{id}} > 0.85$                      | He et al., 2017     |

The individual items involved are defined as: $c_i$ ($c_j$) is the atomic percentage of the i-th (j-th) component, $n_i$ is the atomic radius. (VEC)$i$ is the valence electron concentration. $\chi_i$ is the Pauling electronegativity. $H_{\text{mix}}^{\text{AB}}$ is the mixing enthalpy of the binary alloy. $T_m$ is the calculated melting point through the atomic percentage. $\Delta G_{\text{mix}}$ is the change in the Gibbs free energy for the formation of a fully-disordered solid solution. $\Delta H_{\text{mix}}$ is the lowest (intermetallic) or highest (segregated) possible Gibbs free energy from the formation of binary systems. $S_{\text{mix}}$ is the excessive entropy of mixing. $c_i^{\text{opt}}$ is the optimal composition, and $c_i$ is the intrinsic residual strain around an individual element. $w_2$ is a constant between 0 and 1. $\omega_1$ and $\omega_2$ are the solid angles of the smallest and largest atoms respectively. $p_i$ is the probability of the ith configuration or microstate that corresponds to a given macroscopic potential energy.

FIGURE 1 | Equiatomic or near-equiaxial HEAs phase selection using the Pettitfor map.

utilized the crystallographic data of intermetallics with a binary stoichiometry of 1:1 in the Pettitfor map, and they successfully predicted the structures of several equiatomic HEAs. Steps are shown in Figure 1. In ScYLaTiZrHf and NbTaTiZrHf, there are no 1:1 compounds in the constituent binary alloys. Hence, the microstructure of the alloys is affected by the pure elements. That is to say, since each constituent element in ScYLaTiZrHf exhibits an HCP structure, this alloy can be predicted as the same structure. Similarly, a BCC structure can be predicted in the NbTaTiZrHf alloy. On the other hand, the FCC-structured CoCrFeMnNi HEA possesses the intermetallics mixture at 1:1 binary constituent alloys, and this trend may contribute to a confusion principle. In another case of the Cu$_2$Ag$_2$GdBdY, the BCC structure is dominant in the constituent binary alloys of CuGdBdY and AgGdBdY, leading to the same BCC structure when alloyed. All these predictions have been confirmed to be correct by experiments, proving that the phase structure can be effectively predicted in the HEAs with equiatomic or near-equatomic ratios using the Pettitfor map.

These empirical models are actually not the refinement of scientific laws, while they provide a fast reference for predicting the unknown phase structures at the cost of reliability. They can be used without thresholds when there are no reliable phase diagrams or high performance computers. In terms of calculations based on the Hume-Rothery criterion, nearly every unknown composition can be predicted, because the required thermophysical parameters can be easily obtained. However, the prediction using the Pettitfor map has a narrow application range and can only be used for equiatomic or near-equiatomic alloys.
**PHASE DIAGRAM AND CALPHAD**

A phase diagram is the geometric description of the system under a thermal equilibrium, and it is the basis for the study of solidification, phase transformation, crystal growth, and solid-phase transformation. Takeuchi (2016) reported the YGdTbDyLu and TmGdTbDyLu HCP HEAs for the first time, using the binary phase diagram of lanthanide elements, which is supported by the fact that at the composition of $A_{50}$ at.%, all the constituent binary systems in YGdTbDyLu and TmGdTbDyLu exhibit stable HCP structures.

Since the 1970s, the calculation of phase diagrams based on thermodynamic theory has become a new trend, namely the CALPHAD technology. As shown in Figure 2, the steps of the HEAs design using CALPHAD are as follows. The current thermodynamic description of traditional alloys has been developed through the literature, experiment, or simulation. These suitable thermodynamic models can be directly used for HEAs, or new databases specifically for HEAs can be developed, based on them. After optimizing the parameters, the relevant thermodynamic information can be extracted, such as the composition of each phase, phase ratio, activity, and mixing enthalpy. Nowadays, the emergence of the first-principles calculation led CALPHAD into a new stage, which made up for the shortcomings of the lack of thermodynamic data of the new alloy systems.

Obviously, the database selection is one of the most important matters in the calculation. Since the lack of the HEAs’ thermodynamic database, some other databases of traditional alloys, such as TCFE7, TCTI3, TCAL2, etc. are successfully used in the literature (Gurao and Biswas, 2017). Although those are specially designed for Fe, Ti, and Al based alloys, they do cover all the edge binaries of a specific HEA system. There are also some databases specifically designed for HEAs. Zhang et al. (2012) reported a sufficiently-large database for the reliable calculation of phase diagrams relating to the Al-Co-Cr-Cu-Fe-Ni HEA systems. They used the calculated primary solidified phases to explain the published experimental observations, and predicted the FCC/BCC phase transition in $A_4CoCrCuFeNi$ HEAs. Furthermore, Chen et al. (2018) established a TCHEA1 thermodynamic database especially for HEAs within a 15-element framework. TCHEA1 includes more than 100 binaries and more than 200 ternaries, and includes nearly all the stable solution phases and intermetallics in each of the alloy systems.

Gurao and Biswas (2017) proved that the CALPHAD method can significantly reduce the number of experimental trials and effectively find single-phase HEAs. As shown in Figure 3, they studied 1,287 equiatomic quinary alloy systems using both parametric and CALPHAD methods to find single-phase FCC and BCC HEAs. The fact is that the parametric method decreased the trials number to 124, and then the CALPHAD method further decreased the compositions number to 10. Based on the calculation, they only need to prepare two FCC alloys and seven BCC alloys, such as AlFeMnNbTi and AlCrMnTiV. After characterized by X-ray diffraction and scanning electron microscopy, the optimized composition can be quickly selected.

Not only the single-phase solid-solution alloys, but also the eutectic HEAs can be developed with the aid of CALPHAD. The eutectic Al$_{19.4}$Co$_{20.6}$Cr$_{30.6}$Ni$_{39.9}$, Al$_{17.4}$Co$_{21.7}$Cr$_{21.7}$Ni$_{39.2}$, and Al$_{18.4}$Co$_{38.6}$Cr$_{22.7}$Ni$_{22.7}$ alloys are reported by Wu M. et al. (2020). In the present work, the quinary HEA is split into several pseudo-binary alloy systems. The CoCrNiNiAl and CoCrNi-CoAl phase diagrams are built, where the CoCrNi is the FCC phase stabilizer and the CoAl or NiAl is an ordered B2 intermetallics provider. Similarly, a phase diagram of NiCo-Cr-NiAl is developed for further analysis. Then, the eutectic point, the eutectic temperature, and the eutectic reaction, etc. can be analyzed through the phase-diagram calculation. Besides the CALPHAD, the eutectic HEAs can also be designed by empirical rules and machine learning (Ding et al., 2017; Wu Q., et al., 2020). Ding et al. (2017) successfully used the empirical parameter $S_{\text{corr}}/S_{\text{id}}$ for prediction, which contributes to single-phase solid solution formation when $S_{\text{corr}}/S_{\text{id}} > 0.85$. While in the eutectic HEAs, multiple phases are preferred, and the value of the parameter is supposed to be located in $0.7 < S_{\text{corr}}/S_{\text{id}} < 0.85$. Transitional elements, such as Co, Cr, Cu, Fe, Ni, are usually act as high-entropy base elements, and a relatively small amount of Al, Nb, and Ti, as the eutectic transforming element. Having similar principles, Wu and colleagues trained an artificial neural network model by combining the literatures results and the CALPHAD calculations for Al-Co-Cr-Fc-Ni system. The use and summary of a large amount of data effectively improves the prediction accuracy. These three methods draw similar conclusions and complement each other to a certain extent.

CALPHAD enables people to predict the phase diagram bypassing the difficulties of certain experiments (such as the high temperature and high pressure environment). The part that is easy to be calibrated by the experiment can be used to predict the component that is difficult to be calibrated by the experiment, so as to realize the rapid scientific design of materials. However, there are differences between the non-equilibrium solidification structures in experiments and the equilibrium CALPHAD calculations. Moreover, for HEAs, the extrapolation of CALPHAD is usually required, and the
appropriate database selection is essential. The semi-empirical CALPHAD itself and the imperfect database may contribute to inaccuracy to some extent.

HIGH-THROUGHPUT FIRST-PRINCIPLES SIMULATIONS

Based on the quantum mechanics, the first-principles calculation has capability of calculating the behavior of atoms and electrons in condensed states, and quantitatively describing the atomic bondings. Therefore, theoretically, the properties of any material can be reasonably predicted by first principles, only by solving the Schrodinger equation. However, in fact, there is a strong interaction between atoms and electrons, which will cause a certain degree of deviation when solving the Schrodinger equation. Approximate or hypothetical methods need to be introduced to modify the calculation results.

It has been mentioned that the multiphase structures are difficult to be predicted by the empirical rules, while these alloys may be more attractive due to their multiphase nature and useful properties. Cieslak et al. (2020) studied the effect of Al and Cu content on the different phase structures of Al$_x$Cu$_y$FeCrNiCo multiphase alloys experimentally and theoretically (Matusiak et al., 2019). The phase stability is revealed by the Korringa-Kohn-Rostoker method with the coherent potential approximation (KKR-CPA) electronic structure calculations, and the reduction of total energy in the decomposition of this alloy is also clear. This calculation may concern any systems, even hypothetical ones that do not exist.

The high-throughput first-principles calculation method has higher accuracy and is more popular in predicting new materials. Curtarolo et al. (2005) calculated the total energy of 176 crystal structures of 80 binary alloys using the first-principles calculation. By comparing the calculation results and experimental data, it was found that 89 compounds have the same structure as the experimental data, confirming the high accuracy of ab initio methods. Then, they further develop a software framework for the high-throughput screening of crystal-structures of alloys, intermetallics, and inorganic compounds, namely AFLOW (Automatic Flow) (Curtarolo et al., 2012). Similar databases also include Open Quantum Materials.
binary compounds. The lower limit of this range is set to the upper and lower limits of the enthalpy of formation of elements most likely to form single-phase HEAs, by setting (2015) proposed a model that predicts specific combinations forming more complex compounds. annealing temperatures, which greatly reduces the possibility of systems, in part because alloy species diffuse slowly at typical in the above databases. It is sufficient to consider only binary be considered, so that one can make use of the advantage that the nature of ordered compounds, only the entropy contributions for the solid-solution alloys and only the enthalpy of formation the intermetallics can be utilized as a first approximation. To further simplify the calculation, only pairwise combinations can be considered, so that one can make use of the advantage that the structures of a large amount of binary phases have been exhibited in the above databases. It is sufficient to consider only binary systems, in part because alloy species diffuse slowly at typical annealing temperatures, which greatly reduces the possibility of forming more complex compounds. Based on the above simplified assumptions, Troparevsky et al. (2015) proposed a model that predicts specific combinations of elements most likely to form single-phase HEAs, by setting the upper and lower limits of the enthalpy of formation of binary compounds. The lower limit of this range is set to \(-T_{\text{ann}} \Delta S_{\text{mix}}\) by the ideal mixing entropy, where \(T_{\text{ann}}\) is the annealing temperature used in the experimental setup, and the upper limit of the enthalpy range (37 meV) is selected to include all known single-phase alloys. As shown in Figure 4, alloys with binary formation enthalpy values within the set range can be predicted to form solid-solution structures. Similarly, Tian et al. (2017) predicted four single BCC phases, CrMoW, CrMoWMn, CrMoWNi, and CrMoWCo HEAs by combining the empirical characteristics and the \textit{ab initio} formation enthalpy. Then, the \textit{ab initio} method is further employed to calculate the phase stability, elastic modulus, and ideal strength of the present HEAs. They concluded that the BCC structure is more stable than the FCC structure, and the late 3 days transitional elements reduce the mechanical properties of the BCC phase. The increase of the Ni content enhances the tensile plasticity and reduces the intrinsic strength of the CrMoW alloy. These results can guide the design of similar HEAs to a certain extent and reduce the amount of experimentation.

The combination of calculations and available experimental data establishes the connection between structures and properties. It provides the sufficient data information for the design of new materials, and eliminates the process of "trial" and "error," especially the establishment of several high-throughput calculation databases. However, there are still some deficiencies. On the one hand, its core source code is not fully disclosed, and cannot be modified to meet specific application requirements. On the other hand, the binary alloy database focuses on ordered alloys, but is not completely applicable to disordered alloys.

**MACHINE LEARNING**

The Algorithms of Machine Learning

Machine learning is a state-of-the-art interdisciplinary field, which aims at giving computers the ability to learn automatically. Actually, it can be traced back to the least-square method and Markov chain in the 17th century. In recent years, machine learning has received extensive attention, and it has demonstrated excellent capabilities not only in production and life (Baskar and Kumar, 2018; Kahng, 2018; Ker et al., 2018) but also in materials science to develop new materials, such as Ti-alloy screening, assisted design of single-atom alloy catalysts, and exploration of aluminum-alloy corrosion inhibitors (Agnew et al., 2001; Wu et al., 2019; Dasgupta et al., 2020). The failed experimental data, (Raccuglia et al., 2016) successfully established a reaction model of the inorganic-organic hybrid materials' crystallization, and predicted the formation of new compounds with an accuracy rate of 89% Raccuglia et al. (2016). This method of mining the valuable information behind large amounts of discarded ("failed") experimental data promotes the prediction of new materials more efficiently.

The algorithms of machine learning can be generally divided into supervised learning, unsupervised learning, and reinforcement learning. Supervised learning is to compare the prediction results with the actual training data (input data) when building the model, and constantly adjust the parameter until the result reaches an expected accuracy. It is often used to deal with classification and regression. The unsupervised learning aims at finding the internal structure and relationship among data, while the reinforcement learning is often used in the control of dynamic systems and robots.

For the high-throughput screening and composition-property relationship determination of HEAs, supervised-learning algorithms are preferred, among which the support vector machine and artificial neural network are the most commonly used, as shown in Figure 5. The support vector machine is to use a classification hyperplane to divide the data in the high-dimensional space and maximize the interval between positive and negative samples. It can solve the small-sample problems perfectly, but it is only applicable to the classification of two types of tasks. Relatively speaking, artificial neural networks

![Figure 4](image-url)
are more widely used in HEAs, which is composed of a large number of nodes (or neurons) connected to each other. Data from the outside world are transferred to the input layer, then extracted to the hidden layers to analyze the system, and finally received by the output layer to produce the result. A node in any layer represents the function: \( a_j = x_i W_{ij} + b_j \), where \( W_{ij} \) are the weights associated with each input parameter \( x_i \) and \( b_j \) are the bias terms. The value of \( a_j \) is then passed through an activation function. The advantages are high accuracy, strong learning ability, and strong fault tolerance for noisy data, while there are too many parameters, and the learning process is relatively long.

**Phase Selection**

Islam et al. (2018) analyzed the correlations among VEC, \( \Delta \chi \), \( \Delta H_{\text{mix}} \), \( \Delta S_{\text{mix}} \), and \( \delta \) (these five parameters are defined in Table 1 and see section “Empirical Models”), and trained a neural network model to classify the resulting phases according to the input features. Up to 99% high accuracy is reached in the learning of the full dataset, and the accuracy higher than 80% is obtained in the cross-validation training and testing datasets. On this basis, Huang et al. (2019) studied in depth the guiding role of these five empirical criteria for phase selection, that is more data, more different algorithms, and more hidden layers and neuron in the neural network. They applied three different algorithms to train the model, and found that the artificial neural network predicted the phase structure most accurately. By adopting different combinations of neurons in the hidden layers, the average testing accuracy in classifying the solid solution and intermetallics, the solid solution + intermetallics and intermetallics, and the solid solution and solid solution + intermetallics can reach 86.7, 94.3, and 78.9%, respectively. Both of the above two works claim that the VEC criterion is more important in the phase selection, while this is significantly different from the result of Guo et al. (2011), which claims that VEC can only be used to distinguish the FCC, BCC, and HCP structures.

**FIGURE 6** The sensitivity measures of the 13 parameters for (A) amorphous phase, (B) intermetallics, and (C) solid solution based on the result of the artificial neural network model. Here, \( a \), \( T_m \), \( \Delta H_{\text{mix}} \), \( \chi \), VEC, and K are the mean value of atomic radius, melting point, mixing enthalpy, electronegativity, valence electron concentration, and bulk modulus, respectively. \( \delta \), \( \sigma_T \), \( \sigma_{\Delta H} \), \( \delta_{\text{VEC}} \), and \( \sigma_K \) are their corresponding standard deviation value, respectively. \( S_{\text{id}} \) is the mixing entropy (Agnew et al., 2001).

Similarly based on the empirical rules, Zhou et al. (2019) explored the use of an extended set of new design parameters, including the mean value of atomic radius, melting point,
mixing enthalpy, mixing entropy, VEC, electronegativity, and bulk modulus, as well as their corresponding standard deviation value. They extracted the standard deviation from the modeling to clarify the effect of each parameter, as shown in Figure 6. A positive standard deviation means that the phase structure is positively related to this parameter, and vice versa. For solid-solution phases, the atomic-size difference, mixing enthalpy and mixing entropy play the most important roles, while the intermetallics and amorphous phases are most affected by the standard deviation of the enthalpy of mixing, the average atomic radius, and the average melting point. This model predicts that in the selected HEA system, which has a chemical composition of \((\text{FeCrNi})_{x} (\text{ZrCu})_{y}\) \((x = 1, 2, \ldots, 8)\), the phase will transit from solid solution, to solid solution + intermetallics, to intermetallics + amorphous, and finally to amorphous. They then fabricate the same HEAs through arc melting, vacuum melt spinning, and co-sputtering, and finally conclude that their prediction has cooling rate dependent.

**Mechanical Properties**

Molecular dynamics simulations can provide a property database under appropriate ensemble and periodic-boundary conditions. Hence, it is usually combined with machine learning to predict the mechanical properties of HEAs based on their elemental information. It should be noted that the dislocations, twinning, stacking faults, and other microstructural defects are not considered in the simulated properties. Sharma et al. (2017) developed a modified metaheuristic cuckoo search technique combined with molecular dynamics to optimize the composition for the desired high tensile strength. They employ the technique to examine the variation of mechanical strengths in binary Al-Fe, ternary Fe-Ni-Cr, and quinary Al-Cr-Co-Fe-Ni alloys. In the target Al-Cr-Co-Fe-Ni alloy, it is found that with decreasing the Al concentration from 10 to 1% and increasing Fe fraction, the strength of the alloy system increase linearly. However, this trend contradicts the increase of strengths with increasing Al contents in single-phase solid solutions.

Due to the above difference between simulation and experimental results, Zhang et al. (2020) obtained the property database from molecular dynamics and compared eight different machine-learning models, including a deep neural network, extreme learning machine, and support vector machine among others, as shown in Figure 7. The mechanical response database includes 900 single-crystal CuFeNiCrCo samples with different compositions, and the yield stress and Young's modulus are set as output features of machine learning, which are classified into 'Good' and 'Weak' based on a benchmark value. By training, developing, and testing, the Kernel-based extreme learning machine model outperforms others for the prediction of mechanical properties. Finally, the accuracy of the optimized model is further verified by the large-sized polycrystal CuFeNiCrCo HEA samples. It was found that the yield stress and Young's modulus of the equiatomic alloys were at a moderate level compared to non-equatomic samples. The results are consistent with the predicted situation, that is to say, the effect of changing the element composition on the property is complicated, which may improve or reduce the mechanical properties of the polycrystalline HEA sample.
FIGURE 8 | The changes of research keywords with the average time, reflecting the future development directions of HEAs. The search keyword is the “high entropy alloys,” and the total number of article analyses is 5000 from 2004 to 2020 in the Web of Science.

TABLE 2 | Comparison of the advantages, disadvantages, and application conditions of the four different high-throughput calculation techniques for HEA screening.

| Method               | Advantages                                                                 | Disadvantages                                                                 | Application conditions                           |
|----------------------|-----------------------------------------------------------------------------|--------------------------------------------------------------------------------|-------------------------------------------------|
| Empirical rules      | (1) Fast and simple (2) Can be used for almost all alloys                   | (1) Poor reliability (2) Not scientific enough                                 | Without thresholds                                |
| CALPHAD              | (1) Predict the phase diagram bypassing the difficulties of certain experiments (2) Quickly give parameters that can guide alloy design and processing | (1) There are discrepancies between the equilibrium CALPHAD and the non-equilibrium solidification in experiments (2) The extrapolation of CALPHAD and the imperfect database may contribute to inaccuracy | When there are suitable thermodynamic descriptions |
| First principle      | (1) The properties of any material can be predicted without any selection of empirical parameters, only by solving the Schrodinger equation (2) Many useful databases based on first-principles calculation have been developed | (1) The core source code of databases is not fully disclosed, and cannot be modified to meet specific application requirements (2) The binary alloy database focuses on ordered alloys, but is not completely applicable to disordered alloys | When there are high-performance computers and when the empirical parameters necessary for calculation are known |
| Machine Learning     | (1) Makes visualization of high-dimensional data simple (2) Give relative importance of different factors (3) The model can be easily updated at any time | (1) Algorithm selection, parameter adjustment, and training processes are still time-consuming (2) Data are often unusable due to a lack of standardization at publication | When there is enough training data                |
Besides tensile properties, Wen et al. (2019) trained a surrogate model to learn the hardness-composition relationship of Al-Co-Cr-Cu-Fe-Ni alloys through two iteration loop. A utility function is employed during optimization to balance exploitation and exploration. In the optimized $\text{Al}_{43}\text{Co}_{32}\text{Cu}_{23}\text{Fe}_{7}\text{Ni}_{5}$ and $\text{Al}_{47}\text{Co}_{26}\text{Cr}_{18}\text{Cu}_{5}\text{Fe}_{5}\text{Ni}_{5}$, a mixture of BCC structures is revealed by the experiment, which is made up of a BCC solid solution and an ordered B2 structure, and the ordered phase is identified as Al and Ni rich. It is interesting to notice that phase structures of the Al-Co-Cr-Cu-Fe-Ni alloy system has been early studied in depth by the CALPHAD and empirical methods (Zhang et al., 2012). Different screening methods can complement each other, and ultimately achieve a comprehensive prediction of the alloy system.

Consequently, it is clear that machine learning, like the empirical models, is essentially an accumulation and summary. However, it makes visualization and analysis simple toward high-dimensional data space, and provides the possibility to analyze the relative importance of different phase formation rules. As long as a model is trained and updated in time, it can be used flexibly on similar problems. Unfortunately, algorithm selection, parameter adjustment, and training processes are still complicated and time-consuming. Moreover, data are often unusable for the data-driven research due to a lack of standardization at publication.

PROSPECTS AND CONCLUSION

We search 5,000 articles in the Web of Science from 2004 to 2020 on the theme of “high entropy alloys,” and analyze the changes of research keywords with the average appearance time, as shown in Figure 8. Obviously, in addition to mechanical properties, deformation and strengthening, the current field of HEAs has attracted increasing attention to alloy-design methods.

Here, we briefly introduce four different high-throughput calculation approaches, including empirical models based on the Hume-Rothery rules and Pettifor map, first-principles calculations, CALPHAD technique, and machine learning. Among these four methods, machine learning appears the latest, and the amount of research is still very small (Figure 8). The empirical models are developed, based on trying to minimize the differences in the thermodynamic and physical properties of each constituent element. The composition design utilizing the Pettifor map is to employ the structures of most binary constituent alloys to predict the structures of multicomponent alloys, while it has a narrow application range. The CALPHAD technique gives the geometric description of the system under the thermal equilibrium, and can be seemed as the most direct way for compositional design. As for the machine learning, it can solve almost all problems of the HEA design by reasonably selecting algorithms and optimizing parameters. First-principles calculations can provide much atomic information to the CALPHAD and the machine learning, and there are multiple databases creating significant convenience for alloy design. As shown in Table 2, we compare the advantages, disadvantages, and application conditions of these different high-throughput techniques, in order to provide guidance for the selection and design of specific HEA systems in the future.

Different methods can be used to predict the phase structure of the same alloy. For example, the eutectic HEAs can be predicted using the empirical method, CALPHAD, and the machine learning. Although the methods are different, they are all based on phase diagram thermodynamics and summaries, and complement each other, reaching comprehensive prediction of an alloy system. However, these calculation methods are still in the initial stage of exploration. Actually, they cannot fully screen the composition and microstructure space of HEAs, which are mainly due to the usage of empirical or semi-empirical parameters and the difference between experimental and simulation results. For instance, both of the works from Islam and Huang claim that the VEC is more important in the phase selection, while this is significantly different from the result of Guo et al. (2011), which claims that VEC can only be used to distinguish the FCC, BCC, and HCP structures. The former is obtained through machine learning, while the latter is one of the empirical models based on the Hume-Rothery rules. This gap can only be resolved by experiments. As a result, combining experimental results with theoretical guidance for specific target features is a necessary method for screening new HEAs with beneficial properties.
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