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1. Introduction

Suppose $(V, E)$ is an undirected $m$-uniform hypergraph on $N := |V|$ vertices with an edge set $E$. Each edge in $E$ contains exactly $m$ distinct vertices. Without loss of generality, assume $V = [N] := \{1, 2, \ldots, N\}$. The adjacency tensor is an $m$-dimensional 0-1 symmetric array $A \in \{0, 1\}^{|V|^m}$ such that $A_{i_1 i_2 \ldots i_m} = 1$ if and only if $\{i_1, i_2, \ldots, i_m\} \in E$. This implies that $A_{i_1 i_2 \ldots i_m} = 0$ if $\{i_1, i_2, \ldots, i_m\}$ contains identical indexes, i.e., no self-loops are existent. Symmetry is defined as $A_{i_1 i_2 \ldots i_m} = A_{i_2 i_1 \ldots i_m}$ if $i_1, i_2, \ldots, i_m$ is a permutation of $j_1, j_2, \ldots, j_m$. Let $p = \{p_{i_1 i_2 \ldots i_m} \in [0,1] : 1 \leq i_1 < i_2 < \cdots < i_m \leq N\}$ be a collection of edge-specific probability values. Let $\mathcal{H}_m(N, p)$ denote the Erdős-Rényi $m$-uniform random hypergraph (see [28] for $m = 2$). Equivalently, $A_{i_1 i_2 \ldots i_m}, 1 \leq i_1 < i_2 < \cdots < i_m \leq N$, are independent Bernoulli variables with

$$\mathbb{P}(A_{i_1 i_2 \ldots i_m} = 1) = p_{i_1 i_2 \ldots i_m},$$

(1)

For a positive integer $n < N$, a subset $S \subset V$ with $|S| = n$ and a scalar $\rho_S > 1$, let $\mathcal{H}_m(N, p; n, \rho_S)$ denote an $m$-uniform random hypergraph with a dense subhypergraph $S$. Equivalently, $A_{i_1 i_2 \ldots i_m}, 1 \leq i_1 < i_2 < \cdots < i_m \leq N$, are independent Bernoulli variables such that

$$\mathbb{P}(A_{i_1 i_2 \ldots i_m} = 1) = \begin{cases} p_{i_1 i_2 \ldots i_m \rho_S}, & i_1, i_2, \ldots, i_m \in S, \\ p_{i_1 i_2 \ldots i_m}, & \text{otherwise}. \end{cases}$$

(2)

The assumption $\rho_S > 1$ implies that the vertices within $S$ are more possibly connected, so $S$ can be viewed as an underlying dense subhypergraph. Since the Bernoulli probabilities in (1) and (2) are edge-specific, models $\mathcal{H}_m(N, p)$ and $\mathcal{H}_m(N, p; n, \rho_S)$ are both heterogeneous. Given $A$, we are interested in the following hypothesis testing problem:

(null hypothesis) $H_0$: $A \sim \mathcal{H}_m(N, p)$

(alternative hypothesis) $H_1$: there exists an $S \subset V$ with $|S| = n$ and a $\rho_S > 1$ such that $A \sim \mathcal{H}_m(N, p; n, \rho_S)$.
The null hypothesis in (3) says that $A$ follows an Erdős-Rényi $m$-uniform random hypergraph. The alternative hypothesis says that $A$ follows an $m$-uniform random hypergraph with an underlying dense subhypergraph. When $m = 2$, [5] derive detection boundaries for testing (3). There is a lack of literature dealing with (3) for arbitrary $m$ which will be investigated in this paper.

Given an observed hypergraph with an adjacency tensor $A$, a statistical test $T$ for testing (3) is a function of $A$ such that $T = 1$ if $H_0$ is rejected and $T = 0$ otherwise. Define the risk of $T$ as

$$
\phi_N(T) = \mathbb{P}_0(T = 1) + \max_{|S|=n} \mathbb{P}_S(T = 0).
$$

Here $\mathbb{P}_0$ and $\mathbb{P}_S$ are the probability measures under $H_0$ and $H_1$, respectively. If $\phi_N(T) \to 0$ (or $\phi_N(T) \to 1$), we say that the test $T$ is asymptotically powerful (or asymptotically powerless). In this paper, we provide conditions under which all tests for (3) are asymptotically powerless. We also provide conditions under which (3) is asymptotically distinguishable. As an initial stage, we consider the case of known $p$ and construct an asymptotically powerful test statistic. We then move forward to the more realistic unknown $p$ scenario and construct an adaptive test statistic. Our work is a hypergraphic extension of [5]. There are rich literature on classic homogeneous sub(hyper)graph detection or testing in which $p_{i_1 i_2 \ldots i_m}$ is constant. For instance, [24, 19, 32, 11, 18, 13, 23, 31] proposed various detection algorithms. In stochastic block models, various algorithms for detecting the underlying communities have been proposed in [15, 16, 3, 9, 12, 21, 22, 26, 27, 20, 14, 1, 2], and [30] established sharp boundaries for testing the existence of communities. More references could be found in the survey paper [6]. Nonetheless, problem (3) is more challenging than the above homogeneous scenarios due to degree heterogeneity.

The rest of the paper proceeds as follows. In Section 2, we derive detection boundaries with all model parameters being known. In Section 3, we construct an adaptive test to address the unknown edge probabilities. All additional proofs are deferred to Section 4.

2. Detection boundary when $p$ is known

In this section, we derive detection boundaries for testing (3) when $p$ is known. Assume that $n, N \to \infty$ and

$$
\max_{S \subseteq V, |S|=n} \max_{\{i_1, \ldots, i_m\} \subseteq S} \rho_S^2 p_{i_1 i_2 \ldots i_m} = o(1). 
$$

(4)

Condition (4) implies that the hypergraph is suitably sparse. Let $A_D = \sum_{i_1, \ldots, i_m \in D} A_{i_1 i_2 \ldots i_m}$ which is the number of edges of the subhypergraph restricted to the vertex set $D \subseteq V$. Under $H_0$, the edge rate is $\mu_{D,m} = \mathbb{E}_0[|A_D|/|D|^{(m)}]$ with $|D|^{(m)} := \binom{|D|}{m}$. Here $\mathbb{E}_0$ is the expectation under $H_0$. Denote $x \land y = \min\{x, y\}$, $x \lor y = \max\{x, y\}$ and $[x]_+ = \max\{x, 0\}$. Let

$$
h(x) = (x + 1) \log(x + 1) - x, \quad \forall x \in [0, 1]
$$

which is related to the Kullback-Leibler divergence between two Bernoulli distributions. Consider the following two scenarios regarding $n, N, m, \mu_{D,m}$.

**Scenario 1.** There exist $\delta \in (0, 0.5)$ and a positive sequence $\gamma_N = o(1)$ such that $n = O(N^{0.5-\delta})$ and

$$
\max_{S \subseteq V, |S|=n} \max_{D \subseteq S, |D| \approx n/(N/m)^{\gamma_N}} \left[ \frac{|D^{(m)}|}{N^{(m)}|D|} \frac{N \mu_{D,m}}{\mu_{S,m}} \right] \leq \delta, 
$$

(5)

$$
\max_{S \subseteq V, |S|=n} \frac{1}{\mu_{S,m}} = o\left( \frac{n^{m-1}}{\log \frac{N}{m}} \right).
$$

(6)
Scenario 2. Suppose log \( n = o(\log N) \) and

\[
\max_{S \subset \mathcal{V}, |S| = n} \frac{1}{\mu_{S,m}} = o\left(\frac{\log N}{\log n}\right) = o(1).
\]

The two scenarios above impose suitable assumptions on \( n, N, m, \mu_{D,m} \). For instance, (5) says that the ratio of \( \mu_{D,m} \) to \( \mu_{S,m} \) is well controlled when \( D \subset S \) has small cardinality, i.e., a small \( D \subset S \) with large node degrees is nonexistent. Hence, (5) could be considered as a measure of heterogeneity. Condition (6) or (7) requires the edge density in the dense subhypergraph being not too small, which implies that the underlying subhypergraph has enough signal to be detected. The conditions degenerate to [5] when \( m = 2 \). For \( m \geq 3 \) and \( \mu_{S,m} = \mu_{S,2} \), condition (6) is weaker than \( m = 2 \). The theorem below provides a circumstance that the hypotheses in (3) are asymptotically indistinguishable, which is a generalization of [5] to arbitrary fixed \( m \geq 3 \). The indistinguishable regions for \( m \geq 3 \) and \( m = 2 \) are significantly different and the proof is technically much more involved.

**Theorem 2.1.** Under either Scenario I or Scenario II, all tests are asymptotically powerless if there exists a constant \( \epsilon \in (0, 1) \) such that

\[
\max_{S \subset \mathcal{V}} \max_{D \subset S} \frac{|D|^{(m)} \mu_{D,m} h(p_{S} - 1)}{\log N |D|} \leq 1 - \epsilon.
\]

Condition (8) is equivalent to that for any \( S \subset \mathcal{V} \) with \( |S| = n \),

\[
h(p_{S} - 1) \leq \frac{1 - \epsilon}{\max_{D \subset S} |D|^{|S|} \mu_{D,m}},
\]

Theorem 2.1 says that if \( \rho_{S} \) is close to one uniformly for \( S \) of cardinality \( n \), then the hypotheses in (3) are indistinguishable. When \( m = 2 \), (8) degenerates to condition (5) in [5]. To gain more insights about how (8) varies along with \( m \), we suppose \( \mu_{D,m} = \mu_{D,2} \) for \( m \geq 3 \), i.e., the edge rates are constant along with \( m \). Since \( |D|^{(m)} \) increases in \( m \), the RHS of (9) decreases in \( m \), i.e., the range of \( \rho_{S} \) becomes smaller. This implies that testing (3) for general \( m \geq 3 \) becomes easier than \( m = 2 \). Proof of Theorem 2.1 proceeds by showing that the hypotheses in (3) are asymptotically mutually contiguous under (8) which requires analyzing the likelihood ratio statistic.

**Proof of Theorem 2.1.** For \( i_{1} < i_{2} < \cdots < i_{m} \), denote \( i_{m} = \{i_{1}, \ldots, i_{m}\} \subset D \) and denote \( p_{1}, \ldots, p_{m} \) as \( p_{i_{m}} \). Let \( \theta_{i_{m}}(q) = \log \frac{q(1 - p_{i_{m}})}{p_{i_{m}}(1 - q)} \) for any \( q \in (0, 1) \), and \( A_{i_{m}}(\theta) = \log(1 - p_{i_{m}} + p_{i_{m}} e^{\theta}) \). Let \( H_{p}(q) \) be the Kullback-Leibler divergence from Bern \((q) \) to Bern \((p) \) defined as \( H_{p}(q) = q \log \frac{q}{p} + (1 - q) \log \frac{1 - q}{1 - p} \), for \( p, q \in (0, 1) \). For a given subset \( S \subset [N] \) with \( |S| = n \), the likelihood ratio statistics based on (3) is equal to

\[
L_{S} = \frac{\prod_{1 \leq i_{1} < \cdots < i_{m}} (\rho_{S} p_{i_{m}})^{A_{i_{m}}(1 - \rho_{S} p_{i_{m}})} (1 - A_{i_{m}})}{\prod_{1 \leq i_{1} < \cdots < i_{m}} (p_{i_{m}})^{A_{i_{m}}(1 - p_{i_{m}})} (1 - A_{i_{m}})} = \exp \left\{ \sum_{i_{m} \in S} [A_{i_{m}} \theta_{i_{m}}(\rho_{S} p_{i_{m}}) - A_{i_{m}}(\theta_{i_{m}}(\rho_{S} p_{i_{m}}))] \right\}.
\]

Then it’s easy to express the unconditional likelihood ratio statistic as \( L = \binom{N}{n}^{-1} \sum_{|S| = n} L_{S} \Gamma_{S} \). We adopt the likelihood ratio truncation skill used in [4, 7] to get \( \hat{L} = \binom{N}{n}^{-1} \sum_{|S| = n} L_{S} I_{E} \Gamma_{S} \), where \( I_{E} \) is an indicator function for event \( E \) and

\[
\Gamma_{S} = \left\{ \sum_{i_{m} \in D} A_{i_{m}} \theta_{i_{m}}(\rho_{S} p_{i_{m}}) \leq \sum_{i_{m} \in D} \zeta_{D} \theta_{i_{m}}(\rho_{S} p_{i_{m}}), \text{ all } D \in E_{S} \right\},
\]
with $\zeta_D$ provided in Lemma 4.1. We will proceed by showing $E_0 \hat{L} = 1 + o(1)$ and $E_0 \hat{L}^2 \leq 1 + o(1)$, where $E_0$ denotes expectation under $H_0$.

We begin with the first-order moment. It is easy to verify $E_0 \hat{L} = \mathbb{P}_S \Gamma_S$. Note that $\theta_{im} (\rho_S p_{im}) \sim \log \rho_S$ uniformly for all $i_m \in S$ with $|S| = n$ by a similar proof of equation (54) in [5]. By Bennett’s inequality, it follows that

$$1 - \mathbb{P}_S \Gamma_S = \mathbb{P}_S \Gamma_S^c \leq \sum_{D \in E_S} P \left( \sum_{i_m \in D} A_{i_m} > \zeta_D \sum_{i_m \in D} p_{i_m} \right) \leq \sum_{D \in E_S} \exp \left( -\rho_S \sum_{i_m \in D} p_{i_m} h \left( \frac{\zeta_D}{\rho_S} - 1 \right) \right).$$

By Lemma 4.2, we get

$$1 - \min_{S \subset V, |S| = n} \mathbb{P}_S \Gamma_S \leq \max_{S \subset V, |S| = n} \sum_{D \in E_S} \exp \left( -\rho_S \sum_{i_m \in D} p_{i_m} h \left( \frac{\zeta_D}{\rho_S} - 1 \right) \right) \leq \max_{S \subset V, |S| = n} \sum_{k=m}^n \left( \begin{array}{c} N \\ n \end{array} \right) \exp \left( -\rho_S \sum_{i_m \in D} p_{i_m} h \left( \frac{\zeta_D}{\rho_S} - 1 \right) \right) \leq \max_{S \subset V, |S| = n} \sum_{k=m}^n \exp \left( k \log \frac{ne}{k} - \rho_S \sum_{i_m \in D} p_{i_m} h \left( \frac{\zeta_D}{\rho_S} - 1 \right) \right) \leq \sum_{k=m}^n e^{-k(c_n-1)} = o(1).$$

Hence, $E_0 \hat{L} = 1 + o(1)$.

We next consider the second-order moment. For $S_1, S_2 \subset V$ with $|S_1| = |S_2| = n$, let $D = S_1 \cap S_2$. Clearly, we have the following

$$E_0 \hat{L}^2 = \binom{N}{n}^{-2} \sum_{|S_1| = n, |S_2| = n} E_0 L_{S_1} L_{S_2} \Gamma_{S_1} \Gamma_{S_2}$$

$$= E_0 \left( \Gamma_{S_1} \Gamma_{S_2} \exp \left( \sum_{i_m \in D} A_{i_m} \left[ \theta_{im} (\rho_{S_1} p_{i_m}) + \theta_{im} (\rho_{S_2} p_{i_m}) \right] - \Lambda_{im} (\theta_{im} (\rho_{S_2} p_{i_m})) \right) \right)$$

$$\leq E \left( I_{D \in E_S} E_0 \left( \Gamma_{S_1} \exp \left( \sum_{i_m \in D} 2A_{i_m} \left[ \theta_{im} (\rho_{S_1} p_{i_m}) - 2\Lambda_{im} (\theta_{im} (\rho_{S_2} p_{i_m})) \right] \right) \right) + E \left( I_{D \notin E_S} E_0 \left( \Gamma_{S_2} \exp \left( \sum_{i_m \in D} 2A_{i_m} \left[ \theta_{im} (\rho_{S_1} p_{i_m}) - 2\Lambda_{im} (\theta_{im} (\rho_{S_2} p_{i_m})) \right] \right) \right) \right)$$

$$= R_1 + R_2.$$

We shall show $R_1 = o(1)$ and $R_2 \leq 1 + o(1)$. Since $p_{im} = o(1)$, we have

$$\Delta_{im}^{(1)} := \log \left( 1 + \frac{p_{im} (\rho_{S_1} - 1)^2}{1 - p_{im}} \right) \leq p_{im} (\rho_{S_1} - 1)^2.$$

Besides,

$$\mathbb{P}(|D| = k) \leq \exp \left( -k \left( \log \frac{Nk}{n^2} + O(1) \right) \right).$$
Consequently, by the definition of \( E_{S_1} \), one has
\[
R_2 \leq \mathbb{E}\left[ I_{D \notin E_{S_1}} \exp\left( \sum_{i_m \in D} \Delta_{i_m}^{(1)} \right) \right] \\
\leq \mathbb{E}\left[ I_{D \notin E_{S_1}} \exp\left( (1 - \frac{c}{2})|D| \left( \log \frac{N[D]}{n^2} - \log \log \frac{N}{n} \right) \right) \right] \\
\leq 1 + \sum_{k=m}^{n} \exp\left( k \left( \log \frac{Nk}{n^2} - \log \log \frac{N}{n} \right) - k \left( \log \frac{Nk}{n^2} + O(1) \right) \right) = 1 + o(1).
\]

Note that \( \frac{\log \zeta_D}{\log \rho_S} \sim \frac{\theta_{i_m}(\zeta_{DP_{i_m}})}{\theta_{i_m}(\rho_{S_1}p_{i_m})} \) uniformly for \( i_m \in D, D \in E_{S_1} \) and \( |S| = n \). For any \( x \in [0,1] \) and \( D \in E_{S_1} \), we have
\[
R_1 \leq \mathbb{E}\left[ I_{D \in E_{S_1}} \mathbb{E}_0 \left( \exp\left( \sum_{i_m \in D} 2\theta_{i_m}(\rho_{S_1}p_{i_m}) \left( xA_{i_m} + (1 - x)\zeta_{DP_{i_m}} - 2\Lambda_{i_m}(\theta_{i_m}(\rho_{S_1}p_{i_m})) \right) \right) \right] \\
\leq \sum_{k=m}^{n} \exp\left( k(-2c_n + O(1)) = o(1), \right)
\]
where \( \Delta_{i_m}^{(2)} = H_{p_{i_m}}(\zeta_{DP_{i_m}}) - 2H_{\rho_{S_1}p_{i_m}}(\zeta_{DP_{i_m}}) \), the second inequality follows from the proof of Theorem 1 in [5] and the last step follows from Lemma 4.2. Then the proof is complete.

Next, we shall show that the condition (8) in Theorem 2.1 is also necessary for indistinguishability. Define the hypergraph scan statistic as
\[
T_n = \max_{D \subset \mathcal{V}, |D| \leq n} T_D, \quad \text{where} \quad T_D = \frac{|D|^{(m)}}{|D|} \cdot \frac{\mu_{D,m}h\left( \frac{A_D}{\mathbb{E}_0[A_D]} - 1 \right)}{\log \frac{|D|}{n^2}}.
\]
In the above, \( \mathbb{E}_0[A_D] = \sum_{i_m \in D} p_{i_m} \) which is available given that \( p \) is known. For any \( S \subset \mathcal{V} \) with \( |S| = n \), let
\[
D_S^* = \arg \max_{D \subset S} \left( \frac{|D|^{(m)}}{|D|} \cdot \frac{\mu_{D,m}h(\rho_S - 1)}{\log \frac{|D|}{n^2}} \right).
\]

**Theorem 2.2.** Suppose \( n = o(N) \) and \( \rho_S \mathbb{E}_0[A_{D_S^*}] \rightarrow \infty \). The scan test \( T_n \) is asymptotically powerful if there exists a constant \( \epsilon \in (0,1) \) such that
\[
\min_{S \subset \mathcal{V}} \max_{D \subset S, |D| = n} \frac{|D|^{(m)}}{|D|} \cdot \frac{\mu_{D,m}h(\rho_S - 1)}{\log \frac{N}{|D|}} \geq 1 + \epsilon.
\]

Theorem 2.2 can be proved similarly as Theorem 2 in [5]. Specifically, it applies the Bennett’s inequality to show that the \( \gamma_N \)-risk of the scan test \( T_n \) tends to zero. Theorems 2.1 and 2.2 together depict a detection boundary for testing (3).

### 3. An adaptive test

In practice, \( p \) is often unknown so the test statistic \( T_n \) may not be applicable. Instead, we will propose a new test which is adaptive to the value of \( p \). This problem is challenging since \( p \) contains \( N(m) \) unknown parameters and estimation of these large amount of parameters seems infeasible. To reduce the amount of overparametrization, consider a special case that \( p_{i_1 \ldots i_m} = \prod_{k=1}^{m} W_{i_k} \) for an unknown vector \( W = (W_1, \ldots, W_N) \).
with \( W_i \in [0, 1] \). When \( m = 2 \), this is just the rank-1 model studied in [5]. Moreover, assume that

\[
\left( \frac{W_{\max}}{W_{\min}} \right)^m = o \left( n^{-m+1} \wedge \left[ W_{\min}^{-m-1} \right] \right),
\]

where \( \delta_m = 0 \) for even \( m \) and \( \delta_m \in (0, 1) \) for odd \( m \), \( W_{\max} = \max \{ W_1, \ldots, W_N \} \) and \( W_{\min} = \min \{ W_1, \ldots, W_N \} \).

Note that the RHS of (12) converges to zero faster when \( m \) is even. Condition (12) accommodates heterogeneity in the hypergraph. To see this, consider \( n = \sqrt{N} \) and \( W_i = \left( \frac{i}{N} \right)^{\delta_{m+1}} \) in which \( k \geq 4 \) is a constant. Since \( \sum_{i=1}^{N} W_i \approx k(m+1)^{\delta_{m+1}} N \), it is easy to verify that the average degree of node \( N \) (of order \( N^{m-1} \)) is approximately \( N^{\frac{1}{m+1}} \) times of the average degree of node 1 (of order \( N^{m-1-\frac{1}{m+1}} \)).

When the edge probability \( p \) is unknown, we need to modify the scan test. Essentially, we have to estimate \( \mathbb{E}_0[A_D] \) for any subset \( D \subset V \) by \( \hat{p}_{D,m} \) defined as follows:

\[
\hat{p}_{D,m} = \frac{1}{2m} \left( \frac{A_D^+}{N} - (A_V - 2A_{D,D^c}) \right)^{-m},
\]

where

\[
A_{D,D^c} = \frac{1}{m!} \sum_{k=1}^{m} \left( \begin{array}{c} m \\ 2k-1 \end{array} \right) \sum_{\{i_1, \ldots, i_{2k-1}\} \subset D^c \atop \{i_{2k}, \ldots, i_m\} \subset D} A_{i_1 \ldots i_m},
\]

\( t_m = \frac{m}{2} \) for even \( m \), and \( t_m = \frac{m+1}{2} \) for odd \( m \), and \( D^c = V - D \). Define

\[
\hat{p}_{D,m}^* = \hat{p}_{D,m} \vee \frac{|D|^m}{N^{m-1}} \log^{2m} N |D|.
\]

We then propose the following modified scan test statistic:

\[
\hat{T}_D = \max_{D \subset V, |D| \leq n} \hat{T}_{D}, \quad \hat{T}_D = \frac{\hat{p}_{D,m}^* h \left( \frac{A_D}{\hat{p}_{D,m}} - 1 \right)_+}{|D| \log^{\frac{m}{2}} |D|}.
\]

Note that \( \hat{T}_n \) does not involve \( p \) and hence is adaptive. Theorem 3.1 shows that \( \hat{T}_n \) is asymptotically powerful under the condition (11).

**Theorem 3.1.** Suppose \( n = o(N) \) and \( \rho_S \mathbb{E}_0[A_D^+] \rightarrow \infty \). If (11) holds, then the modified scan test \( \hat{T}_n \) is asymptotically powerful.

Based on Theorem 3.1, the modified scan test \( \hat{T}_n \) still can achieve the detection boundary in Theorem 2.2. Moreover, the rate \( n^{-\frac{m}{2m+1}} \) is optimal under Scenario I and Scenario 2 and it can’t be improved.

The main ingredient in the proof of Theorem 3.1 is to show that \( \hat{p}_{D,m} \) can accurately estimate \( \mathbb{E}_0[A_D] \), hence, \( \hat{T}_n \) will perform similarly as \( T_n \). Before proving Theorem 3.1, let us provide a quick sketch on the estimation accuracy of \( \hat{p}_{D,m} \). Under assumption (12), it can be shown that for any \( D \subset V \), \( \sum_{i \in V - D} W_i - \sum_{i \in D} W_i \) is non-negative for large \( N \). Therefore, we have

\[
2 \sum_{i \in D} W_i = \sum_{i \in V} W_i - \left( \sum_{i \in V - D} W_i - \sum_{i \in D} W_i \right) = \left( \sum_{i \in V} W_i \right)^m - \left( \sum_{i \in V - D} W_i - \sum_{i \in D} W_i \right)^m.
\]

Note that

\[
\left( \sum_{i \in V} W_i \right)^m = m! \mathbb{E}_0[A_V] + \sum_{\{i_1, i_2, \ldots, i_m\} \subset V \atop \{i_1, i_2, \ldots, i_m\} \leq m-1} W_{i_1} \cdots W_{i_m}.
\]
and, by binomial formula,
\[
\left( \sum_{i \in V - D} W_i - \sum_{i \in D} W_i \right)^m = \left( \sum_{i \in V - D} W_i + \sum_{i \in D} W_i \right)^m - 2 \sum_{k=1}^{\ell_m} \binom{m}{2k-1} \left( \sum_{i \in V - D} W_i \right)^{2k-1} \left( \sum_{i \in D} W_i \right)^{m-2k+1}
\]
\[
= m! \mathbb{E}_0 A_V + \sum_{|\{i_1, i_2, \ldots, i_m\}| \leq m-1 \atop \{i_1, \ldots, i_m\} \subseteq V} W_{i_1} \cdots W_{i_m} - 2 \sum_{k=1}^{\ell_m} \binom{m}{2k-1} \left( \sum_{i \in V - D} W_i \right)^{2k-1} \left( \sum_{i \in D} W_i \right)^{m-2k+1}.
\]

By law of large number, it can be shown that \( A_V = (1 + o_P(1)) \mathbb{E}_0 [A_V] \), and for any \( D \subseteq V \), \( A_{D,D^c} = (1 + o_P(1)) \mathbb{E}_0 [A_{D,D^c}] \). By assumption (12), it can be shown that, for any \( D \subseteq V \),
\[
\mathbb{E}_0 [A_D] \geq \frac{1}{m!} \sum_{|\{i_1, i_2, \ldots, i_m\}| \leq m-1 \atop \{i_1, \ldots, i_m\} \subseteq D} W_{i_1} \cdots W_{i_m},
\]
which leads to that
\[
\left( \sum_{i \in V} W_i \right)^m = (1 + o_P(1)) m! A_V,
\]
\[
\left( \sum_{i \in V - D} W_i - \sum_{i \in D} W_i \right)^m = (1 + o_P(1)) m! A_V - 2(1 + o_P(1)) m! A_{D,D^c}.
\]

Hence, we get
\[
\mathbb{E}_0 [A_D] = \sum_{i_1 < i_2 < \cdots < i_m \atop \{i_1, \ldots, i_m\} \subseteq D} W_{i_1} \cdots W_{i_m}
\]
\[
= \frac{1}{2^m m!} \left( \sum_{i \in D} W_i \right)^m - \frac{1}{m!} \sum_{|\{i_1, i_2, \ldots, i_m\}| \leq m-1 \atop \{i_1, \ldots, i_m\} \subseteq D} W_{i_1} \cdots W_{i_m}
\]
\[
= \frac{1 + o_P(1)}{2^m} \left( A_V^m - (A_V - 2A_{D,D^c}) \right)^m - o(\mathbb{E}_0 [A_D])
\]
\[
= (1 + o_P(1)) \widehat{p}_{D,m} - o(\mathbb{E}_0 [A_D]).
\]

Therefore, \((1 + o_P(1)) \widehat{p}_{D,m} = (1 + o_P(1)) \mathbb{E}_0 [A_D] \), i.e., \( \widehat{p}_{D,m} \) is proven a good estimator of \( \mathbb{E}_0 [A_D] \).

**Proof of Theorem 3.1.** Firstly, we control the type I error. Note that for \( a \geq b \), \( ah \left( \left[ \frac{a}{b} - 1 \right]_+ \right) \leq bh \left( \left[ \frac{a}{b} - 1 \right]_+ \right) \).

We only need to prove
\[
\max_{n^{1+\epsilon} \leq |D| \leq n} \frac{\mathbb{E}_0 [A_D]}{\widehat{p}_{D,m}} \leq 1 + o_P(1).
\]

Define \( D = \left\{ D \subseteq V : n^{1+\epsilon} \leq |D| \leq n, \widehat{p}_{D,m} \leq \mathbb{E}_0 [A_D] \right\} \). It suffices to prove (15) for \( D \in D \). By the definition of \( \widehat{p}_{D,m} \), we have
\[
\frac{|D|^m}{N^{m-1} \log^2 m} \frac{N}{|D|} \leq \widehat{p}_{D,m} \leq \mathbb{E}_0 [A_D] \leq \left( \sum_{i \in D} W_i \right)^m,
\]
which implies $\sum_{i \in D} W_i \geq \frac{|D|}{N \delta_m} \log^2 \frac{N}{|D|}$. Besides, by assumption (12), we have $W_{\min} \geq \frac{1}{N \delta_m}$. Hence,

$$E_0[A_{D,D^c}] = \frac{1}{m!} \sum_{k=1}^{m} \binom{m}{2k-1} \left( \sum_{i \in V-D} W_i \right)^{2k-1} \left( \sum_{i \in D} W_i \right)^{m-2k+1} \geq \frac{1}{m!} \sum_{k=1}^{m} \binom{m}{2k-1} (N-|D|)^{2k-1} W_{\min}^{2k-1} \left( \sum_{i \in D} W_i \right)^{m-2k+1} \geq \frac{1}{m!} \sum_{k=1}^{m} \binom{m}{2k-1} (N-|D|)^{2k-1} \left( |D| \log^2 \frac{N}{|D|} \right)^{m-2k+1}. \tag{16}$$

For even $m$ and a constant $c_1 > 0$, using the last term $k = \frac{m}{2}$ in (16), we have

$$E_0[A_{D,D^c}] \geq c_1 |D| \log^2 \frac{N}{|D|}.$$  

For odd $m$ and a constant $c_2 > 0$, using the last term $k = \frac{m+1}{2}$ in (16), we have

$$E_0[A_{D,D^c}] \geq c_2 N^{1+\delta_m} \geq c_2 |D| \log^2 \frac{N}{|D|}.$$  

Take $c = \min\{c_1, c_2\}$. For a constant $c_0 > 0$, by Bennett’s inequality we get

$$\Pr \left( \min_{D \in \mathcal{D}} A_{D,D^c} - E_0[A_{D,D}] \leq - \frac{2c}{3} \left( \frac{1}{c} + c_0 \right) E_0[A_{D,D^c}] |D| \log \frac{N}{|D|} \right) \leq \sum_{k=m}^{n} \sum_{|D|=k} \exp \left( -E_0[A_{D,D^c}] h \left( \frac{2c}{3} \left( \frac{1}{c} + c_0 \right) |D| \log \frac{N}{|D|} \right) \right) \leq \sum_{k=m}^{n} \exp \left( k \log \frac{Ne}{n} \exp \left( -c \left( \frac{1}{c} + c_0 \right) k \log \frac{N}{k} \right) \right) = o(1).$$

Here, we used the fact that $h(x) \sim \frac{x^2}{2}$ for $x = o(1)$. Consequently, we have

$$A_{D,D^c} = (1 + o_p(1)) E_0[A_{D,D^c}],$$

uniformly for $D \in \mathcal{D}$. Obviously,

$$A_V = (1 + o_p(1)) E_0[A_V].$$

By Lemma 4.6, we obtain

$$\frac{\hat{p}_{D,m}}{E_0[A_V]} \geq \frac{\hat{p}_{D,m}}{E_0[A_V]} = 1 + o_p(1).$$

Then by the proof of Theorem 2.2, the type I error goes to zero.

Next, we control type II error. Obviously, we have

$$A_{D^*,D^{c*}} = (1 + o_p(1)) E_1[A_{D^*,D^{c*}}], \quad A_V = (1 + o_p(1)) E_1[A_V].$$

By assumption (12), since $\rho S W_{\min}^m \leq 1$, then $\rho S \leq \left( \frac{W_{\min}}{W_{\max}} \right)^m \left( \frac{N}{n} \right)^{m-1-\delta_m}$. Then

$$1 \leq \frac{E_1[A_{D^*,D^{c*}}]}{E_0[A_{D^*,D^{c*}}]} \leq 1 + \frac{E_1[A_{D^*,C-D^*}]}{E_0[A_{D^*,D^{c*}}]} = 1 + \rho_S \frac{E_0[A_{D^*,C-D^*}]}{E_0[A_{D^*,D^{c*}}]}.$$
For even $m$, we have
\[
\rho_S \frac{\mathbb{E}_0[A_{D^*,C-D^*}]}{\mathbb{E}_0[A_{D^*,D^*}]} = O \left( \rho_S \frac{|D^*|(n - |D^*|)^{m-1} \vee |D^*|^m W_{\max}^{m}}{|D^*|(N - |D^*|)^{m-1} \vee |D^*|^m W_{\min}^{m}} \right) = o(1).
\]
For odd $m$, we have
\[
\rho_S \frac{\mathbb{E}_1[A_{D^*,C-D^*}]}{\mathbb{E}_0[A_{D^*,D^*}]} = O \left( \rho_S \frac{(n - |D^*|)^m \vee |D^*|^m W_{\max}^{m}}{(N - |D^*|)^m \vee |D^*|^m W_{\min}^{m}} \right) = o(1).
\]
Hence, $\mathbb{E}_1[A_{D^*,D^*}] = (1 + o(1))\mathbb{E}_0[A_{D^*,D^*}]$. Similarly we can get $\mathbb{E}_1[A_V] = (1 + o(1))\mathbb{E}_0[A_V]$. Consequently, we have
\[
A_{D^*,D^*} = (1 + o_p(1))\mathbb{E}_0[A_{D^*,D^*}], \quad A_V = (1 + o_p(1))\mathbb{E}_0[A_V].
\]
By Lemma 4.6, one has $\tilde{p}_{D^*,m} = (1 + o_p(1))\mathbb{E}_0[A_{D^*}]$. Hence,
\[
\tilde{p}_{D^*,m} = (1 + o_p(1))\mathbb{E}_0[A_{D^*}] \vee \frac{|D^*|^m}{N^{m-1}} \log^{2m} N \frac{\rho_S}{|D^*|}.
\]
If $\tilde{p}_{D^*,m} = (1 + o_p(1))\mathbb{E}_0[A_{D^*}]$, the proof is the same as Theorem 2.2.

Next, we assume $\tilde{p}_{D^*,m} = \frac{|D^*|^m}{N^{m-1}} \log^{2m} N \frac{\rho_S}{|D^*|} > \mathbb{E}_0[A_{D^*}]$. Note that $h^{-1}(x) \geq \sqrt{x}$. Then condition (??) implies that
\[
\rho_S > \sqrt{\frac{N^{m-1}}{|D^*|^{m-1}} \log^{2m} N}.
\]
Recall that $W_{\min} \geq \frac{1}{N^{m-1}}$. Hence,
\[
\frac{\mathbb{E}_1[A_{D^*}]}{\tilde{p}_{D^*,m}} \geq \frac{\rho_S |D^*|^m W_{\min}}{|D^*| \log^{2m} N} \geq \frac{\rho_S}{\log^{2m} N} \to \infty.
\]
Since $A_{D^*} = (1 + o_p(1))\mathbb{E}_1[A_{D^*}]$ and $h(x - 1) \sim x \log x$ for $x \to \infty$, we have
\[
\tilde{p}_{D^*,m} h \left( \frac{A_{D^*}}{\tilde{p}_{D^*,m}} - 1 \right) \geq \tilde{p}_{D^*,m} h \left( \frac{\mathbb{E}_1[A_{D^*}]}{\tilde{p}_{D^*,m}} - 1 \right) \geq \mathbb{E}_1[A_{D^*}] \log \frac{\rho_S}{\tilde{p}_{D^*,m}} \geq \mathbb{E}_1[A_{D^*}] \log \frac{\rho_S}{\log^{2m} N} \geq \mathbb{E}_1[A_{D^*}] \log \rho_S = \mathbb{E}_0[A_{D^*}] h(\rho_S - 1) \geq (1 + \epsilon)|D^*| \log \frac{N}{|D^*|}.
\]
Proof is complete. \hfill \Box

4. Proof of additional lemmas

In this section, we prove the lemmas. For a subset $S \subset \mathcal{V}$, define
\[
E_S = \left\{ D \subset S : (\rho_S - 1)^2 \mathbb{E}_0[A_D] > \left( 1 - \frac{\epsilon}{2} \right) |D| \left( \log \frac{N|D|}{n^2} - \log \log \frac{N}{n} \right) \right\}.
\]
The following preliminary lemmas can be found in [5].
Lemma 4.1. Under the conditions of Theorem 2.1, for any $S \subset V$ with $|S| = n$ and $D \in E_S$, there is an unique number $\zeta_D \geq 1$ satisfying

$$(1 + \epsilon)|E_0[DA_D]| h(\zeta_D - 1) = |D| \log \frac{N}{|D|},$$

and $\theta_{i_1 \ldots i_m}(\zeta_D p_{i_1 \ldots i_m}) \leq 2\theta_{i_1 \ldots i_m}(\rho_S p_{i_1 \ldots i_m})$ for $i_1, \ldots, i_m \in D$.

Lemma 4.2. Under the conditions of Theorem 2.1, we have

$$c_n := \min_{S \subset V, |S| = n} \min_{D \in E_S} \left(1 - \epsilon \frac{|D|^{(m)}}{|D|} \rho_S \mu_{D,m} h \left(\frac{\zeta_D}{\rho_S} - 1\right) - \log \frac{n}{|D|}\right) \to \infty.$$

Lemma 4.3. Under the conditions of Theorem 2.1, for any $S \subset V$ with $|S| = n$ and $D \in E_S$, we have

$$\frac{\log n}{\log \rho_S} (|\log \rho_S| + 1) = o(1), \quad \frac{\log N}{\log \rho_S} \to \infty.$$

Proof of Lemma 4.3. Firstly, we consider Scenario I. For any $S \subset V$ with $|S| = n$, define $\eta_S \geq \rho_S$ such that

$$\frac{n^{(m)}}{n} \mu_{S,m} h(\eta_S - 1) = 1 - \frac{2\epsilon}{3}.$$

Hence, by (6), we get

$$h(\eta_S - 1) < \frac{n \log \frac{N}{|S|}}{n^{(m)} \mu_{S,m}} = o(1),$$

which implies $\eta_S = 1 + o(1)$. Hence, $h(\eta_S - 1) \sim \frac{(\eta_S - 1)^2}{2}$. If $|D| < \frac{n}{(\log N)^{1/8}}$, then we have

$$\rho_S - 1 \leq \frac{\log n}{|S|} \frac{|\log \rho_S| + 1}{\log \rho_S}.$$

This is a contradiction to the fact that $D \in E_S$. As a result, we have $|D| \geq \frac{n}{(\log N)^{1/8}}$. Then the desired result follows.

Under Scenario II, the proof is almost the same as in [5]. We omit it here. \qed

Lemma 4.4. Under the assumption (12), we have $|D^*| \geq \frac{n^{1/8}}{m}.$

Proof of Lemma 4.4. Note that the function $f(x) = (x - 1) \cdots (x - m + 1)/(\log N - \log x)$ is increasing for $x < \frac{1}{10}$. Suppose $|D| < \frac{n^{1/8}}{m}$ for any $D \subset V$, then we have

$$\frac{|D|^{(m)}}{|D|} \mu_{D,m} \log \frac{N}{|D|} \leq \frac{|D|^{(m)}}{|D|} \frac{W_{\max}^{(m)}}{|W_{\max}^{(m)}} \log \frac{N}{|D|} \leq \frac{|D|^{(m)}}{|D|} \frac{W_{min}^{(m)} m m - 1}{|W_{min}^{(m)}|} \log \frac{N}{|D|} \leq \frac{|S|^{(m)}}{|S|} \frac{\mu_{S,m}}{\log \frac{N}{|S|}} \leq \frac{|S|^{(m)}}{|S|} \mu_{S,m} \log \frac{N}{|S|}.$$
Hence, by the definition of $D^*$, we get $|D^*| \geq n^{\frac{1}{m+1}}$.

**Lemma 4.5.** Suppose $n, k \geq 2$ are fixed integers. Let $f(x_1, \ldots, x_n) = \frac{\sum_{i=1}^{n} x_i^k}{(\sum_{i=1}^{n} x_i)^{k+1}}$ be a function on $x_i \in [a, b], i = 1, 2, \ldots, n$ and $0 < a < b < 1$. Then

$$\max_{x_i \in [a, b], i = 1, \ldots, n} f(x_1, \ldots, x_n) \leq x_0(a^k - b^k) + nb^k$$

and

$$x_0 = \frac{(a^k - b^k)nb - kn(a - b)b^k}{(k - 1)(a - b)(a^k - b^k)}.$$ 

**Proof of Lemma 4.5.** Consider $f(x_1, \ldots, x_n)$ as a function of $x_1$ with the rest arguments fixed. The derivative with respect to $x_1$ is equal to

$$f_{x_1} = \frac{k \sum_{i=2}^{n} x_i}{(\sum_{i=1}^{n} x_i)^{k+1}} \left( x_1^{k-1} - \left[ \left( \frac{\sum_{i=2}^{n} x_i}{\sum_{i=1}^{n} x_i} \right)^{\frac{1}{k+1}} \right]^{k-1} \right).$$

When $x_1 > \left( \frac{\sum_{i=2}^{n} x_i}{\sum_{i=1}^{n} x_i} \right)^{\frac{1}{k+1}}$, $f(x_1, \ldots, x_n)$ is increasing as a function of $x_1$. When $x_1 < \left( \frac{\sum_{i=2}^{n} x_i}{\sum_{i=1}^{n} x_i} \right)^{\frac{1}{k+1}}$, $f(x_1, \ldots, x_n)$ is decreasing as a function of $x_1$. Hence, we get

$$\max_{x_i \in [a, b], i = 1, \ldots, n} f(x_1, \ldots, x_n) = \max_{0 \leq x \leq n; x \text{ is integer}} \frac{x^n a^k + (n - x)b^k}{[x(a - b) + nb]^{k+1}} \leq \max_{0 \leq x \leq n} \frac{x(a^k - b^k) + nb^k}{[x(a - b) + nb]^{k+1}}.$$ 

Let $g(x) = \frac{x(a^k - b^k) + nb^k}{[x(a - b) + nb]^{k+1}}$ for $0 \leq x \leq n$. The derivative of $g(x)$ is

$$g_x = \frac{(k - 1)(a - b)(a^k - b^k)}{[x(a - b) + nb]^{k+1}} (x_0 - x).$$

When $x < x_0$, $g(x)$ is increasing. When $x > x_0$, the $g(x)$ is decreasing. Hence, $\max_{x \in [0, n]} g(x) = g(x_0)$. Note that

$$x_0(a^k - b^k) + nb^k = \frac{(a^k - b^k)nb - kn(a - b)b^k}{(k - 1)(a - b)} + nb^k$$

and

$$= \frac{n(a^{k-1}b + a^k - 2b^k + \cdots + ab^{k-1} + b^k) - nb^k}{k - 1}$$

$$= \frac{n(k - 1) \sum_{t=1}^{k-1} \left( \frac{b}{a} \right)^t}{k - 1}.$$ 

$$x_0(a - b) + nb^k = \frac{knb}{k - 1} - \frac{(k - 1)(a^{k-1} + a^{k-2}b + \cdots + b^{k-1})}{k - 1}$$

$$= \frac{kn(a - b) - \sum_{t=0}^{k-1} \left( \frac{b}{a} \right)^t}{k - 1} \geq \frac{kn}{k - 1} \left( 1 - \frac{1}{k} \right) = na.$$ 

Hence, we have

$$g(x_0) \leq \frac{1}{n^k a^k} \frac{na^{k-1}}{k - 1} \sum_{t=1}^{k-1} \left( \frac{b}{a} \right)^t = \frac{1}{(k - 1)n^{k-1}} \sum_{t=1}^{k-1} \left( \frac{b}{a} \right)^t.$$ 

\[ \Box \]
Lemma 4.6. Under the assumption (12), if

\[ A_V = (1 + o_p(1)) \mathbb{E}_0[A_V], \]
\[ A_{D,D^c} = (1 + o_p(1)) \mathbb{E}_0[A_{D,D^c}], \]

uniformly for all \( D \subset V \) with \( \frac{n^{\frac{k-1}{m+1}}}{k+1} \leq |D| \leq n \), then

\[ \hat{p}_{D,m} = (1 + o_p(1)) \mathbb{E}_0[A_{D}], \]

uniformly for all \( D \subset V \) with \( \frac{n^{\frac{k-1}{m+1}}}{k+1} \leq |D| \leq n \). Under \( H_1 \), the above result still holds.

Proof of Lemma 4.4. Define a function \( f(x,y) = \left( x^\frac{1}{m} - (x - 2y)^\frac{1}{m} \right)^m \) for \( x \geq 2y \). At a fixed point \((a,b)\), the Taylor expansion is

\[ f(x,y) = f(a,b) + \frac{\partial f}{\partial x}(x^*, y^*)(x-a) + \frac{\partial f}{\partial y}(x^*, y^*)(y-b), \tag{17} \]

where \( x^* \) is between \( a \) and \( x \) and \( y^* \) is between \( b \) and \( y \) and

\[ \frac{\partial f}{\partial x}(x,y) = \left( x^\frac{1}{m} - (x - 2y)^\frac{1}{m} \right)^{m-1} \left( x^\frac{1}{m} - (x - 2y)^\frac{1}{m} \right), \]
\[ \frac{\partial f}{\partial y}(x,y) = \frac{2 \left( x^\frac{1}{m} - (x - 2y)^\frac{1}{m} \right)^m}{(x - 2y)^{1-\frac{1}{m}}}. \]

Under the assumption (12), \( \left( \frac{W_{\max}}{W_{\min}} \right)^m \ll \left( \frac{N}{n} \right)^{m-1-\delta m} \mathbb{W}_{\min}^m \ll \left( \frac{N}{n} \right)^{m-1-\delta m} \). Then

\[ \mathbb{E}_0[A_{D,D^c}] \leq \sum_{i=1}^{n^m} \left( \frac{2^{m-k}}{N-n} \right)^{k-1} n^{m-2k+1} \mathbb{W}_{\max}^m \ll \left( \frac{N}{n} \right)^{m-1-\delta m} = o(1). \tag{18} \]

Hence, we get \( f(\mathbb{E}_0[A_V], \mathbb{E}_0[A_{D,D^c}]) = (1 + o(1)) \mathbb{E}_0[A_V] \) uniformly in \( D \). For \((x,y) = (A_V, A_{D,D^c})\) and \((a,b) = (\mathbb{E}_0[A_V], \mathbb{E}_0[A_{D,D^c}])\), we also have

\[ \frac{\partial f}{\partial x}(x^*, y^*) = 1 + o_p(1), \quad \frac{\partial f}{\partial y}(x^*, y^*) = 2 + o_p(1). \]

By (17), it’s easy to check

\[ \frac{2^m \hat{p}_{D,m}}{\mathbb{E}_0[A_V]} = \frac{f(A_V, A_{D,D^c})}{f(\mathbb{E}_0[A_V], \mathbb{E}_0[A_{D,D^c}])} = 1 + o_p(1). \]

It suffices to show \( \mathbb{E}_0[A_V] = 2^m \mathbb{E}_0[A_D] \). To this end, by (14) and (18), we only need to prove

\[ \mathbb{E}_0[A_D] \gg \frac{1}{m!} \sum_{\{i_1,i_2,...,i_m\} \subseteq D} W_{i_1} \cdots W_{i_m}, \tag{19} \]

for any \(|D| \geq n^{\frac{k-1}{m+1}} \). Note that

\[ \mathbb{E}_0[A_D] = \frac{1}{m!} \left( \sum_{i \in D} W_i \right)^m - \frac{1}{m!} \sum_{\{i_1,i_2,...,i_m\} \subseteq D} W_{i_1} \cdots W_{i_m}. \]

Obviously, \( \sum_{\{i_1,...,i_m\} \subseteq D} W_{i_1} \cdots W_{i_m} \) can be written as a summation of products of \( \sum_{i \in D} W_i^k, k = 1, 2, \ldots, m \). By Lemma 4.5 and assumption (12), for the term \( \sum_{i \in D} W_i^k \) with \( k \geq 2 \), we have

\[ \frac{\sum_{i \in D} W_i^k}{(\sum_{i \in D} W_i)^k} = O \left( \frac{1}{|D|^{k-1}} \left( \frac{W_{\max}}{W_{\min}} \right)^{k-1} \right) = O \left( o \left( \frac{n^{k-1}}{n^{m+1}} \right) \right) = o(1). \]

Hence, (19) holds. Under \( H_1 \), the result can be similarly proved. \( \square \)
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