Serial vs. Parallel Turbo-Autoencoders and Accelerated Training for Learned Channel Codes
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Abstract—Attracted by its scalability towards practical codeword lengths, we revisit the idea of Turbo-autoencoders for end-to-end learning of PHY-Layer communications. For this, we study the existing concepts of Turbo-autoencoders from the literature and compare the concept with state-of-the-art classical coding schemes. We propose a new component-wise training algorithm based on the idea of Gaussian a priori distributions that reduces the overall training time by almost a magnitude. Further, we propose a new serial architecture inspired by classical serially concatenated Turbo code structures and show that a carefully optimized interface between the two component autoencoders is required. To the best of our knowledge, these serial Turbo autoencoder structures are the best known neural network based learned sequences that can be trained from scratch without any required expert knowledge in the domain of channel codes.

I. INTRODUCTION

Deep learning for PHY-Layer communications (and beyond) has become an attractive and active area of research ranging from channel estimation [1] and decoding [2], multiple-input multiple-output (MIMO) detection [3] to fully learned transceiver designs [4]. In particular, the end-to-end learning idea [5] promises to jointly learn the complete data-link between transmitter and receiver including all required signal processing such as detection, equalization and decoding [6]. As such, autoencoders promise a paradigm change in how we design future communication systems. However, the current autoencoder neural network architectures do not scale well and are typically limited by an exponential training complexity (cf. [7]). Thus, we believe structures that scale well towards longer message sequences are of great importance and a deeper analysis of the underlying effects, including the training, must be conducted.

In the literature, one can essentially distinguish between approaches that learn from scratch [7], [8], [9], [10] and the idea of embedding domain expert knowledge, i.e., fixing a macroscopic structure and only learn specific parts of an algorithm [2], [11]. For example, in [11] we have tackled the scaling problem by providing an explicit graph structure stemming from an outer low-density parity-check (LDPC) code that can be interpreted as explicit neural network following the idea of deep unfolding [2]. Although the concept works well, we have to rely on the success of classical code construction techniques that are not directly driven by real-world data. For this, the authors of [8] have proposed a Turbo code inspired neural network structure that even outperforms classical algorithms in some scenarios. It turns out that the Turbo-autoencoder structure can be easily extended to scenarios where no suitable solution is known or adaptivity w.r.t. different noise distributions is desired [8] or to codes with feedback [9]. Other approaches [11] leverage the Viterbi algorithm by deep learning techniques.

In this work, we follow the same concept as in [8] and propose a new serially concatenated Turbo-autoencoder neural network (NN) structure. We analyze the differences in terms of training capabilities, achievable performance and scalability. As the training of Turbo autoencoders still takes comparatively long – although it does not scale exponentially – we propose a pre-training technique that effectively lowers the training time by almost a magnitude. The concept is based on the idea of Gaussian distributed priors. We want to emphasize that our main objective of this work is not necessarily to outperform existing coding schemes, but to learn about NN structures that enable scalability towards arbitrary block lengths. As the field of channel coding provides a well-defined sandbox with the possibility of clear benchmarks and performance bounds, we think it is a fruitful scenario to learn about network architectures and their scalability. Further, it is one step towards interpreting and understanding neural networks for communications in terms of their iterative information flow instead of plain universal function approximators.

II. PARALLEL TURBO-AUTOENCODER

In the following, we will shortly revisit the TurboAE [8] idea and its NN structure based on the concept of parallel Turbo codes [12]. Please note that this simplifies the later description of the proposed serial structure but it is also required to clarify the notation for the proposed new training algorithm.

A. System Model

A simple communication system can be modeled by an encoder, a channel and a decoder. The encoder maps a bit vector
The idea of applying deep learning and a joint transceiver design is to replace the encoder and the decoder NNs and train the resulting autoencoder in an end-to-end manner. However, one of the key problems is that the training complexity of the underlying classification problem scales with \(2^k\). As a result, architectural restrictions are necessary, e.g., a Turbo structure combined with a convolutional neural network (CNN) to overcome this so-called \textit{curse of dimensionality}.

**B. Parallel Neural Network Structures**

We will briefly introduce the TurboAE concept, which is the inspiration and basis of this work. The TurboAE uses CNNs as encoder and decoder in a parallel Turbo code structure. For more information on the design of the NNs and how to train the structure we refer to [8]. Parallel Turbo codes consist of the parallel concatenation of multiple encoders and an iterative decoding procedure with multiple decoding components. In this paper, we will focus on Turbo code structures with rate \(r = \frac{1}{2}\), as shown in Fig. 1 and Fig. 2. The extension to lower rates is straightforward as shown in [8]. For the parallel concatenation, one of the encoders sees the input bits \(u\) and the other sees a pseudo-random interleaved version \(u_\pi = \pi(u)\). Throughout the paper the subscript \(\pi\) denotes that a vector is interleaved. A pseudo-random interleaver \(\pi(\cdot)\) maps the \(i\)th entry of \(u\) to the \(j\)th entry of \(u_\pi\) with \(i \neq j\) \(\forall i, j = 1, ..., k\). Further, a deinterleaver \(\pi^{-1}(\cdot)\) is the inverse mapping of an interleaver.

The decoder consists of two decoders that see different, noisy symbol vectors \(y_1 = x_1 + z_1\) and \(y_{2,\pi} = x_{2,\pi} + z_2\) as input and the respective a priori information of the other decoder. The a priori information of one decoder is the extrinsic information of the other decoder from the previous iteration, which is calculated by \(I^E = I^T - I^A\), where \(I^E\) is the extrinsic information, \(I^T\) is the total information and \(I^A\) is the a priori information. Thus, the decoder NNs have inherent residual connections. The interleavers ensure that the order of the entries of \(I^E\) aligns with the respective channel observations. The iterative decoding process is initialized with no a priori information \(I^E = 0\). After a sufficient amount of iterations the bit estimates are \(\hat{u} = H(I^T)\), where \(H(\cdot)\) is the element-wise unit step function, i.e., the output is hard-decided. Note, the double arrows in Fig. 2 (and all other figures) illustrate that \(I^E\) is a matrix with dimensions \(k \times F\). For \(F = 1\) every entry can be interpreted as soft bit estimate, which is similar to the concept of log-likelihood ratio (LLR)s that are defined as

\[
\forall i \in \{1, \ldots, k\}, \text{LLR}(i) := \log \frac{p(\hat{u}_i = 1 | y)}{p(\hat{u}_i = 0 | y)} \tag{1}
\]

This relationship enables the generation of artificial a priori information to achieve a faster training for the parallel TurboAE as shown in Sec. IV.
C. Modulation

In contrast to a classical modulation scheme (e.g., binary phase shift keying (BPSK)), every symbol \(x_i\) in an NN-based modulator might depend on the complete bit sequence, i.e., \(u\), and not only on a small subset. The only restrictions for a neural modulator is the energy constraint \(E_s = k \cdot E_b = \mathbb{E}_x [x^2] = 1\), thus the modulation order could be (hypothetically) up to \(2^k\), which might result in modulation gains compared to a lower order modulation. For a distinction between coding gain and modulation gain, a neural modulator can be forced to a BPSK modulation through binarization of the symbols \(x\). As a result of the binarization, the autoencoder is no longer differentiable and a surrogate model must be introduced. In \[^8\] a saturated STE \[^9\] was used which implements \(x' = \text{sign}(x)\) in the forward pass and implements the gradient:

\[
\frac{\partial x'}{\partial x} = \begin{cases} 
1 & \text{for } |x| < 1 \\
0 & \text{else}.
\end{cases}
\]

We want to emphasize that quantization/binarization of NNs is still an active field of research and many different approaches exists (e.g., stochastic binarization as in \[^13\]). We follow the approach from \[^8\] and leave it open for future research to further improve the binarization technique.

III. SERIAL TURBO AUTOENCODER

In this section we propose and analyze a new architecture based on serial Turbo codes as show in Fig. 3 and Fig. 4. Similar to the approach of the TurboAE for parallel Turbo codes, we replace the encoders and decoders of a serial Turbo code with NNs. It turns out, that a carefully designed interface between the two component encoders/decoders is required.

A. From Parallel to Serial Architectures

The first encoder, which is called outer encoder, encodes the bits \(u\) into a coded sequence \(c_{\pi}\), where the subscript indicates that every entry is a real value. After that, a binarizer (realized as STE) follows. While this binarizer is no inherent part of the serial Turbo structure and seems like an unnecessary restriction, it leads to a faster convergence during training and results in a lower final bit error rate (BER). Subsequently, a pseudo-random interleaver interleaves \(c\) which is then used as input to the so called inner encoder. The inner encoder maps the coded sequence \(c_{\pi}\) to a symbol sequence \(x_{\pi}\). Additionally, \(x_{\pi}\) could be binarized as well if a binary code is required.

The serial iterative decoding differs in two ways from the parallel iterative decoding. (1) Only the inner decoder sees the observed sequence \(y\) and the outer decoder sees no channel observations. (2) The outer decoder has two outputs. First, it outputs the extrinsic information of the coded sequence \(\hat{I}_c^E\). Second, it outputs the total information of the bit sequence \(\hat{I}_c\). A consequence of the new structure is that the design parameter \(F_c\) which refers to the number of features of \(c_{\pi} \in \mathbb{R}^{k \times F_c}\) (illustrated by double arrows in Fig. 3). Thus, the length of the interleaver is no longer forced to equal \(k\), but can be up to \(k \cdot F_c\). However, while we found that \(F_c\) impacts the performance of the system, the interleaver length shows no impact. Empirically, a matching feature size \(F_c = F\) between encoder and decoder works well. We want to emphasize that the exact choice of \(F_c\) has only an impact on the internal data-flow during encoding/decoding, however, it has no impact on \(x\) nor on the communication rate \(r\).

In addition to the empirical observation that the binarization of \(c\) improves the performance, we want to provide an intuition of why this is the case. Without the binarization, the coded sequence is \(c \in \mathbb{R}^{k \times F_c}\). As a result, we observed that the estimation of the decoder messages \(I_c\) can be seen as a regression task, which means \(I_c\) converges to a scaled version of \(c\). In contrast, a binary \(c\) allows \(I_c\) to behave like binary-soft-estimates of a classification task, which might be more meaningful for the internal decoding data-flow.

B. Results

Before we continue with the results, we want to emphasize again, that this work is not about outperforming state-of-the-art methods and rather about introducing scalable NN-based alternatives. The BER results are shown in Fig. 5 for \(k = 64, r = \frac{1}{2}\) and \(F_c = F = 10\). The serial structure shows significant gains compared to the parallel one, but still shows a gap towards the LTE Turbo code \[^{14}\]. Furthermore, the figure includes the result of the training method for the parallel TurboAE that we propose in Sec. IV. Note, the method requires the sub-optimal choice of \(F = 1\), which leads to significant loss for the parallel TurboAE without Gaussian pre-training. Finally, the serial autoencoder with binary modulation is shown. Interestingly, the binary modulation at \(k = 64\) and \(r = \frac{1}{2}\) leads to a higher loss (compared to the modulation which is only energy constrained) than for \(k = 100\) and \(r = \frac{1}{3}\) as shown in \[^8\]. The resulting block error rates (BLERs) are shown in Fig. 6 where they are compared with several well-known state-of-the-art codes from \[^{15}\] and the normal approximation \[^{16}\]. Note that the autoencoders are optimized for BER. However, the BLER of the serial structure shows a competitive performance. The difference in terms of BLER of the serial and parallel autoencoder is greater than the difference in terms of BER. Our observation is that a significant amount of the block errors of the pre-trained parallel TurboAE origin from a single erroneous bit (at random codeword positions). To further improve the reliability, we embed a cyclic redundancy check (CRC)-7 code on with additional bit-flip decoding in the structure and show the results in Fig. 7. Finally, in Fig. 7 the required SNR for a target BER of \(10^{-2}\) is shown for the block lengths \(k = 40, 64, 128, 192\). For \(k > 64\) all autoencoders are finetuned with their respective \(k\) on a trained model for \(k = 64\). In the case of \(k = 128\), the finetuning training from \(k = 64\) to \(k = 128\) leads to better results than a model for \(k = 128\) trained from scratch. The serial TurboAE shows the same performance as the LTE Turbo code for \(k = 40\), but the LTE Turbo code shows an increased coding gain for increasing \(k\).

[^1]: The coding rate with the additional CRC-7 code is \(r = 0.445\) and is considered in the graph as an SNR shift.
The same training algorithm that was proposed for the parallel TurboAE [8] can be applied to the serial TurboAE as well. Tab. 1 summarizes the parameters. We now analyze the training complexity and provide a pre-training method to keep the training feasible based on the idea of Gaussian distributed a priori information.

We observed that the training time scales roughly linear with the block length $k$. As a result, the training is not feasible for $k \gtrsim 128$. A speedup can be achieved by training a model at $k = 64$ and subsequently increase $k$ to the desired block length. As can be seen in Fig. 8 another significant speedup is achieved by the Gaussian pre-training.

| Parameter | Value     | Parameter | Value     |
|-----------|-----------|-----------|-----------|
| $(k, n)$  | (64, 128) | Optimizer | ADAM      |
| $F = F'$  | $10$      | Batchsize | $500 - 2000$ |
| $T_{enc}$ | $100$     | Learning rate | $10^{-4} - 10^{-6}$ |
| $T_{dec}$ | $500$     | Encoder SNR | $4.0$dB |
| Decoder Iterations | $6$ | Decoder SNR | $0.5 - 4.0$dB |

Please note that the approach may work for other values than $F = 1$ but the underlying distribution must be known/approximated. However, we leave it open for future research to find such a priori distributions for $F > 1$. 

A. Gaussian Pre-training

We provide a new training algorithm for the parallel TurboAE that is – compared to the algorithm from [8] – roughly 6.5 times faster at the price of a slightly worse BER performance. The structure of the decoder during training (only during training!) is show in Fig. 9, while the final decoder structure during decoding inference remains unchanged. The idea is to train encoder/decoder-1 separately from encoder/decoder-2 by decoupling of the two components and approximating the a priori information by Gaussian distributed LLRs [17]. As a result, we can train the encoder and the decoder with a single decoder iteration, which significantly decreases the time for training. The first consequence of the Gaussian pre-train is that the feature size of the messages is set to $F = 1^4$. The second consequence is that the decoder shares the weights over iterations during normal operation. Before, we could have different weights specialized for their respective iteration. Therefore, the decoder is not finetuned for a certain amount of

4Please note that the approach may work for other values than $F = 1$ but the underlying distribution must be known/approximated. However, we leave it open for future research to find such a priori distributions for $F > 1$.
shown that pre-training with Gaussian priors greatly accelerates the training without significantly losing performance. We believe that dedicated NN structures – such as the TurboAE – tailored to problems in communications are an important step towards practical applications of deep learning for communications and, as such, the TurboAE may become an important milestone on the path towards future learning-defined systems.
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