Dynamics of rotation in chiral nuclei
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The dynamics of chiral nuclei is investigated for the first time with the time-dependent and tilted axis cranking covariant density functional theories on a three-dimensional space lattice in a microscopic and self-consistent way. The experimental energies of the two pairs of the chiral doublet bands in $^{135}$Nd are well reproduced without any adjustable parameters beyond the well-defined density functional. A novel mechanism, i.e., chiral precession, is revealed from the microscopic dynamics of the total angular momentum in the body-fixed frame, whose harmonicity is associated with a transition from the planar into aplanar rotations with the increasing spin. This provides a fully microscopic and dynamical view to understand the chiral excitations in nuclei.

Chirality is a well-known phenomenon in many fields, such as chemistry, biology, molecular and particle physics. In nuclear physics, chirality was originally suggested by Frauendorf and Meng in 1997 [1]. It represents a novel feature of triaxial nuclei rotating around an axis which lies outside the three planes spanned by the principal axes of the triaxial ellipsoidal density distribution, i.e., *aplanar rotation*. The total angular momentum consists of three components along the short, intermediate, and long principal axes of a triaxial nucleus in the body-fixed frame, and they form either a left- or right-handed system. The two chiral systems are related by the chiral operator $TR(\pi)$ that combines time reversal $T$ and spatial rotation by $\pi$. The broken chiral symmetry in the body-fixed frame should be restored in the laboratory frame. This leads to the so-called chiral doublet bands, which consist of a pair of nearly-degenerate $\Delta I = 1$ rotational bands [1-2]. The evidences of chiral doublet bands have been reported experimentally in the $A \approx 80$ [3, 4, 100], 130 [11-20], and 190 [21-22] mass regions; see also data tables [23].

The manifestation of chirality in realistic nuclei is usually more complicated [24-25]. In most cases, the chiral doublet bands are more separated in energy at low spins than at high spins. At low spins, the energy difference between the states with the same spin in the chiral partners is caused by rapid vibration between the left- and right-handed configurations, i.e., *chiral vibration*. When the spin grows above a certain critical value, the energy splittings between the partner bands decrease, and the left-right mode changes from soft chiral vibration to tunneling between well-established chiral configurations, i.e., *static chirality*.

On the theoretical side, many phenomenological approaches have been employed to understand such an intriguing phenomenon, such as the particle rotor model [1, 26-30], the generalized coherent state model [31], and the interacting boson-fermion-fermion model [13, 14, 32]. However, they are based on several assumptions, the validity of which may not be assured, and are fitted to the data in one way or another.

A microscopic treatment is thus important for a better understanding of nuclear chirality. The tilted axis cranking (TAC) approach allows one to study nuclear chirality based on a microscopic mean field. Although it well describes the energies and the intraband transition rates of the lower one of the chiral doublet bands, it gives either one achiral solution or two degenerate chiral ones [33], so it cannot describe the left-right excitation mode. This is a well-known deficiency of the mean-field solution when it spontaneously breaks a symmetry [2]. Consequently, the random-phase approximation method [17, 34], the collective Hamiltonian method [35, 36], and the projected shell model [37, 40] have been developed to describe the chiral excitations. However, these approaches are based on single-particle potentials combined with either the schematic single-$j$ Hamiltonian [36] or the pairing plus quadrupole-quadrupole model [41]. Self-consistent methods based on more realistic two-body interactions are required for a more fundamental investigation, including all important effects such as core polarization and nuclear currents [42-43].

Moreover, all the previous studies on nuclear chirality are based on static approaches, so the dynamics of the chiral excitations is still missing.

The nuclear density functional theory (DFT) starts from a universal energy density functional and can achieve a self-consistent description for almost all nuclei. Covariant density functional theory (CDFT) further exploits the Lorentz symmetry, so it includes the complicated interplay between the large Lorentz scalar and vector self-energies [44, 45]. It also allows the self-consistent treatment of the spin degrees of freedom and the nuclear currents induced by the spatial parts of the vector self-energies, which play an essential role in rotating nuclei; see Refs. [43, 46] for details. Both relativistic and nonrelativistic DFTs have been extended with the TAC method to investigate nuclear chirality [47, 48]. In particular, the recent TAC-CDFT has been widely used to investigate the chirality in nuclei $^{106}$Rh [48], $^{135}$Nd [49], $^{136}$Nd [19], and $^{106}$Ag [50]. However, in all these works, only the lower band of the chiral doublet bands can be calculated.
The time-dependent DFT is a dynamical extension of DFT, and has been widely applied to various nuclear structure and reaction processes, see recent reviews [51–53] for details. The solution of the time-dependent covariant density functional theory (TDCDFT) in three-dimensional lattice space is feasible only recently [54, 55] thanks to the progress for solving CDFT in the same space [56, 57].

In this Letter, for the first time, the dynamics of chiral nuclei is studied with the time-dependent and tilted axis cranking CDFT in a microscopic and self-consistent way. By taking \(^{135}\text{Nd}\) as an example, the experimental energies of the two pairs of the chiral doublet bands are well reproduced without any adjustable parameters beyond the well-defined density functional. In particular, a novel mechanism, chiral precession (see Fig. 1), is clearly revealed from the microscopic dynamics of the nuclear chiral excitations.

![FIG. 1. (Color online). A schematic picture for the “chiral precession” of a triaxial nucleus in the body-fixed frame, where the short, intermediate, and long axes are shown explicitly. The total angular momentum \(\mathbf{J}\) of the nucleus is rotating about an axis (dotted line) in the body-fixed frame.](image)

The starting point of CDFT is a universal energy density functional [46, 60, 63]. For nuclear chirality, the functional is transformed into a body-fixed frame rotating with a constant angular velocity vector \(\mathbf{\omega}\), which is along an arbitrary direction in space, i.e., the three-dimensional TAC-CDFT [48]. The corresponding Kohn-Sham equation for nucleons is a static Dirac equation,

\[
\left[ \mathbf{\alpha} \cdot (\mathbf{p} - \mathbf{V}) + V^0 + \beta (m + S) - \mathbf{\omega} \cdot \mathbf{J} \right] \psi_k(\mathbf{r}) = \varepsilon_k \psi_k(\mathbf{r}),
\]

where \(\mathbf{J}\) is the angular momentum, and the relativistic scalar \(S(\mathbf{r})\) and vector \(V^\mu(\mathbf{r})\) fields are connected in a self-consistent way to the nucleon densities and current distributions, which are obtained from the Dirac spinors \(\psi_k(\mathbf{r})\).

In this work, the density functional PC-PK1 [64] is employed, and the calculations are free of additional parameters. The Dirac equation (1) is solved in a cubic box with the length 24 fm and the mesh size 0.8 fm. We focus on the chirality in the odd-A nucleus \(^{135}\text{Nd}\), which was first observed in Ref. [12] with the configuration consisting of two proton particles and one neutron hole in the \(h_{11/2}\) shell, i.e., \(\pi h_{11/2}^\uparrow \otimes \nu h_{11/2}^\downarrow\). Recently, a new pair of chiral doublet bands were reported with the configuration \(\pi h_{11/2}^\uparrow (gd)^1 \otimes \nu h_{11/2}^\downarrow\) [20], which makes it a new candidate for multiple chirality [65]. In the following, we take the positive-parity configuration as an example to illustrate the analyses.

![FIG. 2. (Color online). Total energy surfaces for \(^{135}\text{Nd}\) with respect to the tilted angles \((\theta_J, \varphi_J)\) for the total angular momenta at \(I = 19/2h\) (top), \(25/2h\) (middle), and \(31/2h\) (bottom) by the TAC-CDFT calculations based on the configuration \(\pi h_{11/2}^\uparrow (gd)^1 \otimes \nu h_{11/2}^\downarrow\). The minima of the energy surfaces are denoted as stars.](image)

In Fig. 2, the total energy surfaces are depicted in the plane of the tilted angles \(\theta_J\) and \(\varphi_J\) of the total angular momentum. Here, \(\theta_J\) is the polar angle between the total angular momentum and the long axis, and \(\varphi_J\) is the azimuth angle between the projection of the total angular momentum in the short-intermediate plane and the short axis. At \(I = 19/2h\), the total energy surface has a minimum at \(\theta_J = 48.5^\circ\) and \(\varphi_J = 0^\circ\). This means that the total angular momentum is in the short-long plane, i.e., planar rotation. At \(I = 25/2h\), the location of the energy minimum varies only slightly in the \(\theta\) direction, but the energy surface becomes much softer in the \(\varphi\) direction. This indicates that it would cost less to vibrate the angular momentum direction away from \(\varphi_J = 0^\circ\), i.e., the so-called chiral vibration, in comparison with the case at \(I = 19/2h\). At \(I = 31/2h\), two degenerate minima locate in the energy surface at the same \(\theta_J\) while opposite \(\varphi_J\) values, which correspond to the left- and right-handed states, respectively. Note that the TAC-CDFT gives either one planar solution or two degenerate aplanar ones, but it cannot describe the left-right excitation mode. Therefore, the TDCDFT calculations are further carried out.
In TDCDFT, the time-dependent Kohn-Sham equation reads \[ i\hbar \partial_t \psi_k(r,t) = \left[ \alpha \cdot (\hat{p} - V) + V^0 + \beta(m + S) \right] \psi_k(r,t), \] where the time-dependent fields \( S(r,t) \) and \( V^\mu(r,t) \) have the same dependence on density and currents as in TAC-CDFT, so there are no additional parameters introduced. In this work, we solve Eq. (2) in the same lattice space as in the TAC-CDFT calculations, and the initial states are taken from the self-consistent solutions of the TAC-CDFT calculations.

Starting from the TAC-CDFT solutions, one can obtain the dynamical evolution of the system by means of the time-dependent wave functions \( \psi_k(r,t) \). Note that the solutions of TDCDFT are in the space-fixed frame, where the angular momentum is conserved during the time evolution, but the nuclear density distribution varies. Since the nuclear deformation barely changes during the time evolution, it is convenient to analyze the dynamical behavior of the nucleus in the body-fixed rotating frame, which can be easily obtained by calculating the principal axes of inertia, i.e., the short, intermediate, and long axes of the nucleus. At the initial time, the axes of the space-fixed frame are set to be along with the three principal axes of inertia.

If one performs the TDCDFT calculations starting from the lowest energy state for a given spin, e.g., see Fig. 2(a), the nucleus will rotate around a tilted axis in the short-long plane. Therefore, in the body-fixed frame, one could see that the angular momentum vector will be always pointing along the tilted axis. It, however, becomes quite different if the initial state is away from the lowest energy state.

This can be seen in Fig. 3 where the trajectories of the tilted angles \( \theta_J \) and \( \varphi_J \) for the angular momenta in the body-fixed frame are depicted for the initial states with \( I = 19/2 \hbar \) and \( 31/2 \hbar \). For each spin, two states away from the lowest energy state are employed as the initial states for the TDCDFT calculations. For \( I = 19/2 \hbar \) and \( 25/2 \hbar \), the trajectories are roughly ellipses centered at the locations of the minima in the corresponding energy surfaces. This provides clearly a precession picture, i.e., the angular momentum vector itself is rotating around the tilted axis in the short-long plane (see Fig. 1). Moreover, the precession is much more extended in the \( \varphi_J \) direction than in the \( \theta_J \) one. In the \( \varphi_J \) direction, it involves both positive and negative values, which reflects the chiral nature of the precession due to the transitions between the left- and right-handed sectors. Therefore, we call it “chiral precession”, which reveals the microscopic dynamics of the chiral excitations; see movies in the Supplemental Material [66]. For a given spin \( I = 19/2 \hbar \) or \( 25/2 \hbar \), although the precession amplitudes starting from the two initial states are quite different, the corresponding precession periods are roughly identical, as shown in the insets of Fig. 3. This demonstrates the harmonic nature of the chiral precession, which is consistent with the chiral vibration picture.

Note that the precession mechanism here cannot be deduced only from the energy surfaces shown in Fig. 2, which provide only the potential part of the chiral motion. The kinetic part may also play an important role in generating the precession. Further studies in this direction would be an interesting topic.

For \( I = 31/2 \hbar \), since there are two degenerate energy minima separated by a barrier at \( \varphi_J = 0^\circ \), the trajectories strongly depend on the choice of the initial states. If the initial energy is lower than the barrier, the trajectory is limited in the neighborhood of the minimum with a finite \( \varphi_J \) corresponding to either the left- or the right-handed sector. However, if the initial energy is higher than the barrier, the trajectory could extend across both positive and negative \( \varphi_J \) values. As seen in the inset of Fig. 3(c), the two precessions are disparate not only in their amplitudes but also in the periods. This indicates the anharmonic effects of the chiral motion, which are associated with quantum tunneling between left- and right-handed sectors.

To understand this phenomenon further, it would be necessary to resort to the so-called requantization of the TDCDFT [67], e.g., the time-dependent generator coor-
coordinate method. However, to our knowledge, it is hard, if not impossible, to be implemented in a realistic microscopic description of nuclei due to the inaccessible computational requirements. One of the ways out is probably to derive a collective Hamiltonian with the Gaussian overlap approximation (GOA) in the space of the tilted angles \( \varphi_j \) and \( \theta_j \). However, there are still many open questions about the quality of the GOA, the determination of the mass inertia, the influence of the time-reversal symmetry breaking, etc. The solutions to all these problems are apparently beyond the scope of this work.

FIG. 4. (Color online). (a) Same as Fig. 2 but for the total Routhian surface at a given rotational frequency \( \hbar \omega = 0.46 \) MeV, where the spin varies on the surface (dotted lines). (b) Same as Fig. 3 but for the initial states with spin \( I = 29/2 \hbar, 31/2 \hbar, \) and \( 33/2 \hbar \) obtained from the Routhian surface.

It must be emphasized that in many TAC analyses for the nuclear chirality, the calculations are performed for fixed rotational frequencies \( \hbar \omega \) but not fixed angular momenta. This seems to be a natural choice because the angular momentum is anyhow not a good quantum number in the mean-field framework. Therefore, as depicted in Fig. 4, we examine the chiral precession trajectories starting from initial states with a given rotational frequency. In Fig. 4(a), the total Routhian surface at \( \hbar \omega = 0.46 \) MeV is shown, and there is only one minimum on the surface. For the TDCDFT calculations, here we take three states on the total Routhian surface as the initial states, which have the same \( \hbar \omega \) but different angular momenta. Since only the average angular momentum is conserved, but not the rotational frequency, during the time evolutions in TDCDFT, the obtained three trajectories are quite different. Moreover, the trajectories for \( I = 31/2 \hbar \) and \( I = 33/2 \hbar \) indicate that there should be two energy minima, and this is in contradiction with the single minimum in the total Routhian surface. The trajectory for \( I = 29/2 \hbar \) is compatible with the single minimum in the Routhian surface, but this is an accident, because the Routhian minimum at \( \hbar \omega = 0.46 \) MeV and the energy minimum at \( I = 29/2 \hbar \) are at the same location in the plane of \( \theta_j \) and \( \varphi_j \). This clearly demonstrates the importance of the self-consistent constrained energy surface at a given spin in the TAC-CDFT calculations.

The energy of the chiral excitation for a given spin can be extracted through the Fourier analysis [68–70] on the time evolution of the chiral precession; see details in the Supplemental Material [66]. This, together with the TAC-CDFT solutions, could provide a microscopic description for the chiral doublet bands. The Fourier analyses have been done for the states with the spins in the harmonic regime. In Fig. 5 the calculated energies for the two pairs of chiral doublet bands in \( ^{135} \text{Nd} \), which are built respectively on the configurations \( \pi h_{11/2}^1 (gd)^1 \otimes \nu h_{11/2}^{-1} \) and \( \pi h_{11/2}^1 \otimes \nu h_{11/2}^{-1} \) in comparison with data (solid and open symbols) [20]. The solid lines represent the TAC-CDFT results, and the dashed lines represent the results including the chiral excitation energies obtained with the TDCDFT calculations.

FIG. 5. (Color online). Calculated excitation energies (solid and dashed lines) for chiral doublet bands in \( ^{135} \text{Nd} \) built on the configurations \( \pi h_{11/2}^1 (gd)^1 \otimes \nu h_{11/2}^{-1} \) and \( \pi h_{11/2}^1 \otimes \nu h_{11/2}^{-1} \) in comparison with data (solid and open symbols) [20]. The solid lines represent the TAC-CDFT results, and the dashed lines represent the results including the chiral excitation energies obtained with the TDCDFT calculations.

\[
\begin{align*}
\pi h_{11/2}^1 (gd)^1 \otimes & \nu h_{11/2}^{-1} \\
\pi h_{11/2}^1 \otimes & \nu h_{11/2}^{-1}
\end{align*}
\]
chiral procession. It is found that, however, such a correspondence is covered up for the total Routhian surfaces at fixed rotational frequencies, since the average angular momentum, rather than the rotational frequency, is conserved during the time evolutions.
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