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Singular boundary value problems (SBVPs) arise in various fields of Mathematics, Engineering and Physics such as boundary layer theory, gas dynamics, nuclear physics, nonlinear optics, etc. The present monograph is devoted to systems of SBVPs for ordinary differential equations (ODEs). It presents existence theory for a variety of problems having unbounded nonlinearities in regions where their solutions are searched for. The main focus is to establish the existence of positive solutions. The results are based on regularization and sequential procedure.

First chapter of this monograph describe the motivation for the study of SBVPs. It also include some available results from functional analysis and fixed point theory. The following chapters contain results from author’s PhD thesis, National University of Sciences and Technology, Islamabad, Pakistan. These results provide the existence of positive solutions for a variety of systems of SBVPs having singularity with respect to independent and/or dependent variables as well as with respect to the first derivatives of dependent variables.
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Chapter 1
Introduction and Preliminaries

Many problems in applied sciences are modeled by singular boundary value problems (SBVPs). For example, in the study of rotating flow [48], in the theory of viscous fluids [23], in the study of pseudoplastic fluids [25, 85], in boundary layer theory [24, 87, 94, 95], the theory of shallow membrane caps [18, 32, 57], in pre-breakdown of gas discharge [34], the turbulent flow of a gas in a porous medium [39], can be represented by SBVPs. Further, many mathematical models of various applications from nuclear physics, plasma physics, nonlinear optics, fluid mechanics, chemical reactor theory, predator-prey interactions [21, 40, 81, 93, 108] are systems of time dependent partial differential equations (PDEs) subject to initial and/or boundary conditions. In the investigation of stationary solutions, these models of systems of PDEs can be reduced to systems of SBVPs.

In the scenario of the above mentioned models of various phenomenon, the theory of SBVPs has become much more important. In this monograph, we present existence results for positive solutions to various systems of BVPs for nonlinear ODEs. We provide sufficient conditions for the existence of at least one and two solutions for the singular systems of nonlinear ODEs subject to various type of boundary conditions (BCs) both on finite and infinite domains. We use the classical tools of functional analysis including the fixed point theory and the theory of the fixed points index. The rest of this chapter is devoted to the basic study of these notions. In the following section, we present some definitions and notions from functional analysis. Moreover, some famous fixed point results such as Schauder’s fixed point theorem and the Guo-Krasnosel’skii fixed point theorem are also included, [6, 9, 33, 35, 42, 46, 53].
1.1 Some basic definitions and known results

**Definition 1.1.1** A subset $\Omega$ of a Banach space $\mathcal{B}$ is said to be compact if and only if every sequence $\{x_n\} \subset \Omega$ has a convergent subsequence with limit in $\Omega$. Moreover, $\Omega$ is relatively compact if $\overline{\Omega}$ is compact.

**Definition 1.1.2** Let $\Omega$ be a subset of a Banach space $\mathcal{B}$. A map $T : \Omega \to \mathcal{B}$ is compact if $T$ maps every bounded subset of $\Omega$ into a relatively compact subset of $\mathcal{B}$. Moreover, $T$ is completely continuous if $T$ is continuous and compact.

**Definition 1.1.3** A nonempty subset $K$ of a Banach space $\mathcal{B}$ is a retract of $\mathcal{B}$ if there exist a continuous map $r : \mathcal{B} \to K$, a retraction, such that $r|_K = I_K$, where $I_K$ is identity map on $K$.

**Definition 1.1.4** Let $\mathcal{B}$ be a real Banach space. A nonempty, closed and convex set $P \subset \mathcal{B}$ is said to be a cone if the following axioms are satisfied:

- $(P_1)$ $\alpha x \in P$ for all $x \in P$ and $\alpha \geq 0$,
- $(P_2)$ $-x \in P$ implies $x = 0$.

**Theorem 1.1.5** (Arzelà-Ascoli theorem) Let $\Omega$ be a compact subset of $\mathbb{R}^n$. A set $\mathcal{M}$ of continuous functions on $\Omega$ is relatively compact in $C(\Omega)$ if and only if $\mathcal{M}$ is a family of uniformly bounded and equicontinuous functions.

Now we recall the notion of degree for continuous maps. The degree of a map in finite dimensional spaces is known as the Brouwer degree. Let $\Omega$ be a bounded and open subset of a finite dimensional Banach space $(\mathcal{B}, \| \cdot \|)$. Let $T_0 : \overline{\Omega} \to \mathcal{B}$ be a $C(\overline{\Omega}) \cup C^1(\Omega)$ map, and $S_0 = \{x \in \Omega : J_0(x) = 0\}$ be the set of all critical points of the map $T_0$, where $J_0(x) := \det T_0'(x)$ is the Jacobian of $T_0$ at $x$. If $y \notin T_0(\partial \Omega \cup S_0)$, then the Brouwer degree is defined as

$$\deg_B(T_0, \Omega, y) = \sum_{x \in T_0^{-1}(y)} \text{sgn} J_0(x),$$

which corresponds to the number of solutions of $T_0(x) = y$ in $\Omega$. However, if $T_0 \in C(\overline{\Omega}) \cap C^2(\Omega)$, $y \notin T_0(\partial \Omega)$ and $y \in T_0(S_0)$, then $\deg_B(T_0, \Omega, y) = \deg_B(T_0, \Omega, z)$, where $z \notin T_0(S_0)$ such that $\|z - y\| < \text{dist}(y, T_0(\partial \Omega))$. Further, if $T_0 \in C(\overline{\Omega})$ and $y \notin T_0(\partial \Omega \cup S_0)$, then $\deg_B(T_0, \Omega, y) = \deg_B(T_1, \Omega, y)$, where $T_1 \in C(\overline{\Omega}) \cap C^2(\Omega)$ satisfies $\sup_{x \in \Omega} \|T_0(x) - T_1(x)\| < \text{dist}(y, T_0(\partial \Omega))$. 


In 1934, J. Leray and J. Schauder extended the notion of degree to infinite dimensional spaces. They proved that along with continuity some compactness condition for the map is required. However, this is more suitable for a map of the form \( I - T \), where \( I \) is the identity map and \( T \) is a completely continuous map. For defining the Leray-Schauder degree, the following theorem is helpful to approximate a compact map with a finite-dimensional map.

**Theorem 1.1.6** Assume that \( \Omega \) is an open and bounded subset of a real Banach space \( (\mathcal{B}, \|\cdot\|) \) and \( T : \overline{\Omega} \to \mathcal{B} \) is a completely continuous map. Then, for every \( \varepsilon > 0 \), there exist a finite-dimensional space \( \mathcal{B} \) and a continuous map \( T_\varepsilon : \overline{\Omega} \to \mathcal{B} \) such that \( \|T(x) - T_\varepsilon(x)\| < \varepsilon \) for every \( x \in \overline{\Omega} \).

Let \( \Omega \) be a bounded and open subset of a Banach space \( \mathcal{B} \). Let \( T : \overline{\Omega} \to \mathcal{B} \) be a completely continuous mapping and \( y \notin (I - T)(\partial \Omega) \). The Leray-Schauder degree of \( I - T \) over \( \Omega \) at point \( y \) is defined as

\[
\deg_{LS}(I - T, \Omega, y) = \deg_B(I - T_\varepsilon, \Omega, y),
\]

where \( T_\varepsilon \) is an approximation of \( T \) in a finite dimensional space such that \( \|T(x) - T_\varepsilon(x)\| < \varepsilon := \text{dist}(y, (I - T)(\partial \Omega)) \). When \( T : \overline{\Omega} \to K \) be a completely continuous map such that \( 0 \notin (I - T)(\partial \Omega) \), where \( K \) is a retract of a Banach space \( \mathcal{B} \) and \( \Omega \) is an open subset of \( K \), then for any retraction \( r : \mathcal{B} \to K \) the Leray-Schauder degree \( \deg_{LS}(I - T \circ r, r^{-1}(\Omega), 0) \) is known as the fixed point index of the map \( T \) over \( \Omega \) with respect to the retract \( K \) and is denoted by \( \text{ind}_{fp}(T, \Omega, K) \). The following are the most significant properties of the fixed point index for completely continuous maps.

**(F_1) Normalization:** For every constant map \( T \) mapping \( \overline{\Omega} \) into \( \Omega \),

\[\text{ind}_{fp}(T, \Omega, K) = 1.\]

**(F_2) Additivity:** For any disjoint open subsets \( \Omega_1 \) and \( \Omega_2 \) of \( \Omega \) such that \( T \) has no fixed point on \( \overline{\Omega} \setminus (\Omega_1 \cup \Omega_2) \),

\[\text{ind}_{fp}(T, \Omega, K) = \text{ind}_{fp}(T, \Omega_1, K) + \text{ind}_{fp}(T, \Omega_2, K).\]

**(F_3) Homotopy:** For every compact interval \( [a, b] \subset \mathbb{R} \) and every compact map \( h : [a, b] \times \overline{\Omega} \to K \) such that \( h(\tau, x) \neq x \) for \( (\tau, x) \in [a, b] \times \partial \Omega \),

\[\text{ind}_{fp}(h(\tau, \cdot), \Omega, K) \]
is well defined and is independent of \( \tau \in [a, b] \).

\((F_4)\) **Solution:** If \( \text{ind}_{FP}(T, \Omega, K) \neq 0 \), then \( T \) has at least one fixed point in \( \Omega \).

\((F_5)\) **Permanence:** If \( K_1 \) is a retract of \( K \) and \( T(\overline{\Omega}) \subset K_1 \), then

\[
\text{ind}_{FP}(T, \Omega, K) = \text{ind}_{FP}(T, \Omega \cap K_1, K_1).
\]

\((F_6)\) **Excision:** For every open set \( \Omega_1 \subset \Omega \) such that \( T \) has no fixed point in \( \overline{\Omega} \setminus \Omega_1 \), then

\[
\text{ind}_{FP}(T, \Omega, K) = \text{ind}_{FP}(T, \Omega_1, K).
\]

**Theorem 1.1.7 (Schauder’s fixed point theorem)** Let \( X \) be a nonempty, closed, bounded and convex subset of a Banach space \( \mathcal{B} \) and \( T : X \rightarrow X \) be a completely continuous map. Then, \( T \) has a fixed point in \( X \).

**Proof.** For some \( x^* \in X \), consider a map \( h : [0, 1] \times X \rightarrow X \) defined by

\[
h(\tau, x) = (1 - \tau)x^* + \tau Tx.
\]

Then, the conclusion follows from the homotopy property \((F_4)\) together with the normalization property \((F_1)\).

**Lemma 1.1.8** Let \( \Omega \) be an open and bounded set in a real Banach space \( \mathcal{B} \), \( P \) be a cone of \( \mathcal{B} \), \( 0 \in \Omega \) and \( T : \overline{\Omega} \cap P \rightarrow P \) be a completely continuous map. Suppose \( x \neq \lambda Tx \), for any \( x \in \partial \Omega \cap P \), \( \lambda \in (0, 1] \). Then, the fixed point index \( \text{ind}_{FP}(T, \Omega \cap P, P) = 1 \).

**Lemma 1.1.9** Let \( \Omega \) be an open and bounded set in a real Banach space \((\mathcal{B}, \| \cdot \|)\), \( P \) be a cone of \( \mathcal{B} \), \( 0 \in \Omega \) and \( T : \overline{\Omega} \cap P \rightarrow P \) be a completely continuous map. Suppose there exist a \( v \in P \setminus \{0\} \) with \( x \neq Tx + \delta v \) for every \( \delta > 0 \) and \( x \in \partial \Omega \cap P \). Then, the fixed point index \( \text{ind}_{FP}(T, \Omega \cap P, P) = 0 \).

**Proof.** Let \( \mu = \sup \{ \|Tx\| : x \in \Omega \cap P \} \) and \( \rho = \sup \{ \|x\| : x \in \Omega \} \). Choose \( \delta_1 > (\mu + \rho) / \|v\| \) and define a map \( h : [0, 1] \times (\overline{\Omega} \cap P) \rightarrow P \) as

\[
h(\tau, x) = Tx + \tau \delta_1 v.
\]

Then, by the homotopy property \((F_4)\), we obtain

\[
\text{ind}_{FP}(T, \Omega \cap P, P) = \text{ind}_{FP}(T + \delta_1 v, \Omega \cap P, P).
\]
Now, if \( \text{ind}_{fp}(T, \Omega \cap P, P) \neq 0 \), then there exist an element \( x \in \Omega \cap P \) such that \( x = Tx + \delta v \). Consequently,
\[
\|x\| = \|Tx + \delta v\| \geq \|v\| - \|Tx\| \geq \|v\| - \mu > \rho,
\]
a contradiction. Hence, \( \text{ind}_{fp}(T, \Omega \cap P, P) = 0 \).

**Lemma 1.1.10** Let \( \Omega \) be a bounded and open set in a real Banach space \((\mathcal{B}, \| \cdot \|)\). \( P \) be a cone of \( \mathcal{B} \), \( 0 \in \Omega \) and \( T : \overline{\Omega} \cap P \to P \) be a completely continuous map. Suppose \( Tx \neq x \), for any \( x \in \partial \Omega \cap P \). Then, the fixed point index \( \text{ind}_{fp}(T, \Omega \cap P, P) = 0 \).

**Proof.** We claim that, for some \( v \in P \setminus \{0\} \), \( x \neq Tx + \delta v \) for every \( \delta > 0 \) and \( x \in \partial \Omega \cap P \). Suppose there exist some \( \delta_0 > 0 \) and \( x_0 \in \partial \Omega \cap P \) such that \( x_0 = Tx_0 + \delta_0 v \). Then, \( x_0 = Tx_0 + \delta_0 v > Tx_0 \), a contradiction as \( x_0 \) can not be mapped toward the origin under \( T \). Hence, by Lemma 1.1.9 \( \text{ind}_{fp}(T, \Omega \cap P, P) = 0 \).

**Theorem 1.1.11** (Guo-Krasnosel’skii fixed point theorem) Let \( P \) be a cone of a real Banach space \((\mathcal{B}, \| \cdot \|)\). Let \( \Omega_1, \Omega_2 \) be bounded and open neighborhoods of \( 0 \in \mathcal{B} \) such that \( \Omega_1 \subset \Omega_2 \). Suppose that \( T : (\overline{\Omega_2} \setminus \overline{\Omega_1}) \cap P \to P \) is completely continuous such that one of the following conditions holds:

(i) \( \|Tx\| \leq \|x\| \) for \( x \in \partial \Omega_1 \cap P \), \( \|Tx\| \geq \|x\| \) for \( x \in \partial \Omega_2 \cap P \).

(ii) \( \|Tx\| \leq \|x\| \) for \( x \in \partial \Omega_2 \cap P \), \( \|Tx\| \geq \|x\| \) for \( x \in \partial \Omega_1 \cap P \).

Then, \( T \) has a fixed point in \((\overline{\Omega_2} \setminus \overline{\Omega_1}) \cap P \).

**Proof.** Assume that (i) holds. If \( T \) has a fixed point on \( \partial \Omega_1 \cup \partial \Omega_2 \) then proof is complete. Suppose \( Tx \neq x \) for all \( x \in \partial \Omega_1 \cup \partial \Omega_2 \). First of all we show that \( x \neq \lambda Tx \) for \( \lambda \in (0, 1] \) and \( x \in \partial \Omega_1 \cap P \). Suppose, \( x_1 = \lambda_1 Tx_1 \) for some \( \lambda_1 \in (0, 1) \) and \( x_1 \in \partial \Omega_1 \cap P \). Then, \( \|x_1\| = \lambda_1 \|Tx_1\| < \|Tx_1\| \leq \|x_1\| \), a contradiction. Hence, by Lemma 1.1.8 the fixed point index \( \text{ind}_{fp}(T, \Omega_1 \cap P, P) = 1 \).

We claim that there exist a \( v \in P \setminus \{0\} \) with \( x \neq Tx + \delta v \) for every \( \delta > 0 \) and \( x \in \partial \Omega_2 \cap P \). Suppose, \( x_2 = Tx_2 + \delta_2 v \) for some \( \delta_2 > 0 \) and \( x_2 \in \partial \Omega_2 \cap P \). Then, \( \|x_2\| = \|Tx_2 + \delta_2 v\| > \|Tx_2\| \geq \|x_2\| \), a contradiction. Therefore, by Lemma 1.1.9 the fixed point index \( \text{ind}_{fp}(T, \Omega_2 \cap P, P) = 0 \).

Thus, by the additivity property of fixed point index \( (F_2) \), we obtain
\[
\text{ind}_{fp}(T, (\Omega_2 \setminus \Omega_1) \cap P, P) = \text{ind}_{fp}(T, \Omega_2 \cap P, P) - \text{ind}_{fp}(T, \Omega_1 \cap P, P) = 0 - 1 = -1.
\]
Thus, $T$ has a fixed point in $(\Omega_2 \setminus \Omega_1) \cap P$. The proof for (ii) is similar.

For each $x \in C[0,1] \cap C^1(0,1]$, we write $\|x\|_{0,1} = \max_{t \in [0,1]} |x(t)|$, $\|x\|_1 = \sup_{t \in (0,1]} |x(t)|$ and $\|x\|_2 = \max\{\|x\|, \|x\|_1\}$. Further, for each $x \in C^1[0,1]$ we write $\|x\|_3 = \max\{\|x\|, \|x'\|\}$. The following results are known \cite{7,76,96,99,101,102}.

**Lemma 1.1.12** \((\mathcal{E}, \|\cdot\|_2)\) is a Banach space.

**Lemma 1.1.13** If $x \in \mathcal{E}$, then $|x'(t)| \leq \frac{\|x\|_2}{T}$ for all $t \in (0,1]$.

**Lemma 1.1.14** If $x \in P := \{x \in \mathcal{E} : x(t) \geq t\|x\| \text{ for all } t \in [0,1], x(1) \geq \|x\|_1\}$, then $\|x\|_2 = \|x\|$.

**Lemma 1.1.15** Let $\sigma \in C(0,1)$ and $\sigma > 0$ on $(0,1)$ with $\int_0^1 \sigma(t)dt < +\infty$. Then,

\[
\sup_{t \in [0,1]} \int_0^1 G(t,s)\sigma(s)ds \leq \int_0^1 G(t,s)\sigma(s)ds \text{ for } t \in [0,1],
\]

where

\[
G(t,s) = \begin{cases} 
  s, & 0 \leq s \leq t \\
  t, & 0 \leq t \leq s \leq 1.
\end{cases}
\]

**Lemma 1.1.16** If $x \in P := \{x \in C^1[0,1] : x(t) \geq \gamma\|x\| \text{ for all } t \in [0,1], x(0) \geq \frac{b}{a+b}\|x'\|\}$, then $x(t) \geq \gamma \rho \|x\|_3$ for all $t \in [0,1]$, where $\gamma = \frac{b}{a+b}$, $\rho = \frac{1}{\max\{1, \sigma\}}, a,b > 0$.

**Lemma 1.1.17** Let $\sigma \in C(0,1)$ and $\sigma > 0$ on $(0,1)$ with $\int_0^1 \sigma(t)dt < +\infty$. Then,

\[
\gamma \max_{t \in [0,1]} \int_0^1 G(t,s)\sigma(s)ds \leq \int_0^1 G(t,s)\sigma(s)ds \text{ for } t \in [0,1], \gamma = \frac{b}{a+b}, a,b > 0,
\]

\[
\frac{b}{a} \max_{t \in [0,1]} \int_0^1 \sigma(s)ds = \int_0^1 G(0,s)\sigma(s)ds,
\]

where

\[
G(t,s) = \frac{1}{a} \begin{cases} 
  b+as, & 0 \leq s \leq t \\
  b+at, & 0 \leq t \leq s \leq 1.
\end{cases}
\]

**Lemma 1.1.18** Let $x \in C^1[0,1] \cap C^2(0,1)$ satisfies $x'' < 0$ on $(0,1), x(0) = 0, x'(1) = a \geq 0$. Then, $x(t) \geq tx(1)$ for $t \in [0,1]$. 

1.1 Some basic definitions and known results

**Lemma 1.1.19** The Green’s function

\[
H(t, s) = \begin{cases} 
\frac{t(1-s)}{1-\alpha \eta} - s \frac{\alpha(n-s)}{1-\alpha \eta} - (t-s), & 0 \leq s \leq t \leq 1, s \leq \eta, \\
\frac{t(1-s)}{1-\alpha \eta} - s \frac{\alpha(n-s)}{1-\alpha \eta}, & 0 \leq t \leq s \leq 1, s \leq \eta, \\
\frac{t(1-s)}{1-\alpha \eta}, & 0 \leq t \leq s \leq 1, s \geq \eta, \\
\frac{t(1-s)}{1-\alpha \eta} - (t-s), & 0 \leq s \leq t \leq 1, s \geq \eta. 
\end{cases} 
\]

satisfies

(i) \( H(t, s) \leq \mu s(1-s), \quad (t, s) \in [0, 1] \times [0, 1], \)

(ii) \( H(t, s) \geq \nu s(1-s), \quad (t, s) \in [\eta, 1] \times [0, 1], \)

(iii) \( H(t, s) \geq \nu r(1-t)s(1-s), \quad (t, s) \in [0, 1] \times [0, 1], \)

where

\[
\mu := \frac{\max\{1, \alpha\}}{1-\alpha \eta} > 0, \quad \nu := \frac{\min\{1, \alpha\} \min\{\eta, 1-\eta\}}{1-\alpha \eta} > 0.
\]
Chapter 2
Singular Systems of Ordinary Differential Equations with Nonlocal Boundary Conditions

Existence theory for nonlinear three-point boundary value problems (BVPs) was initiated by Gupta [47]. Since then the study of nonlinear regular multi-point BVPs has attracted the attention of many researchers; see for example, [22, 60, 69, 71, 79, 96, 73, 107] for scalar equations, and for systems of BVPs, see [28, 30, 59]. Recently, the study of SBVPs has also attracted much attention. An excellent resource with an extensive bibliography was produced by Agarwal and O’Regan [3]. In Sections 2.1 and 2.2, we study the following systems of SBVPs

\begin{align*}
-x''(t) &= f(t, y(t)), \quad t \in (0, 1), \\
-y''(t) &= g(t, x(t)), \quad t \in (0, 1), \\
\alpha x(\eta) &= x(0), \quad x(1) = \alpha y(\eta), \\
\alpha y(\eta) &= y(0), \quad y(1) = \alpha x(\eta),
\end{align*}

(2.1)

and

\begin{align*}
-x''(t) &= f(t, x(t), y(t)), \quad t \in (0, 1), \\
-y''(t) &= g(t, x(t), y(t)), \quad t \in (0, 1), \\
\alpha x(\eta) &= x(0), \quad x(1) = \alpha y(\eta), \\
\alpha y(\eta) &= y(0), \quad y(1) = \alpha x(\eta)
\end{align*}

(2.2)

where \( \eta \in (0, 1), \ 0 < \alpha \eta < 1 \). For the system of SBVPs (2.1), we assume that \( f, g : (0, 1) \times (0, \infty) \to (0, \infty) \) are continuous, \( f(t, 0) \) and \( g(t, 0) \) are not identically 0. For the system of SBVPs (2.2), we assume that \( f, g : (0, 1) \times (0, \infty) \times (0, \infty) \to (0, \infty) \) are continuous. Further, both \( f \) and \( g \) are allowed to be singular at \( t = 0, t = 1, x = 0 \)
and/or \( y = 0 \). By singularity we mean that the nonlinearities \( f \) and \( g \) are allowed to be unbounded at \( t = 0, t = 1, x = 0 \) and \( y = 0 \).

Further, in Section 2.3 we present existence result for the following coupled system of SBVPs subject to four-point coupled BCs

\[
\begin{align*}
-x''(t) &= f(t, x(t), y(t)), \quad t \in (0, 1), \\
-y''(t) &= g(t, x(t), y(t)), \quad t \in (0, 1), \\
x(0) &= 0, x(1) = \alpha y(\xi), \\
y(0) &= 0, y(1) = \beta x(\eta),
\end{align*}
\]

where the parameters \( \alpha, \beta, \xi, \eta \) satisfy \( \xi, \eta \in (0, 1), 0 < \alpha \beta \xi \eta < 1 \). We assume that the nonlinearities \( f, g : (0, 1) \times [0, \infty) \times [0, \infty) \to [0, \infty) \) are continuous and allowed to be singular at \( t = 0 \) or \( t = 1 \).

### 2.1 Sufficient conditions for the existence of at least one positive solution

In this section, we establish existence of positive solution to the system of SBVPs (2.1). We say \((x, y)\) is a positive solution to system of SBVPs (2.1) if \((x, y) \in (C[0, 1] \cap C^2(0, 1)) \times (C[0, 1] \cap C^2(0, 1)), x > 0 \) and \( y > 0 \) on \((0, 1] \), \((x, y)\) satisfies (2.1). Let \( n_0 > \max\{\frac{1}{\eta}, 1 - \frac{1}{\eta}, \frac{2 - \alpha}{\alpha \eta}\} \) be a fixed positive integer. For each \( x \in \mathcal{E}_n := C[\frac{1}{n}, 1 - \frac{1}{n}] \), we write \( \|x\|_{\mathcal{E}_n} = \max\{|x(t)| : t \in [\frac{1}{n}, 1 - \frac{1}{n}]\} \), where \( n \in \{n_0, n_0 + 1, n_0 + 2, \cdots \} \). Clearly, \( \mathcal{E}_n \) with the norm \( \| \cdot \|_{\mathcal{E}_n} \) is a Banach space. Define a cone \( K_n \) of \( \mathcal{E}_n \) as

\[
K_n = \{x \in \mathcal{E}_n : x(t) \geq 0 \text{ and } x''(t) \leq 0 \text{ for } t \in [\frac{1}{n}, 1 - \frac{1}{n}]\}.
\]

For any real constant \( r > 0 \), define an open neighborhood of \( 0 \in \mathcal{E}_n \) of radius \( r \) by

\[
\Omega_r = \{x \in \mathcal{E}_n : \|x\|_{\mathcal{E}_n} < r\}.
\]

**Lemma 2.1.1** For \( z \in \mathcal{E}_n \), the linear BVP

\[
\begin{align*}
-u''(t) &= z(t), \quad t \in [\frac{1}{n}, 1 - \frac{1}{n}], \\
u(\frac{1}{n}) &= 0, u(1 - \frac{1}{n}) = \alpha u(\eta),
\end{align*}
\]
2.1 Sufficient conditions for the existence of at least one positive solution

has integral representation

\[ u(t) = \int_{1/n}^{1-1/n} H_n(t, s)z(s)ds, \]  

(2.5)

where the Green's function \( H_n : \left[ \frac{1}{n}, 1 - \frac{1}{n} \right] \times \left[ \frac{1}{n}, 1 - \frac{1}{n} \right] \rightarrow [0, \infty) \) is defined by

\[
H_n(t, s) = \begin{cases} 
\frac{(t - \frac{1}{n})(1 - \frac{1}{n} - s - \alpha(s - s)) - (t - s)}{1 - \frac{1}{n} + \frac{\alpha n}{1 - \eta}} - \alpha s, & \frac{1}{n} \leq s \leq t \leq 1 - \frac{1}{n}, s \leq \eta, \\
\frac{(t - \frac{1}{n})(1 - \frac{1}{n} - s - \alpha(s - s)) - (t - s)}{1 - \frac{1}{n} + \frac{\alpha n}{1 - \eta}} - \alpha s, & \frac{1}{n} \leq t \leq s \leq 1 - \frac{1}{n}, s \leq \eta, \\
\frac{(t - \frac{1}{n})(1 - \frac{1}{n} - s - \alpha(s - s)) - (t - s)}{1 - \frac{1}{n} + \frac{\alpha n}{1 - \eta}} - \alpha s, & \frac{1}{n} \leq t \leq s \leq 1 - \frac{1}{n}, s \geq \eta, \\
\frac{(t - \frac{1}{n})(1 - \frac{1}{n} - s - \alpha(s - s)) - (t - s)}{1 - \frac{1}{n} + \frac{\alpha n}{1 - \eta}} - \alpha s, & \frac{1}{n} \leq s \leq t \leq 1 - \frac{1}{n}, s \geq \eta.
\end{cases}
\]

(2.6)

**Lemma 2.1.2** The Green's function \( H_n \) satisfies

(i) \( H_n(t, s) \leq \mu_n(s - \frac{1}{n})(1 - \frac{1}{n} - s), \quad (t, s) \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right] \times \left[ \frac{1}{n}, 1 - \frac{1}{n} \right], \)

(ii) \( H_n(t, s) \geq \nu_n(s - \frac{1}{n})(1 - \frac{1}{n} - s), \quad (t, s) \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right] \times \left[ \frac{1}{n}, 1 - \frac{1}{n} \right], \)

where

\[
\mu_n := \frac{\max\{1, \alpha\}}{1 - \frac{1}{n} + \frac{\alpha n}{1 - \eta} - \alpha s} > 0, \quad \nu_n := \frac{\min\{1, \alpha\} \min\{\eta - \frac{1}{n}, 1 - \frac{1}{n} - \eta\}}{1 - \frac{1}{n} + \frac{\alpha n}{1 - \eta}} > 0.
\]

Now we consider the modified system of non-singular BVPs

\[
\begin{align*}
-x''(t) &= f(t, \max\{y(t) + \frac{1}{n}, \frac{1}{n}\}), \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right], \\
-y''(t) &= g(t, \max\{x(t) + \frac{1}{n}, \frac{1}{n}\}), \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right], \\
x\left(\frac{1}{n}\right) &= 0, x\left(1 - \frac{1}{n}\right) = \alpha x(\eta), \\
y\left(\frac{1}{n}\right) &= 0, y\left(1 - \frac{1}{n}\right) = \alpha y(\eta),
\end{align*}
\]

(2.7)

which in view of Lemma 2.1.1 can be expressed as a system of integral equations

\[
\begin{align*}
x(t) &= \int_{1/n}^{1-1/n} H_n(t, s)f(s, \max\{y(s) + \frac{1}{n}, \frac{1}{n}\})ds, \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right], \\
y(t) &= \int_{1/n}^{1-1/n} H_n(t, s)g(s, \max\{x(s) + \frac{1}{n}, \frac{1}{n}\})ds, \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right].
\end{align*}
\]

(2.8)

Thus, \((x_n, y_n) \in \mathcal{E} \times \mathcal{E}\) is a solution of (2.7) if and only if \((x_n, y_n)\) is a solution of (2.8). Define maps \(A_n, B_n, T_n : \mathcal{E} \rightarrow K\) by
Assume that uniformly bounded and equicontinuous. We introduce

\[ (A_n y)(t) = \int_{1/n}^{1-1/n} H_n(t, s) f(s, \max \left\{ y(s) + \frac{1}{n}, \frac{1}{n} \right\}) ds, \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right], \]

\[ (B_n x)(t) = \int_{1/n}^{1-1/n} H_n(t, s) g(s, \max \left\{ x(s) + \frac{1}{n}, \frac{1}{n} \right\}) ds, \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right], \quad (2.9) \]

\[ (T_n x)(t) = (A_n(B_n x))(t), \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right]. \]

If \( u_n \in K_n \) is a fixed point of \( T_n \); then the system of BVPs (2.7) has a solution \((x_n, y_n)\) given by

\[ x_n(t) = u_n(t), \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right], \]

\[ y_n(t) = (B_n u_n)(t), \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right]. \]

Assume that the following holds:

\[ (A_1) \quad \text{there exist } K, L \in C((0, 1), (0, \infty)) \text{ and } F, G \in C((0, \infty), (0, \infty)) \text{ such that} \]

\[ f(t, u) \leq K(t) F(u), \quad g(t, u) \leq L(t) G(u), \quad t \in (0, 1), u \in (0, \infty), \]

where

\[ a := \int_0^1 t(1-t)K(t)dt < +\infty, \quad b := \int_0^1 t(1-t)L(t)dt < +\infty. \]

**Lemma 2.1.3** Assume that \((A_1)\) holds. Then the map \( T_n : \Omega_n \cap K_n \to K_n \) is completely continuous.

**Proof.** Clearly, for any \( u \in K_n \), we have \((T_n u)(t) \geq 0\) and \((T_n u)'(t) \leq 0\) for \( t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right] \). Consequently, \( T_n u \in K_n \) for all \( u \in K_n \). Now, we show that \( T_n : \Omega_n \cap K_n \to K_n \) is uniformly bounded and equicontinuous. We introduce

\[ d_n = b \mu_n \max_{u \in [0, 1]} G(u + \frac{1}{n}), \]

\[ \omega_n = \int_{1/n}^{1-1/n} f(t, \frac{1}{n}) + \int_{1/n}^{1-1/n} H_n(t, s) g(s, u(s) + \frac{1}{n}) ds dt. \quad (2.10) \]

For any \( u \in \Omega_n \cap K_n \), using (2.9), \((A_1)\) and (i) of Lemma 2.1.2 we have
2.1 Sufficient conditions for the existence of at least one positive solution

\[ (T_n u)(t) = \int_{1/n}^{1-1/n} H_n(t, s) f(s, \frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) ds \]

\[ \leq \int_{1/n}^{1-1/n} H_n(t, s) K(s) F(\frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) ds \]

\[ \leq \mu_n \int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s) K(s) F(\frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) ds. \]

But, using \((A_1), (i)\) of Lemma 2.1.2 and (2.10),

\[ 0 \leq \int_{1/n}^{1-1/n} H_n(t, s) g(s, u(s) + \frac{1}{n}) ds \]

\[ \leq \int_{1/n}^{1-1/n} H_n(t, s) L(s) G(u(s) + \frac{1}{n}) ds \]

\[ \leq \mu_n \int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s) L(s) G(u(s) + \frac{1}{n}) ds \]

\[ \leq \mu_n \max_{u \in [0, r]} G(u + \frac{1}{n}) \int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s) L(s) ds \]

\[ \leq b \mu_n \max_{u \in [0, r]} G(u + \frac{1}{n}) = d_n. \]

Therefore,

\[ (T_n u)(t) \leq \mu_n \max_{u \in [0, d_n]} F(u + \frac{1}{n}) \int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s) L(s) ds \]

\[ \leq a \mu_n \max_{u \in [0, d_n]} F(u + \frac{1}{n}), \]

which implies that

\[ \| T_n u \|_{d_n} \leq a \mu_n \max_{u \in [0, d_n]} F(u + \frac{1}{n}), \]

that is, \( T_n(\overline{S}_n \cap K_n) \) is uniformly bounded. To show \( T_n(\overline{S}_n \cap K_n) \) is equicontinuous, let \( t_1, t_2 \in [\frac{1}{n}, 1 - \frac{1}{n}] \). Since the Green’s function \( H_n \) is uniformly continuous on \( [\frac{1}{n}, 1 - \frac{1}{n}] \times [\frac{1}{n}, 1 - \frac{1}{n}] \), therefore, \( T_n(\overline{S}_n \cap K_n) \) is equicontinuous. By Theorem 1.1.5, \( T_n(\overline{S}_n \cap K_n) \) is relatively compact. Hence, \( T_n \) is a compact map. Now, we show that \( T_n \) is continuous. Let \( u_m, u \in \overline{S}_n \cap K_n \) such that

\[ \| u_m - u \|_{d_n} \to 0 \text{ as } m \to +\infty. \]

Using (2.9) and (i) of Lemma 2.1.2 we have
\[ |(T_n u_m)(t) - (T_n u)(t)| = \] 
\[ \int_{1/n}^{1-1/n} H_n(t, s) \left( f(s, \frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u_m(\tau) + \frac{1}{n}) d\tau) - f(s, \frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) \right) ds \] 
\[ \leq \mu_n \int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s) \left( f(s, \frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) \right) 
\[ g(\tau, u_m(\tau) + \frac{1}{n}) d\tau - f(s, \frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) \right) ds. \]

Consequently,
\[ ||T_n u_m - T_n u||_{\delta_n} \leq \mu_n \int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s) \left( f(s, \frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) \right) 
\[ g(\tau, u_m(\tau) + \frac{1}{n}) d\tau - f(s, \frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) \right) ds. \]

By the Lebesgue dominated convergent theorem, it follows that
\[ ||T_n u_m - T_n u||_{\delta_n} \to 0 \text{ as } m \to +\infty, \]
that is, \( T_n : \overline{\Omega}_r \cap K_n \to K_n \) is a continuous. Hence, \( T_n : \overline{\Omega}_r \cap K_n \to K_n \) is completely continuous.

Assume that
\( (A_2) \)  
there exist \( \alpha_1, \alpha_2 \in (0, \infty) \) with \( \alpha_1 \alpha_2 \leq 1 \) such that
\[ \lim_{u \to 0} \frac{F(u)}{u^{\alpha_1}} = 0, \quad \lim_{u \to 0} \frac{G(u)}{u^{\alpha_2}} = 0, \]

\( (A_3) \)  
there exist \( \beta_1, \beta_2 \in (0, \infty) \) with \( \beta_1 \beta_2 \geq 1 \) such that
\[ \liminf_{u \to 0^+} \min_{t \in [0, 1]} \frac{f(t, u)}{u^{\beta_1}} > 0, \quad \liminf_{u \to 0^+} \min_{t \in [0, 1]} \frac{g(t, u)}{u^{\beta_2}} > 0. \]

**Theorem 2.1.4** Assume that \( (A_1) - (A_3) \) hold. Then the system of SBVPs (2.1) has a positive solution.

**Proof.** By \( (A_2) \), there exist real constants \( c_1, c_2, c_3, c_4 > 0 \) such that
\[ 2^{\alpha_1} \alpha_2 c_3 c_4 = \frac{\alpha_1 + \alpha_2}{2} < 1, \quad (2.11) \]
In view of (2.11), we choose a real constant $R > 0$ such that

$$R \geq \frac{a_1a_2 + 2^{2m_a}a_b^m \mu_2^{-\alpha_1}c_2^e + 2^{2m_a}a_b^m \mu_2^{-\alpha_1}c_1c_3^e}{1 - 2^{2m_a}a_b^m \mu_2^{-\alpha_1}c_1c_3^e}.$$  \hspace{1cm} (2.13)

For any $u \in \partial \Omega_n \cap K_n$, using (2.9), (A) and (2.12), it follows that

$$(T_n u)(t) = \int_{1/n}^{1-1/n} H_n(t, s) F(s) + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) ds$$

$$\leq \int_{1/n}^{1-1/n} H_n(t, s) K(s) F(s) + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) ds$$

$$\leq \int_{1/n}^{1-1/n} H_n(t, s) K(s) (c_1 + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) ds$$

$$= c_1 \int_{1/n}^{1-1/n} H_n(t, s) K(s) (1 + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) ds$$

Again using (A) and (2.12), we obtain

$$(T_n u)(t) \leq c_1 \int_{1/n}^{1-1/n} H_n(t, s) K(s) (1 + \int_{1/n}^{1-1/n} H_n(s, \tau) L(\tau) G(u(\tau) + \frac{1}{n}) d\tau) ds$$

$$+ c_2 \int_{1/n}^{1-1/n} H_n(t, s) K(s) ds$$

$$\leq c_1 \int_{1/n}^{1-1/n} H_n(t, s) K(s) (1 + \int_{1/n}^{1-1/n} H_n(s, \tau) L(\tau) (c_3 (u(\tau) + \frac{1}{n})^{a_2} + c_4 d\tau) ds$$

$$+ c_2 \int_{1/n}^{1-1/n} H_n(t, s) K(s) ds$$

$$\leq c_1 \int_{1/n}^{1-1/n} H_n(t, s) K(s) ds (1 + \int_{1/n}^{1-1/n} H_n(s, \tau) L(\tau) d\tau (c_3 (R + \frac{1}{n})^{a_2} + c_4) d\tau$$

$$+ c_2 \int_{1/n}^{1-1/n} H_n(t, s) K(s) ds.$$
Choose

Also,

Therefore,

But,

Therefore,

Also,

Consequently,

Using (2.13), we obtain

Now, by \((A_3)\), there exist constants \(c_5, c_6 > 0\) and \(\rho \in (0, R)\) such that

Choose
Using (2.16), we obtain

\[ r_n = \min \left\{ \rho, v_n^{\beta_1 + 1}n^{-\beta_1}c_5c_6^\beta_1 \left( \int_\eta^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s)ds \right)^{\beta_1+1} \right\}. \tag{2.16} \]

For any \( u \in \partial \Omega_n \cap K_n \) and \( t \in [\eta, 1 - \frac{1}{n}] \), using (2.9) and (2.15), we have

\[
(T_nu)(t) = \int_{1/n}^{1-1/n} H_n(t,s)f(s, \frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau)g(\tau, u(\tau) + \frac{1}{n})d\tau)ds \geq c \int_{1/n}^{1-1/n} H_n(t,s)(\int_{1/n}^{1-1/n} H_n(s, \tau)g(\tau, u(\tau) + \frac{1}{n})d\tau)^{\beta_1}ds
\]

\[
\geq c \int_{1/n}^{1-1/n} H_n(t,s)(\int_{1/n}^{1-1/n} H_n(s, \tau)g(\tau, u(\tau) + \frac{1}{n})d\tau)^{\beta_1}ds
\]

\[
\geq c_n c_5 c_6^\beta_1 \int_{1/n}^{1-1/n} H_n(t,s)(\int_{1/n}^{1-1/n} H_n(s, \tau)g(\tau, u(\tau) + \frac{1}{n})d\tau)^{\beta_1}ds
\]

\[
\geq n^{-\beta_1}c_5 c_6^\beta_1 \int_{1/n}^{1-1/n} H_n(t,s)(\int_{1/n}^{1-1/n} H_n(s, \tau)g(\tau, u(\tau) + \frac{1}{n})d\tau)^{\beta_1}ds
\]

Employing (ii) of Lemma 2.1.2 we get

\[
(T_nu)(t) \geq v_n^{\beta_1 + 1}n^{-\beta_1}c_5c_6^\beta_1 \int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s)ds \int_{1/n}^{1-1/n} (\tau - \frac{1}{n})(1 - \frac{1}{n} - \tau)d\tau)^{\beta_1}
\]

\[
= v_n^{\beta_1 + 1}n^{-\beta_1}c_5c_6^\beta_1 \left( \int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s)ds \right)^{\beta_1+1}.
\]

Using (2.16), we obtain

\[
\|T_nu\|_{\partial n} \geq \|u\|_{\partial n} \text{ for all } u \in \partial \Omega_n \cap K_n. \tag{2.17}
\]

In view of (2.14), (2.17) and by Theorem 1.1.11, \( T_n \) has a fixed point \( u_n \in (\bar{\Omega}_R \setminus \Omega_n) \cap K_n \). Note that

\[
r_n \leq \|u_n\|_{\partial n} \leq R \tag{2.18}
\]

and \( r_n \to 0 \) as \( n \to \infty \). Thus, we have exhibited a uniform bound for each \( u_n \in \partial \Omega_n \cap K_n \), and \( \{u_n\}_{m \geq n} \) is uniformly bounded on \( [\frac{1}{n}, 1 - \frac{1}{n}] \).

Now, we show that \( \{u_m\}_{m \geq n} \), is equicontinuous on \( [\frac{1}{n}, 1 - \frac{1}{n}] \). For \( t \in [\frac{1}{n}, 1 - \frac{1}{n}] \), consider the integral equation

\[
u_m(t) = u_m\left( \frac{1}{n} \right) + \frac{u_m(1 - \frac{1}{n}) - \alpha u_m(\eta) - (1 - \alpha)u_m(\frac{1}{n})}{1 - \frac{2}{n} + \frac{\alpha}{n} - \alpha \eta} \left( t - \frac{1}{n} \right) + \int_{1/n}^{1-1/n} H_n(t,s)f(s)ds,
\]
where \( \tilde{f}(t) = f(t, \frac{1}{n} + \int_{1/n}^{1} H_n(t, s)g(s, \frac{1}{n} + u_m(s)) ds) \).

Which can also be written as

\[
\begin{align*}
u_m(t) &= u_m(\frac{1}{n}) + \frac{u_m(1 - \frac{1}{n}) - \alpha u_m(\eta)}{1 - \frac{\alpha}{n} - \alpha \eta} (t - \frac{1}{n}) + \frac{t - \frac{1}{n}}{1 - \frac{\alpha}{n} - \alpha \eta} \\
\int_{1/n}^{1 - 1/n} (1 - \frac{1}{n} - s) \tilde{f}(s) ds - \frac{\alpha(t - \frac{1}{n})}{1 - \frac{\alpha}{n} - \alpha \eta} \int_{1/n}^{\eta} (\eta - s) \tilde{f}(s) ds - \int_{1/n}^{t} (t - s) \tilde{f}(s) ds.
\end{align*}
\]

Differentiating with respect to \( t \), we get

\[
u_m'(t) = \frac{u_m(1 - \frac{1}{n}) - \alpha u_m(\eta) - (1 - \alpha) u_m(\frac{1}{n})}{1 - \frac{\alpha}{n} - \alpha \eta} + \frac{1}{1 - \frac{\alpha}{n} - \alpha \eta} \int_{1/n}^{1 - 1/n} (1 - \frac{1}{n} - s) \tilde{f}(s) ds
\]
Moreover, Proof. For any \( \alpha = 2, \eta = \frac{1}{2} \). Choose

\[
K(t) = \frac{1}{t(1-t)} , \quad F(y) = \frac{1}{t(1-t)} , \quad G(x) = \frac{1}{t(1-t)} ,
\]

and \( \alpha_1 = \frac{1}{2}, \alpha_2 = 2, \beta_1 = \beta_2 = 1 \). Clearly, \( (A_1) - (A_3) \) are satisfied. Hence, by Theorem 2.1.4, the system of SBVPs (2.1) has a positive solution.

Assume that \( (A_4) \) \( f(t,u), G(u) \) are non-increasing with respect to \( u \) and for each fixed \( n \in \{n_0, n_0 + 1, n_0 + 2, \cdots \} \), there exists a constant \( \rho_n > 0 \) such that

\[
f(t, \frac{1}{n} + b \mu_n G(\frac{1}{n})) \geq \rho_n (\frac{1}{n} + b \mu_n G(\frac{1}{n}))^{-1}, \quad t \in \left[ \frac{1}{n}, 1 - \frac{1}{n} \right].
\]

Theorem 2.1.6 Assume that \( (A_1), (A_2) \) and \( (A_4) \) hold. Then the system of SBVPs (2.1) has a positive solution.

Proof. For any \( u \in \partial \Omega_{\rho_n} \cap K_n \), using (2.2), (i) of Lemma 2.1.2 and (A_1), we have
(\(T_n u\))(t) = \int_{1/n}^{1-1/n} H_n(t,s) f(s, \frac{1}{n} + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) ds \\
\geq \int_{1/n}^{1-1/n} H_n(t,s) f(s, \frac{1}{n} + \mu_n \int_{1/n}^{1-1/n} (\tau - \frac{1}{n})(1 - \frac{1}{n} - \tau) g(\tau, u(\tau) + \frac{1}{n}) d\tau) ds \\
\geq \int_{1/n}^{1-1/n} H_n(t,s) f(s, \frac{1}{n} + \mu_n \int_{1/n}^{1-1/n} (\tau - \frac{1}{n})(1 - \frac{1}{n} - \tau)L(\tau)G(u(\tau) + \frac{1}{n}) d\tau) ds \\
\geq \int_{1/n}^{1-1/n} H_n(t,s) f(s, \frac{1}{n} + \mu_n G(\frac{1}{n}) \int_{1/n}^{1-1/n} (\tau - \frac{1}{n})(1 - \frac{1}{n} - \tau)L(\tau) d\tau) ds \\
\geq \int_{1/n}^{1-1/n} H_n(t,s) f(s, \frac{1}{n} + b \mu_n G(\frac{1}{n}) ) ds.

Now in view of (\(A_4\)), we have

\[(T_n u)((t) \geq \rho_n \int_{1/n}^{1-1/n} H_n(t,s) ds \int_{1/n}^{1-1/n} (\tau - \frac{1}{n})(1 - \frac{1}{n} - \tau) d\tau)^{-1} \]

\[\geq \rho_n v_n \int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s) ds \int_{1/n}^{1-1/n} (\tau - \frac{1}{n})(1 - \frac{1}{n} - \tau) d\tau)^{-1} \]

\[= \rho_n v_n,\]

which implies that

\[\|T_n u\|_{\Omega_n} \geq \|u\|_{\Omega_n} \text{ for all } u \in \partial \Omega_n \cap K_n. \quad (2.19)\]

In view of (\(A_2\)), we can choose \(R > \rho_n\) such that (2.14) holds. Hence, in view of (2.14), (2.19) and by Theorem 1.1.11, \(T_n\) has a fixed point \(u_n \in (\Omega_K \setminus \Omega_{\rho_n}) \cap K_n\).

Now, following the same procedure as done in Theorem 2.1.4, the system of SBVPs (2.1) has a positive solution.

**Example 2.1.7** Let

\[f(t,y) = \frac{e^{\frac{1}{t(1-t)}}}{1} \quad g(t,x) = \frac{e^{\frac{1}{t(1-t)}}}{1}\]

and \(\alpha = 2, \eta = \frac{1}{4}\). Choose

\[K(t) = L(t) = \frac{1}{t(1-t)}, \quad F(y) = e^{\frac{1}{2}}, \quad G(x) = e^{\frac{1}{4}}, \]

\[\rho_n \leq \frac{(n-3)}{n} e^{\frac{1/4}{\pi}} \int_{1/3}^{1-1/n} (s - 1/n)(1 - 1/n - s) ds. \] Then (\(A_1\)), (\(A_2\)) and (\(A_4\)) are satisfied. Hence, by Theorem 2.1.4, the system of SBVPs (2.1) has a positive solution.

Assume that
2.1 Sufficient conditions for the existence of at least one positive solution

\((\mathbf{A}_5)\) \(F(u), g(t,u)\) are non-increasing with respect to \(u\) and for each fixed \(n \in \{n_0, n_0+1, n_0+2, \cdots\}\), there exists a constant \(M > 0\) such that

\[
a \mu_n F(v_n) \int_{\eta}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s)g(s, M + \frac{1}{n})ds \leq M.
\]

**Theorem 2.1.8** Assume that \((\mathbf{A}_1), (\mathbf{A}_3)\) and \((\mathbf{A}_5)\) holds. Then the system of SBVPs \((\mathbf{A}_7)\) has a positive solution.

**Proof.** For any \(u \in \partial \Omega_M \cap K_n\), using \((\mathbf{A}_1), (\mathbf{A}_5)\) and \((\mathbf{A}_5)\), we obtain

\[
(T_n u)(t) = \int_{1/n}^{1-1/n} H_n(t, s) f(s, \frac{1}{n}) + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}d\tau)ds
\]

\[
\leq \int_{1/n}^{1-1/n} H_n(t, s) K(s)f(\frac{1}{n}) + \int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}d\tau)ds
\]

\[
\leq \int_{1/n}^{1-1/n} H_n(t, s) K(s)f(\int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, u(\tau) + \frac{1}{n}d\tau)ds)
\]

\[
\leq \int_{1/n}^{1-1/n} H_n(t, s) K(s)f(\int_{1/n}^{1-1/n} H_n(s, \tau) g(\tau, M + \frac{1}{n}d\tau)ds)
\]

Employing \((ii)\) of Lemma 2.1.2 \((\mathbf{A}_5)\) leads to

\[
(T_n u)(t) \leq F(v_n) \int_{\eta}^{1-1/n} (\tau - \frac{1}{n})(1 - \frac{1}{n} - \tau)g(\tau, M + \frac{1}{n})d\tau \int_{1/n}^{1-1/n} H_n(t, s) K(s)ds.
\]

Now, using \((i)\) of Lemma 2.1.2 \((\mathbf{A}_1)\) and \((\mathbf{A}_5)\), we obtain

\[
(T_n u)(t) \leq \mu_n F(v_n) \int_{\eta}^{1-1/n} (\tau - \frac{1}{n})(1 - \frac{1}{n} - \tau)g(\tau, M + \frac{1}{n})d\tau
\]

\[
\int_{1/n}^{1-1/n} (s - \frac{1}{n})(1 - \frac{1}{n} - s)K(s)ds
\]

\[
\leq a \mu_n F(v_n) \int_{\eta}^{1-1/n} (\tau - \frac{1}{n})(1 - \frac{1}{n} - \tau)g(\tau, M + \frac{1}{n})d\tau
\]

\[
\leq M,
\]

which implies that

\[
\|T_n u\| \leq \|u\|_{\mathcal{A}_n} \text{ for all } u \in \partial \Omega_M \cap K_n.
\]  \((2.20)\)
22 2 Singular Systems of ODEs with Nonlocal BCs

By \((A_1)\), we can choose \(r_n \in (0, M)\) such that (2.17) holds. Hence, in view of (2.20), (2.17) and by Theorem 1.1.11, \(T_n\) has a fixed point \(u_n \in (\overline{\Omega}_M \setminus \Omega_{r_n}) \cap K_n\). Consequently, the system of SBVPs (2.1) has a positive solution.

**Example 2.1.9** Let

\[
f(t, y) = \begin{cases} 
  y^{\frac{1}{n}} & \text{if } y \leq 1, \\
  e & \text{if } y > 1,
\end{cases}
\]

\[
g(t, x) = \begin{cases} 
  x^{\frac{1}{n}} & \text{if } x \leq 1, \\
  e & \text{if } x > 1,
\end{cases}
\]

\(\alpha = 2, \eta = \frac{1}{3}\). Choose \(\beta_1 = \beta_2 = 1\),

\[
K(t) = L(t) = \frac{1}{t(1 - t)}, \quad F(y) = \begin{cases} 
  y^{\frac{1}{n}} & \text{if } y \leq 1, \\
  e & \text{if } y > 1,
\end{cases}
\]

\[
G(x) = \begin{cases} 
  x^{\frac{1}{n}} & \text{if } x \leq 1, \\
  e & \text{if } x > 1,
\end{cases}
\]

\[
M \geq \max \{1, 6 F(e(1 - \frac{3}{n}) \int_{1/3}^{1-1/n} \frac{(t - \frac{1}{n})(1 - \frac{1}{n} - t)}{t(1-t)} ds)\}.
\]

Then \((A_1), (A_3)\) and \((A_5)\) are satisfied. Hence, by Theorem 2.1.8 the system of SBVPs (2.1) has a positive solution.

**Theorem 2.1.10** Assume that \((A_1), (A_4)\) and \((A_5)\) hold. Then the system of SBVPs (2.1) has a positive solution.

**Proof.** By \((A_1)\) and \((A_4)\), we obtain (2.19). By \((A_5)\) we can choose a constant \(M > \rho_n\) such that (2.20) holds. Then by Theorem 1.1.11, \(T_n\) has a fixed point \(u_n \in (\overline{\Omega}_M \setminus \Omega_{\rho_n}) \cap K_n\). Consequently, the system of SBVPs (2.1) has a positive solution.

**Example 2.1.11** Let

\[
f(t, y) = \frac{1}{t(1-t)} \frac{1}{\sqrt[3]{y}}, \quad g(t, x) = \frac{1}{t(1-t)} \frac{1}{x^2}
\]

and \(\alpha = 2, \eta = \frac{1}{3}\). Choose

\[
K(t) = L(t) = \frac{1}{t(1-t)}, \quad F(y) = \frac{1}{\sqrt[3]{y}}, \quad G(x) = \frac{1}{x^2}.
\]

Choose constants \(\rho_n\) and \(M\) such that
2.2 Sufficient conditions for the existence of at least one positive solution to a more general singular system

\[ \rho_n \leq \frac{4(n-3)}{n(6n^2+1)} \int_0^{1/3} (t - \frac{1}{n})(1 - \frac{1}{n} - t) dt, \]
\[ M \geq \frac{1}{n} \left( (1 - \frac{3}{n}) \int_0^{1/3} \frac{(t - \frac{1}{n})(1 - \frac{1}{n} - t)}{t(1-t)} dt \right)^{1/2} - 1. \]

Then \((A_1), (A_4),\) and \((A_5)\) are satisfied. Hence, by Theorem 2.1.10, the system of BVPs (2.1) has a positive solution.

2.2 Sufficient conditions for the existence of at least one positive solution to a more general singular systems

In this section, we establish the existence of positive solution for the system of SBVPs (2.2). We say \((x, y)\) is a positive solution of the system of SBVPs (2.2) if \((x, y) \in (C[0, 1] \cap C^2(0, 1)) \times (C[0, 1] \cap C^2(0, 1)), x > 0 and y > 0\) on \((0, 1), (x, y)\) satisfies (2.2). For \(x \in C[0, 1]\), we write \(||x|| = \max_{t \in [0, 1]} |x(t)|\). For any real constant \(r > 0\), we define an open neighborhood of 0 \(\in C[0, 1]\) as

\[ \Omega_r = \{ x \in C[0, 1] : ||x|| < r \}. \]

Define a cone \(K\) of \(C[0, 1]\) as

\[ K = \{ x \in C[0, 1] : x(t) \geq t(1-t) \gamma ||x|| \text{ for } t \in [0, 1] \}, \]

where

\[ 0 < \gamma := \frac{\min\{1, \alpha\} \min\{\eta, 1-\eta\}}{\max\{1, \alpha\}} < 1. \]

For each \((x, y) \in C[0, 1] \times C[0, 1]\), we write \(||(x, y)|| = ||x|| + ||y||\). Clearly, \((C[0, 1] \times C[0, 1], ||\cdot||)\) is a Banach space and \(K \times K\) is a cone of \(C[0, 1] \times C[0, 1]\).

For \(n \in \{1, 2, \cdots\}\), consider the following system of SBVPs

\[ -x''(t) = f(t, \max\{x(t) + \frac{1}{n}, \frac{1}{n}\}, \max\{y(t) + \frac{1}{n}, \frac{1}{n}\}), \quad t \in [0, 1], \]
\[ -y''(t) = g(t, \max\{x(t) + \frac{1}{n}, \frac{1}{n}\}, \max\{y(t) + \frac{1}{n}, \frac{1}{n}\}), \quad t \in [0, 1], \]
\[ x(0) = y(0) = 0, x(1) = \alpha x(\eta), y(1) = \alpha y(\eta). \]
The system of BVPs (2.21) can be expressed as an equivalent system of integral equations

\[
\begin{align*}
x(t) &= \int_0^1 H(t,s) f(s, \max \{x(s) + \frac{1}{n}, \frac{1}{n}\}, \max \{y(s) + \frac{1}{n}, \frac{1}{n}\}) ds, \\
y(t) &= \int_0^1 H(t,s) g(s, \max \{x(s) + \frac{1}{n}, \frac{1}{n}\}, \max \{y(s) + \frac{1}{n}, \frac{1}{n}\}) ds,
\end{align*}
\] (2.22)

where the Green’s function \(H\) is represented by (1.1). By a solution of the system of BVPs (2.21), we mean a solution of the corresponding system of integral equations (2.22). Define a map \(T_n : C[0,1] \times C[0,1] \to K \times K\) by

\[
T_n(x,y) = (A_n(x,y), B_n(x,y)),
\] (2.23)

where the maps \(A_n, B_n : C[0,1] \times C[0,1] \to K\) are defined by

\[
A_n(x,y)(t) = \int_0^1 H(t,s) f(s, \max \{x(s) + \frac{1}{n}, \frac{1}{n}\}, \max \{y(s) + \frac{1}{n}, \frac{1}{n}\}) ds,
\]

\[
B_n(x,y)(t) = \int_0^1 H(t,s) g(s, \max \{x(s) + \frac{1}{n}, \frac{1}{n}\}, \max \{y(s) + \frac{1}{n}, \frac{1}{n}\}) ds.
\] (2.24)

Clearly, if \((x_n, y_n) \in C[0,1] \times C[0,1]\) is a fixed point of \(T_n\), then \((x_n, y_n)\) also a solution of the system of BVPs (2.21).

Assume that

\((A_6)\) for each \(t \in (0,1)\), \(f(t,x,y)\) and \(g(t,x,y)\) are non-increasing with respect to

\(x\) and \(y\), \(f(\cdot, 1, 1), g(\cdot, 1, 1) \in C((0,1),(0,\infty))\) and

\[
\begin{align*}
a &:= \int_0^1 t(1-t)f(t,t(1-t),t(1-t)) dt < +\infty, \\
b &:= \int_0^1 t(1-t)g(t,t(1-t),t(1-t)) dt < +\infty,
\end{align*}
\]

\((A_7)\) there exist real constants \(\alpha_i, \beta_i\) with \(\alpha_i \leq 0 \leq \beta_i, i = 1,2\), such that for all \(t \in (0,1), x,y \in (0,\infty),\)

\[
\begin{align*}
c^{\beta_1} f(t,x,y) &\leq f(t,cx,y) \leq c^{\alpha_1} f(t,x,y), & &\text{if } 0 < c \leq 1, \\
c^{\alpha_1} f(t,x,y) &\leq f(t,cx,y) \leq c^{\beta_1} f(t,x,y), & &\text{if } c \geq 1, \\
c^{\beta_2} f(t,x,y) &\leq f(t,x,cy) \leq c^{\alpha_2} f(t,x,y), & &\text{if } 0 < c \leq 1, \\
c^{\alpha_2} f(t,x,y) &\leq f(t,x,cy) \leq c^{\beta_2} f(t,x,y), & &\text{if } c \geq 1;
\end{align*}
\]
2.2 Sufficient conditions for the existence of at least one positive solution to a more general singular system

(A₈) there exist real constants γᵢ, ρᵢ with γᵢ ≤ 0 ≤ ρᵢ, i = 1, 2, such that for all t ∈ (0, 1), x, y ∈ (0, ∞),

\[ e^{ρ₁}g(t,x,y) ≤ g(t,ε x,y) ≤ e^{ρ₂}g(t,x,y), \quad \text{if } 0 < c ≤ 1, \]

\[ e^{ρ₃}g(t,x,y) ≤ g(t,c x,y) ≤ e^{ρ₄}g(t,x,y), \quad \text{if } c ≥ 1, \]

\[ e^{ρ₅}g(t,x,y) ≤ g(t,x,c y) ≤ e^{ρ₆}g(t,x,y), \quad \text{if } 0 < c ≤ 1, \]

\[ e^{ρ₇}g(t,x,y) ≤ g(t,x,c y) ≤ e^{ρ₈}g(t,x,y), \quad \text{if } c ≥ 1. \]

**Lemma 2.2.1** Assume that (A₆) – (A₈) holds. Then the map \( Tₙ : (\overline{Ω}_{r₁} × \overline{Ω}_{r₂}) \cap (K × K) \rightarrow K × K \) is completely continuous.

**Proof.** Clearly, \( Tₙ(x,y) ∈ K × K \) for all \( (x,y) ∈ K × K \). Now, we show that the map \( Aₙ : (\overline{Ω}_{r₁} × \overline{Ω}_{r₂}) \cap (K × K) \rightarrow K × K \) is uniformly bounded and equicontinuous. For \( (x,y) ∈ (\overline{Ω}_{r₁} × \overline{Ω}_{r₂}) \cap (K × K) \), using (2.24), (A₆), (A₇) and Lemma 1.1.19, \( Aₙ((\overline{Ω}_{r₁} × \overline{Ω}_{r₂}) \cap (K × K)) \) is uniformly bounded. Similarly, using (2.24), (A₆), (A₈) and Lemma 1.1.19 we can show that \( Bₙ((\overline{Ω}_{r₁} × \overline{Ω}_{r₂}) \cap (K × K)) \) is also uniformly bounded. Thus, \( Tₙ((\overline{Ω}_{r₁} × \overline{Ω}_{r₂}) \cap (K × K)) \) is uniformly bounded. Since the Green’s function \( H \) is uniformly continuous on \([0, 1] × [0, 1]\), therefore, \( Tₙ((\overline{Ω}_{r₁} × \overline{Ω}_{r₂}) \cap (K × K)) \) is equicontinuous. Thus by Theorem 1.1.5, it follows that \( Tₙ((\overline{Ω}_{r₁} × \overline{Ω}_{r₂}) \cap (K × K)) \) is relatively compact. Hence, \( Tₙ \) is a compact map.

Now, we show that \( Tₙ \) is continuous. Let \( (xₘ, yₘ), (x,y) ∈ K × K \) such that

\[ ||(xₘ, yₘ) - (x,y)|| → 0 \text{ as } m → +∞. \]

Using (2.24) and (i) of Lemma 2.1.2, we have

\[ |Aₙ(xₘ, yₘ)(t) - Aₙ(x,y)(t)| = \left| \int_{0}^{1} H(t,s) \left( f(s,xₘ(s) + \frac{1}{n}, yₘ(s) + \frac{1}{n}) - f(s,x(s) + \frac{1}{n}, y(s) + \frac{1}{n}) \right) ds \right| \]

\[ ≤ \int_{0}^{1} H(t,s) \left| f(s,xₘ(s) + \frac{1}{n}, yₘ(s) + \frac{1}{n}) - f(s,x(s) + \frac{1}{n}, y(s) + \frac{1}{n}) \right| ds \]

\[ ≤ \mu \int_{0}^{1} s(1-s) \left| f(s,xₘ(s) + \frac{1}{n}, yₘ(s) + \frac{1}{n}) - f(s,x(s) + \frac{1}{n}, y(s) + \frac{1}{n}) \right| ds. \]

Consequently,

\[ ||Aₙ(xₘ, yₘ) - Aₙ(x,y)|| ≤ \mu \int_{0}^{1} s(1-s) \left| f(s,xₘ(s) + \frac{1}{n}, yₘ(s) + \frac{1}{n}) - f(s,x(s) + \frac{1}{n}, y(s) + \frac{1}{n}) \right| ds. \]

By Lebesgue dominated convergence theorem, it follows that
\begin{align*}
\|A_n(x_m, y_m) - A_n(x, y)\| &\to 0 \text{ as } m \to +\infty, \quad (2.25) \\
\|B_n(x_m, y_m) - B_n(x, y)\| &\to 0 \text{ as } m \to +\infty, \quad (2.26)
\end{align*}

Similarly, by using (2.24) and (i) of Lemma 2.1.2, we have

\begin{align*}
\|T_n(x_m, y_m) - T_n(x, y)\| &\to 0 \text{ as } m \to +\infty,
\end{align*}

From (2.25), (2.26) and (2.23), it follows that

\[
\|T_n(x_m, y_m) - T_n(x, y)\| \to 0 \text{ as } m \to +\infty,
\]

that is, \(T_n : (\Omega_{r_1} \times \Omega_{r_2}) \cap (K \times K) \to K \times K\) is continuous. Hence, \(T_n : (\Omega_{r_1} \times \Omega_{r_2}) \cap (K \times K) \to K \times K\) is completely continuous.

**Theorem 2.2.2** Assume that \((A_6) - (A_8)\) hold. Then the system of SBVPs (2.2) has a positive solution.

**Proof.** Choose a real constants \(R_1 > 0\) and \(R_2 > 0\) such that

\[
R_1 \geq \max \left\{1, \left(\frac{\mu \gamma^{\alpha_2} + \alpha_2 c_7^{\alpha_1 + \alpha_2 - \beta_1 - \beta_2 R_{1 R^2}}}{\gamma^2} \right)^{\frac{1}{\gamma^2}} \right\},
\]

\[
R_2 \geq \max \left\{1, \left(\frac{\mu \gamma^{\beta_1} + \beta_1 c_7^{\gamma_1 + \gamma_2 - \rho_1 - \rho_2 R_1 R_2}}{\gamma^2} \right)^{\frac{1}{\gamma^2}} \right\}, \quad (2.27)
\]

where \(c_7 \in (0, 1]\) such that \(c_7 R_1 \leq 1\) and \(c_7 R_2 \leq 1\). For any \((x, y) \in \partial(\Omega_{r_1} \times \Omega_{r_2}) \cap (K \times K)\), using (2.24), (A_6), (A_7), (2.27) and (i) of Lemma 1.1.19, we have

\[
A_n(x, y)(t) = \int_0^1 H(t, s)f(s, x(s) + \frac{1}{n}y(s) + \frac{1}{n})ds \\
\leq \mu \int_0^1 s(1-s)f(s, s(1-s)\gamma\|x\|, s(1-s)\gamma\|y\|)ds \\
\leq R_1
\]

which implies that

\[
\|A_n(x, y)\| \leq \|x\| \text{ for all } (x, y) \in \partial(\Omega_{r_1} \times \Omega_{r_2}) \cap (K \times K). \quad (2.28)
\]

Similarly, using (2.24), (A_6), (A_8), (i) of Lemma 1.1.2, (2.27), we obtain

\[
B_n(x, y) \leq \|y\| \text{ for all } (x, y) \in \partial(\Omega_{r_1} \times \Omega_{r_2}) \cap (K \times K). \quad (2.29)
\]

From (2.28), (2.29) and (2.23), it follows that

\[
\|T_n(x, y)\| \leq \|x,y\| \text{ for all } (x, y) \in \partial(\Omega_{r_1} \times \Omega_{r_2}) \cap (K \times K). \quad (2.30)
\]
2.2 Sufficient conditions for the existence of at least one positive solution to a more general singular system

Choose a real constants \( r_n \in (0, R_1) \) and \( s_n \in (0, R_2) \) such that

\[
\begin{align*}
\frac{r_n}{c_8} &\leq \frac{r_n}{c_8} \int_0^1 (1 - s) f(s, 1, 1) ds \\
\frac{s_n}{c_8} &\leq \frac{s_n}{c_8} \int_0^1 (1 - s) g(s, 1, 1) ds
\end{align*}
\]

(2.31)

where \( c_8 \in (0, 1] \) is such that \( c_8 (r_n + \frac{1}{n}) \leq 1 \) and \( c_8 (s_n + \frac{1}{n}) \leq 1 \). For any \( (x, y) \in \partial (\Omega_{r_n} \times \Omega_{s_n}) \cap (K \times K) \), using (2.24), (A7) and Lemma 1.1.19 we have

\[
A_n(x, y)(t) = \int_0^1 H(t, s) f\left(s, x(s) + \frac{1}{n}, y(s) + \frac{1}{n}\right) ds
\]

(2.32)

and

\[
B_n(x, y)(t) = \int_0^1 H(t, s) \frac{x(s) + \frac{1}{n}}{c_8}, c_8, x(s) + \frac{1}{n}) ds
\]

(2.33)

From (2.32) and (2.33), we obtain

\[
\|T_n(x, y)\| \geq \|(x, y)\| \text{ for all } (x, y) \in \partial (\Omega_{r_n} \times \Omega_{s_n}) \cap (K \times K).
\]

(2.34)

In view of (2.30), (2.34), and by Theorem 1.1.11, \( T_n \) has a fixed point \( (x_n, y_n) \in (\Omega_{R_1} \times \Omega_{R_2} \setminus (\Omega_{r_n} \times \Omega_{s_n})) \cap (K \times K) \). Further

\[
r_n \leq \|x_n\| \leq R_1, s_n \leq \|y_n\| \leq R_2,
\]

(2.35)

where \( r_n, s_n \to 0 \) as \( n \to \infty \). Thus, \( \{x_n, y_n\}_{n=1}^\infty \) bounded uniformly on \([0, 1]\). Moreover, since the Green’s function \( H \) is uniformly continuous on \([0, 1] \times [0, 1]\), therefore \( \{x_n, y_n\}_{n=1}^\infty \) is equicontinuous on \([0, 1]\). Thus, there exists a subsequence \( \{x_{n_k}, y_{n_k}\} \) of \( \{x_n, y_n\} \) converging uniformly to \( (x, y) \in C[0, 1] \times C[0, 1] \). Now, for \( t \in [0, 1] \) consider the integral equations
\[ x_{n_k}(t) = \int_{0}^{1} H(t,s) f(t,x_{n_k}(s) + \frac{1}{n_k} y_{n_k}(s) + \frac{1}{n_k}) ds, \]
\[ y_{n_k}(t) = \int_{0}^{1} H(t,s) g(t,x_{n_k}(s) + \frac{1}{n_k} y_{n_k}(s) + \frac{1}{n_k}) ds, \]
as \( n_k \to \infty \), we have
\[ x(t) = \int_{0}^{1} H(t,s) f(t,x(s), y(s)) ds, \quad t \in [0,1], \]
\[ y(t) = \int_{0}^{1} H(t,s) g(s,x(s), y(s)) ds, \quad t \in [0,1]. \]
Moreover,
\[ x(0) = 0, x(1) = \alpha x(\eta), y(0) = 0, y(1) = \alpha y(\eta). \]
Hence, \((x, y)\) is a solution of the system of BVPs (2.2). Moreover, since \( f, g : (0, 1) \times (0, \infty) \times (0, \infty) \to (0, \infty) \) and the Green's function \( H \) is positive on \((0, 1) \times (0, 1)\), it follows that \( x > 0 \) and \( y > 0 \) on \([0, 1]\).

**Example 2.2.3** Let
\[ f(t,x,y) = \frac{1}{\sqrt{t(1-t)}xy}, \]
\[ g(t,x,y) = \frac{1}{\sqrt{t(1-t)}xy} \]
Clearly, \( f \) and \( g \) satisfy assumptions \((A_6) - (A_8)\). Hence, by Theorem 2.2.2 the system of SBVPs (2.2) has a positive solution.

### 2.3 Singular systems of ODEs with four-point coupled BCs

In this section, we establish the existence of positive solutions for the system of SBVPs (2.3). By a positive solution to the system of SBVPs (2.3), we mean that \((x, y) \in (C[0, 1] \cap C^2(0, 1)) \times (C[0, 1] \cap C^2(0, 1))\), \((x, y)\) satisfies (2.3), \( x > 0 \) and \( y > 0 \) on \([0, 1]\). For each \( x \in C[0, 1] \) we write \( \|x\| = \max_{t \in [0,1]} |x(t)| \). Let
\[ P = \{ x \in C[0, 1] : \min_{t \in [\max\{\xi, \eta\}, 1]} x(t) \geq \gamma\|x\| \}, \]
where
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\[ 0 < \gamma := \frac{\min\{1, \alpha \xi, \alpha \beta \xi, \beta \eta, \alpha \beta \eta\} \min\{\xi, \eta, 1 - \xi, 1 - \eta\}}{\max\{1, \alpha, \beta, \alpha \beta \xi, \alpha \beta \eta\}} < 1. \]

Clearly, \((C[0, 1], \| \cdot \|)\) is a Banach space and \(P\) is a cone of \(C[0, 1]\). Similarly, for each \((x, y) \in C[0, 1] \times C[0, 1]\) we write \(||(x, y)|| = ||x|| + ||y||\). Clearly, \((C[0, 1] \times C[0, 1], || \cdot ||)\) is a Banach space and \(P \times P\) is a cone of \(C[0, 1] \times C[0, 1]\). For any real constant \(r > 0\), define \(\mathcal{C}_r = \{(x, y) \in C[0, 1] \times C[0, 1] : \|(x, y)|| < r\}.

**Lemma 2.3.1** Let \(u, v \in C[0, 1]\), then the system of BVPs

\[ \begin{align*}
-x''(t) &= u(t), & t & \in [0, 1], \\
-y''(t) &= v(t), & t & \in [0, 1], \\
x(0) &= 0, x(1) = \alpha y(\xi), \\
y(0) &= 0, y(1) = \beta x(\eta),
\end{align*} \tag{2.36} \]

has integral representation

\[ \begin{align*}
x(t) &= \int_0^1 F_{\xi \eta}(t, s)u(s)ds + \int_0^1 G_{\alpha \beta \xi \eta}(t, s)v(s)ds, \\
y(t) &= \int_0^1 F_{\eta \xi}(t, s)v(s)ds + \int_0^1 G_{\beta \alpha \eta \xi}(t, s)u(s)ds,
\end{align*} \tag{2.37} \]

where

\[ F_{\xi \eta}(t, s) = \begin{cases} \\
\frac{t(1-s)}{1-\alpha \beta \xi \eta} - \frac{\alpha \beta \xi (\eta - s)}{1-\alpha \beta \xi \eta} - (t - s), & 0 \leq s \leq t \leq 1, s \leq \eta, \\
\frac{t(1-s)}{1-\alpha \beta \xi \eta} - \frac{\alpha \beta \xi (\eta - s)}{1-\alpha \beta \xi \eta}, & 0 \leq t \leq s \leq 1, s \leq \eta, \\
(t - s), & 0 \leq s \leq t \leq 1, s \geq \eta, \\
(t - s), & 0 \leq t \leq s \leq 1, s \geq \eta,
\end{cases} \tag{2.38} \]

\[ G_{\alpha \beta \xi \eta}(t, s) = \begin{cases} \\
\frac{\alpha \xi (1-s)}{1-\alpha \beta \xi \eta} - \frac{\alpha \xi (\eta - s)}{1-\alpha \beta \xi \eta}, & 0 \leq s \leq t \leq 1, s \leq \xi, \\
\frac{\alpha \xi (1-s)}{1-\alpha \beta \xi \eta} - \frac{\alpha \xi (\eta - s)}{1-\alpha \beta \xi \eta}, & 0 \leq s \leq t \leq 1, s \geq \xi,
\end{cases} \tag{2.39} \]

**Lemma 2.3.2** The functions \(F_{\xi \eta}\) and \(G_{\alpha \beta \xi \eta}\) satisfies

(i) \( F_{\xi \eta}(t, s) \leq \frac{\max\{1, \alpha \xi\}}{1-\alpha \beta \xi \eta}s(1-s), \quad t, s \in [0, 1], \)

(ii) \( G_{\alpha \beta \xi \eta}(t, s) \leq \frac{\alpha}{1-\alpha \beta \xi \eta}s(1-s), \quad t, s \in [0, 1], \)

**Remark 2.3.3** In view of Lemma 2.3.2 we have
Lemma 2.3.4 The functions $F_{\eta \xi}(t,s)$ and $G_{\alpha \beta \xi \eta}$ satisfies

(i) $F_{\eta \xi}(t,s) \geq \frac{\min\{1, \alpha \beta \eta\} \min\{\eta, 1 - \eta\}}{1 - \alpha \beta \xi \eta} s(1-s), \quad (t,s) \in [\eta, 1] \times [0,1],$

(ii) $G_{\alpha \beta \xi \eta}(t,s) \geq \frac{\beta \eta \min\{\eta, 1 - \eta\}}{1 - \alpha \beta \xi \eta} s(1-s), \quad (t,s) \in [\xi, 1] \times [0,1].$

Remark 2.3.5 In view of Lemma 2.3.4 we have

$$F_{\eta \xi}(t,s) \geq \frac{\min\{1, \alpha \beta \eta\} \min\{\xi, 1 - \xi\}}{1 - \alpha \beta \xi \eta} s(1-s), \quad (t,s) \in [\xi, 1] \times [0,1],$$

$$G_{\alpha \beta \xi \eta}(t,s) \geq \frac{\beta \eta \min\{\eta, 1 - \eta\}}{1 - \alpha \beta \xi \eta} s(1-s), \quad (t,s) \in [\eta, 1] \times [0,1].$$

Remark 2.3.6 From Lemma 2.3.2 and Remark 2.3.3 for $t,s \in [0,1]$, we have

$$F_{\eta \xi}(t,s) \leq \mu s(1-s), F_{\eta \xi}(t,s) \leq \mu s(1-s),$$

$$G_{\alpha \beta \xi \eta}(t,s) \leq \mu s(1-s), G_{\alpha \beta \xi \eta}(t,s) \leq \mu s(1-s),$$

where $\mu = \max\{1, \alpha \beta \eta\} \min\{\xi, 1 - \xi\} / (1 - \alpha \beta \xi \eta).$ Similarly, from Lemma 2.3.4 and Remark 2.3.5 for $t,s \in [\max\{\xi, \eta\}, 1] \times [0,1]$, we have

$$F_{\eta \xi}(t,s) \geq \nu s(1-s), F_{\eta \xi}(t,s) \geq \nu s(1-s),$$

$$G_{\alpha \beta \xi \eta}(t,s) \geq \nu s(1-s), G_{\alpha \beta \xi \eta}(t,s) \geq \nu s(1-s),$$

where $\nu = \min\{1, \alpha \beta \beta \eta \eta, (\xi, \xi, 1 - \xi, 1 - \xi)\} / (1 - \alpha \beta \xi \eta).$

In view of Lemma 2.3.1 the system of BVPs (2.3) can be expressed as

$$x(t) = \int_0^t F_{\eta \xi}(t,s)f(s,x(s),y(s))ds + \int_0^t G_{\alpha \beta \xi \eta}(t,s)g(s,x(s),y(s))ds, \quad t \in [0,1],$$

$$y(t) = \int_0^t F_{\eta \xi}(t,s)g(s,x(s),y(s))ds + \int_0^t G_{\alpha \beta \xi \eta}(t,s)f(s,x(s),y(s))ds, \quad t \in [0,1].$$

(2.40)

By a solution of the system of BVPs (2.3), we mean a solution of the corresponding system of integral equations (2.40). Define a map $T : P \times P \to P \times P$ by
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\[ T(x, y) = (A(x, y), B(x, y)), \]

(2.41)

where the maps \( A, B : P \times P \to P \) are defined by

\[
A(x, y)(t) = \int_0^1 F_{\xi \eta}(t, s)f(s, x(s), y(s))ds + \int_0^1 G_{\alpha \beta \xi \eta}(t, s)g(s, x(s), y(s))ds, \quad t \in [0, 1],
\]

\[
B(x, y)(t) = \int_0^1 F_{\xi \eta}(t, s)g(s, x(s), y(s))ds + \int_0^1 G_{\beta \alpha \eta \xi}(t, s)f(s, x(s), y(s))ds, \quad t \in [0, 1].
\]

(2.42)

Clearly, if \((x, y) \in P \times P\) is a fixed point of \(T\), then \((x, y)\) is a solution of the system of BVPs (2.3).

Assume that

\((A_9)\) \quad \(f(\cdot, 1, 1), g(\cdot, 1, 1) \in C((0, 1), (0, \infty))\) and satisfy

\[
a := \int_0^1 t(1-t)f(t, 1, 1)dt < +\infty, \quad b := \int_0^1 t(1-t)g(t, 1, 1)dt < +\infty,
\]

\((A_{10})\) \quad there exist real constants \(\alpha_i, \beta_i\) with \(0 \leq \alpha_i \leq \beta_i < 1, i = 1, 2; \beta_1 + \beta_2 < 1\), such that for all \(t \in (0, 1), x, y \in [0, \infty),\)

\[
c^{\beta_i}f(t, x, y) \leq f(t, c x, y) \leq c^{\alpha_i}f(t, x, y), \quad 0 < c \leq 1,
\]

\[
c^{\alpha_i}f(t, x, y) \leq f(t, c x, y) \leq c^{\beta_i}f(t, x, y), \quad c \geq 1,
\]

\[
c^{\beta_2}f(t, x, y) \leq f(t, x, c y) \leq c^{\alpha_2}f(t, x, y), \quad 0 < c \leq 1,
\]

\[
c^{\alpha_2}f(t, x, y) \leq f(t, x, c y) \leq c^{\beta_2}f(t, x, y), \quad c \geq 1.
\]

\((A_{11})\) \quad there exist real constants \(\gamma_i, \rho_i\) with \(0 \leq \gamma_i \leq \rho_i < 1, i = 1, 2; \rho_1 + \rho_2 < 1\), such that for all \(t \in (0, 1), x, y \in [0, \infty),\)

\[
c^{\rho_i}g(t, x, y) \leq g(t, c x, y) \leq c^{\gamma_i}g(t, x, y), \quad 0 < c \leq 1,
\]

\[
c^{\gamma_i}g(t, x, y) \leq g(t, c x, y) \leq c^{\rho_i}g(t, x, y), \quad c \geq 1,
\]

\[
c^{\rho_2}g(t, x, y) \leq g(t, x, c y) \leq c^{\gamma_2}g(t, x, y), \quad 0 < c \leq 1,
\]

\[
c^{\gamma_2}g(t, x, y) \leq g(t, x, c y) \leq c^{\rho_2}g(t, x, y), \quad c \geq 1.
\]

**Lemma 2.3.7** Assume that \((A_9) - (A_{11})\) hold. Then the map \(T : \overline{Q} \cap (P \times P) \to P \times P\) is completely continuous.

**Theorem 2.3.8** Assume that \((A_9) - (A_{11})\) hold. Then the system of BVPs (2.3) has a positive solution.
Theorem 2.3.9 Assume that \( (A_6) - (A_8) \) hold. Then the system of BVPs with singularity at \( t = 0, t = 1, x = 0 \) and/or \( y = 0 \) has a positive solution.
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Singular Systems of Second-Order Two-Point Boundary Value Problems

The existence of positive solutions for a nonlinear second-order two-point BVPs has received much attention; see for example the case of regular nonlinearities, [37, 38, 52, 67], and the case of singular nonlinearities, see [1, 4, 29]. However, these results are for the case when nonlinear functions are independent of the first derivative. The BVPs involving the first derivative with regular nonlinear functions can be seen in [45, 51, 105].

In [3, Section 2.4], Agarwal and O’Regan studied the existence of at least one positive solution for the following BVP with $a = 1$ and $b = 0$,

$$
\begin{align*}
- y''(t) &= q(t)f(t, y(t), y'(t)), \quad t \in (0, 1), \\
ay(0) - by'(0) &= y'(1) = 0,
\end{align*}
$$

(3.1)

where $f : [0, 1] \times [0, \infty) \times (0, \infty) \to [0, \infty)$ is continuous and is allowed to be singular at $y' = 0$; $q \in C(0, 1)$ and $q > 0$ on $(0, 1)$. The existence of multiple positive solutions for second-order BVPs has also invited attention of many authors, [51, 56, 61, 62, 77, 82, 107, 66, 106]. B. Yan et al. [101] have studied the existence of multiple positive solutions of the BVP (3.1) with $a = 1$ and $b = 0$. Further, they generalized these results and established the existence of at least two positive solutions for BVP (3.1) with $a > 0$ and $b > 0$. [102].

In Sections 3.1, 3.2, 3.3 and 3.4 we study the existence and multiplicity of positive solutions to the following coupled systems of SBVPs
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\[-x''(t) = p(t)f(t,y(t),y'(t)), \quad t \in (0,1),\]
\[-y''(t) = q(t)g(t,x(t),y'(t)), \quad t \in (0,1),\]
\[x(0) = y(0) = x'(1) = y'(1) = 0,\]  

(3.2)

and

\[-x''(t) = p(t)f(t,y(t),y'(t)), \quad t \in (0,1),\]
\[-y''(t) = q(t)g(t,x(t),y'(t)), \quad t \in (0,1),\]
\[a_1x(0) - b_1x'(0) = x'(1) = 0,\]
\[a_2y(0) - b_2y'(0) = y'(1) = 0,\]

where the functions \(f,g : [0,1] \times [0,\infty) \times (0,\infty) \to [0,\infty)\) are continuous and are allowed to be singular at \(x' = 0, y' = 0\). Moreover, \(p,q \in C(0,1)\) and positive on \((0,1)\), and the real constants \(a_i (i = 1,2) > 0, b_i (i = 1,2) > 0\). By singularity of \(f\) and \(g\), we mean that the functions \(f(t,x,y)\) and \(g(t,x,y)\) are allowed to be unbounded at \(y = 0\).

Agarwal and O’Regan [3, Section 2.10] have developed the method of upper and lower solutions for the SBVP

\[-y''(t) = q(t)f(t,y(t),y'(t)), \quad t \in (0,1),\]
\[y(0) = y(1) = 0,\]

(3.4)

where \(f : [0,1] \times (0,\infty) \times \mathbb{R} \to \mathbb{R}\) is continuous and singular at \(y = 0\) and the function \(q \in C(0,1)\) is positive on \((0,1)\). Further, they have presented the method of upper and lower solutions for more general problems in [36].

In Section 3.6 we study the existence of \(C^1\)-positive solutions for the following system of SBVPs

\[-x''(t) = p_1(t)f_1(t,x(t),y(t),y'(t)), \quad t \in (0,1),\]
\[-y''(t) = p_2(t)f_2(t,x(t),y(t),y'(t)), \quad t \in (0,1),\]
\[x(0) = x(1) = y(0) = y(1) = 0,\]

(3.5)

where \(f_1, f_2 : [0,1] \times (0,\infty) \times (0,\infty) \times \mathbb{R} \to \mathbb{R}\) are continuous. Moreover, \(f_1, f_2\) are allowed to change sign and may be singular at \(x = 0, y = 0\). Also, \(p_1, p_2 \in C(0,1)\) are positive on \((0,1)\).
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Further in Section 3.5, we study more general coupled system of ODEs and prove the existence of $C^1$-positive solution to the following system of ODEs subject to two-point coupled BCs

$$
-x''(t) = p(t)f(t,x(t),y(t),x'(t)), \quad t \in (0,1),
-\psi(0) = q(t)g(t,x(t),y(t),y'(t)), \quad t \in (0,1),
$$

$$
a_1y(0) - b_1x'(0) = 0, y'(1) = 0,
-a_2x(0) - b_2y'(0) = 0, x'(1) = 0,
$$

where the nonlinearities $f, g : [0,1] \times [0,\infty) \times (0,\infty) \to [0,\infty)$ are continuous and are allowed to be singular at $x' = 0, y' = 0$. Moreover, $p, q \in C(0,1)$, $p > 0$ and $q > 0$ on $(0,1)$.

3.1 Existence of $C^1$-positive solutions

In this section, we establish sufficient conditions for the existence of $C^1$-positive solutions to the system of SBVPs \((3.2)\). By a $C^1$-positive solution to the system of SBVPs \((3.2)\), we mean that $(x,y) \in C^1[0,1] \cap C^2(0,1) \times (C^1[0,1] \cap C^2(0,1))$ satisfying \((3.2)\), $x > 0$ and $y > 0$ on $(0,1)$, $x' > 0$ and $y' > 0$ on $(0,1)$. For each $x \in C[0,1] \cap C^1(0,1]$, we write $\|x\| = \max_{t \in [0,1]} |x(t)|$ and $\|x\|_1 = \sup_{t \in (0,1)} |t| |x'(t)|$. Moreover, for each $x \in \mathcal{E} := \{x \in C[0,1] \cap C^1(0,1] : \|x\| < +\infty\}$, we write $\|x\|_2 = \max\{\|x\|, \|x\|_1\}$. By Lemma 1.1.12 $(\mathcal{E}, \|\cdot\|_2)$ is a Banach space. Moreover, for each $x \in C^1[0,1]$, we write $\|x\|_3 = \max\{\|x\|, \|x'\|\}$. Clearly, $(C^1[0,1], \|\cdot\|_3)$ is a Banach space.

Assume that

\( (B_1) \quad p, q \in C(0,1), p, q > 0 \text{ on } (0,1), \int_0^1 p(t)dt < +\infty \text{ and } \int_0^1 q(t)dt < +\infty; \)

\( (B_2) \quad f, g : [0,1] \times [0,\infty) \times (0,\infty) \to [0,\infty) \text{ are continuous with } f(t,x,y) > 0 \text{ and } g(t,x,y) > 0 \text{ on } [0,1] \times (0,\infty) \times (0,\infty); \)

\( (B_3) \quad f(t,x,y) \leq k_1(x)(u_1(y) + v_1(y)) \text{ and } g(t,x,y) \leq k_2(x)(u_2(y) + v_2(y)), \text{ where } u_i(i = 1,2) > 0 \text{ are continuous and nonincreasing on } (0,\infty), k_i(i = 1,2) \geq 0, \)

\( (B_4) \)
Remark 3.1.1 Since $I$, $J$ are continuous, $I^{-1}$, $J^{-1}$ are also monotonically increasing. Hence, $I$ and $J$ are invertible. Moreover, $I^{-1}$ and $J^{-1}$ are also monotonically increasing.

**Theorem 3.1.2** Assume that $(B_1) - (B_7)$ hold. Then the system of BVPs $(3.7)$ has a $C^1$-positive solution.

Proof. In view of $(B_4)$, we can choose real constants $M_1 > 0$ and $M_2 > 0$ such that

\[
\frac{M_1}{I^{-1}(k_1(J^{-1}(k_2(M_1)\int_0^1 q(s)ds))\int_0^1 p(s)ds)} > 1,
\]

\[
\frac{M_2}{J^{-1}(k_2(J^{-1}(k_1(M_2)\int_0^1 p(s)ds))\int_0^1 q(s)ds)} > 1.
\]

From the continuity of $k_1$, $k_2$, $I$ and $J$, choose $\varepsilon > 0$ small enough such that

\[
\frac{M_1}{I^{-1}(k_1(J^{-1}(k_2(M_1)\int_0^1 q(s)ds + J(\varepsilon)))\int_0^1 p(s)ds + I(\varepsilon))} > 1, \quad (3.7)
\]

\[
\frac{M_2}{J^{-1}(k_2(J^{-1}(k_1(M_2)\int_0^1 p(s)ds + I(\varepsilon)))\int_0^1 q(s)ds + J(\varepsilon))} > 1. \quad (3.8)
\]

Choose real constants $L_1 > 0$ and $L_2 > 0$ such that

\[
I(L_1) > k_1(M_2)\int_0^1 p(s)ds + I(\varepsilon), \quad (3.9)
\]
Consider the modified system of BVPs

\[ J(L_2) > k_2(M_1) \int_0^1 q(s)ds + J(\varepsilon). \] (3.10)

Choose \( n_0 \in \{1, 2, \cdots\} \) such that \( \frac{1}{n_0} < \varepsilon \). For each fixed \( n \in \{n_0, n_0 + 1, \cdots\} \), define retractions \( \theta_i : \mathbb{R} \to [0, M_i] \) and \( \rho_i : \mathbb{R} \to [\frac{1}{n}, L_i] \) by

\[
\theta_i(x) = \max\{0, \min\{x, M_i\}\} \quad \text{and} \quad \rho_i(x) = \max\{\frac{1}{n}, \min\{x, L_i\}\}, \quad i = 1, 2.
\]

Consider the modified system of BVPs

\[
\begin{align*}
-x''(t) &= p(t)f(t, \theta_2(y(t)), \rho_1(x'(t))), \quad t \in (0, 1), \\
y''(t) &= q(t)g(t, \theta_1(x(t)), \rho_2(y'(t))), \quad t \in (0, 1), \\
x(0) &= y(0) = 0, \quad x'(1) = y'(1) = \frac{1}{n}.
\end{align*}
\] (3.11)

Since \( f(t, \theta_2(y(t)), \rho_1(x'(t))), g(t, \theta_1(x(t)), \rho_2(y'(t))) \) are continuous and bounded on \([0, 1] \times \mathbb{R}^2\), by Theorem 1.1.7, it follows that the modified system of BVPs (3.11) has a solution \((x_n, y_n) \in (C^1[0, 1] \cap C^2(0, 1)) \times (C^1[0, 1] \cap C^2(0, 1))\).

Using (3.11) and (B2), we obtain

\[
x_n''(t) \leq 0 \quad \text{and} \quad y_n''(t) \leq 0 \quad \text{for} \quad t \in (0, 1),
\]

which on integration from \( t \) to 1, using the BCs (3.11), implies that

\[
x_n(t) \geq \frac{1}{n} \quad \text{and} \quad y_n(t) \geq \frac{1}{n} \quad \text{for} \quad t \in [0, 1]. \] (3.12)

Integrating (3.12) from 0 to \( t \), using the BCs (3.11), we have

\[
x_n(t) \geq \frac{t}{n} \quad \text{and} \quad y_n(t) \geq \frac{t}{n} \quad \text{for} \quad t \in [0, 1]. \] (3.13)

From (3.12) and (3.13), it follows that

\[
\|x_n\| = x_n(1) \quad \text{and} \quad \|y_n\| = y_n(1).
\]

Now, we show that

\[
x_n'(t) < L_1, \quad y_n'(t) < L_2, \quad t \in [0, 1]. \] (3.14)

First, we prove \( x_n'(t) < L_1 \) for \( t \in [0, 1] \). Suppose \( x_n'(t_1) \geq L_1 \) for some \( t_1 \in [0, 1] \). Using (3.11) and (B3), we have
which can also be written as

\[-x_n''(t) \leq p(t)k_1(\theta_2(y_n(t)))(u_1(p_1(x_n'(t))) + v_1(p_1(x_n'(t)))) , \quad t \in (0, 1),\]

which implies that

\[
-\frac{x_n''(t)}{u_1(p_1(x_n'(t))) + v_1(p_1(x_n'(t)))} \leq k_1(M_2)p(t), \quad t \in (0, 1).
\]

Integrating from \(t_1\) to 1, using the BCs (3.11), we obtain

\[
\int_{t_1}^{1} \frac{dz}{u_i(z) + v_1(z)} \leq k_1(M_2) \int_{t_1}^{1} p(t)dt,
\]

which can also be written as

\[
\int_{\frac{t_1}{2}}^{L_1} \frac{dz}{u_i(z) + v_1(z)} + \int_{L_1}^{L_1} \frac{dz}{u_i(L_1) + v_1(L_1)} \leq k_1(M_2) \int_{0}^{1} p(t)dt.
\]

Using the increasing property of \(I\), we obtain

\[
I(L_1) + \frac{x_n'(t_1)}{u_1(L_1) + v_1(L_1)} \leq k_1(M_2) \int_{0}^{1} p(t)dt + I(\varepsilon),
\]

a contradiction to (3.9). Hence, \(x_n'(t) < L_1\) for \(t \in [0, 1]\). Similarly, we can show that \(y_n'(t) < L_2\) for \(t \in [0, 1]\).

Now, we show that

\[
x_n(t) < M_1, \quad y_n(t) < M_2, \quad t \in [0, 1]. \tag{3.15}
\]

Suppose \(x_n(t_2) \geq M_1\) for some \(t_2 \in [0, 1]\). From (3.11), (3.14) and (B_3), it follows that

\[-x_n''(t) \leq p(t)k_1(\theta_2(y_n(t)))(u_1(x_n'(t)) + v_1(x_n'(t))) , \quad t \in (0, 1),
\]

\[-y_n''(t) \leq q(t)k_2(\theta_1(x_n(t)))(u_2(y_n'(t)) + v_2(y_n'(t))) , \quad t \in (0, 1),
\]

which implies that

\[
-\frac{x_n''(t)}{u_1(x_n'(t)) + v_1(x_n'(t))} \leq k_1(\theta_2(\|y_n\|))p(t), \quad t \in (0, 1),
\]

\[
-\frac{y_n''(t)}{u_2(y_n'(t)) + v_2(y_n'(t))} \leq k_2(M_1)q(t), \quad t \in (0, 1).
\]

Integrating from \(t\) to 1, using the BCs (3.11), we obtain
Integrating (3.16) from 0 to \( t \) which implies that

\[ I(x_n'(t)) - I\left(\frac{1}{n}\right) \leq k_1(\theta_2(\|y_n\|)) \int_0^1 p(s)ds, \quad t \in [0, 1], \]

\[ J(y_n'(t)) - J\left(\frac{1}{n}\right) \leq k_2(M_1) \int_0^1 q(s)ds, \quad t \in [0, 1]. \]

The increasing property of \( I \) and \( J \) leads to

\[ x_n'(t) \leq I^{-1}\left(k_1(\theta_2(\|y_n\|))\right) \int_0^1 p(s)ds + I(\varepsilon), \quad t \in [0, 1], \]  \hspace{1cm} (3.16)

\[ y_n'(t) \leq J^{-1}\left(k_2(M_1)\right) \int_0^1 q(s)ds + J(\varepsilon), \quad t \in [0, 1]. \]  \hspace{1cm} (3.17)

Integrating (3.16) from 0 to \( t_2 \) and (3.17) from 0 to 1, using the BCs (3.11), we obtain

\[ M_1 \leq x_n(t_2) \leq I^{-1}(k_1(\theta_2(\|y_n\|))) \int_0^1 p(s)ds + I(\varepsilon), \]  \hspace{1cm} (3.18)

\[ ||y_n|| \leq J^{-1}(k_2(M_1)) \int_0^1 q(s)ds + J(\varepsilon). \]  \hspace{1cm} (3.19)

Either we have \( ||y_n|| < M_2 \) or \( ||y_n|| \geq M_2 \). If \( ||y_n|| < M_2 \), then from (3.18), we have

\[ M_1 \leq I^{-1}(k_1(\|y_n\|)) \int_0^1 p(s)ds + I(\varepsilon). \]  \hspace{1cm} (3.20)

Now, by using (3.19) in (3.20) and the increasing property of \( k_1 \) and \( I^{-1} \), we obtain

\[ M_1 \leq I^{-1}(k_1(J^{-1}(k_2(M_1))) \int_0^1 q(s)ds + J(\varepsilon)) \int_0^1 p(s)ds + I(\varepsilon), \]

which implies that

\[ \frac{M_1}{I^{-1}(k_1(J^{-1}(k_2(M_1))) \int_0^1 q(s)ds + J(\varepsilon)) \int_0^1 p(s)ds + I(\varepsilon)} \leq 1, \]

a contradiction to (3.7).

On the other hand, if \( ||y_n|| \geq M_2 \), then from (3.18) and (3.19), we have
We claim that

\[ M_1 \leq x_n(t_2) \leq I^{-1}(k_1(M_2) \int_0^1 p(s)ds + I(\varepsilon)), \quad (3.21) \]

\[ M_2 \leq J^{-1}(k_2(M_1) \int_0^1 q(s)ds + J(\varepsilon)). \quad (3.22) \]

Using (3.22) in (3.21) and the increasing property of \( k_1 \) and \( I^{-1} \), leads to

\[ M_1 \leq I^{-1}(k_1(J^{-1}(k_2(M_1) \int_0^1 q(s)ds + J(\varepsilon))) \int_0^1 p(s)ds + I(\varepsilon)), \]

which implies that

\[ \frac{M_1}{I^{-1}(k_1(J^{-1}(k_2(M_1) \int_0^1 q(s)ds + J(\varepsilon))) \int_0^1 p(s)ds + I(\varepsilon))} \leq 1, \]

a contradiction to (3.7). Hence, \( x_n(t) < M_1 \) for \( t \in [0, 1] \). Similarly, we can show that \( y_n(t) < M_2 \) for \( t \in [0, 1] \).

Thus, in view of (3.11)-(3.15), \((x_n, y_n)\) is a solution of the following coupled system of BVPs

\[ \begin{align*}
-x''(t) &= p(t)f(t, y(t), y'(t)), & t \in (0, 1), \\
y''(t) &= q(t)g(t, x(t), y'(t)), & t \in (0, 1), \\
x(0) &= y(0) = 0, & x'(1) = y'(1) = \frac{1}{n},
\end{align*} \quad (3.23) \]

satisfy

\[ \begin{align*}
\frac{t}{n} &\leq x_n(t) < M_1, \quad \frac{1}{n} \leq y_n'(t) < L_1, & t \in [0, 1], \\
\frac{t}{n} &\leq y_n(t) < M_2, \quad \frac{1}{n} \leq y_n'(t) < L_2, & t \in [0, 1].
\end{align*} \quad (3.24) \]

Now, in view of (B6), there exist continuous functions \( \varphi_{M_2L_1} \) and \( \psi_{M_2L_2} \) defined on \([0, 1]\) and positive on \((0, 1)\), and real constants \( 0 \leq \delta_1, \delta_2 < 1 \) such that

\[ \begin{align*}
f(t, y_n(t), y_n'(t)) &\geq \varphi_{M_2L_1}(t) (y_n(t))^\delta_1, & (t, y_n(t), y_n'(t)) \in [0, 1] \times [0, M_2] \times [0, L_1], \\
g(t, x_n(t), y_n'(t)) &\geq \psi_{M_2L_2}(t) (x_n(t))^\delta_2, & (t, x_n(t), y_n'(t)) \in [0, 1] \times [0, M_1] \times [0, L_2].
\end{align*} \quad (3.25) \]

We claim that

\[ x_n'(t) \geq \frac{\delta_1}{2} \int_t^1 s^\delta_1 p(s) \varphi_{M_2L_1}(s)ds, \quad (3.26) \]
3.1 Existence of $C^1$-positive solutions

\[ y_n'(t) \geq C_1^{\delta_2} \int_0^t s^{\delta_2} q(s) \psi_{M_1 L_2}(s) ds, \]  
\[ (3.27) \]

where

\[ C_1 = \left( \int_0^1 s^{\delta_2+1} q(s) \psi_{M_1 L_2}(s) ds \right)^{\frac{\delta_1}{1-\delta_1 \delta_2}} \left( \int_0^1 s^{\delta_1+1} p(s) \phi_{M_2 L_1}(s) ds \right)^{\frac{1}{1-\delta_1 \delta_2}}, \]

\[ C_2 = \left( \int_0^1 s^{\delta_1+1} p(s) \phi_{M_2 L_1}(s) ds \right)^{\frac{\delta_2}{1-\delta_1 \delta_2}} \left( \int_0^1 s^{\delta_2+1} q(s) \psi_{M_1 L_2}(s) ds \right)^{\frac{1}{1-\delta_1 \delta_2}}. \]

To prove (3.26), consider the following relation

\[ x_n(t) = t + \int_0^t s p(s) f(s, y_n(s), x_n'(s)) ds + \int_t^1 t p(s) f(s, y_n(s), x_n'(s)) ds, \]  
\[ (3.28) \]

which implies that

\[ x_n(1) \geq \int_0^1 s p(s) f(s, y_n(s), x_n'(s)) ds. \]

Using (3.25) and Lemma 1.1.18, we obtain

\[ x_n(1) \geq (y_n(1))^{\delta_1} \int_0^1 s^{\delta_1+1} p(s) \phi_{M_2 L_1}(s) ds. \]  
\[ (3.29) \]

Similarly, using (3.25) and Lemma 1.1.18, we obtain

\[ y_n(1) \geq (x_n(1))^{\delta_2} \int_0^1 s^{\delta_2+1} q(s) \psi_{M_1 L_2}(s) ds, \]

which in view of (3.29) implies that

\[ y_n(1) \geq (y_n(1))^{\delta_1 \delta_2} \left( \int_0^1 s^{\delta_1+1} p(s) \phi_{M_2 L_1}(s) ds \right) \int_0^1 s^{\delta_2+1} q(s) \psi_{M_1 L_2}(s) ds \]

Hence,

\[ y_n(1) \geq C_2. \]  
\[ (3.30) \]

Now, from (3.28), it follows that

\[ x_n'(t) \geq \int_0^1 p(s) f(s, y_n(s), x_n'(s)) ds. \]

Using (3.25), Lemma 1.1.18 and (3.30), we obtain (3.26). Similarly, we can prove (3.27).

Now, using (3.25), (B_3), (3.26), (3.30) and (3.27), we have
In view of (3.24), (3.31), (B1) and (B7), it follows that the sequences \( \{x_n^{(j)} , y_n^{(j)} \} \) \((j = 0, 1)\) are uniformly bounded and equicontinuous on \([0, 1]\). Hence, by Theorem 1.1.5 there exist subsequences \( \{x_{n_k}^{(j)} , y_{n_k}^{(j)} \} \) \((j = 0, 1)\) of \( \{x_n^{(j)} , y_n^{(j)} \} \) \((j = 0, 1)\) and \((x,y) \in C^1[0,1] \times C^1[0,1]\) such that \(x_{n_k}^{(j)} , y_{n_k}^{(j)}\) converges uniformly to \((x^{(j)} , y^{(j)})\) on \([0, 1]\) \((j = 0, 1)\). Also, \(x(0) = y(0) = x'(1) = y'(1) = 0\). Moreover, from (3.26) and (3.27), with \(n_k\) in place of \(n\) and taking \(\lim_{n_k \to +\infty}\), we have

\[
\begin{align*}
  x'(t) &\geq C_{\alpha}^0 \int_0^t s^{\alpha_1} p(s) \varphi_{M_1 L_1} (s) ds, \\
  y'(t) &\geq C_{\beta}^0 \int_0^t s^{\beta_1} q(s) \psi_{M_1 L_2} (s) ds,
\end{align*}
\]

which shows that \(x' > 0\) and \(y' > 0\) on \([0, 1]\), \(x > 0\) and \(y > 0\) on \((0, 1]\). Further, \((x_{n_k}, y_{n_k})\) satisfy

\[
\begin{align*}
  x'_{n_k}(t) &= x_{n_k}'(0) - \int_0^t p(s) f(s, y_{n_k}(s), x_{n_k}(s)) ds, \quad t \in [0, 1], \\
  y'_{n_k}(t) &= y_{n_k}'(0) - \int_0^t q(s) g(s, x_{n_k}(s), y_{n_k}(s)) ds, \quad t \in [0, 1].
\end{align*}
\]

Passing to the limit as \(n_k \to \infty\), we obtain

\[
\begin{align*}
  x'(t) &= x'(0) - \int_0^t p(s) f(s, y(s), x'(s)) ds, \quad t \in [0, 1], \\
  y'(t) &= y'(0) - \int_0^t q(s) g(s, x(s), y'(s)) ds, \quad t \in [0, 1],
\end{align*}
\]

which implies that

\[
\begin{align*}
  -x''(t) &= p(t) f(t, y(t), x'(t)), \quad t \in (0, 1), \\
  -y''(t) &= q(t) g(t, x(t), y'(t)), \quad t \in (0, 1).
\end{align*}
\]

Hence, \((x,y)\) is a \(C^1\)-positive solution of the system of SBVPs (3.2).

**Example 3.1.3** Consider the following coupled system of SBVPs
where $0 < \beta_1 < 1$ and $0 < \beta_2 < \frac{1}{2}$.

Choose $p(t) = t^{-\frac{1}{2}}(1 - t)^{-\frac{3}{2}}$, $q(t) = t^{-\frac{1}{2}}(1 - t)^{-\frac{3}{2}}$, $k_1(x) = x^\beta$, $k_2(x) = x^\alpha$, $u_1(x) = x^{-\beta_1}$, $u_2(x) = x^{-\beta_2}$ and $v_1(x) = v_2(x) = 0$.

Then, $I(z) = \beta_1 + 1$, $J(z) = \beta_2 + 1$, $I^{-1}(z) = (\beta_1 + 1)^{\frac{1}{\beta_1 + 1}}z^{\frac{1}{\beta_1 + 1}}$ and $J^{-1}(z) = (\beta_2 + 1)^{\frac{1}{\beta_2 + 1}}z^{\frac{1}{\beta_2 + 1}}$.

Also, $\int_0^1 p(t) dt = \int_0^1 q(t) dt = \frac{2\pi}{\sqrt{3}}$.

Moreover,

$$\sup_{c \in (0, \infty)} \frac{c}{\int_0^1 (k_1(J^{-1}(k_2(c) \int_0^1 q(s) ds)) \int_0^1 p(s) ds)} = \sup_{c \in (0, \infty)} \frac{c}{\left(\frac{2\pi}{\sqrt{3}}\right) \beta_1 + 1}^{\frac{1}{\beta_1 + 1}} \left(\beta_1 + 1\right)^{\frac{1}{\beta_1 + 1}} \left(\beta_2 + 1\right)^{\frac{1}{\beta_2 + 1}} \left(\beta_1 + 1\right)^{\frac{1}{\beta_1 + 1}} \left(\beta_2 + 1\right)^{\frac{1}{\beta_2 + 1}} c^{\frac{1}{\beta_1 + 1}} \left(\beta_2 + 1\right)^{\frac{1}{\beta_2 + 1}} c^{\frac{1}{\beta_2 + 1}} = \infty,$$

and

$$\sup_{c \in (0, \infty)} \frac{c}{\int_0^1 (k_2(I^{-1}(k_1(c) \int_0^1 p(s) ds)) \int_0^1 q(s) ds)} = \sup_{c \in (0, \infty)} \frac{c}{\left(\frac{2\pi}{\sqrt{3}}\right) \beta_1 + 1}^{\frac{1}{\beta_1 + 1}} \left(\beta_1 + 1\right)^{\frac{1}{\beta_1 + 1}} \left(\beta_2 + 1\right)^{\frac{1}{\beta_2 + 1}} \left(\beta_1 + 1\right)^{\frac{1}{\beta_1 + 1}} \left(\beta_2 + 1\right)^{\frac{1}{\beta_2 + 1}} c^{\frac{1}{\beta_1 + 1}} \left(\beta_2 + 1\right)^{\frac{1}{\beta_2 + 1}} c^{\frac{1}{\beta_2 + 1}} = \infty.$$
shows that \((B_7)\) also holds. Since, \((B_1) - (B_7)\) are satisfied. Therefore, by Theorem 3.2, the system of BVPs 3.2 has a \(C^1\)-positive solution.

### 3.2 Existence of at least two positive solutions

In this section, we establish sufficient conditions for the existence of at least two positive solutions of the system of SBVPs (3.2). By a positive solution \((x, y)\) of the system of BVPs (3.2), we mean that \((x, y) \in \mathcal{E} \times \mathcal{E}\) satisfies (3.2), \(x > 0\) and \(y > 0\) on \([0, 1]\), \(x' > 0\) and \(y' > 0\) on \([0, 1]\). Define a cone \(P\) of \(\mathcal{E}\) by

\[
P = \{ x \in \mathcal{E} : x(t) \geq t \| x \| \text{ for all } t \in [0, 1], x(1) \geq \| x \|_1 \}.
\]

For each \((x, y) \in \mathcal{E} \times \mathcal{E}\) we write \(\| (x, y) \|_4 = \| x \|_2 + \| y \|_2\). Clearly, \((\mathcal{E} \times \mathcal{E}, \| \cdot \|_4)\) is a Banach space and \(P \times P\) is a cone of \(\mathcal{E} \times \mathcal{E}\). We define a partial ordering in \(\mathcal{E}\), by \(x \leq y\) if and only if \(x(t) \leq y(t), t \in [0, 1]\). We define a partial ordering in \(\mathcal{E} \times \mathcal{E}\), by \((x_1, y_1) \preceq (x_2, y_2)\) if and only if \(x_1 \leq x_2\) and \(y_1 \leq y_2\). For any real constant \(r > 0\), we define an open neighborhood of \((0, 0) \in \mathcal{E} \times \mathcal{E}\) as

\[
\mathcal{O}_r = \{ (x, y) \in \mathcal{E} \times \mathcal{E} : \| (x, y) \|_4 < r \}.
\]

In view of \((B_4)\), there exist real constants \(R_1 > 0\) and \(R_2 > 0\) such that

\[
R_1 \frac{I^{-1}(k_1(J^{-1}(k_2(R_1) \int_0^1 q(s)ds) \int_0^1 p(s)ds))}{J^{-1}(k_2(k_1(R_1) \int_0^1 p(s)ds) \int_0^1 q(s)ds)} \geq 1, \quad (3.33)
\]

\[
R_2 \frac{J^{-1}(k_1(J^{-1}(k_2(R_2) \int_0^1 q(s)ds) \int_0^1 p(s)ds))}{J^{-1}(k_2(J^{-1}(k_1(R_2) \int_0^1 p(s)ds) \int_0^1 q(s)ds))} \geq 1, \quad (3.34)
\]

From the continuity of \(k_1, k_2, I\) and \(J\), we choose \(\varepsilon > 0\) small enough such that

\[
R_1 \frac{I^{-1}(k_1(J^{-1}(k_2(R_1 + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon)) + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon))}{J^{-1}(k_2(J^{-1}(k_1(R_1 + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon)) + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon))} \geq 1, \quad (3.35)
\]

\[
R_2 \frac{J^{-1}(k_1(J^{-1}(k_2(R_2 + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon)) + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon))}{J^{-1}(k_2(J^{-1}(k_1(R_2 + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon)) + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon))} \geq 1. \quad (3.36)
\]

Choose \(n_0 \in \{1, 2, \cdots\}\) such that \(\frac{1}{n_0} < \varepsilon\) and for each fixed \(n \in \{n_0, n_0 + 1, \cdots\}\), consider the system of non-singular BVPs...
3.2 Existence of at least two positive solutions

\[ -x''(t) = p(t)f(t,y(t) + \frac{t}{n}, |x'(t)| + \frac{1}{n}), \quad t \in (0,1), \]
\[ -y''(t) = q(t)g(t,x(t) + \frac{t}{n}, |y'(t)| + \frac{1}{n}), \quad t \in (0,1), \]
\[ x(0) = x'(1) = y(0) = y'(1) = 0. \] \hspace{1cm} (3.37)

We write (3.37) as an equivalent system of integral equations

\[ x(t) = \int_0^1 G(t,s)p(s)f(s,y(s) + \frac{s}{n}, |x'(s)| + \frac{1}{n})ds, \quad t \in [0,1], \]
\[ y(t) = \int_0^1 G(t,s)q(s)f(s,x(s) + \frac{s}{n}, |y'(s)| + \frac{1}{n})ds, \quad t \in [0,1], \] \hspace{1cm} (3.38)

where the Green’s function is defined as

\[ G(t,s) = \begin{cases} s, & 0 \leq s \leq t \leq 1, \\ t, & 0 \leq t \leq s \leq 1. \end{cases} \]

By a solution of the system of BVPs (3.37), we mean a solution of the corresponding system of integral equations (3.38).

Define a map \( T_n : \mathcal{E} \times \mathcal{E} \to \mathcal{E} \times \mathcal{E} \) by

\[ T_n(x,y) = (A_n(x,y), B_n(x,y)), \] \hspace{1cm} (3.39)

where the maps \( A_n, B_n : \mathcal{E} \times \mathcal{E} \to \mathcal{E} \) are defined by

\[ A_n(x,y)(t) = \int_0^1 G(t,s)p(s)f(s,y(s) + \frac{s}{n}, |x'(s)| + \frac{1}{n})ds, \quad t \in [0,1], \]
\[ B_n(x,y)(t) = \int_0^1 G(t,s)q(s)f(s,x(s) + \frac{s}{n}, |y'(s)| + \frac{1}{n})ds, \quad t \in [0,1]. \] \hspace{1cm} (3.40)

Clearly, if \((x_n, y_n) \in \mathcal{E} \times \mathcal{E}\) is a fixed point of \( T_n \); then \((x_n, y_n)\) is a solution of the system of BVPs (3.37).

Assume that

\[ \text{(B)} \quad \text{for any real constant } E > 0, \text{ there exist continuous functions } \varphi_E \text{ and } \psi_E \]

\[ \text{defined on } [0,1] \text{ and positive on } (0,1), \text{ and constants } 0 \leq \delta_1, \delta_2 < 1 \text{ such that} \]
\[ f(t,x,y) \geq \varphi_E(t)x^{\delta_1}, \quad g(t,x,y) \geq \psi_E(t)y^{\delta_2} \]
\[ \text{on } [0,1] \times [0,E] \times [0,\infty). \]
Firstly, we show that \( A_n(x,y)(t) = \int_0^1 G(t,s)p(s)f(s,y(s) + \frac{s}{n}|x'(s)| + \frac{1}{n})ds \) \( \geq t \max_{\tau \in [0,1]} \int_\tau^1 G(\tau,s)p(s)f(s,y(s) + \frac{s}{n}|x'(s)| + \frac{1}{n})ds = t ||A_n(x,y)|| \) (3.41)

and

\[
||A_n(x,y)||_1 = \sup_{\tau \in [0,1]} \tau |A_n(x,y)'(\tau)| = \sup_{\tau \in [0,1]} \tau \int_\tau^1 p(s)f(s,y(s) + \frac{s}{n}|x'(s)| + \frac{1}{n})ds 
\leq \max_{\tau \in [0,1]} \int_0^1 G(t,s)p(s)f(s,y(s) + \frac{s}{n}|x'(s)| + \frac{1}{n})ds \leq A_n(x,y)(1).
\]

(3.42)

From (3.41) and (3.42), \( A_n(x,y) \in P \) for every \((x,y) \in P \times P\), that is, \( A_n(P \times P) \subseteq P \).

Similarly, by using (3.40) and Lemma 1.1.15, we can show that \( B_n(P \times P) \subseteq P \).

Hence, \( T_n(P \times P) \subseteq P \times P \).

Now, we show that \( T_n : \overline{O}_r \cap (P \times P) \to P \times P \) is uniformly bounded. For any \((x,y) \in \overline{O}_r \cap (P \times P)\), using (3.40), (B3), Lemma 1.1.15 (B1) and (B0), we have

\[
||A_n(x,y)|| = \max_{\tau \in [0,1]} \left| \int_0^1 G(t,s)p(s)f(s,y(s) + \frac{s}{n}|x'(s)| + \frac{1}{n})ds \right| 
\leq \int_0^1 p(s)k_1(y(s) + \frac{s}{n})(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x'(s)| + \frac{1}{n})ds 
\leq \int_0^1 p(s)k_1(y(s) + \frac{s}{n})(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x|^2 s + \frac{1}{n})ds 
\leq \int_0^1 p(s)k_1(y(s) + \frac{s}{n})(u_1 \left( \frac{1}{n} \right) + v_1 \left( \frac{r}{s} \right) + \frac{1}{n})ds 
\leq k_1(r + \frac{1}{n}) \int_0^1 p(s)(u_1 \left( \frac{1}{n} \right) + v_1((r + \frac{1}{n}) \frac{1}{s}))ds < +\infty.
\]

Also, for \((x,y) \in \overline{O}_r \cap (P \times P)\), using (3.40), Lemma 1.1.15 and (B1), we have
\[ \|A_n(x,y)\|_1 = \sup_{\tau \in (0,1]} \tau |A_n(x,y)'(\tau)| = \sup_{\tau \in (0,1]} \tau \int_{\tau}^{1} p(s)f(s,y(s) + \frac{s}{n},|x'(s)| + \frac{1}{n})ds \]
\[ \leq \max_{t \in [0,1]} \int_{t}^{1} G(t,s)p(s)f(s,y(s) + \frac{s}{n},|x'(s)| + \frac{1}{n})ds \leq \int_{0}^{1} p(s)f(s,y(s) + \frac{s}{n},|x'(s)| + \frac{1}{n})ds \]
\[ \leq \int_{0}^{1} p(s)k_1(y(s) + \frac{s}{n})(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x'(s)| + \frac{1}{n}))ds. \]

Now, using Lemma 1.1.13 (B₁) and (B₀), we obtain
\[ \|A_n(x,y)\|_1 \leq \int_{0}^{1} p(s)k_1(y(s) + \frac{s}{n})(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x'(s)| + \frac{1}{n}))ds \]
\[ \leq k_1(r + \frac{1}{n}) \int_{0}^{1} p(s)(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x'(s)| + \frac{1}{n}))ds < +\infty. \]

From (3.43) and (3.44), it follows that \( A_n(\overline{\Omega}, \cap (P \times P)) \) is uniformly bounded under the norm \( \| \cdot \|_2 \). Similarly, by using (3.40), Lemma 1.1.13, Lemma 1.1.15 (B₁), (B₃) and (B₄), we can show that \( B_n(\overline{\Omega}, \cap (P \times P)) \) is uniformly bounded under the norm \( \| \cdot \|_2 \). Hence, \( T_n(\overline{\Omega}, \cap (P \times P)) \) is uniformly bounded.

Now, we show that \( T_n(\overline{\Omega}, \cap (P \times P)) \) is equicontinuous. For \((x,y) \in \overline{\Omega}, \cap (P \times P), t_1, t_2 \in [0,1]\), using (3.40), (B₃) and Lemma 1.1.13, we have
\[ |A_n(x,y)(t_1) - A_n(x,y)(t_2)| = \left| \int_{0}^{1} (G(t_1,s) - G(t_2,s))p(s)f(s,y(s) + \frac{s}{n},|x'(s)| + \frac{1}{n})ds \right| \]
\[ \leq \int_{0}^{1} |G(t_1,s) - G(t_2,s)|p(s)f(s,y(s) + \frac{s}{n},|x'(s)| + \frac{1}{n})ds \]
\[ \leq \int_{0}^{1} |G(t_1,s) - G(t_2,s)|p(s)k_1(y(s) + \frac{s}{n})(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x'(s)| + \frac{1}{n}))ds \]
\[ \leq k_1(r + \frac{1}{n}) \int_{0}^{1} |G(t_1,s) - G(t_2,s)|p(s)(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x'(s)| + \frac{1}{n}))ds \]
\[ \leq k_1(r + \frac{1}{n}) \int_{0}^{1} |G(t_1,s) - G(t_2,s)|p(s)(u_1(|x'(s)| + \frac{1}{n}) + v_1(r + \frac{1}{n})\frac{1}{s})ds, \]

(3.45)
From (3.45), (3.46), (B1) and (B9), it follows that \( A_n(\overline{O}_r \cap (P \times P)) \) is equicontinuous under the norm \( \| \cdot \|_3 \). But, the norm \( \| \cdot \|_3 \) is equivalent to the norm \( \| \cdot \|_2 \). Hence, \( A_n(\overline{O}_r \cap (P \times P)) \) is equicontinuous under \( \| \cdot \|_2 \).

Similarly, using (3.40), (B3) and Lemma 1.1.13, we can show that \( B_n(\overline{O}_r \cap (P \times P)) \) is equicontinuous under the norm \( \| \cdot \|_2 \). Consequently, \( T_n(\overline{O}_r \cap (P \times P)) \) is equicontinuous. Hence, by Theorem 1.1.5, \( T_n(\overline{O}_r \cap (P \times P)) \) is relatively compact which implies that \( T_n \) is a compact map.

Now, we show that \( T_n \) is continuous. Let \((x_m, y_m), (x, y) \in \overline{O}_r \cap (P \times P)\) such that \( \| (x_m, y_m) - (x, y) \|_4 \to 0 \) as \( m \to +\infty \). Using (B3) and Lemma 1.1.13 we have

\[
\left| f(t, y_m(t) + \frac{r}{n}, x_m(t)) + \frac{1}{n} \right| \leq k_1(y_m(t) + \frac{r}{n})(u_1(|x_m'(t)| + \frac{1}{n}) + v_1(|x_m'(t)| + \frac{1}{n}))
\]

\[
\leq k_1(r + \frac{1}{n})(u_1(\frac{1}{n}) + v_1(|x_m'| + \frac{1}{n}))) \leq k_1(r + \frac{1}{n})(u_1(\frac{1}{n}) + v_1(\frac{r}{n} + \frac{1}{n})))
\]

\[
\leq k_1(r + \frac{1}{n})(u_1(\frac{1}{n}) + v_1((r + \frac{1}{n}) \frac{1}{n}))).
\]

Using (3.40) and Lemma 1.1.15 we have

\[
\| A_n(x_m, y_m) - A_n(x, y) \| =
\]

\[
\max_{t \in [0,1]} \left| \int_0^t G(t, s) p(s) f(s, y_m(s) + \frac{s}{n}, |x_m'(s)| + \frac{1}{n}) - f(s, y(s) + \frac{s}{n}, |x'(s)| + \frac{1}{n}) \right| ds
\]

\[
\leq \int_0^1 p(s) \left| f(s, y_m(s) + \frac{s}{n}, |x_m'(s)| + \frac{1}{n}) - f(s, y(s) + \frac{s}{n}, |x'(s)| + \frac{1}{n}) \right| ds
\]

(3.47)
3.2 Existence of at least two positive solutions

\[ |A_n(x_m, y_m)' - A_n(x, y)'|_1 = \]
\[ \sup_{\tau \in (0,1]} \int_{\tau}^{1} p(s) \left( f(s, y_m(s) + \frac{s}{n}, |x_m'(s)| + \frac{1}{n}) - f(s, y(s) + \frac{s}{n}, |x'(s)| + \frac{1}{n}) \right) ds \leq \max_{t \in [0,1]} \int_{0}^{t} G(t,s) p(s) \left( f(s, y_m(s) + \frac{s}{n}, |x_m'(s)| + \frac{1}{n}) - f(s, y(s) + \frac{s}{n}, |x'(s)| + \frac{1}{n}) \right) ds \leq \int_{0}^{1} p(s) \left( f(s, y_m(s) + \frac{s}{n}, |x_m'(s)| + \frac{1}{n}) - f(s, y(s) + \frac{s}{n}, |x'(s)| + \frac{1}{n}) \right) ds. \]

(3.48)

From (3.47) and (3.48), using the Lebesgue dominated convergence theorem, it follows that

\[ |A_n(x_m, y_m) - A_n(x, y)|_2 \to 0 \quad \text{as} \quad m \to +\infty, \]
\[ |A_n(x_m, y_m)' - A_n(x, y)'|_1 \to 0 \quad \text{as} \quad m \to +\infty. \]

Hence, \( |A_n(x_m, y_m) - A_n(x, y)|_2 \to 0 \) as \( m \to \infty \).

Similarly, we can show that \( |B_n(x_m, y_m) - B_n(x, y)|_2 \to 0 \) as \( m \to \infty \). Consequently, \( |T_n(x_m, y_m) - T_n(x, y)|_4 \to 0 \) as \( m \to +\infty \), that is, \( T_n : \partial \mathring{\Omega} \cap (P \times P) \to P \times P \) is continuous. Hence, \( T_n : \partial \mathring{\Omega} \cap (P \times P) \to P \times P \) is completely continuous.

Assume that

(B10) there exist \( h_1, h_2 \in C([0, \infty) \times (0, \infty) ; [0, \infty)) \) with \( f(t, x, y) \geq h_1(x, y) \) and \( g(t, x, y) \geq h_2(x, y) \) on \([0, 1] \times [0, \infty) \times (0, \infty) \) such that

\[ \lim_{x \to +\infty} \frac{h_i(x, y)}{x} = +\infty, \quad \text{uniformly for} \quad y \in (0, \infty), \quad i = 1, 2. \]

**Theorem 3.2.2** Assume that (B1) – (B3) and (B8) – (B10) hold. Then the system of BVPs (3.2) has at least two positive solutions.

**Proof.** Let \( R_0 = R_1 + R_2 \) and define \( \partial \mathring{\Omega} \cap (P \times P) \) where

\[ \Omega_{R_1} = \{ x \in E : ||x||_2 < R_1 \}, \quad \Omega_{R_2} = \{ x \in E : ||x||_2 < R_2 \}. \]

We claim that

\[ (x, y) \neq \lambda T_n(x, y), \quad \text{for} \quad \lambda \in (0, 1), \quad (x, y) \in \partial \mathring{\Omega} \cap (P \times P). \quad (3.49) \]

Suppose there exist \( (x_0, y_0) \in \partial \mathring{\Omega} \cap (P \times P) \) and \( \lambda_0 \in (0, 1) \) such that \( (x_0, y_0) = \lambda_0 T_n(x_0, y_0) \). Then,
\[-x''_0(t) = \lambda_0 p(t) f(t, y_0(t) + \frac{t}{n}, [x'_0(t)] + \frac{1}{n}), \quad t \in (0, 1), \]
\[-y''_0(t) = \lambda_0 q(t) g(t, x'_0(t) + \frac{t}{n}, [y'_0(t)] + \frac{1}{n}), \quad t \in (0, 1), \tag{3.50} \]
\[x_0(0) = x'_0(1) = y_0(0) = y'_0(1) = 0. \]

From (3.50) and (B2), we have \(x'''_0 \leq 0\) and \(y'''_0 \leq 0\) on \((0, 1)\), integrating from \(t\) to 1, using the BCs (3.50), we obtain \(x'_0(t) \geq 0\) and \(y'_0(t) \geq 0\) for \(t \in [0, 1]\). From (3.50) and (B3), we have

\[-x''_0(t) \leq p(t) k_1(y_0(t) + \frac{t}{n}) \left(u_1(x'_0(t) + \frac{t}{n}) + v_1(x'_0(t) + \frac{1}{n})\right), \quad t \in (0, 1), \]
\[-y''_0(t) \leq q(t) k_2(x_0(t) + \frac{t}{n}) \left(u_2(y'_0(t) + \frac{t}{n}) + v_2(y'_0(t) + \frac{1}{n})\right), \quad t \in (0, 1), \]

which implies that

\[-x''_0(t) \leq p(t) k_1(y_0(t) + \frac{t}{n}) \leq k_1(R_2 + \varepsilon) p(t), \quad t \in (0, 1), \]
\[-y''_0(t) \leq q(t) k_2(x_0(t) + \frac{t}{n}) \leq k_2(R_1 + \varepsilon) q(t), \quad t \in (0, 1). \]

Integrating from \(t\) to 1, using the BCs (3.50), we obtain

\[I(x'_0(t) + \frac{1}{n}) - I(\frac{1}{n}) \leq k_1(R_2 + \varepsilon) \int_t^1 p(s) ds, \quad t \in [0, 1], \]
\[J(y'_0(t) + \frac{1}{n}) - J(\frac{1}{n}) \leq k_2(R_1 + \varepsilon) \int_t^1 q(s) ds, \quad t \in [0, 1], \]

which implies that

\[x'_0(t) \leq I^{-1}(k_1(R_2 + \varepsilon) \int_0^t p(s) ds + I(\varepsilon)), \quad t \in [0, 1], \]
\[y'_0(t) \leq J^{-1}(k_2(R_1 + \varepsilon) \int_0^t q(s) ds + J(\varepsilon)), \quad t \in [0, 1], \]

which on integration from 0 to 1, using the BCs (3.50) and Lemma [1,1,1,1] leads to

\[R_1 \leq I^{-1}(k_1(R_2 + \varepsilon) \int_0^1 p(s) ds + I(\varepsilon)), \tag{3.51} \]
\[R_2 \leq J^{-1}(k_2(R_1 + \varepsilon) \int_0^1 q(s) ds + J(\varepsilon)). \tag{3.52} \]

Now, using (3.52) in (3.51) together with increasing property of \(k_1\) and \(I^{-1}\), we have
Now, choose a $t_0 \in (0, 1)$ and define

\[ N_1 = \left( t_0 \min_{t \in [0, 1]} \int_0^1 G(t, s)p(s)ds \right)^{-1} + 1 \quad \text{and} \quad N_2 = \left( t_0 \min_{t \in [0, 1]} \int_0^1 G(t, s)q(s)ds \right)^{-1} + 1. \] (3.54)

By (B10), there exist real constants with $R_1^+ > R_1$ and $R_2^+ > R_2$ such that

\[ h_1(x, y) \geq N_1x, \quad \text{for } x \geq R_1^+, y \in (0, \infty), \]
\[ h_2(x, y) \geq N_2x, \quad \text{for } x \geq R_2^+, y \in (0, \infty). \] (3.55)

Let $R^* = \frac{R_1^* + R_2^*}{t_0}$ and define $\partial \mathcal{R}^* = \Omega_{R_1^*} \times \Omega_{R_2^*}$, where

\[ \Omega_{R_1^*} = \{ x \in E : \|x\| < \frac{R_1^*}{t_0} \}, \quad \Omega_{R_2^*} = \{ x \in E : \|x\| < \frac{R_2^*}{t_0} \}. \]

We show that

\[ T_n(x, y) \not\in (x, y), \quad \text{for } (x, y) \in \partial \mathcal{R}^* \cap (P \times P). \] (3.56)

Suppose $T_n(x_0, y_0) \leq (x_0, y_0)$ for some $(x_0, y_0) \in \partial \mathcal{R}^* \cap (P \times P)$. Then,

\[ x_0(t) \geq A_n(x_0, y_0)(t) \quad \text{and} \quad y_0(t) \geq B_n(x_0, y_0)(t) \quad \text{for } t \in [0, 1]. \] (3.57)

By Lemma[1.1.14] we have

\[ x_0(t) \geq t \|x_0\| \geq t_0 \|x_0\|_2 = \frac{R_1^*}{t_0} = R_1^* \quad \text{for } t \in [t_0, 1]. \]

Similarly, $y_0(t) \geq R_2^*$ for $t \in [t_0, 1]$. Hence,

\[ |x_0(t)| + \frac{t}{n} \geq R_1^* \quad \text{and} \quad |y_0(t)| + \frac{t}{n} \geq R_2^* \quad \text{for } t \in [t_0, 1]. \]
Now, using (3.57), (3.55) and (B10), we have

\[ x_0(t) \geq A_n(x_0, y_0)(t) \]
\[ = \int_0^1 G(t, s)p(s)f(s, y_0(s)) + \frac{s}{n} |x'_0(s)| + \frac{1}{n} ds \]
\[ \geq \int_0^1 G(t, s)p(s)h_1(y_0(s)) + \frac{s}{n} |x'_0(s)| + \frac{1}{n} ds \]
\[ \geq \int_0^1 G(t, s)p(s)N_1(y_0(s)) + \frac{s}{n} ds \]
\[ \geq \int_0^1 G(t, s)p(s)dsN_1R_2^* \]
\[ \geq \min_{t \in [0, 1]} \int_0^1 G(t, s)p(s)dsN_1R_2^* \]
\[ > \frac{R_2^*}{t_0}, \]

which implies that \( \| x_0 \|_2 = \| x_0 \| > \frac{R_2^*}{t_0} \). Similarly, using (3.55), (3.57) and (B10), we have \( \| y_0 \|_2 > \frac{R_2^*}{t_0} \). Consequently, it follows that, \( \| (x_0, y_0) \|_4 = \| x_0 \|_2 + \| y_0 \|_2 > R^* \), a contradiction. Hence, (3.56) is true and by Lemma 1.1.10, the fixed point index

\[ \text{ind}_{pp}(T_n, \mathcal{O}_R \cap (P \times P), P \times P) = 0. \]  
(3.58)

From (3.53) and (3.58), it follows that

\[ \text{ind}_{pp}(T_n, (\mathcal{O}_R \setminus \mathcal{O}_R) \cap (P \times P), P \times P) = -1. \]  
(3.59)

Thus, in view of (3.53) and (3.59), there exist \( (x_n, y_n) \in \mathcal{O}_R \cap (P \times P) \) and \( (x_n, y_n, 2) \in (\mathcal{O}_R \setminus \mathcal{O}_R) \cap (P \times P) \) such that \( (x_n, y_n, j) = T_n(x_n, y_n, j), (j = 1, 2) \) which implies that

\[ x_{n,j}(t) = \int_0^1 G(t, s)p(s)f(s, x_n, j(s)) + \frac{s}{n} |y'_n(j)(s)| + \frac{1}{n} ds, \quad t \in [0, 1], \]
\[ y_{n,j}(t) = \int_0^1 G(t, s)q(s)g(s, x_n, j(s)) + \frac{s}{n} |y'_n(j)(s)| + \frac{1}{n} ds, \quad t \in [0, 1], j = 1, 2. \]  
(3.60)

Using (B8) there exist continuous functions \( \varphi_{R_2^*+\varepsilon} \) and \( \psi_{R_1^*+\varepsilon} \) defined on \([0, 1]\) and positive on \((0, 1)\) and real constants \( 0 \leq \delta_1, \delta_2 < 1 \) such that
3.2 Existence of at least two positive solutions

\[ f(t,x,y) \geq \varphi_{R_2 + \varepsilon}(t)x^{\delta_1}, \quad (t,x,y) \in [0,1] \times [0,R_2 + \varepsilon] \times [0,\infty), \]

\[ g(t,x,y) \geq \psi_{R_1 + \varepsilon}(t)x^{\delta_2}, \quad (t,x,y) \in [0,1] \times [0,R_1 + \varepsilon] \times [0,\infty). \]

By the definition of \( P \), we have \( x_{n,1}(t) \geq t \|x_{n,1}\| \) and \( y_{n,1}(t) \geq t \|y_{n,1}\| \) for \( t \in [0,1] \).

We show that

\[ x_{n,1}'(t) \geq C_4 \int_0^1 s^{\delta_1 - 1} p(s) \varphi_{R_2 + \varepsilon}(s) ds, \quad t \in [0,1], \]

\[ y_{n,1}'(t) \geq C_3 \int_0^1 s^{\delta_2 - 1} q(s) \psi_{R_1 + \varepsilon}(s) ds, \quad t \in [0,1], \]

where

\[ C_3 = \left( \int_0^1 s^{\delta_2 + 1} p(s) \varphi_{R_2 + \varepsilon}(s) ds \right)^{\frac{\delta_1}{1 - \delta_1 \delta_2}} \left( \int_0^1 s^{\delta_1 + 1} p(s) \varphi_{R_2 + \varepsilon}(s) ds \right)^{\frac{1}{1 - \delta_1 \delta_2}}, \]

\[ C_4 = \left( \int_0^1 s^{\delta_1 + 1} p(s) \psi_{R_1 + \varepsilon}(s) ds \right)^{\frac{\delta_2}{1 - \delta_1 \delta_2}} \left( \int_0^1 s^{\delta_2 + 1} q(s) \psi_{R_1 + \varepsilon}(s) ds \right)^{\frac{1}{1 - \delta_1 \delta_2}}. \]

In order to prove \( 3.62 \), using \( 3.60 \) and \( 3.61 \), we consider

\[ x_{n,1}(t) = \int_0^1 G(t,s)p(s)f(s,y_{n,1}(s) + \frac{s}{n} |x'_{n,1}(s)| + \frac{1}{n}) ds \]

\[ \geq \int_0^1 G(t,s)p(s)\varphi_{R_2 + \varepsilon}(s)(y_{n,1}(s) + \frac{s}{n}) \delta_1 ds \]

\[ \geq \|y_{n,1}\| \delta_1 \int_0^1 G(t,s)s^{\delta_1} p(s)\varphi_{R_2 + \varepsilon}(s) ds, \]

which shows that

\[ \|x_{n,1}\| \geq \|y_{n,1}\| \delta_1 \int_0^1 s^{\delta_1 + 1} p(s)\varphi_{R_2 + \varepsilon}(s) ds. \]

(3.64)

Similarly, from \( 3.60 \) and \( 3.61 \), we have

\[ \|y_{n,1}\| \geq \|x_{n,1}\| \delta_2 \int_0^1 s^{\delta_2 + 1} q(s)\psi_{R_1 + \varepsilon}(s) ds. \]

(3.65)

Using \( 3.65 \) in \( 3.64 \), we have

\[ \|y_{n,1}\| \geq \left( \|y_{n,1}\| \delta_1 \int_0^1 s^{\delta_1 + 1} p(s)\varphi_{R_2 + \varepsilon}(s) ds \right)^{\frac{\delta_2}{\delta_2 + 1}} \int_0^1 s^{\delta_2 + 1} q(s)\psi_{R_1 + \varepsilon}(s) ds, \]

which implies that
\[ ||y_{n,1}|| \geq \left( \int_0^1 s^{\delta_1+1} p(s) \phi_{R_2+\varepsilon}(s) ds \right)^{1/\delta_1} \left( \int_0^1 s^{\delta_2+1} q(s) \psi_{R_1+\varepsilon}(s) ds \right)^{1/\delta_2} = C_4. \]

Using (3.61) and (3.66) in the following relation
\[ x'_{n,1}(t) = \int_t^1 p(s)f(s,y_{n,1}(s)) + s^{-1} |x'_{n,1}(s)| + 1/n) ds, \]
we obtain (3.62). Similarly, we can prove (3.62).

Now, differentiating (3.60), using (B_3), (3.62), (3.63) and Lemma 1.1.13 we have
\[ 0 \leq -x''_{n,1}(t) \leq p(t)k_1(R_2+\varepsilon)(u_1(C_4^{\delta_1} s^{\delta_1} p(s) \phi_{R_2+\varepsilon}(s) ds + v_1(R_1 + 1/s)) \), \quad t \in [0,1], \]
\[ 0 \leq -y''_{n,1}(t) \leq q(t)k_2(R_1+\varepsilon)(u_2(C_3^{\delta_2} s^{\delta_2} q(s) \psi_{R_1+\varepsilon}(s) ds + v_2(R_2 + 1/s)), \quad t \in [0,1]. \]
Integration from t to 1, using the BCs (3.37), leads to
\[ x'_{n,1}(t) \leq k_1(R_2+\varepsilon) \int_t^1 p(s)(u_1(C_4^{\delta_1} s^{\delta_1} p(s) \phi_{R_2+\varepsilon}(s) ds + v_1(R_1 + 1/s)) ds, \quad t \in [0,1], \]
\[ y'_{n,1}(t) \leq k_2(R_1+\varepsilon) \int_t^1 q(s)(u_2(C_3^{\delta_2} s^{\delta_2} q(s) \psi_{R_1+\varepsilon}(s) ds + v_2(R_2 + 1/s)) ds, \quad t \in [0,1], \]
which implies that
\[ x'_{n,1}(t) \leq k_1(R_2+\varepsilon) \int_0^t p(s)(u_1(C_4^{\delta_1} s^{\delta_1} p(s) \phi_{R_2+\varepsilon}(s) ds + v_1(R_1 + 1/s)) ds, \quad t \in [0,1], \]
\[ y'_{n,1}(t) \leq k_2(R_1+\varepsilon) \int_0^t q(s)(u_2(C_3^{\delta_2} s^{\delta_2} q(s) \psi_{R_1+\varepsilon}(s) ds + v_2(R_2 + 1/s)) ds, \quad t \in [0,1]. \]

In view of (3.62), (3.63), (3.66), (3.67), (B_1) and (B_6), the sequences \{\{x_{n,1},y_{n,1}\}\} (j = 0, 1) are uniformly bounded and equicontinuous on [0,1]. Thus, by Theorem 1.1.5 there exist subsequences \{\{x_{n_{1,k}},y_{n_{1,k}}\}\} (j = 0, 1) of \{\{x_{n,k},y_{n,k}\}\} and functions \( (x_{0,1},y_{0,1}) \in \mathcal{C} \times \mathcal{C} \) such that \( x_{n_{1,k}},y_{n_{1,k}} \) converges uniformly to \( (x_{0,1},y_{0,1}) \) on [0,1]. Also, \( x_{0,1}(0) = y_{0,1}(0) = x_{0,1}'(1) = y_{0,1}'(1) = 0 \). Moreover, from (3.62) and (3.63), with \( n_k \) in place of \( n \) and taking \( \lim_{n_k \to +\infty} \), we have
3.2 Existence of at least two positive solutions

\[ x_0^1(t) \geq C_4^{\delta_1} \int_0^1 s^{\delta_1} p(s) \Phi_{R_2^+}(s) ds, \]
\[ y_0^1(t) \geq C_4^{\delta_2} \int_0^1 s^{\delta_2} q(s) \Psi_{R_1^+}(s) ds, \]

which implies that \( x_0^1 > 0 \) and \( y_0^1 > 0 \) on \([0, 1]\), \( x_0^1 > 0 \) and \( y_0^1 > 0 \) on \((0, 1]\).

Further,

\[
\left| f(t, y_{n,k}^1(t) + \frac{t}{n_k} y_{n,k}^1(t) + \frac{1}{n_k}) \right| \leq k_1(R_2 + \varepsilon)(u_1(C_4^{\delta_1}) \int_0^1 s^{\delta_1} p(s) \Phi_{R_2^+}(s) ds + v_1(R_1 + \frac{1}{t})),
\]
\[
\left| g(t, x_{n,k}^1(t) + \frac{t}{n_k} y_{n,k}^1(t) + \frac{1}{n_k}) \right| \leq k_2(R_1 + \varepsilon)(u_2(C_4^{\delta_2}) \int_0^1 s^{\delta_2} q(s) \Psi_{R_1^+}(s) ds + v_2(R_2 + \frac{1}{t})),
\]

(3.69)

\[
\lim_{n_k \to \infty} f(t, y_{n,k}^1(t) + \frac{t}{n_k} y_{n,k}^1(t) + \frac{1}{n_k}) = f(t, y_0^1(t), x_0^1(t)), \quad t \in [0, 1],
\]
\[
\lim_{n_k \to \infty} g(t, x_{n,k}^1(t) + \frac{t}{n_k} y_{n,k}^1(t) + \frac{1}{n_k}) = g(t, x_0^1(t), y_0^1(t)), \quad t \in (0, 1].
\]

(3.70)

Moreover, \((x_{n,k}^1, y_{n,k}^1)\) satisfies

\[
x_{n,k}^1(t) = \int_0^1 G(t, s) p(s) f(s, y_{n,k}^1(s) + \frac{s}{n_k} y_{n,k}^1(s) + \frac{1}{n_k}) ds, \quad t \in [0, 1],
\]
\[
y_{n,k}^1(t) = \int_0^1 G(t, s) q(s) g(s, x_{n,k}^1(s) + \frac{s}{n_k} y_{n,k}^1(s) + \frac{1}{n_k}) ds, \quad t \in [0, 1],
\]

which in view of (3.69), (B_9), (3.70), the Lebesgue dominated convergence theorem and taking \( \lim_{n_k \to +\infty} \), leads to

\[
x_0^1(t) = \int_0^1 G(t, s) p(s) f(s, y_0^1(s), x_0^1(s)) ds, \quad t \in [0, 1],
\]
\[
y_0^1(t) = \int_0^1 G(t, s) q(s) g(s, x_0^1(s), y_0^1(s)) ds, \quad t \in [0, 1],
\]

which implies that \((x_0^1, y_0^1) \in C^2(0, 1) \times C^2(0, 1)\) and

\[
-x_0''(t) = p(t) f(t, y_0^1(t), x_0^1(t)), \quad t \in (0, 1),
\]
\[
-y_0''(t) = q(t) g(t, x_0^1(t), y_0^1(t)), \quad t \in (0, 1).
\]

Moreover, by (3.32) and (3.34), we have \(\|x_0^1\|_2 < R_1\) and \(\|y_0^1\|_2 < R_2\), that is, \(\|x_0^1, y_0^1\|_3 < R_0\). By a similar proof the sequence \(\{(x_{n,2}, y_{n,2})\}\) has a convergent subsequence \(\{(x_{n,2}, y_{n,2})\}\) converging uniformly to \((x_0^2, y_0^2) \in E \times E\) on \([0, 1]\).
Moreover, \((x_{0.2}, y_{0.2})\) is a solution to the system \((3.2)\) with \(x_{0.2} > 0\) and \(y_{0.2} > 0\) on \((0, 1], x'_{0.2} > 0\) and \(y'_{0.2} > 0\) on \([0, 1), R_0 < \|x_{0.2}, y_{0.2}\|_4 < R^*\).

**Example 3.2.3** Consider the following coupled system of SBVPs

\[
\begin{aligned}
-x''(t) &= \mu_1 (1 + (y(t))^{\delta_1} + (y(t))^{\eta_1})(1 + (x'(t))^{\alpha_1} + (x'(t))^{-\beta_1}), \quad t \in (0, 1), \\
y''(t) &= \mu_2 (1 + (x(t))^{\delta_2} + (x(t))^{\eta_2})(1 + (y'(t))^{\alpha_2} + (y'(t))^{-\beta_2}), \quad t \in (0, 1), \\
x(0) &= y(0) = x'(1) = y'(1) = 0,
\end{aligned}
\tag{3.71}
\]

where \(0 \leq \delta_i < 1, \eta_i > 1, 0 < \alpha_i < 1, 0 < \beta_i < 1,\) and \(\mu_i > 0, i = 1, 2.\)

Choose \(p(t) = \mu_1, q(t) = \mu_2, k_i(x) = 1 + x^{\delta_i} + x^{\eta_i}, u_i(x) = x^{-\beta_i}\) and \(v_i(x) = 1 + x^{\alpha_i}, i = 1, 2.\) Also, \(\varphi_E(t) = \mu_1, \psi_E(t) = \mu_2\) and \(h_i(x, y) = \mu_i(1 + x^\eta_i), i = 1, 2.\)

Assume that \(\mu_1\) is arbitrary real constant and

\[
\mu_2 < \min\left\{ \inf_{c \in (0, \infty)} \frac{J(c)}{k_2 \left(I^{-1}(\mu_1 k_1(c))\right)} \cdot \frac{J((\mu_1^{-1}I(c))^{\delta_1^{-1}})}{k_2(c)}, \inf_{c \in (0, \infty)} \frac{J((\mu_1^{-1}I(c))^{\eta_1^{-1}})}{k_2(c)} \right\}.
\]

Then,

\[
\begin{aligned}
&\sup_{c \in (0, \infty)} \frac{c}{I^{-1}(k_1(J^{-1}(k_2(c) \int_0^1 q(s)ds)) \int_0^1 p(s)ds)} \\
&= \sup_{c \in (0, \infty)} \frac{c}{I^{-1}(\mu_1 k_1(J^{-1}(\mu_2 k_2(c)))))} \\
&\geq \frac{c}{I^{-1}(\mu_1 k_1(J^{-1}(\mu_2 k_2(c)))))}, \quad c \in (0, \infty) \\
&= \frac{c}{I^{-1}(\mu_1(1 + (J^{-1}(\mu_2 k_2(c)))^{\delta_1} + (J^{-1}(\mu_2 k_2(c)))^{\eta_1}))}, \quad c \in (0, \infty)
\end{aligned}
\]

\[
> 1
\]

and

\[
\begin{aligned}
&\sup_{c \in (0, \infty)} \frac{c}{I^{-1}(k_2(J^{-1}(k_1(c) \int_0^1 p(s)ds)) \int_0^1 q(s)ds)} \\
&= \sup_{c \in (0, \infty)} \frac{c}{I^{-1}(\mu_2 k_2(J^{-1}(\mu_1 k_1(c)))))} \\
&= \frac{c}{I^{-1}(\mu_2 k_2(J^{-1}(\mu_1 k_1(c)))))}, \quad c \in (0, \infty)
\end{aligned}
\]

\[
> 1.
\]

Moreover,
Theorem 3.3.1 Assume that (B_1) - (B_5), (B_6), (B_{11}) and (B_{12}) hold. Then the system of BVPs (3.3) has a $C^1$-positive solution.

Proof. In view of (B_{11}), we can choose real constants $M_3 > 0$ and $M_4 > 0$ such that

$$
\frac{M_4}{(1 + \frac{b_1}{a_1})J^{-1}(k_1((1 + \frac{b_2}{a_2})J^{-1}(k_2(c) J_0^1 p(t) dt))^\frac{1}{a_1})J_0^1 p(t) dt} > 1,
$$

where $I(\mu) = \int_0^\mu \frac{d\tau}{\tau(1 + \tau)^{1/2}}$, $J(\mu) = \int_0^\mu \frac{d\tau}{\tau(1 + \tau)^{1/2}}$, for $\mu \in (0, \infty)$;

$$(B_{12}) \quad \int_0^1 p(t)u_1(C, J_0^1 p(s) \psi_E(s) ds)dt < +\infty \text{ and } \int_0^1 p(t)u_2(J_0^1 q(s) \psi_E(s) ds)dt < +\infty \text{ for any real constant } C > 0.$$

Theorem 3.3.1 Assume that (B_1) - (B_5), (B_6), (B_{11}) and (B_{12}) hold. Then the system of BVPs (3.3) has a $C^1$-positive solution.

Proof. In view of (B_{11}), we can choose real constants $M_3 > 0$ and $M_4 > 0$ such that

$$
\frac{M_4}{(1 + \frac{b_1}{a_1})J^{-1}(k_1((1 + \frac{b_2}{a_2})J^{-1}(k_2(c) J_0^1 p(t) dt))^\frac{1}{a_1})J_0^1 p(t) dt} > 1,
$$
\[ M_1 = \frac{1}{1 + \frac{b_1}{a_1} I^{-1}(k_1(M_4) \int_0^1 q(t) dt)} > 1. \]

From the continuity of \( k_1, k_2, I \) and \( J \), we choose \( \varepsilon > 0 \) small enough such that
\[
\frac{1}{1 + \frac{b_1}{a_1} I^{-1}(k_1(M_4) \int_0^1 q(t) dt + J(\varepsilon)) I(\varepsilon)} > 1, \tag{3.72}
\]
\[
\frac{1}{1 + \frac{b_2}{a_2} I^{-1}(k_2(M_5) \int_0^1 q(t) dt + J(\varepsilon)) I(\varepsilon)} > 1. \tag{3.73}
\]

Choose real constants \( L_3 > 0 \) and \( L_4 > 0 \) such that
\[
I(L_3) > k_1(M_4) \int_0^1 p(t) dt + I(\varepsilon), \tag{3.74}
\]
\[
J(L_4) > k_2(M_5) \int_0^1 q(t) dt + J(\varepsilon). \tag{3.75}
\]

Choose \( n_0 \in \{1, 2, \ldots\} \) such that \( \frac{1}{n_0} < \varepsilon \). For each fixed \( n \in \{n_0, n_0 + 1, \ldots\} \), define retractions \( \theta_i : \mathbb{R} \to [0, M_i] \) and \( \rho_i : \mathbb{R} \to \left[\frac{1}{n}, L_i\right] \) by
\[
\theta_i(x) = \max\{0, \min\{x, M_i\}\} \text{ and } \rho_i(x) = \max\left\{\frac{1}{n}, \min\{x, L_i\}\right\}, i = 3, 4.
\]

Consider the modified system of BVPs
\[
-x''(t) = p(t) f(t, \theta_4(y(t)), \rho_3(x'(t))), \quad t \in (0, 1),
\]
\[
-y''(t) = q(t) g(t, \theta_3(x(t)), \rho_4(y'(t))), \quad t \in (0, 1),
\]
\[
a_1 x(0) - b_1 x'(0) = 0, x'(1) = \frac{1}{n},
\]
\[
a_2 y(0) - b_2 y'(0) = 0, y'(1) = \frac{1}{n}. \tag{3.76}
\]

Since \( f(t, \theta_4(y(t)), \rho_3(x'(t))), g(t, \theta_3(x(t)), \rho_4(y'(t))) \) are continuous and bounded on \([0, 1] \times \mathbb{R}^2\), by Theorem 1.1.7 it follows that the modified system of BVPs (3.76) has a solution \((x_n, y_n) \in (C^1[0, 1] \cap C^2(0, 1)) \times (C^1[0, 1] \cap C^2(0, 1))\).

Using (3.76) and (B_2), we obtain
\[
x_n''(t) \leq 0 \text{ and } y_n''(t) \leq 0 \text{ for } t \in (0, 1),
\]
which on integration from \( t \) to 1, and using the BCs (3.76), yields
3.3 Existence of $C^1$-positive solutions with more general BCs

$$x_n(t) \geq \frac{1}{n} \text{ and } y_n(t) \geq \frac{1}{n} \text{ for } t \in [0,1]. \quad (3.77)$$

Integrating (3.77) from 0 to $t$, using the BCs (3.76) and (3.77), we have

$$x_n(t) \geq (t + \frac{b_1}{a_1}) \frac{1}{n} \text{ and } y_n(t) \geq (t + \frac{b_2}{a_2}) \frac{1}{n} \text{ for } t \in [0,1]. \quad (3.78)$$

From (3.77) and (3.78), it follows that

$$\|x_n\| = x_n(1) \text{ and } \|y_n\| = y_n(1).$$

Now, we show that

$$x_n'(t) < L_3, \quad y_n'(t) < L_4, \quad t \in [0,1]. \quad (3.79)$$

First, we prove $x_n'(t) < L_3$ for $t \in [0,1]$. Suppose $x_n'(t_1) \geq L_3$ for some $t_1 \in [0,1]$.

Using (3.76) and (B3), we have

$$-x_n''(t) \leq p(t)k_1(\theta_4(y_n(t)))(u_1(\rho_3(x_n'(t))) + v_1(\rho_3(x_n'(t)))) \quad t \in (0,1),$$

which implies that

$$-x_n''(t) \leq k_1(M_4)p(t), \quad t \in (0,1).$$

Integrating from $t_1$ to 1, using the BCs (3.76), we obtain

$$\int_0^{x_n'(t_1)} \frac{dz}{u_1(\rho_3(z)) + v_1(\rho_3(z))} \leq k_1(M_4) \int_{t_1}^1 p(t)dt,$$

which can also be written as

$$\int_0^{L_3} \frac{dz}{u_1(\rho_3(z)) + v_1(\rho_3(z))} + \int_{L_3}^{x_n'(t_1)} \frac{dz}{u_1(\rho_3(z)) + v_1(\rho_3(z))} \leq k_1(M_4) \int_0^1 p(t)dt.$$

Using the increasing property of $I$, we obtain

$$I(L_3) + \frac{x_n'(t_1) - L_3}{u_1(L_3) + v_1(L_3)} \leq k_1(M_4) \int_0^1 p(t)dt + I(\varepsilon),$$

a contradiction to (3.74). Hence, $x_n'(t) < L_3$ for $t \in [0,1]$. Similarly, we can show that $y_n'(t) < L_4$ for $t \in [0,1]$.

Now, we show that
\[ x_n(t) < M_3, \quad y_n(t) < M_4, \quad t \in [0, 1]. \]  

(3.80)

Suppose \( x_n(t_2) \geq M_3 \) for some \( t_2 \in [0, 1] \). From (3.76), (3.79) and (B₃), it follows that

\[
-x''_n(t) \leq p(t)k_1(\theta_4(y_n(t)))u_1(x'_n(t)) + v_1(x'_n(t)), \quad t \in (0, 1),
\]

\[
y''_n(t) \leq q(t)k_2(\theta_3(x_n(t)))u_2(y'_n(t)) + v_2(y'_n(t)), \quad t \in (0, 1),
\]

which implies that

\[
\frac{-x''_n(t)}{u_1(x'_n(t)) + v_1(x'_n(t))} \leq k_1(\theta_4(y_n(t)))p(t), \quad t \in (0, 1),
\]

\[
\frac{-y''_n(t)}{u_2(y'_n(t)) + v_2(y'_n(t))} \leq k_2(M_3)q(t), \quad t \in (0, 1).
\]

Integrating from \( t \) to 1, using the BCs (3.76), we obtain

\[
\int_{\frac{1}{2}}^{1} \frac{dz}{u_1(z) + v_1(z)} \leq k_1(\theta_4(y_n(t))) \int_{t}^{1} p(s)ds, \quad t \in [0, 1],
\]

\[
\int_{\frac{1}{2}}^{1} \frac{dz}{u_2(z) + v_2(z)} \leq k_2(M_3) \int_{t}^{1} q(s)ds, \quad t \in [0, 1],
\]

which implies that

\[
I(x'_n(t)) - I(\frac{1}{n}) \leq k_1(\theta_4(y_n(t))) \int_{0}^{1} p(s)ds, \quad t \in [0, 1],
\]

\[
J(y'_n(t)) - J(\frac{1}{n}) \leq k_2(M_3) \int_{0}^{1} q(s)ds, \quad t \in [0, 1].
\]

The increasing property of \( I \) and \( J \) leads to

\[
x'_n(t) \leq I^{-1}(k_1(\theta_4(y_n(t))) \int_{0}^{1} p(s)ds + I(\varepsilon)), \quad t \in [0, 1],
\]

(3.81)

\[
y'_n(t) \leq J^{-1}(k_2(M_3) \int_{0}^{1} q(s)ds + J(\varepsilon)), \quad t \in [0, 1].
\]

(3.82)

Integrating (3.81) from 0 to \( t_2 \) and (3.82) from 0 to 1, using the BCs (3.76), (3.81) and (3.82), we obtain

\[
M_3 \leq x_n(t_2) \leq (1 + \frac{b_1}{a_1})I^{-1}(k_1(\theta_4(y_n(t))) \int_{0}^{1} p(s)ds + I(\varepsilon)),
\]

(3.83)

\[
\|y_n\| \leq (1 + \frac{b_2}{a_2})J^{-1}(k_2(M_3) \int_{0}^{1} q(s)ds + J(\varepsilon)).
\]

(3.84)
3.3 Existence of $C^1$-positive solutions with more general BCs

Either we have $\|y_n\| < M_4$ or $\|y_n\| \geq M_4$. If $\|y_n\| < M_4$, then from (3.83), we have

$$M_3 \leq (1 + \frac{b_1}{a_1})I^{-1}(k_1(\|y_n\|) \int_0^1 p(s)ds + I(\varepsilon)), \quad (3.85)$$

Now, by using (3.84) in (3.85) and the increasing property of $k_1$ and $I^{-1}$, we obtain

$$M_3 \leq (1 + \frac{b_1}{a_1})I^{-1}(k_1((1 + \frac{b_2}{a_2})J^{-1}(k_2(M_3) \int_0^1 q(s)ds + J(\varepsilon))) \int_0^1 p(s)ds + I(\varepsilon)),$$

which implies that

$$M_3 \leq \frac{M_3}{(1 + \frac{b_1}{a_1})I^{-1}(k_1((1 + \frac{b_2}{a_2})J^{-1}(k_2(M_3) \int_0^1 q(s)ds + J(\varepsilon))) \int_0^1 p(s)ds + I(\varepsilon))} \leq 1,$$

a contradiction to (3.72).

On the other hand, if $\|y_n\| \geq M_4$, then from (3.83) and (3.84), we have

$$M_4 \leq (1 + \frac{b_2}{a_2})J^{-1}(k_1(M_4) \int_0^1 p(s)ds + I(\varepsilon)). \quad (3.86)$$

Using (3.87) in (3.86) and the increasing property of $k_1$ and $I^{-1}$, we obtain

$$M_3 \leq (1 + \frac{b_1}{a_1})I^{-1}(k_1(M_3) \int_0^1 q(s)ds + J(\varepsilon)) \int_0^1 p(s)ds + I(\varepsilon)),$$

which implies that

$$M_3 \leq \frac{M_3}{(1 + \frac{b_1}{a_1})I^{-1}(k_1(M_3) \int_0^1 q(s)ds + J(\varepsilon)) \int_0^1 p(s)ds + I(\varepsilon))} \leq 1,$$

a contradiction to (3.72). Hence, $x_n(t) < M_3$ for $t \in [0, 1]$. Similarly, we can show that $y_n(t) < M_4$ for $t \in [0, 1]$.

Thus, in view of (3.76)-(3.80), $(x_n, y_n)$ is a solution of the following coupled system of BVPs
which implies that

\[-x''(t) = p(t)f(t,y(t),x'(t)), \quad t \in [0,1],\]

\[-y''(t) = q(t)g(t,x(t),y'(t)), \quad t \in (0,1),\]

\[a_1 x(0) - b_1 x'(0) = 0, \quad x'(1) = \frac{1}{n},\]

\[a_2 y(0) - b_2 y'(0) = 0, \quad y'(1) = \frac{1}{n},\]

satisfy

\[(t + \frac{b_1}{a_1})\frac{1}{n} \leq x_n(t) < M_3, \quad \frac{1}{n} \leq x_n'(t) < L_3, \quad t \in [0,1],\]

\[(t + \frac{b_2}{a_2})\frac{1}{n} \leq y_n(t) < M_4, \quad \frac{1}{n} \leq y_n'(t) < L_4, \quad t \in [0,1].\]

Now, in view of \((B_5)\), there exist continuous functions \(\varphi_{M_4L_3}\) and \(\psi_{M_4L_4}\) defined on \([0,1]\) and positive on \((0,1)\), and real constants \(0 \leq \delta_1, \delta_2 < 1\) such that

\[f(t,y_n(t),x_n'(t)) \geq \varphi_{M_4L_3}(t)(y_n(t))^{\delta_1}, \quad (t,y_n(t),x_n'(t)) \in [0,1] \times [0,M_4] \times [0,L_3],\]

\[g(t,x_n(t),y_n'(t)) \geq \psi_{M_4L_4}(t)(x_n(t))^{\delta_2}, \quad (t,x_n(t),y_n'(t)) \in [0,1] \times [0,M_3] \times [0,L_4].\]

We claim that

\[x_n'(t) \geq C_6^{\delta_1} \int_0^1 p(s) \varphi_{M_4L_3}(s) ds,\]

\[y_n'(t) \geq C_6^{\delta_2} \int_0^1 q(s) \psi_{M_4L_4}(s) ds,\]

where

\[C_5 = \left(\frac{b_1}{a_1}\right)^{\frac{\delta_1}{1-\delta_1 \delta_2}} \left(\frac{b_2}{a_2}\right)^{\frac{\delta_2}{1-\delta_1 \delta_2}} \left(\int_0^1 p(t) \varphi_{M_4L_3}(t) dt\right)^{\frac{\delta_1}{1-\delta_1 \delta_2}} \left(\int_0^1 q(t) \psi_{M_4L_4}(t) dt\right)^{\frac{\delta_2}{1-\delta_1 \delta_2}},\]

\[C_6 = \left(\frac{b_1}{a_1}\right)^{\frac{\delta_1}{1-\delta_1 \delta_2}} \left(\frac{b_2}{a_2}\right)^{\frac{\delta_2}{1-\delta_1 \delta_2}} \left(\int_0^1 p(t) \varphi_{M_4L_3}(t) dt\right)^{\frac{\delta_1}{1-\delta_1 \delta_2}} \left(\int_0^1 q(t) \psi_{M_4L_4}(t) dt\right)^{\frac{\delta_2}{1-\delta_1 \delta_2}}.\]

To prove \((3.91)\), consider the following relation

\[x_n(t) = (t + \frac{b_1}{a_1})\frac{1}{n} + \frac{1}{a_1} \int_0^t (a_1 s + b_1) p(s)f(s,y_n(s),x_n'(s)) ds\]

\[+ \frac{1}{a_1} \int_t^1 (a_1 t + b_1) p(s)f(s,y_n(s),x_n'(s)) ds, \quad t \in [0,1],\]

which implies that
Using (3.90) and (3.89), we obtain
\[ x_n(0) \geq \frac{b_1}{a_1} \int_0^1 p(s)\Phi_{M}L_3(s)(y_n(s))^\delta_1 ds \geq (y_n(0))^\delta_2 \frac{b_1}{a_1} \int_0^1 p(s)\Phi_{M}L_3(s)ds. \] (3.94)

Similarly, using (3.90) and (3.89), we obtain
\[ y_n(0) \geq (x_n(0))^\delta_3 \frac{b_2}{a_2} \int_0^1 q(s)\Psi_{M}L_4(s)ds, \]
which in view of (3.94) implies that
\[ y_n(0) \geq (y_n(0))^\delta_4 \frac{b_2}{a_2} \int_0^1 q(s)\Psi_{M}L_4(s)ds. \]
Hence,
\[ y_n(0) \geq C_6. \] (3.95)

Now, from (3.93), it follows that
\[ x_n'(t) \geq \int_t^1 p(s)f(s, y_n(s), x_n'(s))ds, \]
and using (3.90) and (3.95), we obtain (3.91). Similarly, we can prove (3.92).

Now, using (3.88), (B3), (3.89), (3.91) and (3.92), we have
\[ 0 \leq -x_n''(t) \leq k_1(\Phi) p(t)(u_1(C_{3\delta}^1 \int_t^1 p(s)\Phi_{M}L_3(s)ds + v_1(L_3)), \] \[ t \in (0,1), \]
\[ 0 \leq -y_n''(t) \leq k_2(M_3) q(t)(u_2(C_{3\delta}^1 \int_t^1 q(s)\Psi_{M}L_4(s)ds + v_2(L_4)) \] \[ t \in (0,1). \] (3.96)

In view of (3.89), (3.96), (B1) and (B12), it follows that the sequences \{ (x_n^{(j)}, y_n^{(j)}) \} \((j = 0,1)\) are uniformly bounded and equicontinuous on \([0,1].\) Hence, by Theorem (1.1.1), there exist subsequences \{ (x_{n_k}^{(j)}, y_{n_k}^{(j)}) \} \((j = 0,1)\) of \{ (x_n^{(j)}, y_n^{(j)}) \} \((j = 0,1)\) and \((x,y) \in C^4[0,1] \times C^4[0,1]\) such that \((x_{n_k}^{(j)}, y_{n_k}^{(j)})\) converges uniformly to \((x^{(j)}, y^{(j)})\) on \([0,1] \quad (j = 0,1).\) Also,\( a_1x(0) - b_1x'(0) = a_2y(0) - b_2y'(0) = x(1) = y'(1) = 0.\)

Moreover, from (3.91) and (3.92), with \(n_k\) in place of \(n\) and taking \(\lim_{n_k \to +\infty},\) we have
where

\[\frac{\partial}{\partial n} \int_0^1 p(s)\varphi_{M_kL_k}(s)ds,\]

\[\frac{\partial}{\partial n} \int_0^1 q(s)\varphi_{M_kL_k}(s)ds,\]

which shows that \(x' > 0\) and \(y' > 0\) on \([0, 1]\), \(x > 0\) and \(y > 0\) on \([0, 1]\). Further, \((x_n, y_n)\) satisfy

\[x_n'(t) = x_n(0) - \int_0^t p(s)f(s, y_n(s), x_n(s))ds, \quad t \in [0, 1],\]

\[y_n'(t) = y_n(0) - \int_0^t q(s)f(s, x_n(s), y_n(s))ds, \quad t \in [0, 1].\]

Passing to the limit as \(n_k \to \infty\), we obtain

\[x(t) = x(0) - \int_0^t p(s)f(s, y(s), x(s))ds, \quad t \in [0, 1],\]

\[y(t) = y(0) - \int_0^t q(s)f(s, x(s), y(s))ds, \quad t \in [0, 1],\]

which implies that

\[-x''(t) = p(t)f(t, y(t), x(t)), \quad t \in (0, 1),\]

\[-y''(t) = q(t)f(t, x(t), y(t)), \quad t \in (0, 1).\]

Hence, \((x, y)\) is a \(C^1\)-positive solution of the system of SBVPs (3.97).

**Example 3.3.2** Consider the following coupled system of singular BVPs

\[-x''(t) = (1 - t)^{-\frac{3}{4}}y(t)^{\frac{1}{3}}(x'(t))^{-\beta_1}, \quad t \in (0, 1),\]

\[-y''(t) = (1 - t)^{-\frac{3}{4}}(x(t))^{\frac{1}{3}}(y'(t))^{-\beta_2}, \quad t \in (0, 1),\]

\[x(0) - x'(0) = y(0) - y'(0) = x'(1) = y'(1) = 0,\]

where \(0 < \beta_1 < 1\) and \(0 < \beta_2 < 1\).

Choose \(p(t) = (1 - t)^{-\frac{3}{4}}, \quad q(t) = (1 - t)^{-\frac{3}{4}}, \quad k_1(x) = x^{\frac{1}{4}}, \quad k_2(x) = x^{\frac{1}{3}}, \quad u_1(x) = x^{-\beta_1}, \quad u_2(x) = x^{-\beta_2}\) and \(v_1(x) = v_2(x) = 0\). Also \(\delta_1 = \frac{1}{4}, \quad \delta_2 = \frac{1}{3}, \quad \varphi_{EF}(t) = F^{-\beta_1}\) and \(\varphi_{EF}(t) = F^{-\beta_2}\). Then, \(I(z) = \frac{\beta_1 + 1}{\beta_1 + 1}, \quad f(z) = \frac{\beta_1 + 1}{\beta_2 + 1}, \quad I^{-1}(z) = (\beta_1 + 1)^{\frac{1}{\beta_1 + 1}}, \quad I^{1}(z) = (\beta_1 + 1)^{\frac{1}{\beta_2 + 1}}\) and \(J^{-1}(z) = (\beta_2 + 1)^{\frac{1}{\beta_1 + 1}}, \quad J^{1}(z) = (\beta_2 + 1)^{\frac{1}{\beta_2 + 1}}\). Then, \(\int_0^1 p(t)dt = 4\) and \(\int_0^1 q(t)dt = \frac{3}{5}i\).

Clearly, \((B_1) - (B_3), \quad (B_4) \quad \text{and} \quad (B_5)\) are satisfied. Moreover,
3.4 Existence of at least two positive solutions with more general BCs

\[
\sup_{c \in (0, \infty)} \left( 1 + \frac{b_1}{a_1} \right) I^{-1}(k_1((1 + \frac{b_1}{a_1}) J^{-1}(k_1(c \int_0^1 q(t) \, dt) \int_0^1 p(t) \, dt) \right) = \sup_{c \in (0, \infty)} \left( 2^{\frac{3}{4}} (\frac{b_1}{a_1} + 1) \beta_1 + 1 \right) \beta_2 + 1 \beta_2 + 1 \int_0^1 q(t) \, dt) \int_0^1 p(t) \, dt) \right) = \infty,
\]

which shows that \((B_{11})\) and \((B_{12})\) also holds.

Since, \((B_1) - (B_3), (B_5), (B_6), (B_{11})\) and \((B_{12})\) are satisfied. Therefore, by Theorem 3.3.1, the system of BVPs (3.37) has at least one \(C^1\)-positive solution.

3.4 Existence of at least two positive solutions with more general BCs

In this section, we establish at least two \(C^1\)-positive solutions to the system of SBVPs (3.33). For each \((x, y) \in C^1[0, 1] \times C^1[0, 1]\), we write \(|(x, y)| = \|x\| + \|y\|\). Clearly, \((C^1[0, 1] \times C^1[0, 1], \| \cdot \|)\) is a Banach space. We define a partial ordering in \(C^1[0, 1]\), by \(x \leq y\) if and only if \(x(t) \leq y(t), t \in [0, 1]\). We define a partial ordering in \(C^1[0, 1] \times C^1[0, 1]\), by \((x_1, y_1) \leq (x_2, y_2)\) if and only if \(x_1 \leq x_2\) and \(y_1 \leq y_2\). Let

\[
P_i = \{ x \in C^1[0, 1] : x(t) \geq \gamma_i \| x \| \text{ for all } t \in [0, 1], x(0) \geq \frac{b_i}{a_i} \| x' \| \},
\]

where \(\gamma_i = \frac{b_i}{a_i + b_i}, i = 1, 2\). Clearly, \(P_i (i = 1, 2)\) are cones of \(C^1[0, 1]\) and \(P_1 \times P_2\) is a cone of \(C^1[0, 1] \times C^1[0, 1]\). For any real constant \(r > 0\), we define an open neighborhood of \((0, 0) \in C^1[0, 1] \times C^1[0, 1]\) as
\[ \mathcal{O}_r = \{(x,y) \in C^1[0,1] \times C^1[0,1] : \| (x,y) \|_5 < r \} . \]

In view of (B_{11}), there exist real constants \( R_3 > 0 \) and \( R_4 > 0 \) such that
\[
\begin{align*}
R_3 &> 1, \quad (1 + \frac{b_1}{a_1}) I^{-1}(k_1((1 + \frac{b_1}{a_1}) I^{-1}(k_2(R_3) \int_0^1 q(t)dt)) \int_0^1 p(t)dt) > 1, \\ R_4 &> 1. \quad (1 + \frac{b_2}{a_2}) I^{-1}(k_2((1 + \frac{b_2}{a_2}) I^{-1}(k_1(R_4) \int_0^1 p(t)dt)) \int_0^1 q(t)dt) > 1.
\end{align*}
\tag{3.98}
\tag{3.99}
\]

From the continuity of \( k_1, k_2, I \) and \( J \), we choose \( \varepsilon > 0 \) small enough such that
\[
\begin{align*}
R_3 &> 1, \quad (1 + \frac{b_1}{a_1}) I^{-1}(k_1((1 + \frac{b_1}{a_1}) I^{-1}(k_2(R_3 + \varepsilon) \int_0^1 q(t)dt + J(\varepsilon)) \int_0^1 p(t)dt + I(\varepsilon))) > 1, \\ R_4 &> 1. \quad (1 + \frac{b_2}{a_2}) I^{-1}(k_2((1 + \frac{b_2}{a_2}) I^{-1}(k_1(R_4 + \varepsilon) \int_0^1 p(t)dt + I(\varepsilon)) \int_0^1 q(t)dt + J(\varepsilon))) > 1.
\end{align*}
\tag{3.100}
\tag{3.101}
\]

Choose \( n_0 \in \{1, 2, \cdots\} \) such that \( \max\{\frac{1}{n_0}(1 + \frac{b_1}{a_1}), \frac{1}{n_0}(1 + \frac{b_2}{a_2})\} < \varepsilon \) and for each fixed \( n \in \{n_0, n_0 + 1, \cdots\} \), consider the system of non-singular BVPs
\[
\begin{align*}
-x''(t) &= p(t)f(t,x,y) + \frac{1}{n}(t + \frac{b_2}{a_2}), |x'(t)| + \frac{1}{n}, \quad t \in (0, 1), \\
-y''(t) &= q(t)g(t,x,y) + \frac{1}{n}(t + \frac{b_1}{a_1}), |y'(t)| + \frac{1}{n}, \quad t \in (0, 1), \\
a_1 x(0) - b_1 x'(0) &= a_2 y(0) - b_2 y'(0) = x'(1) = y'(1) = 0.
\end{align*}
\tag{3.102}
\]

We write (3.102) as an equivalent system of integral equations
\[
\begin{align*}
x(t) &= \int_0^1 G_1(t,s) p(s)f(s,x(s),y(s)) + \frac{1}{n}(s + \frac{b_2}{a_2}), |x'(s)| + \frac{1}{n})ds, \quad t \in [0, 1], \\
y(t) &= \int_0^1 G_2(t,s) q(s)g(s,x(s),y(s)) + \frac{1}{n}(s + \frac{b_1}{a_1}), |y'(s)| + \frac{1}{n})ds, \quad t \in [0, 1],
\end{align*}
\tag{3.103}
\]

where
\[
G_i(t,s) = \frac{1}{a_i} \begin{cases} 
  b_i + a_i s, & 0 \leq s \leq t \leq 1, \\
  b_i + a_i t, & 0 \leq t \leq s \leq 1, i = 1, 2.
\end{cases}
\]

By a solution of the system of BVPs (5.102), we mean a solution of the corresponding system of integral equations (5.103).
Define a map $T_n : C^1[0,1] \times C^1[0,1] \to C^1[0,1] \times C^1[0,1]$ by
\[
T_n(x,y) = (A_n(x,y), B_n(x,y)),
\]
where the maps $A_n, B_n : C^1[0,1] \times C^1[0,1] \to C^1[0,1]$ are defined by
\[
A_n(x,y)(t) = \int_0^t G_1(t, s)p(s)f(s, y(s) + \frac{1}{n}(s + \frac{b_2}{a_2})), |x'(s)| + \frac{1}{n} ds, \quad t \in [0, 1],
\]
\[
B_n(x,y)(t) = \int_0^t G_2(t, s)q(s)f(s, x(s) + \frac{1}{n}(s + \frac{b_1}{a_1})), |y'(s)| + \frac{1}{n} ds, \quad t \in [0, 1].
\]

Clearly, if $(x_n, y_n) \in C^1[0,1] \times C^1[0,1]$ is a fixed point of $T_n$, then $(x_n, y_n)$ is a solution of the system of BVPs (3.102).

**Lemma 3.4.1** Assume that $(B_1) - (B_3)$ hold. Then the map $T_n : \overline{C} \cap (P_1 \times P_2) \to P_1 \times P_2$ is completely continuous.

**Proof.** Firstly, we show that $T_n(P_1 \times P_2) \subseteq P_1 \times P_2$. For $(x,y) \in P_1 \times P_2$, $t \in [0, 1]$, using (3.105) and Lemma 1.1.17 we obtain
\[
A_n(x,y)(t) \geq \gamma_1 \max_{\tau \in [0, 1]} \int_0^1 G_1(\tau, s)p(s)f(s, y(s) + \frac{1}{n}(s + \frac{b_2}{a_2})), |x'(s)| + \frac{1}{n} ds
\]
\[
= \gamma_1 ||A_n(x,y)||
\]
and
\[
A_n(x,y)(0) = \int_0^1 G_1(0, s)p(s)f(s, y(s) + \frac{1}{n}(s + \frac{b_2}{a_2})), |x'(s)| + \frac{1}{n} ds
\]
\[
= \frac{b_1}{a_1} \max_{\tau \in [0, 1]} \int_0^1 p(s)f(s, y(s) + \frac{1}{n}(s + \frac{b_2}{a_2})), |x'(s)| + \frac{1}{n} ds
\]
\[
= \frac{b_1}{a_1} ||A_n(x,y)||
\]
From (3.106) and (3.107), $A_n(x,y) \in P_1$ for every $(x,y) \in P_1 \times P_2$, that is, $A_n(P_1 \times P_2) \subseteq P_1$. Similarly, by using (3.105) and Lemma 1.1.17 we can show that $B_n(P_1 \times P_2) \subseteq P_2$. Hence, $T_n(P_1 \times P_2) \subseteq P_1 \times P_2$. 
Now, we show that \( T_n : \overline{\Omega} \cap (P_1 \times P_2) \to P_1 \times P_2 \) is uniformly bounded. For any \((x,y) \in \overline{\Omega} \cap (P_1 \times P_2)\), using (3.103), Lemma 1.1.17 (B_1) and (B_3), we have

\[
\|A_n(x,y)\| = \max_{\tau \in [0,1]} \left| \int_0^1 G_1(t,s) p(s) f(s, y(s) + \frac{1}{n}(s + \frac{b_2}{a_2}), |x'(s)| + \frac{1}{n}) ds \right|
\]

\[
\leq \frac{1}{a_1} \int_0^1 (a_1s + b_1)p(s)k_1(y(s) + \frac{1}{n}(s + \frac{b_2}{a_2}))(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x'(s)| + \frac{1}{n})) ds
\]

\[
\leq \frac{1}{a_1} k_1(r + \frac{1}{n}(1 + \frac{b_2}{a_2}))(u_1(\frac{1}{n}) + v_1(r + \frac{1}{n})) \int_0^1 (a_1s + b_1)p(s) ds < +\infty.
\]

(3.108)

\[
\|A_n(x,y)\| = \max_{\tau \in [0,1]} |A_n(x,y)'(\tau)|
\]

\[
= \max_{\tau \in [0,1]} \int_0^1 p(s)f(s, y(s) + \frac{1}{n}(s + \frac{b_2}{a_2}), |x'(s)| + \frac{1}{n}) ds
\]

\[
= \int_0^1 p(s)f(s, y(s) + \frac{1}{n}(s + \frac{b_2}{a_2}), |x'(s)| + \frac{1}{n}) ds
\]

(3.109)

From (3.108) and (3.109), it follows that \( A_n(\overline{\Omega} \cap (P_1 \times P_2)) \) is uniformly bounded under \( \| \cdot \|_3 \). Similarly, by using (3.103), Lemma 1.1.17 (B_1) and (B_3), we can show that \( B_n(\overline{\Omega} \cap (P_1 \times P_2)) \) is uniformly bounded under \( \| \cdot \|_3 \). Hence, \( T_n(\overline{\Omega} \cap (P_1 \times P_2)) \) is uniformly bounded.

Now, we show that \( T_n(\overline{\Omega} \cap (P_1 \times P_2)) \) is equicontinuous. For any \((x,y) \in \overline{\Omega} \cap (P_1 \times P_2)\) and \( t_1, t_2 \in [0,1] \), using (3.105) and (B_3), we have

\[
|A_n(x,y)(t_1) - A_n(x,y)(t_2)|
\]

\[
= \left| \int_0^1 (G_1(t_1,s) - G_1(t_2,s)) p(s)f(s, y(s) + \frac{1}{n}(s + \frac{b_2}{a_2}), |x'(s)| + \frac{1}{n}) ds \right|
\]

\[
\leq \int_0^1 |G_1(t_1,s) - G_1(t_2,s)| p(s)f(s, y(s) + \frac{1}{n}(s + \frac{b_2}{a_2}), |x'(s)| + \frac{1}{n}) ds
\]

\[
\leq \int_0^1 |G_1(t_1,s) - G_1(t_2,s)| p(s)k_1(y(s) + \frac{1}{n}(s + \frac{b_2}{a_2}))(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x'(s)| + \frac{1}{n})) ds
\]

\[
\leq k_1(r + \frac{1}{n}(1 + \frac{b_2}{a_2}))(u_1(\frac{1}{n}) + v_1(r + \frac{1}{n})) \int_0^1 |G(t_1,s) - G(t_2,s)| p(s) ds,
\]

(3.110)
is equicontinuous. Hence, by Theorem 1.1.5,

\[ |A_n(x,y)'(t_1) - A_n(x,y)'(t_2)| = \left| \int_{t_1}^{t_2} p(s)f(s,y(s) + \frac{1}{n}(s+\frac{b_2}{a_2}), |x'(s)| + \frac{1}{n})ds \right| \leq \int_{t_1}^{t_2} p(s)k_1(y(s) + \frac{1}{n}(s+\frac{b_2}{a_2}))(u_1(|x'(s)| + \frac{1}{n}) + v_1(|x'(s)| + \frac{1}{n}))ds \leq k_1(r + \frac{1}{n}(1 + \frac{b_2}{a_2})(u_1(\frac{1}{n}) + v_1(\frac{1}{n})) \int_{t_1}^{t_2} p(s)ds. \]  

(3.111)

From (3.110), (3.111) and (B1), it follows that \( A_n(\overline{O_r} \cap (P_1 \times P_2)) \) is equicontinuous under the norm \( \| \cdot \|_3 \). Similarly, using (3.105) and (B1), we can show that \( B_n(\overline{O_r} \cap (P_1 \times P_2)) \) is equicontinuous under \( \| \cdot \|_3 \). Consequently, \( T_n(\overline{O_r} \cap (P_1 \times P_2)) \) is equicontinuous. Hence, by Theorem 1.1.5, \( T_n(\overline{O_r} \cap (P_1 \times P_2)) \) is relatively compact which implies that \( T_n \) is a compact map. Further, we show that \( T_n \) is continuous.

Let \((x_m, y_m), (x, y) \in \overline{O_r} \cap (P_1 \times P_2)\) such that

\[ \| (x_m, y_m) - (x, y) \|_3 \to 0 \text{ as } m \to +\infty. \]

Using (B3), we have

\[ \left| f(t, y_m(t)) + \frac{1}{n}(t + \frac{b_2}{a_2}), |x'_m(t)| + \frac{1}{n} \right| \leq k_1(y_m(t) + \frac{1}{n}(t + \frac{b_2}{a_2})) \]

\[ (u_1(|x'_m(t)| + \frac{1}{n}) + v_1(|x'_m(t)| + \frac{1}{n})) \leq k_1(r + \frac{1}{n}(1 + \frac{b_2}{a_2}))(u_1(\frac{1}{n}) + v_1(\frac{1}{n})). \]

Using (3.105) and Lemma 1.1.17 we have

\[ \| A_n(x_m, y_m) - A_n(x, y) \| \]

\[ = \max_{t \in [0,1]} \left| \int_0^t G_1(t,s)p(s)f(s,y_m(s) + \frac{1}{n}(s+\frac{b_2}{a_2}), |x'_m(s)| + \frac{1}{n}) - f(s,y(s) + \frac{1}{n}(s+\frac{b_2}{a_2}), |x'(s)| + \frac{1}{n})ds \right| \]

\[ \leq \frac{1}{a_1} \int_0^1 (a_1 s + b_1)p(s) \left| f(s,y_m(s) + \frac{1}{n}(s+\frac{b_2}{a_2}), |x'_m(s)| + \frac{1}{n}) - f(s,y(s) + \frac{1}{n}(s+\frac{b_2}{a_2}), |x'(s)| + \frac{1}{n}) \right| ds \]

(3.112)

and

\[ \| A_n(x_m, y_m)' - A_n(x, y)' \| \]

\[ = \max_{t \in [0,1]} \left| \int_t^1 p(s)f(s,y_m(s) + \frac{1}{n}(s+\frac{b_2}{a_2}), |x'_m(s)| + \frac{1}{n}) - f(s,y(s) + \frac{1}{n}(s+\frac{b_2}{a_2}), |x'(s)| + \frac{1}{n})ds \right| \]

\[ \leq \int_0^1 p(s) \left| f(s,y_m(s) + \frac{1}{n}(s+\frac{b_2}{a_2}), |x'_m(s)| + \frac{1}{n}) - f(s,y(s) + \frac{1}{n}(s+\frac{b_2}{a_2}), |x'(s)| + \frac{1}{n}) \right| ds. \]

(3.113)
Hence, \( \| A_n(x_m, y_m) - A_n(x, y) \| \to 0, \| A_n(x_m, y_m)' - A_n(x, y)' \| \to 0 \) as \( m \to +\infty \).

From (3.112) and (3.113), using Lebesgue dominated convergence theorem, it follows that

\[
\| A_n(x_m, y_m) - A_n(x, y) \|_3 \to 0 \quad \text{as} \quad m \to \infty.
\]

Similarly, we can show that \( \| B_n(x_m, y_m) - B_n(x, y) \|_3 \to 0 \) as \( m \to \infty \). Consequently, \( \| T_n(x_m, y_m) - T_n(x, y) \|_5 \to 0 \) as \( m \to +\infty \), that is, \( T_n : \overline{O}_r \cap (P_1 \times P_2) \to P_1 \times P_2 \) is continuous. Hence, \( T_n : \overline{O}_r \cap (P_1 \times P_2) \to P_1 \times P_2 \) is completely continuous.

Assume that

\[ (B_{13}) \quad \text{for any real constant } C > 0, \int_0^1 p(t)u_1(C^m p(s)\varphi_E(s))ds < +\infty \quad \text{and} \quad \int_0^1 q(t)u_2(C^m q(s)\psi_E(s))ds < +\infty. \]

**Theorem 3.4.2** Assume that \((B_1)\) - \((B_3)\), \((B_5)\), \((B_8)\), \((B_{10})\), \((B_{11})\) and \((B_{13})\) hold. Then the system of SBVPs (3.3) has at least two \( C^1 \)-positive solutions.

**Proof.** Let \( R_5 = R_3 + R_4 \) and define \( \partial R_5 = \Omega_{R_3} \times \Omega_{R_4} \) where

\[
\Omega_{R_3} = \{ x \in E : \| x \|_3 < R_3 \}, \quad \Omega_{R_4} = \{ x \in E : \| x \|_3 < R_4 \}.
\]

We claim that

\[
(x, y) \neq \lambda T_n(x, y), \quad \text{for } \lambda \in (0, 1], (x, y) \in \partial \Omega_{R_5} \cap (P_1 \times P_2).
\]

(3.114)

Suppose there exist \((x_0, y_0) \in \partial \Omega_{R_5} \cap (P_1 \times P_2)\) and \( \lambda_0 \in (0, 1] \) such that

\[
(x_0, y_0) = \lambda_0 T_n(x_0, y_0).
\]

Then,

\[
-x_0'(t) = \lambda_0 p(t)f(t, x_0, y_0(t)) + \frac{1}{n}(t + \frac{b_2}{a_2}), |x_0'(t)| > \frac{1}{n}, \quad t \in (0, 1),
\]

\[
y_0''(t) = \lambda_0 q(t)g(t, x_0, y_0(t)) + \frac{1}{n}(t + \frac{b_1}{a_1}), |y_0'(t)| > \frac{1}{n}, \quad t \in (0, 1),
\]

\[
a_1x(0) - b_1x'(0) = a_2y(0) - b_2y'(0) = x'(1) = y'(1) = 0.
\]

From (3.115) and \((B_2)\), we have \( x_0' \leq 0 \) and \( y_0' \leq 0 \) on \((0, 1)\), integrating from \( t \) to 1, using the BCs (3.115), we obtain \( x_0(t) \geq 0 \) and \( y_0(t) \geq 0 \) for \( t \in [0, 1] \). From (3.115) and \((B_1)\), we have
Integrating from (3.116)-(3.119), it follows that

\[-x_0'(t) \leq p(t)k_1(y_0(t) + \frac{1}{n}(t + \frac{b_2}{a_2}))u_1(x_0'(t) + \frac{1}{n}) + v_1(x_0'(t) + \frac{1}{n}), \quad t \in (0, 1),
\]

\[-y_0''(t) \leq q(t)k_2(x_0(t) + \frac{1}{n}(t + \frac{b_1}{a_1}))u_2(y_0'(t) + \frac{1}{n}) + v_2(y_0'(t) + \frac{1}{n}), \quad t \in (0, 1),
\]

which implies that

\[-x_0'(t) \leq p(t)k_1(y_0(t) + \frac{1}{n}(t + \frac{b_2}{a_2})) \leq k_1(R_4 + \varepsilon)p(t), \quad t \in (0, 1),
\]

\[-y_0''(t) \leq q(t)k_2(x_0(t) + \frac{1}{n}(t + \frac{b_1}{a_1})) \leq k_2(R_3 + \varepsilon)q(t), \quad t \in (0, 1).
\]

Integrating from \(t\) to 1, using the BCs (3.115), we obtain

\[I(x_0'(t) + \frac{1}{n}) - I(\frac{1}{n}) \leq k_1(R_4 + \varepsilon) \int_0^1 p(s)ds, \quad t \in [0, 1],
\]

\[J(y_0'(t) + \frac{1}{n}) - J(\frac{1}{n}) \leq k_2(R_3 + \varepsilon) \int_0^1 q(s)ds, \quad t \in [0, 1],
\]

which implies that

\[x_0'(t) \leq I^{-1}(k_1(R_4 + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon)), \quad t \in [0, 1], \tag{3.116}
\]

\[y_0'(t) \leq J^{-1}(k_2(R_3 + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon)), \quad t \in [0, 1]. \tag{3.117}
\]

Integrating from 0 to \(t\), using the BCs (3.115), leads to

\[x_0(t) \leq \frac{b_1}{a_1}x_0(0) + I^{-1}(k_1(R_4 + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon)), \quad t \in [0, 1],
\]

\[y_0(t) \leq \frac{b_2}{a_2}y_0(0) + J^{-1}(k_2(R_3 + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon)), \quad t \in [0, 1].
\]

Using (3.116) and (3.117), we have

\[x_0(t) \leq (1 + \frac{b_1}{a_1})I^{-1}(k_1(R_4 + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon)), \quad t \in [0, 1], \tag{3.118}
\]

\[y_0(t) \leq (1 + \frac{b_2}{a_2})J^{-1}(k_2(R_3 + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon)), \quad t \in [0, 1]. \tag{3.119}
\]

From (3.116)-(3.119), it follows that

\[R_3 \leq (1 + \frac{b_1}{a_1})I^{-1}(k_1(R_4 + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon)), \tag{3.120}
\]
We show that

\[ R_4 \leq (1 + \frac{b_2}{a_2}) J^{-1}(k_2(R_3 + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon)). \]  

(3.121)

Now, using (3.121) in (3.120) together with increasing property of \( k_1 \) and \( J^{-1} \), we have

\[ \frac{R_3}{(1 + \frac{b_2}{a_2}) J^{-1}(k_1((1 + \frac{b_2}{a_2}) J^{-1}(k_2(R_3 + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon)) + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon))} \leq 1, \]

a contradiction to (3.100). Similarly, using (3.121) in (3.120) together with increasing property of \( k_2 \) and \( J^{-1} \), we have

\[ \frac{R_4}{(1 + \frac{b_2}{a_2}) J^{-1}(k_2((1 + \frac{b_2}{a_2}) J^{-1}(k_1(R_4 + \varepsilon) \int_0^1 p(s)ds + I(\varepsilon)) + \varepsilon) \int_0^1 q(s)ds + J(\varepsilon))} \leq 1, \]

a contradiction to (3.101). Hence, (3.114) is true and by Lemma 1.1.8 the fixed point index

\[ \text{ind}_{\mathcal{F}}(T_n, \mathcal{O}_{R_3} \cap (P_1 \times P_2), P_1 \times P_2) = 1. \]  

(3.122)

Now, choose a \( t_0 \in (0, 1) \) and define

\[ N_3 = \frac{1 + \gamma_2^{-1} P_2^{-1}}{\max_{x \in [0, 1]} \int_0^1 G_1(t, s)p(s)ds} \quad \text{and} \quad N_4 = \frac{1 + \gamma_1^{-1} P_1^{-1}}{\max_{x \in [0, 1]} \int_0^1 G_2(t, s)q(s)ds}. \]  

(3.123)

By (B10), there exist real constants with \( R_3^* > R_3 \) and \( R_4^* > R_4 \) such that

\[ h_1(x, y) \geq N_3 x, \quad \text{for} \quad x \geq R_3^*, y \in (0, \infty), \]

\[ h_2(x, y) \geq N_4 x, \quad \text{for} \quad x \geq R_4^*, y \in (0, \infty). \]  

(3.124)

Let \( R^{**} = \frac{R_3^*}{\gamma_1 P_1} + \frac{R_4^*}{\gamma_2 P_2} \) and define

\[ \mathcal{O}_{R^{**}} = \mathcal{O}_{R_3^*} \times \mathcal{O}_{R_4^*}, \]

where

\[ \mathcal{O}_{R_3^*} = \{ x \in C^1[0, 1] : \| x \|_3 < \frac{R_3^*}{\gamma_1 P_1} \}, \quad \mathcal{O}_{R_4^*} = \{ x \in C^1[0, 1] : \| x \|_3 < \frac{R_4^*}{\gamma_2 P_2} \}. \]

We show that

\[ T_n(x, y) \not\in \mathcal{O}_{R^{**}} \quad \text{for} \quad (x, y) \in \mathcal{O}_{R^{**}} \cap (P_1 \times P_2). \]  

(3.125)

Suppose \( T_n(x_0, y_0) \preceq (x_0, y_0) \) for some \( (x_0, y_0) \in \partial \mathcal{O}_{R^{**}} \cap (P_1 \times P_2) \). Then,

\[ x_0(t) \geq A_n(x_0, y_0)(t) \quad \text{and} \quad y_0(t) \geq B_n(x_0, y_0)(t) \quad \text{for} \quad t \in [0, 1]. \]  

(3.126)

By Lemma 1.1.16 we have
3.4 Existence of at least two positive solutions with more general BCs

\[ x_0(t) \geq \gamma_1 \rho_1 \|x_0\|_3 = R_3^*, \quad t \in [0, 1]. \]

Similarly, \( y_0(t) \geq R_4^* \) for \( t \in [0, 1] \). Hence,

\[ |x_0(t)| + \frac{1}{n} (t + \frac{b_1}{a_1}) \geq R_3^* \quad \text{and} \quad |y_0(t)| + \frac{1}{n} (t + \frac{b_2}{a_2}) \geq R_4^* \quad \text{for} \quad t \in [0, 1]. \]

Now, using (3.126), (B10) and (3.124), we have

\[
\|x_0\| \geq x_0(t) \\
\geq A_n(x_0, y_0)(t) \\
= \int_0^1 G_1(t, s) p(s) f(s, y_0(s) + \frac{1}{n} (s + \frac{b_2}{a_2}), |x_0'(s)| + \frac{1}{n}) ds \\
\geq \int_0^1 G_1(t, s) p(s) h_1(y_0(s) + \frac{1}{n} (s + \frac{b_2}{a_2}), |x_0'(s)| + \frac{1}{n}) ds \\
\geq N_3 \int_0^1 G_1(t, s) p(s)(y_0(s) + \frac{1}{n} (s + \frac{b_2}{a_2})) ds \\
\geq N_3 R_3^* \int_0^1 G_1(t, s) p(s) ds, \quad t \in [0, 1],
\]

in view of (3.124) we have

\[
\|x_0\| \geq N_3 R_3^* \max_{t \in [0, 1]} \int_0^1 G_1(t, s) p(s) ds > \frac{R_3^*}{\gamma_2 \rho_2}.
\]

Thus \( \|x_0\|_3 \geq \|x_0\| > \frac{R_3^*}{\gamma_2 \rho_2} \). Similarly, using (3.126), (B10), (3.124) and (3.123), we have \( \|y_0\|_3 > \frac{R_4^*}{\gamma_3 \rho_3} \). Consequently, it follows that, \( \|(x_0, y_0)\| = \|x_0\|_3 + \|y_0\|_3 > R^{**} \), a contradiction. Hence, (3.125) is true and by Lemma 1.1.10, the fixed point index

\[
\text{ind}_{FP}(T_n, \partial_{R^{**}} \cap (P_1 \times P_2), P_1 \times P_2) = 0. \quad (3.127)
\]

From (3.122) and (3.127), it follows that

\[
\text{ind}_{FP}(T_n, (\partial_{R^{**}} \setminus \partial R) \cap (P_1 \times P_2), P_1 \times P_2) = -1. \quad (3.128)
\]

Thus, in view of (3.122) and (3.128), there exist \((x_{n,1}, y_{n,1}) \in \partial R \cap (P_1 \times P_2)\) and \((x_{n,2}, y_{n,2}) \in (\partial_{R^{**}} \setminus \partial R) \cap (P_1 \times P_2)\) such that \((x_{n,j}, y_{n,j}) = T_n(x_{n,j}, y_{n,j}), \quad (j = 1, 2)\) which implies that
We show that

\[ x_{n,j}(t) = \int_0^t G_1(t,s)p(s) f(t,y_{n,j}(s) + \frac{1}{n}(s + \frac{b_j}{a_j}), |x'_{n,j}(s)| + \frac{1}{n}) ds, \quad t \in [0, 1], \]

\[ y_{n,j}(t) = \int_0^t G_2(t,s) q(s) g(s,x_{n,j}(s) + \frac{1}{n}(s + \frac{b_j}{a_j}), |y'_{n,j}(s)| + \frac{1}{n}) ds, \quad t \in [0, 1], j = 1, 2. \] (3.129)

Using \((B_8)\) there exist continuous functions \(\varphi_{R_4+\varepsilon}\) and \(\psi_{R_3+\varepsilon}\) defined on \([0, 1]\) and positive on \((0, 1)\) and real constants \(0 \leq \delta_1, \delta_2 < 1\) such that

\[ f(t,x,y) \geq \varphi_{R_4+\varepsilon}(t)x^{\delta_1}, \quad (t,x,y) \in [0, 1] \times [0, R_4 + \varepsilon] \times [0, R_4 + \varepsilon], \]

\[ g(t,x,y) \geq \psi_{R_3+\varepsilon}(t)x^{\delta_2}, \quad (t,x,y) \in [0, 1] \times [0, R_3 + \varepsilon] \times [0, R_3 + \varepsilon]. \] (3.130)

By the Lemma [1.1.17] we have \(x_{n,1}(t) \geq y_1 \|x_{n,1}\|\) and \(y_{n,1}(t) \geq y_2 \|y_{n,1}\|\) for \(t \in [0, 1]\).

We show that

\[ x'_{n,1}(t) \geq C_8^{\delta_1} n^{\frac{\delta_1}{y_2}} \int_0^t p(s) \varphi_{R_4+\varepsilon}(s) ds, \quad t \in [0, 1], \] (3.131)

\[ y'_{n,1}(t) \geq C_8^{\delta_2} n^{\frac{\delta_2}{y_2}} \int_0^t q(s) \psi_{R_3+\varepsilon}(s) ds, \quad t \in [0, 1], \] (3.132)

where

\[ C_7 = y_{1} \frac{1+\delta_1}{y_2} \frac{\gamma_{1}}{\gamma_{2}} \left( \max_{t \in [0,1]} \int_0^1 G_1(\tau,s)p(s)\varphi_{R_4+\varepsilon}(s)ds \right)^{\frac{1}{\gamma_{1}\gamma_{2}}} \]

\[ \left( \max_{t \in [0,1]} \int_0^1 G_2(\tau,s)q(s)\psi_{R_3+\varepsilon}(s)ds \right)^{\frac{\delta_1}{\gamma_{1}\gamma_{2}}}, \]

\[ C_8 = y_{1} \frac{1+\delta_2}{y_2} \frac{\gamma_{1}}{\gamma_{2}} \left( \max_{t \in [0,1]} \int_0^1 G_1(\tau,s)p(s)\varphi_{R_4+\varepsilon}(s)ds \right)^{\frac{\delta_2}{\gamma_{1}\gamma_{2}}} \]

\[ \left( \max_{t \in [0,1]} \int_0^1 G_2(\tau,s)q(s)\psi_{R_3+\varepsilon}(s)ds \right)^{\frac{1}{\gamma_{1}\gamma_{2}}}. \]

To prove (3.131), using (3.129) and (3.130), we have

\[ x_{n,1}(t) \geq \int_0^t G_1(t,s)p(s)f(s,y_{n,1}(s) + \frac{1}{n}(s + \frac{b_j}{a_j}), |x'_{n,1}(s)| + \frac{1}{n}) ds \]

\[ \geq \int_0^t G_1(t,s)p(s)\varphi_{R_4+\varepsilon}(s)(y_{n,1}(s) + \frac{1}{n}(s + \frac{b_j}{a_j})^{\delta_1}) ds \]

\[ \geq y_1^{\delta_1} \|y_{n,1}\|^\delta_1 \int_0^1 G_1(t,s)p(s)\varphi_{R_4+\varepsilon}(s) ds, \quad t \in [0, 1], \]

which implies that
\[ x_{n,1}(t) \geq \gamma_1^{\delta_1} \| y_{n,1} \|^{\delta_1} \max_{\tau \in [0,1]} \int_0^1 G_1(\tau, s) p(s) \varphi_{R_4 + \varepsilon}(s) ds, \quad t \in [0, 1]. \]

Hence,
\[ \| x_{n,1} \| \geq \gamma_1^{\delta_1} \| y_{n,1} \|^{\delta_1} \max_{\tau \in [0,1]} \int_0^1 G_1(\tau, s) p(s) \varphi_{R_4 + \varepsilon}(s) ds. \quad (3.133) \]

Similarly, from (3.129) and (3.130), we have
\[ \| y_{n,1} \| \geq \gamma_1^{\delta_2} \gamma_2^{\delta_2} \| x_{n,1} \|^{\delta_2} \max_{\tau \in [0,1]} \int_0^1 G_2(\tau, s) q(s) \psi_{R_3 + \varepsilon}(s) ds. \quad (3.134) \]

Using (3.133) in (3.134), we have
\[ \| y_{n,1} \| \geq \gamma_1^{\delta_2} \gamma_2^{\delta_2} \| x_{n,1} \|^{\delta_2} \left( \max_{\tau \in [0,1]} \int_0^1 G_1(\tau, s) p(s) \varphi_{R_4 + \varepsilon}(s) ds \right) \delta_2 \]
\[ \max_{\tau \in [0,1]} \int_0^1 G_2(\tau, s) q(s) \psi_{R_3 + \varepsilon}(s) ds, \]
which implies that
\[ \| y_{n,1} \| \geq \gamma_1^{\delta_2} \gamma_2^{\delta_2} \left( \max_{\tau \in [0,1]} \int_0^1 G_1(\tau, s) p(s) \varphi_{R_4 + \varepsilon}(s) ds \right) \delta_2 \]
\[ \left( \max_{\tau \in [0,1]} \int_0^1 G_2(\tau, s) q(s) \psi_{R_3 + \varepsilon}(s) ds \right)^{\frac{1}{\delta_2}} = C_8. \quad (3.135) \]

Using (3.130) and (3.135) in the following relation
\[ x'_{n,1}(t) = \int_0^1 p(s) f(s, y_{n,1}(s)) + \frac{1}{n} (s + \frac{b_2}{a_2}), |x'_{n,1}(s)| + \frac{1}{n} ds \]
we obtain (3.131). Similarly, we can prove (3.132).

Now, differentiating (3.129), using (B_3), (3.131) and (3.132), we have
\[ 0 \leq -x''_{n,1}(t) \leq p(t)k_1(R_4 + \varepsilon)(u_1(C_8^{\delta_1} \gamma_2^{\delta_1} \int_0^1 p(s) \varphi_{R_4 + \varepsilon}(s) ds + v_1(R_3 + \varepsilon)), \quad t \in (0, 1), \]
\[ 0 \leq -y''_{n,1}(t) \leq q(t)k_2(R_3 + \varepsilon)(u_2(C_8^{\delta_2} \gamma_2^{\delta_2} \int_0^1 q(s) \psi_{R_3 + \varepsilon}(s) ds + v_2(R_4 + \varepsilon)), \quad t \in (0, 1), \]

which on integration from \( t \) to 1, using the BCs (3.102), leads to
there exist subsequences
\[
\lim_{n \to \infty} y_n(t) = y(t),
\]
Further, which implies that
\[
x_n'(t) \leq k_1(R_4 + \varepsilon) \int_0^t p(s) \left( u_1(C_{n,k}^{\tilde{r} \tilde{r}} v_2^{\tilde{r} \tilde{r}}) + \int_s^t p(\tau) \Phi_{R_4+\varepsilon}(\tau)d\tau \right) + v_1(R_3 + \varepsilon)ds, \quad t \in [0, 1],
\]
and
\[
y_n'(t) \leq k_2(R_3 + \varepsilon) \int_0^t q(s) \left( u_2(C_{n,k}^{\tilde{r} \tilde{r}} v_1^{\tilde{r} \tilde{r}}) + \int_s^t q(\tau) \Psi_{R_3+\varepsilon}(\tau)d\tau \right) + v_2(R_4 + \varepsilon)ds, \quad t \in [0, 1],
\]
which implies that
\[
x_n'(t) \leq k_1(R_4 + \varepsilon) \int_0^1 p(s) \left( u_1(C_{n,k}^{\tilde{r} \tilde{r}} v_2^{\tilde{r} \tilde{r}}) + \int_s^t p(\tau) \Phi_{R_4+\varepsilon}(\tau)d\tau \right) + v_1(R_3 + \varepsilon)ds, \quad t \in [0, 1],
\]
and
\[
y_n'(t) \leq k_2(R_3 + \varepsilon) \int_0^1 q(s) \left( u_2(C_{n,k}^{\tilde{r} \tilde{r}} v_1^{\tilde{r} \tilde{r}}) + \int_s^t q(\tau) \Psi_{R_3+\varepsilon}(\tau)d\tau \right) + v_2(R_4 + \varepsilon)ds, \quad t \in [0, 1].
\]
(3.137)

In view of (3.131), (3.132), (3.137), (3.136), (B_1) and (B_13), the sequences \{\{x_n^{(j)}, y_n^{(j)}\}\} \quad (j = 0, 1) are uniformly bounded and equicontinuous on [0, 1]. Thus, by Theorem 1.1.3, there exist subsequences \{\{x_{n_{k},1}^{(j)}, y_{n_{k},1}^{(j)}\}\} \quad (j = 0, 1) of \{\{x_n^{(j)}, y_n^{(j)}\}\} and functions \(x_{0,1}, y_{0,1}\) \(\in C[0, 1] \times C[0, 1]\) such that \(x_{n_{k},1}^{(j)}, y_{n_{k},1}^{(j)}\) converges uniformly to \(x_{0,1}, y_{0,1}\) on [0, 1]. Also, \(a_1 x_{0,1}(0) - b_1 x_{0,1}(0) = a_2 y_{0,1}(0) - b_2 y_{0,1}(0) = x_{0,1}'(1) = y_{0,1}'(1) = 0\). Moreover, from (3.131) and (3.132), with \(n_k\) in place of \(n\) and taking \(\lim_{n_k \to +\infty}\), we have
\[
x_{0,1}'(t) \geq C_{k_1}^{\tilde{r} \tilde{r}} v_2^{\tilde{r} \tilde{r}} \int_t^1 p(s) \Phi_{R_4+\varepsilon}(s)ds,
\]
\[
y_{0,1}'(t) \geq C_{k_2}^{\tilde{r} \tilde{r}} v_1^{\tilde{r} \tilde{r}} \int_t^1 q(s) \Psi_{R_3+\varepsilon}(s)ds,
\]
which implies that \(x_{0,1} > 0\) and \(y_{0,1} > 0\) on [0, 1], \(x_{0,1} > 0\) and \(y_{0,1} > 0\) on [0, 1]. Further,
\[
\left| f(t, x_{n_k,1}(t)) + \frac{1}{n_k}(t + \frac{b_2}{a_2}) x_{n_k,1}'(t) + \frac{1}{n_k} \right| \leq p(t) k_1(R_4 + \varepsilon)(u_1(C_{n,k}^{\tilde{r} \tilde{r}} v_2^{\tilde{r} \tilde{r}}) + \int_t^1 p(s) \Phi_{R_4+\varepsilon}(s)ds) + v_1(R_3 + \varepsilon),
\]
\[
g(t, x_{n_k,1}(t)) + \frac{1}{n_k}(t + \frac{b_1}{a_1}) y_{n_k,1}'(t) + \frac{1}{n_k} \right| \leq q(t) k_2(R_3 + \varepsilon)(u_2(C_{n,k}^{\tilde{r} \tilde{r}} v_1^{\tilde{r} \tilde{r}}) + \int_t^1 q(s) \Psi_{R_3+\varepsilon}(s)ds) + v_2(R_4 + \varepsilon),
\]
(3.138)
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\[
\lim_{n_k \to \infty} f(t, y_{n_k}, 1(t) + \frac{1}{n_k} (t + \frac{b_2}{a_2}), x'_{n_k}, 1(t) + \frac{1}{n_k}) = f(t, y_{0,1}(t), x'_{0,1}(t)), \quad t \in (0, 1),
\]

\[
\lim_{n_k \to \infty} g(t, x_{n_k}, 1(t) + \frac{1}{n_k} (t + \frac{b_1}{a_1}), y'_{n_k}, 1(t) + \frac{1}{n_k}) = g(t, x_{0,1}(t), y'_{0,1}(t)), \quad t \in (0, 1).
\]

Moreover, \((x_{n_k}, y_{n_k})\) satisfies

\[
x_{n_k}, 1(t) = \int_0^1 G_1(t, s) p(s) f(s, y_{n_k}, 1(s) + \frac{1}{n_k} (s + \frac{b_2}{a_2}), x'_{n_k}, 1(s) + \frac{1}{n_k}) ds, \quad t \in [0, 1],
\]

\[
y_{n_k}, 1(t) = \int_0^1 G_2(t, s) q(s) g(s, x_{n_k}, 1(s) + \frac{1}{n_k} (s + \frac{b_1}{a_1}), y'_{n_k}, 1(s) + \frac{1}{n_k}) ds, \quad t \in [0, 1],
\]

in view of (3.138), (B13), (3.139), the Lebesgue dominated convergence theorem and taking \(\lim_{n_k \to +\infty}\), we have

\[
x_{0,1}(t) = \int_0^1 G_1(t, s) p(s) f(s, y_{0,1}, 1(s), x'_{0,1}(s)) ds, \quad t \in [0, 1],
\]

\[
y_{0,1}(t) = \int_0^1 G_2(t, s) q(s) g(s, x_{0,1}, 1(s), y'_{0,1}(s)) ds, \quad t \in [0, 1],
\]

which implies that \((x_{0,1}, y_{0,1}) \in C^2(0, 1) \times C^2(0, 1)\) and

\[-x''_{0,1}(t) = p(t)f(t, x_{0,1}(t), x'_{0,1}(t)), \quad t \in (0, 1),
\]

\[-y''_{0,1}(t) = q(t)g(t, x_{0,1}(t), y'_{0,1}(t)), \quad t \in (0, 1).
\]

Moreover, by (3.98) and (3.99), we have \(\|x_{0,1}\|_3 < R_3\) and \(\|y_{0,1}\|_3 < R_4\), that is, \(\|(x_{0,1}, y_{0,1})\|_{L^3} < R_5\). By a similar proof the sequence \(\{(x_{n,2}, y_{n,2})\}\) has a convergent subsequence \(\{(x_{n,2}, y_{n,2})\}\) converging uniformly to \((x_{0,2}, y_{0,2}) \in C^1[0, 1] \times C^1[0, 1]\) on \([0, 1]\). Moreover, \((x_{0,2}, y_{0,2})\) is a solution to the system of SBVPs (5.5) with \(x_{0,2} > 0\) and \(y_{0,2} > 0\) on \([0, 1]\), \(x'_{0,2} > 0\) and \(y'_{0,2} > 0\) on \([0, 1]\), \(R_5 < \|(x_{0,2}, y_{0,2})\|_{L} < R^{**}\).

Example 3.4.3

Consider the following coupled system of SBVPs

\[
-x''(t) = \mu_1 (1 + (y(t))^{\delta_1} + (y(t))^{\eta_1})(1 + (x'(t))^{\alpha_1} + (x'(t))^{-\beta_1}), \quad t \in (0, 1),
\]

\[
y''(t) = \mu_2 (1 + (x(t))^{\delta_2} + (x(t))^{\eta_2})(1 + (y'(t))^{\alpha_2} + (y'(t))^{-\beta_2}), \quad t \in (0, 1),
\]

\[x(0) - x'(0) = y(0) - y'(0) = x'(1) = y'(1) = 0.
\]

where \(0 \leq \delta_i < 1, \eta_i > 1, 0 < \alpha_i < 1, 0 < \beta_i < 1,\) and \(\mu_i > 0, i = 1, 2,\).
Choose $p(t) = \mu_1$, $q(t) = \mu_2$, $k_i(x) = 1 + x^{\delta_i} + x^{\eta_i}$, $u_i(x) = x^{-\beta_i}$ and $v_i(x) = 1 + x^{\alpha_i}$, $i = 1, 2$. Assume that $\mu_1$ is arbitrary and

$$
\mu_2 < \min \left\{ \inf_{c \in (0, \infty)} \frac{J(2^{-1}(\mu_1^{-1}I(\xi_1)))}{k_2(c)} \right\},
$$

where $I(c) = \int_0^c x^{-1}x^{-1} \, dx$. We choose $\varphi_E(t) = \mu_1$, $\psi_E(t) = \mu_2$ and $h_i(x, y) = \mu_i(1 + x^{\eta_i})$, $i = 1, 2$. Then,

$$
\lim_{x \to +\infty} \frac{h_i(x, y)}{x} = \lim_{x \to +\infty} \frac{\mu_i(1 + x^{\eta_i})}{x} = +\infty, i = 1, 2.
$$

Moreover,

$$
\sup_{c \in (0, \infty)} \frac{c}{(1 + \frac{\mu_1}{\alpha_1})I^{-1}(k_1((1 + \frac{\mu_2}{\alpha_2})I^{-1}(k_2(c) f_0^1 q(t)dt) f_0^1 p(t)dt)} = \sup_{c \in (0, \infty)} \frac{c}{2I^{-1}(\mu_1 k_1(2I^{-1}(\mu_2 k_2(c)))}) \geq \frac{c}{2I^{-1}(\mu_1(1 + (2I^{-1}(\mu_2 k_2(c)))^{\delta_i} + (2I^{-1}(\mu_2 k_2(c)))^{\eta_i})}, c \in (0, \infty), c \geq 1,
$$

and

$$
\sup_{c \in (0, \infty)} \frac{c}{(1 + \frac{\mu_2}{\alpha_2})I^{-1}(k_2((1 + \frac{\mu_1}{\alpha_1})I^{-1}(k_1(c) f_0^1 p(t)dt) f_0^1 q(t)dt)} = \sup_{c \in (0, \infty)} \frac{c}{2I^{-1}(\mu_2 k_2(2I^{-1}(\mu_1 k_1(c)))}) \leq \frac{c}{2I^{-1}(\mu_2 k_2(2I^{-1}(\mu_1 k_1(c)))}, c \in (0, \infty)
$$

and

$$
> 1.
$$

Further,

$$
\int_0^1 p(t)u_1(C \int_t^1 p(s)\varphi_E(s)ds)dt = \mu_1^{-1-2\beta_1}C^{-\beta_1} \int_0^1 (1-t)^{-\beta_1} dt = \frac{\mu_1^{1-2\beta_1}C^{-\beta_1}}{1-\beta_1},
$$

$$
\int_0^1 q(t)u_2(C \int_t^1 q(s)\psi_E(s)ds)dt = \mu_2^{1-2\beta_2}C^{-\beta_2} \int_0^1 (1-t)^{-\beta_2} dt = \frac{\mu_2^{1-2\beta_2}C^{-\beta_2}}{1-\beta_2}.
$$

Clearly, $(B_1) - (B_3), (B_5), (B_8), (B_{10}), (B_{11})$ and $(B_{13})$ are satisfied. Hence, by Theorem 3.4.2, the system of BVPs 3.140 has at least two $C^1$-positive solutions.
3.5 System of ODEs with two-point coupled BCs

In this section, we establish existence of at least one $C^1$-positive solution for the system of BVPs (3.6). By a $C^1$-positive solution to the system of BVPs (3.6), we mean that $(x, y) \in (C^1[0, 1] \cap C^2(0, 1)) \times (C^1[0, 1] \cap C^2(0, 1))$, $(x, y)$ satisfies (3.6), $x > 0$ and $y > 0$ on $[0, 1]$, $x' > 0$ and $y' > 0$ on $[0, 1)$.

Assume that

\[
\begin{align*}
(B_{14}) & \quad \sup_{c \in (0, \infty)} \frac{c}{(1 + \frac{b_2}{a_2})J^{-1}(h_1(c)k_1(c)\int_0^1 p(t)dt) + (1 + \frac{b_1}{a_1})J^{-1}(h_2(c)k_2(c)\int_0^1 q(t)dt)} > 1, \\
(B_{16}) & \quad \text{for real constants } M > 0 \text{ and } L > 0 \text{ there exist continuous functions } \varphi_{ML} \text{ and } \psi_{ML} \text{ defined on } [0, 1] \text{ and positive on } (0, 1), \text{ and constants } 0 \leq \gamma_1, \delta_1, \delta_2 < 1 \text{ satisfying } (1 - \gamma_1)(1 - \gamma_2) \neq \delta_1 \delta_2, \text{ such that } f(t, x, y, z) \geq \varphi_{ML}(t)x^{\gamma_1}y^{\delta_1} \text{ and } g(t, x, y, z) \geq \psi_{ML}(t)x^{\gamma_2}y^{\delta_2} \text{ on } [0, 1] \times [0, M] \times [0, M] \times [0, L]; \\
(B_{17}) & \quad \int_0^1 p(t)u_1(C, \int_1^s \delta p(s)\varphi_{ML}(s)ds)dt < +\infty \text{ and } \int_0^1 q(t)u_2(C, \int_1^s \delta q(s)\psi_{ML}(s)ds)dt < +\infty \text{ for any real constant } C > 0.
\end{align*}
\]

**Theorem 3.5.1** Under the hypothesis $(B_1) - (B_{17})$, the system of BVPs (3.6) has at least one $C^1$-positive solution.

**Proof.** In view of $(B_{14})$, we can choose real constant $M_5 > 0$ such that

\[
(1 + \frac{b_1}{a_1})J^{-1}(h_1(M_5)k_1(M_5)\int_0^1 p(s)ds) + (1 + \frac{b_2}{a_2})J^{-1}(h_2(M_5)k_2(M_5)\int_0^1 q(s)ds) > 1.
\]

From the continuity of $I$ and $J$, we choose $\varepsilon > 0$ small enough such that

\[
(1 + \frac{b_1}{a_1})J^{-1}(h_1(M_5)k_1(M_5)\int_0^1 p(s)ds + I(\varepsilon)) + (1 + \frac{b_2}{a_2})J^{-1}(h_2(M_5)k_2(M_5)\int_0^1 q(s)ds + J(\varepsilon)) > 1.
\]

Choose a real constant $L_5 > 0$ such that

\[
L_5 > \max\{J^{-1}(h_1(M_5)k_1(M_5)\int_0^1 p(t)dt + I(\varepsilon)), J^{-1}(h_2(M_5)k_2(M_5)\int_0^1 q(t)dt + J(\varepsilon))\}
\]

Choose $n_0 \in \{1, 2, \cdots\}$ such that $\frac{1}{n_0} < \varepsilon$. For each $n \in \{n_0, n_0 + 1, \cdots\}$, define retractions $\theta_n : \mathbb{R} \to [0, M_5]$ and $\rho_n : \mathbb{R} \to [\frac{1}{n_0}L_5]$ by
Since the system of BVPs (3.143) has a solution $x, y \in C^2[0, 1] \cap C^1(0, 1)$, consider the modified system of BVPs

\[
\begin{align*}
-x''(t) &= p(t)f(t, \theta_5(x(t)), \theta_5(y(t)), \rho_5(x'(t))), \quad t \in (0, 1), \\
-y''(t) &= q(t)g(t, \theta_5(x(t)), \theta_5(y(t)), \rho_5(y'(t))), \quad t \in (0, 1), \\
a_1y(0) - b_1x'(0) &= 0, \quad y'(1) = \frac{1}{n} \\
a_2x(0) - b_2y(0) &= 0, \quad x'(1) = \frac{1}{n},
\end{align*}
\tag{3.143}
\]

From (3.144) and (3.145), it follows that

\[
a_1y(0) - b_1x'(0) = 0, \quad y'(1) = \frac{1}{n}
\]

\[
a_2x(0) - b_2y(0) = 0, \quad x'(1) = \frac{1}{n},
\]

Since $f(t, \theta_5(x(t)), \theta_5(y(t)), \rho_5(x'(t)))$, $g(t, \theta_5(x(t)), \theta_5(y(t)), \rho_5(y'(t)))$ are continuous and bounded on $[0, 1] \times \mathbb{R}^3$, by Theorem 1.1.7, it follows that the modified system of BVPs (3.143) has a solution $(x_n, y_n) \in (C^1[0, 1] \cap C^2(0, 1)) \times (C^1[0, 1] \cap C^2(0, 1))$.

Using (3.143) and (B2), we obtain

\[
-x''_n(t) \leq 0 \quad \text{and} \quad y''_n(t) \leq 0 \quad \text{for} \quad t \in (0, 1),
\]

which on integration from $t$ to 1, using the BCs (3.143), implies that

\[
x'_n(t) \geq \frac{1}{n} \quad \text{and} \quad y'_n(t) \geq \frac{1}{n} \quad \text{for} \quad t \in [0, 1].
\tag{3.144}
\]

Integrating (3.144) from 0 to $t$, using the BCs (3.143) and (3.144), we have

\[
x_n(t) \geq (t + \frac{b_2}{a_2}) \frac{1}{n} \quad \text{and} \quad y_n(t) \geq (t + \frac{b_1}{a_1}) \frac{1}{n} \quad \text{for} \quad t \in [0, 1].
\tag{3.145}
\]

From (3.144) and (3.145), it follows that

\[
\|x_n\| = x_n(1) \quad \text{and} \quad \|y_n\| = y_n(1).
\tag{3.146}
\]

Now, we show that

\[
x'_n(t) < L_5, \quad y'_n(t) < L_5, \quad t \in [0, 1].
\tag{3.147}
\]

First, we prove $x'_n(t) < L_5$ for $t \in [0, 1]$. Suppose $x'_n(t_1) \geq L_5$ for some $t_1 \in [0, 1]$. Using (3.143) and (B3), we have

\[
-x''_n(t) \leq p(t)h_1(\theta_5(x_n(t)))k_1(\theta_5(y_n(t)))(u_1(\rho_5(x'_n(t))) + v_1(\rho_5(y'_n(t)))), \quad t \in (0, 1),
\]
which implies that
\[
-\frac{x_n''(t)}{u_1(p_s(x_n'(t))) + v_1(p_s(x_n'(t)))} \leq h_1(M_5)k_1(M_5) p(t), \quad t \in (0, 1).
\]

Integrating from \(t_1\) to 1, using the BCs (3.143), we obtain
\[
\int_{t_1}^{1} \frac{dz}{u_1(p_s(z)) + v_1(p_s(z))} \leq h_1(M_5)k_1(M_5) \int_{t_1}^{1} p(t) dt,
\]
which can also be written as
\[
\int_{L_5}^{1} \frac{dz}{u_1(z) + v_1(z)} + \int_{L_5}^{L} \frac{dz}{u_1(L_5) + v_1(L_5)} \leq h_1(M_5)k_1(M_5) \int_{0}^{1} p(t) dt.
\]

Using the increasing property of \(I\), we obtain
\[
I(L_5) + \frac{x_n'(t_1) - L_5}{u_1(L_5) + v_1(L_5)} \leq h_1(M_5)k_1(M_5) \int_{0}^{1} p(t) dt + I(\varepsilon),
\]
and using the increasing property of \(I^{-1}\), leads to
\[
L_5 \leq I^{-1}(h_1(M_5)k_1(M_5) \int_{0}^{1} p(t) dt + I(\varepsilon)).
\]

Which is a contradiction to (3.142). Hence, \(x_n'(t) < L_5\) for \(t \in [0, 1]\). Similarly, we can show that \(y_n'(t) < L_5\) for \(t \in [0, 1]\).

Now, we show that
\[
\|x_n\| + \|y_n\| < M_5.
\]  
Suppose \(\|x_n\| + \|y_n\| \geq M_5\). From (3.143), (3.144), (3.147) and (B3), it follows that
\[
-x_n''(t) \leq p(t)h_1(\theta_s(x_n(t)))k_1(\theta_s(y_n(t))) (u_1(x_n'(t)) + v_1(x_n'(t))), \quad t \in (0, 1),
\]
\[
-y_n''(t) \leq q(t)h_2(\theta_s(x_n(t)))k_2(\theta_s(y_n(t))) (u_2(y_n'(t)) + v_2(y_n'(t))), \quad t \in (0, 1),
\]
which implies that
\[
-\frac{x_n''(t)}{u_1(x_n'(t)) + v_1(x_n'(t))} \leq h_1(M_5)k_1(M_5) p(t), \quad t \in (0, 1),
\]
\[
-\frac{y_n''(t)}{u_2(y_n'(t)) + v_2(y_n'(t))} \leq h_2(M_5)k_2(M_5) q(t), \quad t \in (0, 1).
\]

Integrating from \(t\) to 1, using the BCs (3.143), we obtain
From (3.150) and (3.146), it follows that

which can also be written as

\[ I(x'_n(t)) - I(\frac{1}{n}) \leq h_1(M_5)k_1(M_5) \int_0^1 p(s)ds, \quad t \in [0, 1], \]
\[ J(y'_n(t)) - J(\frac{1}{n}) \leq h_2(M_5)k_2(M_5) \int_0^1 q(s)ds, \quad t \in [0, 1]. \]

The increasing property of \( I \) and \( J \) leads to

\[ x'_n(t) \leq I^{-1}(h_1(M_5)k_1(M_5) \int_0^1 p(s)ds + I(\varepsilon)), \quad t \in [0, 1], \]
\[ y'_n(t) \leq J^{-1}(h_2(M_5)k_2(M_5) \int_0^1 q(s)ds + J(\varepsilon)), \quad t \in [0, 1]. \]  

(3.149)

Integrating from 0 to \( t \), using the BCs (3.143) and (3.149), we obtain

\[ x_n(t) \leq I^{-1}(h_1(M_5)k_1(M_5) \int_0^1 p(s)ds + I(\varepsilon)) + \frac{b_2}{a_2} J^{-1}(h_2(M_5)k_2(M_5) \int_0^1 q(s)ds + J(\varepsilon)), \quad t \in [0, 1], \]
\[ y_n(t) \leq \frac{b_1}{a_1} I^{-1}(h_1(M_5)k_1(M_5) \int_0^1 p(s)ds + I(\varepsilon)) + J^{-1}(h_2(M_5)k_2(M_5) \int_0^1 q(s)ds + J(\varepsilon)), \quad t \in [0, 1]. \]  

(3.150)

From (3.150) and (3.146), it follows that

\[ M_5 \leq \|x_n\| + \|y_n\| \leq (1 + \frac{b_1}{a_1}) I^{-1}(h_1(M_5)k_1(M_5) \int_0^1 p(s)ds + I(\varepsilon)) \]
\[ + (1 + \frac{b_2}{a_2}) J^{-1}(h_2(M_5)k_2(M_5) \int_0^1 q(s)ds + J(\varepsilon)), \]

which implies that

\[ \frac{M_5}{(1 + \frac{b_1}{a_1}) I^{-1}(h_1(M_5)k_1(M_5) \int_0^1 p(s)ds + I(\varepsilon)) + (1 + \frac{b_2}{a_2}) J^{-1}(h_2(M_5)k_2(M_5) \int_0^1 q(s)ds + J(\varepsilon))} \leq 1, \]

a contradiction to (3.141). Hence, \( \|x_n\| + \|y_n\| < M_5 \).

Thus, in view of (3.143)-(3.148), \((x_n, y_n)\) is a solution of the following coupled system of BVPs
3.5 System of ODEs with two-point coupled BCs

\[ -x''(t) = p(t)f(t,x(t),y(t),x'(t)), \quad t \in (0, 1), \]
\[ -y''(t) = q(t)g(t,x(t),y(t),y'(t)), \quad t \in (0, 1), \]
\[ a_1y(0) - b_1x'(0) = 0, \quad x'(1) = \frac{1}{n}, \]
\[ a_2x(0) - b_2y'(0) = 0, \quad y'(1) = \frac{1}{n}, \]

satisfying

\[ (t + \frac{b_2}{a_2}) \frac{1}{n} \leq x_n(t) < M_S, \quad \frac{1}{n} \leq x_n'(t) < L_S, \quad t \in [0, 1], \]
\[ (t + \frac{b_1}{a_1}) \frac{1}{n} \leq y_n(t) < M_S, \quad \frac{1}{n} \leq y_n'(t) < L_S, \quad t \in [0, 1]. \]

We claim that

\[ x_n'(t) \geq C_9^9 C_{10}^5 \int_0^1 p(s)\varphi_{M_S L_S}(s)ds, \]
\[ y_n'(t) \geq C_9^9 C_{10}^5 \int_0^1 q(s)\psi_{M_S L_S}(s)ds, \]

where

\[ C_9 = \left( \frac{b_1}{a_1} \right) \frac{1}{n} \int_0^1 p(s)\varphi_{M_S L_S}(s)ds \left( \int_0^1 q(s)\psi_{M_S L_S}(s)ds \right)^{\frac{1}{1-\gamma_1}}, \]
\[ C_{10} = \left( \frac{b_1}{a_1} \right) \frac{1}{n} \int_0^1 p(s)\varphi_{M_S L_S}(s)ds \left( \int_0^1 q(s)\psi_{M_S L_S}(s)ds \right)^{\frac{1}{1-\gamma_2}}. \]

To prove (3.153), consider the following relation

\[ x_n(t) = (t + \frac{b_2}{a_2}) \frac{1}{n} + \int_0^t s p(s)f(s,x_n(s),y_n(s),x_n'(s))ds \]
\[ + \int_0^t t p(s)f(s,x_n(s),y_n(s),x_n'(s))ds + \frac{b_2}{a_2} \int_0^1 q(s)g(s,x_n(s),y_n(s),y_n'(s))ds, \]

which implies that

\[ x_n(0) = b_2 \frac{1}{a_2} \frac{1}{n} + \frac{b_2}{a_2} \int_0^1 q(s)g(s,x_n(s),y_n'(s))ds. \]

Using (B_16) and (3.152), we obtain

\[ x_n(0) \geq \frac{b_2}{a_2} \int_0^1 q(s)\psi_{M_S L_S}(s)(x_n(s))^{\gamma_1} ds \geq \int_0^1 (x_n(0))^{\gamma_1}(y_n(0))^{\delta_1} ds \geq \int_0^1 q(s)\psi_{M_S L_S}(s)ds, \]
which implies that
\[ x_n(0) \geq (y_n(0))^\frac{\delta_1}{1 - \eta} \left( \frac{b_2}{a_2} \int_0^1 q(s) \psi_{M_0L_0}(s) ds \right)^{\frac{1}{1 - \eta}}. \] (3.156)

Similarly, using (B_{16}) and (3.152), we obtain
\[ y_n(0) \geq (x_n(0))^\frac{\delta_1}{1 - \eta} \left( \frac{b_1}{a_1} \int_0^1 p(s) \psi_{M_0L_0}(s) ds \right)^{\frac{1}{1 - \eta}}. \] (3.157)

Now, using (3.157) in (3.156), we have
\[ x_n(0) \geq (x_n(0))^\frac{\delta_1}{1 - \eta} \left( \frac{b_1}{a_1} \int_0^1 p(s) \psi_{M_0L_0}(s) ds \right)^{\frac{1}{1 - \eta}} \left( \frac{b_2}{a_2} \int_0^1 q(s) \psi_{M_0L_0}(s) ds \right)^{\frac{1}{1 - \eta}}. \]

Hence,
\[ x_n(0) \geq C_9. \] (3.158)

Similarly, using (3.156) in (3.157), we obtain
\[ y_n(0) \geq C_{10}. \] (3.159)

Now, from (3.155), it follows that
\[ x_n'(t) \geq \int_t^1 p(s)f(s,x_n(s),y_n(s),x_n'(s))ds. \]

and using (B_{16}), (3.152), (3.158) and (3.159), we obtain (3.153). Similarly, we can prove (3.154).

Now, using (3.151), (B_{3}), (3.152), (3.153) and (3.154), we have
\[ 0 \leq -x_n''(t) \leq h_1(M_5)k_1(M_5)p(t)(u_1(C_0^{\frac{5}{3}} C_{10}^\frac{5}{3}) \int_0^1 p(s) \psi_{M_0L_0}(s) ds + v_1(L_5)), \quad t \in (0,1), \]
\[ 0 \leq -y_n''(t) \leq h_2(M_5)k_2(M_5)q(t)(u_2(C_0^{\frac{5}{3}} C_{10}^\frac{5}{3}) \int_0^1 q(s) \psi_{M_0L_0}(s) ds + v_2(L_5)), \quad t \in (0,1). \] (3.160)

In view of (3.152), (3.160), (B_{1}) and (B_{17}), it follows that the sequences \( \{(x_n^{(j),y_n^{(j)}})\} \) \( (j = 0,1) \) are uniformly bounded and equicontinuous on \([0,1] \). Hence, by Theorem (11.1.5), there exist subsequences \( \{(x_n^{(j),y_n^{(j)}})\} \) \( (j = 0,1) \) of \( \{(x_n^{(j),y_n^{(j)}})\} \) \( (j = 0,1) \) and \( (x,y) \in C^1[0,1] \times C^1[0,1] \) such that \( (x_n^{(j),y_n^{(j)}}) \) converges uniformly to \( (x^{(j),y^{(j)}}) \) on \([0,1] \) \( (j = 0,1) \). Also, \( a_2x(0) - b_2y'(0) = a_1y(0) - b_1x'(0) = x'(1) = y'(1) = 0. \)
Moreover, from (3.153) and (3.154), with \( n_k \) in place of \( n \) and taking \( \lim_{n_k \to +\infty} \), we have

\[
\begin{align*}
x'(t) & \geq C_0^\nu \int_0^1 p(s) \varphi_{M_k, L_k}(s) ds, \\
y'(t) & \geq C_0^\nu \int_0^1 q(s) \psi_{M_k, L_k}(s) ds,
\end{align*}
\]

which shows that \( x' > 0 \) and \( y' > 0 \) on \([0, 1]\), \( x > 0 \) and \( y > 0 \) on \([0, 1]\). Further, \((x_{n_k}, y_{n_k})\) satisfy

\[
\begin{align*}
x'_{n_k}(t) &= x'_{n_k}(0) - \int_0^t p(s)f(s, x_{n_k}(s), y_{n_k}(s), x'_{n_k}(s)) ds, \quad t \in [0, 1], \\
y'_{n_k}(t) &= y'_{n_k}(0) - \int_0^t q(s)g(s, x_{n_k}(s), y_{n_k}(s), y'_{n_k}(s)) ds, \quad t \in [0, 1].
\end{align*}
\]

Passing to the limit as \( n_k \to \infty \), we obtain

\[
\begin{align*}
x'(t) &= x'(0) - \int_0^t p(s)f(s, x(s), y(s), x'(s)) ds, \quad t \in [0, 1], \\
y'(t) &= y'(0) - \int_0^t q(s)g(s, x(s), y(s), y'(s)) ds, \quad t \in [0, 1],
\end{align*}
\]

which implies that

\[
\begin{align*}
-x''(t) &= p(t)f(t, x(t), y(t), x'(t)), \quad t \in (0, 1), \\
y''(t) &= q(t)g(t, x(t), y(t), y'(t)), \quad t \in (0, 1).
\end{align*}
\]

Hence, \((x, y)\) is a \( C^1 \)-positive solution of the system of BVPs (3.6).

**Example 3.5.2** Consider the following coupled system of SBVPs

\[
\begin{align*}
-x''(t) &= \nu^\beta_1 + (x(t))^{\gamma_1} (y(t))^{\delta_1} (x'(t))^{-\beta_1}, \quad t \in (0, 1), \\
y''(t) &= \nu^\beta_2 + (x(t))^{\gamma_2} (y(t))^{\delta_2} (y'(t))^{-\beta_2}, \quad t \in (0, 1), \\
x(0) - y'(0) &= y(0) - x'(0) = x'(1) = y'(1) = 0,
\end{align*}
\]

where \( 0 \leq \gamma_1, \gamma_2, \delta_1, \delta_2 < 1 \) satisfying \((1 - \gamma_1)(1 - \gamma_2) \neq \delta_1 \delta_2\), \( 0 < \beta_1 < 1, 0 < \beta_2 < 1 \) and \( \nu > 0 \) such that

\[
\nu < \sup_{c \in (0, 1)} \frac{c}{2 \sum_{i=1}^2 (\beta_i + 1)^{\frac{\gamma_i + \delta_i}{\beta_i + 1}}},
\]
Choose \( p(t) = q(t) = 1, h_1(x) = x^\beta_1, h_2(x) = x^\beta_2, k_1(x) = x^\delta_1, k_2(x) = x^\delta_2, u_1(x) = x^{-\beta_1}, u_2(x) = x^{-\beta_2} \) and \( v_1(x) = v_2(x) = 0 \). Assume that the following holds:

\[
L\left(\varphi_{ML}(t) = L^{-\beta_1}, \psi_{ML}(t) = L^{-\beta_2}\right).
\]

Then, \( I(v) = \frac{\nu_1}{\nu_2} I(v) + \frac{\nu_2}{\nu_1} I^{-1}(v) = (\beta_1 + 1) \frac{\nu_1}{\nu_2} \psi_{ML}(t) + \frac{\nu_2}{\nu_1} I^{-1}(v) = (\beta_2 + 1) \frac{\nu_1}{\nu_2} \psi_{ML}(t) + \frac{\nu_2}{\nu_1} I^{-1}(v).
\]

Also,

\[
\sup_{c \in (0, \infty)} \frac{c}{\nu_1 + 1} I^{-1}(h_1(c)k_1(c) I_0^1 p(t) dt) + (1 + \frac{\nu_2}{\nu_1}) I^{-2}(h_2(c)k_2(c) I_0^1 q(t) dt)\geq 1.
\]

Clearly, \( (B_1) - (B_{17}) \) are satisfied. Hence, by Theorem 3.5.1, the system of BVPs (3.16) has at least one \( C^1 \)-positive solution.

### 3.6 Existence of at least one \( C^1 \)-positive solution via lower and upper solutions

In this section, we establish existence of at least one \( C^1 \)-positive solution of the system of BVPs (3.3). By a \( C^1 \)-positive solution to the system of BVPs (3.3), we mean \((x, y) \in (C^1[0, 1] \cap C^2(0, 1)) \times (C^1[0, 1] \cap C^2(0, 1)) \) satisfying (3.3), \( x > 0 \) and \( y > 0 \) on \((0, 1)\).

Let \( \rho_n \to 0 \) be a nonincreasing sequence of real constants such that \( \lim_{n \to +\infty} \rho_n = 0 \). Assume that the following holds:

\( (B_{18}) \) \( p_i \in C(0, 1), p_i > 0 \) on \((0, 1)\) and \( \int_0^1 p_i(t) dt < +\infty, i = 1, 2; \)

\( (B_{19}) \) \( f_i : [0, 1] \times (0, \infty) \times (0, \infty) \to \mathbb{R} \) are continuous, \( i = 1, 2; \)

\( (B_{20}) \) there exist \( (\beta_1, \beta_2) \in (C^1[0, 1] \cap C^2(0, 1)) \times (C^1[0, 1] \cap C^2(0, 1)) \) and \( \rho_0 \in \{1, 2, \cdots\} \) such that \( \beta_i(t) \geq \rho_0 \) for \( t \in [0, 1] \) and

\[
-\beta_i'(t) \geq p_i(t)f_i(t, \beta_i(t), \beta_{i+1}(t)), \quad t \in (0, 1),
\]

\[
-\beta_i'(t) \geq p_{i+1}(t)f_{i+1}(t, \beta_i(t), \beta_{i+1}(t)), \quad t \in (0, 1);\]

\( (B_{21}) \) there exist \((\alpha_1, \alpha_2) \in (C^1[0, 1] \cap C^2(0, 1)) \times (C^1[0, 1] \cap C^2(0, 1)) \) with \( \alpha_1(0) = \alpha_2(0) = \alpha_2(0) = \alpha_2(1) = 0, \alpha_0 > 0 \) and \( \alpha_2 > 0 \) on \((0, 1)\) such that for \((t, x, y) \in (0, 1) \times \{x \in (0, \infty) : x < \alpha_1(t)\} \times \{y \in (0, \infty) : y \leq \beta_2(t)\}\),
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\[-\alpha_i''(t) < p_i(t)f_i(t,x,y,\alpha_i'(t)),\]

for $(t,x,y) \in (0,1) \times \{x \in (0,\infty) : x \leq \beta_1(t)\} \times \{y \in (0,\infty) : y < \alpha_2(t)\}$,

\[-\alpha_2''(t) < p_2(t)f_2(t,x,y,\alpha_2'(t));\]

\((B_{22}) \) for each $n \in \{n_0, n_0 + 1, \cdots\}$, $0 \leq t \leq 1$, $\rho_n \leq x \leq \beta_1(t)$, $\rho_n \leq y \leq \beta_2(t)$, we have $f_1(t,\rho_n,y,0) \geq 0$ and $f_2(t,x,\rho_n,0) \geq 0$;

\((B_{23}) \) $|f_i(t,x,y,z)| \leq (h_i(x) + k_i(x))(u_i(y) + v_i(y))\psi_i(|z|)$, where $h_i, u_i > 0$ are continuous and nonincreasing on $(0,\infty)$, $k_i, v_i \geq 0$, $\psi_i > 0$ are continuous on $[0,\infty)$ with $\frac{h_i}{u_i}$ nondecreasing on $(0,\infty)$, $i = 1, 2$;

\((B_{24}) \) $\int_0^1 p_i(t)h_i(\alpha_1(t))u_i(\alpha_2(t))dt < +\infty$, $i = 1, 2$;

\((B_{25}) \)

$$\int_0^\infty \frac{du}{\psi_i(u)} > \left[1 + \frac{k_i(b_1)}{h_i(b_1)}\right]\left[1 + \frac{v_i(b_2)}{u_i(b_2)}\right]\int_0^1 p_i(t)h_i(\alpha_1(t))u_i(\alpha_2(t))dt,$$

where $b_i = \max\{\beta_i(t) : t \in [0,1]\}$, $i = 1, 2$.

**Theorem 3.6.1** Assume that $(B_{18}) - (B_{25})$ hold. Then the system of BVPs (3.5) has a $C^1$-positive solution.
Chapter 4

Singular Systems of BVPs on Infinite Intervals

Recently, the theory on existence of solutions to nonlinear BVPs on unbounded domain has attracted the attention of many authors, see for example [5 36 58 68 74 50 100] and the references therein. For BVPs defined on half-line, an excellent resource is produced by Agarwal and O’Regan [5] that have been received considerable attentions.

Agarwal and O’Regan [3, Section 2.15] studied the existence of positive solutions to the following BVP

\[-x''(t) = \phi(t)f(t,x(t)), \quad t \in (0,\infty),\]
\[x(0) = 0, \lim_{t \to \infty} x'(t) = 0,\]  
(4.1)

where \(f(t,x)\) is singular at \(x = 0\). Further, in [5, Section 1.11] they establish the existence results for (4.1) when \(f\) includes first derivative also. However in [97, 27], it was assumed that the nonlinearities are positive which leads to concave solutions.

In Sections 4.1 and 4.2 we study the existence of \(C^1\)-positive solutions to the following coupled systems of SBVPs

\[-x''(t) = p_1(t)f_1(t,x(t),y(t),x'(t)), \quad t \in \mathbb{R}_0^+,\]
\[-y''(t) = p_2(t)f_2(t,x(t),y(t),y'(t)), \quad t \in \mathbb{R}_0^+,\]
\[x(0) = y(0) = \lim_{t \to \infty} y'(t) = \lim_{t \to \infty} x'(t) = 0\]  
(4.2)

and
\[-x''(t) = p_1(t) f_1(t, x(t), y(t), x'(t)), \quad t \in \mathbb{R}_0^+, \]
\[-y''(t) = p_2(t) f_2(t, x(t), y(t), y'(t)), \quad t \in \mathbb{R}_0^+, \]

\[a_1 x(0) - b_1 x'(0) = \lim_{t \to +\infty} x'(t) = 0, \]
\[a_2 y(0) - b_2 y'(0) = \lim_{t \to +\infty} y'(t) = 0, \tag{4.3}\]

where the functions \(f_i : \mathbb{R}^+ \times \mathbb{R}^2 \times \mathbb{R}_0 \to \mathbb{R}\) are continuous and allowed to change sign. Further, the nonlinearities \(f_i (i = 1, 2)\) are allowed to be singular at \(x' = 0\) and \(y' = 0\). Also, \(p_i \in C(\mathbb{R}_0^+), p_i (i = 1, 2) > 0\) on \(\mathbb{R}_0^+\) and the constants \(a_i, b_i (i = 1, 2) > 0\); here \(\mathbb{R} = (-\infty, \infty), \mathbb{R}_0 = \mathbb{R} \setminus \{0\}, \mathbb{R}^+ = [0, \infty), \mathbb{R}_0^+ = \mathbb{R}^+ \setminus \{0\}\).

### 4.1 Systems of BVPs on infinite intervals

In this section, we establish the existence of \(C^1\)-positive solutions for the system of BVPs (4.2). We say, \((x, y) \in (C^1(\mathbb{R}_0^+)) \times (C^2(\mathbb{R}_0^+))\) is a \(C^1\)-positive solution of the system of BVPs (4.2), if \((x, y)\) satisfies (4.2), \(x > 0\) and \(y > 0\) on \(\mathbb{R}_0^+\), \(x' > 0\) and \(y' > 0\) on \(\mathbb{R}^+\).

Assume that

\((C_1)\) \[p_i \in C(\mathbb{R}_0^+), p_i (i = 1, 2) > 0\) on \(\mathbb{R}_0^+\), \(\int_0^{+\infty} p_i(t)dt < +\infty, i = 1, 2;\)

\((C_2)\) \(f_i : \mathbb{R}^+ \times \mathbb{R}^2 \times \mathbb{R}_0 \to \mathbb{R}\) is continuous, \(i = 1, 2;\)

\((C_3)\) \[|f_i(t, x, y, z)| \leq h_i(|x|) k_i(|y|) (u_i(|z|) + v_i(|z|)), \text{ where } u_i > 0\text{ is continuous and nonincreasing on } \mathbb{R}_0^+, h_i, k_i, v_i \geq 0\text{ are continuous and nondecreasing on } \mathbb{R}^+, i = 1, 2;\]

\((C_4)\) there exist a constant \(M > 0\) such that \(\frac{M}{\omega(M)} > 1\), where \(\omega(M) = \lim_{\varepsilon \to 0} \omega_\varepsilon(M),\)

\[\omega_\varepsilon(M) = \sum_{i=1}^{2} \int_0^{+\infty} \left[ J_i^{-1} (h_i(M) k_i(M) \int_0^{+\infty} p_i(s)ds + J_i(\varepsilon)) \right] dt + \sum_{i=1}^{2} J_i^{-1} (h_i(M) k_i(M) \int_0^{+\infty} p_i(s)ds + J_i(\varepsilon)), \]

\[J_i(\mu) = \int_0^{\mu} \frac{d\tau}{u_i(\tau) + v_i(\tau)}, \text{ for } \mu > 0, i = 1, 2;\]

\((C_5)\) \(J_1(\infty) = \infty\) and \(J_2(\infty) = \infty;\)

\((C_6)\) \(f_i\) is positive on \(\mathbb{R}^+ \times (0, M]^3, i = 1, 2;\)
(C7) there exist continuous functions \( \varphi_M \) and \( \psi_M \) defined on \( \mathbb{R}^+ \) and positive on \( \mathbb{R}^+_0 \), and constants \( 0 \leq \gamma_1, \gamma_2, \delta_1, \delta_2 < 1 \) satisfying \((1 - \gamma_1)(1 - \gamma_2) \neq \delta_1 \delta_2\), such that \( f_1(t,x,y,z) \geq \varphi_M(t)x^\gamma_1 y^{\delta_1} \) and \( f_2(t,x,y,z) \geq \psi_M(t)x^{\gamma_2} y^{\delta_2} \) on \( \mathbb{R}^+ \times [0,M]^3 \).

### 4.1.1 Existence of positive solutions on finite intervals

Choose \( m \in N_0 \setminus \{0\} \), where \( N_0 := \{0, 1, \cdots\} \), and consider the following system of BVPs on finite interval

\[
\begin{align*}
-x''(t) &= p_1(t)f_1(t,x(t),y(t),x'(t)), \quad t \in (0,m), \\
y''(t) &= p_2(t)f_2(t,x(t),y(t),y'(t)), \quad t \in (0,m), \\
x(0) &= y(0) = x'(m) = y'(m) = 0.
\end{align*}
\]

First, we show that system of BVPs (4.4) has a \( C^1 \)-positive solution. We say, \((x,y) \in (C^1[0,m] \cap C^2(0,m)) \times (C^1[0,m] \cap C^2(0,m))\), a \( C^1 \)-positive solution of the system of BVPs (4.4), if \((x,y)\) satisfies (4.4), \( x > 0 \) and \( y > 0 \) on \((0,m), x' > 0 \) and \( y' > 0 \) on \([0,m)\).

**Theorem 4.1.1** Assume that (C1) – (C7) hold. Then the system of BVPs (4.4) has a \( C^1 \)-positive solution.

**Proof.** In view of (C4), we choose \( \varepsilon > 0 \) small enough such that

\[
\frac{M}{\omega_x(M)} > 1.
\]

Choose \( n_0 \in \{1, 2, \cdots\} \) such that \( \frac{1}{n_0} < \varepsilon \). For each \( n \in N := \{n_0, n_0 + 1, \cdots\} \), define retractions \( \theta: \mathbb{R} \to [0,M] \) and \( \rho: \mathbb{R} \to [\frac{1}{n},M] \) as

\[
\theta(x) = \max\{0, \min\{x,M\}\} \text{ and } \rho(x) = \max\{\frac{1}{n}, \min\{x,M\}\}.
\]

Consider the modified system of BVPs

\[
\begin{align*}
-x''(t) &= p_1(t)f_1(t,x(t),y(t),x'(t)), \quad t \in (0,m), \\
y''(t) &= p_2(t)f_2(t,x(t),y(t),x'(t)), \quad t \in (0,m), \\
x(0) &= y(0) = 0, x'(m) = y'(m) = \frac{1}{n}.
\end{align*}
\]
Integrating from \( t = 0 \) to \( t = m \), the modified system of BVPs (4.6) has a solution \( x_{m,n}(t) \) and \( y_{m,n}(t) \). Clearly, \( x_{m,n}(t) \) and \( y_{m,n}(t) \) are continuous and bounded on \([0, m]\). Hence, by Theorem\( \ref{thm:existence} \), the modified system of BVPs (4.6) has a solution \((x_{m,n}, y_{m,n}) \in (C[0, m] \cap C^2(0, m)) \times (C^1[0, m] \cap C^2(0, m))\).

Using (4.6), (C1) and (C6), we obtain
\[
x''_{m,n} \leq 0 \quad \text{and} \quad y''_{m,n} \leq 0 \quad \text{on} \quad (0, m).
\]

Integrating from \( t = 0 \) to \( t = m \) and using the BCs (4.6), we obtain
\[
x'_{m,n}(t) \geq \frac{1}{n} \quad \text{and} \quad y'_{m,n}(t) \geq \frac{1}{n} \quad \text{for} \quad t \in [0, m]. \quad (4.7)
\]

Integrating (4.7) from \( t = 0 \) to \( t = m \), using the BCs (4.6), we have
\[
x_{m,n}(t) \geq \frac{t}{n} \quad \text{and} \quad y_{m,n}(t) \geq \frac{t}{n} \quad \text{for} \quad t \in [0, m]. \quad (4.8)
\]

From (4.7) and (4.8), it follows that
\[
\|x_{m,n}\|_{\gamma} = x_{m,n}(m) \quad \text{and} \quad \|y_{m,n}\|_{\gamma} = y_{m,n}(m), \quad \text{where} \quad \|u\|_{\gamma} = \max_{t \in [0, m]} |u(t)|.
\]

Now, we show that the following hold
\[
\|x'_{m,n}\|_{\gamma} < M \quad \text{and} \quad \|y'_{m,n}\|_{\gamma} < M. \quad (4.9)
\]

Suppose \( x'_{m,n}(t_1) \geq M \) for some \( t_1 \in [0, m] \). Using (4.6) and (C3), we have
\[
-x''_{m,n}(t) \leq p_1(t) h_1(\theta(x_{m,n}(t))) k_1(\theta(y_{m,n}(t))) (u_1(\rho(x'_{m,n}(t))) + v_1(\rho(y'_{m,n}(t)))) \quad \text{for} \quad t \in (0, m),
\]

which implies that
\[
-x''_{m,n}(t) u_1(\rho(x'_{m,n}(t))) + v_1(\rho(y'_{m,n}(t))) \leq h_1(M) k_1(M) p_1(t), \quad t \in (0, m).
\]

Integrating from \( t_1 \) to \( t = m \), using the BCs (4.6), we obtain
\[
\int_{t_1}^{m} \frac{dz}{u_1(\rho(z)) + v_1(\rho(z))} \leq h_1(M) k_1(M) \int_{t_1}^{m} p_1(t) dt,
\]

which can also be written as
\[
\int_{\frac{M}{2}}^{M} \frac{dz}{u_1(z) + v_1(z)} + \int_{M}^{\infty} \frac{dz}{u_1(M) + v_1(M)} \leq h_1(M) k_1(M) \int_{0}^{\infty} p_1(t) dt.
\]
Using the increasing property of \( J_1 \), we obtain
\[
J_1(M) + \frac{x'_{m,n}(t_1) - M}{u_1(M) + v_1(M)} \leq h_1(M)k_1(M) \int_0^\infty p_1(t)dt + J_1(\varepsilon),
\]
and the increasing property of \( J_1^{-1} \) yields
\[
M \leq J_1^{-1}(h_1(M)k_1(M) \int_0^\infty p_1(t)dt + J_1(\varepsilon)) \leq \omega(\varepsilon),
\]
a contradiction to (4.5). Hence, \( \|x'_{m,n}\|_{\gamma_m} < M \).

Similarly, we can show that \( \|y'_{m,n}\|_{\gamma_m} < M \).

Now, we show that
\[
\|x_{m,n}\|_{\gamma_m} < M \quad \text{and} \quad \|y_{m,n}\|_{\gamma_m} < M. \tag{4.10}
\]

Suppose \( \|x_{m,n}\|_{\gamma_m} \geq M \). From (4.6), (4.7), (4.9) and (C3), it follows that
\[
-x''_{m,n}(t) \leq p_1(t)h_1(\theta(x_{m,n}(t)))k_1(\theta(y_{m,n}(t)))(u_1(x'_{m,n}(t)) + v_1(x'_{m,n}(t))),
\]
which implies that
\[
\frac{-x''_{m,n}(t)}{u_1(x'_{m,n}(t)) + v_1(x'_{m,n}(t))} \leq h_1(M)k_1(M)p_1(t), \quad t \in (0, m).
\]
Integrating from \( t \) to \( m \), using the BCs (4.6), we obtain
\[
\int_0^m \frac{x'_{m,n}(t)}{u_1(z) + v_1(z)} \leq h_1(M)k_1(M) \int_t^m p_1(s)ds, \quad t \in [0, m],
\]
which can also be written as
\[
J_1(x'_{m,n}(t)) - J_1(\frac{1}{n}) \leq h_1(M)k_1(M) \int_t^\infty p_1(s)ds, \quad t \in [0, m].
\]
The increasing property of \( J_1 \) and \( J_1^{-1} \), leads to
\[
x'_{m,n}(t) \leq J_1^{-1}(h_1(M)k_1(M) \int_t^\infty p_1(s)ds + J_1(\varepsilon)), \quad t \in [0, m].
\]
Now, integrating from 0 to \( m \), using the BCs (4.6), we obtain
\[
M \leq \|x_{m,n}\|_{\gamma_m} \leq \int_0^m [J_1^{-1}(h_1(M)k_1(M) \int_t^\infty p_1(s)ds + J_1(\varepsilon))]dt,
\]
which implies that
satisfying

\[ M \leq \int_0^\infty [T^{-1}(h_1(M)k_1(M) \int_0^\infty p_1(s)ds + J_1(\varepsilon))] dt \leq \omega_k(M), \]

a contradiction to (4.3). Therefore, \( \|x_{m,n}\|_{\gamma_m} < M \).

Similarly, we can show that \( \|y_{m,n}\|_{\gamma_m} < M \).

Hence, in view of (4.6)-(4.10), \((x_{m,n}, y_{m,n})\) is a solution of the following coupled system of BVPs

\[
\begin{align*}
-x''(t) &= p_1(t)f_1(t, x(t), y(t), x'(t)), \quad t \in (0, m), \\
y''(t) &= p_2(t)f_2(t, x(t), y(t), y'(t)), \quad t \in (0, m), \\
x(0) &= y(0) = 0, x'(m) = y'(m) = \frac{1}{n},
\end{align*}
\]

satisfying

\[
\begin{align*}
\frac{1}{n} \leq x_{m,n}(t) < M, \quad \frac{1}{n} \leq y_{m,n}(t) < M, & \quad t \in [0, m], \\
\frac{1}{n} \leq x'_{m,n}(t) < M, \quad \frac{1}{n} \leq y'_{m,n}(t) < M, & \quad t \in [0, m].
\end{align*}
\]

Now, we show that

\[
\{x'_{m,n}\}_{n \in \mathbb{N}} \text{ and } \{y'_{m,n}\}_{n \in \mathbb{N}} \text{ are equicontinuous on } [0, m]. \tag{4.13}
\]

From (4.11), (4.12) and (C3), it follows that

\[
\begin{align*}
-x''_{m,n}(t) &\leq p_1(t)h_1(M)k_1(M)(u_1(x_{m,n}(t)) + v_1(x_{m,n}(t))), \quad t \in (0, m), \\
y''_{m,n}(t) &\leq p_2(t)h_2(M)k_2(M)(u_2(y_{m,n}(t)) + v_2(y_{m,n}(t))), \quad t \in (0, m),
\end{align*}
\]

which implies that

\[
\begin{align*}
\frac{-x''_{m,n}(t)}{u_1(x'_{m,n}(t)) + v_1(x_{m,n}(t))} &\leq h_1(M)k_1(M)p_1(t), \quad t \in (0, m), \\
\frac{-y''_{m,n}(t)}{u_2(y'_{m,n}(t)) + v_2(y_{m,n}(t))} &\leq h_2(M)k_2(M)p_2(t), \quad t \in (0, m).
\end{align*}
\]

Thus for \( t_1, t_2 \in [0, m] \), we have

\[
\begin{align*}
|J_1(x'_{m,n}(t_1)) - J_1(x'_{m,n}(t_2))| &\leq h_1(M)k_1(M) \left| \int_{t_1}^{t_2} p_1(t) dt \right|, \\
|J_2(y'_{m,n}(t_1)) - J_2(y'_{m,n}(t_2))| &\leq h_2(M)k_2(M) \left| \int_{t_1}^{t_2} p_2(t) dt \right|. \tag{4.14}
\end{align*}
\]
In view of (4.14), uniform continuity of \( J_i^{-1} \) over \([0,J_i(M)] (i = 1,2)\) and

\[
|y_m(t) - y_n(t)| = |J_1^{-1}(J_1(y_m(t))) - J_1^{-1}(J_1(y_n(t)))|,
\]

we obtain (4.13).

From (4.12) and (4.13), it follows that the sequences \( \{(x_{m,n},y_{m,n})\}_{n,N} \) are uniformly bounded and equicontinuous on \([0,m]\). Hence, by Theorem (1.1.5), there exist subsequence \( N \) of \( N \) and \((x_m,y_m) \in C^1[0,m] \times C^1[0,m]\) such that for each \( j = 0,1 \), the sequences \( \{x_{m,n},y_{m,n}\} \) converges uniformly to \((x_m,y_m)\) on \([0,m]\) as \( n \to \infty \) through \( N \). From the BCs (4.11), we have \( x_m(0) = y_m(0) = x'_m(0) = y'_m(0) = 0 \). Next, we show that \( x_m > 0 \) and \( y_m > 0 \) on \([0,m]\), \( x'_m > 0 \) and \( y'_m > 0 \) on \([0,m]\).

We claim that

\[
x_{m,n}(t) \geq C_{11}^2 C_{12}^2 \int_0^{\min\{t,1\}} t^{1+\eta+\delta} p_1(t) \varphi_M(t) d\tau \equiv \Phi_M(t), \quad t \in [0,m], \tag{4.15}
\]

\[
y_{m,n}(t) \geq C_{11}^2 C_{12}^2 \int_0^{\min\{t,1\}} t^{1+\eta+\delta} p_2(t) \psi_M(t) d\tau \equiv \Psi_M(t), \quad t \in [0,m], \tag{4.16}
\]

\[
x'_{m,n}(t) \geq \int_t^m p_1(s) \varphi_M(s) (\Phi_M(s))^{\delta_1} \delta_1 ds, \quad t \in [0,m], \tag{4.17}
\]

\[
y'_{m,n}(t) \geq \int_t^m p_2(s) \psi_M(s) (\Psi_M(s))^{\delta_2} \delta_2 ds, \quad t \in [0,m], \tag{4.18}
\]

where

\[
C_{11} = \left( \int_0^1 t^{1+\eta+\delta} p_1(t) \varphi_M(t) d\tau \right)^{\frac{1}{\delta_1}} \left( \int_0^1 t^{1+\eta+\delta} p_2(t) \psi_M(t) d\tau \right)^{\frac{1}{\delta_2}},
\]

\[
C_{12} = \left( \int_0^1 t^{1+\eta+\delta} p_1(t) \varphi_M(t) d\tau \right)^{\frac{1}{\delta_1}} \left( \int_0^1 t^{1+\eta+\delta} p_2(t) \psi_M(t) d\tau \right)^{\frac{1}{\delta_2}}.
\]

First we prove (4.15). Let \( z(t) = x_m(t) - tx_m(1) \) for \( t \in [0,1] \). Then, \( z(0) = z(1) = 0 \), \( z''(t) \leq 0 \) for \( t \in [0,1] \). So, \( z(t) \geq 0 \) for \( t \in [0,1] \), that is

\[
x_{m,n}(t) \geq tx_{m,n}(1), \quad t \in [0,1]. \tag{4.19}
\]

Similarly,

\[
y_{m,n}(t) \geq ty_{m,n}(1), \quad t \in [0,1]. \tag{4.20}
\]
Now, consider the following relation

\[ x_{m,n}(t) = \frac{t}{n} + \int_0^t sp(s)f_1(s,x_{m,n}(s),y_{m,n}(s),x'_{m,n}(s))ds + \int_t^m tp(s)f_1(s,x_{m,n}(s),y_{m,n}(s),x'_{m,n}(s))ds, \quad t \in [0,m]. \] (4.21)

In view of (C7), using (4.19) and (4.20), for \( t \in [0,m] \), we have

\[ x_{m,n}(t) \geq \int_0^t sp(s)f_1(s,x_{m,n}(s),y_{m,n}(s),x'_{m,n}(s))ds \]
\[ \geq \int_0^{\min\{1,1\}} sp(s)f_1(s,x_{m,n}(s),y_{m,n}(s),x'_{m,n}(s))ds \]
\[ \geq \int_0^{\min\{1,1\}} sp(s)(x_{m,n}(s))^{\gamma_1}(y_{m,n}(s))^{\delta_1} \varphi_M(s)ds \]
\[ \geq (x_{m,n}(1))^{\gamma_1}(y_{m,n}(1))^{\delta_1} \int_0^{\min\{1,1\}} s^{1+\gamma_1+\delta_1} p_1(s)\varphi_M(s)ds, \]

which implies that

\[ x_{m,n}(1) \geq (y_{m,n}(1))^{\frac{\delta_1}{1-\gamma_1}} \left( \int_0^1 s^{1+\gamma_1+\delta_1} p_1(s)\varphi_M(s)ds \right)^{\frac{1}{1-\gamma_1}}. \] (4.23)

Similarly,

\[ y_{m,n}(1) \geq (x_{m,n}(1))^{\frac{\delta_2}{1-\gamma_2}} \left( \int_0^1 s^{1+\gamma_2+\delta_2} p_2(s)\psi_M(s)ds \right)^{\frac{1}{1-\gamma_2}}. \] (4.24)

Now, using (4.24) in (4.23), we have

\[ (x_{m,n}(1))^{1-\frac{\delta_1\delta_2}{(1-\gamma_1)(1-\gamma_2)}} \geq \left( \int_0^1 s^{1+\gamma_1+\delta_1} p_1(s)\varphi_M(s)ds \right)^{\frac{1}{1-\gamma_1}} \]
\[ \left( \int_0^1 s^{1+\gamma_2+\delta_2} p_2(s)\psi_M(s)ds \right)^{\frac{\delta_1}{1-\gamma_1\gamma_2}}. \]

Hence,

\[ x_{m,n}(1) \geq C_{11}. \] (4.25)

Similarly, using (4.23) in (4.24), we obtain

\[ y_{m,n}(1) \geq C_{12}. \] (4.26)

Thus, from (4.22), using (4.23) and (4.26), we get (4.15).

Similarly, we can prove (4.16).
Now, we prove (4.17). From (4.21), it follows that
\[ x'_{m,n}(t) \geq \int_0^m p_1(s)f_1(s,x_{m,n}(s),y_{m,n}(s),x'_{m,n}(s)) \, ds. \]

Using (C_7), (4.15) and (4.16), we obtain (4.17).

Similarly, we can prove (4.18).

From (4.15), (4.18), passing to the limit \( n \to \infty \) through \( N_{\varepsilon} \), we obtain
\[
\begin{align*}
x_m(t) & \geq \Phi_M(t), \quad y_m(t) \geq \Psi_M(t), \quad t \in [0,m], \\
x'_m(t) & \geq \int_0^m p_1(s)\Phi_M(s)(\Phi_M(s))^{\delta_1}(\Psi_M(s))^{\delta_2} \, ds, \quad t \in [0,m], \\
y'_m(t) & \geq \int_0^m p_2(s)\Psi_M(s)(\Phi_M(s))^{\delta_1}(\Psi_M(s))^{\delta_2} \, ds, \quad t \in [0,m].
\end{align*}
\]

Consequently, \( x_m > 0 \) and \( y_m > 0 \) on \((0, m)\), \( x'_m > 0 \) and \( y'_m > 0 \) on \([0, m)\).

Moreover, \((x_{m,n}, y_{m,n})\) satisfy
\[
\begin{align*}
x'_{m,n}(t) & = x'_{m,n}(0) - \int_0^t p_1(s)f_1(s,x_{m,n}(s),y_{m,n}(s),x'_{m,n}(s)) \, ds, \quad t \in [0,m], \\
y'_{m,n}(t) & = y'_{m,n}(0) - \int_0^t p_2(s)f_2(s,x_{m,n}(s),y_{m,n}(s),y'_{m,n}(s)) \, ds, \quad t \in [0,m].
\end{align*}
\]

Letting \( n \to \infty \) through \( N_{\varepsilon} \), we obtain
\[
\begin{align*}
x_m(t) & = x'_m(0) - \int_0^t p_1(s)f_1(s,x_m(s),y_m(s),x'_m(s)) \, ds, \quad t \in [0,m], \\
y_m(t) & = y'_m(0) - \int_0^t p_2(s)f_2(s,x_m(s),y_m(s),y'_m(s)) \, ds, \quad t \in [0,m],
\end{align*}
\]

which imply that
\[
\begin{align*}
x''_m(t) & = p_1(t)f_1(t,x_m(t),y_m(t),x'_m(t)), \quad t \in (0,m), \\
y''_m(t) & = p_2(t)f_2(t,x_m(t),y_m(t),y'_m(t)), \quad t \in (0,m).
\end{align*}
\]

Hence, \((x_m, y_m)\) is a \( C^1 \)-positive solution of the system of BVPs (4.4).

### 4.1.2 Existence of positive solutions on an infinite interval

**Theorem 4.1.2** Assume that \((C_1) - (C_7)\) hold. Then the system of BVPs (4.2) has a \( C^1 \)-positive solution.
Clearly, we claim that (In view of (4.32), the system of BVPs (4.2) has a \( C^1 \)-positive solution \((x_m, y_m)\) defined on \([0, m]\). By applying diagonalization argument we will show that the system of BVPs (4.2) has a \( C^1 \)-positive solution. For this purpose we define a continuous extension \((\bar{x}_m, \bar{y}_m)\) of \((x_m, y_m)\) by

\[
\bar{x}_m(t) = \begin{cases} 
  x_m(t), & t \in [0, m], \\
  x_m(m), & t \in [m, \infty),
\end{cases} \\
\bar{y}_m(t) = \begin{cases} 
  y_m(t), & t \in [0, m], \\
  y_m(m), & t \in [m, \infty).
\end{cases}
\]

(4.29)

Clearly, \( \bar{x}_m, \bar{y}_m \in C^1[0, \infty) \) and satisfy

\[
0 \leq \bar{x}_m(t) < M, \quad 0 \leq \bar{y}_m(t) < M, \quad t \in [0, \infty),
\]

\[
0 \leq \bar{y}_m(t) < M, \quad 0 \leq \bar{y}_m(t) < M, \quad t \in [0, \infty).
\]

(4.30)

We claim that

\[
\{\bar{x}_m\}_{m \in N_0} \text{ and } \{\bar{y}_m\}_{m \in N_0} \text{ are equicontinuous on } [0, 1].
\]

(4.31)

Using (4.28), (4.29), (4.30) and (C3), we obtain

\[
-\bar{x}_m'(t) \leq p_1(t)h_1(M)k_1(M)\left(u_1(\bar{x}_m(t)) + v_1(\bar{x}_m(t))\right), \quad t \in (0, 1),
\]

\[
-\bar{y}_m'(t) \leq p_2(t)h_2(M)k_2(M)\left(u_2(\bar{y}_m(t)) + v_2(\bar{y}_m(t))\right), \quad t \in (0, 1),
\]

which implies that

\[
\frac{-\bar{x}_m'(t)}{u_1(\bar{x}_m(t)) + v_1(\bar{x}_m(t))} \leq \frac{h_1(M)k_1(M)p_1(t)}{u_1(\bar{x}_m(t)) + v_1(\bar{x}_m(t))}, \quad t \in (0, 1),
\]

\[
\frac{-\bar{y}_m'(t)}{u_2(\bar{y}_m(t)) + v_2(\bar{y}_m(t))} \leq \frac{h_2(M)k_2(M)p_2(t)}{u_2(\bar{y}_m(t)) + v_2(\bar{y}_m(t))}, \quad t \in (0, 1).
\]

Hence, for \( t_1, t_2 \in [0, 1] \), we have

\[
\begin{align*}
  |J_1(\bar{x}_m(t_1)) - J_1(\bar{x}_m(t_2))| & \leq h_1(M)k_1(M)\int_{t_1}^{t_2} p_1(t)dt, \\
  |J_2(\bar{y}_m(t_1)) - J_2(\bar{y}_m(t_2))| & \leq h_2(M)k_2(M)\int_{t_1}^{t_2} p_2(t)dt.
\end{align*}
\]

(4.32)

In view of (4.32), (C1), uniform continuity of \( J_i^{-1} \) over \([0, J_i(L)]\) \((i = 1, 2)\) and

\[
\begin{align*}
  |\bar{x}_m(t_1) - \bar{x}_m(t_2)| &= |J_1^{-1}(J_1(\bar{x}_m(t_1))) - J_1^{-1}(J_1(\bar{x}_m(t_2)))|, \\
  |\bar{y}_m(t_1) - \bar{y}_m(t_2)| &= |J_2^{-1}(J_2(\bar{y}_m(t_1))) - J_2^{-1}(J_2(\bar{y}_m(t_2)))|,
\end{align*}
\]

Proof. By Theorem 4.1.1, for each \( m \in N_0 \setminus \{0\} \), the system of BVPs (4.2) has a \( C^1 \)-positive solution \((x_m, y_m)\) defined on \([0, m]\). By applying diagonalization argument we will show that the system of BVPs (4.2) has a \( C^1 \)-positive solution. For this purpose we define a continuous extension \((\bar{x}_m, \bar{y}_m)\) of \((x_m, y_m)\) by

\[
\bar{x}_m(t) = \begin{cases} 
  x_m(t), & t \in [0, m], \\
  x_m(m), & t \in [m, \infty),
\end{cases} \\
\bar{y}_m(t) = \begin{cases} 
  y_m(t), & t \in [0, m], \\
  y_m(m), & t \in [m, \infty).
\end{cases}
\]

(4.29)

Clearly, \( \bar{x}_m, \bar{y}_m \in C^1[0, \infty) \) and satisfy

\[
0 \leq \bar{x}_m(t) < M, \quad 0 \leq \bar{y}_m(t) < M, \quad t \in [0, \infty),
\]

\[
0 \leq \bar{y}_m(t) < M, \quad 0 \leq \bar{y}_m(t) < M, \quad t \in [0, \infty).
\]

(4.30)

We claim that

\[
\{\bar{x}_m\}_{m \in N_0} \text{ and } \{\bar{y}_m\}_{m \in N_0} \text{ are equicontinuous on } [0, 1].
\]

(4.31)

Using (4.28), (4.29), (4.30) and (C3), we obtain

\[
-\bar{x}_m'(t) \leq p_1(t)h_1(M)k_1(M)\left(u_1(\bar{x}_m(t)) + v_1(\bar{x}_m(t))\right), \quad t \in (0, 1),
\]

\[
-\bar{y}_m'(t) \leq p_2(t)h_2(M)k_2(M)\left(u_2(\bar{y}_m(t)) + v_2(\bar{y}_m(t))\right), \quad t \in (0, 1),
\]

which implies that

\[
\frac{-\bar{x}_m'(t)}{u_1(\bar{x}_m(t)) + v_1(\bar{x}_m(t))} \leq \frac{h_1(M)k_1(M)p_1(t)}{u_1(\bar{x}_m(t)) + v_1(\bar{x}_m(t))}, \quad t \in (0, 1),
\]

\[
\frac{-\bar{y}_m'(t)}{u_2(\bar{y}_m(t)) + v_2(\bar{y}_m(t))} \leq \frac{h_2(M)k_2(M)p_2(t)}{u_2(\bar{y}_m(t)) + v_2(\bar{y}_m(t))}, \quad t \in (0, 1).
\]

Hence, for \( t_1, t_2 \in [0, 1] \), we have

\[
\begin{align*}
  |J_1(\bar{x}_m(t_1)) - J_1(\bar{x}_m(t_2))| & \leq h_1(M)k_1(M)\int_{t_1}^{t_2} p_1(t)dt, \\
  |J_2(\bar{y}_m(t_1)) - J_2(\bar{y}_m(t_2))| & \leq h_2(M)k_2(M)\int_{t_1}^{t_2} p_2(t)dt.
\end{align*}
\]

(4.32)

In view of (4.32), (C1), uniform continuity of \( J_i^{-1} \) over \([0, J_i(L)]\) \((i = 1, 2)\) and

\[
\begin{align*}
  |\bar{x}_m(t_1) - \bar{x}_m(t_2)| &= |J_1^{-1}(J_1(\bar{x}_m(t_1))) - J_1^{-1}(J_1(\bar{x}_m(t_2)))|, \\
  |\bar{y}_m(t_1) - \bar{y}_m(t_2)| &= |J_2^{-1}(J_2(\bar{y}_m(t_1))) - J_2^{-1}(J_2(\bar{y}_m(t_2)))|,
\end{align*}
\]
we establish (4.31).

From (4.30) and (4.31), it follows that the sequences \( \{ (x_m^{(j)}, y_m^{(j)}) \} \) \( (j = 0, 1) \) are uniformly bounded and equicontinuous on \([0, 1]\). Hence, by Theorem 1.1.5 there exist subsequence \( N_1 \) of \( N_0 \setminus \{ 0 \} \) and \((u_1, v_1) \in C^1[0, 1] \times C^1[0, 1]\) such that for each \( j = 0, 1 \), the sequence \( (x_m^{(j)}, y_m^{(j)}) \) converges uniformly to \((u_1^{(j)}, v_1^{(j)})\) on \([0, 1]\) as \( m \to \infty \) through \( N_1 \). Also from BCs (4.4), we have \( u_1(0) = v_1(0) = 0 \).

Moreover, from (4.27) and (4.29), for each \( m \in N_0 \setminus \{ 0 \} \), we have

\[
\begin{align*}
\underline{x}_m(t) &\geq \Phi_M(t), \quad \underline{y}_m(t) \geq \Psi_M(t), \\
\overline{x}_m(t) &\geq \int_t^1 p_1(s) \Phi_M(s) (\Phi_M(s))^{\gamma_1} (\Psi_M(s))^{\delta_1} ds, \\
\overline{y}_m(t) &\geq \int_t^1 p_2(s) \Psi_M(s) (\Phi_M(s))^{\gamma_2} (\Psi_M(s))^{\delta_2} ds,
\end{align*}
\]

Passing to the limit \( m \to \infty \) through \( N_1 \), we obtain

\[
\begin{align*}
u_1(t) &\geq \Phi_M(t), \quad v_1(t) \geq \Psi_M(t), \\
u_1'(t) &\geq \int_t^1 p_1(s) \Phi_M(s) (\Phi_M(s))^{\gamma_1} (\Psi_M(s))^{\delta_1} ds, \\
v_1'(t) &\geq \int_t^1 p_2(s) \Psi_M(s) (\Phi_M(s))^{\gamma_2} (\Psi_M(s))^{\delta_2} ds,
\end{align*}
\]

which shows that \( u_1 > 0 \) and \( v_1 > 0 \) on \([0, 1]\), \( u_1' > 0 \) and \( v_1' > 0 \) on \([0, 1]\).

By the same process as above, we can show that

\[
\{ \underline{x}_m \}_{m \in N_1 \setminus \{ 1 \}} \quad \text{and} \quad \{ \overline{x}_m \}_{m \in N_1 \setminus \{ 1 \}} \quad \text{are equicontinuous families on} \quad [0, 2]. \quad (4.33)
\]

Further, in view of (4.30) and (4.33), it follows that the sequences \( \{ (x_m^{(j)}, y_m^{(j)}) \} \) \( (j = 0, 1) \) are uniformly bounded and equicontinuous on \([0, 2]\). Hence, by Theorem 1.1.5 there exist subsequence \( N_2 \) of \( N_1 \setminus \{ 1 \} \) and \((u_2, v_2) \in C^1[0, 2] \times C^1[0, 2]\) such that for each \( j = 0, 1 \), the sequence \( (x_m^{(j)}, y_m^{(j)}) \) converges uniformly to \((u_2^{(j)}, v_2^{(j)})\) on \([0, 2]\) as \( m \to \infty \) through \( N_2 \). Also from BCs (4.4), \( u_2(0) = v_2(0) = 0 \). Moreover, in view of (4.27) and (4.29), for each \( m \in N_1 \setminus \{ 1 \} \), we have
We can do this for each $\tau \in \mathbb{R}^+_0$ and $k \in N_0 \setminus \{0\}$ with $\tau \leq k$. Define $\tau_0(\tau) = u_k(\tau)$ and $\tau_0(\tau) = v_k(\tau)$. Then, $x$ and $y$ are well defined as $x(t) = u_k(t) > 0$ and $y(t) = v_k(t) > 0$ for $t \in [0, k]$. We can do this for each $\tau \in \mathbb{R}^+_0$. Thus, $(x, y) \in C^1(\mathbb{R}^+_0) \times C^1(\mathbb{R}^+_0)$ with $x > 0$ and $y > 0$ on $\mathbb{R}^+_0$, $x' > 0$ and $y' > 0$ on $\mathbb{R}^+$.

Now, we show that $(x, y)$ is a solution of system of BVPs (4.2). Choose a fixed $\tau \in \mathbb{R}^+$ and $k \in N_0 \setminus \{0\}$ such that $k \geq \tau$. Then, $(\tilde{x}_m(\tau), \tilde{y}_m(\tau))$ where $m \in N_k$, satisfy
4.1 Systems of BVPs on infinite intervals

\[ \begin{align*}
\varphi'_m(\tau) &= \varphi'_m(0) - \int_0^\tau p_1(s) f_1(s, \varphi_m(s), \varphi'_m(s)) ds, \\
\psi'_m(\tau) &= \psi'_m(0) - \int_0^\tau p_2(s) f_2(s, \psi_m(s), \psi'_m(s)) ds.
\end{align*} \]

Passing to the limit \( m \to \infty \) through \( N_k \), we obtain

\[ \begin{align*}
u'_k(\tau) &= u'_k(0) - \int_0^\tau p_1(s) f_1(s, u_k(s), v_k(s), u'_k(s)) ds, \\
v'_k(\tau) &= v'_k(0) - \int_0^\tau p_2(s) f_2(s, u_k(s), v_k(s), v'_k(s)) ds.
\end{align*} \]

Hence,

\[ \begin{align*}
x'(\tau) &= x'(0) - \int_0^\tau p_1(s) f_1(s, x(s), y(s), x'(s)) ds, \\
y'(\tau) &= y'(0) - \int_0^\tau p_2(s) f_2(s, x(s), y(s), y'(s)) ds,
\end{align*} \]

which implies that

\[ \begin{align*}
x''(\tau) &= p_1(\tau) f_1(\tau, x(\tau), y(\tau), x'(\tau)), \\
y''(\tau) &= p_2(\tau) f_2(\tau, x(\tau), y(\tau), y'(\tau)).
\end{align*} \]

We can do this for each \( \tau \in \mathbb{R}^+ \). Consequently,

\[ \begin{align*}
x''(t) &= p_1(t) f_1(t, x(t), y(t), x'(t)), & \tau \in \mathbb{R}^+_0, \\
y''(t) &= p_2(t) f_2(t, x(t), y(t), y'(t)), & \tau \in \mathbb{R}^+_0.
\end{align*} \]

Thus, \((x,y) \in C^2(\mathbb{R}^+_0) \times C^2(\mathbb{R}^+_0), x(0) = y(0) = 0\).

It remains to show that

\[ \lim_{t \to \infty} x'(t) = \lim_{t \to \infty} y'(t) = 0. \]

First, we show that \( \lim_{t \to \infty} x'(t) = 0 \). Suppose \( \lim_{t \to \infty} x'(t) = \varepsilon_0 \), for some \( \varepsilon_0 > 0 \). Then, \( x'(t) \geq \varepsilon_0 \) for all \( t \in [0, \infty) \). Choose \( k \in N_0 \setminus \{0\} \), then for \( m \in N_k \), in view of \( (4.29) \), we have

\[ x'(t) = u'_k(t) = \lim_{m \to \infty} \varphi'_m(t) = \lim_{m \to \infty} \varphi'_m(t), \quad t \in [0,k], \]

which leads to
\[ x'(k) = \lim_{m \to \infty} x'_m(k). \]

Thus for every \( \varepsilon > 0 \), there exist \( m^* \in N_k \) such that \( |x'_m(k) - x'(k)| < \varepsilon \) for all \( m \geq m^* \). Without loss of generality assume that \( m^* = k \), then \( |x'_k(k) - x'(k)| < \varepsilon \), that is, \( |x'(k)| < \varepsilon \). This is a contradiction whenever \( \varepsilon = \varepsilon_0 \). Hence, \( \lim_{t \to +\infty} x'(t) = 0 \).

Similarly, we can prove \( \lim_{t \to -\infty} y'(t) = 0 \). Thus, \((x, y)\) is a \( C^1 \)-positive solution of the system of BVPs (4.2).

**Example 4.1.3** Let

\[ f_i(t, x, y, z) = \nu^{\alpha_i+1}e^{-t}(M + 1 - x)(M + 1 - y)|x|^{\beta_i} |y|^{\gamma_i} |z|^{-\alpha_i}, i = 1, 2, \]

where \( \nu > 0 \), \( M > 0 \), \( \alpha_i > 0 \), \( 0 \leq \gamma_i, \delta_i < 1 \), \( i = 1, 2 \).

Assume that \((1 - \gamma_1)(1 - \gamma_2) \neq \delta_1 \delta_2 \) and

\[ \nu < \frac{M}{\sum_{i=1}^{2} (\alpha_i + 2)(\alpha_i + 1)^{\frac{1}{\alpha_i+1}} (2M + 1)^{\frac{2}{\alpha_i+1}} M^{\frac{\gamma_i+\delta_i}{\alpha_i+1}}}. \]

Taking \( p_i(t) = e^{-t} \), \( h_i(x) = \nu^{\alpha_i+1}(M + 1 + x) x^{\gamma_i} \), \( k_i(y) = (M + 1 + y) y^{\delta_i} \), \( u_i(z) = z^{-\alpha_i} \)
and \( v_i(z) = 0 \), \( i = 1, 2 \). Choose \( \varphi_M(t) = \nu^{\alpha_1+1}M^{-\alpha_1}e^{-t} \) and \( \psi_M(t) = \nu^{\alpha_2+1}M^{-\alpha_2}e^{-t} \).

Then, \( J_i(\mu) = \mu^{\alpha_i+1} \alpha_i^{1+\frac{1}{\alpha_i+1}} \) and \( J_i^{-1}(\mu) = (\alpha_i + 1)^{\frac{1}{\alpha_i+1}} \mu^{\frac{1}{\alpha_i+1}}, i = 1, 2 \).

Also,

\[ \frac{M}{\omega(M)} = \frac{M}{\sum_{i=1}^{2} \int_{0}^{1} J_i^{-1}(h_i(M)k_i(M) J_i p_i(s) ds) \mu^{\frac{1}{\alpha_i+1}} M^{\frac{\gamma_i+\delta_i}{\alpha_i+1}}} = \frac{M}{\sum_{i=1}^{2} \int_{0}^{1} J_i^{-1}(\nu^{\alpha_i+1}(2M + 1)^{\frac{1}{\alpha_i+1}} e^{-t})^2 dt + \sum_{i=1}^{2} J_i^{-1}(\nu^{\alpha_i+1}(2M + 1)^{\frac{1}{\alpha_i+1}} e^{-t}) \delta_i M^{\frac{\gamma_i+\delta_i}{\alpha_i+1}}} = \frac{M}{\nu \sum_{i=1}^{2} (\alpha_i + 2)(\alpha_i + 1)^{\frac{1}{\alpha_i+1}} (2M + 1)^{\frac{2}{\alpha_i+1}} M^{\frac{\gamma_i+\delta_i}{\alpha_i+1}}} > 1. \]

Clearly, (C1) – (C7) are satisfied. Hence, by Theorem 4.1.2 the system of BVPs (4.2) has at least one \( C^1 \)-positive solution.
4.2 Systems of BVPs on infinite intervals with more general BCs

We say, $(x, y) \in (C^1(\mathbb{R}^+) \cap C^2(\mathbb{R}^+)) \times (C^1(\mathbb{R}^+) \cap C^2(\mathbb{R}^+))$ is a $C^1$-positive solution of the system of BVPs (4.3) if $(x, y)$ satisfies (4.3), $x > 0$, $y > 0$, $x' > 0$ and $y' > 0$.

Assume that

\[(C_8) \quad \text{there exist a constant } M > 0 \text{ such that } \frac{M}{\omega(M)} > 1, \text{ where } \omega(M) = \lim_{\varepsilon \to 0} \omega_\varepsilon(M),\]

\[
\omega_\varepsilon(M) = \sum_{i=1}^{2} \int_{0}^{\infty} \left[ J_{1}^{-1}(h_i(M)k_i(M)) \int_{t}^{\infty} p_i(s)ds + J_i(\varepsilon) \right] dt
+ \sum_{i=1}^{2} \left( 1 + \frac{b_i}{a_i} \right) J_{1}^{-1}(h_i(M)k_i(M)) \int_{0}^{\infty} p_i(s)ds + J_i(\varepsilon),
\]

\[J_i(\mu) = \int_{0}^{\mu} \frac{dz}{u_i(z) + v_i(z)}, \text{ for } \mu > 0, i = 1, 2.\]

4.2.1 Existence of positive solutions on finite intervals

Choose $m \in \mathbb{N}_0 \setminus \{0\}$, where $\mathbb{N}_0 := \{0, 1, \cdots\}$, and consider the system of BVPs on finite interval

\[-x''(t) = p_1(t)f_1(t, x(t), y(t), x'(t)), \quad t \in (0, m), \]
\[-y''(t) = p_2(t)f_2(t, x(t), y(t), y'(t)), \quad t \in (0, m), \]
\[a_1x(0) - b_1x'(0) = x'(m) = 0, \]
\[a_2y(0) - b_2y'(0) = y'(m) = 0.\]

First we show that the system of BVPs (4.34) has a $C^1$-positive solution. We say, $(x, y) \in (C^1[0, m] \cap C^2(0, m)) \times (C^1[0, m] \cap C^2(0, m))$, a $C^1$-positive solution of the system of BVPs (4.34), if $(x, y)$ satisfies (4.34), $x > 0$ and $y > 0$ on $[0, m]$, $x' > 0$ and $y' > 0$ on $[0, m]$.

**Theorem 4.2.1** Assume that $(C_1) - (C_3)$ and $(C_3) - (C_8)$ hold. Then the system of BVPs (4.34) has a $C^1$-positive solution.

**Proof.** In view of $(C_8)$, we choose $\varepsilon > 0$ small enough such that

\[
\frac{M}{\omega_\varepsilon(M)} > 1. \quad (4.35)
\]
Choose \( n_0 \in \{1, 2, \cdots \} \) such that \( \frac{1}{n_0} < \varepsilon \). For each \( n \in N := \{ n_0, n_0 + 1, \cdots \} \), define retractions \( \theta : \mathbb{R} \to [0, M] \) and \( \rho : \mathbb{R} \to \left[ \frac{1}{n}, M \right] \) as

\[
\theta(x) = \max \{0, \min \{x, M\}\} \quad \text{and} \quad \rho(x) = \max \left\{ \frac{1}{n}, \min \{x, M\} \right\}.
\]

Consider the modified system of BVPs

\[
\begin{align*}
-x''(t) &= p_1(t) f_1^*(t, x(t), y(t), x'(t)), & t \in (0, m), \\
-y''(t) &= p_2(t) f_2^*(t, x(t), y(t), x'(t)), & t \in (0, m), \\
a_1 x(0) - b_1 x'(0) &= 0, x'(m) = \frac{1}{n}, \\
a_2 y(0) - b_2 y'(0) &= 0, y'(m) = \frac{1}{n},
\end{align*}
\] (4.36)

where \( f_1^* (t, x, y, x') = f_1 (t, \theta(x), \theta(y), \rho(x')) \) and \( f_2^* (t, x, y, x') = f_2 (t, \theta(x), \theta(y), \rho(y')) \). Clearly, \( f_i^* (i = 1, 2) \) are continuous and bounded on \([0, m] \times \mathbb{R}^3\). Hence, by Theorem 1.1.7, the modified system of BVPs (4.36) has a solution \((x_{m,n}, y_{m,n}) \in (C^1[0, m] \cap C^2(0, m)) \times (C^1[0, m] \cap C^2(0, m))\).

Using (4.36), (C1) and (C5), we obtain

\[
x''_{m,n} \leq 0 \quad \text{and} \quad y''_{m,n} \leq 0 \quad \text{on} \quad (0, m).
\]

Integrating from \( t \) to \( m \) and using the BCs (4.36), we obtain

\[
x'_{m,n}(t) \geq \frac{1}{n} \quad \text{and} \quad y'_{m,n}(t) \geq \frac{1}{n} \quad \text{for} \quad t \in [0, m].
\] (4.37)

Integrating (4.37) from 0 to \( t \), using the BCs (4.36) and (4.37), we have

\[
x_{m,n}(t) \geq \left( t + \frac{b_1}{a_1} \right) \frac{1}{n} \quad \text{and} \quad y_{m,n}(t) \geq \left( t + \frac{b_2}{a_2} \right) \frac{1}{n} \quad \text{for} \quad t \in [0, m].
\] (4.38)

From (4.37) and (4.38), it follows that

\[
\|x_{m,n}\|_{\gamma, m} = x_{m,n}(m) \quad \text{and} \quad \|y_{m,n}\|_{\gamma, m} = y_{m,n}(m).
\]

Now, we show that the following hold

\[
\|x'_{m,n}\|_{\gamma, m} < M \quad \text{and} \quad \|y'_{m,n}\|_{\gamma, m} < M.
\] (4.39)

Suppose \( x'_{m,n}(t_1) \geq M \) for some \( t_1 \in [0, m] \). Using (4.36) and (C3), we have
\[-x''_{m,n}(t) \leq p_1(t)h_1(\theta(x_{m,n}(t)))k_1(\theta(y_{m,n}(t)))(u_1(\rho(x'_{m,n}(t))) + v_1(\rho(x'_{m,n}(t)))) \quad \text{for } t \in (0,m),\]

which implies that
\[
\frac{-x''_{m,n}(t)}{u_1(\rho(x'_{m,n}(t))) + v_1(\rho(x'_{m,n}(t)))} \leq h_1(M)k_1(M)p_1(t), \quad t \in (0,m).\]

Integrating from \(t_1\) to \(m\), using the BCs (4.36), we obtain
\[
\int_{t_1}^{m} \frac{dz}{u_1(\rho(z)) + v_1(\rho(z))} \leq h_1(M)k_1(M) \int_{t_1}^{m} p_1(t)dt,
\]

which can also be written as
\[
\int_{t_1}^{M} \frac{dz}{u_1(z) + v_1(z)} + \int_{M}^{x'_{m,n}(t_1)} \frac{dz}{u_1(M) + v_1(M)} \leq h_1(M)k_1(M) \int_{0}^{\infty} p_1(t)dt.
\]

Using the increasing property of \(J_1\), we obtain
\[
J_1(M) + \frac{x'_{m,n}(t_1) - M}{u_1(M) + v_1(M)} \leq h_1(M)k_1(M) \int_{0}^{\infty} p_1(t)dt + J_1(\varepsilon),
\]

and the increasing property of \(J_1^{-1}\) yields
\[
M \leq J_1^{-1}(h_1(M)k_1(M) \int_{0}^{\infty} p_1(t)dt + J_1(\varepsilon)) \leq \omega_\varepsilon(M)
\]

a contradiction to (4.35). Hence, \(\|x'_{m,n}\|_{\gamma,m} < M\).

Similarly, we can show that \(\|y'_{m,n}\|_{\gamma,m} < M\).

Now, we show that
\[
\|x_{m,n}\|_{\gamma,m} < M \quad \text{and} \quad \|y_{m,n}\|_{\gamma,m} < M. \quad (4.40)
\]

Suppose \(\|x_{m,n}\|_{\gamma,m} \geq M\). From (4.36), (4.37), (4.39) and (C₃), it follows that
\[-x''_{m,n}(t) \leq p_1(t)h_1(\theta(x_{m,n}(t)))k_1(\theta(y_{m,n}(t)))(u_1(x'_{m,n}(t)) + v_1(x'_{m,n}(t))) \quad \text{for } t \in (0,m),\]

which implies that
\[
\frac{-x''_{m,n}(t)}{u_1(x'_{m,n}(t)) + v_1(x'_{m,n}(t))} \leq h_1(M)k_1(M)p_1(t), \quad t \in (0,m).\]

Integrating from \(t\) to \(m\), using the BCs (4.36), we obtain
\[
\int_{1}^{x_{m,n}(t)} \frac{dz}{u_1(z) + v_1(z)} \leq h_1(M)k_1(M) \int_{t}^{m} p_1(s) ds, \quad t \in [0, m],
\]
which can also be written as
\[
J_1(x_{m,n}'(t)) - J_1(\frac{1}{n}) \leq h_1(M)k_1(M) \int_{t}^{m} p_1(s) ds, \quad t \in [0, m].
\]
The increasing property of \(J_1\) and \(J_1^{-1}\), leads to
\[
x_{m,n}'(t) \leq J_1^{-1}(h_1(M)k_1(M)) \int_{t}^{m} p_1(s) ds + J_1(\varepsilon), \quad t \in [0, m],
\]
Now, integrating from 0 to \(m\), using the BCs (4.36) and (4.41), we obtain
\[
M \leq \|x_{m,n}\|_{\gamma,m} \leq \int_{0}^{m} \left[ J_1^{-1}(h_1(M)k_1(M)) \int_{t}^{m} p_1(s) ds + J_1(\varepsilon) \right] dt
\]
\[
+ \frac{b_1}{a_1} J_1^{-1}(h_1(M)k_1(M)) \int_{0}^{m} p_1(s) ds + J_1(\varepsilon),
\]
which implies that
\[
M \leq \int_{0}^{m} \left[ J_1^{-1}(h_1(M)k_1(M)) \int_{t}^{m} p_1(s) ds + J_1(\varepsilon) \right] dt
\]
\[
+ \frac{b_1}{a_1} J_1^{-1}(h_1(M)k_1(M)) \int_{0}^{m} p_1(s) ds + J_1(\varepsilon) \leq \omega_\varepsilon(M),
\]
a contradiction to (4.35). Therefore, \(\|x_{m,n}\|_{\gamma,m} < M\).

Similarly, we can show that \(\|y_{m,n}\|_{\gamma,m} < M\).

Hence, in view of (4.36)-(4.41), \((x_{m,n}, y_{m,n})\) is a solution of the following coupled system of BVPs
\[
\begin{align*}
-x''(t) &= p_1(t)f_1(t,x(t),y(t),x'(t)), \quad t \in (0,m), \\
-y''(t) &= p_2(t)f_2(t,x(t),y(t),y'(t)), \quad t \in (0,m), \\
a_1x(0) - b_1x'(0) &= 0, \quad x'(m) = \frac{1}{n}, \\
a_2y(0) - b_2y'(0) &= 0, \quad y'(m) = \frac{1}{n},
\end{align*}
\]
satisfying
\[
\begin{align*}
(t + \frac{b_1}{a_1}) \frac{1}{n} &\leq x_{m,n}(t) < M, \quad \frac{1}{n} \leq x_{m,n}'(t) < M, \quad t \in [0, m], \\
(t + \frac{b_2}{a_2}) \frac{1}{n} &\leq y_{m,n}(t) < M, \quad \frac{1}{n} \leq y_{m,n}'(t) < M, \quad t \in [0, m].
\end{align*}
\]
Now, we show that

\[ \{x'_{m,n}\}_{n \in \mathbb{N}} \text{ and } \{y'_{m,n}\}_{n \in \mathbb{N}} \text{ are equicontinuous on } [0, m]. \]  \hfill (4.44)

From (4.42), (4.43) and \((C_3)\), it follows that

\[-x''_{m,n}(t) \leq p_1(t)h_1(M)k_1(M)(u_1(x'_{m,n}(t)) + v_1(x'_{m,n}(t))), \quad t \in (0, m),\]
\[-y''_{m,n}(t) \leq p_2(t)h_2(M)k_2(M)(u_2(y'_{m,n}(t)) + v_2(y'_{m,n}(t))), \quad t \in (0, m),\]

which implies that

\[ \frac{-x''_{m,n}(t)}{u_1(x'_{m,n}(t)) + v_1(x'_{m,n}(t))} \leq h_1(M)k_1(M)p_1(t), \quad t \in (0, m),\]
\[ \frac{-y''_{m,n}(t)}{u_2(y'_{m,n}(t)) + v_2(y'_{m,n}(t))} \leq h_2(M)k_2(M)p_2(t), \quad t \in (0, m).\]

Thus for \(t_1, t_2 \in [0, m]\), we have

\[ |J_1(x'_{m,n}(t_1)) - J_1(x'_{m,n}(t_2))| \leq h_1(M)k_1(M) \left| \int_{t_1}^{t_2} p_1(t)dt \right|. \]  \hfill (4.45)
\[ |J_2(y'_{m,n}(t_1)) - J_2(y'_{m,n}(t_2))| \leq h_2(M)k_2(M) \left| \int_{t_1}^{t_2} p_2(t)dt \right|. \]

In view of (4.45), \((C_1)\), uniform continuity of \(J_i^{-1}\) over \([0, J_i(M)]\) \((i = 1, 2)\) and

\[ |x'_{m,n}(t_1) - x'_{m,n}(t_2)| = |J_1^{-1}(J_1(x'_{m,n}(t_1))) - J_1^{-1}(J_1(x'_{m,n}(t_2)))|,\]
\[ |y'_{m,n}(t_1) - y'_{m,n}(t_2)| = |J_2^{-1}(J_2(y'_{m,n}(t_1))) - J_2^{-1}(J_2(y'_{m,n}(t_2)))|,\]

we obtain (4.44).

From (4.42) and (4.44), it follows that the sequences \(\{(x_{m,n}^{(j)}, y_{m,n}^{(j)})\}_{n \in \mathbb{N}} \quad (j = 0, 1)\) are uniformly bounded and equicontinuous on \([0, m]\). Hence, by Theorem 4.1.5, there exist subsequence \(N_s\) of \(N\) and \((x_m, y_m) \in C^1[0, m] \times C^1[0, m]\) such that for each \(j = 0, 1\) the sequence \(\{(x_{m,n}^{(j)}, y_{m,n}^{(j)})\}\) converges uniformly to \((x_m^{(j)}, y_m^{(j)})\) on \([0, m]\) as \(n \to \infty\) through \(N_s\). From the BCs (4.42), we have \(a_1x_m(0) - b_1x_m'(0) = a_2y_m(0) - b_2y_m'(0) = x'_m(m) = y'_m(m) = 0\). Next, we show that \(x_m > 0\) and \(y_m > 0\) on \([0, m]\), \(x'_m > 0\) and \(y'_m > 0\) on \([0, m]\).

We claim that

\[ x'_{m,n}(t) \geq C_{13}^2 C_{14}^2 \int_t^m p_1(s) \phi_{M}(s)ds, \quad t \in [0, m], \]  \hfill (4.46)
Similarly, hence, using (4.50) in (4.49), we have

\[
y_m(t) \geq C_{13}^{\delta_2} C_{14} \int_{t}^{m} p_2(s) \psi_M(s) ds, \quad t \in [0, m],
\]

where

\[
C_{13} = \left( \frac{b_1}{a_1} \right) \int_0^1 p_1(s) \Phi_M(s) ds \right)^{\frac{1}{1-\gamma_1}} \left( \frac{b_2}{a_2} \right) \int_0^1 p_2(s) \psi_M(s) ds \right)^{\frac{\delta_2}{1-\gamma_2}},
\]

\[
C_{14} = \left( \frac{b_1}{a_1} \right) \int_0^1 p_1(s) \Phi_M(s) ds \right)^{\frac{\delta_2}{1-\gamma_2}} \left( \frac{b_2}{a_2} \right) \int_0^1 p_2(s) \psi_M(s) ds \right)^{1-\gamma_2}.
\]

To prove (4.46), consider the following relation

\[
x_{m,n}(t) = (t + \frac{b_1}{a_1}) \int_0^1 (a_1 s + b_1) p_1(s) f_1(s, x_{m,n}(s), y_{m,n}(s), x'_{m,n}(s)) ds
\]

\[
+ \frac{1}{a_1} \int_0^m (a_1 t + b_1) p_1(s) f_1(s, x_{m,n}(s), y_{m,n}(s), x'_{m,n}(s)) ds, \quad t \in [0, m], \quad (4.48)
\]

which implies that

\[
x_{m,n}(0) = \frac{b_1}{a_1} \int_0^1 p_1(s) f_1(s, x_{m,n}(s), y_{m,n}(s), x'_{m,n}(s)) ds.
\]

Using (C_7) and (4.48), we obtain

\[
x_{m,n}(0) \geq (x_{m,n}(0))^\gamma (y_{m,n}(0))^\delta \frac{b_1}{a_1} \int_0^1 p_1(s) \Phi_M(s) ds
\]

\[
\geq (x_{m,n}(0))^\gamma (y_{m,n}(0))^\delta \frac{b_1}{a_1} \int_0^1 p_1(s) \Phi_M(s) ds,
\]

which implies that

\[
x_{m,n}(0) \geq (y_{m,n}(0))^{\frac{\delta_1}{1-\gamma_1}} \left( \frac{b_1}{a_1} \right) \int_0^1 p_1(s) \Phi_M(s) ds \right)^{\frac{1}{1-\gamma_1}}. \quad (4.49)
\]

Similarly,

\[
y_{m,n}(0) \geq (x_{m,n}(0))^{\frac{\delta_2}{1-\gamma_2}} \left( \frac{b_2}{a_2} \right) \int_0^1 p_2(s) \psi_M(s) ds \right)^{\frac{1}{1-\gamma_2}}. \quad (4.50)
\]

Now, using (4.50) in (4.49), we have

\[
(x_{m,n}(0))^{\frac{\delta_1 \delta_2}{(1-\gamma_1)(1-\gamma_2)}} \geq \left( \frac{b_1}{a_1} \right) \int_0^1 p_1(s) \Phi_M(s) ds \right)^{\frac{1}{1-\gamma_1}} \left( \frac{b_2}{a_2} \right) \int_0^1 p_2(s) \psi_M(s) ds \right)^{\frac{\delta_2}{1-\gamma_2}}.
\]

Hence,
Similarly, using (4.49) in (4.50), we obtain
\[ y_{m,n}(0) \geq C_{14}. \]  
(4.52)

Now, from (4.48), it follows that
\[ x_{m,n}(t) \geq \int_t^{m} p_1(s)f_1(s,x_{m,n}(s),x'_{m,n}(s))ds. \]

Using (C_6), (4.43), (4.50) and (4.52), we obtain (4.46).

Similarly, we can prove (4.47).

From (4.46) and (4.47), passing to the limit \( n \to \infty \) through \( N_\epsilon \), we obtain
\[
\begin{align*}
x_m'(t) &\geq C_{13}^2 C_{14}^2 \int_t^{m} p_1(s)\phi_M(s)ds, \quad t \in [0,m], \\
y_m'(t) &\geq C_{13}^2 C_{14}^2 \int_t^{m} p_2(s)\psi_M(s)ds, \quad t \in [0,m].
\end{align*}
\]
(4.53)

Consequently, \( x_m' > 0, y_m' > 0 \) on \([0,m]\) and \( x_m > 0, y_m > 0 \) on \([0,m]\).

Moreover, \( x_{m,n}, y_{m,n} \) satisfy
\[
\begin{align*}
x_{m,n}'(t) &= x_{m,n}'(0) - \int_0^t p_1(s)f_1(s,x_{m,n}(s),y_{m,n}(s),x_{m,n}'(s))ds, \quad t \in [0,m], \\
y_{m,n}'(t) &= y_{m,n}'(0) - \int_0^t p_2(s)f_2(s,x_{m,n}(s),y_{m,n}(s),y_{m,n}'(s))ds, \quad t \in [0,m].
\end{align*}
\]

Letting \( n \to \infty \) through \( N_\epsilon \), we obtain
\[
\begin{align*}
x_m'(t) &= x_m'(0) - \int_0^t p_1(s)f_1(s,x_m(s),y_m(s),x_m'(s))ds, \quad t \in [0,m], \\
y_m'(t) &= y_m'(0) - \int_0^t p_2(s)f_2(s,x_m(s),y_m(s),y_m'(s))ds, \quad t \in [0,m],
\end{align*}
\]
which imply that
\[
\begin{align*}
-x_m''(t) &= p_1(t)f_1(t,x_m(t),y_m(t),x_m'(t)), \quad t \in (0,m), \\
y_m''(t) &= p_2(t)f_2(t,x_m(t),y_m(t),y_m'(t)), \quad t \in (0,m).
\end{align*}
\]
(4.54)

Hence, \( (x_m,y_m) \) is a \( C^1 \)-positive solution of (3.4.1).
4.2.2 Existence of positive solutions on an infinite interval

**Theorem 4.2.2** Assume that \((C_1) - (C_3)\) and \((C_5) - (C_8)\) hold. Then the system of BVPs (4.3) has a \(C^1\)-positive solution.

**Proof.** By Theorem 4.2.1, for each \(m \in \mathbb{N} \setminus \{0\}\), the system of BVPs (4.3) has a \(C^1\)-positive solution \((x_m, y_m)\) defined on \([0, m]\). By applying diagonalization argument we will show that the system of BVPs (4.3) has a \(C^1\)-positive solution. For this we define a continuous extension \((\overline{x}_m, \overline{y}_m)\) of \((x_m, y_m)\) by

\[
\overline{x}_m(t) = \begin{cases} 
  x_m(t), & t \in [0, m], \\
  x_m(m), & t \in [m, \infty) 
\end{cases}, \quad \overline{y}_m(t) = \begin{cases} 
  y_m(t), & t \in [0, m], \\
  y_m(m), & t \in [m, \infty) 
\end{cases} \tag{4.55}
\]

Clearly, \(\overline{x}_m, \overline{y}_m \in C^1[0, \infty)\) and satisfy,

\[
0 \leq \overline{x}_m(t) < M, \quad 0 \leq \overline{y}_m(t) < M, \quad t \in [0, \infty) 
\]

\[
0 \leq \overline{x}'_m(t) < M, \quad 0 \leq \overline{y}'_m(t) < M, \quad t \in [0, \infty) \tag{4.56}
\]

We claim that

\[
\{\overline{x}'_m\}_{m \in \mathbb{N} \setminus \{0\}} \text{ and } \{\overline{y}'_m\}_{m \in \mathbb{N} \setminus \{0\}} \text{ are equicontinuous on } [0, 1]. \tag{4.57}
\]

Using (4.54), (4.55), (4.56) and \((C_3)\), we obtain

\[
-\overline{x}'_m(t) \leq p_1(t)h_1(M)k_1(M)(u_1(\overline{x}_m(t)) + v_1(\overline{x}_m(t))), \quad t \in (0, 1) 
\]

\[
-\overline{y}'_m(t) \leq p_2(t)h_2(M)k_2(M)(u_2(\overline{y}_m(t)) + v_2(\overline{y}_m(t))), \quad t \in (0, 1) 
\]

which implies that

\[
\frac{-\overline{x}'_m(t)}{u_1(\overline{x}_m(t)) + v_1(\overline{x}_m(t))} \leq h_1(M)k_1(M)p_1(t), \quad t \in (0, 1) 
\]

\[
\frac{-\overline{y}'_m(t)}{u_2(\overline{y}_m(t)) + v_2(\overline{y}_m(t))} \leq h_2(M)k_2(M)p_2(t), \quad t \in (0, 1) 
\]

Hence, for \(t_1, t_2 \in [0, 1]\), we have

\[
|J_1(\overline{x}_m(t_1)) - J_1(\overline{x}_m(t_2))| \leq h_1(M)k_1(M) \left| \int_{t_1}^{t_2} p_1(t) dt \right|, \tag{4.58}
\]

\[
|J_2(\overline{y}_m(t_1)) - J_2(\overline{y}_m(t_2))| \leq h_2(M)k_2(M) \left| \int_{t_1}^{t_2} p_2(t) dt \right|.
\]
In view of (4.55), (C1), uniform continuity of $J_i^{-1}$ over $[0, J_i(L)]$ ($i = 1, 2$), and
\[
|x_m(t_1) - x_m'(t_2)| = |J_i^{-1}(J_i(x_m(t_1))) - J_i^{-1}(J_i(x_m'(t_2)))|,
\]
\[
|y_m(t_1) - y_m'(t_2)| = |J_i^{-1}(J_i(y_m(t_1))) - J_i^{-1}(J_i(y_m'(t_2)))|,
\]
we establish (4.57).

From (4.56) and (4.57), it follows that the sequences $\{(x_m^{(j)}, y_m^{(j)})\}$ ($j = 0, 1$) are uniformly bounded and equicontinuous on $[0, 1]$. Hence, by Theorem (1.1.5), there exist subsequence $N_1$ of $N_0 \setminus \{0\}$ and $(u_1, v_1) \in C^1[0, 1] \times C^1[0, 1]$ such that for each $j = 0, 1$, the sequence $(x_m^{(j)}, y_m^{(j)})$ converges uniformly to $(u_1^{(j)}, v_1^{(j)})$ on $[0, 1]$ as $m \to \infty$ through $N_1$. Also from BCs (4.34), we have $a_1u_1(0) - b_1u_1'(0) = a_2v_1(0) - b_2v_1'(0) = 0$.

Moreover, from (4.55) and (4.55), for each $m \in N_0 \setminus \{0\}$, we have
\[
\|\varphi_m(t)\| \leq C_{13}^2 C_{14}^2 \int_0^1 p_1(s) \phi_{rt}(s) ds, \quad t \in [0, 1],
\]
\[
\|\psi_m(t)\| \leq C_{13}^2 C_{14}^2 \int_0^1 p_2(s) \psi_{rt}(s) ds, \quad t \in [0, 1],
\]
as limit $m \to \infty$ through $N_1$, we obtain
\[
|u_1'(t)| \geq C_{13}^2 C_{14}^2 \int_0^1 p_1(s) \phi_{rt}(s) ds, \quad t \in [0, 1],
\]
\[
|v_1'(t)| \geq C_{13}^2 C_{14}^2 \int_0^1 p_2(s) \psi_{rt}(s) ds, \quad t \in [0, 1],
\]
which shows that $u_1' > 0$ and $v_1' > 0$ on $[0, 1)$, $u_1 > 0$ and $v_1 > 0$ on $[0, 1]$.

By the same process as above, we can show that
\[
\{\varphi_m\}_{m \in N_1 \setminus \{1\}} \text{ and } \{\psi_m\}_{m \in N_1 \setminus \{1\}} \text{ are equicontinuous families on } [0, 2]. \quad (4.59)
\]
Now, in view of (4.56) and (4.59), it follows that the sequences $\{(x_m^{(j)}, y_m^{(j)})\}$ ($j = 0, 1$) are uniformly bounded and equicontinuous on $[0, 2]$. Hence, by Theorem (1.1.5), there exist subsequence $N_2$ of $N_1 \setminus \{1\}$ and $(u_2, v_2) \in C^1[0, 2] \times C^1[0, 2]$ such that for each $j = 0, 1$, the sequence $(x_m^{(j)}, y_m^{(j)})$ converges uniformly to $(u_2^{(j)}, v_2^{(j)})$ on $[0, 2]$ as $m \to \infty$ through $N_2$. Also, $a_1u_2(0) - b_1u_2'(0) = a_2v_2(0) - b_2v_2'(0) = 0$.

Moreover, in view of (4.55) and (4.55), for each $m \in N_1 \setminus \{1\}$, we have
Passing to the limit

\[ \overline{\varphi}_m(t) \geq C_{13}^m C_{14}^{\delta j} \int_t^2 p_1(s) \varphi_M(s) ds, \quad t \in [0, 2], \]

\[ \underline{\varphi}_m(t) \geq C_{13}^m C_{14}^{\delta j} \int_t^2 p_2(s) \psi_M(s) ds, \quad t \in [0, 2]. \]

Now, the \( \lim_{m \to \infty} \) through \( N_2 \) leads to

\[ U^2(t) = C_{13}^m C_{14}^{\delta j} \int_t^k p_1(s) \varphi_M(s) ds, \quad t \in [0, 2], \]

\[ V^2(t) = C_{13}^m C_{14}^{\delta j} \int_t^k p_2(s) \psi_M(s) ds, \quad t \in [0, 2], \]

which shows that \( u_2 > 0 \) and \( v_2 > 0 \) on \( [0, 2) \), \( u_2 > 0 \) and \( v_2 > 0 \) on \([0, 2] \). Note that \( u_2 = u_1 \) and \( v_2 = v_1 \) on \([0, 1] \) as \( N_2 \subseteq N_1 \).

In general, for each \( k \in N_0 \setminus \{0\} \), there exists a subsequence \( N_k \) of \( N_{k-1} \setminus \{k-1\} \) and \( (u_k, v_k) \in C^1([0, k]) \times C^1([0, k]) \) such that \( (\overline{\varphi}_m(t), \underline{\varphi}_m(t)) \) converges uniformly to \( (u_j, v_j) \) \( (j = 0, 1) \) on \([0, k] \), as \( m \to \infty \) through \( N_k \). Also, \( a_1 u_k(0) - b_1 u_k(0) = a_2 v_k(0) - b_2 v_k(0) = 0, u_k = u_{k-1} \) and \( v_k = v_{k-1} \) on \([0, k-1] \) as \( N_k \subseteq N_{k-1} \). Moreover,

\[ U_k(t) = C_{13}^m C_{14}^{\delta j} \int_t^k p_1(s) \varphi_M(s) ds, \quad t \in [0, k], \]

\[ V_k(t) = C_{13}^m C_{14}^{\delta j} \int_t^k p_2(s) \psi_M(s) ds, \quad t \in [0, k], \]

which shows that \( u_k > 0 \) and \( v_k > 0 \) on \([0, k] \), \( u_k > 0 \) and \( v_k > 0 \) on \([0, k] \).

Define functions \( x, y : \mathbb{R}^+ \to \mathbb{R}^+ \) as:

For fixed \( \tau \in \mathbb{R}_0^+ \) and \( k \in N_0 \setminus \{0\} \) with \( \tau \leq k \), \( x(\tau) = u_k(\tau) \) and \( y(\tau) = v_k(\tau) \). Then, \( x \) and \( y \) are well defined as, \( x(t) = u_k(t) > 0 \) and \( y(t) = v_k(t) > 0 \) for \( t \in [0, k] \).

We can do this for each \( \tau \in \mathbb{R}_0^+ \). Thus, \( (x, y) \in C^1(\mathbb{R}_0^+) \times C^1(\mathbb{R}_0^+) \) with \( x > 0, y > 0, x' > 0 \) and \( y' > 0 \) on \( \mathbb{R}_0^+ \).

Now, we show that \( (x, y) \) is a solution of system of BVPs \( (4.3) \). Choose a fixed \( \tau \in \mathbb{R}^+ \) and \( k \in N_0 \setminus \{0\} \) such that \( k \geq \tau \). Then, \( (\overline{x}_m(\tau), \overline{\varphi}_m(\tau)) \) where \( m \in N_k \), satisfy

\[ \overline{x}_m(\tau) = \overline{x}_m(0) - \int_0^\tau p_1(s)f_1(s, \overline{x}_m(s), \overline{x}_m(s), \overline{\varphi}_m(s)) ds, \]

\[ \overline{\varphi}_m(\tau) = \overline{\varphi}_m(0) - \int_0^\tau p_2(s)f_2(s, \overline{x}_m(s), \overline{x}_m(s), \overline{\varphi}_m(s)) ds. \]

Passing to the limit \( m \to \infty \), we obtain
Hence,
\[
\begin{align*}
  u'_k(t) &= u'_k(0) - \int_0^\tau p_1(s) f_1(s, u_k(s), v_k(s), u'_k(s)) ds, \\
  v'_k(t) &= v'_k(0) - \int_0^\tau p_2(s) f_2(s, u_k(s), v_k(s), v'_k(s)) ds.
\end{align*}
\]
Thus for every \( k \), we have
\[
\begin{align*}
  x'(\tau) &= x'(0) - \int_0^\tau p_1(s) f_1(s, x(s), y(s), x'(s)) ds, \\
  y'(\tau) &= y'(0) - \int_0^\tau p_2(s) f_2(s, x(s), y(s), y'(s)) ds,
\end{align*}
\]
which implies that
\[
\begin{align*}
  -x''(\tau) &= p_1(\tau) f_1(\tau, x(\tau), y(\tau), x'(\tau)), \\
  -y''(\tau) &= p_2(\tau) f_2(\tau, x(\tau), y(\tau), y'(\tau)).
\end{align*}
\]
We can do this for each \( \tau \in \mathbb{R}^+ \). Consequently,
\[
\begin{align*}
  -x''(t) &= p_1(t) f_1(t, x(t), y(t), x'(t)), & t \in \mathbb{R}^+_0, \\
  -y''(t) &= p_2(t) f_2(t, x(t), y(t), y'(t)), & t \in \mathbb{R}^+_0.
\end{align*}
\]
Thus, \((x, y) \in C^2(\mathbb{R}^+_0) \times C^2(\mathbb{R}^+_0)\), \( a_1 x(0) - b_1 x'(0) = a_2 y(0) - b_2 y'(0) = 0 \).

It remains to show that
\[
\lim_{t \to 0^+} x'(t) = \lim_{t \to 0^+} y'(t) = 0.
\]
First, we show that \( \lim_{t \to 0^+} x'(t) = 0 \). Suppose \( \lim_{t \to 0^+} x'(t) = \varepsilon_0 \), for some \( \varepsilon_0 > 0 \). Then, \( x'(t) \geq \varepsilon_0 \) for all \( t \in [0, \infty) \). Choose \( k \in N_0 \setminus \{0\} \), then for \( m \in N_k \), in view of (4.55), we have
\[
x'(t) = u'_k(t) = \lim_{m \to \infty} x'_m(t) = \lim_{m \to \infty} x'_m(t), \quad t \in [0, k],
\]
which leads to
\[
x'(k) = \lim_{m \to \infty} x'_m(k).
\]
Thus for every \( \varepsilon > 0 \), there exist \( m^* \in N_k \) such that \( |x'_m(k) - x'(k)| < \varepsilon \) for all \( m \geq m^* \).

Without loss of generality assume that \( m^* = k \), then \( |x'_k(k) - x'(k)| < \varepsilon \), that is, \( |x'(k)| < \varepsilon \). Which is a contradiction whenever \( \varepsilon = \varepsilon_0 \). Hence, \( \lim_{t \to 0^+} x'(t) = 0 \).
Similarly, we can prove \( \lim_{r \to \infty} y'(t) = 0 \). Thus, \((x, y)\) is a \(C^1\)-positive solution of the system of BVPs (4.3).

**Example 4.2.3** Let

\[
f_i(t, x, y, z) = \nu^{\alpha_i+1} e^{-\gamma_i} (M + 1 - x)(M + 1 - y)|x|^\delta_i |y|^\gamma_i |z|^{-\alpha_i}, \quad i = 1, 2,
\]

where \(\nu > 0, M > 0, \alpha_i > 0, 0 \leq \gamma_i, \delta_i < 1, i = 1, 2\).

Assume that \((1 - \gamma_1)(1 - \gamma_2) \neq \delta_i \delta_2\) and

\[
\nu < \frac{M}{\sum_{i=1}^2 \left(\frac{M}{\nu^{\alpha_i}} + \alpha_i + 2\right)(\alpha_i + 1)^{\frac{1}{M+1}} (2M + 1)^{\frac{\gamma_i}{M+1}} M^{\frac{\delta_i}{M+1}}}
\]

Taking \(p_i(t) = e^{-\gamma_i}, h_i(x) = \nu^{\alpha_i+1}(M + 1 + x)x^\delta_i, k_i(y) = (M + 1 + y)y^\gamma_i, u_i(z) = z^{-\alpha_i}\)
and \(v_i(z) = 0, i = 1, 2\). Choose \(\theta_M(t) = \nu^{\alpha_i+1} M^{-\alpha_i} e^{-\gamma_i}\) and \(\psi_M(t) = \nu^{\alpha_2+1} M^{-\alpha_2} e^{-\gamma_2}\).

Then, \(J_i(\mu) = \frac{\nu^{\alpha_i+1}}{\alpha_i + 1} \) and \(J_i^{-1}(\mu) = (\alpha_i + 1)^{\frac{1}{\alpha_i + 1}} \mu^{\frac{1}{\alpha_i + 1}} \), \(i = 1, 2\).

Also,

\[
\frac{M}{\omega(M)} = \frac{\sum_{i=1}^2 \int_0^\infty J_i^{-1}(h_i(M)k_i(M)J_i^{-1}(h_i(M)k_i(M)J_i^{-1}(h_i(M)k_i(M)) p_i(s)ds) dt + \sum_{i=1}^2 (1 + \frac{M}{\nu^{\alpha_i}})J_i^{-1}(h_i(M)k_i(M)J_i^{-1}(h_i(M)k_i(M)) p_i(s)ds)}{M}
\]

\[
= \frac{\sum_{i=1}^2 \int_0^\infty (\nu^{\alpha_i+1}(2M + 1)^{\gamma_i + \delta_i} e^{-\gamma_i}) dt + \sum_{i=1}^2 (1 + \frac{M}{\nu^{\alpha_i}}) J_i^{-1}(\nu^{\alpha_i+1}(2M + 1)^{\gamma_i + \delta_i})}{\nu \sum_{i=1}^2 \left(\frac{M}{\nu^{\alpha_i}} + \alpha_i + 2\right)(\alpha_i + 1)^{\frac{1}{M+1}} (2M + 1)^{\frac{\gamma_i}{M+1}} M^{\frac{\delta_i}{M+1}}}
\]

Clearly, \(C_1\) – \(C_3\) and \(C_5\) – \(C_8\) are satisfied. Hence, by Theorem 4.2.2, the system of BVPs (4.3) has at least one \(C^1\)-positive solution.
Chapter 5
Concluding Remarks

In Chapter 2, Section 2.1, we have established four different results (Theorem 2.1.4, Theorem 2.1.6, Theorem 2.1.8, and Theorem 2.1.10) for the existence of at least one positive solution to the system of SBVPs (2.1) under the new assumption on the nonlinearities $f$ and $g$. In Theorem 2.1.4, we provide the existence of at least one positive solution for the system of SBVPs (2.1) under the assumptions $(A_1) - (A_3)$, where $(A_1)$ is about integrability of nonlinearities while $(A_2)$ and $(A_3)$ are natural assumptions satisfied by a class of singular nonlinearities. Our next result, Theorem 2.1.6, is obtained by replacing $(A_3)$ with $(A_4)$ in Theorem 2.1.4. Theorem 2.1.8 is obtained by replacing $(A_2)$ with $(A_5)$ in Theorem 2.1.4. Moreover, Theorem 2.1.10 can be obtained either by replacing $(A_2)$ with $(A_5)$ in Theorem 2.1.6 or by replacing $(A_3)$ with $(A_4)$ in Theorem 2.1.8. Further in Section 2.2, Theorem 2.2.2, the existence of positive solutions to SBVPs (2.2) is provided under the assumption $(A_6) - (A_8)$, where the assumption $(A_6)$ is integrability condition on nonlinearities while $(A_7)$ and $(A_8)$ are sublinear conditions. In Section 2.3, we discuss the four-point coupled system of SBVPs (2.3). In Theorem 2.3.8, by employing the Guo-Krasnosel'skii fixed point theorem for a completely continuous map on a positive cone, it is shown that the system (2.3) has a positive solution under the assumptions $(A_0) - (A_{11})$, where $(A_0)$ is integrability condition while $(A_{10})$ and $(A_{11})$ are sublinear conditions on nonlinearities $f$ and $g$.

In Chapter 3, Section 3.1, we establish the existence results for a coupled system of SBVPs (3.2). In Theorem 3.1.2, we prove the existence of at least one $C^1$-positive solution for the system of SBVPs (3.2) under the assumptions $(B_1) - (B_7)$. The assumptions $(B_1)$ and $(B_7)$ are some integrability conditions, $(B_2)$ is necessary
because, otherwise, positive solution \((x, y)\) will not satisfy the condition \(x' > 0\) and \(y' > 0\) on \([0, 1]\), and therefore, \((x, y) \notin C^2(0, 1) \cap C^2(0, 1)\). \((B_3)\) is a natural assumption when \(f(t, x, y)\) and \(g(t, x, y)\) have singularity at \(y = 0\). \((B_4)\) is required to bound the solution, whereas \((B_5)\) is necessary for invertibility of the maps \(I\) and \(J\), and the solution is positive due to \((B_6)\). By replacing the assumptions \((B_6)\) and \((B_7)\) of Theorem 3.1.2 with \((B_8)\) and \((B_9)\), and including \((B_{10})\), we obtained the existence of at least two positive solutions for the system of SBVPs (3.2), that is, Theorem 3.2.2 of Section 3.2. The assumption \((B_{10})\) is required for the existence of at least two solutions. By replacing the assumption \((B_4)\) and \((B_7)\) of Theorem 3.1.2 with \((B_{11})\) and \((B_{12})\) we get our next result, that is, Theorem 3.3.1 of Section 3.3 which provide existence of at least one \(C^1\)-positive solutions to the SBVPs (3.3). Theorem 3.4.2 of Section 3.4 is obtained by replacing the assumptions \((B_4)\) and \((B_8)\) of Theorem 3.2.2 with \((B_{11})\) and \((B_{13})\), which is a criteria for the existence of at least two \(C^1\)-positive solutions for the system of SBVPs (3.3). Moreover in Section 3.5 Theorem 3.5.1 we studied the existence of \(C^1\)-positive solutions to the system of SBVPs (3.6) under the assumptions \((B_1) - (B_3), (B_5), (B_{14}), (B_{16})\) and \((B_{17})\). The assumption \((B_{14})\) is a replacement of \((B_{11})\) in the case of two-point coupled BCs (3.6), \((B_{16})\) is a generalization of \((B_6)\) in case system of SBVPs (3.6) while \((B_{17})\) is just similar to \((B_7)\). In Section 3.6 we develop the notion of upper and lower solutions for the system of SBVPs (3.5). Theorem 3.6.1 guarantees the existence of \(C^1\)-positive solutions for the system (3.5) under the assumptions \((B_{18}) - (B_{25})\), where \((B_{18})\) is equivalent to \((B_1), (B_{19})\) is just a continuity condition on nonlinearities \(f_i (i = 1, 2), (B_{20})\) and \((B_{21})\) defines upper and lower solutions, \((B_{22})\) is a condition about the concavity of solutions, \((B_{23})\) is a natural assumption when the functions \(f, g\) are singular with respect to \(x = 0\) and \(y = 0\). \((B_{24})\) is about integrability condition and \((B_{25})\) is required to bound the derivative of solution.

In Chapter 4 Section 4.1 we establish the existence of \(C^1\)-positive solutions to the coupled system of SBVPs (4.2). Theorem 4.1.2 offer \(C^1\)-positive solutions to the system of SBVPs (4.2) under the assumption \((C_1) - (C_7)\), where \((C_1)\) is some integrability condition, \((C_2)\) and \((C_6)\) are weaker than \((B_2)\), \((C_3)\) is more general than \((B_3)\) when nonlinearities are sign-changing, \((C_4)\) is required to bound the solution which is much simpler than \((B_4)\), \((C_5)\) is just \((B_5)\), and \((C_7)\) is required to prove that the solution is positive. By replacing the assumption \((C_4)\) in Theorem
with (C₈) we obtain Theorem 4.2.2 of Section 4.2, which is a criteria for the existence of at least one $C^1$-positive solutions to the system of SBVPs (4.3).
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