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The stability of the equilibrium state is one of the crucial tests a hydrodynamic theory needs to pass. A widespread technique to study this property consists of searching for a Lyapunov function of the linearised theory, in the form of a quadratic energy-like functional. For relativistic fluids, the explicit expression of such a functional is often found by guessing and lacks a clear physical interpretation. We present a quick, rigorous and systematic technique for constructing the functional of a generic relativistic fluid theory, based on the maximum entropy principle. The method gives the expected result in those cases in which the functional was already known. For the method to be applicable, there must be an entropy current with non-negative four-divergence. This result is an important step towards a definitive resolution of the major open problems connected with relativistic dissipation.

I. INTRODUCTION

Recent years have seen an explosion of new dissipative hydrodynamic theories, as fluid descriptions are applied to different fields, ranging from heavy ion collisions [1], to neutron star physics [2] and cosmology [3]. The demand for new theories comes from the inadequacy of simple fluids to account for the complexity of real systems. For example, current theories for viscosity [4, 5] fail to describe the initial transient of strongly interacting quantum field theories [6, 7]. Even less exotic astrophysical systems (such as accretion disks and jets) cannot accurately be described using simple fluids, due to the presence of a magnetic field, a radiation field and two-temperature effects [8–12]. Combining these features with causal dissipation leads to completely new theories, e.g. [16]. Finally, hot dense matter in supernovae and neutron-star mergers is a reacting mixture, with reaction time-scales comparable with the hydrodynamic time-scale [17,19]. This requires us to revise our understanding of causal bulk viscosity [20].

As more and more complex theories are proposed, it is of central importance to be able to predict if the theory that one is building is truly dissipative (i.e. if the fluid exhibits a tendency to evolve towards thermodynamic equilibrium) or if the non-equilibrium degrees of freedom undergo a non-physical spontaneous explosion, as in the case of the theories of Eckart and Landau-Lifshitz [21, 22]. This criterion of stability of the equilibrium, according to which states that are initially close to global thermodynamic equilibrium [23–27] remain close to it, constitutes the most fundamental reliability test of a dissipative theory [28]. Unfortunately, verifying this property with the current techniques is usually complicated and the physical interpretation of the stability conditions is often not transparent [29–32]. In fact, the calculation strongly depends on the details of the hydrodynamic equations: adding a new coupling or slightly modifying the physical setting might force one to start over the whole stability analysis [32–34]. More importantly, one would like to be able to test the stability of any possible thermodynamic equilibrium state (at rest or in motion, rotating or non-rotating, with or without a strong gravitational field) at once, while often (when the theory becomes too complicated) the calculation is specialised to homogeneous equilibria in a Minkowski background [34–39].

On the other hand, the theory of thermodynamic stability has a long history, which goes back to Gibbs [40]. The idea of Gibbs was simple: since the entropy cannot decrease, the equilibrium state of an isolated system is stable if any (physically allowed) perturbation results in a decrease in entropy. In other words, the entropy should be maximum in equilibrium, to ensure Lyapunov stability [41]. Here, we apply this principle to relativistic hydrodynamics, presenting a technique to build, directly from the constitutive relations of a generic fluid, a quadratic Lyapunov functional, whose positive-definitiveness implies stability. Below we outline the methodology and we give a couple of examples and applications. We adopt the signature (−, +, +, +) and work in units $c = k_B = 1$.

II. THE STABILITY CRITERION

It is crucial for our method that we can associate to the fluid a symmetric stress-energy tensor $T^{ab}$ and an entropy current $s^a$ which obey the conditions

$$\nabla_a T^{ab} = 0 \quad \nabla_a s^a \geq 0 \quad (1)$$

as exact mathematical constraints. The remaining details of the field equations (such as the exact value of the entropy production rate) are irrelevant and do not play any role in the method, provided that (1) are respected. Here we
assume, for illustrative purposes, that there is a single conserved current \( N^a \), such that \( \nabla_a N^a = 0 \), but the method can be straightforwardly generalised to fluids with an arbitrary number of conserved currents. We assume that the fluid is immersed in a test spacetime (which plays the role of a fixed background), having one and only one Killing vector field \( K^a \), which is everywhere time-like future-directed. If the fluid has a finite spatial extension, then, assigned a space-like Cauchy 3D-surface \( \Sigma \), the three integrals

\[
\{ N, U, S \} = \int_\Sigma \{ -N^a, T^{ab}K_b, -s^a \} d\Sigma_a
\]

are finite and represent the total particle number, energy and entropy of the fluid. Given the aforementioned assumptions, \( N \) and \( U \) are conserved (i.e. they do not depend on \( \Sigma \)), while

\[
S[\Sigma'] \geq S[\Sigma]
\]

whenever \( \Sigma' \) is in the future of \( \Sigma \). We also need to have a selection of the macroscopic fields \( \varphi_i \) which carry information about the local state of the fluid (e.g., for the perfect fluid one may take the fluid velocity, the temperature and the chemical potential) and the constitutive relations:

\[
T^{ab} = T^{ab}[\varphi_i], \quad s^a = s^a[\varphi_i], \quad N^a = N^a[\varphi_i].
\]

The configuration \( \varphi_i \) is our candidate global thermodynamic equilibrium state, while \( \delta \varphi_i \) is a deviation from equilibrium which should decay to zero for large times (if the theory is dissipative and stable). For this to be possible, we must impose that the integrals of motion \( U \) and \( N \) have exactly the same value in the two states, namely

\[
\delta N = \delta U = 0,
\]

otherwise \( \varphi_i + \delta \varphi_i \) would asymptotically relax to an equilibrium state which is different from \( \varphi_i \). If there are additional constants of motion, like e.g. a superfluid winding number, these need to be treated on the same footing as \( N \) and \( U \).

Now we only need to take two steps:

i - We truncate all the differences \( \delta \mathcal{A} \) to the first order in \( \delta \varphi_i \), and we impose the stationarity condition \( \delta S = 0 \) for any possible choice of \( \delta \varphi_i \) compatible with \( \delta T^{ab} \). This procedure defines the thermodynamic equilibrium state \( \varphi_i \) and identifies it completely. At this stage (and only for step i), one may deal with the constraint using some Lagrange multipliers \( \alpha \) and \( \beta \), rediscovering the covariant Gibbs relation

\[
\int_\Sigma (\delta s^a + \alpha \delta N^a + \beta K_b \delta T^{ab}) d\Sigma_a = 0 \quad \text{(to first order)}.
\]

ii - We go up in the truncation of all the quantities \( \delta \mathcal{A} \) to the second order in \( \delta \varphi_i \) and we study the sign of \( \delta S \). Using the results of the previous step and recalling \( \delta T^{ab} \), we know that the first-order contribution vanishes, so that it is always possible to rewrite \( E := -\delta S \) as a quadratic functional in \( \delta \varphi_i \). The Gibbs stability criterion requires us to impose its positive definiteness.

Now, since in equilibrium the entropy is conserved (it cannot increase further once it is maximal), the inequality implies that \( E \) cannot increase with time (namely, \( E[\Sigma'] \leq E[\Sigma] \) for \( \Sigma' \) future of \( \Sigma \)). This, combined with the

1 We avoid notations like “\( \delta \)” and “\( \delta^2 \)” for first and second order variations. We, instead, introduce \( \delta \mathcal{A} \) as an exact difference, which is later approximated according to the need.

2 If we interpret \( \varphi_i + \delta \varphi_i \) as the state just after an external kick has been impressed, the constraint implies that \( \varphi_i \) should not be interpreted as the state before the kick (because the kick might not conserve \( U \)). Rather, \( \varphi_i \) is the end state of the evolution of \( \varphi_i + \delta \varphi_i \), which is reached once thermodynamic equilibrium is re-established.
requirement that \( E > 0 \) whenever \( \delta \varphi_i \neq 0 \), is a sufficient condition of Lyapunov stability (more precisely, perturbations have a bounded square integral norm \([42, 43]\)).

Furthermore, Hiscock and Lindblom proved (see Proposition B of the Appendix of \([42]\)), with an argument that can be applied to every theory consistent with \([1]\), that \( E > 0 \) is also a necessary condition of stability. The intuitive idea is that, for \( E = -\delta S \) to approach a finite value for large times, \( \nabla_a \delta s^a \) must converge to zero. Thus, all solutions of stable dissipative theories asymptotically converge to solutions of non-dissipative theories. However, the physical properties of non-dissipative theories are determined by the equilibrium equation of state, which (if computed from statistical mechanics) gives positive \( -\delta S \) by construction. As \( E_{\text{initial}} \geq E_{\text{final}} \), the positive definiteness of \( E = -\delta S \) follows.

Before moving to the concrete examples, let us make a further comment about the constraints \([7]\). In all the examples that follow (both in the main text and in the supplementary material), we deal with all constraints in an exact way, in the sense that \([7] \) is only used to perform exact cancellations, which would remain valid also at higher orders than the second. However, often one may find it more convenient to work with unconstrained variations. In Supplementary Material: Part 1, we show how to convert the maximum entropy principle at fixed energy and particle number into the minimum grand-potential principle, with completely free variations. This can, sometimes, make calculations easier (the final result is, of course, the same).

III. EXAMPLES

To illustrate how the method works in practice, we consider the simplest possible causal theory for dissipation: the divergence-type theory \([5]\). Adopting the notation of Geroch and Lindblom \([43]\), the theory is built using three tensor fields, \( \zeta_A = (\zeta, \zeta^a, \zeta^{ab}) \), and postulates that there is a generating function \( \chi = \chi(\zeta_A) \) such that
\[
N^a_A = \partial^2 \chi / \partial \zeta_a \partial \zeta_A,
\]
where we have grouped the three fluxes of the theory using the notation \( N^a_A = (N^a, T^{ab}, A^{abc}) \). The entropy current is given by the formula
\[
s^a = \partial \chi / \partial \zeta_a - \zeta_A N^a_A.
\]
We compare the two states \( \zeta_A \) and \( \zeta_A + \delta \zeta_A \) and consider the second-order variation of the entropy current:
\[
\delta s^a := s^a[\zeta_A + \delta \zeta_A] - s^a[\zeta_A] = \frac{1}{2} \partial^3 \chi / \partial \zeta_a \partial \zeta_A \partial \zeta_B \delta \zeta_A \delta \zeta_B - \zeta_A \delta N^a_A - \delta \zeta_A \delta N^a_A.
\]
Imposing the consistency of this expression with the covariant Gibbs relation (as demanded by step i) produces the equilibrium conditions \( \zeta = \alpha, \zeta^a = \beta K^a \) (with \( \alpha, \beta = \text{const} \)) and \( \zeta^{ab} = 0 \), in agreement with \([43]\). Combining this result with the constraint \([7]\), we find that the term \( -\zeta_A \delta N^a_A \) in \([11] \) does not contribute to the total flux \([2]\), so we will use the shorthand notation
\[
- \zeta_A \delta N^a_A = (zfc),
\]
which stands for “zero flux contribution”. The final step consists of using \([9]\) to write the last term in \([11] \) explicitly, so that
\[
\delta s^a = - \frac{1}{2} \partial^3 \chi / \partial \zeta_a \partial \zeta_A \partial \zeta_B \delta \zeta_A \delta \zeta_B + (zfc) = -E^a + (zfc).
\]
and we finally obtain
\[
\delta s^a = - \frac{1}{2} \partial^3 \chi / \partial \zeta_a \partial \zeta_A \partial \zeta_B \delta \zeta_A \delta \zeta_B + (zfc) = -E^a + (zfc).
\]
The four-vector \( E^a \) is the “energy current” introduced by Geroch and Lindblom \([43]\) in equation \((51)\), but we see here that it is actually a second-order entropy current, whose flux is the difference between the entropy in equilibrium (the state defined by \( \zeta_A \)) and the entropy in the perturbed state (the state defined by \( \zeta_A + \delta \zeta_A \)):
\[
E = - \int \Sigma E^a \, d\Sigma_a = S_{\text{en}} - S.
\]
FIG. 1. Two complementary views of the stability problem. Hydrodynamic view (left panel): the perturbation has a sort of “energy functional” \( E \geq 0 \), which decreases with time and should eventually converge to zero. Thermodynamic view (right panel): the perturbation reduces the entropy \( S \); dissipation makes \( S \) grow again to reach \( S_{eq} \). The two pictures are connected by the equation \( E = S_{eq} - S \). The horizontal axes represent the abstract configuration space of the fluid, where each point is a global choice of \( \delta \phi_i \). The maximum of the entropy \( (E = 0) \) is the equilibrium state \((\delta \phi_i = 0)\).

Therefore, the condition of maximality of the entropy in equilibrium \( (S_{eq} \geq S) \) is equivalent to the positivity requirement for the “energy functional”, \( E \geq 0 \), see figure 1. Note that most of the mathematical properties of the field equations (e.g. their symmetric-hyperbolicity) are irrelevant for this stability criterion, because our method is based on the constitutive relations (4). In this sense, this is a condition of thermodynamic stability, which needs to hold independently from the dynamical equations we choose.

We have applied this same method also to the Israel-Stewart theory [4], obtaining an analogous result \( \delta s^a = (zfc) - E^a \), where in this case the “energy current” coincides with the one introduced by Hiscock and Lindblom [42] in their stability analysis (see Supplementary Material: Part 2). This clarifies the physical meaning of the stability conditions they obtained, showing how one can elegantly derive the energy functional \( E \) from thermodynamic principles only \( ^3 \). Furthermore, since the theory of Eckart is a particular Israel-Stewart theory (with \( \alpha_j = \beta_j = 0 \)) for which \( E \) fails to be positive definite, we have a direct proof that the Eckart theory is unstable because the entropy is not maximised in equilibrium (in agreement with [44]). An analogous argument applies to Landau-Lifshitz and, more in general, to any Fick-type diffusion law.

It is interesting to analyse an example which goes beyond the standard models of causal heat conduction and viscosity, like the case of a mixture of two chemical components (say, \( p \) and \( n \)) which undergo a chemical reaction \( p + p \rightleftharpoons p + n \).

\[
p + p \rightleftharpoons p + n.
\]

This is an instructive case of study because, as we are going to see, our method treats the conditions of hydrodynamic, thermal, diffusive and chemical stability on the same footing.

If we do not model explicitly viscous effects and relative flows, as in [17, 18], the fields of the theory can be chosen to be the energy, p-particle and n-particle densities \( (\rho, n_p, n_n) \), plus the fluid four-velocity \( u^a \), which is normalised: \( u^a u_a = -1 \). The constitutive relations take the perfect-fluid form [45]

\[
T^{ab} = (\rho + p)u^a u^b + p g^{ab} \quad N^a = (n_p + n_n) u^a \quad s^a = su^a,
\]

where the equation of state depends on both particle densities,

\[
ds = \frac{1}{T} dp - \frac{\mu_p}{T} d n_p - \frac{\mu_n}{T} d n_n,
\]

\[
\]

---

\( ^3 \) About their energy current, Hiscock and Lindblom [42] wrote: “There was, unfortunately, no elegant derivation which one might hope to apply to other situations. Our “derivation” was in fact based on a series of modifications and generalizations of previously existing results for similar physical situations.”
and the pressure can be computed from the Euler relation
\[ \rho + p = Ts + \mu_p n_p + \mu_n n_n. \quad (19) \]

The conserved particle current \( N^a \) given in \([17]\) is preserved by the chemical reaction \([16]\), which, on the other hand, does not conserve the currents \( n_p u^a \) and \( n_n u^a \) separately. Therefore, although we have two chemical species, they give rise to a single (not two) conserved charge, to be held constant in the variation.

The computation is analogous to the previous case, with the caveat that the condition \( u^a u_a = -1 \) needs to be respected by the variation, producing the (exact) identity \( 2u_a \delta u^a = -\delta u^a u_a \). Taking the first-order variations and imposing the stationarity condition for \( S \) produces the well-known equilibrium conditions \( \mu_p / T = \text{const.} \). \( u^a / T = \beta K^a \) (with \( \beta \) constant) and \( \mu_p = \mu_n \). We focus, here, on the second-order variations, a calculation that is facilitated if one starts directly from the equilibrium state. In fact, the condition that the perturbation should preserve the energy \( U \) takes the simple form \( \delta T^{ab} u_b / T = (zfc) \), which, employing the constitutive relations \([17]\), can be used to prove the relation
\[ -\frac{\delta (\rho u^a)}{T} = \frac{T^{ab} \delta u_b}{T} + \frac{\delta T^{ab}}{T} \delta u_b + (zfc). \quad (20) \]

The second-order variation of the entropy current is
\[ \delta s^a = \delta s u^a + s \delta u^a + \delta s \delta u^a, \quad (21) \]

with
\[ \delta s = \frac{\delta \rho}{T} \frac{\mu_p}{T} (\delta n_p + \delta n_n) + \frac{1}{2} s^{AB} \delta n_A \delta n_B, \quad (22) \]

where we have grouped the densities using the notation \( n_A = (\rho, n_p, n_n) \). \( s^{AB} \) are the components of the Hessian matrix of \( s(n_A) \). After a bit of manipulation, combining together the above results and imposing \( \delta N^a = (zfc) \), we can write the second-order correction to the entropy current in terms of a quadratic “energy current”, \( \delta s^a = -E^a + (zfc) \), with
\[ E^a = \frac{\delta T^b}{T} \delta u_b - \frac{u^a}{2} \frac{\rho + p}{T} \delta u^b \delta u_b - \frac{u^a}{2} s^{AB} \delta n_A \delta n_B. \quad (23) \]

Following the same procedure of Hiscock and Lindblom \([42]\), one can show that imposing \( E > 0 \) for any \( \delta \varphi_i \neq 0 \) is equivalent to requiring
\[ \varepsilon := T \frac{n_a}{u_b n_b} \rho + p \frac{u^b}{2} \delta u^b \delta u_b - \frac{u^a}{2} s^{AB} \delta n_A \delta n_B - \delta p \lambda_0 \delta u^a > 0, \quad (24) \]

where \( n_a = -n_b u_b (u^a + \lambda^a) \) is the (time-like future-directed) unit normal vector to \( \Sigma \) and \( \lambda^a \) is a space-like deviation vector whose norm lies in the range \([0, 1]\). The inequality \([24]\) produces a number of stability conditions of various kinds. Among them we recognise the standard conditions of hydrodynamic stability such as \( \rho + p > 0 \) and the conditions for thermal and diffusive stability \([10]\), like
\[ 0 > s^{pp} = \frac{\partial^2 s}{\partial p^2} \bigg|_{n_p, n_n} = -\frac{1}{T^2 c_v}. \quad (25) \]
\[ 0 > s^{pp/nn} = -\frac{\partial}{\partial n_p / n} \bigg( \frac{\mu_p / n}{T} \bigg) \bigg|_{\rho, n_n / p}. \]

We obtain also the condition of chemical stability with respect to the reaction \([16]\), namely
\[ \frac{\partial^2 s}{\partial n_p^2} \bigg|_{\rho, n_p + n_n} = (1 - 1) \begin{bmatrix} s^{pp} & s^{pn} \\ s^{np} & s^{nn} \end{bmatrix} \begin{bmatrix} 1 \\ -1 \end{bmatrix} < 0. \quad (26) \]

But there are also some additional “mixed” conditions \([1\) such as
\[ -Ts^{AA} \geq \frac{1}{\rho + p} \left( \frac{\partial p}{\partial n_A} \bigg|_{n_B} \right)^2 \quad \forall A = \{ \rho, p, n \} \quad (A \text{ fixed}), \quad (27) \]

---

4 To obtain \([27]\), one needs to take the limit \( \lambda^a \lambda_a \to 1 \) and consider perturbations of the form \( \delta u^a \propto \lambda^a \), \( \delta n_C = \delta_0^C \delta n_A \) for a given \( A \).
which cannot be derived within standard thermodynamics, nor from the perfect-fluid limit of the hydrodynamic model, but are hydro-diffusive conditions, specific of a two-component relativistic fluid. Note that, while the standard conditions of thermal and diffusive stability are necessary to guarantee that $-E^a u_a \geq 0$, the “mixed” conditions (and all the conditions that are obtained taking $\lambda^a \lambda_a = 1$) force $E^a$ to be time-like future-directed \([10]\). For this reason, \([27]\) is a stronger condition than \([25]\).

We also note that the existence of the reaction \([10]\) leads to the condition $\mu_p = \mu_n$, but it plays no direct role in the stability criterion. This implies that, if there were no reaction, but still $\mu_p = \mu_n$ was true, we would obtain exactly the same stability conditions, but the inequality \([26]\) would be a condition of diffusive stability. We have, thus, rediscovered the Duham-Jougeut theorem, according to which a system that is stable to diffusion is also stable to chemical reactions \([10]\). This is a consequence of the fact that the hydrodynamic equations (i.e. which process modifies the densities $n_p$ and $n_n$) are irrelevant, but only the constitutive relations (i.e. how the change of $n_p$ and $n_n$ affects the entropy) matter.

There is a clear similarity between \([23]\) and the energy current of Israel-Stewart (see Supplementary Material: Part 2). Indeed, the procedure that leads to both is the same and the presence of two (or more) chemical species has essentially no practical consequence on the derivation. This implies that hypothetical extensions of Israel-Stewart to mixtures should not constitute a challenge for the computation of $E^a$. This is an important advance on conventional methods, where all the details of the hydrodynamic equations (including possible visco-chemical couplings) would need to be explicitly accounted for.

Our method can also be applied to theories that are structurally different. If, for example, we consider a mixture of species that do not comove with each other, the structure \([17]\) breaks down, because a notion of fluid velocity $u^a$ does not exist out of equilibrium (there are, instead, two distinct velocities, $u^a_p$ and $u^a_n$ of respectively p-particles and n-particles). The natural formalism for describing these fluids has been formulated by Carter \([8]\).

We have computed the “energy current” $E^a$ of Carter’s theory in the absence of superfluidity and shear stresses \([9]\), assuming an arbitrary number of currents $\sum_{X} a^a_X$, with conjugate momenta $\mu^X_X$, possibly in the presence of chemical reactions and relative flows. We report here only the result (for the details see Supplementary Material: Part 3),

$$TE^a = \sum_X \left[ \frac{a^a}{2} \delta n^X_X \delta \mu^X_X - u^b \delta n^a_X \delta \mu^b_X \right].$$

If all the currents comove also out of equilibrium, namely $\delta n^a_X = \delta (n^a_X u^a)$, \([28]\) reduces to \([23]\). However, \([28]\) is more general, because it is valid for completely independent variations $\delta n^a_X$ and can, therefore, be used to study the stability of a fluid against spontaneous formation of relative flows (i.e. perturbations of the form $\delta u^a_X = n^a_X \delta u^a_X$ with $u^a \delta u^a_X = 0$ and $\delta u^a_X \neq \delta u^a_X$).

As a last remark, we mention that there are theories in which the entropy current fails to have strictly non-negative four-divergence, like the frame-stabilised first-order theories \([37]\) \([38]\) \([47]\). However, this is typically the result of a first-order truncation of the entropy current. The inclusion of higher order corrections eventually restores the entropy principle \([48]\).

In conclusion, we have converted the hydrodynamic stability, usually regarded as a mathematical problem, into a branch of non-equilibrium thermodynamics. This fills an important gap between phenomenological hydrodynamic modelling and statistical mechanics, providing a microscopic insight into the stability conditions of a fluid.
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5 The index $X$ runs over all the chemical species of the model, plus the entropy, given by $X = s$
**Supplementary Material**

*Part 1:* Using a simple thermodynamic argument, we convert the Gibbs stability criterion into the minimum grand-potential principle. This allows us to release the constraints on $\delta N$ and $\delta U$. We use this result to prove the consistency of the method with kinetic theory and statistical mechanics.

*Part 2:* We show that the energy current of the Israel-Stewart theory, $E^a$, defined in equation (44) of Hiscock and Lindblom [42] is just $-\dot{s}^a$, apart from a term that does not contribute to the total integral $E$. The strategy that we follow is precisely the one outlined in the main text.

*Part 3:* Using the same technique, we compute the energy current $E^a$ of Carter’s theory, with an arbitrary number of currents, in the absence of superfluidity. We show that, in the particular case of a relativistic model for heat conduction, we recover the inviscid Israel-Stewart energy current.
PART 1: MINIMUM GRAND-POTENTIAL PRINCIPLE

A. The method of the bath

As explained in the main text, the Gibbs criterion demands that
\[ \delta S \leq 0 \quad \text{as long as} \quad \delta N = \delta U = 0 . \]  
(29)
The presence of the constraints makes the problem of recasting \(-\delta S\) into a quadratic functional harder. This is because the first-order part of \(\delta S\) does not vanish for all \(\delta \varphi_i\), but only for those perturbations which conserve the total energy and particle number. Luckily, there is a simple solution to this problem.

Consider a fluid (with extensive variables \(U_F, N_F, S_F\)) in weak contact with an ideal heat and particle bath (with extensive variables \(U_H, N_H, S_H\)). The latter is defined as an effectively infinite reservoir of particles and energy with equation of state [12, 27]
\[ S_H = \text{const} - \alpha N_H + \beta U_H \quad \text{with} \quad \beta \geq 0 , \]  
(30)
where the parameters \(\alpha\) and \(\beta\) are some constants. Equation (30) expresses the fact that the heat capacity (and, likewise, every extensive quantity) of the bath is effectively infinite. The assumption that the interaction is weak means that the extensive properties of the total system “fluid + bath” are the sum of those of the two parts:
\[ U = U_F + U_H \quad N = N_F + N_H \quad S = S_F + S_H . \]  
(31)
The stability criterion (29) holds for the total system “fluid + bath”, so that we have
\[ \delta S_F + \delta S_H \leq 0 \quad \text{as long as} \quad \delta N_F = -\delta N_H \quad \delta U_F = -\delta U_H . \]  
(32)
Combining (30) with (32) we obtain
\[ \delta \Omega \geq 0 \]  
(33)
with
\[ \Omega = U_F - \frac{1}{\beta} S_F - \frac{\alpha}{\beta} N_F . \]  
(34)
Equation (33) means that the equilibrium state of a thermodynamic system (in our case, a fluid) in contact with a heat and particle bath with (red-shifted) temperature \(1/\beta\) and (red-shifted) chemical potential \(\alpha/\beta\) is the state that minimizes the function \(\Omega\) (with no constraint). This is nothing but the minimum grand-potential principle on curved space-time, which straightforwardly generalizes its analogue on flat space-time [49, 50].

Now, let us define the functional
\[ E := \beta \delta \Omega = \beta \delta U_F - \delta S_F - \alpha \delta N_F . \]  
(35)
This functional is positive definite for all possible \(\delta \varphi_i\), with or without constraints. On the other hand,
\[ \begin{align*}
\text{if} \quad \delta N_F = \delta U_F = 0 & \quad \Rightarrow \quad E = -\delta S_F \geq 0 \\
\text{if} \quad \delta N_F = \delta S_F = 0 & \quad \Rightarrow \quad E/\beta = \delta U_F \geq 0 \\
\text{if} \quad \delta N_F = 0 & \quad \Rightarrow \quad E/\beta = \delta U_F - \delta S_F/\beta \geq 0 ,
\end{align*} \]  
(36)
which are respectively the maximum entropy principle (\(S\) is maximum for fixed \(N\) and \(U\)), the minimum energy principle (\(U\) is minimum for fixed \(N\) and \(S\)) and the minimum free energy principle (\(F = U - S/\beta\) is minimum for fixed \(N\)). The first line of (36) is particularly interesting for us: if we compute \(E = \beta \delta \Omega\) in the absence of constraints, we obtain a functional that automatically reduces to \(-\delta S\) when \(\delta N = \delta U = 0\). However, contrarily to \(-\delta S\), this functional \(E\) remains positive definite also when \(\delta N = \delta U \neq 0\). Therefore, rather than computing \(-\delta S\), one can directly compute \(E = \beta \delta \Omega\) for free variations, and impose its positive definiteness.

Indeed, the reader can verify explicitly that, in all the examples we propose (e.g. in Part 2 of this Supplementary material), the final formula for \(E = -\delta S\) (written as the total flux of a current \(E\)) is exactly the same formula that one would obtain imposing \(E = \beta \delta \Omega\) with released constraints.
B. Application 1: stability of the equilibrium in kinetic theory

It is interesting to note that the field nature of \(\phi_i\) has never been used explicitly in the paper. This implies that the Gibbs criterion should remain valid also in the context of relativistic kinetic theory. In particular, if one replaces the fields \(\phi_i = \phi_i(x)\) with the invariant distribution function \(f = f(x, p)\), counting the number of particles in a small phase-space volume centered on \((x, p)\), all the arguments of the paper remain valid. Let us verify it explicitly. We set our units of energy in such a way that \(g_s/h^3 = 1\), where \(g_s\) is the spin degeneracy of the gas and \(h\) is Planck’s constant.

The entropy current, particle current and stress-energy tensor of an ideal quantum gas are (working in local inertial coordinates)

\[
\{ s^a, N^a, T^{ab} \} = \int \{ s, f, f p^b \} \frac{d^3 p}{p^0},
\]

where \(s = s(f)\) is a function that depends on the type of particle. Following Wu [51], a reasonably general formula for \(s\) is

\[
s = -f \ln f - (1 - af) \ln(1 - af) + (1 + \tilde{a} f) \ln(1 + \tilde{a} f),
\]

where \(\tilde{a} = 1 - a\). Bosons have \(a = 0\), while Fermions have \(a = 1\). Intermediate cases (namely \(0 < a < 1\)) are anyons, which can exist in 2+1 dimensions. The Maxwell-Boltzmann case is recovered taking the limit of small \(f\), with arbitrary \(a\). All thermodynamic equilibrium states can be computed imposing the covariant Gibbs relation \(\delta s^a = -\alpha \delta N^a - \beta K_b \delta T^{ab}\) (to first order), which implies

\[
\frac{ds}{df} = -\alpha - \beta p^b \quad \beta_b = \beta K_b.
\]

Computing explicitly the derivative of (38) we obtain the equilibrium condition

\[
(1 - af)(1 + \tilde{a} f)\tilde{a} = fe^{-\alpha - \beta p^b},
\]

which is the covariant generalization of the equilibrium occupation law given in [51].

We compute the functional \(E\) from equation (35). It can be written as the flux of the current \(E^a = -\delta s^a - \alpha \delta N^a - \beta_b \delta T^{ab}\) which, truncated to second order, reads explicitly

\[
E^a = -\int \frac{d^2 s}{df^2} \frac{\delta f^2}{2} p^a \frac{d^3 p}{p^0}.
\]

The first-order part in \(\delta f\) cancels, due to the covariant Gibbs relation. The explicit formula of the second derivative of \(s\) is

\[
\frac{d^2 s}{df^2} = -\frac{1}{f(1 - af)(1 + \tilde{a} f)} < 0.
\]

The inequality follows from the fact that \(0 \leq f \leq 1/a\) [51] and implies that \(E^a\) is always time-like future-directed. Recalling that \(\Sigma\) is always taken space-like, we get

\[
E = -\int_{\Sigma} E^a d\Sigma_a \geq 0 \quad \forall \delta f.
\]

This proves that, in kinetic theory, all thermodynamic equilibria (both rotating and non-rotating) in curved space-time are maximum entropy (and minimum grand-potential) states, for all types of particles. The quantity \(E\) plays the role of a bounded square-integral norm, which is always larger than 0 (whenever \(\delta f \neq 0\)), and can only decrease in time. In conclusion, all thermodynamic equilibria are Lyapunov-stable, as long as the H-theorem (namely \(\nabla_a s^a \geq 0\) [53]) holds.

\[\text{To have a rotating equilibrium, it is sufficient to require that } \beta_b \text{ is not hypersurface-orthogonal, namely } \beta_a \nabla_b \beta_c = 0 \text{ [52].}\]
C. Application 2: grand-canonical ensemble in curved space-times

We can use equation (35) to derive the formula for the equilibrium density operator of a fluid in curved space-time from thermodynamic principles.

Let us begin by considering a well-known inequality: given two density operators $\hat{\rho}$ and $\hat{\sigma}$, it is always true that

$$\text{Tr}(\hat{\sigma} \ln \hat{\sigma}) \geq \text{Tr}(\hat{\sigma} \ln \hat{\rho}). \quad (44)$$

If we keep $\hat{\sigma}$ arbitrary and we choose $\hat{\rho}$ to be equal to

$$\hat{\rho} = \frac{e^{\alpha \hat{N} - \beta \hat{U}}}{\text{Tr} e^{\alpha \hat{N} - \beta \hat{U}}}, \quad (45)$$

where $\hat{U}$ and $\hat{N}$ are the quantum energy and particle operators, then equation (44) becomes

$$\Omega[\hat{\sigma}] \geq \Omega[\hat{\rho}] \quad \forall \hat{\sigma}, \quad (46)$$

where

$$\Omega[\hat{\sigma}] = \text{Tr}(\hat{\sigma} \hat{U}) + \frac{\text{Tr}(\hat{\sigma} \ln \hat{\sigma})}{\beta} - \frac{\alpha}{\beta} \text{Tr}(\hat{\sigma} \hat{N}). \quad (47)$$

Considering that the bridge between thermodynamics and statistical mechanics is built by making the identifications

$$\{ U, N, S \} = \text{Tr} \left( \hat{\sigma} \{ \hat{U}, \hat{N}, \ln \hat{\sigma} \} \right), \quad (48)$$

it follows that $\Omega[\hat{\sigma}]$ coincides with the functional $\Omega$ introduced in equation (34). Therefore, recalling that in equation (46) $\hat{\sigma}$ is completely arbitrary, we can conclude, invoking the minimum grand-potential principle, that (45) is the equilibrium density operator.

We can rewrite equation (45) in a slightly more familiar form. Recalling that the partition function $Z$ and the inverse-temperature four-vector $\beta^b$ are given by

$$Z = \text{Tr} e^{\alpha \hat{N} - \beta \hat{U}} \quad \beta^b = \beta K^b, \quad (49)$$

and considering that the operators $\hat{U}$ and $\hat{N}$ can be written as the fluxes

$$\{ \hat{U}, \hat{N} \} = \int_\Sigma \{ K_b \hat{T}^{ab} - \hat{N}^a \} d\Sigma_a, \quad (50)$$

equation (45) becomes

$$\hat{\rho} = \frac{1}{Z} \exp \int_\Sigma \left( -\alpha \hat{N}^a - \beta_b \hat{T}^{ab} \right) d\Sigma_a. \quad (51)$$

This is the well-known formula for the equilibrium density operator of relativistic fluids in curved space-time [23, 25, 55, 56].

The present discussion shows that the Gibbs stability criterion, as it is formulated in the main text, is fully consistent with Zubarev’s approach to relativistic statistical mechanics. This remains true also in the fully non-linear regime, considering that, for the argument above to be valid, $\hat{\sigma} - \hat{\rho}$ does not need to be small.
PART 2: ISRAEL-STEWART THEORY

D. Notation

We recall that the signature is \((-,+,+,+\)) and \(c = k_B = 1\). We adopt exactly the same notation as Hiscock and Lindblom \[42\], with only three differences: for us \(s\) is the entropy per unit volume, \(\sigma\) is the entropy per particle \((s = n\sigma)\) and the symbol \(\Theta\) of \[42\] is replaced by the more conventional notation \(\mu/T\). This is done to guarantee coherence of notation with the main text.

E. The constitutive relations of the Israel-Stewart theory

We interpret the Israel-Stewart theory as a field theory for the tensor fields

\[
(\varphi_i) = (u^a, \rho, n, \tau, q^a, \tau^{ab}),
\]

representing respectively the flow velocity, the rest-frame energy and particle densities, the bulk-viscous stress, the heat flux and the shear-viscous stress. They satisfy the algebraic constraints

\[
\begin{align*}
\quad u^a u_a + 1 = u^a q_a = u^a \tau_{ab} = \tau_a = 0.
\end{align*}
\]

Introducing the projector \(q^{ab} = g^{ab} + u^a u^b\), the constitutive relations for the conserved fluxes are

\[
\begin{align*}
T^{ab} &= \rho u^a u^b + (p + \tau) q^{ab} + u^a q^b + u^b q^a + \tau^{ab} \\
N^a &= n u^a
\end{align*}
\]

and the one for the entropy current is

\[
\begin{align*}
s^a &= s u^a + q^a - (\beta_0 \tau^2 + \beta_1 q^b q_b + \beta_2 \tau_{bc} \tau^{bc}) \left( \frac{u^a}{2T} \right) + \alpha_0 \tau q^a T + \frac{\alpha_1 \tau^a q^b}{T},
\end{align*}
\]

where \(\alpha_j\) and \(\beta_j\) are some expansion coefficients. The quantities \(s\) and \(p\) (representing the equilibrium entropy density and pressure) are connected to \(\rho\) and \(n\) by means of the equilibrium equation of state \(s = s(\rho, n)\), hence (defined the equilibrium temperature \(T\) and chemical potential \(\mu\)) we have

\[
ds = \frac{1}{T} d\rho - \frac{\mu}{T} dn
\]

and

\[
\rho + p = Ts + \mu n.
\]

F. The equilibrium states

The fact that the equilibrium states of the Israel-Stewart theory can be computed from an entropy principle is a well-known foundational feature of the theory \[4\]. Therefore, we will not perform the step (i) of the method (namely the first-order analysis) explicitly, as we already know that the equilibrium conditions that we would obtain from the requirement \(\delta S = 0\) (at the first order) are precisely the conditions of zero entropy production \((\nabla_a s^a = 0)\) found by Hiscock and Lindblom \[42\], namely:

\[
\tau = q^a = \tau^{ab} = 0
\]

and

\[
\frac{\mu}{T} = \alpha \quad \frac{u^a}{T} = \beta K^a \quad \alpha, \beta = \text{const} \quad \beta > 0.
\]
G. Constraints on the second-order variations

The whole study is based on the comparison between an equilibrium state $\varphi_i$, which obeys the conditions [58]-[59], and a slightly perturbed state $\varphi_i + \delta \varphi_i$, which models a small deviation from equilibrium. Both these states are assumed to obey the Israel-Stewart hydrodynamic equations (equations that, however, we do not need to introduce explicitly). The variations $\delta \varphi_i$ need to obey some constraints. First of all, since the algebraic constraints [53] must hold for both $\varphi_i$ and $\varphi_i + \delta \varphi_i$, this produces the following exact identities:

$$u^a \delta u_a = -\frac{\delta u^a \delta u_a}{2}$$

where we made use also of the condition [58], to be imposed on the unperturbed fields. We, furthermore, recall that the metric tensor is treated as a fixed background field, which is unaffected by the perturbation (implying that, e.g., $\delta u_a = g_{ab} \delta u^b$). The identities [60] are very useful, because they can convert quantities which look to be of first order in the perturbation (such as $u^a \delta q_a$), into quantities that are manifestly quadratic in the variations (in our example, $-\delta u^a \delta q_a$).

The other crucial constraints come from the requirement that $\delta N = \delta U = 0$. More explicitly, we need to impose

$$\{ \delta N, \delta U \} = \int_{\Sigma} \{ -\delta N^a, \delta T^{ab} K_b \} d\Sigma = 0.$$  (61)

Recalling [59] and adopting the same notation as in the main text, we can rewrite the aforementioned constraints in the following simpler forms:

$$\delta N^a = (zfc) \quad \delta T^{ab} u_b = (zfc).$$  (62)

The first equation can be immediately converted into a constraint on the fields $n$ and $u^a$:

$$\delta n u^a + n \delta u^a + \delta n \delta u^a = (zfc).$$  (63)

Furthermore, the second equation of [62] can be rewritten in the more useful form

$$\frac{\delta \rho}{T} u^a + \frac{\rho \delta u^a}{T} + \frac{\delta q^a}{T} + \frac{T^{ab} \delta u_b}{T} + \frac{\delta T^{ab} \delta u_b}{T} = (zfc).$$  (64)

H. Perturbation to the entropy current

We only need to make the second-order expansion of the constitutive relation [55] in terms of $\delta \varphi_i$, where we recall that the selection of fields $\varphi_i$ to be used as free variables is made in [52]. The calculation is straightforward:

$$\delta s^a = \left( \frac{\delta \rho}{T} - \frac{\mu}{T} \delta n + \frac{1}{2} s^{AB} \delta n_A \delta n_B \right) u^a + s \delta u^a + \left( \delta \rho - \mu \delta n \right) \frac{\delta u^a}{T} + \frac{\delta q^a}{T}$$

$$- \frac{\delta q^a \delta T}{T^2} - (\beta_0 \delta T \delta \tau + \beta_1 \delta q^b \delta q_b + \beta_2 \delta \tau_{bc} \delta \tau^{bc}) \frac{u^a}{2T} + \frac{\alpha_0 \delta \tau \delta q^a}{T} + \frac{\alpha_1 \delta \tau^a \delta q^a}{T},$$  (65)

where we introduced the compact notation $n_A = (\rho, u)$ and $s^{AB}$ is the Hessian matrix of $s(n_A)$. We can use the constraints [53] and [64], together with the first equilibrium condition of [59] to rewrite the first line of [65] in a more convenient form:

$$\delta s^a = (zfc) + \frac{u^a}{2} s^{AB} \delta n_A \delta n_B + (T s + \mu n - \rho) \frac{\delta u^a}{T} - \frac{T^{ab} \delta u_b}{T}$$

$$- \frac{\delta q^a \delta T}{T^2} - (\beta_0 \delta T \delta \tau + \beta_1 \delta q^b \delta q_b + \beta_2 \delta \tau_{bc} \delta \tau^{bc}) \frac{u^a}{2T} + \frac{\alpha_0 \delta \tau \delta q^a}{T} + \frac{\alpha_1 \delta \tau^a \delta q^a}{T}. $$  (66)

---

7 Start from the general identity $\rho u^a + q^a + T^{ab} u_b = 0$, valid on both the equilibrium and the perturbed state.
However, recalling the Euler relation (57), it is easy to show that

\[
(Ts + \mu n - \rho) \frac{\delta u^a}{T} - \frac{T u^a \delta u_b}{T} = (\rho + p) \frac{u^a \delta u^b \delta u_b}{2},
\]

which can be inserted into (66), giving

\[
\delta s^a = (\text{zfc}) - E^a,
\]

with

\[
TE^a = \delta T^a_b \delta u^b - \frac{1}{2}(\rho + p)u^a \delta u^b \delta u_b - \frac{u^a}{2} Ts^{AB} \delta n_A \delta n_B
\]

\[
+ \frac{\delta q^a \delta T}{T} + (\beta_0 \delta \tau \delta \tau + \beta_1 \delta q^b \delta q^b + \beta_2 \delta \tau_{bc} \delta \tau_{bc}) \frac{u^a}{2} - \alpha_0 \delta \tau \delta q^a - \alpha_1 \delta \tau^a \delta q^b,
\]

which constitutes the quadratic “energy current” we were looking for.

I. Comparison with the energy current of Hiscock and Lindblom

Note that, if our task was just to compute the energy current \(E^a\) of Israel-Stewart, we could just stop here. In fact, we have already obtained a formula for it: equation (69). However, if we compare it with equation (44) of Hiscock and Lindblom [42],

\[
TE^a = \delta T^a_b \delta u^b - \frac{1}{2}(\rho + p)u^a \delta u^b \delta u_b - \frac{u^a}{2} Ts^{AB} \delta n_A \delta n_B
\]

\[
+ \frac{\delta q^a \delta T}{T} + (\beta_0 \delta \tau \delta \tau + \beta_1 \delta q^b \delta q^b + \beta_2 \delta \tau_{bc} \delta \tau_{bc}) \frac{u^a}{2} - \alpha_0 \delta \tau \delta q^a - \alpha_1 \delta \tau^a \delta q^b,
\]

we see that the two energy currents in (69) and (70) are the same only if one manages to show that

\[
- Ts^{AB} \delta n_A \delta n_B = 1 \rho + p \left( \frac{\partial \rho}{\partial p} \right) \left( \frac{\partial p}{\partial \sigma} \right) \left( \frac{\partial \sigma}{\partial \mu/T} \right).
\]

It turns out that this identity is, indeed, true, proving that our energy current is exactly the same as the one of Hiscock and Lindblom [42] and confirming the argument of Gavassino et al. [44], according to which the stability conditions of Israel-Stewart are precisely those conditions for which the entropy is maximal in equilibrium. However, proving (71) is not so straightforward, and requires some elaborate thermodynamic manipulations, which are presented below.

First of all, we list the thermodynamic identities that are needed to prove (71):

\[
\frac{dT}{T} = \frac{dp}{\rho + p} - \frac{n}{\rho + p} \frac{d}{d} \left( \frac{\mu}{T} \right),
\]

\[
\frac{dn}{n} = \frac{dp}{\rho^2} - \frac{T dn}{\rho + p},
\]

\[
\frac{\partial \rho}{\partial \sigma} \bigg|_{\mu/T} = n^2 T^2 \frac{\partial}{\partial p} \left( \frac{\mu}{T} \right) \bigg|_{\sigma},
\]

\[
\frac{\partial \rho}{\partial \sigma} \bigg|_{\mu/T} = -n^2 T^2 \frac{\partial}{\partial \sigma} \left( \frac{\mu}{T} \right) \bigg|_{\sigma}.
\]

Equations (72) and (73) can be straightforwardly derived from the differentials \(dp = s dt + n d\mu\) and \(dn\). Equation (74) and (75) are simply the identities (89) and (94) of Hiscock and Lindblom [42].

Our proof of the identity (71) follows four steps. First, using (66), it is easy to show that (since all the terms are quadratic in the perturbation, we can use first-order identities to make changes of variables)

\[
Z := - Ts^{AB} \delta n_A \delta n_B = \delta n \delta \mu + \delta s \delta T = T \delta n \delta \left( \frac{\mu}{T} \right) + \frac{\delta \rho \delta T}{T}.
\]
Secondly, we can use the identities (72) and (73) to justify the following equalities:

\[ Z = T \delta n \delta \left( \frac{\mu}{T} \right) + \frac{\delta \rho \delta p}{\rho + p} - \frac{nT \delta \rho \delta \left( \frac{\mu}{T} \right)}{\rho + p} = \frac{\delta \rho \delta p}{\rho + p} - \frac{n^2 T^2 \delta \sigma}{\rho + p} \delta \left( \frac{\mu}{T} \right). \tag{77} \]

The third step consists of writing \( \delta \rho \) and \( \delta (\mu/T) \) in terms of \( \delta p \) and \( \delta \sigma \),

\[ \delta \rho = \frac{\partial \rho}{\partial p} \bigg|_{\sigma} \delta p + \frac{\partial \rho}{\partial \sigma} \bigg|_{p} \delta \sigma \quad \delta \left( \frac{\mu}{T} \right) = \frac{\partial}{\partial p} \bigg|_{\sigma} \left( \frac{\mu}{T} \right) \bigg|_{\sigma} \delta p + \frac{\partial}{\partial \sigma} \bigg|_{p} \left( \frac{\mu}{T} \right) \bigg|_{p} \delta \sigma, \tag{78} \]

so that we find

\[ (\rho + p)Z = \frac{\partial \rho}{\partial p} \bigg|_{\sigma} (\delta p)^2 + \left[ \frac{\partial \rho}{\partial \sigma} \bigg|_{p} - n^2 T^2 \frac{\partial}{\partial p} \left( \frac{\mu}{T} \right) \bigg|_{\sigma} \right] \delta p \delta \sigma - n^2 T^2 \frac{\partial}{\partial \sigma} \left( \frac{\mu}{T} \right) \bigg|_{p} (\delta \sigma)^2. \tag{79} \]

Finally, we only need to use the identities (74) and (75) to obtain

\[ (\rho + p)Z = \frac{\partial \rho}{\partial p} \bigg|_{\sigma} (\delta p)^2 + \frac{\partial \rho}{\partial \sigma} \bigg|_{p} \frac{\partial p}{\partial \sigma} \bigg|_{\mu/T} (\delta \sigma)^2, \tag{80} \]

which is what we wanted to prove.
PART 3: CARTER’S THEORY

J. Notation

We adopt exactly the same notation as Carter and Khalatnikov [9], with the only difference that their quantities $\Psi$, $\Theta_a$ and $\Theta$ will be denoted by $p$, $T_a$ and $T$ (and $T$ reduces to the ordinary pressure and temperature in equilibrium). This is done to ensure notational conformity with Part 2. Equation (28) of the main text is explicitly obtained in subsection III N.

K. The constitutive relations of Carter’s theory

We choose the momentum-based representation, according to which the fundamental fields of the theory are the momenta

$$(\varphi_i) = (\mu^X_i).$$

(81)

The theory postulates that there is a scalar field $p$ (representing the total pressure) such that the constitutive relations for the currents $n^X_a$, entropy current included (for $X = s$ we impose $n^s_a = n^a_s = s_a$), are given by the differential (at fixed metric components)

$$dp = -n^a_X d\mu^X_a,$$

(82)

while the constitutive relation for the stress-energy tensor is

$$T^a_b = pg^a_b + n^a_X \mu^X_b.$$  

(83)

We are adopting Einstein’s summation convention for the chemical index $X$, including $X = s$. The covector $\mu^X_a$, which is associated with the entropy current $s_a$, is denoted by $T^a$. We assume that no species is superfluid, which implies that no constraint is imposed on the covector fields $\mu^X_a$ (i.e. there is no conserved winding number [12]).

L. The equilibrium states

Also in Carter’s theory the equilibrium states can be easily computed from the maximum entropy principle. Since the calculation is straightforward, here we report only the result. Given the definition of the inverse-temperature four-vector

$$\beta^a := -\frac{s^a}{s^T b},$$

(84)

one finds that all the currents are collinear to $\beta^a$ in equilibrium (there is no superfluidity here [12]),

$$\frac{n^a_X}{\sqrt{-n^b_X n^b_X}} = \frac{\beta^a}{\sqrt{-\beta^b \beta_b}} =: u^a, \quad \forall X,$$

(85)

so that $u^a$ represents the equilibrium collective fluid velocity of all the species. In this configuration the fluid becomes indistinguishable from a multi-constituent perfect fluid, like the $pn$-mixture presented in the main body. In equilibrium (and only in equilibrium), $T = -s^T T_a / s$ is the ordinary temperature of the mixture and we can write

$$\beta^a = \frac{u^a}{T}, \quad n^a_X = n_X u^a.$$  

(86)

Apart from the collinearity condition, which may be seen as the condition of local thermodynamic equilibrium (analogous to (58)), we have some conditions of global equilibrium (analogous to (59)):

$$\beta^a \mu^X_a = -\alpha^X \quad \beta^a = \beta K^a \quad \alpha^X, \beta = \text{const} \quad \beta > 0.$$  

(87)

Note that $\alpha^s = 1$, identically. Finally, coherently with our remarks on the Duhem-Jougeut theorem, one can verify that the possible presence of chemical reactions does not modify any of these equilibrium conditions, but it imposes constraints on the possible values of the constants $\alpha^X$. For example, the presence of a reaction like

$$X + 2Y \rightleftharpoons 5Z$$

(88)

would produce the constraint

$$\alpha^X + 2\alpha^Y = 5\alpha^Z.$$  

(89)
M. Constraints on the second-order variations

Contrary to the case of the Israel-Stewart theory, there is no local constraint to be imposed on the variation of the fields $\mu^X_a$. All the constraints have a global character. The requirement that the variation should preserve the values of the integrals of motion produces constraints

$$\alpha^X \delta n^X_s = (zfc) + \delta s^a, \quad \delta T^a_b \beta^b = (zfc). \tag{90}$$

While the second one is the obvious analogue of the second relation of (62), the first one requires a bit of explanation. Let $Q^Y$ be a basis of independent conserved (i.e. unchanged by the chemical reactions) charges of the fluid,

$$Q^Y = \sum_{X \neq s} q^X_Y N^X, \tag{91}$$

where $q^X_Y$ is a matrix of constant coefficients, measuring the amount of charge $Y$ carried by an individual particle of type $X$ ($N^X$ is the total number of $X$-particles). All the equilibrium conditions of the kind (89) are simultaneously respected if and only if there is a set of constant coefficients $\lambda^Y$ (one for every charge $Q^Y$) such that

$$\alpha^X = \sum_{Y} \lambda^Y q^X_Y \quad \forall X \neq s. \tag{92}$$

Since the perturbation conserves the values of the constants of motion of the fluid, we need to impose the exact constraint $\delta Q^Y = 0$, which implies

$$\sum_{X \neq s} \alpha^X \delta N^X = \sum_{(X \neq s), Y} \lambda^Y q^X_Y \delta N^X = \sum_{Y} \lambda^Y \delta Q^Y = 0, \tag{93}$$

which, written in terms of currents, becomes

$$\sum_{X \neq s} \alpha^X \delta n^X_s = (zfc). \tag{94}$$

Adding to both sides $\delta s^a$, and recalling that $\alpha^a = 1$, we finally obtain the first relation in (90).

N. Perturbation to the entropy current

We now derive equation (28) of the main text. Let us, first of all, consider the perturbation to the stress-energy tensor:

$$\delta T^a_b = \delta p g^a_b + \delta n^a_X \mu^X_b + n^X_s \delta \mu^X_b + \delta n^a_X \delta \mu^X_s. \tag{95}$$

If we contract this variation with $\beta^b$ and impose the constraints (90) we find

$$\delta s^a = (zfc) + \beta^a \delta p + \beta^b n^b_X \delta \mu^X_b + \beta^b \delta n^b_X \delta \mu^X_b. \tag{96}$$

The collinearity condition (86) implies that $\beta^b n^b_X = \beta^a n^a_X$ so we obtain

$$\delta s^a = (zfc) + \beta^a (\delta p + n^b_X \delta \mu^X_b) + \beta^b \delta n^b_X \delta \mu^X_b. \tag{97}$$

Finally, the second-order variation $\delta p$ can be written in the convenient form

$$\delta p = -n^b_X \delta \mu^X_b - \frac{1}{2} n^a_X \delta \mu^X_b, \tag{98}$$

so that again we have $\delta s^a = (zfc) - E^a$, with

$$TE^a = \frac{u^a}{2} \delta n^a_X \delta \mu^X_b - u^b \delta n^a_X \delta \mu^X_b. \tag{99}$$

This Hiscock-Lindblom-type current can be used to derive all the stability conditions of a generic (non-superfluid) Carter’s fluid, both in the presence and in the absence of chemical reactions.
O. A particular case: Carter’s model for heat conduction

Carter’s model for heat conduction [45] is built using only two covectors ($T^a$ and $\mu^a$) as fundamental fields, which are dual respectively to the entropy and the particle current ($s^a$ and $N^a$). Priou [57] has shown that, close to equilibrium, this model becomes very similar to an Israel-Stewart heat-conductive (but inviscid) fluid. This comparison becomes more evident if one makes the decomposition (see Lopez-Monsalvo and Andersson [58] for all the details)

\begin{align}
N^a &= n u^a \\
s^a &= s u^a + \frac{q^a}{T} \\
\mu_a &= \mu u_a + \frac{A q_a}{T} \\
T_a &= T u_a + \frac{C q_a}{T},
\end{align}

(100)

Note that, within Carter’s approach, the quantities $n$, $s$, $T$, $\mu$ and $u^a$ are built from the geometrical decomposition directly as non-equilibrium quantities, generalizing the corresponding equilibrium fields. Contrary to the Israel-Stewart case, they are not used as identifiers of a fiducial local thermodynamic equilibrium state. In fact, $n$ and $s$ are not connected to $T$ and $\mu$ by the equilibrium equation of state. The coefficient $\beta_{IS}$ is a sort of Carter’s analogue of the thermodynamic coefficient $\beta_1$ appearing in (55).

If we insert (100) into (99), truncating the result at the second order, we obtain

\begin{align}
TE^a &= \frac{u^a}{2} (\delta n \delta \mu + \delta s \delta T) + \frac{u^a}{2} (n \mu + sT) \delta u^b \delta u_b + \delta u^a (n \delta \mu + s \delta T) + u^c \delta q^b \delta u_b + \frac{u^a}{2} \beta_{IS} \delta q^b \delta q_b.
\end{align}

(102)

To facilitate the interpretation of this current, we can insert (100) into (82) and (83), to obtain the exact formulas

\begin{align}
dp &= n \, dp + s \, dT - \frac{q^a}{T} \, d\left(\frac{C q_a}{T}\right)
\end{align}

(103)

\begin{align}
\rho := T^{ab} u_a u_b = n \mu + sT - p.
\end{align}

(104)

\begin{align}
T^{ab} = (\rho + p) u^a u^b + pg^{ab} + u^a q^b + u^b q^a + \beta_{IS} q^a q^b.
\end{align}

(105)

These can be easily used to show that

\begin{align}
\delta T^a_b \delta u^b - \frac{u^a}{2} (\rho + p) \delta u^b \delta u_b = \frac{u^a}{2} (n \mu + sT) \delta u^b \delta u_b + \delta u^a (n \delta \mu + s \delta T) + u^a \delta q^b \delta u_b,
\end{align}

(106)

so that equation (102) takes the more familiar form

\begin{align}
TE^a &= \delta T^a_b \delta u^b - \frac{u^a}{2} (\rho + p) \delta u^b \delta u_b + \frac{u^a}{2} (\delta n \delta \mu + \delta s \delta T) + \frac{u^a}{2} \beta_{IS} \delta q^b \delta q_b.
\end{align}

(107)

Recalling equation (76), we see that this formula for $E^a$ is indistinguishable from the inviscid limit ($\delta \tau = \delta \tau^{ab} = 0$) of the energy current (69) of Israel-Stewart.