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Abstract
AI business process applications automate high-stakes business decisions where there is an increasing demand to justify or explain the rationale behind algorithmic decisions. Business process applications have ordering or constraints on tasks and feature values that cause lightweight, model-agnostic, existing explanation methods like LIME to fail. In response, we propose a local explanation framework extending LIME for explaining AI business process applications. Empirical evaluation of our extension underscores the advantage of our approach in the business process setting.

Introduction
Business processes are an integral part of several industries, including government, insurance, banking and healthcare. Examples of such processes include loan origination, invoice management, automobile insurance claims processing, handling prescription drug orders, and patient case management (Van Der Aalst et al. 2011). The business process management (BPM) industry is expected to approach $16 billion by 2023 (Marketwatch 2019). Recent advancements in AI represent a great opportunity for infusing AI to predict outcomes (Breuker et al. 2016), reduce cost or provide better customer experience (Rao and Verweij 2017), and recommend decisions (Mannhardt et al. 2016). Most recently, deep learning models have been used to make outcome and time-to-complete predictions (Tax et al. 2017; Evermann, Rehse, and Fettke 2017).

Unfortunately, very little of these innovations have been applied and adopted by enterprise companies (Daugherty and Wilson 2018). One culprit that hinders the adoption of AI business process applications is the ability to explain model decisions. Consider, for example, a mortgage loan application. In the United States, the Federal Trade Commission guidelines dictate that if consumers are denied something of value (i.e., a loan) based on AI, they are entitled to an explanation. Furthermore, they state that when assigning risk scores to consumers, the key features affecting said scores ought to be disclosed in rank order of importance (Smith 2020). In the credit scoring domain, this right to an explanation is protected under the Equal Credit Opportunity Act (Commission 2013). The European Union guarantees the right to explanation across a broader range of domains under the General Data Protection Regulation (GDPR) (Goodman and Flaxman 2017).

The AI community has made significant advancements in the domain of explanation approaches, with explainability tools such as LIME (Ribeiro, Singh, and Guestrin 2016) and SHAP (Lundberg and Lee 2017). Unfortunately, as we will discuss at length, applying these approaches to BPM models directly results in potentially misleading explanations (Jan, Ishakian, and Muthusamy 2020).

In this paper, we propose an extension to a popular AI explanation framework, LIME, for business process applications. We arrive at this extension by (1) understanding business processes, examining the state of explainable AI, and motivating our choice of base method (LIME), (2) determining the pain points of LIME in the context of business process applications, and (3) developing an extension of LIME and evaluating it in a simulated business process application setting.

Background

Business Processes
A business process is a collection of connected tasks that once completely executed delivers a service or product to a client or accomplishes an organizational goal within an enterprise (Weske 2012). A mortgage loan application (c.f. Figure 1) is an example of a business process where the process flow is the set of linked tasks such as collecting client related data (e.g., verifying employment, requesting credit report, performing a title search, risk assessment, and so on). The goal of the process is to approve or reject a loan application once all the required tasks are fully executed. Business processes are typically modeled using Business Process Model and Notation (BPMN), a graphical notation where activities are denoted by rounded-corner rectangles, and diamonds depict gateways that allow paths to conditionally merge or diverge (Grosskopf, Decker, and Weske 2009).

Business Process Management (BPM) is a multi-disciplinary field that supports the management of business processes with some combination of modeling, automation,
execution, control, measurement and optimization. BPM involves business activity flows (workflows), systems, and people such as employees, customers and partners within and beyond the enterprise boundaries.

**Explainable AI**

Approaches in explainable AI exhibit various properties (Lipton 2016). Some methods are amenable to explanation because they are inherently transparent. In this family of methods, the entire model process or its components are intuitively understandable, like in the case of decision trees or linear models. Other techniques provide post-hoc explanations by extracting information from models that may or may not be inherently transparent themselves. Post-hoc explanations are appealing in deployed applications as they don’t require retraining. These techniques feature prominently across the range of explainable AI products and toolkits, including IBM’s AI Explainability 360 (IBM 2019), Microsoft’s Azure (Microsoft 2020), and Google’s Explainable AI (Google 2020). Amongst post-hoc approaches, model agnostic methods like LIME and SHAP are particularly flexible as they don’t require access to internal model parameters nor knowledge of the model type (Ribeiro, Singh, and Guestrin 2016; Lundberg and Lee 2017). We focus our attention towards LIME as it is the more computationally efficient of the two, with the hopes of adapting and assessing the extension we develop in this paper to both methods in future work. At a high level, LIME constructs explanations by sampling a neighborhood around a data sample and prediction of interest, and training a linear model that mirrors the unknown global model on that neighborhood. The feature coefficients of that linear model are then presented as an explanation of the prediction. As such, on its own, LIME can only provide local explanations. However, methods like MAME and submodular pick can aggregate LIME explanations for multi-level and global model explanations respectively (Ramanurthy et al. 2020; Ribeiro, Singh, and Guestrin 2016).

**Explaining BPM Applications**

One major weakness of LIME lies in its local neighborhood construction. LIME generates neighborhood samples by perturbing features independently, even when features are not independent. (Slack et al. 2019) illustrates that LIME samples can be distributed differently than the true data and exploits this difference for adversarial attacks. (Kumar et al. 2020) notes that this out-of-distribution scenario can be problematic even outside of targeted attack settings. Due to its sampling procedure, LIME samples can take on feature values, or combinations of feature values, that are independently or jointly improbable or even impossible, forcing the local linear model to extrapolate to new parts of the feature space.

This application-agnostic sampling can result in a local linear model that doesn’t faithfully reflect the unknown target model that we seek to explain. This is particularly pernicious in the BPM setting as there are often business process rules underpinning feature values and relationships, making LIME samples more prone to being out-of-distribution. For example, in loan approval settings, features like Credit and Risk are inversely correlated; LIME samples could include cases where both are very high or low, scenarios impossible in real life that the target model we are trying to explain may not have seen in training nor handle consistently. In other domains, delays in processing orders are typically correlated with process reworks.

Another example is with models that predict the path or outcome of a partial execution of a business process (Camargo, Dumas, and Gonzalez-Rojas 2019). Some of these models, such as those based on LSTMs, learn correlations between the ordering or timing of the activities in the process and the target feature. Perturbations of the timestamp or duration features of these activities can result in activity orderings that violate the process definition or are unlikely to occur.

This phenomena is not limited to these settings as there are many other settings where such correlations exists. With this in mind, we refer to any prior knowledge about the distribution of BPM data as a business process rule.

The full impact of this out-of-distribution problem in the BPM domain is unknown due to the scarcity of case studies of applying LIME to BPM applications. (Wang et al. 2020) creates a custom solution to explaining a credit risk scoring application by employing SHAP, a similar post-hoc explanation method like LIME, along with feature engineering that better encodes knowledge of an important feature. Notice that such knowledge also falls under the scope of business process rules. (Jan, Ishakian, and Muthusamy 2020) hypoth-
Figure 2: LIME system with extension to specify sampling procedure

Figure 3: Data distribution

We simulate a loan approval dataset capturing the scenario where features Credit and Risk are inversely correlated. We fix \( \rho = -0.9 \) as the correlation coefficient between Credit and Risk generate 10,000 samples from a bivariate Gaussian distribution \( D \) with \( \mu = [0, 0] \) and \( \Sigma = \rho I \). Accordingly, each data sample \( x_i = [c_i, r_i] \) consists of a Credit feature \( c_i \) and Risk feature \( r_i \). We assign a loan approval label \( y_i \) to each data sample \( x_i \) with the following rule

\[
y_i = \begin{cases} 
1 & |c_i + r_i| < 1 \text{ and } |c_i - r_i| < 1 \\
0 & |c_i + r_i| \geq 1 \text{ and } |c_i - r_i| \geq 1 
\end{cases}
\]

This results in the dataset illustrated in Figure 3.

Figure 4: Loan approval predictions of model \( M \) on uniform random data points

One objective of this work is to assess LIME approaches in the presence of the out-of-distribution problem. Therefore, we formulate our loan approval model \( M \) such that it is highly accurate on samples that conform to the distribution in Figure 3 and random on samples that do not conform to the distribution. This is as if a model performs well on real world, process conforming samples, and poorly on impossible, process non-conforming samples. Given the label...
as seen in Figure 2, LIME takes the data sample \( x_i \) and model \( M \) as input, and first samples a neighborhood \( N_i \) around \( x_i \). The LIME library released by the authors of the original LIME paper defines \( N_i \) for continuous valued data differently depending on the choice of certain LIME hyperparameters \( \mu_i, \epsilon_i \in H_L \). \( \mu_i \) dictates where to center the neighborhood and \( \epsilon_i \) determines what type of random noise to use (Ribeiro 2016). Choices for \( \mu_i \) are centering around the sample, \( \mu_z \), or around the training data mean, \( \mu_m \). Choices for \( \epsilon_i \) are Gaussian noise, \( \epsilon_g \), or LHS noise, \( \epsilon_l \). Given these hyperparameters, each sample in \( N_i \) takes on the form

\[
x'_i = \mu_i + \epsilon_i
\]

(7)

Our extension allows us to specify new sampling rules based on the business process rules. Then given our business process rule that \( x_i \sim \mathcal{N}(\mu, \Sigma) \), we can generate process aware samples directly based on the data distribution such that samples in \( N_i \) take on the form

\[
x'_i \sim \mathcal{N}(\mu, \Sigma)
\]

(8)

Once a neighborhood \( N_i \) is formed, whether via LIME’s standard method as defined in Equation 4 or via process aware sampling, as defined in Equation 8, a local linear model \( f_i \) mirroring \( M \) on that neighborhood is found via the following optimization:

\[
f_i = \arg \min_{f \in F} L(M, f, \pi_x) + \Omega(f)
\]

(9)

Here \( F \) is the family of linear functions, \( L \) is a weighted loss function, \( \pi_x = \pi_x(z) \) is a weight function measuring the proximity between \( x = x_i \) and any \( z = x'_i \), and \( \Omega \) is a function penalizing complexity. These parameters are set when specifying \( H_L \). Throughout our experiments, we fix \( F \) to be the family of logistic regression functions, \( L \) to be weighted square loss, and \( \Omega \) to be \( L_2 \) regression. We use (Ribeiro, Singh, and Guestrin 2016) definition for \( \pi_x \), where \( \pi_x(z) \) is an exponential kernel of the form

\[
\pi_x(z) = \exp \left( \frac{-(D(x, z))^2}{\sigma^2} \right)
\]

(10)

for \( D, \sigma \in H_L \), where \( D \) is a distance function and \( \sigma \) is referred to as kernel width. Intuitively, \( \sigma \) dictates how large the radius of \( N_i \) should be. We use (Ribeiro 2016) default hyperparameter guidance for \( H_L \) unless specified explicitly otherwise.

The feature coefficients of \( f_i \) then dictate \( E_i \). We enclose an example explanation \( E_i \) in Figure 5. The left most column refers to the predicted class probabilities of model \( M \) on \( x_i \), in this case 1 for class 1. The middle column represents the feature coefficients of \( f_i \), \(-0.66 \) and 0.69 for \( \text{Credit} \) and \( \text{Risk} \), respectively. The rightmost column reminds us of values of \( x_i \), in this example 0.41 for \( \text{Credit} \) and \(-0.51 \) for \( \text{Risk} \).

### Evaluation

Recall that our model \( M \) has a linear decision boundary in each quadrant on in-distribution, process conforming data points. Then, for a test set of our data, we have a ground truth local linear boundary of \( M \) defined by these quadrant-wise linear components. We thus hope that LIME explanations result from local linear models that match these ground truth linear components. Accordingly, we measure the accuracy of LIME explanations using the coefficient mismatch metric (Lakkaraju, Orsov, and Bastani 2020). In this setting, coefficient mismatch measures the average absolute differences between the coefficients of \( f_i \), the learned local linear
We compare explanations from LIME with standard neighborhood sampling to those generated by LIME with process-aware sampling over 100 trials, across neighborhood sizes of 1000 and 5000 samples, standard and process-aware sampling respectively. We observe that process aware sampling results in consistently lower coefficient mismatch scores for both features, indicating that it yields more accurate explanations. Observe that this trend prevails even when we reduce the neighborhood size, suggesting that process aware sampling requires fewer samples to attain a fixed level of explanation accuracy, or in other words, is more computationally efficient.

### Discussion

Our results suggest that process-aware sampling results in more accurate LIME explanations in BPM settings. As part of our future work, we look to confirm this result on real world BPM data and models. Our major goal is to deliver this capability as part of the IBM’s Digital Business Automation suite of products, and making it available in IBM’s AI Explainability 360 toolkit. We would expand any explanation user interface to include a textual explanation of the learned local linear model coefficients as the probabilistic interpretation of regression coefficients may not be known to all users.

On the methodological front, we hope to explore more ways to integrate business process knowledge into explanation models. In LIME, BPM rules could also be leveraged in \( D \), the distance function hyperparameter weighting neighborhood samples, particularly in the case of categorical data. If business process rules imply that a group of categories are more similar to each other than others, then that could inform the distance to neighborhood samples with those features more than a standard measure of whether the categories are identical or not. We also hope to explore whether our extension can be applied to similar explainable AI methods like SHAP where neighborhood sampling is also employed and the same out-of-distribution problem is observed (Lundberg and Lee 2017; Slack et al. 2019; Kumar et al. 2020). Recall that (Wang et al. 2020) needed to perform additional feature engineering to encode knowledge about an important feature before using SHAP. If we take such knowledge to be a business process rule, incorporating process aware sampling into SHAP could perhaps resolve this in a systematic way with case-study agnostic guidelines.
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