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ABSTRACT

Under the control of multi-dimensional factors such as industry and enterprise characteristics, this paper examines the impact of government R&D subsidies on enterprise R&D activities, both theoretically and empirically. Theoretically, on the basis of Symeonidis model, this paper establishes a three-stage dynamic game model by introducing the government R&D subsidy, in order to expand the existing theory. Taking the data of the listed enterprises in China as the research sample, the Spatial Quantile Autoregressive Regression method, which has the ability to examine both spatial effect and quantile effect, is used to test the theoretical results. It is found that R&D subsidies play a significant positive role in stimulating the R&D activities of enterprises, and the incentive effect of subsidies is more obvious with the increase of R&D investment and R&D efficiency. Furthermore, the spillover effect can improve R&D efficiency, and this effect will be gradually strengthened with the increase of quantile.
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1. Introduction

R&D plays a significant role in economic growth (Blanco et al., 2020). According to the latest data released by OECD, the total amount of R&D investment in China ranks the second in the world, and the growth rate of R&D investment has far exceeded that of developed countries such as the United States, Germany and Japan. The IMD World Competitiveness Yearbooks published by Lausanne Institute of International Management, reveal that the competitiveness gap has narrowed significantly between China and the United States. However, there is still a huge gap in innovation environment, the leading role of R&D in China is still relatively insufficient (Zhang et al., 2020). To make breakthrough achievements, China needs to rely on the substantial improvement in R&D of enterprises.

Cultivating and upgrading the independent innovation capabilities of the enterprises is related to the micro-foundation of one country’s sustainable economic
growth (Hsiao, 2014). From the perspective of internal incentive mechanism of micro-enterprise R&D investment, the reasons why enterprises show insufficient R&D motivation are as follows: first, the fundamental research has public externalities; second, the intellectual property protection system is relatively imperfect; third, the innovation of enterprise’s core technology has the characteristics of high investment and high uncertainty. Therefore, the governments in various countries have to correct the ‘market failure’ and stimulate enterprises’ enthusiasm for innovation by means of R&D subsidies (Cappelen et al., 2012; Broekel, 2015).

Although government R&D subsidies could make up for market failures, they often distort market incentive mechanism and reduce market allocation efficiency (Chen & Yang, 2016). Under some situations, R&D subsidies may even decrease R&D investment due to the crowding-out effect (Acemoglu et al., 2018). In view of the complexity and uncertainty of the impact of government R&D subsidies on R&D activities of enterprises, it has always been a hot and cutting-edge issue in the field of economics to explore the actual effect of government subsidies on micro-enterprises’ R&D investment and R&D efficiency. It is necessary to start from the perspectives of ‘government-enterprise’, and try to give a theoretical underpinning to the empirical analysis. Therefore, this paper analyzes in-depth the actual impact of government subsidies on R&D investment and R&D efficiency of enterprises, both theoretically and empirically.

The rest of the paper proceeds as follows. Section 2 describes the literature review. Section 3 discusses the theoretical model construction and shows the main theoretical results. Section 4 describes the research data and the variable selection. Section 5 conducts empirical analysis and discusses the empirical results. Finally, conclusions are drawn in section 6.

2. Literature review

The related literature can be classified into ‘government R&D subsidy and enterprise R&D investment’ and ‘government R&D subsidy and enterprise R&D efficiency’.

2.1. **Government R&D subsidy and enterprise R&D investment**

To understand the actual impact of government R&D subsidy on enterprise R&D investment, it is necessary to clarify the influence mechanism of R&D subsidy. The influence mechanism is divided into ‘incentive effect’ (Czarnitzki & Hussinger, 2018; Zawalińska et al., 2018) and ‘inhibition effect’ (Wang et al., 2014).

There are three aspects in terms of ‘incentive effect’ mechanism. First, government R&D subsidies bear certain risks for enterprises to carry out R&D activities, and the decrease of innovation risks encourages enterprises to increase R&D investment (Hall, 2002). Second, government R&D subsidies are often used in technological transformation projects. These projects not only prolong the service life of enterprises’ R&D equipment, but also greatly improve its operation efficiency and indirectly reduce the R&D cost of other R&D equipment, thus accumulating funds for enterprises’ R&D activities (Montmartin & Herrera, 2015). Third, the ‘halo’ effect of
government R&D subsidies can release a positive signal, which is conducive to attracting the participation of external universities and research institutions. This can not only improve enterprises’ innovation capabilities, but also encourage enterprises to increase their R&D investment (Lu et al., 2018; Takalo & Tanayama, 2010).

There are two aspects in terms of ‘inhibition effect’ mechanism. First, the government R&D subsidy will crowd out the R&D activities of enterprises when there is information asymmetry between government and enterprises (Boeing, 2016). Second, large-scale enterprises and state-owned enterprises with political background have easier access to government subsidies due to their economies of scale and political connections, which makes them face fewer financial constraints and gives negative feedback on subsidies (Chen & Yang, 2016).

2.2. Government R&D subsidy and enterprise R&D efficiency

Government R&D subsidy should not only encourage enterprises to increase R&D investment, but also improve R&D efficiency of enterprises (Xiong, 2011). However, up to now, there is still no consensus on the impact of government R&D subsidies on R&D efficiency of enterprises. Dong and Han (2016) find that there is the non-linear relationship between R&D subsidy and R&D efficiency by using the data of listed enterprises in China. Bronzini and Piselli (2016) consider that government R&D subsidies can significantly promote the R&D efficiency of enterprises by using the panel data of 612 manufacturing industries in Italy. Based on the data of private enterprises in Beijing, Zheng (2016) confirms that government R&D subsidies can effectively increase R&D investment, but they have no significant impact on R&D efficiency of enterprises. Guo et al. (2018) find that the government tend to support enterprises with high productivity, and the efficiency of enterprises will be significantly improved after receiving the R&D subsidy. Yan and Huang (2020) find that government R&D subsidies have no significant impact on R&D efficiency of enterprises, they could even aggravate overcapacity of enterprises. The inconsistency of existing research indicates the possible complex relationship between government R&D subsidy and enterprise R&D efficiency, which is often affected by multi-dimensional factors such as industry, enterprise, region and other key factors from different perspectives.

2.3. Contributions

This paper has the following contributions. Theoretically, by constructing a three-stage dynamic game, this paper addresses the dynamic interaction between government R&D subsidies and enterprise R&D activities in the co-existence of horizontal and vertical differentiations of product. This makes up for the deficiency that the existing literature ignores the multi-dimensional differentiation of products. Empirically, this paper uses the Spatial Quantile Autoregressive Regression (henceforth, SQAR) method, to study the impact of government R&D subsidies on enterprise R&D activities. On the one hand, through the advantages of SQAR in analyzing ‘spatial effect’, the geographical location of enterprises is organically linked with the R&D spillover of theoretical model, which improves the connection between
theoretical and empirical parts of this paper. On the other hand, through the advantages of SQAR in analyzing ‘quantile effect’, the marginal effect of government R&D subsidy on enterprise R&D at specific quantile can be studied in depth, so as to dig out richer information ‘loosely’.

3. Theoretical analysis

On the basis of Symeonidis model (Symeonidis, 2003), the theoretical part introduces the government R&D subsidy, and establishes a three-stage dynamic game model to study the impact of government R&D subsidy on enterprise R&D strategy.

3.1. Enterprises and consumers

Suppose an industry is composed of enterprise $i$ and enterprise $j$, and the outputs they produce are characterized by both ‘vertical differentiation’ and ‘horizontal differentiation’. The utility function of representative consumers takes the form of Equation (1), following Sutton (1997). Note that Equation (1) is a quality-augmented version of the standard quadratic utility function used by Qiu (1997).

$$U(q_i, q_j, M) = q_i + q_j - \frac{q_i^2}{u_i^2} - \frac{q_j^2}{u_j^2} - \frac{q_i q_j}{u_i u_j} + M$$

where $q_i$ and $q_j$ are the consumption quantities of product $i$ and product $j$; $u_i$ and $u_j$ represent the quality of product $i$ and product $j$ respectively, product quality can not only characterize the vertical differentiation between products, but also measure the R&D efficiency of the enterprise; $|\sigma| \in [0, 2]$ represents the possible ‘substitute or complementary’ relationship between products, which can be used to measure the horizontal differentiation of products (the greater the value of $\sigma$, the stronger the product substitutability, and the weaker the level of horizontal differentiation); $M$ represents the consumption of goods other than product $i$ and product $j$, namely, $M = Y - p_i q_i - p_j q_j$, and $p$ represents the price of the product. Based on the first-order condition of maximization of consumer utility, the demand function can be obtained

$$q_i = \frac{u_i [2 u_i (1 - p_i) - \sigma u_j (1 - p_j)]}{(2 - \sigma)(2 + \sigma)}$$

3.2. Enterprise R&D activities and government R&D subsidy

Assume enterprises in the industry are engaged in R&D, and there is R&D spillovers between enterprises. Enterprises invest in R&D to improve their product quality and market competitiveness. Product quality (R&D efficiency) is defined as $u_i = \chi_i^{1/4} + px_i^{1/4}$, where $p \in [0, 1]$ represents the level of R&D spillover, $x$ represents the level of R&D investment. The function linking product quality $u_i$ to R&D investment $x_i$ and $x_j$ is a modified version of the one used by Motta (1992).
Suppose the unit production cost of an enterprise is a fixed and uniform constant $c \in [0, 1)$, and the government decides the R&D subsidy rate $s \in [0, 1)$ according to the R&D investment level of enterprises. The profit function of enterprise $i$ can be described as:

$$
\pi_i = q_i - \frac{2q_i^2}{u_i} - \sigma \frac{q_i q_j}{u_i u_j} - c(q_i - x_i) + sx_i
$$

(3)

### 3.3 ‘Government-enterprise’ dynamic game

The government and enterprises engage in a three-stage dynamic game. The first stage is ‘government R&D subsidy’, in which the government decides the optimal R&D subsidy rate with the goal of maximizing social welfare. The second stage is ‘enterprise R&D’, in which enterprises decide their respective R&D investment level to maximize their profits when the government R&D subsidy rate is determined. The third stage is the ‘production competition’, in which enterprises choose their own output levels in the product market to maximize their profits.

The above game can be solved by backward induction. First of all, beginning with the ‘production competition’ stage, enterprises decide their output according to the principle of profit maximization. Taking enterprise $i$ as an example, given the government R&D subsidy and enterprise R&D behavior, the optimal output level is chosen based on Cournot competition. According to $\frac{\partial \pi}{\partial q_i} = 0$, the optimal output of enterprise $i$ is

$$
q_i = \frac{u_i(1 - c)(4u_i - \sigma u_j)}{(4 - \sigma)(4 + \sigma)}
$$

(4)

It can be known that $\frac{\partial q_i}{\partial u_i} = \frac{(8u_i - \sigma u_j)(1 - c)}{(4 - \sigma)(4 + \sigma)}$, and when the ratio of R&D efficiency between enterprise $i$ and its competitor is higher than a critical threshold ($\frac{u_i}{u_j} > \frac{8}{\sigma}$), the enterprise can earn more profit by increasing its output; when R&D efficiency ratio is lower than this threshold, enterprises should reduce production as much as possible.

Furthermore, in the ‘enterprise R&D’ stage, enterprises choose the level of R&D investment to maximize their own profit. Since the model is symmetric, the optimal R&D investment of the enterprise can be obtained by solving $\frac{\partial \pi}{\partial x_i} = \frac{\partial \pi}{\partial x_j} = 0$. It is easy to find

$$
x_i = x_j = x^* = \frac{(1 - c)^4(4\sigma - 4)^2(1 + p)^2}{(4 + \sigma)^4}\frac{1}{(1 - s)^2 (4 - \sigma)^2}
$$

(5)

Finally, in the ‘government R&D subsidy’ stage, the government decides the optimal R&D subsidy rate in order to realize the maximization of social welfare. Assume that social welfare is composed of producer surplus $PS$, consumer surplus $CS$ and government expenditure $G$, namely $W = PS + CS - G$. Producer surplus $PS$ is the sum of profits of enterprises in the industry ($PS = 2[(p - c)q - x(1 - s)]$); consumer
surplusCS is \( CS = 2\left( q - \frac{q^2}{\sigma^2} \right) - \frac{\sigma q^2}{\sigma^2} - 2pq \); government expenditure is government subsidies for R&D \((G = 2sx)\). Through the first-order condition of social welfare maximization, the government’s optimal R&D subsidy rate can be found

\[
s^* = \frac{(4 + \sigma)(2 + 5\sigma - \sigma^2)}{(1 + \rho)(6 + \sigma)(4 - \sigma)}
\]

Result 2: R&D investment of enterprises can be affected by spillover effect. When the spillover is high and the degree of horizontal differentiation is low, the spillover effect will inhibit the R&D investment of enterprises; when the product is highly differentiated, or when the spillover level is low, or there is high spillover and low horizontal differentiation, the spillover effect will encourage enterprises to increase R&D investment.

Proof: According to Equation (5), we have

\[
\frac{\partial x}{\partial \rho} = \frac{2(1-c)(4-\rho)(4-\sigma-2\sigma)}{(1-s)(4-\sigma)^2(4+\sigma)^3}
\]

When \( \sigma \in [0, \frac{4}{3}] \), \( \frac{\partial x}{\partial \rho} > 0 \) spillover effect is beneficial to increase R&D investment of enterprises. When \( \sigma \in (\frac{4}{3}, 2] \), the sign of \( \frac{\partial x}{\partial \rho} \) cannot be determined. The spillover effect on enterprise R&D investment has two possibilities (incentive or inhibition). To be precise, when \( \rho \in (\frac{1}{2}, 1 \) and \( \sigma \in (\frac{4}{1+2\rho}, 2] \), we have \( \frac{\partial x}{\partial \rho} < 0 \); when \( \rho \in [0, \frac{1}{2}] \) or \( \rho \in [\frac{1}{2}, 1 \) and \( \sigma \in (\frac{4}{3}, \frac{4}{1+2\rho}] \), we have \( \frac{\partial x}{\partial \rho} > 0 \).

Result 2: Government R&D subsidies always play an incentive role in R&D investment and R&D efficiency (or product quality).

Proof: Since

\[
\frac{\partial x}{\partial \sigma} = \frac{2(1-c)(4-\rho)(1-c)^2(1+p)^2}{(1-s)(4-\sigma)^2(4+\sigma)^3} \left( \frac{1}{4} - \frac{1}{2} \right)
\]

it is known that \( \frac{\partial x}{\partial \sigma} > 0 \) is always true. Furthermore, since \( u_i = x_i^{1/4} + \rho x_i^{1/2} \), we have the equilibrium expression

\[
\frac{\partial u}{\partial \sigma} = \frac{3(1-c)(4-\rho)(1+p)}{(1-s)(4-\sigma)(4+\sigma)}
\]

and it is easy to find \( \frac{\partial u}{\partial \sigma} > 0 \) is always true.

4. Data and variable selection

The listed enterprises in China from 2010 to 2014 are selected as the research sample. Related data mainly stem from Wind database, CSMAR database and 'JUCHAO' information website (www.cninfo.com.cn). To ensure the integrity and accuracy of the data, the following steps are adopted: (1) the samples with missing values in enterprise R&D expenses and patent are eliminated; (2) data with negative values are eliminated; (3) the extreme samples of each variable above 99.5% quantile and below 0.5% quantile are deleted. Finally, 7207 valid observations are obtained from 273 cities in 31 provinces of China.

The explained variables are the enterprise R&D investment \((x)\) and R&D efficiency \((u)\) involved in the theoretical part. Consistent with existing studies, this paper uses...
the logarithm of R&D expenditure to measure the R&D investment level of enterprises, the data are derived from the R&D expenditure disclosed in the enterprise’s annual report. R&D efficiency reflects the ratio between R&D output and R&D input (Zhang et al., 2017). This paper uses the ratio of patent application number to R&D investment to measure the R&D efficiency of listed enterprises.

The core explanatory variable is the government R&D subsidy (s). Referring to the data acquisition method of Wang et al. (2014), the government subsidies are distinguished according to the details of government subsidies disclosed in the annual reports of listed enterprises. The government subsidies directly related to the R&D activities of listed enterprises, such as the detailed items containing ‘science and technology’, ‘scientific research’, ‘research and development’, ‘innovation’ and other keywords, will be regarded as R&D subsidies, and add up various types of R&D subsidies for each enterprise in the same year. Considering the possible endogenous problems and the lagging effect of R&D subsidy on enterprises’ R&D activities, this paper adopts the lag of one period of government R&D subsidy (logarithm) as the measurement index of s.

Control variables are divided into enterprise control variables and other control variables. Enterprise control variables mainly include the proportion of researchers (ratio), enterprise age (age), enterprise size (size), degree of nationalization (soe), foreign shareholding ratio (foreign), liquid assets (liquidity), long and short term loans (long and short) and equity financing (equity). Other control variables include industry (ind), year (year) and location (position). The specific definitions of each variable are shown in Table 1, and Table 2 presents the descriptive statistics and the Jarque-Bera statistics of variables in this study. It is worthwhile to note that the null hypothesis for the normality test is rejected, and the quantile approach is more robust for estimation.

5. Empirical discussion
5.1. In the absence of spatial effect

In this subsection, the quantile regression (QR) model is used to explore the heterogeneous reaction of government R&D subsidies to enterprises with different R&D activities. The advantages of quantile regression are as follows: first, it can capture the tail characteristics of the distribution of R&D activities of listed enterprises, especially in the situation where the R&D investment and efficiency of enterprises may be skewed; second, compared with ordinary least square regression (OLS), it can describe the distribution characteristics of enterprises’ R&D activities more comprehensively, so as to obtain a more comprehensive result that government R&D subsidies affect enterprise R&D activities. The specific form of quantile regression is shown below

\[ Q_{\tau}(Y_i | X_i) = X_i' \beta^{(\tau)} + Z_i \lambda^{(\tau)} + \epsilon_i^{(\tau)} \]  

where \( \beta^{(\tau)} = (\beta_1^{(\tau)}, \beta_2^{(\tau)}, \ldots, \beta_k^{(\tau)})' \), \( Z_i \) is a series of enterprise control variables, and \( \lambda \) is the corresponding coefficient of enterprise control variables.

Table 3 lists the estimated results of OLS regression and quantile regression (QR) at \( \tau = \{0.1, 0.5, 0.9\} \), and models 1 to 4 analyze the impact of government R&D subsidy
### Table 1. Variable description.

| Types                        | Names                 | Symbol | Definition                                                                 |
|------------------------------|-----------------------|--------|-----------------------------------------------------------------------------|
| **Explained variable**       | R&D investment        | $x$    | Logarithm of R&D investment amount (unit: 1 billion RMB).                   |
|                              | R&D efficiency        | $u$    | Number of patent applications of enterprises (unit: 100 pieces)             |
| **Core explanatory variable**| Government R&D subsidy | $s$    | According to the annual report of listed enterprises, the information of   |
|                              |                       |        | government subsidy items listed in 'Details of Government Subsidies' is     |
|                              |                       |        | differentiated and summed up (unit: 1 billion RMB) (logarithm). To exclude  |
|                              |                       |        | the possible reverse causality, the lag of one period of government R&D    |
|                              |                       |        | subsidy is employed.                                                        |
| **Enterprise control variables** | Proportion of researchers | $ratio$ | Number of R&D personnel (unit: thousands)                                  |
|                              | Enterprise scale      | $size$ | Total number of employees (unit: thousands)                                |
|                              | Enterprise age        | $age$  | Log(year of investigation - year of listing of listed enterprises).        |
|                              | Degree of nationalization | $soe$ | The sum of the percentage of state shares and legal person shares held by |
|                              | Foreign shareholding ratio | $foreign$ | Proportion of foreign shareholders in the top 10 shareholders of listed    |
|                              | Liquid assets         | $liquidity$ | Liquid assets in the current year (unit: RMB 1 billion) according to the   |
|                              | Short-term loans      | $short$ | The dummy variable of whether the enterprise has a short-term loan.        |
|                              | Long-term loans       | $long$ | The dummy variable of whether the enterprise has a long-term loan.         |
|                              | Equity financing      | $equity$ | The dummy variable of whether the enterprise carries out equity financing. |
| **Other control variables**  | Industry              | $ind$  | Dummy variables, according to the ‘Guidance Opinions on Industry           |
|                              | Year                  | $year$ | Classification of Listed Companies’ published by the CSRC, a total of 43    |
|                              | Location              | $position$ | Five years are involved and four dummy variables are set for each year.   |
| **Source:** The authors.     |                       |        | Dummy variable, a total of 31 geographical location control variables.      |
on R&D investment of listed enterprises. The estimated coefficient of government R&D subsidy \( (s) \) in model 1 is 1.6520, which is significant at the level of 1% statistically, indicating that subsidy has a significant positive impact on stimulating listed enterprises to increase R&D investment. In models 2 to 4, three quantiles of 10%, 50% and 90% are used for quantile regression, and the estimated coefficients of R&D subsidy are 0.1883, 1.4166 and 4.1215, respectively. It can be inferred that the incentive effect of government R&D subsidy on R&D investment of listed enterprises becomes stronger with the increase of quantile. Besides, the influence of the proportion of researchers \( (\text{ratio}) \) and the scale of liquid assets \( (\text{liquidity}) \) on R&D investment is similar to that of subsidies. A higher proportion of scientific research personnel is beneficial for enterprises to increase R&D investment. With the improvement of R&D investment level, scientific research teams will play a more and more positive role in promoting R&D investment of enterprises (David et al., 2000). And with the increase of liquidity assets, the endogenous resources of enterprises become more abundant, which makes enterprises easier to promote R&D investment (Lerner, 1999).

In addition, Table 3 shows that although the enterprise scale \( (\text{size}) \) has a positive impact on R&D investment, this impact is not obvious for the enterprises with low R&D investment; the older an enterprise is, the more conscious the enterprise invests in R&D activities; the degree of nationalization \( (\text{soe}) \) has a negative impact on listed enterprises with medium and high level of R&D investment. Besides, different capital structures often determine the R&D investment and R&D efficiency of listed enterprises. According to Table 3, equity financing \( (\text{equity}) \) cannot generate a significant impact on the R&D investment of enterprises, in other words, direct financing of listed enterprises will not affect their R&D investment. However, the indirect financing (including long-term loans and short-term loans) plays an inhibitory role at \( \tau = 0.5 \) and \( \tau = 0.9 \), which makes debt significantly reduce the R&D investment of listed enterprises (Chiao, 2002).

Table 4 shows the estimated results of OLS and QR regressions with listed enterprises’ R&D efficiency \( (u) \) as the explained variable. The estimated results of model 5 show that government R&D subsidy \( (s) \), age \( (\text{age}) \), nationalization \( (\text{soe}) \) and liquid assets \( (\text{liquidity}) \) can significantly promote the R&D efficiency of listed enterprises. Furthermore, by using QR estimation (model 6 to 8), it is shown that the influence

### Table 2. Descriptive statistics.

| Variable | Mean | Median | Min | Max | Skewness | Kurtosis | Normality test | JB statistics (p-value) |
|----------|------|--------|-----|-----|----------|----------|---------------|--------------------------|
| \( x \) | -3.867 | -3.790 | -4.737 | 2.273 | -0.524 | 2.617 | 329.848 (0.000) |
| \( u \) | 1.951 | 1.966 | 0.000 | 3.627 | 0.206 | -0.239 | 53.595 (0.000) |
| \( s \) | -5.153 | -5.843 | -12.899 | 0.084 | 0.794 | -0.266 | 759.925 (0.000) |
| \( \text{ratio} \) | 0.198 | 0.143 | 0.000 | 0.835 | 37.646 | 2386.292 | 3122339.2 (0.000) |
| \( \text{size} \) | 0.983 | 0.805 | -2.884 | 7.785 | 1.049 | 1.959 | 1322036.0 (0.000) |
| \( \text{age} \) | 16.770 | 17.000 | 6.000 | 38.000 | 0.143 | -0.201 | 27.124 (0.000) |
| \( \text{soe} \) | 0.193 | 0.000 | 0.000 | 1.000 | 1.556 | 0.420 | 2909852.0 (0.000) |
| \( \text{foreign} \) | 1.855 | 0.000 | 0.000 | 100.000 | 6.117 | 42.675 | 45338407.0 (0.000) |
| \( \text{liquidity} \) | 4.546 | 1.322 | 0.000 | 545.302 | 15.734 | 299.896 | 319396.0 (0.000) |
| \( \text{short} \) | -1.026 | -0.671 | -10.126 | 4.965 | -0.735 | 1.347 | 649583 (0.000) |
| \( \text{long} \) | -0.933 | 0.000 | -9.115 | 5.699 | -1.304 | 1.998 | 2042734.0 (0.000) |
| \( \text{equity} \) | -1.270 | 0.001 | -15.587 | 4.513 | -1.570 | 1.750 | 2961146.0 (0.000) |

**Source:** The authors.

**Note:** JB represents Jarque–Bera test. The null hypothesis for this test is that the data is normally distributed.
of government subsidy and liquidity asset on R&D efficiency increases greatly with the increase of quantile, while the effect of enterprise age and nationalization degree on R&D efficiency presents an ‘inverted U-shape’.

To describe more specifically the details of the quantile regression at each quantile \( \tau \), Figures 1 and 2 show the trend and confidence interval of the coefficient of the explanatory variable at 99 quantiles (\( \tau = 0.01, 0.02, \ldots, 0.99 \)).

According to Figures 1 and 2, the estimated coefficients of government R&D subsidy are always greater than 0 no matter whether the explained variable is the level of enterprise R&D investment (\( x \)) or enterprise R&D efficiency (\( u \)). Hence, as long as there is government R&D subsidy, it will definitely generate positive incentives for enterprises’ R&D investment and efficiency. This not only confirms the positive role of government R&D subsidies in promoting enterprises’ R&D activities, but also verifies the theoretical result (Result 2) from an empirical perspective.

5.2. In the presence of spatial effect

Spatial dependence may be produced by a diffusion process, when spatial spillovers cause the R&D activities of listed enterprise to depend on the R&D activities of

| Explained variable | OLS | QR |
|--------------------|-----|----|
| R&D investment (x) | Model 1 | Model 2 | Model 3 | Model 4 |
| s                  | 1.6520*** (0.0809) | 0.1883* (0.1061) | 1.4166*** (0.2977) | 4.1215*** (0.5947) |
| ability            | 0.0023 | 0.0025* (0.0014) | 0.0158*** (0.0028) | 0.0463*** (0.0073) |
| size               | 0.0017*** (0.0000) | 0.0001 (0.0000) | 0.0003 (0.0000) | 0.0046*** (0.0000) |
| age                | 0.0003 | 0.0002 (0.0000) | 0.0002*** (0.0000) | 0.0003*** (0.0000) |
| soe                | -0.0015 (0.0003) | -0.0002 (0.0000) | -0.0017* (0.0008) | -0.0015* (0.0006) |
| foreign            | 0.0000 (0.0000) | 0.0000 (0.0000) | 0.0000 (0.0000) | 0.0000 (0.0000) |
| liquidity          | 0.0018*** (0.0000) | 0.0007*** (0.0001) | 0.0139*** (0.0031) | 0.0255*** (0.0049) |
| short              | -0.0004*** (0.0000) | -0.0006 (0.0000) | -0.0095*** (0.0004) | -0.0050*** (0.0006) |
| long               | -0.0018*** (0.0000) | -0.0006 (0.0000) | -0.0092* (0.0009) | -0.0198** (0.0006) |
| equity             | -0.0048*** (0.0000) | -0.0004 (0.0000) | -0.0079 (0.0009) | -0.0223 (0.0013) |
| constant           | 0.0014* (0.0007) | 0.0077 (0.0000) | 0.0040*** (0.0006) | 0.0043*** (0.0015) |
| ind                | control | control | control | control |
| year               | control | control | control | control |
| position           | control | control | control | control |
| Adj.R²             | 0.2590 | 0.1264 | —— | —— |
| Pseudo R²          | 0.0635 | 0.1181 | 0.2378 |

Source: The authors.
Note: q10, q50, and q90 represent quantile regression at 10%, 50%, and 90% quantiles, respectively; ***, ** and * are significant at the level of 1%, 5% and 10%, respectively; standard errors in parentheses.
neighboring listed enterprises. This type of spatial dependence, known as the spatial lag model, has much more serious implications. One of the motivations for using the spatial quantile autoregressive regression (SQAR) model is the possibility for varying (across the sample) the degree of spatial dependence (Kostov, 2009).

SQAR model can be regarded as a combination of spatial autoregressive regression (SAR) model and quantile regression (QR) model. The SAR model expands the standard linear regression into a spatial model by adding a spatial lag variable to explain the spatial effects which the linear regression model may ignore. The specific form of SAR is as follows

\[ Y = \rho W Y + X \beta + \varepsilon \]  

(8)

where \( Y \) is the explained variable, \( X \) is the \( n \times k \) order matrix of the explanatory variable, \( \beta \) is the coefficient vector of the explanatory variable, \( \varepsilon \) is the error vector, and \( W \) is the \( n \times n \) order matrix of the spatial relationship between each value of the explanatory variable \( Y \) and its adjacent values.

Similarly, the SQAR model is based on the SAR model and endowed with the ability to investigate the quantile effect. By referring to the ideas of Trzpiot and Orwat-

| Table 4. Government subsidy and enterprise R&D efficiency. |
|-----------------------------------------------------------|
| Explained variable | OLS |  | Quantile |  |  |  |
| Estimation method | Model 5 |  | q10 Model 6 | q50 Model 7 | q90 Model 8 |
| R&D efficiency(\( u \)) | | |  |  |  |
| explanatory variables | | |  |  |  |
| s | 6.9852*** | 5.8049*** | 3.1089*** | 8.2911*** | 8.3369*** |
|  | (0.6503) | (0.2573) | (1.4528) | (1.8366) | (0.6113) |
| ratio | 0.0090 | —— | 0.0142 | 0.1110 | —— |
|  | (0.0665) | | (0.0204) | (0.1973) | (0.1105) |
| size | 0.0005 | —— | 0.0038* | —— | —— |
|  | (0.0006) | | (0.0021) | (0.0015) | (0.0049) |
| age | 0.0204*** | —— | —— | 0.0213*** | 0.0195*** |
|  | (0.0033) | | (0.0000) | (0.0044) | (0.0042) |
| soe | 0.2208*** | —— | 0.003* | 0.2587*** | 0.0774*** |
|  | (0.0429) | | (0.0000) | (0.0528) | (0.0308) |
| foreign | —— | 0.0014 | —— | 0.0015 | —— |
|  | | (0.0018) | (0.0003) | (0.0019) | (0.0039) |
| liquidity | 0.0085*** | —— | 0.0023* | 0.0180*** | 0.0266*** |
|  | (0.0014) | | (0.0011) | (0.0048) | (0.0065) |
| short | 0.0079 | —— | 0.0139 | —— | —— |
|  | (0.0076) | | (0.0086) | (0.0102) | (0.0117) |
| long | 0.0022 | —— | 0.0008 | —— | —— |
|  | (0.0054) | | (0.0051) | (0.0163) | (0.0221) |
| equity | 0.0061 | —— | —— | 0.0676*** | 0.0359* |
|  | (0.0164) | | (0.0088) | (0.0307) | (0.0203) |
| constant | −2.4304*** | 0.0530*** | −3.9260*** | −2.5134*** | −0.4808*** |
|  | (0.0613) | (0.0014) | (0.0106) | (0.0892) | (0.0927) |
| ind | control | control | control | control | control |
| year | control | control | control | control | control |
| position | control | control | control | control | control |
| Adj.R² | 0.1195 | 0.0986 | —— | —— | —— |
| Pseudo R² | —— | —— | 0.0226 | 0.0520 | 0.1626 |

Source: The authors.

Note: q10, q50, and q90 represent quantile regression at 10%, 50%, and 90% quantiles, respectively; ***, ** and * are significant at the level of 1%, 5% and 10%, respectively; standard errors in parentheses.
Acedanska (2016), the SAR model (Eq. 8) and the QR model (Eq. 7) are combined to construct the SQAR model shown in Equation (9)

\[ Y = \rho^{(\tau)}WY + X\beta^{(\tau)} + \varepsilon^{(\tau)} \]  

(9)

where \( Y \equiv Q_{(\tau)}(Y|X) \), and \( \rho^{(\tau)} \) is the spatial autoregressive parameter at the quantile \( \tau \), and \( \beta^{(\tau)} \) is the coefficient vector of each explanatory variable, vector \( \varepsilon^{(\tau)} \) is a random variable which is independent at different quantiles.

In the estimation process of the model, due to the existence of endogenous problems (caused by \( \rho WY \)) and the use of instrumental variables (\( X, WX \) etc.) for each quantile \( \tau \), the model estimation is very complex. To this end, this paper uses a simple extension of 2SLS to determine the form of instrumental variables required in different quantile regression. The advantage of this approach is to greatly simplify the model estimation, which is not necessary to solve the inverse \((1 - \rho W)^{-1}\) of \( n \times n \) order matrix. The detailed estimation process is as follows:

Figure 1. Variation of estimated coefficient (R&D investment as the explained variable).

Source: The authors.

Note: The curve composed of black dots in the figure is the quantile regression estimation result of each explanatory variable, and the shaded part is the confidence interval of quantile regression estimation value (the confidence level is 95%); The red straight line represents the OLS regression estimation of explanatory variables, and the area between two thin red dotted lines represents the confidence interval of the OLS regression estimation (the confidence level is 95%); The horizontal axis represents the different quantiles of R&D investment level, and the vertical axis represents the regression coefficient of each variable.
In the first stage, Equation (10) is estimated

\[
WY = X\beta^{(\tau)} + WX\gamma^{(\tau)} + \varepsilon^{(\tau)}
\]  
(10)

In the second stage, for each value of \(\tau\), \(X\) and \(WX\) are used for estimating \(WY\) according to Equation (11), and the predicted value of quantile regression is \(WY(\tau)\)

\[
WY(\tau) = X\beta^{(\tau)} + WX\gamma^{(\tau)}
\]  
(11)

In the third stage, the second quantile regression estimation is performed for the same value of \(\tau\) according to Equation (12). At this stage, \(Y\) is taken as the explained variables, \(X\) and \(WY(\tau)\) are considered as the explanatory variables

\[
Y = \rho^{(\tau)}WY(\tau) + X\beta^{(\tau)} + \varepsilon^{(\tau)}
\]  
(12)
Before using SQAR for analysis, it should be clear whether the explained variables have spatial correlation. In general, Moran’s index (Eq.13) can be used to determine whether variables have spatial correlation.

\[
I = \frac{\sum_{i=1}^n \sum_{j=1}^n W_{ij}(Y_i - \bar{Y})(Y_j - \bar{Y})}{\sum_{i=1}^n (Y_i - \bar{Y})^2}
\]

where \( Y_i = \{x_i, u_i\} \) is the observed value of the R&D investment or the R&D efficiency of listed enterprise \( i \), and \( Y_j \) is the observed value of listed enterprise \( j \), \( n \) is the observed number of listed enterprises, \( \bar{Y} = \{\bar{x}, \bar{u}\} \) represents the average R&D investment or R&D efficiency of listed enterprises, \( W_{ij} \) is the matrix element in the spatial weight matrix \( W \). According to the office address of listed enterprises in the Financial Terminal Database ‘Oriental Wealth Choice’ (http://choice.eastmoney.com), the geographical coordinates of listed enterprises are collected, and the spatial weight matrix \( W \) is constructed based on the ‘geographical distance’. The results of Moran’s I test show that the Moran index of R&D investment and that of R&D efficiency of listed enterprises are always significantly positive, indicating that the correlation between R&D investment (or R&D efficiency) among enterprises becomes more and more obvious with the agglomeration of spatial distribution positions of listed enterprises.

Furthermore, SQAR model is used to conduct regression for \( \tau = \{0.1, 0.5, 0.9\} \), and the estimated results are shown in Table 5.

Table 5 shows that when enterprise R&D investment is taken as the explained variable (models 9 to 11), the estimated coefficients of spatial lag variable \( \Delta x \) at \( \tau = \{0.1, 0.5, 0.9\} \) are significantly different, and the spillover effect between enterprises R&D investment gradually decreases with the increase of quantile. Specifically, when \( \tau = 0.1 \) and \( \tau = 0.5 \), the estimated coefficients \( \rho \) of spatial spillover effect are significantly positive (0.0220 and 0.0081, respectively), indicating that spillover effects are beneficial to encourage enterprises to increase R&D investment. However, when \( \tau = 0.9 \), the coefficient \( \rho \) is significantly negative (-0.0629), which indicates that the spillover effect plays a role in inhibiting R&D investment of listed enterprises. To some extent, the above estimation results verify the main result of the theoretical part (Result 1), the spillover effect on the R&D investment of enterprises manifest two possibilities: incentive or inhibition. When enterprise R&D efficiency is considered as the explained variable, at different quantile (models 12 to 14), there is always ‘mutual incentive’ between enterprises close to each other, and the ‘mutual incentive’ will gradually become stronger with the increase of quantiles. Besides, Table 5 also shows that the effects of government subsidy on R&D investment and R&D efficiency of listed enterprises at \( \tau = \{0.1, 0.5, 0.9\} \) are always positive, and the estimated coefficient of \( s \) increases with the increase of quantile.

By comparing the case in the absence of spatial effect (subsection 5.1) to the case in the presence of spatial effect (subsection 5.2), it can be inferred that whether using QR or SQAR, government R&D subsidies always play an incentive role in R&D investment and R&D efficiency of listed enterprises, which further verify the theoretical result of this paper (Result 2).
Table 5: Estimation results of SQAR model.

|          | R&D investment $x$ | R&D efficiency $u$ |
|----------|--------------------|--------------------|
|          | Model 9            | Model 10           | Model 11           | Model 12            | Model 13            | Model 14            |
| $W_x$    | 0.0220***          | 0.0081*            | $-0.0629^{***}$    | 0.0252***           | 0.1013*             | 0.2168***            |
|          | (0.0017)           | (0.0047)           | (0.0139)           | (0.0081)            | (0.0445)            | (0.0460)             |
| $s$      | 0.1974***          | 1.1434***          | 4.0578***          | 3.1123***           | 8.2583***           | 9.3484***            |
|          | (0.0039)           | (0.0059)           | (0.0282)           | (0.0020)            | (0.1204)            | (0.2144)             |
| ratio    | 0.0014***          | 0.0115***          | 0.0484***          | 0.0134***           | 0.1204***           | 0.0000               |
|          | (0.0001)           | (0.0002)           | (0.0009)           | (0.0015)            | (0.0733)            | (0.0006)             |
| size     | 0.0001             | 0.0003*            | 0.0045***          | 0.0038***           | $-0.0016^{***}$     | $-0.0008^{***}$      |
|          | (0.0000)           | (0.0000)           | (0.0000)           | (0.0000)            | (0.0000)            | (0.0000)             |
| age      | 0.0002             | 0.0002*            | 0.0003***          | 0.0002              | 0.0210***           | 0.0206***            |
|          | (0.0000)           | (0.0000)           | (0.0000)           | (0.0000)            | (0.0000)            | (0.0000)             |
| soe      | $-0.0001$          | $-0.0017^{***}$    | $-0.0018^{***}$    | $-0.0003$           | 0.2476***           | 0.0714***            |
|          | (0.0000)           | (0.0000)           | (0.0000)           | (0.0006)            | (0.0669)            | (0.0034)             |
| foreign  | 0.0000             | 0.0000             | 0.0001             | 0.0001              | $-0.0017^{***}$     | $-0.0021^{***}$      |
|          | (0.0000)           | (0.0000)           | (0.0000)           | (0.0000)            | (0.0002)            | (0.0001)             |
| liquidity| 0.0008***          | 0.0139***          | 0.0258***          | 0.0023              | 0.0178***           | 0.2721***            |
|          | (0.0000)           | (0.0000)           | (0.0001)           | (0.0000)            | (0.0002)            | (0.0003)             |
| short    | 0.0001             | $-0.0093^{***}$    | $-0.0048^{***}$    | 0.0138**            | $-0.0081^{***}$     | $-0.0011^{***}$      |
|          | (0.0000)           | (0.0000)           | (0.0001)           | (0.0001)            | (0.0008)            | (0.0004)             |
| long     | $-0.0008$          | $-0.0091^{***}$    | $-0.0191^{***}$    | 0.0009**            | $-0.0088^{***}$     | $-0.0210^{***}$      |
|          | (0.0000)           | (0.0000)           | (0.0001)           | (0.0000)            | (0.0003)            | (0.0004)             |
| equity   | $-0.0002$          | $-0.0079^{***}$    | $-0.0213^{***}$    | $-0.0678^{***}$     | 0.0775***           | 0.0337***            |
|          | (0.0000)           | (0.0000)           | (0.0002)           | (0.0001)            | (0.0013)            | (0.0009)             |
| constant | 0.0028***          | 0.0039***          | 0.0056***          | 3.8703***           | $-2.3068^{***}$     | $-0.1153$            |
|          | (0.0000)           | (0.0004)           | (0.0013)           | (1.6675)            | (0.2586)            | (0.0839)             |
| Pseudo $R^2$ | 0.1247    | 0.1982             | 0.2738             | 0.0793              | 0.1320              | 0.2074               |

Source: The authors.
Note: q10, q50, and q90 represent quantile regression at 10%, 50%, and 90% quantiles, respectively; ***, ** and * are significant at the level of 1%, 5% and 10%, respectively; standard errors in parentheses.

6. Conclusion

Existing research focuses on theoretical analysis or empirical discussion. This paper adopts the method which combines theoretical analysis with empirical discussion, to realize the consistency between theory and practice. On the one hand, based on the 'government-enterprise' three-stage dynamic game model, this paper makes a theoretical discussion on the interaction between government R&D subsidies and enterprise R&D activities in order to realize 'theory guiding practice'. On the other hand, using data of listed enterprises in China, this paper tests the theoretical results through empirical analysis, to achieve the purpose of 'practice correcting theory'.

By the three-stage dynamic game, the theoretical part studies the effect of government R&D subsidy on enterprise R&D strategy and the relationship between spillover effect and enterprise R&D activities. It is found that when the spillover level is high and the degree of product horizontal differentiation is low, the spillover effect will inhibit the R&D investment of enterprises; when the horizontal differentiation is high, or the spillover level is low, or there is high spillover and low horizontal difference, the spillover effect will encourage enterprises to increase R&D investment. Government R&D subsidy can not only encourage enterprises to increase R&D investment, but also help enterprises to improve R&D efficiency and product quality. The empirical part makes an in-depth analysis of the influence of government R&D subsidies on R&D investment and R&D efficiency of enterprises by using QR and
SQAR models. By comparing the case in the presence of spatial effect to that in the absence of spatial effect, it is shown that (1) government R&D subsidies always have a significant positive incentive effect on the R&D investment and R&D efficiency of listed enterprises in China, and the incentive effect of R&D subsidy becomes more and more stronger with the increase of the R&D investment and R&D efficiency of listed enterprises. (2) from the viewpoint of enterprise R&D investment, spillover effect has two possibilities: incentive or inhibition; form the viewpoint of enterprise R&D efficiency, there is always ‘mutual incentive’ between listed enterprises that are close to each other, and this ‘mutual incentive’ will gradually become stronger with the increase of the quantile.

This study has a number of limitations, proving further developments for future research. First, on the basis of the three-stage dynamic game model proposed in this paper, it is possible to further explore the optimal value of subsidy rate or subsidy scale, and the optimal timing of policy intervention, namely, when government subsidies enter and when to exit during the enterprise R&D project. Second, considering the differences in technological requirements of different industries, it can be reasonably speculated that the optimal scale of subsidies is not the same among different industries. For example, high-tech enterprises have higher demand for innovative resources compared with enterprises in other industries. If the scale of subsidies is determined according to the average level, it may not achieve good results. Therefore, how to calculate the optimal subsidy scale applicable to different industries according to the technical requirements of different industries, the development degree of local markets and other relevant characteristics can become a future research direction.

Notes

1. For example, technological spillovers can greatly reduce the enthusiasm of enterprises engaged in R&D activities.
2. According to statistical information from Wind database, 99% of China’s A-share listed enterprises have received government R&D subsidies. Moreover, the development of software industry in the United States, pharmaceutical industry in India, LSI (Large-Scale Integration) industry in Japan, benefits from a large amount of subsidy funds provided by the government.
3. Government R&D subsidy is an uncompensated asset provided by the government for enterprise R&D activities. As a direct means to stimulate innovation, government R&D subsidy focuses on ‘ex-ante incentive’. Due to the uncertainty and externality of R&D, enterprises’ R&D investment may be lower than the social optimal level, which provides theoretical support for the government to carry out R&D subsidy.
4. For example, the heterogeneity of enterprises in scale and liquid assets, as well as the differences in industries and regions, and even the quality of their products, make enterprises have great differences in ‘receiving subsidy’ and ‘using subsidy’.
5. We assume $|\sigma| \in [0, 2]$ in order to avoid that the demand becomes negative.
6. In view of the availability of data, it is not possible to incorporate the latest data (from 2015 to 2019) into the empirical analysis framework, which is the shortcoming of this study.
7. There are mainly two methods to measure enterprise R&D investment: the first one is to directly use the R&D investment (usually logarithm); the second one is to use the ratio of the R&D investment to the main business income. This paper adopts the first method to measure enterprise R&D investment for three reasons. First, the data of main business
income in the sample of listed enterprises is missing to some extent, so it is difficult to use the ratio of the two to measure the intensity of R&D investment. Second, the measurement methods of enterprise R&D investment and government R&D subsidy should be consistent. Third, the authors have used the ‘intensity’ of R&D investment as a measurement, and the results are not significantly different.

8. Due to the limited disclosure of foreign shareholding by listed enterprises, the data of foreign shareholders’ shareholding only takes the top ten shareholders.
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