Abstract—The deepening penetration of renewable resources into power systems entails great difficulties that have not been surmounted satisfactorily. An issue that merits special attention is the short-term planning of power systems under net load uncertainty. To this end, we work out a distributionally robust unit commitment methodology that expressly assesses the uncertainty associated with net load. The principal strength of the proposed methodology lies in its ability to represent the probabilistic nature of net load without having to set forth its probability distribution. This strength is brought forth by the notion of ambiguity set, for the construction of which the Kullback-Leibler divergence is employed in this paper. We demonstrate the effectiveness of the proposed methodology on real-world data by using representative studies. The sensitivity analyses performed provide quantitative answers to a broad array of what if questions on the influence of divergence tolerance and dataset size on optimal solutions.
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I. INTRODUCTION

The growing concerns for the environment bring about the enactment of technical, regulatory, and economic measures that aim at the deeper penetration of renewable resources (RRs). These measures have begotten the use of the legacy grid in a way different from that for which it was designed, thus posing unprecedented challenges for grid operators (GOs).

One such challenge is the short-term planning of power systems vis-à-vis uncertain net load, that is, system load less RR generation. Short-term planning of power systems involves the unit commitment (UC) and economic dispatch decisions. The UC problem seeks minimum cost strategies to determine the commitment statuses of thermal generation resources (TGRs) based on expected load, equipment limitations, and operational policies. The equipment limitations of TGRs render UC a time-coupled problem and require that the UC decisions be taken typically one-hour to one-day ahead of dispatch based on the data/information available at the time of decision [1].

A key problem associated with UC is the inherent uncertainty in load forecasts that GOs need to rely on for decision making. As a ramification of the deepening penetration of RRs, this uncertainty is compounded by the highly time-varying, intermittent, and uncertain nature of RR power outputs [2]. As such, effective short-term planning of power systems calls for UC methodologies that undertake an explicit assessment of the uncertainty associated with net load.

Most studies in the literature leverage stochastic optimization (SO) or robust optimization (RO) techniques so as to address the uncertainty in net load in the UC problem. Under the SO paradigm, uncertain parameters are analytically characterized by a probability distribution that is specified a priori. In fact, the optimal decisions are taken so as to minimize the expected cost based on the specified probability distribution.

While SO suffers from a high computational burden, it delivers a lower total cost compared with its deterministic counterpart. This notwithstanding, the feasibility of SO in real-life applications is hampered on two accounts. First, since GOs have access to collected measurements but clearly not to their underlying distribution, they must commit to an assumed distribution in an SO approach. Nevertheless, SO renders a poor performance when the assumed distribution is wrong, and thus so does a pure SO approach to the UC problem. Second, when an SO problem is solved based on a distribution tailored to a particular dataset and its out-of-sample performance is assessed on a different dataset, the obtained out-of-sample performance may be markedly low even when the two datasets are generated from the same distribution—a phenomenon referred to as the optimizer’s curse [3].

In contrast to SO that considers the uncertain parameters to be of probabilistic nature, RO models the uncertain parameters to vary within a predefined deterministic uncertainty set. By adopting a preventive viewpoint, RO seeks to minimize the total cost based on the worst realization in the uncertainty set. While RO provides an ex-ante protection against the worst-case realization, it has been subject to criticism for being liable to yield overly conservative decisions [4].

In recent years, distributionally robust optimization (DRO), also referred to as data-driven optimization, has gained prominence as a paradigm that capitalizes on the key strengths of both SO and RO. DRO does not require that the underlying probability distribution be defined a priori, but rather relies on an ambiguity set of probability distributions. The hallmark of
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DRO is the minimization of the expected cost induced by the worst-case distribution in the ambiguity set.

The notion of ambiguity set is the basic ingredient of the DRO paradigm. The ambiguity set is constructed to comprise all probability distributions that are sufficiently close, as per the ambiguity set construction approach, to the nominal probability distribution, where the nominal probability distribution may be formed based on historical data, observations, or simulations. Approaches to ambiguity set construction may employ a measure to quantify the similarity between probability distributions, such as the Kullback-Leibler (KL) divergence [4] and the Wasserstein metric [5], or may use moment information [6]. To bound the distance/divergence between the nominal probability distribution and the probability distributions that are incorporated in the ambiguity set, these approaches typically rely on a tolerance parameter, such as the divergence tolerance in the KL divergence or the radius of the Wasserstein ball in the Wasserstein metric.

Among these approaches, the KL divergence, which shall be the approach employed in this paper, enjoys an asymptotic level of confidence that the true underlying probability distribution is contained within the constructed ambiguity set. This level of confidence is favorably impacted by rising divergence tolerance values, since they permit the incorporation of probability distributions that are farther from the nominal distribution, as well as by growing number of data points utilized in the formation of the nominal distribution.

In effectuating judicious UC decisions, GOs may be greatly aided by a distributionally robust unit commitment (DRUC) methodology that expressly recognizes the uncertainty associated with net load—all the while hedging the UC decisions against the inaptitude of the nominal probability distribution. The pursuance of such a data-driven methodology is further reinforced by the capability to collect vast amounts of data imparted by the efforts to modernize the legacy grid. The purpose of the present paper is the development of a methodology for DRUC under net load uncertainty.

A. Related Work

In the literature, there has been an increasing preponderance of DRO applications for the UC problem over the last years. A DRO framework that assesses the uncertainty in wind forecasting errors is worked out in [5], where the devised framework capitalizes on the Wasserstein metric in constructing the ambiguity set. The authors of [6] propose a DRO model for UC, where they utilize moment information to build an ambiguity set. Nevertheless, the constructed ambiguity set relies on samples generated from a prespecified normal distribution, not actual measurements.

The DRO model introduced in [7] takes into account the uncertainty associated with RR generation and load forecast errors in UC, yet [7] leverages samples drawn from parametric probability distributions in constructing the ambiguity sets. The uncertainty in wind forecast errors has been studied in [4] under a DRO framework involving an ambiguity set constructed using the KL divergence. In the same vein as [6], [7], the proposed model in [4] has been demonstrated using Monte Carlo samples taken from a normal distribution.

B. Contributions and Structure of the Paper

The general contributions of this paper are as follows:

1) We develop a novel data-driven methodology for DRUC under net load uncertainty. The proposed methodology may lend itself as a valuable tool for GOs in the assessment of UC decisions for systems with deep penetration of RRs. In contrast to most studies in the literature, our methodology does not rely on a prespecified probability distribution and directly leverages historical data.

2) We put forward an ambiguity set construction approach that effectively exploits historical net load data. The presented approach is an extension of our previously reported work [8], and it makes use of the k-means clustering algorithm in forming the nominal probability distribution and the KL divergence in constructing the ambiguity set. We investigate the influence of different distance measures leveraged by the k-means clustering algorithm on the optimal solutions.

3) By drawing on the performed empirical studies, we provide valuable insights into the sensitivity of the optimal solutions to dataset size and divergence tolerance.

The remainder of the paper consists of four sections. We map out the mathematical formulations of the proposed DRUC methodology in Section II and expound on the construction of the ambiguity set. In Section III, we set forth a two-level decomposition algorithm for the solution of the devised DRUC problem. We carry out representative studies in Section IV.
to illustrate the application of the proposed methodology and discuss the results. We present our concluding remarks in Section V.

II. Mathematical Underpinnings of the DRUC Methodology

In this section, we set up the mathematical formulation of the proposed Kullback-Leibler divergence-based distributionally robust unit commitment (KL – DRUC) problem and present our ambiguity set construction approach.

The concept of time will play a predominant role in what is to follow, so it seems advisable to start out by describing our time notation. We discretize the time-axis and—commensurate with the typical time granularity and planning horizon of UC studies—adopt 1 hour as the smallest indecomposable unit of time and 24 hours as the scheduling horizon. We define the study period by the set $\mathcal{H} := \{ h : h = 1, \ldots, 24 \}$.

A. Problem Formulation

In our KL – DRUC problem formulation, we expressly take into account the uncertainty associated with net load. We represent the uncertain net load over the study period by the random vector $\xi$ defined on the probability space $(\Omega, \mathcal{F}, \mathcal{P})$, where $\Omega$ is a sample space, $\mathcal{F}$ is a set of subsets of $\Omega$ that is a $\sigma$-algebra, and $\mathcal{P}$ is a probability distribution on $\mathcal{F}$. We represent by $\Xi$ the support of the probability distribution $\mathcal{P}$ and write the relation $\xi \in \Xi \subset \mathbb{R}^{24}$. $\mathcal{P}$ is presumed to have a finite support with $\mathcal{S}$ realizations that we equivalently refer to as scenarios, i.e., $|\Xi| = \mathcal{S} < \infty$. We elaborate on the construction of $\Xi$ in Section II-B.

We denote by $\xi^\omega[h]$ the row $h$ of $\xi^\omega$, which represents the net load in hour $h \in \mathcal{H}$ for scenario $\omega$. We denote by $\pi^\omega_p$ the probability assigned to the scenario $\omega$ by the probability distribution $\mathcal{P}$.

The proposed KL – DRUC formulation involves two stages that reflect the sequence in which the UC and economic dispatch decisions are rolled out. The first-stage problem is expressed as:

$$\begin{align*}
\text{minimize} & \quad \sum_{h \in \mathcal{H}} \sum_{g \in \mathcal{G}} \left[ \lambda^u_{g,h} u_g[h] + \lambda^v_{g,h} v_g[h] \right] \\
& \quad \text{subject to} \quad v_g[h] - u_g[h] - u_g[h-1] \forall g \in \mathcal{G}, \forall h \in \mathcal{H}, \quad (2)
\end{align*}$$

The first-stage problem evaluates the binary commitment statuses ($u_g[h]$) and start-up variables ($v_g[h]$) of the TGRs over the study period with the objective (1) to minimize the commitment and start-up costs plus the worst-case expected dispatch and load curtailment costs. The first-stage decisions are taken before the uncertain net load values get revealed subject to the minimum uptime (3) and downtime (4) constraints of the TGRs. We represent all first-stage decision variables by the vector $x$, which comprises $u_g[h]$ and $v_g[h]$.

The inner maximization problem in (1) is a key pillar in the KL – DRUC formulation, in that it ensures that the expected value of the variable generation and load curtailment costs are evaluated based on the worst-case probability distribution in the ambiguity set $\mathcal{P}$. As shall be spelled out in Section II-B, by virtue of this formulation, the DRUC methodology has the ability to represent the probabilistic nature of uncertain net load without being circumscribed by the characteristics of a single predefined probability distribution.

The function $Q(x, \xi)$ in (1) denotes the uncertain power generation and load curtailment costs. For a specific vector of first-stage decision variables $x^\dagger$ and a realization $\xi^\omega$, $Q(x^\dagger, \xi^\omega)$ is computed by solving the following second-stage problem:

$$\begin{align*}
Q(x^\dagger, \xi^\omega) := & \min_{p_g[h], p_t[h], p_c[h]} \sum_{h \in \mathcal{H}} \sum_{g \in \mathcal{G}} \lambda^p_{g,h} p_g[h] + \lambda^c_{p,c[h]} \\
& \quad \text{subject to} \quad u_g[h] p_g^m \leq p_g[h] \leq u_g[h] p_g^M \forall g \in \mathcal{G}, \forall h \in \mathcal{H}, \quad (7)
\end{align*}$$

subject to

$$\begin{align*}
& \quad v_g[h] - u_g[h] - u_g[h-1] \forall g \in \mathcal{G}, \forall h \in \mathcal{H}, \quad (2)
\end{align*}$$

The second-stage problem (6)-(11) seeks to determine the power dispatch of the TGRs ($p_g[h]$), curtailed load ($p_c[h]$), and the spilled RR generation ($p_s[h]$) over the study period. The objective of the second-stage problem (6) is to minimize the dispatch costs of TGRs and the penalty cost incurred due to load curtailment, while taking into account the TGR output limits (7), ramping constraints (8)-(9), and power balance constraint (10).

B. Ambiguity Set Construction Approach

We devote this subsection to the description of our approach to constructing $\mathcal{P}$. We start out by the construction of the nominal probability distribution $\mathcal{P}_0$. Let $N$ denote the number of days for which historical net load data are initially considered. We leverage the k-means clustering algorithm to partition the $N$ number of time-series data points to $\mathcal{S}$ clusters so as to assign each data point to the cluster with the nearest cluster centroid. To this end, distance measures such as the Euclidean distance (ED), dynamic time warping (DTW) [9], or soft dynamic time warping (SDTW) [10] may be harnessed by...
the k-means clustering algorithm in measuring the similarity between time-series data points, which may influence the constructed clusters as will be borne out in Section IV.

We utilize each of the constructed $S$ clusters to form each of the $S$ scenarios of the nominal probability distribution. For each cluster $\omega$, we draw on the cluster centroid to represent the realization $\xi^{\omega}$ and construct the support $\Xi := \{\xi^{\omega} : \omega = 1, \ldots, S\}$. Let $N^\omega$ denote the number of data points assigned to cluster $\omega$ by the k-means clustering algorithm. For the nominal probability distribution $P_o$, we assign the probability for the scenario $\omega$ as $P^\omega_o = \frac{N^\omega}{N}$, $\omega = 1, \ldots, S$.

We next leverage the $KL$ divergence to construct an ambiguity set of probability distributions $\mathcal{P}$ around the nominal probability distribution $P_o$. The ambiguity set formulation based on the $KL$ divergence [11] is expressed as:

$$\mathcal{P} := \{P : \sum_{\omega=1}^{S} \frac{S}{P} \log \left( \frac{P(\omega)}{\pi^\omega P_o} \right) \leq \rho, \quad \sum_{\omega=1}^{S} \frac{S}{P} = 1, \quad \frac{S}{P} \geq 0 \ \forall \omega \in \Omega \}. \quad (12)$$

The size of the ambiguity set is governed by the divergence tolerance $\rho$ through the relation (12). Setting $\rho = 0$ yields an ambiguity set $\mathcal{P}$ that includes solely the nominal distribution and thus strips $\mathcal{P}$ of its ability to immunize against adopting an unsuitable probability distribution. At the other extreme, as $\rho \to \infty$, $\mathcal{P}$ admits all probability distributions. Our empirical studies in Section IV will lay bare the influence of $\rho$ on optimal solutions. While increasing the value of $\rho$ drives up the worst-case expected costs in (1) and may lead to overly conservative decisions, it also results in larger ambiguity sets that will typically contain the true underlying probability distribution with a greater level of confidence.

In [12], Ben-Tal et al. set forth an asymptotic value for the divergence tolerance $\rho$ that delivers an approximate confidence level of $1 - \eta$ for having included the true underlying probability distribution in the constructed ambiguity set. This asymptotic value of $\rho$ is expressed as:

$$\rho = \frac{1}{2N} \chi^2_{S - 1 - \eta}, \quad (15)$$

where $\chi^2_{S - 1 - \eta}$ denotes the $1 - \eta$ quantile of the $\chi^2_{S - 1}$ distribution with $S - 1$ degrees of freedom. The expression in (15) is based on asymptotics and so is only approximately valid. Based on (15), for a fixed number of samples $N$, increasing divergence tolerance values yield a greater level of confidence that the true underlying probability distribution is included within the ambiguity set, which conforms with our earlier remarks. Further, with the utilization of greater number of samples $N$, a fixed level of confidence tolerance $1 - \eta$ can be attained by a smaller divergence tolerance $\rho$ and hence a smaller ambiguity set, which analytically affirms the value of collecting additional data. This analytical relation will be corroborated by our studies in Section IV.

We succinctly state the KL – DRUC formulation as:

$$KL – DRUC : \begin{align*}
\min_{x, \mu, \xi} & c \cdot x + \mu \xi + \rho \xi + \frac{S}{\pi^\omega P_o} e^{RKL(x, \xi, \mu)} - 1, \\
\text{subject to} & x \in \mathcal{X}, \quad (21) \\
& \xi \geq 0, \quad (20) \\
& P_{\xi}^\omega \in \mathcal{P}, \quad (26)
\end{align*}$$

III. Solution Method

We devote this section to the development of a method based on Benders’ decomposition for the efficient solution of the KL – DRUC problem. Since the KL – DRUC problem has an intractable min-max-min structure, we leverage the duality theory so as to recast the KL – DRUC problem into a tractable form. By assigning the dual variables $\zeta$ and $\mu$ to the constraints (12) and (13), respectively, we take the dual of the inner maximization problem in KL – DRUC and obtain the following convex mixed-integer nonlinear reformulated KL – DRUC (RKL – DRUC) problem:

**RKL – DRUC** :

$$\begin{align*}
\min_{x, \mu, \xi} & c \cdot x + \mu \xi + \rho \xi + \frac{S}{\pi^\omega P_o} e^{RKL(x, \xi, \mu)} - 1, \\
\text{subject to} & x \in \mathcal{X}, \quad (21) \\
& \xi \geq 0, \quad (20) \\
& P_{\xi}^\omega \in \mathcal{P}, \quad (26)
\end{align*}$$

Benders’ decomposition involves the solution of an optimization problem with complicating variables in a distributed manner at the expense of iterations. By capitalizing on Benders’ decomposition, we solve a lower-bounding master problem (MP) and an upper-bounding subproblem (SP) in an iterative way, rather than solving the monolithic RKL – DRUC problem for all decisions variables simultaneously. As per [11], we consider $x$, $\xi$, $\mu$, and $\zeta$ to be the complicating variables and, for a Benders’ iteration $\nu$, set up the following MP:

**MP** :

$$\begin{align*}
\min_{x, \mu, \xi} & c \cdot x + \mu \xi + \rho \xi + \theta, \\
\text{subject to} & x \in \mathcal{X}, \quad (24) \\
& \xi \geq 0, \quad (25) \\
& \theta \geq \alpha_j(x) \cdot \xi - \beta_j, \quad (26)
\end{align*}$$
The MP is a relaxed version of the RKL − DRUC problem, in that the objective function of the MP (23) approximates from below the objective function of the RKL − DRUC (18). This approximation is imparted by the Benders’ optimality cuts expressed in (26), which serve to approximate from below the function $R(x, \zeta, \mu)$. As the number of iterations increases, more and more Benders’ optimality cuts are generated and evaluated in (26), thereby gradually rendering the MP less relaxed.

At each iteration $\nu$, the optimal MP solution $(x_{(\nu)}, \mu_{(\nu)}, \zeta_{(\nu)})$ is fixed as $x_f \leftarrow x_{(\nu)}$, $\mu_f \leftarrow \mu_{(\nu)}$, and $\zeta_f \leftarrow \zeta_{(\nu)}$ and utilized in solving the SP, which is described next.

In line with [8], [11], we adopt $Q(\cdot)$ presented in (6)-(11) as the SP and harness the chain rule along with the optimal SP solution in evaluating the optimality cuts. At a given iteration $\nu$, we express the SP for scenario $\omega$ as:

$$
\text{SP} : \begin{align*}
\text{minimize} & \quad \sum_{h \in H} \sum_{\omega \in \Omega} \lambda^h_{\omega} p_h[h] + \lambda^w_{\omega} c[h], \\
\text{subject to} & \quad (7) - (11),
\end{align*}
$$

The dual variable $\varphi^{\omega}(\nu)$ associated with the constraint (28) denotes the negative of the sensitivity of (27) to $x_f$. Note that the elements of $\varphi^{\omega}(\nu)$ are not constrained to be binary and so the SP for each scenario $\omega$ is a continuous problem.

To compute the Benders’ optimality cuts, we evaluate the following terms for each scenario $\omega$:

\begin{align*}
\alpha^{\omega}(\nu) &= \zeta_f e^{-\varphi^{\omega}(x_f, \mu_f, \zeta_f)}^{-1}, \\
\beta^{\omega}(\nu) &= \frac{\partial \varphi^{\omega}(x_f, \mu_f, \zeta_f)}{\partial \zeta_f} \\
&= (1 - e^{-\varphi^{\omega}(x_f, \mu_f, \zeta_f)} - e^{-\varphi^{\omega}(x_f, \mu_f, \zeta_f)}^{-1}), \\
\gamma^{\omega}(\nu) &= \frac{\partial \varphi^{\omega}(x_f, \mu_f, \zeta_f)}{\partial \mu_f} \\
&= -e^{-\varphi^{\omega}(x_f, \mu_f, \zeta_f)}^{-1} \cdot (1 - e^{-\varphi^{\omega}(x_f, \mu_f, \zeta_f)} - e^{-\varphi^{\omega}(x_f, \mu_f, \zeta_f)}^{-1}),
\end{align*}

and compute the terms $\alpha(\nu)$, $\beta(\nu)$, $\gamma(\nu)$ in the Benders’ optimality cuts in (26) as follows: $\alpha(\nu) = \sum_{\omega = 1}^{S} \pi^{\omega}_{\nu} \alpha^{\omega}(\nu)$, $\beta(\nu) = \sum_{\omega = 1}^{S} \pi^{\omega}_{\nu} \beta^{\omega}(\nu)$, $\gamma(\nu) = \sum_{\omega = 1}^{S} \pi^{\omega}_{\nu} \gamma^{\omega}(\nu)$ [8].

We succinctly express the proposed method in Algorithm 1.

**Algorithm 1 Decomposition algorithm for RKL − DRUC**

1: Initialize $x \leftarrow 0$.
2: Solve SP. Set $Q^M \leftarrow \max\{\{Q(x, \xi^\omega) : \omega \in \Omega\})$.
3: Initialize $UB \leftarrow -\infty$, $LB \leftarrow -\infty$, $\nu \leftarrow 1$, $\theta(1) \leftarrow 0$, $\zeta(1) \leftarrow 0$.
4: while $UB - LB \geq TOL$ do
5:   Solve MP. Determine $x(\nu)$, $\mu(\nu)$, and $\theta(\nu)$ so that $Q^M(\nu) \leq K^M$. $LB \leftarrow \theta(\nu)$.
6:   Solve SP. Determine $\alpha(\nu)$, $\beta(\nu)$, $\gamma(\nu)$, and $R(x(\nu), \zeta(\nu), \mu(\nu))$. $UB \leftarrow R(x(\nu), \zeta(\nu), \mu(\nu))$.
7: end while

In this section, we carry out representative studies to demonstrate the effectiveness of our proposed methodology. Our studies involve three TGRs whose characteristics are based on [13]. The source code of the case studies are available at [11]. The aggregate peak capacity of the TGRs is 1083 MW. To construct our net load dataset, we use the net load values recorded in the California Independent System Operator grid from July 1, 2018 to October 31, 2020 [15] and scale the recorded net load values so that the maximum value in the net load dataset is scaled down to 1083 MW.

In the foregoing sections, we laid out that the divergence tolerance $\rho$, the distance measure leveraged by the k-means clustering algorithm, and the dataset size may bear directly on the optimal solutions. Since it is impractical to traverse the entire set of possible values for these parameters, in what follows, we shall conduct representative studies to probe the influence of each parameter.

We initially consider the net load values reported for the first twelve months, that is, July 1, 2018-June 30, 2019, and leverage the k-means clustering algorithm separately with each of the $ED$, $DTW$, and $SDTW$ distance measures. To pick the number of clusters, we assess the percentage of variance captured under different values of $S$ for each distance measure so as to identify the point of diminishing returns, i.e., the so-called elbow. While the elbow for each distance measure is observed at a slightly different value of $S$, we aim at the identification of a single cluster number that can be consistently used for all distance measures in order to be able to study the impact of the employed distance measure on a uniform basis. For this purpose, we pick the smallest $S$ that can capture a percentage of variance greater than or equal to that of the elbow for all three distance measures, viz.: $S = 12$. The constructed three sets of clusters are harnessed in constructing three nominal probability distributions and their associated supports.

We solve the RKL − DRUC problem by capitalizing on the solution method set forth in Section III. We perform our implementations in Pyomo using Gurobi 9.0.2 as the solver with the optimality tolerance gap $TOL = 10^{-4}$ on a 2.6 GHz Intel Core i7 CPU with 16 GB of RAM. Our discussion in Section II drove home the pivotal role the divergence parameter $\rho$ plays in the degree of conservatism of ambiguity sets. To gain quantitative insights into the impact of $\rho$, we solve the RKL − DRUC problem by using each of the three constructed nominal probability distributions for each of the following values of $\rho = 0$, 0.2, 0.4, 0.6, 0.8, and 1.0.

Fig. 1 depicts the RKL − DRUC problem solutions for each distance measure as a function of the divergence tolerance $\rho$. We observe from Fig. 1 that, for all three distance measures, the total cost increases with larger values of $\rho$. This observation bears out the fact that larger $\rho$ values permit the incorporation of more adverse probability distributions into the ambiguity set, thereby propping up the optimal worst-case expected cost.
We next turn to the investigation of the influence of dataset size on optimal total cost. To this end, we make use of the daily historical net load values reported in 15 time windows, where each time window has a different time span and thus encompasses a different number of time-series data points. All 15 time windows start from July 1, 2018 and extend to a fixed level of confidence 1 − η = 0.98 as per (15). By analogously employing the solution method illustrated in Section III, we solve the RKL–DRUC problem for each of these 45 setups and present the results in Fig. 2.

Fig. 1. Optimal solutions under different distance measures as a function of divergence tolerance ρ

The plots in Fig. 2 demonstrate the tight coupling between the optimal cost and the number of data points utilized in constructing the nominal probability distribution. Independent of the distance measure, the optimal cost, by and large, decreases with growing number of data points. This decrease in optimal cost is in essential agreement with the asymptotic level of confidence brought forward in Section II, which made clear that increasing values of N result in smaller ρ values for a fixed level of confidence 1 − η, thus shrinking the ambiguity set and driving down the worst-case expected cost.

Fig. 2. Optimal solutions under different distance measures as a function of the number of time-series data points N

In this paper, a distributionally robust unit commitment methodology using the Kullback-Leibler divergence has been worked out. The proposed methodology could aid grid operators in the evaluation of unit commitment decisions for systems with deep penetration of renewable resources. Grid operators may effectively exploit collected data jointly with our methodology so as to construct an ambiguity set of probability distributions, which affords the capability to represent the probabilistic nature of uncertain parameters without relying on a prespecified probability distribution. The cornerstone of the proposed methodology is the minimization of the total cost induced by the worst-case probability distribution in the ambiguity set. We carry out extensive numerical studies to demonstrate the effectiveness of the proposed methodology. Our sensitivity analyses shed light on the influence of divergence tolerance and dataset size on optimal total cost.

V. CONCLUSION

In this paper, a distributionally robust unit commitment methodology using the Kullback-Leibler divergence has been worked out. The proposed methodology could aid grid operators in the evaluation of unit commitment decisions for systems with deep penetration of renewable resources. Grid operators may effectively exploit collected data jointly with our methodology so as to construct an ambiguity set of probability distributions, which affords the capability to represent the probabilistic nature of uncertain parameters without relying on a prespecified probability distribution. The cornerstone of the proposed methodology is the minimization of the total cost induced by the worst-case probability distribution in the ambiguity set. We carry out extensive numerical studies to demonstrate the effectiveness of the proposed methodology. Our sensitivity analyses shed light on the influence of divergence tolerance and dataset size on optimal total cost.
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