Constraints on nonlocality in networks from no-signaling and independence
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The no-signaling principle states that instantaneous communication at a distance is impossible. This imposes constraints on the possible correlations between distant observers. Consider the so-called Bell scenario [1], where each party performs different local measurements on a shared physical resource distributed by a single common source. In this case, the no-signaling principle implies that the choice of measurement (the input) of one party cannot influence the measurement statistics observed by the other parties (their outputs). In other words, the marginal probability distribution of each party (or subset of parties) must be independent of the input of any other party. These are the well-known no-signaling conditions, which represent the weakest conditions that correlations must satisfy in any “reasonable” physical theory [2], in the sense of being compatible with relativity.1 This provides a useful framework to investigate quantum correlations (which obviously satisfy the no-signaling conditions, but do not saturate them in general) within a larger set of physical theories satisfying no-signaling; see e.g. [2–9].

Recently, the concept of Bell nonlocality has been generalized to networks, where separated sources distribute physical resources to subsets of distant parties (see Fig. 1). Assuming the sources to be independent from each other [10, 12], arguably a natural assumption in this context, leads to many novel effects. Notably, it becomes now possible to demonstrate quantum nonlocality without the use of measurement inputs [11–15], but only by considering the output statistics of fixed measurements. This radically departs from the standard setting of Bell nonlocality, and opens plethora of novel questions. Characterizing correlations in networks (local or quantum) is however still very challenging at the moment, despite recent progress [16–27].

This naturally raises the question of finding the limits of possible correlations in networks, assuming only no-signaling and independence of the sources [28–30]. Here we investigate this question and derive limits on correlations, which we refer to as NSI constraints (no-signaling and independence). Surprisingly, we find strong NSI constraints even in networks featuring no inputs. Specifically, we consider the well-known triangle network, and show that (despite the absence of an input) one party could potentially still signal to others by locally changing the structure of the network. Next we prove that some of these NSI constraints are tight, by showing that they can be saturated by correlations from explicit “trilocal” models, in which the sources distribute classical variables. However, it seems that some of our NSI constraints cannot be saturated by trilocal models, which opens the possibility of having nonlocal (but nevertheless non-signaling) correlations in the triangle network. Finally, we conclude with a list of open questions.

I. NSI CONSTRAINTS

The triangle network (sketched in Fig. 1(a)) features three observers: Alice, Bob and Charlie. Every pair of

---

1 More generally, the no-signaling principle ensures that information cannot be transmitted without any physical carrier.
observers is connected by a (bipartite) source, providing a shared physical system. Importantly, the three sources are assumed to be independent from each other. Hence, the three observers share no common (i.e. tripartite) piece of information. Based on the received physical resources, each observer provides an output \((a, b, c)\) respectively. Note that the observers receive no input in this setting, contrary to standard Bell nonlocality tests. The statistics of the experiment are thus given by the joint probability distribution \(p(a, b, c)\). We focus on the case of binary outputs: \(a, b, c \in \{+1, -1\}\). It is then convenient to express the joint distribution as follows:

\[
p(a, b, c) = \frac{1}{8} \left[ 1 + aE_A + bE_B + cE_C + abE_{AB} + acE_{AC} + bcE_{BC} + abcE_{ABC} \right],
\]

where \(E_A\), \(E_B\) and \(E_C\) are the single-party marginals, \(E_{AB}\), \(E_{BC}\) and \(E_{AC}\) the two-party marginals, and \(E_{ABC}\) the three-body correlator. Note that the positivity of \(E\) bounding and relating the single-party and two-party \((a, b, c)\) would clearly lead to signaling. Hence we conclude that the local statistics of Bob and Charlie (i.e. the single-party marginals \(E_B\) and \(E_C\), as well as the two-party marginals \(E_{BC}\)) must be the same in the triangle and in the hexagon.

From the above reasoning, we conclude that the joint output probability distribution for the hexagon, i.e. \(p(a, b, c, a', b', c')\), must satisfy several constraints. In particular, one should have that

\[
\begin{align*}
\sum b \ p(a, b, c, a', b', c') &= E_B \\
\sum c \ p(a, b, c, a', b', c') &= E_C \\
\sum bc \ p(a, b, c, a', b', c') &= E_{BC}
\end{align*}
\]

where all sums go over all outputs \((a, b, c, a', b', c')\). From the independence of the sources, we obtain additional constraints, namely

\[
\begin{align*}
\sum b'c' \ p(a, b, c, a', b', c') &= E_{BC} \\
\sum bcc' \ p(a, b, c, a', b', c') &= E_{BC} \\
\sum bcb'c' \ p(a, b, c, a', b', c') &= E_{BC}'
\end{align*}
\]

Clearly, we also get similar constraints when considering signaling between any other party (Bob or Charlie) to the remaining two.

Altogether, we see that NSI imposes many constraints on \(p(a, b, c, a', b', c')\). Obviously, we also require that

\[
p(a, b, c, a', b', c') \geq 0 \quad \text{and} \quad \sum p(a, b, c, a', b', c') = 1.
\]

Now reversing the argument, we see that the non-negativity of \(p(a, b, c, a', b', c')\) imposes non-trivial constraints relating the single- and two-party marginals of the triangle distribution \(p(a, b, c)\). To illustrate this, let us proceed with an example in a slightly simplified scenario, assuming all single-party marginals to be uniformly random, i.e. \(E_A = E_B = E_C = 0\). In this case, we obtain

\[
64 \ (a, b, c, a', b', c') = 1 + (ab + a'b')E_{AB} + (bc + b'c')E_{BC} + (ca + c'a)E_{AC} + (ac + a'c'E_{AC} + (bc + b'c')E_{BC} + (ca + c'a)E_{AC} + (ac + a'c'E_{AC} + (bc + b'c').
\]

Importantly, notice that the above expression contains a number of variables (of the form \(F_X\)) that are uncharacterized; these represent the \(X\)-party correlators in the hexagon network. Hence we obtain a set of inequali-
Note that when \( E_{AB}, E_{BC} \) and \( E_{AC} \) are given set of values \( E_A, E_B, E_C, E_{AB}, E_{BC} \) and \( E_{AC} \), it is possible here to determine via a linear program whether this set is compatible with NSI or not (see Appendix A). More generally, obtaining a characterization of the NSI constraints in terms of explicit inequalities (as above) is challenging, due mainly to the number of parameters and nonlinear constraints. We nevertheless conjecture that the following inequality represents a NSI constraint

\[
(1 + |E_A| + |E_B| + |E_{AB}|)^2 + \bigtriangledown_{ABC} \leq 6(1 + |E_A|)(1 + |E_B|)(1 + |E_C|),
\]

where \( \bigtriangledown \) denotes cyclic permutation of the parties. Note that this inequality reduces to (6) when \( E_A = E_B = E_C \) = 0, as well as to (7) for the symmetric case. We checked numerically the validity of the above inequality, in particular by fixing different sets of values for the single-party marginals and then finding the constraints on two-party marginals (as shown above for \( E_1 = 0 \)).

It is worthwhile discussing the connection between our approach and the “inflation technique” presented in Ref. [21]. There, the main focus is on using inflated networks for deriving constraints on correlations achievable with classical resources. In this case, information can be readily copied, so that sources can send the same information to several parties. This is however not possible here, as no-signaling resources cannot be perfectly cloned in general [6]. Hence only inflated networks with bipartite sources can be considered in our case, such as the hexagon. A more detailed discussion of these ideas can be found in Section V.D of [21], where the idea of using inflation to limit no-signaling correlations in networks is mentioned.

Finally, the choice of the hexagon inflation deserves a few words. As seen from Fig. 1(b), it is judicious to consider inflated networks forming a ring, with a number of particles that is a multiple of three. Intuitively this should enforce the strongest constraints on the correlations of the inflated network; in particular, all single and two-body marginals are fixed by the correlations of the triangle. This would not be the case when considering inflations to ring networks with a different number of parties.

\section{II. TIGHTNESS}

A natural question is whether the constraints we derived above, that are necessary to satisfy NSI, are also sufficient. There is a priori no reason why this should be the case. Of course, starting from the triangle network, there are many (in fact infinitely many) possible extended networks that can be considered, and no-signaling must be enforced in all cases. For instance, instead of extending the network to a hexagon (as in Fig. 1), Alice could consider an extension to a ring network featuring 9, 12 or more parties. Clearly, such extensions could lead to stronger constraints than those derived here for the hexagon network.
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\caption{Region of allowed correlations for symmetric distributions; projection in the plane \( E_2 \) vs \( E_1 \). The red region is ruled out by NSI constraints, while the grey region is excluded from simple positivity constraints. The white region is such that imposing constraints on our variable of interest (i.e. \( E_{AB}, E_{BC} \) and \( E_{AC} \)), but containing also additional variables which we would like to discard. This can be done systematically via the algorithm of Fourier-Motzkin elimination [31]. Note that here we need to treat the squared terms, such as \( E_{AB}^2 \), as new variables, independent from \( E_{AB} \), so that we get a system of linear inequalities. Solving the latter, and taking into account positivity constraints as in Eq. (2), we obtain a complete characterization of the set of two-body marginals (i.e. \( E_{AB}, E_{BC} \) and \( E_{AC} \)) that are compatible with NSI in the triangle network (for a hexagon inflation and uniform single-party inflations of the inflated network; in particular, all single- and two-body marginals), in terms of a single inequality

\[
(1 - E_{AB})^2 - E_{BC}^2 - E_{AC}^2 \geq 0,
\]

and its symmetries (under relabeling of the parties and of the outputs). This implies a more symmetric, but slightly weaker inequality:

\[
(1 + E_{AB})^2 + (1 + E_{BC})^2 + (1 + E_{AC})^2 \leq 6.
\]

Note that when \( E_{AB} = E_{BC} = E_{AC} = E_2 \), we get simply \( E_2 \leq \sqrt{2} - 1 \approx 0.42 \).

Next we consider the symmetric case (i.e. \( E_A = E_B = E_C \equiv E_1 \) and \( E_{AB} = E_{BC} = E_{AC} \equiv E_2 \)) and obtain non-trivial NSI constraints on the possible values of \( E_1 \) and \( E_2 \) (see Fig. 2). In particular, correlations compatible with NSI must satisfy the following inequality

\[
(1 + 2|E_1| + E_2)^2 \leq 2(1 + |E_1|)^3.
\]

Let us move now to the most general case, with arbitrary values for single- and two-party marginals. For a
Nevertheless, we show that some of the constraints we obtain above are in fact tight, i.e. necessary and sufficient for NSI. We prove this by presenting explicit correlations (constructed within a physical theory satisfying NSI) that saturate these constraints. In fact, we consider simply the case where all sources distribute classical variables to each party, which we refer to as “trilocal” models. The latter give rise to correlations of the form

\[ p(a, b, c) = \int \mu(\alpha) d\alpha \int \nu(\beta) d\beta \int \omega(\gamma) d\gamma \tag{8} \]

where \( \alpha, \beta \) and \( \gamma \) represent the three local variables distributed by each source, with arbitrary probability densities \( \mu(\alpha), \nu(\beta) \) and \( \omega(\gamma) \). Also, \( p_A(\alpha | \beta, \gamma) \) represents an arbitrary response function for Alice, and similarly for \( p_B(b | \alpha, \gamma) \) and \( p_C(c | \alpha, \beta) \). Note that such trilocal models represents a natural extension of the concept of Bell locality to networks (see e.g. [10, 18]).

We first consider the case of symmetric distributions, i.e. characterized by the two parameters \( E_1 \) and \( E_2 \), and seek to determine the set of correlations that can be achieved with trilocal models. As shown in Fig. 2, it turns out that almost all NSI constraints can be saturated in this case, in particular the inequality (7). Note that, after performing a numerical search, we could construct explicitly some of these trilocal models, which involve up to ternary local variables (see Appendix B for details).

As seen from Fig. 2, there is however a small region (in green) which is compatible with NSI (considering the hexagon inflation), but for which we could not construct a trilocal model. Whether this gap can be closed by considering more sophisticated local models (using variables of larger alphabet) or whether stronger no-signaling bounds can be obtained is an interesting open question. For the triangle network with binary outcomes, any trilocal distribution can be obtained by considering shared variables of dimension (at most) six, and deterministic response functions [23].

In fact, another (and arguably much more interesting) possibility would be that this gap cannot be closed, as it would feature correlations satisfying NSI but that are nevertheless non-trilocal. To further explore this question, let us now focus on the case where single-party marginals vanish, i.e. \( E_1 = 0 \). We investigate the relation between two-party marginals \( E_2 \) and the three-party correlator \( E_3 = E_{ABC} \), comparing NSI constraints and trilocal models. Notice that the NSI constraints do not involve \( E_3 \) (as the latter cannot be recovered within the analysis of the hexagon). Hence NSI imposes only \( E_2 \leq \sqrt{2} - 1 \), while positivity of \( p(a, b, c) \) imposes other constraints. This is shown in Fig. 3, where we also seek to characterize the set of correlations achievable via trilocal models (proceeding as above). Interestingly, we find again a potential gap between trilocal correlations and NSI constraints. This should however be considered with care. First, the NSI constraints obtained from the hexagon may not be optimal (see conclusion). Second, there could exist more sophisticated trilocal models (e.g. involving higher dimensional variables) that could lead to a stronger correlations (i.e. cover a larger region in Fig. 3). Note also that we investigated whether quantum distributions satisfying the independence assumption exist outside of the trilocal region, but we could not find any example (we performed a numerical search, considering entangled states of dimension up to \( 4 \times 4 \)).

Finally, note that we also performed a similar analysis for the case where single-party marginals vanish but two-body marginals are not assumed to be identical to each other. Here we find that inequality (5) can be saturated in few specific cases. However, there also exist correlations satisfying the NSI bounds that do not seem to admit a trilocal model; details in Appendix A.

III. CONCLUSION

We discussed the constraints arising on correlations in networks, under the assumption of no-signaling and independence of the sources. We focused our attention on the triangle network with binary outputs for which we derived strong constraints, including tight ones. Our work raises a number of open questions that we now discuss further.

A first question is whether the constraints we derive (necessary under NSI), could also be sufficient. We believe this not to be the case, as stronger NSI constraints could arise from inflations of the triangle to more complex networks (e.g. loop networks with an arbitrary number of parties). Note that there could also exist different forms of no-signaling constraints, that cannot be enforced via
inflation. In this respect, we compare in Appendix D our NSI constraints with the recent work of Ref. [30] proposing a very different approach to this problem, using the the Finner inequality. A notable difference is that the latter imposes constraints on tripartite correlations, which is not the case here.

Another important question is whether there could exist nonlocality in the simplest triangle network with binary outcomes. That is, can we find a \( p(a, b, c) \) that satisfies NSI but that is nevertheless non-trilocal? While we identified certain potential candidate distributions for this, we could not prove any conclusive result at this point. We cannot exclude the possibilities that (i) these correlations are in fact not compatible with NSI (as there exist stronger NSI constraints) or (ii) these correlations can in fact be reproduced by a trilocal model. In order to address point (i), one could try to reproduce these correlations via an explicit NSI model, for instance considering that all sources emit no-signaling resources (such as non-local boxes [2]) which could then be “wired together” by the parties. To address point (ii), one could show that these correlations violate a multilocality inequality for the triangle network. Of course finding such inequalities is notably challenging, see e.g. [13].

 Furthermore, it would be interesting to derive NSI constraints for other types of networks. Indeed, the approach developed here can be straightforwardly used. Cases of high interest are general loop networks, as well as the triangle network with larger output alphabet (where examples of quantum nonlocality are proven to exist [12, 15]).

Finally, a more fundamental question is whether any correlation satisfying the complete NSI constraints can be realized within an explicit physical theory satisfying no-signaling (the latter are usually referred to as generalized probabilistic theories [6]). While this is the case in the standard Bell scenario (where all parties share a common resource), it is not clear if that would also be the case in the network scenario.
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Appendix A: NSI bounds

In the hexagon configuration introduced in the main text, the probability distribution can be expressed in
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terms of 16 parameters as

\begin{align*}
64 \ p(a, b, c, a', b', c') &= \\
&= 1 + (a + a')E_A + (b + b')E_B + (c + c')E_C \\
&+ (ab + a'b')E_{AB} + (bc + b'c')E_{BC} + (ac + a'c')E_{AC} \\
&+ a'a'E_A^2 + bb'E_B^2 + cc'E_C^2 + (ab' + a'b)E_{AB}E_B \\
&+ (ab + a'b')E_{AB} + (bc + b'c')E_{BC} + (ca' + c'a)E_{AC} \\
&+ a'a'(b + b')E_{AB} + aa'(c + c')E_{AC} \\
&+ bb'(a + a')E_{AB} + bb'(c + c')E_{BC} \\
&+ cc'(a + a')E_{AC} + cc'(b + b')E_{BC} \\
&+ aa'bb'E_{AB} + bb'cc'E_{BC} + aa'cc'E_{AC} \\
&+ aa'(cb' + bc')E_{AF} + bb'(ac + a'c')E_{BF} \\
&+ cc'(ba' + b'a)E_{CF} \\
&+ (abc + a'bc')F_3 + (bca' + b'c'a)F_3' + (ca'b' + c'ab)F_3'' \\
&+ aa'(bc + b'c')F_4 + bb'(ca' + c'a)F_4' + cc'(ab + a'b')F_4'' \\
&+ aa'bb'(c + c')F_5 + bb'cc'(a + a')F_5' + aa'cc'(b + b')F_5'' \\
&+ aa'bb'cc'F_6. 
\end{align*}

(A1)

6 of these parameters, which are part of the behavior vector \( \mathcal{E} = (E_A, E_B, E_C, E_{AB}, E_{BC}, E_{AC}, E_{ABC}) \), appear in the triangle as well. We refer to them as the physical parameters. The remaining 10 from \( \mathcal{F} = (F_3, F_3', F_3'', F_4, F_4', F_4'', F_5, F_5', F_{60}) \), are new to the hexagon. We refer to them as free variables. The probabilities in the triangle configuration can be written in terms of the same variables, with an additional tripletite term \( E_{ABC} \), as

\begin{align*}
8 \ p(a, b, c) &= 1 + aE_A + bE_B + cE_C + abE_{AB} \\
&+ bcE_{BC} + acE_{AC} + abcE_{ABC} \\
&
\end{align*}

(A2)

In this appendix, we describe the constraints that the positivity conditions \( p(a, b, c, a', b', c') \geq 0 \) and \( p(a, b, c) \geq 0 \) imply on the first six parameters.

A first general observation is that (A2) is linear in its variables, but the expression (A1) is nonlinear. However, since this last expression involves no product of free variables, all nonlinearities vanish when the parameters in \( \mathcal{E} \) are fixed. It is therefore always possible to test whether a behavior given by some variables \( \mathcal{E} \) is compatible with a hexagon configuration by linear programming. Concretely, this is achieved by solving the following linear program:

\begin{align*}
&\text{max} \quad 1 \\
&\text{s.t.} \quad f_0(a, b, c, a', b', c', \mathcal{E}, \mathcal{F}) \geq 0 \quad \forall a, b, c, a', b', c' = \pm 1 \\
&\quad f_3(a, b, c, \mathcal{E}) \geq 0 \quad \forall a, b, c = \pm 1,
\end{align*}

(A3)

where \( f_0(a, b, c, a', b', c', \mathcal{E}, \mathcal{F}) \) is the expression given by Eq. (A1) and \( f_3(a, b, c, \mathcal{E}) \) the one given by Eq. (A2). If this linear program is feasible, then the behavior given by the vector \( \mathcal{E} \) is compatible with the considered constraints. Otherwise, it is not. Note that this formulation in term of linear programming would not be possible in inflations of the triangle involving eight or more parties since in this case products of the unknown variables, such as \( F_7^2 \), appear.

In general, we are interested in more than only testing whether a behavior is compatible with the no-signaling constraints. In particular, we would like to find NSI inequalities. For this, we start by considering simplified situations.

1. Random single-party marginals

Let us consider the situation in which the output produced by all parties are uniformly random, i.e. \( E_A = E_B = E_C = 0 \). In this case, the expression for the probabilities (A1) simplifies significantly. The number of free variables is unchanged, but all products of free variables with a physical parameter vanish. This allows us to understand the positivity constraints \( p(abca'b'c') \geq 0 \) as a set of linear constraints relating powers of physical parameters with some unknown variables. Inequalities involving only physical parameters can thus be obtained from this set of constraints by judiciously adding several probabilities to each other. For instance, we can write

\begin{align*}
16(p(1, 1, 1, -1, -1, 1) + p(1, 1, -1, 1, 1, -1) + p(-1, -1, 1, -1, 1, -1)) \\
&= (1 + 2E_{AB} + E_{AB}^2 - E_{BC}^2 - E_{AC}^2 + 2F_4^2 + F_6) \\
&+ 1 + 2E_{AB} + E_{AB}^2 - E_{BC}^2 - E_{AC}^2 - 2F_4^2 - F_6)/2 \\
&= 1 + 2E_{AB} + E_{AB}^2 - E_{BC}^2 - E_{AC}^2 \geq 0,
\end{align*}

(A4)

and obtain an inequality involving no free variable in \( \mathcal{F} \). More generally, all constraints on the physical variables can be obtained by performing a Fourier-Motzkin elimination on the free variables.

Performing this elimination produces 24 inequalities. After taking into account the redundancy implied by the symmetries of the Bell scenario [32], we recover the constraint (A4), implying that it is tight, together with two more constraints. Altogether, these form the three following families of constraints:

\begin{align*}
1 + E_{AB} + E_{BC} + E_{AC} &\geq 0 \\
(1 + E_{AB})^2 + E_{BC}^2 + E_{AC}^2 &\geq 0 \\
1 + E_{AB} + E_{BC} + E_{AC} &\geq 0.
\end{align*}

(A5)  
(A6)  
(A7)

The second inequality is a sum of squares, and therefore always true. Interestingly, the third inequality is a consequence of the first one:

\begin{align*}
1 + E_{AB} + E_{BC} + E_{AC} &\geq 1 + E_{AB} + E_{BC} - E_{AC}^2 \\
&= (1 + 2E_{AB} + E_{AB}^2 - E_{BC}^2 - E_{AC}^2 + 2E_{BC}^2 - 2E_{AC}^2)/2 \\
&\geq 0.
\end{align*}

(A8)
This inequality does not detect the point \( E_{AC} = 1 \), the allowed region is a single point at the origin. The inset shows the whole range of \( E_{AB} \in [-1,1] \) — straight lines on the left part are positivity constraints, whereas lines on the right part correspond to Ineq. (A5). The curves for \( E_{BC} \leq 0 \) can be obtained by letting Bob flip his output, hence the full figure is symmetric under a \( \pi \) rotation around the origin. For fixed values of \( E_{AC} \), the green area shows the “mystery” region for which we could not find a trilocal model. Note that local models can reach any part of the NSI boundary for \( E_{AB} \leq 0 \) and \( E_{BC} \geq 0 \).

Therefore, the constraints due to the hexagon inflation boil down to a unique inequality Eq. (A5).

In Fig. 4, we plot the constraint imposed by this inequality in the \( E_{AB}-E_{BC} \) plane for fixed values of \( E_{AC} \). Remarkably, most of the NSI region can be achieved by trilocal models, leaving only a small gap region (green area).

Combining three versions of inequality (A5), we obtain

\[
\begin{align*}
1 - 2E_{AB} + E_{AB}^2 - E_{BC}^2 - E_{AC}^2 \\
1 - 2E_{BC} - E_{AB}^2 + E_{BC}^2 - E_{AC}^2 \\
1 - 2E_{AC} - E_{AB}^2 - E_{BC}^2 + E_{AC}^2 & \geq 0
\end{align*}
\]

which simplifies to the symmetric inequality

\[
(1 + E_{AB})^2 + (1 + E_{BC})^2 + (1 + E_{AC})^2 \leq 6. \quad (A10)
\]

This inequality does not detect the point \( E_{AB} = 1/2, E_{BC} = -3/5, E_{AC} = 0 \), which violates (A5). The latter inequality is thus tighter.

Note that in the case where \( E_{AB} = E_{BC} = E_{AC} = E_2 \), inequality (A5) implies \( E_2 \leq \sqrt{2} - 1 \) whereas inequalities (A6)-(A7) are always satisfied.

We note also that the positivity constraints on the triangle impose the following condition on the bipartite marginals in presence of random marginals:

\[
E_{AB} + E_{BC} + E_{AC} \geq -1. \quad (A11)
\]

Since the point \( E_{AB} = E_{BC} = E_{AC} = -\sqrt{2} + 1 \) satisfies inequalities in the family of Eq. (A5), but violates (A11), it is not a consequence thereof.

2. Symmetric statistics

We now consider the special case in which the single party marginals are not all zero, but the statistics are invariant under exchange of the parties. The bipartite statistics can then be parametrized by two numbers \( E_1 = E_A = E_B = E_C \) and \( E_2 = E_{AB} = E_{BC} = E_{AC} \).

Under this assumption, all free parameters are still present in the decomposition (A1), but the physical space is only of dimension 2. This time, however, the probabilities involve products of known with unknown variables, like \( E_1 F_3 \). Therefore, we cannot resort only to Fourier-Motzkin elimination to obtain all constraints that apply to the physical terms. Doing so by considering \( E_1 F_3 \) as a free variable to eliminate indeed would not take into account the actual value of \( E_1 \). In particular, if \( E_1 = 0 \), this terms would already be eliminated.

We can however resort to the linear programming formulation described earlier in Eq. (A3) to describe the set of correlations in the two-dimensional space of \( E_1 \)-\( E_2 \) which are compatible with the considered constraints. This gives rise to Fig. (2) presented in the main text. In particular, we verify up to numerical precision that the upper bound on \( E_2 \) as a function of \( E_1 \) of the form

\[
(1 + 2E_1 + E_2)^2 \leq 2(1 + E_1)^3. \quad (A12)
\]

As described in Sec. B, this bound is achievable.

Appendix B: Construction of trilocal models

In this appendix we present the explicit construction of some of the trilocal models. A trilocal model consists of (i) three distributions, for each of the shared classical variables: \( \mu(\alpha), \nu(\beta) \) and \( \omega(\gamma) \), and (ii) three output functions (one for each party): \( p_A(\alpha|\beta, \gamma) \), \( p_B(\beta|\alpha, \gamma) \) and \( p_C(\gamma|\alpha, \beta) \). The resulting statistics is given by Eq. (8).

In a two-outcome scenario, it is sufficient to specify the output functions for outcome 1, since \( p_A(\alpha = -1|\beta, \gamma) = 1 - p_A(\alpha = 1|\beta, \gamma) \). For ease of notation we write \( p_A(\alpha = 1|\beta, \gamma) \equiv f_a(\beta, \gamma) \). Without loss of generality, we may assume the same alphabet size, \( d \), for all the shared variables. Hence a dit model can be represented by a 3-by-\( d \) matrix (with \( 3(\beta - 1) \) variables) for the distributions and three \( d \)-by-\( d \) matrices, \( f_a(\beta, \gamma), f_b(\alpha, \gamma) \) and \( f_c(\beta, \alpha) \) (each with \( d^2 \) variables) for the output functions. For example,
\[ P = \begin{bmatrix} 1 & 2 \\ \alpha & 1/2 & 1/2 \\ \beta & 1/2 & 1/2 \\ \gamma & 1/2 & 1/2 \end{bmatrix}, \quad f_a = f_b = f_c = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad (B1) \]

denotes the strategies in which each source emits one bit at random and the parties output 1 whenever they receive the same bit from the two sources they are connected to.

Given a specific distribution \( p(abc) \), or a specific set of marginals (e.g. \( E_1 \) and \( E_2 \)), it is possible to numerically search for a trilocal model reproducing this data. Notably, for binary outcomes, it is sufficient to consider trilocal models with shared variables that have dimension \( d \leq 6 \) [23]. We implemented this numerical procedure, and found that for the case of low dimensions (i.e. \( d = 2, 3 \)) the method is effective and appears to be reliable. For \( d > 3 \), the method can still be run, but is less reliable (i.e. the fact that the algorithm is not able to find a trilocal model does not necessarily mean that there exist none).

We used this method to determine the trilocal regions in Figs (2) and (3). Moreover, from the output of the numerics, we could in certain cases reconstruct analytically the trilocal models. Below we detail some of these models. Notably, these models can saturate some of the NSI constraints that we have derived, implying that the latter are tight. Finally, we also show that any point within these trilocal regions can be achieved via a trilocal model. In other words, although we characterize only the boundary of these regions, we show that any point within the boundary is also achievable (i.e. these regions do not feature any hole).

We first discuss a simple class of trilocal models, featuring only binary shared variables:

\[ P = \begin{bmatrix} 1 & 2 \\ \alpha & r & 1-r \\ \beta & q & 1-q \\ \gamma & p & 1-p \end{bmatrix} \]

This results in the following statistics. The single-party marginals are given by

\[ E_A = 2pq - 1 \quad E_B = 2pr - 1 \quad E_C = 2qr - 1. \quad (B3) \]

Next, the two-body marginals are

\[ E_{AB} = 1 - 2pq - 2pr + 4pqr \quad (B4) \]
\[ E_{BC} = 1 - 2rp - 2rq + 4pqr \quad (B5) \]
\[ E_{AC} = 1 - 2qp - 2qr + 4pqr \quad (B6) \]

while the three-body correlator is

\[ E_{ABC} = -1 + 2pq + 2pr + 2qr - 4pqr. \quad (B7) \]

This model can saturate inequality (7), for the case where single-party and two-body marginals are fully symmetrical. This shows that (7) represents a tight constraint for NSI. Here, we take simply \( p = q = r \) (i.e. all sources are equivalent). This leads to

\[ E_1 = 2p^2 - 1 \quad (B8) \]
\[ E_2 = 1 - 4p^2 + 4p^3 \quad (B9) \]

which corresponds to the equality condition in Eq. (7) (assuming here \( p \geq 1/\sqrt{2} \), so that \( E_1 \geq 0 \)). Note that for \( p = 1/\sqrt{2} \), we get \( E_1 = 0 \), \( E_2 = \sqrt{2} - 1 \) and \( E_3 = 2 - \sqrt{2} \). This model corresponds to the top-right point of the white region in Fig. (3).

Note also that this class of trilocal models (for arbitrary values of \( p, q \) and \( r \)) saturate the conjectured NSI constraint of Eq. (8).

Next, we present a trilocal model that achieves the \( E_2 = -\frac{1}{3} \) and \( E_1 = 0 \):

\[ P = \begin{bmatrix} 1 & 2 \\ \alpha & 1/3 & 2/3 \\ \beta & 3/4 & 1/4 \\ \gamma & 2/3 & 1/3 \end{bmatrix}, \quad f_a = \begin{bmatrix} 0 & 1/2 \\ 0 & 1/2 \end{bmatrix}, \quad f_b = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}, \quad (B10) \]

Moreover, from Fig. (2), we see that there exist trilocal models with \( E_2 = -\frac{1}{3} \) and strictly positive \( E_1 \). We find that the model that maximizes \( E_1 \) (while keeping \( E_2 = -\frac{1}{3} \)) is given by:

\[ P = \begin{bmatrix} 1 & 2 & 3 \\ \alpha & x & 1-x \\ \beta & y & (1-y)/2 \\ \gamma & 1-x & x \end{bmatrix}, \quad f_a = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 1 & 1 \end{bmatrix}, \quad f_b = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}, \quad f_c = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad (B11) \]

where \( x \) is the larger real root of \( 9z^4 + 12z^3 - 12z + 1 = 0 \), and \( x = (9y^3 - 15y^2 - 7y - 1)/4 \approx 0.1753 \).

Finally, related to Fig. 3, we give a trilocal model for \( E_1 = E_3 = 0 \) and \( E_2 \approx 0.3621 \):

\[ P = \begin{bmatrix} 1 & 2 & 3 \\ \alpha, \beta, \gamma & x & y & z \end{bmatrix}, \quad f_a = f_b = f_c = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \quad (B12) \]

where \( x = \frac{3}{5} - \frac{3}{5} - \frac{3}{5}, y = \frac{1}{5} + \frac{3}{5} - \frac{3}{5} \), and \( z \approx 0.3861 \) is the root between 0 and 1 for \( z^3 - 8z + 3 = 0 \). Consequently, \( E_2 = \frac{4}{9}z^7 - \frac{8}{9}z^6 + \frac{6}{9}z^4 - \frac{4}{3}z^3 + 16z^2 - \frac{32}{9}z + 1 \approx 0.3621 \). Note that by changing the distributions of the shared variables (but keeping the local response functions the same), one
can generate the correlations indicated by the blue dots in Fig. 3 (for $0 < E_3 \leq \sqrt{2} - 2$).

Finally, we now show that the trilocal regions shown in the various figures of the paper do not feature any hole. That is, we have characterized the boundary of these trilocal regions (in some cases by giving explicit trilocal models), and we now prove that any point inside this boundary can necessarily be achieved by a trilocal model.

The idea is to consider the following “depolarizing” protocol. Consider a distribution $p_0(abc)$ achievable via a trilocal model $M$, given by single-party marginals $E_A^0$, etc, bipartite marginals $E_{AB}^0$ etc and a tripartite correlator $E_{ABC}^0$. Each party adds noise locally (and independently of the other parties) via the following procedure. With probability $1 - \eta$ a party provides a random output, while with probability $\eta$ they output according to $M$. Hence we obtaining the continuous family of distributions characterized by $E_A = \eta E_A^0$ etc, $E_{AB} = \eta^2 E_{AB}^0$ etc and $E_{ABC} = \eta^3 E_{ABC}^0$. Varying $\eta$ from 1 to 0 we obtain a continuous curve from $p_0(abc)$ to the uniform distribution.

For Figs (2), (3) and (4), we see that any point inside the trilocal region can be obtained by adding (a well chosen) amount of noise to a distribution sitting on the boundary. For Fig. (5), the situation is different, as the above depolarizing procedure takes an initial distributions on the slice outside of it.

Appendix C: Comparison to Finner inequality

We compare the NSI constraint derived here with a criterion derived in Ref. [30]. The later is based on the Finner inequality, and states that

$$p(abc) \leq \sqrt{p_A(a)p_B(b)p_C(c)} \quad (C1)$$

where $p_A(a)$ represents Alice’s marginal probability to observe outcome $a$, and similarly for $p_B(b)$ and $p_C(c)$. Importantly, it should be pointed out that the above inequality is only conjectured to hold under NSI. At the moment, it is only proven that inequality $(C1)$ holds in quantum theory, and in “boxworld” (a generalized probabilistic theory where sources can prepare arbitrary no-signaling boxes, see e.g. [6]). This does not imply that $(C1)$ holds in any generalized probabilistic theory.

Nevertheless it is interesting to compare both approaches, in particular as inequality $(C1)$ involves explicitly tripartite correlations (e.g. the term $p(abc)$), contrary to our approach which seems to be limited to single- and two-party marginals.

To perform this comparison, we use a specific set of distributions in the triangle network, discussed in [30]. These take the form

$$p_{p,q} = pP_{+++} + qP_{--+} + (1 - p - q)P_{\text{diff}} \quad (C2)$$

where $P_{abc}$ represents the distribution where the outputs are set to values $a$, $b$ and $c$ deterministically, and $P_{\text{diff}} = (P_{+++} + P_{++-} + P_{-++} + P_{++-} + P_{++-} + P_{-+-} + P_{--+})/6$. From $(C1)$ it follows that $p_{p,q}$ is not realizable in the triangle network when $q > 1 + p - 2p^{2/3}$ (and a similar constraint inverting $p$ and $q$); given by the black curve in Fig. (5).

We compare this criterion to our NSI constraint (7). From Fig. (5), we see that our NSI constraint is mostly stronger than the Finner inequality $(C1)$. However, this is not the case in general, as there is a small region (around the deterministic points $P_{+++}$ and $P_{-+-}$) where the Finner inequality is stronger.