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Abstract
The dynamical behavior of complex quantum systems can be harnessed for information processing. With this aim, quantum reservoir computing (QRC) with Ising spin networks was recently introduced as a quantum version of classical reservoir computing. In turn, reservoir computing is a neuro-inspired machine learning technique that consists in exploiting dynamical systems to solve nonlinear and temporal tasks. We characterize the performance of the spin-based QRC model with the Information Processing Capacity (IPC), which allows to quantify the computational capabilities of a dynamical system beyond specific tasks. The influence on the IPC of the input injection frequency, time multiplexing, and different measured observables encompassing local spin measurements as well as correlations is addressed. We find conditions for an optimum input driving and provide different alternatives for the choice of the output variables used for the readout. This work establishes a clear picture of the computational capabilities of a quantum network of spins for reservoir computing. Our results pave the way to future research on QRC both from the theoretical and experimental points of view.
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Introduction
Machine learning has become one of the fastest-growing research lines in the last years, with deep learning being a prominent example [1]. Applied to many fields like computer vision [2], physical sciences [3], medicine [4] or language processing [5], machine learning techniques enable us to solve problems that were very hard or even impossible to tackle with more traditional tools. A specific group of problems that belongs to this category are the ones that involve the processing of temporal signals, such as speech recognition [6], time series prediction [7] or channel equalization [8].

The general concept of Recurrent Neural Network (RNN) encloses one of the main techniques employed nowadays to solve temporal tasks [9]. A RNN is a neural network whose nodes are recursively connected, which allows information to remain in the network through time, giving the system “memory.” Among all the RNN techniques, reservoir computing (RC) is a promising line of research that exploits dynamical systems to process the input information [10, 11].

The inception of this field comes from two different approaches with different motivations. On the one hand, Echo State Networks [12] were designed with the aim of reducing the complexity of the training for RNNs while keeping a good performance. On the other hand, Liquid State Machines were proposed almost at the same time with the focus on modeling neural microcircuits [10]. Both of them share the characteristic of not relying on the tuning of the parameters of the recurrent network, also known as reservoir in this context. Thus, training during the learning process only adapts the weights of the output layer, where the state of the reservoir is read out.

By training only the output weights, the reservoir computing paradigm requires certain conditions for a proper performance. These conditions are usually referred to as the Echo State Property (ESP), the Fading Memory Property...
(FMP) and the Separability Property (SP) [13]. The state of a driven dynamical system with the ESP is uniquely determined by the input history. FMP implies that the dynamical system dissipates the information about the input in time. Both ESP and FMP are deeply connected and they require to forget the initial state of the reservoir as a necessary condition. Finally, the SP enforces that the reservoir computer produces different outputs for any pair of different inputs.

The simplifications in the training algorithm also bring important benefits, in addition to a direct speed-up in the training time. First, it opens the possibility of solving many tasks with the same reservoir, training only the output layer independently for each task. Second and of practical relevance, since no fine tuning is required for the reservoir, a large amount of possible implementations for information processing have been demonstrated in numerical simulations and even using physical hardware [14].

To name a few, the list of experimental realizations include photonic [15], electronic [16] and spintronic [17] implementations. However, quantum implementations are visibly lacking. That is why quantum reservoir computing (QRC) was introduced recently as a possible extension of the classical algorithm to the quantum world [18–21]. The first work [18] proposed networks of quantum spins as the reservoir, exploiting the large number of degrees of freedom that they can provide with a few elements. Since then, several works have explored the spin-based implementation [19, 20].

QRC bridges the fields of neuromorphic computing and quantum information technologies [22]. The former is inspired by the computation of the brain to reduce energy consumption and time of computation, while the latter harnesses properties of quantum systems, such as entanglement or coherence, to tackle some class of problems that otherwise would be hard to solve in the classical domain [23, 24]. Quantum effects can be exploited in quantum metrology, secure quantum communications, quantum simulations, and quantum computation [25], being the latter the most relevant technology here. As opposed to quantum circuit models, which implement digital gate- based quantum computing schemes [23], QRC belongs to the broad line of quantum analog computation, as quantum simulations or quantum annealers, where the complex real-time dynamics of quantum systems is exploited for different tasks.

In this work, we consider a quantum network of randomly coupled spins for reservoir computing as in the proposals of Refs. [18–20]. Our objective is to determine the task-independent capabilities of the spin-based QRC system through the Information Processing Capacity (IPC) [26]. The IPC is a generalization of the linear memory capacity [27] and quantifies the different degrees of nonlinearity that a dynamical system can reproduce. Equipped with this, we find conditions for an optimum input driving and provide different alternatives for the choice of the system’s observables used for the readout. The presented analysis encompasses both time multiplexing as well as different measured spin projections and correlations in order to establish the best performance of a quantum reservoir of interacting spins.

### Methods

#### Reservoir Computing

Dynamical systems can be exploited to solve temporal tasks. By a temporal task, it is meant to learn a function of a time series (called input sequence) that is fed into the system. If the proposed task is to approximate a nonlinear function of the input, we say that it is then a nonlinear temporal task. Some examples of this are speech recognition [6, 28, 29] and chaotic time series prediction [7, 30, 31]. The field of reservoir computing (RC) harnesses dynamical systems to tackle this kind of problems from a machine learning perspective, applying in general, a supervised learning scheme. The standard algorithm of RC can be divided in the following three steps:

1. Feeding an input into the dynamical system, also known as reservoir layer, through some of the variables of it.
2. Evolving the natural dynamics of the reservoir layer under the input driving.
3. Extraction of the information from the reservoir layer, using all or some of the degrees of freedom of the reservoir, via an output layer.

The first step needs to be specified according to the dynamical system in use, so we will explain the input encoding for the spin-based QRC model in the next Section. Nevertheless, in a general setting, we can describe the processing and extraction of information with two maps. First, the reservoir map $T : \mathbb{R}^N \times \mathbb{R}^n \rightarrow \mathbb{R}^N$ with $N, n \in \mathbb{N}$ the dimensions of reservoir’s state space and input respectively. Second, the readout map $o : \mathbb{R}^N \rightarrow \mathbb{R}$. In this setting, the reservoir computing paradigm can be represented as follows [32]:

$$\begin{cases} x_k = T(x_{k-1}, s_k) \\ y_k = o(x_k) \end{cases}$$

(1)

where $x_k \in \mathbb{R}^N$ is the state vector of the dynamical system at time $k \in \mathbb{Z}$, and $s_k \in \mathbb{R}^n$ is the input vector that belongs to an infinite discrete-time input sequence $s = (\ldots, s_{-1}, s_0, s_1, \ldots) \in (\mathbb{R}^n)^\mathbb{Z}$ (in other words, $s$ is the list of inputs in time). $y_k \in \mathbb{R}$ is the output signal at time $k$. 
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Reservoir and output in Eq. (1) play different roles. The former is often selected such that it provides a nonlinear transformation with respect to an input in the present time and to past inputs as well. In this way, most of the computational cost can be outsourced to the reservoir while the readout function is kept as simple as possible. Thanks to this simplification, the readout can be taken as a linear combination of the reservoir states:

\[ y_k = w^T x_k, \]  

where \( w \) represents the output weights that are trained in the supervised learning scheme. It has been extensively shown that it is enough to train only these weights, keeping the supervised learning scheme. It has been extensively shown that it is enough to train only these weights, keeping the parameters of the dynamical system fixed from the beginning of the learning process [11, 32].

The training is the part of the algorithm where the weights \( w \) are adjusted to solve a task by minimizing the error. We will consider here the mean square error \( \text{MSE} \) beginning of the learning process [11, 32].

\[ \text{MSE}_L(y, \bar{y}) = \frac{1}{L} \sum_{k=1}^{L} (y_k - \bar{y}_k)^2, \]  

where \( \bar{y}_k \) is the function of the input that we want to reproduce, also known as target. A usual approach is to use a linear regression for vector \( y = Xw \) with respect to \( \bar{y} \), where \( X = (x_1, \ldots, x_N)^T \) is a \( L \times (N+1) \) matrix that collects the reservoir states at different times. \( L \) is the length of the input sequence and \( N \) is the number of variables, i.e., observables, we use from the dynamical system (for a constant bias term \( x_{k,N} = 1 \) for an optimal training).

**Model**

As discussed in the previous section, dynamical systems can be exploited in the RC framework. In particular, quantum reservoir computing (QRC) was introduced as the possibility of employing quantum dynamical systems [18]. In this approach, we use a quantum system for obtaining the reservoir as defined in Eq. (1), while the system evolves under the usual expressions of quantum mechanics. For a closed system, the dynamical evolution of the spin-based QRC model can be written as

\[ \rho(k\Delta t) = e^{-iH\Delta t} \rho[(k-1)\Delta t] e^{iH\Delta t}, \]  

where \( \rho(k\Delta t) \) is the density matrix of the quantum system after \( k \) time steps and \( e^{-iH\Delta t} \) is the unitary evolution given by Hamiltonian \( H \) for a time interval \( \Delta t \). Here, we will deal with networks of qubits represented in Fig. 1 (a), as in Ref. [18]. The Hamiltonian we use is known as the transverse-field Ising model and can be written as

\[ H = \sum_{i>j=1}^{N} J_{ij} \sigma_i^x \sigma_j^x + h \sum_{i=1}^{N} \sigma_i^z, \]  

where \( N \) is the number of qubits, \( h \) is their natural frequency, \( \sigma_i^a \) with \( a = x, y, z \) are the usual Pauli matrices and \( J_{ij} \) are the couplings between the qubits. These couplings will be selected at random from a uniform distribution in the interval \([-J_z/2, J_z/2]\). Nonuniform couplings are in general beneficial to explore the whole Hilbert space and then to exploit all degrees of freedom.

Once we have defined the dynamical system, we can introduce the encoding of the input signal into the system, i.e., \( s_k \), every time step. From now on, we will work only with a scalar input. We will make use of the Completely Positive Trace-Preserving (CPTP) map in which the classical information \( s_k \) is fed always to the same qubit [18]. Let us name it qubit one. The state of this qubit is reinitialized every \( \Delta t \) with the state

\[ |\psi_{sk}\rangle = \sqrt{1-s_k} |0\rangle + \sqrt{s_k} |1\rangle, \quad s_k \in [0, 1], \]  

which can be represented with the density matrix \( \rho_1 = |\psi_{sk}\rangle \langle \psi_{sk}| \). The new density matrix of the whole system is given by the CPTP map

\[ \rho'(k\Delta t) = \rho_1 \otimes \text{Tr}_1 \{ \rho[(k-1)\Delta t] \}, \]  

where \( \text{Tr}_1 \{ \} \) denotes the partial trace performed over the first qubit. Gathering the maps in Eqs. (4) and (7), the first two steps of the algorithm, i.e., feeding an input and processing it, can be summarized in the total map

\[ \rho(k\Delta t) = e^{-iH\Delta t} \rho_1 \otimes \text{Tr}_1 \{ \rho[(k-1)\Delta t] \} e^{iH\Delta t}. \]  

In order to fully define the spin-based QRC, we still lack reading out the information of the system. The way in which we can extract information from a quantum system is by measuring it. The corresponding observables are the elements of the \( N \)-qubit Bloch vector and can be calculated as

\[ x_j(k\Delta t) = \text{Tr}[B_j \rho(k\Delta t)] = \langle B_j \rangle, \]  

where \( B_j \) is a product of \( N \) Pauli operators taken from \( \{I, \sigma^x, \sigma^y, \sigma^z\} \). For example, the projection observable of the first spin over the \( z \)-axis is given by \( B = \sigma_1^z \otimes I_2 \otimes \cdots \otimes I_N \). In Fig. 1 (b), we show the dynamics of observables \( \langle \sigma_1^z \rangle \) when they are driven by the input.

The observables are the variables of our RC system, as they encode the full quantum state. For \( N \) spins, the number of linearly independent variables that we can obtain is as large as \( 4^N - 1 \) (the \(-1 \) comes from the normalization). Measuring such a large number of observed variables is in general not practical and a set of observables is selected for the output layer. In a real experiment, the choice of this set could be conditioned from the setup. For most of the numerical experiments, we will take the projections over
Fig. 1 (a) Schematic representation of a reservoir computing system with a network of 5 quantum spins. (b) Example of the dynamics of the observables \( \langle \sigma_z^i \rangle \) for a random network of 5 spins with parameters \( \Delta t = 10, h = 1 \) and \( J_s = 1 \). It can be seen that the spins 2, 3, 4, and 5 are driven by the dynamics of spin 1, plotted with the red line.

the z-axis of the spins \( \langle \sigma_z^i \rangle \), in order to compare with the observations reported in [18]. However, as we will see in the last section of the numerical results, a key issue is about advantages or limitations when measuring different observables, also signaling qubits correlations.

As in [18], the present approach is based on an ensemble quantum system, which contains a large number of copies of the reservoir. An example of this kind of ensemble can be found in NMR spin ensemble system, like the experiment carried out in [33]. This assumption allows us to disregard the back-action after any measurement.

**Information Processing Capacity**

It was recently shown that one can estimate the computational capabilities of a dynamical system measuring its Information Processing Capacity (IPC) [26]. This approach is particularly insightful, as it provides the full task-independent characterization of reservoir computers. In particular, the authors of Ref. [26] demonstrate that the total computational capacity of a dynamical system is bounded by the number of linearly independent variables that we use for the output. In addition, the computed IPC can only saturate the bound when the dynamical system has fading memory, i.e., when the dynamical system dissipates the information about the input after some time.

In general, a given capacity quantifies how well a system reproduces a target function, and it is defined as

\[
C_L(X, y) = 1 - \frac{\min_w \text{MSE}_L(y, \bar{y})}{\langle \bar{y}^2 \rangle_L},
\]

where we recall that \( X \) is the matrix of the reservoir variables at different times, \( y \) is the vector of outputs from the reservoir for each input, \( \bar{y} \) is the target and \( w \) is the vector of weights of the output layer. The mean square error introduced in Eq. (3) can be obtained from the outputs of the system, for example with a linear regression. The bracket \( \langle \bar{y}^2 \rangle_L \) denotes the temporal average over the target sequence of size \( L \).

To compute the total capacity of the spin-based QRC system, we should evaluate all the possible linear and nonlinear functions of the input sequence that our system can approximate. Following the original theory [26], the chosen target functions need to be orthogonal and will be defined as the product of Legendre polynomials of a given degree \( d_i \), such that the sum of the degrees of all the multiplied polynomials add up to a given degree \( d \) of nonlinearity. Then, the total capacity can be divided in linear and nonlinear contributions. Besides, the polynomials will be functions of the input at different times in the past. In this way, our targets not only account for nonlinear functions but also temporal maps.
The target function for a given degree $d$ is:

$$\hat{y}_k = \prod_i P_d[\hat{y}_{k-1}], \quad \sum_i d_i = d, \quad (11)$$

where the scaled input is uniformly distributed over the interval $[-1, 1]$, consistently with the polynomials definition. Comparing with Eq. (6), $s_k = (1 + \hat{y}_k)/2$.

In the theoretical framework, the total capacity is saturated when input sequences of infinite length are considered and the contributions of all the possible nonlinearities, i.e., up to an infinite degree, are computed. However, a sufficiently long input sequence and sufficiently high maximum degree give a stable result. In practice, this means input streams of a length $L = 10^5$, as in our simulations. As for degree, we have checked that $d_{\text{max}} = 9$ is enough for our system. Besides, an initial transient must be taken into account to wash out the initial condition of the system, that for us will be $10^4$ inputs. Since individual capacities may be slightly overestimated in the numerical analysis, a threshold is set to truncate the smaller contributions (for a more formal definition of this threshold, see [26]).

**Numerical Results**

**Influence of the Input Driving on the Fading Memory**

To verify that our system is well behaved, we can start checking if it has fading memory, i.e., if it forgets the initial condition and also how fast it does so. This can be evaluated by simulating the temporal evolution of the system for the same input sequence but starting from two different distant initial states of the quantum spins network, $\rho_A$ and $\rho_B$. We will focus on the influence of the time between inputs $\Delta t$ since this parameter is directly involved in the input driving, controlling the interaction time of the system’s Hamiltonian for every input. The other parameters are fixed as $h = 1$ and $J_z = 1$, and the number of spins is $N = 5$, here and in the following, unless otherwise stated. The influence of parameters $h$ and $J_z$ on the IPC is explored in Appendix 1, which also includes a justification for this choice. The corresponding numerical results are shown in Fig. 2.

Figure 2 (a) represents the distance between the density matrices obtained from two different initial conditions at different instants of time $t$. This distance follows from the Frobenius norm defined as $||A|| = \sqrt{\text{Tr}(A^\dagger A)}$ where $A$ is an arbitrary complex matrix and $A^\dagger$ is its conjugate transpose. We find that the time to reach convergence, i.e., a vanishing difference of states, depends on the value of $\Delta t$. The fastest convergence is found for an intermediate value of $\Delta t \sim 1$, while slow convergence occurs for both small and large values of $\Delta t$. Actually, there are two relevant factors influencing convergence. First, the frequency at which the system is driven away from its free evolution due to input injection that comes with an associated information erasure (partial trace in Eq. (8)). And second, the free network relaxation to a state that, with the erasure of information of the partial trace, will tend after a certain transient to be independent of the initial conditions. Too frequent injections almost freeze the system while increasing $\Delta t$ the system has enough time to relax. We observe indeed an interplay between the time we wait for feeding the input, $\Delta t$, and the number of inputs we introduce during the evolution $t$. The effect of the number of inputs, defined as $t/\Delta t$, is addressed in Fig. 2 (b). In this representation, we find that all curves for the convergence collapse for $\Delta t \gtrsim 4$. In contrast, the number of inputs needed to reach convergence increases for $\Delta t \lesssim 4$, as expected since the system does not have time to significantly evolve. The results in Fig. 2 illustrate that values of the time between inputs in the range $\Delta t \in [1, 4]$ provide a compromise between a fast convergence and a moderate number of inputs to reach convergence, already attained at time $t \sim 50$. We note that, while we have never observed convergence to be lost with the chosen parameter values, convergence may depend on the particular instance of an input sequence.

Now we focus on the influence of the input driving, through $\Delta t$, on the IPC evaluated for the first time for spin-based QRC. The corresponding numerical results are shown in Fig. 3, together with the influence of the number of reservoir spins $N$ on the IPC. In the following, the values of the IPC are usually given in normalized units, with the normalization factor being the respective number of output variables (observables), i.e., the number of trained output weights. For the sake of clarity, also the absolute capacity is shown when relevant. Insight is gained from the displayed contributions to the IPC corresponding to different degrees, plotted in different colors. Figure 3 (a) shows the IPC as a function of the time between inputs $\Delta t$, with the number of observables $(\langle \sigma_z^i \rangle)$ being $N = 5$.

For small and intermediate values of $\Delta t$, i.e., $\Delta t \lesssim 1$, we observe in Fig. 3 (a) that the maximum capacity is reached and that the contribution to the IPC is mostly linear, i.e., $d = 1$. Nonlinear contributions to the IPC appear as $\Delta t$ increases, mostly dominated by degrees $d = 2$ and $d = 3$. Finally, we find that the ratio of linear and nonlinear contributions to the IPC remain constant when $\Delta t \gtrsim 4$

To a large extent, we can relate the trends of the IPC in Fig. 3 (a) to the results presented in Fig. 2 (a) and (b). For small $\Delta t$, the convergence becomes extremely slow and the distance between the states originating from two different
initial conditions is barely affected by new inputs. Thus, the maximum IPC is not reached. For $\Delta t \sim 1$, the system shows a fast convergence but the IPC indicates that the interactions between the inputs and the reservoir’s observables remain mostly linear. For $\Delta t \gtrsim 4$, the number of inputs to reach convergence become the dominant parameter and it remains constant. As a result, the capacity of the system no longer changes. The results help us to decide the value of $\Delta t$ for the following numerical simulations. We choose $\Delta t = 10$ as a representative value of the rich system’s dynamical response, showing both linear and nonlinear contributions to the IPC. This value is well established within the saturation region of the maximum capacity for this set of parameters and observables.

Finally, Fig. 3 (b) and (c) show the IPC as a function of the number of spins in the system, $N$. For the selected parameters, the total memory is always saturated and increases linearly with the system size, corresponding to the number of spins/observables. Interestingly, nonlinear contributions show up when we increase the number of spins. This indicates that the system complexity increases with increasing network sizes. From now on, whenever we want to show the total capacity, it will be contained in the right axis of the figure of interest, like in Fig. 3 (c). With respect to $N$, we take $N = 5$ as our benchmark for the following numerical simulations in order to keep a reasonable computational time.

Influence of the Observables on the Information Processing Capacity: Virtual Nodes

So far, we have limited our observables to a small set, the projections over the $z$-axis $\langle \sigma_z^i \rangle$ for $i = 1, \ldots, N$. However, this is a small portion of information compared with the large number of degrees of freedom that our system can provide and the rich dynamics that they present. A proposal introduced in classical [16] and quantum [18] versions of reservoir computing tries to exploit this last point. It is known as time multiplexing and consists in sampling the observables at smaller time intervals between two different inputs. In this manner, we take more than one snapshot of the dynamics, obtaining more information that was hidden to us with only one measurement between inputs. The time multiplexing scheme used here is represented in Fig. 4. Having already $N$ spins, we will increase the number of output variables up to $NV$, where $V$ is the number of subdivided time intervals. These additional variables are often referred to as virtual nodes [16, 18].

We first need to derive a formal definition of the additional observables when time multiplexing is considered. Once we have introduced the input $s_k$ into the system, we evolve the density matrix for a time interval $v \Delta t / V$ with $1 \leq v \leq V$ using the following map:

$$\rho[(k-1)\Delta t + v \Delta t / V] = e^{-i H_v \Delta t / V} \rho_1 \otimes \text{Tr}_1 \{ \rho[(k-1)\Delta t] \} e^{i H_v \Delta t / V},$$

with

$$\rho_1 = e^{-i H_0 \Delta t} \rho_1 e^{i H_0 \Delta t},$$

where $H_0$ is the original Hamiltonian and $H_v$ is the new Hamiltonian used for the time multiplexing
Fig. 3 (a) IPC versus time between inputs $\Delta t$; in (b) and (c) respect to the number of spins $N$. The parameters in (a) are $h = 1$, $J_s = 1$ and $N = 5$, while in (b) and (c) we have used the same $h$ and $J_s$ with $\Delta t = 10$. In (b), we represent the IPC without normalization to appreciate the growth of nonlinearities. In (c) we normalize the IPC respect to the theoretical maximum capacity (number of output variables, here $N$). In this last plot we include the behavior of the total capacity in absolute value (red line) to stress that the capacity of the system increases with the number of observables in the output. The error bars of the plots correspond to the standard deviation over 10 realizations getting the state of the system at different times between inputs. Then, the value of the observables can be computed also at different times

$$x_j[(k - 1)\Delta t + v\Delta t/V] = \text{Tr} \left\{ B_j \rho[(k - 1)\Delta t + v\Delta t/V] \right\}.$$  

(13)

Figure 5 illustrates the influence of considering virtual nodes over the processing capacity of the system. Increasing the number of output variables, we take advantage of the rich dynamics of the observables and increase the total capacity of the system (in absolute value, see red line in Fig. 5), up to a saturation when virtual nodes become redundant. However, for high enough values of $V$, we observe that the normalized maximum capacity is not reached. For high $V$, the time interval $\Delta t/V$ between virtual nodes becomes too small to provide a significant temporal evolution of the observables. In fact, for small values of $\Delta t/V$, the exponential in the Hamiltonian dynamics between virtual nodes can be approximated at the first order, making the network evolution nearly linear. Another interesting finding in Fig. 5 is that, by considering additional virtual nodes, higher-order degree nonlinearities become available. These results suggest that combining the observables for different spins at different times unlocks the dynamical complexity that is otherwise inaccessible in the QRC-based spin system. Further research can be focused on the origin of these nonlinearities.

We have shown in Fig. 5 that introducing virtual nodes can have a large impact over the IPC, even if the remaining system parameters remain unchanged. Now, we evaluate the impact of having virtual nodes on the IPC as a function of other system parameters, in an analogous manner to the numerical results leading to Fig. 3. By setting an intermediate number of time-multiplexed segments, $V = 10$, we proceed to illustrate the behavior of the IPC with respect to $\Delta t$ and $N$ in Fig. 6, in which the number of output variables is $10N$. The results in Fig. 6 (a) show that the linear and nonlinear contributions to the IPC again remain constant when $\Delta t \gtrsim 4$. We find that the maximum normalized capacity is in this case reached when $\Delta t > 2$. In a relative sense, the nonlinear contributions become more apparent when virtual nodes are considered, as compared with the results in Fig. 3. In addition, we observe a more pronounced decrease of the normalized capacity in Fig. 6 for small values of $\Delta t$ with respect to Fig. 3.
The fading memory of the system is certainly not affected by the consideration of virtual nodes since the convergence of the spin-based QRC system is independent of $V$. We find that the loss of capacity for small $\Delta t$ in Fig. 6 (a) comes from the similarity between output variables, with the virtual nodes becoming linearly dependent. Finally, we show in Fig. 6 (b) that the maximum normalized capacity is only reached for $N \geq 4$. For small system sizes, the increase in the number of output variables appears to fail to provide information due to the fact that some of these output variables are not linearly independent. Summarizing, there is a limit to the total achievable capacity for an increasing number of virtual nodes given a fixed system size and choice of observables, being the major advantage of introducing virtual nodes the possibility to access nonlinear memory.

**Influence of the Observables on the Information Processing Capacity: Different Projection Directions and Correlations**

We initially restricted ourselves to use the projections $\langle \sigma_i^z \rangle$ as our output variables. One may wonder if this is a preferred direction for the QRC performance. Furthermore, since these are just a few number of observables, $N$, with respect to the total number of degrees of freedom of the spin-based QRC system, it is interesting to explore the performance for other possible choices of the observables, including correlations. Figure 7 represents the IPC for different sets of observables. In the top row, Fig. 7 (a) shows the IPC of the three different projections of the spin ($x$, $y$ and $z$) and the contributions of their combinations. By combinations, we mean to use, for instance, together the observables of $\langle \sigma_x^i \rangle$ and $\langle \sigma_y^j \rangle$ in the output layer, having a total amount of 10 observables ($2NV$, with $N=5$ and $V=1$) and labeled in the plot as $x + y$. Figure 7 (b) shows the same characterization but for correlations of the form $\langle \sigma_i^a \sigma_j^b \rangle$, with $a, b = x, y, z$ and $i \neq j$. At a first sight, the different combinations of observables shown in Fig. 7 (a) and (b) do not show a large qualitative difference in normalized capacities. Still, we note a slightly larger linear memory when considering spin projections in the $z$ direction. Higher total capacities are achieved considering
Fig. 7 IPC versus different sets of observables. The parameters are \( N = 5, \Delta t = 10, h = 1 \) and \( J_z = 1 \). The red lines represent the total capacity in absolute value. The top row ((a) and (b)) corresponds to \( V = 1 \) while the bottom row ((c) and (d)) corresponds to \( V = 10 \).

Notice that the normalization factor in this plot is \( V \) times the number of observables (see the main text for details). The error bars of the plots correspond to the standard deviation over 10 realizations.

The bottom row of Fig. 7 provides insights on the role of the observables when considering both virtual nodes and different measured quantities. Figure 7 (c) and (d) represent the IPC for the same sets of observables as in Fig. 7a and b but using \( V = 10 \) virtual nodes. As shown in Fig. 7 (c), the total capacity saturates the bound for the simplest sets of observables and their combinations. The combinations of observables bring additional nonlinear memory contributions while the linear memory remains roughly constant. Furthermore, using correlations as observables, as is done in Fig. 7 (d), we can sustain the total capacity up to the saturation level as well, even with the consideration of virtual nodes and different combinations of observables. In this way, we can obtain a larger total capacity of the system with respect to the cases in Fig. 7 (c). For instance, a bar like \( xy \) in Fig. 7 (d) has a total capacity of 200 (20 times \( V \)), while none of the bars in Fig. 7 (c) has a total capacity larger than 150. The large total capacity reached in Fig. 7 (d) illustrates that the spin-based QRC system has a large number of available degrees of freedom even if the system is made of only a few spins, here \( N = 5 \).

### Conclusion and Future Work

Quantum reservoir computing is a new promising line in the already well-established field of reservoir computing. Recent theoretical proposals of quantum reservoir networks of spins are leading to preliminary proof-of-principle experimental realizations [33, 34]. In addition, extension of QRC to continuous variable systems [35] or to layered reservoir structures [36, 37] offers promising perspectives.

In this work, we have evaluated the performance of the spin-based QRC model proposed in [18] with respect to the Information Processing Capacity measure [26]. This task-independent measure gathers all the possible contributions that a dynamical system can provide to reproduce linear and nonlinear functions of an input sequence. The IPC allows to quantify these contributions and test whether the system under study is working in proper operational conditions, where the total capacity is maximized.

The complex dynamics of the spin network has been characterized to establish the fading memory character of the reservoir. The convergence of the system when starting from different initial conditions is strongly influenced...
by the frequency of input injection. We have identified competing mechanisms of information erasure and system driving, leading to an optimum value of the input injection periodicity ($\Delta t$) so that the system can converge faster. In particular, this optimum value corresponds to the thermalization time of local observables, as will be discussed elsewhere [38]. Regarding the IPC, $\Delta t$ sets a threshold for which the total capacity is saturated, finding a stable distribution of linear and nonlinear memories for the higher values. These findings set the conditions to estimate the potential operating speed of spin-based QRC systems in experimental realizations.

The second main result of this work is the identification of the importance of the reservoir and output sizes on the IPC through either virtual nodes and observables. We have explicitly exploited the large dimensionality of spin-based QRC systems and provided ways to access the corresponding available capacity. On the one hand, we saw that exploiting the rich dynamics of observables through time multiplexing can increase significantly the memory capacity of the system, without compromising the saturation of the total capacity. This multiplexing reaches its limit when $\Delta t/V$ is so small that virtual nodes are not linearly independent anymore. On the other hand, we evaluated the performance of different sets of observables for the readout layer. The results show that using correlations of the type $\langle \sigma_i^a \sigma_j^b \rangle$ with $a, b = x, y, z$ and $i \neq j$ can increase the total absolute capacity with respect to observables of the type $\langle \sigma_i^a \rangle$. This is the quantum advantage offered by exploiting the Hilbert space size of the quantum system. In particular, using virtual nodes and combinations of different sets of observables, saturation level of the total capacity is sustained. These results emphasize the importance of considering other sets of observables to boost the performance of quantum reservoir computers.

Quantum reservoir computing is a novel research field and there are several interesting open questions this work paves the way to address. The role of coherences, network topology and type of interactions are just a few examples. The main challenge that remains open is the assessment of measurements in the algorithm (back-action), beyond an ensemble picture. It will also be interesting to consider the extension of the formalism towards tasks with a quantum input. The former could lead to develop an algorithm which works in an online mode for temporal tasks for real experiments, while the latter would provide a full quantum machine learning approach, both for the processed input data and for the processing system.
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Appendix 1

Here, we motivate the choice of the parameters $h$ and $J_s$ of the model presented in Eq. (5). Our choice is based on the numerical results shown in Fig. 8, in which the IPC is computed for different values of $h$ and $J_s$. Other relevant system parameters are set to $\Delta t = 10$ and $N = 5$, which have been our benchmark in the simulations according to the results presented in the main text. We have explored different sets of observables for the readout layer. The results show that using correlations of the type $\langle \sigma_i^a \sigma_j^b \rangle$ with $a, b = x, y, z$ and $i \neq j$ can increase the total absolute capacity with respect to observables of the type $\langle \sigma_i^a \rangle$. This is the quantum advantage offered by exploiting the Hilbert space size of the quantum system. In particular, using virtual nodes and combinations of different sets of observables, saturation level of the total capacity is sustained. These results emphasize the importance of considering other sets of observables to boost the performance of quantum reservoir computers.

![Fig. 8 IPC versus (a) natural frequency of the spins $h$ and (b) coupling strength $J_s$. The parameters in (a) are $\Delta t = 10$, $J_s = 1$ and $N = 5$, while in (b) we have used $\Delta t = 10$, $h = 1$ and $N = 5$. Notice that the normalization factor in this plot is $N$. The error bars of the plots correspond to the standard deviation over 10 realizations.](image-url)
four orders of magnitude for both $h$ and $J_s$ to observe the evolution of the normalized capacity together with the distribution of the linear and nonlinear contributions to the IPC. For small values of $h$, the total capacity does not saturate and the main contribution is the linear memory, being the only contribution for small values of $J_s$. For higher values of either $h$ or $J_s$, the profile of memory capacities changes towards a higher presence of nonlinear contributions, while keeping the bound of the total capacity. Thus, the decision of choosing $h = 1$ and $J_s = 1$ as our benchmark (with $\Delta t = 10$ and $N = 5$) is based on the fact that it is a well established operational point, with a saturated total capacity, and a good presence of nonlinear contributions.

### Appendix 2

In this appendix, we explain in more detail how the bars of the IPC are computed. Contributions to the IPC are usually shown according to the degree of the polynomial we want to reproduce. For each degree, we need to sum up the contributions coming from different delays. By delay we mean how far in the past we consider the influence of the input into the system. This influence is represented in Eq. (11) by taking the inputs $s_{k-i}$, where $i$ is the delay respect to present time $k$.

In the main text, we have only shown the sum of the capacities over the delays. To deepen in our characterization we include here an illustration of the role of the delay for the reproduction of polynomials of degree 1, i.e., linear memory. The name of linear memory comes from the fact that we are computing the capacity of reproducing or “remembering” targets of the form $\tilde{y}_k = s_{k-i}$. Figure 9 represents the bare capacity of Eq. (10) with respect to delay $i$ for such a linear memory.

The area under the curve of Fig. 9 is what we have plotted as IPC of degree $d = 1$ in the bars’ plots across this work. In some cases, e.g., Fig. 8 (b) ($J_s = 0.01$), the influence of the input extends to delays longer than 100 past inputs and care needs to be taken to not disregard small non-vanishing contributions in the computation of the IPC. It is a straightforward procedure to represent linear memory, but nonlinear contributions are harder to untangle visually. Representing second- and third-order contributions is still possible with 2D and 3D heatmaps of the capacities respect to the multiple delays. However, such visual representations of the memory as a function of the delay find a limit when we go to nonlinearities of degree $d \geq 4$. Therefore, although we are aware that the summation over delay contributions is somehow hiding the information regarding the distribution of the memory for different delays, it provides a compact and readable representation.
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