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ABSTRACT

The pandemic of coronavirus has dramatically disrupted the retail industry, as many stores are forced to close and people across the world are shelter-in-place with online shopping as the inevitable choice. To meet the rapidly increasing demand for e-commerce, more data centers are expected to provide new or significantly improve existing cloud services that can better support hybrid workloads (e.g. online purchase jobs and batch jobs that support ranking or recommendation systems). Successful cloud systems need to efficiently handle and quickly respond to huge volume of traffic with such hybrid workloads. Meanwhile, it is critical to reduce the total cost of ownership (TCO) for profitability. Improving system utilization is one of the effective techniques to achieve the twin goals of high performance and low TCO. This paper conducts a comprehensive analysis on the 2017 and 2018 cluster traces released by Alibaba, which provides a case study about Alibaba’s best practices in improving the performance and cost efficiency of its large-scale cloud systems by consolidating time-sensitive online service jobs with time-insensitive batch jobs. Our investigation indicates that the over-subscription (causing resource waste and low utilization) and under-subscription (causing performance degradation) problems co-exist in the current Alibaba system. We develop a simulator that allows us to evaluate possible solutions to address this problem and their impact on the performance, energy consumption, and TCO. Our experiments show that the estimated TCO can be reduced by $600,000 for the 2018 trace running on over 4,000 machines without compromising performance. The TCO can decrease by nearly $68 million if similar strategy is extrapolated to Alibaba’s 432,000 web facing servers.

1. Introduction

In the past decade, we have witnessed the rapid growth of e-commerce and cloud services, which created IT giants like Amazon and Alibaba. According to the Netcraft report [22], Alibaba has become the world’s 2nd largest cloud computing company, right next to Amazon. The data centers of Alibaba serve millions of users and process billions of transactions on a daily basis. For example, in the 2017 Single’s Day Shopping Festival (11/11), $25 billion of products were sold and 1.5 billion payment transactions were processed [25] within 24 hours on the Alibaba system. This sales record was five times of the total 2017 Black Friday sales in U.S. [19]. In 2019, the Single’s Day Shopping record had grown to $38.4 billion, a 1.5× increase in two years [13]. The recent coronavirus pandemic has dramatically disrupted the retail industry, which brings a new boom to e-commerce. Leading companies like Amazon and Alibaba have seen flooded online orders. Walmart’s online sales have surged by 74% during the pandemic [30]. Target’s digital sales grew by more than 100% in March 2020 and are up 275% in April, 2020 [28]. It can be projected that more cloud systems will be built to meet the booming demand of e-commerce.

Large-scale cloud systems that can handle such an excessive amount of online traffic are essential to e-commerce, but their enormous appetite for investment and energy are astonishing as well. One of the Alibaba’s newest data centers in Hebei requires ¥18 billion capital investment plus millions of dollars annual electricity bills [31,3]. This number could further grow as the number of servers, the consumed energy, the labor to manage the system, and the electricity price all increase. McKinsey reported that the cost of data centers accounts for approximately 25% of the total corporate IT budget [12]. Inefficient data centers may threaten profitability, despite the large number of users and dominating market share [12]. One of the primary reasons for data center inefficiency is the low utilization. The Gartner and McKinsey report indicated that the server utilization rate is merely 6–12% [12] [23] for most enterprise data centers and another study showed that the...
utilization of Amazon AWS servers is not high either (~7–17%) [15].

To address the inefficiency issue, virtualization and server consolidation have been widely used to boost utilization rate. However, co-running jobs, especially time-sensitive jobs, on the same server may interfere with each other and adversely affect performance. A purchase request failure (even delay) can be disastrous to user experiences and result in huge revenue loss. Alibaba has explored an innovative approach to alleviate this dilemma by scheduling time-sensitive online service jobs and time-insensitive batch jobs to the same machine [33, 34]. In 2017 and 2018, Alibaba released two cluster traces that used the mixed scheduling strategy. The 2017 trace consists of 12,932 batch jobs and 11,076 online service jobs running on 1,313 machines over a 12-hour period. The 2018 trace is at a larger scale with 4,201,015 batch jobs and 370,540 online service jobs running on 4,023 machines over an 8-day period [1].

In this paper, we conduct a comprehensive analysis on the 2017 and 2018 Alibaba cluster traces and make the following contributions:

1. We use the Alibaba trace to quantitatively show that consolidating hybrid workloads can considerably improve the utilization of large-scale cloud systems and reduce TCO. Our analysis on the 2018 trace shows that the servers that only run batch jobs (time-insensitive) or service jobs (time-sensitive) have an average CPU utilization of 29.29% and 7.4% respectively. By applying the mixed scheduling strategy, the average server utilization is improved to 39.26%. This leads to millions of dollars of TCO reduction purely from the reduced number of servers without compromising quality of service (QoS). The TCO benefit will be even larger if savings on the physical footprint, power supplies, maintenance personnel, and cooling facilities are included.

2. We discover that the jobs submitted to the Alibaba cluster request an unreasonable amount of resources. A large portion of jobs (both batch and service jobs) aggressively over-subscribe resources. Meanwhile, a considerable number of jobs (both batch and service jobs) under-subscribe resources. This hurts the Alibaba system in both ways. The under-subscribed jobs will suffer from performance loss while the over-subscribed jobs will waste energy and lower system utilization.

3. We develop a simulator that allows us to quantitatively study the impact of reduced cluster sizes on the performance, energy consumption, and TCO of the Alibaba system.

4. Our simulation results indicate that 5% of servers can be safely removed from the cluster with negligible influence on performance, which is able to save about $600,000 (including server purchase cost and one year of electricity cost) for the system running the 2018 trace. Nearly $68 million TCO reduction can be achieved if similar strategy is extrapolated to Alibaba’s 432,000 Internet-facing servers [22].

The rest of the paper is organized as follows. Section 2 provides background information about the Alibaba system and highlights the trade-offs between server utilization and quality of service (i.e., performance). Section 3 discusses the details of the Alibaba cluster traces, presents the workload analysis results, and describes the identified over-subscription and under-subscription problems in the hybrid workloads. Section 4 presents the design and development of the Alibaba cluster trace simulator. Section 5 illustrates the experimental results conducted using the simulator. The related work is presented in Section 6. Section 7 concludes this study and discusses future work.

2. Background

2.1. Utilization matters

Large scale data centers contain hundreds of thousands of machines, which run a variety of jobs. Most of these jobs cannot fully utilize the CPU and memory resources of the servers thereby causing low server utilization. In fact, this is the primary reason for data center inefficiency because given the same workload, lower utilization means a company has to purchase more servers. AMD reported that the growth in server power use worldwide comes mostly from having more servers, not from having higher power use per server [24]. For a large-scale system, a small increase in server utilization could lead to significant cost savings. Assuming that a data center has a total of 2000 servers (each server costs $3000), among which half of them run batch jobs with an average utilization of 25% and the other half run service jobs with an average utilization of 15%. If the average utilization of servers can be improved to 40%, the system size can decrease by 50% (i.e. remove 1000 servers), which will reduce the TCO by at least $3 million provided that the total workload remains unchanged. Therefore, improving server utilization is an effective way to reduce data center TCO.

2.2. Performance dominates

Server utilization can be improved by consolidating multiple jobs on the same server via virtual machine or container technology. However, this may lead to resource contention and cause unpredictable performance degradation. For the time-sensitive jobs (e.g., online purchasing), request failures or delays are not acceptable because they can result in huge revenue loss. For example, Google found that increasing the search results from 10 per page to 30 per page would increase the page load time from 0.4 to 0.9 s [5]. This half a second performance degradation resulted in a 20% decrease in searches [7], which would cause millions of dollars of loss in advertisement. It is essential that improving server utilization should not be at the cost of sacrificing performance or QoS.

2.3. Alibaba scheduler

As one of the biggest e-commerce providers, Alibaba runs hybrid workloads such as online service jobs (e.g., searching, online shopping, and advertising) and batch jobs (e.g., data mining and machine learning to understand customer behaviors and provide customized recommendations). Since online service jobs are essential for business, they are very time-sensitive. Batch jobs are not time-sensitive so they are given lower priority and will be terminated when resource contention with time-sensitive jobs occurs. To ensure high server utilization and quality of critical online services, Alibaba implemented a mix scheduling framework (see Fig. 1), in which the time-insensitive batch jobs are colocated with the time-sensitive service jobs. More specifically, there are two schedulers in the Alibaba system. The Sigma scheduler allocates online service jobs while the Fuxi scheduler is responsible for dispatching batch jobs [33]. They share the state of the entire cluster to obtain global view of system status and make better scheduling decisions.

3. Workload analysis

3.1. Alibaba dataset

The Alibaba cluster traces provide detailed information about the servers, batch jobs, and service jobs [1]. Specifically, the 2018 trace constitutes 6 files with more than 450 GB of uncompressed data logged over an 8 day period. Each trace file is an SQL dump of its respective table, saved in the CSV format. Since the 9th day dataset has incomplete records (only several hours of data is available and some information is missing), we decide to extract datasets with 7 complete days (i.e. 168 h) for use in our analysis. Fig. 2 visualizes the overall CPU utilization for each day included in the 2018 trace during a 24 h period, from which we can see that the valleys and peaks occur at specific times of the day and the daily usage patterns are largely repetitive.

The server information is given in the machine_meta table and the machine_usage table. The machine_meta table describes the events that
occur on the physical systems such as capacity and errors. The machine_usage table contains the utilization of CPU, memory, and disk access timestamped in 10 second intervals. The batch_task table and the batch_instance table provide information about batch jobs. The batch_task table shows the status and resource demands of the batch tasks. The batch_instance table includes the resource usage of each instance of the task and their status. Service jobs are described in the container_meta table and the container_usage table. Each batch job has one or numerous tasks and each task runs a single or multiple instances, which execute the same binaries but on different input. Each time an instance tries to run is called a trial. An instance can have more than one trial before its successful termination although this is rare (e.g. only less than 1% of instances experience more than one trial).

Table 1 summarizes the total number of servers, batch jobs, tasks, instances, and service jobs in the trace files of the 2017 and 2018 datasets.

|                     | 2017   | 2018   |
|---------------------|--------|--------|
| Number of servers   | 1,313  | 4,023  |
| Batch jobs          | 12,932 | 4,201,014 |
| Batch tasks         | 80,386 | 410,134 |
| Batch instances     | 11,829,897 | 1,351,255,775 |
| Service jobs        | 11,076 | 370,540 |

3.2. Machine utilization

There are a total of 4,023 machines in the 2018 Alibaba cluster trace,
among which 145 machines only run service jobs and 11 machines only run batch jobs. The remaining machines run both service jobs and batch jobs. Figs. 3–5 plot the CPU, memory, and disk utilization of the entire cluster over time in hours, color-coded to indicate machines running service jobs only, batch jobs only, and both jobs respectively. Machines included in machine_usage with no recorded jobs are also displayed for completeness. Table 2 summarizes the average CPU, memory, and disk utilization of the three different kinds of servers as compared to the 2017 trace files. It can be observed that the mixed scheduling strategy considerably improves both CPU and memory utilization. For example, in the 2018 Alibaba trace, the servers that only run batch jobs or service jobs have an average CPU utilization of 29.29% and 7.42% respectively. By applying the mixed scheduling strategy, the average server utilization is improved to 39.26%. We also notice that machines running only service jobs rarely reach 15% CPU utilization while almost all machines running both batch jobs and service jobs can exceed 80% of CPU utilization multiple times. Similarly, the memory utilization of machines running only service jobs is roughly 80% while it is not uncommon for machines running both jobs to exceed 90% of memory utilization. Disk utilization seems to have little impact on performance with less than 8% of disk resources are used on average for mixed systems.

3.3. Batch jobs

When a batch job arrives, the FuxiMaster starts an AppMaster (a.k.a. Application master or job master) for that job. Once started, the AppMaster reads the job description file, interprets the resource requirement, analyzes task dependency, and sends resource requests to the FuxiMaster accordingly. The FuxiMaster allocates resources and sends them to the AppMaster. If there are not enough resources available, it sends the resources in the incremental fashion upon availability. The approved resources sent to the AppMaster is referred to as resource grants. Once the minimum required amount of resources is obtained, the job master starts the task. Resource subscription is the amount of resources that a task requests from the FuxiMaster and gets grants for it. Over-subscription refers to the case in which the requested resources are more than the utilized resources. Similarly, under-subscription refers to the case in which the requested resources are less than the utilized resources. Proper subscription means that the requested resources is roughly equivalent to the utilized resources.

Fig. 6 shows that in the 2017 Alibaba trace, 65.30% of batch jobs over-subscribe CPU resources, among which 13.80%, 23.71%, 30.63% and 31.85% over-subscribe the CPU resources by 0–25%, 25–50%, 50–75%, and 75–100% respectively. These over-subscribed resources will be held by the tasks (without being used) until they terminate, which leads to low utilization and degrades system performance. The under-subscription problem is also common and severe. Our analysis indicates that 19.68% of batch jobs under-subscribe CPU resources, among which 32.68% under-subscribe CPU resources by 25–50% while the other 65.83% under-subscribe CPU resources by over 50%. These jobs could suffer from longer execution time.

3.4. Service jobs

Service jobs are time-sensitive therefore they are given higher privileges in obtaining system resources. To prevent interference from other co-running jobs, service jobs are executed in containers. Each container is guaranteed to have certain amount of CPU, memory and disk space, which is exclusively allocated for it. However, the allocated resources for containers are always not fully utilized. Fig. 7 shows that in the 2017 Alibaba trace, 90.12% of the containers use less than 25% allocated CPU and 8.94% of containers use only 25–50% of CPU resources. As for memory and disk resources, 13.92% of the containers use only less than half of the allocated memory and 96.99% of containers use less than 25% of the allocated disk space.

3.5. Summary

To summarize, the over-subscription and under-subscription problems co-exist in the Alibaba system and are equally severe, which hurts the system efficiency in two ways. The excessive over-subscription of resources causes low resource utilization and decreases the system efficiency. Meanwhile, jobs that under-subscribe resources suffer from delayed execution time due to the lack of sufficient resources.

4. Simulator design

In the previous section, we have analyzed the unique workload characteristics and resource utilization of the Alibaba system. Our analysis indicates that there is a great potential to further improve system efficiency. For example, the system utilization and performance could be improved if the over-subscribed resources are allocated to the
under-subscribed jobs. The number of machines in the cluster could be reduced without degrading performance. Unfortunately, the Alibaba trace was given as static trace files and all parameters in the trace files have been pre-determined. In order to conduct experiments to quantitatively study the impact of varied cluster size and different system configurations on the performance and TCO of the Alibaba system, it is essential to design and develop a simulator that can reproduce the scheduling process. In 2013, Google developed an “Omega” simulator [8] to emulate its cluster scheduling process and explored the impact of different configurations and scheduling strategies on system efficiency and utilization [26]. We adopt the similar methodology used by Google to design and develop our simulator.

In this section, we present the design of the Alibaba scheduler simulator driven by real Alibaba production workloads [33] (it can also take synthetic workloads). The design and implementation are largely
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**Fig. 4.** Memory utilization by hours.
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**Fig. 5.** Disk utilization by hours.

| Year | Type          | CPU Utilization | Memory Utilization | Disk Utilization |
|------|---------------|-----------------|--------------------|------------------|
|      | Batch jobs    | 17.56%          | 29.54%             | 43.31%           |
|      | Service jobs  | 11.27%          | 34.3%              | 35.73%           |
|      | Both          | 28.11%          | 52.18%             | 47.81%           |
| 2018 | Batch jobs    | 29.29%          | 79.55%             | 10.30%           |
|      | Service jobs  | 7.42%           | 80.46%             | 1.94%            |
|      | Both          | 39.26%          | 88.56%             | 7.96%            |

**Table 2**

Average CPU, memory, and disk utilization.

![Table 2](image3)
derived from the details explained in the Alibaba Fuxi paper [34]. The Google Omega scheduler simulator [8] also provides important insights (e.g. how to use Agenda to handle job submission and how to update the event time using a clock) on how to implement a scheduler simulator for large-scale systems. The simulator supports both the 2017 and 2018 Alibaba traces.

4.1. Fuxi scheduler workflow

The Fuxi scheduler includes five main components: the FuxiMaster (FM), the FuxiAgent (FA), the AppMaster (AM), the Task Master (TM), and the Task Worker (TW). Fig. 8 plots the typical workflow that the Fuxi scheduler allocates resources for jobs. Fig. 9 shows the steps to deallocate resources and terminate a batch job. When a job is submitted to the FuxiMaster, the FuxiMaster will first try to find a FuxiAgent residing on a machine with available resources. Next, the FuxiAgent will start the AppMaster for the job. When receiving the job description, the AppMaster first predicts the resource needs for each task then sends resource request to the FuxiMaster. The FuxiMaster will check the available resource pool for free resources, allocate the resources when available and send resource grants to the AppMaster. If there are not enough resources available, the FuxiMaster will push the unfulfilled resource requests into a queue called locality tree and send resource grants in an incremental fashion. Every time when certain resources are granted, the FuxiMaster will update the status of the resource requests. Once the AppMaster receives resource grants, it determines which task to be scheduled next based on task dependency and the resources received. The AppMaster then starts the Task Master for that task and send resources to it. After that, the Task Master will be able to schedule the instances of the task for execution. While a task is running, the Task Worker will periodically report the status of the task to the Task Master. When all Task Workers have reported completion to the Task Master, the Task Master will consider the job to be completed. The Task Master will send resource deallocation request to the AppMaster, which will be forwarded to the FuxiMaster. It is the responsibility of the FuxiMaster to finally deallocate the resources and update the free resource pool. Once all tasks in a job have completed, the AppMaster will report its completion to the FuxiMaster then terminate the job.

4.2. Terminology

To better understand the workflow of the Fuxi scheduler simulator, it is beneficial to briefly introduce four important terminologies: job description, resource requests, resource grants, and locality tree. More details of these terminologies can be found in the Alibaba Fuxi paper [34].

1. Job description – A job description contains job id, job submission time, number of tasks, and task description of each task in the job. Task description includes the task’s creation time, dependency, and
the required resources. In our simulator, a job description is generated for each job residing in the input trace files.

2. Resource request – After receiving the job description, the AppMaster calculates the resource needs of the job and sends resource request to the FuxiMaster. A resource request consists of schedule unit definition, quantities for each schedule unit, and other attributes such as location preference and priority etc. [34], which is sent from the AppMaster to the FuxiMaster to apply for resources.

3. Resource grants – A resource grant is sent by the FuxiMaster to the AppMaster, which carries information about the machine id, the CPU id, memory, and diskspace allocated for the job.

4. Locality tree – In the Fuxi’s scheduler, a job only needs to specify its resource demand once. The FuxiMaster makes incremental resource allocation if the requested resources cannot be fulfilled at once. This can significantly reduce the communication and message processing overhead by preventing jobs from repetitively asserting full resource demands and checking the status of their requests. The FuxiMaster keeps the unfulfilled demands of each job in a locality tree, which supports the incremental resource allocation protocol [34]. In our simulator, a locality tree is implemented to keep unfulfilled resource requests in the waiting queue and automatically grants resources to the AppMaster when new resources are available. Once the requested resources are fulfilled, the FuxiMaster removes the request from the queue. The Alibaba Fuxi paper [34] indicates that jobs with higher priority will get the requested resources early. When the priority is the same, the waiting time will be taken into consideration. Our simulator uses the First In First Out (FIFO) algorithm to resolve the conflict when the priority of multiple jobs is identical.

5. Free resource pool – Upon receipt of resource requests from the AppMaster, the FuxiMaster will check the free resource pool and try to find sufficient free resources which can meet the application’s locality requirements. If the free resource is insufficient, the resource requests will be queued by the FuxiMaster in the locality tree [34]. Before making final allocation decisions, the FuxiMaster considers load balancing of each machine as well. If the load on a machine is higher than the specified load limit, resources on that machine will not be removed from the free resource pool.

4.3. Job submission

The most difficult part is to accurately simulate the submission of jobs to the Fuxi scheduler at the specific time given in the Alibaba trace files or synthetically generated input files. Inspired by the implementation of the Google Omega scheduler simulator [8], we use a priority queue of Agenda that is sorted by time to simulate the job submission process (see Fig. 10). Basically, the Agenda is an event queue that collects the events and sorts them by time. Each event has an action and a specific time at which the action is performed. The simulator maintains a clock that is updated each time an event occurs with the time of that event. Initially, the Agenda is filled with job arrival events and each job arrival event will add new events to the Agenda.
Three input files are generated from the released Alibaba trace files: the batch job file, the batch task file, and the service job file.

1. The batch job file contains the following information: job arrival time, job id, and the number of tasks in the job. The job arrival time is the earliest creation time of a task among all tasks in the job. The number of tasks in the job is counted directly from the corresponding trace file. The job submission time is one second less than the job arrival time, which simulates the time needed to start the AppMaster before the task can be created. In real systems, the task creation time may vary depending on the delay in scheduling the job. Here the one second is a rough estimate because the real delay is not provided in the Alibaba trace files.

2. The batch task file provides information that includes job id, task id, task creation time, the number of instances in the task, duration of each instance, and the amount of CPU, memory and disk space needed for an instance to run. Duration of the instance is calculated from the trace file as the average difference between instance creation time and end time of the successful trial of all instances. The number of instances of the task is calculated by counting final trial of instances with the same job id and task id. The required CPU and memory resources are calculated as the average CPU and memory usage of all instances of the task.

3. The service job file consists of container id, creation time of the container, duration of the container, machine id on which the container is created, the number of CPUs it needs, and their CPU ids as well as the allocated memory and disk space information. All information is available from the container event table except for the duration. As no information exists in the trace files indicating how long a container will exist, we assume the container exists until the end of simulation. We can infer from the trace file that resources for each container are available when they are assigned to a server, thus reallocating container resources as needed.

4.4. Simulator output

The simulator collects and records the following information of each individual machine in a 5-second interval: (1) the amount of CPU, memory, and disk space used; (2) the wait time in queue of each job (time between the job creation and an AppMaster is created for the job); (3) the wait time of each resource request (time between it is created and fulfilled completely); (4) the wait time of each task before it gets first resource grant; and (5) the wait time of each task before it gets last resource grant. The savings on total cost of ownership (TCO) is not directly produced by the simulator. Rather, it is calculated from the simulator output results indirectly after considering the cost of each server, the average power usage of a server, and the electricity price.

4.5. Simulator output

The simulator collects and records the following information of each individual machine in a 5-second interval: (1) the amount of CPU, memory, and disk space used; (2) the wait time in queue of each job (time between the job creation and an AppMaster is created for the job); (3) the wait time of each resource request (time between it is created and fulfilled completely); (4) the wait time of each task before it gets first resource grant; and (5) the wait time of each task before it gets last resource grant. The savings on total cost of ownership (TCO) is not directly produced by the simulator. Rather, it is calculated from the simulator output results indirectly after considering the cost of each server, the average power usage of a server, and the electricity price.

4.6. Limitations

Although we strive to emulate the Alibaba scheduling process as accurately as possible, it is worth noting that our simulator is not able to completely emulate the process due to the lack of panoramic information. Additionally, the simulation may not be 100% accurate due to the following constraints:

1. Referring to Table 1 again, it is obvious the enormity of the 2018 dataset makes it difficult to parse fully in a timely manner. For example, performing the simulation until the cluster has completed all tasks requires an excessive amount of disk space and several days of run-time, making it difficult to perform tests in an efficient manner. Thus, due to memory and time constraints, only the 2017 trace and 24 hours of the 2018 trace are used in the simulation. Since the 2017 and 2018 cluster traces exhibit very similar over-subscription and under-subscription problems and the daily usage patterns in the 2018 traces are highly repetitive (ref. Figure 2), it is reasonable to extrapolate the simulation results to the entire 2018 dataset.

2. The machine utilization information is only available after the first batch jobs are submitted. This could cause some abnormalities due to the lack of a complete snapshot of the cluster. Further, we only consider average machine utilization for jobs as this is all that is provided in the real trace files, i.e. the simulator tries to duplicate the results found in the trace. This could possibly affect the scheduler’s ability to perform most efficiently.

3. Without overhead information of creating the AppMaster, the Task Master, and the Task Worker, the simulator estimates the information, which might affect the waiting time of a job or task and indirectly affects system utilization.

4. The real Alibaba system uses Fuxi scheduler to dispatch batch jobs and the Sigma scheduler to dispatch service jobs. The Fuxi scheduler and Siganma scheduler work together for the mix scheduling policy. Unfortunately, the details about the Sigma scheduler implementation is not published. Our simulator makes simple assumptions that the Sigma scheduler creates a container using the resources mentioned in the trace file without much overhead. In addition, since the trace files do not provide information on how long a container exists, we let the container (once created) exist in the entire life cycle of the simulation. Recall that containers usually request more resources, this might negatively affect the system utilization.

5. The real Fuxi scheduler supports other important functionalities such as fault tolerant scheduling and multi-level black-listing scheme [34], which are not included in our simulator but may affect system utilization.

5. Experimental results

With the simulator, we are able to reproduce the scheduling process and quantitatively evaluate the impact of varied cluster size on system performance and TCO. Specifically, we conduct two groups of experiments and analyze the results. Section 5.1 evaluates the impact of reducing cluster size on system performance, while Section 5.2 analyzes reduction to overall TCO.

5.1. Impact of cluster size

The total number of machines in the 2017 Alibaba trace file is 1,313. Theoretically, reducing the number of machines could possibly increase system utilization. However, this may hurt performance by increasing the wait time of tasks. The question is, to what extent can the cluster size be reduced with a negligible influence on task wait time? This group of experiments is designed to study the impact of varied cluster size on system performance. We reduce the number of machines in the cluster incrementally, observing wait time for resource allocation. Figs. 11 and
show the percentage of tasks that must wait for incremental resource grants. As we can see for the cluster size of 1,313 and 1,248 machines, more than 99% of the tasks are scheduled with no wait time and receive the requested resource as a single grant. However, when the cluster size is reduced further to 1,138 machines, the percentage of tasks that do not wait drops to approximately 96.5%. Similarly, the percentage of tasks that receive all resources as a single grant drops to 95.16%. Fig. 13 shows the number of tasks that have to wait until receiving the first resource grant after sending its resource request. The task is scheduled to start once the first grant is received, so wait time until first grant also means wait time until the task is scheduled. The number of tasks that wait less than 10 seconds until first grant is received for cluster size of 1,313 and 1,138, the latter has a higher wait time by 23 s. But in case of cluster with 1,248 machines, the number of tasks that wait for more than 10 s for the first grant is only 9.

Fig. 14 shows that no task need to wait for more than 10 s for the last grant for a cluster size of 1,313 machines. For the cluster size of 1,248, the number of tasks with wait time until last grant less than 10 s has slightly increased when comparing it with cluster size of 1,313 machines. However, the number of tasks that must wait less than 10 s has significantly increased (close to an unacceptable level) when the cluster size is reduced to 1,138 machines. Preliminary results with the 2018 trace demonstrates comparable response times with a 5% reduction in cluster size. Fig. 15 shows the wait time in seconds until first grant and last grant when simulating the first 24 h of the 2018 dataset for 4,023 and 3,832 machines, respectively. It can be seen that the difference in response time of the cluster is negligible, and further testing on the entire 7 day period is expected to produce results similar to the 2017 trace (see Fig. 2 for the repeated daily patterns).

5.2. TCO reduction

The previous results have shown that the cluster size can be reduced by 5% without degrading performance. In this subsection, we calculate how much TCO reduction can be achieved. According to [34], the Alibaba server contains a 6-core Xeon E5-2430 processor (2.20 GHz), a 96 GB memory and a 12*2T disk array. Machines are connected via two gigabit Ethernet ports. We use the Dell Power Edge T340 server, which has very similar configurations as the Alibaba server specifications, to estimate the TCO. The Dell Power Edge T340 server consumes approximately 1.653 kilowatt-hours (kWh) of power per day and costs $3,078 [4]. We believe this is an extremely conservative estimate as a typical enterprise server purchased in 2020 would cost roughly twice this amount and use at least double amount of energy every day. In our cost calculation, we assume the electricity price of the Alibaba datacenter is $0.11 per kilowatt hour, which is the average data center electricity price reported by Data Center Frontier [21]. We do not consider power savings techniques such as DVFS as power usage information is unavailable in the trace files. We address this concern by using reasonable but conservative estimates of overall system power usage.

Table 3 compares the energy consumption of the two clusters and first resource grant after sending its resource request. The task is scheduled to start once the first grant is received, so wait time until first grant also means wait time until the task is scheduled. The number of tasks that wait less than 10 seconds until first grant is received for cluster size of 1,313 and 1,138, the latter has a higher wait time by 23 s. But in case of cluster with 1,248 machines, the number of tasks that wait for more than 10 s for the first grant is only 9.

Fig. 14 shows that no task need to wait for more than 10 s for the last grant for a cluster size of 1,313 machines. For the cluster size of 1,248, the number of tasks with wait time until last grant less than 10 s has slightly increased when comparing it with cluster size of 1,313 machines. However, the number of tasks that must wait less than 10 s has significantly increased (close to an unacceptable level) when the cluster size is reduced to 1,138 machines. Preliminary results with the 2018 trace demonstrates comparable response times with a 5% reduction in cluster size. Fig. 15 shows the wait time in seconds until first grant and last grant when simulating the first 24 h of the 2018 dataset for 4,023 and 3,832 machines, respectively. It can be seen that the difference in response time of the cluster is negligible, and further testing on the entire 7 day period is expected to produce results similar to the 2017 trace (see Fig. 2 for the repeated daily patterns).

5.2. TCO reduction

The previous results have shown that the cluster size can be reduced by 5% without degrading performance. In this subsection, we calculate how much TCO reduction can be achieved. According to [34], the Alibaba server contains a 6-core Xeon E5-2430 processor (2.20 GHz), a 96 GB memory and a 12*2T disk array. Machines are connected via two gigabit Ethernet ports. We use the Dell Power Edge T340 server, which has very similar configurations as the Alibaba server specifications, to estimate the TCO. The Dell Power Edge T340 server consumes approximately 1.653 kilowatt-hours (kWh) of power per day and costs $3,078 [4]. We believe this is an extremely conservative estimate as a typical enterprise server purchased in 2020 would cost roughly twice this amount and use at least double amount of energy every day. In our cost calculation, we assume the electricity price of the Alibaba datacenter is $0.11 per kilowatt hour, which is the average data center electricity price reported by Data Center Frontier [21]. We do not consider power savings techniques such as DVFS as power usage information is unavailable in the trace files. We address this concern by using reasonable but conservative estimates of overall system power usage.

Table 3 compares the energy consumption of the two clusters and first resource grant after sending its resource request. The task is scheduled to start once the first grant is received, so wait time until first grant also means wait time until the task is scheduled. The number of tasks that wait less than 10 seconds until first grant is received for cluster size of 1,313 and 1,138, the latter has a higher wait time by 23 s. But in case of cluster with 1,248 machines, the number of tasks that wait for more than 10 s for the first grant is only 9.

Fig. 14 shows that no task need to wait for more than 10 s for the last grant for a cluster size of 1,313 machines. For the cluster size of 1,248, the number of tasks with wait time until last grant less than 10 s has slightly increased when comparing it with cluster size of 1,313 machines. However, the number of tasks that must wait less than 10 s has significantly increased (close to an unacceptable level) when the cluster size is reduced to 1,138 machines. Preliminary results with the 2018 trace demonstrates comparable response times with a 5% reduction in cluster size. Fig. 15 shows the wait time in seconds until first grant and last grant when simulating the first 24 h of the 2018 dataset for 4,023 and 3,832 machines, respectively. It can be seen that the difference in response time of the cluster is negligible, and further testing on the entire 7 day period is expected to produce results similar to the 2017 trace (see Fig. 2 for the repeated daily patterns).
Extrapolated TCO comparison.

Table 5 compares the TCO. By shrinking the 2018 cluster size from 4,023 to 3,832 (95% of its original size), we can reduce the total cost of ownership by $600,574. It is worth noting that this number only includes the reduced hardware purchase cost and power savings on the server side. The real TCO benefit will be much larger if the reduced cost on server maintenance and power savings on the cooling facilities are also included.

A cursory analysis of the TCO in Table 4 reveals substantial savings, albeit on a small scale. Alibaba’s large size, however, makes this almost insignificant when considering their $12 billion yearly operating costs as of 2018 [20]. Per Netcraft [22], Alibaba had 432,000 Internet-facing servers as of 2017, and this number is most likely much larger today. Table 5 calculates the TCO reduction if 5% of Alibaba’s 432,000 Internet facing servers can be removed (i.e. removing 21,600 servers in total). The results show that TCO will reduce almost $68 million overall, which includes nearly $66.5 million of hardware capital savings and over $1.4 million annual electricity bill conservation. The TCO benefit will be even larger if savings on physical footprint of data centers, maintenance personnel, and cooling facilities are also considered. Meanwhile, less energy consumption allows more rapid growth due to the ability to use existing power grids and infrastructure, thus increasing overall long-term profitability.

6. Related work

Alibaba workload analysis. Since Alibaba released its cluster trace in 2017, a number of papers have been published to analyze the Alibaba workloads. Lu et al. identified several imbalance scenarios (e.g. spatial imbalance, temporal imbalance, imbalanced CPU and memory utilization per workload, and imbalanced resource demands from different tasks) in the 2017 Alibaba trace [17]. Liu et al. analyzed the Alibaba trace from the system elasticity and plasticity perspectives [16]. They reported that most containers exhibited fairly steady disk and memory usage but the CPU utilization varied. They also identified that batch instances were over-committed for both CPU and memory resources. Cheng et al. [2] and Jiang et al. [10] analyzed the workload characteristics of the 2017 Alibaba dataset with similar conclusions that container resource usage was over-provisioned and thus batch jobs must use whatever free resources were available when run. These conclusions were borne out by the analysis done by Lu et al. [18], which further demonstrated that system resources were not allocated in a balanced way for the heterogeneous workloads. Beyond workload analysis, Li and Hu took one step further and proposed a deep reinforcement learning based job scheduling (DeepJS) algorithm that used the Alibaba trace as a training set [14]. They claimed that DeepJS was able to make better decisions about scheduling than the default heuristic-based approaches, thus performing more efficiently. Tian et al. examined the dependency structures of Alibaba jobs and compared the task dependency of Alibaba jobs with other benchmarks such as TPC-DS and TPC-H [27]. Guo et al. studied the resource efficiency issue of the Alibaba system by analyzing the 2018 dataset [11]. They discovered that memory became the new bottleneck, batch jobs were treated as second-class citizens, and the Java Virtual Machine (JVM) caused the resource inefficiency of containers running time-sensitive service jobs. Unfortunately, despite various problems being identified, most of the existing analysis work can only provide suggestions but were not able to tackle the discovered problems with verified solutions. This is largely because the practical schedulers deployed on large systems are very complicated and the data provided in the trace files are static. To evaluate the effectiveness of possible solutions, it is essential to develop an accurate simulator. For example, Google developed the Omega scheduler simulator to emulate its cluster scheduling process and explored the impact of different configurations and scheduling strategies on system efficiency and utilization [26].

Cloud system scheduler simulator. There are very few published works discussing how to design and develop simulators for large-scale and complex systems. The Mesos scheduler was first introduced by Hindman et al. for sharing commodity clusters between multiple diverse cluster computing frameworks such as Hadoop and MPI [9]. It has been widely adopted by the Hadoop community after it became one of the Apache’s open source projects [6]. The Mesos scheduler enabled fine-grained sharing of resources across frameworks and provided strong support for running distributed tests at scale. The other Hadoop scheduler YARN [29], which has a master daemon that communicates with the clients and one or multiple worker daemons that launch and track processes spawned on a machine. A recent study even enhanced YARN for better heterogeneous resource allocation [32]. The Omega scheduler [26] was specifically designed to address the low utilization and efficiency problem at Google’s production system by allocating and running a mix of workloads (CPU intensive, memory intensive, batch jobs and low-latency jobs) on the same cluster. To some extent, the Alibaba’s mixing schedulers (Fuxi [34] and Sigma) adopted the design philosophies of the Omega scheduler, which leveraged time-insensitive jobs for higher resource utilization. To the best of our knowledge, our simulator is the first attempt to emulate the Alibaba scheduling process and our analysis is the first one to evaluate the Alibaba system from both the performance and cost efficiency perspectives.
7. Conclusions and future work

E-commerce has experienced rapid growth in the past decade and embraced a new boom during the coronavirus pandemic. As more vendors consider online sales as essential business, the number of data centers that support cloud services with hybrid workloads will rise quickly. To make a profit, these data centers must have exceptional performance with reasonable TCO. This paper discusses the best practices of Alibaba by analyzing its 2017 and 2018 cluster traces. Our analysis confirmed that consolidating the time-sensitive service jobs with time-insensitive batch jobs can significantly improve system utilization and reduce TCO. Meanwhile, we discovered that the over-subscription and under-subscription problems co-exist in the Alibaba system. Addressing this problem will have great potential to further reduce TCO without compromising performance. In addition, a simulator is developed to reproduce the scheduling process using the Alibaba trace, which allows us to evaluate the impact of varied cluster size on the performance (in term of task wait time) and TCO of the Alibaba system. Our experimental results indicate that reducing the size of the cluster running the Alibaba 2018 trace by 5% can save approximately $600,000 of TCO without degrading system performance. The total TCO reduction will scale up to nearly $68 million if extrapolated to Alibaba’s 432,000 Internet facing servers.

This work can be further extended to reduce the resources allocated for containers and allocate them for under-subscribed batch jobs, provided that the performance of time-sensitive service jobs will not be affected. Moreover, we can further improve the simulator by addressing some of the limitations stated in Section 4.6.
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