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Abstract

Study of the classical motion of two identical particles on a plane subject to non-Coulomb potentials in a constant magnetic field presented in polar coordinates. With the rigorous analysis of the potentials and the constants of motion, we are able to give necessary and sufficient conditions for the existence of bounded and periodic orbits. We also show and analyze numerical solutions of Newton equations of motion.

I. Introduction

In quantum mechanics, it is often pointless to study trajectories because the focus of attention is on states and energy rather than position or time. However, sometimes we would like to have an idea of what a particle’s trajectory looks like or at least, where it is heading to for a given potential. In this case, it is useful to approach the problem with classical mechanics, assuming that the particles behave classically and that their velocities and accelerations are small enough to neglect any relativistic or radiation effects.

In this paper, we study the planar motion of two identical charges moving in a constant and uniform magnetic field subject to a non-Coulomb interaction. Our goal is to provide complete trajectory’s information in order to guide further understanding of potentials which permit exact solutions in quantum mechanics. The three potentials we explore are treated in [Kreshchuk, 2015] in order to extend the class of quantum mechanics problems which permit quasi-exact solutions.

We also continue the work of [Curilef and Claro, 1995] by providing a complete method to the study of trajectories based on the derivation of the equations of motion and the constraints given by the constants of motion. These are, as seen later, the Hamiltonian and the angular momentum. In addition, we present a complete analysis of Kreshchuk’s potentials in order to establish a relation between the constants composing them, so that we can set up restrictions on their possible values since these are not to be chosen arbitrarily to obtain a bounded or a periodic motion. This analysis will take place based on the behaviour of the effective potential.

Since we focus our study on identical charges, the coupling charge is null and the problem is then separable in a center of mass motion and a relative motion. The center of mass moves in a constant magnetic field as a free particle of twice the charge and mass of each constituent of the pair of particles. The
relative motion is in turn, that of a particle of half the charge and mass of each constituent. It moves in the presence of a constant magnetic field and an electric field produced by a particle fixed at the origin of twice the charge of each constituent of the pair. In further sections, all three potentials will be treated the same way using polar coordinates. We will present each step of our analysis of the first potential in section IV.ii and will refer the reader to this section while exploring the two other potentials in sections IV.iii and IV.iii where similar calculations occur.

II. GENERAL SOLUTION

The Lagrangian which describes two non-relativistic particles \((q_1, m_1), (q_2, m_2)\) on a plane subject to a constant and uniform magnetic field \(B = B\mathbf{\hat{z}}\) perpendicular to the plane is of the form

\[
L = \frac{1}{2} m_1 \dot{\rho}_1^2 + \frac{1}{2} m_2 \dot{\rho}_2^2 + \frac{q_1}{c} A(\rho_1) \cdot \dot{\rho}_1 + \frac{q_2}{c} A(\rho_2) \cdot \dot{\rho}_2 - V
\]

where \(A\) is the vector potential, \(m_i, q_i, \rho_i, V\) are respectively the mass, the charge, the relative position vector and the general potential depending only on the relative distance between the two particles. Since we focus on identical particles, we can define \(m \equiv m_1 = m_2 \) and \(q \equiv q_1 = q_2\). Using Gaussian units, the Lagrangian can now be rewritten as

\[
L = \frac{1}{2} m \dot{\rho}_1^2 + \frac{1}{2} m \dot{\rho}_2^2 + \frac{q}{c} A(\rho_1) \cdot \dot{\rho}_1 + \frac{q}{c} A(\rho_2) \cdot \dot{\rho}_2 - V
\]  (1)

Defining \(R = \frac{1}{2}(\rho_1 + \rho_2)\) as the position of the center of mass and \(\rho = \rho_2 - \rho_1\) as the relative position vector between the two particles, we obtain for the central mass motion

\[
L_{cm} = m(R^2 + R^2 \dot{\theta}_{cm}^2) + qBR^2 \dot{\theta}_{cm}
\]  (2)

while for the relative motion

\[
L_{rel} = \frac{1}{2} m(\rho^2 + \dot{\rho}^2 \dot{\theta}_{rel}^2) + \frac{1}{2} qB \rho^2 \dot{\theta}_{rel} - V
\]  (3)

An important point to make here is that \(L_{cm}\) is independent of the potential \(V\); hence, the motion of the center of mass is the same for all three potentials. From these Lagrangians, we can derive the Hamiltonians with the conventional Legendre transformation

\[
H_{cm} = \frac{1}{4} \frac{p^2_{\rho} m^2}{m^2} + \frac{1}{4} \frac{p^2_{\theta} q^2}{q^2 m} - \frac{1}{2} \frac{qBp^2_{\rho} m}{m^2} + \frac{1}{2} \frac{q^2 B^2 R^2}{q^2 m}
\]

(5)

and

\[
H_{rel} = \frac{p^2_{\rho} m^2}{m^2} + \frac{p^2_{\theta} q^2}{q^2 m} - \frac{1}{2} \frac{qBp^2_{\rho} m}{m^2} + \frac{1}{2} \frac{q^2 B^2 R^2}{q^2 m} + V
\]  (6)

where \(p_\rho = 2m \dot{\rho} \) and \(p_\theta = \frac{1}{2}(2m \dot{\theta})\) are respectively the linear momentum for the central motion and the relative motion, and \(p^2_{cm} = 2mR^2 \dot{\theta}_{cm} + qBR^2\) and \(p^2_{rel} = \frac{1}{4}(2m \dot{\theta}_{rel} + qB \dot{\theta}_{rel})\) are respectively the angular momentum for the central motion and the relative motion.

III. CENTRAL MOTION

The central motion trajectory is derived from (3) to obtain the following Newton equations

\[
m \ddot{R} = mR\dot{\theta}_{cm}^2 + qBR \dot{\theta}_{cm}
\]  (7)

and

\[
4mR \ddot{\theta}_{cm} + 2mR^2 \dot{\theta}_{cm} + 2qBR \dot{\theta}_{cm} = 0
\]  (8)

To simplify the analysis, we introduce dimensionless parameters. Let us define \(\zeta = \frac{R}{\ell_B}\), \(\tilde{\dot{\rho}} = \frac{\dot{\rho}}{\ell_B \omega_c}\), and \(\tilde{\theta} = \frac{\theta}{\ell_B \omega_c}\), where \(\ell_B = \sqrt{\frac{m}{qB}}\) and \(\omega_c = \frac{qB}{m}\). We can easily verify that time, energy and angular momentum are expressed in units of \(\frac{1}{\ell_B}\), \(\frac{\dot{\rho}^2_{cm}}{\ell_B \omega_c^2}\) and \(m \omega_c \ell_B^2\) respectively. From there, we can write the center of mass Lagrangian and Hamiltonian as follow

\[
L_{cm} = \zeta^2 \left( \frac{\dot{\theta}^2_{cm}}{\omega_c^2} + \frac{\dot{\theta}^2_{cm}}{\omega_c} \right) + \frac{\dot{\theta}^2_{cm}}{\omega_c^2} \]  (9)
The first potential has the form
\[ H_{cm} = \frac{1}{4} \left( p^c_{\theta} \xi - \xi \right)^2 + \xi^2 \] (10)

where
\[ p^c_{\theta} = 2 \xi^2 \left( \frac{\theta_{cm}}{\omega_c} + \frac{1}{2} \right) \] (11)
is a constant of motion. This can be seen by noticing that \( \theta \) does not appear in \( L_{cm} \) or that \( \{ p^c_{\theta} , H_{cm} \} = 0 \).

It follows that, from \( L_{cm} \), the dimensionless Newton equations of central motion are

\[ \ddot{\xi} = \xi \left( \frac{\dot{\theta}_{cm}^2}{\omega_c^2} + \frac{\dot{\theta}_{cm}}{\omega_c} \right) \] (12)

and

\[ 2 \xi \ddot{\theta}_{cm} + \xi^2 \frac{\ddot{\theta}_{cm}}{\omega_c^2} + \ddot{\xi} = 0 \] (13)

Based on [Curilef and Claro, 1995], the above yields the following equation of motion

\[ \xi^2 - 2 \sqrt{H_{cm} + p^c_{\theta} \cos(\theta_{cm} - \theta_0)} + p^c_{\theta} = 0 \] (14)

which describes a circle of radius \( \sqrt{H_{cm}} \) centered at \((\sqrt{H_{cm}} + p^c_{\theta}, 0)\) for \( \theta_0 = 0 \). It is important to note that the motion describes a circle with angular frequency \( \ddot{\theta} = -\omega_c \), where \( \omega_c \) is the well-known cyclotron frequency.

IV. Motion for the Three Potentials

i. First potential

The first potential has the form

\[ V_1 = \frac{a}{\rho} + \frac{b}{\rho^2} + c\rho + d\rho^2 \] (15)

where \( a = q_1 q_2 = q^2 \), and \( b, c, d \in \mathbb{R} \). As in the central motion case, we introduce dimensionless parameters to simplify the analysis. We thus define \( \gamma = \frac{p}{\rho \omega_c} \), \( \dot{\gamma} = \frac{\dot{p}}{\rho \omega_c} \), and

\[ \dot{\gamma} = \frac{\rho}{\rho \omega_c} \text{ and obtain} \]

\[ L_{rel} = \frac{1}{4} \left[ \gamma^2 + \frac{\gamma^2}{\omega_c^2} \left( \frac{\dot{\theta}_{rel}}{\omega_c^2} + \frac{\dot{\theta}_{rel}}{\omega_c} \right) \right] \]

\[ - \frac{a}{q^2} - \frac{b}{q^2} \ell B \gamma^2 \]

\[ - \frac{c \ell_B^2 \gamma^2}{q^2} - \frac{d \ell_B^3 \gamma^2}{q^2} \] (16)

Since \( a = q^2 \), we can simplify the above to

\[ L_{rel} = \frac{1}{4} \left[ \gamma^2 + \gamma^2 \left( \frac{\dot{\theta}_{rel}}{\omega_c^2} + \frac{\dot{\theta}_{rel}}{\omega_c} \right) \right] \]

\[ - \frac{1}{\gamma} \frac{B}{\gamma} - \frac{\Gamma \gamma}{gamma} - \Delta \gamma^2 \] (17)

with dimensionless quantities \( B = \frac{b}{q^2 \gamma} \), \( \Gamma = \frac{c \ell_B^2}{q^2} \), and \( \Delta = \frac{d \ell_B^3}{q^2} \). With it, we derive the following Hamiltonian

\[ H_{rel} = \frac{1}{4} \left[ \gamma^2 + \gamma^2 \left( \frac{\dot{\theta}_{rel}}{\omega_c^2} \right) \right] \] (18)

the following Newton equations

\[ \gamma^4 \left( \frac{\dot{\theta}_{rel}}{\omega_c^2} + \frac{\dot{\theta}_{rel}}{\omega_c} - 8 \frac{1}{4} \right) \]

\[ + \gamma^3 \left( -\dot{\gamma} - 2 \dot{\gamma} + 6 \gamma \right) \]

\[ + \gamma^2 \left( 4 H_{rel} - \gamma^2 + 2 p_{\theta} \right) \]

\[ + \gamma^2 \left( 4 H_{rel} - \gamma^2 + 2 p_{\theta} \right) = 0 \] (19)
and
\[ \frac{2\Lambda \dot{\theta}_{rel}}{\omega_c} + \frac{\Lambda^2 \dot{\theta}_{rel}}{\omega^2} + \Lambda \dot{\gamma} = 0 \] (20)
where
\[ \Lambda = \gamma^4 \left( -\Delta - \frac{1}{16} \right) + \gamma^3 \left( -\Gamma \right) \]
\[ + \gamma^2 \left( \mathcal{H}_{rel} - \frac{\dot{p}_{\theta}^{rel}}{4} + \frac{p_{\theta}^{rel}}{2} \right) \] (21)
and
\[ p_{\theta}^{rel} = \frac{\gamma^2}{2} \left( \dot{\theta}_{rel} \frac{1}{\omega_c} + \frac{1}{2} \right) \] (22)

As it is for \( p_{\theta}^{cin}, p_{\theta}^{rel} \) is a constant of the motion since \( \theta \) does not appear in \( L_{rel} \). Also, we can see that eqn. (22) does not depend on any of the potential constants and thus is the same for all three potentials.

One shall notice that eqn. (18) can be rewritten as a function of \( p_{\theta}^{rel} \) as follows
\[ \mathcal{H}_{rel} = \frac{1}{4} \dot{\gamma}^2 + \left( \frac{p_{\theta}^{rel}}{\gamma} - \frac{\gamma}{4} \right)^2 + V \] (23)

This form will be useful to calculate the effective potential as it will be explained further in this section. Now, with eqns. (22) and (23), we can write the following integral of motion
\[ \Delta \theta_{rel} = 4 \int_{\gamma_{min}}^{\gamma} \left( \frac{p_{\theta}^{rel}}{\gamma} - \frac{\gamma}{4} \right) \frac{1}{\sqrt{G_1}} d\gamma \] (24)
with \( G_1 \) being the fourth-degree polynomial
\[ G_1 = \gamma^4 \left( -16\Delta \right) + \gamma^3 \left( -16\Gamma \right) \]
\[ + \gamma^2 \left( 16\mathcal{H}_{rel} + 8p_{\theta}^{rel} \right) + \gamma \left( -16 \right) \] (25)

We can notice that this integral is in fact an elliptic integral and that no closed form expression of it exists.

Eqn. (25) turns out to be a fundamental tool to the study of the turning points. If the equation \( G_1 = 0 \) permits two real and non-negative solutions, then these are the boundaries of our motion that we will call \( \gamma_{min} \) and \( \gamma_{max} \). Since \( G_1 \) is a fourth degree polynomial, one can always compute its roots explicitly using Ferrari’s method. Also we could have found \( G_1 = 0 \) by setting \( \dot{\gamma} = 0 \) in eqn. (23), since this is equivalent to doing \( \mathcal{H}_{rel} = V_{eff} \), with \( V_{eff} \) being the effective potential. Indeed, the total kinetic energy \( T_{tot} \) can be written as a function of \( \gamma \) and \( \dot{\gamma} \) and is in fact
\[ T_{tot}(\dot{\gamma}, \gamma) = T(\dot{\gamma}) + T(\gamma) \]
\[ = \frac{\dot{\gamma}^2}{4} + \left( \frac{p_{\theta}^{rel}}{\gamma} - \frac{\gamma}{4} \right)^2 \] (26)

Hence, by substituting the conserved angular momentum (22) for the angular velocity, we can get rid of time dependence in the effective potential so that it only depends on the radial distance. This implies that eqn. (23) is in fact the sum of a kinetic energy term and the effective potential
\[ \mathcal{H}_{rel} = T(\dot{\gamma}) + V_{eff} = \frac{\dot{\gamma}^2}{4} + V_{eff} \] (27)

where
\[ V_{eff} = T(\gamma) + V(\gamma) \] (28)

We then obtain the following general relation
\[ \mathcal{H}_{rel} - V_{eff} = G = 0 \] (29)
valid for all three potentials.

Deriving \( V_{eff} \) is important to study the behaviour of our particles. In fact, it will help us to determine a particular set of values of the potential’s parameters for which we obtain a bounded motion. For these specific constants, all three effective potentials tend to infinity as \( \gamma \) approaches 0 and \( \infty \). However, since \( V_{eff} \leq \mathcal{H}_{rel} \in \mathbb{R} \), there must exist two positive numbers, \( \gamma_{min} \) and \( \gamma_{max} \) such that
\[ \gamma_{min} \leq \gamma(t) \leq \gamma_{max} \text{ for all } t \] (30)

\(^1\text{Also, } \{ p_{\theta}^{rel}, \mathcal{H}_{rel} \} = 0.\)
is composed of the Coulomb potential and the harmonic oscillator. The parameters \( B, \Gamma, \) and \( \Delta \) can be divided into three categories:

- \( B \) as a repulsive term which dominates the potential as \( \gamma \to 0 \)
- \( \Delta \) as an attractive term which dominates the potential as \( \gamma \to +\infty \)
- \( \Gamma \) as a constant term which acts as a vertical shift for the force

We shall remark that in the case where \( B, \Delta < 0 \), their role changes. If we analyze the force acting on the particle

\[ F \propto -\frac{\partial V_{\text{eff}}}{\partial \gamma} \simeq \left( \frac{p^2 + B}{\gamma^3} \right) + \frac{1}{\gamma^2} - \Gamma - \gamma \left( \frac{1}{16} + \Delta \right) \]  

we can explore the behaviour of \( F \) as \( \gamma \to 0^+ \) and \( \gamma \to +\infty \) to obtain conditions for bounded motion.

1. \( \gamma \to 0^+ \): Defining the lower bound \( \gamma_{\text{min}} \)

It is easy to notice that near 0, \( \frac{p^2 + B}{\gamma^3} \) is the dominant term of \( F \) as we can see with the following limit

\[ \lim_{\gamma \to 0^+} \frac{F}{\left( \frac{p^2 + B}{\gamma^3} \right)} = 1 \]  

\[ \implies F \sim \frac{p^2 + B}{\gamma^3} \]  

In order to have a repulsive force near 0, we must have

\[ B > -\frac{p^2}{\theta} \]  

This is the condition for a lower bound of the orbit.

2. \( \gamma \to +\infty \): Defining the upper bound \( \gamma_{\text{max}} \)

Also, for large values of \( \gamma, -\gamma \left( \frac{1}{16} + \Delta \right) \) is the dominant term of \( F \) as we can see with the following limit

\[ \lim_{\gamma \to +\infty} \frac{F}{-\gamma \left( \frac{1}{16} + \Delta \right)} = 1 \]  

\[ \implies F \sim -\gamma \left( \frac{1}{16} + \Delta \right) \]  

and since we need an attractive force to confine the motion, we find

\[ \Delta > -\frac{1}{16} \]  

This is the condition for an upper bound of the orbit.

One might wonder if \( G_1 \) could admit more than two turning points. In fact, it is impossible based on Descartes’ rule of signs.

**Proof.**

\( G_1 = \gamma^4(-1 - 16\Delta) + \gamma^3(-16\Gamma) + \gamma^2(16\mathcal{H}_{\text{rel}} + 8p^2_{\theta}) + \gamma(-16) + (-16B - 16p^2_{\theta}) \)

\[ = a_4\gamma^4 + a_3\gamma^3 + a_2\gamma^2 + a_1\gamma + a_0 \]

Based on eqns. (34) and (37), \( a_0, a_4 < 0 \). We can see that \( a_1 \) is also always negative so the combinations that permit the most change of signs would be \( a_2 > 0, a_3 < 0 \) or \( a_2 < 0, a_3 > 0 \). In these two cases, by Descartes’ rule of signs, \( G_1 \) has a maximum of two non-negative roots.

Furthermore, it could be interesting to see if there exists a relation of the form \( f_1(A, B, \Gamma, \Delta, p^2_{\theta}, \mathcal{H}) = \alpha_1 \in \mathbb{R} \) for which we obtain a periodic motion. According to [Hestenes, 1999], eqn. (24) must obey the following criterion

\[ 2\Delta\theta_{\text{rel}} = 2\pi + \epsilon_{\theta} \]  

where

\[ \epsilon_{\theta} = 2\pi\alpha_1, \text{ with } \alpha_1 \in \mathbb{Q} \]  

is the deviation from an angular period of \( 2\pi \). This relation arises when \( \gamma \) and \( \theta \) have commensurable periods and thus describe together a closed orbit. Hence, in order to simplify the above relation, eqn. (39) can be

\[ \rightarrow \]
rewritten as

\[
\frac{\Delta \theta_{rel}}{\pi} - 1 = \frac{4}{\pi} \int_{\gamma_{min}}^{\gamma_{max}} \left( \frac{p_{rel}^0}{\sqrt{G_1}} \right) d\gamma - 1
\]

\[
= f_1(A, B, \Gamma, \Delta, p_\theta, \mathcal{H})
\]

\[
= a_1 \in \mathbb{Q}
\]

With the aid of eqns. (19) and (20), it is possible to plot different orbits for the relative motion between the two identical particles. Here we present three of them with a brief analysis of the chosen parameters.

Figure 2: \(B = \Gamma = \Delta = 1, p_{\theta}^{rel} = 0, \mathcal{H}_{rel} = 10\)

Figure 3: \(B = 1, \Gamma = \Delta = 5, p_{\theta}^{rel} = 0, \mathcal{H}_{rel} = 10\)

As an example, we use Figure 2 as a base model where all parameters of the potential are the same. In Figure 3, we can see that since we have given domination to the attractive parameters, the particle tends to have smaller oscillation amplitude due to the fact that \(\gamma_{min}\) stays roughly the same. Hence, the particle tends to stay away from the center while staying in a bounded region since \(B\) loses its relevance as \(\gamma \to +\infty\).

ii. Second potential

The second potential has the form

\[
V_2 = \frac{a}{\rho^2} + b\rho^2 + c\rho^4 + d\rho^6
\]  

(42)

Figure 4: \(B = 5, \Gamma = \Delta = 1, p_{\theta}^{rel} = 0, \mathcal{H}_{rel} = 10\)

where \(a, b, c, d \in \mathbb{R}\). Again, using dimen-

---

\footnote{We decided to use \(\gamma(0) = \gamma_{min}\) with no initial velocities whatsoever.}
tionless parameters, we obtain

\[ \mathcal{L}_{\text{rel}} = \frac{1}{4} \left[ \gamma^2 + \gamma^2 \left( \frac{\dot{\gamma}_{\text{rel}}^2}{\omega_c^2} + \frac{\dot{\gamma}_{\text{rel}}}{\omega_c} \right) \right] - \frac{a}{\ell_B q^2 \gamma^2} - \frac{b \ell_B^2 \gamma^2}{q^2} - \frac{c \ell_B^2 \gamma^4}{q^2} - \frac{d \ell_B^2 \gamma^6}{q^2} \]

(43)

that can be rewritten as

\[ \mathcal{L}_{\text{rel}} = \frac{1}{4} \left[ \gamma^2 + \gamma^2 \left( \frac{\dot{\gamma}_{\text{rel}}^2}{\omega_c^2} + \frac{\dot{\gamma}_{\text{rel}}}{\omega_c} \right) \right] - \frac{A}{\gamma^2} - B \gamma^2 - \Gamma \gamma^4 - \Delta \gamma^6 \]

(44)

with dimensionless quantities \( A = \frac{a}{\ell_B q^2} \), \( B = \frac{b \ell_B^2}{q^2} \), \( \Gamma = \frac{c \ell_B^2}{q^2} \), and \( \Delta = \frac{d \ell_B^2}{q^2} \). Hence, we can derive the Hamiltonian

\[ \mathcal{H}_{\text{rel}} = \frac{1}{4} \left[ \gamma^2 + \gamma^2 \left( \frac{\dot{\gamma}_{\text{rel}}^2}{\omega_c^2} + \frac{\dot{\gamma}_{\text{rel}}}{\omega_c} \right) \right] + \frac{A}{\gamma^2} + B \gamma^2 + \Gamma \gamma^4 + \Delta \gamma^6 \]

(45)

and the following integral of motion

\[ \Delta \dot{\gamma}_{\text{rel}} = 4 \int_{\gamma_{\text{min}}}^{\gamma} \left( \frac{p_{\text{rel}}}{\gamma^2} - \frac{\gamma'}{4} \right) \sqrt{C_2} d\gamma' \]

(46)

with \( C_2 \) being the polynomial

\[ C_2 = \gamma^8 (-16 \Delta) + \gamma^6 (-16 \Gamma) + \gamma^4 (-1 - 16 \Gamma) + \gamma^2 (16 \mathcal{H}_{\text{rel}} + 8 p_{\text{rel}}^2) + (-16 \Delta - 16 \Gamma \gamma^2) \]

(47)

Unfortunately, using Risch algorithm - based on Liouville’s theorem in differential algebra, we find that this integral has no closed form expression.

\( C_2 \) is particular in the sense that it has only even powers of \( \gamma \), thus it can be reduced to a fourth degree polynomial in \( X = \gamma^2 \). By setting eqn. (47) to 0, the two real and non-negative solutions of the equation are \( \gamma_{\text{min}} \) and \( \gamma_{\text{max}} \). As in \( G_1 \), these can be found in terms of radicals using Ferrari’s method.

At the opposite of \( V_1, V_2 \) is peculiar in the sense that it does not contain the Coulomb potential. It contains, however, a harmonic oscillator. The parameters, this time, can be divided into two categories:

- \( A \) as a repulsive term which dominates the potential as \( \gamma \to 0^+ \)
- \( B, \Gamma, \Delta \) as attractive terms which dominate the potential as \( \gamma \to +\infty \)

Then, the force acting upon the particle is

\[ F \propto -\frac{\partial V_{\text{eff}}}{\partial \gamma} \]

\[ \simeq \frac{(p_0^2 + A)}{\gamma^3} - \gamma \left( \frac{1}{16} + B \right) - \Gamma \gamma^4 - \Delta \gamma^6 \]

(48)

1. \( \gamma \to 0^+ \): Defining the lower bound \( \gamma_{\text{min}} \)

We see that \( F \) is dominated by \( \frac{p_0^2 + A}{\gamma^3} \) near 0 by looking at the following limit

\[ \lim_{\gamma \to 0^+} \frac{F}{\frac{p_0^2 + A}{\gamma^3}} = 1 \]

(49)

\[ \implies \]

\[ F \sim \frac{p_0^2 + A}{\gamma^3} \]

(50)

Hence, for the force to be repulsive, we must have

\[ A > -p_0^2 \]

(51)

which sets the condition for a lower bound of the orbit.

2. \( \gamma \to +\infty \): Defining the upper bound \( \gamma_{\text{max}} \)

We see that \( F \) is dominated by \(-\Delta \gamma^6 \) for large values of gamma as we can see in the following limit

\[ \lim_{\gamma \to +\infty} \frac{F}{-\Delta \gamma^6} = 1 \]

(52)
F \sim -\Delta \gamma^5 \quad (53)

Hence, in order to have an attractive force, we must have

\[ \Delta > 0 \quad (54) \]

This sets the condition for an upper bound of the orbit.

As for \( G_1 \), the question of the number of possible turning points arises. Here, we prove that no more than two can exist.

Proof.

\[ G_2 = X^4(-16\Delta) + X^3(-16\Gamma) + X^2(-1 - 16B) + X(16H_{rel} + 8p_{rel}^{rel}) + (-16A - 16p_{rel}^{rel}) = b_4X^4 + b_3X^3 + b_2X^2 + b_1X + b_0 \]

In order for \( G_2(X) \) to have four real non-negative roots, there must exist \( X_1, X_2 \in \mathbb{R}_+^\ast \) such that

\[ G_2''(X_1) = G_2''(X_2) = 0 \quad (56) \]

By Descartes’ rule of signs, there must be four changes of sign in \( G_2(X) \). Based on eqns. (51) and (54), this gives the following unique combination of parameters

\[ \Gamma < 0, B > -\frac{1}{16}, H > -\frac{p_{rel}^{rel}}{2}, A > -p_{rel}^{rel} \quad (57) \]

From

\[ G_2''(X) = 0 \]

we find

\[ X_1 = \frac{96\Gamma + \sqrt{\text{Det}(G_2''(X))}}{-384\Delta} \quad (58) \]

\[ X_2 = \frac{96\Gamma - \sqrt{\text{Det}(G_2''(X))}}{-384\Delta} \]

where

\[ \text{Det}(G_2''(X)) = 9216\Gamma^2 + 1536\Delta(-1 - 16B) \quad (59) \]

Clearly \( X_2 > 0 \) and, by hypothesis, we obtain

\[ X_1 = \frac{96\Gamma + \sqrt{\text{Det}(G_2''(X))}}{-384\Delta} > 0 \]

\[ \Leftrightarrow 9216\Gamma^2 < 9216\Gamma^2 + 1536\Delta(-1 - 16B) \]

\[ \Leftrightarrow 0 < 1536\Delta(-1 - 16B) < 0 \quad (60) \]

from which we derive a contradiction.

Remark that the case of three turning points is impossible because three changes of sign in eqn. (55) cannot occur.

\[ \Box \]

Again, by using the same process as in \( V_1 \), one can derive the following relation for periodic motion

\[ \frac{\Delta \theta_{rel}}{\pi} - 1 = \frac{4}{\pi} \int_{\gamma_{min}}^{\gamma_{max}} \frac{p_{rel}^{rel}}{\sqrt{\text{Det}(G_2(X))}} d\gamma - 1 \]

\[ = f_2(A, B, \Gamma, \Delta, p_{rel}^{rel}, H) = a_2 \in \mathbb{Q} \quad (61) \]

To conclude, we present three possible orbits obtained from derived Newton equations

\[ \text{Figure 6: } A = B = \Gamma = \Delta = 1, p_{rel}^{rel} = 0, H_{rel} = 10 \]

Since the graph of \( V_2 \) is similar to the one of \( V_1 \), we guess that the orbits should have the same shape but thinner and smaller loops because of a steeper curve of the potential. With Figure 6 as a base model, we see that the particle in Figure 7 oscillates farther from the center with a smaller amplitude and in Figure 8 it oscillates in narrower loops.
iii. Third potential

The third and last potential has the form

\[
V_3 = a \rho^4 + b \rho^3 + c \rho^2 + d \rho - e \rho^2
\]

where \( a, b, c, d, e \in \mathbb{R} \). From it we find

\[
L_{rel} = \frac{1}{4} \left[ \gamma^2 + \gamma^2 \left( \frac{\dot{\rho}_{rel}}{\omega_c} + \frac{\dot{\theta}_{rel}}{\omega_c} \right) \right] - \frac{a}{\ell B q^2 \gamma^4} - \frac{b}{\ell B q^2 \gamma^3} - \frac{c}{\ell B q^2 \gamma^2} - \frac{d}{\ell B q^2 \gamma} + e \frac{\ell^2 B^2 \gamma^2}{\ell B q^2 \gamma^2}
\]

that can be rewritten as

\[
L_{rel} = \frac{1}{4} \left[ \gamma^2 + \gamma^2 \left( \frac{\dot{\rho}_{rel}}{\omega_c} + \frac{\dot{\theta}_{rel}}{\omega_c} \right) \right] - \frac{A}{\gamma^4} - \frac{B}{\gamma^3} - \frac{\Gamma}{\gamma^2} - \frac{\Delta}{\gamma} + E \gamma^2
\]

with dimensionless quantities \( A = \frac{a}{\ell B q^2} \), \( B = \frac{b}{\ell B q^2} \), \( \Gamma = \frac{c}{\ell B q^2} \), \( \Delta = \frac{d}{\ell B q^2} \), and \( E = \frac{e \ell^2 B^2}{\ell B q^2} \). Again we derive the Hamiltonian

\[
\mathcal{H}_{rel} = \frac{1}{4} \left[ \gamma^2 + \gamma^2 \left( \frac{\dot{\rho}_{rel}}{\omega_c} \right) \right] + \frac{A}{\gamma^4} + \frac{B}{\gamma^3} + \frac{\Gamma}{\gamma^2} + \frac{\Delta}{\gamma} - E \gamma^2
\]

and the following integral of motion

\[
\Delta \theta_{rel} = 4 \int_{\gamma \min}^{\gamma} \gamma' \left( \frac{\dot{\rho}_{rel}}{\omega_c} - \frac{\dot{\theta}_{rel}}{\omega_c} \right) d\gamma'
\]

with \( G_3 \) being the polynomial

\[
G_3 = \gamma^6(16E - 1) + \gamma^4(8p_{\theta rel}^2 + 16\mathcal{H}_{rel}) + \gamma^3(-16\Delta) + \gamma^2(-16\Gamma - 16p_{\theta rel}^2) + \gamma(-16B) - 16A
\]

Here, the use of the Risch algorithm furnishes the proof that no closed form expression of this integral can be found.

\( V_3 \) is by far the most peculiar potential of this study. Indeed, all terms lead to a repulsive force for \( A, B, \Gamma, \Delta, E > 0 \). By analyzing the behaviour of \( V_3 \), one might wrongly conclude that, because there is no local minimum,
no orbits should exist. Let’s push the analysis further. Recall that
\[ V_{\text{eff}} = \left( p_{\text{rel}}^2 \theta - \frac{\gamma}{4} \right)^2 + \frac{A}{\gamma^4} \]
\[ + \frac{B}{\gamma^3} + \frac{\Gamma}{\gamma^2} + \Delta - E\gamma^2 \] (68)
From it, we can find the force
\[ F \propto -\frac{\partial V_{\text{eff}}}{\partial \gamma} \simeq -\gamma \left( \frac{1}{16} - E \right) \]
\[ + \frac{A}{\gamma^5} + \frac{B}{\gamma^4} + \left( \frac{\Gamma + p_{\text{rel}}^2}{\gamma^3} \right) + \frac{\Delta}{\gamma^2} \] (69)
1. \( \gamma \to 0^+ \): Defining the lower bound \( \gamma_{\text{min}} \)
We see that \( F \) behaves like \( \frac{A}{\gamma^5} \) for small values of \( \gamma \) by evaluating the following limit
\[ \lim_{\gamma \to 0^+} \frac{F}{\left( \frac{A}{\gamma^5} \right)} = 1 \] (70)
\[ \implies \]
\[ F \sim \frac{A}{\gamma^5} \] (71)
Hence for the force to be repulsive, we must have
\[ A > 0 \] (72)
which sets the condition for a lower bound of the orbit.
2. \( \gamma \to +\infty \): Defining the upper bound \( \gamma_{\text{max}} \)
We see that \( F \) behaves like \( -\gamma \left( \frac{1}{16} - E \right) \) for large values of \( \gamma \) by evaluating the following limit
\[ \lim_{\gamma \to +\infty} \frac{F}{-\gamma \left( \frac{1}{16} - E \right)} = 1 \] (73)
\[ \implies \]
\[ F \sim -\gamma \left( \frac{1}{16} - E \right) \] (74)
Hence, for the force to be attractive, we must have
\[ E < \frac{1}{16} \] (75)
which sets the condition for an upper bound of the orbit. On the opposite, for \( E > \frac{1}{16} \), we see that the force is repulsive for any \( \gamma > 0 \).

Thus, no orbits can exist since the particle goes away from the center more and more rapidly. At last, there is an interesting case where \( E \) is exactly \( \frac{1}{16} \). Starting at a certain \( \gamma \), the particle is subject to no external force and continues on a constant motion diverging slowly to infinity. Different plots of these cases will be shown at the end of this section.

We have seen before that for \( V_1 \) and \( V_2 \), the \( G \) polynomials can both be expressed as a fourth degree polynomial for which analytic solutions can be computed explicitly. However, this is not the case for arbitrary polynomial equations. In algebra, the Abel-Ruffini theorem, also known as Abel’s impossibility theorem, states that there is no algebraic solutions to general polynomial equations of degree five or higher with arbitrary coefficients. Fortunately, a method explained in [Kulkarni, 2008] let us explicitly compute solutions of particular equations of degree 6. In our case, one example of restrictions for which we can derive algebraic solutions for \( G_3 = 0 \) is
\[ A = \frac{\zeta \Delta^2}{4} - \frac{(\Delta p_{\text{rel}}^2 \zeta + 2 \Delta H_{\text{rel}} \zeta + 4 B)^2}{4 \zeta (p_{\text{rel}}^2 + 2 H_{\text{rel}})^2 - 64 (\Gamma + p_{\text{rel}}^2) - E} \] (76)
where
\[ \zeta = \frac{-16}{16 E - 1} \] (77)
It naturally follows that one might wonder if the motion for \( V_3 \) is restricted to two turning points as we have seen in \( V_1 \) and \( V_2 \). In fact, this motion is much richer than the previous ones. As we will see later, because \( V_3 \) contains not only four but five terms, many more combinations of parameters are possible. Indeed, we can go up to four turning points for a particular set of values of \( A, B, \Gamma, \Delta, E \) respecting the necessary conditions for bounded motion\[^{[6]}\]

\[^{[6]}\] The proof of the impossibility to obtain five or six turning points is omitted since it follows directly from Descartes’ rule of signs.
Continuing on the same path, we can derive a similar criterion for periodic motion as seen in \( V_1 \) and \( V_2 \)

\[
\frac{\Delta \theta_{\text{rel}}}{\pi} - 1 = 4 \int_{\gamma_{\text{min}}}^{\gamma_{\text{max}}} \gamma \left( \frac{p^{rel}_\theta}{\gamma} - \frac{\gamma}{4} \right) \sqrt{\mathcal{C}_3} \, d\gamma - 1 \tag{78}
\]

Here we present three relevant cases for the conditions \( E < \frac{1}{16}, \ E = \frac{1}{16}, \) and \( E > \frac{1}{16}. \) From the previous analysis, the first case should give a bounded motion, while the second and third ones diverging motions. The following plots show the expected situations for the different cases and agree with our prior analysis. For Figure 10, the repulsive parameters are quite small compared to \( E \) and the condition for bounded motion is respected thus it achieves a conventional orbit. For Figure 11 however, as \( \gamma \to +\infty, \) we can see that \( V_{\text{eff}} \approx 0 \) and thus there is relatively no force being applied on the particle. This is easy to see on the plot by looking at the constant spacing between each circular motion. Finally, as seen in Figure 12 as soon as the condition for bounded orbits is not respected (i.e. \( E < \frac{1}{16}, \)) the potential forces the particle to escape a bounded motion as \( \gamma \to +\infty \) which can be easily seen from the graph by looking at the increasing spacing between each turning of the spiral.

By pushing further the analysis, we can find particular parameters of the potential for which two wells appear as in Figure 13. Des-
pending on the energy of the system, two cases of interest show up. Indeed, the first case is when the energy is set between the local maximum that separates the two wells and the maximum of the minimum of the two wells. We can predict that this yields two distinct motion, thus a case where $G_3 = 0$ has four non-negative real solutions. The second case is where the energy is above the local maximum. This is an interesting scenario since we can guess the motion would be a mix of two distinct orbits. We can see, in fact, that this is the case in Figure 14: the particle alternates between two paths.

![Figure 14](image.png)

**Figure 14:** $A = 3, B = \Gamma = -6, \Delta = 16, E = -0.2$

V. CONCLUSION

Our study was about the classical trajectories in a plane of two identical particles subject to three different non-Coulomb potentials in a constant magnetic field. We have seen that we could separate the problem into two independent problems: the central motion and the relative motion. The center of mass turned out to be moving with a circular motion while the relative motion was more complicated and required further analysis. With the thorough examination of the Hamiltonians and the behaviour of the effective potentials, we have found necessary and sufficient conditions for the existence of a bounded motion and a periodic motion. We have also presented calculations to establish solid basis to the further analysis of a similar case. Indeed, one peculiar and interesting one would be the study of the motion of two quasi-equal particles $(q_1, m_1)$ and $(q_2, m_2)$ obeying the relation $\frac{q_1}{m_1} = \frac{q_2}{m_2}$. Another interesting continuation of the research would be to find if closed-form expressions exist for the integral of motions (24), (46) and (66) by neglecting some terms of the potentials.
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7 Remark that these two paths are not exactly the ones that can be obtained with the same parameters in the first case.