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Abstract

We survey the network properties and response to damage sustained of road networks of cities worldwide, using OpenStreetMap (OSM) data. We find that our primary damage response variable \( t_1 \), which is the average shortest time needed to reach all nodes in a road network (which stand in for locations within a metropolitan area) from an initial node (which stands in for the location of a center for disaster relief operations), is strongly linearly–correlated with \( p_d \), the fraction of the road network segments damaged. We find that this result, previously reported for a city’s road network as opposed to grid and scale-free idealizations, is widely present across the road networks we have examined regardless of location. Furthermore, we identify three families of road networks according to their damage response, forming a typology by which we can classify city road networks. Using this typology, we identify the family of road networks which may be of most concern from a humanitarian standpoint. We also find that, of the properties of the road networks we examined, the average shortest path length, \( l_{\text{min}} \) and the average node degree, \( k \), proxies for city road network size and complexity respectively, are very significantly–correlated with damage susceptibility. In addition to forming a damage response typology by which city road networks could be classified, we consider five cities in detail, looking at risks and previous disaster events. Our results offer a generalizable framework in evaluating the feasibility of couring relief efforts within disaster–affected areas using land–based transportation methods. They also provide, albeit in retrospect, a glimpse of the time difficulties which occurred, and the stakes of life involved in the humanitarian crisis which developed in the Kathmandu area due to the earthquakes of April and May 2015.

Introduction

The death toll and property losses from natural disasters number in the thousands of lives and millions in US dollars annually. In 2018 alone, there were 315 natural disasters reported by the Centre for Research on the Epidemiology of Disasters (CRED), affecting 68.5 million people, causing 11,804 deaths, and US$ 132 billion in economic losses. While lower than the annual...
Averages over the previous decades, the losses are still significant in a year dominated by storms and flooding [1].

Natural disasters, and disaster events in general, cause massive loss of life and property when they occur, losses which mount in the aftermath unless relief measures are promptly set in motion, and much—needed supplies reach those affected. The need for quick action and transportation of supplies is well—recognized among those involved in such efforts; the existence of a time window is commonly—held, ranging from 36 [2] to 72 hours [3, 4] for search, rescue and emergency relief efforts to take effect in the immediate aftermath of a disaster before death tolls rise (and after which emergency response efforts shift to restoration and recovery, and are no longer considered immediate). Without substantial commitment of aerial assets (and/or riparian and marine assets when the disaster location is sufficiently—close to rivers or the sea), such relief efforts necessarily have to make do with the existing land—based road networks. Even with the commitment of such capabilities, the road network infrastructure will still be needed, to a degree, for transportation of relief goods and supplies. Previous results [5, 6] indicate that idealizations of road networks to standard network types like grids or power law distributions result in significant variations in computed parameters for logistical operations during disasters. Hence, there is a need to incorporate the empirical distribution of an actual network, including its capacity during an emergency situation.

Relief efforts for a metropolitan area affected by a disaster presents a particularly—important case. A significant fraction of a nation’s population, wealth, and creative forces is typically concentrated in its urban areas. In 2018, 4.2 billion of the global population (55%) resided in urban settlements [7], a proportion which is projected to reach 68% by 2050—nearly the reverse of what it had been in 1950. Also in 2014, the world’s 300 largest metropolitan areas accounted for 20% of its population and 47% of its economic output [8]. As such, disasters affecting such areas are likely to cause losses of life and wealth far more significant than what would otherwise be the case. While many of these metropolitan areas (including many of the world’s capital cities and conurbations), for historical reasons, are situated by rivers or seas which may facilitate the delivery of emergency supplies, such rivers and seas are also potential sources of disaster events: either hydrological (flooding), meteorological (cyclone landfalls) or seismic (tsunamis) in origin. An additional source of concern is that many cities worldwide, for similar historical reasons, grew up in, or near to, geologically—active regions, which pose the risks of disasters stemming from volcanic eruptions and earthquakes. Major cities located on the rim of the Pacific Ocean are especially at risk, due to the rim coinciding for the most part with the Pacific Ring of Fire.

It may be expected that the road networks in urban locations may be more developed than those of the countryside, the rural areas, in the sense of the presence of more roads. However this may not suffice to ensure speedy transportation of relief supplies within the urban area spanned by its road network. It thus becomes necessary and natural to treat the road infrastructure from a network or graph perspective. Several characteristic quantities can be computed from a network representation of the road infrastructure, quantities which may contribute to the response and resilience of transportation using that road network to damage brought on by disaster. Network-theoretic perspectives have been used previously to probe road networks in general [9, 10] and specifically, questions of robustness, resilience and recovery in the face of disaster events [5, 11–24].

In a previous work [5], we examined the robustness of the capability of centrally-sourced relief operations to reach disaster-affected areas via roads from a network—theoretic perspective, with the city of Tacloban in the Philippines (hit by Typhoon Haiyan in November 2013), and two idealized networks of the same size (a scale—free network and a two—dimensional grid) serving as case studies. We found that \( t_q \), the average time to reach a fraction \( q \) of the
nodes in the road network from a randomly—chosen starting node (serving as a relief center), increases linearly with the degree of damage the network sustained, $p_d$ for Tacloban’s road network, in contrast with the two idealizations, under a variety of road damage scenarios. In this paper, we perform a similar analysis (robustness of $T^*$ to road damage) for the road networks of cities around the world at two different times: 2014 (201 cities) and 2019 (194 cities). In addition, we characterize families of urban road networks according to their damage response, forming a typology by which we can classify such networks.

For each road network, we calculate several network properties, as well as its response to damage sustained by its road segments. Thus, we are able to identify which network properties significantly contribute to the ease (or difficulty) of channeling relief efforts through a road network. In addition, we identify key network characteristics of cities which may stand to lose the most, both in terms of lives and wealth, to delays in the relief effort in the aftermath of a disaster. Finally, we compare the network characteristics so identified between 2014 and 2019, in order to determine whether there have been shifts.

Our proposed typology of urban road networks thus complements others which rely more on spatial characteristics, such as the distribution of the shape factor of bounded city blocks [25] or road segment orientations [26]. For planners involved with disaster preparedness, response and resilience planning, identifying families of city road networks with similar damage response may aid in the formulation on the strategic level of disaster mitigation and response plans widely applicable within a given family of city road networks.

Materials and methods

Geospatial data

2014 and 2018 map data for cities around the world were downloaded from OpenStreetmap (OSM) snapshots. OpenStreetMap [27] is the largest existing open and user-driven geospatial project covering the entire world. Extracts (subsets of OSM data covering smaller areas) for the cities were downloaded from two Metro Extracts websites: 2014-vintage extracts for 201 cities through Mapzen [28] (which shut down in February 2018 [29]), and 2019-vintage extracts for 194 cities through Nextzen [30], which provides the same framework as Mapzen. In both cases, all city extracts available at the time of data download (2014 for the Mapzen extracts and 2019 for the Nextzen extracts) were downloaded. Fig 1 shows the locations of the city extracts for both datasets (2014 and 2019).

The data sets both contain several maps which refer to adjoining city units, such as the map data for the Samara and Tolyatti agglomeration in Russia and Kansas City, Lawrence and Topeka in the United States, while others, such as the data for the San Francisco Bay Area, refer to the extended urban agglomeration containing a central city (San Francisco in this case), whose data is also separately present in the datasets. Fig 2 shows the map datasets obtained from the first two urban areas mentioned.

The data contained in each map is organized as nodes, which represent points on the map, with latitude and longitude coordinates, ways, which connect any two nodes together, and relations, which group nodes and ways into map components, such as highways, buildings and other points of interest. From each map we extract the road networks by taking only those ways that are tagged as “highway” (which in OSM refers to any road [33], which may be tagged as anything from a trail to a trunk highway).

Demographic data was taken from the 11th and 15th editions of the survey of urban areas around the world collated and published by Demographia [34, 35]: specifically, the cities’ urban area in square kilometers, estimates of current population (based on projections by the United Nations agencies), and estimates of population density rounded to the nearest hundred
Fig 1. World map showing locations of downloaded city extracts for 2014 and 2019. The geodata used to render the plot is from OpenStreetMap [27] by way of Mapzen’s MetroExtracts (2014, [28]) and Nextzen’s MetroExtracts (2019, [30]) The figure was rendered using Python’s geopandas package [31].

https://doi.org/10.1371/journal.pone.0264546.g001
Fig 2. Conurbations of Samara-Tolyatti (Russia) and Kansas City-Lawrence-Topeka (USA) showing their road networks. The geodata used to render the plot is from OpenStreetMap [27] by way of Mapzen’s MetroExtracts [28]. The road networks were rendered using Python’s pyrosom package [32].

https://doi.org/10.1371/journal.pone.0264546.g002
persons per square kilometer. The survey took a city’s urban area as equal to its built—up area, and excluded rural land that otherwise fall within its administrative jurisdiction; on the other hand the built—up area may extend beyond the city’s formal bounds, such as the case of the city of Manila in the Philippines, whose built—up area not only covers its associated conurbation (the “National Capital Region”) but also extends substantially north, south and east into the latter’s adjoining administrative units. Out of the 201 metropolitan areas forming our 2014 OSM dataset, 185 have demographic data from the 2014 survey; Of the 194 in the 2019 OSM dataset, 188 have corresponding 2019 data.

Per-capita gross domestic product (GDP) for 2014 was taken from the report published by the Brookings Institution [8], containing the 300 cities around the world with the highest GDP per capita, adjusted according to purchasing power parity (PPP), which facilitates comparison across cities. Of the 201 areas in the 2014 OSM dataset, 130 are present in this report. More recent per-capita GDP estimates for cities are unavailable; however, the 2018 Brookings Institution report [36] presents GDP growth rates over two years, from 2014 to 2016.

In the following sections, the procedures we describe were applied to each dataset (2014 and 2019), unless stated otherwise.

**Road network damage response**

Each road segment in OSM has a tag denoting its road type, which determines the speed at which vehicles are to traverse it and the time needed to do so. Following our previous work [5], we assign characteristic speeds for each road type to be able to estimate the time needed to traverse road segments of that type.

The road networks thus extracted have a substantial fraction of their nodes connected to only two others, representing two connected segments of a single road. As we want to examine the properties of the graph underlying this road network, we remove those nodes; thus, the nodes that are left in the graph represent the intersections present in the original road network. **Fig 3** shows a schematic diagram of the process. We then obtain several network properties of each road network, using the approximate times to travel between nodes as edge weights. These are:

- The number of nodes, \( N \);
- The number of edges, \( E \);
- The average degree, \( \langle k \rangle \);
- The network density, \( D \);
- The average shortest path length, \( \langle l_{\text{min}} \rangle \), measured in time units;
- The average global clustering coefficient, \( \langle C_{\text{global}} \rangle \); and
- The average local clustering coefficient, \( \langle C_{\text{local}} \rangle \)

These properties serve as the feature variables of the dataset.

To determine the damage response of the road networks, we determine \( T_q \), the average shortest time needed to reach a given proportion, \( q \), of the nodes of a network from a randomly—chosen initial starting node, when a certain fraction \( p_d \) of road segments (also randomly—chosen) have sustained damage. The damage to a road segment is modeled as a reduction of 95% in the segment’s characteristic speed, and may represent the presence of debris littering the segment, or else structural damage. We find that the resulting damage
response is approximately linear across all the cities we examined this way, and so we then obtain the slope, intercept and the square of the Pearson correlation coefficient of $t_q$ against the $p_d$ for $q = 0.2, 0.4, 0.6, 0.8$, and $1.0$ for each road network. Here, the slope represents how sensitive the needed travel time is to the damage the network has sustained, and can thus be treated as the measure of susceptibility of the road network to damage. The intercept is the travel time in the absence of damage, while $r^2$ can be treated as a measure of the predictability of the network’s damage response as given by the trend line.

Across the road networks the results for $q = 0.2, 0.4, 0.6$ and $0.8$ are close to each other; this has significant implications further on. Fig 4 illustrates this result for five cities chosen without loss of generality and road networks taken from the 2014 dataset: Rome in Italy, Kathmandu in Nepal, Dar es Salaam in Tanzania, and from the United States, Miami and the San Francisco Bay Area.

Thus, we only take the slope, $y$—intercept and correlation coefficient for the $q = 1.0$ case, which is the average time needed to go from an initial starting node to all others by the shortest path. Incidentally, it can be shown that, under a mean—field approximation, this quantity, $\overline{t_1}$, is exactly the reciprocal of the average closeness centrality of the network, $\overline{C_{closeness}}$, and thus the latter should scale with $p_d^{-1}$.

**Clustering and model fitting**

We obtain $Z_{slope}$, $Z_{intercept}$ and $Z_{r^2}$, the standardized values of each road network’s damage response variables—slope, intercept and $r^2$ of $\overline{t_1}$ against $p_d$, and do similarly for each road network’s feature variables (as enumerated previously). After standardization, we perform
Fig 4. Dependence of $T_q$, the time needed to reach a percentage $q$ of nodes, on $p_d$, the fraction of road segments damaged, for five sample city road networks. The road segments damaged were chosen at random. Averages were computed for 100 randomly—chosen trial locations for a relief center.

https://doi.org/10.1371/journal.pone.0264546.g004
complete—linkage hierarchical clustering on the three damage response variables. The choice of the number of clusters for our purposes is a balance between exposing the desired amount of fine structure from the hierarchy of clusters, and the need for as few explanatory variables as possible (parsimony). We thus examine the hierarchical structure produced by the clustering algorithm using Tibshirani’s *gap statistic* [37].

For a choice of the number of clusters $k$, Tibshirani’s gap statistic, $\text{Gap}_n(k)$ is a measure of comparison between the intracluster dispersion obtained when the clustering algorithm is applied to the observed data, and that when the same algorithm is applied to a sample drawn from a null-hypothesis reference distribution (e.g. a spatially-uniform distribution). $\text{Gap}_n(k)$ is given by Eq 1:

$$\text{Gap}_n(k) = \langle \log(W_k^*) \rangle_n - \log(W_k)$$  \hspace{2cm} (1)

where $(W_k)$ and $(W_k^*)$ are the intra-cluster dispersions (for $k$ clusters) obtained from the observed data and a bootstrap sample generated from the null distribution, respectively, and $\langle . \rangle_n$ means the average over a set of bootstrap samples, each of size $n$. Thus, for a given $k$ a high value of $\text{Gap}_n(k)$ indicates the presence of $k$ well-separated clusters. Fig 5 shows gap statistic plots for the damage response variables ($Z_{\text{slope}}$, $Z_{\text{intercept}}$, and $Z_{r^2}$) of 2014 and 2019 city map datasets.

Parsimony is commonly-enforced using the following heuristic: the minimum value of $k$ is chosen such that $\text{Gap}(k) \geq \text{Gap}(k + 1) - s_{k+1}$, where $s_{k+1}$ is the standard deviation (taken from the bootstrapped samples) of $\text{Gap}(k + 1)$. However, motivated by the need to expose more fine structure while still keeping the number of clusters low, we also look into the values of $\text{Gap}(k)$. This leads us to choose $k = 5$ (2014) and $k = 4$ (2019) instead of $k = 1$ and $k = 2$ expected when we consider parsimony alone.

We then obtain a projection of the road networks’ standardized damage response using principal component analysis (PCA). The cumulative variance of first two principal components is approximately 0.96; thus two dimensions are sufficient for the projection. Table 1 shows the principal component loadings and cumulative variance of the three standardized damage response variables.

The component loadings for $PC_1$ and $PC_2$ are consistent across year, which allows us to use a common interpretation for each. The component loadings of the slope and intercept for $PC_1$ have the same sign, while $r^2$ has a smaller loading, with a sign opposite those of the slope and intercept. $PC_1$ simultaneously encodes the damage response of a road network and its base “effective radius”; broadly speaking, it can be thought of as the *susceptibility* of a road network.

![Fig 5. Gap statistic plots for standardized damage response variables ($Z_{\text{slope}}$, $Z_{\text{intercept}}$, and $Z_{r^2}$) of world cities in 2014 (a) and 2019 (b). The number of clusters, $k$, chosen for each dataset is marked by a dashed line. Clusters were generated using complete—linkage hierarchical clustering. The generation of clusters, gap statistics and plots were generated using implementations within R’s factoextra package.](https://doi.org/10.1371/journal.pone.0264546.g005)
PC has its highest loading from $r^2$, along with a negative sign and minor contributions from the remaining two variables; as $r^2$ encodes the closeness of the damage response to a linear fit, and thus the independence of $t_0$ from the starting location on the road network, $PC_2$ then encodes the location-dependence of $t_0$. A higher value of $PC_2$ implies greater variations in the damage response, and thus it can be thought of as the unpredictability of the road network’s damage response behavior.

We then fit a multiple linear regression model, separately for each combination of principal component ($PC_1$ and $PC_2$) and year (2014 and 2019), using the seven standardized network properties as predictor variables. Doing so allows us to run tests for each regression coefficient obtained, and thus to identify which network property has a significant association with a road network’s damage susceptibility ($PC_1$) and unpredictability of damage response behavior ($PC_2$).

**Results**

**Road network response**

Table 2 includes the mean and standard deviation of the quantities we computed in this work, including those of the response variables (slope, intercept and $r^2$) for both 2014 and 2019 road network datasets. It is interesting to note that the average time to reach all locations on a road network from a starting point, $t_0$, varies linearly with the fraction of the road segments damaged, $p_d$, regardless of the location of the city, with $r^2$ values all very high ($\geq 0.98$ on average).

| Metric | 2014 Mean (s) | Standard Deviation (s) | 2019 Mean (s) | Standard Deviation (s) |
|--------|---------------|------------------------|---------------|------------------------|
| $t_{min}$ | 280.695 | 236.648 | 282.841 |
| $C_{global}$ | $9.790 \times 10^{-3}$ | $6.921 \times 10^{-3}$ | $1.278 \times 10^{-3}$ |
| $C_{local}$ | $6.533 \times 10^{-3}$ | $6.261 \times 10^{-3}$ | $6.617 \times 10^{-4}$ |
| $D$ | 0.0104 | 0.0503 | 1.035 x 10^{-4} |
| $k$ | 2.249 | 0.197 | 0.113 |
| $N$ | 179015.1 | 217516.8 | 388489.5 |
| $E$ | 202236.6 | 242111.2 | 413205.6 |
| Slope | 32.759 | 22.853 | 24.593 |
| Intercept | 1.689 | 1.390 | 1.382 |
| $r^2$ | 0.986 | 0.020 | 0.017 |

Table 2. Mean and standard deviation for the computed network properties and damage response variables (slope, intercept and $r^2$) for the road networks of 201 (2014) and 194 (2019) cities worldwide. Data extracted from OpenStreetMap (OSM) through the Metro Extracts services of Mapzen (2014) and Nextzen (2019).

https://doi.org/10.1371/journal.pone.0264546.t002
For the 2014 dataset, 0.985 is the average, with Campo Grande in Brazil being the city with the lowest value at 0.838. For the 2019 dataset, 0.990 is the average $r^2$, with the Egyptian capital Cairo having the lowest, at 0.826.

Fig 6 shows the dendrograms obtained from hierarchical clustering of the cities by distance in the three—dimensional space given by the standardized damage response variables $Z_{\text{slope}}$, $Z_{\text{intercept}}$ and $Z_{r^2}$. As discussed in the Methodology, we used Tibshirani et al.’s gap statistic to select particular values for the number of clusters: we selected five clusters for the 2014 road networks and four for the 2019 road networks, motivated by fine structure and parsimony considerations.

For the 2014 dataset, the union of Clusters 3 (Miami, Bucharest and Riyadh) and 4 (Dar es Salaam and Campo Grande) is the first to branch off, followed by the combined Clusters 2 (23 cities) and 5 (7 cities), which itself subsequently resolves into the two clusters. The remaining cities (166 in total) comprise Cluster 1, the largest cluster among the five in this dataset. For 2019, Cluster 2 (Liverpool, Vancouver, Luanda and Amsterdam) along with the singleton Cluster 3 (Cairo) are the first to branch off, followed by Cluster 4 (7 cities), with the vast majority under Cluster 1.

The consistently high $r^2$ values we obtained for the damage response of city road networks for both datasets and shown above indicate that we have recovered a common, shared property of the road networks. In the following sections, we will ground our generalization of a typology of damage response upon this result.

**Damage response typology of urban road networks**

The principal components of $Z_{\text{slope}}$, $Z_{\text{intercept}}$ and $Z_{r^2}$ are shown in Table 1. In both datasets (2014 and 2019), PCA yields two components accounting for 96% of the data variance, with $PC_1$ encapsulating the contributions of the slope and the intercept and $PC_2$ that of $r^2$. The two variables with the strongest component loadings for $PC_1$ (the linear dependence of the average time needed to reach all nodes in a road network from an initial starting point $\tau_{1,0}$ on the fraction of the road network segments damaged $p_d$ (the slope), and the average time to reach all nodes from an initial location in the absence of damage (the intercept)) are of most interest from the viewpoint of disaster relief operations, as they determine how fast any potentially—affected locations can be reached by relief efforts. The same sign of the coefficients of the two variables in $PC_1$ also confirm the properties of the clusters we obtained, in which road networks with low (or high) $Z_{\text{slope}}$ will also have low (or high) $Z_{\text{intercept}}$. $PC_2$, for its part, mostly encapsulates deviations from the linear trend as defined by the slope and the intercept and thus a measure of the *unpredictability* of the road network’s damage response, as observed previously.

In terms of damage response characteristics, we find three families of city road networks common to both datasets. This is justified by the fact that both dendrograms (2014 and 2019) in Fig 6 can be cut into three groups at a higher level than the actual number of clusters found (5 for 2014, 4 for 2019). In terms of the clusters obtained in the previous section, the correspondences between 2014 and 2019 are as follows: Clusters 1 and 2 (2014) to Cluster 1 (2019), Cluster 5 (2014) to Cluster 4 (2019), and more loosely, the outlying Clusters 3 and 4 (2014) to the outlying Clusters 2 and 3 (2019).

Fig 7 shows how the cities in the two datasets are distributed according to population density (2014 and 2019 datasets), 2014 GDP per capita (2014 dataset) and per-capita GDP growth over 2014-2016 (2019 dataset), for those with obtainable data. We find no noticeable relationship between membership in the obtained clusters on one hand, and population density, per-capita GDP and GDP growth on the other, meaning that damage susceptibilities cut across
Fig 6. Road networks of 201 (2014) and 194 (2019) cities around the world. These are hierarchically clustered according to their standardized damage response variables: slope ($Z_{\text{slope}}$), $y$—intercept ($Z_{\text{intercept}}$) and $r^2$ ($Z_r$). The number of clusters chosen for each set of road networks (5 for 2014, 4 for 2019) was selected taking parsimony and fine structure considerations into account, as discussed in the Methodology.

https://doi.org/10.1371/journal.pone.0264546.g006
population densities and wealth, and thus are of great concern to cities worldwide, wealthy or not, densely-populated or not.

The first family of cities, consisting of Cluster 1 (both 2014 and 2019) contains the majority of the city road networks, and are characterized by low $Z_{\text{slope}}$, low $Z_{\text{intercept}}$, and (generally) high $Z_{r^2}$, corresponding to low values for both PC$_1$ and PC$_2$. These span a wide range in both population density (as an example for the 2014 set Dhaka, Mumbai and Hong Kong are the
densest urban areas while Mobile, Chattanooga and Macon, all in the United States of America, are the least dense) and GDP per capita (the American cities Boston, Houston and the Washington DC—Baltimore metropolitan area having the highest and Kolkata, Bengaluru and Chennai, all in India, having the lowest per-capita GDP in 2014 PPP-adjusted US dollars).

For these cities, points within their road networks need less time to be accessed in the absence of road damage (low $Z_{intercept}$), and moreover, this ease of access is not very susceptible to increases in the damage (low $Z_{slope}$); relief efforts can be conducted in them more easily in case of disaster events. This family of cities are of least concern, from the point of view of damage susceptibility.

The second family, consisting of Clusters 2 and 5 (2014) / Cluster 4 (2019), contains cities with both high $Z_{slope}$ and $Z_{intercept}$ (equivalently, high values of $PC_1$), and low $Z_r$ (equivalently, low values of $PC_2$). Similar to the first family, membership in this family is invariant of population density (with Canberra in Australia and Kathmandu in Nepal lying at the lower and upper ends in 2014) 2014 GDP per capita (Porto Alegre in Brazil and San Francisco in the United States), or 2014-2016 per-capita GDP growth (the Bay Area growing by 4.1% while Riyadh remained nearly-static at 0.2% over the same period). In contrast to the first family, this one contains cities within which locations are less readily—accessible even in the lack of disaster events, and become even less so with the increase in the level of damage the road network sustains. In the event of disasters affecting cities in this family, the use of their road networks to deliver relief within are bound to be highly—cumbersome and prone to delays, delays which workers can ill afford. Thus, these cities present the most concern.

The third family, consisting of the remaining clusters in both datasets, contains city road networks with very low $Z_r$ (high $PC_2$), such as Campo Grande (2014) and Cairo (2019). These cities can collectively be considered as outliers which need more examination. The three families of city road networks can easily seen in Fig 8, which shows the projection of each city's damage response variables ($Z_{slope}$, $Z_{intercept}$ and $Z_r$) onto the first two principal components obtained, $PC_1$ and $PC_2$. The cities of the first family have low $Z_{slope}$ and $Z_{intercept}$, thus clustering around the origin, while the cities of concern form a tail extending towards the bottom right, towards the region of high susceptibility to damage; the outliers are found elsewhere.

### Road network properties and damage response

Let us examine the damage response of the five sample cities previously mentioned, each belonging to a 2014 cluster: Rome (Cluster 1), Kathmandu (Cluster 2), Miami (Cluster 3), Dar es Salaam (Cluster 4) and the San Francisco Bay Area (Cluster 5). As seen previously in Fig 4, $t_q$, the time to reach a $q$ percentage of nodes in a network from an initial node representing a relief center, is only weakly dependent on the fraction of damaged road segments $p_d$ for $q$ up to around 80% to 90%. Thus, Fig 9 shows the time to reach the remaining, most inaccessible nodes (and thus, the entire network), $t_{100}$ for the five cities, along with their respective road networks.

We see that the damage response of each city road network is approximately linear. Despite the response of Rome (Cluster 1 / “least concern”) and Dar es Salaam (Cluster 3 / “outlier”) tracking closely with each other, they are in different clusters, the small size / extent of Dar es Salaam compensates for the relative sparseness of its road network, in comparison with the bigger and more-connected network of Rome. Higher up are Kathmandu (Cluster 2, “of concern”) with its relatively sparse road network, and Miami (Cluster 3, “outlier”), whose road network is both larger and denser than that of Kathmandu, and have higher values for both susceptibility ($PC_1$) and unpredictability ($PC_2$). Finally, the road network with the steepest damage response (and thus, highest susceptibility) is that of the San Francisco Bay Area, which
is also the biggest and densest road network of the five cities. This is no coincidence; as discussed below, a city road network’s size and complexity are the strongest significant predictors of its damage susceptibility.

We then fit multiple linear regression models to PC₁ and PC₂, using the standardized values of the seven computed network parameters as feature variables. The maximum likelihood estimates for the regression coefficients are shown in Table 3, along with the standard error and the result from a two—tailed t—test on each coefficient.

Among the coefficients of the regression models for PC₁, those for Z_{\text{shortest}} associated with the average shortest path length are significant at $\alpha = 0.01$ for both 2014 and 2019. The coefficient of $Z_{\text{degree}}$, the (standardized) average degree, is significant at $\alpha = 0.01$ for 2014, but is significant at $\alpha = 0.05$ for 2019. We fail to find statistically-significant associations between both clustering coefficients and PC₁ for 2014; however we pick up a statistically-significant

---

**Table 3**

| Parameter         | Coefficient | Standard Error | t-value | p-value |
|-------------------|-------------|----------------|---------|---------|
| Z_{\text{shortest}} | 0.12        | 0.02           | 5       | 0.001   |
| Z_{\text{degree}}  | 0.10        | 0.03           | 3       | 0.01    |
| Clustering Coeff.1 | 0.08        | 0.05           | 2       | 0.05    |
| Clustering Coeff.2 | 0.06        | 0.04           | 1       | 0.06    |

---

**Fig 8.** Principal-component projections of standardized damage response variables for the road networks of 201 (2014) and 194 (2019) cities worldwide: Slope ($Z_{\text{slope}}$), intercept ($Z_{\text{intercept}}$) and $r^2$ ($Z_{r^2}$). For each road network dataset, the clusters obtained are colored as in their respective dendrograms in Fig 6.
The association between $Z_{(h_{\text{local}})}$ and $PC_1$ at $\alpha = 0.05$ for the 2019 dataset. Interestingly, the strength of the associations of $Z_{(h_{\text{min}})}$ and $Z_{(h_k)}$, while remaining statistically significant at varying extents between 2014 and 2019, both drop, from 0.585 and 0.513 to 0.377 and 0.390, respectively, paralleled by the appearance of a strong negative (-0.793) and statistically significant (at $\alpha = 0.05$) association between $Z_{(h_{\text{local}})}$ and $PC_1$ in the 2019 road network dataset.

As $PC_1$ encapsulates in the main the damage response properties of a road network in accordance with our clustering results, we thus identify $(l_{\text{min}})$, $(k)$, which are proxies for a city

Fig 9. Damage response of five sample cities, together with their respective road networks. Each city and road network was selected from one 2014 cluster each.

https://doi.org/10.1371/journal.pone.0264546.g009
road network’s size and complexity, respectively, as the primary contributors to the susceptibility of a road network to damage: a road network with higher average path length and (to a slightly lesser extent) higher average node degree will tend to require longer times to reach the most inaccessible locations within them, times which are moreover highly dependent on the amount of damage the road network has sustained. For the 2019 dataset, \( C_{\text{local}} \), the average local clustering coefficient, is a measure of the “small-worldness” of a network; high values imply ease of accessibility from one node in the road network to another; as well as more redundant connections and thus decreased susceptibility to damage, something borne out by the negative sign of its regression coefficient.

For \( PC_2 \) and the 2014 dataset, we find five network properties with significant regression coefficients: \( l_{(\min)} \) (-0.251), \( D \) (0.328), \( k \) (0.791), \( N \) (4.299) and \( E \) (-4.377). Of these, the coefficients of \( Z_{l_{(\min)}} \) and \( Z_E \) are both negative, indicating that their contributions have the effect of lowering \( PC_2 \), and thus the unpredictability of the road’s damage response, while those of the other three serve to increase the latter. The 2019 dataset differs drastically from the 2014 one in this regard: only the coefficient of the average shortest path length (-0.294), \( Z_{l_{(\min)}} \), and thus the network’s size, has a consistent negative contribution to damage response unpredictability (equivalently, a consistent positive contribution to the damage response \( r^2 \), since the latter’s component loading for \( PC_2 \) is negative) across datasets.

**Discussion**

**Universality of small—Scale and large—Scale damage response**

In a previous work [5], we reported that \( \Gamma_q \) increases linearly with the degree of damage the network sustained, \( p_d \) for a real road network, in contrast with two idealizations of a road network (a scale—free network and a two—dimensional grid). This implies that for a real road network, there is no equivalent to a percolation threshold for \( p_d \) which divides the response of \( \Gamma_q \) into two regimes (as was for the two idealizations). Furthermore, we reported that the time needed to reach lower percentages of the road network (\( q \) below 80% to 90%) has a weaker dependence on \( p_d \) (and thus exhibit stronger robustness to damage), in contrast to when \( q = 100 \), or equivalently, when the most inaccessible locations are also needed to be served. With this survey of two metropolitan road network datasets, we further find that these two

| Feature | 2014 | 2019 | 2014 | 2019 |
|---------|------|------|------|------|
| \( l_{(\min)} \) | 0.585(0.110)*** | 0.377(0.136)*** | -0.251(0.080)*** | -0.294(0.102)*** |
| \( C_{\text{global}} \) | -0.079(0.312) | 0.507(0.298) | -0.052(0.225) | -0.052(0.223) |
| \( C_{\text{local}} \) | -0.173(0.322) | -0.793(0.355)** | -0.180(0.232) | 0.095(0.266) |
| \( D \) | 0.210(0.124) | -0.063(0.104) | 0.328(0.089)*** | 0.077(0.078) |
| \( k \) | 0.513(0.174)*** | 0.390(0.197)** | 0.791(0.126)*** | 0.041(0.147) |
| \( N \) | 0.408(2.181) | -3.698(2.919) | 4.299(1.573)*** | 0.928(2.189) |
| \( E \) | -0.565(2.168) | 3.812(2.896) | -4.377(1.564)*** | -0.892(2.172) |
| (intercept) | -0.000(0.088) | -0.000(0.092) | -0.000(0.063) | 0.000(0.069) |

**p < 0.05**

**p < 0.01**

https://doi.org/10.1371/journal.pone.0264546.t003
insights are not unique to the city road network previously studied (Tacloban City in the Philippines, which was hit by Typhoon Haiyan in November 2013), but is also found in others worldwide. We conjecture that this is a universal property of the damage response of road networks, something which is supported by typological commonalities we found across the two road network datasets.

This combination of small-scale robustness combined with variable susceptibility at the greater scale of the entire city has important implications for disaster preparations: it means that for any city, there exists a minimum number of optimally—positioned relief centers that can robustly service places in its vicinity using the road network, such that the entire city can be robustly served by these centers when a disaster occurs. Any lower than this threshold and the existing centers will not be able to robustly—serve an entire city, with the most inaccessible places taking a much longer time to reach via the road network. Conversely, centers which are intended to serve an entire city’s extent will find the use of the road network impractical if they are to reach the farthest locations in a low enough time, and thus will have to use alternate means of service delivery (such as air or sealifts).

**Damage response and risks**

By using hierarchical clustering of the (transformed) damage response variables of these road networks, we are ultimately able to classify cities into one of three types, according to the damage response characteristics of their road networks. The classification of cities is invariant of population density, GDP per capita or per-capita GDP growth, meaning that both low- and high-risk cities could be found at both extremes of each.

The five sample cities we have examined face a variety of risks: seismic (Rome, Kathmandu and the San Francisco Bay Area), hurricane (Miami) and floods (Dar es Salaam). Rome, belonging to the “least concern” family, is the most robust of the five, yet still has cause for concern, as it is near the Mt. Vettore fault in the Apennines, which in Classical and Late Antiquity caused substantial damage to its buildings and most recently strong earthquakes in 2016 [38]. The San Francisco Bay Area, which is of concern due to its large size / spatial extent, is near the San Andreas fault system, which is at risk for strong earthquakes and had caused the 1906 San Francisco earthquake and fire. Miami, on the east coast of the United States, faces a high risk of hurricanes, while Dar es Salaam perenially suffers from floods. Finally, Kathmandu lies within a seismically active region, where ongoing tectonic collision has led to the formation of the Himalayan belt. As mentioned below, this city, belonging to the “of concern” family in 2014, suffered massive loss of life and property when an earthquake struck in April 2015.

In addition, we have identified the relative contributions of various network properties to the damage response of road networks. Among these three families we have identified, it is the second type (characterized by both high base $T_{10}$ and also high susceptibility of the latter to varying $p_d$) which may offer the most concern, from the disaster relief viewpoint. Road—based relief efforts within the cities in this cluster are bound to be the most susceptible to the amount of damage the road network has sustained. Among the metropolitan areas of this type, the San Francisco Bay Area has the highest purchasing power—adjusted GDP per capita in 2014 ($75,382), followed by Seattle ($73,012), Portland ($67,639), Los Angeles ($65,082), and the cross—border San Diego and Tijuana ($62,295). Of these five areas, all except Portland lie on the seismically—active Pacific Ring of Fire, with the Bay Area, Los Angeles and San Diego—Tijuana in the vicinity of the San Andreas fault system; in case of a major earthquake these cities stand to sustain considerable impacts on life and wealth, and road—based relief efforts likely to suffer large delays. In such situations, alternatives to land—based relief delivery systems would be preferable. It must be said, however, that with per—capita GDP in these areas
being high, the frameworks and infrastructure for these areas may be well—developed, and the actual impact due to a disaster event may be much less. Of the five mentioned metropolitan areas, only Seattle has moved out of this “of-concern” grouping as of 2019 data; per-capita GDP growth between 2014 and 2016 has also been positive except for San Diego area, which contracted by 0.4% over the same period [36].

In terms of the risk to populations, Kathmandu in Nepal had the highest population density among the cities of the second type in the 2014 dataset (19,800 persons per square kilometer) followed by Kabul (17,900), Chongqing (7,700), Athens (6,000) and Bangkok (5,800). Land—based relief efforts undertaken within these cities would suffer considerable delays in transportation. With the time window to reach affected populations being limited, more of the latter stand to lose if these cities are hit. Thus in April and May 2015, when earthquakes devastated Kathmandu and its environs, the relative remoteness of the area, compounded by the state of its roads, made transportation very difficult, and contributed to a grave humanitarian crisis. The 2019 dataset has the following cities of concern with the highest population densities: New Delhi (12,600 per square kilometer), Baghdad (10,900), Yangon (9,400), Sofia (6,400) and Rio de Janeiro (6,300), all of which are at risk from a variety of natural disasters such as earthquakes and flooding.

Conclusion

In this work we have examined world urban areas at two different points in time (2014 and 2019), according to the response of their road networks to increasing amounts of damage. We show that a linear damage response behavior of a road network (as opposed to grid or scale-free idealizations of it) is widespread, and may be universal to city road networks. Thus, we sought, and are successful, in obtaining a typology of city road networks according to their damage response characteristics.

Using principal component analysis, we have identified two variables which characterize the damage response of city road networks: susceptibility and unpredictability. Thus, we are able to classify the road networks of cities we examined into three families. The majority of the city road networks belong to the first family, which exhibit low susceptibility (corresponding to both a low average time to reach all points on the network from a random starting point in the absence of damage, and a weak response to varying amounts of damage) and low unpredictability of damage response (equivalently, a high degree of consistency of the damage response to a linear pattern). These road networks thus are resilient to damage, and thus will facilitate quick deployment of relief efforts and distribution of emergency goods and services during times of disasters. The second family of city road networks, the vulnerable ones, is characterized by high damage susceptibility and low unpredictability, which makes this family of particular concern from a disaster response standpoint. For several cities in this family, having high population densities and already at risk from natural calamities such as earthquakes and flooding, high susceptibility of road networks to damage presents a complicating factor for emergency response and rescue efforts. The third, and smallest family of cities contains outliers, of which more information is needed.

Among the network properties we examined, we find that a city road network’s average shortest path length, $l_{\text{min}}$ and the average degree, $k$ are significantly-associated with its damage susceptibility for both datasets we examined (2014 and 2019), while only $l_{\text{min}}$ has a significant association with damage response unpredictability across datasets. Thus, we contend that these two properties, which are proxies for a city’s size ($l_{\text{min}}$) and the complexity of its road network ($k$) are the strongest predictors of a road network’s vulnerability to damage.
Thus, a network-based assessment of a city’s road infrastructure may offer valuable insights and identify systemic weaknesses—weaknesses which have to be taken into account when planning for emergency relief. For one city in particular, however, this report could only offer a post-mortem of sorts: Nepal’s capital Kathmandu had the highest population density among the vulnerable cities we identified in the 2014 road network dataset, something borne out by massive loss of life when the country was hit by an earthquake in early 2015.

Author Contributions
Conceptualization: Jesus Felix Bayta Valenzuela, Christopher Pineda Monterola.
Data curation: Jesus Felix Bayta Valenzuela, Erika Fille Tupas Legara.
Formal analysis: Jesus Felix Bayta Valenzuela.
Methodology: Jesus Felix Bayta Valenzuela, Erika Fille Tupas Legara.
Software: Jesus Felix Bayta Valenzuela, Erika Fille Tupas Legara.
Supervision: Christopher Pineda Monterola.
Visualization: Jesus Felix Bayta Valenzuela.
Writing – original draft: Jesus Felix Bayta Valenzuela.
Writing – review & editing: Jesus Felix Bayta Valenzuela, Erika Fille Tupas Legara, Christopher Pineda Monterola.

References
1. Centre for Research on the Epidemiology of Disasters. Natural Disasters 2018; 2019.
2. United Nations Office for the Coordination of Humanitarian Affairs. Disaster Response in Asia and the Pacific: Tools and Services for Disaster Response; 2013. http://www.unocha.org/publications/asiasdisasterresponse/ToolsAndServicesForDisasterResponse.html.
3. Federal Emergency Management Agency. Earthquake Safety Checklist; 2014. Brochure. Available from: http://www.fema.gov/media-library-data/142137886237-e683b4975c2c324b18967ead20336b2f/FEMAB526_2014.pdf.
4. Park M. The Critical 72 Hours After Nepal Earthquake; 2015. http://edition.cnn.com/2015/04/25/asia/nepal-earthquake-challenges/.
5. Valenzuela JF, Legara EF, Fu X, Goh RSM, De Souza R, Monterola C. A Network Perspective on the Calamity–Induced Inaccessibility of Communities and the Robustness of Centralized, Landbound Relief Efforts. International Journal of Modern Physics C. 2014; 25(06):1450047. https://doi.org/10.1142/S0129183114500478
6. Valenzuela JF, Monterola C, Legara EF, Fu X, Goh RSM. On centripetal flows of entities in scale-free networks with nodes of finite capability. Complexity. 2015; 21(1):283–295. https://doi.org/10.1002/cplx.21564
7. United Nations DoE, Social AffairsPD. World Urbanization Prospects 2018: Highlights. New York: UN; 2018.
8. Parilla J, Trujillo JL, Berube A, Tao R. Global Metro Monitor 2014: An Uncertain Recovery; 2015. http://www.brookings.edu~/media/Research/Files/Reports/2015/01/22-global-metro-monitor/bmpp_GMM_final.pdf.
9. Lämmert S, Gehlsen B, Helbing D. Scaling laws in the spatial structure of urban road networks. Physica A: Statistical Mechanics and its Applications. 2006; 363(1):89–95. https://doi.org/10.1016/j.physa.2006.01.051
10. Jiang B. A topological pattern of urban street networks: Universality and peculiarity. Physica A: Statistical Mechanics and its Applications. 2007; 384(2):647–655. https://doi.org/10.1016/j.physa.2007.05.064
11. Aydin NY, Duzgun HS, Wenzel F, Heinimann HR. Integration of Stress Testing with Graph Theory to Assess the Resilience of Urban Road Networks under Seismic Hazards. Natural Hazards. 2018; 91(1):37–68. https://doi.org/10.1007/s11069-017-3112-z
12. Aydin NY, Duzgun HS, Heinimann HR, Wenzel F, Gnyawali KR. Framework for Improving the Resilience and Recovery of Transportation networks under Geohazard Risks. International Journal of Disaster Risk Reduction. 2018; 31:832–843. https://doi.org/10.1016/j.ijdrr.2018.07.022

13. Bell MGH, Kurauchi F, Perera S, Wong W. Investigating transport network vulnerability by capacity weighted spectral analysis. Transportation Research Part B: Methodological. 2017; 99:251–266. https://doi.org/10.1016/j.trb.2017.03.002

14. Chen AY, Yu TY. Network based temporary facility location for the Emergency Medical Services considering the disaster induced demand and the transportation infrastructure in disaster response. Transportation Research Part B: Methodological. 2016; 91:408–423. https://doi.org/10.1016/j.trb.2016.06.004

15. Chen X, Li Q. Modeling Road Network Vulnerability for Evacuees and First Responders in No-Notice Evacuation. Journal of Advanced Transportation. 2017; 2017:1–12. https://doi.org/10.1155/2017/5202150

16. Fatourechi R, Miller-Hooks E. Travel time resilience of roadway networks under disaster. Transportation Research Part B: Methodological. 2014; 70:47–64. https://doi.org/10.1016/j.trb.2014.08.007

17. Ozdamar L, Aksu DT, Yasa E, Ergunes B. Disaster relief routing in limited capacity road networks with heterogeneous flows. Journal of Industrial & Management Optimization. 2018; 14(4):1367–1380. https://doi.org/10.3934/jimo.2018011

18. Redzuan AA, Anuar AN, Zakaria R, Aminudin E, Alias NE, Yuzir MAM, et al. A Review: Adaptation of Escape Route for a Framework of Road Disaster Resilient. IOP Conference Series: Materials Science and Engineering. 2019; 615:012 002. https://doi.org/10.1088/1757-899X/615/1/012002

19. Rupi F, Bernardi S, Rossi G, Danesi A. The Evaluation of Road Network Vulnerability in Mountainous Areas: A Case Study. Networks and Spatial Economics. 2015; 15(2):397–411. https://doi.org/10.1007/s11067-014-9260-8

20. Schintler LA, Kulkarni R, Gorman S, Stough R. Using Raster-Based GIS and Graph Theory to Analyze Complex Networks. Networks and Spatial Economics. 2007; 7(4):301–313. https://doi.org/10.1007/s11067-007-9029-4

21. Sun C, Pei X, Hao J, Wang Y, Zhang Z, Wong SC. Role of road network features in the evaluation of incident impacts on urban traffic mobility. Transportation Research Part B: Methodological. 2018; 117:101–116. https://doi.org/10.1016/j.trb.2018.08.013

22. Viljoen NM, Joubert JW. The Road most Travelled: The Impact of Urban Road Infrastructure on Supply Chain Network Vulnerability. Networks and Spatial Economics. 2018; 18(1):85–113. https://doi.org/10.1007/s11067-017-9370-1

23. Zanini MA, Faleschini F, Zampieri P, Pellegrino C, Gecchele G, Gastaldi M, et al. Post-Quake Urban Road Network Functionality Assessment for Seismic Emergency Management in Historical Centres. Structure and Infrastructure Engineering. 2017; 13(9):1117–1129. https://doi.org/10.1080/15732479.2016.1244211

24. Zio E, Sansavini G, Maja R, Marchionni G. An Analytical Approach to the Safety of Road Networks. International Journal of Reliability, Quality and Safety Engineering. 2008; 15(01):67–76. https://doi.org/10.1142/S0218539308002939

25. Louf R, Barthelemy M. A typology of street patterns. Journal of The Royal Society Interface. 2014; 11(101). https://doi.org/10.1098/rsif.2014.0924 PMID: 25297318

26. Boeing G. Urban spatial order: street network orientation, configuration, and entropy. Applied Network Science. 2019; 4(1):67. https://doi.org/10.1007/s41109-019-0189-1

27. OpenStreetMap Contributors OpenStreetMap. Licensed under the Open Data Commons Open Database License (ODbL). https://www.openstreetmap.org

28. Mapzen Metro Extracts; https://mapzen.com/metro-extracts/.

29. Mapzen. Mapzen Shutdown; https://www.mapzen.com/blog/shutdown/.

30. Nextzen Metro Extracts; https://metro-extracts.nextzen.org/.

31. Jordahl K, Van den Bossche J, Fleischmann M, et al. geopandas v0.8.1. 2020;.

32. Tenkanen H. pyrosm v0.6.1. 2021; Licensed under the MIT License. https://github.com/HTenkanen/pyrosm

33. Key:highway; https://wiki.openstreetmap.org/wiki/Key:highway

34. Demographia World Urban Areas: 11th Annual Edition: 2015.01 (Built-Up Urban Areas or World Agglomerations); 2015. http://www.demographia.com/db-worldua.pdf.

35. Demographia World Urban Areas: 15th Annual Edition: 2019.04 (Built-Up Urban Areas or World Agglomerations);.

36. Bouchet M, Liu S, Parilla J, Kabbani N. Global Metro Monitor 2018; 2018. https://www.brookings.edu/wp-content/uploads/2018/06/Brookings-Metro_Global-Metro-Monitor-2018.pdf.
37. Tibshirani R, Guenther W, Hastie T. Estimating the Number of Clusters in a Data Set via the Gap Statistic. Journal of the Royal Statistical Society Series B. 2001. https://doi.org/10.1111/1467-9868.00293

38. Galli P, Galderisi A, Peronace E, Giaccio B et al. The awakening of the dormant Mt Vettore fault (2016 central Italy earthquake, Mw 6.6). Paleoseismic clues on its millennial silences. Tectonics. 2019; 38:687. https://doi.org/10.1029/2018TC005326