Abstract

Deep neural networks (DNNs) provide state-of-the-art results for a multitude of applications, but the use of DNNs for multimodal audiovisual applications is still an unsolved problem. The current approaches that combine audiovisual information do not consider inherent uncertainty or leverage true classification confidence associated with each modality in the final decision. Our contribution in this work is to apply Bayesian variational inference to DNNs for audiovisual activity recognition and quantify model uncertainty along with principled confidence. We propose a novel approach that combines deterministic and variational layers to estimate model uncertainty and principled confidence. Our experiments with in- and out-of-distribution samples selected from a subset of the Moments-in-Time (MiT) dataset show more reliable confidence measure as compared to the non-Bayesian baseline. We also demonstrate the uncertainty estimates obtained from this framework can identify out-of-distribution data on the UCF101 and MiT datasets. In the multimodal setting, the proposed framework improved precision-recall AUC by 14.4% on the subset of MiT dataset as compared to non-Bayesian baseline.

1. Introduction

Audio and vision are complementary inputs and fusing the audiovisual modalities can greatly benefit an activity recognition application. Multimodal audiovisual activity recognition is still an unsolved problem, and deep neural network (DNN) architectures are not successful in modeling the inherent ambiguity in the correlation between the two modalities. Our evaluation of audiovisual inputs indicate that both audio and visual modalities may not be correlated for all the activity categories. One of the modalities (e.g., sneezing in audio, writing in vision) can be more certain about the activity class than the other modality. It is important to model reliable uncertainty estimates for the individual modalities to benefit from multimodal fusion.

Deep learning utilizes complex models that are trained with large datasets [1, 2, 3] and have proven to be scalable and successful in solving many perception tasks providing state-of-the-art results. However, DNNs are trained to obtain the maximum likelihood estimates and disregard uncertainty around the model parameters that eventually can lead to predictive uncertainty. Deep learning models may fail in the case of noisy or out-of-distribution data, leading to overconfident decisions that could be erroneous as SoftMax probability does not capture overall model confidence. Instead, it represents relative probability that an input is from a particular class compared to the other classes.

Probabilistic Bayesian models provide principled ways to gain insight about data and capture reliable uncertainty estimates in predictions. Bayesian deep learning [4, 5] has allowed bridging DNNs and probabilistic Bayesian theory to leverage the strengths of both methodologies. Bayesian deep learning framework with Monte Carlo (MC) dropout approximate inference [6] has been used in visual scene understanding applications including camera relocalization [7], semantic segmentation [8] and depth regression [9]. In this work, we propose a Bayesian deep learning framework applied to a multimodal activity recognition task using the variational inference [10, 11] technique.

Activity recognition is an active area of research with multiple approaches depending on the application domain and the types of sensors [12]. Human activity recognition using wearable sensors such as accelerometer/gyroscopes and heart-rate monitors is used to recognize everyday human activities that include walking, running, and swimming. Human pose-based activity recognition [13, 14] methods aggregate motion and appearance information along tracks of human body parts to recognize human activity. Multimodal methods which combine optical flow or depth information along with RGB data [15, 16] are shown to provide state-of-the-art results for generic (not just hu-
man) activity recognition tasks. Methods which combine semantic level information [17] such as pose, object/scene context and other attributes including linguistic descriptors are proposed to detect group activities and shown to be more robust to sensor noise.

Multimodal models are proposed for audiovisual analysis tasks such as emotion recognition [18], audiovisual speech recognition [19], speech localization [20, 21], cross-modal retrieval [22]. A deep Boltzmann machine (DBM) [23] based architecture has been used to learn a generative model for the joint image and text space that is useful in the information retrieval task for both unimodal and multimodal queries. The audiovisual speech recognition (AVSR) task is shown to benefit from multimodal training of the joint models. In [19], a deep autoencoder model for cross-modality feature learning is proposed, where better features for one modality can be learned if multiple modalities are present at training time. A deep audio-visual speech recognition model [24] using self-attention encoder architecture is proposed to recognize speech from talking faces using vision and audio inputs. Recent work on sound localization and separation [20, 21] has shown the benefits of a joint audiovisual representation for cross-modal self-supervised learning using only audio-visual correspondence as the objective function. These audiovisual methods apply joint modeling of the audio and vision inputs during the training phase for better generalizability of the models, but then use single modality during the inference phase. Also, these methods do not provide a quantifiable means to determine the relative importance of each modality.

In this work, we focus on multimodal audiovisual activity recognition and use Bayesian DNNs to reliably estimate uncertainty associated with the individual modalities. We propose an architecture which combines state-of-the-art DNN architectures with Bayesian variational layers to obtain reliable uncertainty estimates along with principled confidence. The proposed architecture can be extended to train an end-to-end model which can use the uncertainty estimates from individual modalities to gate the contribution from an uncertain input modality towards the classification results. To the best of our knowledge, this is the first research effort that applies a Bayesian deep learning framework with variational inference for a multimodal activity recognition task to capture reliable uncertainty measures.

Our main contributions include:

1. A Bayesian variational inference model applied to the multimodal framework. Specifically, we focus on the audiovisual activity recognition task to capture principled confidence and uncertainty estimates.

2. A Bayesian DNN architecture which combines deterministic and variational layers modeled with mean-field distributions.

3. Uncertainty estimates obtained from the proposed method to identify out-of-distribution data for activity recognition.

4. Audiovisual activity recognition on subset of MiT dataset using our proposed architecture which outperforms the non-Bayesian baseline.

The rest of the document is divided into the following sections. The background on Bayesian DNNs and audiovisual activity recognition are presented in Section 2. In Section 3, the architecture of the proposed Bayesian variational inference framework is presented. The results are presented in Section 4, followed by conclusions in Section 5.

2. Background

2.1. Bayesian deep neural networks

Bayesian DNNs provide a probabilistic interpretation of deep learning models by placing distributions over the model parameters (shown in Figure 1). Bayesian Inference can be applied to estimate the predictive distribution by propagating over the model likelihood while marginalizing over the learned posterior parameter distribution. Bayesian DNNs also help in regularization by introducing distribution over network weights, capturing the posterior uncertainty around the neural network parameters. This allows transferring inherent DNN uncertainty from the parameter space to the predictive uncertainty.

Given training dataset \( D = \{x, y\} \) with inputs \( x = x_1, \ldots, x_N \) and their corresponding outputs \( y = y_1, \ldots, y_N \), in parametric Bayesian settings we would like to infer a distribution over weights \( w \) as a function \( y = f_w(x) \) that represents the DNN model. With the posterior for model parameters inferred during Bayesian neural network training, we can predict the output for a new data point by propagating over the model likelihood \( p(y|x, w) \) while drawing samples from the learned parameter posterior \( p(w|D) \).
shows the posterior distribution of model parameters obtained from model likelihood.

\[
p(w, D) = \frac{p(y \mid x, w) p(w)}{p(y \mid x)} \tag{1}
\]

Computing the posterior distribution \( p(w \mid D) \) is often intractable, some of the previously proposed techniques to achieve analytically tractable inference include: (i) Markov chain Monte Carlo sampling based probabilistic inference [4, 25] (ii) variational inference techniques to infer the tractable approximate posterior distribution around model parameters [26, 27, 28] and (iii) Monte Carlo dropout approximate inference [6]. In our work, we use the variational inference approach to infer the approximate posterior distribution around the model parameters.

Variational inference [11] is an active area of research in Bayesian deep learning, which uses gradient based optimization. This technique approximates a complex probability distribution \( p(w \mid D) \) with a simpler distribution \( q_\theta(w) \), parameterized by variational parameters \( \theta \) while minimizing the Kullback-Leibler (KL) divergence [29]. Minimizing the KL divergence is equivalent to maximizing the log evidence lower bound [6, 29].

\[
\mathcal{L} := \int q_\theta(w) \log p(y \mid x, w) dw - KL[q_\theta(w) \mid \mid p(w)] \tag{2}
\]

Predictive distribution is obtained through multiple stochastic forward passes through the network during the prediction phase while sampling from the posterior distribution of network parameters through Monte Carlo estimators. Equation 3 shows the predictive distribution of the output \( y^* \) given new input \( x^* \):

\[
p(y^* \mid x^*, D) = \int p(y^* \mid x^*, w) q_\theta(w) dw \]

\[
p(y^* \mid x^*, D) \approx \frac{1}{T} \sum_{i=1}^{T} p(y^* \mid x^*, w_i), \quad w_i \sim q_\theta(w) \tag{3}
\]

where, \( T \) is number of Monte Carlo samples.

We evaluate the model uncertainty using Bayesian active learning by disagreement (BALD) [30] for the activity recognition task. BALD quantifies mutual information between parameter posterior distribution and predictive distribution, which captures model uncertainty, as shown in Equation 4.

\[
BALD := H(y^* \mid x^*, D) - \mathbb{E}_{p(w \mid D)}[H(y^* \mid x^*, w)] \tag{4}
\]

where, \( H(y^* \mid x^*, D) \) is the predictive entropy given by:

\[
H(y^* \mid x^*, D) = -\sum_{i=0}^{K-1} p_{i\mu} \ast \log p_{i\mu} \tag{5}
\]

and \( p_{i\mu} \) is predictive mean probability of \( i^{th} \) class from \( T \) Monte Carlo samples.

### 2.2. Audiovisual Activity Recognition

Vision and audio are the ubiquitous sensor inputs which are complementary in nature and have different representations. Audiovisual methods apply joint modeling of the audio and vision inputs [19, 24] to achieve higher accuracies for complex tasks such as action recognition.

Vision-based activity recognition techniques apply a combination of spatiotemporal models to capture pixel-level information and temporal dynamics of the scene. In recent years, visual activity recognition models often use ConvNets-based models for spatial feature extraction. The image-based models [31, 32] are pre-trained on ImageNet dataset to represent the spatial features. The temporal dynamics for activity recognition is typically modeled either by using a separate temporal sequence modeling such as variants of RNNs [33, 34] or by applying 3D ConvNets [35], which extend 2D ConvNets to the temporal dimension.

Following the successes of ConvNets on vision tasks, they are shown to provide state-of-the-art results for audio classification as well. Many of the top performing methods from recent audio classification challenges [36, 37] use CNN architectures [38, 39, 40] with convolutional layers. In [41], a model similar to the VGG architecture (VGGish model) from the vision domain was trained using log-Mel spectrogram features on the AudioSet [42] dataset. AudioSet contains over one million Youtube video samples labeled with a vocabulary of acoustic events.

In this work, we focus on audiovisual activity recognition using DNNs on the trimmed video samples. The 3D-ConvNet (C3D) architecture [43] is shown to provide generic spatiotemporal representation for multiple vision tasks. We use a variant of 3D-ConvNet ResNet-101 C3D [44] architecture for the visual representation. We use VGGish architecture [41] for audio representation, which is shown to provide generic features for audio classification tasks.

### 3. Bayesian Multimodal DNN Architecture

We present a Bayesian deep learning framework for audiovisual activity recognition to obtain principled confidence and capture predictive uncertainty. Bayesian DNN models provide an uncertainty measure which is valuable in multimodal setup to fuse different modalities. The block diagram of the proposed audiovisual activity recognition using Bayesian variational inference is shown in Figure 2. Recent approaches for audiovisual analysis tasks use DNN architectures to represent the vision and audio features. Likewise, we use the ResNet-101 C3D and VGGish architectures for visual and audio modalities, respectively.

For the Bayesian DNN multimodal framework, we replace the final fully connected layer for both visual and
audio DNN models with three fully connected variational layers followed by the categorical distribution (shown in Figure 2). The weights and bias parameters in the fully connected variational layers are modeled through mean-field normal distribution, and the network is trained using Bayesian variational inference based on KL divergence [27, 28]. We use Flipout [45], which is an efficient method that correlates the gradients within a mini-batch by implicitly sampling pseudo-independent weight perturbations for each input.

Bayesian DNN maintains a probability distribution for every parameter, which can be complex to scale for deeper models as they are compute and memory intensive. In [46], it is shown that applying approximate Bayesian inference with Monte Carlo dropout to final few layers can be effective in estimating the model uncertainty. In the proposed framework, during prediction we perform multiple forward passes for the final variational layers and the remaining deterministic layers require only one forward pass.

For the comparison with the non-Bayesian baseline, we maintain the same model depth as the Bayesian DNN model and use three deterministic fully connected final layers for the non-Bayesian DNN model. The dropout layer is used after every fully connected layer to avoid over-fitting of the model. In the rest of the document, we refer the non-Bayesian DNN model as simply the DNN model. In the following section, we present the results from our experiments showing the effectiveness of Bayesian DNN over conventional DNN models.

4. Results

We analyze the model performance on the Moments-in-Time (MiT) [3] dataset. The MiT dataset consists of 339 classes, and each video clip is 3 secs (~90 frames) in length. In this work, we considered a subset of 54 classes as in-distribution and another 54 classes as out of distribution samples which include audio samples. In order to check whether DNNs can provide a reliable confidence measure, the subset of 54 classes for each category are selected after subjective evaluation to confirm the activities fall into two distinct distribution of classes. This will allow the comparison of confidence measures between DNN and Bayesian DNN models for in- and out-of-distribution classes, and the uncertainty estimates for the Bayesian DNN models (as the DNN model does not provide uncertainty estimates).

The ResNet-101 C3D DNN model is initialized with pre-trained weights for the Kinetics dataset [1]. This model is then optimized with transfer learning by training the final fourteen layers. The VGGish model is initialized with pre-trained weights for the Audio set [42] dataset. This model is then optimized with transfer learning by training the final five layers. We used stochastic gradient descent (SGD) optimizer with an initial learning rate of 0.0001 and momentum factor of 0.9 along with rate decay when the loss is plateaued.

We trained the ResNet101-C3D vision and VGGish audio architectures using the in-distribution class samples, which include ~150K training and ~5.3K validation data. We select individual vision and audio paths from the model...
| Model                  | Top1 (%) | Top5 (%) |
|-----------------------|----------|----------|
| DNN: Vision           | 52.65    | 79.79    |
| Bayesian DNN: Vision  | 53.3     | 81.20    |
| DNN: Audio            | 34.13    | 61.68    |
| Bayesian DNN: Audio   | 35.80    | 63.40    |
| DNN: Audiovisual      | 56.61    | 79.39    |
| Bayesian DNN: Audiovisual | 58.68    | 84.00    |

Table 1: Accuracies for MiT activity recognition dataset (In-distribution classes): Comparison of accuracies for Bayesian DNN and DNN models for audio, vision and audiovisual activity recognition is presented. Audiovisual Bayesian DNN model shows an improvement of 3.6% top1 and 5.8% top5 accuracy improvement over the audiovisual DNN model.

The classification accuracy for MiT in-distribution samples is presented in Table 1. Bayesian DNN model consistently provides higher accuracies for individual and combined audio-vision modalities. The Bayesian DNN audiovisual model provides top-1 accuracy improvement of 10.1% over the Bayesian DNN vision model and 3.6% over the DNN audiovisual model results. Similarly, the audiovisual Bayesian DNN model provides top-5 accuracy improvement of 3.4% over the Bayesian DNN vision model and 5.8% over the DNN audiovisual model results. The slight decrease in the accuracy of DNN audiovisual model over the vision only model can be attributed to the overconfident SoftMax probabilities between vision and audio modalities which after mean-pooling results in lower accuracy values.

Figure 3 shows the comparison of precision-recall (top) and ROC (bottom) plots using the confidence measures for DNN and Bayesian DNN models. It is observed from the plots that Bayesian DNN model consistently outperforms the DNN model for the individual modalities and also for the combined audiovisual modalities. The Precision-Recall AUC plot for the audiovisual Bayesian-DNN model shows an improvement of 14.4% over the audiovisual DNN model and an improvement of 9.5% over the vision only Bayesian DNN model. The ROC plot for audiovisual Bayesian-DNN model shows an improvement of 2.7% over the audiovisual DNN model.

4.1. Confidence measure

In this section, we compare the confidence measure obtained from the DNN and Bayesian DNN models. The confidence measure for the conventional DNN is the SoftMax probabilities used for the predictions. The mean of the categorical predictive distribution obtained from Monte Carlo sampling provides the confidence measure for Bayesian DNNs.
Figure 4: Density histogram of confidence measures for DNN and Bayesian DNN models: A distribution skewed towards right (near 1.0 on x-axis) indicates the model has higher confidence in predictions than the distribution skewed towards left. [The density histogram is a histogram with area normalized to one. Plots are overlaid with kernel density curves for better readability.]
The density histograms for the confidence measure are plotted in Figure 4. The density histogram is a histogram with area normalized to one. The height (y-axis) of density histograms indicate the distribution of confidence measure. A distribution skewed towards the right (near 1.0 on x-axis) indicates the model has higher confidence in the predictions and the distributions skewed towards left indicate lower confidence. In Figure 4 (a) & (b), the density histograms for the DNN and Bayesian DNN vision models are presented, respectively. For true (correct) predictions both DNN and Bayesian DNN models show confidence measure density histograms peaked near 1.0, indicating higher confidence in the predictions. In the case of false (incorrect) predictions, the DNN model still shows confidence measure density histogram skewed towards lower values, indicating the reliability in the predictions.

In density histograms for the audio classification results (shown in Figure 4), the DNN model for false predictions shows a peak near higher confidence value, whereas the Bayesian DNN model shows overall lower confidence. The results from Bayesian DNN model does not show a strong peak for the true predictions, which may be attributed to lower accuracies which imply lower confidence in the model predictions.

In the case of audiovisual inputs (shown in Figure 4), the density histogram plots for true predictions indicate DNN and Bayesian DNN models peak near higher confidence values. But in the case of false predictions, DNN model confidence histograms incorrectly represent higher values while the Bayesian DNN model indicates overall lower confidence values.

We compare the confidence measure for audiovisual inputs obtained using in- and out-of-distribution classes for the subset of MiT dataset. The confidence measure density histogram plots shown in Figure 5 (a) indicate the DNN model incorrectly estimates higher confidence for out-of-distribution classes and a peak is observed near higher values. The Bayesian DNN model (shown in Figure 5 (b)) indicates a lower confidence for out-of-distribution classes and is skewed towards lower values. This signifies Bayesian DNNs are being transparent in their predictions.

These results confirm that the proposed Bayesian DNN model provides more reliable confidence measure for false predictions and out-of-distribution samples, and is applicable to multimodal audiovisual settings.

4.2. Uncertainty measure

Bayesian DNN models capture uncertainty quantification which is beneficial to identify out-of-distribution samples. Out-of-distribution samples are data points which fall far off from the training data distribution. In this section, we compare BALD uncertainty measure (details are in Section 2) using in- and out-of-distribution samples from MiT dataset. Additionally, we compare the uncertainty estimates using UCF101 [47] visual action recognition dataset and use MiT dataset as out-of-distribution samples.

In Figure 6, the density histogram of BALD uncertainty measure for the Bayesian DNN model is presented. The in-
| Vision Model   | Top1 (%) | Top5 (%) |
|---------------|----------|----------|
| DNN           | 87.95    | 97.35    |
| Bayesian DNN  | 88.06    | 98.25    |

Table 2: Accuracies for the UCF101 activity recognition dataset.

and out-of-distribution classes are selected from subset of MiT dataset. For in-distribution samples, the uncertainty estimates are skewed towards lower values. In the case of out-of-distribution samples, the density histograms are skewed towards higher uncertainty values. This indicates the BALD measure is able to capture inherent model uncertainty for the out-of-distribution classes which were not seen during the training step.

We use the UCF101 visual activity recognition dataset, which has 101 activity classes to compare with MiT dataset (vision input) as the out-of-distribution samples. The training of the UCF101 dataset for vision input is done similar to the details provided in Section 3. The DNN and Bayesian DNN accuracy for the UCF101 dataset is given in Table 2, which is comparable to other results obtained for UCF101 using ResNet-101 C3D model [44].

The comparison of uncertainty measures for UCF101 dataset as in-distribution samples and the MiT dataset as out-of-distribution samples is shown in Figure 7. BALD uncertainty measure from the plots indicate a clear separation of in- and out-of-distribution samples. This validates the benefit of Bayesian DNN model which has the potential to identify out-of-distribution samples.

5. Conclusions

Effective multimodal activity recognition requires the underlying system to intelligently decide the relative importance of each modality. Bayesian inference provides a systematic way to quantify uncertainty in the deep learning model predictions. Uncertainty estimates obtained from Bayesian DNNs can identify inherent ambiguity in individual modalities, which in turn can benefit multimodal fusion. In this work, we propose a Bayesian DNN architecture that combines deterministic and variational layers applied to multimodal settings. We evaluate the proposed approach on audiovisual activity recognition using Moments-in-Time dataset. The results indicate Bayesian DNN architecture can provide more reliable confidence measure compared to the conventional DNNs. The uncertainty estimates obtained from the proposed method have the potential to identify out-of-distribution data.

The proposed Bayesian deep learning architecture can be extended to other multimodal applications. We envision extending this architecture through a principled Bayesian multimodal fusion framework that optimizes the loss function weighted by the uncertainty estimates from each modality.
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