Empirical study of the role of the topology in spreading on communication networks
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\textit{Abstract}

Topological aspects, like community structure, and temporal activity patterns, like burstiness, have been shown to severely influence the speed of spreading in temporal networks. We study the influence of the topology on the susceptible-infected (SI) spreading on time stamped communication networks, as obtained from a dataset of mobile phone records. We consider city level networks with intra- and inter-city connections. The networks using only intra-city links are usually sparse, where the spreading depends mainly on the average degree. The inter-city links serve as bridges in spreading, speeding up considerably the process. We demonstrate the effect also on model simulations.
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1. Introduction

Spreading is one of the most important dynamic processes on complex networks \cite{1, 2} as it is the basis of broad range of phenomena from epidemic contagion to diffusion of innovations. The underlying complex network is that of human interactions, however, this “Social Connectome” cannot be characterized by a static graph. The links may be active for some, often only short, period, and then inactive for the rest of the time \cite{3}. An adequate framework to describe this situation is that of temporal networks \cite{4}.
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Recently much effort has been invested in understanding the main governing factors of spreading on networks [5, 6, 7]. Topological aspects like community structure [8] and temporal activity patterns like burstiness [9] severely influence the speed of spreading [10, 5, 11].

Different approaches have been applied to tackle this problem. Considerable effort has been made to treat related models analytically and by numerical simulations [12, 13, 10, 14, 7, 6]. Another possibility is to use empirical data about temporal networks and play the game of a susceptible-infected (SI) or susceptible-infected-removed (SIR) process with those data. Such data include email logs [15, 12], records of face to face encounters [16] or mobile call billing information [5, 11]. Mobile call records provide detailed insight into the dynamics of human interactions and can especially well be applied to study different aspects of communication processes [17]. In this paper we will follow this line.

The motivation of our research comes partly from the recent observation that very little change in the topology of the underlying network may have strong impact on the spreading process. In [6] dramatic differences were demonstrated between spreading curves for trees and graphs, which are only locally tree-like. For very bursty activity patterns, i.e., if the distribution of the inter-event times decays sufficiently slowly, the spreading curve for tree structure shows abrupt steps irrespective of the averaging, while for trees with “bridge” that result in large loops, the curves become smooth, indicating a decisive role of these large loops. This has been proven in the mean time with mathematical rigor [18].

On the other hand it was shown [19] that in mobile call networks subscribers from a city can be considered as a kind of a community. We decided therefore to study how the communication and the spreading of information is structured in the cities. What are the most important factors of the spreading speed in such a realistic sample? How is it influenced by external links? We use time stamped mobile call data for simulating the SI process on the real communication networks.

The paper is organized as follows. In the following Section we describe the data and the method of analysis. In Section 3 we present the results. Then in Section 4 we show that the results can be reproduced on the model of a communication network with simple assumptions about the bursty dynamics. We conclude the paper with a discussion.

2. Data and analysis

The dataset contains records of mobile phone calls (MPC) of one service provider of one European country. The call records contain the caller and callee’s hashed codes, the starting time of the call and it’s duration. The dataset spans over a five-month period from August to December of 2007 and contains 2,271,071,378 call records between 53,955,465 users. Among these users, 9,769,376 users have active contracts with the service provider during the observed period and we call them as company users. The rest of the users are called non-company users. Company users may have additional information about their location, given by the ZIP code stated in the contract. The number of company users with ZIP codes is 6,272,586, others have no declared ZIP code. The data contains two types of calls: 1) between two company users and 2) the calls from a company user to a non-company
user. Since the data comes from one service provider, we have no information about the
initiated calls or geographical information of non-company users.

The MPC data generates a temporal network $G$ with the node set $\mathcal{V}$ of users and the set
of events $\mathcal{E}$ of calls of users. The underlying network is a projection of a temporal network
$G$ on a static graph $\Gamma$ with the same node set $\mathcal{V}$ and there is a link between $u, v \in \mathcal{V}$ iff there
is at least one event between $u$ and $v$ in $\mathcal{E}$. We call the nodes representing company users
with known ZIP code as white nodes, the nodes representing company users without ZIP
code as grey nodes and the nodes of non-company users as black nodes. We assume that
when a call happens, spreading can go in both directions, from a callee to a caller or vice
versa, thus, for the purpose of current research, the network is considered to be undirected.
Since there is no data about calls between non-company users, there are no links between
nodes representing these users.

In the current research we consider sub-networks of cities defined as follows. For each
city the network $G_w = (V_w, E_w)$ is defined as the set of white nodes $V_w$ with the ZIP code
matching one of the ZIP codes of the city with the set of links $E_w$ that represent calls between
those users. The network $G_w$ is an induced sub-network of $\Gamma$. The network $G = (V, E)$ is
defined as an extension of network $G_w$ with the set of grey nodes $V_g$ and black nodes $V_b$,
that have links to the nodes from $V_w$. Along with the grey and black nodes we add links
connecting $V_g$ and $V_b$ to $V_w$. Clearly $G_w \subset G$ and $V = V_w \cup V_g \cup V_b$, and by construction there
are no links within and between nodes from $V_g$ and $V_b$ in $G$. Schematically the networks $G_w$
and $G$ are represented in the Figure 1.

![Figure 1: Schematic structure of networks $G_w$ and $G$. White nodes are denoted as $V_w$, grey nodes as $V_g$
and black nodes as $V_b$.](image)

The grey and black nodes of degree $k \geq 2$ in the network $G$ can be considered as bridges
between white nodes. We compare the spreading on the set of white nodes without bridges
(in $G_w$) and with bridges (in $G$). Therefore we perform the modification of each network $G$
by removing all grey and black nodes of degree 1. Then we consider the largest connected
component $LCC(G_w)$ in the network $G_w$ and $LCC(G)$ in the network $G$. We denote as $\langle k_w \rangle$
the average degree of white nodes.

The SI spreading process on the network is defined as follows. Each node is labelled by
one of the two states: susceptible ($S$, non-informed) or infected ($I$, informed). Suppose that
at the time \( t = 0 \) all nodes are in the susceptible state and one node, the *initiator*, chosen at random, turns into the infected state. The infection is passed with time \( t \) through links from infected nodes to susceptible ones *instantaneously* at the first time when an interaction happens between these two nodes. The process runs until the connected component of the initiator becomes infected. It may happen that the data span is not enough to infect the whole network, thus periodic boundary conditions in time are applied for the data.

We define a spreading curve \( N(t) \) as the ratio of white nodes infected in the process by time \( t \) to the size of the connected component of the initiator. In our simulations we perform \( M \) runs of the SI spreading process with random initiators from the largest connected component of the underlying network. The average spreading curve is then defined as the average curve \( \langle N(t) \rangle = \frac{\sum_{i=1}^{M} N_i(t)}{M} \).

The characteristic time is defined as the time \( \tau \), such that \( \langle N(\tau) \rangle = \frac{1}{2} \).

The the behaviour of SI spreading on each network \( G_w \) and \( G \) is studied using the corresponding average spreading curves \( \langle N_w(t) \rangle \) and \( \langle N(t) \rangle \). At each run \( i \), where \( i = 1, \ldots, M \), the initiator is chosen from the set of white nodes of \( LCC(G_w) \) with degree at least 2 to avoid slowdown related to possible bottlenecks at the very beginning of the process. The characteristic times of SI spreading on networks \( G_w \) and \( G \) are denoted as \( \tau_w \) and \( \tau \) correspondingly.

3. Empirical results

We consider the sample of \( N \approx 300 \) cities with population between 10,000 and 300,000 people. Cities of smaller population are not considered because of small size of produced networks, and cities with larger population are underrepresented in the data. For each city \( i \), where \( i = 1, \ldots, N \), we construct networks \( G_w(i) \) and \( G(i) \). The size of networks \( G \) is proportional to the number of white nodes (see Figure 2, (a)), however the dependence of the size on the population of cities is vague (see Figure 2, (b)), which is explained by differences in the coverage of the company in different cities. Thus, it follows from the data that the number of bridges, or the total number of grey and black nodes \(|V_g| + |V_b|\), is also proportional to the size of the networks \( G \), such that

\[
|V_g| + |V_b| \simeq 5|V_w|, \tag{1}
\]

which is further used in the Section 4.

The average inter-event time for each city \( i \), where \( 1 \leq i \leq N \), is denoted as \( \mu_i \) and the corresponding standard deviation is denoted as \( \sigma_i \). These values are very similar for all cities and \( \mu_i \in (0.04, 0.08) \) and \( \sigma_i \in (0.1, 0.2) \) for almost all cities \( i \). The burstiness coefficients \( B_i \) belong to the interval \((0.41, 0.46)\), indicating the bursty interaction patterns in all cities.

The tail distributions \( P^>(t/\mu) = \int_t^{\infty} p(s/\mu) ds \) of inter-event times in the cities are found to
Figure 2: (a) Dependence between the size of the network $G$ and the number of white nodes $|V_w|$ for each city. (b) The relationship between the size of the network $G$ and the population for each city. The linear trend is vague, which represents the difference in coverage proportion of the company in each city.

be similar for cities of different population size (see Figure 3), which is explained as that people follow same patterns of calls irrespective of the size of their community.

Figure 3: The inter-event time distributions of three cities of different sizes of $V_w$. A small sized city has $|LCC(G_w)| \sim 10^3$, a medium sized city has $|LCC(G_w)| \sim 10^4$ and a large is with $|LCC(G_w)| \sim 10^5$.

We perform $M = 100$ runs of SI spreading process on each of the networks $G_w$ and $G$ and observe that the cities with similar average degrees $\langle k_w \rangle$ have similar degree distributions. On the Figure 4, (a), a sample of tail distributions of node degrees $P^\infty(k) = \sum_{k} p(s) ds$ is presented. It is also seen that spreading curves have the same shape for the cities with similar average degrees. The sample of average spreading curves for the same cities with $\langle k_w \rangle = 3 \pm 0.2$ is given on the Figure 4, (b), along with the illustration of the notion of characteristic time.

In agreement with our expectations we see a radical decrease of the characteristic times, when we switch from $G_w$ to $G$ (Figure 5). Remember that $P_\infty$ is the relative size of the $LCC(G_w)$ to the total size of $G_w$. Then on the insets of Figure 5 we see that the dependence of $\langle k_w \rangle$ over the $P_\infty$ shows the typical percolation behaviour. We observe when $P_\infty < 20\%$,
Figure 4: (a) Tail distributions of node degrees and (b) average spreading curves \( \langle N_w(t) \rangle \) (dark blue) for 6 typical networks of cities \( G_w \) with average degree \( \langle k_w \rangle = 3 \pm 0.2 \) are given. Respective average spreading curves \( \langle N(t) \rangle \) for networks \( G \) of same cities are also given in dark grey in (b). The inset of (b) illustrates the definition of the characteristic time \( \tau \).

The networks show scattered results in characteristic time (see Figure 5, (a)), thus we perform a truncation of those cities and present the results on Figure 5, (b).

We find a clear power-law dependence of the characteristic time \( \tau_w \) on the average degree \( \langle k_w \rangle \) in networks \( G_w \) (see Figure 5, blue plots). At first sight it is surprising that \( \langle k_w \rangle \) and not the size of the \( LCC(G_w) \) controls the process. This may be explained by the small size effect of networks \( G_w \), since most of the sizes of \( LCC(G_w) \) belong to the interval \([10^2, 10^4]\).

Figure 5: The characteristic times \( \tau_w \) (blue dots) and \( \tau \) (red dots) relative to average degree of white nodes \( \langle k_w \rangle \) in the networks \( G_w \) and \( G \). The insets show the dependence of \( P_\infty \) on the average degree of white nodes \( \langle k_w \rangle \). (a) The whole sample of cities is plotted, with large scattering around \( \langle k_w \rangle \sim 1 \). In this case the networks become very sparse and the size of \( LCC \) is comparatively small. (b) The same plot is obtained by deleting those cities with \( P_\infty < 20\% \), which gives clearer results.

The introduction of bridges of grey and black nodes drastically decreases the characteristic time (see Figure 5, red plots). However, the dependence of the characteristic time \( \tau \) on
the average degree $\langle k_w \rangle$ in networks $G$ is less apparent. The reason the characteristic time is so much decreased ($\tau \in [0.5; 1.5]$) is that spreading curves start to look almost the same for all values of $\langle k_w \rangle$, thus smearing the effect of the topology of the underlying network. In the next Section we model this effect on the null network models.

4. Modeling

4.1. Model

In this Section we consider several network models, which we describe here briefly. Two of them are basic network models: the Barabási-Albert (BA) [20] and the Erdős-Rényi (ER) [21]. The infinite square lattice with next nearest neighbour interactions (NNN) is defined as the infinite regular two-dimensional grid of nodes $[i, j]$, where $i, j \in \mathbb{Z}$, and nodes $[i_1, j_1]$ and $[i_2, j_2]$ are connected with an edge, if $|i_1 - i_2| + |j_1 - j_2| = 1$ or $|i_1 - i_2| + |j_1 - j_2| = 2$. The two-dimensional finite square lattice with NNN ($Z^2$) is defined as an induced sub-network of an infinite lattice on $n^2$ nodes $V(Z^2) = \{[i, j] : 1 \leq i, j \leq n\}$. The last considered model is a network model $K$ designed to reflect the community structure of the society, developed by Kumpula et.al. in [22]. The important properties of all four above models are summarized in the Table 1. Degree distributions of networks $Z^2$, ER and BA are known, when the degree distribution of network $K$ can be well described by the log-normal distribution and it is stable with respect to the size of the network.

|       | Degree distribution | Small-world | Percolation threshold | Communities |
|-------|---------------------|-------------|-----------------------|-------------|
| $Z^2$ | Constant            | -           | +                     | -           |
| $ER$  | Poisson             | +           | +                     | -           |
| $BA$  | Power – law         | +           | -                     | -           |
| $K$   | Log – normal        | +           | +                     | +           |

Table 1: Main properties of the considered network models.

We construct a simple model of networks $G_w$ and $G$ that replicates the observed behaviour of the SI spreading process. Our model is based on the observation that considered networks $G_w$ only give a partial insight into the whole network of calls in the city, thus not all connections between nodes are revealed. We also note from the data that the number of white nodes is proportional to the total number of bridges, which is given by (1).

Let us describe the model. Consider a network $\overline{G} = (\overline{V}, \overline{E})$ on $n$ nodes represented by a network model with the average degree $d$. We define a diluted network $\overline{G}_w^p$ as the initial network $\overline{G}$ with each link being deleted with probability $p$, where $0 < p < 1$. Define the nodes of the network $\overline{G}_w^p$ to be white nodes. For each $\overline{G}_w^p$ we define the network $\overline{G}_w^{p'}$ by adding the set of bridge nodes to $\overline{G}_w^p$ and connecting each bridge node to exactly two white nodes at random. We model the interaction patterns by attaching i.i.d. random variables $\xi_i$ to the links, which represent the inter-event times. We consider two types of inter-event time
distributions: 1) the power-law distribution $\text{pow}(t_{\min}, \alpha)$ with the following density function:

$$p_{\text{pow}}(t) = \begin{cases} t_{\min}^\alpha t^{\frac{1}{\alpha}} & \text{if } t_{\min} \leq t; \\ 0 & \text{otherwise}, \end{cases}$$

and 2) the shifted exponential distribution $\text{exp}(t_{\min}, \lambda)$ with the following density function:

$$p_{\text{exp}}(t) = \begin{cases} \frac{1}{\lambda - t_{\min}} \exp\left(\frac{t_{\min} - t}{\lambda - t_{\min}}\right) & \text{if } t_{\min} \leq t; \\ 0 & \text{otherwise}, \end{cases}$$

The distribution $\text{exp}(t_{\min}, \lambda)$ is defined such that it has the same support as $\text{pow}(t_{\min}, \alpha)$.

4.2. Simulation

The simulation is performed on networks $G_w^p$ and $G^p$ constructed from a network $G$, given by four network models defined earlier: 1) Finite square lattice with NNN ($Z^2$); 2) Erdős-Rényi model (ER); 3) Barabási-Albert model (BA); 4) the model of Kumpula et.al. ($K$). Each considered network model has $n = 5000$ nodes (network $Z^2$ has 4900 nodes) and the parameters of these models are tuned in such way that the average degree $d$ in the original $G$ is around 12. The link deletion probability $p$ goes from 0 to 1 with increment 0.05. The number of bridges added to each network is $5|V_w|$, which is obtained from the data.

We perform two sets of spreading runs, with $M = 100$ runs in each set, and in each run the starting node is chosen at random from the set of white nodes in $LCC(G_w^p)$ of degree greater or equal than two. The first set of runs has power-law inter-event times distribution on edges with $t_{\min} = 0.008$ and $\alpha = 1.2$, and the second set has shifted exponential distribution with the same $t_{\min}$ and the parameter $\lambda$ is chosen in the way that two distributions have same mean $\mu$.

The results are presented on the Figure 6. All four network models show faster spreading with bursty interaction patterns modelled by the power-law inter-event times ($\tau_w(\text{pow})$ and $\tau(\text{pow})$) compared to the process with shifted exponential inter-event times ($\tau_w(\text{exp})$ and $\tau(\text{exp})$), which was also captured in [14]. Introduction of bridges decreases characteristic time in all models, which agrees with the empirical results in Section 3. It is observable that the large diameter and regularity in the structure of the underlying network influences much on the speed of spreading.

Following the observation of bursty activity patterns, on the Figure 7 we show the comparison between the characteristic times $\tau_w$ and $\tau$ for four considered models with power-law inter-event times. We observe that $BA$ model is the fastest in terms of characteristic time, which is explained by the presence of large degree nodes and since the percolation threshold is zero, these nodes remain in the diluted network as well. It is known that the presence of a community structure slows down spreading (see e.g. [23]). Therefore in the model $K$ the spreading is slower than $ER$ when $\langle k_w \rangle$ is large. In the diluted network with small average degree $\langle k_w \rangle$ the $LCC$ has no apparent community structure, but since it has more large degree nodes, it overtakes $ER$ in the spreading speed. The model $Z^2$ is the slowest due to
Figure 6: Characteristic times $\tau_w$ and $\tau$ relative to average degree of white nodes $\langle k_w \rangle$ in the simulated networks $G^{p}_{w}$ and $G^{p}$ with four different initial networks $G$. Each network has 5000 nodes and 25000 bridges are added with both power-law ($\bullet$) and shifted exponential inter-event times ($\times$) are considered. The following models are considered: (a) Square lattice with NNN interactions; (b) Erdős-Rényi network; (c) The Barabási-Albert network; (d) Network of Kumpula et.al. The data is plotted only for those values of $\langle k \rangle$ when the LCC($G^{p}_{w}$) exists and the results show that the process with shifted exponential inter-event times is slower on each model. Introduction of bridges decreases the characteristic time and the decrease depends on the initial topology of the network.

5. Discussion

In the current paper we have studied the role of the topology of the underlying network on the SI infection spreading process. We have observed the relation between the network structure and the characteristic time of the process. External bridges have shown to have a substantial speed up factor, thus in practice in order to define the actual speed of spreading in the social network, it is crucial to have a complete information about interactions of its members. However, the error caused by the incompleteness decays with the increase of the
Figure 7: Comparison of characteristic times $\tau_w$ and $\tau$ relative to average degree of white nodes $\langle k_w \rangle$ in the simulated networks $G_w$ and $\overline{G}$ with four different initial networks $\overline{G}$. Each network has 5000 nodes and 25000 bridges are added and power-law distributed inter-event times are used. The data is shown only for those values of $\langle k \rangle$ when the LCC($\overline{G}_w$) exists and the results suppose that the degree distribution, or mainly the presence of large degree nodes, is a key factor governing the speed of spreading in these models. However, if these nodes belong to communities, a slowdown happens when the average degree of a network is large. Introduction of bridges decrease characteristic time and smears topological differences.

average degree of a network, i.e. if the average degree is sufficiently large, the speed of spreading remains almost the same regardless of the underlying network topology. Thus, the results suppose that the topology matters only if the average degree of the underlying network is small enough.

Introduction of bridges modifies the original network topology and speeds up the spreading process, which is explained by the increase of the number of possible ways the infection can spread. Bridges were shown in the Watts-Strogatz model [24] to have a major effect on the topological and dynamic properties of networks [24, 25, 26]. Here we demonstrated their importance in a system, where the original network had a broad degree distribution.

Our observations hold for the real data experiments and for the model calculations. Empirical observations show that the presence of large degree nodes increases spreading speed, and regularity in the structure or the presence of the communities decreases it. The presented model is defined in a simple way, thus it may allow to study the observed phenomena mathematically in more detail. For the practical use it would be interesting to understand the behaviour of the spreading speed on different network models when the average degree becomes large.
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