ABSTRACT

Detecting out-of-distribution (OOD) samples is an essential requirement for the deployment of machine learning systems in the real world. Until now, research on energy-based OOD detectors has focused on the softmax confidence score from a pre-trained neural network classifier with access to class labels. In contrast, we propose an unsupervised energy-based OOD detector leveraging the Stiefel-Restricted Kernel Machine (St-RKM). Training requires minimizing an objective function with an autoencoder loss term and the RKM energy where the interconnection matrix lies on the Stiefel manifold. Further, we outline multiple energy function definitions based on the RKM framework and discuss their utility. In the experiments on standard datasets, the proposed method improves over the existing energy-based OOD detectors and deep generative models. Through several ablation studies, we further illustrate the merit of each proposed energy function on the OOD detection performance.

1 Introduction

While modern Deep Learning classifiers can achieve exceptional accuracy in many domains, deploying such models in an open-world setting is not trivial. This requires algorithms to detect anomalous test samples that do not belong to the data distribution on which the model was trained on. In fact, it has been previously observed that neural network classifiers can provide predictions with high confidence on adversarial examples [1], on distributions far from the training distribution [2] and even on Gaussian noise [2]. In contrast, for safety-critical applications, one would like their machine learning systems to flag potentially anomalous test samples so that erroneous predictions are prevented and human intervention can take place for further assessment.

For the out-of-distribution (OOD) detection task, we aim to build a binary classifier that, given a test sample $x$, decides whether $x$ belongs to the training distribution or not. Formally, consider a training dataset $D_{\text{train}}$ drawn i.i.d. from a data distribution $P$, called the in-distribution. Let $Q$ be an unknown distribution, called the out-distribution, from which anomalous examples are drawn. The out-of-distribution detection task then involves computing an anomaly score $s(x) \in \mathbb{R}$, where $x \in \mathbb{R}^D$ is a test sample. The convention we use throughout the text is that the higher the anomaly score, the more likely it is that $x$ is sampled from $Q$. Note that the OOD detection differs from the related problem of anomaly detection because the latter assumes that the outliers are present in the training set. On the contrary, the dataset is assumed to be not contaminated in the former case. Several approaches to anomaly detection exist, such as...
2. Energy Scores Computation

\[
E_{\text{energy}}(x) = \|(I - UU^\top)\phi(x)\|_2^2 + \lambda L_{\xi,U}(x,\phi(x))
\]

2. Energy Scores Computation

Figure 1: Schematic figure illustrating the pipeline of training and detection of Out-of-Distribution (OOD) points.

First, the model is trained on the in-distribution dataset with the full energy (objective) function, where \( \mathcal{F} \) is the feature space and \( \mathcal{H} \) is the latent subspace. Then, the threshold \( \gamma \) is selected such that, with the chosen energy metric, the scores of 95% of training points are below the threshold value. Lastly, in the evaluation phase, a test sample \( x_i \) is passed through the model and its energy score is calculated with the desired metric. If the score is below/above the threshold, the test point is flagged as in/out-of-distribution sample.

In the domain of clustering and robust statistics (for a comprehensive review, see [3], [4]). In anomaly detection, the models are built to detect and penalize the outliers present in the training data. For instance, this was studied in the context of robust Restricted Kernel Machines (RKMs) [5]. However, in such models an important hyperparameter to consider before training is the contamination rate, i.e., the percentage of anomalies in the training data.

In this paper, we investigate OOD detection with an energy function based on the Stiefel-Restricted Kernel Machine (St-RKM) framework [6]. In this energy-based framework, the model parameters are learned in an unsupervised manner via manifold optimization where the interconnection matrix lies on the Stiefel manifold. We propose multiple energy function definitions based on the St-RKM objective, provide insights into their mathematical meaning, and discuss their practical implications for the OOD detection performance. We show the effectiveness of the proposed method in computer vision tasks and for time series data.

While the state of the art in energy-based OOD detection, proposed by Liu et al. [7], relies on a neural classifier trained in a supervised manner on \( D_{\text{train}}^{\text{in}} \), the training phase of our method is unsupervised. Further, in [7] a fine-tuning step employing an auxiliary dataset sampled from \( Q \) is needed to achieve significantly improved OOD detection performance. On the contrary, the training phase of our method is agnostic to the OOD detection task, and therefore only needs in-distribution samples. This is particularly significant when anomalous examples are available in limited quantity or are expensive to collect. In other words, the proposed model is insensitive to the imbalance of normal/abnormal samples in the dataset.

Contributions. The main contributions are as follows:

- We propose an energy-based OOD detection method leveraging the St-RKM framework where the training procedure is agnostic to the OOD task. Contrary to the previous approaches using a pre-trained neural network, here the training is unsupervised.

- We propose multiple energy function definitions for OOD detection based on the St-RKM objective, discussing their properties and scenarios in which they may perform best in practice.

- We empirically evaluate our method on multiple performance metrics, including the false-positive rate at 95% true positive rate (FPR95), area under the receiver operating characteristic curve (ROC), and area under the precision-recall curve (PR), showing that it improves over generative models and state-of-the-art energy-based OOD detection methods using a pre-trained neural network classifier. We also provide further discussion on the multiple energy function definitions by analyzing their resulting energy distributions.

2 Related Work

Though many classical statistical models such as kernel density estimators, mixture models, and Principal Component Analysis (PCA) [8] have been studied extensively in the past for OOD detection (for a review, see [9]), this section reviews closely related approaches based on neural networks.
2.1 OOD detection using pre-trained neural networks

In the context of neural network classifiers, Hendrycks et al. [2] show that the prediction probability of out-of-distribution samples is usually lower than the prediction probability of in-distribution samples. Building upon this observation, [2] proposes an algorithm based on the maximum predicted probability from the softmax distribution given by the output layer of a neural network. Formally, consider a pre-trained neural network classifier $f(x) : \mathbb{R}^D \rightarrow \mathbb{R}^K$ that maps an input $x$ to $K$ real-valued outputs, also known as logits. The score function proposed by [2] is:

$$s(x) = -\max_j \frac{e^{f_j(x)}}{\sum_{i=1}^K e^{f_i(x)}},$$

where $f_j(x)$ is the $j$th component of $f$. By further developing this approach, Liang et al. [10] introduce small perturbations to the test input $x$ and (1) is augmented by temperature scaling. The score proposed by [10] is then:

$$s(x) = -\max_j \frac{e^{f_j(\tilde{x})/T}}{\sum_{i=1}^K e^{f_i(\tilde{x})/T}},$$

where $\tilde{x}$ is the preprocessed input according to Eq. (2) in [10] and $T \in \mathbb{R}_{>0}$ is a temperature scaling parameter. These two additions are shown to increase the gap in scores between OOD and in-distribution samples.

Later, Lee et al. [11] propose a Mahalanobis distance-based anomaly score. First, they define $K$ class-conditional Gaussian distributions as $P(f(x)|y=k) = \mathcal{N}(f(x)|\mu_k, \Sigma)$ for all $k = 1, 2, \ldots, K$, whose parameters are estimated from $D^\text{train}$. The score function is then defined using the Mahalanobis distance between the closest class-conditional Gaussian distribution and the test sample $x$ and is given by

$$s(x) = \min_k (f(\tilde{x}) - \mu_k)^T \Sigma_k^{-1} (f(\tilde{x}) - \mu_k),$$

where $\tilde{x}$ is the preprocessed input according to Eq. (4) in [11].

Contrary to the methods reviewed in this subsection, our proposed method is not based on a pre-trained neural network classifier. In fact, our method is based on an encoder-decoder architecture and is completely unsupervised; furthermore, its training phase is not specific to the OOD detection task.

2.2 OOD detection with fine-tuning

Differently from the methods above, approaches requiring additional training on top of the pre-trained neural network $f$ have been proposed. In these methods, the neural network’s weights are updated such that the discriminative power of its outputs is boosted with respect to out-of-distribution detection. In the follow-up paper, Hendrycks et al. [12] propose a method called “Outlier Exposure” (OE), which fine-tunes the pre-trained classifier $f$ using an auxiliary...
dataset $D^\text{OE}_\text{out}$ drawn from $Q$. In this way, the score function remains (1), but the neural network’s weights are first optimized by minimizing

$$E_{(x,y)\sim D^\text{train}_\text{in}} \left[ L(f(x), y) + \lambda E_{x'\sim D^\text{train}_\text{in}} \left[ L_{\text{OE}}(f(x'), f(x), y) \right] \right],$$

where $x'$ is a sample from the auxiliary OOD dataset, while $x$ is a sample from $D^\text{train}_\text{in}$. $L_{\text{OE}}$ is a design choice depending on the kind of task. For instance, [12] proposes to use the cross-entropy loss when $L$ is based on the maximum predicted probability from the softmax distribution.

The training phase of the proposed method is agnostic to the OOD detection task and does not require an ad-hoc fine-tuning step.

### 2.3 OOD detection using deep generative models

Deep generative models approximate the true training data distribution $P$ with a density $p(x; \theta)$, where $\theta$ denotes the parameters of the employed deep neural networks. In this framework, test points that lie in the low-density regions can be labeled as out-of-distribution. To compare deep generative models with classical methods, Škvára et al. [13] conducted experiments in OOD detection with the variational autoencoder (VAE) [14] and the generative adversarial network (GAN) [15] in several domains, concluding that deep generative models can outperform conventional methods if their hyperparameters are well tuned. For VAEs, they use the reconstruction error as the score function. For GANs, they propose the following score:

$$s(x) = -(1 - \lambda) \log(d_\theta(x)) + \lambda \| x - g_\phi(z) \|_2,$$

(2)

where $d_\theta$ is the discriminator, $g_\phi$ is the generator, $\lambda$ is a scaling parameter and $z \sim p(z)$, where $p(z)$ is the normal distribution. In the experimental evaluation of [13], $\lambda = 0$ led to the best AUROC performance; hence we use this choice in Section 4. More recently, Nalisnick et al. [16] show that the likelihood from deep generative models such as VAEs cannot effectively separate in and out-of-distribution samples, as the latter can be assigned higher likelihood than the former. However, this result is based on the likelihood computed from deep generative models, and it is possible that the performance of these models can be improved using different score functions.

Our method, based on the St-RKM [6], is also a generative model; however, instead of the likelihood, we take the energy function derived from RKMs as the score.

### 2.4 OOD detection using energy-based models

Energy-based models [17] employ an energy function $E(\cdot) : \mathbb{R}^D \rightarrow \mathbb{R}$ that associates a scalar value to an input $x$ such that more likely inputs are associated with lower energies. The energy can therefore be used as a score function: inputs with lower energy scores are labeled as in-distribution and inputs with higher energy scores are labeled as out-of-distribution.

In this context, Grathwohl et al. [18] observe that, given a neural network classifier $f$ with parameters $\theta$, the density $p(x; \theta)$ can be written using the logits of $f$ by marginalizing over the $K$ classes:

$$p(x; \theta) = \sum_{i=1}^{K} \frac{e^{f_i(x)}}{Z(\theta)},$$

where $Z(\theta)$ is an unknown partition function. The energy score of a test point $x$ can be then defined as:

$$E(x) = -\log \sum_{i=1}^{K} e^{f_i(x)}.$$  

(3)

Building upon this approach, the recently proposed method by Liu et al. [7] augments (3) by temperature scaling:

$$E(x) = -T \log \sum_{i=1}^{K} e^{f_i(x)/T},$$

(4)

where $T \in \mathbb{R}_{>0}$ is a temperature scaling parameter. [7] also proposes to fine-tune pre-trained neural network classifiers to enlarge the energy gap between in and out-of-distribution samples. The neural network’s weights are updated by minimizing

$$E_{x \sim D^\text{train}_\text{in}} \left[ -\log \max_j \frac{e^{f_j(x)}}{\sum_{i=1}^{K} e^{f_i(x)}} \right] + \lambda L_{\text{energy}},$$

where $L_{\text{energy}}$ is the energy function.
where $\mathcal{L}_{\text{energy}} = \mathbb{E}_{x \sim \mathcal{D}_{\text{train}}} \left[ \ell_{m\mu}(E(x))^2 \right] + \mathbb{E}_{x \sim \mathcal{D}_{\text{test}}} \left[ \ell_{m\mu}(-E(x))^2 \right]$. $\mathcal{D}_{\text{train}}$ is an auxiliary dataset drawn from $Q$, and $\ell_{m}(x) = \max(x-m,0)$ is the hinge loss with hyperparameter $m$. Note that, while the fine-tuning improves OOD performance, it worsens the classification accuracy. On common benchmarks, this work is currently considered the state of the art in energy-based OOD detection.

Similar to [13] and [7], our proposed approach is energy-based. However, we employ a different definition of $E(x)$ that is not based on the output layer of a neural network. Instead, it is the St-RKM’s [6] objective function that stems from the RKM energy [19] and includes a reconstruction loss term. This is described further in the following section.

3 Proposed Model

In this section, we discuss the proposed energy-based method for out-of-distribution detection building upon the latent variable model St-RKM [6]. Consider the objective function of the St-RKM:

$$J(x) = \|\phi_{\theta}(x) - Uh\|^2 + \lambda L_{\xi,U}(x, \phi_{\theta}(x)),$$

(5)

with feature map $\phi_{\theta}(x) \in \mathbb{R}^l$, latent variable $h \in \mathbb{R}^m$ with $m \leq l$, real-valued parameter vectors $\theta$ and $\xi$, regularization parameter $\lambda > 0$ and the interconnection matrix $U = [u_1, \ldots, u_m]$ belonging to the Stiefel manifold $St(\ell, m)$, that is, the set of $\ell \times m$ matrices with orthonormal columns ($\ell \geq m$). The feature map is assumed to be centered, i.e., $\mathbb{E}_{x \sim P(x)}[\phi_{\theta}(x)] = 0$. Note that the St-RKM objective consists of the RKM energy [19] with additional regularization terms and a reconstruction loss term $L_{\xi,U}$ (e.g., the AutoEncoder (AE) loss).

First, we train the St-RKM on the given training set $\mathcal{D}_{\text{train}}$ in an unsupervised manner. Following [6], this is done by optimizing the sum of the objective (5) over $\mathcal{D}_{\text{train}}$:

$$\min_{U \in St(\ell, m)} \min_{h, \xi} \sum_{i=1}^{N} J(x_i),$$

(6)

where $N = |\mathcal{D}_{\text{train}}|$. By minimizing first over $h$, we find the score vector $h^* = U^T \phi_{\theta}(x_i)$ with respect to the columns of $U$, the orthonormal set $\{u_1, \ldots, u_m\}$. After substitution, the optimization problem becomes

$$\min_{U \in St(\ell, m)} \sum_{i=1}^{N} \left[ \|U - UU^T \phi_{\theta}(x_i)\|^2 + \lambda L_{\xi,U}(x_i, \phi_{\theta}(x_i)) \right].$$

(7)

where we use mean-squared error as the Autoencoder loss function $L_{\xi,U}(x, \phi_{\theta}(x)) = \|x - \psi_{\xi}(U^T \phi_{\theta}(x))\|^2$. Here the feature-map $\phi_{\theta}(\cdot)$ is the encoder map from the input space to the latent space and $\psi_{\xi}(\cdot)$ represents a decoder map.

As discussed in [6], a PCA interpretation can be given to the first term of (7). By introducing the covariance matrix $C_{\theta} = \frac{1}{n} \sum_{i=1}^{n} \phi_{\theta}(x_i)\phi_{\theta}(x_i)^T$, the first term in (7) can be written as $\text{Tr}(C_{\theta} - \text{Tr}(U \Sigma U^T))$, which corresponds to the reconstruction error of Kernel PCA for the kernel $k_0(x, y) = \phi_{\theta}(x)\phi_{\theta}(y)$. If $U = UU^T$ is the projector on the $m$ principal components, then $U^T C_{\theta} U = \text{diag}(\lambda)$, where $\lambda$ is a vector containing the principal values.

After having trained the St-RKM model, the energy function for out-of-distribution detection is defined as the objective (5) with the learned interconnection matrix $U^*$, feature map parameter $\theta^*$ and pre-image map parameter $\xi^*$:

$$E_{\text{FullEnergy}}(x) = \|h\|^2 - 2\phi_{\theta^*}(x)U^* h + \|\phi_{\theta^*}(x)\|^2 + \lambda \text{L}_{\xi^*,U^*}(x, \phi_{\theta^*}(x)),$$

(8)

where $h = U^* \phi_{\theta^*}(x)$. In the following discussion, we refer to this energy score as $E_{\text{FullEnergy}}$.

It is expected that for similar in/out-distributions, the Autoencoder loss term takes similar values for samples from each case, thus making it harder to distinguish between in- and out-of-distribution samples with the Autoencoder reconstruction error. In such instances, looking at the KPCA reconstruction term alone might be more useful. This is illustrated in Fig. [2]. In other words, this suggests that the $E_{\text{FullEnergy}}$ score should perform better on OOD datasets whose distribution is further away from the training distribution, while the KPCA reconstruction term could result in better performance on OOD datasets whose distribution is closer to $P$. This motivates investigating the individual components of (8) by treating them as standalone energy metrics. Hence, we define the following additional energy function for OOD detection:

$$E_{\text{KPCAError}}(x) = \|h\|^2 - 2\phi_{\theta^*}(x)U^* h + \|\phi_{\theta^*}(x)\|^2.$$

(9)

In other words, the $E_{\text{KPCAError}}$ energy definition is the energy (8) without the Autoencoder loss term. Intuitively, (9) can be seen as the norm of the reconstruction error vector between the latent space points and the projected points onto the subspace (see first term in (7)).
Table 1: Comparison of OOD detection performance. Lower scores (↓) are better for FPR95 and higher scores (↑) are better for AUROC and AUPR. [S] Supervised / [U] Unsupervised. Experiments are repeated 10 times. PCA detection has no randomness involved.

| $D_{\text{train}}$ | Metric | St-RKM variants [U] | Liu2020 [S] | PCA [U] | VAE [U] | GAN [U] |
|-------------------|--------|---------------------|-------------|---------|---------|---------|
|                   |        | $E_{\text{FullEnergy}}$ | $E_{\text{KPCAError}}$ |         |         |         |
| MNIST             | FPR95(↓) | 75.73 (2.7) | 0.38 (0.2) | 75.97 (11.1) | 99.99 | 2.67 (1.0) | 97.31 (4.5) |
|                   | AUROC(↑) | 69.44 (1.5) | 99.70 (0.1) | 78.05 (4.9) | 73.17 | 99.36 (0.1) | 49.32 (17.7) |
|                   | AUPR(↑)  | 66.26 (3.0) | 99.75 (0.1) | 80.36 (4.0) | 83.73 | 99.44 (0.1) | 60.75 (15.5) |
| dSprites          | FPR95(↓) | 99.21 (0.8) | 2.71 (2.7) | 96.23 (3.6) | 99.79 | 69.43 (2.3) | 73.54 (34.8) |
|                   | AUROC(↑) | 11.61 (3.1) | 99.17 (0.4) | 63.68 (7.5) | 82.81 | 85.77 (0.8) | 58.04 (31.9) |
|                   | AUPR(↑)  | 0.71 (0.02) | 92.82 (2.9) | 20.82 (8.2) | 70.89 | 36.87 (6.1) | 22.76 (29.4) |
| SVHN              | FPR95(↓) | 1.34 (0.2) | 28.64 (10.1) | 29.14 (8.9) | 75.31 | 27.42 (6.1) | 82.55 (7.2) |
|                   | AUROC(↑) | 99.59 (0.04) | 95.61 (1.3) | 94.04 (2.0) | 51.36 | 94.56 (1.3) | 59.99 (5.0) |
|                   | AUPR(↑)  | 99.23 (0.1) | 93.00 (1.8) | 88.52 (3.3) | 25.57 | 89.76 (2.4) | 42.15 (10.7) |
| CIFAR-10          | FPR95(↓) | 0.34 (0.01) | 13.40 (5.7) | 46.97 (10.4) | 65.76 | 6.50 (2.8) | 81.09 (7.9) |
|                   | AUROC(↑) | 99.76 (0.003) | 97.70 (0.8) | 90.60 (2.5) | 67.86 | 98.63 (0.4) | 69.32 (6.4) |
|                   | AUPR(↑)  | 99.83 (0.003) | 98.08 (0.6) | 91.77 (2.0) | 60.69 | 98.83 (0.3) | 73.30 (3.9) |

4 Experimental Evaluation

In this section, we discuss the experiments on standard computer vision datasets and on a time series problem for anomalous heartbeat detection.

Training details. We train all models for 1600 epochs with mini-batch size of 256. For Liu et al. [7], VAE and GAN methods, training is performed using Adam [20] with a learning rate of $2 \times 10^{-4}$. For St-RKM, an alternating minimization training scheme is used: the weights of the encoder $\phi_d(\cdot)$ and of the decoder $\psi_d(\cdot)$ are jointly optimized with the Adam optimizer [20] with learning rate $2 \times 10^{-4}$, and the interconnection matrix $U$ is optimized with the Cayley Adam optimizer [21] with learning rate $1 \times 10^{-4}$. For the full training algorithm, see Algorithm 1 in [6]. A PCA baseline is also considered; in this case, scores are computed by the reconstruction error by removing the components whose contribution to total variation is less than 2%. The subspace dimension is set to 10 for all datasets. The source code and additional architectural details are available at https://github.com/taralloc/st-rkm-ood

Performance metrics. We evaluate the false positive rate (FPR95) at 95% true positive rate, area under the receiver operating characteristic curve (AUROC) and under the precision-recall curve (AUPR). Note that the threshold $\gamma$ is not needed for evaluating AUROC and AUPR scores. We also evaluate the Overlapping Coefficient to quantify the dissimilarity between the $D_{\text{train}}$ and $D_{\text{test}}$ energy distributions. For two real probability density functions $f_A(x)$ and $f_B(x)$, the overlapping coefficient $\eta$ is defined as:

$$\eta(A, B) = \int_{\mathbb{R}^n} \min[f_A(x), f_B(x)] dx.$$ 

$\eta(A, B) = 0$ indicates that the support of $f_A(x)$ and $f_B(x)$ does not have any common points, i.e., the distributions do not overlap. Ideally, this should be the case for $D_{\text{train}}$ and $D_{\text{test}}$ energy distributions.

4.1 Computer Vision

First, we describe our experimental setup in Section 4.1.1. In Section 4.1.2, we show that the proposed method improves over the state of the art in energy-based OOD detection using a pre-trained neural classifier on the considered benchmarks. We also show the distribution of the energy scores on multiple OOD datasets.

4.1.1 Experimental Setup

For this set of experiments, we create a Convolutional Network architecture for the St-RKM’s encoder $\phi_d(\cdot)$ and a transposed Convolutional architecture for the St-RKM’s decoder $\psi_d(\cdot)$.
Figure 3: Visualizing the distribution of the energy scores of various models. In energy-based models, low energies are associated with more likely input samples, hence it corresponds to in-distribution samples. In line with the properties of each energy definition discussed in Section 3, note that, for MNIST and dSprites, the in- and out-distributions overlap for the \( E_{FullEnergy} \) definition, but they are separated for the \( E_{kPCAError} \) definition, suggesting that in those datasets the autoencoder loss term has a dominant weight in the energy function of the \( E_{FullEnergy} \) definition. In general, the distributions of the best-performing methods based on the St-RKM’s energy look smoother and more separated than the distribution of the method proposed in [7].

- **In-distribution and out-of-distribution datasets.** We use Fashion-MNIST from [24] as \( D_{\text{train}} \). For testing, we use four different datasets: MNIST [25], dSprites [26], SVHN [27] and CIFAR-10 [28]. SVHN, dSprites and CIFAR-10 are resized to \( 28 \times 28 \times 1 \) input dimensions.

- **Hyperparameters.** Following a sensitivity analysis, in [8] we fix \( \lambda = 100 \). The St-RKM, VAE and GAN models employ the same encoder-decoder architecture; for GAN, the encoder is used in the discriminator, while the generator uses the decoder. The encoder \( \phi_\theta \) consists of three convolutional (Conv) layers with doubling channel size followed by two fully connected (FC) layers, and the decoder \( \psi_\xi \) consists of two FC layers followed by three transposed convolutional (ConvTr) layers with halving channel size. All convolutions have stride 2 and padding 1, except for the last Conv layer of \( \phi_\theta \) and for the first ConvTr layer of \( \psi_\xi \) that have stride 1 and no padding. The activation function is Parametric-RELU (\( \alpha = 0.2 \)), except for the output layer of \( \psi_\xi \) that has Sigmoid activation function. For [7], we train a convolutional neural network classifier whose architecture is set to be identical to the architecture of the St-RKM’s encoder.

### 4.1.2 Experimental Results

**Can the model detect samples from the same distribution?** First, we investigate the extreme case where the in-distribution \( P \) is the same as the out-distribution \( Q \). We consider the training and test sets of Fashion-MNIST: the training set is used as \( D_{\text{train}} \) to train the OOD detectors, and the test set is taken as \( D_{\text{out}} \) to evaluate OOD performance. A significant overlap, as can be seen in Fig. 4, suggests that the model performs as expected and overall captures the true positives. Some samples that are flagged as OOD are shown in Fig. 5. Interestingly, most of such instances are even difficult for a human to classify.

**How does the proposed method perform compared to its competitors?** Table 1 shows the performance attained by various energy function definitions and [7]’s energy function without fine-tuning, evaluated for each out-of-distribution
Table 2: Overlapping Coefficient quantifying the overlap of $D_{\text{train}}$ and $D_{\text{test}}$ energy distribution as shown in Fig. 3. The standard deviation over 10 iterations is given in parenthesis. Smaller is better.

| $D_{\text{test}}$ out | St-RKM variants | Liu2020 | PCA | VAE | GAN |
|-----------------------|-----------------|---------|-----|-----|-----|
|                       | $E_{\text{FullEnergy}}$ | $E_{\text{PCAError}}$ |       |     |     |
| MNIST                 | 0.58 (0.02)     | **0.03** (0.003)  | 0.41 (0.1) | 0.24 | 0.04 (0.005) | 0.43 (0.1) |
| dSprites              | 0.24 (0.05)     | **0.04** (0.01)   | 0.49 (0.1) | 0.19 | 0.28 (0.01)  | 0.31 (0.2) |
| SVHN                  | **0.03** (0.003)| 0.12 (0.02)      | 0.17 (0.04) | 0.52 | 0.14 (0.02)  | 0.60 (0.1) |
| CIFAR-10              | **0.01** (0.001)| 0.09 (0.01)      | 0.22 (0.04) | 0.51 | 0.06 (0.01)  | 0.51 (0.1) |

Figure 4: Distribution of the energy scores when the in/out-distributions are from the same dataset. Here, the $D_{\text{train}}$ in is the training set of Fashion-MNIST ($N_{\text{train}} = 60000$) and $D_{\text{test}}$ out is the test set ($N_{\text{test}} = 10000$) of the same dataset.

Figure 5: Samples from the test set of Fashion-MNIST (first row), MNIST (second row), and CIFAR-10 (third row) that are flagged as OOD by our method, illustrating that these samples often show unusual features.

dataset. In these benchmarks, our proposed method outperforms the current state-of-the-art energy-based out-of-distribution detection method on all considered OOD datasets. For instance, on MNIST our proposed $E_{\text{PCAError}}$ score achieves 0.38% FPR compared to 75.97% FPR achieved by [7]. On CIFAR-10, our proposed $E_{\text{FullEnergy}}$ energy definition achieves 0.34% FPR compared to 46.97% FPR achieved by [7].

Which component of the Energy function is more useful? Table further gives an insight regarding the merit of various components of the energy function as discussed in Section 3. It shows that, on the one hand, the $E_{\text{FullEnergy}}$ score performs better on OOD datasets whose distribution is further away from the training distribution $P$; this is the case for SVHN and CIFAR-10. On the other hand, the $E_{\text{PCAError}}$ score performs best on OOD datasets whose distribution is closer to $P$; this is the case for MNIST and dSprites. Note that the $E_{\text{FullEnergy}}$ performs poorly in the latter case also, as can be seen from Fig. [3]. Fig. [3] shows a kernel density plot with Gaussian kernel over the energy distributions for each method (row) and $D_{\text{test}}$ out (column). First, the energy scores are mean centered, scaled to unit variance, and finally shifted by adding the negative minimum energy score. The subplots of the $E_{\text{FullEnergy}}$ definition for MNIST and dSprites show significant overlap, and thus the energy gap between in-distribution samples and OOD samples is small. It can be understood as follows. Note that the AE loss of (8) dominates over the kernel PCA reconstruction in $E_{\text{FullEnergy}}$ due to the significantly large number of neural network parameters compared to that in $U$. Further, the AE loss of samples from $P$ is similar to that of samples from $Q$ since the network’s parameters would be similar if trained on similar distributions. In such instances, looking at the $E_{\text{FullEnergy}}$ naively obfuscates the distinction between in/out-of-distribution samples. However, $E_{\text{PCAError}}$ highlights the projection error between similar datasets and therefore results in better OOD detection performance.
Table 3: Comparison of OOD detection performance in time series data of electrocardiogram (ECG) sequences. All values are in percentages.

| Metric          | St-RKM variants | VRAE        | GAN         |
|-----------------|-----------------|-------------|-------------|
|                 | $E_{\text{FullEnergy}}$ | $E_{\text{kPCAError}}$ |             |
| FPR95(↓)        | 6.18 (0.2)      | 98.45 (1.7) | 6.27 (0.3)  |
| AUROC(↑)        | 94.02 (0.1)     | 50.39 (1.8) | 93.89 (0.2) |
| AUPR(↑)         | 95.62 (0.2)     | 85.67 (0.2) | 95.71 (0.2) |

How well does the Energy function separates the in/out distributions? Table 2 shows the overlapping coefficient for the considered datasets and OOD detectors, further confirming that the proposed energy functions based on the St-RKM’s energy can lead to better performance than both generative-based and discriminative-based methods. The St-RKM variants give the lowest overlap, meaning that they induce energy distributions effectively separating $D_{\text{train}}$ in samples from $D_{\text{test}}$ out samples. This performance increase is especially noteworthy given that our method does not use any label information in any way, contrary to [7], whose energy function is defined based on a classifier trained in the supervised learning setting. At the same time, the fine-tuning procedure with auxiliary OOD training data proposed in [7] could boost the performance of their method; however, in many applications, access to OOD samples during training is limited. In contrast, the training procedure of our method does not require additional fine-tuning with OOD training data.

4.2 Time Series Data

We now turn to OOD detection in time series data from the healthcare sector. This is an increasingly important area where unsupervised OOD detection algorithms can be extremely useful, as obtaining and labeling medical data is usually expensive. The proposed method can be applied to time series data by selecting an appropriate encoder-decoder architecture for the St-RKM. On the contrary, the method proposed in [7] is not directly applicable to time series data because its score function is defined on the output layer of a neural network classifier.

4.2.1 Experimental Setup

For this set of experiments, the encoder-decoder architecture of St-RKM, VAE, and GAN models is parametrized by a Variational Recurrent AutoEncoder (VRAE) [29].

- In-distribution and out-of-distribution datasets. We use the publicly available ECG5000 dataset [30], which consists of $N = 5000$ electrocardiogram (ECG) univariate time series. Each sequence has 140 timesteps and corresponds to a single heartbeat. The dataset contains 5 classes: one class is seen as normal, while the others represent anomalous heartbeats. The dataset is first divided into a training set of $N_{\text{train}} = 4500$ sequences and a test set of $N_{\text{test}} = 500$ sequences. The sequences of the normal class contained in the training set are taken as $D_{\text{train}}$, and the sequences of the anomalous heartbeats in the test set are taken as $D_{\text{test}}$.

- Hyperparameters. In all models, following the architecture proposed in [29], the encoder uses an LSTM with two layers, and the decoder uses an LSTM with two layers followed by a fully connected layer. All LSTM layers have input size 1 and hidden size 10.

4.2.2 Experimental Results

Is the proposed method able to detect anomalous heartbeats? Table 3 shows the performance attained by various proposed energy function definitions, by VAE with VRAE architecture, and by GAN. When computing the scores, all anomalous classes are seen as one out-of-distribution class. The $E_{\text{FullEnergy}}$ score is the highest-performing energy function among the St-RKM variants. It outperforms GAN models on all metrics, providing more reliable performance as well. A possible explanation for the poor performance of GAN models is that the discriminator is trained to differentiate between real heartbeat sequences and sequences generated by the generator, rather than to distinguish between real and anomalous heartbeats. Hence, GANs model only $P$ implicitly. Compared to VAE, the $E_{\text{FullEnergy}}$ score has similar performance with slightly better average FPR and AUROC. Overall, our proposed method can distinguish anomalous heartbeats with an average FPR of 6.18% and an average AUROC of 94.02%.
5 Conclusion

In this work, we proposed an energy-based method for the out-of-distribution detection task based on the St-RKM model. Further, we proposed multiple energy functions, examined their properties, and discussed practical scenarios where each proposed definition may perform best. In contrast to the state of the art in energy-based OOD detection which exploits a pre-trained classifier, our method does not require labels as it is trained in an unsupervised manner. Moreover, the training phase of our method does not require anomalous data, contrary to previous methods that use a fine-tuning step with an auxiliary dataset of OOD samples. We evaluated our method on several out-of-distribution datasets and showed that it improves on the baseline (state of the art in energy-based OOD detection) of [7]. We showed that the proposed $E_{\text{EPCACError}}$ definition is more suitable when the out-distribution is similar to the training distribution, while the proposed $E_{\text{FullEnergy}}$ definition performs best when the out-distribution is further away from the training distribution. Future work includes investigating the proposed method against adversarial attacks.
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A Architecture and Training Details

We train all models for 1600 epochs with mini-batch size of 256. For [7], VAE and GAN methods, training is performed using Adam [20] with a learning rate of 0.0002. For St-RKM, an alternating minimization scheme using the Adam [20] and Cayley Adam [21] optimizer is employed; the learning rate of the optimizers is set to 0.0002 and 0.0001, respectively. Moreover, for the GAN method, in (2) we fix $\lambda = 0$, as this choice led to the best AUROC performance in the experimental evaluation of [13]. The PCA baseline scores are computed by the reconstruction error when components whose contribution to total variation is less than 2% are removed. The subspace dimension is set to 10 for all employed datasets.

The model architectures for the Computer Vision experiments are shown in Table 4. All convolutions (Conv) and transposed convolutions (ConvTr) are with stride 2 and padding 1, unless stated otherwise. Layers have Parametric-RELU ($\alpha = 0.2$) activation functions, except the output layer of the pre-image map $\psi$ that has Sigmoid activation function (since input data is normalized $[0,1]$). The last convolutional layer of $\phi$ and the first transposed convolutional layer of $\psi$ have stride 1 and no padding. SVHN, dSprites and CIFAR-10 are resized to $28 \times 28 \times 1$ input dimensions.

Table 4: Model architectures for the Computer Vision experiments. For all, $c = 40$ and $\hat{k} = 3$.

| Architecture ($D_{train}$: Fashion-MNIST) |
|-------------------------------------------|
| $\phi_{\theta}(\cdot) = \begin{cases} 
  \text{Conv } [c] \times 4 \times 4; \\
  \text{Conv } [c \times 2] \times 4 \times 4; \\
  \text{FC } 256; \\
  \text{FC } 50 \text{ (Linear)} 
\end{cases}$ | $\psi_{\zeta}(\cdot) = \begin{cases} 
  \text{FC } 256; \\
  \text{FC } [c \times 4] \times \hat{k} \times \hat{k}; \\
  \text{ConvTr } [c \times 4] \times 4 \times 4; \\
  \text{ConvTr } [c \times 2] \times 4 \times 4; \\
  \text{ConvTr } [c] \text{ (Sigmoid)} 
\end{cases}$ |

Table 5: Model architectures for the Time Series experiments. This encoder-decoder architecture is called Variational Recurrent AutoEncoder [29]. All LSTM layers have input size 1 and hidden size 10.

| Architecture ($D_{train}$: ECG5000) |
|-----------------------------------|
| $\phi_{\theta}(\cdot) = \{\text{LSTM (2 layers)}\}$ | $\psi_{\zeta}(\cdot) = \{\text{LSTM (2 layers)}\}$ |

Table 6: Datasets and hyperparameters used for the experiments. $N$ is the number of instances, $d$ the input dimension, $m$ the subspace dimension and $M$ the minibatch size.

| Dataset     | $N$   | $d$    | $m$ | $M$  |
|-------------|-------|--------|-----|------|
| MNIST       | 60000 | $28 \times 28$ | 10  | 256  |
| Fashion-MNIST | 60000 | $28 \times 28$ | 10  | 256  |
| SVHN        | 73257 | $32 \times 32 \times 3$ | 10  | 256  |
| dSprites    | 737280 | $64 \times 64$ | 10  | 256  |
| CIFAR-10    | 60000 | $32 \times 32 \times 3$ | 10  | 256  |
| ECG5000     | 5000  | 140    | 10  | 256  |

B Additional Energy Definitions

From the various terms $E_{\text{FullEnergy}}$ energy definition of [8], multiple interesting energy definitions can be derived. In particular, we also define an energy function consisting of the reconstruction error only, which is a typical approach in OOD detection using deep generative models:

$$E_{\text{AEloss}}(x) = L_{\xi, U, \cdot}(x, \phi_{\theta}(x)).$$

For large enough $\lambda$, this energy definition is expected to perform similarly to the $E_{\text{FullEnergy}}$. The $\text{AEloss}$ definition is anticipated to perform best when the distance between the out-distribution and the in-distribution is large, because in this case the reconstruction error of samples from $Q$ is likely to be high.
Table 7: Maximum Mean Discrepancy (MMD) and 1-Wasserstein distance (WD) between \(D_{\text{train}}\) and \(D_{\text{test}}\) energy distributions as determined by various models. Larger is better since it indicates that the distributions are dissimilar and, hence, better suited to OOD detection.

| Diverg. | St-RKM variants | Liu2020 | PCA | VAE | GAN |
|---------|-----------------|---------|-----|-----|-----|
|         |                  | \(E_{\text{FullEnergy}}\) | \(E_{\text{ExpCAEError}}\) |     |     |     |
| MNIST   | MMD              | 0.071 (0.011) | 0.916 (0.037) | 0.221 (0.071) | 0.31 | \textbf{1.032} (0.02) | 0.15 (0.1) |
| WD      | 0.39 (0.039)    | 1.657 (0.03) | 0.979 (0.15) | 1.019 | \textbf{1.745} (0.012) | 0.678 (0.229) |
| dSprites | MMD              | 0.461 (0.096) | \textbf{0.822} (0.093) | 0.133 (0.058) | 0.613 | 0.312 (0.022) | 0.369 (0.265) |
| WD      | 1.886 (0.523)   | \textbf{1.871} (0.18) | 0.989 (0.319) | 3.751 | 1.124 (0.051) | 1.989 (1.671) |
| SVHN    | MMD              | \textbf{1.11} (0.023) | 0.5 (0.066) | 0.622 (0.082) | 0.042 | 0.571 (0.066) | 0.046 (0.032) |
| WD      | \textbf{1.845} (0.014) | 1.289 (0.085) | 1.627 (0.074) | 0.468 | 1.385 (0.073) | 0.481 (0.171) |
| CIFAR-10 | MMD             | \textbf{0.903} (0.023) | 0.552 (0.072) | 0.483 (0.064) | 0.102 | 0.733 (0.054) | 0.107 (0.038) |
| WD     | \textbf{1.225} (0.029) | \textbf{1.327} (0.104) | \textbf{1.361} (0.072) | 0.716 | 1.539 (0.041) | 0.73 (0.178) |

Finally, we define an energy function consisting of the negative correlation term:

\[
E_{\text{NegCorr}}(x) = 2\phi^{\top}\theta^\star(x)U^*h.
\]

We call this energy definition the \textit{NegCorr} energy. Overall, \(\text{(8)}\) can be seen as:

\[
E_{\text{FullEnergy}}(x) = \left\| h \right\|_2^2 - 2\phi^{\top}\theta^\star(x)U^*h + \left\| \phi^\star(x) \right\|_2^2 + \lambda L_{\xi^\star}U^*\left(x, \phi^\star(x)\right).
\]

We report the experimental evaluation of these additional energy definitions in Appendix C.

C Additional Empirical Results

Complementary to the Table 2, Table 7 shows the 1-Wasserstein distance (WD) and the Maximum Mean Discrepancy (MMD) with Gaussian RBF kernel \(k(x, y) = \exp\left(-\frac{\|x-y\|^2}{2\sigma^2}\right)\) of the \(D_{\text{train}}\) and \(D_{\text{test}}\) energy distributions. For MMD, we set \(2\sigma^2\) to the mean of all Euclidean distances between all the scores. As expected, both distance measures tend to be higher for better performing OOD detection methods. For instance, on CIFAR-10 MMD and WD are highest for the \(E_{\text{FullEnergy}}\) definition, which in Table 1 was shown to give the lowest FPR95.

Next, we further analyze the observations in Fig. 4 and report the FPR95, AUROC and AUPR scores in Table 8. It is important to note that in this experiment, higher values of FPR95 are better since the test points used for evaluation, which are assumed to be OOD, are actually sampled from the in-distribution. In other words, the samples from the test set of Fashion-MNIST are considered OOD in the evaluation. Accordingly, an FPR of 90% means that 90 out of 100 samples from the test set of Fashion-MNIST were classified as in-distribution. The values in the table approach 95% because we set the threshold such that TPR is 95% and in this experiment TPR = FPR. Values of AUROC are around 50% because both positive and negative instances correspond to in-distribution samples. For this reason and because the ratio of positive to negative instances is 6, values of AUPR are around \(\frac{1}{6}\).
Figure 6: Distribution of the energy scores for the proposed energy functions (first four rows) based on the St-RKM’s energy, for the state-of-the-art energy-based OOD detector without fine-tuning proposed in [2], for a PCA baseline and for the generative-based methods VAE and GAN. Note that, for MNIST and dSprites, the in- and out-distributions overlap for the $AELoss$ definition, while they are separated for CIFAR-10 and SVHN datasets. At the same time, the distributions for the $E_{FullEnergy}$ definition follow the distributions for the $AELoss$ definition very closely, showing that in those datasets the autoencoder loss term has a dominant weight in the energy function of the $E_{FullEnergy}$ definition.

Figure 7: Distribution of the energy scores when the in-distribution coincides with the out-distribution. In this experiment, the $D_{train}^{in}$ is the training set of Fashion-MNIST ($N_{train} = 60,000$) and $D_{test}^{out}$ is the test set ($N_{test} = 10,000$) of the same dataset.