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Hidden Simplicity of Gauge Theory Amplitudes

J. M. Drummond

* LAPTH¹, Université de Savoie, CNRS
B.P. 110, F-74941 Annecy-le-Vieux Cedex, France

Abstract

These notes were given as lectures at the CERN Winter School on Supergravity, Strings and Gauge Theory 2010. We describe the structure of scattering amplitudes in gauge theories, focussing on the maximally supersymmetric theory to highlight the hidden symmetries which appear. Using the BCFW recursion relations we solve for the tree-level S-matrix in $\mathcal{N} = 4$ super Yang-Mills theory, and describe how it produces a sum of invariants of a large symmetry algebra. We review amplitudes in the planar theory beyond tree-level, describing the connection between amplitudes and Wilson loops, and discuss the implications of the hidden symmetries.

¹Laboratoire d’Annecy-le-Vieux de Physique Théorique, UMR 5108
1 Introduction

There are many reasons for studying scattering amplitudes in gauge theories. An obvious current motivation is the need to understand QCD processes in sufficient detail to distinguish new physics from the otherwise overwhelming background at the Large Hadron Collider. The study of the S-matrix can help in the search for new tools for realising this program. Many of the techniques for efficient calculation of scattering amplitudes were first developed using the maximally supersymmetric Yang-Mills theory as a testing ground (see e.g. [1]). The amplitudes of this theory are similar in general structure to QCD amplitudes but simpler. Moreover they are sufficiently non-trivial to reveal many interesting and surprising mathematical structures governing the behaviour of the S-matrix.

In fact the planar $\mathcal{N}=4$ theory exhibits an infinite-dimensional symmetry, known as Yangian symmetry which is generated by two distinct versions of superconformal symmetry. The existence of an infinite-dimensional symmetry is a reflection of the integrable structure which is believed to govern physical quantities of the planar theory. This leads to the hope that a solution of the planar S-matrix might be found in this theory which would be a remarkable example of solvability in an interacting four-dimensional gauge theory. This in itself provides another reason for studying the S-matrix of gauge theories.

These lectures will focus on the second motivation. The aim is to review some of the developments that have occurred in recent years with the focus on the symmetries of the S-matrix of $\mathcal{N}=4$ super Yang-Mills theory. However some of the techniques that we will discuss in these notes have wider application than the $\mathcal{N}=4$ theory, in particular the use of recursion relations to derive tree-level amplitudes. Moreover it is to be hoped that the observed symmetries underlying planar $\mathcal{N}=4$ super Yang-Mills theory will lead to a better understanding of the S-matrix in gauge theory more generally. One of the main lessons learned from the existence of recursive techniques and extended symmetries is that manifest locality obscures the general underlying structure of the S-matrix. This is a statement which is not tied to the supersymmetry of the underlying gauge theory.

We will present the solution for the tree-level S-matrix obtained from recursion relations and discuss the appearance of non-trivial symmetries. We will then go on to review the structure of the planar perturbative expansion. Much progress has also been made on the structure of the S-matrix at strong coupling which is accessible in this theory via the AdS/CFT conjecture. There is much overlap between the two regimes of the theory, in particular in the way extended symmetries make an appearance, constraining the form of the S-matrix, and in a relation between the amplitudes and certain light-like Wilson loops. We refer the reader to [2, 3, 4, 5] for more details of the progress made in solving for the amplitudes at strong coupling.

We will begin by reviewing a few basic properties of tree-level scattering amplitudes in gauge theories in general in Section 2. We will discuss the colour structure, helicity structure and general analytic properties of such amplitudes. More details on these topics can be found in the
lecture notes of Dixon [6]. We will also introduce $\mathcal{N} = 4$ on-shell supersymmetry as we will focus on this theory for most of the course. We will then go on to show in Section 3 how amplitudes can be solved for recursively by exploiting their analytic structure. As we will see, in the $\mathcal{N} = 4$ theory this will lead to a complete solution for the tree-level S-matrix. The explicit form of the S-matrix of $\mathcal{N} = 4$ super Yang-Mills theory will reveal an unexpected symmetry, namely dual superconformal symmetry which we discuss in detail in Section 4. We will see that the full symmetry is the Yangian of the superconformal algebra. Finally Section 5 will be a brief review of amplitudes at loop level. In particular we discuss the relation to Wilson loops and the way the extended symmetry is exhibited beyond tree level.

2 Tree-level gauge theory scattering amplitudes

We will begin by considering pure Yang Mills theory. The action of this theory is

$$S = -\int d^4x \text{Tr} \left( \frac{1}{4} F^{\mu\nu}(x) F_{\mu\nu}(x) \right),$$

where

$$F^{\mu\nu} = \partial^{\mu} A^{\nu} - \partial^{\nu} A^{\mu} - ig^2 [A^{\mu}, A^{\nu}].$$

Here $A^{\mu} = A^{a} T^{a}$ and $F^{a}_{\mu\nu} T^{a}$ are the Yang-Mills connection and curvature respectively, while $T^{a}$ are the generators of the gauge group. The action of course has a gauge symmetry - this is the price of making the locality of the theory manifest. In order to write down Feynman rules the gauge should be fixed. In the end we will be interested in gauge-invariant on-shell amplitudes so the choice of gauge will not matter, however it does mean that individual Feynman diagrams are not gauge invariant. In order to compute amplitudes using Feynman diagrams we must therefore carry around a lot of intrinsically unphysical information which in the end will cancel out. The consequence is that intermediate expressions for even the tree-level amplitudes are much more complicated than the final results.

All of this suggests that there is a better way of expressing scattering amplitudes which does not refer directly to the existence of the gauge-invariant action (1). We will indeed see that once we drop the requirement that amplitudes are built from rules derived from a local action we will gain a huge simplicity in the form of the scattering amplitudes. Moreover we will find that new symmetries are revealed which are simply invisible at the level of the Yang-Mills action.

Let us begin by thinking about the analytic structure of the tree-level diagrams generated by the Yang-Mills action. For simplicity we will choose to work in Feynman gauge $\partial^{\mu} A^{a} = 0$. In this gauge the propagators and vertices are particularly simple. We show them in Fig. 1.

In order to compute a leading-order on-shell gluon scattering amplitude we then consider all amputated tree-level diagrams contributing to the correlation function,

$$\langle A_{\mu_1}^{a_1}(p_1) \ldots A_{\mu_n}^{a_n}(p_n) \rangle.$$
Figure 1: Schematic form for the propagators and vertices for Yang-Mills theory. The detailed index structure is not important for us. We just note that the colour structure enters only via the structure constants, while the momentum dependence appears in the propagators as $1/p^2$ and in the three-point vertices as a positive power of $p$.

There are various aspects of the calculation which need to be organised. Firstly let us deal with the colour structure. We will be interested in $SU(N)$ gauge groups. Every instance of the $SU(N)$ structure constants $f_{abc}$ can be written in terms of the generators

$$f_{abc} = \text{Tr}(T^a T^b T^c) - \text{Tr}(T^a T^c T^b).$$

(4)

When two adjoint indices $a$ and $b$ are contracted via a propagator we can use the relation

$$T^{ai}_i T^{aj}_j = \delta^a_i \delta^j_i - \frac{1}{N} \delta^a_i \delta^j_i.$$  

(5)

These replacements can be represented diagrammatically as in Fig. 2.

Now if we take into account all propagators and vertices and vertices in a diagram we find that we end up with one term which is a single trace going round the whole tree-level diagram plus
other terms which are related to this one by swapping over all external legs in all possible ways (the \(1/N\) terms from (5) always drop out). Thus in the end the amplitude can be expressed as a sum over non-cyclic permutations of a single cyclically ordered partial amplitude \(A_{\mu_1,\ldots,\mu_n}(p_1,\ldots,p_n)\),

\[
\langle A_{\mu_1}^{a_1} \ldots A_{\mu_n}^{a_n} \rangle = \sum_{\sigma \in S_n/Z_n} \text{Tr}(T^{a_{\sigma(1)}} \ldots T^{a_{\sigma(n)}}) A_{\mu_1,\ldots,\mu_n}(p_{\sigma(1)},\ldots,p_{\sigma(n)}),
\]

(6)

Let us consider the physical on-shell degrees of freedom of Yang-Mills theory. This is most easily captured by the spinor helicity formalism. A four-momentum \(p_i^\mu\) can be thought of as a bispinor after contraction with spin matrices \(\sigma_\mu^\alpha \dot{\alpha}\),

\[
p_i^{\alpha\dot{\alpha}} = (\sigma_\mu)^{\alpha\dot{\alpha}} p_i^\mu.
\]

(7)
The square \(p_i^2\) is then the determinant of the \(2 \times 2\) matrix \(p^{\alpha\dot{\alpha}}\). The on-shell condition then says that the momentum can be expressed as the product of two commuting spinors

\[
\det(p^{\alpha\dot{\alpha}}) = 0 \iff p_i^{\alpha\dot{\alpha}} = \lambda_i^{\alpha} \tilde{\lambda}_i^{\dot{\alpha}}.
\]

(8)

Here \(\tilde{\lambda}^{\dot{\alpha}} = \pm \tilde{\lambda}^{\dot{\alpha}} = \pm (\lambda^\alpha)^*\) with the sign given by the sign of the energy component of \(p\). Note that the \(\lambda\) and \(\tilde{\lambda}\) are not unambiguously fixed by the definition (8). The ambiguity is given by the freedom to rescale by a phase,

\[
\lambda \longrightarrow e^{i\phi} \lambda, \quad \tilde{\lambda} \longrightarrow e^{-i\phi} \tilde{\lambda}.
\]

(9)

This rescaling is generated by the helicity operator,

\[
h = \frac{1}{2} \left[ -\lambda^\alpha \frac{\partial}{\partial \lambda^\alpha} + \tilde{\lambda}^{\dot{\alpha}} \frac{\partial}{\partial \tilde{\lambda}^{\dot{\alpha}}} \right].
\]

(10)

By convention we have chosen \(\lambda\) to have helicity \(-\frac{1}{2}\) and \(\tilde{\lambda}\) to have helicity \(\frac{1}{2}\).

The free Yang-Mills field equations \(\partial^\mu F_{\mu\nu} = 0\) and Bianchi identity \(\partial_{[\mu} F_{\nu\rho]} = 0\) are expressed in the two-component notation as

\[
\partial^{\alpha\dot{\alpha}} F_{\alpha\beta} = 0, \quad \partial^{\alpha\dot{\alpha}} F_{\alpha\dot{\beta}} = 0,
\]

(11)

where \(F_{\alpha\beta}\) and \(F_{\alpha\dot{\beta}}\) are the self-dual and anti-self-dual parts of the field strength respectively,

\[
F_{\alpha\beta\dot{\gamma}\ddot{\delta}} = F_{\alpha\beta} \epsilon_{\dot{\gamma}\ddot{\delta}} + F_{\alpha\dot{\beta}} \epsilon_{\gamma\delta}.
\]

(12)

Note that \(F_{\alpha\beta}\) and \(F_{\alpha\dot{\beta}}\) are symmetric in their indices.

The equations (11) can be written in terms of the momentum \(p^{\alpha\dot{\alpha}} = \lambda^\alpha \tilde{\lambda}^{\dot{\alpha}}\) as

\[
\lambda^\alpha \tilde{\lambda}^{\dot{\alpha}} F_{\alpha\beta} = 0 \implies F_{\alpha\beta} = \lambda_\alpha \lambda_\beta G_+,
\]

(13)

\[
\lambda^\alpha \tilde{\lambda}^{\dot{\alpha}} F_{\alpha\dot{\beta}} = 0 \implies F_{\alpha\dot{\beta}} = \tilde{\lambda}_\dot{\alpha} \tilde{\lambda}_\beta G_-.
\]

(14)
Thus we see that the Yang-Mills equations admit two on-shell solutions described by $G_+$ and $G_-$, the positive and negative helicity gluon states, carrying helicity 1 and $-1$ respectively (so that $F$ has no helicity).

We are interested in the scattering of these on-shell states so our amplitudes will be characterised by an ordered sequence of $+$ and $-$ signs and we will have an on-shell momentum for each particle,

$$p_i^{α\dot{α}} = \lambda_i^{α}\tilde{\lambda}_i^{\dot{α}}. \tag{15}$$

Our conventions will be that all particles are incoming. Of course an incoming positive helicity particle is equivalent to an outgoing negative helicity particle and vice-versa.

The colour-ordered, partial amplitudes can be obtained from $A_{μ_1...μ_n}$ of (6) by contracting each of the Lorentz indices with the appropriate polarization vector. The polarisation vectors can be defined with the help of auxiliary light-like momenta $l_i^{α\dot{α}} = \mu_i^{α}\tilde{μ}_i^{\dot{α}}$, $\epsilon^{α\dot{α},i}_{\mu} = \tilde{λ}_i^{\dot{α}}\mu_i^{α}/\langle λ_μ \rangle$, $\epsilon^{-α\dot{α},i}_{\mu} = \tilde{λ}_i^{\dot{α}}\mu_i^{α}/\langle λ_μ \rangle^2$. \tag{16}

Here we have introduced the notation for the spinor scalar products,

$$\langle ab \rangle = a^αb_α = a^αβ_β\epsilon_βα, \quad [ab] = a_\dot{α}b_{\dot{α}} = a_\dot{α}β_{\dot{β}}\epsilon^{\dot{β}\dot{α}}. \tag{17}$$

So an ordered amplitude is given by, for example

$$A(+, +, -,..., +, -) = \epsilon^{μ_1}_{+1}\epsilon^{μ_2}_{+2}\epsilon^{μ_3}_{-3}...\epsilon^{μ_{n-1}}_{+n-1}\epsilon^{μ_n}_{-n}A_{μ_1...μ_n}(p_1, ..., p_n). \tag{18}$$

The amplitude does not depend on the auxiliary momenta $μ_i$ used to define the polarisation vector. A shift in $μ_i$ is simply a gauge transformation. For example, under the shift $μ \rightarrow μ + \delta μ$ we have

$$\delta\epsilon^{α\dot{α}}_+ = \tilde{λ}_i^{\dot{α}}\delta μ_i^{α}/\langle λ_μ \rangle - \tilde{λ}_i^{\dot{α}}\mu_i^{α}/\langle λ_μ \rangle^2 = \tilde{λ}_i^{\dot{α}}\delta μ_i^{α}/\langle λ_μ \rangle - \tilde{λ}_i^{\dot{α}}\mu_i^{α}/\langle λ_μ \rangle^2. \tag{19}$$

Using the cyclic identity $a^α\langle bc \rangle + b^α\langle ca \rangle + c^α\langle ab \rangle = 0$ we have

$$\delta\epsilon^{α\dot{α}}_+ = \lambda_i^{α}\tilde{λ}_i^{\dot{α}}\langle δμμ \rangle/\langle λ_μ \rangle^2 = p^{α\dot{α}}\langle δμμ \rangle/\langle λ_μ \rangle^2. \tag{20}$$

The overall factor of $p^{α\dot{α}}$ means that the variation of the polarisation vector contributes nothing to the amplitude due to the Ward identity

$$p^{μ}\langle A_μ(p) ... \rangle = 0. \tag{21}$$

Thus the amplitudes depend on the variables $\{λ_i, \tilde{λ}_i\}$ only.

When expressed in momentum space, amplitudes will always have an overall factor of $δ^4(p) = δ^4(p_1 + ... + p_n)$ as a consequence of translation invariance,

$$A_n = δ^4(p)A_n. \tag{22}$$
After stripping off the overall momentum conserving delta function, we can think of the scattering amplitudes as being given by a single Lorentz-invariant rational function $A_n$ of the ordered set of spinors $\{\lambda_1, \tilde{\lambda}_1, \ldots, \lambda_n, \tilde{\lambda}_n\}$ with only local poles of the form,

$$\frac{1}{(p_i + p_{i+1} + \ldots + p_j)^2}. \quad (23)$$

The poles originate from the propagators in the Feynman diagram expansion. The fact that the momenta in the denominator form an ordered sum $(p_i + p_{i+1} + \ldots + p_j)$ is due to the fact that we are considering the ordered partial amplitude. The presence and structure of the poles are crucial analytic properties which we will need in order to be able to solve for all tree-level amplitudes.

We can classify amplitudes according to their helicity structure. At tree level the amplitudes with no negative helicity gluon or only one negative helicity gluon vanish. This can be seen by making a suitable choice of polarisation vectors but we will shortly see a symmetry-based argument for why this is the case. Those with two negative helicity gluons and the rest positive helicity are called the maximally helicity-violating (MHV) amplitudes. Those with three negative helicities are called next-to-MHV (NMHV) and so on. The names come from the fact that a helicity-conserving amplitude would have the same incoming and outgoing helicity structure. In the convention with all incoming particles this means an equal number of positive and negative helicity particles (obviously this would require an even number of particles in total). Therefore the helicity configuration furthest away from an equal number is called maximally-helicity-violating. By parity the amplitudes must also have at least two positive helicity gluons (those with exactly two are called the anti-MHV or $\overline{\text{MHV}}$ amplitudes). The simplest non-trivial amplitude is therefore the four-particle amplitude which is both MHV and $\overline{\text{MHV}}$. The classification is illustrated in Fig. 3.

So far we have discussed pure Yang-Mills theory where the only scattering particles are the two gluon states. More general gauge theories will have additional particles describing the particular matter content of the theory. At tree level the pure gluon scattering amplitudes however are common to every gauge theory, regardless of the matter content. This is simply because the only Feynman diagrams which arise in their calculation are the ones with gluons on every line. There is one gauge theory which surpasses all others in its remarkable properties which is the maximally supersymmetric one, $\mathcal{N} = 4$ super Yang-Mills theory. The theory has sixteen on-shell states, eight bosons and eight fermions. The bosonic states are the two helicity states of the gluon and six real scalars which transform in the adjoint representation of $su(4)$ (or vector of $so(6)$). The fermionic states are the four gluinos and four anti-gluinos transforming in the anti-fundamental and fundamental representation of $su(4)$ respectively,

$$\text{bosons: } G_+, \ G_-, \ S_{AB} = \frac{1}{2} \epsilon_{ABCD} S^{CD}, \quad \text{fermions: } \Gamma_A, \ \overline{\Gamma}^A. \quad (24)$$

The $\mathcal{N} = 4$ theory is unique in that all on-shell states arrange themselves into a single PCT self-conjugate multiplet. We can describe this multiplet by a superfield depending on four Grassmann variables $\eta^A$, transforming in the fundamental representation of $su(4)$,

$$\Phi(\eta) = G_+ + \eta^A \Gamma_A + \frac{1}{2!} \eta^A \eta^B S_{AB} + \frac{1}{3!} \eta^A \eta^B \eta^C \epsilon_{ABCD} \overline{\Gamma}^D + \frac{1}{4!} (\eta)^4 G_- \quad (25)$$
Moreover, if we assign helicity $\frac{1}{2}$ to the variable $\eta$ we see that the whole superfield $\Phi$ has helicity 1. In other words we have added a term to the helicity generator,

$$h = \frac{1}{2} \left[ -\lambda^\alpha \frac{\partial}{\partial \lambda^\alpha} + \bar{\lambda}^\dot{\alpha} \frac{\partial}{\partial \bar{\lambda}^\dot{\alpha}} + \eta^A \frac{\partial}{\partial \eta^A} \right],$$

so that

$$h\Phi(\eta) = \Phi(\eta).$$

We have made a choice in writing (25) by putting the positive helicity gluon in the bottom component of the multiplet. We could equally well have written the multiplet the other way round by expanding in a Grassmann variable in the anti-fundamental representation of $su(4)$,

$$\bar{\Phi}(\bar{\eta}) = G_- + \bar{\eta}_A \Gamma^A + \frac{1}{2!} \bar{\eta}_A \bar{\eta}_B S^{AB} + \frac{1}{3!} \bar{\eta}_A \bar{\eta}_B \bar{\eta}_C \epsilon^{ABCD} \Gamma_D + \frac{1}{4!} \bar{\eta}^4 G_+.$$

The two superfields are related by a Grassmann Fourier transform,

$$\bar{\Phi}(\bar{\eta}) = \int d^4 \eta e^{-\eta \bar{\eta}} \Phi(\eta).$$

The supersymmetry generators take the form

$$p^{\alpha \dot{\alpha}} = \lambda^\alpha \bar{\lambda}^\dot{\alpha}, \quad q^{\alpha A} = \lambda^\alpha \eta^A, \quad \bar{q}_{\dot{\alpha} A} = \bar{\lambda}^\dot{\alpha} \frac{\partial}{\partial \eta^A}.$$
It is straightforward to see that these generators, together with the Lorentz and $su(4)$ generators,
\[ M_{\alpha\beta} = \lambda_\alpha \frac{\partial}{\partial \lambda_\beta}, \quad \overline{M}_{\dot{\alpha}\dot{\beta}} = \tilde{\lambda}_{\dot{\alpha}} \frac{\partial}{\partial \tilde{\lambda}_{\dot{\beta}}}, \quad R^A_B = \eta^A \frac{\partial}{\partial \eta_B} - \frac{1}{4} \delta^A_C \eta^C \frac{\partial}{\partial \eta^D}, \tag{31} \]
do indeed give a representation of the super Poincaré algebra.

The fact that the $\mathcal{N} = 4$ theory is PCT self-conjugate means that all $n$-particle amplitudes arrange themselves into a single superamplitude. All of the component amplitudes can then be obtained by expanding in the Grassmann variables,
\[ \mathcal{A}(\Phi_1, \ldots, \Phi_n) = (\eta_1)^4(\eta_2)^4 \mathcal{A}(+, +, - , \ldots , -) + (\eta_1)^4(\eta_2)^3 \eta_{\tilde{\eta}} \mathcal{A}(+, \Gamma, \Gamma, - , \ldots , -) + \ldots \tag{32} \]
We have suppressed the $su(4)$ indices in the second term for simplicity. The amplitudes have helicity 1 in each particle,
\[ h_i \mathcal{A}(\Phi_1, \ldots, \Phi_n) = \mathcal{A}(\Phi_1, \ldots, \Phi_n). \tag{33} \]
When we consider the superamplitudes the symmetry generators are simply the sums of the single-particle representations (30,31). For example we have
\[ p^{\alpha\dot{\alpha}} = \sum_i \lambda_i^\alpha \tilde{\lambda}_i^{\dot{\alpha}}, \quad q^{\alpha A} = \sum_i \lambda_i^\alpha \eta_i^A, \quad \bar{q}^{\dot{\alpha} A} = \sum_i \tilde{\lambda}_i^{\dot{\alpha}} \frac{\partial}{\partial \eta_i^A}. \tag{34} \]

What can the symmetries of the theory tell us about the scattering amplitudes? Assuming that the momentum variables $\lambda$ and $\tilde{\lambda}$ are not constrained, translation invariance tells us there is an overall momentum conserving delta function $\delta^4(p)$. Similarly supersymmetry tells us that there should be a delta function $\delta^8(q)$. We recall that the delta function of a Grassmann quantity $\delta(\psi)$ is simply $\psi$ itself. Thus we have that the amplitude can be written,
\[ \mathcal{A}(\Phi_1, \ldots, \Phi_n) = \frac{\delta^4(p)\delta^8(q)}{\langle 12 \rangle \ldots \langle n-1 \rangle \langle n1 \rangle} \mathcal{P}_n(\lambda, \tilde{\lambda}, \eta). \tag{35} \]
Here we have put the factor $\langle 12 \rangle \langle 23 \rangle \ldots \langle n-1 \rangle \langle n1 \rangle$ in the denominator to carry the helicities of the superparticles so that the function $\mathcal{P}_n$ has helicity zero for every particle, i.e. it is annihilated by each $h_i$.

The fact that there is a factor $\delta^8(q)$ in (35) due to supersymmetry means that that certain component amplitudes (e.g. pure gluon amplitudes with fewer than two negative helicity gluons) must vanish because there at least eight $\eta$ variables in (35). This statement about the vanishing of certain pure gluon scattering amplitudes is true in all gauge theories at tree level because such amplitudes are common to every gauge theory regardless of the matter content. This shows that all gauge theories exhibit the effects of $\mathcal{N} = 4$ supersymmetry, even if they are not supersymmetric theories. Of course the statement is true in $\mathcal{N} = 4$ super Yang-Mills even beyond tree-level since it is a consequence of supersymmetry while in other gauge theories the all-plus amplitudes, for example, are non-vanishing at loop level.
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The function $P_n$ is also constrained by symmetry. In particular the $su(4)$ symmetry means that Grassmann variables always appear in multiples of four so that $P_n(\lambda, \tilde{\lambda}, \eta)$ can be expanded into terms of Grassmann degree $0, 4, 8$ etc. These terms correspond to the classification of amplitudes as MHV, NMHV, NNMHV and so on,

$$P_n(\lambda, \tilde{\lambda}, \eta) = P_n^{(0)} + P_n^{(4)} + P_n^{(8)} + \ldots + P_n^{(4(n-16))}.$$  \hspace{1cm} (36)

The final term in the expansion of $P_n$ corresponds to the MHV amplitudes. The $\bar{q}$ supersymmetry also imposes constraints on the form of $P_n$. Indeed we have $\bar{q}_A P_n = 0$. Note that we can use the $\bar{q}$ supersymmetry to fix any two of the $\eta$ variables to zero. The finite $\bar{q}$ transformation with parameter given by

$$\xi_{\dot{\alpha}}^A = \frac{\tilde{\lambda}_{i\dot{\alpha}} \eta_j^A - \tilde{\lambda}_{j\dot{\alpha}} \eta_i^A}{[\lambda_1 \lambda_n]}$$  \hspace{1cm} (37)

will set $\eta_i$ and $\eta_j$ to zero. We will use this fact when we consider recursive relations among tree-level amplitudes in the $N = 4$ theory.

The symmetries (30,31) are not the only symmetries of the theory. $N = 4$ super Yang-Mills theory is a superconformal field theory and the dilatation generator,

$$d = \frac{1}{2} \sum \left[ \lambda_i^\dot{\alpha} \frac{\partial}{\partial \lambda_i^\alpha} + \tilde{\lambda}_i^{\dot{\alpha}} \frac{\partial}{\partial \tilde{\lambda}_i^\dot{\alpha}} \right],$$  \hspace{1cm} (38)

and the special conformal and superconformal generators,

$$k_{i\dot{\alpha}} = \sum \frac{\partial^2}{\partial \lambda_i^\alpha \partial \tilde{\lambda}_i^{\dot{\alpha}}}, \quad s_{\alpha A} = \sum \frac{\partial^2}{\partial \lambda_i^\alpha \partial \eta_i^A}, \quad \bar{s}_{\dot{\alpha}}^A = \sum \eta_i^A \frac{\partial}{\partial \lambda_i^{\dot{\alpha}}},$$  \hspace{1cm} (39)

are also symmetries of the tree-level amplitudes [7]. We will see that even this large symmetry algebra is not the end of the story. When written in the most compact way the tree-level amplitudes reveal another superconformal symmetry, called dual superconformal symmetry.

3 BCFW recursion relations

We will now see how we can reconstruct the entire tree-level S-matrix from the simple analytic structure that we have described in the previous section. We will first present the general recursive method which is due to Britto, Cachzo, Feng and Witten [8, 9]. The presentation of the method will essentially follow that of [9]. The arguments can be framed in a very general form, in particular they can be applied to theories in any number of dimensions [10]. Here we will focus on the case of four dimensions and make direct use of the spinor helicity formalism. We will then formulate the method in a supersymmetric fashion as in [11, 12] and then use it to solve for the tree-level S-matrix of $N = 4$ super Yang-Mills [13].
We will consider a tree-level gluon amplitude with incoming massless momenta \( p_1^{\alpha\dot{\alpha}} = \lambda_1^{\alpha} \tilde{\lambda}_1^{\dot{\alpha}} \).

We will consider deforming the momenta by making the following shift of the spinor variables,

\[
\lambda_1 \rightarrow \hat{\lambda}_1(z) = \lambda_1 - z\lambda_n, \\
\tilde{\lambda}_n \rightarrow \hat{\tilde{\lambda}}_n(z) = \tilde{\lambda}_n + z\tilde{\lambda}_1,
\]

(40)

where \( z \) is a complex number\(^1\). Under this shift the momenta \( p_1 \) and \( p_n \) are deformed in a complex direction by an amount proportional to \( z \),

\[
p_1^{\alpha\dot{\alpha}} \rightarrow \hat{p}_1^{\alpha\dot{\alpha}}(z) = (\lambda_1^{\alpha} - z\lambda_n^{\alpha})\tilde{\lambda}_1^{\dot{\alpha}}, \\
p_n^{\alpha\dot{\alpha}} \rightarrow \hat{p}_n^{\alpha\dot{\alpha}}(z) = \lambda_n^{\alpha}(\tilde{\lambda}_n^{\dot{\alpha}} + z\tilde{\lambda}_1^{\dot{\alpha}}).
\]

(41)

Note that by construction the shifted momenta are still light-like \( \hat{p}_2 = \hat{p}_2^{\alpha\dot{\alpha}} = 0 \) and that momentum is still conserved, \( \hat{p}_1 + \hat{p}_n = p_1 + p_n \).

As we have deformed the momenta \( p_1 \) and \( p_n \) the amplitude will also be deformed to become a function of \( z \). What can we say about the analytic structure of the amplitude as a function of \( z \)? We have already seen that we can write a given amplitude as

\[
\mathcal{A}_n = \delta^4(p) A_n,
\]

(42)

where \( A_n \) is a rational function of the spinor variables \( \{\lambda_i, \tilde{\lambda}_i\} \) with only local poles of the form

\[
\frac{1}{(p_i + p_{i+1} + \ldots p_j)^2}.
\]

(43)

This implies that the deformed amplitude \( \hat{A}(z) \) will only have simple poles as a function of \( z \). The only propagator factors which will exhibit a dependence on \( z \) are those of the form

\[
\frac{1}{(p_1 + p_2 + \ldots + p_{i-1})^2} \equiv \frac{1}{P_i^2}.
\]

(44)

For simplicity of notation we will simply write \( P \) instead of \( P_i \) until we need to remember that there are many such poles. The propagators which are affected by the shift in one example are shown in Fig. 4.

Under the \( z \)-shift such a pole will become

\[
\frac{1}{P^2} \rightarrow \frac{1}{\hat{P}(z)^2} = \frac{1}{(\hat{p}_1(z) + p_2 + \ldots p_{i-1})^2} = \frac{1}{P^2 - z\langle n|P|1 \rangle}.
\]

(45)

Here we adopt the notation that \( \langle n|P|1 \rangle = \lambda_1^{\alpha} P_{\alpha\dot{\alpha}} \tilde{\lambda}_1^{\dot{\alpha}} \). We have found that the amplitude has a pole at

\[
z_P = \frac{P^2}{\langle n|P|1 \rangle}
\]

(46)

\(^1\)We are choosing to shift \( \lambda_1 \) and \( \tilde{\lambda}_n \) for later convenience but one can derive relations for amplitudes by shifting any pair of legs.
for every possible propagator of the form (44). At this value of $z$ the complex shift that we have performed is such that the internal propagator carrying momentum $\hat{P}(z)$ has gone on shell,

$$\hat{P}(z)^2 = 0.$$  

Near the pole the amplitude behaves as follows

$$A_n(z) \sim \frac{1}{(z - z_P)} \left( -\frac{1}{\langle n|P|1 \rangle} \right) \sum_s A^s_L(\hat{1}(z_P), \ldots, i - 1, -\hat{P}(z_P)) A^s_R(\hat{P}(z_P), i, \ldots, \hat{n}(z_P)).$$  

This notation means that when the intermediate propagator goes on-shell, every diagram factorises into left and right pieces, with every external leg on shell. Summing up all diagrams which possess the internal propagator in question one obtains tree-level subamplitudes $A^s_L$ and $A^s_R$ on either side of the intermediate on-shell propagator. Since one adds all possible Feynman diagrams, the state $s$ exchanged between the two subamplitudes can be anything and one must sum over all possible states. In pure Yang-Mills theory this means that either a positive or a negative helicity gluon can be exchanged over the internal line. In $\mathcal{N} = 4$ super Yang-Mills theory then the exchanged state can be any of the sixteen on-shell states of the theory. The sum over subamplitudes contributing to a particular residue is illustrated in Fig. 5.

Let us now consider the function $A(z)/z$. Near the pole at $z = z_P$ we find

$$\frac{A(z)}{z} \sim -\frac{1}{z - z_P} A_L(z_P) \left( \frac{1}{P^2} \right) A_R(z_P).$$  

The initial amplitude we are interested in can be written as

$$A = A(0) = \oint_C \frac{dz}{2\pi i} \frac{A(z)}{z}.$$  

Here we have chosen the contour to be a small circle around the origin. By deforming the contour we can write the amplitude as a sum over residues from the other poles plus a potential contribution from infinity. This contour deformation is pictured in Fig. 6.
Figure 5: The sum over states giving a particular residue.

\[ \sum_s A_L \rightarrow A_R \]

\[ s \quad \bar{s} \]

\[ \hat{i} \quad \hat{i} \]

Figure 6: The contour deformation giving a sum over residues.

\[ + \text{res}(z = \infty) \]
Thus we obtain

\[ A(0) = \sum_i \sum_s A^s_L(z_{P_i}) \left( \frac{1}{P^2_i} \right) A^s_R(z_{P_i}) + \text{res}(z = \infty), \]

where we have restored the notation \( P_i \) to refer to the different possible poles of the form (44) which can arise. For the amplitudes we are interested in we will find that the contribution from \( z = \infty \) vanishes and so we have the BCFW recursion relation

\[ A(0) = \sum_i \sum_s A^s_L(z_{P_i}) \left( \frac{1}{P^2_i} \right) A^s_R(z_{P_i}). \]

Let us now consider how the function \( A(z) \) behaves as \( z \) goes to infinity. To address this question we again need to refer back to the Feynman rules. Let us consider how a typical Feynman diagram behaves under the shift we are performing. Between the legs carrying the shifted momenta \( \hat{p}_1 \) and \( \hat{p}_n \) there will be a succession of internal propagators joining vertices which connect to the unshifted part of the diagram. Each internal propagator which feels the shift will contribute a negative power of \( z \) as \( z \to \infty \). Any three-point vertices on the line of the shifted momenta contribute a positive power of \( z \) (due to the fact that the three-point gluon coupling contains a derivative of the gluon field). Any four point vertices are milder, contributing no \( z \) dependence. Therefore the dominant behaviour as \( z \to \infty \) comes from diagrams where the vertices along the line of shifted propagators are all three-point interactions, as in Fig. 7. There is always one more vertex than internal propagator so we conclude that the dominant Feynman diagrams scale like \( z \) as \( z \to \infty \).

We must also include the effects of the polarisation vectors. Since they are momentum dependent, the polarisation vectors for particles 1 and \( n \) can also contribute to the large \( z \) behaviour. The scalings of the possible choices for positive and negative helicity gluons are
summarised below,

\[ \epsilon_{1,+}^{a\dot{a}} \sim \frac{1}{z}, \quad \epsilon_{n,+}^{a\dot{a}} \sim z, \]

\[ \epsilon_{1,-}^{a\dot{a}} \sim z, \quad \epsilon_{n,-}^{a\dot{a}} \sim \frac{1}{z}. \]  \hfill (53)

Thus we see that the dominant contributions to each amplitude scale differently depending on the choice of the helicities of the shifted legs. In summary we have the following limits on the large \( z \) behaviour (noting only the helicities for particles 1 and \( n \)),

\[ A^{(\pm)} \sim \frac{1}{z}, \quad A^{(\pm\pm)} \sim z, \quad A^{(-\pm)} \sim z, \quad A^{(-\pm\pm)} \sim z^3. \]  \hfill (54)

The fact that the \((\pm\pm)\) amplitude falls off as \( z \to \infty \) means that it is always possible to choose legs corresponding to this helicity configuration in order to get a recursive relation to lower-point amplitudes. In fact we will need a stronger result than this in order to proceed with finding the solution for tree-level scattering amplitudes in the \( N = 4 \) theory. We would like to show that the large \( z \) limiting behaviour (54) is improved for the case of the \((\pm\pm)\) and \((\pm\mp)\) amplitudes. Note that in (54) we only have limits on the asymptotic behaviour because it could happen that in certain cases there is a cancellation among the contributions coming from different diagrams resulting in much softer large \( z \) behaviour. Indeed we will now argue that in the case of the \((\pm\pm)\) and \((\pm\mp)\) amplitudes this is exactly what happens, leading to a suppression by two extra powers of \( z \). The argument closely follows the discussion of Arkani-Hamed and Kaplan [10].

In the limit of large \( z \) we can think of the scattering amplitude as the amplitude for a single particle at very large (complex) momentum scattering of some soft background describing the other particles. So let us consider the Lagrangian expanded around some soft background. We will write the gauge field as \( A_\mu = B_\mu + a_\mu \) where \( B_\mu \) is the soft background field and \( a_\mu \) is the fluctuation. Adding the gauge-fixing term \((D_\mu a^\mu)^2\) to the Lagrangian we find the terms quadratic in \( a_\mu \) are given by

\[ \mathcal{L}_{\text{quad}} = -\frac{1}{4} \text{Tr} D_\mu a_\nu D^\mu a^\nu + i \frac{1}{2} \text{Tr} G^{\mu\nu} [ a_\mu, a_\nu ]. \]  \hfill (55)

Here \( G_{\mu\nu} \) is the field strength for the background field \( B_\mu \). The first term contains the derivative couplings and is responsible for the leading behaviour at large \( z \). It also has a symmetry which is broken only by the second term in the quadratic Lagrangian. The symmetry is a Lorentz symmetry which acts only on the indices of the fluctuation field \( a_\mu \) but not on the indices of the background fields or derivatives. This symmetry is referred to as ‘spin-Lorentz’ symmetry in [10]. To make it explicit we will use Latin characters for the relevant indices,

\[ \mathcal{L}_{\text{quad}} = -\frac{1}{4} \text{Tr} D_\mu a_\alpha D^\mu a_\beta \eta^{\alpha\beta} + i \frac{1}{2} \text{Tr} G^{\mu\nu} [ a_\mu, a_\nu ]. \]  \hfill (56)

Here we see that the leading term is invariant under Lorentz transformations of the Latin indices while the second term breaks this symmetry due to the presence of the antisymmetric tensor.
Thus the leading contribution to the two-point function will be proportional to $\eta^{ab}$ while the next correction will be given when there is exactly one coupling to the background field $G^{ab}$ and hence will be antisymmetric in the spin-Lorentz indices $a$ and $b$. Corrections given by two or more couplings to the background will have a generic tensor structure in the spin-Lorentz indices. In summary the two-point function for the hard particle in the soft background will behave as follows,

$$A^{ab} = \eta^{ab}(cz + \ldots) + A^{ab} + \frac{1}{z} B^{ab} + \ldots,$$

(57)

where $A^{ab}$ is antisymmetric tensor in the spin-Lorentz indices. In two-component notation we can write this as follows,

$$A^\alpha\dot{\alpha}^{\beta}\dot{\beta} = \epsilon^{\alpha\beta}\epsilon^\dot{\alpha}\dot{\beta}(cz + \ldots) + \epsilon^{\alpha\beta}\tilde{s}^{\dot{\alpha}\dot{\beta}} + \frac{1}{z} B^{\alpha\dot{\alpha}\beta\dot{\beta}} + \ldots,$$

(58)

where $s^{\alpha\beta}$ and $\tilde{s}^{\dot{\alpha}\dot{\beta}}$ are both symmetric in their indices. If we now contract this expression with the polarisation vectors $\epsilon^{\alpha_1}_{1+}$ and $\epsilon^{\beta}_{n+}$ from (53) we can see that the leading term in (58) does not contribute. The subleading term in (58) contributes the following term to $A^{(++)},$

$$\frac{[\tilde{\lambda}_1^\beta\tilde{\lambda}_n(\tilde{z})]^\alpha\beta\mu\dot{\alpha}\mu\dot{\beta}}{\langle \tilde{\lambda}_1(z)\mu \rangle \langle \tilde{\lambda}_n\mu \rangle}.$$

(59)

The $z$ dependence in the numerator actually drops out because $[\tilde{\lambda}_1^\beta\tilde{\lambda}_n(\tilde{z})] = [\tilde{\lambda}_1\tilde{\lambda}_n]$. Thus we see that in fact the $(++)$ amplitude is suppressed by two powers of $z$ relative to the worst Feynman diagrams. The same happens for the $(-\cdot)$ amplitude. Recall that an incoming positive-helicity particle can be thought of as an outgoing negative-helicity one and vice versa. So if one thinks of one of the particles as incoming and the other as outgoing then the $(++)$ amplitudes and $(-\cdot)$ amplitudes we are discussing actually correspond to a single particle which flips its helicity when scattering off the soft background. Physically we can therefore think of the extra suppression by two powers of $z$ as a penalty for the hard particle for flipping its helicity while scattering off the soft background.

In summary we have found the following improved behaviour for the scattering amplitudes at large $z$,

$$A^{(-\cdot)} \sim \frac{1}{z}, \quad A^{(++)} \sim \frac{1}{z}, \quad A^{(-\cdot)} \sim \frac{1}{z}, \quad A^{(-\cdot)} \sim z^3.$$  

(60)

The fact that the $(++)$ amplitude falls off as $z$ goes to infinity is crucial. Recall that in the $\mathcal{N} = 4$ theory we can use a $\bar{q}$-supersymmetry transformation to shift the $\eta$ variables for any two legs to zero. If we use this transformation to shift the $\eta$ variables associated to the shifted legs we can relate the full superamplitude to the $(++)$ amplitude. In order to make use of $\bar{q}$-supersymmetry we should perform the shift in the $\mathcal{N} = 4$ theory in a way which is compatible $\bar{q}$ transformations. Recall that $\bar{q}$-supersymmetry relates the $\eta$ and $\tilde{\lambda}$ variables so if we are to respect $\bar{q}$-supersymmetry then we should shift $\eta$ whenever we shift $\tilde{\lambda}$. Thus the full shift we will
perform in the $\mathcal{N} = 4$ theory is the following [11, 12],

$$
\begin{align*}
\lambda_1 &\rightarrow \tilde{\lambda}_1(z) = \lambda_1 - z\lambda_n, \\
\tilde{\lambda}_n &\rightarrow \tilde{\lambda}_n(z) = \tilde{\lambda}_n + z\tilde{\lambda}_1, \\
\eta_n &\rightarrow \tilde{\eta}_n(z) = \eta_n + z\eta_1.
\end{align*}
$$

(61)

With this definition of the shift we can see that the parameter of the finite $\tilde{q}$ transformation required to set $\eta_1$ and $\tilde{\eta}_n(z)$ to zero is independent of $z$,

$$
\xi^A_\alpha = \frac{\tilde{\lambda}_{1\dot{\alpha}}\tilde{\eta}^A_\alpha(z) - \tilde{\lambda}_{n\dot{\alpha}}(z)\eta^A_\alpha}{[\tilde{\lambda}_{1\dot{\alpha}}\tilde{\lambda}_n(z)]} = \frac{\tilde{\lambda}_{1\dot{\alpha}}\eta^A_\alpha - \tilde{\lambda}_{n\dot{\alpha}}\eta^A_\alpha}{[\tilde{\lambda}_{1\dot{\alpha}}\tilde{\lambda}_n]}.
$$

(62)

Thus by using $\tilde{q}$-supersymmetry we can relate the $z$-dependence of the whole superamplitude to that of its $(--)$ component (where the helicities relate to particles 1 and $n$ as before). Thus we see that with the correct supersymmetric definition of the shift the whole superamplitude falls off like $1/z$ as $z$ goes to infinity [12].

So for the superamplitudes in the $\mathcal{N} = 4$ theory we have a recursion relation with no contribution from $z = \infty$. Furthermore the sum over states can be replaced by a single Grassmann integral over the $\eta$ variable associated to the internal line joining the two subamplitudes in the recursion relation. In summary the recursion relation for $\mathcal{N} = 4$ super Yang-Mills theory is

$$
A_n = \sum_i \int \frac{d^4\eta_i}{P_i^2} A_L(\hat{1}(z_{P_i}), 2, \ldots, i - 1, -\hat{P}(z_{P_i})) A_R(\hat{P}(z_{P_i}), i, \ldots, n - 1, \hat{n}(z_{P_i})).
$$

(63)

We will proceed to solving the recursion relation to obtain the full tree-level S-matrix for $\mathcal{N} = 4$ super Yang-Mills theory. To start the recursion we will need on-shell three-point vertices. The reason that these are needed is that it can happen that the internal propagator closest to leg 1 (or leg $n$) is actually attached to a three point vertex with both external legs 1 and 2 (or $n - 1$ and $n$). The contribution from the pole when this type of internal propagator goes on shell will involve on-shell three-point vertices with complex incoming momenta. The fact that the momenta are complex is important because for real momenta the three-point amplitude vanishes. Let us consider on-shell three-point kinematics. Momentum conservation reads

$$
\lambda_1^\alpha \tilde{\lambda}_1^\dot{\alpha} + \lambda_2^\alpha \tilde{\lambda}_2^\dot{\alpha} = -\lambda_3^\alpha \tilde{\lambda}_3^\dot{\alpha}.
$$

(64)

Taking the square of both sides tells us

$$
\langle 12 \rangle[12] = 0
$$

(65)

and hence

$$
\langle 12 \rangle = 0 \quad \text{or} \quad [12] = 0.
$$

(66)
If \(\langle 12 \rangle = 0\) then \(\lambda_1 \propto \lambda_2 \propto \lambda_3\) and hence all of the possible angle brackets vanish. Likewise if \([12] = 0\) all the square brackets vanish so we have two distinct possibilities for three-point vertices, which we will call \(\overline{\text{MHV}}\) and \(\text{MHV}\),

\[
\langle 12 \rangle = \langle 23 \rangle = \langle 31 \rangle = 0 \quad (\text{MHV}),
\]

\[
[12] = [23] = [31] = 0 \quad (\overline{\text{MHV}}).
\]

Note that for real momenta both conditions are satisfied because the \(\lambda_i\) and \(\bar{\lambda}_i\) are related by complex conjugation thus the particle momenta would all have to be collinear. This is why the amplitude vanishes for real momenta.

For complex momenta we can construct the three-point amplitudes from their symmetries. Let us consider the \(\text{MHV}\) case first. We need to find a three-point superamplitude with helicity 1 on each leg. Translation invariance and \(q\)-supersymmetry tell us that there are factors of \(\delta^4(p)\) and \(\delta^8(q)\) as before while Lorentz invariance and the helicity conditions uniquely fix the other factors so that we obtain

\[
A_{\text{MHV}}^3 = \frac{\delta^4(p)\delta^8(q)}{\langle 12 \rangle \langle 23 \rangle \langle 31 \rangle}.
\]

The \(\overline{\text{MHV}}\) case is related to this one by parity. To find the amplitude we interchange \(\lambda_i\) and \(\bar{\lambda}_i\) and replace \(\eta_i\) by \(\bar{\eta}_i\). Then to express the amplitude back in terms of the \(\eta_i\) we perform the Grassmann Fourier transform (29) for each leg. The result is

\[
\overline{A}_{\text{MHV}}^3 = \frac{\delta^4(p)\delta^4(\eta_1 [23] + \eta_2 [31] + \eta_3 [12])}{[12][23][31]}.
\]

It may be slightly surprising that for this amplitude \(q\)-supersymmetry does not imply that there is a factor of \(\delta^8(q)\) as usual. The reason is that the three-point kinematics in the \(\overline{\text{MHV}}\) case are such that all \(\lambda\) variables are parallel. This means that \(q^\alpha A\) itself factorises, \(q^\alpha A = \lambda^\alpha F q_F A\) for some \(\lambda^\alpha_F\) and \(q_F^A\) and the requirement of \(q\)-supersymmetry is only that the amplitude contain a factor of \(\delta^4(q_F)\) as we indeed find in (70). Thus the \(\overline{\text{MHV}}^3\) amplitude has Grassmann degree four while all other amplitudes have Grassmann degree at least eight.

The recursion relation (63) can be decomposed into contributions of various Grassmann degrees. Since there is a Grassmann integral on the RHS the sum of the degrees of the two subamplitudes \(A_L\) and \(A_R\) must four greater than the degree of the amplitude we are solving for. The us we find

\[
A_{n}^{\text{NPMHV}} = \int \frac{d^4\eta_P}{P^2} A_{\text{MHV}}^3(z_P) A_{n-1}^{\text{NPMHV}}(z_P)
+ \sum_{m=0}^{p-1} \sum_i \int \frac{d^4\eta_P}{P^2} A_i^{N^m\text{MHV}}(z_P) A_{n-i-1}^{N^{(p-m-1)}\text{MHV}}(z_P).
\]

Note that we have not allowed for the left subamplitude to be \(A_{\text{MHV}}^3\). This cannot happen because in the \(\text{MHV}\) case the square bracket \([12]\) vanishes. For the left subamplitude the \(\bar{\lambda}\) variables are
unshifted and hence this would imply that $[12]$ and hence $(p_1+p_2)^2$ vanishes for the full amplitude as well. This is a restriction on the kinematics which is not true in general and hence such a term does not contribute to the recursion relation. Similarly the right subamplitude can never be $A_{3,3}^{\text{MHV}}$.

We can now begin to construct amplitudes recursively using the three-point amplitudes as the starting point. The simplest amplitude is the four-point amplitude. There is only one pole which arises under the $z$ shift and hence only one term in the recursion relation which is given by

$$A_4 = \int \frac{d^4 \eta_{\tilde{P}}}{P^2} A_{3,3}^{\text{MHV}}(\hat{1}, 2, -\hat{P}) A_{3,3}^{\text{MHV}}(\hat{P}, 3, 4).$$

(72)

Using the form of the three-point amplitudes we find

$$A_4 = \int \frac{d^4 \eta_{\tilde{P}} \delta^4(\eta_{[2\hat{P}]} + \eta_{[2\hat{P}]} + \eta_{[12]}) \delta^8(\lambda_{\tilde{P}} \eta_{\tilde{P}} + \lambda_3 \eta_3 + \lambda_4 \eta_4)}{[12][2\hat{P}][\hat{P}]} \frac{\langle \hat{P}3 \rangle \langle 34 \rangle \langle 4\hat{P} \rangle}{\langle \hat{P}3 \rangle \langle 34 \rangle \langle 4\hat{P} \rangle}.$$

(73)

The $\delta^4$ factor tells us that $\eta_{\tilde{P}}$ can be expressed in terms of the other $\eta$ variables,

$$\eta_{\tilde{P}} = -\frac{1}{[12]}(\eta_{[2\hat{P}]} + \eta_{[2\hat{P}]}).$$

(74)

Examining the $\delta^8$ factor we see that it can then be written

$$\delta^8(-\lambda_{\tilde{P}} \frac{1}{[12]}(\eta_{[2\hat{P}]} + \eta_{[2\hat{P}]} + \lambda_3 \eta_3 + \lambda_4 \eta_4) = \delta^8(\hat{\lambda}_1 \eta_1 + \lambda_2 \eta_2 + \lambda_3 \eta_3 + \lambda_4 \eta_4) = \delta^8(q).$$

(75)

where in the first step we have used momentum conservation to write $\lambda_{\tilde{P}} \hat{\lambda}_{\tilde{P}} = \hat{\lambda}_1 \hat{\lambda}_1 + \lambda_2 \hat{\lambda}_2$ and in the second we cancel the $z$ dependence between the first and last terms in the argument. Thus we obtain the expected supersymmetry delta function $\delta^8(q)$.

All that remains is to collect the bosonic factors together and simplify them. The $\delta^4$ factor soaks up the Grassmann integration, producing a factor of $[12]^4$ due to the coefficient in front of
\eta_{\hat{P}} \text{ in the argument. The factor of } P^2 \text{ in the denominator can be written } (p_1 + p_2)^2 = \langle 12 \rangle \langle 12 \rangle. 

Thus we have the bosonic factors

\[ \frac{[12]^4}{\langle 12 \rangle \langle 12 \rangle [2\hat{P}] [P1] \langle \hat{P}3 \rangle \langle 34 \rangle \langle 4\hat{P} \rangle} = \frac{[12]^2}{\langle 12 \rangle \langle [P1] \langle \hat{P}3 \rangle \langle 34 \rangle \langle [2\hat{P}] \langle 4\hat{P} \rangle \rangle} \]  

Again momentum conservation allows us to write

\[ [\hat{P}1] [\hat{P}3] = [21] \langle 23 \rangle, \quad [2\hat{P}] \langle 4\hat{P} \rangle = [21] \langle 4\hat{1} \rangle = [21] \langle 41 \rangle. \]  

Thus in total we obtain the expected expression for the four-point amplitude

\[ A_4 = \frac{\delta^8(q)}{\langle 12 \rangle \langle 23 \rangle \langle 34 \rangle \langle 41 \rangle}. \]  

An almost identical calculation shows that \( n \)-point MHV amplitude takes the form

\[ A_n^{\text{MHV}} = \frac{\delta^8(q)}{\langle 12 \rangle \ldots \langle n1 \rangle}. \]  

This formula first appeared in [14], supersymmetrising the Parke-Taylor formula [15, 16] for MHV gluon amplitudes.

Let us now consider the next-to-MHV (NMHV) case. The recursion relation has two types of terms, one where the subamplitudes are \( A_3^{\text{MHV}} \) and \( A_{n-1}^{\text{MHV}} \) and the other where they are both MHV,

\[ A_n^{\text{NMHV}} = \int \frac{d^4\eta_{\hat{P}}}{P^2} A_3^{\text{MHV}}(z_P) A_{n-1}^{\text{NMHV}}(z_P) + \sum_{i=3}^{n-1} \int \frac{d^4\eta_{\hat{P}}}{P^2} A_i^{\text{MHV}}(z_{P_i}) A_{n-i+2}^{\text{MHV}}(z_{P_i}). \]  

Let us look at the second type of term first. We call this the inhomogeneous term because it only involves the MHV amplitudes which we have already solved for. Writing out the \( i \)th term in the sum in more detail we have

\[ I_i = \int \frac{d^4\eta_{\hat{P}}}{P^2} \frac{\delta^8(\hat{P}_i \eta_i + \sum_{j=2}^{i-1} \lambda_j \eta_j - \lambda_{\hat{P}_i} \eta_{\hat{P}_i}) \delta^8(\lambda_{\hat{P}_i} \eta_{\hat{P}_i} + \sum_{j=i}^{n-1} \lambda_j \eta_j - \lambda_n \eta_n)}{\langle 12 \rangle \langle 23 \rangle \ldots \langle i-1 \rangle \langle \hat{P}_i1 \rangle \langle \hat{P}_i \rangle \langle i+1 \rangle \langle i+2 \rangle \ldots \langle n \rangle}. \]  

Figure 9: The single BCFW diagram contributing to the \( n \)-point MHV amplitude.
Figure 10: The two contributions to the supersymmetric recursion relation for NMHV amplitudes. We call them homogeneous and inhomogeneous respectively.

One of the two $\delta^8$ factors can immediately be exchanged for the overall supersymmetry conserving delta function with the help of the other $\delta^8$,

$$I_i = \delta^8(q) \int \frac{d^4\eta_{\hat{P}_i}}{P_i^2} \frac{\delta^8(\hat{\lambda}_1 \eta_1 + \sum_{j=2}^{i-1} \lambda_j \eta_j - \lambda_{\hat{P}_i} \eta_{\hat{P}_i})}{\langle 12 \rangle \langle 3 \rangle \ldots \langle i-1 \hat{P}_i \rangle \langle P_i \rangle \langle i+1 i+2 \rangle \ldots \langle n \hat{P}_i \rangle}. \quad (82)$$

We must now perform the Grassmann integral and simplify the remaining bosonic factors. In order to organise the calculation it will be very helpful to introduce ‘dual’ coordinates $x_i$ and $\theta_i$. These are defined so that their differences give the momenta and supercharges associated to the external legs,

$$x_i^\alpha \dot{\alpha} - x_{i+1}^\alpha \dot{\alpha} = \lambda_i^\alpha \tilde{\lambda}_i^{\dot{\alpha}}, \quad \theta_i^\alpha A - \theta_{i+1}^\alpha A = \lambda_i^\alpha \eta_i^A = q_i^\alpha A. \quad (83)$$

We will give a more geometric interpretation to these dual coordinates in the next section where we will see that they are very helpful in revealing a new symmetry (dual superconformal symmetry). Here we are just using them for notational convenience. We will use the shorthand notation

$$x_{ij} \equiv x_i - x_j = p_i + p_{i+1} + \ldots + p_{j-1}, \quad \theta_{ij} \equiv \theta_i - \theta_j = q_i + q_{i+1} + \ldots q_{j-1}. \quad (84)$$

Note that as a consequence of their definitions the dual coordinates satisfy some useful relations,

$$\langle i | x_{ij} = \langle i | x_{i+1,j}, \quad \langle i | \theta_{ij} = \langle i | \theta_{i+1,j} \quad (85)$$

and similarly with angle brackets replaced by square ones.

Returning to (82) we can split the $\delta^8$ into a product of two $\delta^4$ factors,

$$\delta^8 \left( \hat{\lambda}_1 \eta_1 + \sum_{j=2}^{i-1} \lambda_j \eta_j - \lambda_{\hat{P}_i} \eta_{\hat{P}_i} \right) = \langle \hat{P}_i \rangle^4 \delta^4 \left( \eta_1 + \sum_{j=2}^{i-1} \frac{\langle \hat{P}_j \rangle}{\langle \hat{P}_1 \rangle} \eta_j \right) \delta^4 \left( \sum_{j=2}^{i-1} \frac{\langle \hat{P}_j \rangle}{\langle \hat{P}_1 \rangle} \eta_j - \eta_{\hat{P}_i} \right). \quad (86)$$

The second $\delta^4$ soaks up the Grassmann integration. The remaining $\delta^4$ and the angle bracket factors combine to give

$$\delta^4 \left( \langle \hat{P}_1 \rangle \eta_1 + \sum_{j=2}^{i-1} \langle \hat{P}_j \rangle \eta_j \right) = \delta^4 \left( \sum_{j=1}^{i-1} \langle \hat{P}_j \rangle \eta_j - z \langle \hat{P}_n \rangle \eta_1 \right). \quad (87)$$
Noting that the numerator and denominator of $I_i$ are now homogeneous of degree 4 in $\lambda_{P_i}$, we can simplify by multiplying both by $(\langle n1|1\hat{P}_i\rangle)^4$. Then every $\lambda_{P_i}$ now appears in the combination $\langle n1|1\hat{P}_i|\hat{P}_i|\cdots$. We can make use of the dual coordinates to remove all dependence on the hatted quantities as follows,

$$
\langle n1|1\hat{P}_i|\hat{P}_i|\cdots = \langle n1|1\hat{P}_i|\hat{P}_i|\cdots
= \langle n1|1|x_{1i}|\cdots = \langle n1|1|x_{2i}|\cdots = \langle n|x_{12}x_{2i}|\cdots = \langle n|x_{n}x_{2i}|\cdots.
$$

(88)

We can use these identities directly on the first term in the argument of the $\delta^4$ in (86) so that it becomes

$$
-\langle n|x_{n}x_{2i}|\theta_{1i}\rangle.
$$

(89)

For the second term in the argument it is convenient to use the last form in the first line of (88) and to recall that the value of $z$ is fixed to be

$$
z = \frac{P^2}{\langle n|P|1\rangle}.
$$

(90)

This term then becomes

$$
-z\langle n1|1|P|n\rangle\eta_1 = -P^2\langle n1\rangle\eta_1 = -x^2_{1i}\langle n1\rangle\eta_1 = \langle n|x_{1i}|1\rangle\eta_1 = -\langle n|x_{n}x_{2i}|\theta_{2i}\rangle.
$$

(91)

Thus the $\delta^4$ factor becomes

$$
\delta^4(\langle n|x_{n}x_{2i}|\theta_{1i}\rangle + \langle n|x_{n}x_{2i}|\theta_{2i}\rangle) = \delta^4(\langle n|x_{n}x_{2i}|\theta_{1i}\rangle + \langle n|x_{n}x_{2i}|\theta_{2i}\rangle + x^2_{1i}\langle n1\rangle)
$$

(92)

from which we can see that $\theta_1$ can be exchanged for $\theta_n$ as it comes projected with $\lambda_n$.

Similar manipulations lead to the simplification of the bosonic factors in $I_i$. Finally we arrive at the result

$$
I_i = A_n^{\text{MHV}} R_{n,2i},
$$

(93)

where

$$
R_{n,2i} = \frac{\langle 21\rangle\langle i i - 1\rangle\delta^4(\langle n|x_{n}x_{2i}|\theta_{1n}\rangle + \langle n|x_{n}x_{2i}|\theta_{2n}\rangle)}{x^2_{2i}\langle n|x_{n}x_{2i}|i\rangle\langle n|x_{n}x_{2i}|i - 1\rangle\langle n|x_{n}x_{2i}|2\rangle\langle n|x_{n}x_{2i}|1\rangle}.
$$

(94)

Note that for the five-particle amplitude this is the only term in the amplitude because the first term in (80) vanishes. For $n > 5$ we can postulate the final form of the result and verify by induction that it is correct. The final form obtained for the NMHV amplitudes is

$$
A_n^{\text{NMHV}} = A_n^{\text{MHV}} P_n^{\text{NMHV}},
$$

(95)

where

$$
P_n^{\text{NMHV}} = \sum_{2 \leq a < b \leq n-1} R_{n,ab}.
$$

(96)

Here $R_{n,ab}$ is the natural generalisation of (94),

$$
R_{n,ab} = \frac{\langle a a - 1\rangle\langle b b - 1\rangle\delta^4(\langle n|x_{na}x_{ab}|\theta_{bn}\rangle + \langle n|x_{nb}x_{ba}|\theta_{an}\rangle)}{x^2_{ab}\langle n|x_{na}x_{ab}|b\rangle\langle n|x_{na}x_{ab}|b - 1\rangle\langle n|x_{nb}x_{ba}|a\rangle\langle n|x_{nb}x_{ba}|a\rangle\langle n|x_{nb}x_{ba}|a - 1\rangle}
$$

(97)
and the sum over \( a \) and \( b \) in (96) is performed such that \( a < b - 1 \). The final result (96) is remarkably simple. The six-particle case for example is expressed as sum of only three terms.

Note that in the result for the NMHV amplitudes, non-local poles make a prominent appearance. Poles of the form

\[
\frac{1}{\langle n| x_{na} x_{ab} | b \rangle}
\]

are not (except for special values of \( a \) and \( b \)) expressible in terms of the local poles of the type

\[
\frac{1}{(p_i + \ldots + p_j)^2}.
\]

Of course the theory is local and the spurious poles of the form (98) cancel between different terms in the sum over the labels \( a \) and \( b \). However it is notable that the simple way of expressing the amplitude involves terms which are necessarily non-local. We will see a deeper reason for this in the next section.

The process of solving the recursion relation can be continued to higher levels in the MHV degree. We will not give the details of the calculations here but instead refer the reader to [13] for the explicit derivations. The amplitudes are expressed in terms of new quantities that have many pairs of labels,

\[
R_{n;b_1 a_1 b_2 a_2 \ldots b_r a_r ; ab} = \frac{\langle a a - 1 \rangle \langle b b - 1 \rangle \delta^{(4)} \langle \xi | x_{a_a} x_{ab} | \theta_{b_a} \rangle + \langle \xi | x_{a_b} x_{ba} | \theta_{a_b} \rangle \rangle}{x_{ab}^2 \langle \xi | x_{a_a} x_{ab} | b \rangle \langle \xi | x_{a_b} x_{ba} | b - 1 \rangle \langle \xi | x_{a_b} x_{ba} | a \rangle \langle \xi | x_{a_b} x_{ba} | a - 1 \rangle}, \tag{100}
\]

where the chiral spinor \( \langle \xi \rangle \) is given by

\[
\langle \xi \rangle = \langle n| x_{nb_1} x_{b_1 a_1} x_{a_1 b_2} x_{b_2 a_2} \ldots x_{b_r a_r} . \tag{101}
\]

In the case where there is only one pair of labels \( ab \) after the initial label \( n \), (100) is just the quantity \( R_{n;ab} \) we have already seen appearing in the NMHV amplitudes. The cases where there is more than one pair are generalisations.

As an example we quote the result for NNMHV amplitudes here.

\[
\mathcal{P}_n^{NNMHV} = \sum_{2 \leq a_1, b_1 \leq n - 1} \sum_{a_1 + 1 \leq a_2, b_2 \leq b_1} R_{n; a_1 b_1}^{0 a_1 b_1} + \sum_{b_1 \leq a_2, b_2 \leq n - 1} R_{n; b_2 a_2}^{a_1 b_1 0}. \tag{102}
\]

We see that the generalised objects (100) begin appearing at the NNMHV level in the first term in the brackets. The superscripts on the \( R \)s in the brackets mean that the boundary terms in the sum should be treated differently. The right superscript on \( R_{n,b_1 a_1 . a_2 b_2} \) indicates that when the upper boundary \( b_2 = b_1 \) is reached in the sum the explicit appearance of the spinor \( \langle b_1 \rangle \) should be replaced by \( \langle n| x_{na} x_{a_1 b_1} \). Similarly the left superscript on \( R_{n,a_2 b_2} \) means that when the lower boundary \( a_2 = b_1 \) is reached the explicit appearance of \( \langle b_1 - 1 \rangle \) is replaced by \( \langle n| x_{na} x_{a_1 b_1} \). The 0 superscripts indicate that nothing happens at the other boundaries. The formulas for all \( N^n \)MHV amplitudes can be found in [13].
As we have already discussed, at the level of pure gluon scattering, the fact that we have solved the amplitudes in the $\mathcal{N} = 4$ theory is no restriction at all; the gluon amplitudes are the same in any gauge theory. Thus the simplicity of the expressions arising from the recursive structure is universal for gluon amplitudes in all gauge theories, as is the associated presence of spurious non-local poles. The explicit expressions for the pure-gluon amplitudes can be derived from (79) and (95,96,97) etc. by reading off the coefficient of the relevant combination of $\eta$ variables.

The same recursive technique is also valid for gravitational theories [17]. Again it can be made manifestly supersymmetric and becomes much simpler for the maximally supersymmetric theory $\mathcal{N} = 8$ supergravity [12], admitting an explicit solution [18].

4 Dual superconformal symmetry

Here we will see that the non-manifestly local form of the amplitudes arising from the solution of the BCFW recursion relation is very natural from the point of view of symmetry. Indeed the different terms arising in the BCFW expansion are all invariant under a very large symmetry algebra.

Let us focus on the form of the MHV and NMHV amplitudes which we found in the previous section. The dual coordinates $x$ which are used to express the amplitudes can be taken seriously as the coordinates of a dual copy of spacetime. The amplitudes are trivially invariant under translations of the dual coordinates as they were introduced only through their differences. Lorentz transformations of the dual coordinates are the same as Lorentz transformations of the particle momenta and so are also a symmetry of the scattering amplitudes. The surprise comes when one examines conformal transformations of the dual coordinates. It turns out that these transformations are also a symmetry of the scattering amplitudes. Since the symmetry acts canonically on the dual coordinates and these are linearly related to the particle momenta the generator is first order acting on the momenta. Note that such a conformal transformation is not related to the conformal symmetry of the Lagrangian, which is rather related to the second-order generators $k_{\alpha \dot{\alpha}}$ of (39). The conformal symmetry acting in the dual space is referred to as dual conformal symmetry.

The dual coordinates $x_i$ define a closed polygon with light-like edges in the dual space. The contour is closed because we identify $x_{n+1}$ with $x_1$. This statement reflects the total momentum conservation of the scattering process $p_1 + p_2 + \ldots + p_n = 0$. The edges of the polygon are light-like because the particles in the scattering process are on-shell. The role of the polygon was first made clear at strong coupling [2] where it becomes the boundary for a minimal surface in AdS space, leading to a relation between scattering amplitudes and Wilson loops. We will discuss this relation in more detail in the next section. For now we would just like to note that a light-like polygon maps into another such polygon under conformal transformations of the dual
Figure 11: The light-like polygon in dual coordinate space defined by the particle momenta.

space. Indeed under conformal inversions

\[ x^\mu \longrightarrow -\frac{x^\mu}{x^2}, \]  

we have that

\[ x^2_{ij} \longrightarrow \frac{x^2_{ij}}{x^2_i x^2_j}. \]  

Thus if two points \( x_i \) and \( x_j \) are light-like separated they will remain so after a conformal inversion. The conformal group is generated by Lorentz transformations, translations and conformal inversions so the light-like nature of the polygon is invariant under the action of the whole conformal group.

To see that dual conformal transformations are actually a symmetry of the scattering amplitudes we need to define their action on all of the variables in the problem. The helicity variables \( \lambda \) and \( \tilde{\lambda} \) must also transform under dual conformal transformations as they are related to the dual coordinates via the defining relations,

\[ x_i^{\alpha\dot{\alpha}} - x_{i+1}^{\alpha\dot{\alpha}} = \lambda_i^{\alpha} \tilde{\lambda}_i^{\dot{\alpha}}. \]  

Indeed we see that \( x^{\alpha\dot{\alpha}}_{ij} \) transforms as follows

\[ x^{\alpha\dot{\alpha}}_{ij} \longrightarrow -\frac{x_i^{\alpha\dot{\alpha}}}{x_i^2} + \frac{x_j^{\alpha\dot{\alpha}}}{x_j^2} = \frac{-x_i^{\alpha\dot{\alpha}} x_j^2 + x_i^2 x_j^{\alpha\dot{\alpha}}}{x_i^2 x_j^2} = \frac{(x_i(x_i - x_j) x_j)^{\alpha\dot{\alpha}}}{x_i^2 x_j^2} = (x_i^{-1} x_{ij} x_j^{-1})^{\alpha\dot{\alpha}}. \]  

Choosing \( j = i + 1 \) we find

\[ \lambda_i^{\alpha} \tilde{\lambda}_i^{\dot{\alpha}} \longrightarrow (x_i^{-1} \lambda_i \tilde{\lambda}_{i+1})^{\alpha\dot{\alpha}}. \]  

The transformations \( \lambda_i \) and \( \tilde{\lambda}_i \) can therefore be defined as follows [19],

\[ \lambda_i^{\alpha} \longrightarrow (x_i^{-1} \lambda_i)^\alpha, \quad \tilde{\lambda}_i^{\dot{\alpha}} \longrightarrow (x_i^{-1} \tilde{\lambda}_i)^{\dot{\alpha}}. \]  
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so that they are compatible with the defining relations (105).

The superpartners of the dual coordinates also transform canonically under conformal inversions,

\[ \theta_i^{\alpha A} \rightarrow (x_i^{-1} \theta_i)^{\hat{\alpha} A}, \] (109)

which implies that the variables \( \eta_i \) must also transform in analogy with \( \lambda_i \) and \( \tilde{\lambda}_i \). One can derive the transformation of the \( \eta_i \) by performing an inversion on both sides of the relation

\[ \theta_i^{\alpha A} - \theta_{i+1}^{\alpha A} = \lambda_i^{\alpha} n_i^A. \] (110)

It will not be necessary for us to give the transformation as we can always use (110) to eliminate the \( \eta_i \) in favour of the \( \theta_i \) (we can similarly eliminate the \( \tilde{\lambda}_i \) in favour of the \( x_i \) using (105)).

If we look at the MHV amplitude,

\[ A_{\text{MHV}} = \frac{\delta^4(p)\delta^8(q)}{\langle 12 \rangle \ldots \langle n1 \rangle}, \] (111)

we can see that it is in fact covariant under dual conformal transformations. Firstly, if we drop the requirement that \( x_{n+1} \equiv x_1 \) and \( \theta_{n+1} \equiv \theta_1 \) then the delta functions can be written as

\[ \delta^4(p)\delta^4(q) = \delta^4(x_1 - x_{n+1})\delta^8(\theta_1 - \theta_{n+1}). \] (112)

This combination is dual conformally invariant as the bosonic delta function has conformal weight 4 at the point \( x_1 \) (which is identified with \( x_{n+1} \) under the delta function) as can be seen from the integral

\[ \int d^4x_1 \delta^4(x_1 - x_{n+1}) = 1. \]

The Grassmann delta function has the opposite conformal weight (which is only true because of maximal supersymmetry) and the hence the product (112) is invariant.

The denominator in the MHV amplitude is covariant under dual conformal transformations because factors of the form \( \langle i i + 1 \rangle \) transform as follows,

\[ \langle i i + 1 \rangle \rightarrow \langle i | x_i^{-1} x_{i+1} | i + 1 \rangle = \frac{\langle i | x_i x_{i+1} | i + 1 \rangle}{x_i x_{i+1}} = \frac{\langle i | x_{i+1} | i + 1 \rangle}{x_{i+1}} = \frac{\langle i i + 1 \rangle}{x_i}. \] (113)

Thus we find that the MHV tree-level amplitude is covariant with weight 1 at each point,

\[ A_{\text{MHV}} \rightarrow \frac{A_{\text{MHV}}}{x_1 \ldots x_n}. \] (114)

If we now look at the NMHV amplitude defined by equations (95), (96) and (97) we find that it is similarly covariant. The reason is that each term \( R_{n,ab} \) in \( P_{\text{NMHV}}^n \) is invariant under dual conformal transformations. Indeed returning to the formula (97) we see that it is made of dual conformally covariant factors. The spurious poles are covariant following a similar analysis to (113). For example we have

\[ \langle n | x_{na} x_{ab} | b \rangle \rightarrow \frac{\langle n | x_{na} x_{ab} | b \rangle}{x_n^2 x_a^2 x_b^2}, \quad \langle n | x_{na} x_{ab} | b - 1 \rangle \rightarrow \frac{\langle n | x_{na} x_{ab} | b - 1 \rangle}{x_n^2 + x_a^2 + x_b^2}. \] (115)
The Grassmann delta function is also covariant as can be see when written in a form similar to (92),
\[
\delta^4\left(\langle n|x_{na}x_{ab}\theta_{bn} \rangle + \langle n|x_{ab}x_{ba}\theta_{an} \rangle\right) = \delta^4\left(\langle n|x_{na}x_{ab}\theta_{b} \rangle + \langle n|x_{ab}x_{ba}\theta_{a} \rangle + x_{ab}^2\langle n\theta_n \rangle\right)
\] (116)
Checking all the factors in (97) one can see that the weights cancel and thus \(R_{n,ab}\) is invariant under dual conformal transformations. In fact one can show from the recursion relation itself that all terms produced this way will respect dual conformal symmetry [11]. One can also check directly that dual conformal symmetry is present for the generalisations of \(R_{n,ab}\) appearing in the \(N^p\text{MHV}\) amplitudes.

The dual conformal symmetry we have seen actually extends to dual superconformal symmetry. Dual superconformal symmetry has a canonical action on the coordinates of the dual superspace \(x_i, \theta_i\). It is very helpful to express the symmetry in terms of the generators of infinitesimal transformations. For example the generator of special conformal transformations of the dual coordinates is
\[
K_{a\dot{a}} = \sum_i [x_{i\dot{a}}^\beta x_i^{\dot{\alpha}} \partial_{i\dot{\beta}} + x_i^{\dot{\alpha}} \theta_i^\beta \partial_{i\dot{\beta}} + x_i^{\dot{\alpha}} \partial_{i\dot{\alpha}}].
\] (117)
Just as we have seen for dual conformal inversions the transformation must act on the on-shell superspace variables \(\{\lambda, \bar{\lambda}, \eta\}\) in order to respect the relations between them (constraints). In terms of the generators this means we must add terms so that the generator commutes with the constraints modulo constraints. One can perform this process for all generators of the superconformal algebra. The result is the following set of generators,
\[
P_{a\dot{a}} = \sum_i \partial_{ia\dot{a}}, \quad Q_{aA} = \sum_i \partial_{i\alpha A}, \quad \boldsymbol{Q}_{a\dot{a}} = \sum_i [\theta_i^{a\dot{A}} \partial_{ia\dot{a}} + \eta_i^{A} \partial_{i\dot{a}}],
\]
\[
M_{a\beta} = \sum_i [x_{i\alpha}^\dot{\beta} \partial_{ia\dot{a}} + \theta_i^{a\dot{A}} \partial_{i\dot{\beta}} + \lambda_{i\dot{a}} \partial_{i\dot{\beta}}], \quad \boldsymbol{M}_{a\beta} = \sum_i [x_{i\alpha}^\dot{\beta} \partial_{i\alpha} + \bar{\lambda}_{i\dot{a}} \partial_{i\dot{\beta}}],
\]
\[
R_{a\dot{a}} = \sum_i [\theta_i^{a\dot{A}} \partial_{i\alpha} + \eta_i^{A} \partial_{i\dot{a}} - \frac{1}{4} \delta_i^A \theta_i^{a\dot{A}} \partial_{i\dot{\beta}} - \frac{1}{4} \delta_i^A \eta_i^{A} \partial_{i\dot{\beta}}],
\]
\[
D = \sum_i [-x_i^\dot{\alpha} \partial_{ia\dot{a}} - \frac{1}{2} \theta_i^{a\dot{A}} \partial_{i\dot{\beta}} - \frac{1}{2} \lambda_i^a \partial_{i\dot{\beta}} - \frac{1}{2} \bar{\lambda}_i^\alpha \partial_{i\dot{a}}],
\]
\[
C = \sum_i [-\frac{1}{2} \lambda_i^a \partial_{i\dot{a}} + \frac{1}{2} \bar{\lambda}_i^\alpha \partial_{i\dot{a}} + \eta_i^{A} \partial_{i\dot{a}}],
\]
\[
S_{a\dot{a}} = \sum_i [-\theta_{ia}^B \theta_{i\dot{a}}^B \partial_{i\dot{\beta}} + x_{i\alpha}^\dot{\beta} \theta_i^{B\dot{A}} \partial_{i\dot{\beta}} + \lambda_{i\dot{a}} \theta_i^{B\dot{A}} \partial_{i\dot{\beta}} + x_{i+1\alpha}^\dot{\beta} \eta_i^{A} \partial_{i\dot{\beta}} - \theta_{i+1\dot{a}}^{B\dot{A}} \eta_i^{A} \partial_{i\dot{\beta}}],
\]
\[
\mathfrak{S}_{a\dot{a}} = \sum_i [x_{i\alpha}^\dot{\beta} \partial_{i\dot{\beta}} + \bar{\lambda}_{i\dot{a}} \partial_{i\dot{a}}],
\]
\[
K_{a\dot{a}} = \sum_i [x_{i\alpha}^\dot{\beta} x_{i\dot{\beta}} + x_{i\alpha}^{\dot{\alpha}} \theta_i^B \partial_{i\dot{\beta}} + x_{i\alpha}^{\dot{\alpha}} \lambda_{i\dot{a}} \partial_{i\dot{\beta}} + x_{i+1\alpha}^\dot{\beta} \bar{\lambda}_{i\dot{a}} \partial_{i\dot{\beta}} + \bar{\lambda}_{i\dot{a}} \theta_{i+1\dot{a}}^B \partial_{i\dot{\beta}}].
\] (118)
Here we have employed the following shorthand notation
\[
\partial_{ia\dot{a}} = \frac{\partial}{\partial x_i^a}, \quad \partial_{i\alpha A} = \frac{\partial}{\partial \theta_i^{aA}}, \quad \partial_{i\alpha} = \frac{\partial}{\partial \lambda_i^a}, \quad \partial_{i\dot{a}} = \frac{\partial}{\partial \bar{\lambda}_i^\alpha}, \quad \partial_{i\dot{A}} = \frac{\partial}{\partial \eta_i^A}. \quad (119)
\]
It is simple to check that the generators in (118) do obey the commutation relations of the superconformal algebra. There are several remarks worth making at this point. Firstly it is clear from the first-order form of the generators that the dual superconformal symmetry is distinct from the ordinary superconformal symmetry generated by (34),(39) etc. Secondly, we note that the $su(4)$ nature of the fermionic generators is swapped between the original superconformal algebra and the dual superconformal algebra. For example the supersymmetry generator $q^{\alpha A}$ is in the fundamental representation of $su(4)$ while the dual supersymmetry generator $Q_{\alpha A}$ is in the anti-fundamental. Similarly, on the on-shell superspace variables, the two dilatation generators coincide up to a sign because dual coordinates are actually related to particle momenta. Finally we should note that the two superconformal algebras overlap non-trivially. That is, the fermionic superconformal generator $\bar{S}$ coincides with the original supersymmetry generator $\bar{q}$ on the on-shell superspace, while the dual supersymmetry generator $\bar{Q}$ coincides with the original superconformal generator $\bar{s}$. The definitions of the dual variables manifestly respect covariance under the Lorentz, dilatation and $su(4)$ symmetries and so these symmetries are shared between the two copies of the superconformal algebra. The overlap is schematically represented in the following picture.

A similar picture also arises from considering the symmetries of the string sigma model [20] which can be used to describe scattering amplitudes at strong coupling.

With all the generators of the superconformal algebra to hand we can now verify that the quantity $R_{n,ab}$ is actually a dual superconformal invariant. We have already verified that it is invariant under dual conformal inversions. Since dual translation invariance and Lorentz invariance are manifest the inversion symmetry is equivalent to invariance under the dual special conformal transformations, generated by $K_{\alpha \dot{\alpha}}$. It remains to show that it is invariant under the fermionic generators. Invariance under the chiral dual supersymmetry $Q_{\alpha A}$ is manifest (the $\theta$ variables only appear as differences in $R_{n,ab}$) and hence by commutation with $K_{\alpha \dot{\alpha}}$ we know that $\bar{S}_{\dot{\alpha}A}$ is a symmetry. The non-trivial symmetry to verify is the anti-chiral dual supersymmetry $\bar{Q}_{\dot{\alpha}}$.

To show that $\bar{Q}_{\dot{\alpha}}$ is indeed a symmetry of $R_{n,ab}$ we can exploit $Q$ and $\bar{S}$ by using a finite transformation made from these generators to fix a frame where $\theta_a = \theta_b = 0$. Since $R_{n,ab}$ is invariant under $Q$ and $\bar{S}$ and all generators which arise through commutation of these with $Q$
we know that \( \overline{Q} R_{n,ab} \) is invariant under \( Q \) and \( \bar{S} \). So we can evaluate \( \overline{Q} R_{n,ab} \) in the frame where \( \theta_a = \theta_b = 0 \),

\[
\overline{Q}^A R_{n,ab} = \theta_n^{\alpha A} \partial_{x_n^{\dot{\alpha}}} \left( \frac{\langle a a - 1 \rangle \langle b b - 1 \rangle \delta^4(\langle n\theta_n \rangle)}{\langle n| x_{na} x_{ab}| b \rangle \langle n| x_{na} x_{ab}| b - 1 \rangle \langle n|x_{nb} x_{ba}| a \rangle \langle n|x_{nb} x_{ba}| a - 1 \rangle} \right).
\]

\[\propto \langle n\theta_n \rangle \delta^4(\langle n\theta_n \rangle) = 0.\tag{120}\]

Thus we can see that the nilpotent nature of \( R_{n,ab} \) is crucial in satisfying the invariance.

As we have seen the higher \( R \)-invariants appearing in the tree-level S-matrix are also dual conformal invariants. They are not dual superconformal invariants, as they are not annihilated by \( \bar{Q} \). However they always appear in a nested fashion. For example at NNMHV level the quantity \( R_{n,b_1a_1,a_2b_2} \) always appears multiplied by \( R_{n,a_1b_1} \). The \( \bar{Q} \) variation of \( R_{n,b_1a_1,a_2b_2} \) vanishes when multiplied by \( R_{n,a_1b_1} \) so that the product is again dual superconformal invariant. Again we refer the reader to [13] for more details.

The end result for the full superamplitude is that the function \( P_n \) is invariant under dual superconformal symmetry while the MHV prefactor is covariant under \( D, C, K \) and \( S \) and invariant under all other dual superconformal transformations. Thus we have

\[
D A_n = n A_n, \quad C A_n = n A_n, \quad K^{\dot{\alpha}} A_n = - \sum_i x_i^{\dot{\alpha}} A_n, \quad S^{\alpha A} A_n = - \sum_i \theta_i^{\alpha A} A_n \tag{121}
\]

In addition we have invariance under the standard superconformal symmetry (see [7, 21, 22, 23] for a fuller discussion),

\[
j_a A_n = 0.\tag{122}\]

We can get some insight into the nature of the symmetries we have found by combining the dual superconformal symmetry with the original one. In order to put the dual superconformal symmetry on the same footing as invariance under the standard superconformal algebra (122), the covariance (121) can be rephrased as an invariance of \( A_n \) by a simple redefinition of the generators [24],

\[
K^{\dot{\alpha}} = K^{\dot{\alpha}} + \sum_i x_i^{\dot{\alpha}}, \tag{123}
\]

\[
S^{\alpha A} = S^{\alpha A} + \sum_i \theta_i^{\alpha A}, \tag{124}
\]

\[
D' = D - n. \tag{125}
\]

With this redefinition all generators of the dual superconformal algebra annihilate \( A_n \).

In order to have both symmetries acting on the same space it is useful to restrict the dual superconformal generators to act only on the on-shell superspace variables \( (\lambda_i, \dot{\lambda}_i, \eta_i) \). Then one finds that the generators \( P_{\dot{\alpha}}A, Q_{\alpha A} \) become trivial while the generators \( \{ Q, M, M, R, D', \bar{S} \} \)
coincide (up to signs) with generators of the standard superconformal symmetry. The non-trivial generators which are not part of the $j_a$ are $K'$ and $S'$. In [24] it was shown that the generators $j_a$ and $S'$ (or $K'$) together generate the Yangian of the superconformal algebra, $Y(psu(2, 2|4))$. The generators $j_a$ form the level-zero $psu(2, 2|4)$ subalgebra\(^2\),

$$[j_a, j_b] = f_{ab}^c j_c. \quad (126)$$

In addition there are level-one generators $j_a^{(1)}$ which transform in the adjoint under the level-zero generators,

$$[j_a, j_b^{(1)}] = f_{ab}^c j_c^{(1)}. \quad (127)$$

Higher commutators among the generators are constrained by the Serre relation\(^3\),

$$[j_a^{(1)}, [j_b^{(1)}, j_c]] + (-1)^{|a||b|+|c|}[j_b^{(1)}, [j_c^{(1)}, j_a]] + (-1)^{|c||a|+|b|}[j_c^{(1)}, [j_a^{(1)}, j_b]] = \hbar^2(-1)^{|r||m|+|t||n|}\{j_r, j_m, j_n\} f_{ar}^i f_{ba}^m f_{ct}^n f_{st}. \quad (128)$$

The level-zero generators are represented by a sum over single particle generators,

$$j_a = \sum_{k=1}^n j_{ka}. \quad (129)$$

The level-one generators are represented by the bilocal formula [25, 26],

$$j_a^{(1)} = f_{a}^{cb} \sum_{k<k'} j_{kb} j_{k'c}. \quad (130)$$

Thus finally the full symmetry of the tree-level amplitudes can be rephrased as

$$y\mathcal{A}_n = 0, \quad (131)$$

for any $y \in Y(psu(2, 2|4))$.

One can naturally describe the symmetry in terms of twistor variables. In (2, 2) signature the twistor variables are simply related to the on-shell superspace variables $(\lambda, \tilde{\lambda}, \eta)$ by a Fourier transformation $\lambda \rightarrow \tilde{\mu}$ [7]. Twistor space linearises the action of superconformal symmetry. Expressed in terms of the twistor space variables $Z^A = (\tilde{\mu}^a, \tilde{\lambda}^\dot{a}, \eta^A)$, the level-zero and level-one generators of the Yangian symmetry assume a simple form

$$j^A_B = \sum_i Z^A_i \frac{\partial}{\partial Z_i^B}, \quad (132)$$

$$j^{(1)}^A_B = \sum_{i<j} (-1)^c \left[ Z^A_i \frac{\partial}{\partial Z_i^c} Z^c_j \frac{\partial}{\partial Z_j^B} - (i, j) \right]. \quad (133)$$

\(^2\)We use the symbol $[O_1, O_2]$ to denote the bracket of the Lie superalgebra, $[O_2, O_1] = (-1)^{|O_1||O_2|}[O_1, O_2]$.

\(^3\)The symbol $\{\cdot, \cdot, \cdot\}$ denotes the graded symmetriser.
Both of the formulas (132) and (133) are understood to have the supertrace removed. In this representation the generators of superconformal symmetry are first-order operators while the level-one Yangian generators are second order.

In fact one can also phrase things the other way round. In [27] it was demonstrated that there exists an alternative T-dual representation of the symmetry, where it is the dual superconformal generators $J_a$ which play the role of the level-zero generators, while the generators $k$ and $s$ of the original superconformal symmetry form part of the level-one generators. The generators take the same form as (132) and (133) but with the twistor variables replaced by momentum twistor variables [28]. Momentum twistors are the twistors associated to the dual space and linearise the dual superconformal symmetry. They are defined as $W^A_i = (\lambda_i^{\alpha}, \mu_{\dot{\alpha}}^i, \chi^A_i)$ with

$$
\mu_i^\alpha = x_i^{\alpha\dot{\alpha}} \lambda_{i\alpha}, \quad \chi_i^A = \theta_i^{\alpha A} \lambda_{i\alpha}.
$$

The generators then take the form

$$
J^A_B = \sum_i W^A_i \frac{\partial}{\partial W^B_i},
$$

$$
J^{(1)}A_B = \sum_{i<j} (-1)^{\epsilon} \left[ W^A_i \frac{\partial}{\partial W^c_i} W^c_j \frac{\partial}{\partial W^B_j} - (i,j) \right],
$$

again with supertraces removed. In this representation the generators annihilate the amplitude with the MHV prefactor dropped, i.e.

$$
J_a P_n = 0, \quad J^{(1)}_a P_n = 0.
$$

So we have seen that there are two equivalent ways of looking at the full symmetry of theory. One can choose either version of the superconformal symmetry to be fundamental. This effectively means choosing one of the superconformal symmetries to be realised locally. In so doing the remaining symmetries are necessarily non-local. Thus the non-local poles found in the expression for the tree-level amplitudes are inevitable if the amplitudes are to be expressed in a form which reveals the full symmetry.

The fact that the full symmetry is the Yangian $Y(psu(2,2|4))$ is certainly not accidental. The planar limit of the $\mathcal{N} = 4$ gauge theory is known to possess an integrable structure in other regimes. In particular the believed integrability of the spectrum of anomalous dimensions (see e.g. [29, 30, 31, 32, 33]) can be traced to the fact that there is an underlying Yangian symmetry. Moreover at strong coupling the theory is related via the AdS/CFT correspondence to the $AdS_5$ sigma model which is classically integrable [34]. Indeed the integrability of this model has been used to calculate the scattering amplitudes via a relation to minimal surfaces in AdS which we will describe in the next section.

Having described the symmetry of the theory, one might naturally ask how one can produce invariants. This question has been addressed in various papers [23, 27, 35, 36]. It turns out to
be intimately connected to another conjecture about the leading singularities of the scattering amplitudes of $\mathcal{N} = 4$ super Yang-Mills theory. In [37] Arkani-Hamed et al proposed a formula for all leading singularities of the planar $\mathcal{N} = 4$ S-matrix. A leading singularity of a loop amplitude is obtained by evaluating the loop integration via compact contours instead of the usual non-compact Minkowski space integration. An example is given by the four-particle cuts of [38]. Here one takes the one-loop amplitude and evaluates it by choosing a contour which localises the loop integration to a point where four internal propagators go on-shell. There are four parameters in the loop integration variable which are fixed by choosing four constraints to be satisfied. There are in general two solutions to these conditions, each of which is a leading singularity. See [39, 40, 37] for more discussions of leading singularities.

The formula of [37] takes the form of an integral over the Grassmannian $G(k, n)$, where $k$ is the level in the MHV expansion and the $n$ is the number of particles. It can be expressed either in the original twistor space [37] or in momentum twistor space [41]. The formula possesses one manifest superconformal symmetry and one non-manifest one and hence it produces (for different choices of the contour of integration) different Yangian invariants, including the ones we have seen appearing from the BCFW expansion. The twistor and momentum twistor versions of the formula can be directly related [42] showing that both versions do possess both copies of the superconformal symmetry. In fact this formula is the most general way of producing such an invariant [35, 36]. If the conjecture of [37] is correct then we see that the Yangian symmetry also plays a role at loop level by constraining the form of the leading singularities. In the next section we will see how at least part of the symmetry also constrains the form of the loop amplitudes themselves and not just the leading singularities.

5 Loop corrections

Having examined in detail the structure of the amplitudes and symmetries at tree-level it is natural to ask what happens when perturbative corrections are taken into account. In this section we will review some of the features of scattering amplitudes in perturbation theory. As our main motivation is to understand the extended symmetries we discussed in the previous section, we will be concerned entirely with planar amplitudes in the $\mathcal{N} = 4$ theory. Many of the developments we have already outlined at tree-level were in fact preceded by various observations for loop corrections to scattering amplitudes. As we will see the dual conformal symmetry can be directly observed in the form of the loop integrals appearing in the planar scattering amplitudes of $\mathcal{N} = 4$ super Yang-Mills theory. A lot can be learned from the simplest case, namely the four-gluon scattering amplitudes. As we have seen, these amplitudes are examples of the so-called maximally-helicity-violating or MHV amplitudes.

MHV amplitudes are particularly simple in that they can naturally be written as a product of the rational tree-level amplitude and a loop-correction function which is a series in the ‘t Hooft
coupling $a$,

$$A_n^{\text{MHV}} = A_{n,\text{tree}}^{\text{MHV}} M_n(p_1, \ldots, p_n; a). \quad (138)$$

By parity we could of course equivalently study the $\overline{\text{MHV}}$ amplitudes$^4$

In perturbation theory the function $M_n$ is expressed in terms of scalar loop integrals. Let us consider the four-gluon amplitude at one loop. The only contribution to $M_4$ at this order is given by the scalar box integral,

$$I^{(1)} = \int \frac{d^4k}{k^2(k - p_1)^2(k - p_1 - p_2)^2(k + p_4)^2}. \quad (139)$$

This integral formally exhibits dual conformal symmetry. To make this apparent we will employ our usual change of variables from momenta to dual coordinates,

$$p_i^\mu = x_i^\mu - x_{i+1}^\mu \equiv x_{i,i+1}^\mu, \quad (140)$$

with $x_5 \equiv x_1$. After the change of variables (140) the integral can then be written as a four-point star diagram (the dual graph for the one-loop box) with the loop integration replaced by an integration over the internal vertex $x_5$ (see Fig. 12).

![Dual diagram for the one-loop box.](image)

Figure 12: Dual diagram for the one-loop box.

If we consider conformal inversions of the dual coordinates,

$$x_i^\mu \longrightarrow -x_i^\mu / x_i^2, \quad (141)$$

then we see that the integrand, including the measure factor $d^4x_5$, is covariant.

$$\frac{d^4x_5}{x_{15}^2x_{25}^2x_{35}^2x_{45}^2} \longrightarrow (x_1^2x_2^2x_3^2x_4^2) \frac{d^4x_5}{x_{15}^2x_{25}^2x_{35}^2x_{45}^2}. \quad (142)$$

$^4$As we saw already, the four-particle amplitudes are actually both MHV and $\overline{\text{MHV}}$. 
If we had normalised the integral with an extra factor of $x_{13}^2 x_{24}^2$ then it would actually be invariant.

The property of dual conformal covariance of the integral form is not restricted to one loop but continues to all loop orders so far explored [43, 44]. In Fig. 13 we show the integral topologies occurring in the four-point amplitude up to three loops. All of these integrals exhibit dual conformal symmetry in the same sense as the one-loop scalar box.

The dual conformal property is rather restrictive in the kinds of integrals it allows to appear. At two loops there is again only one topology, the two-loop scalar box. At three loops there are two topologies, the three-loop box and the so-called ‘tennis court’. The tennis court requires a precise numerator factor to be dual conformally covariant (see Fig. 14). Note that the operation of drawing the dual graph is only possible for planar diagrams. This fits with our expectation that the symmetry is related to the integrable structure of the planar theory.
The integrals, e.g. as defined in (139), are infrared divergent. This is to be expected as amplitudes in massless theories inevitable exhibit infrared divergences. One therefore need to consistently introduce a regulator in order to talk about the S-matrix beyond tree level. A common choice is to use dimensional regularisation, by taking the original Lagrangian in $4 - 2\epsilon$ dimensions, with $\epsilon < 0$ regulating the infrared divergences. This breaks the dual conformal symmetry slightly since the measure is then no longer in four dimensions,

$$d^4x_5 \rightarrow d^{4-2\epsilon}x_5.$$  \hspace{1cm} (143)

Another choice for dealing with the infrared divergences is to study the theory on the Coulomb branch [45]. Now the VEVs of the scalar fields regulate the infrared divergences by introducing masses in a particular way for the virtual particles propagating in the loops. One can think of this regularisation geometrically; the dual Minkowski space is the boundary of a five-dimensional AdS space and one moves the points $x_1, x_2, x_3$ and $x_4$ slightly off the boundary into the bulk. The masses are interpreted as radial coordinates in the $AdS_5$ space and the corresponding action of dual conformal symmetry leaves the correctly normalised integral invariant$^5$. One can therefore say that it is a function of the invariants one can construct from the dual $x_i$ and the masses (which also transform under the action of the dual conformal symmetry).

With either choice of regularisation the consequences of the new symmetry as the regulators are taken to zero are not immediately apparent. In dimensional regularisation one needs to know more precisely how the symmetry is broken by the $O(\epsilon)$ effects. In the $AdS_5$ regularisation one needs to know precisely how the amplitudes are allowed to depend on the radial coordinates (or masses) in the limit in which they become small.

Fortunately, there is a dual picture which allows us to understand the breaking of dual conformal symmetry in a precise way and also potentially sheds light on its origin. In the dual description planar MHV amplitudes are related to Wilson loops defined on a piecewise light-like contour in the dual coordinate space. The contour is none other than the light-like polygon in Fig. 11 that we have seen arising from the definition of the dual coordinates. In a gauge theory it is very natural to associate a Wilson loop to this contour,

$$W_n = \langle \mathcal{P} \exp \oint_{C_n} A \rangle.$$  \hspace{1cm} (144)

Here, in contrast to the situation for the scattering amplitude, the dual space is being treated as the actual configuration space of the gauge theory, i.e. the theory in which we compute the Wilson loop is local in this space.

So let us consider the general structure of MHV amplitudes and light-like Wilson loops in $\mathcal{N} = 4$ super Yang-Mills theory. We will begin with the MHV amplitude. As we have discussed we can naturally factorise MHV amplitudes into a tree-level factor and a loop-correction factor $M_n$. The factor $M_n$ is infrared divergent and will therefore depend on the regularisation parameters.

$^5$In addition to this conceptual advantage this regularisation also has practical advantages, see [46, 47] for more discussion.
We will use dimensional regularisation so $M_n$ depends on the regulator $\epsilon$ and an associated scale $\mu$.

Since we are discussing planar colour-ordered amplitudes it is clear that the infrared divergences will involve only a very limited dependence on the kinematical variables. Specifically, the exchange of soft or collinear gluons is limited to sectors between two adjacent incoming particles and thus the infrared divergences will factorise into pieces which depend only on a single Mandelstam variable $s_{i,i+1} = (p_i + p_{i+1})^2$. Moreover the dependence of each of these factors is known to be of a particular exponentiated form [48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60] where there is at most a double pole in the regulator in the exponent. It is therefore natural to consider the logarithm of the loop corrections $M_n$,

$$
\log M_n = \sum_{l=1}^{\infty} a^l \left[ \Gamma_{\text{cusp}}^{(l)} \left( \frac{\Gamma_{\text{cusp}}^{(l)}}{(l\epsilon)^2} + \frac{\Gamma_{\text{col}}^{(l)}}{l\epsilon} \right) \right] \sum_i \left( \frac{\mu_{\text{IR}}^2}{-s_{i,i+1}} \right)^{l\epsilon} + F_{n,\text{MHV}}^{\text{MHV}}(p_1, \ldots, p_n; a) + O(\epsilon). 
\tag{145}
$$

The leading infrared divergence is known to be governed by $\Gamma_{\text{cusp}}(a) = \sum a^l \Gamma_{\text{cusp}}^{(l)}$, the cusp anomalous dimension [61, 62], a quantity which is so called because it arises as the leading ultraviolet divergence of Wilson loops with light-like cusps. This is a first hint at the connection between scattering amplitudes and Wilson loops.

In [63] Bern-Dixon and Smirnov (BDS) made an all order ansatz for the form of the finite part of the $n$-point MHV scattering amplitude. Their ansatz had the following form,

$$
F_{n,\text{BDS}}^{\text{BDS}}(p_1, \ldots, p_n; a) = \Gamma_{\text{cusp}}(a) F_{n}(p_1, \ldots, p_n) + c_n(a). 
\tag{146}
$$

The notable feature of this ansatz is that the dependence on the coupling arises only via a single function, the cusp anomalous dimension, while the momentum dependence is contained in the coupling-independent function $F_n$. The latter could therefore be defined by the one-loop amplitude, making the ansatz true by definition at one loop and highly non-trivial at higher loops. The formula (146) was conjectured after direct calculations of the four-point amplitude to two loops [64] and three loops [63]. It was found to be consistent with the five-point amplitude at two loops [65, 66] and three loops [67].

Now let us consider Wilson loops on the polygon contour (144). A lot is known about the structure of such Wilson loops. In particular, due to the cusps on the contour at the points $x_i$ the Wilson loop is ultraviolet divergent. The divergences of such Wilson loops are intimately related to the infrared divergences of scattering amplitudes [61, 62, 68]. Indeed the leading ultraviolet divergence is again the cusp anomalous dimension and one can write an equation very similar to that for the loop corrections to the MHV amplitude,

$$
\log W_n = \sum_{l=1}^{\infty} a^l \left[ \Gamma_{\text{cusp}}^{(l)} \left( \frac{\Gamma_{\text{cusp}}^{(l)}}{(l\epsilon)^2} + \frac{\Gamma_{\text{col}}^{(l)}}{l\epsilon} \right) \right] \sum_i (-\mu_{\text{UV}}^2 x_{i,i+2}^2)^{l\epsilon} + F_{n,\text{WL}}^{\text{WL}}(x_1, \ldots, x_n; a) + O(\epsilon). 
\tag{147}
$$

The objects of most interest to us here are the two functions $F_{n,\text{MHV}}$ from (145) and $F_{n,\text{WL}}$ from (147) describing the finite parts of the planar MHV amplitude and Wilson loop respectively. In
fact there is by now a lot of evidence that in the planar theory, the two functions are identical up to an additive constant,

$$F_{n}^{\text{MHV}}(p_1,\ldots,p_n;a) = F_{n}^{\text{WL}}(x_1,\ldots,x_n;a) + d_n(a) \quad (148)$$

once one changes variables from $p_i$ to $x_i$ as in (140).

The relation between amplitudes and Wilson loops first appeared at strong coupling [2]. In this regime the identification is a consequence of a particular T-duality transformation of the string sigma model which maps the AdS background into a dual AdS space [69]. The calculation of the scattering amplitude is then reduced to a minimal surface calculation in AdS space with the boundary of the surface being the light-like polygon on the boundary of AdS. The infinite coupling set up does not distinguish between different helicity configurations; the distinction should become apparent when subleading corrections are taken into account. The identification between amplitudes and Wilson loops is also true in the perturbative regime, however here it is important that the amplitudes are MHV. This is why we have referred only to the MHV amplitudes in the description of the duality. The fact that the Wilson loop is dual to the MHV amplitudes is in some sense natural because both are described by a single scalar function of the kinematic variables, making the identification possible. Non-MHV amplitudes have a richer structure which is so far not incorporated into the duality. The fact that the duality between planar MHV amplitudes and Wilson loops holds at both strong and weak coupling suggests that it should hold non-perturbatively. The explicit matching of the two quantities was observed at four points and one loop [70] and generalised to $n$ points in [71]. Two loop calculations then followed [72, 73, 74, 75, 76]. In each case the duality relation (148) was indeed verified.

A point to be stressed here is that dual conformal symmetry finds a natural home within the duality between amplitudes and Wilson loops. It is simply the ordinary conformal symmetry of the Wilson loop defined in the dual space. Moreover, since this symmetry is a Lagrangian symmetry from the point of view of the Wilson loop, its consequences can be derived in the form of Ward identities [72, 73]. We gave the form of the generator of special conformal transformations in (117). Here we keep only the part acting on the $x_i$ as the Wilson loop is only a function of these variables.

$$K_\mu = \sum_i \left[ x_{ij} x_{i} \cdot \frac{\partial}{\partial x_i} - \frac{1}{2} x_i^2 \frac{\partial}{\partial x_i^\mu} \right]. \quad (149)$$

The analysis of [73] shows that the ultraviolet divergences induce an anomalous behaviour for the finite part $F_{n}^{\text{WL}}$ which is entirely captured by the following conformal Ward identity

$$K^\mu F_{n}^{\text{WL}} = \frac{1}{2} \Gamma_{\text{cusp}}(a) \sum_i (2x_i^\mu - x_i^{\mu} - x_{i-1}^{\mu} - x_{i+1}^{\mu}) \log x_{i-1,i+1}^2. \quad (150)$$

A very important consequence of the conformal Ward identity is that the finite part of the Wilson loop is fixed up to a function of conformally invariant cross-ratios,

$$u_{ijkl} = \frac{x_{ij}^2 x_{kl}^2}{x_{ik}^2 x_{jl}^2}. \quad (151)$$
In the cases of four and five edges, there are no such cross-ratios available due to the light-like separations of the cusp points. This means that the conformal Ward identity (150) has a unique solution up to an additive constant. Remarkably, the solution coincides with the Bern-Dixon-Smirnov all-order ansatz for the corresponding scattering amplitudes (here we give the formulas in terms of the $x_i$ variables),

$$F_{4}^{(BDS)} = \frac{1}{4} \Gamma_{\text{cusp}}(a) \log^{2} \left( \frac{x_{13}^{2}}{x_{24}^{2}} \right) + \text{const}, \quad (152)$$

$$F_{5}^{(BDS)} = -\frac{1}{8} \Gamma_{\text{cusp}}(a) \sum_{i=1}^{5} \log \left( \frac{x_{2}^{2}}{x_{i,i+1}^{2}} \right) \log \left( \frac{x_{i+1,i+3}^{2}}{x_{i+2,i+4}^{2}} \right) + \text{const}. \quad (153)$$

Thus, taking the Ward identity over from the Wilson loops to the MHV amplitudes, we see that the agreement of the amplitudes with the BDS ansatz for four and five points can be explained by dual conformal symmetry.

In fact the BDS ansatz provides a particular solution to the conformal Ward identity for any number of points. From six points onwards however the functional form is not uniquely fixed as there are conformal cross-ratios available. Thus the general solution of the Ward identity contains an arbitrary function of the cross-ratios (which can also depend on the coupling),

$$F_{n}^{(WL)} = F_{n}^{(BDS)} + f_{n}(u_{i};a). \quad (154)$$

At six points, for example there are three cross-ratios,

$$u_{1} = \frac{x_{13}^{2}x_{46}^{2}}{x_{14}^{2}x_{36}^{2}}, \quad u_{2} = \frac{x_{24}^{2}x_{51}^{2}}{x_{25}^{2}x_{41}^{2}}, \quad u_{3} = \frac{x_{35}^{2}x_{62}^{2}}{x_{36}^{2}x_{41}^{2}}. \quad (155)$$

The solution to the Ward identity is therefore

$$F_{6}^{(WL)} = F_{6}^{(BDS)} + f_{6}(u_{1},u_{2},u_{3};a). \quad (156)$$

Here, upon the identification $p_{i} = x_{i} - x_{i+1},$

$$F_{6}^{(BDS)} = \frac{1}{4} \Gamma_{\text{cusp}}(a) \sum_{i=1}^{6} \left[ -\log \left( \frac{x_{i,i+2}^{2}}{x_{i,i+3}^{2}} \right) \log \left( \frac{x_{i+1,i+3}^{2}}{x_{i,i+3}^{2}} \right) \right. \left. + \frac{1}{4} \log^{2} \left( \frac{x_{i,i+3}^{2}}{x_{i+1,i+4}^{2}} \right) - \frac{1}{2} \text{Li}_{2} \left( 1 - \frac{x_{i,i+2}^{2}x_{i,i+5}^{2}}{x_{i+1,i+4}^{2}x_{i+2,i+5}^{2}} \right) \right] + \text{const}, \quad (157)$$

while $f_{6}(u_{1},u_{2},u_{3};a)$ is some function of the three cross-ratios and the coupling. The function $f_{6}$ is not fixed by the Ward identity and has to be determined by explicit calculation of the Wilson loop. The calculation of [71] shows that at one loop $f_{6}$ is constant (recall that at one loop the BDS ansatz is true by definition and the Wilson loop and MHV amplitude are known to agree for an arbitrary number of points). At two loops, direct calculation shows that $f_{6}$ is a non-trivial function [74, 75]. Moreover the calculation [76] of the six-particle MHV amplitude
shows explicitly that the BDS ansatz breaks down at two loops and the same function appears there,
\[ F^\text{MHV}_6 = F^\text{WL}_6 + \text{const}, \quad F^\text{MHV}_6 \neq F^\text{BDS}_6. \] (158)

The agreement between the two functions \( F^\text{MHV}_6 \) and \( F^\text{WL}_6 \) was verified numerically to within the available accuracy. Subsequently the integrals appearing in the calculation of the finite part of the of the hexagonal Wilson loop have been evaluated analytically in terms of multiple polylogarithms [77].

Further calculations of polygonal Wilson loops have been performed. The two-loop diagrams appearing for an arbitrary number of points have been described in [78] where numerical evaluations of the seven-sided and eight-sided light-like Wilson loops were made. These functions have not yet been compared with the corresponding MHV amplitude calculations [79, 80] due the difficulty of numerically evaluating the relevant integrals. However given the above evidence it seems very likely that the agreement between MHV amplitudes and light-like polygonal Wilson loops will continue to an arbitrary number of points, to all orders in the coupling.

While the agreement between Wilson loops is fascinating it is clearly not the end of the story. In particular the duality applies only to the MHV amplitudes. In the strict strong coupling limit this does not matter since all amplitudes are dominated by the minimal surface in AdS, independently of the helicity configuration [2]. At weak coupling that is certainly not the case and non-MHV amplitudes reveal a much richer structure than their MHV counterparts which is so far not captured by any dual object like a Wilson loop.

Despite the absence of such a dual model, one may still ask what happens to dual conformal symmetry for non-MHV amplitudes. Based on analysis of the one-loop NMHV amplitudes it was conjectured in [19] that the dual conformal anomaly is universal, i.e. is independent of the MHV degree. This is very natural because we have seen that the anomaly arises due to the infrared divergences (or ultraviolet divergences of the Wilson loop) and these are known to be independent of the helicities of the incoming particles. This means that one can write the all-order superamplitude as a product of the MHV superamplitude and an infrared finite ratio function,
\[ A_n = A^\text{MHV}_n R_n. \] (159)

The conjecture of universality of the anomaly states that, setting the regulator to zero, \( R_n \) is dual conformally invariant,
\[ K^\mu R_n = 0. \] (160)

In [81] it was argued that this conjecture holds for NMHV amplitudes at one loop, based on explicit calculations up to nine points using supersymmetric generalised unitarity. Subsequently [82, 83, 84] it has been argued to hold for all one-loop amplitudes by analysing the dual conformal anomaly arising from infrared divergent two-particle cuts.

Note that the conjecture (160) makes reference only to the dual conformal generator \( K \) and not to the full set of dual superconformal transformations. The reason is that some of these transformations overlap with the broken part of the original superconformal symmetry. In
Figure 15: A unitarity cut of a one-loop amplitude is given by the product of two tree-level amplitudes integrated over the phase space of the two exchanged on-shell particles.

particular the generator $\bar{Q}$ does not annihilate the ratio function $R_n$. This fact is related to the breaking of the original superconformal invariance by loop corrections since $\bar{Q}$ is really the same symmetry as $\bar{s}$. Indeed, even at tree-level $\bar{s}$ is subtly broken by contact term contributions [85, 86, 87]. At one loop unitarity relates the discontinuity of the amplitude in a particular channel to the product of two tree-level amplitudes integrated over the allowed phase space of the exchanged particles (as illustrated in Fig. 15). The subtle non-invariance of the trees therefore translates into non-invariance of the discontinuity and therefore of the loop amplitude itself [86, 87, 88]. This breaking of the $\bar{s} = \bar{Q}$ symmetry is in addition to that induced by the IR divergences as can be seen by considering a unitarity cut with more than two particles on each side. Such a cut is IR finite but not $\bar{Q}$ invariant as discussed in [86, 88].

6 Summary

We have seen how the use of general considerations about the analytic structure of scattering amplitudes has led to a lot of insights into the nature of the S-matrix of gauge theories. The BCFW recursion relations allow for simple explicit expressions for tree-level scattering amplitudes. With the addition of maximal supersymmetry they become an extremely powerful tool. The expressions obtained contain non-local poles despite the fact that the underlying gauge theory is local. The non-local poles are spurious, cancelling between the different terms in the full amplitude. Their presence is connected to the fact that there are non-local symmetries at work. Each term in the BCFW expansion is an invariant of two copies of superconformal symmetry, the original symmetry of the Lagrangian and a new dual superconformal symmetry. Together these symmetries generate an infinite-dimensional Yangian symmetry. On the S-matrix the original superconformal symmetry acts locally but the extra charges generated by the dual superconformal symmetry act non-locally. Thus to express the amplitude in a way which reveals the symmetry inevitably means that locality is not manifest. As discussed in [12] there are good reasons for wanting a formulation of the S-matrix which does not refer to spacetime locality in an intrinsic way, in particular if one wants to include gravitational physics in the picture. These ideas suggest that the nicest formulation of the S-matrix of quantum field theories in general should not be
intrinsically local and that the observation of the additional symmetries in the $\mathcal{N} = 4$ case is perhaps the most concrete manifestation of a general principle.

Beyond tree level the dual conformal symmetry continues to provide strong constraints on the form of planar scattering amplitudes. Indeed the MHV amplitudes are equivalently described by light-like Wilson loops in the dual space whose conformal symmetry is the dual conformal symmetry of the amplitudes. Since the Wilson loops obey a conformal Ward identity, they and the corresponding MHV amplitudes are fixed up to a function of (dual) conformal invariants. This is sufficient to fix the four-point and five-point Wilson loops and amplitudes to all orders.

There are many open directions to pursue. A general picture that has emerged over recent years is that planar $\mathcal{N} = 4$ super Yang-Mills theory is governed by some integrable structure. Indeed there is strong evidence that the spectrum of anomalous dimensions in the theory can be obtained from a nested Bethe ansatz [30] or Y-system [32]. These systems of equations arise in physical models from some underlying quantum group structure. It is known that the classical sigma model does indeed exhibit an infinite-dimensional symmetry algebra [34], arising from the existence of a one-parameter family of flat connections. In the study of scattering amplitudes (or Wilson loops) at strong coupling this structure has been exploited to derive systems of equations similar to those arising in the spectral problem [5]. While the existence of extra symmetries has been observed at weak coupling, as we have discussed in these notes, it is not yet known how to tie it in concretely with the above ideas. Thus one of the most central questions is how to exploit the integrability of theory to tell us more about the loop corrections. For example can we fix the remainder function $f_n$ of (154) using the symmetries? Perhaps one should talk directly about the ratio function $R_n$ of (159). Both of these quantities are infrared finite and are presumably controlled by the integrable structure lying behind the theory. At present there is not a complete understanding of the nature of the breaking of the original conformal symmetry by the amplitudes beyond tree-level. This has prevented it being used as a predictive tool for understanding the form of the remainder function $f_n$ or the ratio function $R_n$. A related question is whether there is a generalisation of the amplitude/Wilson loop duality beyond the MHV amplitudes. Such a model should provide some understanding of the breaking of the $\bar{Q}$ supersymmetry observed in the amplitudes.
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A Conventions

We use the following conventions for the spinor contractions. A vector can be exchanged for a bispinor making use of the spin matrices $\sigma_\mu$,

$$x^{\alpha\dot{\alpha}} = (\sigma_\mu)^{\alpha\dot{\alpha}} x^\mu, \quad x^2 = x^\mu x_\mu = 2x^{\alpha\dot{\alpha}} x_{\alpha\dot{\alpha}}. \quad (A.1)$$

Derivatives are defined by

$$\partial_\alpha x^{\beta\dot{\beta}} = \delta^\beta_\alpha \delta^{\dot{\beta}}_\alpha, \quad \partial_\alpha \lambda^\beta = \delta^\beta_\alpha \text{ etc.} \quad (A.2)$$

The spinor scalar products are defined as follows,

$$\langle ab \rangle = a^\alpha b_\alpha = a^\alpha b^{\dot{\alpha}} \epsilon_{\dot{\alpha}A}, \quad [ab] = a_\alpha b^{\dot{\alpha}} = a^{\dot{\alpha}} b_\alpha \epsilon^{\dot{\alpha}A} \quad (A.3)$$

Longer spinor contractions are also used

$$\langle a| P | b \rangle = a^\alpha P_{\alpha\dot{\alpha}} b^{\dot{\alpha}}, \quad \langle a | x y | b \rangle = a^\alpha x_{\alpha\dot{\alpha}} y^{\dot{\alpha}} b_\beta, \quad (A.4)$$

e.tc.

We now give the commutation relations for the superconformal algebra. We begin by listing the commutation relations of the algebra $u(2, 2|4)$. The Lorentz generators $M_{\alpha\beta}$, $\overline{M}_{\dot{\alpha}\dot{\beta}}$ and the $su(4)$ generators $R^A_B$ act canonically on the remaining generators carrying Lorentz or $su(4)$ indices. The dilatation $\mathbb{D}$ and hypercharge $\mathbb{B}$ act via

$$[\mathbb{D}, \mathbb{J}] = \dim(\mathbb{J}) \mathbb{J}, \quad [\mathbb{B}, \mathbb{J}] = \text{hyp}(\mathbb{J}) \mathbb{J}. \quad (A.5)$$

The non-zero dimensions and hypercharges of the various generators are

$$\dim(\mathbb{P}) = 1, \quad \dim(\mathbb{Q}) = \dim(\overline{\mathbb{Q}}) = \frac{1}{2}, \quad \dim(\mathbb{S}) = \dim(\overline{\mathbb{S}}) = -\frac{1}{2}$$

$$\dim(\mathbb{K}) = -1, \quad \text{hyp}(\mathbb{Q}) = \text{hyp}(\overline{\mathbb{S}}) = \frac{1}{2}, \quad \text{hyp}(\overline{\mathbb{Q}}) = \text{hyp(\mathbb{S})} = -\frac{1}{2}. \quad (A.6)$$

The remaining non-trivial commutation relations are,

$$\{Q_{\alpha A}, \overline{Q}_{\dot{\alpha} B} \} = \delta^B_A P_{\alpha\dot{\alpha}}, \quad \{S^A_{\alpha}, \overline{S}_{\dot{\alpha}B} \} = \delta^A_B K_{\alpha\dot{\alpha}},$$

$$[P_{\alpha\dot{\alpha}}, S^{B\dot{A}}] = \delta^B_\alpha Q_{\alpha A}, \quad [K_{\alpha\dot{\alpha}}, Q^{\beta}_{A}] = \delta^\beta_\alpha S_{A\dot{\alpha}},$$

$$[P_{\alpha\dot{\alpha}}, \overline{S}_{\dot{\alpha}A} ] = \delta^\beta_\alpha Q_{\alpha A}, \quad [K_{\alpha\dot{\alpha}}, \overline{Q}_{\dot{\beta}B} ] = \delta^\beta_\alpha S_{A\dot{\alpha}},$$

$$[K_{\alpha\dot{\alpha}}, P^{\beta\dot{\beta}} ] = \delta^\beta_\alpha \delta^{\dot{\beta}}_\alpha \mathbb{D} + M_{\alpha\beta} \delta^{\dot{\beta}}_\alpha + \overline{M}_{\dot{\alpha}\dot{\beta}} \delta^\beta_\alpha, \quad [Q^{\alpha}_{A}, S^{B\dot{A}} ] = M_{\alpha\beta} \delta^B_A + \delta^\beta_\alpha R^{B\dot{A}} + \frac{1}{2} \delta^\alpha_\beta \delta^B_A (\mathbb{D} + \mathbb{C}),$$

$$\{Q^{\dot{A}}_{\dot{\alpha}}, \overline{S}_{\dot{\beta}B} \} = \overline{M}_{\dot{\alpha}\dot{\beta}} \delta^A_B - \delta^\alpha_\beta R^A_B + \frac{1}{2} \delta^\alpha_\beta \delta^A_B (\mathbb{D} - \mathbb{C}). \quad (A.7)$$

Removing the hypercharge yields $su(2, 2|4)$. Setting the central charge to zero gives $pu(2, 2|4)$. Doing both gives the superconformal algebra $psu(2, 2|4)$. 

41
References

[1] Z. Bern, L. J. Dixon, D. C. Dunbar and D. A. Kosower, “One-Loop n-Point Gauge Theory Amplitudes, Unitarity and Collinear Limits”, Nucl. Phys. B425, 217 (1994), hep-ph/9403226.

[2] L. F. Alday and J. M. Maldacena, “Gluon scattering amplitudes at strong coupling”, JHEP 0706, 064 (2007), arxiv:0705.0303.

[3] L. F. Alday and J. Maldacena, “Null polygonal Wilson loops and minimal surfaces in Anti-de-Sitter space”, arxiv:0904.0663.

[4] L. F. Alday, D. Gaiotto and J. Maldacena, “Thermodynamic Bubble Ansatz”, arxiv:0911.4708.

[5] L. F. Alday, J. Maldacena, A. Sever and P. Vieira, “Y-system for Scattering Amplitudes”, arxiv:1002.2459.

[6] L. J. Dixon, “Calculating scattering amplitudes efficiently”, hep-ph/9601359.

[7] E. Witten, “Perturbative gauge theory as a string theory in twistor space”, Commun. Math. Phys. 252, 189 (2004), hep-th/0312171.

[8] R. Britto, F. Cachazo and B. Feng, “New Recursion Relations for Tree Amplitudes of Gluons”, Nucl. Phys. B715, 499 (2005), hep-th/0412308.

[9] R. Britto, F. Cachazo, B. Feng and E. Witten, “Direct Proof Of Tree-Level Recursion Relation In Yang- Mills Theory”, Phys. Rev. Lett. 94, 181602 (2005), hep-th/0501052.

[10] N. Arkani-Hamed and J. Kaplan, “On Tree Amplitudes in Gauge Theory and Gravity”, JHEP 0804, 076 (2008), arxiv:0801.2385.

[11] A. Brandhuber, P. Heslop and G. Travaglini, “A note on dual superconformal symmetry of the $\mathcal{N} = 4$ super Yang-Mills S-matrix”, Phys. Rev. D78, 125005 (2008), arxiv:0807.4097.

[12] N. Arkani-Hamed, F. Cachazo and J. Kaplan, “What is the Simplest Quantum Field Theory?”, arxiv:0808.1446.

[13] J. M. Drummond and J. M. Henn, “All tree-level amplitudes in $\mathcal{N} = 4$ SYM”, JHEP 0904, 018 (2009), arxiv:0808.2475.

[14] V. P. Nair, “A CURRENT ALGEBRA FOR SOME GAUGE THEORY AMPLITUDES”, Phys. Lett. B214, 215 (1988).

[15] S. J. Parke and T. R. Taylor, “An Amplitude for n Gluon Scattering”, Phys. Rev. Lett. 56, 2459 (1986).

[16] F. A. Berends and W. T. Giele, “Recursive Calculations for Processes with n Gluons”, Nucl. Phys. B306, 759 (1988).

[17] F. Cachazo and P. Svcek, “Tree level recursion relations in general relativity”, hep-th/0502160.

[18] J. M. Drummond, M. Spradlin, A. Volovich and C. Wen, “Tree-Level Amplitudes in $\mathcal{N}=8$ Supergravity”, Phys. Rev. D79, 105018 (2009), arxiv:0901.2363.

[19] J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, “Dual superconformal symmetry of scattering amplitudes in $\mathcal{N} = 4$ super-Yang-Mills theory”, arxiv:0807.1095.

[20] N. Berkovits and J. Maldacena, “Fermionic T-Duality, Dual Superconformal Symmetry, and the Amplitude/Wilson Loop Connection”, JHEP 0809, 062 (2008), arxiv:0807.3196.
[21] N. Arkani-Hamed, F. Cachazo, C. Cheung and J. Kaplan, “The S-Matrix in Twistor Space”, arxiv:0903.2110.

[22] L. Mason and D. Skinner, “Scattering Amplitudes and BCFW Recursion in Twistor Space”, arxiv:0903.2083.

[23] G. P. Korchemsky and E. Sokatchev, “Twistor transform of all tree amplitudes in $N=4$ SYM theory”, arxiv:0907.4107.

[24] J. M. Drummond, J. M. Henn and J. Plefka, “Yangian symmetry of scattering amplitudes in $N = 4$ super Yang-Mills theory”, JHEP 0905, 046 (2009), arxiv:0902.2987.

[25] L. Dolan, C. R. Nappi and E. Witten, “A relation between approaches to integrability in superconformal Yang-Mills theory”, JHEP 0310, 017 (2003), hep-th/0308089.

[26] L. Dolan, C. R. Nappi and E. Witten, “Yangian symmetry in $D=4$ superconformal Yang-Mills theory”, hep-th/0401243.

[27] J. M. Drummond and L. Ferro, “Yangians, Grassmannians and T-duality”, arxiv:1001.3348.

[28] A. Hodges, “Eliminating spurious poles from gauge-theoretic amplitudes”, arxiv:0905.1473.

[29] J. A. Minahan and K. Zarembo, “The Bethe-ansatz for $N = 4$ super Yang-Mills”, JHEP 0303, 013 (2003), hep-th/0212208.

[30] N. Beisert and M. Staudacher, “Long-range PSU(2,2/4) Bethe ansaetze for gauge theory and strings”, Nucl. Phys. B727, 1 (2005), hep-th/0504190.

[31] N. Beisert, B. Eden and M. Staudacher, “Transcendentality and crossing”, J. Stat. Mech. 0701, P021 (2007), hep-th/0610251.

[32] N. Gromov, V. Kazakov and P. Vieira, “Integrability for the Full Spectrum of Planar AdS/CFT”, arxiv:0901.3753.

[33] G. Arutyunov and S. Frolov, “Thermodynamic Bethe Ansatz for the $AdS_5 \times S^5$ Mirror Model”, JHEP 0905, 068 (2009), arxiv:0903.0141.

[34] I. Bena, J. Polchinski and R. Roiban, “Hidden symmetries of the $AdS_5 \times S^5$ superstring”, Phys. Rev. D69, 046002 (2004), hep-th/0305116.

[35] J. M. Drummond and L. Ferro, “The Yangian origin of the Grassmannian integral”, arxiv:1002.4622.

[36] G. P. Korchemsky and E. Sokatchev, “Superconformal invariants for scattering amplitudes in $N=4$ SYM theory”, arxiv:1002.4625.

[37] N. Arkani-Hamed, F. Cachazo, C. Cheung and J. Kaplan, “A Duality For The S Matrix”, arxiv:0907.5418.

[38] R. Britto, F. Cachazo and B. Feng, “Generalized unitarity and one-loop amplitudes in $N = 4$ super-Yang-Mills”, Nucl. Phys. B725, 275 (2005), hep-th/0412103.

[39] F. Cachazo, “Sharpening The Leading Singularity”, arxiv:0803.1988.

[40] F. Cachazo, M. Spradlin and A. Volovich, “Leading Singularities of the Two-Loop Six-Particle MHV Amplitude”, Phys. Rev. D78, 105022 (2008), arxiv:0805.4832.

[41] L. Mason and D. Skinner, “Dual Superconformal Invariance, Momentum Twistors and Grassmannians”, arxiv:0909.0250.
[61] S. V. Ivanov, G. P. Korchemsky and A. V. Radyushkin, “INFRARED ASYMPTOTICS OF PERTURBATIVE QCD: CONTOUR GAUGES”, Yad. Fiz. 44, 230 (1986).

[62] G. P. Korchemsky and G. Marchesini, “Structure function for large x and renormalization of Wilson loop”, Nucl. Phys. B406, 225 (1993), hep-ph/9210281.

[63] Z. Bern, L. J. Dixon and V. A. Smirnov, “Iteration of planar amplitudes in maximally supersymmetric Yang-Mills theory at three loops and beyond”, Phys. Rev. D72, 085001 (2005), hep-th/0505205.

[64] C. Anastasiou, Z. Bern, L. J. Dixon and D. A. Kosower, “Planar amplitudes in maximally supersymmetric Yang-Mills theory”, Phys. Rev. Lett. 91, 251602 (2003), hep-th/0309040.

[65] F. Cachazo, M. Spradlin and A. Volovich, “Iterative structure within the five-particle two-loop amplitude”, Phys. Rev. D74, 045020 (2006), hep-th/0602228.

[66] Z. Bern, M. Czakon, D. A. Kosower, R. Roiban and V. A. Smirnov, “Two-loop iteration of five-point $N = 4$ super-Yang-Mills amplitudes”, Phys. Rev. Lett. 97, 181601 (2006), hep-th/0604074.

[67] M. Spradlin, A. Volovich and C. Wen, “Three-Loop Leading Singularities and BDS Ansatz for Five Particles”, Phys. Rev. D78, 085025 (2008), arxiv:0808.1054.

[68] I. A. Korchemskaya and G. P. Korchemsky, “Evolution equation for gluon Regge trajectory”, Phys. Lett. B387, 346 (1996), hep-ph/9607229.

[69] R. Kallosh and A. A. Tseytlin, “Simplifying superstring action on $AdS_5 \times S^5$”, JHEP 9810, 016 (1998), hep-th/9808088.

[70] J. M. Drummond, G. P. Korchemsky and E. Sokatchev, “Conformal properties of four-gluon planar amplitudes and Wilson loops”, Nucl. Phys. B795, 385 (2008), arxiv:0707.0243.

[71] J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, “On planar gluon amplitudes/Wilson loops duality”, Nucl. Phys. B795, 52 (2008), arxiv:0709.2368.

[72] J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, “Conformal Ward identities for Wilson loops and a test of the duality with gluon amplitudes”, arxiv:0712.1223.

[73] J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, “The hexagon Wilson loop and the BDS ansatz for the six-gluon amplitude”, Phys. Lett. B662, 456 (2008), arxiv:0712.4138.

[74] J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, “Hexagon Wilson loop = six-gluon MHV amplitude”, Nucl. Phys. B815, 142 (2009), arxiv:0803.1466.

[75] Z. Bern, L. Dixon, D. Kosower, R. Roiban, M. Spradlin, C. Vergu and A. Volovich, “The Two-Loop Six-Gluon MHV Amplitude in Maximally Supersymmetric Yang-Mills Theory”, Phys. Rev. D78, 045007 (2008), arxiv:0803.1465.

[76] V. Del Duca, C. Duhr and V. A. Smirnov, “The Two-Loop Hexagon Wilson Loop in $N = 4$ SYM”, arxiv:1003.1702.

[77] C. Anastasiou, A. Brandhuber, P. Heslop, V. V. Khoze, B. Spence and G. Travaglini, “Two-Loop Polygon Wilson Loops in $N = 4$ SYM”, JHEP 0905, 115 (2009), arxiv:0902.2245.
[79] C. Vergu, “Higher point MHV amplitudes in $\mathcal{N} = 4$ Supersymmetric Yang-Mills Theory”, Phys. Rev. D79, 125005 (2009), arxiv:0903.3526.

[80] C. Vergu, “The two-loop MHV amplitudes in $\mathcal{N} = 4$ supersymmetric Yang-Mills theory”, arxiv:0908.2394.

[81] J. M. Drummond, J. Henn, G. P. Korchemsky and E. Sokatchev, “Generalized unitarity for $\mathcal{N} = 4$ super-amplitudes”, arxiv:0808.0491.

[82] A. Brandhuber, P. Heslop and G. Travaglini, “One-Loop Amplitudes in $\mathcal{N} = 4$ Super Yang-Mills and Anomalous Dual Conformal Symmetry”, arxiv:0905.4377.

[83] H. Elvang, D. Z. Freedman and M. Kiermaier, “Dual conformal symmetry of 1-loop NMHV amplitudes in $\mathcal{N} = 4$ SYM theory”, arxiv:0905.4379.

[84] A. Brandhuber, P. Heslop and G. Travaglini, “Proof of the Dual Conformal Anomaly of One-Loop Amplitudes in $\mathcal{N} = 4$ SYM”, arxiv:0906.3552.

[85] T. Bargheer, N. Beisert, W. Galleas, F. Loebbert and T. McLoughlin, “Exacting $\mathcal{N} = 4$ Superconformal Symmetry”, arxiv:0905.3738.

[86] G. P. Korchemsky and E. Sokatchev, “Symmetries and analytic properties of scattering amplitudes in $\mathcal{N} = 4$ SYM theory”, arxiv:0906.1737.

[87] A. Sever and P. Vieira, “Symmetries of the $\mathcal{N} = 4$ SYM S-matrix”, arxiv:0908.2437.

[88] N. Beisert, J. Henn, T. McLoughlin and J. Plefka, “One-Loop Superconformal and Yangian Symmetries of Scattering Amplitudes in $\mathcal{N}=4$ Super Yang-Mills”, JHEP 1004, 085 (2010), arxiv:1002.1733.