On superintegrability of 3D axially-symmetric non-subgroup-type systems with magnetic fields
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Abstract
We extend the investigation of three-dimensional Hamiltonian systems of non-subgroup type admitting non-zero magnetic fields and an axial symmetry, namely the circular parabolic case, the oblate spheroidal case and the prolate spheroidal case. More precisely, we focus on linear and some special cases of quadratic superintegrability. In the linear case, no new superintegrable system arises. In the quadratic case, we found one new minimally superintegrable system that lies at the intersection of the circular parabolic and cylindrical cases and another one at the intersection of the cylindrical, spherical, oblate spheroidal and prolate spheroidal cases. By imposing additional conditions on these systems, we found for each quadratically minimally superintegrable system a new infinite family of higher-order maximally superintegrable systems. These two systems are linked respectively with the caged and harmonic oscillators without magnetic fields through a time-dependent canonical transformation.
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1. Introduction

The first (modern) steps in obtaining and classifying all superintegrable Hamiltonian systems were undertaken by Smorodinsky, Winternitz et al in [10, 11, 20] concerning 2D and 3D non-relativistic Hamiltonians without magnetic fields. This research was then
continued by many others, see e.g. [6, 7, 12, 14–18, 27–29, 33, 37, 39]. For such Hamiltonians, quadratic integrability is linked [20] with the separation of variables in the Hamilton–Jacobi or Schrödinger equations in one of the 11 orthogonal coordinate systems listed in [5]. However, this separability is not always preserved in the presence of a magnetic field.

Later on, a series of papers was dedicated to 2D and 3D non-relativistic Hamiltonian systems with magnetic fields for integrable and superintegrable cases, see e.g. [2, 4, 19, 22–25, 31, 32, 35, 36, 40]. One way to look for superintegrability is to start from an integrable system and then find additional integrals of motion. Up to now, only the following classes of quadratically integrable systems in 3D were investigated with magnetic fields [1, 9, 23, 25, 40]: Cartesian, cylindrical, spherical, oblate spheroidal, prolate spheroidal and circular parabolic (also called parabolic rotational). Those classes are named after the coordinates in which the Hamilton–Jacobi/Schrödinger equations separate in the limit of vanishing magnetic fields. In this paper, we use the last three cases as starting points to seek for superintegrability with non-zero magnetic fields. These three integrable systems represent the systems that possess an axial symmetry and belong to the non-subgroup type of integrability, i.e. the oblate spheroidal, prolate spheroidal and circular parabolic cases. The first three classes (Cartesian, cylindrical and spherical) belong to the subgroup type and are to be investigated in other papers like [26]. The defining property of the subgroup class is that the leading order terms of their commuting quadratic integrals are second-order Casimir operators of subgroups in some subgroup chain

\[ G \supset \tilde{G} \supset G_M, \]  

(1.1)

where \( G \) is the Euclidean group and \( G_M \) is its maximal Abelian subgroup. The non-subgroup type then refers to all other classes (i.e. elliptic cylindrical, parabolic cylindrical, prolate spheroidal, circular parabolic, parabolic, conical and ellipsoidal).

The goal of this paper is twofold. Firstly, we will complete the classification of all linearly superintegrable systems of the non-subgroup type with an axial symmetry and a magnetic field. The associated results for the circular parabolic case are already known and presented in [1]. Secondly, we will continue the investigation of quadratic superintegrability for the circular parabolic case, the oblate spheroidal case and the prolate spheroidal case, by looking at specific (non-general) quadratic integrals of motion. The general cases are very difficult to work with because of the high numbers of constants and functions. Hence, we will focus on cases which allow separation of variables in other coordinate system(s) when there are no magnetic fields, i.e. we will follow hints from the lists of superintegrable systems in [7].

The paper is structured as follows. In section 2, we provide our blanket hypothesis and we specify the notation that we use throughout the paper. In section 3, we summarize some results of the previous paper [1] on integrability of the 3D non-subgroup-type Hamiltonian systems that admit non-zero magnetic fields and an axial symmetry. In section 4, we classify all possible superintegrable systems admitting magnetic fields with additional integrals linear in momenta that are linked with the oblate spheroidal coordinates and the prolate spheroidal coordinates. In section 5, we investigate a special case of quadratic superintegrability both for the oblate spheroidal case and prolate spheroidal case, which also lies at the intersection of spherical and cylindrical cases. In section 6, we search for a new additional quadratic integral associated with the circular parabolic coordinates and the cylindrical coordinates. In section 7, we provide some conclusions and future perspectives. Some examples of trajectories associated with minimally and maximally superintegrable systems are provided in the appendix A.
2. Notation and definitions

We consider 3D classical Hamiltonian systems that admit a static non-vanishing magnetic field $\vec{B}$ and a static scalar potential $W$, i.e. in the Cartesian coordinates the Hamiltonian $H$ takes the form 

$$H = \frac{1}{2} \left( (p_\xi^2) + (p_\eta^2) + (p_\zeta^2) \right) + W(\vec{x}), \quad (2.1)$$

where $p_\mu^\mu = p_\mu + A_\mu(\vec{x})$ are the covariant expressions of the momenta $p_\mu$ and $A_\mu(\vec{x})$ are the vector potential components corresponding to the magnetic field $\vec{B}(\vec{x})$. For convenience, the mass of the particle and its electric charge are set to 1 and $-1$, respectively. Throughout this paper, we prefer to use the covariant representation of the momenta to preserve the gauge invariance linked with the vector potential $A(\vec{x})$, unless otherwise stated. Indeed, the magnetic field $\vec{B}(\vec{x})$ defines the potential vector $A(\vec{x})$ up to a gauge transformation. In the Hamiltonian description, the choice of gauge can be seen as a canonical transformation. In our, static, case, the gauge transformation takes the form

$$\vec{A}(\vec{x}) = A(\vec{x}) + \nabla F(\vec{x}), \quad \vec{W}(\vec{x}) = W(\vec{x}). \quad (2.2)$$

The vector potential can be interpreted as a 1-form, e.g. in the Cartesian coordinates

$$A = A_\mu(x, y, z)dx + A_\mu(x, y, z)dy + A_\mu(x, y, z)dz, \quad (2.3)$$

such that the magnetic field 2-form $B$ is obtained by taking the exterior derivative of the vector potential $A$, e.g. in the Cartesian coordinates

$$B = B_2(x, y, z)dy \wedge dz + B_2(x, y, z)dz \wedge dx + B_2(x, y, z)dx \wedge dy = (\partial_y A_z - \partial_z A_y)dy \wedge dz + (\partial_z A_x - \partial_x A_z)dz \wedge dx + (\partial_x A_y - \partial_y A_x)dx \wedge dy. \quad (2.4)$$

We use the notation for the angular momenta associated with the covariant linear momenta $L_\xi^\mu = y p_\xi^\mu - z p_\eta^\mu$, $L_\eta^\mu = z p_\eta^\mu - x p_\zeta^\mu$ and $L_\zeta^\mu = x p_\zeta^\mu - y p_\xi^\mu$ together with the associated total angular momentum $(L^\xi)^2 = (L_\eta^\xi)^2 + (L_\zeta^\xi)^2$.

For a Hamiltonian system to be integrable (in the sense of Liouville), it must possess as many independent integrals of motion in involution as the number of dimensions. In our case, it implies that there exist 2 integrals of motion plus the Hamiltonian, where all of their Poisson brackets vanish pairwise, i.e.

$$\{X_1, H\} = 0, \quad \{X_2, H\} = 0, \quad \{X_1, X_2\} = 0. \quad (2.5)$$

The operation $\{ \cdot, \cdot \}$ is the standard Poisson bracket, i.e.

$$\{ f, g \} = \frac{\partial f}{\partial x} \frac{\partial g}{\partial p_x} + \frac{\partial f}{\partial y} \frac{\partial g}{\partial p_y} + \frac{\partial f}{\partial z} \frac{\partial g}{\partial p_z} - \frac{\partial f}{\partial p_x} \frac{\partial g}{\partial x} - \frac{\partial f}{\partial p_y} \frac{\partial g}{\partial y} - \frac{\partial f}{\partial p_z} \frac{\partial g}{\partial z}. \quad (2.6)$$

Moreover, we assume that these integrals of motion are functionally independent, i.e. that the Jacobian matrix

$$\begin{bmatrix} \frac{\partial (H, X_1, X_2)}{\partial (x_i, p_j)} \end{bmatrix} \quad (2.7)$$

is of maximal rank. (Here, the maximal rank is 3.)
If the system admits additional functionally independent integrals of motion, then it is said to be superintegrable. In the 3D case, there are only two possibilities for superintegrability: minimal superintegrability (3 + 1 integrals of motion) and maximal superintegrability (3 + 2 integrals of motion). One should note that we do not require the additional integrals of motion to be in involution with any other integral of motion except for the Hamiltonian.

In this paper, we look for additional integrals of motion that are polynomial in momenta. To obtain such additional integrals, we use a direct method, i.e. we require that the Poisson bracket of the Hamiltonian and the new integral of motion polynomial in momenta lie in the enveloping algebra of the Euclidean algebra \( \mathfrak{e}(3) \), i.e. that they are a combination of the linear momenta \( p_i \) and the angular momenta \( L_i \).

More precisely, for a quadratic integral of the form

\[
X = \sum_{i,j} f_{ij}(x, y, z) p_i^A p_j^A + \sum_i s_i(x, y, z) p_i^A + m(x, y, z),
\]

the determining equations are given as follow:

- The third-order equations (implying that the quadratic terms lie in the enveloping algebra \( \mathfrak{e}(3) \))

\[
\partial_x f_{11} = 0, \quad \partial_x f_{11} = -\partial_x f_{12}, \quad \partial_x f_{11} = -\partial_x f_{13}, \\
\partial_x f_{22} = \partial_x f_{12}, \quad \partial_x f_{22} = 0, \quad \partial_x f_{22} = -\partial_x f_{23}, \\
\partial_x f_{33} = -\partial_x f_{13}, \quad \partial_x f_{33} = 0, \quad \partial_x f_{33} = 0, \\
\partial_x f_{23} + \partial_x f_{13} + \partial_x f_{12} = 0.
\]

- The second-order equations

\[
\partial_x s_1 = f_{13} B_i - f_{12} B_i, \quad \partial_x s_1 = -\partial_x s_2 - f_{13} B_i + f_{23} B_i + 2(f_{11} - f_{22}) B_i, \\
\partial_x s_2 = -f_{23} B_i + f_{12} B_i, \quad \partial_x s_2 = -\partial_x s_2 + 2(f_{22} - f_{33}) B_i - f_{12} B_i + f_{13} B_i, \\
\partial_x s_3 = f_{23} B_i - f_{13} B_i, \quad \partial_x s_3 = -\partial_x s_1 + f_{12} B_i - 2(f_{11} - f_{33}) B_i - f_{23} B_i.
\]

- The first-order equations

\[
\partial_x m = 2f_{11}\partial_x W + f_{12}\partial_y W + f_{13}\partial_z W + s_3 B_i - s_2 B_i, \\
\partial_x m = f_{12}\partial_x W + 2f_{22}\partial_y W + f_{23}\partial_z W - s_3 B_i + s_1 B_i, \\
\partial_x m = f_{13}\partial_x W + f_{23}\partial_y W + 2f_{33}\partial_z W + s_2 B_i - s_1 B_i.
\]

- The zeroth-order equation

\[
s_1 \partial_x W + s_2 \partial_y W + s_3 \partial_z W = 0
\]
Solving these partial differential equations is equivalent to finding a quadratic integral of motion $X$. Some additional constraints can appear in the magnetic field and the scalar potential coming from the determining equations.

When there are no magnetic fields, the equations greatly simplify. The equations split into two independent sets, one involving the functions $f_{jk}$ and $m$, the other one involving the functions $s_j$. Thus, the integral can be assumed to be either even or odd in the momenta. In [20], it was proven that all 3D quadratically integrable systems are equivalent to one of the 11 systems linked with separation of coordinates and quadratic superintegrability was addressed for the systems separating in the spherical coordinates. Evans in his PhD thesis extended this study to all quadratically superintegrable systems in 3D. He has shown that these systems separate in more than one coordinate set and thus lie at the intersection of integrable classes. In [7] he provided a list of all 3D quadratically minimally and maximally superintegrable Hamiltonian systems (non-relativistic, without magnetic fields and time-independent) together with the coordinate systems in which they separate and the corresponding integrals of motion.

3. Past results on integrability for axially-symmetric Hamiltonians

In this paper, we consider 3D non-subgroup-type integrable systems with non-zero magnetic fields and an axial symmetry as starting points. These systems were previously studied in [1], and are linked with three types of coordinates:

- the circular parabolic coordinates,
- the oblate spheroidal coordinates,
- the prolate spheroidal coordinates.

The subgroup-type integrable systems with non-zero magnetic fields and an axial symmetry (cylindrical and spherical cases) were treated in other papers [9, 25]. These subgroup-type integrable systems will not be used as starting points here, however, the superintegrable systems found in this paper lie at the intersection of subgroup-type and non-subgroup-type cases.

To make the paper self-contained, we briefly provide results concerning the integrability of non-subgroup-type integrable systems with non-zero magnetic fields and an axial symmetry.

3.1. The circular parabolic integrable case

The circular parabolic coordinates are given through their transformation into the Cartesian coordinates as

$$
x = \xi \eta \cos(\phi), \quad y = \xi \eta \sin(\phi), \quad z = \frac{1}{2}(\xi^2 - \eta^2). \quad (3.1)
$$

This system of coordinates is alternatively called the parabolic rotational coordinates. The integrable Hamiltonian associated with the circular parabolic case is

$$
H = \frac{1}{2} \left( \frac{(p_\xi)^2}{\xi^2 + \eta^2} + \frac{(p_\eta)^2}{\xi^2 \eta^2} \right) + \frac{1}{2} \left( \frac{\beta_1(\eta) - \beta_2(\xi)}{\xi^2 + \eta^2} \right)^2 + \frac{\eta^2 \rho_2(\xi) - \xi^2 \rho_1(\eta)}{\xi^2 \eta^2 (\xi^2 + \eta^2)} \quad (3.2)
$$

together with the magnetic field
\[ B_\xi = -\partial_\eta \left( \frac{\xi^2 \beta_1(\eta) + \eta^2 \beta_2(\xi)}{\xi^2 + \eta^2} \right), \quad B_\eta = \partial_\xi \left( \frac{\xi^2 \beta_1(\eta) + \eta^2 \beta_2(\xi)}{\xi^2 + \eta^2} \right), \]
\[ B_\phi = 0, \quad (3.3) \]

where \( \rho_1(\eta) \) and \( \rho_2(\xi) \) are arbitrary functions appearing solely in the scalar potential, while \( \beta_1(\eta) \) and \( \beta_2(\xi) \) are arbitrary functions that appear also in the magnetic field. This system possesses two quadratic integrals of motion: a (Laplace–)Runge–Lenz-type integral of motion
\[ X_1 = L_\xi^A p_\eta^A - L_\eta^A p_\xi^A + \text{lower order terms} \]
\[ = \frac{\eta^2 (p_\xi^A)^2 - \xi^2 (p_\eta^A)^2}{2(\xi^2 + \eta^2)} + \frac{\eta^2 - \xi^2 (p_\phi^A)^2}{2\xi^2 \eta^2} (p_\eta^A)^2 + \left( \frac{\beta_1(\eta) - \beta_2(\xi)}{\xi^2 + \eta^2} \right) p_\phi^A \]
\[ + \frac{\xi^4 \rho_1(\eta) + \eta^4 \rho_2(\xi)}{\xi^2 \eta^2 (\xi^2 + \eta^2)} \]
\[ (3.4) \]
and a quadratic angular momentum integral of motion that degenerates in the presence of a magnetic field to a linear one, namely
\[ X_2 = L_\xi^A + \text{lower order terms} \]
\[ = p_\phi^A + \frac{\xi^2 \beta_1(\eta) + \eta^2 \beta_2(\xi)}{\xi^2 + \eta^2}, \]
\[ (3.5) \]
corresponding to the axial symmetry. The integral of motion \( X_2 \) becomes simply \( p_\phi \) by using the suitable choice of gauge for the vector potential \( A \)
\[ A_\xi = A_\eta = 0, \quad A_\phi = -\frac{\xi^2 \beta_1(\eta) + \eta^2 \beta_2(\xi)}{\xi^2 + \eta^2} \]
\[ (3.6) \]

### 3.2. The oblate spheroidal integrable case

The oblate spheroidal coordinates are given through their transformation into the Cartesian coordinates as
\[ x = a \cosh(\xi) \sin(\eta) \cos(\phi), \quad y = a \cosh(\xi) \sin(\eta) \sin(\phi), \]
\[ z = a \sinh(\xi) \cos(\eta), \quad (3.7) \]

where \( a \) is a parameter greater than zero. The integrable Hamiltonian associated with the oblate spheroidal case is
\[ H = \frac{1}{2} \left( \frac{(p_\xi^A)^2 + (p_\eta^A)^2}{a^2(\cosh^2(\xi) - \sin^2(\eta))} + \frac{(p_\phi^A)^2}{a^2 \cosh^2(\xi) \sin^2(\eta)} \right) \]
\[ - \frac{1}{2} \left( \frac{\beta_1(\eta) - \beta_2(\xi)}{2a(\cosh^2(\xi) - \sin^2(\eta))} \right)^2 + \frac{\rho_1(\eta) + \rho_2(\xi)}{2a^2(\cosh^2(\xi) - \sin^2(\eta))} \]
\[ (3.8) \]

Together with the magnetic field
\[ B_\xi = \partial_\eta \left( \frac{\sin^2(\eta)\beta_2(\xi) - \cosh^2(\xi)\beta_1(\eta)}{2(\cosh^2(\xi) - \sin^2(\eta))} \right), \]
\[ B_\eta = -\partial_\xi \left( \frac{\sin^2(\eta)\beta_2(\xi) - \cosh^2(\xi)\beta_1(\eta)}{2(\cosh^2(\xi) - \sin^2(\eta))} \right), \]
\[ B_\phi = 0, \quad (3.9) \]

where \( \rho_1(\eta) \) and \( \rho_2(\xi) \) are arbitrary functions appearing solely in the scalar potential, while \( \beta_1(\eta) \) and \( \beta_2(\xi) \) are arbitrary functions that appear also in the magnetic field. This system possesses two quadratic integrals of motion: the integral of motion
\[ X_1 = (L^A)^2 + a^2 \left( (p_\xi^A)^2 + (p_\eta^A)^2 \right) + \text{lower order terms} \]
\[ = \frac{\sin^2(\eta)(p_\xi^A)^2 + \cosh^2(\xi)(p_\eta^A)^2}{\cosh^2(\xi) - \sin^2(\eta)} + \frac{\cosh^2(\xi) + \sin^2(\eta)}{\cosh^2(\xi) - \sin^2(\eta)}(p_\phi^A)^2 \]
\[ + \left( \frac{\beta_1(\eta) - \beta_2(\xi)}{\cosh^2(\xi) - \sin^2(\eta)} \right) p_\phi^A + \frac{\cosh^2(\xi)\rho_1(\eta) + \sin^2(\eta)\rho_2(\xi)}{\cosh^2(\xi) - \sin^2(\eta)}, \quad (3.10) \]

and a quadratic angular momentum integral of motion that degenerates to a linear one, i.e.
\[ X_2 = L^A_z + \text{lower order terms} \]
\[ = p_\phi^A + \frac{\cosh^2(\xi)\beta_1(\eta) - \sin^2(\eta)\beta_2(\xi)}{2(\cosh^2(\xi) - \sin^2(\eta))}, \quad (3.11) \]

corresponding to the axial symmetry. The integral of motion \( X_2 \) becomes simply \( p_\phi \) by using the suitable choice of gauge for the vector potential \( A \)
\[ A_\xi = A_\eta = 0, \quad A_\phi = -\frac{\cosh^2(\xi)\beta_1(\eta) - \sin^2(\eta)\beta_2(\xi)}{2(\cosh^2(\xi) - \sin^2(\eta))}. \quad (3.12) \]

3.3. The prolate spheroidal integrable case

The prolate spheroidal coordinates are given through their transformation into the Cartesian coordinates as
\[ x = a \sinh(\xi) \sin(\eta) \cos(\phi), \quad y = a \sinh(\xi) \sin(\eta) \sin(\phi), \]
\[ z = a \cosh(\xi) \cos(\eta), \quad (3.13) \]

where \( a \) is a parameter greater than zero. The integrable Hamiltonian associated with the prolate spheroidal case is
\[ H = \frac{1}{2} \left( \frac{(p_\xi^A)^2 + (p_\eta^A)^2}{a^2(\sinh^2(\xi) + \sin^2(\eta))} + \frac{(p_\phi^A)^2}{a^2 \sinh^2(\xi) \sin^2(\eta)} \right) \]
\[ + \frac{1}{2} \left( \frac{\beta_1(\eta) - \beta_2(\xi)}{2a(\sinh^2(\xi) + \sin^2(\eta))} \right)^2 + \frac{\rho_1(\eta) + \rho_2(\xi)}{2a^2(\sinh^2(\xi) + \sin^2(\eta))} \quad (3.14) \]

together with the magnetic field
\[ B_\xi = -\partial_\eta \left( \frac{\sin^2(\eta)\beta_2(\xi) + \sinh^2(\xi)\beta_1(\eta)}{2(\sinh^2(\xi) + \sin^2(\eta))} \right) , \]
\[ B_\eta = \partial_\xi \left( \frac{\sin^2(\eta)\beta_2(\xi) + \sinh^2(\xi)\beta_1(\eta)}{2(\sinh^2(\xi) + \sin^2(\eta))} \right) , \]
\[ B_\phi = 0 , \] (3.15)

where \( \rho_1(\eta) \) and \( \rho_2(\xi) \) are arbitrary functions appearing solely in the scalar potential, while \( \beta_1(\eta) \) and \( \beta_2(\xi) \) are arbitrary functions that appear also in the magnetic field. This system possesses two quadratic integrals of motion: the integral of motion corresponding to the axial symmetry. The integral of motion
\[ X_1 = (L^A)^2 - \alpha^2 \left( (p_\xi^A)^2 + (p_\eta^A)^2 \right) + \text{lower order terms} \]
\[ = \frac{\sinh^2(\xi)(p_\xi^A)^2 - \sin^2(\eta)(p_\eta^A)^2}{\sinh^2(\xi) + \sin^2(\eta)} + \frac{\sinh^2(\xi) - \sin^2(\eta)}{\sinh^2(\xi) + \sin^2(\eta)} (p_\phi^A)^2 \]
\[ + \left( \frac{\beta_2(\xi) - \beta_1(\eta)}{2(\sinh^2(\xi) + \sin^2(\eta))} \right) p_\phi^A + \frac{\sinh^2(\xi)\rho_1(\eta) - \sin^2(\eta)\rho_2(\xi)}{\sinh^2(\xi) + \sin^2(\eta)} \] (3.16)

and a quadratic integral of motion that degenerates to a linear one, i.e.
\[ X_2 = L^A_\xi + \text{lower order terms} \]
\[ = p_\phi^A + \frac{\sinh^2(\xi)\beta_1(\eta) + \sin^2(\eta)\beta_2(\xi)}{2(\sinh^2(\xi) + \sin^2(\eta))} , \] (3.17)

and the suitable choice of gauge for the vector potential \( A \)
\[ A_\xi = A_\eta = 0 , \quad A_\phi = -\frac{\sinh^2(\xi)\beta_1(\eta) + \sin^2(\eta)\beta_2(\xi)}{2(\sinh^2(\xi) + \sin^2(\eta))} . \] (3.18)

4. Linear superintegrability: oblate and prolate spheroidal

In this section, we investigate the linear superintegrability associated with the oblate spheroidal case and the prolate spheroidal case. We look separately into the oblate and prolate spheroidal cases for a general additional linear integral, which takes the form
\[ Y_3 = \alpha_1 p_\xi^A + \alpha_2 p_\eta^A + \alpha_3 p_\phi^A + \alpha_4 L^A_\xi + \alpha_5 L^A_\eta + \alpha_6 L^A_\phi + m(x,y,z) . \] (4.1)

The constant \( \alpha_6 \) can be set to zero in both the oblate and prolate spheroidal cases since the new integral must be functionally independent with the integral \( X_2 \). After doing such an investigation for both the oblate and prolate spheroidal cases, taking out the cases where the magnetic fields vanish, we are left with two superintegrable systems that appear for both the oblate spheroidal case and the prolate spheroidal case.

The first superintegrable system involves the additional integral of motion
\[ Y_3 = p_\xi^A , \] (4.2)

which leads to the Hamiltonian
\[ H = \frac{(p_\xi^A)^2 + (p_\eta^A)^2 + (p_\phi^A)^2}{2} + \frac{u_4}{x^2 + y^2} - \frac{b_2^2}{8}(x^2 + y^2) \] (4.3)
together with the constant magnetic field oriented along the $z$-axis

$$B = b_z dx \wedge dy. \quad (4.4)$$

The corresponding vector potential can be chosen in the form

$$A = -\frac{b_z}{2} y dx + \frac{b_z}{2} x dy. \quad (4.5)$$

The integrals of motion (3.10), (3.11), (3.16) and (3.17) written in the Cartesian coordinates become

$$X_1 = (L^A)^2 - b_z (x^2 + y^2 + z^2) L^A_z + \frac{2u_1 z^2}{x^2+y^2} + \frac{b_z^2}{4} (x^2 + y^2) (x^2 + y^2 + z^2), \quad (4.6)$$

$$X_2 = L^A_z - \frac{b_z}{2} (x^2 + y^2). \quad (4.7)$$

The integral $X_1$ has been redefined using the other integrals of motion to get rid of the parameter $a$ appearing in the oblate/prolate coordinates definition (3.7)/(3.13). The linear and quadratic integrals of motion (4.2), (4.3), (4.6) and (4.7) are functionally independent, thus the system is minimally superintegrable.

The second superintegrable system involves two independent additional integrals of motion,

$$Y_3 = p_x^A + b_z y, \quad Y_4 = p_y^A - b_z x, \quad (4.8)$$

which leads to a Hamiltonian similar to (4.3) but with $(x^2 + y^2)$ replaced by $z^2$ and one sign flipped,

$$H = \frac{(p_x^A)^2 + (p_y^A)^2 + (p_z^A)^2}{2} + \frac{u_1}{z^2} + \frac{b_z^2}{8} z^2, \quad (4.9)$$

with the same constant magnetic field (4.4) oriented along the $z$-axis

$$B = b_z dx \wedge dy. \quad (4.10)$$

[Thus, the vector potential reads as in (4.5).] The integrals of motion (3.10), (3.11), (3.16) and (3.17) written in the Cartesian coordinates are

$$X_1 = (L^A)^2 - b_z (x^2 + y^2 + z^2) L^A_z + \frac{2u_1 z^2}{x^2+y^2} (x^2 + y^2)$$

$$+ \frac{b_z^2}{4} (x^2 + y^2) (x^2 + y^2 + z^2), \quad (4.11)$$

$$X_2 = L^A_z - \frac{b_z}{2} (x^2 + y^2). \quad (4.12)$$

Similarly, the integral $X_1$ has been redefined to get rid of the parameter $a$. This system possesses 5 functionally independent integrals of motion, i.e. it is maximally superintegrable.

These two systems are already known in the literature, see e.g. [1, 23, 26]. One should note that the classification of all linearly superintegrable systems for the circular parabolic case was provided in section 6 of the paper [1].
5. Special quadratic superintegrability: oblate and prolate spheroidal

In this section and the next one, we do not look for general quadratic integrals of motion. The number of leading order constants together with the number of functions depending on position coordinates becomes too difficult to manage without giving a blind control to computer algebra systems like Maple [21]. It gets drastically worse every time the order of a general integral of motion is raised. Even if computer algebra systems like Maple are very useful and powerful, they are not perfect when we need to solve partial differential equations and some solutions may be missed. Therefore, we will be looking at special cases which would allow us to search for quadratic superintegrability without relying on the power of symbolic solvers of partial differential equations. More precisely, we consider cases that remain quadratically superintegrable when the magnetic field is set to zero, and thus according to the results of [7, 20] allow separation of variables in one of the sets of coordinates under study and also in at least another set of coordinates. In other words, we consider second-order integrals of motion that, when the magnetic fields are set to zero, would lead to the separation of variables in the oblate spheroidal, prolate spheroidal or circular parabolic coordinates and in another coordinate system. Evans [7] provided such a list of all quadratically minimally and maximally superintegrable systems when there is no magnetic field. Assuming that a superintegrable system with a magnetic field has a meaningful nontrivial limit as the magnetic field goes to zero, we may reasonably expect that the integrals turn into integrals found by Evans in the limit of vanishing magnetic fields. Since the leading order determining equations do not involve the magnetic field, we may impose the assumption that the leading order terms are not affected by the limit. Thus, starting with the same leading order terms of additional integrals, we look for additional quadratic integrals of motion when the magnetic field does not vanish.

According to Evans [7], when there are no magnetic fields, there exist one quadratically minimally superintegrable system involving the separation of variables in the oblate and prolate spheroidal coordinates and one quadratically maximally superintegrable system involving separation of variables in the oblate and prolate spheroidal coordinates, see the fifth case in table 2 and the first case in table 1 of [7], respectively. By considering the system with a magnetic field corresponding to the maximally superintegrable case without a magnetic field, the additional quadratic integrals lead to a maximally superintegrable system that possesses many linear integrals of motion in terms of which the imposed quadratic ones are expressed as their functions. This system has already been found in the previous section and e.g. in [1, 23, 26].

Hence, we look at the minimally superintegrable case, i.e. the overlap with the cylindrical and spherical cases, that is we impose an additional integral of the form

$Y_3 = (p^2_A)^2 + \text{lower order terms}, \quad (5.1)$

or the same investigation could have been done using the additional integral

$(L^A)^2 + \text{lower order terms}. \quad (5.2)$

That comes from the fact that it is possible to use the Hamiltonian and (5.1) to get rid of the parameter $a$ in this system, i.e.

$(L^A)^2 + \cdots = X_1 \pm 2a^2 Y_3 \mp 2a^2 H. \quad (5.3)$

We searched for the integral (5.1) for the oblate spheroidal case and the prolate spheroidal case, separately. From the second-order determining equations of the Poisson brackets of the
three integrals $X_1$, $X_2$ and $Y_3$ with the Hamiltonian $H$, we can take the compatibility conditions for the linear terms of the integrals of motion to get an overdetermined system of linear partial differential equations for the magnetic field, which can be solved. Once the admissible magnetic field is found from the compatibility conditions, one can solve the second-order determining equations to get the linear coefficients in the momenta. Then, by considering the compatibility conditions of the linear determining equations together with the zeroth-order determining equations, the potential $W$ can be found. As expected, we found the same system for the oblate and prolate spheroidal cases (and the spherical case) after removing the non-interesting cases (vanishing magnetic field and systems which reduce to the already known ones with linear integrals). The new Hamiltonian system is

$$H = \frac{(p_x)^2}{2} + \frac{(p_y)^2}{2} + \frac{(p_z)^2}{2} + \frac{u_1}{r} + \frac{u_2}{z} - u_3R^2 - \frac{b_1b_2}{4z^2}R^4$$

$$- b_2b_3r^2 - \frac{b_1b_3}{4r^2}R^2 - \frac{b_2^2}{8z^2}r^2 + \frac{b_1^2}{8z^2}R^2 - \frac{b_2}{2z}r^2$$

(5.4)

together with the magnetic field

$$B = \left(\frac{b_x}{z^2} - b_yx\right) dy \wedge dz + \left(\frac{b_y}{z^2} - b_yz\right) dz \wedge dx$$

$$+ \left(\frac{b_z}{r^2} + \frac{b_p}{2r} + b_1(r^2 + R^2)\right) dx \wedge dy,$$

(5.5)

where $r$ is the cylindrical radius, i.e. $r^2 = x^2 + y^2$, and $R$ is the spherical radius, i.e. $R^2 = x^2 + y^2 + z^2$. The constants $u_i$ appear only in the scalar potential while the constants $b_i$ also appear in the magnetic field. The vector potential $A$ can be chosen as

$$A = -\frac{y}{2} \left( b_z + \frac{b_p}{z} + b_1R^2 \right) dx + \frac{x}{2} \left( b_z + \frac{b_p}{z} + b_1R^2 \right) dy.$$  

(5.6)

The integrals of motion are given by

$$X_1 = (L_x^A)^2 - (b_z + b_1R^2)R^2L_x^A + \frac{2u_1}{r}r^2 + \frac{2u_2}{z^2}r^2$$

$$+ \frac{b_2^2}{4}r^2R^2 + \frac{b_1b_3}{4}r^2R^2 - \frac{b_2^2}{8}r^2R^4 + \frac{b_1^2}{4}R^4,$$

(5.7)

$$X_2 = L_z^A - \frac{b_z}{2}r^2 - \frac{b_p}{2z^2}r^2 - \frac{b_3}{2}r^2R^2,$$

(5.8)

$$Y_3 = (p_y^A)^2 + \left( \frac{b_y}{z^2} + b_3z^2 \right) L_y^A + \frac{2u_3}{z^2} - 2u_3z^2 + \frac{b_2^2}{4}z^2$$

$$- \frac{b_1b_p}{2z^2} - \frac{b_1b_3}{2}z^2R^2 - \frac{b_2^2}{2}z^2R^4 - \frac{b_1b_2}{2}R^4 + \frac{b_2^2}{2}z^2R^4.$$  

(5.9)

The Poisson bracket \{X_1, Y_3\} is the only one that is not zero, but the algebra closes polynomially, i.e. the Poisson bracket squared can be expressed as a polynomial in terms of $H$, $X_1$, $X_2$ and $Y_3$. 


\[
\begin{align*}
\{X_1, Y_3\}^2 &= 32HX_1Y_3 - 32HX_3^2Y_3 - 16X_1Y_3^2 \\
&\quad + 16X_2 \left( -b_xX_1^2 + 2b_xX_1X_3^2 + b_xX_3^2Y_3 - 4b_yH^2 + 2b_yHY_3 - b_yX_3^2 - b_yX_3Y_3 \right) \\
&\quad - 128u_2H^2 + 64b_yb_xH^2 + 128u_2HY_3 + 4(2b_yb_z - b_z^2 + 8u_3)X_1^2 \\
&\quad + 8(b_z^2 + 2b_yb_z - 8u_3)X_1X_3^2 + 4(10b_yb_z + 8u_3 - b_z^2)X_3^4 \\
&\quad - 16b_yb_xX_3Y_3 - 32(u_1 + u_2)Y_3^2 + 8 \left( 16b_xu_2H + b_y(b_z^2 - 2b_yb_z - 8u_3)X_1 \right) \\
&\quad + (16b_xu_2 - b_x^2b_y - 4b_yb_z - 8b_yu_3)X_3^2 - 8b_xu_2Y_3 \times X_2 \\
&\quad + 4(2b_yb_z - b_z^2b_y + 8b_yu_3 + 32b_yb_zu_1 - 16b_yb_zu_2 - 64u_3u_3)X_3^2 \\
&\quad + 32u_1(b_z^2b_y - 2b_zb_y - 8b_yu_3 + 8b_zu_3)X_2 + 64u_1u_3(b_x^2 - 2b_xb_z - 8u_3).
\end{align*}
\]

(5.10)

It is interesting to observe that the involutions of \( X_1 \) and \( Y_3 \) with \( X_2 \) are in this case obtained as a consequence of the existence of the integrals, i.e. there was no need to assume or impose their involution \textit{a priori}.

We can solve the associated equations of motion in the cylindrical coordinates,

\[
\begin{align*}
\dot{r} &= p_r, \quad \dot{\rho} = - \left( b_xp_0 - 2u_3 + \frac{b_x^2}{4} - \frac{b_yb_z}{2} \right) r + \frac{p_0^2 + 2u_1}{r^3}, \\
\dot{\varphi} &= \frac{b_y}{r^2} + \frac{p_0}{r} + \frac{b_x}{2} \rho^2 + \frac{b_z}{2}, \quad \dot{\rho} = 0.
\end{align*}
\]

The solution takes the form

\[
\begin{align*}
\rho(t) &= \sqrt{c_1 \cos(\nu t + c_2) + \sqrt{c_1^2 + \frac{L_z^2 + 2u_1}{\nu^2}}}, \quad c_1 \neq 0, \quad \nu = \sqrt{c_2^2 + \frac{b_xL_z + 2u_3}{\nu^2}}, \quad \nu = 1, \\
\varphi(t) &= c_3 + k_1t + \frac{b_y}{2\nu} \left( c_1 \sin(\nu t + c_2) + c_3 \sin(\nu t + c_4) \right) \\
&\quad + \frac{L_z}{\sqrt{L_z^2 + 2u_1}} \arctan \left( k_2 \tan \left( \frac{\nu t + c_2}{2} \right) \right) \\
&\quad + \frac{b_y}{2\sqrt{b_yL_z + 2u_2}} \arctan \left( k_3 \tan \left( \frac{\nu t + c_4}{2} \right) \right),
\end{align*}
\]

(5.14)

where the \( c_i \) and \( L_z \) are integration constants and the constants \( k_i \) are given by

\[
k_1 = \frac{b_z}{2} + \frac{b_y}{2} \left( \sqrt{c_1^2 + \frac{L_z^2 + 2u_1}{\nu^2}} + \sqrt{c_2^2 + \frac{L_zb_y + 2u_2}{\nu^2}} \right), \quad (5.15)
\]
\[ k_2 = \sqrt{1 + \frac{c_1^2 \nu^2}{4(L_z^2 + 2u_1)}} - \frac{c_1 \nu}{2\sqrt{L_z^2 + 2u_1}}, \quad \text{(5.16)} \]

\[ k_3 = \sqrt{1 + \frac{c_1^2 \nu^2}{4(L_z b_p + 2u_2)}} - \frac{c_3 \nu}{2\sqrt{L_z b_p + 2u_2}}, \quad \text{(5.17)} \]

The frequency \( \nu \) of \( r \) and \( z \) is determined by the (initial) angular momentum \( L_z \) and the constants \( b_z, b_p, b_r \) and \( u_3 \), i.e.

\[ \nu = \sqrt{b_z^2 - 8u_1 + 2b_r(2L_z - b_p)}. \quad \text{(5.18)} \]

We see that this system does not possess the behaviour of a maximally superintegrable system [34], i.e. its bounded trajectories are not closed, unless there are some additional restrictions. Hence, we conclude that the system is only minimally superintegrable in its general form. However, particular superintegrability in the sense of [38] can appear when \( \theta \) matches the frequency of \( r \) and \( z \) up to a multiplication by a rational number.

When \( b_z = b_p = 0 \), the frequency \( \nu \) of \( r \) and \( z \) becomes independent of the initial conditions (namely the conserved angular momentum \( L_z \)), that is

\[ \nu = \sqrt{b_z^2 - 8u_1}. \quad \text{(5.19)} \]

The remaining magnetic field is constant and oriented along the \( z \)-axis. By imposing the additional constraint

\[ u_3 = \frac{b_z^2}{8} \left( 1 - \frac{n^2}{4m} \right), \quad n, m \in \mathbb{N} \quad \text{(5.20)} \]

the frequency of \( r \) and \( z \) will match the frequency generated by \( \theta \) up to the multiplication by some integers \( n \) and \( m \). This relation is obtained by matching the frequency \( \nu \) with the constant \( k_1 \). (One should remember that \( \theta \) is an angular variable, hence the constant \( k_1 \) corresponds to a frequency in this case.) Under these conditions, the system becomes isochronous [3]. Using the rotating-frame transformation around the \( z \)-axis [41]

\[ R(t) = \begin{pmatrix} \cos \left( \frac{b_z t}{2} \right) & -\sin \left( \frac{b_z t}{2} \right) & 0 \\ \sin \left( \frac{b_z t}{2} \right) & \cos \left( \frac{b_z t}{2} \right) & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{(5.21)} \]

we can get rid of the magnetic field \( b_z \). Under the additional constraint \( u_1 = 0 \), we obtain a caged oscillator

\[ H = \frac{p_r^2 + p_y^2 + p_z^2}{2} + \frac{u_2}{z^2} + \frac{\nu^2}{8}(x^2 + y^2 + z^2), \quad \nu = \frac{nh}{2m}. \quad \text{(5.22)} \]

without a magnetic field, which is known to be maximally superintegrable, cf. [7, 8]. If \( u_1 \) is not set to zero, Bertrand’s theorem applied to the \( xy \)-plane implies that the trajectories of the magnetic-less rotated system cannot close, hence the system cannot be maximally superintegrable. In that case, the procedure below does not yield enough integrals for the original system.
We can map back the integrals of motion of the system (5.22) (one of which we obtain from the ladder operator following [30]) and eliminate the time dependence arising through the rotation by taking a suitable combination of them analogously to [8]—that is possible under the rationality condition (5.20) relating $u_3$ and $b_z$. Thus, we obtain a maximally superintegrable system. Its Hamiltonian reads

$$H = \frac{(p_z^A)^2 + (p_y^A)^2 + (p_x^A)^2}{2} + \frac{u_2}{z^2} - \frac{b_z^2}{8}r^2 + \frac{n^2b_z^2}{32m^2}R^2$$

(5.23)

with a constant magnetic field of magnitude $b_z$ oriented along the $z$-axis. The integrals of motion are

$$X_1 = (L^A)^2 - b_zR^2L_z^A + \frac{2u_2}{z^2}r^2 + \frac{b_z^2}{4}R^2,$n

(5.24)

$$X_2 = L_z^A - \frac{b_z}{2}r^2,$n

(5.25)

$$Y_3 = (p_z^A)^2 + \frac{2u_2}{z^2} + \frac{n^2b_z^2}{16m^2}z^2,$n

(5.26)

$$Y_4 = \text{Re} \left( \left( \frac{8\sinh b_z z^3 p_z^A + b_z^2 n^2 z^4 - 16m^2 z^2 (p_y^A)^2}{nb_z z^2} - 32m u_3 \right)^2 + \frac{16(p_z^A + i p_y^A)^2 + n^2b_z^2(x + iy)^2}{m^2} \right)^n.$n

(5.27)

The integral $Y_4$ is of order $2(n + 2m)$ in momenta and can be expressed explicitly without using complex expressions in terms of Chebyshev polynomials as in [8] or in [24], cf. equations (18)–(20) and (3.7) therein, respectively. As an example, in the case $m = n = 1$, the integral $Y_4$ becomes up to a rescaling by a numerical constant

$$Y_4 = ((p_z^A)^2 - (p_y^A)^2)(p_y^A)^4 + b_z(p_z^A)^2(2z p_y^A p_z^A + y p_y^A p_z^A + x p_y^A p_z^A)
- \frac{3(p_z^A)^2}{16z^2} \left( 2b_z^2 x^2 (p_y^A)^2 - (p_y^A)^2 \right) + \frac{16b_z^2}{3} (x(p_y^A)^2 + y(p_y^A)^2)
+ b_z^2 (x^2 + y^2)z^2(p_z^A)^2 + \frac{64u_2}{3} \left( (p_z^A)^2 - (p_y^A)^2 \right)
- \frac{3b_z p_y^A}{8z^2} \left( b_z x z^3(p_z^A)^2 + \frac{3b_z^2 z^4 - 32u_2}{3} (y p_y^A + x p_y^A) p_z^A
+ \frac{b_z^2 x^2 - 32u_2 z p_y^A p_z^A}{3} + \frac{(b_z^2 z^4 - 32u_2)^2}{256z^4} (p_y^A)^2 + b_z^2 \frac{b_z^2 z^4 - 32u_2}{16z} x p_y^A p_z^A
- \frac{(b_z^2 z^4 - 32u_2)^2}{256z^4} (p_y^A)^2 - b_z^2 \frac{b_z^2 z^4 - 32u_2}{16z} y p_y^A p_z^A
+ \frac{3b_z^2}{128z^2} (3b_z^2 z^4 - 32u_2)(x^2 + y^2)(p_z^A)^2 + \frac{3b_z^2}{128z^2} (b_z^2 z^4 - 32u_2)\right)$$
\[ 
\times \left( \frac{b_2^2}{6} z^4 (yp^A_x + x p^A_y) + b_2^2 xyz^3 p^A_z - \frac{16\mu_0^2}{3} (yp^A_x + x p^A_y) \right) 
\]
\[ 
- \frac{3b_2^2}{4096\alpha^2} (b_2^2 z^4 - 32\mu_2)^2 (x^2 - y^2). 
\]  
(5.28)

Let us remark that this construction of maximally superintegrable systems is not exhaustive in the sense that there may exist other maximally superintegrable systems of the form (5.4) for some other special values of its parameters. We used the system (5.22) without magnetic field to generate a previously unknown integral for the system (5.23) with magnetic field. This procedure, however, does not exclude a hypothetical existence of systems with magnetic field whose trajectories close but are not isoperiodic with the rotating frame transformation (5.21), i.e. the trajectories of the corresponding magnetic-less systems no longer close and thus are not maximally superintegrable. Hence such maximally superintegrable systems with magnetic field would be impossible to recover via our method. In addition, we focussed on isochronous systems, see e.g. [3,13], i.e. maximally superintegrable systems with a frequency independent of the initial value. For examples of trajectories associated with the systems (5.4) and (5.23), see figures 1–3.

6. Special quadratic superintegrability: circular parabolic

According to Evans [7], when there are no magnetic fields, there exist 2 quadratically minimally superintegrable systems allowing separation of variables in the circular parabolic coordinates and 3 maximally superintegrable ones, see the sixth and seventh cases in table 2 and the second, fourth and fifth cases in table 1 of [7], respectively. By considering the systems with magnetic fields corresponding to the ‘maximally’ superintegrable cases without magnetic fields, the additional quadratic integrals with the corresponding leading order terms lead again to maximally superintegrable systems that possess many linear integrals of motion. The quadratic integrals can be expressed in terms of the linear ones. These systems have already been found in e.g. [1, 23, 26]. For the minimally superintegrable counterparts, the overlap with the spherical case was studied in [1], where we found a new quadratically superintegrable system. Details on this system can be found in section 7 of [1]. However, the overlap with the cylindrical case was not studied previously, i.e. looking for an additional integral of motion of the form

\[ Y_3 = (p^A_z)^2 + \text{lower order terms}. \]  
(6.1)

From the second-order determining equations of the Poisson brackets of the three integrals \( X_1, X_2 \) and \( Y_3 \) with the Hamiltonian \( H \), we can take the compatibility conditions for the linear terms of the integrals of motion to get an overdetermined system of linear partial differential equations for the magnetic field, which can be solved. (When solving the compatibility conditions for the magnetic field, there is an additional term in the magnetic field of the form \( (x^2 + y^2)^{-1} \) appearing in addition to the terms present in the final result (6.3) below, but it vanishes either because of the compatibility conditions of the linear determining equations or the involution of the integrals \( X_1 \) and \( X_2 \), depending on the branch of the calculation.) Using the solution of the magnetic field from the compatibility conditions, one can solve the second-order determining equations to get the linear coefficients in the momenta. Then, by considering the compatibility conditions of the linear determining equations together with the zeroth-order determining equations, it is possible to find the potential \( W \). By requiring that \( X_1 \) and \( X_2 \) are in involution, we finally arrive at a single system described in (6.2) below. Notice that the integrals \( X_2 \) and \( Y_3 \) turn out to be in involution even if it was not required. The new quadratically
Figure 1. Trajectory of the minimally superintegrable system (5.4) with the initial values 
\[ x(0) = 1, \quad y(0) = -1, \quad z(0) = 1, \quad p_x(0) = 1, \quad p_y(0) = 0, \quad p_z(0) = 0 \] 
and the values of the constants \( u_1 = 2, \quad u_2 = \frac{3}{2}, \quad u_3 = -1, \quad b_x = 7, \quad b_y = 4, \quad b_z = 2 \). The trajectory is red at \( t = 0 \) and becomes gradually blue.

A superintegrable system is characterized by the Hamiltonian
\[
H = \frac{(p_x^2 + p_y^2 + p_z^2)}{2} - \frac{r^2}{32} \left( 2b_z - 4b_yz + b_y(r^2 + 4z^2) \right)^2 \\
+ u_1z + \frac{u_2}{r^2} + u_3(r^2 + 4z^2) 
\] (6.2)

Together with the magnetic field
\[
B = \left( b_x x - 2xzb_y \right) dy \wedge dz + \left( b_y y - 2b_yyz \right) dz \wedge dx \\
+ \left( b_z - 2b_zz + b_y(r^2 + 2z^2) \right) dx \wedge dy, 
\] (6.3)
Figure 2. Trajectory of the minimally superintegrable system (5.4) with the initial values \(x(0) = 1, y(0) = -1, z(0) = 1, p_x(0) = 1, p_y(0) = 0, p_z(0) = 0\) and the values of the constants \(u_1 = 1, u_2 = \frac{1}{2}, u_3 = -1, b_x = 2, b_y = 4, b_z = 2\). The trajectory is red at \(t = 0\) and becomes gradually blue until it closes (around \(t = 18.85\)).

where \(r\) is the cylindrical radius, i.e. \(r^2 = x^2 + y^2\). The corresponding vector potential can be chosen as

\[
A = - \left( \frac{b_z}{2} - b_y z + \frac{b_y}{4} (r^2 + 4z^2) \right) y \, dx + \left( \frac{b_z}{2} - b_y z + \frac{b_y}{4} (r^2 + 4z^2) \right) x \, dy.
\]

(6.4)

The constants \(u_i\) only appear in the potential while the constants \(b_i\) also appear in the magnetic field.
Figure 3. Trajectory of the maximally superintegrable system (5.23) with the initial values $x(0) = 1, y(0) = -1, z(0) = 1, p_x(0) = 1, p_y(0) = 0, p_z(0) = 0$ and the values of the constants ($u_2 = 1, b_z = 2, n = 3, m = 2$). The trajectory is red at $t = 0$ and becomes gradually blue until it closes (at $t = 8\pi$).

In the case where $b_q$ is not zero, it is possible to use a translation in $z$,

$$z \rightarrow z + \frac{b_1}{2b_q},$$

(6.5)

to eliminate the constant $b_l$ from the system. After redefining the parameters $u_1$ and $b_z$, this system reads

$$H = \frac{(p_x^2 + (p_y^2)^2 + (p_z^2)^2)}{2} - \frac{r^2}{32} \left( 2b_z + b_q \left( r^2 + 4z^2 \right) \right)^2 + u_1 z$$

$$+ \frac{u_2}{r} + u_3 (r^2 + 4z^2)$$

(6.6)
together with the magnetic field

\[ B = -2b_0x \, dz \wedge dx - 2b_0y \, dz \wedge dx + \left( b_z + b_4(r^2 + 2z^2) \right) dx \wedge dy. \] (6.7)

The vector potential \( A \) can be chosen as

\[ A = -\left( \frac{b_z}{2} + \frac{b_4}{4}(r^2 + 4z^2) \right) y \, dx + \left( \frac{b_z}{2} + \frac{b_4}{4}(r^2 + 4z^2) \right) x \, dy. \] (6.8)

The integrals of motion are given by

\[ X_1 = L^\Lambda_{\theta} p_\theta^\Lambda - L^\Lambda_{\phi} p_\phi^\Lambda + \left( b_z + b_4 \left( r^2 + 2z^2 \right) \right) zL^\Lambda_{z} - \frac{b_z^2}{4} r^2 - \frac{b_z b_4}{2} z^2 \left( r^2 + 2z^2 \right) \]
\[ - \frac{b_z^2}{16} z^2 \left( 3r^2 + 4z^2 \right) \left( r^2 + 4z^2 \right) + \frac{u_1}{2} r^2 - \frac{2u_1 z}{2} + 2u_3 z^2, \] (6.9)

\[ X_2 = L^\Lambda_{\theta} - \left( \frac{b_z}{2} + \frac{b_4}{4}(r^2 + 4z^2) \right) r^2, \] (6.10)

\[ Y_3 = \left( p_\theta^2 \right)^2 + 2b_4 z^2 L^\Lambda_{z} = \left( b_z b_4 + \frac{b_4^2}{2}(r^2 + 4z^2) \right) z^2 r^2 + 2u_1 z + 8u_3 z^2. \] (6.11)

The Poisson bracket \( \{X_1, Y_3\} \) is the only one that is not zero, but the algebra closes polynomially, i.e. the Poisson bracket squared can be expressed as a polynomial in terms of \( H, X_1, X_2 \) and \( Y_3 \),

\[ \{X_1, Y_3\}^2 = -16H^2 Y_3 + 16HY_3^2 - 4Y_3^3 + 8 \left( b_q X_2^2 Y_3 + 2b_4 H Y_3 \right. \]
\[ + b_4 X_2^2 - b_4 Y_2^2 \left) X_2 - 16u_1 H X_1 + 32u_3 X_1^2 + 8u_1 X_1 Y_3 \right) \]
\[ + 4(8u_3 - b_4^2) X_2^2 Y_3 + 8(b_4 u_1 X_1 + 2b_q u_2 Y_3) X_2 \]
\[ + 4u_1 X_2^2 + 64u_3 u_3 Y_3 + 8u_1^2 u_2. \] (6.12)

The associated equations of motion in the cylindrical coordinates,

\[ \dot{r} = p_r, \quad \dot{\theta} = \frac{p_\theta}{r}, \quad \dot{z} = \frac{p_z}{r^2}, \quad \dot{\varphi} = \frac{b_z}{4} r^2 + \frac{p_\theta}{r} + b_4 z^2 + \frac{b_4}{2} \frac{p_z}{r} = 0, \] (6.13)

can be solved,

\[ r(t) = \sqrt{c_1 \cos(\nu t + c_2) + \sqrt{c_1^2 + \frac{L_\theta^2 + 2u_3}{\nu^2}},} \] (6.14)

\[ z(t) = c_3 \cos(\nu t + c_4) - \frac{u_1}{\nu^2}, \] (6.15)

\[ \theta(t) = c_5 + k_{1t} + \frac{L_\phi}{\sqrt{L_\theta^2 + 2u_3}} \arctan \left( k_2 \tan \left( \frac{\nu t + c_2}{2} \right) \right) \]
\[ + \frac{b_q}{\nu} \left( \frac{c_1}{4} \sin(\nu t + c_2) - \frac{2c_3u_1}{\nu^2} \sin(\nu t + c_4) \right) + \frac{c_2^2}{2} \cos(\nu t + c_4) \sin(\nu t + c_4) \), \]  

(6.16)

where the \( c_i \) and \( L_z \) are integration constants and the constants \( k_i \) are given by

\[ k_1 = \frac{b_z}{2} + b_y \left( \frac{c_1}{2} + \frac{u_3^2}{\nu^2} + \frac{1}{4} \sqrt{c_1^2 + 4L_z^2 + 2u_2} \right), \]  

(6.17)

\[ k_2 = \frac{c_1 \nu}{2 \sqrt{L_z^2 + 2u_2}} \]  

(6.18)

The frequency of \( r \) and \( z \) is determined by the (initial) angular momentum \( L_z \) and the constants \( u_3 \) and \( b_q \), i.e.

\[ \nu = \sqrt{8u_3 + 2b_qL_z}. \]  

(6.19)

We can see that also this system does not possess the behaviour of a maximally superintegrable system unless there are some restrictions on \( k_1 \), which are not satisfied for all initial data. Hence, we conclude that for generic values of the parameters the system is minimally superintegrable. However, particular superintegrability can appear when \( \theta \) matches the frequency of \( r \) and \( z \) up to a multiplication by a rational number.

In the case where \( b_q = 0 \), \( b_l \neq 0 \), we can use a different translation in \( z \) to absorb the constant magnetic field, i.e.

\[ z \rightarrow z + \frac{b_l}{2b_q}, \]  

(6.20)

such that the Hamiltonian becomes

\[ H = \frac{(p_x^2)^2 + (p_y^2)^2 + (p_z^2)^2}{2} - \frac{b_q^2}{2} \zeta^2 \rho^2 + u_1z + \frac{u_2}{\rho^2} + u_3(r^2 + 4z^2) \]  

(6.21)

(\text{up to a redefinition of the parameter} \ u_1) \ \text{together with the magnetic field} \ B = b_l (x \, dy \wedge dz + y \, dz \wedge dx - 2z \, dx \wedge dy). \]  

(6.22)

The corresponding vector potential can be chosen as

\[ A = b_l y \, dx - b_l x \, dy. \]  

(6.23)

The three integrals of motion of this system can be written as

\[ X_1 = L_z^\Lambda p_x^\Lambda - L_x^\Lambda p_z^\Lambda - \frac{b_l}{2}(r^2 + 4z^2)\zeta^\Lambda + \frac{u_1}{2} \]  

\[ - \frac{2u_2}{r^2} + 2u_3 z r^2 - \frac{b_l^2}{2} z^2 (r^2 + 2z^2), \]  

(6.24)

\[ X_2 = L_z^\Lambda + b_l z r^2, \]  

(6.25)
\[ Y_3 = \left( p_\lambda^2 \right)^2 - 2b_\lambda z L_\lambda^A + 2u_1 z + 8u_3 z^2 - 2b_\lambda^2 r^2. \] (6.26)

In the cylindrical coordinates, we can solve the associated equations of motion,

\[
  r(t) = \sqrt{c_1 \cos(\sqrt{8u_3} t + c_2) + \sqrt{c_1^2 + L_z^2 + 2u_2}},
\] (6.27)

\[
  z(t) = c_3 \cos(\sqrt{8u_3} t + c_4) + \frac{b_1 L_z - u_1}{8u_3},
\] (6.28)

\[
  \theta(t) = c_5 - \frac{b_1(b_1 L_z - u_1)}{8u_3} - \frac{c_3 b_1}{\sqrt{8u_3}} \sin(\sqrt{8u_3} t + c_4)
  + \frac{L_z}{\sqrt{L_z^2 + 2u_2}} \arctan \left( k \tan \left( \frac{\sqrt{8u_3} t + c_2}{2} \right) \right),
\] (6.30)

where

\[
k = \sqrt{1 + \frac{2c_1^2 u_3}{L_z^2 + 2u_2}} - c_1 \sqrt{\frac{2u_3}{L_z^2 + 2u_2}}.
\] (6.31)

Once again, we can see that this system does not possess the quality of maximally superintegrable systems in general, i.e. is minimally superintegrable.

When \( b_1 = b_1 = 0 \), we can absorb the parameter \( u_1 \) using a translation of \( z \) if \( u_3 \) is non-zero.

In addition, similarly to the previous section, if we set \( u_2 = 0 \) and \( u_3 = \sqrt{b_2} \), where \( n \) and \( m \) are integers, the time-dependent rotation (5.21) maps this system to a harmonic oscillator without the magnetic field, of the form

\[ H = \frac{p_\lambda^2 + p_\phi^2 + p_z^2}{2} + \frac{n^2 b_2}{8m^2}(x^2 + y^2 + 4z^2), \] (6.32)

which is known to be maximally superintegrable, cf. [7]. (The elimination of \( u_2 \), i.e. of the term \( \frac{p_z^2}{2} \) in the Hamiltonian, is needed for the maximal superintegrability of the system without magnetic field, while the relation between \( u_3 \) and \( b_\lambda \) ensures that the frequencies of all variables match modulo integers.) We can map back its integrals of motion (one of which we obtain from the ladder operator following [30]) and eliminate the time dependence arising through the rotation by taking a suitable combination of them analogously to [8]—that is possible under the rationality condition relating \( u_3 \) and \( b_\lambda \). Thus we obtain an isochronous maximally superintegrable system. Its Hamiltonian reads

\[ H = \frac{(p_\lambda^2 + (p_\phi^2 + (p_z^2)}{2} + \frac{b_\lambda^2}{8} \left( \frac{n^2}{m^2} - 1 \right) (x^2 + y^2) + \frac{n^2 b_2}{2m^2} z^2 \] (6.33)

with a constant magnetic field of magnitude \( b_\lambda \) oriented along the \( z \)-axis. The integrals of motion are

\[
  X_1 = L_\lambda^A p_\lambda^A - L_\phi^A p_\phi^A + b_\lambda z L_\lambda^A + \frac{b_\lambda}{4} \left( \frac{n^2}{m^2} - 1 \right) z^2,
\] (6.34)

\[
  X_2 = L_z^A - \frac{b_\lambda}{2} r^2,
\] (6.35)
\[ Y_3 = (p_A^z)^2 + \frac{n^2 b_z^2}{m^2} z^2, \quad (6.36) \]

\[ Y_4 = \text{Re} \left( \left( (m^2 - n^2)b_z^2(y + ix)^2 - 4m^2b_z(x - iy)(p_A^x + ip_A^y) \right) \right. \]
\[ + 4m^2((p_A^x + ip_A^y)^2) \left. \right)^n (mp_A^z + inb_zz)^m \), \quad (6.37) \]

the integral \( Y_4 \) is of order \( 2n + m \) in momenta and can be expressed without using complex expressions (as in section 5 or [8, 24]). As an example, in the case \( m = n = 1 \), the integral \( Y_4 \) becomes up to a rescaling

\[ Y_4 = p_A^z \left( (p_A^x)^2 - (p_A^y)^2 + b_z(xp_A^y + yp_A^x) \right) + 2b_zz(p_A^x)^2 - b_z^2z(xp_A^y - yp_A^x). \]

Once again, this construction of maximally superintegrable systems is not exhaustive. We used the systems without magnetic fields to generate new systems admitting magnetic fields. This procedure does not exclude the hypothetical possibility of some other cases of maximal superintegrability belonging only to systems with magnetic fields. For examples of trajectories associated with the systems (6.6) and (6.33), see figures 4–6.

7. Conclusions

In conclusion, we continued to investigate the 3D non-subgroup-type integrable systems that admit non-zero magnetic fields and an axial symmetry. More precisely, we looked for additional linear integrals of motion for the oblate and prolate spheroidal cases in a general manner. We found that there are only two such superintegrable systems that admit magnetic fields. These two systems were already known in the literature. We also searched for quadratically superintegrable systems in the oblate spheroidal case, in the prolate spheroidal case and in the circular parabolic case under the assumption that a well-defined limit of the Hamiltonian and the integrals of motion exists as \( \vec{B} \to 0 \) (and the integrals remain functionally independent). We found a new quadratically minimally superintegrable system lying at the intersection of the oblate spheroidal case, the prolate spheroidal case, the cylindrical case and the spherical case. In addition, we found a new quadratically minimally superintegrable system lying at the intersection of the circular parabolic case and the cylindrical case. For both quadratically minimally superintegrable systems, we were able to solve the equations of motion and from their structure we can see that these systems cannot be maximally superintegrable in their general forms. However, with additional conditions on these systems, which make them isochronous, we were able to find two infinite families of maximally superintegrable systems. These maximally superintegrable systems involving a constant magnetic field along the \( z \)-axis are linked to the harmonic and caged oscillators without magnetic fields, respectively, via a rotating-frame transformation. We notice that superintegrability depends on a delicate interplay among the parameters specifying the magnetic field and the potential.

This research can be extended in many directions. The quantum versions of these systems were not studied. We only know from [1] and explicit calculations that the three integrable cases considered here (and their linear superintegrable cases) do not have quantum corrections. It would also be interesting to look in a general way for all additional quadratic integrals of motion. However, these calculations are tremendous. New techniques for finding higher-order integrals would be of great help in this matter. It would also be interesting to study the other non-subgroup-type integrable systems and then look for superintegrability.
Figure 4. Trajectory of the minimally superintegrable system (6.6) with the initial values \[x(0) = 1, y(0) = -1, z(0) = 1, p_x(0) = 1, p_y(0) = 0, p_z(0) = 0\] and the values of the constants \[u_1 = 10, u_2 = \frac{1}{2}, u_3 = 1, b_z = 2, b_q = 4\]. The trajectory is red at \(t = 0\) and becomes gradually blue.
Figure 5. Trajectory of the minimally superintegrable system (6.6) with the initial values $[x(0) = 1, y(0) = -1, z(0) = 1, p_x(0) = 1, p_y(0) = 0, p_z(0) = 0]$ and the values of the constants ($u_1 = 1, u_2 = \frac{1}{2}, u_3 = \frac{1}{3}, b_z = 4, b_y = 0$). The trajectory is red at $t = 0$ and becomes gradually blue until it closes (around $t = 12.57$).
Figure 6. Trajectory of the maximally superintegrable system (6.33) with the initial values \[x(0) = 1, y(0) = -1, z(0) = 1, p_x(0) = 1, p_y(0) = 0, p_z(0) = 0\] and the values of the constants \((b_z = 3, n = 1, m = 2)\). The trajectory is red at \(t = 0\) and becomes gradually blue until it closes (at \(t = \frac{2\pi}{3}\)).
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