The afterglow of the short/intermediate-duration gamma-ray burst GRB 000301C: A jet at z=2.04*,,**,***
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Abstract. We present Ulysses and NEAR data from the detection of the short or intermediate duration (2 s) gamma-ray burst GRB 000301C (2000 March 1.41 UT). The gamma-ray burst (GRB) was localised by the Inter Planetary Network (IPN) and RXTE to an area of ~50 arcmin². A fading optical counterpart was subsequently discovered with the Nordic Optical Telescope (NOT) about 42 h after the burst. The GRB lies at the border between the long-soft and the short-hard classes of GRBs. If GRB 000301C belongs to the latter class, this would be the first detection of an afterglow to a short-hard burst. We present UBRI photometry from the time of the discovery until 11 days after the burst. We also present JHK photometry obtained with UKIRT on 2000 March 4.5 UT (3.1 days after the burst). Finally, we present spectroscopic observations of the optical afterglow obtained with the ESO VLT Antu telescope 4 and 5 days after the burst. The optical light curve is consistent with being achromatic from 2 to 11 days after the burst and exhibits a break. A broken power-law fit yields a shallow pre-break decay power-law slope of α₁ = −0.72±0.06, a break time of tbreak = 4.39±0.26 days after the burst, and a post-break slope of α₂ = −2.29±0.17. These properties of the light curve are best explained by a sideways expanding jet in an ambient medium of constant mean density. In the optical spectrum we find absorption features that are consistent with Fe II, C IV, C II, Si II and Lyα at a redshift of 2.0404±0.0008. We find evidence for a curved shape of the spectral energy distribution of the observed afterglow. It is best fitted with a power-law spectral distribution with index β ≈ −0.7 reddened by an SMC-like extinction law with A_V ≈ 0.1 mag. Based on the Lyα absorption line we estimate the H I column density to be log(N(H I)) ≈ 21.2 ± 0.5. This is the first direct indication of a connection between GRB host galaxies and Damped Lyα Absorbers.
1. Introduction

The discovery of the first X-ray afterglow (Costa et al. 1997) and optical counterpart (van Paradijs et al. 1997) of a long-duration gamma-ray burst (GRB) have led to a revolution in GRB research. The determination of a redshift of 0.835 for GRB 970508 (Metzger et al. 1997), and the subsequent determination of redshifts of 13 bursts with a median redshift of ~1.0, have firmly established their cosmological origin (Kulkarni et al. 2000). This work; Bloom et al. 2000).

The intriguing case of an association of the peculiar supernova SN1998bw with GRB 980425 (Galama et al. 1998), was the first indication of a possible connection with supernovae. Evidence for supernova signatures in the late light curves of GRB 970228 (Reichart et al. 1998; Galama et al. 1999) and GRB 980326 (Castro-Tirado & Gorosabel 1999; Bloom et al. 1999) suggests that at least some long-duration GRBs may be related to the collapse of massive (> 25 M☉) stars. Breaks in the power-law declines of GRB 990123 (Kulkarni et al. 1999) and GRB 990510 (Harrison et al. 1999) are interpreted as evidence for collimated outflows (‘jets’) (see also Holland et al. 2000). Further evidence for this collapsar + jet model (e.g., MacFadyen & Woosley 1999) comes from the light curve of GRB 980519, which is best interpreted as a jet expanding into a preexisting circumburst stellar wind (Jaunsen et al. 2001).

The high-energy properties of GRBs show a bi-modal distribution of burst durations (Kouveliotou et al. 1995), which, in the simplest scenario, may indicate the existence of binary compact mergers as the progenitors of the short-duration bursts (T90 < 2 s). From an analysis of the Third BATSE Catalog, Mukherjee et al. (1998) have shown that, in addition to the short (T90 < 2 s) and long (T90 > 5 s) classes, there may exist a third, intermediate soft-spectrum class of GRBs with duration 2 s < T90 < 5 s.

In this paper we report the discovery and subsequent observations and analysis of the afterglow of the short-to-intermediate duration GRB 000301C (Fynbo et al. 2000a).

Sect. 2 reports the detection, IPN localization and the high-energy data of the GRB obtained from Ulysses and NEAR. Sect. 3 describes the discovery of the optical counterpart and our subsequent optical and infrared observations. Sect. 4 details the optical and infrared photometry and Sect. 5 describes the VLT spectroscopy. Sect. 6 describes the results obtained on the spectroscopy and spectral energy distribution and Sect. 7 is devoted to the discussion and interpretation, with Sect. 8 presenting our conclusions.

Throughout this paper, we adopt a Hubble constant of H0 = 65 km s⁻¹ Mpc⁻¹ and assume Ωm = 0.3 and ΩΛ = 0.7.

2. Detection and localisation of the gamma-ray burst

GRB 000301C was recorded by the Ulysses GRB experiment and by the NEAR X-Ray/Gamma-Ray Spectrometer. Because this burst was relatively weak, it did not trigger the Ulysses Burst Mode, and the only data available from Ulysses is the Observation Mode 1 0.25 s resolution 25–150 keV light curve (Hurley et al. 1992b). NEAR records the light curves of bursts in the 150–1000 keV energy range with 1 second resolution, but takes high-energy spectra only with 40 min resolution.

Analysis of the Ulysses and NEAR relative timing data yields an annulus centred at (α, δ)2000 = (20h34m7.56s, +20°32′19.62″), with a radius of 57.520±0.083 degrees (at 3σ full-width). This annulus intersected the error-box of the All-Sky Monitor (ASM) on the RXTE spacecraft, at near-right angles to create a composite localisation of a parallelogram of area 50 arcmin² (see Fig. 3).

Since no high-energy spectra are available, we have estimated the peak fluxes and fluences for trial power-law spectra with indices between 1 and 4 using the Ulysses data. For a typical power-law index of 2, we find a 25–100 keV fluence of 2.1 × 10⁻⁶ erg cm⁻², and a peak flux over the same energy range, and over 0.25 s, of 6.3 × 10⁻⁷ erg cm⁻² s⁻¹. The uncertainties in these numbers are partly due to the lack of a high-energy spectrum. For example, the fluence estimates range from 1.45 × 10⁻⁶ to 2.24 × 10⁻⁶ erg cm⁻² as the spectral index is varied from 4 to 1. The statistical uncertainty is approximately 30%. From the NEAR data we estimate the 150–1000 keV fluence to be approximately 2 × 10⁻⁶ erg cm⁻².

To date, the only GRBs with identified long-wavelength counterparts have been short-duration bursts. As measured by both Ulysses and NEAR, in the > 25 keV energy range, the duration of this burst was approximately 2 s. (Note that the earlier estimate of a 10 s duration of GRB 000301C by Smith et al. (2000) was based on the < 10 keV energy range). Thus it falls in the short class of bursts, though it is consistent with belonging to the proposed intermediate class or the extreme short end of the distribution of long-duration GRBs (Hurley et al. 1992b; Mukherjee et al. 1998). Although we do not have any measurements of the high-energy spectra above 25 keV, it is possible to derive a crude estimate of the spectral index, and therefore the hardness ratio (the 100–300 keV fluence divided by the 50–100 keV fluence), from the Ulysses and NEAR count rates. We obtain a hardness ratio of 2.7±0.6 (cutoff)±0.3% (statistical error) from fitting a power-law, with the index as a free parameter, to the count rates from NEAR and Ulysses, assuming a range of cut-off energies.

Fig. 1 shows the location of GRB 000301C in a hardness vs. duration plot. The contour plot contains 1959 GRBs for which data on fluence and duration were available in the Fourth BATSE GRB Catalog (revised) (Paciesas et al. 1999) and the
Fig. 1. A contour plot showing the duration–hardness ($\log(T_{90})$–$\log(HR_{32})$) distribution of BATSE bursts (from the Fourth BATSE GRB Catalog (revised) (Paciesas et al. 1999) and the Current BATSE GRB Catalog). The triangle with an error-bar near the center of the plot represents GRB 000301C. Other symbols represent 10 other BATSE bursts with identified counterparts for which data on fluence and duration are available. Triangles are bursts which have a break in their optical light curves. Errors in the BATSE data are smaller than the symbol size. Contour levels scale linearly. The centroid in the lower left corner indicates the resolution.

BATSE Current GRB Catalog. The symbols represent the 10 GRBs included in the BATSE catalogs for which an afterglow has been identified, with GRB 000301C located near the center of the plot. Triangles are bursts where a break has been found in the optical light curve. From this sparse set of data there does not appear to be any marked difference in the distributions of bursts with, or without, an identified break.

Of the 1959 BATSE bursts in Fig. 1, the ratio between bursts with a duration of $T_{90} \geq 2.0$ s and with $T_{90} < 2.0$ s is 3:1. To date, at least 23 GRB optical afterglows have been discovered (Kulkarni et al. 2000a, Andersen et al. 2000; this work; Klose et al. 2001; Fynbo et al. 2001; Henden 2001; grb-webpage of J. Greiner). If the distribution of the 23 GRBs with identified counterparts follows the general BATSE distribution, one would expect that 17 ± 4 bursts were in the long class, and 6 ± 2 bursts were in the short class. However, GRB 000301C is the only GRB with a duration consistent with the short-duration class. The expected number of identified short burst counterparts is moderated by the strong selection bias caused by the technical difficulties of obtaining precise localisations for the short GRBs.

3. Discovery and observations of the afterglow

The IPN/RXTE error-box of GRB 000301C (Smith et al. 2000) was observed with the 2.56-m Nordic Optical Telescope (NOT) on 2000 March 3.14–3.28 UT (~1.8 days after the burst) using the Andalucía Faint Object Spectrograph (ALFOSC). Comparing with red and blue Palomar Optical Sky Survey II exposures, a candidate Optical Transient (OT) was found at the position ($\alpha, \delta$)$_{2000} = (16^h20^m18.56^s, +29^\circ26'36.1'')$ (Fynbo et al. 2000a). A finding-chart of the IPN-errorbox and the two ALFOSC pointings used to cover the field can be seen in Fig. 2.

The transient nature of the candidate was subsequently confirmed at optical and infrared wavelengths (Bernabei et al. 2000, Stecklum et al. 2000; Garnavich et al. 2000; Veillet et al. 2000; Fynbo et al. 2000; Kobayashi et al. 2000). At the time of discovery the magnitude of the OT was $R = 20.09 \pm 0.04$ (see Sect. 4 for a detailed discussion of the photometry and Fig. 3 for a finding chart and UBRI-images of the OT on 2000 March 3 UT).

We obtained subsequent optical observations using the NOT, the Antu telescope (UT1) of ESO’s Very Large Telescope (VLT), the USNOFS 1.0-m telescope, the 2.2-m telescope at Calar Alto (CAHA) and the Wide Field Imager (WFI) on the ESO 2.2-m telescope. In addition we obtained near-infrared (NIR) data from the United Kingdom Infra-Red Telescope (UKIRT).

The OT was also observed from several other optical and infrared telescopes, and the counterpart was subsequently detected in the mm-band at 250 GHz (Bertoldi 2000), and at radio (8.46 GHz) wavelengths (Berger & Frail 2000). Papers detailing the properties of the counterpart of GRB 000301C were published (see the GCN Circulars Archive for further details).

The journal of our optical and NIR observations, including the derived magnitudes, is given in Table 1.

Fig. 2. A finding chart with the rectangular IPN-errorbox indicated along with the two initial ALFOSC pointings (ALFOSC FOV = 6.5').

---

1 Data on current GRBs are available through the BATSE homepage http://www.batse.msfc.nasa.gov/batse/
2 See the GCN Circulars Archive for further details (http://gcn.gsfc.nasa.gov/gcn/gcn3_archive.html)
Fig. 3. Upper panel: A contour plot showing a 3.5 × 3.5 arcmin² region centred on the Optical Transient (OT) of GRB 000301C from the combined R-band image obtained at the NOT on 2000, March 3 UT. The OT is located 6 arcsec east of the star marked A (following Garnavich et al. 2000).

Lower panel: A region of 30 × 30 arcsec² centred on the OT from the combined U, B, R and I frames obtained on 2000, March 3.14–3.28 UT, about 42 hours after the burst.

have been presented at radio and mm wavelengths (Berger et al. 2000) and in the infrared (Rhoads & Fruchter 2001), and optical bands (Masetti et al. 2000; Sagar et al. 2000).

4. Photometry

Table 1. Journal of our observations of GRB 000301C with NOT+ALFOSC, USNO, CAHA 2.2-m, ESO VLT+FORS1, ESO 2.2-m+WFI in the optical bands, and the UKIRT observations in the infrared bands. The magnitudes were obtained from PSF photometry of the OT using DAOPHOT II, except for the VLT observation of 2000 March 6.39 UT, which has been derived from the March 6 VLT spectra (see Table 2).

| Telescope | date (2000, UT) | seeing (arcsec) | filter | exp. time (sec) | mag |
|-----------|----------------|----------------|--------|----------------|-----|
| NOT       | Mar 3.14       | 2.3 R          | 900    | 20.09 ± 0.04   |
| NOT       | Mar 3.17       | 2.2 R          | 900    | 20.15 ± 0.04   |
| NOT       | Mar 3.19       | 2.1 R          | 900    | 20.11 ± 0.04   |
| NOT       | Mar 3.20       | 2.2 B          | 900    | 21.05 ± 0.04   |
| NOT       | Mar 3.21       | 2.3 R          | 900    | 20.14 ± 0.04   |
| NOT       | Mar 3.22       | 2.3 B          | 900    | 21.02 ± 0.04   |
| NOT       | Mar 3.24       | 2.3 U          | 900    | 20.52 ± 0.08   |
| NOT       | Mar 3.25       | 2.2 R          | 900    | 20.16 ± 0.04   |
| NOT       | Mar 3.26       | 2.0 I          | 900    | 19.60 ± 0.07   |
| NOT       | Mar 3.27       | 2.3 I          | 500    | 19.59 ± 0.06   |
| CAHA 2.2m | Mar 4.14       | 1.4 I          | 1440   | 20.10 ± 0.10   |
| USNO      | Mar 4.39       | 2.0 I          | 4800   | 20.04 ± 0.11   |
| USNO      | Mar 4.40       | 2.1 V          | 720    | 21.05 ± 0.07   |
| USNO      | Mar 4.41       | 2.0 B          | 1200   | 21.35 ± 0.05   |
| USNO      | Mar 4.42       | 1.8 R          | 600    | 20.61 ± 0.06   |
| USNO      | Mar 4.48       | 1.6 R          | 1200   | 20.58 ± 0.03   |
| USNO      | Mar 4.49       | 1.6 R          | 1200   | 20.54 ± 0.04   |
| USNO      | Mar 4.50       | 1.6 R          | 1200   | 20.60 ± 0.04   |
| USNO      | Mar 4.52       | 1.6 B          | 1200   | 21.42 ± 0.04   |
| USNO      | Mar 4.53       | 1.6 V          | 1200   | 20.98 ± 0.04   |
| USNO      | Mar 4.43       | 2.0 U          | 1200   | 20.82 ± 0.11   |
| UKIRT     | Mar 4.51       | 0.7 J          | 810    | 19.19 ± 0.04   |
| UKIRT     | Mar 4.53       | 0.6 H          | 810    | 19.44 ± 0.04   |
| UKIRT     | Mar 4.55       | 0.5 K          | 810    | 17.62 ± 0.05   |
| CAHA 2.2m | Mar 5.23       | 1.5 I          | 960    | 20.24 ± 0.12   |
| ESO VLT   | Mar 5.39       | 0.9 R          | 10     | 20.61 ± 0.08   |
| ESO VLT   | Mar 6.39       | 1.1 R          | …      | 21.43 ± 0.26   |
| NOT       | Mar 7.22       | 1.4 R          | 3600   | 21.39 ± 0.07   |
| NOT       | Mar 7.24       | 1.2 U          | 3600   | 21.92 ± 0.07   |
| CAHA 2.2m | Mar 7.23       | 1.1 I          | 960    | 21.13 ± 0.15   |
| NOT       | Mar 8.18       | 1.4 R          | 1200   | 21.80 ± 0.05   |
| NOT       | Mar 8.20       | 1.5 I          | 900    | 21.39 ± 0.09   |
| NOT       | Mar 8.21       | 1.6 B          | 1100   | 22.89 ± 0.08   |
| NOT       | Mar 8.25       | 1.9 U          | 3700   | 22.49 ± 0.12   |
| NOT       | Mar 9.15       | 1.4 R          | 2000   | 22.11 ± 0.15   |
| NOT       | Mar 9.20       | 1.6 U          | 5400   | 22.69 ± 0.20   |
| NOT       | Mar 9.24       | 1.4 B          | 1200   | 23.02 ± 0.11   |
| NOT       | Mar 9.26       | 1.2 I          | 900    | 21.72 ± 0.15   |
| CAHA 2.2m | Mar 10.05      | 1.3 I          | 960    | 21.83 ± 0.20   |
| USNO      | Mar 10.40      | 3.0 B          | 1800   | 23.40 ± 0.30   |
| CAHA 2.2m | Mar 11.21      | 1.2 I          | 1440   | 23.57 ± 0.18   |
| ESO 2.2m  | Mar 11.39      | 2.4 R          | 3200   | 23.72 ± 0.18   |
| USNO      | Mar 12.44      | 1.9 R          | 4800   | 23.10 ± 0.22   |

4.1. Optical data

To avoid contamination from the nearby star A (located at a separation of 6″ west and 1″ south of the OT in Fig. 3), we measured the magnitude of the OT relative to stars in the field by performing Point Spread Function (PSF) photometry, using DAOPHOT II (Stetson 1987, 1997). There are several bright and unsaturated stars in the field from which a good PSF could be determined.

For the data presented here, there is no indication of a contribution from a host galaxy to the emission at the position of the OT (see Sect. 7.2 for a discussion of the host galaxy). Hence, extended emission from a faint galaxy at the position of the OT will not affect the PSF photometry appreciably (much less than observational errors). The quality of the PSF photometry was checked by subtracting the PSFs from the images.
of star A and the OT. In all frames the residuals are consistent with being shot-noise.

To avoid errors due to colour terms or colour differences in our photometry (the conditions during most of the observations at the NOT were possibly non-photometric due to increasing amounts of Saharan dust in the atmosphere over the telescope at the time of observations), the magnitudes of the OT for all our optical photometry were calibrated relative to stars of similar colours in the field.

The photometric standard UBVRcIc calibration of the field was performed at the USNOFS 1.0-m telescope and is available in Henden (2000). This calibration has an estimated zero-point uncertainty of 2 percent, which is well below the errors in the relative magnitudes. The results of the PSF photometry are presented in Table 1. The 2000 March 6.39 VLT R-band data point has been derived from the March 6 combined VLT-spectrum (Table 2).

Based on this photometric calibration we conclude that star A showed no sign of variability within observational errors throughout our observations, and that it had the following magnitudes: U = 20.427 ± 0.133, B = 19.837 ± 0.030, V = 18.767 ± 0.018, R = 18.084 ± 0.043, and I = 17.526 ± 0.044.

4.2. Near-infrared data

The UKIRT images were processed using the ORAC imaging data reduction routines developed for UKIRT (Bridger et al. 2000). The J, H and K magnitudes of the OT were then measured from the UKIRT data as follows. First we measured the magnitude of the OT relative to star A using DAOPHOT II PSF photometry as described above. Then, in order to transform this magnitude to the standard UKIRT system, we performed aperture photometry in an aperture with a diameter of 2′′/7 on calibration images obtained of the standard stars S868-G and p389-d from the list of UKIRT faint standards and on star A. The estimated error in the zero-point is about 0.05 in each of J, H and K. We have assumed negligible extinction difference between standard and program field. The results of these measurements are presented in Table 1.

5. Spectroscopy

Spectroscopic observations were carried out on 2000 March 5 and 6 UT with VLT-Antu equipped with FORS1 (for details see the observing log in Table 2). We used the GRIS_300V+10 grism and the GG375 order separation filter, which provide a spectral coverage from 3600 Å to 8220 Å and a dispersion of 2.64 Å/pixel. The effective exposure time was 800 s on March 5.39 UT and 1200 s on March 6.38 UT. Standard procedures were used for bias and flat field correction, and the optimal extraction procedure for faint spectra (described in Møller (2000)) was used to extract one dimensional spectra.

The position angle of the long slit was chosen such that both the OT and star A were centred onto the slit. From the magnitude of star A we calibrated the flux of the trace of the optical counterpart. The spectral flux calibration derived for the OT on March 5 is consistent with the optical photometry displayed in Table 1. We derive a value for the spectral index of $\beta = -1.15 \pm 0.26$ on March 5 and $\beta = -1.43 \pm 0.28$ on March 6, corrected for interstellar extinction of $E(B-V) = 0.053 \pm 0.020$, using the dust maps of Schlegel et al. (1998).

6. Results

6.1. GRB absorption lines and redshift determination

The combined spectrum, reproduced in Fig 3, has a resolution of 14 Å FWHM, and signal-to-noise (S/N) in the range 15–30 per resolution element redwards of 4000 Å. From 4000 Å to 3600 Å the S/N drops rapidly.

Due to the poor resolution, only very strong absorption lines can be detected individually. In Table 3 we list the only four absorption features which were detected at a S/N in excess of 4.5. Two of the features were found bluewards of 4000 Å, and were initially ignored. The line at 4712 Å is broader than the resolution profile, and we tentatively identified it as a possible C IV absorption complex with redshifts in the range 2.038–15. The line at 2600 Å is far too strong and wide to be a single line, and we hence assume that it is a blended feature. The unidentified line at 2600 Å is strong and narrow, but also this line seems excessively strong given the lack of other strong Fe II lines.

Table 2. Spectroscopy of the afterglow of GRB 000301C, obtained with VLT+FORS1 on 2000 March 5 and 6 UT.

| Date (2000 UT) | Exposure time (s) | Airmass | Slit width (′′) |
|---------------|------------------|---------|----------------|
| Mar 5.39      | 400              | 1.732–1.745 | 1.3           |
| Mar 5.40      | 400              | 1.719–1.729 | 1.3           |
| Mar 6.38      | 600              | 1.772–1.801 | 1.0           |
| Mar 6.39      | 600              | 1.745–1.767 | 1.0           |

Fig. 4. Combined VLT+FORS1 spectrum of GRB 000301C from 2000 March 5+6 UT. The spectrum is normalized to 1 in the continuum. The atmospheric absorption bands and residuals from strong sky–lines are marked, as well as the 4 absorption features listed in Table 3. The spectrum is binned to 7 Å pixels, and the lower curve shows the noise (per pixel).
Table 3. Absorption features detected at S/N > 4.5 in the spectrum of GRB 000301C on 2000 March 5+6 UT. \(W_{\text{obs}}\) indicates the observer frame equivalent width of the features.

| Line     | Identification | \(\lambda_{\text{vac}}\) (Å) | \(W_{\text{obs}}\) | \(\sigma(W)\) |
|----------|----------------|-------------------------------|------------------|---------------|
| 1        | Ly\(\alpha\)    | 3693.56                       | 67.07            | 12.09         |
| 2        | Si \(\text{II}\) 1260 | 3843.09                       | 18.99            | 2.03          |
| 3        | C \(\text{IV}\)  1549 | 4712.23                       | 3.76             | 0.82          |
| 4        | Fe \(\text{II}\) 2600 | 7909.03                       | 6.29             | 1.21          |

In order to provide a more strict test of our proposed identification, and to obtain an accurate value for the redshift, we proceeded as follows. First we shifted and stacked pieces of the spectra where we would expect common low ionization lines. We selected the singly ionized species of Si, C and Fe, all of which are known as strong absorbers in quasar absorption line systems. In total our spectrum covers positions of the lines Fe \(\text{II}\) 1608, Fe \(\text{II}\) 2344, Fe \(\text{II}\) 2374, Fe \(\text{II}\) 2382, Fe \(\text{II}\) 2586, Fe \(\text{II}\) 2600, Si \(\text{II}\) 1260, Si \(\text{II}\) 1304, Si \(\text{II}\) 1526, and C \(\text{II}\) 1334. Si \(\text{II}\) 1260 (at 3832 Å) was in the very low S/N part of spectrum, and almost certainly blended, so it was not included. Treating each ion separately, a weighted mean absorption feature was calculated using the oscillator strength of each line as statistical weight.

The regions of the co-added spectra for each of the ions Fe \(\text{II}\), Si \(\text{II}\) and C \(\text{II}\), transformed into redshift space, is shown in the left panel of Fig. 5. A combined “Low Ionization” absorption feature (bottom of left panel of Fig. 5) was obtained by co-addition of the three sets of features, but using the number of lines as statistical weights. The redshift range searched for low ionization absorption systems by this method was 1.95–2.14 and no other candidate systems were found in this range. For comparison of the redshifts, we plot in the right panel of Fig. 5 again the combined “Low Ionization” absorption feature together with the C \(\text{IV}\) absorption trough. The bottom panel here shows the combination of all the lines. Given the significance of this combined “Metal Absorption Feature”, we conclude that the tentative identification of this system is confirmed.

It is commonly seen in quasar absorption line systems that the low ionization species, tracing the cold dense gas, have a more well-defined redshift than the high ionization species. Hence, we shall adopt the redshift \(z_{\text{abs}} = 2.0404 \pm 0.0008\), measured from the combined Low Ionization feature, as the systemic redshift. It is seen from the bottom right panel of Fig. 5 that inclusion of C \(\text{IV}\) would result in a slightly higher redshift. Note that \(z_{\text{abs}} = 2.0404 \pm 0.0008\) is consistent with the redshift \(z = 1.95 \pm 0.1\) based on the Lyman break (Smette et al. 2000; Feng et al. 2000), but is significantly higher than the value \(z = 2.0335 \pm 0.0003\) reported by Castro et al. (2000).

The oscillator strength weighted mean observed equivalent width of the Fe \(\text{II}\) lines is 2.56 Å, which is strong enough that by comparison to known quasar absorbers one would expect this to likely have a column density of neutral Hydrogen in excess of \(2 \times 10^{20} \text{cm}^{-2}\). Such absorbers are known as Damped Ly\(\alpha\) Absorbers (DLAs), and hold a special interest because of the large amounts of cold gas locked up in those objects (Wolfe et al. 1995; Storrie-Lombardi et al. 1997). It is commonly assumed that the DLAs are the progenitors of present day disk galaxies, but they have proven extremely difficult to identify (see e.g. Møller & Warren 1993; Kulkarni et al. 2000). Observational evidence has been accumulating (Møller & Warren 1998; Fynbo et al. 1999) which suggests that a likely reason why DLA galaxies are so hard to identify is their small gas cross–sections and faint magnitudes, causing them to stay hidden under the point spread functions of the bright quasars. A GRB selected DLA galaxy sample would not be hampered by this problem once the OT has faded sufficiently, and could as such help greatly in understanding the nature of DLA galaxies. We shall therefore now briefly consider the low S/N part of the GRB spectrum below 4000 Å, to investigate if any information concerning the H\(\text{I}\) column density can be extracted.
Fig. 6. Upper panel: The “Combined Metals” absorption feature from Fig. 5 is shown here for comparison. Lower panel: Spectral region around Lyα (for comparison to the metal absorption also plotted in redshift space). Note the very sharp onset of absorption well above the expected redshift. This is consistent with a very broad Lyα absorption line as detailed in the text. The lower curve shows the noise per bin (bins of 0.003 in redshift).

In Fig. 6 (lower panel) we have plotted the spectral region around Lyα, and for comparison of redshifts, the “Combined Metals” feature (upper panel). Also plotted on the lower panel is the noise per bin (for redshift binsize = 0.003). It is clearly seen that the spectrum drops steeply before the expected central position of the Lyα line, and well before the S/N drops below detection. One likely explanation for this is the presence of a very broad Lyα absorption line. To quantify this we have modelled several Lyα absorption lines, all at redshift 2.0404, and calculated the \( \chi^2 \) of their fit to the data in the range 3700 Å to 3750 Å. For \( N(\text{H}) = 0 \) the \( \chi^2 \) per degree-of-freedom DOF is 6.46 which confirms that an absorption feature is indeed present. The formal \( \chi^2 \) minimum is found at \( N(\text{H}) = 1.5 \times 10^{21} \text{cm}^{-2} \) (\( \chi^2 \) per DOF = 0.86), but any value within a factor 3 of this is acceptable.

It should be recalled that the above estimate, in a strict sense, only applies in the case the OT lies “behind” the absorbing cloud. In case the OT is in fact embedded “inside” a DLA cloud, resonant scattering of Lyα photons may alter the profile of the absorption line somewhat. In the present case this is a detail which the quality of our data will not allow us to discern.

### 6.2. The multi-wavelength spectrum around March 4.5 UT

The wide wavelength coverage obtained around 2000 March 4.5 UT allows us to construct the multi-wavelength spectrum of the afterglow, by using our USNO and UKIRT data. Most fireball models (e.g. Sari et al. 1998, Piran 1999, Mészáros 1999 and references therein) and observations of previous afterglows suggest a power-law Spectral Energy Distribution (SED). However, a global fit to the broadband SED of GRB 000301C by Berger et al. 2000 demonstrates that the mm–optical range cannot be described by a single power-law. Thus, we have only considered wavelengths shorter than IR when fitting the SEDs presented in this section. This gives eight measurements in the period March 4.39–4.55 UT, namely UBVRJHK. The eight measurements, plotted against log \( \nu \) together with the VLT spectrum in Fig. 6, allow us to constrain the SED of the OT at this epoch.

As extinction is highly wavelength dependent, a progressive deviation from a pure power-law fit can be explained as being due to dust extinction in the GRB host galaxy. In order to test this possibility, we first fit a power-law to the data in the NIR–optical range with the addition of an intrinsic extinction law, i.e., using the expression \( F_\nu \propto \nu^{\beta} \times 10^{-0.4 A_\nu} \), where \( A_\nu \) is the rest frame extinction in magnitudes at the rest frame frequency \( \nu \). Four extinction laws have been applied in order to establish a relationship between \( A_\nu \) and \( \nu \). Following Rhoads & Fruchter (2001), we have fitted the extinction curves for the Galaxy and Magellanic Clouds published by Pei (1992). Pei (1992) provides extinction laws for the Milky Way (MW), the Large Magellanic Cloud (LMC), and the Small Magellanic Cloud (SMC) based on their different proportions in the dust-to-gas ratio (1/1:5:1/10) and in the abundance of heavy elements (1/1:3:1/8). The most significant difference is the sequential change in the strength of the 2175 Å extinction feature, prominent for the MW, moderate in the LMC, and nonexistent for the SMC extinction curve. It is important to note that for the redshift of GRB 000301C this extinction feature falls in the observed R-band. So, the presence of this feature would result in a clear decrease in the R-band flux compared to the I and V-bands. The MW extinction curve requires an equal amount of graphite and silicate grains, while the SMC extinction curve can be explained by silicate grains only, with the LMC extinction law as an intermediate stage.

We have applied these four extinction laws to our data in order to infer qualitative information about the dust-to-gas ratio, the abundance of heavy elements and the composition of the dust in the host galaxy of GRB 000301C. We leave \( A_\nu \) as a free parameter, so fitting a function like \( F_\nu \propto \nu^{\beta} \times 10^{-0.4 A_\nu} \) allows us to determine \( \beta \) and \( A_\nu \) simultaneously. The values of \( \chi^2 \) are displayed in Table 4 for each case.

A pure power-law fit \( (F_\nu \propto \nu^{\beta}) \) to the eight data points (after correction for Galactic extinction) leads to a reduced \( \chi^2 \) of 1.69 (see Table 4), making an acceptable description of the NIR–optical range of the SED. However, the fit can be improved if a modest amount of extinction is introduced. This is because the SED is slightly bending down towards higher frequencies (see Fig. 6). The eight data points show that there
is not any presence of a redshifted 2175 Å absorption bump in the R-band at all. In short, the near-IR SED of GRB 000301C can be described as a curved power-law but with no broad absorption features.

As expected by the lack of the absorption bump in the R-band, the MW and the LMC extinction laws are completely inconsistent with our data. In fact, both fits imply an unphysical negative extinction (see Table 4). This is because the R-band flux is slightly over the linear interpolation between the I-band
and V-band fluxes (in a Log-Log space), and both of these two extinction laws fit the 2175 Å bump as an emission feature instead of an absorption bump. To illustrate the problem with the MW and LMC extinction curves, we have, in the lower panel of Fig. 7, plotted the effect of having the MW and LMC extinction laws with the parameters derived for the SMC extinction law ($\beta=0.7, A_V=0.09$). As seen, the shapes of both SEDs are incompatible with our UBVRJKH measurements.

The quality of the MW, LMC and SMC and unextincted SEDs can also be compared checking the flux predicted at 250 \times (1+z) GHz (rest-frame), where Berger et al. (2000) reports a flux of 2.1 \pm 0.3 mJy at 250 GHz on March 4.29 UT. Extrapolating the four extinction curves, we obtain the following fluxes in increasing order: 5.0 mJy (SMC), 18.1 mJy (No extinction), 33.9 mJy (MW) and 51.6 mJy (LMC). As with the NIR–optical range, the SMC extinction provides the most reasonable results. The actual measured flux in mm is below the value predicted by the mm–optical extrapolation, because the pure power-law assumption is not correct in the mm-NIR spectral range and an additional curvature effect is present in the SED, as demonstrated by Berger et al. (2000) (see their Fig. 1). Thus, the value of $A_V=0.09 \pm 0.04$ for the SMC-fit given in Table 4 should be taken as a good indication of the real extinction, although strictly speaking it is just an upper limit.

In conclusion, the featureless SMC extinction law provides the best fit to our data, improving the quality of the fit obtained for an unextincted afterglow (see Table 5). It is interesting to note the dramatic dependence of the quality of fit on the existence of the 2175 Å absorption bump. Extinction laws with high moderate dust-to-gas ratios that produce such an absorption feature do not provide good fits to our data points. Therefore, the spectral energy distribution of GRB 000301C supports a scenario where the host is in the early stages of chemical enrichment.

The power-law + extinction fits to the SED in the NIR–optical range allow us to predict the UV flux at the spectral range of MAMA-HST when the UV spectrum was obtained at 2000 March 6.375 UT (Smette et al. 2001) assuming that the shape of the SED has not changed between the two epochs. This assumption is supported by the imaging data (Sect. 6.3). First, we consider the best fit to the SED at 2000 March 4.39–4.55 UT and calculate the flux at March 4.39–4.55 UT at 3000 Å. Then, making use of the light curve models (presented in Table 5), we estimate the value of the flux at 3000 Å for March 6.375 UT. The predicted flux ranges from 5.9 \times 10^{-18} \text{ erg cm}^{-2} \text{s}^{-1} \text{ Å}^{-1} to 7.9 \times 10^{-18} \text{ erg cm}^{-2} \text{s}^{-1} \text{ Å}^{-1}, depending on the light curve model. A final analysis (Smette et al. 2001) of the MAMA-HST data revealed a flux of \sim 7.3^{+0.7}_{-1.8} \times 10^{-18} \text{ erg cm}^{-2} consistent with our extrapolation.

### Table 4. Result of fitting different extinction law models to observations of the afterglow on 2000 March 4.5 UT. The extinction curves include the models by Pei (1992) for the Milky Way (MW), the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC) (see Fig. 4 and text for further details).

| Extinction Model | $\chi^2$/DOF | $\beta$ | $A_V$ |
|-----------------|-------------|--------|-------|
| No extinction   | 1.69        | $-0.90 \pm 0.02$ | 0  |
| MW, Pei (1992)  | < 0         |        | 0.06  |
| LMC, Pei (1992) | < 0         |        | 0.03  |
| SMC, Pei (1992) | 0.91        | $-0.70 \pm 0.09$ | 0.09 ± 0.04 |

### Table 5. Best fits for the colours of the OT from 2000 March 3 to 11 UT, assuming an achromatic evolution. V−R is for March 4.4 only. $P(\chi^2)$ is the probability to obtain a lower value of $\chi^2$/DOF for the given model (constant colour). Colours are not corrected for galactic or intrinsic extinction. See also Fig. 8.

| Colour | Value | $\sigma$ | $\chi^2$/DOF | $P(\chi^2)$ |
|--------|-------|---------|-------------|-------------|
| U−B    | $-0.49$ | 0.06    | 0.41        | 0.26        |
| B−R    | 0.91   | 0.03    | 1.67        | 0.83        |
| R−I    | 0.49   | 0.04    | 0.51        | 0.20        |
| B−I    | 1.43   | 0.05    | 0.33        | 0.14        |
| U−I    | 0.92   | 0.07    | 0.64        | 0.36        |
| U−R    | 0.40   | 0.05    | 1.35        | 0.75        |
| V−R    | 0.44   | 0.05    | -           | -           |

### 6.3. Evolution of the spectral energy distribution

From our UBRI photometric data (presented in Table 1) we have multi-band optical coverage from 2 to 10 days after the burst-trigger (on March 1.41 UT). When analysing the colours, we find that the simplest reliable fit is for constant colours. Thus we find no evidence for optical chromatic evolution for the afterglow during the period of observations (see Fig. 8). For these constant fits, we obtain the values presented in Table 5. These values are not corrected for Galactic or intrinsic extinction.

### 6.4. The light curve

According to the simple fireball model the optical afterglow should follow a power-law decay, $F_\nu \propto \nu^\alpha t^{-\beta}$ (Sari et al. 1998). However, a single power-law is excluded at more than the 99.9% confidence level. The parameters for this power-law are given in Table 4. The photometry suggests that the optical afterglow follows a shallow power-law decay for the first few days and then steepens. This behaviour has been seen previously in GRB 980519 (Jaunsen et al. 2001), GRB 990123 (Kulkarni et al. 1999), GRB 990510 (Harrison et al. 1999), GRB 991208 (Castro-Tirado et al. 2000) and GRB 000926 (Fynbo et al. 2001) and is predicted by many models for gamma-ray bursts (see below). Sagar et al. (2000) report that there are seven components to the R-band light curve. Here we are primarily interested in the overall structure of the light curve, not the structure at small time scales. Therefore, we fit a broken power-law of the form,

$$ f_\nu(t) = \begin{cases} f_\nu(t_b) \left( \frac{t}{t_b} \right)^{\alpha_1}, & \text{if } t \leq t_b \\ f_\nu(t_b) \left( \frac{t}{t_b} \right)^{\alpha_2}, & \text{if } t \geq t_b, \end{cases} $$

(1)
Fig. 8. Fitting the colours from the optical photometry from 2000 March 3 to March 11 UT, assuming achromatic evolution. The solid line indicates the best fit, with the dashed lines representing the error-range. The photometry is from Table 1. The results of the fitting is presented in Table 5. The fit to the combined UBRI data presented in Table 1. The flux, in μJy, at time $t$ days after the burst is denoted by $f_\nu(t)$. The time of the break in the decay is denoted $t_b$. The slope before the break is $\alpha_1$, and the slope after the break is $\alpha_2$. The flux at the time of the break is $f_\nu(t_b)$. We used CERN’s MINUIT function minimization package, and a chi-square minimization scheme, to simultaneously solve for the four free parameters ($\alpha_1$, $\alpha_2$, $t_b$, and $f_\nu(t_b)$) and their formal 1-σ errors in the fit for each parameter. The data was corrected for Galactic reddening and extinction before the fits were made. No corrections were made for reddening or extinction in the host galaxy. The photometry was transformed to the R band using the colours given in Table 5 and then converted to units of flux using a photometric zero point of $f_{\nu,0} = 3.02 \times 10^{-20}$ erg cm$^{-1}$ s$^{-1}$ Hz$^{-1}$ (Fukugita et al. 1995).

The best fit to the combined UBRI photometry is listed in Table 6, and shown in Fig. 8. To test the sensitivity of the results to the fitting function, we also fit our data with the smooth function used by Stanek et al. (1999, their Eq. 1) on GRB 990510. The results are given in Table 5. The broken power-law gives the smallest chi-square value, and the errors in the individual parameters are smaller for the broken power-law fit than they are for the smooth function. The correlation coefficient between $t_b$ and $\alpha_1$ is $-0.39$ and the coefficient between $t_b$ and $\alpha_2$ is $-0.84$. The broken power-law fit is consistent with the data at the 43% confidence level. Even though we, from the theory of fireballs, would expect that the light-curve evolution is a smooth function, we find in the case of GRB 000301C, in agreement with Berger et al. (2000), that the broken power-law provides the most reliable fit. Additionally, a broken power-law provides the most reliable method of determining the time when the decay of the light has steepened, and thus is a useful way of parameterising the data.

We combined all our UBRI-data (Table 1) with those from the literature. Fig. 10 shows the best-fitting broken power-law for all of the UBRI data in the literature (Sagar et al. 2000 and references therein) and Table 1. This data was shifted to the R band in the manner described above. The parameters of the fit are shown in Fig. 10 and are not significantly different from the parameters of the broken power-law that was fit to our data (see Table 5). The conspicuous short-term behaviour of the light-curve has been detailed by Masetti et al. (2000), Garnavich, Loeb & Stanek (2000) find that the variation of the lightcurve can be interpreted as a microlensing event, peaking about 3.5 days after the burst, superposed on a power-law broken at $t_b = 7.6$ days. This superposed event peaks at a more sparsely sampled period in our data, coinciding partly with where we identify the break. Thus it is not possible, from our data, to further constrain the existence of such an event. We choose here to work only with the data presented in Table 1 as it represents a consistently derived set.

### 7. Discussion

#### 7.1. Interpretation of the light curve

The fit to the multi-colour light curves shows a break at $t_b = 4.39 \pm 0.26$ days, with the light curve steepening from $\alpha_1 = -0.72 \pm 0.06$ to $\alpha_2 = -2.29 \pm 0.17$, i.e., by $\Delta \alpha = \alpha_1 - \alpha_2 = 1.57 \pm 0.18$. A broken light curve can arise in a number of circumstances: i) If the frequency separating fast cooling electrons from slow cooling ones moves through the optical at $t_b$, the resulting light curve would steepen by $\Delta \alpha \sim 0.25$ (Sari...
Fig. 9. The upper panel shows the UBRI photometry from Table 1 and the best-fitting broken power-law fit to the data. The photometry was offset to the R band using the colours given in Sect. 2.2 (see the text). The horizontal line at the location of the break shows the 1-σ uncertainty in the time of the break. The lower panel shows the residuals of the fit in the sense $R_{\text{obs}} - R_{\text{fit}}$. The uncertainties in the residuals are the uncertainties in the photometry.

Fig. 10. This Figure is analogous to Fig. 9 but instead shows the data from Table 1 (filled circles) together with all the UBRI photometry presented in the literature (Rhoads & Fruchter 2000 and references therein) (open circles) and with the best-fitting broken power-law fit to this data.

et al. [1999]. ii) The light curve may also steepen if a spherical fireball slows down to a non-relativistic expansion (Dai & Lu [1999], resulting in $\Delta \alpha = -(\alpha_1 + 3/5) = 0.12$ for our value of $\alpha_1$. iii) If the outflow is collimated with a fixed opening angle, the break in the light curve occurs when the relativistic beaming of the synchrotron radiation becomes wider than the jet opening angle (Mészáros & Rees [1999]). In this case the break is a geometrical effect and the steepening is $\Delta \alpha = 3/4$. iv) If the afterglow arises in a sideways expanding jet, the steepening will be $\Delta \alpha = (1 - \alpha_1/3) = 1.24$ (Rhoads [1999]) for our value of $\alpha_1$. The above estimates all assume a constant mean density distribution of the ambient medium. We note that collimated outflows in general result in faster decaying light curves than the spherically symmetric ones. If the mean density distribution is not constant, e.g. it has a stellar wind density profile, the light curves also decay faster, but the break will be less pronounced (Panaitescu et al. [1998]).

Based on the light-curve properties alone, the model that best fits the observations is that of a sideways expanding jet in an ambient medium with a constant mean density distribution. In that interpretation, the observed light curve indices imply an electron energy distribution index of $p = 2.13 \pm 0.09$ that results in a theoretical spectral index of $\beta = -(p-1)/2 = -0.56 \pm 0.05$. This is in agreement with the spectral index of $\beta = -0.70 \pm 0.09$ inferred from our spectroscopic observations when correcting for extinction in the host galaxy (Sect. 6.2), independently strengthening the described model for the afterglow.

With a combined fluence in the 25–1000 KeV range of $4 \times 10^{-6}$ erg cm$^{-2}$, and a redshift of $z = 2.0404$, the isotropic energy release of GRB 000301C is $E = 4.6 \times 10^{52}$ erg. Following Rhoads [1999], the energy estimate and the light curve break time, $t_b = 4.39 \pm 0.26$ days, implies a jet opening angle, at that time, of $\theta \approx 15^\circ n^{1/8}$, where $n$ is the number density of the ambient medium (in units of cm$^{-3}$), and the break is assumed to occur when the opening angle equals the bulk Lorentz factor, $\theta = \Gamma$.

This interpretation is similar to that of GRB 990510 which was almost 5 times more energetic, but had a jet opening angle of approximately $5^\circ$, leading to an earlier break in the light curve. The best fit to GRB 990510 was a smooth function (e.g. Stanek et al. [1999]; Harrison et al. [1999]; Holland et al. [2000]), as compared to a broken power-law in the case of GRB 000301C.

7.2. The host galaxy

The host galaxy appears to be very faint. There is no evidence for any extended emission from a host galaxy in any of the data presented in this paper. Deep images obtained with HST+STIS about 1 month after the GRB indicate that any host galaxy must be $R > 27.8 \pm 0.25$ (Fruchter et al. [2000]). Hence, we can safely conclude that the host galaxy of GRB 000301C is very faint compared to other known populations of galaxies at high redshifts. From fitting extinction curves to our photometry, we have found evidence for some extinction ($A_V \sim 0.1$) in the host galaxy. The $A_V$ derived from the best fit corresponds to an absorption at rest-frame 1500 Å of about 0.4 magnitudes.
For comparison, Lyman Break Galaxies (LBGs) at slightly higher redshifts ($z \sim 2.5$–$3.5$) on average have values of extinction at rest frame wavelength 1500 Å of approximately 1.7 magnitudes, and, in rare cases up to 5 magnitudes (Steidel et al. 1999). Hence, the faint optical appearance of the host galaxy relative to the star-forming LBGs at high redshift is most likely not imposed by massive extinction, but is rather due to a lower overall star formation rate of the host galaxy.

As the host galaxy furthermore has a very high H I column density, log(N(HI))=21.2±0.5 as derived from the Ly$\alpha$ absorption feature and supported by the strong Lyman break (Smette et al. 2000), it is interesting to compare with the population of galaxies identified as Damped Ly$\alpha$ Absorbers (Wolfe et al. 1980) in the spectra of background QSOs. These galaxies have H I column densities higher than log(N(HI))=20.3. Based on the luminosity function of LBGs and the typical parameters of DLAs, Fynbo et al. (1999) show that the majority of DLAs at $z=3$ must be fainter than the current flux limit for LBGs of R=25.5 and that there hence is a very abundant population of galaxies fainter than the LBG flux limit. A similar conclusion has been reached by Haehnelt et al. (2000). The dust-to-gas ratio towards the line-of-sight of GRB 000301C gives a value of $A_V/N(H I) \leq 0.1/1.6 \times 10^{21}$ cm$^{-2} = 0.6 \times 10^{-22}$ cm$^{-2}$. This upper limit is, within errors, consistent with the expected $A_V/N(H I)$ for DLAs. The corresponding value for the Milky Way is $2 \times 10^{-22}$ cm$^{-2}$ (Allen 2000).

It is still uncertain what fraction of the integrated star formation rate at high redshift is accounted for by the LBGs and what fraction has to be accounted for by galaxies further down the luminosity function. The relative occurrence of GRBs in a given population of galaxies is expected to be proportional to its relative contribution to the total star formation rate (Totani et al. 1997; Wijers et al. 1998; Mao & Mo 1999; Blain & Natarajan 2000). However, so far only one GRB (GRB 971214 at $z=3.418$) is confirmed to have occurred in a galaxy similar to the faint members of the LBGs selected in ground based surveys (Odewahn et al. 1998). The fact that GRB 000301C occurred in an intrinsically very faint galaxy and that most GRBs with identified OTs have occurred in L$^*$ or sub-L$^*$ galaxies, suggest that a large fraction of total star formation at high redshift occurs in a population of galaxies that is further down the luminosity function than the bright LBGs found in ground based surveys and that is likely to have a large overlap with the DLAs.

8. Conclusion

GRB 000301C is so far the GRB of shortest duration, for which a counterpart has been detected. The high-energy properties of the burst are consistent with membership of the short-duration class of GRBs, though GRB 000301C could belong to the proposed intermediate class of GRBs or the extreme short end of the distribution of long-duration GRBs. Our VLT-spectra show that GRB 000301C occurred at a redshift of $2.0404 \pm 0.0008$. The light curve of the optical transient is well-fitted by a broken power-law and it is consistent with being achromatic. From the light-curve properties we find that the best model for GRB 000301C is that of a sideways expanding jet in an ambient medium of constant density. This interpretation is further supported by the achromatic light-curve evolution, and by the agreement between the theoretically predicted and observationally derived spectral indices. The spectral energy distribution at March 4.5 reveals SMC-like extinction in the host galaxy at a level of $A_V < 0.10$, which is significantly lower than for the strongly star-forming LBGs. Hence, the extreme faintness of the host galaxy indicates a low overall star-formation rate in the host galaxy, raising the possibility that the host may be a chemically less evolved, relatively low-luminosity galaxy containing SMC-type dust. We argue that there may be a connection between the host galaxy of GRB 000301C and DLAs, suggesting that substantial star-forming activity at high redshift takes place in relatively faint galaxies. Future studies of high redshift GRBs will further help explore this connection.
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