HEAT KERNEL AND CURVATURE BOUNDS IN RICCI FLOWS
WITH BOUNDED SCALAR CURVATURE
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Abstract. In this paper we analyze Ricci flows on which the scalar curvature is globally or locally bounded from above by a uniform or time-dependent constant. On such Ricci flows we establish a new time-derivative bound for solutions to the heat equation. Based on this bound, we solve several open problems: 1. distance distortion estimates, 2. the existence of a cutoff function, 3. Gaussian bounds for heat kernels, and, 4. a backward pseudolocality theorem, which states that a curvature bound at a later time implies a curvature bound at a slightly earlier time.

Using the backward pseudolocality theorem, we next establish a uniform $L^2$ curvature bound in dimension 4 and we show that the flow in dimension 4 converges to an orbifold at a singularity. We also obtain a stronger $\varepsilon$-regularity theorem for Ricci flows. This result is particularly useful in the study of Kähler Ricci flows on Fano manifolds, where it can be used to derive certain convergence results.
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1. Introduction

In this paper we analyze Ricci flows on which the scalar curvature is locally or globally bounded by a time-dependent or time-independent constant. We will derive new heat kernel and curvature estimates for such flows and point out the interplay between these two types of estimates.

We briefly summarize the main results of this paper. More details can be found towards the end of the introduction. Consider a Ricci flow $(\mathcal{M}, (g_t)_{t \in [0,T)})$, $\partial_t g_t = -2 \text{Ric}_{g_t}$ and assume that the scalar curvature $R$ is locally bounded from above by a given constant $R_0$. 
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We refer to the statements of the theorems for a precise characterization what we mean by “locally”. Assuming the bound on the scalar curvature, we obtain the following results:

**Distance distortion estimate:** The distance between two points \(x, y \in M\) changes by at most a uniform factor on a time-interval whose size depends on \(R_0\) and the distance between \(x, y\) at the central time (see Theorem 1.1). This estimate addresses a question that was first raised by R. Hamilton.

**Construction of a cutoff function:** We construct a cutoff function in space-time, whose support is contained in given a parabolic neighborhood and whose gradient, Laplacian and time-derivative are bounded by a universal constant (see Theorem 1.3).

**Backward Pseudolocality Theorem:** Named in homage to Perelman’s forward pseudolocality theorem, this theorem states that whenever the norm of the Riemann curvature tensor on an \(r\)-ball at time \(t\) is less than \(r^{-2}\), then the Riemannian curvature is less than \(Kr^{-2}\) on a smaller ball of size \(\varepsilon r\) at earlier times \([t - (\varepsilon r)^2, t]\) (see Theorem 1.5).

**Strong \(\varepsilon\)-regularity theorem:** If the local isoperimetric constant at a time-slice is close to the Euclidean constant, then we have a curvature bound at that time (see Corollary 1.6).

**\(L^2\)-curvature bound in dimension 4:** If the scalar curvature is globally bounded on \(M \times [0, T)\), then the \(L^2\)-norm of the Riemannian curvature tensor, \(\|\text{Rm}(\cdot, t)\|_{L^2(M, g_0)}\), is bounded by a uniform constant, which is independent of time (see Theorem 1.8).

**Convergence to an orbifold in dimension 4:** If the scalar curvature is globally bounded on \(M \times [0, T)\), then the metric \(g_t\) converges to an orbifold with cone singularities as \(t \nearrow T\) (see Corollary 1.11).

Let us motivate the study of Ricci flows with bounded scalar curvature. Consider a Ricci flow \((M, (g_t)_{t \in [0, T)})\) that develops a singularity at time \(T < \infty\). It was shown by Hamilton (cf. [Ha1]), that the maximum of the norm of the Riemannian curvature tensor diverges as \(t \nearrow T\). Later, Sesum (cf. [Sc]) showed that also the norm of the Ricci tensor has to become unbounded as \(t \nearrow T\). It remained an open question whether the scalar curvature becomes unbounded as well. In dimensions 2, 3 and in the Kähler case (cf. [ZZh]), this is indeed the case. In order to understand the higher dimensional or non-Kähler case, it becomes natural to analyze Ricci flows with uniformly bounded scalar curvature and to try to rule out the formation of a singularity.

Another motivation for the scalar curvature bound arises in the study of Kähler-Ricci flows on Fano manifolds. Let \(M\) be a complex manifold with \(c_1(M) > 0\) and \(g_0\) a Kähler-metric on \(M\) such that the corresponding Kähler form satisfies \(\omega_0 \in c_1(M)\). Then \(g_0\) can be evolved to a Ricci flow on the time-interval \([0, \frac{T}{2}]\) and the scalar curvature satisfies the (time-dependent) bound \(-C < R(\cdot, t) < C(\frac{T}{2} - t)^{-1}\) (cf. [ST]). In other words, if we consider the volume normalized Ricci flow \((\tilde{g}_t)_{t \in [0, \infty)}, \tilde{g}_t = e^t g_0(1-e^{-t})/2,\)

\[
\partial_t \tilde{g}_t = -\text{Ric} + \tilde{g}_t,
\]

then the scalar curvature of \(\tilde{g}_t\) satisfies \(-C/t < R(\cdot, t) < C\) for some uniform constant \(C\).
Ricci flows with bounded scalar curvature have been previously studied in [CT], [CW1], [CW2], [CW3], [Wa], [Z11]. We will particularly use a result obtained by the second author in [Z11], which gives us upper volume bounds for small geodesic balls and certain upper bounds on heat kernels for Ricci flows with bounded scalar curvature.

Before presenting our main results in detail, we introduce some notation that we will frequently use in this paper. We use $M$ to denote a, mostly compact, Riemannian manifold and $g_t$ to denote the metric at time $t$. For any two points $x, y \in M$ we denote by $d_t(x, y)$ the distance between $x, y$ with respect to $g_t$ and for any $r \geq 0$ we let $B(x, t, r) = \{y \in M : d_t(x, y) < r\}$ be the geodesic ball around $x$ of radius $r$ at time $t$. For any $(x, t) \in M \times [0, T)$, $r \geq 0$ and $\Delta t \in \mathbb{R}$ we denote by

$$P(x, t, r, \Delta t) = B(x, t, r) \times [t, t + \Delta t] \quad \text{or} \quad B(x, t, r) \times [t + \Delta t, t],$$

depending on the sign of $\Delta t$, the parabolic neighborhood around $(x, t)$. For any measurable subset $S \subset M$ and any time $t$, we denote by $|S|_t$ the measure of $S$ with respect to the metric $g_t$. We use $\nabla$ and $\Delta$ to denote the gradient and the Laplace-Beltrami operators.

Sometimes we will employ the notation $\nabla_t$, $\Delta_t$ or $\nabla_{g_t}$, $\Delta_{g_t}$ to emphasize the dependence on the time/metric. We also reserve $R = R(x, t)$ for the scalar curvature of $g_t$, $\text{Ric} = R_{ij}$ for the Ricci curvature and $Rm = Rm_{ijkl}$ for the Riemannian curvature tensor. Lastly, we define $\nu([g, \tau]) := \inf_{0 \leq t' \leq \tau} \mu([g, \tau'])$, where $\mu([g, \tau])$ denotes Perelman’s $\mu$-functional. For more details on these functionals see section 2.

The first main result of this paper is a local bound on the distortion of the distance function between two points, given a local bound on the scalar curvature. This result solves a basic question in Ricci flow, which was first raised by R. Hamilton (cf [Ha2, section 17]), under a minimal curvature assumption. We remark that previously, distance distortion bounds have been obtained under certain growth conditions on the curvature tensor or boundedness of parts of the Ricci curvature, see [Ha2, section 17], [P1] Lemma 8.3], [Si] and [TW]. Observe that the following distance distortion bound becomes false if we drop the scalar curvature bound, as one can observe near a 3-dimensional horn (for more details see the comment after the proof of Theorem 1.1).

**Theorem 1.1** (short-time distance distortion estimate). Let $(M^n, (g_t)_{t \in [0, T)})$, $T < \infty$ be a Ricci flow on a compact $n$-manifold. Then there is a constant $0 < \alpha < 1$, which only depends on $\nu([g_0, 2T])$, such that the following holds:

Suppose that $t_0 \in [0, T)$, $0 < r_0 \leq \sqrt{t_0}$, let $x_0, y_0 \in M$ be points with $d_{t_0}(x_0, y_0) \geq r_0$ and let $t \in [t_0 - \alpha r_0^2, \min\{t_0 + \alpha r_0^2, T\})$. Assume that $R \leq r_0^{-2}$ on $U \times [t, t_0] \cup U \times [t_0, t]$, depending on whether $t \leq t_0$ or $t \geq t_0$, where $U \subset M$ is a subset with the property that $U$ contains a time-$t'$ minimizing geodesic between $x_0$ and $y_0$ for all times $t'$ between $t_0$ and $t$.

Then

$$\alpha d_{t_0}(x_0, y_0) < d_t(x_0, y_0) < \alpha^{-1} d_{t_0}(x_0, y_0).$$

Note that $U$ could for example be the ball $B(x_0, t_0, \alpha^{-1} d_{t_0}(x_0, y_0))$. The upper bound of Theorem 1.1 can be generalized for longer time-intervals. For simplicity, we are phrasing this result using a *global* scalar curvature bound, but localizations are possible.

**Corollary 1.2** (long-time distance distortion estimate). Let $(M^n, (g_t)_{t \in [0, T)})$, $T < \infty$ be a Ricci flow on a compact $n$-manifold that satisfies $R \leq R_0 < \infty$ everywhere. Then there is a constant $A < \infty$, which only depends on $\nu([g_0, 2T])$, such that the following holds:
Suppose that \( t_0 \in [0, T) \), let \( x_0, y_0 \in M \) be points and set \( r_0 = d(x_0, y_0) \). For any \( t \in [r_0^2, T) \) with \( A^2(r_0^2 + |t - t_0|) \leq \min\{R_0^{-1}, t_0\} \) we have
\[
d_t(x_0, y_0) < A\sqrt{r_0^2 + |t - t_0|}.
\]

Similar techniques also imply the existence of a well behaved space-time cutoff function.

**Theorem 1.3** (cutoff function). Let \((M^n, (g_t))_{t \in [0, T]}\), \( T < \infty \) be a Ricci flow on a compact \( n \)-manifold. Then there is a constant \( \rho > 0 \), which only depends on \( \nu[g_0, 2T] \) and \( n \), such that the following holds:

Let \((x_0, t_0) \in M \times [0, T)\) and \( 0 < r_0 \leq \sqrt{t_0} \) and let \( 0 < \tau \leq \rho^2 r_0^2 \). Assume that \( R \leq r_0^{-2} \) on \( P(x_0, t_0, r_0, -\tau) \). Then there is a function \( \phi \in C^\infty(M \times [t_0 - \tau, t_0]) \) with the following properties:

(a) \( 0 \leq \phi < 1 \) everywhere.
(b) \( \phi > \rho \) on \( P(x_0, t_0, pr_0, -\tau) \).
(c) \( \phi = 0 \) on \( (M \setminus B(x_0, t_0, r_0)) \times [t_0 - \tau, t_0] \).
(d) \( |\nabla \phi| < r_0^{-1} \) and \( |\partial_t \phi| + |\Delta \phi| < r_0^{-2} \) everywhere.

The proofs of Theorem 1.1, Corollary 1.2 and Theorem 1.3 can be found in section 3.

Next, we analyze the kernel \( K(x, t; y, s) \) for the heat equation coupled with Ricci flow and establish Gaussian bounds on \( K(x, t; y, s) \) and its gradient. This addresses a question of Hein and Naber (cf [HN, Remark 1.15]). Over the last few decades, similar questions have been subject to active research, especially after Li-Yau’s paper [LY]. Among numerous useful papers, let us mention [BCG], [ChH], [GH], [LT], [HN], the books [L] and [Gr] and the reference therein. Previous bounds usually relied on boundedness assumptions of the Ricci curvature and distance functions, see for instance [Z06]. Our proof makes use of a recent integral bound for the heat kernel obtained by Hein-Naber in [HN] as well as our distance distortion bounds. We mention that a lower bound on the heat kernel has been proven in [Z11], which matches the upper bound in this paper up to constants. Since many geometric quantities such as the scalar curvature obey equations of heat-type, we expect this result to have further applications. For example, our bounds enable us to convert integral curvature bounds into pointwise bounds in certain settings.

**Theorem 1.4.** Let \((M^n, (g_t))_{t \in [0, T]}\), \( T < \infty \) be a Ricci flow on a compact \( n \)-manifold that satisfies \( R \leq R_0 < \infty \) everywhere. Then for any \( A < \infty \) there are constants \( C_1 = C_1(A), C_2 = C_2(A) < \infty \), which only depend on \( A, \nu[g_0, 2T], n \), such that the following holds:

Let \( K(x, t; y, s) \) be the fundamental solution of the heat equation coupled with the Ricci flow (see section 2 for more details), where \( 0 \leq s < t < T \). Suppose that \( t - s \leq AR_0^{-1} \) and \( s > A^{-1}(t - s) \). Then
\[
K(x, t; y, s) > \frac{1}{C_1(t - s)^{n/2}} \exp\left(-\frac{C_2 d_s^2(x, y)}{t - s}\right),
\]
\[
K(x, t; y, s) < \frac{C_1}{(t - s)^{n/2}} \exp\left(-\frac{d_s^2(x, y)}{C_2(t - s)}\right),
\]
\[
|\nabla_x K(x, t; y, s)|_{g_t} < \frac{C_1}{(t - s)^{(n+1)/2}} \exp\left(-\frac{d_s^2(x, y)}{C_2(t - s)}\right).
\]

In the last line the gradient is taken with respect to the metric \( g_t \).
Note that the lower bound for $s$ is necessary since we do not assume curvature or injectivity radius bounds on the initial metric. On the other hand, if we assume such bounds on the initial metric, then one can derive upper and lower Gaussian bounds by standard methods, since $(M, g_t)$ will have bounded geometry at least for small times. Using the reproducing formula and Theorem 1.4 we can derive Gaussian bounds up to any finite time. Observe also that by Theorem 1.1 one can replace the distance $d_s(x, y)$ by $d_s(x, y)$ freely after adjusting the constant $C_2$ in the above statements. This will be made clear during the proof of the theorem. The proof of this theorem and further useful results, such as mean value inequalities for heat equations on Ricci flows, can be found in sections 4 and 5.

Next, we prove the following backward pseudolocality theorem assuming a local scalar curvature bound. Previously, similar backward pseudolocality properties have been established in two other settings: First, Perelman (cf [P2, Proposition 6.4]) obtained a similar result in the three dimensional case without assuming a scalar curvature bound. Second, X. X. Chen and B. Wang (cf [CW]) proved a backward curvature bound under the additional assumption that the curvature tensor has uniformly bounded $L^{n/2}$ norm. Recently, the same authors presented a long-time backward pseudolocality property for Kähler Ricci flows on Fano manifolds (cf [CW3]).

**Theorem 1.5** (backward pseudolocality). Let $(M^n, (g_t)_{t \in [0,T)})$, $T < \infty$ be a Ricci flow on a compact manifold. Then there are constants $\varepsilon > 0$, $K < \infty$, which only depend on $\nu[g_0, 2T], n$, such that the following holds:

Let $(x_0, t_0) \in M \times (0, T)$ and $0 < r_0 \leq \sqrt{T_0}$ and assume that

\[
R \leq r_0^{-2} \quad \text{on} \quad P(x_0, t_0, r_0, -2(\varepsilon r_0)^2)
\]

and

\[
|\operatorname{Rm}(:, t_0)| \leq r_0^{-2} \quad \text{on} \quad B(x_0, t_0, r_0).
\]

Then

\[
|\operatorname{Rm}| < K r_0^{-2} \quad \text{on} \quad P(x_0, t_0, \varepsilon r_0, -(\varepsilon r_0)^2).
\]

The proof of this theorem can be found in section 6. Note that it can be observed from this proof that the factor 2 in (1.1) can be replaced by any number larger than 1 if the constants $\varepsilon, K$ are adjusted suitably.

As an application, the backward pseudolocality theorem can be coupled with Perelman’s forward pseudolocality theorem (cf [P1]) to deduce a stronger $\varepsilon$-regularity theorem for Ricci flows.

**Corollary 1.6** (strong $\varepsilon$-regularity). Let $(M^n, (g_t)_{t \in [0,T)})$ be a Ricci flow on a compact n-manifold. Then there are constants $\delta, \varepsilon > 0$ and $K < \infty$, where $\delta$ only depends on $n, \varepsilon$ and $K$ only depends on $\nu[g_0, 2T], n$, such that the following holds:

Let $(x_0, t_0) \in M \times [0, T)$ and $0 < r_0 \leq \min\{\sqrt{T_0}, \sqrt{T - t_0}\}$ and assume that

\[
R \leq r_0^{-2} \quad \text{on} \quad B(x_0, t_0, r_0) \times [t_0 - 2(\varepsilon r_0)^2, t_0 + (\varepsilon r_0)^2],
\]

and

\[
|\partial \Omega^n_{t_0} \geq (1 - \delta)c_n |\Omega^n_{t_0}^{n-1} \quad \text{for any} \quad \Omega \subset B(x_0, t_0, r_0),
\]

where $c_n$ is the Euclidean isoperimetric constant. Then

\[
|\operatorname{Rm}| < K r_0^{-2} \quad \text{on} \quad B(x_0, t_0, \varepsilon r_0) \times [t_0 - (\varepsilon r_0)^2, t_0 + (\varepsilon r_0)^2].
\]
The proof of this corollary can be found in section \[6\].

Note that in Perelman’s forward pseudolocality theorem, the bound on the curvature tensor is \(K/(s - t)\) for \(s \in (t, t + \varepsilon)^-\), which blows up at time \(t\). In contrast, the curvature bound in the corollary above is independent of time and extends in both directions in time. As an application, Corollary \[10\] combined with Shi’s curvature derivative bound [SH], seems to simplify and fill in some details in section 3.3 of the paper [TZZ] by G. Tian and Z. L. Zhang. For example, the curvature bound (3.45) there now holds in a fixed open set relative to the time level 0 instead of the variable time \(t\). Note that if the \(C^0\) harmonic radius at a point \(x\) and time \(t\) is \(r\), then the isoperimetric condition holds in \(B(x,t,\varepsilon\theta r)\) for a fixed \(\theta \in (0,1)\). Thus the corollary implies that the curvature is bounded in \(B(x,t,\varepsilon\theta r)\).

As further application of the backward pseudolocality Theorem, we derive an \(L^2\)-bound for the Riemannian curvature in dimension 4, assuming a uniform bound on the scalar curvature. The precise statement of the result makes use of the following notion:

**Definition 1.7.** For a Riemannian manifold \((M,g)\) and a point \(x \in M\) we define

\[
r_{\text{Rm}}(x) := \sup \{ r > 0 : |Rm| < r^{-2} \text{ on } B(x,r) \}.
\]

If \((M,g)\) is flat, then we set \(r_{\text{Rm}}(x) = \infty\). If \((M, (g_t)_{t \in [0,T)}\) is a Ricci flow and \((x,t) \in M \times [0,T)\), then \(r_{\text{Rm}}(x,t)\) is defined to be the radius \(r_{\text{Rm}}(x)\) on the Riemannian manifold \((M,g_t)\).

The result is now the following.

**Theorem 1.8 (\(L^2\) curvature bound in dimension 4).** Let \((M^4, (g_t)_{t \in [0,T)}\) be a Ricci flow on a compact 4-manifold that satisfies \(R \leq R_0 < \infty\) everywhere. Then there are constants \(A,B \leq \infty\), which only depend on the product \(R_0 T\) and on \(\nu[0,2T]\), such that the following holds:

Let \(\chi(M)\) be the Euler characteristic of \(M\). Then for all \(t \in [T/2,T)\) the following bounds hold:

\[
\|Rm(\cdot,t)\|_{L^2(M,g_t)} = \left( \int_M |Rm(\cdot,t)|^2 dg_t \right)^{1/2} \leq A\chi(M) + B\text{vol}_0 M.
\]

For any \(p \in (0,4)\)

\[
\int_M |\text{Ric}|^p(x,t) dg_t + \int_M r^{-p}_{\text{Rm}}(x,t) dg_t \leq A\chi(M) + \frac{B}{4-p}\text{vol}_0 M.
\]

Finally, for all \(0 < s \leq 1\)

\[
\frac{|\{ |\text{Ric}(\cdot, t) \geq s^{-1}\}|_t}{s^4} + \frac{|\{ r_{\text{Rm}}(\cdot, s) \leq s\}|_t}{s^4} \leq A\chi(M) + B\text{vol}_0 M.
\]

Here we use the short form \(\{ f \geq a \} := \{ x \in M : f(x) \geq a \}\).

The proof of this theorem can be found in section \[7\].

Since the \(L^2\)-bound of \(\text{Rm}\) is scaling invariant and descends to geometric limits, we immediately obtain that singularity models of 4-dimensional Ricci flows with bounded scalar curvature have \(L^2\)-bounded curvature as well:

**Corollary 1.9.** Let \((M^4, (g_t)_{t \in [0,T)}\), \(T < \infty\) be a Ricci flow on a compact 4-manifold that satisfies \(R \leq R_0 < \infty\) everywhere. Let \((x_k,t_k) \in M \times [0,T)\) be a sequence with \(Q_k = |\text{Rm}|(x_k,t_k) \rightarrow \infty\) and assume that the pointed sequence of blow-ups \((M, Q_k g((Q_k^{-1}t+t_k),x_k)\)
converges to some ancient Ricci flow \((M_\infty, (g_{\infty,t})_{t \in (-\infty,0]}, x_\infty)\) in the smooth Cheeger-Gromov sense. Then \(g_{\infty,t} = g_\infty\) is constant in time and \((M_\infty, g_\infty)\) is Ricci-flat and asymptotically locally Euclidean (ALE).

Corollary 1.9 also follows from recent work of Cheeger and Naber (cf [CN]). A direct consequence of Corollary 1.9 is (see [And, Corollary 5.8]):

**Corollary 1.10.** Let \((M^4, (g_t)_{t \in [0,T)})\), \(T < \infty\) be a Ricci flow on a compact 4-manifold \(M\) that satisfies the following topological condition: the second homology group over every field vanishes, i.e. \(H_2(M; F) = 0\) for every field \(F\) (for example, the 4-sphere satisfies this condition).

Then the scalar curvature becomes unbounded as \(t \searrow T\).

The \(L^2\)-bound on the Riemannian curvature can also be used to understand the formation of the ALE-singularities on a global scale:

**Corollary 1.11.** Let \((M^4, (g_t)_{t \in [0,T)})\), \(T < \infty\) be a Ricci flow on a compact 4-manifold that satisfies \(R \leq R_0 < \infty\) everywhere. Then \((M, g_t)\) converges to an orbifold in the smooth Cheeger-Gromov sense.

More specifically, we can find a decomposition \(M = M^{\text{reg}} \cup M^{\text{sing}}\) with the following properties:

(a) \(M^{\text{reg}}\) is open and connected.

(b) \(M^{\text{sing}}\) is a null set with respect to \(g_t\) for all \(t \in [0,T]\).

(c) \(g_t\) smoothly converges to a Riemannian metric \(g_T\) on \(M^{\text{reg}}\).

(d) \((M^{\text{reg}}, g_T)\) can be compactified to a metric space \((\overline{M}^{\text{reg}}, \overline{d})\) by adding finitely many points and the differentiable structure on \(M^{\text{reg}}\) can be extended to a smooth orbifold structure on \(\overline{M}^{\text{reg}}\), such that the orbifold singularities are of cone type.

(e) Around every orbifold singularity of \((\overline{M}^{\text{reg}}, \overline{d})\) the metric \(g_T\) satisfies \(|\nabla^m R_m| < o(r^{-2-m})\) as \(r \to 0\), where \(r\) denotes the distance to the singularity. The tangent cone around every orbifold singularity is a finite quotient of \(\mathbb{R}^4\).

Similar results have also been obtained in [CW1], assuming a uniform \(L^2\)-norm on the curvature tensor. The proof of this corollary can be found in section 7. Note that the corollary does not state that \((\overline{M}^{\text{reg}}, \overline{d})\) is a Riemannian orbifold, which would require that neighborhoods of singular points lift to smooth Riemannian manifolds.

This paper is organized as follows: In section 2 we introduce the notions and tools that we will use throughout the paper. In section 3 we prove a time derivative bound for solutions of the heat equation on a Ricci flow, which is independent of the Ricci curvature. Then we use this bound to derive the distance distortion estimates, Theorem 1.1 and Corollary 1.2, and construct a well behaved cutoff function in space-time in Theorem 1.3. Next, in section 4 we use this cutoff function to establish mean value inequalities for solutions of the heat and conjugate heat equation in section 4 and eventually the Gaussian bounds for the heat kernel, Theorem 1.4. In section 6 we prove the backward pseudolocality Theorem 1.5 and the strong \(\varepsilon\)-regularity theorem, Corollary 1.6. Finally, we prove the \(L^2\) curvature bound in dimension 4, Theorem 1.8 and its consequences.
2. Preliminaries

Consider a Ricci flow \((M, (g_t)_{t \in [0, T)}), T < \infty\) on a compact \(n\)-manifold \(M\). For any \((x_0, t_0) \in M \times [0, T), r > 0\), we will frequently use the notation
\[
Q^+(x_0, t_0, r) = \{(x, t) \in M \times [0, T) : d_t(x_0, x) < r, \quad t_0 \leq t \leq t_0 + r^2\}
\]
\[
Q^-(x_0, t_0, r) = \{(x, t) \in M \times [0, T) : d_t(x_0, x) < r, \quad t_0 - r^2 \leq t \leq t_0\}
\]
to denote the “forward” and “backward” parabolic cubes.

Next, note that by applying the maximum principle to the evolution equation \(\partial_t R = \Delta R + 2|\text{Ric}|^2 \geq \Delta R + \frac{2}{n} R^2\), we can deduce the following lower bound on the scalar curvature:
\[
R(t, r) > -\frac{n}{2t}.
\]
So, for instance, if we also have an upper bound of the form \(R \leq R_0 < \infty\) and if we are working at a scale \(0 < r_0 \leq \min\{R_0^{-1/2}, \sqrt{t_0}\}\), then we have the two-sided bound
\[
|R| \leq nr_0^{-2} \quad \text{on} \quad M \times [t_0 - \frac{1}{2} r_0^2, t_0].
\]
In such a situation, we will often rescale parabolically and assume that \(r_0 = 1\), \(t_0 \geq 1\) and \(\|R\| \leq n\) on \(M \times [t_0 - \frac{1}{2}, t_0]\).

Assume for simplicity, that \(|R| \leq R_0\) everywhere. By the evolution equation of the volume form, \(\partial_t dg_t = -R dg_t\), the bound on the scalar curvature implies the following distortion estimate for the volume element:
\[
e^{-R_0|t-s|} \leq \frac{P_{\text{dist}}}{d^s} \leq e^{R_0|t-s|} \quad s, t \in [0, T).
\]
This implies that for any measurable subset \(S \subset M\), we have
\[
(2.1) \quad e^{-R_0|t-s|} \leq |S|_s \leq e^{R_0|t-s|} \quad s, t \in [0, T).
\]

Next, we recall Perelman’s \(W\)-functional (cf [P1]):
\[
W[g, f, \tau] = \int_M (\tau (|\nabla f|^2 + R) + f - n) (4\pi \tau)^{-\frac{n}{2}} e^{-f} dg
\]
Here \(g\) is a Riemannian metric, \(f \in C^1(M)\) and \(\tau > 0\). The fact that this functional involves no curvature term other than the scalar curvature, comes very handy in the study of bounded scalar curvature. Recall that the derived functionals
\[
\mu[g, \tau] = \inf_{f (4\pi \tau)^{-\frac{n}{2}} e^{-f} dg = 1} W[g, f, \tau]
\]
and
\[
\nu[g, \tau] = \inf_{0 < \tau' < \tau} \mu[g, \tau'], \quad \nu[g] = \inf_{\tau > 0} \mu[g, \tau]
\]
are monotone in time and that \(\nu[g, \tau], \nu[g] \leq 0\). By this, we mean that \(\partial_t \mu[g_t, \tau - t], \partial_\tau \nu[g_t, \tau - t], \partial_\tau \nu[g_t] \geq 0\).

We now mention two important consequences, which have been derived from this monotonicity and which we will be using frequently in this paper without further mention. The first consequence is Perelman’s celebrated No Local Collapsing Theorem (see [P1]), which
can be phrased as follows: Let \((x_0, t_0) \in \mathbb{M} \times (0, T)\), \(0 < r_0 < \sqrt{t_0}\) and assume that \(R < r_0^{-2}\) on \(B(x_0, t_0, r_0)\). Then
\[
|B(x_0, t_0, r_0)|_{t_0} > \kappa_1 r_0^n,
\]
for some constant \(\kappa_1\), which only depends on \(\nu[g_0, 2T]\) and \(n\). On the other hand, a non-inflating property was shown in \cite{Z11} (see also \cite{CW2}). This property states that whenever \((x_0, t_0) \in \mathbb{M} \times (0, T)\), \(0 < r_0 < \sqrt{t_0}\)
\[
R(\cdot, t) \leq \frac{\alpha}{t_0 - t} \quad \text{on} \quad Q^-(x_0, t_0, r_0),
\]
then
\[
|B(x_0, t_0, r_0)|_{t_0} < \kappa_2 r_0^n,
\]
where \(\kappa_2\) again only depends on \(\nu[g_0, 2T]\) and \(n\).

Next, we discuss heat equations coupled with the Ricci flow. The forward heat equation
\[
\begin{cases}
\partial_t u - \Delta u = 0, \\ \partial_t g_t = -2 \text{Ric}_{g_t}
\end{cases}
\]
has a conjugate,
\[
\begin{cases}
-\partial_t u - \Delta u + Ru = 0 \\ \partial_t g_t = -2 \text{Ric}_{g_t}
\end{cases}
\]
which evolves backwards in time. So for any two compactly supported functions \(u, v \in C^\infty(\mathbb{M} \times (0, T))\) we have
\[
\int_{\mathbb{M} \times (0, T)} (\partial_t u - \Delta u) \cdot v d\mu_{g_t} dt = \int_{\mathbb{M} \times (0, T)} u \cdot (-\partial_t v - \Delta v + Rv) d\mu_{g_t} dt.
\]
We will denote by \(K(x, t; y, s)\), where \(x, y \in \mathbb{M}\), \(0 \leq s < t < T\), the heat kernel associated with the heat equation \((2.5)\), meaning that for any fixed \((y, s) \in \mathbb{M} \times (0, T)\)
\[
(\partial_t - \Delta_x) K(\cdot, \cdot; y, s) = 0 \quad \text{and} \quad \lim_{t \nearrow s} K(\cdot, t; y, s) = \delta_y.
\]
Then \(K(x, t; \cdot, \cdot)\) is the kernel associated to the conjugate heat equation \((2.6)\), meaning that for any fixed \((x, t) \in \mathbb{M} \times (0, T)\)
\[
(-\partial_s - \Delta_y + R) K(x, t; \cdot, \cdot) = 0 \quad \text{and} \quad \lim_{s \searrow t} K(x, t; \cdot, s) = \delta_x.
\]

In \cite[Theorem 3.2]{Z06} (see also \cite[Theorem 5.1]{CH}), the second author has obtained the following derivative bound for positive solutions \(u \in C^\infty(\mathbb{M} \times (0, T))\) of the heat equation \((2.5)\):
\[
(2.8) \quad \frac{|\nabla u(x, t)|}{u(x, t)} \leq \sqrt{\frac{1}{t} \sqrt{\frac{1}{t_0} \log \frac{J}{u(x, t)}}}
\]
whenever \(0 < u < J\) on \(\mathbb{M} \times (0, t]\). Note that this bound is sharp for the heat kernel on Euclidean space with \(J = \sup_{\mathbb{M} \times (0, T]} u\) and does not assume boundedness of the scalar curvature.

Lastly, we mention two heat kernel estimates, which have been obtained by the second author in \cite{Z11} equations (1.5), (1.7), etc.\]. The first estimate is a global upper bound on
the heat kernel. Assume that \( x, y \in M \), \( 0 \leq s < t < T \) and that we have the lower scalar curvature bound \( R \geq -R_0 \) on \( M \times [s, t] \). Then

\[
K(x, t; y, s) < \frac{C}{(t - s)^{n/2}},
\]

where \( C \) only depends on \( \nu \lbrack g_0, 2T \rbrack, n \) and \( (t - s)R_0 \).

The second estimate is a distance dependent lower bound on the heat kernel. This bound is a consequence of (2.8) and Perelman’s Harnack inequality. Let \( x, y \in M \), \( 0 \leq s < t < T \) and consider a smooth curve \( \gamma : [s, t] \rightarrow M \) between \( (y, s) \) and \( (x, t) \), i.e. \( \gamma(s) = y \) and \( \gamma(t) = x \). Its \( L \)-length is defined as

\[
L(\gamma) := \int_s^t \sqrt{t - t'} \left( |\gamma'(t')|^2 + R(\gamma(t'), t') \right) dt'.
\]

The reduced distance between \( (x, t) \) and \( (y, s) \) is defined as

\[
\ell(x, t)(y, s) := \frac{1}{2\sqrt{t - s}} \inf \{ L(\gamma) : \gamma : [s, t] \rightarrow M \text{ between } (y, s) \text{ and } (x, t) \}.
\]

Then by [P1, Corollary 9.5] we have

\[
K(x, t; y, s) \geq \frac{1}{4\pi(t - s)^{n/2}} e^{-\ell(x, t)(y, s)}.
\]

Applying (2.10) for \( x = y \) and (2.8) at time \( t \) yields the following Gaussian lower bound on the heat kernel (see [Z11] for more details): Assume that we have the upper scalar curvature bound \( R(y, t') \leq R_0 \) for all \( t' \in [s, t] \). Then

\[
K(x, t; y, s) > \frac{C^{-1}}{(t - s)^{n/2}} \exp \left( -\frac{d^2(x, y)}{2(t - s)} \right),
\]

where \( C \) only depends on \( (t - s)R_0 \).

3. Heat kernel bounds, distance distortion estimates and the construction of a cutoff function

In this section, we first derive a bound on the time derivative (or Laplacian) of positive solutions of the heat equation, which is independent of the Ricci curvature. This bound is then used to obtain distance distortion estimates and to construct a space-time cutoff function.

**Lemma 3.1.** Let \( (M^n, (g_t))_{t \in [0, T]} \) be a Ricci flow on a compact \( n \)-manifold and let \( u \in C^\infty(M \times [0, T]) \) be a positive solution to the heat equation \( \partial_t u = \Delta u, \ u(\cdot, 0) = u_0 \) that is coupled to the Ricci flow. Then the following is true:

(a) There is a constant \( B < \infty \), depending only on the dimension of \( M \), such that the following holds: If \( 0 < u \leq a \) on \( M \times [0, T] \) for some constant \( a > 0 \), then for all \( (x, t) \in M \times (0, T) \)

\[
\left( |\Delta u| + \frac{|\nabla u|^2}{u} - aR \right)(x, t) \leq \frac{Ba}{t}.
\]
(b) If \(0 < u \leq 1\) on \(M \times [0, T]\), then for all \((x, t) \in M \times [0, T]\)
\[
\left( \Delta u + \frac{|\nabla u|^2}{u} - R \right)(x, t) \leq \sup_M \left( \Delta u_0 + \frac{|\nabla u_0|^2}{u_0} - R(\cdot, 0) \right) + t \left( 1 + \frac{4}{n} \right) \sup_M \frac{|\nabla u_0|^4}{u_0^4}
\]
and
\[
\left( - \Delta u + \frac{|\nabla u|^2}{u} - R \right)(x, t) \leq \sup_M \left( - \Delta u_0 + \frac{|\nabla u_0|^2}{u_0} - R(\cdot, 0) \right) + t \sup_M \frac{|\nabla u_0|^4}{u_0^4}.
\]

**Proof.** Part (a). Without loss of generality we may assume \(a = 1\) so that \(0 < u \leq 1\) everywhere. For convenience of presentation we write
\[
L_1 = -\Delta u + \frac{|\nabla u|^2}{u} - R, \quad L_2 = \Delta u + \frac{|\nabla u|^2}{u} - R.
\]

In the following we will show that \(L_1, L_2 \leq B t\). Using standard identities, it is easy to check that in a local orthonormal frame we have
\[
(\partial_t - \Delta)\Delta u = \Delta(\partial_t - \Delta)u + (\partial_t \Delta - \Delta \partial_t)u = 2R_{ij} u_{ij},
\]
\[
(\partial_t - \Delta)R = 2|\text{Ric}|^2,
\]
\[
(\partial_t - \Delta)\frac{|\nabla u|^2}{u} = -\frac{2}{u} \left| u_{ij} - \frac{u_i u_j}{u} \right|^2.
\]

Therefore, we can write
\[
(\partial_t - \Delta)L_1 = -\frac{2}{u} \left| u_{ij} - \frac{u_i u_j}{u} \right|^2 - 2R_{ij} u_{ij} - 2R_{ij}.
\]

Rearranging the terms on the right-hand side and using the assumption that \(u \leq 1\), we deduce
\[
(\partial_t - \Delta)L_1 \leq -\left| u_{ij} - \frac{u_i u_j}{u} \right|^2 - 2R_{ij} \left( u_{ij} - \frac{u_i u_j}{u} \right) - R_{ij} - 2R_{ij} \frac{u_i u_j}{u} - R_{ij}^2
\]
\[
= -\left| u_{ij} - \frac{u_i u_j}{u} + R_{ij} \right|^2 - \left| \frac{u_i u_j}{u} + R_{ij} \right|^2 + \frac{|\nabla u|^4}{u^2}
\]
\[
\leq -\frac{1}{n} \left( \Delta u - \frac{|\nabla u|^2}{u} + R \right)^2 + \frac{|\nabla u|^4}{u^2}.
\]

Thus
\[
(\partial_t - \Delta) L_1 \leq -\frac{1}{n} L_1^2 + \frac{|\nabla u|^4}{u^2}.
\]

From (2.8), one has
\[
\frac{|\nabla u|^2}{u} \leq \frac{u}{t} \log \frac{1}{u} \leq \frac{1}{et}.
\]

Using this and (3.3), we deduce
\[
(\partial_t - \Delta) L_1 \leq -\frac{1}{n} L_1^2 + \frac{1}{e^2 t^2}.
\]

Let \(B\) be a positive number such that
\[
\frac{B + e^{-2}}{B^2} = \frac{1}{n}.
\]
Then
\[(\partial_t - \Delta)(B/t) = \frac{B + e^{-2}}{B^2} (B/t)^2 + \frac{1}{e^2 t^2} = -\frac{1}{n} (B/t)^2 + \frac{1}{e^2 t^2}.\]

Hence
\[(\partial_t - \Delta)\left( L_1 - \frac{B}{t} \right) \leq -\frac{1}{n} \left( L_1 + \frac{B}{t} \right) \left( L_1 - \frac{B}{t} \right).\]

The maximum principle then implies \(L_1 \leq \frac{B}{t}\).

In order to prove the upper bound on \(L_2\), we compute
\[(\partial_t - \Delta)L_2 = -\frac{2}{u} \left| u_{ij} - \frac{u_{ij} u_i}{u} \right|^2 + 2R_{ij} u_{ij} - 2R_{ij}^2
\leq -\left| u_{ij} - \frac{u_{ij} u_i}{u} \right|^2 + 2R_{ij} \left( u_{ij} - \frac{u_{ij} u_i}{u} \right) - R_{ij}^2 + 2R_{ij} \frac{u_{ij} u_i}{u} - R_{ij}^2
= -\left| u_{ij} - \frac{u_{ij} u_i}{u} - R_{ij} \right|^2 - \left| u_{ij} - R_{ij} \right|^2 + \frac{|\nabla u|^4}{u^2}
\leq -\frac{1}{n} \left( \Delta u - \frac{|\nabla u|^2}{u} - R \right)^2 + \frac{|\nabla u|^4}{u^2}
= -\frac{1}{n} \left( L_2 - 2 \frac{|\nabla u|^2}{u} \right)^2 + \frac{|\nabla u|^4}{u^2}
= -\frac{1}{2n} \left( L_2 - 4 \frac{|\nabla u|^2}{u} \right)^2 - \frac{1}{2n} L_2^2 + \left( 1 + \frac{4}{n} \right) \frac{|\nabla u|^4}{u^2}
\leq -\frac{1}{2n} L_2^2 + \left( 1 + \frac{4}{n} \right) \frac{|\nabla u|^4}{u^2}.
\]

Therefore, using again (3.4), we obtain
\[(\partial_t - \Delta)L_2 \leq -\frac{1}{2n} L_2^2 + \frac{1 + \frac{4}{n}}{e^2} \cdot \frac{1}{t^2}.
\]

We now argue similarly as before. Choose \(B > 0\) such that
\[B^{-1} + \frac{1 + \frac{4}{n}}{e^2} B^{-2} = \frac{1}{2n}.
\]

Then
\[(\partial_t - \Delta)(B/t) = -\frac{1}{2n} (B/t)^2 + \frac{1 + \frac{4}{n}}{e^2} \cdot \frac{1}{t^2}.
\]

And hence
\[(\partial_t - \Delta)(L_2 - \frac{B}{t}) \leq -\frac{1}{2n} \left( L_2 + \frac{B}{t} \right) \left( L_2 - \frac{B}{t} \right).
\]

So by the maximum principle \(L_2 \leq \frac{B}{t}\), which proves (3.1).

Part (b). By (3.2), we know that the function \(|\nabla u|^2/u\) is a subsolution to the heat equation. So the maximum principle implies that
\[
\frac{|\nabla u|^2}{u} \leq \sup_M \frac{|\nabla u_0|^2}{u_0}.
\]

The remaining estimates then follow using the bounds for \((\partial_t - \Delta)L_1\) and \((\partial_t - \Delta)L_2\) from before along with the maximum principle. \(\square\)
The previous bound on the gradient and Laplacian of solutions to the heat equation, can be used to derive a local bound on the distortion of the distance between two points.

**Proof of Theorem [1.7]**  Step 1. We first establish the upper bound on $d_t'(x_0, y_0)$ in the case in which $r_0 \leq d_t(x_0, y_0) \leq 2r_0$. After rescaling the flow parabolically, we may assume without loss of generality that $r_0 = 1$. Then we have $R \leq 1$ on $U \times [t, t_0]$ or $U \times [t_0, t]$ and $t_0 \geq 1$. Moreover, as explained in section 2, we have the lower bound $R \geq -n$ on $M \times [t_0 - \frac{1}{2}, t_0]$. Let $\gamma : [0, 1] \to U$ be a time-$t_0$ minimizing geodesic between $x_0, y_0$.

By [PT] end of 7.1, we can find a point $z \in M$ such that the reduced distance between $(x_0, t_0)$ and $(z, t_0 - \frac{1}{2})$ satisfies

$$l_{(x_0, t_0)}(z, t_0 - \frac{1}{2}) \leq \frac{n}{2}.$$  

Consider the heat kernel $K(x, t) = K(x, t; z, t_0 - \frac{1}{2})$ centered at $(z, t_0 - \frac{1}{2})$, i.e. $\partial_t K = \Delta K$ (see (2.7) for more details). First, we note that

$$\frac{d}{dt} \int_M K(\cdot, t) dg_t = \int_M (\Delta K(\cdot, t) - R(\cdot, t) K(\cdot, t)) dg_t \leq n \int_M K(\cdot, t) dg_t.$$  

So

$$\int_M K(\cdot, t) dg_t \leq e^{n(t - (t_0 - \frac{1}{2}))}.  \tag{3.5}$$

Recall also that by (2.9) and (2.10) there is a uniform constant $B_0 < \infty$ such that for all $t \in [t_0 - \frac{1}{4}, t_0 + \frac{1}{4}]$

$$K(\cdot, t) < \frac{B_0}{(t - (t_0 - \frac{1}{2}))^{n/2}} \quad \text{on } M \quad \text{and} \quad K(x_0, t) \geq \frac{1}{(4\pi(t - (t_0 - \frac{1}{2}))^{n/2})} e^{-l(x_0, t_0)(z, t_0 - 1/2)} \geq \frac{B_0^{-1}}{(t - (t_0 - \frac{1}{2}))^{n/2}}.$$  

By Lemma 3.1(a) applied to the region $U \times [t, t_0]$ or $U \times [t_0, t]$, we get that there is a uniform constant $B < \infty$ such that

$$K < B \quad \text{on } M \times [t, t_0] \quad \text{and} \quad |\partial_t K| < B \quad \text{on } U \times [t, t_0].  \tag{3.7}$$

We also recall the inequality (2.8)

$$\left| \nabla \log \frac{K(\cdot, t')}{K(\cdot, t)} \right| < \sqrt{\frac{1}{t' - (t_0 - \frac{1}{8})}} \sqrt{\log \frac{B}{K(\cdot, t')}},$$

which holds on all of $M$ for $t' \in [t_0 - \frac{1}{8}, t_0 + \frac{1}{8}]$. We can rewrite this inequality as

$$\left| \nabla \sqrt{\log \frac{B}{K(\cdot, t')}} \right| < \frac{1}{2\sqrt{t' - (t_0 - \frac{1}{8})}}.  \tag{3.8}$$

Integrating this bound at time $t_0$ along $\gamma$ and using the lower bound in (3.6) yields that

$$K(\cdot, t_0) > c \quad \text{on } \gamma([0, 1]).  \tag{3.9}$$
for some uniform constant $c > 0$. Assume now that $\alpha \leq \min\{\frac{1}{8}, \frac{1}{2}B^{-1}c\}$ and fix some $t \in [t_0 - \alpha, t_0 + \alpha]$. Then by (3.7) and (3.9)

$$K(\cdot, t) > c/2 \quad \text{on} \quad \gamma([0, 1]).$$

Due to the derivative bound (3.8) on $K(\cdot, t)$, we can choose a uniform $\beta > 0$ such that for all $s \in [0, 1]$

$$K(\cdot, t) > c/4 \quad \text{on} \quad B(\gamma(s), t, \beta).$$

Let now $N \geq 1$ be maximal with the property that there are parameters $0 \leq s_1 \leq \ldots \leq s_N \leq 1$ such that the balls $B(\gamma(s_1), t, \beta), \ldots, B(\gamma(s_N), t, \beta)$ are pairwise disjoint. Then the balls $B(\gamma(s_1), t, 2\beta), \ldots, B(\gamma(s_N), t, 2\beta)$ cover $\gamma([0, 1])$. We argue that this implies that $d_t(x_0, y_0) \leq N \cdot 4\beta$: Consider a graph consisting of vertices labeled by $1, \ldots, N$. Connect vertex $i$ with vertex $j$ by an edge if $B(\gamma(s_i), t, 2\beta)$ and $B(\gamma(s_j), t, 2\beta)$ intersect. Since $\gamma$ is covered by the balls $B(\gamma(s_i), t, 2\beta)$, this graph has to be connected. So it is possible to connect any two vertices by a chain of length $\leq N - 1$. It follows that $d_t(\gamma(s_i), \gamma(s_j)) < (N - 1) \cdot 4\beta$ for all $i, j \in \{1, \ldots, N\}$. Since $x_0, y_0$ are contained in the union of the $B(\gamma(s_i), t, 2\beta)$, we obtain $d_t(x_0, y_0) < (N - 1) \cdot 2\beta + 2 \cdot 2\beta = N \cdot 4\beta$.

It remains to estimate $N$ from above. The fact that the $B(\gamma(s_i), t, \beta)$ are pairwise disjoint implies, using (3.3) and (2.3), that

$$e^n > e^{n(t - (t_0 - \frac{1}{2}))} \geq \int_M K(\cdot, t)dg_t \geq \sum_{i=1}^{N} \int_{B(\gamma(s_i), t, \beta)} K(\cdot, t)dg_t > N \cdot \kappa_1 \beta^n \cdot c/4.$$ 

So it follows that

$$N < \frac{e^n}{\kappa_1 \beta^n \cdot c/4} =: N_0.$$ 

Putting everything together yields (recall that by assumption $1 \leq d_t(x_0, y_0) \leq 2$).

$$d_t(x_0, y_0) < 4N_0 \beta < 8N_0 \cdot \beta d_t(x_0, y_0).$$

This proves the upper bound for $\alpha \leq \min\{\frac{1}{8}, \frac{1}{2}B^{-1}c, (4N_0)^{-1}\}$ in the case in which $r_0 \leq d_t(x_0, y_0) \leq 2r_0$.

**Step 2.** The upper bound in the general case, $d_t(x_0, y_0) \geq r_0$, follows now easily: Let $\gamma : [0, 1] \to U$ be a time-$t_0$ minimizing geodesic and choose parameters $0 = s_0 < s_2 < \ldots < s_k = 1$ such that $r_0 \leq d_t(\gamma(s_{i-1}), \gamma(s_i)) < 2r_0$. Then for any $t \in [t_0 - \alpha r_0^2, \min\{t_0 + \alpha r_0^2, T\}]$ we have

$$d_t(x_0, y_0) \leq \sum_{i=1}^{k} d_t(\gamma(s_{i-1}), \gamma(s_i)) < \sum_{i=1}^{k} \alpha^{-1}d_t(\gamma(s_{i-1}), \gamma(s_i)) = \alpha^{-1}d_t(x_0, y_0).$$

**Step 3.** Next, we derive the lower bound on $d_t(x_0, y_0)$ assuming that the upper bound holds for the constant $\alpha$ that we have chosen before. We claim that for any $t \in [t_0 - \alpha^4 r_0^2, \min\{t_0 + \alpha^4 r_0^2, T\}]$ we have

$$d_t(x_0, y_0) > \alpha d_t(x_0, y_0).$$

The theorem then follows by replacing $\alpha$ by $\alpha^2$. Assume that our claim was wrong. By continuity of the distance function $d_t(x_0, y_0)$ in time, we can then find a time $t \in [t_0 - \alpha^4 r_0^2, \min\{t_0 + \alpha^4 r_0^2, T\})$ such that

$$d_t(x_0, y_0) = \alpha d_t(x_0, y_0).$$
We now apply the upper bound for \( r_0 ← αr_0, t_0 ← t \) and \( t ← t_0 \) (here and in the rest of the paper “←” denotes replacement). For this note that \( |t - t_0| < α^4r_0^2 = α^2(αr_0)^2 \). We obtain that
\[
dt(x_0, y_0) < α^{-1}dt(x_0, y_0)) = dt(x_0, y_0),
\]
which contradicts (3.10). This finishes the proof of the theorem. □

We now explain why the statement of Theorem 1.1 becomes false if we don’t impose the upper bound on the scalar curvature: Since the Bryant soliton \( (M_{Bry}, (g_{Bry}, t)) ∈ (-∞, ∞) \) arises as a model of certain type-II singularities, it suffices to show that the statement of the Theorem 1.1 without the scalar curvature bound, is false for the Bryant soliton. Let \( x_0 ∈ M_{Bry} \) be the tip of the Bryant soliton and choose an arbitrary point \( y_0 ∈ M_{Bry}, y_0 ≠ x_0 \) such that \( r_0 := d(x_0, y_0) > 1 \). So \( dt(x_0, y_0) ≥ r_0 \) for \( t ≤ 0 \) and, since the Ricci curvature is strictly positive around \( x_0 \), we have \( ∂_tdt(x_0, y_0) < -c \) if \( t ≤ 0 \), for some universal \( c > 0 \), which does not depend on \( r_0 \). (Note that \( ∂_tdt(x_0, y_0) \) is equal to the integral of \(- Ric(γ', γ') \) along a minimizing geodesic \( γ \) between \( x_0, y_0 \). The dimension of this integral is the inverse of length.) So \( dt(x_0, y_0)/dt(x_0, y_0) > c|t| \) for \( t ≤ 1 \), giving us a contradiction for large enough \( |t| \) and \( r_0 \).

Next, we present a proof of Corollary 1.2.

Proof of Corollary 1.2: Set \( A = \max\{α^{-1/2}, α^{-1}\} \), where \( α \) is the constant from Theorem 1.1. In the following we will show the inequality for the case \( t > t_0 \). The case \( t < t_0 \) follows analogously. Assume that the inequality was wrong for some \( r_0 > 0, t_0 ∈ [r^2, T) \) and \( x_0, y_0 ∈ M \) with \( dt(x_0, y_0) = r_0 \). Then we can choose \( t_1 ∈ [t_0, T) \) such that
\[
dt(x_0, y_0) = A\sqrt{r_0^2 + |t_1 - t_0|} ≤ \min\{R_0^{-1/2}, \sqrt{t_0}\}.\]

Applying Theorem 1.1 with \( t_0 ← t_1, r_0 ← A\sqrt{r_0^2 + |t_1 - t_0|}, x_0 ← x_0, y_0 ← y_0 \) yields
\[
dt(x_0, y_0) > αA\sqrt{r_0^2 + |t_1 - t_0|} \quad \text{for all} \quad t ∈ [t_1 - αA^2(r_0^2 + |t_1 - t_0|), t_1].\]

By the choice of \( A \) we have
\[
t_1 - αA^2(r_0^2 + |t_1 - t_0|) ≤ t_1 - (r_0^2 - |t_1 - t_0|) < t_0.
\]
So \( t_0 \) is included in the time-interval in (3.11). This implies that
\[
dt(x_0, y_0) ≥ \sqrt{r_0^2 + |t_1 - t_0|} > r_0,
\]
which contradicts our assumptions. □

Using similar techniques, we construct a space-time cutoff function with bounded gradient, time-derivative and Laplacian.

Proof of Theorem 1.3: As explained in section 2, we may assume by parabolic rescaling that without loss of generality we have \( r_0 = 1 \) and \( R ≤ 1 \) on \( P(x_0, t_0, 1, -τ) \) and \( t_0 ≥ 1 \). Moreover, we have \( R ≥ -n \) on \( M \times [t_0 - \frac{1}{2}, t_0] \).

Let \( 0 < θ < \frac{1}{2} \) be a constant whose value will be determined in the course of the proof. The constant \( ρ \) will also be chosen in the course of the proof in such a way that \( ρ^2 < \frac{1}{2}θ \).

Since \( 0 < τ ≤ ρ^2 \), we may assume in the following that we have \( τ < \frac{1}{2}θ \).
Again, by \[ \text{[P1]} \] end of 7.1, we can find a \( z \in M \) such that the reduced distance between 
\( (x_0, t_0) \) and \( (z, t_0 - \theta) \) satisfies
\[
l((x_0, t_0)(z, t_0 - \theta) \leq \frac{n}{2},
\]
Consider the forward heat kernel \( K(x, t) = K(x, t; z, t_0 - \theta) \) centered at \( (z, t_0 - \theta) \), i.e. \( \partial_t K = \Delta K \). As in (3.6) we have for all \( t \in (t_0 - \theta, t_0) \)
\[
K(\cdot, t) < \frac{B_0}{(t - (t_0 - \theta))^{n/2}} \quad \text{on} \quad M
\]
and
\[
(3.12) \quad K(x_0, t) \geq \frac{1}{(4\pi(t - (t_0 - \theta))^{n/2})} e^{-\frac{l(x_0, t_0)(z, t_0 - \theta)}{2}} \geq \frac{1}{(4\pi(t - (t_0 - \theta))^{n/2})} e^{-\frac{n}{2}} > \frac{B_0^{-1}}{(t - (t_0 - \theta))^{n/2}}.
\]
As in (3.7), we can apply Lemma 3.1(a) to the time-interval \([t_0 - \frac{2}{3}\theta, t_0]\), and find a uniform constant \( B < \infty \) such that
\[
(3.13) \quad K < B\theta^{-n/2} \quad \text{on} \quad M \times [t_0 - \frac{2}{3}\theta, t_0] \quad \text{and} \quad |\partial_t K| < B\theta^{-n/2 - 1} \quad \text{on} \quad P(x_0, t_0, 1, -\tau) \subset M \times [t_0 - \frac{2}{3}\theta, t_0].
\]
We now define
\[
U := \left\{ x \in M : K(x, t_0) > \frac{1}{2}B_0^{-1}\theta^{-n/2} \right\} \subset M.
\]
Recall that by (3.12), we have \( x_0 \in U \). Let \( U_0 \subset U \) be the connected component of \( U \) that contains \( x_0 \).

We now claim that for the right choice of \( \theta \) we have \( U_0 \subset B(x_0, t_0, 1) \). Assume not and let \( \gamma : [0, 1] \rightarrow U_0 \) be a curve within \( U_0 \) that connects \( x_0 \) with a point on \( \partial B(x_0, t_0, 1) \) \( \cap U_0 \). Let \( N \geq 1 \) be maximal with the property that we can find parameters \( s_1, \ldots, s_N \in [0, 1] \) such that the balls \( B(\gamma(s_1), t_0, \sqrt{\theta}), \ldots, B(\gamma(s_N), t_0, \sqrt{\theta}) \) are pairwise disjoint. This implies that the balls of twice the radius, \( B(\gamma(s_1), t_0, 2\sqrt{\theta}), \ldots, B(\gamma(s_N), t_0, 2\sqrt{\theta}) \), cover \( \gamma([0, 1]) \). We now argue as in the proof of Theorem [1.1]. Consider a graph on \( N \) vertices, \( 1, \ldots, N, \) and connect vertices \( i, j \) with an edge if \( B(\gamma(s_i), t_0, 2\sqrt{\theta}) \) and \( B(\gamma(s_j), t_0, 2\sqrt{\theta}) \) intersect. This graph is connected and hence it is possible to connect the vertex corresponding to the ball that contains \( x_0 \) with the vertex corresponding to the ball that intersects \( \partial B(x_0, t_0, 1) \) by a chain of length \( \leq N - 1 \). So we have
\[
(3.14) \quad 2\sqrt{\theta} + 4\sqrt{\theta}(N - 1) + 2\sqrt{\theta} > 1 \quad \implies \quad N > \frac{1}{4\sqrt{\theta}}.
\]
On the other hand, we can use (3.8) at time \( t_0 \), with \( \theta \) replaced by \( \gamma \) and \( B \) replaced by \( B\theta^{-n/2} \)
\[
|\nabla \sqrt{\log \frac{B\theta^{-n/2}}{K(\cdot, t_0)}}| < \frac{1}{2\sqrt{\theta}}.
\]
So for each \( y \in U \) and \( z \in B(y, t_0, \sqrt{\theta}) \)
\[
\sqrt{\log \left( \frac{B \theta^{-n/2}}{K(z, t_0)} \right)} < \frac{1}{2} + \sqrt{\log \left( \frac{B \theta^{-n/2}}{K(y, t_0)} \right)} < \frac{1}{2} + \sqrt{\log \left( \frac{B \theta^{-n/2}}{B_0^{-1} \theta^{-n/2}} \right)} = \frac{1}{2} + \sqrt{\log(BB_0)},
\]
which implies
\[
K(z, t_0) > \frac{c}{\theta^{n/2}},
\]
for some uniform \( c > 0 \). Therefore, using (3.5) and (3.14)
\[
e^n > \int_M K(\cdot, t_0)dg_{t_0} > \sum_{i=1}^N \int_{B(\gamma(s_i), t_0, \sqrt{\theta})} K(\cdot, t_0)dg_{t_0} > N \cdot \frac{c}{\theta^{n/2}} \cdot \kappa_1 \theta^{n/2} = Nc > \frac{c}{4\sqrt{\theta}}.
\]
So for \( \theta < \frac{1}{4}e^{-2n}c^2 \) we obtain a contradiction. This implies that \( U_0 \subset B(x_0, t_0, 1) \) if \( \theta > 0 \) is chosen small, but universally. We will fix \( \theta \) for the rest of the proof.

Assume now that \( 0 < \tau < 0.1B^{-1}B_0^{-1}\theta < \frac{1}{2}\theta \). Integrating (3.13), we find that for all \((x, t) \in U_0 \times [t_0 - \tau, t_0] \) we have
\[
K(x, t_0) - 0.1B^{-1}B_0^{-1}\theta^{-n/2} < K(x, t) < K(x, t_0) + 0.1B^{-1}B_0^{-1}\theta^{-n/2}.
\]
In particular, for \( x \in \partial U_0 \times [t_0 - \tau, t_0] \) we have
\[
K(x, t) < 0.6B^{-1}B_0^{-1}\theta^{-n/2}.
\]
So if we define \( \psi \in C^0(U_0 \times [t_0 - \tau, t_0]) \) by
\[
\psi(x, t) := \max \left\{ K(x, t) - 0.6B^{-1}B_0^{-1}\theta^{-n/2}, 0 \right\},
\]
then \( \psi(\cdot, t) \) is compactly contained in \( U_0 \) for all \( t \in [t_0 - \tau, t_0] \). So \( \psi \) can be continued to a function \( \hat{\psi} \in C^0(M \times [t_0 - \tau, t_0]) \) by setting \( \hat{\psi}(x, t) := 0 \) for \( x \in M \setminus U_0 \).

Let us summarize the properties of \( \hat{\psi} \). First, we have
\[
0 \leq \hat{\psi} < B\theta^{-n/2}.
\]
on \( M \times [t_0 - \tau, t_0] \). We also have
\[
|\nabla \hat{\psi}| < B\theta^{-n/2-1/2}, \quad |\partial_t \hat{\psi}| + |\Delta \hat{\psi}| < 2B\theta^{-n/2-1}
\]
whenever \( \hat{\psi} > 0 \). Lastly, we have
\[
\hat{\psi}(x_0, t_0) > 0.4B^{-1}B_0^{-1}\theta^{-n/2}.
\]
So if we set \( \tilde{\phi} := \frac{1}{16}B^{-1}B_0^{-1}\theta^{-n/2+1}\hat{\psi} \), then
\[
0 \leq \tilde{\phi} < 1 \quad \text{and} \quad \tilde{\phi}(x_0, t_0) > c
\]
for some uniform constant \( c > 0 \) and
\[
|\nabla \tilde{\phi}| < \frac{1}{4}, \quad |\partial_t \tilde{\phi}| + |\Delta \tilde{\phi}| < \frac{1}{8},
\]
whenever \( \tilde{\phi} > 0 \). So if we set \( \phi := \tilde{\phi}^2 \), then assertions (a), (c) and (d) hold for an appropriate \( \rho \). Assertion (b) follows from the fact that \( \phi(x_0, t_0) > c^2 \) and assertion (d). Note that \( \phi \) is twice differentiable and can be mollified to become smooth while preserving assertions (a)–(d). \( \square \)
As an application of Theorem 1.3, we construct a cutoff function with bounded time derivative, which vanishes outside of a ball at one time level and whose time-derivative is positive and bounded away from zero. This function will be used as a barrier in the proof of Theorem 1.5 in section 6.

**Lemma 3.2.** Let \((M^n, (g_t)_{t \in [0,T]}), T < \infty\) be a Ricci flow on a compact n-manifold. Then there is a constant \(\rho > 0\), which only depends on \(\nu[g_0, 2T]\), \(n\), such that the following holds:

Let \((x_0, t_0) \in M \times [0,T)\) and \(0 < r_0 \leq \sqrt{t_0} \) and \(0 < \tau \leq 2\rho^2 r_0^2\). Assume that \(R \leq r_0^{-2}\) on \(P(x_0,t_0,r_0,-\tau)\). Then there exists a cutoff function \(\phi \in C^\infty(M \times [t_0 - \tau, t_0])\) with the following properties:

1. \(0 \leq \phi < r_0\) everywhere.
2. \(\phi > \rho r_0\) on \(P(x_0,t_0,\rho r_0,-\tau)\).
3. \(\phi(\cdot, t_0) = 0\) on \((M \setminus B(x_0,t_0)) \times [t_0 - \tau, t_0]\).
4. \(\partial_t \phi \geq r_0^{-1}\) on \(P(x_0,t_0,\rho r_0,-\tau)\).

**Proof.** Let \(\bar{\phi} \in C^\infty(M \times [t_0 - \tau, t_0])\) be the cutoff function from Theorem 1.3 and set \(\phi(x,t) := r_0 \max \{\bar{\phi}(x,t) - 2r_0^{-2}(t_0 - t), 0\}\).

Assertions (a), (c), (d) are obviously true. Let now \((x,t) \in P(x_0,t_0,\rho r_0,-\tau)\). Then, assuming \(\rho < 0.1\), we have

\[
\phi(x,t) > r_0(\rho - 2\rho^2) > \frac{1}{2} \rho r_0
\]

and

\[
\partial_t \phi(x,t) > r_0(-r_0^{-2} + 2(r_0^{-2})^2) = r_0^{-1}.
\]

So assertions (b) and (e) hold after replacing \(\rho\) by \(\frac{1}{2} \rho\). \(\square\)

### 4. Mean Value Inequalities for the Heat and Conjugate Heat Equation

In this section we present some consequences of the existence of the cutoff function from Theorem 1.3. Our first result, Lemma 4.2, will be a mean value inequality for solutions of the conjugate heat equation. This mean value inequality will be used in the subsequent section to deduce a Gaussian upper bound for heat kernels. Similar mean value inequalities have been proven under various extra conditions, such as boundedness of \(\partial_t g\). Here we just assume a global bound on the scalar curvature. Note that the results of this section can be generalized easily to the setting in which the scalar curvature is only locally bounded.

**Lemma 4.1.** Let \((M^n, (g_t)_{t \in [0,T]}), T < \infty\) be a Ricci flow on a compact manifold that satisfies \(R \leq R_0 < \infty\) everywhere and let \(p > 2\). Then there are constants \(0 < \alpha < 1\), \(A < \infty\) that only depend on \(p, \nu[g_0, 2T], n\) such that the following holds:

Let \((x_0, t_0) \in M \times [0,t)\) and \(0 < r_0 \leq \min\{R_0^{-1/2}, \sqrt{t_0}\}\) and let \(u \in C^\infty(M \times [t_0, t_0 + r_0^2])\) be a solution of the conjugate heat equation \(2.6\). Then

\[
\left( \int_{Q^+(x_0,t_0,\alpha r_0)} u^p dg_t dt \right)^{2/p} \leq \frac{A}{r_0^{(n+2)(p-2)/p}} \int_{Q^+(x_0,t_0,r_0)} u^2 dg_t dt.
\]
Proof. We may assume by parabolic rescaling that \( r_0 = 1 \) and hence \( |R| \leq n \) on \( M \times [t_0 - \frac{1}{2}, t_0] \) (see section 2 for more details). Let \( \rho > 0 \) be the constant from Theorem 1.3. By the distance distortion estimate of Theorem 1.1, we can find some uniform constant \( 0 < \beta < 1 \) such that

\[
B(x_0, t_1, \beta) \subset B(x_0, t_2, 1) \quad \text{for all} \quad t_1, t_2 \in [t_0, t_0 + \beta^2 \rho^2].
\]

Next, we can find some uniform constant \( 0 < \gamma < \beta \rho \) such that

\[
B(x_0, t_1, \gamma) \subset B(x_0, t_2, \beta \rho) \quad \text{for all} \quad t_1, t_2 \in [t_0, t_0 + 2 \gamma^2].
\]

Let \( \phi \in C^\infty(M \times [t_0, 0 + 2 \gamma^2]) \) be the cutoff function from Theorem 1.3 applied at scale \( \beta \) and at time \( t_0 + 2 \gamma^2 \). Recall that for some uniform constant \( C_0 < \infty \):

(i) \( 0 \leq \phi < 1 \), \( |\nabla \phi| < \beta^{-1} \leq C_0 \) and \( |\partial_t \phi| < \beta^{-2} \leq C_0 \) on \( M \times [t_0, t_0 + 2 \gamma^2] \).

(ii) \( \phi = 0 \) on \( (M \setminus B(x_0, t_0 + 2 \gamma^2, \beta)) \times [t_0, t_0 + 2 \gamma^2] \supset M \times [t_0, t_0 + 2 \gamma^2] \setminus Q^+(x_0, t_0, 1) \).

(iii) \( \phi > \rho \) on \( P(x_0, t_0 + 2 \gamma^2, \beta \rho, -2 \gamma^2) \supset Q^+(x_0, t_0, \gamma) \).

Let \( \eta \in C^\infty([t_0, t_0 + 2 \gamma^2]) \) be a cutoff function with \( \eta \equiv 1 \) on \( [t_0, t_0 + \gamma^2] \), \( \eta(t_0 + 2 \gamma^2) = 0 \), \( \eta \leq 1 \) and \( |\eta'| < C_1 \) for some uniform constant \( C_1 < \infty \). Then the function

\[
\psi(x, t) := \eta(t) \phi(x, t)
\]

still satisfies the properties (i), (ii) above, possibly after adjusting \( C_0 \) and we have \( \psi > \rho \) on \( Q^+(x_0, t_0, \gamma) \).

The remainder of our proof resembles the standard Moser iteration except that we need to use the improved cut off function \( \psi \). We first note that

\[
\Delta u^{p/2} - \frac{p}{2} Ru^{p/2} + \partial_t u^{p/2} \geq 0.
\]

So integrating \( u^p \) against \( \psi^2 \) at some time \( t \in [t_0, t_0 + 2 \gamma^2] \) yields, for a generic constant \( C \) and for \( B := B(x_0, t_0 + 2 \gamma^2, \beta) \)

\[
\frac{d}{dt} \int_M u^p \psi^2 \, dg_t = 2 \int_M (\partial_t u^{p/2}) u^{p/2} \psi^2 \, dg_t + 2 \int_M u^p (\partial_t \psi) \psi \, dg_t - \int_M u^p \psi^2 R \, dg_t
\]

\[
\geq 2 \int_M (- \Delta u^{p/2} + \frac{p}{2} Ru^{p/2}) u^{p/2} \psi^2 \, dg_t - C \int_B u^p \, dg_t
\]

\[
\geq 2 \int_M (\nabla u^{p/2}) \cdot (\nabla (u^{p/2} \psi) + u^{p/2} \psi \nabla \psi) \, dg_t - C \int_B u^p \, dg_t
\]

\[
= 2 \int_M (\nabla (u^{p/2} \psi) - u^{p/2} \nabla \psi) \cdot (\nabla (u^{p/2} \psi) + u^{p/2} \nabla \psi) \, dg_t - C \int_B u^p \, dg_t
\]

\[
= 2 \int_M |\nabla (u^{p/2} \psi)|^2 \, dg_t - 2 \int_M u^p |\nabla \psi|^2 \, dg_t - C \int_B u^p \, dg_t
\]

\[
\geq 2 \int_M |\nabla (u^{p/2} \psi)|^2 \, dg_t - C \int_B u^p \, dg_t.
\]

By [Z07] (see also [Ye]), there is a Sobolev inequality of the form

\[
\left( \int_M u^{2n/(n-2)} \, dg_t \right)^{\frac{2n}{2n-2}} \leq C_S \left( \int_M |\nabla v|^2 \, dg_t \right)^{1/2} + C_S \left( \int_M v^2 \, dg_t \right)^{1/2},
\]
for any $v \in C^1(M)$ and $t \in [0, T)$, where $C_S < \infty$ only depends on $\nu[g_0, 2T]$ and $n$. So we obtain

$$
\frac{d}{dt} \int_M u^p \psi^2 dg_t \geq C^{-1} \left( \int_M \left( \frac{\partial}{\partial t} u^{\frac{p}{n-2}} \psi^2 dg_t \right) \right)^{\frac{n-2}{n}} - C \int_B u^p dg_t.
$$

Integrating this inequality from $t_1 \in [t_0, t_0 + 2\gamma^2]$ to $t_0 + 2\gamma^2$ and observing that the integral on the left-hand side vanishes for $t = t_0 + 2\gamma^2$ yields

$$
0 - \int_M u^p(\cdot, t_1)\psi^2(\cdot, t_1) dg_{t_1} 
\geq C^{-1} \int_{t_1}^{t_0 + 2\gamma^2} \left( \int_M \left( \frac{\partial}{\partial t} u^{\frac{p}{n-2}} \psi^2 dg_t \right) \right)^{\frac{n-2}{n}} dt - C \int_{t_1}^{t_0 + 2\gamma^2} \int_B u^p dg_{t_1} dt.
$$

Letting $t_1$ vary over $[t_0, t_0 + 2\gamma^2]$, we obtain

$$
\sup_{t \in [t_0, t_0 + 2\gamma^2]} \int_M u^p(\cdot, t)\psi^2(\cdot, t) dg_{t} \leq C \int_{t_0}^{t_0 + 2\gamma^2} \int_B u^p dg_{t_1} dt.
$$

So by Hölder’s inequality

$$
\int_{t_0}^{t_0 + 2\gamma^2} \int_M u^{p(1 + \frac{2}{n})} \psi^2 dg_{t} dt \leq \int_{t_0}^{t_0 + 2\gamma^2} \int_M u^p \psi^{2(\frac{n-2}{n})} \psi^2 dg_{t} dt 
\leq C \int_{t_0}^{t_0 + 2\gamma^2} \int_B u^p dg_{t} dt 
\leq C \int_{t_0}^{t_0 + 2\gamma^2} \int_B u^p dg_{t} dt + \alpha \int_{t_0}^{t_0 + 2\gamma^2} \int_B u^p dg_{t} dt \leq C \int_{t_0}^{t_0 + 2\gamma^2} \int_B u^p dg_{t} dt.
$$

Using the fact that $\psi > \rho$ on $Q^+(x_0, 0, \gamma)$, it follows that

$$
\left( \int_{Q^+(x_0, 0, \gamma)} u^{p(1 + \frac{2}{n})} dg_{t} dt \right)^{1/p(1 + \frac{2}{n})} \leq C \left( \int_{Q^+(x_0, 0, 1)} u^p dg_{t} dt \right)^{1/p}.
$$

Applying this inequality successively at scales $\gamma^k$, yields the desired inequality for $p = 2(1 + \frac{2}{n})k$ and $\alpha = \gamma^k$ and some $A$, which may depend on $k$. If $p$ takes other values, we can use interpolation to prove the result. $\square$

Next we prove a mean value inequality for the conjugate heat equation. At first glance, it may seem that the Moser iteration in the proof of the previous lemma will lead to the mean value inequality. However, since the size of the cube $Q^+(x_0, 0, \gamma^k)$ shrinks to 0 when $k \to \infty$, we have to take a different path.
Lemma 4.2. Let \((M^n, (g_t)_{t \in [0,T]})\), \(T < \infty\) be a Ricci flow on a compact manifold that satisfies \(R \leq R_0 < \infty\) everywhere. Then there are constants \(\beta > 0\), \(C < \infty\), which only depend on \(\nu[g_0, 2T], n\), such that the following holds:

Let \((x_0, t_0) \in M \times [0, T)\) and \(0 < r_0 \leq \min\{R_0^{-1/2}, \sqrt{t_0}\}\) and let \(u \in C^\infty(M \times [t_0, t_0+r_0^2])\) be a solution of the conjugate heat equation (2.6). Then

\[
\sup_{Q^+(x_0, t_0, r_0)} u^2 \leq \frac{C}{r_0^{n+2}} \int_{Q^+(x_0, t_0, r_0)} u^2 \, dg \, dt.
\]

Proof. As in the previous proof, we may assume that \(r_0 = 1\) and \(|R| \leq n\) on \(M \times [t_0 - \frac{1}{2}, t_0]\). Let \(\alpha > 0\) be the constant from Lemma 4.1 for some \(p > n + 2\), which we will fix for the rest of the proof and let \(\rho > 0\) be the constant from Theorem 1.1. By Theorem 1.1 there is a uniform constant \(\gamma > 0\) such that

\[
P(x_0, s, \gamma \rho, s - t_0) \subset Q^+(x_0, t_0, \alpha) \quad \text{for all} \quad s \in [t_0, t_0 + (\gamma \rho)^2].
\]

Next, we can find a uniform constant \(0 < \beta < (\gamma \rho)^2\) such that

\[
Q^+(x_0, t_0, \beta) \subset P(x_0, t_0 + 2\beta^2, \gamma \rho, -2\beta^2).
\]

So we have

\[
(4.3) \quad Q^+(x_0, t_0, \beta) \subset P(x_0, t_0 + 2\beta^2, \gamma \rho, -2\beta^2) \subset Q^+(x_0, t_0, \alpha).
\]

Apply Theorem 1.3 at the point \(x_0\), at scale \(\gamma\) and at time \(t_0 + 2\beta^2\). We obtain a cutoff function \(\phi \in C^\infty(M \times [t_0, t_0 + 2\beta^2])\) with the following properties for some universal constant \(C_0 < \infty\):

(i) \(0 \leq \phi < 1\), \(|\nabla \phi(\cdot, t)\| \leq \gamma^{-1} \leq C_0\), \(|\partial_t \phi| + |\Delta \phi| \leq \gamma^{-2} \leq C_0\) on \(M \times [t_0, t_0 + 2\beta^2]\).

(ii) \(\phi = 0\) on \((M \setminus B(x_0, t_0 + 2\beta^2, \gamma)) \times [t_0, t_0 + 2\beta^2]\).

(iii) \(\phi > \rho\) on \(P(x_0, t_0 + 2\beta^2, \gamma \rho, -2\beta^2)\).

Let \(\eta \in C^\infty([t_0, t_0 + 2\beta^2])\) be a cutoff function with \(\eta \equiv 1\) on \([t_0, t_0 + \beta^2]\), \(\eta(t_0 + \beta^2) = 0\), \(\eta \leq 1\) and \(|\eta'| < C_1\) for some uniform constant \(C_1 < \infty\). Then the function

\[
\psi(x, t) := \eta(t) \phi(x, t)
\]

still satisfies properties (i), (ii) above, possibly with a larger constant \(C_0\) and we have \(\psi(\cdot, t_0 + 2\beta^2) \equiv 0\).

Notice that

\[
\Delta(u \psi) - Ru \psi + \partial_t (u \psi) = u \Delta \psi + u \partial_t \psi + 2 \nabla u \nabla \psi.
\]

Fix \((x, t) \in Q^+(x_0, t_0, \beta)\) and consider the heat kernel \(K(z, s) = K(z, s; x, t)\) of the forward heat equation, \(\partial_t K = \Delta K\), centered at \((x, t)\). Then

\[
(u \psi)(x, t) = \int_t^{t_0 + 2\beta^2} \int_M K(z, s)(u \Delta \psi + u \partial_s \psi + 2 \nabla u \nabla \psi)(z, s) \, dg_s(z) \, ds.
\]

After integration by parts, this becomes

\[
(u \psi)(x, t) = \int_t^{t_0 + 2\beta^2} \int_M K(z, s) u(z, s) \{ - \Delta \psi + \partial_s \psi \}(z, s) \, dg_s(z) \, ds
\]

\[
+ 2 \int_t^{t_0 + 2\beta^2} \int_M u(z, s) \nabla_z K(z, s) \nabla \psi(z, t) \, dg_s(z) \, ds
\]
From properties (i), (ii) of the cutoff function $\psi$ and $|u\psi|(x, t) \leq C_0 \int_t^{t_0+2\beta^2} \int_{B(x_0, s, \alpha)} K(z, s)|u|(z, s)dg_s(z)ds$
+ $2C_0 \int_t^{t_0+2\beta^2} \int_{B(x_0, s, \alpha)} |\nabla_z K(z, s)| \cdot |u|(z, s)dg_s(z)ds$
\equiv C_0 I_1 + 2C_0 I_2.

Next we bound $I_1$. By Hölder’s inequality, for $q = p/(p - 1)$,

$I_1 \leq \left( \int_t^{t_0+2\beta^2} \int_{B(x_0, s, \alpha)} K^q(z, s)dg_s(z)ds \right)^{1/q} \left( \int_t^{t_0+2\beta^2} \int_{B(x_0, s, \alpha)} |u|^pdg_s(z)ds \right)^{1/p}$

\leq \left( \int_t^{t_0+2\beta^2} \int_{B(x_0, s, \alpha)} K^q(z, s)dg_s(z)ds \right)^{1/q} A||u||_{L^2(Q^+(x_0,t_0,1))},$

where we have used Lemma $4.1$. By (2.9), there exists a universal constant $C$ such that

(4.4) $K(z, s) \leq \frac{C}{(s-t)^{n/2}}$ for $s \in (t, t+1].$

On the other hand, we deduce from

$\frac{d}{ds} \int_M K(z, s)dg_s(z) = - \int_M R(z, s)K(z, s)dg_s(z) \leq n \int_M K(z, s)dg_s(z)$

that

$\int_M K(z, s)dg_s(z) \leq C$ for $s \in (t, t+1].$

So by the interpolation inequality

$I_1 \leq C\left( \int_t^{t_0+2\beta^2} \int_{B(x_0, s, \alpha)} \frac{1}{(s-t)^{(q-1)n/2}}dg_s(z)ds \right)^{1/q} A||u||_{L^2(Q^+(x_0,t_0,1))}$

\leq C\left( \int_t^{t_0+2\beta^2} \frac{1}{(s-t)^{(q-1)n/2}}ds \right)^{1/q} A||u||_{L^2(Q^+(x_0,t_0,1))}.$

Since $p > n + 2$, we have $(q - 1)n/2 < 1$. This shows that

$I_1 \leq CA||u||_{L^2(Q^+(x_0,t_0,1))}.$

Next we bound $I_2$, which requires a bound on $\nabla_z K(z, s; x, t)$. From (4.4), we know that for all $s \in (t, t+1]$.

$J_s := \sup_{M \times \left[ \frac{t+1}{2}, t \right]} K(z, s; x, t) \leq \frac{2^{n/2}C}{(s-t)^{n/2}}.$

Since the function $K(z, s) = K(z, s; x, t)$ is a solution to the (forward) heat equation, we deduce using (2.8)

$\frac{\left| \nabla_z K(z, s) \right|^2}{K^2(z, s)} \leq \frac{C}{s-t} \log \frac{J_s}{K(z, s)}.$
Letting \( q = p/(p - 1) \) again, we find
\[
|\nabla_x K(z, s)|^q \leq K(z, s) \frac{C J_s^{2-1}}{(s-t)^{q/2}} \cdot \left( \frac{K(z, s)}{J_s} \right)^{q-1} \left( \log \frac{J_s}{K(z, s)} \right)^{q/2}.
\]
Note that since \( K(z, s)/J_s \leq 1 \), the product of the last two factors is bounded from above, which implies
\[
|\nabla_x K(z, s)|^q \leq \frac{C}{(s-t)^{(n+1)q-n)/2}} K(z, s),
\]
where \( C \) only depends on \( \nu \) and \( n \). Using this gradient bound and Hölder’s inequality, we deduce similarly as before
\[
I_2 \leq \left( \int_{t}^{t_0+2\beta^2} \int_{B(x_0,\alpha)} |\nabla_x K|^q(z, s) dg_s(z) ds \right)^{1/q} \left( \int_{t}^{t_0+2\beta^2} \int_{B(x_0,\alpha)} |u|^p dg_s ds \right)^{1/p}
\]
\[
\leq \left( \int_{t}^{t_0+2\beta^2} \int_{B(x_0,\alpha)} \frac{C}{(s-t)^{(n+1)q-n/2}} ds \right)^{1/q} A\|u\|_{L^2(Q^+(x_0,t_0,1))}
\]
\[
\leq \left( \int_{t}^{t_0+2\beta^2} \frac{C}{(s-t)^{(n+1)q-n/2}} ds \right)^{1/q} A\|u\|_{L^2(Q^+(x_0,t_0,1))}
\]
From \( p > n + 2 \), one knows \( ((n+1)q-n)/2 < 1 \), therefore
\[
I_2 \leq CA\|u\|_{L^2(Q^+(x_0,t_0,1))}.
\]

Altogether, this gives
\[
|u\psi|(x, t) \leq CA\|u\|_{L^2(Q^+(x_0,t_0,1))}.
\]
The claim now follows from the fact that \( \psi(x, t) > \rho \). □

Next we present a mean value inequality for the (forward) heat equation. We begin with a lemma that is similar to Lemma 4.1 on the conjugate heat equation.

**Lemma 4.3.** Let \((M^n, (g_t)_{t \in [0, T]})\), \( T < \infty \) be a Ricci flow on a compact \( n \)-manifold that satisfies \( \bar{R} \leq R_0 < \infty \) everywhere and let \( p > 2 \). Then there are constants \( 0 < \alpha < 1 \), \( A < \infty \), which only depend on \( \nu \) and \( n \), such that the following holds:

Let \((x_0, t_0) \in M \times [0, T] \) and \( 0 < r_0 \leq \min \{R_0^{-1/2}, \sqrt{t_0} \} \) and let \( u \in C^\infty(M \times (t_0-r_0^2, t_0]) \) be a solution of the heat equation \( (2.5) \). Then
\[
\int_{Q^-(x_0,t_0,\alpha r)} |u|^p \, dg_t \, dt \leq \frac{A}{r^{(n+2)(p-2)/p}} \int_{Q^-(x_0,t_0,r)} |u|^2 \, dg_t \, dt
\]
and
\[
\int_{Q^-(x_0,t_0,\alpha r)} |\nabla u|^p \, dg_t \, dt \leq \frac{A}{r^{(n+2)(p-2)/p+2}} \int_{Q^-(x_0,t_0,r)} |u|^2 \, dg_t \, dt.
\]

**Proof.** The proof is similar to that of Lemma 4.1. Assume again that \( r_0 = 1 \) and that \( |R| \leq n \) on \( M \times [t_0 - \frac{1}{2}, t_0] \). Using Theorem 4.1 and the distance distortion estimates of Theorem 4.1, we can construct a cutoff function \( \psi \in C^\infty(M \times [t_0 - 2\gamma^2, t_0]) \), for some uniform \( \gamma > 0 \), such that for some uniform \( C_0 < \infty \)

(i) \( 0 \leq \psi < 1 \), \( |\nabla \psi| < C_0 \), \( \partial_t \psi < C_0 \) on \( M \times [t_0 - 2\gamma^2, t_0] \).

(ii) \( \psi = 0 \) on \( (M \times [t_0 - 2\gamma^2, t_0]) \setminus Q^-(x_0,t_0,1) \).

(4.5) \[
\int_{Q^-(x_0,t_0,\alpha r)} |u|^p \, dg_t \, dt \leq \frac{A}{r^{(n+2)(p-2)/p}} \int_{Q^-(x_0,t_0,r)} |u|^2 \, dg_t \, dt
\]
and
\[
\int_{Q^-(x_0,t_0,\alpha r)} |\nabla u|^p \, dg_t \, dt \leq \frac{A}{r^{(n+2)(p-2)/p+2}} \int_{Q^-(x_0,t_0,r)} |u|^2 \, dg_t \, dt.
\]
Then we obtain
\[ L \]

Analogously to (4.1), we use the inequality
\[ \Delta u^{p/2} - \partial_t u^{p/2} \geq 0 \]
and integrate \( u^p \) against \( \psi^2 \), which gives us for any \( t \in [t_0 - 2\gamma^2, t_0] \)
\[ \int_{M} u^p \psi^2 dg_{t} dt \geq 2 \int_{M} |\nabla (u^{p/2} \psi)|^2 dg_t - C \int_{B(x_0,t_1)} u^p dg_t. \]

Applying the Sobolev inequality (4.2), integration in time and using Hölder’s inequality
and (iii) yields
\[ \left( \int_{Q^{-}(x_0,t_0,\gamma)} u^{p(1+\frac{2}{n})} dg_{t} dt \right)^{1/(1+p)} \leq C \left( \int_{Q^{-}(x_0,t_0,1)} u^{p} dg_{t} dt \right)^{1/p}. \]

Iterating this inequality proves the desired result.

In order to prove (4.6), we first integrate (4.8) for \( p = 2 \) in time and obtain
\[ - \int_{M} u^2(\cdot, t_0) \psi^2(\cdot, t_0) dg_{t} dt \geq 2 \int_{t_0 - 2\gamma^2}^{t_0} \int_{M} |\nabla (u \psi)|^2 dg_{t} dt - C \int_{Q^{-}(x_0,t_0,1)} u^{2} dg_{t} dt. \]
So
\[ \int_{t_0 - 2\gamma^2}^{t_0} \int_{M} |\nabla (u \psi)|^2 dg_{t} dt \leq C \int_{Q^{-}(x_0,t_0,1)} u^{2} dg_{t} dt. \]

Since \( |\nabla u|^2 \psi^2 = |\nabla (u \psi) - u \nabla \psi|^2 \leq 2 |\nabla (u \psi)|^2 \psi^2 + 2u^2 |\nabla \psi|^2 \), we have
\[ \int_{Q^{-}(x_0,t_0,\gamma)} |\nabla u|^2 dg_{t} dt \leq C \int_{Q^{-}(x_0,t_0,1)} u^{2} dg_{t} dt. \]

We will now lift this \( L^2 \)-estimate to an \( L^p \)-estimate using Moser iteration. The proof is similar to the proof of (4.5), except that we have to replace \( u \) by \( |\nabla u| \) and (4.7) by
\[ \Delta |\nabla u|^2 - \partial_t |\nabla u|^2 = 2 |\nabla \psi|^2. \]

Then we obtain
\[ \left( \int_{Q^{-}(x_0,t_0,\gamma^2)} |\nabla u|^{p(1+\frac{2}{n})} dg_{t} dt \right)^{1/(1+p)} \leq C \left( \int_{Q^{-}(x_0,t_0,1)} |\nabla u|^p dg_{t} dt \right)^{1/p}. \]

Iterating this inequality proves the desired result. \( \square \)

Now we state and prove the mean value inequality for the heat equation.

**Proposition 4.4.** Let \( (M^n, (g_t), t \in [0,T]), T < \infty \) be a Ricci flow on a compact \( n \)-manifold that satisfies \( R \leq R_0 < \infty \) everywhere. Then there are constants \( \beta > 0, C < \infty \), which only depend on \( \nu_0, T \), such that the following holds:

Let \( (x_0, t_0) \in M \times [0,T) \) and \( 0 < r_0 \leq \min \{ R_0^{-1/2}, \sqrt{t_0} \} \) and let \( u \in C^\infty(M \times (t_0-r_0^2, t_0]) \) be a solution of the heat equation (2.7). Then
\[ \sup_{Q^{-}(x_0,t_0,r_0)} u^2 \leq C \frac{1}{r_0^{n+2}} \int_{Q^{-}(x_0,t_0,r_0)} u^2 dg_{t} dt. \]
Proof. The proof is similar to that of Lemma 4.2. Assume again that \( r_0 = 1 \) and hence that \(|R| \leq n\). Fix some \( p > n + 2 \) and determine \( \alpha > 0 \) from the previous Lemma 4.3. Using Theorem 1.3 and the distance distortion estimates of Theorem 1.1, we can construct a cutoff function \( \psi \in C^\infty(M \times [0, t_0]) \) for some uniform \( 0 < \beta < \alpha \) such that

1. \( 0 \leq \psi < 1, |\nabla \psi(\cdot, t)| < C_0, |\partial_t \psi| + |\Delta \psi| < C_0 \) on \( M \times [0, t_0] \)
2. \( \psi = 0 \) on \( M \times [0, t_0] \setminus Q^-(x_0, t_0, \alpha) \).
3. \( \psi > \rho \) on \( Q^- (x_0, t_0, \beta) \).

Clearly

\[
\Delta (u \psi) - \partial_t (u \psi) = u (\Delta \psi - \partial_t \psi) + 2 \nabla \psi \nabla u.
\]

Fixing \((x, t) \in Q^-(x_0, t_0, \beta)\), let \( K(y, s) = K(x, t; y, s) \) be the fundamental solution of the conjugate heat equation on the whole manifold. Then

\[
(u \psi)(x, t) = -\int_0^t \int_M K(y, s)(u(\Delta - \partial_t)\psi + 2 \nabla \psi \nabla u)(y, s)dg(y)ds.
\]

From properties (i)–(ii) of the cutoff function \( \psi \), we deduce

\[
|u\psi|(x, t) \leq C \int_{t-\alpha^2}^t \int_{B(x_0, s, \alpha)} K(y, s)(|u| + |\nabla u|)(s, t)dg(y)ds
\]

By Hölder’s inequality, for \( q = p/(p - 1) \),

\[
|u\psi|(x, t) \leq \left( \int_{t-\alpha^2}^t \int_{B(x_0, s, \alpha)} K^q(y, s)dg(y)ds \right)^{1/q} \times
\]

\[
\left[ \left( \int_{t-\alpha^2}^t \int_{B(x_0, s, \alpha)} |u|^p(y, s)dg(y)ds \right)^{1/p} + \left( \int_{t-\alpha^2}^t \int_{B(x_0, s, \alpha)} |\nabla u|^p(y, s)dg(y)ds \right)^{1/p} \right]^{1/q}
\]

\[
\leq \left( \int_{t-\alpha^2}^t \int_{B(x_0, s, \alpha)} K^q(y, s)dg(y)ds \right)^{1/q} A\|u\|_{L^2(Q^-(x_0, t_0, 1))},
\]

where we have used Lemma 4.3. By (2.39) again, there exists a universal constant \( C_1 < \infty \) such that

\[
K(y, s) \leq \frac{C_1}{(t - s)^{n/2}} \quad \text{for} \quad s \in [t - 1, t).
\]

Substituting this to the previous inequality, we deduce

\[
|u\psi|(x, t) \leq C \left( \int_{t-\alpha^2}^t \int_{B(x_0, s, \alpha)} K(y, s)dg(y)\frac{1}{(t - s)^{(q - 1)n/2}}ds \right)^{1/q} A\|u\|_{L^2(Q^-(x_0, t_0, 1))}.
\]

Since \( \int_{B(x_0, s, \alpha)} K(\cdot, s)dg \leq 1 \), this implies

\[
|u\psi|(x, t) \leq C \left( \int_{t-\alpha^2}^t \frac{1}{(t - s)^{(q - 1)n/2}}ds \right)^{1/q} A\|u\|_{L^2(Q^-(x_0, t_0, 1))}.
\]

From the assumption \( p > n + 2 \), we have \((q - 1)n/2 < 1\), which shows

\[
|u\psi|(x, t) \leq CA\|u\|_{L^2(Q^-(x_0, t_0, 1))}.
\]
The proposition follows using property (iii).

5. Bounds on the Heat Kernel and its Gradient

Now we are ready to prove bounds for the fundamental solution of the heat equation and its gradient. A similar lower bound is proven in [Z11]. An integral average upper bound is proven in [HN], which is very important for us.

**Proof of Theorem 1.4.** We may assume by rescaling that $R_0 = 1$.

**Step 1.** The lower bound follows quickly from Theorem 1.1 and (2.11). Recall that

\[
\exp \left( -\frac{d_s^2(x,y)}{2(t-s)} \right) \geq C\exp \left( -\frac{B^2 d_s^2(x,y)}{2(t-s)} \right).
\]

On the other hand, if $d_t(x,y) < B\sqrt{t-s}$, then

\[
\exp \left( -\frac{d_t^2(x,y)}{2(t-s)} \right) \geq \exp \left( -\frac{B^2}{2} \right) \geq \exp \left( -\frac{B^2}{2} \exp \left( -\frac{d_t^2(x,y)}{2(t-s)} \right) \right).
\]

So in both cases, we get the desired bound for the right choices of $C_1$ and $C_2$. Note a similar lower bound allows us to replace $d_s(x,y)$ by $d_t(x,y)$ in the other heat kernel bounds.

**Step 2.** We prove the bound for $K$. Recall that by (2.9), there exists $C = C(A) < \infty$ such that

\[
K(x,t;y,s) \leq \frac{C}{(t-l)^{n/2}} \quad \text{for } l \in [s,t].
\]

Using Theorem 1.1 multiple times at scale $r_0 \leftarrow A^{-1/2}\sqrt{t-s}$, we can find a uniform constant $B = B(A) < \infty$ such that if $d_s(x,y) > B\sqrt{t-s}$, then

\[
B^{-1}d_t(x,y) \leq d_s(x,y) \leq Bd_t(x,y) \quad \text{for all } l_1, l_2 \in [s,t].
\]

We first consider the case in which $d_s(x,y) \leq B\sqrt{t-s}$. By (5.1) we have

\[
K(x,t;y,s) \leq \frac{C}{(t-s)^{n/2}} \exp\left(B^2\right) \exp\left(-\frac{\text{dist}_s^2(x,y)}{t-s}\right).
\]

So in this case we are done. Therefore, assume from now on that (5.2) holds.

Next let us recall the following average bound for $K$ in Theorem 1.13 and (1.20) of [HN] (cf Theorem 1.30 and (1.32) on their arXiv version), for $l \in [s,t]$:

\[
\frac{1}{|B(y,l,\sqrt{t-l})|} \int_{B(y,l,\sqrt{t-l})} K(x,t;z,l)dg_l(z) \leq \left( \int_{B(x,l,\sqrt{t-l})} K(x,t;z,l)dg_l(z) \right)^{-1} \frac{C}{(t-l)^{n/2}} \exp\left(-\frac{d_l^2(x,y)}{8(t-l)}\right).
\]
By result of Step 1, we find that there is a uniform constant $c = c(A) > 0$ such that

$$K(x, t; \cdot, s) > \frac{c}{(t - s)^{n/2}} \quad \text{on} \quad B(x, l, \sqrt{t - s}).$$

Moreover, by (2.3), we have $|B(x, l, \sqrt{t - l})|_l > \kappa_1 (t - l)^{-n/2}$. So the integral on the right-hand side of (5.3) can be bounded from below by a uniform constant and we obtain

$$\int_{B(y, l, \sqrt{t - l})} K(x, t; z, l) dg_l(z) \leq C \frac{d^2(x, y)}{C(t - l)^{n/2}} \exp \left( \frac{-d_s^2(x, y)}{8(t - l)} \right).$$

Using (2.3) and (5.2) yields

$$\int_{B(y, l, \sqrt{t - l})} K(x, t; z, l) dg_l(z) < C \exp \left( \frac{-d_s^2(x, y)}{C(t - l)} \right) \leq C \exp \left( \frac{-d_s^2(x, y)}{C(t - s)} \right).$$

Together with (5.1) we get

$$\int_{B(y, l, \sqrt{t - l})} K^2(x, t; z, l) dg_l(z) < \frac{C}{(t - l)^{n/2}} \exp \left( -\frac{d_s^2(x, y)}{C(t - s)} \right).$$

Integrating over the time-interval $[s, (s + t)/2]$, we see that

$$\int_{s}^{(s + t)/2} \int_{B(y, l, \sqrt{t - l})} K^2(x, t; z, l) dg_l(z) dl \leq \frac{C(t - s)}{(t - s)^{n/2}} \exp \left( -\frac{d_s^2(x, y)}{C(t - s)} \right).$$

Note that $t - l \geq (t - s)/2$ on the time-interval $[s, (s + t)/2]$. Hence for $r := A^{-1/2} \sqrt{(t - s)/2}$ we have

$$\int_{Q^+(y, s, r)} K^2(x, t; z, l) dg_l(z) dl < \frac{C}{(t - s)^{n/2 - 1}} \exp \left( -\frac{d_s^2(x, y)}{C(t - s)} \right).$$

So by the mean value inequality from Lemma 4.2 we find

$$K(t; y, s) \leq \frac{C}{r^{n/2}} \int_{Q^+(y, s, r)} K^2(x, t; z, l) dg_l(z) dl < \frac{C}{(t - s)^n} \exp \left( -\frac{d_s^2(x, y)}{C(t - s)} \right).$$

This implies the upper bound on $K(x, t; y, s)$.

Step 3. We prove the bound for $\nabla K$.

Fixing $(y, s)$, we regard $K(x, t) = K(x, t; y, s)$ as a solution to the forward heat equation. According to (2.3), we have

$$|\nabla_x K(x, t; y, s)|^2 \leq \frac{C}{t - s} \log \frac{J}{K(x, t; y, s)}. $$

Here $J$ is the maximum of $K(\cdot, \cdot; y, s)$ on $M \times [t + \varepsilon, t]$. Hence

$$|\nabla_x K(x, t; y, s)|^2 \leq \frac{C}{t - s} \int K(x, t; y, s) \frac{J}{K(x, t; y, s)} \log \frac{J}{K(x, t; y, s)} \leq \frac{C}{t - s} J K(x, t; y, s).$$

By (5.1)

$$J \leq \frac{C}{(t - s)^{n/2}}.$$
Combining this with the previous inequality, we deduce
\[
|\nabla_x K(x, t; y, s)|^2 \leq \frac{C}{(t-s)^{1+(n/2)}} K(x, t; y, s)
\]
\[
\leq \frac{C}{(t-s)^{1+(n/2)}} \frac{C_1}{(t-s)^{n/2}} \exp \left(-\frac{d^2(x, y)}{C_2(t-s)}\right).
\]
This yields the desired bound for $|\nabla_x K|$.

6. BACKWARD PSEUDOLOCALITY

In the following lemma we derive bounds on the Ricci curvature and the time derivative of the curvature tensor that are better than expected, given bounds on the curvature and the scalar curvature on a parabolic neighborhood. The bound on the Ricci curvature can also be found in [Wa, Theorem 3.2]. We give a proof for completeness.

Lemma 6.1. There is a universal constant $C_0 < \infty$ such that the following holds:

Consider a Ricci flow $(M, (g_t)_{t \in [0, T)})$. Let $x_0 \in M$, $t_0 \in [0, T)$ and $0 < r_0^2 < \min \{1, t_0\}$. Assume that the ball $B(x_0, t_0, r_0)$ is relatively compact and that we have the curvature bounds $|R| \leq n$ and $|\text{Rm}| \leq \frac{r_0^2}{n^2}$ on the parabolic neighborhood $P = P(x_0, t_0, r_0, -r_0^2)$.

Then $|\text{Ric}|(x_0, t_0) < C_0 r_0^{-1}$ and $|\partial_t \text{Rm}|(x_0, t_0) < C_0 r_0^{-3}$.

Note that by Shi’s estimates (cf [Sh]) we only have $|\partial_t \text{Rm}|(x, t) < Cr^{-4}$. So the lemma shows that the exponent can be improved under an additional bound on the scalar curvature.

Proof. We first rescale the given Ricci flow parabolically, along with the radius $r_0$, such that $r_0 = 1$. Then we have the bounds $|\text{Rm}| \leq 1$ and $|R| \leq R_0 := n r_0^2$, for some $R_0 \leq n$, on $P(x_0, t_0, 1, -1)$. The goal is then to show that $|\text{Ric}|(x_0, t_0) < C_0 R_0^{1/2}$ and $|\partial_t \text{Rm}|(x_0, t_0) < C_0 R_0^{1/2}$.

Observe that by Shi’s estimates (cf [Sh]) there are universal constants $D_0, D_1, \ldots < \infty$ such that

\[
|\nabla^m \text{Rm}| < D_m \quad \text{on} \quad P(x_0, t_0, \frac{1}{2}, -\frac{1}{2})
\]

for all $m = 0, 1, \ldots$. Let $\alpha > 0$ be a small constant, whose value we will determine later, and consider the exponential map

\[
p : B(0, \alpha) \subset \mathbb{R}^n \rightarrow B(x_0, t_0, \alpha) \subset M
\]
based at $x_0$ with respect to the metric $g_{t_0}$. Let $\tilde{g}_t = p^* g_t$, $t \in [t_0 - \alpha^2, t_0]$ be the rescaled pull back of $g_t$. Note that in our applications, due to the non-collapsing property (see (2.3)), we have a lower bound on the injectivity radius at $x_0$ and hence the map $p$ can be guaranteed to be injective for sufficiently small $\alpha$. To keep this lemma more general, we will, however, not assume this property and instead proceed as follows: By Jacobi field comparison and distance distortion estimates under the Ricci flow, we find that there is a universal choice for $\alpha$ such that the metric $\tilde{g}_t$ is 2-bilipschitz to the Euclidean metric on $\mathbb{R}^n$ for all $t \in [t_0 - \alpha^2, t_0]$. Moreover, it follows from (6.1) that there are universal constants $D_0, D_1, \ldots < \infty$ such that

\[
|\partial^m \tilde{g}_t| < \tilde{D}_m \quad \text{on} \quad B(0, \alpha) \times [t_0 - \alpha^2, t_0].
\]
Note that $\tilde{g}_t$ is still a Ricci flow on $B(0, \alpha t)$, which still satisfies $|\text{Rm}| \leq 1$ and $|R| \leq R_0$. From now on, we will work with the metric $\tilde{g}_t$ only. Let now $\phi \in C^\infty_0(B(0, \alpha))$ be a cutoff function that satisfies $0 \leq \phi \leq 1$ everywhere and $\phi = 1$ on $B(0, \frac{1}{2}\alpha)$. This cutoff function can be chosen such that $|\partial \phi|, |\partial^2 \phi|$ are bounded by some universal constant $C_1 < \infty$. This implies that there is a universal constant $C_2 < \infty$ such that

$$|\Delta_{\tilde{g}_t} \phi| < C_2 \quad \text{for all} \quad t \in [t_0 - \alpha^2, t_0].$$

We now make use of the evolution equation for the scalar curvature of $\tilde{g}_t$:

$$\partial_t R = \Delta_{\tilde{g}_t} R + 2|\text{Ric}|^2.$$

Integrating this equation against $\phi$ and using integration by parts yields

$$\left| \partial_t \int_{B(0, \alpha)} R(\cdot, t) \phi(\cdot, t) d\tilde{g}_t - \int_{B(0, \alpha)} 2|\text{Ric}(\cdot, t)|^2 \phi(\cdot, t) d\tilde{g}_t \right| \leq C_2 \alpha^{-2} \int_{B(0, \alpha)} |R(\cdot, t)| d\tilde{g}_t + \int_{B(0, \alpha)} |R(\cdot, t)|^2 \phi(\cdot, t) d\tilde{g}_t \leq C_3 R_0 + C_3 R_0^2 \leq 2nC_3 R_0,$$

for some universal $C_3 < \infty$. Integration in time gives us

$$\int_{t_0 - \alpha^2}^{t_0} \int_{B(0, \alpha)} |\text{Ric}|^2 \phi d\tilde{g}_t dt \leq \int_{B(0, \alpha)} |R(\cdot, t_0)| \phi d\tilde{g}(t_0)$$

$$+ \int_{B(0, \alpha)} |R(\cdot, t_0 - \alpha^2)| \phi d\tilde{g}(t_0 - \alpha^2) + 2C_3 R_0 \cdot \alpha^2 < C_4 R_0,$$

for some universal $C_4 < \infty$. Thus, there is a universal $C_5 < \infty$ such that

$$||\text{Ric}||_{L^2(B(0, \frac{1}{2}\alpha) \times [t_0 - \alpha^2, t_0])} < C_5 R_0^{1/2}.$$

Note that $\text{Ric}$ satisfies the linear parabolic evolution equation

$$(\partial_t - \Delta_{\tilde{g}_t} - 2 \text{Rm}) \text{Ric} = 0.$$

The coefficients of this equation are universally bounded in every $C^m$-norm. Hence it follows from standard parabolic theory that for some universal $C_6 < \infty$

$$|\text{Ric}|(x_0, t_0) = |\text{Ric}|(0, t_0) < C_6 ||\text{Ric}||_{L^2(B(0, \frac{1}{2}\alpha) \times [t_0 - \alpha^2, t_0])} < C_6 C_5 R_0^{1/2}. $$

This establishes the first part of the lemma.

Similarly, or by applying the lemma at smaller scales, we obtain that for some universal $C_7 < \infty$

$$|\text{Ric}| < C_7 R_0^{1/2} \quad \text{on} \quad B(0, \frac{1}{4}\alpha) \times [t_0 - \frac{1}{2}\alpha^2, t_0].$$

We can now apply the Schauder estimates on (6.2), giving us a universal $C_8 < \infty$ such that

$$|\nabla^2 \text{Ric}|(x_0, t_0) = |\nabla^2 \text{Ric}|(0, t_0) < C_8 R_0^{1/2}.$$ 

For the second part of the lemma observe that at $(x_0, t_0)$ (compare also with [Ha1] Lemma 7.2)

$$\partial_t \text{Rm}_{abcd} = \text{Ric}_{ai} \text{Rm}_{abcd} + \text{Ric}_{bi} \text{Rm}_{aiqc} + \nabla_{ac} \text{Ric}_{bd} + \nabla_{ad} \text{Ric}_{bc} + \nabla_{bc} \text{Ric}_{ad} - \nabla_{bd} \text{Ric}_{ac}. $$
So
\[ |\partial_t \text{Rm}|(x_0, t_0) \leq C_0 |\text{Ric}(x_0, t_0)| \cdot |\text{Rm}(x_0, t_0)| + |\nabla^2 \text{Ric}(x_0, t_0)| < C_0 R_0^{1/2} \cdot 1 + C_8 R_0^{1/2}. \]
This finishes the proof of the lemma.

With this lemma in hand, we can prove the backwards pseudolocality theorem.

**Proof of Theorem 1.5** First, note that by parabolic rescaling by \( r_0^{-2} \) it suffices to prove the following statement:

**Claim.** Let \((M^n, (g_t)_{t \in [0, T]}), 1 < T < \infty \) be a Ricci flow on a compact manifold. Then there are constants \( \varepsilon > 0, K < \infty, \) which only depend on \( \nu[g_0, 2T], n, \) such that the following holds:

Let \((x_0, t_0) \in M \times [1, T) \) and \( 0 < r_0 \leq 1 \) and assume that
\[ |R| \leq n \quad \text{on} \quad P(x_0, t_0, r_0, -2(\varepsilon r_0)^2) \]
and
\[ |\text{Rm}(\cdot, t_0)| \leq r_0^{-2} \quad \text{on} \quad B(x_0, t_0, r_0). \]
Then
\[ |\text{Rm}| < K r_0^{-2} \quad \text{on} \quad P(x_0, t_0, \varepsilon r_0, -(\varepsilon r_0)^2). \]

Note that the theorem follows from the claim if we set \( r_0 = 1. \) The lower bound \( R \geq -n \) on \( P(x_0, t_0, 1, -2(\varepsilon r_0)^2) \subset M \times [t_0 - \frac{1}{2}, t_0] \) follows as explained in section 2 (here we have assumed that \( \varepsilon < \frac{1}{4} \)). Next choose \( 1 > r_* > 0, \) such that
\[ (6.3) \quad 4C_0 \rho^{-3} < r_*^{-1}. \]
Observe that in order to prove the claim, it suffices to prove the claim for the case in which \( r \leq r_* \), as the case \( r > r_* \) follows from the case \( r = r_* \) by adjusting the constants \( \varepsilon, K \) to \( \varepsilon r_*, K r_*^{-2} \), respectively. So let us in the following assume that
\[ r_0 \leq r_* \]

We now choose the constants \( \varepsilon, K \) as follows:
\[ \varepsilon := \rho \quad \text{and} \quad K := \varepsilon^{-2} = \rho^{-2}. \]

Before we carry out the main proof, we use a point-picking argument to show that, without loss of generality, we can assume that the claim is already true on smaller scales \( r_0 \) and earlier times \( t_0. \) In other words, the proof will utilize “induction” on the scale \( r_0: \) The claim is obviously true for some very small scale \( r_0 > 0, \) which may depend on the given Ricci flow, since the curvature on \( M \times [0, t_0] \) is always bounded by some (non-uniform) constant. In the following proof we will show that if the claim holds at all scales \( 0 < r \leq \frac{1}{2} r_0, \) then it also holds for scale \( r_0. \) So by induction, the claim is true for all scales \( r_0 > 0. \)

Let us be more specific now. We claim that we can impose the following extra assumption:

For any \( t \in [t_0 - \frac{1}{2} r_0^2, t_0], \) \( x \in M \) and \( r \leq \frac{1}{2} r_0 \) the statement of the claim holds, meaning that
\[ (6.4) \quad \text{If} \quad |R| \leq n \quad \text{on} \quad P(x, t, r, -2(\varepsilon r)^2) \quad \text{and} \quad |\text{Rm}(\cdot, t)| < r^{-2} \quad \text{on} \quad B(x, t, r), \]
then
\[ |\text{Rm}| < K r^{-2} \quad \text{on} \quad P(x, t, \varepsilon r, -(\varepsilon r)^2). \]
We will now argue that the claim is true, if the claim holds under this extra assumption. Assume by contradiction that the claim fails for some choice of \((x_0, t_0, r_0), r_0 \leq r_*\). So the extra assumption \((6.4)\) has to fail as well and we can find some \((x, t, r)\) with \(t \in [t_0 - \frac{1}{2}r_0^2, t_0]\), \(r \leq \frac{1}{2}r_0\) that violates \((6.4)\). In other words, the claim also fails for \((x_0, t_0, r_0) \leftarrow (x_1, t_1, r_1) := (x, t, r)\), which implies that the extra assumption fails as well in this setting. We can hence choose another triple \((x, t, r)\) with \(t \in [t_1 - \frac{1}{2}r_1^2, t_1]\) and \(r \leq \frac{1}{2}r_1\) that violates \((6.4)\). Set \((x_2, t_2, r_2) := (x, t, r)\). Repeating this process, we end up with an infinite sequence \((x_0, t_0, r_0), (x_1, t_1, r_1), \ldots\) such that \((6.4)\) is violated for \((x_i, t_i, r_i)\) for all \(i = 0, 1, 2, \ldots\). Moreover \(t_{i+1} \in [t_i - \frac{1}{2}r_i^2, t_i]\) and \(r_{i+1} \leq \frac{1}{2}r_i\). So \(t_{i+1} \in [t_0 - r_0^2, t_0]\), \(t_{i+1} \geq 2^{-i}t_0\) and \(r_i \leq 2^{-i}r_0 \leq \sqrt{t_i}\). However, since \(|\text{Rm}|\) is bounded by some (non-universal) constant on \(M \times [0, t_0]\), we obtain that \((6.4)\) has to be true for some large \(i\), giving us the desired contradiction.

We now present the main argument, namely, proving the statement of the claim under the extra assumption \((6.4)\). Invoke Lemma 3.2 for \(x \leftarrow x_0, t_0 \leftarrow t_0, r_0 \leftarrow r_0\) and \(\tau \leftarrow 2(\rho r_0)^2\) to obtain the cutoff function \(\phi \in C^0(M \times [t_0 - 2\varepsilon^2 r_0^2, t_0])\) satisfying the desired properties (a)–(e) of that lemma.

By property (a)

\[ |\text{Rm}(\cdot, t_0)|^{-1/2} \geq r_0 > \phi(\cdot, t_0). \]

Choose \(\overline{t} \in [t_0 - \varepsilon^2 r_0^2, t_0]\) minimal with the property that

\[ |\text{Rm}|^{-1/2} \geq \phi \quad \text{on} \quad M \times [\overline{t}, t_0]. \tag{6.5} \]

We will show that \(\overline{t} = t_0 - \varepsilon^2 r_0^2\). Assume that, on the contrary, \(\overline{t} > t_0 - \varepsilon^2 r_0^2\). Then there is a point \(\overline{x} \in M\) such that

\[ |\text{Rm}(\overline{x}, \overline{t})|^{-1/2} = \phi(\overline{x}, \overline{t}). \tag{6.6} \]

Set

\[ \overline{r} := \frac{1}{2} |\text{Rm}(\overline{x}, \overline{t})|^{-1/2} = \frac{1}{2}\phi(\overline{x}, \overline{t}) < \frac{1}{2}r_0. \tag{6.7} \]

Then, since \(\phi(\cdot, \overline{t})\) is 1-Lipschitz with respect to the metric \(g_{\overline{r}}\), we have

\[ |\text{Rm}(\cdot, \overline{t})|^{-1/2} \geq \phi(\cdot, \overline{t}) > \frac{1}{2}\phi(\overline{x}, \overline{t}) = \overline{r} \quad \text{on} \quad B(\overline{x}, \overline{t}, \overline{r}). \tag{6.8} \]

So by Lemma 3.2(c) we have \(B(\overline{x}, \overline{t}, \overline{r}) \subset B(x_0, t_0, r_0)\), which implies that

\[ |R| \leq n \quad \text{on} \quad P(\overline{x}, \overline{t}, \overline{r}, -2(\varepsilon \overline{r})^2). \tag{6.9} \]

The bounds \((6.8)\) and \((6.9)\) give us the right to apply the extra assumption \((6.4)\) for \(x \leftarrow \overline{x}, t \leftarrow \overline{t}\) and \(r \leftarrow \overline{r}\) to conclude that

\[ |\text{Rm}| < K\overline{r}^{-2} = \varepsilon^{-2}\overline{r}^{-2} \quad \text{on} \quad P(\overline{x}, \overline{t}, \varepsilon\overline{r}, -\varepsilon^2\overline{r})^2). \]

Then by Lemma 6.1 for \(r_0 \leftarrow \varepsilon\overline{r}\) we have

\[ |\partial_t|\text{Rm}(\overline{x}, \overline{t})| < C_0 \varepsilon^{-3}\overline{r}^{-3}. \]

And thus by the definition of \(\overline{r}\) (see equation \((6.7)\))

\[ |\partial_t|\text{Rm}(\overline{x}, \overline{t})|^{-1/2} < \frac{1}{2} C_0 \varepsilon^{-3}\overline{r}^{-3}|\text{Rm}(\overline{x}, \overline{t})|^{-3/2} = 4C_0 \varepsilon^{-3}. \]

Using \((6.5), (6.6)\) and property (e) of \(\phi\) (compare with Lemma 3.2) we conclude however

\[ \partial_t |\text{Rm}|^{-1/2}(\overline{x}, \overline{t}) \geq \partial_t \phi(\overline{x}, \overline{t}) > r_0^{-1} \geq r_*^{-1}. \]
Assume that the second inclusion does not hold for all $t$ (see inequality (6.13)), hence showing that our assumption $\mathcal{G} > t_0 - \varepsilon^2 r_0^2$ was wrong.

So $\mathcal{G} = t_0 - \varepsilon^2 r_0^2$, which implies

$$|\text{Rm}|^{-1/2} \geq \phi \quad \text{on} \quad M \times [t_0 - \varepsilon^2 r_0^2, t_0].$$

Thus we can use property (b) of $\phi$ to conclude that

$$|\text{Rm}| \leq \phi^{-2} \rho^{-2} r_0^{-2} = K r_0^{-2} \quad \text{on} \quad P(x_0, t_0, r_0, -\varepsilon^2 r_0^2).$$

Since $\varepsilon = \rho$, this finishes the proof. \hfill \Box

Combining the backward pseudolocality theorem, Theorem [1.5] with Perelman’s forward pseudolocality Theorem gives us an improved pseudolocality result in both time directions.

**Proof of Corollary [1.6].** By parabolic rescaling we may assume that $r_0 = 1$. This implies, as explained in section [2], that $t_0 \geq 1$, $T - t_0 \geq 1$ and $|R| \leq n$ on $B(x_0, t_0, r_0) \times [t_0 - 2\varepsilon^2, t_0 + \varepsilon^2]$. Let $\delta > 0$ be the constant from Perelman’s pseudolocality theorem [P1, Theorem 10.1] for $\alpha \leftarrow 1$ and let $\varepsilon > 0$ be less than the minimum of the corresponding constants in the backwards pseudolocality Theorem [1.5] and Perelman’s pseudolocality theorem, again for $\alpha \leftarrow 1$. Moreover, by Theorem [1.1] we may choose $\varepsilon$ small enough such that

$$B(x_0, t, \varepsilon) \subset B(x_0, t_0, 1) \quad \text{for all} \quad t \in [t_0, t_0 + \varepsilon^2].$$

By Perelman’s pseudolocality theorem, we have for all $t \in (t_0, t_0 + \varepsilon^2]$ and $x \in B(x_0, t, \varepsilon)$

$$|\text{Rm}|(x, t) \leq (t - t_0)^{-1} + \varepsilon^{-2}.$$

For any $t \in (t_0, t_0 + \varepsilon^2]$ and $x \in B(x_0, t, \frac{1}{2}\varepsilon)$ we can now apply Theorem [1.5] with $r_0 \leftarrow \frac{1}{2}(t - t_0)^{1/2} \leq \frac{1}{2}\varepsilon$ and obtain that

$$|\text{Rm}| < K \left(\frac{1}{2}(t - t_0)^{1/2}\right)^{-2} \quad \text{on} \quad P(x, t, \frac{1}{2}\varepsilon(t - t_0)^{1/2}, -(\frac{1}{2}\varepsilon(t - t_0)^{1/2})^2).$$

Here $K$ is the constant from Theorem [1.5]. Next, using Lemma [6.1] we can find a constant $K_* < \infty$, which only depends on $\nu[g_0, 2T], n$, such that:

$$|\text{Rm}|(x, t) < K_* (t - t_0)^{-1}, \quad |\text{Ric}|(x, t) < K_* (t - t_0)^{-1/2}$$

$$\text{and} \quad |\partial_t \text{Rm}|(x, t) < K_* (t - t_0)^{-3/2}.$$

The first inequality is just a restatement of (6.10).

Choose $\varepsilon_* := \min\{\varepsilon, (16K_*)^{-1}\varepsilon\}$. We claim that for all $t \in [t_0, t_0 + \varepsilon_*^2]$, we have

$$B(x_0, t, \frac{1}{2}\varepsilon) \subset B(x_0, t_0, \frac{1}{2}\varepsilon) \subset B(x_0, t, \frac{1}{2}\varepsilon).$$

Assume that the second inclusion does not hold for all $t \in [t_0, t_0 + \varepsilon_*^2]$. Choose $\mathcal{G} \in [t_0, t_0 + \varepsilon_*^2]$ maximal such that it holds for all $t \in [t_0, \mathcal{G}]$. Then there is a point $\mathfrak{p} \in B(x_0, t_0, \frac{1}{2}\varepsilon)$ such that $d_{\mathcal{G}}(\mathfrak{p}, x_0) = \frac{1}{2}\varepsilon$. For any $t \in [t_0, \mathcal{G}]$, the point $\mathfrak{p}$ is contained in the closure of $B(x, t, \frac{1}{2}\varepsilon)$ and thus, by the discussion in the previous paragraph, at every time $t \in [t_0, \mathcal{G}]$, all points on a minimizing geodesic between $\mathfrak{p}$ and $x_0$ satisfy (6.11). It follows that (assuming $\varepsilon < 1$)

$$|\partial_t d_t(\mathfrak{p}, x_0)| < K_* (t - t_0)^{-1/2} d_t(\mathfrak{p}, x_0) < K_* (t - t_0)^{-1/2}.$$
Applying (6.14) with \( \theta \), we obtain a uniform curvature bound in a parabolic neighborhood that intersects the corollary.

In order to show the first inclusion of (6.12), we choose \( \mathcal{B} \) holds for all \( a \text{ ball} \) only change up to a fixed factor, which implies that the parabolic neighborhood contains

Integrating this inequality from \( t_0 \) to \( \bar{t} \) yields a contradiction:

\[
\frac{1}{2} \varepsilon = d_{\mathcal{B}}(\mathcal{B},x) < d_{\mathcal{B}}(\mathcal{B},x_0) + 2K_s(\bar{t} - t_0)^{1/2} < \frac{1}{4} \varepsilon + 2K_s \varepsilon_0 < \frac{1}{2} \varepsilon.
\]

In view of the discussion in the beginning of the proof, the second inclusion in (6.12) implies that the curvature and curvature derivative estimates in (6.11) hold on the parabolic neighborhood \( P(x_0,t_0,\frac{1}{4} \varepsilon,\varepsilon_*^2) \). This fact allows us to integrate the bound on \( |\partial_t \text{Rm}| \) from \( t_0 + \varepsilon_*^2 \) to any \( t \in [t_0,t_0 + \varepsilon_*^2] \) and obtain that for all \( x \in B(x_0,t_0,\frac{1}{4} \varepsilon) \)

\[
|\text{Rm}|(x,t) \leq |\text{Rm}|(x,t_0 + \varepsilon_*^2) + \int_{t_0}^{t_0 + \varepsilon_*^2} |\partial_t \text{Rm}|(x,t')dt' < K_s \varepsilon_*^{-2} + \int_{t_0}^{t_0 + \varepsilon_*^2} K_s(t' - t_0)^{-3/2}dt' < K_s \varepsilon_*^{-2} + 2K_s(t - t_0)^{-1/2} < 10K_s \varepsilon_*^{-1}(t-t_0)^{-1/2}.
\]

So by the first inclusion in (6.12) we find that for all \( t \in [t_0,t_0 + \varepsilon_*^2] \) we have

\[
|\text{Rm}|(\cdot,t) < 10K_s \varepsilon_*^{-1}(t-t_0)^{-1/2} \quad \text{on} \quad B(x_0,t,\frac{1}{8} \varepsilon).
\]

We now apply the backward pseudolocality theorem, Theorem 1.5 once again. Let us first choose \( \beta := (10K_s \varepsilon_*^{-1})^{-1/2} \) and \( \theta := (\frac{1}{8} \varepsilon)^4 \). Then for any \( t \in [t_0,t_0 + \theta] \), we have \( \beta(t-t_0)^{1/4} \leq \frac{1}{8} \varepsilon \). So for any \( t \in [t_0,t_0 + \theta] \)

\[
|\text{Rm}|(\cdot,t) < (\beta(t-t_0)^{1/4})^{-2} \quad \text{on} \quad B(x_0,t,\beta(t-t_0)^{1/4}).
\]

Theorem 1.5 then yields

\[
(6.14) \quad |\text{Rm}| < K \beta^{-2}(t-t_0)^{-1/2} \quad \text{on} \quad P(x_0,t,\varepsilon \beta(t-t_0)^{1/4},-\varepsilon^2 \beta^2(t-t_0)^{1/2}).
\]

We now choose \( 0 < \theta_0 < \theta \) uniformly such that

\[
\varepsilon^2 \beta^2 \theta_0^{1/2} > 2 \theta_0.
\]

Applying (6.14) with \( t = t_0 + \theta_0 \) yields

\[
|\text{Rm}| < K \beta^{-2} \theta_0^{-1/2} \quad \text{on} \quad P(x_0,t_0 + \theta_0,\theta_0^{1/2},-2 \theta_0).
\]

So we obtain a uniform curvature bound in a parabolic neighborhood that intersects the time-slice \( t \). Due to this curvature bound, distances within this parabolic neighborhood only change up to a fixed factor, which implies that the parabolic neighborhood contains a ball \( B(x_0,t_0,\varepsilon') \) at time \( t_0 \) for some uniform \( \varepsilon' > 0 \). This finishes the proof of the corollary. \( \square \)
7. \(L^2\) Curvature Bound in Dimension 4

In this section we consider Ricci flows in dimension 4. We use the backwards pseudolocality theorem to derive an \(L^2\) bound on the Riemannian curvature and an \(L^p\) bound on the Ricci curvature for \(0 < p < 4\). Using these bounds, we eventually establish Corollary 4.2.

We will need the following lemma.

**Lemma 7.1.** Consider a Ricci flow \((M^4, (g_t)_{t \in [0,T]})\) on a compact 4-dimensional manifold. Suppose that \(|R| \leq 1\) everywhere. Then there is a constant \(\delta > 0\), which only depends on \(\nu_{[0,2T]} n\), such that the following holds:

Let \((x,t) \in M \times [0,T]\) and assume that \(r^2_{|Rm|}(x,t) \leq t\). Then there is a \(y \in M\) such that

\[
\begin{align*}
& (a) \quad d_t(x,y) < 2r_{|Rm|}(x,t), \\
& (b) \quad r_{|Rm|}(y,t) \leq r_{|Rm|}(x,t), \\
& (c) \quad \int_{B(y,t, \frac{1}{10}r_{|Rm|}(y,t))} |Rm|^2 \, dg_t > \delta.
\end{align*}
\]

**Proof.** We will choose \(y\) by a point-picking process. Construct a sequence \(y_1, y_2, \ldots \in M\) by the following inductive process: Let \(y_0 := x\). If \(y_k, k \geq 0\), is already chosen, then by the definition of \(r_{|Rm|}\) there is a point \(y' \in \overline{B}(y_k, t, r_{|Rm|}(y_k, t))\) for which \(|Rm|(y', t) = r^{-2}_{|Rm|}(y_k, t)\). Set \(y_{k+1} := y'\). Summarizing, we have

\[d_t(y_{k+1}, y_k) \leq r_{|Rm|}(y_k, t) \quad \text{and} \quad |Rm|(y_{k+1}, t) = r^{-2}_{|Rm|}(y_k, t)\]

for all \(k = 0, 1, \ldots\) So

\[r^{-2}_{|Rm|}(y_k, t) = |Rm|(y_{k+1}, t) \leq r^{-2}_{|Rm|}(y_{k+1}, t),\]

which implies that

\[(7.1) \quad r_{|Rm|}(y_{k+1}, t) = r_{|Rm|}(y_k, t) \geq r_{|Rm|}(y_1, t) \geq r_{|Rm|}(y_2, t) \geq \ldots .
\]

Next, observe that the sequence \(r_{|Rm|}(y_k, t)\) is bounded from below, because \(|Rm|(\cdot, t)\) is bounded on \(M\). This implies that for some \(k = 0, 1, \ldots\) we have

\[(7.2) \quad r_{|Rm|}(y_1, t) > \frac{1}{10} r_{|Rm|}(y_k, t),\]

because otherwise the sequence \(r_{|Rm|}(y_k, t)\) would exponentially converge to 0. Amongst those \(k = 0, 1, \ldots\) that satisfy \((7.2)\) choose the smallest \(k\) with this property, i.e.

\[r_{|Rm|}(y_1, t) \leq \frac{1}{10} r_{|Rm|}(y_0, t), \ldots, \quad r_{|Rm|}(y_k, t) \leq \frac{1}{10} r_{|Rm|}(y_{k-1}, t).
\]

We now set \(y := y_{k+1}\).

We will show that \(y\) satisfies assertions (a)–(c). Assertion (b) holds due to \((7.1)\). For assertion (a) we estimate

\[
d_t(x, y_{k+1}) \leq d_t(y_0, y_1) + \ldots + d_t(y_k, y_{k+1}) \leq r_{|Rm|}(y_0, t) + \ldots + r_{|Rm|}(y_k, t) < (1 + \frac{1}{10} + \ldots + \frac{1}{10^k}) r_{|Rm|}(x, t) < 2r_{|Rm|}(x, t).
\]

It remains to establish assertion (c). For this observe first that by the inductive choice of \(y_{k+1}\) and \((7.2)\), we have

\[|Rm|(y_{k+1}, t) = r^{-2}_{|Rm|}(y_k, t) > \frac{1}{100} r^{-2}_{|Rm|}(y_{k+1}, t).
\]
If we apply the backward pseudolocality theorem, Theorem \[1.5\] at \(y = y_{k+1}\), then we obtain that
\[
|\text{Rm}| < K r_{|\text{Rm}|}^{-2}(y, t) \quad \text{on} \quad P(y, t, \varepsilon r_{|\text{Rm}|}(y, t), -\varepsilon^2 r_{|\text{Rm}|}^2(y, t)).
\]
Hence by Shi’s estimates there is a constant \(C < \infty\) such that
\[
|\nabla \text{Rm}(\cdot, t)| < C r_{|\text{Rm}|}^{-3}(y, t) \quad \text{on} \quad B(y, t, \frac{1}{2}\varepsilon r_{|\text{Rm}|}(y, t)).
\]
Integrating this bound and using \([7.3]\) yields with \(\beta := \min\{\frac{1}{200}C^{-1}, \frac{1}{2}\varepsilon\}\).
\[
|\text{Rm}(\cdot, t)| > \frac{1}{200} r_{|\text{Rm}|}^{-2}(y, t) \quad \text{on} \quad B(y, t, \beta r_{|\text{Rm}|}(y, t)).
\]
It follows that
\[
\int_{B(y, t, \frac{1}{\beta} r_{|\text{Rm}|}(y, t))} |\text{Rm}|^2(\cdot, t) \, dt \geq \int_{B(y, t, \beta r_{|\text{Rm}|}(y, t))} |\text{Rm}|^2(\cdot, t) \, dt > \left(\frac{1}{200} r_{|\text{Rm}|}^{-2}(y, t)\right)^2 \cdot \kappa_1 \left(\beta r_{|\text{Rm}|}(y, t)\right)^4 = \frac{\kappa_1 \beta^4}{200^2} =: \delta > 0.
\]
So assertion (c) holds. This proves the desired result. □

**Proof of Theorem \([7.8]\).** First note that by parabolic rescaling we may assume that \(R_0 = 1\).

Let \(\tau > 0\) be a parameter whose value we will fix in the course of the proof, depending only on \(T\) and \(\nu[g_0, 2T]\). For the rest of this proof fix some \(t \in [T/2, T]\).

Let \(\delta > 0\) be the constant from Lemma \([7.1]\) and set
\[
S := \left\{ y \in M : r_{|\text{Rm}|}(y, t) < \tau \quad \text{and} \quad \int_{B(y, t, \frac{1}{\beta} r_{|\text{Rm}|}(y, t))} |\text{Rm}|^2 > \delta \right\}.
\]
Now consider all balls \(B(y, t, \frac{1}{\beta} r_{|\text{Rm}|}(y, t))\) for \(y \in S\). By Vitali’s Covering Theorem there are finitely many points \(y_1, \ldots, y_N \in S\) such that for
\[
r_i := r_{|\text{Rm}|}(y_i, t) < \tau
\]
the balls \(B(y, t, \frac{1}{\beta} r_i)\) are pairwise disjoint and
\[
\bigcup_{i=1}^N B(y_i, t, \frac{1}{\beta} r_i) \supset \bigcup_{y \in S} B(y, t, \frac{1}{\beta} r_{|\text{Rm}|}(y, t)) \supset S.
\]

**Claim.** For every \(x \in M\) with \(r_{|\text{Rm}|}(x, t) < \tau\) there is an \(i \in \{1, \ldots, N\}\) for which
\[
d_t(x, y_i) < 2r_{|\text{Rm}|}(x, t) + \frac{1}{\beta} r_i.
\]

**Proof.** Let \(x \in M\) with \(r_{|\text{Rm}|}(x, t) < \tau\). By Lemma \([7.1]\) there is a \(y \in M\) with \(d_t(x, y) < 2r_{|\text{Rm}|}(x, t)\) and \(r_{|\text{Rm}|}(y, t) \leq r_{|\text{Rm}|}(x, t) < \tau\) that satisfies the lower bound on the integral in the definition of \(S\). So altogether \(y \in S\). By \([7.3]\) there is an index \(i \in \{1, \ldots, N\}\) for which \(y \in B(y_i, t, \frac{1}{\beta} r_i)\). So we conclude
\[
d_t(x, y_i) \leq d_t(x, y) + d_t(y, y_i) < 2r_{|\text{Rm}|}(x, t) + \frac{1}{\beta} r_i.
\]
This finishes the proof of the claim. □
Next observe that for any \( p > 0 \), by Fubini’s Theorem

\[
(7.5) \quad \int_M r_{|\text{Rm}|}^{-p}(x,t)dg_t(x) = \int_M \left( \frac{1}{\pi} + \int_M ps^{-p}ds \right) dg_t(x) \\
\leq \frac{1}{\pi} \cdot M + \int_0^T ps^{-p} \cdot |\{r_{|\text{Rm}|}(\cdot, t) \leq s\}|t\,ds.
\]

We will now split the sub level sets inside the integral on the right-hand side into \( N \) different domains, depending on which of the expressions \( d_t(\cdot, y_i) - \frac{1}{2} r_i \) is minimal. To do this set for \( i = 1, \ldots, N \)

\[
D_i := \{ x \in M : r_{|\text{Rm}|}(x, t) \leq \tau \quad \text{and} \quad d_t(x, y_i) - \frac{1}{2} r_i \leq d_t(x, y_j) - \frac{1}{2} r_j \quad \text{for all} \quad j = 1, \ldots, N \}.
\]

Then

\[
(7.6) \quad \{ r_{|\text{Rm}|}(\cdot, t) \leq \tau \} = D_1 \cup \ldots \cup D_N.
\]

It follows from the Claim that for all \( x \in D_i \)

\[
r_{|\text{Rm}|}(x, t) > \frac{1}{4} (d_t(x, y_i) - \frac{1}{2} r_i).
\]

So if \( d_t(x, y_i) \geq \frac{3}{4} r_i \), then \( r_{|\text{Rm}|}(x, t) > \frac{1}{4} (d_t(x, y_i) - \frac{1}{2} d_t(x, y_i)) \). On the other hand, by the definition of \( r_{|\text{Rm}|} \), we obtain that if \( d_t(x, y_i) \leq \frac{3}{4} r_i \), then \( r_{|\text{Rm}|}(x, t) > \frac{1}{4} r_i \). Hence, in either case

\[
(7.7) \quad r_{|\text{Rm}|}(x, t) > \frac{1}{4} d_t(x, y_i) \quad \text{if} \quad x \in D_i.
\]

Using this inequality, we can now compute that for any \( s \leq \tau \)

\[
(7.8) \quad |\{ \{ r_{|\text{Rm}|}(\cdot, t) \leq s \} \setminus D_i \}|t \leq \sum_{i=1}^N |\{ r_{|\text{Rm}|}(\cdot, t) \leq s \} \cap D_i |t \\
\leq \sum_{i=1}^N \{ |d_t(\cdot, y_i) \leq 6s\} \cap D_i \leq \sum_{i=1}^N |B(y_i, t, 6s)\}|t \leq (6^4 \cdot \kappa_2) \cdot N s^4.
\]

So using (7.5), we obtain for \( 0 < p < 4 \)

\[
(7.9) \quad \int_M r_{|\text{Rm}|}^{-p}(x, t)dg_t(x) \leq \frac{1}{\pi} \cdot M + \int_0^T ps^{-p} \cdot |\{r_{|\text{Rm}|}(\cdot, t) \leq s\}|t\,ds \\
\leq \frac{1}{\pi} \cdot M + CNp \int_0^T s^{3-p}ds \leq \frac{1}{\pi} \cdot M + CN \frac{p}{4-p} \tau^{4-p}.
\]

Here \( C \) is a constant, which only depends on \( \kappa_2 \).

Next, assume that \( \tau < \min\{1, \sqrt{T/2}\} \) and observe that by Theorem 1.5 and Lemma 6.1 there is a universal constant \( C' < \infty \) such that for all \( x \in M \) for which \( r_{|\text{Rm}|}(x, t) \leq \tau \), we have

\[
|\text{Ric}||(x, t) \leq C' r_{|\text{Rm}|}^{-1}(x, t).
\]

So by (7.9) for \( p = 2 \), we get

\[
(7.10) \quad \int_M |\text{Ric}(x, t)|^2\,dg_t(x) \leq C'^2 \int_M r_{|\text{Rm}|}^{-2}(x, t)dg_t(x) \leq C'^2 \tau^{-2} \cdot M + C'C'^2 N \tau^2.
\]
On the other hand, recall that by the choice of the $y_i \in S$ we have that for all $i = 1, \ldots, N$

$$\int_{B(y_i,t, \frac{1}{6}r_i)} |\text{Rm}(x,t)|^2 dg_t(x) > \delta$$

and the domains of these integrals are pairwise disjoint. So

$$(7.11) \quad \int_{M} |\text{Rm}(x,t)|^2 dg_t(x) > N\delta.$$  

Finally, we apply the Theorem of Chern-Gauß-Bonnet:

$$(7.12) \quad \int_{M} |\text{Rm}(x,t)|^2 dg_t(x) = 32\pi^2 \chi(M) + \int_{M} (4|Ric(x,t)|^2 - R^2(x,t)) dg_t(x).$$

Combining this identity with (7.10) and (7.11) gives us

$$N\delta < 32\pi^2 \chi(M) + 4C' \tau^2 - \frac{1}{2} \delta.$$  

We now choose $\tau > 0$ small enough such that

$$4CC'\tau^2 < \frac{1}{2}\delta.$$  

Then

$$(7.13) \quad \frac{32\pi^2 \chi(M) + 4C'\tau^2 - \frac{1}{2}\delta}{\frac{1}{2}\delta} = A\chi(M) + B \text{vol}_t M.$$  

The theorem now follows using the previous inequalities: The $L^p$-bound on Ric follows from (7.9) together with (7.13). The $L^2$-bound on Rm is a consequence of this bound for $p = 2$ and (7.12). And the last statement follows from (7.8) and (7.13). Note that the case $\tau \leq s \leq 1$ follows by adjusting $A$ and $B$. □

The remainder of this section is devoted to the proof of Corollary 1.11. For the following we fix a Ricci flow $(M^4, (g_t)_{t \in [0,T)})$, $T < \infty$ on a 4-dimensional manifold and assume that $R \leq R_0 < \infty$ everywhere. Let us first summarize all the estimates that we know so far. By (2.1) we have $C_1^{-1} \leq d_{g_t} < C_1$ for any $t \in [0,T)$ and by (2.2)

$$C_2^{-1} < \text{vol}_t M < C_2.$$  

We also have the non-collapsing and non-inflating properties (2.3), (2.4) for some uniform $\kappa_1, \kappa_2 > 0$. These properties, combined with the upper and lower volume bound, imply a uniform upper and lower diameter bound.

$$C_3^{-1} < \text{diam}_t M < C_3.$$  

We will also use the following two consequences of Theorem 1.8

$$(7.14) \quad \int_{M} |\text{Rm}(\cdot,k)|^2 < C_4$$  

and for any $0 < s \leq 1$

$$(7.15) \quad \frac{\{|t \leq s \}|}{s^4} < C_5.$$  

Finally, we mention a consequence of the proof of Theorem 1.8
Lemma 7.2. Let \((M^4, (g_t)_{t \in [0,T]})\), \(T < \infty\) be a Ricci flow on a 4-dimensional manifold and assume that \(R \leq R_0 < \infty\) everywhere. Then there is a natural number \(N \in \mathbb{N}\) such that for every time \(t \in [0,T)\), we can find points \(y_{1,t}, \ldots, y_{N,t} \in M\) such that for any \(x \in M\) we have
\[
(7.16) \quad r_{|\text{Rm}|}(x,t) > \frac{1}{6} \min_{i=1, \ldots, N} d_t(x, y_{i,t}).
\]

Proof. The lemma is a consequence of the proof of Theorem 1.8. Consider the points \(y_1, \ldots, y_N\) and the radii \(r_i = r_{|\text{Rm}|}(y_i, t)\) as constructed in this proof before equation (7.4) for \(\bar{r} = \max_M r_{|\text{Rm}|}(\cdot, t)\). Then by (7.6) we have \(D_1 \cup \ldots \cup D_N = M\). So (7.7) implies (7.16).

By (7.11) and (7.14) we get that \(N\) is bounded by a constant, which is uniform in time. \(\square\)

The following definition will help us understand the formation of singularities.

Definition 7.3. Let \((M, (g_t)_{t \in [0,T]}), T < \infty\) be a Ricci flow. A pointed, complete metric space \((X, d, x_\infty), x_\infty \in X\) is called a limit of \((M, (g_t)_{t \in [0,T]})) if there is a sequence of times \(t_k \nearrow T\), a sequence of points \(x_k \in M\) and a sequence of numbers \(\lambda_k \geq 1\) such that the length metrics of \((M, \lambda_k^2 g_{t_k}, x_k)\) converge to \((X, d, x_\infty)\) in the Gromov-Hausdorff sense. If \(\lim_{k \to \infty} \lambda_k = \infty\), then \((X, d, x_\infty)\) is called a blowup limit.

Due to the non-collapsing and non-inflating properties, (2.3), (2.4), (blowup) limits always have to exist.

Lemma 7.4. Let \((M^4, (g_t)_{t \in [0,T]}), T < \infty\) be a Ricci flow on a 4-dimensional manifold and assume that \(R \leq R_0 < \infty\) everywhere. Consider arbitrary sequences \(t_k \nearrow T\), \(x_k \in M\) and \(\lambda_k \geq 1\). Then, after passing to a subsequence, \((M, \lambda_k^2 g_{t_k}, x_k)\) converges to a complete limit \((X, d, x_\infty)\) in the Gromov-Hausdorff sense.

We will now analyze (blowup) limits more carefully. The next lemma states that such limits are Riemannian manifolds away from finitely many points.

Lemma 7.5. Let \((M^4, (g_t)_{t \in [0,T]}), T < \infty\) be a Ricci flow on a 4-dimensional manifold and assume that \(R \leq R_0 < \infty\) everywhere. Let \((X, d, x_\infty)\) be a limit of \((M^4, (g_t)_{t \in [0,T]})).\) Then \(\text{diam}(X, d) > 0\) and there are points \(y_{1,\infty} \ldots, y_{N,\infty} \in X\) such that the metric \(d\) restricted to \(X \setminus \{y_{1,\infty}, \ldots, y_{N,\infty}\}\) is induced by a smooth Riemannian metric \(g_\infty\). Moreover, for all \(x \in X\)
\[
|R_m g_\infty|(x) \leq 36 \max_{i=1, \ldots, N} d^{-2}(x, y_i, \infty)
\]
and
\[
\|R_m g_\infty\|_{L^2(X \setminus \{y_{1,\infty}, \ldots, y_{N,\infty}\})} \leq C_4.
\]
If \((X, d, x_\infty)\) is even a blowup limit, then \(\text{Ric}_{g_\infty} \equiv 0\).

Proof. Consider the points \(y_{1,t_k}, \ldots, y_{N,t_k}\) from Lemma 7.2. After passing to a subsequence, we may assume that these points converge to points \(y_{1,\infty}, \ldots, y_{N,\infty} \in X\). By the backward pseudolocality Theorem 1.5 and Shi’s estimates, we have uniform bounds on the covariant derivatives of the curvature tensor at uniform distance away from the \(y_{i,t_k}\). So \((M, g_{t_k})\) smoothly converges to a Riemannian metric \(g_\infty\) on \(X \setminus \{y_{1,\infty}, \ldots, y_{N,\infty}\}\). The
curvature bounds descend to the limit. The vanishing of $\text{Ric}_{g_\infty}$ in the blowup case is a consequence of Lemma 6.1.

Next, we prove that (blowup) limits look like orbifolds.

Lemma 7.6. Let $(M^4, (g_t)_{t \in [0,T)})$, $T < \infty$ be a Ricci flow on a 4-dimensional manifold and assume that $R \leq R_0 < \infty$ everywhere. Let $(X, d, x_\infty)$ be a limit of $(M^4, (g_t)_{t \in [0,T)})$. Then the tangent cone at every point of $(X, d)$ is isometric to a finite quotient of Euclidean space $\mathbb{R}^4$. So $(X, d)$ is diffeomorphic to an orbifold with cone singularities.

Proof. It follows from (7.17) that the tangent cones around any $y_{i,\infty}$ are flat away from the tip and unique. It remains to show that the link (i.e. cross-section) of each of these tangent cones is connected or, in other words, that the cone minus the tip is connected.

Fix some $i \in \{1, \ldots, N\}$ and assume that the link of the tangent cone around $y_{i,\infty}$ was not connected. Choose points $z', z'' \in X$ close to $y_{i,\infty}$, but in regions corresponding to different components in the link, such that any minimizing geodesic between $z'$ and $z''$ has to pass through $y_{i,\infty}$. Let $z'_k, z''_k \in (M, \lambda^2 g_k, x_k)$ be sequences such that $z'_k \to z'$ and $z''_k \to z''$ and let $\gamma_k \subset M$ be time-$t_k$ minimizing geodesics between $z'_k$ and $z''_k$. Then, after passing to a subsequence, the $\gamma_k$ converge to a minimizing geodesic $\gamma_\infty \subset X$ passing through $y_{i,\infty}$. It follows that $\min_{\gamma_k} r_{\text{Rm}}(\gamma_k, t_k) \to 0$ (where $r_{\text{Rm}}(\gamma_k, t_k)$ is determined with respect to $\lambda^2 g_k$), because otherwise $X$ would be smooth around $y_{i,\infty}$. Let $x'_k \in \gamma_k$ such that $\min_{\gamma_k} r_{\text{Rm}}(x'_k, t_k) = \min_{\gamma_k} r_{\text{Rm}}(\gamma_k, t_k)$ and set $\gamma'_k := r_{\text{Rm}}^{-1}(x'_k, t_k)$. Then, after passing to a subsequence, $(M, \lambda^2 g_k, x'_k)$ converges to a blowup limit $(X', d', x'_\infty)$ containing a geodesic line $\gamma'_\infty \subset X'$, which passes through $x'_\infty$. By Lemma 7.5, $(X', d')$ is described by a Riemannian metric $g'_\infty$ away from finitely many singular points $y'_1, \ldots, y'_{N_{\infty}} \in X'$, which is Ricci flat. By the choice of $\gamma'_k$, we know that $|\text{Rm}_{g'_\infty}| \leq 1$ in a 1-neighborhood around $\gamma'_\infty$ and that $\gamma'_\infty$ does not hit any singular points. We also get that $r_{\text{Rm}}(x'_\infty) = 1$ if $(X', d')$ is smooth.

Denote by $(\overline{X}', \overline{d}')$ the completion of length metric induced by the Riemannian metric $g'_\infty$ on $X'\backslash \{y'_1, \ldots, y'_{N_{\infty}}\}$. So $(\overline{X}', \overline{d}')$ arises from $(X', d')$ by “splitting the tangent cones around singular points into tangent cones with connected links”. So the tangent cones of $(\overline{X}', \overline{d}')$ are finite quotients of $\mathbb{R}^4$. It follows that any minimizing geodesic in $(\overline{X}', \overline{d}')$ can only hit singular points at its endpoints. Recall that $\text{Ric}_{g'_\infty} \equiv 0$ and that $(\overline{X}', \overline{d}')$ contains a line. The proof of the Cheeger-Gromoll splitting theorem (cf [CG]) still works in this setting and we obtain a non-constant smooth function $f \in C^\infty(X' \backslash \{y'_1, \ldots, y'_{N_{\infty}}\})$ with parallel gradient. The existence of such a function implies that $(\overline{X}', \overline{d}')$ has no singular points and hence $(X', d') \cong (\overline{X}', \overline{d}')$ isometrically splits off a line. So $(X', d')$ is flat and has no singular points, contradicting our earlier conclusions. This finishes the proof.

We can finally prove Corollary 7.11.

Proof of Corollary 7.11. We define the function $r_{\text{Rm}}^\infty : M \to [0, \infty)$ as follows:

$$r_{\text{Rm}}^\infty(x) = \limsup_{t \to T} r_{\text{Rm}}(x, t).$$

Consider a point $x \in M$ with $r := r_{\text{Rm}}^\infty(x) > 0$. So there is a sequence of times $t_k \not\to T$ such that $r_{\text{Rm}}(x, t_k) > r/2$. Using the backward pseudolocality Theorem 1.5, we find
that

$$| \text{Rm}| < 4Kr^{-2} \quad \text{on} \quad \bigcup_{k=1}^{\infty} P(x, t_k, \frac{1}{2} \varepsilon r, -(\frac{1}{2} \varepsilon r)^2).$$

By a distance distortion estimate, there is a small $\tau > 0$, depending on $r$, such that

$$P(x, T - \tau, \frac{1}{8}\varepsilon r, \tau) \subset \bigcup_{t \in [T - \tau, T)} B(x, t, \frac{1}{8} \varepsilon r) \times \{t\} \subset \bigcup_{k=1}^{\infty} P(x, t_k, \frac{1}{2} \varepsilon r, -(\frac{1}{2} \varepsilon r)^2).$$

So as $t \nearrow T$, the metric $g_t$ converges smoothly to a Riemannian metric $g_T$ in a neighborhood of $x$. Moreover, $r_{\text{Rm}}^\infty$ is positive in a neighborhood of $x$. We hence obtain that $M^\text{reg} := \{r_{\text{Rm}}^\infty > 0\} \subset M$ is an open subset and that $g_t$ converges smoothly to a Riemannian metric $g_T$ on $M^\text{reg}$ as $t \nearrow T$. Moreover, $r_{\text{Rm}}^\infty$ restricted to $M^\text{reg}$ is 1-Lipschitz with respect to $g_T$, being the limsup of a family of 1-Lipschitz functions. So by continuity of the metric $g_t$, for any $x \in M^\text{reg}$ and $\delta > 0$ the ball $B(x, t, r_{\text{Rm}}^\infty(x) - \delta)$ is contained in $M^\text{reg}$ for $t$ sufficiently close to $T$. We also have $|\text{Rm}|(\cdot, T) \leq (r_{\text{Rm}}^\infty(x))^{-2}$ on $B(x, t, r_{\text{Rm}}^\infty(x) - \delta)$ for each $\delta > 0$. So

$$r_{\text{Rm}}^\infty(x) = \lim_{t \nearrow T} r_{\text{Rm}}(x, t) \quad \text{for all} \quad x \in M.$$

Next, we show that $M^\text{sing} := M \setminus M^\text{reg} = \{r_{\text{Rm}}^\infty = 0\}$ is a null set with respect to $g_t$ for any $t \in [0, T)$. Recall that $C_1^{-1} dg_{t_1} < dg_{t_2} < C_1 dg_{t_1}$ for any $t_1, t_2 \in [0, T)$. So it suffices to show that $M^\text{sing}$ is a null set with respect to $dg_0$. Since $\lim_{t \nearrow T} r_{\text{Rm}}(\cdot, t) = 0$ on $M^\text{sing}$, we have with (7.15) that for any $0 < s < 1$

$$|M^\text{sing}|_0 \leq |\{r_{\text{Rm}}^\infty < s\}|_0 = |\{\limsup_{t \nearrow T} r_{\text{Rm}}(\cdot, t) < s\}|_0 = \limsup_{t \nearrow T} |\{r_{\text{Rm}}(\cdot, t) < s\}|_0 \leq C_1 \limsup_{t \nearrow T} |\{r_{\text{Rm}}(\cdot, t) < s\}|_0 \leq C_1 C_5 s^4.$$

Letting $s \to 0$ yields $|M^\text{sing}|_0 = 0$.

Consider now the points $y_{1, t}, \ldots, y_{N, t}$ from Lemma 7.2. We claim that for any $0 < s < 1$ and any $t < T$ sufficiently close to $T$, we have

$$(7.18) \quad M^\text{sing} \subset \bigcup_{i=1}^{N} B(y_{i, t}, t, s).$$

Fix $s$ and choose $s' > 0$ such that $s' < \frac{1}{20} s$ and $|\{r_{\text{Rm}}^\infty < s'\}|_t < \kappa_1 \left(\frac{1}{2} s\right)^4$ for any $t \in [0, T)$ (this is possible because $M^\text{sing}$ is a nullset and the volume form $dg_t$ has bounded distortion). Define $U := \{r_{\text{Rm}}^\infty \geq s'\} \subset M$ and choose $\tau > 0$ small enough such that $r_{\text{Rm}}^\infty > \frac{1}{2} s'$ on $U \times [T - \tau, T)$ and $r_{\text{Rm}}^\infty < 2s'$ on $\partial U \times [T - \tau, T)$. Let now $t \in [T - \tau, T)$ and $x \in M^\text{sing} \subset M \setminus U$. We claim that there is a point $z \in \partial U$ such that $d_t(x, z) < \frac{1}{2} s$. Otherwise $B(x, t, \frac{1}{2} s) \cap U = \emptyset$, which would imply that

$$\kappa_1 \left(\frac{1}{2} s\right)^4 < |B(x, t, s)|_t \leq |M \setminus U|_t < \kappa_1 \left(\frac{1}{2} s\right)^4,$$

which is a contradiction. Since $r_{\text{Rm}}^\infty(z, t) < 2s' < \frac{1}{20} s$, there is an $i \in \{1, \ldots, N\}$ such that $d_t(z, y_{i, t}) < 6 \cdot \frac{1}{20} s < \frac{1}{2} s$, by Lemma 7.2. It follows that $x \in B(y_{i, t}, t, s)$. This proves (7.18).
Inclusion (7.18) implies that $(M, g_t)$ converges to a metric space $(X, d)$ in the Gromov-Hausdorff sense, which is isometric to $(\mathbb{M}^{\text{reg}}, g_\infty)$ away from at most $N$ points. By Lemma 7.6, the tangent cones of $(M, g_t)$ are finite quotients of $\mathbb{R}^4$. Hence $\mathbb{M}^{\text{reg}}$ is connected. This proves the Corollary. □
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