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Abstract

This paper proposes a neural based system to solve the essential interpretability problem existing in text classification, especially in charge prediction task. First, we use a deep reinforcement learning method to extract rationales which mean short, readable and decisive snippets from input text. Then a rationale augmented classification model is proposed to elevate the prediction accuracy. Naturally, the extracted rationales serve as the introspection explanation for the prediction result of the model, enhancing the transparency of the model. Experimental results demonstrate that our system is able to extract readable rationales in a high consistency with manual annotation and is comparable with the attention model in prediction accuracy.

1 Introduction

Given a case’s fact description, charge prediction aims to determine appropriate charge for the criminal suspect mentioned. Existing works generally treat charge prediction as a text classification problem, and have made a series of progress (Liu et al., 2004; Liu and Hsieh, 2006; Lin et al., 2012; Luo et al., 2017). However, in the field of justice, every decision may be a matter of life and death. It is necessary for judges and lawyers to understand the principles of the decisions, since people cannot completely trust the machine-generated judgement results without any interpretation provided.

Interpretability which means the ability of AI systems to explain their predictions, has attracted more and more attention. Hendricks et al. (2016) divide the concept of interpretation into introspection explanation which explains how a model determines its final output and justification explanation which produces sentences detailing how the evidence is compatible with the system output.

Works have been proposed to enhance the interpretability of AI&Law. From the justification aspect, Ye et al. (2018) consider court views as the explanation for the pre-decided charges. They use a charge-conditioned Seq2Seq model to generate court views based on criminal cases’ fact descriptions and the given charge labels. From the introspection aspect, Luo et al. (2017) propose to select supportive law articles and use the articles to enhance the charge prediction accuracy. The supportive law articles is treated as a kind of support for the predicted charge.

In this work, focusing on the introspection explanation of charge prediction, we learn to jointly extract rationales and make charge prediction. The task is not trivial: (1) The granularity of rationales is difficult to grasp – sentence level rationales are not concrete enough while word level rationales lose readability. (2) Corpus with rationale annotation is hard to obtain. (3) Methods of improving the prediction accuracy while having high interpretability are very essential, but have not been well studied. In order to overcome the difficulties above, we propose a hybrid neural framework to (1) extract readable and charge-decisive rationales in the form of key fact snippets from input fact description with the only supervision of charge labels, and (2) elevate charge prediction accuracy by a rationale augmentation mechanism.
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2 Interpretable Rationale Augmented Charge Prediction System

In this section, we will first use mathematical language to define our task and then introduce the proposed Interpretable Rationale Augmented Charge Prediction System. We define the input fact description as word sequence \( x = [x_1, x_2, \ldots, x_n] \), and the gold charge label \( y \) as a non-negative integer. Given \( x \), we aim to extract rationales \( r = \{x_i | z_i = 1, x_i \in x\} \) where \( z_i \in \{0, 1\} \), and predict the charge based on \( x \) augmented by \( r \). Figure 1 shows the overview of our system. The system takes the fact description in a case as input and outputs the predicted charge as well as the rationales. The rationales play an important role in the predicting process, so they can be seen as an explanation of the charge prediction. The system consists of two main components: Extractor and Classifier. We train these two components successively.

For the Extractor training phase, we apply a deep reinforcement method learning to extract rationales with the only supervision of charge labels. For the Classifier training phase, we freeze the parameters of Extractor, and the importance of each word is used to make a weighted sum over the RNN hidden states of all words. Then the weighted sum is used to make charge prediction.

2.1 Phrase-level Rationale Extraction

Considering the snippet-like rationales should be more integral in semantics, we propose to represent fact descriptions with phrases (as opposed to words). We split the fact description into phrases with a maximum length of 6. The phrase-level fact \( x^p \) is denoted as \( [x^p_1, x^p_2, \ldots, x^p_m] \). \( x^p_i \) represents the i-th phrase in the fact description. \( x^p_i \)'s representation is defined as the average word embedding in the phrase.

Figure 2 demonstrates the architecture for Extractor training. We introduce a latent variable \( z \) (\( z \in \{0, 1\}^m \)) to define the extraction of phrases. \( z_t = 1 \) represents the t-th word is chosen as an rationale phrase. The final goal of rationale extraction is to learn a distribution \( p(z|x^p) \) over the phrase sequence. At time \( t \), \( p(z_t) \) is calculated as follows:

\[
p(z_t|x^p, z_{<t}) = \text{sigmoid}(W^e_{\langle t \rangle}[h^e_t; h^f_t; z_{t-1}] + b^e)
\]

\[
h^e_t = f(x^p_t, h^e_{t-1}); \quad h^f_t = f(x^p_t, h^f_{t+1})
\]

where \( f \) and \( f^e \) are Bi-RNN functions which read the input sequence forward and backward. Here we choose Bi-directional Gated Recurrent Units (Bi-GRU) as the recurrent units. \( z_t \) is sampled according to the probability \( p(z_t) \). To model the distribution better, at time \( t \), the information from current GRU outputs and the states of \( z_{<t} \) are jointly considered to predict the label of \( x^p_t \). The extracted rationales are \( r = \{x^p_i | z_i = 1, x^p_i \in x^p\} \). The learning of rationale extraction needs a reward function to guide. Hence, we introduce Rewarder, a deep RNN model with 2 layers to model \( r \), generate distribu-
tion over charge labels $\tilde{y}$ and then provide the reward. The final embedding of $r$ is the concatenation of the last states of the two layers. $\tilde{y}$ is calculated as $\tilde{y} = \text{sigmoid}(W^r e_r + b^r)$.

To control the quantity of rationales, we introduce a novel penalty over $z$ as $\Phi(z) = \|z\| - \eta$ where $\eta$ is a constant to control $\|z\|$ around $\eta$ in case of $\|z\|$ being too small or too large. We set $\eta$ as 7 in this work. We define the loss function as $L_\theta(r, y) = \|\tilde{y} - y\|^2 + \lambda \Phi(z)$. We use the gradient calculation in Lei et al. (2016). Sampling technique (Williams, 1992) is used to approximate the gradient.

### 2.2 Rationale Augmented Charge Prediction

We move to train Classifier utilizing the rationale information generated by Extractor. After the previous training, Extractor already has the ability to estimate the probabilities of the phrases being rationales. Though the phrase-level representation elevates the rationales’ semantic integrality, it causes information loss in the averaging process.

In order to better utilize the information and make charge prediction more accurate, we adopt a RNN model with a rationale augment mechanism. Given the fact description word sequence $x = [x_1, x_2, \ldots, x_n]$, the hidden state at time $t$ in the $l$-th layer is defined as follow:

$$h_t^{(l)} = \begin{cases} f(h_{t-1}^{(l-1)}, h_{t-1}^{(l)}) & l > 0 \\ f(x_t, h_{t-1}^{(l)}) & l = 0 \end{cases}$$

where $f$ is a unidirectional RNN function. The representation of fact description in layer $l$ derived from the weighted sum of all the hidden states in layer $l$. Here, $p(z)$ is treated as the importance distribution on input fact description. And the weights $a_t$ are calculated by a softmax layer based on $p(z_t|x)$, which is provided by the pre-trained Extractor. More precisely:

$$e_{doc}^{(l)} = \sum_{t=1}^{n} a_t h_t^{(l)}$$

$$a_t = \frac{\exp(p(z_t|x))}{\sum_{t=1}^{n} \exp(p(z_t|x))}$$

The final representation of a fact description is defined as the concatenation of the representation in each RNN layer: $e_{doc} = [e_{doc}^{(0)}; e_{doc}^{(1)}; \cdots; e_{doc}^{(L-1)}]$. Through an activation layer, $e_{doc}$ generates the final distribution $\tilde{y}$ on the charges: $\tilde{y} = \text{sigmoid}(W^\gamma e_{doc} + b^\gamma)$. The loss function is defined as: $L_\theta(x, y) = \|\tilde{y} - y\|^2$.

### 3 Experiments

#### 3.1 Data Preparation

We construct the dataset from China Judgements Online\(^1\). 80k, 10k and 10k documents are randomly selected as training, validation and test set respectively. We extract the fact description and charge labels using regular expressions. We set up a length threshold of 256. Fact description longer than this work. We define the loss function as $L_\theta(r, y) = \|\tilde{y} - y\|^2 + \lambda \Phi(z)$. We use the gradient calculation in Lei et al. (2016). Sampling technique (Williams, 1992) is used to approximate the gradient.

---

\(^1\)http://wenshu.court.gov.cn/

\(^2\)https://github.com/hankcs/HanLP
Table 1: Examples of extracted rationales. The highlighted words are rationales extracted by models. Different colors are used to align Chinese original text and corresponding English translation. The cores which can directly influence the charges are artificially marked as “key point”.

Table 2: Charge prediction and rationale extraction results. “†” significantly better than Bi-GRU (p<0.01). “‡” better than Bi-GRU (p<0.05).

3.2 Baselines

We choose three types of baselines: Bi-GRU, Bi-GRU and OURS. Bi-GRU reads the input sequence forward and backward. The final fact representation used for charge prediction is the average of the hidden states. Bi-GRU is the base Bi-GRU model with an attention mechanism followed. We adopt similar attention calculation in Yang et al. (2016). OURS consists of Extractor and the Rewarder used for training. That is, only the extracted rationales are used to make charge prediction. Additionally, it discards the concept of phrase. It can be seen as a modified version of Lei et al. (2016): simpler structure in p(z|x) modeling, but almost the same classification performance.

3.3 Experimental Results and Case Study

Rationale Extraction We choose 20 most heavily weighted words in each document as extracted rationale words (almost equal to the rational word count extracted by OURS). The result in Table 2 proves that our model significantly outperforms the attention model on rationale extraction. Table 1 presents the models’ performance on rationale extraction. The first three same sentences are selected from a case with a charge of negligent homicide which is suitable for people causing one’s death due to negligence. Only our model notices the fact that the shotgun fire was due to the slippery fall, which is a key point distinguishing the case from intentional homicide.

In addition, in the lower part of Table 1, we further present the rationale extraction performance of our system on several pairs of example with different but confusing charges. These examples demonstrate that our system can capture key points to distinguish the similar charges. In case 1, our system observes
the fact “his position as a company salesman” which is the key point of distinguishing Official Embezzlemen from Larceny. For the remaining cases, our system also seizes a series of key details such as “When PP was not at home”, “inadvertently”, and “for revenge”, and correctly predicts the charges.

**Charge Prediction** We evaluate charge prediction performance using precision, recall and F1, in both micro and macro level. As shown in Table 2, Bi-GRU proves to be a strong baseline and the effect of attention mechanisms is obvious. Interestingly, though Bi-GRU ranks first on all micro metrics, our model has better performance on macro metrics. This proves our method’s competitive ability on subtle differences capturing, especially when making decision among infrequent but confusing charges. The huge gap between OURS” and OURS on charge prediction proves that our two-step rationale augmented base strategy fully utilizes the information contained in non-rationale text.

4 Conclusion

We propose a neural based system to jointly extract readable rationales and elevate charge prediction accuracy by a rationale augment mechanism. Sufficient experiments demonstrate that our model outperforms the attention based model on rationale capturing while having comparable classification accuracy.
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