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ABSTRACT

The grouting technology is an effective and economic method in the grouting industry field. In this paper, a nonlinear model for the grouting dynamic process was established, and the controlling parameters were further modified through a robust method. Moreover, the grouting pressure system for the neural network was also modelled based on a sensitivity analysis algorithm, and in particular, the iterative learning algorithm and Lyapunov asymptotical theory. The results showed that such a robust controlling methodology was better than the normal manual operation method. The subsequent numerical simulations demonstrated that the tuning methodology could meet all the requirements for the grouting control with the maximum pressure variable in the range of 8.1%. The present study and the proposed method could be applied to various engineering projects and especially, to implement in the real control of damming grouting.

1. Introduction

Grouting technology is an effective and economic method in the grouting industry field, which is often used to deal with the dam foundations, high buildings and highways. Grouting pressure is one of the key important parameters in the project of grouting dam. In order to improve mechanical properties of rock stratum, high pressure technique is popularly used in grouting projects [1]. In fact, the grouting pressure is double-edged for a grouting process. If the grouting pressure is too high, and dangerous crack extensions of rock mass [2] are superlative, the whole dam foundation will be uplifted and damaged [3]. As a result, it would lead to not only great losses in economics but also risks for the lives of peoples around a dam. Therefore, how to control reasonably the grouting pressure is one of the key points in the construction of dam grouting. At present, the tuning pressure online is heavily depended on specialist’s experiences. Because the relationship of grouting pressure, grout flux and grouting density is complex and nonlinear, it is difficult for the engineers to control the grouting pressure accurately [4].

To improve the grouting operation level, all kinds of real-time data collection systems have been used in this field since the mid-1970s [5]. Many grouting monitoring systems have realized the data collection, data display online and geological information reports of grouting borehole. The three parameters grouting recorders [6] have been widely used in grouting engineering for more observational information such as grouting pressure, grout flow and grout density. For example, the Analytical Instrument Association intelligent grouting system had been used successfully in a project at Hunting Run Dam. Grouting recorder significantly increased the accuracy and construction efficiency in grouting field, and operation risks have been reduced for engineers [7]. However, the above systems only can collect data, and the pressure is controlled by a manual operation because of its complexity. If pressure is up to 5 MPa, the control precision of manual operation is very low. It is difficult to grantee the accuracy if an engineer does not have rich experiences in the field.

In fact, early in 1990s, Zettler et al. [7] used the fuzzy intelligent system to control grouting stop time parameter based on project data, in which the operation experiences of the engineers were quantified as fuzzy rules. Then, there are some improvement methods about stopping grouting time. Fuzzy rules extraction method based on neural network learning was to solve the difficulty of extracting rules [8–11]. These studies show that the intelligent learning method is feasible for the grouting process based on macro-parameters of the grouting process [12–14]. The above researches are served to control grouting time. In the present work, the main objective is to automatically control the grouting pressure tracking on a design curve. The advanced research results of our team show that the back-propagation (BP)
neural model based on multi-sensor data technology can simulate the dynamic feature of the real grouting system [15].

Due to its simple structure, various old designs are still used widely as one of the most controllers for the grouting pressure in many industrial applications [16]. It is well known that the performance of a proportional-integral-derivative (PID) controller is mainly decided by its parameters. Garatti et al. [17] first proposed the tuning parameter of PID. Subsequently, many techniques have been developed and still research is going on for good and robust performance [18,19]. For example, the colony algorithm [20], such as particle swarm optimization (PSO) algorithm [21], was used to optimize the PID parameters. Furthermore, the self-learning PID control design has achieved huge success in theoretical researches and engineering applications. For example, Xue et al. used the reinforcement learning-based fuzzy PID to control load frequency of an island micro-grid [22]. Esmaili et al. proposed an immune learning algorithm for the PID controller design [23]. Rout and Wang et al. adopted an adaptive PID controller, which was developed using the derived parameters, to accomplish the path following task for an autonomous underwater vehicle [24]. For the complex problems, Rout and Subudhi proposed a collaborative optimal method [25]. Moreover, a speculative approach to solve multi-objective optimization in communication and cloudy environment [26,27] was also developed, where the PID gain tuning based on the data-driven iterative method could reach a good convergence [28].

In the present work, the concept of a robust Lyapunov error function combined with the iterative method to tune the PID controller and the dynamic system is described using an artificial neural network (ANN) model. In order to illustrate the utility of the presented technique, numerical simulations are performed in MATLAB based on the grouting field data. Hereafter, we collect data from the grouting field using a grouting recorder, and the ANN model was constructed based on the collected data. The input variable of the model is vital for model performance. Hence, a sensitivity analysis algorithm is adopted for choosing the input variables. On this basis, the valve will be automatically tuned by the PID controller according to the error between the measuring value and the design value. A new robust iterative algorithm of PID parameters is adopted in order to get more stable control precision.

The main contributions in the present work are two aspects. One contribution is to propose a nonlinear BP model of the grouting dynamic process. Another contribution is to modify the parameters of the PID controller through the robust method. The grouting model of the neural network is established by three steps. First, select the primary factors through the qualitative analysis of the dynamic grouting process. Second, select quantificationally the input variables of the BP model based on the sensitivity analysis algorithm. At last, the BP model was trained and tested by new data in the field. The optimization of controller parameters was designed combining the iterative learning algorithm and Lyapunov asymptotical theory. PID gain matrix is updated iteratively according to the error between the neural network model online and the expected output value, which is obtained on each interval time step. The whole pressure control structure is shown in Figure 1.

![Figure 1. Grouting pressure control structure.](image1)

2. Influence of the grouting pressure based on flow mechanism

In the grouting process, the cement grouts are injected into the crack of grouting hole through grouting barrel, pipe and pressure pump with high grouting pressure, as shown in Figure 2. The grouting monitoring system includes two flow sensors: one is pressure sensor, and another is density sensor. If the grouting pressure is higher than the design value, the engineer must tune the value quickly to decrease it.

Yokoyama and Masuda [29] proposed a macro-grouting pressure model

\[
P_t = \frac{L_u}{0.98\mu} \left( 1 - \frac{\beta}{D_0} t \right)^3 \frac{1}{Q_t},
\]

where \(P_t\) is the grouting pressure at time \(t\) (MPa), \(L_u\) is Lugeon value of the grouting test (L/m/min), \(\mu\) is the viscosity of the grouts, \(\beta\) is a constant value, a factor of injection rate (m/min), \(D_0\) is the initial average crack width at \(t = 0\) (m), \(t\) is the filling duration time (min), and \(Q_t\) is the grouts filled into rock crack at time \(t\).

![Figure 2. The basic structure of the cycle grouting system.](image2)
Table 1. The test value of different W/C ratios of grouts.

| Number | W/C of grouts | Viscosity (mPas) | Density (g/cm³) |
|--------|---------------|-----------------|-----------------|
| 1      | 1:1           | 8.3             | 1.5             |
| 2      | 2:1           | 5.3             | 1.286           |
| 3      | 3:1           | 3.84            | 1.206           |

Based on the above grouting model, the factors influencing the grouting pressure include geological environments (Lugeon value and crack width), material properties of grouts and flow parameters.

According to the law of flow conservation of the grouting system, the injected flow \( Q_i \) is given as follows:

\[
Q_i = Q_r - Q_2, \tag{2}
\]

where \( Q_i \) is the grouts flow measured by flow sensor 1 in Figure 2, and \( Q_2 \) is grouts-back flow measured by flow sensor 2.

Assuming the valve opening and flow is linear, the pressure valve can be expressed as

\[
\frac{Q_2}{Q_{\text{max}}} = R \left( \frac{U_K}{U_{\text{max}}} - 1 \right), \tag{3}
\]

where \( Q_{\text{max}} \) is the maximum flow rate of the regulating valve (100 L/min), \( U_{\text{max}} \) is the largest adjustment opening, \( U_K \) is the adjustment opening value of the valve, and \( Q_2 \) is the grouts-back flow.

From Formula (2), the grouts-back flow \( Q_2 \) is proportion to the valve opening value \( U(k) \). If we change the tuning valve, the grouts-back flow \( Q_2 \) is varied with it. According to Formulae (1) and (2), the grouting pressure will be varied with the grouts-back flow \( Q_2 \). In the grouting field, \( Q_2 \) can be easily measured through the recorder, and \( U(k) \) cannot be measured directly, so \( Q_2 \) is chosen as control variable.

The crack width cannot be measured for a dynamic grouting process. Although the relationship between grouting pressure and other parameters is nonlinear, the variations of crack conditions can be observed using other parameters such as grouting pressure, and flow velocity from paper [15].

In the grouting process, the ratio of water and cement of grouts has different requirements such as 1:1, 2:1 and 3:1. If the ratio is varied, the density (\( \rho \)) and viscosity are different (Table 1).

Based on the above simple analysis, the grouting pressure nonlinear model can be described as

\[
P_G = f(\rho, \mu, Q_2, Q_i, Lu). \tag{4}
\]

3. Selections of the input variables and model of the grouting system

3.1. Selections of the input variables based on the orthogonal test method

For the complex control process, the selection of input variable is a key factor for the “black-box” model. To simplify a model, the minor factors can be ignored. The orthogonal test method and augmented and hybrid approaches are universally used for the selection of major factors in a quantitative analysis method [30]. From Eq. (4), there are five factors related to the grouting pressure. Each factor has multi-levels. The orthogonal method can reduce the testing time and shorten the testing cycles [31]. In the test, the grouting hole can be setup as 15 m. Lugeon value (\( Lu \)) can be obtained from the water pressure test. The Grouts-back flow (\( Q_2 \)) is closely related to \( Q_i \) from Eq. (2). With the help of four factors and three levels of the orthogonal table, nine orthogonal experiments were designed to study the influences of grouts density and viscosity, inlet grouts flow and Lugeon value on the performance of grouting pressure. The levels of each parameter were determined by selecting some typical values. Three levels of grouts density were 1.5, 1.286 and 1.206 g/cm³, respectively. The three levels of grouts viscosity were 8.3, 5.3 and 3.84 mPas, respectively. The three levels of inlet grouts velocity were 98.6, 72.1 and 26.5 mm/s, respectively. The three levels of the Lugeon value were 5, 10 and 15 L/min, respectively. These factors and their corresponding levels are shown in Table 2.

The orthogonal design with four factors and three levels formed is shown in Table 3.

The grouting density, grouts flow and grouting pressure can be recorded using the grouting system (Figure 3).

All tests were carried out according to Table 3. The deviation of grouting pressure and design value was adopted as statistical data. The deviation of grouting pressure is shown in Table 4. According to the orthogonal experiments, the range analysis was conducted using a statistical method [31,32] to determine the sensitivity of various factors to the grouting pressure. The performance index was the statistical extreme value. The greater the extreme value was, the more sensitive the factor was. The calculation process for the range analysis is shown as follows:

\[
S_{XM} = I_{XM} - Y, \tag{5}
\]

\[
R_{0X} = \text{MAX}(S_{X1}, S_{X2}, S_{X3}), R_{1X} = \text{MIN}(S_{X1}, S_{X2}, S_{X3}), \tag{6}
\]

\[
G_X = R_{0X} - R_{1X}, \tag{7}
\]

where \( S_{XM} \) stands for the average value of the experimental results, which contain the factor \( X \) with \( m \) level. \( Y \) stands for the average value of all the test results.

Table 2. Four factors and three levels.

| Factors | Grouts density (g/cm³) | Grouts viscosity (mPas) | Grouts velocity (m/min) | Lugeon value (L/min) |
|---------|------------------------|-------------------------|------------------------|---------------------|
| Level 1 | 1.5                    | 8.3                     | 98.6                   | 5                   |
| Level 2 | 1.286                  | 5.3                     | 72.1                   | 10                  |
| Level 3 | 1.206                  | 3.84                    | 26.5                   | 15                  |
Table 3. Grouting process orthogonal design.

| Test number | Grouts density (g/cm³) | Grouts viscosity (mPa s) | Grouts velocity (mm/s) | Lugeon value (L/min) | Output pressure (kPa) |
|-------------|------------------------|--------------------------|------------------------|----------------------|----------------------|
| 1           | 1.5                    | 8.3                      | 98.6                   | 5                    | 50.4                 |
| 2           | 1.5                    | 5.3                      | 72.1                   | 15                   | 315.8                |
| 3           | 1.5                    | 3.84                     | 26.5                   | 10                   | 507.3                |
| 4           | 1.286                  | 8.3                      | 72.1                   | 10                   | 53.4                 |
| 5           | 1.286                  | 5.3                      | 26.5                   | 5                    | 313                  |
| 6           | 1.286                  | 3.84                     | 98.6                   | 15                   | 500.9                |
| 7           | 1.206                  | 8.3                      | 26.5                   | 15                   | 52.4                 |
| 8           | 1.206                  | 5.3                      | 98.6                   | 10                   | 312.9                |
| 9           | 1.206                  | 3.84                     | 26.5                   | 5                    | 500.5                |

Figure 3. Grouting test system.

Table 4. The calculation results of the orthogonal experiment.

| Factors | Levels | G_X |
|---------|--------|-----|
| A       | S_A1  = 9.04 | S_A2 = 2.94 | S_A3 = 1.54 | 7.5 |
| B       | S_B1  = 3.74 | S_B2 = 3.54 | S_B3 = 6.24 | 2.7 |
| C       | S_C1  = 0.14 | S_C2 = 5.24 | S_C3 = 8.34 | 8.2 |
| D       | S_D1  = -0.26 | S_D2 = 8.94 | S_D3 = 4.84 | 9.2 |

Thus, S_XM reflects the difference between the average value of the experimental results and the average value of all the test results. I_XM stands for the influence of the factor X. If G_X value is high, the influence of X is great. The calculation results are shown in Table 4.

In Table 4, A, B, C and D are grouts density, grouts viscosity, grouts velocity and Lugeon value, respectively. From Table 4, it can be concluded that G_X(D) > G_X(C) > G_X(A) > G_X(B), implying that the effects of the Lugeon value on the performance of the control system is the largest whereas the effect of grouts viscosity is the least.

3.2. The black model of the grouting system-based BP model

For a mathematical model of the grouting process, the dynamic performance should be described properly. A grouting system is uncertain and complex, so its control system is not described as a transfer function. A grouting pressure is nonlinear with grouts injected flow and density. The BP neural network has a capability to fit the nonlinear mapping relation between the input and the output. In order to identify and predict the nonlinear property of grouting pressure, we propose a BP neural model based on multi-sensor data offline.

Based on the above analysis in Section 3.1, we choose Lugeon value, such as grouting velocity (grouts flow), grouts density as the input variables X, and y(k) = P_G(K) as the output variable. For the BP model, three inputs and one output are needed. The layer numbers and transfer function can be got through the BP learning where the trial method can be used. The grouting system model is described in Figure 4.

The BP model modifies the transferring function and parameters based on the principle of minimization of errors. The error evaluation index is expressed as

$$\text{MSE}(x_i) = \frac{1}{l} \sum_{i=1}^{l} (f(x_i) - y_i)^2, \quad (8)$$

where l is the sampling set number, f(x_i) is the output of the model, and y_i is the experimental value.

The grouting system is shown in Figure 3, which can collect the field data of Lugeon value, grouts flow, grouts density and output grouting pressure. We can use field data to supervise the learning process. Data were collected on the Shubuta dam project in China and are shown in Figures 5–7. The Lugeon value of the grouting test is 2.1–3.6.

The BP model algorithm includes three parts:

1. Collections of variable data and normalization. Data normalization is performed in order to eliminate the influence from the wide-ranging data on the model; the formula is

$$y \min = 0, \quad y \max = 1, \quad y = (y \max - y \min) \ast (x - x \min)/(x \max - x \min) + y \min. \quad (9)$$
Training of the BP model based on the part above datasets. The training process is repeated over several cycles (epochs) to reduce the error between predicted and target values, which include tuning the hidden layers numbers, transferring function and other model parameter set. To minimize objective error, the Levenberg–Marquardt BP optimization is used. Training is stopped when one of the defined goals is reached, minimizing mean square error (MSE) over a reasonable amount of time. All the parameters are shown in Table 5. The model MSE is shown in Figure 7.

Testing of the model using new data sets. Use the new data to test the model performance based on the test data set. The simulation result of the dynamic grouting process is shown in Figure 8. The MSE is 0.013734 at epoch 250. The picture result proves that the BP model can simulate the nonlinear of the real grouting system.

4. A robust tuning method of the PID parameters based on the BP model

Although many advanced control approaches have been proposed, PID controllers are widely used in the industrial feedback process for its simple structure [32,33]. However, the main problem of the PID controller is the tuning parameters for higher perfect characters. Over the past years, many tuning methods such as optimal PSO [34], fuzzy tuning [35] and model-based optimal method [36,37] were developed. For a grouting system, the maximum pressure must be controlled dynamically. For a better ability, a robust iterative algorithm was adopted based on tracking errors. The discrete PID is

$$u(k) = k_p(k)e(k) + k_i(k)\sum_{i=0}^{k} e(i) + k_d(k)\frac{e(k) - e(k-1)}{T},$$

where $e(k) = y_d(k) - y(k)$ is the tracking error, $y_d(k)$ and $y(k)$ are desired value and system output, $T$ is the sampling time, $k_p(k), k_i(k), k_d(k) \in \mathbb{R}^{m \times p}$ are PID tuning parameter matrix, and $m$ is the number of input variable.

For obtaining the optimal parameters $k_p(k), k_i(k),$ and $k_d(k)$, a matrix for multi-input variables can be expressed as

$$\theta_{pid}(k) = \begin{bmatrix} k_{p1}(k) & k_{i1}(k) & k_{d1}(k) \\ k_{p2}(k) & k_{i2}(k) & k_{d2}(k) \\ \vdots \\ k_{pm}(k) & k_{im}(k) & k_{dm}(k) \end{bmatrix}^T,$$

where $k_{pj}(k), k_{ij}(k),$ and $k_{dj}(k)$ are the row values $k_{pj}(k), k_{ij}(k),$ and $k_{dj}(k)$, $j = 1, 2, \ldots, m$. 

---
The controller will find the optimal parameters at each time \( k \) through iterative for the least tracking error. Therefore, the parameters maybe tuned at different sampling; \( i \) is described as the iterative steps in the sample period. The variables at \( k \) are described as \( |k| \), for example, \( \theta_{\text{pid}}(k) \rightarrow \theta_{\text{pid}}|k| \).

The optimal PID \( \theta_{\text{pid}}(k) \) is obtained by iterative computing. \( \theta_{\text{pid}}(i) \) is the estimation variables in the \( i \) step time. The tuning algorithm of PID parameters is

\[
\hat{\theta}_{\text{pid}}(i + 1) = \hat{\theta}_{\text{pid}}(i) + \Delta \hat{\theta}_{\text{pid}}(i) = \hat{\theta}_{\text{pid}}(i) + k_{\text{pid}}(i)e_t(i),
\]

where \( k_{\text{pid}}(i) \) is the gain matrix, \( e_t(i) \) is the nominal error of design value and ANN output value at time \( i \), which is not the system error \( e_t(k) \). \( e_t(i) \) can be expressed as

\[
e_t(i) = y_d|k| - \hat{y}(i),
\]

where \( y_d|k| \) is the desired output at \( k \) time, and \( \hat{y}(i) \) is the ANN output at \( i \) step.

\( \hat{y}(i) \) can be described as

\[
\hat{y}(i) = \hat{g}[\hat{u}(i), X|k|],
\]

where \( \hat{u}(i) \) is the nominal optimal value, and \( u(i) \) is described as

\[
\hat{u}(i) = K_p(i)e|k| + K_i(i)E_{\text{pid}}|k| + K_d(i)e|k| - e|k-1|.
\]

The discrete Lyapunov function of the output error is

\[
V(i) = \delta e_t(i)^T e_t(i),
\]

where \( \delta \) is a positive constant, obviously, and \( V(i) \) is positive definite.

\[
e_t(i) = e_t(i - 1) + \Delta e_t(i - 1).
\]

In a discrete system, a small increment variable can be looked as the similarity of the first-order derivative of error function. \( \Delta \theta_{\text{pid}}(i) \) is similar to the derivative function. \( y_d|k| \) can be thought as a constant value at time \( i \), and as a result, their partial derivative value is zero. \( \Delta e_t(i) \) can be described as

\[
\Delta e_t(i) = \frac{\partial e_t(i)}{\partial \hat{\theta}_{\text{pid}}(i)} \frac{\partial \hat{\theta}_{\text{pid}}(i)}{\partial \hat{y}(i)} \frac{\partial [y_d|k| - \hat{y}(i)]}{\partial \hat{y}(i)} \Delta \hat{\theta}_{\text{pid}}(i)
\]

\[
= -\frac{\partial \hat{y}(i)}{\partial \hat{\theta}_{\text{pid}}(i)} k_{\text{pid}}(i)e_t(i).
\]

The increment value of the Lyapunov function is expressed as

\[
\Delta V(i) = V(i + 1) - V(i)
\]

\[
= 2\delta \Delta e_t(i)\!^T [e_t(i) + \delta \Delta e_t(i)]
\]

\[
= -2\delta \left[ \frac{\partial \hat{y}(i)}{\partial \hat{\theta}_{\text{pid}}(i)} k_{\text{pid}}(i)e_t(i) \right]^T
\]

\[
\times \left[ e_t(i) - \delta \frac{\partial \hat{y}(i)}{\partial \hat{\theta}_{\text{pid}}(i)} k_{\text{pid}}(i)e_t(i) \right]
\]

\[
= -2\delta e_t(i)\!^T \left[ \frac{\partial \hat{y}(i)}{\partial \hat{\theta}_{\text{pid}}(i)} k_{\text{pid}}(i) \right]^T
\]

\[
\times [I - \delta] \left[ \frac{\partial \hat{y}(i)}{\partial \hat{\theta}_{\text{pid}}(i)} k_{\text{pid}}(i) \right] e_t(i).
\]

Then, \( \Delta V(i) \) is

\[
\Delta V(i) = -2(1 - \delta)e_t(i)^T e_t(i).
\]

Jacobian matrix of Formula (14) can be described as

\[
\frac{\partial \hat{y}(i)}{\partial \hat{u}(i)} = \frac{\partial \hat{y}(i)}{\partial \hat{o}(i)} \frac{\partial \hat{o}(i)}{\partial z(i)} \frac{\partial z(i)}{\partial \hat{u}(i)}.
\]

Related to the ANN model

\[
\frac{\partial W^h}{\partial \hat{u}(i)} = \begin{bmatrix}
\frac{\partial \hat{y}(i)}{\partial \hat{o}(i)} & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{\partial \hat{y}(i)}{\partial \hat{q}(i)}
\end{bmatrix} \begin{bmatrix}
\hat{o}(i) \\
0 \\
\vdots \\
\frac{\partial \hat{y}(i)}{\partial \hat{q}(i)}
\end{bmatrix}
\]

\[
\frac{\partial W^Y}{\partial \hat{u}(i)} = \begin{bmatrix}
W^Y_{1,1} & \cdots & W^Y_{1,m} \\
\vdots & \ddots & \vdots \\
W^Y_{q,1} & \cdots & W^Y_{q,m}
\end{bmatrix} \begin{bmatrix}
\frac{\partial \hat{y}(i)}{\partial \hat{z}(i)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{\partial \hat{y}(i)}{\partial \hat{q}(i)}
\end{bmatrix}
\]

\[
\frac{\partial \hat{y}(i)}{\partial \hat{q}(i)} = \begin{bmatrix}
W^h_{1,1} & \cdots & W^h_{1,m} \\
\vdots & \ddots & \vdots \\
W^h_{q,1} & \cdots & W^h_{q,m}
\end{bmatrix}.
\]
where
\[
\frac{\partial o_j(j)}{\partial z_i(i)} = o_j(j)[1 - o_j(j)], \quad j = 1, \ldots, q.
\]

\[z(i) = W^h \begin{bmatrix} \hat{u}(i) \\ X|K \end{bmatrix}.
\]

The partial derivative \(\hat{u}(i)\) to \(\hat{\theta}_{pid}(i)\) is described as
\[
\frac{\partial \hat{u}(i)}{\partial \hat{\theta}_{pid}(i)} = \frac{\partial}{\partial \hat{\theta}_{pid}(i)} \left[ kp(i) e|k + k_i(i) \sum_{i=0}^{k} e|k + k_d(i) e|k - e|k-1 \right]
\]
\[
\begin{bmatrix} Q_{pid} & \ldots & 0_{1 \times 3} \\ \vdots & \ddots & \vdots \\ 0_{1 \times 3} & \ldots & Q_{pid} \end{bmatrix}, \tag{24}
\]

where
\[
Q_{pid} = \begin{bmatrix} e|k \\ \sum_{i=0}^{k} e|k - e|k-1 \end{bmatrix}.
\]

Through the above analysis, the gain matrix \(k_{pid}(i)\) can be obtained from (20), and \(\hat{\theta}_{pid}(i)\) can asymptotically converge to the optimal value. As a result, the tracking error will be stable.

5. Simulation results for the grouting process

In a grouting process, pressure control can be divided into two types. One is that the pressure is kept as a constant, even if the grout density and flow are fluctuated. Such a system can maintain a constant pressure through continuous sampling to rwh BP model and can achieve control parameters based on the above robust method and the PID adjuster by operating the output pipe valve part. Another is that the grouting pressure is setup as a step function since it increases from low to high state. If a grouting zone rock is relative integrity, one can usually increase the grouting pressure directly. However, if the rock conditions are poor, the pressure can be increased by three step changes and even more steps. In order to demonstrate the application of the robust ANN-based PID tuning methodology proposed in this paper, we now present the simulation results based on the field monitoring data for a grouting process performed using the MATLAB. For the above method, first a model of the grouting process should be established, and then the PID parameters in each discrete time \(K\) should be tuned based on the model error and design value.

The grouting mathematical model was first proposed based on input--output data offline in Section 3.2. \(x_3 = \{Q_t, Lu, \rho\}\) was the input variable for the BP model, the grouting pressure at grouts-back hole pipe was the output variable. The control variable was valve opening, which can be substituted with the grouts-back volume flow.

After obtaining the ANN model, the PID parameters using the method in Section 4. The first test is keeping grouting pressure at a constant of 2.5 MPa, with the density of grouting ranged from 1.18 to 1.76 kg/m³. The control results are shown in Figure 9.

The second test is to show the robustness of the proposed method compared to the different flow disturbances. The grouting pressure in the proposed method can be steady in 3 min even if there are 10% flow disturbances. If the flow disturbances reach 20% to the maximum of real flow, it still can exhibit a good convergence property. As a result, the grouting pressure can be steady in 5 min. Here, it is noted that in the real project, the flow disturbances is within 20% of the maximum value (Figures 10 and 11).

The other tests are to increase grouting from 0.5 to 4.5 MPa, with flow \(Q_t\) ranged from 10 to 50 L/min, \(Lu\) ranged from 0.5 to 0.8 L/m/min and the density of grouting ranged from 1.18 to 1.76 kg/m³. The dynamic pressure with the robust control method is shown in Figure 12. In this system, the grouting pressure is below the maximum design, implying that the proposed method can be applied to a real engineering project for its convergence.

Finally, we compared our results to a common optimal method such as an improved adaptive PSO (APSO)
6. Summary

A robust controlling methodology of the PID controller for a pressure grouting system has been developed by combining the ANN model and the iterative technique. The results show that the present tuning methodology can meet the requirement of grouting control with the maximum pressure variable in the range of 8.1%, which can attenuate the transient vibration of pressure for the variations of grouting density and flow velocity. Furthermore, the proposed method can reduce the fluctuation of density and flow in different stages, and the whole dynamic grouting is stable and below the maximum design value. Moreover, the comparison between two different optimal methods demonstrates that the proposed iterative method is more stable and more secure for tuning the parameters of the PID. Additionally, it is revealed that the pressure transient surge is very harmful to the grouting project, leading to the broken grouting pipe and the lifted rock mass.
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