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Recently the problem of Unambiguous State Discrimination (USD) of mixed quantum states has attracted much attention. So far, bounds on the optimum success probability have been derived [1]. For two mixed states they are given in terms of the fidelity. Here we give tighter bounds as well as necessary and sufficient conditions for two mixed states to reach these bounds. Moreover we construct the corresponding optimal measurement strategies. With this result, we provide analytical solutions for unambiguous discrimination of a class of generic mixed states. This goes beyond known results which are all reducible to some pure state case. Additionally, we show that examples exist where the bounds cannot be reached.

I. INTRODUCTION

Quantum state discrimination [2] is a fundamental task in quantum information theory, especially in a communication context. Whenever the signal states are nonorthogonal, perfect discrimination becomes impossible. One has then to resort to optimum state discrimination strategies by specifying figures of merit that define some optimal strategies. The optimum strategy depends then on the quantum states and their a priori probabilities. One strategy is Minimum Error Discrimination (MED) [2] in which the measurement identifies the possible input states with some error. It is the goal to minimize the error. Another strategy is to optimize the mutual information between the sender and receiver.

The scenario studied here is Unambiguous State Discrimination (USD) which characterizes a measurement which either identifies a signal state without error (‘unambiguous’) or sends out a flag stating that it failed to identify the state. The objective is to minimize this failure probability. The problem of finding optimal USD strategies has been solved for many pure state scenarios [3, 4, 5, 6, 7], including any two pure states [8]. In contrast to the MED problem, which is already solved for any pair of mixed states [2], optimal USD of mixed states is an open problem. Some special cases have been given for which the corresponding problem can be reduced to USD of pure state case, such as in state filtering [9, 10, 11] or state comparison [1, 11]. The underlying reduction theorems have been stated in [12]. For the general case, necessary and sufficient conditions for the optimality of a POVM were derived in [13, 14]. They allow a numerical treatment of the problem but have not given rise to analytic solutions.

For the unambiguous discrimination of a pair of mixed states, lower bounds on the failure probability have been found [1] [12] and reveal three regimes, depending on the ratio between the two a priori probabilities of the two mixed states. The boundaries of the middle regime were recently refined in [11] but the consequences for the two remaining outer regimes were not addressed. Here we provide new bounds in those two regimes. Furthermore we derive necessary and sufficient conditions to reach the three bounds in the three different regimes. Given two density matrices \( \rho_0 \) and \( \rho_1 \) and their a priori probabilities \( \eta_0 \) and \( \eta_1 \), the necessary and sufficient conditions to reach the bounds given here take the form of the positivity of two particular operators. Moreover we show that examples exist where the bounds cannot be attained. When the necessary and sufficient conditions are fulfilled, we give the optimal measurement strategy to reach the bounds.

The structure of this paper is the following. In the Sec. II we derive lower bounds for the success probability in the case of two mixed states. Our derivation uses the Cauchy-Schwarz inequality, as used in [16], and allows us to look for necessary and sufficient conditions to reach the lower bound in each regime of the a priori probabilities. In Sec. III we report the notion of parallel addition that leads to some useful relations for USD in connection with a reduction theorem of Ref. [12]. In Sec. IV we derive the main result of this paper as a theorem: two necessary and sufficient conditions for the failure probability to reach the bounds are given. We also give the corresponding optimal POVM. In Sec. V we provide examples showing that there are generic mixed states of interest for which the necessary and sufficient conditions are fulfilled and for which we can therefore give the optimal USD measurement.
II. LOWER BOUNDS ON THE FAILURE PROBABILITY

In Unambiguous State Discrimination, the performed measurement either identifies uniquely a state (conclusive result) or fails to identify it (inconclusive result). The goal is to optimize that strategy by finding the measurement for which the probability of inconclusive result is as small as possible. The problem is then specified by the set of quantum signal states \( \{ \rho_i \} \) and their respective \emph{a priori} probabilities \( \{ \eta_i \} \). The measurement is a generalized measurement i.e. a Positive Operator-Valued Measure (POVM) \[2\]. A POVM is a set of hermitian and positive semi-definite operators \( \{ E_i \} \) acting on a Hilbert space spanned by the signal states, i.e. \( \sum_i E_i = I_H \). Given \( N \) possible input states, we consider measurements with \( N + 1 \) outcomes where the first \( N \) outcomes identify a state and the last one corresponds to inconclusive results where the identification failed. The POVM elements are denoted by \( E_k \) with \( k = 1, \ldots, N \) and \( E_N \) respectively. The probability to obtain an outcome for some POVM element \( E \) for a given signal \( \rho \) is then given by \( \text{Tr}(E\rho) \).

In general, a POVM describing a USD measurement satisfies \( \text{Tr}(E_k\rho) = 0 \) whenever \( k \neq i \) so that only the state \( \rho_i \) can trigger the measurement outcome connected to \( E_k \). The failure probability \( Q \) of a USD strategy is then given by \( Q = \sum_i Q_i \), where \( Q_i = \sum_k \eta_i \text{Tr}(E_k\rho_i) \). From this definition we find that \( Q_i \leq \eta_i \). In this paper, we consider the USD of two signal states \( \rho_0 \) and \( \rho_1 \) that are mixed states with \emph{a priori} probabilities \( \eta_0 \) and \( \eta_1 \). Accordingly, our POVM contains three elements \( \{ E_0, E_1, E_N \} \) which correspond respectively to the conclusive detection of \( \rho_0 \), to the conclusive detection of \( \rho_1 \) and to an inconclusive result. The failure probability then equals \( Q = Q_0 + Q_1 \).

Our interest is first focused on the product \( Q_0Q_1 \). We can give a lower bound that is expressed in terms of the fidelity \( F \) of the two states. The fidelity is defined as \( F = \text{Tr}(\sqrt{\sqrt{\rho_0}\rho_1\sqrt{\rho_0}}) \[17\]. The bounds, formulated in the following theorem, are tighter than the one given in \[3\]. Moreover, we pay additionally attention to the condition under which the bound can be reached.

As for the notation, consider an hermitian and positive semi-definite operators \( O \). We can define its unique square root \( \sqrt{O} \) and decompose it into the form \( O = MM^\dagger \) with \( M = \sqrt{OU} \), for any unitary matrix \( U \). Since the states \( \rho_i \) and the POVM elements \( E_k \) all are hermitian and positive semi-definite operators, we can introduce their square root and use the previous decomposition.

**Theorem 1** Let \( \rho_0 \) and \( \rho_1 \) be two density matrices with \emph{a priori} probabilities \( \eta_0 \) and \( \eta_1 \). We define the fidelity of the two states \( \rho_0 \) and \( \rho_1 \) as \( F = \text{Tr}(\sqrt{\sqrt{\rho_0}\rho_1\sqrt{\rho_0}}) \). Then, for any USD measurement, the product of the two probabilities \( Q_0 \) and \( Q_1 \) to fail to identify respectively the state \( \rho_0 \) and \( \rho_1 \) is such that

\[
Q_0Q_1 \geq \eta_0\eta_1F^2.
\]

The equality holds if and only if the unitary operator \( V \) arising from a polar decomposition

\[
\sqrt{\rho_0}\sqrt{\rho_1} = \sqrt{\sqrt{\rho_0}\rho_1\sqrt{\rho_0}} V
\]

satisfies

\[
V^\dagger\sqrt{\rho_0}E_N = \alpha\sqrt{\rho_1}E_2
\]

for some \( \alpha \in \mathbb{R}^+ \).

Before we turn to the proof of this theorem note that relation \[2\] implies a condition required for the optimality of a USD POVM (see \[10, 12\]). It is clear that optimality of a specific USD measurement implies that the conditional states after the inconclusive results do not allow further USD measurements. That would already be satisfied if, for example, the supports of the conditional states coincide. We find a stronger property whenever equality holds in Theorem 1. Indeed, if we have \( V^\dagger\sqrt{\rho_0}E_2 = \alpha\sqrt{\rho_1}E_2 \) with \( \alpha \in \mathbb{R}^+ \), then it follows immediately that \( \sqrt{E_2\rho_0}\sqrt{E_2} = \alpha^2\sqrt{E_2\rho_1}\sqrt{E_2} \). This means that the conditional states corresponding to inconclusive results must be identical up to normalization. Therefor no information whatsoever about the signal state can be extracted from these conditional states.

**Proof of Theorem 1** The basic ingredient for the derivation of the bound is the Cauchy-Schwarz inequality:

**Theorem 2** \[12\] Cauchy-Schwarz inequality

If \( x \) and \( y \) are members of a unitary space then \( \|x\|\|y\| \geq |\langle x, y \rangle| \). The equality holds if and only if \( x = \alpha y \) for some \( \alpha \) in \( \mathbb{C} \).

A unitary space is a complex linear space \( S \) together with an inner product from \( S \times S \) to \( \mathbb{C} \). Therefore the complex space of bounded operators acting on a Hilbert space is a complete unitary space if we consider for two elements \( A, B \)
the inner product $\text{Tr}(AB^\dagger)$. Hence, with $E_i = M_iM_i^\dagger$, $\rho_0 = \sqrt{\rho_0}U^\dagger \sqrt{\rho_0}$ and $\rho_1 = \sqrt{\rho_1} \sqrt{\rho_1}$, we obtain

$$\sqrt{\text{Tr}(E_i\rho_0)} \sqrt{\text{Tr}(E_i\rho_1)} = \sqrt{\text{Tr}(U \sqrt{\rho_0}M_iM_i^\dagger \sqrt{\rho_0}U^\dagger)} \sqrt{\text{Tr}(\sqrt{\rho_1}M_iM_i^\dagger \sqrt{\rho_1})},$$

where we have used the freedom in the decomposition of $\rho_0$. By Theorem 2, the equality holds if and only if $U\sqrt{\rho_0}M_i = \alpha \sqrt{\rho_1}M_i$, for some $\alpha \in \mathbb{C}$ or, equivalently, if and only if $U\sqrt{\rho_0}E_i = \alpha \sqrt{\rho_1}E_i$, for some $\alpha \in \mathbb{C}$.

We now consider a USD POVM $\{E_i\}_{i=0,1,\ldots}$. Using the fact that $\text{Tr}(E_0\rho_1) = \text{Tr}(E_1\rho_0) = 0$, we find for $E_0$ and $E_1$

$$0 = \sqrt{\text{Tr}(E_0\rho_0)} \sqrt{\text{Tr}(E_0\rho_1)} \geq |\text{Tr}(U \sqrt{\rho_0}E_0 \sqrt{\rho_1})|,$$

$$0 = \sqrt{\text{Tr}(E_1\rho_0)} \sqrt{\text{Tr}(E_1\rho_1)} \geq |\text{Tr}(U \sqrt{\rho_0}E_1 \sqrt{\rho_1})|.$$

This simply means that $\text{Tr}(U \sqrt{\rho_0}E_0 \sqrt{\rho_1}) = \text{Tr}(U \sqrt{\rho_0}E_1 \sqrt{\rho_1}) = 0$. For $E_2$, we obtain

$$\sqrt{\text{Tr}(E_2\rho_0)} \sqrt{\text{Tr}(E_2\rho_1)} \geq |\text{Tr}(U \sqrt{\rho_0}E_2 \sqrt{\rho_1})|.$$ 

From this it follows that we can write

$$\sqrt{\text{Tr}(E_2\rho_0)} \sqrt{\text{Tr}(E_2\rho_1)} \geq |\text{Tr}(U \sqrt{\rho_0}E_2 \sqrt{\rho_1}) + 0 + 0| = |\text{Tr}(U \sqrt{\rho_0} \sqrt{\rho_1})|,$$ 

where we used the relation $\sum_i E_i = 1$. Furthermore, the inequality (3) must hold for any unitary matrix $U$ so that we find

$$\sqrt{\text{Tr}(E_2\rho_0)} \sqrt{\text{Tr}(E_2\rho_1)} \geq \max_U |\text{Tr}(U \sqrt{\rho_0} \sqrt{\rho_1})|. \tag{4}$$

Here, again, the equality holds if and only if a unitary operator $U_{\text{max}}$ which maximizes the right hand side satisfies

$$U_{\text{max}} \sqrt{\rho_0} \sqrt{\rho_1} = \alpha \sqrt{\rho_1} \sqrt{\rho_1},$$

for some $\alpha \in \mathbb{C}$. To find the unitary matrices $U_{\text{max}}$ that maximize $|\text{Tr}(U \sqrt{\rho_0} \sqrt{\rho_1})|$ we use the following lemma:

**Lemma 1** For any operator $A$ in the space $M_n$ of $n \times n$ matrices we find

$$\max_U |\text{Tr}(AU)| = \text{Tr}(|A|)$$

where the maximum is taken over all the unitary matrices. The maximum is reached for any unitary operator $U$ that can be written as $U = V^\dagger e^{i\phi}$. Here $e^{i\phi}$ is an arbitrary phase while the unitary operator $V$ is defined via the polar decomposition

$$A = |A| V$$

with $|A| = \sqrt{AA^\dagger} = V \sqrt{A^\dagger A} V^\dagger$.

**Proof** For any operator $A$, we can introduce its polar decomposition $A = |A| V$ with $|A| = \sqrt{AA^\dagger} = V \sqrt{A^\dagger A} V^\dagger$. Note that $V$ is unitary while $\sqrt{AA^\dagger}$ and $\sqrt{A^\dagger A}$ are unique, positive semi-definite and hermitian. With that we find

$$|\text{Tr}(AU)| = |\text{Tr}(|A| VU)| = |\text{Tr}(|A|^{1/2} |A|^{1/2} VU)|.$$

We denote $X = |A|^{1/2} = X^\dagger$ and $Y = |A|^{1/2} VU$ and apply the Cauchy-Schwarz inequality (Theorem 2) to obtain

$$|\text{Tr}(AU)| \leq \sqrt{\text{Tr}(|A|)} \sqrt{\text{Tr}(X^\dagger Y) \text{Tr}(U^\dagger V^\dagger |A| VU)}.$$

Equality holds if and only if $|A|^{1/2} = \beta |A|^{1/2} VU$, for some $\beta \in \mathbb{C}$. This is possible if and only if $\beta VU = 1$, where $U$ and $V$ are both unitary matrices. This means that $\beta = e^{-i\phi}$ for some $\phi$ so that we find the connection $U = V^\dagger e^{i\phi}$. This completes the proof of the lemma.

Thanks to lemma 1 Eqn. (4) implies

$$\sqrt{\text{Tr}(E_2\rho_0)} \sqrt{\text{Tr}(E_2\rho_1)} \geq |\text{Tr}(\sqrt{\rho_0} \sqrt{\rho_1})|$$
where equality now holds if and only if
\[
V^\dagger e^{i\phi} \sqrt{\rho_0} E_? = \alpha \sqrt{\rho_1} E_?
\]
for some \( \alpha \in \mathbb{C} \). Let us introduce the operators \( F_0 := |\sqrt{\rho_0} \sqrt{\rho_1}| = \sqrt{\rho_0 \rho_1} \sqrt{\rho_0} \) and \( F_1 = V^\dagger F_0 V = \sqrt{\rho_1} \rho_0 \sqrt{\rho_1} \), which are motivated by the polar decomposition
\[
\sqrt{\rho_0} \rho_1 = F_0 V = V F_1.
\]
These operators are related to the fidelity of the two density matrices through the relation \( F = \text{Tr}(\sqrt{\rho_1 \rho_0 \sqrt{\rho_1}}) = \text{Tr}(F_0) = \text{Tr}(F_1) \) (17).

Next we use the definitions of the partial failure probabilities \( Q_i = \eta_i \text{Tr}(E_i \rho_i) \) and choose the phase \( e^{i\phi} \) to be the same as the phase of \( \alpha \) in (5) to obtain the desired inequality \( Q_0 Q_1 \geq \eta_0 \eta_1 F^2 \). Equality in the previous equation then holds if and only if \( V^\dagger \sqrt{\rho_0} E_? = \alpha \sqrt{\rho_1} E_? \), for some \( \alpha \in \mathbb{R}^+ \). This completes the proof.

We can now derive the bounds in the different regimes of the ratio \( \frac{\eta_0}{\eta_1} \) between the two \textit{a priori} probabilities. Actually, the procedure is to find the minimum of the failure probability \( Q = Q_0 + Q_1 \) under the constraints of the previous derived inequality \( Q_0 Q_1 \geq \eta_0 \eta_1 F^2 \). According to Theorem 1, we can provide the necessary and sufficient condition for equality.

**Theorem 3** Let \( \rho_0 \) and \( \rho_1 \) be two density matrices with \textit{a priori} probabilities \( \eta_0 \) and \( \eta_1 \). We define the fidelity \( F \) of the two states \( \rho_0 \) and \( \rho_1 \) as \( \text{Tr}(\sqrt{\rho_0 \rho_1 \sqrt{\rho_0}}) \). We denote by \( P_0 \) and \( P_1 \), the projectors onto the support of \( \rho_0 \) and \( \rho_1 \). Then, for any USD measurement, the failure probability \( Q \) obeys
\[
Q \geq \eta_1 \frac{F^2}{\text{Tr}(P_1 \rho_0)} + \eta_0 \text{Tr}(P_1 \rho_0) \text{ for } \sqrt{\eta_0 \eta_1} F \leq \text{Tr}(P_1 \rho_0) \leq F
\]
\[
Q \geq 2 \sqrt{\eta_0 \eta_1} F \text{ for } \frac{\text{Tr}(P_1 \rho_0)}{F} \leq \sqrt{\eta_0 \eta_1} \leq \frac{F}{\text{Tr}(P_0 \rho_1)}
\]
\[
Q \geq \eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)} + \eta_1 \text{Tr}(P_0 \rho_1) \text{ for } \frac{F}{\text{Tr}(P_0 \rho_1)} \leq \sqrt{\eta_0 \eta_1} \leq \frac{F}{\text{Tr}(P_1 \rho_1)}
\]
Equality holds if and only if the unitary operator \( V \) arising from a polar decomposition \( \sqrt{\rho_0} \sqrt{\rho_1} = \sqrt{\rho_0 \rho_1} \sqrt{\rho_0} \) \( V \) satisfies \( V^\dagger \sqrt{\rho_0} E_? = \alpha \sqrt{\rho_1} E_? \), with \( \alpha = \frac{\text{Tr}(P_1 \rho_0)}{\sqrt{\eta_0 \eta_1}} \), \( \alpha = \sqrt{\eta_0 \eta_1} \) and \( \alpha = \frac{F}{\text{Tr}(P_1 \rho_1)} \) in the the first, second and third regime, respectively.

**Proof** First of all, according to Theorem 1, we know that for any USD measurement the inequality \( Q_1 \geq \frac{\eta_0 \eta_1 F^2}{Q_0} \) holds. It follows that the failure probability is such that
\[
Q \geq Q_0 + \frac{\eta_0 \eta_1 F^2}{Q_0}. \tag{8}
\]
Let us consider relations that only hold if equality holds in Eqn. (8). In this case we have
\[
Q_0 Q_1 = \eta_0 \eta_1 F^2. \tag{9}
\]
Moreover, from Theorem 1 we know that in this case we have \( V^\dagger \sqrt{\rho_0} E_? = \alpha \sqrt{\rho_1} E_? \), for some \( \alpha \in \mathbb{R}^+ \). This relationship implies, via the respective definitions, that
\[
Q_0 = \alpha^2 \frac{\eta_0}{\eta_1} Q_1. \tag{10}
\]
We can combine the two equations (9) and (10) to
\[
Q_0 = \alpha \eta_0 F \tag{11}
\]
So the final statement is that \( Q = Q_0 + \frac{\eta_0 \eta_1 F^2}{Q_0} \) if and only if \( V^\dagger \sqrt{\rho_0} E_? = \alpha \sqrt{\rho_1} E_? \), where \( \alpha \) now is explicitly related to the other parameters as \( Q_0 = \alpha \eta_0 F \).

Second, we have to derive the range constraint on \( Q_0 \) and \( Q_1 \). We know already that \( Q_1 \leq \eta_1 \). Moreover, from the work by Herzog and Bergou in [11], we learn that \( \eta_0 \text{Tr}(P_1 \rho_0) \leq Q_0 \) and \( \eta_1 \text{Tr}(P_0 \rho_1) \leq Q_1 \). Indeed, from the structure of the POVM elements, we have \( E_0 + E_1 + E_? = I \) with \( \mathcal{S}_{E_0} \subset \mathcal{S}_{\rho_0} \) and \( \mathcal{S}_{E_1} \subset \mathcal{S}_{\rho_1} \). We consider only the non-trivial
case where the supports of $\rho_0$ and $\rho_1$ are not identical. Then its structure must be such that $E_1 + E_2 = P_1 + R$ where $P_1$ is the projection onto the support of $\rho_1$ and $R$ is an hermitian positive semi-definite operator with support $S_R \subset S^2_\rho$ which satisfies $E_0 + R = P_1^\perp$. Then it follows that $P_0 = \eta_0 \text{Tr}(E_0 \rho_0) = \eta_0 \text{Tr}(P_1^\perp \rho_0) - \eta_0 \text{Tr}(R \rho_0)$. In our non-trivial case we will have $\text{Tr}(R \rho_0) > 0$ as soon as $R \neq 0$. This yields $P_0 \leq \eta_0 \text{Tr}(P_1^\perp \rho_0)$ or equivalently $Q_0 \geq \eta_0 \text{Tr}(P_1 \rho_0)$. In the same way, on can find $Q_1 \geq \eta_1 \text{Tr}(P_0 \rho_1)$. We then have

$$
\begin{align*}
\eta_0 \text{Tr}(P_1 \rho_0) &\leq Q_0 \leq \eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)} \\
\eta_1 \text{Tr}(P_0 \rho_1) &\leq Q_1 \leq \eta_1.
\end{align*}
$$

(12)

These two constraints can be combined to $\eta_0 \text{Tr}(P_1 \rho_0) \leq Q_0 \leq \eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)}$. This can be seen as follows. Since $Q_1 = \frac{2\alpha_{\eta_1} F^2}{\eta_0}$, the constraints on $Q_1$ take the form $\eta_0 F^2 \leq Q_0 \leq \eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)}$. Let us consider the USD POVM given by $\{E_1 = P_1, E_0 = P_1^\perp, E_1 = 0\}$. Thank to Theorem 1, we find $\eta_0 \eta_1 F^2 \leq \eta_0 \eta_1 \text{Tr}(P_0 \rho_0) \text{Tr}(P_1 \rho_1)$ or in other words $\eta_0 F^2 \leq \eta_0 \text{Tr}(P_1 \rho_0)$. We can also consider the USD POVM given by $\{E_1 = P_0, E_0 = 0, E_1 = P_0^\perp\}$ and with Theorem 1, we finally have $\eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)} \leq \eta_0$.

Next, we define the function $q(Q_0) = Q_0 + \frac{2\alpha_{\eta_1} F^2}{\eta_0}$ and minimize it under the constraint $\eta_0 \text{Tr}(P_1 \rho_0) \leq Q_0 \leq \eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)}$. The resulting minimum will constitute a lower bound for $Q$. The function $q(Q_0)$ is convex ($\frac{d^2 q}{d Q^2}(Q_0) \geq 0$) and, therefore, it takes its minimum at the point $Q_0^{\min}$ where the derivative vanishes ($\frac{dq}{d Q}(Q_0) = 0$ yielding $Q_0^{\min} = \sqrt{\frac{\eta_0}{\eta_1} F}$) or at the limits of the constraint interval ($Q_0^{\min} = \eta_0 \text{Tr}(P_1 \rho_0)$ and $Q_0^{\min} = \eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)}$). That gives us the minimum in three different regimes. In the first regime we have $q_{\min}(Q_0) = \eta_0 \text{Tr}(P_1 \rho_0) + \eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)}$. The second regime we have $q_{\min}(Q_0) = 2\sqrt{\frac{\eta_0}{\eta_1} F} \leq \eta_0 \text{Tr}(P_1 \rho_0)$ that is to say if $\frac{\eta_0}{\eta_1} \leq \frac{F^2}{\text{Tr}(P_0 \rho_1)}$. In the second regime we have $q_{\min}(Q_0) = \frac{2\alpha_{\eta_1} F^2}{\eta_0} \leq \sqrt{\frac{\eta_0}{\eta_1} F} \leq \sqrt{\frac{\eta_0}{\eta_1} F} \leq \frac{F^2}{\text{Tr}(P_0 \rho_1)}$. The third regime gives $q_{\min}(Q_0) = \eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)} + \eta_0 \text{Tr}(P_1 \rho_0)$ and $Q_0^{\min} = \eta_0 \frac{F^2}{\text{Tr}(P_0 \rho_1)}$ if $\frac{F^2}{\text{Tr}(P_0 \rho_1)} \leq \frac{\eta_0}{\eta_1}$.

As a result we obtain lower bounds for the failure probability $Q$ in three regimes as given in Eqn. 7. For each regime, the value of $Q_0$ which minimized $q(Q_0)$ is given and via Eqn. 11 we find the corresponding value that $\alpha$ has to take. We read off the values as $\alpha = \frac{\text{Tr}(P_0 \rho_1)}{F}$, $\alpha = \sqrt{\frac{\eta_0}{\eta_1}}$ and $\alpha = \frac{F}{\text{Tr}(P_0 \rho_1)}$ for the first, second and third regime, respectively.

Let us note that, by construction, those bounds are tighter than the ones in [1]. Indeed, one could recover the three bounds in [1] by looking for the minimum of the function $q(Q_0)$ under the weaker constraints $\eta_0 F^2 \leq Q_0 \leq \eta_0$.

II. III. THE PARALLEL ADDITION $\rho_0 : \rho_1$

Before we recall our central theorem, we will first recall some useful results of linear algebra. We denote by $M^{-1}$ the pseudo-inverse of a matrix $M$, which has not necessarily full rank. The pseudo-inverse can be defined via the singular-value decomposition of $M$. Whenever $M$ is of full rank, the pseudo-inverse coincides with the inverse. In general, it is not known how to express the pseudo inverse of a sum $(A + B)^{-1}$ in terms of the pseudo inverses $A^{-1}$ and $B^{-1}$. However, a related new operation $A(A + B)^{-1}B$, called parallel addition and denoted by $A : B$ has been defined in 1969 by Anderson and Duffin and will turn out useful in our context.

First of all, we denote by $S_M$, the support of a hermitian and positive semi-definite matrix $M$. We then have the following property for the parallel addition:

Property 1 [21] Let $A$ and $B$ be two hermitian and positive semi-definite matrices of $M_n$, then the support $S_{A:B}$ of $A : B$ is given in terms of the supports of $A$ and $B$ as

$$S_{A:B} = S_A \cap S_B.$$

Next let us recall two reduction theorem for USD of mixed states [12]. We consider the problem of discriminating unambiguously two density matrices $\rho_0$ and $\rho_1$ with $a$ priori probabilities $\eta_0$ and $\eta_1$. We denote by $\tau_0$ the rank of $\rho_0$ and by $\tau_1$ the rank of $\rho_1$. A general USD problem can satisfy $\tau_0 + \tau_1 \geq d$, where $d$ is the dimension of the Hilbert space $\mathcal{H}$ spanned by the two states. This means in particular that the two supports can overlap.

In a first reduction theorem it has been shown by the authors [12] that any such USD problem can always be reduced to the one of discriminating $\rho_0'$ and $\rho_1'$, two density matrices of rank $\tau_0'$ and $\tau_1'$ with $a$ priori probabilities $\eta_0'$ and $\eta_1'$.
and η', spanning the same Hilbert space $\mathcal{H}$ of dimension $r'_0 + r'_1$. Indeed we can split off any common subspace of the supports $S_{\rho_0} \cap S_{\rho_1}$ to end up with $S_{\rho'_0} \cap S_{\rho'_1} = \{0\}$. An easy way to know whether the two supports overlap is to check whether the equality $rk(\rho'_0) + rk(\rho'_1) = rk(\rho'_0 + \rho'_1)$ holds (see details in [21]). In the reduced case, property 11 implies $S_{\rho'_0}\rho'_1 = 0$ that is to say $\rho'_0 : \rho'_1 = 0$. By defining $\Sigma := \rho'_0 + \rho'_1$, we can write the parallel addition as $\rho'_0 \Sigma^{-1} \rho'_1$. Moreover, since $rk(\rho'_0 + \rho'_1) = \dim(\mathcal{H})$, we end up with $\Sigma$ having full-rank and $\Sigma \Sigma^{-1} = 1_{\mathcal{H}}$.

We therefore have the following corollary to property (1).

**Corollary 1** Let $\rho_0$ and $\rho_1$ be two density matrices spanning a Hilbert space $\mathcal{H}$. Let $\Sigma$ be defined as the sum of these two density matrices.

$$Q_{\text{opt}}^\text{θ} = \eta \frac{F^2}{\text{Tr}(P_{\rho_0})} + \eta \text{Tr}(P_{\rho_1}) \Leftrightarrow \rho_0 \frac{\text{Tr}(P_{\rho_0})}{F} F_0 \geq 0 \quad \text{for} \quad \frac{\sqrt{\eta}}{\eta_0} \leq \frac{\text{Tr}(P_{\rho_0})}{F} \leq \frac{1}{\eta_0}$$

$$Q_{\text{opt}}^0 = 2\sqrt{\eta_0 \eta} F \Leftrightarrow \rho_0 \frac{\text{Tr}(P_{\rho_0})}{F} F_0 \geq 0 \quad \text{for} \quad \frac{\sqrt{\eta}}{\eta_0} \leq \frac{F}{\text{Tr}(P_{\rho_0})} \leq \frac{1}{\sqrt{\eta_0}}$$

$$Q_{\text{opt}}^\text{θ} = \eta_0 \frac{F^2}{\text{Tr}(P_{\rho_0})} + \eta \text{Tr}(P_{\rho_1}) \Leftrightarrow \rho_0 \frac{\text{Tr}(P_{\rho_0})}{F} F_0 \geq 0 \quad \text{for} \quad \frac{F}{\text{Tr}(P_{\rho_0})} \leq \sqrt{\frac{\eta}{\eta_0}}$$

The POVM elements that realize these optimal failure probabilities, if the corresponding conditions are fulfilled, are given by

$$E_0 = \Sigma^{-1} \sqrt{\rho_0} (\rho_0 - \alpha F_0) \sqrt{\rho_0} \Sigma^{-1}$$

$$E_1 = \Sigma^{-1} \sqrt{\rho_1} \left( \rho_1 - \frac{1}{\alpha} F_1 \right) \sqrt{\rho_1} \Sigma^{-1}$$

$$E_\eta = \Sigma^{-1} \left( \sqrt{\alpha} \sqrt{\rho_0} + \frac{1}{\sqrt{\alpha}} \sqrt{\rho_1} V \right) \left( \sqrt{\alpha} \sqrt{\rho_0} + \frac{1}{\sqrt{\alpha}} V \right)^\dagger F_0 \left( \sqrt{\alpha} \sqrt{\rho_0} + \frac{1}{\sqrt{\alpha}} V \right)^\dagger \Sigma^{-1}$$

with $\alpha = \frac{\text{Tr}(P_{\rho_0})}{F}$ for the first regime, $\alpha = \sqrt{\frac{\eta}{\eta_0}}$ for the second regime and $\alpha = \frac{F}{\text{Tr}(P_{\rho_0})}$ for the third regime.

**IV. NECESSARY AND SUFFICIENT CONDITIONS**

We are now ready to derive the main result of this paper. The first part of this result gives compact necessary and sufficient conditions for a pair of mixed states to saturate the bounds of the failure probability $Q$. The second part gives the corresponding POVMs in an explicit form. To clarify the notation, let us note that in $M \geq 0$ we mean that the operator $M$ is hermitian and positive semi-definite.

**Theorem 4** Necessary and sufficient conditions to saturate the bounds on the failure probability

Consider a USD problem defined by the two density matrices $\rho_0$ and $\rho_1$ and their respective a priori probabilities $\eta_0$ and $\eta_1$ such that their supports satisfy $S_{\rho_0} \cap S_{\rho_1} = \{0\}$. (Any USD problem of two density matrices can be reduced to such a form according to [12]). Let $F_0$ and $F_1$ be the two operators $\sqrt{\rho_0} \rho_1 \sqrt{\rho_0}$ and $\sqrt{\rho_1} \rho_0 \sqrt{\rho_1}$. The fidelity $F$ of the two states $\rho_0$ and $\rho_1$ is then given by $\text{Tr}(F_0) = \text{Tr}(F_1)$. We denote by $P_0$ and $P_1$, the projectors onto the support of $\rho_0$ and $\rho_1$. The optimal failure probability $Q_{\text{opt}}$ for USD then satisfies

$$Q_{\text{opt}}^\text{θ} = \eta \frac{F^2}{\text{Tr}(P_{\rho_0})} + \eta \text{Tr}(P_{\rho_1}) \Leftrightarrow \rho_0 \frac{\text{Tr}(P_{\rho_0})}{F} F_0 \geq 0 \quad \text{for} \quad \frac{\sqrt{\eta}}{\eta_0} \leq \frac{\text{Tr}(P_{\rho_0})}{F} \leq \frac{1}{\eta_0}$$

$$Q_{\text{opt}}^0 = 2\sqrt{\eta_0 \eta} F \Leftrightarrow \rho_0 \frac{\text{Tr}(P_{\rho_0})}{F} F_0 \geq 0 \quad \text{for} \quad \frac{\sqrt{\eta}}{\eta_0} \leq \frac{F}{\text{Tr}(P_{\rho_0})} \leq \frac{1}{\sqrt{\eta_0}}$$

$$Q_{\text{opt}}^\text{θ} = \eta_0 \frac{F^2}{\text{Tr}(P_{\rho_0})} + \eta \text{Tr}(P_{\rho_1}) \Leftrightarrow \rho_0 \frac{\text{Tr}(P_{\rho_0})}{F} F_0 \geq 0 \quad \text{for} \quad \frac{F}{\text{Tr}(P_{\rho_0})} \leq \sqrt{\frac{\eta}{\eta_0}}$$

The POVM elements that realize these optimal failure probabilities, if the corresponding conditions are fulfilled, are given by

$$E_0 = \Sigma^{-1} \sqrt{\rho_0} (\rho_0 - \alpha F_0) \sqrt{\rho_0} \Sigma^{-1}$$

$$E_1 = \Sigma^{-1} \sqrt{\rho_1} \left( \rho_1 - \frac{1}{\alpha} F_1 \right) \sqrt{\rho_1} \Sigma^{-1}$$

$$E_\eta = \Sigma^{-1} \left( \sqrt{\alpha} \sqrt{\rho_0} + \frac{1}{\sqrt{\alpha}} \sqrt{\rho_1} V \right) \left( \sqrt{\alpha} \sqrt{\rho_0} + \frac{1}{\sqrt{\alpha}} V \right)^\dagger F_0 \left( \sqrt{\alpha} \sqrt{\rho_0} + \frac{1}{\sqrt{\alpha}} V \right)^\dagger \Sigma^{-1}$$

with $\alpha = \frac{\text{Tr}(P_{\rho_0})}{F}$ for the first regime, $\alpha = \sqrt{\frac{\eta}{\eta_0}}$ for the second regime and $\alpha = \frac{F}{\text{Tr}(P_{\rho_0})}$ for the third regime.
Proof First, we give a proof for the necessary conditions.

Proof for the necessary conditions From Theorem 8 we know that the bounds on the failure probability are satisfied whenever \( V^\dagger \sqrt{\rho_0} E_? = \alpha \sqrt{\rho_1} E_? \) with \( \alpha = \frac{\text{Tr}(\rho_i \rho_j)}{\sqrt{\text{Tr}(\rho_i \rho_j)}} \), \( \alpha = \sqrt{\frac{\rho_0}{\rho_1}} \) and \( \alpha = \frac{E}{\sqrt{\text{Tr}(\rho_i \rho_j)}} \) for the three regimes.

We replace \( E_? \) by \( 1 - E_0 - E_1 \), multiply on the left by \( V \) and on the right by \( \sqrt{\rho_0} \). This leads us to

\[
\rho_0 - \alpha F_0 = \sqrt{\rho_0} E_0 \sqrt{\rho_0}
\]

(16)

where we used the relation \( \sqrt{\rho_0} \sqrt{\rho_1} = F_0 V \) and the fact that the support of \( \rho_i \) and \( E_j \) are orthogonal for \( i \neq j \). Indeed, let us notice that \( \text{Tr}(E_i \rho_j) = 0 \Leftrightarrow E_i \rho_j = 0 \) because \( E_i \) and \( \rho_j \) are hermitian and positive semi-definite operators. The right hand side in (16) is hermitian and positive semi-definite because of the form \( A A^\dagger \) with \( A = \sqrt{\rho_0} \). Then \( \rho_0 - \alpha F_0 \) must be hermitian and positive semi-definite as well. A similar calculation where we only multiply on the right by \( \sqrt{\rho_0} \) instead of by \( \sqrt{\rho_0} \) leads us to

\[
\rho_1 - \frac{1}{\alpha} F_1 = \sqrt{\rho_1} E_1 \sqrt{\rho_1}
\]

which is again a hermitian and positive semi-definite operator.

With that we have proved that if equality holds in the bounds of Theorem 8 then we have

\[
\rho_0 - \alpha F_0 \geq 0 \\
\rho_1 - \frac{1}{\alpha} F_1 \geq 0,
\]

(17)

which form, therefore, necessary conditions for equality in the bounds of Theorem 8.

Proof for the sufficient conditions Now we start with the assumption that the conditions (17) are fulfilled. Let us define the following POVM elements:

\[
E_0 = \Sigma^{-1} \sqrt{\rho_0} (\rho_0 - \alpha F_0) \sqrt{\rho_0} \Sigma^{-1} \\
E_1 = \Sigma^{-1} \sqrt{\rho_1} \left( \rho_1 - \frac{1}{\alpha} F_1 \right) \sqrt{\rho_1} \Sigma^{-1} \\
E_? = \Sigma^{-1} \left( \sqrt{\frac{\alpha}{\rho_0}} + \frac{1}{\sqrt{\rho_0}} \right) F_0 \left( \sqrt{\frac{\alpha}{\rho_1}} + \frac{1}{\sqrt{\rho_1}} V \right) \Sigma^{-1}
\]

(18)

First, let us verify that this is indeed a valid POVM. The three operators are positive since they are of the form \( A^\dagger MA \) where \( M \) is a positive hermitian operator. In the first two cases this is true because of the conditions (17), in the third case it follows from the positivity of \( F_0 \). The three operators sum up to identity, \( E_0 + E_1 + E_? = 1 \), as can be checked by straightforward calculation which makes use also of Eqn. (4). Next, we have to check that the given POVM is a valid USD POVM, that is, \( \text{Tr}(\rho_0 E_1) = \text{Tr}(\rho_1 E_0) = 0 \). This relation holds since the supports of \( \rho_0 \) and \( \rho_1 \) do not overlap. Therefore, corollary 1 applies and we have \( \rho_0 \Sigma^{-1} \rho_1 = 0 \) from which follows that \( \sqrt{\rho_0} \Sigma^{-1} \rho_1 = 0 \) and \( \sqrt{\rho_1} \Sigma^{-1} \rho_0 = 0 \). Finally, one can check in a straightforward calculation exploiting the properties used in the previous checks that this POVM lead to the three desired failure probabilities.

Let us note that we have only used the assumption about the non-overlapping supports to prove the sufficiency of the conditions. Their necessity does not require this assumption.

V. DISCUSSION

Theorem 4 characterizes under which circumstances the equality of the bounds in Theorem 3 can be obtained. Whenever two mixed density matrices have no overlapping supports and the corresponding two operators in Theorem 4 are positive semidefinite, we can give explicitly the optimum USD POVM.

The first question is to know whether the set of pairs of generic mixed states (a USD problem which is not reducible to some pure state case), that fulfill the constraints \( \rho_0 - \sqrt{\frac{\rho_0}{\rho_1}} F_0 \geq 0 \) and \( \rho_1 - \sqrt{\frac{\rho_1}{\rho_0}} F_1 \geq 0 \), is empty or not. Actually this set is non-empty. For instance, consider a problem motivated by a four-state quantum key distribution protocol using coherent states. Here it might be of interest for an eavesdropper to distinguish the density matrices \( \rho_0 = \frac{1}{2} |\alpha\rangle \langle \alpha | + | - \alpha \rangle \langle - \alpha | \) and \( \rho_1 = \frac{1}{2} |\alpha\rangle \langle \alpha | + | - \alpha \rangle \langle - \alpha | \), corresponding to the bit value 0 and 1, respectively. In
fact, this pair of states can be represented as geometrically uniform (GU) states as they are related as \( \rho_1 = U \rho_0 U^\dagger \) with \( U^2 = \mathds{1} \). They can be represented as operators over a four-dimensional Hilbert space as

\[
\rho_0 = \begin{pmatrix}
|c_0|^2 & 0 & c_0c_2^* & 0 \\
0 & |c_1|^2 & 0 & c_1c_3^* \\
-c_2c_0^* & 0 & |c_2|^2 & 0 \\
0 & c_3c_1^* & 0 & |c_3|^2 \\
\end{pmatrix}
\]

with complex coefficients \( c_i \) depending on phase and as given in (22), and

\[
U = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}.
\]

One can show that for these two states the operators \( \rho_0 - \sqrt{\frac{\eta_0}{\eta}} F_0 \) and \( \rho_1 - \sqrt{\frac{\eta_0}{\eta}} F_1 \) are hermitian and positive semi-definite for some regime of the ratio \( \frac{\eta}{\eta_0} \) around the value \( \frac{\eta}{\eta_0} = 1 \) included into the second regime (for any \( c_0, c_1, c_2 \) and \( c_3 \) in \( \mathbb{C} \)). According to Theorem 4, the optimal failure probability is \( Q^{\text{opt}} = 2\sqrt{\eta_0 \eta} F \) where the fidelity is given by \( F = e^{-\frac{1}{2} |\alpha|^2} \left( |\cos \left( \frac{|\alpha|^2}{2} \right)| + |\sin \left( \frac{|\alpha|^2}{2} \right)| \right) \). Let us note that, in general, those operators are not positive for the whole second regime \( F \leq \sqrt{\frac{\eta}{\eta_0}} \leq \frac{1}{F} \). Actually this depends on the parameters \( c_0, c_1, c_2 \) and \( c_3 \) in \( \mathbb{C} \). This implies that, in general, the necessary and sufficient conditions are not fulfilled neither for the first regime nor for the third regime for these two coherent states.

Actually two GU states are not necessarily in the set of states that saturate the bound, not even for equal \textit{a priori} probabilities. For example, one can consider the two GU states \( \rho_0 \) and \( \rho_1' = W \rho_0 W^\dagger \) where \( \rho_0 \) is given as above while

\[
W = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 & 0 & 0 \\
1 & -1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & -1 \\
\end{pmatrix}
\]

with \( c_0 = \sqrt{0.1}, c_1 = \sqrt{0.4}, c_2 = \sqrt{0.3} \) and \( c_3 = \sqrt{0.2} \) and \( \eta_0 = \eta_1 \). Those states are indeed GU states since \( W^2 = \mathds{1} \). The supports do not overlap. However, one can show that the operators \( \rho_0 - F_0 \) and \( \rho_1 - F_1 \) are not positive semi-definite.

As a result, there exist generic mixed states that satisfy the conditions of Theorem 4 and for which a optimal USD strategy can be given. However, there are generic mixed states that do not satisfy the conditions so that it remains to find the optimal failure probability in those cases.

The second remark is about the link between our result and the pure state case. Actually for two pure states, since \( F_0 = F|\Psi_0\rangle\langle\Psi_0|, F_1 = F|\Psi_1\rangle\langle\Psi_1| \) and \( \text{Tr}(\rho_0 \rho_1) = \text{Tr}(F_1 \rho_0) = F^2 \), the constraints \( \rho_0 - \alpha F_0 \geq 0, \rho_1 - \frac{1}{F} F_1 \geq 0 \) are always fulfilled and our result reduces to the one of Shimony and Jaeger. We can go beyond this remark and find under which conditions our bounds reduce to the ones in (11). Since our bounds are tighter, the bounds in (11) are reached if and only if, first, the condition in Theorem 4 are fulfilled and, second, the equalities \( \text{Tr}(\rho_0 |\Psi_1\rangle\langle\Psi_1|) = \text{Tr}(F_1 \rho_0) = F^2 \) hold (like in the pure state case). This is made more precise in the following corollary to Theorem 4:

**Corollary 2** Necessary and sufficient conditions to saturate the bounds in (11)

Consider a USD problem defined by the two density matrices \( \rho_0 \) and \( \rho_1 \) and their respective \textit{a priori} probabilities \( \eta_0 \) and \( \eta_1 \) such that their supports satisfy \( S_{\rho_0} \cap S_{\rho_1} = \{0\} \) (Any USD problem of two density matrices can be reduced to such a form according to (13)). Let \( F_0 \) and \( F_1 \) be the two operators \( \sqrt{\rho_0 \rho_1 \sqrt{\rho_0}} \) and \( \sqrt{\rho_1 \rho_0 \sqrt{\rho_0}} \). The fidelity \( F \) of the two states \( \rho_0 \) and \( \rho_1 \) is then given by \( \text{Tr}(F_0) = \text{Tr}(F_1) \). We denote by \( F_0 \) and \( F_1 \), the projectors onto the support of \( \rho_0 \) and \( \rho_1 \). The optimal failure probability \( Q^{\text{opt}} \) for USD then satisfies

\[
Q^{\text{opt}} = \eta_1 + \eta_0 F^2 \iff \rho_0 - F F_0 \geq 0 \quad \rho_1 - \frac{1}{F} F_1 = 0 \quad \text{for} \quad \sqrt{\frac{\eta_1}{\eta_0}} \leq F \tag{22}
\]

\[
Q^{\text{opt}} = 2\sqrt{\frac{\eta_0 \eta_1}{F}} F \iff \rho_0 - \sqrt{\frac{\eta_0}{\eta_1}} F_0 \geq 0 \quad \rho_1 - \sqrt{\frac{\eta_1}{\eta_0}} F_1 \geq 0 \quad \text{for} \quad F \leq \sqrt{\frac{\eta_1}{\eta_0}} \leq \frac{1}{F} \tag{23}
\]
\[ Q^{opt} = \eta_0 + \eta_1 F^2 \quad \Leftrightarrow \quad \rho_0 - \frac{1}{\sqrt{\eta_0}} F_0 = 0 \quad \rho_1 - F F_1 \geq 0 \quad \text{for} \quad \frac{1}{P} \leq \sqrt{\frac{\eta_1}{\eta_0}} \]

The POVM elements that realize these optimal failure probabilities, if the corresponding conditions are fulfilled, are given by

\[
\begin{align*}
E_0 &= \Sigma^{-1} \sqrt{\rho_0} (\rho_0 - \alpha F_0) \sqrt{\rho_0} \Sigma^{-1} \\
E_1 &= \Sigma^{-1} \sqrt{\rho_1} \left( \rho_1 - \frac{1}{\alpha} F_1 \right) \sqrt{\rho_1} \Sigma^{-1} \\
E_2 &= \Sigma^{-1} \left( \sqrt{\alpha} \sqrt{\rho_0} + \frac{1}{\sqrt{\alpha}} \sqrt{\rho_1} V \right) F_0 \left( \sqrt{\alpha} \sqrt{\rho_0} + \frac{1}{\sqrt{\alpha}} \sqrt{\rho_1} V \right)^\dagger \Sigma^{-1}
\end{align*}
\]

with \( \alpha = F \) for the first regime, \( \alpha = \sqrt{\frac{\eta_0}{\eta_1}} \) for the second regime and \( \alpha = \frac{1}{F} \) for the third regime.

In the first regime we find that \( E_1 = 0 \) because this operator is hermitian, positive semi-definite and its trace vanishes. The resulting POVM has to be a projective measurement with projections onto the support of \( \rho_1 \) and onto its orthogonal complement, i.e. \( E_0 = P_1^\perp \), \( E_3 = 0 \) and \( E_2 = P_1 \). A direct proof from the explicit expressions in Eqn. 18 is difficult, however a simple reasoning allows to verify this statement. We consider only the non-trivial case where the supports of \( \rho_1 \) and \( \rho_2 \) are not identical. Of course, a two-element USD POVM satisfies \( E_0 + E_1 = 1 \) with \( S_{E_0} \subset S_{\rho_1} \). Then its structure must be such that \( E_2 = P_1 + R \) where \( P_1 \) is the projection onto the support of \( \rho_1 \) and \( R \) is an operator with support \( S_R \subset S_{\rho_2}^\perp \) which satisfies \( E_0 + R = P_1^\perp \). Then it follows that \( Q = \eta_1 + \eta_0 \Tr(P_1 \rho_0) + \eta_0 \Tr(R \rho_0) \). In our non-trivial case we will have \( \Tr(R \rho_0) > 0 \) as soon as \( R \neq 0 \). Therefore we find as an optimal solution within this class of two-element USD POVM, the POVM with \( R = 0 \) leading to \( E_2 = P_1 \) and \( E_0 = 0 \). We can actually write the failure probability as \( Q^{opt} = \eta_1 + \eta_0 F^2 \). Indeed \( \rho_1 = \frac{1}{\sqrt{\eta_0}} F_1 \) then \( \rho_1^2 = \frac{1}{\eta_0} \sqrt{\rho_0} \sqrt{\rho_1} \). This implies \( F^2 \rho_1 = P_1 \rho_0 P_1 \) and finally \( \Tr(P_1 \rho_0) = F^2 \). This is consistent with the results derived above and gives the correct failure probability. In the third regime, we have \( E_0 = 0 \) and the corresponding POVM is a projective measurement with \( E_0 = 0, E_1 = P_0^\perp, E_2 = P_0 \).

Finally, let us note that the optimal error probability for the minimum error discrimination strategy is \( Q^{MED} = \frac{1}{2} \left( 1 - \Tr(|\eta_1 \rho_1 - \eta_0 \rho_0|) \right) \). Then, on one hand the trace distance is related to the minimum error discrimination while on the other hand the Fidelity is related to the unambiguous state discrimination strategy.

**VI. CONCLUSION**

To summarize, we have given new bounds on the failure probability of unambiguously discriminating two mixed states. Moreover, we provide necessary and sufficient conditions for two mixed states to saturate those bounds. With that result, we give the optimal USD POVM of a wide class of pairs of mixed states. This class corresponds to pairs of mixed states for which the lower bounds (one for each of the three regimes depending on the ratio between the \( a \) priori probabilities) on the failure probability \( Q \) are saturated. This class in non empty since it contains some pairs of generic mixed states as well as any pair of pure states. For those pairs, we provide the first analytical solutions for unambiguous discrimination of generic mixed states. This goes beyond known results which are all reducible to some pure state case. Additionally, we showed that there exists pairs of mixed states that cannot saturate the bounds.
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