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Abstract

Huge swirling storms known as hurricanes are tropical storms appearing in the North Atlantic Ocean and Northeast Pacific that result in winds of 120 km/hour and higher. The winds occurring during hurricanes are catastrophic resulting in immense damage to human life and property. Rapid assessment of damage caused by hurricanes is extremely important for the first responders. But this process is usually slow, expensive, labor intensive and prone to errors. The advancements in remote sensing and computer vision help in observing Earth at a different scale. In this paper, a Convolutional Neural Network model has been designed that assesses the damage caused to buildings of post hurricane satellite images. The images have been classified as Damaged and Undamaged. The model is composed of five convolutional layers, five pooling layers, one flattening layer, one dropout layer and two dense layers. Hurricane Harvey dataset consisting of 23000 images of size 128 X 128 pixels has been used in this paper. The proposed model performed best at learning rate of 0.00001 and 30 epochs with the Adam optimizer obtaining an accuracy of 0.95, precision of 0.97, recall of 0.96 and F1-score of 0.96. It also achieved the best accuracy and minimum loss.

1. Introduction

An increase in the occurrence of natural disasters has been evident from the year 1980. People residing in the disaster-prone areas are also increasing. This leads to a hike in losses and damage caused due to the natural disasters [1].

A low-pressure region that develops over the tropical or subtropical waters is known as a tropical cyclone. In the Atlantic basin, the tropical cyclones are known as hurricanes. The energy of the hurricanes is drawn through the warm surface waters. When the warm and moist air spirals in counter clockwise direction inwards towards the center, there is an increase in the wind speed which reaches its maximum in the area surrounding the calm center of the hurricane [2]. The hurricanes are very fatal causing excessive damage to human life and property.

Hurricanes are storms that are cataclysmic in nature. Table 1 presents the storm’s classification based on the wind speed. The storm is known as tropical storm when the wind speed is between 64 km/hour to 118 km/hour. When the wind speed is greater than 118 km/hour, it is known as a hurricane. A tropical depression occurs when the wind speed is below 64 km/hour. It becomes impossible to prevent an extreme weather event when the speed of the wind increases the above threshold.
Satellite images are gaining popularity for monitoring of hurricanes [3]. Satellite images help in assessing the situation by providing an aerial view. But this process is still dependent on inspection by humans and is thus slow and unreliable. Hence, computer vision comes into the picture.

Recently, due to the revolutionizing of computing capacity, there has been tremendous development in deep learning (DL) [4]. DL with Convolutional Neural Network (CNN) performs extremely well in case of classification of images. The CNN model extracts feature from the images, therefore there is no requirement for any other feature extraction methods [5].

CNN is a kind of feedforward network in which the convolution operation is applied instead of the general matrix multiplication. It consists of mainly three layers: convolutional layer, pooling layer and fully connected layer [6]. The convolutional layer helps in extracting features from the image. Convolutional filters along with mathematical operations are applied to the input image which produces feature maps. ReLU (Rectified Linear Unit) is applied after the convolutional operation for introducing nonlinearities in the network. ReLU f(x) = max (0, x) helps in speeding up the training of the network without any effect on the network performance. Pooling or subsampling layers helps in reduction of the dimensions of the feature maps in order to decrease the processing time [7]. After the extraction of features and the reduction of resolution by the convolutional and pooling layers, the network is flattened into a feature vector by passing through the fully connected layers. Output obtained from convolution and pooling layers exhibit high level features which are used for classification by the fully connected layers [7].

The major contribution of this research paper is as following:

1. A CNN based model has been proposed that comprises five convolutional layers, five pooling layers, one flattening layer, one dropout layer and two dense layers.
2. The impact of various hyperparameters such as optimizers and learning rate has been studied. Finally, the best model is found that will be beneficial for finding out the damage caused due to hurricanes automatically.

The remaining portion of the paper is organized as related work in Sect. 2, proposed methodology in Sect. 3, results and discussion in Sect. 4, comparison with state-of-the-art models in Sect. 5 and conclusion in Sect. 6.
2. Related Work

Recently, DL has proved to be beneficial for automatic detection of damages caused by hurricanes.

The author introduced and evaluated CNN models for the damage caused by natural disasters from the aerial imagery. The CNN models were trained on aerial videos named Volan 2018. Eight CNN models were trained by transfer learning that achieved 80.69% mAP and 74.48 % for high altitude and low altitude respectively [1]. A benchmark dataset was created from the data available publicly. The dataset was created for the Greater Houston area of Hurricane Harvey that occurred in the year 2017. The dataset could be utilized by the researchers for training and test of the object detection models for automatic detection of the damaged buildings [8]. Satellite images along with deep learning are being used for various applications such as in disaster response and monitoring of the environment. CNNs with post processing neural networks combined CNN predictions along with satellite metadata. An accuracy of 0.83 and F1 score of 0.797 was obtained for the IARPA fMoW dataset [5]. A model for change detection using CNN was designed for finding out the areas affected severely by Hurricane Harvey and an F1 score of 81.2% was obtained. The satellite images were thresholded and clustered to make grids from which the disaster impact was determined [9]. Deep Phurie- a deep CNN model was proposed for automatic estimation of hurricane intensity of satellite images. A smaller root mean squared error (RMSE) of 8.82 knots was obtained as compared to 11.2 knots RMSE obtained from the previously built model – Phurie [2]. A semantic segmentation NN known as U -Net along with the ResNet model was used to determine the damage caused to roads for the Digital Globe satellite images of Hurricane Harvey. An accuracy of 0.845 and F1 -score of 0.675 was obtained [10]. VGG-16 CNN/ Multilayer perceptron was used to classify time period and urgency for Hurricane Harvey 2017 images [11]. The accuracy improved by 4% when various resolutions of CNN model were used for training it. Satellite images and CNN models were used for assessing the damage caused to buildings [12]. The author achieved an accuracy of 80.66 % and the root mean square of 10.18 knots were obtained when estimation of intensity was done of the HURDAT2 satellite dataset by using deep CNN [13]. mAP and mF1 of 44.83 and 56.025 were obtained when a single shot multibox detector method was used in determination of damage caused by Hurricane Sandy in the year 2012. For determination of damage from the post disaster images, a Convolutional Auto -Encoder consisting of VGG 16 was used [14]. An accuracy of 88.3% was achieved when a semi-supervised classification method was applied to the Hurricane Sandy dataset. This method consisted of three steps: segmentation, convolutional auto-encoder and fine-tuning using CNN. These techniques are used when there are more of unlabelled samples and less of labelled samples [15]. Various combinations of three neural networks were taken into account and it was found that when different colour masks of the relevant objects were taken, they performed in a better way. The first neural network was used for pre-processing and the second and third neural networks were useful for extracting features. These networks were used for detecting damage caused to buildings [16].

This paper is based on the choice of an optimal hyperparameter to reduce losses and improve performance of the proposed model.
3. Dataset Preparation

Hurricane Harvey dataset comprising 23000 satellite images has been used for the automatic damage detection. The images are further increased by the data augmentation techniques.

3.1 Dataset Analysis

Dataset used in this paper comprises the satellite images obtained after Hurricane Harvey that occurred in the Greater Houston region. The satellite images have been labeled as “damaged” and “undamaged” for the assessment of damage caused to buildings due to the hurricane. The images labelled as “damaged” indicate buildings affected by the hurricane and “undamaged” label indicate the buildings which were unaffected by the hurricane disaster. The number of “damaged “class images are 15000 and “undamaged” class images are 8000 in number. The dataset is divided into 15525 training images, 1725 validation images and 5750 testing images. Figure 1 shows damaged and undamaged sample images.

3.2 Dataset Pre-processing

Pre-processing is the most important stage in image processing because it causes an improvement in the features of the satellite images and also helps in suppressing unnecessary data present in the image [17] [18]. Normalization and data augmentation are the two steps under pre-processing.

3.2.1 Normalization

Data normalization is a very important step since it is used for maintaining numerical stability in the CNN models. Data normalization causes a CNN model to learn quickly and also makes its gradient descent stable. Hence, normalization of the pixel values of the images have been done in the range 0–1. This also makes the model unbiased in nature to the higher pixel values or feature values. The rescaling was done through multiplication of 1/255 along with the pixel values.

3.2.2 Data Augmentation

Data augmentation is used for expanding the size of the dataset [20]. The augmentation not only helps in increasing the dataset size but also is used for incorporating diversity in the dataset. This allows in improving the generalizability of the model. The model also becomes more robust when trained on slightly different new images [21][22].

Image Data Generator has been used for image augmentation. It augments the images in real time meaning that images are augmented on the fly during the training stage. This method saves a lot of memory. It returns only the images that have been transformed without adding to the original set of images. The images were increased from 23000 to 46800 images.

In this paper, data augmentation techniques such as zooming, rotation, horizontal flip and height/width shifting have been performed. In rotation technique, the image is rotated by an angle. Rearrangement of pixels takes place due to flipping while feature protection is kept intact.
The specifications of these data augmentation transformations are given in Table 2. The image is rotated by 40 degrees in the clockwise direction. 0.2 Width shift range is the upper bound of fraction of the total width range by which image will be either shifted right or left. Similarly, 0.2 height shift range specifies the fraction by which image will be shifted along the y-axis. A value of 0.2 zoom means the image will be zoomed between the range [0.8–1.2]. The image is flipped horizontally through the horizontal flip transformation.

| S.No. | Augmentation Method     | Value |
|-------|-------------------------|-------|
| 1     | Rotation range          | 40    |
| 2     | Width shift range       | 0.2   |
| 3     | Height Shift range      | 0.2   |
| 4     | Zoom range              | 0.2   |
| 5     | Horizontal flip         | True  |

3.3 Design of the Proposed CNN Model

A CNN model has been proposed for hurricane damage detection consisting of 15 layers. In our CNN model, consisting of five convolutional layers, five pooling layers, one dropout layer and two dense layers, there comes out to be 1,061,826 trainable parameters. The model depth is dependent on how complex are the features that are to be extracted out from the images. As our dataset consists of only two classes, a shallow network works well in terms of both generalization and the training time.

In the proposed CNN model, an input image is of 128*128*3 size that is applied to a convolutional layer of 32 filters generating an image of size 126*126*32. After that, max pooling layer of 2*2 pool size is applied generating an image of size 63*63*32. Further, convolutional layers comprising 64,128,128 and 256 filters are applied and each convolutional layer is followed by a max pooling layer.

After the max pooling layer, a flattening layer is applied. The flattening layer is followed by a dropout layer of 0.5. Dropout layer is used for making model distribution of the weights regular. The value of 0.5 in the dropout layer means that half or 50% of the neurons will be dropped randomly at each epoch. The addition of a dropout layer helps in reduction of overfitting of the CNN model [23]. The design of the CNN model has been shown in Fig. 3.

Table 3 shows the parameters in terms of filter size, image size and total number of parameters. An input image of 128*128*3 size is applied to a convolutional layer of size 128*128*3 of filter size 3*3 and comprising 32 filters. An output image of size 126*126*32 is obtained and 896 parameters are generated.
This image is then applied to a max pooling layer of pool size 2*2 which returns an output of size 63*63*32. This output is then given as input to the second convolutional layer comprising 64 filters that returns 18496 parameters. The output of size 61*61*64 is then given to the second max pooling layer that returns an output of size 30*30*64. The third convolutional layer returns an output of 28*28*128 size generating 73856 parameters. The third and the fourth convolutional layer comprised 128 filters. Each convolutional layer is followed by a max pooling layer. The fifth convolutional layer comprises 256 filters of size 3*3 and returned 295168 parameters. The fifth max pooling layer is followed by a flattening, dropout and two dense layers. The first dense layer returns 524800 parameters and the second dense layer returns 1026 parameters. The activation function of all the convolutional layers and the first dense layer is the ReLU function whereas the activation function of the last dense layer is the sigmoid function. ReLU activation function is faster, simpler and works well whereas sigmoid function helps to predict the probability of the output since its values lie between 0 and 1.
### Table 3
Parameters of the Proposed CNN Model

| Layers       | Input Image Size | Filter Size | No. of Filter | Activation Function | Output Size | Parameters |
|--------------|------------------|-------------|---------------|---------------------|-------------|------------|
| 1            | Input Image      | 128*128*3   | --            | --                  | --          | --         |
| 2            | Convolutional    | 128*128*3   | 3*3           | 32                  | ReLU        | 126*126*32 | 896        |
| 3            | Max Pooling      | 126*126*32  | Pool size     | --                  | --          | 63*63*32   | 0          |
| 4            | Convolutional    | 63*63*32    | 3*3           | 64                  | ReLU        | 61*61*64   | 18496      |
| 5            | Max Pooling      | 61*61*64    | Pool size     | --                  | --          | 30*30*64   | 0          |
| 6            | Convolutional    | 30*30*64    | 3*3           | 128                 | ReLU        | 28*28*128  | 73856      |
| 7            | Max Pooling      | 28*28*128   | Pool size     | --                  | --          | 14*14*128  | 0          |
| 8            | Convolutional    | 14*14*128   | 3*3           | 128                 | ReLU        | 12*12*128  | 147584     |
| 9            | Max Pooling      | 12*12*128   | Pool size     | --                  | --          | 6*6*128    | 0          |
| 10           | Convolutional    | 6*6*128     | 3*3           | 256                 | ReLU        | 4*4*256    | 295168     |
| 11           | Max Pooling      | 4*4*256     | Pool size     | --                  | --          | 2*2*256    | 0          |
| 12           | Flatten          | 2*2*256     | --            | --                  | --          | 1024       | 0          |
| 13           | Dropout          | 1024        | --            | --                  | --          | 1024       | 0          |
| 14           | Dense            | 1024        | --            | ReLU                | 512         | 524800     |
| 15           | Dense            | 512         | --            | sigmoid             | 2           | 1026       |

### 4. Results And Discussion

This section includes the discussion of results that were obtained from the proposed CNN model after change of the various hyperparameters like optimizers and learning rates. The learning rate is that hyperparameter that helps to control how much the model needs to change in response to the estimated error every time the weights of the model are updated. Choosing an appropriate value of learning rate is very important as a very small value can cause a longer training process and a very large learning rate
optimizers are methods that help in minimizing the loss function or help in maximizing the efficiency. Optimizers are dependent on biases and weights. An optimizer helps in deciding how to change learning rates and weights so as to reduce the losses.

4.1 Performance Metrics

The various performance metrics [24–28] evaluated along with their equations are given below. TP stands for True Positive, FP stands for False Positives and TN and FN represent True Negative and False Negative respectively.

Accuracy – It is obtained by dividing the correct predictions by the total predictions as shown in Eq. 1.

\[
Accuracy = \frac{TP + TN}{TP + TN + FN + FP}
\] (1)

Precision - This metric gives the predicted positive labels out of all the positive labels as shown in Eq. 2.

\[
Precision = \frac{TP}{TP + FP}
\] (2)

Recall – Recall is obtained by dividing true predicted labels by the total estimated labels as shown in Eq. 3. It is also known as sensitivity.

\[
Recall = \frac{TP}{TP + FN}
\] (3)

F1 – score – It is the harmonic mean of precision and recall as shown in Eq. 4.

\[
F1-score = \frac{2 \times Precision \times Recall}{Precision + Recall}
\] (4)

4.2 Specifications of Different Optimizers Used for Simulation

For classification of the hurricane images into damaged and undamaged classes, the proposed model is simulated using various deep learning optimizers. The optimizers used are Adagrad (Adaptive Gradient Algorithm), SGD (Stochastic Gradient Descent), RMSprop (Root Mean Squared Propagation) and Adam (Adaptive Moment Estimation). The learning specifications of the deep learning optimizers are given below in Table 4.
### Table 4
Deep learning Optimizers' Learning Specifications

| Optimizers | Specifications |
|------------|----------------|
| SGD        | learning rate = 1.E-03, momentum = 0.9, decay = learning rate / EPOCHS |
| Adagrad    | learning rate = 1.E-03, epsilon = 1e-07, decay = learning rate / EPOCHS |
| RMSprop    | learning rate = 1.E-03, rho = 0.9, epsilon = 1e-07, decay = learning rate / EPOCHS |
| Adam       | learning rate = 1.E-03, beta1 = 0.9, beta2 = 0.999, epsilon = 1e-07, decay = learning rate / EPOCHS |

### 4.3 Results Analysis for Different Optimizers at Learning Rates 0.000001

This section describes the results of the experiment performed on the Hurricane Harvey dataset using a proposed CNN model with four different optimizers. The proposed model was analysed at learning rate = 0.000001 and 30 epochs.

#### 4.3.1 Analysis of Accuracy and Loss

The performance in terms of training accuracy, training loss, training recall, validation accuracy, validation loss and validation recall for the various optimizers at learning rate of 0.000001 and 30 epochs is shown in Table 5. From the Table 5, it can be analysed that RMSProp performed best for training accuracy, training loss, training recall, validation accuracy and validation loss whereas Adam optimizer performed best for validation recall parameter.

| Optimizer | Training Accuracy | Training Loss | Training Recall | Validation Accuracy | Validation Loss | Validation Recall |
|-----------|-------------------|---------------|-----------------|---------------------|-----------------|-------------------|
| Adagrad   | 0.5566            | 2.2566        | 0.6186          | 0.6464              | 1.0964          | 0.1977            |
| SGD       | 0.5806            | 1.5373        | 0.5457          | 0.6510              | 0.7467          | 0.6678            |
| RMSProp   | **0.8234**        | **0.4485**    | **0.8150**      | **0.8435**          | **0.4076**      | **0.8446**        |
| Adam      | 0.7988            | 0.5057        | 0.7861          | 0.8058              | 0.4814          | **0.8736**        |

Figure 4 shows the Model Accuracy for different Optimizers at each epoch with LR of 0.000001. Simulation is done for 30 epochs with four optimizers [29]. Figure 4 (a) shows the model accuracy for Adagrad [30] optimizer, Fig. 4 (b) shows for SGD optimizer [31], Fig. 4(c) shows model accuracy for
RMSProp optimizer [32] whereas Fig. 4 (d) shows model accuracy for Adam optimizer [33]. From the Fig. 4, it can be analysed that RMSProp performed best whereas Adagrad performed the worst in terms of model accuracy.

Figure 5 shows the Model Loss for different Optimizers at each epoch with LR of 0.000001. Simulation is done for 30 epochs with four optimizers. Figure 4 (a) shows the model loss for Adagrad optimizer, Fig. 4 (b) shows for SGD optimizer, Fig. 4(c) shows model loss for RMSProp optimizer whereas Fig. 4 (d) shows model loss for Adam optimizer. From the Fig. 5, it can be analyzed that RMSProp performed best whereas Adagrad performed the worst in terms of model loss.

4.3.2 Analysis of Different Confusion Matrix Parameters

Figure 6 shows the confusion matrix of the proposed model for different optimizers at a learning rate of 0.000001. Figure 6 (a),(b),(c),(d) shows the confusion matrices for the Adagrad, SGD, RMSProp and Adam optimizer respectively. In the confusion matrix, two classes are shown that are damaged and undamaged.

Table 6 shows the different confusion matrix parameters of the optimizers at a learning rate of 0.000001. From Table 6, it can be analysed that RMSProp performed best in terms of accuracy and F1-score, Adam performed best in terms of precision and Adagrad performed best in terms of recall.

| Optimizer | Accuracy (%) | Precision | Recall | F1-Score |
|-----------|--------------|-----------|--------|----------|
| Adagrad   | 0.64         | 0.65      | 0.98   | 0.78     |
| SGD       | 0.66         | 0.68      | 0.91   | 0.78     |
| RMSProp   | 0.85         | 0.87      | 0.91   | 0.89     |
| Adam      | 0.83         | 0.88      | 0.86   | 0.87     |

The comparison of four optimizers in terms of confusion matrix parameters is shown graphically also in Fig. 7. From Fig. 7, it can be concluded that RMSProp and Adam are good in terms of accuracy, precision and F1-score whereas Adagrad performed best in terms of recall. Overall Rmsprop performed best and obtained an accuracy of 85%, precision of 87%, recall of 91% and F1-score of 89%.
4.4 Results Analysis for Different Optimizers at Learning Rates 0.00001

The performance in terms of training accuracy, training loss, training recall, validation accuracy, validation loss and validation recall for the various optimizers at learning rate of 0.00001 and 30 epochs is presented in this section.

4.4.1 Analysis of Accuracy and Loss

The analysis at a learning rate of 0.00001 and 30 epochs is shown in Table 7. From Table 7, it can be seen that Adam optimizer outperformed other optimizers as it achieved highest training and validation accuracy and recall and lowest loss. Adam optimizer performs the best as it is a combination of the best properties of both RMSProp and Adagrad optimizer.

| Optimizer | Training Accuracy | Training Loss | Training Recall | Validation Accuracy | Validation Loss | Validation Recall |
|-----------|-------------------|---------------|-----------------|---------------------|-----------------|-------------------|
| Adagrad   | 0.6556            | 0.8123        | 0.6176          | 0.7264              | 0.5749          | 0.7652            |
| SGD       | 0.6757            | 0.6813        | 0.6546          | 0.7687              | 0.5859          | 0.7867            |
| RMSProp   | 0.9484            | 0.1344        | 0.9477          | 0.9513              | 0.1213          | 0.9501            |
| Adam      | 0.9599            | 0.1076        | 0.9579          | 0.9519              | 0.1153          | 0.9519            |

Figure 8 shows the Model Accuracy for different Optimizers at LR = 0.00001. The optimizers considered are Adagrad, SGD, RMSprop and Adam. Simulation is done for 30 epochs with four optimizers. Figure 8 (a) shows the model accuracy for Adagrad optimizer, Fig. 8(b) shows for SGD optimizer, Fig. 8(c) shows model accuracy for RMSProp optimizer whereas Fig. 8(d) shows model accuracy for Adam optimizer. From the Fig. 4, it can be analyzed that Adam optimizer performed best whereas Adagrad performed the worst in terms of model accuracy.

Figure 9 shows the Model Loss for different Optimizers at each epoch with LR of 0.00001. Simulation is done for 30 epochs with four optimizers. Figure 9 (a) shows the model loss for Adagrad optimizer, Fig. 9 (b) shows for SGD optimizer, Fig. 9(c) shows model loss for RMSProp optimizer whereas Fig. 9(d) shows model loss for Adam optimizer. From the Fig. 9, it can be analyzed that Adam performed best whereas Adagrad and SGD performed the worst in terms of model loss.

4.4.2 Analysis of Different Confusion Matrix Parameters
Figure 10 shows the confusion matrix of the proposed model for different optimizers at a learning rate of 0.000001. Figure 10 (a), (b), (c), (d) shows the confusion matrices for the Adagrad, SGD, RMSProp and Adam optimizer respectively.

In the confusion matrix, two classes are shown that are damaged and undamaged. Performance based on the different confusion matrix parameters such as accuracy, recall, precision and F1-score [34][35] has been discussed. Table 8 shows the classification performance of the four optimizers at learning rate = 0.000001 and 30 epochs. It was found that Adam outperformed other optimizers and achieved the best accuracy and precision of 0.95 and 0.97. An equal F1-score of 0.96 was obtained by both Adam and RMSProp optimizer. RMSProp optimizer achieved the best recall of 0.97.

| Optimizer | Accuracy (%) | Precision | Recall | F1-Score |
|-----------|--------------|-----------|--------|----------|
| Adagrad   | 0.73         | 0.72      | 0.95   | 0.82     |
| SGD       | 0.78         | 0.83      | 0.83   | 0.83     |
| RMSProp   | 0.94         | 0.95      | 0.97   | 0.96     |
| Adam      | 0.95         | 0.97      | 0.96   | 0.96     |

The comparison of four optimizers in terms of confusion matrix parameters is shown graphically also in Fig. 11. From Fig. 11, it can be concluded that RMSProp and Adam are good in terms of accuracy, precision, recall and F1-score. Overall Adam optimizer performed best and obtained an accuracy of 95%, precision of 97%, recall of 96% and F1-score of 96%.

4.5 Comparison of LR 0.000001 and LR 0.00001

Figure 12 shows the comparison of the confusion matrix parameters at learning rates 0.000001 and 0.00001. Figure 12 (a) shows comparison of accuracy, 12(b) comparison of precision, 12(c) comparison of recall and 12(d) shows the comparison of F1-score. It can be analysed from figure 12(a) that Adam optimizer achieves the best accuracy of 0.95 at learning rate of 0.00001. From figure 12 (b), it can be inferred that Adam optimizer obtains the best precision of 0.97 at learning rate of 0.00001. From figure 12 (c), it can be seen that Adagrad obtained the best recall of 0.98 at learning rate of 0.000001, followed by recall of 0.97 obtained by RMSProp and 0.96 obtained by Adam optimizer at learning rate of 0.00001. An equal F1-score of 0.96 is obtained by both RMSProp and Adam optimizer at a learning rate of 0.00001 as can be seen from figure 12(d). Thus, it can be inferred that the Adam optimizer is performing best at a learning rate of 0.00001.

5. Comparison Of The Proposed Model With State-of-the-art Models
The suggested model has been compared with the state-of-the-art models as shown in Table 9. The suggested model consisted of 15 layers and gave the best results at learning rate of 0.00001 and 30 epochs with the Adam optimizer. 23000 images of damaged and undamaged classes were considered for the suggested model. The suggested model achieved an accuracy of 0.95, precision of 0.97, recall of 0.96 and F1-score of 0.96 which were better than the other models. Li et al. [14] worked on damage detection of 5041 images and obtained an F1-score of 56.025. Pradhan et al. [13] performed intensity estimation and obtained an accuracy of 80.66 %. Li et al. [15] obtained an accuracy of 88.3 % while finding out the damage caused due to Hurricane Sandy. Dotel et al. [3] obtained an accuracy of 84.5 % for damage detection of Hurricane Harvey. Doshi et al. [9] obtained a F1 score of 81.2% for Hurricane Harvey damage detection.

Table 9
Comparison of the Proposed Model with State of Art Models

| Reference          | Number of Classes | Number of Images | Image Size    | Hurricane Name | Intensity Estimation/ Damage Detection | Results          |
|--------------------|-------------------|------------------|---------------|----------------|----------------------------------------|------------------|
| Li et al. [14]     | 3                 | 5041             | 1920x1080     | Sandy          | Damage Detection                        | F1-score – 56.025|
| Pradhan et al. [13]| 5                 | 48828            | 232x232       | cyclones       | Intensity Estimation                    | Accuracy-80.66%  |
| Li et al. [15]     | 3                 | 700              | 1920x1080     | Sandy          | Damage Detection                        | Accuracy-88.3%   |
| Dotel et al. [3]   | 2                 | 18474            | 9351x9351     | Harvey         | Damage Detection                        | Accuracy - 84.5 %|
| Doshi et al. [9]   | 2                 | 1000             | 256x256       | Harvey         | Damage Detection                        | F1-score-81.2%   |
| Proposed Model     | 2                 | 23000            | 128x128       | Harvey         | Damage Detection                        | Accuracy-95%     |

6. Conclusion

In this paper, a convolutional neural network has been proposed for the automatic detection of damage caused to buildings using the satellite images due to the Hurricane Harvey that occurred in the Greater Houston region in the year 2017. Damage detection after the natural disasters is of prime importance for the first responders so that the people affected by the hurricane disaster can be provided aid at the earliest. The proposed model was made up of 15 layers consisting of five convolutional layers, five max pooling layers, one flattening layer, one dropout layer and two dense layers. Four optimizers that is Adagrad, SGD, RMSPROP and Adam were compared at different learning rates and at 30 epochs. It was
found that the proposed model worked best with the Adam optimizer at learning rate of 0.00001 and 30 epochs. An accuracy of 0.95, precision of 0.97, recall of 0.96 and F1-score of 0.96 were obtained.
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