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Abstract. In this paper, we consider the stochastic Langevin equation with additive noises, which possesses both conformal symplectic geometric structure and ergodicity. We propose a methodology of constructing high weak order conformal symplectic schemes by converting the equation into an equivalent autonomous stochastic Hamiltonian system and modifying the associated generating function. To illustrate this approach, we construct a specific second order numerical scheme and prove that its symplectic form dissipates exponentially. Moreover, for the linear case, the proposed scheme is also shown to inherit the ergodicity of the original system, and the temporal average of the numerical solution is a proper approximation of the ergodic limit over long time. Numerical experiments are given to verify these theoretical results.
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1. Introduction. A common way to describe dissipative systems which interact with their environment, especially in the fields of molecular simulations, quantum systems, cell migrations, chemical interactions, electrical engineering, and finance (see [8, 10, 20] and references therein), is by means of the stochastic Langevin equation. The stochastic Langevin equation considered in this paper is a dissipative Hamiltonian system, whose phase flow preserves conformal symplectic geometric structure [4] as an extension of the deterministic case. Namely, its symplectic form dissipates exponentially. One can also show that the considered stochastic Langevin equation is ergodic [13, 14, 21] with a unique invariant measure, i.e., the Boltzmann–Gibbs measure [4, 6]. This dynamical behavior implies that the temporal average of the solution will converge to its spatial average, which is also known as the ergodic limit, with respect to the invariant measure over long time.

This work proposes an approach for constructing high weak order conformal symplectic schemes that accurately approximates the exact solution, while preserving both the geometric structure and the dynamical behavior of the system. We illustrate this approach by a specific case and show that the proposed scheme for this particular case inherits the ergodicity of the original system with a unique invariant measure. The weak convergence error, as well as the approximate error of the ergodic limit, is proved to be of order two.
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There have been several works concentrating on the construction of numerical schemes for the stochastic Langevin equation, mainly based on the splitting technique. For instance, [4] constructs a class of the conformal symplectic integrators to preserve the conformal symplectic structure, and [18, 19] propose quasi-symplectic methods which can degenerate into symplectic ones when the system degenerates into a stochastic Hamiltonian system. The convergence rates of these schemes depend heavily on the splitting forms. As for the ergodicity, to the best of our knowledge its numerical analysis in general contains two aspects. The first is to construct numerical schemes that inherit the ergodicity (see, e.g., [13, 21]) and to give the error between the numerical invariant measure and the original one (see, e.g., [5, 7]). The other aspect is to approximate the ergodic limit with respect to the original invariant measure via the numerical temporal averages for some empirical test functions (see, e.g., [12, 14, 19]). In the latter case, the numerical solutions may not be ergodic.

In this paper, for the considered stochastic Langevin equation, we aim to construct numerical schemes which are of high weak order and are conformally symplectic. To achieve these aims without incurring the complexity of the high order splitting technique, we introduce a transformation from the stochastic Langevin equation to an autonomous stochastic Hamiltonian system. It then suffices to construct high order symplectic schemes for the autonomous Hamiltonian system, which turn out to be conformal symplectic schemes of the original system based on the inverse transformation of the phase spaces. The discretization of the modified equations, which are constructed by modifying the drift and diffusion functions as polynomials with respect to some time step, represents a powerful tool for obtaining high weak order schemes. For example, [1] constructs high order stochastic numerical integrators for general stochastic differential equations (SDEs), but these schemes may not be symplectic when applied to the Hamiltonian systems. Based on the internal properties of the Hamiltonian systems, [2] proposes a method for constructing high weak order stochastic symplectic schemes with multiple stochastic Itô integrals, using truncated generating functions. Based on these schemes, [24] gives their associated modified equations via generating functions. To reduce the simulation cost and still get high weak order symplectic schemes, inspired by [1, 2, 24], we modify the generating function for the equivalent stochastic Hamiltonian system and derive associated symplectic numerical methods by truncating modified generating functions. We would like to mention that this class of methods reduces the simulation of multiple stochastic Itô integrals by simulating products of increments of Wiener processes instead. We illustrate this approach with the construction of a stochastic numerical scheme that has weak order two. For the proposed numerical scheme, both the discretized phase volume and symplectic form dissipate exponentially, which coincides with the behavior of their exact counterparts in the original stochastic Langevin equation. Furthermore, the proposed scheme, similar to the original system, is proved to possess a numerical invariant measure that is unique for the linear case, which implies the ergodicity of the numerical solution. Finally, we verify that both the weak convergence error of the numerical scheme and the error of ergodic limit are of order two.

An outline of this paper is as follows. Section 2 gives a review of some basic properties of the stochastic Langevin equation, as well as the generating function of the stochastic Hamiltonian system, and also the transformation between the stochastic Langevin equation and an autonomous stochastic Hamiltonian system. In section 3, a weakly convergent conformal numerical scheme, which possesses an invariant measure, is proposed by means of modified generating functions and the transformation of phase space. In section 4, we show that both the weak convergence rate of the proposed
scheme and the approximation error of the ergodic limit are of order two, based on the uniform estimate of the numerical solutions. Finally, we give some numerical tests to verify the theoretical results in section 5.

2. Stochastic Langevin equations. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, \(\mathcal{F}_t\) be the filtration for \(t \geq 0\), and \(W(t) = (W_1(t), \ldots, W_m(t))^\top\) be an \(m\)-dimensional standard Wiener process associated to \(\{\mathcal{F}_t\}_{t \geq 0}\). Denote the 2-norm for both matrices and vectors by \(\| \cdot \|\) and the determinant of matrices by \(| \cdot |\), and let \(C\) be a generic constant, independent of \(h\), that may differ from line to line.

2.1. Stochastic conformal symplectic structure and ergodicity. In this section, we focus on the stochastic Langevin equation driven by additive noises with deterministic initial values \(P(0) = p \in \mathbb{R}^d\) and \(Q(0) = q \in \mathbb{R}^d\), of the following form:

\[
\begin{align*}
\mathrm{d}P &= -f(Q) \mathrm{d}t - v \mathrm{d}t - \sum_{r=1}^{m} \sigma_r \mathrm{d}W_r(t), \\
\mathrm{d}Q &= MP \mathrm{d}t, \quad t \in [0, T],
\end{align*}
\]

where \(f \in C^\infty(\mathbb{R}^d, \mathbb{R}^d)\), \(M \in \mathbb{R}^{d \times d}\) is a positive definite symmetric matrix, \(v > 0\) is the absorption coefficient, and \(\sigma_r \in \mathbb{R}^d\) with \(r \in \{1, \ldots, m\}\), \(m \geq d\), and \(\text{rank}\{\sigma_1, \ldots, \sigma_m\} = d\). In addition, assume that there exists a scalar function \(F \in C^\infty(\mathbb{R}^d, \mathbb{R})\) satisfying

\[
\begin{align*}
f_i(Q) &= \frac{\partial F(Q)}{\partial Q_i}, \quad i = 1, \ldots, d.
\end{align*}
\]

To simplify the notation, we will remove any mention of the dependence on \(\omega \in \Omega\) unless it is absolutely necessary to avoid confusion. Note that (1), as well as all the other SDEs in what follows, holds almost surely with respect to \(\mathbb{P}\). It is well known that if \(v = 0\), (1) turns out to be a separable stochastic Hamiltonian system (SHS) which possesses stochastic symplectic structure and phase volume preservation [17]. However, when \(v > 0\), the symplectic form of (1) dissipates exponentially, i.e.,

\[
\mathrm{d}P(t) \wedge \mathrm{d}Q(t) = e^{-vt} \mathrm{d}p \wedge \mathrm{d}q \quad \forall \ t \geq 0,
\]

which characterizes the long-time tracking of the solutions to (1), as well as the phase volume \(\text{Vol}(t)\). Namely, denoting by \(D_0 = D_t(\omega) \subset \mathbb{R}^{2d}\) a random domain which has finite volume and is independent of Wiener processes \(W(t)\) with respect to the system (1), one can obtain

\[
\text{Vol}(t) = \int_{D_0} \, \mathrm{d}p_1 \cdots \mathrm{d}p_d \mathrm{d}q_1 \cdots \mathrm{d}q_d
\]

\[
= \int_{D_0} \left| \frac{\partial (P_1, \ldots, P_d, Q_1, \ldots, Q_d)}{\partial (p_1, \ldots, p_d, q_1, \ldots, q_d)} \right| \, \mathrm{d}p_1 \cdots \mathrm{d}p_d \mathrm{d}q_1 \cdots \mathrm{d}q_d,
\]

where the determinant of Jacobian matrix \(\left| \frac{\partial (P_1, \ldots, P_d, Q_1, \ldots, Q_d)}{\partial (p_1, \ldots, p_d, q_1, \ldots, q_d)} \right| = e^{-vt}d\) with \(d\) being the dimension [16, 17].

As another well-known long-time behavior, the ergodicity of (1) is shown in [13] by proving that (1) possesses a unique invariant measure \(\mu\). Noticing that (1) satisfies the hypoelliptic setting

\[
\text{span}\{U_i, [U_0, U_j], i = 0, \ldots, m, j = 1, \ldots, m\} = \mathbb{R}^{2d}
\]
with vector fields \( U_0 = ((-f(Q) - vP)\top, (MP)\top)\top \) and \( U_j = (\sigma_j\top, 0)\top, j = 1, \ldots, m, \) which together with the following assumption yields the ergodicity of (1).

**Assumption 2.1** (see [13]). Let \( F \in C^\infty(\mathbb{R}^d, \mathbb{R}) \) satisfy that

(i) \( F(u) \geq 0 \) for all \( u \in \mathbb{R}^d; \)

(ii) there exist \( \alpha > 0 \) and \( \beta \in (0, 1) \) such that for all \( u \in \mathbb{R}^d, \) it holds

\[
\frac{1}{2} u^\top f(u) \geq \beta F(u) + \nu_2 \frac{\beta(2 - \beta)}{8(1 - \beta)} \|u\|^2 - \alpha.
\]

Intuitively speaking, the ergodicity of (1) reads that the temporal averages of \( P(t) \) and \( Q(t) \) starting from different initial values will converge almost everywhere to its spatial average with respect to the invariant measure \( \mu. \) More precisely,

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbb{E}^{(p,q)}[\psi(P(t), Q(t))] dt = \int_{\mathbb{R}^d} \psi d\mu \quad \forall \psi \in C_b(\mathbb{R}^{2d}, \mathbb{R})
\]

in \( L^2(\mathbb{R}^{2d}, \mu), \) where \( \mathbb{E}^{(p,q)}[\cdot] \) denotes the expectation starting from \( P(0) = p \) and \( Q(0) = q. \) In the following, we use the notation \( \mathbb{E} \) instead of \( \mathbb{E}^{(p,q)} \) to simplify the notation.

Next, we aim to convert (1) into an equivalent homogenous SHS via a transformation of phase space, such that one can construct conformal symplectic schemes for (1) based on symplectic schemes of the homogenous SHS. To this end, denoting \( X_i(t) = e^{vt}P_i(t) \) and \( Y_i(t) = Q_i(t) \) and applying Itô’s formula to \( X_i(t) \) and \( Y_i(t) \) for \( i = 1, \ldots, d, \) one can rewrite (1) as

\[
dX_i = -e^{vt}f_i(Y_1, \ldots, Y_d) dt - e^{vt} \sum_{r=1}^{m} \sigma_{ir} dW_r(t), \quad dY_i = e^{-vt} \sum_{j=1}^{d} M_{ij} X_j dt
\]

with \( X_i(0) = p_i \) and \( Y_i(0) = q_i. \) It is obvious that (4) is a nonautonomous SHS with time-dependent Hamiltonian functions

\[
\tilde{H}_0 = e^{vt} F(Y_1, \ldots, Y_d) + \frac{1}{2} e^{-vt} \sum_{i,j=1}^{d} X_i M_{ij} X_j, \quad \tilde{H}_r = e^{vt} \sum_{i=1}^{d} \sigma_{ir} Y_i.
\]

To obtain an autonomous SHS we introduce two new variables \( X_{d+1} \in \mathbb{R} \) and \( Y_{d+1} \in \mathbb{R} \) as the \( (d+1) \)th components of \( X \) and \( Y, \) respectively, satisfying

\[
dY_{d+1} = dt, \quad dX_{d+1} = -\frac{\partial\tilde{H}_0}{\partial t} dt - \sum_{r=1}^{m} \frac{\partial\tilde{H}_r}{\partial t} \circ dW_r(t)
\]

with \( Y_{d+1}(0) = 0 \) and \( X_{d+1}(0) = F(q_1, \ldots, q_d) + \frac{1}{2} \sum_{i,j=1}^{d} p_i M_{ij} p_j + \sum_{r=1}^{m} \sum_{i=1}^{d} \sigma_{ir} q_i. \) Here the notation “\( \circ \)” means that the equation holds in the Stratonovich integral sense. Then (4) becomes the \( (2d+2) \)-dimensional autonomous SHS

\[
dX = -\frac{\partial\tilde{H}_0}{\partial Y} dt - \sum_{r=1}^{m} \frac{\partial\tilde{H}_r}{\partial Y} \circ dW_r(t), \quad dY = \frac{\partial\tilde{H}_0}{\partial X} dt + \sum_{r=1}^{m} \frac{\partial\tilde{H}_r}{\partial X} \circ dW_r(t),
\]

with \( X(0) = (X_1(0), \ldots, X_{d+1}(0)) \in \mathbb{R}^{d+1}, Y(0) = (Y_1(0), \ldots, Y_{d+1}(0)) \in \mathbb{R}^{d+1}, \) and
new Hamiltonian functions

\[ H_0(X, Y) = e^{Y_{d+1}} F(Y_1, \ldots, Y_d) + \frac{1}{2} e^{-Y_{d+1}} \sum_{i,j=1}^{d} X_i M_{ij} X_j + X_{d+1}, \]

\[ H_r(X, Y) = e^{Y_{d+1}} \sum_{i=1}^{d} \sigma_i^r Y_i. \]

Here, (5) is called the associated autonomous SHS of (1), and its phase flow preserves the stochastic symplectic structure. Notice that the motion of the system can be described by different kinds of generating functions (see \([2, 23]\) and references therein).

We consider only the first kind of generating function \(S\) in this article.

### 2.2. Generating functions.

For convenience, we denote \(X(0) = x\) and \(Y(0) = y\). It is revealed in \([22]\) that the generating function \(S(X, y, t)\) related to (5) is the solution of the following stochastic Hamilton–Jacobi partial differential equation:

\[ d_t S(X, y, t) = H_0 \left( X, y + \frac{\partial S}{\partial X} \right) dt + \sum_{r=1}^{m} H_r \left( X, y + \frac{\partial S}{\partial X} \right) \circ dW_r(t). \]

Moreover, the mapping \((x, y) \mapsto (X(t), Y(t))\) defined by

\[ X(t) = x - \frac{\partial S(X(t), y, t)}{\partial y}, \quad Y(t) = y + \frac{\partial S(X(t), y, t)}{\partial X} \]

is the stochastic flow of (5). Based on the Itô representation theorem and stochastic Taylor–Stratonovich expansion, \(S(X, y, t)\) has a series expansion (see, e.g., \([2, 3]\))

\[ S(X, y, t) = \sum_{\alpha} G_{\alpha}(X, y) J_{\alpha}^t, \]

where

\[ J_{\alpha}^t = \int_0^t \int_0^{s_1} \cdots \int_0^{s_l} \circ dW_{j_1}(s_1) \circ dW_{j_2}(s_2) \circ \cdots \circ dW_{j_l}(s_l) \]

with multi-index \(\alpha = (j_1, j_2, \ldots, j_l) \in \{0, 1, \ldots, m\}^\otimes l, \quad l \geq 1\), and \(dW_0(s) := ds\). Before calculating coefficients \(G_{\alpha}(X, y)\) in (8), we first specify some notation. Let \(l(\alpha)\) denote the length of \(\alpha\), and let \(\alpha^–\) be the multi-index resulting from discarding the last index of \(\alpha\). Define \(\alpha * \alpha' = (j_1, \ldots, j_l, j'_1, \ldots, j'_{l'})\), where \(\alpha = (j_1, \ldots, j_l)\) and \(\alpha' = (j'_1, \ldots, j'_{l'})\). The concatenation “*” between a set of multi-indices \(\Lambda\) and \(\alpha\) is \(\Lambda * \alpha = \{\beta * \alpha | \beta \in \Lambda\}\). Furthermore, define

\[ \Lambda_{\alpha, \alpha'} = \begin{cases} \{(j_1, j'_1), (j_1, j_1)\} & \text{if } l = l' = 1, \\ \{L_{(j_1), \alpha'} \ast (j'_1), \alpha * (j_1)\} & \text{if } l = 1, l' \neq 1, \\ \{L_{\alpha \ast (j_1)}, \alpha * (j_1)\} & \text{if } l \neq 1, l' = 1, \\ \{L_{\alpha \ast (j_1), \alpha' \ast (j'_1)}\} & \text{if } l \neq 1, l' \neq 1. \end{cases} \]

For \(k > 2\), let \(\Lambda_{\alpha_1, \ldots, \alpha_k} = \{L_{\beta, \alpha_k} | \beta \in \Lambda_{\alpha_1, \ldots, \alpha_{k-1}}\}\). We refer the reader to \([2]\) for more details about this notation. Substituting (8) into (6) and applying Taylor expansions to \(H_r\) \((r = 0, 1, \ldots, m)\) at \((X, y)\), we obtain \(G_{\alpha} = H_r\) with \(\alpha = (r)\) being a single
index and
\[
G_\alpha = \sum_{i=1}^{l(\alpha)-1} \frac{1}{i!} \sum_{k_1, \ldots, k_i=1}^{d+1} \frac{\partial^i H_{j_i}(X,y)}{\partial y_{k_1} \cdots \partial y_{k_i}} \bigg|_{(\alpha_1)+\cdots+l(\alpha_i)=l(\alpha)-1} \frac{\partial G_{\alpha_1} \cdots \partial G_{\alpha_i}}{\partial X_{k_1} \cdots \partial X_{k_i}}
\]
for any \( \alpha = (j_1, j_2, \ldots, j_l) \) with \( l \geq 2 \) (see, e.g., [2, 3]). To make it clear, the simplified expressions of \( G_\alpha \) are given when \( l = 2 \) or 3: \( G_{(j_1,j_2)} = \sum_{i=1}^{d+1} \frac{\partial^i H_{j_1}}{\partial y_i} \frac{\partial H_{j_2}}{\partial X_i} \) and
\[
G_{(j_1,j_2,j_3)} = \sum_{i=1}^{d+1} \frac{\partial^i H_{j_1}}{\partial y_i} \frac{\partial G_{(j_1,j_2)}}{\partial X_i} + \frac{1}{2} \sum_{i,j=1}^{d+1} \frac{\partial^2 H_{j_1}}{\partial y_i \partial y_j} \left( \frac{\partial H_{j_1}}{\partial X_i} \frac{\partial H_{j_2}}{\partial X_j} + \frac{\partial H_{j_2}}{\partial X_i} \frac{\partial H_{j_3}}{\partial X_j} \right).
\]

Let \( C_1 := e^{y_{d+1}} \) and \( C_2 := e^{-y_{d+1}} \). Here \( y_{d+1} \) denotes the \((d+1)\)th component of \( y \). Note that \( y \) is the initial point of the considered interval; that is, if we consider the problem on the interval \([s, \ell] \), then \( y = Y(s) \). For \( r_1, r_2, r_3 \in \{1, \ldots, m\} \), we have
\[
G_{(r_1,r_2)} = G_{(r_1,0)} = G_{(r_1,r_2,0)} = G_{(r_1,r_2),0} = G_{(r_1,0,0)} = 0,
\]
\[
G_{(0,r_1)} = \sum_{i=1}^{d} \sigma^i_{r_1} M_{ij} X_j + vC_1 \sum_{i=1}^{d} \sigma^i_{r_1} q_i, \quad G_{(0,0,r_2)} = C_1 \sigma^T_{r_1} M \sigma_{r_2},
\]
\[
G_{(0,0)} = \sum_{i,j=1}^{d} f_i(y) M_{ij} X_j + vC_1 F(y) - \frac{1}{2} vC_2 \sum_{i,j=1}^{d} X_i M_{ij} X_j.
\]
For a fixed small time step \( h \), using (8) and applying Taylor expansion to \( \frac{\partial S}{\partial y_i} := \frac{\partial S}{\partial y_i}(X,y,h) \) and \( \frac{\partial S}{\partial X_i} := \frac{\partial S}{\partial X_i}(X,y,h) \) at point \((x,y,h)\) for \( i = 1, \ldots, d \), we obtain
\[
\frac{\partial S}{\partial y_i} = C_1 \sum_{r=1}^{m} \sigma^r_{i} (J^b_{(r)} + vJ^h_{(r)}) + f_i(y) \left( h + \frac{vh^2}{2} \right) + \frac{h^2}{2} \sum_{j,k=1}^{d} \frac{\partial^2 F(y)}{\partial y_i \partial y_j} M_{jk} x_k + R_1,
\]
\[
\frac{\partial S}{\partial X_i} = C_2 \sum_{j=1}^{d} M_{ij} x_j \left( h - \frac{vh^2}{2} \right) - \sum_{j=1}^{d} \sum_{r=1}^{m} M_{ij} \sigma^r_{i} J^h_{(r)} - \frac{h^2}{2} \sum_{j=1}^{d} M_{ij} f_j(y) + R_2,
\]
where every term in \( R_1 \) and \( R_2 \) contains the product of multiply stochastic integrals whose lowest order is at least \( \frac{h^2}{2} \), as do the remainder terms \( R_l \) with \( l = 3, \ldots, 7 \) in what follows. Furthermore, \( \frac{\partial S}{\partial y_{d+1}}(X,y,h) = h \) and
\[
\frac{\partial S}{\partial y_{d+1}} = vh \left( C_1 F(y) - \frac{C_2}{2} \sum_{i,j=1}^{d} x_i M_{ij} x_j \right) + vC_1 \sum_{r=1}^{m} \sum_{i=1}^{d} \sigma^r_{i} y_i (J^b_{(r)} + vJ^h_{(r)})
\]
\[
+ \sum_{i,j=1}^{d} \sum_{r=1}^{m} v \sigma^r_{i} M_{ij} x_j h J^h_{(r)} + vC_1 \sum_{r_1,r_2=1}^{m} \sigma^r_{r_1} M \sigma_{r_2} J^h_{(0,r_1,r_2)}
\]
\[
+ v \sum_{i,j=1}^{d} \left( C_2 \frac{\partial F(y)}{\partial y_i} M_{ij} x_j h^2 - \frac{1}{2} C_1 \sum_{r_1,r_2=1}^{m} \sigma^r_{i} M_{ij} \sigma^r_{j} h J^h_{(r_1)} J^h_{(r_2)} \right) + R_3,
\]
where \( \frac{\partial S}{\partial y_{d+1}} \) takes the value at \( (X,y,h) \).
By truncating the generating function, the weakly convergent stochastic symplectic numerical schemes have been proposed by several authors (see, e.g., [2, 17, 22]). In these approaches, some techniques are applied to simulate the multiple integrals in the truncated generating functions and obtain high weak order schemes. To reduce the simulation of multiple integrals, we introduce a modified generating function to construct more concise symplectic schemes in section 3, from which conformal symplectic and ergodic schemes for stochastic dynamical systems (1) are deduced by using the transformation of the phase space.

3. High order conformal symplectic and ergodic schemes. To construct high order symplectic numerical integrators for (5), we modify the stochastic Hamiltonian functions first. Namely, we consider the following \((2d + 2)\)-dimensional stochastic Hamiltonian system:

\[
\begin{align*}
    dX^M &= -\frac{\partial H_0^M(X^M, Y^M)}{\partial Y^M} dt - \sum_{r=1}^{m} \frac{\partial H_r^M(X^M, Y^M)}{\partial Y^M} \circ dW_r(t), \quad X^M(0) = x, \\
    dY^M &= \frac{\partial H_0^M(X^M, Y^M)}{\partial X^M} dt + \sum_{r=1}^{m} \frac{\partial H_r^M(X^M, Y^M)}{\partial X^M} \circ dW_r(t), \quad Y^M(0) = y,
\end{align*}
\]

(9)

where

\[
\begin{align*}
    H_0^M(X^M, Y^M) &= H_0(X^M, Y^M) + H_0^{[1]}(X^M, Y^M) h + \cdots + H_0^{[r]}(X^M, Y^M) h^r, \\
    H_r^M(X^M, Y^M) &= H_r(X^M, Y^M) + H_r^{[1]}(X^M, Y^M) h + \cdots + H_r^{[r]}(X^M, Y^M) h^r
\end{align*}
\]

(10)

with functions \(H_r^{[j]}, i = 0, \ldots, r, j = 1, \ldots, r, r \in \mathbb{N}_+\) to be determined. Meanwhile, according to the definition of \(G_\alpha\) in subsection 2.2, we get the associated generating function of (9), which is called the modified generating function of (5). Our goal is to choose undetermined functions in (10) such that the proposed scheme is of weak order \(k + k'\) when approximating (5), even though it is only a \(k\)th order approximation of (9) for some positive integers \(k\) and \(k'\). Now we first give a symplectic numerical approximation to (9) via its generating function, such that this scheme shows weak order \(k\) for (9) without specific choices of \(H_r^{[j]}\) (see [2] and references therein). In detail, we replace the multiple Stratonovich integrals \(J^t_\alpha\) in the modified generating function by an equivalent linear combination of multiple Itô integrals

\[
J^t_\beta := \int_0^t \int_0^{s_1} \cdots \int_0^{s_{r-1}} dW_{i_1}(s_1) dW_{i_2}(s_2) \cdots dW_{i_r}(s_r)
\]

with multi-index \(\beta = (i_1, i_2, \ldots, i_r) \in \{0, 1, \ldots, m\}^\odot, l \geq 1\), based on the relation

\[
J^t_\alpha = \begin{cases}
    \sum_{\beta} C_\alpha^\beta J^t_\beta, & l(\alpha) \geq 2, \\
    I^t_\alpha, & l(\alpha) = 1,
\end{cases}
\]

where \(C_\alpha^\beta\) are certain constants given in [11]. Denote by

\[
S^G(X^G, y, t) = \sum_{\alpha} C_\alpha^G(X^G, y) \sum_{l(\beta) \leq k} C_\alpha^\beta I^t_\beta
\]

(11)
the truncated modified generating function (see, e.g., [2, 3, 11]), where

\[ G^G_\alpha = \sum_{i=1}^{l(\alpha)-1} \frac{1}{i!} \sum_{k_1, \ldots, k_i=1}^{d+1} \frac{\partial^i H^M_{\alpha}(X^G, y)}{\partial y_{k_1}\cdots\partial y_{k_i}} \sum_{\alpha - \epsilon \in \Lambda_{\alpha_1, \ldots, \alpha_i}} \frac{\partial G^G_{\alpha_i}}{\partial X_{k_1}} \cdots \frac{\partial G^G_{\alpha_i}}{\partial X_{k_i}} \]

for \( l(\alpha) \geq 2 \), and \( C^G_{(r)} = H^M_H \) for \( r = 0, 1, \ldots, m \). Then we get the following one-step approximation:

\[ (12) \quad X^G = x - \frac{\partial S^G(X^G, y, h)}{\partial y}, \quad Y^G = y + \frac{\partial S^G(X^G, y, h)}{\partial X^G}, \]

which preserves symplectic structure and is of weak order \( k \) for (9). Notice that the truncated modified generating function contains undetermined functions \( H^j_i \), \( i = 0, \ldots, r, j = 1, \ldots, \tau \) in (10). To specify high weak order symplectic schemes, we need to determine all the terms \( H^j_i \) such that the numerical scheme based on (12) satisfies

\[ (13) \quad |E\phi(X(h), Y(h)) - E\phi(X^G, Y^G)| = O(h^{k+k'+1}) \]

for all \( k \) times continuously differentiable functions \( \phi \in C^k_p(\mathbb{R}^{2d+2}, \mathbb{R}) \) with polynomial growth; that is, the numerical scheme based on (12) is of weak order \( k+k' \) for (5). Conditions on \( \kappa \) will be specified later. The detailed approach of choosing the undetermined functions will be illustrated with the case \( k = k' = 1 \) in the next section.

### 3.1. Numerical schemes via modified generating function.

For \( k = k' = 1 \), it is sufficient to consider \( \tau = 1 \) in (10). Based on the fact that \( G^G_{(r)} = H^M_H \) for \( r = 0, 1, \ldots, m \), we rewrite the truncated generating function (11) as

\[ (14) \quad S^G(X^G, y, h) = \left( H^M_H(X^G, y) + \frac{1}{2} \sum_{r=1}^{m} G^G_{(r,r)}(X^G, y) \right) h + \sum_{r=1}^{m} H^M_H(X^G, y) J^h_{(r)}, \]

where

\[ G^G_{(r,r)} = C_1 \sum_{i=1}^{d} \sigma_i \left( \frac{\partial H^1_r}{\partial X_i^G} + vy \frac{\partial H^1_r}{\partial X_i^{d+1}} \right) h + \sum_{r=1}^{d+1} \frac{\partial H^1_r}{\partial y_i} \frac{\partial H^1_r}{\partial X_i^G} h^2. \]

According to (14), the one-step approximation (12) turns out to be

\[ (15) \quad X^G = x - \left( \frac{\partial H^M_H(X^G, y)}{\partial y} + \frac{m}{2} \sum_{r=1}^{m} \frac{\partial G^G_{(r,r)}(X^G, y)}{\partial y} \right) h - \sum_{r=1}^{m} \frac{\partial H^M_H(X^G, y)}{\partial y} J^h_{(r)}, \]

\[ Y^G = y + \left( \frac{\partial H^M_H(X^G, y)}{\partial X^G} + \frac{m}{2} \sum_{r=1}^{m} \frac{\partial G^G_{(r,r)}(X^G, y)}{\partial X^G} \right) h + \sum_{r=1}^{m} \frac{\partial H^M_H(X^G, y)}{\partial X^G} J^h_{(r)}. \]

In what follows, let \( \frac{\partial S^G}{\partial y_j} := \frac{\partial S^G}{\partial y_j}(X^G, y, h), \frac{\partial S^G}{\partial X^G} := \frac{\partial S^G}{\partial X^G}(X^G, y, h), \frac{\partial H^1_r}{\partial y_j} := \frac{\partial H^1_r}{\partial y_j}(x, y), \) and \( \frac{\partial H^1_r}{\partial x_j} := \frac{\partial H^1_r}{\partial x_j}(x, y) \) for \( j = 1, \ldots, d+1 \) and \( r = 0, 1, \ldots, m \). Applying Taylor ex-
Similarly, \( \frac{\partial S_G}{\partial S_i} \) and \( \frac{\partial S_G}{\partial X_i} \) at \((x, y, h)\), for \( i = 1, \ldots, d \), we obtain

\[
\frac{\partial S_G}{\partial X_i^{G_{d+1}}} = C_2 \sum_{j=1}^{d} M_{ij} x_j h + \sum_{r=1}^{m} \left( \frac{\partial H_r^{[1]}}{\partial x_i} \right) I_r^{h} + \sum_{j=1}^{d} M_{ij} f_j(y) h^2 + \frac{\partial H_0^{[1]}}{\partial x_i} h^2
\]

\[
+ \sum_{r=1}^{m} \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial x_{d+1}} (X_{d+1} - x_{d+1}) I_r^{h} + C_1 \sum_{r_1, r_2=1}^{d} \frac{\partial^2 H_{r_1}^{[1]}}{\partial x_i \partial x_j} \sigma_{r_2}^j I_{r_2}^{h} I_{r_1}^{h} h
\]

\[
+ \frac{1}{2} C_1 \sum_{r=1}^{d} \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial x_j} + v y_i \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial x_{d+1}} \right) h^2 + R_4
\]

and

\[
\frac{\partial S_G}{\partial y_i} = C_1 \sum_{r=1}^{m} \left( \sigma_{r}^i I_{r}^{h} + f_i(y) h \right) + \sum_{r=1}^{m} \frac{\partial H_r^{[1]}}{\partial y_i} I_r^{h} + \sum_{j=1}^{d} \frac{\partial^2 H_r^{[1]}}{\partial y_i \partial x_j} (X_j^{G_{d+1}} - x_j) I_r^{h} h
\]

\[
+ \frac{\partial H_0^{[1]}}{\partial y_i} + C_1 \sum_{r=1}^{d} \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial x_j} + v \sigma_{r}^i y_i \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial x_{d+1}} \right) h^2 + R_5.
\]

Similarly,

\[
\frac{\partial S_G}{\partial X_{d+1}^{G_{d+1}}} = h + \sum_{r=1}^{m} \frac{\partial H_r^{[1]}}{\partial x_{d+1}} I_r^{h} + \sum_{j=1}^{d+1} \frac{\partial^2 H_r^{[1]}}{\partial x_{d+1} \partial x_j} (X_j^{G_{d+1}} - x_j) I_r^{h} h + \frac{\partial H_0^{[1]}}{\partial x_{d+1}} h^2
\]

\[
+ C_1 \sum_{i=1}^{d} \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial x_{d+1}} h^2 + C_1 \sum_{i=1}^{d} v \sigma_{r}^i y_i \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial x_{d+1}} h^2 + R_6
\]

and

\[
\frac{\partial S_G}{\partial y_{d+1}} = v \left( C_1 F(y) - \frac{1}{2} C_2 \sum_{i,j=1}^{d} x_i M_{ij} x_j \right) h + v C_1 \sum_{r=1}^{m} \frac{\partial H_r^{[1]}}{\partial y_{d+1}} h I_r^{h} + \sum_{r=1}^{m} \frac{\partial H_0^{[1]}}{\partial y_{d+1}} h I_r^{h}
\]

\[
+ \sum_{i,j=1}^{d} v \sigma_{r}^i M_{ij} x_j h I_r^{h} + \sum_{r=1}^{m} \frac{\partial^2 H_r^{[1]}}{\partial y_{d+1} \partial x_i} (X_i^{G_{d+1}} - x_i) h I_r^{h} + \frac{\partial H_0^{[1]}}{\partial y_{d+1}} h^2
\]

\[
+ \frac{1}{2} C_1 \sum_{i=1}^{d} v \sigma_{r}^i \left( v \frac{\partial H_r^{[1]}}{\partial x_i} + v^2 y_i \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial y_{d+1}} + \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial y_{d+1}} + v y_i \frac{\partial^2 H_r^{[1]}}{\partial x_i \partial y_{d+1}} \right) h^2
\]

\[
+ v \sum_{i,j=1}^{d} \left( C_2 \frac{\partial F(y)}{\partial y_i} M_{ij} x_j h^2 - \frac{1}{2} C_1 \sum_{r_1, r_2=1}^{d} \sigma_{r_1}^i M_{ij} \sigma_{r_2}^j h I_{r_1}^{h} I_{r_2}^{h} \right) + R_7.
\]
Applying Taylor expansion to \( \phi(X(h), Y(h)) \) and \( \phi(X^G, Y^G) \) at \((x, y)\) and taking expectations, we have

\[
E \phi(X(h), Y(h)) - E \phi(X^G, Y^G) = \sum_{i=1}^{d+1} \frac{\partial \phi(x, y)}{\partial x_i} E \left( \frac{\partial S_i}{\partial x_i} - \frac{\partial S}{\partial x_i} \right) + \sum_{i=1}^{d+1} \frac{\partial \phi(x, y)}{\partial y_i} E \left( \frac{\partial S}{\partial y_i} - \frac{\partial S^G}{\partial y_i} \right) \\
+ \frac{1}{2} \sum_{i,j=1}^{d+1} \frac{\partial^2 \phi(x, y)}{\partial x_i \partial x_j} E \left( \frac{\partial S}{\partial y_i} \frac{\partial S}{\partial y_j} - \frac{\partial S}{\partial y_i} \frac{\partial S^G}{\partial y_j} - \frac{\partial S}{\partial y_j} \frac{\partial S^G}{\partial y_i} + \frac{\partial S^G}{\partial y_i} \frac{\partial S^G}{\partial y_j} \right) + \cdots .
\]

(16)

To make the symplectic numerical approximation be of higher weak order, we choose \( H_i^{[1]}, i = 0, \ldots, r, j = 1, \ldots, \tau, \) such that the terms containing \( h \) and \( h^2 \) in the right-hand side of (16) vanish. Note that the coefficients of \( J^{[1]}(r) \) and \( h \) in \( \frac{\partial S^G}{\partial y_i} \) and \( \frac{\partial S^G}{\partial y_j} \) are the same as those in \( \frac{\partial S}{\partial y_i} \) and \( \frac{\partial S}{\partial y_j} \), with \( i = 1, \ldots, d + 1 \), respectively. Then we get

\[
E \left( \frac{\partial S^G}{\partial x_{d+1}} \frac{\partial S^G}{\partial y_{d+1}} - \frac{\partial S}{\partial x_{d+1}} \frac{\partial S}{\partial y_{d+1}} \right) = \sum_{r=1}^d \sum_{i=1}^d v C_i \sigma_i^r \frac{\partial H^{[1]}_i}{\partial x_{d+1}} h^2 + h^3 e_1(x, y),
\]

where \( e_1(x, y) \) denotes the coefficient of the term containing \( h^3 \) and can be calculated based on the expression of the partial derivatives of \( S^G \) and \( S \), as do the other remainder terms \( e_l, l = 2, \ldots, 7 \), in what follows. Thus, we choose \( \frac{\partial H^{[1]}_i}{\partial x_{d+1}} = 0 \) for \( r = 1, \ldots, m \). Substituting \( \frac{\partial H^{[1]}_i}{\partial x_{d+1}} = 0 \) into \( \frac{\partial S^G}{\partial x_{d+1}} \), we have

\[
E \left( \frac{\partial S^G}{\partial x_{d+1}} \right) = \frac{\partial H^{[1]}_0}{\partial x_{d+1}} h^2 + E(R_6) = \frac{\partial H^{[1]}_0}{\partial x_{d+1}} h^2 + h^3 e_2(x, y),
\]

which leads us to make \( \frac{\partial H^{[1]}_0}{\partial x_{d+1}} = 0 \). In the same way, using \( \frac{\partial H^{[1]}_0}{\partial y_{d+1}} = 0 \) for \( r = 0, 1, \ldots, m \), we derive

\[
E \left( \frac{\partial S}{\partial y_i} \frac{\partial S}{\partial y_j} \right) = C_1 \sum_{r=1}^d \left( v C_i \sigma_i^r \sigma_i^r - \sigma_i^r \frac{\partial H^{[1]}_i}{\partial y_j} - \sigma_i^r \frac{\partial H^{[1]}_i}{\partial y_j} \right) h^2 + h^3 e_3(x, y)
\]

and

\[
E \left( \frac{\partial S}{\partial y_i} \frac{\partial S}{\partial x_j} \right) = C_1 \sum_{r=1}^d \sigma_i^r \left( \frac{1}{2} \sum_{k=1}^d M_{jk} \sigma_k^r - \frac{\partial H^{[1]}_i}{\partial x_j} \right) h^2 + h^3 e_4(x, y)
\]

with \( i, j = 1, \ldots, d \), and hence choose

\[
\frac{\partial H^{[1]}_i}{\partial y_i} = \frac{1}{2} v C_i \sigma_i^r, \quad \frac{\partial H^{[1]}_i}{\partial x_i} = \frac{1}{2} \sum_{j=1}^d M_{ij} \sigma_j^r, \quad r = 1, \ldots, m.
\]
The last term in (16) is of order 3 due to the following estimate:

$$E \left( \frac{\partial S}{\partial X_i} \frac{\partial S}{\partial X_j} - \frac{\partial S^G}{\partial X_i} \frac{\partial S^G}{\partial X_j} \right) = h^3 e_5(x, y), \quad i, j = 1, \ldots, d + 1.$$ 

Since both $\frac{\partial H^{[1]}_r}{\partial y_i}$ and $\frac{\partial H^{[1]}_r}{\partial x_i}$, with $r = 0, 1, \ldots, m$, are independent of $x_i$ and $y_i$, we have

$$E \left( \frac{\partial S}{\partial y_i} - \frac{\partial S^G}{\partial y_i} \right) = \left( \frac{1}{2} \sum_{j,k=1}^{d} \frac{\partial^2 F(y)}{\partial y_i \partial y_j} M_{jk} x_k + \frac{1}{2} v C_1 f_i(y) - \frac{1}{2} \frac{\partial H^{[1]}_0}{\partial y_i} \right) h^2 + h^3 e_6(x, y),$$

$$E \left( \frac{\partial S}{\partial x_i} - \frac{\partial S^G}{\partial x_i} \right) = \left( \frac{1}{2} \sum_{j=1}^{d} M_{ij} f_j(y) - \frac{1}{2} v C_2 M_{ij} x_j - \frac{1}{2} \frac{\partial H^{[1]}_0}{\partial x_i} \right) h^2 + h^3 e_7(x, y)$$

for $i = 1, \ldots, d$. We choose $H^{[1]}_0$ such that the above terms containing $h^2$ vanish, i.e.,

$$\frac{\partial H^{[1]}_0}{\partial y_i} = \frac{1}{2} \sum_{j,k=1}^{d} \frac{\partial^2 F(y)}{\partial y_i \partial y_j} M_{jk} x_k + \frac{1}{2} v C_1 f_i(y),$$

$$\frac{\partial H^{[1]}_0}{\partial x_i} = \frac{1}{2} \sum_{j=1}^{d} M_{ij} (f_j(y) - v C_2 x_j).$$

Substituting the above results on the partial derivatives of $H^{[1]}_r$, $r = 0, 1, \ldots, m$, into (15), we have the following scheme of (9):

$$X^G_i = x_i - \sum_{r=1}^{m} e^{v t_n} \sigma^r_x I^h_r \left( t_n \right) - e^{v t_n} f_i(y) h - \frac{1}{2} \sum_{r=1}^{m} v e^{v t_n} \sigma^r_x h I^h_r \left( t_n \right)$$

$$- \frac{1}{2} \sum_{j,k=1}^{d} \frac{\partial^2 F(y)}{\partial y_i \partial y_j} M_{jk} X^G_k h^2 - \frac{1}{2} v e^{v t_n} f_i(y) h^2,$$

$$Y^G_i = y_i + \sum_{j=1}^{d} e^{-v t_n} M_{ij} X^G_j h + \frac{1}{2} \sum_{r=1}^{m} \sum_{j=1}^{d} M_{ij} \sigma^r_x h I^h \left( t_n \right)$$

$$+ \frac{1}{2} \sum_{j=1}^{d} M_{ij} \left( f_j(y) - v e^{-v t_n} X^G_j \right) h^2,$$

which is started at time $t_n = nh$ for $n = 1, \ldots, N = T/h$. That is, $x_i = X_i(t_n)$, $y_i = Y_i(t_n)$ for $i = 1, \ldots, d$, and $y_d+1 = t_n$.

To transform scheme (17) into an equivalent scheme of (1), we denote $P^h[n] := e^{-v t_n} x_i$, $Q^h[n] := y_i$, $P^h[n+1] := e^{-v t_n} X^G_i$, and $Q^h[n+1] := Y^G_i$ for $i = 1, \ldots, d$.

Based on the transformation between two phase spaces of (1) and (5), we get

$$P^h[n+1] = e^{-v h} P^h[n] - \frac{h^2}{2} \nabla^2 F(Q^h[n]) M P^h[n+1] - h \left( 1 + \frac{v h}{2} \right) e^{-v h} f(Q^h[n])$$

$$- \left( 1 + \frac{v h}{2} \right) e^{-v h} \sigma \Delta_{n+1} W,$$

$$Q^h[n+1] = Q^h[n] + h \left( 1 - \frac{v h}{2} \right) e^{v h} M P^h[n+1] + \frac{h^2}{2} M f(Q^h[n]) + \frac{h}{2} M \sigma \Delta_{n+1} W,$$
where $\sigma = (\sigma_1, \ldots, \sigma_d)$ and $\Delta_{n+1}W = W(t_{n+1}) - W(t_n)$. Notice that $\Delta_n W$ can be simulated by $\xi^n \sqrt{h}$ with $\xi^n = (\xi^n_1, \ldots, \xi^n_d)^\top$ being an $\mathcal{F}_n$-adapted $d$-dimensional normal distributed random vector.

**Remark 3.1.** The proposed scheme (18) also has exponentially dissipative phase volume. More precisely, denoting $D(q) = (I_d + \frac{h^2}{2} \nabla^2 F(q) M)^{-1}$, the determinant of Jacobian matrix

$$
\begin{vmatrix}
\frac{\partial P^h[1]}{\partial p} & \frac{\partial P^h[1]}{\partial q} \\
\frac{\partial Q^h[1]}{\partial p} & \frac{\partial Q^h[1]}{\partial q}
\end{vmatrix}
= \left| e^{-vh} D(q) \right| \left| \frac{\partial P^h[1]}{\partial q} + h(1 - \frac{vh}{2}) MD(q) \right|
= |e^{-vh} I_d ||D(q)||D(q)^{-1}| = e^{-vhd}.
$$

Furthermore,

$$
\begin{vmatrix}
\frac{\partial P^h[n]}{\partial p} & \frac{\partial P^h[n]}{\partial q} \\
\frac{\partial Q^h[n]}{\partial p} & \frac{\partial Q^h[n]}{\partial q}
\end{vmatrix}
= e^{-vt_n d}.
$$

### 3.2. Conformal symplectic structure and ergodicity.

In this subsection, we prove the conformal symplecticity of the proposed scheme (18) as well as its ergodicity.

**Theorem 3.2.** The proposed scheme (18) preserves conformal symplectic structure, i.e.,

$$
dP^h[n + 1] \wedge dQ^h[n + 1] = e^{-vh} dP^h[n] \wedge dQ^h[n].
$$

**Proof.** Based on (18), we obtain

$$
dP^h[n + 1] \wedge dQ^h[n + 1]
= dP^h[n + 1] \wedge dQ^h[n] + \frac{1}{2} h^2 dP^h[n + 1] \wedge M \nabla^2 F dQ^h[n]
= e^{-vh} dP^h[n] \wedge dQ^h[n] - \frac{h^2}{2} d \left[ \nabla^2 F(Q^h[n]) M P^h[n + 1] \right] \wedge dQ^h[n]
+ \frac{h^2}{2} dP^h[n + 1] \wedge M \nabla^2 F(Q^h[n]) dQ^h[n].
$$

Denote $\tilde{P}^h := MP^h[n + 1]$; then the second term becomes

$$
\frac{h^2}{2} d \left[ \nabla^2 F(Q^h[n]) \tilde{P}^h \right] \wedge dQ^h[n]
= \frac{h^2}{2} \sum_{i,j,l=1}^d \frac{\partial^3 F}{\partial q_i \partial q_j \partial q_l} \tilde{P}^h dQ^h_i[n] \wedge dQ^h_j[n] - \frac{h^2}{2} \nabla^2 F(Q^h[n]) MdP^h[n + 1] \wedge dQ^h[n].
$$

Since matrix $M$ is symmetric and the first term in the right-hand side of the above equation vanishes, we finally get

$$
dP^h[n + 1] \wedge dQ^h[n + 1] = e^{-vh} dP^h[n] \wedge dQ^h[n].
$$

To show the ergodicity of (18), we first introduce the following conditions which are sufficient to ensure the existence and uniqueness of the invariant measure (see [13] and references therein). Then we will show that these conditions are exactly satisfied by the proposed scheme.
**Condition 3.3.** The Markov chain \( Z_n := (P^h[n]^\top, Q^h[n]^\top) \) with \( Z_0 = z \) satisfies

(i) for any \( \gamma \geq 1 \), there exists \( C_2 = C(\gamma) > 0 \) which is independent of \( h \), such that \( \mathbb{E}\|Z_t^\gamma\| \leq C_2(1 + \|z\|^\gamma) \) for all \( z \in \mathbb{R}^{2d} \);

(ii) there exist \( C_1 > 0 \) and \( \epsilon > 0 \) which are independent of \( h \), such that \( \mathbb{E}\|Z(\delta t) - Z_1\|^2 \leq C_1(1 + \|z\|^2)\epsilon^{1/2} \) for all \( z \in \mathbb{R}^{2d} \), where \( Z(\delta t) = (P(\delta t)^\top, Q(\delta t)^\top) \).

**Condition 3.4.** For some fixed compact set \( G \in \mathcal{B}(\mathbb{R}^{2d}) \) with \( \mathcal{B}(\mathbb{R}^{2d}) \) denoting the Borel \( \sigma \)-algebra on \( \mathbb{R}^{2d} \), the Markov chain \( Z_n := (P^h[n]^\top, Q^h[n]^\top) \) in \( \mathcal{F}_{t_n} \) with transition kernel \( P_n(z, A) \) satisfies

(i) for some \( z^* \in \text{int}(G) \) and for any \( \delta > 0 \), there exists a positive integer \( n \) such that

\[
P_n(z, B_\delta(z^*)) > 0 \quad \forall y \in G,
\]

where \( B_\delta(z^*) \) denotes the open ball of radius \( \delta \) centered at \( z^* \);

(ii) for any \( n \in \mathbb{N} \), the transition kernel \( P_n(z, A) \) possesses a density \( \rho_n(z, w) \) which is jointly continuous in \((z, w) \in G \times G\).

**Theorem 3.5** (see [13, Theorem 7.3]). For some \( K \in \mathbb{N} \), if Conditions 3.3 and 3.4 are satisfied by a Markov chain \( Z_n \) when sampled at rate \( K \), that is, these conditions hold for the chain \( \bar{Z}_n := Z_{nK} \), then \( Z_n \) has a unique invariant measure.

**Theorem 3.6.** Assume that the vector field \( f \) is globally Lipschitz. The solution \((P^h[n], Q^h[n])\) of (18), which is an \( \mathcal{F}_{t_n} \)-adapted Markov chain, satisfies Condition 3.3 and hence admits an invariant measure \( \mu_h \) on \( \mathbb{R}^{2d} \). In addition, if \( f \) is a linear function, then Condition 3.4 is also satisfied and the invariant measure is unique, that is, (18) is ergodic.

**Proof.** Step 1. We first show that scheme (18) satisfies Condition 3.3. Denote \( Z(t) = (P(t)^\top, Q(t)^\top)^\top \in \mathbb{R}^{2d} \), \( Z_n = (P^h[n]^\top, Q^h[n]^\top)^\top \in \mathbb{R}^{2d} \), \( \sigma = (\sigma_1, \ldots, \sigma_r) \in \mathbb{R}^{d \times r} \), \( W = (W_1, \ldots, W_r)^\top \in \mathbb{R}^r \), and \( D(q) = (I_d + \frac{h^2}{2} \nabla^2 F(q)M)^{-1} \). We rewrite (18) as

\[
P^h[1] = D(q) \left( e^{-vh} - (1 + \frac{vh}{2}) e^{-vh} \sigma \Delta_1 W - h \left( 1 + \frac{vh}{2} \right) e^{-vh} f(q) \right),
\]

\[
Q^h[1] = q + h \left( 1 - \frac{vh}{2} \right) e^{vh} MP^h[1] + \frac{h^2}{2} Mf(q) + \frac{h}{2} M\sigma \Delta_1 W
\]

with \( z := (P_0^\top, Q_0^\top)^\top = (p^\top, q^\top)^\top \), which yields

\[
\mathbb{E}\|P^h[1]\|^{\gamma} + \mathbb{E}\|Q^h[1]\|^{\gamma} \leq C(1 + \|p\|^{\gamma} + \|q\|^{\gamma}) + C(1 + \|q\|^{\gamma} + \mathbb{E}\|P^h[1]\|^{\gamma})
\]

\[
\leq C(1 + \|p\|^{\gamma} + \|q\|^{\gamma})
\]

based on the fact that vector field \( f \) is globally Lipschitz, the matrix \( I + \frac{h^2}{2} \nabla^2 F(q)M \) is positive definite, and \( \|D(q)\| \leq 1 \) for any \( q \in \mathbb{R}^d \) and \( h \in (0, 1) \). As the norm \( \|Z_t\| = (\|P^h[1]\|^2 + \|Q^h[1]\|^2)^{\frac{1}{2}} \) is equivalent to the norm \( (\|P^h[1]\|^{\gamma} + \|Q^h[1]\|^{\gamma})^{\frac{1}{\gamma}} \), Condition 3.3(i) holds.

Rewrite (1) into the following mild solution form:

\[
P(h) = p - \int_0^h e^{-v(h-s)} f(Q(s))ds - \int_0^h e^{-v(h-s)} \sigma dW(s),
\]

\[
Q(h) = q + \int_0^h MP(s)ds
\]
Similarly, we have
\[ P(h) - P^h[1] = \left[ h \left( 1 + \frac{vh}{2} \right) e^{-vh} f(q) + \frac{h^2}{2} \nabla^2 F(q)MP^h[1] - \int_0^h e^{-v(h-s)} f(Q(s))ds \right] \]
\[ + \left[ \left( 1 + \frac{vh}{2} \right) e^{-vh} \sigma \Delta_1 W - \int_0^h e^{-v(h-s)} \sigma dW(s) \right] \]
\[ = : I + II, \]
\[ Q(h) - Q^h[1] = \int_0^h MP(s)ds - h \left( 1 - \frac{vh}{2} \right) e^{vh} MP^h[1] - \left[ \frac{h}{2} M \sigma \Delta_1 W + \frac{h^2}{2} M f(q) \right] \]
\[ = : III + IV. \]

Now we estimate terms I, II, III, and IV, respectively:
\[
\mathbb{E}\|I\|^2 \leq C \mathbb{E} \left\| \frac{h^2}{2} \nabla^2 F(q)P^h[1] \right\|^2 + C \mathbb{E} \left\| \int_0^h e^{-v(h-s)} (f(Q(s)) - f(q)) ds \right\|^2 
\[ + C \left\| \int_0^h e^{-v(h-s)} ds f(Q(s) - f(q)) - h \left( 1 + \frac{vh}{2} \right) e^{-vh} f(q) \right\|^2 \]
\[ \leq Ch^4(1 + \|z\|^2) + C \int_0^h e^{-2v(h-s)} ds \int_0^h (\|Q(s) - Q^h[1]\|^2 + \|Q^h[1] - q\|^2) ds \]
\[ + C \left( \frac{1 - e^{-vh}}{v} - h \left( 1 + \frac{vh}{2} \right) e^{-vh} \right)^2 (1 + \|q\|^2) \]
(21) \[ \leq Ch^3(1 + \|z\|^2) + C \int_0^h \|Q(s) - Q^h[1]\|^2 ds, \]

where in the last step we have used (20). For the term II, based on the Itô isometry,
\[
\mathbb{E}\|II\|^2 \leq \int_0^h \left( 1 + \frac{vh}{2} \right) e^{-vh} - e^{-v(h-s)} \right)^2 ds \text{Tr}(\sigma \sigma^\top) \leq Ch^3. \]

Similarly, we have
\[
\mathbb{E}\|III\|^2 \leq C \mathbb{E} \left\| \int_0^h M (P(s) - P^h[1]) ds \right\|^2 + C \mathbb{E} \left\| h \left( 1 - \frac{vh}{2} \right) e^{vh} MP^h[1] \right\|^2 
\[ \leq C \int_0^h \|P(s) - P^h[1]\|^2 ds + Ch^4(1 + \|z\|^2) \]

and
\[
\mathbb{E}\|IV\|^2 \leq Ch^3(1 + \|q\|^2). \]

From (21)–(24), we conclude
\[
\mathbb{E}\|Z(h) - Z_1\|^2 \leq C \int_0^h \mathbb{E}\|Z(s) - Z_1\|^2 ds + Ch^3(1 + \|z\|^2), \]
which together with Gronwall’s inequality yields Condition 3.3(ii) with \( \epsilon = 1 \). In this case, there exist real numbers \( \tilde{\alpha} \in (0, 1) \) and \( \tilde{\beta} \in [0, \infty) \) such that \( E[V(Z_{n+1})] \leq \tilde{\alpha} V(Z_n) + \tilde{\beta} \) for \( V(z) = \frac{1}{2} \|p\|^2 + F(q) + \frac{\epsilon}{\sqrt{t}} q + \frac{\epsilon^2}{4} \|q\|^2 + 1 \) with \( z = (p^\top, q^\top)^\top \) (see Theorem 7.2 in [13]). Hence,

\[
E[V(Z_{n+1})] \leq \tilde{\alpha} E[V(Z_n)] + \tilde{\beta} \leq \tilde{\alpha}^{n+1} E[V(Z_0)] + \tilde{\beta} \frac{1 - \tilde{\alpha}^n}{1 - \tilde{\alpha}} \leq C(Z_0),
\]

which induces the existence of invariant measures (see Proposition 7.10 in [9]).

Step 2. We now consider the chain \( Z_{2n} \) sampled at rate \( K = 2 \) and verify Condition 3.4 when \( f \) is linear with a constant \( C_f := \nabla f = \nabla F^2 \). Let \( G := \{ (P^\top, Q^\top) \in \mathbb{R}^{2d} : Q = 0, \|P\| \leq 1 \} \), which is a compact set. For any \( z = (p^\top, 0)^\top \in G \) and \( w = (w_1^\top, w_2^\top)^\top \in B \) with \( B \in \mathcal{B}(\mathbb{R}^{2d}) \), we aim to show that \( \Delta_1 W \) and \( \Delta_3 W \) can be properly chosen to ensure that \( P^n[2] = w_1 \) and \( Q^n[2] = w_2 \) starting from \( (P_0^\top, Q_0^\top)^\top = z \). Denoting \( L_h = h(1 - \frac{vh}{2})e^{vh}M \), from (18), we have

\[
w_1 = e^{-vh}P^n[1] - \frac{h^2}{2} C_f M w_1 - h \left( 1 + \frac{vh}{2} \right) e^{-vh} f(Q^n[1]) - \left( 1 + \frac{vh}{2} \right) e^{-vh} \sigma_2 W,
\]

(25)

\[
w_2 = Q^n[1] + L_h w_1 + \frac{h^2}{2} Mf(Q^n[1]) + \frac{h}{2} M \sigma_2 W
\]

\[
= Q^n[1] + L_h w_1 + \frac{h}{2} \left( 1 + \frac{vh}{2} \right)^{-1} e^{vh} M \left( e^{-vh} P^n[1] - w_1 - \frac{h^2}{2} C_f M w_1 \right),
\]

(26)

\[
P^n[1] = e^{-vh}p - \frac{h^2}{2} C_f MP^n[1] - h \left( 1 + \frac{vh}{2} \right) e^{-vh} f(0) - \left( 1 + \frac{vh}{2} \right) e^{-vh} \sigma_1 W,
\]

(27)

\[
Q^n[1] = L_h P^n[1] + \frac{h^2}{2} M(0) + \frac{h}{2} M \sigma_1 W
\]

\[
= L_h P^n[1] + \frac{h}{2} \left( 1 + \frac{vh}{2} \right)^{-1} e^{vh} M \left( e^{-vh} p - P^n[1] - \frac{h^2}{2} C_f MP^n[1] \right).
\]

(28)

Notice that (26) and (28) form a linear system, from which we can get the solution \( P^n[1] \) and \( Q^n[1] \) based on the positive definite coefficient matrix. Then \( \Delta_2 W \) and \( \Delta_1 W \) can be uniquely determined by (25) and (27), respectively. Condition 3.4(i) is then ensured according to the property that Brownian motions hit a cylinder set with positive probability. For Condition 3.4(ii), from (19), we can find out that \( P^n[1] \) has a \( C^\infty \) density based on the facts that \( \Delta_1 W \) has a \( C^\infty \) density, \( \sigma \) is full rank, and \( D(q) \) is positive definite for any \( q \in \mathbb{R}^d \). Thus, \( Q^n[1] \) also has a \( C^\infty \) density, and Theorem 3.5 is applied to complete the proof.

Remark 3.7. For the nonlinear case, the uniqueness of the invariant measure is unsolved since both equations in (18) contain the same noise, which is totally different from the continuous case and brings essential difficulties when showing the irreducible property. For higher \( k \) and \( k' \), following the same procedure as for the case \( k = k' = 1 \) (see also [1]), choosing undetermined functions such that the error in (13) is of higher order, we can also get higher weak order symplectic schemes for (5), which turn out to be high weak order conformal symplectic schemes for the original system (1) based on the inverse transformation \( (X, Y) \mapsto (P, Q) \). It is worth mentioning that...
the solvability of undetermined functions, as well as the ergodicity of the schemes, is unknown for high order cases, as far as we know.

4. Approximation error. In this section, we consider the weak convergence order of (18) by investigating the local convergence error first. Furthermore, based on the local convergence error and the hypoelliptic setting (2), we can also get the approximation error of the ergodic limit. Denote the exact solution of (1) and the numerical solution by $Z(t) = (P(t)^T, Q(t)^T)^T$ and $Z_n = (P^h[n]^T, Q^h[n]^T)^T$, respectively. The next theorem gives that the moments of (1) are uniformly bounded, and its proof follows the same procedure as that of Lemma 3.3 in [13].

**Theorem 4.1.** Let Assumption 2.1 hold. Then for any $k \in \mathbb{N}_+$, the $k$th moments of $P(t)$ and $Q(t)$ are uniformly bounded with respect to $t \in \mathbb{R}_+$.

Before proving the main convergence theorem, we first show the boundedness of the numerical solution to (18) in the following theorem.

**Theorem 4.2.** Assume that the coefficient $f$ of (1) is globally Lipschitz and satisfies the linear growth condition, i.e.,

\[ \|f(u) - f(w)\| \leq L\|u - w\|, \quad \|f(u)\| \leq C_f(1 + \|u\|) \]

for some constants $L > 0$ and $C_f \geq 0$, and any $u, w \in \mathbb{R}^d$. Then there exists a positive constant $h_0$ such that for any $h \leq h_0$, it holds that

\[ \sup_{n \in \{1, \ldots, N\}} \mathbb{E} \left[ \|P^h[n]\|^k + \|Q^h[n]\|^k \right] < \infty. \]

**Proof.** For any fixed initial value $z = (p^T, q^T)^T$, random variable $\xi := \xi^1$, and $h$, we have based on (18) that

\[ \|P^h[1] - p\| \leq |e^{-vh} - 1|\|p\| + h \left( 1 + \frac{vh}{2} \right)\|f(q)\| + \sqrt{h} \left( 1 + \frac{vh}{2} \right)\|\sigma\xi\| \]
\[ + \frac{h^2}{2}\|\nabla^2 F(q)\|\|M\|\|p\| + \frac{h^2}{2}\|\nabla^2 F(q)\|\|M\|\|P^h[1] - p\|. \]

Denote $C_v := 1 + \frac{vh}{2}$. Using the global Lipschitz condition and mean value theorem, there exists some $\theta \in (0, 1)$ such that

\[ \|P^h[1] - p\| \leq |e^{-vh} - 1|\|p\| + hC_f(1 + \|z\|) + \sqrt{h}C_v\|\sigma\xi\| \]
\[ + \frac{h^2}{2}L\|\nabla^2 F(q)\|\|M\|\|p\| + \frac{h^2}{2}L\|\nabla^2 F(q)\|\|M\|\|P^h[1] - p\| \]
\[ \leq C(1 + \|z\|)(\|\sigma\xi\|\sqrt{h} + h) + L\|\nabla^2 F(q)\|\|M\|\|P^h[1] - p\| \frac{h^2}{2}. \]

It is obvious that there exists a positive constant $h_0$ such that for any $h \leq h_0$,

\[ L\|\nabla^2 F(q)\|\|M\|\|p\| \leq \frac{1}{2}. \]

It then yields

\[ \|P^h[1] - p\| \leq 2C(1 + \|z\|)(\|\sigma\xi\|\sqrt{h} + h). \]
On the other hand, for \( h \leq h_0 \), we have
\[
\| \mathbf{E}(P^h[1] - p) \| \\
\leq \left\| (e^{-v h} - 1) p - \frac{h^2}{2} \nabla^2 F(q) M p - h C_v e^{-v h} f(q) \right\| \\
+ \left\| \frac{h^2}{2} \nabla^2 F(q) M \mathbf{E}(P^h[1] - p) \right\|
\]
\[
\leq v h \| p \| + h L \| M \| \| p \| + h C_f C_v (1 + \| z \|) + \frac{h^2}{2} L \| M \| \| \mathbf{E}(P^h[1] - p) \|,
\]
which leads to
\[
\| \mathbf{E}(P^h[1] - p) \| \leq C (1 + \| z \|) h.
\]
Based on the estimate of \( P^h[1] - p \), similarly, we have
\[
\| Q^h[1] - q \| \leq C(1 + \| z \|) (\| z \| \sqrt{h} + h), \quad \| \mathbf{E}(Q^h[1] - q) \| \leq C(1 + \| z \|) h.
\]
We can conclude that, for \( Z_1 = (P^h[1]^T, Q^h[1]^T)^T \),
\[
\| Z_1 - z \| \leq C(\| z \| \sqrt{h} + h) (1 + \| z \|) \sqrt{h} \leq C(\| z \| + 1) (1 + \| z \|) \sqrt{h}.
\]
Thus, we complete the proof according to Lemma 9.1 in [15]. □

Based on the above preliminaries, our result concerning the weak convergence order of the proposed scheme is as follows.

**Theorem 4.3.** Under the assumptions in Theorem 4.2, the proposed scheme (18) is of weak order 2. More precisely,
\[
| \mathbf{E} \psi (P(T), Q(T)) - \mathbf{E} \psi (P^h[N], Q^h[N]) | = O(h^2)
\] for all \( \psi \in C^3_p(\mathbb{R}^{2d}, \mathbb{R}) \) and \( T = Nh \).

**Proof.** Without loss of generality, we consider the case of \( d = 1 \). Based on Itô’s formula and Theorems 4.1 and 4.2, we obtain
\[
P(h) = p - \int_0^h (f(Q(s)) + v P(s)) \, ds - \sum_{r=1}^m \int_0^h \sigma_r \, dW_r(s)
\]
\[
= p - \int_0^h \left( f(q) + \int_0^s \nabla^2 F(Q(\theta)) M P(\theta) \, d\theta \right) \, ds - \sum_{r=1}^m \int_0^h \sigma_r \, dW_r(s)
\]
\[
- v \int_0^h \left( p - \int_0^s f(Q(\theta)) \, d\theta - \int_0^s v P(\theta) \, d\theta - \sum_{r=1}^m \sigma_r \, dW_r(\theta) \right) \, ds,
\]
which leads to
\[
P(h) = p - f(q) h - vph - \frac{1}{2} \nabla^2 F(q) M ph^2 - \sum_{r=1}^m \int_0^h \sigma_r \, dW_r(s)
\]
\[
+ \frac{1}{2} v f(q) h^2 + \frac{1}{2} v^2 ph^2 + v \sum_{r=1}^m \int_0^h \int_0^s \sigma_r \, dW_r(\theta) \, ds + \delta_1,
\]
where \( \mathbf{E}\| \delta_1 \| = O(h^3) \) and \( \mathbf{E}\| \delta_1 \|^2 = O(h^5) \). Analogously, it also holds that
\[
Q(h) = q + \int_0^h M \left( p - \int_0^s f(Q(\theta)) \, d\theta - v \int_0^s P(\theta) \, d\theta - \sum_{r=1}^m \int_0^s \sigma_r \, dW_r(\theta) \right) \, ds
\]
\[
= q + M ph - \frac{1}{2} f(q) h^2 - \frac{1}{2} v M ph^2 - \sum_{r=1}^m M \sigma_r \int_0^h \int_0^s \sigma_r \, dW_r(\theta) \, ds + \delta_2
\]
with $E\|\delta_2\| = O(h^3)$ and $E\|\delta_2\|^2 = O(h^5)$. For (18), applying Taylor expansion to $P^h[1]$ and $Q^h[1]$ at $(p, q)$, we obtain

$$P^h[1] = p - f(q)h - vph - \frac{1}{2} \nabla^2 F(q)Mph^2 - \sum_{r=1}^{m} \sigma_r \Delta_1 W + \frac{1}{2} v^2 ph^2 + \frac{1}{2} \sum_{r=1}^{m} \sigma_r h \Delta_1 W + \delta_3,$$

(33)

$$Q^h[1] = q + Mph - \frac{1}{2} f(q)h^2 - \frac{1}{2} vMph^2 - \frac{1}{2} \sum_{r=1}^{m} M \sigma_r h \Delta_1 W + \delta_4,$$

(34)

where $E\|\delta_i\| = O(h^3)$ and $E\|\delta_i\|^2 = O(h^5)$ with $i = 3, 4$. Due to (31) and (33), we know that

$$P(h) - P^h[1] = \sum_{r=1}^{m} \sigma_r \left[ \int_0^h \int_0^s dW_r(\theta) ds - \frac{1}{2} h \Delta_1 W \right] + (\delta_1 - \delta_3),$$

and thus $\|E(P(h) - P^h[1])\| = O(h^3)$. Similarly, based on (32) and (34), we have $\|E(Q(h) - Q^h[1])\| = O(h^3)$. For $i = 2, 3, 4, 5$, we obtain

$$\|E[(P(h) - p)^{i_1} (Q(h) - q)^{j_1} - (P^h[1] - p)^{i_1} (Q^h[1] - q)^{j_1}]\| \leq Ch^3 + O(h^4),$$

Moreover, for $i_1 + i_2 = 2, 3, 4, 5$ and $i_1 \geq 1$,

$$\|E[(P(h) - p)^{i_1} (Q(h) - q)^{j_2} - (P^h[1] - p)^{i_1} (Q^h[1] - q)^{j_2}]\| \leq Ch^3 + O(h^4).$$

By Taylor expansion and the mean value theorem, we obtain

$$\|E\left[ \psi(P(h), Q(h)) - \psi(P^h[1], Q^h[1]) \right] \|
\leq \left| \frac{\partial \psi}{\partial p}(p, q) \right| \|E(P(h) - P^h[1])\| + \left| \frac{\partial \psi}{\partial q}(p, q) \right| \|E(Q(h) - Q^h[1])\|
+ \sum_{j=2}^{6} \sum_{i=0}^{j} \left| \frac{\partial^j \psi(p, q)}{\partial p^i \partial q^{j-i}} \right| \|E(P(h) - p)^{i}(Q(h) - q)^{j-i} - (P^h[1] - p)^{i}(Q^h[1] - q)^{j-i}\|
+ \sum_{i=0}^{6} E \left( \left| \frac{\partial^i \psi(p + \theta_1 P(h), q + \theta_1 Q(h))}{\partial p^i \partial q^{6-i}} \right| \|(P(h) - p)^{i}(Q(h) - q)^{6-i}\| \right)
+ \sum_{i=0}^{6} E \left( \left| \frac{\partial^i \psi(p + \theta_2 P^h[1], q + \theta_2 Q^h[1])}{\partial p^i \partial q^{6-i}} \right| \|(P^h[1] - p)^{i}(Q^h[1] - q)^{6-i}\| \right),$$

with constants $0 \leq \theta_1 \leq 1$ and $0 \leq \theta_2 \leq 1$. Here, based on (31)–(34) and Theorems 4.1 and 4.3, we derive

$$E \left( \left| \frac{\partial^i \psi(p + \theta_1 P(h), q + \theta_1 Q(h))}{\partial p^i \partial q^{6-i}} \right| \|(P(h) - p)^{i}(Q(h) - q)^{6-i}\| \right)
\leq C \left( E \left\| (P(h) - p)^{2i}(Q(h) - q)^{12-2i} \right\| \right)^{\frac{1}{2}} \leq Ch^{6-\frac{i}{2}},$$
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where we also use the fact that \( \psi \in C^6_b(\mathbb{R}^{2d}, \mathbb{R}) \). Analogously,

\[
E \left( \left| \frac{\partial^i \psi(p + \theta_i P^h[1], q + \theta_i Q^h[1])}{\partial p^i \partial q^i} \right| \left| (P^h[1] - p)^{(i)} (Q^h[1] - q)^{(6-i)} \right| \right) = O(h^{6-i})
\]

for \( 0 \leq i \leq 6 \). Finally, we deduce

\[
|E\psi(P(h), Q(h)) - E\psi(P^h[1], Q^h[1])| \leq O(h^3),
\]

which, together with Theorem 9.1 in [15], yields global weak order two for the proposed scheme (18).

According to the above theorem and the condition (2), we can get that the temporal average of the proposed scheme (18) is a proper approximation of the ergodic limit \( \int_{\mathbb{R}^{2d}} \psi d\mu \).

**Theorem 4.4.** For any \( \psi \in C^6_b(\mathbb{R}^{2d}, \mathbb{R}) \) and any initial values, under assumptions in Theorems 3.6 and 4.3, the scheme (18) satisfies

\[
\left| \frac{1}{N} \sum_{n=1}^{N} E\psi(P^h[n], Q^h[n]) - \int_{\mathbb{R}^{2d}} \psi d\mu \right| \leq C \left( h^2 + \frac{1}{T} \right).
\]

In fact, one can check that the assumptions in Theorem 5.6 in [14] are satisfied by (18) and thus deduce this result.

**5. Numerical experiments.** The first example (section 5.1) tests the numerical approximation by simulating a linear stochastic Langevin equation. In section 5.2, numerical tests of the conformal symplectic scheme for the nonlinear case are presented. In all of the experiments, the expectation is approximated by taking the average over 5000 realizations.

**5.1. A linear oscillator with damping.** Consider the following two-dimensional stochastic Langevin equation:

\[
\begin{align*}
dP &= -aQdt - vPdt - \sigma dW(t), \quad P(0) = p, \\
dQ &= aPdt, \quad Q(0) = q,
\end{align*}
\]

where \( a, v > 0 \) and \( \sigma \neq 0 \) are constants and \( W(t) \) is a one-dimensional standard Wiener process. The solution to (37) possesses a unique invariant measure \( \mu_1 \):

\[
d\mu_1 = \rho_1(p, q)dpdq,
\]

where \( \rho_1(p, q) = \Theta \exp \left( -\frac{av(p^2 + q^2)}{\sigma^2} \right) \) is known as the Boltzmann–Gibbs density and \( \Theta = \left( \int_{\mathbb{R}^2} \exp \left( -\frac{av(p^2 + q^2)}{\sigma^2} \right) dpdq \right)^{-1} \) is a renormalization constant. The proposed scheme applied to (37) yields

\[
\begin{align*}
P_{n+1} &= e^{-vh}P_n - \frac{h^2}{2}a^2P_{n+1} - h \left( 1 + \frac{vh}{2} \right) e^{-vh}Q_n - \left( 1 + \frac{vh}{2} \right) e^{-vh}\sigma \Delta_{n+1}W, \\
Q_{n+1} &= Q_n + h \left( 1 - \frac{vh}{2} \right) e^{vh}aP_{n+1} + \frac{h^2}{2}a^2Q_n + \frac{h}{2}a\sigma \Delta_{n+1}W.
\end{align*}
\]

Based on Theorems 3.2 and 3.6, scheme (38) inherits both the conformal symplecticity and ergodicity of the original system. To verify these properties numerically, we choose \( p = 3 \) and \( q = 1 \).
Figure 1 shows the value \( \frac{S_n \exp(vt_n)}{S_0} \) of the weak Taylor 2 method and the proposed scheme, with \( v \) being different dissipative scales and \( S_n \) being the triangle square at step \( n \). We choose the original triangle which is produced by three points \((-1, 5)^\top, (20, 2)^\top, (0, 30)^\top\). We find out that the discrete phase square of the proposed scheme exhibits exponential decay, i.e., \( S_n = \exp(-vt_n)S_0 \) with the same dissipative coefficient \( v \) as in the continuous case, while the weak Taylor 2 scheme does not.

For ergodicity and weak convergence of the proposed scheme, we have taken the three different kinds of test functions (a) \( \psi(p, q) = \cos(p + q) \), (b) \( \psi(p, q) = \exp\left(-\frac{p^2}{2} - \frac{q^2}{2}\right) \), and (c) \( \psi(p, q) = \sin(p^2 + q^2) \) as the test functions. To verify that the temporal averages starting from different initial values will converge to the spatial average, i.e., the ergodic limit

\[
\int_{\mathbb{R}^2} \psi(p, q) d\mu_1 = \int_{\mathbb{R}^2} \psi(p, q) \rho_1(p, q) dp dq,
\]

we introduce the reference value for a specific test function \( \psi \) to represent the ergodic limit: since the function \( \psi \) is uniformly bounded and the density function \( \rho_1 \) dissipates exponentially, the integrator is almost zero when \( p^2 + q^2 \) is sufficiently large. Thus, we choose \( \int_{-10}^{10} \int_{-10}^{10} \psi(p, q) \rho_1(p, q) dp dq \) as the reference value, which appears as the dashed line in Figure 2. We can tell from Figure 2 that the tempo-
ral averages \( \frac{1}{N} \sum_{n=1}^{N} E\psi(P_n, Q_n) \) of the proposed scheme starting from four different initial values, \( \text{initial}(1) = (-10, 1)^T \), \( \text{initial}(2) = (2, 0)^T \), \( \text{initial}(3) = (0, 3)^T \), and \( \text{initial}(4) = (4, 2)^T \), converge to the reference line with error no more than \( h^2 + \frac{1}{2} \), which coincides with Theorem 4.4.
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**Fig. 3.** Rate of convergence in weak sense \( (a = 1, v = 2, \text{and } \sigma = 0.5) \).

Figure 3 plots the value \( \ln |E\psi(P(T), Q(T)) - E\psi(P_N, Q_N)| \) against \( \ln h \) for five different step sizes \( h = [2^{-3}, 2^{-4}, 2^{-5}, 2^{-6}, 2^{-7}] \) at \( T = 1 \), where \( (P(T), Q(T)) \) and \( (P_N, Q_N) \) represent the exact and numerical solutions at time \( T \), respectively. It can be seen that the weak order of (38) is two, as indicated by the reference line of slope 2.

### 5.2. A nonlinear oscillator with linear damping.

In this section, we consider the following equation:

\[
\begin{align*}
\frac{dP}{dt} &= -(4Q^3 - 6Q)dt - vPdt + \sqrt{2\beta^{-1}}vdW(t), \quad P(0) = p, \\
\frac{dQ}{dt} &= Pdt, \quad Q(0) = q,
\end{align*}
\]

(39)

where \( v, \beta > 0 \) are fixed constants and \( W(t) \) denotes a one-dimensional standard Wiener process. Similarly to (37), [14] shows that the dynamics generated by (39) is ergodic with the invariant measure \( \mu_2 \), which can be characterized by the Boltzmann–Gibbs density

\[
\rho_2(p, q) = \Theta \exp\left( -\beta \left( \frac{1}{2}p^2 + \left( \frac{3}{2}q^2 - \frac{1}{2}q^2 \right)^2 \right) \right)
\]

with the renormalization constant \( \Theta = \left( \int_{R^2} e^{-\beta \left( \frac{1}{2}p^2 + (\frac{3}{2}q^2 - \frac{1}{2}q^2)^2 \right)} dpdq \right)^{-1} \). Based on (18), we get the associated conformal symplectic scheme

\[
\begin{align*}
P_{n+1} &= e^{-vh}P_n - \frac{h^2}{2}P_{n+1}(12Q_n^2 - 4) - he^{-vh} \left( 1 + \frac{vh}{2} \right) \left( 4Q_n^3 - 6Q_n \right) \\
Q_{n+1} &= Q_n + he^{-vh} \left( 1 - \frac{vh}{2} \right) P_{n+1} + \frac{h^2}{2} \left( 4Q_n^3 - 6Q_n \right) - \frac{h}{2} \sqrt{2\beta^{-1}}v\Delta_{n+1}W.
\end{align*}
\]

(40)

Since this nonglobal Lipschitz case is not included in Theorems 3.6 and 4.3, we investigate its ergodicity and weak convergence order in view of numerical tests.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
Let \( v = 4, \beta = 2 \), and test functions \( \psi \) be the same as those in section 5.1. Figure 4 shows the temporal averages \( \frac{1}{N} \sum_{n=1}^{N} E\psi(P_n, Q_n) \) starting from different initial values initial(1) = \((-10, 1)^T\), initial(2) = \((2, 7)^T\), initial(3) = \((0, 3)^T\), and initial(4) = \((4, 6)^T\). We also use \( \int_{-10}^{10} \int_{-10}^{10} \psi(p, q) \rho_2(p, q) dp dq \) as an approximation of the reference value, i.e., the ergodic limit

\[
\int_{\mathbb{R}^2} \psi(p, q) d\mu = \int_{\mathbb{R}^2} \psi(p, q) \rho_2(p, q) dp dq.
\]

Figure 4 indicates that the proposed scheme also converges to the reference line when time goes to infinity.

The value \( \ln |E\psi(P(T), Q(T)) - E\psi(P_N, Q_N)| \) against \( \ln h \) for five different step sizes \( h = [2^{-4}, 2^{-5}, 2^{-6}, 2^{-7}, 2^{-8}] \) at \( T = 0.5 \) is shown in Figure 5, similarly to Figure 3. Compared with the reference line of slope 2 in Figure 5, it can be seen that (40) has order two in the sense of weak approximations.

**6. Conclusion.** In this paper, an approach for constructing high weak order conformal symplectic schemes for stochastic Langevin equations is developed, motivated by the ideas in [1, 2, 18, 24]. The key points are that the generating function is applied to ensure that the proposed scheme preserves the geometric structure, while the modified technique is used to reduce the simulation of multiple integrations. We
show that, for the case $k = k' = 1$, the proposed scheme could inherit both the conformal symplectic geometric structure (under Lipschitz assumption) and the ergodicity (under linear assumption) of the stochastic Langevin equation. Numerical experiments verify our theoretical results. In addition, the numerical tests of an oscillator with nonglobal Lipschitz coefficients indicate that the proposed scheme could also inherit the internal properties of the original system, which implies that our results may possibly be extended to the nonglobal Lipschitz case. The theoretical analysis of this extension is also ongoing.
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