Experimental statistical signature of many-body quantum interference
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Multi-particle interference is an essential ingredient for fundamental quantum mechanics phenomena and for quantum information processing to provide a computational advantage, as recently emphasized by Boson Sampling experiments. Hence, developing a reliable and efficient technique to witness its presence is pivotal towards the practical implementation of quantum technologies. Here we experimentally identify genuine many-body quantum interference via a recent efficient protocol, which exploits statistical signatures at the output of a multimode quantum device. We successfully apply the test to validate three-photon experiments in an integrated photonic circuit, providing an extensive analysis on the resources required to perform it. Moreover, drawing upon established techniques of machine learning, we show how such tools help to identify the - a priori unknown - optimal features to witness these signatures. Our results provide evidence on the efficacy and feasibility of the method, paving the way for its adoption in large-scale implementations.

INTRODUCTION

Quantum technologies are expected to begin supplementing classical computing in the next decades, where achievements of growing complexity are progressively accomplished.1,2 Tasks that will benefit from their introduction range from computations3 to telecommunication4 areas, where the strongest advantages will revolve around both speedups and security issues of quantum information processing. To this aim, the authentication of a truly quantum behaviour of their operation proves to be a crucial aspect to deal with along their development.5,6 In this context, Boson Sampling is playing a special role to support this shift of paradigm and, as such, the community is making great efforts to provide strong, reliable evidence of genuine quantum interference at the core of its quantum computational advantage.7,8 In the last few years, a number of effective techniques have been designed,9–11 and experimentally tested12–15 to show that it is indeed possible to discern different degrees of multi-photon interference, corresponding to the cases of input states with distinguishable particles16–18, mean field states19–21 and trivial distributions.22 Together, these approaches represent a powerful toolbox suitable for the assessment of experiments of size much larger than that currently available. However, for Hilbert spaces large enough for a strong evidence of quantum supremacy,23,24 computational25 and hardware limitations in these algorithms start hindering a practical implementation. A promising solution to these issues was offered recently by a novel protocol developed by Walschaers et al.26,27 which aims at identifying distinctive statistical features in the output distribution of a Boson Sampling device to discriminate between the above-mentioned alternative hypotheses. Based on advanced and mostly analytic tools from statistical physics and random matrix theory, this method presents two clear advantages with respect to the previous schemes. First, it is provably efficient in the number of photons n and modes m. Second, by focusing only on easy-to-evaluate quantities retrieved from the output data sample, it does not require additional hardware28 or dynamic reconfiguration of the unitary transformation applied on the input,29 which could involve further complexity and/or loopholes to the overall apparatus.

In this work, we report on the first demonstration of this recent scheme to discriminate true multi-photon interference.30,31,32 The experiment was performed by injecting up to n=3 photons in a n=7-mode integrated interferometer, fabricated via femtosecond laser writing technique.33,34 Based on our experimental data, we carried out numerical simulations to investigate the dependency of the discrimination on the amount of data fed into the protocol. This study provides a first concrete estimate of the physical resources necessary for a reliable implementation, as well as of its robustness in the practical case of random input samples of finite size. The analysis is further enhanced by the adoption of pattern recognition algorithms, to get a quantitative confirmation of the goodness of our findings. Furthermore, we present a new approach to this task based on well-developed machine learning techniques, specifically on random forest classifiers, which allows us to sharpen the original pro-
FIG. 1. Scheme of the apparatus. The experimental implementation of the protocol by Walschaers et al. can be divided in three main parts: (i) generation of heralded three-photon states, with the possibility of switching between indistinguishable (I) and distinguishable (D) particles by varying the time delay and removing the interference filters. Input states evolve through a five-step network implementing a 7-mode random unitary transformation. Since the outermost modes of the network are not connected, and thus Haar-random unitary transformations are not supported, we uniformly sampled the internal phases between the interferometer arms; (ii) a detection stage, to estimate the number of events $N_{klm}$, including those with more than one photon per mode. To achieve approximate photon number resolution we arrange a cascade of in-fiber beamsplitters and measure the counts from $7 \times 2+7=21$ detectors; (iii) a final electronic acquisition system capable to assign all three-photon postselected events to the corresponding state, and thus evaluate the $C$-dataset.

General strategies for assessing many-body quantum interference find a natural framework in linear-optical platforms and, in particular, in the scope of Boson Sampling experiments. Indeed, the corresponding computational problem consists in sampling from the output distribution given by $n$ indistinguishable bosons evolving through a random $m$-mode linear network. To warrant the assumptions that underlie its computational complexity, a crucial issue is the certification that the distribution sampled from the device is the result of genuine quantum interference.

In principle, knowledge of all the statistical properties of the many-body quantum state would demand the reconstruction of high-order correlation functions, which in turn requires the computation of the entire set of probabilities. However, it was recently proposed that a clear signature of genuine quantum interference can be retrieved already through lower-order correlations, which are easy to compute both theoretically and experimentally. This validation protocol is based on the evaluation of statistical features of the so-called $C$-dataset, the collection of two-mode correlators $C_{ij}$ for all possible output pairs. The proposed correlation function is defined as

$$C_{ij} = \langle \hat{n}_i \hat{n}_j \rangle - \langle \hat{n}_i \rangle \langle \hat{n}_j \rangle$$

where the indexes $(i, j)$ are the two output ports with $i < j$, $\hat{n}_i$ is the bosonic number operator and the expected value $\langle \cdot \rangle$ has to be estimated over the output distribution. The quantities needed by the protocol and derivable from the $C$-dataset are the normalized mean $NM$ (the expected value divided by $n/m^2$), the coefficient of variation $CV$ (the standard deviation divided by the first moment of the distribution) and the skewness $S$. For a fixed bosonic input state and random unitary, direct sampling of photons in pairs of output modes of a quantum device allows to estimate the corresponding $C$-dataset and, consequently, a point in the space spanned by $(NM, CV, S)$. In such space all points related to alternative models, such as distinguishable particles, mean field states and fermions, tend to group together in separate clouds. Average values for the first three moments can be predicted analytically using Random Matrix Theory (RMT), averaging over Haar-random unitary transformations.

In the original proposal, the plane $(CV, S)$ was adopted as the most suitable to identify different particles statistics. Aiming to discriminate between indistinguishable and distinguishable bosons with $n=3$ and $m=7$, we observe that for small-size experiments the two types of particles present instead more distinct behaviors in the plane $(NM, CV)$ (see Supplementary Note 1 and Supplementary Fig. 1). Our first goal was then to evaluate the pair of moments $(NM, CV)$ from the $C$-dataset, so as to place our experimental point in the plane and assign
two-mode correlators can be estimated as

\[ \text{Correlator} = \frac{\text{Occurrence} - \text{Expected Occurrence}}{\text{Expected Occurrence}} \]

where the expected occurrence is calculated based on the input state probabilities. The output distribution for both indistinguishable (I) and distinguishable (D) cases was compared with the theoretical distribution for a given input state.

Experimental setup

A crucial step in the application of the protocol is the evaluation of the full two-mode correlator set \( C_{ij} \). For our experiment, we selected a random 7-dimensional unitary transformation and implemented it on an integrated circuit via femtosecond laser-writing technique. Single photons were generated via a four-fold parametric down-conversion process, where up to three photons were injected into the circuit and one acted as a trigger. The full output probability distribution was then measured for both indistinguishable (I) and distinguishable (D) photons. Switching between the two cases was made possible by inserting or removing the interferential filters and delaying the optical paths one with respect to the other, which ensured respectively spectral and temporal indistinguishability.

While on one hand the percentage of bunching configurations becomes quickly negligible when \( m \gg n^2 \), a practical issue arises when it comes to measure their contribution, since photon number-resolving detectors are still a cutting-edge technology. To overcome this limitation and achieve approximate photon number resolution, we arranged, at the output of each optical mode, a cas-

The full \( C \)-dataset of our device consisted of \( \binom{7}{2} = 21 \) two-mode correlators, while the output distribution counted \( \binom{7+3-1}{3} = 84 \) three-photon configurations including also collision events (more than one photon per output port). To experimentally estimate the correlators, i.e., to isolate the two-photon statistics from the three-photon experiments, we collected all events where three particles are detected in the output modes arrangement \((k, l, m)\), with \( k, l, m \in [1, 7] \) (Fig. 1). Let us introduce the quantity \( N_{klm} \), that is the number of times in which a certain \((k, l, m)\) configuration is sampled, \( N \) the total sample size and \( n_{klm}^i \), the eigenvalue of the number operator in mode \( i \) of the output state \((k, l, m)\). Then, the two-mode correlators can be estimated as

\[
\langle \hat{n}_i \hat{n}_j \rangle \approx \frac{1}{N} \sum_{m \geq l \geq k} n_{klm}^i n_{klm}^j N_{klm} \\
\langle \hat{n}_i \rangle \approx \frac{1}{N} \sum_{m \geq l \geq k} n_{klm}^i N_{klm}.
\]

Below we provide a short scheme of our experimental implementation, while a more thorough description can be found in Supplementary Note 2 and Supplementary Fig. 2.
FIG. 3. Assessment of multi-particle interference. At the final stage of the algorithm we plot our experimental points (yellow disks) in the NM-CV plane. The normalized mean (NM) and the coefficient of variation (CV) are reported for the C-datasets corresponding to the two inputs A and B and for the two alternative hypotheses (I: indistinguishable; D: distinguishable). a, Experimental points can be assigned to one of the two clouds numerically generated by $10^4$ Haar-random unitary transformations for I (blue) and D (red) particles, according to a given classification algorithm. Here, red and blue circles are the centroids predicted by RMT. b, Clouds (I: green; D: light orange) are numerically generated exploiting knowledge on the implemented circuit, by sampling $10^4$ random unitaries according to the structure adopted for our integrated circuit. Centroids of the new clouds (orange and green squares) do not coincide with the RMT predictions (red and blue circles). In both plots, the axes of the yellow disks correspond to 2 standard deviations, as estimated via a Monte Carlo simulation from the experimental data. Triangles, representing the means of the experimental points A and B for distinguishable (red) and indistinguishable (blue), fall well in their respective clouds, allowing for a confident discrimination of the datasets.

Experimental data analysis

After measuring the output data samples, we use the protocol to discriminate between distinguishable and indistinguishable photons for the two measured input states, by calculating the full set of two-mode correlators (Fig. 2 c-f). Fig. 3 summarizes our analysis from the protocol, where experimental points relative to the cases (I, D) and inputs (A,B) are displayed as yellow disks on the (NM, CV) plane, according to Eq. (1). Blue and red colors in the figure indicate the quantities related to indistinguishable and distinguishable photons respectively. Each of the four points can then be assigned to one of the two hypotheses (I, D) according to a suitable metric, which defines a distance from the two centroids evaluated via Random Matrix Theory, indicated by the blue and red circles. As we see in Fig. 3a, this approach allows the algorithm to perfectly discriminate data for input B and for input A with distinguishable photons, though it incorrectly identifies the point corresponding to input A with indistinguishable photons, which appears closer to the centroid of the D distribution. However, while a single transformation can yield an incorrect assignment for low-dimensional Hilbert spaces, one can exploit infor-
I separate the regions of the plane associated to the labels description of this analysis, where colored backgrounds a detailed discussion. Fig. 3a itself provides a visual several off-the-shelf algorithms to perform this task for the two particle types (Fig. 3b). We now recast the identification of the most probable hypothesis into a classification problem where, given one point and two clouds with labels I or D, we want to choose the most suitable assignment according to a specific algorithm and model. Indeed, this is a well-developed task in machine learning, giving us access to several off-the-shelf algorithms to perform this task (see Supplementary Note 3 and Supplementary Figs. 3-4 for a detailed discussion). Fig. 3 itself provides a visual description of this analysis, where colored backgrounds separate the regions of the plane associated to the labels I or D according to a support vector machine classifier.

We can now move a step ahead and observe that we did restrict our analysis to a scenario where we ignore the structure of the circuit implemented. This aspect may introduce a slight bias on the cluster generation, which we can clearly observe in Fig. 3b. Here, the same experimental points of Fig. 3a are discriminated using clouds corresponding to random circuits with the same structure of our interferometer, i.e. with symmetric beamsplitters, random phase shifters, and different input states. Applying a quantitative analysis analogous to the one in Fig. 3, we observe that this restriction permits to recover the correct classification. In Supplementary Notes 4-5 and Supplementary Figs. 5-6 we discuss the role of partial particle indistinguishability, and we show that this statistical approach can be adopted also in this more general scenario to extract information on the system.

Once outlined how to elaborate data in order to assign an experimental dataset to one of the alternative hypotheses, we discuss the feasibility of the overall procedure from the point of view of the physical resources employed by the validation protocol. Fig. 4 shows summary results in this direction, obtained from numerical simulations based on the same pool of data reported in Fig. 2. Specifically, regardless of the choice of the technological platform (single-photon sources, integrated circuit and single-photon detectors), we abstract two natural aspects that can undermine its implementation, namely (i) the photon-number resolution and (ii) the number of measured samples necessary to reach a good confidence in the acceptance/rejection of a hypothesis. Results from these analyses are shown in Fig. 4 with dashed and continuous ellipses respectively. Concerning the photon-number resolution, the issue relies on the necessity of having available a large number of number-resolving photodetectors, ideally one per output mode. This requirement might be partially relaxed by arranging more complex apparatus.

We can study this separation more in detail and include in our analysis the spatial distribution of (numerically generated) points related to Haar-random unitary transformations for the two particle types (Fig. 3a). We now recast the identification of the most probable hypothesis into a classification problem where, given one point and two clouds with labels I or D, we want to choose the most suitable assignment according to a specific algorithm and model. Indeed, this is a well-developed task in machine learning, giving us access to several off-the-shelf algorithms to perform this task (see Supplementary Note 3 and Supplementary Figs. 3-4 for a detailed discussion). Fig. 3 itself provides a visual description of this analysis, where colored backgrounds separate the regions of the plane associated to the labels I or D according to a support vector machine classifier.

We can now move a step ahead and observe that we did restrict our analysis to a scenario where we ignore the structure of the circuit implemented. This aspect may introduce a slight bias on the cluster generation, which we can clearly observe in Fig. 3b. Here, the same experimental points of Fig. 3a are discriminated using clouds corresponding to random circuits with the same structure of our interferometer, i.e. with symmetric beamsplitters, random phase shifters, and different input states. Applying a quantitative analysis analogous to the one in Fig. 3, we observe that this restriction permits to recover the correct classification. In Supplementary Notes 4-5 and Supplementary Figs. 5-6 we discuss the role of partial particle indistinguishability, and we show that this statistical approach can be adopted also in this more general scenario to extract information on the system.

Once outlined how to elaborate data in order to assign an experimental dataset to one of the alternative hypotheses, we discuss the feasibility of the overall procedure from the point of view of the physical resources employed by the validation protocol. Fig. 4 shows summary results in this direction, obtained from numerical simulations based on the same pool of data reported in Fig. 2. Specifically, regardless of the choice of the technological platform (single-photon sources, integrated circuit and single-photon detectors), we abstract two natural aspects that can undermine its implementation, namely (i) the photon-number resolution and (ii) the number of measured samples necessary to reach a good confidence in the acceptance/rejection of a hypothesis. Results from these analyses are shown in Fig. 4 with dashed and continuous ellipses respectively. Concerning the photon-number resolution, the issue relies on the necessity of having available a large number of number-resolving photodetectors, ideally one per output mode. This requirement might be partially relaxed by arranging more complex apparatus.

We can study this separation more in detail and include in our analysis the spatial distribution of (numerically generated) points related to Haar-random unitary transformations for the two particle types (Fig. 3a). We now recast the identification of the most probable hypothesis into a classification problem where, given one point and two clouds with labels I or D, we want to choose the most suitable assignment according to a specific algorithm and model. Indeed, this is a well-developed task in machine learning, giving us access to several off-the-shelf algorithms to perform this task (see Supplementary Note 3 and Supplementary Figs. 3-4 for a detailed discussion). Fig. 3 itself provides a visual description of this analysis, where colored backgrounds separate the regions of the plane associated to the labels I or D according to a support vector machine classifier.

We can now move a step ahead and observe that we did restrict our analysis to a scenario where we ignore the structure of the circuit implemented. This aspect may introduce a slight bias on the cluster generation, which we can clearly observe in Fig. 3b. Here, the same experimental points of Fig. 3a are discriminated using clouds corresponding to random circuits with the same structure of our interferometer, i.e. with symmetric beamsplitters, random phase shifters, and different input states. Applying a quantitative analysis analogous to the one in Fig. 3, we observe that this restriction permits to recover the correct classification. In Supplementary Notes 4-5 and Supplementary Figs. 5-6 we discuss the role of partial particle indistinguishability, and we show that this statistical approach can be adopted also in this more general scenario to extract information on the system.

Once outlined how to elaborate data in order to assign an experimental dataset to one of the alternative hypotheses, we discuss the feasibility of the overall procedure from the point of view of the physical resources employed by the validation protocol. Fig. 4 shows summary results in this direction, obtained from numerical simulations based on the same pool of data reported in Fig. 2. Specifically, regardless of the choice of the technological platform (single-photon sources, integrated circuit and single-photon detectors), we abstract two natural aspects that can undermine its implementation, namely (i) the photon-number resolution and (ii) the number of measured samples necessary to reach a good confidence in the acceptance/rejection of a hypothesis. Results from these analyses are shown in Fig. 4 with dashed and continuous ellipses respectively. Concerning the photon-number resolution, the issue relies on the necessity of having available a large number of number-resolving photodetectors, ideally one per output mode. This requirement might be partially relaxed by arranging more complex apparatus.

which inevitably entail further practical obstacles such as increased photon losses. We then investigated the possibility of relying on fewer number-resolved output modes for the protocol. This aspect can be estimated by post-selecting on the events that preserve the total number of photons and averaging the moments (NM, CV) over all possible subsets of the C-dataset corresponding to 4, 5 and 6 modes. Observing that five modes suffice in our case for a reliable application of the protocol, and since the clouds become more and more separated as n and m increase, in perspective we find this possibility encouraging for larger-scale implementations.

Furthermore, along the same direction, we investigated the dependency of the prediction of the protocol on the sample size. Results for this numerical simulation are
shown with continuous ellipses in Fig. 4, where we plot five points corresponding to subsets containing multiples of $N = 200$ events, averaging over 300 random extractions of these subsets from the complete experimental dataset. For a sample size with $10^3$ events, the two means (at the center of the ellipses, corresponding to one standard deviation over the random extractions) are already close to the final values. Interestingly, we note that the estimate of the final values rapidly converges for the first-order moment (NM) while it takes a larger dataset to shape the $C$-dataset for a reliable estimate of the second-order one (CV). This result is in perfect qualitative agreement with the efficacy of the two estimators to discern signatures of true multi-photon interference, as will be shown in Fig. 5.

Generalizing the scheme with random forest classifiers

Inspired by the analysis in the original proposal, we investigate the efficacy of a broader set of estimators to discriminate between datasets with distinguishable and indistinguishable photons. Our approach exploits summary statistics to identify highly effective signatures of genuine interference. These quantities include common measures of location, dispersion and shape for probability distributions and help quantify global characteristics of a given dataset in a unique figure of merit. To this purpose, we choose a set of 10 estimators and study their efficacy in making classification algorithms separate clouds of data associated to the two hypotheses. Following the intuition of Ref. 33, we consider as input for the classification algorithm the two-mode correlators $C$-dataset given by Eq. (1).

With regard to the classification we select the random forest classifier (RFC), a learning method widely adopted for classification tasks for its ability in handling both linear and highly non-linear dependencies. The basic mechanism of a RFC is to build a collection of decision trees over the space of the dataset and point by point output the mode of the classes of the individual trees. Chosen the input data (the $C$-dataset) and the classifier, we proceed in generating the input data to feed the RFC and studied the contribution of each estimator to the whole classification as seen by the classifier (see Supplementary Note 6 and Supplementary Fig. 7 for technical details). The basic idea behind this analysis is that not all estimators provide the same amount of information to help the RFC understand the logic to label each point. However, thanks to the mechanism proper of decision trees, which is based on iteratively querying each estimator about entropic measures, it is possible to construct a ranking of importance by retracing how successful each estimator has been in performing the assignments (Fig. 5). By repeating this analysis for various combinations of $(n,m)$ we identify a clear subset of summary statistics that prove to be effective for discriminating the two hypotheses (Fig. 5b).

Our qualitative analysis suggests at least two results: first, we find that random forests indeed select two of the first three moments (NM and CV) as highly informative features for the classification, retrieving the observations at the core of the validation protocol. Furthermore, also the qualitative scaling of their importance correctly reproduces the one that was described in the original proposal via direct numerical simulations: NM and CV become respectively less and more meaningful as the dimension of the problem increases with $(n,m)$.

![Diagram](image)

**FIG. 5. Importance of summary statistics for classification.** To grasp the -unknown- relevance of each estimator, a key tool is provided by feature selection techniques and, in particular, by the Mean Decrease in Impurity (MDI) via random forest classifiers (RFC). a, MDI estimates the importance of each estimator as the sum over the corresponding number of splits in the RFC, weighted by the number of samples it splits. b, Here we show the relative statistical importance of a specific set of summary statistics according to a RFC, averaged over 200 random extractions of training sets from datasets of $10^4$ samples. Each sample is constructed by generating a Haar-random unitary transformation and evaluating 10 quantities over the corresponding two-mode set of correlators ($C$-dataset) from Eq. (1). Here, CV: coefficient of variation; HM: harmonic mean; IQR: Interquantile range; K: Kurtosis; M: median; MD: median deviation; NM: normalized mean; ROC: area under the ROC curve for the normalized $C$-dataset; S: skewness; TVD: total variational distance of the $C$-dataset, normalized to 1, from the uniform distribution. Bars in the chart are ordered according to the legend below.
though still less significant for this task in the range of $(n,m)$ reported in Fig. 5, also the third moment (S: Skewness) exhibits the same -slowly- increasing trend found in Ref. 33. Finally, and importantly, our RFC classification scheme allows to identify those quantifiers that are near-to-optimal for a given decision problem in terms of, e.g., size and particle types. These may be quite distinct from, and more efficient than, the lowest order statistical moments of the $C$-dataset as employed in Ref. 33. Furthermore, the hierarchical ordering of different quantifiers as achieved by the RFC analysis might be a reflection of specific structural properties of the many-particle interference under scrutiny, and therefore motivates further research. The capability of assessing their importance makes RFCs very useful to gain effective insights, as well as to filter irrelevant figures of merit or to capture unknown connections between them. Moreover, the fact that it does not require detailed knowledge on the system makes this approach flexible and ready for use where a complete theoretical picture is not available.

DISCUSSION

The assessment of genuine multi-particle interference is a relevant task that is gaining increasing attention with the development of new larger-scale quantum technologies. In this direction, we have provided the first experimental demonstration of a very recent validation protocol capable to discern statistical features of three-photon interference with an efficient and reliable approach. To this purpose, we also extended the original analysis to include machine learning algorithms for the classification of datasets with different particle types, suggesting that a joint approach between purely physical and learning models may be beneficial. In particular, we have extended the analysis of Ref. 33,34 to a broader classification framework, where a whole set of statistical signatures can cooperate to discern true multiphoton indistinguishability using pattern recognition techniques. Our approach with random forest classifiers is flexible and of broad applicability, suitable both to support experimental analyses and to drive refined theoretical investigations into the relation between the structure of experimental data and of complex many-particle dynamics. From the experimental perspective, our small-scale proof-of-principle demonstration on a 7-mode integrated interferometer highlights the robustness and the feasibility of the protocol, which is expected to perform even better for higher dimensions of the Hilbert space. Together, our results pave the way for an application on large-scale platforms, opening the possibility of achieving additional improvements with the adoption of machine learning techniques to help identify hidden patterns of multiparticle interference.
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I. SUPPLEMENTARY NOTE 1: CHOICE OF THE VALIDATION PLANE

One of the key aspects of the protocol developed by Walschaers et al. [1] is the choice of the first moments of the set of two-mode of correlators (C-dataset) to discriminate genuine many-body quantum interference distribution. The plane proposed by the authors is the CV-S one, i.e. the plane spanned by the coefficient of variation (CV) and the skewness (S). This choice is effective in discriminating bosons from the mean field sampler, since the first moment of the corresponding C-datasets, the normalized mean (NM), is too similar in the two cases to be distinguished reliably. The resulting clouds, that can be obtained by sampling Haar-random unitary transformations and evaluating for each one the moments CV and S, are instead significantly separate in this plane. Such separation further increases for larger-size Hilbert spaces.

In our experimental implementation, we applied the test to discriminate the different dynamics obtained with distinguishable and indistinguishable photons. Supplementary Fig. 1 reports a three-dimensional visualization of the clouds for these two hypotheses with \( n = 3 \) and \( m = 7 \), in the hyperplane spanned by the three moments. We can clearly see that, while on one side the two clouds present different shapes and positions in the NM-CV plane (see Supplementary Fig. 1a), on the other side the projection of these clouds in the CV-S plane presents a significant overlap (see Supplementary Fig. 1b). Hence, a discrimination between the two hypotheses in the CV-S plane can be carried out with less confidence. For these reasons, we choose to adopt the NM-CV plane for our experimental implementation of the protocol.

A further interesting aspect to investigate is the existence of other projection planes suitable for our purpose. Indeed, also the projection in the NM-S plane shares quite similar features with the NM-CV one. However, higher order moments, like the skewness and the kurtosis, can be estimated with larger uncertainty due to the small dimension of the C-dataset in our implementation.

II. SUPPLEMENTARY NOTE 2: PHOTON NUMBER-RESOLVING DETECTION AND PATTERN RECONSTRUCTION

To implement the protocol it is necessary to take into account all output events with a given number of photons \( n = 3 \) in our case, thus including also the bunching events with two or three photons in the same output port. However, photon-number resolution is still a demanding requirement to satisfy with current state-of-the-art technology. An effective way to circumvent this issue is to make use of approximate photon number-resolving detection. The scheme we adopted consists in splitting each output mode in a cascade of in-fiber beamsplitters (FBS). In order to maximize the probability to drive photons in different paths, so as to optimally resolve the number of particles, we have arranged two consecutive layers of FBSs so that each mode is split in three paths (see Supplementary Fig. 2). The first layer is arranged with unbalanced splitters (reflectivities equal to 0.66). The most favored output fiber is connected to a second layer of FBSs with balanced splitting ratios, while the other fiber is connected directly to single-photon avalanche detectors. All FBSs have been characterized experimentally to estimate the actual values of their reflectivities. Each output mode of the integrated devices is therefore divided in three auxiliary modes, with a total amount of 21 ports and as many detectors. One additional detector, properly synchronized with the photons entering the circuit, is employed to detect the trigger signal from the spontaneous parametric down-conversion source, signalling the generation of a true four-fold event. The average detection rate of four-fold coincidence events (three photons at the output of the circuit and one trigger photon) was 0.01 Hz, including an estimate of 8 dB reduction only due to the detection stage, where each of the three photons propagates through one or two lossy cascaded beamsplitters. The overall rate largely increases in the case of distinguishable photons, where we achieved a rate of about 0.1 Hz by removing the interferential filters.

Let us denote with \( (k,l,m) \) the output modes for 3-photon output events. Among all the \( \binom{7+3-1}{3} = 84 \) \( (k,l,m) \) configurations, which include bunching combinations, 7 configurations have three photons in the same output mode, 42 present two photons in the same mode while 35 are no-collision events. From the reflectivities of the first and second layers of beamsplitters it is possible to retrieve the probabilities to detect two and three photons entering in the same mode and exiting from different arms of the same cascade. For instance, in the two-photon bunching case we have to sum over the probabilities associated to \( \binom{3}{2} = 3 \) possible different pairs of arms (see Supplementary Fig. 2b). Then the actual contribution of bunching configurations to the whole output distribution is estimated dividing the number of simultaneous clicks among ports of the same cascade by the corresponding probability in discriminating the number of photons. In the assignment of a 3-photon coincidence event (after the cascade of beamsplitters) to the original output configuration \( (k,l,m) \), with \( k \leq l \leq m \), we distinguish the following situations:

a 3-photon bunching \( (k = l = m) \): the event is signaled by a click on three detectors of the same cascade (see Supplementary Fig. 2a).

b 2-photon bunching: we have \( 3 \times 3 = 9 \) possible threefold coincidences that contribute to the same configuration of the original modes (see Supplementary Fig. 2b).

c collision free events \( (k \neq l \neq m) \): To record all \( \binom{3}{1} = 35 \) collision-free output configurations we have looked for photons revealed in different cascades. Each \((k,l,m)\) can be obtained in \( 3 \times 3 \times 3 = \)
Supplementary Figure 1. Choice of the plane for the validation protocol. a, Points in the space NM-CV-S simulated for 2000 different Haar-random unitary evolutions in the case of $n=3$ and $m=7$. The blue and red clouds correspond respectively to indistinguishable and distinguishable photons. b, Projection of the clouds in the NM-CV plane, chosen for validating interference in our experiment due to their marked separation. c, The plane proposed in Ref. [1] for the validation is not an appropriate choice for $n=3$, $m=7$.

Supplementary Figure 2. Experimental apparatus for approximated photon number-resolving detection. Each output mode $i$ is split in three extra-ports to discriminate bunching events. The scheme for number-resolving detection consists of a first unbalanced in-fiber beamsplitters (FBS1) followed by a balanced one (FBS2) that splits the most probable arm of the previous beamsplitter. a,b, Detection of bunching events in the case of three (a) and two (b) photons per mode, respectively. c, Detection scheme for collision-free events.

27 different arrangements due to the splitting of each mode (see Supplementary Fig. 2c).
The probabilities associated to all measured three-photon events have been rescaled by taking into account the correspondent probabilities of having each of the cases above in our specific beamsplitters cascade.

We conclude our analysis considering that each auxiliary arm has a specific transmission efficiency $\eta_i$. Indeed, as shown in Supplementary Fig. 3, photons can pass through one or two layers of beamsplitters, whether they are transmitted or reflected at the first step of the cascade respectively. Then all samples are rescaled according to the global efficiency $\eta_1 \times \eta_2 \times \eta_3$ associated to the ports.

III. SUPPLEMENTARY NOTE 3: ASSIGNING NEW DATA WITH MACHINE LEARNING TECHNIQUES

Machine learning techniques can be employed to assign new data to one of the two classes of the statistical test, namely indistinguishable photons (class $I$) or distinguishable particles (class $D$). Supplementary Fig. 3 shows an application of several of the most common classification algorithms to our experimental datasets [2]. While, on one hand, the two clouds corresponding to experiments with $n=3$ photons, $m=7$ modes and Haar-random transformations are already quite separate in the NM-CV plane (see Supplementary Fig. 3a), an approach based on classification techniques can prove very useful in more delicate situations (see for instance Supplementary Fig. 3b) with both qualitative and more quantitative descriptions.

In this section we investigate the performances obtained with three different techniques in the NM-CV plane, namely (i) nearest centroid, (ii) k-nearest neighbor and (iii) support vector machines with a linear classifier. (i) The nearest centroid method assigns the new datum to the class with lowest distance $d$ between the datum and the class centroid. The latter are calculated (efficiently) by employing the random matrix theory results reported in Ref. [1]. Note that the nearest centroid method requires the calculation of only two distances for each new datum to be classified, and thus the method is computationally efficient. (ii) The k-nearest neighbor method exploits the shape of the points distribution for the two classes. More specifically, given a training set of $N_{\text{training}}$ points for each of the two classes, the distance $d$ is calculated between the new datum and all points of the training set for $I$ and $D$ and sorted in increasing order. Majority voting is applied to the $k$ lowest distance values, where $k$ is a parameter that can be chosen by the user. At variance with the previous technique (i), $2N_{\text{training}}$ distances have to be evaluated for each new datum to be assigned. Furthermore, the parameter $k$ can be optimized to minimize the error probability. (iii) A support vector machine is constructed to find the optimal way to divide the parameter space in two regions corresponding to the two classes. As for technique (ii), a training set of $N_{\text{training}}$ points for both classes $I$ and $D$. In this case, we employed a linear classifier which searches for the optimal hyperplane separating the two regions. The new datum is then assigned according to the determined separation. In all cases (i)-(iii), the figure of merit is the error probability $P_{\text{err}}$, defined as $P_{\text{err}} = (P_{I\rightarrow D} + P_{D\rightarrow I})/2$. Here, $P_{I\rightarrow D}$ is the probability to wrongly assign a datum corresponding to indistinguishable photons to the class $D$, and conversely for $P_{D\rightarrow I}$.

We then performed numerical simulations for each of the three techniques (i)-(iii). For the nearest centroid method, we numerically generated $N_0 = 10^5$ Haar-random matrix, evaluated the statistical quantities (NM, CV) from the two-mode correlators $C_{ij}$ for both indistinguishable photons and distinguishable particles, and then estimated the average error probability $P_{\text{err}}$. For the k-nearest neighbor and the support vector machine, the simulations have been performed by generating $N_0 = 100$ different training sets of size $N_{\text{training}} = 10^3$, and for each training set the error probability has been estimated from $N_0 = 1000$ Haar random matrices. In the k-nearest neighbor case, the analysis has been performed by finding numerically the optimal value for $k$ (see Supplementary Fig. 3c). In Supplementary Figs. 3d-f we report the error probabilities for the three techniques (i)-(iii), for $2 \leq n \leq 6$. We observe that the k-nearest neighbor and the support vector machine methods present comparable error probabilities, greatly outperforming the nearest centroid one.

IV. SUPPLEMENTARY NOTE 4: TRANSITION FROM INDISTINGUISHABLE TO DISTINGUISHABLE PHOTONS

Here we discuss the transition from indistinguishable to distinguishable photons in the C-dataset. Such scenario has been theoretically discussed in Supplementary Refs. [3,4], which consider the case where each particle presents a degree of partial indistinguishability (due for instance to different relative delays between the photons).

To give an insight on this aspect, let us now directly discuss the scenario corresponding to the same size of the reported experiment, that is, $n = 3$ photons in a $m = 7$ modes transformation. When more than two particles are involved, this transition can follow different paths in the NM-CV plane depending on how the indistinguishability of the particles is tuned (see Supplementary Fig. 4 for a specific example).

When the input photons are partially distinguishable, this effect can be quantified by an indistinguishability parameter $0 \leq \delta_i \leq 1$, and each single particle (i) density matrix can be modeled as $\rho_i = \delta_i |1_i\rangle\langle 1_i| + (1 - \delta_i) |1_i\rangle\langle 0_i|$, where $|0_i\rangle$ stands for a photon in spectral-temporal mode 0 (the same for all photons) and $|1_i\rangle$ stands for a photon in spectral-temporal mode $i$ (assumed to be orthogonal and different between the particles). Let us consider the case where all $\delta_i = \delta$ are the same for each pho-
Supplementary Figure 3. Validating multi-photon interference with classification algorithms. The task of assigning a dataset to one of two or more hypotheses can be naturally recast in a classification problem, for which several well-developed techniques are already available [2]. We thus applied some of the most common machine learning algorithms to decide whether each experimental point is more likely to be explained by a partially- (blue region) or fully- (red region) distinguishable input state. Experimental points for our three-photon input states (diamond: input A=1,4,5; circle: input B=1,3,6) with different degrees of distinguishability (complete: yellow; partial: black) are located on a contour plot highlighting the regions assigned by each algorithm to the two hypotheses. Colors in regions are scaled according to the local confidence of each classification. Subplots are generated by randomly sampling, respectively, Haar-random unitary transformations (a) and transformations obtained by fixing the internal structure of our integrated circuit and varying the parameters for beamsplitters and phase shifters (b). We find that, by exploiting this additional information on the system, the algorithm is more effective in performing the correct assignment. The overall accuracy of each classification, higher in (a) due to the enhanced separation of the clouds, is reported in the respective bottom corners.

We have then performed a numerical simulation to study the transition between indistinguishable photons to distinguishable particles. The results are shown in Supplementary Fig. 5b by sampling $N_s = 10^4$ Haar matrices and by investigating the transition of the distributions centroids. To better analyze such transition, we compared the overlap in the NM-CV plane between the point distributions with an indistinguishability parameter $\delta$ ($p_{\delta x}$) and with distinguishable particles ($q_{x}$). Two different measures have been employed, namely the total variation distance $\text{TVD} = 1/2 \sum_{x} |p_{\delta x} - q_{x}|$ and the similarity $S = \sum_{x} \sqrt{p_{\delta x} q_{x}}$. On one side, the total variation distance is strictly related to the error probability in discriminating between the two distributions, while the similarity is a direct measure of their overlap. The results are shown in Supplementary Fig. 5c as a function of the parameter $\delta$.

In summary, a clear transition between indistinguishable/distinguishable particles case is observed in the lowest order statistical quantifiers. Hence, such approach can be successfully employed to extract information on the multiparticle system also in the scenario with partial photon distinguishability.

V. SUPPLEMENTARY NOTE 5: CLASSIFICATION WITH PARTIAL PHOTON DISTINGUISHABILITY

In this section we quantify the effect of partial photon distinguishability in the assignment of an experimental data sample to one of the two hypotheses (distinguishable or indistinguishable photons). In general, partial photon distinguishability can have several causes, including a relative time delay or the presence of spectral correlations in the generation via a spontaneous parametric
down-conversion process. In our experimental implementation, two of the three input photons belong to the same pair, and thus present a high degree of indistinguishability. The third photon belongs to a different photon pair, where its twin photon is used as heralding signal, and it is thus partially distinguishable.

We have then performed numerical simulations (see Supplementary Fig. 4) to study how this partial distinguishability model affects the assignment for the same size of our experiment ($n = 3$ photons, $m = 7$ modes). More specifically, we considered an input three-photon state of the form $\rho = \beta^3 \rho_{1,1,1} + (1 - \beta^2) \rho_{1a,1b,1_4}$, where $\rho_{1,1,1}$ stands for a state with three perfectly indistinguishable photons, $\rho_{1a,1b,1_4}$ stands for a state with one distinguishable photon and $\beta$ is an indistinguishability parameter. We have then generated $N_t = 100$ different training
Supplementary Figure 6. Effect of partial photon distinguishability. Numerical simulation of the probability $P_{\mathcal{P} \rightarrow \mathcal{I}}$ of assigning a given data sample $\mathcal{P}$ (with one photon having partial distinguishability $\beta$) to the hypothesis of indistinguishable photons. Here $1 - \beta = 0$ corresponds to perfectly indistinguishable particles, while $1 - \beta = 1$ stands for one completely distinguishable particles. Red curve: both the training set and the data samples are drawn from the Haar measure. Blue curve: data samples are drawn from unitary evolutions with the same structure of the interferometer employed in our experiment, while the training set is drawn randomly according to the Haar measure. Black curve: both the training set and the data samples are drawn from unitaries with the same structure of the interferometer employed in our experiment.

sets of size $N_{\text{training}} = 1000$. For each training set, we estimated the probability $P_{\mathcal{P} \rightarrow \mathcal{I}}$ of assigning a given data sample $\mathcal{P}$ (measured with an input state described by density matrix $\rho$) to the hypothesis of indistinguishable photons, by averaging over $N_s = 1000$ random matrices. Here we apply a linear support vector classifier, given the good performance shown in Supplementary Note 3.

First, we considered the scenario where both training set and data are drawn according to the Haar measure (red curve in Supplementary Fig. 6). We observe that the probability $P_{\mathcal{P} \rightarrow \mathcal{I}}$ of assigning a sample obtained with one partially distinguishable photon reaches a value of $\sim 0.7$ for $\beta = 0$ (one perfectly distinguishable photon). If one considers a scenario in which the sample is drawn from unitaries with the same structure of the interferometer employed in the experiment, the assignment probability drops faster than in the Haar-random case. However, by exploiting knowledge on the structure of the interferometer in the training process, higher values of $P_{\mathcal{P} \rightarrow \mathcal{I}}$ are obtained.

VI. SUPPLEMENTARY NOTE 6: ANALYZING DATA WITH RANDOM FORESTS

Random Forest is a powerful learning algorithm that can be employed for both classification and regression tasks [5]. The core idea of a Random Forest is to combine several decision trees to output the best labels or predictions for a new sample, respectively in the cases of classification and regression. In this section we provide a very brief summary of the operation of Random Forest classifiers (RFC), focusing thus only on classification tasks.

Supervised classification starts from a training dataset of $N$ labeled samples, which we exploit to train our algorithm (hence the name) to classify future unlabeled samples. Let’s assume we are given an ensemble of decision trees, which had been grown beforehand on our dataset to independently learn rules according to $F$ input variables, or features. The mechanism to grow a single tree can be sketched as follows:

1. Form a smaller training dataset with $n < N$ random samples from the original dataset;
2. Randomly select $f < F$ features at each node of the tree and create a new rule to separate the data based on the best split among all possible splits. Common strategies for the choice of the best split are the Gini impurity or the Information gain, both measures of entropy of the data as seen by the tree at that node;
3. The tree is grown until all samples are analyzed.

Once provided a set of decision trees it is easy to classify a new sample with a RFC: simply take the labels assigned by each tree and choose their mode (see Supplementary Fig. 7). The error rate of a RFC will increase with the correlation between the single trees and decrease with their individual strength in assigning correct labels. Reducing the number of features $f$ in the learning process (step 2) reduces both their correlation and strength, but it is usually possible to find an optimal compromise for a given dataset.
Supplementary Figure 7. Construction of a Random Forest classifier. Random Forests are built upon an ensemble of decision trees, each with its own rules to classify a given dataset. In this figure we assume there are only two input variables, so-called features (blue and orange balloons), that step-by-step divide the dataset with splits that maximize the gain of information. Splits typically have the form of simple inequalities that define nested regions in the feature space. Provided an ensemble of decision trees, a Random Forest classifier combines all rules to assign a label according to a majority vote.

RFCs present several advantages with respect to current classification algorithms, among all the high accuracy and the efficient processing on datasets with a very large number of samples \((N)\) and input features \((F)\). A very interesting bonus that plays a key role in our analysis is the possibility to estimate the importance of each feature for the classification and to detect interactions between subsets of features, even in presence of high nonlinearities. The three main strategies to estimate feature importance with RFCs are:

- **Permutation accuracy**: randomly permuting the values of each feature decreases the final accuracy of the model. The more effective the feature is in structuring the dataset, the larger will be the decrease.

- **Mean decrease impurity**: while building each decision tree, each feature will cause a certain decrease in weighted impurity, as measured by the Gini importance or the Information gain. Features can be ranked according to the average impurity across all trees.

- **Selection frequency**: the number of times each feature is chosen to perform a split among all trees.

The opportunity of assessing the importance of a feature makes the RFC a great tool for filtering irrelevant input variables that can hide significant phenomena, as well as for capturing unknown connections between them. Moreover, as we show in the manuscript, it also allows to estimate the significance of a figure of merit in structuring a given dataset with no prior knowledge on the physics behind it. All these aspects make this kind of analysis a versatile and effective tool to get a physical insight of a system, or to lead experimental investigations where a solid theoretical background is not yet available.
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