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Abstract. A large number of cultural heritage archives are freely available on the web: they can be in Linked Open data format, or in any other format, such as databases, collections or archives, with some information for each object. To be really enjoyed and enjoyable by the users on the web, a set of scored keywords need to be associated with each item, manually or automatically. The overall problem here addressed is the automatic, unsupervised extraction of keywords/keyphrases from the items of cultural heritage archives, in different languages (English and Italian). The problem is very actual and in literature many papers are devoted to this topic and several approaches have been defined: we present here a work-in-progress, an experimentation done with the aim of automatically associating scored keywords/keyphrases to a painting archive. We have therefore tested five different methods present in literature, such as tf-idf, RAKE, TextRank, …, on two datasets, in English and in Italian, and evaluated the results - using recall and precision@n as the evaluation metrics.

1. Introduction
A large number of cultural heritage archives are freely available on the web: they can be in Linked Open data format, or in any other format, such as databases, collections or archives with pictures and some textual information for each object. To be really enjoyed and enjoyable on the web, users should be able to interact and navigate with simple and easy-to-use tools, using both the pictorial and textual information. Multimedia systems on the web, usually, provide facilities for searching, browsing, clustering and visualizing different kinds of visual data and related information. Many of their innovative tools are related to image searching and visualization functionalities in the context of cultural heritage web sites. To be effectively and efficiently searched, retrieval, and browsed, textual data need to be assigned (scored) keywords/keyphrases, manually or automatically.

Keywords / key phrases are single words or groups of words that characterize the content of the document and are useful for identifying the documents relevant to a given query and / or for "suggesting" something in some way related.
Keywords/keyphrases should, therefore, satisfy the following characteristics:

- have a good coverage: in that, all the keywords/keyphrases of an item are able to describe all its aspects;
- be relevant: general enough to represent more than a single item, as well as specific not to represent the whole set of items.

As well known, manually associating keywords to documents requires time, skills, specialized personnel, and more steps to ensure that the chosen terms are consistent, adequate, relevant, with a good coverage, sufficiently general and timely. To automate this activity, much work has been done over the years and researchers have explored both supervised and unsupervised techniques to address the problem of automatic keyphrase extraction. The problem is still very actual and in literature, many papers are devoted to this topic and different approaches have been defined. Furthermore, most of the studies and experiments have been conducted on texts in English, while there are few experiments concerning other languages, such as Italian.

In this paper we will consider the problem of automatic unsupervised extraction of keywords on texts, by presenting a work-in-progress, an experimentation done on a corpus of texts (in English and in Italian) related to paintings, to be integrated into a Multimedia Information system on the web.

We have applied five methods/algorithms present in literature, such as TextRank, RAKE, tf-idf, … to texts in English and Italian, to better understand the different characteristics of these methods and their use in a cultural heritage context in different languages, and present here the results, evaluating them in the context of our experimentation.

The paper is organized as follows: after the presentation of the overview of works related to automatic unsupervised keyword extraction, the data used and the experimentation runs are presented, together with the details of the solutions tested in the runs. The results obtained are then presented, compared and discussed.

2. State-of-the Art: Unsupervised Keyphrases Extraction algorithms

Although the problem of extracting keywords, keyphrases able to represent the content of pieces of text in natural language has been faced since the first Information Retrieval systems appeared, the advent of new tools and techniques makes it still very actual: in literature, many papers are devoted to this topic [1][2][3][4] and several approaches have been defined [5][6][7][8][9].

In the following, we present different methods that have shown to work well and have been tested in different domains, and that we have used in our experimentation.

2.1. TextRank

TextRank [7] is a graph-based ranking model for text processing, and is based on the same assumptions of PageRank [10][11], that is: i) important pages are linked by important pages, and ii) the PR values of a page is essentially based on the probability of a user visiting that page.

TextRank models a text document as a graph where each word (or sentence, according to granularity chosen) in the document is represented as a node, and the semantic relation between each node is represented by an edge. A scoring algorithm will then be run on the graph to assess the value of every word, which will be used to rank them, then top ranking words are selected as keywords. Keywords that are adjacent in the document are combined to form multi-word keywords. The authors [7] report that TextRank achieves its best performance when only nouns and adjectives are selected as potential keywords.

2.2. RAKE

Rapid Automatic Keyword Extraction (RAKE) [8] is an unsupervised, domain-independent, and language-independent method for extracting keywords from individual documents.

The algorithm is composed of the following steps: i) it extracts a set of candidate keywords (single words or sequences of contiguous words), ii) assigns a score to these candidate keywords, based on the
co-occurrence graph: the score is based on the frequency of the words and their degree, iii) adjoins keywords and iv) extracts the top T scoring keywords.

Figure 1. a graphical representation of TextRank algorithm for the painting of Frida Kahlo “Wounded Deer”

2.3. **Tf-idf**

TF-idf [6][12], short for term frequency–inverse document frequency, is widely used in Information Retrieval and is used to measure the importance of a word in a document, within a collection or corpus. At a high level, a tf-idf score finds the words that have the highest ratio of occurring in the current document vs the frequency of occurring in the larger set of documents.

2.4. **Latent Semantic Analysis or Latent Semantic Indexing**

LSI [13] is a technique able of analyzing relationships between a set of documents and the terms they contain by producing a set of concepts related to the documents and terms.

LSI assumes that words that are close in meaning will occur in similar pieces of text. A term-document matrix, as that created by Tf-idf model, is the starting point for the technique used to reduce the number of rows in the matrix, while preserving the similarity structure among columns, thus converting terms and documents to points in a lower-dimension space.

2.5. **Other methods**

In literature, many other methods have been proposed and tested as, among others, SingleRank [14] and ExpandRank [15], that are essentially a TextRank expansion, or cluster-based approaches as KeyCluster [16].

3. **Dataset**

For our experimentations, we started from the ‘paintings 91’ [17][18] database, which consists of well-known paintings by famous artists ranging from Vermeer to Chagall, from Bosch to Matisse. The data set consists of 4,214 paintings from 91 different artists; is composed of images, and some basic information such as author, artist categorization, and style classification for each painting. No title nor painting description is available in the original data. We first associated to each painting its title (in Italian or in English), and then, in a completely automated way, we retrieved from the web a description of the painting, whose provenience is mainly from Wikipedia or the first result of a google search based on title + author query, in Italian and/or in English. To ensure that the webpages retrieved are semantically related to the paintings, a similarity score based on the co-occurrence of words in the web page title and painting title has been computed and assigned.

| Dataset             | No. items | Type of data          | Language               | Average length, max, min |
|---------------------|-----------|-----------------------|------------------------|--------------------------|
| Painting91 (original dataset) | 4214      | Authors, artist categorization, style | Title in Italian or English | -                        |
4. The experiments

With the aim of testing these methods and of identifying if (and, in case, which) method produces better results on these data with a set of test queries, and if there is any noticeable difference between English and Italian, a standard Information Retrieval approach [6] has been followed, shown in Fig. 2.

In the processing phase, the following steps, rather common, were carried out, with the aim to identify the most relevant keywords, to be used as an aid to perform a query and innovative ways to navigate the data:

- Pre-process data: remove stopwords from the text, perform stemming, tokenize, … ,
- Extract a list of candidate keywords /keyphrases using some heuristics,
- Score each candidate keywords/keyphrases, according to different criteria and methods,
- Select the first m keywords/keyphrases.

We run the following Unsupervised Keyphrases Extraction algorithms, described in section 2:

- TextRank
- TF-idf
- RAKE
- Latent Semantic Indexing (LSI)

and the following python implementation:

- Automatic Keyword Extraction (AKE) (using gensim python package [21]): this method, based on the TextRank algorithm, has been applied “as is” with the default values as parameters, that is windows size = 2 and considering only nouns and adjectives. Because in this implementation pre-processing and stemming algorithms only works for English, we have disabled them, using texts as presented, in both languages.

We tested TF-idf both using 1-gram and n-grams basis for word extraction; for LSI we performed tests with a different number of topics: here we report the results for 20 and 100 topics.

Some algorithms have to be performed document by document (TextRank, RAKE, AKE), while others have to be run on the whole collection of documents (tf-idf, LSI).
According to the diagram in Figure 2, the keywords/key phrases automatically extracted are then exploited for indexing documents, in a vector space model and the cosine similarity is the chosen metric used to retrieve and rank documents in response to the query.

Each run on an algorithm/dataset (English/Italian) gives rise to a different set of (weighted) keywords/keyphrases, associate to each document: so that the retrieved document list can be different both in the documents retrieved and in the order of the retrieval.

Table 2 shows information and some statistics on the results obtained from the processing phase, applying the 5 algorithms on Italian and English datasets, with tf-idf runs for 1-gram and n-grams, and LSI with 20 topics and 100 topics. In this phase the same parameters were applied to the 2 datasets, modifying, where necessary, stopword lists and stemming algorithms.

Table 2. Keyphrases stats for the 5 algorithms tested.

| Algorithm       | No. different keyphrases | Average length of keyphrases | No. keyphrases with more than 10 occurrences (keyphrases10) | Average length of keyphrases10 | No. keyphrases with more than 100 occurrences (keyphrases100) | Average length of keyphrases100 |
|-----------------|--------------------------|-----------------------------|-------------------------------------------------------------|--------------------------------|----------------------------------------------------------------|---------------------------------|
| TextRank English | 27.439                   | 2,011                       | 2237                                                       | 1,581                          | 133                                                             | 1,083                           |
| TextRank Italian | 14.674                   | 1,755                       | 958                                                        | 1,280                          | 63                                                              | 1,015                           |
| Tf-idf          |                          |                             |                                                            |                                |                                                                  |                                 |
| English 1-gram  | 11.781                   | 1                           | 663                                                        | 1                              | 0                                                               | -                               |
| English n-grams | 15.931                   | 2,398                       | 550                                                        | 1,627                          | 0                                                               | -                               |
| Italian 1-gram  | 11.599                   | 1                           | 486                                                        | 1                              | 0                                                               | -                               |
| Italian n-grams | 16.254                   | 1,755                       | 1,280                                                      | 1                              | 0                                                               | -                               |
| RAKE s          |                          |                             |                                                            |                                |                                                                  |                                 |
| English         | 8.511                    | 1,963                       | 549                                                        | 1,828                          | 16                                                              | 1,375                           |
| Italian         | 6.300                    | 1,838                       | 405                                                        | 1,476                          | 15                                                              | 1,133                           |
| LSI 20 topics   |                          |                             |                                                            |                                |                                                                  |                                 |
| English         | 98                       | 1                           | 89                                                         | 1                              | 39                                                              | 1                               |
| Italian         | 98                       | 1                           | 95                                                         | 1                              | 21                                                              | 1                               |
| LSI 100 topics  |                          |                             |                                                            |                                |                                                                  |                                 |
| English         | 314                      | 1                           | 286                                                        | 1                              | 125                                                             | 1                               |

Figure 2. Information Retrieval architecture of our approach.
Some considerations about the results:

- The number of different keyphrases varies greatly on the basis of the algorithm tested: from 98 of LSI with 20 topics to over 27,000 of TextRank.
- Except for LSI and AKE, the other algorithms consistently give lower values for Italian than English, due to the lower number of documents and shorter length of texts. Higher values in AKE are related to the lack of appropriate stemming algorithms for Italian;
- TextRank produces a relatively large number of keywords, using the recommended values: setting a threshold value, as the maximum number of keywords extracted per document or the weight of the nodes must be further tested and evaluated;
- TextRank, RAKE and AKE extract keyphrases longer than 1. Both in English and Italian. We tested tf-idf both for 1-grams and n-grams: in the latter case, the average length of the words extracted is more than 2 for English, and it is around 1.7 for Italian.
- LSI basically works as a clustering algorithm, associating each cluster with a set of keywords that represent it. The results reported were obtained by choosing 20 and 100 as the number of topics.

We tested the implemented algorithms on the two datasets, using the queries of Table 3. Since these methods and algorithms have already been tested and have proven to work well, in order to evaluate the results for our goal, i.e. the integration into a Multimedia Information system, we have assessed the results in terms of recall and precision. Recall is the fraction of relevant instances that have been retrieved over the total amount of relevant instances and its value is 1 when all the relevant instances are retrieved, decreasing up to 0 when none relevant instance is retrieved. Precision is the fraction of relevant instances among the retrieved instances, and the its value varies from 1 to 0, with 1 if only relevant documents are returned, and 0 if none relevant document is retrieved. In this paper, we use P@n, precision measured on the first n topmost results returned, with n = 10, 20 and 100.

### Table 3. Queries used to test the algorithms

| Queries                      | English          | Italian         |
|------------------------------|------------------|-----------------|
| art, artist, painter, braque, circle, man, people, landscape, nature, vermeer, green, museum, lissitzky, woman, rome, portrait, death, italian, paintings, mother, women, black, Picasso, Pablo Picasso, new york | arte, artista, pittore, braque, cerchio, uomo, persone, paesaggio, natura, vermeer, verde, museo, lissitzky, donna, roma, ritratto, morte, italiano, quadri, madre, donne, nero, picasso, Pablo Picasso, new york |
For the query ‘woman’, the dataset contains 149 paintings with woman in the title: TextRank retrieves 288 paintings, RAKE 52, and AKE 148. Rake has thus a recall value of 0.5 at the best.

Query ‘Picasso’: in the dataset are present 48 paintings by Pablo Picasso, for English TextRank retrieves 150 items, Rake 25 and AKE 73; and for Italian, the results are almost the same. Also in this case the recall of RAKE is about 0.5. No noticeable change for query ‘Pablo Picasso’. In general, it can be noted that AKE results, for English, are comparable to TextRank, while for Italian, due to the lack of appropriate stemming algorithm, are less performing.

We evaluate the precision only for tf-idf and LSI. Tf-idf and LSI 100 give precision@10 and P@20 value almost close to 1, with lower precision on 100 items. Tests on LSI 20 have shown that 20 clusters for these 4000 items are too few: in fact, LSI 20 inserts documents that are very different from each other in the same clusters, so it fails to extract the keywords correctly.

Precision does not vary much comparing results for tests on Italian and English data sets, because the algorithms work on a single language at a time, thus identifying structure and words, adopting different stoplists when they process the two datasets.

The experimental setup has been implemented in Python 2.7, using NLTK, gensim, newspaper, skikit packages, together with some experimental packages in GitHub [23].

5. Conclusion and Future Works

We have presented here a work in progress for the automatic unsupervised extraction of keywords/keyphrases for a corpus of texts (in English and in Italian) related to paintings, to be integrated into a Multimedia Information system on the web. Five algorithms present in literature have been tested on two different datasets and the results of the experimentation have been reported here, to evaluate which algorithm works best, in terms of recall and precision, with respect to query tests. Preliminary results show that TextRank, RAKE methods have been proven to obtain the best values for precision, always around 1, while the recall, especially for RAKE is rather low. AKE results, for English are comparable to TextRank, while for Italian, due to the lack of appropriate stemming algorithm, are less performing. Tf-idf and LSI 100 provides good results, while LSI 20, in these tests fails to extract correct keywords.

Concluding, we can say that TextRank, tf-idf and LSI are the algorithms that provide the best results; TextRank and tf-idf do not need any adaptation, while, for LSI, the choice of the number of clusters is decisive and several tests may be necessary to obtain the best results.

The results of queries on English and Italian datasets perform almost the same, although English benefits from more studies, experimentation, and algorithms. Further tests, with real users, will be performed once these tools will be integrated in the Multimedia Information system on the web.

The results have shown that further works or investigations should be oriented towards:

- although some algorithms should automatically identify synonyms and homonyms, WordNet [19][20][24] could be used to further reinforce these aspects;
- test the algorithms using some controlled set of keyphrases against which match our results as the title of Wikipedia[25] pages or title of books or journal paper;
- test the algorithms on other multimedia archives;
- test other algorithms, such as for example SingleRank, ExpandRank or Keycluster.
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