Abstract The object of this article is to investigate the solutions of one-dimensional linear fractional diffusion equations defined by (2.1) and (4.1). The solutions are obtained in a closed and elegant forms in terms of the H-function and generalized Mittag-Leffler functions, which are suitable for numerical computation. The derived results include the results for the one-dimentional linear fractional telegraph equation due to Orsingher and Beghin [1], and recently derived results by Saxena, Mathai and Haubold [2].
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1. Introduction

Reaction diffusion models have found numerous applications in pattern formation in biology, chemistry, and physics, see, Murray [3] and Cross and Hohenberg [4]. These systems show that diffusion can produce the spontaneous formation of spatio-temporal patterns. For details, interested reader can refer to the work of Turing [5]. A general model for reaction–diffusion systems is discussed by Henry and Wearne [6]. A piecewise linear approach in connection with the diffusive processes has been developed by Strier .Zanette and Wio [7], which leads to the analytic results in reaction - diffusion systems of wave fronts in a bistable reaction –diffusion system with density- dependent diffusivity.

The simplest reaction - diffusion models can be described by an equation of the form

\[ \frac{\partial N}{\partial t} = D \frac{\partial^2 N}{\partial x^2} + F(N), \quad N=N(x,t), \quad (1.1) \]

where D is the diffusion constant and F(N) is a nonlinear function representing reaction kinetics. It is interesting to observe that for \( F(N) = \gamma N(1-N), \) (1.1) reduces to Fisher-Kolmogorov equation and if, however, we set \( F(N) = \gamma N(1-N^2), \) it reduces to the real Ginsburg-Landau equation.

During the last two decades, interest is developed in formulating fractional diffusion equations due to their importance and usefulness in numerous problems arising in certain areas of science, engineering and technology. In this connection, one can refer to the works of Gorenflo ,Iskenderov and Luchko [8], Hilfer [9], Mainardi, Luchko and Pagnini [10],Mainardi ,Luchko and Pagnini [10], Mainardi, Pagnini and Saxena [11], Saichev and Zaslavsky [12],Metzler and Klafter [13], Metzler and Nonnenmacher [14], Anh and Leonenko [15], Haubold ,Mathai and Saxena [16] and others.

A detailed and comprehensive account of fractional differential equations is available from the monographs written by Podlubny [17] and Kilbas ,Srivastava and Trujillo [18] and a survey paper by Metzler and Klafter [13].

In this article, we present the solutions of one-dimensional linear fractional diffusion equations defined by (2.1) and (4.1). The results are derived in a closed form by the application of Laplace and Fourier transforms in terms of the H-functions and generalized Mittag-Leffler functions, which are suitable for numerical computation. Some interesting special cases of the derived results are also given. The present study is in continuation of our investigations reported earlier in the papers by Saxena, Mathai and Haubold [19,20,21, 22, 23, 24].

2. Solution of One-dimensional Linear Fractional Diffusion Equation

In this section, it is proposed to derive the solution of one-dimensional linear fractional diffusion equation (2.1) associated with three Caputo derivatives of fractional orders.

In what follows, the symbol “ ~ “ will stand for the Laplace transform and “ * “ for the Fourier transform.
The first result is given in the form of the following theorem. Consider the one-dimensional linear fractional diffusion equation in the form

\[ 0 D_t^\alpha N(x, t) + a_0 D_t^\beta N(x, t) + b_0 D_t^\gamma N(x, t) = v^2 - D_x^\eta N(x, t), \quad (2.1) \]

with initial conditions

\[ N(x, 0) = f(x), \quad x \in \mathbb{R}, \lim_{x \to \pm\infty} N(x, t) = 0, t > 0, \quad (2.3) \]

where \( v^2 \in \mathbb{R}, v^2 \neq 0 \), is a diffusion constant, are the Caputo fractional derivatives of order \( \alpha > 0, \beta > 0, \gamma > 0 \), respectively and \( a, b \in \mathbb{R} \), \( D_t^\alpha, D_t^\beta, D_t^\gamma \) are defined by (6.13), \( -D_x^\eta \) is the Liouville partial fractional derivative of order \( \eta > 0 \), defined by (6.15), and \( f(x) \) is a prescribed function, then under the above conditions, there holds the following formula for the solution of (2.1):

\[ N(x, t) = \frac{1}{2\pi} \sum_{r=0}^{\infty} (-1)^r \int_{-\infty}^{\infty} e^{-ikx} \sum_{l=0}^{\infty} \left( i^l b^{-l} \right)^{\alpha-1} L^{\alpha-1} \left( f^{\ast}(k) \right) \left( E_{a,\alpha-\gamma}^{r+1}(\gamma-\beta)_+^l(-ct^\alpha) \right. \]

\[ + a t^{\alpha-\beta} E_{a,\alpha-\gamma}^{r+1}(\gamma-\beta)_+^l(-ct^\alpha) + b t^{\alpha-\gamma} E_{a,\alpha-\gamma}^{r+1}(\gamma-\beta)_+^l(-ct^\alpha) \] \]

(2.4)

where \( c = v^2 |k|^{\eta} \) and provided that the series and integrals in (2.4) are convergent.

Proof. Applying the Laplace transform with respect to the time variable \( t \) and (6.14) and using the boundary conditions, we find that

\[ s^\alpha N^\ast(x, s) - s^\alpha-1 f(x) + a^\beta N^\ast(x, s) - a^\beta-1 f(x) + b^\gamma N^\ast(x, s) - b^\gamma-1 f(x) = v^2 - D_x^\eta N^\ast(x, s) \quad (2.5) \]

If we apply the Fourier transform with respect to the space variable \( x \) and apply the results (6.19), (6.20) and (6.21), it yields

\[ s^\alpha N^\ast(k, s) - s^\alpha-1 f^{\ast}(k) + a^\beta N^\ast(k, s) - a^\beta-1 f^{\ast}(k) + b^\gamma N^\ast(k, s) - b^\gamma-1 f^{\ast}(k) = -v^2 |k|^{\eta} N^\ast(k, s) \quad (2.6) \]

Solving for \( N^\ast(k, s) \), it gives

\[ N^\ast(k, s) = \left( s^\alpha-1 + a^\beta-1 + b^\gamma-1 \right) f^{\ast}(k) \left/ \left( s^\alpha + a^\beta + b^\gamma + c \right) \right. \]

(2.7)

where \( c = v^2 |k|^{\eta} \).

To invert the equation (2.7), it is convenient to first invert the Laplace transform and then the Fourier transform. Inverting the Laplace transform with the help of the results (6.19), (6.20) and (6.21), it yields

\[ N^\ast(k, t) = \sum_{r=0}^{\infty} (-1)^r \sum_{l=0}^{\infty} \left( i^l b^{-l} \right)^{\alpha-1} L^{\alpha-1} \left( f^{\ast}(k) \right) \left[ E_{a,\alpha-\gamma}^{r+1}(\gamma-\beta)_+^l(-ct^\alpha) \right. \]

\[ + a t^{\alpha-\beta} E_{a,\alpha-\gamma}^{r+1}(\gamma-\beta)_+^l(-ct^\alpha) + b t^{\alpha-\gamma} E_{a,\alpha-\gamma}^{r+1}(\gamma-\beta)_+^l(-ct^\alpha) \] \]

(2.8)

Finally, the inverse Fourier transform of (2.8) gives the desired solution in the form

\[ N(x, t) = \frac{1}{2\pi} \sum_{r=0}^{\infty} (-1)^r \int_{-\infty}^{\infty} e^{-ikx} \sum_{l=0}^{\infty} \left( i^l b^{-l} \right)^{\alpha-1} L^{\alpha-1} \left( f^{\ast}(k) \right) \left[ E_{a,\alpha-\gamma}^{r+1}(\gamma-\beta)_+^l(-ct^\alpha) \right. \]

\[ + a t^{\alpha-\beta} E_{a,\alpha-\gamma}^{r+1}(\gamma-\beta)_+^l(-ct^\alpha) + b t^{\alpha-\gamma} E_{a,\alpha-\gamma}^{r+1}(\gamma-\beta)_+^l(-ct^\alpha) \] \]

(2.9)
This completes the proof of Theorem 1.

3. Special Cases and Fundamental Solutions

Some special cases of theorem 1 are given below.

(i) If we set $\alpha = \beta = \gamma = \eta = 1/2$, the theorem reduces to

Corollary 1.1. Consider the one-dimensional linear fractional diffusion equation

$$0 D_t^{1/2} N(x,t) + a_0 D_t^{1/2} N(x,t) + b_0 D_t^{1/2} N(x,t) = \nu^2 D_x^{1/2} N(x,t)$$

with initial conditions

$$N(x,0) = f(x), \quad x \in \mathbb{R}, \quad \lim_{x \to \pm \infty} N(x,t) = 0, t > 0,$$

where $\nu^2 \in \mathbb{R}, \nu \neq 0$, is a diffusion constant, $f(x)$ is a prescribed function, then there holds the following formula for the solution of (3.1):

$$N(x,t) = \left(\frac{1 + a + b}{2\pi}\right) \sum_{r=0}^{\infty} (-1)^r \int_{-\infty}^{\infty} e^{-ikx} \sum_{\ell=0}^{r} \left(\begin{array}{c} r \\ \ell \end{array}\right) a^\ell b^{r-\ell} f^*(k) E_{1/2,1}^{-1}(\zeta^\alpha) dk$$

where $\zeta = \nu^2 |k|^{1/2}$.

(ii) When $f(x) = \delta(x)$, where $\delta(x)$ is the Dirac-delta function, the theorem yields the following result

Corollary 1.2. Consider the one-dimensional linear fractional diffusion equation

$$0 D_t^{\eta} N(x,t) + a_0 D_t^{\beta} N(x,t) + b_0 D_t^{\gamma} N(x,t) = \nu^2 \eta D_x^{\alpha} N(x,t)$$

subject to the initial conditions

$$N(x,0) = \delta(x), \quad x \in \mathbb{R}, \quad \lim_{x \to \pm \infty} N(x,t) = 0, t > 0,$$

where $\nu^2 \in \mathbb{R}, \nu \neq 0$, is a diffusion constant, $a,b \in \mathbb{R}_{+,0} D_t^{\eta}, a_0 D_t^{\beta}, b_0 D_t^{\gamma}$ are the Caputo fractional derivatives of order $\alpha > 0, \beta > 0, \gamma > 0$, respectively and defined by (A.13), $\eta D_x^{\gamma}$ is the Liouville partial fractional derivative of order $\eta > 0$ and $\delta(x)$ is a Dirac-delta function, then for the fundamental solution of (3.4) under the given initial conditions, there holds the formula

$$N(x,t) = \frac{1}{2\pi} \sum_{r=0}^{\infty} (-1)^r \int_{-\infty}^{\infty} e^{-ikx} \sum_{\ell=0}^{r} \left(\begin{array}{c} r \\ \ell \end{array}\right) a^{\ell} b^{r-\ell} t^{\eta(\alpha-\gamma)r+(\beta-\gamma)\ell} E_{\alpha,1}(\eta(\alpha-\gamma)r+(\beta-\gamma)\ell+1)(-ct^\alpha)$$

$$+ at^{\alpha-\beta} E_{\alpha,1}(r+\eta(\alpha-\gamma)+1)(-ct^\alpha) + b t^{\alpha-\gamma} E_{\alpha,1}(r+\eta(\alpha-\gamma)+1)(-ct^\alpha)) dk$$

where $c = \nu^2 |k|^{1/2}$, and provided that the series and integrals in (3.7) are convergent.

As $b \to 0$, then making slight changes in the parameters, we obtain the following result obtained by Saxena, Mathai and Haubold [2]:

Corollary 1.3. Consider the one-dimensional linear fractional diffusion equation

$$0 D_t^{\alpha} N(x,t) + a_0 D_t^{\beta} N(x,t) = \nu^2 \eta D_x^{\gamma} N(x,t),$$

subject to the initial conditions

$$N(x,0) = f(x), \quad x \in \mathbb{R}, \quad \lim_{x \to \pm \infty} N(x,t) = 0, t > 0,$$

where $\nu^2 \in \mathbb{R}, \nu \neq 0$, is a diffusion constant, $f(x)$ is a prescribed function, then there holds the following formula for the solution of (3.8) under the given initial conditions, there holds the formula

$$N(x,t) = \frac{1}{2\pi} \sum_{r=0}^{\infty} (-1)^r \int_{-\infty}^{\infty} e^{-ikx} \sum_{\ell=0}^{r} \left(\begin{array}{c} r \\ \ell \end{array}\right) a^{\ell} b^{r-\ell} t^{\alpha-\beta} E_{\alpha,1}(r+\eta(\alpha-\gamma)+1)(-ct^\alpha)$$

$$+ at^{\alpha-\beta} E_{\alpha,1}(\eta(\alpha-\gamma)r+(\beta-\gamma)\ell+1)(-ct^\alpha) + b t^{\alpha-\gamma} E_{\alpha,1}(r+\eta(\alpha-\gamma)+1)(-ct^\alpha)) dk$$

where $c = \nu^2 |k|^{1/2}$, and provided that the series and integrals in (3.7) are convergent.
where \( v^2 \in R, v^2 \neq 0 \), is a diffusion constant, \( a \in R_{+}, 0D^\alpha_t \cdot 0D^\beta_t \), are the Caputo fractional derivatives of order \( \alpha > 0, \beta > 0 \) respectively and defined by (6.13), \( -\infty D^\nu_x \) is the Liouville partial fractional derivative of order \( \gamma > 0 \), defined by (6.15) and \( f(x) \) is a prescribed function, then there holds the following formula for the solution of (3.8):

\[
N(x, t) = \sum_{r=0}^\infty \frac{(-1)^r}{2\pi} \int_{-\infty}^{\infty} (\alpha-\beta)r^* (k) \exp(-kx) \left[ E_{\alpha,\nu}^{r+1}(\alpha-\beta) r + t^{\alpha-\beta} E_{\alpha,\nu}^{r+1}(\alpha-\beta)(r+1) \right] dk
\]

where \( \alpha > \beta \) and

\[
d = v^2 \left| k \right| ^\nu .
\]

Now if we set \( f(x) = \delta(x), b=0, \eta = 2, \alpha \) is replaced by \( 2\alpha \) and \( \beta \) by \( \alpha \) in (3.8) and use the result (6.25), we then obtain the following interesting result, which includes many known results on fractional telegraph equations including the one recently given by Orsingher and Beghin [1].

Corollary 1.4. Consider the one-dimensional linear fractional diffusion equation

\[
\frac{\partial^{2\alpha} N(x, t)}{\partial t^{2\alpha}} + a \frac{\partial^\alpha N(x, t)}{\partial x^\alpha} = v^2 \frac{\partial^2 N(x, t)}{\partial x^2}, 0 < \alpha \leq 2
\]

with the initial conditions

\[
N(x, 0) = \delta(x), x \in R, N_i(x, 0) = 0, \lim_{x \to \pm\infty} N(x, t) = 0, t > 0 ,
\]

where \( v^2 \in R, v^2 \neq 0 \), is a diffusion constant, \( a \in R_{+}, \delta(x) \) is a Dirac-delta function, then for the fundamental solution of (3.12) under the above constraints, there holds the following formula :

\[
N(x, t) = \frac{1}{2\pi \sqrt{(a^2 - 4b)}} \int_{-\infty}^{\infty} \exp(-ikx) \left[ (\lambda + a)E_{\alpha,\nu}(\lambda t^\alpha) - (\mu + a)E_{\alpha,\nu}(\mu t^\alpha) \right] dk
\]

where \( \lambda \) and \( \mu \) are the real and distinct roots of the quadratic equation

\[
y^2 + ay + b = 0 =0,
\]

given by

\[
\lambda = \frac{1}{2} \left(-a + \sqrt{(a^2 - 4b)} \right) \text{ and } \mu = \frac{1}{2} \left(-a - \sqrt{(a^2 - 4b)} \right),
\]

where \( b^2 = v^2 k^2 \), \( E_{\alpha,\nu}(x) \) is the Mittag - Leffler function defined by (6.1).and provided that the integral appearing in (3.14) is convergent.

The equation (3.14) represents the solution of time-fractional telegraph equation (3.12) subject to the initial conditions (3.13), recently solved by Orsingher and Beghin [1]. It may be remarked here that the solution as given by Orsingher et al [1] is in terms of the Fourier transform of the solution in the form given below.

The Fourier transform of the solution (3.14) of the equation (3.12) can be expressed in the form

\[
N^*(x, t) = \frac{1}{2} \left\{ (1 + \frac{a}{\sqrt{(a^2 - 4\nu^2 k^2)}})E_{\alpha,\nu}(\lambda t^\alpha) + (1 - \frac{a}{\sqrt{(a^2 - 4\nu^2 k^2)}})E_{\alpha,\nu}(\mu t^\alpha) \right\},
\]

where \( \lambda \) and \( \mu \) are defined in (3.16) and \( E_{\alpha,\nu}(x) \) is the Mittag -Leffler function.

Following a similar procedure, the following general theorem , which provides an extension of Theorem 1. can be established,which makes use of the result (6.22).
4. Extension of Theorem 1

In this section, we present a generalization of Theorem 1 proved in section 2, which can be established in a similar manner by using the result (6.22).

**Theorem 2.** Consider the one-dimensional linear fractional diffusion equation associated with a finite number of Caputo derivatives of fractional orders in the following form:

\[
a_1 D_t^{\alpha_1} N(x,t) + a_2 D_t^{\alpha_2} N(x,t) + ... + a_{n+1} D_t^{\alpha_{n+1}} N(x,t) = v^2 - \infty D_x^{\mu} N(x,t), \tag{4.1}
\]

0 < \alpha_j \leq 1, (j = 1, ..., n+1), \mu > 0 \tag{4.2}

with initial conditions

\[
N(x, 0) = f(x), \quad x \in \mathbb{R}, \quad \lim_{x \to \pm \infty} N(x,t) = 0, t > 0, \tag{4.3}
\]

where \(\nu^2 \in \mathbb{R}, \nu^2 \neq 0\), is a diffusion constant, \(a_j \in R_{++0} D_t^{\alpha_j} (j=1,...,n+1)\) are the Caputo fractional derivatives of order \(\alpha_j > 0, (j = 1, ..., n+1)\), defined by (6.13), \(-\infty D_x^{\mu}\) is the Liouville partial fractional derivative of order \(\mu > 0\), defined by (6.15) and \(f(x)\) is a prescribed function, then under the given conditions, there holds the following formula for the solution of (4.1).

\[
N(x,t) = \frac{1}{2\pi a_1} \sum_{m=0}^{\alpha} (-1)^m \int_{-\infty}^{\infty} f^{*}(k) \exp(-ikx) \sum_{\alpha_{1+...+\alpha_{m}=m}^{r_1,...,r_n}} \left\{ \prod_{j=1}^{n} \left( \frac{a_{j+1}}{a_1} \right)^{r_j} \right\} \times t^{P} \sum_{\omega=1}^{n+1} a_{\omega}^{a_{\omega}} E^{m+1}_{1,\alpha_{\omega}+1} \left( -\frac{\tau a_1^{\alpha_1}}{a_1} \right) d\omega \tag{4.4}
\]

where \(\tau = \nu^2 |k|^\mu\),

\[
\text{Re}(\alpha_{j+1} - \alpha_2) > 0 \quad \text{for} \ j = 2, ..., n,
\]

\[
P = \sum_{j=1}^{n} (a_2 - a_j + 1)r_j + a_1(l+m) - a_2m,
\]

\(a_1 \neq 0\)

and provided that the series and integrals in (4.4) are convergent.

5. Consequences of General Theorem 2

When \(\alpha_j = \mu = 1/2 \quad (j=1,2,...,n+1)\), the Theorem 2 yields

Corollary 2.1. Consider the one-dimensional linear fractional diffusion equation associated with Caputo derivatives in the form

\[
a_1 D_t^{1/2} N(x,t) + a_2 D_t^{1/2} N(x,t) + ... + a_{n+1} D_t^{1/2} N(x,t) = v^2 - \infty D_x^{1/2} N(x,t) \tag{5.1}
\]

0 < \alpha_j \leq 1, (j = 1, ..., n+1) \tag{5.2}

with initial conditions
$N(x, 0) = f(x), \ (x \in \mathbb{R}), \ \lim_{x \to \pm \infty} N(x, t) = 0, t > 0,$

\[ (5.3) \]

where $v^2 \in R, v^2 \neq 0,$ is a diffusion constant, $a_j \in R_+, (j = 1, ..., (n+1))$ and $f(x)$ is a prescribed function, then there holds the following formula for the solution of (5.1):

\[ N(x, t) = \frac{1}{2\pi a_1} \sum_{m=0}^{\infty} (\zeta)^m \int_{-\infty}^{\infty} f^*(k) \exp(-ikx) \sum_{r_1+...+r_N=m} \frac{m!}{r_1!...r_N!} \left[ \prod_{j=1}^{n} \left( \frac{a_{j+1}}{a_j} \right)^r \right] \times (a_1 + ... + a_{n+1})^{m+1/2} (-\frac{\zeta^{1/2}}{a_1}) dk (5.4) \]

where $\zeta = v^2 \left| k \right|^{1/2}, \ a_1 \neq 0$ and provided that the series and integrals in (5.4) are convergent.

On the other hand, if we set $f(x) = \delta(x)$, where $\delta(x)$ is the Dirac-delta function and use the result (A.12), we arrive at Corollary 2.2. Consider the one-dimensional linear fractional diffusion equation

\[ a_1 D_t^{\alpha_1} N(x, t) + a_2 D_t^{\alpha_2} N(x, t) + ... + a_{n+1} D_t^{\alpha_{n+1}} N(x, t) = v^2 - \infty D_x^{\mu} N(x, t) \]

\[ (5.5) \]

\[ 0 < \alpha_j \leq 1, (j = 1, ..., (n+1)), \mu > 0. \]

\[ (5.6) \]

\[ N(x, 0) = \delta(x), x \in R, \ \lim_{x \to \pm \infty} N(x, t) = 0, t > 0 \]

\[ (5.7) \]

where $v^2 \in R, v^2 \neq 0,$ is a diffusion constant, $a_j \in R_+, 0 D_t^\mu$ is the Liouville partial fractional derivative of order $\mu > 0,$ defined by (6.15) and $\delta(x)$ is the Dirac-delta function, then under the above given conditions, there holds the following formula for the fundamental solution of (5.5).

\[ N(x, t) = \frac{1}{2\pi a_1} \sum_{m=0}^{\infty} (\zeta)^m \sum_{r_1+...+r_N=m} \frac{m!}{r_1!...r_N!} \left[ \prod_{j=1}^{n} \left( \frac{a_{j+1}}{a_j} \right)^r \right] \times \sum_{a_\omega=1}^{m+1} a_\omega G(x - \tau, t) f(\tau) d\tau \]

\[ (5.8) \]

where

\[ P = \sum_{j=1}^{n} (a_{j+1} - a_2) r_j + a_1 + (a_1 - a_2) m \]

\[ \alpha_j > 0, (j = 1, ..., (n+1)), (\alpha_j+1 - a_2) > 0 \]

for $j=2,...,n$, $\tau = v^2 \left| k \right|^{\mu}$, and $a_i \neq 0$;

\[ G(x, t) = \frac{t^{P-\alpha_\omega}}{2\pi} \int_{-\infty}^{\infty} \exp(-ikx) E_{\alpha_1, P-\alpha_\omega+1}^{m+1} \left( \frac{v^2 \left| k \right|^{\mu} t^\alpha}{a_1} \right) dk \]

\[ = \frac{t^{P-\alpha_\omega}}{\pi \mu (m!)} \left[ \frac{\cos(kx) H_{1/2}^{1/2} \left[ \frac{v^2 \left| k \right|^{\mu} a_1}{a_1} \right]}{(0, 1/\mu), (a_\omega - P, \frac{a_1}{\mu})} \right] \]
\[ = \frac{t^{\alpha} \omega}{\mu(m!)} H^{2,1}_{3,3} \left[ \frac{|x|^{1/\mu}}{2/\mu} \left( \frac{1}{\mu}, \frac{1}{\mu}, \frac{1}{\mu}, \frac{1}{\mu} \right) \left( \frac{1}{(1,1)}, \frac{1}{(1,1)}, \frac{1}{(1,1)}, \frac{1}{(1,1)} \right) \right], \quad (5.9) \]

provided that the series and integral in (5.9) are convergent.

5. Discussion

It is interesting to observe that the method employed for deriving the solution of the equations (2.1) and (4.1) in the space \( LF = L(R_+) \times F(R) \) can also be applied in the space \( LF' = L'(R_+) \times F' \), where \( F' = F'(r) \) is the space of Fourier transform of generalized functions. As an illustration, we can choose \( F = S' \) or \( F = D' \). The Fourier transforms in \( S' \) and \( D' \) are introduced by Schwartz and Gelfand and Shilov, respectively. \( S' \) is the dual of the space \( S \), which is the space of all infinitely differentiable functions which, together with their derivatives approach zero more rapidly than any power of \( 1/|x| \) as \( |x| \to \infty \). [Gelfand and Shilov, p.16]. Here \( D' \) is the dual of the space \( D \) which consists of all smooth functions with compact supports [Brychkov and Prudnikov, p. 3]. For further details, the reader is referred to the monographs written by Gelfand and Shilov [25] and Brychkov and Prudnikov et al [26], if we replace the Laplace and Fourier transforms in (6.8) and (6.10) by the corresponding Laplace and Fourier transform of the generalized functions.

Due to presence of Mittag-Leffler in the solutions, the results obtained in this article can be computed numerically. This will further enhance the utility of derived results in applied problems of science, engineering, technology and related areas.

6. Conclusion

In this article solution of fractional diffusion equations associated with Caputo derivatives of fractional orders are investigated. Since the results contain the Mittag-Leffler function, which is gaining importance day by day due its importance and and utility and applications in applied problems of physical sciences and engineering. The results obtained may find applications in industrial problems, such as Glass industry etc.
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Appendix

(i) Mittag-Leffler functions and fractional derivatives

A generalization of the Mittag-Leffler function has been given by Mittag-Leffler [27] as

\[ E_\alpha(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(n\alpha + 1)}, \quad (\alpha \in C, \text{Re}(\alpha) > 0) \quad (6.1) \]

The above equation was further generalized by Wiman [28] in the form

\[ E_{\alpha,\beta}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(n\alpha + \beta)}, \quad (\alpha, \beta \in C, \text{Re}(\alpha) > 0, \text{Re}(\beta) > 0) \quad (6.2) \]

The main results of the functions, defined by (6.1) and (6.2) are available in the book written by Erdélyi, Wagnus, Oberhettinger and Tricomi [29, Section 18.1] and the monographs written by Dzherbashyan [30,31].

Prabhakar [32] in the year 1971 introduced a generalization of (6.2) in the form

\[ E_{\alpha,\beta}(z) = \sum_{n=0}^{\infty} \frac{(\gamma)^n z^n}{\Gamma(n\alpha + \beta)(n)!}, \quad (\alpha, \beta, \gamma \in C; \text{Re}(\alpha), \text{Re}(\beta), \text{Re}(\gamma) > 0) \quad (6.3) \]
where \((r)_r\) is the Pochhammer's symbol, defined by

\[
(r)_r = (r(r+1)...(r+r-1)) = \prod_{k=0}^{r-1} (r+k).
\]

(6.4)

It is an entire function with \(p = [\text{Re}(\alpha)]^{-1}\), see [Prabhakar, 32]. This function is studied, among others, by Kilbas, Saigo and Saxena [33,34].

For \(r = 1\), the function (6.3) coincides with (6.2), while for \(\beta = r + 1\) with (6.1):

\[
E_{\alpha,\beta}(z) = E_{\alpha,\beta}(z), \quad E_{\alpha,\beta}(z) = E_{\alpha}(z).
\]

(6.5)

Prabhakar [32, p.8, (2.5)] has shown that

\[
L\{t^{r-1}e^{-st}E_{\beta,\gamma}(o\xi^s\gamma);s\} = s^{-r} \left(1 - o\xi^{-\beta}\right)^{-\gamma},
\]

(6.6)

where \(\text{Re}(\beta) > 0\), \(\text{Re}(\gamma) > 0\), \(\text{Re}(s) > 0\) and \(s > |\omega|\).

In terms of the H-function [Mathai, Saxena and Haubold, 35], it can be expressed in the form

\[
E_{\alpha,\beta}(z) = \frac{1}{\Gamma(r)} H_{1,1}^{1,1} \left[ \frac{(1-r,1)}{(0,1)(1-\beta,\alpha)} \right],
\]

(6.7)

where \(\text{Re}(\alpha) > 0\), \(\text{Re}(\beta) > 0\), \(\text{Re}(\gamma) > 0\).

The Laplace transform of a function \(N(x, t)\) with respect to \(t\) is defined by

\[
L\{N(x, t)\} = \mathcal{L}\{N(x, t)\} = \int_0^\infty e^{-st}N(x, t)dt, (t > 0), (x \in R),
\]

(6.8)

where \(\text{Re}(s) > 0\), and its inverse transform with respect to \(s\) is given by

\[
L^{-1}\{N(x, s)\} = L^{-1}\{N(x, s)\} = \frac{1}{2\pi i} \int_{y-i\infty}^{y+i\infty} e^{st}N(x, s)ds,
\]

(6.9)

\(\gamma\) being a fixed real number.

The Fourier transform of a function \(N(x, t)\) with respect to \(x\) is defined by

\[
F\{N(x, t)\} = F^*(k, t) = \int_{-\infty}^{\infty} e^{ikx}N(x, t)dx.
\]

(6.10)

The inverse Fourier transform with respect to \(k\) is given by the formula

\[
F^{-1}\{F^*(x, t)\} = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-ikx}F^*(k, t)dk.
\]

(6.11)

The space of functions for which the transforms defined by (6.8) and (6.10) exist are denoted by \(LF = L(R_x) \times F(R)\).

The cosine transform of the H-function is given by Metzler and Nonnenmacher, [13]: as

\[
\int_0^\infty t^{p-1} \cos(kt)H_{p,q}^{m,n} \left[ at^{b, d}; \frac{a_j, d_j}{b_j, d_j} \right] dt
\]

\[
= \frac{\pi}{k^p} \sum_{q+1,p+2} \left[ \frac{k^p}{a^{(1-b, b),(1+b, b)(\frac{1+p}{2}, \frac{1+p}{2})}} \right],
\]

(6.12)

where \(\text{Re}[\rho + \mu + \min\left(\frac{b_j}{A_j}\right)] > 1; k, \mu > 0; \text{Re}\left[\rho + \max\left(\frac{a_j-1}{A_j}\right)< \frac{3}{2} \right].
The following fractional derivative of order $\alpha > 0$ is introduced by Caputo [36] in the form
\[
D_0^\alpha f(x,t) = \frac{1}{\Gamma(m-\alpha)} \int_0^t \frac{f^{(m)}(x,\tau)d\tau}{(t-\tau)^{\alpha+m-\alpha}} \quad m-1 < \alpha \leq m, \quad \text{Re}(\alpha) > 0, \quad m \in \mathbb{N}.
\] (6.13)

\[
\frac{\partial^m f(x,t)}{\partial t^m} = \frac{\partial^m f(x,t)}{\partial t^m}, \quad \text{if } \alpha = m.
\]

Where $\frac{\partial^m f(x,t)}{\partial t^m}$ means the mth partial derivative of f(x) with respect to t.

Caputo [36] has given the Laplace transform of this derivative as
\[
L_0^\alpha D_0^\alpha f(x,t) = s^\alpha f^-(x,s) - \sum_{r=0}^{m-1} s^\alpha r^{-1} f^{(r)}(x,0^+), \quad m-1 < \alpha \leq m
\] (6.14)

where $f^-(x,s)$ is the Laplace transform of f(x,t).

The Liouville partial fractional fractional operator given in the monograph by Samko et al.,[37,Section 24.2], defined by
\[
D_x^\mu f(x,t) = \frac{1}{\Gamma(n-\mu)} \int_0^\infty \frac{f(x,u)du}{(t-u)^{\mu-n+1}}
\] (6.15)

where $n = \lceil \mu \rceil + 1$ is an integral part of $\mu > 0$.

The Fourier transform of the above derivative is given by Metzler and Klafter, [13, p.59, A.13]
\[
F\{-\infty D_x^\mu f(x,t)\} = -|k|^{\mu} F^* (k,t),
\] (6.16)

Inverse Laplace transform of certain algebraic functions

This section deals with the evaluation of the inverse Laplace transforms of certain algebraic functions which are directly applicable in the analysis that follows.

It will be shown here that
\[
L^{-1}\left\{s^{\rho-1} \left(\frac{s^\alpha + as^\beta + bs^\gamma + c}{s^\alpha + cs^\beta + c^*}\right)^\rho\right\} = \sum_{r=0}^{\infty} (-1)^r \sum_{l=0}^{r} (\alpha^\rho)\right\}
\]

Where $(a,b,c \in \mathbb{R})$

\[
\text{Re}(\alpha) > 0, \text{Re}(\beta) > 0, \text{Re}(\gamma) > 0, \text{Re}(s) > 0, \text{Re}(\rho) > 0, \quad \left|\frac{as^\beta + bs^\gamma}{s^\alpha + c}\right| < 1, \quad E_\beta^\gamma (.) \text{ is the generalized Mittag-Leffler function, defined by (6.3) and provided that the series in (6.17) is convergent.}
\]

**Proof.** Assume that $\alpha > \gamma > \beta$. We have
\[
\frac{s^{\rho-1}}{s^\alpha + as^\beta + bs^\gamma + c} = \frac{s^{\rho-1}}{(s^\alpha + cs^\beta + c)}(1 + \frac{a + bs^\gamma}{s^\alpha + cs^\beta})
\]

\[
= s^{\rho-1} \sum_{r=0}^{\infty} (-1)^r \sum_{l=0}^{r} (\alpha^\rho)\right\}
\]

On term by term inverting (6.18) with the help of the formula (6.6), it readily gives the desired result. The term by term
inversion is justified by virtue of a theorem due to Doetsch [38, § 22].

Special cases of (6.17). If we set $\rho = \alpha$ in (6.17), we obtain:

$$L^{-1} \left\{ \frac{s^{\alpha-1}}{s^{\alpha} + as^{\beta} + bs^\gamma + c} \right\} = \sum_{r=0}^{\infty} (-1)^r \sum_{t=0}^{r} \frac{r!}{e^{-t\alpha}} \left( \frac{s^{\alpha} + bs^\gamma}{s^{\alpha} + c} \right) E_{\alpha,\alpha \gamma}^{\alpha \gamma}(\gamma t^{\alpha} - \gamma t^{\alpha-1})(-c t^\alpha),$$

where $\text{Re}(\alpha) > 0, \text{Re}(\beta) > 0, \text{Re}(\gamma) > 0, \text{Re}(s) > 0$, and provided that the series in (6.19) is convergent.

Similarly, for $\rho = \beta$ in (6.17), it gives

$$L^{-1} \left\{ \frac{s^{\beta-1}}{s^{\alpha} + as^{\beta} + bs^\gamma + c} \right\} = \sum_{r=0}^{\infty} (-1)^r \sum_{t=0}^{r} \frac{r!}{e^{-t\beta}} \left( \frac{s^{\beta} + bs^\gamma}{s^{\beta} + c} \right) E_{\beta,\beta \gamma}^{\beta \gamma}(\gamma t^{\beta} - \gamma t^{\beta-1})(-c t^\beta),$$

where $\text{Re}(\alpha) > 0, \text{Re}(\beta) > 0, \text{Re}(\gamma) > 0, \text{Re}(s) > 0$, and provided that the series in (6.20) is convergent.

When $\rho = \gamma$, (6.17) readily gives the formula

$$L^{-1} \left\{ \frac{t^{\gamma-1}}{s^{\alpha} + as^{\beta} + bs^\gamma + c} \right\} = \sum_{r=0}^{\infty} (-1)^r \sum_{t=0}^{r} \frac{r!}{e^{-t\gamma}} \left( \frac{s^{\gamma} + bs^\gamma}{s^{\gamma} + c} \right) E_{\gamma,\gamma \gamma}^{\gamma \gamma}(\gamma t^{\gamma} - \gamma t^{\gamma-1})(-c t^\gamma),$$

where $\text{Re}(\alpha) > 0, \text{Re}(\beta) > 0, \text{Re}(\gamma) > 0, \text{Re}(s) > 0$, and provided that the series in (6.21) is convergent.

A general case.

In this section, it will be shown that if $\alpha j > 0 \ a_j \in R (j = 1, ..., n), \text{Re}(s) > 0$, then

$$L^{-1} \left\{ \frac{s^{\alpha-1}}{a_0 + a_2 s^{\alpha_2} + a_4 s^{\alpha_4} + \ldots + a_m s^{\alpha_m} + a_{m+1} s^{\alpha_{m+1}}} \right\} = \sum_{a_1} \frac{1}{a!} \sum_{r_1+r_2+\ldots+r_m = r} \frac{m!}{r! n!} \prod_{j=1}^{m} \left( \frac{a_j}{a_1} \right)^j \left( \frac{b_j}{a_1} \right) \left( \frac{c_j}{a_1} \right) P E_{\alpha_1,A \rho}^{\alpha_1,A \rho+1}(-a_0 \frac{t^{\alpha_1}}{a_1}),$$

where $P = \sum_{j=1}^{n} (\alpha_2 - \alpha j + 1) r^j s^{(1+m) - \alpha_2 m}$, and

$$\sum_{r=1}^{n} \left| \frac{(a_r / a_1) s^{\alpha_{1-r} - \alpha_2}}{s^{\alpha_{1-r} - \alpha_2} + (a_0 / a_1) s^{\alpha_2}} \right|^2 < 1,$$
and provided that the series in (6.22) is convergent.

Proof: Let us assume that \( \alpha_j > \alpha_{j+1}, j = 2, 3, ..., n \). We have

\[
\frac{s^{\alpha-1}}{a_0 + a_1 s^{\alpha_1} + a_2 s^{\alpha_2} + a_3 s^{\alpha_3} + ... + a_n s^{\alpha_n} + a_{n+1} s^{\alpha_{n+1}}} = a_1^{-1} s^{\alpha-2^{-1}} \]

\[
\sum_{r=1}^{\infty} \frac{(\alpha_{j+1} / a_j) s^{\rho r+1-\alpha_2}}{(s^{a_j s^{\alpha_j} s^{\rho r+1-\alpha_2}})} \]

\[
= a_1^{-1} s^{\alpha-2^{-1}} \sum_{m=0}^{\infty} (-1)^m \left[ \sum_{r=1}^{\infty} \frac{(\alpha_{j+1} / a_j) s^{\rho r+1-\alpha_2}}{(s^{a_j s^{\rho r+1-\alpha_2}})} \right]^m \]

On applying the multinomial theorem, [Abramowitz and Stegun, 39, p.823; §24.1.2]:

\[
(x_1 + x_2 + ... + x_n)^n = \sum (n_1, n_2, ..., n_m) x_1^{n_1} x_2^{n_2} ... x_m^{n_m} . \quad (6.23)
\]

summed over \( n_1 + n_2 + ... + n_m = n \); the above line transforms into the form

\[
= \frac{1}{a_1} \sum_{m=0}^{\infty} (-1)^m \sum_{n_1+...+r_n=m} \frac{m!}{r_1!...r_n! n_1 \geq 0, ..., r_n \geq 0} \left( \prod_{j=1}^{n} \left( \frac{a_{j+1}}{a_j} \right)^{j} \right) \sum_{j=1}^{n} \frac{(\alpha_j + 1 - \alpha_2) r_1 + \alpha + \alpha_2 m - (1 + m) \alpha_{j-1}}{(1 + (a_j / a_{j+1}) s^{\alpha_2})^{m+1}}, \quad (6.24)
\]

Interpreting the above expression with the help of the formula (6.6), we obtain the desired result (6.22). This completes the proof of (6.22).

Finally, from Mathai, Saxena and Haubold [35, p.186], we have

\[
L^{-1} \left[ \frac{s^{\alpha_1}}{a + s^{\beta_1}} \right] = t^{\beta - \alpha} E_{\beta, \alpha+1} (-at^\beta), \quad (6.25)
\]

where \( \alpha, \beta \in C; \Re(s) > 0, \Re(\beta) > 0, \Re(\beta - \alpha) > -1 \) and \( E_{\alpha, \beta}(z) \) is the Mittag-Leffler function, defined by (6.2)
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