Stationary Distribution and Extinction in a Stochastic SIQR Epidemic Model Incorporating Media Coverage and Markovian Switching
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Abstract: This paper is concerned with the dynamic characteristics of the SIQR model with media coverage and regime switching. Firstly, the existence of the unique positive solution of the proposed system is investigated. Secondly, by constructing a suitable random Lyapunov function, some sufficient conditions for the existence of a stationary distribution is obtained. Meanwhile, the conditions for extinction is also given. Finally, some numerical simulation examples are carried out to demonstrate the effectiveness of theoretical results.
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1. Introduction

Mathematical models are important tools to study the transmission mechanism of infectious diseases. The control and elimination of infectious diseases have become urgent problems to solve. From then on, epidemic models with different influencing factors are proposed by many researchers. These influencing factors include immunity, delay, noise, incubation, saturated incidence rate, media coverage, information spreading of awareness, information spreading and disease diffusion, vaccination strategies and so on [1–11]. For example, Ariful Kabir et al. [1] studied a SIR epidemic model with information spreading of awareness.

When an infectious disease appears in local areas, the most important work of the disease control department is to control the spread of this disease. One of the effective preventive measures is to release the relevant prevention knowledge to people through the media mass media including TV, radio broadcast, network, newspaper and so on. After obtaining relevant prevention knowledge through mass media [12–14], people usually take some measures to avoid infection. Tchuenche et al. [15] incorporated a nonlinear function of the number infective individuals in transmission term to study the effects of media coverage on the transmission dynamic. This nonlinear function can be expressed in the following form

\[ f(t) = \beta_1 - \frac{\beta_2 I}{m + I}. \]

where \( \beta_1 \) is the contact rate before media alert, the term \( \beta_2 I/(m + I) \) measures the effect of reduction of the contact rate when infectious individuals are reported in the media. The half-saturation constant \( m > 0 \) reflects the impact of media coverage on the contact transmission and \( \beta_1 \geq \beta_2 > 0 \).

As is well known, epidemic models are affected inevitably by external environmental noise, which is a very important component in the ecosystem. In order to describe the...
influence of external environmental noise on infectious diseases, many authors incorporated stochastic perturbation into the epidemic models [16–20]. For example, Qi et al. [19] studied a stochastic SIQS epidemic system. Some sufficient conditions for periodic solution and ergodic stationary distribution of the disease are obtained by using the Khasminskii’s theory. Liu et al. [17] introduced the media coverage and the environment noise into a SIRS epidemic model with saturated incidence rate by perturbing the disease transmission coefficient $\beta$. They gave a detailed analysis on the existence of ergodic stationary distribution of the disease. Inspired by the above works, one proposes a stochastic SIQR model

$$
\begin{align*}
\frac{dS(t)}{dt} &= \left[\Lambda(t) - \left(\frac{\beta_1(t)}{m(t)} - \frac{\beta_2(t)I(t)}{m(t)+I(t)}\right) \frac{S(t)I(t)}{N} - \mu(t)S(t)\right] dt + \sigma_1(t)S(t)dB_1(t), \\
\frac{dI(t)}{dt} &= \left[\left(\frac{\beta_1(t)}{m(t)} - \frac{\beta_2(t)I(t)}{m(t)+I(t)}\right) \frac{S(t)I(t)}{N} - (\mu(t) + \alpha(t) + \delta(t) + \gamma(t))I(t)\right] dt + \sigma_2(t)I(t)dB_2(t), \\
\frac{dQ(t)}{dt} &= \left[\delta(t)I(t) - \left(\mu(t) + \alpha(t) + \epsilon(t)\right)Q(t)\right] dt + \sigma_3(t)Q(t)dB_3(t), \\
\frac{dR(t)}{dt} &= \left[\gamma(t)I(t) + \epsilon(t)Q(t) - \mu(t)R(t)\right] dt + \sigma_4(t)R(t)dB_4(t).
\end{align*}
$$

(1)

where $S, I, R$ denote the number of susceptible, infective and removed, respectively, $Q$ denotes the number of quarantined, $N = S + I + Q + R$ denotes the number of total population individuals. The parameter $\Lambda$ denotes the recruitment rate of $S$ corresponding to births and immigration, $\mu$ denotes the natural death rate, $\gamma$ and $\epsilon$ are the recovery rates from groups $I, Q$ to $R$, $\delta$ represents the removal rate from $I$, $\alpha$ denotes the disease-caused death rate of $I$ and $Q$. All parameters are assumed to be nonnegative. $\beta_i(t) (i = 1, 2, 3, 4)$ are independent Brownian motions and $\sigma_i(t) (i = 1, 2, 3, 4)$ are the coefficients of the effects of stochastic perturbations. The functions $\Lambda(t), \beta_i(t), m(t), \mu(t), \alpha(t), \delta(t), \gamma(t), \epsilon(t)$ and $\sigma_i(t) (i = 1, 2, 3, 4)$ are positive and continuous functions with periodic $T$.

In addition to the white noise, the spread of infectious diseases may also be disturbed by telegraph noise which can lead to the system to switch from one environmental regime to another [21–23]. The switching between environmental regimes is usually memoryless and the waiting time of switching obeys exponential distribution [21]. Thus the regimes switching can be described by a continuous-time Markov chain $(r(t))_{t \geq 0}$ taking values in a state space $\mathcal{M} = \{1, 2, \cdots, N\}$. If one considers the impact of the media coverage and the regime switching on the spread of infectious diseases, (1) can be changed to

$$
\begin{align*}
\frac{dS(t)}{dt} &= \left[\Lambda(r(t)) - \left(\frac{\beta_1(r(t))}{m(r(t))} - \frac{\beta_2(r(t)I(t))}{m(r(t))+I(t)}\right) \frac{S(t)I(t)}{N} - \mu(r(t))S(t)\right] dt + \sigma_1(r(t))S(t)dB_1(t), \\
\frac{dI(t)}{dt} &= \left[\left(\frac{\beta_1(r(t))}{m(r(t))} - \frac{\beta_2(r(t)I(t))}{m(r(t))+I(t)}\right) \frac{S(t)I(t)}{N} - (\mu(r(t)) + \alpha(r(t)) + \delta(r(t)) + \gamma(r(t)))I(t)\right] dt + \sigma_2(r(t))I(t)dB_2(t), \\
\frac{dQ(t)}{dt} &= \left[\delta(r(t))I(t) - \left(\mu(r(t)) + \alpha(r(t)) + \epsilon(r(t))\right)Q(t)\right] dt + \sigma_3(r(t))Q(t)dB_3(t), \\
\frac{dR(t)}{dt} &= \left[\gamma(r(t))I(t) + \epsilon(r(t))Q(t) - \mu(r(t))R(t)\right] dt + \sigma_4(r(t))R(t)dB_4(t).
\end{align*}
$$

(2)

For any $k \in \mathcal{M}$, the parameters $\Lambda(k), \beta_1(k), \beta_2(k), m(k), \mu(k), \alpha(k), \delta(k), \gamma(k), \epsilon(k)$ and $\sigma_i(k) (i = 1, 2, 3, 4)$ are all nonnegative constants.

The objectives of this paper are as follows. In this paper, one will study the influence of media coverage on the spread of infectious disease by investigating a stochastic SIQR epidemic model incorporating media coverage. From a mathematical point of view, the existence of unique global positive solution of this stochastic system will be studied to show that the system is meaningful in biology. Then, in order to obtain the conditions for the disease to persist or extinct, one will study the existence of ergodic stationary distribution and the extinct condition of the disease.

The rest of the paper is organized as follows. Some lemmas used throughout this paper are presented in Section 2. In Section 3, the existence and uniqueness of global positive solution of system (2) are obtained. In Section 4, one verifies that there is an ergodic stationary distribution of the proposed system. In Section 5, one establishes sufficient
conditions for extinction of system (2). In Section 6, two examples are given to illustrate theoretical results. In Section 7, the conclusion and discussion are given.

2. Preliminaries

In this section, one introduces some notations and lemmas. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space with a filtration \(\{\mathcal{F}_t\}_{t \geq 0}\) satisfying the usual conditions. Suppose the generator \(\Gamma = (\gamma_{ij})_{N \times N}\) is given by

\[
p(r(t + \delta) = j \mid r(t) = i) = \begin{cases} \gamma_{ij} h + o(h), & \text{if } i \neq j, \\ 1 + \gamma_{ij} h + o(h), & \text{if } i = j,
\end{cases}
\]

where \(h > 0\). Hence \(\gamma_{ij} > 0\) is the transition rate from \(i\) to \(j\) if \(i \neq j\), while \(\sum_{j=1}^{m} \gamma_{ij} = 0\).

Furthermore, suppose further that the Markov chain \(r(t)\) is irreducible and has a unique stationary distribution \(\pi = (\pi_1, \pi_2, \cdots, \pi_m)\) which can be determined by the equation

\[
\pi \Delta = 0,
\]

subject to

\[
\sum_{i=1}^{m} \pi_i = 1, \quad \pi_i > 0, \quad \forall i \in \mathcal{M}.
\]

One assumes that the Markov chain \(r(t)\) is independent of the Brownian motion \(B(t) = (B_1(t), B_2(t), B_3(t), B_4(t))\). For any vector \(f = (f(1), f(2), \cdots, f(m))\), \(\hat{f} = \min_{k \in \mathcal{M}} f(k)\), \(\hat{f} = \max_{k \in \mathcal{M}} f(k)\).

Let \((X(t), r(t))\) be the diffusion Markov process satisfying the following equation

\[
dX(t) = b(X(t), r(t))dt + \sigma(X(t), r(t))dB(t), \quad X(0) = x_0, \quad r(0) = r,
\]

where \(b(\cdot, \cdot) : \mathbb{R}^n \times \mathcal{M} \rightarrow \mathbb{R}^n, \sigma(\cdot, \cdot) : \mathbb{R}^n \times \mathcal{M} \rightarrow \mathbb{R}^{n \times n}\) and \(D(x, k) = \sigma(x, k)\sigma^T(x, k) = (d_{ij}(x, k))\). For each \(k \in \mathcal{M}\), let \(V(\cdot, k)\) be any twice continuously differentiable function, the differential operator \(L\) of Equation (4) is defined by

\[
L(x, k) = \sum_{i=1}^{n} b_i(x, k) \frac{\partial V(x, k)}{\partial x_i} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} d_{ij}(x, k) \frac{\partial^2 V(x, k)}{\partial x_i \partial x_j} + \sum_{i=1}^{m} \gamma_{ki} V(x, i).
\]

Lemma 1. (R. Lipster [24]) If the following conditions are satisfied

(a) \(\gamma_{ij} > 0\), for any \(i \neq j\);

(b) for each \(k \in \mathcal{M}\), \(D(x, k) = (d_{ij}(x, k))\) is symmetric and satisfies

\[
\lambda \left| \xi^2 \right| \leq (D(x, k)\xi, \xi) \leq \lambda^{-1} \left| \xi^2 \right|, \quad \text{for all } \xi \in \mathbb{R}^n,
\]

with some constant \(\lambda \in (0, 1)\) for all \(x \in \mathbb{R}^n\);

(c) there exists a nonempty open set \(D\) with compact closure, satisfying that, for each \(k \in \mathcal{M}\), there is nonnegative function \(V(\cdot, k) : D \rightarrow \mathbb{R}\) such that \(V(\cdot, k)\) is twice continuously differential and that for some \(\varphi > 0\),

\[
LV(x, k) \leq -\varphi, \quad (x, k) \in D^c \times \mathcal{M}.
\]

Then \((X(t), r(t))\) of system (2) is positive recurrent and ergodic. Namely, there exists a unique stationary distribution \(\pi(\cdot, \cdot)\) such that for any Borel measurable function \(f(\cdot, \cdot) : \mathbb{R}^n \times \mathcal{M} \rightarrow \mathbb{R}\)

\[
\sum_{k=1}^{m} \int_{\mathbb{R}^n} | f(x, k) | \pi(dx, k) < \infty,
\]
and

$$\mathcal{P} \left( \lim_{t \to \infty} \frac{1}{t} \int_0^t f(X(s), r(s))ds = \sum_{k=1}^m \int_{\mathbb{R}^m} f(x, k) | \pi(dx, k) \right) = 1.$$ 

**Lemma 2.** (Mao [25]) Let $N = \{N_t\}_{t \geq 0}$ be a real-valued continuous local martingale vanishing $t = 0$. Then

$$\lim_{t \to \infty} \langle N, N \rangle_t = \infty \quad a.s. \Rightarrow \quad \lim_{t \to \infty} \frac{N_t}{t} = 0 \quad a.s.$$

and also

$$\limsup_{t \to \infty} \frac{\langle N, N \rangle_t}{t} < \infty \quad a.s. \Rightarrow \quad \lim_{t \to \infty} \frac{N_t}{t} = 0 \quad a.s.$$

3. Existence and Uniqueness of the Global Positive Solution

By the similar arguments to those in Theorem 2.1 in [19,26], one can obtain the following theorem

**Theorem 1.** For any initial value $(S(0), I(0), Q(0), R(0), r(0)) \in \mathbb{R}_+^4 \times \mathcal{M}$, there exists a unique solution $(S(t), I(t), Q(t), R(t), r(t))$ of system (2) on $t > 0$ and the solution remain in $\mathbb{R}_+^4 \times \mathcal{M}$ with probability one, that is to say, $(S(t), I(t), Q(t), R(t), r(t)) \in \mathbb{R}_+^4 \times \mathcal{M}$ for all $t \geq 0$ a.s.

**Proof.** Note that the coefficients of the model (1.4) are locally Lipschitz conditions, then for any initial value $(S(0), I(0), Q(0), R(0), r(0)) \in \mathbb{R}_+^4 \times \mathcal{M}$, there is a unique positive local solution $(S(t), I(t), Q(t), R(t), r(t))$ on $t \in [0, \tau_e)$, where $\tau_e$ is the explosion time. To demonstrate that this solution is global, one only need to prove that $\tau_e = \infty$. a.s.

Let $k_0 > 0$ be sufficiently large for any initial value $(S(0), I(0), Q(0))$ and $R(0)$ lying within the interval $[1/k_0, k_0]$. For each integer $k \geq k_0$, define the following stopping time

$$\tau_k = \inf \{ t \in [0, \tau_e) : \min \{S(t), I(t), Q(t), R(t)\} \leq \frac{1}{k} \lor \max \{S(t), I(t), Q(t), R(t)\} \geq k \}$$

where one sets $\inf \emptyset = \infty$ (as usual $\emptyset$ denotes the empty set). Clearly, $\tau_k$ is increasing as $k \to \infty$. Let $\tau_\infty = \lim_{k \to \infty} \tau_k$, hence $\tau_\infty \leq \tau_e$ a.s. Next, one only need to verify $\tau_\infty = \infty$ a.s. If this statement is false, then there exist two constants $T > 0$ and $\varepsilon \in (0, 1)$ such that $\mathbb{P}\{\tau_\infty < T\} > \varepsilon$. Thus, there is an integer $k_1 > k_0$ such that $\mathbb{P}\{\tau_k \leq T\} \geq \varepsilon$, for all $k \geq k_1$.

Define a $C^2$-function $V : \mathbb{R}_+^4 \times \mathcal{M} \to \mathbb{R}_+$ as follows

$$V(S, I, Q, R, r) = S - a - a \ln \frac{S}{a} + I - 1 - \ln I + Q - 1 - \ln Q + R - 1 - \ln R,$$

the nonnegativity of this function can be obtained from $x - 1 - \ln x \geq 0$, $x > 0$, and the parameter $a$ will be determined later.

Applying Itô’s formula yields

$$dV(S, I, Q, R, r) = LVdt + (S - a)\sigma_1(t)dB_1(t) + (I - 1)\sigma_2(t)dB_2(t) + (Q - 1)\sigma_3(t)dB_3(t) + (R - 1)\sigma_4(t)dB_4(t),$$

where
\[ \begin{align*}
LV &= \left(1 - \frac{a}{N}\right) \left[ \Lambda(r(t)) - \left(\frac{\beta_1(r(t)) + \beta_2(r(t))}{m(r(t)) + I(t)}\right) \frac{S(t)I(t)}{N} - \mu(r(t))S(t) \right] + \frac{a\sigma^2_1(r(t))}{2} \\
&+ \left(1 - \frac{1}{I}\right) \left[ \left(\frac{\beta_1(r(t)) + \beta_2(r(t))}{m(r(t)) + I(t)}\right) \frac{S(t)I(t)}{N} - (\mu(r(t)) + a(r(t)) + \delta(r(t))) \right] \\
&+ \gamma(r(t))I(t) + \frac{\sigma^2_2(r(t))}{2} \\
&+ \left(1 - \frac{1}{Q}\right) \left[ \left(\delta(r(t))I(t) - (\mu(r(t)) + a(r(t)) + \epsilon(r(t)))Q(t) \right] + \frac{\sigma^2_3(r(t))}{2} \\
&+ \left(1 - \frac{1}{R}\right) \left[ \gamma(r(t))I(t) + \epsilon(r(t))Q(t) - \mu(r(t))R(t) \right] + \frac{\sigma^2_4(r(t))}{2},
\end{align*} \]

which implies that

\[ LV \leq \Lambda(r(t)) + \frac{aI(t)}{N} \beta_1(r(t)) + a\mu(r(t)) - (\mu(r(t)) + a(r(t)))I(t) + 3\mu(r(t)) + 2\alpha(r(t)) + \epsilon(r(t)) + \sigma^2_2(r(t)) + \frac{\sigma^2_3(r(t))}{2} + \frac{\sigma^2_4(r(t))}{2} \]

Choose \( a = \frac{N(\hat{\beta} + \hat{\alpha})}{\hat{\beta}_1} \) such that \( \hat{\mu} + \hat{\alpha} - \frac{a\beta_1}{N} = 0 \), then

\[ LV \leq \hat{\Lambda} + a\hat{\mu} + 3\hat{\alpha} + 2\hat{\epsilon} + \hat{\gamma} + \hat{\delta} + \frac{a\sigma^2_1 + \sigma^2_2 + \sigma^2_3 + \sigma^2_4}{2} := K, \]

where \( K \) is a positive constant.

The remainder of the proof follows as that in Theorem 2.1 in [19,26]. The proof is completed. \( \square \)

4. Existence of Ergodic Stationary Distribution of Model (2)

In this section, based on the method of Khasminskii, ergodic stationary distribution is investigated.

Let

\[ \mathfrak{R}_1 = \frac{\sum_{k=1}^{m} \pi_k \Lambda(k)(\beta_1(k) - \beta_2(k))}{N \sum_{k=1}^{m} \pi_k (\mu(k) + \frac{\sigma^2_1(k)}{2}) \sum_{k=1}^{m} \pi_k (\mu(k) + \alpha(k) + \delta(k) + \gamma(k) + \frac{\sigma^2_2(k)}{2})}. \]

**Theorem 2.** If \( \mathfrak{R}_1 > 1 \), then the solution \( (S(t), I(t), Q(t), R(t), r(t)) \) of model (2) admits a unique ergodic stationary distribution for any initial value \( (S(0), I(0), Q(0), R(0), r(0)) \) \( \in \mathbb{R}_+^4 \times \mathcal{M} \).

**Proof.** In order to prove Theorem 2, it suffices to verify conditions (a)-(c) in Lemma 1. Assumption \( \gamma_{ij} > 0 \) for \( i \neq j \) in section 2 implies that condition (a) in Lemma 1 is satisfied. On the other hand, one considers the following bounded open subset:
\[ D = (1/l, l) \times (1/l, l) \times (1/l, l) \times (1/l, l) \in \mathbb{R}^4, \]

where \( l \) is a sufficiently large number. Then \( D \in \mathbb{R}^4 \). One has \( D(S, I, Q, R, k) = W(S, I, Q, R, k) \times W^T(S, I, Q, R, k) \) in which \( W(S, I, Q, R, k) = \text{diag}(\sigma_1(k), I\sigma_2(k), Q\sigma_3(k), R\sigma_4(k)) \), \( k \in \mathcal{M} \). Then \( D(S, I, Q, R, k) \) is positive semi-definite and since \( W(S, I, Q, R, k) \) is non-singular matrix, one deduces that \( D(S, I, Q, R, k) \) is positive definite. Hence

\[ \lambda_{\max}(D(S, I, Q, R, k)) \geq \lambda_{\min}(D(S, I, Q, R, k)) > 0, \]

and for all \( \xi \in D \), one has

\[ \lambda_{\min}(D(S, I, Q, R, k)) | \xi |^2 \leq \xi^T(D(S, I, Q, R, k))\xi \leq \lambda_{\max}(D(S, I, Q, R, k)) | \xi |^2. \]

It is easy to see that \( \lambda_{\min}(D(S, I, Q, R, k)) \) and \( \lambda_{\max}(D(S, I, Q, R, k)) \) are two continuous functions of \( S, I, Q, R \). Therefore \( \lambda = \min_{D(S, I, Q, R, k)\in D \times \mathcal{M}} \lambda_{\min}(D(S, I, Q, R, k)) > 0 \) and \( \bar{\lambda} = \max_{D(S, I, Q, R, k)\in D \times \mathcal{M}} \lambda_{\max}(D(S, I, Q, R, k)) > 0 \), which implies that

\[ \lambda | \xi |^2 \leq (D(x, k)\xi, \xi) \leq \lambda^{-1} | \xi |^2, \text{ for all } \xi \in \mathbb{R}^n, \]

where \( \lambda = \min\{\bar{\lambda}, \lambda^{-1}\} \). Condition (b) is verified.

Now one verifies condition (c). Define a \( C^2 \)-function \( \nabla : [0, +\infty) \times \mathbb{R}^4 \rightarrow \mathbb{R} \):

\[ \nabla(S, I, Q, R, k) = \tilde{M}(\nabla_1(S, I) + \alpha(k)) + \nabla_2(S, I, Q, R) + \nabla_3(S) + \nabla_4(Q) + \nabla_5(R), \]

\[ \nabla_1(S, I) = -\overline{c}_1 \ln S - \overline{c}_2 \ln I, \nabla_2(S, I, Q, R) = \frac{1}{\overline{\theta} + 1} (S + I + Q + R)^{\overline{\theta} + 1}, \]

where

\[ \overline{c}_1 = \frac{\sum_{k=1}^{m} \pi_k \Lambda(k)}{\sum_{k=1}^{m} \pi_k (\mu(k) + \sigma_1^2(k)/2)}, \quad \overline{c}_2 = \frac{\sum_{k=1}^{m} \pi_k \Lambda(k)}{\sum_{k=1}^{m} \pi_k \Lambda(k)(\mu(k) + \sigma(k) + \delta(k) + \gamma(k) + \sigma_1^2(k)/2)}, \]

and \( \overline{\theta} > 0 \) is a sufficiently small constant such that

\[ \frac{1}{2} \theta (\sigma_1^2 + \sigma_2^2 + \sigma_3^2 + \sigma_4^2) > 0, \]

and \( \overline{M} > 0 \) is a sufficiently large positive constant and satisfies the following condition

\[ -\overline{M} + \overline{\alpha} \leq -2, \]

where

\[ \overline{\alpha} = 2 \sum_{k=1}^{m} \pi_k \Lambda(k)(\theta_1^k - 1), \]

and
\[ \mathcal{C} = \sup_{(S,I,Q,R,k) \in \mathbb{R}^4} \left\{ -\frac{1}{2} \left( \bar{\mu} - \frac{1}{2} \mathcal{B}(\sigma_1^2 \vee \sigma_2^2 \vee \sigma_3^2) \right) \left( S^{\pi+1} + I^{\pi+1} + Q^{\pi+1} + R^{\pi} \right) + \mathcal{D} + 3\bar{\mu} + \bar{\delta} + \bar{\epsilon} + \frac{\bar{\sigma}_1^2 + \bar{\sigma}_2^2 + \bar{\sigma}_3^2}{2} \right\}, \]

where

\[ \mathcal{D} = \sup_{(S,I,Q,R,k) \in \mathbb{R}^4} \left\{ \lambda(S + I + Q + R)^\pi - \frac{1}{2} \left( \bar{\mu} - \frac{1}{2} \mathcal{B}(\sigma_1^2 \vee \sigma_2^2 \vee \sigma_3^2) \right) \left( S + I + Q + R \right)^{\pi+1} \right\}. \]

Obviously, \( \nabla(S, I, Q, R, k) \) has a minimum value point \((S_0, I_0, Q_0, R_0, k)\). Then one can define a nonnegative \( \mathcal{C}^2 \)-function \( \tilde{\nabla} \):

\[ \tilde{\nabla} = \nabla(S, I, Q, R, k) - \nabla(S_0, I_0, Q_0, R_0, k). \]

By the Itô's formula, one obtains

\[ L\nabla_1 = -\frac{\mathcal{C}_1}{S} \left[ \lambda(k) - \left( \beta_1(k) - \frac{\beta_2(k)}{m(k)+1} \right) \frac{SI}{N} - \mu(k)S \right] + \frac{\mathcal{C}_1 \sigma_1^2(k)}{2} \]

\[ \leq -\frac{\mathcal{C}_1 \Lambda(k)}{S} - \frac{\mathcal{C}_2 S}{N} (\beta_1(k) - \beta_2(k)) + \frac{\mathcal{C}_1 \beta_1(k) I}{N} + \mathcal{C}_1 (\mu(k) + \frac{\sigma_1^2(k)}{2}) \]

\[ \leq -2 \sqrt{\frac{\mathcal{C}_1 \mathcal{C}_2 \Lambda(k)}{N} (\beta_1(k) - \beta_2(k)) + \mathcal{C}_1 \beta_1(k) I + \mathcal{C}_1 (\mu(k) + \frac{\sigma_1^2(k)}{2})} \]

\[ + \mathcal{C}_2 (\mu(k) + \alpha(k) + \delta(k) + \gamma(k) + \frac{\sigma_2^2(k)}{2}) \]

\[ = \bar{\mathcal{B}}_0(k) + \frac{\mathcal{C}_1 \beta_1(k) I}{N}, \]

where \( \bar{\mathcal{B}}_0(k) = -2 \sqrt{\frac{\mathcal{C}_1 \mathcal{C}_2 \Lambda(k)}{N} (\beta_1(k) - \beta_2(k)) + \mathcal{C}_1 (\mu(k) + \frac{\sigma_1^2(k)}{2}) + \mathcal{C}_2 (\mu(k) + \alpha(k) + \delta(k) + \gamma(k) + \frac{\sigma_2^2(k)}{2}). \]

Let \((\bar{\omega}(1), \bar{\omega}(2), \ldots, \bar{\omega}(m))\) be the solution of the following Poisson system:

\[ \Gamma \bar{\omega} = \sum_{l=1}^{m} \pi_l \bar{\mathcal{B}}_0(l) - \bar{\mathcal{B}}_0, \]

where \( \bar{\mathcal{B}}_0 = (\bar{\mathcal{B}}_0(1), \bar{\mathcal{B}}_0(2), \ldots, \bar{\mathcal{B}}_0(m)) \). Therefore, combining the definitions of \( \mathcal{C}_1, \mathcal{C}_2, \) one has

\[ L(\nabla_1 + \bar{\omega}(t)) \leq -2 \sum_{k=1}^{m} \pi_k \lambda(k) (\mathfrak{B}_1^2 - 1) + \frac{\mathcal{C}_1 \beta_1(k) I}{N} \]

\[ \leq -\lambda + \frac{\mathcal{C}_1 \beta_1 I}{N}. \]
Similarly, one has
\[
L \nabla_2 = (S + I + Q + R)^{\beta} \left[ \Lambda(k) - \mu(k)S - (\mu(k) + \alpha(k))(I + Q) - \mu(k)R \right] \\
+ \frac{1}{2} \overline{\beta} (S + I + Q + R)^{\beta - 1} (\sigma_1^2(k)S^2 + \sigma_2^2(k)I^2 + \sigma_3^2(k)Q^2 + \sigma_4^2(k)R^2) \\
\leq \Lambda(k)(S + I + Q + R)^{\beta} - \mu(k)(S + I + Q + R)^{\beta + 1} + \frac{1}{2} \overline{\beta}(S + I + Q + R)^{\beta + 1} \\
\times (\sigma_1^2(k) \lor \sigma_2^2(k) \lor \sigma_3^2(k) \lor \sigma_4^2(k)) \\
= \Lambda(k)(S + I + Q + R)^{\beta} - \left( \mu(k) - \frac{1}{2} \overline{\beta} (\sigma_1^2(k) \lor \sigma_2^2(k) \lor \sigma_3^2(k) \lor \sigma_4^2(k)) \right) \\
\times (S + I + Q + R)^{\beta + 1} \\
\leq \mathcal{D} - \frac{1}{2} \left( \hat{\mu} - \frac{1}{2} \overline{\beta}(\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) (S^{\beta + 1} + I^{\beta + 1} + Q^{\beta + 1} + R^{\beta + 1}),
\]

\[
L \nabla_3 = -\frac{1}{S} \left[ \Lambda(k) - \left( \beta_1(k) - \frac{\beta_2(k)I}{m(k) + I} \right) \frac{SI}{N} - \mu(k)S \right] + \overline{\sigma}_1^2(k) \\
\leq -\frac{\Lambda(k)}{S} + \frac{\beta_1(k)I}{N} + \mu(k) + \overline{\sigma}_1^2 \\
\leq -\hat{\lambda} + \hat{\beta}_1I + \hat{\mu} + \overline{\sigma}_1^2,
\]

\[
L \nabla_4 = -\frac{1}{Q} \left[ \delta(k)I(t) - (\mu(k) + \alpha(k) + \epsilon(k))Q(t) \right] + \overline{\sigma}_2^2(k) \\
= -\frac{\delta(k)I}{Q} + (\mu(k) + \alpha(k) + \epsilon(k)) + \overline{\sigma}_2^2(k) \\
\leq -\frac{\delta}{Q} + \hat{\mu} + \hat{\alpha} + \frac{\sigma_3^2}{2},
\]

and
\[
L \nabla_5 = -\frac{1}{R} \left[ \gamma(k)I + \epsilon(k)Q - \mu(k)R \right] + \overline{\sigma}_4^2(k) \\
= -\frac{\gamma(k)I}{R} - \frac{\epsilon(k)Q}{R} + \mu(k) + \overline{\sigma}_4^2(k) \\
\leq -\frac{\gamma}{R} + \hat{\mu} + \frac{\sigma_4^2}{2}.
\]

Therefore,
\[
L \hat{V} = \mathcal{M}(\nabla_1 + \overline{\omega}(k)) + L \nabla_2 + L \nabla_3 + L \nabla_4 + L \nabla_5 \\
\leq \mathcal{M}(-\hat{\lambda} + \frac{\hat{\gamma}_1I}{N} - \hat{\Lambda} \frac{I}{S} + \hat{\beta}_1I - \frac{\delta}{Q} - \frac{\gamma}{R} + \frac{\hat{\mu} + \hat{\alpha} + \hat{\epsilon} + \frac{\sigma_3^2}{2} + \frac{\sigma_4^2}{2} + \frac{\sigma_4^2}{2}}{2} \\
+ \mathcal{D} - \frac{1}{2} \left( \hat{\mu} - \frac{1}{2} \overline{\beta}(\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) (S^{\beta + 1} + I^{\beta + 1} + Q^{\beta + 1} + R^{\beta + 1}), \\
- \mathcal{M} \hat{\lambda} + \frac{\hat{\beta}_1I}{N}(\mathcal{M}C_1 + 1) - \hat{\Lambda} \frac{I}{S} - \frac{\delta}{Q} - \frac{\gamma}{R} + \frac{\hat{\mu} + \hat{\alpha} + \hat{\epsilon} + \frac{\sigma_3^2}{2} + \frac{\sigma_4^2}{2} + \frac{\sigma_4^2}{2}}{2} \\
+ \mathcal{D} - \frac{1}{2} \left( \hat{\mu} - \frac{1}{2} \overline{\beta}(\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) (S^{\beta + 1} + I^{\beta + 1} + Q^{\beta + 1} + R^{\beta + 1}).
\]
Define the following bounded closed set
\[ \mathcal{U} = \left\{ (S, I, Q, R, k) \in R_+^4 \times \mathcal{M} : \varepsilon \leq S \leq \frac{1}{\xi}, \bar{I} \leq I \leq \frac{1}{\xi}, \varepsilon^2 \leq Q \leq \frac{1}{\xi^2}, \varepsilon^2 \leq R \leq \frac{1}{\xi^2} \right\}, \]
where \( \varepsilon > 0 \) is a sufficiently small number. In the set \( R_+^4 \setminus \mathcal{U} \), one can choose \( \varepsilon \) sufficiently small such that
\[ -\frac{\Lambda}{\varepsilon} + E \leq -1, \]
where \( E, C, F, H, J \) are positive constants which can be found below. For the sake of convenience, one divides into eight domains
\[ \mathcal{U}_1 = \left\{ (S, I, Q, R) \in R_+^4 : 0 < S < \varepsilon \right\}, \mathcal{U}_2 = \left\{ (S, I, Q, R) \in R_+^4 : 0 < I < \varepsilon \right\}, \]
\[ \mathcal{U}_3 = \left\{ (S, I, Q, R) \in R_+^4 : I > \varepsilon, 0 < Q < \varepsilon^2 \right\}, \mathcal{U}_4 = \left\{ (S, I, Q, R) \in R_+^4 : I > \varepsilon, 0 < R < \varepsilon^2 \right\}. \]
\[ \mathcal{U}_5 = \left\{ (S, I, Q, R) \in R_+^4 : S > \frac{1}{\varepsilon^2} \right\}, \mathcal{U}_6 = \left\{ (S, I, Q, R) \in R_+^4 : I > \frac{1}{\varepsilon} \right\}, \]
\[ \mathcal{U}_7 = \left\{ (S, I, Q, R) \in R_+^4 : Q > \frac{1}{\varepsilon^2} \right\}, \mathcal{U}_8 = \left\{ (S, I, Q, R) \in R_+^4 : R > \frac{1}{\varepsilon^2} \right\}. \]

The next one will prove that \( L \tilde{\mathcal{U}}(S, I, Q, R, k) \leq -1 \) on \( R_+^4 \setminus \mathcal{U} \), which is equivalent to prove it on the above eight domains.

Case 1. If \( (S, I, Q, R, k) \in \mathcal{U}_1 \), one can see that
\[ L \tilde{\mathcal{U}} \leq \frac{\hat{\beta}_1 I}{N} (MC_1 + 1) - \frac{\Lambda}{\varepsilon} + 3\bar{u} + \bar{e} + \frac{\bar{\sigma}^2}{2} + \frac{\sigma_3^2}{2} + \frac{\sigma_4^2}{2} + \bar{D} - \frac{1}{2} \left( \bar{\mu} - \frac{1}{2} \sigma (\bar{\sigma}^2 + \bar{\sigma}_2^2 + \bar{\sigma}_3^2 + \bar{\sigma}_4^2) \right) (S^{\bar{e}+1} + \bar{I}^{\bar{e}+1} + Q^{\bar{e}+1} + R^{\bar{e}+1}) \leq -\frac{\Lambda}{\varepsilon} + E \]
where

\[ E = \sup_{(S,J,Q,R) \in \mathbb{R}^+} \left\{ \frac{\hat{\beta}_1 I}{N} (MC_1 + 1) + 3\hat{\mu} + \hat{\kappa} + \hat{\epsilon} + \frac{\sigma^2}{2} + \frac{\sigma^2}{2} + \frac{\sigma^2}{2} + D \right\} \]

By (6), one has \( \hat{L} \hat{V} \leq -1 \) for all \( (S, I, Q, R) \in \bar{U}_1 \).

Case 2. If \( (S, I, Q, R) \in \bar{U}_2 \), one can obtain that

\[ \hat{L} \hat{V} \leq -M_1 + \frac{\hat{\beta}_1 I}{N} (MC_1 + 1) + 3\hat{\mu} + \hat{\kappa} + \hat{\epsilon} + \frac{\sigma^2}{2} + \frac{\sigma^2}{2} + \frac{\sigma^2}{2} + D \]

\[ -\frac{1}{2}\left( \hat{\mu} - \frac{1}{2} \bar{\sigma}(\sigma^2 + \sigma^2 + \sigma^2 + \sigma^2) \right)(S^{\beta+1} + I^{\beta+1} + Q^{\beta+1} + R^{\beta+1}) \]

\[ \leq -M_1 + \frac{\hat{\beta}_1 I}{N} (MC_1 + 1) + C \]

\[ \leq -M_1 + \frac{\hat{\beta}_1 I}{N} (MC_1 + 1) + C, \quad \text{(14)} \]

where

\[ C = \sup_{(S,J,Q,R) \in \mathbb{R}^+} \left\{ -\frac{1}{2}(\hat{\mu} - \frac{1}{2} \bar{\sigma}(\sigma^2 + \sigma^2 + \sigma^2 + \sigma^2)) (S^{\beta+1} + I^{\beta+1} + Q^{\beta+1} + R^{\beta+1}) \right\} \]

In view of (7), one has \( \hat{L} \hat{V} \leq -1 \) for all \( (S, I, Q, R) \in \bar{U}_3 \).

Case 4. If \( (S, I, Q, R) \in \bar{U}_4 \), one can derive that

\[ \hat{L} \hat{V} \leq -\gamma^I I + \frac{\hat{\beta}_1 I}{N} (MC_1 + 1) + 3\mu^u + \frac{\sigma^2 u}{2} + \alpha^u + \epsilon^u + \frac{\sigma^2 u}{2} + \frac{\sigma^2 u}{2} + \frac{\sigma^2 u}{2} + D \]

\[ -\frac{1}{2}(\mu^I - \frac{1}{2} \bar{\sigma}(\sigma^2 + \sigma^2 + \sigma^2 + \sigma^2)) (S^{\beta+1} + I^{\beta+1} + Q^{\beta+1} + R^{\beta+1}) \]

\[ \leq -\gamma^I I + E \]

\[ \leq -\gamma^I \epsilon + E. \quad \text{(16)} \]

By (8), one has \( \hat{L} \hat{V} \leq -1 \) for all \( (S, I, Q, R) \in \bar{U}_4 \).
Case 5. If \((S, I, Q, R) \in \mathcal{U}_S\), it follows that

\[
\begin{align*}
L \hat{V} & \leq -\frac{1}{2} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) (S^{\beta + 1} + I^{\beta + 1} + Q^{\beta + 1} + R^{\beta + 1}) \\
& \quad + \frac{\hat{\beta}_I}{N} (\mathcal{M} \mathcal{C}_1 + 1) + 3\mu + \kappa + \bar{\varepsilon} + \frac{\sigma_1^2}{2} + \frac{\sigma_2^2}{2} + \frac{\sigma_3^2}{2} + \gamma \\
& \leq -\frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) S^{\beta + 1} + \mathcal{F} \\
& \leq -\frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) \frac{1}{\varepsilon^{\beta + 1}} + \mathcal{F},
\end{align*}
\]

where

\[
\mathcal{F} = \sup_{(S, I, Q, R) \in \mathbb{R}_+^4} \left\{ -\frac{1}{2} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) (I^{\beta + 1} + Q^{\beta + 1}) + \frac{\hat{\beta}_I}{N} (\mathcal{M} \mathcal{C}_1 + 1) + 3\mu \\
\quad + \kappa + \bar{\varepsilon} + \frac{\sigma_1^2}{2} + \frac{\sigma_2^2}{2} + \frac{\sigma_3^2}{2} + \gamma - \frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) S^{\beta + 1} \right\}.
\]

Together with (9), one has \(L \hat{V} \leq -1\) for all \((S, I, Q, R) \in \mathcal{U}_S\).

Case 6. If \((S, I, Q, R) \in \mathcal{U}_6\), one obtains

\[
\begin{align*}
L \hat{V} & \leq -\frac{1}{2} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) (S^{\beta + 1} + I^{\beta + 1} + Q^{\beta + 1} + R^{\beta + 1}) \\
& \quad + \frac{\hat{\beta}_I}{N} (\mathcal{M} \mathcal{C}_1 + 1) + 3\mu + \kappa + \bar{\varepsilon} + \frac{\sigma_1^2}{2} + \frac{\sigma_2^2}{2} + \frac{\sigma_3^2}{2} + \gamma \\
& \leq -\frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) I^{\beta + 1} + \mathcal{C} \\
& \leq -\frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) \frac{1}{\varepsilon^{\beta + 1}} + \mathcal{C},
\end{align*}
\]

where

\[
\mathcal{C} = \sup_{(S, I, Q, R) \in \mathbb{R}_+^4} \left\{ -\frac{1}{2} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) (S^{\beta + 1} + R^{\beta + 1}) + \frac{\hat{\beta}_I}{N} (\mathcal{M} \mathcal{C}_1 + 1) + 3\mu \\
\quad + \kappa + \bar{\varepsilon} + \frac{\sigma_1^2}{2} + \frac{\sigma_2^2}{2} + \frac{\sigma_3^2}{2} + \gamma - \frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) I^{\beta + 1} \right\}.
\]

By virtue of (10), one has \(L \hat{V} \leq -1\) for all \((S, I, Q, R) \in \mathcal{U}_6\).

Case 7. If \((S, I, Q, R) \in \mathcal{U}_7\), one can deduce that

\[
\begin{align*}
L \hat{V} & \leq -\frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) Q^{\beta + 1} + \frac{\hat{\beta}_I}{N} (\mathcal{M} \mathcal{C}_1 + 1) + 3\mu \\
& \quad - \frac{1}{2} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) (S^{\beta + 1} + I^{\beta + 1}) + \kappa + \varepsilon + \gamma \\
& \quad - \frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) Q^{\beta + 1} + \frac{\sigma_1^2}{2} + \frac{\sigma_2^2}{2} + \frac{\sigma_3^2}{2} + \frac{\sigma_4^2}{2} \\
& \leq -\frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) \frac{1}{\varepsilon^{\beta + 1}} + \mathcal{H},
\end{align*}
\]

where

\[
\mathcal{H} = \sup_{(S, I, Q, R) \in \mathbb{R}_+^4} \left\{ -\frac{1}{2} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) (S^{\beta + 1} + I^{\beta + 1}) + \frac{\hat{\beta}_I}{N} (\mathcal{M} \mathcal{C}_1 + 1) + 3\mu \\
\quad + \kappa + \varepsilon + \frac{\sigma_1^2}{2} + \frac{\sigma_2^2}{2} + \frac{\sigma_3^2}{2} + \gamma - \frac{1}{4} \left( \mu - \frac{1}{2} \bar{\theta} (\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2) \right) Q^{\beta + 1} \right\}.
\]

It follows from (11) that one has \(L \hat{V} \leq -1\) for all \((S, I, Q, R) \in \mathcal{U}_7\).
Case 8. If \((S, I, Q, R) \in \mathcal{U}_8\), one can obtain that

\[
L \hat{V} \leq -\frac{1}{4}(\hat{\mu} - \frac{1}{2}\hat{\theta}(\hat{\sigma}_{1}^{2} \lor \hat{\sigma}_{2}^{2} \lor \hat{\sigma}_{3}^{2} \lor \hat{\sigma}_{4}^{2}))\hat{R}^\tau + \frac{\hat{\beta}_{1} I}{N}(\hat{M}_{1} + 1) + 3\hat{\mu} - \frac{1}{2}(\hat{\mu} - \frac{1}{2}\hat{\theta}(\hat{\sigma}_{1}^{2} \lor \hat{\sigma}_{2}^{2} \lor \hat{\sigma}_{3}^{2} \lor \hat{\sigma}_{4}^{2}))\hat{R}^\tau + \frac{\hat{\sigma}_{1}^{2}}{2} + \frac{\hat{\sigma}_{2}^{2}}{2} + \frac{\hat{\sigma}_{3}^{2}}{2} + \frac{\hat{\sigma}_{4}^{2}}{2} + \hat{\kappa} + \hat{\varepsilon} + \hat{D},
\]

where

\[
\mathcal{J} = \sup_{(S, I, Q, R) \in \mathbb{R}_+^4} \left\{ \frac{\hat{\beta}_{1} I}{N}(\hat{M}_{1} + 1) + 3\hat{\mu} - \frac{1}{2}(\hat{\mu} - \frac{1}{2}\hat{\theta}(\hat{\sigma}_{1}^{2} \lor \hat{\sigma}_{2}^{2} \lor \hat{\sigma}_{3}^{2} \lor \hat{\sigma}_{4}^{2}))\hat{R}^\tau + \frac{\hat{\sigma}_{1}^{2}}{2} + \frac{\hat{\sigma}_{2}^{2}}{2} + \frac{\hat{\sigma}_{3}^{2}}{2} + \frac{\hat{\sigma}_{4}^{2}}{2} + \hat{\kappa} + \hat{\varepsilon} + \hat{D} \right\}.
\]

By (12), one can conclude that \(L \hat{V} \leq -1\) for all \((S, I, Q, R) \in \mathcal{U}_8\). Therefore, for a sufficiently small \(\tau > 0\), one has

\[
L \hat{V} \leq -1, \quad (S, I, Q, R) \in \mathbb{R}_+^4 \setminus \mathcal{U}.
\]

Hence, (c) in Lemma 1 holds. This completes the proof of Theorem 2. \(\square\)

5. Extinction of Model (2)

In this section, one shall give a result for the extinction of disease in the stochastic model (2).

Let

\[
\mathcal{R}_2 = \frac{\hat{\lambda}\hat{\beta}_{1}}{N\hat{\mu} \sum_{k=1}^{m} \pi_{k}(\mu(k) + \alpha(k) + \delta(k) + \gamma(k) + \frac{\sigma_{1}^{2}(k)}{4}).
\]

**Theorem 3.** If \(\mathcal{R}_2 < 1\), then the disease \(I\) will die out exponentially with probability one, i.e.,

\[
\lim_{t \to \infty} I(t) = 0 \quad a.s.
\]

and also

\[
\lim_{t \to \infty} S(t) \leq \frac{\hat{A}}{\hat{\mu}}, \quad \lim_{t \to \infty} Q(t) = \lim_{t \to \infty} R(t) = 0. \quad a.s.
\]

**Proof.** From model (2), one has

\[
\frac{S(t) - S(0)}{t} = (\Lambda) - (\beta_{1} - \frac{\beta_{2} I}{m + I}) \frac{SI}{N} - (\mu S) + \int_{0}^{t} \sigma_{1}(s)S(s)dB_{1}(s),
\]

and

\[
\frac{I(t) - I(0)}{t} = (\beta_{1} - \frac{\beta_{2} I}{m + I}) \frac{SI}{N} - (\mu + \alpha + \delta + \gamma) I + \int_{0}^{t} \sigma_{2}(s)I(s)dB_{2}(s).
\]

Then
\[ \frac{I(t) - I(0)}{t} + \frac{S(t) - S(0)}{t} = \langle \Lambda \rangle_t - \langle \mu S \rangle_t - ((\mu + \alpha + \delta + \gamma) I)_t + \frac{\int_0^t \sigma_1(s)S(s)dB_1(s)}{t} + \frac{\int_0^t \sigma_2(s)I(s)dB_2(s)}{t} \]

\[ \leq \bar{\Lambda} - \bar{\mu} \langle S \rangle_t - (\bar{\mu} + \bar{\alpha} + \bar{\delta} + \bar{\gamma}) \langle I \rangle_t + \frac{\sigma_1 \int_0^t S(s)dB_1(s)}{t} + \frac{\sigma_2 \int_0^t I(s)dB_2(s)}{t}. \]

It is easy to obtain

\[ \langle S \rangle_t \leq \frac{\bar{\Lambda}}{\bar{\mu}} - \frac{\bar{\mu} + \bar{\alpha} + \bar{\delta} + \bar{\gamma}}{\bar{\mu}} \langle I \rangle_t + H(t), \quad (21) \]

where

\[ H(t) = \frac{\sigma_1 \int_0^t S(s)dB_1(s)}{t} + \frac{\sigma_2 \int_0^t I(s)dB_2(s)}{t} = \frac{I(t) - I(0)}{t} + \frac{S(t) - S(0)}{t}. \]

According to Lemma 2, one has

\[ \lim_{t \to \infty} H(t) = 0 \quad a.s. \quad (22) \]

By the Itô’s formula, one can obtain

\[ d \ln I(t) = \left\{ \frac{1}{t} \left[ (\beta_1(t) - \frac{\beta_2(t)I(t)}{m(t) + I(t)}) \frac{S(t)I(t)}{N} - (\mu(t) + \alpha(t) + \delta(t) + \gamma(t))I(t) \right] - \frac{\sigma_2^2(t)}{2} \right\} dt + \sigma_2(t)dB_2(t) \]

\[ \leq \left( \frac{\beta_1(t)S}{N} - (\mu(t) + \alpha(t) + \delta(t) + \gamma(t)) - \frac{\sigma_2^2(t)}{2} \right) dt + \sigma_2(t)dB_2(t). \]

Integrating (23) from 0 to \( t \) and dividing \( t \) on both sides, one gets

\[ \frac{\ln I(t) - \ln I(0)}{t} \leq \left( \frac{\beta_1(t)S}{N} - (\mu + \alpha + \delta + \gamma + \frac{\sigma_2^2}{2})I_t + \frac{\int_0^t \sigma_2(s)dB_2(s)}{t} \right) \leq \frac{\beta_1(t)S}{N} - (\mu + \alpha + \delta + \gamma + \frac{\sigma_2^2}{2})I_t + \frac{\int_0^t \sigma_2(s)dB_2(s)}{t}. \]

Together with (21), one has

\[ \frac{\ln I(t)}{t} \leq \frac{\hat{\beta}_1}{N} \left( \bar{\Lambda} - \bar{\mu} + \bar{\alpha} + \bar{\delta} + \bar{\gamma} \right) \langle I \rangle_t + H(t) \quad - (\mu + \alpha + \delta + \gamma + \frac{\sigma_2^2}{2})I_t + \frac{\int_0^t \sigma_2(s)dB_2(s)}{t} \frac{\ln I(0)}{t} \]

\[ \leq \frac{\hat{\beta}_1 \bar{\Lambda}}{N \bar{\mu}} + \frac{\hat{\beta}_1 H(t)}{N} - (\mu + \alpha + \delta + \gamma + \frac{\sigma_2^2}{2})I_t + \frac{\int_0^t \sigma_2(s)dB_2(s)}{t} + \frac{\ln I(0)}{t}. \]

As ergodic properties of \( \xi(t) \), one gets

\[ \limsup_{t \to \infty} \frac{1}{t} \int_0^t \mu(r(s))ds = \sum_{k=1}^{N} \pi_k \mu(k). \]
Taking the limit superior of both of (24) and using Lemma 2, which together with (22), one can obtain
\[
\limsup_{t \to +\infty} \frac{\ln I(t)}{t} \leq \frac{\hat{\beta}_1 \hat{\Lambda}}{N \hat{\mu}} - \left(\mu + \alpha + \delta + \gamma + \frac{\sigma_2^2}{2}\right)T \left(\frac{\hat{\beta}_1 \hat{\Lambda}}{N \hat{\mu} (\mu + \alpha + \delta + \gamma + \frac{\sigma_2^2}{2})} - 1\right)
\]
\[
= \left(\mu + \alpha + \delta + \gamma + \frac{\sigma_2^2}{2}\right)T (\mathfrak{R}_2 - 1) < 0,
\]
which implies \( \lim_{t \to \infty} I(t) = 0 \).

From (21), it is easy to get that
\[
\lim_{t \to \infty} \langle S \rangle_t \leq \frac{\hat{\Lambda}}{\hat{\mu}}.
\]

From the third and fourth equations of model (2), it is easy to obtain that
\[
\lim_{t \to \infty} Q(t) = 0, \lim_{t \to \infty} R(t) = 0.
\]

This completes the proof. \( \square \)

6. Numerical Simulations

In this section, one gives two examples to support the theoretical prediction.

Example 1. In model (2), let \( r(t) \) be a right-continuous Markov chain taking values \( k = 1, 2 \) and the generator \( \Gamma \) of the Markov chain is
\[
\begin{pmatrix}
-0.06 & 0.06 \\
0.04 & -0.04
\end{pmatrix}.
\]

By solving the linear Equation (3), one can obtain the unique stationary distribution \( \pi = (\pi_1, \pi_2) = (0.4, 0.6) \).

Choose the parameters values in model (2) as follows
\[
\Lambda(1) = 0.8, \beta_1(1) = 0.6, \beta_2(1) = 0.2, m(1) = 1, N = 1, \mu(1) = 0.2, \alpha(1) = 0.25,
\]
\[
\delta(1) = 0.2, \gamma(1) = 0.15, \epsilon(1) = 0.2, \sigma_1(1) = \sigma_2(1) = \sigma_3(1) = \sigma_4(1) = 0.05.
\]

and
\[
\Lambda(2) = 1, \beta_1(2) = 0.7, \beta_2(2) = 0.1, m(1) = 1, N = 1, \mu(2) = 0.3, \alpha(2) = 0.3,
\]
\[
\delta(2) = 0.3, \gamma(2) = 0.25, \epsilon(2) = 0.3, \sigma_1(2) = \sigma_2(2) = \sigma_3(2) = \sigma_4(2) = 0.1.
\]

Note that \( \mathfrak{R}_1 \approx 1.828 > 1 \) holds, that is to say, the condition of Theorem 2 holds. Therefore, the stochastic model (2) has an ergodic stationary distribution. That means that the stochastic SIQR model (2) with regime switching has a unique stationary distribution and it has the ergodic property (see Figure 1).
Figure 1. (a) is Markov chain, (b) is a stationary distribution of the stochastic model (2), (c) is the probability function of $S(t)$, (d) is the probability function of $I(t)$, (e) the probability function of $Q(t)$. The initial value is $(S(0), I(0), Q(0), R(0)) = (0.7, 0.5, 0.4, 0.2)$.

Example 2. In model (2), let $r(t)$ be a right-continuous Markov chain taking values $k = 1, 2$ and the generator $\Gamma$ of the Markov chain is

$$
\begin{pmatrix}
-0.06 & 0.06 \\
0.04 & -0.04
\end{pmatrix}.
$$

By solving the linear Equation (3), one can obtain the unique stationary distribution

$$
\pi = (\pi_1, \pi_2) = (0.4, 0.6).
$$

Choose the parameters values in model (2) as follows

$\Lambda(1) = 0.8, \beta_1(1) = 0.25, \beta_2(1) = 0.15, m(1) = 1, N = 1, \mu(1) = 0.25, \alpha(1) = 0.3,$

$\delta(1) = 0.3, \gamma(1) = 0.2, \epsilon(1) = 0.2, \sigma_1(1) = \sigma_2(1) = \sigma_3(1) = \sigma_4(1) = 0.15.$

and

$\Lambda(2) = 1, \beta_1(2) = 0.3, \beta_2(2) = 0.2, m(1) = 1, N = 1, \mu(2) = 0.3, \alpha(2) = 0.35,$

$\delta(2) = 0.4, \gamma(2) = 0.4, \epsilon(2) = 0.4, \sigma_1(2) = \sigma_2(2) = \sigma_3(2) = \sigma_4(2) = 0.2.$
Note that $R_2 \approx 0.916 < 1$ holds, the condition of Theorem 3 is satisfied. Therefore, one can obtain that the disease $I(t)$ will tend to zero exponentially with probability one (see Figure 2).

Figure 2. (a) is Markov chain, (b) is a stationary distribution of the stochastic model (2), (c) is the probability function of $S(t)$, (d) is the probability function of $I(t)$, (e) the probability function of $Q(t)$. The initial value is $(S(0), I(0), Q(0), R(0)) = (0.7, 0.5, 0.4, 0.2)$.

7. Conclusions and Discussion

In this paper, an SIQR epidemic model with media coverage and regime switching is proposed. Firstly, the existence of the unique positive solution of the proposed system is studied. Secondly, some sufficient conditions for the existence of a stationary distribution by constructing a suitable random Lyapunov function are discussed. Meanwhile, the conditions for extinction are also obtained. Finally, some numerical simulation examples are carried out to demonstrate the effectiveness of theoretical results. With the development of network science, the epidemic model in networks has become a hot topic. In the future, some epidemic models with media coverage in the network can be considered [27,28].
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