Thermodynamic multi-component solution solidification approach to liquid-to-glass transition is proposed and actual mechanisms underlying vitrification, other than viscous slowdown, are identified. Due to polydisperse aggregation in liquid state, glass-forming liquids, irrespective of chemical composition, appear to be mixtures of various quasi-components whose thermodynamic quantities shall be expressed not in terms of molar concentrations of actual chemical components, but in terms of relative concentrations of dominant structural units. Thermodynamically, any glass-former is expected to behave as multi-component solution and solidify in continuous temperature range between apparent liquidus and solidus temperatures that can be identified as glass-transition range. Using extended irreversible thermodynamics of polydisperse solutions it is demonstrated that upon quenching, diffusional and Brownian mass transport in such solutions is negated within heat removal timescale, which results in dynamical arrest of nucleation and growth in clusters and solid-liquid phase separation. Rapid solution solidification proceeds via successive cluster freezing in continuous temperature range, in line with cluster size dispersity, which can be described in terms of percolation in static polydisperse fractal ensemble where glass transition temperature naturally emerges as percolation threshold. Multi-component solution solidification framework is shown to be reconcilable qualitatively and quantitatively with the Mode Coupling - Random First Order Transition scenario. Finally, it is demonstrated that liquid-to-glass transformation is thermodynamic liquid-to-solid phase transition, glassy state of matter appears to be solid supersaturated solution of defects in otherwise perfect matrix, and the true equilibrium structure which glass is unable access is a crystalline one.
I. INTRODUCTION

For almost a century since papers of Vogel [1], Fulcher [2], and Tamann and Hesse [3] were published, the phenomena pertaining to liquid-to-glass transition remain a very active area of exploration. A plethora of creative and seemingly rational but often incongruous and conflicting ideas as well as increasingly sophisticated mathematical models that account for some of the most perplexing features of glassy behavior have been put forward for resolving the glass transition conundrum [4]. Undoubtedly, many of them have captured some pieces of veracity [4,5,6,7,8,9,10,11,12] and continue being debated.

Among various concepts of glass transition, the mode coupling theory (MCT) [13,14,15,16,17] and the random first order transition (RFOT) theory [18,19,20,21,22,23] that had been introduced in 1980’s, received substantial degree of general acceptance at that time, and continue dominate the glass science landscape ever since.

The MCT is a truly first principle, free of any dependence on phenomenological assumptions, statistical mechanics theory. The main theory input is static structure factor, $S(k)$, which contains information on the static density distribution of the material and is obtainable from the scattering experiments [24]. The MCT accounts for glass transition as a bifurcation from ergodic to non-ergodic behavior at critical temperature, $T_C$, and proposes “cage effect” as a microscopic mechanism for vitrification, however the predicted critical temperature, $T_C$, turned out to be sufficiently higher than expected experimental glass transition temperature, $T_g$ [25,26]. It was suggested, therefore, that since critical behavior predicted by MCT is correct, MCT could be considered as a generic, Landau-like, theory of glass transition, where $T_C$ may be treated as an adjustable parameter and rescaled to $T_g$ [27,28]. Recently presented multi-component generalized MCT (GMCT) suggests that predictive power of the theory may be improved by taking into consideration ignored so far subtle but important features of species-dependent structural correlations in $S(k)$ [29].
The RFOT theory, a spin-glass-inspired framework, is directly related to MCT at high temperatures since the temperature of dynamical arrest, $T_d$, of RFOT is $T_C$ of MCT (and the Goldstein’s crossover temperature, $T^*$, that separates a free-flow regime from activated viscosity in supercooled liquids [6,27,30]). According to RFOT scenario, liquid-to-glass transition is a two-stage transformation: starting at $T_d$ and below, ergodic liquid fractures into a mosaic of metastable cooperatively rearranging regions, or entropic droplets, or glassy clusters [22] or “glassites” by analogy with “crystallites” in polycrystalline solids with which positive configurational entropy is associated [31]; or, in other words, liquid is trapped within walls made of the same frozen liquid where either activated fluctuations of grain-boundaries between glassy clusters sweep larger and larger regions of the bulk; or this is a nucleation of small droplets within the bulk that grow and percolate. At static temperature, $T_K$, where configurational entropy vanishes (Kauzmann temperature), the system undergoes random first-order thermodynamic phase transition into “ideal glass” state [27,30,32].

The authors of RFOT theory assert that it provides a theoretical basis for explaining mathematically much of glassy phenomena from initial equilibrium liquid state to the final state of ideal glass [31,33]. They also admit, however, that the fundamental physics of processes driving glass formation remain elusive [34]. Since the physical meaning of $T_C$ for finite-dimensional, non-mean-field glassy systems remains unclear, even the strongest selling point of RFOT, the crossover between a high-temperature MCT regime and lower temperature activated (mosaic) regime is very poorly understood even at a phenomenological level [27]. Importantly, from MCT-RFOT scenario $T_g$ has no way to emerge besides the artificial rescaling of $T_C$ to $T_g$ within Landau-like approach. So, a reasonable question arises as to why the attempts to reconcile apparent superior first-principle mathematical model of glass transition with physics run into so great difficulties. Could it be a case that there is an issue with the paradigm on which physics of glass transition rests?
Thus far, most of glass transition theories including MCT and RFOT remain guided by largely empirical and phenomenological considerations that liquid-to-glass transition occurs within liquid state through a viscosity-driven transformation into supercooled liquid and then into completely frozen liquid that looks and behaves mechanically exactly as solid but has disordered structure [4,13,14,15,16,22,31,32,35,36,37,38,39,40,41]. Since no significant structural changes appear to accompany glass transition and because the transformation occurs over a continuous temperature range, it has been postulated that the liquid and glass belong to the same thermodynamic phase [42]. Glass is a liquid, which is too viscous to flow, therefore the theory of glassy state shall be a byproduct of a theory of liquid viscosity [6], and must be focused exclusively on the detail analysis of microscopic relaxation dynamics in glass-forming liquid that govern viscous slowdown. Consequently, the theory of thermodynamic phase transition is irrelevant to understanding the liquid-to-glass transformation because the latter is a standalone phenomenon where thermodynamics has no direct role to play.

It is highly questionable, however, if not very unlikely that at normal conditions it is possible to escape the thermodynamic liquid-to-solid phase transition and cool a liquid down to temperatures where ‘thermodynamics tells us it should not exist’ [25]. Thermodynamics is the very foundation of all other sciences, and as such has supremacy over other disciplines without regard to the system’s complex dynamic structure [43]. None of previous studies have explicitly acknowledged (except Ref. 25) and attempted to face this problem of the viscous slowdown model. Therefore, the motivation behind this work is to reconcile the phenomenology of glass transition with thermodynamics by identifying actual physical mechanisms underlying the liquid-to-glass transformation, other than viscous slowdown.

The paper is organized as follows. In Sec. II, we demonstrate that due to polydisperse aggregation into clusters or aggregates in liquid state, glass-forming liquids, even “simple” SiO$_2$, Se, or H$_2$O, appear to be mixtures of various quasi-components. Thermodynamically, they
expected to behave as multi-component solutions and solidify in continuous temperature range between apparent liquidus and solidus temperatures that can be reconciled with glass-transition range. In Sec. III, based on extended irreversible thermodynamics analysis, we demonstrate that upon rapid cooling, diffusional and Brownian mass transport in such solutions is negated within the heat removal timescale, which results in dynamical arrest of nucleation and growth in clusters and solid-liquid phase separation. Rapid solution solidification proceeds via successive cluster freezing: within liquid phase above $T_g$ and within solid phase below $T_g$, which can be described in terms of percolation in a static polydisperse fractal ensemble where $T_g$ naturally emerges as a percolation threshold. The comparison of predictions of this multi-component solution solidification (MSS) approach with MCT-RFOT scenario lets us suggest that MCT does not fail to predict the precise location of the glass transition, it just captures the onset of transition of different kind, and that MSS can be reconciled with MCT-RFOT scenario both qualitatively and quantitatively, so that $T_C/T_d - T_K$ interval obtains the physical meaning of the solution-solidification/glass-transition range. Finally, in Sec. IV, we discuss vitrification phenomenon in terms of thermodynamic phase transition theory and show that it is a thermodynamic phase transition within MSS framework.

**II. MULTI-COMPONENT SOLUTION APPROACH TO GLASS-FORMING LIQUIDS**

Aggregation is a widespread, universally observed fate process related to self-organization phenomena [44,45]. Theoretical, experimental and computational advances of past several decades have proven the complex structural organization of liquids in the form of aggregates or clusters (see e.g. [46] and references therein). The kinetics of aggregation in the most general form was first formulated in the classical rate theory of Smoluchowski and his successors [47,48,49]. Ben-Naim [50,51] was perhaps the first who developed the formal theoretical
foundation for the mixture-model of liquids, and demonstrated that even one-component liquid
may rigorously be viewed as a multi-component system, and many properties of such a “simple”
fluid as water (which is also a glass-former [52,53,54,55]) can be interpreted only within multi-
component solution approach. Water aggregates or clusters have been experimentally determined
thereafter (see e.g. [56,57] and references therein). In kinetic model of reversible aggregation in
liquids by Kilian et al. [58] aggregates or clusters are considered as defect-saturated dynamic
subsystems wherein collective modes of motions are excited, and it is suggested that liquids are
condensed matter systems where de facto all the molecular units are linked in clusters. By
aggregation into frustration-limited finite-sized clusters, liquids optimize themselves by
generating nonhomogeneous in space hierarchically organized structure [59].

In the MCT-RFOT theory, although the terms “aggregation” and “cluster” are not broadly
used (besides earlier works, e.g. [20,22]), the idea is very much behind the notions of “activated
effects”, “dynamical heterogeneities” [60] and “locally stable states” at temperatures above
$T_C/T_d$, and “mosaic of metastable cooperatively rearranging regions or entropic droplets”,
“mosaic of aperiodic crystals” and “glassites” between $T_C/T_d$ and $T_K$ [27,31,61]. The MCT’s
prediction of the cage effect, i.e. the confinement of particles in local cages formed by their
neighboring particles which, in turn, are trapped in their respective cages preventing them from
moving around [24] is, in fact, the precise account for the microscopic mechanism of particles’
trapping in clusters.

Apparently, polydisperse aggregation of atoms or molecules into finite-sized clusters in
liquids is a diffusion-controlled process driven by particle-particle interactions [62]. At higher
temperatures thermal movement prevents stable aggregation, aggregation is kinetically limited
and reversible, and clusters (if any) are small-sized and short-lived. On approaching the
thermodynamic phase transition temperature, $T_m$, from the above, aggregation dynamics become
progressively more stable. The RFOT theory predicts that activated effects, otherwise metastable
aggregation, first appear at the onset temperature, $T_O$, well above $T_d$ [22,27,63] and, as molecular dynamics (MD) simulations suggest, even well above $T_m$ [64]. Recent advances in electron correlation spectroscopy [65] have permitted the direct experimental visualization of the aggregation in liquid glass-formers as spatial heterogeneities [60,66,67,68,69].
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*Fig. 1. Conjectured cluster size distribution in a glass former below the onset temperature of aggregation, $T_O$. The histograms represent the fractional concentration of clusters plotted against their sizes which characterize the composition of a glass-forming liquid as a polydisperse solution for three initial temperatures, $T_{f1}$, $T_{f2}$, and $T_{f3}$, from which a liquid is quenched to glassy state. Cluster size can be defined by a number of atomic or molecular particles it is comprised of, by volume, or by the effective length.*

The cluster morphology, size dispersity and chemical reactivity depend on temperature of the system [70,71,72]. Temperature-dependent cluster size dispersity is controlled by Maxwell-Boltzmann’s factor [58], as shown in Fig. 1. Clusters formed above or near $T_m$, exhibit liquid-like internal structure [58,73] and distinctly different freezing points depending on their size, density, shape and stoichiometry [74,75], therefore cluster morphology and size dispersity define the solution solidification range. We will return to this point in the next section.
On cooling across $T_m$, when the rate of heat removal is below critical, crystallization can be described as a two-stage process where aggregation into liquid-like clusters precedes the crystal nucleation which, in turn, proceeds via diffusional sorting of actual chemical components within clusters [76,77,78,79]. Clusters appear to be precursors to microcrystalline forms as liquid crystallizes on slow cooling: studies of morphologies of as-cast splat-cooled alloys show wide variety of grain sizes and shapes [80]. Evidently, crystal nucleation within clusters is one of the mechanisms that undergo dynamical arrest on rapid cooling which leads to freezing-in irregularities in the geometry of clusters’ structure and shape [81]. On quenching, clusters may be considered relatively rigid and structurally stable to avoid shuffling of atomic particles into other configurations [25].

Aggregation into clusters in glass-forming liquids in the form of locally metastable species made up of at least several molecules has long been suspected [82,83,84,85,86,87,88,89]. Simmons and co-workers [90,91] were perhaps the first who determined that oxide glass-formers are composed of units having complex structure such as $(\text{SiO}_2)_6$, $(\text{SiO}_2)_8$, $(\text{B}_2\text{O}_3)_6$, etc rather than simple molecules like SiO$_2$ and B$_2$O$_3$, thermodynamically they behave as multi-component solutions, and their behavior can be described by the regular solution model. Likewise, Sactry et al. [74] described the aggregation in metallic glass-forming alloys as formation of complexes, so that binary systems behave as quasi-ternary regular solutions composed of unassociated atoms, say $A$ and $B$, and their complexes $A_p B_q$, where complexes may fail to nucleate if the corresponding metastable phase solidifies below $T_g$.

Following the findings of Simmons and co-workers [90,91] and Sactry et al. [74], the direct thermodynamic significance of polydisperse aggregation in liquids is that glass-formers, irrespective of actual chemical composition and, in particular, near $T_m$ and below, must be considered as multi-component solutions, whose thermodynamic quantities shall be expressed not in terms of molar concentrations of actual chemical components, but in terms of relative
concentrations of dominant structural units [90]. As such, they are expected to solidify in continuous temperature range between apparent liquidus and solidus temperatures of the solution.

Any solution, irrespective of number of components, may be regarded as binary if its compositional variations are limited to a removal or addition of only one component [51,92]. Therefore, for further convenience and without loss of generality, we will treat any glass-forming liquid as a pseudo-binary solution. The fraction of species having structure closely resembling one of the precursor of embryonic nuclei we will view as a “perfect” solvent \( A \), and the remainder comprised of assembly of species with various irregularities in shape, structure (including voids), and nonstoichiometry in composition will be considered as a “defective” solute \( B \), and proportions of each are complimentary. The composition of such model binary solution can be written as \( A_1 - C B_C \) where \( C \) is the concentration of solute. We can reasonably adopt that \( A \) and \( B \) are completely miscible in liquid phase and, as will be shown in the following, disregard any possible immiscibility issue in the transition interval and solid phase due to solute trapping in rapid solidification [93,94,95]. This liquid can be approximated by a regular solution model [91,96]. What distinguishes this liquid from typical regular solutions is that their components can be transformed one into another by addition or removal of defects. It is intuitively obvious that the fraction of defective components cannot be low, it ought to be at least 20-30%, otherwise crystallization becomes unavoidable [97,98,99,100].

III. GLASS TRANSITION AS NON-EQUILIBRIUM SOLIDIFICATION OF MULTI-COMPONENT SOLUTION WITH DYNAMICAL ARREST OF NUCLEATION AND SOLID-LIQUID PHASE SEPARATION

In a large body of literature (mainly most recent) on rapid solidification processing of metal alloys, which is as non-equilibrium as liquid-to-glass transition, it has been demonstrated that
thermodynamics and kinetics of liquid-to-solid phase transition are defined by the undercooling as the fundamental driving force of the transformation, and interplay between heat and mass transport fluxes that it causes and whose evolution involves different timescales (see [93,94,95,101,102,103,104,105,106,107,108,109,110,111] and references therein).

In a continuous system, under low heat removal speed, \( V_T \), local thermal equilibrium is maintained both in the bulk liquid and at liquid-solid interface. The system evolution (i.e. solidification) is controlled by the bulk-liquid diffusive speed, \( V_{Db} \), and interface diffusive speed, \( V_{Di} \), while the interface velocity, \( V_I \), is significantly lower than \( V_{Db} \) and \( V_{Di} \). Under these conditions (i.e. \( V_T<V_I<V_D \)), the component concentration field and temperature field are described by classical Fick and Fourier transport equations of parabolic type which implicitly assume infinite speed of heat and mass transport:

\[
J = -D \nabla C \\
q = -\lambda \nabla T
\]

where \( J \) and \( q \) are mass flux and heat flux, respectively, \( D \) is diffusion coefficient, \( C \) is concentration, \( \lambda \) is heat conductivity, and \( T \) is absolute temperature. Phase transformation proceeds as first order thermodynamic transition via nucleation and growth, solid-liquid phase separation, and typically involves segregation of immiscible or partially miscible actual chemical components due to their different solubility in solid and liquid phases, all in accordance with equilibrium phase diagram.

Under large-amplitude perturbations, such as rapid liquid supercooling in amount of more than 0.5 \( T_m \) before the onset of solidification, the classical irreversible thermodynamics (CIT) is no longer applicable due to violation of the local equilibrium hypothesis. Therefore, the local-nonequilibrium theory has to be used, specifically extended irreversible thermodynamics (EIT) [112,113], which includes dissipative fluxes, e.g. mass flux and heat flux, in the set of basic independent variables of the entropy.
For a binary system, the local nonequilibrium Gibbs equation can be written in the form [101,113]:

\[
Tds = du + pdv - \mu dC - \frac{\tau _D}{D \rho ^2} \left( \frac{\partial \mu}{\partial C} \right) JdJ - \frac{\tau _T}{\rho \lambda} qdq
\]  

(1)

in which \( s \) is local specific entropy; \( u \) is specific internal energy; \( p \) is pressure; \( v \) is specific volume; \( \rho = v^{-1} \) is mass density; \( C \) is concentration of component \( B \); \( \mu = \mu_A - \mu_B \), \( \mu_A \) and \( \mu_B \) are chemical potentials of components \( A \) and \( B \); \( D \) is diffusion coefficient; \( \lambda \) is heat conductivity; \( \tau _D \) and \( \tau _T \) are relaxation times to local equilibrium of mass (diffusion) flux \( J \) and heat flux \( q \), respectively, and \( T \) is absolute temperature which retains local validity. Local nonequilibrium corrections to the classical Gibbs equation are represented in Eq. (1) by two last terms.

As shown in [106,113], the decay of \( q \) in Eq. (1) for short-time heat transport beyond Fourier’s law is governed by Maxwell–Cattaneo equation

\[
q + \tau _T \frac{\partial q}{\partial t} = -\lambda \nabla T
\]  

(2)

which, together with the energy conservation law

\[
\rho c_v \frac{\partial T}{\partial t} = -\nabla q
\]  

(3)

gives the hyperbolic heat conduction equation for the space-time evolution of the kinetic temperature \( T \):

\[
\frac{\partial T}{\partial t} + \tau _T \frac{\partial ^2 T}{\partial t^2} = \frac{\lambda}{\rho c_v} \nabla ^2 T
\]  

(4)

where \( c_v \) is the specific heat at constant volume. From Eq. (4), in turn, the velocity of heat propagation, \( V_T \), can be obtained:

\[
V_T = \left( \frac{\lambda}{\rho c_v \tau _T} \right)^{1/2}
\]  

(5)
According to EIT [104,113], evolution of the mass (diffusion) flux in Eq. (1) is governed by the generalized Fick law:

\[ \tau_D \frac{\partial J}{\partial t} = -(J + D\nabla C) \]  

(6)

which gives hyperbolic equations for the space-time evolution of mass flux and mass concentration:

\[ \frac{\partial J}{\partial t} + \tau_D \frac{\partial^2 J}{\partial t^2} = D\nabla^2 J \]  

(7)

\[ \frac{\partial C}{\partial t} + \tau_D \frac{\partial^2 C}{\partial t^2} = D\nabla^2 C \]  

(8)

Eqs. (6)-(8) predict the finite speed of mass transport, i.e. maximum velocity at which the diffusional perturbation can propagate in the liquid:

\[ V_{Db} = (D/\tau_D)^{1/2} \]  

(9)

As shown in [104], sharp transition of solidification mechanism from coupled heat-mass transport to purely thermally-controlled regime occurs when the interface velocity \( V_I \) and heat removal speed \( V_T \) exceed the diffusion speed \( V_{Db} \) of the most mobile actual chemical component.

The decoupling of mechanisms can be described by the effective diffusion coefficient

\[ D^* = D_b (1-V_I^2/V_{Db}^2) \]  

(10)

in which \( D_b \) is the bulk-liquid diffusion coefficient of the most mobile actual chemical component. When \( V_T \geq V_I > V_{Db} \), then \( D^* = 0 \), which implies the switching to diffusionless solution solidification (see e.g. [93,94,95] and references therein). Glass transition in metallic alloys, for example, occurs at the heat removal speed, \( V_T \), which, depending on actual material, can be of the order of several hundreds to thousand meters per second (see [94,104,108] and references therein) while characteristic diffusion speed, \( V_{Db} \), does not exceed 10 m/s (typically \( \sim 10^{-1} \) – 10 m/s [108]).
Diffusionless (chemically partitionless) solidification implies that the compositions of initial liquid and final solid phases are identical [93,110], so the system may be considered as behaving according to ideal solution. As already recalled above, nucleation and growth are diffusion-driven mechanisms, so in case of glass transition, diffusionless solidification implies the arrest of nucleation and growth of crystalline phase in clusters. Diffusionless solidification is the fundamental mechanism underlying the vitrification as a dynamical arrest transition.

As we turn now to a discrete, cluster-composed glass-forming liquid, we first have to specify the minimum space region to which local temperature can be assigned. We may reasonably assume here that temperature cannot vary within a cluster [106], therefore its own local temperature can be attributed to each cluster. As suggested in [103], since time to establish equilibrium between subsystems of discrete media could be greater than relaxation time to local equilibrium of each subsystem taken individually, upon quenching each cluster first relax to its local metastable equilibrium (i.e. freezing point and below) in a way which is nearly independent of the energy exchange between clusters, and then energy exchange between them occurs on the timescale $t \gg \tau_T$, supposedly in the form of fluctuation dissipation (i.e. according to fluctuation-dissipation theorem). As we pointed out above, depending on size, density, shape and stoichiometry, clusters exhibit distinctly different freezing points [74,75]. To put it simply, smaller, stoichiometric, clusters freeze first at higher temperatures, while the larger, defect-saturated clusters can maintain the heat for longer times and freeze at lower temperatures; so, to the first approximation, system evolves via successive clusters’ freezing in continuous temperature range, in line with the size dispersity. As follows from Fig. 1, the majority of units in cluster ensemble should freeze within rather narrow temperature range corresponding to the most probable size in the cluster size distribution for each given temperature. The Fig. 1 explains the phenomenon of so-called “fictive temperature”, i.e. the temperature of equilibrium liquid from which it is quenched to glassy state [114,115,116].
In a discrete, cluster-composed system, speed of nonvibrational thermal motion of structural units, which defines the timescale for phase separation, decreases roughly as reversed square root of average number of atomic particles in a unit [5]. Therefore, diffusionless solution solidification implies that within short heat flux dissipation timescale \((t \sim \tau_T \ll \tau_D)\) the polydisperse cluster ensemble remains essentially motionless where solid-liquid phase separation mechanism has no time to intervene. This means that upon cooling, growing fraction of frozen, solid-like clusters remains dispersed and entrapped within static liquid domain spanning across the volume - until the system evolves from being predominantly liquid to predominantly solid, now with vanishing liquid fraction in the form of liquid-like clusters dispersed and entrapped within solid domain spanning across the volume - until freezing is fully complete. Or, in terms of MCT-RFOT theory, liquid is trapped within walls made of the same frozen liquid [27]. From this physical scenario, glass transition temperature, \(T_g\), naturally emerges as the system’s transformation threshold from being predominantly liquid to predominantly solid on cooling and the other way around on heating. Again, around \(T_g\) the majority of units in cluster ensemble get frozen which corresponds to the most probable size in the cluster size distribution as shown in the Fig.1.

As we revisit the local nonequilibrium Gibbs equation (1), the arrest transition negates the terms related to mass transport (the third and the fourth variables of entropy) while the core equilibrium and heat flux variables of entropy remain intact:

\[
TdS = d\mu + pd\nu - \frac{\tau_T}{\rho \lambda T} qdq
\]  

(11)

This means that heat flux which is superimposed on the thermodynamic equilibrium, does not make the latter to negate, it only shifts experimentally observed macroscopic emergence of solid phase to the region of metastability. The particular physical significance of Eq. (11) then rests in the fact that thermodynamic phase transition is unquenchable and remains to underlie the
vitrification. Therefore, for the model binary solution, kinetic phase diagram of the transformation can be constructed directly upon equilibrium phase diagram of ideal binary solution via extrapolation of kinetic phase boundaries as functions of temperature, composition, and cooling rate into regions of metastability [117,118], as shown on Fig. 2. Irrespective of cooling rate, equilibrium liquidus, that can be calculated as colligative freezing point depression of the solution, marks the onset of solidification (and glass transition) on microscopic level. The depression of freezing point of a solution depends on the fraction of solute, $C$, and is given by:

$$\Delta T(X) \equiv \left(\frac{RT_m^2}{\Delta H_{mel}}\right)\gamma_b C$$

(12)

where $R$ is the universal gas constant, $\Delta H_{mel}$ is enthalpy of melting of the pure solvent, and $\gamma_b$ is the activity coefficient of solute [119]. As for the equilibrium solidus, it should mark the full completion of the solution solidification (and glass transition) on microscopic level.

Fig. 2. Conjectured glass transition scenario within MSS framework with mapping to MCT-RFOT scenario. Schematic of a portion of the phase diagram shows liquid and solid phase equilibria expected for the model binary solution with composition, $C_f$, corresponding to initial temperature from which a liquid is quenched to glassy state, $T_f$, and kinetic single $T_0$-line to which kinetic liquidus and solidus curves converge upon quenching.
The outlined above MSS scenario of liquid-to-glass transformation as a dynamical arrest transition well corroborates with the metallurgists’ experimental observations that, upon undercooling rate increase, the kinetic liquidus of alloy tends to drop while the kinetic solidus tends to raise [120,121]. At the supercritical heat removal speed of diffusionless solidification regime, kinetic liquidus and solidus curves converge into single “T₀-line” that corresponds to the temperature, T₀, at which the solid and liquid have the same composition and Gibbs free energy [120]. Under this cooling regime, a binary alloy behaves like a pure metal with freezing temperature T₀, similar to glass transition. Based on the foregoing, we may reasonably suggest here that the evolution of the phase diagram from equilibrium to the kinetic arrest-transition single T₀-line, actually visualize the growing time lag between the initial solid phase formation on microscopic level in the form of solid-like clusters dispersed within liquid domain and its macroscopic emergence as soon as the system transforms from being predominantly liquid to predominantly solid. The immediate conclusion that can be drawn from this observation is that T₀ and T_g are intimately related if not the same. Metallurgists consider that vitrification of metallic alloys is achievable when undercooling exceeds T₀ [122].

Importantly, the shape of the phase diagram given in Fig. 2 and the position of isopleth which the solution follows on cooling are controlled by initial temperature, T_f, from which ergodic liquid is quenched to glassy state. The T_f defines apparent composition of the glass-former as a polydisperse solution as shown in Fig.1, and thus sets its T_L and T_S which, in turn, specify the width of glass transition range. The only fixed parameter of the phase diagram is T_m. From Fig. 2 it also follows that the processes observed between T_g and T_S and described in the literature as “secondary relaxation” [123,124], take place, in fact, within glass transition range.
The nature of liquid-to-glass transition becomes even more apparent from enthalpy (or volume) vs. temperature diagram for glass transition given in Fig. 3. The comparison of Fig. 2 and Fig. 3 makes it evident that the glass transition range in Fig. 3 corresponds to the solidification range between points $a$ ($T_L$) and $e$ ($T_S$) in Fig. 2. Between $T_m$ and $T_L$, the decrease of the melt’s enthalpy (or specific volume) continues to follow the liquid line because the substance, which is described as “supercooled liquid”, within this temperature range persists being, in fact, ergodic, freely flowing liquid. Below $T_S$, the substance which we call “glass” is completely solidified solution, and its further specific volume decrease with temperature is approximately parallel to that of the solid (crystal) line. This reflects the fact that glass is indeed solid, while its excess enthalpy (and specific volume) over crystal is directly related to enthalpy of mixing of perfect and defective components.
Between $T_L$ and $T_S$, the transition from liquid to glass is observed as a smooth curve connecting liquid and solid lines because it occurs as a continuous and gradual solidification with dynamically arrested liquid and solid phase separation. This is true glass transition range within the MSS framework.

A comparison of the outlined above MSS approach with the predictions of MCT-RFOT theory reveals the striking similarities between scenarios. As can be seen from Table 1, $T_C$ calculated for various glass-formers is found well above $T_g$, in the temperature range $0.8-0.9T_m$, which corresponds to the range of the depression of the solutions’ freezing point, and marks the onset of glass transition as solution solidification on microscopic level within MSS framework. It is reasonable to suggest therefore that the MCT crossover temperature, $T_C$, can be mapped to $T_L$ which is also a crossover temperature where the system begins gradually falling out of equilibrium.

At the lower end of the transition range, static temperature of RFOT theory, $T_K$, seems to mark the completion of the transition. One can argue therefore that it may be mapped to $T_S$ of MSS scenario. However, $T_K$ is not a measurable or calculable temperature. In order to determine $T_K$, one has to extrapolate positive entropy of glass over crystal to zero [138] which, from our standpoint, seems to be an unwarranted fit since the former is directly related to the positive configurational entropy of mixing of perfect and defective components in glass that cannot be physically eliminated without crystallization. On the other hand, empirically $T_K$ is close to Vogel-Fulcher temperature, $T_{VF}$, at which the relaxation time appears to diverge reflecting elimination of non-vibrational modes of the liquid [125,139]. Thus, qualitatively and quantitatively $T_C/T_d = T_K/T_{VF}$ interval may obtain the physical meaning of the solution-solidification/glass-transition range. Table 1 entries specify glass transition ranges within MSS framework for four glass-formers: orthoterphenyl (184 K – 290 K, $T_g \sim 243$ K), salol (135 K –
270 K, $T_g \sim 218$ K), propylene carbonate (130 K – 192 K, $T_g \sim 160$ K), and toluene (103 K – 153 K, $T_g \sim 117$ K).

Table 1. Important temperatures: Kauzmann, $T_K$, Vogel-Fulcher, $T_{VF}$, glass transition, $T_g$, melting, $T_m$, MCT’s critical, $T_C$, and their relations for various glass-formers

| Substance                  | $T_K$ [125] | $T_{VF}$ [125] | $T_g$, K | $T_m$, K | $T_g/T_m$ | $T_c$, K | $T_c/T_m$ | Method                       | Reference |
|----------------------------|-------------|----------------|----------|----------|-----------|----------|-----------|-------------------------------|-----------|
| $Pd_{43}Cu_{27}Ni_{10}P_{20}$ | 582         | 802            | 0.73     | 710      | 0.89      |          |           | Radiotracer diffusion         | [126]     |
| $Ca_{0.4}K_{0.6}(NO_3)_{1.4}$ | 333         | 483            | 0.69     | 376-380  | 0.86-0.87 |          |           | Light scattering               | [127]     |
| orthoterphenyl (OTP)       | 200         | 184            | 243      | 329      | 0.74      | 290      | 0.88      | Light scattering               | [128]     |
| Phenyl salicylate (salol)  | 167         | 135            | 218      | 315      | 0.69      | 256-270  | 0.81-0.86 | Neutron scattering Light scattering | [129] [133] |
| $Na_{0.3}Li_{0.7}PO_3$     | 515         | 749            | 0.68     | 601-637  | 0.80-0.85 |          |           | Neutron scattering             | [130]     |
| $n$-butylbenzene           | 127         | 128            | 185      | 150      | 0.69      | 160      | 0.81      | Light scattering Solvation     | [131] [134] |
| Propylene carbonate (PC)   | 126         | 130            | 160      | 218      | 0.73      | 170-210  | 0.78-0.96 | Neutron scattering Solvation Light scattering | [132] [134] [136] |
| Toluene                    | 96          | 103-108        | 118      | 178      | 0.66      | 140-146  | 0.79-0.82 | Light scattering & Neutron scattering Light scattering | [135] [137] |

Around $T_g$ rounded discontinuities of the constant pressure heat capacity, $C_P$, the expansion coefficient, $\alpha_P$, and the isothermal compressibility, $K_T$, are observed which point out to the striking similarity between glass transition and thermodynamic phase transition [140,141]. It will be discussed separately in the next section. The discontinuities in properties or jumps of thermodynamic functions that related to phase transitions always occur across the phase interface. This means that growing solid phase, which is dynamically jammed and entrapped within the walls of liquid domain above $T_g$, near $T_g$ and below emerges macroscopically and begins dominating the character of the solidifying substance. In other words, at $T_g$ and below
solid phase outgrows liquid one, overcomes the percolation threshold, and forms an infinite cluster. The remaining isolated liquid-like clusters are entrapped within the walls of solid phase and solidify completely as $T_S$ is reached. From this observation it can be suggested that between $T_L$ and $T_S$ fractal formalism is applicable to describe the dynamics of rapidly solidifying multi-component ensemble of clusters (or a mosaic of glass nodules or “glassites” in RFOT terminology [27]) which can be treated as “fractal elements”. Detail consideration of this particular proposal, however, is beyond the scope of this work. It noteworthy, though, that interesting approach to this issue is found in works of untimely deceased Richard Wool [8,142,143].

From standpoint of thermodynamics, resulting frozen system, otherwise glass, appears to be a supersaturated multi-component solidified solution.

### IV. GLASS TRANSITION AS PHASE TRANSITION

The foregoing consideration has revealed the ambivalent nature of the glass-forming liquid approaching $T_m$ from the above, and cooling rate appears to be the critical parameter defining how the system will respond thermodynamically to the perturbation, i.e. the transformation route the system will follow on cooling across $T_m$.

On slow cooling, the diffusional sorting of actual chemical components in liquid ahead of advancing solid-liquid interface leads to elimination of defective components by way of ordering and crystallization of the perfect one. Liquid-solid transformation occurs as first-order phase transition through nucleation and growth with formation of the macroscopic phase interface, which in turn is the cause of jumps in all extensive thermodynamic quantities accompanying the transition from one phase to another. For the first-order phase transition $\Delta V_{PT1} \neq 0$, $\Delta S_{PT1} \neq 0$, thus phase transition heat $Q_{PT1}=T \Delta S_{PT1} \neq 0$, and the derivative $(dP/dT)_{PT1} \neq 0$ for each condensed phase.
Glass transition, the route the system follows on quenching, is the transformation for which volume and entropy change smoothly. However, glass transition exhibits all formal qualitative features of the second-order (continuous) phase transition [144,145]: observed changes in physical properties are enormous (e.g., static shear modulus value changes from a liquid’s zero to that of a crystal); they occur in wide temperature interval without formation or disappearance of phase interfaces. At the same time, jumps are observed in the constant pressure heat capacity, \( C_P \), the expansion coefficient, \( \alpha_P \), and the isothermal compressibility, \( K_T \), which are first derivatives of those quantities that have jumps in first-order phase transition:

\[
C_P \equiv \left( \frac{\partial H}{\partial T} \right)_P; \quad \alpha_P \equiv \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_P; \quad K_T \equiv -\frac{1}{V} \left( \frac{\partial V}{\partial P} \right)_T
\]  

(13)

In literature, the main reasoning against considering phase transition in a sense of Ehrenfest as the fundamental critical phenomenon underlying glass transition is centered around the non-equilibrium nature of glass transition and the fact that glass transition temperature and the width of transformation range depend on fictive temperature and cooling rate [140]. Besides, it is argued that the formal examination of jumps in \( C_P \), \( \alpha_P \), and \( K_T \) with Prigogine–Defay ratio (PDR) [25,146,147] seems discouraging as well for classifying glass transition as second-order phase transition.

The PDR has been deduced from the Ehrenfest equations [148]:

\[
\left( \frac{dP}{dT} \right)_{PT2} = \frac{1}{T_{PT2} V} \frac{\Delta C_P(T_{ PT2})}{\Delta \alpha_P(T_{PT2})}
\]  

(14)

\[
\left( \frac{dP}{dT} \right)_{PT2} = \frac{\Delta \alpha_P(T_{PT2})}{\Delta K_T(T_{PT2})}
\]  

(15)

where \( T_{PT2} \) is the temperature of the second-order phase transition. Both equations combined yield desired PDR (\( \Pi \)) that equals unity at second-order phase transition:
\[ \Pi = \frac{\Delta C_p(T_{PT2})\Delta K_T(T_{PT2})}{T_{PT2}V[\Delta \alpha_p(T_{PT2})]^2} = 1 \]  

(16)

The formal application of PDR to glass transition with \( T_g \) substituted for \( T_{PT2} \) converts Eq. (16) into inequality because of violation of the second Ehrenfest equation (15) [140]. Typically, PDR calculated for glass transition is greater than unity and varies in the range between 2 and 5 [140,146]. For extreme case of vitreous silica, PDR is greater than 10,000 [152]. It is argued that the fact that PDR \( >1 \) cannot be explained solely by uncertainty in measurements of \( T_g \) and lack of sharpness of discontinues of thermodynamic quantities; it is believed to be an evidence that complete description of glass transition requires more than one order parameters [149] or internal parameters [150] including fictive temperature, \( T_f \), and fictive pressure, \( P_f \). The detail review of the application of PDR to thermodynamic analysis of glass transition is found in Ref. 151.

From standpoint of MSS framework, however, volatility of \( T_g \) and the width of transformation interval, their dependence on \( T_f \) and cooling rate, owe this behavior to the defining effect of \( T_f \) and cooling rate on actual composition of the system as multi-component solution. In addition, it is worth re-emphasizing that \( T_g \) is not the actual transformation temperature because at \( T_g \) the system is still in the middle of transition. Therefore, usage of \( T_g \) as a substitute for phase transition temperature, \( T_{PT2} \), in the PDR [25,147,152] appears to be an unwarranted fit. Moreover, it is doubtful whether such a formal examination (requirement that PDR \( =1 \)) is applicable to multi-component solutions whose solidification occurs over the temperature interval: Gupta and Haus [150] have shown that even with single internal parameter a system would always have PDR \( >1 \) provided the system is multi-component.

As for the non-equilibrium nature of glass transition, in addition to what has already been discussed on this matter in previous section, it is instructive to recollect over again that rapid solidification processing of crystalline metal alloys is as non-equilibrium as liquid-to-glass
transformation. The cooling rate increase (provided it is below critical threshold) leads to greater microcrystalline structure refinement [80,153] without altering thermodynamics of the processing as first-order phase transition. This pattern of behavior persists until the critical heat removal speed is reached which marks the switch to diffusionless solidification as defined by Eq. (10) beyond which grain boundaries that serve as unsaturable sink become unreachable for defects due to their entrapment. This does not mean that the system avoids phase transition. Sobolev has argued in [105] that the transition from diffusion-limited to diffusionless solidification is itself a critical phenomenon, and we must agree with this assessment. From standpoint of MSS framework, this is indeed a first-to-second-order phase-transformation crossover. Therefore, amorphous metallic alloys are as solid as crystalline even though crystalline forms are absent or undetectable with available methods. Again, glass is not a liquid, which is too viscous to flow, it is a solid supersaturated solution of defects [153] in otherwise perfect matrix, and the true equilibrium structure which glass is unable access is a crystalline one. (Actually, from the standpoint of thermodynamics, all solids containing defects are solid solutions, but it is typically ignored). This definition of glass becomes even more evident when we recollect that crystalline solids may be vitrified via direct injection of defects by, e.g., irradiation [154]: after supercritical irradiation dose and subsequent annealing, their structure becomes remarkably close to that of corresponding glass.

CONCLUDING REMARKS

This work offers a unified, consistent, and coherent approach to the problem of liquid-to-glass transition within the framework of extended irreversible thermodynamics of polydisperse solutions which is valid for all types of glass formers. It demonstrates that glass transition is not merely kinetic or thermodynamic phenomenon but rather interplay between thermodynamics and
kinetics where kinetics defines thermodynamics of the system’s transformation route from liquid to solid state. It upholds the qualitative and quantitative validity of the equations of the MCT-RFOT theory which accounts for glass transition mathematically, so it can be interpreted physically based upon MSS framework.

ACKNOWLEDGEMENT

The author is deeply grateful to Dr. Sci., Prof. Sergei Aristarkhovich Dembovsky for inspiration of this work, and dedicates this paper to his memory.
1. H. Vogel. Das temperaturabhängigkeitsgesetz der viskosität von flüssigkeiten. Physik. Z. 22, 645 (1921).
2. G.S. Fulcher. Analysis of recent measurements of the viscosity of glasses. J. Am. Ceram. Soc. 8, 339 (1925).
3. G. Tamann, W.Z. Hesse. Die abhängigkeit der viscosität von der temperatur bie unterkühlten flüssigkeiten. Z. Anorg. Allgem. Chem. 156, 245 (1926).
4. J.S. Langer. Theories of glass formation and the glass transition. Rep Prog Phys. (2014) 77:042501. doi: 10.1088/0034-4885/77/4/042501.
5. J.C. Phillips. The physics of glass. Physics Today. 35(2), 27 (1982).
6. M. Goldstein. Viscous liquids and the glass transition: a potential energy barrier picture, J. Chem. Phys. 11, 3728 (1969).
7. M. Ozawa, C. Scalliet, A. Ninarello and L. Berthier. Does the Adam-Gibbs relation hold in simulated supercooled liquids? J. Chem. Phys. 151, 084504 (2019).
8. R.P. Wool. Twinkling fractal theory of the glass transition, J. Polym. Sci. Pol. Phys. 46, 2765 (2008).
9. E.A. Porai-Koshits. The structure of glass, J. Non-Cryst. Solids, 25, 86 (1977).
10. K.S. Evstropyev and E.A. Porai-Kishits. Discussion on the modern state of the crystallite hypothesis of glass structure, J. Non-Cryst. Solids, 11, 170 (1972).
11. M.H. Cohen and G.S. Grest, Liquid-glass transition, a free-volume approach, Phys. Rev. B 20, 1177 (1979).
12. G. Adam and J.H. Gibbs, On the Temperature Dependence of Cooperative Relaxation Properties in Glass-Forming Liquids, J. Chem. Phys. 43, 139 (1965).
13. U. Bengtzelius, W. Götze, A. Sjölander. Dynamics of supercooled liquids and the glass transition. J. Phys. C: Solid State Phys. 17, 5915 (1984).
14. E. Leutheusser. Dynamical model of the liquid-glass transition. Phys. Rev. A. 29, 2765 (1984).

* Retired, email: vladbel@erols.com
15. S.P. Das, G.F. Mazenko, S. Ramaswamy, J.J. Toner. Hydrodynamic theory of the glass transition. Phys. Rev. Lett. 54, 118 (1985).

16. G. Biroli, J.-P. Bouchaud, K. Miyazaki, D.R. Reichman. Inhomogeneous Mode-Coupling Theory and Growing Dynamic Length in Supercooled Liquids. Phys. Rev. Lett. 97, 195701 (2006). doi: 10.1103/PhysRevLett.97.195701.

17. W. Götze, *Complex Dynamics of Glass-Forming Liquids: A Mode-Coupling Theory* (Oxford University Press, Oxford, 2008), 641 p.

18. T.R. Kirkpatrick and D. Thirumalai. Dynamics of the structural glass transition and the $p$-spin—interaction spin-glass model, Phys. Rev. Lett. 58, 2091 (1987).

19. T.R. Kirkpatrick and D. Thirumalai. $p$-spin-interaction spin-glass models: Connections with the structural glass problem, Phys. Rev. B 36, 5388 (1987).

20. T.R. Kirkpatrick and D. Thirumalai. Stable and metastable states in mean-field Potts and structural glasses, Phys. Rev. B 36, 8552 (1987).

21. T.R. Kirkpatrick and D. Thirumalai. Mean-field soft-spin Potts glass model: Statics and dynamics, Phys. Rev. B 37, 5342 (1988).

22. T.R. Kirkpatrick, D. Thirumalai and P.G. Wolynes. Scaling concepts for the dynamics of viscous liquids near an ideal glassy state, Phys. Rev. A 40, 1045 (1989).

23. T.R. Kirkpatrick and D. Thirumalai. Random solutions from a regular density functional Hamiltonian: a static and dynamical theory for the structural glass transition, Phys. Rev. A 22, L149 (1989).

24. L.M.C. Janssen. Mode-coupling theory of the glass transition: a primer. Front. Phys. 6, 97 (2018).

25. C.A. Angell. Glass-formers and viscous liquid slowdown since David Turnbull: Enduring puzzles and new twists. MRS Bulletin. 33, 544 (2008).

26. C.A. Angell. The old problems of glass and the glass transition, and the many new twists. Proc. Natl. Acad. Sci. USA. 92, 6675 (1995).

27. G. Biroli, J.-P. Bouchaud. The random first-order transition theory of glasses: a critical assessment. arXiv:0912.2542 (2009).

28. A. Andreanov, G. Biroli and J.-P. Bouchaud. Mode-coupling as a Landau theory of the glass transition, Europhys. Lett. 88 16001 (2009).
29. S. Ciarella, C. Luo, V.E. Debets and L. M.C. Janssen, Multi-component generalized mode-coupling theory: predicting dynamics from structure in glassy mixtures, Eur. Phys. J. E 44, 91 (2021); doi: 10.1140/epje/s10189-021-00095-w

30. L. Berthier, G. Biroli, J.-P. Bouchaud, and G. Tarjus, Can the glass transition be explained without a growing static length scale? J. Chem. Phys. 150, 094501 (2019); doi: 10.1063/1.5086509

31. V. Lubchenko, P.G. Wolynes. Theory of structural glasses and supercooled liquids. Annu Rev Phys Chem. 58, 235 (2007). doi: 10.1146/annurev.physchem.58.032806.104653

32. G. Biroli, J.P. Garrahan. Perspective: Glass transition. J. Chem. Phys. 138, 12A301 (2013); doi: 10.1063/1.4795539.

33. X. Xia and P.G. Wolynes. Fragilities of liquids predicted from the random first order transition theory of glasses. Proc. Natl Acad Sci. USA 97, 2990 (2000)

34. T.R. Kirkpatrick and D. Thirumalai. Colloquium: Random first order transition theory concepts in biology and physics, Rev. Mod. Phys. 87, 183 (2015).

35. J.T. Bendler, M.F. Shlesinger. Defect-diffusion models of relaxation. J. Mol. Liquids. 36, 37 (1987).

36. J.T. Bendler, M.F. Shlesinger. Generalized Vogel law for glass-forming liquids. J. Stat. Phys. 53, 531 (1988).

37. I. Gutzow, J.W.P. Schmeltzer, B. Petroff. Phenomenological theories of glass transition: Classical approaches, new solutions and perspectives. J. Non-Cryst. Solids.354, 311 (2008).

38. L. Berthier, G. Biroli. Theoretical perspective on the glass transition and amorphous materials. Rev Mod Phys. 83, 587 (2011). doi: 10.1103/RevModPhys.83.587.

39. C.P. Royall, S.R. Williams. The role of local structure in dynamical arrest. Phys Rep. 560, 1 (2015). doi: 10.1016/j.physrep.2014.11.004

40. G. Tarjus. An overview of the theories of the glass transition. In: Dynamical Heterogeneities in Glasses, Colloids, and Granular Media. Edited by L. Berthier, G. Biroli, J.-P. Bouchaud, L. Cipelletti, W. van Saarloos. Oxford University Press, Oxford, 2011. p. 39.

41. R. Schilling. Theories of the structural glass transition. In: G. Radons, W. Just, P. Häussler, Editors. Collective Dynamics of Nonlinear and Disordered Systems. Heidelberg: Springer (2005). p. 171–202.
42. D. Turnbull and M.H. Cohen, Free-Volume Model of the Amorphous Phase: Glass Transition, J. Chem. Phys. 34, 120 (1961); doi: 10.1063/1.1731549

43. M.M. Kostic. The second law and entropy misconceptions demystified. Entropy 22, 648 (2020). doi: 10.3390/e22060648.

44. W. Ebeling, H. Ulbricht. (Editor), Irreversible Processes and Selforganization, Teubner, Leipzig, 1989.

45. R. Mahnke. Aggregation phenomena to single cluster regime under different boundary conditions, Z. Phys. Chem. 204, 85 (1998).

46. R. Hayes, G.G. Warr and R. Atkin, Structure and nanostructure in ionic liquids, Chem. Rev. 115, 6357 (2015); doi: 10.1021/cr500411q

47. M.V. Smoluchowski. Versuch einer mathematischen theorie der koagulationskinetik kolloider lösungen, Z. Phys. Chem. 92, 129 (1918); doi: 10.1515/zpch-1918-9209.

48. S. Chandrasekhar. Stochastic problems in physics and astronomy. Rev. Mod. Phys. 15, 1 (1943). doi: 10.1103/RevModPhys.15.1

49. M.H. Ernst and P.G. Van Dongen. Phys.Rev.Lett. 54, 1396 (1985).

50. A. Ben-Naim, Mixture-model approach to the theory of classical fluids. II. Application to liquid water. J.Chem.Phys. 57, 3605 (1972). doi: 10.1063/1.1678816.

51. A. Ben-Naim, Mixture-model approach to the theory of classical fluids. J.Chem.Phys. 56, 2864 (1972). doi: 10.1063/1.1677619.

52. C.A. Angell. Amorphous water, Annu. Rev. Phys. Chem, 55, 559 (2004); doi: 10.1146/annurev.physchem.55.091602.094156.

53. M. Nachbar, D. Duft and T. Leisner. Volatility of Amorphous Solid Water, J. Phys. Chem. B, 122, 43, 10044 (2018); doi: 10.1021/acs.jpcb.8b06387

54. P.H. Handle, T. Loerting, F. Sciortino, Supercooled and glassy water: Metastable liquid(s), amorphous solid(s), and a no-man's land, Proc. Natl. Acad. Sci. USA, 114, 51, 13336 (2017), doi: 10.1073/pnas.1700103114

55. J. Swenson. Possible relations between supercooled and glassy confined water and amorphous bulk ice, Phys. Chem. Chem. Phys, 20, 48, 30095 (2018); doi: 10.1039/c8cp05688a.

56. R. Ludwig, Water: from clusters to the bulk, Angewandte Chemie 40, 1898 (2001); doi: 10.1002/1521-3773(20010518)40:10<1808::AID-ANIE1808>3.0.CO;2-1
57. T. Head-Gordon and G. Hura, Water Structure from Scattering Experiments and Simulation, Chem. Rev. 102, 2651 (2002); doi: 10.1021/cr0006831
58. H.G. Kilian, B. Zink and R. Meltler, Aggregate model of liquids, J. Chem. Phys. 107, 8697 (1997).
59. S.A. Kivelson, X. Zhao, D. Kivelson, T.M. Fischer and C.M. Knobler, Frustration-limited clusters in liquids, J. Chem. Phys. 101, 2391 (1994).
60. L. Berthier, G. Biroli, J.-P. Bouchaud, R.L. Jack. Overview of different characterizations of dynamic heterogeneity. In: Dynamical Heterogeneities in Glasses, Colloids, and Granular Media. Edited by L. Berthier, G. Biroli, J.-P. Bouchaud, L. Cipelletti, W. van Saarloos. Oxford University Press, Oxford, 2011, p.68.
61. J.D. Stevenson, J. Schmalian, and P.G. Wolynes, The shapes of cooperatively rearranging regions in glass-forming liquids, Nature Phys. 2, 268 (2006); doi: 10.1038/nphys261
62. M.B. Sweatman, R. Fartaria and L. Lue. Cluster formation in fluids with competing short-range and long-range interactions, J. Chem. Phys. 140, 124508 (2014); doi: 10.1063/1.4869109
63. S. Sastry, P. G. Debenedetti, F. Stillinger, Signatures of distinct dynamical regimes in the energy landscape of a glass-forming liquid. Nature 393, 554 (1998)
64. A. Jaiswal, T. Egami, and Y. Zhang, Atomic-scale dynamics of a model glass-forming metallic liquid: Dynamical crossover, dynamical decoupling, and dynamical clustering, Phys. Rev B 91, 134204 (2015); doi: 10.1103/PhysRevB.91.134204
65. P. Zhang, J.J. Maldonis, Z. Liu, J. Schroers, P.M. Voyles, Spatially heterogeneous dynamics in a metallic glass forming liquid imaged by electron correlation microscopy. Nature Communications, 9, 1129 (2018). doi: 10.1038/s41467-018-03604-2.
66. V.V. Golubkov. Structural and chemical inhomogeneity of single-phase glasses and melts. J. Non-Cryst. Solids, 192&193, 463 (1995).
67. S.C. Glotzer. Spatially heterogeneous dynamics in liquids: insights from simulation. J. Non-Cryst. Solids. 274, 342 (2000).
68. M.D. Ediger. Spatially heterogeneous dynamics in supercooled liquids. Annu. Rev. Phys. Chem. 51, 99 (2000).
69. H.C. Andersen. Molecular dynamics studies of heterogeneous dynamics and dynamic crossover in supercooled atomic liquids. Proc. Natl. Acad. Sci. USA 102, 6686 (2005)
70. M.F. Jarrold. Nanosurface chemistry of size-selected silicon clusters. Science 252, 1085 (1991).

71. J.M. Alford, R.T. Laaksonen, R.E. Smalley. Ammonia chemisorption studies on silicon cluster ions. J. Chem. Phys. 94, 2618 (1991).

72. J.L. Elkind, J.N. Alford, F.D. Weiss, R.T. Laaksonen and R.E. Smalley. FT-ICR probes of silicon cluster chemistry: The special behavior of Si\(^{39}\). J. Chem. Phys. 87, 2397 (1987); doi: 10.1063/1.453123

73. M. Sakata, N. Cowlam, H.A. Davies. Chemical short-range order in liquid and amorphous Cu\(_{66}\)Ti\(_{34}\) alloys. J. Phys. F: Metal Phys. 11, L157-L162 (1981).

74. G.V.S. Sastry, S. Lele, P. Ramachandrarao. On complex formation in molten alloys and its role in glass formation. *Rapidly Quenched Metals*, S. Steab, H. Warlinont (Eds.). Elsevier Science Publishers B.V., 1985, p. 177.

75. R.S. Berry, When the melting and freezing points are not the same, Sci. Am. 263, 2(2), 68 (1990).

76. B. Cantor. Diffusion in amorphous alloys, *Rapidly Quenched Metals*, S. Steab, H. Warlinont (Eds.). Elsevier Science Publishers B.V., 1985, p. 595.

77. D. Erdemir, A. Y. Lee and A. S. Myerson, Nucleation of crystals from solution: classical and two-step models, Acc. Chem. Res. 2009, 42, 5, 621 (2009); doi: 10.1021/ar800217x

78. B. Chen, H. Kim, S.J. Keasler and R.B. Nellas. An aggregation-volume-bias Monte Carlo investigation on the condensation of a Lennard-Jones vapor below the triple point and crystal nucleation in cluster systems: an in-depth evaluation of the classical nucleation theory, J. Phys. Chem. B 112, 4067 (2008); doi: 10.1021/jp709693g

79. P.G. Vekilov, The two-step mechanism of nucleation of crystals in solution. Nanoscale 2, 2346 (2010); doi: 10.1039/c0nr00628a

80. R.W.K. Honeycombe. Rapidly quenched crystalline alloys, *Rapidly quenched Metals III*, Vol. 1. Ed. B. Cantor. The Metals Society, London, 1978, p. 73.

81. G.S. Dubey, G. Gumbs. Molecular dynamics study of the effect of cooling and heating on the pattern formation and stability of silicon clusters. Solid State Communications. 102, 725 (1997).

82. T.A. Witten, L.M. Sander. Diffusion-limited aggregation, a kinetic critical phenomenon. Phys. Rev. Lett. 47, 1400 (1981).
83. K. Fajans and S.W. Barber. Properties and Structures of Vitreous and Crystalline Boron Oxide, J. Am. Chem. Soc. 74, 2761 (1952); doi: 10.1021/ja01131a019

84. P. B. Macedo, W. Capps and T. A. Litovitz. Two-State Model for the Free Volume of Vitreous B$_2$O$_3$, J. Chem. Phys. 44 (9), 3357 (1966); doi: 10.1063/1.1727238

85. B. Ottar and W.L. Ruigh. The structure of boric oxide and borate glasses, Phys. Chem. Glasses 3, 95 (1962).

86. F.M. Dunlevey and A.R. Cooper. X-ray scattering from hydrostatically compacted B$_2$O$_3$ glass, Bul. Am. Ceram. Soc. 51, 374 (1972).

87. H.W. Leidecker, J.H. Simmons, T.A. Litovitz, and P.B. Macedo, Degenerate excited state in the structure of B$_2$O$_3$, J. Chem. Phys. 55, 2028 (1971); doi: 10.1063/1.1676369

88. L.W. Tilton, Noncrystal Ionic Model for Silica Glass, J. Res. Nat. Bur. Stand. 59, 139 (1957)

89. H.A. Robinson, On the structure of vitreous SiO$_2$— I. A new pentagonal dodecahedral model, J. Phys. Chem. Solids, 26, 209 (1965)

90. P.B. Macedo, J.H. Simmons. Theoretical analysis of miscibility gaps in the alkali-borates. J. Res. Natl. Bur. Stand. Sect. A78, 53 (1974).

91. W. Haller, D.H. Blackburn, J.H. Simmons. Miscibility gaps in alkali-silicate binaries – data and thermodynamic interpretation. J. Am. Ceram. Soc. 57, 120 (1974).

92. L.S. Darken. Application of the Gibbs-Duhem equation to ternary and multicomponent systems. J. Am. Chem. Soc. 72, 2909 (1950).

93. P. Galenko. Solute trapping and diffusionless solidification in binary systems. Phys. Rev. E 76, 031606 (2007).

94. P. Galenko and D. Jou. Diffuse-interface model for rapid phase transformation in nonequilibrium systems, Phys. Rev. E 71, 046125 (2005).

95. V. Lebedev, A. Sysoeva and P. Galenko. Unconditionally gradient-stable computational schemes in problems of fast phase transition, Phys. Rev. E 83, 026705 (2011).

96. J.H. Hildebrand, J.M. Prausnitz, R.L. Scott. Regular and Related Solutions. Van Nostrand Reinhold Co., NY, 1970.

97. F. Sommer. Metallic glass forming ability, Rapidly Quenched Metals, S. Steab, H. Warlinont (Eds.). Elsevier Science Publishers B.V., 1985, p. 153.
98. G.J. Van der Kolk, A.R. Miedema, A.K. Niessen. On the composition range of amorphous binary transition metal alloys, J. Less-Common Met., 145, 1 (1988); doi: 10.1016/0022-5088(88)90257-3

99. J.A. Alonso, L.J. Gallego, J.M. López, Glass formation in binary alloy systems: A prediction of the composition range, Phil. Mag. A, 58,79 (1988); doi: 10.1080/01418618808205176

100. A.W. Weeber and H. Bakker. Amorphization by ball milling. A review. Physica B: Cond. Mat. 153, 93 (1988); doi: 10.1016/0921-4526(88)90038-5

101. S.L. Sobolev, Driving force for binary alloy solidification under far from local equilibrium conditions, Acta Mater. 93, 256 (2015)

102. S.L. Sobolev, Transport processes and traveling waves in systems with local nonequilibrium, Usp. Fiz. Nauk 161, 5 (1990) (Sov. Phys. Usp. 34, 217 (1991).

103. S.L. Sobolev, Two-temperature discrete model for nonlocal heat conduction, J. Phys. III France 3, 2261 (1993); doi: 10.1051/jp3:1993273

104. S.L. Sobolev, Rapid solidification under local nonequilibrium conditions, Phys. Rev. E 55, 6845 (1997)

105. S.L. Sobolev, On the transition from diffusion-limited to kinetic-limited regimes of alloy solidification, Acta Mater. 61, 7881 (2013)

106. S.L. Sobolev, Hyperbolic heat conduction, effective temperature, and third law for nonequilibrium systems with heat flux, Phys. Rev. E 97, 022122 (2018)

107. P. Galenko, Extended thermodynamical analysis of a motion of the solid-liquid interface in a rapidly solidifying alloy, Phys. Rev. B 65, 144103 (2002)

108. P. Galenko and S.L. Sobolev, Local nonequilibrium effect on undercooling in rapid solidification of alloys, Phys. Rev. E 55, 343 (1997)

109. D. Jou and P.K. Galenko, Coarse graining for the phase-field model of fast phase transitions, Phys. Rev. E 88, 042151 (2013)

110. P.K. Galenko and D. Jou, Rapid solidification as non-ergodic phenomenon, Phys. Rep. 818, 1 (2019)

111. P.K. Galenko, V. Ankudinov, K. Reuther, M. Rettenmayr, A. Salhoumi and E.V. Kharanzhevskiy, Thermodynamics of rapid solidification and crystal growth kinetics in glass-forming alloys, Phil. Trans. R. Soc. A 377, 0205 (2018); doi: 10.1098/rsta.2018.0205
112. D. Jou, J. Casas-Vazquez and G. Lebon, Extended irreversible thermodynamics, Rep. Prog. Phys. 51, 1105 (1988)

113. D. Jou, J. Casas-Vazquez and G. Lebon, Extended irreversible thermodynamics revisited (1988-98), Rep. Prog. Phys. 62, 1035 (1999)

114. A.Q. Tool and C.G. Eichlin, Variations caused in the heating curves of glass by heat treatment, J. Am. Ceram. Soc. 14, 276 (1931); doi: 10.1111/j.1151-2916.1931.tb16602.x

115. A.Q. Tool, Relation between inelastic deformability and thermal expansion of glass in its annealing range, J. Am. Ceram. Soc. 29, 240 (1946); doi: 10.1111/j.1151-2916.1946.tb11592.x

116. R. Gardon and O.S. Narayanaswamy, Stress and volume relaxation in annealing flat glass, J. Am. Ceram. Soc. 53, 380 (1970); doi: 10.1111/j.1151-2916.1970.tb12137.x

117. J.H. Perepezko and W.J. Boettinger, Use of metastable phase diagrams in rapid solidification, MRS Online Proceedings Library 19, 223 (1982); doi: 10.1557/PROC-19-223

118. J.H. Perepezko, Solidification of highly supercooled liquid metals and alloys, J. Non-Cryst. Solids, 156-158, 463 (1993).

119. P.W. Atkins. Physical Chemistry. W.H. Freeman, New York, 1990.

120. P. Gilgien, A. Zryd and W. Kurz. Metastable phase diagrams and rapid solidification processing, ISIJ International, 35, 566 (1995).

121. M.J. Aziz and T. Kaplan. Continuous growth model for interface motion during alloy solidification, Acta Metall. 36, 2335 (1988).

122. F. Spaepen, Thermodynamics and kinetics of metallic alloy formation by picosecond pulsed laser irradiation, High Temperature Materials and Processes, 7, 91 (1986).

123. G.P. Johari, M. Goldstein. Viscous liquids and the glass transition. II. Secondary relaxations in glasses of rigid molecules. J. Chem. Phys. 53, 2372 (1970).

124. K.L. Ngai, M. Paluch. Classification of secondary relaxation in glass-formers based on dynamic properties. J. Chem. Phys. 120, 857 (2004).

125. C.A. Angell, Entropy and Fragility in Supercooling Liquids, J. Res. Natl. Inst. Stand. Technol. 102, 171 (1997)

126. V. Zöllmer, K. Rätzke, F. Faupel and A. Meyer, Diffusion in a metallic melt at the critical temperature of mode coupling theory, Phys. Rev. Lett. 90, 195502 (2003)
127. Y. Yang and K.A. Nelson, Impulsive stimulated thermal scattering study of α relaxation dynamics and the Debye–Waller factor anomaly in $Ca_{0.4}K_{0.6}(NO_3)_{1.4}$, J. Chem. Phys. 104, 5429 (1996); doi:10.1063/1.471782

128. A.P. Singh, G. Li, W. Gotze, M. Fuchs, T. Franosch and H.Z. Cummins, Structural relaxation in orthoterphenyl: a schematic mode-coupling-theory model analysis, J. Non-Cryst. Solids, 235-237, 66 (1998); doi: 10.1016/S0022-3093(98)00583-3

129. J. Toulouse, G. Coddens and R. Pattnaik, Neutron investigation of the mode coupling $T_c$ in phenyl salicylate (salol), Physica A 201, 305 (1993); doi: 10.1016/0378-4371(93)90427-6

130. B. Rufflé, C. Ecolivet and B. Toudic, Dynamics in the supercooled liquid $Na_{0.5}Li_{0.5}PO_3$: A schematic mode coupling model analysis, Europhys. Lett., 45 (5), pp. 591-597 (1999)

131. Y. Yang, L.J. Muller and K.A. Nelson, Relaxational dynamics and strength in supercooled liquids from impulsive stimulated thermal scattering, Mater. Res. Soc. Symp. Proc. 407, 145 (1996).

132. L. Börjesson, M. Elmroth and L. Torell, Neutron and light scattering study of relaxation dynamics in a glass-forming fragile molecular liquid, Chem. Phys. 149, 209 (1990); doi: 10.1016/0301-0104(90)80140-S

133. G. Li, W. M. Du, A. Sakai, and H. Z. Cummins, Light-scattering investigation of α and β relaxation near the liquid-glass transition of the molecular glass Salol, Phys. Rev. A 46, 3343 (1992); doi: 10.1103/PhysRevA.46.3343

134. J. Ma, D.V. Bout, and M. Berg, Application of mode-coupling theory to solvation dynamics, Phys. Rev. E 54, 2786 (1996); doi: 10.1103/PhysRevE.54.278

135. J. Wuttke, M. Seidl, G. Hinze, A. Tölle, W. Petry and G. Coddens, Mode-coupling crossover in viscous toluene revealed by neutron and light scattering, Eur. Phys. J. B 1, 169 (1998); doi: 10.1007/s100510050167

136. W. M. Du, G. Li, H. Z. Cummins, M. Fuchs, J. Toulouse and L. A. Knauss, Light-scattering study of the liquid-glass transition in propylene carbonate, Phys. Rev. E 49, 2192 (1994).

137. J. Wiedersich, N.V. Surovtsev and E.A. Rössler, A comprehensive light scattering study of the glass former toluene, J. Chem. Phys. 113, 1143 (2000); doi: 10.1063/1.481920
138. W. Kauzmann, The nature of the glassy state and the behavior of liquids at low temperatures, Chem. Rev. 43, 2, 219 (1948); doi: 10.1021/cr60135a00

139. H. Tanaka, Relation between Thermodynamics and Kinetics of Glass-Forming Liquids, Phys. Rev. Lett. 90, 055701 (2003); doi: 10.1103/PhysRevLett.90.055701

140. J. Jäckle. Models of the glass transition. Rep. Prog. Phys. 49, 171 (1986).

141. C.A. Angell, M. Hemmati. Glass transitions and critical points in orientationally disordered crystals and structural glassformers: (“Strong” liquids are more interesting than we thought). AIP Conf. Proc. 1518, 9 (2013).

142. R.P. Wool. Self-healing materials: a review, Soft Matter 4, 400 (2008).

143. J.F. Stanzione, K.E. Strawhecker and R.P. Wool. Observing the twinkling fractal nature of the glass transition, J. Non-Cryst. Solids, 357, 311 (2011).

144. O.M. Poltorak. Thermodynamics in Physical Chemistry. Vyschaya Shkola, 1991. 320 pp (in Russian).

145. J.H. Gibbs, E.A. DiMarzio. Nature of the glass transition and the glassy state. J. Chem. Phys. 28, 373 (1958).

146. P.K. Gupta, C.T. Moynihan. Prigogine-Defay ratio for systems with more than one order parameter. J. Chem. Phys. 65, 4136 (1976).

147. M. Goldstein. Validity of the Ehrenfest equation for a system with more than one ordering parameter: Critique of a paper by DiMarzio. J. Appl. Phys. 46, 4153 (1975).

148. D.R. Uhlmann, A.G. Kolbeck. Phase separation and the revolution in concept of glass structure. Phys. Chem. Glasses. 17, 146 (1976).

149. R.O. Davies, G.O. Jones. Thermodynamic and kinetic properties of glasses. Advanc. Phys. (Phil. Mag. Suppl.). 2, 370 (1953).

150. P.K. Gupta, J.W. Haus. The Prigogine-Defay Ratio for inhomogeneous systems with a single internal parameter. J. Non-Cryst. Solids. 24, 291 (1977).

151. S.V. Nemilov. Thermodynamic and kinetic aspects of the vitreous state. CRC Press, 1995.

152. J.-L. Garden, H. Guillou, J. Richard, L. Wondraczek. Non-equilibrium configurational Prigogine-Defey ratio. J. Non-Equil. Therm. 37, 143 (2012).
153. H.A. Davies. Rapid quenching techniques and formation of metallic glasses. *Rapidly quenched Metals III*, Vol. 1. Ed. B. Cantor. The Metals Society, London, 1978, p. 1.

154. S.X. Wang, L.M. Wang, R.C. Ewing, R.H. Doremus. Ion irradiation-induced amorphization in the Al₂O₃–SiO₂ system: A comparison with glass formation. J. Appl. Phys. 81, 587 (1997).