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Abstract. We present evidence from experiments and computer simulations supporting the hypothesis that water displays polyamorphism, i.e., water separates into two distinct liquid phases. This concept of a new liquid–liquid phase transition is finding potential application to other liquids as well as water, such as silicon and silica. Here we review the relation between changes in dynamic and thermodynamic anomalies arising from the presence of the liquid–liquid critical point in (i) Two models of water, TIP5P and ST2, which display a first order liquid–liquid phase transition at low temperatures; (ii) the Jagla model, a spherically symmetric two-scale potential known to possess a liquid–liquid critical point, in which the competition between two liquid structures is generated by repulsive and attractive ramp interactions; and (iii) A Hamiltonian model of water where the idea of two length/energy scales is built in. This model also displays a first order liquid–liquid phase transition at low temperatures besides the first order liquid-gas phase transition at high temperatures. We find a correlation between the dynamic fragility crossover and the locus of specific heat maxima $C_P^{\text{max}}$ ("Widom line") emanating from the critical point. Our findings are consistent with a possible relation between the previously hypothesized liquid-liquid phase transition and the transition in the dynamics recently observed in neutron scattering experiments on confined water. More generally, we argue that this connection between $C_P^{\text{max}}$ and the dynamic crossover is not limited to the case of water, a hydrogen bonded network liquid, but is a more general feature of crossing the Widom line, an extension of the first-order coexistence line in the supercritical region.
1 Background

One “mysterious” property of liquid water was recognized 300 years ago [1]: although most liquids contract as temperature decreases, liquid bulk water begins to expand when its temperature drops below 4°C. Indeed, a simple kitchen experiment demonstrates that the bottom layer of a glass of unstirred iced water remains at 4°C while colder layers of 0°C water “float” on top (cf., Fig. 1 of Ref. [2]). The mysterious properties of liquid bulk water become more pronounced in the supercooled region below 0°C [3–5]. For example, if the coefficient of thermal expansion $\alpha_P$, isothermal compressibility $K_T$, and constant-pressure specific heat $C_P$ are extrapolated below the lowest temperatures measurable they would become infinite at a temperature of $T_s \approx 228$ K [3, 6].

Water is a liquid, but glassy water—also called amorphous ice—can exist when the temperature drops below the glass transition temperature $T_g$. Although it is a solid, its structure exhibits a disordered molecular liquid-like arrangement. Low-density amorphous ice (LDA) has been known for 60 years [7], and a second kind of amorphous ice, high-density amorphous ice (HDA) was discovered in 1984 [8, 9]. HDA has a structure similar to that of high-pressure liquid water, suggesting that HDA may be a glassy form of high-pressure water [10, 11], just as LDA may be a glassy form of low-pressure water. Water has at least two different amorphous solid forms, a phenomenon called polyamorphism [12], and recently additional forms of glassy water have been the focus of active experimental and computational investigation.

1.1 Current hypotheses

Many classic “explanations” for the mysterious behavior of liquid bulk water have been developed, including a simple two-state model dating back to Röntgen [13] and a clathrate model dating back to Pauling [14]. Two hypotheses are under current discussion:

(i) The singularity-free hypothesis [15], considers the possibility that the observed polyamorphic changes in water resemble a genuine transition, but is not. For example, if water is a locally-structured transient gel comprised of molecules held together by hydrogen bonds whose number increases as temperature decreases [16–18], then the local “patches” or bonded subdomains [19, 20] lead to enhanced fluctuations of specific volume and entropy and negative cross-correlations of volume and entropy whose anomalies closely match those observed experimentally.

(ii) The liquid–liquid (LL) phase transition hypothesis [21] arose from MD studies on the structure and equation of state of supercooled bulk water and has received considerable support for a variety of model systems [22–30]. Below the hypothesized second critical point the liquid
phase separates into two distinct liquid phases: a low-density liquid (LDL) phase at low pressures and a high-density liquid (HDL) at high pressure (Fig. 1). Bulk water near the known critical point at 647 K is a fluctuating mixture of molecules whose local structures resemble the liquid and gas phases. Similarly, bulk water near the hypothesized LL critical point is a fluctuating mixture of molecules whose local structures resemble the two phases, LDL and HDL. These enhanced fluctuations influence the properties of liquid bulk water, thereby leading to anomalous behavior.

1.2 Selected experimental results

Many precise experiments have been performed to test the various hypotheses discussed in the previous section, but there is as yet no widespread agreement on which physical picture—if any—is correct. The connection between liquid water and the two amorphous ices predicted by the LL phase transition hypothesis is difficult to prove experimentally because supercooled water freezes spontaneously below the homogeneous nucleation temperature $T_H$, and amorphous ice crystallizes above the crystallization temperature $T_X$ [31–33]. Crystallization makes experimentation on the supercooled liquid state between $T_H$ and $T_X$ almost impossible. However, comparing experimental data on amorphous ice at low temperatures with that of liquid water at higher temperatures allows an indirect discussion of the relationship between the liquid and amorphous states. It is found from neutron diffraction studies [11] and simulations that the structure of liquid water changes toward the LDA structure when the liquid is cooled at low pressures and changes toward the HDA structure when cooled at high pressures, which is consistent with the LL phase transition hypothesis [11]. The amorphous states (LDA and HDA) are presently considered to be “smoothly” connected thermodynamically to the liquid state if the entropies of the amorphous states are small [34, 35], and experimental results suggest that their entropies are indeed small [36].

In principle, it is possible to investigate experimentally the liquid state in the region between $T_H$ and $T_X$ during the extremely short time interval before the liquid freezes to crystalline ice [33, 37, 38]. Because high-temperature liquid bulk water becomes LDA without crystallization when it is cooled rapidly at one bar [39], LDA appears directly related to liquid water. A possible connection between liquid bulk water at high pressure and HDA can be seen when ice crystals are melted using pressure [37]. Other experimental results [33] on the high-pressure ices that might demonstrate a LL first-order transition in the region between $T_H$ and $T_X$ have been obtained.
1.3 Selected results from simulations

Water is challenging to simulate because it is a molecular liquid and there is presently no precise yet tractable intermolecular potential that is universally agreed on. Nevertheless there are some distinct advantages of simulations over experiments. Experiments cannot probe the “No-Man’s land” that arises in bulk water from homogeneous nucleation phenomena, but simulations have the advantage that they can probe the structure and dynamics well below $T_H$ since nucleation does not occur on the time scale of computer simulations. Of the two hypotheses above, the LL phase transition hypothesis is best supported by simulations, some using the ST2 potential which exaggerates the real properties of bulk water, and others using the SPC/E and TIP4P potentials which underestimate them [21, 40–44]. Recently, simulations have begun to appear using the “intermediate” TIP5P potential [45–47]. The precise location of the LL critical point is difficult to obtain since the continuation of the first order line is a locus of maximum compressibility [40, 41, 43].

Further, computer simulations may be used to probe the local structure of water. At low temperatures, many water molecules appear to possess one of two principal local structures, one resembling LDA and the other HDA [21, 40, 42, 48]. Experimental data can also be interpreted in terms of two distinct local structures [49–51].

2 Understanding “static heterogeneities”

The systems in which water is confined are diverse—including the rapidly-developing field of artificial “nanofluidic” systems (man-made devices of order of nanometer or less that convey fluids). Among the special reasons for our interest in confined water is that phenomena occurring at a given set of conditions in bulk water occur under perturbed conditions for confined water. For example, the coordinates of the hypothesized LL critical point lie in the experimentally-inaccessible No-Man’s land of the bulk water phase diagram, but appear to lie in an accessible region of the phase diagrams of both two-dimensionally and one-dimensionally confined water [52, 53]. Simulations have been carried out to understand the effect of purely geometrical confinement [54–59] and of the interaction with hydrophilic [60–64] or hydrophobic [65–67, 132–134] surfaces. It is interesting also to study the effects that confinement may have on the phase transition properties of supercooled water [59], in order to clarify the possible presence of a LL phase transition in the water. Recent work on the phase behavior of confined water suggests a sensitive dependence on the interaction with the surfaces [67], as a LL phase transition appears to be consistent with simulations of water confined between two parallel flat hydrophobic walls [57]. Works are in progress to extend this work to hydrophilic pores, such as those in Vycor glasses or biological situations, and to hydrophobic hydrogels, systems of current experimental interest.
Fig. 1. (a) Idealized system characterized by a pair interaction potential with a single attractive well. At low enough $T$ ($T < T_C$) and high enough $P$ ($P > P_C$), the system condenses into the “liquid” well shown. (b) Idealized system characterized by a pair interaction potential whose attractive well has two sub-wells, the outer of which is deeper and narrower. For low enough $T$ ($T < T'_C$) and low enough $P$ ($P < P'_C$), the one-phase liquid can “condense” into the narrow outer “LDL” sub-well, thereby giving rise to a LDL phase, and leaving behind the high-density liquid phase occupying predominantly the inner subwell. (c) Two idealized interaction clusters of water molecules in configurations that may correspond to the two sub-wells of (b).
2.1 Potentials with two characteristic length scales: physical arguments

A critical point appears if the pair potential between two particles of the system exhibits a minimum, and Fig. 1a sketches the potential of such an idealized system. At high temperature, the system’s kinetic energy is so large that the potential well does not have an effect, and the system is in a single “fluid” (or gas) phase. At low enough temperature \((T < T_C)\) and large enough pressure \((P > P_C)\) the fluid is sufficiently influenced by the minimum in the pair potential that it can condense into the low specific volume liquid phase. At lower pressure \((P < P_C)\), the system explores the full range of distances—the large specific volume gas phase.

If the potential well has the form shown in Fig. 1b—the attractive potential well of Fig. 1a has now bifurcated into a deeper outer sub-well and a more shallow inner sub-well. Such a two-minimum (“two length scale”) potential can give rise to the occurrence at low temperatures of a LL critical point at \((T_C', P_C')\) [68]. At high temperature, the system’s kinetic energy is so large that the two sub-wells have no appreciable effect on the thermodynamics and the liquid phase can sample both sub-wells. However, at low enough temperature \((T < T_C)\) and not too high a pressure \((P < P_C')\) the system must respect the depth of the outer sub-well so the liquid phase “condenses” into the outer sub-well (the LDL phase). At higher pressure it is forced into the shallower inner sub-well (the HDL phase).

The above arguments concern the average or “thermodynamic” properties, but they may also be useful in anticipating the local properties in the neighborhood of individual molecules [69]. Consider, again, an idealized fluid with a potential of the form of Fig. 1a and suppose that \(T\) is, say, 1.2 \(T_C\) so that the macroscopic liquid phase has not yet condensed out. Although the system is not entirely in the liquid state, small clusters of molecules begin to coalesce into the potential well, thereby changing their characteristic interparticle spacing (and hence their local specific volume) and their local entropy, so the fluid system will experience spatial fluctuations characteristic of the liquid phase even though this phase has not yet condensed out of the fluid at \(T = 1.2 T_C\). Specific volume fluctuations are measured by the isothermal compressibility and entropy fluctuations by the constant-pressure specific heat, so these two functions should start to increase from the values they would have if there were no potential well at all. As \(T\) decreases toward \(T_C\), the magnitude of the fluctuations (and hence of the compressibility and the specific heat) increases monotonically and in fact diverges to infinity as \(T \to T_C\).

The cross-fluctuations of specific volume and entropy are proportional to the coefficient of thermal expansion, and this (positive) function should increase without limit as \(T \to T_C\).

Consider an idealized fluid with a potential of the form of Fig. 1b, and suppose that \(T\) is now below \(T_C\) but is 20 percent above \(T_C'\), so that the LDL phase has not yet condensed out. The liquid can nonetheless begin to
sample the two sub-wells and clusters of molecules will begin to coalesce in each well, with the result that the liquid will experience spatial fluctuations characteristic of the LDL and HDL phase even though the liquid has not yet phase separated. The specific volume fluctuations and entropy fluctuations will increase, and so the isothermal compressibility $K_T$ and constant-pressure specific heat $C_P$ begin to diverge. Moreover, if the outer well is narrow, then when a cluster of neighboring particles samples the outer well it has a larger specific volume and a smaller entropy, so the anticorrelated cross-fluctuations of specific volume (the isothermal expansion coefficient $\alpha_P$) is now negative, and approaching $-\infty$ as $T$ decreases toward $T_{C'}$.

Now if by chance the value of $T_{C'}$ is lower than the value of $T_H$, then the phase separation discussed above would occur only at temperatures so low that the liquid would have frozen! In this case, the “hint” of the LL critical point $C'$ is the presence of these local fluctuations whose magnitude would grow as $T$ decreases, but which would never actually diverge if the point $C'$ is never actually reached. Functions would be observed experimentally to increase as if they would diverge to $\infty$ or $-\infty$ but at a temperature below the range of experimental accessibility.

Now consider not the above simplified potential, but rather the complex (and unknown) potential between nonlinear water molecules. The tetradrality of water dictates that the outermost well corresponds to the ordered configuration with lower entropy. Thus although we do not know the actual form of the intermolecular potential in bulk water, it is not implausible that the same considerations apply as those discussed for the simplified potential of Fig. 1b. Indeed, extensive studies of such pair potentials have been carried out recently and the existence of the LL critical point has been demonstrated in such models.

To make more concrete how plausible it is to obtain a bifurcated potential well of the form of Fig. 1b, consider that one can crudely approximate water as a collection of 5-molecule groups called Walrafen pentamers (Fig. 1c) [50]. The interaction strengths of two adjacent Walrafen pentamers depends on their relative orientations. The first and the second energy minima of Fig. 1b correspond to the two configurations of adjacent Walrafen pentamers with different mutual orientations (Fig. 1c).

The two local configurations —#1 and #2 in Fig. 1c—are (i) a high-energy, low specific volume, high-entropy, non-bonded #1-state, or (ii) a low-energy, high specific volume, low-entropy, bonded #2-state. The difference in local structure is also the difference in the local structure between a high-pressure crystalline ice (such as ice VI or ice VII) and a low-pressure crystalline ice (such as ice $I_h$) (Fig. 1c). The region of the $P$-$T$ plane along the line continuing from the LDL-HDL coexistence line extrapolated to higher temperatures above the second critical point is the locus of points where the LDL on the low-pressure side and the HDL on the high-pressure side are continuously transforming—it is called the Widom line, defined to be the locus of points where the correlation length
is maximum. Near this line, two different kinds of local structures, having either LDL or HDL properties, “coexist” [48, 70, 71]. The entropy fluctuations are largest near the Widom line, so \( C_P \) increases to a maximum, displaying a \( \lambda \)-like appearance [72]. The increase in \( C_P \) [35] resembles the signature of a glass transition as suggested by mode-coupling theory [73–75]. Careful measurements and simulations of static and dynamic correlation functions [70, 76–79] may be useful in determining the exact nature of the apparent singular behavior near 220 K.

2.2 Potentials with two characteristic length scales: tractable models

The above discussion is consistent with the possible existence of two well-defined classes of liquids: simple and water-like. The former interact via spherically-symmetric non-softened potentials, do not exhibit thermodynamic nor dynamic anomalies. We can calculate translational and orientational order parameters \( t \) and \( q \), and project equilibrium state points onto the \( (t, q) \) plane thereby generating what is termed the Errington-Debenedetti (ED) order map [20, 80]. In water-like liquids, interactions are orientation-dependent; these liquids exhibit dynamic and thermodynamic anomalies, and their ED “order map” is in general two-dimensional but becomes linear (or quasi-linear) when the liquid exhibits structural, dynamic or thermodynamic anomalies.

Hemmer and Stell [81] showed that in fluids interacting via pairwise-additive, spherically-symmetric potentials consisting of a hard core plus an attractive tail, softening of the repulsive core can produce additional phase transitions. This pioneering study elicited a considerable body of work on so-called core-softened potentials which can generate water-like density and diffusion anomalies [81–97]. This important finding implies that strong orientational interactions, such as those that exist in water and silica, are not a necessary condition for a liquid to have thermodynamic and dynamic anomalies.

Scattering experiments for materials such as Cs and Ce give rise to effective “core-softened” pair potentials [4, 68, 84, 98, 99]. Theoretical works in 1D and 2D suggests a LL phase transition and anomalous behavior [84, 86]. In 3D we showed that a squared potential with a repulsive shoulder and an attractive well displays a phase diagram with a LL critical point and no density anomaly [87–90]. The continuous version of the same shouldered attractive potential shows not only the LL critical point, but also the density anomaly [91, 97]. Soft-core potentials show a relationship between configurational entropy \( S_{\text{conf}} \) and diffusion coefficient \( D \) similar to what has been found in SPC/E water potential [100], suggesting that the maximum of \( S_{\text{conf}} \) tracks the density maxima line.

Two questions arise naturally from this emerging taxonomy of liquid behavior. First, is structural order in core-softened fluids hard-sphere or water-like? Second, is it possible to seamlessly connect the range of liquid behavior
from hard spheres to water-like by a simple and common potential, simply by changing a physical parameter?

Yan et al. [101–103] used a simple spherically-symmetric “hard-core plus ramp” potential to address the first question. They found that this core-softened potential with two characteristic length scales not only gives rise to water-like diffusive and density anomalies, but also to an ED water-like order map, implying that orientational interactions are not necessary in order for a liquid to have structural anomalies. The ED order map evolves from water-like to hard-sphere-like upon varying the ratio $\lambda$ of hard to soft-core diameters between $4/7$ and $6/7$, traversing the range of liquid behavior encompassed by hard spheres ($\lambda = 1$) and water-like ($\lambda \sim 4/7$).

3 Understanding “dynamic heterogeneities”

3.1 Recent experiments on confined water

Simulations and experiments both are consistent with the possibility that the LL critical point, if it exists at all, lies in the experimentally inaccessible No-Man’s land. If this statement is valid, then at least two reactions are possible:

(i) If something is not experimentally accessible, then it does not deserve discussion.

(ii) If something is not experimentally accessible, but its influence is experimentally accessible, then discussion is warranted.

Option (ii) has guided most research thus far, since the manifestations of a critical point extend far away from the actual coordinates of that point. Indeed, accepting option (i) means there is nothing more to discuss. However if we confine water, the homogeneous nucleation temperature decreases and it becomes possible to enter the No-Man’s land and, hence, search for the LL critical point. In fact, recent experiments at MIT and Messina by the Chen and Mallamace groups demonstrate that for nanopores of typically 1.5 nm diameter, the No-Man’s land actually ceases to exist—one can supercool the liquid state all the way down to the glass temperature. Hence studying confined water offers the opportunity of directly testing, for the first time, the LL phase transition hypothesis.

In fact, using two independent techniques, neutron scattering and NMR, the MIT and Messina groups found a sharp kink in the dynamic properties (a “dynamic crossover”) at the same temperature $T_L \approx 225$K [53, 104]. Our calculations on bulk models [105] are not inconsistent with one tentative interpretation of this dynamic crossover as resulting from the system passing from the high-temperature high-pressure “HDL” side of the Widom line (where the liquid might display fragile behavior) to the low-temperature low-pressure “LDL” side of the Widom line (where the liquid might display strong behavior).
The interpretation of the dynamic crossover could have implications for nanofluidics and perhaps even for natural confined water systems, e.g., some proteins appear to undergo a change in their flexibility at approximately the same temperature $T_L$ that the MIT-Messina experiments identify for the dynamic crossover in pure confined water.
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Fig. 2. (a) Schematic phase diagram for the critical region associated with a liquid-gas critical point. Two features display mathematical singularities: the critical point and the liquid-gas coexistence. (b) Same, with the addition of the gas-liquid spinodal and the Widom line. Along the Widom line, thermodynamic response functions have extrema in their $T$ dependence. (c) A hypothetical phase diagram for water of possible relevance to recent confined water neutron scattering experiments [53, 104, 106, 107]. (d) A sketch of the $P - T$ phase diagram for the two-scale Jagla model.
3.2 Possible significance of the Widom line

The conjectured interpretation of the MIT-Messina experiments relies on the concept of the Widom line, a concept not widely appreciated even though it has been known by experimentalists dating back to the 1958 Ph.D. thesis of J. M. H. Levelt (now Levelt-Sengers). Since a Widom line arises only from a critical point, if the MIT-Messina experiments can be rationalized by a Widom line then they are consistent with the existence of a LL critical point in confined water.

By definition, in a first order phase transition, thermodynamic functions discontinuously change as we cool the system along a path crossing the equilibrium coexistence line [Fig. 2(a), path β]. However in a real experiment, this discontinuous change may not occur at the coexistence line since a substance can remain in a supercooled metastable phase until a limit of stability (a spinodal) is reached [4] [Fig. 2(b), path β].

If the system is cooled isobarically along a path above the critical pressure $P_c$ [Fig. 2(b), path α], the state functions continuously change from the values characteristic of a high temperature phase (gas) to those characteristic of a low temperature phase (liquid). The thermodynamic response functions which are the derivatives of the state functions with respect to temperature [e.g., $C_P$] have maxima at temperatures denoted $T_{max}(P)$. Remarkably these maxima are still prominent far above the critical pressure [108], and the values of the response functions at $T_{max}(P)$ (e.g., $C^\text{max}_P$) diverge as the critical point is approached. The lines of the maxima for different response functions asymptotically approach one another as the critical point is approached, since all response functions become expressible in terms of the correlation length. This asymptotic line is sometimes called the Widom line, and is often regarded as an extension of the coexistence line into the “one-phase regime.”

Suppose now that the system is cooled at constant pressure $P_0$. (i) If $P_0 > P_c$ (“path α”), experimentally-measured quantities will change dramatically but continuously in the vicinity of the Widom line (with huge fluctuations as measured by, e.g., $C_P$). (ii) If $P_0 < P_c$ (“path β”), experimentally-measured quantities will change discontinuously if the coexistence line is actually seen. However the coexistence line can be difficult to detect in a pure system due to metastability, and changes will occur only when the spinodal is approached where the gas phase is no longer stable.

In the case of water—the most important solvent for biological function [109]—a significant change in dynamical properties has been suggested to take place in deeply supercooled states [110–113]. Unlike other network forming materials [114], water behaves as a fragile liquid in the experimentally accessible window [111, 115, 116]. Based on analogies with other network forming liquids and with the thermodynamic properties of the amorphous forms of water, it has been suggested that, at ambient pressure, liquid water should show a crossover between fragile behavior at high $T$ to strong behavior at low $T$ [82, 83, 112, 117, 118] in the deep supercooled region of the phase
diagram below the homogeneous nucleation line. This region may contain the hypothesized LL critical point [21], the terminal point of a line of first order LL phase transitions. Recently, dynamic crossovers in confined water were studied experimentally [53, 59, 106, 119] since nucleation can be avoided in confined geometries. Also, a dynamic crossover has been associated with the LL phase transition in both silicon and silica [120, 121]. In the following, we offer a very tentative interpretation of the observed fragility transition in water as arising from crossing the Widom line emanating from the hypothesized LL critical point [121] [Fig. 2, path α].

4 Hamiltonian model of water

In Ref. [122], we investigated the generality of the dynamic crossover in a Hamiltonian model of water which displays a liquid–liquid phase transition at low temperatures. We consider a cell model that reproduces the fluid phase diagram of water and other tetrahedral network forming liquids [27–30]. The model includes a van der Waals attractive interaction with a characteristic energy $\epsilon$, a hydrogen bond formation term with a characteristic energy $J < \epsilon$, an intramolecular interaction driving three nearest neighbor molecules toward an energetically favorable tetrahedral configuration with characteristic energy $J_\sigma < J$. The formation of a hydrogen bond induces a local increase of the volume occupied by the molecule. For $J_\sigma > 0$ the model reproduces the LL phase transition scenario; for $J_\sigma = 0$ it reproduces the singularity-free scenario.

We find that different response functions such as $C_P$, $\alpha_p$ show maxima and these maxima increase and seem to diverge as the critical pressure is approached, consistent with the picture of Widom line. Moreover we find that the temperature derivative of the number of hydrogen bonds $dN_{HB}/dT$ displays a maximum in the same region where the other thermodynamic response functions have maxima; suggesting that the fluctuations in the number of hydrogen bonds is maximum at the Widom line temperature $T_W$.

To further test if this model system also displays a dynamic crossover as found in the other models of water, we study the total spin relaxation time of the system as a function of $T$ for different pressures. We find that for $J_\sigma/\epsilon = 0.05$ (liquid–liquid critical point scenario) the crossover occurs at the Widom line $T_W(P)$ for $P < P_c$. For completeness we study the system also in the case of singularity free scenario, corresponding to $J_\sigma = 0$. For $J_\sigma = 0$ the crossover is at $T(C_p^{\text{max}})$, the temperature of $C_p^{\text{max}}$.

We next calculate the Arrhenius activation energy $E_A(P)$ from the low-$T$ slope of log $\tau$ vs. $1/T$. We extrapolate the temperature $T_A(P)$ at which $\tau$ reaches a fixed macroscopic time $\tau_G \geq \tau_C$. We choose $\tau_A = 10^{14}$ MC steps $> 100$ sec [75]. We find that $E_A(P)$ and $T_A(P)$ decrease upon increasing $P$ in both scenarios, providing no distinction between the two interpretations. Instead, we find a dramatic difference in the $P$ dependence of the quantity
$E_A/(k_B T_A)$ in the two scenarios, increasing for the LL critical point scenario and approximately constant for the singularity free scenario.

5 Outlook

It is possible that other phenomena that appear to occur on crossing the Widom line are in fact not coincidences, but are related to the changes in local structure that occur when the system changes from the “HDL-like” side to the “LDL-like” side. In this work we concentrated on reviewing the evidence for changes in dynamic transport properties, such as diffusion constant and relaxation time. Additional examples include: (1) a breakdown of the Stokes-Einstein relation for $T < T_W(P)$ [123–128], (2) systematic changes in the static structure factor $S(q)$ and the corresponding pair correlation function $g(r)$ revealing that for $T < T_W(P)$ the system more resembles the structure of LDL than HDL, (3) appearance for $T < T_W(P)$ of a shoulder in the dynamic structure factor $S(q, \omega)$ at a frequency $\omega \approx 60 \text{ cm}^{-1} \approx 2 \text{ THz}$ [129–131], (4) rapid increase in hydrogen bonding degree for $T < T_W(P)$ [122], (5) a minimum in the density at low temperature [135], and (6) a scaled equation of state near the critical point [136]. It is important to know how general a given phenomenon is, such as crossing the Widom line which by definition is present whenever there is a critical point. Using data on other liquids which have local tetrahedral symmetry, such as silicon and silica, which appear to also display a liquid-liquid critical point and hence must possess a Widom line emanating from this point into the one-phase region. For example, we learned of interesting new work on silicon, which also interprets structural changes as arising from crossing the Widom line of silicon [137]. It might be interesting to test the effect of the Widom line on simple model systems that display a liquid-liquid critical point, such as two-scale symmetric potentials of the sort recently studied by Xu and her collaborators [138] or by Franzese [91] and Barros de Oliveira and coworkers [97].

Very recently, Mallamace and his collaborators succeeded in locating the Widom line by finding a clearcut maximum in the coefficient of thermal expansion, at $T_W \approx 225 \text{ K}$ [139–141], which remarkably is the same temperature as the specific heat maximum [142]. Also, private discussions with Jacob Klein reveal a possible reason for why confined water does not freeze at $-38^\circ \text{C}$; the bulk homogeneous nucleation temperature. Klein and co-workers [143] noted that confined water behaves differently than typical liquids in that it water does not experience the huge increase in viscosity characteristic of other strongly confined liquids. They interpret this experimental finding as arising from the fact that strong confinement hampers the formation of a hydrogen bonded network, and we know from classic work of Linus Pauling that without the extensive hydrogen bonded network, water’s freezing temperature will be depressed by more than $100^\circ$. Thus confinement reduces the extent of the hy-
The hydrogen bonded network and hence lowers the freezing temperature, but leaves the key tetrahedral local geometry of the water molecule itself unchanged.
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