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Abstract—Multi-agent optimization problems with many objective functions have drawn much interest over the past two decades. Many works on the subject minimize the sum of objective functions, which implicitly carries a decision about the problem formulation. Indeed, it represents a special case of a multi-objective problem, in which all objectives are prioritized equally. To the best of our knowledge, multi-objective optimization applied to multi-agent systems remains largely unexplored. Therefore, we propose a distributed algorithm that allows the exploration of Pareto optimal solutions for the non-homogeneously weighted sum of objective functions. In the problems we consider, each agent has one objective function to minimize based on a gradient method. Agents update their decision variables by exchanging information with other agents in the network. Information exchanges are weighted by each agent’s individual weights that encode the extent to which they prioritize other agents’ objectives. This paper provides a proof of convergence, performance bounds, and explicit limits for the results of agents’ computations. Simulation results with different sizes of networks demonstrate the efficiency of the proposed approach and how the choice of weights impacts the agents’ final result.

I. INTRODUCTION

Multi-agent systems have gained significant interest in the past two decades [1]-[3]. Technological advances have enabled the deployment of multi-agent networks to many engineering applications from commercial to military uses [4]-[6]. In multi-agent optimization problems with many objectives, the most common approach is optimizing the sum of these functions [7]-[10]. This can be a natural approach, but computing the sum implicitly carries a decision about the problem formulation. In particular, the sum of objective functions represents a special case of a multi-objective problem, in which all objectives are prioritized equally.

However, it is not difficult to envision cases in which there are objectives with different importance. For example, teams of robots may want to explore different regions of an area, or agents may have different priorities in trajectory planning when minimizing both energy consumption and travel time. In the centralized case, there has emerged a large body of work on multi-objective optimization to solve problems of this kind, such as the Tchebycheff method [11] and the Fandel method [12]. These and other algorithms are surveyed in [11][12]. The goal of such algorithms is to explore a continuum of Pareto optimal solutions through different prioritizations of the objective functions of the problem. In light of these existing techniques, it is apparent that the sum of objectives is a special case of a broader class of multi-objective problems, where the solution to such problems represents an individual element of the Pareto Front. Further exploring this front can provide other solutions that are optimal in different senses, as well as provide a wider range of operating conditions for systems based on agents’ needs. To the best of our knowledge, such techniques remain largely unexplored in a multi-agent context.

In this paper, we propose a distributed algorithm that allows the exploration of the Pareto Front for multi-agent multi-objective problems. In particular, a team of $n$ agents optimizes the weighted sum of cost functions $f(x) = \sum_{i=1}^{n} w_if_i(x)$, where agent $i$ is tasked with minimizing $f_i$. When the proposed algorithm begins, each agent has an initial vector of priorities encoded as weights and an initial vector of decision variables. The proposed algorithm then has two update steps at each iteration: i) agent $i$ updates its vector of priorities using those received from other agents in the network and, ii) agent $i$ updates its decision vector with a gradient descent step and averaging the iterates of its neighbors.

Our proposed algorithm belongs to a broad class of averaging-based distributed optimization algorithms e.g. [7][13]-[15]. What distinguishes our approach from the existing literature is that our algorithm allows the exploration of the Pareto Front through priorities selected by each agent independently. These priorities are used by agents to prioritize information they receive from others. Contrary to a large body of related work, this setup provides a network-level weight matrix that is not doubly-stochastic. Several works use the double-stochasticity assumption in their model and provide convergence rates and proofs of convergence using the infinite product of doubly-stochastic matrices [7][8][13][16]-[19]. Because this assumption does not hold here, we require a different approach that avoids it while accounting for the evolution of agents’ weights over time.

In this paper, we provide a multi-agent multi-objective optimization algorithm that operates over a static, undirected graph with time-varying weights. We characterize this algorithm through convergence rates we derive. Through numerical simulations, we show that agents’ initial priority vectors directly influence the final results of their computations.
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These priorities are also shown to affect the algorithm’s convergence rate. The major outcome of the proposed algorithm is that a multi-agent system can consider a wider range of solutions that are optimal in different senses, which paves the way for new applications with many objectives of different relative importance to different agents.

The rest of the paper is organized as follows. Section II presents background on graph theory and multi-agent interactions. The multi-agent optimization model and the proposed distributed optimization algorithm are provided in Section III. Section IV provides proofs of convergence of the priority-update rule, and the limit of agents’ optimization updates. Section V presents the convergence rate for the overall multi-objective optimization algorithm. Section VI presents numerical results, and Section VII concludes the paper.

II. GRAPH THEORY AND MULTI-AGENT INTERACTIONS

In this paper, agents’ interactions are represented by a connected and undirected graph \( G = (V, E) \), where \( V = [n] := \{1, 2, \ldots, n\} \) is the set of agents and \( E \subset V \times V \) is the set of edges. An edge exists between agent \( i \) and \( j \), i.e., \((i, j) \in E\), if agent \( i \) communicates with agent \( j \). By convention, \((i, i) \notin E\) for all \( i \). The adjacency matrix of the graph \( G \) is represented with \( H(G) \). The degree of agent \( i \) is the total number of agents that agent \( i \) communicates with, denoted \( \deg(i) \). The degree matrix, \( \Delta(G) \), is a diagonal \( n \times n \) matrix, with \( \deg(i) \) on its diagonal for \( i = 1, \ldots, n \). The maximum vertex degree of \( \Delta(G) \) is \( \Delta_{\text{max}} = \max_{i \in [n]} \deg(i) \).

Since \( G \) is an undirected graph without self-loops, \( H(G) \) is symmetric with zeros on its main diagonal. The Laplacian matrix associated with \( G \) is also symmetric, and is defined as

\[
L(G) = \Delta(G) - H(G). \tag{1}
\]

In this paper, we consider a static graph \( G \), and, because \( G \) is unambiguous, we will simply write its Laplacian as \( L \).

III. MULTI-AGENT OPTIMIZATION MODEL

In this section, we formally define the class of problems to be solved. Then we propose a multi-agent update law for solving them.

A. Problem Formulation

In this paper, we consider problems in which agents minimize a prioritized sum of objective functions. Agent \( i \) is responsible for minimizing the function \( f_i \) about which we make the following assumption.

**Assumption 1:** For all \( i \in \{1, \ldots, n\} \), the function \( f_i : \mathbb{R}^n \rightarrow \mathbb{R} \) is continuously differentiable and convex.

We next consider the following optimization problem. 

**Problem 1:** Given convex functions \( \{f_i\}_{i \in \{1, \ldots, n\}} \) satisfying Assumption 1, minimize

\[
\sum_{i=1}^{n} w_i f_i(x), \tag{2}
\]

where \( x \) is the vector of decision variables, \( w_i \) is a priority assigned to \( f_i \), \( \sum_{i=1}^{n} w_i = 1 \), and \( 0 < w_i < 1 \) for all \( i \).

For a centralized problem, one could fix priorities \( \{w_i\}_{i \in \{1, \ldots, n\}} \) and solve Problem 1 using a typical convex optimization method. However, in the decentralized case agents may choose different priorities. Formally, agent \( i \) may choose \( \{w_i^j\}_{j \in \{1, \ldots, n\}} \) while agent \( j \) chooses \( \{w_j^i\}_{i \in \{1, \ldots, n\}} \), with \( w_i^j \neq w_j^i \) for all \( i \). When this occurs, these priorities have the benefit of giving each agent the flexibility to have preferences. For example, agents generating a trajectory may wish to minimize fuel usage and travel time, and each agent can prioritize these two objectives according to their own needs. If agents select the same priorities, then they can optimize using standard techniques and reach a common solution. If their priorities are different, then agents are essentially solving different problems because they minimize different overall objective functions. As a result, reaching a common solution requires not only crafting an optimization algorithm, but also driving agents’ priorities to a common value.

Changing agents’ priorities from their initial values means that no single agent’s preferences are obeyed exactly. However, the net change across all agents can be done in a fair way. One such way is to drive all agent’s priorities to their average value. While one could envision first computing the average priorities and then optimizing, this approach is undesirable because it requires solving two separate problems sequentially. Instead, we devise an update law that drives agents to a common solution by interlacing optimization steps with priority averaging steps. Also, this interlacing optimization allows agents to continuously modify their priorities based upon the task at hand.

B. Proposed Update Law

Each agent optimizes its assigned function using gradient descent. We choose a gradient-based algorithm due to its ease of implementation in a multi-agent context and its inherent robustness to disagreement among agents. Each agent \( i \) has its own initial decision vector, denoted \( x_i^0 = (x_{i1}^0, \ldots, x_{im}^0) \), and its own initial vector of priorities, \( w_i^0 = (w_{i1}^0, \ldots, w_{in}^0) \), where \( m \) and \( n \) are the numbers of decision variables and agents, respectively. Thus, each agent assigns a priority to all agents, even if there is no communication between them. This provides each agent with a way to influence all final priorities, and, as will be shown below, influence the final results agents attain.

At iteration \( k \), agent \( i \) updates its priority vector \( w_i^k \) and decision vector \( x_i^k \) using

\[
w_i^{k+1} = w_i^k + c \sum_{j=1}^{n} h_j^i (w_j^k - w_i^k), \tag{3}
\]

\[
x_i^{k+1} = \sum_{j=1}^{n} a_j^i (x_j^k - \alpha_i^k d_i^k), \tag{4}
\]
where $0 < c < 1/\Delta_{\text{max}}$, $h^i_j(k)$ is the $i^{th}$ $j^{th}$ entry of the $H(G)$, $a^i_j(k)$ is the weight that agent $i$ assigns to the data provided by agent $j$ at iteration $k$, $\alpha^i$ is the step size of agent $i$, and $d^i_k$ is the gradient vector of agent $i$ at $x^i(k)$. Formally, $d^i_k = \nabla J^i(x^i(k))$. We use $A(k)$ to denote the matrix used to update the decision variables. Each row of $A(k)$, $a^i(k)$ for $i = \{1,\ldots,n\}$, is the vector of weights that agent $i$ assigns to the other agents. As mentioned above, the literature contains a large body of work with doubly-stochastic $A(k)$ matrices. Indeed, some published rules ensure the double-stochasticity of $A(k)$, such as Metropolis-based weights [20] and the equal-neighbor model [21][22]. However, contrary to those existing works, the $A(k)$ matrix in our approach is not doubly-stochastic, but only row stochastic. This occurs because an agent can ensure that its own weights sum to 1, though different agents’ weights for a particular objective need not to sum to 1. This implies that $A(k)$’s column sums need not to equal 1.

In line with the multi-objective concept, our algorithm uses the priority vectors, $w^i$ for $i = \{1,\ldots,n\}$, to quantify the importance of information received to update $x^i$ for $i = \{1,\ldots,n\}$. Although agent $i$ assigns a priority to all other agents in $w^i$, it does not communicate with all other agents because agents’ communication topology only needs to be connected. The question is then how should we compute $\alpha^i(k)$ using $w^i(k)$, i.e., how agents should use preferences to weight information from the agents they communicate with. The proposed rule allocates to agent $i$ the priorities of agents $j$ if $(i,j) \notin E$. This allows agent $i$ to keep the relative importance given to agent $j$ for $(i,j) \in E$. The $A$ matrix is then computed as follows:

$$A(k) = Z \circ W(k) + (W(k) \circ \bar{H})I \circ I,$$  \hspace{1cm} (5)

where $I$ is the identity matrix, $J$ is an all-ones matrix, $Z = \begin{bmatrix} w^1_1(k) & w^1_2(k) & \cdots & w^1_n(k) \\ w^2_1(k) & w^2_2(k) & \cdots & w^2_n(k) \\ \vdots & \vdots & \ddots & \vdots \\ w^n_1(k) & w^n_2(k) & \cdots & w^n_n(k) \end{bmatrix}$ and $W = H + I$, $\bar{H} = J - Z$ and $W = H + I$, $\bar{H} = J - Z$ and $W = H + I$, $\bar{H} = J - Z$ and $W = H + I$, $\bar{H} = J - Z$ and $W = H + I$, $\bar{H} = J - Z$ and $W = H + I$.

In (5), $Z \circ W(k)$ computes the Hadamard product between $Z$ and $W(k)$. By doing this, the resulting matrix contains $w^j_i(k)$ for $(i,j) \in E$, $w^j_i(k)$ for all $i$, and the remaining terms are set to zero. In other words, if agent $i$ does not communicate with agent $j$, a zero is assigned to that agent. To analyse the second term of (5), we will first explain the meaning of $\bar{H}$. $\bar{H}$ is the complement matrix of $Z$, i.e., $1$ is assigned to $[\bar{H}]_{ij}$ if $(i,j) \notin E$, and the remaining values are 0. Therefore, $(W(k) \circ \bar{H})I \circ I$ creates a diagonal matrix, where the diagonal terms are the sum of each row $[W(k) \circ \bar{H}]_{ij}$ for $i = \{1,\ldots,n\}$. The first term summed to the second term in (5) means that agent $i$ assigns to itself the weights $w^j_i$ if $(i,j) \notin E$ and assigns a zero value to the entries of the $i$-th row and $j$-th column for $(i,j) \notin E$. The agent network topology is static, but the weights are time-varying. The next assumption pertains to the weights of the $A$ matrix and the communication between agents.

**Assumption 2:** There exists a scalar $0 < \eta_A < 1$ such that
- $a^i_k(k) \geq \eta_A$ for all $k \geq 0$ and all $i$.
- $a^i_k(k) \geq \eta_A$ for all $k \geq 0$ and all $(i,j) \in E$.
- $a^i_k(k) = 0$ for all $k$ if $(i,j) \notin E$.
- $A$ is row stochastic, i.e. the row sum of the $A$ matrix equals to 1.

It is under Assumptions 1 and 2 that we will perform our convergence analysis. To simplify the forthcoming developments, the priority vector update (3) is reformulated at the network level as [23]

$$W(k+1) = P W(k),$$  \hspace{1cm} (6)

where $P = I - cL$, with $c \in (0, 1/\Delta_{\text{max}}]$. The decision variable vector update (4) is expressed as

$$x^i(k+1) = \sum_{j=1}^{m} [\Phi(k,s)]_{ij} x^j(s) - \sum_{r=1}^{k} \left( \sum_{j=1}^{m} [\Phi(k,r)]_{ij} \alpha^i(r) d^i(r-1) \right) \left( \alpha^i(r) d^i(k) \right),$$  \hspace{1cm} (7)

where the transition matrix $\Phi(k,s) = A(k)A(k-1),\ldots,A(s)$ [7]. We assume that $||\alpha^i d^i(k)|| \leq L_i$ for all $i$, which simply means that the size of each agent’s updates must be bounded. The next section analyzes the evolution of priorities and its impact upon agents’ optimization updates.

IV. CONVERGENCE OF THE WEIGHT VECTOR UPDATE AND THE TRANSITION MATRIX

In this section, we establish the convergence of the priority vector update (3). We also derive an explicit form for the weight bound $\eta_A$, as well as the limit of the transition matrix $\Phi(k,s)$. Both will be used in showing convergence of the optimization update in (7).

A. Convergence of the weight vector update

We state the following well-known Lemma, which confirms that the priority update does indeed compute average priorities.

**Lemma 1:** $\lim_{k \to \infty} W^i(k) = \bar{w} = \sum_{j=1}^{n} \frac{w^j(0)}{\eta_i}$ for $j = 1,\ldots,n$. At the network level, $W(k) = \bar{w}$, where $\bar{w} = 1 \bar{w}$ and 1 is an all-ones vector.

**Proof:** See [23][24]. \hfill $\blacksquare$

B. Lower bound on $\eta_A$

This subsection establishes an explicit lower bound on $\eta_A$, defined in Assumption 2 as a lower bound on all non-zero weights. Although Assumption 2 is common, the constant $\eta_A$ is typically not known. Here we are able to leverage the priority-based update law to compute $\eta_A$. The following Lemma will be used in doing so.


Lemma 2: In the priorities update (3), we have \( \min_{j \in [n]} w^j_i(k + 1) = \min_{j \in [n]} w^j_i(k) \) for all \( i, j, k \).

Proof: Define \( \mu(k) := \min_{j \in [n]} w^j_i(k) \). Then, \( W(k + 1) = PW(k) \) can be expressed as

\[
\begin{bmatrix}
w^1_i(k + 1) & \cdots & w^q_i(k + 1) \\
\vdots & \ddots & \vdots \\
w^r_i(k + 1) & \cdots & w^n_i(k + 1)
\end{bmatrix}
= \begin{bmatrix}
p^1_i & \cdots & p^q_i \\
\vdots & \ddots & \vdots \\
p^r_i & \cdots & p^n_i
\end{bmatrix} \begin{bmatrix}
\mu(k) + \delta^1(k) & \cdots & \mu(k) + \delta^q(k) \\
\vdots & \ddots & \vdots \\
\mu(k) + \delta^r(k) & \cdots & \mu(k) + \delta^n(k)
\end{bmatrix},
\]

(8)

where \( \delta^j(k) = w^j_i(k) - \mu(k) \geq 0 \) for \( i, j = \{1, \ldots, n\} \). Then, we have

\[
w^j_i(k + 1) = \sum_{m=1}^n p^m_i \mu(k) + \sum_{m=1}^n p^m_i \delta^j_m(k) = \mu(k) \sum_{m=1}^n p^m_i + \sum_{m=1}^n p^m_i \delta^j_m(k).
\]

(9)

By definition, we know that \( \sum_{m=1}^n p^m_i = 1 \). Therefore, we get

\[
w^j_i(k + 1) = \mu(k) + \sum_{m=1}^n p^m_i \delta^j_m(k).
\]

(10)

Since \( \delta^j_m \geq 0 \) and \( p^m_i \geq 0 \) for \( i, j, m = \{1, \ldots, n\} \), \( w^j_i(k + 1) \geq \mu(k) \) for \( i, j = \{1, \ldots, n\} \) and all \( k \). This establishes that the minimum of \( W(k) \) is non-decreasing and other agents cannot go below the previous minimum at the next time step.

Next we use the non-decreasing property of priorities to explicitly bound \( \eta_A \).

Theorem 1: For \( \eta_A \) in Assumption 2, we have \( \eta_A = \min_{j \in [n]} w^j_i(0) \).

Proof: With Lemma 1 and with equation (5) defining \( A(k) \), the smallest non-zero element of \( A(k) \), denoted \( \min_{j \in [n]} \min_{i \in [n]} [A(k)]^j_i \), is at least \( \min_{j \in [n]} \min_{i \in [n]} w^j_i(k) \). This directly implies that the lower bound can be set as \( \eta_A = \min_{j \in [n]} w^j_i(0) \).

C. Convergence behavior of \( \Phi(k,s) \) and its limit \( \Phi \)

The next Lemma describes the convergence behavior of \( \Phi(k,s) \). We state it here because we will use it below.

Lemma 3: Suppose Assumption 2 holds. The convergence of \( \Phi(k,s) \) is geometric according to

\[
|\Phi(k,s)|^j_i - \phi^j_i(s) | \leq \frac{2(1 + \eta_A^{-B_0})}{1 - \eta_A^{-B_0}} (1 - \eta_A^{-B_0})^{(k-s)/B_0},
\]

(11)

where \( B_0 = (n - 1) \) and \( n \) is the number of agents.

Proof: See Lemma 3 and Lemma 4 in [7].

Of course, in establishing the limit of \( \Phi(k,s) \), we are interested in the exact value of \( \phi \). The limit of \( \phi \) has been established in [7] for a doubly-stochastic \( \Phi(k,s) \), where \( \phi = \frac{1}{m} \cdot 1 \). In contrast, our proposed algorithm does not have this doubly-stochastic property. Therefore, in this subsection, we use the structure provided by the priority update rule to establish the limit of \( \phi \) for a row stochastic \( \Phi(k,s) \). For purposes of analysis, we first express the limit of \( A \), denoted \( \bar{A} \), as

\[
\bar{A} = W + C,
\]

(12)

where \( C = (\bar{W} \circ \bar{H}) \cdot 1 - W \circ \bar{H} \). To facilitate the convergence analysis, we can express \( C \) as

\[
C = Q + F,
\]

(13)

where \( Q = (\bar{W} \circ \bar{H}) \cdot 1 \) and \( F = -W \circ \bar{H} \). Therefore, the term \( Q \) is the same as the second term of (3), i.e., \( (\bar{W} \circ \bar{H}) \cdot 1 \). Since we are interested in the convergence behavior of \( \Phi(k,s) \), \( W \) is used in (13). The matrix \( F \) is simply the Hadamard product of \( W \) and \( \bar{H} \). We note that the limit \( \bar{A} \) exists because the priority matrix converges to \( W \). Below, we will study products containing \( \bar{A} \), and the following Lemma will be used to show that certain terms vanish.

Lemma 4: Let \( \bar{A} = W + C \) as above. Then,

\[a) \, W C = 0.
\]

\[b) \, C W = 0.
\]

\[c) \, (W + C)' = W' + C'.
\]

\[d) \, \lim_{k \to \infty} W^k = W.
\]

\[e) \, \lim_{k \to \infty} C^k = C^\infty = 0.
\]

Proof: a) We will use the diagonal property of \( Q \) to establish the proof. Therefore, we will express \( WC \) as \( WC = W(Q + F) = WF + WF \). Based on analysis in Section III, the matrix \( Q \) is

\[
Q = \begin{bmatrix}
\sum_{i=1}^n |W|^i_1 [\bar{H}]_1^i & 0 & \cdots & 0 \\
0 & \sum_{i=1}^n |W|^i_2 [\bar{H}]_2^i & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sum_{i=1}^n |W|^i_n [\bar{H}]_n^i
\end{bmatrix}.
\]

(14)

Therefore, the entry of the \( l \)-th row and the \( k \)-th column of the product \( WF \) is expressed as \( |W|^i_l [\bar{H}]_l^i \sum_{m=1}^n |W|^m_i [\bar{H}]_m^i \). The entry of the \( l \)-th row and \( k \)-th column of the product \( WF \) is expressed as \( -\sum_{m=1}^n |W|^m_i [\bar{H}]_m^i \). Thus, we can express \( WC^k \) as follows:

\[
WC^k = \begin{bmatrix}
|W|^k_1 \sum_{m=1}^n |W|^m_i [\bar{H}]_l^i - \sum_{m=1}^n |W|^m_i [\bar{H}]_m^i \\
\vdots & \vdots \\
0 & 0 & \cdots & \sum_{i=1}^n |W|^i_n [\bar{H}]_n^i
\end{bmatrix}.
\]

From Lemma 1 we know that \( W \) has identical rows, i.e., \( |W|^m_1 = |W|^m_i \) for \( m = \{1, \ldots, n\} \). Thus, the entry \( |W|^m_i [\bar{H}]_l^i \) for \( m = \{1, \ldots, n\} \). We can then replace \( |W|^m_i \) in the previous equation by \( |W|^i_1 \). We obtain
We prove this statement by induction on $k$. Since $\Phi$ is symmetric, the previous equation can be written as
\[
|W|^k = |W|^k \sum_{m=1}^n |W|^m |H|^m - |W|^k \sum_{m=1}^n |W|^m |H|_m^k.
\]
As mentioned above, $W$ has identical rows, which means $|W|^m = |W||^m$ for $m = \{1, \ldots, n\}$. Therefore, we can substitute $\Phi$ by $|W|^m$ in the previous equation and we obtain for all $l$ and $k$,
\[
|W|^k = |W|^k \sum_{m=1}^n |W|^m |H|^m - |W|^k \sum_{m=1}^n |W|^m |H|_m^m = 0.
\]

b) Similarly to the previous proof, $|CW|^k$ can be written as follows:
\[
|CW|^k = \sum_{m=1}^n |W|^m |H|^m - \sum_{k=1}^n |W|^m |H|_m^m = 0.
\]

We next establish the limiting behavior of $\Phi$, which we will use later to analyze the convergence of each $x^i$. We have
\[
\Phi(k, s) = \lim_{s \to \infty} \Phi(k, s) = \prod_{i=1}^n A = W = 1W = 1\Phi.
\]

Proof: Because $A(k) \to \bar{A}$, for all $\varepsilon > 0$, there exists a $\bar{k}$ such that for all $s > \bar{k}$ and $k > s$
\[
||A(k) - \bar{A}|| < \varepsilon.
\]
Then the limit $\lim_{k \to \infty} (Q + F)^k$ leads to infinite products of $Q$ and $F$ matrices. By definition, the $Q$ matrix is a diagonal matrix with the sum of each row of $F$ on its diagonal (see proof Lemma 4a). Recall that $\Sigma_{j=1}^n |W|^j = 1$ for $i = \{1, \ldots, n\}$. Since an agent communicates with at least one other agent, the product $W \circ \bar{H}$ sets at least one positive element of each row equal to zero. Then the absolute row sums of $F$ are less than 1. This means that all eigenvalues of $Q$ are less than 1. Similarly, the absolute sum of each row of $F$ is less than 1, and diagonal $F$ elements are 0. Therefore, according to Gershgorin circle theorem, all eigenvalues of $F$ are less than 1 in magnitude. Thus, $F^\infty = 0$ and $Q^\infty = 0$, as well as all infinite products of $Q$ and $F$. Therefore, $\lim_{k \to \infty} (Q + F)^k = C^k = 0$.

Theorem 2: $\Phi(k, s) \leq \lim_{s \to \infty} \Phi(k, s) = \prod_{i=1}^n A = W = 1W = 1\Phi$.

Proof: Because $A(k) \to \bar{A}$, for all $\varepsilon > 0$, there exists a $\bar{k}$ such that for all $s > \bar{k}$ and $k > s$
\[
||A(k) - \bar{A}|| < \varepsilon.
\]

Therefore, writing $A(\ell) = \bar{A} + \varepsilon M_{\ell}$ for some matrix $M_{\ell}$, we have
\[
\Phi(k, s) = A(k)A(k-1), \ldots, A(s) = (\bar{A} + \varepsilon M_{\ell})(\bar{A} + \varepsilon M_{\ell-1})(\bar{A} + \varepsilon M_{s})
\]
\[
\Phi(k, s) = \bar{A}^{k-s+1} + \varepsilon X + O(\varepsilon^2) - I
\]
for some matrix $X$. Since $\varepsilon$ was arbitrary, all $\varepsilon$ terms can be made arbitrarily small. Therefore, we have
\[
\lim_{s \to \infty} \Phi(k, s) = (W + C)^{k-s+1} = (W + C)^\ell,
\]
\[
where r = k - s + 1.
\]

From Lemma 4c,
\[
\lim_{s \to \infty} (W + C)^k = \lim_{s \to \infty} W^k + \lim_{s \to \infty} C^k.
\]

From Lemma 4d and 4e,
\[
\lim_{s \to \infty} W^k + \lim_{s \to \infty} C^k = W.
\]

Thus, $\Phi(k, s) = \lim_{s \to \infty} \Phi(k, s) = W = 1\Phi$, where $\phi = \sum_{j=1}^n \frac{w_j(0)}{n}$ for $j = 1, \ldots, n$.

D. Bound for $\phi$

This subsection provides an explicit bound for $\phi$. As with the previous Lemmas and Theorems, the following theorem establishes a bound for $\phi$.

Theorem 3: The convergence bound $\Phi(k, s)$ is $\frac{\min_{j \in [n]} \eta_A}{j \in [n]}$ for $k \geq s$ and $s \to \infty$. 

\[
C = Q + F,
\]
\[
where Q = (W \circ \bar{H})J \circ I and F = -W \circ \bar{H}.
\]
initial priorities. An extremely small initial priority would increase the limit superior of the performance bound, which indicates that very small initial weights can harm performance. This suggests that agents’ priorities must be balanced with need for attaining a high-quality final result, and agents can take this into account when calibrating their preferences.

VI. NUMERICAL RESULTS

In this section, the proposed algorithm is run over two simulation scenarios with different size networks. The first simulation goal is to show graphically the influence of the initial priorities on the final results, i.e., the objective function values and final decision variables. This simulation is performed with the quadratic functions

\[ f_1(x) = 2(x - 15)^2 + 100 \]
\[ f_2(x) = 5(x + 275)^2 + 10,000, \]

where \( f_1(x) \) is associated to agent 1 and \( f_2(x) \) to agent 2. Therefore, the agents solve

\[ \min_x \sum_{j=1}^{2} w_j f_j(x). \]  

The gradient step size is \( \alpha = 0.00002 \). Twenty simulations with different initial priorities (see Table I) were performed for the same initial states, which are \( x_1 = 485 \) and \( x_2 = 200 \). Agents exchange information 100,000 times, i.e, the maximum iteration number \( k \) is 100,000 in (3) and (4). Table II presents the results obtained by the proposed algorithm. The first two columns present the convergence of the priorities vector, where \( \pi_1 \) and \( \pi_2 \) are the average of the initial priorities, which agents’ priorities converge to. Also, we see that the proposed algorithm closely approaches the optimal value \( x^* \), which is shown by how closely \( \hat{x} \) approaches \( x^* \). By comparing the twenty simulations, we notice the direct influence of priorities on the final agent results. Indeed, the agent state value, \( \hat{x} \), which is defined by (17) with \( k = 100,000 \), increases as \( w_1 \) value increases while the \( \sum_{j=1}^{2} \pi_j f_j(\hat{x}) \) value decreases. Figure 1 displays this influence, where the Pareto Front of \( f_2(x) \) as a function of \( f_1(x) \) is presented. The first right point on Figure 1 corresponds to the first entry of Tables II and III and so on up to the last left point. Therefore, the proposed algorithm allows the exploration of the Pareto Front by optimizing several objective functions.

A second simulation scenario was run consisting 20 agents that minimize the prioritized sum of the following objective functions:

\[ \min_x \sum_{j=1}^{2} w_j f_j(x). \]
### TABLE I
DIFFERENT INITIAL PRIORITIES FOR SCENARIO 1

| Agent 1 | Agent 2 |
|---------|---------|
| $w_1$  | $w_2$  | $w_1$  | $w_2$  |
| 1       | 0.134   | 0.866  | 0.022  | 0.978  |
| 2       | 0.577   | 0.423  | 0.026  | 0.974  |
| 3       | 0.139   | 0.961  | 0.476  | 0.524  |
| 4       | 0.561   | 0.439  | 0.269  | 0.731  |
| 5       | 0.560   | 0.440  | 0.301  | 0.699  |
| 6       | 0.521   | 0.479  | 0.372  | 0.628  |
| 7       | 0.433   | 0.567  | 0.471  | 0.529  |
| 8       | 0.647   | 0.353  | 0.308  | 0.692  |
| 9       | 0.287   | 0.713  | 0.801  | 0.199  |
| 10      | 0.447   | 0.553  | 0.646  | 0.354  |
| 11      | 0.362   | 0.638  | 0.788  | 0.212  |
| 12      | 0.849   | 0.151  | 0.373  | 0.627  |
| 13      | 0.749   | 0.251  | 0.504  | 0.496  |
| 14      | 0.549   | 0.451  | 0.728  | 0.272  |
| 15      | 0.780   | 0.220  | 0.669  | 0.331  |
| 16      | 0.896   | 0.104  | 0.598  | 0.402  |
| 17      | 0.716   | 0.284  | 0.839  | 0.161  |
| 18      | 0.937   | 0.063  | 0.830  | 0.170  |
| 19      | 0.884   | 0.116  | 0.944  | 0.056  |
| 20      | 0.939   | 0.061  | 0.981  | 0.019  |

### TABLE II
RESULTS OBTAINED BY THE PROPOSED ALGORITHM FOR SCENARIO 1

| $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ | $x_6$ | $x_7$ | $x_8$ | $x_9$ | $x_{10}$ | $x_{11}$ | $x_{12}$ | $x_{13}$ | $x_{14}$ | $x_{15}$ | $x_{16}$ | $x_{17}$ | $x_{18}$ | $x_{19}$ | $x_{20}$ | $x_{21}$ | $x_{22}$ | $x_{23}$ | $x_{24}$ | $x_{25}$ | $x_{26}$ | $x_{27}$ | $x_{28}$ | $x_{29}$ | $x_{30}$ |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0.018 | 0.922 | -265.57 | -265.56 | 21,849 | 21,849 | 50,241 | 50,241 |
| 0.301 | 0.699 | -232.34 | -232.33 | 50,241 | 50,241 |
| 0.307 | 0.693 | -231.32 | -231.31 | 50,241 | 50,241 |
| 0.415 | 0.585 | -210.92 | -210.91 | 60,258 | 60,258 |
| 0.430 | 0.570 | -207.71 | -207.70 | 61,325 | 61,325 |
| 0.447 | 0.553 | -204.20 | -204.19 | 62,375 | 62,375 |
| 0.452 | 0.548 | -203.07 | -203.06 | 62,688 | 62,688 |
| 0.477 | 0.523 | -197.42 | -197.41 | 64,077 | 64,077 |
| 0.544 | 0.456 | -181.39 | -181.38 | 66,550 | 66,550 |
| 0.546 | 0.454 | -180.70 | -180.69 | 66,612 | 66,612 |
| 0.575 | 0.425 | -173.09 | -173.08 | 67,064 | 67,064 |
| 0.611 | 0.389 | -163.15 | -163.14 | 67,969 | 67,969 |
| 0.626 | 0.374 | -158.57 | -158.56 | 66,863 | 66,863 |
| 0.639 | 0.361 | -154.86 | -154.85 | 66,606 | 66,606 |
| 0.724 | 0.276 | -126.37 | -126.36 | 62,224 | 62,224 |
| 0.747 | 0.253 | -118.03 | -118.02 | 60,231 | 60,231 |
| 0.777 | 0.223 | -106.02 | -106.01 | 56,865 | 56,865 |
| 0.883 | 0.117 | -56.99  | -56.98  | 38,136 | 38,136 |
| 0.914 | 0.086 | -40.30  | -40.29  | 30,263 | 30,263 |
| 0.960 | 0.040 | -12.26  | -12.25  | 15,674 | 15,674 |

Each agent has a function assigned to it and starts with different priorities and state vectors. Figure 2 shows the network topology.

Figure 2 presents on a log-scale the difference between the optimal solution and the estimated solution as a function of the iteration $k$. We can see that the agent teams indeed quickly reach an approximately optimal solution.
VII. CONCLUSIONS

This paper proposed a distributed algorithm to optimize a prioritized sum of convex objective functions. The algorithm allows the exploration of the Pareto Front of the overall objectives, which has a direct influence on the agents’ final results. We established a rule to determine the weights in agents’ state updates. The weight matrix in this paper is row stochastic, which provides a less restrictive communication characterization compared to several related works where the matrix is doubly-stochastic. We studied the convergence of the algorithm and provided explicit bounds for the transition matrix and the agent state update matrix, as well as a performance bound for the algorithm. Future works include implementing the proposed algorithm on a team of robots and investigating real-time changes of the relative importance of the objective functions.
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