EXTENDED MITTAG-LEFFLER FUNCTION AND TRUNCATED $\nu$-FRACTIONAL DERIVATIVES
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Abstract. The main objective of this article is to present $\nu$-fractional derivative $\mu$-differentiable functions by considering 4-parameters extended Mittag-Leffler function (MLF). We investigate that the new $\nu$-fractional derivative satisfies various properties of order calculus such as chain rule, product rule, Rolle’s and mean-value theorems for $\mu$-differentiable function and its extension. Moreover, we define the generalized form of inverse property and the fundamental theorem of calculus and the mean-value theorem for integrals. Also, we establish a relationship with fractional integral through truncated $\nu$-fractional integral.

1. Introduction

During the last two decades, the interest in MLF has considerably developed. Nowadays MLF are widely used in fractional calculus with lots of interesting applications in applied sciences, engineering, special functions, probability theory, the fractional order differential equations, and their steadily increasing importance in physics researches.

In 1903, Mittag-Leffler [3] established and studies the classic MLF with a parameter $\alpha$ and a complex variable $z$, which is defined as:

$$E_{\alpha}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha n + 1)}; \quad (\alpha \in \mathbb{R}^+).$$

(1.1)

The exponential function (EF) gives the solution of entire order differential equations (DE) with constant coefficients, but the MLF has an analogous role for solutions of no entire order DE, and can be viewed as a generalized form of the EF.

Since 1903, numerous extensions and generalizations of the MLF have been done, when was proposed the Mittag-Leffler [3]. In 1905, Wiman [20] introduced and discussed 2-parameters MLF. In 1971 Prabhakar [8] proposed the so-called 3-parameters MLF, a reasonable generalization of the 2-parameters MLF. Shukla and Prajapati [14] in 2007 established the 4-parameters MLF. In [13], author introduced the 6-parameters MLF, this being a possible generalization of other MLF discussed with less than 6-parameters.

The Extended (MLF) $E_{\nu,c}^{\nu,c}(x : p)$ is recently investigated by [5], which is defined as:

$$E_{\nu,c}^{\nu,c}(x : p) = \sum_{n=0}^{\infty} \frac{B_p(\nu + n, c - \nu)(c)_n x^n}{B(\nu, c - \nu) \Gamma(\theta n + \vartheta) n!}; \quad p > 0, \Re(c) > \Re(\nu) > 0,$$

(1.2)

where $B_p(z, y)$ is extended beta function defined in [2] as follows:

$$B_p(z, y) = \int_0^1 u^{(z-1)}(1-u)^{(y-1)} e^{-\left(\frac{p}{u(1-u)}\right)} du; \quad \Re(p) > 0, \Re(z) > 0, \Re(y) > 0.$$  

(1.3)

If $p = 0$, then $B_p(z, y)$ becomes:

$$B(z, y) = \int_0^1 u^{(z-1)}(1-u)^{(y-1)} du.$$  

(1.4)
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Recently, Mittal et al. \cite{4} presented an extended generalized (MLF) with five positive order-parameters $\mu, \delta, \vartheta, q, c$ as:

$$
\mathbb{E}_{\mu,\delta}^{\vartheta,q,c} (z; p) = \sum_{n=0}^{\infty} \frac{B_p(\vartheta + nq, c - \vartheta)(\vartheta)_{nq} z^n}{B(\vartheta, c - \vartheta) \Gamma(\mu n + \delta)} n! , \tag{1.5}
$$

where $\mu, \delta, \vartheta \in \mathbb{C}$ and $\Re(\mu) > 0$, $\Re(\delta) > 0$, $\Re(\vartheta) > 0, q > 0$.

The extended MLF with pathway integral operator are defined by Rahman et al. (see \cite{4}). Generalized integral formulas involving the extended MLF based on the Lavoie and Trottier integral formula are established by \cite{11}. Nisar et al. \cite{6} investigated some statistical distribution regarding fractional calculus of generalized k-MLF. The truncated $\nu$-fractional derivative, for $\alpha$-differentiable functions, by means of the six-parameter truncated Mittag-Leffler function was introduced in \cite{15}. Motivated from the recent work of J. Vanterler da C. Sousa and E. Capelas de Oliveira \cite{15}, we derive some truncated $\nu$-fractional derivative ($\nu$-FD) inequalities for $\mu$-differentiable functions through the 4-parameters extended MLF.

For more about truncated $\nu$-fractional concepts one may be referred to \cite{16,17}. The present paper is divided into five sections. In Section 2, we present some new truncated $\nu$-FD. Some new truncated $\nu$-fractional integral introduced in Section 3. In section 4, we establish the truncated $\nu$-FD and $\nu$-FI of a 4-parameters MLF. Concluding remarks close the article are discussed in section 5.

2. Some new truncated $\nu$-fractional derivative ($\nu$-FD)

Here, we propose some new truncated $\nu$-FD using the four parameters truncated extended MLF and we define many classical results similar to the results prevail in the entire order calculus. We derive a theorem that alludes to the law of exponents and the extension of the $n$ order truncated $\nu$-FD. From these established results, we observed that the new truncated $\nu$-FD is linear and it follows the product rule, the quotient rule, chain rule and the composition of $\mu$-differentiable functions.

Then, we start with the definition of the four parameters truncated MLF given by,

$$
i_{\nu} \mathbb{E}_{\alpha,\beta}^{\gamma,c}(z; p) = \sum_{n=0}^{\infty} \frac{B_p(\gamma + n, c - \gamma)(\gamma)_{n} z^n}{B(\gamma, c - \gamma) \Gamma(\alpha n + \beta)n!}, \tag{2.1}
$$

where $p \geq 0$ and $\Re(c) > \Re(\gamma) > 0$.

From Eq. (2.1) and $\Gamma(\beta)$, we obtained by following truncated function, introduce by

$$
i_{\nu} \mathbb{S}_{\alpha,\beta}^{\gamma,c}(z; p) = \Gamma(\beta)i_{\nu} \mathbb{E}_{\alpha,\beta}^{\gamma,c}(z; p) = \Gamma(\beta) \sum_{n=0}^{\infty} \frac{B_p(\gamma + n, c - \gamma)(\gamma)_{n} z^n}{B(\gamma, c - \gamma) \Gamma(\alpha n + \beta)n!}, \tag{2.2}
$$

**Definition 2.1.** Let $g : [0, \infty) \to \mathbb{R}$. For $0 < \mu < 1$ the new truncated $\nu$-FD of order $\mu$, denoted by $\hat{\gamma}_{\nu} \mathbb{V}_{\alpha,\mu}^{\beta,c}(t)$ is defined by

$$
\hat{\gamma}_{\nu} \mathbb{V}_{\alpha,\mu}^{\beta,c}(g(t); p) = \lim_{\epsilon \to 0} \frac{g \left( t_i \mathbb{S}_{\alpha,\beta}^{\gamma,c}(e^{-\mu}t; p) \right) - g(t)}{\epsilon} , \tag{2.3}
$$

for $\forall t > 0$, $i_{\nu} \mathbb{S}_{\alpha,\beta}^{\gamma,c}(\cdot)$ is a truncated function as defined in Eq. (2.2) and being $\gamma, c, \alpha, \beta \in \mathbb{C}$ and $p \geq 0$ such that $\Re(\gamma) > 0, \Re(\alpha) > 0, \Re(\beta) > 0, \Re(c) > 0$.

It is noted that if $g$ is differentiable in some $(0, a)$, $a > 0$ and

$$
\lim_{t \to 0^{+}} \left( \hat{\gamma}_{\nu} \mathbb{V}_{\alpha,\mu}^{\beta,c}(g(t); p) \right) ,
$$

exist, then we have

$$
\hat{\gamma}_{\nu} \mathbb{V}_{\alpha,\mu}^{\beta,c}(g(0); p) = \lim_{t \to 0^{+}} \left( \hat{\gamma}_{\nu} \mathbb{V}_{\alpha,\mu}^{\beta,c}(g(t); p) \right) .
$$

**Theorem 2.1.** If the function $g : [0, \infty) \to \mathbb{R}$ is $\mu$-differentiable for $t_0 > 0$ and $0 < \mu < 1$, then $g$ is continuous in $t_0$. 
Proof. We suppose the following notion

\[ g \left( t_0 \Gamma(\beta), E^{\gamma,c}_{\alpha,\beta} (\epsilon t_0^{-\mu}; p) \right) - g(t_0) = \left( g \left( t_0 \Gamma(\beta), E^{\gamma,c}_{\alpha,\beta} (\epsilon t_0^{-\mu}; p) \right) - g(t_0) \right) \epsilon. \quad (2.4) \]

Now taking \( \lim_{\epsilon \to 0} \) on both sides of Eq. (2.4), we get

\[ \lim_{\epsilon \to 0} g \left( t_0 \Gamma(\beta), E^{\gamma,c}_{\alpha,\beta} (\epsilon t_0^{-\mu}; p) \right) - g(t_0) = \lim_{\epsilon \to 0} \left( g \left( t_0 \Gamma(\beta), E^{\gamma,c}_{\alpha,\beta} (\epsilon t_0^{-\mu}; p) \right) - g(t_0) \right) \lim_{\epsilon \to 0} \epsilon \]

Then, \( g \) is continuous in \( t_0 \).

The series representation of the truncated function \( S^{\gamma,c}_{\alpha,\beta}(\cdot) \), we have,

\[ g \left( t \Gamma(\beta), E^{\gamma,c}_{\alpha,\beta} (\epsilon t^{-\mu}; p) \right) = g \left[ t \Gamma(\beta) \sum_{n=0}^{\infty} \frac{B_p(\gamma + n, c - \gamma)(c)_n}{\Gamma(\epsilon n + \beta)} (\epsilon t^{-\mu})^n \right]. \quad (2.5) \]

As \( g \) is continuous and then applying \( \lim \) as \( \epsilon \to 0 \) on Eq. (2.5), we get

\[ \lim_{\epsilon \to 0} g \left( t \Gamma(\beta), E^{\gamma,c}_{\alpha,\beta} (\epsilon t^{-\mu}; p) \right) = g \left[ t \Gamma(\beta) \lim_{\epsilon \to 0} \sum_{n=0}^{\infty} \frac{B_p(\gamma + n, c - \gamma)(c)_n}{\Gamma(\epsilon n + \beta)} (\epsilon t^{-\mu})^n \right]. \]

Besides, we have

\[ E^{\gamma,c}_{\alpha,\beta} (\epsilon t^{-\mu}; p) = \sum_{n=0}^{\infty} \frac{B_p(\gamma + n, c - \gamma)(c)_n}{\Gamma(\epsilon n + \beta)} (\epsilon t^{-\mu})^n. \quad (2.6) \]

Taking \( \lim \) as \( \epsilon \to 0 \) on Eq. (2.6), we get

\[ \lim_{\epsilon \to 0} \sum_{n=0}^{\infty} \frac{B_p(\gamma + n, c - \gamma)(c)_n}{\Gamma(\epsilon n + \beta)} (\epsilon t^{-\mu})^n = \frac{1}{\Gamma(\beta)}. \]

Then we conclude that

\[ g \left( t \Gamma(\beta), E^{\gamma,c}_{\alpha,\beta} (\epsilon t^{-\mu}; p) \right) = g(t). \]

Now, we defined the theorem that includes the main properties of entire order calculus. The demonstration of the chain rule, will be check by an example, which is given in next theorem. For detail, the reasoning is the similar as described in Theorem 2 discussed in [19].
We conclude that
\[ \gamma_{\alpha,\mu}^{\beta,c} (ag + bh) (t;p) = a \left( \gamma_{\alpha,\mu}^{\beta,c} (g(t);p) \right) + b \left( \gamma_{\alpha,\mu}^{\beta,c} (h(t);p) \right), \] (2.7)
\[ \gamma_{\alpha,\mu}^{\beta,c} (g,h) (t;p) = g(t) \left( \gamma_{\alpha,\mu}^{\beta,c} (h(t);p) \right) + h(t) \left( \gamma_{\alpha,\mu}^{\beta,c} (g(t);p) \right), \] (2.8)
\[ \gamma_{\alpha,\mu}^{\beta,c} \left( \frac{g}{h} \right) (t;p) = \frac{h(t) \left( \gamma_{\alpha,\mu}^{\beta,c} (g(t);p) \right) - g(t) \left( \gamma_{\alpha,\mu}^{\beta,c} (h(t);p) \right)}{[h(t)]^2}, \] (2.9)
\[ \gamma_{\alpha,\mu}^{\beta,c} (c;p) = 0, \text{ where } g(c) = 0 \text{ is a constant.} \] (2.10)

(Chain Rule) If \( g \) is differentiable, then
\[ \gamma_{\alpha,\mu}^{\beta,c} (g(t)) = t^{1-\mu} \Gamma(\beta) \frac{B_p(\gamma + 1, \gamma - c)}{B(\gamma, c - \gamma)} \frac{(c)_1}{\Gamma(\alpha + \beta)} \frac{dg(t)}{dt}, \] (2.11)

being \((c)_1\) be the symbol of Pochhammer.

Proof. From Eq. (2.7), we have
\[ t \Gamma(\beta) E_{\alpha,\beta}^{\gamma,c} (et^{-\mu};p) = t + \frac{\Gamma(\beta) - B_p(\gamma + 1, \gamma - c)(c)_1}{B(\gamma, c - \gamma) \Gamma(\alpha + \beta)} ct^{1-\mu} + O(c^2), \]
Introducing the following change
\[ h = et^{1-\mu} \left( \frac{\Gamma(\beta) B_p(\gamma + 1, \gamma - c)(c)_1}{B(\gamma, c - \gamma) \Gamma(\alpha + \beta)} + O(c) \right) \]
\[ \Rightarrow h = \frac{\epsilon}{t^{1-\mu} \left( \frac{\Gamma(\beta) B_p(\gamma + 1, c - \gamma)(c)_1}{B(\gamma, c - \gamma) \Gamma(\alpha + \beta)} + O(c) \right)} \]

We conclude that
\[ \gamma_{\alpha,\mu}^{\beta,c} (g(t);p) = \lim_{\epsilon \to 0} \frac{g(t + h) - g(t)}{h^{1-\mu}} \]
\[ = \lim_{\epsilon \to 0} \frac{t^{1-\mu} \Gamma(\beta) B_p(\gamma + 1, c - \gamma)(c)_1}{B(\gamma, c - \gamma) \Gamma(\alpha + \beta)} \frac{dg(t)}{dt} \]
\[ = t^{1-\mu} \Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta) \frac{dg(t)}{dt}, \]
with \( t > 0, (c)_1 = \frac{\Gamma(c + 1)}{\Gamma(c)}, B(\gamma, c - \gamma) = \frac{\Gamma(\gamma) \Gamma(c - \gamma)}{\Gamma(c)}. \]
Another property is as follows:
\[ \gamma_{\alpha,\mu}^{\beta,c} ((g \circ h)(t);p) = g'(t) \gamma_{\alpha,\mu}^{\beta,c} (h(t);p), \] (2.12)
for \( g \) is \( \mu \)-differentiable in \( h(t) \).

**Theorem 2.2.** Let \( 0 < \mu \leq 0, a, b \in \mathbb{R}, \alpha, \beta, \gamma, c \in C \) and \( p \geq 0 \) such that \( \Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0 \) and \( \Re(C) > 0 \) and \( g, h \) are \( \mu \)-differentiable for \( t > 0 \), then we have:

**Theorem 2.3.** Let \( 0 < \mu \leq 0, a, b \in \mathbb{R}, \alpha, \beta, \gamma, c \in C \) and \( p \geq 0 \) such that \( \Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0 \) and \( \Re(C) > 0 \) and \( g, h \) are \( \mu \)-differentiable for \( t > 0 \). Then following implication holds:

\[ \gamma_{\alpha,\mu}^{\beta,c} (e^{at};p) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)} t^{1-\mu} ae^{at}, \] (2.13)
\[ \gamma_{\alpha,\mu}^{\beta,c} (\sin(at);p) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)} t^{1-\mu} \alpha \cos(at), \] (2.14)
\[\gamma_{\alpha,\mu}^{\beta,c} (\cos(at); p) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} t^{1-\mu} a \sin(at), \quad (2.15)\]

\[\gamma_{\alpha,\mu}^{\beta,c} (t^a; p) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} t^{1-\mu}, \quad (2.16)\]

\[\gamma_{\alpha,\mu}^{\beta,c} \left( \frac{t^a}{\alpha}; p \right) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \left( \frac{t^a}{\alpha} \right)^{\mu}. \quad (2.17)\]

**Theorem 2.4.** Let \(0 < \mu \leq 0, a, b \in \mathbb{R}, \alpha, \beta, \gamma, c \in \mathbb{C} \) and \(\beta > 0\) such that \(\Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0\) and \(g, h\) are \(\mu\)-differentiable for \(t > 0\). Then, following implication holds:

\[\gamma_{\alpha,\mu}^{\beta,c} \left( \sin \left( \frac{t^a}{\mu} \right); p \right) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \cos \left( \frac{t^a}{\mu} \right), \quad (2.18)\]

\[\gamma_{\alpha,\mu}^{\beta,c} \left( \cos \left( \frac{t^a}{\mu} \right); p \right) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \sin \left( \frac{t^a}{\mu} \right), \quad (2.19)\]

\[\gamma_{\alpha,\mu}^{\beta,c} \left( e^{\frac{t^a}{\mu}}; p \right) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \left( e^{\frac{t^a}{\mu}} \right). \quad (2.20)\]

Theorem below proves that commutative property depends on fractional operator.

**Theorem 2.5.** Let \(\gamma_{\alpha,\mu}^{\beta,c} (g(t); p)\) and \(\gamma_{\alpha,\mu}^{\beta,c} (g(t); p)\) truncated \(\nu\)-FD derivative of the order \(\mu (0 < \mu < 1)\) and \((0 < \eta < 1)\) respectively. So we have

\[\gamma_{\alpha,\mu}^{\beta,c} \left( \gamma_{\alpha,\mu}^{\beta,c} (g(t); p) \right) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \left( (1 - \eta) \left( \gamma_{\alpha,\mu}^{\beta,c} (g(t); p) \right) \right), \quad (2.21)\]

**Proof.** In fact, using the chain rule \(2.11\) of Theorem 2.2, we have,

\[\gamma_{\alpha,\mu}^{\beta,c} \left( \gamma_{\alpha,\mu}^{\beta,c} (g(t); p) \right) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \left( \frac{t^{1-\mu} g'(t)}{1-\eta} \right) \]

\[= \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \left( 1 - \eta \right) t^{1-\mu} g''(t) \]

\[+ 2 \mu \eta g'''(t) \]

\[= \left( \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \right)^2 \left( (1 - \eta) t^{1-\mu} g''(t) \right) \quad (2.21)\]

**Definition.** We have

\[\gamma_{\alpha,\mu}^{\beta,c} (g(t); p) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \left( t^{1-\mu} g''(t) \right) \]

So, replacing Eq. (2.22) in Eq. (2.21), we conclude that

\[\gamma_{\alpha,\mu}^{\beta,c} \left( \gamma_{\alpha,\mu}^{\beta,c} (g(t); p) \right) = \Gamma(\beta) \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \left( \frac{B_p(\gamma + 1, c - \gamma)}{\Gamma(\gamma)} \frac{\Gamma(c + 1)}{\Gamma(\alpha + \beta)} \right)^2 \left( (1 - \eta) t^{1-\mu} g''(t) \right) \]

\[+ t \left( \gamma_{\alpha,\mu}^{\beta,c} (g(t); p) \right). \quad (2.20)\]
From theorem 2.5, follows

\[ \gamma^3 \mathcal{V}_{\alpha, \mu} (g(t); p) \neq \gamma^3 \mathcal{V}_{\alpha, \mu + \eta} (g(t); p). \]

\[ \square \]

**Theorem 2.6** (Rolle’s Theorem for \( \mu \)-differentiable function). Let \( g : [a, b] \to \mathbb{R} \) be a function with the properties and \( \mu > 0 \)

1. \( g \) is \( \mu \)-differentiable in \((a, b)\) for some \( \mu \in [a, b] \),
2. \( g \) is continuous in \([a, b] \),
3. \( g(a) = g(b) \).

Then \( \exists c \in (a, b) \), such that \( \gamma^3 \mathcal{V}_{\alpha, \mu} (g(c); p) = 0 \) with \( \alpha, \beta, \gamma, c \in \mathbb{C} \) and \( p \geq 0 \) such that \( \Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0 \).

**Proof.** Since \( g \) is continuous on \([a, b]\) and \( g(a) = g(b) \), there exists \( c \in (a, b) \) at which the function has a local extreme. Then

\[ \gamma^3 \mathcal{V}_{\alpha, \mu} (g(c); p) = \frac{g \left( c, E_{\alpha, \mu} \left( \frac{\mu}{\epsilon} \right) \right) - g(c)}{\epsilon} = \frac{g \left( c, E_{\alpha, \mu} \left( \frac{\mu}{\epsilon} - \epsilon \right) \right) - g(c)}{\epsilon}. \]

But the two limits have opposite signs. Hence

\[ \gamma^3 \mathcal{V}_{\alpha, \mu} (g(c); p) = 0. \]

\[ \square \]

**Theorem 2.7** (Mean-Value Theorem (MVT) for \( \mu \)-differentiable function). Let \( g : [a, b] \to \mathbb{R} \) be a function with the properties and \( \mu > 0 \)

1. \( g \) is continuous on \([a, b]\),
2. \( g \) is \( \mu \)-differentiable in \((a, b)\) for some \( \mu \in (0, 1) \).

Then, \( \exists c \in (a, b) \), such that

\[ \gamma^3 \mathcal{V}_{\alpha, \mu} (g(c); p) = \frac{g(b) - g(a)}{\frac{\mu}{\epsilon} - \frac{\epsilon}{\mu}} \]

where \( \alpha, \beta, \gamma, c \in \mathbb{C} \) such that \( \Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0 \).

**Proof.** Let us consider the relation

\[ g(x) = g(x) - g(a) = \frac{\Gamma(\alpha) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma)} \left( \frac{g(b) - g(a)}{\frac{\mu}{\epsilon} - \frac{\epsilon}{\mu}} \right) \left( \frac{1}{\epsilon} \mu - 1 \right). \]  

(2.23)

Taking the truncated \( \nu \)-FD \( \gamma^3 \mathcal{V}_{\alpha, \mu} (c; \mu \epsilon) \) on both sides of Eq (2.23) and the relation

\[ \gamma^3 \mathcal{V}_{\alpha, \mu} \left( \frac{\mu}{\epsilon} \right) = \Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(\alpha + \beta) \Gamma(\gamma + 1) \Gamma(\alpha + \beta) \Gamma(\gamma + 1) \Gamma(\alpha + \beta) \]

and \( \gamma^3 \mathcal{V}_{\alpha, \mu} (c; p) = 0 \) with \( c \) is a constant. We conclude that

\[ \gamma^3 \mathcal{V}_{\alpha, \mu} (g(c); p) = \frac{g(b) - g(a)}{\frac{\mu}{\epsilon} - \frac{\epsilon}{\mu}}. \]

\[ \square \]

**Theorem 2.8** (Extension of MVT for \( \mu \)-differentiable functions). Let \( g, h : [a, b] \to \mathbb{R} \) be a function with the properties and \( \mu > 0 \)

1. \( g, h \) are continuous in \([a, b]\),
2. \( g, h \) are \( \mu \)-differentiable for \( \mu \in (0, 1) \).
then, $\exists c \in (a, b)$ such that

$$\gamma_{a, \mu}^{\beta, c}(g(c); p) = \frac{g(b) - g(a)}{h(b) - h(a)},$$

where $a, \beta, \gamma, c \in C$ and $p \geq 0$ such that $\Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0$.

**Definition 2.2.** Let $n < \mu \leq n + 1; n \in N$ and $g$ $n$-differentiable for $t > 0$. Then the $n^{th}$ derivative of $\nu$-FD is defined by

$$\gamma_{a, \mu}^{\beta, c}(g(t); p) = \lim_{\epsilon \to 0^+} \frac{g^{(n)} \left( \Gamma(\beta) \nu_{a, \beta}^{\gamma, \epsilon} (et^{\mu - \epsilon}; p) \right) - g^{(n)}(t)}{\epsilon},$$

where $a, \beta, \gamma, c \in C$ and $p \geq 0$ such that $\Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0$, if the limit exists.

3. $\nu$-Fractional Integral ($\nu$-FI)

Here, we derive the $\nu$-FI of a function $g$. From the given statement, we describe a theorem that the $\nu$-FI is linear, the inverse property, the fundamental theorem of calculus (FTC), the part integration theorem, and a theorem that refer to the mean value for integrals. Also, a theorem is given which returns the sum of the orders of two $\nu$-FI, semi group property. Some other findings on the $\nu$-FI are also discussed.

**Definition 3.1.** Let $g$ be a function defined on $[a, t]$ and $0 < \mu < 1$. Also, let $t \geq a$ and $a \geq 0$. Then, the $\nu$-FI of $g$ of order $\mu$ is stated as:

$$\gamma_{a, \mu}^{\beta, c}(g(t); p) = \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_\nu(\gamma + 1, c - \gamma) \Gamma(c + 1)} \int_a^t g(x) x^{\mu - 1} dx.$$

(3.1)

where $a, \beta, \gamma, c \in C$ and $p \geq 0$ such that $\Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0$, if the limit exists.

**Theorem 3.1.** Let $t \geq a$ and $a \geq 0$. Also, let $g, h : [a, t] \to \mathbb{R}$ be continuous functions such that $\gamma_{a, \mu}^{\beta, c}(g(t); p), \gamma_{a, \mu}^{\beta, c}(h(t); p)$ with $0 < \mu < 1$, then we have

$$\gamma_{a, \mu}^{\beta, c}(g \pm h)(t) = \gamma_{a, \mu}^{\beta, c}(g(t); p) \pm \gamma_{a, \mu}^{\beta, c}(h(t); p),$$

(3.2)

If $t = a$, then

$$\gamma_{a, \mu}^{\beta, c}(g(a); p) = 0,$$

(3.3)

(3.4)

If $g(x) \geq 0$, then

$$\gamma_{a, \mu}^{\beta, c}(g(t); p) \geq 0.$$

(3.5)

**Theorem 3.2.** Let $t \geq a$ and $a \geq 0$. Also, let $g : [a, t] \to \mathbb{R}$ be continuous functions such that $\gamma_{a, \mu}^{\beta, c}(g(t); p), \gamma_{a, \eta}^{\beta, c}(g(t); p)$ with $0 < \mu < 1$ and $0 < \eta < 1$ then we have

$$\gamma_{a, \mu}^{\beta, c}(g(t); p) = \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_\nu(\gamma + 1, c - \gamma) \Gamma(c + 1)} \left[ \frac{\mu}{\mu} \gamma_{a, \mu}^{\beta, c}(g(t); p) + \frac{1}{\mu} \gamma_{a, \mu+\eta}^{\beta, c}(g(t); p) \right].$$

Proof. In fact, using definition (3.1), we have

$$\gamma_{a, \mu}^{\beta, c}(g; \gamma_{a, \mu}^{\beta, c}(g(t); p); p) = \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_\nu(\gamma + 1, c - \gamma) \Gamma(c + 1)} \int_a^t \left( \gamma_{a, \mu}^{\beta, c}(g(t); p) \right) x^{\mu - 1} dx$$

$$= \left( \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_\nu(\gamma + 1, c - \gamma) \Gamma(c + 1)} \right)^2 \int_a^t \left( \int_a^x g(s) ds \right) s^{\mu - 1} dx$$

$$= \left( \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_\nu(\gamma + 1, c - \gamma) \Gamma(c + 1)} \right)^2 \int_a^t g(s) s^{\mu - 1} ds \left( \frac{t^\mu - s^\mu}{\mu} \right) ds.$$
Proof. Applying the chain rule and the FTC for order \( a, \beta, \gamma, c \) have
\[
\frac{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)} \left[ \int_a^t \frac{\gamma T_{a,\beta}^{\gamma,c}(g(t);p)}{\mu} \, dt + \frac{1}{\mu} \gamma T_{a,\beta}^{\gamma,c}(g(t);p) \right].
\]
From Theorem 3.3, we conclude that
\[
\gamma T_{a,\beta}^{\gamma,c}(\gamma T_{a,\beta}^{\gamma,c}(g(t);p);p) \neq \gamma T_{a,\beta}^{\gamma,c}(g(t);p).
\]
\[\square\]

**Theorem 3.3** (Reverse). Let \( a \geq 0, t \geq 0 \) and \( 0 < \mu < 1 \). Also, let \( g \) be a continuous function such that \( \gamma y_{a,\beta}^{\gamma,c} (g(t);p) \) exist. Then
\[
\gamma y_{a,\beta}^{\gamma,c} \left( \gamma y_{a,\beta}^{\gamma,c} (g(t);p);p \right) = g(t).
\]

**Proof.** In fact, using the chain rule and definition (5.1), we have
\[
\gamma y_{a,\beta}^{\gamma,c} \left( \gamma y_{a,\beta}^{\gamma,c} (g(t);p);p \right) = t^{1-\mu} \Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1) \frac{d}{dt} \left( \gamma y_{a,\beta}^{\gamma,c} (g(t);p) \right)
\]
\[
= g(t).
\]
\[\square\]

**Theorem 3.4** (FTC). Let \( g : (a, b) \rightarrow \mathbb{R} \) be a differentiable function and \( 0 < \mu < 1 \), then \( \forall t > 0 \), we have
\[
\gamma y_{a,\beta}^{\gamma,c} \left( \gamma y_{a,\beta}^{\gamma,c} (g(t);p);p \right) = g(t) - g(a),
\]
with \( \alpha, \beta, \gamma, c \in C \) and \( p \geq 0 \) such that \( \Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0 \).

**Proof.** Applying the chain rule and the FTC for order \( n \) (integer) derivatives, we have
\[
\gamma y_{a,\beta}^{\gamma,c} \left( \gamma y_{a,\beta}^{\gamma,c} (g(t);p);p \right) = t^{1-\mu} \Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1) \int_a^t \gamma y_{a,\beta}^{\gamma,c} (g(t);p) \, dx
\]
\[
= g(t) - g(a).
\]
If \( f(x) = 0 \) then by Eq.(4.2), we have
\[
\gamma y_{a,\beta}^{\gamma,c} \left( \gamma y_{a,\beta}^{\gamma,c} (g(t);p);p \right) = g(t).
\]
\[\square\]

**Theorem 3.5.** Let \( \alpha, \beta, \gamma, c \in C \) and \( p \geq 0 \) such that \( R(\alpha) > 0, R(\beta) > 0, R(\gamma) > 0, R(c) > 0 \) and Let \( g, h : [a, b] \rightarrow \mathbb{R} \) be a differentiable function and \( 0 < \mu < 1 \), then we have
\[
\int_a^b g(x) \left( \gamma y_{a,\beta}^{\gamma,c} (h(t);p) \right) d_\omega x = g(x)g(x)|_a^b - \int_a^b h(x) \left( \gamma y_{a,\beta}^{\gamma,c} (g(x);p) \right) d_\omega x.
\]
with
\[
d_\omega x = \frac{1}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)} \frac{dx}{x^{1-\mu}}.
\]

**Proof.** By using the definition of \( \nu \)-FI Eq. (4.1), applying the chain rule and the FTC, we have
\[
\int_a^b g(x) \left( \gamma y_{a,\beta}^{\gamma,c} (h(t);p) \right) d_\omega x = \frac{1}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)} \int_a^b g(x) \left( \gamma y_{a,\beta}^{\gamma,c} (h(t);p) \right) \frac{dx}{x^{1-\mu}}
\]
\[
= \int_a^b g(x)h'(x)dx
\]
\[
= g(x)h(x)|_a^b - \int_a^b h(x) \left( \gamma y_{a,\beta}^{\gamma,c} (g(x);p) \right) d_\omega x.
\]
\[\square\]
Theorem 3.6. Let $\alpha, \beta, \gamma, c \in C$ such that $\Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0$ and $g : [a, b] \to \mathbb{R}$ be a continuous function. Then for $0 < \mu < 1$, we have
\[
\left. \frac{\partial^{\alpha}_{a} g(t)}{\partial t^\mu} \right| \leq \frac{\Gamma(\gamma)\Gamma(c - \gamma)\Gamma(\alpha + \beta)}{\Gamma(\beta)B(\gamma + 1, c - \gamma)\Gamma(c + 1)} \int_a^t g(x) dx.
\]

Proof. From the definition of $\nu$-fractional order $\mu$, we have
\[
\left. \frac{\partial^{\alpha}_{a} g(t)}{\partial t^\mu} \right| \leq \frac{\Gamma(\gamma)\Gamma(c - \gamma)\Gamma(\alpha + \beta)}{\Gamma(\beta)B(\gamma + 1, c - \gamma)\Gamma(c + 1)} \int_a^t g(x) dx.
\]

Theorem 3.7. Let $g : [a, b] \to \mathbb{R}$ be a continuous function and $\alpha, \beta, \gamma, c \in C$ and $p > 0$ such that $\Re(\alpha) > 0, \Re(\beta) > 0, \Re(\gamma) > 0, \Re(c) > 0$ such that
\[
N = \sup_{t \in [a, b]} \left| g(x) \right|
\]

Then, for all $t \in [a, b]$ and $0 < \mu < 1$, we have
\[
\left. \frac{\partial^{\alpha}_{a} g(t)}{\partial t^\mu} \right| \leq \frac{\Gamma(\gamma)\Gamma(c - \gamma)\Gamma(\alpha + \beta)}{\Gamma(\beta)B(\gamma + 1, c - \gamma)\Gamma(c + 1)} N \left( \frac{\mu}{\mu - a^\mu} \right).
\]

Proof. By Theorem 3.6, we have
\[
\left. \frac{\partial^{\alpha}_{a} g(t)}{\partial t^\mu} \right| \leq \frac{\Gamma(\gamma)\Gamma(c - \gamma)\Gamma(\alpha + \beta)}{\Gamma(\beta)B(\gamma + 1, c - \gamma)\Gamma(c + 1)} \int_a^t g(x) dx.
\]

Theorem 3.8. Let $g$ and $h$ functions that satisfy the following conditions:

(1) Continuous in $[a, b]$.

(2) Limited and integrable in $[a, b]$.

Besides that, let $h(x)$ a negative (or no positive) function in $[a, b]$. Let the set $m = \inf \{ g(x) : x \in [a, b] \}$ and $M = \sup \{ g(x) : x \in [a, b] \}$. Then, there exists a number $\xi \in (a, b)$ such that
\[
\int_a^b g(x)h(x)dx = \xi \int_a^b h(x)dx.
\]

with
\[
dw x = \frac{\Gamma(\gamma)\Gamma(c - \gamma)\Gamma(\alpha + \beta)}{\Gamma(\beta)B(\gamma + 1, c - \gamma)\Gamma(c + 1)} x^\mu dx
\]

If $g$ is continuous in $[a, b]$, then $\exists x_0 \in [a, b]$, such that
\[
\int_a^b g(x)h(x)dw x = g(x_0) \int_a^b h(x)dw x.
\]

Proof. Let $m = \inf g, M = \sup g$ and $h(x) \geq 0$ in $[a, b]$. Then, we get
\[
mg(x) < g(x)h(x) < Mh(x)
\]
Multiplying by $\frac{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)}$ on both sides of Eq. (3.7) and integrating with respect to $x$ on $(a,b)$, we have

$$m \int_a^b \frac{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)} \frac{h(x)}{x^{1-\mu}} \, dx < \int_a^b \frac{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)} \frac{h(x)}{x^{1-\mu}} \, dx$$

$$< M \int_a^b \frac{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)} \frac{h(x)}{x^{1-\mu}} \, dx \quad (3.8)$$

Then $\exists \ x_0 \in [a,b]$, such that

$$\int_a^b g(x)f(x)\,dw_x = \xi \int_a^b h(x)\,dw_x.$$

with

$$dw_x = \frac{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)} \frac{dx}{x^{1-\mu}}$$

It is observed that when $h(x) < 0$, the proof is calculated as similar way. In addition, by the intermediate value theorem, $g$ reaches each value in the interval $[m,M]$, then to $x_0$ in, $[a,b]$, $f(x_0) = \xi$. Then, we get

$$\int_a^b g(x)h(x)\,dw_x = g(x_0) \int_a^b h(x)\,dw_x.$$

If $h(x) = 0$, Eq (4.4) becomes obvious and if $h(x) > 0$, then Eq (4.6) implies

$$m < \frac{\int_a^b g(x)h(x)\,dw_x}{\int_a^b h(x)\,dw_x} < M$$

Exist, a point $x_0 \in (a,b)$ such that $m < g(x_0) < M$, the result follows. In particular, when $h(x) = 1$, by theorem (11), we have the result

$$\int_a^b g(x)\,dw_x = g(x_0) \frac{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)} \frac{dx}{x^{1-\mu}} \int_a^b \frac{1}{x^{1-\mu}} \, dx$$

$$= g(x_0) \frac{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)}{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)} \left( \frac{b^\mu}{\mu} - \frac{a^\mu}{\mu} \right),$$

this implies

$$g(x_0) = \frac{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)}{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)} \frac{1}{\left( \frac{b^\mu}{\mu} - \frac{a^\mu}{\mu} \right)} \int_a^b g(x)$$

$$= \frac{1}{\left( \frac{b^\mu}{\mu} - \frac{a^\mu}{\mu} \right)} \int_a^b g(x) x^{1-\mu} \, dx. \quad (3.9)$$

\[\square\]

4. DERIVATIVE AND INTEGRAL $\nu$-FRACTIONAL OF A MLF

MLF are very useful in the theory of fractional calculus and are important for solving fractional differential equations. In this section, we obtain the $\nu$-FD of 4-parameters MLF.

**Theorem 4.1.** Let $\overset{\gamma}{\nu}^{\beta,\alpha,\lambda}(g(t);p)$ the truncated $\nu$-FD of order $\mu$ and $\mathcal{E}_{\lambda,k}(.)$ the 2-parameters MLF. Then, we have

$$\overset{\gamma}{\nu}^{\beta,\alpha,\lambda}(\mathcal{E}_{\lambda,k}(t);p) = t^{1-\mu} \frac{\Gamma(\beta)B_p(\gamma+1,c-\gamma)\Gamma(c+1)}{\Gamma(\gamma)\Gamma(c-\gamma)\Gamma(\alpha+\beta)} \mathcal{E}_{\lambda,\lambda+d}(t),$$

where $\mathcal{E}_{\lambda,k}^{\beta}(.)$ is the 3-parameters MLF.
Proof. In fact, using the chain rule and the 2-parameters MLF, we have
\[
\hat{\gamma} \nu_{\alpha,\mu}^\beta\psi(\mathbb{E}_{\lambda,k}(t); p) = t^{1-\mu} \frac{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)}{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)} \left( \sum_{k=0}^{\infty} \frac{k^k}{\Gamma(\lambda k + \delta)} \right) = t^{1-\mu} \frac{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)}{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)} \left( \sum_{k=0}^{\infty} \frac{k^{k-1}}{\Gamma(\lambda k + \delta)} \right).
\]
(4.1)

Exchanging the index, \(k \to k + 1\) in Eq. (4.1), we have
\[
\hat{\gamma} \nu_{\alpha,\mu}^\beta\psi(\mathbb{E}_{\lambda,k}(t); p) = t^{1-\mu} \frac{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)}{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)} \left( \sum_{k=0}^{\infty} \frac{(k + 1)^k}{\Gamma(\lambda k + \lambda + \delta)} \right)
= t^{1-\mu} \frac{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)}{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)} E_{\lambda,\delta+\lambda+1}(t).
\]

\[\square\]

Theorem 4.2. Let \(\hat{\gamma} \nu_{\alpha,\mu}^\beta\psi(g(t); p)\) the truncated \(\nu\)-FD of order \(\mu\) and \(\mathbb{E}_{\lambda,k}(\cdot)\) the 2-parameters MLF. Then, we have
\[
\hat{\gamma} \nu_{\alpha,\mu}^\beta\psi(\mathbb{E}_{\lambda,k}(t); p) = t^{1-\mu} \frac{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)}{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)} \Gamma(n+2) E_{\lambda,\delta+\lambda+1}(T) \text{ for } T = 0, 1, 2, \ldots
\]
(4.2)

Proof. Let us consider the result of Eq. (3.8), which is given below
\[
\frac{d^n}{dt^n}(\mathbb{E}_{\lambda,k}^{\sigma,\psi}(t)) = (\rho)_{q,n} \mathbb{E}_{\lambda,k}^{\sigma,\psi+q,n}(t),
\]
(4.3)

where \(\mathbb{E}_{\lambda,k}^{\sigma,\psi}(\cdot)\) is the 4-parameter MLF.

In particular, for \(\rho = q = 1\) in Eq. (4.3), we have
\[
\frac{d^n}{dt^n}(\mathbb{E}_{\lambda,k}^{\sigma,\psi}(t)) = (\rho)_{n+1}\mathbb{E}_{\lambda,k}^{\sigma,\psi+1,n}(t),
\]
(4.4)

where \(\mathbb{E}_{\lambda,k}^{\sigma,\psi}(\cdot)\) is the 3-parameters MLF.

Applying the entire order derivative on Eq. (4.4) and choosing \(q = n = 1\) in Eq. (4.3),
\[
\frac{d^n}{dt^n}(\mathbb{E}_{\lambda,k}^{\sigma,\psi}(t)) = (\rho)_{n+1}\mathbb{E}_{\lambda,k}^{\sigma,\psi+1,n}(t),
\]
(4.5)

We get,
\[
\frac{d^{n+1}}{dt^{n+1}}(\mathbb{E}_{\lambda,k}(t)) = \Gamma(n+2) \mathbb{E}_{\lambda,k}^{\sigma,\psi+1,n}(t).
\]

Using the chain rule and Eq. (4.5), we conclude
\[
\hat{\gamma} \nu_{\alpha,\mu}^\beta\psi(\mathbb{E}_{\lambda,k}(t); p) = t^{n+1-\mu} \frac{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)}{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)} \frac{d^{n+1}}{dt^{n+1}}(\mathbb{E}_{\lambda,k}(t)) = t^{n+1-\mu} \frac{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)}{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)} \Gamma(n+2) \mathbb{E}_{\lambda,k}^{\sigma,\psi+1,n}(t).
\]

Let us now derive the \(\nu\)-FI of the 2-parameters MLF.

\[\square\]

Theorem 4.3. Let \(\hat{\gamma} I_{\alpha,\mu}^{\beta,\psi}(g(t); p)\) the \(\nu\)-FI of order \(\alpha\) and \(\mathbb{E}_{\lambda,k}(\cdot)\), the 2-parameters MLF. Then, we have
\[
\hat{\gamma} I_{\alpha,\mu}^{\beta,\psi}(\mathbb{E}_{\lambda,k}(t); p) = \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} \left( \mu^\alpha \mathbb{E}_{\lambda,k+\gamma+\alpha+1}(t) - \alpha^\mu \mathbb{E}_{\lambda,k+\gamma+\alpha}(a) \right).$$
Proof. Indeed, applying the statement of $\nu$-FI, Eq. (3.1) and the FTC, we get

\[
\gamma J^{\beta,c}_{\alpha,\mu} (E_{\lambda,k}(t); p) = \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} \int_a^t x^{\mu-1} \sum_{k=0}^{\infty} \frac{x^k}{\Gamma(\lambda k + \delta)} dx
\]

\[
= \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} \sum_{k=0}^{\infty} \frac{1}{\Gamma(\lambda k + \delta)} \int_a^t x^{\mu+k-1} dx
\]

\[
= \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} \sum_{k=0}^{\infty} \frac{1}{\Gamma(\lambda k + \delta)} \left( \frac{t^{k+\mu}}{k+\mu} - a^{k+\mu} \right)
\]

\[
= \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} \left( t^{\mu} \sum_{k=0}^{\infty} \frac{t^k}{\Gamma(\lambda k + \delta + \mu + 1)} - a^{\mu} \right)
\]

(4.6)

Specially, applying the limit $a \to 0$, on Eq. (4.6) and substituting $k = 0$,

\[
\lim_{a \to 0} \left( a^{\mu} \sum_{k=0}^{\infty} \frac{a^k}{\Gamma(\lambda + 1)k + \delta + \mu + 1} \right) = \lim_{a \to 0} a^{\mu} \frac{1}{\Gamma(\delta + \mu + 1)} = 0.
\]

(4.7)

In this case, from Eq. (4.6) and Eq. (4.7), we conclude that

\[
\gamma J^{\beta,c}_{\alpha,\mu} (E_{\lambda,\delta}(t); p) = \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(c + 1)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} \left( t^{\mu} \frac{\Gamma_{\lambda+1,\delta+\mu+1}(t)}{\Gamma_{\lambda+1,\delta+\mu+1}(a)} \right).
\]

Theorem 4.4. Let $\gamma J^{\beta,c}_{\alpha,\mu} (g(t); p)$ the $\nu$-FI of order $\mu$, $0 < \mu < 1$, with $a = 0$ and the function $g(t) = (t - x)^{\lambda}, t > x$ and $\lambda > -1$. Then we have

\[
\gamma J^{\beta,c}_{\alpha,\mu} ((t - x)^{\lambda}; p) = \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(c + 1)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} t^{\mu} J^\lambda_t,
\]

where $J^\lambda_t$ is the Riemann-Liouville FI of order $\mu$ [3, 4].

Proof. Indeed, the definition of the $\nu$-FI, we have

\[
\gamma J^{\beta,c}_{0,\alpha,\mu} ((t - x)^{\lambda}; p) = \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} \int_0^t \left( 1 - \frac{x}{t} \right)^{\lambda} x^{\alpha - 1} dx
\]

\[
= \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} \int_0^1 (1 - \lambda)^{\lambda - 1} \lambda^{\alpha - 1} d\lambda
\]

\[
= \frac{\Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda + 1 + \mu)}.
\]

(4.8)

Consider the following [11],

\[
J^{\mu} J^\lambda_t = \frac{\Gamma(\lambda + 1) \Gamma(\mu)}{\Gamma(\lambda + 1 + \mu)} t^{\lambda + \mu}, t > 0
\]

(4.9)

and $\lambda > -1$

Thus, from Eq. (4.8) and Eq. (4.9), we conclude that

\[
\gamma J^{\beta,c}_{0,\alpha,\mu} ((t - x)^{\lambda}; p) = \frac{\Gamma(\mu) \Gamma(\gamma) \Gamma(c - \gamma) \Gamma(\alpha + \beta)}{\Gamma(\beta) B_p(\gamma + 1, c - \gamma) \Gamma(c + 1)} t^{\lambda + \mu},
\]

where $J^{\mu} (.)$ is the Riemann-Liouville FI of order $\mu$.

\[\square\]
The new truncated $\nu$-FD for $\mu$-differentiable functions using the 4-parameters truncated MLF are obtained. We conclude that the truncated $\nu$-FD, in this sense of fractional derivatives, presented in this case, behaves extremely well in connection to the classical properties of entire order calculus. Moreover, it was possible through of truncated $\nu$-FD and $\nu$-FI, to establish the relations with the FD and FI in the Riemann-Liouville sense. In this context, with our fractional derivative, it was possible to establish a useful confection with the FD mentioned, as seen in section 4. As a future work, we will establish the truncated $k$-MLF from the $k$-MLF [22, 23] and will obtain the generalization of FD. Also, the presented results are related to the function of a variable, in this sense, we can propose a truncated $\nu$-FD with $n$ real variables.

5. Conclusion

The new truncated $\nu$-FD for $\mu$-differentiable functions using the 4-parameters truncated MLF are obtained. We conclude that the truncated $\nu$-FD, in this sense of fractional derivatives, presented in this case, behaves extremely well in connection to the classical properties of entire order calculus. Moreover, it was possible through of truncated $\nu$-FD and $\nu$-FI, to establish the relations with the FD and FI in the Riemann-Liouville sense. In this context, with our fractional derivative, it was possible to establish a useful confection with the FD mentioned, as seen in section 4. As a future work, we will establish the truncated $k$-MLF from the $k$-MLF [22, 23] and will obtain the generalization of FD. Also, the presented results are related to the function of a variable, in this sense, we can propose a truncated $\nu$-FD with $n$ real variables.

References

[1] Kilbas, A. A., Srivastava, H. M., Trujillo, J. J. Theory and Applications of Fractional Differential Equations. North-Holland Mathematics Studies, Elsevier, Amsterdam, Vol. 207, (2006).
[2] Mainardi, F. Fractional relaxation-oscillation and fractional diffusion-wave phenomena. Chaos, Solitons, Fractals, 7,1461-1477,(1996).
[3] Mittag-Leffler, G. M. Surla nouvelle fonction C.R. Acad. Sci. Paris 137, 554-558 (1903).
[4] Mittal, E., Pandey, R. M., and Joshi, S. On extension of Mittag-Leffler function, Appl. Appl. Math. Vol. 11, Issue 1, pp. 307 - 316, (June 2016).
[5] Ozarslan, M. A., Yilmaz, B. The extended Mittag-Leffler function and its properties, J. Inequal. Appl., 2014:85, (2014).
[6] Nisar, K. S., Eata, A. F., Dhaifallah, M. D., and Choi, J. Fractional calculus of generalized $k$-Mittag-Leffler function and its applications to statistical distribution. Advances in Difference Equations 2016:304 doi 10.1186/s13662-016-1029-6, (2016).
[7] Podlubny,I. Fractional Differential Equation, Mathematics in Science and Engineering, Academic Press, San Diego, Vol. 198, (1999).
[8] Prabhakar, T. R. A singular integral equation with a generalized Mittag-Leffler function in the kernel, Yokohama Math. J. 19, 7-15, (1971).
[9] Rahman, G., Ghaifar, A., Mubeen, S., Arshad, M., Khan, S. U. The composition of extended Mittag-Leffler functions with pathway integral operator. Advances in Difference Equations. 2017:176, doi.org/10.1186/s13662-017-1237-8, (2017).
[10] Rahman G., Ghaifar, A., Nisar, K. S., Mubeen, S. A new class of integrals involving extended Mittag-Leffler functions. Journal of Fractional Calculus and Applications. 9(1), 222-231, (2018).
[11] Gorenflo, R., Mainardi, F. Fractional calculus: integral and differential equations of fractional order, Springer Wien and New York 54, 22-276, (2008).
[12] Saxena, R.K., Saigo, M: Generalized fractional calculus of the H-function associated with the Appell function F3. J. Fract. Calc. 19, 89-104, (2001).
[13] Salim, T. O., Faraj, A. W. A generalization of Mittag-Leffler function and integral operator associated with fractional calculus, J. Fract. Cal. Appl. 3, 1-13, (2012).
[14] Shukla, A. K., Prajapati, J. C. On a generalization of Mittag-Leffler function and its properties, J. Math. Anal. Appl. 336 (2007) 797-811.
[15] J. Vanterler da C. Sousa, E. Capelas de Oliveira, Mittag-Leffler Functions and the Truncated $\nu$-fractional Derivative, Mediterranean Journal of Mathematics, 14(2017) 244.
[16] J. Vanterler da C. Sousa, E. Capelas de Oliveira, A truncated $\nu$-fractional derivative in $R^n$, http://arxiv.org/abs/1706.06164v1 (2017)
[17] J. Vanterler da C. Sousa, E. Capelas de Oliveira, Truncated $\nu$-fractional Taylor’s formula with applications, http://arxiv.org/abs/1707.02007v1, (2017)
[18] Teodoro, G. S. Fractional Calculus and Mittag-Leffler Functions (In Portuguese), Master Thesis, Imecc, Campinas (2014).
[19] Vanterler da C. Sousa, J., Capelas de Oliveira, E. M-fractional derivative with classical properties, submitted, (2017).
[20] Wiman, A. ber den fundamental satz in der theorie der funktionen $E_a(x)$, Acta Math. 29, 191-201, (1905).

A. Ghaffar
Department of Mathematical Science, BUITEMS Quetta, Pakistan
E-mail address: abdulghaffar.jaffar@gmail.com

Gauhar Rahman
Department of Mathematics, International Islamic University, Islamabad, Pakistan
E-mail address: gauhar55uom@gmail.com

K. S. Nisar
Department of Mathematics, College of Arts and Science, Prince Sattam bin Abdulaziz University, Wadi Al Dawaser, Riyadh region 11991, Saudi Arabia
E-mail address: ksnisari@gmail.com, n.sooppy@psau.edu.sa

Azeema
Department of Mathematics, SBK Women University, Quetta, Pakistan
E-mail address: azeemaali9@gmail.com