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ABSTRACT
Symmetry is present in many tasks in computer vision, where the same class of objects can appear transformed, e.g. rotated due to different camera orientations, or scaled due to perspective. The knowledge of such symmetries in data coupled with equivariance of neural networks can improve their generalization to new samples. Differential invariants are equivariant operators computed from the partial derivatives of a function. In this paper we use differential invariants to define equivariant operators that form the layers of an equivariant neural network. Specifically, we derive invariants of the Special Euclidean Group SE(2), composed of rotations and translations, and apply them to construct a SE(2)-equivariant network, called SE(2) Differential Invariants Network (SE2DINNet). The network is subsequently tested in classification tasks which require a degree of equivariance or invariance to rotations. The results compare positively with the state-of-the-art, even though the proposed SE2DINNet has far less parameters than the compared models.

Index Terms—Equivariant Neural Networks, Differential Invariants, Image Classification

1. INTRODUCTION
Transformation equivariance can be introduced to a neural network to make use of the symmetry intrinsic to data features in many deep learning tasks. Convolutional Neural Networks (CNN) for example, reduce the number of parameters and improve the results in computer vision compared to densely connected neural networks thanks to benefiting from the translation symmetry present in computer vision tasks. Since their introduction as a general framework [1], group equivariant networks have been extended to work with other transformation groups, most notably translations combined with rotations [1, 2, 3, 4, 5, 6] or scalings [7].

Many approaches to group equivariant neural networks involve first lifting the data to a higher dimensional space obtained by sampling elements of the group and performing group convolutions there [1, 8]. This effectively introduces equivariance to the network, but it has the downside of increasing the size and computational cost according to the group dimension, as well as requiring the group transformations to be discretized. In this paper we propose instead to work with the data in the original space and to apply only equivariant operators in that space, specifically. Specifically, we apply differential invariants to the data. The method of moving frames [9, 10] is used to derive fundamental differential invariants of the Special Euclidean group $\text{SE}(2) \cong \text{SO}(2) \ltimes \mathbb{R}^2$, composed of translations and continuous rotations. The resulting networks are SE(2)-equivariant.

The rest of the paper is organized as follows. We highlight in Section 2 how the present work relates to existing propositions in the literature. In Section 3, we review the method of moving frames for obtaining differential invariants and study the case of SE(2). In Section 4, we define the SE(2) differential invariants networks before testing their invariance in Section 5. We end in Section 6 with some concluding remarks and future perspectives.

2. RELATED WORK
Many approaches in the literature are based on lifting the data to a higher dimensional space [1, 4, 5, 6, 3] using discretized group elements. In this paper, the equivariant operations are performed on the same space as the input image. Moreover, we achieve equivariance to continuous rotations. In the literature, equivariance to continuous rotations was achieved using circular harmonics [2] but in contrast to our method, it needs the frequencies of the feature maps to remain entangled.

In computer vision, differential invariants form a basis for many of the filtering schemes, specially in the theory of scale-spaces [11, 12]. They have also been applied to the design of feature descriptors [13] and for the automatic learning of PDEs for image restoration [14]. Moreover, convolutional neural networks have been compared with numerical schemes for solving PDEs [15] and this idea was applied to the construction of equivariant neural networks [3] albeit not with the use of differential invariants.

3. MOVING FRAMES AND DIFFERENTIAL INVARIANTS

3.1. The Method of Moving Frames
Moving frame. The method of moving frames is a way of deriving differential invariants of an $m$-dimensional manifold...
M under the action of a r-dimensional Lie group G. We denote the action of g ∈ G on z ∈ M as g · z. Throughout this paper, we can assume M = R^m. Note that a grayscale image with spatial support Ω ⊂ R^2, denoted by a function u : Ω → R, can be identified by its graph which is a surface in M = R^2 × R in coordinate system (x, y, u(x, y)). Recall that an operator ψ : M_1 → M_2 is G-equivariant if there exists actions π_ψ, π_ψ' on M_1, M_2 such that ψπ_ψ = π_ψ'ψ. A moving frame [9] is a G-equivariant function ρ : M → G, specifically ρ(g · z) = ρ(z) · g^{-1} for all g ∈ G, z ∈ M. This implies ρ(g · z) · g · z = ρ(z) · g^{-1} · g · z = ρ(z) · z.

Operator invarianization. From a moving frame one can obtain an invariant operator from an arbitrary differentiable operator. We use i to denote the invarianization of an operator F : M → R defined as i[F](z) := F(ρ(z) · z). The operator i[F] is G-invariant, i.e. i[F](g · z) = i[F](z).

Cross-section. A necessary and sufficient condition for a moving frame to exist is for G to act freely and regularly on M [9]. In that case, a moving frame can be obtained by first defining a cross-section. A cross-section K ⊂ M is a restriction of the form K = {z ∈ M | z_k1 = c_1, z_k2 = c_2, ..., z_k_r = c_r} with k_1, ..., k_r ∈ {1, ..., m} and c_1, ..., c_r ∈ R are some constants. Assuming freeness and regularity of the group action, given a cross-section K the moving frame ρ at point z ∈ M is the unique g = ρ(z) such that g · z ∈ K.

Jet space. In general, the action on M may not be free and regular. Indeed a necessary condition is for the dimension of the orbits of G to be dim G = r. In the case where it is not satisfied, a solution might be to consider the higher dimensional jet space J^n(M), equipped with the prolonged group action. In particular, where M = X × U ∼= R^p × R^q and where we view the graph of a function u : R^p → R^q as a submanifold, then J^n(M) = X × U^{(n)} ∼= R^p × R^q(1^n_m) [16], and a function u^{(n)} is viewed as a submanifold containing the derivatives of u up to order n. A differential invariant is the invarianization of an operator F : J^n(M) → R, I = i[F].

Image jet space. For example, in the case where images are viewed as two-dimensional surfaces in R^3 the second-order jet space J^2(M), for instance, is an Euclidean space of dimension 2 + (4) = 8 and its elements are written as z^{(2)} = (x, y, u, u_x, u_y, u_{xx}, u_{xy}, u_{yy}). The prolonged group action is the effect produced on the partial derivatives by the change in variables caused by the transformation.

Fundamental invariants. An important result [10] shows that the invarianizations of the partial derivatives of u up to order n can generate all other invariants of order n, and along with the invarianizations of the total derivative operators, it can generate all differential invariants. These invariants are referred to as fundamental invariants. In the next subsection fundamental invariants of SE(2) are shown.

### 3.2. Differential Invariants of SE(2) on Images

Let us view a 2D image as a surface in M = R^3 given by the graph of a function u : Ω ⊂ R^2 → R with open Ω. We seek equivariance to the special Euclidean group, SE(2), the group planar rotations and translations. We denote g ∈ SE(2) as g = (R_θ, v) where R_θ ∈ SO(2) is a planar rotation and v = (v_1, v_2) ∈ R^2 is a translation. It acts on M by

\[(R_θ, v) \cdot (x, y, u) = (\tilde{x}, \tilde{y}, u),\]

where \(\tilde{x} = x \cos \theta - y \sin \theta + v_1, \tilde{y} = x \sin \theta + y \cos \theta + v_2\).

The action is prolonged to the jet space J^n(M) in order to have a free and regular action. The prolonged action can be computed by the derivatives of \(\tilde{u} = u\) with respect to \(\tilde{x}\) and \(\tilde{y}\). For example, the action on the first order jet-space J^1(M) is

\[(R_θ, v) \cdot (x, y, u, u_x, u_y) = (\tilde{x}, \tilde{y}, \tilde{u}, \tilde{u}_x, \tilde{u}_y)\],

where \(\tilde{x}, \tilde{y}\) are the same as in (1), \(\tilde{u}\) is

\[\tilde{u}_x = u_x \cos \theta - u_y \sin \theta, \quad \tilde{u}_y = u_x \sin \theta + u_y \cos \theta.\]

The action on J^n(M), n ≥ 2 can be derived similarly and extends the previous result, i.e. the first five components are \((\tilde{x}, \tilde{y}, \tilde{u}, \tilde{u}_x, \tilde{u}_y)\) as computed here above. By choosing an appropriate cross-section, we compute a moving frame ρ on J^n(M) for n ≥ 1 from these five components only. Let K be the cross-section in J^n(M) defined by u_y = y = 0 and u_x > 0, near a point \(z^{(n)}\), such that \(\nabla u = (u_x, u_y) \neq 0\). Then, noting \(\rho(z^{(n)}) = (R_θ, v)\), the constraint \(\rho(z^{(n)}) \cdot z^{(n)} \in K\) has a solution

\[0 = \tilde{u}_y = u_x \sin \theta + u_y \cos \theta \implies \tan \theta = \left(\frac{-u_y}{u_x}\right),\]

i.e. θ is the opposite of the argument of \(\nabla u\). Moreover, \(v_1 = -x \cos \theta + y \sin \theta\) and \(v_2 = -x \sin \theta - y \cos \theta\). Therefore, the moving frame that solves \(\rho(z^{(n)}) \in K\)

\[\rho(z^{(n)}) = \left(\frac{1}{\|\nabla u\|} \begin{bmatrix} u_x & u_y \\ -u_y & u_x \end{bmatrix}, -\frac{1}{\|\nabla u\|} \begin{bmatrix} u_x & u_y \\ -u_y & u_x \end{bmatrix} \right) x \right).\]

This completely determines ρ and we can obtain differential invariants by invariantizing the derivatives of u.

We denote \(I_{ij} := i[u_{x^j y^i}]\). Also, note \(i[x] = i[y] = 0\). Then it is possible to show [10] that given any differential operator \(F(z^{(n)})\), its invariantization is given by

\[i[F](x, y, u, ..., u_{2^ipq}) = F(0, 0, I_{00}, ..., I_{0, n}).\]

Hence, if we know the forms of the invariantizations of the partial derivatives up to order n, we can obtain any other differential invariant of order n by functional combination. Some differential invariants with n ≤ 2 are shown in Table 1.

The recurrence equations in [10] show that all differential invariants can be written as a functional combination of \(I_{00}, I_{02}\) and its invariant derivatives [10], which for SE(2) are

\[\mathcal{D}_1 = i[\partial_x] := \|\nabla u\|^{-1}(u_x \partial_x + u_y \partial_y),\]

\[\mathcal{D}_2 = i[\partial_y] := \|\nabla u\|^{-1}(-u_y \partial_x + u_x \partial_y)\]
or equivalently the directional derivatives in the directions of the gradient and its perpendicular. More specifically, the recurrence relation has as initial conditions \( I_{00} \) and \( I_{02} \) given in Table 1, and \( I_{01} = 0 \). \( I_{10} = D_1 I_{00} \), \( I_{20} = D_2 I_{10} \), \( I_{11} = D_1 D_2 I_{10} \) and for \( i, j \) such that \( i + j \geq n \geq 3 \):

\[
I_{ij} = \begin{cases} 
-D_1 I_{i-1,j} - P_{ij}(I_{n-1}) - D_2 I_{i,j-1} - P_{ij}(I_{n-1}) & \text{if } i > 0 \\
-D_2 I_{i,j-1} - P_{ij}(I_{n-1}) & \text{if } i = 0.
\end{cases}
\]

where \( P_{ij} \) are polynomials and \( I_{n} \) are invariants of the derivatives up to order \( n \), \( I_{n} = (I_{ij})_{0 \leq i+j \leq n} = (I_{00}, I_{10}, I_{01}, \ldots, I_{nn}) \).

Remark: Although a differential invariant \( I \) is invariant w.r.t. the action of \( G \) on \( \mathcal{M} \), if viewed as an operator applied to images \( u : \mathbb{R}^2 \to \mathbb{R} \) i.e. \( I[u](x, y) := I[x, y, u, u_x, \cdots, u_{x^n}] \) it is \( G \)-equivariant: \( \forall (R, \theta) \in \text{SE}(2) \), \( I[(R, \theta) \cdot v] \cdot u = (R, \theta) \cdot I[u] \), where \( (R, \theta) \cdot v = u(\tilde{x}, \tilde{y}) \), and \( \tilde{x} \) and \( \tilde{y} \) are the transformed coordinates in (1).

### 4. DIFFERENTIAL INVARIANTS NETWORKS

In this section we define the SE(2) Differential Invariants Networks (SE2DINNet). A SE2DINNet is made of equivariant blocks (SE2DIN blocks) consisting in computing the derivatives, followed by computing the differential invariants of SE(2) up to a certain order, followed by a series of \( 1 \times 1 \) convolutions, in the style of Network in Network (NiN) [17]. We illustrate the SE2DIN block in Figure 1 and we will explain its components in this section.

#### 4.1. Gaussian Derivative Layers

In order to compute the differential invariants we use Gaussian derivatives. Gaussian derivatives have already been used in neural networks to produce structured receptive fields [18] in CNNs and they provide a regularization effect to the CNN. Gaussian derivatives are used to compute the derivatives of a Gaussian filtered image, i.e. \( \frac{\partial^{i+j}}{\partial x^i \partial y^j} u \ast G_\sigma = u \ast G_\sigma^{ij} \), where \( G_\sigma^{ij} = \frac{\partial^{i+j}}{\partial x^i \partial y^j} G_\sigma \).

Gaussian filters are already SE(2)-equivariant, so their composition with a differential invariant yields a SE(2)-equivariant operator. These properties motivate the use of Gaussian derivatives as the first part of each SE2DIN block.

#### 4.2. Functional Combination

From the derivatives, we compute the invariants of the derivatives up to order \( n \), \( \mathcal{I}_n \). As any differential invariant \( I \) of order \( n \) is a functional combination \( I = F(\mathcal{I}_n) \) [10], a neural network with one hidden layer and taking as input \( \mathcal{I}_n \), can approximate any differential invariant of order \( n \), according to the Theorem of Universal Approximation. In practice we compute a \( l \)-layer densely connected network, with \( l \geq 2 \), applied at every spatial point \( (x, y) \in \Omega \) which takes as input the vector \( \mathcal{I}_n \). Computationally this is equivalent to a series of \( l \times 1 \) convolutions with pointwise activation functions applied to the multi-channel image with values \( A(x, y) = \mathcal{I}_n(x, y) \).

As the moving frame was derived assuming \( \nabla u \neq 0 \), \( I_{ij} \) is not defined for some \( i, j \) when \( \nabla u = 0 \), therefore we introduce \( \tilde{I}_{ij} = \| \nabla u \| I_{ij} \) for \( i + j \geq 1 \), which is used instead. The limits of \( \tilde{I}_{ij}(x, y) \) for \( (x, y) \to (x_0, y_0) \) such that \( \nabla u(x_0, y_0) = 0 \) are well defined for the new invariants.

#### 4.3. Architecture

Given the interpretation of SE2DIN blocks as differential invariants, a SE2DINNet is viewed as a numerical scheme to solve a time-varying PDE obtained by applying the Finite Difference method to solve \( u_t = F(\mathcal{I}_n) \) [15]. We restrict the spatial and temporal steps to \( \Delta x = \Delta y = \Delta t = 1 \). An example SE2DINNet is illustrated in Figure 2. The network in Figure 2 before global max-pooling, \( \phi \) is SE(2)-equivariant, i.e. \( \phi((R, \theta) \cdot u) = (R, \theta) \cdot \phi(u) \) for \( u : \mathbb{R}^2 \to \mathbb{R}^q \).

| \( i[u] \) | \( I_{00} = u \) |
|---|---|
| \( i[u_{xx}] \) | \( I_{20} = \frac{1}{u^2} (u_x u_x^2 + u_y u_x u_y + u_y u_y u_x^2) \) |
| \( i[u_{xy}] \) | \( I_{11} = \frac{1}{u^2} (u_x (u_y^2 - u_x) - u_x u_y (u_y^2 - u_x) + u_x (u_y^2 - u_x)) \) |
| \( i[u_{yy}] \) | \( I_{02} = \frac{1}{u^2} (u_x u_x^2 + u_x u_y u_y + u_y u_y u_x^2) \) |

Table 1. Invariantizations of the partial derivatives of \( u \) up to order 2, assuming \( \| \nabla u \| \neq 0 \). These determine all other differential invariants of order two by functional combination, for example, the Laplacian \( \Delta u = u_{xx} + u_{yy} = I_{20} + I_{02} \).
5. EXPERIMENTS

5.1. MNIST-Rot

The MNIST-Rot dataset [19] was constructed by randomly rotating by an angle in $[\pi, -\pi)$ each image from the MNIST 12k dataset [19], which itself is obtained by selecting 12000 images from the MNIST dataset for training/validation and 50000 for testing. We divide the MNIST-Rot training set into 10000 images for training and 2000 for validation.

We test a SE2DINNet model with six SE2DIN blocks all with two $1 \times 1$ convolutions, both with batch normalization, the first using a ReLU activation and a dropout layer. Finally, like in Figure 2, each layer except the first and last are applied by summing over the previous layer. The first two layers use $\sigma = 1$ and others $\sigma = 2$. We train two architectures, with orders $n = 2$ and $n = 3$, and with $k = 20$ and $k = 15$ filters respectively, to keep a similar number of weights and operations per forward propagation. We compute the third order invariants from the invariant derivatives of the second order ones. The change in the value of $\sigma$ is done to emulate pooling. The last layer is a global max-pooling. Optimal drop rate and weight decay parameters were obtained by a grid search. The experiment was done ten times. Average results are shown in Table 2 along with published state-of-the-art results. Our results are close to the state-of-the-art while using far less parameters and without data augmentation.

5.2. Training on Non-Rotated Data

Here we keep the training set of the MNIST12K dataset, without random rotations, but use the test set of MNIST-Rot. The same SE2DINNet architectures are evaluated. We train a CNN baseline, with the Z2CNN [1] architecture, with and without data augmentation. The results are also in Table 2. As expected, these models performed worse than those trained on the full MNIST-Rot. However, compared to similar experiments [4] trained on 10000 samples of the original MNIST and tested on MNIST-Rot, our proposed architectures obtain a large improvement.

---

Table 2. Mean accuracies on the MNIST-Rot dataset. Legend: †- train time augmentation, ‡- test time augmentation.

| Method                  | Test error(%) | #params |
|-------------------------|---------------|---------|
| H-Net [2]               | 1.69          | 33k     |
| P4CNN [1]               | 2.84          | 25k     |
| Z2CNN [1]               | 5.03          | 22k     |
| PDO-eConv [3]           | 1.87          | 26k     |
| PDO-eConv † [3]         | **0.709**     | **650k**|
| RotEqNet [4]            | 1.09          | 100k    |
| RotEqNet † [4]          | 1.01          | 100k    |
| E2CNN † [6]             | 0.716         | -       |
| SFCNN [5]               | 0.880         | 6.5M    |
| SFCNN † [5]             | 0.714         | 6.5M    |

| SE2DINNet, order 2 (Ours) | 1.64          | 13k     |
| SE2DINNet, order 3 (Ours) | 1.62          | 11k     |

| Trained on non-rotated data |              |         |
|----------------------------|---------------|---------|
| RotEqNet [4]               | 20            | -       |
| Z2CNN                      | 67.9          | 22k     |
| Z2CNN †                    | 6.12          | 22k     |
| SE2DINNet, order 2 (Ours)  | 2.55          | 13k     |
| SE2DINNet, order 3 (Ours)  | 2.49          | 11k     |

---

6. CONCLUSION

We derived differential invariants for SE(2) using the moving frames method and constructed an invariant neural network architecture which use these invariants as its equivariant layers. Moreover, these networks were tested in tasks to evaluate their invariance and compared well to the state-of-art results while using far less parameters and not using data augmentation. We also observe that the third order models performed slightly better than the second order ones, which motivates investigating orders higher than three. The proposed approach can be adapted to other settings e.g. networks with other symmetry groups, for example the centro-affine [20] and projective [21] groups. The approach can also be applied other data that can be represented as manifolds, such as other surfaces embedded in $\mathbb{R}^3$.
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The code used for the experiments is available at https://github.com/mateussangalli/SE2DINNets

---

Fig. 2. Illustration of a basic SE2DINNet. Global max-pooling renders the architecture invariant. All blocks except the first and last have the same number of input channels $q$ and filters $k$ and follow the structure of a numerical scheme for solving a PDE.
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