Security Analysis of Capsule Network Inference using Horizontal Collaboration
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Abstract—The traditional convolution neural networks (CNN) have several drawbacks like the “Picasso effect” and the loss of information by the pooling layer. The Capsule network (CapsNet) was proposed to address these challenges because its architecture can encode and preserve the spatial orientation of input images. Similar to traditional CNNs, CapsNet is also vulnerable to several malicious attacks, as studied by several researchers in the literature. However, most of these studies focus on single-device-based inference, but horizontally collaborative inference in state-of-the-art systems, like intelligent edge services in self-driving cars, voice controllable systems, and drones, nullify most of these analyses. Horizontal collaboration implies partitioning the trained CNN models or CNN tasks to multiple end devices or edge nodes. Therefore, it is imperative to examine the robustness of the CapsNet against malicious attacks when deployed in horizontally collaborative environments. Towards this, we examine the robustness of the CapsNet when subjected to noise-based inference attacks in a horizontal collaborative environment. In this analysis, we perturbed the feature maps of the different layers of four DNN models, i.e., CapsNet, mini-VGGNet, LeNet, and an in-house designed CNN (ConvNet) with the same number of parameters as CapsNet, using two types of noised-based attacks, i.e., Gaussian Noise Attack and FGSM noise attack. The experimental results show that similar to the traditional CNNs, depending upon the attacker’s access to the DNN layer, the classification accuracy of the CapsNet drops significantly. For example, when Gaussian Noise Attack classification is performed at the Digit-cap layer of the CapsNet, the maximum classification accuracy drop is approximately 97%. Similarly, the maximum classification accuracy drop is 90.1% when an FGSM noise attack is performed at the Conv layer of the CapsNet.

Index Terms—Vulnerability Analysis, Capsule Network, noised based Attack, Convolution Neural Networks

I. INTRODUCTION

Convolution Neural Networks has been successful in many fields which include computer vision and Natural Language Processing [1]–[6]. Due to the success recorded by Convolution Neural Networks (CNN) in classification tasks, they are being used in security-sensitive areas [4], [5]. However, the conventional CNNs have their shortcomings; they are unable to preserve the spatial relationship between objects, they also lose a lot of relevant information in the pooling layer. The challenge posed by the pooling layer is less trivial when classifying the whole image, but extremely challenging when performing image segmentation or object detection which requires preservation of pose (position, orientation, size, hue, albedo, etc.) [7].

To address the shortcomings of the pooling layer, Hinton et al. [8] proposed a different type of network known as ‘Capsule Network (CapsNet)’ which relies on ‘capsules’ as a replace-

Fig. 1: Different layers of a CNN model in different nodes

ment for neurons in Deep Learning [8]. CapsNet offers the advantage of preserving the position and pose information of features, high accuracy on the MNIST dataset [9], and showed improved performance with small training dataset. Though with these advantages, CapsNet has its shortcoming which includes: its performance on larger images, slow training duration due to the inner loop of the dynamic routing algorithm and “crowding” problems (inability to recognize two identical objects) [10]. Several other researchers have previously investigated the adversarial robustness of CapsNet in a white box scenario and also proffered innovative methodologies to improve defense mechanisms to proposed adversarial attacks [1], [8], [11], [12].

To accommodate the high computation and memory requirement for the deployment of the CapsNet on hardware accelerators like FPGAs, horizontal collaborative inference [13], [2], [14] could be employed. To achieve short-time-to-market, the deployment of the CNN model can be outsourced to third party designers (3PIP) [15]. These 3PIP designers may be malicious. During horizontal collaborative inference, different partitions of the CNN layers are assigned to different 3PIPs, where no one 3PIP has access to the full CNN architecture. The 3PIP only has access to the allotted parameters of the CNN layers and their respective output feature maps. In this paper, we investigate the vulnerability of the CapsNet network where the layers of the capsule network can be attacked by randomly introducing perturbations (adversarial attacks) in selected cycles or to the feature maps of model layers, forcing the model to wrongly classify a target class [16].

Research Challenge: In examining how robust/vulnerable the layers of CapsNet are in the face of a noised based attack. The question remains if capsule networks is robust in an horizontal collaborative environment?

Novel Contributions To address the aforementioned question, this paper focuses on analyzing the robustness of Capsule networks when subjected to noised-based attacks. This would involve applying perturbations to target layers in the CapsNet network. These perturbations would affect the values of the feature maps (output of the layer of a CNN model) and impact
TABLE I: Training parameters of classification models.

| Parameters               | CapsNet | Lenet | MiniVgg | ConvNet |
|--------------------------|---------|-------|---------|---------|
| Optimization Method      | Adam    | SGD   | SGD     | SGD     |
| Learning rate            | 0.001   | 0.01  | 0.01    | 0.01    |
| Epochs                   | 20      | 20    | 20      | 20      |
| No of Parameters (in Millions) | 8.2    | 1.25  | 1.7     | 8.2     |
| Baseline Inference Accuracy (percentage) | 99.6 | 99.1  | 99.1    | 98.2    |

the accuracy of the model. The results were benchmarked with three (3) regular CNNs (LeNet, Mini-Vgg, and ConvNet). We created a CNN model (ConvNet) to have the same number of parameters as CapsNet which forms a basis for comparing both networks. The training parameters are shown in Table I. We further analyzed the robustness of CapsNet against the simulated noised based attacks and benchmarked the performance against the three regular CNNs.

To test the robustness of the CapsNet, as shown in Fig. 2, we applied two types of perturbations to the layers within the networks. The perturbations would change the values of the feature maps of target layers, which would in turn affect accuracy of the model.

![Fig. 2: Novel framework to perform noised based attack on CapsNet by adding perturbations to individual layers of the Network](image)

The remainder of the paper is structured as follows: Section II describes the threat model, Section III describes the attack methodology, section IV describes the results and Section V concludes our paper.

II. THREAT MODEL

This work proposes a graybox noised based attack that assumes the 3PIP designer is malicious with access to only the full CNN architecture or some of the CNN layers (as in the case of distributed network where horizontal collaboration is utilized) as shown in Fig. 3. We assume that the 3PIP has no access to training and testing data samples of the original CNN or CapsNet. It is also assumed that the attacker is provided with some validation dataset in conformity with industry standards [17].

![Fig. 3: Targeted threat model: The 3PIP is assumed to have access to only some layers of the model](image)

III. TEST OF ROBUSTNESS: ATTACK METHODOLOGY

We utilized two types of noised based attacks with the first attack involving the application of Gaussian noise to a targeted layer without the knowledge of other model layer parameters. Here, we assumed the malicious person has access to only the target layer. For the second type of attack, we implemented the traditional FGSM under the assumption that the layers after the target layer is known to the 3PIP. The two noise based attacks utilized in exploring the vulnerability of CapsNet are discussed below:

- **Guassian Noise Attack (GNA):** To carry out this attack, we assume that the 3PIP has access to only a target layer. A target layer is being selected (as shown in line 1 in Algorithm 1), Stochastically generated Gaussian noise ranging between 0 and 1 (with a standard deviation of 0.5), was added to varying number of elements (as shown in line 2 in Algorithm 1) in the different channels of the feature map of the target layer. The addition of Gaussian noise causes selective alteration in the values of the feature map of the target layer (as shown in line 4-5 in Algorithm 1). The model is saved as shown in line 6 of Algorithm 1. Inference is performed on the model using the validation dataset to obtain the accuracy of model as shown in line 7.

- **FGSM Noise Attack (FNA):** To achieve this attack, we assume that the 3PIP has access to other layers after the target layer but not the layers before the target layer. Fast Gradient Signed Method (FGSM) [18] was computed using the signed gradient of the loss of the model and multiplied with small value of $\varepsilon$ to keep the perturbations imperceptible to the human eye in a bid to maintain stealthiness (as shown in line 2 Algorithm 2). The perturbations were added to some elements in the feature map of the target model layer rather than input images as shown in Fig. 4 and line 5 of Algorithm 2. The addition of perturbations causes selective alteration in the values of the feature map of the target layer (as shown in line 5 of Algorithm 2). The model is saved as shown in line 6 of Algorithm 2. Inference is performed on the model using the validation dataset to obtain the accuracy of model as shown in line 7-8.

After perturbations are added to the target layer, the model parameters still remains exactly the same except for the feature maps of the target layer.

IV. RESULTS

To illustrate the noised based attacks, we trained the CapsNet and the regular convolution networks (LeNet, Mini-Vgg & Convnet) on MNIST dataset using parameters shown in Table I above. Two types of attacks were carried out according to the threat model. The first attack (GNA) required only the knowledge of the target layer or the layer assigned to the 3PIP.
Fig. 4: Gaussian noise and FGSM induced noise being introduce to target layers under a noised based assumption that the 3PIP has access to specific layers of the model. This is expected to alter the values of feature maps in the target layers and ultimately affect classification accuracy.

Algorithm 1: Gaussian noise-based perturbation in horizontally collaborative inference of DNNs

```
1 layer_i = target_layer; // i = targeted layer number
2 feature_maps = nn% of element in layer_i; // where nn = [25, 50, 75]
3 x = [x1, ..., xn] ∈ [0, 1];
4 for feature_maps in layer_i do
5     feature_maps' = x * feature_maps
6     model = save(feature_maps)
7     accuracy = test(model, validation_set)
8 end
```

Algorithm 2: FGSM-based noise perturbation in horizontally collaborative inference of DNNs

```
1 layer_i = target_layer; // i =_layer number or target layer
2 feature_maps = nn% of element in layer_i; // where nn = [25, 50, 75]
3 perturbations = ε * sign(∇J(θ, feature_maps, y));
4 where J = Loss, θ = model parameters, y = labels;
5 for feature_maps in layer_i do
6     feature_maps' = feature_maps + perturbations
7     model = save(feature_maps)
8     accuracy = test(model, validation_set)
9 end
```

In GNA, randomly generated noise with a standard deviation of 0.5 was clipped to selected elements in the output feature maps of the target layer. These added values to the output feature maps introduce changes to the CapsNet model. The second attack (FNA) requires the 3PIP to have knowledge of the classification output of the original model. In FNA, perturbations are generated using FGSM and clipped to some elements of the output feature maps of the target layer.

As shown in Fig. 2, inference is performed using validation dataset and we observe that the effect of adding Gaussian perturbations has little effect on classification accuracy when perturbations was added to the first three (3) layers. However, the 6th layer in the Mini-Vgg architecture gave an accuracy of 99% which is assumed to be random. We further observed that there was a decline in accuracy when FNA was added to target layers. CapsNet had the least performance in all of the four models as shown in Table III. In summary, we observed that the proposed methodology of attacks applicable to adversarial attacks that can be modified to exploit the vulnerability in DNNs during the horizontally collaborative inference.

V. CONCLUSION AND FUTURE WORK

In this paper, we examined the robustness of the Capsule Networks when subjected to noised based attacks inference attacks in a horizontal collaborative environment. In this work, the threat model assumes that an attacker is malicious and does not have access to the full CapsNet architecture. Two types of attacks were applied (GNA and FNA). We applied perturbations to different layers of the CapsNet model and observed the effect on the classification accuracy of the model. We further bench-marked the performance of the CapsNet model under attack against three regular CNN models. Our experiment showed that CapsNet model achieved similar classification accuracy as compared to the regular CNNs when attacked using GNA; when Gaussian Noise Attack classification is performed at the Digit-cap layer of the CapsNet, the maximum classification accuracy drop is approximately 97%. Similarly, the maximum classification accuracy drop is 90.1% when an FGSM noise attack is performed at the Conv layer of the CapsNet. To further expand on this work, the next phase is to come up with defence mechanisms against the attacks discussed.
TABLE II: Table showing comparison of Model Performances when subjected to GNA Attack, i.e., classification accuracy compromise in percentages of CapsNet, LeNet, Mini-Vgg and ConvNet respectively

| Model Layers | Conv | Primary Caps | Digit Caps |
|--------------|------|--------------|------------|
| 25% of feature maps | 99% | 98.4% | 4% |
| 50% of feature maps | 98.8% | 98.9% | 4% |
| 75% of feature maps | 92.3% | 93.38% | 2% |

LeNet

| Model Layers | Conv | Pool | Conv | Pool | Dense |
|--------------|------|------|------|------|-------|
| 25% of feature maps | 99% | 99% | 99% | 99% | 5.1% |
| 50% of feature maps | 99% | 98% | 99% | 75% | 5.5% |
| 75% of feature maps | 99% | 98% | 98% | 50% | 4.8% |

Mini-VGG

| Model | Conv | Pool | Conv | Pool | Dense |
|-------|------|------|------|------|-------|
| 25% of feature maps | 98% | 97.2% | 99.5% | 99% | 24% |
| 50% of feature maps | 98.5% | 98.4% | 99% | 71.2% | 99% |
| 75% of feature maps | 96.7% | 97% | 98% | 71.2% | 50% |

ConvNet

| Model | Conv | Pool | Conv | Pool | Conv | Pool | Dense |
|-------|------|------|------|------|------|------|-------|
| 25% of feature maps | 98% | 96% | 89% | 90% | 59.7% | 8.9% |
| 50% of feature maps | 97% | 96% | 82% | 71% | 42% | 7.4% |
| 75% of feature maps | 97% | 95% | 86% | 82% | 40% | 4% |

TABLE III: Table showing comparison of Model Performances when subjected to FNA Attack, i.e., classification accuracy compromise in percentages of CapsNet, LeNet, Mini-Vgg and ConvNet respectively

| Layer Considered | Conv | Primary Caps | Digit Caps |
|------------------|------|--------------|------------|
| Accuracy         | 8.9% | 49.7%        | 18.9%      |

LeNet

| Layer Considered | Conv | Pool | Conv | Pool | Dense |
|------------------|------|------|------|------|-------|
| Accuracy         | 89.1% | 81% | 85.5% | 78.8% | 75.4% |

Mini-VGG

| Layer Considered | Conv | Pool | Conv | Pool | Conv | Pool | Dense |
|------------------|------|------|------|------|------|------|-------|
| Accuracy         | 73.8% | 77.4% | 99% | 77.2% | 76.8% | 97.6% | 86% |

ConvNet

| Layer Considered | Conv | Pool | Conv | Pool | Conv | Pool | Dense |
|------------------|------|------|------|------|------|------|-------|
| Accuracy         | 82% | 89% | 75% | 78.8% | 11.9% | 9% | 1% |
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