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Abstract—The expensive maintenance of legacy systems leads companies to migrate such systems to microservice architectures. This migration requires the identification of system’s legacy parts to become microservices. However, the successful identification of microservices, which are promising to be adoptable in practice, requires the simultaneous satisfaction of many criteria, such as coupling, cohesion, reuse and communication overhead. Search-based microservice identification has been recently investigated to address this problem. However, state-of-the-art search-based approaches are limited as they only consider one or two criteria (namely cohesion and coupling), possibly not fulfilling the practical needs of developers. To overcome these limitations, we propose toMicroservices, a many-objective search-based approach that considers five criteria, the most cited by practitioners in recent studies. Our approach was evaluated in a real-life industrial legacy system undergoing a microservice migration process. The performance of toMicroservices was quantitatively compared to a baseline. We also gathered qualitative evidence based on developers’ perceptions, who judged the adoptability of the recommended microservices. The results show that our approach is both: (i) very similar to the most recent proposed approach on optimizing the traditional criteria of coupling and cohesion, but (ii) much better when taking into account all the five criteria. Finally, most of the microservice candidates were considered adoptable by practitioners.

Index Terms—microservice architecture, legacy systems, microservice identification, search-based software engineering

I. INTRODUCTION

Legacy systems are commonly found in the industry and represent a long-term massive investment [1], [2]. Despite their business importance, these systems often depend on obsolete technologies [3], [4]. Moreover, their maintenance is inherently expensive as many features suffer from poor modularization. Their features are highly tangled to each other within various system’s modules [1], [2]. Many industries are increasingly modernizing legacy systems by extracting their features into microservices [3]–[8]. Nowadays this is a key strategy to increase the longevity of legacy systems, while offering new business opportunities to organizations [4], [9].

The identification of microservice candidates from legacy code is a complex, time-consuming, and error-prone task [3], [4], [10]–[13]. To reap the benefits of microservices, developers must reason about multiple criteria while identifying legacy features as microservice candidates. A criterion is an information in the legacy system used to support the decision-making process to transform (either partially or fully) certain features in microservices. Recent studies show that practitioners have to simultaneously consider five typical criteria – cohesion, coupling, feature modularization, reuse and communication overhead [12], [14] – along the decision-making process.

In fact, these five criteria are directly related to definition of what is a microservice. Microservices are small and autonomous services that work together by using lightweight network protocols [15]. The notion of small refers to the need of producing cohesive, fine-grained microservices [16] with each modularizing a single feature [17]. The notion of autonomous implies that each microservice should be highly decoupled, reusable, whereas reducing the risk of unacceptable network overhead [9], [18].

Thus, project teams have to consider many criteria along microservice identification. This in turn requires the identification and analysis of a wide range of possible microservice candidates, becoming a complex and error-prone task without proper automated support [10], [12]. In fact, there are many cases reported where the microservification of certain legacy features were considered a failure in the long run [19].

However, search-based approaches [20]–[24] are limited as they only consider one or two criteria (namely cohesion and coupling), possibly not fulfilling the practical needs of developers. Even worse, there is no explicit knowledge about the performance of these approaches in an industrial case study. The performance in properly finding solutions with optimized criteria of such approaches is purely assessed quantitatively and in the context of: (i) simple, academic, already well-modularized systems [22], or (ii) an open-source project where they do not have any access to the actual developers [20], [21], [23]. Thus, the performance of existing search-based approaches in an industrial legacy system is unknown.

Moreover, such approaches cannot be applied (or even easily adapted) to the context of real legacy systems. They are too restrictive as they perform a coarse-grained search at the level of modules (or files) and not a fine-grained search at the level of methods (or functions). However, legacy systems often
have very large files where many features are tangled to each other. In other words, methods in a legacy module are often implementing intertwined features, thereby complicating the identification of microservice.

Thus, we propose a many-criteria search-based approach, called toMicroservices, for supporting the identification of microservices in legacy code. Our approach simultaneously optimizes five criteria intrinsically associated with microservices, ranging from cohesion and coupling to feature modularization, reuse and network overhead (Section IV). Differently from existing approaches, toMicroservices is designed to identifying microservices scattered in methods, rather than simply modules (files). Our quantitative and qualitative evaluation of toMicroservices (Section V) is the first to be performed in the context of an industrial in-situ case study (Section III). We analyzed the performance of our approach against a baseline approach and the potential adoption of the microservices candidates by the developers of the target system. The baseline only considers the coupling and cohesion criteria.

The main findings of this work are (Section VI): (i) toMicroservices outperforms recent state-of-the-art approaches (our baselines), (ii) it is able to find a set of microservices that simultaneously satisfy well all the five criteria; 53% of which were considered as adoptable by the developers, (iii) it is able to successfully identify microservices that modularize features otherwise tangled and scattered through many modules of the legacy code, and (iv) some opportunities to evolve the legacy system were easily identified by developers. The complementary material is available online\(^1\).

II. BACKGROUND AND RELATED WORK

In this section, we introduce the basic concepts of microservices and motivate the use of search-based techniques.

A. Microservices Identification in Legacy Code

Monolithic software systems tend to accumulate design problems over time and, at some point, can become unmanageable or even discontinued [25]–[28]. Such design problems are hard to be identified [29]–[32] and refactored [33], [34] in monoliths. Recent studies have reported several benefits of migrating legacy monolithic systems to a microservice architecture, such as improved maintainability and evolvability [4], [8], [10], [11], [35]. In this order, approaches to identify microservices has been proposed, where each identified microservice is a mapping to legacy code elements. Overall, the benefits of an automatic approach to identify microservices are apparent. They free the developer to go into the details of the whole legacy code-base manually and allow them to focus on specific well-modularized parts of the microservice candidates. However, the few existing approaches rely on one or two quality criteria [20]–[24]. Coupling is the most adopted criterion [20]–[23], and recently cohesion has been also used to provide better microservice candidates [23].

Yet, a recent exploratory study with practitioners has revealed that the efficiency of re-engineering legacy systems depends on several criteria beyond coupling and cohesion [12], [14] e.g., the criterion network overhead is relevant given the architectural style of distributed components. In case of important criteria that are not included in an approach, its solutions can hardly align with the desired benefits of microservices. To overcome this limitation, we propose a microservice identification approach that relies on the optimization of five criteria.

B. Search-Based Software Engineering

In the problem of microservice identification, manually evaluating all possible microservice candidates from a legacy system is impractical, especially if many conflicting decision criteria are involved. Thus, this problem has been recently treated by search-based algorithms [20], [21], [23], [24]. Search-based software engineering (SBSE) is the field in which search-based optimization techniques are used to address software engineering problems [36]. In such problems, optimal or near-optimal solutions are sought in a large search space of candidate solutions, guided by an objective function that distinguishes between better and worse solutions [36]. SBSE has proved to be an applicable and successful field, with many studies across the software engineering life cycle, from requirements to maintenance and evolution [36]–[41]. In SBSE, there is also increasing evidence of industrial interest in many software-centric organizations including Facebook [42], IBM [43], and Microsoft [44].

Existing search-based microservice solutions apply evolutionary algorithms such as genetic algorithms [21], [23], to optimize some source code quality criteria extracted from execution traces, and thus generate a set of microservice candidates. These solutions commonly make use of one or two criteria [20], [21], [23], [24]. In contrast, we make use of five criteria. This implies that we turn the search-based microservice identification problem into a many-objective problem\(^2\). To the best of our knowledge, there is no effort to solve such SBSE problem based on many objectives to formally represent the several criteria involved in the microservices identification. This new perspective represents an important challenge in this field. Thus, our work has a comparison of performance, that is, how the criteria are properly optimized by toMicroservices and the baselines. The performance comparison considers different criteria and search-based algorithms commonly used. In addition, we conducted a qualitative study with developers to understand the potential adoption of microservice candidates identified by toMicroservices.

III. INDUSTRIAL CASE STUDY

Our case study relies on a Java legacy system in the domain of oil and gas industry that has been maintained for more than 15 years. The developers of this system reported that its maintenance is very complex and time-consuming even to add a simple new feature. For example, as the system does not use

\(^1\)https://zenodo.org/record/4001153

\(^2\)Search-based problems with four or more objectives [45].
a database, the search for keywords in different files is very slow. Moreover, the system exhibits all the legacy problems mentioned in Section I.

**Microservices Identification Context.** Aiming at mitigating the difficulties to maintain the legacy system, the developers involved in its maintenance started analyzing its migration to a microservice architecture. Initially, the developers tried to perform a manual analysis of the source code to identify possible features to be migrating into microservices. However, this manual analysis required a high effort from developers due to system complexity and size. To reduce effort, the developers used visual tools that represent the legacy system classes and their relations as a graph. The developers stated that the use of such tools was not helpful due to poor, complex modularization of the software features. As an alternative strategy, the developers also considered applying state-of-the-art search-based approaches (Section II) to identify microservice candidates. However, they struggled to use them for the reasons mentioned in the previous section. Moreover, the quality of the approaches’ results was considered largely unsatisfactory. Thus, we present toMicroservices (Section IV) to our industry partner as a possible alternative to automate the identification of microservice candidates for the legacy system. The developers agreed to analyze the microservice candidates generated by toMicroservices along with their migration to a microservice architecture.

**“Microservification” of certain legacy features.** The developers decided for the “microservification” of three important features: Algorithm, Authentication, and Project. The three features have at least two subfeatures, 180 classes, and 1,041 methods associated with the implementation in the legacy code.

- **Algorithm:** provides algorithms information by a REST API, including parameters, binary, documents, and connection points with other algorithms. In addition, this information can be stored using different resources.
- **Authentication:** authenticates and provides information of system users. This includes the creation and validation of tokens, verification of login and password, update of password, and related simple information about users.
- **Project:** responsible for the concept of a collaborative environment between the system’s users. This collaborative environment includes shared files and metadata between different users or types of users.

Developers responsible for the legacy system were asked about the number of desired microservices to the three features aforementioned, the developers usually answered between 5 and 10 microservices. In this way, we configured two different scenarios of toMicroservices to better investigate the adoption of its solutions.

**Example of Many-Criteria Analysis.** In the context of our case study, Figure 1(a) depicts the current monolithic architecture, which is the source of information. Figures 1(b) and 1(c) present illustrative alternative microservice architectures, each one with two microservice candidates and the residual legacy system. Source code elements responsible for the feature Algorithm are highlighted in blue whereas the hachured elements are related Project.

Let us consider the Alternative 1 (Figure 1(b)). This architecture has one microservice with implementation exclusively of the feature Algorithm. This architecture also has another microservice with implementation predominantly related to Project, but also with some methods related to Algorithm, which are called in the logic of Project. As assumed by existing approaches, we could infer that this solution is good in accordance with coupling and cohesion, which are low and high, respectively. However, these simplistic assumptions that features of the existing legacy system usually have well-modularized features in files do not hold in practice. Here we can observe that features are not well-modularized, since the implementation of Algorithm is scattered in two microservices, and more importantly, Algorithm is tangled with Project in the second microservice. Yet, this alternative does not take into account that a method allocated in the first microservice candidate could massively call a method allocated within the second microservice, that would lead to prohibitive network overhead. On the other hand, Alternative 2 (Figure 1(c)) is better than Alternative 1 in terms of feature modularization and would avoid network overhead. In this case, all implementation of the feature Algorithm is within a single microservice, similar to the implementation of Project. Because of this good modularization, even existing massive calls between methods related to Algorithms, it would not be a problem since they are in the same microservice.

Both alternatives illustrate that more than two criteria are needed to achieve satisfactory microservice identification. For legacy systems, as our case study, approaches should consider several criteria and optimize them to obtain a suitable microservice architecture.

**IV. PROPOSED APPROACH**

In this paper, we introduce toMicroservices - a search-based microservice identification approach. Due to the complexity of the problem, the approach relies on many-objective optimization (Section II-B). toMicroservices was conceived based on five objective functions considered by developers as useful in previous studies [12], [14]. The criteria are coupling, cohesion, feature modularization, network overhead, and reuse. The approach’s details are presented next.

**A. Input, representation, and output**

toMicroservices requires three pieces of information as input: (i) the legacy source code, including code elements indicators that will not be parsed, (ii) a list of features related
to each execution of the legacy system and (iii) the number of microservices to be identified. Our approach analyzes the input at the method level to achieve fine-grained microservices.

The proposed approach uses a graph-based representation. Each vertex represents a method of the legacy system assigned to its respective feature. Each edge contains information on static and dynamic perspectives. Besides, it represents a relationship between methods describing data communication, as well as syntactic and dynamic calls between them. Figure 2(a) depicts an excerpt of the adopted representation for the legacy system. The graph presents five vertices, each representing a method in the legacy system under analysis. The vertices m1, m2, and m3 are responsible for the feature Algorithm, whereas the vertices m4 and m5 realize the feature Project.

![Graph representation of the legacy system](image.png)

The output artifacts generated by toMicroservices are: (i) a set of candidate solutions, named Pareto Front (PF), where each element is a graph of microservice candidates, and (ii) the source code in the legacy system associated with each candidate. Each solution is another graph where the vertices are microservice candidates and the edges are the communication between methods and database entities by the particular choices of the microservice candidates. A possible output of toMicroservices is depicted in Figure 2(b), where: (i) m1, m2, and m3 are part of MS1, and (ii) m4 and m5 are included in MS2. In this case, the communication between m3 and m4 (e4) in the solution representation realizes the communication between microservices MS1 and MS2. The values for data communication, syntactic and dynamic calls related to each edge were omitted in Figures 2(a) and 2(b).

### B. Objective Functions

Next, we describe each criterion adopted as an objective function. The criteria of coupling and cohesion were based on related work, but adapted in our approach to the fine-grained (method) level. The criteria of feature modularization and reuse have been used in the context of traditional architectures, which inspired us on proposing their application in the context of microservices. Network overhead is a novel criterion, which is introduced in this paper. Next, we describe these criteria. From now on, MSA (MicroServices Architecture) refers to the graph of the microservice candidates (vertices) and their communications (edges) generated by toMicroservices. That is, it is a solution generated by toMicroservices and also an element in the Pareto set. MSC (MicroService Candidate) refers to a vertex in MSA.

1. **Coupling**: this criterion is computed by using static information similarly to [46]. The individual coupling for each microservice candidate $MS_c$ ($\delta$ function), showed in Equation 1, is the number of static calls from methods within an $MS_c$ to another microservice candidate $MS_c$ in the same $MSA$. $\delta$ function is computed by the sum of the number of static calls from the methods in $v_i$ (that belongs to $MS_c$) to methods in $v_j$ (that does not belong to $MS_c$). In Equation 1, $sc$ is the number of calls present in the body of $v_i$ method and particularly made to the $v_j$ method, and $(v_i, v_j) \in E$ (the edges set in the graph that represent the legacy system).

$$\delta(\text{MS}_c) = \sum_{v_i \in \text{MS}_c \land v_j \notin \text{MS}_c} \text{sc}(v_i, v_j) \quad (1)$$

The total coupling of a solution is the sum of the values of coupling associated with every $MS_c$ in an $MSA$ (see Equation 2). The lower the coupling, the better is the result.

$$\text{Coupling} = \sum_{\forall MS_c \in \text{MSA}} \delta(\text{MS}_c) \quad (2)$$

2. **Cohesion**: cohesion is defined by dividing the number of the static calls between methods within the microservice boundary (i.e., the set of methods assigned to $MS_c$) by all possible existing static calls (similarly to [46]). Hence, this measure indicates how strongly related the methods are within a microservice candidate. To compute cohesion, the $ce$ function is defined in Equation 3 as a boolean function indicating the existence of at least a static call.

$$ce(v_i, v_j) = \begin{cases} 1, & \text{if } \text{sc}(v_i, v_j) > 0 \\ 0, & \text{otherwise} \end{cases} \quad (3)$$

The cohesion of a microservice candidate is presented in Equation 4, where $|MS_c|$ is the cardinality (number of methods) of an $MS_c$. Equation 4 divides the number of static calls by the number of all possible dependencies between methods of a candidate microservice. In this sense, the denominator of Equation 4 is the combination two-by-two of all methods within an $MS_c$.

$$C(\text{MS}_c) = \sum_{\forall v_i \in \text{MS}_c \land v_j \in \text{MS}_c} \frac{\text{ce}(v_i, v_j)}{|\text{MS}_c|(|\text{MS}_c| - 1)} \quad (4)$$

The total cohesion of a solution is the sum of the cohesion associated with every $MS_c$ in an $MSA$ according to Equation 5. The higher the cohesion better.

$$\text{Cohesion} = \sum_{\forall c \in \text{MSA}} C(c) \quad (5)$$

3. **Feature modularization**: We propose a strategy to indicate the responsibility of microservice candidates based on the features associated with executions of the legacy system. To compute feature modularization, the user provides a list of feature names accessible via an interface (e.g., Rest API) of the legacy system under analysis. In addition, each feature label is associated with a part of an execution case (e.g., an interaction case) indicated by the user.
Consequently, toMicroservices performs the traceability between feature labels and vertices (i.e., methods). This traceability is made during the execution of the legacy system responsible for implementing them. We used the vertices labeled to recommend feature modularization in the microservice candidates with fine granularity and limited responsibility.

In this order, the notion of predominant feature was created to indicate the occurrence of the feature that most occurs in the vertices (methods) associated with a microservice candidate. This notion of predominant feature is used to minimize the number of features per microservices. Equation 6 defines the predominant feature \( pf \) function of an \( MS_c \), where \( F_{M_c} \) contains the number of occurrences of each feature in an \( MS_c \).

\[
pf(MS_c) = \max_{v_k \in F_{M_c}} k \quad (6)
\]

\[
f(MS_c) = \frac{pf(MS_c)}{\sum_{v_k \in F_{M_c}} k} \quad (7)
\]

Thus, the feature modularization of a microservice candidate was defined in Equation 7, as the measure of the number of occurrences of the most common feature divided by the sum of all features occurrences within a microservice candidate.

Regarding the feature modularization in the proposed microservice architecture, Equation 7 introduced the feature per microservices. This equation avoids the fact that each microservice candidate has largely different features.

The feature modularization of a solution \( MS_A \) is the sum of the predominant features number in every \( MS_c \) added to the division of the number of distinct predominant features in the \( MS_A \) by the number of microservice candidates in the \( MS_A \). Equation 8 shows the measurement of feature modularization where \( F_{MS_A} \) is the set of different predominant features in the \( MS_A \). In order to avoid separation of the same feature by different microservice candidates, the division in Equation 8 of \( F_{MS_A} \) and \( MS_A \) cardinality reduce the feature scattered. In addition, the occurrences of the predominant feature in each microservice candidate of the \( MS_A \) are summed. It is desired a degree of feature modularization as high as possible.

\[
F = \sum_{v_i \in MS_A} f(c) \quad \frac{|F_{MS_A}|}{|MS_A|} \quad (8)
\]

4. Network overhead: Some non-functional requirements, such as performance, may be negatively affected by the network overhead of the identified (and further extracted) microservices. In order to minimize that problem, we created a heuristic that uses dynamic information to predict the network overhead. The heuristic uses the size of the objects and primitive types passed as parameters between methods during the execution of the legacy system. In addition, the heuristic considers the network overhead caused by the adopted protocol to communicate with the future extracted microservices. For example, the HTTP protocol adds a header to each call and, thus, the size of this header is considered in our estimation.

The network overhead measurement is showed in Equation 9 where the function \( P(v_j) \) returns the set of arguments used in an execution of the method \( v_j \). The function \( sizeOf(p, m) \) is the size of the \( p \)-th parameter in the \( m \)-th call from \( v_i \) to \( v_j \). Data traffic function \( (dt) \) is computed as shown in Equation 10, where \( dc \) function is the total of calls from method \( v_i \) to method \( v_j \) in execution time.

\[
overhead(v_i, v_j, m) = \sum_{v_j \in P(v_i)} sizeOf(p, m) \quad (9)
\]

\[
dt((v_i, v_j)) = max_{m=1}^{m=|dc(v_i, v_j)|}(overhead(v_i, v_j, m)) \quad (10)
\]

The network overhead is defined as the sum of the sizes of the network traffic data to each \( MS_c \) (see Equation 11). The lower the network overhead, the better is the result.

\[
O(MS_c) = \sum_{v_i \in MS_c} dt((v_i, v_j)) \quad (11)
\]

5. Reuse: In toMicroservices, a microservice candidate is considered reusable when either other microservices or the user call it. In this order, we combine static and dynamic analysis to measure the level of reuse of an \( MS_c \). The static analysis computes the number of calls to microservice candidates. The dynamic analysis computes how many times each microservice candidate is called by the user (e.g., calling the API or user interface). This concept is captured by the \( mdu \) function (microservice directly called by the user). \( mdu \) considers the system executions that allow identifying dynamic calls between vertices, including start points by the user.

Equation 12 measures whether each microservice is statically or dynamically reusable. Ideally, a microservice should be reused as much as possible or at least twice [47]. Thus, whenever a microservice candidate is reused at least twice, the result of Equation 12 indicates an adequate reuse level of the microservice (i.e., \( r(MS_c) = 1 \)).

\[
r(MS_c) = \begin{cases} 
1, & \text{if } \sum_{v_j \in MS_c} sd(v_j, v_i) + mdu(MS_c) > 1 \\
0, & \text{otherwise}
\end{cases} \quad (12)
\]

The reuse of a microservice architecture is defined in Equation 13. \( |MS| \) represents the number of microservices. \( Reuse \) assumes the value 1 when all microservices are used at least twice by other microservice or the user. Its value ranges from 0 to 1. The goal is to maximize reuse.

\[
Reuse = \frac{\sum_{v_j \in MS} r(MS_c)}{|MS|} \quad (13)
\]

C. Implementation Aspects

Due to the interdependence and conflicting nature of many-objective criteria, we relied on Non-dominated Sorting Genetic Algorithm III (NSGA-III) [48]. NSGA-III is a genetic algorithm, which is a method for solving both constrained and unconstrained optimization problems that reflect the process of natural selection [49]. This algorithm repeatedly selects the fittest individuals for reproduction to produce offspring of
the next generation. Over successive generations, the individuals evolve toward a set of optimal solutions. To implement NSGA-III, we used jMetal, which is an object-oriented Java-based framework that includes modern state-of-the-art optimizers [50].

By its complex nature, optimization of designs using evolutionary algorithms can easily lead to architectural violations. Harman and Tratt [51] pointed out that it is difficult to guarantee the accuracy and consistency of solutions after the application of the crossover operator, which has as goal combination of two different designs. To avoid this problem, the first version of toMicroservices relies exclusively on the use of the mutation operator. This mutation operator is based on the operator presented in related works [21], [23]. It consists of moving methods from one microservice candidate to another one in an individual of the population. In a simplified form, this mutation operator can be seen as an analogy of the move method refactoring [52]. The fraction of methods to be moved is configurable. The methods and microservice candidates are randomly selected and any kind of method can be moved.

A pre-processing traceability step was performed before the optimization process to label each vertex with the feature that it implements. The feature labeling was configured by the manual analysis of the legacy system execution. During this analysis, an expert on the legacy system informed the entry points in the trace execution of the selected features or subfeatures. Each entry point in the trace execution was used to label the vertices of the graph representation (Section IV-A).

V. EMPIRICAL EVALUATION DESIGN

In this section, we present details of the empirical study conducted to evaluate toMicroservices in the context of the legacy system presented in Section III.

A. Research Questions

We aim at answering the following two research questions:

RQ1- How is the performance of toMicroservices during the optimization process in comparison to the baseline approaches? To answer this research question, we evaluate the performance of toMicroservices (Section V-B) firstly in comparison with a baseline that represents the best state-of-the-art approach [21], [23], optimizing two traditional criteria, namely coupling and cohesion. Considering that there is no existing approach optimizing five criteria, secondly, we compared toMicroservices with a random search algorithm. Arcuri and Briand [53] state that a search algorithm can always be compared against at least a random search to check that its success is not due to the simplicity of solving the posed problem. In such evaluations we analyzed: (i) the results according to traditional quality indicators used in multi-objective optimization (Section V-C), and (ii) how the criteria are optimized by search algorithms.

RQ2- Do the developers judge the solutions found by toMicroservices adoptable? We want to investigate whether the microservices identified by our approach are in accordance with practical needs of developers. So, we performed a qualitative analysis to verify if the developers would adopt a microservice candidate as an actual solution to be used in practice. To do so, eight experienced developers in the target system were divided into two groups to evaluate the adoptability of microservices generated by toMicroservices in two different levels of granularity. The design of the qualitative study is presented in Section V-D.

B. Study Configurations

To answer the posed RQs, we implement different algorithms in two different studies, as follows.

1) Study to Answer RQ1: We implement four algorithm configurations: (i) Baseline NSGA-II, (ii) Baseline NSGA-III, (iii) toMicroservices and (iv) Random Search. Baseline NSGA-II and Baseline NSGA-III optimize the traditional criteria of coupling and cohesion. The former is based on the related works [20], [21], [23] and uses NSGA-II [54], widely used in SBSE studies [40]. The latter uses NSGA-III, which is a new version of the algorithm used in the former configuration. Our goal in comparing Baseline NSGA-II with Baseline NSGA-III is to reason about which one performs better when optimizing only coupling and cohesion, supporting the adoption of NSGA-III for our approach. For the optimization of the five criteria, we implement toMicroservices, which is the proposed approach, and a Random Search, which is commonly adopted for comparisons when there is no existing approach in the literature for direct comparison [53]. We implemented a random search with a random selection of vertex per each microservice. After each iteration, the five criteria were evaluated and the non-dominated solutions were stored to be used in the next iterations.

The analysis of these configurations was based on two quality indicators [55] traditionally used to compare the algorithm’s performance, namely Hypervolume (HV) and Inverted Generational Distance (IGD), described in details in the next subsection. Despite our focus being the performance on optimizing the five criteria, an initial analysis between Baseline NSGA-II and Baseline NSGA-III using ED and IGD only considered coupling and cohesion was performed, as aforementioned, to allow us observing the behavior of NSGA-III in comparison to state-of-the-art approach using NSGA-II [23]. For the analysis of performance with the five criteria, we compared toMicroservices and Random Search firstly using ED and IGD, and secondly the trade-off among solutions depicting the values of all five objective functions in the search space. For this, we also included Baseline NSA-III, which optimized only two objective functions, but we computed the remaining values of the additional three criteria after the optimization for the sake of analysis.

All algorithms, except for the Random Search, the parameters were the same. The population size was defined as 100 individuals. The maximum number of iterations was set to 10,000. This last parameter is also the stopping criterion. Both parameters are higher than the previous study that used genetic algorithm [23]. In addition to these traditional parameters,
there are three more parameters related to our problem: (i) the fraction of methods exchanged by the mutation operator, that was set to the minimum of 1 to the maximum of 50% of all microservice methods; (ii) the number of microservice candidates was set to 10; and (iii) number of methods allocated in each microservice was set to between 3% and 16% of the total number of methods. We used the configuration of 10 microservices for the analysis of performance as it is a more challenging setting by having a higher search-space in comparison to the configuration of 5 microservices. Given the randomness of genetic algorithms, we executed 30 independent runs for each approach, according to guidelines for SBSE studies [40], [53].

2) Study to Answer RQ2: We configured two different scenarios of toMicroservices to better investigate the adoption of its solutions. These scenarios are: (i) Scenario-5MS, in which the number of desired microservices was set to 5, and the number of methods allocated in each microservice was set to between 5% and 50% of the total number of methods; and (ii) Scenario-10MS, that similarly to configurations to answer RQ1, had the number of microservices set to 10, and the number of methods allocated in each microservice was set to between 3% and 16% of the total number of methods.

C. Quantitative Comparison of Performance

For the quantitative comparison of the algorithm configurations of the study designed to answer RQ1 – Baseline NSGA-II vs Baseline NSGA-III using two criteria, and toMicroservices vs Random Search using five criteria – we used two quality indicators commonly applied in the field of SBSE when optimizing many objectives. Our quantitative analysis is based on the traditional indicators of Hypervolume (HV) [56] and Inverted Generational Distance (IGD) [57].

HV measures the area of the objective space from a reference point to a front of solutions [56]. In this study, we use the HV computed by a recursive and dimension-sweep algorithm [58]. The front of the solutions was normalized between [0,1] to compute this indicator. The reference point adopted had the value of 1.1 for all the five objectives, to make it strictly dominated by all solutions of the normalized front. Notice that all algorithms were implemented to deal with all objectives as a minimization problem.

IGD is used to calculate the distance from the True Pareto Front (PFtrue) to an approximation of the Pareto Front found by the algorithm (PFknown). For this indicator, values closer to 0 are desired, since 0 indicates that the PFknown is the same than the PFtrue. As PFtrue is not known for the problem tackled in this paper, and finding an optimal solution is NP-hard, we adopted a common way to estimate PFtrue that consists of using the non-dominated solutions found by all algorithms in all runs [56].

To analyze the statistical difference between toMicroservices and the Baseline, we used the Wilcoxon signed-rank test [59] as the data sets have non-normal distribution. Furthermore, we also compute the effect size with the VarghaDelaney’s $\tilde{A}_{12}$ measure [60]. Both tests are widely used to assess approaches in SBSE [40], [53].

D. Qualitative Evaluation with Developers

This section describes a qualitative study conducted to evaluate the potential adoption of microservice candidates obtained with toMicroservices. The study involved interviewing developers of the legacy system with respect to individual microservices generated by toMicroservices to answer RQ2. Next, we detail the study design.

1) We selected eight developers who are specialists in the legacy system. They were randomly divided into two groups, one for each aforementioned scenario in Section V-B.

2) For each scenario (Scenario-5MS and Scenario-10MS), we selected five solutions from the set of non-dominated ones found by toMicroservices. Each solution has the best value for one of the proposed objective criteria.

3) Developers indicated, using the Likert scale, how specialist they are for each feature considered by our approach.

4) During a semi-structured interview (with closed and open questions), each developer assessed four microservice candidates from two different solutions, which were selected from the set of solutions created in step (2). The first selected solution has the best value of the objective criteria pointed as the most useful by the developer. The second one has the best value of the objective criteria pointed as the less useful. Given the selected solutions, two microservices were chosen from each solution, according to the feature expertise of the developer indicated in step (3). For each microservice, we asked the developer: Would you adopt this microservice? Why? The adoptability was collected on a five-point Likert scale and the corresponding motivation (explanation) was summarized in a textual file. The five points Likert scale are: (i) I would not adopt at all, (ii) I would not adopt, (iii) I would adopt partially, (iv) I would adopt, and (v) I would promptly adopt. The participant was instructed to adopt partially whenever he would modify the microservice elements with not less than 20% of modifications (e.g., moving a method from one microservice to another).

5) In the last step, all data were collected and analyzed by three of the authors. The analysis of the adoption motivation was conducted using a coding strategy. Three researchers (two professors and one master student) performed the encoding to all the motivations in an isolated way. After that, they compared the encoding in a meeting and converged to a single encoding.

VI. RESULTS AND DISCUSSION

In the next sections, we present the results regarding the performance of toMicroservices (RQ1, Section VI-A) and the potential adoption of the microservice candidates (RQ2, Section VI-B).

A. RQ1 - Performance of toMicroservices

For the initial analysis between Baseline NSGA-II and Baseline NSGA-III, Table I presents the results of HV and
IGD (see Section V-C) for the 30 independent runs of each algorithm. Wilcoxon pointed statistical difference (p-value ≤ 0.05) for both indicators. Furthermore, the effect size measure also pointed difference of large magnitude for HV and IGD. The cells with the best values are highlighted in gray. For all cases, Baseline NSGA-III reached better results. This indicates that even for two objectives, NSGA-III can explore the space of solutions better than the baseline. Based on this evidence, we confirm that NSGA-III is the best choice for the problem of identifying microservices.

Regarding the optimization using the five criteria for identifying microservices, toMicroservices was compared to a Random Search. Table II presents the results of the indicators. The results obtained by toMicroservices are better than the results of the Random Search in all cases. Corroborating with the results that NSGA-III was the best algorithm for the baseline, which is the same algorithm used by our approach, we can clearly attest that toMicroservices has the best performance in comparison to the Random Search and the state-of-the-art approaches, when optimizing five criteria simultaneously. This comparison among solutions of toMicroservices, Random Search, and Baseline NSGA-III is further detailed next.

To reason about the trade-off among the criteria and the benefits of using five criteria instead of two criteria, Figure 3 depicts parallel coordinate charts. The first two charts (i.e., Figures 3(a) and 3(b)) depict the solutions of toMicroservices and Random Search approaches to optimize five criteria. The last chart (i.e., Figure 3(c)) depicts the solutions of the Baseline NSGA-III. As aforementioned, the Baseline approach optimizes only two objectives (coupling and cohesion). However, for the sake of comparison, we collected the corresponding values of the additional criteria after the optimization process. This allows us to reason about the advantages of optimizing only coupling and cohesion in comparison to our many-criteria approach.

At first, we can see that the range of values for the criteria of coupling and cohesion covered by all approaches are concentrated in the best area for Baseline NSGA-III, as expected since it exclusively optimizes these two objectives. On the other hand, values of the other three criteria (i.e., feature modularization, overhead and reuse) for Baseline NSGA-III are all placed in the worse area. We can also observe that despite the values of coupling between toMicroservices and Baseline NSGA-III have the solutions in a very similar range of values, the latter has some solutions with better values of cohesion than the former. However, as we previously discussed, these solutions lead to a high degradation of the other criteria. Thus, toMicroservices has the overall best performance, since it optimizes all criteria simultaneously.

We investigate the benefit of using three additional objectives equally relevant to identify microservices. We can observe the difference in the solutions regarding the criteria feature modularization and network overhead in Figures 3(a) and 3(c). For feature modularization, the great majority of solutions found by toMicroservices is better than the solutions found by the Baseline approach. In addition, almost all solutions of toMicroservices are also better regarding the criterion of network overhead, since they are mostly grouped in the mid-lower area of the graph in Figures 3(a), which correspond to lower network overhead. Finally, reuse is a boolean criterion, in which all solutions of all approaches reached values equal to 1, indicating that the microservice candidates found by the approaches are reused in other parts of the architecture (see Section IV-B(5)).

Now we compare the two five-objective approaches, i.e., toMicroservices and Random Search. The solutions of
toMicroservices (Figure 3(a)) are more concentrated in a better range of values when compared to Random Search (Figure 3(b)). For example, the blue lines in Figure 3(a) show a better trade-off among the four first criteria with average values of coupling and cohesion, and low values of network overhead and feature modularization for most of the solutions. For the Random Search (Figure 3(b)), there is not standard behavior, as in toMicroservices.

| toMicroservices has better performance than the Baseline and the Random Search for the search-based microservice identification. Yet, the additional criteria optimized by our approach introduce a new perspective during the optimization of the solutions, which is not achieved when optimizing only coupling and cohesion. |
|---|

**B. RQ2 - Adoptability of Microservice Candidates**

We inquired eight participants about the potential adoption of the microservices generated by toMicroservices. Seven participants are developers of the legacy system and one is a team leader. The participants are mostly experienced developers, with a median time experience in software development of 12.5 years. Regarding the experience with the target system, we have both experienced developers (8-20 years of experience), and recent developers (0.5-3 years).

As described in Section V-B, we analyze two scenarios: Scenario-5MS and Scenario-10MS with five and ten microservice candidates, respectively. Participants P1 to P4 were inquired about the adoptability of the microservices identified in Scenario-5MS, while the participants P5 to P8 were inquired about the adoptability of the microservices identified in Scenario-10MS. Each participant was asked to analyze the adoptability of four microservices according to his expertise.

Interestingly, regardless of their experience in the legacy system, all participants could identify the predominant features being modularized within the microservices. The participants also recognized new features (including subfeatures), which were not previously informed as known by them, but identified during the adoptability analysis of the microservice candidates. However, participants with more experience in the target system (P4, P5, P6, P8) were able to recognize more features and new features than moderately experienced participants. A participant (P7) of Scenario-10MS stated the following with respect to the feature algorithm and the two subfeatures parser and writer: “This microservice is a subset of a more general microservice of algorithm with at least parser and writer”.

The participants who analyzed solutions of Scenario-5MS indicated that some microservices would not be adopted in practice because of their large size. According to them, these microservices had too many methods as part of a coarse-grained feature, and different features undesirably tangled in the same candidate microservice. One participant (P1) stated: “I would not adopt this microservice because it is very large with too many methods, which realize different, unrelated features, i.e., project and authentication”. The quantitative results indicated that 7 microservices of the proposed microservices are partially adoptable or adoptable. A participant argues: “I would adopt this microservice since it realizes the management of project files, and it is highly reusable by different tenants”. Also, the participant P2 argues: “I would adopt this microservice since it is highly cohesive. However, I would further decompose it into a smaller microservice, even tough given certain constraints in our architecture, I would adopt the proposed microservice as it is”.

For Scenario-10MS, the analysis of the solutions by the developers pointed out that they would fully or partially adopt 63% (10 microservices) of the proposed microservices. The participants indicated 3 microservices as not interesting to be adopted in practice, mainly because the features modularized by them are too small. A participant (P6) said: “This isolated microservice does not make sense. I believe that it should be merged into the microservice that manages project files”. However, the same microservice, which modularized the aforementioned subfeature, was accepted by another participant. Similar contradicting cases occurred among other practitioners. These cases evidence a divergence among participants and their analysis of the adequate level of granularity for the microservice boundaries.

In addition to the limiting of different developers profiles regarding granularity level, another point that impacted the adoptability of microservices was methods in the wrong microservices. Part of them are related to badly modularized transversal features, such as authentication and log. Overall, toMicroservices was able to generate 53% of microservices that would be adoptable in a practical sense by the developers of the system under analysis.

The microservices generated by toMicroservices indicated opportunities to evolve the legacy system. Regarding them, new technologies were pointed out by developers. The participant P5 stated that some generated microservices modularize the subfeature of the project file management, and they can be modified to be a facade to a file database. As mentioned in Section III, the current version of the legacy system does not use a database.

Microservices generated by toMicroservices also helped developers to identify customization opportunities to evolve the legacy system, as shown by the team leader: “one possible customization for this microservice is to allow using centralized or decentralized files for each project”. Other opportunities mentioned involve three microservices (Algorithm Flow Builder, Project Files Manager, and Project Metadata) and they can be done in different levels of abstraction: (i) customizing the interface of a microservice, (ii) changing a microservice by specialization, and (iii) completely disabling a microservice. Such observation corroborates the finding of a previous study [14] that the migration to a microservice architecture contributes to the system’s customization.

---

1Detailed results in https://zenodo.org/record/4001153
Overall, the developers found the solutions generated by toMicroservices adoptable. Four participants would adopt two analyzed microservices, three participants would adopt at least one microservice, and only one participant would not adopt any microservice.

C. Other Lessons Learned

Scattered features need further attention. For instance, the feature authentication was not captured by a microservice as the main feature. The methods implementing this feature were scattered among several microservices for both scenarios presented in Section VI-B. The scattered methods of authentication can be due to two reasons: (i) bad modularization in the legacy system, (ii) it is a crosscutting feature. An intensive bad modularization should be difficult to convert to acceptable values of cohesion and coupling in a microservice. In addition, the crosscutting feature may be optimized with different objective values since in a microservice architecture it is common to find methods regarding e.g., authentication or logging that are highly-coupled with other microservices.

At the end of the interview, the developers were inquired about improvements that could help them in the analysis. Half of the participants pointed out that a visual representation of the methods inside a microservice could make the analysis easier. In addition, the participants recommended: (i) to remove auxiliary functions providing a “clear” view of the microservices (ii) to remove dependencies that will not exist in the migrated system, and (iii) to highlight the predominant feature or subfeature in a microservice.

The results of the evaluation also indicate the importance of adding user interaction during the evolutionary process. In particular, toMicroservices should be able to allow developers to perform certain modifications on microservice candidates (e.g., add, delete and move methods) and freeze the microservice that they judge properly designed.

VII. Threats to Validity

Next, we discuss the threats to the validity of this study.

Internal Validity. A threat to the internal validity of this study is the selection of the evolutionary algorithm and its parameter settings. We used the state-of-the-art genetic algorithm based on NSGA III [48] which has shown high accuracy to solve many-objective problems in the SBSE field. Moreover, we set parameters based on previous work [23] or to outperform it.

Due to the many-objective nature of NSGA-III, the solutions may converge to a different set of local optimum (i.e., microservice candidates) in each run. To mitigate any bias, we set the execution of the algorithm to 30 independent runs, and we selected the best solution among the solutions produced in each run according to the Euclidean distance quality indicator.

Our results can also be subject to execution traces bias, since all execution traces are generated using given test cases. To mitigate this threat, the developer in charge of microservice identification has sufficient knowledge of the target system, including test cases and parameter settings.

External Validity. There is an inherent threat to external validity in generalizing our findings for other legacy systems. We mitigate this threat by selecting a consolidated real-world legacy system with more than 15 years of existence under the process of migration to microservices. We focused on a single system to be able at making robust and reliable statements about the performance of our approach. Once we are able to demonstrate evidence to the considered system, we can then perform such an analysis also over other systems and adding new objective criteria by extending our current implementation to generalize our findings and improve our results.

The second threat is related to the discussion of the results. Three authors of the paper analyzed the developers’ answers to mitigate potential problems in the coding process. In addition, we conducted a discussion with all authors to avoid any confusing interpretation or misunderstanding of the results.

The different levels of experience of subjects participating in the experimentation is another external threat to validity. Different groups of subjects may have different opinions about the microservice candidates. We tried to minimize this threat by involving experienced developers who were knowledgeable about the legacy system.

VIII. Conclusion

This paper introduced toMicroservices, an automated approach to identify microservices from legacy systems. toMicroservices deals with five criteria observed as relevant and useful in an industrial survey. toMicroservices was compared to a baseline approach in an industrial case study. The baseline considered only two traditional criteria, namely coupling and cohesion.

The quantitative results pointed out that the performance of toMicroservices is better than the baseline, reinforcing the need to adopt more criteria than traditional ones. We clearly observed that the criteria of feature modularization, network overhead, and reuse introduced a new perspective in the optimization of the solutions, and that they are not subsumed by coupling and cohesion. The qualitative results indicated that developers would adopt microservices identified by toMicroservices during the process of migrating to microservice architecture. Moreover, the solutions generated by toMicroservices indicated opportunities to better maintain and evolve the legacy system.

The lessons learned with the industrial case study include: the importance of providing proper visualization of the microservice candidates as well as the need of adapting some objective functions to consider highly-crosscutting features.
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