From temporal network data to the dynamics of social relationships
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Networks are well-established representations of social systems, and temporal networks are widely used to study their dynamics. However, going from temporal network data (i.e. a stream of interactions between individuals) to a representation of the social group’s evolution remains a challenge. Indeed, the temporal network at any specific time contains only the interactions taking place at that time and aggregating on successive time-windows also has important limitations. Here, we present a new framework to study the dynamic evolution of social networks based on the idea that social relationships are interdependent: as the time we can invest in social relationships is limited, reinforcing a relationship with someone is done at the expense of our relationships with others. We implement this interdependence in a parsimonious two-parameter model and apply it to several human and non-human primates’ datasets to demonstrate that this model detects even small and short perturbations of the networks that cannot be detected using the standard technique of successive aggregated networks. Our model solves a long-standing problem by providing a simple and natural way to describe the dynamic evolution of social networks, with far-reaching consequences for the study of social networks and social evolution.

1. Introduction

Social relationships are created and maintained through interactions between individuals, which can last and be repeated over a variety of time scales. Social networks provide convenient representations for the resulting human and non-human animal social structures, where individuals are the nodes of the networks and links (ties) are summaries of their social interactions [1-4]. Recently, the availability of temporally resolved data on interactions between individuals, from various types of communication [5-9] to face-to-face interactions [10-13] has fuelled the development of the field of temporal networks [14,15], which replaces static ties by information on the actual series of interactions on each tie, allowing researchers to further the study of social networks. For instance, aggregating temporal information over successive time windows has made it possible to follow the evolution of ties over larger time scales [16-19]. Taking into account the temporal features of each tie during a certain time window can also shed light on their strength and persistence [20,21]. Finally, researchers have identified temporal structures with no static equivalent [22-24] that reveal interesting patterns of relevance to the analysis of social phenomena or dynamic processes in a social group [25,26].

Despite this progress, moving from a stream of interactions within a group of individuals, represented by a temporal network, to a meaningful quantification of the strength and evolution of their social relationships, remains a challenge. Indeed, the temporal network seen at any specific time \( t \) contains by definition only the interactions taking place at \( t \), while the state of a relationship between two individuals at \( t \) depends potentially on the whole history of their previous interactions, both mutual and with others. Temporal aggregation
over successive time windows is a commonly used approach to address this issue, but a number of properties of the networks obtained by temporal aggregation on successive windows depend on the window length and placement [27–30]. Aggregating over increasingly long time windows also averages out relevant temporal information by treating in the same way old and recent interactions, and by not taking into account possible temporal correlations between successive interactions, nor the impact of a single interaction on multiple interactions. Moreover, no single natural time scale for successive interactions, nor the impact of a single interaction taking into account possible temporal correlations between the same old and recent interactions, and by not averaging out relevant temporal information by treating networks obtained by temporal aggregation on successive windows is a commonly used approach based on the idea that the weight of a tie between two individuals is determined by the pace of interactions between individuals, 

In the following, we define a parsimonious model for the evolution of social ties based on these concepts, with two parameters quantifying, respectively, the increase in the weight of a tie $i \rightarrow j$ when an interaction occurs between $i$ and $j$, and its decrease when another interaction involving either $i$ or $j$ (but not both) takes place. We then show the relevance of the model by applying it to several datasets describing interactions in groups of human and non-human primates and by using it to automatically detect naturally occurring changes in the groups’ dynamics and artificially generated perturbations in the data.

2. Results
(a) Framework
The concepts highlighted above can be translated in various ways to transform a stream of interactions into evolving tie weights of an evolving directed network $G(t)$. The nodes of the network represent the individuals and the weight $w_{ij}(t)$ represents the strength of the social relationship from $i$ to $j$ at time $t$. Here, we consider a model depending on two parameters, $\alpha$ and $\beta$, with the following rules:

- We start from an empty network with uniform weights initialized to zero, i.e. $w_{ij}(0) = 0 \forall i, j$.
- At each time $t$, we denote by $E(t)$ the set of interacting ties at $t$. Then, for each tie $(i, j) \in E(t)$, the weights of the ties in which $i$ and $j$ are involved are updated according to

$$
\begin{align*}
\dot{w}_{ij}(t^+) &= w_{ij}(t^-) + \alpha(w_{\text{max}} - w_{ij}(t^-)) \\
\dot{w}_{ji}(t^+) &= w_{ji}(t^-) + \alpha(w_{\text{max}} - w_{ji}(t^-))
\end{align*}
$$

(2.1)

and

$$
\begin{align*}
\dot{w}_{ik}(t^+) &= (1 - \beta)w_{ik}(t^-) \quad \forall k \neq j, (i, k) \notin E(t) \\
\dot{w}_{jk}(t^+) &= (1 - \beta)w_{jk}(t^-) \quad \forall k \neq i, (j, k) \notin E(t).
\end{align*}
$$

(2.2)

The weights of all ties interacting at $t$ thus increase according to (2.1), while the weights of the neighbouring ties that do not interact at $t$ decrease according to (2.2). These rules of evolution can be applied to temporal network data expressed either in continuous time (i.e. an interaction between two individuals can occur at any time) or in discrete time (when the data itself has a finite temporal resolution): in the former case, $t^-$ and $t^+$ stand respectively for the times immediately before and after the interaction; in the latter case, $t^-$ is simply replaced by $t$ and $t^+$ by $t+1$ in equations (2.1)–(2.2). The parameter $0 < \alpha < 1$ quantifies how much a tie strength is reinforced by each interaction, while $0 < \beta < 1$ accounts for the weakening of the strength of the ties with other individuals. $w_{\text{max}} > 0$ represents the maximum possible value of the weights, which we set to $w_{\text{max}} = 1$ without loss of generality. These rules ensure that the weights remain bounded between 0 and $w_{\text{max}}$ and, if a tie’s weight is zero, it remains so unless there is an interaction involving that tie. Moreover, the weights of the ties between individuals who interact often increase towards $w_{\text{max}}$. The weights thus represent a quantification of the strength of the social ties at each time, taking into account the history of interactions as well as the impact of each interaction of an individual on all its ties, strengthening some and weakening others. Interestingly, in a simple case of random and uncorrelated interactions, the long-time limit of the weight between two individuals can be shown to correspond to their probability of interaction (see electronic supplementary material).

It is important to stress that, while instantaneous interactions may be undirected (no source nor target individuals such as in face-to-face interaction data), the evolution rules (2.1)–(2.2) result in a directed network. Upon an interaction between $i$ and $j$, $w_{ij}$ and $w_{ji}$ evolve in the same way; however, when $i$ interacts with other individuals than $j$, $w_{ij}$ decreases while $w_{ji}$ is not affected. For instance, if $j$ interacts only with $i$ but $i$ interacts with many other individuals, $w_{ij}$ can only increase (upon each interaction with $i$), while $w_{ji}$ will increase at each interaction of $i$ and $j$ and decrease at each interaction of $i$ with $k \neq j$: $w_{ij}$ thus becomes larger than $w_{ji}$, reflecting the
fact that $i$ is more important to $j$ than $j$ to $i$. Naturally, the evolution rules could easily be modified in the case of directed interactions, such as in an exchange of text messages or on online social media: for instance, if $i$ sends a message to $j$, the weights $w_{ij}$ and $w_{ji}$ could be affected more strongly than the weights $w_{i}$ and $w_{j}$. However, this would require the introduction of additional parameters.

(b) Application to empirical data

Let us first consider empirical data describing face-to-face proximity interactions collected by wearable devices in two schools, namely a French elementary school [47] and a US middle school in Utah [13,48], with a temporal resolution of approximately $20$ s in both cases (the devices collected data on the relative proximity of individuals, and not on their location; see Material and methods for more details). Although both cases involve school contexts, the classes were organized very differently, as described in [47,48]: the elementary school students remained in the same classroom for their different classes, while the middle school students changed classrooms between classes.

In each case, we transformed the temporal network data into a network $G(t)$, with the weights evolving according to the rules (2.1)–(2.2). For simplicity, we used $\alpha = \beta = 1$ and considered various values of $\alpha$. We then stored the network $G(t)$ and the tie weights every $\Delta$ time steps (i.e. $G(n\Delta)$ for $n = 0, 1, 2, \ldots$) and computed the similarity between each pair of stored networks $G(n\Delta)$ and $G((n+1)\Delta)$ (see Material and methods). We thus obtained a matrix of similarity values [18,34] for each value of $\alpha$, shown in figure 1 for $\alpha = 0.1$.

For instance, in the case of the US school, the large values of similarity found in the diagonal blocks (in yellow) indicate periods in which the network $G(t)$ remains stable, and lower values (off-diagonal) indicate that these periods of stability are different from each other; as seen from the comparison with the school schedule, each diagonal block (period of stability of the network) corresponds to a specific class period. In the French school, the organization in blocks correspond to the class and lunch periods. These matrices thus clearly highlight that the two contexts correspond to different schedules and organizations of interactions and reflect the temporal organization and the periods of importance in the school schedules. We show in figure S1 in the electronic supplementary material that, at small $\alpha$, the weights evolve too slowly and the distinction between the various periods becomes clearer as $\alpha$ increases.

(c) Detection of a perturbation

To go beyond a mere visual inspection of the similarity matrices, we considered a more systematic analysis of the capacity of a temporal network representation, obtained either by temporal aggregation or through our framework, to detect perturbations in a social group’s interaction patterns. To this aim, we first introduced a synthetic perturbation of controlled intensity and duration in the temporal network data, for instance by switching the identity of some nodes for a certain duration. We then followed the steps outlined in figure 2. First, we used our framework to transform the perturbed temporal network into an evolving weighted graph according to the evolution rules (2.1)–(2.2). This weighted graph was observed every $p$ time steps (if the real time duration of one time step is $\delta$, this means that we observed the graph every $\Delta = p\delta$). As a baseline, we also aggregated the temporal network data on successive time windows of duration $\Delta$ (figure 2a), i.e. we considered at time $t = (m+1)p$ ($m$ being an integer) the aggregation of the $p$ snapshots $L_{mp+1}$, $L_{mp+2}$, …, $L_{mp+p}$, using as weights of the aggregated links the number of interactions in that time range. We then followed Masuda et al.’s procedure for detecting states in a temporal network [34]. Namely, we computed
Figure 2. Workflow used to detect discrete states and change points in temporal networks and to estimate the performance of the detection. (a) Creation of a sequence of networks, either by temporal aggregation over successive time windows of \( p \) time steps: namely aggregating the \( p \) snapshots from \( t_{mp+1} \) to \( t_{mp+p} \) (\( m \) being an integer), and using as weight \( w_{ij}^{\text{aggregated}} \) of a link \( ij \) in the aggregated network the number of interactions between \( i \) and \( j \) in this time range, or by transforming the data into an evolving network observed every \( p \) time steps. (b) Computation of the similarity between all pairs of networks using the global cosine similarity (see Material and methods). (c) Classification of the networks into discrete states using a hierarchical clustering algorithm on the distance matrix (the distance between two graphs being simply defined as 1 minus their similarity). (d) To estimate the performance of the classification, we use (i) the Jaccard index between the known and detected time frame of the perturbation and (ii) the delay of the detected perturbation, defined as the number of timestamps between the actual starting time of the perturbation and the smallest timestamp of the following cluster detected. (Online version in colour.)
the cosine similarity matrix between graphs observed at different times (figure 2b), transformed it into a distance matrix, and applied a hierarchical clustering algorithm (see Material and methods) to detect discrete states of the network. As the ground truth perturbation is known, we added a validation step to compare the states obtained by the clustering algorithm to the known perturbation. In this step, we quantified the detection performance through two indicators (figure 2d), namely the Jaccard index between the sets of timestamps of the actual perturbation and the timestamps of the perturbed state detected, and the delay between the start time of the actual perturbation and the corresponding value obtained through the clustering algorithm (see Material and methods).

To illustrate the procedure, we considered proximity data from a group of baboons (see Material and methods). We introduced a small perturbation in the data, namely the exchange of two individual's identities in the data during a certain period. In figure 3, we use a perturbation duration of 2 h and show the resulting similarity matrices between the weighted evolving networks obtained for three values of $\alpha = \beta = 0.001$, $0.1$, $0.5$, respectively. The black and red lines correspond to the (known) start and end times of the perturbation. Panel (d) shows the performance detection of network states (figure 2), computed from the hierarchical clustering analysis applied to the distance matrices, with the number of clusters fixed to $C = 3$. The blue line represents the relative delay in the detection of the perturbation, i.e. the difference between the known beginning of the perturbation (black line) and the detection of a new network state, divided by the total length of the perturbation. The orange line indicates the Jaccard index between the known perturbation and the perturbation detected by the clustering algorithm. The detection performance relative to the aggregated network is not presented because no cluster detected by the algorithm corresponded to the simulated perturbation. The similarity matrices for the aggregated network with different time window lengths are shown in figure S4 of the electronic supplementary material. (Online version in colour.)

Figure 3. Detection of a simulated perturbation in a temporal network dataset. Here, we consider one day of proximity data collected from a group of 13 baboons (see Material and methods). The data, with a temporal resolution of 20 s, are artificially perturbed by exchanging the identity of two nodes for 2 h. The resulting temporal network is transformed into a weighted evolving network as described in the text, and this network is observed every 30 min. Panels (a−c) represent the resulting cosine similarity matrices for values of $\alpha = \beta = 0.001$, $0.1$, $0.5$, respectively. The black and red lines correspond to the (known) start and end times of the perturbation. Panel (d) shows the performance detection of network states (figure 2), computed from the hierarchical clustering analysis applied to the distance matrices, with the number of clusters fixed to $C = 3$. The blue line represents the relative delay in the detection of the perturbation, i.e. the difference between the known beginning of the perturbation (black line) and the detection of a new network state, divided by the total length of the perturbation. The orange line indicates the Jaccard index between the known perturbation and the perturbation detected by the clustering algorithm. The detection performance relative to the aggregated network is not presented because no cluster detected by the algorithm corresponded to the simulated perturbation. The similarity matrices for the aggregated network with different time window lengths are shown in figure S4 of the electronic supplementary material. (Online version in colour.)
such time scales, our framework resulted in a perfect or almost perfect detection of the perturbation for a wide range of values of the parameter $\alpha$ (values of the Jaccard index close or equal to 1), while the perturbation was rarely detected when using daily aggregated networks. Note that, at this stage, no single optimal value of the parameter emerges: rather, the existence of the perturbation can be assessed with some degree of confidence by the fact that the procedure detects the same perturbed state over a range of parameter values.

We further investigated whether using different values for the parameters $\alpha$ and $\beta$ could lead to an improvement in the detection performance. We show the results in figure 4 for the same data and perturbation as for figure 3 (see also electronic supplementary material, figure S7). We found that the detection performance worsened for $\beta < \alpha$, while it increased for $\beta > \alpha$. This can be understood as follows: at small values of $\alpha = \beta$, the weights' increase and decrease are too slow upon a brutal change in the interactions, and the perturbation is not well detected; this can be compensated by a larger $\beta$ that induces a fast decrease of the weights of non-interacting ties. For instance, if a node $i$ was repeatedly interacting with a node $j$ before the perturbation, but interacts more with another one $k$ during the perturbation, $w_{ij}$ decreases quickly as soon as the perturbation starts, and this can be easily detected even if the small value of $\alpha$ makes $w_{ik}$ increase only slowly.

3. Discussion

How can we represent the evolution of social relationships? Temporal aggregation procedures have provided in-depth knowledge on the dynamics of social networks at various time scales [16,17,19] and are also used for data-driven numerical simulations of dynamic processes of networks [49], possibly with aggregation schemes adapted to the specific process under study [31]. They however lose information on the temporal ordering of interactions and do not take into account the impact of interactions on neighbouring ties.

Here, we have presented a new framework to go from a stream of interactions to a quantification of the strength of ties in a social network and to study their dynamic evolution, based on the idea that social relationships are interdependent: since time resources to invest in social relationships are limited [45], reinforcing a relationship with someone is necessarily done at the expense of the relationships with others. While this idea can be translated in various ways into specific rules of evolution, here we have focused on a
parsimonious two-parameter model rather than on more complex alternatives. We have applied this model to several datasets of interest, showing its ability to highlight changes in the dynamics of the networks and differences between data representing interactions in different contexts. Moreover, we have systematically tested its ability to detect a perturbation in the network at different time scales. Notably, our results show that this simple model yields a high detection performance even for small and short perturbations that cannot be detected by the dynamics of successive aggregated networks. Overall, our framework is able to detect perturbations in a broad range of conditions spanning different datasets and various time scales and perturbations. This point is particularly important as real-world variations in social relationships can occur on a broad range of time scales, from hours to days to months. For instance, despite decades of research, the time scale of the exchange of favours in primates (e.g. grooming in exchange for other commodities) is still very uncertain [50]. Our framework does not require a specification of the time scale of changes to be detected a priori and in our current study, the temporal organization relevant in the school datasets and the artificial perturbations introduced were detected in a broad range of parameter values. However, whether the same range of parameter values could be used to detect any kind of temporal patterns in an unknown dataset remains an open question. To explore a new dataset, a sensible path would be either to consider known changes in the network (if such information is available) or to simulate a plausible perturbation of the data, and scan parameter values to check when such changes or perturbations are detected. A natural hypothesis would then be that the temporal patterns present in the data should be detected using the same range of parameter values. Finding the same temporal patterns on a range of parameter values would also give confidence on the significance of these patterns. To investigate this point in more detail, further research will use a collection of temporal network models with tunable parameters and different levels of complexity and realism [51,52]. Introducing perturbations of various types (e.g. changes in the community structure over time, changes in activity, etc), and of tunable intensity and duration, will allow us to systematically explore the detection capacities and limitations of the evolving weighted graph framework introduced here.

Our focus here has been on the issue of detecting when a perturbation occur in a social network, as it is a known challenging task. Once the existence of a perturbation is established, investigating more detailed quantities such as the distributions of local similarities between the neighbourhoods of individuals, or individual trajectories of the similarity of each local neighbourhood between successive times (see [18]) could also make possible to detect which nodes or links are involved in the perturbation. Alternatively, this might also be achieved by considering individual matrices of similarities between neighbourhoods of individuals at different times, and applying clustering algorithms to each such matrix.

An interesting property of our framework is that, starting from a stream of undirected interactions, it yields directed ties, because individuals do not invest in their mutual relationship in the same way; for instance, one individual may spend 80% of her time with another, while the other spends only 50% of her time with the first. The weights on each tie can therefore be more or less symmetric, and it would be interesting to investigate this point with respect to the social relationships under study. To this aim, one would need to compare the directed network obtained from our framework to other independent measures, such as friendship surveys in a human group or grooming behaviour in non-human primates.

While we have limited our current study to a simple version of the model, several extensions could be of interest. In particular, directed interactions between individuals (such as phone or online messages) could be taken into account, with different impacts on the ties originating from the source of the interaction and on the ties originating from the interaction target. Moreover, one could take into account individual characteristics that are often important in relationships by introducing α and β coefficients that depend on individual characteristics such as age, sex, kinship or rank. This would be appropriate for instance when the costs and benefits of interactions differ between low ranking and high ranking individuals [53]. Our framework could also provide an extension of models of social contagion or consensus formation [54,55]: in the spirit of [31], it could help take into account that interactions with different individuals and at different times are not equivalent, by providing a way to dynamically weigh these interactions (an interaction along a currently strong tie would weigh more than along a weak tie).

Finally, our focus here has been on social relationships of primates in particular, but our conceptual contribution lies in taking into account the interdependence of ties in evolving networks. Thus, our framework may well apply to other systems where such interdependence is relevant, possibly with changes in the rules of evolution. In particular, we have considered that an interaction between two nodes reinforces the tie between them at the expense of ties with other nodes, but in other contexts, the increase of a tie’s weight may in fact increase the importance of related ties. For instance, if a new flight route is created between two airports, passengers may take other flights to connect to other destinations, increasing the traffic on the corresponding routes [56]. Taking these interactions into account might open up new perspectives to study the evolution of these types of infrastructure networks [57].

4. Material and methods

(a) Data description and aggregation

We used three datasets of time-stamped dyadic interactions between individuals corresponding to physical proximity events:

— A dataset of contacts between students in an urban public middle school in Utah (USA) measured by an infrastructure based on wireless ranging enabled nodes (WRENs) [13,48]. The data, available in reference [48], involve 679 students in grades 7 and 8 (typical age range from 12 to 14 years old). Participants were recorded over 2 consecutive days.

— A dataset gathered by the SocioPatterns collaboration (http://www.sociopatterns.org/) using radio-frequency identification devices in an elementary school in France. These sensors record face-to-face contacts within a distance of about 1.5 m. The data were aggregated with a temporal resolution of 20 s (for more details see [10]). Contacts between 242 participants (232 elementary school children and 10 teachers) were recorded over 2 consecutive days [47]. The data are publicly available at http://www.sociopatterns.org/datasets.
— Data of proximity contacts within a group of Guinea baboons (*Papio papio*), collected from June to November 2019. A subgroup of 13 baboons consisting only of juveniles and adults were equipped with leather collars fitted with the wearable proximity sensors developed by the SocioPatterns collaboration (see [58]).

(b) Similarity between networks
To compare the weighted evolving networks (or aggregated networks) observed at different times, we chose the global cosine similarity between the two vectors formed by the list of all the weights in each network (using a weight 0 if a link was not present).

A cosine similarity measure is generally defined between two vectors and is bounded between −1 and +1. It takes the value +1 if the vectors are proportional with a positive proportionality constant, a value of −1 if the proportionality constant is negative, and 0 if they are perpendicular. For positive weights, as in our case, it is bounded between 0 and 1.

In the case of two networks, *G*1 and *G*2, the global cosine similarity is defined as

\[
\text{GCS}_{G1,G2} = \frac{\sum_{i,j} w_{ij}^{(1)} w_{ij}^{(2)}}{\sqrt{\sum_{i,j} (w_{ij}^{(1)})^2 \sum_{i,j} (w_{ij}^{(2)})^2}},
\]

where the superscripts \(^{(1)}\) and \(^{(2)}\) denote the weights of the links in the networks *G*1 and *G*2, respectively.

(c) Clustering method
To obtain discrete system states by hierarchical clustering, we used the ‘cluster’ function of the *scipy.hierarchy* library from the SciPy module in Python. The function is applied directly on the \(t_{\text{min}} \times t_{\text{max}}\) distance matrix \(d\), obtained by transforming the cosine similarity matrix elements for each pair of timestamps \((t, t')\): \(d(t, t') = 1 - \text{CS}(t, t')\). To define the distance between clusters, we used the ‘average’ method in the ‘linkage’ function of the library. We set the number of clusters to \(C = 3\), corresponding to the periods before, during and after the perturbation.

(d) Detection performance
To assess the performance of our model, our rationale was that changes in the social structure, and the quality of the detection entails two aspects: it has to be detected (i) without delays and (ii) clearly (i.e. social changes have to be distinguished from the noise represented by ‘ordinary’ variations in social activity). In particular, a perturbation is said to be well detected if one of the states found by the clustering algorithm includes all the timestamps of the perturbation and only those.

We first verified that one of the detected clusters could be associated with the perturbation in the data. To this end, we determined that each cluster would correspond to a set of contiguous timestamps (thus forming an interval), with the smallest time equal to or larger than the initial timestamp of the perturbation, and largest time equal to or larger than the final timestamp of the perturbation. A first measure to evaluate the quality of the detection was then given by the ‘delay’ between the actual and the detected perturbation (the number of timestamps between the actual starting time of the perturbation and the smallest timestamp of the second cluster detected; see figure 2d). The second measure was given by the Jaccard index \(J\) between the set of time steps during which the actual perturbation takes place, \(T_{\text{ground truth}}\), and the set of time steps of the state detected as a perturbation by the clustering procedure, \(T_{\text{detected}}\):

\[
J = \frac{|T_{\text{ground truth}} \cap T_{\text{detected}}|}{|T_{\text{ground truth}} \cup T_{\text{detected}}|}.
\]

Data accessibility. All the data used in the analyses have been published and are freely accessible. All numerical simulations and analysis were carried out in python. An implementation example is available at https://github.com/barrat/Evolution_weights_model.
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