In this paper, we study the issue of automatic singer identification (SID) in popular music recordings, which aims to recognize who sang a given piece of song. The main challenge for this investigation lies in the fact that a singer’s singing voice changes and intertwines with the signal of background accompaniment in time domain. To handle this challenge, we propose the KNN-Net for SID, which is a deep neural network model with the goal of learning local timbre feature representation from the mixture of singer voice and background music. Unlike other deep neural networks using the softmax layer as the output layer, we instead utilize the KNN as a more interpretable layer to output target singer labels. Moreover, attention mechanism is first introduced to highlight crucial timbre features for SID. Experiments on the existing artist20 dataset show that the proposed approach outperforms the state-of-the-art method by 4%. We also create singer32 and singer60 datasets consisting of Chinese pop music to evaluate the reliability of the proposed method. The more extensive experiments additionally indicate that our proposed model achieves a significant performance improvement compared to the state-of-the-art methods.
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1 Introduction

Automatic singer identification (SID) is considered as an increasingly important research topic in the field of audio signal processing, with the aim of recognizing who sang a given piece of song. It has many potential applications in AI music. For example, an optimal SID system can be used to recommend similar singers to users based on vocal characteristics of each singer. It is also very helpful to reduce human efforts to manage unlabeled or insufficient songs and check huge amount of suspect songs rapidly. Generally, a singer’s voice is based on the artistry of the work tends to arbitrarily change in time domain, which is significantly different from the normal audio signal. What makes the task more challenging is that the singing voice is inevitably intertwined with the background accompaniment [1, 2].

Research focuses of existing SID approaches can be grouped into three categories: i) simply considering as an issue of the speaker identification (SPID) [3], ii) directly identifying singers ignoring the influence of background music for the singer voice [4, 5], and iii) distinguishing singers by voice characteristics after removing the interference of background music [6]. Hamid et al. [3] used i-vector that is first introduced in SPID task, which aims to extract song-level descriptors built from frame-level timbre features. Their experimental results achieved a F1-score of 0.846 on artist20 [7], a public dataset for the SID task. Loni et al., in [4] used the combination of timbre and vibrato features with different attributes to describe the vocal characteristics of the singer, which achieved an accuracy of 0.805 on a cappella database of 23 singers. Nasrullah et al. [5] proposed another supervised method using the CRNN architecture that achieved an accuracy of 0.935 on the artist20. Some new methods are proposed using singing voice separation [8, 9] as pre-processing. Sharma et al. [6] extract the singing vocals from polyphonic songs using Wave-U-Net based approach to overcome the interference of background accompaniment, which outperforms the baseline without audio source separation by a large margin. Our method belongs to the second category.

Figure 1: The overview of the proposed deep network architecture for singer identification.

Generally, softmax layer as the output layer of DNN is the most common choice for classification tasks such as SID [5, 10, 11], but in this manner it is quite improper that all the singers are taken into account as candidates in each decision. Inspired by KNN [12], a traditional machine learning method, we confine each decision to a relatively appropriate range, i.e., a fixed number of target singers or song clips. The KNN in our proposed model functions as the final layer where neighbor distances can be computed in parallel by GPU [13]. As the distance matrix [14] of KNN algorithm, timbre space is introduced to represent vocal features of each singer. Additionally, the current SID dataset is limited, which has hindered the development of large-scale SID study [11, 15, 18]. We create our datasets named singer32 and singer60 that contain more singer labels than artist20 and evaluate our model on these datasets.

2 Proposed Method

The KNN-Net for SID is introduced in this section, which is a deep neural network architecture with the aim of timbre feature learning and interpretably classifying. This deep model can be extended to other audio classification tasks.
2.1 The architecture of KNN-Net

As the red and blue arrows presented in Fig. 1, two stages are required in the proposed method. The model takes the time-frequency representation corresponding to each clip as the input. This is fed into four CNN layers to extract local timbre features, which is followed by the GRU module to extract time-domain features. After CRNN layers, an attention layer is employed to strengthen important feature representations [16].

In the first stage, the softmax layer is used to predict the probability of each singer on training dataset, which aims to train the feature extraction block. While in the next stage, softmax layer is replaced by a linear dense layer which is also defined as the KNN layer, and the weights of the attention and CRNN layers are fixed. The KNN layer following attention layer then returns the high-dimensional cosine distance vectors as the output. Subsequently, top K song clips are chosen according to these cosine distance vectors, where k represents the threshold value of the KNN algorithm. Target singer labels are finally estimated by voting the most frequent singer among the top K song clips.

The workflow of the proposed deep network architecture for SID is summarized as follows: i) Learning timbre space based on attention-CRNN model. ii) Using the model learned in i) to output the reference matrix of training samples, which represents timbre features of each singer. iii) Using the reference matrix as the input weight to construct a dense layer without bias which is also called a KNN layer. iv) Constructing KNN-Net by integrating learned feature extraction component and the KNN layers without retraining. v) Predicting target singer labels with KNN-Net, which aims to search the most similar singers in the timbre space.

2.2 Attention mechanism for timbre space learning

The differences between singers lie in their vocal characteristics and frequency bands of spectral features [17]. Typically, voice information of male singers mainly is in the low and medium frequency bands while that of female singers tends to be in higher frequency bands [18], which indicates the importance of the strategy to give different frequency bands with different attention weights. For example, the network should learn to focus on low and medium frequency bands when handling the songs performed by male singers and the higher frequency bands for female singers. Consequently, we introduce the attention layer to explore the contribution of each frequency band to the whole task and highlight key parts [19].

The structure of attention layer is presented in Fig. 1. Assuming that a sequence of N units is returned from the GRU module, the output of the attention layer could be represented as

\[ e_i = \sum_{j=1}^{N} \alpha_{ij} h_j \]  

(1)

where \( e_i \) represents the hidden vector obtained from weighted summation of \( S_{i-1} = \{ h_1, ..., h_N \} \), which represents the hidden vector of the output from the last GRU layer. The attention weight of each feature vector can be obtained by equation (2) and equation (3):

\[ \alpha_{ij} = \frac{\exp(h_{ij})}{\sum_{k=1}^{N} \exp(h_{ik})} \]  

(2)

\[ h_{ij} = f_c(S_{i-1}, h_j) \]  

(3)

where \( h_{ij} \) represents the score of dependence relationship between \( S_{i-1} \) and \( h_j \), which is obtained by the learned mapping function \( f_c \). After normalization using the softmax function shown in equation (2), the final output of attention layer is obtained as the weighted sum.

The attention block is independent from the mixed model of CNN and GRU, which captures the important features extracted by CRNN and strengthens their relationship.

2.3 Distance computation in the KNN layer

Traditional KNN method is integrated into the deep learning model, and the key idea is to design a network structure related to distance measurement. The following is the detailed derivation of the distance computation in the KNN layer.

Let \( q \) be the feature vector of test samples extracted by the attention CRNN network, \( W \) be the reference matrix obtained from training samples and \( w \) represents one specific column of \( W \). According to the cosine distance measure
Figure 2: Visualization of the timbre features of each singer using t-SNE. Singers with similar timbre features and music genre are tend to be close, e.g., the lead singers of Led Zeppelin and Aerosmith.

Table 1: Evaluation on artist20, singer32 and singer60: The results of the attention-CRNN-KNN (KNN-Net) achieve the highest accuracy compared to the baseline, and the accuracy on artist20 is significantly higher than other two datasets.

| Measurement | Artist20 (A20) | Singer32 (S32) | Singer60 (S60) | Artist20 (A20) | Singer32 (S32) | Singer60 (S60) | Artist20 (A20) | Singer32 (S32) | Singer60 (S60) | F1  |
|-------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|-----|
| i-vector [4] | 0.85           | -              | -              | 0.86           | -              | -              | 0.86           | -              | -              |     |
| SVS-SID [6]  | 0.90           | -              | -              | -              | -              | -              | -              | -              | -              |     |
| CRNN [5]     | 0.94           | 0.69           | 0.57           | 0.93           | 0.72           | 0.57           | 0.93           | 0.69           | 0.56           | 0.93 0.68 0.51 |
| Attention-CRNN| 0.95           | 0.72           | 0.63           | 0.96           | 0.75           | 0.62           | 0.95           | 0.69           | 0.62           | 0.95 0.69 0.58 |
| Attention-CRNN-KNN | 0.99           | 0.74           | -              | 0.99           | 0.76           | -              | 0.99           | 0.70           | -              | 0.99 0.71 -     |

In [20], the distance between \( q \) and \( w \) can be easily computed as

\[
\cos(q, w) = \frac{q \cdot w}{\|q\| \cdot \|w\|}
\]  

(4)

For each given test sample, \( |q| \) is regarded as a constant value. After normalization operation (\( |w| = 1 \)), the cosine distance in equation (4) can be converted as

\[
\cos(q, W) = q \cdot W
\]  

(5)

In the neural network, the reference matrix \( W \) is passed into the dense layer as

\[
A = g(q \cdot W + b)
\]  

(6)

where \( A \) represents the result matrix and \( g \) represents the activation function, respectively. When \( g \) is a linear function and \( b \) is 0, \( A \) can be computed as

\[
A = q \cdot W
\]  

(7)

Equation (7) referring to the dense layer is therefore equal to equation (5), which indicates that the dense layer can be interpreted as the KNN method.

3 Experiments and Results

Our experiments are designed to investigate whether our proposed KNN-Net model achieves a performance comparable with previous methods, and to measure the effect of the introduced attention mechanism.

3.1 Dataset

We use the artist20 (A20) dataset that contains 20 singer labels and 1413 songs. Each singer has 6 albums in which 4 albums are used in the training set and the remaining 2 albums are used in the validation and test set. We extend artist20
into singer32(S32) and singer60(S60). Singer32 contains 32 Chinese pop singers, and each singer has 70 music recordings which are extracted from their music videos. Similarly, singer60 consists of 60 singers, including 30 male singers and 30 female singers, and each singer has 70 songs. The collections of singer32 and singer60 are divided into training, validation and test sets in the ratio of 8:1:1.

3.2 Evaluation Metrics

In order to quantitatively evaluate the classification performance of the proposed model, the accuracy, precision, recall and F1 score are taken as the performance metrics.

3.3 Experimental Setup

As convolutional recurrent neural network (CRNN) proposed in [5] performed best results in the existing state-of-art works of SID, we took it as our comparison method. In addition, we also add attention mechanism to CRNN and treat it as another important comparison method. Some results obtained by i-vector [3] and SVS-SID [6] on artist20 dataset are taken as comparisons.

In our method, target singer labels are first estimated based on the frame-block size (takes up 1 second that consists of 32 frames). The recognition result of an entire song can be voted from all blocks. The detailed settings of network layers and parameters of CRNN and attention-CRNN are currently available at gitlab. And the value of K in the proposed KNN-Net method is set as 11 based on some initial experiments.

3.4 Results and Discussion

According to the experimental results on the public dataset artist20, we present the confusion matrix of the recognition results of the proposed method based on frame-block level as shown in Fig. 3, wherein the recognition accuracy has an average of 85%.

![Figure 3: The confusion matrix of the recognition results based on frame-block level evaluated on artist20.](https://zenodo.org/record/3823866)

Table [7] shows the singer identification results for our proposed model and comparison methods. It is observed that our KNN-based deep architecture achieves the best performance, improving the performance significantly compared with the baseline model. Specifically, for artist20, a little improvement in the recognition accuracy is achieved when...
introducing the attention mechanism to CRNN, while a 5% increase is achieved when using our attention-CRNN-KNN model. Obviously, the experimental results have higher accuracy on the dataset artist20 than on the other two datasets. For artist20, the relatively small capacity of the dataset is one of the reasons. In addition, the dataset also contains music pieces of various genres that provide additional information to the neural network, which may improve the recognition accuracy to a certain extent. Comparatively, singer32 and singer60 include only Chinese pop music and do not contain any genre-related information. Unfortunately, due to the problem of large dimension of the reference matrix, we can not give the experimental results on singer60.

4 Conclusion

We have presented a novel KNN-based deep architecture that learns the timbre feature extraction network to recognize singers by KNN approach, which can be regarded as a query searching task based on timbre feature space. Moreover, a large-scale reference matrix is computed in parallel efficiently by the cosine distance computation with the dense layer. We evaluated our method on three datasets for singer identification and confirmed that it outperforms the state-of-the-art methods.

Considering the problem of large dimensional reference matrix that cannot be stored in the memory when enlarging the dataset, the future work is to implement a centralization method on the reference matrix. We would like to utilize a clustering method to reduce the dimension of the reference matrix so that the requirements of large-scale singer identification could be satisfied.
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