GENERALIZED HOPF MODULES FOR BIMONADS
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Abstract. Bruguières, Lack and Virelizier have recently obtained a vast generalization of Sweedler’s Fundamental Theorem of Hopf modules, in which the role of the Hopf algebra is played by a bimonad. We present an extension of this result which involves, in addition to the bimonad, a comodule-monad and a algebra-comonoid over it. As an application we obtain a generalization of another classical theorem from the Hopf algebra literature, due to Schneider, which itself is an extension of Sweedler’s result (to the setting of Hopf Galois extensions).

Introduction

A Hopf module over a Hopf $k$-algebra $H$ (with $k$ a commutative ring) is a $k$-module which is both an $H$-module and an $H$-comodule and satisfies a condition linking the two structures. The Fundamental Theorem of Hopf Modules, originating in the celebrated 1967 theorem of Sweedler [40, Theorem 4.1.1], has over the years inspired many variations and generalizations. A recent and especially intriguing contribution to this line of inquiry is the paper of Bruguières, Lack and Virelizier [6], which (among other results) presents a version of Sweedler’s theorem in which the role of the Hopf algebra is played by a bimonad $T$ on a monoidal category, a concept introduced by Moerdijk in [32]. In this paper we extend their theorem in two directions.

First, we obtain a bimonad version of the Fundamental Theorem for the so-called relative Hopf modules of the Hopf Galois theory. This theorem, proved by Schneider [37, Theorem I] and often called Schneider’s Structure Theorem [33, Section 8.5, especially Theorem 5.6], has an even longer history than Sweedler’s, since it is only a slight exaggeration to say that its origin lies in the non-commutative Hilbert’s Theorem 90 of classical Galois theory. In our version of the theorem, the role of the Hopf Galois extension is played by a monad $S$ which is, in a sense we make precise, a comodule over the given bimonad $T$.

The second direction in which we extend the Fundamental Theorem of Bruguières, Lack and Virelizier [6, Theorem 6.11] involves the introduction of a comonoid $C$ into the picture. The Hopf modules with which we deal are then not only algebras over the monad $S$ but also comodules over a comonoid constructed from $C$ and $T$, satisfying an axiom which means essentially that each structure preserves the other. Our structure theorems then relate the category of such modules to the category of $C$-comodules.
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Our primary motivation for pursuing these questions - and, in particular, for the use of the comonoid \( C \) above - arose from our project to obtain a structure theorem for Hopf modules over a bimonoid in a 2-monoidal category. Such a category is a generalization of a braided monoidal category; the notion is discussed in [2]. Unlike an ordinary monoidal category, a 2-monoidal category has two distinct units (one for each of the two monoidal operations), and it turns out that, even to obtain a version of Sweedler’s original theorem in this context, it is necessary to relate the relevant Hopf modules to comodules over one of the units. We plan to present this application of our fundamental theorem in a sequel to this paper. It is this application that demands the comonoid \( C \) in our version of the Fundamental Theorem.

In Sections 1 and 2 we present a retrospective of monadicity theory for comonads. In Section 2 we pile another brick atop the edifice of that theory with our introduction of the conjugate of a comonad, which is a second comonad that is constructed from the original one and a pair of adjoint functors relating the underlying category to another. We prove a comonadicity theorem for the conjugate comonad that is both a generalization and a corollary of the dual of Beck’s Monadicity Theorem [28, Theorem VI.7.1, Exercise VI.6]. We derive a universal property of the conjugate comonad, and at the end of the section use it to obtain necessary and sufficient conditions for a colax morphism of comonads with a right adjoint to yield an equivalence of their corresponding categories of coalgebras.

In Section 3 we introduce comodule-monads over a bimonad, as well as the more general notion of a comodule over a comonoidal adjunction. Sections 3 and 4 consist mostly of basic properties of and technical results about these concepts. In Section 3 we also define the Hopf modules with which we deal in the rest of the paper. At the end of Section 4 we discuss analogues, in our setting, of the Hopf and Galois operators of [6, Sections 2.6 and 2.8]. The latter of these, when invertible, generalizes one of the familiar criteria for a Hopf Galois extension [33, Definition 8.1.1].

In Section 5 we prove our main theorems for comodule-monads over bimonads, which we derive from more general theorems for comodules over comonoidal adjunctions. In Section 6 we apply these theorems to obtain a generalization of the above-mentioned Structure Theorem of Schneider for Hopf modules over a Hopf Galois extension; our version, as with the main theorems of Section 5, incorporates a coalgebra \( C \) into the context. At the end of the section we provide some historical remarks, and a discussion of the connection of these results with Hilbert’s Theorem 90.

Any treatment of the structure theorem for relative Hopf modules involves, explicitly or implicitly, the juggling of three distinct sets of phenomena: The category equivalence of the theorem, the invertibility of the Galois operator (the Galois condition), and, finally, existence of certain equalizers and their preservation and reflection by certain functors (faithful flatness conditions). In our categorical setting, managing the relationships among these various conditions leads to some complexity in the statements of our theorems. However, the reader who wishes to gain an overview of the substance of our work, without digesting the proofs, can steer the following path through the paper: Definition 2.1, Theorem 2.8, and Corollary 2.10, followed by Proposition 2.11 and Theorem 2.18; then Definitions 3.5, 3.6, 3.9, and 4.7; and, finally, Theorems 5.10 and 6.4.
1. Comonads and their coalgebras

The material in this section is for the most part standard. We recall basic notions pertaining to coalgebras over a comonad and set up the relevant notation in Sections 1.1–1.4. We then consider two comonads linked by a morphism (lax or colax) and discuss the corresponding functors on the categories of coalgebras (Sections 1.5 and 1.6). Mates and the Adjoint Lifting Theorem are reviewed in Sections 1.7 and 1.8, in a manner convenient to our purposes. A relationship between conservative and faithful functors is discussed in Section 1.9.

1.1. Coalgebras over a comonad. Let \( N \) be a category and \( D : N \to N \) a comonad. We use \( (\delta, \epsilon) \) to denote its structure. They are natural transformations \( \delta : D \to D^2 \) and \( \epsilon : D \to I \) which are coassociative and counital, called the comultiplication and counit of \( D \), respectively. Throughout, \( I \) denotes the identity functor of the appropriate category.

We let \( N_D \) denote the category of \( D \)-coalgebras in \( N \) [28, Section VI.2]. The objects are pairs \( (N, d) \) where \( N \) is an object of \( D \) and \( d : N \to D(N) \) is a morphism that is coassociative and counital.

For any \( D \)-coalgebra \( (N, d) \), the parallel pair of arrows

\[
\begin{array}{c}
D(N) \xrightarrow{\delta_N} D^2(N) \xleftarrow{D(d)} D(N)
\end{array}
\]

is coreflexive. Indeed, the map

\[
D(N) \xleftarrow{D(\epsilon_N)} D^2(N)
\]

is a common retraction: \( D(\epsilon_N)\delta_N = \text{id}_{D(N)} = D(\epsilon_N)D(d) \). Moreover, the diagram

\[
\begin{array}{c}
N \xrightarrow{d} D(N) \xrightarrow{\delta_N} D^2(N)
\end{array}
\]

in \( N_D \) is a split cofork in \( N \) [28, Section VI.7, pp. 148–149]. The splitting data is

\[
N \xleftarrow{\epsilon_N} D(N) \xrightarrow{\epsilon_{D(N)}} D^2(N).
\]

Explicitly, we have

\[
\delta_N d = D(d)d, \quad \epsilon_N d = \text{id}_N, \quad \epsilon_{D(N)}\delta_N = \text{id}_{D(N)}, \quad \text{and} \quad d\epsilon_N = \epsilon_{D(N)}D(d).
\]

1.2. The adjunction of a comonad. The adjunction associated to the comonad \( D \) [28, Theorem VI.2.1]

\[
\begin{array}{c}
N_D \underbrace{\xleftarrow{U_D}} \xrightarrow{F_D} N
\end{array}
\]

consists of the forgetful functor \( U_D \) (left adjoint)

\[
U_D(N, d) := N
\]
and the cofree coalgebra functor $\mathcal{F}_\mathcal{D}$ (right adjoint)

$$\mathcal{F}_\mathcal{D}(N) := (\mathcal{D}(N), \delta_N).$$

The unit and counit of the adjunction are

$$\eta_{(N,d)} : (N, d) \xrightarrow{d} (\mathcal{D}(N), \delta_N) = \mathcal{F}_\mathcal{D} \mathcal{U}_\mathcal{D}(N, d) \quad \text{and} \quad \xi_N : \mathcal{U}_\mathcal{D} \mathcal{F}_\mathcal{D}(N) = \mathcal{D}(N) \xrightarrow{\epsilon_N} N$$

respectively. Adjunctions of this form are called comonadic.

A functor is called conservative if it reflects isomorphisms. The forgetful functor $\mathcal{U}_\mathcal{D}$ is conservative: if $f$ is a morphism of $\mathcal{D}$-coalgebras and $f$ is invertible in $\mathcal{N}$, then $f^{-1}$ is a morphism of $\mathcal{D}$-coalgebras.

Another fundamental property of the forgetful functor is the following.

**Lemma 1.1.** The forgetful functor $\mathcal{U}_\mathcal{D} : \mathcal{N}_\mathcal{D} \to \mathcal{N}$ creates all limits that exist in its codomain and that are preserved by both $\mathcal{D}$ and $\mathcal{D}^2$, and creates all colimits that exist in its codomain.

**Proof.** This is contained in [5, Propositions 4.3.1 and 4.3.2]. For the first statement, see also [29, Theorem V.1.5]. □

Above, limit creation is understood in the strict sense of [28, Section V.1]. We will mainly employ creation of equalizers. Let us make this notion explicit.

Suppose

$$\begin{align*}
(N, d) & \xrightarrow{f} \quad (N', d') \\
\quad & \xrightarrow{g}
\end{align*}$$

is a a parallel pair of morphisms of $\mathcal{D}$-coalgebras for which an equalizer

$$E \xrightarrow{e} N \xrightarrow{f} N'$$

exists in $\mathcal{N}$. Suppose also that

$$\begin{align*}
\mathcal{D}(E) & \xrightarrow{\mathcal{D}(e)} \mathcal{D}(N) \xrightarrow{\mathcal{D}(f)} \mathcal{D}(N') \\
\mathcal{D}^2(E) & \xrightarrow{\mathcal{D}^2(e)} \mathcal{D}^2(N) \xrightarrow{\mathcal{D}^2(f)} \mathcal{D}^2(N')
\end{align*}$$

are equalizers in $\mathcal{N}$. Then $E$ has a unique $\mathcal{D}$-coalgebra structure $d''$ for which

$$\begin{align*}
(E, d'') & \xrightarrow{e} (N, d) \xrightarrow{f} (N', d')
\end{align*}$$

is an equalizer in $\mathcal{N}_\mathcal{D}$. In particular, the original pair has an equalizer in $\mathcal{N}_\mathcal{D}$ and this is preserved by $\mathcal{U}_\mathcal{D}$.

1.3. **The comparison functor.** Suppose that an adjunction $(\mathcal{H}, \mathcal{K})$ is given

$$\begin{tikzcd}
\mathcal{M} \ar[r, swap, \mathcal{H}] & \mathcal{N} \ar[l, \mathcal{K}]
\end{tikzcd}$$

with structure maps (unit and counit)

$$\eta : \mathcal{I} \to \mathcal{K} \mathcal{H} \quad \text{and} \quad \xi : \mathcal{H} \mathcal{K} \to \mathcal{I}.$$
The functor 
\[ \mathcal{H}K : N \to N \]
is then a comonad on \( N \) [28, Section VI.1]. The comultiplication is

\[ \mathcal{H}K = \mathcal{H}IK \xrightarrow{\mathcal{H}\eta K} \mathcal{H}K \mathcal{H}K \]

and the counit is

\[ \mathcal{H}K \xleftarrow{\xi} I. \]

The comparison functor

\[ Q : M \to N_{\mathcal{H}K} \]
is the unique one such that

\[ \begin{array}{ccc}
M & \xrightarrow{\mathcal{H}} & N \\
Q & \downarrow & \downarrow \\
N_{\mathcal{H}K} & \xleftarrow{\mu_{\mathcal{H}K}} & N
\end{array} \quad \text{and} \quad
\begin{array}{ccc}
M & \xleftarrow{\mathcal{K}} & N \\
Q & \downarrow & \downarrow \\
N_{\mathcal{H}K} & \xrightarrow{\mathcal{F}_{\mathcal{H}K}} & N
\end{array} \]

commute [28, Theorem VI.3.1]. Explicitly,

\[ Q(M) = (\mathcal{H}(M), \mathcal{H}(\eta_M)). \]

1.4. **Beck’s Comonadicity Theorem.** We recall this fundamental result of Beck which describes precisely when the comparison functor \( Q \) of Section 1.3 is an equivalence.

A pair of parallel arrows in \( M \) is said to be \( \mathcal{H} \)-split if its image under \( \mathcal{H} \) is part of a split cofork.

Consider the following hypotheses.

(1.7) Any pair which is coreflexive and \( \mathcal{H} \)-split has an equalizer in the category \( M \).

(1.8) The functor \( \mathcal{H} \) preserves the equalizer of any such pair.

(1.9) The functor \( \mathcal{H} \) is conservative.

**Theorem 1.2** (Beck’s Comonadicity Theorem). The functor \( Q : M \to N_{\mathcal{H}K} \) is an equivalence if and only if hypotheses (1.7) through (1.9) hold.

**Proof.** This is the dual of Beck’s Monadicity Theorem, in the form given in [3, Theorem 3.3.10] and [6, Theorem 2.1]. A closely related version is given in [5, Theorem 4.4.4] and in [28, Exercise VI.6]. \( \square \)

We expand on this result in Section 2.4. We mention in passing that in the special case when the adjunction \((\mathcal{H}, \mathcal{K})\) is monadic, additional information on the functor \( Q \) is given in [16, Theorem 10.1].
1.5. **Transferring coalgebras along a colax morphism of comonads.** Let \( M \) and \( N \) be categories, \( C \) a comonad on \( M \), and \( D \) a comonad on \( N \).

We use similar notation for the comonad \( C \) and for the associated adjunction as for that for \( D \), as in Section 1.3.

Let

\[
\mathcal{H} : M \to N \quad \text{and} \quad \sigma : \mathcal{HC} \to \mathcal{DH}
\]

be a functor and a natural transformation, respectively, such that the following diagrams commute.

\[
\begin{array}{ccc}
\mathcal{HC} & \xrightarrow{\alpha_C} & \mathcal{DH} \\
\downarrow{\mathcal{H}\delta} & & \downarrow{\delta\mathcal{H}} \\
\mathcal{HC} & \xrightarrow{\sigma} & \mathcal{DH}
\end{array}
\begin{array}{ccc}
\mathcal{HC} & \xrightarrow{\sigma} & \mathcal{DH} \\
\downarrow{\mathcal{H}\epsilon_H} & & \downarrow{\epsilon_H} \\
\mathcal{HC} & \xrightarrow{\mathcal{H}\delta} & \mathcal{DH}
\end{array}
\]

(1.10)

One then says that

\((\mathcal{H}, \sigma) : (M, C) \to (N, D)\)

is a *colax morphism* of comonads.

In this situation, there is an induced functor

\[ \mathcal{H}_\sigma : M_C \to N_D \]

on the categories of coalgebras, defined as follows. Given a \( C \)-coalgebra \((M, c)\), we let

\[ \mathcal{H}_\sigma(M, c) := (\mathcal{H}(M), d) \]

where

\[
d : \mathcal{H}(M) \xrightarrow{\mathcal{H}(c)} \mathcal{HC}(M) \xrightarrow{\sigma_M} \mathcal{DH}(M).
\]

Diagrams (1.10) guarantee that \( \mathcal{H}_\sigma(M, c) \) is a \( D \)-coalgebra. If \( f : M \to M' \) is a morphism of \( C \)-coalgebras, then \( \mathcal{H}(f) : \mathcal{H}(M) \to \mathcal{H}(M') \) is a morphism of \( D \)-coalgebras, by naturality of \( \sigma \). This defines \( \mathcal{H}_\sigma \) on morphisms.

It is easy to see that the diagram

\[
\begin{array}{ccc}
M & \xrightarrow{\mathcal{H}} & N \\
\downarrow{\mathcal{U}_C} & & \downarrow{\mathcal{U}_D} \\
M_C & \xrightarrow{\mathcal{H}_\sigma} & N_D
\end{array}
\]

(1.12)

is commutative. On the other hand, the diagram

\[
\begin{array}{ccc}
M & \xrightarrow{\mathcal{H}} & N \\
\downarrow{\mathcal{F}_C} & & \downarrow{\mathcal{F}_D} \\
M_C & \xrightarrow{\mathcal{H}_\sigma} & N_D
\end{array}
\]

(1.13)

commutes (up to isomorphism) if and only if the transformation \( \sigma \) is invertible [18, Lemma 3].
Consider now the special case in which \( M = N \) and \( H = I \) is the identity functor. Thus the comonads \( C \) and \( D \) act on the same category \( N \). Given a transformation \( \sigma : C \to D \) such that \( (I, \sigma) : (N, C) \to (N, D) \) is a colax morphism of comonads, there is the induced functor \( I_\sigma : N_C \to N_D \) between coalgebra categories, and as a special case of (1.12) we have the commutative diagram

\[
\begin{array}{ccc}
N_C & \xrightarrow{I_\sigma} & N_D \\
\downarrow{u_C} & & \downarrow{u_D} \\
N & & \\
\end{array}
\]

(1.14)

**Lemma 1.3.** Let \( \mathcal{F} : N_C \to N_D \) be a functor such that

\[
\begin{array}{ccc}
N_C & \xrightarrow{\mathcal{F}} & N_D \\
\downarrow{u_C} & & \downarrow{u_D} \\
N & & \\
\end{array}
\]

(1.15)

commutes. Then there exists a unique transformation \( \sigma : C \to D \) such that \( (I, \sigma) : (N, C) \to (N, D) \) is a colax morphism of comonads and \( \mathcal{F} = I_\sigma \).

**Proof.** This is [3, Theorem 6.3]. A more general result is given in [39, Theorem 6]. □

The hypothesis that diagram (1.15) commute can be described explicitly as follows. If \( (N, a) \) is an object of \( N_C \), then \( \mathcal{F}(N, a) = (N, b) \) for a suitable morphism \( b : N \to \mathcal{D}(N) \); moreover, if \( f : (N, a) \to (N', a') \) is a morphism in \( N_C \) (i.e., a morphism \( f : N \to N' \) in \( N \) such that \( \mathcal{C}(f)a = a'f \)), and \( \mathcal{F}(N, a) = (N, b) \) and \( \mathcal{F}(N', a') = (N, b') \), then also \( \mathcal{D}(f)b = b'f \).

**1.6. Transferring coalgebras along a lax morphism of comonads.** We return to the setting

\[
\begin{array}{ccc}
& c \circlearrowleft M & N \circlearrowleft D \\
\end{array}
\]

where \( C \) and \( D \) are comonads. Let

\[
\mathcal{K} : N \to M \quad \text{and} \quad \tau : CK \to KD
\]

be a functor and a natural transformation, respectively, such that the following diagrams commute.

\[
\begin{array}{ccc}
CK & \xrightarrow{c\tau} & CKD & \xrightarrow{\tau_D} & KD \\
\downarrow{\delta_K} & & \downarrow{\kappa_D} & & \\
CK & \xrightarrow{\tau} & KD & & \\
\end{array}
\]

(1.16)

One then says that

\( (\mathcal{K}, \tau) : (N, D) \to (M, C) \)

is a **lax morphism** of comonads.

Given a \( D \)-coalgebra \( (N, d) \), consider the maps

\[
\begin{array}{ccc}
CK(N) & \xrightarrow{\delta_K(N)} & CKK(N) & \xrightarrow{c(\tau_N)} & CKD(N) \\
& & & & \\
CK(N) & \xrightarrow{CK(d)} & CKD(N) \\
\end{array}
\]

(1.17)
Lemma 1.4. The maps in (1.17) form a coreflexive pair in the category $\mathcal{M}_C$.

Proof. Each arrow in (1.17) is a morphism of $\mathcal{C}$-coalgebras (the arrow $\delta_{\mathcal{K}(N)}$ by coassociativity of $\delta$, and the arrows in the image of $\mathcal{C}$ by naturality of $\delta$). The map $\mathcal{C}\mathcal{K}(\epsilon_N)$, where $\epsilon : D \to \mathcal{I}$ is the counit of the comonad $D$, is a common retraction of the two maps (this uses the second diagram in (1.16)), and is a morphism of $\mathcal{C}$-coalgebras. □

We fix the transformation $\tau$ and make the following assumption.

(1.18) The pair (1.17) possesses an equalizer in $\mathcal{M}_C$ for all $D$-coalgebras $(N,d)$.

We let $\mathcal{K}^\tau(N,d)$ denote the equalizer in $\mathcal{M}_C$ of the pair (1.17). This defines a functor

$$\mathcal{K}^\tau : \mathcal{N}_D \to \mathcal{M}_C$$

on objects. The maps in (1.17) are natural with respect to morphisms of $D$-coalgebras; this allows us to define $\mathcal{K}^\tau$ on morphisms. By construction, there is a canonical morphism of coalgebras

(1.19) $\mathcal{K}^\tau(N,d) \to \mathcal{C}\mathcal{K}(N)$.

Lemma 1.5. The diagram

$$
\begin{array}{ccc}
N & \xrightarrow{\mathcal{K}} & M \\
\mathcal{F}_D \downarrow & & \downarrow \mathcal{F}_C \\
N_D & \xrightarrow{\mathcal{K}^\tau} & \mathcal{M}_C
\end{array}
$$

is commutative (up to isomorphism).

Proof. Let $N$ be an object of $\mathcal{N}$. Consider the maps $f$, $g$ and $h$ defined as follows.

$$
\begin{align*}
 f &: \mathcal{C}\mathcal{K}(N) \xrightarrow{\delta_{\mathcal{K}(N)}} \mathcal{C}\mathcal{C}\mathcal{K}(N) \xrightarrow{\mathcal{C}(\tau_N)} \mathcal{C}\mathcal{K}\mathcal{D}(N) \\
g &: \mathcal{C}\mathcal{K}\mathcal{D}(N) \xrightarrow{\mathcal{C}(\delta_N)} \mathcal{C}\mathcal{C}\mathcal{K}\mathcal{D}(N) \\
h &: \mathcal{C}\mathcal{K}\mathcal{D}(N) \xrightarrow{\delta_{\mathcal{K}\mathcal{D}(N)}} \mathcal{C}\mathcal{C}\mathcal{K}\mathcal{D}(N) \xrightarrow{\mathcal{C}(\tau_D(N))} \mathcal{C}\mathcal{K}\mathcal{D}(N).
\end{align*}
$$

Note the pair $(g,h)$ is (1.17) for the $\mathcal{D}$-coalgebra $\mathcal{F}_D(N) = (\mathcal{D}(N), \delta_N)$, whose equalizer is $\mathcal{K}^\tau \mathcal{F}_D(N)$. We show below that the diagram

$$
\begin{array}{ccc}
\mathcal{C}\mathcal{K}(N) & \xrightarrow{f} & \mathcal{C}\mathcal{K}\mathcal{D}(N) \\
& \xrightarrow{g} & \mathcal{C}\mathcal{K}\mathcal{D}(N)
\end{array}
$$

is a split cofork in the category $\mathcal{M}_C$. It then follows that $f$ is the equalizer of $(g,h)$, from which $\mathcal{F}_C \mathcal{K}(N) \cong \mathcal{K}^\tau \mathcal{F}_D(N)$.

First of all, $f$ is a morphism of $\mathcal{C}$-coalgebras, because so are $\delta_{\mathcal{K}(N)}$ (by coassociativity) and $\mathcal{C}(\tau_N)$ (by naturality).
That the diagram is a cofork is shown by the commutativity of the following diagram.

\[
\begin{array}{ccc}
CK & \xrightarrow{\delta K} & CKC \\
\downarrow{\delta K} & & \downarrow{\delta CK} \\
CCCK & \xrightarrow{c\delta K} & CCKD \\
\downarrow{c\tau} & & \downarrow{CCKD} \\
CKD & \xrightarrow{CK\delta} & CKDD \\
\end{array}
\]

The top left corner commutes by coassociativity and the top right by naturality. The commutativity of the bottom rectangle follows from that of the first diagram (1.16).

Consider now the maps \( p \) and \( q \) defined by
\[
\begin{align*}
p : CKDD & \xrightarrow{CKD\epsilon} CKD \\
q : CKD & \xrightarrow{CK\epsilon} CK.
\end{align*}
\]

We show they split the above cofork.

We have \( pg = \text{id} \) by the counit axiom for \( D \). Also, \( qf = \text{id} \) in view of the commutative diagram

\[
\begin{array}{ccc}
CK & \xrightarrow{\delta K} & CKC \\
\downarrow{c\tau} & & \downarrow{CK\epsilon} \\
CCCK & \xrightarrow{c\epsilon K} & CCKD \\
\end{array}
\]

where again we use counitality and the second diagram in (1.16). It only remains to check that \( ph = fq \). This holds in view of the diagram

\[
\begin{array}{ccc}
CKD & \xrightarrow{\delta KD} & CCKD \\
\downarrow{cK\epsilon} & & \downarrow{CKD\epsilon} \\
CK & \xrightarrow{c\delta K} & CCKC \\
\downarrow{c\epsilon K} & & \downarrow{CKD\epsilon} \\
CK & \xrightarrow{c\tau} & CKD \\
\end{array}
\]

which commutes by naturality. \( \square \)

Remark 1.6. We will apply Lemma 1.5 in the same context as that of the Adjoint Lifting Theorem (Theorem 1.7 below). In this situation, diagram (1.20) is right adjoint to (1.12), and hence the commutativity of any one of these diagrams is equivalent to that of the other.

1.7. Mates. Suppose that, in addition to the comonads \( C \) and \( D \) as in Sections 1.5–1.6, an adjunction \((H, K)\) is given, as below.

\[
\begin{array}{ccc}
M & \xrightarrow{H} & N \\
\downarrow{K} & & \downarrow{\epsilon K} \\
\end{array}
\]

Let
\[
\eta : I \to KH \quad \text{and} \quad \xi : HK \to I
\]

be the unit and counit of the adjunction.

In this situation, there is a bijective correspondence between transformations
\[
\sigma : HC \to DH
\]
and transformations \( \tau : CK \to KD \). Given \( \sigma \), the transformation \( \tau \) is defined by
\[
\tau : CK = IKC \xrightarrow{\eta_{CK}} KCK \xrightarrow{K\sigma_K} KD \xrightarrow{KD\xi} KDI = KD.
\]
Conversely, given \( \tau \), the transformation \( \sigma \) is defined by
\[
\sigma : HC = HCI \xrightarrow{H\eta} HCK \xrightarrow{H\tau_H} HKD \xrightarrow{\xi_{DH}} IDH = DH.
\]
The transformations \( \sigma \) and \( \tau \) are said to be mates. They determine each other. Moreover, \([39, \text{Theorem 9}]\) \((H, \sigma) : (M, C) \to (N, D)\) is a colax morphism of comonads \(\iff (K, \tau) : (N, D) \to (M, C)\) is a lax morphism of comonads.

For more information on mates, see \([21, \text{Section 2.2}]\) or \([24, \text{Section 6.1}]\).

1.8. **Transferring coalgebras along an adjunction.** We now make use of all the preceding data discussed in Sections 1.5–1.7, as summarized by the following diagrams.

The transformations \( \sigma \) and \( \tau \) are mates for which \((H, \sigma)\) and \((K, \tau)\) are morphisms of comonads (colax and lax, respectively) and we assume hypothesis (1.18).

According to the constructions of Sections 1.5–1.6, there are functors between categories of coalgebras as follows.

We proceed to turn them into an adjoint pair.

We first define a transformation \( \hat{\eta} : I \to K^\tau H_\sigma \).

Let \((M, c)\) be a \(C\)-coalgebra, write \(H_\sigma(M, c) = (H(M), d)\). One verifies that the diagram

\[
M \xrightarrow{e} CKH(M) \xrightarrow{f} CKDH(M)
\]
is a cofork, where the maps \(e, f\) and \(g\) are defined as follows.

\[
e : M \xrightarrow{\zeta} C(M) \xrightarrow{C(\eta_M)} CKH(M)
\]
\[
f : CKH(M) \xrightarrow{\delta_{KH(M)}} CCKH(M) \xrightarrow{C(\tau_{H(M)})} CKDH(M)
\]
\[
g : CKH(M) \xrightarrow{CKH(c)} CKH(M) \xrightarrow{CK(\sigma_M)} CKDH(M).
\]
The verification uses the definition of mate.
The map $e$ is a morphism of $\mathcal{C}$-coalgebras (by coassociativity of $c$ and naturality of $\delta$). In view of the definition of $d$ (1.11), the pair $(f, g)$ coincides with the pair of arrows in (1.17), for $N = \mathcal{H}(M)$. It follows from the definition of $\mathcal{K}^\tau(\mathcal{H}(M), d)$ that there is a unique morphism of $\mathcal{C}$-coalgebras

$$\hat{\eta}_{(M, c)} : (M, c) \rightarrow \mathcal{K}^\tau \mathcal{H}_\sigma(M, c)$$

such that

$$\begin{array}{ccc}
M & \xrightarrow{e} & \mathcal{C} \mathcal{K} \mathcal{H}(M) \\
\downarrow \hat{\eta} & & \downarrow \mathcal{E}_0(f, g) \\
\mathcal{K}^\tau \mathcal{H}_\sigma(M, c) & \xrightarrow{\mathcal{E}_0(f, g)} & \mathcal{K}^\tau \mathcal{H}_\sigma(M, c)
\end{array}$$

commutes.

We turn to the transformation $\hat{\xi} : \mathcal{H}_\sigma \mathcal{K}^\tau \rightarrow I$.

On a $\mathcal{D}$-coalgebra $(N, d)$, $\hat{\xi}$ is defined as the composite

$$\mathcal{H}_\sigma \mathcal{K}^\tau(N, d) = \mathcal{H} \mathcal{K}^\tau(N, d) \rightarrow \mathcal{H} \mathcal{C} \mathcal{K}(N) \xrightarrow{\mathcal{H}(\mathcal{H}(N))} \mathcal{H} \mathcal{I} \mathcal{K}(N) = \mathcal{H} \mathcal{K}(N) \xrightarrow{\xi_N} N,$$

where the first map is obtained by applying $\mathcal{H}$ to (1.19). One verifies that this is a morphism of $\mathcal{D}$-coalgebras.

**Theorem 1.7** (The Adjoint Lifting Theorem). *Under hypothesis (1.18), the functors*

$$\begin{array}{ccc}
\mathcal{M}_\mathcal{C} & \xrightarrow{\mathcal{H}_\sigma} & \mathcal{N}_\mathcal{D} \\
\mathcal{K}^\tau & \xleftarrow{\hat{\eta}} & \\
\mathcal{C} & \xRightarrow{\hat{\eta}} & \mathcal{D}
\end{array}$$

*of Sections 1.5–1.6, with the transformations $\hat{\eta}$ and $\hat{\xi}$ above, form an adjunction.*

**Proof.** This statement is dual to [5, Theorem 4.5.6]; see also [5, Exercise 4.8.6]. The theorem is given under the hypothesis that $\mathcal{M}_\mathcal{C}$ has equalizers of all coreflexive pairs. By Lemma 1.4, the pairs of the form (1.17) are coreflexive, so this hypothesis is stronger than (1.18). The result continues to hold under the weaker hypothesis, with the same proof. \[\Box\]

Additional references for the Adjoint Lifting Theorem are [3, Theorem 7.4.b], [18, Theorem 2], and [19, Proposition A.1.1.3].

**Remark 1.8.** Consider the case in which $M = N$ and $\mathcal{H} = \mathcal{K} = I$. In this case the mates $\sigma$ and $\tau$ coincide; they consist of a natural transformation $\mathcal{C} \rightarrow \mathcal{D}$ that commutes with the comonad structures, and $\mathcal{H}_\sigma(M, c) = (M, \sigma_M c)$. In this special case, the result of Theorem 1.7 appears (in dual form) in work of Linton [25, Corollary 1]. This and other early instances of the Adjoint Lifting Theorem in the literature are listed by Johnstone in [18, page 295]. Note that, even though $(\mathcal{H}, \mathcal{K})$ is in this case an adjoint equivalence, the categories of coalgebras $\mathcal{M}_\mathcal{C}$ and $\mathcal{N}_\mathcal{D}$ need not be equivalent.

On the other hand, suppose that $\mathcal{C} = I$ is the identity comonad on $\mathcal{M}$, $\mathcal{D} = \mathcal{H} \mathcal{K}$ is the comonad on $\mathcal{N}$ associated to the adjunction $(\mathcal{H}, \mathcal{K})$, and $\sigma$ is the transformation

$$\mathcal{H} \mathcal{C} = \mathcal{H} I \xrightarrow{\mathcal{H} \eta} \mathcal{H} \mathcal{K} \mathcal{H} = \mathcal{D} \mathcal{H}.$$
It is easy to see that then \((\mathcal{H}, \sigma)\) is a colax morphism of comonads and that
\[ \mathcal{H}_\sigma : M \to N_D \]
is the comparison functor of Section 1.3. As already mentioned, Beck’s Comonadicity Theorem (Theorem 1.2) gives conditions under which the comparison functor is an equivalence. We are interested in a similar situation in which neither comonad \(C\) nor \(D\) is trivial but we can still conclude that \((\mathcal{H}_\sigma, \mathcal{K}^\vee)\) is an adjoint equivalence. This is the topic of Section 2.4.

1.9. Conservative and faithful functors. The following miscellaneous results will be useful in Section 6. A category \(M\) is balanced if an arrow \(f\) in \(M\) that is both an epimorphism and a monomorphism is in fact an isomorphism.

**Proposition 1.9.** Let \(\mathcal{H} : M \to N\) be a functor.

(i) Assume that \(M\) has all equalizers (or coequalizers) and \(\mathcal{H}\) preserves them. If \(\mathcal{H}\) is conservative, then it is faithful.

(ii) Assume that \(M\) is balanced. If \(\mathcal{H}\) is faithful, then it is conservative.

**Proof.** Assume that \(M\) has equalizers and these are preserved by \(\mathcal{H}\). Let \(f, g : M \to M'\) be morphisms of \(M\) such that \(\mathcal{H}(f) = \mathcal{H}(g)\). Then, there are equalizers
\[ E \xrightarrow{i} M \xrightarrow{f} M' \quad \text{and} \quad \mathcal{H}(E) \xrightarrow{\mathcal{H}(i)} \mathcal{H}(M) \xrightarrow{\mathcal{H}(f)} \mathcal{H}(M') \]
in \(M\) and \(N\) respectively. Since \(\mathcal{H}(f) = \mathcal{H}(g)\), it follows that \(\mathcal{H}(i)\) is an isomorphism. Since \(\mathcal{H}\) is conservative, \(i\) is likewise an isomorphism, and so \(f = g\). Thus \(\mathcal{H}\) is faithful. This proves one alternative of statement (i); the remaining one follows since the notions of “faithful” and “conservative” are self-dual.

Statement (ii) follows from the fact that a faithful functor reflects both epimorphisms and monomorphisms [4, Propositions 1.7.6 and 1.8.4].

The following is an immediate consequence.

**Corollary 1.10.** Let \(\mathcal{H} : M \to N\) be a left (or right) exact functor between abelian categories. Then \(\mathcal{H}\) is conservative if and only if it is faithful.

2. Conjugating a comonad by an adjunction

Consider the situation
\[ C \xleftarrow{\mathcal{K}} M \xrightarrow{\mathcal{H}} N \]
in which \((\mathcal{H}, \mathcal{K})\) is an adjunction and \(C\) is a comonad. In Section 2.1 we turn the composite functor \(\mathcal{H}\mathcal{K}\) into a comonad on \(N\). We say this comonad is obtained from \(C\) by conjugation under the adjunction \((\mathcal{H}, \mathcal{K})\) and denote it by \(C^\vee\). The comonads \(C\) and \(C^\vee\) are related by a canonical colax morphism (Section 2.2). This provides the ingredients for an application of the Adjoint Lifting Theorem in Section 2.3, which results in an adjunction between the categories of coalgebras over \(C\) and \(C^\vee\). Our main goal here, achieved in Section 2.4, is to obtain precise conditions when this is in fact an adjoint equivalence. We call this result the Conjugate Comonadicity Theorem. It is an
extension of Beck’s Comonadicity Theorem (and follows from it). We expand on the study of the conjugate comonad in Sections 2.5 and 2.6, where we establish a universal property of \( \mathcal{C}^\vee \) and derive a criterion for a colax morphism of comonads to induce an equivalence between coalgebra categories.

Let

\[
\delta : \mathcal{C} \rightarrow \mathcal{C}^2 \quad \text{and} \quad \epsilon : \mathcal{C} \rightarrow \mathcal{I}
\]

be the comultiplication and the counit of the comonad \( \mathcal{C} \). Let

\[
\eta : \mathcal{I} \rightarrow \mathcal{K}H \quad \text{and} \quad \xi : \mathcal{H}K \rightarrow \mathcal{I}
\]

be the unit and the counit of the adjunction \((\mathcal{H}, \mathcal{K})\). We let \( \mathcal{C}^\vee \) denote the composite functor

\[
\mathcal{C}^\vee : \mathcal{N} \xrightarrow{\mathcal{K}} \mathcal{M} \xrightarrow{\mathcal{H}} \mathcal{N}.
\]

(The notation does not show that the functor \( \mathcal{C}^\vee \), and the comonad structure to be defined below, depend not only on the comonad \( \mathcal{C} \) but also on the adjunction \((\mathcal{H}, \mathcal{K})\).)

### 2.1. The conjugate comonad

We turn the functor \( \mathcal{C}^\vee \) into a comonad on \( \mathcal{N} \).

Consider the adjunction \((\mathcal{U}_C, \mathcal{F}_C)\) associated to the comonad \( \mathcal{C} \), as in Section 1.3. Composing the adjunctions

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\mathcal{U}_C} & \mathcal{M} \\
\xleftarrow{\mathcal{F}_C} & & \xleftarrow{\mathcal{K}} \\
\mathcal{C} & \xrightarrow{\mathcal{H}} & \mathcal{N}
\end{array}
\]

we obtain an adjunction \((\mathcal{H}\mathcal{U}_C, \mathcal{F}_C\mathcal{K})\). The comonad on \( \mathcal{N} \) defined by this adjunction (as in Section 1.3) is

\[
\mathcal{H}\mathcal{U}_C\mathcal{F}_C\mathcal{K} = \mathcal{H}\mathcal{C}\mathcal{K} = \mathcal{C}^\vee,
\]

and the structure turns out to be as follows.

The comultiplication is

\[
\mathcal{C}^\vee = \mathcal{H}\mathcal{C}\mathcal{K} \xrightarrow{\mathcal{H}\delta\mathcal{K}} \mathcal{H}\mathcal{C}\mathcal{C}\mathcal{K} = \mathcal{H}\mathcal{C}\mathcal{I}\mathcal{C}\mathcal{K} \xrightarrow{\mathcal{H}\mathcal{C}\xi\mathcal{K}} \mathcal{H}\mathcal{C}\mathcal{K}\mathcal{H}\mathcal{C}\mathcal{K} = (\mathcal{C}^\vee)^2.
\]

The counit is

\[
\mathcal{C}^\vee = \mathcal{H}\mathcal{C}\mathcal{K} \xrightarrow{\mathcal{H}\epsilon\mathcal{K}} \mathcal{H}\mathcal{I}\mathcal{K} = \mathcal{H}\mathcal{K} \xleftarrow{\xi} \mathcal{I}.
\]

**Definition 2.1.** We refer to the functor \( \mathcal{C}^\vee = \mathcal{H}\mathcal{C}\mathcal{K} : \mathcal{N} \rightarrow \mathcal{N} \) with the above structure as the **conjugate comonad** of \( \mathcal{C} \) under the adjunction \((\mathcal{H}, \mathcal{K})\).

**Remark 2.2.** When \( \mathcal{C} = \mathcal{I} \) is the identity comonad, the conjugate comonad is simply the comonad \( \mathcal{H}\mathcal{K} \) defined by the adjunction, as in Section 1.3. On the other hand, as explained above, the general case of the construction can be reduced to this special one.

Consider again the composite adjunction (2.1). We use \( \mathcal{Q}_C \) to denote the corresponding comparison functor, as in (1.5). It follows from the discussion in Section 1.3 that \( \mathcal{Q}_C \) is the unique functor

\[
\mathcal{Q}_C : \mathcal{M}_C \rightarrow \mathcal{N}_{\mathcal{C}^\vee}
\]
between categories of coalgebras such that

\[
\begin{array}{c}
\begin{array}{c}
\mathcal{M} \xrightarrow{\mathcal{H}} \mathcal{N} \\
\mathcal{M} \xrightarrow{\mathcal{Q}_\mathcal{C}} \mathcal{N}_{\mathcal{C}^\vee}
\end{array} \\
\begin{array}{c}
\mathcal{M} \xleftarrow{\mathcal{F}_\mathcal{C}} \mathcal{N} \\
\mathcal{M} \xleftarrow{\mathcal{Q}_\mathcal{C}} \mathcal{N}_{\mathcal{C}^\vee}
\end{array}
\end{array}
\text{ and }
\begin{array}{c}
\begin{array}{c}
\mathcal{M} \xrightarrow{\mathcal{K}} \mathcal{N} \\
\mathcal{M} \xrightarrow{\mathcal{Q}_\mathcal{C}} \mathcal{N}_{\mathcal{C}^\vee}
\end{array} \\
\begin{array}{c}
\mathcal{M} \xleftarrow{\mathcal{F}_\mathcal{C}} \mathcal{N} \\
\mathcal{M} \xleftarrow{\mathcal{Q}_\mathcal{C}} \mathcal{N}_{\mathcal{C}^\vee}
\end{array}
\end{array}
\]

commute. Explicitly, if \((M, c)\) is a \(\mathcal{C}\)-coalgebra, then \(\mathcal{Q}_\mathcal{C}(M, c) = (\mathcal{H}(M), d)\) where \(d\) is the composite

\[
(2.5) \quad \mathcal{H}(M) \xrightarrow{\mathcal{H}(c)} \mathcal{H}(M) \xrightarrow{\mathcal{H}(\eta_M)} \mathcal{H}C \mathcal{H}(M) = \mathcal{C}^\vee \mathcal{H}(M).
\]

In Section 2.4 we discuss conditions under which the functor \(\mathcal{Q}_\mathcal{C}\) is an equivalence.

2.2. A colax morphism. Define a transformation \(\gamma\) by

\[
(2.6) \quad \gamma : \mathcal{H}C = \mathcal{H}C \mathcal{I} \xrightarrow{\mathcal{H}C\eta} \mathcal{H}C \mathcal{K} \mathcal{H} = \mathcal{C}^\vee \mathcal{H}.
\]

**Lemma 2.3.** The transformation \(\gamma\) turns \(\mathcal{H}\) into a colax morphism of comonads

\[
(\mathcal{H}, \gamma) : (M, \mathcal{C}) \rightarrow (N, \mathcal{C}^\vee).
\]

In addition, its mate is the transformation \(\tau\) given by

\[
(2.7) \quad \tau : \mathcal{C} \mathcal{K} = \mathcal{I} \mathcal{C} \mathcal{K} \xrightarrow{\mathcal{I} \mathcal{C} \mathcal{K} \eta} \mathcal{K} \mathcal{C} \mathcal{K} \mathcal{H} = \mathcal{K} \mathcal{C}^\vee.
\]

**Proof.** In order to check that \(\gamma\) is a colax morphism, consider the following diagram.

The outer diagrams commute by definition of \(\gamma\) and of \(\delta : \mathcal{C}^\vee \rightarrow \mathcal{C}^\vee \mathcal{C}^\vee\). The inner rectangles commute by naturality. It follows that the diagram commutes, and this yields the first condition in (1.10).
The second condition in (1.10) is the commutativity of the following diagram.

\[ \begin{array}{ccc}
HC & \xrightarrow{H\epsilon} & H \\
\gamma & \downarrow & \downarrow \\
HC\eta & \xrightarrow{H\epsilon\eta} & HKH \\
\end{array} \]

This employs one of the axioms involving the unit and counit of the adjunction \((H, K)\).

Finally, the fact that the mate of \(\gamma\) is given by (2.7) follows from the commutativity of the following diagram.

\[ \begin{array}{ccc}
CK & \xrightarrow{\gamma CK} & KHCCK \\
\gamma & \downarrow & \downarrow \\
KC\gamma & \xrightarrow{KHCCK} & K\gamma H \\
\end{array} \]

This employs the remaining axiom involving the unit and counit of the adjunction. □

We now have two functors \(M_C \to N_{C^\vee}\) between categories of coalgebras. The comparison functor \(Q_C\) defined in (2.4) and the functor \(H_\gamma\) induced by the colax morphism \((H, \gamma)\) as in Section 1.5.

**Lemma 2.4.** The functors \(Q_C\) and \(H_\gamma\) coincide.

**Proof.** Let \((M, c)\) be a \(C\)-coalgebra. We calculate \(H_\gamma(M, c)\) using (1.11) and (2.6), and \(Q_C(M, c)\) using (2.5). In both cases the result is \((H(M), d)\) where \(d\) is as in (2.5). On morphisms both functors agree with \(H\). □

2.3. **Lifting for the conjugate comonad.** We now consider the comonad \(C\) together with its conjugate \(C^\vee\)

\[ c \ begun{array}{ccc}
M & \xrightarrow{H} & N \\
\downarrow & & \downarrow \\
\K & \xrightarrow{H} & \K^\vee \\
\end{array} \]

in the context of the Adjoint Lifting Theorem of Section 1.8. We work with the transformation \(\gamma\) and its mate \(\gamma\) of Section 2.2.

The first thing to note is that the pair of arrows (1.17) is in this situation of a special kind.

**Lemma 2.5.** For any \(C^\vee\)-coalgebra \((N, d)\), the pair of arrows

\[ CK(N) \xrightarrow{\delta_{K(N)}} CCK(N) \xrightarrow{C(\tau_N)} CKC^\vee(N) \quad \text{and} \quad CK(N) \xrightarrow{CK(d)} CKC^\vee(N) \]

in the category \(M_C\) is coreflexive and \(HU_C\)-split.
Proof. The pair is coreflexive by Lemma 1.4 applied to the comonad $C^\vee$. Applying $\mathcal{HU}_C$ to the pair we obtain

$$
C^\vee(N) \xrightarrow{H(\delta_{K(\gamma)})} H\mathcal{C}\mathcal{K}(N) \xrightarrow{HC(\gamma)} (C^\vee)^2(N) \quad \text{and} \quad C^\vee(N) \xrightarrow{C^\vee(d)} (C^\vee)^2(N).
$$

According to (2.7), $\gamma = \eta\mathcal{C}\mathcal{K}$. Recalling (2.2) and (2.3), we see that the previous pair is precisely the pair (1.1) associated to the $C^\vee$-coalgebra $(N, d)$. We know from Section 1.1 that this pair is part of the split cofork (1.2).

Consider now the following hypothesis.

The functors $C$ and $C^2$ preserve the equalizer of any parallel pair in $M$ which is both coreflexive and $\mathcal{H}\mathcal{U}_C$-split. (2.8)

Lemma 2.6. Suppose that:

- The category $M$ satisfies hypothesis (1.7).
- The comonad $C$ satisfies hypothesis (2.8).

Then the category $M_C$ possesses equalizers of all parallel pairs which are both coreflexive and $\mathcal{H}\mathcal{U}_C$-split. Moreover, these equalizers are preserved by $\mathcal{U}_C$.

Proof. Consider such a pair

$$(M, c) \xrightarrow{f} (M', c')$$

of arrows in $M_C$. Forgetting the $C$-coalgebra structure we obtain a pair of parallel arrows in $M$ which is coreflexive and $\mathcal{H}$-split. By hypothesis (1.7), this pair has an equalizer

$$E \xrightarrow{f} M \xrightarrow{g} M'$$

in $M$, and by (2.8), this equalizer is preserved by $C$ and $C^2$. By Lemma 1.1, $E$ has a $C$-coalgebra structure $c''$ for which

$$(E, c'') \xrightarrow{f} (M, c) \xrightarrow{g} (M', c')$$

is an equalizer in $M_C$. This shows that $M_C$ possesses the required equalizers and that they are preserved by $\mathcal{U}_C$.

Proposition 2.7. Suppose that:

- The category $M$ satisfies hypothesis (1.7).
- The comonad $C$ satisfies hypothesis (2.8).

Then there is an adjunction

$$M_C \xleftarrow{\gamma} N_{C^\vee}.$$

The transformations $\gamma$ and $\tau$ are as in Section 2.2 and the adjunction as in Section 1.8.

Proof. It follows from Lemmas 2.5 and 2.6 that the category $M_C$ possesses equalizers of all pairs of the form (1.17) for $\mathcal{D} = C^\vee$. Thus, hypothesis (1.18) holds. The adjunction then follows from Theorem 1.7.
We proceed to show that under certain additional hypotheses the preceding is in fact an adjoint equivalence.

2.4. The Conjugate Comonadicity Theorem. We return to the comparison functor $Q_C$ of (2.4).

**Theorem 2.8** (The Conjugate Comonadicity Theorem). The following are equivalent statements.

(i) For all comonads $C$ on $M$ which satisfy hypothesis (2.8), the comparison functor $Q_C : M_C \to N_{C^\vee}$ is an equivalence.

(ii) Hypotheses (1.7) through (1.9) hold.

*Proof.* The identity comonad $I$ satisfies (2.8) trivially, and $Q_I$ is the comparison functor of (1.5). Thus, (i) implies (ii) by Theorem 1.2 (Beck’s).

For the converse, assume (1.7)–(1.9) and the comonad $C$ satisfies (2.8). It suffices to verify that the composite adjunction $(HU_C, F_C K)$ of (2.1) satisfies the hypotheses of Beck’s theorem.

By Lemma 2.6, the category $M_C$ possesses equalizers of all parallel pairs which are both coreflexive and $HU_C$-split, and they are preserved by $U_C$. Hence these equalizers are preserved by $HU_C$, in view of (1.8). In addition, since both $H$ and $U_C$ are conservative (the former by (1.9)), so is their composite $HU_C$. Thus the hypotheses of Beck’s theorem are satisfied by the adjunction $(HU_C, F_C K)$ and the proof is complete. □

*Remark* 2.9. Hypotheses (1.7)–(1.9) enter both in Theorem 1.2 and in Theorem 2.8. Thus, one may view the Conjugate Comonadicity Theorem as adding one equivalent condition (statement (i) above) to those in Beck’s theorem.

We connect with the result of Proposition 2.7.

**Corollary 2.10.** Assume hypotheses (1.7) through (1.9) and (2.8) hold. Then the adjunction

$$M_C \xrightarrow{\gamma} N_{C^\vee}$$

of Proposition 2.7 is an adjoint equivalence.

*Proof.* In this situation, the hypotheses of Proposition 2.7 are satisfied, so the adjunction exists. From Lemma 2.4, we know that $H_\gamma = Q_C$. Since the latter functor is an equivalence by Theorem 2.8, the adjunction is an adjoint equivalence. □

2.5. Universal property of the conjugate comonad. We consider the following situation.

We discuss a universal property of the conjugate comonad $C^\vee$ of Definition 2.1 and the colax morphism $(H, \gamma)$ of Lemma 2.3. Briefly, it states that any colax morphism from $C$ to $D$ factors through $\gamma$. 

Proposition 2.11. Let $\mathcal{D} : \mathbb{N} \to \mathbb{N}$ be a functor and $\sigma : \mathcal{H} \mathcal{C} \to \mathcal{D} \mathcal{H}$ a transformation.

(i) There is a unique transformation $\sigma' : \mathcal{C}^\vee \to \mathcal{D}$ such that the following diagram commutes.

\[
\begin{array}{ccc}
\mathcal{H} \mathcal{C} & \xrightarrow{\sigma} & \mathcal{D} \mathcal{H} \\
\gamma \downarrow & & \sigma H \downarrow \\
\mathcal{C}^\vee H & & \\
\end{array}
\]

(ii) Moreover, if $\mathcal{D}$ is a comonad and $(\mathcal{H}, \sigma) : (\mathcal{M}, \mathcal{C}) \to (\mathcal{N}, \mathcal{D})$ is a colax morphism of comonads, then $(I, \sigma') : (\mathcal{N}, \mathcal{C}^\vee) \to (\mathcal{N}, \mathcal{D})$ is another such morphism.

Proof. We use $(\delta, \epsilon)$ to denote the structure maps of all comonads.

We let $\sigma' : \mathcal{H} \mathcal{C} \mathcal{K} \to \mathcal{D}$ be the composite

\[
\mathcal{C}^\vee = \mathcal{H} \mathcal{C} \mathcal{K} \xrightarrow{\sigma K} \mathcal{D} \mathcal{H} \mathcal{K} \xrightarrow{D \xi} \mathcal{D} L = \mathcal{D}.
\]

We prove (i). Consider the following diagram.

The top left rectangles commute by definition of $\gamma$ (2.6) and $\sigma'$. The bottom diagrams commute by naturality and one of the adjunction axioms. The commutativity of the whole diagram results, and this is (2.9).

To complete the proof of (i), we verify the uniqueness of $\sigma'$. Assume another transformation $\sigma''$ makes (2.9) commutative. Consider the following diagram.

The top left triangle commutes by definition of $\gamma$ (2.6). The triangle below it commutes by assumption and the bottom piece by definition of $\sigma'$. The top piece commutes by one of the adjunction axioms and the remaining rectangles by naturality. We deduce that $\sigma' = \sigma''$.

We turn to (ii). Assume that $(\mathcal{H}, \sigma) : (\mathcal{M}, \mathcal{C}) \to (\mathcal{N}, \mathcal{D})$ is a colax morphism of comonads. The fact that $\sigma'$ preserves counits (second diagram in (1.16)) is the commutativity
of the following diagram.

\[
\begin{array}{cccccc}
C^\vee = HCK & \xrightarrow{\sigma_K} & DHK & \xrightarrow{\xi} & D \\
\downarrow & & \downarrow & & \\
I & & HK & \xrightarrow{\delta_K} & \downarrow \\
\downarrow & & \downarrow & & \\
HK & \xrightarrow{\epsilon} & HK & \xrightarrow{\delta} & D \\
\end{array}
\]

The central triangle commutes by the second diagram in (1.16) for \( \sigma \). The left triangle is (2.3) and the right one commutes by naturality. The fact that \( \sigma' \) preserves comultiplications (first diagram in (1.16)) is the commutativity of the following diagram.

\[
\begin{array}{cccccc}
HCK & \xrightarrow{\sigma_K} & DHK & \xrightarrow{\xi} & D \\
\downarrow & & \downarrow & & \\
HK & \xrightarrow{\delta_K} & HK & \xrightarrow{\delta} & D \\
\downarrow & & \downarrow & & \\
\downarrow & & \downarrow & & \\
I & \xrightarrow{\sigma' \vee C^\vee} & DHK & \xrightarrow{\delta} & DD \\
\end{array}
\]

Above, the top left rectangle commutes by the first diagram in (1.16) for \( \sigma \). The diagram in the bottom right commutes since the vertical composition is the identity (by one of the adjunction axioms). The remaining pieces commute either by naturality or by definition of \( \sigma' \) or \( \delta \). This completes the proof of (ii) and of the proposition. \( \square \)

Remark 2.12. The commutativity of (2.9) can be formulated in terms of compositions of colax morphisms of comonads. It states that diagram

\[
\begin{array}{ccc}
(M, C) & \xrightarrow{(H, \sigma)} & (N, D) \\
\downarrow & & \downarrow \\
\downarrow & & \downarrow \\
(N, C^\vee) & \xrightarrow{(I, \sigma')} & (N, C^\vee)
\end{array}
\]

commutes

2.6. Equivalence between categories of coalgebras. We discuss necessary and sufficient conditions under which a colax morphism of comonads gives rise to an equivalence of coalgebra categories. In Proposition 2.16 we treat the special case of comonads on the same category; the general case is dealt with in the next section.

Lemmas 2.13–2.15 contain preparatory material. We are indebted to Ignacio Lopez-Franco for help with these results. They appear to be known, but we have included short proofs for convenience.
A functor $F : C \to D$ is a \emph{discrete isofibration} if for any isomorphism $f : A \to F(B)$ in $D$, there exists a unique object $\tilde{A}$ and a unique isomorphism $\tilde{f} : \tilde{A} \to B$ in $C$ such that $F(\tilde{f}) = f$ (and $F(\tilde{A}) = A$). In this situation, we say that $\tilde{f}$ is a lifting of $f$.

**Lemma 2.13.** If a functor $F$ creates isomorphisms, it is a discrete isofibration.

**Proof.** We clarify the hypothesis. An isomorphism $f : A \to B$ in $C$ is a limiting cone of the functor that sends the object of the unit category to the object $B$ in $C$. Then $F$ creates this type of limit if and only if given an isomorphism $f : A \to F(B)$ in $D$, there exists a unique morphism $\tilde{f} : \tilde{A} \to B$ in $C$ such that $F(\tilde{f}) = f$, and moreover, $\tilde{f}$ is an isomorphism. This is stronger than saying that $F$ is a discrete isofibration.

**Lemma 2.14.** Let $F : C \to D$ and $U : D \to E$ be functors such that both $U$ and $UF$ are discrete isofibrations. Then $F$ is another discrete isofibration.

**Proof.** Given $f : A \to F(B)$ in $D$, let $\tilde{f} : \tilde{A} \to B$ in $C$ be the unique lift of $U(f)$ under $UF$. Then both $f$ and $F(\tilde{f})$ are lifts of $U(f)$ under $U$, so $f = F(\tilde{f})$ by uniqueness. This proves that liftings under $F$ exist. Uniqueness is similar.

**Lemma 2.15.** Let $F$ be a discrete isofibration. If $F$ is part of an equivalence, then it is part of an isomorphism.

**Proof.** Since $F$ is part of an equivalence, it is full, faithful, and essentially surjective on objects [28, Theorem IV.4.1].

Let $A$ and $B$ be objects of $C$ such that $F(A) = F(B)$. Since $F$ is full and faithful, there is an isomorphism $f : A \to B$ such that $F(f) = id_{F(B)}$. Then $f$ is a lifting of $id_{F(B)}$. By uniqueness, $f$ must be $id_B$, and so $A = B$. Thus $F$ is injective on objects.

Let $A$ be an object of $D$. Since $F$ is essentially surjective on objects, there is an object $B$ of $C$ and an isomorphism $f : A \to F(B)$. Let $\tilde{f} : \tilde{A} \to B$ be a lifting of $f$. Then $F(\tilde{A}) = A$. Thus $F$ is surjective on objects.

Since $F$ is full, faithful, and bijective on objects, it is part of an isomorphism.

We return to coalgebra categories. In the proof below, we apply Lemma 2.15 to the case in which the functor $F$ is as in Lemma 1.3. Note that, in that case, the condition that $F$ be bijective on objects means simply the following. Given any object $(N, b)$ of $N_D$, there is a unique morphism $a : N \to C(N)$ such that $(N, a)$ is an object of $N_C$ and $F(N, a) = (N, b)$.

**Proposition 2.16.** Let $\mathcal{D}$ and $\mathcal{E}$ be two coalgebras on the same category $\mathcal{N}$. Let $\rho : \mathcal{E} \to \mathcal{D}$ be a transformation such that $(I, \rho) : (\mathcal{N}, \mathcal{E}) \to (\mathcal{N}, \mathcal{D})$ is a colax morphism of coalgebras. Consider the induced functor $I_\rho : N_\mathcal{E} \to N_\mathcal{D}$ of Section 1.5. Then:

$I_\rho$ is an equivalence $\iff \rho$ is invertible.

**Proof.** If $\rho$ is invertible, then $I_\rho$ is an equivalence with inverse $I_{\rho^{-1}}$, by functoriality.

We prove the converse. By Lemma 1.1, the forgetful functors $U_\mathcal{D}$ and $U_\mathcal{E}$ create isomorphisms; hence, by Lemma 2.13, they are discrete isofibrations. According to (1.14), we have $U_\mathcal{D}I_\rho = U_\mathcal{E}$. It follows from Lemma 2.14 that $I_\rho$ is a discrete isofibration. By Lemma 2.15, $I_\rho$ is in fact an isomorphism, being an equivalence. Its inverse satisfies $U_\mathcal{D} = U_\mathcal{E}(I_\rho)^{-1}$. It follows from Lemma 1.3 that $(I_\rho)^{-1} = I_\sigma$ for some $\sigma : \mathcal{D} \to \mathcal{E}$. By uniqueness in Lemma 1.3, $\sigma$ and $\rho$ are inverses. □
In the presence of additional hypotheses, an alternative proof of Proposition 2.16 is available. Assume that:

- The category $\mathcal{N}$ has equalizers of all coreflexive pairs.
- The comonad $\mathcal{E}$ preserves them.

**Alternative proof of Proposition 2.16.** The hypotheses on $\mathcal{N}$ and $\mathcal{E}$ imply that $\mathcal{N}_\mathcal{E}$ has all equalizers of coreflexive pairs, in view of Lemma 1.1. This allows us to apply the Adjoint Lifting Theorem (Theorem 1.7) to the comonads $\mathcal{E}$ and $\mathcal{D}$, the trivial adjunction on $\mathcal{N}$ ($\mathcal{H} = \mathcal{K} = \mathcal{I}_\mathcal{N}$), and the colax morphism of comonads $(\mathcal{I}, \rho)$. We obtain an adjunction

$$
\begin{array}{ccc}
\mathcal{N}_\mathcal{E} & \cong & \mathcal{N}_\mathcal{D} \\
\mathcal{I}_\rho & & \mathcal{I}_\rho
\end{array}
$$

where $\overline{\rho}$ is the mate of $\rho$. (We have $\overline{\rho} = \rho$, but this is not needed for the rest of the argument.) We know from (1.20) that the diagram

$$
\begin{array}{ccc}
\mathcal{N} & \overset{\mathcal{F}_\mathcal{E}}{\leftarrow} & \mathcal{N}_\mathcal{E} \\
\downarrow_{\mathcal{I}_\rho} & & \downarrow_{\mathcal{I}_\rho} \\
\mathcal{N}_\mathcal{D} & \overset{\mathcal{F}_\mathcal{D}}{\leftarrow} & \mathcal{N}
\end{array}
$$

commutes up to isomorphism. Now, if $\mathcal{I}_\rho$ is an equivalence, then $(\mathcal{I}_\rho)^{-1}$ must be isomorphic to $\overline{\mathcal{I}_\rho}$, by uniqueness of adjoints. Hence the diagram

$$
\begin{array}{ccc}
\mathcal{N} & \overset{\mathcal{F}_\mathcal{E}}{\leftarrow} & \mathcal{N}_\mathcal{E} \\
\downarrow_{\mathcal{I}_\rho} & & \downarrow_{\mathcal{I}_\rho} \\
\mathcal{N}_\mathcal{D} & \overset{\mathcal{F}_\mathcal{D}}{\leftarrow} & \mathcal{N}
\end{array}
$$

commutes up to isomorphism. Note this is (1.13). But then, as recalled in Section 1.5, the transformation $\rho$ is invertible. □

### 2.7. Equivalence between categories of coalgebras: the general case.

We now determine when a colax morphism of comonads from $(\mathcal{M}, \mathcal{C})$ to $(\mathcal{N}, \mathcal{D})$ gives rise to an equivalence from $\mathcal{C}$-coalgebras to $\mathcal{D}$-coalgebras. Roughly, this happens when $\mathcal{D}$ is isomorphic to the conjugate comonad $\mathcal{C}^\vee$. The two theorems that follow provide the precise statements. For both of them, we consider the following situation.

\[
\begin{array}{ccc}
\mathcal{C} & \overset{\mathcal{H}}{\leftarrow} & \mathcal{M} \\
\downarrow_{\mathcal{K}} & & \downarrow_{\mathcal{K}} \\
\mathcal{N} & \overset{\mathcal{D}}{\leftarrow} & \mathcal{D}
\end{array}
\]

Thus, $\mathcal{C}$ is a comonad on $\mathcal{M}$, $\mathcal{D}$ is a comonad on $\mathcal{N}$, and $(\mathcal{H}, \mathcal{K})$ is an adjunction. Also, let $\sigma : \mathcal{H}\mathcal{C} \to \mathcal{D}\mathcal{H}$ be a transformation such that $(\mathcal{H}, \sigma) : (\mathcal{M}, \mathcal{C}) \to (\mathcal{N}, \mathcal{D})$ is a colax morphism of comonads. Let $\sigma' : \mathcal{C}^\vee \to \mathcal{D}$ be the transformation afforded by the universal property of the conjugate comonad $\mathcal{C}^\vee$, as discussed in Proposition 2.11. Finally, let $\tau$ be the mate of $\sigma$, as in Section 1.7.

**Theorem 2.17.** In the above situation, assume that:

- The category $\mathcal{M}$ and the functor $\mathcal{H}$ satisfy hypotheses (1.7)–(1.9).
- The functor $\mathcal{C}$ satisfies hypothesis (2.8).
The functors
\[ M \overset{\mathcal{H}}{\longrightarrow} N \]
of Sections 1.5–1.6 form an adjoint equivalence if and only if the transformation \( \sigma' : C^\vee \rightarrow D \) is invertible.

Proof. Let \( \gamma \) be the transformation in (2.6). The hypotheses on \( M, H \) and \( C \) ensure that Corollary 2.10 applies, and hence the induced functor \( \mathcal{H}_\gamma \) is an equivalence. On the other hand, from (2.11) we have the following commutative diagram.

\[
\begin{array}{ccc}
M & \overset{H_\sigma}{\longrightarrow} & N_D \\
\downarrow{H_\gamma} & & \downarrow{I_{\sigma'}} \\
N & \overset{I_{\sigma'}}{\longrightarrow} & N_{C^\vee}
\end{array}
\]

Hence,
\[ H_\sigma \text{ is an equivalence} \iff I_{\sigma'} \text{ is an equivalence} \iff \sigma' \text{ is invertible}, \]
the latter by Proposition 2.16.

It remains to verify that \( K^\tau \) is a right adjoint of \( H_\sigma \). This follows from Theorem 1.7, provided we show that \( D \) satisfies hypothesis (1.18). Now, as in the proof of Proposition 2.7, the comonad \( C^\vee \) satisfies hypothesis (1.18). It is easy to see that then the same is true for the isomorphic comonad \( D \). \( \square \)

It is useful to state this result under simpler (though stronger) hypotheses.

**Theorem 2.18.** In the above situation, assume that:

- The category \( M \) has equalizers of all coreflexive pairs.
- The functors \( C \) and \( D \) preserve these equalizers.
- The functor \( H \) is conservative.

Then the conclusion of Theorem 2.17 holds.

Proof. Since coreflexive pairs are preserved by arbitrary functors, their equalizers are preserved not only by \( C \) but also by \( C^2 \). Thus the given hypotheses are stronger than those of Theorem 2.17. \( \square \)

We close the section by examining the extent to which the hypotheses on the functor \( H \) are necessary for \( H_\sigma \) to be an equivalence.

**Proposition 2.19.** Still in the above situation, consider the following hypotheses.

(i) The functor \( H_\sigma : M \overset{C}{\rightarrow} N \) is an equivalence.
(ii) The functors \( C \) and \( D \) preserve all existing equalizers in \( M \) and \( N \), respectively.
(iii) The transformation \( \sigma' : C^\vee \rightarrow D \) is invertible.

We then have the following statements.

- If (i) holds, then the functor \( HU_C \) is conservative.
- Assume (i) and (ii) hold. Let \( (f, g) \) be a parallel pair in \( M \) such that the pair \( (U_C(f), U_C(g)) \) has an equalizer in \( M \) and the pair \( (HU_C(f), HU_C(g)) \) has an equalizer in \( N \). Then the functor \( H \) preserves the equalizer of \( (U_C(f), U_C(g)) \).
• Assume (i) and (iii) hold. Then any parallel pair in $M_C$ which is coreflexive and $HU_C$-split has an equalizer in $M_C$.

Proof. From (1.12), $HU_C = U_DH_\sigma$. The first statement then follows since $U_D$ is conservative (Section 1.2).

We turn to the second statement. By hypothesis, $(U_DH_\sigma(f), U_DH_\sigma(g)) = (HU_C(f), HU_C(g))$ has an equalizer in $N$. Since $D$ preserves all existing equalizers, the same is true of $D^2$. Hence, by Lemma 1.1, $(H_\sigma(f), H_\sigma(g))$ has an equalizer in $N_D$ and this is preserved by $U_D$. Then, $(f, g)$ has an equalizer in $N$ and this is preserved by $H_\sigma$, since $H_\sigma$ is an equivalence.

As for $D$ above, the hypothesis on $C$ ensures that Lemma 1.1 applies to it. Hence the equalizer of $(U_C(f), U_C(g))$ is the image under $U_C$ of the equalizer of $(f, g)$. Therefore, applying $H$ to the former equalizer is the same as applying $HU_C = U_DH_\sigma$ to the latter, which as explained above is the equalizer of $(U_DH_\sigma(f), U_DH_\sigma(g))$. This proves the second statement.

Finally, as in the proofs of the previous theorems, we have $H_\sigma = I_\sigma'\gamma = I_\sigma'Q_C$. Hypotheses (i) and (iii) imply that $Q_C$ is an equivalence. Applying Theorem 1.2 (Beck’s) to the adjunction (2.1), we deduce that (1.7) holds for this adjunction, and this is the third statement. □

3. Bimonads and comodule-monads

Comonoidal functors and their comodules are reviewed in Sections 3.1 and 3.3. The former are functors $F : C \to D$ between monoidal categories which are compatible with the monoidal structures in such a way that comonoids are preserved. The latter are functors $H : M \to N$ between module-categories (categories on which $C$ and $D$ act, respectively) which are such that if $M$ is a comodule over a comonoid $C$, then $H(M)$ is a comodule over $F(C)$.

A bimonad is a monad with a compatible comonoidal structure. Sections 3.2 and 3.5 review this notion (introduced by Moerdijk [32]) and that of comodule-monad over a bimonad. Another important notion reviewed in Section 3.2 is that of an algebra-comonoid over a bimonad $T$. These objects may be seen either as $T$-algebras in the category of comonoids or as comonoids in the category of $T$-algebras.

Section 3.6 introduces generalized Hopf modules. This is a central notion in the paper. It depends on three ingredients: a bimonad $T$, a comodule-monad $S$ over $T$, and an algebra-comonoid $Z$ over $T$. For a special choice of these data, generalized Hopf modules become precisely the Hopf modules of Bruguières, Lack and Virelizier [7, Section 4.2] and [6, Section 6.5] (see Remark 3.10). Generalized Hopf modules may be seen either as $S$-algebras in the category of $Z$-comodules, or as $Z$-comodules in the category of $S$-algebras (Proposition 3.12).

We use the symbol $\cdot$ to denote the monoidal operation of all monoidal categories, and $I$ for the unit object. We also use $\cdot$ to denote the action of a monoidal category on a (left) module-category. For the axioms defining module-categories, see for instance [17, Section 1].
3.1. **Comonoidal functors.** Let $C$ and $D$ be monoidal categories.

**Definition 3.1.** A comonoidal functor $(F, \psi, \psi_0) : (C, \cdot, I) \to (D, \cdot, I)$ consists of a functor
\[ F : C \to D, \]
a natural transformation
\[ \psi_{X,Y} : F(X \cdot Y) \to F(X) \cdot F(Y) \]
of functors $C \times C \to C$, and a map
\[ \psi_0 : F(I) \to I, \]
subject to certain axioms; see for instance [2, Definition 3.2].

Comonoidal functors are also called *colax monoidal functors*.

Let $\text{Com}(C)$ denote the category of comonoids in $C$. Comonoidal functors preserve comonoids. Let $C$ be a comonoid in $C$. We use $\Delta : C \to C \cdot C$ and $\epsilon : C \to I$ to denote its structure. Then $F(C)$ is a comonoid in $D$ with structure
\[ D = F(C) \xrightarrow{F(\Delta)} F(C \cdot C) \xrightarrow{\psi_{C,C}} F(C) \cdot F(C) = D \cdot D \]
\[ D = F(C) \xrightarrow{F(\epsilon)} F(I) \xrightarrow{\psi_0} I. \]
In this manner, $F$ induces a functor
\[ \text{Com}(C) \to \text{Com}(D) \]
which we also denote by $F$.

3.2. **Bimonads.**

**Definition 3.2.** A bimonad on $C$ is a monad $T : C \to C$ that is in addition a comonoidal functor, in such a way that the monad structure maps are morphisms of comonoidal functors.

For more details, see [32, Definition 1.1], [7, Section 2.3], or [6, Section 2.4].

**Remark 3.3.** Bimonads are also called *opmonoidal monads* [30, 41] or *comonoidal monads*. They were originally called Hopf monads [32]. In more recent work [6, 7], the latter term is reserved for certain special bimonads.

We use
\[ \mu : T^2 \to T \quad \text{and} \quad \iota : I \to T \]
to denote the monad structure maps and
\[ \psi_{X,Y} : T(X \cdot Y) \to T(X) \cdot T(Y) \]
for the comonoidal structure of the bimonad $T$.

Let $C^T$ the category of algebras over the monad $T$ [28, Section VI.2] (or Section 1.1). The objects are pairs $(A, a)$ where $A$ is an object of $C$ and $a : T(A) \to A$ is a morphism that is associative and unital.
The monoidal structure of $C$ is inherited by $C^T$ [32, Proposition 1.4]. This makes use of the comonoidal structure of the bimonad $T$. Explicitly, if $(A, a)$ and $(B, b)$ are two $T$-algebras, then so is $(A \cdot B, c)$ with

$$c : T(A \cdot B) \xrightarrow{\psi_{A,B}} T(A) \cdot T(B) \xrightarrow{a \cdot b} A \cdot B.$$ 

Also, the unit object of $C$ is a $T$-algebra with

$$T(I) \xrightarrow{\psi_0} I.$$ 

As in (3.1), the functor $T$ restricts to $\text{Com}(C)$, and in fact induces a monad on this category [32, Proposition 2.1], which we also denote by $T$.

Algebras for the monad $T$ on the category of comonoids coincide with comonoids in the monoidal category of $T$-algebras [32, Proposition 2.2]. More precisely, there is an isomorphism of categories

$$\text{Com}(C)^T = \text{Com}(C^T).$$

**Definition 3.4.** An object of the previous category is called a $T$-algebra-comonoid.

(This differs from the terminology in [32, Definition 2.3].)

Explicitly, a $T$-algebra-comonoid $(Z, \alpha, \Delta, \epsilon)$ consists of an object $Z$ of $C$ together with arrows

$$\alpha : T(Z) \to Z, \quad \Delta : Z \to Z \cdot Z \quad \text{and} \quad \epsilon : Z \to I$$

such that $(Z, \alpha)$ is a $T$-algebra, $(Z, \Delta, \epsilon)$ is a comonoid, and diagrams

$$\begin{align*}
\begin{array}{ccc}
T(Z) & \xrightarrow{\alpha} & Z \\
\downarrow T(\Delta) & & \downarrow \Delta \\
T(Z \cdot Z) & \xrightarrow{\psi_{Z,Z}} & T(Z) \cdot T(Z) \\
\end{array} & \quad \text{and} \quad 
\begin{array}{ccc}
T(Z) & \xrightarrow{\alpha} & Z \\
\downarrow T(\epsilon) & & \downarrow \epsilon \\
T(I) & \xrightarrow{\psi_0} & I \\
\end{array}
\end{align*}$$

commute. These diagrams express the fact that $\Delta$ and $\epsilon$ are morphisms of $T$-algebras, or equivalently that $\alpha$ is morphism of comonoids.

Let $C$ be an arbitrary comonoid in $C$. Since $T$ is a monad on $\text{Com}(C)$, the comonoid $Z = T(C)$ carries a canonical structure of $T$-algebra which turns it into a $T$-algebra-comonoid. Explicitly, the structure is

$$T(Z) = T^2(C) \xrightarrow{\mu_C} T(C) = Z$$

(3.4)

$$Z = T(C) \xrightarrow{T(\Delta)} T(C \cdot C) \xrightarrow{\psi_{C,C}} T(C) \cdot T(C) = Z \cdot Z$$

$$Z = T(C) \xrightarrow{T(\epsilon)} T(I) \xrightarrow{\psi_0} I.$$ 

We refer to $T(C)$ as the free $T$-algebra-comonoid on $C$.

3.3. Comodules over comonoidal functors. Let $(F, \psi) : (C, \cdot) \to (D, \cdot)$ be a comonoidal functor (Definition 3.1). Let $M$ and $N$ be module-categories over $C$ and $D$, respectively. The action of the monoidal categories is from the left.
Definition 3.5. A comodule over \((\mathcal{F}, \psi)\) is a pair \((\mathcal{H}, \chi)\) where
\[ \mathcal{H} : M \to N \]
is a functor and
\[ \chi_{X,M} : \mathcal{H}(X \cdot M) \to \mathcal{F}(X) \cdot \mathcal{H}(M) \]
is a natural transformation of functors \(C \times M \to N\) such that diagrams
\begin{equation}
\begin{array}{ccc}
\mathcal{H}(X \cdot Y \cdot M) & \xrightarrow{\chi_{X,Y,M}} & \mathcal{F}(X \cdot Y) \cdot \mathcal{H}(M) \\
\ \downarrow^{\chi_{X,Y,M}} & & \downarrow^{\psi_{X,Y} \cdot \text{id}_{\mathcal{H}(M)}} \\
\mathcal{F}(X) \cdot \mathcal{H}(Y \cdot M) & \xrightarrow{\text{id}_{\mathcal{F}(X)} \cdot \chi_{Y,M}} & \mathcal{F}(X) \cdot \mathcal{F}(Y) \cdot \mathcal{H}(M)
\end{array}
\end{equation}
\begin{equation}
\begin{array}{ccc}
\mathcal{H}(I \cdot M) & \xrightarrow{\chi_{I,M}} & \mathcal{F}(I) \cdot \mathcal{H}(M) \\
\mathcal{H}(M) & \xrightarrow{\psi_0 \cdot \text{id}_{\mathcal{H}(M)}} & I \cdot \mathcal{H}(M)
\end{array}
\end{equation}
commute for all objects \(X, Y\) of \(C\) and \(M\) of \(M\).

Let \((\mathcal{H}, \chi)\) and \((\mathcal{H}', \chi')\) be two comodules over \((\mathcal{F}, \psi)\). A morphism of comodules is a natural transformation \(f : \mathcal{H} \to \mathcal{H}'\) such that
\begin{equation}
\begin{array}{ccc}
\mathcal{H}(X \cdot M) & \xrightarrow{\chi_{X,M}} & \mathcal{F}(X) \cdot \mathcal{H}(M) \\
\ \downarrow^{f_{X,M}} & & \downarrow^{\text{id}_{\mathcal{F}(X)} \cdot f_M} \\
\mathcal{H}'(X \cdot M) & \xrightarrow{\chi'_{X,M}} & \mathcal{F}(X) \cdot \mathcal{H}'(M)
\end{array}
\end{equation}
commutes for all \(X\) of \(C\) and \(M\) of \(M\).

Comodules can be composed. First recall that if
\[ \mathcal{F} : C \to D \quad \text{and} \quad \mathcal{F}' : D \to E \]
are comonoidal functors (with structure \(\psi\) and \(\psi'\)), then their composite
\[ \mathcal{F}' \mathcal{F} : C \to E \]
is comonoidal with structure transformation
\[ \mathcal{F}' \mathcal{F}(X \cdot Y) \xrightarrow{\mathcal{F}'(\psi_{X,Y})} \mathcal{F}'(\mathcal{F}(X) \cdot \mathcal{F}(Y)) \xrightarrow{\psi'_{\mathcal{F}(X), \mathcal{F}(Y)}} \mathcal{F}' \mathcal{F}(X) \cdot \mathcal{F}' \mathcal{F}(Y) \]
and counit structure map
\[ \mathcal{F}' \mathcal{F}(I) \xrightarrow{\mathcal{F}'(\psi_0)} \mathcal{F}'(I) \xrightarrow{\psi'_0} I. \]
For details, see for instance [2, Theorem 3.21]. Now suppose that
\[ \mathcal{H} : M \to N \quad \text{and} \quad \mathcal{H}' : N \to P \]
are comodules over \(\mathcal{F}\) and \(\mathcal{F}'\) respectively (with transformations \(\chi\) and \(\chi'\)). Then \(\mathcal{H}' \mathcal{H}\)
is a comodule over \(\mathcal{F}' \mathcal{F}\) with transformation
\begin{equation}
\begin{array}{ccc}
\mathcal{H}' \mathcal{H}(X \cdot M) & \xrightarrow{\mathcal{H}'(\chi_{X,M})} & \mathcal{H}'(\mathcal{F}(X) \cdot \mathcal{H}(M)) \\
\ \xrightarrow{\mathcal{H}'(\mathcal{F}(X), \mathcal{H}(M))} & & \mathcal{F}' \mathcal{F}(X) \cdot \mathcal{H}' \mathcal{H}(M).
\end{array}
\end{equation}
3.4. Comodules over comonoids. Let $C$ be a comonoid in $C$. A $C$-comodule $(M, d)$ consists of an object $M$ in $M$ and an arrow $d : M \to C \cdot M$ subject to the usual associativity and counit axioms.

Let $\hat{C} : M \to M$ denote the left action by $C$ on the category $M$: on an object $M$ in $M$,

$$\hat{C}(M) = C \cdot M.$$ 

The functor $\hat{C}$ is a comonad on $M$ and the category $M_{\hat{C}}$ of coalgebras for this comonad is precisely the category of left $C$-comodules in $M$.

Let $M$ be a $C$-comodule. Given a comonoidal functor $F$ and an $F$-comodule $H$ (Definition 3.5), the object $H(M)$ is an $F(C)$-comodule with $\hat{C}(M)$ denoted by $\chi_{C,M}$.

$$\hat{C}(M) \to H(C \cdot M) \xrightarrow{\chi_{C,M}} H(C) \cdot H(M).$$

Compare with (3.1). In this manner, $H$ induces a functor

$$(3.9) \quad M_{\hat{C}} \to N_{\hat{F}(C)}$$

which we also denote by $H$.

By employing functors from the one-arrow category, one may view the transformations of comonoids under comonoidal functors (and of comodules over comonoids under comodules over comonoidal functors) as an instance of the composition of comonoidal functors (and of comodules over them) discussed in Section 3.3.

3.5. Comodules over bimonads. Let $T$ be a bimonad on a monoidal category $C$. Let $M$ be a $C$-module-category and let $S : M \to M$ be a monad. We use $\mu$ and $\iota$ to denote the monad structure of either $T$ or $S$. Suppose that $S$ is a comodule over $(T, \psi)$ via $\chi_{X,M} : S(X \cdot M) \to T(X) \cdot S(M)$.

**Definition 3.6.** We say that $(S, \chi)$ is a comodule-monad over the bimonad $(T, \psi)$ if the following diagrams commute for all $X$ in $C$ and $M$ in $M$.

$$\begin{align*}
\begin{array}{ccc}
S^2(X \cdot M) & \xrightarrow{S_{X,M}} & S(T(X) \cdot S(M)) \\
\mu_{X,M} \downarrow & & \downarrow \mu_{X,M} \\
S(X \cdot M) & \xrightarrow{\chi_{X,M}} & T(X) \cdot S(M)
\end{array}
\end{align*}$$

$$\begin{align*}
\begin{array}{ccc}
S(X \cdot M) & \xrightarrow{\chi_{X,M}} & T(X) \cdot S(M) \\
\iota_{X,M} \downarrow & & \downarrow \iota_{X,M} \\
X \cdot M & \xrightarrow{\chi_{X,M}} & T(X) \cdot S(M)
\end{array}
\end{align*}$$

As discussed in Section 3.3, $S^2 : M \to M$ (the composite of $S$ with itself) is a comodule over $T^2 : C \to C$. In addition, since $\mu : T^2 \to T$ is a morphism of comonoidal functors, we may turn $S^2$ into a comodule over $T$. Similarly, the morphism $\iota : I \to T$ allows us to turn the identity functor $I : M \to M$ into a comodule over $T$. The conditions
in Definition 3.6 may then be reformulated as follows: \( \mu : S^2 \to S \) and \( \iota : I \to S \) are morphisms of comodules over \((T, \psi)\).

**Remark 3.7.** Let \( H, H' : M \to M \) be comodules over \( T \). As discussed in Section 3.3, the composite \( H'H : M \to M \) is then a comodule over \( T^2 : C \to C \). In addition, since \( \mu : T^2 \to T \) is a morphism of comonoidal functors, we may turn \( H'H \) into a comodule over \( T \). As mentioned above, \( I : M \to M \) is a comodule over \( T \). These statements may be summarized as follows. Let \( \text{End}(M) \) be the category of endofunctors of \( M \). It is strict monoidal under composition. Let \( \text{End}_T(M) \) denote the category of comodules over \((T, \psi)\). Then \( \text{End}_T(M) \) is strict monoidal in such a way that the forgetful functor \( \text{End}_T(M) \to \text{End}(M) \) is strict monoidal.

It follows from Definition 3.6 that \((S, \chi)\) is a comodule-monad over \((T, \psi)\) if and only if it is a monoid in the monoidal category \( \text{End}_T(M) \).

Recall (Section 3.2) that the category of \( T \)-algebras is monoidal. There is an action of \( C_T \) on \( M^S \): given a \( T \)-algebra \((A, a)\) and a \( S \)-algebra \((B, b)\), define

\[
(3.12) \quad c : S(A \cdot B) \xrightarrow{\chi_{A,B}} T(A) \cdot S(B) \xrightarrow{a \cdot b} A \cdot B.
\]

**Proposition 3.8.** \((A \cdot B, c)\) is an \( S \)-algebra.

**Proof.** Associativity for \( c \) holds by the commutativity of the following diagram.

\[
\begin{array}{ccc}
S^2(A \cdot B) & \xrightarrow{\mu_{A,B}} & S(A \cdot B) \\
S(\chi_{A,B}) & & \downarrow \chi_{A,B} \\
S(T(A) \cdot S(B)) & \xrightarrow{\chi_{T(A),S(B)}} & T^2(A) \cdot S^2(B) \xrightarrow{\mu_{A,B}} T(A) \cdot S(B) \\
S(a \cdot b) & & \downarrow a \cdot b \\
S(A \cdot B) & \xrightarrow{\chi_{A,B}} & T(A) \cdot S(B) \xrightarrow{a \cdot b} A \cdot B \\
\end{array}
\]

The top rectangle commutes by (3.10), the bottom left square by naturality of \( \chi \) and the bottom right square by associativity for \( a \) and \( b \). Unitality for \( c \) follows similarly from (3.11). \( \square \)

The action of \( C_T \) on \( M^S \) defined in Proposition 3.8 turns \( M^S \) into a \( C_T \)-module-category; associativity and unitality follow from those of the action of \( C \) on \( M \) together with the comodule axioms (3.5)–(3.6).

### 3.6. Generalized Hopf modules.

Assume now that we are given:

- A monoidal category \( C \) and a \( C \)-module-category \( M \).
- A bimonad \( T \) on \( C \) (Definition 3.2).
- A \( T \)-comodule-monad \( S \) on \( M \) (Definition 3.6).
- A \( T \)-algebra-comonoid \( Z \) in \( C \) (Definition 3.4).

We employ the notation of Sections 3.1–3.5. In particular, the structure of \( Z \) is denoted by \((\alpha, \Delta, \epsilon)\).
Definition 3.9. A Hopf \((T; S, Z)\)-module \((M, \sigma, \zeta)\) consists of an object \(M\) in \(M\) and arrows
\[
\sigma : S(M) \to M \quad \text{and} \quad \zeta : M \to Z \cdot M
\]
such that \((M, \sigma)\) is an \(S\)-algebra, \((M, \zeta)\) is a (left) \(Z\)-comodule, and the following diagram commutes.

\[
\begin{array}{ccc}
S(M) & \xrightarrow{\sigma} & M \\
S(\zeta) \downarrow & & \downarrow \\
S(Z \cdot M) & \xrightarrow{\zeta} & Z \cdot M
\end{array}
\]

A morphism of Hopf \((T; S, Z)\)-modules is an arrow in \(M\) that is both a morphism of \(S\)-algebras and of \(Z\)-comodules. We let \(\text{Hopf}(T; S, Z)\) denote the category of Hopf \((T; S, Z)\)-modules.

Remark 3.10. Suppose that \(Z = I\) is the trivial \(T\)-algebra-comonoid (the unit object of \(C\)). In this case \((3.13)\) is automatic (follows from \((3.6)\)) and a Hopf \((T; S, Z)\)-module is just an \(S\)-algebra.

On the other hand, when \(M = C\), \(S = T\), and \(Z = T(I)\) is the free \(T\)-algebra-comonoid on the trivial comonoid in \(C\), a Hopf \((T; S, Z)\)-module is precisely a Hopf module in the sense of Bruguières, Lack and Virelizier [7, Section 4.2] and [6, Section 6.5]. For this reason, we refer to Hopf \((T; S, Z)\)-modules loosely as generalized Hopf modules.

Example 3.11. Consider the case in which still \(M = C\) and \(S = T\), but the \(T\)-algebra-comonoid \(Z\) is arbitrary. Then \((Z, \alpha, \Delta)\) is a Hopf \((T; S, Z)\)-module. Indeed, \((3.13)\) coincides in this case with the first diagram in \((3.3)\).

We return to generalized Hopf modules. Since \(Z\) is a comonoid in \(C_T\), and this category acts on \(M^S\), the comonad \(\hat{Z}\) on \(M^S\) is defined, as in \((3.8)\).

On the other hand, \(Z\) is also a comonoid in \(C\), and since the functor \(S\) is a \(T\)-comodule, it sends \(Z\)-comodules to \(T(Z)\)-comodules:
\[
M_{\hat{Z}} \to M_{\hat{T(Z)}}.
\]

This is an instance of \((3.9)\). Now, as mentioned after diagram \((3.3)\), the structure map \(\alpha : T(Z) \to Z\) is a morphism of comonoids, and hence induces a functor
\[
M_{\hat{T(Z)}} \to M_{\hat{Z}}.
\]

Composing these two functors we obtain a new one
\[
M_{\hat{Z}} \to M_{\hat{Z}}
\]

which we still denote by \(S\) and which is still a monad. Explicitly, if \((M, \zeta)\) is a \(Z\)-comodule in \(M\), then \(S(M, \zeta) = (S(M), \gamma)\), where \(\gamma\) is the composition
\[
S(M) \xrightarrow{S(\zeta)} S(Z \cdot M) \xrightarrow{\chi_{Z,M}} T(Z) \cdot S(M) \xrightarrow{\alpha \cdot \text{id}} Z \cdot S(M).
\]

The category of generalized Hopf modules admits the following descriptions.
Proposition 3.12. There are isomorphisms of categories
\[(M^S)_Z = \text{Hopf}(T; S, Z) = (M^S)_Z.\]

Proof. An object of \((M^S)_Z\) is an \(S\)-algebra in \(M\) with a \(Z\)-comodule structure \(\zeta : M \to Z \cdot M\) which is a morphism of \(S\)-algebras, with the \(S\)-algebra structure of \(Z \cdot M\) as in (3.12). An object of \((M^S)_Z\) is a \(Z\)-comodule in \(M\) with an \(S\)-algebra structure \(\sigma : S(M) \to M\) which is a morphism of \(Z\)-comodules. In both cases, the conditions are expressed by the commutativity of (3.13). □

Remark 3.13. It is possible to show the existence of a mixed distributive law between the monad \(S\) on \(M\) and the comonad \(Z\) on \(M\). Proposition 3.12 is then a consequence of a general result for such laws; see [9, Propositions 2.1 and 2.2] or [44, Theorem 2.4].

The law is the transformation \(S\hat{Z} \to \hat{Z}S\) defined by
\[
S(Z \cdot M) \xrightarrow{\chi_{Z,M}} T(Z) \cdot S(M) \xrightarrow{\alpha \cdot \text{id}} Z \cdot S(M).
\]

4. Comodules over comonoidal adjunctions

Adjunctions \((\mathcal{F}, \mathcal{G})\) between monoidal categories and adjunctions \((\mathcal{H}, \mathcal{K})\) between module-categories (both compatible with the monoidal structures) are discussed in Section 4.1. It is well-known that in this situation the comonoidal structure of \(\mathcal{G}\) is necessarily invertible; we show the same is true for the comonoidal structure of \(\mathcal{K}\) (while this follows from a result of Kelly, we provide a direct proof).

The monad of a comonoidal adjunction is a bimonad; moreover, the monad of a comodule over such an adjunction is a comodule-monad. These statements are discussed in Section 4.3 and (in the converse direction) in Section 4.2. They elaborate on results from [6, Section 2.5].

In Section 4.4 we discuss two canonical transformations, following ideas of Bruguières, Lack and Virelizier [6, Sections 2.6 and 2.8]. The Hopf operator is associated to a comodule over a comonoidal adjunction and the Galois map is associated to a comodule-monad over a bimonad. Our goal is to show that when the adjunctions are monadic, invertibility of the Hopf operator is equivalent to invertibility of the Galois map (Corollary 4.11). This is a result of Bruguières, Lack and Virelizier [6, Lemma 2.18] which is extended here to the setting of comodules.

4.1. Comodules over comonoidal adjunctions. Suppose now that
\[
\begin{array}{ccc}
C & \xrightarrow{\mathcal{F}} & D \\
\downarrow{\mathcal{G}} & & \\
\end{array}
\]
is a comonoidal adjunction [2, Definition 3.88]. (These adjunctions are called colax-colax in [2].) We let
\[
\eta : I \to \mathcal{G}\mathcal{F} \quad \text{and} \quad \xi : \mathcal{F}\mathcal{G} \to I
\]
denote the unit and counit of the adjunction. Thus, \(\mathcal{F}\) and \(\mathcal{G}\) are comonoidal functors and \(\eta\) and \(\xi\) are morphisms of comonoidal functors. We use \(\psi\) to denote the comonoidal structure of either \(\mathcal{F}\) or \(\mathcal{G}\). Recall that in this situation \(\mathcal{G}\) is necessarily strong, that is, the transformation \(\psi_{V,W} : \mathcal{G}(V \cdot W) \to \mathcal{G}(V) \cdot \mathcal{G}(W)\) is invertible. We generalize this
fact in Proposition 4.2 below. Both the former result and its generalization are special cases of a result of Kelly; see Remark 4.3.

Suppose also that

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\mathcal{H}} & \mathcal{N} \\
\mathcal{K} & \xleftarrow{\mathcal{G}} & \mathcal{D}
\end{array}
\]

is an adjunction, \(\mathcal{H}\) is an \(\mathcal{F}\)-comodule and \(\mathcal{K}\) is a \(\mathcal{G}\)-comodule. We use \(\chi\) to denote the comodule structure of either \(\mathcal{H}\) or \(\mathcal{K}\) and \(\eta\) and \(\xi\) for the unit and counit of the adjunction \((\mathcal{H}, \mathcal{K})\). Since comonoidal functors and their comodules compose (Section 3.3), \(\mathcal{G}\mathcal{F}\) is comonoidal and \(\mathcal{K}\mathcal{H}\) is a comodule over it.

**Definition 4.1.** In the above situation, we say that the adjunction \((\mathcal{H}, \mathcal{K})\) is a *comodule* over the comonoidal adjunction \((\mathcal{F}, \mathcal{G})\) if the following diagrams commute

\[
\begin{array}{ccc}
\mathcal{K}\mathcal{H}(X \cdot M) & \xrightarrow{\eta_X \cdot \eta_M} & \mathcal{G}\mathcal{F}(X) \cdot \mathcal{K}\mathcal{H}(M) \\
\mathcal{H}\mathcal{K}(V \cdot N) & \xrightarrow{\eta_{V,N}} & \mathcal{G}\mathcal{G}(V) \cdot \mathcal{H}\mathcal{K}(N)
\end{array}
\]

for all objects \(X\) of \(\mathcal{C}\), \(M\) of \(\mathcal{M}\), \(V\) of \(\mathcal{D}\), and \(N\) of \(\mathcal{N}\).

These conditions may be reformulated as follows. First note that \(\eta : I \to \mathcal{G}\mathcal{F}\) allows us to regard \(I : \mathcal{M} \to \mathcal{M}\) as a comodule over \(\mathcal{G}\mathcal{F}\); also, \(\xi : \mathcal{G}\mathcal{G} \to I\) allows us to regard \(\mathcal{H}\mathcal{K}\) as a comodule over \(I : \mathcal{D} \to \mathcal{D}\). Then diagrams (4.1) state that \(\mathcal{H} : I \to \mathcal{K}\mathcal{H}\) is a morphism of comodules over \(\mathcal{G}\mathcal{F}\) and \(\xi : \mathcal{H}\mathcal{K} \to I\) is a morphism of comodules over \(\mathcal{I}\).

**Proposition 4.2.** If \((\mathcal{H}, \mathcal{K})\) is a comodule over the comonoidal adjunction \((\mathcal{F}, \mathcal{G})\), then the comodule structure of \(\mathcal{K}\)

\[
\chi_{V,N} : \mathcal{K}(V \cdot N) \to \mathcal{G}(V) \cdot \mathcal{K}(N)
\]

is invertible.

**Proof.** Let \(V\) be an object of \(\mathcal{D}\) and \(N\) one of \(\mathcal{N}\). Consider the composite

\[
\mathcal{H}(\mathcal{G}(V) \cdot \mathcal{K}(N)) \xrightarrow{\chi_{\mathcal{G}(V), \mathcal{K}(N)}} \mathcal{G}\mathcal{G}(V) \cdot \mathcal{H}\mathcal{K}(N) \xrightarrow{\xi_{V,N}} V \cdot N.
\]

By adjointness, it corresponds to a map

\[
\gamma_{V,N} : \mathcal{G}(V) \cdot \mathcal{K}(N) \to \mathcal{K}(V \cdot N).
\]

Now consider the following diagram.
The top front square commutes by naturality of $\chi$. The bottom front square is a special case of the first diagram in (4.1) (the case $X = G(V), M = K(N)$); it commutes since $\mathcal{H}$ is a comodule over $(\mathcal{F}, \mathcal{G})$. The front triangle commutes by the adjunction axioms. There are two faces on the back, a triangle on the left and a square on the right. The back square commutes by definition of $\gamma$. It follows that the back triangle commutes. This says that $\chi_{V, N} \gamma_{V, N} = \text{id}_{G(V)}$. Similarly, the diagram shows that $\gamma_{V, N} \chi_{V, N} = \text{id}_{K(V) \cdot K(N)}$. (The quadrilateral on the right results from applying $K$ to the second diagram in (4.1).) Thus, $\chi$ and $\gamma$ are inverses. □

Remark 4.3. When $\mathcal{F} = \mathcal{H}$ and $\mathcal{G} = \mathcal{K}$, Proposition 4.2 recovers [2, Proposition 3.96], which is a special case of a result of Kelly [20, Theorem 1.4]. Proposition 4.2 may also be viewed as a special case of Kelly’s result: to this end, one constructs a doctrine whose categories are pairs $(C, M)$ with $C$ a monoidal category and $M$ a $C$-module-category.

4.2. From bimonads (and their comodule-monads) to comonoidal adjunctions (and their comodules). Let $\mathcal{T}$ be a monad on a category $C$. The adjunction associated to $\mathcal{T}$ [28, Theorem VI.2.1] (or Section 1.2) is denoted

$$
C \xleftarrow{\mathcal{U}^T} C^T
$$

where $C^T$ is the category of $\mathcal{T}$-algebras, $\mathcal{F}^T$ is the free algebra functor (left adjoint)

$$\mathcal{F}^T(X) := (\mathcal{T}(X), \mu_X)$$

and $\mathcal{U}^T$ is the forgetful functor (right adjoint)

$$\mathcal{U}^T(A, a) := A.$$ 

The unit and counit of the adjunction are

$$\eta_X : X \xrightarrow{i_X} \mathcal{T}(X) = \mathcal{U}^T \mathcal{F}^T(X) \quad \text{and} \quad \xi_{(A, a)} : \mathcal{F}^T \mathcal{U}^T(A, c) = (\mathcal{T}(A), \mu_A) \xrightarrow{a} (A, a).$$

respectively. Adjunctions of this form are called monadic.

Suppose now that $C$ is monoidal and $\mathcal{T}$ is a bimonad. As recalled in Section 3.2, the category $C^T$ is then monoidal. In addition, the functors $\mathcal{F}^T$ and $\mathcal{U}^T$ are comonoidal, and $(\mathcal{F}^T, \mathcal{U}^T)$ is a comonoidal adjunction [6, Example 2.4].
Let $\mathcal{M}$ be a $\mathcal{C}$-module-category and $\mathcal{S}$ a comodule-monad on $\mathcal{M}$ over $\mathcal{T}$. Recall that $\mathcal{M}^S$ is a $\mathcal{C}^T$-module-category with the action of Proposition 3.8. Consider now the adjunction

$$ \mathcal{M} \xleftarrow{\mathcal{FS}} \mathcal{M}^S \xrightarrow{\mathcal{US}} \mathcal{M}$$

associated to the monad $\mathcal{S}$.

**Proposition 4.4.** The functor $\mathcal{FS}$ is a comodule over $\mathcal{FT}$, $\mathcal{US}$ is a comodule over $\mathcal{UT}$, and the adjunction $(\mathcal{FS}, \mathcal{US})$ is a comodule over the adjunction $(\mathcal{FT}, \mathcal{UT})$.

**Proof.** The comodule structure of $\mathcal{S}$ defines a morphism of $\mathcal{S}$-algebras

$$ \mathcal{FS}(X \cdot M) = (\mathcal{S}(X \cdot M), \mu_{X \cdot M}) \xrightarrow{x_{X,M}} (\mathcal{T}(X) \cdot \mathcal{S}(M), c) = \mathcal{FT}(X) \cdot \mathcal{FS}(M),$$

where $c$ is the $\mathcal{S}$-algebra structure (3.12) for the free algebras $(A, a) = (\mathcal{T}(X), \mu_X)$ and $(B, b) = (\mathcal{S}(M), \mu_M)$. Indeed, this is equivalent to (3.10). This turns $\mathcal{FS}$ into a $\mathcal{FT}$-comodule.

For the forgetful functor we have

$$ \mathcal{US}((A, a) \cdot (B, b)) = \mathcal{US}(A \cdot B, c) = A \cdot B = \mathcal{UT}(A, a) \cdot \mathcal{US}(B, b),$$

so the identity turns $\mathcal{US}$ into a $\mathcal{UT}$-comodule.

Finally, consider axioms (4.1) for the adjunction $(\mathcal{FS}, \mathcal{US})$ to be a comodule over $(\mathcal{FT}, \mathcal{UT})$. The first diagram in (4.1) is the same as (3.11) and hence commutes. The counits of the adjunction are given by the algebra structures, so the second diagram commutes by (3.12). □

4.3. From comonoidal adjunctions (and their comodules) to bimonads (and their comodule-monads). We go back to the situation of Section 4.1. Given a comonoidal adjunction

$$ \mathcal{C} \xleftarrow{\mathcal{F}} \mathcal{D}, \mathcal{G} \xrightarrow{\mathcal{G}} \mathcal{D},$$

consider the associated monad $\mathcal{T} = \mathcal{GF}$ on $\mathcal{C}$ [28, Section VI.1] (or Section 1.3). Its structure is as follows.

$$\mu : \mathcal{T}^2 = \mathcal{GF \mathcal{GF}} \xrightarrow{\mathcal{G} \mathcal{GF}} \mathcal{GIF} = \mathcal{T}$$

$$\iota : \mathcal{T} \xrightarrow{\iota} \mathcal{GF} = \mathcal{T}$$

Since comonoidal functors compose (Section 3.3), the functor $\mathcal{T}$ is comonoidal. Moreover, $\mathcal{T}$ is a bimonad [7, Theorem 2.6].

Suppose now that

$$ \mathcal{M} \xleftarrow{\mathcal{H}} \mathcal{N} \xrightarrow{\mathcal{K}} \mathcal{N}$$

is an adjunction, $\mathcal{H}$ is an $\mathcal{F}$-comodule and $\mathcal{K}$ is a $\mathcal{G}$-comodule. Since comodules compose, the monad $\mathcal{S} = \mathcal{KH}$ on $\mathcal{M}$ is a comodule over $\mathcal{T}$. 

Proposition 4.5. Suppose \((\mathcal{H}, \mathcal{K})\) is a comodule over the comonoidal adjunction \((\mathcal{F}, \mathcal{G})\). Then \(S\) is a comodule-monad over the bimonad \(T\).

Proof. Consider the following diagram.

\[
\begin{array}{ccc}
S^2(X \cdot M) & \xrightarrow{S(\chi_X, M)} & S(T(X) \cdot S(M)) \\
\downarrow & & \downarrow \\
\mathcal{K} \mathcal{H} K \mathcal{K} (X \cdot M) & \xrightarrow{\mathcal{K} \mathcal{H} \mathcal{K} (\chi_X, M)} & \mathcal{K} (\mathcal{F}(X) \cdot \mathcal{H}(M)) \\
\downarrow & & \downarrow \\
\mathcal{K} \mathcal{H} (X \cdot M) & \xrightarrow{\mathcal{K} (\chi_X, M)} & \mathcal{K} (\mathcal{F}(X) \cdot \mathcal{H}(M)) \\
\downarrow & & \downarrow \\
\mathcal{H} (X \cdot \mathcal{K}(N)) & \xrightarrow{\chi_X, \mathcal{K}(N)} & \mathcal{F}(X) \cdot \mathcal{H} \mathcal{K}(N) \\
\downarrow & & \downarrow \\
\mathcal{G} (\mathcal{F}(X) \cdot \mathcal{H} \mathcal{K}(M)) & \xrightarrow{\mathcal{F} \mathcal{G} \mathcal{F}(X) \cdot \mathcal{H} \mathcal{K}(M)} & \mathcal{T}^2(X) \cdot S^2(M) \\
\downarrow & & \downarrow \\
\mathcal{G} (\mathcal{F}(X) \cdot \mathcal{H}(M)) & \xrightarrow{\mathcal{G}(\mathcal{F}(X) \cdot \mathcal{H}(M))} & \mathcal{T}(X) \cdot \mathcal{S}(M) \\
\end{array}
\]

The diagrams around the boundary commute by definition. The commutativity of the quadrilateral in the center follows from that of the second diagram in (4.1). The two remaining quadrilaterals commute by naturality of \(\xi\) and \(\chi\). It follows that diagram (3.10) commutes. The first diagram in (4.1) is the same as (3.11), and so \(S\) is a comodule-monad over \(T\). \(\square\)

4.4. Hopf operators and Galois maps. Let \((\mathcal{F}, \mathcal{G})\) be a comonoidal adjunction and \((\mathcal{H}, \mathcal{K})\) a comodule over it, as in Definition 4.1.

Definition 4.6. The Hopf operator is the map \(\mathbb{H}_{X,N}\) defined by

\[
(4.3) \quad \mathcal{H}(X \cdot \mathcal{K}(N)) \xrightarrow{\chi_X, \mathcal{K}(N)} \mathcal{F}(X) \cdot \mathcal{H} \mathcal{K}(N) \xrightarrow{\text{id}_{\mathcal{F}(X)} \cdot \xi_N} \mathcal{F}(X) \cdot N
\]

for all objects \(X\) of \(\mathcal{C}\) and \(N\) of \(\mathcal{N}\).

Let \(T\) be a bimonad and \(S\) a comodule-monad over it, as in Definition 3.6.

Definition 4.7. The fusion or Galois map is the map \(\mathcal{G}_{X,M}\) defined by

\[
(4.4) \quad \mathcal{S}(X \cdot \mathcal{S}(M)) \xrightarrow{\chi_X, \mathcal{S}(M)} \mathcal{T}(X) \cdot \mathcal{S}(M) \xrightarrow{\text{id}_{\mathcal{T}(X)} \cdot \mu_M} \mathcal{T}(X) \cdot \mathcal{S}(M)
\]

for all objects \(X\) of \(\mathcal{C}\) and \(M\) of \(\mathcal{M}\).

Remark 4.8. The Hopf operator and the fusion map for comonoidal adjunctions were introduced by Bruguères, Lack and Virelizier [6, Sections 2.6 and 2.8]. Above we have extended these notions to the setting of comodules over comonoidal adjunctions. In the same manner, Proposition 4.10 and Corollary 4.11 below correspond to [6, Proposition 2.14 and Lemma 2.18].
Let \((F, G)\) be a comonoidal adjunction, \((H, K)\) a comodule over it, and \(\mathbb{H}\) the corresponding Hopf operator. Let \(T = GF\) and \(S = KH\). By Proposition 4.5, \(T\) is a bimonad and \(S\) is a \(T\)-comodule-monad. Let \(\mathcal{G}\) be the corresponding Galois map.

In order to bridge between the Hopf operator and the Galois map, we introduce an auxiliary transformation \(A_{X, N}\) defined by

\[
(4.5) \quad S(X \cdot K(N)) \xrightarrow{\chi_{X,K}(N)} T(X) \cdot SK(N) = T(X) \cdot KHK(N) \xrightarrow{id_{T(X)} \cdot K(\xi_N)} T(X) \cdot K(N)
\]

for all objects \(X\) of \(C\) and \(N\) of \(N\).

**Lemma 4.9.** In the preceding situation, we have

\[
A_{X, H(M)} = \mathbb{G}_{X, M} \quad \text{and} \quad \chi_{F(X), N} K(\mathbb{H}_{X, N}) = A_{X, N}
\]

for all \(X\) in \(C\), \(M\) in \(M\), and \(N\) in \(N\).

**Proof.** Consider the following diagram.

\[
\begin{array}{ccc}
S(X \cdot K(H(M))) & \xrightarrow{\chi_{X,K}(H(M))} & T(X) \cdot KHK(H(M)) \\
\downarrow & & \downarrow \\
S(X \cdot S(M)) & \xrightarrow{\chi_{X,S}(N)} & T(X) \cdot SS(M) \\
\downarrow & & \downarrow_{id_{\mu_N}} \\
S(X \cdot K(N)) & \xrightarrow{\chi_{X,K}(N)} & T(X) \cdot SK(N) \\
\end{array}
\]

The maps along the top equal the corresponding maps along the bottom; in the case of the right maps this is (4.2). By (4.5) and (4.4), the composite along the top is \(A_{X, H(M)}\) and that along the bottom is \(\mathbb{G}_{X, M}\). This proves the first equality.

Consider now the following diagram.

\[
\begin{array}{ccc}
K(H(X \cdot K(N))) & \xrightarrow{K(\chi_{X,K}(N))} & K(F(X) \cdot HK(N)) \\
\downarrow & & \downarrow_{\chi_{F(X), N}(K(N))} \\
K(F(X) \cdot KH(N)) & \xrightarrow{K(id_{\xi_N})} & K(F(X) \cdot N) \\
\downarrow & & \downarrow_{\chi_{F(X), N}} \\
S(X \cdot K(N)) & \xrightarrow{\chi_{X,K}(N)} & T(X) \cdot SK(N) \\
\downarrow & & \downarrow_{id_{\mu_N}} \\
S(X \cdot K(N)) & \xrightarrow{\chi_{X,K}(N)} & T(X) \cdot K(N)
\end{array}
\]

The left half commutes by (3.7) and the right corner by naturality. The top row is \(K(\mathbb{H}_{X, N})\) and the bottom \(A_{X, N}\). This proves the second equality. \(\square\)

We can now relate the invertibility of the Hopf operator to that of the Galois map.

**Proposition 4.10.** Let \((F, G)\) be a comonoidal adjunction, \((H, K)\) a comodule over it, and \(\mathbb{H}\) the corresponding Hopf operator. Let \(T = GF\), \(S = KH\), and \(\mathcal{G}\) the corresponding Galois map. Fix an object \(X\) in \(C\) and consider the following statements.

(i) The transformation \(\mathbb{H}_{X,-}\) is invertible.
(ii) The transformation \(A_{X,-}\) is invertible.
(iii) The transformation \(\mathbb{G}_{X,-}\) is invertible.

We have that

\[
(i) \Rightarrow (ii) \Rightarrow (iii).
\]

Moreover, if the adjunction \((H, K)\) is monadic, then all three statements are equivalent.
Proof. The implications (i) ⇒ (ii) ⇒ (iii) are immediate from Lemma 4.9 and the fact that $\chi_{F(X),N}$ (an instance of the comonoidal structure of $K$) is invertible by Proposition 4.2.

To show (iii) ⇒ (ii) we appeal to [6, Lemma 2.19]: if $A, B : M \to M'$ are two functors and $\alpha : AK \to BK$ is a natural transformation, then monadicity of $(H, K)$ together with invertibility of $\alpha_H$ imply invertibility of $\alpha$. Applying this result to $\alpha = A_X,-$ yields the desired implication, since $\alpha_{X,H}^{-1} = G_{X,-}$ by Lemma 4.9.

Finally, by monadicity, $K$ reflects isomorphisms. Since $K(H X,-) = \chi_{F(X),-}^{-1}A_{X,-}$ by Lemma 4.9, we have that (ii) ⇒ (i).

□

Corollary 4.11. Let $T$ be a bimonad on $C$, $S$ a comodule-monad on $M$ over $T$, and $G$ the corresponding Galois map. Let $H$ be the Hopf operator corresponding to the adjunctions $(F^T, U^T)$ and $(F^S, U^S)$. Let $X$ be an object $C$. Then invertibility of the Galois map $G_{X,M}$ for every $M$ of $M$ is equivalent to invertibility of the Hopf operator $\tilde{H}_{X,(B,b)}$ for every $S$-algebra $(B,b)$.

Proof. This is the special case of Proposition 4.10 in which both adjunctions are monadic. □

5. The Fundamental Theorem of generalized Hopf modules

In this section we prove the main result of the paper. The progression of results leading to it is as follows. Consider a comonoidal functor $F : C \to D$, a comonoid $C$ in $C$, and the comonoid $D = F(C)$ in $D$. An $F$-comodule $H$ gives rise to a canonical colax morphism relating the comonads $\tilde{C}$ and $\tilde{D}$. This is discussed in Section 5.1. If $K$ is a right adjoint for $H$, we may consider the conjugate comonad $\tilde{C}$. Its universal property (Section 2.5) affords a transformation relating $\tilde{C}$ to $\tilde{D}$. We identify this transformation in Section 5.2: if $F$ is part of a comonoidal adjunction, and $(H, K)$ is a comodule adjunction over it, then the transformation coincides with the Hopf operator of Section 4.4. Ultimately we are interested in comparing the categories of $C$-comodules and $D$-comodules. The Conjugate Comonadicity Theorem and the companion results of Section 2 allow us to reduce this question to the invertibility of the Hopf operator $\tilde{H}_C$. Finally, in Section 5.3 we consider the case when the adjunctions are monadic, arising from a bimonad $T$ and a $T$-comodule-monad $S$. The comparison now takes place between $C$-comodules and Hopf $(T; S, T(C))$-modules, and the invertibility that controls it is that of the Galois map $\Gamma_C$. This is the Fundamental Theorem.

The Fundamental Theorem reduces to [6, Theorem 6.11] in the special case when $C$ is the trivial comonoid and $T = S$. We have followed the approach to its proof taken by Bruguières, Lack and Virelizier in [6]. The additional complications brought in by $C$ are handled with the aid of the Conjugate Comonadicity Theorem.

5.1. From comodules to colax morphisms of comonads. We place ourselves in the situation of Section 3.3. Thus, $C$ and $D$ are monoidal categories which act on categories $M$ and $N$ (respectively), and

$$F : C \to D \quad \text{and} \quad H : M \to N$$
are functors such that \( F \) is comonoidal with structure \( \psi \) and \( H \) is an \( F \)-comodule with structure \( \chi \).

Let \( C \) be a comonoid in \( C \) and \( D = F(C) \) the corresponding comonoid in \( D \), as in (3.1). Consider the comonads \( \hat{C} \) on \( M \) and \( \hat{D} \) on \( N \), as in Section 3.4. The \( F \)-comodule structure of \( H \)

\[
\chi_{C,M}: H(C \cdot M) \xrightarrow{\chi_{C,M}} F(C) \cdot H(M) = D \cdot H(M)
\]
yields a natural transformation \( \chi_C: \hat{H} \hat{C} \to \hat{D} \hat{H} \).

**Lemma 5.1.** The pair \( (H, \chi_C): (M, \hat{C}) \to (N, \hat{D}) \) is a colax morphism of comonads.

**Proof.** Consider the following diagram.

\[
\begin{array}{c}
\text{\( H(C \cdot M) \)} \xrightarrow{\chi_{C,M}} \text{\( F(C) \cdot H(M) \)} \xrightarrow{\text{id}, \chi_{C,M}} \text{\( F(C) \cdot F(C) \cdot H(M) \)} \\
\text{\( \hat{C} \cdot H(M) \)} \xrightarrow{\chi_{C,M}} \text{\( F(C) \cdot H(M) \)} \xrightarrow{\Delta, \text{id}} \text{\( D \cdot H(M) \)} \\
\text{\( H(M) \)} \xrightarrow{\chi_{M}} \text{\( I \cdot H(M) \)} \xrightarrow{\text{id}} \text{\( I \cdot H(M) \)}
\end{array}
\]

The diagram in the top left commutes by (3.5), the one in the bottom by naturality, and the one on the right by (3.1). The commutativity of the entire diagram yields the first condition in (1.10). Similarly, the commutativity of

\[
\begin{array}{c}
\text{\( H(C \cdot M) \)} \xrightarrow{\chi_{C,M}} \text{\( F(C) \cdot H(M) \)} \xrightarrow{\text{id}, \chi_{C,M}} \text{\( F(C) \cdot F(C) \cdot H(M) \)} \\
\text{\( \hat{C} \cdot H(M) \)} \xrightarrow{\chi_{C,M}} \text{\( F(C) \cdot H(M) \)} \xrightarrow{\text{id}} \text{\( I \cdot H(M) \)} \\
\text{\( H(M) \)} \xrightarrow{\chi_{M}} \text{\( I \cdot H(M) \)} \xrightarrow{\text{id}} \text{\( I \cdot H(M) \)}
\end{array}
\]

yields the second condition in (1.10).

We now progress to the situation of Section 4.1. Thus, we are given adjunctions

\[
\begin{array}{c}
\text{\( C \)} \xleftarrow{\text{\( F \)}} \text{\( D \)} \xrightarrow{\text{\( G \)}} \\
\text{\( M \)} \xleftarrow{\text{\( H \)}} \text{\( N \)} \xrightarrow{\text{\( K \)}}
\end{array}
\]

the first being comonoidal and the second being a comodule over the first.

Let

\[
\rho_C: \hat{C} K \to K \hat{D}
\]

be the mate of the transformation \( \chi_C : \hat{H} \hat{C} \to \hat{D} \hat{H} \). It follows from Lemma 5.1 (and the discussion in Section 1.7) that \( (K, \rho_C): (N, \hat{D}) \to (M, \hat{C}) \) is a lax morphism of comonads.
Lemma 5.2. On an object $N$ of $\mathbf{N}$, the transformation $\rho_C$ is the composite

$$\tilde{C}(K)(N) = C \cdot K(N) \xrightarrow{\eta_C \cdot \text{id}} G(F(C) \cdot K(N)) = G(D) \cdot K(N) \xrightarrow{h^{-1}_{D,N}} K(D \cdot N) = K\hat{D}(N).$$

The last arrow is the inverse of the $G$-comodule structure map of $K$, afforded by Proposition 4.2.

Proof. Consider the following diagram.

$$
\begin{array}{cccccc}
K\mathcal{H}(C \cdot K(N)) & \xrightarrow{\chi_{C,K(N)}} & K(F(C) \cdot \mathcal{H}K(N)) & \xrightarrow{\chi_{F(C),N}} & K(F(C) \cdot N) \\
\uparrow_{\eta_{C,K(N)}} & & \uparrow_{\chi_{F(C),N}} & & \uparrow_{\chi_{F(C),N}} \\
C \cdot K(N) & \xrightarrow{\eta_{C,K(N)}} & G(F(C) \cdot K\mathcal{H}K(N)) & \xrightarrow{\chi_{F(C),N}} & G(F(C) \cdot K(N) \\
\downarrow^{\text{id} \cdot \eta_{K(N)}} & & \downarrow^{\text{id} \cdot \eta_{K(N)}} & & \downarrow^{\text{id} \cdot \eta_{K(N)}} \\
G(F(C) \cdot K(N) & \xrightarrow{\text{id} \cdot \text{id}} & G(F(C) \cdot K(N) & \xrightarrow{\text{id} \cdot \text{id}} & G(F(C) \cdot K(N)
\end{array}
$$

According to the definition of mate (Section 1.7), $\rho_C$ is the map from $C \cdot K(N)$ to $K(F(C) \cdot N)$ obtained by going around the top left corner of the diagram. The diagram commutes: the rectangle on the left by the first diagram in (4.1), and the other smaller diagrams by naturality, functoriality, and one of the adjunction axioms. Therefore $\rho_C$ is also obtained by going around the bottom right corner, and this gives the result. □

5.2. The Hopf operator as a colax morphism. We continue in the situation at the end of Section 5.1, and bring the conjugate comonad into the discussion.

Let $C$ and $D$ be as before. In addition to the comonads $\tilde{C}$ and $\tilde{D}$, we may consider the conjugate comonad of $\tilde{C}$, as in Section 2.1. Let us denote the latter by $\tilde{C}$ (rather than $(\tilde{C})^v$). Thus,

$$\tilde{C} = \mathcal{H}\tilde{C}K.$$

Setting $X = C$ in (4.3), we see that the Hopf operator yields a natural transformation

$$\tilde{C}(N) = \mathcal{H}(C \cdot K(N)) \xrightarrow{H_C,N} F(C) \cdot N = \tilde{D}(N).$$

We denote this transformation by

$$\mathbb{H}_C : \tilde{C} \rightarrow \tilde{D}.$$

Lemma 5.3. The pair

$$(\mathcal{I}_C, \mathbb{H}_C) : (\mathbf{N}, \tilde{C}) \rightarrow (\mathbf{N}, \tilde{D})$$

is a colax morphism of comonads.

Proof. We apply the universal property of Proposition 2.11 to the colax morphism of comonads $(\mathcal{H}, \chi_C) : (M, \tilde{C}) \rightarrow (N, \tilde{D})$ of Lemma 5.1. This yields a transformation $\chi'_C : \tilde{C} \rightarrow \tilde{D}$ such that $(\mathcal{I}_C, \chi'_C)$ is a colax morphism of comonads. According to (2.10), $\chi'_C$ is the composite

$$\tilde{C}(N) \xrightarrow{\chi_{C,K(N)}} F(C) \cdot \mathcal{H}K(N) = D \cdot \mathcal{H}K(N) \xrightarrow{\text{id} \cdot \eta_{K(N)}} D \cdot N = \tilde{D}(N).$$

Comparing to (4.3), we see that $\chi'_C = \mathbb{H}_C$, which gives the result. □
Remark 5.4. When $C = I$ is the trivial comonoid in $C$, Lemma 5.3 becomes [6, Lemma 6.5].

We now wish to apply the Adjoint Lifting Theorem (Theorem 1.7) to the adjunction $(\mathcal{H}, \mathcal{K})$ and the mates $\chi_C$ and $\rho_C$ of Section 5.1. When the theorem applies, we obtain an adjunction

$$
\begin{array}{c}
\mathcal{M}_{\hat{C}} \quad \overset{\mathcal{H}_{\chi_C}}{\longrightarrow} \quad \mathcal{N}_{\hat{D}} \\
\mathcal{K}_{\rho_C} \end{array}
$$

between comodule categories. According to next results, the Hopf operator determines when this is an adjoint equivalence.

Theorem 5.5. Let $C$ be a comonoid in $C$ and $D = F(C)$. Assume that:

- The category $\mathcal{M}$ and the functor $\mathcal{H}$ satisfy hypotheses (1.7)–(1.9).
- The functor $\hat{C}$ satisfies hypothesis (2.8).

In this situation the adjunction (5.1) is defined. Moreover, it is an adjoint equivalence if and only if the transformation $\mathbb{H}_C$ is invertible.

Proof. This follows from Theorem 2.17, in view of the fact (shown in the proof of Lemma 5.3) that $\chi'_C = \mathbb{H}_C$. $\square$

We state this result under simpler (though stronger) hypotheses.

Theorem 5.6. Let $C$ be a comonoid in $C$ and $D = F(C)$. Assume that:

- The category $\mathcal{M}$ has equalizers of all coreflexive pairs.
- These equalizers are preserved by the functors $\hat{C}$ and $\mathcal{H}$.
- The functor $\mathcal{H}$ is conservative.

Then the conclusion of Theorem 5.5 holds.

Proof. This follows by noting that the given hypotheses are stronger than those of Theorem 5.5, or by appealing to Theorem 2.18. $\square$

We provide a statement regarding the necessity of the hypotheses on the functor $\mathcal{H}$. To this end, let $C = I$ be the trivial comonoid in $C$. Then $\mathcal{M}_{\hat{C}} = \mathcal{M}$ and $D = F(I)$.

Proposition 5.7. In the above situation, consider the following hypotheses.

(i) The functor $\mathcal{H}_\sigma : \mathcal{M} \to \mathcal{N}_D$ is an equivalence.
(ii) The functor $\hat{D}$ preserves all existing equalizers in $\mathcal{N}$.
(iii) The transformation $\mathbb{H}_I$ is invertible.

We then have the following statements.

- If (i) holds, then the functor $\mathcal{H}$ satisfies hypothesis (1.9).
- Assume (i) and (ii) hold. Let $(f, g)$ be a parallel pair in $\mathcal{M}$ such that $(f, g)$ has an equalizer in $\mathcal{M}$ and $(\mathcal{H}(f), \mathcal{H}(g))$ has an equalizer in $\mathcal{N}$. Then the functor $\mathcal{H}$ preserves the equalizer of $(f, g)$. In particular, $\mathcal{H}$ satisfies hypothesis (1.8).
- Assume (i) and (iii) hold. Then $\mathcal{H}$ and $\mathcal{M}$ satisfy hypothesis (1.7).

Proof. This follows from Proposition 2.19. $\square$
5.3. **The Fundamental Theorem.** We move to the situation of Sections 3.5 and 3.6. We are given a bimonad \( T \) on a monoidal category \( C \) and a \( T \)-comodule-monad \( S \) on a \( C \)-category \( M \). In addition, let \( C \) be a comonoid in \( C \) and let \( Z = T(C) \) be the free \( T \)-algebra-comonoid on it, as in (3.4).

Consider the category \( \text{Hopf}(T; S, Z) \) of \( \text{Hopf} (T; S, Z) \)-modules, as in Section 3.6. The Fundamental Theorem establishes an explicit equivalence

\[
M \overset{A}{\twoheadleftarrow} \text{Hopf}(T; S, Z) \overset{B}{\longrightarrow}
\]

between \( C \)-comodules in \( M \) and \( \text{Hopf} (T; S, Z) \)-modules. We proceed to set it up.

The functor \( A \) sends a \( C \)-comodule \((M, c)\) to

\[
A(M, c) = (S(M), \mu_M, d)
\]

where \( \mu \) is the multiplication of the monad \( S \) and \( d \) is the composite

\[
S(M) \xrightarrow{S(c)} S(C \cdot M) \xrightarrow{\chi_{C,M}} T(C) \cdot S(M) = Z \cdot S(M).
\]

Below we show that \( A(M, c) \) is indeed a \( \text{Hopf} (T; S, Z) \)-module.

The functor \( B \) sends a \( \text{Hopf} (T; S, Z) \)-module \((M, \sigma, \zeta)\) to the equalizer of the pair

\[
C \cdot M \xrightarrow{\Delta \cdot \text{id}} C \cdot C \cdot M \xrightarrow{\text{id} \cdot C \cdot \text{id}} C \cdot T(C) \cdot M = C \cdot Z \cdot M \quad \text{and} \quad C \cdot M \xrightarrow{\text{id} \cdot \zeta} C \cdot Z \cdot M.
\]

Here \( \iota \) is the unit of the monad \( T \). The functor \( B \) is defined when these equalizers exist in \( M \). Below we give conditions which ensure this is the case.

**Theorem 5.8** (The Fundamental Theorem of generalized Hopf modules). *In the above situation, assume that:

- The category \( M \) has equalizers of all coreflexive pairs which are \( S \)-split in \( M^S \).
- The functors \( \hat{C}, \hat{C}^2, \) and \( S \) preserve such equalizers.
- The functor \( S \) is conservative.

Then the functors \( A \) and \( B \) from (5.2) form an adjoint equivalence

\[
M \overset{A}{\simeq} \text{Hopf}(T; S, Z)
\]

if and only if the Galois map

\[
G_{C,M} : S(C \cdot S(M)) \rightarrow T(C) \cdot S(M) = Z \cdot S(M)
\]

is invertible for all objects \( M \) in \( M \).

**Proof.** Consider the adjunctions

\[
C \overset{F_T}{\iff} C^T \quad \text{and} \quad M \overset{F_S}{\iff} M^S
\]

associated to the bimonad \( T \) and the monad \( S \), as in Section 4.2. By Proposition 4.4, the latter is a comodule over the former. Thus, we are in the situation of Section 5.2. We proceed to verify the hypotheses of Theorem 5.5.

First of all, by Corollary 4.11, the invertibility of the transformation \( \mathcal{G}_C \) is equivalent to that of the transformation \( \mathcal{H}_C \).
Since $S = U^S F^S$ is conservative, so is $F^S$. Thus $F^S$ satisfies (1.9). The hypothesis on existence of equalizers simply states that $M$ and $F^S$ satisfy (1.7). These equalizers are preserved by $S$ by hypothesis, and created by $U^S$ by the dual of Lemma 1.1. Therefore, they are preserved by $F^S$. Thus, $F^S$ satisfies (1.8).

Finally, the hypotheses on $\hat{C}$ guarantee that $\hat{C}$ satisfies hypothesis (2.8). Therefore, we may apply Theorem 5.5 to the adjunctions $(F^T, U^T)$ and $(F^S, U^S)$, to obtain an adjoint equivalence

$$M_{\hat{C}} \leftrightarrow (M^S)_{\hat{Z}}$$

where $Z = F^T(C)$. In other words, $Z = T(C)$ viewed as a comonoid in the category $C^T$.

It simply remains to compose with the isomorphism $(M^S)_{\hat{Z}} = \text{Hopf}(T; S, Z)$ of Proposition 3.12 to obtain the desired equivalence. We check that the resulting functors $A$ and $B$ are as stated.

According to (1.11),

$$(F^S)_\chi (M, c) = (F^S(M), d) = (S(M), \mu_M, d)$$

where $d$ is the composite

$$d : F^S(M) \xrightarrow{F^S(c)} F^S(C \cdot M) \xrightarrow{\chi_{C,M}} Z \cdot F^S(M).$$

The map $\chi_{C,M}$ is described in the proof of Proposition 4.4; it follows that $d$ coincides with (5.3). Thus $A$ is as stated. (This also shows that $A(M, c)$ is a Hopf $(T; S, Z)$-module, as announced above.)

On a Hopf $(T; S, Z)$-module $(M, \sigma, \zeta)$, the functor $(U^S)^{\rho_C}$ is the equalizer of the pair (1.17), which in the present situation consists of the maps

$$\hat{C}U^S(M, \sigma) \xrightarrow{\delta_{U^S(M, \sigma)}} \hat{C}C\hat{U}^S(M, \sigma) \xrightarrow{\hat{C}(\rho_C(M, \sigma))} \hat{C}U^S\hat{Z}(M, \sigma)$$

and

$$\hat{C}U^S(M, \sigma) \xrightarrow{\hat{C}U^S(d)} \hat{C}U^S\hat{Z}(M, \sigma).$$

We have $\hat{C}U^S(M, \sigma) = C \cdot M$ and $\delta_{U^S(M, \sigma)} = \Delta \cdot \text{id}$. The transformation $\rho_C$ is identified in Lemma 5.2. Note that in the present situation $\eta_C = \iota_C$ (Section 4.2) and $\chi = \text{id}$ (proof of Proposition 4.4). It follows that the above pair coincides with (5.4) and therefore $B$ is as stated.

Remark 5.9. Theorem 5.8 holds under weaker assumptions. Namely, it suffices to require existence in $M$ and preservation (under $\hat{C}$, $\hat{C}^2$, and $S$) of the equalizers of the parallel pair (5.4), for each Hopf $(T; S, Z)$-module $(M, \sigma, \zeta)$. As explained in the above proof, this pair is (1.17) for the comonads $\mathcal{C} = \hat{C}$ and $\mathcal{D} = \hat{D}$ and the adjunction $(H, K) = (F^S, U^S)$. Starting with the Conjugate Comonadicity Theorem (Theorem 2.8), all results leading to Theorem 5.8 can be generalized by relaxing the
corresponding hypotheses on equalizers and using, when relevant, the proof of Beck’s theorem rather than the theorem itself.

As with Theorems 5.5–5.6, stronger hypotheses yield a somewhat simpler statement.

**Theorem 5.10** (Fundamental Theorem of generalized Hopf modules, second version). *In the above situation, assume that:*

- The category $\mathcal{M}$ has equalizers of all coreflexive pairs.
- The functors $\hat{C}$ and $S$ preserve such equalizers.
- The functor $S$ is conservative.

*Then the conclusion of Theorem 5.8 holds.*

We provide a statement regarding the necessity of the hypotheses on the functor $S$ in the Fundamental Theorem. To this end, let $C = I$ be the trivial comonoid in $\mathcal{C}$. Then $\mathcal{M}_C = \mathcal{M}$ and $Z = T(I)$.

**Proposition 5.11.** *In the above situation, consider the following hypotheses.*

(i) The functor $A : \mathcal{M} \to \text{Hopf}(T; S, Z)$ is an equivalence.
(ii) The functor $\hat{Z}$ preserves all existing equalizers in $\mathcal{M}_S$.
(iii) The transformation $G_I$ is invertible.

*We then have the following statements.*

- If (i) holds, then the functor $S$ is conservative.
- Assume (i) and (ii) hold. Let $(f, g)$ be a parallel pair in $\mathcal{M}$ such that $(f, g)$ has an equalizer in $\mathcal{M}$ and $(S(f), S(g))$ has an equalizer in $\mathcal{M}$. Then $S$ preserves the equalizer of $(f, g)$.
- Assume (i) and (iii) hold. Then the category $\mathcal{M}$ has equalizers of all coreflexive pairs which are $S$-split in $\mathcal{M}_S$.

*Proof.* The proof of Theorem 5.8 shows that if $A$ is an equivalence, then so is the functor $(F^S)_{XC}$. Also, by Corollary 4.11, the invertibility of the transformation $G_I$ implies that of $H_I$. We may then apply Proposition 5.7 to conclude a number of properties satisfied by $F^S$. The desired properties of $S = U^S F^S$ follow from these in view of the dual of Lemma 1.1 and the fact that $U^S$ is conservative. □

### 5.4. Application: idempotent monads.

Recall that a monad $(S, \mu, \iota)$ is said to be *idempotent* if $\mu : S^2 \to S$ is an invertible transformation.

Consider the data of Section 5.3 in the case when $\mathcal{C}$ is the trivial monoidal category (the one-arrow category). The bimonad $T$ and the comonoids $C$ and $Z = T(C)$ are necessarily trivial, while $S$ is an arbitrary monad on a category $\mathcal{M}$. Diagram (3.13) commutes automatically, and the category $\text{Hopf}(T; S, Z)$ of Hopf modules is thus the category of $S$-algebras.

The functors $A$ and $B$ identify respectively with $F^S$ and $U^S$. (Note that both maps in (5.3) are identities.)

Both maps in the pair (5.4) are identities, so existence and preservation of the equalizers of such pairs is trivially satisfied. This much implies that $F^S U^S \cong I$ (for reasons that can be traced back to Beck’s Theorem). This recovers [5, Proposition 4.2.3].
From (4.4) we see that the Galois map reduces to the multiplication of the monad $S$. Therefore, the Galois map is invertible if and only if the monad $S$ is idempotent.

An idempotent monad $S$ need not be conservative. (An example is the monad on the category of groups which sends a group to its abelianization.) Assume that $S$ is conservative. Then all hypotheses in Theorem 5.8 are satisfied. The theorem then states that the adjunction $(F^S, U^S)$ is an equivalence, and hence $S = U^S \circ F^S \cong I$. We have thus shown that a conservative idempotent monad must be isomorphic to the identity. Here is an elementary proof of this well-known fact: from the unit axiom one deduces $\mu^{-1} = S(\iota)$; therefore $\iota : I \to S$ is an isomorphism.

5.5. The Fundamental Theorem of Bruguières, Lack and Virelizier. Let $T$ be a bimonad on a monoidal category $C$. We specialize the situation of Section 5.3 by setting $M = C$, $S = T$, and $C = I$, the trivial comonoid. The results of Section 5.3 then reduce to the Fundamental Theorem of Bruguières, Lack and Virelizier [6, Theorem 6.11].

First of all, as mentioned in Remark 3.10, a Hopf $(T; S, Z)$-module is in this case a left Hopf $T$-module in the sense of [7, Section 4.2] and [6, Section 6.5]. Given such a Hopf module $M$, the Galois map $G_{I, M}$ is

\[(5.5) \quad T^2(M) = T(I \cdot T(M)) \xrightarrow{\psi_I(T(M))} T(I) \cdot T^2(M) \xrightarrow{id \cdot \mu_M} T(I) \cdot T(M).\]

This is the left fusion operator $H_{I, M}$ of [6, Section 2.6]; thus, the transformation $G_I$ is invertible if and only if $T$ is a left pre-Hopf monad in the sense of [6, Section 2.7]. Moreover, the pair (5.4) is

\[(5.6) \quad M = I \cdot M \xrightarrow{i \cdot id} Z \cdot M \quad \text{and} \quad M \xrightarrow{\zeta} Z \cdot M\]

where $Z = T(I)$. The equalizer of this pair is the coinvariant part of the Hopf module $(M, \sigma, \zeta)$ in the sense of [6, Section 6.4]. As mentioned in Remark 5.9, the existence and preservation of these equalizers (plus the fact that $S = T$ is conservative) suffice to derive the equivalence of categories from the invertibility of the Galois map, as in Theorem 5.8. This is one of the implications in [6, Theorem 6.11]. The converse implication is closely related to Proposition 5.11. Bruguières and Virelizier proved an earlier version of this result in [7, Theorem 5.11].

5.6. Sweedler’s Fundamental Theorem. Assume that the monoidal category $C$ is braided and $H$ is a bimonoid therein. Let $T$ be the functor $\tilde{H}$ as in Section 3.4. Then $T$ is a bimonad [7, Example 2.2]. Let us go over the ingredients and hypotheses of the Fundamental Theorem of Bruguières, Lack and Virelizier. The discussion here is a simplified version of that in [6, Example 6.13].

First of all, $Z = T(I) = H$, and the Hopf $T$-modules are the usual Hopf $H$-modules as in [33, Section 1.9].

Since $I$ is a retract of $H$, the identity of $C$ is a retract of the functor $T$. If a functor $F$ admits a conservative retract $R$

\[F \xrightarrow{s} R, \quad rs = id,\]

then $F$ is conservative. (Given $f : A \to B$ with $F(f)$ invertible, we have $R(f)^{-1} = r_A F(f)^{-1} s_B$.) Therefore, $T$ is conservative.
The pair (5.6) is

\[ M = I \cdot M \xrightarrow{\text{id}} H \cdot M \quad \text{and} \quad M \xrightarrow{\zeta} H \cdot M \]

Its equalizer, when existing, is the coinvariant part \( M^{\text{co}H} \) of \( M \).

The map \( G_{I,M} \) in (5.5) is

\[ H \cdot H \cdot M \xrightarrow{\Delta \text{id} \text{id}} H \cdot H \cdot M \xrightarrow{\text{id} \mu \text{id}} H \cdot H \cdot M. \]

It is known that the following statements are equivalent:

- \( G_{I,M} \) is invertible for every \( M \).
- \( G_{I,I} \) is invertible.
- The bimonoid \( H \) is a Hopf monoid.

(See [35, Example 2.1.2] and [6, Proposition 5.4] for a more general result.) Assume these statements hold, and let \( s \) be the antipode of \( H \). It then turns out that the composite map

\[ M \xrightarrow{\zeta} H \cdot M \xrightarrow{s \text{id}} H \cdot M \xrightarrow{\sigma} M \]

is idempotent. Bruguières, Lack and Virelizier point out that the coinvariant part of \( M \) exists if and only if this idempotent splits in the category \( C \). In this case, the pair (5.6) is part of a split cofork, with splitting data

\[ M^{\text{co}H} \xleftarrow{\sigma(s \text{id}) \zeta} M \xrightarrow{\sigma(s \text{id})} H \cdot M. \]

The equalizer of the pair (5.6) is then preserved by all functors and the hypotheses of the Fundamental Theorem of Bruguières, Lack and Virelizier are satisfied.

In conclusion, if \( H \) is a Hopf monoid and for all Hopf \( H \)-modules \( M \) the idempotent (5.7) splits in \( C \), there is an equivalence between \( C \) and the category of Hopf \( H \)-modules. This is Sweedler’s Fundamental Theorem, in the general context of braided monoidal categories. In particular, the theorem holds if all equalizers exist in \( C \). In this generality, the Fundamental Theorem has been stated in [43, Theorem 3.4], and (with extra assumptions) in [27, Theorem 1.1]. Note that the hypotheses are satisfied if \( C \) is the category of modules over a commutative ring. In this situation, the Fundamental Theorem appears in [8, Theorem 15.5]. Sweedler originally proved his theorem in the context of vector spaces [40, Theorem 4.1.1].

Sweedler’s Fundamental Theorem has been extended in other directions in recent papers. These include the work of López-Franco [26] and of Mesablishvili and Wisbauer [31]. The contexts considered by these authors are different from the one considered here.

6. Application: Schneider’s theorem

Let \( k \) be a commutative ring and \( H \) a bialgebra over \( k \). Let \( A \) be a left \( H \)-comodule-algebra (a monoid in the monoidal category of left \( H \)-comodules) [33, Definition 4.1.2]. We use \((\mu, \iota, \nu)\) to denote its structure. We employ Sweedler’s notation

\[ \nu(a) = \sum a_1 \otimes a_2 \]
for the comodule structure map $\nu : A \to H \otimes A$ (a morphism of $k$-algebras). The $k$-subalgebra of $H$-coinvariants is

$$A^{coH} := \{ a \in A \mid \nu(a) = 1 \otimes a \}.$$ 

Let $B$ be any $k$-subalgebra of $A^{coH}$.

Out of this data we build the ingredients for an application of the Fundamental Theorem of generalized Hopf modules and the other results of Section 5.3.

6.1. The bimonad and the comodule-monad. We let $\mathcal{C}$ be the category of $k$-modules and define $T : \mathcal{C} \to \mathcal{C}$ by

$$T(X) = H \otimes X$$

(tensor product over $k$). Since $(\mathcal{C}, \otimes)$ is braided monoidal and $H$ is a bimonoid therein, $T$ is a bimonad [7, Example 2.2].

Next, we let $\mathcal{M}$ be the category of left $B$-modules. Then $\mathcal{C}$ acts on $\mathcal{M}$ by

$$(X, M) \mapsto X \otimes M.$$ 

The action of $B$ on $X \otimes M$ is on the right factor:

$$b \cdot (x \otimes m) = x \otimes bm.$$ 

**Lemma 6.1.** The map $\nu : A \to H \otimes A$ is a morphism of $B$-bimodules.

**Proof.** Take $a \in A$ and $b \in B$. Write $\nu(a) = \sum a_1 \otimes a_2$. Since $B \subseteq A^H$, we have $\nu(b) = 1 \otimes b$. Then, since $\nu$ is a morphism of algebras,

$$\nu(ba) = \nu(b)\nu(a) = \sum a_1 \otimes ba_2 = b \cdot \nu(a).$$ 

Similarly, $\nu(ab) = \sum a_1 \otimes a_2 b$. $\square$

Define $S : \mathcal{M} \to \mathcal{M}$ by

$$S(M) = A \otimes_B M.$$ 

The action of $B$ on $A \otimes_B M$ is on the left factor:

$$b \cdot (a \otimes_B m) = ba \otimes_B m.$$ 

Since $B$ is a subalgebra of $A$, we may view $A$ as a $B$-bimodule. The category of $B$-bimodules is monoidal under $\otimes_B$ and it acts on $\mathcal{M}$, again by means of $\otimes_B$. Moreover, $A$ is a monoid in this category, and hence $S$ is a monad.

Let $X$ and $Y$ be $k$-modules, $M$ a left $B$-module, and $N$ a $B$-bimodule. We will make use of the map

$$(Y \otimes N) \otimes_B (X \otimes M) \to (Y \otimes X) \otimes (N \otimes_B M)$$

$$(y \otimes n) \otimes_B (x \otimes m) \mapsto (y \otimes x) \otimes (n \otimes_B m).$$ 

This is a well-defined isomorphism of left $B$-modules. We employ this map and the $H$-comodule structure of $A$ to build the composite

$$A \otimes_B (X \otimes M) \xrightarrow{\nu \otimes_B \text{id}} (H \otimes A) \otimes_B (X \otimes M) \xrightarrow{\cong} (H \otimes X) \otimes (A \otimes_B M).$$ 

By Lemma 6.1, this is a well-defined morphism of left $B$-modules. It defines a transformation

$$\chi_{X,M} : S(X \otimes M) \to T(X) \otimes S(M).$$
Lemma 6.2. In this manner, $S$ is a comodule-monad over the bimonad $T$.

Proof. Axioms (3.5) and (3.6) follow from coassociativity and counitality of $\nu$. Axioms (3.10) and (3.11) follow from the fact that $\nu$ is a morphism of algebras. □

6.2. The Hopf modules. Let $(Z, \alpha, \Delta, \epsilon)$ be a $T$-algebra-comonoid in $C$ (Definition 3.4). First of all, as a $T$-algebra, $Z$ carries a structure of left $H$-module

$$\alpha : H \otimes Z \to Z.$$ 

Then, as a comonoid, it carries a structure $(\Delta, \epsilon)$ of coalgebra over $k$. Finally, $\alpha$ should be a morphism of coalgebras, or equivalently $\Delta$ and $\epsilon$ should be morphisms of $H$-modules. The totality is called an $H$-module-coalgebra structure on $Z$; it is the same as a comonoid in the monoidal category of left $H$-modules.

Now consider Hopf $(T; S, Z)$-modules $(M, \sigma, \zeta)$ in $M$ (Definition 3.9). Then $M$ is first of all a left $B$-module, but the $S$-algebra structure

$$\sigma : A \otimes_B M \to M$$

turns it in fact into a left $A$-module, from which the $B$-module structure is inherited. In addition,

$$\zeta : M \to Z \otimes M$$

is a left $Z$-comodule structure, and diagram (3.13) becomes

$$\begin{array}{ccc}
A \otimes_B M & \xrightarrow{\sigma} & M \\
\downarrow{\id \otimes_B \zeta} & & \downarrow{\zeta} \\
A \otimes_B (Z \otimes M) & & \\
\downarrow{\chi_{Z,M}} & & \\
(H \otimes Z) \otimes (A \otimes_B M) & \xrightarrow{\alpha \otimes \sigma} & Z \otimes M
\end{array}$$

where $\chi_{Z,M}$ is as in (6.1). The commutativity of this diagram is equivalent to that of the following.

$$\begin{array}{ccc}
A \otimes M & \xrightarrow{\sigma} & M \\
\downarrow{\nu \otimes \zeta} & & \downarrow{\zeta} \\
H \otimes A \otimes Z \otimes M & & \\
\downarrow{\cong} & & \\
H \otimes Z \otimes A \otimes M & \xrightarrow{\alpha \otimes \sigma} & Z \otimes M
\end{array}$$

This diagram expresses the fact that $\zeta$ is a morphism of $A$-modules, or equivalently that $\sigma$ is a morphism of $H$-comodules.

In summary, the starting data consists of:

a bialgebra $H$, an $H$-comodule-algebra $A$, and an $H$-module-coalgebra $Z$.

Then a Hopf $(T; S, Z)$-module $(M, \sigma, \zeta)$ consists of

a left $A$-module $(M, \sigma)$ and a left $Z$-comodule $(M, \zeta)$, linked by (6.2).
This is precisely a left \((A, Z)\)-Hopf module in the sense of Doi [15, Section 1] and Koppinen [22, Section 3]. Such objects are sometimes called Doi-Koppinen Hopf modules in recent literature. In the special case when \(Z = H\), they go back at least to Doi [14] and they are precisely the left \((A, H)\)-Hopf modules of Schneider [37, page 177]. The notion evolved from the original Hopf modules of Sweedler [40, Section 4.1] (the case \(A = H\)) and the relative Hopf modules of Takeuchi [42, Section 1] (the case in which \(A\) is a coideal subalgebra of \(H\)).

We let \(\text{Hopf}(H; A, Z)\) denote the category of Doi-Koppinen Hopf modules. Equivalently, \(\text{Hopf}(H; A, Z) = \text{Hopf}(T; S, Z)\) is the category of Hopf \((T; S, Z)\)-modules.

6.3. The Galois map. We make the Galois map \(G_{X,M}\) associated to the bimonad \(T\) and the comodule-monad \(S\) explicit. According to (4.4) and the definitions in Section 6.1, this map is the following composite.

\[
\begin{align*}
S(X \otimes S(M)) & \xrightarrow{\chi_{X,S(M)}} T(X) \otimes S^2(M) \xrightarrow{id \otimes \mu_M} T(X) \otimes S(M) \\
A \otimes_B (X \otimes (A \otimes_B M)) & \xrightarrow{\nu \otimes_B \text{id}} (H \otimes A) \otimes_B (X \otimes (A \otimes_B M)) \xrightarrow{\cong} (H \otimes X) \otimes (A \otimes_B A \otimes_B M) \xrightarrow{id \otimes (\mu \otimes_B \text{id})} (H \otimes X) \otimes (A \otimes_B M)
\end{align*}
\]

Explicitly,

\[
(6.3) \quad G_{X,M} \left( a \otimes_B \left( x \otimes (a' \otimes_B m) \right) \right) = (a_1 \otimes x) \otimes (a_2 a' \otimes_B m),
\]

where \(a, a' \in A\), \(x \in X\), \(m \in M\), and \(\nu(a) = \sum a_1 \otimes a_2\). In the special case when \(X = k\) and \(M = B\), the map is

\[
(6.4) \quad A \otimes_B A \to H \otimes A, \quad a \otimes_B a' \mapsto \sum a_1 \otimes a_2 a'.
\]

Thus, the map \(G_{k,B}\) coincides with Schneider’s canonical map [37, page 180] (the left version of it). It is sometimes called the \(H\)-Galois map of the extension \(B \subseteq A\) [33, Chapter 8]. This map and its prominent role in Hopf Galois theory can be traced back to [11], [13] and [23]. For a recent survey on Hopf Galois theory, see [34].

Lemma 6.3. Let \(X\) be a \(k\)-module. Consider the following statements.

(i) \(G_{k,B}\) is invertible.
(ii) \(G_{X,B}\) is invertible.
(iii) \(G_{X,M}\) is invertible for all left \(B\)-modules \(M\).

We have (i) \(\Rightarrow\) (ii) \(\iff\) (iii).

Proof. Note from (6.3)–(6.4) that \(G_{X,B}\) is a morphism of right \(B\)-modules, and moreover

\[
G_{X,M} \cong X \otimes G_{k,B} \otimes_B M \cong G_{X,B} \otimes_B M.
\]

The result follows. \(\square\)
6.4. The comodules and the functors. Let $C$ be a coalgebra over $k$ and let $Z$ be the free $T$-algebra-comonoid on $C$ (3.4). Then
\[ Z = T(C) = H \otimes C \]
and the $H$-module-coalgebra structure is as follows: $H$ acts on the left component (so $Z$ is the free $H$-module on $C$), and the coalgebra structure is the tensor product of the coalgebra structures of $H$ and $C$.

The next ingredient to describe is the category $M_C$. An object of this category is a left $B$-module $M$ with a left $C$-comodule structure $c : M \to C \otimes M$ that is a morphism of $B$-modules, where $B$ acts on $M$ only. In other words, the following diagram should commute
\[
\begin{array}{c}
B \otimes M \xrightarrow{id \otimes c} B \otimes C \otimes M \xrightarrow{c} C \otimes B \otimes M \xrightarrow{id \otimes b} C \otimes M
\end{array}
\]
where $b$ denotes the $B$-module structure. Contrast with (6.2). We refer to such objects as $(B, C)$-bimodules.

We let $\text{Bimod}(B, C)$ denote the category of $(B, C)$-bimodules; that is, $\text{Bimod}(B, C) = M_C$ is the category of $C$-comodules in $M$.

The last ingredients to describe are the functors
\[
\text{Bimod}(B, C) \xrightarrow{A} \text{Hopf}(H; A, Z)
\]
of Section 5.3. They take the following form.

Given a $(B, C)$-bimodule $(M, c)$,
\[
A(M, c) = (A \otimes_B M, \mu \otimes_B \text{id}, d)
\]
where $d$ is the composite
\[
A \otimes_B M \xrightarrow{id \otimes_B c} A \otimes_B (C \otimes M) \xrightarrow{\chi_{C,M}} (H \otimes C) \otimes (A \otimes_B M) = Z \otimes (A \otimes_B M)
\]
and $\chi_{C,M}$ is as in (6.1).

Given a Doi-Koppinen Hopf module $(M, \sigma, \zeta)$, $B(M, \sigma, \zeta)$ is the equalizer of the pair
\[
C \otimes M \xrightarrow{\Delta \otimes \text{id}} C \otimes C \otimes M = C \otimes k \otimes C \otimes M \xrightarrow{id \otimes \zeta \otimes \text{id}} C \otimes H \otimes C \otimes M
\]
\[
C \otimes M \xrightarrow{id \otimes \iota} C \otimes Z \otimes M = C \otimes H \otimes C \otimes M.
\]
in the category $\text{Bimod}(B, C)$. Here $\iota$ denotes the unit map of the algebra $H$. In particular, when $C = k$ is the trivial $k$-coalgebra,
\[
B(M, \sigma, \zeta) = \{m \in M \mid \zeta(m) = 1 \otimes m\}.
\]
6.5. A generalization of Schneider’s theorem. We now make use of all the data in Sections 6.1–6.4. In particular, we are given:

- A commutative ring $k$ and a $k$-bialgebra $H$.
- A left $H$-comodule-algebra $A$ and a subalgebra $B$ of $A^{coH}$.
- A $k$-coalgebra $C$ and $Z = H \otimes C$, an $H$-module-coalgebra as in Section 6.4.

**Theorem 6.4.** Assume that:

- $A$ is faithfully flat as right $B$-module.
- $C$ is flat as $k$-module.

Then the following statements are equivalent.

(i) The functors $A$ and $B$ from Section 6.4 form an adjoint equivalence

$$\text{Bimod}(B, C) \cong \text{Hopf}(H; A, Z)$$

between the category of $(B, C)$-bimodules and the category of Doi-Koppinen $(A, Z)$-Hopf modules.

(ii) The Galois map

$$G_{C, B}: A \otimes_B (C \otimes A) \to Z \otimes A$$

is invertible.

In particular, if the canonical map (6.4) is invertible, then the category equivalence holds.

**Proof.** The category $M$ of left $B$-modules, being abelian has all equalizers, and the functor $\tilde{C} = C \otimes (-)$ preserves them because $C$ is flat over $k$. Faithful flatness of $A$ over $B$ guarantees that the functor $\mathcal{S}$ is exact and faithful, hence conservative by Corollary 1.10. It then follows from Theorem 5.10 that the stated adjoint equivalence holds if and only if the Galois map $G_{C, M}$ of Section 6.3 is invertible for all left $B$-modules $M$. By Lemma 6.3, this holds if and only if $G_{C, B}$ is invertible, and in particular if $G_{k, B}$ is invertible. \qed

**Remark 6.5.** According to Remark 5.9, Theorem 6.4 holds under weaker assumptions. Namely, it suffices to require the preservation (under $C \cdot (-)$, $C \cdot C \cdot (-)$, and $A \otimes_B (-)$) of the equalizer of the parallel pair (6.5) for each Doi-Koppinen Hopf module $(M, \sigma, \zeta)$.

We provide a converse statement. To this end, let $C = k$ be the trivial coalgebra. Then $\text{Bimod}(B, C) = M$ is the category of left $B$-modules and $Z = H$.

**Theorem 6.6.** Let $H$ be a $k$-bialgebra. Consider the following statements:

(i) $A$ is faithfully flat as right $B$-module and the canonical map (6.4) is invertible.

(ii) The functor $A: M \to \text{Hopf}(H; A, H)$ is an equivalence.

(iii) The functor $\mathcal{S} = A \otimes_B (-): M \to M$ is faithful.

Then (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii). If in addition $H$ is flat as a $k$-module, then (i) and (ii) are equivalent.

**Proof.** The implication (i) $\Rightarrow$ (ii) is a special case of Theorem 6.4 (the case $C = k$).

To prove that (ii) $\Rightarrow$ (iii), note that by Proposition 5.11, the functor $\mathcal{S}$ is conservative. Since it is also right exact, it is faithful, by Corollary 1.10.
Now assume that $H$ is a flat $k$-module and that (ii) holds; then, as just noted, (iii) also holds. Moreover, since $H$ is flat over $k$, the functor $\hat{Z}$ preserves all equalizers in $MS$. Note also that $M$ and $MS$ possess all equalizers, since they are the categories of left modules over $B$ and $A$, respectively. Hence Proposition 5.11 applies again to yield that $S$ preserves all equalizers in $M$. This means that $A$ is a flat right $B$-module, and hence faithfully flat, by (iii). Finally, our discussion shows that the hypotheses of Theorem 5.10 are satisfied. It then follows that the map $G_{k,M}$ is invertible for all left $B$-modules $M$, and in particular, the Galois map $G_{k,B}$ is likewise invertible. □

6.6. Further remarks on Schneider’s theorem. First of all, we point out that while in principle Theorem 6.4 only requires that $B$ be a subalgebra of $A^{coH}$, the remaining hypotheses imply that $B = A^{coH}$. More precisely, we have the following result.

Proposition 6.7. Consider the following data:

- A commutative ring $k$ and a $k$-bialgebra $H$.
- A left $H$-comodule-algebra $A$ and a subalgebra $B$ of $A^{coH}$.

Assume that:

- $A$ is faithfully flat as right $B$-module.
- The canonical map (6.4) is invertible.

Then $B = A^{coH}$.

Proof. Since $B \subseteq A^{coH}$, the canonical map factors through $A \otimes_{A^{coH}} A$:

$$
\begin{array}{ccc}
A \otimes_B A & \longrightarrow & H \otimes A \\
\downarrow & & \downarrow \gamma \\
A \otimes_{A^{coH}} A & &
\end{array}
$$

Invertibility of the canonical map then implies that the vertical map is injective. Hence, if $x \in A^{coH}$, then

$$
x \otimes_B 1 - 1 \otimes_B x = 0.
$$

It is known that faithful flatness of $A$ over $B$ then implies that $x \in B$; see for instance [12, Lemma 3.8]. We provide an argument below for completeness.

Consider the maps

$$
\begin{array}{ccc}
B & \xrightarrow{e} & A \\
& & \xrightarrow{f} \\
& & A \otimes_B A
\end{array}
$$

given by

$$
e(b) = b, \quad f(a) = a \otimes_B 1, \quad \text{and} \quad g(a) = 1 \otimes_B a.
$$

By the preceding $x$ belongs to equalizer of the pair $(f, g)$. We show below that the above diagram is an equalizer, whence $x$ must belong to $B$. This proves that $A^{coH} = B$ as needed.

The diagram is clearly a cofork: $fe = ge$. Applying the functor $S = A \otimes_B (-)$ to it we obtain the cofork

$$
\begin{array}{ccc}
A & \xrightarrow{\hat{e}} & A \otimes_B A \\
& & \xrightarrow{\hat{f}} \\
& & A \otimes_B A \otimes_B A,
\end{array}
$$
where the maps are given by
\[ \tilde{e}(a) = a \otimes_B 1, \quad \tilde{f}(a \otimes_B a') = a \otimes_B a' \otimes_B 1, \quad \tilde{g}(a \otimes_B a') = a \otimes_B 1 \otimes_B a'. \]
This cofork is split by the maps
\[ A \leftarrow \xleftarrow{p} A \otimes_B A \leftarrow \xleftarrow{q} A \otimes_B A, \]
where
\[ p(a \otimes_B a') = aa' \quad \text{and} \quad q(a \otimes_B a' \otimes_B a'') = aa' \otimes_B a''. \]
Indeed, we have \( p\tilde{e} = \text{id} \), \( q\tilde{g} = \text{id} \), and \( q\tilde{f} = \tilde{e}p \). (One may also note that this is a special case of the dual of the first split fork in \([29, \text{Section V.2.2, Example 1}]\).) Thus this new cofork is an equalizer.

Finally, since \( A \) is faithfully flat as right \( B \)-module, \( S \) reflects equalizers, and hence the original cofork is an equalizer. \( \square \)

Theorem 6.6 is due to Schneider; it is the bi-implication \((2) \Leftrightarrow (5)\) in \([37, \text{Theorem I}]\). It is sometimes known as Schneider’s Structure Theorem for Hopf modules.

Schneider assumes that the bialgebra \( H \) possess an antipode in \([37, \text{Theorem 3.7}]\) and a bijective antipode in \([37, \text{Theorem I}]\). For the statements we have provided, these hypotheses are not necessary. (Schneider’s results involve several other statements, including other conditions on \( A \) and \( G_{k,B} \) under which the equivalence of categories in Theorem 6.6 holds.) Schneider also assumes that \( B = A^{\text{co}H} \), but as pointed out in Proposition 6.7, this results in no loss in generality. In a different direction, Theorem 6.4 generalizes the implication \((5) \Rightarrow (2)\) in Schneider’s theorem by introducing the coalgebra \( C \), which in his context must be trivial but in ours may be arbitrary.

Schneider’s theorem has been generalized in a number of directions different from our own. For more on this one may consult \([35, 36, 34]\), apart from Schneider’s original paper. One such generalization is \([37, \text{Theorem 3.7}]\). This last result is likely to admit a generalization to the context of bimonads along the lines of Theorem 5.8, but this appears to be beyond the scope of this paper. We plan to pursue this question in the future.

If in addition to \( C = k \) we further specialize \( A = H \), we recover Sweedler’s Fundamental Theorem. See Section 5.6 for more details.

6.7. Related cases and historical remarks. On \([37, \text{page 169}]\), Schneider lists several earlier special cases of his theorem in the literature. We provide a longer account here.

Let \( H \) be a Hopf \( k \)-algebra. We may use the antipode of \( H \) to turn left \( H \)-comodules into right ones and vice versa. If \( H \) is a finitely generated projective \( k \)-module, then an \( H \)-comodule is an \( H^* \)-module (with \( H^* = \text{Hom}_k(H, k) \) the dual Hopf algebra), and a Doi-Koppinen \((A, H)\)-Hopf module is simply a module over the smash product \( A \# H^* \).
(For the definition of smash product, see \([33, \text{Definition 4.1.3}]\).) Such a module \( M \) can be described as a left \( A \)-module \( M \) which is also a left \( H^* \)-module with a semilinear action of \( H^* \); that is,
\[ g \cdot am = \sum (g_1 \cdot a)(g_2 \cdot m) \]
for all \( g \in H^* \), \( a \in A \), and \( m \in M \). Now, since \( A \) is an \( H \)-comodule-algebra, it is itself such a Hopf module, and the structure as a left \( A#H^* \)-module then yields a \( k \)-algebra homomorphism

(6.7) \[ A#H^* \to \text{End}_B(A) \]

with \( B = A^e\alpha H \) and \( A \) viewed as a right \( B \)-module. This map is dual to the Galois map (6.4), in the sense that each can be obtained from the other by an application of \( \text{Hom}_A(-, A) \), so the invertibility of one map is equivalent to that of the other.

In the earliest treatments of Hopf-Galois theory, \( A \) and \( H \) are commutative and \( A \) is a faithfully flat \( k \)-module, from which it follows that \( A \) is a faithfully projective \( k \)-module and \( B = k \). In that special case, the category equivalence of Theorem 6.6 is immediate from the isomorphism (6.7) and the Morita theorems [13, Theorems 9.3 and 9.6, Corollary 9.7]. In a sense, all the various forms of a Fundamental Theorem for relative Hopf modules can be viewed as the progeny of this simple observation.

See [33, Theorem 8.3.3] for a generalization of the above argument to not necessarily commutative \( H \) and \( A \) (in which case possibly \( B \neq k \)). A somewhat similar approach to the Fundamental Theorem appears in the theory of corings [8, 10], where it is observed that the Galois isomorphism (6.4) is one of \( A \)-corings, and the category of comodules over the coring \( H \otimes A \) is equivalent to the category \( \text{Hopf}(H; A, H) \). In this formulation, the role of the Morita theorems is played by coring descent theory, which, for \( A \) a faithfully flat right \( B \)-module, identifies the category of left comodules over the coring \( A \otimes_B A \) as equivalent to the category of left \( B \)-modules. For a very readable discussion of these matters, see [10], especially [10, Example 1.5 and Proposition 3.8]. If an \( A \)-coring is viewed as an internal category as in [1, Section 2.4] (where corings are called coalgebroids), then the isomorphism (6.4) of corings becomes a close analogue of the familiar bijection

\[ G \times X \to X \times X, \quad (g, x) \mapsto (g \cdot x, x) \]

for \( X \) a principal homogeneous space over a group \( G \), which can be interpreted as an isomorphism of small categories with object set \( X \).

6.8. Noncommutative Hilbert’s Theorem 90. We turn to the “classical” case in which \( A \) is a commutative \( H \)-comodule \( k \)-algebra and \( H = k^G \) is the Hopf algebra of \( k \)-valued functions on a finite group \( G \). Then \( H^* = k^G \) is the group \( k \)-algebra of \( G \) and the semilinearity condition (6.6) for a Doi-Koppinen \((A, H)\)-Hopf module \( M \) reduces to

(6.8) \[ g \cdot am = (g \cdot a)(g \cdot m) \]

for \( g \in G \), \( a \in A \), and \( m \in M \). In particular, \( A \) is simply a commutative algebra on which \( G \) acts by automorphisms. The functor \( \mathcal{B} \) of Theorem 6.4 then maps the Hopf module \( M \) to the \( k \)-submodule \( M^G \) of elements of \( M \) left fixed by \( G \). In this context, we briefly review the connection between such Hopf modules and the noncommutative Hilbert’s Theorem 90 [38, Proposition 3]. For similar computations in a slightly different context, see [38, Proposition 4].

Let \( N \) be an \((A, H)\)-Hopf module, fixed throughout the discussion, and \( \text{Aut}_A(N) \) denote the group of \( A \)-module automorphisms of \( N \). The group \( G \) acts on \( \text{Aut}_A(N) \) according to the formula

\[ (g \cdot \alpha)(x) = g \cdot \alpha(g^{-1} \cdot x). \]
for $g \in G$, $\alpha \in \text{Aut}_A(N)$, and $x \in N$. Then, for all such $g$, $\alpha$, and $x$,
$$g \cdot \alpha(x) = (g \cdot \alpha)(g \cdot x).$$

The action is by automorphisms:
$$g \cdot \alpha \beta = (g \cdot \alpha)(g \cdot \beta)$$
for $g \in G$, $\alpha, \beta \in \text{Aut}_A(N)$.

A function $\varphi : G \to \text{Aut}_A(N)$ is called a 1-cocycle if
$$\varphi(fg) = \varphi(f)(f \cdot \varphi(g))$$
for all $f, g \in G$. We construct a category
$$Z^1(G, \text{Aut}_A(N))$$
of which the objects are the 1-cocycles just defined; a morphism $\alpha : \varphi \to \psi$ is an element $\alpha$ of $\text{Aut}_A(N)$ such that
$$\psi(g)(g \cdot \alpha) = \alpha \varphi(g)$$
for all $g \in G$. If $\alpha : \varphi \to \psi$ and $\beta : \psi \to \rho$ are morphisms in $Z^1(G, \text{Aut}_A(N))$, then the composite $\beta \alpha$ is a morphism $\varphi \to \rho$; this defines the composition in the category. The identity of $\varphi$ is the identity automorphism of $N$. The category $Z^1(G, \text{Aut}_A(N))$ is a groupoid: the inverse of $\alpha : \varphi \to \psi$ is $\alpha^{-1} : \psi \to \varphi$, where $\alpha^{-1}$ is the inverse automorphism of $N$.

We define
$$H^1(G, \text{Aut}_A(N)),$$
the first cohomology set of $G$ with coefficients in $\text{Aut}_A(N)$, to be the set of isomorphism classes of the groupoid $Z^1(G, \text{Aut}_A(N))$. (For this definition in noncategorical language, see [38, page 123].) Two 1-cocycles $\varphi$ and $\psi$ are called cohomologous if they are isomorphic in $Z^1(G, \text{Aut}_A(N))$.

We can now obtain, from a 1-cocycle $\varphi$ as above, a new $(A,H)$-Hopf module $N_\varphi$ by keeping the $A$-module $N$ but twisting the action of $G$ on $N$; namely, we define
$$g \cdot _\varphi x := \varphi(g)(g \cdot x)$$
for $g \in G$ and $x \in N$. Associativity for the twisted action follows from the cocycle condition (6.9), and since
$$g \cdot _\varphi ax = \varphi(g)(g \cdot ax) = \varphi(g)((g \cdot a)(g \cdot x)) = (g \cdot a)\varphi(g)(g \cdot x) = (g \cdot a)(g \cdot _\varphi x),$$
the semilinearity condition (6.8) holds.

Let $\psi$ be another 1-cocycle, and $\alpha : N_\varphi \to N_\psi$ be an $A$-module isomorphism. Since $N_\varphi = N = N_\psi$ as $A$-modules, $\alpha$ may be viewed as an element of $\text{Aut}_A(N)$. A simple computation shows that:

$$\alpha : N_\varphi \to N_\psi$$
is a morphism of Hopf modules
$$\iff \alpha : \varphi \to \psi$$
is a morphism in $Z^1(G, \text{Aut}_A(N))$.

Now let $M$ be any $(A,H)$-Hopf module which is isomorphic to $N$ as an $A$-module. Let $\theta : M \to N$ be such an isomorphism; then, for each $g \in G$, the mapping
$$N \ni x \mapsto \theta(g \cdot \theta^{-1}(g^{-1} \cdot x)) \in N$$
is an $A$-module automorphism of $N$ that we denote by $\tilde{\theta}(g)$. Thus we obtain a map 
\[ \theta(g \cdot m) = \tilde{\theta}(g)(g \cdot \theta(m)) \]
for all $g \in G$ and $m \in M$. Another routine computation shows that $\tilde{\theta}$ is a 1-cocycle. The previous equation then implies that $\theta : M \to N_\varphi$ is an isomorphism of Hopf modules.

Consider the groupoid $\text{Hopf}(A, H) \downarrow N$ whose objects are pairs $(M, \theta)$ as in the preceding paragraph; a morphism $(M, \theta) \to (M', \theta')$ is an isomorphism $\kappa : M \to M'$ of $(A, H)$-Hopf modules such that 
\[ M \xrightarrow{\kappa} M' \]
\[ \theta \downarrow \theta' \]
commutes. ($\text{Hopf}(A, H) \downarrow N$ is a particular comma category.)

The preceding discussion contains the essential components of the following result.

**Proposition 6.8.** The functors
\[ \mathbb{Z}^1(G, \text{Aut}_A(N)) \to \text{Hopf}(A, H) \downarrow N, \quad \varphi \mapsto (N_\varphi, \text{id}_N) \]
and
\[ \text{Hopf}(A, H) \downarrow N \to \mathbb{Z}^1(G, \text{Aut}_A(N)), \quad (M, \theta) \mapsto \tilde{\theta} \]
form an equivalence of groupoids.

**Corollary 6.9.** The first cohomology set $H^1(G, \text{Aut}_A(N))$ is in bijection with the set of isomorphism classes of $(A, H)$-Hopf module structures on the $A$-module $N$.

By the latter we mean an isomorphism class in the groupoid $\text{Hopf}(A, H) \downarrow N$.

Now, with $H$ as above, assume that $A$ is a faithfully flat $k$-module and the Galois map (6.4) is an isomorphism; then, as noted in Section 6.7, $A$ is a faithfully projective $k$-module and $B = k$. Since $H = k^G$, $A$ is then a Galois extension of $k$ with Galois group $G$, as in [11]. We then obtain from Theorem 6.6 and Corollary 6.9 a bijection between $H^1(G, \text{Aut}_A(N))$ and the set of isomorphism classes of $k$-modules $M$ with the property that $A \otimes M \cong N$ as $A$-modules. In particular, we may take $N = A \otimes M_0$ with $M_0$ a fixed $k$-module; $N$ is then an $(A, H)$-Hopf module according to the formula
\[ g \cdot (a \otimes m) = (g \cdot a) \otimes m \]
for $g \in G$, $a \in A$, and $m \in M$. If $M_0$ is free of rank $n$, then $\text{Aut}_A(N)$ may be identified with the general linear group $\text{GL}(n, A)$. In that case, we obtain a bijection between $H^1(G, \text{GL}(n, A))$ and the set of isomorphism classes of projective $k$-modules $P$ such that $A \otimes P$ is a free $A$-module of rank $n$. If $n = 1$, it turns out that this bijection is actually an isomorphism of abelian groups, thus yielding an exact sequence
\[ 1 \to H^1(G, A^\times) \to \text{Pic}(k) \to \text{Pic}(A) \]
with $H^1(G, A^\times)$ the usual first cohomology group of $G$ with coefficients in the abelian group $A^\times$ of invertible elements in $A$, $\text{Pic}(k)$ the Picard group of isomorphism classes of invertible $k$-modules, and the right-most arrow in the sequence being induced by the
functor $A \otimes (-)$. This exact sequence, slightly modified, is the first part of the 7-term exact sequence of [11, Corollary 5.5].

Of course, if $k$ is a field, our discussion shows that $H^1(G, GL(n, A))$ is trivial; this is the noncommutative Hilbert’s Theorem 90.
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