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Abstract

We study the gauge field marginal of an Abelian Higgs model with Villain action defined on a 2D lattice in finite volume. Our first main result, which holds for gauge theories on arbitrary finite graphs and does not assume that the structure group is Abelian, is a loop expansion of the Radon–Nikodym derivative of the law of the gauge field marginal with respect to that of the pure gauge theory. This expansion is similar to the one of Seiler \cite{Sei82} but holds in greater generality and uses a different graph theoretic approach. Furthermore, we show ultraviolet stability for the gauge field marginal of the model in a fixed gauge. More specifically, we show that moments of the Hölder–Besov-type norms introduced in \cite{Che19} are bounded uniformly in the lattice spacing. This latter result relies on a quantitative diamagnetic inequality that in turn follows from the loop expansion and elementary properties of Gaussian random variables.
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1 Introduction

The Abelian Higgs model is one of the simplest examples of a gauge theory. As a Euclidean quantum field theory, it is given formally by the Gibbs-type probability
measure
\[ \mu(DA, D\Phi) \propto e^{-S(A, \Phi)} |DA| |D\Phi|, \]
where \( A \) is a gauge field (connection) on a \( U(1) \)-principal bundle \( P \to M \) and \( \Phi \) is a Higgs field (section) over a complex line bundle carrying a unitary representation of \( U(1) \). We will be concerned with the case that \( M = [0, 1]^2 \), a 2-manifold with boundary, in which case \( P \) is trivial and, after fixing a global section, \( A \) and \( \Phi \) can be represented as 1-forms \( A: M \to \mathbb{R}^2 \) and a function \( \Phi: M \to \mathbb{C} \).

Above, \( S \) is an action of Yang–Mills–Higgs-type
\[ S(A, \Phi) = \int_M |dA|^2 + |d_A \Phi|^2 + V(\Phi), \]
where \( dA = \partial_1 A_2 - \partial_2 A_1 \) is the curvature of \( A \), \( d_A: \Phi \to \sum_{i=1}^2 (\partial_i \Phi + iA_i \Phi) \, dx_i \) is the associated covariant derivative, and \( M = [0, 1]^2 \) is equipped with the Lebesgue measure. The function \( V: [0, \infty) \to \mathbb{R} \) is a potential, typically chosen as the ‘sommbrero potential’ \( \Phi(x) = (x^2 - 1)^2 \). Finally, \( DA \Phi \) is a purely formal Lebesgue measure on the space of (gauge field, Higgs field) pairs. The terms \( |d_A \Phi|^2 \) and (possibly) \( V(\Phi) \) are non-quadratic, representing particle interactions, which render the theory non-trivial.

Making rigorous sense and studying properties of the measure \( \mu \) has a history dating back to the late 70’s. Restricting to the sombrero potential, the first successful programme to construct \( \mu \) in both the continuum (ultraviolet) and infinite volume (infrared) limits is due to Brydges–Fröhlich–Seiler [BFS79, BFS80, BFS81] (see also the monograph [Sei82]). Balaban [Bal82a, Bal82b, Bal83] established lower and upper bounds on the vacuum energy in the 2D and 3D continuum limits in finite volume, a result later generalised by King [Kin86a, Kin86b] to full convergence in the continuum and infinite volume. The above works employ a lattice regularisation. Another approach based on stochastic quantisation was recently initiated in [She21, CCHS22a, CCHS22b] (see also [Che22] for a survey), which have given meaning to the Langevin dynamic of the (non-Abelian) version of \( \mu \).

We mention also work on pure gauge theory (without Higgs) in the non-Abelian case in 2D [GKS89, Dri89, Fio91, Sen97, Lev03], in which case the model is exactly solvable, on the Abelian case in 3D and 4D [Gro85, Dri87], and on the non-Abelian case in 3D and 4D [Bal85, Bal89, MRS93]. See also the survey [Cha19b]. There have been a number of recent results in gauge theory (both on the lattice and the continuum) from the side of probability theory, see e.g. [Ca02, CC23, CC24, CPS23, Cha19a, Cha20, Cha21, Che19, For21, FLV22b, FLV23, FLV22a, GS23, KL21, SSZ22, SZZ23, SZZ24].

Two issues that enter in the construction of (1.1) are renormalisation and gauge invariance. The issue of renormalisation appears in all (singular) quantum field theories and requires the addition of counterterms to the Lagrangian (1.2) for the measure (1.1) to be well-defined and/or non-trivial when an ultraviolet cutoff is removed. To wit, in the case \( V(x) = x^4 \), one requires replacing \( S(A, \Phi) \) in (1.2) by
\[ \int_M |dA|^2 + |d_A \Phi|^2 + |\Phi|^4 - \infty |\Phi|^2, \]
where ‘∞’ stands for a constant that is diverging as the ultraviolet cutoff (e.g. lattice spacing) is sent to zero. The issue of gauge invariance is specific to gauge theories and arises from the invariance of the action $\langle 1,2 \rangle$ under the infinite dimensional gauge group \{g: M \to U(1)\}. See Section \[2\] for a lattice version of this gauge group action and \[CCHS22a\] Sec. 1 for a discussion on the consequences of gauge-invariance on the construction of $\mu$.

In this paper, we study lattice approximations of the Abelian Higgs models on the square $M = [0, 1]^2$ with Villain action. Specifically, we consider the probability measure defined as the law of the random variable $(g, \varphi)$ with expectation

$$\mathbb{E}[f(g, \varphi)] \propto \int_{G \times \mathbb{C}^\Lambda} f(g, \varphi) \prod_p Q(g(\partial p)) e^{(\varphi, \Delta g \varphi) - \sum_\Lambda V(|\varphi|)} \, dg \, d\varphi,$$

(1.3)

for any bounded measurable $f: G \times \mathbb{C}^\Lambda \to \mathbb{R}$ (the proportionality constant is independent of $f$). Here, $\Lambda$ is a lattice in $M$ with spacing $2^{-N}$ for $N \geq 1$, $G$ is the space of gauge fields, i.e. functions from bonds of $\Lambda$ into $U(1)$, $\Lambda$ is the set of non-boundary nodes of $\Lambda$, $V: [0, \infty) \to \mathbb{R}$ is a suitable potential, e.g. $V(|\varphi|) = |\varphi|^4 - C|\varphi|^2$, and

$$Q(x) = e^{2^{-2N}\Delta(x)} \propto \sum_{n \in \mathbb{Z}} e^{-(x+n)^2/2^{-2N+1}},$$

(1.4)

is the heat kernel on $U(1)$ at time $2^{-2N}$ (we identify here $x \in U(1)$ with an element of $[0, 1)$). The product in (1.3) is over all plaquettes $p$ of the lattice $\Lambda$ and $\sum_\Lambda$ denotes integration over $\Lambda$ against the counting measure weighted by $2^{-2N}$, which approximates the continuum Lebesgue measure. A complete definition of the model is given in Section \[2\].

The framework for this model is partly drawn from \[BFS79b\] \[Lévo3\] \[Ken11\] \[KL21\]. If the Higgs field is absent, this model agrees with the Abelian pure gauge theory of \[Lévo3\] \[Lévo6\] (see Section \[4\]), which has a Gaussian nature and which is exactly solvable in the continuum limit. The probability measure \(1.3\) is a lattice version of \(1.1\) - the relationship between $A$ and $g$ that one should keep in mind is $g(x, x + 2^{-N} e_j) \approx e^{2^{-N} A_j(x)}$ for $j = 1, 2$. We emphasise that the potential $V$ can depend on the lattice spacing, and therefore handles the case of renormalised potentials necessary for a non-trivial continuum limit. Furthermore, the presence of the Higgs field destroys the Gaussian nature of the pure gauge theory and no exact solvability properties of the continuum limit of $g, \varphi$ are known.

Our main object of study is the gauge field marginal $g$. Our first main result, which applies to any Higgs-type model, provides a loop expansion for the integral

$$\int_{H^\Lambda} e^{(\varphi, \Delta g \varphi) - \sum_\Lambda V(|\varphi|)} \, d\varphi = \sum_\ell c_\ell \text{Tr} \text{hol}(g, \ell), \quad c_\ell \geq 0,$$

(1.5)

where $H$ is a (complex or real) Hilbert space, $g$ is a gauge field of arbitrary operators on $H$, the sum is over all loops in $\Lambda$, $c_\ell \geq 0$ are explicit non-negative constants, and
hol(\(g, \ell\)) is the holonomy (ordered product) of \(g\) around \(\ell\). We state and prove this result in Section[3]. The proof uses an inductive procedure to integrate out the lattice sites and we develop a graph theoretic framework to keep track of the constants \(c_\ell\) as the induction proceeds. The loop expansion (1.5) generalises and clarifies the results of [Sei/eight.taboldstyle/two.taboldstyle, Thm. 2.6 & Lem. 2.9] and [BFS/seven.taboldstyle/nine.taboldstyleb, Sec. 3][1] Specialising to the case \(G = U(1)\), this loop expansion allows us to write the law of \(g\) in (1.3) in terms of the pure gauge theory with a Radon–Nikodym derivative of ‘positive type’.

The second main result, which uses (1.5), provides moment estimates on gauge-invariant observables of \(g\). These moment estimates can be seen as a quantitative diamagnetic inequality and are summarised in Corollaries [four.taboldstyle/one.taboldstyle/zero.taboldstyle] and [four.taboldstyle/one.taboldstyle/zero.taboldstyle] in Section[4].

Finally, we show moment bounds, uniform in the lattice spacing, on a gauge-fixed version of \(g\) in a Hölder–Besov-type space. This result implies ultraviolet stability of the gauge-field marginal and is summarised in the following theorem.

**Theorem 1.1** There exists a \(\mathfrak{g}\)-valued random variable \(u\), measurable with respect to \(g\), such that \(E[|\log g^u|_\beta] \leq C\) for all \(\beta \in (0, 1)\) and \(q > 0\), where \(C\) depends only on \(\beta, q\) and not on \(N\).

We give the proof of Theorem [1.1] in Section[7] Above, \(|\cdot|_\beta\) is a norm on discrete 1-forms introduced in [Che/one.taboldstyle/nine.taboldstyle] (see also [CCHS/two.taboldstyle/two.taboldstylea] for a natural version of this norm in the continuum). We recall the definition of \(|\cdot|_\beta\) in Section[5]. We also refer to Section[2] for the definition of the gauge group \(\mathfrak{g}\) and the gauge transformation \(g^u\), and to Section[1.1] for the definition of \(\log: U(1) \to [-\pi, \pi]\).

The main step in the proof of Theorem [1.1] is to combine the quantitative diamagnetic inequality (Corollary 4.10) with a gauge fixing procedure in Section[6]. This procedure is a simplification and improvement of the one given in [Che/one.taboldstyle/nine.taboldstyle, Sec. 4], but is restricted to the Abelian case. Our results are furthermore more quantitative than those of [Che/one.taboldstyle], which, in our notation, only show tightness of \(\log g^u\) rather than moment estimates. See, however, [CS/two.taboldstyle, Sec. 9] where moment estimates were also recently shown in the non-Abelian 2D pure Yang–Mills case and applied to show that the Yang–Mills measure on \(\mathbb{T}^2\) is invariant for the associated stochastic quantisation equation (tightness of \(\log g^u\) is, in general, insufficient to show this invariance).

A consequence of Theorem [1.1] is that piecewise constant extensions of \(\log g^u\) are tight in the Hölder–Besov space \(C^{\beta-1}\) for \(\beta < 1\) (see [Che/one.taboldstyle, Prop. 3.21]). Furthermore, \(\log g^u\) converges in law along subsequences as \(N \to \infty\) in \(\Omega^1_\beta\) for \(\beta \in (0, 1)\) in the same sense as in [Che/one.taboldstyle, Thm 3.26][2]. We recall that \((\Omega^1_\beta, |\cdot|_\beta)\) is a Banach space of distributional 1-forms that embeds into \(C^{\beta-1}\) and on which holonomies and Wilson loops are well-defined and continuous (for axis-

---

1 See also [BFS/seven.taboldstyle/nine.taboldstyle, Thm. 1] where an expansion similar to (1.5) is claimed and [BFS/seven.taboldstyle/nine.taboldstyleb, BFS/eight.taboldstyle/zero.taboldstyle] are referenced for a proof, but the proofs therein assume \(V\) is quadratic and we are unable to locate a proof in these works for more general potentials \(V\).

2 Since the \(g\) live on different lattices indexed by \(N\), making this statement precise is not entirely trivial. Since this is not our main focus, we refrain from doing so here.
parallel paths). Compared to [BFS81, Kin86a]. Theorem 11 has a simpler proof and yields a stronger form of ultraviolet stability for the gauge-field marginal g (furthermore, only gauge-invariant fields are considered in [BFS81, Kin86a] but makes no statement on the stability of the Higgs field ϕ. We also mention [KK87], where tightness (but in a gauge-invariant sense and in a much weaker space) is shown for a non-Abelian gauge field coupled to a fermionic field (one can also view [KK87] Eq. (24), App. B] as a version of Corollary 4.9 for fermionic coupling and for loops with a single plaquette).

**Remark 1.2** For simplicity, we consider only Dirichlet boundary conditions on the Higgs field and free boundary conditions on the gauge field in (1.3). Our method can be adapted to other boundary conditions, such as periodic or half-periodic (see Remark 6.7 for subtleties that arise in the periodic case). It could also be used to treat general graphs with a certain structure – the key property that we use is that there is a distinguished collection of plaquettes (faces) and the pure gauge theory (without the Higgs field) is determined by a centred Gaussian vector indexed by the plaquettes as in Section 4.3. See also Remark 4.3. We furthermore believe our methods can be adapted to take the infinite volume limit, but we do not explore this here.

Note that in (1.3) we use the Villain (heat kernel) action; this choice allows us to construct g from a Gaussian random field and the Radon–Nikodym derivative (1.5). It would be interesting to find an extension of our results to other actions, such as the Wilson action, where the exact Gaussian structure is unavailable.

Finally, we believe the methods of this paper can be used to analyse the case when the Higgs field ϕ takes values in R^N or C^N provided that the structure group remains Abelian.

### 1.1 Notation

We collect some frequently used notation. Let i = \sqrt{-1} be the imaginary unit and U(1) = \{ z ∈ C : |z| = 1 \} be the circle group. We let log: U(1) → [−π, π) be the map sending e^{ix} to x (we thus identify R with the Lie algebra of U(1)). We let N = {0, 1, …} denote the non-negative integers.

By x ≲ y we mean that x ≤ Cy for some universal constant C ≥ 0. When C depends on certain parameters, e.g. α, β, … we write x ≲_{α, β, …} y. When writing expectations we often use bold symbols for random variables and non-bold symbols for integration variable, e.g. writing E[f(X)] = ∫ f(X) dµ(X).

### 2 Definition of the model

In this section, we give the definitions necessary to define the model (1.3). We return to these definitions in Section 4 and Section 3 can be read without them.

We equip M = [0, 1]^2 with its natural geodesic distance |x − y|. We let ∂M denote the boundary of M. For every integer N ≥ 1, we define Λ = \{k2^{-N} : k = 0, …, 2^N \}^2 ⊂ M, the lattice of with mesh size 2^{-N}. We let ∂Λ = Λ ∩ ∂M denote.
the boundary nodes of Λ and ˚Λ = Λ \ ∂Λ the non-boundary nodes. We equip Λ and ˚Λ with the counting measure weighted by 2−2N and denote the correspondingly integrals for ϕ ∈ CΛ simply by ∫Λ ϕ = 2−2N ∑x∈Λ ϕx, and likewise for ˚Λ.

Remark 2.1 We will mostly suppress the dependence on N in most of our notation. When this dependence becomes important, we will write Λ(N), ˚Λ(N), etc.

We define B = B(N) as the collection of all oriented bonds, i.e. all pairs (x, y) ∈ Λ² for which |x − y| = 2−N. We let G denote the set of maps g ∈ U(1)B such that gxy = ˚gyx. An element of G is called a gauge field.

The vector space C˚Λ is the space of Higgs field configurations on Λ. We identify C˚Λ with a subspace of CΛ by setting ϕx def = 0 for all ϕ ∈ C˚Λ and x ∈ ∂Λ. We equip CΛ with the inner product ⟨·, ·⟩ defined by

\[ \langle \varphi, \varphi' \rangle = \int_{\Lambda} \varphi \varphi' = 2^{-2N} \sum_{x \in \Lambda} \varphi_x \varphi'_x. \]  

We similarly equip CΒ with the inner product

\[ \langle \eta, \eta' \rangle \overset{\text{def}}{=} 2^{-2N} \sum_{b \in B} \eta_b \eta'_b. \]

Definition 2.2 For g ∈ G, the covariant derivative dg: CΛ → CΒ is defined for (x, y) ∈ B by

\[ (dg\varphi)(x, y) = 2^{N} (g_{xy}\varphi_y - \varphi_x). \]

Note that the adjoint operator d∗g: CΒ → CΛ is given by

\[ d^*_g \eta(x) = 2^{N} \sum_{y \to x} \{g_{xy}\eta_{yx} - \eta_{xy}\}, \]

where y → x denotes that y ∈ Λ with (y, x) ∈ B. Indeed

\[ \langle dg\varphi, \eta \rangle = 2^{-N} \sum_{x \in \Lambda} \sum_{y \to x} (g_{xy}\varphi_y - \varphi_x)\eta_{yx} = 2^{-N} \sum_{x} \varphi_x \sum_{y \to x} (g_{xy}\eta_{yx} - \eta_{xy}) \]

where the final equality follows from gxy = ˚gyx.

Definition 2.3 We define the covariant Laplacian associated with g ∈ G as the negative semi-definite self-adjoint linear operator

\[ \Delta_g \overset{\text{def}}{=} -\frac{1}{2} \pi^{\Lambda}_g \circ d^*_g \circ d_g : C\hat{\Lambda} \to C\hat{\Lambda}, \]

where \( \pi^{\Lambda}_g : C\Lambda \to C\hat{\Lambda} \) is the canonical projection.
Note that, for all \( x \in \Lambda \),
\[
\Delta_g \varphi(x) = 2^N \left( \frac{1}{2} \sum_{y \to x} \{ d_y \varphi(x, y) - g_{xy} d_y \varphi(y, x) \} \right) = 2^N \sum_{y \to x} \{ g_{xy} \varphi_y - \varphi_x \},
\]
(2.2)
and that \( \Delta_g \) defines a positive semi-definite symmetric quadratic form on \( C^\Lambda \)
\[
-\langle \varphi, \Delta_g \varphi \rangle = \frac{1}{2} \langle d_y \varphi, d_y \varphi \rangle = \sum_{y \to x} (g_{xy} \varphi_y - \varphi_x) (g_{xy} \varphi_y' - \varphi_x').
\]
(2.3)
Remark that our definition of the Laplacian agrees (up to a scalar multiple) with the definitions in [KL21] Sec. 2J and [Ken11] Sections 3, 8.

**Definition 2.4** A gauge transformation is a map \( u : \Lambda \to U(1) \). We denote by \( \mathfrak{G} \) the set of such maps. Every \( u \in \mathfrak{G} \) acts on \( \mathcal{G} \) by
\[
g_{xy} \mapsto (u \cdot g)_{xy} \overset{\text{def}}{=} g_{xy}^u \overset{\text{def}}{=} u_x g_{xy} u_y^{-1},
\]
on \( C^\Lambda \) by
\[
\varphi_x \mapsto (u \cdot \varphi)_x \overset{\text{def}}{=} \varphi_x^u \overset{\text{def}}{=} u_x \varphi_x,
\]
and on \( C^B \) by
\[
\eta_{xy} \mapsto (u \cdot \eta)_{xy} \overset{\text{def}}{=} \eta_{xy}^u \overset{\text{def}}{=} u_x \eta_{xy}.
\]
Note that every \( u \in \mathfrak{G} \) is an isometry on \( C^\Lambda \) and \( C^B \), and that we have the covariant identities
\[
(d_y \varphi)^u = d_y^u \varphi^u, \quad (d_y \eta)^u = d_y^u \eta^u, \quad (\Delta_g \varphi)^u = \Delta_g^u \varphi^u.
\]
(2.5)

**Definition 2.5** Denote by
\[
\mathcal{L} = \left\{ (\ell_0, \ell_1, \ldots, \ell_n) \in \Lambda^{n+1} : n \geq 0, \ell_0 = \ell_n, |\ell_i - \ell_{i+1}| = 2^{-N} \right\}
\]
(2.4)
the set of all loops in \( \Lambda \). We define the subset \( \mathcal{L} \subset \mathcal{L} \) that contains loops only visiting sites in \( \Lambda \), i.e. we restrict to \( \ell_i \in \Lambda \) in (2.4).

A plaquette of \( \Lambda \) is a loop \( p \in \mathcal{L} \) of the form
\[
p = (x, x + 2^{-N} e_1, x + 2^{-N} e_1 + 2^{-N} e_2, x + 2^{-N} e_2, x),
\]
(2.5)
where \( x \in \Lambda \). Let \( P \subset \mathcal{L} \) denote the set of plaquettes of \( \Lambda \).

For \( g \in \mathcal{G} \) and \( \ell = (\ell_0, \ldots, \ell_n) \in \mathcal{L} \), let \( \text{hol}(g, \ell) \in U(1) \) denote the holonomy (i.e. ordered product) of \( g \) around \( \ell \) defined by
\[
\text{hol}(g, \ell) = g(\ell_0, \ell_1) g(\ell_1, \ell_2) \ldots g(\ell_{n-1}, \ell_n).
\]

For \( p \in P \), we use the shorthand \( g(\partial p) = \text{hol}(g, p) \).

In the rest of the article, we take \( V : [0, \infty) \to \mathbb{R} \) such that \( \int_0^\infty e^{\alpha x^2 - V(x)} \, dx < \infty \) for all \( \alpha > 0 \) (this condition is used in the proof of Lemma 4.3 but can be relaxed), e.g. \( V(x) = x^4 - C(N) x^2 \) for any \( C(N) \in \mathbb{R} \). With these notations, the probability measure \( \{1.3\} \) is now defined.
3 Loop expansion revisited

The main results of this section are Theorems [3.17] and [3.31] which show a loop expansion of the type (1.5) in a completely general setting for complex (resp. real) representations of a gauge field $g$ with a structure group that is not necessarily Abelian or compact.

As in [Sei82] Thm. 2.6 & Lem. 2.9], we develop our loop expansion by iteratively integrating out the Higgs field site by site. However the argument of [Sei82] is based on imposing conditions on the representation of the gauge group $G$ after integration over $G$ - see “Property (R)” of [Sei82] Def. 2.7. Our approach does not use any properties of the representation nor integration over $G$; in fact, we even allow the “gauge field” $g_e$ to act on the Higgs vector space $H$ as a non-invertible operator.

Our main tool is computing moments of the uniform distribution on a complex (resp. real) sphere using Wick’s rule for complex (resp. real) Gaussians, see Lemmas [3.2] and [3.20].

We fix a choice of finite dimensional complex (resp. real) Hilbert space $H$ and write $(\cdot, \cdot)$ for the corresponding sesquilinear (resp. bilinear) inner product on $H$ and $| \cdot |$ for the norm. We define $\hat{H}$ to be the unit sphere in $H$, that is $\hat{H} = \{ \varphi \in H : |\varphi| = 1 \}$. We write $d\varphi$ for Lebesgue measure on $H$ (giving volume 1 to any cube formed by an orthonormal basis) and write $d\hat{\varphi}$ for the induced measure on $\hat{H}$ coming from $d\varphi$.

**Assumption 1** Our “single site” measures for the Higgs field will be measures $d\varphi^\lambda$ on $H$ which are of the form

$$\int_{\hat{H}} f(\varphi) \ d\varphi^\lambda(\varphi) = \int_0^\infty \int_{\hat{H}} f(s\hat{\varphi}) \ d\hat{\varphi} \ d\lambda(s),$$

where the radial measure $\lambda$ is always assumed to have better\footnote{The proof of [Sei82] Thm. 2.6] gives little detail and relatively inexplicit formulae so it is hard to compare our methods further. We make the minor point that, in the complex case, Lemma [3.2] indicates assumption [Sei82] Eq. (2.13)] looks unreasonable as it is written.\footnote{This is a simple assumption to state but stronger than what we actually need. The actual integrability criterion is being able to expand the exponentials on the left-hand sides of Theorems [3.17] and [3.41] and interchange the integral and sum.} than Gaussian tails, i.e. we assume that, for any $\alpha > 0$, $\int_0^\infty e^{\alpha s^2} \ d\lambda(s) < \infty$.

**Definition 3.1** An oriented multi-graph $G = (\mathbb{V}, \mathbb{E})$ with abstract edge set consists of finite sets $\mathbb{V}$ and $\mathbb{E}$ where $\mathbb{E}$ is endowed with two maps $E \ni e \mapsto \underline{e} \in \mathbb{V}$ and $E \ni e \mapsto \overline{e} \in \mathbb{V}$. Elements of $\mathbb{V}$ are called vertices and elements of $\mathbb{E}$ are called edges. The vertices $\underline{e}$ and $\overline{e}$ are called the starting and ending points of $e$, respectively.

The term multi-graph (as opposed to graph) here refers to the fact that we are allowed to have distinct $e_1, e_2 \in \mathbb{E}$, with $\underline{e_1} = \underline{e_2}$ and $\overline{e_1} = \overline{e_2}$.

Note that we allow $\underline{e} = \overline{e}$, that is we allow self-loops in $G$ and we write $E^o \subset \mathbb{E}$ for the set of self-loops, and $\mathbb{E} = \mathbb{E} \setminus E^o$ for the set of edges of $\mathbb{E}$ which are not self-loops.
We fix for both Sections 3.1 and 3.2 below an oriented finite multi-graph \( G = (V, E) \).

### 3.1 The complex case

In this subsection we assume \( H \) is a finite dimensional complex Hilbert space. We start with the following lemma regarding integration on \( \hat{H} \).

**Lemma 3.2** For any \( N, M \in \mathbb{N} \) and vectors \( a_1, \ldots, a_M, b_1, \ldots, b_N \in H \), we have

\[
\int_{\hat{H}} \prod_{i=1}^{M} (a_i, \hat{\phi}) \prod_{j=1}^{N} (\hat{\phi}, b_j) \, d\hat{\phi} = \delta_{NM} K_N^C \sum_{\sigma \in S_N} \prod_{i=1}^{N} (a_i, b_{\sigma(i)}) ,
\]

where \( S_N \) is the set of permutations on \( N \) elements and

\[
K_N^C \overset{\text{def}}{=} \frac{2\pi^{\dim_C(H)}}{(N + \dim_C(H) - 1)!} ,
\]

where \( \dim_C(H) \) is the dimension of \( H \) as a complex vector space.

**Proof.** Let \( Z \) be a standard complex Gaussian on \( H \) - that is, \( Z \) is centred and for any \( a, b \in H \), we have \( \mathbb{E}[(a, Z)(Z, b)] = (a, b) \) and \( \mathbb{E}[(a, Z)(b, Z)] = 0 \). Then a simple scaling argument shows that

\[
\mathbb{E} \left[ \prod_{i=1}^{M} (a_i, Z) \prod_{j=1}^{N} (Z, b_j) \right] = \frac{1}{\pi^{\dim_C(H)}} \int_{H} \prod_{i=1}^{M} (a_i, \varphi) \prod_{j=1}^{N} (\varphi, b_j) e^{-|\varphi|^2} \, d\varphi
\]

\[
= \frac{1}{\pi^{\dim_C(H)}} \int_{0}^{\infty} r^{N+M+2\dim_C(H)-1} e^{-r^2} \, dr \times \int_{H} \prod_{i=1}^{M} (a_i, \hat{\varphi}) \prod_{j=1}^{N} (\hat{\varphi}, b_j) \, d\hat{\varphi} .
\]

The desired result then follows by using Wick’s rule for complex Gaussians on the left-hand side and observing that

\[
\int_{0}^{\infty} r^{2N+2\dim_C(H)-1} e^{-r^2} \, dr = (N + \dim_C(H) - 1)!/2 .
\]

\[\square\]

We now introduce some definition and notation for graphs that appear in our expansion.

**Definition 3.3** Give a finite set \( V \), an oriented graph on \( V \) is an oriented multigraph with vertex set \( V \) and set of edges \( E \) and where we concretely realize \( E \subset V^2 \), enforcing that, for every \( e \in E \), \( e = (\vec{e}, \vec{\tau}) \). Note that, once \( V \) is fixed, we often identify the oriented graph \( G \) on \( V \) with the choice of edge set \( G = E \subset V^2 \).
Given three disjoint sets $A, B, C$, we define $\hat{G}_C(A, B, C)$ to be the set of all oriented graphs on $V = A \sqcup B \sqcup C$ where we enforce that each vertex in $A$ is incident only to a single outgoing edge, each vertex in $C$ is incident only to a single incoming edge, and each vertex in $B$ is incident to precisely one outgoing edge and one incoming edge (we allow these edges to be the same, that is we allow a vertex in $B$ to have a self-loop). See Figure 1 for an example.

Figure 1: In the left box is an example of $G \in \hat{G}_C(A, B, C)$ with $A = \{a\}$, $B = \{b, x, y, z\}$, and $C = \{c\}$, with arrows indicating edges. In the right box is an example of a oriented multi-graph $G$ on $B = \{x, y, z\}$ which is not an element of $\hat{G}_C(\emptyset, B, \emptyset)$ because the vertex $z$ is incident to two incoming edges and $y$ is incident to two outgoing edges.

It follows that every $G \in \hat{G}_C(A, B, C)$ consists of a collection of oriented paths (with starting vertex in $A$ and ending vertex in $C$) and closed oriented loops (with all vertices in $B$), and every vertex is incident to either a single path or a single loop. We call such a graph an oriented contraction graph.

We define $P(G)$ to be the set of oriented paths in the graph $G$ and $L(G)$ to be the set of oriented loops.

**Remark 3.4** To give some context and motivation, vertices in a contraction graph $G$ will later index paths in the original graph $\mathbb{G}$. An edge in $G$ will indicate concatenation and thus a path (resp. loop) in $G$ will correspond to a ’path of paths’ (resp. ’loop of paths’) in $\mathbb{G}$ - see the discussion before Lemma 3.18.

Given a tuple of vectors $v = (v_u : u \in A \sqcup C)$ with $v_u \in H$ along with a tuple of linear operators $M = (M_b : b \in B)$ with $M_b \in \mathcal{L}(H, H)$ we define, for $\gamma \in P(G)$ and $\ell \in L(G),$

$$\gamma(M, v) = \left( v_{\gamma^{-1}} \left( \prod_{b \in \gamma} M_b \right) v_{\gamma} \right) \quad \text{and} \quad \ell(M) = \text{Tr} \left( \prod_{b \in \ell} M_b \right) .$$

Given two distinct vertices $b_1, b_2 \in B$, there could be two edges with end points $\{b_1, b_2\}$. However, we use still call this an oriented graph as opposed to multi-graph since these two edges would have different orientations.
Above, given \( \gamma \in \mathcal{P}(G) \), we write \( \overrightarrow{\gamma} \in A \) for the starting vertex of \( \gamma \) and \( \overrightarrow{\gamma} \in C \) for the ending vertex. We write \( \hat{\gamma} \) for the (possibly empty) set of intermediate vertices of \( B \) visited by \( \gamma \), and the order in \( \prod_{b \in \hat{\gamma}} \) is determined by \( \gamma \). Similarly, given a loop \( \ell \in \mathcal{L}(G) \) the product \( \prod_{b \in \ell} \) is an ordered (up to cyclic permutation) product over all the vertices in \( \ell \). Also recall that the \( (\cdot, \cdot) \) appearing in the definition of \( \gamma(M, \nu) \) denotes the inner product on \( H \), in particular here \( \gamma(\cdot, \cdot) \) and \( \ell(\cdot) \) take values in \( \mathbb{C} \).

**Lemma 3.5** With the notation introduced above, we have

\[
\int_{H} \left( \prod_{a \in A} (v_a, \varphi) \right) \left( \prod_{b \in B} (\varphi, M_b \varphi) \right) \left( \prod_{c \in C} (\varphi, v_c) \right) \ d\gamma^\lambda(\varphi) = C^{C, \lambda}_{|A|+|B|} \sum_{G \in \mathcal{H}(A, B, C)} \prod_{\gamma \in \mathcal{P}(G)} \gamma(M, v) \prod_{\ell \in \mathcal{L}(G)} \ell(M),
\]

(3.3)

where, for \( j \in \mathbb{N} \),

\[
C^{C, \lambda}_j = K_j \int_0^\infty s^{2j} \ d\lambda(s).
\]

**Proof.** We fix an orthonormal basis \( (e_i)_{i=1}^k \) of \( H \). Without loss of generality, we may assume that, for \( u \in A \cup C \), \( v_u = e_{i_u} \) for some \( 1 \leq i_u \leq k \). We can then write the left-hand side of (3.3) as

\[
\sum_{(i_b, b \in B)} \int_0^\infty \int_{H} s^{(|A|+|B|)+|C|} \prod_{a \in A} (e_{i_a}, \varphi) \prod_{b \in B} (e_{i_b}, \varphi) \prod_{c \in C} (\varphi, \varphi) \ d\varphi \ d\gamma(\varphi).
\]

Above, we wrote \( \varphi = s\hat{\varphi} \) and decomposed the \( \varphi \) integration into integration over \( s \) and \( \hat{\varphi} \). We also expanded each factor of \( (\varphi, M_b \varphi) \) using our orthonormal basis.

We can then apply Lemma 3.2 to perform the integral over \( \hat{\varphi} \) which gives us

\[
K_j^{C} \sum_{\sigma: A \cup B \rightarrow B \cup C} \left[ \left\{ \sum_{(i_b, b \in B)} u \in A \cup B \prod_{1 \leq i_b \leq k} (e_{i_a}, w_{\sigma(u)}) \right\} \right].
\]

where \( w_b = M_b e_{i_b} \) for \( b \in B \) and \( w_c = e_{i_c} \) for \( c \in C \).

Note that the sum above is empty unless \( |A| = |C| \). The bijections \( \sigma: A \cup B \rightarrow B \cup C \) are in one-to-one correspondence with graphs in \( \mathcal{H}(A, B, C) \) - given \( \sigma \) we define \( G(\sigma) \) to have an edge going from \( u \in A \cup B \) to \( v \in B \cup C \) if and only if \( \sigma(u) = v \). Upon fixing \( \sigma \), the summation in brackets above factorises as a product indexed by paths in \( \mathcal{P}(G(\sigma)) \) and loops in \( \mathcal{L}(G(\sigma)) \).

Given \( \gamma \in \mathcal{P}(G(\sigma)) \), if \( \gamma \) visits the sites \( a, b_1, b_2, \ldots, b_n, c \) in that order, then we get a corresponding factor

\[
\sum_{i_{b_1}} \cdots \sum_{i_{b_n}} (e_{i_a}, M_{b_1} e_{i_{b_1}})(e_{i_{b_1}}, M_{b_2} e_{i_{b_2}}) \cdots (e_{i_{b_{n-1}}}, M_{b_n} e_{i_{b_n}})(e_{i_{b_n}}, e_{i_c})
\]
we allow a vertex in $B \cup A \cup C$ vertex set $S$ elements of $\in A$ in $B$ instead of $A \in M$ arguments to also take multi-sets as arguments. For any each $s \in C$ edge, each vertex in $M$ or factors. We write particular a sum or product over $S$ of multisets of $A$ as an abstract set $\prod a \in A$. It will be convenient to use a “multiset” formulation of Lemma three.taboldstyle/five.taboldstyle. Type oriented graph isomorphisms

Definition three.taboldstyle/seven.taboldstyle

Given $\ell \in L(G(\sigma))$, if we freeze a basepoint $b_1$ so the loops visits $b_1, \ldots, b_n$, then we get a corresponding factor
\[
\sum_{i_1=1}^{k} \cdots \sum_{i_n=1}^{k} \prod_{i=1}^{k} \left( e_{i_{b_1}} M_{b_2} e_{i_{b_2}} \right) \left( e_{i_{b_2}} M_{b_3} e_{i_{b_3}} \right) \cdots \left( e_{i_{b_{n-1}}} M_{b_n} e_{i_{b_n}} \right) e_{i_{b_1}} \right)
= \text{Tr} (M_{b_1} \cdots M_{b_n}) .
\]
\[\square\]

3.1.1 Typed oriented graph isomorphisms

It will be convenient to use a “multiset” formulation of Lemma three.taboldstyle/five.taboldstyle.

Notation 3.6 Given a set $\delta$, a multiset $A$ of elements from $\delta$ is a collection of elements of $\delta$ where we allow elements to appear with multiplicity. The set of multisets of $\delta$ is then given by $\mathbb{N}^\delta$. Equivalently, $A \in \mathbb{N}^\delta$ can be realized as an abstract set $A$ with a map $\iota: A \rightarrow \delta$ that associates to each element $a \in A$ a choice of type in $\iota(a) \in \delta$ with the constraint that for each $s \in \delta$, $|\{ a \in A : \iota(a) = s \}| = |A_s|$. We call $(A, \iota)$ a typed set. We also often just write $A$ instead of $A$.

Given $A = (A_s : s \in \delta) \in \mathbb{N}^\delta$ we write $|A| = \sum_{s \in \delta} |A_s|$ for the size of $A$ and $A! = \prod_{s \in \delta} A_s!$. We will also write sums and products indexed by multisets, in particular a sum or product over $A \in \mathbb{N}^\delta$ will be a sum or product of $|A|$ summands or factors. We write $\mathcal{M}($ for the collection of all finite multisets of elements of $\delta$, that is $\mathcal{M}(\delta) = \{ A \in \mathbb{N}^\delta : |A| < \infty \}$. Given $\delta' \supset \delta$, we view $\mathcal{M}(\delta') \supset \mathcal{M}(\delta)$ by just imposing that any $A \in \mathcal{M}(\delta)$ has $A_{s'} = 0$ for every $s' \in \delta' \setminus \delta$. Finally, given $A, B \in \mathcal{M}(\delta)$, we define $A \sqcup B \in \mathcal{M}(\delta)$ by setting $(A \sqcup B)_s = A_s + B_s$ for each $s \in \delta$.

We will work with oriented graphs on multi-sets, which leads us to the notion of typed oriented graph.

Definition 3.7 A typed oriented graph $G$ is an oriented graph on a typed set $(V, \iota)$.

We introduce disjoint sets of types $\mathcal{A}, \mathcal{B}, \mathcal{C}$.

Notation 3.8 We now “overload” the notation $\mathcal{G}_C(\cdot, \cdot, \cdot)$ that originally took sets as arguments to also take multi-sets as arguments. For any $A \in \mathcal{M}(\mathcal{A}), B \in \mathcal{M}(\mathcal{B})$, and $C \in \mathcal{M}(\mathcal{C})$, we write $\mathcal{G}_C(A, B, C)$ for the set of all typed oriented graphs with vertex set $A \sqcup B \sqcup C$ where each vertex in $A$ is incident only to a single outgoing edge, each vertex in $C$ is incident only to a single incoming edge, and each vertex in $B$ is incident to precisely one outgoing edge and one incoming edge (as before, we allow a vertex in $B$ to have a self-loop).
Recall that the multi-sets $A, B, C$ can be associated to some fixed abstract sets $A, B, C$ along with a type map $\iota$ on $A \sqcup B \sqcup C$ as described in Notation 3.6. Once this has been done, the data constituting an element $G \in \mathcal{G}_C(A, B, C)$ is simply an element of $\hat{G} \in \hat{G}_C(A, B, C)$ along with the type map $\iota$ given above.

We will want to count symmetries of typed oriented graphs and have a notion of typed oriented graphs being identical at the level of types — this motivates the definitions below.

**Definition 3.9** Given a typed set $(V, \iota)$, a type permutation of $(V, \iota)$ is a bijection $f : V \to V$ satisfying $\iota \circ f = \iota$.

Note that any bijection $f : V \to V$ induces a corresponding bijection $\mathbf{f}$ on the set $V \times V$ by setting $e = (e, \overline{e}) \mapsto \mathbf{f}(e) = (f(e), f(\overline{e}))$.

**Definition 3.10** Given two typed oriented graphs $G_1, G_2 \in V \times V$ on the typed vertex set $(V, \iota)$ we say that a type permutation $f$ is a tog-isomorphism if the induced bijection $\mathbf{f}$ on $V \times V$ induced by $f$ maps $G_1$ to $G_2$. If such a tog-isomorphism exists we call $G_1$ and $G_2$ tog-isomorphic.

In the case where $G_1 = G_2 = G$, we call $f$ a tog-automorphism of $G$.

Given $G \in \mathcal{G}_C(A, B, C)$, we denote by $S(G)$ the number of tog-automorphisms on $G$. We also define $\mathcal{G}_C(A, B, C)$ to be the set of tog-isomorphism classes in $\mathcal{G}_C(A, B, C)$.

**Remark 3.11** Note that we often use the same character $G$ to either reference a “concrete” graph $G \in \mathcal{G}_C(A, B, C)$ or an tog-isomorphism class of concrete graphs of $G \in \mathcal{G}_C(A, B, C)$ — in any discussion, which type of object we are working with should always be clear.

We will make several (minor) overloads of notations defined for elements of $\mathcal{G}_C(A, B, C)$ and $\mathcal{G}_C(A, B, C)$. For instance, for $G \in \mathcal{G}_C(A, B, C)$ we defined $S(G)$ to be the number of tog-automorphisms of $G$. On the other hand, for $G \in \mathcal{G}_C(A, B, C)$ we define $S(G) = S(\hat{G})$ for any $\hat{G} \in \hat{G}_C(A, B, C)$ belonging to the tog-isomorphism class $G$ — it is easy to see this is indeed well-defined.

**Example 3.12** Suppose $\mathcal{A} = \emptyset = \emptyset$ (thus $A = C = \emptyset$) and $\mathcal{B} = \{1, 2\}$.

(i) Suppose $B = \{x, y, z\}$ where $x, y, z \in \{1\}$ are of the same type. Consider the graph $G \in \mathcal{G}_C(A, B, C)$ consisting of the single oriented loop $\mathbf{(xyz)}$. Then $S(G) = 3$ since $x$ can be mapped to any of $x, y, z$ in a tog-automorphism, and this determines the tog-automorphism uniquely. The total number of oriented graphs tog-isomorphic to $G$ is $2$, the other graph being the loop $(xzy)$. See Figure 8.

---

6 “tog” is just an abbreviation for typed oriented graph.
7 Identifying $G$ with its edge set, we would write $G = \{(x, y), (y, z), (z, x)\}$. 
(ii) Suppose $B = \{x, y, z\}$ but now $x \in \{1\}$ and $y, z \in \{2\}$. Consider $G$ as in (i). Then $S(G) = 1$ and the total number of graphs tog-isomorphic to $G$ is again 2. See Figure 3.

(iii) Consider $B = \{w, x, y, z\}$ with $x, w \in \{1\}$ and $y, z \in \{2\}$. Consider the graph $G \in \mathcal{G}_C(A, B, C)$ consisting of the single oriented loop $(wyz)$. Then $S(G) = 2$ because we can simultaneously interchange $w \leftrightarrow x$ and $y \leftrightarrow z$ in a tog-automorphism for $G$. The number of graphs tog-isomorphic to $G$ is 2, with the second one being $(wxyz)$. See Figure 4.

(iv) Consider the same setting as in (iii) but now with the graph $G$ consisting of the single oriented loop $(wxyz)$. Then $S(G) = 1$ because any map that interchanges $w \leftrightarrow x$ (resp. $y \leftrightarrow z$) will change the oriented structure of the graph. The number of graphs tog-isomorphic to $G$ is 4, the other three being the loops $(xwyz), (xwzy), (wxzy)$.

Figure 2: In the first box we draw $G$ from Example 3.1.1. We use shapes around vertices to indicate type, the squares indicating all vertices are type 1. Here $S(G) = 3$, the tog-automorphisms arise from cyclic permutations on $xyz$. The second graph $\tilde{G}$ is distinct from $G$, but tog-isomorphic to $G$ - they are indistinguishable after removing Roman letter labels on vertices and keeping only the squares. The third graph $\bar{G}$ is not tog-isomorphic to either $G$ or $\tilde{G}$.

Given $G \in \mathcal{G}_C(A, B, C)$, we have a corresponding notion of tog-isomorphism class of paths and loops in $G$. Since paths in $G$ cannot intersect themselves, a tog-isomorphism class of a path in $G$ is just a finite sequence of types of vertices, with the first type taken from $A$, the final type taken from $C$, and the intermediate ones taken from $B$. Since loops in $G$ are simple, a tog-isomorphism class of a loop in $G$ is an equivalence class of finite sequences of elements of $B$ where one views finite sequences as equivalent if they differ by a cyclic permutation (this is because loops do not have distinguished basepoints). We will call a tog-isomorphism class of a path (resp. loop) a type of path (resp. loop). We write $P(G)$ to be the multiset of types of paths in $G$ and $L(G)$ the multiset of types of loops in $G$ – note that here we are performing an overload of notation as mentioned in Remark 3.1.1 as we already used this notation in a different context when instead $G \in \mathcal{G}_C(A, B, C)$ – see the discussion following Definition 3.3.

Since such types of loops $\ell$ or paths $\gamma$ can themselves be seen as tog-isomorphism
Figure 3: In the left box we draw $G$ from Example 3.1.3(ii). We use shapes at the vertices to indicate type, with squares for type 1 and triangles for type 2. The only allowable type permutation on vertices swaps $y \leftrightarrow z$ and leaves $x$ fixed - this swap gives the graph $\bar{G}$ on the right which is distinct from $G$ and it follows that $S(G) = 1$. $G$ and $\bar{G}$ are tog-isomorphic which can be seen by dropping letters and only keeping the squares and triangles.

Figure 4: In the left box we draw $G$ from Example 3.1.3(iii), again drawing squares for type 1 and triangles for type 2. On the right, we draw the only graph distinct from $G$ which is tog-isomorphic to $G$. 
classes of oriented contraction graphs, they are well-defined without needing to make reference to a larger graph $G$. Moreover, it makes sense to write $S(\ell)$ and $S(\gamma)$. In particular, for any path $\gamma$ one has $S(\gamma) = 1$ - since $\gamma$ is an oriented path with initial vertex in $A$ and final vertex in $C$, its vertices come with a total order which forces $S(\gamma) = 1$.

**Remark 3.13** In general, for any oriented loop $\ell$ consisting of $n$ vertices, the automorphism group of $\ell$ is a subgroup of the cyclic group $C_n$.

Calling the vertices $\{x_0, \ldots, x_{n-1}\}$ and writing the loop $(x_0 \cdots x_{n-1})$ with basepoint $x_0$, each non-trivial automorphism corresponds to a choice of new basepoint $x_j$ such that the new sequence of types that appears in our representation of the loop agrees with the old one, that is for $0 \leq k \leq n - 1$, the type of $x_k$ is the same as that of $x_{k+j \mod n}$. In particular, if all the vertices are of the same type, then the top-automorphism group is the full cyclic group $C_n$.

An $A \cup B \cup C$ vector assignment is a tuple $v = (v_u : u \in A \cup B \cup C)$ with $v_u \in H$, while a $B$ operator assignment is a tuple $M = (M_b : b \in B)$ with $M_b \in L(H, H)$. For $G \in \mathcal{G}_C(A, B, C)$ and any $\gamma \in \mathcal{P}(G)$ and $\ell \in \mathcal{L}(G)$, we define, for assignments as given above, $\gamma(M, v)$ and $\ell(M)$ as in (3.2) where the components of $v$ or $M$ are chosen based on type. Observe that $\gamma(M, v)$, $\ell(M)$, and $S(\ell)$ depend only on the type of $\gamma$ and $\ell$. We also write

$$\hat{\ell}(M) \overset{\text{df}}{=} \ell(M)/S(\ell).$$

We can then reformulate Lemma [3.5] as the following.

**Lemma 3.14** With the notation as given above, for any $A \cup B \cup C$ vector assignment $v$ and $B$ operator assignment $M$,

$$\frac{1}{A!B!C!} \int_H \left( \prod_{a \in A} (v_a, \varphi) \right) \left( \prod_{b \in B} (\varphi, M_b \varphi) \right) \left( \prod_{c \in C} (\varphi, v_c) \right) \, d\varphi^3(\varphi)$$

$$= C_{\mathcal{G}_C(A, B, C)}^{A, \lambda} \sum_{G \in \mathcal{G}_C(A, B, C)} \frac{1}{\mathcal{P}(G)! \mathcal{L}(G)!} \prod_{\gamma \in \mathcal{P}(G)} \gamma(M, v) \prod_{\ell \in \mathcal{L}(G)} \hat{\ell}(M).$$

**Proof.** We first claim that every $G \in \mathcal{G}_C(A, B, C)$ has

$$\frac{A!B!C!}{\mathcal{P}(G)! \mathcal{L}(G)! \prod_{\ell \in \mathcal{L}(G)} S(\ell)}$$

representatives in $\mathcal{G}_C(A, B, C)$. The factor $A!B!C!$ comes from going from distinguishable to indistinguishable vertices, but this is an overcounting that is corrected by dividing by the number of permutations of paths and loops of the same type and then the number of automorphisms within each loop and path. The conclusion then follows by (3.3).
3.1.2 Lattice paths and loops in the complex case

Returning to our graph \( G \), we define \( \mathcal{P}_C \) to be the set of all lattice paths. In this subsection we enforce that

(i) every lattice path contains at least one edge (and edges can be traversed multiple times),
(ii) lattice paths are oriented and they must traverse each edge in the way that respects its orientation, and
(iii) any lattice path consisting of more than one edge cannot start or end with an element of \( E^\circ \) (a self-loop edge).

Concretely, we let \( \hat{\mathcal{P}}_C \) be the set of all non-empty finite sequences \( (e_1, \ldots, e_n) \) of elements of \( E \) such that, for \( 1 \leq i \leq n - 1 \) one has \( \overline{e_i} = e_{i+1} \). We then set \( \mathcal{P}_C \) to be the set of all sequences in \( \hat{\mathcal{P}}_C \) that are either of length 1 or with the property that they neither start nor end with an element of \( E^\circ \). Any \( \gamma \in \mathcal{P}_C \) has starting and ending vertices denoted \( \gamma, \overline{\gamma} \in V \) respectively.

We define \( \mathcal{L}_C \) to be the set of all lattice loops. In this subsection

(i) every lattice loop consists of at least one edge (and edges can be traversed multiple times),
(ii) lattice loops do not have a distinguished basepoint, and
(iii) lattice loops are oriented, in particular they traverse edges in \( G \) respecting their orientation.

Concretely, \( \mathcal{L}_C \) is the set of equivalence classes of \( \hat{\mathcal{P}}_C = \{ \gamma \in \hat{\mathcal{P}}_C : \gamma = \overline{\gamma} \} \) when one quotients by cyclic permutations.

**Remark 3.15** A self-loop \( e \in E^\circ \) determines a lattice path \( \gamma = (e) \in \mathcal{P}_C \) of length 1 and additionally, for all \( n \geq 1 \), we have a corresponding lattice loop \( \ell \) of length \( n \) which is given by an equivalence class with a single element, that is \( \ell = \{ (e, \ldots, e) \} \). We treat the above lattice path and lattice loop of length 1 as distinct. Writing \( \ell = \overline{e} = a \in V \), in terms of the integrand in Lemma 3.18 below, the lattice path above corresponds to a factor \( \gamma(M, \varphi) = (\varphi_a, M_e \varphi_a) \) whereas the lattice loop of length \( n \) corresponds to a factor of \( \ell(M) = \text{Tr}(M_e^n) \).

We now describe how to define symmetry factors \( S(\gamma) \) and \( S(\ell) \) for \( \gamma \in \hat{\mathcal{P}}_C \) and \( \ell \in \mathcal{L}_C \) analogous to those given for paths and loops in graphs of \( \mathcal{G}_C(A, B, C) \) earlier. To do this, we associate to each \( \eta \in \hat{\mathcal{P}}_C \cup \mathcal{L}_C \) of length \( n \geq 1 \) a typed oriented graph \( g(\eta) \) on the vertices \( V = \{ 1, \ldots, n \} \) where each vertex \( v \in V \) is given a type \( \iota(i) \in E \). We then set \( S(\eta) \) to be the number of tog-automorphisms on \( g(\eta) \) that preserve the types of vertices.

For \( \gamma = (e_1, \ldots, e_n) \in \mathcal{P}_C \), we take \( g(\gamma) \) to have oriented edges \( \{(i, i+1) \}_{i=1}^{n-1} \) and assign, for each \( 1 \leq i \leq n \), the type of \( i \) to be \( s(i) = e_i \). Note that we always

---

*Here and in the real case of Section 3.2 we use the word ‘lattice’ to distinguish paths and loops that traverse \( G \) rather than the loops and paths coming from the application of Lemmas 3.13 and 3.22.*
have \( S(\gamma) = S(g(\gamma)) = 1 \).

For \( \ell \in \mathcal{L}_C \), we choose some representative \( \tilde{\gamma} \in \gamma \in \ell \) in the equivalence class and define \( g(\ell) \) to be the typed oriented graph obtained by adding to the oriented graph \( g(\gamma) \) the oriented edge \((n, 1)\). Note that the resulting value of \( S(\ell) = S(g(\ell)) \) is well-defined as it is independent of our choice of \( \gamma \).

Note that the group of tog-automorphisms of \( \ell \) is a subgroup of \( C_n \) (cf. Remark 3.13) and it is possible that \( S(\ell) \neq 1 \). As an example, suppose we fix \( \ell \in \mathcal{L}_C \) that contains \( \gamma = (e_1, e_2, e_3, e_4, e_5, e_6) \in \tilde{\mathcal{P}}_C \) with \( e_1 = e_4 = (x, y) \in \mathbb{E} \), \( e_2 = e_5 = (y, z) \in \mathbb{E} \), and \( e_3 = e_6 = (z, x) \in \mathbb{E} \), where \( x, y, z \) are distinct vertices. Then \( S(\ell) = 2 \): one has the trivial tog-automorphism and the tog-automorphism that interchanges \( e_i \leftrightarrow e_{i+3} \) for \( i \in \{1, 2, 3\} \).

### 3.1.3 Loop expansion in complex case

Recalling Notation 3.6 we define \( G_{C} = \mathcal{M}(\mathcal{P}_C \cup \mathcal{L}_C) \) to be the set of all finite multisets of lattice paths and loops. Given \( G \in G_{C} \), we write \( \mathcal{P}(G) \in \mathcal{M}(\mathcal{P}_C) \) for the multiset of paths in \( G \) and \( \mathcal{L}(G) \in \mathcal{M}(\mathcal{L}_C) \) for the multiset of loops in \( G \).

In particular, \( G = \mathcal{P}(G) \cup \mathcal{L}(G) \).

For \( G \in G_{C} \) and \( x, y, z \in \mathbb{V} \), we write \( G_x \in \mathbb{N} \) for the number of incidences \( x \) has with edges in \( G \) with multiplicity, that is

\[
G_x = \left( \sum_{\gamma \in \mathcal{P}(G)} \sum_{e \in \gamma} + \sum_{\ell \in \mathcal{L}(G)} \sum_{e \in \ell} \right) \left( 1\{ \ell = x \} + 1\{ \tau = x \} \right).
\]

Note that \( G_x \) is well-defined in the sense that it is independent of the representative \( \ell \) taken above for each element in \( \mathcal{L}(G) \). Note also that if \( x \) is not the endpoint of any path in \( G \), then we must have \( G_x \in 2\mathbb{N} \).

**Definition 3.16** An \( \mathbb{E} \) operator assignment is a family of operators \( M = (M_e)_{e \in \mathbb{E}} \) with \( M_e \in L(H, H) \).

Our main result on a loop expansion in the complex case is the following.

**Theorem 3.17** For any \( \mathbb{E} \) operator assignment \( M \),

\[
Z(M) \overset{\text{def}}{=} \int_{H^\mathbb{V}} \exp \left( \sum_{e \in \mathbb{E}} (\varphi_e, M_e \varphi_e) \right) \prod_{x \in \mathbb{V}} \mathrm{d}g^{\lambda_x}(\varphi_x)
= \sum_{\mathcal{L} \in \mathcal{L}_C} \frac{1}{\mathcal{L}!} \left( \prod_{x \in \mathbb{V}} C_{\mathcal{L}, \lambda_x} \right) \prod_{\ell \in \mathcal{L}} \hat{\ell}(M),
\]

where \( \mathcal{L}_C = \mathcal{M}(\mathcal{L}_C) \) and \( \hat{\ell}(M) = \text{Tr} \left( \prod_{e \in \ell} M_e \right) / S(\ell) \) with the product over edges ordered according to the orientation of the lattice loop.

*Note that we are doing a third overload of notation when writing \( \mathcal{P}(G) \) and \( \mathcal{L}(G) \), but point out the meaning of the notation is clear upon remembering whether \( G \in \mathcal{P}_C(A, B, C) \), \( G \in \mathcal{P}_C(A, B, C) \) or \( G \in G_{C} \).*
Note that, for $L_x \in L_C \subset G_C$ we always have $L_x \in 2\mathbb{N}$. We will prove Theorem 3.17 using induction where we iteratively delete/integrate out sites in $V$.

Given $\bar{V} \subset V$, we define $G_C(\bar{V}) = M(\bar{P}_C(\bar{V}) \cup \bar{L}_C(\bar{V})) \subset G_C$ where

- $\bar{P}_C(\bar{V}) \subset \bar{P}_C$ consists of all lattice paths that have all of their intermediate vertices belonging to the set $\bar{V}$ and both starting and ending vertices in $V \setminus \bar{V}$
- $\bar{L}_C(\bar{V}) \subset \bar{L}_C$ consists of all lattice loops that only traverse vertices in $\bar{V}$.

The set $\bar{V}$ should be thought of as the set of integrated vertices. Note that for any $G \in G_C(\bar{V})$ and $x \in \bar{V}$ we must have $G_x \in 2\mathbb{N}$.

The core of the induction is to use Lemma 3.14 as a “re-routing lemma”. The sets of types $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$ will be subsets of lattice paths in $G$. When integrating out the spin at $z \in V$, we will let $\mathcal{A}$ be a multiset of lattice paths terminating at $z$ but not starting from $z$, let $\mathcal{B}$ be a multiset of lattice paths both starting and ending at $z$, and finally let $\mathcal{C}$ be a multiset of lattice paths that start at $z$ but do not terminate at $z$.

We now give a lemma which contains the inductive argument and which proves Theorem 3.17 by taking $\bar{V} = V$.

**Lemma 3.18** For any $E$ operator assignment $M$ and $\bar{V} \subset V$, we have

$$
\int_{H^V} \exp \left( \sum_{e \in E} (\varphi_e, M_e \varphi_e) \right) \prod_{x \in V} d\varphi^\lambda (\varphi_x) = \sum_{G \in G_C(\bar{V})} \frac{\prod_{x \in \bar{V}} C_{G_x/2}^{C_{\varphi_e}}}{G!} \ell(M) \int_{H^W} \prod_{G \in G_C(\bar{V})} \gamma(M, \varphi) \prod_{x \in W} d\varphi^\lambda (\varphi_x),
$$

where we write $W = V \setminus \bar{V}$, and

$$
\gamma(M, \varphi) = (\varphi_\gamma, \prod_{e \in \gamma} M_e \varphi_e).
$$

**Proof.** The base case of the induction occurs when $\bar{V} = \emptyset$ in which case the identity just follows from expanding the exponential. This is because elements of $G_C(\emptyset)$ have no lattice loops and their paths must be individuals edges in $E$, so (3.5) becomes

$$
\int_{H^V} \exp \left( \sum_{e \in E} (\varphi_e, M_e \varphi_e) \right) \prod_{x \in V} d\varphi^\lambda (\varphi_x) = \sum_{n \in \mathbb{N}} \frac{1}{n!} \int_{H^V} \prod_{e \in E} (\varphi_e, M_e \varphi_e)^{n_e} \prod_{x \in V} d\varphi^\lambda (\varphi_x).
$$

For the inductive step, we fix $\bar{V} \subset V$ and $z \in W = V \setminus \bar{V}$. We define $\mathcal{P}_f(z)$ to be the set of all lattice paths in $\bar{P}_C(\bar{V})$ that start at $z$ but do not end at $z$, $\mathcal{P}_I(z)$ to be the set of all lattice paths in $\bar{P}_C(\bar{V})$ that end at $z$ but do not start at $z$, and $\mathcal{P}_I(z)$ to be the set of all lattice paths in $\bar{P}_C(\bar{V})$ that both start and end at $z$. We
write $\mathcal{P}_i(z) = \mathcal{M}(\mathcal{P}_i(z))$ and define $\mathcal{P}_f(z)$ and $\mathcal{P}_i(z)$ similarly. We also define $\hat{\mathcal{P}}(z)$ as the set of all lattice paths in $\mathcal{P}_C(\mathcal{V} \cup \{z\})$ that pass through $z$ and $\mathcal{L}(z)$ to be the set of all lattice loops in $\mathcal{L}_C(\mathcal{V} \cup \{z\})$ that pass through $z$. We write $\hat{G}(z) = \mathcal{M}(\hat{\mathcal{P}}(z) \sqcup \mathcal{L}(z))$. To prove our inductive step it then suffices to prove

$$
\sum_{l \in \mathcal{L}(z)} \sum_{\mathcal{P}_f(z) \in \mathcal{P}_f(z)} \sum_{\mathcal{P}_i(z) \in \mathcal{P}_i(z)} \frac{1}{\mathcal{P}_f(z) \cdot \mathcal{P}_i(z)} \times \mathcal{L}(z) \prod_{\gamma \in \mathcal{P}_i(z)} \gamma^a_{\mathcal{M}, \varphi} \left( \prod_{\gamma \in \mathcal{P}_f(z)} \gamma^b_{\mathcal{M}, \varphi} \left( \prod_{\gamma \in \mathcal{P}_i(z)} \gamma^c_{\mathcal{M}, \varphi} \right) \right) d\gamma^\lambda_{\mathcal{M}, \varphi}(\varphi_z)
$$

$$
= \sum_{G \in \mathcal{G}(z)} \frac{C_{G_{\varphi}}}{z^2 G!} \prod_{\ell \in \mathcal{L}(G)} \hat{\ell}(M) \prod_{\gamma \in \mathcal{P}(G)} \gamma(M, \varphi).
$$

To match the left and right-hand sides of the above equality, we apply Lemma \ref{lem:3.14} to the left side and give a bijection $F : \mathcal{G}_C(z) \to \mathcal{G}(z)$ where

$$\mathcal{G}_C(z) = \bigcup_{\mathcal{P}_f(z) \in \mathcal{P}_f(z)} \bigcup_{\mathcal{P}_i(z) \in \mathcal{P}_i(z)} \bigcup_{\mathcal{P}_i(z) \in \mathcal{P}_i(z)} \mathcal{G}_C(\mathcal{P}_f, \mathcal{P}_i, \mathcal{P}_i) .
$$

In our application of Lemma \ref{lem:3.14} we take $\mathcal{A} = \mathcal{P}_f(z)$, $\mathcal{B} = \mathcal{P}_i(z)$, and $\mathcal{C} = \mathcal{P}_i(z)$.

For our bijection, given $\hat{G} \in \mathcal{G}_C(z)$, we define $F(\hat{G})$ by turning the loops and paths of $\hat{G}$ into lattice paths and loops via concatenation. Since we have imposed orientation, there is no ambiguity in how to concatenate elements of $\mathcal{P}_i$.

To see that $F$ given above is indeed a bijection, first note that given $G \in \mathcal{G}(z)$ we can obtain $\mathcal{P}_f(G) \in \mathcal{P}_f(z)$, $\mathcal{P}_i(G) \in \mathcal{P}_i(z)$, and $\mathcal{P}_i(G) \in \mathcal{P}_i(z)$ by looking at lattice paths and loops in $G$ and “snipping” them whenever they pass through $z$. Injectivity and surjectivity follow from the fact that there is precisely one top-isomorphism class $\hat{G} \in \mathcal{G}_C(\mathcal{P}_f, \mathcal{P}_i, \mathcal{P}_i)$ with $F(\hat{G}) = G$.

The desired equality is then obtained by observing that, for $\tilde{\ell} \in \mathcal{L}(\hat{G})$, if one forms the lattice loop $\ell \in \mathcal{L}(G)$ by concatenating the vertices $\gamma \in \tilde{\ell}$, then one has $S(\tilde{\ell}) = S(\ell)$. This is because top-automorphisms of the loop $\tilde{\ell}$ are type preserving permutations of the $\gamma \in \tilde{\ell}$ that also preserve the oriented loop structure and there is a bijection between the set of such top-automorphisms of $\tilde{\ell}$ and those of $g(\ell)$. \hfill $\square$

**Remark 3.19** In our definition of $\mathcal{P}_C$ we enforced that self-loops cannot be terminal edges in any path of length greater than 1. This property is true for the base case of our induction above and propagates through the induction. In particular, anytime the path $\gamma = (e)$ for a self-loop $e$ appears in our re-routing operation when integrating at $z$, one must have $\mathcal{L}(e) = \mathcal{L}_C(z) = z$ so $\gamma$ appears in $\mathcal{P}_i$ which doesn’t allow $\gamma$ to be the first or last path in any of the new “path of paths” produced in that step.

### 3.2 The real case

In this subsection we assume $H$ is a finite dimensional real Hilbert space. The following is an analogue of Lemma \ref{lem:3.2}.
Lemma 3.20 For any $N \in \mathbb{N}$ and vectors $a_1, \ldots, a_{2N} \in H$, we have
\[
\int_{H} \prod_{i=1}^{2N} (\varphi, a_i) \, d\varphi = K_N^R \sum_{\theta \in \hat{S}_{2N}} \prod_{\{i,j\}\in \theta} (a_i, a_j),
\]
with
\[
K_N^R \overset{\text{def}}{=} \frac{\pi^{\dim_R(H)/2}}{2^{N} \Gamma(N + \dim_R(H)/2)}.
\]
Here $\dim_R(H)$ is the dimension of $H$ as a real vector space, $\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt$, and $\hat{S}_{2N}$ is the set of all partitions of $\{1, 2, \ldots, 2N\}$ into pairs.

Proof. For $Z$ a standard Gaussian on $H$, we have
\[
\mathbb{E} \left[ \prod_{i=1}^{2N} (a_i, Z) \right] = \frac{1}{(2\pi)^{\dim_R(H)/2}} \int_{H} \prod_{i=1}^{2N} (a_i, \varphi) e^{-|\varphi|^2/2} \, d\varphi
\]
\[
= \frac{1}{(2\pi)^{\dim_R(H)/2}} \int_0^\infty r^{2N + \dim_R(H) - 1} e^{-r^2/2} \, dr \times \int_{H} \prod_{i=1}^{2N} (a_i, \hat{\varphi}) \, d\hat{\varphi}.
\]
We then use Wick’s rule and the fact that
\[
\int_0^\infty r^{2N + \dim_R(H) - 1} e^{-r^2/2} \, dr = 2^{N + \dim_R(H)/2 - 1} \Gamma(N + \dim_R(H)/2).
\]

We now introduce the graphical/combinatorial objects that will organize our expansion in the real case.

Definition 3.21 Given a set $X$, we write $X^{(2)}$ for the collection of all two element subsets of $X$. A subset $G \subset X^{(2)}$ is called a (unoriented) graph on $X^{(2)}$. A graph $R \subset X^{(2)}$ which is a partition of $X$ is called a pairing of $X$.

Given two sets $A, B$ we write $\hat{G}_R(A, B)$ to be the set of all pairings of the set $\mathcal{V}(A, B) = A \sqcup (B \times \{o, i\})$. While an element $G \in \hat{G}_R(A, B)$ is technically an unoriented graph, in the standard sense it doesn’t have any paths or loops of length more than 1.

The “paths” and “loops” from $G$ that we will use in our formulae arise from collapsing the vertices $(b, o)$ and $(b, i)$ for each $b \in B$ to get an oriented graph $\hat{G}$ on $A \sqcup B$, and then taking the paths and loops in $\hat{G}$ along with the data of how they traverse elements of $B$. Recall that in $\hat{G}$, each vertex in $A$ (resp. $B$) is one incident to precisely one edge (resp. two edges, or with a self-loop) - we also include the following additional data: for each $b$ and each incidence of $b$ to an edge $e$, one also keeps track of whether $(b, o)$ or $(b, i)$ is incident to $e$. One can think of $o$ and $i$ as

\[That is, each element of $X$ appears in an element of $R$ precisely once.\]
referring to distinguished “outgoing” and “incoming” half-edges for a given vertex in \( B \).

With this point of view, we can associate to \( G \in \mathcal{G}_R(A, B) \) a set of unoriented “paths” \( \mathcal{P}(G) \) and “loops” \( \mathcal{L}(G) \) which carry with them the data of how they traverse the elements of \( B \). We give some examples below along with some useful notation for working with such paths and loops.

Writing \( A = \{a_1, a_2\} \) and \( B = \{b_1, b_2, b_3\} \) in the figure below we give two examples of paths that travel between the vertices \( a_1, a_2 \) as endpoints and the three vertices of \( B \) in between. If one reduces them to graphs on the vertex set \( A \cup B \), the two paths below would be the same, but since we also keep track of how they traverse elements of \( B \) they will be treated as distinct.

![Figure 5: Circles indicate labels and diamonds represent labels.](image)

The path on the left of Figure 5 could be written as either

\[
(a_1, b_1^1, b_2^1, b_3^1, a_2) \quad \text{or} \quad (a_2, b_3^1, b_2^1, b_1^1, a_1).
\]

The superscripts of the \( b \)-sites, which can take the value \( \pm 1 \), indicate how we traverse the given \( b \) site. Here, in the first expression, we write \( b_1^1 \) to indicate that, travelling from \( a_1 \), the path first encounters \((b_1, i)\), and similarly we write \( b_2^1 \) to indicate that, travelling along this orientation, the path first encounters \((b_3, o)\). There are two orientations for the path, which gives us the two expressions in (3.6), and both expressions describe the same path on the left of Figure 5. On the other hand, the path on the right of Figure 5 would be seen as a distinct path, and could be written \((a_1, b_1^1, b_2^{-1}, b_3^1, a_2) \) or \((a_2, b_3^{-1}, b_2^{-1}, b_1^{-1}, a_1)\).

Given a collection of vectors \( v = (v_a : a \in A) \) with \( v_a \in H \) along with a collection of operators \( M = (M_b : b \in B) \) with \( M_b \in \mathcal{L}(H, H) \), and a path \( \gamma \) written \((a, b_1^{p_1}, \ldots, b_n^{p_n}, a') \) with \( n \geq 0 \) and \( p_j = \pm 1 \) for \( 1 \leq j \leq n \), we set

\[
\gamma(M, v) = \left(v_a, \left(\prod_{j=1}^{n} M_{b_j}\right)v_{a'}\right),
\]

where \( M_j = M_{b_j} \) if \( p_j = 1 \) and \( M_j = M_{b_j}^T \) if \( p_j = -1 \). As an example, for the path \( \gamma \) as in (3.6),

\[
\gamma(M, v) = (v_{a_1}, M_{b_1}M_{b_2}M_{b_3}^T v_{a_2}) = (v_{a_2}, M_{b_3}M_{b_2}M_{b_1}^T v_{a_1}).
\]

\(^a\)The self-loops described in this paragraph are treated as elements of \( \mathcal{L}(G) \)

\(^b\)A loop or a path in \( G \) is itself concretely realized as an element of \( \mathcal{S}_R(A', B') \) for \( A' \subset A \), \( B' \subset B \), the sets of vertices that are incident to the path or loop.
Note that $\gamma(M, v)$ is well-defined, i.e. different ways of writing the path give equivalent expressions.

We now turn to loops. We set $B = \{b_1, b_2, b_3, b_4\}$ and give two examples of loops that look the same as loops on $B$ but which we view as distinct since they traverse the elements of $B$ differently.

The loop $\ell$ on the left of Figure 6 could be written as

\[(b_1^{-1}, b_2^{-1}, b_3^{-1}, b_4) \quad \text{or} \quad (b_1^{-1}, b_4^{-1}, b_3^{-1}, b_2),\]

or any cyclic permutation of the above, such as $(b_3^{-1}, b_1^{-1}, b_2^{-1}, b_4)$ or $(b_2^{-1}, b_1^{-1}, b_4^{-1}, b_3^{-1})$. The two expressions in (3.8) differ by orientation and the cyclic permutations change the “basepoint”. One way of writing the path on the right of Figure 6 is $(b_1^{-1}, b_4^{-1}, b_3^{-1}, b_1^{-1})$.

Analogously to (3.7), given $M$ as earlier, and a loop $\ell$ written $(b_1^{p_1}, \ldots, b_n^{p_n})$ with $n \geq 1$, we set

$$\ell(M) = \text{Tr} \left( \prod_{j=1}^{n} M_j \right),$$

with $M_j$ defined as in (3.7). For $\ell$ as on the left of Figure 6 we would have

$$\ell(M) = \text{Tr}(M b_1^{-1} M b_2^{-1} M b_3^{-1} M b_4) = \text{Tr}(M b_1 M b_2^{-1} M b_3 M b_4).$$

The picture in Figure 7 gives a picture of a self-loop.

Figure 7: A self loop $(b^1) = (b^{-1})$.

For $\ell$ as in Figure 6 one would write, in analogy with (3.8), $(b^1)$ or $(b^{-1})$ and set $\ell(M) = \text{Tr}(M_b) = \text{Tr}(M_b^T)$.

Our analogue of Lemma 3.5 is then the following.
Lemma 3.22 Let $A, B$ be finite, disjoint sets. Suppose we fix a collection of vectors $v = (v_a : a \in A)$ with $v_a \in H$ along with a collection of operators $M = (M_b : b \in B)$ with $M_b \in L(H, H)$.

We then have

$$\int_H \left( \prod_{a \in A} (v_a, \varphi) \right) \left( \prod_{b \in B} (\varphi, M_b \varphi) \right) \, d\lambda(\varphi) = C_{R, \lambda}^{|A|/2+|B|} \sum_{G \in g(A, B)} \left( \prod_{\gamma \in P(G)} \gamma(M, v) \right) \left( \prod_{\ell \in \mathcal{L}(G)} \ell(M) \right),$$

(3.10)

understood as zero if $|A|$ is not even and where, for $j \in \mathbb{N}$,

$$C_j^R = K_j^R \int_0^\infty s^{2j} \, d\lambda(s).$$

Proof. We fix an orthonormal basis $(e_i)_{i=1}^k$ of $H$. Without loss of generality, we may assume that, for $a \in A$, $v_a = e_{i_a}$ for some $1 \leq i_a \leq k$. We can then write the left-hand side of (3.10) as

$$\sum_{(i_q, q : 1 \leq i_q \leq k)} \int_H \int_0^\infty s^{2|A|+2|B|} \prod_{a \in A} (e_{i_a}, \varphi) \times \prod_{b \in B} (e_{i_b}, \varphi)(e_{i_b, i}, \varphi)(e_{i_b, o}, M_b e_{i_b, o}) \, d\varphi \, d\lambda(s).$$

Above, we wrote $\varphi = s\hat{\varphi}$ and decomposed the $\varphi$ integration into integration over $s$ and $\hat{\varphi}$. We also expanded each factor of $(\hat{\varphi}, M_b \hat{\varphi})$ using our orthonormal basis.

We can then apply Lemma 3.20 to perform the integral over $\hat{\varphi}$ which gives us

$$K_{|A|/2+|B|}^R \sum_{(i_q, q : 1 \leq i_q \leq k)} \left( \prod_{b \in B} (e_{i_b}, M_b e_{i_b, o}) \right) \times \sum_{G \in g(A, B)} \left[ \prod_{(w, u) \in \mathcal{V}(A, B)} (e_{i_u}, e_{i_w}) \right].$$

Note that the sum above is empty unless $|A|$ is even. The rest of the proof follows by summing indices over the paths and loops generated by $G$ similarly to the last part of the proof of Lemma 3.5. \qed

3.2.1 Typed pairing isomorphisms

We now introduce the real case analogs of the isomorphisms and symmetry factors given in Section 3.1.1 for the complex case.
**Definition 3.23** A typed unoriented graph is an unoriented graph on a typed set $(X, \iota)$. We define typed pairings similarly.

As in the complex case, we have a multiset analogue of Lemma 3.22. We fix two disjoint sets of types $\mathcal{A}$ and $\mathcal{B}$, and additionally fix a decomposition $\mathcal{R} = \mathcal{B} \sqcup \mathcal{R}^o$. For any $\mathcal{A} \in \mathcal{M}(\mathcal{A})$, $\mathcal{B} \in \mathcal{M}(\mathcal{B})$, recall that $\hat{G}_R(\mathcal{A}, \mathcal{B})$ is the set of all pairings of $\mathcal{A} \sqcup (\mathcal{B} \times \{o, i\})$.

Given the typing of $\mathcal{A}$ by $\mathcal{A}$ and a typing of $\mathcal{B}$ by $\mathcal{B}$, we define an associated typing of $\mathcal{A} \sqcup (\mathcal{B} \times \{o, i\})$ by a set of possible types $\mathcal{A} \sqcup (\mathcal{B} \times \{o, i\}) \sqcup \mathcal{R}^o$ as follows. The elements of $\mathcal{A}$ are naturally typed by $\mathcal{A}$. Regarding $\mathcal{B}$, we note there is a decomposition $\mathcal{B} = \hat{\mathcal{B}} \sqcup \mathcal{B}^o$ with $\hat{\mathcal{B}} \in \mathcal{M}(\mathcal{B})$ and $\mathcal{B}^o \in \mathcal{M}(\mathcal{B}^o)$. Then the elements of $\hat{\mathcal{B}} \times \{i, o\}$ are naturally typed by $\hat{\mathcal{B}} \times \{i, o\}$, while we type the elements of $\mathcal{B}^o \times \{i, o\}$ by $\mathcal{B}^o$ via “forgetting” the second component. More precisely, writing $(\mathcal{A}, \iota_A), (\mathcal{B}, \iota_B)$ for the typed sets taken as input, we define a type map $\iota$ on $\mathcal{A} \sqcup (\mathcal{B} \times \{o, i\})$ by setting, for $c \in \mathcal{A} \sqcup (\mathcal{B} \times \{o, i\})$,

$$\iota(c) = \begin{cases} \iota_A(a) & \text{if } c = a \in \mathcal{A}, \\ \iota_B(b) & \text{if } c = (b, j) \in \mathcal{B}^o \times \{i, o\}, \\ (\iota_B(b), j) & \text{if } c = (b, j) \in \hat{\mathcal{B}} \times \{i, o\}. \end{cases}$$

Before stating the key definitions of this subsection, we note that any bijection $f$ on $X$ induces a bijection $f'$ on $X^{(2)}$ by mapping $\{a, b\} \mapsto f(\{a, b\}) = \{f(a), f(b)\}$.

**Definition 3.24** For $\mathcal{A} \in \mathcal{M}(\mathcal{A}), \mathcal{B} \in \mathcal{M}(\mathcal{B})$, an $(\mathcal{A}, \mathcal{B})$-type permutation is a type permutation $f$ on $(\mathcal{A} \sqcup (\mathcal{B} \times \{o, i\}), \iota)$ with the property that $f$ maps the set $\{(b, i), (b, o)\} : b \in \mathcal{B}\}$ to itself.

**Definition 3.25** Given $G_1, G_2 \in \hat{G}_R(\mathcal{A}, \mathcal{B})$, an $(\mathcal{A}, \mathcal{B})$-type permutation $f$ is called a tg-isomorphism from $G_1$ to $G_2$ if $f$ maps $G_1$ to $G_2$. If such a tg-isomorphism exists, we call $G_1$ and $G_2$ tg-isomorphic.

In the case where $G = G_1 = G_2$, we call $f$ a tg-automorphism.

Given $G \in \hat{G}_R(\mathcal{A}, \mathcal{B})$, we define $S(G)$ to be the number of tg-automorphisms on $G$. We also define $\hat{G}_R(\mathcal{A}, \mathcal{B})$ to be the set of tg-isomorphism classes of $\hat{G}_R(\mathcal{A}, \mathcal{B})$. Note that will perform a similar overloading of notation as that described in Remark 3.11.

As before, by identifying $(b, o)$ and $(b, i)$, there is a natural one-to-one correspondence between the set $\hat{G}_R(\mathcal{A}, \mathcal{B})$ and graphs with vertex set $\mathcal{A} \sqcup \mathcal{B}$ where each vertex in $\mathcal{A}$ is incident only to one edge and each vertex in $\mathcal{B}$ is either incident to precisely two distinct edges or just one self-loop, and where we keep track of how vertices in $\mathcal{B}$ are traversed. The notion of tg-isomorphism described on $\hat{G}_R(\mathcal{A}, \mathcal{B})$ viewed in this setting carries the unoriented graph structure $\mathcal{A} \sqcup \mathcal{B}$ but where “vertices of the same type are indistinguishable” and we also keep track of the different “incoming and outgoing” connections for types in $\mathcal{B}$ but forget this for types in $\mathcal{B}^o$.
We also have notions of tg-isomorphism class of loops and paths, which we refer to again as types of paths and loops. Given \( G \in \mathcal{G}(A, B) \), we write as before \( \mathcal{P}(G) \) for the multiset of types of paths in \( G \) and \( \mathcal{L}(G) \) the multiset of types of loops in \( G \).

An \( \mathcal{A} \)-vector assignment is a tuple of vectors \( v = (v_u : u \in \mathcal{A}) \) with \( v_u \in H \). A \( \mathcal{B} \)-operator assignment is a tuple \( M = (M_b : b \in \mathcal{B}) \) with \( M_b \in \mathcal{L}(H, H) \) for \( b \in \mathcal{B} \) and \( M_b \) symmetric for \( b \in \mathcal{B}^o \), Given such assignments, we define, for any \( \gamma \in \mathcal{P}(G) \) and \( \ell \in \mathcal{L}(G) \), \( \gamma(M, v) \) and \( \ell(M) \) as in (3.7) and (3.9) - note that these definitions are well-defined with respect to tg-isomorphism classes of paths and loops because we have enforced the necessary symmetry conditions on \( M \).

Additionally, given a fixed loop or path \( \eta \in \mathcal{P}(G) \cup \mathcal{L}(G) \) we define \( S(\eta) \) to be the number of tg-automorphisms of \( \eta \) using the notion of tg-isomorphism we’ve defined above.

**Remark 3.26** For \( \gamma \in \mathcal{P}(G) \), one has, in contrast with the complex case, \( S(\gamma) \in \{1, 2\} \), with \( S(\gamma) = 2 \) if and only if \( \gamma \) a “palindrome”. As an example (see Figure 8 for illustrations), suppose \( u, v \) both are of the same type in \( \mathcal{A} \). Then if \( \gamma = \) the path \( u \leftrightarrow v \), one would have \( S(\gamma) = 2 \) since one can exchange \( u \) and \( v \). As another example, if one has additional vertices \( w, w' \) of the same type in \( \mathcal{B} \), then the path \( \gamma' \) given by \( u \leftrightarrow (w, \cdot) - (w, \cdot) \leftrightarrow (w', \cdot) - (w', \cdot) \leftrightarrow v \) also has \( S(\gamma') = 2 \) since one is allowed to simultaneously exchange \( u \) and \( v \) along with \( w \) and \( w' \) (exchanging only one of these pairs would not be allowed). On the other hand, if \( \gamma'' \) is given by \( u \leftrightarrow (w, \cdot) - (w, \cdot) \leftrightarrow v \) we have \( S(\gamma'') = 1 \), in particular we cannot interchange \( u \) and \( v \). As a last example, if we have \( \tilde{w} \) typed in \( \mathcal{B}^o \) then \( \tilde{\gamma} \) given by \( u \leftrightarrow (\tilde{w}, \cdot) - (\tilde{w}, \cdot) \leftrightarrow v \) would have \( S(\tilde{\gamma}) = 2 \) since one can simultaneously exchange \( u \) and \( v \) along with \( (\tilde{w}, \cdot) \) and \( (\tilde{w}, \cdot) \).

Similarly for loops, in contrast to the complex case, the tg-automorphism group of \( \ell \in \mathcal{L}(G) \) is a subgroup of \( C_n \times \mathbb{Z}_2 \) (cf. Remark 3.13).

![Figure 8: The four examples of paths \( \gamma, \gamma', \gamma'', \tilde{\gamma} \) from Remark 3.26 are presented from left to right. In the middle two figures, \( w \) and \( w' \) carry types in \( \mathcal{B} \), and so we use circles to indicate \( t \) labels and diamonds for \( o \) labels. In the final figure, since \( \tilde{w} \) is typed by an element of \( \mathcal{B}^o \), we use squares to indicate both \( i \) or \( o \) – the two squares can be interchanged in a tg-automorphism of \( \tilde{\gamma} \).](image)

**Remark 3.27** The special consideration of palindromes appears similarly in the study of loop-soups, see, e.g. [WP21] Sec. 2.5.1.
For loops \( \ell \) and paths \( \gamma \) we write \( \hat{\ell}(M) = \ell(M)/S(\ell) \) along with \( \hat{\gamma}(M, v) = \gamma(M, v)/S(\gamma) \). Note that any \( G \in \mathcal{G}_R(A, B) \) has

\[
\frac{1}{\mathcal{A}[B]! |B|^{|B|}} \mathcal{P}(G)! \mathcal{L}(G)! \prod_{\gamma \in \mathcal{P}(G)} S(\gamma) \prod_{\ell \in \mathcal{L}(G)} S(\ell),
\]

representatives in \( \mathcal{G}_R(A, B) \). Combining this observation with Lemma 3.22 immediately gives the following analogue of Lemma 3.14.

**Lemma 3.28** With the notation above, and for any \( \mathcal{A} \) vector assignment \( v \) and \( \mathcal{B} \)-operator assignment \( M \), one has

\[
\frac{1}{|A|! |B|^{|B|}} \int_H \left( \prod_{a \in A} (v_A, \phi) \right) \left( \prod_{b \in B} (\phi, M_v \phi) \right) \left( \prod_{b \in B_0} \left( \frac{\phi, M_v \phi}{2} \right) \right) \, d\mathcal{A}(\phi) = C_R, \lambda, |A|/2 + |B| \sum_{G \in \mathcal{G}_R(A, B)} \frac{1}{\mathcal{P}(G)! \mathcal{L}(G)!} \left( \prod_{\gamma \in \mathcal{P}(G)} \hat{\gamma}(M, v) \right) \left( \prod_{\ell \in \mathcal{L}(G)} \hat{\ell}(M) \right).
\]

### 3.2.2 Lattice paths and loops in the real case

Returning to our graph \( \mathcal{G} \), we will write \( \mathcal{P}_R \) for the set of all lattice paths. In the real case we enforce that

(i) every lattice path contains at least one edge (and edges can be traversed multiple times),
(ii) lattice paths are unoriented and can traverse each edge in \( E \) either along or opposite to its orientation, and
(iii) any lattice path consisting of more than one edge cannot start/end with an edge in \( E^o \).

To define \( \mathcal{P}_R \) precisely, we need to introduce some notation. We define a new set of edges where \( \bar{E} \) is doubled, that is

\( E^+ = \{ e^1 : e \in \bar{E} \} \cup \{ e^{-1} : e \in \bar{E} \} \cup E^o \).

We often abuse notation and write, for \( e \in E^o \), \( e = e^1 = e^{-1} = e^1 \in E^+ \). We fix endpoints for elements \( e \in E^+ \) by \( (e^1, e^{-1}) = (e, e) \) and \( (e^{-1}, e^1) = (\bar{e}, \bar{e}) \).

We write \( \hat{\mathcal{P}}_R \) for the set of finite, non-empty sequences \( \omega = (e_1^{p_1}, \ldots, e_n^{p_n}) \) of edges in \( E^+ \) with the property that for \( 1 \leq i < n \), one has \( e_i^{p_i} = e_{i+1}^{p_{i+1}} \).

We then set \( \hat{\mathcal{P}}_R \) to be the set of all sequences in \( \hat{\mathcal{P}}_R \) which are either of length 1 or which have the property that they neither start nor end with an edge \( e \in E^o \).

For \( \omega \in \hat{\mathcal{P}}_R \), we denote by \( [\omega] \) the set of endpoints of \( \omega \) in \( V \), i.e. for \( \omega \) as above, \( [\omega] = \{ e_1^{p_1}, e_n^{p_n} \} \).

We define a “reversal” involution \( \iota \) on \( \hat{\mathcal{P}}_R \). More precisely, for \( \omega \) as above we set \( \iota(\omega) = (f_1^{q_1}, \ldots, f_n^{q_n}) \) where, for \( 1 \leq j \leq n \), \( f_j = e_{n-j+1} \) and \( q_j = -p_{n-j+1} \).

Finally the set of lattice paths \( \mathcal{P}_R \) is defined as the quotient of \( \hat{\mathcal{P}}_R \) under \( \iota \).

We will write \( \mathcal{L}_R \) for the set of all lattice loops. In this subsection
(i) every lattice loop consists of at least one edge (and edges can be traversed multiple times),
(ii) lattice loops do not have a distinguished basepoint, and
(iii) lattice loops are unoriented, in particular they can traverse edges in \( \mathbb{E} \) along or opposite to their orientation.

To precisely define \( \mathcal{L}_R \), we let \( \sim \) be the smallest equivalence relation on \( \hat{\mathcal{P}}_R \) closed under both the reversal \( \iota \) and cyclic permutations. We then set \( \mathcal{L}_R = \hat{\mathcal{P}}_R / \sim \) where \( \hat{\mathcal{P}}_R = \{ \omega \in \hat{\mathcal{P}}_R : |[\omega]| = 1 \} \).

We introduce symmetry factors \( S(\cdot) \) for lattice paths and loops. Given a path \( \gamma \) of length 1, \( \hat{\gamma} \) is canonically associated to a single edge \( e \in \mathbb{E} \) so we write \( \gamma = \gamma_e \) in this case, and we set \( S(\gamma_e) = 1 \) if \( e \in \mathbb{E} \) and \( S(\gamma_e) = 2 \) if \( e \in \mathbb{E}^o \). For larger lattice paths and loops we will refer to symmetry factors of associated typed pairings. Our sets of types \( \mathcal{A} \) and \( \mathcal{B} \) will be given by disjoint copies of \( \mathbb{E} \). Our decomposition of \( \mathcal{B} \) is given by setting \( \mathcal{B} = \mathbb{E} \) and \( \mathcal{B}^o = \mathbb{E}^o \).

Given a path \( \gamma \in \hat{\mathcal{P}}_R \) of length \( n \geq 2 \) we fix \( \hat{\mathcal{P}}_R \ni \omega = (e_1^\gamma, \ldots, e_n^\gamma) \in \gamma \) and define a typed pairing \( g(\omega) \in \mathcal{G}_R(A, B) \) with \( A = \{1, n\} \), \( B = \{2, \ldots, n-1\} \), and type map \( j \mapsto e_j \), by setting

\[
g(\omega) = \left\{ \begin{array}{ll}
\{1, p_2\}, \{n, q_{n-1}\} & \text{if } n > 2 , \\
\{1, 2\} & \text{if } n = 2 ,
\end{array} \right.
\]

where \( p_j \) for \( 2 \leq j \leq n-2 \), we set

\[
(p_j, q_j) = \left\{ \begin{array}{ll}
((j, \iota), (j, o)) & \text{if } p_j = 1 \text{ or } e_j \in \mathbb{E}^o , \\
((j, o), (j, \iota)) & \text{if } p_j = -1 \text{ and } e_j \in \mathbb{E} .
\end{array} \right. \tag{3.11}
\]

We write \( g(\gamma) \) for the tg-isomorphism class of \( g(\omega) \) which we note does not depend on our choice of \( \omega \). We set \( S(\gamma) \) to be the number of tg-automorphisms of \( g(\gamma) \). Recall in this case that \( S(\gamma) \in \{1, 2\} \) (Remark \( \text{[3.26]} \)).

For a loop \( \ell \) of length \( n \geq 1 \) we fix \( \hat{\mathcal{P}}_R \ni \omega = (e_1^\ell, \ldots, e_n^\ell) \in \ell \) and define a typed pairing \( g'(\omega) \in \mathcal{G}_R(A, B) \), where \( A = \emptyset \), \( B = \{1, \ldots, n\} \), and \( j \mapsto e_j \) is again the type map. This pairing is given by

\[
g'(\omega) = \left\{ \begin{array}{ll}
\{q_j, p_j\} & \text{if } q_j = 1 \text{ or } e_j \in \mathbb{E}^o , \\
\{q_n, p_1\} & \text{if } q_j = -1 \text{ and } e_j \in \mathbb{E} .
\end{array} \right. \tag{3.11}
\]

with \( (p_j, q_j) \) defined as in \( \text{[3.11]} \) for \( 1 \leq j \leq n \). We write \( g(\ell) \) for the tg-isomorphism class of \( g'(\omega) \) and define \( S(\ell) \) to be the number of tg-automorphisms of \( g(\ell) \).

**Example 3.29** We give example computations of symmetry factors for lattice loops.

\[\text{[3.11]}\text{Note that if } n = 2, \text{ we have } B = \emptyset.\]
Suppose that \( e \in \mathbb{E}^\circ \), then the loop \( \ell_{e,n} \) of length \( n \) that contains the sole representative \( \omega = (e, \ldots, e) \) has \( S(\ell_{e,n}) = |C_n \times \mathbb{Z}_2| \). This is because one can perform any cyclic permutation on \( B = \{1, 2, \ldots, n\} \) - that is mapping, for some fixed \( k \) and for every \( i \), both \( (i, i) \mapsto (i+k, i) \) and \( (i, o) \mapsto (i+k, o) \) with addition modulo \( n \) - and one can also compose any such a permutation with a simultaneous flip \( (j, i) \leftrightarrow (j, o) \) for every \( 1 \leq j \leq n \).

If we had a loop \( \ell \) containing the representative \( \omega = (e, \hat{e}, e^{-1}) \) where \( e \in \mathbb{E} \) and \( \hat{e} \in \mathbb{E}^o \) then one would have \( S(\ell) = 2 \). Referring to \( g'(\omega) \), the one non-trivial \( t^g \)-automorphism would be given by flipping \( (1, i) \leftrightarrow (3, i) \), \( (1, o) \leftrightarrow (3, o) \), and \( (2, i) \leftrightarrow (2, o) \).

### 3.2.3 Loop expansion in the real case

We set \( G_\mathbb{R} = \mathcal{M}(\mathcal{P}_{\mathbb{R}} \cup \mathcal{L}_{\mathbb{R}}) \) to be the set of all multisets of lattice paths and loops. Given \( G \in G_\mathbb{R} \), we write \( P(G) \) for the multiset of paths in \( G \) and \( \mathcal{L}(G) \) for the multiset of loops in \( G \). Given \( x \in \mathbb{V} \), we write \( G_x \) for the number of times \( x \) is incident to an edge in \( G \) with multiplicity, i.e. according to the formula (3.14), which we note is again well-defined in the sense that it is independent of the representatives \( \gamma, \ell \) chosen in the sums.

We now introduce a notion of \( \mathbb{E} \) operator assignment for the real case.

**Definition 3.30** An \( \mathbb{E} \) operator assignment is a tuple \( M = (M_e)_{e \in \mathbb{E}} \) with \( M_e \in L(H, H) \) and where we additionally impose, for \( e \in \mathbb{E}^o \), that \( M_e \) is symmetric.

Given an \( \mathbb{E} \) operator assignment \( M \) and a lattice loop \( \ell \in \mathcal{L}_{\mathbb{R}} \) which, as an equivalence class, contains the sequence \( (e_1^1, \ldots, e_i^n) \), we define

\[ \ell(M) = \text{Tr} \left( \prod_{j=1}^n M_j \right) \quad \text{and} \quad \hat{\ell}(M) = \ell(M)/S(\ell) \]

where \( M_j = M_{e_j} \) if \( i_j = 1 \) and \( M_j = M_{e_j}^T \) if \( i_j = -1 \). Note that \( \ell(M) \) and \( \hat{\ell}(M) \) are well-defined in the sense that they are independent of the choice of sequence used.

The following is our main result on loop expansions in the real case that mirrors Theorem [3.17]

**Theorem 3.31** Let \( M = (M_e)_{e \in \mathbb{E}} \) be an \( \mathbb{E} \) operator assignment. Then

\[ Z(M) \overset{\text{def}}{=} \int_{\mathbb{V}} \exp \left( \sum_{e \in \mathbb{E}} (\varphi_{\mathbb{E}}, M_e \varphi_{\mathbb{E}}) + \frac{1}{2} \sum_{e \in \mathbb{E}^o} (\varphi_{\mathbb{E}}, M_e \varphi_{\mathbb{E}}) \right) \prod_{x \in \mathbb{V}} d\varphi_x^{\lambda_x} = \sum_{\mathcal{L} \in \mathcal{L}_R} \frac{1}{\mathcal{L}!} \left( \prod_{x \in \mathbb{V}} C_{\mathcal{L}_\mathbb{E}/2}^{\varphi_x^{\lambda_x}} \right) \prod_{\ell \in \mathcal{L}} \hat{\ell}(M), \]

where \( \mathcal{L}_R = \mathcal{M}(\mathcal{L}_{\mathbb{R}}) \).
As in the complex case we prove this theorem using an inductive integration of sites. Given \( \tilde{V} \subset V \), we define \( G_R(\tilde{V}) = M(\mathcal{P}_R(\tilde{V}) \cup \mathcal{L}_R(\tilde{V})) \) where \( \mathcal{P}_R(\tilde{V}) \) and \( \mathcal{L}_R(\tilde{V}) \) are defined analogously to the complex case, i.e. they are the set of lattice paths and lattice loops where endpoints (for the paths) must be in \( V \setminus \tilde{V} \) and all other vertices visited must be in \( \tilde{V} \).

We now state our inductive lemma for the real case, which gives Theorem 3.31 when we set \( \tilde{V} = V \).

Given \( \gamma \in \mathcal{P}_R \), an \( E \) operator assignment \( M \), and a vector \( \varphi = (\varphi_x)_{x \in A} \) for some \( A \subset V \) containing the endpoints of \( \gamma \), we define

\[
\gamma(M, \varphi) = (\varphi_a, M_1 \cdots M_n \varphi_b)
\]

where \( \hat{\mathcal{P}}_R \ni (e_1^n, \ldots, e_n^n) \in \gamma \) is some choice of orientation for \( \gamma \) and, for \( 1 \leq j \leq n \), \( M_j = M_{e_j} \) if \( i_j = 1 \), \( M_j = M_{e_j}^T \) if \( i_j = -1 \), \( a = e_1^1 \), and \( b = e_n^n \). Observe that \( \gamma(M, \varphi) \) and \( \hat{\gamma}(M, \varphi) \) are indeed well-defined in that they do not depend on our choice of orientation.

The core of the induction is to use Lemma 3.28 as a “re-routing lemma” where, when integrating out the spin at \( z \in V \), we will have \( \mathcal{A} \) as a multiset of lattice paths that have two distinct endpoints with precisely one of them given by \( z \), \( \mathcal{B} \) as a multiset of lattice paths for which both endpoints are given by \( z \).

**Lemma 3.32** Let \( M \) be an \( E \) operator assignment. Then, for any \( \tilde{V} \subset V \), we have

\[
\int_{H^v} \exp \left( \sum_{e \in \mathcal{E}} (\varphi_{e \to}, M_e \varphi_{e \to}) + \frac{1}{2} \sum_{e \in \mathcal{E}^*} (\varphi_{e \to}, M_e \varphi_{e \to}) \right) \prod_{x \in V} d\varphi_{e \to}(x) = \sum_{G \in G_R(\tilde{V})} \prod_{x \in \tilde{V}} C_{G_x}^{\mathcal{G}_R} \prod_{\ell \in \mathcal{L}(G)} \hat{\gamma}(M, \varphi) \prod_{x \in \mathcal{W}} d\varphi_{e \to}(x),
\]

where we write \( \mathcal{W} = V \setminus \tilde{V} \).

**Proof.** Similarly to the proof of Lemma 3.18, the base case of the induction, when \( \tilde{V} = \emptyset \), follows from expanding the exponential and observing that \( \mathcal{P}_R(\emptyset) = \{ \gamma_e = \{(e^1), (e^{-1})\} : e \in \mathcal{E} \} \) and \( \mathcal{L}_R(\emptyset) = \emptyset \).

For the inductive step, we fix \( \tilde{V} \subset V \) and \( z \in \mathcal{W} = V \setminus \tilde{V} \). We define \( \mathcal{P}_{1f}(z) \) to be the set of all lattice paths in \( \mathcal{P}_R(\mathcal{V}) \) which have \( z \) as precisely one endpoint and \( \mathcal{P}_1(z) \) to be the set of all lattice paths in \( \mathcal{P}_R(\mathcal{V}) \) that have \( z \) as both their endpoints.

We again write \( \mathcal{P}_{1f}(z) = M(\mathcal{P}_{1f}(z)) \) and \( \mathcal{P}_1(z) = M(\mathcal{P}_1(z)) \). We set \( \hat{\mathcal{P}}(z) \) to consist of all lattice loops in \( \mathcal{P}_R(\mathcal{V} \cup \{z\}) \) that pass through \( z \), \( \hat{\mathcal{L}}(z) \) to be the set of all lattice loops in \( \mathcal{L}_R(\mathcal{V} \cup \{z\}) \) that pass through \( z \), and write \( \mathcal{G}(z) = M(\hat{\mathcal{P}}(z) \cup \hat{\mathcal{L}}(z)) \).


Proving our inductive step comes down to proving

\[
\sum_{P_{l} \in P_{l}(z)} \sum_{P_{l} \in P_{l}(z)} \frac{1}{P_{l}!} \prod_{l \in L(G)} \gamma(M, \varphi) \left( \prod_{\gamma \in P_{l}} \hat{\gamma}(M, \varphi) \right) d\phi^{\omega}(\varphi_{z})
\]

\[
= \sum_{G \in G(z)} C^{\beta, \lambda, \kappa}_{G_{z}} \prod_{l \in L(G)} \hat{\ell}(M) \prod_{\gamma \in P(G)} \hat{\gamma}(M, \varphi).
\]

(3.12)

Note that, for \( \gamma \in P_{l}(z) \), we apply Lemma 3.28 to the left side and define a bijection \( F : G(z) \rightarrow G(z) \) where

\[
G(z) = \bigcup_{P_{l} \in P_{l}(z)} \bigcup_{P_{l} \in P_{l}(z)} G_{P}(P_{l}, P_{l}).
\]

In our application of Lemma 3.28 we take \( \mathcal{A} = P_{l}(z) \) and \( \mathcal{B} = P_{l}(z) \), which we recall are sets of lattice paths (and not lattice loops). We decompose \( \mathcal{B} \) into \( \mathcal{B}^{o} = \{ \gamma \in P_{l}(z) : S(\gamma) = 2 \} \) and \( \mathcal{B} = \mathcal{B} \setminus \mathcal{B}^{o} \). Moreover, for each \( \gamma \in \mathcal{B} \), we make a choice of one of its two orientations \( \tilde{\mathcal{P}}_{\gamma} \equiv \omega(\gamma) \in \gamma \).

Given \( \tilde{G} \in G(z) \), we define \( F(\tilde{G}) \) by turning the loops and paths of \( \tilde{G} \) into lattice paths and loops via concatenation. The paths in \( P_{l}(z) \) have distinct endpoints so there is no ambiguity in how to concatenate them to adjacent paths. Regarding concatenating lattice paths associated to the elements of \( P_{l}(z) \), there is no ambiguity for how to do this for paths types in \( \mathcal{B}^{o} \) since they only have one orientation. On the other hand, while path types in \( \gamma \in \mathcal{B} \) have two orientations we have chosen a preferred orientation \( \omega(\gamma) \in \gamma \). Then our definition of \( F \) is finished by adopting the following convention: we associate the traversal \( (b, t) - (b, o) \rightarrow \tilde{G} \) to an insertion of \( \omega(\gamma(b)) \) into our path/loop of lattice paths and similarly we associate the traversal \( (b, o) - (b, l) \rightarrow \omega(\gamma(b)) \) to an insertion of \( \omega(\gamma(b)) \). See Example 3.33.

To see that \( F \) as described above is indeed a bijection, first note that, given \( G \in G(z) \), we obtain \( P_{l}(G) \in P_{l}(z) \) and \( P_{l}(G) \) by looking at lattice paths and loops in \( G \) and “snipping” them whenever they pass through \( z \). Injectivity and surjectivity follow from the fact that there is precisely one \( g \)-isomorphism \( \tilde{G} \in G(z) \) with \( F(\tilde{G}) = G \).

The identity (3.12) then follows by observing that for any \( \tilde{G} \in G(z) \) and \( \eta \in L(\tilde{G}) \), if we write \( F(\eta) \) for the corresponding lattice path or loop in \( L(z) \) to \( \tilde{G} \), one indeed has \( S(F(\eta)) = S(\eta) \) since there is a bijective correspondence of \( g \)-automorphisms of \( F(\eta) \) and \( g(\eta) \). □

**Example 3.33** We give an example to further clarify the bijection \( F \) in the proof above. Suppose \( P_{l}(z) = \{a_{1}, a_{2}\} \) and \( P_{l}(z) = \{b_{1}, b_{2}, b_{3}\} \), then Figure 5 gives examples of possible \( \tilde{G} \). Fix \( \gamma(a_{1}), \gamma(a_{2}) \in P_{l}(z) \) for the types of path of \( a_{1} \) and \( a_{2} \) and similarly \( \gamma(b_{1}), \gamma(b_{2}), \gamma(b_{3}) \in P_{l}(z) \) for the types of path of \( b_{1}, b_{2}, \) and \( b_{3} \). Note that we could have \( \gamma(a_{i}) = \gamma(a_{j}) \) or \( \gamma(b_{i}) = \gamma(b_{j}) \) for \( i \neq j \). We also fix an
orientation for the types of path in $\tilde{P}(z)$ as in the proof above. The $\tilde{G}$ on the left-hand side of Figure 5 consists of a single path, and accordingly $F(\tilde{G})$ consists of a single lattice path $\gamma$ which can be constructed by concatenating $\gamma(a_1)$ with $\omega(\gamma(b_1))$ with $\omega(\gamma(b_2))$ with $\omega(\gamma(b_3))$ with $\gamma(a_2)$. Alternatively, one can obtain $\tilde{\gamma}$ by concatenating $\gamma(a_2)$ with $\omega(\gamma(b_2))$ with $\omega(\gamma(b_3))$ with $\omega(\gamma(b_1))$ with $\gamma(a_1)$.

As mentioned earlier, there is no choice for the orientation for $\gamma(a_i)$ when doing this concatenation since the endpoints of these paths are distinct. Finally, we note that our choice of “chosen orientation” $\omega(\cdot)$ on the elements of $\tilde{P}(z)$ doesn’t really matter since in the end we sum over all $\tilde{G} \in \mathcal{G}_\mathbb{R}(P_f, P_l)$.

### 3.3 Qualitative diamagnetic inequality

Although we do not use it later, we record the following inequality for the quantities $Z(M)$ defined in Theorems 3.17 and 3.31. This result can be seen as a (qualitative) diamagnetic inequality.

**Corollary 3.34** Let $H$ be a complex or real finite dimensional Hilbert space, and suppose the single site measures $(\varrho^x : x \in V)$ on $H$ satisfy Assumption 22. Given an $E$ operator assignment $M$, we define another assignment $\tilde{M}$ by setting, for each $e \in E$, $M_e = \| M_e \| \| \text{Id}_H \|$ where $\| \cdot \|$ denotes the operator norm.

We then have

$$|Z(M)| \leq Z(\tilde{M}).$$

**Proof.** This is an immediate consequence of Theorems 3.17 and 3.31 and the fact that, for any loop $\ell$, $|\ell(M)| \leq \ell(\tilde{M})$, which follows from the estimate $|\text{Tr}(M_{e_1} \cdots M_{e_n})| \leq \| M_{e_1} \| \cdots \| M_{e_n} \| \| \text{Id}_H \| \leq \| M_{e_1} \| \cdots \| M_{e_n} \| \text{dim}(H)$.

**Remark 3.35** In the context of Abelian gauge theory, Corollary 3.34 is a special case of [BFS79b, Thm. 4.1]. However, Corollary 3.34 applies to non-Abelian models. See also [BFS79b, Thm. 2.3] for a similar result in a general non-Abelian setting, although with specific periodic boundary conditions that we do not require.

Our proof strategy for Corollary 3.34 (and, more importantly, for the quantitative diamagnetic inequality of Theorem 4.6 below), is also different: our proof relies on a loop expansion, while [BFS79b, Thm. 4.1] relies on a Fourier transform and [BFS79b, Thm. 2.3] relies on translation invariance and Osterwalder–Schrader positivity. See also [HSU77, SS78, Sim76] for another strategy based on Kato’s inequality. The most similar proofs to ours that we could find are in [BFS79b, Sec. 3], where loop expansions and Feynman–Kac formulae are employed, but appear restricted to quadratic potentials $V$. (See also the start of Section 5 for a discussion of related results of [Sei82] that we generalise.)

### 4 Diamagnetic inequality for Abelian gauge theories

In this section, we interpret a pure Abelian gauge theory with Villain action as a Gaussian measure. We show that, if this measure is weighted by a Radon–Nikodym
derivative of ‘positive type’ (see Remark 4.3), then it exhibits Gaussian tails of the same strength as the original unweighted measure. Except for Lemma 4.2 this section is independent of Section 3.

4.1 Gauge freedom and the axial gauge

Recall the notation from Definition 2.5. Since our structure group \( U(1) \) is Abelian, for every loop \( \ell \in \mathcal{L} \), there exists a unique function \( \ell: P \to \mathbb{Z} \) (which we denote by the same symbol) such that

\[
\text{hol}(g, \ell) = \prod_{p \in P} g(\partial p)^{\ell(p)}, \quad \forall g \in \mathcal{G}.
\]

(4.1)

Note that every \( \ell = (\ell_0, \ldots, \ell_n) \in \mathcal{L} \) can be identified with a continuous (unparametrised) path in \([0, 1]^2\) of length \( n2^{-N} \) that starts and finishes at \( \ell_0 = \ell_n \) and successively moves along the unique affine path connecting \( \ell_i \) and \( \ell_{i+1} \) for \( i = 0, \ldots, n - 1 \) in the respective order. When viewed this way, \( \ell(p) \) in (4.1) is the winding number of \( \ell \) around any point enclosed by \( p \).

The holonomies \( \{\text{hol}(g, \ell)\}_{\ell \in \mathcal{L}} \) capture all the gauge-invariant information about \( g \in \mathcal{G} \), so we can identify the orbit space \( \mathcal{G}/\mathcal{G} \) with the set of maps \( U(1)^P \).

To see this in another way, let us fix a maximal tree \( T \) in \( \Lambda \). See Figure 9 for an example.

![Figure 9: Example of a tree for N = 2. Solid lines indicate bonds in the tree, dotted lines indicate bonds not in the tree. Circles indicate points in \( \Lambda \).](image)

**Definition 4.1** We say that \( g \in \mathcal{G} \) is in the axial gauge (with respect to \( T \)) if \( g_{xy} = 1 \) for all bonds \( (x, y) \) in \( T \). We denote by \( \mathcal{G}_T \subset \mathcal{G} \) the subset of gauge fields in the axial gauge.

Observe that for every \( g \in \mathcal{G} \), there exists a gauge transformation \( u \in \mathcal{G} \) such that \( g^u \in \mathcal{G}_T \) (moreover \( u \) is unique if we impose its value at one point, e.g. \( u(0) = 1 \)). Then for any map \( (X_p)_{p \in P} \in U(1)^P \), there exists a unique element \( g \in \mathcal{G}_T \) such that \( g(\partial p) = X_p \). We can therefore identify \( \mathcal{G}/\mathcal{G} \) with \( \mathcal{G}_T \) as sets. Furthermore, we define

\[
\Psi: \mathbb{R}^P \to \mathcal{G}_T, \quad \Psi: \{X_p\}_{p \in P} \mapsto g
\]

(4.2)

where \( g \in \mathcal{G}_T \) satisfies \( g(\partial p) = \exp(iX_p) \) for all \( p \in P \).
4.2 Bounds on holonomies

Consider a family of independent centred Gaussians $Y = \{Y_p\}_{p \in \mathcal{P}}$ with variance $2^{-2N}$. By a change of variable, one can see that, for all gauge-invariant $f : \mathcal{G} \to \mathbb{R}$,

$$E f(\Psi Y) \propto \int_\mathcal{G} f(g) \prod_{p \in \mathcal{P}} Q(g(\partial p)) \, dg,$$

where $Q$ is the heat kernel on $U(1)$ at time $2^{-2N}$ as defined by (1.4). Expression (4.3) determines the classical Abelian pure gauge theory (the discrete Yang–Mills measure) as a $\mathcal{G}_T$-valued random variable.

**Lemma 4.2** There exist real constants $(c_\ell : \ell \in \mathcal{L})$ with $c_\ell \geq 0$ such that

$$D(g) = \sum_{\ell \in \mathcal{L}} c_\ell \text{Re} [\text{hol}(g, \ell)].$$

**Proof.** We apply Theorem 3.17 with $\mathcal{G} = (V, E)$ given by $V = \Lambda$ and $E = \mathcal{B}$, the set of oriented edges in $\Lambda$ (there are two edges $(x, y), (y, x) \in E$ for every pair of nearest neighbours $x, y \in \Lambda$). For $x \in \Lambda \setminus \hat{\Lambda}$ we set $g^{\lambda_x} = \delta_0$, the Dirac mass at 0, and, following (2.1)-(2.2), for $x \in \Lambda$ we set $d g^{\lambda_x}(\varphi) = e^{-2^{-2N}V(|\varphi|) - 4|\varphi|^2} \, d\varphi$. We further take the operators $M_\ell = g_\ell$, which corresponds to the off-diagonal (with respect to $\Lambda$) part of $\Delta_\mathcal{G}$ (remark that there is no scaling factor in front of $g_\ell$ because $2^{2N}$ in (2.2) is cancelled by $2^{-2N}$ in (2.1)). Remark that $\lambda_x$ for $x \in \Lambda$ has better than Gaussian tails by the assumption at the end of Section 2, so we are in the setting of Section 3.
It follows from Theorem 5.7 that \( D(g) = \sum_{L \in \mathcal{L}_C} \tilde{c}_L \prod_{\ell \in L} \text{hol}(g, \ell) \), where
\[
\tilde{c}_L = \frac{1}{L!} \prod_{x \in \Lambda} C_{\ell_x/2}^{x, \lambda_x} \prod_{\ell \in L} S(\ell)^{-1} \geq 0
\]
and where we used that \( \text{Tr} \) on \( \mathbb{C} \) is the identity and that \( \prod_{\ell \in \ell} g_{\ell} = \text{hol}(g, \ell) \) by definition.

Next, observe that \( D(g) \) is real, which follows from the definition (4.5) and the fact that \( \langle \varphi, \Delta_y \varphi \rangle \) and \( V(|\varphi|) \) are real. Since \( \tilde{c}_L \) is also real, we obtain
\[
D(g) = \sum_{L \in \mathcal{L}_C} \tilde{c}_L \text{Re} \left[ \prod_{\ell \in L} \text{hol}(g, \ell) \right]. \tag{4.8}
\]

Remark that \( C_{\ell_x/2}^{x, \lambda_x} = 0 \) whenever \( x \in \Lambda \setminus \hat{\Lambda} \) and \( \lambda_x > 0 \) because \( \lambda_x = \delta_0 \) (recall the definition of \( C_{\ell_x}^{x, \lambda} \) from Lemma 5.3). Therefore, denoting by \( \mathcal{L}_C \) the set of multisets of loops \( L \) for which \( \lambda_x = 0 \) for all \( x \in \Lambda \setminus \hat{\Lambda} \), it follows that \( \tilde{c}_L = 0 \) for all \( L \in \mathcal{L}_C \setminus \mathcal{L}_C \), so we can restrict the sum in (4.8) to \( L \in \mathcal{L}_C \).

Finally, for every \( L \in \mathcal{L}_C \), we can find a single loop \( l = l(L) \in \hat{L} \) such that \( \text{hol}(g, l) = \prod_{\ell \in L} \text{hol}(g, \ell) \) (take any \( l \in \hat{L} \) such that its winding number \( \ell(p) \) is \( \sum_{\ell \in \ell} \ell(p) \) for every plaquette \( p \); such \( l \) exists but is not unique). Choosing such \( l(L) \in \hat{L} \) for every \( L \in \mathcal{L}_C \), we obtain the conclusion by setting, for any \( \ell \in \hat{L} \),
\[
eq \sum_{L \in \mathcal{L}_C} 1\{|l(L) = \ell\}\tilde{c}_L \geq 0 .
\]

\[\square\]

**Remark 4.3** In what follows, the only property of \( D \) that we will use is that it is of ‘positive type’, i.e. that \( D \) is of the form (4.7) for some \( \tilde{c}_\ell \geq 0 \). In particular, all the results in the remainder of the article remain true if \( D \) is replaced by any integrable function of positive type and the law of \( g \) (up to gauge invariance) is defined by (4.6) and (4.4). The inequality in Theorem 4.6 furthermore holds if \( Y = \{Y_p\}_{p \in \mathcal{P}} \) is taken as an arbitrary centred Gaussian vector.

The main result of this section, Theorem 4.6 and its Corollaries 4.8 4.9 and 4.10 give Gaussian tail bounds on sums of the form \( \sum_p \ell(p) X_p \) together with (sums of) log-holonomies around loops of \( g \). Although we are ultimately interested in \( g \) rather than \( X \), it turns out simpler to bound \( X \) first and use this bound to estimate \( g \). These bounds are what we call quantitative diamagnetic inequalities.

**Definition 4.4** For a loop \( \ell \in \mathcal{L} \), we denote by \( \omega(\ell) \) the squared \( L^2 \)-norm of the winding number of \( \ell \), i.e.
\[
\omega(\ell) \overset{\text{def}}{=} 2^{-2N} \sum_{p \in \mathcal{P}} \ell(p)^2 ,
\]
where we recall that \( \ell : \mathcal{P} \to \mathbb{Z} \) is the unique map satisfying (4.1).
Remark 4.5 \( \omega(\ell) \) depends only on \( \ell \) as a loop in \([0, 1]^2\) and not on the choice of scale \( N \). For example, if \( \ell \) is a simple loop, then \( \omega(\ell) \) is the area enclosed by \( \ell \).

Theorem 4.6 Let \( \ell \in \mathcal{L} \) and define the random variables \( B = \sum_{p \in \mathcal{P}} \ell(p)Y_p \) and \( A = \sum_{p \in \mathcal{P}} \ell(p)X_p \). Then \( B \) is a centred Gaussian with variance \( \omega(\ell) \) and for all \( \eta \in [0, \frac{1}{2}\omega(\ell)^{-1}] \)

\[
\mathbb{E}[\exp(\eta A^2)] \leq \mathbb{E}[\exp(\eta B^2)] = (1 - 2\eta \omega(\ell))^{-1/2} .
\] (4.9)

For the proof of Theorem 4.6 we record the following lemma.

Lemma 4.7 Let \((A, B)\) be an \( \mathbb{R}^2 \)-valued centred multivariate Gaussian and denote \( \sigma_A^2 = \mathbb{E}[A^2], \sigma_B^2 = \mathbb{E}[B^2] \), and \( \sigma_{AB} = \mathbb{E}[AB] \). Then for all \( \eta < \frac{1}{2}\sigma_A^2 \)

\[
\mathbb{E}[e^{\eta A^2} \cos B] = \exp \left[ \frac{\sigma_{AB}^2}{2\sigma_A^2} \left( 1 - \frac{1}{1 - 2\eta \sigma_A^2} \right) \right] \mathbb{E}[e^{\eta A^2}] \mathbb{E}[\cos B] .
\]

Proof. Since \( B - A\sigma_{AB}/\sigma_A^2 \) is a centred Gaussian independent of \( A \) with variance \( \sigma_B^2 - \sigma_{AB}^2/\sigma_A^2 \),

\[
\mathbb{E}[e^{\eta A^2} \cos B] = \mathbb{E}[e^{\eta A^2} e^{iA\sigma_{AB}/\sigma_A^2}] e^{-\frac{1}{2}(\sigma_B^2 - \sigma_{AB}^2/\sigma_A^2)} .
\] (4.10)

For any bounded measurable \( f : \mathbb{R} \to \mathbb{R} \), note that

\[
\frac{\mathbb{E}[e^{\eta A^2} f(A)]}{\mathbb{E}[e^{\eta A^2}]} = Z^{-1} \int_{\mathbb{R}} e^{\eta - \sigma_A^2/2} f(x) \, dx = \mathbb{E}[f(Z)] ,
\]

where \( Z \) is such that the middle term is 1 when \( f \equiv 1 \) and from which the second equality follows with \( Z \sim \mathcal{N}(0, 1/(\sigma_A^2 - 2\eta)) \). Hence

\[
\mathbb{E}[e^{\eta A^2} e^{iA\sigma_{AB}/\sigma_A^2}] = \mathbb{E}[e^{\eta A^2}] \exp \left( -\frac{\sigma_{AB}^2}{2\sigma_A^2(1 - 2\eta \sigma_A^2)} \right) .
\] (4.11)

The conclusion follows by combining (4.10) and (4.11).

Proof of Theorem 4.6 The fact that \( B \) is a centred Gaussian with \( \text{Var}(B) = \omega(\ell) \) follows from the fact that \( \{Y_p\}_{p \in \mathcal{P}} \) is a family of independent centred Gaussians with variance \( 2^{2N} \). The equality in (4.9) follows immediately.

To prove the inequality in (4.9), remark that, for any \( x \in \mathbb{R}^\mathcal{P} \), one has \( \text{Re}[\exp(\ell(x)\ell)] = \cos(\sum_{p \in \mathcal{P}} \ell(p)x_p) \), which follows from the identity (4.1) and the definition of \( \Psi \) in (4.2). Therefore, by (4.4) and Lemma 4.2

\[
\mathbb{E}[e^{\eta A^2}] = Z^{-1} \mathbb{E}[e^{\eta B^2} D(\Psi Y)] = Z^{-1} \mathbb{E}\left[ e^{\eta B^2} \sum_{\ell' \in \mathcal{L}} c_{\ell'} \cos \omega H_{\ell'} \right] .
\]

where \( H_{\ell'} = \sum_{p \in \mathcal{P}} \ell'(p)Y_p \) is a centred Gaussian. By Lemma 4.7

\[
\mathbb{E}[e^{\eta B^2} \cos \omega H_{\ell'}] \leq \mathbb{E}[e^{\eta B^2}] \mathbb{E}[\cos \omega H_{\ell'}] .
\]
Using that $Z^{-1}E[\sum_{\ell' \in \mathcal{L}} c_{\ell'} \cos H_{\ell'}] = Z^{-1}E D(\Psi Y) = 1$, where the final equality is due to the fact that $\mu$ in (4.4) is a probability measure, the conclusion follows.

We now state several corollaries of Theorem 4.6.

**Corollary 4.8 (Gaussian moments)** Let $\ell \in \mathcal{L}$ and denote $A = \sum_{\ell} \ell(p) X_p$. Then for all $x \geq 0$,

$$
\mathbb{P}[|A| \geq x] \leq \sqrt{2e^{-x^2/(4\omega(\ell))}}. \tag{4.12}
$$

Furthermore, there exists a universal constant $C > 0$ such that for all $q \geq 1$

$$
\mathbb{E}[|A|^q]^{1/q} \leq C \sqrt{q\omega(\ell)}. \tag{4.13}
$$

**Proof.** By Theorem 4.6, $\mathbb{E}e^{\eta A^2} \leq (1 - 2\eta \omega(\ell))^{-1/2}$ for all $\eta \in [0, \frac{1}{2}\omega(\ell)^{-1})$. Taking $\eta = \frac{1}{2}\omega(\ell)^{-1}$, we obtain $\mathbb{P}[|A| > x] \leq \sqrt{2e^{-\eta x^2}}$ by Markov’s inequality, which proves (4.12). Moreover, expanding $e^{\eta A^2}$ in a power series for the same choice of $\eta$, we obtain $\mathbb{E}[A^{2k}] \leq \sqrt{2(4\omega(\ell))^k k!}$ for all $k \geq 1$, and (4.13) follows by Stirling’s formula.

We now come to consequences of Theorem 4.6 for the gauge field marginal $g$. The following corollary shows that the log holonomies of $g$ behave essentially no worse than those of pure gauge theory (4.3) (we do not use this corollary later however).

**Corollary 4.9** There exists a universal constant $C > 0$ such that, for all $q \geq 1$ and $\ell \in \mathcal{L}$,

$$
\mathbb{E}[|\log \text{hol}(g, \ell)|^q]^{1/q} \leq C \sqrt{q\omega(\ell)}. \tag{4.14}
$$

**Proof.** Immediate from the bound $|\log e^{kx}| \leq |x|$ and (4.13).

The following corollary controls an important gauge-invariant function of $g$ and is the way that we use Theorem 4.6 below.

**Corollary 4.10** There exists a constant $C > 0$ such that for every $q \geq 1$ and $\ell \in \mathcal{L}$

$$
\mathbb{E}\left[\left|\sum_{p \in \mathcal{P}} \ell(p) \log g(\partial p)\right|^q\right]^{1/q} \leq C q \sqrt{\omega(\ell)}. \tag{4.14}
$$

**Proof.** Recalling that $g = \Psi X$ by (4.6), observe that $g(\partial p) = \exp(iX_p)$ and thus $\log g(\partial p) = X_p$ for all $p \in \mathcal{P}$ on the event $\max_{p \in \mathcal{P}} |X_p| < \pi$. Furthermore, for $r \geq 1$,

$$
\mathbb{P}\left[\max_{p \in \mathcal{P}} |X_p| \geq \pi\right] \leq \sum_{p \in \mathcal{P}} \mathbb{P}[|X_p| \geq \pi] \leq \pi^{-r} \sum_{p \in \mathcal{P}} \mathbb{E}[|X_p|^r] \leq \pi^{-r} C^{r} \pi^{r/2} 2^{N(2-r)},
$$
where we used (4.13) and that \( \#P = 2^{2N} \) in the final bound. Observe that

\[
2^{-2N} \left| \sum_{p \in P} \ell(p) \right| \leq \omega(\ell)^{1/2}
\]

by the power mean inequality, and therefore

\[
\mathbb{E} \left[ \left| \sum_{p \in P} \ell(p) \log g(\partial p) \right|^q \right] \leq \mathbb{E} \left[ \left| \sum_{p \in P} \ell(p)X_p \right|^q \right] \\
+ \pi^q 2^{2N} q \omega(\ell) q^{1/2} P \left[ \max_{p \in P} |X_p| > \pi \right] \\
\leq C q^{q/2} \omega(\ell)^{q/2} + C q^{-q} r^{r/2} \omega(\ell)^{r/2} 2^{N(2q + 2 - r)} ,
\]

where we again used (4.13) in the final bound. Taking \( r = 2q + 2 \) concludes the proof. \( \square \)

**Remark 4.11** We expect that \( q \) in the bound (4.14) can be replaced by \( \sqrt{q} \).

## 5 Lattice 1-forms

In this section we recall the norms on lattice 1-forms introduced in [Che19]. See also [CCHS22a] for a continuum analogue of these spaces.

Let \( R^{(N)} \) denote the set of rectangles \( r \subset [0, 1]^2 \) with corners in \( \Lambda^{(N)} \). We treat every \( r \in R^{(N)} \) as a subset of \( P^{(N)} \) containing \( |r| 2^{2N} \) plaquettes, where \( |r| \) is the area of \( r \). We denote by \( \partial r \in \mathcal{L} \) the loop around the boundary of \( r \) oriented counter-clockwise and based at the lower-left corner. As for plaquettes, we use the shorthand \( g(\partial r) = \text{hol}(r, \partial r) \) for which we note \( g(\partial r) = \prod_{p \in \partial r} g(\partial p) \).

For \( 0 \leq n \leq N \), we denote by \( T^{(n)} \subset R^{(N)} \) the set of rectangles with corners in \( \Lambda^{(n)} = \{(k2^{-n} : k = 0, \ldots, 2^n)^2 \} \) and with dimensions \( 2^{-n} \times 2^{-n} \) or \( k2^{-n} \times 2^{-n} \) for \( 1 \leq k \leq 2^n \). Elements of \( T^{(n)} \) are called \( n \)-thin rectangles.

Denoting by \( e_1, e_2 \) the canonical basis vectors of \( \mathbb{R}^2 \), let

\[
\mathcal{X}^{(N)} = \{(x, h) : h = k2^{-N} e_i, i \in \{1, 2\}, k \in \{0, \ldots, 2^N\}, x, x + h \in \Lambda^{(N)} \}
\]

denote the set of all (positively oriented) axis-parallel line segments with endpoints in \( \Lambda^{(N)} \). For \( \ell = (x, h) = (x, k2^{-N} e_i) \), we denote by \( |\ell| \overset{\text{def}}{=} |h| \) the length of \( \ell \) and we call \( e_i \) the direction of \( \ell \).

Let \( \mathcal{B}^{(N)} \subset \mathcal{B}^{(N)} \) denote the subset of bonds of the form \( (x, x + 2^{-N} e_i) \) for some \( i \in \{1, 2\} \). Every \( \ell = (x, k2^{-N} e_i) \in \mathcal{X}^{(N)} \) defines a subset of bonds \( \{b_j\}_{1 \leq j \leq |\ell| 2^N} \subset \mathcal{B}^{(N)} \) by \( b_j = (x + (j - 1)2^{-N} e_i, x + j2^{-N} e_i) \) and this subset determines \( \ell \) uniquely. In addition, \( (x, h) \in \mathcal{X}^{(N)} \) can be identified with the one-dimensional subset \( \{x + th : t \in [0, 1]\} \subset [0, 1]^2 \). We will often identify \( \ell = (x, k2^{-N} e_i) = (x, h) \) either with the set of bonds \( \{b_j\}_{1 \leq j \leq |\ell| 2^N} \) or with the set \( \{x + th : t \in [0, 1]\} \), which will be clear from the context.
Figure 10: Lines $\ell = (x, h), \tilde{\ell}$ are parallel, but $\hat{\ell}$ and $\tilde{\ell}$ are not parallel to $\ell$. The shaded region has area $\varrho(\ell, \tilde{\ell})^2$.

We say that $\ell, \tilde{\ell} \in \mathcal{X}(N)$ are parallel and write $\ell \parallel \tilde{\ell}$ if they have the same direction $e_i$ for some $i \in \{1, 2\}$ and if $\pi_i(\ell) = \pi_i(\tilde{\ell})$ where $\pi_i \colon [0, 1]^2 \to [0, 1]$ is the canonical projection onto the $i$-th coordinate, see Figure 10. Note that $\pi_i(\ell) = \pi_i(\tilde{\ell})$ is equivalent to $d(x, \tilde{\ell}) = d(y, \ell) = d(\ell, \tilde{\ell})$ for all $x \in \ell, y \in \tilde{\ell}$, where for $z \in [0, 1]^2$ and $A, B \subset [0, 1]^2$, $d(z, A) = \inf_{a \in A} |z - a|$ and $d(A, B) = \inf_{a \in A} d(a, B)$.

For parallel $\ell, \tilde{\ell} \in \mathcal{X}(N)$, we define

$$\varrho(\ell, \tilde{\ell}) = |\ell|^{1/2} d(\ell, \tilde{\ell})^{1/2}.$$ 

Note that $\varrho(\ell, \tilde{\ell})^2$ is the area of the rectangle with two of its sides $\ell, \tilde{\ell}$, see Figure 10.

We denote by $\Omega(N)$ the vector space of functions $A \colon \mathcal{F}(N) \to \mathbb{R}$. We canonically extend the definition of $A \in \Omega(N)$ to a function $A \colon \mathcal{X}(N) \to \mathbb{R}$ by $A(\ell) = \sum_{b \in \ell} A(\ell)$ where we recall that $\ell$ can be identified with a subset of $\mathcal{F}(N)$ (understood as $A(\ell) = 0$ if $|\ell| = 0$).

For $\alpha \in [0, 1]$, we define on $\Omega_N$ the norm

$$|A|_{\alpha, \text{gr}} = \sup_{\ell \in \mathcal{X}(N)} \frac{|A(\ell)|}{|\ell|^{\alpha}}$$

and the semi-norm

$$|A|_{\alpha, \tilde{\ell}} = \sup_{\ell \parallel \tilde{\ell}} \frac{|A(\ell) - A(\tilde{\ell})|}{\varrho(\ell, \tilde{\ell})^{\alpha}} ,$$

where the supremum is taken over all distinct parallel $\ell, \tilde{\ell} \in \mathcal{X}(N)$. We then denote by $\Omega(\alpha)$ the space $\Omega(\alpha)$ equipped with the norm

$$|A|_\alpha \overset{\text{def}}{=} |A|_{\alpha, \text{gr}} + |A|_{\alpha, \tilde{\ell}} .$$

**Remark 5.1** While the definition of $| \cdot |_{\alpha, \tilde{\ell}}$ only involves parallel $\ell, \tilde{\ell}$, we in fact have for all $\ell, \tilde{\ell} \in \mathcal{X}(N)$

$$|A(\ell) - A(\tilde{\ell})| \lesssim |A|_\alpha d_H(\ell, \tilde{\ell})^{\alpha/2} ,$$

where $d_H(\ell, \tilde{\ell})$ is the Hausdorff distance between $\ell, \tilde{\ell}$ treated as subsets of $[0, 1]^2$ (see [Che19, Prop. 3.9]).
6 Gauge fixing

In this section we adapt and improve several results of [Che19, Sec. 4] in the special case that the structure group is Abelian; our results and proofs, however, are self-contained and can be read without knowledge of [Che19]. The main result of this section is Theorem 6.2 which gives conditions under which a gauge field \( g \in \mathcal{G} = \mathcal{G}^{(N)} \) can be gauge transformed to an element \( g^u \in \mathcal{G} \) such that \( |\log g^u|_\alpha \) is small. For the remainder of this section we fix \( N \geq 1 \) and suppress it from our notation.

We use the following gauge-invariant function to measure the non-flatness of a gauge field \( g \).

**Definition 6.1** For \( g \in \mathcal{G} \) and \( \alpha \geq 0 \) define

\[
[g]_\alpha = \sup_{r \in \mathcal{R}} |r|^{-\alpha/2} \left| \sum_{p \in \partial r} \log g(p) \right|.
\]

Recall the space of gauge transformations \( \mathcal{G} \) from Definition 2.4.

**Theorem 6.2** There exists \( K > 0 \) with the following property. Suppose \( g \in \mathcal{G} \), \( \alpha > 0 \), and \( m \leq N \) are such that \( 2^m > (\frac{8}{\pi}|g|_\alpha)^{2/\alpha} \vee 8 \). Then there exists \( u \in \mathcal{G} \) such that for all \( \beta \in [0, 1] \) and \( \kappa > 0 \)

\[
|\log g^u|_\beta \leq K(2^m + (1 - 2^\kappa)^{-1}2^{-m\kappa}|g|_{\beta+\kappa})
\]

We give the proof of Theorem 6.2 at the end of this section.

**Remark 6.3** In addition to the bounds in Theorem 6.2 we have, for all \( g \in \mathcal{G} \) and \( \beta \in [0, 1] \), the trivial bound

\[
|\log g|_\beta \leq 2\pi 2^{N(1+\beta/2)}
\]

Indeed, \(|(\log g)(\ell)| \leq \pi 2^N|\ell| \leq \pi 2^N|\ell|^{\beta} \) for all \( \ell \in \mathcal{X}^{(N)} \). Likewise, for distinct and parallel \( \ell, \tilde{\ell} \in \mathcal{X}^{(N)} \), \( g(\ell, \tilde{\ell}) \geq 2^{-N/2}|\ell|^{1/2} \), and thus

\[
|(\log g)(\ell) - (\log g)(\tilde{\ell})| \leq 2\pi 2^N|\ell| \leq 2\pi g(\ell, \tilde{\ell})^{\beta} 2^{N(1+\beta/2)}
\]

6.1 Landau gauge

We first construct a discrete version of the Landau (i.e. Coulomb) gauge applied at dyadic scales. Throughout this subsection, let us fix \( 1 \leq m \leq N \) and \( g \in \mathcal{G} \). We define a gauge transformation \( u \in \mathcal{G} \) inductively as follows. Starting at scale \( m \), we set \( u(x) = 1 \) for all \( x \in \Lambda^{(m)} \). Suppose now that we have defined \( u \) on \( \Lambda^{(n-1)} \) for \( m < n \leq N \). To define \( u \) on \( \Lambda^{(n)} \), consider the sub-lattice \( \Lambda^{(n-1)}_1 \subset \Lambda^{(n)} \) which consists of all points in \( \Lambda^{(n-1)} \) together with the midpoints of bonds of \( \Lambda^{(n-1)} \), see Figure 11. We let \( \mathcal{B}^{(n-1)}_1 \subset \mathcal{B}^{(n)} \) denote the bonds of \( \Lambda^{(n-1)}_1 \). For
Figure 11: Large circles are points of $\Lambda^{(n-1)}$, small dots are points of $\Lambda^{(n)}$. The points $y_1, \ldots, y_4$ along with the large circles are in $\Lambda^{(n-1)} \setminus \Lambda^{(n-1)}$. Arrows labelled by $b_1, \ldots, b_8$ are bonds in $\mathcal{B}^{(n-1)}$ and dotted lines represent bonds in $\mathcal{B}^{(n)} \setminus \mathcal{B}^{(n-1)}$.

$x \in \Lambda^{(n-1)} \setminus \Lambda^{(n-1)}$ which is the midpoint of $(a, b) \in \mathcal{B}^{(n-1)}$, we set $u(x)$ as the unique element of $U(1)$ such that

$$\log g^u_{ax} = \log g^u_{xb} = \frac{1}{2} \log g^u_{ab}.$$ 

We then extend the definition of $u$ to the remaining points in $\Lambda^{(n)}$ as follows. Consider $x \in \Lambda^{(n)} \setminus \Lambda^{(n-1)}$ and let $p_1, \ldots, p_4 \in \mathcal{P}^{(n)}$ be the four plaquettes touching $x$ oriented anti-clockwise with $p_1$ at the top-right corner, see Figure 11. For $i = 1, \ldots, 4$ consider

$$\beta_i = \log g(\partial p_i) - \log g^u(b_{2i-1}) - \log g^u(b_{2i}),$$

where $b_1, \ldots, b_8 \in \mathcal{B}^{(n-1)}$ are the eight bonds encircling $x$ as in Figure 11. Observe that

$$\sum_{i=1}^4 \beta_i = 0 \pmod{2\pi}.$$ 

We say that $g^u$ is small around $x$ if $\sum_{i=1}^4 \beta_i = 0$. Observe that there is a bijection between choices for $u(x) \in U(1)$ and $\alpha_1, \ldots, \alpha_4 \in \mathbb{R} \pmod{2\pi}$ such that

$$\alpha_i - \alpha_{i+1} = \beta_i \pmod{2\pi}, \quad i = 1, \ldots, 4$$

(indices are mod 4 so that $\alpha_5 = \alpha_1$), which is given by the relation

$$e^{i\alpha_i} = g_{xy_i}^u = u(x)g_{xy_i}u(y_i)^{-1},$$

where $y_1, \ldots, y_4 \in \Lambda^{(n-1)}$ as in Figure 11. If $g^u$ is small around $x$, observe that

$$\alpha_i = \frac{3}{8}(\beta_i - \beta_{i-1}) + \frac{1}{8}(\beta_{i+1} - \beta_{i+2}), \quad i = 1, \ldots, 4.$$
(indices are again mod 4 so that $\beta_0 = \beta_4$, $\beta_5 = \beta_1$, and $\beta_6 = \beta_2$) is a solution to (6.3) (without mod $2\pi$ even), and we define in this case $u(x)$ as the unique element of $U(1)$ which determined by (6.4)-(6.5). Note also that in this case, since $\log g^n(b_j) = \log g^n(b_{j+1})$ for all even $j = 2, \ldots, 8$ by definition of $u$ on $\Lambda_1^{(n-1)}$ (with $b_0 = b_1$), we have

$$\alpha_i = \frac{\log g^n(b_{2i-3}) - \log g^n(b_{2i})}{2} + \frac{3}{8} \left( \log g(\partial p_i) - \log g(\partial p_{i-1}) \right) + \frac{1}{8} \left( \log g(\partial p_{i+1}) - \log g(\partial p_{i+2}) \right).$$  \hfill (6.6)

If $g^n$ is not small around $x$, then we simply define $u(x) = 1$ (but only the case that $g^n$ is small around $x$ will ultimately be relevant to us). The above procedure uniquely defines $u \in \Theta$ by induction.

**Remark 6.4** As expected from gauge-invariance, the system of equations (6.3) has many solutions. We break this gauge-invariance by the auxiliary condition $\sum_{i=1}^4 \alpha_i = 0$ which (6.5) satisfies. This is the lattice analogue of the Landau (Coulomb) gauge and corresponds to minimising the (squared) $L^2$-norm $\sum_{i=1}^4 \alpha_i^2$.

**Lemma 6.5 (Landau-type gauge)** Suppose that for some $\alpha \geq 0$

$$|g|_\alpha 2^{-(m+1)\alpha/2} < \pi,$$  \hfill (6.7)

and for some $c \in [0, \frac{\pi}{6}]$

$$\max \left\{ |g|_\alpha 2^{-(m+1)\alpha}, \max_{b \in \partial P} |\log g_b|/2 \right\} < c.$$  \hfill (6.8)

Then

(a) (6.8) holds with $m$ replaced by any $n \in \{m, \ldots, N\}$ and $g$ replaced by $g^n$,

(b) for all $\beta \in [0, 1]$ and $\kappa > 0$

$$|\log g^n|_{\beta+\kappa} \leq c 2^{m+1} + 4[g]_{\beta+\kappa} 2^{-(m+1)\kappa(1 - 2^{\kappa})^{-1}}.$$  \hfill (6.9)

**Proof.** Observe that (6.7) implies $\log g(\partial r) = \sum_{p \in P} \log g(\partial p)$ for any $r \in R$ with $|r| \leq 2^{-(m+1)}$. Hence, for every $\gamma \geq 0$, $m < n \leq N$, and $r \in T^{(n)}$

$$\left| \sum_{p \in P^{(n)} \cap r} \log g(\partial p) \right| \leq |g|_\gamma |r|^{\gamma/2},$$  \hfill (6.10)

where we canonically treat $P^{(n)}$ as a subset of $R$ to define $g(\partial p)$ and treat $r$ as a rectangle in $R^{(n)}$ to make sense of $P^{(n)} \cap r$. We proceed to prove (a) together with the fact that

$$g^n$$ is small around $x$ for all $x \in \Lambda^{(n)} \setminus \Lambda_1^{(n-1)}$ and $m \leq n \leq N.$  \hfill (6.11)
Consider first any $x \in \Lambda^{(m+1)} \setminus \Lambda_1^{(m)}$. Using the notation from above with $n = m+1$, note that (6.10) with $\gamma = \alpha$ and $r \in \{p_1, \ldots, p_4\}$ and (6.8) imply $|\log g(\partial p_r)| < c$. Since $c \leq \frac{\pi}{6}$, it follows that $|\beta_i| < \frac{\pi}{6}$, and thus $\sum_{i=1}^6 \beta_i = 0$ due to (6.2). Hence $g^n$ is small around $x$. Using again (6.10) and the expression (6.6) we obtain

$$|\alpha_\ell| \leq [g]|2^{-(m+1)\alpha} + \frac{1}{2} \max_{b \in \delta^{(m)}} |\log g_b|.$$

It follows from (6.8) that $|\alpha_\ell| < 2c$, and thus (6.8) holds with $m$ replaced by $m+1$ and $g_b$ replaced by $g_b^n$. By induction, (6.8) holds with $m$ replaced by any $m \leq n \leq N$ and $g_b$ replaced by $g_b^n$, which simultaneously proves (6.1) and (6.11).

We now prove (6.5) by induction on $m \leq n \leq N$. Let us denote $A = \log g^u \in \Omega(N)$. For the base case, note that for all $\ell \in \mathcal{X}^{(m)}$, $|A(\ell)| \leq 2e|\ell|^{2m} \leq c2^{n+1}|\ell|^\beta$.

Suppose now that $m < n \leq N$ and $|A(\ell)| \leq P_{n-1}|\ell|^\beta$ for some $P_{n-1} > 0$ and all $\ell \in \mathcal{X}^{(n-1)}$. Consider $\ell \in \mathcal{X}^{(n)}$ and suppose first that $\ell \in \mathcal{B}_1^{(n-1)}$. Consider $\ell_1$ and $\ell_2$ as the shortest and longest line in $\mathcal{X}^{(n-1)}$ which contains and is contained in $\ell$ respectively. Note that $A(\ell) = \frac{1}{2}(A(\ell_1) + A(\ell_2))$ by the choice of $u$ on $\Lambda_1^{(n-1)}$.

Hence, by the inductive hypothesis and concavity of $x \mapsto x^\beta$,

$$|A(\ell)| = \frac{|A(\ell_1) + A(\ell_2)|}{2} \leq P_{n-1}\left(\frac{\ell_1}{2}\right)\beta + \frac{\ell_2}{2} \leq P_{n-1}\left(\frac{\ell_1}{2}\right)\beta = P_{n-1}|\ell|^\beta.$$

Suppose now that $\ell \in \mathcal{B}_1^{(n)} \setminus \mathcal{B}_1^{(n-1)}$. Consider the two lines $\ell_1, \ell_2 \in \mathcal{X}^{(n)}$ for which $\ell_1, \ell_2 \subset \mathcal{B}_1^{(n-1)}$ and which are parallel to and at distance $2^{-n}$ from $\ell$. Then, since $g^u$ is small around all $x \in \Lambda^{(n)} \setminus \Lambda_1^{(n-1)}$, using the expression (6.6), we have $A(\ell) = \frac{1}{2}(A(\ell_1) + A(\ell_2)) + \Delta$ where

$$|\Delta| \leq \left| \sum_p \log g(\partial p) \right| + 2[g]_{\beta+\kappa}2^{-n(\beta+\kappa)}$$

$$\leq 2[g]_{\beta+\kappa}(\ell)_{(\beta+\kappa)/2}2^{-(\beta+\kappa)n/2} + 2^{-n(\beta+\kappa)}$$

$$\leq 4g_{\beta+\kappa}(\ell_{\beta+\kappa})2^{-n\kappa},$$

where the sum is over all plaquettes $p \in \mathcal{P}^{(n)}$ with two corners touching $\ell$, the largest line contained in $\ell$ whose respective parallel lines $\ell_1$ and $\ell_2$ are in $\mathcal{B}_1^{(n)}$, and where the second inequality follows from (6.10). It follows that $|A(\ell)| \leq P_n|\ell|^\beta$ with $P_n = P_{n-1} + 4[g]_{\beta+\kappa}2^{-\kappa}$, from which (6.9) follows.

**6.2 Axial gauge**

In order to apply the regularising Landau gauge above, we need to ensure that we can find $1 \leq m \leq N$ for which the conditions of Lemma 6.5 are satisfied. As in the previous subsection, we fix $1 \leq m \leq N$.

**Lemma 6.6 (Axial gauge)** Suppose $\alpha, C \geq 0$ and $g \in \mathcal{G}^{(m)}$ such that

$$\sup_{r \in \mathcal{T}^{(m)}} \left| r^{-\alpha/2} \log g(\partial r) \right| \leq C. \quad (6.12)$$
Then there exists \( u \in \mathcal{G}^{(m)} \) such that

\[
\max_{b \in \mathcal{B}^{(m)}} |\log g^u_b| \leq C 2^{-\alpha m/2} .
\]  

(6.13)

**Proof.** Consider the maximal tree \( T \) as in Figure 1 (with \( m \) in place of \( N \)). There exists \( u \in \mathcal{G}^{(m)} \) such that \( g^u \in \mathcal{G}_T \). In particular, every bond \( b \in \mathcal{B}^{(m)} \) not in \( T \) corresponds to a unique \( m \)-thin rectangle \( r \in T^{(m)} \) such that \( g(\partial r) = g^u_b \), and thus

\[
|\log g^u_b| \leq C 2^{-\alpha m/2}
\]  

by (6.12).

\( \Box \)

**Remark 6.7** We see here a simplification of working on \([0,1]^2\) vs. \( T^2 \) (i.e. with free vs. periodic boundary conditions): for \( T^2 \), Lemma 6.6 is not true due to global holonomies (though a version of it is true if the structure group is simply connected, see [Che19] Prop. 4.15 and [CS23] Lem. 9.7). In fact, our main result, Theorem 6.1, is not true for \( T^2 \); this is because the measure \( \mu_T \) in the continuum disintegrates over the isomorphism classes of \( U(1) \)-principal bundles and realisations of the gauge field from non-trivial bundles cannot be represented by a global 1-form. To recover a version of our main result for \( T^2 \), one could either adjust the measure \( \mu_T \) to remain on the trivial bundle (see [Levo05] Sec. 2.3 where this is done for the pure Yang–Mills model) or restrict to bounds on \( \log g^u \) in simply connected domains.

### 6.3 Proof of Theorem 6.2

**Proof of Theorem 6.2** Consider the smallest integer \( m \geq 4 \) such that \( 2^m > (\frac{8}{\pi})\alpha^{2/\alpha} \). By assumption, \( m \leq N \). For this choice of \( m \), we readily see that

\[
[g]_\alpha 2^{-(m+1)\alpha/2} < \pi , \quad [g]_\alpha 2^{-(m+1)\alpha} < \frac{\pi}{8} , \quad [g]_\alpha 2^{-\alpha m/2} < \frac{\pi}{4} .
\]

Moreover, note that (6.12) holds with \( C = [g]_\alpha \) by definition (6.1). Thus, by Lemma 6.6 (6.8) holds with \( c = \frac{\pi}{8} \) and with \( g \) replaced by \( g^u \) for some \( u \in \mathcal{G} \). By Lemma 6.4(b) there exists \( u \in \mathcal{G} \) such that for all \( \beta \in [0,1] \) and \( \kappa > 0 \)

\[
|\log g^u|_{\beta \kappa} \lesssim 2^m + (1 - 2^\kappa)^{1/2} 2^{-m\kappa} [g]_{\beta + \kappa} .
\]  

(6.14)

Furthermore, Lemma 6.4(a) implies that \( \max_{b \in \mathcal{B}(N)} |\log g^u_b| < \frac{\pi}{8} \), from which it follows by the discrete Stokes’ theorem that for every \( r \in \mathcal{R} \)

\[
\sum_{b \in \partial r} \log g^u_b = \sum_{p \in \mathcal{P}_{\partial r}} \log g(\partial p) .
\]  

(6.15)

Recall that for parallel \( \ell, \tilde{\ell} \in \mathcal{X} \), we have \( \rho(\ell, \tilde{\ell})^2 = |r| \) for the \( r \in \mathcal{R} \) such that two sides of \( r \) are \( \ell, \tilde{\ell} \), and the other two sides have length \( d(\ell, \tilde{\ell}) \). By considering the cases \( d(\ell, \tilde{\ell}) \leq |\ell| \) and \( d(\ell, \tilde{\ell}) > |\ell| \), it readily follows from (6.14) and (6.15) that

\[
|\log g^u|_{\beta \kappa} \lesssim 2^m + (1 - 2^\kappa)^{1/2} 2^{-m\kappa} [g]_{\beta + \kappa} .
\]

\( \Box \)
7 Moment bounds on the gauge field marginal

In this section we combine the results of Sections 4 and 6 to prove Theorem 1.1. We again fix $N \geq 1$ and suppress it from our notation. We begin with two lemmas, the first of which is purely combinatorial.

Lemma 7.1 For every $r \in \mathcal{R}$ there exists a subset of thin rectangles $t \subset \bigcup_{n=1}^{N} \mathcal{T}^{(n)}$ such that $t$ is a partition of $r$ and such that $\sum_{t \in \mathcal{T}} |t|^{\alpha} \lesssim_{\alpha} |r|^{\alpha}$ for all $\alpha \in (0, 1)$.

Proof. It suffices to consider $r \in \mathcal{R}$ with side-lengths at most $\frac{1}{2}$. For an interval $[a, b] \subset [0, 1]$ with $b - a \leq \frac{1}{2}$ and $a, b \in 2^{-N} \mathbb{Z}$, consider the smallest $0 \leq n \leq N$ such that $z \equiv k2^{-n} \in [a, b]$ for some $0 \leq k \leq 2^n$ (note that $k$ is unique).

Consider now the dyadic decomposition $a = h_{-u} < \ldots < h_{-1} < h_0 = z < h_1 \ldots < h_{-i} = b$, where $h_i - h_{i-1}$ for $i \leq 0$ (resp. $i > 0$) is the largest power of $2$ which fits into $[a, h_i]$ (resp. $[h_{i+1}, b]$). Note that every power of $2$ appears at most twice in the sequence $\{h_i - h_{i-1}\}_{-u \leq i \leq v}$. Suppose $r$ has horizontal coordinates $[a, b]$ and vertical coordinates $[\bar{a}, \bar{b}]$. Denoting by $h_i$ and $\bar{h}_j$ the respective decompositions of the two intervals, we note that every pair of subintervals $[h_{i-1}, h_i], [\bar{h}_{j-1}, \bar{h}_j]$ forms a thin rectangle. We let $t \subset \bigcup_{n=1}^{N} \mathcal{T}^{(n)}$ denote the collection of these thin rectangles. Then $t$ is a partition $r$. Let $\bar{t} \in t$ such that $|\bar{t}| = \max_{t \in t} |t|$. There are at most $4$ elements $t \in t$ of any given dimensions, thus the number of $t \in t$ with area $|\bar{t}|2^{-m}$ is at most $4(m+1)$ for any $m \geq 0$. It follows that $\sum_{t \in t} |t|^{\alpha} \leq \sum_{m=0}^{\infty} (4m+1) |\bar{t}|^{\alpha} 2^{-m} \lesssim_{\alpha} |r|^{\alpha}$. \qed

The following lemma is a Kolmogorov-type bound on $[g]_{\alpha}$.

Lemma 7.2 Let $\alpha \in [0, 1)$ and $q > 0$. Then

$$\mathbb{E}[[g]_{\alpha}^{2q}] \lesssim_{\alpha, q} 1. \quad (7.1)$$

Proof. It suffices to consider $q > \frac{2}{1-\alpha}$. It holds that

$$\mathbb{E} \left[ \sup_{1 \leq n \leq N} \sup_{r \in \mathcal{T}^{(n)}} \left( \sum_{p \in \mathcal{P}_{nr}} \frac{\log g(\partial^r p)}{|r|^{\alpha/2}} \right)^{2q} \right] \lesssim \sum_{n=1}^{\infty} \sum_{x \in \Lambda^{(n)}} \sum_{k=1}^{2^{n}} (k2^{-2n})^q (1-\alpha)$$

$$\leq 4 \sum_{n=0}^{\infty} 2^{n(2-q(1-\alpha))} \lesssim_{\alpha, q} 1,$$

where in the first bound we used Corollary 4.10 with $\ell = \partial r$, and in the second bound we used $|\Lambda^{(n)}| \leq 2^{2n+2}$. By Lemma 7.1 we can replace $\sup_{1 \leq n \leq N} \sup_{r \in t \in \mathcal{T}^{(n)}}$ by $\sup_{r \in \mathcal{R}}$ on the left-hand side, which completes the proof. \qed

Proof of Theorem 7.2. If $N \leq 3$, then $|\log g|_\beta \lesssim 1$ for all $g \in \mathcal{G}$ by Remark 5.3 so we suppose $N > 3$. Let us fix $\alpha \in (0, 1)$. By Lemma 7.2 $\mathbb{E}[[g]_{\alpha}^{2q}] \lesssim_{\alpha, q} 1$ for all
By Theorem 6.2, on the event $2^N > (\frac{\pi}{8}[g]_\alpha)^{2/\alpha}$, there exists $u \in \mathcal{G}$ such that for all $\beta \in [0,1)$ and $\kappa > 0$

$$|\log g^u|_{\beta} \lesssim_{\alpha, \kappa} 1 + [g]_\alpha^{2/\alpha} + [g]_{\beta+\kappa}.$$  

On the event $(\frac{\pi}{8}[g]_\alpha)^{2/\alpha} \geq 2^N$, we set $u \equiv 1 \in \mathcal{G}$, and note that $|\log g^u|_{\beta} \leq 2\pi 2^{N(1+\beta/2)}$ by Remark 6.3. Hence, for all $q, r > 0$,

$$E[|\log g^u|^q_{\beta}] \lesssim_{\alpha, \kappa, q} E[1 + [g]_\alpha^{2/\alpha} + [g]_{\beta+\kappa}] + 2^{Nq(1+\beta/2)}E[(16\pi^{-1}[g]_\alpha)^{2/\alpha} \geq 2^N] \lesssim_{\alpha, \kappa, q, r} E[1 + [g]_{\beta+\kappa}] + 2^{Nq(1+\beta/2)}2^{-N}\epsilon E[[g]_{\alpha}^{2r/\alpha}].$$

Choosing $r = q(1+\beta/2)$ and $\kappa > 0$ such that $\beta + \kappa < 1$ yields the desired estimate $E[|\log g^u|^q_{\beta}] \lesssim 1$.

To conclude, we remark that $u$ is measurable with respect to $g$ since both the Landau gauge from Section 6.1 and axial gauge from the proof of Lemma 6.6 which are used in the proof of Theorem 6.2, are measurable with respect to the underlying gauge field.
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