Synchronization of Delayed Neural Networks With Actuator Failure Based on Stochastic Sampled-Data Controller

JIAPING TIAN¹, JIAYONG ZHANG¹, YAJUAN LIU², CHAO GE¹, AND CHANGCHUN HUA³, (Senior Member, IEEE)

¹Institute of Information Engineering, North China University of Science and Technology, Tangshan 063009, China
²Institute of Control and Computer Engineering, North China Electric Power University, Beijing 102206, China
³Institute of Electrical Engineering, Yanshan University, Qinhuangdao 066004, China

Corresponding authors: Jiayong Zhang (zjy815@163.com) and Chao Ge (gechao365@126.com)

This work was supported in part by the National Key Research and Development Plan under Grant 2018YFC0808104, in part by the National Natural Science Foundation Fund under Grant 51874012, and in part by the Hebei Natural Science Foundation Fund under Grant E2020209074.

ABSTRACT This paper addresses the master-slave synchronization problems of delayed neural networks with actuator failure based on stochastic sampled-data controller. To simplify the analysis process, only two different sampling periods whose occurrence probabilities follow the Bernoulli distribution are considered. In addition, it can be further extended to cases with multiple random sampling periods. The sampling system with random parameters is transformed into a continuous system through applying the input delay method. The novelty of this article is to consider the problem of actuator failure which may exist in the real world. By constructing a new type of Lyapunov-Krasovskii function (LKF), a sampling controller for neural networks synchronization system is designed. Using Jensen’s inequality, Wirtinger’s inequality and convex optimization methods, the stability criterion of neural networks with low conservativeness is acquired. Meanwhile, the controller gain matrix can be obtained through solving the linear matrix inequalities (LMIs). One numerical example provides feasibility and advantages of theoretical results.
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I. INTRODUCTION

Nowadays, there has been a large number of researches on neural networks because they are widely used in various fields such as signal processing, image processing, pattern recognition, optimization, and associative memory design and so on [1], [2]. For the control community, the attractiveness of neural networks is that they can fully approximate complex nonlinear mapping relationships, and they can learn and adapt to the dynamic characteristics of uncertain systems. In this form, the introduction of neural networks into control systems is an inevitable trend in the development of control disciplines. Based on the method of linear matrix inequalities (LMIs), many studies have devoted to the stability analysis of master-slave synchronization problems of neural networks. There are lots of achievements gained in recent years [3]–[7]. However, in reality, the time delays inevitably occur in neural networks, which may result instability, oscillation, poor performance of the system [8]. Using the input delay method, the study of synchronous control on neural networks with delays has become a focus topic [9]. Hence, the stability analysis of master-slave synchronization problems of delayed neural networks has received an increasing attention [10], [11].

Along with the researches on neural networks, the synchronous problem of neural networks system has gradually turned into an indispensable research area. The synchronous control of the neural networks is under the stability for the neural networks. A lot of significant methods for master-slave synchronization have been mentioned in recent years, such as pinning control [12], impulsive control [13], [14], event-triggered control [15] and sampled-data control [16], [17].

Benefit from advancement of computer technology, the sampled-data control systems have been attracted increasing interest in the past decades [18]. For synchronization,
the sampled-data only needs the information about the state of the system at the sampling instants [19]. The characteristic of this method is to reduce the transmission of information and improve the efficiency of control. There is an important issue to choose the sampling period when using sampled data control to achieve neural networks synchronization. A longer sampling interval will bring lower communication channel occupation, less signal transmission, and fewer drive controllers signal [20], [21]. Hence, how to obtain a larger upper bound of the sampling periods is the focus of the method [22]. In the past, many studies have been devoted to sampling all signals at a constant rate on a single-rate digital control system. However, continuous sampling is not applicable because of the human factors and uncertain interference of environmental [23]. Thus, it is especially significant to consider time-varying sampling for synchronous control [24]. It should be noted that in spite of sampled-data control technologies have been developed well in control theory, the synchronization problem of particular sampled-data on networks has so far attracted very little attention because of the random interference and mathematical complexity of the constrained system [25]. It is worth mentioning that, in [26], a new method about stochastic switched sampled-data control with time-varying has been proposed. In [27], the probabilistic sampling \( H_{\infty} \) problem of sampled-data systems with parameter uncertainties based on input delay method has been researched. To simplify the analysis process, only two sampling intervals have been considered. Stimulated by [27], Cao et al. have designed a random variable sampling controller for multiple intervals of delayed neural networks in [2].

In another research field, an inevitable disadvantage that we should not ignore is the sensor or actuator failures in various situations [28]. It is noted that, in [29]–[31], the actuator is assumed that there is not failed. But in actual systems, especially in networks conditions, actuator failures can inevitably occur. This will severely degrade the performance of systems. Even worse, the systems may become unstable. Therefore, in order to determine the reliability of the sampled data, it is meaningful to study the stability of the sampled data on the neural networks in the case of actuator failure.

Inspired by the above ideals, the main research contents and results of the paper are generalised as follows: (1) In a set of LMIs, the new stability conditions can be expressed by constructing a suitable Lyapunov functional and using Jensen’s inequality, Wirtinger-type inequality and reciprocally convex method; (2) It is assumed that the sampling time varies with time and can be arbitrarily switched between two different values. Moreover, the method can also be applied to multiple random sampling times; (3) Unlike previous studies, the article proposes a reliable control scheme for the delayed neural network without actuator failure via stochastic sampled-data control. Sufficient conditions are presented to guarantee the stability and the desired controller can be obtained.

II. PROBLEM STATEMENT AND PRELIMINARY

Consider the neural networks as follow:

\[
\dot{x}(t) = -Ax(t) + Bg(x(t)) + Cg(y(t - d(t))) + J(t),
\]

where \( x(t) = [x_1(t), x_2(t), \ldots, x_n(t)]^T \) represents the state vector. \( A = \text{diag}[a_1, a_2, \ldots, a_n] \) denotes the positive definite diagonal matrix with \( a_i > 0 \). \( B = (b_{ij})_{n \times n}, C = (c_{ij})_{n \times n} \) are the connection weight matrices. \( J(t) = [J_1(t), \ldots, J_n(t)]^T \) denotes a constant input vector. \( g(x(t)) = [g_1(x_1(t)), g_2(x_2(t)), \ldots, g_n(x_n(t))]^T \) represents the neuron activation function. The delay \( d(t) \) is continuous and satisfies the conditions: \( 0 \leq d(t) \leq d, \dot{d}(t) \leq \mu, \) where \( d, \mu \) are known scalars.

A assumption of neuron activation function can be described as follow.

**Assumption 1:** The neuron activation function \( g_i(\cdot) \) is continuous and bounded, if there exist constants \( \sigma_i^- \) and \( \sigma_i^+ \)

\[
\sigma_i^- \leq \frac{g_i(s_1) - g_i(s_2)}{s_1 - s_2} \leq \sigma_i^+, \quad i = 1, 2, \ldots, n,
\]

where \( s_1, s_2 \in \mathbb{R}^n \), and \( s_1 \neq s_2 \).

When the system (1) is the master system in the paper, and a slave system is ascertained as:

\[
\dot{y}(t) = -Ay(t) + Bg(y(t)) + Cg(y(t - d(t))) + J(t) + u^F(t),
\]

where the structure is same as (1). \( u^F(t) \in \mathbb{R}^n \) represents the measurable control with failure described by

\[
u^F(t) = \mathcal{F}(t)u(t),
\]

where \( \mathcal{F}(t) \) is the time-varying failure level of actuators.

Combining (1), (3) and (4) with \( e(t) = y(t) - x(t) \), the synchronization error system (SES) can be formulated as:

\[
\dot{e}(t) = -Ae(t) + Bf(e(t)) + Cf(e(t - d(t))) + \mathcal{F}(t)u(t),
\]

where \( f(e(t)) = g(y(t)) - g(x(t)), f(e(t - d(t))) = g(y(t - d(t))) - g(x(t - d(t))) \). Now, the function \( f_i(s) \) meets the conditions as follow:

\[
\sigma_i^- \leq \frac{f_i(s)}{s} \leq \sigma_i^+, \quad i = 1, 2, \ldots, n,
\]

where \( s \in \mathbb{R} \) and \( s \neq 0 \).

In this article, the sampled-data feedback controller \( u(t) \) used in synchronizing neural networks is generated by the zero-order holder (ZOH), which is mathematically modeled and includes using conventional digital-to-analog converter to complete practical signal reconstruction, and converting discrete signals into continuous signals. This is to say, it is keep the sampling value unchanged during the sampling interval and continue until the next sampling interval, with a battery of holding time \( 0 = t_0 \leq t_1 \leq \cdots \leq t_k \leq \cdots \leq \lim_{k \to +\infty} t_k = +\infty, \) i.e., Only the measured discrete
sampled data is available for control purposes. Summarizing
the above, the following form is the representation for the
sampled-data controller:
\[ u(t) = Ke(t_k), \quad t_k \leq t < t_{k+1}, \quad (7) \]
where \( K \) denotes the gain matrix of sampled-data controller
to be resolved, \( t_{k+1} - t_k \equiv h \) is defined as the sampling period,
with any \( k \geq 0 \), and \( h > 0 \) denotes the upper limit of sampling
periods.

In addition, instead of the actuator outage, define the failure
level \( F(t) \equiv diag(F_1(t), F_2(t), \ldots, F_n(t)) \) with \( F_a(t)(a = 1, 2, \ldots, n) \)
satisfying
\[ F_a \leq F_a(t) \leq \bar{F}_a, \]
where \( F_a, \bar{F}_a \in (0, 1] \) are the lower and upper bound of
\( F_a(t) \). Specially, \( F_a = \bar{F}_a = 1 \) represents that no failures
happen on \( u(t) \). Here, \( F(t) \) is divided into following forms:
\[ F(t) = \tilde{F}_a + \Delta F(t), \]
where \( \tilde{F} = diag(\tilde{F}_1, \tilde{F}_2, \ldots, \tilde{F}_n) \), and the uncertainty
term \( \Delta F(t) = diag(\Delta F_1(t), \Delta F_2(t), \ldots, \Delta F_n(t)) \)
with \( \Delta F_a(t) \leq \tilde{F}_a - \frac{\tilde{F}_a - F_a}{2} \).

Let \( \Delta F(t) = \Gamma(t)\bar{F} \) with \( \tilde{F} = diag(\tilde{F}_1, \tilde{F}_2, \ldots, \tilde{F}_n, -\frac{\tilde{F}_a - F_a}{2}) \), then \( \Gamma(t)\bar{F} \leq 1 \). Combined with (7), we have
\[ uF(t) = F(t)Ke(t_k), \quad t_k \leq t < t_{k+1}. \quad (8) \]

So Eq.(5) can be expressed as
\[ \dot{\xi}(t) = -A\xi(t) + Bf(e(t)) + Cf(e(t) - d(t)) + F(t)Ke(t_k). \quad (9) \]

Given the time-varying delay \( \tau(t) = t - t_k \) which is
piecewisely linear, and \( \tau(t) \leq t_{k+1} - t_k \). There, we can
transform (9) into:
\[ \dot{\xi}(t) = -A\xi(t) + Bf(e(t)) + Cf(e(t) - d(t)) + F(t)Ke(t - \tau(t)). \quad (10) \]

Assuming that there are two sampling intervals, the values are \( c_1, c_2 \) and \( 0 < c_1 < c_2 \) whose happening probabilities are known:
\[ \Prob[h = c_1] = \gamma, \quad \Prob[h = c_2] = 1 - \gamma. \quad (11) \]

When the sampling interval is \( c_1 \), \( \tau(t) \in [0, c_1) \) with its probability:
\[ \Prob[0 \leq \tau(t) < c_1|h = c_1] = 1. \quad (12) \]

When the sampling interval is \( c_2 \), the probabilities of \( \tau(t) \in [0, c_1) \) and \( \tau(t) \in [c_1, c_2) \) are \( \frac{c_2 - c_1}{c_2} \) and \( \frac{c_2 - c_1}{c_2} \), respectively.

The corresponding probabilities are as follows:
\[ \Prob[0 \leq \tau(t) < c_1|h = c_2] = \frac{c_1}{c_2}, \quad (13) \]
\[ \Prob[c_1 \leq \tau(t) < c_2|h = c_2] = \frac{c_2 - c_1}{c_2}. \quad (14) \]

Therefore, the probability of \( \tau(t) \) can be calculated as:
\[ \Prob[0 \leq \tau(t) < c_1] = \Prob[0 \leq \tau(t) < c_1|h = c_1] \times \Prob[h = c_1] \]
\[ + \Prob[0 \leq \tau(t) < c_1|h = c_2] \times \Prob[h = c_2] \]
\[ = \gamma + \frac{c_1}{c_2}(1 - \gamma), \quad (15) \]
\[ \Prob[c_1 \leq \tau(t) < c_2] = \Prob[c_1 \leq \tau(t) < c_2|h = c_1] \times \Prob[h = c_1] \]
\[ + \Prob[c_1 \leq \tau(t) < c_2|h = c_2] \times \Prob[h = c_2] \]
\[ = \frac{c_2 - c_1}{c_2}(1 - \gamma). \quad (16) \]

The stochastic variable \( \beta(t) \) that satisfies a Bernoulli dis-
tribution is defined as:
\[ \beta(t) : \begin{cases} 1, & 0 \leq \tau(t) < c_1 \\ 0, & c_1 \leq \tau(t) < c_2. \end{cases} \quad (17) \]

Then we have:
\[ \Prob[\tau(t) = 1] = \Prob[0 \leq \tau(t) < c_1] = \gamma + \frac{c_1}{c_2}(1 - \gamma) \equiv \beta, \]
\[ \Prob[\tau(t) = 0] = \Prob[0 \leq \tau(t) < c_2] = \frac{c_2 - c_1}{c_2}(1 - \gamma) \equiv 1 - \beta. \quad (18) \]

We can easily get
\[ \E[\beta(t) - \beta] = 0, \quad \E[(\beta(t) - \beta)^2] = \beta(1 - \beta). \quad (19) \]

Comprehend the above conditions, SES (10) is converted into:
\[ \dot{\xi}(t) = -A\xi(t) + Bf(e(t)) + Cf(e(t) - d(t)) + \beta(t)F(t)Ke(t - \tau(t)) \]
\[ + (1 - \beta(t))F(t)Ke(t - \tau_2(t)), \quad (20) \]

where \( 0 \leq \tau_1(t) < c_1, c_1 \leq \tau_2(t) < c_2 \).

Next are the lemmas that will be applied in the proof.

Lemma 1 [19]: Let \( x(t) \) be a differentiable function:
\[ x(t_1, t_2) \rightarrow \mathbb{R}^n. \]
Given a vector \( \xi \in \mathbb{R}^m > 0 \), symmetric matrices \( R \in \mathbb{R}^{m \times m} \)
and \( N_1, N_2 \in \mathbb{R}^{n \times m} \), the inequality is established:
\[ -\int_{t_1}^{t_2} \xi^T(s)R\xi(s)ds \]
\[ \leq (t_2 - t_1)\xi^T[N_1^T R^{-1} N_1 + \frac{(t_2 - t_1)^2}{3} N_2^T R^{-1} N_2] \xi \]
\[ + 2\xi^T \left[ N_1^T x(t_2) - x(t_1) \right] - 2N_2^T \int_{t_1}^{t_2} \xi^T x(s)ds \]
\[ - 2(t_2 - t_1)\xi^T N_2 x(t_2) - x(t_1)). \]

Lemma 2 [33]: For given positive integers \( n, m \), a scalar \( \alpha \in (0, 1) \), a \( n \times n \)-matrix \( G > 0 \) and two matrices \( M_1 \) and \( M_2 \) in \( \mathbb{R}^{m \times m} \), for all vector \( \zeta \in \mathbb{R}^m \), the following function \( \Theta(\alpha, G) \) can be got by:
\[ \Theta(\alpha, G) = \frac{1}{\alpha} \xi^T M_1^T GM_1 \xi + \frac{1}{1 - \alpha} \xi^T M_2^T GM_2 \xi. \]
if there exist matrix $X \in \mathbb{R}^{n \times n}$ and $[G \ X] > 0$, the following inequality holds:

$$
\min_{\alpha \in (0,1)} \Theta(\alpha, R) \geq \begin{bmatrix} M_1 \zeta \varepsilon \ G & X \\ M_2 \zeta & G \end{bmatrix} \begin{bmatrix} M_1 \zeta \varepsilon \\ M_2 \zeta \end{bmatrix}.
$$

Lemma 3 [32]: For given $\Gamma^T = \Gamma_1, \Gamma_2$ and $\Gamma_3$ with appropriate dimensions, if $\Delta(t) \Delta(t) \leq I$, then

$$
\Gamma_1 + \Gamma_2 \Delta(t)/3 + \Gamma_3 \Delta(t) \Gamma_2 < 0.
$$

It is equivalent that there exists $\varepsilon > 0$ satisfying

$$
\Gamma_1 + \varepsilon \Gamma_2 \Gamma_2 + \frac{1}{\varepsilon} \Gamma_3 \Gamma_3 < 0.
$$

### III. MAIN RESULTS

To simplify the matrix expression, the block input matrix can be defined as $e_i = e_i = [0, \ldots, 0, \eta_i, 0, \ldots, 0, \eta_i, 0, \ldots, 0]$ $(i = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)$, the rest of the symbols used as follows:

$$
W_i = \text{diag}(\sigma_i^+ \sigma_i^+ \sigma_2^+ \ldots \sigma_n^+ \sigma_n^+),
$$

$$
W_2 = \text{diag}(\sigma_1^+ \sigma_1^+ \sigma_2^+ \ldots \sigma_n^+ \sigma_n^+),
$$

$$
\eta^T(t) = [e^T(t), f^T(e(t))],
$$

$$
\sigma(t) = [e^T(t), e^T(t - d, e^T(t), f^T(e(t)), f^T(e(t - d)), e^T(t - \tau_1(t)), e^T(t - \tau_2(t)), e^T(t - c_2)].
$$

**Theorem 1:** For given scalars $\beta, \mu, d, \varepsilon, \eta_1, \eta_2, c_1, c_2$ and controller gain matrix $K$, the error system (20) is stochastically stable, if there exist positive matrices $P_1, P_2, P_3, P_4, R_1, R_2, Q_1, Q_2$ and positive diagnose matrices $V_1, V_2$, any appropriate dimensional matrices $N_1, N_2, X_1, X_2, G$ satisfying:

$$
\gamma_1 = \begin{bmatrix} S_2 & X_1 \\ * & S_2 \end{bmatrix} > 0,
$$

$$
\gamma_2 = \begin{bmatrix} R_2 & X_2 \\ * & R_2 \end{bmatrix} > 0,
$$

$$
\Xi_1 = \begin{bmatrix} \varepsilon & \Gamma^T_1 \\ \Gamma^T_2 & dN_i - d^2N_2 \\ * & - \varepsilon I \\ * & * & - \varepsilon I \\ * & * & * & - dZ_i \\ * & * & * & * & - 3dZ_1 \end{bmatrix} < 0,
$$

where

$$
\Xi_1 = 2e^T(\varepsilon P_1 + 2\Pi^T_1(Q_1 + Q_2)\Pi_1 - \Pi_1^T Q_1 \Pi_2 - (1 - \mu)\Pi^T_2 Q_2 P_1 + d^2 \varepsilon^T Z_1 d \varepsilon_2 + d^2 \varepsilon^T Z_2 e^T e_1 - e^T Z_2 e_1 + 2 \Pi^T_4 \varepsilon_1 \varepsilon_2 - 2 \Pi^T_4 \varepsilon_1 \varepsilon_2 - 2d \Pi^T_4 \varepsilon_1 \varepsilon_2 + \beta \varepsilon_1 S_1 \varepsilon_1 - \varepsilon_1^T L_1 e_1 - (1 - \beta) \varepsilon_1 R_1 e_1 + \varepsilon_1^T L_2 e_2 - \beta \Pi_5 \varepsilon_2 \Pi_5 - (1 - \beta) \Pi_6 \varepsilon_2 \Pi_6 + 2 \Gamma_1 \Gamma_2 + \Pi_1 \Gamma_3 \Gamma_3 + \Pi_3 \Gamma_4 \Gamma_4,
$$

$$
\Pi^T_2 = \begin{bmatrix} e_2^T, e_4^T \end{bmatrix}, \quad \Pi^T_2 = \begin{bmatrix} e_3^T, e_1^T \end{bmatrix}, \quad \Pi^T_3 = \begin{bmatrix} e_5^T, e_9^T \end{bmatrix}, \quad \Pi^T_4 = \begin{bmatrix} e_2^T, e_4^T, e_3^T, e_1^T, e_6^T, e_7^T, e_5^T, e_9^T, e_1^T, e_1^T, e_1^T, e_1^T, e_1^T, e_1^T, e_1^T, e_1^T, e_1^T, e_1^T, e_1^T \end{bmatrix},
$$

$$
L_1 = \beta S_1 + (1 - \beta) R_1, L_2 = \beta S_2 + (1 - \beta)(e_2 - c_1)^2 R_2
$$

$$
\Pi^T_5 = \begin{bmatrix} e_6^T - e_7^T, e_1^T - e_6^T \end{bmatrix}, \quad \Pi^T_6 = \begin{bmatrix} e_3^T - e_9^T, e_7^T - e_3^T \end{bmatrix},
$$

$$
\Gamma_1 = [\varepsilon_1 I, 0, \varepsilon_2 I, 0, 0, 0, 0, 0, 0, 0, 0, 0],
$$

$$
\Gamma_2 = [-G A, 0, -G B, 0, \beta G F K, 0, (1 - \beta) G F K, 0, 0, 0, 0, 0],
$$

$$
\Gamma_3 = [0, 0, 0, 0, 0, \beta G F K, 0, (1 - \beta) G F K, 0, 0, 0, 0],
$$

$$
\gamma_3 = [-W_1 V_1 W_2 V_1, * - W_1 V_1 W_2 V_2].
$$

**Proof:** Constructing the LKF candidate as follows:

$$
V(t) = \sum_{i=1}^{4} V_i(t), \quad t \in [t_k, t_{k+1}],
$$

where

$$
V_1(t) = e^T(t) P_1 e(t),
$$

$$
V_2(t) = \int_{t-d}^{t} \eta_i^T(s) Q_1 \eta_i(s) ds + \int_{t-d}^{t} \eta_1^T(s) Q_2 \eta_1(s) ds,
$$

$$
V_3(t) = \int_{d-t}^{t} \varepsilon (s) Z_1 \varepsilon (s) ds + d \int_{d-t}^{t} \varepsilon (s) Z_2 \varepsilon (s) ds,
$$

$$
V_4(t) = \beta \left[ \int_{t-c_1}^{t} \varepsilon (s) S_1 \varepsilon (s) ds + c_1 \int_{t-c_1}^{t} \varepsilon (s) S_2 \varepsilon (s) ds \right],
$$

The following equation represents the infinitesimal generator (defined as $\mathcal{L}$) of $V(t)$:

$$
\mathcal{L} V(t) = \lim_{\Delta \to 0^+} \frac{1}{\Delta} \mathbb{E} \left[ V(t + \Delta t) - V(t) \right].
$$

Calculate the time derivation of $V(t)$ on the trajectory of the error system (20), we can obtain that

$$
\mathcal{L} V_1(t) = 2 \varepsilon^T(t) P_1 e(t),
$$

$$
\mathcal{L} V_2(t) \leq \eta_i^T(s) Q_1 \eta_i(s) (t - d) Q_1 \eta_i(s) (t - d) + \eta_i^T(s) Q_2 \eta_i(s) (t - d) + \eta_1^T(s) Q_2 \eta_1(s) (t - d),
$$

$$
\mathcal{L} V_3(t) = d \varepsilon^T(t) Z_1 \varepsilon (t) - \int_{t-d}^{t} \varepsilon^T(s) Z_1 \varepsilon (s) ds + d^2 \varepsilon^T(t) Z_2 \varepsilon (t) - d \int_{t-d}^{t} \varepsilon^T(s) Z_2 \varepsilon (s) ds,
$$

$$
\mathcal{L} V_4(t) = \beta \varepsilon^T(t) S_1 \varepsilon (t) - \varepsilon^T(t - c_1) L_1 \varepsilon (t - c_1).
\[-(1 - \beta)e^T(t - c_2)R_1e(t - c_2) + \dot{e}^T(t)L_2\dot{e}(t) \]
\[-\beta c_1 \int_{t-c_1}^t \dot{e}^T(s)S_2\dot{e}(s)ds \]
\[\neg (1 - \beta)(c_2 - c_1) \int_{t-c_2}^{t-c_1} \dot{e}^T(s)R_2\dot{e}(s)ds. \quad (28)\]

By using Lemma 1, we obtain:
\[-\int_{t-d}^{t} \dot{e}^T(s)Z_1\dot{e}(s)ds \leq d\eta^T(t) \left[ N_1^TZ_1^{-1}N_1 + \frac{d^2}{3}N_2^TZ_1^{-1}N_2 \right] \eta(t) \]
\[+ 2\eta^T(t) \left[ N_1^T(e(t) - e(t - d)) - 2N_2^T \int_{t-d}^{t} \dot{e}^T(s)ds \right] \]
\[\neg 2d\eta^T(t)N_2^T \left[ e(t) + e(t - d) \right]. \quad (29)\]

For any compatible matrix \(X_1\) and \(Y_1 = \begin{bmatrix} S_2 & X_1 \\ \ast & S_2 \end{bmatrix} > 0\), when \(0 < \tau_1(t) < c_1\), the following inequality can be obtained by Jensen’s inequality and Lemma 2:
\[-\beta p_1 \int_{t-c_1}^t \dot{e}^T(s)S_2\dot{e}(s)ds \leq -\beta \eta^T(t)P_1S_2P_1^T \eta(t). \quad (30)\]

Similarly, for any compatible matrix \(X_2\) and \(Y_2 = \begin{bmatrix} R_2 & X_2 \\ \ast & R_2 \end{bmatrix} > 0\), when \(c_1 < \tau_2(t) < c_2\), we can obtain:
\[-(1 - \beta)p_2 \int_{t-c_2}^{t-c_1} \dot{e}^T(s)R_2\dot{e}(s)ds \leq -(1 - \beta)\eta^T(t)P_2S_2P_2^T \eta(t). \quad (31)\]

In addition, combining with (20), for any properly dimensional matrix \(G\) and scalar \(\epsilon_1\) and \(\epsilon_2\), we can get:
\[0 = E\left[ 2[\epsilon_1\dot{e}^T(t) + \epsilon_2\dot{e}^T(t)]G \times [-\dot{e}(t) - Ae(t) \]
\[\neg Bf(e(t)) + C^T f(e(t) - d(t)) - \beta(t)F(t)Ke(t - \tau_1(t)) \]
\[\neg (1 - \beta(t))F(t)Ke(t - \tau_2(t)) \right] \]
\[= 2\eta^T(t)[\Gamma_1^T\Gamma_2 + \Gamma_1^T F(t)\Gamma_3] \eta(t). \quad (32)\]

According to sector bound condition (6), for diagonal matrices \(V_1 > 0\) and \(V_2 > 0\), \(Y_3 = \begin{bmatrix} -W_1V_1 & W_2V_1 \\ \ast & -V_1 \end{bmatrix}\), \(Y_4 = \begin{bmatrix} -W_1V_2 & W_2V_2 \\ \ast & -V_2 \end{bmatrix}\), we can get:
\[0 \leq \eta^T(t)P_3Y_3P_3^T \eta(t), \quad (33)\]
\[0 \leq \eta^T(t)P_3Y_4P_3^T \eta(t). \quad (34)\]

Then, combining \(LV(t)\) with (32),(33), and (34), we get
\[LV(t) \leq \eta^T(t)\Xi \eta(t). \quad (35)\]

where
\[\Xi = \Xi_1 + \Gamma_3^T F(t) \Gamma_3 + dN_1^T S_2^{-1}N_1 + \frac{d^3}{3}N_2^T S_2^{-1}N_2.\]

By utilizing Lemma 3 and Schur complement, \(\Xi(t) < 0\) can be expressed as Eq.(23). Then, the synchronization error system is stochastically stable. Therefore, the system (1) and (3) are stochastically synchronous. The proof is accomplished. \(\square\)

**Remark 1:** Theorem 1 guarantees that the system (1) and (3) are stochastically synchronized based on sampled-data controller with actuator fault. However, in the most of literatures, such as in [25, 27, 2], the problem of actuator failures for neural networks is not taken into account. But in the practical application, the impact of actuator failures and parameters uncertainty cannot be ignored. Therefore, we consider the sensor or actuator failures for delayed neural networks.

**Remark 2:** In [2], an improved FMB integral inequality was introduced. The upper bound provided by the improved FMB is closer than the upper bound taken under Jensen’s inequality. Thence, the tighter bounding inequality in Lemma 1 is used to deal with the integral item \(- \int_{t-d}^{t} \dot{e}^T(s)Z_1\dot{e}(s)ds\), which may bring less conservative result.

**Remark 3:** The multiple sampling problem can be solved by introducing a random variable \(\beta(t)\) that satisfies the Bernoulli distribution. In order to deal with this problem, the sampling system is transformed into a continuous system with random parameters. In spite of Bernoulli distributions was used to random packet losses, uncertain observation. However, it seems that few attempts have been made to use it to solve problems associated with multiple sampling.

According to the conditions given in Theorem 1, the controller gain matrix \(K\) will be derived in the following theorem.

**Theorem 2:** For given scalars \(\beta, \mu, d, \epsilon, \epsilon_1, \epsilon_2, c_1, c_2\), the error system (20) is stochastically stable, if there exist positive matrices \(P, \tilde{Z}_1, \tilde{Z}_2, \tilde{S}_1, \tilde{S}_2, \tilde{R}_1, \tilde{R}_2, \tilde{Q}_1, \tilde{Q}_2, \tilde{\Sigma}\) and positive definite matrices \(\tilde{V}_1, \tilde{V}_2\), any appropriate dimensional matrices \(\tilde{N}_1, \tilde{N}_2, \tilde{\dot{X}}_1, \tilde{\dot{X}}_2, \tilde{G}, \tilde{K}\) satisfying:
\[\tilde{\dot{X}}_1 = \begin{bmatrix} \tilde{S}_2 & \tilde{X}_1 \\ \ast & \tilde{S}_2 \end{bmatrix} > 0, \quad (36)\]
\[\tilde{X}_2 = \begin{bmatrix} \tilde{R}_2 & \tilde{X}_2 \\ \ast & \tilde{R}_2 \end{bmatrix} > 0, \quad (37)\]
\[\begin{bmatrix} \tilde{\Xi}_1 & \epsilon \Gamma_3^T F(t) & \Gamma_3 \\ \ast & -\epsilon I & 0 \\ \ast & \ast & -\epsilon I \end{bmatrix} \begin{bmatrix} \tilde{d}N_1 & -d^2N_2 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} < 0, \quad (38)\]

where
\[\tilde{\Xi}_1 = 2e_1^T Pe_1 + 2\Pi_1^T (\tilde{Q}_1 + \tilde{Q}_2) \Pi_1 - \Pi_1^T \Pi_2 \]
\[-(1 - \mu)\Pi_1^T \tilde{Q}_2 \Pi_3 + d_1^2 \tilde{Z}_1 e_{12} + d_1^2 \tilde{Z}_2 e_{12} - e_1^T \tilde{Z}_2 e_{12} \]
\[+ 2\Pi_3^T \left[ N_1^T (e_1 - e_2) - 2N_2^T e_{12} \right] - 2\Pi_4^T \tilde{N}_2 (e_1 + e_2) \]
\[+ \beta \epsilon_1^T \tilde{S}_1 e_1 - \epsilon_1^T \tilde{L}_1 e_1 - (1 - \beta) \epsilon_1^T \tilde{R}_1 e_9 + \epsilon_1^T \tilde{L}_2 e_{12} \]
\[- \beta \Pi_5 \tilde{X}_1 \Pi_2^T (1 - \beta) \Pi_6 \tilde{N}_2^T + 2\Gamma_3^T \Gamma_2 + \Pi_1 \tilde{Y}_3 \Pi_1^T \]
\[+ \Pi_3 \tilde{Y}_4 \Pi_3^T, \]
\[\Gamma_2 = [ -\bar{A} \tilde{G}, 0, -\bar{G}, \bar{B} \tilde{G}, 0, \beta \tilde{F} \tilde{K}, 0, (1 - \beta) \tilde{F} \tilde{K}, 0, 0, 0, 0, 0, \]
\[\Gamma_3 = [0, 0, 0, 0, 0, 0, \beta \tilde{F} \tilde{K}, 0, (1 - \beta) \tilde{F} \tilde{K}, 0, 0, 0, 0, \]
\[ \tilde{L}_1 = \beta \tilde{S}_1 + (1 - \beta) \tilde{R}_1, \tilde{L}_2 = \beta c_1^2 \tilde{S}_2 + (1 - \beta)(c_2 - c_1)^2 \tilde{R}_2, \]
\[ \tilde{Y}_3 = \begin{bmatrix} -W_1 \tilde{V}_1 & W_2 \tilde{V}_2 \\ * & -\tilde{V}_1 \end{bmatrix}, \tilde{Y}_4 = \begin{bmatrix} -W_1 \tilde{V}_2 & W_2 \tilde{V}_2 \\ * & -\tilde{V}_2 \end{bmatrix}. \]

The other notations are consistent with Theorem 1. Then, the controller gain matrix \( K \) can be derived as
\[ K = \tilde{K} \tilde{G}^{-T}. \] (39)

**Proof:** Define
\[ G = \tilde{G}^{-1}, \tilde{P} = \tilde{G} \tilde{P} \tilde{G}^T, \tilde{S}_1 = \tilde{G} S_1 \tilde{G}^T, \tilde{S}_2 = \tilde{G} S_2 \tilde{G}^T, \tilde{R}_1 = \tilde{G} R_1 \tilde{G}^T, \tilde{R}_2 = \tilde{G} R_2 \tilde{G}^T, \]
\[ W_1 = \tilde{G} W_1 \tilde{G}^T, W_2 = \tilde{G} W_2 \tilde{G}^T, \tilde{H}_1 = \tilde{H} \tilde{G}^T, \]
\[ \tilde{\gamma}_1 = \tilde{G} \gamma_1 \tilde{G}^T, \tilde{\gamma}_2 = \tilde{G} \gamma_2 \tilde{G}^T, \tilde{\tilde{\gamma}}_1 = \tilde{X}_1 \tilde{G}^T, \tilde{\tilde{\gamma}}_2 = \tilde{X}_2 \tilde{G}^T. \]

Pre and postmultiplying (23) with \((X, X, \ldots, X, I, I, I)\) and its transpose, respectively. We can get (38). The corresponding controller gain matrix \( K \) can be got by (39). The proof is accomplished.

Specifically, it is worth noting that the stability analysis with controller failures at two sampling intervals has been considered in the previous part of this paper. If we extend the sampling interval to three or more, we can get more general analysis results of the stability of random sampling control in systems (10). In general, we can extend the case that there are \( n \) sample intervals \( c_1, c_2, \ldots, c_n \) with \( 0 < c_1 < c_2 \cdots < c_n \). The probability of the occurrences is

\[ \text{Prob} \{ h = c_i \} = \tilde{\gamma}_i (i = 1, 2, \ldots, n), \sum_{i=1}^{n} \tilde{\gamma}_i = 1. \]

Similar to the subsection of the main method, the probability of \( \tau (t) \) is calculated as

\[ \text{Prob} \{ 0 \leq \tau (t) < c_1 \} = \tilde{\gamma}_1 + \frac{c_2 - c_1}{c_2} \tilde{\gamma}_2 + \cdots + \frac{c_n - c_{n-1}}{c_n} \tilde{\gamma}_n = \beta_1, \]
\[ \text{Prob} \{ c_1 \leq \tau (t) < c_2 \} = \frac{c_2 - c_1}{c_2} \tilde{\gamma}_2 + \frac{c_3 - c_2}{c_3} \tilde{\gamma}_3 + \cdots + \frac{c_n - c_{n-1}}{c_n} \tilde{\gamma}_n = \beta_2, \]
\[ \vdots \]
\[ \text{Prob} \{ c_{n-1} \leq \tau (t) < c_n \} = \frac{c_n - c_{n-1}}{c_n} \tilde{\gamma}_n = \beta_n. \]

Note that \( \sum_{i=1}^{n} \beta_i = 1 \). Then the indicator function is denoted as:
\[ \Lambda_i = \Lambda \{ \tau (t) \in [c_{i-1}, c_i] \}, \quad i = 1, 2, \cdots, n. \]

We can figure out
\[ E \{ \Lambda_i \} = \beta_i, \]
\[ E \{ (\Lambda_i - \beta_i)^2 \} = \beta_i (1 - \beta_i). \]

**TABLE 1.** The upper bounds of \( c_2 \) for different values of \( \beta (c_1 = 0.01) \).

| \( \beta \) | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
|---|---|---|---|---|---|
| \( c_2 \) | 0.14 | 0.16 | 0.24 | 0.41 | 1.19 |

In this case, the error system (10) is expressed as follow:
\[ \dot{\varepsilon} (t) = -A \varepsilon (t) + Bf (\varepsilon (t)) + C \varepsilon (t - d (t)) + \sum_{i=1}^{n} \Lambda_i \tilde{\gamma}_i (t) K e (t - \tau (t)). \] (40)

where \( c_{i-1} < \tau (t) < c_i \). Then, similar to Theorem 1, for multiple sampling situations, we can get corresponding results.

Specifically, when \( \tilde{F}_\alpha = \tilde{F}_\alpha = 1 \), which means actuator works properly, in this case, the SES (20) is transformed into the following form:
\[ \dot{\varepsilon} (t) = -A \varepsilon (t) + Bf (\varepsilon (t)) + C \varepsilon (t - d (t)) + \beta (t) K e (t - \tau (t)) + (1 - \beta (t)) K e (t - \tau (t)). \] (41)

**Corollary 1:** For given scalars \( \beta, \mu, \) and \( \gamma \), this error system is stochastically stable, if there exist positive matrices \( P, Z_1, Z_2, S_1, S_2, R_1, R_2, Q_1, Q_2 \) positive diagnose matrices \( V_1, V_2, V_3, V_4 \) for appropriate dimensional matrices \( \tilde{N}_1, \tilde{N}_2, \tilde{X}_1, \tilde{X}_2, \tilde{G}, \tilde{L} \) such that the following LMIs holds:
\[ \begin{align*}
\gamma_1 & > 0, \\
\gamma_2 & > 0, \\
\gamma_3 & > 0.
\end{align*} \]

The notations are the same as in Theorem 1. Then, the master and slave neural networks realize synchronization under stochastic sampling without actuator failure. The gain matrix \( K \) can be obtained by \( K = \tilde{K} \tilde{G}^{-1} \).

**IV. NUMERICAL EXAMPLES**

In this section, a persuasive example is presented to verify the feasibility of the method.

**Example 1:** The systems (1) and (3) are considered with parameters as follows:
\[ A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 2 & -0.1 \\ -5 & 3 \end{bmatrix}, \quad C = \begin{bmatrix} -1.5 & -0.1 \\ -0.2 & -2.5 \end{bmatrix}. \]

The neuron activation functions are
\[ f_i (x_i (t)) = \frac{e^{x_i} - e^{-x_i}}{e^{x_i} + e^{-x_i}}, \quad (i = 1, 2). \]

A straightforward calculation yields \( W_1 = 0.1I \) and \( W_2 = 0.3I \). Here, we assume that there are no failures happen to \( u_\alpha(t) \), that is \( \tilde{F}_\alpha = \tilde{F}_\alpha = 1 \). The time-varying delay is \( d (t) = \frac{d}{1 + t} \), and it can be obtained that \( d = 1, \mu = 0.25 \). Next, when choosing \( \epsilon_1 = 1 \) and \( \epsilon_2 = 0.1 \), we consider two cases and the results are given in Table 1-2.

The initial conditions are set \( x(0) = [0.4, 0.3]^T \) and \( y(0) = [0.2, 0.4]^T \). The response of \( x(t) \) and \( y(t) \) are depicted.
TABLE 2. The upper bounds of $c_2$ for different values of $c_1$ ($\beta = 0.8$).

| $c_1$  | 0.01 | 0.03 | 0.3  | 0.05 | 0.07 |
|--------|------|------|------|------|------|
| $c_2$  | 0.60 | 0.45 | 0.29 | 0.39 | 0.13 |

in Fig.1 and 2, respectively. If the condition of Theorem 1 is satisfied, we can verify the stability of the error synchronization system. Simultaneously, we readily receive the controller gain matrix $K$. By handling the LMIs (42)-(44), the value for the controller parameters $K$ could be gained correspondingly as follow:

$$K = \begin{bmatrix} -10.5773 & -0.15307 \\ -2.71456 & -11.2574 \end{bmatrix}.$$  

Using the obtained gain $K$, the correspondence of controller $e(t)$ is displayed in Fig.3, and the error state $u(t)$ is displayed in Fig.4. Then according to Theorem 1, it can be concluded that the synchronization between drive system (1) and response system (3) is achieved. It is shown that the trend of the state variable eventually goes to 0 in Fig.3, which also verifies the effectiveness and the feasibility of our method. Fig.5 shows the stochastic parameter $h$.

V. CONCLUSION

In this paper, a new way of stochastic sampled-data control for delayed neural networks with actuator failure via stochastic sampling has been researched. The sampling data controller with only two sampling intervals are considered and it can be extended to $n$ sampling intervals. A new LKF has been constructed to hold more information about the characteristics of the actual sampling mode. The conditions established in Theorem 1 reduce conservatism and guarantee the synchronization of master-slave systems. Moreover, we can synthesize the sampled-data controller gain matrix through solving the LMIs, under the allowable maximum
sampling period. The effectiveness of our approach has been verified via a illustrative examples given. In our future work, we will consider the effect of parameter variation for the delayed neural networks on the behavior of the stochastic sampled-data controller. Also, we will explore the robustness of the proposed approach.
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