A Neural Machine Translation Model Based on Sequence to Dependency
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Abstract. A supervised self-attention network is proposed to introduce the dependency structure into the Transformer model. This scheme is mainly proposed based on the characteristics of the self-attention mechanism in Transformer, which converts the dependency syntax tree into two equivalent adjacency matrices, and then uses the adjacency matrix to supervise the self-attention network in the Transformer's encoder. So that Transformer learns how to model the dependency structure of the source language. Although this scheme is simple, the effect is remarkable. In particular, there is no need to modify the network structure, as long as two additional loss functions are added in the process of training Transformer. In the decoding process, there is no need to use an external syntactic analyzer to perform syntactic analysis on the source language, but it can automatically construct the dependent syntactic structure of the source language. Experiments demonstrate that the quality of the constructed dependency syntactic structure is also good.

1. Introduction

In recent years, with the rapid development of machine translation technology, machine translation systems have gradually been applied in various fields to help people complete a series of cross-language tasks. Compared with the traditional rule-based machine translation method, the statistical machine translation method has the advantages of stronger scalability and robustness, which can obtain better translation performance from a larger corpus[1]. But it needs high-quality parallel corpus as support, and high-quality parallel corpus is very costly. Deep learning has brought great changes to machine translation, making it no longer necessary to face the problem of feature design in statistical machine translation[2]. Neural machine translation usually uses sequence-sequence neural network models to model translation tasks, and its translation results far exceed traditional statistical machine translation methods in terms of fluency and fidelity, bringing machine translation technology to a new level. Normally, the neural machine translation model uses an encoder to encode source language sentences in the form of sequences, and then uses a decoder to generate target language sentences in the same sequence[3]. However, the composition of sentences in a language is not a simple list of words. In fact, every sentence is constrained by the grammatical structure of the language. For example, an English sentence can be composed of a subject, a predicate, and an
object[4,5]. Each English word can play one or more roles. They need to be combined into a correct sentence under the constraints of grammar. The grammatical structure is a very important part of the language. The neural machine translation model often ignores the grammatical structure in the process of translation, leading that the translation still have some errors that violate the grammatical constraints. In the field of natural language processing, grammar is usually represented by a syntactic structure. In recent years, neural machine translation based on syntax has become a hot spot in neural machine translation research.

This paper proposes a new method of applying source language syntactic structure in neural translation model, and the syntax adopts dependent syntactic structure. This method first obtains different traversal sequences by traversing the source language dependency tree in different ways, and then uses the obtained traversal sequence together with the source language sentence as the input of the neural translation model. In fact, the different traversal methods of the tree structure imply the knowledge of the tree structure to varying degrees, and the tree structure can be reconstructed through the results of these traversals. Taking these sequences containing structured information as input can encode the syntactic structure to a certain extent. This method can be universally used in the Transformer model of the neural translation model based on RNN.

2. Principle

In order to combine the encoder of neural machine translation with the dependency structure of the source language, this paper constructs two different sequences on the basis of the dependency syntax tree of the source language. These two sequences are descriptions from different perspectives of the source language dependency syntax tree, which are called Child Enriched Sequence (CES) and Head Enriched Sequence (HES) respectively. In order to encode two structured sequences of CES and HES in the neural machine translation model, this article uses two additional encoders, named CES-Encoder and HES-Encoder respectively, to encode this sequence. Take the RNN-based neural machine translation model framework as an example. The two additional encoders are named CES-RNN and HES-RNN, combined with the original two-way RNN encoding structure, each word $x_j$ in the source language sentence will be encoded by the encoder, and four corresponding hidden layer vectors will be generated. The hidden layer vectors obtained by the bidirectional RNN encoder of the original neural machine translation are $\tilde{h}_j$ and $\tilde{h}_j$. The hidden layer vector generated by CES-RNN is $\tilde{h}^l_j$, and the hidden layer vector generated by HES-RNN is $\tilde{h}^h_j$. According to the above four vectors, the final hidden layer $h_j$ of word $x_j$ can be calculated, and $h_j$ can be expressed as

$$h_j = \tanh\left( W_h \tilde{h}_j + U_h \tilde{h}_j + V_h \tilde{h}^l_j + F_h \tilde{h}^h_j \right)$$  \hspace{1cm} (1)$$

Where $W_h, U_h, V_h$ and $F_h$ are weight matrix.

This method is also applicable to Transformer, the most mainstream neural machine translation model. On the basis of the original Transformer model, CES-Encoder and HES-Encoder are additionally introduced to encode CES and HES. The encoding result also uses the above formula to generate the final hidden layer vector for each source language word. Figure 1 shows the improved Transformer encoder structure without the decoder part, and the encoder consists of three identical structures, the difference is that each encoder has its own input.
Figure 1. Source dependency based encoder of Transformer.

Figure 1 shows the improved Transformer encoder structure which is not require the decoder part, and the encoder consists of three identical structures, the difference is that each encoder has its own input. It is worth to be noted that no matter in CES or HES, the positional encoding is given sequentially, which means that the same word may have different positional encodings in different sequences.

3. Experiment and result

We have experimentally verified the translation model through Chinese-English translation. The training data contains 2 million parallel corpora, which is a subset of the LDC dataset, and the data belongs to the field of news. In the experiment, the word vector dimension is set to 512, and the hidden layer representation dimension of the RNN is 1024. The size of the vocabulary and the processing of unregistered words depend on different translation tasks. All network parameters are randomly initialized by Gaussian distribution. Set the learning rate to 1, and the batch size to 128. In addition, this paper uses the Adadelta algorithm to automatically adjust the learning rate and update the network parameters. During the decoding process, the bar search size is set to 12.

Figure 2. The BLEU changes in terms of parsing accuracy

Figure 2 shows the difference between the BLEU of SSE-NMT or SD-NMT and RNNsearch. It can be seen from the trend of the curve in the figure that when the syntactic accuracy is 50%, the performance is very poor. Using such a syntactic analyzer to process bilingual data will bring many
errors. A large number of syntactic errors caused the translation ability of the neural translation model not to be enhanced, but also brought negative effects. When the syntactic accuracy is increased to 60%, the performance of SD-NMT and SSE-NMT is enhanced, but there is no significant difference compared with the baseline model RNNsearch. When the syntactic accuracy was further improved to more than 70%, the syntax began to play a positive role in promoting the neural translation model. Therefore, it can be seen that the accuracy of syntax has a relatively large impact on the translation model based on syntax.

For all Transformer-based neural translation models, we set the network according to the basic model parameters proposed by Vaswani. Table 1 shows the experimental results on all test sets. The numbers in bold indicate a significant increase compared to the benchmark system.

Table 1 Evaluation results on the NIST Chinese-English task

| Models              | NIST2005 | NIST2006 | NIST2008 | NIST2012 | AVERAGE |
|---------------------|----------|----------|----------|----------|---------|
| HPMST               | 35.34    | 33.72    | 25.64    | 28.26    | 30.74   |
| RNNSearch           | 38.07    | 38.87    | 31.13    | 28.57    | 34.16   |
| SSE-MMT+CES         | 38.59    | 40.03    | 31.89    | 30.66    | 35.29   |
| SSE-MMT+HES         | 38.76    | 40.12    | 33.03    | 31.28    | 35.80   |
| SSE-MMT+CES+HES     | 39.02    | 40.39    | 34.24    | 31.89    | 36.39   |

The experimental results in Table 1 show a significant increase compared with the benchmark system. It can also be seen from Table 1 that the evaluation results of all neural network-based translation models are higher than HPSMT, and all models based on source language syntax information are due to the basic RNNSearch model. Based on this, it can be seen that in this task, the syntactic results of the source language are indeed helpful to the neural machine translation model. It can be proved that the syntactic results of the source language are indeed helpful to the neural machine translation model.

4. Conclusion
This paper proposes a method of applying source language dependent syntactic structure in neural machine translation model. This method converts the syntax tree into a corresponding structured sequence through different traversal methods of the source language dependent syntax tree, and then uses an additional encoder for encoding. The modeling process is simple and effective, and does not rely on complex graph model networks. At the same time, this method is commonly used in RNN-based translation models and Transformers. Through a large number of experiments and analysis, it is proved that the method proposed in this chapter can effectively improve the translation ability of neural machine translation. Although the syntactic structure is very helpful to neural machine translation, there are very few languages with syntactic structure annotation at this stage. Therefore, in the future, we can consider migrating languages with syntactic structure to rare languages in the translation process to obtain their syntactic structure, and at the same time use the syntactic structure to assist machine translation.
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