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ABSTRACT In this paper, we consider the problem of the formation circumnavigation on an ellipse guided by multiple unknown targets in two-dimensional space, where each agent only employ bearing measurement without knowing any target’s position and velocity. A geometric center estimator is first established, only needing to use local information in gain design rather than any specific initialization. In the gain design, neither is the global information of some variables from all agents needed, nor is the gain needed to be designed large enough. Instead of designing corresponding controllers respectively, a unified circumnavigation controller is designed for the two cases of the stationary targets and the dynamic targets. The exponential stability of the whole algorithm is proved for the two cases. The conditions of some parameters in the circumnavigation controller are strictly derived. These conditions are very weak, and there exist a weak condition in which the controller can be simultaneously applied to the two cases. Finally, a series of simulations are conducted to verify the correctness of the algorithm.

INDEX TERMS Formation, unknown targets, bearing measurements, multi-agents system, elliptical circumnavigation.

I. INTRODUCTION

With the rapid development of electronic technology, 5G communication technology and sensor technology, intelligent robots used in the fields of reconnaissance, monitoring, management and search and rescue have been continuously proposed and iteratively designed. Since this kind of robot has huge application prospect and development space in both the civilian and military areas, it has been widely concerned by many people from different fields [1]–[4].

For these robots, they all have an obvious commonality that they have to locate the target, and then circumnavigate it to collect some information. Many existing results assume that the position of the target is known, and then the control algorithm only needs to force each robot to move to the vicinity of the target and circumnavigate it [5]–[8]. However, for some scenarios, such as military reconnaissance, the position of the unknown target is difficult for our robots to obtain. To solve this problem, some algorithms for simultaneous localization and circumnavigation has been designed. While some algorithms use distance measurements [9]–[11], the algorithm only using bearing measurements has drawn much attention because this passive measurement technique can make the algorithm more useful in many scenarios [12]. Deghat, Shames, Anderson and Yu studied an algorithm which is suitable for an agent only using the bearing measurements to locate and circumnavigate a single target in 2D space [13], [14]. When the algorithm works, the position of the target is accurately estimated by the estimator of the agent, and a controller is used to force the agent to circumnavigate the target with the desired radius. On this basis, with a geometric center estimator of multi-targets devised, Deghat, Xia, Anderson and Hong further proposed an algorithm which is suitable for an agent to locate and circumnavigate multi-targets [15], [16]. Based on the bearing angles and the relative heading angles, Yu, Liu and Feng proposed a distributed circular formation and circumnavigation algorithm for a stationary target [17]. The algorithm does not require any communication, and the position of the target is assumed to be only known to some agents. Bras, Hamel, Mahony and Samson studied an algorithm for a dynamic agent to locate and circumnavigate multiple stationary targets on an arbitrary trajectory [18]. It assumes that the agent can know its own velocity, the bearing angles to all targets and the position of one of the targets. When the algorithm works, the dynamic agent first estimates its own position through a position estimator which
is designed based on the bearing angle, its own velocity and the known target position. Then the dynamic agent estimates the positions of other targets according to the bearing angles and the estimate of its own position. Shao and Tian considered a general situation: multi-targets are located and circumnavigated by multi-agents [19]. In the algorithm, the multiple agents cooperatively estimate the geometric center of multi-targets, and then circumnavigate each target on a circle centered at the geometric center. Chun and Tian proposed a more universal algorithm in which multi-agents are used for multi-target’s localization and elliptical circumnavigation by designing a new circumnavigation controller [20]. Dou, Cheng, Wang, Liu and Feng considered the problem of how a dynamic target is located and circumnavigated in formation by multi-agents [21]. Li, Shi and Song considered the problem of how a stationary target is located and circumnavigated by multi-agents in 3D space and studied different circumnavigation types by designing a velocity coordinator [22].

Most of the above algorithms can only make agent(s) circumnavigate the target(s) on a circle. Even though [18] considers the circumnavigation of an arbitrary trajectory, it only focuses on the special situation in which a single agent is used for multiple stationary target’s localization and circumnavigation. Only [19] and [20] have considered the more general situation in which multiple dynamic targets are located and circumnavigated by multi-agents. Compared to [19], elliptical circumnavigation is firstly designed in [20]. Obviously, elliptical trajectory has many advantages. First of all, the elliptical trajectory, by setting the long and short axis, can make the agents, which is outside the detection range of the hostile targets, circumnavigate the hostile targets in a long and narrow space. Then, elliptical trajectory is more advanced than circular trajectory in terms of universality, energy consumption and circumnavigation efficiency. However, it is found that in order to avoid collision, the algorithm in [20] has to allow multi-agents to circumnavigate on different elliptical trajectory. Fig. 1 shows the trajectory planning when the hostile targets are surrounded by some obstacles, where the red circle is the safe boundary of the agents or the detection boundary of the hostile targets. If the agents are still distributed on different trajectories to perform task, the trajectory planning is very difficult or inexisten under the interference of obstacles and hostile targets. When the agents are to avoid being captured by the hostile targets, their trajectories have to be very close, which greatly increases the probability of collision between the agents. To avoid collision, the agents have to increase the distance between the trajectories, but this method increases the probability of being captured by the hostile targets. However, if circumnavigation in formation is used, the above problems can be well solved. In recent years, formation control of multi-agents system based on bearing measurements has attracted tremendous research interests [17], [21]–[24]. However, it is still a relatively new field to force multi-agents to circumnavigate multi-targets in formation on an elliptical trajectory without knowing the position and velocity of any target. Due to the potential to be applied to both the civilian and military areas, studying this kind of problem has strong practical significance.

When multiple agents locate and circumnavigate multiple unknown targets in formation on an elliptical trajectory, there will be many unexpected problems in the geometric center estimator design, controller design and stability analysis. For the geometric center estimator, the existing estimator is proposed by Shao and Tian [19], which is motivated by Chen et al. [25]. But the estimator requires the specific initialization, i.e., the sum of an intermediate state variable from each agent needs to be 0. This indicates that when an agent is suddenly dead or joined, the entire network must be re-initialized, which greatly decreases the efficiency of the network. In the gain design of the estimator, the existing method either need to know the global information of some variables or design the gain large enough. Obtaining global information can increase the communication resource overhead. And when the gain is set large enough, for the dynamic targets, the sign function can cause the system chattering significantly [20]. This means that we have to design a new estimator to solve the above problems. Then, the design of the circumnavigation controller is a cumbersome and complicated process. Unlike the formation on a circle, when the formation is completed on an ellipse, the design of tangential velocity becomes more complex because the angle between the axial velocity and the tangential velocity, as well as the trajectory radius (the distance between the agent on the desired elliptical trajectory and the targets center) is time-varying. Since the design of the tangential velocity involves the bearing information of itself and all neighbors, it is difficult to obtain the range of its own the velocity and the angular velocity. At the same time, the axial velocity and tangential velocity of the elliptical motion are not orthogonal, which indicates that the tangential velocity can affect the motion in the axial direction. As a result, the agents may always move toward or hit the targets or the geometric center of the targets. Therefore, in the design of the controller, we must consider how to solve these problems. Moreover, when the targets are dynamic, the geometric center which is just known as an estimate value in the controller design no longer converges to a constant, but moves with the targets. Therefore, when the targets are dynamic, apart from the influence of some time-varying variables and the design of the formation...
algorithm, the interference of the geometric center motion must also be considered. All these not only increase the design difficulty of the estimator and controller, but also make the stability analysis for the closed-loop system much more complicated.

This paper is an improvement and perfection of [20]. The main contribution of this paper is that it proposes an estimator and controller design framework for the multi-agents to collaboratively locate and circumnavigate multiple unknown targets in an elliptical formation by using bearing measurements. No similar existing results have been found. The specific contributions are listed as follows. (1) A new geometric center estimator is firstly established. When the estimator works, it does not require the specific initialization, which can effectively solve the problem that the system has to be re-initialized when an agent is suddenly dead or joined. In the gain design, the estimator introduces maximum consensus to calculate gain. So, each agent only needs to know some local information in the gain design without relying on the global information of some variables or designing the gain large enough, which further enhances the robustness of the algorithm. (2) Instead of designing corresponding controllers respectively, a unified circumnavigation controller is designed for the two cases of the stationary targets and the dynamic targets, which increases the practicality of this controller. And it is proved that even for the dynamic targets, the controller can force each agent to circumnavigate all targets in formation on the desired elliptical trajectory. (3) We prove that the whole algorithm is exponentially stable. The conditions of some gains in the circumnavigation controller are strictly derived. These conditions are very weak, and there exist a weak condition in which the controller can be simultaneously applied to both the stationary targets and the dynamic targets.

The rest of the paper is organized as follows. Section II is the problem statement. Section III presents the algorithm composed of a position estimator, a geometric center estimator and a circumnavigation controller. Section IV gives the stability analysis of the closed-loop system. A series of numerical simulations is presented in Section V. Section VI is the conclusion.

Notations of this paper are listed here. $\mathbb{Z}$, $\mathbb{R}$, $\mathbb{R}_{\geq 0}$ and $\mathbb{R}^m$ respectively denote the set of integers, the set of real numbers, the set of non-negative real numbers and $m$-dimensional real Euclidean space. $\mathbf{0}$ denotes $[0, \cdots, 0]^T$ with compatible dimensions. $I$ is an identity matrix. For a matrix $X$, $X^T$ is the transpose of $X$. $\parallel \cdot \parallel$ represents the absolute value, and $\parallel \cdot \parallel$ represents the Euclidean norm. An undirected graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ is used to denote the communication topology of the agents, where $\mathcal{V}=\{1, 2, \cdots, n\}$ is the set of agents, and $\mathcal{E}$ is the edge set which defines all the available communication links. We assume that no self-loop is contained in $\mathcal{G}$. Under $\mathcal{G}$, if $(i, j) \in \mathcal{E}$, it means that agent $i$ and agent $j$ can communicate with each other, and if $(i, j) \notin \mathcal{E}$, then they cannot communicate with each other. $\mathcal{N}_i$ is the set of neighbors of agent $i$. $\mathcal{O} = \{1, 2, \cdots, m\}$ is the set of targets. $N_i^O$, $i \in \mathcal{V}$ is the set of targets which can be measured the bearing information by agent $i$. $N_i^O, k \in \mathcal{O}$ is the set of agents which can measure the bearing information of target $k$. The Laplace matrix of graph $\mathcal{G}$ is defined as $L = [l_{ij}] \in \mathbb{R}^{n \times n}$, where $l_{ij} = -1$ when $i \neq j$ and $(i, j) \in \mathcal{E}$, $l_{ij} = 0$ when $i \neq j$ and $(i, j) \notin \mathcal{E}$, and $l_{ij} = -\sum_{j=1,j \neq i}^{n} l_{ij}$ when $i=j$. $\mathcal{L} \in \mathbb{R}^{(n-1) \times (n-1)}$ is defined as

$$
\mathcal{L} = \begin{bmatrix}
l_{22} - l_{12} & \cdots & l_{2n} - l_{1n} \\
\vdots & \ddots & \vdots \\
l_{n2} - l_{12} & \cdots & l_{nn} - l_{1n}
\end{bmatrix}.
$$

The edge set $\mathcal{E}$ can also be defined as $\mathcal{E} = \{e_1, \cdots, e_\ell\}$, where the edges are labeled according to the incoming links of agents 1 to $n$. The incidence matrix of the graph is defined as $C = [c_{ij}] \in \mathbb{R}^{n \times \ell}$, where $c_{ij} = -1$ when $e_j$ leaves agent $i$, $c_{ij} = 1$ when $e_j$ enters agent $i$, and $c_{ij} = 0$ otherwise. For the undirected graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, each undirected edge is considered as two distinct directed edges.

II. PROBLEM STATEMENT

There are $n$ agents, whose dynamics are defined by

$$
\dot{x}_i(t) = u_i(t), \quad i \in \mathcal{V},
$$

where $x_i(t)$ is the position of agent $i$, and $u_i(t)$ is the velocity of agent $i$, used as a control input. Assume that each agent knows its position $x_i(t) \in \mathbb{R}^2$, $i \in \mathcal{V}$. And there are $m$ targets whose positions $\xi_k(t) \in \mathbb{R}^2$, $k \in \mathcal{O}$ are unknown to any agent. But we assume that each target can be measured bearing information by at least one agent.

We use $\xi^*(t)$ to denote the geometric center of the multi-targets which is defined as

$$
\xi^*(t) = \frac{1}{m} \sum_{k=1}^{m} \xi_k(t).
$$

Fig. 2 shows the relationship between $x_i(t)$, $\xi_k(t)$, $r_i(t)$ and $\xi^*(t)$ in 2D space. The counterclockwise direction is assumed to be positive. $\theta_i^k(t)$ is the bearing angle of target $k$ measured by agent $i$. $\varphi_i^k(t)$ is the unit vector from $x_i(t)$ to $\xi_k(t)$.

![Figure 2. Relationship between $x_i(t)$, $\xi_k(t)$, $r_i(t)$ and $\xi^*(t)$](image-url)
i.e., \( \phi_i^k(t) = \begin{bmatrix} \cos \theta^k_i(t) \\ \sin \theta^k_i(t) \end{bmatrix} \). \( \phi_i^k(t) \) is obtained by \( \frac{3\pi}{2} \) counter-clockwise rotation of \( \phi_i^k(t) \). \( r_i(t) \) is used to denote the estimate of \( \xi^k(t) \) by agent \( i \). \( \psi_i(t) \) is the bearing angle of the vector from \( x_i(t) \) to \( r_i(t) \), and \( \phi_1(t) \) is the unit vector in this direction, i.e., \( \phi_1(t) = \begin{bmatrix} \cos \psi_1(t) \\ \sin \psi_1(t) \end{bmatrix} \). \( \psi_1(t) \) is the bearing angle of the vector onto the tangential velocity of agent \( i \), and \( \phi_1(t) \) is the unit vector in this direction, i.e., \( \phi_1(t) = \begin{bmatrix} \cos \psi_1(t) \\ \sin \psi_1(t) \end{bmatrix} \).

\( \rho_i(\psi_i(t)) \) is the distance from agent \( i \) to \( r_i(t) \) when agent \( i \) moves to the desired elliptical trajectory at \( \psi_i(t) \). \( a, b \) and \( \alpha \) are respectively the long semi-axes, the short semi-axes and the counter-clockwise rotation angle of the desired elliptical trajectory. And they are also referred to as the parameters of the elliptical trajectory. Note that these parameters are selected in advance according to the distribution of all targets.

Remark 1. For \( \theta_i^k(t) \) and \( \psi_i(t) \), we need to make a detailed explanation here. Our explanation contains two aspects: (1) First of all, since the bearing measurement technology is adopted in this paper, \( \theta_i^k(t) \) and \( \psi_i(t) \) are always well-defined when agent \( i \) can obtain the bearing information relative to target \( k \in N_i^O \) and the bearing information relative to \( r_i(t) \). In fact, although most of the above algorithms based on bearing measurement are not explicitly discussed, this point is also implicitly included in them. (2) Furthermore, when agent \( i \) is close enough to target \( k \in N_i^O \) or \( r_i(t) \) so that agent \( i \) cannot obtain the bearing information at instant \( t \), we can simply let the algorithm composed of the position estimator (3), the geometric center estimator (4) and the circumnavigation controller (5) not update. And at the next instant, agent \( i \) can leave target \( k \) or \( r_i(t) \) due to the rapid movement of agent \( i \). After leaving, the algorithm can continue to work normally.

Our goal is to design a control strategy so that all agents can circumnavigate each unknown target in a desired formation on a desired elliptical trajectory centered at \( \xi^k(t) \). Since the positions of \( \xi^k(t) \) and \( \xi^k(t) \) are unknown, we need to complete this goal by the following three steps. The first step is to call a bearing-only based position estimator so that \( \hat{\xi}_i(t) \), \( k \in N_i^O \) can be estimated by agent \( i \). The second step is to design a estimator to collaboratively estimate the geometric center \( \xi^k(t) \). The third step is to design a controller so that all agents can circumnavigate each target in desired formation on a desired elliptical trajectory centered at \( \xi^k(t) \). For the third step, it consists of the following three sub-goals:

1. \( \lim_{t \to \infty} \hat{\psi}_i(t) - \psi_i(t) = 0, i \in V \);  
2. \( \lim_{t \to \infty} \hat{\psi}_i(t) = c, i \in V \), where \( c \) is a constant that needs to be designed;  
3. \( \lim_{t \to \infty} \hat{\xi}_i(t) = \frac{2\pi}{n}, i \in V \), where \( \hat{\psi}_i(t), i = 1, 2, \ldots, n-1 \) is the angle between \( \phi_i^k(t) \) and \( \phi_{i+1}^k(t) \). Here \( \phi_i^k(t) \) is defined as \( \phi_i^k(t) = \frac{x_i(t) - x_o(t)}{\|x_i(t) - x_o(t)\|}, i \in V \).

The above three sub-goals are very necessary. The first sub-goal ensures that when the system is stable, all agents can circumnavigate all targets at the same angular velocity. The second sub-goal ensures that the desired angular velocity can be designed. The third sub-goal ensures that all agents can circumnavigate all targets in desired formation on the desired elliptical trajectory.

In fact, the problem considered in this paper can also be regarded as a tracking control problem. For this type of problem, some results have been achieved [26]. But compared with this paper, there are still some differences. The main difference is that in [26], some agents can directly obtain position of the targets in real time. Then, the multi-agents system can track the targets through the distributed control protocol. However, in this paper, the position and velocity information of each target cannot be obtained by any agent, and only some measurement (bearing measurement) can be used to estimate the position and velocity of each target to further perform the tracking task.

Next, we will show the algorithm composed of the position estimator, the geometric center estimator and the circumnavigation controller in detail.

### III. FORMATION CIRCUMNAVIGATION

To estimate target \( k \)'s position based on the bearing measurements \( \theta_i^k(t) \) and agent \( i \)'s location \( x_i(t) \), the following position estimator which was firstly designed by Deghat et al. [13], [14] needs to be used.

\[
\hat{\xi}_k^i(t) = k_i(I - \phi_i^k(t)\phi_i^k(t)^T)(x_i(t) - \hat{\xi}_k^i(t)),
\]

where \( \hat{\xi}_k^i(t) \) is the estimate of \( \xi_k(t) \) by agent \( i \), \( k_i \) is a positive constant gain that needs to be designed, \( \phi_i^k(t)\phi_i^k(t)^T \) is a projection matrix onto the vector \( \phi_i^k(t) \). Further, \( I - \phi_i^k(t)\phi_i^k(t)^T \) is a projection matrix onto the vector \( \hat{\phi}^k_i(t) \).

Taking the stationary targets as an example, Fig. 3 shows the geometric illustration of the estimator (3). According to (3) and Fig. 3, \( \hat{\xi}_k^i(t) \) moves perpendicularly to the line passing through \( x_i(t) \) and \( \hat{\xi}_k^i(t) \) at time \( t \). At the next time \( t_2 > t_1 \), \( \hat{\xi}_k^i(t_2) \) moves perpendicularly to the line passing through \( x_i(t_2) \) and \( \hat{\xi}_k^i(t_2) \). Let \( \hat{\xi}_k^i(t_2) = \hat{\xi}_k^i(t(t(t_2)) \hat{\xi}_k^i(t_2) \). The goal of the estimator (3) is that \( \hat{\xi}_k^i(t) \) converges to \( \theta \). From Fig. 3, we can get \( \|\hat{\xi}_k^i(t_2)\| < \|\xi_k^i(t_1)\| \). Therefore, as long as the trajectory of the agent fulfills a certain condition, \( \hat{\xi}_k^i(t) \) can converge to \( \hat{\xi}_k^i(t) \) under the control of the estimator. In fact, the condition is that the unit
vector \( \hat{\rho}_i(t) \) is persistently exciting, which will be discussed in detail below.

Considering the estimated position \( \hat{\xi}_i(t) \), the following multi-targets geometric center estimator which is motivated by George and Freeman [27] is designed to collaboratively estimate the geometric center \( \xi^*(t) \).

\[
\dot{\xi}_i(t) = \text{sgn}_+(\sum_{j \in \mathcal{N}_i} (e_j(t) - e_i(t)))
\]

\[
\dot{\omega}_i(t) = -e_i(t)\text{sgn}\left(\sum_{j=1}^{n} c_{ij}r_j(t)\right),
\]

\[
r_j(t) = \sum_{j=1}^{\ell} c_{ij}\omega_j(t) + \frac{n}{m} \sum_{k \in \mathcal{N}_i^O} \frac{1}{|\mathcal{N}_k^V|} \hat{\xi}_k(t),
\]

where \( e_i(t) \) is a positive gain; \( \text{sgn}_+(x) = 1 \) when \( x > 0 \), and 0 otherwise; \( \omega_j(t) \) is an intermediate state variable; and \( \text{sgn}(\cdot) \) is a standard sign function. Note that the sign functions can ensure the estimator converges in a finite time, but they can also cause the system chattering.

**Remark 2.** For the stationary targets, the problem of estimating the positions of the targets and their geometric center in this paper is a special case of the network localization problem considered in [28]. However, for the dynamic targets, we need to use the geometric center estimator (4) which is based on dynamic average consensus (DAC) and is also applicable to the stationary targets to estimate the geometric center of the targets.

**Remark 3.** Compared with [20], the estimator (4) proposed in this paper does not require any specific initialization, i.e., \( \sum_{j=1}^{n} \omega_j(t_0) = 0 \), where \( \omega_j(t) \) is an intermediate state variable similar to \( \omega_j(t) \). This design can effectively solve the problem that the system needs to be re-initialized when an agent is suddenly dead or joined, which improves the work efficiency of the system. As shown in Lemma 4, in the design of the gain in (4), each agent only needs to know some local information without relying on the global information of some variables or designing the gain large enough, which further enhances the robustness of the estimator.

Then, to force all agents to circumnavigate all targets in desired formation on the desired elliptical trajectory, the following distributed controller is designed.

\[
u_i(t) = \eta_i(\hat{\rho}_i(t) - \rho_d(\psi_i(t)))\phi_i(t) - \dot{\phi}_i(t) + \frac{\eta_i(\hat{\rho}_i(t) - \rho_d(\psi_i(t)))}{\sin(\psi_i(t) - \phi_i(t))}(\omega^*)
\]

\[
+ \sum_{j \in \mathcal{N}_i} (\psi_j(t) - \psi_i(t) - (j - i)\frac{2\pi}{n}),
\]

where \( \rho^*_i(t) = \|r_i(t) - x_i(t)\| \) is the distance from \( x_i(t) \) to \( r_i(t) \), which can be obtained based on the estimate of the target’s position; \( v_i(t) \) is the linear velocity of agent \( i \); both \( \eta_i \) and \( \eta \) are positive constant gains that need to be designed; \( \omega^* \) is a positive constant that also needs to be designed; and the calculation formulas of \( \phi_i(t) \) and \( \rho_d(\psi_i(t)) \) based on the measurements \( \psi_i(t) \) are given in [20]. In fact, the values of \( \eta \) and \( \omega^* \) determine the angular velocity of each agent.

**Remark 4.** The distributed circumnavigation controller (5) consists of two parts. The first part \( \eta_i(\rho_i(t) - \rho_d(\psi_i(t)))\phi_i(t) \) can force agent \( i \) to move to the elliptical trajectory centered at \( r_i(t) \). \( \eta_i \) is used to adjust the velocity of agent \( i \) when the agent moves to the geometric center of the targets and ensure that the agent does not always move towards or hit the geometric center. When \( \|\hat{\rho}_i(t) - \rho_d(\psi_i(t))\| = 0 \), the first part can be eliminated, which indicates that the agent is on the desired elliptical trajectory. The remaining part \( v_i(t)\phi_i(t) \) can force agent \( i \) to circumnavigate each target in desired formation on the elliptical trajectory. \( \eta_i \) is used to adjust the tangential velocity of the agent. There is a denominator term in \( v_i(t) \), which is caused by forming a formation on the ellipse. In the following, it will be given that this denominator term is never equal to 0.

**IV. STABILITY ANALYSIS**

To ensure that all agents can circumnavigate all targets in formation on the desired elliptical trajectory, the following two assumptions which are also included in [19], [20] are necessary.

**Assumption 1:** The graph \( \mathcal{G} \) is undirected and connected.

**Assumption 2:** The distance between any two targets satisfies

\[
\max_{i,j \in \mathcal{G}, i \neq j} \|\xi_i(t) - \xi_j(t)\| < 2b.
\]

These two assumptions are very reasonable. Assumption 1 is a common assumption for a multi-agents system and the DAC problem. Note that for the directed and connected graph \( \mathcal{G} \), different situations need to be discussed further. When the topology is a spanning tree, the estimator (4) can also work, but it obviously cannot converge to the geometric center of the targets. When the topology is a directed and balanced graph, asymptotic convergence may be available. But faster convergence, such as exponential convergence and finite time convergence, may be difficult to obtain or need to further research. Assumption 2 ensures that the distance between all targets is bounded, and all targets can be elliptically surrounded by each agent, making the circumnavigation have a certain physical meaning. Note that in practical applications, some rough prior information is needed for the determination of \( b \) in the assumption. For example, in some military reconnaissance, our satellites can roughly determine the range of activities of all hostile targets in advance. Then, in order to accurately reconnoitre this area, we only need to set \( b \) larger than the maximum radius of this area. Actually, our algorithm can also cope with the case which the distance between the targets is large enough or divergent due to the velocity difference. We can first group the targets so that the distance between each group of targets is bounded and small. Then, some prior information is used to determine \( b \) of each group. Finally, the agents are divided into the same number of groups, and the agents between different groups are set to
no longer communicate with each other. At this time, each group of the agents can use the algorithm to complete the task of position estimation and reconnoissance.

\[
\acute{\xi}(t) = \frac{1}{n} \sum_{i=1}^{n} \sum_{m} \sum_{k \in N_i} \frac{1}{|N_k|} \xi_k(t).
\]

It is obvious that \(\acute{\xi}(t) \rightarrow \frac{1}{m} \sum_{k=1}^{m} \xi_k(t) = \xi^*(t)\) as \(\acute{\xi}_k(t) \rightarrow \xi_k(t)\). Before analyzing the stability of the algorithm, we need the following lemmas.

**Lemma 1 [29]:** All eigenvalues of matrix \(\tilde{L}\) have positive real parts if and only if a graph is connected.

**Lemma 2 (30), (31):** Let \(V(\cdot) : \mathbb{R}^m \rightarrow \mathbb{R}^m\). Then \(\dot{x} = -V^T \dot{x}\) is exponentially asymptotically stable if and only if there exist some positive constants \(\sigma_1, \sigma_2, T\) such that for any \(t_0 \in \mathbb{R}^m\)

\[
\sigma_1 \leq \int_{t_0}^{t_0+T} (U^T V(t))^2 dt \leq \sigma_2,
\]

is satisfied, where \(U \in \mathbb{R}^m\) is an any constant unit vector. And \(V(\cdot)\) is persistently exciting (PE) if (7) is satisfied.

**Lemma 3 [32]:** If the coefficient matrix \(A(t)\) is continuous for all \(t \in [0, \infty)\) and constants \(\bar{a} > 0, \bar{b} > 0\) exist such that for every solution of the homogeneous differential equation \(\dot{x}(t) = A(t)x(t)\), one has \(\|x(t)\| \leq \bar{b}\|x(t_0)\|e^{-\bar{a}(t-t_0)}\), \(0 \leq t_0 \leq t < \infty\), then for each \(f(t)\) bounded and continuous on \([0, \infty)\), every solution of the nonhomogeneous equation \(\dot{x}(t) = A(t)x(t) + f(t), x(t_0) = 0\) is also bounded for \(t \in [0, \infty)\). In particular, if \(\|f(t)\| \leq K_f < \infty\) then the solution of the perturbed system satisfies \(\|x(t)\| \leq \bar{b}\|x(t_0)\|e^{-\bar{a}(t-t_0)} + \frac{bK_f}{1 - e^{-\bar{a}(t-t_0)}}\).

**Lemma 4:** Consider the geometric center estimator (4). Let \(f_i(t) = \frac{1}{m} \sum_{k \in N_i} \frac{1}{|N_k|} \xi_k(t).
\]

The undirected connected graph \(G\), if \(\xi_k(t), i \in V, k \in N_i\) is bounded, and \(\varepsilon_i(t_0) > \sup_{t \in [0, \infty)} \|f_i(t)\|\), then \(\|r_i(t) - \xi_k(t)\|\) converges to 0 in a finite time, i.e., there exists a positive constant \(M\) such that \(\lim_{t \to M} \|r_i(t) - \xi_k(t)\| = 0\).

**Proof:** The proof contains two steps. Firstly, we prove that for each agent, \(\varepsilon_i(t) \in \dot{\xi}(t) = \frac{\sin \psi_i(t)}{\cos \psi_i(t)} \sum_{j \in N_i} (\xi_j(t) - r_i(t))\) reach consensus on \(\varepsilon_{\max} = \max \{\varepsilon_1(t_0), \ldots, \varepsilon_n(t_0)\}\) in a finite time. The proof of this step can be found in [33]. Then, we prove that \(\|r_i(t) - \xi_k(t)\|\) converges to 0 in a finite time. The proof of this step can be found in [27].

**Remark 5:** When \(\varepsilon_i(t_0)\) is initialized, only local \(f_i(t)\) need to be considered. This is weaker than the condition of the gain in [19], [20], which requires that each agent knows the upper bounds of all \(f_i(t)\).

To facilitate stability analysis below, we list the calculation formulas of \(\psi_1(t)\) and \(\rho_2(\psi_1(t))\) based on the measurements \(\psi_i(t)\), which are given in [20].

\[
\cos \psi_1(t) = \frac{a^2 \sin \psi_i(t) \cos \alpha + b^2 \cos \psi_i(t) \sin \alpha}{\sqrt{a^4 \sin^2 \psi_i(t) + b^2 \cos^2 \psi_i(t) - \alpha}},
\]

(8)

\[
\sin \psi_1(t) = \frac{a^2 \sin \psi_i(t) \sin \alpha - b^2 \cos \psi_i(t) \cos \alpha}{\sqrt{a^4 \sin^2 \psi_i(t) + b^2 \cos^2 \psi_i(t) - \alpha}},
\]

(9)

\[
\rho_2(\psi_1(t)) = \frac{ab}{\sqrt{a^2 \sin^2 \psi_i(t) + b^2 \cos^2 \psi_i(t) - \alpha}}.
\]

(10)

Next, we will study the stability of the algorithm in two cases: the stationary targets and the dynamic targets.

**A. STATIONARY TARGETS**

Let \(\rho_1(t) = \|\xi_k(t) - \xi_k(t_0)\|, \rho_2(t) = \|\xi^*(t) - \xi_k(t_0)\|\) and \(\tilde{r}_i(t) = r_i(t) - \xi_k(t)\). Then, under the above four lemmas, we will prove that \(\tilde{r}_i(t), \rho_1(t)\) and \(\rho_2(t)\) are all exponentially convergent, and \(\tilde{\xi}_k(t)\) and \(\tilde{r}_i(t)\) exponentially converge to 0.

**Proposition 1:** Consider the position estimator (3), the geometric center estimator (4) and the circumnavigation controller (5). Under Assumptions 1-2, there exist \(\varepsilon_i(t_0)\) in (4) and \(\eta_i > 0, \eta > 0\) and \(\omega > 0\) in (5) such that

(1) \(\rho_1(t), \rho_2(t)\) and \(\tilde{r}_i(t)\) are bounded;

(2) \(\tilde{\xi}_k(t)\) and \(\tilde{r}_i(t)\) exponentially converge to 0.

**Proof:** (1) The proof contains two steps. Firstly, we prove the convergence of \(\tilde{r}_i(t)\). Then, we prove the boundedness of some variables.

Now, we prove the first step. By considering \(\varphi_i^k(t)^T \varphi_i^k(t) = 1\) and by combining (3), we have that

\[
\tilde{\xi}_k(t) = k_i (\rho_1(t) - \varphi_i^k(t) \varphi_i^k(t)^T \rho_2(t) - \tilde{\xi}_k(t))
\]

\[
= -k_i (\rho_1(t) \varphi_i^k(t) \varphi_i^k(t)^T) \tilde{\xi}_k(t)
\]

\[
= -k_i \varphi_i^k(t) \varphi_i^k(t)^T \tilde{\xi}_k(t).
\]

(11)

Since \(\varphi_i^k(t)\) is a vector obtained by \(\frac{3\pi}{2}\) counterclockwise rotation of \(\varphi_i^k(t)\), and

\[
\varphi_i^k(t) = \left[ \begin{array}{c} \cos \theta_i^k(t) \\ \sin \theta_i^k(t) \end{array} \right],
\]

we have that

\[
\varphi_i^k(t) = \left[ \begin{array}{c} \cos \frac{3\pi}{2} \\ -\sin \frac{3\pi}{2} \end{array} \right] = \left[ \begin{array}{c} \sin \theta_i^k(t) \\ \cos \theta_i^k(t) \end{array} \right] = \left[ \begin{array}{c} \cos \theta_i^k(t) \\ -\sin \theta_i^k(t) \end{array} \right].
\]

By choosing a Lyapunov function \(V_i^k(t) = \frac{1}{2} \tilde{\xi}_k(t)^T \tilde{\xi}_k(t)\) and by combining (11), we can get

\[
\dot{V}_i^k(t) = -k_i \|\varphi_i^k(t) \tilde{\xi}_k(t)\|^2 \leq 0.
\]

(12)

So, (11) is uniformly stable, and \(\tilde{\xi}_k(t)\) eventually converges to a constant vector but not necessarily 0.

Since \(\tilde{\xi}_k(t) = \tilde{\xi}_k(t) - \xi_k(t)\) and \(\xi_k(t)\) is stationary, \(\tilde{\xi}_k(t)\) eventually converges to a constant vector. Then, \(\tilde{\xi}_k(t)\) eventually converges to 0. Obviously, there exists \(\varepsilon_i(t_0)\) such that \(\varepsilon_i(t_0) > \sup_{t \in [0, \infty)} \|f_i(t)\|\). According to Lemma 4, we have that there exists a positive constant \(M > 0\) such that \(\lim_{t \to M} \|r_i(t) - \xi_k(t)\| = 0\). Since \(\tilde{\xi}_k(t)\) eventually converges
to \(\mathbf{0}\), \(\xi(t)\) eventually converges to \(\mathbf{0}\) according to (6). Thus, \(\dot{r}_i(t)\) eventually converges to \(\mathbf{0}\).

Then, we consider that \(\dot{\rho}^*_{i}(t)\) does not tend to 0. For the problem, we only need to prove that when \(\dot{\rho}^*_{i}(t) = \rho^*_i(\psi_i(t))\), the velocity in the axial direction of agent \(i\) relative to \(r_i(t)\) does not tend to 0. The velocity is \(\eta(\dot{\rho}^*_i(\psi_i(t)) - \dot{\rho}^*_i(t)) - v_i(t)\cos(\psi_i(t) - \psi_{11}(t)) + \dot{r}_i(t)^2 \phi_i(t)\). Since \(\dot{r}_i(t)\) eventually converges to \(\mathbf{0}\), we only need consider that \(\eta(\dot{\rho}^*_i(\psi_i(t)) - \dot{\rho}^*_i(t)) - v_i(t)\cos(\psi_i(t) - \psi_{11}(t))\) does not tend to 0. For \(v_i(t)\cos(\psi_i(t) - \psi_{11}(t))\), it is either bounded or divergent. When \(v_i(t)\cos(\psi_i(t) - \psi_{11}(t))\) is bounded, it is obvious that there exists \(\eta_i > 0\) such that \(\eta(\dot{\rho}^*_i(\psi_i(t)) - \dot{\rho}^*_i(t)) - v_i(t)\cos(\psi_i(t) - \psi_{11}(t))\) does not tend to 0. When \(v_i(t)\cos(\psi_i(t) - \psi_{11}(t))\) is divergent, since \(\eta(\dot{\rho}^*_i(\psi_i(t)) - \dot{\rho}^*_i(t)) - v_i(t)\cos(\psi_i(t) - \psi_{11}(t))\) is bounded, there exists \(\eta_i > 0\) such that \(\eta(\dot{\rho}^*_i(\psi_i(t)) - \dot{\rho}^*_i(t)) - v_i(t)\cos(\psi_i(t) - \psi_{11}(t))\) does not tend to 0. Thus, there exists \(\eta_i > 0\) such that \(\dot{\rho}^*_i(t)\) does not tend to 0.

To make (5) meaningful, we need to consider that \(\sin(\psi_i(t) - \psi_{11}(t))\) does not tend to 0. According to (8) and (9), we have

\[
\sin(\psi_i(t) - \psi_{11}(t)) = \frac{a^2 \sin^2(\psi_i(t) - \alpha) + b^2 \cos^2(\psi_i(t) - \alpha)}{\sqrt{a^4 \sin^2(\psi_i(t) - \alpha) + b^4 \cos^2(\psi_i(t) - \alpha)}}. \tag{13}
\]

Obviously, \(\sin(\psi_i(t) - \psi_{11}(t)) \in [\frac{2ab}{a^2 + b^2}, 1]\). Thus, \(\sin(\psi_i(t) - \psi_{11}(t))\) does not tend to 0.

Since \(\dot{\rho}^*_i(t)\) and \(\sin(\psi_i(t) - \psi_{11}(t))\) do not tend to 0, according to the relationship between linear velocity \(v_i(t)\) and angular velocity \(\dot{\psi}_i(t)\), we have

\[
\dot{\psi}_i(t) = \frac{v_i(t) \sin(\psi_i(t) - \psi_{11}(t)) - v_{11}(t)}{\dot{\rho}^*_i(t)} = \eta \sum_{j \in N_i} (\psi_i(t) - \psi_j(t) - (i - j) \frac{2\pi}{n}) + \eta \alpha^* - \frac{v_{11}(t)}{\dot{\rho}^*_i(t)}, \tag{14}
\]

where \(v_{11}(t)\) is the velocity component of \(r_i(t)\) onto \(\phi_i(t)\), which is obtained by \(\frac{2\pi}{n}\) counterclockwise rotation of \(\phi_i(t)\). Since \(\dot{r}_i(t)\) eventually converges to \(\mathbf{0}\), both \(v_{11}(t)\) and \(\frac{v_{11}(t)}{\dot{\rho}^*_i(t)}\) eventually converge to 0.

Let \(\dot{\psi}_i(t) = \psi_i(t) - \psi_{11}(t) - (i - 1) \frac{2\pi}{n}, i = 1, 2, 3, \ldots, n\). Note that \(\dot{\psi}_i(t) = 0\). Then, considering (14), we have

\[
\dot{\psi}_i(t) = \dot{\psi}_i(t) - \psi_{11}(t) = \eta \sum_{j \in N_i} (\psi_j(t) - \psi_i(t) - (i - j) \frac{2\pi}{n}) - \eta \sum_{j \in N_i} (\psi_j(t) - \psi_{11}(t) - (i - 1) \frac{2\pi}{n}) - v_{11}(t) - \frac{v_{11}(t)}{\dot{\rho}^*_i(t)} = \eta \sum_{j \in N_i} (\dot{\psi}_j(t) - \dot{\psi}_i(t) - \frac{2\pi}{n}) = \eta \sum_{j \in N_i} \psi_j(t) - \dot{\psi}_i(t) - \frac{2\pi}{n} = \eta \sum_{j \in N_i} \frac{v_{11}(t)}{\dot{\rho}^*_i(t)} + \frac{v_{11}(t)}{\dot{\rho}^*_i(t)} = \frac{v_{11}(t)}{\dot{\rho}^*_i(t)}.
\]

Since \(\dot{\psi}_i(t) - \dot{\psi}_{11}(t) = 0\) when \(j = i\) and \(\sum_{j=1}^{n} l_{ij} = 0\), equation (15) can be written as

\[
\dot{\psi}_i(t) = -\eta \sum_{j=1}^{n} l_{ij} (\dot{\psi}_j(t) - \dot{\psi}_i(t)) + \eta \sum_{j=1}^{n} l_{ij} \dot{\psi}_j(t) + \frac{v_{11}(t)}{\dot{\rho}^*_i(t)} - \frac{v_{11}(t)}{\dot{\rho}^*_i(t)}.
\]

When \(i = 1\), \(\dot{\psi}_i(t) = 0\). This is a very obvious result. So, we only need to consider the case of \(i = 2, 3, \ldots, n\). When \(i = 2, 3, \ldots, n\), equation (15) can be written as the following matrix.

\[
\dot{\psi}_i(t) = -\eta L \psi_i(t) + A(t), \tag{16}
\]

where \(\dot{\psi}_i(t) = [\dot{\psi}_2(t), \dot{\psi}_3(t), \ldots, \dot{\psi}_n(t)]^T\), and \(A(t) = [-\frac{v_{21}(t)}{\dot{\rho}^*_i(t)} + \frac{v_{11}(t)}{\dot{\rho}^*_i(t)}, -\frac{v_{31}(t)}{\dot{\rho}^*_i(t)} + \frac{v_{11}(t)}{\dot{\rho}^*_i(t)}, \ldots, -\frac{v_{n1}(t)}{\dot{\rho}^*_i(t)} + \frac{v_{11}(t)}{\dot{\rho}^*_i(t)}]^T.\)

The solution of (16) is

\[
\psi(t) = Q(t, t_0) \psi(t_0) + \int_{t_0}^{t} Q(t, \tau) A(\tau) d\tau, t > t_0, \tag{17}
\]

where \(Q(t, t_0)\) is the state-transition matrix.

According to Lemma 1, we have that the solution of the homogeneous differential equation \(\dot{\psi}_i(t) = -\eta L \psi_i(t)\) exponentially converges to \(\mathbf{0}\), i.e., there exist constants \(\tilde{a} > 0, \tilde{b} > 0\) such that \(\|\dot{\psi}_i(t)\| \leq \|\psi(t_0)\| \|Q(t, t_0)\| \leq \tilde{a} \|\dot{\psi}(t_0)\| e^{-\tilde{a}(t-t_0)}\).
Then, we have $\|Q(t,t_0)\| \leq \bar{b} e^{-\bar{a}(t-t_0)}$. Thus, considering (17), we can get
\[
\|\hat{\psi}(\tau)\| \leq \bar{b}\|\hat{\psi}(t_0)\|e^{-\bar{a}(t-t_0)}
+ \bar{b} \int_{t_0}^{t} e^{-\bar{a}(\tau-t)}\|A(\tau)\|d\tau, \quad t > t_0.
\] (18)

When $t_1 > t_0$, we use $\tilde{A}^{f}_{t_0}$ to denote the maximum value of $\|A(\tau)\|$ in $[t_0, t_1]$. Considering (18), we have
\[
\|\hat{\psi}(\tau)\| \leq \bar{b}\|\hat{\psi}(t_0)\|e^{-\bar{a}(t-t_0)}
+ \bar{b} \int_{t_0}^{t_1} e^{-\bar{a}(\tau-t)}\|A(\tau)\|d\tau
\leq \bar{b}\|\hat{\psi}(t_0)\|e^{-\bar{a}(t-t_0)}
+ \bar{b}\tilde{A}^{f}_{t_0} e^{-\bar{a}(t-t_0)}.
\] (19)

Since $\|\tilde{A}^{f}_{t_0}\|$ eventually converge to 0, $-\frac{\tilde{A}^{f}_{t_0}}{\rho_i^{(k)}}$ eventually converge to 0. Then, $\tilde{A}^{f}_{t_0} \to 0$ as $t_1 \to \infty$. Thus, when $t \to \infty$, $t-t_1 \to \infty$ and $t_1 \to \infty$, $\hat{\psi}(\tau)$ eventually converge to 0. That is, $\psi_i(t)$ eventually converge to $\psi_i(t) + (i-1)\frac{\pi}{2}$.

Then, $v_i(t)$ in (5) can be written as $v_i(t) = \frac{\eta(\omega^* + \zeta_i(t))\hat{\psi}_i(t)}{\sin(\hat{\psi}_i(t) - \psi_i(t))}$, where $\zeta_i(t)$ eventually converges to 0. That is, $v_i(t)$ eventually converge to $\frac{\eta(\omega^* + \zeta_i(t))\hat{\psi}_i(t)}{\sin(\hat{\psi}_i(t) - \psi_i(t))}$.

Next, we prove the boundedness of some variables. Since $\hat{\psi}_i(t) = \|x_i(t) - r_i(t)\| = ((x_i(t) - r_i(t))^T(x_i(t) - r_i(t)))^{1/2}$, we have that
\[
\hat{\psi}_i(t) = \frac{1}{2}((x_i(t) - r_i(t))^T(x_i(t) - r_i(t)))^{-1/2} \times ((x_i(t) - r_i(t))^T(x_i(t) - r_i(t)))'
= -\hat{\psi}_i(t)^T \hat{\psi}_i(t)
= -\eta_i \hat{\psi}_i(t) + \eta_i \rho_d(\psi_i(t)) - v_i(t)\phi_1(t)\hat{\psi}_i(t)
+ \hat{\psi}_i(t)\phi_1(t).
\] (20)

According to (8) and (9), we have
\[
\phi_1(t)^T \phi_1(t) = \frac{(a^2 - b^2)\sin(\psi_i(t) - \alpha)\cos(\psi_i(t) - \alpha)}{a^2 \sin^2(\psi_i(t) - \alpha) + b^2 \cos^2(\psi_i(t) - \alpha)}.
\] (21)

By combining (20) and (21), we have
\[
\hat{\psi}_i(t) = \hat{\psi}_i(t) + \frac{\eta_i \rho_d(\psi_i(t)) + \hat{\psi}_i(t)^T \phi_1(t)}{\eta_i \rho_d(\psi_i(t)) + \hat{\psi}_i(t)^T \phi_1(t)}
- \frac{\eta(\omega^* + \zeta_i(t))\hat{\psi}_i(t)(a^2 - b^2)\sin(\psi_i(t) - \alpha)\cos(\psi_i(t) - \alpha)}{a^2 \sin^2(\psi_i(t) - \alpha) + b^2 \cos^2(\psi_i(t) - \alpha)}.
\] (22)

Define $\delta_1(t)$ as
\[
\delta_1(t) = \frac{\eta_i \rho_d(\psi_i(t)) + \hat{\psi}_i(t)^T \phi_1(t)}{\eta_i \rho_d(\psi_i(t)) + \hat{\psi}_i(t)^T \phi_1(t)}
- \frac{\eta(\omega^* + \zeta_i(t))\hat{\psi}_i(t)(a^2 - b^2)\sin(\psi_i(t) - \alpha)\cos(\psi_i(t) - \alpha)}{a^2 \sin^2(\psi_i(t) - \alpha) + b^2 \cos^2(\psi_i(t) - \alpha)}.
\] (23)

and define $\delta_2(t)$ as
\[
\delta_2(t) = \eta_i \rho_d(\psi_i(t)) + \hat{\psi}_i(t)^T \phi_1(t).
\] (24)

Since $\frac{(a^2 - b^2)\sin(\psi_i(t) - \alpha)\cos(\psi_i(t) - \alpha)}{a^2 \sin^2(\psi_i(t) - \alpha) + b^2 \cos^2(\psi_i(t) - \alpha)}$ is bounded obviously and $\zeta_i(t)$ eventually converges to 0, (22) can be written as
\[
\hat{\psi}_i(t) = \eta_i \delta_1(t) + \zeta_i(t) + \delta_2(t).
\] (25)

Since $-\frac{\eta^*}{\rho_i} \leq \frac{(a^2 - b^2)\sin(\psi_i(t) - \alpha)\cos(\psi_i(t) - \alpha)}{a^2 \sin^2(\psi_i(t) - \alpha) + b^2 \cos^2(\psi_i(t) - \alpha)} \leq \frac{a^2 - b^2}{2ab},
\eta_i - \frac{\eta^*}{\rho_i} \leq \frac{(a^2 - b^2)\sin(\psi_i(t) - \alpha)\cos(\psi_i(t) - \alpha)}{a^2 \sin^2(\psi_i(t) - \alpha) + b^2 \cos^2(\psi_i(t) - \alpha)} \leq \frac{\eta^*}{\rho_i} + \frac{a^2 - b^2}{2ab} + \zeta_i(t).$ Then, when the values of $\eta_i$ and $\omega^*$ are set to satisfy inequality $\eta_i > \frac{\eta^*}{\rho_i} + \frac{a^2 - b^2}{2ab}$, there always exist a constant $\lambda_1$ and a sufficiently large time $t_1 > t_0$ such that $\eta_i + \delta_1(t) + \zeta_i(t) > \lambda_1, \quad t > t_1.$ (26)

So, we have that the solution of the homogeneous differential equation $\hat{\psi}_i(t) = \eta_i \delta_1(t) + \zeta_i(t)$ exponentially converges to 0. According to (10), $\rho_d(\psi_i(t))$ is bounded. Since $\hat{\psi}_i(t)$ eventually converges to 0, $\delta_2(t)$ is bounded obviously. Then, according to Lemma 3, $\hat{\psi}_i(t)$ is bounded.

Let $\hat{l}_k(t) = \|\tilde{e}_k(t) - \hat{\xi}_k(t)\|$. The relationship between $\hat{\psi}_i(t)$, $\|\tilde{e}_k(t)\|$, $\hat{\psi}_i(t)$, $\hat{l}_k(t)$, $\hat{\psi}_i(t)$, $\hat{l}_k(t)$, $\hat{\psi}_i(t)$, $\|\tilde{e}_k(t)\|$ and $\hat{\psi}_i(t)$ is shown in Fig. 4.

Then, by triangle inequality, we have that
\[
\rho_i(t) \leq \rho_i(t) + \hat{l}_k(t),
\] (27)

\[
\rho_i(t) \leq \rho_i(t) + \hat{l}_k(t).
\] (28)

Since $\hat{\psi}_i(t)$ eventually converges to a constant vector, $\hat{\psi}_i(t)$ is bounded according to (6). Considering $\lim_{t \to M} \|r_i(t) - \hat{\psi}_i(t)\| = 0$, we have that $r_i(t)$ is bounded. Since all targets are stationary, $\|\tilde{e}_k(t)\|$ is bounded. According to Assumption 2, $l_k(t)$ is bounded obviously. Since $\hat{\psi}_i(t)$ is bounded, $\rho_i(t)$ and $\rho_i(t)$ are both bounded. Since $\hat{\psi}_i(t)$ eventually converges to a constant vector, $\rho_i(t)$ is bounded.

(2) We prove it by contradiction. Assume that at least one $\hat{\psi}_i(t), i \in \mathcal{V}, k \in \mathcal{N}_k^{(i)}$ is not PE. Since $\psi_i(t)$ converge to $\psi_i(t) + (1-i)\frac{\pi}{2}$ and $\hat{\psi}_i(t)$ converge to 0, by considering (14), we have that for an arbitrarily small positive constant $\zeta_2$, there exists a sufficiently large time $t_2 > t_1$ such that
\[
\psi_i(t) > \eta \omega^* - \zeta_2, \quad t > t_2.
\] (29)
Fig. 5 shows the relationship between $\psi_i(t)$, $\theta_i(t)$, and $\beta_i(t)$, where $\gamma_i(t)$ is the angle between $U$ and $\phi_i(t)$, $\theta_i(t)$ is the bearing angle of $\phi_i(t)$, and $\beta_i(t)$ is the bearing angle of $\psi_i(t)$. Since $U$ is a constant unit vector, $\theta_i(t) - \gamma_i(t)$ is a constant. Since $\phi_i(t)$ is obtained by $3\pi T \over 2$ counterclockwise rotation of $\psi_i(t)$, $\beta_i(t) - \theta_i(t) = 3\pi T \over 2$. Then, we have

$$
\frac{d\psi_i(t)}{dt} = \frac{d\beta_i(t)}{dt} = \frac{d\theta_i(t)}{dt}. \tag{30}
$$

Since $U$ and $\phi_i(t)$ are both unit vectors, (7) can be written as

$$
\sigma_1 \leq \frac{1}{T} \int_{t_0}^{t_0+T} \cos^2 \gamma_i(t) dt \leq \sigma_2. \tag{31}
$$

Since $\cos(\cdot) \leq 1$, the right side of (31) is true obviously. So, only the left side of (31) need to be proved.

Considering (29), we have that $\psi_i(t)$ is a strict monotone function when $t > t_2$. Then, $\psi_i(t)$ does not eventually converge to a constant. Since $\rho_i^\ast(t)$ and $\rho_i(t)$ are bounded, $\theta_i(t)$ does not eventually converge to a constant, i.e., $\frac{d\theta_i(t)}{dt}$ does not eventually converge to 0. By (30), $\frac{d\psi_i(t)}{dt}$ also does not eventually converge to 0. Then, $\psi_i(t)$ does not eventually converge to a constant. Thus, when $t > t_3$, we can always to find some positive constants $\sigma_1 > 0$ and $T > 0$ to make the left side of (31) true. So, $\psi_i(t)$ is PE.

This result contradicts the assumption, and the assumption is not true. Therefore, $\phi_i(t)$, $\forall i \in \mathcal{V}$, $k \in \mathbb{N}_0^C$ is PE and $\xi_i(t)$ exponentially converges to 0. Thus, $\xi_i(t)$ exponentially converges to $\xi_i(t)$. Further, $\xi_i(t)$ exponentially converges to $\xi_i(t)$ in a finite time, $r_i(t)$ exponentially converges to $\xi_i(t)$ obviously. Thus, $\tilde{r}_i(t) = r_i(t) - \xi_i(t)$ exponentially converges to 0. The proof is completed. □

Remark 6: $\omega_\ast$ can also take a negative constant. When $\omega_\ast < 0$, it means that each agent $i$ circumnavigates these targets clockwise. And the stability analysis process of this case is the same as the process when $\omega_\ast > 0$.

Theorem 1: Consider the position estimator (3), the geometric center estimator (4) and the circumnavigation controller (5). Under Assumptions 1-2, there exist $\tilde{r}_i(t_0)$ in (4) and $\eta_i > 0$, $\eta > 0$ and $\omega_\ast > 0$ in (5) such that

1. $\psi_i(t) - \psi_{j,k}(t)$, $\forall i,j \in \mathcal{V}$ exponentially converge to 0.
2. $\tilde{r}_i(t)$ exponentially converge to $\eta \omega_\ast$, and $\psi_i(t)$ exponentially converge to $\frac{2\pi}{n}$;
3. $\rho_i^\ast(t)$ exponentially converges to $\rho_i(\psi_i(t))$.

Proof: (1) Considering (6) and $\tilde{\xi}_i(t) = \epsilon_i(t) - \xi_i(t)$, we have that

$$
\tilde{\xi}_i(t) = \frac{1}{m} \sum_{k=1}^{m} \xi_k(t) + \frac{1}{n} \sum_{i=1}^{n} \sum_{k \in \mathbb{N}_0^C} \frac{1}{|\mathbb{N}_0^C|} \epsilon_i(t). \tag{32}
$$

Since all targets are stationary, we have that $\tilde{\xi}_i(t)$ exponentially converges to 0. By combining (11), we have that $\tilde{\xi}_i(t)$ exponentially converges to 0. Then, $\tilde{\xi}_i(t)$ exponentially converges to 0. Since $\lim_{t \to \infty} \|\tilde{r}_i(t) - \tilde{\xi}_i(t)\| = 0$, $\tilde{r}_i(t)$ exponentially converges to 0 obviously. Since $\psi_{i1}(t)$ is a component of $\tilde{r}_i(t)$, $\psi_{i1}(t)$ also exponentially converges to 0.

Considering (16), we have that $\psi_1(t)$ exponentially converges to $\psi_1(t) + (i-1) \frac{2\pi}{n}$. Considering (14), we have that $\psi_1(t)$ exponentially converges to $\eta \omega_\ast$. Thus, $\psi_1(t) - \psi_1(t) = \eta \omega_\ast$, $\forall i,j \in \mathcal{V}$ exponentially converge to 0. According to (2) of Proposition 1, we have that $\tilde{r}_i(t)$ exponentially converges to $\xi_i(t)$. Then, $\psi_i(t)$ exponentially converges to $\phi_i(t)$. Thus, $\psi_i(t)$ exponentially converges to $\phi_i(t)$. Since $\psi_i(t) - \psi_i(t)$ exponentially converges to $\frac{2\pi}{n}$, $\psi_i(t)$ exponentially converges to $\frac{2\pi}{n}$.

(2) Define $\Delta_i(t)$ as $\Delta_i(t) = \tilde{r}_i(t) - \rho_i(\psi_i(t))$. Considering (10), we have that

$$
\rho_i(\psi_i(t)) = -\frac{a^2 - b^2}{a^2 \sin^2(\psi_i(t) - \alpha) + b^2 \cos^2(\psi_i(t) - \alpha)}. \tag{33}
$$

Since $\dot{\psi}_i(t)$ exponentially converges to $\eta \omega_\ast$, (33) can be written as

$$
\dot{\rho}_i(\psi_i(t)) = -(\eta \omega_\ast + \zeta_3(t)) \frac{\rho_i(\psi_i(t))(a^2 - b^2) \sin(\psi_i(t)) \cos(\psi_i(t) - \alpha)}{a^2 \sin^2(\psi_i(t) - \alpha) + b^2 \cos^2(\psi_i(t) - \alpha)}. \tag{34}
$$

where $\zeta_3(t)$ exponentially converges to 0.

Combining (22), (23) and (34), we have

$$
\dot{\Delta_i}(t) = -\left(\eta_t + \delta_{\tilde{r}_1}(t)\right) \Delta_i(t) + \tilde{r}_i(t)^T \phi_i(t) - \xi_1(t) \rho_i^\ast(t) - \zeta_3(t) \rho_i(\psi_i(t)). \tag{35}
$$

Obviously, there always exist positive constants $\eta_t$, $\eta$, $\omega_\ast$, $\lambda_2$ and a sufficiently large time $t_3$ such that

$$
\eta_t + \delta_{\tilde{r}_1}(t) > \lambda_2, \quad t > t_3. \tag{36}
$$

Since $\psi_i(t)$ exponentially converges to $\psi_1(t) + (i-1) \frac{2\pi}{n}$, according to (5), we have that $\xi_i(t)$ exponentially converges to 0. Since $\tilde{r}_i(t)$ and $\xi_i(t)$ exponentially converge to 0, and $\tilde{r}_i(t)$ and $\rho_i(\psi_i(t))$ is bounded, according to (35) and (36), we have that $\Delta_i(t) = \tilde{r}_i(t) - \rho_i(\psi_i(t))$ exponentially converges to 0.
converges to 0. Therefore, \( \hat{\rho}_i^*(t) \) exponentially converges to \( \rho_i(\psi_i(t)) \).

According to Fig. 4, we can get the triangle inequality

\[
|\rho_i^*(t) - \hat{\rho}_i^*(t)| \leq \|\tilde{r}_i(t)\|. 
\]  
(37)

Since \( \tilde{r}_i(t) \) exponentially converges to 0, \( \rho_i^*(t) \) exponentially converges to \( \hat{\rho}_i^*(t) \). Therefore, \( \rho_i^*(t) \) exponentially converges to \( \rho_i(\psi_i(t)) \). The proof is completed. \( \square \)

### B. DYNAMIC TARGETS

When target \( k \in \mathcal{O} \) is dynamic, the estimate error \( \tilde{\xi}_k(t) \) can be rewritten as

\[
\dot{\tilde{\xi}}_k(t) = -k_i \tilde{\psi}_i(t) \tilde{\rho}_i(t) \tau \tilde{\xi}_k(t) - \tilde{\xi}_k(t). 
\]  
(38)

To ensure that each agent can catch up with and circumnavigate all targets during movement, we need the following assumption. Note that the similar assumption is also included in [13]–[16], [19]–[21].

**Assumption 3:** There exists a sufficiently small constant \( \tilde{v} > 0 \) such that \( \|\tilde{\xi}_k(t)\| < \tilde{v} \) for \( \forall k \in \mathcal{O} \).

Then, under the above assumptions, we will prove that even if the targets are dynamic, the algorithm is also effective.

**Proposition 2:** Consider the position estimator (3), the geometric center estimator (4) and the circumnavigation controller (5). Under Assumptions 1–3, there exist \( e_i(t_0) \) and \( \eta_i > 0 \) such that \( e_i(t_0) \) and \( \eta_i > 0 \) in (5) such that

1. \( \dot{\tilde{\xi}}_k(t) \) in \( \tilde{\xi}_k(t) \) exponentially converges to 0;
2. \( \tilde{\xi}_k(t) \) in (38) exponentially converges to a neighborhood of \( 0 \), and \( \tilde{r}_i(t) \) exponentially converges to a neighborhood of \( 0 \).

**Proof:** (1) Firstly, we need to prove that \( \rho_i^*(t) \), \( \rho_i^*(t) \) and \( \rho_i^*(t) \) are bounded. Since \( \tilde{\xi}_k(t) = -k_i \tilde{\psi}_i(t) \tilde{\rho}_i(t) \tau \tilde{\xi}_k(t) + \tilde{\xi}_k(t) \), (12) is valid for the dynamic targets. Therefore, \( \dot{\tilde{\xi}}_k(t) \) eventually converges to a constant vector but not necessarily \( 0 \). Then, \( \dot{\tilde{\xi}}_k(t) \) eventually converges to 0. Since \( \tilde{\xi}_k(t) = \dot{\tilde{\xi}}_k(t) - \dot{\tilde{\xi}}_k(t) = \dot{\tilde{\xi}}_k(t) + \dot{\tilde{\xi}}_k(t) \), then \( \dot{\tilde{\xi}}_k(t) \) eventually converges to \( 0 \). Considering Assumption 3, \( \dot{\tilde{\xi}}_k(t) \) is bounded. Thus, \( \dot{\tilde{\xi}}_k(t) \) is bounded. So, there exists \( \tilde{\epsilon}_i(t_0) \) such that \( e_i(t_0) = \max_{t \in [0, \infty)} \|\tilde{\xi}_k(t)\| \). According to Lemma 4, we have that there exists a positive constant \( M \) such that \( \lim_{t \to M} \|\tilde{r}_i(t) - \tilde{\xi}_k(t)\| = 0 \). Considering (32), we have

\[
\dot{\tilde{\xi}}_k(t) = \frac{1}{m} \sum_{k=1}^m \tilde{\xi}_k(t) - \frac{1}{n} \sum_{i=1}^n \sum_{k \in \mathcal{O}_i} \frac{1}{|\mathcal{N}_k^{\tilde{\xi}_k}|} \dot{\tilde{\xi}}_k(t). 
\]  
(39)

Then, \( \dot{\tilde{r}}_i(t) \) eventually converges to 0. Therefore, \( \|\tilde{r}_i(t)\| \leq \tilde{v} \). The targets are dynamic, (14) is still valid. Then, (19) is valid. Since \( \tilde{r}_i(t) \) is the component of \( \tilde{r}_i(t) \) onto \( \phi_i(t) \), \( \|\tilde{r}_i(t)\| \leq \tilde{v} \). Thus, when \( t \to \infty \), \( t \to t_1 \to \infty \) and \( t \to t_2 \to \infty \), \( \psi_i(t) \) exponentially converges to a neighborhood of 0. Then, \( \psi_i(t) \) exponentially converges to a neighborhood of \( \psi_i(t) + (i - 1) \frac{\pi}{\alpha} \). Considering (5), we have that \( \tilde{v}_i(t) \) exponentially converges to a neighborhood of \( \frac{n \rho_i}{\sin^2(\psi_i(t) - \psi_i(t))} \).

Further, we can use \( \tilde{v}_i(t) = \frac{n \rho_i}{\sin^2(\psi_i(t) - \psi_i(t))} \) to denote the true value of \( \psi_i(t) \), where \( \psi_i(t) \) is bounded.

When the targets are dynamic, (22) need to be rewritten as

\[
\hat{\rho}_i^*(t) = -\eta_i \hat{\rho}_i^*(t) - \eta_i \rho_i(\psi_i(t)) \tilde{r}_i(t) + \tilde{\xi}_k(t) 
\]  
(40)

Since (23) and (24) are valid, by combining (23), (24) and (40), we have that

\[
\hat{\rho}_i^*(t) = -(\eta_i + \delta_i(t) + \psi_i(t)) \tilde{r}_i(t) + \tilde{\xi}_k(t) 
\]  
(41)

Since \( -\frac{a^2 - b^2}{2ab} < \frac{(a - b^2)^2}{a^2 + b^2} \), \( \tilde{v}_i = \frac{n \rho_i}{\sin^2(\psi_i(t) - \psi_i(t))} \leq \frac{a^2 - b^2}{2ab} \), \( \tilde{v}_i \leq \tilde{v}_i < \tilde{v}_i \). So, we have that the solution of the homogeneous differential equation \( \tilde{\xi}_k(t) = -\eta \hat{\rho}_i^*(t) \alpha(t) \tilde{r}_i(t) \) exponentially converges to 0. According to (10), \( \rho_i(\psi_i(t)) \) is bounded. Since \( \|\tilde{r}_i(t)\| \leq \tilde{v} \), \( \tilde{\xi}_k(t) \) is bounded. Then, according to Lemma 3, \( \hat{\rho}_i^*(t) \) is bounded.

Considering (22) and (32), we have

\[
\lim_{t \to M} \tilde{r}_i(t) = \lim_{t \to M} \tilde{\xi}_k(t) + \lim_{t \to M} \frac{1}{n} \sum_{i=1}^n \sum_{k \in \mathcal{O}_i} \frac{1}{|\mathcal{N}_k^{\tilde{\xi}_k}|} \tilde{\xi}_k(t). 
\]  
(43)

By (43), we have

\[
\lim_{t \to M} \tilde{r}_i(t) = \lim_{t \to M} \frac{1}{n} \sum_{i=1}^n \sum_{k \in \mathcal{O}_i} \frac{1}{|\mathcal{N}_k^{\tilde{\xi}_k}|} \tilde{\xi}_k(t). 
\]  
(44)

So, \( \tilde{r}_i(t) \) is bounded. The triangle inequalities (27) and (28) are still valid for the dynamic targets. \( \tilde{r}_i(t) \) is bounded obviously according to Assumption 2. Therefore, \( \rho_i^*(t) \) and \( \rho_i^*(t) \) are bounded.
Next, we will prove that $\bar{q}_i^k(t)$ is PE when $\check{q}_i^k(t) = -k_2 \bar{q}_i^k(t) \check{q}_i^k(t)^T \check{x}_i^k(t)$.

We prove it by contradiction. Assume that at least one $\bar{q}_i^k(t)$, $i \in V$, $k \in \mathcal{N}_i^k$ is not PE.

Let $\xi_i(t) = n \sum_{j \in \mathcal{N}_i^k} (\psi_i(t) - \psi_j(t) - (j-i)2\pi)$. Since $\psi_i(t)$ exponentially converges to a neighborhood of $\psi_i(t) + (i-1)2\pi$, $\xi_i(t)$ is bounded. According to (14), we have $\bar{q}_i^k(t) = \xi_i(t) + \eta_\omega \sum_{j \in \mathcal{N}_i^k} (\psi_i(t) - \psi_j(t) - (j-i)2\pi)$. Since $\bar{q}_i^k(t)$ is bounded, then, we have that $\check{x}_i^k(t)$ exponentially converges to a neighborhood of $\check{x}_i^k(t)$. It is obvious that $\|\xi_i^*(t)\|_2 < \check{v}$. Then, $\|\check{x}_i^k(t)\|$ is bounded.

Then, we consider that $\bar{q}_i^k(t)$ does not tend to 0. According to the proof steps of (1) of Proposition 2, it is obvious that $\bar{q}_i^k(t)$ does not tend to 0.

Considering (19), we have that $\|\hat{r}_i(t) - \psi_i(t)\|_2 \leq \|\eta_\omega \sum_{j \in \mathcal{N}_i^k} (\psi_i(t) - \psi_j(t) - (j-i)2\pi)\|_2$. Since $\eta_\omega \sum_{j \in \mathcal{N}_i^k} (\psi_i(t) - \psi_j(t) - (j-i)2\pi)$ is bounded.

Then, $\|\hat{r}_i(t)\|$ exponentially converges to a neighborhood of $\eta_\omega \sum_{j \in \mathcal{N}_i^k} (\psi_i(t) - \psi_j(t) - (j-i)2\pi)$.

When the targets are dynamic, (33) is still valid. Since $\psi_i(t)$ exponentially converges to a neighborhood of $\eta_\omega \sum_{j \in \mathcal{N}_i^k} (\psi_i(t) - \psi_j(t) - (j-i)2\pi)$, can be written as

$$\tilde{r}_d(\psi_i(t)) = \eta_\omega \sum_{j \in \mathcal{N}_i^k} (\psi_i(t) - \psi_j(t) - (j-i)2\pi).$$

Combining (41) and (46), we have

$$\Delta_i(t) = -\eta_i + \delta_i(t) \Delta_i(t) + \rho_i(t)^T \phi_i(t)$$

$$- \xi_i(t) \rho_i(t) - \xi_i^*(t).$$

Obviously, there always exist positive constants $\eta_i, \eta, \omega^* \lambda_5$, and a sufficiently large time $t_5 > t_5$ such that $\eta_i + \delta_i(t) > \lambda_5$, $\eta_i > 0$. Since $\Delta_i(t)$ is bounded, then $\rho_i(t)$ exponentially converges to a neighborhood of $\eta_\omega \sum_{j \in \mathcal{N}_i^k} (\psi_i(t) - \psi_j(t) - (j-i)2\pi)$. The proof is completed.

**Theorem 2:** Consider the position estimator (3), the geometric center estimator (4) and the circumnavigation controller (5). Under Assumptions 1-3, there exist $\varepsilon_i(t_0)$ such that $\varepsilon_i(t_0) > \sup_{t \in [0,\infty)} \|\bar{r}_i(t)\|_2$. According to (48), we have that $\|\bar{r}_i(t)\|_2$ exponentially converges to a neighborhood of $\eta_\omega \sum_{j \in \mathcal{N}_i^k} (\psi_i(t) - \psi_j(t) - (j-i)2\pi)$. The proof is completed.

**V. NUMERICAL SIMULATIONS**

In this section, a series of numerical simulations for different cases are given to verify the effectiveness of the theoretical results. Fig. 6 shows the communication topology composed of 5 agents and 6 targets.
Firstly, we simulate the case that the targets are stationary. We assume that
\[ a = 10 \text{ (m)}, \ b = 6 \text{ (m)}, \ \alpha = 0, \]
\[
\begin{bmatrix}
    x_1(0), x_2(0), x_3(0), x_4(0), x_5(0) \\
    \xi_1(t), \xi_2(t), \xi_3(t), \xi_4(t), \xi_5(t), \xi_6(t)
\end{bmatrix}
\]
\[
= \begin{bmatrix}
    -20 & 15 & 20 & 0 & -10 \\
    -15 & -15 & 10 & 20 & 15
\end{bmatrix},
\]
\[
\begin{bmatrix}
    \xi_1(t), \xi_2(t), \xi_3(t), \xi_4(t), \xi_5(t), \xi_6(t) \\
    k_i = 3, \eta_i = 1, \eta = 1, \text{ and } \omega^* = 1.8. \text{ And } \xi(t_0) \text{ are randomly}
\]
selected in \([3, 5], \omega(t) \text{ are randomly selected in } [2, 3]. \text{ Fig. 7 shows the}

circumnavigation trajectories, where "\( + \)" and "\( \ast \)" respectively denote the target, the

geometric center of the targets and the agent. Fig. 8 shows the convergence of \( \| \hat{\xi}_i(t) - \xi_i(t) \|, \| r_i(t) - \xi^*(t) \| \text{ and } \| x(t) - \xi^*(t) \| - \rho_d(\psi(t)) \). \text{ For Fig. 8, when the targets are stationary, the algorithm composed of (3), (4) and (5) can make the}

three errors exponentially converge to 0, which is consistent with Proposition 1 and (2) of Theorem 1. \text{ Fig. 9 shows the convergence of } \psi_i(t) \text{ and } \hat{\psi}_i(t). \text{ From this figure, we have that under the algorithm, each agents can circumnavigate all targets in desired formation, which is consistent with (1) of Theorem 1. In summary, when the targets are stationary, the algorithm composed of (3), (4) and (5) can accurately estimate the positions of the targets and the geometric center of the targets, and it can force each agent to circumnavigate all targets in desired formation on the desired elliptical trajectory centered at } \xi^*(t). \text{ And this algorithm is exponentially stable.}

Fig. 10 shows the circumnavigation trajectories when \[
\begin{bmatrix}
    \xi_1(t), \xi_2(t), \xi_3(t), \xi_4(t), \xi_5(t), \xi_6(t)
\end{bmatrix}
\]
is respectively rotated counterclockwise by \( \frac{\pi}{4} \) and \( \frac{3\pi}{4} \). According the figure, we have that the algorithm can adapt to more complex environments by setting the value of } \( \alpha \).
each agent catch up with the targets, but it cannot accurately estimate the positions of the targets and the geometric center of the targets, but it can estimate the positions within a small error range. As a result, each of the agents can circumnavigate all targets in desired formation within a error range, which is consistent with (1) of Theorem 2. In summary, when the targets are dynamic, the algorithm composed of (3), (4) and (5) can make each agent catch up with the targets, but it cannot accurately estimate the velocities of the targets. Further, the algorithm is designed to be robust against perturbations that may affect the targets’ positions and velocities.

In practice, the algorithm is applied in various scenarios where multiple targets need to be navigated by agents. The algorithm’s ability to deal with dynamic targets and errors makes it suitable for applications such as patrolling, search and rescue missions, and other tasks involving the coordination of multiple agents.

Theoretical analysis and simulations have confirmed the effectiveness of the algorithm. The convergence of the algorithm is shown in the figures, which demonstrate how the agents navigate towards their targets with high accuracy. The algorithm’s performance under different conditions is also verified through simulations, further validating its applicability in real-world scenarios.

In conclusion, the algorithm presented in this paper is a significant contribution to the field of multi-agent systems, particularly in the context of formation circumnavigation guided by multiple unknown targets. Its robustness, efficiency, and accuracy make it a valuable tool for researchers and practitioners working on similar problems.
VI. CONCLUSION

This paper considers the problem of the formation circumnavigation on an ellipse guided by multiple unknown targets in two-dimensional space, where each agent only employs bearing measurement without knowing any target’s position and velocity. A new geometric center estimator is established, only needing to use local information in gain design rather than any specific initialization. In the gain design, neither is the global information of some variables from all agents needed, nor is the gain needed to be designed large enough. This further enhances the robustness of the entire algorithm. For the two cases of the stationary targets and the dynamic targets, we design a unified circumnavigation controller. And we prove that when some parameters are set reasonably, even for the dynamic targets, the agents can also circumnavigate the targets in formation on a desired ellipse, and the entire system is exponentially stable. Then, we derive the conditions of some parameters in the circumnavigation controller. And there exist weak conditions such that the controller can be simultaneously applied to the two cases. Finally, some simulations verify the correctness of the algorithm.

However, although the elliptical trajectory has a certain universality, its practicality is still limited in some extreme environments. So, in the future work, we will study the simultaneous localization and formation circumnavigation of arbitrary trajectories based on bearing-only measurements. Moreover, to ensure that the whole algorithm is exponentially stable, we assume that the communication topology of the agents is an undirected and connected graph. But for the directed and connected graph, we do not consider. So, in the future work, we will study the stability of the system under a directed and connected graph.
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