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Abstract
We study the spectrum of a family of algebras, the inhomogeneous Gaudin algebras, acting on the $n$-fold tensor representation $\mathbb{C}[x_1, \ldots, x_r]^{\otimes n}$ of the Lie algebra $\mathfrak{gl}_r$. We use the work of Halacheva–Kamnitzer–Rybnikov–Weekes to demonstrate that the Robinson–Schensted–Knuth correspondence describes the behaviour of the spectrum as we move along special paths in the family. We apply the work of Mukhin–Tarasov–Varchenko, which proves that the rational Calogero–Moser phase space can be realised as a part of this spectrum, to relate this behaviour at $t = 0$ of rational Cherednik algebras of $\mathfrak{S}_n$. As a result, we confirm for symmetric groups a conjecture of Bonnafé–Rouquier which proposes an equality between the Calogero–Moser cells they defined and the well-known Kazhdan–Lusztig cells.
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1 | INTRODUCTION
1.1 | Gaudin algebras

Let $\mathfrak{gl}_r = \text{Mat}_r(\mathbb{C})$ be the general linear Lie algebra. Any tensor product of locally finite-dimensional $\mathfrak{gl}_r$-representations, $M = V_1 \otimes V_2 \otimes \cdots \otimes V_n$, carries an action of an inhomogeneous Gaudin algebra, $\mathcal{A}(z; q)$. This algebra depends on two sets of parameters $z = (z_1, \ldots, z_n) \in \mathbb{C}^n$ and $q = (q_1, \ldots, q_r) \in \mathbb{C}^r$. It is commutative. Works of several authors prove that for many $M$
and general values of the parameters $z$ and $q$ its action has a simple spectrum. We will denote its spectrum by $E_{z,q}(M)$.

We are interested in the behaviour of the sets $E_{z,q}(M)$ as we vary the parameters $z$ and $q$. We shall investigate the case $M = \mathbb{C}[x_1, \ldots, x_r] \otimes^n$, where $\mathfrak{gl}_r$ acts on $\mathbb{C}[x_1, \ldots, x_r]$ via differential operators $E_{ij} \mapsto x_i \partial_j$. For the rest of the introduction we fix $M$ as this representation, and denote $E_{z,q}(M)$ by $E_{z,q}$.

$1.2 \quad \textbf{The main result}$

We shall consider tuples $z \in \mathbb{R}^n_\prec = \{(z_1, \ldots, z_n) \in \mathbb{R}^n : z_1 < z_2 < \cdots < z_n\}$ and $q \in \mathbb{R}^r_\prec = \{(q_1, \ldots, q_r) \in \mathbb{R}^r : q_1 < q_2 < \cdots < q_r\}$. We will prove, with appropriate definitions for limits, that:

- as $z \to \infty$, the set $E_{\infty,q}$ identifies with $\text{Mat}_{r \times n}(\mathbb{N})$, the set of $r$-by-$n$ matrices whose entries are non-negative integers;
- as $z \to 0$ and then $q \to 0$, the set $E_{0,0}$ identifies with $\bigsqcup_{\lambda \in \text{Part}} \text{SSYT}_n(\lambda) \times \text{SSYT}_r(\lambda)$ where $\text{SSYT}_r(\lambda)$ is the semistandard Young tableaux of shape $\lambda$ with entries from $\{1, \ldots, r\}$ and similarly for $\text{SSYT}_n(\lambda)$;
- tracking the sets $E_{z,q}$ through the process of moving $(z, q)$ in (an extension of) $\mathbb{R}^n_\prec \times \mathbb{R}^r_\prec$ from the first limit to the second limit induces the Robinson–Schensted–Knuth correspondence

$$\text{Mat}_{r \times n}(\mathbb{N}) \longrightarrow \bigsqcup_{\lambda \in \text{Part}} \text{SSYT}_n(\lambda) \times \text{SSYT}_r(\lambda).$$

Our proof of these results relies critically on [10] which endows the sets $E_{z,q}(M)$ with the structure of a $\mathfrak{gl}_r$-crystal. That the RSK-correspondence appears is then a common theme in the theory of crystals.

$1.3 \quad \textbf{The Bonnafé–Rouquier conjecture}$

Our interest in the above result stems from an application of a special case to confirm conjectures of Bonnafé–Rouquier, [3, Conjecture L and LR], in the theory of rational Cherednik algebras of $\mathfrak{S}_n$ which we now explain.

To each complex reflection group $(W, \mathfrak{h})$ there is a family of rational Cherednik algebras associated, [6]. These algebras depend on a pair of parameters, usually denoted by $t$ and $c$. When $t = 0$, the rational Cherednik algebras have a large centre whose geometry controls much of their representation theory. The spectrum of this centre, a generalised Calogero–Moser space, depends on the parameter $c$ and is a ramified covering of the affine space $\mathfrak{h}/W \times \mathfrak{h}^*/W$.

Bonnafé and Rouquier [3] have used the Galois theory of this covering to define partitions of the elements of $W$ into (left, right, two-sided) Calogero–Moser ‘cells’, depending on $c$. When $(W, \mathfrak{h})$ is a Coxeter group it is conjectured that with appropriate choices these cells agree with the Kazhdan–Lusztig cells of $W$, important objects in Lie theoretic representation theory and algebraic combinatorics. Thus, conjecturally, Calogero–Moser cells generalise the theory of Kazhdan–Lusztig cells from Coxeter groups to all complex reflection groups.
In [3], the Bonnafé–Rouquier conjecture is proved in the case of $B_2$. In [2], the conjecture is proven for dihedral groups with equal parameters.

### 1.4 Calogero–Moser space

At $t = 0$ the spectrum of the centre of rational Cherednik algebra of $𝔖_n$ (for $c \neq 0$) is isomorphic to classical rational Calogero–Moser phase space

$$\text{CM}_n = \{(Z, Y) \in \text{Mat}_n(\mathbb{C}) \times \text{Mat}_n(\mathbb{C}) : [Z, Y] + \text{id} = \text{rank 1 matrix}\} / PGL_n(\mathbb{C}).$$

Sending the pair of matrices $(Z, Y)$ to their eigenvalues produces a ramified covering

$$Y : \text{CM}_n \to \mathbb{C}^n / S_n \times \mathbb{C}^n / S_n.$$

Any $n$-tuple of pairwise distinct complex numbers, $z = (z_1, \ldots, z_n) \in \mathbb{C}_{\text{reg}}$ and $n$-tuple $p = (p_1, \ldots, p_n) \in \mathbb{C}^n$ give rise to a point in $\text{CM}_n$:

$$Z = \begin{pmatrix}
z_1 & 0 & \cdots & 0 \\
0 & z_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & z_n
\end{pmatrix}, \quad Y = \begin{pmatrix}
p_1 & (z_1 - z_2)^{-1} & \cdots & (z_1 - z_n)^{-1} \\
(z_2 - z_1)^{-1} & p_2 & \cdots & (z_2 - z_n)^{-1} \\
\vdots & \vdots & \ddots & \vdots \\
(z_n - z_1)^{-1} & (z_n - z_2)^{-1} & \cdots & p_n
\end{pmatrix}.$$

In this description, $Y(Z, Y) = ([z], [q])$, where the unordered eigenvalues of the matrix $Y$ depend on $p$ and $z$ and are denoted by $[q]$.

In this language, the Bonnafé–Rouquier conjecture can be stated in terms of the behaviour of $z = (z_1, \ldots, z_n) \in \mathbb{R}^n_{\text{reg}}$ and $q = (q_1, \ldots, q_n) \in \mathbb{R}^n$. For appropriate large values of $z$, the elements in the fibre of $Y$ can be identified with the symmetric group, since the matrices $Y$ above $[q]$ are close to diagonal matrices with distinct entries. The fibre above $[z] = [0]$ can be identified with the standard Young tableaux of $n$ [16, Theorem 1.5]. Tracking the elements in the fibre as $z$ moves from infinity to zero sees them coalesce to tableaux. The conjecture is that these collisions are determined by the Robinson–Schensted algorithm, and in particular that the element in the fibre corresponding to $w \in S_n$ tracks to the tableau given by the $P$-symbol of $w$.

### 1.5 The MTV interpretation

To confirm this, we use the work [12] which identifies the fibres of $Y$ with a part of the spectrum $E_{z, q}(V_{\mathfrak{g}_{\text{aff}}}^n)$ of the inhomogeneous Gaudin algebras for $\mathfrak{g}_{\text{aff}}$. Since $V_{\mathfrak{g}_{\text{aff}}}^n$ is a summand of $\mathbb{C}[x_1, \ldots, x_n]$, $V_{\mathfrak{g}_{\text{aff}}}^n$ is a summand of $\mathbb{C}[x_1, \ldots, x_n]^{\otimes n}$ and we are in the situation described above in the introduction, with $r = n$. As a result, we can use the limiting behaviour of the spectrum $E_{z, q}$ to interpret the behaviour of the fibres of $Y$ in terms of the Robinson–Schensted correspondence. This allows us to confirm Bonnafé–Rouquier conjecture for $𝔖_n$. 

1.6 | Outline

This paper is organised as follows. In the Sections 2 and 3, we recall a variety of constructions which we will require: parallel transport of representations of algebras, the RSK correspondence, inhomogeneous Gaudin algebras. We state our main theorem in Section 4. Sections 5–7 then prove the theorem. In Section 8, we apply this to confirm the conjecture of Bonnafé–Rouquier.

2 | SETUP

In this section, we introduce notation that we will use throughout the paper.

2.1 | Spectra of commutative algebras

Let $V$ be a $k$-dimensional vector space. Assume that $A$ is a commutative algebra that acts on $V$, meaning that we have a mapping $A \rightarrow \text{End}(V)$. Since $A$ is commutative there will exist a set of distinct algebraic characters $\chi_1, \ldots, \chi_{\ell}$ such that for each $i$ the generalised eigenspace

$$V_i = \{ v \in V \mid (a - \chi_i(a))^k \cdot v = 0 \text{ for all } a \in A \}$$

is non-zero. It follows that $V = V_1 \oplus \cdots \oplus V_{\ell}$ is an $A$-stable decomposition. We denote the set of all generalised eigenspaces for $A$ acting on $V$ by

$$\mathcal{E}_A(V) = \{ V_1, \ldots, V_{\ell} \}.$$  

We say that $A$ acts with a simple spectrum on $V$ if for each $i$ the space $V_i$ above is one-dimensional. In particular, this means that $\ell$, the number of characters, equals $k$.

2.2 | Families

Suppose $U$ is an algebra and we have an algebra map $U \rightarrow \text{End}(V)$. A family of commutative subalgebras of $U$ parametrized by a space $X$, denoted $\{ A(x) : x \in X \}$, gives us a family of subalgebras acting on $V$. Typically the images of these subalgebras in $\text{End}(V)$ are not all of the same dimension nor do they all act semisimply. Nonetheless we will be interested in two different situations.

(1) We will restrict $X$ to some topological subspace $Y \subseteq X$ such that for each $y \in Y$, $A(y)$ acts with simple spectrum on $V$. Then we get a covering space

$$\mathcal{E}(V) \rightarrow Y$$

whose fibres are $\mathcal{E}_{A(y)}(V)$. In particular, if we have a path $\gamma : [0,1] \rightarrow Y$ we get a parallel transport map $p : \mathcal{E}_{A(\gamma(0))}(V) \rightarrow \mathcal{E}_{A(\gamma(1))}(V)$.

(2) We will restrict $X$ to some topological subspace $Y \subseteq X$ such that for each $y \in Y$, $A(y)$ acts with simple spectrum on $V$ with the exception of a single distinguished point $\tilde{y} \in Y$ where
\( A(\tilde{y}) \) acts semisimply, but without a simple spectrum. Then we get a branched covering space
\[
\mathcal{E}(V) \longrightarrow Y.
\]

In this case, if we have a path \( \gamma : [0, 1] \longrightarrow Y \) with \( \gamma(t) = \tilde{y} \) if and only if \( t = 1 \), then we get a degenerated parallel transport map \( p : \mathcal{E}_{A(\gamma(0))}(V) \longrightarrow \mathcal{E}_{A(\gamma(1))}(V) \).

### 2.3 Tensor embeddings

Let \( U \) be an algebra and \( x \in U \). Let \( n \in \mathbb{N} \) and \( 1 \leq a \leq n \). We have an embedding
\[
t_a : U \longrightarrow U^\otimes n, \quad x \mapsto \text{id}^\otimes a-1 \otimes x \otimes \text{id}^\otimes n-a
\]
which places \( x \) in the \( a \)th tensorand. We use the notation \( x^{(a)} = t_a(x) \) for this. If \( a = (a_1, a_2, \ldots, a_k) \) is a sequence of distinct integers between 1 and \( n \), we use \( t_{\underline{a}} : U^\otimes k \longrightarrow U^\otimes n \) to denote the map that embeds the \( i \)th factor into the \( a_i \)th factor, that is, \( t_{\underline{a}}(x_1 \otimes x_2 \otimes \cdots \otimes x_k) = \prod_{i=1}^k x^{(a_i)}_i \).

### 2.4 Coproduct notation

If \( U \) is a bialgebra with coproduct \( \Delta : U \longrightarrow U \otimes U \), we use \( \Delta^n \) to denote the map \( U \longrightarrow U^\otimes n \) defined inductively by \( \Delta^n = (\Delta^{n-1} \otimes \text{id}) \circ \Delta \) with \( \Delta^1 = \text{id} \). Note this means \( \Delta^2 = \Delta \). For \( \underline{a} = (a_1, a_2, \ldots, a_k) \) as above, let \( \# \underline{a} = k \). If \( \underline{a_1}, \underline{a_2}, \ldots, \underline{a_m} \) are sequences of distinct integers between 1 and \( n \), such that the underlying sets are disjoint, we let \( \Delta^{\underline{a_1}} \otimes \Delta^{\underline{a_2}} \otimes \cdots \otimes \Delta^{\underline{a_m}} : U^\otimes m \longrightarrow U^\otimes n \) be the map defined by \( \Delta^{\underline{a}} = \prod_{i=1}^m t_{\underline{a_i}} \circ \Delta^{\# \underline{a}} \). If \( A \subseteq U^\otimes m \) is a subalgebra we also use the notation \( A^{\underline{a_1}} \otimes \cdots \otimes \Delta^{\underline{a_m}} = \Delta^{\underline{a_1}} \otimes \cdots \otimes \Delta^{\underline{a_m}}(A) \). For example, if \( A \subseteq U^\otimes 2 \) we think of \( A^{(23)(1)} \subseteq U^\otimes 3 \) as the algebra obtained from \( A \) by spreading its first leg over the second and third tensor factors, and placing the second leg into the first tensor factor.

### 2.5 The Robinson–Schensted–Knuth correspondence

A thorough account can be found in [9, chapter 4]. Let \( \text{Mat}_{r \times n}(\mathbb{N}) \) be the set of \( r \times n \) matrices with non-negative integer entries. Let \( k, t \in \mathbb{N} \). We set \( \text{Part}(k) \) to be the set of partitions of \( k \) and the set of all partitions is denoted \( \text{Part} = \bigsqcup_{k \geq 0} \text{Part}(k) \), and we let \( \text{Part}_{\leq t} \) be the set of partitions with at most \( t \) parts.

We define a map
\[
\text{RSK} : \text{Mat}_{r \times n}(\mathbb{N}) \longrightarrow \bigsqcup_{\lambda \in \text{Part}} \text{SSYT}_n(\lambda) \times \text{SSYT}_r(\lambda)
\]
via the following algorithm. For a matrix \( A = (a_{ij}) \in \text{Mat}_{r \times n}(\mathbb{N}) \) we form a sequence of pairs of integers \((i_1, j_1), (i_2, j_2), \ldots, (i_k, j_k)\) where \( k \) is the sum of the entries of \( A \). The number of times the pair \((i, j)\) appears in the sequence is \( a_{ij} \). The sequence is ordered in lexicographic order, giving
preference to the first entry in each pair. For example,

\[
A = \begin{pmatrix}
0 & 2 & 1 \\
1 & 0 & 1
\end{pmatrix} \mapsto (1, 2), (1, 2), (1, 3), (2, 1), (2, 3).
\]

Now we insert the sequence \(j_1, j_2, \ldots, j_k\) into a tableau to form a semistandard tableau \(P(A)\) and a standard tableau \(Q'(A)\) (the recording tableau). To create the semistandard tableau \(Q(A)\), we replace the number \(m\) in \(Q'(A)\) by \(i_m\). So, in the above example

\[
P(A) = \begin{bmatrix}
1 & 2 & 3 \\
2 & 3 & 3
\end{bmatrix}, \quad Q'(A) = \begin{bmatrix}
1 & 2 & 3 & 5 \\
4 &
\end{bmatrix}, \quad Q(A) = \begin{bmatrix}
1 & 1 & 1 & 2 \\
2
\end{bmatrix}.
\]

By definition \(RSK(A) = (P(A), Q(A))\).

Transposing the matrix \(A\) coincides with swapping the order of \(P\) and \(Q\).

**Theorem** ([9, pp. 40–41]). *The map RSK is a bijection. Moreover, RSK(A\(^t\)) = (Q(A), P(A)).*

### 2.6 Crystals

We let \(SSYT_r(\lambda)\) be the set of semistandard tableaux of shape \(\lambda \in \text{Part}\) with entries in \(\{1, 2, \ldots, r\}\). Recall that the set \(SSYT_r(\lambda)\) carries a natural \(\mathfrak{gl}_r\)-crystal structure, see, for example, [4, chapter 3]. The set \(\text{Mat}_{r \times n}(\mathbb{N})\) is given the structure of a \(\mathfrak{gl}_r\)-crystal as follows. Let \(\mathbb{N}^r(k)\) be the set of vectors in \(\mathbb{N}^r\) with the sum of entries equal to \(k\). We can identify \(\mathbb{N}^r(k)\) with the natural basis of monomials in the irreducible \(\mathfrak{gl}_r\)-representation \(\mathbb{C}[x_1, x_2, \ldots, x_r]^k\), giving \(\mathbb{N}^r(k)\) the structure of a \(\mathfrak{gl}_r\)-crystal. If \(k = (k_1, k_2, \ldots, k_n) \in \mathbb{N}^n\), then let \(\text{Mat}_{r \times n}(\mathbb{N}, k)\) be the set of matrices with column sums \(k\). This identifies \(\text{Mat}_{r \times n}(\mathbb{N}, k)\) with \(\prod_{i=1}^n \mathbb{N}^r(k_i)\), and so gives \(\text{Mat}_{r \times n}(\mathbb{N}, k)\) a \(\mathfrak{gl}_r\)-crystal structure as a tensor product of crystals. Finally, \(\text{Mat}_{r \times n}(\mathbb{N}) = \bigsqcup_{k \in \mathbb{N}^n} \text{Mat}_{r \times n}(\mathbb{N}, k)\) is the direct sum (that is, disjoint union) of crystals.

**Proposition** ([4, Corollary 9.2]). *The map RSK is an isomorphism of \(\mathfrak{gl}_r\)-crystals, where \(SSYT_n(\lambda) \times SSYT_r(\lambda)\) is taken to be \(\#SSYT_n(\lambda)\) many copies of the crystal \(SSYT_r(\lambda)\).*

### 2.7 An inductive characterisation of RSK

The following is an important property of the RSK correspondence which we will exploit later. If \(1 \leq i \leq r\) and \(S \in SSYT_r(\lambda)\) we set \(S|_i\) to be the tableau obtained by removing all boxes containing numbers strictly larger than \(i\).

**Proposition.** *Suppose \(f : \text{Mat}_{r \times n}(\mathbb{N}) \to \bigsqcup_{\lambda \in \text{Part}} SSYT_n(\lambda) \times SSYT_r(\lambda), f(A) = (S(A), T(A)), is an isomorphism of \(\mathfrak{gl}_r\)-crystals. If, for every \(A \in \text{Mat}_{r \times n}(\mathbb{N})\), \(f\) has the property that \(S(A)|_{n-1} = P(A)|_{n-1}, then f = RSK.***

**Proof.** The irreducible components of the codomain are all of the form \(\{P\} \times SSYT_r(\lambda)\) for some \(P \in SSYT_n(\lambda)\). By Schur’s lemma for crystals, all crystal automorphisms of the codomain, must
be of the form \((P, Q) \mapsto (P', Q)\) (that is, the second component is fixed pointwise). We apply this to the automorphism \(\text{RSK} \circ f^{-1}\):

\[
\text{RSK} \circ f^{-1}(S(A), T(A)) = \text{RSK}(A) = (P(A), Q(A)).
\]

Thus, \(Q(A) = T(A)\). For \(T \in \text{SSYT}_n(\lambda)\), define \(\text{sh}(T) = \lambda\) and observe therefore that

\[
\text{sh}(S(A)) = \text{sh}(T(A)) = \text{sh}(Q(A)) = \text{sh}(P(A)).
\]

Thus, we know that \(S(A)\) and \(P(A)\) are semistandard tableaux of the same shape. By hypothesis they are identical semistandard tableaux once all boxes containing \(n\) have been removed. This means \(S(A) = P(A)\).  

\[\square\]

3 | INHOMOGENEOUS GAUDIN ALGEBRAS

We will introduce the algebras whose spectrum we will be interested in studying and some of their limits.

3.1 | Definitions

Let \(\hat{\mathfrak{gl}}_r = t^{-1}\mathfrak{gl}_r[t^{-1}]\). For any non-zero complex number \(w\), there is an evaluation map \(\hat{\mathfrak{gl}}_r \to \mathfrak{gl}_r\) which sends \(g \otimes t^{-s}\) to \(g w^{-s}\). It is a Lie algebra homomorphism and induces a morphism of algebras \(\phi_w : U(\hat{\mathfrak{gl}}_r) \to U(\mathfrak{gl}_r)\). For any \(z = (z_1, \ldots, z_n) \in \mathbb{C}^n\) and \(w \in \mathbb{C} \setminus \{z_1, \ldots, z_n\}\), there is a Lie algebra homomorphism:

\[
\hat{\mathfrak{gl}}_r \to \mathfrak{gl}_r \otimes \mathfrak{gl}_r \otimes \cdots \otimes \mathfrak{gl}_r, \quad g \otimes t^{-s} \mapsto (g(w - z_1)^{-s}, g(w - z_2)^{-s}, \ldots, g(w - z_n)^{-s}).
\]

This induces an algebra morphism

\[
\phi_w(z) = \phi_{w-z_1} \otimes \phi_{w-z_2} \otimes \cdots \otimes \phi_{w-z_n} \circ \Delta^n : U(\hat{\mathfrak{gl}}_r) \to U(\mathfrak{gl}_r) = U(\mathfrak{gl}_r)^\otimes n.
\]

There is also an evaluation at \(\infty\) mapping, \(\hat{\mathfrak{gl}}_r \to (\mathfrak{gl}_r)_{ab}\), given by extracting the coefficient of \(t^{-1}\). This Lie algebra homomorphism gives rise to an algebra morphism

\[
\phi_{\infty} : U(\hat{\mathfrak{gl}}_r) \to U((\mathfrak{gl}_r)_{ab}) = S(\mathfrak{gl}_r).
\]

Now fix \(q = (q_1, \ldots, q_r) \in \mathbb{C}^r\) which we identify with an element of \(\text{diag}(\mathfrak{gl}_r)\), the Cartan subalgebra of \(\mathfrak{gl}_r\). Using the trace form we can identify \(q\) with a functional on \(\mathfrak{gl}_r\) which extends to a character of the symmetric algebra \(S(\mathfrak{gl}_r)\), denoted by \(\chi_{\overline{q}}\). We then define the mapping

\[
\phi_w(z; q) = (\text{id}^\otimes n \otimes \chi_{\overline{q}}) \circ (\phi_w(z) \otimes \phi_{\infty}) \circ \Delta : U(\hat{\mathfrak{gl}}_r) \to U(\mathfrak{gl}_r)^\otimes n.
\]
Alternatively,

\[ \phi_w(z; q) = \phi_{w-z_1} \otimes \phi_{w-z_2} \otimes \cdots \otimes \phi_{w-z_n} \otimes (\chi_q \circ \phi_{\infty}) \circ \Delta^{n+1}. \]

### 3.2 Collision of parameters

We now describe how this map behaves when some of the parameters \( z \in \mathbb{C}^n \) coincide. Let \( u = (u_1, u_2, \ldots, u_k) \) be a complete and irredundant list of the complex numbers appearing in \( z \) and let \( A_i = \{ j \mid z_j = u_i \} \), the set of indices that record where \( u_i \) appears in \( z \). Fix an ordering of the elements of \( A_i \) and let \( a^i \) the sequence obtained in this way. For example, if \( z = (\alpha, \beta, \alpha, \gamma, \gamma) \) for three distinct \( \alpha, \beta, \gamma \in \mathbb{C} \), then one possibility is \( u_1 = \alpha, u_2 = \beta \) and \( u_3 = \gamma \), with \( a^1 = (3,1) \), \( a^2 = (2) \) and \( a^3 = (4,5) \).

**Lemma.** With the above notation, \( \phi_w(z; q) = \Delta a^1 a^2 \cdots a^k \circ \phi_w(u; q) \).

**Proof.** We check the identity on generators \( g \otimes t^s \in U(\hat{\mathfrak{g}} \mathfrak{l}_r) \). First

\[ \phi_w(z; q)(g \otimes t^s) = \sum_{a=1}^n g^{(a)}(w - z_a)^s + \delta_{s,-1}\chi_q(g) 1^\otimes n. \]

On the other hand,

\[
\Delta a^1 a^2 \cdots a^k \circ \phi_w(u; q)(g \otimes t^s) = \Delta a^1 a^2 \cdots a^k \left( \sum_{b=1}^k g^{(b)}(w - u_b)^s + \delta_{s,-1}\chi_q(g) 1^\otimes k \right)
\]

\[ = \sum_{b=1}^k \sum_{a \in A_b} g^{(a)}(w - u_b)^s + \delta_{s,-1}\chi_q(g) 1^\otimes n. \]

Since \( A_1, A_2, \ldots, A_k \) partitions \( \{1, 2, \ldots, n\} \) and since \( u_b \) appears in \( z \) precisely \( \#A_b \) times, the claim follows.

### 3.3 Gaudin algebras

There is a commutative subalgebra \( \mathcal{A} \subseteq U(\hat{\mathfrak{g}} \mathfrak{l}_r) \), the *universal Gaudin algebra*, that is free commutative on an infinite set of generators. The generators are described in [18, Corollary 2], and arise from taking repeated derivatives of a set of homogeneous generators for a copy of \( S(\mathfrak{g} \mathfrak{l}_r) \) in \( U(\hat{\mathfrak{g}} \mathfrak{l}_r) \). We define the inhomogeneous Gaudin algebra

\[ \mathcal{A}(z; q) := \phi_w(z; q)(\mathcal{A}). \]

This algebra is independent of the choice of \( w \in \mathbb{C} \).
Theorem ([10, Lemma 9.3]). The inhomogeneous Gaudin algebra $A(z; q)$ is commutative. Let $\mathfrak{z}_{\mathfrak{gl}_r}(q) \subseteq \mathfrak{gl}_r$ be the centraliser of $q \in \mathfrak{gl}_r$. Then $A(z; q)$ commutes with $\Delta^{(n-1)}(\mathfrak{z}_{\mathfrak{gl}_r}(q)) \subseteq U(\mathfrak{gl}_r)^{\otimes n}$.

3.4 The case $n = 1$

There is one case that will be of particular interest to us and we will use a special notation. This is when $n = 1$, so there is one variable $z = (z_1)$. In this case, the algebra $A(z; q) \subseteq U(\mathfrak{gl}_r)$ does not depend on $z_1$ and we shall denote the algebra by $A(q)$. When $q$ is regular this algebra contains the abelian Lie subalgebra $\{G_h : h = (h_1, \ldots, h_r) \in \text{diag}(\mathfrak{gl}_r) \subseteq \mathfrak{gl}_r\}$ where

$$G_h := \sum_{i < j} \frac{h_i - h_j}{q_i - q_j} E_{ij}E_{ji} \in U(\mathfrak{gl}_r),$$

see [10, Proposition 9.5]. It also contains the Cartan subalgebra $\text{diag}(\mathfrak{gl}_r)$ of $\mathfrak{gl}_r$, [10, Proposition 9.5].

3.5 Gaudin algebras with equal parameters

Using the notation from Subsection 3.2, we can describe the algebras $A(z; q)$ when some of the parameters in $z$ coincide.

Proposition. For $z \in \mathbb{C}^n$, $A(z; q) = A(u; q)^{u_1, u_2, \ldots, u_k}$. In particular, if $z = (z, z, \ldots, z)$ then $A(z; q) = A(q)^{(1, 2, \ldots, n)} = \Delta^n(A(q))$ and if $z = (0, 0, \ldots, 0, z)$ then $A(z; q) = A(0, z; q)^{(1, 2, \ldots, n-1)(n)}$.

Proof. This follows immediately from the definition and Lemma 3.2.

3.6 Limits of inhomogeneous Gaudin algebras

If $q \in \text{diag}(\mathfrak{gl}_r)$ is regular, then by [18, Theorem 2], we have

$$\lim_{t \to \infty} A(tz; q) = A(q)^{\otimes n} \subseteq U(\mathfrak{gl}_r)^{\otimes n}.$$ 

In fact, we can strengthen the above result slightly to include small deformations of the path $tz$. This will be useful when we consider homotopies of paths.

Proposition. Let $z(t) : [1, \infty) \to \mathbb{C}^n_{\text{reg}}$ be a path such that $\lim_{t \to \infty} z_{i+1}(t) - z_i(t) = \infty$. Then

$$\lim_{t \to \infty} A(tz; q) = A(q)^{\otimes n} \subseteq U(\mathfrak{gl}_r)^{\otimes n}.$$ 

Proof. The proof of [18, Theorem 2] applies word for word to the above statement.
3.7 | Jucys–Murphy operators

It will also be desirable to understand a particular limit as \( z \to 0 \). Consider a path \( z(t) : (0, 1] \to \mathbb{R}^n_\infty \) such that \( \lim_{t \to 0} z_i(t)/z_{i+1}(t) = 0 \). Define \( J \mathcal{M}_n = \lim_{t \to 0} A(z(t); q) \) (the notation comes from the fact that on \( (V_{\mathfrak{sl}_1})^\otimes n \) this algebra coincides with the algebra of Jucys–Murphy operators).

**Proposition.** The limiting algebra \( \lim_{t \to 0} A(z(t); q) \) contains and is generated by \( \Delta^n(A(q)) \) and \( J \mathcal{M}_n \).

**Proof.** This is a generalisation of [10, Proposition 10.16(1)] and the same proof works here. \( \square \)

A very similar argument will be used in Lemma 6.4 in a more complicated situation.

3.8 | Compactification

The family of algebras \( A(q) \) with \( q \in C^r_{\text{reg}} \) are constant under the action of \( \mathbb{C} \rtimes \mathbb{C}^* \) on \( C^r_{\text{reg}} \) by affine shifts and dilations. We thus have a family of algebras over \( C^r_{\text{reg}}/\mathbb{C} \rtimes \mathbb{C}^* = \mathbb{P}^1(C)_{\text{reg}}/\text{PSL}(2, \mathbb{C}) \), where we have added the point at infinity to realise the right-hand side of this equality. By [1, Theorem 2.5] and [10, Theorem 10.8], this can be extended to a flat family of maximally commutative subalgebras of \( U(\mathfrak{gl}_r) \) over \( \mathcal{M}_{0, r+1} \), the moduli space of \( r+1 \) points on genus 0 curves. We wish to describe one particular limit point.

3.9 | Gelfand–Tsetlin subalgebras

We embed \( \mathfrak{gl}_{r-1} \subset \mathfrak{gl}_r \) as the set of matrices with zero final row and column. The Gelfand–Tsetlin subalgebra \( G^r_T = \langle ZU(\mathfrak{gl}_1), ZU(\mathfrak{gl}_2), \ldots, ZU(\mathfrak{gl}_r) \rangle \subset U(\mathfrak{gl}_r) \) is the commutative subalgebra generated by the successive centres of these embedded general linear Lie algebras.

**Proposition** ([18, Lemma 4]). Let \( q = (q_1, q_2, \ldots, q_r) \in C^r_{\text{reg}} \) and \( q(t) = (q_1 t^{r-1}, q_2 t^{r-2}, \ldots, q_r) \).

Then \( \lim_{t \to 0} A(q(t)) = G^r_T \), the Gelfand–Tsetlin subalgebra.

4 | STATEMENT OF MAIN THEOREM

In this section, we work with \( z = (z_1, z_2, \ldots, z_n) \in \mathbb{R}^n_\infty \) and \( q = (q_1, q_2, \ldots, q_r) \in \mathbb{R}^r_\infty \).

4.1 | Notation

We are going to be interested in the spectrum of inhomogeneous Gaudin algebras. Recall from the introduction if \( M \) is a \( A(z; q) \)-module, we will write \( E_{\frac{z}{q}}(M) \) instead of \( E_{A(z; q)}(M) \). When \( n = 1 \) we will denote the spectrum of \( A(q) \) on \( M \) by \( E_q(M) \). For a weight \( \lambda \), let \( V_{\lambda}^r \) be the corresponding irreducible \( \mathfrak{gl}_r \)-module. Usually we will drop the superscript and write \( V_{\lambda} \), however occasionally we will include it for clarity. If \( M = V_{\lambda_1} \otimes V_{\lambda_2} \otimes \cdots \otimes V_{\lambda_n} \) for some tuple of weights.
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Then we will simplify notation further by writing $E_{z;q}(\lambda)$ and finally, if $\lambda = (k_1 \omega_1, k_2 \omega_1, \ldots, k_n \omega_1)$ we will write $E_{z;q}(k)$.

4.2 Combinatorial description

The Lie algebra $\mathfrak{gl}_r$ acts by left multiplication on $\mathbb{C}[\text{Mat}_{r \times n}]$, polynomial functions on the space of complex matrices. The spectrum of the inhomogeneous Gaudin algebras on this space is the main object of our story. A convenient way to describe the action of $\mathfrak{gl}_r$ on $\mathbb{C}[\text{Mat}_{r \times n}]$ is as follows. The algebra $\mathfrak{gl}_r$ acts on $\mathbb{C}[x_1, x_2, \ldots, x_r]$ by differential operators where $E_{ij}$ acts by $x_i \partial_j$. The submodule of homogeneous degree $k$ polynomials is isomorphic to $V_{k \omega_1}$. There is an isomorphism

$$\mathbb{C}[\text{Mat}_{r \times n}] \rightarrow \mathbb{C}[x_1, x_2, \ldots, x_r]^{\otimes n}; x_{ij} \mapsto x_1^{ij}.$$

4.3 Labelling by integer matrices

A weight basis for $\mathbb{C}[\text{Mat}_{r \times n}]$ is given by the monomials $x^A = \prod_{i,j} x_{ij}^{A_{ij}}$, where $A = (A_{ij}) \in \text{Mat}_{r \times n}(\mathbb{N})$. In other words, this weight basis is labelled by $\text{Mat}_{r \times n}(\mathbb{N})$. We now construct a bijection

$$\alpha : E_{z;q}(r \times n) := E_{z;q}(\mathbb{C}[\text{Mat}_{r \times n}]) \rightarrow \text{Mat}_{r \times n}(\mathbb{N}).$$

The weight spaces of $\mathbb{C}[x_1, x_2, \ldots, x_r]$ are spanned by the monomials and so are one-dimensional. Since $A(q)$ contains the Cartan subalgebra, it thus acts with simple spectrum. It follows that $A(q)^{\otimes n}$ has simple spectrum on $\mathbb{C}[\text{Mat}_{r \times n}]$. Recall from 3.6 that $\lim_{t \to \infty} A(tz; q) = A(q)^{\otimes n}$. We can thus conclude that $A(z; q)$ has simple spectrum on $\mathbb{C}[\text{Mat}_{r \times n}]$ for generic $z$ (alternatively this can be deduced from [8, Corollary 6 and proof of Corollary 4]). Following 2.2, parallel transport along the line $\{tz : 1 \leq t \leq \infty\}$ therefore gives a bijection

$$p_\infty : E_{z;q}(r \times n) \rightarrow E_{\infty;q}(r \times n).$$

Since the weight spaces in $\mathbb{C}[\text{Mat}_{r \times n}]$ are one-dimensional, they coincide with the spectrum of $A(q)^{\otimes n}$, that is $E_{\infty;q}(r \times n) = \{\mathbb{C}x^A \mid A \in \text{Mat}_{r \times n}(\mathbb{N})\}$. We thus have a bijection

$$\text{comb}_{\infty;q}^{r \times n} : E_{\infty;q}(r \times n) \rightarrow \text{Mat}_{r \times n}(\mathbb{N}); \mathbb{C}x_A \mapsto A.$$

After composition with $p_\infty$, this produces a labelling of the spectrum $E_{z;q}(r \times n)$ by a non-negative integer matrices:

$$\alpha = \text{comb}_{\infty;q}^{r \times n} \circ p_\infty : E_{z;q}(r \times n) \rightarrow \text{Mat}_{r \times n}(\mathbb{N}).$$
4.4  Parallel transport to $z = 0$

We now construct a mapping

\[
\beta : \mathcal{E}_{z,q}(r \times n) \longrightarrow \bigcup_{\lambda \in \text{Part}_{\leq r}} \text{SSY}(\lambda).
\]

Choose a path $z(t) \in \mathbb{R}^n_<$ for $t \in (0, 1]$ such that $z(1) = z$ and $\lim_{t \to 0} z(t) = 0$. By construction, $A(z,q)$ is the image of the algebra $A$ under the mapping

\[
\phi_w(z,q) = (\phi_w \otimes (\chi_q \circ \phi_\infty)) \circ \Delta : U(\mathfrak{gl}_r) \to U(\mathfrak{gl}_r) \otimes^n.
\]

Therefore, $\lim_{t \to 0} A(z(t),q)$ contains the image of $A$ under $(\phi_w,0 \otimes (\chi_q \circ \phi_\infty)) \circ \Delta$, which is $\Delta^n A(q)$ (see 3.2). Thus, by parallel transport along $z(t)$ (and restriction to $\Delta^n A(q)$) we obtain a map

\[
p_{z=0} : \mathcal{E}_{z,q}(r \times n) \longrightarrow \mathcal{E}_{q}(r \times n),
\]

where $\mathcal{E}_{q}(r \times n) = \mathcal{E}_{q}(\mathbb{C}[\text{Mat}_{r \times n}])$, the spectrum of $A(q)$ acting diagonally on $\mathbb{C}[\text{Mat}_{r \times n}]$.

Since $A(q)$ contains $ZU(\mathfrak{gl}_r)$ and the finite-dimensional irreducible $\mathfrak{gl}_r$-modules are determined by their central character, an eigenspace $E \in \mathcal{E}_{q}(r \times n)$ is contained in an isotypic component of $\mathbb{C}[\text{Mat}_{r \times n}]$. This produces a map $\xi : \mathcal{E}_{q}(r \times n) \longrightarrow \bigcup_{\lambda} \mathcal{E}_{q}(\lambda)$.

For any $q \in \mathbb{R}^r_<$, Proposition 3.9 and parallel transport along the path $q(t) = (t'^{-1}q_1, t'^{-2}q_2, \ldots, q_r)$ gives an identification $\kappa : \mathcal{E}_{q}(\lambda) \longrightarrow \mathcal{E}_{q}(\lambda)$.

4.5  The Gelfand–Tsetlin labelling

Now denote the spectrum of the Gelfand–Tsetlin algebra $G\mathcal{T}_r$, acting on $V_\lambda$ by $\mathcal{E}_0(\lambda)$. The set $\mathcal{E}_0(\lambda)$ is identified with the $\text{SSYT}_r(\lambda)$ as follows. Let $E \in \mathcal{E}_{0}(\lambda)$. For each $1 \leq i \leq r$, $E$ is contained in an irreducible $\mathfrak{gl}_i$-submodule $V^{(i)}_\lambda \subset V_\lambda$. Thus, to $E$ we associate a sequence $\lambda^{(1)}, \lambda^{(2)}, \ldots, \lambda^{(r)} = \lambda$ of partitions, where $\lambda^{(i-1)} \subseteq \lambda^{(i)}$ and the skew-shape $\lambda^{(i)} \setminus \lambda^{(i-1)}$ does not have more than one box in any column. From such a sequence, we produce a tableau by filling the boxes corresponding to $\lambda^{(i)} \setminus \lambda^{(i-1)}$ with $i$. The map

\[
\text{comb}_0 : \mathcal{E}_0(\lambda) \longrightarrow \text{SSYT}_r(\lambda)
\]

is a bijection. We will write $\text{comb}_r$ for this map if we need to emphasise that it is induced by $G\mathcal{T}_r \subset U(\mathfrak{gl}_r)$.

Together these mappings produce

\[
\beta = \text{comb}_0 \circ \kappa \circ \xi \circ p_{z=0} : \mathcal{E}_{z,q}(r \times n) \longrightarrow \bigcup_{\lambda \in \text{Part}_{\leq r}} \text{SSY}(\lambda).
\]
Combining the previous sections, we obtain a mapping

\[ S = \beta \circ \alpha^{-1} : \text{Mat}_{r \times n}(\mathbb{N}) \rightarrow \bigsqcup_{\lambda \in \text{Part} \leq r} \text{SSYT}(\lambda). \quad (4.1) \]

### 4.6 Duality

The algebra \( \mathfrak{g}l_n \) acts on \( \mathbb{C}[\text{Mat}_{r \times n}] \) by transposed matrix multiplication. We can consider the \( \mathfrak{g}l_n \) module \( \mathbb{C}[y_1, \ldots, y_n] \) where \( E_{ij} \) acts by \( y_i \partial_j \) and we obtain the following identifications

\[ \mathbb{C}[x_1, \ldots, x_r]^{\otimes n} \cong \mathbb{C}[\text{Mat}_{r \times n}] \cong \mathbb{C}[y_1, \ldots, y_n]^{\otimes r} \]

all of which can be considered \( \mathfrak{g}l_r \oplus \mathfrak{g}l_n \) modules (the actions commute). In addition, there are actions of \( U(\mathfrak{g}l_r)^{\otimes n} \) and \( U(\mathfrak{g}l_n)^{\otimes r} \) (these actions do not commute). We will denote the relevant maps by

\[ \pi^r : U(\mathfrak{g}l_r)^{\otimes n} \rightarrow \text{End}(\mathbb{C}[\text{Mat}_{r \times n}]) \]
\[ \pi^n : U(\mathfrak{g}l_n)^{\otimes r} \rightarrow \text{End}(\mathbb{C}[\text{Mat}_{r \times n}]). \]

### 4.7 Dual labelling by tableaux

We now define a map analogous to 4.5 by sending \( q \rightarrow 0 \). Choose a path \( q(t) \in \mathbb{R}^r_+ \) for \( t \in (0, 1] \) such that \( q(1) = q \) and \( \lim_{t \rightarrow 0} q(t) = 0 \). In this limit, \( \lim_{t \rightarrow 0} A(z; q(t)) \) contains \( A(z; 0) \subset U(\mathfrak{g}l_r)^{\otimes n} \). According to [14, Theorem 6], we have that \( \pi^r(A(z; 0)) = \pi^n(A(z)) \). This allows us to repeat the construction from Subsection 4.4 to get a map \( \beta' \), obtained by composing \( \mathcal{E}_{\frac{q}{z}}(r \times n) \rightarrow \mathcal{E}_{\frac{z}{q}}(r \times n) \) with the operation to then produce a semistandard tableau. Putting this all together gives us a map

\[ T = \beta' \circ \alpha^{-1} : \text{Mat}_{r \times n}(\mathbb{N}) \rightarrow \bigsqcup_{\lambda \in \text{Part} \leq r} \text{SSYT}(\lambda). \quad (4.2) \]

### 4.8 Main result

We can now state the main result of the paper.

**Theorem.** The assignment \( A \mapsto (S(A), T(A)) \) agrees with the RSK correspondence. More precisely, \( S(A) = P(A) \) and \( T(A) = Q(A) \) for all \( A \in \text{Mat}_{r \times n}(\mathbb{N}) \).

### 5 CRYSTAL STRUCTURES ON \( E_q(\lambda) \)

#### 5.1 Crystal structures from \( A(q) \)

To prove Theorem 4.8, we will first understand better the mapping of 4.4

\[ \text{comb}_0 \circ \chi : E_q(\lambda) \rightarrow \text{SSYT}_r(\lambda). \]
We know that \( \text{SSYT}_r(\lambda) \) is an irreducible \( \mathfrak{gl}_r \)-crystal. Thanks to [10, Proposition 12.2], there is a crystal structure defined directly on \( E^{r}_{2}(\lambda) \) through the representation theory of \( \mathcal{A}(q) \) on \( V_{\lambda} \).

**Proposition.** The mapping \( \text{comb}_2 \circ \kappa \) is an isomorphism of \( \mathfrak{gl}_r \)-crystals.

**Proof.** We will proceed by induction on \( r \), noting that for \( r = 2 \) the result is immediate since the weight spaces of \( V_{\lambda} \) are all one-dimensional.

Recall from 4.4 the mapping that \( \text{comb}_2 \circ \kappa \) is defined using parallel transport along the path \( \tilde{q}(t) = (t^{r-1}q_1, t^{r-2}q_2, \ldots, q_r) \in \mathbb{R}_r \) for \( t \in (0, 1] \). Recall from Subsection 3.8, the mapping from \( C' \) to the space of commutative subalgebras of \( U(\mathfrak{gl}_r) \) extends to a mapping from \( \overline{M}_{0,r+1} \). For \( x \in \overline{M}_{0,r+1} \) we denote the corresponding algebra by \( \mathcal{A}(x) \). With this notation, \( \mathcal{A}(q) \) is the algebra corresponding to \( x = (q_1, q_2, \ldots, q_r, \infty) \in \overline{M}_{0,r+1} \). We now consider the path \( q(t) \) in this moduli space, and thus include the limit point \( q(0) \).

We will label the marked points in \( \overline{M}_{0,r+1} \) by 1, 2, ..., \( r, \infty \). Let \( \mathcal{M}(i, j) \) be the codimension one boundary component of \( \overline{M}_{0,r+1} \) where precisely the marked points \( i, i+1, \ldots, j \) lie in the same irreducible component.

We are going to consider a path \( \tilde{q}(t) \) in \( \overline{M}_{0,r+1} \) that is homotopy equivalent to \( q(t) \). It is the composition of two paths, \( \tilde{q}^1(t) \) and \( \tilde{q}^2(t) \), which are defined as follows.

- We let \( \tilde{q}^1(t) = (tq_1, tq_2, \ldots, t^{r-1}q_r) \) for \( t \in (0, 1] \). The limit point \( \tilde{q}^1(0) \) is the stable curve in \( \overline{M}(r, \infty) \) where one component has marked points at \( q_r \) and \( \infty \) and a node at 0, while the second component has marked points at \( q_1, q_2, \ldots, q_{r-1} \) and a node at \( \infty \).
- We let \( \tilde{q}^2(t) \in \overline{M}(r, \infty) \) be the stable curve where the first component has marked points at \( q_r \) and \( \infty \) and a node at 0, and the other component(s) has marked points at \( t^{r-2}q_1, t^{r-3}q_2, \ldots, q_{r-1} \) and a node at \( \infty \).

We will first show that parallel transport along \( \tilde{q}^1(t) \) and \( \tilde{q}^2(t) \) both induce \( \mathfrak{gl}_{r-1} \)-crystal morphisms.

First we deal with \( \tilde{q}^2(t) \). Let \( t : U(\mathfrak{gl}_{r-1}) \longrightarrow U(\mathfrak{gl}_r) \) be the embedding induced by \( \mathfrak{gl}_{r-1} \subset \mathfrak{gl}_r \) as the matrices with zero final row and column. By [10, Corollary 10.12] the algebra, \( \mathcal{A}(\tilde{q}^1(0)) \) at the initial point is generated by \( t\mathcal{A}((q_1, q_2, \ldots, q_{r-1})) \) and \( \mathcal{A}((0, \ldots, 0, q_r)) \subset U(\mathfrak{gl}_r)^{\mathfrak{gl}_{r-1}} \). Since the decomposition of \( V_{\lambda} \) into \( \mathfrak{gl}_{r-1} \) representations is multiplicity free, we have

\[
E^{r}_{2}(0, \lambda) = \bigoplus_{\mu \subset \lambda} E(q_{1}, q_{2}, q_{r-1})(\mu),
\]

where the union ranges over \( \mu \subset \lambda \) such that \( \lambda \setminus \mu \) has at most one box in every column, see [10, Corollary 10.13]. The induction assumption is that the mapping \( \text{comb}^{r-1}_{(q_1, \ldots, q_{r-1})} \) is a \( \mathfrak{gl}_{r-1} \)-crystal isomorphism for every \( \mu \). These are precisely the maps induced by parallel transport along \( \tilde{q}^2(t) \).

Now we consider \( \tilde{q}^1(t) \). The crystal operator \( \tilde{e}_i \) in the crystal structure on \( E^{r}_{2}(\lambda) \) is defined using parallel transport to any point on \( \overline{M}(i, i+1) \). When \( 1 \leq i \leq r-2 \), we have that \( \overline{M}(i, i+1) \cap \overline{M}(r, \infty) \) is nonempty. By the operadic nature of \( \overline{M}_{0,r+1} \), we therefore see that parallel transport along \( \tilde{q}^1(t) \) is a morphism of \( \mathfrak{gl}_{r-1} \)-crystals since the parallel transport defining \( \tilde{e}_i \) factors through the parallel transport to \( \tilde{q}^1(0) \).
It follows from these two paragraphs that parallel transport along the composition of \( \tilde{q}_1(t) \) and \( \tilde{q}_2(t) \) is a \( \mathfrak{gl}_{r-1} \)-crystal morphism. Since this composition is homotopic to \( q(t) \), this shows \( \operatorname{comb}_q(\lambda) \) is a mapping of \( \mathfrak{gl}_{r-1} \)-crystals. This implies that this mapping sends \( \mathfrak{gl}_{r-1} \) highest weights to elements of \( \text{SSYT}_r(\lambda) \) that are also \( \mathfrak{gl}_{r-1} \) highest weights. But such semistandard tableaux are uniquely determined by their weights as a \( \mathfrak{gl}_r \)-representation. Since \( \operatorname{comb}_0 \circ \kappa \) preserves weight spaces by construction, it follows that it is a \( \mathfrak{gl}_r \)-crystal mapping.

\[ \square \]

6 | MODULI OF INHOMOGENEOUS GAUDIN ALGEBRAS

For \((z, q) \in \mathbb{C}_\text{reg}^n \times \mathbb{C}_\text{reg}^r\), the algebras \( \mathcal{A}(z; q) \subseteq U(\mathfrak{g} \mathfrak{l}_r)^{\otimes n} \) have constant Hilbert series with respect to the PBW filtration (see [10, section 9.4]). Thus, if we fix \( q \in \mathbb{C}_\text{reg}^r \), then \( \mathbb{C}_\text{reg}^n \) maps into the space of subalgebras of \( U(\mathfrak{g} \mathfrak{l}_r)^{\otimes n} \) with the same Hilbert series as \( \mathcal{A}(z; q) \). Denote the closure of the image of \( \mathbb{C}_\text{reg}^n \) by \( \mathcal{X}_q \), the compactified moduli space of inhomogeneous Gaudin algebras. If \( x \in \mathcal{X}_q \), we denote the corresponding algebra by \( \mathcal{A}(x; q) \). The purpose of this section is to present a homotopy of paths in the space of \( \mathcal{X}_q \). This will be the main technical ingredient in the proof of Theorem 4.8.

6.1 | Collision paths

We call a path \( z(t) : \mathbb{R}_{>0} \longrightarrow \mathbb{C}_\text{reg}^n \) a collision path if it satisfies the following four properties:

- **ordered**: \( z(t) \in \mathbb{R}_0^n \) for all \( t \in \mathbb{R}_{>0} \),
- **monotonicity**: the functions \( z_i(t) \) are monotonic for \( 1 \leq i \leq n \),
- **limiting behaviour**: \( \lim_{t \to 0} z_i(t) = 0 \) and \( \lim_{t \to \infty} z_i(t) = \infty \) for all \( 1 \leq i \leq n \),
- **asymptotic ordering**: \( \lim_{t \to 0} \frac{z_{i+1}(t)}{z_i(t)} = \lim_{t \to \infty} \frac{z_{i+1}(t) - z_i(t)}{z_i(t)} = \infty \) for all \( 1 \leq i < n \).

These conditions ensure that

- \( \lim_{t \to \infty} \mathcal{A}(z(t); q) = \mathcal{A}(q)^{\otimes n} \) (see Subsection 3.6),
- \( \lim_{t \to 0} \mathcal{A}(z(t); q) \) is the algebra generated by \( \Delta^n \mathcal{A}(q) \) and \( J \mathcal{M}_n \) (see Subsection 3.7).

**Example.** An example of a collision path is \( z_i(t) = t^{n-i+1}(1 + t^2)^{i-1} \). If we want this to pass through a specific point \((z_1, z_2, \ldots, z_n)\), at say \( t = 1 \), for example, we can take the path \( z_i(t) = 2^{1-i} z_i t^{n-i+1}(1 + t^2)^{i-1} \).

Fix a choice of collision path. Let \( \mathbb{R}_{\geq 0}^\infty = \mathbb{R}_{>0} \cup \{\infty\} \). We can now define a path \( \gamma : \mathbb{R}_{\geq 0}^\infty \longrightarrow \mathcal{X}_q \) given by \( \gamma(t) = \mathcal{A}(z(t); q) \) when \( t \neq 0, \infty \), and given by the limiting algebras at the start and end points. This is the path whose parallel transport will be studied in Theorem 7.3.

6.2 | Remark

When \( q \) is regular, the moduli space \( \mathcal{X}_q \) is expected to be isomorphic to the moduli space of framed, stable, genus zero curves with \( n + 1 \) marked points (see [10, Remark 10.20]). These are chains of genus zero curves, with points marked by 1, 2, \ldots, \( n \) and \( \infty \), and a choice of non-zero tangent vector at \( \infty \).
Suppose that $X_q$ is indeed isomorphic to this moduli space, then the path $\gamma$ corresponds to a path starting at the curve $\gamma(0)$ with $n - 1$ components arranged linearly, the labels 1, 2 on the first component, $i + 1$ on the $i$th component, and $\infty$ on the final component. For $0 < t < \infty$, the curve $\gamma(t)$ is a single component with labels at the points determined by $z(t)$. For $t = \infty$, the curve $\gamma(\infty)$ is again $n$ components, this time, all sharing a single nodal point marked $\infty$.

Now we would like to apply induction on $n$ to this path later. The moduli space of curves interpretation suggests how to do this. We use a different path $\gamma_0$. We start at the same stable curve $\gamma_0(0) = \gamma(0)$, but now move only the point marked by $n$. That is we move through stable curves $\gamma_0(t)$ with $n - 1$ components, arranged linearly, the first marked by 1, 2 and the $i$th marked by $i + 1$, but now the last component marked by $n$ and $\infty$.

We ask that the $n$th marked point collides with $\infty$ when $t = 1$, that means, $\gamma_0(1)$ is the same stable curve as $\gamma_0(0)$ except that $\infty$ labels the node between the final two components, and $n$ labels a point on the final component. For $1 < t < \infty$, we then inductively use a collision path to move the marked points $1, 2, \ldots, n - 1$ to $\infty$ to arrive at $\gamma_0(\infty) = \gamma(\infty)$.

In the moduli space of curves, it is clear these two paths are homotopy equivalent. However, since we do not know that $X_q$ is indeed isomorphic to this space, we cannot use this fact. The following proves that the corresponding paths in $X_q$ are homotopy equivalent directly.

### 6.3 Deformations of collision paths

The idea of a collision path is that it parametrises $n$ particles that collide at zero and infinity in a specified order, simultaneously. Our aim now, is to present a new path in $X_q$, where the $n$th particle is sent from zero to infinity first, and then the remaining particles follow. This will allow us to use induction when calculating the parallel transport along a collision path. We show below that this new path is homotopy equivalent to $\gamma$. So, the strategy can be summarised as writing down what would be an explicit homotopy in the moduli space of curves and showing explicitly that it is in fact a homotopy in $X_q$.

Define a deformation $z : (0, 1] \times \mathbb{R}_{>0} \rightarrow \mathbb{C}_\text{reg}^n$ of our fixed collision path. For $1 \leq i \leq n - 1$ let

$$z_i(s, t) = \begin{cases} z_i(st) & \text{when } 0 \leq t \leq 1, \\ z_i(t - 1 + s) & \text{when } t > 1, \end{cases}$$

and let

$$z_n(s, t) = \begin{cases} \frac{2 - t}{1 - t + s}z_n(t) & \text{when } 0 \leq t \leq 1, \\ s^{-1}z_n(t) & \text{when } t > 1, \end{cases}$$

**Lemma.** Fix $s \in (0, 1]$. Then $(z_i(s, \cdot))_i$ is a collision path.

**Proof.** We first observe that the path is continuous. Now we check the four properties defining collision paths.
To see the ordering property, clearly \( z_i(s, t) < z_{i+1}(s, t) \) for any fixed \( s \) and \( t \) and \( 1 \leq i \leq n - 2 \). What is left to observe is that \( z_{n-1}(s, t) < z_n(s, t) \). When \( t \leq 1 \), we have
\[
z_{n-1}(s, t) = z_{n-1}(st) \leq z_{n-1}(t) < z_n(t) \leq \frac{2 - t}{1 - t + s} z_n(t) = z_n(s, t),
\]
where the first inequality follows by monotonicity, the second by the ordering, and the third since \( \frac{2 - t}{1 - t + s} \geq 1 \) when \( s \in (0, 1] \) and \( t \leq 1 \). Now when \( t > 1 \), we have
\[
z_{n-1}(s, t) = z_{n-1}(t - 1 + s) \leq z_{n-1}(t) < z_n(t) \leq z_n(s, t)
\]
for similar reasons.

Monotonicity follows from the observation that if \( t < 1 < t' \) then \( st < t' - 1 + s \). The limiting behaviour and asymptotic ordering both follow from the corresponding properties of \( z(t) \).

\[\square\]

### 6.4 Lifting collision paths

Now we can define the path \( \gamma_0 : \mathbb{R}_{\geq 0} \rightarrow \mathfrak{X}_q \) given by \( \gamma_0(t) = \lim_{s \to 0} \mathfrak{X}_q(z(s, t)) \) when \( t \neq 0, \infty \) and defined by the appropriate limiting algebras at these endpoints. While it is immediately clear that \( z(s, t) \) is homotopic to \( z(t) \) for any fixed \( s \in (0, 1] \), the same cannot be said for \( \gamma(t) \) and \( \gamma_0(t) \). To see this, we must show that \( \gamma_0(t) \) is continuous and to do this we will explicitly calculate the algebras corresponding to each point.

**Lemma.** The algebra \( \lim_{s \to 0} \mathcal{A}(z(s, t); q) \)

1. is equal to \( \mathcal{A}(z_1(t - 1), \ldots, z_{n-1}(t - 1); q) \otimes \mathcal{A}(q) \) when \( t > 1 \), and
2. is generated by \( \mathcal{J} \mathcal{M}_{n-1} \) and \( \mathcal{A}(0, \frac{2 - t}{1 - t - s} z_n(t); q)^{(1,2,\ldots,n-1)(n)} \) when \( 0 < t < 1 \), and
3. is generated by \( \mathcal{J} \mathcal{M}_{n-1} \otimes \mathcal{A}(q) \) and \( \Delta^{n-1} \mathcal{A}(q) \) when \( t = 1 \).

**Proof.** We imitate the method of proof used in [18, section 5] and [10, section 10]. In particular, the algebra \( \mathcal{A}(z; q) \) is generated by the coefficients of the principal parts of the Laurent series of \( f_l(w; z; q) = \phi_w(z; q)(S_l) \), where \( S_l \in \mathcal{A} \) are the free generators described in [7]. We also note that \( \lim_{w \to \infty} \phi_w = \epsilon \), the counit map (see [18, Lemma 2]).

First we deal with \( t > 1 \). The generators of \( \mathcal{A}(z(s, t); q) \) are the coefficients of the principal part of the Laurent series of
\[
f_l(w; z(s, t); q) = f_l(w; z_1(t - 1 + s), z_2(t - 1 + s), \ldots, z_{n-1}(t - 1 + s), s^{-1} z_n(t); q),
\]
so we have
\[
\lim_{s \to 0} f_l(w; z(s, t); q)
\]
\[
= \lim_{s \to 0} \phi_w - z_1(t - 1 + s) \otimes \cdots \otimes \phi_w - z_{n-1}(t - 1 + s) \otimes \phi_w - s^{-1} z_n(t) \otimes (\chi_q \circ \phi_\infty) \circ \Delta^{(n+1)}(S_l)
\]
\[
= \phi_w - z_1(t - 1) \otimes \cdots \otimes \phi_w - z_{n-1}(t - 1) \otimes \epsilon \otimes (\chi_q \circ \phi_\infty) \circ \Delta^{(n+1)}(S_l)
\]
\[
= f_l(w; z_1(t - 1), \ldots, z_{n-1}(t - 1); q)^{(1,2,\ldots,n-1)}.
\]
Thus, $\mathcal{A}(z_1(t-1), \ldots, z_{n-1}(t-1); q)^{(1,2,\ldots,n-1)} \subseteq \lim_{s \to 0} \mathcal{A}(z(t); q)$. Now consider the principal part of the Laurent series of $f_1(w; z(t); q)$ at $w = z_n(t) = s^{-1}z_n(t)$. This is the same as the principal part of the Laurent series of $f_1(w + s^{-1}z_n(t); z(t); q)$ at $w = 0$ and we have

$$
\lim_{s \to 0} f_1(w + s^{-1}z_n(t); z(t); q) = \phi_w^{s^{-1}z_n(t)} \otimes \cdots \otimes \phi_w^{s^{-1}z_n(t)} - z_n(t) \otimes \phi_w \otimes (\chi_q \circ \phi_\infty) \circ \Delta^{(n+1)}(S_i)
$$

and so $\langle q \rangle^{(n)} \subseteq \lim_{s \to 0} \mathcal{A}(z(t); q)$.

To see that $\mathcal{A}(z_1(t-1), \ldots, z_{n-1}(t-1); q)^{(1,2,\ldots,n-1)} \otimes \mathcal{A}_q = \lim_{s \to 0} \mathcal{A}(z(t); q)$, we use [10, Proposition 9.10] to see that both are free polynomial algebras of the same transcendence degree.

Now consider the case when $0 < t \leq 1$. First of all, by taking the limit and using Proposition 3.5, we see that

$$
\mathcal{A}(z_{n-1}(st)^{-1}z(t); z_{n-1}(st)q) = \mathcal{A}(z_{n-1}(st)^{-1}z(t); z_{n-1}(st)q) = \lim_{s \to 0} \mathcal{A}(z(t); q)
$$

According to [10, Lemma 9.2], $\mathcal{A}(z(t); q) = \mathcal{A}(z_{n-1}(st)^{-1}z(t); z_{n-1}(st)q)$ and so the limiting algebra contains the coefficients of the principal parts of the Laurent series of

$$
\lim_{s \to 0} f_1(w; z_{n-1}(st)^{-1}z(t); z_{n-1}(st)q)
$$

By the fact that $z(t)$ is a collision path,

$$
\lim_{s \to 0} \frac{z_i(t)}{z_{n-1}(st)} = 0 \text{ for } 1 \leq i < n-1 \text{ and } \lim_{s \to 0} \frac{z_n(t)}{z_{n-1}(st)} = \infty.
$$

So, $\lim_{s \to 0} \phi_w^{z_{n-1}(st)} = \epsilon$. By the cocommutativity of $\Delta$ we get

$$
\lim_{s \to 0} f_1(w; z_{n-1}(st)^{-1}z(t); z_{n-1}(st)q) = \lim_{s \to 0} f_1(w; z_1(t), \ldots, z_{n-1}(t); 0)^{(1,2,\ldots,n-1)}
$$

and we thus have that $\mathcal{J} \mathcal{A}_{n-1} \subseteq \lim_{s \to 0} \mathcal{A}(z(t); q)$.

To see that the limiting algebra is generated by these two subalgebras note first by a theorem of Knop [11] the centraliser of $(U(\mathfrak{gl}_r \otimes^2) \mathfrak{gl}_r \otimes \mathfrak{gl}_r)$ embedded via $\Delta^{(1,1,\ldots,1)}(n)$ in $U(\mathfrak{gl}_r \otimes^2) = U(\mathfrak{gl}_r \otimes^2)$ is isomorphic to

$$
(U(\mathfrak{gl}_r \otimes^2) \Delta^{(1,1,\ldots,1)}(n) \mathfrak{gl}_r \otimes \mathfrak{gl}_r) \otimes (U(\mathfrak{gl}_r \otimes^2) \mathfrak{gl}_r \otimes \mathfrak{gl}_r) \Delta^{(1,1,\ldots,1)}(n)) (U(\mathfrak{gl}_r \otimes^2).
$$
The algebra $JM_{n-1}$ is contained in the first tensor factor and $A(0, \frac{z_{n}(t)}{1-t}; q)_{(1,2,\ldots,n-1)(n)}$ is contained in the second. Thus,

$$\lim_{s \to 0} A(z(s), t; q) \subseteq JM_{n-1} \otimes (U(gl_r) \otimes g_{q} \otimes g_{q}) A(0, \frac{2-t}{1-t} z_{n}(t); q)_{(1,2,\ldots,n-1)(n)}.$$ 

The tensor factors on the right are free polynomial algebras so to check equality we will show that the right-hand side has the same number of algebraically independent generators of the same degrees as $A(z(s), t; q)$. This can be seen by [10, section 9.4 and Proposition 9.10] which implies there is a degree preserving bijection between a set of algebraically independent generators of $JM_{n-1}$ and the principal parts of the Laurent expansions of $f_{l}(w; z(s), t; q)$ at $w = z_{1}, z_{2}, \ldots, z_{n-1}$, and similarly between generators of $A(0, \frac{2-t}{1-t} z_{n}(t); q)_{(1,2,\ldots,n-1)(n)}$ and the principal parts of the Laurent expansions of $f_{l}(w; z(s), t; q)$ at $w = \infty$. Together, these principal parts form a set of algebraically independent generators of $A(z(s), t; q)$. Since the limit preserves the number and degree of generators (that is, the Hilbert polynomial) this shows that $\lim_{s \to 0} A(z(s), t; q)$ is generated by the desired algebras.

Finally, we consider the case $t = 1$. We have $z(s, 1) = (z_{1}(s), z_{2}(s), \ldots, z_{n-1}(s), s^{-1}z_{n}(1))$ and so the same analysis of the principle parts of $f_{l}(w; z(s), t; q)$ at $w = z_{1}, z_{2}, \ldots, z_{n-1}$, and similarly between generators of $A(0, \frac{2-t}{1-t} z_{n}(t); q)_{(1,2,\ldots,n-1)(n)}$ and the principal parts of the Laurent expansions of $f_{l}(w; z(s), t; q)$ at $w = \infty$. Together, these principal parts form a set of algebraically independent generators of $A(z(s), t; q)$. Since the limit preserves the number and degree of generators (that is, the Hilbert polynomial) this shows that $\lim_{s \to 0} A(z(s), t; q)$ is generated by the desired algebras.

6.5 | Continuity of lifts

By Proposition 3.7 and by [18, Theorem 2], Lemma 6.4 implies that $\lim_{t \to 1^{-}} \gamma_{0}(t) = \gamma_{0}(1) = \lim_{t \to 1^{+}} \gamma_{0}(t)$, which proves the following Proposition.

**Proposition.** The path $\gamma_{0}$ is continuous and thus homotopy equivalent to $\gamma$ in $X_{q}$.

7 | RSK FROM INHOMOGENEOUS GAUDIN ALGEBRAS

In this section, we produce the RSK correspondence using parallel transport along collision paths. We freely use the notation from earlier sections of the paper.

7.1 | The case $n = 2$

For the time being, let $n = 2$. Let $z(t)$ be a collision path and let $\gamma(t) \in X_{q}$ be the associated path. As noted in 6.1, the algebra at $\gamma(\infty)$ is $A(q) \otimes V_{\mu}$ and at $\gamma(0)$ is generated by $JM_{2}$ and $\Delta A(q)$. We consider the action of the inhomogeneous Gaudin algebras $A(z(t); q)$ on the tensor product $V_{\lambda} \otimes V_{\mu}$ and the parallel transport induced along $\gamma(t)$. The spectrum of $\overline{A(q)} \otimes V_{\mu}$ and the parallel transport induced along $\gamma(t)$. The spectrum of $\overline{A(q)} \otimes V_{\mu}$ is $E_{q}(\lambda) \times E_{q}(\mu)$.

Since $JM_{2}$ commutes with $\Delta U(gl_{r})$, the algebra at $\gamma(0), JM_{2} \cdot \Delta A(q)$, acts on isotypic components of $V_{\lambda} \otimes V_{\mu}$ which are of the form $V_{\gamma} \otimes (V_{\lambda} \otimes V_{\mu})^{\text{sing}}$. Here, $M_{\gamma}^{\text{sing}}$ denotes the highest
weight vectors of weight \(\nu\) in a module \(M\). The subalgebra \(\mathcal{J}\mathcal{M}_2\) acts on the first tensor factor and \(\Delta A(q)\) on the second. We denote the spectrum of \(\mathcal{J}\mathcal{M}_2\) on \((V_\lambda \otimes V_\mu)^{\text{sing}}\) by \(E(\lambda, \mu)_{\nu}\). Thus, the spectrum on this isotypic component is identified with \(E(\lambda, \mu)_{\nu}\). By parallel transport, we obtain a map

\[
p^\gamma_{\lambda, \mu} : E_q(\lambda) \times E_q(\mu) \longrightarrow \bigsqcup_{\nu \in \text{Part}_{\text{max}}(c)} E_q(\nu) \times E(\lambda, \mu)_{\nu}.
\]

**Theorem** ([10, Theorem 12.5]). The map \(p^\gamma_{\lambda, \mu}\) is an isomorphism of crystals.

### 7.2 The general case

Now return to the situation for general \(n\). Identifying \(V_{k, \varpi_1}\) with the space of homogeneous degree \(k\) polynomials in \(\mathbb{C}[x_1, x_2, \ldots, x_r]\) we have a decomposition

\[
\mathbb{C}[\text{Mat}_{r \times n}] = \bigoplus_{\mathbf{k} = (k_1, k_2, \ldots, k_n) \in \mathbb{N}^n} V_{k_1, \varpi_1} \otimes V_{k_2, \varpi_1} \otimes \cdots \otimes V_{k_n, \varpi_1}.
\]

Fix a sequence \(\mathbf{k} \in \mathbb{N}^n\). We will consider the action of the inhomogeneous Gaudin algebras on the summand \(V(\mathbf{k}) := V_{k_1, \varpi_1} \otimes V_{k_2, \varpi_1} \otimes \cdots \otimes V_{k_n, \varpi_1}\). Again, the algebra at \(\gamma(\infty)\) is \(A(q)^{\otimes n}\) and at \(\gamma(0)\) is generated by \(\mathcal{J}\mathcal{M}_n\) and \(\Delta^n A(q)\). The algebra at \(\gamma(0)\) thus acts on isotypic components which are of the form \(V_\nu \otimes V(\mathbf{k})^{\text{sing}}\). We denote the set of eigenspaces of the Jucys-Murphy elements acting on \(V(\mathbf{k})^{\text{sing}}\) by \(E(\mathbf{k})_{\nu}\). Thus, we obtain a map

\[
p^\gamma_{\mathbf{k}} : \prod_{a=1}^n E_q(k_a \cdot \varpi_1) \longrightarrow \bigsqcup_{\nu \in \text{Part}_{\text{min}}(r, n)} E_q(\nu) \times E(\mathbf{k})_{\nu}.
\]

The duality of Subsection 4.6 identifies \(V(k)_\nu^{\text{sing}}\) with a copy of \((L_\nu)_{\mathbf{k}}\), the \(\mathbf{k}\)-weight space in the irreducible \(\mathfrak{gl}_n\)-module corresponding to the partition \(\nu\), denoted \(L_\nu\). Furthermore, \(\pi'(\mathcal{J}\mathcal{M}_n) = \pi^n(\Delta' \mathcal{G} T_n)\) (see [5, Theorem 2]). Together, these facts imply \(E(\mathbf{k})_{\nu} = E_0(\nu)_{\mathbf{k}}\), the subset of \(E_0(\nu)\) consisting of eigenspaces contained in the \(\mathbf{k}\)-weight spaces. Restriction of combinatorial maps to \(E_0(\nu)_{\mathbf{k}}\) produces a bijection \(E(\mathbf{k})_{\nu} \longrightarrow \text{SSYT}_n(\nu, \mathbf{k})\), the set of semistandard tableaux of shape \(\nu\) and content \(\mathbf{k}\).

### 7.3 Identification of RSK

The spectrum \(E_{q_0 q} (r \times n)\) of \(A(q)^{\otimes n}\) acting on \(\mathbb{C}[\text{Mat}_{r \times n}]\) has a decomposition

\[
E_{q_0 q} (r \times n) = \bigsqcup_{\mathbf{k} \in \mathbb{N}^n} \prod_{a=1}^n E_q(k_a \cdot \varpi_1).
\]


The restriction of $\text{comb}^{\infty_0}_r(k_{\omega_1})$ to $\prod_{a=1}^{n} E_q(k_a \omega_1)$ induces a bijection $\text{comb}^{\infty_0}_r(k) : \prod_{a=1}^{n} E_q(k_a \omega_1) \longrightarrow \text{Mat}_{r \times n}(\mathbb{N}, k)$.

**Theorem.** The map $(\text{comb}^r_0 \circ \kappa, \text{comb}^r_0) \circ p^0_1 \circ \text{comb}^{\infty_0}_r(k)\biggm\downarrow$ is the RSK correspondence restricted to $\text{Mat}_{r \times s}(\mathbb{N}, k)$.

**Proof.** We proceed by induction. For $n = 2$ the result is obtained by an explicit calculation or by applying Theorem 7.1 and noting that $V_{k_1 \omega_1} \otimes V_{k_2 \omega_2}$ is multiplicity free and the RSK correspondence is hence the unique morphism of crystals.

Figure 1 displays how our induction will work. For $n > 2$ we aim to prove the very outer square in the diagram commutes. Let $k_{|n-1} = (k_1, k_2, ..., k_{n-1})$. By Proposition 6.5, $\gamma_0$ is homotopy equivalent to $\gamma$. If we let $p^\gamma_0$ be the map induced by parallel transport along $\gamma_0$ from $t = a$ to $t = b$ we thus have $p^\gamma_0 = p^\gamma_{0, \infty} = p^\gamma_{0, 1} \circ p^\gamma_0_{1, \infty}$. Let $\overline{z}(t) = (z_1(t), z_2(t), ..., z_{n-1}(t))$ be the collision path given by only considering the first $n - 1$ points, and denote by $\gamma'(t)$ the associated path in the moduli space. According to Lemma 6.4, the path of algebras along $\gamma(t)$ for $t \geq 1$ equals $A(\overline{z}(t - 1); q) \otimes A(q)$. Thus, we have

$$p_{1, \infty} \rho_0^{\gamma} = p_{1, \infty}^{\gamma} \otimes \text{id} : \prod_{a=1}^{n-1} E_q(k_a \omega_1) \times E_q(k_n \omega_1) \longrightarrow \bigcup_{\lambda \in \text{Par}_{\text{min}(r, n-1)}} E_q(\lambda) \times E_q(k_{n-1} \lambda) \times E_q(k_n \omega_1).$$

We will apply the induction hypothesis to this factorisation and the map $p^{\gamma'}_{1, \infty}$.

We must also consider the parallel transport map $p_{0,1}^{\gamma_0}$. This comes from moving just two particles, one at 0 and the other at $2 - t \frac{n(t)}{1-t}$ while the rest remain fixed. The path $\overline{z}(t) = (0, 2 - t \frac{n(t)}{1-t})$ is not a collision path, first $t \in (0, 1)$ and second since the first coordinate does not tend to infinity. Shifting both coordinates by $z_{n-1}(t)$ and reparametrising gives a collision path, without effecting the induced path in the moduli space and the algebras involved. Let $\gamma^2$ be the path in the moduli space induced by $\overline{z}(t)$.
Let \( \lambda \in \text{Part} \) and \( l \in \mathbb{N} \). By the above parallel transport \( p^2_{\lambda, l, \varpi_1} : E_q(\lambda) \times E_q(l, \varpi_1) \rightarrow \bigsqcup \mu E_q(\mu) \times E_q(\lambda, l, \varpi_1) \mu \) arises from a collision path and is thus by Theorem 7.1 a morphism of crystals. Let \( \text{Part}(\lambda, l) \) be the set of partitions formed by adding \( l \) boxes to \( \lambda \), no two in the same column. The Pieri rule states that the space \( (V_{\lambda} \otimes V_{l, \varpi_1})_{\text{sing}} \) is zero unless \( \mu \in \text{Part}(\lambda, l) \) in which case it is one-dimensional. Thus, \( E_q(\lambda, l, \varpi_1) \mu \) is a single point and we can identify the codomain of \( p^2_{\lambda, l, \varpi_1} \) with \( \bigsqcup \mu \in \text{Part}(\lambda, l) E_q(\mu) \). Using this fact and Lemma 6.4, we have

\[
p^0_{1,0} = \tau_{23} \circ \left( \bigcup_{\lambda} p^2_{\lambda, k_n, \varpi_1} \times \text{id} \right) \circ \tau_{23} : \bigsqcup_{\lambda \in \text{Part}_{\text{min}}(r, n-1)} \left( \bigcup_{\mu \in \text{Part}(\lambda, k_n)} E_q(\mu) \times E_q(k_n, \varpi_1) \right) \times E_q(k_n, \varpi_1)
\]

where \( \tau_{23} \) is simply the map that swaps the second and third factors. This explains the second row and the commutativity of the top square of Figure 1.

Let \( A \in \text{Mat}_{r \times n}(\mathbb{N}, k_n) \). We can think of \( A \) as a pair \((A_{\leq r, \in n-1}, A_{\in r, n})\) (the leftmost \( r \times (n-1) \) submatrix and the final column). With this identification, \( E_q(r \times n) = E_q(r \times n-1) \times E_q(r \times 1) \).

The map \( \text{comb}_{\infty q}^{r \times s} \) factors through this identification via the map \( \text{comb}_{\infty q}^{r \times n-1} \times \text{comb}_{\infty q}^{r \times 1} \) which explains the commutativity of the leftmost cell of Figure 1.

The algebra \( J \mathcal{M}_n \subset U(\mathfrak{gl}_r)^\otimes n \) is generated by \( J \mathcal{M}_{n-1} \otimes 1 \) and \( J \mathcal{M}_n^{(1-\ldots-n-1)\times n} \). We also have that \( \pi'(J \mathcal{M}_n) = \pi^n(\Delta^r \mathcal{G}_n) \) and \( \pi'(J \mathcal{M}_{n-1} \otimes \text{id}) = \pi^n(\Delta^r \mathcal{G}_{n-1}) \). Observe that a point in the spectrum of \( \mathcal{G}_n \) is completely determined by a point in the spectrum of \( \mathcal{G}_{n-1} \), and a highest weight. Thus, we obtain an identification

\[
\bigsqcup_{\mu \in \text{Part}_{\text{min}}(r, n)} E_q(k_{\mu}) = \bigsqcup_{\lambda \in \text{Part}_{\text{min}}(r, n-1)} \bigsqcup_{\mu \in \text{Part}(\lambda, k_n)} E_q(k_{n-1, \mu}).
\]

In a similar fashion, if \( \mu \in \text{Part}(\lambda, k_n) \) then given \( T \in \text{SSYT}_{n-1}(\lambda, k_{n-1}) \) there is a unique tableau \( T' \in \text{SSYT}_n(\mu, k_n) \) given by simply adding boxes containing \( n \) to \( T \) in the unique way determined by the shape \( \mu \). This induces a \( \mathfrak{gl}_r \)-crystal morphism

\[
u : \bigsqcup_{\lambda \in \text{Part}_{\text{min}}(r, n-1)} \text{SSYT}_r(\mu) \times \text{SSYT}_{n-1}(\lambda, k_{n-1}) \rightarrow \bigsqcup_{\mu \in \text{Part}_{\text{min}}(r, n)} \text{SSYT}_r(\mu) \times \text{SSYT}_n(\mu, k).
\]

The right-hand square in the diagram commutes by the definition of \( \text{comb}_{\infty q}^n \) and since this is compatible with restriction to \( \mathcal{G}_{n-1} \).

Recall the set \( \text{Mat}_{r \times 1}(\mathbb{N}, k_n) \) has the structure of a \( \mathfrak{gl}_r \)-crystal corresponding to the module \( V_{k_n, \varpi_1} \). By the Pieri rule, the tensor product of crystals \( \text{SSYT}_r(\lambda) \times \text{Mat}_{r \times 1}(\mathbb{N}, k_n) \) is isomorphic to \( \bigsqcup_{\mu \in \text{Part}(\lambda, k_n)} \text{SSYT}_r(\mu) \). The unique crystal isomorphism is given by sending a pair \((T, A)\) to the result of inserting 1 into \( T \) exactly \( A_{11} \) times, then inserting 2 exactly \( A_{22} \) times, and so on. This defines a crystal isomorphism.
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\[
g: \left( \bigsqcup_{\lambda \in \text{Part}^-_{\text{min}[r,n-1]}} \text{SSYT}_r(\lambda) \times \text{SSYT}_{n-1}(\lambda, k_{n-1}) \right) \times \text{Mat}_{r \times 1}(\mathbb{N}, k_n) \longrightarrow \bigsqcup_{\lambda \in \text{Part}^-_{\text{min}[r,n-1]}} \bigsqcup_{\mu \in \text{Part}(\lambda, k_n)} \text{SSYT}_r(\mu) \times \text{SSYT}_{n-1}(\lambda, k_{n-1}).
\]

The bottom most rectangle in Figure 1 commutes then by Proposition 2.7.

Now we can note that the middle left square commutes by induction, and the only remaining thing to show is that the middle right square commutes. We note that everything in sight is a \(\mathfrak{g}l_r\)-crystal isomorphism by Proposition 5.1. Thus, the images in the first factor of the product agree. The fact that the images in the second factor agree follows since projection of either map onto the second factor is \(\text{comb}^{n-1}\).

As a corollary, we obtain Theorem 4.8.

**Corollary.** For any \(A \in \text{Mat}_{r \times n}(\mathbb{N})\), \(S(A) = P(A)\) and \(T(A) = Q(A)\).

**Proof.** First note that by definition \(S = \text{comb}_0^{r} \circ \lambda \circ \bigcup_k p_k^y \circ (\text{comb}_{\mathfrak{g}l_n}^{r \times n})^{-1}\). Thus, by Theorem 7.3, \(S(A) = Q(A)\).

To show that \(T(A) = Q(A)\) we swap the roles of \(r\) and \(n\) by appealing to \((\mathfrak{g}l_r, \mathfrak{g}l_n)\)-duality. By choosing a collision path \(q\) and fixing a weight \(l = (l_1, l_2, \ldots, l_r)\), we obtain from Theorem 7.3 a map

\[
p_l^y : \prod_{i=1}^r \mathcal{E}_z(l_i \omega_1) \longrightarrow \bigsqcup_{\nu \in \text{Part}^-_{\text{min}[r,n]}} \mathcal{E}_z(\nu) \times \mathcal{E}(l)_\nu,
\]

such that \(P = \text{comb}_0^{n} \circ \lambda \circ \bigcup_l p_l^y \circ (\text{comb}_{\mathfrak{g}l_r}^{n \times r})^{-1}\). On the other hand, \(T = \text{comb}_0^{n} \circ \lambda \circ \bigcup_l p_l^y \circ (\text{comb}_{\mathfrak{g}l_r}^{n \times r})^{-1}\) Note however that by construction \(\text{comb}_{\mathfrak{g}l_r}^{n \times r} \circ (\text{comb}_{\mathfrak{g}l_r}^{n \times r})^{-1}(A) = A^t\), the transpose map. Thus, \(T(A) = P(A^t) = Q(A)\) (by Theorem 2.5). This completes the proof.

\[\square\]

8 | CHEREDNIK ALGEBRAS AND CALOGERO–MOSER CELLS

Let \(c\) be a variable. The rational Cherednik algebra of \(\mathfrak{S}_n\) is the quotient \(H\) of \(\mathbb{C}[\mathfrak{S}_n] \ltimes \mathbb{C}(c, x_1, \ldots, x_n, y_1, \ldots, y_n)\) by the relations that \(c\) is central and

\[
[x_i, x_j] = 0, \quad [y_i, y_j] = 0, \\
[y_i, x_j] = c(i, j), \quad [x_i, y_j] = -c \sum_{j \neq i}(i, j),
\]

where \(1 \leq i, j \leq n\) and \(i \neq j\). Let \(Z\) be the centre of \(H\). There is an inclusion

\[
t : P := \mathbb{C}[c] \otimes \mathbb{C}[x_1, \ldots, x_n, y_1, \ldots, y_n]^{\mathfrak{S}_n \times \mathfrak{S}_n} \hookrightarrow Z.
\]
Let $V = \mathbb{C}^n$ and $X = \text{Spec } Z$. The inclusion $\iota$ induces a surjection

$$Y : X \longrightarrow \mathbb{C} \times \mathbb{C}^n / \mathfrak{s}_n \times \mathbb{C}^n / \mathfrak{s}_n$$

### 8.1 Classical Calogero–Mosers space

For $c \in \mathbb{C}$ let $P_c, Z_c, H_c$ and $Y_c$ be the specialisations of $P, Z, H$ and $Y$ at $c = c$.

For any non-zero $c \in \mathbb{C}$ the preimage of $\{c\} \times \mathbb{C}^n / \mathfrak{s}_n \times \mathbb{C}^n / \mathfrak{s}_n$ is identified with the Calogero–Mosers space

$$\text{CM}_n = \{(A, B) \in \mathfrak{gl}_n \times \mathfrak{gl}_n, \ \text{rk}([A, B] + \text{id}) = 1\}/GL_n$$

and $Y_c$ with the map that send pairs of matrices to their unordered set of eigenvalues. The preimage at $c = 0$ is identified with equivalences classes of pairs of commuting matrices, hence with $(\mathbb{C}^n \times \mathbb{C}^n)/\Delta \mathfrak{s}_n$ where $\Delta \mathfrak{s}_n$ denotes the diagonal of $\mathfrak{s}_n$ in $\mathfrak{s}_n \times \mathfrak{s}_n$.

### 8.2 MTV description of Calogero–Mosers space

The work of Mukhin–Tarasov–Varchenko relates the spectrum of a Bethe algebra to the rational Cherednik algebra of type $\mathfrak{s}_n$. We recall this now. Let $V = \mathbb{C}^n$ and $\mathcal{V} = V^\otimes n[z, q]$. Let $(V^\otimes n)_1$ be the $(1, 1, \ldots, 1)$ weight subspace of $V^\otimes n$ and $\mathcal{V}_1 = (V^\otimes n)_1[z, q]$. The algebra $U(\mathfrak{gl}_n[t])[q]$ acts on $\mathcal{V}$ as explained in [12, section 2.4], varying in $z$.

The universal Bethe algebra, $\mathfrak{B}_n$ is a commutative subalgebra of $U(\mathfrak{gl}_n[t])[q]$, see [12, section 2.2]. Through the action of $U(\mathfrak{gl}_n[t])[q]$ on $\mathcal{V}$, $\mathfrak{B}_n$ specialises to a commutative algebra $\overline{\mathfrak{B}}_n$ in $\text{End}(\mathcal{V}_1)$. In turn, this specialises for $(z, q) \in \mathbb{C}^n_{\text{reg}} \times \mathbb{C}^n_{\text{reg}}$ to the inhomogeneous Gaudin algebra $\mathfrak{A}(z; q)$ introduced in Subsection 3.3, see [17, Corollary 1].

The space $(V^\otimes n)_1$ can be identified with $\mathbb{C}[\mathfrak{s}_n]$ via

$$w \mapsto e_w := e_{w(1)} \otimes \cdots \otimes e_{w(n)}.$$ 

The PBW decomposition of $H_1, \mathbb{C}[x_1, \ldots, x_n] \otimes \mathbb{C}[\mathfrak{s}_n] \otimes \mathbb{C}[y_1, \ldots, y_n] \longrightarrow H$ then induces a $\mathbb{C}$-linear isomorphism $\alpha : \mathcal{V}_1 \rightarrow H_1$ given by

$$e_w f(z_1, \ldots, z_n) g(q_1, \ldots, q_n) \mapsto f(x_1, \ldots, x_n) \otimes w \otimes g(y_1, \ldots, y_n).$$

The key results of Mukhin–Tarasov–Varchenko that relate the rational Cherednik algebra to the work in the earlier part of the paper are the following.

**Theorem.**

1. Under the map $\alpha$, the action of the centre $Z_1$ of $H_1$ by left multiplication is identified with the Bethe algebra $\overline{\mathfrak{B}}_n$ acting on $\mathcal{V}_1$, [12, Theorem 2.8]. This induces an algebra isomorphism

$$\beta : \overline{\mathfrak{B}}_n \longrightarrow Z_1,$$ 

[12, Corollary 2.9].
The subalgebra $\mathbb{C}[\mathbf{z}, \mathbf{q}]^{S_n \times S_n}$ of $\text{End}(\mathcal{V}_1)$ is contained in $\overline{B}_n$, [12, Lemma 2.6], and the isomorphism $\beta$ restricts to the tautological one

$$
\mathbb{C}[\mathbf{z}, \mathbf{q}]^{S_n \times S_n} \longrightarrow P.
$$

[12, Theorem 4.3].

The action of $\overline{B}_n$ on $\mathcal{V}_1$ commutes with the scalar action of $\mathbb{C}[\mathbf{z}, \mathbf{q}]$, [12, Lemma 2.3].

8.3 | Description of fibres

By the above, we have that

$$
Y_1 : \text{Spec} \overline{B}_n \longrightarrow \mathbb{C}^n / S_n \times \mathbb{C}^n / S_n.
$$

Let $\sigma_1, \ldots, \sigma_n$ be the symmetric functions such that

$$
\prod_{i=1}^{n} (u - z_i) = \sum_{i=1}^{n} (-1)^i \sigma_i(\mathbf{z}) u^{n-i}.
$$

Theorem.

1. Let $\mathbf{z} = (z_1, \ldots, z_n) \in \mathbb{C}^n_{\text{reg}}$ and $\mathbf{q} = (q_1, \ldots, q_n) \in \mathbb{C}^n_{\text{reg}}$. The algebra $\overline{B}_n / \langle \sigma_i(\mathbf{z}) - \sigma_i(\mathbf{z}), \sigma_i(\mathbf{q}) - \sigma_i(\mathbf{q}) : 1 \leq i \leq n \rangle$ is isomorphic to the image of $\mathcal{A}(\mathbf{z}; \mathbf{q})$ in $\text{End}((V^\otimes n)_1)$.

2. The morphism $Y_1$ is unramified over the image of $\mathbb{R}^n_< \times \mathbb{R}^n_<$ in $\mathbb{C}^n / S_n \times \mathbb{C}^n / S_n$.

3. Let $\mathbf{q} = (q_1, \ldots, q_n) \in \mathbb{R}^n_<$. The algebra $\overline{B}_n / \langle \sigma_i(\mathbf{z}), \sigma_i(\mathbf{q}) - \sigma_i(\mathbf{q}) : 1 \leq i \leq n \rangle$ contains the image of $\mathcal{A}(0; \mathbf{q})$ in $\text{End}((V^\otimes n)_1)$.

Proof. Part (1) is a consequence of [12, Lemma 5.4] and (2) is proved by Mukhin–Tarasov–Varchenko in [13, Corollary 7.4]. For (3) the algebra $\mathcal{A}(0; \mathbf{q})$ acts via $\mathcal{A}(\mathbf{q})$ on $(V^\otimes n)_1$, by Proposition 3.9. This action is semisimple, as explained in Subsection 4.4, and is generated by the ‘classical’ Hamiltonians, thanks to [15, Corollary 3.4] and the duality of [14, Theorem 3.1]. These elements are the evaluation at $\mathbf{z} = 0$ of the dynamical Casimir Hamiltonians

$$
\nabla_i(\mathbf{z}, \mathbf{q}) = \sum_{k=1}^{n} z_k E_{ii}^{(k)} + \sum_{j \neq i} \frac{\chi_{ij}}{q_i - q_j},
$$

where $\chi_{ij} = 2(E_{ij}E_{ji} + E_{ji}E_{ij}) \in U(\mathfrak{gl}_n)$. Since these elements belong to $\mathcal{A}(\mathbf{z}; \mathbf{q}) = \overline{B}_n / \langle \sigma_i(\mathbf{z}) - \sigma_i(\mathbf{z}), \sigma_i(\mathbf{q}) - \sigma_i(\mathbf{q}) : 1 \leq i \leq n \rangle$ for $\mathbf{z} \in \mathbb{C}^n_{\text{reg}}$ by [10, Proposition 9.5(3)], it follows that their limit at $\mathbf{z} = 0$ belongs to $\overline{B}_n / \langle \sigma_i(\mathbf{z}), \sigma_i(\mathbf{q}) - \sigma_i(\mathbf{q}) : 1 \leq i \leq n \rangle$, as required.  \[\square\]
8.4 Calogero–Moser cells

Now we move to the setup of [3, chapter 6 and appendix B]. Let $K, L$ be the fraction fields of $P$ and $Z$, respectively, and let $R$ be the integral closure of $Z$ inside a Galois closure $F$ of the extension $L/K$. We denote by $\rho$ the projection

$$\rho : \text{Spec } R \longrightarrow \text{Spec } P.$$ 

Let $p_0$ be the ideal in $P$ generated by $c$ and let $r_0$ an ideal in $R$ lying over $p_0$. Fix an isomorphism $R_0 = R/r_0 \cong \mathbb{C}[V \times V]$ that is the identity on $Z_0$. Let $(z, q)$ be a generic point in $C^n \times C^n$ and let $y_0$ its preimage in Spec $R_0$. Let $\rho(y_0) = ([z], [q])$, the image of $(z, q)$ in $C^n/\mathfrak{g}_n \times C^n/\mathfrak{g}_n$. We obtain a bijection

$$\mathfrak{g}_n \longrightarrow \mathcal{Y}_n^{-1}([z], [q]))$$

given by $w \mapsto (w(z), q) \Delta \mathfrak{g}_n$.

Let $\gamma$ be a path in $\mathbb{C} \times C^n/\mathfrak{g}_n \times C^n/\mathfrak{g}_n$ such that $\gamma(0) = (0, x_0)$ and such that $\rho$ is unramified over $\gamma(t)$ for $t \in [0, 1)$. For any $w \in \mathfrak{g}_n$ there is a unique path $\gamma_w$ in Spec $Z$ lifting $\gamma$ and such that $\gamma_w(0) = (0, (w(z), q) \Delta \mathfrak{g}_n)$.

**Definition** ([3, Definition 6.6.1]). Two elements $w, w'$ are in the same Calogero–Moser $\gamma$-cell if $\gamma_w(1) = \gamma_w'(1)$.

8.5 Description of cells by parallel transport

Assume that $z \in \mathbb{R}_n$ and $q \in \mathbb{R}_n$. Let $\tilde{\gamma} : [0, 1] \rightarrow \mathbb{C} \times C^n \times C^n$ be the path defined by $\tilde{\gamma}(t) = (t, (1-t)z, q)$. Let $\gamma$ be the projection of $\tilde{\gamma}$ on $\mathbb{C} \times C^n/\mathfrak{g}_n \times C^n/\mathfrak{g}_n$. By Theorem 8.3(2) and [3, Lemma 6.3.4], $\gamma([0,1])$ lies in the unramified locus of Spec $P = \mathbb{C} \times C^n/\mathfrak{g}_n \times C^n/\mathfrak{g}_n$. Therefore, we can use this path to define Calogero–Moser $\gamma$-cells.

There is a unique lift $\tilde{\gamma}$ of $\gamma$ in Spec $R$ such that $\tilde{\gamma}(0) = y_0$. Since $\gamma(1)$ is a general point in $\{1\} \times \{0\} \times C^n/\mathfrak{g}_n$, there is a unique prime ideal $r$ of $R$ such that $y_1 = \tilde{\gamma}(1)$ lives in the irreducible component of $\rho^{-1}(\{1\} \times \{0\} \times C^n/\mathfrak{g}_n)$ determined by $r$. After perturbing $z$, we can assume $y_1$ lives in the maximal open subset $O$ of the irreducible component whose points have stabiliser the inertia group $I_r$, the inertia group of $r$ in Gal($F/K$). It then follows from [3, Proposition 6.6.2 and comments after Lemma B.7.2] that the Calogero–Moser $\gamma$-cells are the same as the right Calogero–Moser cells (with respect to $r$) of $\mathfrak{g}_n$, as defined at the beginning of [3, Part III].

8.6 Calogero–Moser cells equal Kazhdan–Lusztig cells

We are now able to give the main application of our results.

**Theorem.** The right Calogero–Moser cells for $\mathfrak{g}_n$ agree with the right Kazhdan–Lusztig cells for $\mathfrak{g}_n$, both being described by $w \sim^R w'$ if and only if $P(w) = P(w')$. 

Proof. Thanks to the above discussion, we must determine precisely when \( \gamma_w(1) = \gamma_{w'}(1) \). By Theorem 8.3(3) the fibres of \( Y : \text{Spec } Z \to \text{Spec } P \) above the points in \( \gamma((0,1)) \) are precisely the elements in the \((1,\ldots,1)\)-weight space in the sets \( E_{\mathfrak{z}_s q} \) where \( s = (1-t)/t \).

For any \( s \in \mathbb{C}^* \) and any \((\mathfrak{z}_s, q) \in \mathbb{C}_\text{reg}^n \times \mathbb{C}_\text{reg}^n \), there are \( n! \) choices of \((p_1,\ldots,p_n) \in \mathbb{C}^n \) such that matrices

\[
Y = \begin{pmatrix}
p_1 & s^{-1}(z_1 - z_2)^{-1} & \cdots & s^{-1}(z_1 - z_n)^{-1} \\
\vdots & \ddots & \ddots & \vdots \\
s^{-1}(z_n - z_1)^{-1} & s^{-1}(z_n - z_2)^{-1} & \cdots & p_n
\end{pmatrix}
\]

have eigenvalues \([q]\). The set \( \{ (Z = \text{diag}(sz_1,\ldots,sz_n), Y) \in \text{CM}_n : Y \text{ as in (8.1)} \} \) coincides with the fibre \( Y^{-1}([-\mathfrak{z}_s], [q]) \). As \( t \to 0, s = (1-t)/t \to \infty \) and so the matrices tend to \( Y = \text{diag}(p_1,\ldots,p_n) \) where \([p] = [q]\). In the inhomogeneous Gaudin algebra description the matrix \( \text{diag}(q_{w^{-1}(1)},\ldots,q_{w^{-1}(n)}) \) corresponds to the eigenbasis element \( x_w = \prod_{i,j} x^{A_{11}}_1 \cdots x^{A_{1n}}_r \otimes \cdots \otimes x^{A_{r1}}_1 \cdots x^{A_{rn}}_r \in (V \otimes^n)_{\mathfrak{z}1} \) from 4.3, where \( A_{ij} = \delta_{jw(i)} \) for \( 1 \leq i,j \leq n \). If we identify these matrices then with \( \mathfrak{S}_n \) via \( w \mapsto \text{diag}(q_{w^{-1}(1)},\ldots,q_{w^{-1}(n)}) \) we therefore recover the labelling in 4.3 of the \((1,\ldots,1)\)-weight space in \( \mathfrak{E}^\infty_{\mathfrak{z}1} \) by permutations. This corresponds to \((0, [\mathfrak{z}, w^{-1} q]_{\Delta S_n}) = (0, [w(z), q]) \in \mathfrak{G} \times (\mathbb{C}^n \times \mathbb{C}^n)/\Delta \mathfrak{S}_n \), and so is labelled by \( w \) in the Galois-theoretic labelling. Hence, the two labellings, one from inhomogeneous Gaudin algebras and the other from Galois theory, agree.

The results of 4.4 and Theorem 4.8 describe the continuation along the path \( \gamma \) of the elements \( x_w \in \mathfrak{E}^\infty_{\mathfrak{z}1} \) for \( w \in \mathfrak{S}_n \). In the limit at \( t = 1 \) \( x_w \) and \( x_{w'} \) will have the same eigenvalues for the action of \( \mathfrak{A}(0,q) \) if and only if \( P(w) = P(w') \). On the other hand for general \( q \in \mathbb{C}_\text{reg}^n \), by [16, Theorem 1.5], the subalgebra \( \mathfrak{A}(0,q) \) of \( \mathfrak{B}_n/\langle \sigma_i(z), \sigma_i(q) - \sigma_r(q) : 1 \leq i \leq n \rangle \) determines all the distinct closed points of the fibre, with \( \sum_{\lambda \in \text{Part}(n)} |\text{SYT}(\lambda)| \) such points. Since \( q \in \mathbb{R}_<^n \) is a general condition, this shows that \( w \) and \( w' \) belong to the same Calogero–Moser \( \gamma \)-cell if and only if \( P(w) = P(w') \).

\[ \square \]

8.7 | Left cells and two-sided cells

We can also describe the left CM-cells and the two-sided cells.

Corollary.

1. The left Calogero–Moser cells for \( \mathfrak{S}_n \) agree with the left Kazhdan–Lusztig cells for \( \mathfrak{S}_n \), both being described by \( w \sim^L w' \) if and only if \( Q(w) = Q(w') \).
2. The two-sided Calogero–Moser cells for \( \mathfrak{S}_n \) agree with the two-sided Kazhdan–Lusztig cells for \( \mathfrak{S}_n \), both being described by \( w \sim^{LR} w' \) if and only if the partition underlying \( P(w) \) is the same as the partition underlying \( P(w') \).

Proof.

1. For the left cells we use the path \( \tilde{\lambda} : [0,1] \to \mathbb{C} \times \mathbb{C}^n \times \mathbb{C}^n \) given by \( \tilde{\lambda}(t) = (t, z, (1-t) q) \), with \( z \) and \( q \) as before. We can then repeat the argument of Theorem 8.6.
Alternatively let the projection of $\bar{\lambda}$ to $\mathbb{C} \times \mathbb{C}^n / \mathfrak{S}_n \times \mathbb{C}^n / \mathfrak{S}_n$ be denoted by $\lambda$. As explained in [3, Proposition 5.6.1] there is an automorphism $\sigma_H$ of $R$ which restricts to automorphisms of $P$ and $Q$, which are induced from the mapping

$$(c, q, z) \mapsto (c, -q, z).$$

Note that $-q$ is no longer an element of $\mathbb{R}_n^<$, rather $w_0(ug)$ is, where $w_0 = (1 \, n)(2 \, n-1) \cdots \in \mathfrak{S}_n$ is the longest word. The mapping $\sigma_H \circ \lambda$ is just the mapping $\gamma$ introduced in 8.5.

We need to understand when the lifts of $\lambda$ to $\text{Spec} \, P$ beginning at the points $(0, (w(z), q) \Delta \mathfrak{S}_n)$ and $(0, (w'(z), q) \Delta \mathfrak{S}_n)$ collide at the endpoint. This happens if and only if it happens on applying $\sigma_H$. In other words, this happens if and only if the lifts of $\gamma$ to $\text{Spec} \, P$ beginning at the points $\sigma_H((0, (w(z), q) \Delta \mathfrak{S}_n))$ and $\sigma_H((0, (w'(z), q) \Delta \mathfrak{S}_n)$ collide at the endpoint. But

$$
\sigma_H((0, (w(z), q) \Delta \mathfrak{S}_n)) = (0, (-q, w(z)) \Delta \mathfrak{S}_n)
$$

$$
= (0, (w^{-1}(-q), z) \Delta \mathfrak{S}_n)
$$

$$
= (0, (w^{-1}w_0(q), z) \Delta \mathfrak{S}_n)
$$

where, up to homotopy, we can assume that $w_0(q) = -q$. Thus, $\lambda_w(1) = \lambda_{w'}(1)$ if and only if $\gamma_w^{-1}w_0(1) = \gamma_{w'}^{-1}w_0(1)$. By Theorem 8.6 this happens if and only if $P(w^{-1}w_0) = P(w'^{-1}w_0)$. Equivalently $P((w_0w)^{-1}) = P((w_0w')^{-1})$. Since $P(\tau^{-1}) = Q(\tau)$ this is the same as $Q(w_0w) = Q(w_0w')$. By [19, A2.1.11] $Q(w_0w) = (\text{evac}Q(w))^t$ where evac is the evacuation procedure on tableaux, a bijection. It follows that $Q(w_0w) = Q(w_0w')$ if and only if $Q(w) = Q(w')$, as claimed.

(2) Choosing the path $\mu(t) = (t, (1-t)z, (1-t)q)$ ensures that the two-sided cells are unions of left cells and also right cells. Thus, if $w$ and $w'$ give rise to the same partition, then we can find $y \in \mathfrak{S}_n$ such that $P(w) = P(y)$ and $Q(y) = Q(w')$. It follows that $w$ and $w'$ are in the same two-sided cell. On the other hand, thanks to [3, Theorem 14.4.1], the two-sided cells have cardinality the squares of the dimensions of the irreducible representations of $\mathfrak{S}_n$. Hence, they cannot have any more elements in them, confirming the final claim. □
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