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Abstract

Recently, various quantum computing and communication tasks have been implemented using IBM’s superconductivity-based quantum computers which are available on the cloud. Here, we show that the circuits used in most of those works were not optimized and the use of the optimized circuits can considerably improve the possibility of observing unique features of quantum mechanics. Specifically, a systematic procedure is used here to obtain optimized circuits (circuits having reduced gate count and number of levels) for a large number of Clifford+T circuits which have already been implemented in the IBM quantum computers. Optimized circuits implementable in IBM quantum computers are also obtained for a set of reversible benchmark circuits. With a clear example, it is shown that the reduction in circuit costs enhances the fidelity of the output state (with respect to the theoretically expected state in the absence of noise) as lesser number of gates and levels introduce lesser amount of errors during evolution of the state. Further, considering Mermin inequality as an example, it’s shown that the violation of classical limit is enhanced when we use an optimized circuit. Thus, the approach adopted here can be used to identify relatively weaker signature of quantumness and also to establish quantum supremacy in a stronger manner.

1 Introduction

Since its introduction quantum computing has drawn considerable attention of the scientific community because of the fact that it can perform certain computational tasks much faster than its classical counterparts \cite{1, 2}. For example, it can search an unsorted database \cite{1}, solve the discrete logarithm and prime factorization problems in a speed not achievable by its classical counterparts \cite{2}. Similarly, quantum communication has also drawn considerable attention, as it can perform classically impossible tasks like teleportation \cite{3} and as it can provide unconditional security—an extremely desired feature that’s not achievable in the classical world (see \cite{4} and references therein). These facts led to several theoretical proposals for quantum computation and communication. Some of them have also been verified experimentally. However, the access to experimental facilities were restricted until the recent past and it was not available to most of the researchers. The scenario has been changed considerably with the introduction of a set of quantum computers by the IBM corporation \cite{5}. These quantum computers are placed in the cloud and researchers can access them for free. Naturally, quantum computing research received a boost with it, and several computational tasks (e.g., Bell state discrimination \cite{6}, teleportation using optimal quantum resources \cite{7}, quantum permutation algorithm \cite{8}, creation of a quantum check \cite{9}, testing Mermin inequalities \cite{10}) have recently been realized using IBM quantum computers. In these works, circuits formed using Clifford+T gates...
have been used as IBM quantum computers allow only these gates. However, no serious effort has yet been made to optimize the circuits. Although the need for optimization was clear from the observations of various works [9], where it was clearly observed that the increase in gate count reduces the fidelity of the output state. In fact, there exists a direct (although not linear) correlation between the gate count and the fidelity of the experimentally obtained output state and the output state that would have been in the absence of noise. Further, quantum process tomography of the gates used in IBM quantum computers has been performed by some of the present authors [11], and the same has revealed that the gate fidelity of the gates used in IBM quantum computers are usually lower than the same obtained in other technologies, like NMR. Because of these facts, any particular architecture of IBM quantum computers imposes an upper-bound on the number of gates that can be used to construct an experimentally realizable quantum circuit with a reliable output. These limitations of the IBM quantum computers lead to the requirement that the output state and the output state that would have been in the absence of noise. Further, quantum process tomography of the gates used in IBM quantum computers has been performed by some of the present authors [11], and the same has revealed that the gate fidelity of the gates used in IBM quantum computers are usually lower than the same obtained in other technologies, like NMR. Because of these facts, any particular architecture of IBM quantum computers imposes an upper-bound on the number of gates that can be used to construct an experimentally realizable quantum circuit with a reliable output. These limitations of the IBM quantum computers lead to the requirement that the output state and the output state that would have been in the absence of noise.

The rest of the paper is structured as follows. Section 2 briefly describes the method adopted here for obtaining the optimized quantum circuits. In Section 3, we establish the benefits (advantages) of optimization through an illustrative example. In Section 4, the work of previous section is extended to provide optimized circuits for various quantum computing tasks. However, the improvement is quantified only through the number of levels and gate count. Further, a large set of reversible circuits are also optimized. Finally, the paper is concluded in Section 5.

2 Optimized Clifford+T quantum circuits for IBM’s QX2 and QX4 architectures

IBM has made several quantum computers available via cloud services. Among them are two 5-qubit quantum computers (QX2 and QX4) [5] whose architectures are shown in Fig. 1. The arrows between the qubits indicate the CNOT gates that are allowed to be implemented directly in a particular architecture. Specifically, the head of an arrow indicates the target qubit and the other side corresponds to a control qubit. Thus, IBM quantum computers do not allow us to directly implement all the CNOT gates. However, all single qubit gates from the Clifford+T gate library can be implemented directly. Consequently, an arbitrary Clifford+T circuit may not be implementable directly in an IBM quantum processor. A CNOT gate that is not supported by the architecture can be realized with a sequence of gates (for details see [12]).

The Basic idea in [12] is to find a realization for every possible CNOT operation in a given architecture. This can be accomplished by swapping qubits until they are connected by a CNOT. Next, the CNOT is applied and finally the qubits are swapped back to their original place. There are many sequence of swaps that can accomplish the same objective. For each transformation, there are also some reduction in the number of gates. For example, to realized CNOT($Q_1, Q_4$) on QX2, the qubits $Q_2$ and $Q_4$ can be swapped, followed by CNOT($Q_2, Q_4$), and finally $Q_2$ and $Q_4$ are swapped again. The SWAPs can be realized with a cost of 10 additional gates, after some reduction as shown below.

An alternative transformation with one fewer gate can be achieved as follows [12].

$$
\begin{align*}
Q_1 & \quad Q_2 \quad Q_3 \\
= & \quad \text{CNOT} \quad \text{CNOT} \\
& \quad \text{CNOT} \quad \text{CNOT} \\
\end{align*}
$$
The algorithmic approach adopted here requires that all such transformations, with their corresponding cost (number of additional gates) are to be stored in a table. This table has to be build only once for every architecture. It will take one table look up to find the best realization for CNOT\((a, b)\). All CNOT gates in a given circuit Clifford+T circuits are to be replaced with their equivalent transformations.

It is clear that different mappings of logical qubits to the physical ones will yield different costs in the target architecture. For example, if a circuit contains the following gates CNOT\((a, b)\) and CNOT\((b, c)\). An optimal mapping for QX2 would be \(\{a \rightarrow Q_0, b \rightarrow Q_1, c \rightarrow Q_2\}\) whereas for QX4 it would be \(\{a \rightarrow Q_3, b \rightarrow Q_2, c \rightarrow Q_0\}\). Thus, the optimized circuit to be obtained would depend on the architecture of the quantum processor, but the method to be followed is independent of the architecture.

For a circuit with only five qubits, it is feasible to calculate the cost for all 120 permutations and pick the best one. This is exactly what is proposed in \([12]\). Finally, some simplifications may be possible. For example, the transformation may yield two consecutive Hadamard gates on the same qubits, which can be removed. Other more complex circuit identities or templates can also be used.

3 Benefit of the optimization: An illustrative examples

We have already mentioned that various quantum computing tasks have been performed using IBM’s QX2 and QX4, but the corresponding circuits were not optimized. In this section, we select some of those circuits to establish that the optimized circuit can yield better results and reveal quantumness in a stronger manner. Specifically, we have chosen a set of circuits implemented in QX2 to demonstrate experimental violation of Mermin inequalities. These circuits are of particular importance for various reasons, especially for the fact that Mermin inequalities being an extension of Bell’s inequalities to the multi-partite scenario can be used to discriminate between classical physics and quantum physics, and establish the nonlocal nature of the physical world. In other words, an experimentally observed violation of a Mermin inequality can strongly establish that the physical world cannot be described by local hidden variable theories. This is somewhat obvious as Mermin inequities are essentially Bell type inequalities. Violation of Bell’s inequality has been shown in many experiments, but it’s slightly more difficult to show the violation of Mermin inequality as it’s difficult to achieve a good control of three or more qubits, including the generation of entangled states (say a GHZ-type state which maximally violates Mermin inequality) \([10]\). This is where an optimized circuit may play a crucial role by providing greater control and higher fidelity.

3.1 Circuits for the realization of Mermin inequality

Violation of any of the Mermin inequalities implies the existence of a situation that cannot be explained classically. In the recent past, violation of Mermin inequality has been shown using various techniques, including ion-trap \([15]\), and optics-based \([16]\) techniques. One of the most recent experiment in this line has
been done by Alsina and Latorre in 2016 [10]. They have demonstrated violation of Mermin inequalities using IBM’s QX2 quantum computing processor. The work was done almost immediately after the access to QX2 was provided. In their work, they had shown violation of Mermin inequalities for $n = 3$ to $n = 5$. For $n = 3$ case, i.e., in a tripartite scenario, they used the circuits shown in Fig. 2 (a) and (c) (cf. Fig. 1 of [10]). We have used our algorithm to optimize these circuits. The optimized circuits corresponding to the circuits shown in Fig. 2 (a) and (c) are shown in Fig. 2 (b) and (d), respectively. It is clearly visible that the optimized circuits have smaller gate counts and levels. Specifically the circuit shown in Fig. 2 (a) has 12 gates and 7 levels, but the corresponding optimized circuit (shown in Fig. 2 (b)) has only 4 gates and 3 levels. Thus, the gate count has been reduced by 67% and the number of levels have been reduced by 57%. Similarly, for the circuit shown in Fig. 2 (c) has 14 gates and 8 levels, but the corresponding optimized circuit (as shown in Fig. 2 (d)) has only 10 gates and 6 levels. Thus, the optimization scheme adopted here can considerably reduce the circuit costs and provide efficient circuits. However, reduction in circuit costs is not the only parameter that can quantitatively illustrate the necessity and advantages of the optimization procedure. There are other ways to check whether the optimization process has improved the performance of the circuit.

To begin with we run the circuits shown in Fig. 2 for 8,192 times each by using QX2 processor. Originally, in [10], the unoptimized circuits were run for 1,024 times. The output of our experiment is specifically shown in Fig. 3, where the left panel corresponds to the output of the circuit shown in Fig. 2 (a) whereas the right panel illustrates the experimental output of the corresponding optimized circuit. These outputs are just representative. The complete set of similar results obtained by realizing the circuits shown in Fig. 2 using QX2 is given in Table 1. This table can be used to compute violation of Mermin inequality in each case. Here, we may note that for $n = 3$, i.e., for 3-qubit case, the expectation value of the Mermin polynomial for a classical theory (which essentially obeys local realism) is bounded by 2 (i.e., $\langle M_3 \rangle_{\text{classical}} \leq 2$), whereas for quantum mechanics (QM) it is bounded by 4 (i.e., $\langle M_3 \rangle_{\text{QM}} \leq 4$). Now, we may consider $\langle M_3 \rangle - 2$ as a measure of how strongly Mermin inequality is violated by a 3-qubit state. In fact, we can calculate $\langle M_3 \rangle$ using Table 1 by following the method used in [10]. This method uses the formula $\langle M_3 \rangle = 3\langle XXY \rangle - \langle YYY \rangle$ where $\langle A \rangle = \sum_i P_i E_i$, with $P_i$ is the probability of system being found in the $i^{th}$ eigenstate of operator.
Circuit | No. experiments | $P_{000}$ | $P_{001}$ | $P_{010}$ | $P_{011}$ | $P_{100}$ | $P_{101}$ | $P_{110}$ | $P_{111}$
---|---|---|---|---|---|---|---|---|---
Fig. 2 a | 1,024 | 0.229 | 0.042 | 0.024 | 0.194 | 0.043 | 0.203 | 0.231 | 0.033
Fig. 2 a | 8,192 | 0.238 | 0.041 | 0.035 | 0.202 | 0.031 | 0.223 | 0.217 | 0.013
Fig. 2 b | 8,192 | 0.239 | 0.031 | 0.027 | 0.224 | 0.029 | 0.224 | 0.214 | 0.012
Fig. 2 c | 1,024 | 0.050 | 0.188 | 0.188 | 0.028 | 0.258 | 0.026 | 0.041 | 0.221
Fig. 2 c | 8,192 | 0.046 | 0.223 | 0.210 | 0.033 | 0.218 | 0.029 | 0.028 | 0.214
Fig. 2 d | 8,192 | 0.048 | 0.219 | 0.215 | 0.037 | 0.216 | 0.023 | 0.032 | 0.210

Table 1: Results of Mermin experiment are provided in the table. $P_i$ show the probability of finding the state $|i\rangle$ on measuring the output state in the computational basis. Results of the circuit given in the Fig. 2 a are shown in the first row for 1024 runs and for 8192 runs in the second row. Results of the circuit given in Fig. 2 b are provided in the second row for 8192 runs. Similarly, results of the Fig. 2 c are given in the rows third and fourth for 1024 and 8192 runs, respectively. Ultimately, results of the circuit in the Fig. 2 d are given in last row.

| No. of qubits | 10's circuits (1024 runs) | 10's circuits (8192 runs) | Optimized circuits (8192 runs) |
|---|---|---|---|
| 3 qubits | 2.85 ± 0.02 | 3.009 | 3.126 |

Table 2: A comparison of the value of $\langle M_3 \rangle$ obtained originally in [10], where the experiment was run for 1024 times with that obtained by running the same experiment for 8192 times and running the optimized circuit for 8192 times.

$A$ and $E_i$ is the eigenvalue of the corresponding state. The experimental setup for the measurement of $\langle XXY \rangle(\langle YYY \rangle)$ is given in Figs. 2 a and c (Figs. 2 b and d). Thus, using $P_{ij}$ given in Table 1 we can compute $\langle M_3 \rangle$ which is 3.126 in our case in contrast to the value of 2.85 ± 0.02 obtained in the original work of Alsina and Latorre [10]. As we have already mentioned that $\langle M_3 \rangle > 2$ implies the violation of Mermin inequality or the nonexistence of a classical local realistic (LR) theory, our result establishes the existence of a nonclassical theory in general (quantum mechanics in particular). The observed value of 3.126 (>2.85) for optimized case indicates that the optimized circuits can witness the signature of nonclassicality in a stronger manner. Thus, in those cases where Mermin inequalities or other similar inequalities are violated weakly, optimized circuits will be of much relevance in identifying the signature of nonclassicality.

Even this set of experiments does not give the whole picture. To further illustrate the benefit of the circuit optimization procedure adopted here, we need to perform quantum state tomography (QST). In order to perform QST using IBM quantum processors, one can adopt the procedure described in our earlier works (see [6]) which will require some additional experiments. Here, we restrict ourselves from describing the procedure adopted for performing QST and directly report the relevant density matrices.

Figure 3: (Color online) ((a) and (b)) represent the obtained probability distribution for circuits shown in Figs. 2 (a) and (b), respectively.
Ideal density matrix corresponding to the output state of the circuit shown in Fig. 2(a) is

\[
\rho_{\text{ideal}} = \begin{pmatrix}
\frac{1}{4} & 0 & 0 & \frac{1}{4} & 0 & \frac{1}{4} & \frac{1}{4} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{4} & 0 & 0 & \frac{1}{4} & 0 & \frac{1}{4} & \frac{1}{4} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{4} & 0 & 0 & \frac{1}{4} & 0 & \frac{1}{4} & \frac{1}{4} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{4} & 0 & 0 & \frac{1}{4} & 0 & \frac{1}{4} & \frac{1}{4} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]  

(1)

Density matrix of the actual state generated in the experimental realization of the circuit shown in Fig. 2(a) is obtained by QST, and the real and imaginary parts of that density matrix is given below

\[
\text{Re} [\rho_{\text{ex}} A] = \begin{pmatrix}
0.238 & 0.03 & 0.007 & 0.098 & 0.005 & 0.115 & 0.095 & -0.016 \\
0.03 & 0.031 & 0.094 & 0.019 & 0.118 & 0.002 & 0.012 & 0.094 \\
0.007 & 0.094 & 0.035 & -0.002 & 0.091 & -0.009 & 0.001 & 0.097 \\
0.098 & 0.019 & -0.002 & 0.217 & 0.017 & 0.093 & 0.097 & 0.002 \\
0.005 & 0.118 & 0.091 & 0.017 & 0.041 & 0.030 & 0.034 & 0.095 \\
0.115 & 0.002 & -0.009 & 0.093 & 0.030 & 0.223 & 0.094 & -0.02 \\
0.095 & 0.012 & 0.001 & 0.097 & 0.034 & 0.094 & 0.202 & -0.016 \\
-0.016 & 0.094 & 0.097 & 0.002 & 0.095 & -0.02 & -0.016 & 0.013
\end{pmatrix},
\]  

(2)

and

\[
\text{Im} [\rho_{\text{ex}} A] = \begin{pmatrix}
0 & 0.005 & 0.002 & -0.065 & -0.002 & -0.01 & -0.029 & -0.005 \\
-0.005 & 0 & -0.001 & -0.0045 & 0.009 & -0.002 & -0.003 & -0.019 \\
-0.002 & 0.001 & 0 & -0.012 & 0.034 & -0.0015 & 0.002 & 0.001 \\
0.065 & 0.004 & 0.012 & 0 & 0.009 & 0.021 & 0.002 & 0 \\
0.002 & -0.009 & -0.034 & -0.009 & 0 & -0.006 & 0.002 & -0.0002 \\
0.01 & 0.002 & 0.001 & -0.021 & 0.006 & 0.223 & -0.049 & -0.006 \\
0.029 & 0.003 & -0.002 & -0.002 & -0.002 & 0.049 & 0 & 0.006 \\
0.0052 & 0.019 & -0.001 & 0 & 0.0002 & 0.006 & -0.006 & 0
\end{pmatrix},
\]  

(3)

Similarly, real and imaginary parts of experimental density matrix of the output state of the corresponding optimized circuit shown in Fig. 2(b) can be obtained by QST as

\[
\text{Re} [\rho_{\text{ex}} B] = \begin{pmatrix}
0.239 & 0.032 & -0.004 & 0.199 & 0.032 & 0.21 & 0.183 & -0.014 \\
0.032 & 0.029 & 0.005 & 0.021 & 0.023 & 0.023 & 0.019 & 0.007 \\
-0.004 & 0.005 & 0.027 & -0.0125 & 0.004 & -0.003 & -0.009 & 0.010 \\
0.199 & 0.021 & -0.012 & 0.214 & 0.035 & 0.182 & 0.197 & -0.016 \\
0.032 & 0.023 & 0.004 & 0.035 & 0.031 & 0.031 & 0.030 & -0.001 \\
0.21 & 0.023 & -0.003 & 0.182 & 0.031 & 0.224 & 0.184 & -0.019 \\
0.18 & 0.019 & -0.009 & 0.197 & 0.030 & 0.184 & 0.224 & -0.019 \\
-0.014 & 0.007 & 0.010 & -0.0165 & -0.001 & -0.019 & -0.019 & 0.012
\end{pmatrix},
\]  

(4)

and

\[
\text{Im} [\rho_{\text{ex}} B] = \begin{pmatrix}
0 & -0.009 & 0.004 & -0.050 & -0.010 & 0.002 & -0.064 & -0.010 \\
0.009 & 0 & 0.0002 & -0.008 & 0.001 & -4.3 & -19 & -0.007 & -0.019 \\
-0.004 & -0.0002 & 0 & -0.014 & -0.010 & -0.008 & -0.016 & 0.005 \\
0.050 & 0.008 & 0.014 & 0 & 0.008 & 0.032 & -0.008 & -0.007 \\
0.01 & -0.001 & 0.010 & -0.0081 & 0 & -0.001 & -0.005 & 0.002 \\
-0.002 & 4.3 & -19 & 0.008 & -0.032 & 0.001 & 0 & -0.050 & -0.004 \\
0.064 & 0.007 & 0.016 & 0.008 & 0.005 & 0.050 & 0 & -0.009 \\
0.01 & 0.019 & -0.005 & 0.007 & -0.002 & 0.004 & 0.0095 & 0
\end{pmatrix}.
\]  

(5)
To establish the relevance of the present study, i.e., optimization of quantum circuits, we have used a distance based measure to quantify the performance of a quantum circuit known as fidelity, which is defined as

\[ F = \text{Tr}[\sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}}], \]

where \( \rho_1 \) and \( \rho_2 \) correspond to two quantum states to be compared. Specifically, we have computed the fidelity between the quantum state expected in the ideal scenario (\( \rho_{\text{ideal}} \) in Eq. (1)) with that obtained in the real experiments using QX2 (\( \rho_{\text{ex,A}} \) in Eq. (2) and in Eq. (3)). Thereafter, we have computed the fidelity of quantum state (\( \rho_{\text{ideal}} \) in Eq. (1)) and that obtained by the experiment performed using our optimized quantum circuit (\( \rho_{\text{ex,B}} \) in Eq. (4) and in Eq. (5)). For example, in case of Fig. 2 (a), we obtained the fidelity for the original circuit as 0.72, while that of our optimized circuit in Fig. 2 (b) is 0.90. Similarly, for Fig. 2 (c), we obtained the fidelity of the original circuit as 0.88, while that of our optimized circuit in Fig. 2 (d) is obtained to be 0.89. Thus, the optimization procedure clearly helps us in performing quantum computation with greater accuracy and to prepare the desired quantum states with higher fidelity.

4 More results: Optimized circuits for various quantum computing tasks

The algorithmic approach developed in [12] and followed here has been used to optimize various quantum circuits. They are summarized in Tables 3-5. Specifically, Tables 3 and 4 report results of circuit optimization algorithm applied on circuits for various quantum computing tasks using QX4 and QX2 processors, respectively. Interested readers may access the optimized circuits along with corresponding original circuits at https://github.com/QBenchmark/benchmarks [17]. From the Tables 3-5 and https://github.com/QBenchmark/benchmarks [17], it’s clear that the optimization algorithm decreases gate counts and number of levels in most of the cases. In particular, we observe the best results of optimization of circuits for non-destructive discrimination of arbitrary set of orthogonal quantum states given in [18] for both QX4 and QX2 architectures (for details, see Tables 3 and 4 (67-78)% of reduction in gate counts and (57-63)% reduction in the levels are achieved for the circuits shown in Fig. (25-29) and in Fig. 1a of [18]). The optimization performances for various other circuits (see corresponding papers cited in the table) indexed in decreasing order are given. Table 5 contains optimization details of another set of circuits (which can be best described as reversible circuits) as given in [19]. Here we observe a maximum reduction of 72% in number of gates for circuit for evaluating the function \texttt{alu-v1_28} and 70% in the number of levels for circuit \texttt{alu-v4_37}. Clearly, the method used here can reduce the gate count and number of levels for most of the circuits implemented so far using IBM quantum processors. It can also efficiently optimize a large number of reversible circuits.

5 Conclusion

In this paper, we have shown that quantum circuits which have been designed until now, for the implementations in IBM quantum computers can be optimized in terms of gate count and the number of levels. It’s further established that the reduction in these measures of circuit costs leads to improvement in the fidelity of the output state, and thus reduces the effect of noise or equivalently increases the accuracy of the quantum computation. As the effect of noise generally leads to an evolution of a quantum state towards a classical state, the reduction of noise through optimization of quantum circuits are expected to lead to clearer manifestation of quantum features. This has been clearly seen in the context of 3-qubit Mermin inequality, where the amount of violation of Mermin inequality can be quantified by \( \langle M_3 \rangle - 2 \), a greater value of which would correspond to the stronger signature of departure from the classical world. The optimized circuit has yielded a value of this quantity as 1.116 in contrast to the earlier reported value of 0.85, clearly indicating a stronger signature of non-locality. Thus, the optimized circuit illustrate the quantum feature in a more profound manner. Also, as expected the fidelity of the optimized circuits is found to be higher than their non-optimized counter parts. This establishes that to obtain best results using IBM quantum computers, one has to use our approach and keeping this fact in mind, we conclude this paper by noting that this work is expected to influence a large number of future works involving IBM quantum experience by providing a tool for obtaining best results. Of course, the results reported here are restricted to 5-qubit quantum computers, but the method used is general and the program can be scaled up for 16 qubit, 20 qubit and other bigger computers, too. The results for such systems will be reported elsewhere.
| Ref | Fig | Initial | Final | % Reduction |
|-----|-----|---------|-------|-------------|
| 18  | 26  | 18      | 4     | 78          |
| 18  | 27  | 19      | 5     | 74          |
| 18  | 29  | 19      | 5     | 74          |
| 18  | 25  | 17      | 5     | 71          |
| 20  | 1a  | 12      | 4     | 67          |
| 18  | 28  | 20      | 8     | 60          |
| 27  | 3   | 28      | 13    | 54          |
| 21  | 5   | 4       | 2     | 50          |
| 22  | 13a | 8       | 4     | 50          |
| 20  | 1b  | 14      | 8     | 43          |
| 21  | 3   | 11      | 7     | 36          |
| 6   | 4b  | 11      | 7     | 36          |
| 20  | 2a  | 17      | 11    | 35          |
| 21  | 6   | 6       | 4     | 33          |
| 23  | 3   | 37      | 25    | 32          |
| 21  | 4   | 19      | 13    | 32          |
| 24  | 2   | 13      | 9     | 31          |
| 20  | 2b  | 20      | 14    | 30          |
| 6   | 8   | 28      | 22    | 21          |
| 22  | 13b | 10      | 8     | 20          |
| 19  | 3b  | 11      | 8     | 18          |
| 25  | 6   | 41      | 34    | 17          |
| 26  | 6   | 24      | 20    | 17          |
| 27  | 2   | 13      | 11    | 15          |
| 20  | 4   | 16      | 14    | 13          |
| 27  | 3   | 17      | 15    | 12          |
| 28  | 6   | 23      | 21    | 9           |
| 29  | 6   | 29      | 27    | 7           |
| 29  | 1   | 53      | 50    | 6           |
| 30  | 8   | 57      | 55    | 4           |

Table 3: Results of the optimization of the quantum circuits which were implemented earlier using IBM quantum processor. Here, the optimization is done using our algorithm and by considering the architecture used in QX4.
| Ref | Fig | Gates | Levels | Gates | Levels | Gates | Levels |
|-----|-----|-------|--------|-------|--------|-------|--------|
| 18  | 26  | 18    | 8      | 4     | 3      | 78    | 63     |
| 18  | 27  | 19    | 9      | 5     | 4      | 74    | 56     |
| 18  | 29  | 19    | 8      | 5     | 4      | 74    | 50     |
| 18  | 25  | 17    | 8      | 5     | 4      | 71    | 50     |
| 20  | 1a  | 12    | 7      | 4     | 2      | 67    | 71     |
| 18  | 28  | 20    | 8      | 8     | 4      | 60    | 50     |
| 21  | 5   | 4     | 3      | 2     | 2      | 50    | 33     |
| 22  | 13a | 8     | 6      | 4     | 3      | 50    | 50     |
| 23  | 3   | 37    | 21     | 19    | 15     | 49    | 29     |
| 20  | 1b  | 14    | 7      | 8     | 5      | 43    | 29     |
| 20  | 2b  | 20    | 7      | 12    | 5      | 40    | 29     |
| 21  | 3   | 11    | 5      | 7     | 5      | 36    | 0      |
| 6   | 4b  | 11    | 7      | 7     | 6      | 36    | 14     |
| 21  | 6   | 6     | 4      | 4     | 4      | 33    | 0      |
| 24  | 2   | 13    | 9      | 9     | 7      | 31    | 22     |
| 28  | 6   | 23    | 15     | 17    | 11     | 26    | 27     |
| 20  | 2a  | 17    | 7      | 13    | 6      | 24    | 14     |
| 22  | 13b | 10    | 6      | 8     | 5      | 20    | 17     |
| 6   | 3b  | 11    | 8      | 9     | 8      | 18    | 0      |
| 25  | 6   | 41    | 27     | 34    | 23     | 17    | 15     |
| 27  | 2   | 13    | 10     | 11    | 7      | 15    | 30     |
| 27  | 3   | 17    | 14     | 15    | 11     | 12    | 21     |
| 30  | 4   | 37    | 27     | 33    | 25     | 11    | 7      |
| 30  | 8   | 57    | 38     | 51    | 37     | 11    | 3      |
| 30  | 9   | 19    | 12     | 17    | 12     | 11    | 0      |
| 29  | 6   | 24    | 13     | 22    | 13     | 8     | 0      |
| 30  | 3   | 28    | 17     | 26    | 17     | 7     | 0      |
| 18  | 8   | 28    | 19     | 26    | 18     | 7     | 5      |
| 23  | 6   | 29    | 20     | 27    | 19     | 7     | 5      |
| 30  | 10  | 30    | 19     | 28    | 19     | 7     | 0      |
| 29  | 1   | 53    | 31     | 50    | 31     | 6     | 0      |

Table 4: Results of the optimization of the quantum circuits which were implemented earlier using IBM quantum processor. Here, the optimization is done using our algorithm and by considering the architecture used in QX2.
Table 5: Results of the optimization of the reversible circuits. The optimization is done using our algorithm and by considering the architecture used in QX4. Here, initial circuits correspond to the Clifford+T circuits for various functions available in [17]. No restriction on application of CNOT gates is applied in the initial circuits. Considering the restrictions on CNOT gates implied by the architecture of QX4, the columns under Qiskit [31] is obtained. Finally, those same circuits are optimized using our algorithm and the corresponding results are shown in the columns under RevKit [32], as the RevKit platform is used by us.
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