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Abstract—In this paper, we solve a joint cooperative localization and path planning problem for a group of Autonomous Aerial Vehicles (AAVs) in GPS-denied areas using nonlinear model predictive control (NMPC). A moving horizon estimator (MHE) is used to estimate the vehicle states with the help of relative bearing information to known landmarks and other vehicles. The goal of the NMPC is to devise optimal paths for each vehicle between a given source and destination while maintaining desired localization accuracy. Estimating localization covariance in the NMPC is computationally intensive, hence we develop an approximate analytical closed form expression based on the relationship between covariance and path lengths to landmarks. Using this expression while computing NMPC commands reduces the computational complexity significantly. We present numerical simulations to validate the proposed approach for different numbers of vehicles and landmark configurations. We also compare the results with EKF-based estimation to show the superiority of the proposed closed form approach.

Note to Practitioners: Abstract—The use of AAVs in urban regions is expected to increase with several logistic and healthcare applications. These AAVs depend on GPS for localization, however, in urban regions, due to interference of building structures obtaining accurate localization information is difficult and at times may not be available. This issue hampers the AAV operations. In this paper, we develop a mechanism by which the AAVs use landmarks in the region and also the availability of other vehicles in the regions to localize and achieve the mission. For localization we use MHE and to generate the paths, we use a NMPC method. In order to improve computational speed, we developed an approximate closed form analytical covariance method which is used in the NMPC for covariance calculation. We showed through several simulations that the proposed joint path planning with localization constraints could determine optimal paths to the vehicles while satisfying the localization accuracy. This approach can be used by the UAV industries as an alternative mechanism for localization while determining the paths for the vehicles. The simulation results are promising but further work is required to experimentally demonstrate the proof-of-concept.

Index Terms—Path planning, Cooperative localization, Nonlinear model predictive control, UAVs

I. INTRODUCTION

Urban air mobility (UAM) is expected to have highly automated, cooperative, passenger, and cargo-carrying aerial vehicles in urban areas [1], and the use of autonomous aerial vehicles (AAVs) for various activities are expected to rise substantially in the near future [2]. Cargo delivery drones operate in urban canyons with high-rise buildings and other obstructions, which calls for significant localization accuracy. However, operating in such environments poses an additional challenge in localization since Global navigation satellite systems (GNSS) are unreliable in such scenarios. A solution to this problem is to use alternate localization schemes such as relative localization [3], [4], vision-based methods [5], [6], and ultra-wide-band (UWB) localization schemes [7], [8]. As the urban airspace is expected to contain a large number of AAVs, relative localization between vehicles can also be used in addition to known landmarks localization.

Cooperative path planning with localization constraints involves the following components: (i) localization – vehicles estimate their position by using relative measurements obtained with respect to other vehicles or landmarks, and (ii) cooperative path planning – determine optimal paths for each vehicle from a given source to destination. To achieve (ii), the agents must cooperate with each other to generate motion commands that improves the localization accuracy of the entire group while reducing the path length to reach their respected destinations. Several works have studied (i) and (ii) separately. For instance, [9]–[20] address the problem of cooperative localization, while [21]–[24] focus on cooperative path planning problem. However, the collection of works that jointly address cooperative path planning with the localization constraints is limited. Below, we will review some of the works in this domain.

Bopardikar et al. [25] presented a graph-based probabilistic roadmap approach to tackle the path planning problem subject to localization constraints. The generated path is a discretized
path while we are addressing a continuous path problem. A time-optimal path planner satisfying the covariance bounds was given in [26] using a swarm optimization technique coupled with a rabbit-carrot based path follower. An approach to optimally place landmarks to satisfy localization constraints was proposed in [27]. The algorithm computes an optimal path for the vehicle and the locations where the landmarks should be placed. A localizability constrained path planning method for autonomous vehicles which takes into account the laser range finder (LRF) sensor model of the vehicle is proposed in [28] to maintain a satisfactory level of localizability throughout the path. Kassas et al. [29] present a multi-objective motion planning algorithm in which the vehicle tries to balance the objectives of navigating to the waypoint and reducing its position estimate uncertainty. All the above works are limited to one vehicle only.

Urban air mobility calls for improved localization accuracy due to its innate nature involving close structures, narrow pathways, and a large number of vehicles. Moving horizon estimation (MHE) has been suggested as an alternate to EKF for increasing the accuracy of nonlinear estimation problems by [30]–[32]. Erunsal et al. [33] proposed an approach combining NMPC and pose-graph-MHE for 3D formation control of micro aerial vehicles with relative sensing capability. In [34], a decentralized MHE technique is proposed for networked navigation with packet dropouts.

In this paper, we extend the work in [35] and propose a joint cooperative localization and path planning framework with MHE for estimating the vehicle position, and NMPC framework for cooperative path planning, and a closed formulation for covariance calculation to predict the uncertainty. This framework uses a nonlinear vehicle model in both the controller and the estimator, which mitigates the linearization errors. The analytical expression used for the covariance calculation speeds up the computations and is derived by exploiting the relationship between the vehicle-landmark path lengths to the localization uncertainty. The proposed approach provides a flexibility, where each vehicle can decide to maintain, lose, or gain connections depending on their covariance estimates. In most of the literature for multi-agent systems, the studies are formulated either as a control problem or an estimation problem [10], [12]–[14], [31]. We propose a method that combines both and looks at the multi-agent problem in a holistic sense.

The major contributions of this paper as follows:

- A complete framework for control and estimation of multi-vehicle cooperative path planning problem with localization constraints using NMPC and MHE.
- An analysis on the relation of path lengths between vehicles and landmarks on the estimation covariance
- An approximate closed form analytical expression to compute localization error covariance
- Evaluation of the proposed joint cooperative path planning with localization constraints framework through numerical simulations and comparison with EKF-based estimation framework

The rest of the paper is organized as follows. The problem formulation is given in Section II. Moving horizon estimation (MHE) is explained in Section III. The derivation of the analytic expression for covariance is given in Section IV. The NMPC formulation is given in Section V. Simulation results are presented in Section VI, and the conclusions are given in Section VII.

II. PROBLEM FORMULATION

We consider a scenario where a group of AAVs need to navigate from their source location (S) to destination (D), as shown in Fig. 1a. These vehicles need to transit in a GPS-denied area and we assume that any kind of GNSS are not available. In such scenarios, known landmarks or other vehicles in the area can be used for relative localization using range or bearing measurements. This structure involving landmarks and vehicles can be modeled as a dynamic relative position measurement graph (RPMG) [36] with vehicles and landmarks as nodes and connections/measurements as edges.

**Definition 1.** A relative position measurement graph (RPMG) for \( n_v(t) \) vehicles with \( n_l(t) \) landmarks is a graph \( G_{n_v}^{n_l}(t) \triangleq \{\mathbb{V}_{nl}(t), \mathbb{E}_{nl}(t)\} \), where \( \mathbb{V}_{nl}(t) \) is the node set consisting of \( n_v(t) \) vehicle nodes and \( n_l(t) \) landmark nodes (which makes a total of \( n_v(t) + n_l(t) \) nodes), and \( \mathbb{E}_{nl}(t) \) is the edge set representing available relative measurements. The number of edges is denoted by \( n_e(t) = |\mathbb{E}_{nl}(t)| \).

**Definition 2.** A path from a vehicle node to a landmark node is a finite sequence of edges which joins a sequence of distinct vertices between them. Let \( \mathcal{G} \triangleq \{\mathbb{V}, \mathbb{E}, \phi\} \) be a graph. A path \( \phi \) from vertex \( i \) to vertex \( j \) is a sequence of edges \( \{\epsilon_1, \epsilon_2, \ldots, \epsilon_{n-1}\} \) for which there is a sequence of distinct vertices \( \{\nu_1, \nu_2, \ldots, \nu_n\} \) such that \( \phi \triangleq \{\nu_1, \nu_2, \ldots, \nu_n\} \) where \( \nu_1 = i \) and \( \nu_n = j \).

An example RPMG (\( G_3^5 \) with \( n_e = 7 \)) is shown in Fig. 1b. A path from the vehicle 5 to the landmark \( a \) is represented by the edge set \( \phi \triangleq \{\epsilon_6, \epsilon_5, \epsilon_3\} \) which can also be represented using the vertices as \( 5 - 4 - 2 - a \).

Previous studies show that for cooperative localization to work, each vehicle should have a direct or indirect path to at least two known landmarks [37]. This condition is very limiting in environments with a low number of landmarks. Hence in this paper, we find a relationship between vehicle uncertainty and path length to the landmarks and then use that relationship to formulate and solve an NMPC problem to guarantee that the covariance does not exceed a specified threshold and desired localization accuracy is achieved while performing individual missions. A moving horizon estimation (MHE) scheme is used to estimate the vehicle states.

A graphical representation of the proposed solution using NMPC combined with MHE to tackle the cooperative localization and path planning problem is shown in Fig. 2. The optimal path is different from the shortest path since the latter may not satisfy localization constraints. The components of the block diagram are explained in the subsequent sections. In the first step of the control scheme, vehicle states are estimated by the MHE block using available measurements from the sensors (Sec. III). The second step is the calculation of estimation covariances for the NMPC prediction window,
which is accomplished by the covariance calculator block that contains the derived analytical expression (Sec. IV). In the third and final step, the NMPC controller computes the control actions for the vehicles (Sec. V).

III. MOVING HORIZON ESTIMATION

Moving horizon estimation (MHE) uses optimization techniques to determine state trajectories that best fit a series of measurements acquired over a finite time interval. It uses the exact nonlinear models of the available measurements and system dynamics for estimation. Also, there is another advantage of including the state/control constraints in the formulation, which helps in bounding the estimates. Like NMPC, MHE also has three main components, 1) an internal dynamic model of the process, 2) a history of past measurements, and 3) an optimization cost function over the estimation horizon.

The model used for estimation is given as:

\[ X(k) = f(X(k-1), \omega(k), k) + q(k), \]
\[ z(k) = h(X(k), \omega(k), k) + \mu(k), \]

where, \( f(\cdot) \) and \( h(\cdot) \) represent the state model and the observation model respectively. \( X(k) \) and \( z(k) \) are the system states and measurements at the \( k^{th} \) time instant. The vectors \( q(k) \) and \( \mu(k) \) are the process and measurement noises which are assumed to be additive and zero mean white Gaussian noises with covariance \( Q \) and \( \Gamma \) respectively. \( f(\cdot) \) is defined as

\[
f = \begin{bmatrix}
x_1(k) \\
y_1(k) \\
\psi_1(k) \\
x_{n_k}(k) \\
y_{n_k}(k) \\
\psi_{n_k}(k)
\end{bmatrix} = \begin{bmatrix}
x_1(k-1) + T_x v \cos \psi_1(k-1) \\
y_1(k-1) + T_x v \sin \psi_1(k-1) \\
\psi_1(k-1) + T_\omega \omega_1(k-1) \\
x_{n_k}(k-1) + T_x v \cos \psi_{n_k}(k-1) \\
y_{n_k}(k-1) + T_x v \sin \psi_{n_k}(k-1) \\
\psi_{n_k}(k-1) + T_\omega \omega_{n_k}(k-1)
\end{bmatrix},
\]

where \( T_x \) is the sampling time used for discretization.

Let \( m \) be the current time step, \( N_E \) is the estimation horizon, and we denote \( \tau = m - N_E \) for simplicity. We formulate the moving horizon estimation problem

\[
\min_{X} J = \|X_\tau - \hat{X}_\tau\|_{P_{\tau \tau}}^2 + \sum_{k=\tau}^{m} \|h(X_k) - z_k\|_{\Gamma_k}^2,
\]

subject to:

\[ X_{k+1} = f(X_k, \omega_k), \]
\[ \omega \in [\omega^-, \omega^+], \]

where \( \hat{X} \) is the estimated states, \( P \) is the estimation covariance matrix, and \( \Gamma \) is the measurement covariance. It is assumed that each vehicle can measure relative bearing to other vehicles and landmarks that are in the sensor’s field-of-view \( (R_s) \). Relative bearing from the \( s^{th} \) vehicle to the \( j^{th} \) vehicle or landmark is given by the measurement model:

\[
h(X) = \tan^{-1} \left( \frac{y_j - y_i}{x_j - x_i} \right) - \psi_i.
\]

The first term in (4) is known as the arrival cost and it plays an important role in stabilizing the estimator. It penalizes the deviation of the first state in the moving horizon window and its previous estimate \( \hat{X}_\tau \). The weighting matrix \( P \) is given by [38]

\[
P_{k+1} = Q + \nabla F_X (P_k - P_k \nabla H_X (\nabla H_X P_k \nabla F_{X} + \Gamma)^{-1} \nabla H_X P_k) \nabla F_{X}^T ,
\]

where \( Q \) is the state covariance matrix, and \( \nabla F_X, \nabla H_X \) are the Jacobians of \( f \) and \( h \). The second term in (4) penalizes the change in predicted measurements \( h(X_k) \) from the actual measurements \( z_k \).

Now, we look into the stability of the moving horizon estimator. The following assumptions are required for proving the stability result.

Assumption 1. The initial state \( X_0 \) and the control input \( \omega \) are such that, for any noise \( q \), the system trajectory \( X \) lies in a compact set \( \chi \) and \( \omega \) in a compact set \( U \).

Assumption 2. The functions \( f \) and \( h \) are \( C^2 \) functions w.r.t \( X \) on \( \text{co}(\chi) \) for every \( \omega \in U \), where \( \text{co}(\chi) \) is the convex closure of \( \chi \).
Observation map for a horizon $N_E+1$ can be defined as

$$F^{NE}(X,\omega,q) = \begin{bmatrix}
h(X_\tau) \\
h \circ f^\tau(X_\tau)
\end{bmatrix},$$

where $\circ$ is function composition. Then it is possible to re-write equation (2) as

$$z_\tau = F^{NE}(X,\omega,q) + \mu_\tau,$$

and modify the cost function as

$$J_m(X,\omega,q) = ||X_\tau - \hat{X}_\tau||^2_{p\omega} + ||F^{NE}(X,\omega,q) - z_\tau||^2_{\Gamma},$$

where $\Gamma = I_{N_E+1} \otimes \Gamma^{-1}$, where $\otimes$ is the Kronecker product.

Now, let’s consider the following remarks:

**Remark 1.** System (1), (2) is said to be observable in $N_E+1$ steps if there exists a K-function $\phi(\cdot)$ such that $\phi(||x_1 - x_2||^2) \leq ||F^{NE}(x_1,\omega,0) - F^{NE}(x_2,\omega,0)||^2$, $\forall x_1, x_2 \in \chi$ and $\forall \omega \in U^{N_E}$.

**Remark 2.** If the observability matrix $\frac{\partial F^{NE}(x_\omega)}{\partial x}$ has full rank, then the system is said to be observable in $N_E+1$ steps with finite sensitivity $1/\delta$ if the K-function $\phi(\cdot)$ satisfies the following condition

$$\delta = \inf_{x_1,x_2 \in \chi, x_1 \neq x_2} \frac{\phi(||x_1 - x_2||^2)}{||x_1 - x_2||^2} \geq 0.$$

Let $k_f$ be an upper bound on the Lipschitz constant of $f(X,\omega)$ w.r.t $X$ on $\chi$ for every $\omega \in U$ and $P$ is diagonal with $P = pI_n, p > 0$. Let

$$r_\mu = \max_{\mu \in M}||\mu||^2,$$

where $M$ is a compact set with $0 \in M$.

Stability of the estimator is proved using the results from [38]-[41]. Consider the cost function defined as:

$$J = ||X_\tau - \hat{X}_\tau||^2_{p\omega} + \sum_{k=1}^{n} h(X_k) - z_k||^2_{\Gamma^{-1}},$$

then we can state the following theorem [40], [41].

**Theorem 1.** If the Assumptions 1,2 are satisfied and the Remarks 1,2 hold, then there exists an upper bound defined by

$$||X_\tau - \hat{X}_\tau||^2 \leq \zeta_\tau,$$

where $\zeta_m$ is found using the equation

$$\zeta_{m+1} = \left(\frac{c_1 k_f P}{p + c_2 \delta} \right) \zeta_m + \left(\frac{c_3}{p + c_2 \delta} \right) r_\mu,$$

$$c_1, c_2,$$ and $c_3$ are positive constants. Let

$$a(p,\delta) = \frac{c_1 k_f P}{p + c_2 \delta},$$

and if $p$ is selected such that $a(p,\delta) < 1$, then the dynamics of (13) is asymptotically stable.

**Proof.** A summary of the proof given by [40] is detailed here for completeness. The proof is based on defining upper and lower bounds on the optimal cost $J_m^*$, which is the cost corresponding to an optimal estimate $\hat{X}_\tau$. First, the upper bound on $J_m^*$ should be defined. Let us define $X_\omega$ as the true value of the state $X$ at time $m$ and assume that $\Gamma = I$.

We have that

$$J_m^* \leq ||X_\omega - X_\tau||^2_{p\omega} + \sum_{k=1}^{m} ||F^{NE}(X_k^0) - z_k||^2_{\Gamma},$$

which can be modified as

$$J_m^* \leq ||X_\omega - X_\tau||^2_{p\omega} + C,$$

where $C$ is a positive constant (please see Lemma. 1 from [40]). Next, the upper bound on $J_m^*$ is defined. We can write

$$||F^{NE}(X_\omega) - F^{NE}(\hat{X}_\tau)||^2 = ||z_\tau - F^{NE}(X_\tau)||^2 - ||z_\tau - F^{NE}(\hat{X}_\tau)||^2 \leq 2||z_\tau - F^{NE}(\hat{X}_\tau)||^2 + ||z_\tau - F^{NE}(X_\tau)||^2.$$

From (16), we can write

$$||z_\tau - F^{NE}(X_\tau)||^2 < C.$$
Hence,

\[\|X_v^* - \hat{X}_v^*\|^2 \leq \zeta_r.\]

It can also be deduced that if \(\zeta_m < \zeta_{m-1}\) and \(a(p, \delta) < 1\), then \(\zeta_m\) tends to \(\frac{\beta}{1-a(p, \delta)}\) as \(m \to +\infty\) (please see Theorem 1 from [39]), where \(\beta = \left(\frac{c_1}{p + c_2}\right) r_m.\)

The following section presents the derivation of the analytical expression for calculating the covariances using the path information. This result will be later used for predicting covariances for the NMPC cost function.

IV. Covariance Calculation

Consider an example configuration of two vehicles as shown in Fig. 3a(i), where the vehicles are represented by 1 and 2 and two landmarks by a and b. In order to understand how the paths/connections/measurements from a landmark to a vehicle influence the uncertainty of the vehicle states, we consider each landmark separately and analyze. Consider the segment \(a - 1 - 2\) of the graph in Fig. 3a(i), as shown in Fig. 3a(ii). The observability matrix for the system can be written as

\[
O = \begin{bmatrix} \alpha a_1 & 0 \\ \alpha b_2 & -\alpha b_2 \end{bmatrix},
\]

(22)

where \(\alpha a_1, \alpha b_2,\) and \(-\alpha b_2\) are the derivatives of the measurements with respect to the vehicle states. For example, \(\alpha a_1\) is the derivative of the measurement between the landmark \(a\) and the vehicle-1 with respect to the vehicle-1. Since there is no measurement between the landmark \(a\) and the vehicle-2, the corresponding entry \((O_{12})\) is zero. Note that the size of \(O\) depends on the number of edges and it may not be a square matrix. Assuming the measurement covariance matrix \(\Gamma = I,\) and zero-mean white Gaussian noise, the observability grammian is defined as \(O^T O\) and the covariance matrix \(P\) is written as

\[
P \leq (O^T \Gamma^{-1} O)^{-1},
\]

(23)

\[
\leq \begin{bmatrix} \frac{1}{\alpha a_1} & \frac{1}{\alpha b_2} - \frac{1}{\alpha b_2} \\ \frac{1}{\alpha b_2} - \frac{1}{\alpha b_2} & \frac{1}{\alpha b_2} + \frac{1}{\alpha b_2} \end{bmatrix}.
\]

(24)

The first element of the \(P\) matrix corresponds to the vehicle-1 connecting to the landmark \(a,\) hence \(\alpha a_1\) (let us discard the square and fraction for easy understanding). The element \(\frac{1}{\alpha b_2} - \frac{1}{\alpha b_2}\) of the \(P\) matrix corresponds to the vehicle-2. Observing that it is connected to the landmark \(a\) through vehicle-1, we can see both \(\alpha a_1\) and \(\alpha b_2\) are present in the entry. Next, we consider the section \(1 - 2 - b\) of the graph, as shown in Fig. 3a(iii). The observability and covariance matrices for the system are written as

\[
O = \begin{bmatrix} 0 & \alpha b_2 \\ \alpha b_2 & -\alpha b_2 \end{bmatrix},
\]

(25)

\[
P \leq \begin{bmatrix} \frac{1}{\alpha b_2} + \frac{1}{\alpha b_2} \\ \frac{1}{\alpha b_2} + \frac{1}{\alpha b_2} \end{bmatrix}.
\]

The first element of \(P\) indicates that vehicle-1 is connected to the landmark \(b\) through vehicle-2. The last entry shows that vehicle-2 is directly connected to the landmark \(b\) and hence only \(\alpha b_2\) is present.

Next, we extend similar analysis for a three vehicle configuration as shown in Fig. 3b(i). Consider the section \(3 - a - 1 - 2\) of the graph, shown in Fig. 3b(ii). The observability matrix and covariance matrix \(P\) for this configuration are

\[
O = \begin{bmatrix} \alpha a_1 & 0 & 0 \\ \alpha b_2 & -\alpha b_2 & 0 \\ 0 & 0 & \alpha a_3 \end{bmatrix},
\]

(26)

\[
P \leq \begin{bmatrix} \frac{1}{\alpha a_1^2} & \frac{1}{\alpha a_1^2} \\ \frac{1}{\alpha b_2} & \frac{1}{\alpha b_2} \\ 0 & 0 \end{bmatrix}.
\]

The first element of the \(P\) matrix contain only \(\alpha a_1\) since the vehicle-1 is directly connected to the landmark \(a.\) The vehicle-2 is connected to the landmark \(a\) through vehicle-1, hence both \(\alpha a_1\) and \(\alpha b_2\) can be seen in the corresponding entry of the \(P\) matrix. Since vehicle-3 is directly connected to the landmark, the last element of \(P\) contains only \(\alpha a_3\) as expected. Now, let us take the section \(1 - 2 - b - 3\) of the graph, shown in Fig. 3b(iii). The observability and covariance matrices are given by

\[
O = \begin{bmatrix} 0 & \alpha b_2 & 0 \\ \alpha b_2 & -\alpha b_2 & 0 \\ 0 & 0 & \alpha b_3 \end{bmatrix},
\]

(27)

\[
P \leq \begin{bmatrix} \frac{1}{\alpha b_2^2} + \frac{1}{\alpha b_2^2} \\ \frac{1}{\alpha b_2^2} + \frac{1}{\alpha b_2^2} \\ 0 & 0 & 0 \end{bmatrix}.
\]

Vehicle-2 and vehicle-3 are directly connected to the landmark \(b.\) Therefore, the corresponding entries in the \(P\) matrix contains only \(\alpha b_2\) and \(\alpha b_3.\) The vehicle-1 is connected to the landmark \(b\) through vehicle-2 and this information is clearly reflected in the first entry of \(P.\)

Using the above example configuration analysis, we can further extend the analysis to a general result with \(n_v\) vehicle and \(n_l\) landmarks as shown in Fig. 3c. The landmarks are represented using stars, and the vehicles are represented using triangles. All the vehicles are denoted by \(i, i + 1, \ldots, n_v,\) landmarks as \(j, j + 1, \ldots, n_l,\) and edges connecting the vehicles and landmarks as \(\epsilon_i, \epsilon_{i+1}, \ldots, \epsilon_{n_v},\) where \(i = j = s = 1.\) The observability vector associated with an edge/measurement is represented using \(\epsilon\) with the edge number as subscript for simplicity. For example, the observability vector between landmark-\(j\) and vehicle-\(i,\) \(\epsilon_{ji}\) is represented by \(\epsilon_i.\) Now, the following theorem for a general RPMG can be stated.

Theorem 2. The covariance associated with the vehicle-i, \(i = 1, \ldots, n_v,\) due to the landmark-j, \(j = 1, \ldots, n_l,\) is given by

\[
pij = \sum_{s \in S} \frac{1}{\epsilon_i},
\]

(28)

where \(s = 1, \ldots, n_v, S\) is the set of edges that forms a path from vehicle-i to the landmark-j, \(n_v\) is the number of vehicles, \(n_l\) is the number of landmarks, and \(n_v\) is the number of edges in the RPMG.

Proof. The covariances associated with each vehicle for a two-vehicle-two-landmark configuration is given by equations (24) and (25), followed by three vehicles in (26) and (27). The relation given in Theorem 2 is clearly reflected in the elements of the corresponding covariance matrices. The generalization to \(n_v\) vehicles and \(n_l\) landmarks is straightforward from the previous analysis.

However, we prove the theorem through contradiction. Consider Fig. 3b(ii). According to Theorem 2, the term/edge \(\frac{1}{\alpha b_2^2}\) should be present in \(\sum_{s \in S} \frac{1}{\epsilon_i}.\) Suppose we write the \(P\) matrix without that term. The new \(P\) matrix and the original \(P\) matrix
Similarly, if an additional term \( \frac{1}{ao3^2} \) is present in \( p_{2a} \), the corresponding \( O^TO \) matrix for the system will be

\[
O^TO = \begin{bmatrix}
ao1^2 + ao2^2 - ao2^2 & 0 \\
-ao2^2 & ao1^2 & 0 \\
0 & 0 & ao3^2
\end{bmatrix},
\]

(30)

which also contradicts with the \( O^TO \) matrix given in (29). Hence, the relation given in Theorem 2 is always true.

The following corollaries can be written from Theorem 2.

**Corollary 1.** If there is more than one path from a landmark to a vehicle, and these paths are numbered from 1 to \( g_{ij} \), where \( g_{ij} \) is the total number of paths from the landmark-\( j \) to the vehicle-\( i \), then the total covariance of the vehicle is given by

\[
p_{ij} = \sum_{\kappa=1}^{g_{ij}} p_{ij}^\kappa,
\]

(31)

where \( i = 1, \ldots, n_v \), \( j = 1, \ldots, n_l \), and \( p_{ij}^\kappa \) is the covariance of the vehicle-\( i \) due to the landmark-\( j \) considering only the path-\( \kappa \).

**Corollary 2.** If there is more than one landmark connected to a vehicle, then the covariance of the vehicle is given by

\[
p_i = \sum_{j \in J} p_{ij},
\]

(32)

where \( i = 1, \ldots, n_v \), \( j = 1, \ldots, n_l \), and \( J \) is the set of landmarks connected to the vehicle-\( i \).

**Proof.** The method to calculate covariances for Corollary 1 and 2 is given in Theorem 2. The summation is based on the properties of the information matrix given as follows [42], [43].

If \( X = (X_1, X_2, \ldots, X_n) \) and \( X_1, X_2, \ldots, X_n \) are independent random variables, then \( I_X(\alpha) = I_{X_1}(\alpha) + I_{X_2}(\alpha) + \ldots I_{X_n}(\alpha) \), where \( I_x(\alpha) \) is the information matrix defined as

\[
I_x(\alpha) = E_\alpha \left( \frac{\partial}{\partial \alpha} \log f(X|\alpha) \right)^2 = \text{Var}_\alpha \left( \frac{\partial}{\partial \alpha} \log f(X|\alpha) \right).
\]

Since

\[
f(x|\alpha) = \prod_{i=1}^{n} f_i(x_i|\alpha),
\]

where \( f_i(\cdot|\alpha) \) is the pdf of \( X_i \),

\[
\text{Var} \left[ \frac{\partial}{\partial \alpha} \log f(X|\alpha) \right] = \sum_{i=1}^{n} \text{Var} \left[ \frac{\partial}{\partial \alpha} \log f_i(X_i|\alpha) \right],
\]

\[
I_X(\alpha) = \sum_{i=1}^{n} I_{X_i}(\alpha).
\]

Since covariance is the inverse of information, we can find the total covariance associated with each vehicle by adding the components from all the paths and landmarks.

In the next sub-sections, we show how this information can be used to analyze the evolution of covariance in multi-vehicle-landmark systems with range and bearing measurements.

**A. Range measurements**

Consider the configuration given in Fig. 3(i). The vehicle kinematics are defined as

\[
\begin{align*}
\dot{x}_i &= v \cos \psi_i, \\
\dot{y}_i &= v \sin \psi_i,
\end{align*}
\]

(33)

where \( i = 1, 2 \) with range measurements

\[
\begin{align*}
h_{1a} &= \sqrt{(x_1 - x_a)^2 + (y_1 - y_a)^2}, \\
h_{1b} &= \sqrt{(x_1 - x_b)^2 + (y_1 - y_b)^2}, \\
h_{2a} &= \sqrt{(x_2 - x_a)^2 + (y_2 - y_a)^2}, \\
h_{2b} &= \sqrt{(x_2 - x_b)^2 + (y_2 - y_b)^2},
\end{align*}
\]

(34)-(36)

and we derive the observability matrix using the Lie derivatives [36]. To simplify the representation we denote \( x_{1a} = (x_{1a}, y_{1a}) \) and \( x_{1b} = (x_{1b}, y_{1b}) \) as coordinates of vehicles-1. Similarly, \( x_{2a} = (x_{2a}, y_{2a}) \) and \( x_{2b} = (x_{2b}, y_{2b}) \) are coordinates of vehicle-2.
\[ (x_1 - x_0), x_{12} = (x_1 - x_2), x_{2b} = (x_2 - x_b), y_{1a} = (y_1 - y_0), y_{12} = (y_1 - y_2), y_{2b} = (y_2 - y_b). \]

Define
\[ f_L = \begin{bmatrix} \cos \psi_1 \sin \psi_1 \cos \psi_2 \sin \psi_2 \end{bmatrix}, \]
and the vehicle kinematics can be represented as
\[ \dot{X} = v f_L. \]  

The gradient of zeroth order Lie derivatives are given as
\[
H_{1a} = \begin{bmatrix} \frac{\dot{y}_a}{R_{1a}} & \frac{\dot{y}_a}{R_{1a}} & 0 & 0 \end{bmatrix}, \quad H_{2b} = \begin{bmatrix} 0 & 0 & \frac{\dot{y}_b}{R_{2b}} & \frac{\dot{y}_b}{R_{2b}} \end{bmatrix},
\]
where \( R_{ij} \) is the distance between nodes. The gradient of first order Lie derivatives are given as
\[
\frac{\partial}{\partial X} \begin{bmatrix} \partial h_{1a} \partial X - f \end{bmatrix} = \begin{bmatrix} \frac{(y_{1a})^2 \psi_1 - (x_{1a})(y_{1a})S \psi_1}{R_{1a}} \\ \frac{(x_{1a})^2 \psi_1 - (y_{1a})(x_{1a})C \psi_1}{R_{1a}} \\ 0 \\ 0 \end{bmatrix},
\]
\[
\frac{\partial}{\partial X} \begin{bmatrix} \partial h_{2b} \partial X - f \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ \frac{(y_{2b})^2 \psi_2 + (x_{2b})(y_{2b})S \psi_2}{R_{2b}} \\ \frac{(x_{2b})^2 \psi_2 + (y_{2b})(x_{2b})C \psi_2}{R_{2b}} \end{bmatrix},
\]
\[
\frac{\partial}{\partial X} \begin{bmatrix} \partial h_{12} \partial X - f \end{bmatrix} = \begin{bmatrix} \frac{-2(y_{12}) \Delta \psi^- ((x_{12})C \Delta \psi^+ + (y_{12})S \Delta \psi^+)}{2(y_{12}) \Delta \psi^- ((x_{12})C \Delta \psi^+ + (y_{12})S \Delta \psi^+)} \\ \frac{2(y_{12}) \Delta \psi^- ((x_{12})C \Delta \psi^+ + (y_{12})S \Delta \psi^+)}{2(y_{12}) \Delta \psi^- ((x_{12})C \Delta \psi^+ + (y_{12})S \Delta \psi^+)} \\ \frac{-2(y_{12}) \Delta \psi^- ((x_{12})C \Delta \psi^+ + (y_{12})S \Delta \psi^+)}{2(y_{12}) \Delta \psi^- ((x_{12})C \Delta \psi^+ + (y_{12})S \Delta \psi^+)} \\ \frac{-2(y_{12}) \Delta \psi^- ((x_{12})C \Delta \psi^+ + (y_{12})S \Delta \psi^+)}{2(y_{12}) \Delta \psi^- ((x_{12})C \Delta \psi^+ + (y_{12})S \Delta \psi^+)} \end{bmatrix}
\]
where \( \sin \) and \( \cos \) are abbreviated as \( S \) and \( C \), \( \Delta \psi^- = \psi_1 - \psi_2 \), and \( \Delta \psi^+ = \psi_1 + \psi_2 \).

Observability matrix is formed by using Lie derivatives up to first order as
\[
O = \begin{bmatrix} \nabla L^0 \\ \nabla L^1 \end{bmatrix},
\]
where \( L^0 \) and \( L^1 \) are the zeroth and first order Lie derivatives respectively. The covariance matrix \( P \) is found by inverting \( O^T O \) with the assumption of \( \Gamma = I \).

The standard deviation in \( x \) direction for the first vehicle can be found by taking the square root of the first element of the \( P \) matrix,
\[
\sigma_{x_1} = \sqrt{P(1,1)}.
\]
Similarly, the standard deviation in the \( y \) direction and the combined position uncertainty can be found as
\[
\sigma_{y_1} = \sqrt{P(2,2)}, \quad \sigma_{p_1} = \sqrt{\sigma_{x_1}^2 + \sigma_{y_1}^2}.
\]

Since the derived \( P \) matrix is very large with several terms, we consider some simplifying assumptions to formulate an approximate relation. All the distance terms were substituted with a single average value. The resulting relation is given as
\[
\sigma_{p_1} = \sqrt{\frac{2}{3} + R_{2g}^2 \csc^2 (\psi_1 - \psi_2)},
\]
where \( R_{2g}, \theta_g \) are the average value of distance and LOS angle.

It is evident from the relation that the covariance of vehicle depends on the distances from the landmarks and the LOS angles to them. As the distance increases, the covariance also increases. Similarly, \( \sigma_{p} \) of other vehicles can also be found.

### B. Bearing measurements

Let’s extend the vehicle model to contain three states. The new model is given as
\[
\dot{x}_i = v \cos \psi_i, \quad \dot{y}_i = v \sin \psi_i, \quad \psi_i = \omega_i,
\]
where vehicle \( i = 1, 2 \). With the same configuration as in Fig. 3(i), define bearing measurement equations as
\[
h_{a1} = \arctan \left( \frac{y_a - y_1}{x_a - x_1} \right) - \psi_1, 
\]
\[
h_{b2} = \arctan \left( \frac{y_b - y_2}{x_b - x_2} \right) - \psi_2,
\]
\[
h_{12} = \arctan \left( \frac{y_1 - y_2}{x_1 - x_2} \right) - \psi_1,
\]
the gradient of zeroth order Lie derivatives are given as
\[
H_{a1} = \begin{bmatrix} \frac{- (y_1 - y_a)}{R_{a1}} & \frac{x_1 - x_a}{R_{a1}} & -1 & 0 & 0 & 0 \end{bmatrix},
\]
\[
H_{b2} = \begin{bmatrix} 0 & 0 & \frac{- (y_2 - y_b)}{R_{b2}} & \frac{x_2 - x_b}{R_{b2}} & -1 \end{bmatrix},
\]
\[
H_{12} = \begin{bmatrix} 0 & 0 & \frac{- (y_1 - y_2)}{R_{12}} & \frac{x_1 - x_2}{R_{12}} & -1 \end{bmatrix},
\]
\[
H_{21} = \begin{bmatrix} 0 & 0 & \frac{- (y_2 - y_1)}{R_{21}} & \frac{x_2 - x_1}{R_{21}} & 0 \end{bmatrix},
\]
using the geometry, the equations are changed to make it in terms of LOS angles as follows
\[
H_{a1} = \begin{bmatrix} \sin \theta_{a1} \frac{x_1 - x_a}{R_{a1}} \cos \theta_{a1} \frac{y_1 - y_a}{R_{a1}} & -1 & 0 & 0 & 0 \end{bmatrix},
\]
\[
H_{b2} = \begin{bmatrix} 0 & 0 & \frac{x_1 - x_a}{R_{a1}} & \frac{- \sin \theta_{b2} \frac{y_2 - y_b}{R_{b2}}}{\cos \theta_{b2}} & -1 \end{bmatrix},
\]
\[
H_{12} = \begin{bmatrix} 0 & 0 & \frac{- \sin \theta_{12} \frac{y_1 - y_2}{R_{12}}}{\cos \theta_{12}} & \frac{x_1 - x_2}{R_{12}} & -1 \end{bmatrix},
\]
\[
H_{21} = \begin{bmatrix} 0 & 0 & \frac{- \sin \theta_{21} \frac{y_2 - y_1}{R_{21}}}{\cos \theta_{21}} & \frac{x_2 - x_1}{R_{21}} & 0 \end{bmatrix}.
\]
Define
\[
f_v = \begin{bmatrix} \cos \psi_1 \sin \psi_1 \cos \psi_2 \sin \psi_2 \end{bmatrix},
\]
\[
f_{w1} = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 \end{bmatrix},
\]
\[
f_{w2} = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 \end{bmatrix},
\]
and the dynamics can be represented as
\[
\dot{X} = \begin{bmatrix} \dot{X}_1 \\ \dot{X}_2 \end{bmatrix} = f_v v + f_w \omega_1 + f_{w2} \omega_2,
\]
and a similar procedure to the range measurement case is followed to find the first order Lie derivatives, observability grammian and covariance matrix $P$. The covariance in position of the first vehicle is given by

$$\sigma_{p_1}^2 = \frac{9}{2} R_g^2 \left( 1 + \frac{R_g^2}{2 + R_g^2 + 2\cos(2(\psi_1 - \theta_g))} \right) + \left( R_g^2 + R_g^4 \right) \csc^2(\psi_1 - \theta_g).$$

Similarly, $\sigma_p$ of other vehicles can also be found. This approximate closed form covariance is used in the NMPC as Step 2 in Fig. 2(a).

Next section presents the complete NMPC formulation combining the MHE scheme given in Sec. III and the uncertainty estimates resulting from analysis given in Sec. IV.

V. NMPC FORMULATION

NMPC is a state-of-the-art technique for real-time optimal control. At each time step, the constrained optimization problem is solved based on the plant model for a finite time horizon, and the procedure is repeated with states updated through feedback in the next iteration [44]. Fig. 2 shows the block diagram of the NMPC scheme used in this paper. The optimal control sequence is computed for the prediction horizon $\tau_h$ from which only the first action is applied to the system at each time step.

A point mass kinematic model is considered for the vehicles. We assume that the altitude and velocities of the AAVs remain constant during transit. The general kinematic model is given as

$$\dot{X} = \begin{bmatrix} v \cos \psi_1 \\ v \sin \psi_1 \\ \omega_1 \\ \vdots \\ v \cos \psi_{n_v} \\ v \sin \psi_{n_v} \\ \omega_{n_v} \end{bmatrix},$$

where $v$ is the linear velocity, $\psi$ the heading angle, $\omega$ the angular velocity, and $n_v$ is the number of vehicles.

The objective function for the NMPC is defined as

$$\min_{\omega_1, \ldots, \omega_{n_v} \in PC(t, t + \tau_h)} J = \int_{t}^{t + \tau_h} \sum_{i=1}^{n_v} [C_{1_i} + W_i C_{2_i}],$$

subject to:

$$\dot{X} = f(X, \omega),$$

$$\omega \in [\omega^-, \omega^+]$$

where

$$C_{1_i} = (x_i - x_{D_i})^2 + (y_i - y_{D_i})^2,$$

is the cost associated with minimizing the distance between the vehicle and the destination. $(x_i, y_i)$ is the position of the $i^{th}$ vehicle and $(x_{D_i}, y_{D_i})$ are their respective destination points. $\omega^-$ and $\omega^+$ are the lower and upper bounds of $\omega$, and $PC(t, t + \tau_h)$ denotes the space of piece-wise continuous function defined over the time interval $[t, t + \tau_h]$. $C_{2_i}$ is the cost to ensure the estimation covariance is within a bound. It is defined as:

$$C_{2_i} = \begin{cases} 0, & \text{if } \lambda_i \geq \eta. \\ (\eta - \lambda_i)^2, & \text{otherwise}. \end{cases}$$

where $\eta$ is a tuning parameter related to the number of connections required. Increasing $\eta$ will result in vehicles moving closer to the landmarks and increase the connections. For satisfactory localization, observability conditions should be satisfied, which require connections with at least two landmarks [37]. Hence, the value of $\eta$ should be selected as $\eta \geq 2$. The parameter $\lambda_i$ is the second smallest eigenvalue of the Laplacian matrix which is formed as:

$$L_i(X) = \Delta_i(X) - A_i(X),$$

where $A_i(X)$ is the adjacency matrix defined similar to [45] as

$$A_{imn} = \begin{cases} e^{-\kappa ||R_{mn}|| - \rho}, & ||R_{mn}|| \leq R_s. \\ 0, & ||R_{mn}|| > R_s. \end{cases}$$

and $\Delta_i(X)$ is a diagonal matrix with elements

$$\Delta_{imn} = \sum_{n=1}^{N} A_{imn}$$

where $m, n = 1$ to $N$, and $N$ is the number of nodes of the graph connecting the vehicles and landmarks. $\kappa$ is a constant which determines the convergence rate of the exponential function, and $\rho$ is used to set a minimum distance between the landmarks and the vehicles to avoid collisions. $||R_{mn}||$ is the distance between the $m^{th}$ and $n^{th}$ nodes, and $R_s$ is the sensor range of the vehicles. This formulation of the adjacency matrices, rather than updating it with binary values, helps drive the vehicles closer to the landmarks than just maintaining the connections by keeping them in the sensor range and reducing the distance between the landmarks and the vehicles help in decreasing the estimation covariance as explained in sec. IV. The maximum value $\lambda_2$ can take is equal to the number of connections of each vehicle, and this insight is used in formulating (60).

The weight $W_i$ associated with $C_{2_i}$ is defined in the following way

$$W_i = \begin{cases} W_i, & \text{if } 3\sigma_{p_i} \geq \sigma_c. \\ 0, & \text{otherwise}. \end{cases}$$

where $\sigma_{p_i}$ is the standard deviation in the estimated position of the $i^{th}$ vehicle and the constant $\sigma_c$ is the specified critical value. This adaptive weight formulation is used to obtain a trade-off between the two objectives. $\sigma_{p_i}$s are calculated using the expression

$$\sigma_{p_i}^2 = \frac{9}{2} R_g^2 \left( 1 + \frac{R_g^2}{2 + R_g^2 + 2\cos(2(\psi_i - \theta_g))} \right) + \left( R_g^2 + R_g^4 \right) \csc^2(\psi_i - \theta_g).$$
which is explained in detail in section IV-B. The terms $C_1$ and $C_2$ of the objective function (58) is normalized as follows:

$$C_1(t) = \frac{(C_1(t) - \min(C_1(t)))}{(\max(C_1(t)) - \min(C_1(t)))},$$  \quad (65)

$$C_2(t) = \frac{(C_2(t) - \min(C_2(t)))}{(\max(C_2(t)) - \min(C_2(t)))}. \quad (66)$$

The NMPC objective function given equation (58) uses the expressions given in equations (59)(60)(64)(65) and equation (66). The NMPC objective function is solved along with state and control constraints.

VI. RESULTS AND DISCUSSION

Extensive numerical simulations were carried out for validating the proposed scheme using CasADi-Python [46]. We use the total path length and average estimation error as metrics for analyzing the performance of the proposed approach. We perform the following analysis (i) effect of horizon length in the NMPC on the path length and estimation error (ii) effect of cooperation (iii) comparison with the approach proposed in [35] and (iv) effect of increasing the number of vehicles in the region to 10. Before presenting the analysis, we will describe the simulation setting.

A. Simulation setup

We consider an environment of 200m x 200m, where 20 landmarks are randomly placed. Each vehicle starts at a given location and has a desired goal location. The vehicles have a constant velocity of 5 m/s. The angular velocities of the agents are constrained by $[-\pi/2, \pi/2]$ rad/s due to the practical considerations on the turn rate of the agents. The value of $\eta$ is selected as 2, and the values of $k$ and $\rho$ are selected as 5 and 0.5, respectively. The weight $W$ is selected as 10000, sensor range of the vehicles, $R_s = 50$ m, and $\sigma_c = 3$ m. The measurement noise covariance matrix $\Gamma$ is selected as a $n_T \times n_T$ matrix with 0.01 in its diagonals, where $n_T$ is the number of received measurements. Each time step is 0.1s for all the simulations. The simulations were carried out on an Ubuntu 18.04, Intel i9 workstation with 64GB RAM.

B. Effect of NMPC horizon length

In NMPC, the horizon length plays a key role between path optimality and computational time. The larger the horizon, better the path obtained at the cost of increased computational time. This effect can be seen in Fig. 4a, where the computation time for prediction horizon of $\tau_h = 1$s is 0.056s, however, the paths are not optimal. With increase in $\tau_h$ to 15s, there is significant improvement in the path of vehicle 1 at increased computational time of 0.42s per iteration. With further increase in horizon length to $\tau_h = 40$s, the average time to compute an iteration is 3.43 s, but the obtained path length for the vehicles is near-optimal. The path length for $\tau_h = 25$s is close to that obtained with $\tau_h = 40$ but takes only 1.2s.

Further, we conducted Monte-Carlo simulation to see the effect of placement of landmarks on the vehicle paths. Figure 5 shows the effect of change in landmark placement for different $\tau_h$. From the Fig.5(a), we can see that the computation time for $\tau_h = 1$s is very less but the vehicle which reaches the destination at the last on average is also high as shown in 5(b). Note that, on average, the times taken by the last agent reaching its goal for $\tau_h = 25$s and $\tau_h = 40$s are almost similar, however, $\tau_5$ takes far less time. Hence we consider $\tau_h = 25$s for the rest of the simulations.

C. Effect of cooperation

One of the main contributions of this paper is to show that with cooperation, the vehicles can jointly determine minimal distance paths to their goal locations while meeting localization accuracy. To show the effect of cooperation, we consider a specific scenario as shown in Fig. 6, where the landmarks are located at the top of the scenario. Two simulations were carried out with five vehicles, in which one scenario involved cooperative vehicles and the other without cooperation. We consider $\tau_h = 25$s, and $R_s = 30$m. The trajectories taken by the vehicles in both the cases are shown in Fig. 6. It can be seen from Fig. 6(a) that the vehicles with cooperation determined a shorter path since they used adjacent vehicles for localization, whereas the non-cooperative vehicles took a longer path to go near the landmarks for localization, as shown in Fig. 6(b). The estimation errors are a bit high for the cooperative case due to the mutual localization of the vehicles.

D. MHE vs EKF

The performance of the MHE estimator was compared against a standard EKF formulation to validate the superiority of the proposed scheme. In Fig. 2, the step 1 sub-block of the MHE is replaced by the EKF. The horizon length for the MHE is selected as $N_h = 20$, and all other initial parameters are taken the same for the MHE and the EKF. The estimated trajectories of the vehicles, true trajectories, and the errors in position for both the MHE and the EKF are given in Fig. 7. It can be seen that the estimation errors are less for the MHE, and it is also more stable compared to the EKF. The vehicles' mean square error (MSE) for the MHE is 0.46 m and that with the EKF is 0.79 m. The computation time requirement for the MHE is 1.21 s, while the EKF takes 1.10 s. Although the MHE takes 9% more computational time than the EKF, its accuracy is 72% better than the EKF.

E. 10 vehicles

To test the performance of the scheme for larger systems, a scenario involving ten vehicles in a 500m x 500m plane with all the vehicles moving at a velocity of 10 m/s was considered. Multiple simulations were carried out with random configurations of the landmarks, initial positions, and goal points. Two example results are shown in Fig. 8. It can be seen that the estimator performance was satisfactory since the actual states and the estimated states are well aligned for all the ten vehicles. The average computation time per iteration was 7.25s due to the increase in the size of state matrix for 10 vehicles.
A nonlinear model predictive control scheme combined with moving horizon estimation was proposed to aid cooperative localization of a group of AAVs in transit. The controller used an approximate analytical expression for calculating the expected covariance of the vehicles through the prediction horizon, which was derived using the insights obtained from analyzing the observability and the path information from the landmark-vehicle graph. The controller determined near optimal paths for the vehicles while satisfying various state and localization constraints. We analyzed through simulations the role of prediction horizon on the optimality of the vehicle paths and the required computation time. The proposed moving horizon estimator also outperformed the EKF with lower estimation error values at a small additional computation time. A comparison was performed between cooperative and non-cooperative vehicles to show the significance of cooperation in determining paths under localization constraints.

The approach proposed in this paper can be extended in several directions. One potential analysis is to determine how many landmarks are sufficient for a given vehicle to reach the destination meeting localization constraints. Another extension can be to include obstacle avoidance which reaching their destination as part of the problem. Experimental validation is another direction to implement the algorithms in real-world vehicle.

VII. CONCLUSIONS

A nonlinear model predictive control scheme combined with moving horizon estimation was proposed to aid cooperative localization of a group of AAVs in transit. The controller used an approximate analytical expression for calculating the expected covariance of the vehicles through the prediction horizon, which was derived using the insights obtained from analyzing the observability and the path information from the landmark-vehicle graph. The controller determined near optimal paths for the vehicles while satisfying various state and localization constraints. We analyzed through simulations the role of prediction horizon on the optimality of the vehicle paths and the required computation time. The proposed moving horizon estimator also outperformed the EKF with lower estimation error values at a small additional computation time. A comparison was performed between cooperative and non-cooperative vehicles to show the significance of cooperation in determining paths under localization constraints.

The approach proposed in this paper can be extended in several directions. One potential analysis is to determine how many landmarks are sufficient for a given vehicle to reach the destination meeting localization constraints. Another extension can be to include obstacle avoidance which reaching their destination as part of the problem. Experimental validation is another direction to implement the algorithms in real-world vehicle.

REFERENCES

[1] FAA. (2020) Urban air mobility, concept of operations v.1.0. [Online]. Available: https://nari.arc.nasa.gov/sites/default/files/attachments/UAM_ConOps_v1.0.pdf
[2] SESAR. (2016) European drones outlook study. [Online]. Available: https://www.sesarju.eu/sites/default/files/documents/reports/European_Drones_Outlook_Study_2016.pdf
[3] M. Betke and L. Gurvits, “Mobile robot localization using landmarks,” IEEE transactions on robotics and automation, vol. 13, no. 2, pp. 251–263, 1997.
[4] S. Thrun, “Finding landmarks for mobile robot navigation,” in Proc. of International Conference on Robotics and Automation, vol. 2. IEEE, 1998, pp. 958–963.
[5] H. Lategahn and C. Stiller, “Vision-only localization,” IEEE Transactions on Intelligent Transportation Systems, vol. 15, no. 3, pp. 1246–1257, 2014.
[6] G.-H. Kim, J.-S. Kim, and K.-S. Hong, “Vision-based simultaneous localization and mapping with two cameras,” in IEEE/RSJ International Conference on Intelligent Robots and Systems, 2005, pp. 1671-1676.
[7] S. Krishnan, P. Sharma, Z. Guoping, and O. H. Woon, “A uwb based localization system for indoor robot navigation,” in International Conference on Ultra-Wideband. IEEE, 2007, pp. 77-82.
[8] S. Zhang, R. Han, W. Huang, S. Wang, and Q. Hao, “Linear bayesian filter based low-cost uwb systems for indoor mobile robot localization,” in IEEE Sensors, 2018, pp. 1–4.
[9] R. Kurazume and S. Horige, “Study on Cooperative Positioning System – Optimum Moving Strategies for CPS-III,” IEEE International Conference on Robotics and Automation, vol. 4, pp. 2896–2903, 1998.
[10] S. Roumeliotis and G. Bekey, “Collective localization: a distributed Kalman filter approach to localization of groups of mobile robots,” IEEE International Conference on Robotics and Automation, vol. 3, pp. 2958–2965, 2000.
[11] J. Spletzer, A. K. Das, R. Fierrez, C. J. Taylor, V. Kumar, and J. P. Ostrowski, “Cooperative localization and control for multi-robot manipulation,” IEEE International Conference on Intelligent Robots and Systems, vol. 2, pp. 631–636, 2001.
[12] A. I. Mourikis and S. I. Roumeliotis, “Multirobot Cooperative Localization,” IEEE Transactions on Robotics, vol. 22, no. 4, pp. 666–681, 2006.
[13] E. D. Nerurkar, S. I. Roumeliotis, and A. Martinelli, “Distributed maximum a posteriori estimation for multi-robot cooperative localization,” Proceedings - IEEE International Conference on Robotics and Automation, pp. 1402–1409, 2009.
[14] J. Wan, L. Zhong, and F. Zhang, “Cooperative localization of multi-uavs via dynamic nonparametric belief propagation under gps signal loss condition,” International Journal of Distributed Sensor Networks, vol. 10, no. 2, p. 562380, 2014.
[15] S. Minaeian, J. Liu, and Y.-J. Son, “Vision-based target detection and localization via a team of cooperative uav and uavs,” IEEE Transactions on Systems, man, and cybernetics: systems, vol. 46, no. 7, pp. 1005–1016, 2016.
Fig. 7: (a) NMPC solution with EKF based estimation (b) NMPC solution with MHE (c) Error in position of vehicle 1 (d) Error in position of vehicle 2 (e) Error in position of vehicle 3

Fig. 8: Trajectories of 10 vehicles using NMPC-MHE scheme.

[16] M. Frohle, C. Lindberg, and H. Wymeersch, “Cooperative localization of vehicles without inter-vehicle measurements,” in IEEE Wireless Communications and Networking Conference (WCNC), 2018, pp. 1–6.

[17] C. Pierre, R. Chapuis, R. Aubrèe, J. Lanneur, and C. Debbains, “Range-only based cooperative localization for mobile robots,” in 21st international conference on information fusion (FUSION). IEEE, 2018, pp. 1933–1939.

[18] J. Liu, J. Pu, L. Sun, and Y. Zhang, “Multi-robot cooperative localization with range-only measurement by uwb,” in Chinese Automation Congress (CAC). IEEE, 2018, pp. 2809–2813.

[19] K. Guo, X. Li, and L. Xie, “Ultra-wideband and odometry-based cooperative relative localization with application to multi-uav formation control,” IEEE transactions on cybernetics, vol. 50, no. 6, pp. 2590–2603, 2019.

[20] J. Zhu and S. S. Kia, “Cooperative localization under limited connectivity,” IEEE Transactions on Robotics, vol. 35, no. 6, pp. 1523–1530, 2019.

[21] C. Zheng, L. Li, F. Xu, F. Sun, and M. Ding, “Evolutionary route planner for unmanned air vehicles,” IEEE Transactions on robotics, vol. 21, no. 4, pp. 609–620, 2005.

[22] A. A. Agha-Mohammadi, N. K. Ure, J. P. How, and J. Vian, “Health aware stochastic planning for persistent package delivery missions using quadrotors,” IEEE International Conference on Intelligent Robots and Systems, pp. 3389–3396, 2014.

[23] N. Mathew, S. L. Smith, and S. L. Waslander, “Planning Paths for Package Delivery in Heterogeneous Multirobot Teams,” IEEE Transactions on Automation Science and Engineering, vol. 12, no. 4, pp. 1298–1308, 2015.

[24] T. T. Mac, C. Copot, D. T. Tran, and R. De Keyser, “Heuristic approaches in robot path planning: A survey,” Robotics and Autonomous Systems, vol. 86, pp. 13–28, 2016.

[25] S. D. Bopardikar, B. Englot, and A. Speranzon, “Multiobjective path planning: Localization constraints and collision probability,” IEEE Transactions on Robotics, vol. 31, no. 3, pp. 562–577, 2015.

[26] S. Singh and P. Sujit, “Landmarks based path planning for uavs in gps-denied areas,” IFAC-PapersOnLine, vol. 49, no. 1, pp. 396–400, 2016.

[27] K. Sundar, S. Rathinam, and R. Sharma, “Path planning for unmanned vehicles with localization constraints,” Optimization Letters, vol. 13, no. 5, pp. 993–1009, 2019.

[28] B. Irani, J. Wang, and W. Chen, “A localizability constraint-based path planning method for autonomous vehicles,” IEEE Transactions on Intelligent Transportation Systems, vol. 20, no. 7, pp. 2593–2604, 2018.

[29] J. B. Rawlings and B. R. Bakshi, “Particle filtering and moving horizon estimation,” Computers & chemical engineering, vol. 30, no. 10–12, pp. 1529–1541, 2006.

[30] M. W. Mehrizi, G. K. Mann, and R. G. Gosine, “An optimization based approach for relative localization and relative tracking control in multi-robot systems,” Journal of Intelligent & Robotic Systems, vol. 85, no. 2, pp. 385–408, 2017.

[31] I. K. Erunsali, A. Martinoli, and R. Ventura, “Decentralized nonlinear model predictive control for 3d formation of multicopter micro aerial vehicles with relative sensing and estimation,” in International Symposium on Multi-Robot and Multi-Agent Systems. IEEE, 2019, pp. 176–178.

[32] S. Liu, G. Zhao, Y. He, and C. Gao, “Decentralized moving horizon estimation for networked navigation system with packet dropouts,” in 39th Chinese Control Conference (CCC). IEEE, 2020, pp. 3381–3384.

[33] A. Manoharan, R. Sharma, and P. B. Sujit, “Nonlinear model predictive control to aid cooperative localization,” in International Conference on Unmanned Aircraft Systems (ICUAS). IEEE, 2019, pp. 26–32.

[34] R. Sharma, R. W. Beard, C. N. Taylor, and S. Quehe, “Graph-based observability analysis of bearing-only cooperative localization,” IEEE Transactions on Robotics, vol. 28, no. 2, pp. 522–529, 2011.

[35] R. Sharma, “Observability based control for cooperative localization,” in International Conference on Unmanned Aircraft Systems, 2014, pp. 134–139.

[36] C. V. Rao, J. B. Rawlings, and D. Q. Mayne, “Constrained state estimation for nonlinear discrete-time systems: Stability and moving horizon approximations,” IEEE transactions on automatic control, vol. 48, no. 2, pp. 246–258, 2003.

[37] A. Alessandri, M. Baglietto, T. Parisini, and R. Zoppoli, “A neural state estimator with bounded errors for nonlinear systems,” IEEE Transactions on Automatic Control, vol. 44, no. 11, pp. 2028–2042, 1999.

[38] A. Alessandri, M. Baglietto, and G. Battistelli, “Moving-horizon state estimation for nonlinear discrete-time systems: New stability results and approximation schemes,” Automatica, vol. 44, no. 7, pp. 1753–1765, 2008.

[39] A. Alessandri, M. Baglietto, G. Battistelli, and V. Zavala, “Advances in moving horizon estimation for nonlinear systems,” in 49th IEEE Conference on Decision and Control (CDC), 2010, pp. 5681–5688.

[40] D. Pati. (2016) Fisher information. [Online]. Available: https://fani.stat.fsu.edu/~ddeep/Fisher.pdf.

[41] Z. M. Kassas, Y. Yang, J. Khalife, and J. Morales, “Uav waypoint opportunistic navigation in gns-denied environments,” IEEE Transactions on Aerospace and Electronic Systems, 2021.

[42] J. A. E. Andersson, J. Gillis, G. Horn, J. B. Rawlings, and M. Diehl, “Estimate,” Computers & chemical engineering, vol. 30, no. 10–12, pp. 1529–1541, 2006.

[43] P. Zegers, “Fisher information properties,” Entropy, vol. 17, no. 7, pp. 3853–3866, 2015.

[44] J. A. Rossiter, Model-based predictive control: a practical approach. CRC press, 2003.

[45] M. C. De Gennaro and A. Jadabaie, “Decentralized control of connectivity for multi-agent systems,” in Proceedings of the 45th IEEE Conference on Decision and Control, 2006, pp. 3628–3633.

[46] A. E. Andersson, J. Gillis, G. Horn, J. B. Rawlings, and M. Diehl, “CasAdi – A software framework for nonlinear optimization and optimal control,” Mathematical Programming Computation, vol. 11, no. 1, pp. 1–36, 2019.