1. Introduction

The purpose of this paper is to discuss two open problems in Sasaki geometry. These problems involve the so-called Sasaki cone which, although different in nature, plays a role in Sasaki geometry similar to that of the Kähler cone in Kähler geometry. In the latter it is well understood by simple examples that constant scalar curvature (cscK) metrics need not be isolated and that there are complex manifolds whose Kähler cone admits extremal Kähler metrics, but no cscK metric. However, in the case of the Sasaki cone there are no known examples of the analogous phenomenon. This leads to two important open problems:

**Problem 1.** Are constant scalar curvature rays in the Sasaki cone isolated?

**Problem 2.** If there are extremal rays of Sasaki metrics in the Sasaki cone, is there always at least one constant scalar curvature ray?

When the contact bundle $\mathcal{D}$ has vanishing first class (or more, generally is a torsion class), cscS metrics turn out to be $\eta$–Sasaki–Einstein and up to a transversal homothety, Sasaki–Einstein. In this case, by a famous result of Martelli, Sparks and Yau [MSY08], the constant scalar curvature ray, whenever it exists, is not only isolated but unique in the Sasaki cone. This fact has been used recently by Donaldson and Sun in [DS14, DS17] to study the moduli space of compact Kähler Fano manifolds and more precisely to prove uniqueness of the rescaled pointed Gromov-Hausdorff limits in this setting. An affirmative answer to Problem 1 would be an extension of this very useful Martelli-Sparks-Yau Theorem.

A partial answer to Problem 1 was given by Lemma 4.1 in [BHLTF17] as well as by Corollary 1.7 in [BHL18]. In particular the latter says that if the zero set $Z$ of rays of the Sasaki-Futaki invariant lies in a 2-dimensional subcone of the Sasaki cone $t^+(\mathcal{D}, J)$, it is a finite set. Moreover, for toric contact structures on a lens space bundle over $S^2$ the Sasaki cone $t^+(\mathcal{D}, J)$ has dimension 3 and in [Leg11] it is proved that all constant scalar curvature rays (cscS) are isolated in this case. In Theorem 3.24 below we give another partial result.

In the case of Problem 2 involving the so-called $S^3_w$ join $M \star_1 S^3_w$ where $M$ is a Sasaki manifold with constant scalar curvature, it was proven in [BTF16] that $M \star_1 S^3_w$ has...
a cscS Sasaki metric. However, this uses the admissible construction of Apostolov, Calderbank, Gauduchon, and Tønnesen-Friedman \[ACG06, ACGTF04, ACGTF08\] for which \(M\) itself needs to be cscS. On the other hand when the contact bundle \(\mathcal{D}\) has vanishing first class (or more generally is a torsion class), there are known obstructions to the existence of cscS metrics due to Gauntlett, Martelli, Sparks, and Yau \[GMSY07\]. Moreover, it was shown in \[BvC18\] that in all these cases the Sasaki cone admits no extremal metrics whatsoever. In terms of K-stability an affirmative answer to Problem 2 is equivalent to stating that any Sasaki cone that admits a K-semistable polarization relative to a fixed maximal torus \(T\) also admits a K-semistable polarization with respect to an arbitrary torus (for notions of K-stability in the Sasaki context, cf. \[CS18, BHLTF17, BvC18\]).

The Sasaki cone \(\kappa(\mathcal{D}, J)\) can be thought of as the moduli space of Sasaki metrics with a fixed underlying contact CR structure \((\mathcal{D}, J)\) where \(\mathcal{D}\) is the contact bundle and \(J\) is a complex structure on \(\mathcal{D}\). On a Sasaki manifold \(M^{2n+1}\) the dimension \(k\) of \(\kappa(\mathcal{D}, J)\) satisfies \(1 \leq k \leq n + 1\). We are also interested in the moduli space \(e(\mathcal{D}, J)\) of extremal Sasaki metrics as well as the moduli space \(\kappa_{\text{csc}}(\mathcal{D}, J)\) of constant scalar curvature Sasaki metrics. A result of \[BGS08\] says that \(\dim e(\mathcal{D}, J)\) is either 0 or \(k\), and an affirmative answer to Problems 1 and 2 says that if \(\dim e(\mathcal{D}, J) = k\), the dimension of \(\kappa_{\text{csc}}(\mathcal{D}, J)\) is exactly 1. The full moduli space, which is described in \[Boy19\], is obtained by varying \(J\) also. However, in this note we fix the contact CR structure \((\mathcal{D}, J)\) to study two important functionals on \(\kappa(\mathcal{D}, J)\), the Einstein-Hilbert functional \(H\) and the Sasaki energy functional \(SE\). The variational calculus for \(H\) was performed in \[BHLTF17\], so in this note we derive the Euler-Lagrange equations for \(SE\) and compare the critical sets of \(H\) and \(SE\). We end with an application to the case when \(M\) is a lens space bundle over a compact Riemann surface.
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2. Brief Review of Sasaki Geometry

Recall that a Sasakian structure on a contact manifold \(M^{2n+1}\) of dimension \(2n + 1\) is a special type of contact metric structure \(\mathcal{S} = (\xi, \eta, \Phi, g)\) with underlying almost CR structure \((\mathcal{D}, J)\) where \(\eta\) is a contact form such that \(\mathcal{D} = \ker \eta\), \(\xi\) is its Reeb vector field, \(J = \Phi|_{\mathcal{D}}\), and \(g = d\eta \circ (1 \times \Phi) + \eta \otimes \eta\) is a Riemannian metric. \(\mathcal{S}\) is a Sasakian structure if \(\xi\) is a Killing vector field and the almost CR structure is integrable, i.e. \((\mathcal{D}, J)\) is a CR structure. We refer to \[BG08\] for the fundamentals of Sasaki geometry. We call \((\mathcal{D}, J)\) a CR structure of Sasaki type, and \(\mathcal{D}\) a contact structure of Sasaki type. We shall always assume that the Sasaki manifold \(M^{2n+1}\) is compact and connected.

2.1. The Sasaki Cone. Within a fixed contact CR structure \((\mathcal{D}, J)\) there is a conical family of Sasakian structures known as the Sasaki cone. We are also interested in a variation within this family. To describe the Sasaki cone we fix a Sasakian structure \(\mathcal{S}_0 = (\xi_0, \eta_0, \Phi_0, g_0)\) on \(M\) whose underlying CR structure is \((\mathcal{D}, J)\) and let \(t\) denote the Lie algebra of the maximal torus in the automorphism group of \(\mathcal{S}_0\). The (unreduced)
Sasaki cone \[\text{[BGS08]}\] is defined by
\[
(1) \quad t^+(\mathcal{D}, J) = \{ \xi \in t \mid \eta_0(\xi) > 0 \text{ everywhere on } M \},
\]
which is a cone of dimension \(k \geq 1\) in \(t\). The reduced Sasaki cone \(\kappa(\mathcal{D}, J)\) is \(t^+(\mathcal{D}, J)/W\) where \(W\) is the Weyl group of the maximal compact subgroup of \(\mathfrak{CR}(\mathcal{D}, J)\) which, as mentioned previously, is the moduli space of Sasakian structures with underlying CR structure \((\mathcal{D}, J)\). However, it is more convenient to work with the unreduced Sasaki cone \(t^+(\mathcal{D}, J)\). It is also clear from the definition that \(t^+(\mathcal{D}, J)\) is a cone under the transverse scaling defined by
\[
(2) \quad \mathcal{S} = (\xi, \eta, \Phi, g) \mapsto \mathcal{S}_a = (a^{-1}\xi, a\eta, g_a), \quad g_a = ag + (a^2 - a)\eta \otimes \eta, \quad a \in \mathbb{R}^+.
\]

So Sasakian structures in \(t^+(\mathcal{D}, J)\) come in rays, and since the Reeb vector field \(\xi\) is Killing \(\dim t^+(\mathcal{D}, J) \geq 1\), and it follows from contact geometry that \(\dim t^+(\mathcal{D}, J) \leq n+1\). When \(\dim t^+(\mathcal{D}, J) = n+1\) we have a toric contact manifold of Reeb type studied in \([BM93, BC00, Ler02, Ler04, Leg11, Leg16]\). In this case there is a strong connection between the geometry and topology of \((M, \mathcal{S})\) and the combinatorics of \(t^+(\mathcal{D}, J)\). Much can also be said in the complexity 1 case \((\dim t^+(\mathcal{D}, J) = n)\) \([AH06]\).

We let \(\mathfrak{R}(\mathcal{D}, J)\) denote the set of rays in \(t^+(\mathcal{D}, J)\), so that \(t^+(\mathcal{D}, J)\) is the open cone over the semi-algebraic set \(\mathfrak{R}(\mathcal{D}, J)\) \([BCR98]\). The combinatorial structure of \(\mathfrak{R}(\mathcal{D}, J)\) can be involved. For example let \(M\) be a toric Sasakian manifold that is an \(S^1\) bundle over a compact toric Hodge manifold \(N\) (or orbifold). A choice of Reeb vector field in \(t^+(\mathcal{D}, J)\) gives the intersection of the dual moment cone with a hyperplane giving a generalized Delzant polytope \([P]\). We think of the interior of the dual polytope \(P^*\) as representing the space of rays \(\mathfrak{R}(\mathcal{D}, J)\). For example in the case that \(N\) is a Bott manifold \([BCTF19]\) of complex dimension \(n\), the closure \(\overline{\mathfrak{R}(\mathcal{D}, J)}\) is a cross-polytope or \(n\)-cross which is dual to \(P\) which in this case is combinatorially an \(n\)-cube. A 3-cross is an octahedron.

2.2. The Transverse Holomorphic Structure. A Sasakian structure \(\mathcal{S} = (\xi, \eta, \Phi, g)\) not only determines a CR contact structure \((\mathcal{D}, J)\), but also a transverse holomorphic structure \((TM/\mathcal{F}_\xi, \tilde{J})\) where \(\mathcal{F}_\xi\) is the foliation defined by the Reeb vector field \(\xi\). Here instead of fixing a contact structure \(\mathcal{D}\) we fix the Reeb vector field \(\xi\). This gives a contractible space of Sasakian structures, viz
\[
(3) \quad \mathcal{S}(\xi, \tilde{J}) = \{ \varphi \in C^\infty_B(M) \mid (\eta + d_B^*\varphi) \wedge (d\eta + i\partial_B\overline{\partial}_B\varphi)^n \neq 0, \quad \int_M \varphi \eta \wedge (d\eta)^n = 0 \},
\]
where \(d_B^* = \frac{1}{2}(\overline{\partial} - \partial)\). The space \(\mathcal{S}(\xi, \tilde{J})\) is an infinite dimensional Frechét manifold. Each Reeb vector field gives an isotopy class \(\mathcal{S}(\xi, \tilde{J})\) of contact structures, and determines a basic cohomology class \([d\eta]_B \in H^{1,1}(\mathcal{F}_\xi)\), and each representative determines a transverse Kähler structure with transverse Kähler metric \(g^T = d\eta \circ (\mathbb{1} \times \Phi)\). Note that \(d\eta\) is not exact as a basic cohomology class, since \(\eta\) is not a basic 1-form. We want to search for a ‘preferred’ Sasakian structure \(\mathcal{S}_\varphi\) which represents the cohomology class

\footnote{We use the term generalized here since it is a Delzant polytope only if the Reeb field is regular and the polytope lies on an integral lattice with primitive normal vectors in which case the quotient is a Hodge manifold. If \(P\) lies on the lattice but the normal vectors are not primitive, the Sasakian structure is quasi-regular and the quotient is a Hodge orbifold, and if \(P\) does not lie on a integral lattice, the Sasakian structure is irregular and there is no well-defined quotient.}
This leads to the study of the Calabi functional given by Equation below.

2.3. The Lie Algebra of Killing Potentials. Note that for a CR structure of Sasaki type the group CR(D, J) of CR transformations has dimension at least one. Moreover, if M is compact CR(D, J) is a compact Lie group except for the standard CR structure on the sphere Sn+1 where CR(D, J) = SU(n + 1, 1). We are mainly concerned with reducing things to a maximal torus Tk in CR(D, J) where 1 ≤ k ≤ n + 1, and its Lie algebra t. Before doing so we briefly discuss the holomorphic viewpoint which gives rise to an infinite dimensional Lie algebra hT(ξ, J) of transverse holomorphic vector fields; however, the infinite dimensional part of hT(ξ, J) is generated by the smooth sections Γ(ξ) of line bundle generated by the Reeb vector field, so we have a finite dimensional quotient algebra hT(ξ, J)/Γ(ξ) whose complexification consists of the complexification of the Lie algebra aut(S) of the Sasaki automorphism group together with a possible non-reductive part. See [BGS08] for details. Here we concern ourselves with the Abelian Lie algebras tC = t ⊗ C and t associated to the maximal torus action. We refer to the potentials associated to t as holomorphy potentials since the action of elements of tC is transversely holomorphic.

Consider the strict contact moment map µ : M → con(M, η)* with respect to the Fréchet Lie group of strict contact transformations con(M, η) defined by

\[ \langle \mu(x), X \rangle = \eta(X). \]

The function η(X) is basic with respect to ξ and there is a Lie algebra isomorphism between con(η) and the Lie algebra of smooth ξ invariant functions C∞(M)ξ with Lie algebra structure given by the Jacobi-Poisson bracket defined by

\[ \{f, g\} = \eta([X_f, X_g]) \]

where \( d(\eta(X_f)) = -X_f \cdot d\eta \). This isomorphism extends to a Lie algebra isomorphism between con(D) and all smooth functions C∞(M). Each choice of contact form η or equivalently Reeb vector field ξ defines such an isomorphism. We have

Lemma 2.1. Any \( X \in \text{con}(\eta) \) can be written uniquely as

\[ X = \Phi \circ \text{grad}_T \eta(X) + \eta(X)\xi \]

where the gradient is taken with respect to the transverse metric \( g^T \).

Proof. This follows from

\[ 0 = L_X \eta = d(\eta(X)) + \Phi \circ \text{grad}_T \eta(X) \cdot d\eta. \]

We now restrict attention to the finite dimensional Lie subalgebra aut(S) of the compact Lie group Aut(S) of Sasaki automorphisms. These are Killing vector fields in con(η) that commute with ξ and leave Φ invariant. They also leave invariant the transverse Kähler structure. Following the Kähler case (cf. [Gau10]) we say that η(X)

\footnote{The sign \( \pm \Phi \circ \text{grad}_T \pi \sigma_{g^T} \) in the formula depends on the sign convention for the transverse Kähler form \( d\eta \). We use the convention \( g^T = d\eta \circ (1 \times \Phi) \) which gives a plus sign.}
is a Killing potential (for \( S \)) when \( X \in \mathfrak{aut}(S) \). We denote it by \( \mathcal{K}^\xi \) the real vector space spanned by all the Killing potentials. \( \mathcal{K}^\xi \) forms a Lie subalgebra of \( C^\infty(M)^\xi \) isomorphic to the Lie algebra \( \mathfrak{aut}(S) \). We actually restrict further by considering a real maximal torus \( \mathbb{T}^k \) of \( \mathfrak{aut}(S) \), and its real Lie algebra \( t \). We let \( \mathcal{H}^\xi \) denote the subalgebra of \( \mathcal{K}^\xi \) that is isomorphic to \( t \). Choosing a maximal torus in \( \mathfrak{aut}(S) \) is equivalent to choosing a maximal torus in \( \mathfrak{cr}(\mathbb{D}, J) \) \[^{[BGS08]} \], so the Lie algebra \( t \) is independent of the choice of \( S \in t^+(\mathbb{D}, J) \); however, we emphasize that \( \mathcal{H}^\xi \) depends on \( \xi \in t^+(\mathbb{D}, J) \), since the isomorphism \( \zeta \mapsto \eta(\zeta) \in \mathcal{K}^\xi \) does. We are interested in how \( \mathcal{H}^\xi \) changes as \( \xi \) varies in \( t^+(\mathbb{D}, J) \), so we define

\[
\mathcal{H} = \bigcup_{\xi \in t^+(\mathbb{D}, J)} \mathcal{H}^\xi.
\]

Since any \( \xi \) is in the center of \( \mathfrak{con}(\eta) \) we have

\[
\bigcap_{\{\xi \in t^+(\mathbb{D}, J)\}} \mathfrak{con}(\eta) = t.
\]

**Lemma 2.2.** Let \((M, \mathbb{D}, J, \mathbb{T}^k)\) be a contact CR manifold of Sasaki type with an effective action of a torus \( \mathbb{T}^k \) that preserves the CR structure. Then

1. the elements of \( \mathcal{H} \) are basic with respect to every \( \xi \in t^+(\mathbb{D}, J) \). Equivalently, \( \mathcal{H} \subset C^\infty(M)^T \);
2. the nonconstant elements of \( \mathcal{H}^{\xi_1} \) and \( \mathcal{H}^{\xi_2} \) are related by

\[
\eta_2(\zeta) = \frac{1}{\eta_1(\xi_2)} \eta_1(\zeta);
\]

\( \eta_1 \) and \( \eta_2 \) satisfy \( \eta_2 = f \eta_1 \) for some nowhere vanishing smooth function \( f \). But since \( \xi_2 \) is the Reeb field of \( \eta_2 \) this implies \( f = \frac{1}{\eta_1(\xi_2)} \) proving the first part of (2). That we have a Lie algebra isomorphism follows from the Abelian nature of \( \mathcal{H}^\xi \).

To prove (3) for any \( a \in \mathbb{R} \) take \( \zeta = a \xi_1 \) and \( \zeta' = a \xi_2 \) then \( \eta_1(\zeta) = a = \eta_2(\zeta') \). So \( \mathcal{H}^\xi \cap \mathcal{H}^{\xi'} \) contains the constants. Conversely, if \( \eta_1(\zeta) = \eta_2(\zeta') \) for some \( \zeta, \zeta' \in t \), then (2) implies

\[
\eta_1(\zeta) = \frac{\eta_1(\zeta')}{\eta_1(\xi_2)}.
\]

But then the only way that \( \eta_1(\zeta) \) and \( \eta_2(\zeta') \) can both be in \( \mathcal{H}^{\xi_1} \) is that \( \zeta' = a \xi_2 \) and \( \zeta = a \xi_1 \) which implies (3). Item (4) is clear. \( \square \)

[^3]We only consider those Sasakian structures in the family given by \( t^+(\mathbb{D}, J) \), so a choice of \( S \) is equivalent to a choice of Reeb vector field \( \xi \in t^+(\mathbb{D}, J) \) which is equivalent to specifying the Sasaki metric \( g \) of \( S \). We often abuse notation and label objects by \( \xi, \eta, g \) or \( S \) depending on the emphasis.
We call the element \( \eta_1(\xi_2) \in \mathcal{H}_1 \) the transfer function from \( \eta_1 \) to \( \eta_2 \). Note that the smooth functions \( \eta_1(\xi_2) \) and \( \eta_2(\xi_1) \) are invariant under the same transverse scaling \( (\xi_1, \xi_2) \mapsto (a^{-1}\xi_1, a^{-1}\xi_2) \) and satisfy the following relations:

\[
\eta_1(\xi_1) = 1, \quad \eta_2(\xi_2) = 1, \quad \eta_2(\xi_1)\eta_1(\xi_2) = 1.
\]

3. Extremal Sasaki Geometry

The notion of extremal Kähler metrics was introduced as a variational problem by Calabi in [Cal56] and studied in greater depth in [Cal82]. This was then emulated in [BGS08] for the Sasaki case, namely

\[
\mathcal{E}_2(g) = \int_M s_g^2 dv_g
\]

where the variation is taken over the space \( S(\xi, \bar{J}) \). As in the Kähler case the Euler-Lagrange equation is a 4th order PDE

\[
\mathcal{L} \varphi = (\bar{\partial} \partial^\#) \varphi = \frac{1}{4} \Delta_B^2 \varphi + 4g(\rho^T, i\bar{\partial} \partial^\# \varphi) + 2(\partial s^T) \partial^\# \varphi = 0
\]

whose critical points are those Sasaki metrics whose \((1, 0)\) gradient \( \partial^\# s_g \) of the scalar curvature \( s_g \) is transversely holomorphic. Such Sasaki metrics (structures) are called extremal. An important special case are the Sasaki metrics of constant scalar curvature (cscS) in which case \( \partial^\# s_g \) is the zero vector field.

Since both the volume functional and the total transverse scalar curvature functional do not depend on the representative in \( S(\xi, \bar{J}) \), the functional (8) is essentially equivalent to the functional

\[
\mathcal{E}_T^2(g) = \int_M (s_g^T)^2 dv_g.
\]

This latter functional has the advantage of behaving nicely under transverse scaling (2). It is important to realize that if \( S \) is extremal, so is \( S_a \) for all \( a \in \mathbb{R}^+ \), and if \( g \) has constant scalar curvature so does \( g_a \) for all \( a \in \mathbb{R}^+ \). So extremal and cscS Sasakian structures come in rays.

3.1. Transverse Futaki-Mabuchi. The Sasaki version \( \chi \) of the Futaki-Mabuchi vector field [FM95] was introduced in [BvC18] and used to define the Sasaki version of K-relative stability. Following [FM95] we consider the \( L^2 \) inner product \( \langle \cdot, \cdot \rangle \) on the polarized Sasaki manifold \( (M, S) \), or more generally the inner product on tensors, \( p \)-form, functions, etc.

\[
\langle \alpha, \beta \rangle = \int_M g(\alpha, \beta) dv_g.
\]

The \( L^2 \) inner product on functions induces an inner product on the Lie algebra \( \mathfrak{t} \) that depends on the choice of Reeb vector field \( \xi \in \mathfrak{t}^+(D, J) \),

\[
\langle \zeta, \zeta' \rangle_\xi = \langle \eta(\zeta), \eta(\zeta') \rangle = \int_M \eta(\zeta)\eta(\zeta') dv_g.
\]

**Remark 3.1.** In fact, the inner product (12) defines an inner product on the Fréchet Lie algebra \( \mathfrak{con}(\eta) \); however, we shall only make use of it on the Abelian subalgebra \( \mathfrak{t} \).
Then for each $\xi \in t^+$ the inner product (12) gives an orthogonal splitting

\[(13)\quad t = \mathbb{R}\xi \oplus t_0,\]

and under the isomorphism $t \approx \mathcal{H}_\xi$ we have orthogonal splittings

\[(14)\quad \mathcal{H}_\xi \approx \mathbb{R} \oplus \mathcal{H}_0^\xi\]

where $\mathbb{R}$ denotes the constants and

$$\mathcal{H}_0^\xi = \{ \eta(\zeta) \mid \int_M \eta(\zeta) dv_\xi = 0, \ \zeta \in t_0 \}.$$

Letting $h^T(\xi, \bar{J})$ denote the Lie algebra of transverse holomorphic vector fields on $(M, S)$, we recall the Sasaki-Futaki invariant \[BGS08\] (or transversal Futaki invariant) $F_\xi$:

\[F_\xi : h^T(\xi, \bar{J}) \to \mathbb{C}\]

defined by

\[F_\xi(X) = \int_M X \psi_g dv_\xi\]

where the basic transverse Ricci potential $\psi_g$ satisfies $\rho^T = \rho^T_h + i \partial \bar{\partial} \psi_g$ and $\rho^T_h$ is the harmonic part of the transverse Ricci form $\rho^T$. By Proposition 5.1 of \[BGS08\] $F_\xi$ only depends on the class $S(\xi, \bar{J})$, and we know that $F_\xi$ is degenerate on $h^T(\xi, \bar{J})$ since it vanishes on the infinite dimensional subalgebra of sections $\Gamma(L_\xi)$ of the line bundle $L_\xi$. So we restrict attention to the finite dimensional Lie algebra $h^T_\xi = h^T_\xi(\xi, \bar{J})/\Gamma(L_\xi)$. From this we get a map $F : t^+ \times h^T_\xi :\to \mathbb{C}$ defined by $F(\xi, X) = F_\xi(X)$. By Lemma 4.6 of \[BGS08\] it follows that if $\zeta \in t$ then $\Phi \zeta \in h^T_\xi$ which gives the map $F : t^+ \times t \to \mathbb{R}$ defined by $F(\xi, a) = F_\xi(\Phi(a))$. So for each Sasakian structure $S \in t^+$ we have its Sasaki-Futaki invariant $F_\xi \circ \Phi : t \to \mathbb{R}$ defined by

\[(15)\quad F_\xi \circ \Phi(\zeta) = \int \Phi \zeta \psi_g dv_\xi.\]

**Definition 3.2.** \[ByC18\] We define the *Sasaki-Futaki-Mabuchi vector field* $\chi_\xi$ to be the dual of $F_\xi \circ \Phi$ with respect to the inner product (12) on $t$, that is $F_\xi \circ \Phi(\zeta) = \langle \chi_\xi, \zeta \rangle_\xi$.

So the Sasaki-Futaki invariant becomes

\[(16)\quad F_\xi \circ \Phi(\zeta) = \int_M \eta(\zeta) \eta(\chi_\xi) dv_\xi.\]

The fact that $F_\xi \circ \Phi(\zeta) = 0$ implies

\[(17)\quad \langle \xi, \chi_\xi \rangle_\xi = \int_M \eta(\chi_\xi) dv_\xi = 0,\]

or equivalently $\eta(\chi_\xi) \in \mathcal{H}_0^\xi$ and $\chi_\xi \in t_0$.

Consider the projection $\pi_g : C^\infty(M)^\xi \to \mathcal{H}_\xi$ onto the space $\mathcal{H}_\xi$ of Killing potentials, or equivalently $\pi : con(\eta) \to t$. From the orthogonal decomposition (14) we see that the projection of the scalar curvature $s^T_\xi$ onto the constants $\mathbb{R}$ is just the average scalar curvature $\bar{s}_\xi$ defined by $\bar{s}_\xi = \frac{\bar{s}_\xi}{V_\xi}$, where $S_\xi$ is the total transverse scalar curvature of $S$ and $V_\xi$ is its volume. As in \[FM95\] we have
Lemma 3.3. The Sasaki-Futaki-Mabuchi vector field $\chi_\xi$ can be written uniquely as

$$\chi_\xi = \Phi \circ \text{grad}_T \pi_g s_T^g + (\pi_g s_T^g - \bar{s}_T^g) \xi$$

where the gradient is taken with respect to the transverse metric $g^T$. Moreover, $\chi_\xi$ is independent of the choice of $S \in S(\xi, \bar{J})$.

Proof. By Definition 3.2, $\chi_\xi$ is the unique vector field in $t_0$ that is dual to the Sasaki-Futaki invariant. Since $t_0$ is a subalgebra of $\con(\eta)$ and $\chi_\xi \in t_0$, Lemma 2.1 says that $\chi_\xi$ takes the form $\Phi \circ \text{grad}_T \eta(\chi_\xi) + \eta(\chi_\xi) \xi$. But from [BGS08], $F_\xi \circ \Phi$ is the transverse Futaki invariant with respect to the transverse Kähler metric $g^T$. Thus, $\chi_\xi$ is just the transverse Futaki-Mabuchi vector field with respect to $g^T$, which implies that $\eta(\chi_\xi) = \pi_g s_T^g$ up to a constant. But then since $\chi_\xi \in t_0$ and $s_T^g - \pi_g s_T^g$ is orthogonal to the constants, we have

$$0 = \int_M \eta(\chi_\xi) dv_g = \int_M \pi_g s_T^g dv_g + c \int_M dv_g = \int_M (s_T^g + c) dv_g = (\bar{s}_T^g + c) V_g$$

which gives the result. The last statement follows from Definition 3.2 and Proposition 5.1 of [BGS08]. □

It is easy to obtain the relationship between extremality and Killing potentials.

Lemma 3.4. On a Sasaki manifold the following are equivalent:

1. $S$ is extremal;
2. $s_T^g \in H_\xi$;
3. $\pi_g s_T^g = s_T^g$;
4. $\pi_g s_T^g - \bar{s}_T^g \in H_0^\xi$.

Moreover, $\chi_\xi = 0$ if and only if $\pi_g s_T^g = \bar{s}_T^g$ whether it is extremal or not.

As a corollary of Lemma 3.3, we have

Proposition 3.5. On the Lie algebra $t$, the inner product $\langle \cdot, \cdot \rangle_\xi$ depends only on the isotopy class $(S, \bar{J})$.

In [FM02], Futaki and Mabuchi generalized their bilinear form to a multilinear form. Accordingly, we can do the same, although we make no use of it. For each $\xi \in t^+(D, J)$ we define the symmetric multilinear form $\Phi_\xi^l : \text{sym}^l(t) \rightarrow \mathbb{R}$ by

$$\Phi_\xi^l(\zeta_1, \ldots, \zeta_l) = \int_M \eta(\zeta_1) \cdots \eta(\zeta_l) dv_g.$$ 

As in [FM02], we have

Proposition 3.6. $\Phi_\xi^l$ only depends on the isotopy class $S(\xi, \bar{J})$.

3.2. The Einstein-Hilbert Functional. We now consider the Einstein-Hilbert functional studied in [Leg11, BHLTF17, BHL18]

$$H_\xi = \frac{S_\xi^{n+1}}{V_n}$$

as a function on the Sasaki cone $t^+$. Since both $V_\xi$ and $S_\xi$ are independent of the choice of Sasakian structure in $S(\xi, \bar{J})$, the Einstein-Hilbert functional $H_\xi$ only depends on the isotopy class of contact structure, and is, moreover, invariant under transverse scaling.
We are interested in the set $\text{crit } H \subset t^+$ of critical points of $H$. Since $H$ is invariant under transverse scaling we can restrict $\text{crit } H$ to an appropriate slice $\Sigma \subset t^+$ if desired. It is easy to check the following behavior under transverse scaling.

**Lemma 3.7.** The following relations hold under the transverse scaling operation $\xi \mapsto a^{-1}\xi$:

1. $s_{a^{-1}\xi}^T = a^{-1}s_\xi^T$;
2. $s^{-1}_{a^{-1}\xi} = a^{-1}s_\xi^T$;
3. $S_{a^{-1}\xi} = a^nS_\xi$;
4. $V_{a^{-1}\xi} = a^{n+1}V_\xi$;
5. $H_{a^{-1}\xi} = H_\xi$;
6. $F_{a^{-1}\xi} = a^{n+1}F_\xi$;
7. $\chi_{a^{-1}\xi} = a^{-2}\chi_\xi$;
8. $\langle \zeta, \zeta' \rangle_{a^{-1}\xi} = a^{n+3}\langle \zeta, \zeta' \rangle_\xi$.

By Lemma 3.7 the zeroes and critical points of $V_\xi, S_\xi, F_\xi$ come in rays. We let $Z^+$ denote the zero set in $t^+(D, J)$ of the Sasaki-Futaki invariant $F$. Likewise we let $Z \subset \mathcal{R}(D, J)$ denote the zero set of rays of the Sasaki-Futaki invariant $F$. We denote by $r_\xi$ the ray through $\xi \in t^+(D, J)$. From Definition 3.3 and Lemma 3.3 we have

**Proposition 3.8.** A Reeb vector field $\xi \in t^+(D, J)$ lies in $Z^+$ if and only if $\pi_\rho s_\rho^T = \bar{s}_\rho^T$. Moreover, $\xi \in Z^+$ is extremal if and only if it is csc$S$.

We are interested in the underlying structure of $Z$ and $Z^+$.

**Proposition 3.9.** $Z$ and $Z^+$ are real affine algebraic varieties, and $Z^+$ is the cone over $Z$. Hence, the number of connected components of $Z$ is finite, and $Z$ is a compact subset of $\mathcal{R}(D, J)$.

**Proof.** From Lemma 3.1 of [BHLTF17] we have

$$dH_\xi(a) = n(n+1)S_\xi^2F_\xi(\Phi(a)).$$

We first consider the case $s_\xi^2 \neq 0$ and let $r_{\zeta_0} \in Z$ be its corresponding ray. Moreover, since $s_{\zeta_0}^2 \neq 0$ there is a neighborhood $U_\zeta$ of $\zeta_0$ such that Equation (20) holds in $U_\zeta$ with $S_\xi \neq 0$ for all $\xi \in U_\zeta$. But from [BHL18] we know that both the total transverse scalar curvature $S$ and the Einstein-Hilbert functional $H$ are rational functions of $\xi$. It follows from (20) that the Sasaki-Futaki invariant $F$ is a rational function of $\xi$ on $U_\zeta$. So its zero set is a real algebraic variety [BCR98]. Now consider the case $S_{\zeta_0} = 0$. The second statement of Lemma 3.1 in [BHLTF17] says that when $S_\xi = 0$ the following holds

$$dS_\xi = nF_\xi \circ \Phi.$$

Thus, $r_{\zeta_0} \in Z$ if and only if $r_{\zeta_0}$ is a critical ray of $S_{\zeta_0}$ which is a rational function of $\zeta_0$. So the result follows as above. The compactness of $Z$ follows since $H$ is a proper function [BHL18].

**Remark 3.10.** Note that if $s_{\zeta_0}^T = 0$ then it has $s_{a^{-1}\zeta_0}^T = 0$ along the entire ray $r_{\zeta_0}$ and it is the unique ray in $t^+(D, J)$ with this property by [BHL18].

Since real algebraic varieties are CW complexes Proposition 3.9 implies

**Corollary 3.11.** $Z$ is locally path connected.
But we know that a ray \( r_\xi \in Z \) need not be extremal. Identifying the tangent space of \( t^+ \) at \( \xi \in t^+ \) with the Lie algebra \( t \) itself, we show here that the gradient vector field \( \text{grad} \, H \) viewed as an element of \( t \) is proportional to the Futaki-Mabuchi vector field \( \chi_\xi \).

Specifically we have the following corollary of Lemma 3.1 in [BHL18]:

**Theorem 3.12.** For each \( \xi \in t^+ \) the vector field \( \text{grad} \, H_\xi \) satisfies

1. \( \text{grad} \, H_\xi = n(n + 1) \bar{s}_\xi \chi_\xi \)
2. \( \langle \text{grad} \, H_\xi, \xi \rangle_\xi = 0 \)
3. \( \xi \) is a critical point of \( H_\xi \) if and only if \( \text{grad} \, H_\xi = 0 \);
4. if \( S_\xi \neq 0 \) then \( \xi \) is a critical point of \( H_\xi \) if and only if \( \pi_g s^T_g = \bar{s}_g^T \);
5. if \( S_\xi \neq 0 \) then \( \xi \) is a critical point of \( H_\xi \) if and only if \( \chi_\xi = 0 \). Moreover, in this case \( \chi_\xi \) is a rational function of \( \xi \).

**Proof.** Taking the dual of equation (20) with respect to the Futaki-Mabuchi inner product \( \langle \cdot, \cdot \rangle_\xi \) on \( t \) and using Definition 3.2 gives (1) from which (2) follows, and (3) follows by duality. The last two statements follows from (1) and the results of [BHL18]. \( \square \)

### 3.3. The Sasaki Energy Functional

In [BGS09] a functional, the \( L^2 \) norm of the projection \( \pi_g s_g \), which provides a lower bound to the Calabi functional (8), namely

\[
\int_M s_g^2 dv_g \geq \int_M (\pi_g s_g)^2 dv_g =: SE_2(\xi)
\]

was studied. However, this functional does not behave well under transverse scaling which is desirable when varying in the Sasaki cone. Thus, we consider a related functional

\[
SE_T^2(g) = \int_M (\pi_g s^T_g)^2 dv_g
\]

which gives a lower bound to the transverse Calabi energy functional (10), namely

\[
E_T^2(g) = \int_M (s^T_g)^2 dv_\xi \geq \int_M (\pi_g s^T_g)^2 dv_g,
\]

as we vary through elements in the Sasaki cone \( t^+ (\mathcal{D}, J) \) with a fixed volume. However, as with the Einstein-Hilbert functional it is convenient to normalize and consider

\[
SE(\xi) := SE_T(\xi) = \frac{(\int_M (\pi_g s^T_g)^2 dv_g)^{n+1}}{(\int_M dv_g)^{n-1}}
\]

which is homogeneous with respect to transverse scaling, that is, \( SE(a^{-1} \xi) = SE(\xi) \). So the critical points of \( SE \) are manifestly rays \( r_\xi \in \mathcal{K}(\mathcal{D}, J) \). Following [Sim00] for the Kähler case, we call \( SE(\xi) \) the **Sasaki Energy** functional.

From the fact that \( \chi_\xi \in \mathcal{K}_\xi \) we have the equality

\[
\int_M \pi_g s^T_g dv_g = \int_M s^T_g dv_g = S_\xi
\]

which suggests a strong relation between the Einstein-Hilbert functional (19) and the Sasaki energy functional (24).
We now consider the variation of the functionals (24) and (22). Generally we could consider a path of contact forms
\begin{equation}
\eta_t = \frac{1}{\eta(\xi_t)} \eta + d^c \varphi_t
\end{equation}
where \( \varphi_t \) is a \( \xi_t \)-basic function; however, it is enough to take the variation to lie within a fixed contact CR structure \((\mathcal{D}, J)\) by choosing \( \varphi_t \) to be a constant. We are mainly interested in the scale invariant functional \( S_\mathcal{E} \), although it is easier to work with the functional \( S_{\mathcal{E}^T_2} \).

However, in order to obtain rays as critical points of \( S_{\mathcal{E}^T_2} \) we need to choose a slice that intersects each ray once. However, from the definition of \( S_\mathcal{E} \), Equation (24), we have
\begin{equation}
dS_{\mathcal{E}^T_2}(\xi_t) = (n + 1) \frac{S_{\mathcal{E}^T_2}(\xi_t)^n}{V(\xi_t)^{n-1}} \frac{dS_{\mathcal{E}^T_2}(\xi_t)}{dt} - (n - 1) \frac{S_{\mathcal{E}^T_2}(\xi_t)^{n+1}}{V(\xi_t)^n} \frac{dV(\xi_t)}{dt}.
\end{equation}

Thus, if we choose variations of \( S_{\mathcal{E}^T_2} \) with fixed volume, the critical points of \( S_\mathcal{E} \) and \( S_{\mathcal{E}^T_2} \) are essentially the same. Indeed, we have

**Lemma 3.13.** Under variations of fixed volume a critical point of \( S_{\mathcal{E}^T_2} \) is a critical point of \( S_\mathcal{E} \). Conversely, if \( s_g^T \) is not identically zero, a critical point of \( S_\mathcal{E} \) is a critical point of \( S_{\mathcal{E}^T_2} \) under variations of fixed volume.

**Remark 3.14.** Note that
\begin{equation}
\frac{dV(\xi_t)}{dt} = -(n + 1) \int_M \eta(\dot{\xi}) dv_g,
\end{equation}
so the fixed volume constraint is realized by the equation
\begin{equation}
\int_M \eta(\dot{\xi}) dv_g = 0.
\end{equation}

We shall often make use of the following

**Lemma 3.15.** For any \( f \in C^\infty(M, \xi) \), \( \pi_g f \) is the unique element \( A \) in \( \mathcal{H}^\xi \) such that
\[ \langle A, h \rangle = \langle f, h \rangle \]
for all \( h \in \mathcal{H}^\xi \).

Next we give the Euler-Lagrange equations for both functional \( S_{\mathcal{E}^T_2} \) and \( S_\mathcal{E} \).

**Theorem 3.16.** For \( t \in (-\epsilon, \epsilon) \) let \( \xi_t \) be a \( C^1 \) path of Reeb vector fields compatible with a fixed CR structure \((\mathcal{D}, J)\), then we have
\begin{equation}
\frac{dS_\mathcal{E}(\xi_t)}{dt} \bigg|_{t=0} = (n + 1) \frac{S_{\mathcal{E}^T_2}(\xi_t)^n}{V(\xi_t)^{n-1}} \int_M F(\xi) \eta(\dot{\xi}) dv_g,
\end{equation}
where \( F(\xi) \) is given by
\[ F(\xi) = -2n s_g^T \pi_g s_g^T - 2(2n + 1) \Delta(\pi_g s_g^T) + (n + 1)(\pi_g s_g^T)^2 + (n - 1) \frac{S_{\mathcal{E}^T_2}(\xi)}{V(\xi)}. \]
So the Euler-Lagrange equations of \( S_\mathcal{E} \) are
\begin{equation}
\pi_g \left( -2n s_g^T \pi_g s_g^T - 2(2n + 1) \Delta(\pi_g s_g^T) + (n + 1)(\pi_g s_g^T)^2 + (n - 1) \frac{S_{\mathcal{E}^T_2}(\xi)}{V(\xi)} \right) = 0.
\end{equation}
Remark 3.17. Note that the formula for the variation of $S^c_T$ is given by (30) without the multiplicative factor and the last term in $F(\xi)$, namely
\begin{equation}
\frac{dS^c_T(\xi_t)}{dt}
\end{equation}
so the Euler-Lagrange equations for variations of $S^c_T$ with fixed volume are
\begin{equation}
\langle \pi_g s^T_g \pi_g \rangle = -2n s^T_g (\pi_g s^T_g) - 2(2n + 1) \Delta (\pi_g s^T_g) + (n + 1)(\pi_g s^T_g)^2 = c
\end{equation}
where $c$ is any constant.

In Examples 4.2 and 4.3 below we give critical points of $S^c$, hence, solutions of (31) that are not cscS. Moreover, those in Example 4.3 consist of one cscS ray and two extremal rays that are not cscS. So in this case we have two solutions of (31) such that $\pi_g s^T_g = s^T_g$ which are not constant.

For the proof of Theorem 3.16 we first give some lemmas the first of which was given in [BGS09] as well as [BHLTF17].

Lemma 3.18. For variations over a $C^1$ path of the form (26) with a fixed contact CR structure we have
\begin{equation}
\hat{s}^T = -(2n + 1)\Delta (\eta(\xi)) + s^T \eta(\xi)
\end{equation}

Next we have

Lemma 3.19. Consider a $C^1$ path of Reeb vector fields $\xi_t$, $t \in (-\epsilon, \epsilon)$, compatible with a fixed CR structure $(\xi, J)$, then for any $h \in \mathcal{H}$
\begin{equation}
\langle \pi_g s^T_g h, \rangle = -(2n + 1)\Delta (\eta(\xi)) + n\langle s^T_g \eta(\xi), h \rangle + (n + 1)\langle \pi_g s^T_g \eta(\xi), h \rangle.
\end{equation}

Proof. Apply Lemma 3.15 with $f = s^T_g$ and use the variation of the volume form
\begin{equation}
\left( \frac{d}{dt} d\omega_t \right)_{t=0} = -(n + 1)\eta(\xi) d\nu_g
\end{equation}
to give
\begin{equation}
\langle \pi_g s^T_g h, \rangle = \langle s^T_g, h \rangle + (n + 1)\langle s^T_g, h \eta(\xi) \rangle + (n + 1)\langle \pi_g s^T_g, h \eta(\xi) \rangle.
\end{equation}
Applying Lemma 3.18 to this gives the claim. 

Proof of Theorem 3.16 Using (27) we obtain
\begin{equation}
\frac{dS^c(\xi_t)}{dt}
\end{equation}
Putting $h = \pi_g s^T_g$ in (35) the first integral becomes
\begin{equation}
-2(2n + 1) \Delta (\eta(\xi)) d\nu_g - 2n \langle s^T_g \eta(\xi), d\nu_g \rangle + (n + 1) \int_M (\pi_g s^T_g)^2 \eta(\xi) d\nu_g.
\end{equation}
Integrating the first term by parts twice and rearranging (37) gives (31). Then, since $\eta(\xi)$ is an arbitrary element of $\mathcal{H}$, the Euler-Lagrange equations (31) follows from (30) by applying Lemma 3.15.
Proposition 3.20. Let $S$ be a Sasakian structure. Then

(1) any ray $r_{\xi} \in Z$ is a critical point of $SE$.
(2) if $S_{\xi} \neq 0$ a critical point of $H$ is a critical point of $SE$.

Proof. We easily see that $\pi_{g_s} s_g^T = \bar{s}_g^T$ is a solution of (31) proving (1). Item (2) then follows from (4) of Theorem 3.12. □

Remark 3.21. By Proposition 3.8 a Reeb field $\xi$ is in $Z^+$ if and only if $\pi_{g_s} s_g^T = \bar{s}_g^T$, and we see that this is a solution to the Euler-Lagrange equation (31); hence, it is a critical point of $SE^T$ under variations of fixed volume.

Proposition 3.22. Non-extremal critical points of $SE$ exist.

Proof. The critical points satisfying $\pi_{g_s} s_g^T = \bar{s}_g^T$ need not be extremal. Indeed when $c_1(\mathcal{D}) = 0$ (or a torsion class) the results of Gauntlett, Martelli, Sparks, and Yau [GMSY07, MSY08] (cf. Theorem 11.3.14 of [BG08]) give absolute minimum of $H_\xi$ with $S_\xi > 0$ that do not have a Sasaki metric of constant scalar curvature. More generally the results of [BHL18] show that a global minimum of $H_\xi$ exists whether $\xi$ is extremal or not, and these are given by the condition $\pi_{g_s} s_g^T = \bar{s}_g^T$. □

Remark 3.23. There are many explicit examples of non extremal critical points in Proposition 3.22 which include homotopy spheres. See for example the Tables in [BvC18]. For all of these examples there are no extremal Sasaki metrics in the entire Sasaki cone.

Thus, we have

Theorem 3.24. Consider the family of Sasakian structures $t^+(\mathcal{D}, J)$ and let $\xi \in t^+(\mathcal{D}, J)$ have constant scalar curvature $s_g^T \neq 0$. Suppose also that there is no eigenfunction of the Laplacian $\Delta$ in $\mathcal{K}_\xi$ with eigenvalue $\frac{s_g^T}{2n+1}$. Then its ray is isolated in the space of rays with vanishing transversal Futaki invariant.

Proof. Recall that a Sasaki structure has vanishing transversal Futaki invariant if and only if $\pi_{g_s} s_g^T$ is a constant. The map $\Pi : t^+(\mathcal{D}, J) \longrightarrow C^\infty(M)^T$ defined by

$$\Pi(\xi) = \pi_{g_s} s_g^T$$

is a homogeneous map of degree 1 defined on $t^+(\mathcal{D}, J)$ a convex open subset of a finite dimensional affine space. Identifying the tangent space of $t^+(\mathcal{D}, J)$ with the Lie algebra $t$ and the tangent space of the Fréchet manifold $C^\infty(M)^T$ with itself, we see that if the differential $d_\xi \Pi : t \rightarrow C^\infty(M)^T$ is injective at a point $\xi$, the constant rank theorem implies that there exists an open neighborhood $U$ of $\xi$ such that the restriction $\Pi : U \rightarrow C^\infty(M)^T$ is injective. Assume moreover, that $\Pi(\xi)$ is a constant, then the pre-image of the constants in $\Pi(U)$ coincides with one isolated ray in $U$. We show that $d_\xi \Pi$ is injective when $\xi$ is cscS. Now from Lemma 3.19 we have

$$d_\xi \Pi(\eta(\dot{\xi})) = \frac{d}{dt} \left( \pi_{g_{t(t)}} s_{g_{t(t)}}^T \right)_{t=0} = -(2n+1)\Delta^g \eta(\dot{\xi}) - ns_g^T \eta(\dot{\xi}) + (n+1)\pi_{g_s} s_g^T \eta(\dot{\xi}).$$

So if $s_g^T$ is constant (38) becomes

$$d_\xi \Pi(\eta(\dot{\xi})) = -(2n+1)\Delta^g \eta(\dot{\xi}) + s_g^T \eta(\dot{\xi}).$$
Therefore, if $\dot{\xi}$ is colinear to $\xi$, the assumption $s^T_g \neq 0$ implies that $d_\xi \Pi(\eta(\dot{\xi})) \neq 0$. Otherwise, $d_\xi \Pi(\eta(\dot{\xi})) = 0$ gives that $\eta(\dot{\xi}) \in H^c$ is an eigenfunction of $\Delta^\theta$ with eigenvalue $s^T_g/(2n+1)$. That is, the hypothesis of the theorem guarantees that $d_\xi \Pi : t \to C^\infty(M)^T$ is injective. This concludes the proof. \qed

**Remark 3.25.** In the Kähler–Einstein case, the space of Killing potentials coincides with the eigenspace of the first (non-trivial) eigenvalue $\lambda^T_1$ of the Laplacian thanks to results of Matsushima [Mat57] (see Theorem 3.6.2 of [Gau10]) which also provides a lower bound (which would read in our notation $s^T_g/(2n)$) on the eigenvalues of the Laplacian. There is an analogous result in the Sasaki case and this is exactly what we used (i.e $\lambda^T_1 \geq s^T_g/(2n + 1)$) in the proof of [BHLTF17, Theorem 1.7] to get a local convexity result in the Sasaki $\eta$–Einstein case. In the toric Kähler–Einstein case, the fact that torus invariant Killing potentials (i.e affine linear function on the moment polytope) are eigenfunctions of the same eigenvalue even characterizes Kähler–Einstein metrics see [LSD18, Proposition 1]. Therefore, it would be surprising that there would be no constant scalar curvature Kähler metrics having a Killing potential as eigenfunction of the Laplacian: what we can hope, however, is that if it does the eigenvalue is not as low as $s^T_g/(2n + 1)$.

Proposition 3.9 and Theorem 3.24 imply

**Corollary 3.26.** Suppose that every cscS metric in the family $t^+(\mathcal{D}, J)$ satisfies the hypothesis of Theorem 3.24. Then the zero set of rays $Z$ of the Sasaki-Futaki invariant is finite. In particular, the number of cscS rays in $t^+(\mathcal{D}, J)$ is finite.

4. THE FUNCTIONALS $H, SE$ ON LENS SPACE BUNDLES OVER RIEMANN SURFACES

In this section we study the extremal Sasakian structures on lens space bundles over Riemann surfaces of genus $g$ from the point of view of the functionals $H(b)$ and $SE(b)$. This is a special case of what we have called an $S^3_w$ join [BTF14, BTF16] which generally represents lens space bundles over a Hodge manifold written as $M \times_1 S^3_w$ where $w = (w_1, w_2)$, $l = (l_1, l_2)$ and the components of both are relatively prime positive integers. In this case since the critical points all belong to a 2-dimensional subcone $t^+_w$ of $t^+(\mathcal{D}, J)$, the critical rays are all isolated in the subcone $t^+_w$. So Problem 1 is answered in the affirmative for the $w$ cone of these Sasaki manifolds. Moreover, Theorem 1.1 of [BTF16] says that Problem 2 is also answered in the affirmative in this case.

For ease of discussion we take $M$ to be the constant scalar curvature Sasaki structure on an $S^1$ bundle over a Riemann surface $\Sigma_g$ with its standard Fubini-Study metric. The functional $H$ for these manifolds was studied in [BHLTF17]. Choosing a Reeb field in $t^+_w$ with coordinates $(v_1, v_2)$ gives a ray $r_b \in \mathcal{R}(\mathcal{D}, J) \text{ where } b = v_2/v_1$. So from [BHLTF17] we have

\begin{equation}
H(b) = \frac{(b^2l_1w_1 + 2bl_2(1 - g) + l_1w_2)^3}{b^2(bw_1 + w_2)^2}.
\end{equation}

It follows from [BHLTF17] that the critical points of $H(b)$ correspond to the points where either $H(b) = 0$ or $F(b) = 0$ where

\begin{equation}
F(b) = b^2l_1w_1^2 + b^2(3l_2w_1 + 2l_1w_1w_2 - l_2w_1) - b(3l_2w_2 + 2l_1w_1w_2 - l_2w_2) - l_1w_2^2.
\end{equation}
Note that $F$ is just the Sasaki-Futaki invariant up to a constant multiple. So the zero set of $F$ is $Z$ which consists precisely of those Sasaki metrics in the two dimensional subcone $T_{w}^{+} \subset T^{+}(D, J)$ that satisfy $\pi_{g} s_{g}^{T} = s_{g}^{T}$. Indeed, in this case the vanishing of $F$ for a given ray, guarantees the existence of an admissible CSC metric. Note that for $g > 0$ we have the equality $T_{w}^{+} = T^{+}(D, J)$. We also mention that it can be seen from Equation (40) that the zeroes of $H_{\xi}$ (also $S_{\xi}$) for which the transverse scalar curvature $s_{g}^{T}$ does not vanish identically are all inflection points in this case.

We now consider the Sasaki energy functional $\mathcal{SE}$. A straightforward computation using results from [ACGT08, BTF14, BTF16, BHLTF17] gives

$$\mathcal{SE}(b) = \frac{(g_{1}(b))^{3}}{b^{4}(w_{1}b + w_{2})(b^{2}w_{1}^{2} + 4bw_{1}w_{2} + w_{2}^{2})^{3}}$$

where

$$g_{1}(b) = b^{5}l_{2}^{2}w_{1}^{3} + 3b^{4}l_{2}^{2}w_{1}^{2}w_{2} + b^{3}w_{1}(l_{2}^{2}(g - 1)^{2} + 2(1 - g)l_{1}l_{2}w_{2} - l_{2}^{2}w_{1}w_{2}).$$

$$g_{2}(b) = b^{5}l_{1}w_{1}^{4} + b^{4}(-9l_{2}w_{1}^{3} + 7l_{1}w_{1}^{2}w_{2} + l_{2}w_{2}^{2}) + b^{3}(-23l_{2}w_{1}^{3}w_{2} + 3l_{1}w_{1}^{2}w_{2} + 10l_{1}w_{1}w_{2}^{2} + 2l_{2}w_{1}^{2}w_{2}) + b^{2}(-23l_{2}w_{1}w_{2}^{2} + 10l_{1}w_{1}w_{2}^{2} + 3l_{1}w_{1}w_{2}^{2} + 2l_{2}w_{1}w_{2}^{2}) + b(-9l_{2}w_{2}^{3} + 7l_{1}w_{1}w_{2}^{2} + l_{2}w_{2}^{3} + l_{1}w_{2}^{2}).$$

Clearly $g_{1}(b)$ is equivalent to $\mathcal{SE}(b) = 0$, which in turn corresponds to $\pi_{g} s_{g}^{T}$ being constantly zero. In the admissible case at hand this implies that the ray has a CSC admissible metric of vanishing constant transverse scalar curvature. In particular, $F(b)$ would vanish as well. We also mention that if $\pi_{g} s_{g}^{T}$ is constantly zero, then we must have $g > 1$. Thus, critical points of $\mathcal{SE}$ other than the ones coming from CSC rays, correspond to solutions to $g_{2}(b) = 0$ for $b > 0$ with $b \neq w_{2}/w_{1}$. Note that for $g \leq 1$, there are no such solutions, but for $g \geq 2$ and $l_{2}$ sufficiently large, we do indeed get solutions to $g_{2}(b) = 0$ with $b > 0$. Moreover, as the examples below will show us, these extra critical points may or may not be extremal, and in general they do not arise the

\footnote{Without going into details here, this follows essentially from Section 2.4 of [ACGT08] together with the discussion in Section 5.1 of [BTF16].}
same way as in the case for $H(b)$. Note also that if $SE(b)$ has precisely one critical point, then, due to the limit behavior, this has to be an absolute minimum of $SE(b)$.

4.1. **Explicit Examples.** Next we give examples explicitly describing the critical points of $SE$ and $H$ and their relationship. We know that the critical sets $Crit$ of both functionals contain the zero set $Z$ of the Sasaki-Futaki invariant $F$; however, generally $Crit(H)$ and $Crit(SE)$ are different.

**Example 4.1.** Here we take $l = (1, 1)$ and $w = (w_1, w_2) = (3, 2)$ so that $M = M_3 \times_1 S^3_{3, 2}$ is an $S^3$ bundle over a Riemann surface $\Sigma_1$. One can check that for $g \leq 3$, both $H(b)$ and $SE(b)$ have only one critical point (a global minimum), located at the $b$-value corresponding to the CSC ray. For $g \geq 4$,

$$H(b) = \frac{(3b^2 - 2(g - 1)b + 2)^3}{b^2(3b + 2)^2}$$

has three distinct critical points. However, by using Descartes rule of signs (giving the maximum possible number of positive real roots) on $g_2(b)$ for $g \leq 15$ supplemented by a manual check for $g = 16, 17$, we see that

$$SE(b) = \frac{(27b^5 + 54b^4 + 6b^3g^2 - 36b^3g - 6b^3 + 4b^2g^2 - 32b^2g + 4b^2 + 36b + 8)^3}{b^4(3b + 2)(9b^2 + 24b + 4)^3}$$

has only one critical point for $g = 0, 1, \ldots, 17$. For $g \geq 18$ it can be checked that $g_2(b)$ has two distinct positive real roots, none of which correspond to the unique CSC ray. These zeroes are outside of the extremal range.

As a more specific example within this example, let us suppose that $g = 4$. One may check that in this case every ray in the Sasaki cone has an admissible extremal Sasaki metric. The three critical points of $H(b)$ are the inflection points at $b = \frac{1}{3} (3 - \sqrt{3})$ and $b = \frac{1}{3} (\sqrt{3} + 3)$, plus the location of the global minimum, $b \approx 0.81$, corresponding to the CSC ray. The last value is then also the location of the global minimum (and only extremum point) of $SE$.

**Example 4.2.** The Sasaki manifold $M$ is a lens space bundle over a genus 2 Riemann surface $\Sigma_2$ which is represented as a Sasaki join $M = M_3 \times_{1,101} S^3_{3,2}$ where $M_3$ is the constant sectional curvature $-1$ Sasaki structure on the primitive $S^1$ bundle over $\Sigma_2$. We refer to [BTF14] for this join construction and to [BTF16, BHLTFL18] for the general description of Sasaki joins. The Einstein-Hilbert functional for $M$ is treated in Example 5.8 of [BHLTFL17]. Now the Sasaki cone $t^+(D, J)$ of $M$ is 2 dimensional represented by the first quadrant $v_1 > 0, v_2 > 0$. Then setting $b = \frac{v_1}{v_2}$ in [BHLTFL17] we showed that $H(b)$ has three critical points located at $b \approx 0.099, 0.685, 67.3$. Moreover, the range of admissible extremal structures in the Sasaki cone is the open interval $(b_1, b_2)$ with $b_1 \approx 0.295$ and $b_2 \approx 1.455$. Only one of the critical points, $b \approx 0.685$ lies in this range and it is a local minimum with constant scalar curvature. The two remaining critical points lie outside of the admissible extremal range, and they are inflection points corresponding to $S_b = 0$.

\[\text{Whether there exist extremal Sasaki metrics on } M \text{ in the same class } (g, J) \text{ that are not admissible is an open question at this time, although there are expected to be none.}\]
Now consider the Sasaki energy functional

\[ SE(b) = \frac{(27b^5 + 54b^4 + 58746b^3 + 38356b^2 + 36b + 8)^3}{b^4(3b + 2)(9b^2 + 24b + 4)^3}. \]  

This also has three critical points \( b \approx 0.023, 0.685, 30.3 \). Note also that the functional \( SE^T \) has the same critical points. However, we now find that the cscS metric \( b \approx 0.685 \) represents a local maximum of \( SE(b) \), while both \( b \approx 0.023 \) and \( b \approx 30.3 \) lie outside of the admissible extremal range and both represent local minima with the latter being an absolute minimum.

Notice that, although \( H \) and \( SE \) have the same number of critical points, two of them are inflections points of \( H \) with \( S_b = 0 \) and \( s_g^T \) is not identically zero. They are not critical points of \( SE \); nevertheless, \( SE \) has two critical points that are not critical points of \( H \).

**Example 4.3.** As a variant of Example 4.2, we can calculate that for \( g = 2, l_1 = 1, l_2 = 19, w_1 = 3, \) and \( w_2 = 2, \)

\[ SE(b) = \frac{(27b^5 + 54b^4 + 1674b^3 + 964b^2 + 36b + 8)^3}{b^4(3b + 2)(9b^2 + 24b + 4)^3}. \]

Numeric computer calculations indicate that here \( b \approx 0.4466 \) and \( b \approx 2.497 \) are relative minima (with the latter being the absolute minimum) while \( b \approx 0.7335 \) is a relative maximum corresponding to the CSC ray. We can also numerically check that here the range of admissible extremal structures in the Sasaki cone is the open interval \((b_1, b_2)\) with \( b_1 \approx 0.0472 \) and \( b_2 \approx 5.93 \). Thus the critical points of \( SE \) all correspond to admissible extremal rays. Comparatively, \( b \approx 0.7335 \) is the location of a local (global) minimum of \( H(b) = \frac{(3b^2 - 3b^2 + 2)^3}{b^4(3b + 2)^4} \) and this function has inflection points at \( b \approx 0.05285 \) and \( b \approx 12.61 \) corresponding to \( S_b = 0 \). Again as in Example 4.2 \( H \) and \( SE \) have the same number of critical points, but two of them play distinct roles in the two functionals. Moreover, as mentioned in Remark 3.17 the critical points of \( SE \) are all extremal.

**Example 4.4.** We consider a similar lens space bundle but now over a Riemann surface of genus \( g = 0 \) in which case \( M \) is an \( S^3 \) bundle over \( S^2 \). As before we put \( l_1 = 1, l_2 = 101, w_1 = 3, \) and \( w_2 = 2 \) which implies that \( M \) is the non-trivial \( S^3 \) bundle over \( S^2 \). In this case the admissible extremal range is the entire first quadrant \( v_1 > 0, v_2 > 0 \) which is the so-called \( w \) subcone \( t^w \) of the 3 dimensional Sasaki cone \( t^+(D, J) \). Restricted to \( t^w \) both \( H \) and \( SE \) have precisely three critical points. For \( SE \) we have

\[ SE(b) = \frac{(8 + 36b + 43204b^2 + 63594b^3 + 54b^4 + 27b^5)^3}{(b^4(2 + 3b)(4 + 24b + 9b^2)^3)}. \]

The \( b \) values corresponding to CSC rays are the only critical points of \( SE \). In this case we get multiple cscS rays corresponding to \( b \approx 0.022, b \approx 0.644, \) and \( b \approx 31.67 \). The value in the middle corresponds to a local maximum whereas the other two values are locations of relative minima. Note that the existence of multiple cscS rays were first discovered in [LegII] for precisely these types of Sasaki manifolds. One can check that

\[ H(b) = \frac{(2 + 202b + 3b^2)^3}{b^2(3b + 2)}. \]
and that $S_b > 0$, so all critical points of $H(b)$ are csc$S$ rays. Thus, in this case the critical points of $H$ and $SE$ coincide when restricted to the $w$ subcone of $t^+(D, J)$. The numerators of the differentials of $H$ and $SE$ have common factors.
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