Concurrent Effects between Geomagnetic Storms and Magnetospheric Substorms
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Abstract: An accurate understanding of dissimilarities in geomagnetic variability between quiet and disturbed periods has the potential to vastly improve space weather diagnosis. In this work, we exploit some recently developed methods of dynamical system theory to provide new insights and conceptual ideas in space weather science. In particular, we study the co-variation and recurrence statistics of two geomagnetic indices, SYM-H and AL, that measure the intensity of the globally symmetric component of the equatorial electrojet and that of the westward auroral electrojet, respectively. We find that the number of active degrees of freedom, required to describe the phase space dynamics of both indices, depends on the geomagnetic activity level. When the magnetospheric substorm activity, as monitored by the AL index, increases, the active number of degrees of freedom increases at high latitudes above the dimension obtained through classical time delay embedding methods. Conversely, a reduced number of degrees of freedom is observed during geomagnetic storms at low latitude by analysing the SYM-H index. By investigating time-dependent relations between both indices we find that a significant amount of information is shared between high and low latitude current systems originating from coupling mechanisms within the magnetosphere-ionosphere system as the result of a complex interplay between processes and phenomena of internal origin activated by the triggering of external source processes. Our observations support the idea that the near-Earth electromagnetic environment is a complex system far from an equilibrium.
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1. Introduction

The geospace environment, especially the ionosphere and the magnetosphere, is a multi-scale complex system showing variability over a wide range of temporal and spatial scales [1]. It continuously interacts with the solar wind, whose dynamical variability affects its shape and dynamics [2]. Nevertheless, the dynamical behavior of the geospace environment not only passively responds to changes in solar wind conditions but also shows very rich nonlinear dynamics [3–5], whose description needs to be asserted in the framework of...
dissipative dynamical systems [6]. As a consequence of the solar wind–magnetosphere–ionosphere (SMI) interactions, several induced phenomena take place such as aurorae, geomagnetic storms, magnetospheric substorms, and ground geomagnetically induced currents [7,8]. These are responsible for changes in the space weather conditions around Earth, i.e., the dynamical state of the near-Earth geospace environment [9]. The primary element of space weather is the Sun, whose conditions on its surface and its upper atmosphere can cause a multitude of phenomena like solar flares, coronal mass ejections (CMEs), solar energetic proton (SEP) events, and so on [10]. While the Earth’s magnetic field offers us some protection from solar phenomena, under certain circumstances energy and momentum can be transferred into the geospace environment that becomes disturbed with effects felt on both global and local scales [11]. These phenomena can affect numerous sectors of our global economy: From space based communication, terrestrial weather services, and Global Navigation Satellite Systems (GNSSs), to electric power distribution and High Frequency (HF) radio communication. Thus, a lot of effort is needed, through observations, monitoring, analysis and modeling, to understand and forecast the state of the near-Earth geospace environment [12].

In the context of the SMI system a relevant objective of scientific research is the identification of, and the role played by those processes which are related to the internal magnetospheric and ionospheric variability [13] in terms of interactions between geomagnetic storms and magnetospheric substorms. This is one of the most challenging problems in contemporary space physics [14] and has a crucial impact on our forecast capabilities [15]. Despite the considerable amount of literature on the topic, two contrasting views still persist [16,17]. On one hand, geomagnetic storms are considered as originating from a collection of multiple substorms [17–21]; on the other hand, magnetospheric substorms and geomagnetic storms are viewed as independent processes individually driven by the solar wind variability [22–25]. Both views can be motivated based upon different observations: Intense magnetospheric substorms occur while magnetic storms are developing with the injection of ionospheric oxygen ions into the outer edge of the magnetospheric ring current [19], and enhanced magnetospheric convection driven by the solar wind electric field [22]. Yet, substorms can also occur when the equatorial ring current is in its reference state configuration suggesting that magnetospheric substorms should not be interpreted as a component of a geomagnetic storm. While the more traditional view of interpreting geomagnetic storms as a collection of magnetospheric substorms seems altogether to be more strongly supported by different pieces of evidence, this issue is still far from being solved [2]. One of the main challenges in studying the storm–substorm relationship is the difficulty of direct measurements and of the existence of in situ real time proxies of both phenomena, being indirectly represented via geomagnetic indices (e.g., the SYM-H and AE indices). These proxies are not capable of describing the full structure of the geospace environment, being representative of the large scale structures (magnetospheric and ionospheric currents) but not very sensitive to small scale phenomena. While this poses some constraints on interpreting the results obtained by analysing the variability of geomagnetic indices, at present, these proxies provide the only reliable source of information on long-term variations of the geospace dynamical state.

In this work, we exploit some recently introduced dynamical system measures to study the co-variation and recurrence statistics of the AL and SYM-H geomagnetic indices. We show that the number of active degrees of freedom required to describe the phase space dynamics of both indices depends on the geomagnetic activity level. When the magnetospheric substorm activity increases, the active number of degrees of freedom increases at high latitudes. Conversely, a reduced number of degrees of freedom is observed during geomagnetic storms at low latitudes. By investigating time-dependent relations between the two geomagnetic indices, we demonstrate the existence of concurrent effects between high and low latitude current systems emerging due to coupling mechanisms within the magnetosphere–ionosphere system, which are the result of a complex interplay between processes and phenomena of internal origin activated by the triggering of external source
processes [19,22]. Our observations support the idea that the near-Earth electromagnetic environment is a complex system far from an equilibrium.

2. Data

We use two different geomagnetic indices (SYM-H and AL) Iyemori90,Davis66. While the former quantifies the disruptions of the low latitude ring current during a geomagnetic storm, the latter monitors the high latitude westward electroject associated with the impulsive activity of the magnetotail during magnetospheric substorms. Specifically, the use of the high latitude AL index (instead of the more widely studied AE index) is motivated by our intention to investigate the link between geomagnetic storms and magnetospheric substorms, with a special emphasis on the internal magnetotail dynamics. Indeed, as widely reported in the literature, AL is mainly related to the impulsive events taking place in the central plasma sheet (CPS) being representative of the westward electrojet current, which is connected with the closure of the FAC and DP1 ionospheric and substorm current systems [26].

Both indices have a 1 min time resolution and are derived from the $H$ component of the geomagnetic field measured at a longitudinally distributed chain of low (SYM-H) and high (AL) latitude ground based magnetometers. We use time series of one year length during the maximum phase of solar cycle 23, which are shown in Figure 1. The data are freely available from the Kyoto World Data Center (WDC) for Geomagnetism at http://wdc.kugi.kyoto-u.ac.jp/ (accessed on 12 January 2022). Specifically, the studied data set covers the time interval from 1 January to 31 December 2000. Figure 1 displays the time series of the two geomagnetic indices (AL, red line; SYM-H, blue line) for the selected period. Both geomagnetic indices exhibit large excursions, with minimum values of SYM-H of about $-347$ nT and AL of about $-2800$ nT, corresponding to the famous Bastille Day geomagnetic storm on 14 July 2000.

Figure 1. Time series of the high latitude geomagnetic index AL (upper panel) and low latitude geomagnetic index SYM-H (lower panel) from 1 January to 31 December 2000.

Figure 2 reports the joint distribution (in terms of frequencies of occurrences) of values of both SYM-H and AL geomagnetic indices. It is easy to note that, although different combinations of values exist in our data, they are not all equally likely. Indeed, it is clear that the most probable pairs of values fall in the range $(\text{SYM-H, AL}) \in ((-50,10), (-400,0))$ nT, with less probable ones at more negative values, usually associated with the occurrence of geomagnetic storms and magnetospheric substorms [26,27]. Notably, despite the fact that large negative values of both indices typically co-occur in time, there is no simple (linear or
even nonlinear) statistical relationship between the two applying independent of time or the overall state of the near-Earth electromagnetic environment as a whole.

Figure 2. Joint probability density (frequencies of occurrences) of values of the SYM-H and AL geomagnetic indices.

3. Methods

3.1. Time Delay Embedding

Since our two observables of interest are expressed by univariate geomagnetic index time series that cannot fully capture the dynamical complexity of the complete phase space, additional unobserved components first need to be qualitatively reconstructed from the available data. For this purpose, we utilize the time delay embedding procedure originally proposed by Takens [28], which is an established and widely used concept in nonlinear time series analysis with a solid and well developed theoretical mathematical foundation [28–31]. Given a univariate time series \{x(t)\} with \(t = 1, \ldots, T\), we replace each single value with a multivariate pattern of \(m\) values describing distinct multivariate phase space points (state vectors) whose components consist of original observations that are mutually separated by a time delay \(\Delta\). Hence, this time delay embedding procedure generates a multivariate time series \{x(t)\} in which each individual state vector \(x(t) = [x(t), x(t - \Delta), x(t - 2\Delta), \ldots, x(t - (m - 1)\Delta)]\) represents both the present value of the univariate observable of interest at time \(t\) and the dynamical evolution of the system culminating in the associated observation.

The specific phase space reconstruction obtained by the time delay embedding procedure depends ultimately on the choice of two parameters: The embedding delay \(\Delta\) and the embedding dimension \(m\). In general, the choice of \(\Delta\) should be guided by the need for statistically sufficiently independent components (to avoid redundant information stored in the individual components of each state vector). Once a proper value of \(\Delta\) has been fixed, the embedding dimension \(m\) should be taken sufficiently large to fully unfold the phase space geometry represented by the univariate observations \{x(t)\} while still remaining small enough to let the \(T - (m - 1)\Delta\) multivariate state vectors provide a sufficient coverage of the reconstructed phase space. For the purpose of our present work, we select both \(\Delta\) and \(m\) by using two standard approaches that have been widely used in the scientific literature, which are detailed in the following. In both cases, we consider all data points and do not filter for specific values of the studied geomagnetic indices, i.e., we do not exclude any particular space weather events (or periods with an absence of associated geomagnetic perturbations) from our analysis.
The embedding delay $\Delta$ is chosen based on the auto-mutual information function $\text{MI}(\tau)$ [32] of the original univariate time series $\{x(t)\}$, which is defined as

$$\text{MI}(\tau) = \sum_x \sum_{x'} P(x, x' | \tau) \log_2 \frac{P(x, x' | \tau)}{P(x)^2},$$

where $P(x, x' | \tau)$ is the joint probability of observing a pair of values of the univariate observable $x$ at a mutual time lag of $\tau$, i.e., the probability that $x(t) = x$ and simultaneously $x(t+\tau) = x'$, and $P(x)$ is the probability distribution of the observable $x$ [33]. Since the time series of both geomagnetic indices have been sampled at a finite resolution $\Delta t$ resulting in $T = 527,040$ data points, we estimate here the joint and marginal probability distributions via a non-parametric procedure known as kernel density estimation [34]. This approach allows us to reduce data sampling effects and to smooth the distribution via a suitable kernel function. Specifically, we use the Epanechnikov kernel, which is optimal in a mean squared error sense [35].

Taking the auto-mutual information function estimated from each time series, we select the embedding delay $\Delta$ equal to the value of $\tau$ at which $\text{MI}(\tau)/\text{MI}(0)$ falls for the first time below $e^{-1}$, i.e., the time lag at which the auto-mutual information function has decayed by a factor of $1/e$ with respect to its initial value at $\tau = 0$ (which corresponds to the Shannon entropy of the signal under study) [36]. As shown in Figure 3, the resulting embedding delays are $\Delta = 27$ min for AL and $\Delta = 94$ min for SYM-H, respectively, in agreement with previous results [36,37]. We note that the exact values of $\Delta$ are typically less relevant for a successful application of time delay embedding, as long as the aforementioned requirement of sufficiently independent components is met. Indeed, we have checked that moderate variations of $\Delta$ do not change the results reported below qualitatively (not shown).

The embedding dimension $m$ is determined by using the false nearest neighbor (FNN) method [38,39]. Given the correspondence between the univariate time series values $x(t)$ and the multivariate state vectors $x(t)$, we have to determine the necessary dimension to completely unfold the univariate time series in the reconstructed phase space. The FNN
method examines the nearest neighbors of all state vectors as a function of the embedding dimension $m$ to find the minimum embedding dimension $m^*$ at which most of the nearest neighbors do not move apart significantly if the embedding dimension is increased to $m^* + 1$, which indicates the absence of projection effects in the lower ($m^*$) dimensional representation of the time series. Specifically, we consider each $m$-dimensional state vector $x^{(m)}_i$ and determine its nearest neighbor $x_{i,nn}^{(m)}$. Then, we compute the spatial distance between both state vectors in the $m$-dimensional embedding and, by appending another delay component to each state vector, in an $(m+1)$-dimensional phase space, and compute the ratio between both as

$$R_i^{(m)} = \frac{|x^{(m)}_i - x_{i,nn}^{(m+1)}|}{|x^{(m)}_i - x_{i,nn}^{(m)}|}. \quad (2)$$

If $R_i^{(m)}$ exceeds a threshold $R_{th}$, this state vector is considered to be associated with a false nearest neighbor in the lower dimensional embedding [39]. By performing this analysis for each state vector, we find the number of false nearest neighbors associated with each embedding dimension $m$, and select the value of $m$ at which this fraction gets sufficiently close to zero as the desired embedding dimension to be employed in our subsequent analysis.

For the two geomagnetic indices studied in this work, Figure 4 displays the fraction of false nearest neighbors as a function of the embedding dimension $m$. Our results indicate an embedding dimension of 3 as an appropriate choice for both AL and SYM-H. The corresponding result is qualitatively independent of the particular choice of the distance measure applied (e.g., Euclidean or maximum norm, not shown).

![Figure 4. Percentage of false nearest neighbors as a function of the embedding dimension $m$.](image)

3.2. Dynamical System Metrics for Univariate Time Series

Characterizing the dynamical features of nonlinear and nonstationary time series is one of the most intensively studied contemporary problems in nonlinear sciences. In the recent past, several techniques based on dynamical system theory have been developed to track the dynamics of, e.g., atmospheric blocking regimes and jets [40,41] via a set instantaneous indicators that track rarity, predictability and persistence of atmospheric jet states and circulation patterns. These instantaneous properties are determined by two quantities: The instantaneous dimension and stability of the state vector being considered. The concept of instantaneous dimension is intuitive: For a given geomagnetic configuration $\zeta$ represented by an associated state vector, the instantaneous dimension $D(\zeta)$ characterizes the geometric alignment of similar configurations in the reconstructed phase space. Thereby, this property
We can consider the phase space jointly spanned by the state vectors \( \mathbf{x} \in \mathbb{R}^D \) and \( \mathbf{y} \in \mathbb{R}^D \) of the dynamical system, where \( D \) is the dimension of the system. To quantify the predictability of this system, we can consider the logarithmic return \( g(x; \zeta) \) defined as the negative logarithmic Euclidean distance in the reconstructed phase space between each point on the trajectory \( \mathbf{x}(t) \) and \( \mathbf{y}(t) \) at a certain time instant \( t^* \) in the reconstructed phase space obtained by time delay embedding as discussed above,

\[
g(x; \zeta) = -\log[\text{dist}(x(t), \zeta)]
\]

This is the standard procedure also used in Faranda et al. [44] to evaluate the time dependence of the logarithmic return in the following. For any given configuration \( \zeta \) observed at an arbitrary time \( t^* \), we consider the probability that at a different time instant \( t' \) the system has evolved into a state \( \mathbf{x}(t') \) that is located within a ball of radius \( \epsilon \) centered at the point \( \zeta \) in the reconstructed phase space. If we define \( g_q(x; \zeta) \) to be the \( q \)-th empirical percentile of \( g(x; \zeta) \), we can consider neighborhoods in the reconstructed phase space for each state \( \mathbf{x}(t^*) \) with a radius according to this percentile, so that all these neighborhoods are encountered with the same probability of \( 100\% - q \).

Next, we let \( X(\zeta) = g(x; \zeta) - g_q(x; \zeta) \) denote the exceedances above the selected empirical quantile. In this case, the Freitas–Freitas–Todd theorem [42] modified by Lucarini et al. [43] states that the cumulative distribution \( F(X; \zeta) \) of these exceedances converges to the exponential distribution, which are specific to each given reference state \( \zeta = \mathbf{x}(t^*) \) and can be estimated using maximum likelihood methods, are formally related to the two dynamical system metrics \( \theta \) and \( D \) via the relations

\[
F(X; \zeta) \simeq \exp\left[-\theta(\zeta)\frac{X(\zeta)}{\sigma(\zeta)}\right].
\]

The two parameters \( \theta \) and \( \sigma \) of this empirical distribution, which are specific to each given reference state \( \zeta = \mathbf{x}(t^*) \) and can be estimated using maximum likelihood methods, are formally related to the two dynamical system metrics \( \theta \) and \( D \) via the relations

\[
D = \frac{1}{\sigma}, \quad \theta = \frac{\theta}{\lambda T}.
\]

### 3.3. Dynamical System Metrics for Bivariate Time Series

The two relations given in Equation (5) allow us to retain information on a given system in a univariate framework. This means that they permit us to describe the phase space of the system by means of a single multivariate trajectory \( \mathbf{x}(t) \) related to a single variable \( x \) (or a single set of variables, represented in our case by the time shifted replications of our geomagnetic index values). This formalism can be extended to the bivariate case by considering two trajectories in the reconstructed phase space, namely \( \{\mathbf{x}(t)\} \) and \( \{\mathbf{y}(t)\} \). We can consider the phase space jointly spanned by the state vectors \( \mathbf{x} \) and \( \mathbf{y} \) and define their associated reference state as \( \zeta = \{\zeta_x, \zeta_y\} \). The joint logarithmic return of \( x \) and \( y \) at the same time \( t \) can be now defined as

\[
g(x; y; \zeta) = -\frac{1}{2} \log\left[\text{dist}(x(t), \zeta_x)^2 + \text{dist}(y(t), \zeta_y)^2\right].
\]

We need to remark that, since we are considering variables with different ranges (i.e., \( AL \in (-3000, 0) \) nT and \( SYM-H \in (-100, 100) \) nT), both geomagnetic indices are first made quantitatively comparable by subtracting their mean and then dividing by their respective standard deviations. This is the standard procedure also used in Faranda et al. [44] to
avoid that distances in the subspace representing the variable with the larger spread would dominate the joint returns and, hence, the dynamical system metrics estimated therefrom.

As for the univariate case, based on Equation (6) we compute the co-dimension \( D_{xy} \) between the two univariate observables \( x \) and \( y \) [44]. This means that we are investigating the mutual dependence of \( x \) and \( y \) in terms of their joint recurrences in the reconstructed phase space, i.e., we are requiring that a given reference state \( \zeta \) is simultaneously observed in both variables. For this reason, the following relation holds:

\[
\min(D_x, D_y) \leq D_{xy} \leq D_x + D_y,
\]

meaning that \( x \) and \( y \) are decoupled when \( D_{xy} = D_x + D_y \), while they are linked via a deterministic function (i.e., exhibit \textit{generalized synchronization}) when \( D_{xy} = \min(D_x, D_y) \). As for \( D \), the bivariate persistence \( \theta_{xy} \) can be defined as a weighted average of \( \theta_x \) and \( \theta_y \) [44,45].

Different from the univariate case, an additional new dynamical system metric can be defined in the bivariate case, i.e., the so-called co-recurrence ratio \( \alpha \)

\[
\alpha = \frac{\#\{g(x; \xi_x) > q_x g(y; \zeta_y) \mid g(y; \zeta_y) > q_y g(y; \zeta_y)\}}{\#\{g(x; \xi_x) > q_y g(y; \zeta_y)\}},
\]

with \( \#[\cdot] \) being the number of events satisfying the condition \([\cdot]\). This means that we are computing the ratio between the number of states \( \zeta' \) for which \( x \) resembles the reference state \( \xi_x \) given that \( y \) resembles the reference state \( \zeta_y \), and the number of states when \( x \) resembles \( \zeta_x \) irrespective of \( y \). In other words, when \( \alpha = 0 \) then there are no co-recurrences of \( \zeta = \{\xi_x, \zeta_y\} \) when we observe \( \zeta_x \); when \( \alpha = 1 \) then all the co-recurrences of \( \zeta \) correspond to recurrences of \( \zeta_x \). As noted in Faranda et al. [44], \( \alpha \) cannot be interpreted in terms of causation but only as mutual relation.

The dynamical system metrics based on extreme value theory as described above have been extensively used in recent years within a broad range of applications [40,41,43,44,46]. These publications have demonstrated that the local dimension and stability metrics provide useful information on the dynamics of a given system: While \( D \) is related to the geometry of states in a certain region of the phase space, i.e., informs about the mutual similarity of states, \( \theta \) provides us with a measure of the persistence in a specific region, i.e., how long the system can be expected to stay within a certain region of the phase space. Thus, \( D \) is connected with the number of active degrees of freedom, i.e., how many variables are needed to describe the dynamics within the different regions, while \( \theta \) is related to the predictability horizon of a certain region, i.e., contributing to the question how well we are able to anticipate which state \( \zeta' \) will be approached at the time \( t' \) given that we are in the state \( \zeta \) at the time \( t \). This means that estimating the dynamical system metrics means retrieving information on the predictability of the system (an explicit connection is provided in Faranda and Vaienti [47]). Numerical codes to evaluate the dynamical system metrics can be found at https://it.mathworks.com/matlabcentral/fileexchange/95768-attractor-local-dimension-and-local-persistence-computation (Matlab version, accessed on 12 January 2022), https://github.com/yrobink/CDSK (Python version, accessed on 12 January 2022), and https://github.com/thaos/dtheta (R version, accessed on 12 January 2022).

For the sake of clarity, we define \( (D_{AL}, \theta_{AL}) \) and \( (D_{SYM-H}, \theta_{SYM-H}) \) as the \textit{univariate} metrics (i.e., the dynamical systems metrics derived from the univariate time series), while we define \( (D_{AL,SYM-H}, \theta_{AL,SYM-H}) \) as the metrics derived from the bivariate time series consisting of both geomagnetic indices. For all our computations, we fix \( q = 0.95 \) as quantile threshold, a proper choice for our measurements consisting of \( T = 527,040 \) data points. Furthermore, we iterate our procedure by using all points in the reconstructed phase space, thus making a direct connection between the reference state \( \zeta \) and the values of both indices at the time instance \( t \).
4. Results

4.1. Instantaneous Dimensions

Figure 5 reports the instantaneous dimensions $D$ as a function of the values of both geomagnetic indices, respectively. The values of $D$ have been grouped into equidistant bins of size $(\Delta AL, \Delta SYM-H) = (20, 10)$ nT in the range $AL \in [-1000, 0]$ nT and $SYM-H \in [-250, 50]$ nT. The number of data points in each bin varies between 1420 ($\sim$1 day) and 96882 ($\sim$67 days). Panels (a) and (b) refer to the univariate time series of the two individual indices, while panel (c) corresponds to the bivariate time series comprising both indices.

When independently considered, the instantaneous dimensions $D_{AL}$ and $D_{SYM-H}$ clearly show different behaviors depending on the values of both indices. As the magnetospheric substorm activity increases ($AL \lesssim -600$ nT), $D_{AL}$ tends to increase up to values around 4, independent of SYM-H. This means that the active number of degrees of freedom exceeds the dimension of the phase space (i.e., the embedding dimension $m = 3$), thus suggesting the existence of an external component driving the intrinsic dynamics of the AL index. During quiet or low auroral activity ($AL \gtrsim -200$ nT), $D_{AL}$ mostly fluctuates around 3. These findings suggest that the dynamics of the westward auroral electroject, as monitored via the AL index, is composed by processes of both internal and external origin. The internal (intrinsic) dynamics is characterized by stochastic fluctuations around a possible fixed point ($D_{AL} \sim m$), unless a strong (external) driving mechanism operates. These features can be related to the dynamics of the Earth’s magnetotail, mostly contributing to the intrinsic dynamics, also describing the internal response to the external solar wind driving effect [6]. Thus, the high latitude variability can be described in terms of a continuously perturbed stochastic system around a non-equilibrium critical point, displaying spatiotemporal coherent features resulting from the solar wind transferring energy to the magnetotail [22].

At low latitudes, $D_{SYM-H}$ decreases as SYM-H decreases, independent of the values of the AL index. Interestingly, larger $D_{SYM-H}$ values are found for positive values of SYM-H, typically related to the so-called Sudden Storm Commencement (SSC) and the initial phase of a geomagnetic storm. These phases of the development of a geomagnetic storm are related to the increase in solar wind dynamic pressure producing an increase of the $H$ component of the geomagnetic field towards positive values. Thus, the excess of the active number of degrees of freedom ($D_{SYM-H} > m = 3$) during the early stages of a geomagnetic storm.
storm seems to be again related to an external driving mechanism due to the solar wind. However, it is remarkable that AL modulates this effect. Indeed, when strongly negative AL values are present (i.e., during magnetospheric substorms), this excess dimension ($D_{\text{SYM-H}} > m = 3$) is also observed for moderately negative SYM-H values—this could indicate a successive coupling between high and low latitudes, i.e., between magnetospheric substorms/high latitude processes and geomagnetic storms/low latitude ones. This behavior seems to be congruent with results based on information theory measures (e.g., [17,21]). By contrast, in the absence of high latitude disruptions ($\text{AL} \sim 0 \text{nT}$), we instead find an excess dimension of SYM-H only when the index values are strictly positive. Conversely, $D_{\text{SYM-H}} < m$ is usually observed during intermediate levels of geomagnetic activity, likely related to the recovery phase of a geomagnetic storm, suggesting an organized dynamics of processes leading to the recovery of the magnetospheric ring current towards the quiet time level. As for the high latitude variability, the low latitude one is composed by an intrinsic dynamics, related to the equatorial ring current activities, typically stochastically fluctuating around a mean value, and external driving mechanisms. However, the latter are related to both the solar wind activity, during the early stages of a geomagnetic storm, and high latitude processes, mainly due to the outflow of high latitude oxygen ions ($\text{O}^+$) of ionospheric origin towards the magnetospheric ring current related to the activation of field aligned currents [19].

Taken together, the results of our univariate analysis suggest that the number of active degrees of freedom depends on the level of geomagnetic activity as exploited in terms of magnetospheric substorms and geomagnetic storms, although in a completely different way. The results for SYM-H are qualitatively consistent with previous findings based on so-called recurrence networks, whose transitivity property for SYM-H [37] as well as the conceptually related, yet temporally lower resolution disturbance storm time index ($\text{Dst}$) [36], has been found to rise during magnetic storm periods, thereby indicating a lower dimensional dynamics.

In order to further explore the possible interdependence between AL and SYM-H Figure 5c reports the behavior of the instantaneous co-dimension $D_{\text{AL,SYM-H}}$ for the bivariate time series analysis. The observed pattern, as a function of AL and SYM-H values, is a mix of those observed for the individual components’ dimensions, although with a clear difference. $D_{\text{AL,SYM-H}}$ takes larger values during the initial and the main phase of a storm, while it reduces to values between 4 and 5 during the recovery phase irrespective of the particular high latitude conditions reflected by AL. Furthermore, during strong depressions of the $H$ component of the geomagnetic field (i.e., SYM-H $\lesssim -200 \text{nT}$) $D_{\text{AL,SYM-H}} \sim 8 - 10$, while for moderate depressions (i.e., $-150 \text{nT} \lesssim \text{SYM-H} \lesssim -50 \text{nT}$) $D_{\text{AL,SYM-H}} \sim 4 - 6$. These findings will be further discussed in Section 4.4 for a selected geomagnetic storm.

As opposed to the dependence on the SYM-H values, the actual AL conditions play only a marginal role for the co-dimension $D_{\text{AL,SYM-H}}$. The most notable effect takes place for weakly negative SYM-H and AL values close to zero, in which case the co-dimension is reduced to values of about 3-4, i.e., of the order of the individual subsystems’ dimensions, thereby suggesting the existence of a (deterministic) transfer function between both indices in the absence of magnetospheric perturbations, a phenomenon known as generalized synchronization in complex system theory that is often observed in the presence of strongly coupled nonlinear systems. Physically, this can be interpreted as the result of high to low latitude coupling mechanisms acting during quiet periods, thus pointing towards a possible co-variability of the different current systems within the near-Earth electromagnetic environment as a result of a closure of the electric circuit [48]. This seems to point also towards recent findings of low energy (few tens of electron volts) field aligned ionospheric ions flowing out during quiet periods, being a major source of heavy ions for the plasma sheet and lobe [49]. Conversely, the observation that the coupling is stronger during the initial phase (development) of a geomagnetic storm (with the injection of ionospheric oxygen ions into the outer edge of the magnetospheric ring current) points
toward a net transfer of variability from the high latitude ionosphere to the low latitude magnetosphere [17,19,21].

4.2. Instantaneous Stability

Similar considerations as for the instantaneous dimensions can also be drawn for the instantaneous stability $\theta$ as a function of the values of both geomagnetic indices (see Figure 6). An increased persistence of fluctuations (small $\theta$) is observed for AL and SYM-H when the magnetospheric substorm and the geomagnetic storm activity increase, respectively. Indeed, lower values of $\theta$ (indicating more stable conditions) are found in close correspondence with geomagnetically disturbed periods. However, a clear difference emerges in terms of values: While $\theta_{\text{AL,min}} \sim 0.2$, $\theta_{\text{SYM-H,min}} \sim 0$, thus suggesting an increasingly persistent nature of fluctuations. This behavior can be related to the role of solar wind fluctuations during a geomagnetic storm, making the temporal variability of the SYM-H index more persistent especially during the main and the recovery phases of the storm [46,50–53]. This can be also associated with a smoother multifractal behavior pointing towards a reduction of stochasticity together with an increase in predictability of the system [40,41]. By further investigating the joint dynamical features of both geomagnetic indices (Figure 6c) we clearly demonstrate that the lower the geomagnetic activity (close to zero values of both SYM-H and AL), the more stochastic the nature of fluctuations (elevated $\theta$). As the geomagnetic activity increases, due to either a geomagnetic storm or magnetospheric substorm activity, the persistence of fluctuations increases as well, making the system dynamics more predictable. Thus, our findings suggest that the solar wind driving effect suppresses the stochastic nature of the geomagnetic activity, increasing the predictability of the system during the early phases of a geomagnetic storm, although introducing additional degrees of freedom. By contrast, the recovery phase seems to be mostly related to intrinsic mechanisms, restoring the stochastic near out of equilibrium nature of the magnetosphere–ionosphere system [6].

Figure 6. Instantaneous stability $\theta$ as a function of the values of both geomagnetic indices. Panels (a,b) refer to the individual time series, while panel (c) corresponds to the joint observations. The color map is saturated above 0.5 for visualization purposes.

4.3. Differences between Quiet and Storm Time Conditions

To further analyze possible differences between quiet and storm time conditions in a more systematic manner, we construct the histograms of values of $D$ and $\theta$ for different geomagnetic activity levels. Specifically, we distinguish three different conditions:
1. Group I: SYM-H > 10 nT;
2. Group II: −20 nT ≤ SYM-H ≤ 10 nT;
3. Group III: SYM-H ≤ −50 nT.

Figure 7 reports the histograms of the instantaneous dimensions $D$ for the three different geomagnetic activity levels. We find no significant dependence of the average values of $D_{AL}$ on the geomagnetic activity level, with $\langle D_{AL} \rangle \sim 3$, although lower values of the order of 1 – 2 are sporadically found during the initial phase of geomagnetic storms and quiet time intervals (i.e., SYM-H > −20 nT). On the other hand, the average values of $D_{SYM-H}$ decrease as the geomagnetic activity level increases, being larger than 3 during the initial phase of geomagnetic storms and quiet periods (Groups I-II), while close to 2 during geomagnetic storms (Group III). This is a clear reflection of the externally driven mechanisms due to the solar wind structure hitting the Earth’s magnetopause during a geomagnetic storm, thus reducing the active number of degrees of freedom and producing an overall self-organization of the magnetospheric dynamics during disturbed periods. A different behavior is observed when both indices are jointly investigated, with $\langle D_{AL}, D_{SYM-H} \rangle$ being lower during quiet periods than during geomagnetic storms. This appears to be consistent with the common view according to which intense geomagnetic storms are associated with a collection of multiple magnetospheric substorms [17–21]. The increased number of degrees of freedom during the initial phases of a geomagnetic storm could be related to the injection of ionospheric oxygen ions into the outer edge of the magnetospheric ring current [19], thus acting as a driving mechanism for geomagnetic storms.

By looking at the histograms of the instantaneous stability $\theta$ (see Figure 8) we can draw similar conclusions. Indeed, while the average values of $\langle \theta_{AL} \rangle$ are almost independent of the geomagnetic activity level, $\langle \theta_{SYM-H} \rangle$ decreases with the geomagnetic activity level. This can be again interpreted as an increasingly persistent nature of fluctuations, reflecting an increased self-organization of the overall magnetospheric activity during geomagnetic storms. This also suggests that the SYM-H index dynamics is characterized by an increased predictability during geomagnetic storms. This finding matches earlier observations [15] on the increase of the forecast horizon during a disturbed period, with a more chaotic nature of fluctuations during quiet periods [37]. Our findings support the theory that the near-Earth electromagnetic environment is a complex system far from an equilibrium.

4.4. Case Study: The Bastille Day Geomagnetic Storm

To further explore the concurrent effects and to disentangle them during the different phases of a geomagnetic storm, we select a specific period from our data set corresponding to the Bastille Day geomagnetic storm. Figure 9 reports the behavior of the co-dimension $D_{AL,SYM-H}$ (upper panel), the co-persistence $\theta_{AL,SYM-H}$ (middle panel), and the co-recurrence ratio $\alpha$ during the selected event, together with the temporal behavior of the AL index. An increase in the co-dimension and in the co-recurrence ratio $\alpha$ is evident during the initial and the main phase of the geomagnetic storm, thus suggesting that configurations with higher dimensions typically favor a stronger coupling between high and low latitude magnetospheric fluctuations. This can be linked to the outflow of oxygen ions from the high latitude ionosphere to the low latitude equatorial plasma sheet during the initial and the main phases of the geomagnetic storm, increasing the dimensionality of the global system. This is observed not only during the Bastille Day geomagnetic storm but also during the moderate geomagnetic activity period on 20 July, where an increase of $\alpha$ is found in close correspondence to the initial and main phase of SYM-H shifting towards negative values. These findings suggest that there is a non-negligible contribution to the observed variability coming from the internal dynamics of the magnetosphere–ionosphere system as a result of a complex interplay between processes and phenomena of internal origin activated by the triggering of external source processes. In the classical scenario of storm–substorm relations this could be explained via the outflow of high latitude oxygen ions (O$^+$) of ionospheric origin towards the magnetospheric ring current related to the activation of field-aligned currents [19]. This further supports the
view that geomagnetic storms, although mainly driven by solar wind changes, can also be understood as a collection of substorms [1,18], with the storm time ring current being mainly of terrestrial origin [17,19,21].

![Histograms of the instantaneous dimensions D as a function of the different geomagnetic activity levels: Group I (SYM-H > 10 nT), Group II (−20 nT ≤ SYM-H ≤ 10 nT), Group III (SYM-H ≤ −50 nT). Blue, orange, and yellow bars refer to $D_{AL}$, $D_{SYM-H}$, and $D_{AL, SYM-H}$, respectively. The average values and their uncertainties are reported in each panel for each $D$. The values of $D$ have been grouped into equidistant bins of size 0.2.](image-url)

**Figure 7.** Histograms of the instantaneous dimensions $D$ as a function of the different geomagnetic activity levels: Group I (SYM-H > 10 nT), Group II (−20 nT ≤ SYM-H ≤ 10 nT), Group III (SYM-H ≤ −50 nT). Blue, orange, and yellow bars refer to $D_{AL}$, $D_{SYM-H}$, and $D_{AL, SYM-H}$, respectively. The average values and their uncertainties are reported in each panel for each $D$. The values of $D$ have been grouped into equidistant bins of size 0.2.
Figure 8. Histograms of the instantaneous stability $\theta$ as a function of the different geomagnetic activity levels: Group I (SYM-H $>$ 10 nT), Group II ($-20$ nT $\leq$ SYM-H $\leq$ 10 nT), Group III (SYM-H $\leq$ $-50$ nT). Blue, orange, and yellow bars refer to $\theta_{\text{AL}}$, $\theta_{\text{SYM-H}}$, and $\theta_{\text{AL, SYM-H}}$, respectively. The average values and their uncertainties are reported in each panel for each $\theta$. The values of $\theta$ have been grouped into equidistant bins of size 0.05.
Figure 9. Behavior of the co-dimension $D_{AL,SYM-H}$ (upper panel), the co-persistence $\theta_{AL,SYM-H}$ (middle panel), and the co-recurrence ratio $\alpha$ during the Bastille Day geomagnetic storm across the SYM-H index. The time behavior of the AL index is reported in gray for comparison.

5. Discussion and Conclusions

This study provides a first attempt to jointly characterize the instantaneous nonlinear dynamical properties of two different geomagnetic indices by using some recently introduced methods of dynamical system theory [40,41]. In particular, we study the co-variation and recurrence statistics of the AL and SYM-H indices. One of the most significant findings emerging from this study is that the number of active degrees of freedom, required to describe the phase space dynamics of both indices, depends on the geomagnetic activity level. In addition, a completely different behavior is observed for high versus low latitude processes.

The univariate time series analysis has shown that when the magnetospheric substorm activity increases ($AL \lesssim -600$ nT), the active number of degrees of freedom at high latitudes increases clearly above the topological dimension of the considered reconstructed phase space. Conversely, a reduced number of degrees of freedom is observed during a geomagnetic storm at low latitudes. While the latter is the counterpart of a strong driving effect from externally driven fluctuations [13,46], the former is related to fast relaxation processes occurring in the magnetotail as intermittent coherent bursts mainly due to internal magnetospheric conditions [22]. Thus, both the high and the low latitude variability can be described in terms of a continuously perturbed stochastic system fluctuating around a non-equilibrium critical point, displaying spatiotemporal coherent features. The main difference between high and low latitude dynamics is related to the external-driving mechanisms. While the auroral activity is externally driven by the solar wind only, the enhancements of the equatorial ring current during disturbed periods are related to both the solar wind activity, during the early stages of a geomagnetic storm, and high latitude processes, mainly due to the outflow of high latitude oxygen ions ($O^+$) of ionospheric origin towards the magnetospheric ring current related to the activation of field aligned currents [19].

The bivariate time series analysis, offering us the opportunity of investigating time-dependent joint relations between both indices, has highlighted an increase of the co-dimension and the co-recurrence ratio during the initial and the main phase of a geomagnetic storm, thus suggesting that configurations with higher individual dimensions typically favor stronger coupling. Thus, a significant contribution to the observed variability comes from coupling mechanisms within the magnetosphere–ionosphere system. This could be the result of a complex interplay between processes and phenomena of internal
origin activated by the triggering of external source processes [19,22]. Our findings suggest that the solar wind driving effect suppresses the stochastic nature of the geomagnetic activity, thereby increasing the predictability of the system during the early phases of a geomagnetic storm, although introducing additional degrees of freedom. By contrast, the recovery phase seems to be mostly related to intrinsic mechanisms, restoring the stochastic near out of equilibrium nature of the magnetosphere–ionosphere system [6].

The emerging scenario is that of an increased overall self-organization of the magnetospheric dynamics during disturbed periods due to the externally driven mechanisms of solar wind origin. For instance, during the initial phase of a geomagnetic storm or during the occurrence of intense storms the increase in the active number of degrees of freedom supports the view according to which magnetospheric substorms contribute substantially to geomagnetic storm development [17–21]. The increased number of degrees of freedom, in this case, could be related to the injection of ionospheric oxygen ions into the outer edge of the magnetospheric ring current [19], thus acting as a sort of driving mechanism for geomagnetic storms. Thus, our observations support the idea that the near-Earth electromagnetic environment is a complex system far from an equilibrium.

Our findings can be also reconciled in the space weather framework. Indeed, the dynamical features of the near-Earth geospace depend on the number of considered components. When the geospace environment is described using just a single geomagnetic index we can only access a reduced subspace of the full phase space spanned by multiple variables. Describing the geospace via the SYM-H index means to gain information on low latitude processes, while describing the geospace via the AL index means to retrieve information on the dynamics of the westward electrojet. Taking into account both indices allows us to consider both high and low latitude processes and to gain more information on how the geospace conditions depend on different types of independent and coupled processes. This means that a deeper understanding of the role of geospace preconditioning and feedback is required to provide an accurate forecasting of space weather phenomena as well as an accurate estimation of space weather effects on infrastructure. This is only a preliminary step towards fully understanding the dynamics of the geospace environment. Further studies need to be carried out in order to validate the obtained results by analysing a wider set of geomagnetic indices (or even explicitly the ensemble of ground-based magnetometer recordings underlying the definition of these indices) and solar wind parameters, as well as various geomagnetic storms, and by investigating the role of the different scale-dependent components.
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The following abbreviations are used in this manuscript:

- CME: Coronal Mass Ejection
- GNSS: Global Navigation Satellite Systems
- HF: High Frequency
- SEP: Solar Energetic proton
- SMI: Solar wind-magnetosphere-ionosphere
- SSC: Sudden Storm Commencement
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