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Abstract—Network coding (NC), when combined with multi-path routing, enables a linear programming (LP) formulation for a multi-source multicast with intra-session network coding (MISNC) problem. However, it is still hard to solve using conventional methods due to the enormous scale of variables or constraints. In this paper, we try to solve this problem in terms of throughput maximization from an algorithmic perspective. We propose a novel formulation based on the extreme flow decomposition technique, which facilitates the design and analysis of approximation and online algorithms. For the offline scenario, we develop a fully polynomial time approximation scheme (FPTAS) which can find a \((1+\omega)\)-approximation solution for any specified \(\omega > 0\). For the online scenario, we develop an online primal-dual algorithm which proves \(O(1)\)-competitive and violates link capacities by a factor of \(O(\log m)\), where \(m\) is the link number. The proposed algorithms share an elegant primal-dual form and thereby have inherent advantages of simplicity, efficiency, and scalability. To better understand the advantages of the extreme flow decomposition approach, we devise delicate numerical examples on an extended butterfly network. We validate the effects of algorithmic parameters and make an interesting comparison between the proposed FPTAS and online algorithm. The results show that the online algorithm has satisfactory performance while keeping the overall link utilization acceptable compared with the FPTAS.
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I. INTRODUCTION

Among various potential benefits brought by Network Coding (NC), the most significant one is to maximize the multicast throughput in wired networks, or to improve the reliability and hence the unicast throughput in wireless networks [23]. NC and multi-path routing are essential to formulate a multi-source multicast optimization problem with Intra-Session Network Coding (ISNC) to a Linear Program (LP) based on the classical Multi-Commodity Flow (MCF) models [11]. Even so, the LP is hard to solve using conventional methods due to the enormous scale of variables or constraints. Naturally, this area of research divides into two major classes: Single-source multicast with ISNC (SISNC) and Multi-source multicast with ISNC (MISNC).

There are volumes of research outputs that optimize multicast performance or analyze the user behaviors in SISNC, while few attention has been paid to the fundamental MISNC problem due to its computation complexity. It is therefore significant to design efficient algorithms that can exactly or approximately solve the LP problem.

In our prior work [1], as shown in Fig. 1, we demonstrate that the original MISNC problem can be solved in a two-level decomposition framework. At the upper level, a multi-source multicast is decomposed into a series of single-source multicast and at the lower level, each single-source multicast is further decomposed into a series of unicast. The solution is by nature an exact algorithm features a design philosophy of trading time for space. In this paper, however, we investigate the MISNC problem from the perspective of how to efficiently obtain approximate solutions, which features a design philosophy of trading accuracy for time and space. Moreover, the sequential processing structure enables an online implementation which has great realistic significance. Also, we focus on the upper level in this paper due to practical consideration and analytical tractability. In summary, we aim to tackle the following challenges.

- How to establish computationally tractable model to maximize the multicast throughput by leveraging the linear structural properties of ISNC?
- Further, how to design efficient algorithms to approximately solve the model with performance guarantees in both offline and online scenarios?

The problems are non-trivial due to the fact that the MISNC problem cannot be formulated into path-based or tree-based models using conventional methods, and thus cannot be solved by adapting from existing algorithms designed for general MCF problems without NC. More importantly, it is still unclear how to choose a set of multiple multicast trees that is optimal for the objective function [23]. The reasons for this are two-fold: first, the number of multicast trees in a network can be exponentially large; second, the link sharing relationship between different trees caused by NC is intractable [23].

Inspired by the facts that a min-cost SISNC problem can be efficiently solved in a distributed or parallel manner [11], [9], and that a min-cost computation module is convenient to be integrated into a primal-dual scheme [15], [22], we formulate the MISNC problem based on the extreme flow decomposi-
tion technique [13] and develop primal-dual algorithms with guaranteed worst case performance for both offline and online settings. Specifically, the contributions are as follows.

- We propose a novel optimization formulation based on the extreme flow decomposition for the MISNC problem, which facilitates the design and analysis of approximation and online algorithms.
- For the offline setting, we develop a fully polynomial time approximation scheme (FPTAS) which can find a \((1+\omega)\)-approximation solution for any specified \(\omega > 0\) in time that is a polynomial function of the network size.
- For the online setting, we develop online algorithms with exact and approximate min-cost computation modules, respectively. Both of them are designed in a primal-dual style and prove to be \(O(1)\)-competitive and violate link capacities by a factor of \(O(\log m)\), where \(m\) is the link number.
- We prove the performance bounds for the proposed algorithms and, to better understand the advantages of the extreme flow decomposition, we devise delicate numerical examples on a prototype network to illustrate the effects of the algorithmic parameters and make a direct comparison between the FPTAS and the online algorithm.

The rest of this paper is organized as follows. We review related work in Section II. We introduce the system model and assumptions in Section III. We formulate the offline and online MISNC problems and develop approximation and online algorithms in Sections IV and V, respectively, followed by the crucial min-cost computation modules in Section VI. We then present numerical examples in Section VII. Finally, we conclude in Section VIII. All proofs are presented in the appendix. Main notation is summarized in Table I.

II. RELATED WORK

A. Intra-Session Network Coding (ISNC)

ISNC is recently attracting public attention with the proliferation of new generation of wireless networks. Xu et al. [28] employ network coding and coalition game theory to jointly optimize the network throughput and content service satisfaction degree in mobile edge computing networks. Wang et al. [27] propose a cooperative multicast for layered streaming in a heterogeneous D2D-enhanced cellular network. Malathy et al. [26] present a mixed routing scheme which combines network coding and backpressure routing in a large-scale IoT network. In this scheme, network coding is used to minimize the network congestion, reduce the redundant packets, and enhance the throughput. Zhu et al. [30] propose a Miss-and-Forward paradigm for ISNC, where a relay node is assigned to exploit the space diversity. ISNC is also combined with the opportunistic routing to improve the reliability and throughput in multi-hop wireless networks [29].

Regarding the wired networks, existing works mainly focus on the SISNC problems partly because of the tractable scale of LP formulations for such case [4]–[6]. These works can be roughly classified into two categories. First, all the receivers of a multicast are assumed to cooperate with each other to reach some global traffic engineering objectives, such as minimum cost, maximum throughput, minimum Maximum Link Utilization (MLU). Second, each multicast receiver is assumed to be selfish and greedily routes its flows, thus whether there exists an equilibrium needs to be considered.

The considered MISNC problem falls into the first class and for this problem, only heuristics [2], approximation algorithms [8] with no desirable performance guarantees, and suboptimal solutions [9] are proposed. In [1], we formulated an LP for the MISNC problem in order to minimize the MLU. We then presented a dual-dual decomposition approach [10] whereby the original problem is decomposed into a series of minimum-cost flow subproblems plus a centralized computation. As such, the subproblems can be efficiently solved in a parallel or decentralized manner.

Essentially, the key components are all to solve a set of multicast optimization problems. The decomposition in [11] occurs in spatial dimension, where multiple multicast requests can be processed simultaneously by different computation entities, or can of course be processed sequentially by the same computation entity. In this paper, the decomposition occurs in temporal dimension, where multiple multicast requests must be processed sequentially, although the order is not important. On the other hand, the decomposition method in [11] is by nature an exact algorithm which aims to trade time for space. The centralized computation part involves a somewhat inefficient subgradient iteration module over a convex set. The proposed algorithms in this paper are by nature approximation algorithms which sacrifice accuracy for computation efficiency. We can use an appropriately chosen parameter to reach a trade-off in practice. In both of the two decomposition methods, however, the updates of dual link weights at the upper level should be executed in a centralized manner.

B. Primal-Dual Algorithms for Network Flow Problems

The primal-dual scheme has been employed to solve a variety of MCF-based network flow problems [7], including both approximation algorithms and online algorithms. According to the problem structures, different meta-structures, i.e., the basic routing units, are taken into account, see Table II.

A long line of works have addressed the design of FPTAS for MCF under unicast scenarios [12], [21], [22]. For multicast, Sengupta et al. [14] develop a family of FPTASs that can maximize multicast streaming capacity and corresponding multicast trees in node capacitanced P2P networks. The algorithms involve smallest price tree construction in the innermost loops. Kodialam et al. [15], [16] adapt the FPTAS to maximize the achievable rates in multi-hop wireless networks by jointly considering routing and scheduling problems. The major difference is that the capacity constraint is specially designed for the wireless mesh nodes, and is flexible enough to handle various wireless interference conditions and channel models. Bhatia et al. [17] present FPTAS to maximize the throughput with fast restoration against link and node failures. However, the generic path, used as the meta-structure, is no longer a simple path but consists of a primary path and a backup detour.
Agarwal et al. formulate the SDN controller optimization problem for traffic engineering with evolutionary deployment of SDN routing devices and develop an FPTAS for solving the problem. In recent years, many works extend the shortest-path or min-cost tree-based algorithms to design policy-aware routing algorithms that steer network flows through predefined service function chains under network function virtualization environment in order to maximize the total flow demands. Bhata et al. design FPTAS and online primal-dual algorithms to determine the optimal parameters for segment routing in both offline and online settings, and also consider the restoration from node or link failures.

Unlike the above works, we treat each SISNC as an MCF, or equivalently, a feasible extreme flow in the flow polytope. In this way, the proposed FPTAS features a two-level (phase-iteration) structure which outperforms the three-level (phase-iteration-step) structures due to a substantial reduction in the number of loops as well as in running time. The proposed online algorithm also benefits from this and thus achieve a desirable network throughput because multipath routing is inherently supported.

III. System Model

Let $G = (V, E)$ be a directed network, where $V$ is the node set and $E$ is the link set. The number of nodes and links are denoted by $n$ and $m$, respectively. There are a set of multicast requests $R$ to be transmitted through the network. Each request $r \in R$ is associated with one source $s_r \in V$ and a set $T_r \subseteq V$ of receivers. We assume that all receivers in $T_r$ receive service at the same rate $d_r$ from $s_r$.

A. Intra-Session Network Coding (ISNC)

To focus on the major challenges, we make the following assumptions in this paper.

- Solving the problem includes two decoupled stages: first, computing the routing subgraph; second, determining the random coding scheme on the routing subgraph.
- We concentrate on the former and do not go deep into the coding details.
- We assume that NC is only allowed within a multicast request (ISNC) and disallowed among different multicast requests because of the impracticability and computational intractability.

Under the second assumption, the MISNC model can be viewed as a group of SISNC coupled by link capacity constraints. The following theorem summarizes the most important property for an SISNC.

**Theorem 1:** In a directed network with network coding, a multicast rate is feasible if and only if it is feasible to each receiver independently. When using random linear coding schemes, there is a fully decentralized approach to achieve the min-cost multicast with strictly convex cost functions.

**Proof:** Refer to [6].

B. Extreme Flow Decomposition

We adapt some definitions on the extreme flow decomposition to our problem as follows.

### TABLE I

| Notation | Description |
|----------|-------------|
| $G = (V, E)$ | A directed network where $V$ represents the node set and $E$ the link (edge) set. |
| $n, m$ | Node number and link number of $G$, respectively. |
| $r$ | Request $r$. |
| $R, |R|$ | Request set $R$ and its cardinality. |
| $s_r, T_r$ | Source node and target node set of request $r$. |
| $d_r$ | Size of request $r$. |
| $c_e$ | Capacity of link $e$. |
| $\Pi_r$ | Flow polytope for request $r$. |
| $V(\Pi_r)$ | Set of extreme flows (extreme points) of $\Pi_r$. |
| $f_e$ | Flow value that an extreme flow $f$ imposes on link $e$. |
| $x'_r$ | Flow amount of request $r$ routed as a scaled extreme flow $f$. |
| $X_f$ | Integer indicating whether a request $r$ has been accepted to route as a scaled extreme flow $f$. |
| $x_e$ | Total flow value on link $e$. |
| $p_e$ | Dual variable associated with each link $e$. |
| $z_r$ | Dual variable associated with each request $r$. |
| $\lambda$ | Maximum multiplier such that multicast rate $\lambda d_r$ can be supported for $r$. |
| $\epsilon$ | Global tunable parameter of FPTAS. |
| $\phi$ | Global tunable parameter of online algorithm. |
| LP | Linear program. |
| MCF | Multi-commodity flow. |
| ISNC | Intra-session network coding. |
| SISNC | Single-source multicast with ISNC. |
| MISNC | Multi-source multicast with ISNC. |
| FPTAS | Fully polynomial time approximation scheme. |

### Definition 1:
For each multicast request $r = (s_r, T_r, d_r)$, $\Pi_r$ denote the flow polytope of unit flows $f$ (i.e., $|f| = 1$) from $s_r$ to $T_r$ in $G$ that satisfy: $f_e \leq \frac{z_r}{d_r}, \forall e$. We say that request $r$ is feasible if $\Pi_r \neq \phi$.

### Definition 2:
The set of extreme flows (extreme points) of $\Pi_r$ is denoted by $V(\Pi_r)$. Each extreme point represents a feasible flow which must saturates some links. Any feasible flow can be represented by the linear combination of extreme flows.

The comparison of various decomposition methods is given in Table I. When designing a primal-dual algorithm, the path or tree decomposition has a three-level (phase-iteration-step) structure, while the extreme flow decomposition has a two-level (phase-iteration) structure.

IV. Offline Network Throughput Maximization

In the offline setting, we assume all the multicast requests are known in advance. The objective is to simultaneously maximize the multicast throughput of all the requests. We first present the offline formulation and then develop an approximation algorithm.

A. Problem Formulation

Similar to the well-known maximum concurrent flow problem, the objective is to find the largest $\lambda$ such that there is an MCF which routes at least $\lambda d_r$ for all requests $r$. Thus,
the problem can be formulated as the following LP.

\[
\begin{align*}
\text{max } & \quad \lambda \quad (P_{\text{off}}) \\
\text{s.t. } & \sum_{f \in V(\Pi_r)} y_f \geq \lambda d_r, \quad \forall r. \\
& \sum_{r} f_e y_f \leq c_e, \quad \forall e. \\
& y_f \geq 0, \quad \forall r, \forall f \in V(\Pi_r), \quad \lambda \in \mathbb{R}.
\end{align*}
\]

Similar to a typical MCF formulation, constraints (1) and (2) imply the flow conservation and capacity limitation, respectively. By associating a price \( p_e \) with each link \( e \) and a weight \( z_r \) with each request \( r \), we write the dual to the above LP as:

\[
\begin{align*}
\text{min } & \quad D(p) := \sum_e p_e c_e \quad (D_{\text{off}}) \\
\text{s.t. } & \sum_e p_e f_e \geq z_r, \quad \forall r, \forall f \in V(\Pi_r). \\
& \sum_r z_r d_r \geq 1. \\
& z_r \geq 0, \quad \forall r. \\
& p_e \geq 0, \quad \forall e.
\end{align*}
\]

Recall that a flow polytope may have exponentially many vertices. Thus in the worst case, there could be at most exponential number of variables in \( (P_{\text{off}}) \). As far as we know, no tractable general-purpose LP solver can be directly applied to such problem even for a medium sized network.

### B. Approximation Algorithm

We design an FPTAS to solve the problem. The FPTAS is a primal-dual algorithm which includes an outer loop of a primal-dual update and an inner loop of min-cost MCF path computation.

The algorithm to solve the problem starts by assigning a precomputed price of \( \frac{2}{\lambda} \) to all links \( e \).

The algorithm proceeds in phases. In each phase, we route \( d_r \) units of flow from node \( s_r \) to \( T_r \) for each multicast request \( r \). A phase ends when all multicast requests are routed.

The flow of value \( d_r \) of request \( r \) is routed from \( s_r \) to \( T_r \) in multiple iterations as follows. In each iteration, a min-cost MCF path with unit request size from \( s_r \) to \( T_r \) that minimizes the left-hand side of constraint (3) under current link prices is computed.

The path is computed in Section VI. The amount of flow sent along this path in an iteration is \( d_r \).

After the flow of value \( d_r \) is sent along the MCF path, the flow value and the link price at each link along the path \( f^* \) are updated as follows:

1) Update the flow value \( x_e \) as

\[
x_e \leftarrow x_e + f^*_e d_r
\]

2) Update the link prices \( p_e \) as

\[
p_e \leftarrow p_e \left( 1 + \frac{f^*_e d_r}{c_e} \right)
\]

The update happens after each iteration associated with routing a complete request \( d_r \). The algorithm terminates when the dual objective function value \( D(p) \) becomes less than one.

When the algorithm terminates, dual feasibility constraints will be satisfied. However, link capacity constraints in the primal solution will be violated, since we were working with the original (not the residual) link capacities at each stage. To remedy this, we scale down the traffic at each link uniformly so that the link capacity constraints are satisfied.

Note that unlike the existing three-level FPTASs, FPTAS ISNC needs not to compute a bottleneck, or maximum allowable flow rate in the flow value update since in the Min-Cost SISNC Computation module the link capacities have been scaled down by a factor \( d_r \).

**Theorem 2:** For any specified \( \omega > 0 \), Algorithm 1 computes a \((1+\omega)\)-approximation solution. If the algorithmic parameters are \( \epsilon(\omega) = 1 - (1 + \omega)^{-\frac{1}{\omega}} \) and \( \delta(\omega) = \left( \frac{1 + \omega}{\omega} \right)^{\frac{1}{\omega}} \), the running time is \( O \left( \frac{|R| \log |R|}{\epsilon} \log_{1+\omega} \frac{m}{1-\epsilon} T_{\text{NC}} \right) \), where \( T_{\text{NC}} \) is the time required to compute a min-cost unit MCF for SISNC.

**Proof:** See Appendix.

**Algorithm 1** FPTAS for MISNC

**Input:** \( p_e \leftarrow \frac{2}{\lambda}, \forall e; x_e \leftarrow 0, \forall e; \rho \leftarrow 0 \)

**while** \( D(p) < 1 \) **do**

**for** \( \forall r \in R \) **do**

Invoke Algorithm 4 to compute the min-cost unit MCF from \( s_r \) to \( T_r \) in \( G \) under the link price system \( p \).

**for** \( \forall e \in f^* \) **do**

\[
x_e \leftarrow x_e + f^*_e d_r
\]

\[
p_e \leftarrow p_e \left( 1 + \frac{f^*_e d_r}{c_e} \right)
\]

**end for**

\[
\rho \leftarrow \rho + 1
\]

\[
D(p) \leftarrow \sum e \quad p_e c_e
\]

**end while**

\[
x_e = \frac{x}{\log_{1+\omega} \lambda}, \forall e
\]

\[
\lambda = \frac{2}{\log_{1+\omega} \lambda}
\]

**Output:** \( x_e, \lambda \)
V. ONLINE NETWORK THROUGHPUT MAXIMIZATION

In the online setting, the multicast requests arrive one by one without the knowledge of future arrivals. The objective is to accept as many multicast requests as possible. We first formulate the online problem and then develop an online primal-dual algorithm.

A. Problem Formulation

Based on the maximum multicommodity flow problem [22], the online problem can be formulated as the following ILP.

\[
\begin{align*}
\max & \quad \sum_r d_r \sum_{f \in V(\Pi_r)} X^f_r \\
\text{s.t.} & \quad \sum_{f \in V(\Pi_r)} X^f_r \leq 1, \quad \forall r. \quad (5) \\
& \quad \sum_r d_r \sum_{f \in E(\Pi_r)} f_e X^f_r \leq c_e, \quad \forall e. \quad (6) \\
X^f_r & \in \{0, 1\}, \quad \forall r, \forall f \in V(\Pi_r).
\end{align*}
\]

Similarly to the offline formulation, constraints (5) and (6) imply the flow conservation and capacity limitation, respectively. The integer \(X^f_r\) indicates whether or not a request \(r\) has been accepted to route as a scaled extreme flow \(f\). We then consider the LP relaxation of this problem where \(X^f_r \in \{0, 1\}\) is relaxed to \(X^f_r \geq 0\). Note that \(X^f_r \leq 1\) is already implied by constraint (5). By associating a price \(p_e\) with each link \(e\) and a weight \(z_e\) with each request \(r\), we can write the dual to the above LP as:

\[
\begin{align*}
\min & \quad \sum_r z_r + \sum_e p_e c_e \\
\text{s.t.} & \quad z_r \geq d_r \left(1 - \sum_e p_e f_e\right), \quad \forall r, \forall f \in V(\Pi_r). \quad (7) \\
z_r & \geq 0, \quad \forall r. \\
p_e & \geq 0, \quad \forall e.
\end{align*}
\]

B. Online Algorithm

We design an online primal-dual algorithm which includes an outer loop of a primal-dual update and an inner loop of min-cost MCF path computation.

The algorithm to solve the problem starts by assigning a precomputed price of zero to all links \(e\).

The algorithm proceeds in iterations and each iteration corresponds to a request. Upon the arrival of a new request \(r\), we try to route \(d_r\) units of flow from node \(s_r\) to \(T_r\), for each multicast request \(r\).

In each iteration, a min-cost MCF path with unit request size \(s_r\) of requests \(r\) maximizes the right-hand side of constraint (7) under current link prices computed according to Section VI.

If the min-cost value is larger than one, the request is rejected. Otherwise, the request is accepted, and the entire flow \(d_r\) of request \(r\) is routed along the min-cost MCF path.

After the flow is sent, the flow value and the link price at each link along the path \(f^*\) are updated as follows:

1) Update the flow value \(X^f_r\) as

\[X^f_r' \leftarrow 1,\]

which implies \(X^f_r = 0, \forall f \neq f^*\) according to constraint (5).
2) Update the link prices \(p_e\) as

\[p_e \leftarrow p_e \left(1 + \frac{f^*_e d_e}{c_e} + \frac{\phi f^*_e d_e}{m c_e}, \phi > 0\right)\]

Parameter \(\phi\) is designed to provide a tradeoff between the competitiveness of the online algorithm and the degree of violation of the capacity constraints. That is, a smaller \(\phi\) leads to larger network throughput as well as a larger degree of violation on the link capacities [19].

Definition 3: If the MCF generated by an online algorithm is \(\alpha\)-competitive and violates the link capacity constraints by at most \(\beta\), the online algorithm is said to be \(\{\alpha, \beta\}\)-competitive. \(\alpha\) and \(\beta\) are also called competitiveness and violation ratio, respectively.

Theorem 3: Algorithm [2] is an all-or-nothing, non-preemptive, monotone, and \(\{O(1), O(\log m)\}\)-competitive, more specifically \(\{1 + \phi, \log \left(\frac{B \max_m}{\phi} + 1\right)\}\)-competitive, online algorithm.

Proof: See Appendix.

Algorithm 2 Online Algorithm for MISNC

Input: \(p_e \leftarrow 0, \forall e\)

while Upon the arrival of request \(r\) do

Invoke Algorithm 3 to compute the min-cost unit MCF from \(s_r\) to \(T_r\) in \(G\) under the link price system \(p\). Denote \(f^*\) as the min-cost unit MCF.

if \(L > 1\) then

Reject \(r\);

else

Accept \(r\);

\(X^f_r' \leftarrow 1\)

\[z_r \leftarrow d_r \left(1 - L\right)\]

for \(\forall \in f^*\) do

\[p_e \leftarrow p_e \left(1 + \frac{f^*_e d_e}{c_e} + \frac{\phi f^*_e d_e}{m c_e}, \phi > 0\right)\]

end for

end if

end while

Output: \(X^f_r\)

C. Online Algorithm with Flow Shifting

The modified online algorithm, as presented in Algorithm 3, has a similar structure to Algorithm 2. The parameters \(\eta, \sigma\) (and \(\sigma := \max \{\eta, \mu\}\)) will be determined in Section VI-B.

Theorem 4: Algorithm 3 is an all-or-nothing, non-preemptive, monotone, and \(\{O(1), O(\log m)\}\)-competitive, more specifically \(\{1 + \frac{\phi}{\sigma}, \sigma \log \left(\frac{B \max_m}{\phi} + 1\right)\}\)-competitive, online algorithm.

Proof: See Appendix.

It is obvious that Algorithm 3 has lower competitive ratio but higher violation ratio than Algorithm 2. However, the difference can only be reflected in theoretical analysis.
Algorithm 3 Online Algorithm for MISNC with Flow Shifting

Input: \( p_e \leftarrow 0, \forall e \)

while Upon the arrival of request \( r \) do

Invoke Algorithm 5 to compute the min-cost unit MCF from \( s_r \) to \( T_r \) in \( G \) under the link price system \( p \). Denote \( f^* \) as the min-cost unit MCF.

if \( L > \lambda \) then

Reject \( r \);

else

Accept \( r \);

\( X_f f \leftarrow 1 \)

for \( \forall e \in f^* \) do

\( p_e \leftarrow p_e \left( 1 + \frac{f_e d_e}{\sigma c} \right) + \frac{\phi f_e d_e}{\sigma c}, \) where \( \phi > 0 \).

end for

end if

end while

Output: \( X_f f \)

VI. MIN-COST SISNC COMPUTATION

For the primal-dual algorithms in both offline and online cases, efficiently computing a min-cost MCF for a given price system is the key module in each iteration. The min-cost NC multicast problem can be solved, either exactly or approximately, in many ways, such as optimization decomposition techniques or general LP solvers. In this section, we give an exact version of Min-Cost SISNC Computation in Algorithm 4 and an approximate version in Algorithm 5. The former is integrated into the FPTAS and the online algorithm while the latter is only for the online algorithm.

A. Exact Min-Cost SISNC Computation

According to [11, 6], the min-cost SISNC problem can be formulated as the following LP.

\[
\min \sum_{e} p_e f_e \quad (MNC)
\]

s.t. \[
\sum_{p_i \in P_i} f(p) = 1, \quad \forall i. \tag{8}
\]

\[
f_{i,e} := \sum_{e \in P_i} f(p) \leq f_e, \quad \forall i, \forall e. \tag{9}
\]

\[
f_e \leq \frac{\epsilon e}{d_e}, \quad \forall e. \tag{10}
\]

\[
f(p), \quad \forall p.
\]

\[
f_e, \quad \forall e.
\]

Constraint (8) follows the rule of flow conservation with unit flow request. The index \( i \) indicates a unicast from \( s_r \) to one of the multicast receivers \( i \in T_r \) and \( P_i \) represents the path set of this unicast. Constraint (9) means that the conceptual link flow \( f_{i,e} \) is constrained by the actual link flow \( f_e \). This constraint characterizes the NC multicast. Constraint (10) ensures that the actual link flow \( f_e \) is constrained by the scaled link capacity. Any feasible solution \( f_e \) of problem (MNC) constitutes a unit multicast flow polytope \( \Pi_r \) for request \( r \).

Algorithm 4 Exact Min-Cost SISNC Computation

Input: \( G; r; p \)

Solve the problem (MNC) by invoking the decomposition algorithm in [6] or using an LP solver.

The minimum cost of the unit MCF is:

\[
L := \min_{f \in \Pi_r} \sum_{e \in E} p_e f_e
\]

The min-cost unit MCF is:

\[
f^* := \arg \min_{f \in \Pi_r} L
\]

Output: \( f^*; L \)

B. Approximate Min-Cost SISNC Computation

Algorithm 5 is in essence an approximate algorithm. It produces a solution where the min-cost value \( L \) is at most \( \eta \) times the optimum and the link loads of \( f^* \) are at most \( \mu \) times the link capacities. In the following, we call it a \((\eta, \mu)\)-criteria algorithm. Based on this criteria, Algorithm 4 can be regarded as a \((1, 1)\)-criteria algorithm.

The core of Algorithm 5 is a simple flow shifting manipulation based on the outputs of Algorithm 4. Denote the number of paths from \( s_r \) to \( i \in T_r \) by \( w_i \). For each unicast from \( s_r \) to \( i \), shift the path flows smaller than \( \frac{1}{2w_i} \) to other flow paths from \( s_r \) to \( i \) according to the rules in [13].

end for

Update \( f^* \) and \( L \).

Output: \( f^*; L \)

Algorithm 5 Approximate Min-Cost SISNC Computation

Input: \( G; r; p \)

Solve the problem (MNC) by invoking the decomposition algorithm in [6] or using an LP solver.

The minimum cost of the unit MCF is:

\[
L := \min_{f \in \Pi_r} \sum_{e \in E} p_e f_e
\]

The min-cost unit MCF is:

\[
f^* := \arg \min_{f \in \Pi_r} L
\]

for \( \forall i \in T_r \) do

Shift the path flows smaller than \( \frac{1}{2w_i} \) to other flow paths from \( s_r \) to \( i \) according to the rules in [13].

end for

Update \( f^* \) and \( L \).

Output: \( f^*; L \)

Definition 4: Define the granularity \( F_{min} \) as the smallest link load value of \( f^* \) [13]. In both of Algorithm 4 and Algorithm 5, \( F_{min} \) is a constant.

Theorem 5: In Algorithm 5, \( F_{min} \) is lower bounded by \( \frac{1}{2w_{max}} \), i.e., \( F_{min} \geq \frac{1}{2w_{max}} \), where \( w_{max} = \max_{i \in T_r} w_i \). Further, Algorithm 5 is a \((2, 2)\)-criteria algorithm.

Proof: Refer to [13].

As can be seen in the Appendix, the introduction of granularity is to upper bound the dual link price variables, and implies that a flow between a node pair should not be split into too many tiny sub flows. This generally holds in practice and is indispensable to prove the primal feasibility of the online algorithm. The flow shifting operation is designed to
further lower bound the granularity for theoretical analysis and thereby makes Algorithm 3 less practical due to large implementation and computation overheads [13].

VII. Numerical Examples

Considering that the proposed algorithms prove to run in polynomial time and have provable worst case performance and that we hope to clearly show the flow distribution over all the network links for ease of analysis, we use a prototype network for the MISNC problem, see Fig. 2, which is modified from the classical butterfly network [1], [9]. We use this network because it can clearly shows the nature of ISNC. That is, it is enough to characterize the link sharing within the same multicast session and the link competition between different multicast sessions. More importantly, it is also convenient to verify the correctness of our solutions since the optimum can be easily computed.

All network links have the same capacities 100 and the same weights 1. There are two type of multicast requests \( r_1 \) and \( r_2 \) to be transmitted. The source node sets and sink node sets are \( s_{r_1} = \{1\} \), \( T_{r_1} = \{8, 10\} \) and \( s_{r_2} = \{2\} \), \( T_{r_2} = \{10, 12\} \), respectively.

![Fig. 2. Testing topology](image)

A. Offline Setting

Fig. 3 validates the parameter \( \epsilon \) in terms of the routing performance metric \( \lambda \) and the computation cost metric. The normalized computation time is defined as the ratio of real computation time to the real computation time when \( \epsilon = 0 \) (a commonly used setting in literature). In the offline setting, the request size is set as \( d_{r_1} = d_{r_2} = 150 \). Thus, the optimal value of \( \lambda \) is exactly 1.

In Fig. 3 we can see that when \( \epsilon \) decreases, \( \lambda \) grows linearly while the computation time grows exponentially. The setting \( \epsilon = 0.1 \) can reach a tradeoff between routing performance and computation cost.

B. Online Setting

Fig. 4 validates the parameter \( \phi \) in terms of the routing performance metric acceptance ratio and the resource cost metric violation ratio. The acceptance ratio is defined as the ratio of accepted number of requests to the total request number. The violation ratio is defined as the maximum ratio of the real flow amount on a link to its capacity over all links. It can be obviously seen that the performance bottleneck is link 10, which dominates the violation ratio.

In the online setting, we generate 100 requests for request type 1 and 100 requests for request type 2. Without loss of generality, we make these requests have equal size \( d_{r_1} = d_{r_2} = 1.5 \). All the 200 requests are randomly ordered and will be injected to the network one by one.

We reuse this request sequence in different \( \phi \) values for the sake of fairness. Each multicast request is injected in the network at the ingress node 1 or 2, and is accepted if received by node set \( \{8, 10\} \) or \( \{10, 12\} \), respectively.

From Fig. 4 if the capacity constraints are fully respected, the online algorithm when \( \phi = 4 \) can reach an acceptance ratio of around 0.8, which is entirely satisfactory for an online setting.

C. Comparison between the Two Settings

The two algorithms share a common primal-dual structure. The requests are processed one by one over a long time scale.
We make delicate parameter settings for ease of comparison when testing the two algorithms. Specifically, the total request size 100 in the online setting equals to that in the offline setting.

Fig. 5 compares the link utilization between the two algorithms. As a whole, the link utilization of the online algorithm is quite close to that of the FPTAS. The online algorithm when \( \phi = 1 \) accepts all the 200 requests at the cost of a noticable increase in link utilization, and thus in a violation ratio of around 1.2, with the bottleneck link 10.

Using the Taylor Formula, the inequality \((1 + x)^a \leq 1 + ax, \forall x, \forall a \in [0, 1]\) holds. Setting \( x = \epsilon \) and \( a = \frac{d_i^j l_i^j}{c_e} \leq 1 \), we have:

\[
1 > c_e p_e^{i-1,K} \geq \delta \prod_{i=1}^{l} (1 + \epsilon) \frac{d_i^j f_e^{i}}{c_e} = \delta (1 + \epsilon) \sum_{i=1}^{l} \frac{d_i^j f_e^{i}}{c_e} = \delta (1 + \epsilon)^K
\]

Hence, the lemma is proven.

\[ \kappa < \log_{1 + \frac{1}{\delta}} \]

**Lemma 2:** At the end of \( \rho \) phases in the FPTAS, we have

\[
\beta \leq \frac{\epsilon}{\rho - 1} \leq \frac{1 - \epsilon}{(1 - \epsilon) \ln \frac{1}{m\delta}}
\]

**Proof:** For a given \( p, z_j \) is the minimum cost of shipping \( d_j \) units of flow from \( s_j \) to \( T_j \) under price function \( p \); henceforth denoted by \( \text{mincost}_j(p) \), i.e.:

\[
\text{mincost}_j(p) = \min_{f \in \mathcal{V}(\Omega_j)} \sum_{e} p_e f_e
\]

Define

\[
\alpha(p) := \sum_{j=1}^{K} d_j \text{mincost}_j(p)
\]

\[
D(p^{i,j}) = \sum_{e} c_e p_e^{i,j} = D(p^{i,j-1}) + \epsilon d_j \sum_{e} p_e^{i,j-1} f_e^{i,j} = D(p^{i,j-1}) + \epsilon d_j \text{mincost}_j(p^{i,j-1})
\]

We now sum over all iterations during phase \( i \) to obtain:

\[
D(p^{i,K}) \leq D(p^{i,0}) + \epsilon \sum_{j=1}^{K} d_j \text{mincost}_j(p^{i,K}) = D(p^{i,0}) + \epsilon \alpha(p^{i,K}) = D(p^{i-1,K}) + \epsilon \alpha(p^{i,K})
\]

Since \( \beta \leq \frac{D(p^{i,K})}{\alpha(p^{i,K})} \), we have:

\[
D(p^{i,K}) \leq \frac{D(p^{i-1,K})}{1 - \frac{1}{\beta}}
\]

Using the initial value \( D(p^{i,0}) = m\delta \), we have for \( i \geq 1 \)

\[
D(p^{i,K}) \leq \frac{m\delta}{1 - \epsilon^i \rho^{(i-1)}} (1 - \epsilon)
\]

The last step uses the assumption that \( \beta \geq 1 \). The procedure stops at the first phase \( \rho \) for which

\[
1 \leq D(p^{\rho,K}) \leq \frac{m\delta}{1 - \epsilon^\rho \rho^{(\rho-1)}}
\]
which implies that

\[
\frac{\beta}{\rho - 1} \leq \frac{\epsilon}{(1 - \epsilon) \ln \frac{1}{m\delta}}.
\]

**Proof of Theorem 2:** The analysis of the algorithm proceeds as in [14], [22]. Since the constraints are based on extreme flows and are related to MISNC, the analysis is different.

1) Approximation ratio: We use \(\gamma\), the ratio of the dual to the primal objective function values, to upper bound and represent the approximation ratio. Then we have

\[
\frac{D}{P} := \gamma < \frac{\beta}{\rho - 1} \ln \frac{1}{m\delta}.
\]

Substituting the bound on \(\frac{\beta}{\rho - 1}\) from Lemma 2, we have

\[
\gamma < \frac{\epsilon}{(1 - \epsilon) \ln \frac{1}{m\delta}} = \frac{\epsilon}{(1 - \epsilon) \ln \frac{1}{m\delta}}.
\]

Setting \(\delta = (\frac{1}{m\epsilon})^{\frac{1}{\rho}}\), we have \(\gamma \leq (1 - \epsilon)^{-\frac{1}{3}}\).

Equating the desired approximation factor \((1 + \omega)\) to this ratio and solving for \(\epsilon\), we get the value of \(\epsilon\) stated in the theorem.

2) Running time: Using weak-duality from linear programming theory, we have

\[
1 \leq \gamma < \frac{\beta}{\rho - 1} \ln \frac{1}{m\delta}.
\]

Then the number of phases \(\rho\) is upper bounded by

\[
\rho = \left[ \frac{\beta}{\epsilon} \ln \frac{1}{m\delta} \right].
\]

Note that the number of phases derived above is under the assumption \(\beta \leq 2\). The case \(\beta > 2\) can be recast as \(1 \leq \beta \leq 2\) by scaling the link capacities and/or request sizes using the same technique in Section 5.2 of [22]. Then, the number of phases is at most \(2\rho \log |R|\). We omit the details here.

Since each phase contains \(|R|\) iterations, the total number of steps is at most

\[
2|R| \log |R| \rho = O\left(\frac{|R| \log |R|}{\epsilon} \ln \frac{m}{1 - \epsilon}ight).
\]

Multiplying the above by \(T_{NC}\), the running time of each iteration, proves the theorem.

**B. Proofs for Algorithm 2**

**Proof of Theorem 3:** The online algorithm is by nature an approximation algorithm, and the performance guarantee can be proved in three steps as in [22]. Since we use a multipath meta-structure (MCF) rather than a single-path meta-structure (path or walk) in the innermost loop of the algorithm, the proof, especially the competitive ratio analysis, is somewhat different.

1) Dual feasibility: We first show that the dual variables \(p_e\) and \(z_r\) generated in each iteration by the algorithm are feasible.

Let \(f^*\) denote the intermediate node that minimizes \(\sum_e p_e f_e\).

Setting \(z_r = d_r (1 - L)\) makes the constraints \(z_r \geq d_r \left(1 - \sum_e p_e f_e\right)\) hold for all feasible extreme flows. The subsequent increase in \(p_e\) will always maintain the inequality since \(z_r\) does not change.

2) Competitive ratio: During the iteration where request \(r\) is accepted, the increase in the primal function is:

\[
\Delta P = d_r.
\]

and the increase in the dual function is:

\[
\Delta D = z_r + \sum_e c_e \Delta p_e.
\]

Combining \(z_r = d_r (1 - L)\) and

\[
\sum_e c_e \Delta p_e = \sum_e c_e \left(\frac{f^*_r d_r}{c_e} + \frac{\phi r f^*_r}{c_e e}\right) = d_r \sum_e \left(\frac{f^*_r f_e}{c_e} + \frac{\phi r f^*_r}{c_e e}\right),
\]

we have

\[
z_r + \sum_e c_e \Delta p_e = d_r \left(1 + \frac{\phi e \sum_e f^*_e}{m}\right) \leq d_r (1 + \phi)
\]

The last inequality holds since \(\sum e f^*_e \leq m\).

Therefore, the competitive ratio can be calculated as:

\[
\frac{\Delta D}{\Delta P} = \frac{z_r + \sum_e c_e \Delta p_e}{d_r} \leq 1 + \phi \equiv O(1)
\]

3) Primal feasibility: We now show that the solution is almost\(^1\) primal feasible. The key of this step is to give the lower bound and upper bound of the link price \(p_e\).

Denote the link price \(p_e\) after request \(r\) has been accepted and processed by \(p(e, r)\), and the utilization of link \(e\) as

\[
\rho(e, r) := \frac{E(e, r)}{c_e}.
\]

First, we prove an lower bound of \(p(e, r)\):

\[
p(e, r) \geq \frac{\phi}{m} \left(e^{\rho(e, r) - 1} - 1\right)
\]

We use the induction method. According to the update rule of \(p_e\), we have:

\[
p(e, r) \geq p(e, r - 1) \left(1 + \frac{d_r f^*_r}{c_e} + \frac{\phi}{m} \frac{d_r f^*_r}{c_e}\right) \geq \frac{\phi}{m} \left(e^{\rho(e, r) - 1} - 1\right) \left(1 + \frac{d_r f^*_r}{c_e} + \frac{\phi}{m} \frac{d_r f^*_r}{c_e}\right) \geq \frac{\phi}{m} \left(e^{\rho(e, r) - 1} - 1\right)
\]

\(^1\)Here, almost means the link capacity constraint may be slightly, more exactly logarithmically, violated.
The last inequality follows from:
\[
\left(1 + \frac{d_r f^*_e}{c_e}\right) \approx e^{\frac{d_r f^*_e}{c_e}}
\]
and
\[
\rho(e, r) = \rho(e, r - 1) + \frac{d_r f^*_e}{c_e}
\]
Second, we prove an upper bound of \( p(e, r) \):
\[
p(e, r) \leq B
\]
After request \( r \) is accepted, the min-cost value \( L \leq 1 \). Then:
\[
p(e, r - 1)F_{\min} \leq L \leq 1
\]
According to the update rule of \( p(e, r) \) and \( \frac{d_r f^*_e}{c_e} \leq 1 \), we have:
\[
p(e, r) \leq \frac{1}{F_{\min}} \cdot 2 + \frac{\phi}{m} \cdot 1 = \frac{1}{F_{\min}} \cdot \frac{1}{m} \leq 1 + \frac{\phi}{F_{\min}} := B
\]
The last inequality follows from \( m \geq 1 \geq F_{\min} \). Combining the lower bound and the upper bound, we have:
\[
\frac{F(e, r)}{c_e} := \rho(e, r) \leq \log \left( \frac{Bm}{\phi} + 1 \right) = O(\log m)
\]
\[\square\]
\[\text{C. Proofs for Algorithm 3}\]
\[\text{Proof of Theorem 4:} \] Although the proof is similar to that of Theorem 2, we still present it here for completeness.

1) Dual feasibility: Setting \( z_r = d_r \left(1 - \frac{\phi}{m}\right) \) makes the dual constraints \( z_r \geq d_r \left(1 - \sum_e p_e f_e \right) \) hold for all feasible extreme flows. The subsequent increase in \( p_e \) will always maintain the inequality since \( z_r \) does not change.

2) Competitive ratio: During the iteration where request \( r \) is accepted, the increases in the primal and dual objectives are:
\[
\Delta P = d_r
\]
and
\[
\Delta D = z_r + \sum_e c_e \Delta p_e.
\]
Combining \( z_r = d_r \left(1 - \frac{\phi}{m}\right) \) and
\[
\sum_e c_e \Delta p_e = \sum_e c_e \left( p_e \frac{f^*_e d_r}{\sigma c_e} + \frac{f^*_e d_r}{m \sigma c_e} \right)
\]
\[
= d_r \sum_e \left( \frac{p_e f^*_e}{\sigma} + \frac{f^*_e}{m \sigma} \right),
\]
we have
\[
z_r + \sum_e c_e \Delta p_e = d_r \left(1 + \frac{\phi}{\sum_e f^*_e / \sigma} \right)
\]
\[
\leq d_r \left(1 + \frac{\phi}{\sigma} \right)
\]
Therefore, the competitive ratio can be calculated as:
\[
\frac{\Delta D}{\Delta P} = \frac{z_r + \sum_e c_e \Delta p_e}{d_r} \leq 1 + \frac{\phi}{\sigma} = O(1)
\]
3) Primal feasibility: Denote the scaled utilization of link \( e \) as
\[
\rho(e, r) := \frac{F(e, r)}{\sigma c_e}
\]
First, we prove an lower bound of \( p(e, r) \):
\[
p(e, r) \geq \frac{\phi}{m} \left[ e^{\rho(e, r)} - 1 \right]
\]
We use the induction method. According to the update rule of \( p_e \), we have:
\[
p(e, r) \geq p(e, r - 1) \left(1 + \frac{d_r f^*_e}{\sigma c_e} \right) + \frac{\phi}{m} \left[ e^{\rho(e, r)} - 1 \right]
\]
The last inequality follows from:
\[
\left(1 + \frac{d_r f^*_e}{\sigma c_e} \right) \approx e^{\frac{d_r f^*_e}{\sigma c_e}}
\]
and
\[
\rho(e, r) = \rho(e, r - 1) + \frac{d_r f^*_e}{\sigma c_e}
\]
Second, we prove an upper bound of \( p(e, r) \):
\[
p(e, r) \leq B
\]
After request \( r \) is accepted, \( L \leq \lambda \). Then:
\[
p(e, r - 1)F_{\min} \leq L \leq \lambda
\]
Following the update rule of \( p(e, r) \) and \( \frac{d_r f^*_e}{\sigma c_e} \leq 1 \), we have:
\[
p(e, r) \leq \frac{\lambda}{F_{\min}} \cdot 2 + \frac{\phi}{m} \cdot 1 = \frac{2\lambda}{F_{\min}} + \frac{\phi}{m} \leq \frac{2\lambda + \phi}{F_{\min}} := B
\]
Combining the lower bound and the upper bound, we have:
\[
\rho(e, r) \leq \log \left( \frac{Bm}{\phi} + 1 \right) = O(\log m)
\]
Thus,
\[
\frac{F(e, r)}{c_e} = \sigma \rho(e, r) = O(\log m)
\]
\[\square\]
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