Dynamics of dipoles and vortices in non-linearly-coupled three-dimensional field oscillators
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The dynamics of a pair of harmonic oscillators (HOs) represented by three-dimensional fields coupled by a repulsive cubic nonlinearity is investigated through direct simulations of the respective field equations, and with the help of the finite-mode Galerkin approximation (GA), which represents the two interacting fields by a superposition of \(3+3\) HO \(p\)-wave eigenfunctions with orbital and magnetic quantum numbers \(l = 1\) and \(m = 1, 0, -1\). The system can be implemented in binary Bose-Einstein condensates, demonstrating a potential of the atomic condensates for emulating various complex modes predicted by classical field theories. First, the GA very accurately predicts a \textit{broadly degenerate} set of the system’s ground states in the \(p\)-wave manifold, in the form of complexes built of a dipole coaxial with another dipole or vortex, as well as complexes built of mutually orthogonal vortices. Next, pairs of non-coaxial vortices and/or dipoles, including pairs of mutually perpendicular vortices, develop remarkably stable dynamical regimes, which feature periodic exchange of the angular momentum and periodic switching between dipoles and vortices. For a moderately strong nonlinearity, simulations of the coupled field equations agree very well with results produced by the GA, demonstrating that the dynamics is accurately spanned by the set of six modes limited to \(l = 1\).

I. INTRODUCTION

The study of diverse complex three-dimensional (3D) modes, such as spinning solitons and vortex rings \cite{1}, knots \cite{2}, hopfions \cite{3}, and skyrmions \cite{4} is one of central topics in the classical field theory \cite{5}. In addition to the well-known applications of skyrmions to low-energy hadron physics \cite{6}, states approximated by the field-theory modes can be identified in ferromagnets and ferroelectrics \cite{7}, superconductors \cite{8}, and semiconductors \cite{9}.

An exceptionally clean and well-controlled implementation of various modes predicted in the field theory is offered by atomic Bose-Einstein condensates (BECs). In particular, the possibility of the creation of BEC skyrmions was predicted in a number of settings \cite{10} and realized experimentally \cite{11}. Also predicted were settings appropriate for the creation of atomic knots \cite{12} and hopfions \cite{13}, and the experimental creation of monopoles was recently reported in Ref. \cite{14}.

This topic is closely related to the general problem of the creation of 2D and 3D self-trapped modes in nonlinear media (often considered as solitons), which also finds many physically relevant ramifications \cite{15}, \cite{16}, especially in nonlinear optics and matter-wave dynamics in BECs. In addition to the great significance to fundamental studies in these fields, 2D optical solitons may be used as bit carriers in all-optical data-processing schemes \cite{17}, and 3D matter-wave solitons are expected to provide a basis for precise interferometry \cite{18}.

The objective of this work is to demonstrate that a 3D two-component system, which can be readily implemented in BEC, makes it possible to create new nontrivial bound states and robust dynamical regimes, built of coaxial or mutually perpendicular dipole modes or vortices in the two components, that are of definite interest as field-theory modes, and, simultaneously, suggest novel possibilities for the experimental emulation of the field-theory settings in atomic BEC. Although the overall 3D nonlinear-field dynamics seems complex enough (remaining regular, rather then getting chaotic), a remarkable fact is that it can be very accurately represented by a six-mode Galerkin approximation (GA), which, in turn, admits an essentially analytical investigation. This finding suggests that the projection onto an appropriately chosen GA may be useful in other nonlinear field-theory models too.

Getting back to the introduction into the general topic, it is relevant to mention that the creation of multidimensional solitons is often complicated by the fact that such states, usually supported by the cubic self-focusing nonlinearity, are subject to instability caused by the wave collapse (critical and supercritical collapse in 2D and 3D, respectively) \cite{19}. Multidimensional vortex solitons, alias vortex rings, in cubic media are vulnerable to a still stronger splitting instability induced by modulational perturbations in the azimuthal direction \cite{15}. These instabilities may be suppressed by means of periodic potentials (lattices), as was predicted theoretically \cite{20} and demonstrated in the experiment \cite{21}; very recently, it was also predicted that the spin-orbit coupling can stabilize 2D \cite{22} and 3D \cite{23} solitons in two-component systems.

Such physical media are modeled by the non-relativistic nonlinear Schrödinger equation, alias Gross-Pitaevskii
equation (GPE) \[24\], for the corresponding photonic or atomic mean-field wave function \( \Phi (r, t) \), where \( r = (x, y, z) \) and \( t \) are appropriately scaled spatial coordinates and time:

\[
\dot{i} \frac{\partial \Phi}{\partial t} = -\nabla^2 \Phi + U(r) \Phi + \sigma |\Phi|^2 \Phi.
\]  

(1)

In this equation, \( \nabla^2 \) is the 3D Laplacian, \( U(r) \) is the trapping potential, and \( \sigma = -1 \) or +1 corresponds to the self-focusing or defocusing (repulsive) sign of the cubic interaction. In particular, in the case of axially symmetric \( D \)-species self-interactions may be neglected. We predict experimentally observable stationary and dynamical modes by systematic simulations and, in parallel, making use of the above-mentioned six-mode GA. The approach developed here is similar to its well-known applications of the GA in hydrodynamics [33], projecting the coupled GPEs into vortices and vice versa.

A novel approach for the creation of self-trapped modes was proposed in Ref. [25]: A spatially inhomogeneous repulsive cubic nonlinearity, whose local strength in the space of dimension \( D \) grows from the center to periphery faster than \( r^D \) (\( r \) is the radial coordinate), supports extremely robust and diverse families of solitons, multipoles, fundamental and composite solitary vortices, and hopfions for \( D = 1, 2, 3 \) [26]. This type of the nonlinearity modulation belongs to the general class of the nonlinear pseudopotentials, which can be induced by various techniques in optics for \( D = 1, 2 \), and in BEC for \( D = 3 \) too [16].

On the other hand, it was demonstrated in detail theoretically that the usual 2D and 3D settings, which combine spatially uniform cubic self-repulsion and an isotropic harmonic-oscillator (HO) trapping potential, readily give rise to various bound states, including trapped vortices [27] as well as vortex clusters and dipoles [28]. The formation of vortices in optics and BEC was reported in many experimental works [29], see also review [30]. The stability of the vortices in these settings is essentially secured by the fact that the repulsive nonlinearity does not give rise to modulational instability.

Multi-component BECs with repulsive self- and cross-interactions (usually, they are realized as mixtures of different hyperfine atomic states of the same species) may also give rise to stable vortices [31] and, furthermore, to the above-mentioned matter-wave skyrmions [10, 11] and monopoles [14]. Further, the studies of two-component systems suggest that two identical 3D GPEs coupled by the repulsive interaction, each with an isotropic HO trapping potential, may be used as a simple model for the analysis of nontrivial dynamical regimes, such as interaction of non-coaxial (or, more specifically, mutually perpendicular) trapped vortices or dipoles initially created in the two wave fields. This possibility was recently proposed in Ref. [32] were stable vortices having orthogonal vortex lines and trapped in a HO trap were found. If initially the modes deviate from the stationary state, the nonlinear repulsive interactions lead to smooth dynamics representing torque-free precession with nutations. The model was studied under the condition that the inter-species repulsion was weaker than the self-repulsion in each component. In this case, it was concluded that the system is robust with respect to variation of parameters.

In the present work we address a system of two GPEs which is dominated by intra-species repulsion, while the intra-species self-interactions may be neglected. We predict experimentally observable stationary and dynamical modes by means of systematic simulations and, in parallel, making use of the above-mentioned six-mode GA. The approach developed here is similar to its well-known applications of the GA in hydrodynamics [33], projecting the coupled GPEs for two mean-field wave functions onto the truncated dynamical system. The six-mode truncation approximates each wave function by a combination of three \( p \)-wave eigenfunctions of the 3D HO, with orbital quantum number \( l = 1 \) and magnetic quantum numbers \( m = -1, 0, +1 \), assuming that the axes which define the two triplets of the eigenfunctions are mutually perpendicular. The accuracy provided by the GA turns out to be surprisingly high, provided that the nonlinear interaction is not too strong (at certain threshold of nonlinear interaction strength a deviation from the GA is observed due to generation of components with \( l > 1 \)). In particular, fixed points (FPs) of the GA provide for a very good approximation for quasi-stationary states of the coupled GPE system. Taking sets of non-coaxial dipoles or vortices in the two wave fields as initial states, their nonlinear interaction leads, in the framework of the GPEs and GA alike, to remarkably robust dynamical regimes, which are characterized by a periodic exchange of the angular momentum between the two field components and a periodic switch of their structure, with the dipoles transforming into vortices and vice versa.

The model and GA are introduced in Sec. II which is followed by the analysis of the GA’s FPs in Sec. III. In the same section, we also produce (energy-degenerate) ground states (GSs) of the coupled GPEs in the \( p \)-wave manifold, which are very accurately predicted by the FPs of the GA. In Sec. IV we present systematic results for the dynamics of pairs of non-coaxial nonlinearly coupled dipoles and/or vortices. The paper is concluded by Sec. V.
II. THE MODEL AND THE GALERKIN APPROXIMATION

The scaled form of the underlying system of the coupled 3D GPEs with the repulsive interaction between the two wave functions, \( \Phi \) and \( \Psi \), and the isotropic HO potential, represented by terms \( \sim r^2 \), is

\[
\begin{align*}
\frac{i}{\hbar} \frac{\partial \Phi}{\partial t} &= -\nabla^2 \Phi + r^2 \Phi + |\Psi|^2 \Phi, \\
\frac{i}{\hbar} \frac{\partial \Psi}{\partial t} &= -\nabla^2 \Psi + r^2 \Psi + |\Phi|^2 \Psi.
\end{align*}
\]

Unlike Ref. [32], we here consider the system with negligible self-repulsion of each component in comparison with the repulsive interaction between them. In the BEC experiment, this situation may be achieved using the Feshbach resonance (FR) induced by external magnetic field to strengthen the inter-component repulsion [33, 35], thus making this interaction much stronger than the intra-component interactions. The effect of the FR may be additionally enhanced if applied to atomic states “dressed” by a radio-frequency field [34, 36]). In particular, it was demonstrated experimentally [35] that the FR can make the scattering length accounting for the repulsion between atomic states of \(^{87}\)Rb with quantum numbers \(|F = 1, m_F = +1\rangle\) and \(|F = 2, m_F = -1\rangle\), at magnetic field 9.10 G, larger by a factor \( \approx 15 \) than the scattering length which represents the intra-component self-repulsion, cf. Ref. [37]. In fact, simulations of equations obtained from Eqs. (4), (5) by adding self-repulsion terms, i.e., \( \epsilon |\Phi|^2 \Phi \) and \( \epsilon |\Psi|^2 \Psi \), respectively produce results (not shown here in detail) which are qualitatively similar to those presented in the current work for \( \epsilon = 0 \). Only quantitative characteristics will be different such as duration of nutations as well as the duration of the total round trip.

Pure numerical examples with SPM included for a pair of vortices are presented in [32].

Equations (4) and (5) conserve two norms,

\[
N_\Phi = \int |\Phi(r)|^2 \, dr, \quad N_\Psi = \int |\Psi(r)|^2 \, dr,
\]

the total vectorial angular momentum, \( M = M_\Phi + M_\Psi \) where

\[
M_\Phi = -i \int \Phi^* (\mathbf{r} \times \nabla) \Phi \, dr, \quad M_\Psi = -i \int \Psi^* (\mathbf{r} \times \nabla) \Psi \, dr,
\]

and the Hamiltonian,

\[
H = \int \left[ \nabla^2 |\Phi|^2 + \nabla^2 |\Psi|^2 + r^2 (|\Phi|^2 + |\Psi|^2) \right] \, dr + E_{\text{int}},
\]

which includes the interaction energy,

\[
E_{\text{int}} = \int |\Phi(r)|^2 |\Psi(r)|^2 \, dr.
\]

Note that, for stationary vortical modes, with

\[
\{ \Phi, \Psi \} = \exp (-i \mu t + il \varphi) \{ u(\rho, z), v(\rho, z) \}
\]

(cf. Eq. (2)), it follows from Eq. (7) that the absolute value of the total angular momentum is a multiple of the norm,

\[
M_{\Phi, \Psi} = l N_{\Phi, \Psi},
\]

irrespective of the particular structure of modal functions \( u(\rho, z) \) and \( v(\rho, z) \) in Eq. (10).

As said above, the GA represents the two wave functions, \( \Phi \) and \( \Psi \), as superpositions of three p-wave HO eigenstates, \( (1/\sqrt{C_{lm}}) r e^{-r^2/2} Y_l^m (\mathbf{r}) \), where \( Y_l^m \) are spherical harmonics (written in terms of the Cartesian coordinates; recall that \( r = \sqrt{x^2 + y^2 + z^2} \) with quantum numbers \( l = 1, m = 1, 0, -1 \), and normalization constants \( C_{lm} = \int \, dr \, r^2 e^{-r^2} |Y_l^m (\mathbf{r})|^2 \). We define the GA so that the vorticity axes for the two triplets of the eigenfunctions are aligned with perpendicular coordinate directions, \( z \) and \( y \) (cf. Ref. [32]). Thus we use the following Ansätze, in which the normalized HO eigenfunctions are substituted in their explicit forms, and \( a_{1,0,-1}(t) \) and \( b_{1,0,-1}(t) \) are the expansion amplitudes:

\[
\Phi (\mathbf{r}, t) = \frac{1}{\pi^{3/4}} e^{-5i \varphi} r^{-3/2} \left[ a_{1}(t) \frac{x + iy}{r} + \sqrt{2} a_0(t) \frac{z}{r} + a_{-1}(t) \frac{x - iy}{r} \right],
\]

\[
\Psi (\mathbf{r}, t) = \frac{1}{\pi^{3/4}} e^{-5i \varphi} r^{-3/2} \left[ b_{1}(t) \frac{z}{r} + \sqrt{2} b_0(t) \frac{y}{r} + b_{-1}(t) \frac{x + iz}{r} \right].
\]
Then, the evolution equations for the amplitudes are produced by the projection of the GPEs \(\text{(14)}\) and \(\text{(15)}\) onto the set of the eigenfunctions. After some algebra, the following dynamical system with six degrees of freedom is thus derived \(\tau \equiv t/ (16 \sqrt{2} \pi^{3/2})\):

\[
\begin{aligned}
\frac{da_1}{d\tau} &= 2|b_0|^2 (2a_1 - a_{-1}) + (|a_1|^2 + |a_{-1}|^2) (3a_1 + a_{-1}) +
+ a_0 (b_0^* b_{-1} - b_{-1}^* b_0) + b_0^*(b_{-1} - b_1) + (a_1 + a_{-1})(b_{-1} b_{-1}^* + b_{-1}^* b_{-1} -
- i \sqrt{2} [a_0 (b_{-1} - b_{-1}^*) + a_{-1} (b_{-1} b_{-1}^* + b_{-1}^* b_{-1} + b_{-1} b_{-1} - b_{-1}^* b_{-1}) -
- (a_1 + a_{-1})(b_0^* b_{-1} - b_{-1}^* b_0) - b_{-1} (b_{-1} - b_1)] + (a_1 + a_{-1})(b_{-1} b_{-1}^* + b_{-1}^* b_{-1}) +
+ i \sqrt{2} [a_0 (b_{-1} b_{-1}^* - b_{-1}^* b_{-1}) + a_1 (b_0 b_{-1}^* + b_{-1}^* b_{-1} + b_{-1}^* b_{-1})];
\end{aligned}
\]

\(\text{(14)}\)

\[
\begin{aligned}
\frac{db_1}{d\tau} &= 2|a_0|^2 (2b_1 - b_{-1}) + (|a_1|^2 + |a_{-1}|^2) (3b_1 + b_{-1}) +
+ b_0 (a_0^* a_{-1}^* + a_0^*(a_{-1} - a_{-1})) + (b_1 + b_{-1})(a_1 a_{-1}^* + a_{-1}^* a_{-1}) +
+ i \sqrt{2} [b_0 (a_{-1} a_{-1}^* - a_{-1}^* a_{-1}) + b_{-1} (a_0 a_{-1}^* + a_0^* a_{-1} + a_0^* a_{-1})];
\end{aligned}
\]

\(\text{(15)}\)

It is straightforward to check that Eqs. \(\text{(14)}\) and \(\text{(15)}\) conserve the two norms, which exactly correspond to expressions \(\text{(6)}\),

\[
N_a = |a_{-1}|^2 + |a_0|^2 + |a_{-1}|^2,
N_b = |b_{-1}|^2 + |b_0|^2 + |b_{-1}|^2,
\]

and the equations can be written in the canonical Hamiltonian form

\[
\frac{da_j}{d\tau} = \frac{\partial H}{\partial a_j},
\frac{db_j}{d\tau} = \frac{\partial H}{\partial b_j},
\]

\(j = 1, 0, -1\), where the conserved Hamiltonian can be cast in the following form, taking into account the definition of the norms \(\text{(16)}\):

\[
H = 3N_a N_b + |b_0|^2 N_a + |a_0|^2 N_b +
+ (|a_{-1}|^2 + |a_1|^2 - 2|a_0|^2)(b_1 b_{-1}^* + b_{-1}^* b_1) + (|b_{-1}|^2 + |b_1|^2 - 2|b_0|^2)(a_1 a_{-1}^* + a_{-1}^* a_{-1}) -
+ [a_0^*(a_{-1} - a_{-1}) + a_0(a_{-1}^* - a_{-1}^*)] [b_0^*(b_{-1}^* - b_{-1}) + b_{-1}^*(b_{-1} - b_1)] +
+ (a_1 a_{-1}^* + a_{-1} a_1^*) (b_{-1} b_{-1}^* + b_{-1}^* b_{-1}) -
- i \sqrt{2} [a_0^*(a_{-1} + a_{-1}^*)(b_{-1} b_{-1}^* - b_{-1}^* b_{-1}) + b_0(b_{-1}^* + b_{-1}^*) (a_{-1} a_{-1}^* - a_{-1} a_{-1}^*) +
+ a_0^*(a_{-1} + a_{-1}^*)(b_{-1} b_{-1}^* + b_{-1}^* b_{-1}) + b_{-1}^*(b_{-1} + b_1) (a_{-1} a_{-1}^* - a_{-1} a_{-1}^*)].
\]

\(\text{(18)}\)

This Hamiltonian corresponds to the substitution of the Ansätze \(\text{(12)}, \text{(13)}\) into the interaction energy \(\text{(9)}\) (the non-interaction terms in the Hamiltonian \(\text{(8)}\) are removed from its GA counterpart \(\text{(18)}\) through the definition of the GA Ansätze, which eliminates the dynamics determined by those terms).
III. FIXED POINTS OF THE GALERKIN APPROXIMATION AND GROUND STATES OF THE COUPLED GROSS-PITAEVSKII EQUATIONS FOR \( l = 1 \)

It is easy to find FPs of Eqs. (14) and (15) as the following stationary solutions. The first solution is

\[
(a_1, a_0, a_{-1}, b_1, b_0, b_{-1}) = \left(0, a, 0, \frac{a}{\sqrt{2}}, 0, \frac{a}{\sqrt{2}}\right) e^{-2ia^2t}. \tag{19}
\]

*Ansätze* (12), (13) demonstrate, as plotted in the left column of Fig. 1, that this FP corresponds, in terms of the full wave functions, to a coaxial dipole-dipole (CDD) mode, although the respective dipoles in the \( \Phi \) and \( \Psi \) wave functions are of different types: the former one is represented by the HO eigenfunction, with \( l = 1, m = 0 \), defined as an \( l \)-wave with respect to vorticity axis \( z \), while the latter one is a combination of two \( p \)-waves with \( l = 1, m = \pm 1 \), defined with respect to axis \( y \). The substitution of (19) into (12) and (13) yields:

\[
\Phi (\mathbf{r}, t) = \frac{\sqrt{2}a}{\pi^{3/4}} e^{-5itze^{-r^2/2}}, \quad \Psi (\mathbf{r}, t) = \frac{\sqrt{2}a}{\pi^{3/4}} e^{-5itxe^{-r^2/2}}.
\]

These expression clearly represent orthogonal dipoles, with one oriented along \( z \)-axis and the other one oriented along the \( x \)-axis as shown in the left column of Fig. 1(a). The value of Hamiltonian (18) for this FP is

\[
H_{\text{CDD}} = 2a^4. \tag{20}
\]

The second FP is

\[
(a_1, a_0, a_{-1}, b_1, b_0, b_{-1}) = (0, a, 0, 0, a, 0) e^{-2ia^2t}. \tag{21}
\]

According to the *Ansätze* (12), (13), this FP corresponds to a mode displayed in Fig. 1(b). It is composed of mutually orthogonal dipoles (ODD), each one being represented by the HO \( p \)-wave with \( l = 1, m = 0 \), defined with respect to the vorticity axes \( z \) and \( y \). The Hamiltonian of this FP is

\[
H_{\text{ODD}} = 5a^4. \tag{22}
\]

The third FP is

\[
(a_1, a_0, a_{-1}, b_1, b_0, b_{-1}) = \left(a, 0, 0, \frac{a}{\sqrt{2}}, 0, -\frac{a}{\sqrt{2}}\right) e^{-2ia^2t}, \tag{23}
\]

Through *Ansätze* (12), (13), it corresponds to a coaxial combination of the vortex in \( \Phi \) (the single nonzero amplitude \( a_1 \) clearly represents a vortex with respect to axis \( z \)) and dipole in \( \Psi \), as shown in Fig. 1(c). The Hamiltonian of this coaxial vortex-dipole (CVD) FP is

\[
H_{\text{CVD}} = 2a^4. \tag{24}
\]

The calculation of eigenfrequencies of small perturbations around all these FPs, in the framework of the linearized version of Eqs. (14) and (15) (i.e., the respective Bogoliubov - de Gennes equations [24]), demonstrates that all the FPs are stable, as all eigenfrequencies are real. Furthermore, the norms (16) of all the three FPs given by Eqs. (19), (21) and (23), with fixed \( a \), are equal: \( N_a = N_\phi = a^2 \). Therefore, it makes sense to compare the respective values of the Hamiltonian, given by Eqs. (20), (22) and (24), to identify modes with smaller energies, which have a chance to play the role of the GS in the manifold of \( p \)-wave states. The comparison demonstrates that the CDD and CVD modes, represented by FPs (19) and (23), may have a chance to realize degenerate (in terms of the energy) GSs, while the ODD mode, which corresponds to FP (21), definitely represents an excited state.

The FPs found above are stationary solutions with three or two nonzero amplitudes, out of the six which constitute the GA, and a single frequency. In addition to them, a more general stationary solution of Eqs. (14), (15) can be found, with four nonvanishing amplitudes and two different frequencies:

\[
a_0 = b_0 = 0, \quad a_{\pm 1}(t) = a_{\pm} e^{-4a^2t}, \quad b_{\pm 1}(t) = \pm be^{-2(a^2 + a^2)t}, \tag{25}
\]

where \( a_{\pm} \) and \( b \) are three arbitrary real constants. There is also a mirror image of FP (25) produced by swapping \( a \leftrightarrow b \). The norms (6) corresponding to FP (25) are

\[
N_a = a_{+}^2 + a_{-}^2, \quad N_b = 2b^2. \tag{26}
\]
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FIG. 1: (Color online) Density isosurfaces, with $|\Phi|^2 = |\Psi|^2 = \text{const}$, represent shapes of the two components (the top and bottom rows, respectively) of stationary modes that correspond to fixed points (19), (21), (23), and (27) of the Galerkin approximation, in panels (a), (b), (c), and (d), respectively. These are orthogonal dipoles with different orientations in (a), (b) and (d), and the coaxial vortex-dipole complex in (c).

In the particular case of $a_+ = a, a_- = 0, b = a/\sqrt{2}$, the FP (25) goes over into the above one (23), which represents the coaxial vortex-dipole complex. Another particular case corresponds to

$$a_+ = a_- = b.$$  

(27)

It represents a complex built of two orthogonal dipoles oriented along the $x$ and $y$ axes, as shown in Fig. 1(d).

The investigation of the stability of FP (25) against small perturbations by means of the Bogoliubov–de Gennes equations is too cumbersome to be performed analytically. On the other hand, the energy stability can be compared to that of the above FPs, for a particular case of FP (25) with norms (26) equal to those of the solutions obtained above: $N_a = N_b = a^2$. For this purpose, FP (25) is taken as

$$a_+^2 + a_-^2 = a^2,$$

(28)

$$a_{\pm 1}(t) = a_{\pm} e^{-2ia^2t},$$

(29)

which includes FP (27), as a particular case. As follows from Eqs. (12) and (13), this FP is built of a dipole in the $\Psi$ field oriented along the $z$ axis, and a mixed vortex-antivortex state in the $\Phi$ field. The calculation of the respective value of Hamiltonian (18) for the four-amplitude (4A) FP (29) yields

$$H_{4A} = 2a^4.$$  

(30)

Note that expression (30) does not depend on ratio $a_+/a_-$, see Eq. (28). Thus, Eq. (30) demonstrates very broad degeneracy of the GS, in the framework of the GA: the same minimum of $H$ is realized by the FPs given by Eqs. (19), (23), and (29), including the continuous degeneracy in the 4A manifold with respect to the arbitrary value of parameter $a_+/a_-$. Finally, simulations of the coupled GPEs (4) and (5) in imaginary time, which is a well-known numerical method for constructing stationary states of GPEs [25], made it easy to produce stationary solutions, which are stable in real time too, and almost exactly correspond to the FPs of the coaxial dipole-dipole and vortex-dipole types, as predicted by the FPs (19) and (23), respectively. Shapes of these solutions are very close to those displayed, in terms of $\text{Ansätze}$ (12), (13), in the left and right columns of Fig. 1. In the regimes of moderate values of Norm where GA with the leading terms works well, the difference in measured values of Norms between the FPs predicted by GA and direct numerical stationary solutions is within few percents. On the other hand, stationary solutions close to the orthogonal-dipole mode, corresponding to FP (21), could not be obtained by means of the imaginary- (or real-) time simulations. This negative result is not surprising, as such methods cannot produce excited states whose energies exceed the GS energy, as shown in the present case by Eq. (22).

It is relevant to mention that evident solutions with identical coaxial $p$-waves (vortices) in components $\Phi$ and $\Psi$, both taken as per Eq. (2), cannot be produced by the GA adopted above (because axes of the respective sets of the $p$-waves were chosen to be mutually orthogonal, rather than parallel). For this reason, the coaxial vortices are not considered here, but it is obvious that they are tantamount to vortex states in the single GPE with the HO trapping potential and self-repulsive nonlinearity, which were studied in detail before [27].

Concerning the absolute GS of the model based on the coupled GPEs, with Hamiltonian (8), additional calculations (perturbative analytical and numerical) demonstrate that the obvious isotropic $s$-wave solution, with $l = 0$, namely,
\( \Phi = \Psi = \exp(-i\mu t) u(r) \) (in the case of equal norms of the two components, \( N_\Phi = N_\Psi \)), remains the state which realizes the minimum of the energy for given norms.

IV. NUMERICAL RESULTS: PERSISTENT TIME-PERIODIC NONLINEAR DYNAMICS

Numerical solutions of the coupled GPEs which generate the (energy-degenerate) GSs of the \( l = 1 \) manifold are presented in the previous section. Here, our objective is to explore generic dynamical regimes produced by the coupled GPE system and, in parallel, by its GA counterpart.

A. The interaction of obliquely oriented dipoles

As said above, pairs of mutually parallel or orthogonal dipoles, which correspond to FPs (19) or (21), respectively, form stationary states with the shapes displayed in the left and middle columns of Fig. 4. (recall that, while both these FPs are stable against small perturbations, the stationary solution of the coupled GPEs corresponding to FP (21) is difficult to find in the numerics as it corresponds to an excited state, as per Eq. (22)).

The evolution of a pair of dipoles with mutual orientation different from 0 or 90 degrees is initiated by the input

\[
\Phi(r, t = 0) = Ax \exp\left(-\frac{r^2}{2}\right), \quad \Psi(r, t = 0) = Ax' \exp\left(-\frac{r'^2}{2}\right),
\]

with amplitude \( A \) and oblique angle \( \theta \) between axes \( x \) and \( x' \). Typical results are displayed in Fig. 2 for \( \theta = 40^\circ \) and a norm \( 10 \) of each component of \( N_\Phi = N_\Psi = 5.5 \). Simulations of both the coupled GPEs (4), (5), and of GA equations (14), (15) reveal periodic rocking oscillations of the two dipoles, as illustrated in Fig. 2(b) by plots showing the exchange of the \( y \)-component of the angular momentum (the one which is different from zero in the present case) between the two wave-function components (\( \Phi \) and \( \Psi \)), see Eq. (7). The oscillations exhibit periodic transformations of the two components from the obliquely oriented dipoles into coaxial vortices and back, as shown in Fig. 2(a), where the periodically emerging parallel vortices (in both components) are oriented along the \( y \)-axis. The period of the oscillations is \( T = 94 \) in this case.

As mentioned above, pure vortical modes with \( l = 1 \) have the absolute value of their angular momentum equal to the norm, \( M = N \). In the present case, the largest value of the angular momentum, attained in the vortex-like configurations at \( t = 23.6 \) and 71 in Fig. 2(a), is \( \left( (M_y)_{\Phi, \Psi} \right)_{\max} = 2.3 \), while, as said above, the norms are \( N_\Phi = N_\Psi = 5.5 \), which implies that the periodic conversion of the wave-field configurations into the vortices is incomplete. Additional simulations demonstrate that the ratio \( \left( (M_y)_{\Phi, \Psi} \right)_{\max} / N_{\Phi, \Psi} \) increases, following the growth of the norms, i.e., the conversion into the vortices is more complete for a more nonlinear system.

Finally, Fig. 2(c) clearly shows that the GA provides a rather accurate fit to the simulations of the full GPE system. In this connection, additional computations demonstrate that the share of the total norm carried by components of the full numerical solution with \( \theta \gtrsim 45^\circ \) is \( \lesssim 2\% \) in the case of \( N_\Phi = N_\Psi = 5.5 \), thus justifying the application of the GA. Stronger nonlinearity, i.e., larger values of the total norm, gradually leads to an increase of the discrepancy of the full numerical solution from the GA (as an illustration, see Fig. 3(a) below, which shows the discrepancy in the oscillation period for a much stronger nonlinearity).

The dependence of the basic features of the dynamical regime on initial angle \( \theta \) between the orientations of the two dipoles in the input configuration (31) is displayed in Fig. 3 for a system with stronger nonlinearity, measured by the norms, \( N_\Phi = 22.5 \), which are larger by a factor of 5 than the case shown in Fig. 2. The results of Figs. 3(a) and (b) show a strong dependence of the oscillation period and of the efficiency of the periodic conversion of the wave-function configuration into the set of coaxial vortices, which is measured by the above-mentioned ratio \( \left( (M_y)_{\Phi, \Psi} \right)_{\max} / N_{\Phi, \Psi} \), on the initial mutual-orientation angle \( \theta \). It is seen that both \( T \) and \( \left( (M_y)_{\Phi, \Psi} \right)_{\max} / N_{\Phi, \Psi} \) attain a sharp maximum at \( \theta \approx 40^\circ \) (the GA predicts the maximum of \( T \) exactly at \( \theta = 45^\circ \), with a symmetric dependence of \( T \) on \( \theta - 45^\circ \), in Fig. 3(a)). In fact, the difference between the full GPE dynamics and its GA-truncated version is largest precisely at \( \theta = 45^\circ \), which explains the large discrepancy in the maximum values of the GPE- and GA-predicted periods, observed in Fig. 3(a). Note also that the largest value of the momentum may even exceed the norm, \( \left( (M_y)_{\Phi, \Psi} \right)_{\max} / N_{\Phi, \Psi} \approx 1.11 \) at \( \theta = 40^\circ \), as can be seen in Fig. 3(b).

In this connection, it is relevant to mention that the dynamical equations of the GA (14) and (15) feature an exact scaling invariance (unlike the GPEs (4), (5), in which the scaling invariance is broken by fixing the HO length to be \( l \), in that case, the precession and mutation periods are more complex functions of \( 1/N \), as found for cross-vortices in...
FIG. 2: (Color online) Periodic oscillations of the pair of dipoles with angle \( \theta = 40^\circ \) between their orientations, initiated by input \([31]\), with norms \( N_{\Phi, \Psi} = 5.5 \). (a) Snapshots of the density isosurfaces of the two components, taken at moments of time indicated in the panels, within one period of the oscillations (\( T \approx 94 \)). (b) The evolution of the \( y \)-component of the angular momenta of the two components, defined as per Eq. (7). (c) The evolution of the amplitudes of the GA, based on \( \text{Ans"atze} \) \([12], [13]\), as produced by simulations of Eqs. \([14], [15]\) with initial conditions corresponding to Eq. \([31]\) (solid curves), and the evolution of their counterparts produced by the projection of the numerically found solution of the coupled GPEs onto the Galerkin basis (dashed curves). Ref. \([32]\). In the case of \( N_{\Phi} = N_{\Psi} \equiv N/2 \), this implies that the oscillation period scales as \( T \sim 1/N \). Accordingly, the increase of the norm by the factor of 5 in the case displayed in Fig. 3 for \( \theta = 40^\circ \), in comparison with the case of Fig. 2, leads to the reduction of the GA-predicted period from \( T = 94 \) in Fig. 2 to \( T \approx 19 \) in Fig. 3(a).

B. The interaction of mutually orthogonal dipole and vortex

The analysis of the FPs presented in the previous section has produced stable stationary solutions for the coaxial vortex-dipole complex, which corresponds to FP \([27]\) and the right column in Fig. 1. Below we consider the dynamics initiated by an input composed of mutually perpendicular vortex in one component and dipole in the other, which are oriented in the \( z \) and \( y \) directions, respectively

\[
\Phi(r, t = 0) = A(x + iy) \exp(-r^2/2), \quad \Psi(r, t = 0) = Ax \exp(-r^2/2),
\]

\[ \text{cf. Eq. \([31]\)}. \]

Simulations of these configurations exhibit exchange of the angular momentum between the two wave functions. Initially, the vortex donates its \( z \)-component of the angular momentum to the dipole, which initially carries no angular momentum. As a result, the dipole starts rotating around the \( z \) axis. After a quarter of the period of the resulting oscillations (at \( t = 12.8 \)), the dipole absorbs all the angular momentum from the vortex, itself becoming a fully shaped vortex, which features the above-mentioned respective condition, \( |M_z| = N \). Simultaneously, the original vortex component, devoid of the angular momentum, acquires a dipole-mode shape. These metamorphoses are clearly seen in the second column of snapshots displayed Fig. 4(a). At the time corresponding to a half-period, \( t = 25.6 \), the wave functions return to their original shapes, with the dipole rotated by 90 degrees relative to its original direction (the third column in Fig. 4(a)). A nearly perfect recovery of the initial configuration in both components is observed at the end of the full period, \( t = 50 \). Fig. 2(b) tracks the periodic exchange of the angular momentum between the two wave functions, while Fig. 2(c) demonstrates the evolution of the amplitudes of the eigenfunctions, the projection
FIG. 3: (Color online) Systematic results for the oscillatory dynamical regime, initiated by input (31), with initial angle \( \theta \) between orientations of the two dipoles, and norms \( N_\Phi = N_\Psi = 22.5 \) (which exceed the norms in the case shown in Fig. 2 by a factor of 5, making the nonlinearity stronger accordingly). (a) The dependence of the oscillation period on \( \theta \). The dashed blue and solid red plots display the results produced, respectively, by direct simulations of the coupled GPEs (4) and (5), and by the Galerkin approximation, i.e., by simulations of Eqs. (14), (15). (b) The largest absolute value of the angular momentum, \( M_{max} \equiv \max \left( |(M_\Phi, M_\Psi)| \right) \), attained in the course of the periodic evolution, versus \( \theta \). (c) and (d) Snapshots of the density isosurfaces of the two wave-function components, \(|\Phi|^2\) and \(|\Psi|^2\), in the configurations corresponding, respectively, to the input set (at \( t = 0 \)) of two dipoles with \( \theta = 40^\circ \), and to the most complete conversion into the pair of coaxial vortices (at \( t = 5 \)), with the common axis oriented along \( y \).

onto which corresponds to the GA. Close agreement between the GA results and their counterparts generated by simulations of the full GPE system is obtained again.

C. The interaction of non-coaxial vortices

The analysis of the FPs performed in the previous section did not produce any stationary state composed of two non-coaxial vortices. Here, we explore the dynamics initiated by a pair of identical vortices with mutually perpendicular orientations, aligned with the \( z \)- and \( y \)-axes:

\[
\Phi (r, t = 0) = A (x + iy) \exp \left( -r^2/2 \right), \quad \Psi (r, t = 0) = A (z + ix) \exp \left( -r^2/2 \right),
\]

fixing the amplitude as \( A = 1 \) and norms as \( N_\Phi = N_\Psi = 5.56 \) (this case of non-coaxial vortices was studied in [32], however, for a case of dominating self-phase interactions). The resulting evolution of the binary system is displayed in Fig. 5, which shows that, unlike the interacting dipoles (cf. Figs. 2 and 4), the motion does not amount to rotation about a particular axis. Instead, the vortices undergo complex deformation, related to periodic generation of all the three components of the angular momentum in each wave function, as shown in Fig. 5(c) (the net angular momentum, defined as per Eq. (7), remains conserved). The evolution of the angular momenta of each vortex is shown in vectorial (Fig. 5(b)) and scalar (Fig. 5(c)) representations. The vectorial representation (Fig. 5(b)) demonstrates the motion of the locus of each vortex axis in 3D space. The red trajectory pertains to the vortex initially aligned with the \( z \)-axis, while the blue trajectory corresponds to the initially \( y \)-oriented vortex. The trajectories features precession with nutations qualitatively similar to the case of mixed inter- and intra-species interactions reported in [32]. Scalar representation (Fig. 5(c)) separates each component of the angular momentum and shows its evolution. Green curves solid and dashed pertain to the \( z \)-component of the angular momenta of each vortex respectively. Blue curves (solid and dashed) represent the evolution of the \( x \)-components of the angular momenta of the two vortices and finally the red curves (solid and dashed) represent the evolution of the \( y \)-components of the angular momenta for each of the vortices. Moreover, we present the evolution of the total angular momenta of each condensate (Fig. 5(d)) which perfectly overlap by the violet curve. This violet curve demonstrates that in the case of the two vortices unlike the case of vortex-dipole we do not have an exchange of angular momenta between the two fields. The horizontal black line in Fig. 5(c) shows the sum of the two angular momenta which is an integral of motion. As above, Fig. 5(d) demonstrates that the GA provides an accurate description of the present dynamical regime in terms of the finite-mode truncation.

Lastly, the analysis was also performed for inputs similar to the one defined by Eq. (33), but with the angle between the angular-momentum vectors of the two vortices different from 90°. These results (not shown) are similar to those presented here. In particular, the evolution of the two angular momenta in the vectorial form again exhibits precession-like motion combined with nutations.
FIG. 4: (Color online) (a) A set of snapshots of the density profiles of the two components illustrating the periodic evolution initiated by input (32) composed of mutually perpendicular vortex and dipole, with norms $N_{\Phi} = N_{\Psi} = 5.5$. (b) The time dependence of the angular momenta, $(M_z)_{\Phi, \Psi}$, of the two components (blue solid and red dashed curves correspond to the components which represent the vortex and the dipole at $t = 0$, respectively). (c) The evolution of the amplitudes of the eigenfunctions on which the Galerkin approximation (GA) is based. The result of simulations of the GA equations (14), (15) is shown by solid curves. Dashed curves display the results produced by the projection of the numerical solution of the full GPE system (3), (5) onto the GA modal basis.

V. CONCLUSION

We have introduced a system of two 3D fields, trapped in the HO potential, which interact through the repulsive cubic nonlinearity. The system can be implemented in the form of a binary BEC, with the interaction dominated by the inter-component repulsion, that can be enhanced by means of the Feshbach resonance. Parallel to the system of two coupled GPEs (Gross-Pitaevskii equations), we have introduced a finite-mode truncation, which amounts to the six-mode GA (Galerkin approximation), based on the triplets of HO eigenstates in each component, with quantum numbers $l_1 = 1$ and $m_1 = 0, -1$. The first result is that FPs (fixed points) of the GA almost exactly predict the GS (ground-state) manifold for $l_1 = 1$, which features unusually broad degeneracy, including complexes in the form of a dipole coaxial with a vortex or another dipole. Dynamical regimes were initiated by inputs built as pairs of non-coaxial dipoles and/or vortices, including pairs of orthogonally oriented vortices. As a result, the system gives rise to stable dynamics, characterized by periodic conversions between dipoles and vortices. In this case too, results produced by the GA are well corroborated by direct simulations of the coupled GPEs.

As a development of the present system, it is relevant to expand it to a three-component spinor model, in which inter-component interactions may include four-wave mixing, in addition to the mutual repulsion [39]. In particular, a natural possibility will be to consider the interaction between three mutually orthogonal vortices in the three-component system trapped in a common isotropic 3D HO potential. On the other hand, the high accuracy produced by the GA in the present system suggests that this approximation may be used as an efficient tool for the study of complex stationary states and dynamical regimes in other 3D classical-field models.
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FIG. 5: (Color online) The evolution of the binary system initiated by input (33) composed of two vortices, with the initial angular-momenta vectors directed along $z$ and $y$, respectively, and norms $N_{\Phi, \Psi} = 5.56$. (a) Snapshots of density isosurfaces of the two components at time moments indicated in panels, within an oscillation period, $T = 138$. (b) Trajectories of end points of the 3D angular-momentum vectors of the two components (the red and blue colors correspond to ones in (a)). (c) Green, red, and blue lines render, severally, the corresponding evolution of the $z$, $y$, and $x$ components of the angular momenta of the two wave function (the dashed and solid lines correspond, respectively, to the $\Phi$ and $\Psi$ wave functions). The violet curve represents the evolution of the total angular momentum of each condensate, while the horizontal black line shows the sum of the two angular momenta which remains constant. (d) The corresponding evolution of the GA amplitudes (defined by $\text{Ansätze (12)}$ and (13)), as produced by simulations of Galerkin equations (14), (15), and by simulations of the full GPEs (4), (5), is depicted by solid and dashed lines, respectively.
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