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Abstract

Tracking non-rigidly deforming scenes using range sensors has numerous applications including computer vision, AR/VR, and robotics. However, due to occlusions and physical limitations of range sensors, existing methods only handle the visible surface, thus causing discontinuities and incompleteness in the motion field. To this end, we introduce 4DComplete, a novel data-driven approach that estimates the non-rigid motion for the unobserved geometry. 4DComplete takes as input a partial shape and motion observation, extracts 4D time-space embedding, and jointly infers the missing geometry and motion field using a sparse fully-convolutional network. For network training, we constructed a large-scale synthetic dataset called DeformingThings4D, which consists of 1,972 animation sequences spanning 31 different animals or humanoid categories with dense 4D annotation. Experiments show that 4DComplete 1) reconstructs high-resolution volumetric shape and motion field from a partial observation, 2) learns an entangled 4D feature representation that benefits both shape and motion estimation, 3) yields more accurate and natural deformation than classic non-rigid priors such as As-Rigid-As-Possible (ARAP) deformation, and 4) generalizes well to unseen objects in real-world sequences.

1. Introduction

Understanding the motion of non-rigidly deforming scenes using a single range sensor lies at the core of many computer vision, AR/VR, and robotics applications. In this context, one fundamental limitation is that a single-view range sensor cannot capture data in occluded regions, leading to incomplete observations of a 3D environment. As a result, existing non-rigid motion tracking methods are restricted to the observable part of the scene. However, the ability to infer complete motion from a partial observation is indispensable for many high-level tasks. For instance, as a nursing robot, to safely care for an elderly person (e.g., predict the person’s action and react accordingly), it needs to understand both the complete body shape and how the whole body moves even if the person is always partially occluded.

In order to address these challenges, we pose the question how can we infer the motion of the unobserved geometry in a non-rigidly deforming scene? Existing works such as DynamicFusion [38] and VolumeDeform [26] propose to propagate deformations from the visible surface to the invisible space through a latent deformation graph. Hidden deformations are then determined by optimizing hand-crafted deformation priors such as As-Rigid-As-Possible (ARAP) deformation, and 4) generalizes well to unseen objects in real-world sequences.
2.1. Non-Rigid Tracking Using Depth Sensors

Many methods for non-rigid tracking use variations of the Non-rigid Iterative Closest Point (N-ICP) algorithm [1, 41, 29, 59], where the point-to-point or point-to-plane distance of correspondence points are iteratively minimized. To prevent uncontrolled deformations and resolve motion ambiguities, the N-ICP optimization usually employs deformation regularizers such as As-Rigid-As-Possible (ARAP) [47] or embedded deformation [49]. One of the first real-time methods to jointly track and reconstruct non-rigid surfaces was DynamicFusion [38]. VolumeDeform [26] extends the ideas of DynamicFusion by adding sparse SIFT feature matches to improve tracking robustness. Using deep learning, DeepDeform [5] replaces the classical feature matching by CNN-based correspondence matching. Li et al. [30] goes one step further and differentiates through the N-ICP algorithm thus obtaining a dense feature matching term. A similar direction is taken by Neural Non-Rigid Tracking [4]; however, their focus lies in an end-to-end robust correspondence estimation. To handle topology changes, KillingFusion [45] directly estimates the motion field given a pair of signed distance fields (SDF). Optical/scene flow [15, 51, 50, 32, 55, 33, 22, 34] is a closely related technique. They have been used to generate initial guess for non-rigid tracking in [17, 18, 4, 16, 54]. Among these works, FlowNet3D [32] is one of the first methods that directly estimates scene flow from two sets of point clouds. While existing methods mainly focus on the visible surface of a scene, we take one step further to model the deformation of the hidden surface.

2.2. Shape and Scene completion

Completing partial 3D scans is an active research area in geometry processing. Traditional methods, such as Poisson Surface Reconstruction [28], locally optimize for a surface to fit observed points and work well for small missing regions. Zheng et al. [57] predict the unobserved voxels by reasoning physics and Halimi et al. [24] complete partial human scans by deforming human templates. More recently, we have seen 3D CNNs with promising results for geometry completion for depth scans [46, 12, 11, 10]. These works operate either on a single depth image of a scene as with SSCNet [46], or scene completion on room- and building floor-scale scans, as shown by Scan-Complete [11] and SGNN [10]. An alternative line of research for shape completion uses implicit scene representations [37, 39, 42, 40, 31, 7, 27]; however, while these approaches achieve stunning results for fitting and interpolation of objects/scenes, they still struggle to generalize across object categories with high geometric variety. While these existing works mainly focus on static scenes, we investigate how to leverage the synergies of shape completion in the dynamic 4D domain.

2.3. Non-Rigid 4D Datasets

Collecting large scale 4D datasets for deforming objects is a non-trivial task, in particular when the goal is to obtain a sufficiently large number of objects. Non-rigid
datasets [14, 3, 2, 52, 26, 45, 5, 58, 35, 60] have been widely used, but they are either relatively small, limited to specific scene types, or suffer from occlusion and sensor noise; hence, they are not directly suited for our 4D completion task. Notably, obtaining dense motion field ground truth from real-world 3D scans is quite challenging as it requires costly per-point correspondence annotations. This is one of the reasons why we have seen many synthetic datasets in the context of dense optical flow methods [36, 6, 34, 44]: Among them, Sintel [6] and Monka [36] are composed of rendered animations of deforming objects. However, these sequences are relatively short and do not provide complete 3D shapes and motion fields. In order to facilitate learning data-driven deformation priors, we introduce a much larger synthetic dataset with over 1,972 animation sequences, spanning a large diversity of objects ranging from humanoids to various animal species (cf. Sec. 4).

3. Method: 4DComplete

Given a single-view depth map observation of a 3D scene, and the scene flow that is computed between the current frame and its next frame, the goal of 4DComplete is to recover the hidden geometry and its motion field.

Input. We use a 3D volumetric grid to represent both shape and motion. The input shape is represented as a truncated signed distance field (TSDF), as a sparse set of voxel locations within truncation and their corresponding distance values. The TSDF is computed from a single depth map using volumetric fusion [9]: i.e., every voxel is projected into the current depth map and their distance values are updated accordingly. To represent the input motion of the visible surface, we pre-compute the 3D motion vector (in $\mathbb{R}^3$) for each occupied voxel, resulting in a volumetric motion field (VMF) representation. We concatenate the TSDF and VMF and feed it as input to a neural network.

Scene Flow Field $\leftrightarrow$ Volumetric Motion Field. We use FlowNet3D [32] to predict the motion for the visible surface, which estimates the scene flow field (SFF) between two sets of point clouds. Because a 3D point does not necessarily lie on a regular 3D grid position, we convert between the SFF and the VMF as follows: given a point cloud $\{p_i|i=1,\ldots,N\}$, where $p_i \in \mathbb{R}^3$ are XYZ coordinates of individual point, the SFF is defined as $\{SFF_i|i=1,\ldots,N\}$, where $SFF_i \in \mathbb{R}^3$ are the 3D translational motion vectors of the points. Similarly, given a set 3D voxel positions $\{v_j|j=1,\ldots,M\}$, the VMF is defined as $\{VMF_i|i=1,\ldots,M\}$, where $VMF_i \in \mathbb{R}^3$ are the 3D translational motion vectors of the voxels. To convert from SFF to VMF, we use the inverse-distance weighted interpolation as defined in [43]:

$$VMF_j = \sum_{p_i \in knn(v_j)} \frac{SFF_i \cdot \text{dist}(p_i,v_j)^{-1}}{\sum_{p_i \in knn(v_j)} \text{dist}(p_i,v_j)^{-1}}$$

where $knn(\cdot)$ is the function to find K-Nearest-Neighbors. We set the number of neighbors to $K = 3$, and $\text{dist}(\cdot,\cdot)$ computes the euclidean distance between two positions. To
convert from VMF to SFF, we do tri-linear interpolation:

\[ S^F F_j = \sum_{v_j \in k_n(p_j)} V M F_j \cdot w(p_i, v_j) \]  

(2)

where \( w(\cdot) \) computes the linear-interpolation weights, and \( K = 8 \) represents the neighboring 8 corners of the cube that a point lies in.

**Network Architecture.** To allow for high-resolution outputs of the shape and motion field, we leverage sparse convolutions [21, 20, 8] for our neural network architecture, which makes our architecture computationally efficient in processing 3D volumetric data by operating only on the surface geometry. Hence, our method only processes the surface region and ignores the truncated region. Fig. 2 shows an overview of our network architecture. The network consists of a shared 4D encoder and two decoders to estimate shape and motion in parallel. The input sparse tensor is first fed into the 4D Encoder, which encodes the data using a series of sparse convolutions where each set reduces the spatial dimensions by a factor of two. The two decoders are designed in a coarse-to-fine architecture with 4 hierarchical levels. We use skip connections between the 4D encoder and the 2 decoders to connect feature maps of the same spatial resolution. Since the shape decoder usually generates a larger set of sparse locations than the input, we use zero feature vector for the locations that do not exist in the input volume.

**Message passing between two branches.** At a hierarchical level \( k \), the shape decoder predicts the voxels’ occupancy \( O_k \) and TSDF value \( S_k \). We filter voxels with \( \text{sigmoid}(O_k(v)) > 0.5 \) as the input geometry for the next hierarchical level. Within each hierarchical level, the shape decoder feeds the predicted geometry to the parallel motion decoder to inform where the motion should be estimated. In return, the motion feature is filtered by the sparse geometry and shared to the shape decoder.

**Shape Loss.** The shape decoder’s final output is a sparse TSDF from which a mesh can be extracted by Marching Cubes. Following [10], we apply an \( l_1 \) loss on the log-transformed TSDF values. Using the log-transformation on the TSDF values helps to shift the losses attention more towards the surface points as larger values far away from the surface get smaller, thus encouraging more accurate prediction near the surface geometry. We additionally employ proxy losses at each hierarchical level for outputs \( O_k \) and \( S_k \), using binary cross-entropy with target occupancies and \( l_1 \) with target TSDF values, respectively.

**Motion Loss.** The output of our sparse neural network is facilitated by the motion decoder, which estimates the completed volumetric motion field \( \{ V M F_i | i = 1, \ldots, M \} \). The ground truth motion field at the predicted sparse locations is given by \( \{ V M F_i, gt | i = 1, \ldots, M \} \). We formulate the loss for the motion field on the final predicted sparse locations using the \( l_2 \) loss:

\[ \sum_{i=1}^{M} || V M F_i - V M F_i, gt ||^2 \]  

In addition, we apply the cosine similarity loss:

\[ \sum_{i=1}^{M} (1 - \frac{\sum_{j=1}^{M} V M F_i \cdot V M F_i, gt}{\sum_{j=1}^{M} \left| V M F_i \right| \left| V M F_i, gt \right|}) \]  

on the normalized motion vectors to encourage the directions of the motion to be consistent with the ground truth.

**Progressive Growing.** We train our network in a progressively growing fashion following the ideas of [10]. There are four hierarchy levels, we progressively introduce higher resolution geometry decoder after every 2000 training iterations. To facilitate motion decoder learning, instead of using the predicted geometry of shape decoder, we fed ground-truth geometry to motion decoder during the beginning 10K iterations.

**Training.** We use our newly-constructed DeformingThings4D dataset (c.f. Sec. 4) to train our network. At training time, we consider cropped views of scans for efficiency (see Fig. 2); we use random crops of size \( [96 \times 96 \times 128] \) voxels for the finest level. We crop the volumes at 1 meter intervals out of each train object and discard empty volume. The resolution drops by a factor of 2, resulting resolution of \( [48 \times 48 \times 64], [24 \times 24 \times 32], \) and \( [12 \times 12 \times 16] \) for each hierarchical level. The fully-convolutional design of our approach enables testing on whole objects of arbitrary sizes at testing time. To learn viewpoint-invariant motion representation, we apply random rigid rotation transformations on the 3D motion vectors as data augmentation during training. The randomness is drawn from the Haar distribution [48], which yields uniform distribution on SO3. We train our network using the Adam optimizer with a learning rate of 0.001 and a batch size of 8.

### 4. DeformingThings4D Dataset

Training our network requires a sufficient amount of non-rigidly deforming target sequences with ground truth 4D correspondences at the voxel level (i.e., motion and shape). In order to provide such data, we construct a synthetic non-rigid dataset, DeformingThings4D, which consists of a large number of animated characters including humanoids and animals with skin mesh, texture, and skeleton. We obtained the characters from Adobe Mixamo\(^1\) where humanoid motion data was collected using a motion capture system. Animals’ skin and motion are designed by CG experts. Generally, these objects are animated by using “rigging” and “skinning” to blend the skeletal movement to the surface skin mesh. Fig. 3 shows examples of characters in the dataset and the statistics of our dataset.

\(^1\)https://mixamo.com
Figure 3: DeformingThings4D dataset. Left: examples of animated characters. Right: dataset statistics. In total, we collected 147 different characters spanning 31 categories, with a total of 1,972 animations and 122,365 frames.

4.1. Data Generation

Given a animated 3D mesh, we generate per-frame RGB-D maps, inter-frame scene flow, signed distance field and volumetric motion field; see Fig. 4. We perform data generation with Blender\(^2\) scripts.

Inter-frame Scene Flow Field (SFF). The mesh animations run at 25 frames per second. We track the mesh vertices’ 3D displacements between a pair of temporally adjacent frames and project the 3D displacements to the camera’s pixel coordinates as scene flow. The flow vector for a pixel is computed by interpolating the 3 vertices’ motion on a triangle face where the pixel’s casted ray is first received. We generate scene flow ground truth for all observable pixels in the source frame even if the pixels are occluded in the target frame. To simulate the different magnitudes of deformation we sub-sample the sequences using the frame jumps: \{1, 3, 7, 12\}.

Signed Distance Field (SDF). In order to generate the ground truth SDF, we volumetrically fuse the depth maps from all virtual cameras into a dense regular grid \([9]\), where each voxel stores a truncated signed distance value. We repeat this process independently for four hierarchy levels, with voxel sizes of \(1.0cm^3\), \(2.0cm^3\), \(4.0cm^3\), and \(8.0cm^3\). From the input depth map, we compute the projective SDF with voxel sizes of \(1.0cm^3\) as network input while setting the truncation to \(3 \times \) the voxel size. TSDF values are stored in voxel-distance metrics, which facilitates testing on volumes with arbitrarily sampled voxel size.

Volumetric Motion Field (VMF). We compute the motion ground-truth for all voxels near the mesh surface, i.e., within 3x voxel truncation. For each valid voxel, we first find its \(K\)-nearest-neighbor vertices on the mesh surface and then use Dual Quaternion Blending (DQB) to bind the motion of the KNN vertices to the voxel position. Empirically, we set \(K = 3\). We follow the same procedure for the SDF volume and we repeat this process independently for all four resolutions, i.e., with voxel size of \(1.0cm^3\), \(2.0cm^3\), \(4.0cm^3\), and \(8.0cm^3\).

---

\(^2\)https://www.blender.org/
Table 1: Scene flow estimation results on the DeformingThings4D, DeepDeform [5], and KITTI [19] datasets. Metrics are end-point-error (EPE) in centimeters, and Accuracy (<5cm or 5%, 10cm or 10%) for motion.

| Method             | Training dataset            | EPE↓ | ACC(5)↑ | ACC(10)↑ |
|--------------------|-----------------------------|------|---------|----------|
| FlowNet3D          | FlyingThings3D [36]         | 7.36 | 69.43%  | 80.04%   |
| FlowNet3D          | DeformingThings4D (Ours)    | 3.74 | 82.02%  | 91.63%   |
| KITTI SFlow [19]   |                             |      |         |          |

5. Results

5.1. Evaluation Metrics

Motion Estimation Evaluation Metric. Following [32], we use 3D end-point-error (EPE) and motion accuracy (ACC) as our motion evaluation metrics. The 3D EPE measures the average euclidean distance between the estimated motion vector to the ground truth motion vector. The ACC score measures the portion of estimated motion vectors that are below a specified end-point-error among all the points. We report two ACC metrics with two different thresholds. Note that throughout the experiments we convert all VMF to SFF (using Eqn. 2) before doing motion evaluation.

Shape Completion Evaluation Metric. We use the following metrics to evaluate the reconstructed geometry, Volumeetric IoU (IoU), Chamfer Distance (CD) in centimeters, Surface Normal Consistency (SNC), Point to Plane distance (P2P), and $\ell_1$ error of SDF value.

5.2. Benchmarking Scene Flow

We compare our DeformingThings4D dataset with the FlyingThings3D [36], which is a large-scale dynamic motion dataset consists of flying rigid objects. We train FlowNet3D [32] with the two datasets and evaluate it on the test sets of DeformingThings4D, the DeepDeform [5], and the KITTI [19] scene flow benchmark. The results are shown in Tab. 1. DeepDeform [5] is a very challenging real-world benchmark for non-rigid motion. The FlowNet3D model trained on our dataset significantly reduces the scene flow error on the real-world DeepDeform benchmark (from 21.07 to 13.08). KITTI dataset captures street scenes with mainly rigid cars moving around which is more close to the flying things scenario. Our dataset still shows comparable results to FlyingThings3D on KITTI.

5.3. Motion Prediction for the Hidden Surface

This section evaluates the motion estimation of the hidden surface. We conduct the following experiment: the complete mesh shape, a subset of mesh vertices that is visible from a given camera viewpoint, and the ground truth scene flow for the visible vertices are given, and the goal is to estimate the motion of the hidden vertices of the mesh. We evaluate the following methods:

- **Rigid Fitting.** This method assumes that the shape undergoes rigid motion. It finds a single rigid transform in $SE(3)$ for the entire shape that best explains the surface motion.

- **As-Rigid-As-Possible (ARAP) Deformation.** ARAP [47] is widely used as a deformation prior in non-rigid reconstruction [38, 26, 59]. It assumes that locally, a point is transformed with a rigid transformation. Such rigid constraints are imposed upon nearby vertices that are connected by edges. ARAP deformation finds for each mesh vertex a local fan-rotation $R \in SO(3)$ and a global translation vector $t \in \mathbb{R}^3$ that best explains the scene flow motion with the local rigidity constraints.

- **Motion Complete (Ours).** Given the complete shape and the partial motion on the visible surface, this method predicts the VMF for the complete shape and converts it to SFF to get the motion on mesh vertices’ positions. This method is trained only on humanoid motions and evaluates on an animal motion subset (we aim to confirm how the model generalizes across domains).

- **Motion Complete + Post Processing (PP) (Ours).** We found that the motion prediction of our Motion Complete model is sometimes noisy. We employ optimization-based post-processing to alleviate the noise: the predicted motion filed on the mesh surface is jointly optimized with ARAP prior that enforce that nearby vertices have similar motions.

Tab. 2 reports the motion estimation results for the occluded surface. The testing sequence includes one humanoid sequence and 6 animal sequences with different animations. Note that our method is trained only on the humanoids dataset. Among the baselines, rigid fitting yields significantly larger errors on most sequences, which indicate that the sequences undergo large non-rigid motion. Our Motion Complete overall achieves lower end-point-error than the ARAP on most sequences. Motion Complete + PP further improves the numbers. Fig. 6 shows the qualitative results of surface deformation for the “Deer” and “Dairy
Figure 6: Surface deformation for the “Deer” and “Dairy Cow” sequence. The complete shape and the motion of the visible surface (blue) are given, and the goal is to estimate the deformation of the hidden surface (red). The gray mesh shows the ground truth deformation (gray), which is not available/used for registration. ARAP leads to severe distortion on the neck and head of the deer; The dairy cow’s stomach is undergoing a contraction movement. ARAP can not evenly distribute such deformation, leading to unnatural surface folding at the stomach. Our method yields natural deformations for both sequences. Note that our method is trained only on humanoid motions.

| Methods | Humanoids (Samba Dance) | Dairy Cow (Attack) | Moose Bull (Walk) | Fox (Jump) | Dear Stag (Attack) | Panthera Onca (Run) | Avg. |
|---------|------------------------|--------------------|-------------------|------------|-------------------|-------------------|------|
| Rigid Fitting | 15.30 | 17.67 | 2.98 | 18.78 | 16.96 | 22.61 | 94.23 |
| ARAP Deformation [47] | 3.24 | 2.73 | 1.27 | 5.71 | 4.99 | 13.78 | 31.72 |
| Motion Complete (Ours) | 2.32 | 2.90 | 1.34 | 4.88 | 4.08 | 8.56 | 24.08 |
| Motion Complete + PP (Ours) | **1.81** | **2.24** | **1.21** | **4.20** | **2.05** | **7.18** | **18.69** |

Table 2: Quantitative evaluation for the motion estimation results of the unobserved surface. The Metric is 3D End-Point-Error (EPE) in centimeter. Note that our method is trained only on humanoid motions.

Cow” sequence. The deformed surfaces are achieved by using the estimated motion to warp the source model. Our method yields more plausible deformation than ARAP deformation for the occluded surface. We conclude that the 3D sparse ConvNets with large receptive fields learn to capture the global deformation.

5.4. Real-World Results

Fig. 5 shows that our method, trained only on our synthetic data, generalizes well to a real-world RGB-D input captured with an Azure Kinect camera.

5.5. Ablation of Shape and Motion Estimation

This experiment examines how the two tasks, geometry completion and motion estimation, influence each other. To get the scene flow of the visible surface, we re-train FlowNet3D [32] using our scene flow dataset. FlowNet3D predicts the SFF given a pair of point clouds with a subsampled size of 2048. We convert the sparse SFF to VMF using Eqn. 1 as network input. The voxel position in the VMF is consistent with the input projective TSDF.

As defined in Fig. 2, we alternatively remove the shape completion head or the motion estimation head to examine the synergy of the two tasks. Tab. 3 reports the motion prediction results for the visible surface. Though only evaluating on the visible surface, the model trained with the added supervision of the geometry completion task show improvement over the model trained only on motion prediction. This demonstrates that complete the missing shape is beneficial for non-rigid motion estimation. Tab. 4 reports the geometry completion results in our synthetic DeformingThings4D dataset. The whole model shows improvement over the model that is trained for geometry completion only. This result validates the idea that in a dynamic scene it is beneficial to understand the motion in order to achieve better geometric completion.

5.6. Shape Completion Results

We show qualitative shape completion results of our approach. IF-Nets [7] is a state-of-the-art method that performs single depth image reconstruction from point clouds. At the core of IF-Nets is an implicit function that maps a 3D
Table 3: Scene Flow estimation results on our DeformingThings4D dataset and DeepDeform [5] dataset. All scores are reported only for the visible surface points. Metrics are end-point-error (EPE) in centimeter, and accuracy (<5cm or 5%, 10cm or 10%).

Table 4: Surface prediction error on the test set of DeformingThings4D. The metrics are Volumetric IoU (IoU), Chamfer Distance (CD) in centimeters, Surface Normal Consistency (SNC), and $\ell_1$ score of SDF.

Figure 7: Shape completion results on real-world RGB-D images. The top 3 rows are images from VolumeDeform [26], and the last row is from Li et al. [30].

Limitations Our approach maintains several limitations: 1) estimating the uncertainty of hidden motion is necessary but not handled by our approach. A probabilistic approach (e.g., Huang et al. [25]) would be promising for modeling motion uncertainty. 2) our method does not predict surface colors. The differentiable volumetric rendering approach of [13] is a potential solution to learn colored deformable objects. 3) DeformingThings4D largely contains articulated objects such as humans and animals. We are planning to expand the dataset with examples of loose clothing or plants that are deformed by external forces.

Table 5: Quantitative results on VolumeDeform examples. The surface ground-truth is provided by VolumeDeform. The metrics are the point-to-plane (P2P) distance, and surface normal consistency (SNC). We also report the average time and memory required for the inference on a Tesla V100-SXM2-32GB GPU.
6. Conclusion

In this work, we present the first method that jointly estimates the invisible shape and deformation from partial depth frame observation. We show that shape completion and motion estimation are mutually complementary tasks, with joint learning benefiting each. Our newly proposed animation dataset allows for cross-domain generalization for both motion and shape. We believe that our method and new dataset open a new research avenue on generic non-rigid 4D reconstruction.
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