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ABSTRACT. In this paper, we study the Dirichlet boundary value problem of a class of nonlinear parabolic equations. By a priori estimates, difference and variation techniques, we establish the existence and uniqueness of weak solutions of this problem.

1. Introduction

The purpose of this paper is to investigate the existence and uniqueness of weak solutions to the following parabolic problem

\[
\begin{aligned}
&u_t - \text{div}(a(|\nabla u|)\nabla u) = 0 \quad \text{in } \Omega \times (0, T], \\
&u(x, t) = 0 \quad \text{on } \partial \Omega \times (0, T], \\
&u(x, 0) = u_0(x) \quad \text{in } \Omega,
\end{aligned}
\]

where \( \Omega \) is a bounded, open domain of \( \mathbb{R}^N (N \geq 2) \) with Lipschitz boundary \( \partial \Omega \), \( T \) is a positive number, and \( u_0 \in L^2(\Omega) \). The function \( a \) is such that \( \phi : \mathbb{R} \rightarrow \mathbb{R} \) defined by

\[
\phi(s) = \begin{cases} 
  a(|s|)s & s \neq 0, \\
  0 & s = 0
\end{cases}
\]

is an odd increasing homeomorphism from \( \mathbb{R} \) onto itself.

Problems of type (1.1) have been motivated by a various range of applications, such as motion of non-Newton fluids, image restoration, elastic materials, and mathematical biology. We refer to the bibliography (see, for example, [6, 7, 9, 14, 16, 20]) for more detailed information on the physical situation.

Due to its prominent role in many modeling phenomena, equation (1.1) has been studied extensively. In 1990, Perona and Malik [5] proposed the Malik-Perona model

\[
u_t - \text{div}(c(|\nabla u|^2)\nabla u) = 0 \quad \text{in } \Omega \times (0, T],
\]

where \( \Omega \) is an image domain in \( \mathbb{R}^2 \) and \( c(s) > 0 \). This model is well-known and has been widely used to de-noise and segment images. The equation in (1.2) can
be written as

\[ u_t = c(|\nabla u|^2)u_{TT} + b(|\nabla u|^2)u_{NN}, \]  

with \( b(s) = c(s) + 2sc'(s) \). Thus, the right-hand side of the equation (1.3) may be interpreted as a sum of a diffusion \( u_{TT} \) in the tangent direction (\( T \)) plus a diffusion \( u_{NN} \) in the normal (\( N = \nabla u |\nabla u| \)) direction. Although there are some results about the existence and uniqueness of weak solutions for the Malik-Perona model, the conditions to ensure these results are difficult to check (see [1]).

Therefore, similar to the Perona-Malik model, Wang and Zhou [19] considered the following equation

\[ u_t - \left( \frac{\Phi'(|\nabla u|)}{|\nabla u|} u_{TT} + \Phi''(|\nabla u|)u_{NN} \right) = 0, \]  

with \( \Phi(s) = \text{slog}(1 + s) \). They established the existence and uniqueness of weak solutions of this equation with Neumann boundary.

Later, Feng and Yin [13] investigated the existence and uniqueness of weak solutions of the more general equation (1.4) with \( \Phi(s) = \text{slog}(1 + \beta(s)), s \geq 0 \), where \( \beta(s) \) is a polynomial with the following form: \( \beta(s) = \beta_1 s + \beta_2 s^2 + \cdots + \beta_r s^r \) for some integer \( r \geq 1 \) and \( \beta_1 > 0, \beta_r > 0, \beta_j \geq 0, 1 < j < r \). Obviously the equation considered in [19] is a special case of [13].

In this paper, we study the existence and uniqueness of weak solutions of problem (1.1), where the equation in (1.1) is associated by \( N \)-function \( \Phi(s) := \int_0^s \phi(t)dt \).

These problems arise in the field of physics, e.g.,

(a) nonlinear elasticity: \( \Phi(s) = (1 + s^2)^\gamma - 1, \gamma > \frac{1}{2}; \)

(b) plasticity: \( \Phi(s) = s^\alpha (\text{log}(1 + s))^\beta, \alpha \geq 1, \beta > 0; \)

(c) generalized Newtonian fluids: \( \Phi(s) = \int_0^s t^{1-\alpha}(\sinh^{-1}t)^\beta dt. \)

For details, see [10–12].

We remark that the equation in (1.1) contains the equations proposed in [19] and [13] as particular cases. Here we establish the existence and uniqueness of weak solutions of (1.1) by difference and variation techniques.

The difficulties in this paper are mainly two parts. First, we do not assume polynomial or exponential growth condition as in [19] and [13]. Second, \( C^1(\Omega) \) is not dense in \( W^{1,1}_0(\Omega) \), so we will structure new test functions.

The novelty in this paper is that we provide an approximation argument to study this kind of problems by finding a weak limit for approximation solution sequence with bounded \( L^1 \)-norm under certain conditions and then proving this limit is a weak solution.

We assume that there exist \( l, m > 1 \) such that

\[ l \leq \frac{\phi(s)}{\Phi(s)} \leq m, \quad \text{for any } s > 0. \]  

Denote the cylinder \( Q \equiv \Omega \times (0, T] \) and define weak solutions of problem (1.1) as follows.
Definition 1.1. A function $u : \Omega \rightarrow \mathbb{R}$ is called a weak solution of problem (1.1) if the following conditions are satisfied:

(i) $u \in C \left([0,T]; L^2(\Omega) \right) \cap L^1 \left(0,T; W^{1,1}_0(\Omega) \right)$ with $\int_0^T \int_\Omega a(|\nabla u|) |\nabla u|^2 dx dt < \infty$;

(ii) For any $\varphi \in C^1(\Omega)$ with $\varphi(\cdot,T) = 0$ and $\varphi(\cdot,t)|_{\partial \Omega} = 0$, we have

$$- \int_\Omega u_0(x) \varphi(x,0) dx + \int_0^T \int_\Omega \left[ - u \varphi_t + a(|\nabla u|) \nabla u \cdot \nabla \varphi \right] dx dt = 0.$$ 

Remark 1.1. Let $u$ be a weak solution in Definition 1.1. By using the approximation technique (see [6, Chapter 3]) we have, for all $\varphi \in C^1(\Omega)$ with $\varphi(\cdot,T) = 0$ and $\varphi(\cdot,t)|_{\partial \Omega} = 0$,

$$\int_\Omega u \varphi dx \bigg|_{t=0} + \int_0^T \int_\Omega \left[ - u \varphi_t + a(|\nabla u|) \nabla u \cdot \nabla \varphi \right] dx dt = 0. (1.6)$$

The condition (i) in Definition 1.1 is crucial. It guarantees the uniqueness of weak solutions.

Now we state our main result.

Theorem 1.2. Under assumption (1.5), the initial-boundary value problem (1.1) admits a unique weak solution.

This paper is organized as follows. In Section 2, we will list and prove some useful inequalities and lemmas. In Section 3, the proof of Theorem 1.2 will be given.

2. Preliminaries

In this section, we state some basic results that will be used later and utilize the properties of $N$-function to prove Lemma 2.7.

Definition 2.1 ([3]). $\Phi : \mathbb{R} \rightarrow \mathbb{R}$ is called an $N$-function if it has the following properties

(1) $\Phi$ is even, continuous, convex and $\Phi(0) = 0$;

(2) $\Phi(u) > 0$ for all $u \neq 0$;

(3) $\lim_{u \rightarrow 0} \frac{\Phi(u)}{u} = 0$ and $\lim_{u \rightarrow \infty} \frac{\Phi(u)}{u} = \infty$.

Proposition 2.2 ([3]). $\Phi$ is an $N$-function iff $\Phi(u) = \int_0^{|u|} \phi(t) dt$, where the right derivative $\phi$ of $\Phi$ satisfies:

(1) $\phi$ is right-continuous and nondecreasing;

(2) $\phi(t) > 0$ whenever $t > 0$;

(3) $\phi(0) = 0$ and $\lim_{t \rightarrow \infty} \phi(t) = \infty$.

Let $\phi$ satisfy (1)-(3) of Proposition 2.2. Then we call

$$\psi(s) = \sup \{ t \geq 0 : \phi(t) \leq s \} = \inf \{ t \geq 0 : \phi(t) > s \},$$

the right-inverse function of $\phi$. Clearly, $\psi$ also satisfies (1)-(3) of Proposition 2.2.

Definition 2.3 ([3]). Let $\Phi$ be an $N$-function, $\phi$ be the right derivative of $\Phi$, and $\psi$ be the right-inverse function of $\phi$. Then we call

$$\Psi(v) = \int_0^{|v|} \psi(s) ds,$$
the complementary $N$-function of $\Phi$.

Proposition 2.4 ([3]). The relations of $\Phi, \Psi, \phi$ and $\psi$ are as follows:

\[ uv \leq \Phi(u) + \Psi(v) \quad (u, v \in \mathbb{R}). \tag{2.1} \]
\[ uv = \Phi(u) + \Psi(v) \iff u = \psi(|v|) \text{sign} v \text{ or } v = \phi(|u|) \text{sign} u \quad (u, v \in \mathbb{R}). \tag{2.2} \]
\[ \Phi(u) \leq |u|\phi(|u|) \leq \Phi(2u) \quad (u \in \mathbb{R}). \tag{2.3} \]

Inequality 2.1 is called the Young Inequality.

Definition 2.5 ([3]). We say that an $N$-function $\Phi$ satisfies the global $\Delta_2$-condition if there exist $K > 2$ such that

\[ \Phi(2u) \leq K\Phi(u) \quad (u \geq 0). \tag{2.4} \]

In this case, we write $\Phi \in \Delta_2$.

Lemma 2.6 ([15]). The following statements are equivalent:

1. $\Phi \in \Delta_2$.
2. (1.5) is satisfied.
3. There exist $p > 1$ such that for every $u > 0$,
   \[ \frac{u\phi(u)}{\Phi(u)} < p. \]
4. There exist $q = \frac{n}{p-1} > 1$ such that for every $v > 0$,
   \[ \frac{v\psi(v)}{\Psi(v)} > q. \tag{2.5} \]

Lemma 2.7. For all $\xi, \eta \in \mathbb{R}^N$, we have

\[ (a(|\xi|)\xi - a(|\eta|)\eta) \cdot (\xi - \eta) \geq 0. \tag{2.6} \]

Proof. If $\xi = 0, \eta \neq 0$, then

\[ (a(|\xi|)\xi - a(|\eta|)\eta) \cdot (\xi - \eta) = a(|\eta|)\eta \cdot \eta = a(|\eta|)|\eta|^2 = \phi(|\eta|)|\eta| > 0. \]

For the case $\xi \neq 0, \eta = 0$ or $\xi = 0, \eta = 0$, the proof is similar to the case of $\xi = 0, \eta \neq 0$.
If $\xi \neq 0, \eta \neq 0$, then

\[ (a(|\xi|)\xi - a(|\eta|)\eta) \cdot (\xi - \eta) = a(|\xi|)|\xi|^2 + a(|\eta|)|\eta|^2 - a(|\xi|)\xi \cdot \eta - a(|\eta|)\eta \cdot \xi \]
\[ = \phi(|\xi|)|\xi| + \phi(|\eta|)|\eta| - \phi(|\xi|)\frac{\xi \cdot \eta}{|\xi|} - \phi(|\eta|)\frac{\eta \cdot \xi}{|\eta|} \]
\[ \geq \phi(|\xi|)|\xi| + \phi(|\eta|)|\eta| - \phi(|\xi|)|\eta| - \phi(|\eta|)|\xi| \]
\[ = (\phi(|\xi|) - \phi(|\eta|))(|\xi| - |\eta|) \geq 0. \]

Lemma 2.8. Suppose that $\Phi$ is an $N$-function, then $\Phi(|\xi|)$ is a convex function with respect to $\xi \in \mathbb{R}^N$.

Proof. For every pair of $\xi_1, \xi_2 \in \mathbb{R}^N$ and every $\lambda \in [0, 1]$, we have

\[ \Phi(|\lambda \xi_1 + (1 - \lambda)\xi_2|) \leq \Phi(\lambda|\xi_1| + (1 - \lambda)|\xi_2|) \leq \lambda \Phi(|\xi_1|) + (1 - \lambda)\Phi(|\xi_2|). \]

\[ \square \]
Lemma 2.9 (The Biting Lemma [4, 17]). Let Ω ⊂ \( \mathbb{R}^N \) be measurable with finite Lebesgue measure \( \mu_\Omega \) and suppose that \( \{f_n\} \) is a bounded sequence in \( L^1(\Omega; \mathbb{R}^N) \). Then there exist a subsequence \( \{f_{n_j}\} \subset \{f_n\} \), a function \( f \in L^1(\Omega; \mathbb{R}^N) \), and a decreasing family of measurable sets \( E_k \) such that \( \mu_{\Omega \setminus E_k} \to 0 \) as \( k \to \infty \) and for any \( k \), \( f_{n_j} \rightharpoonup f \) weakly in \( L^1(\Omega \setminus E_k; \mathbb{R}^N) \) as \( j \to \infty \).

Lemma 2.10 (De La Vallée Poussin’s Theorem [2]). Suppose \( \Phi \) is an \( N \)-function. Let \( \Omega \subset \mathbb{R}^N \) be measurable with finite Lebesgue measure \( \mu_\Omega \) and suppose that \( \{f_n\} \subset L^1(\Omega; \mathbb{R}^N) \) satisfies \[
\int_\Omega \Phi(|f_n|)dx \leq C,
\] where \( C \) is a positive constant. Then there exist a subsequence \( \{f_{n_i}\} \subset \{f_n\} \), and a function \( f \in L^1(\Omega; \mathbb{R}^N) \) such that \( f_{n_i} \rightharpoonup f \) weakly in \( L^1(\Omega; \mathbb{R}^N) \) as \( i \to \infty \), with \[
\int_\Omega \Phi(|f|)dx \leq C.
\]

3. Existence and Uniqueness

To prove Theorem 1.2, as preparation we first study the existence and uniqueness of weak solutions of the following auxiliary elliptic problems. For \( h > 0 \) and \( u_0 \in L^2(\Omega) \), we consider \[
\begin{cases}
\frac{u - u_0}{h} - \text{div}(a(|\nabla u|)\nabla u) = 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\tag{3.1}
\]

Definition 3.1. A function \( u \in L^2(\Omega) \cap W^{1,1}_0(\Omega) \) with \( \int_0^T \int_\Omega a(|\nabla u|)|\nabla u|^2 dx dt < \infty \) is called a weak solution of problem (3.1) if for any \( \varphi \in C^1_c(\Omega) \), we have
\[
\int_\Omega \frac{u - u_0}{h} \varphi dx + \int_\Omega a(|\nabla u|)\nabla u \cdot \nabla \varphi dx = 0.
\]

Theorem 3.2. Assume that \( u_0 \in L^2(\Omega) \), then there exists a unique weak solution for problem (3.1).

Proof. We consider the variational problem
\[
\min \{ J(v) \mid v \in V \},
\]
where
\[
V = \{ v \in L^2(\Omega) \cap W^{1,1}_0(\Omega) \mid \int_\Omega \Phi(|\nabla v|)dx < \infty \},
\]
and the functional \( J \) is
\[
J(v) = \frac{1}{2h} \int_\Omega (v - u_0)^2 dx + \int_\Omega \Phi(|\nabla v|)dx.
\]
We will establish that \( J(v) \) has a minimizer \( u_1 \) in \( V \).
As
\[
0 \leq \inf_{v \in V} J(v) \leq J(0) = \frac{1}{2h} \int_\Omega u_0^2 dx,
\]
then we can find a minimizing sequence \( \{v_m\} \subset V \) such that \( J(v_m) \leq J(0) + 1 \) and

\[
\lim_{m \to \infty} J(v_m) = \inf_{v \in V} J(v).
\]

Since

\[
\int_\Omega \Phi(|\nabla v_m|) dx \leq J(v_m) \leq J(0) + 1,
\]

\[
\int_\Omega v_m^2 dx \leq \int_\Omega (v_m - u_0 + u_0)^2 dx
\]

\[
\leq 2 \int_\Omega (v_m - u_0)^2 dx + 2 \int_\Omega u_0^2 dx
\]

\[
\leq 4h[J(v_m) + J(0)]
\]

\[
\leq 4h[2J(0) + 1],
\]

it follows that

\[
\int_\Omega v_m^2 dx + \int_\Omega \Phi(|\nabla v_m|) dx \leq C.
\]

By Lemma 2.10 and the weak compactness of bounded set in reflexive Banach Space, we can find a subsequence \( \{v_{m_i}\} \) of \( \{v_m\} \) and a function \( u_1 \in L^2(\Omega) \cap W^{1,1}_0(\Omega) \) such that

\[
v_{m_i} \rightharpoonup u_1 \text{ weakly in } L^2(\Omega),
\]

\[
\nabla v_{m_i} \rightharpoonup \nabla u_1 \text{ weakly in } L^1(\Omega; \mathbb{R}^N).
\]

Thus, we have

\[
J(u_1) \leq \lim_{i \to \infty} J(v_{m_i}) = \inf_{v \in V} J(v).
\]

This implies that \( u_1 \in V \) is a minimizer of the functional \( J(u) \) in \( V \), i.e.,

\[
J(u_1) = \inf_{v \in V} J(v).
\]

Furthermore, we have \( J(u_1) \leq J(\lambda u_1) \), \( \lambda \in (0, 1) \). Since \( \Phi \) is an \( \mathcal{N} \)-function, by Lemma 2.8, we know that \( \Phi(|\xi|) \) is a convex function with respect to \( \xi \in \mathbb{R}^N \). Therefore we get

\[
\Phi(|\nabla u_1|) - \Phi(\lambda|\nabla u_1|) \geq (1 - \lambda)\nabla_\xi \Phi(\lambda|\nabla u_1|) \cdot \nabla u_1
\]

\[
= \frac{\Phi'(\lambda|\nabla u_1|)}{|\lambda \nabla u_1|} \lambda \nabla u_1 \cdot (1 - \lambda)\nabla u_1
\]

\[
= \phi(\lambda|\nabla u_1|)(1 - \lambda)|\nabla u_1|
\]

\[
= \lambda(1 - \lambda)a(\lambda|\nabla u_1|)|\nabla u_1|^2,
\]

where

\[
\nabla_\xi \Phi(\lambda|\nabla u_1|) = \left( \frac{\Phi'(|\xi|)\xi_1}{|\xi|}, \frac{\Phi'(|\xi|)\xi_2}{|\xi|}, \ldots, \frac{\Phi'(|\xi|)\xi_N}{|\xi|} \right)_{|\xi| = \lambda \nabla u_1}
\]

\[
= (a(|\xi|)\xi_1, a(|\xi|)\xi_2, \ldots, a(|\xi|)\xi_N)_{|\xi| = \lambda \nabla u_1}.
\]

Then

\[
\frac{1}{2}(1 - \lambda^2) \int_\Omega u_0^2 dx + h\lambda(1 - \lambda) \int_\Omega a(\lambda|\nabla u_1|)|\nabla u_1|^2 dx \leq (1 - \lambda) \int_\Omega u_1 u_0 dx.
\]
Dividing the above inequality by $1 - \lambda$, and passing to limits as $\lambda \to 1$, we have
\[
\int_{\Omega} u_1^2 dx + h \lim_{\lambda \to 1} \lambda (\lambda |\nabla u_1|)|\nabla u_1|^2 dx = \int_{\Omega} u_1^2 dx + h \lim_{\lambda \to 1} \phi(\lambda |\nabla u_1|)|\nabla u_1|dx \\
\leq \int_{\Omega} u_1 u_0 dx.
\]
Since
\[
\phi(\lambda |\nabla u_1|)|\nabla u_1| \leq \phi(|\nabla u_1|)|\nabla u_1| \leq \Phi(2|\nabla u_1|) \leq (K + 1)\Phi(|\nabla u_1|) \in L^1(\Omega),
\]
by Lebesgue Dominated Convergence Theorem,
\[
\int_{\Omega} u_1^2 dx + h \int_{\Omega} a(|\nabla u_1|)|\nabla u_1|^2 dx \leq \int_{\Omega} u_1 u_0 dx.
\]
Thus, we conclude that $a(|\nabla u_1|)|\nabla u_1|^2 \in L^1(\Omega)$.

It follows from (2.2) that
\[
\Psi(a(|\nabla u_1|)|\nabla u_1|) = a(|\nabla u_1|)|\nabla u_1|^2 - \Phi(|\nabla u_1|) \leq a(|\nabla u_1|)|\nabla u_1|^2 + \Phi(|\nabla u_1|),
\]
then we have
\[
\Psi(a(|\nabla u_1|)|\nabla u_1|) \in L^1(\Omega).
\]
For a fixed $\varphi \in C^1_c(\Omega)$, we know that $J(u_1) \leq J(\lambda u_1 + (1 - \lambda)\varphi)$, $\lambda \in (0, 1)$.

Denote $\xi_\lambda = \lambda \nabla u_1 + (1 - \lambda)\nabla \varphi$. Since $\Phi$ is an $N$-function, by Lemma 2.8, we know that $\Phi(|\xi|)$ is a convex function with respect to $\xi \in \mathbb{R}^N$. Therefore we get
\[
\Phi(|\nabla u_1|) - \Phi(|\xi_\lambda|) \geq \frac{\Phi'(||\xi_\lambda||)}{|\xi_\lambda|} \xi_\lambda \cdot (\nabla u_1 - \xi_\lambda) = (1 - \lambda)a(|\xi_\lambda|)\xi_\lambda \cdot (\nabla u_1 - \nabla \varphi),
\]
and deduce as above to have
\[
\int_{\Omega} a(|\xi_\lambda|)\xi_\lambda \cdot (\nabla u_1 - \nabla \varphi)dx \leq \frac{1}{2h} \int_{\Omega} [- (1 + \lambda)(u_1 - u_0)^2 + 2\lambda(u_1 - u_0)(\varphi - u_0) + (1 - \lambda)(\varphi - u_0)^2]dx.
\]
Consider
\[
g(\lambda) = \Phi(|\xi_\lambda|) = \Phi(|\lambda \nabla u_1 + (1 - \lambda)\nabla \varphi|).
\]
It is obvious that $g$ is a convex function in $\mathbb{R}$ and
\[
g'(\lambda) = \frac{\Phi'(||\xi_\lambda||)}{|\xi_\lambda|} \xi_\lambda \cdot (\nabla u_1 - \nabla \varphi) = a(|\xi_\lambda|)\xi_\lambda \cdot (\nabla u_1 - \nabla \varphi).
\]
Then by the monotonicity of a convex function’s derivative, we know
\[
g'(0) \leq g'(\lambda) \leq g'(1), \quad \lambda \in (0, 1),
\]
which implies that
\[
a(|\nabla \varphi|)\nabla \varphi \cdot (\nabla u_1 - \nabla \varphi) \leq a(|\xi_\lambda|)\xi_\lambda \cdot (\nabla u_1 - \nabla \varphi) \leq a(|\nabla u_1|)\nabla u_1 \cdot (\nabla u_1 - \nabla \varphi).
\]
Recalling (2.1), we have
\[
|a(|\nabla u_1|)\nabla u_1 \cdot \nabla \varphi| \leq a(|\nabla u_1|)|\nabla u_1||\nabla \varphi| \leq \Phi(|\nabla \varphi|) + \Psi(a(|\nabla u_1||\nabla u_1|).
\]
As $a(|\nabla u_1|)|\nabla u_1|^2 \in L^1(\Omega)$, $\Psi(a(|\nabla u_1||\nabla u_1|) \in L^1(\Omega)$, and $\varphi \in C^1_c(\Omega)$, it is easy to obtain $a(|\nabla \varphi|)\nabla \varphi \cdot (\nabla u_1 - \nabla \varphi) \in L^1(\Omega)$ and $a(|\xi_\lambda|)\xi_\lambda \cdot (\nabla u_1 - \nabla \varphi) \in L^1(\Omega)$. 

By Lebesgue Dominated Convergence Theorem, we have
\[
\lim_{\lambda \to 1} \int_{\Omega} a(|\xi\lambda|) \xi \cdot (\nabla u_1 - \nabla \varphi) \, dx = \int_{\Omega} \lim_{\lambda \to 1} a(|\xi\lambda|) \xi \cdot (\nabla u_1 - \nabla \varphi) \, dx \\
= \int_{\Omega} a(|\nabla u_1|) \nabla u_1 \cdot (\nabla u_1 - \nabla \varphi) \, dx.
\]
Recalling (3.2), we obtain
\[
\int_{\Omega} a(|\nabla u_1|) \nabla u_1 \cdot (\nabla u_1 - \nabla \varphi) \, dx \leq \frac{1}{h} \int_{\Omega} (u_1 - u_0)(\varphi - u_1) \, dx.
\]
Denote
\[
A = \int_{\Omega} \frac{u_1 - u_0}{h} \, dx + \int_{\Omega} a(|\nabla u_1|) |\nabla u_1|^2 \, dx.
\]
Then we conclude that, for every \( \varphi \in C^1_c(\Omega) \),
\[
\int_{\Omega} \frac{u_1 - u_0}{h} \varphi \, dx + \int_{\Omega} a(|\nabla u_1|) \nabla u_1 \cdot \nabla \varphi \, dx \geq A.
\]
By a scaling argument, it follows that
\[
\int_{\Omega} \frac{u_1 - u_0}{h} \varphi \, dx + \int_{\Omega} a(|\nabla u_1|) \nabla u_1 \cdot \nabla \varphi \, dx = 0.
\]
Therefore, \( u_1 \) is a weak solution of problem (3.1).

Suppose that there exists another weak solution \( v \) of problem (3.1). Then, for every \( \varphi \in C^1_c(\Omega) \), we have
\[
\int_{\Omega} \frac{v - u_0}{h} \varphi \, dx + \int_{\Omega} a(|\nabla v|) \nabla v \cdot \nabla \varphi \, dx = 0,
\]
which follows that
\[
\int_{\Omega} \frac{v - u_1}{h} \varphi \, dx + \int_{\Omega} a(|\nabla v|) \nabla v - a(|\nabla u_1|) \nabla u_1 \cdot \nabla \varphi \, dx = 0. \tag{3.3}
\]
Recalling (2.2), we observe that
\[
|a(|\nabla v|) \nabla v \cdot u_1| \leq a(|\nabla v|) |\nabla v||\nabla u_1| \leq \Phi(|\nabla u_1|) + \Psi(a(|\nabla v|)|\nabla v|) \in L^1(\Omega).
\]
Making use of the approximation argument, we conclude that \( v - u_1 \) can be a test function in (3.3). Therefore,
\[
\int_{\Omega} \frac{(v - u_1)^2}{h} \, dx + \int_{\Omega} [a(|\nabla v|) \nabla v - a(|\nabla u_1|) \nabla u_1] \cdot \nabla (v - u_1) \, dx = 0.
\]
Using inequality (2.6), we have
\[
\int_{\Omega} (v - u_1)^2 \, dx = 0.
\]
which implies \( u_1 = v \) a.e. in \( \Omega \). Thus we complete the proof of the Theorem. \( \square \)

Now we begin to prove Theorem 1.2.

Proof. First we prove the uniqueness of weak solutions. Suppose there exist two weak solutions \( u \) and \( v \) of problem (1.1). Then \( w = u - v \) satisfies the following problem
\[
\begin{cases}
  w_t - \text{div}[a(|\nabla u|) \nabla u - a(|\nabla v|) \nabla v] = 0 & \text{in } \Omega \times (0, T], \\
  w(x, t) = 0 & \text{in } \partial \Omega \times (0, T], \\
  w(x, 0) = 0 & \text{on } \Omega.
\end{cases}
\]
By an approximation argument [8, 18], we first extend solution \( u(x, t) \) to the initial value \( u_0(x) \) when \( t < 0 \). We next mollify \( u \) in the spatial directions to have an approximation \( C^\infty \) sequence \( u_\varepsilon \), then introduce the time average of \( u_\varepsilon(x, t) \),

\[
J_{\varepsilon, h} = \frac{1}{2h} \int_{t-h}^{t+h} u_\varepsilon(x, \tau) d\tau.
\]

As \( u \in C([0, T]; L^2(\Omega)) \cap L^1(0, T; W^{1,1}_0(\Omega)) \), we know that \( J_{\varepsilon, h}(x, t) \in C^1(\overline{Q}) \) with \( J_{\varepsilon, h}(\cdot, t)|_{\partial\Omega} = 0 \). So we choose

\[
w^k_{\varepsilon, h}(x, t) = \frac{1}{2h} \int_{t-h}^{t+h} w^k_\varepsilon(x, \tau) d\tau, w^k = w\chi_{|w| \leq k} - k\chi_{|w| < k} + k\chi_{|w| > k},
\]

as a test function in the above initial-boundary value problem to have

\[
\int_{\Omega} \left[ w w^k_{\varepsilon, h}(x, t) \right] dx - \int_{0}^{t} \int_{\Omega} w [w^k_{\varepsilon, h}] dt
\]

\[
+ \int_{0}^{t} \int_{\Omega \cap \{|u - v| < k\}} \left( a(|\nabla u|) \nabla u - a(|\nabla v|) \nabla v \right) \cdot \nabla (u - v) dxd\tau = 0.
\]

By the approximation argument, we have

\[
\frac{1}{2} \int_{\Omega} (u - v)(t) w^k(t) dx
\]

\[
+ \int_{0}^{t} \int_{\Omega \cap \{|u - v| < k\}} \left( a(|\nabla u|) \nabla u - a(|\nabla v|) \nabla v \right) \cdot \nabla (u - v) dxd\tau = 0.
\]

Sending \( k \to \infty \), we conclude that

\[
\frac{1}{2} \int_{\Omega} (u - v)^2(t) dx + \int_{0}^{t} \int_{\Omega} \left( a(|\nabla u|) \nabla u - a(|\nabla v|) \nabla v \right) \cdot \nabla (u - v) dxd\tau = 0.
\]

which implies \( u = v \) a.e. in \( Q \). Therefore we obtain the uniqueness of weak solutions.

Now we prove the existence of weak solutions. Let \( n \) be a positive integer. Denote \( h = \frac{T}{n} \). In order to construct an approximation solution sequence \( \{u_k\} \) for problem (1.1), we consider the following elliptic problems

\[
\begin{cases}
\frac{u_k - u_{k-1}}{h} - \text{div}(a(|\nabla u_k|) \nabla u_k) = 0 & \text{in } \Omega, \\
u_{k} = 0 & \text{on } \partial\Omega,
\end{cases}
\]

(3.4)

for \( k = 1, 2, \ldots, n \). As \( k = 1 \), it follows from Theorem 3.2 that there is a unique \( u_1 \in V \) satisfying (3.4). Following the same procedures, we can find weak solutions \( u_k \in V \) of (3.4) for \( k = 2, 3, \ldots, n \). Moreover, for every \( \varphi \in C^1_c(\Omega) \), we have

\[
\int_{\Omega} \frac{u_k - u_{k-1}}{h} \varphi dx + \int_{\Omega} a(|\nabla u_k|) \nabla u_k \cdot \nabla \varphi dx = 0,
\]

(3.5)

and

\[
\int_{\Omega} \frac{u_k - u_{k-1}}{h} u_k dx + \int_{\Omega} a(|\nabla u_k|) \nabla u_k \cdot \nabla u_k dx = 0.
\]
Now for every \( h = \frac{T}{n} \), we define
\[
    u_h(x, t) = \begin{cases} 
        u_0(x), & t = 0, \\
        u_1(x), & 0 < t \leq h, \\
        \ldots, & \ldots, \\
        u_j(x), & (j - 1) < t \leq jh, \\
        \ldots, & \ldots, \\
        u_n(x), & (n - 1)h < t \leq nh = T.
    \end{cases}
\] (3.6)

Choosing \( u_k \) as a test function in (3.5), and using \( u_k u_{k-1} \leq \frac{u_k^2 + u_{k-1}^2}{2} \), we have
\[
    \frac{1}{2} \int_{\Omega} u_k^2 dx + h \int_{\Omega} a(|\nabla u_k|)|\nabla u_k|^2 dx \leq \frac{1}{2} \int_{\Omega} u_{k-1}^2 dx. \tag{3.7}
\]

For each \( t \in (0, T] \), there exists some \( j \in \{1, 2, \ldots, n\} \) such that \( t \in ((j - 1)h, jh] \). Adding the inequality (3.7) from \( k = 1 \) to \( k = j \), we get
\[
    \frac{1}{2} \int_{\Omega} u_j^2 dx + h \sum_{k=1}^{j} \int_{\Omega} a(|\nabla u_k|)|\nabla u_k|^2 dx \leq \frac{1}{2} \int_{\Omega} u_0^2 dx. \tag{3.8}
\]

By the definition of \( u_h(x, t) \), we obtain
\[
    \frac{1}{2} \int_{\Omega} u_h^2(x, t) dx + \int_0^t \int_{\Omega} a(|\nabla u_h|)|\nabla u_h|^2 dx \, d\tau \leq \frac{1}{2} \int_{\Omega} u_0^2 dx.
\]

In particular, we get
\[
    \frac{1}{2} \int_{\Omega} u_h^2(x, t) dx + \int_0^t \int_{\Omega} a(|\nabla u_h|)|\nabla u_h|^2 dx \, d\tau \leq \frac{1}{2} \int_{\Omega} u_0^2 dx. \tag{3.8}
\]

Therefore, after taking the supremum over \([0, T] \), we have
\[
    \sup_{0 \leq t \leq T} \int_{\Omega} u_h^2(x, t) dx + \int_0^T \int_{\Omega} a(|\nabla u_h|)|\nabla u_h|^2 dx \, dt \leq \frac{3}{2} \int_{\Omega} u_0^2 dx.
\]

Recalling (2.3), we have
\[
    \sup_{0 \leq t \leq T} \int_{\Omega} u_h^2(x, t) dx + \int_0^T \int_{\Omega} \Phi(|\nabla u_h|) dx \, d\tau \leq \frac{3}{2} \int_{\Omega} u_0^2 dx.
\]

We conclude that
\[
    \sup_{0 \leq t \leq T} \int_{\Omega} u_h^2(x, t) dx \leq C = C(u_0, \Omega),
\]
and
\[
    \int_0^T \int_{\Omega} \Phi(|\nabla u_h|) dx \, d\tau \leq C = C(u_0, \Omega). \tag{3.9}
\]

Thanks to Lemma 2.10, we may choose a subsequence (for simplicity, we also denote it by the original sequence) such that
\[
    u_h \rightharpoonup u \text{ weakly-}^* \text{ in } L^\infty(0, T; L^2(\Omega)),
\]
\[
    u_h \rightharpoonup u \text{ weakly in } L^1(0, T; W_0^{1,1}(\Omega)).
\]

These yield that
\[
    \sup_{0 \leq t \leq T} \int_{\Omega} u^2(x, t) dx \leq C \quad \text{and} \quad \int_0^T \int_{\Omega} \Phi(|\nabla u|) dx \, d\tau \leq C.
\]
Denote
\[ \xi_h = a(\nabla u_h)\nabla u_h. \]

Using (2.2), (2.3), (2.4), Lemma 2.6 and our assumption (1.5), we have
\[
\Psi(|\xi_h|) = \Psi(\xi_h) = \Psi \big( a(\nabla u_h) \big|\nabla u_h \big) = \Psi \big( a(\nabla u_h) \big|\nabla u_h \big)
\leq \Phi(2|\nabla u_h|) - \Phi(|\nabla u_h|)
\leq K\Phi(|\nabla u_h|) - \Phi(|\nabla u_h|) = (K-1)\Phi(|\nabla u_h|). \tag{3.10}
\]

It follows from (3.9) and (3.10) that
\[
\int_0^T \int_\Omega \Psi(|\xi_h|) dx dt \leq \int_0^T \int_\Omega (K-1)\Phi(|\nabla u_h|) dx dt \leq C.
\]

Recalling (2.5), we have that
\[
\int_0^T \int_\Omega |\xi_h|^q dx dt \leq C \quad (q > 1).
\]

Thus we can draw another subsequence \( \{\xi_h\} \) (we also denote it by the original sequence for simplicity) such that
\[
\xi_h \rightharpoonup \xi, \quad \text{weakly in} \quad (L^q(Q))^N \quad (q > 1). \tag{3.11}
\]

We conclude from Lemma 2.10 that
\[
\int_0^T \int_\Omega \Psi(|\xi|) dx dt \leq \lim_{h \to 0} \int_0^T \int_\Omega \Psi(|\xi_h|) dx dt \leq C.
\]

Recalling inequality (2.1), we have
\[
|\xi \cdot \nabla u| \leq |\xi||\nabla u| \leq \Psi(|\xi|) + \Phi(|\nabla u|).
\]

This implies that \( \xi \cdot \nabla u \in L^1(Q) \).

In the following, we prove that the function \( u \) is a weak solution of problem (1.1).

For every \( \varphi \in C_c(Q) \) with \( \varphi(\cdot, 0) = 0 \) and \( \varphi(\cdot, t)|_{\partial\Omega} = 0 \), we take \( \varphi(x, (k-1)h) \) as a test function in (3.5) for every \( k \in \{1, 2, \ldots, n\} \) to have
\[
\int_{\Omega} \frac{u_k - u_{k-1}}{h} \varphi(x, (k-1)h) dx + \int_{\Omega} a(|\nabla u_k|) \nabla u_k \cdot \nabla \varphi(x, (k-1)h) dx = 0.
\]

Summing up all the equalities and recalling \( \varphi(\cdot, T) = \varphi(\cdot, nh) = 0 \), we get
\[
-\frac{1}{h} \int_{\Omega} u_0(x)\varphi(x, 0) dx + \sum_{k=1}^n \int_{\Omega} u_k(x) \frac{\varphi(x, (k-1)h) - \varphi(x, kh)}{h} dx
\]
\[
+ \sum_{k=1}^n \int_{\Omega} a(|\nabla u_k|) \nabla u_k \cdot \nabla \varphi(x, (k-1)h) dx = 0.
\]

In view of the definition of \( u_h(x, t) \) in (3.6), we obtain
\[
\int_0^T \int_{\Omega} u_h(x, t) \varphi_t(x, t) dx dt = \sum_{k=1}^{kh} \int_{(k-1)h}^{kh} \int_{\Omega} u_h(x, t) \varphi_t(x, t) dx dt
\]
\[
= \sum_{k=1}^n \int_{\Omega} u_k(x) \left[ \int_{(k-1)h}^{kh} \varphi(x, t) dt \right] dx = \sum_{k=1}^n \int_{\Omega} u_k(x) \left[ \varphi(x, kh) - \varphi(x, (k-1)h) \right] dx,
\]
and
\[ \int_0^T \int_\Omega a(|\nabla u_h|) \nabla u_h \cdot \nabla \varphi \, dx \, dt = \sum_{k=1}^n \int_{(k-1)h}^{kh} \int_\Omega a(|\nabla u_h|) \nabla u_h \cdot \nabla \varphi \, dx \, dt \]
\[ = \sum_{k=1}^n \int_\Omega a(|\nabla u_k|) \nabla u_k \cdot \left[ \int_{(k-1)h}^{kh} \nabla \varphi(x,t) \, dt \right] \, dx. \]
Thus
\[ - \int_\Omega u_0(x) \varphi(x,0) \, dx - \int_0^T \int_\Omega u_h(x,t) \varphi_t(x,t) \, dx \, dt + \int_0^T \int_\Omega a(|\nabla u_h|) \nabla u_h \cdot \nabla \varphi \, dx \, dt \]
\[ = \sum_{k=1}^n \int_\Omega a(|\nabla u_k|) \nabla u_k \cdot \left[ \int_{(k-1)h}^{kh} \nabla \varphi(x,t) \, dt - h \nabla \varphi(x,(k-1)h) \right] \, dx. \]
Letting \( h \to 0 \), we have
\[ - \int_\Omega u_0(x) \varphi(x,0) \, dx + \int_0^T \int_\Omega \left[ -u \varphi_t + \xi \cdot \nabla \varphi \right] \, dx \, dt = 0. \tag{3.12} \]
Choosing \( \varphi \in C_c^\infty(\Omega) \), we get
\[ \int_0^T \int_\Omega u \varphi_t \, dx \, dt = \int_0^T \int_\Omega \xi \cdot \nabla \varphi \, dx \, dt. \tag{3.13} \]
By (3.11), we know that \( \xi \in (L^2(\Omega))^N \). In view of (3.13), we conclude that \( u_t \in L^1(0,T; H^{-1}(\Omega)) \).
Since
\[ u = \int_0^t u_t \, dt + u_0, \]
and \( u_0 \in L^2(\Omega) \hookrightarrow H^{-1}(\Omega) \), it follows that \( u \in C([0,T]; H^{-1}(\Omega)) \). Here \( H^{-1}(\Omega) \) is the dual space of \( H_0^1(\Omega) = W_0^{1,2}(\Omega) \).
Denote
\[ A_v = a(|\nabla v|) \nabla v, \]
for \( v \in L^1(\Omega) \) with \( \int_\Omega \int_\Omega \Phi(|\nabla v|) \, dx \, dt < \infty \).
Summing up the inequalities (3.7), we get
\[ \frac{1}{2} \int_\Omega u_h^2(T) \, dx + \int_0^T \int_\Omega Au_h \cdot \nabla u_h \, dx \, dt \leq \frac{1}{2} \int_\Omega u_0^2 \, dx. \tag{3.14} \]
Recalling Lemma 2.7, we have
\[ \int_0^T \int_\Omega (Au_h - A_v) \cdot (\nabla u_h - \nabla v) \, dx \, dt \geq 0. \]
Then it follows from (3.14) that
\[ \frac{1}{2} \int_\Omega u_h^2(T) \, dx + \int_0^T \int_\Omega Au_h \cdot \nabla v \, dx \, dt \]
\[ + \int_0^T \int_\Omega A_v \cdot \nabla u_h \, dx \, dt - \int_0^T \int_\Omega A_v \cdot \nabla v \, dx \, dt \leq \frac{1}{2} \int_\Omega u_0^2 \, dx. \]
Letting \( h \to 0 \), and noting
\[
\int_\Omega u^2(T)dx \leq \lim_{h \to 0} \int_\Omega u_h^2(T)dx,
\]
we get
\[
\frac{1}{2} \int_\Omega u^2(T)dx + \int_0^T \int_\Omega \xi \cdot \nabla vdxdt + \int_0^T \int_\Omega A \cdot \nabla vdxdt \leq \frac{1}{2} \int_\Omega u_0^2dx. \tag{3.15}
\]
By an approximation, we may choose the test function \( \varphi = u \) in (3.12) to have
\[
\frac{1}{2} \int_\Omega u^2(T)dx + \int_0^T \int_\Omega \xi \cdot \nabla udxdt = \frac{1}{2} \int_\Omega u_0^2dx. \tag{3.16}
\]
Combining (3.15) with (3.16), we obtain
\[
\int_0^T \int_\Omega (\xi - Av) \cdot (\nabla v - \nabla u)dxdt \leq 0. \tag{3.17}
\]
Set \( v = \lambda u, \lambda \in (0, 1) \). Then
\[
\int_0^T \int_\Omega [\xi - a(\lambda|\nabla u|)\nabla u] \cdot \nabla udxdt \geq 0.
\]
That is
\[
\int_0^T \int_\Omega a(\lambda|\nabla u|)\nabla udxdt \leq \int_0^T \int_\Omega \xi \cdot \nabla udxdt.
\]
Passing to limits as \( \lambda \to 1 \), we conclude that
\[
\int_0^T \int_\Omega a(|\nabla u|)\nabla udxdt \leq \int_0^T \int_\Omega \xi \cdot \nabla udxdt.
\]
Next we choose \( v = \lambda u + (1 - \lambda)w \) for any \( \lambda \in (0, 1), w \in C^1(\overline{Q}) \) in inequality (3.17) to have
\[
\int_0^T \int_\Omega [\xi - A(\lambda u + (1 - \lambda)w)] \cdot (\nabla w - \nabla u)dxdt \leq 0.
\]
Passing to limits as \( \lambda \to 1 \) and using Lesbesgue’s Dominated Convergence Theorem, we obtain
\[
\int_0^T \int_\Omega (\xi - Au) \cdot (\nabla w - \nabla u)dxdt \leq 0.
\]
By a scaling argument again, we have
\[
\int_0^T \int_\Omega (\xi - Au) \cdot \zeta dxdt = 0,
\]
for every \( \zeta \in (L^\infty(\overline{Q}))^N \). It follows that \( \xi = Au \) a.e. in \( Q \).

For every \( 0 < \delta < T \), we denote \( v_\delta(x, t) = u(x, t + \delta) \). By the uniqueness of weak solutions, we conclude that \( v_\delta \) is a weak solution for the following problem
\[
\begin{align*}
\frac{\partial v_\delta}{\partial t} - \text{div} \left( a(|\nabla v_\delta|)\nabla v_\delta \right) &= 0 & \text{in } \Omega \times (0, T - \delta], \\
v_\delta &= 0 & \text{on } \partial \Omega \times (0, T - \delta], \\
v_\delta(x, 0) &= u(x, \delta) & \text{in } \Omega.
\end{align*}
\]
Then it follows that \( \omega_\delta(x, t) = v_\delta(x, t) - u(x, t) = u(x, t + \delta) - u(x, t) \) satisfying
\[
\begin{cases}
\frac{\partial \omega_\delta}{\partial t} - \text{div} \left( a(|\nabla v_\delta|) \nabla v_\delta - a(|\nabla u|) \nabla u \right) = 0 & \text{in } \Omega \times (0, T - \delta], \\
\omega_\delta = 0 & \text{on } \partial \Omega \times (0, T - \delta], \\
\omega_\delta(x, 0) = u(x, \delta) - u_0(x) & \text{in } \Omega.
\end{cases}
\tag{3.18}
\]

For each \( t_0 \in [0, T - \delta] \), we choose a test function \( \omega_\delta \) for equations (3.18) over \([0, t_0]\) to have
\[
\frac{1}{2} \int_\Omega \omega_\delta^2(x, t_0)dx + \int_0^{t_0} \int_\Omega \left[ a(|\nabla v_\delta|) \nabla v_\delta - a(|\nabla u|) \nabla u \right] \cdot (\nabla v_\delta - \nabla u) dx dt \leq \frac{1}{2} \int_\Omega \omega_\delta^2(x, 0)dx.
\]

Thanks to Lemma 2.7, it yields
\[
\int_\Omega \left| u(x, t_0 + \delta) - u(x, t_0) \right|^2 dx \leq \int_\Omega \left| u(x, \delta) - u_0(x) \right|^2 dx.
\]

In order to prove that \( u \in C \left( [0, T]; L^2(\Omega) \right) \), we only need to prove
\[
\lim_{\delta \to 0^+} \int_\Omega \left| u(x, \delta) - u_0(x) \right|^2 dx = 0. \tag{3.19}
\]

Suppose (3.19) is not true. Then there exists a positive number \( \varepsilon_0 \) and a sequence \( \{ \delta_i \} \) with \( \delta_i \to 0 \) as \( i \to \infty \) such that
\[
\lim_{\delta_i \to 0^+} \int_\Omega \left| u(x, \delta_i) - u_0(x) \right|^2 dx \geq \varepsilon_0. \tag{3.20}
\]

By (3.8), we easily see that
\[
\int_\Omega \left| u(x, \delta_i) \right|^2 dx \leq \int_\Omega \left| u_0^2(x) \right| dx. \tag{3.21}
\]

Thus, we have from (3.20) that
\[
\lim_{i \to \infty} \left[ \int_\Omega \left| u_0(x) \right|^2 dx - \int_\Omega u_0(x) u(x, \delta_i) dx \right] \geq \frac{\varepsilon_0}{2}. \tag{3.22}
\]

Hence, it follows from (3.21) that \( \{ u(x, \delta_i) \} \) is bounded sequence in \( L^2(\Omega) \). Moreover, there exist a subsequence (for simplicity, we also denote it by the original sequence) and a \( \tilde{u}_0 \in L^2(\Omega) \) such that
\[
u(x, \delta_i) \rightharpoonup \tilde{u}_0(x) \quad \text{weakly in } L^2(\Omega).
\]

Since \( u \in C \left( [0, T]; H^{-1}(\Omega) \right) \), it follows that
\[
u(x, \delta_i) \rightharpoonup u_0(x) \quad \text{in } H^{-1}(\Omega).
\]

Thus we must have \( \tilde{u}_0(x) = u_0(x) \) and then
\[
u(x, \delta_i) \rightharpoonup u_0(x) \quad \text{weakly in } L^2(\Omega).
\]

The above relation leads to a contradiction with (3.22). Therefore, we conclude that (3.19) is true and \( u \in C \left( [0, T]; L^2(\Omega) \right) \). Thus we complete the proof of the theorem. \( \square \)
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