An adaptive single image superresolution (SR) method using a support vector data description (SVDD) is presented. The proposed method represents the prior on high-resolution (HR) images by hyperspheres of the SVDD obtained from training examples and reconstructs HR images from low-resolution (LR) observations based on the following schemes. First, in order to perform accurate reconstruction of HR images containing various kinds of objects, training HR examples are previously clustered based on the distance from a center of a hypersphere obtained for each cluster. Furthermore, missing high-frequency components of the target image are estimated in order that the reconstructed HR image minimizes the above distances. In this approach, the minimized distance obtained for each cluster is utilized as a criterion to select the optimal hypersphere for estimating the high-frequency components. This approach provides a solution to the problem of conventional methods not being able to perform adaptive estimation of the high-frequency components. In addition, local patches in the target low-resolution (LR) image are utilized as the training HR examples from the characteristic of self-similarities between different resolution levels in general images, and our method can perform the SR without utilizing any other HR images.

1. Introduction

Estimation of high-resolution (HR) images from low-resolution (LR) images is one of the most important issues in the field of digital imaging applications, and this research field will always be important as long as limitations of hardware and photo environments exist. Nearest neighbor, bilinear, bicubic, and Lanczos-based approaches have been traditionally utilized for enhancing spatial resolutions [1–3]. However, these approaches cannot preserve sharpness at edges and textures in the obtained HR images since the missing high-frequency components cannot be reconstructed.

In order to overcome the limitations of the traditional approaches, super-resolution (SR) methods have been extensively studied by many researchers [1–16]. Most SR methods are broadly categorized into two approaches, reconstruction-based approach and learning-based approach. The reconstruction-based approach estimates the HR image from their multiple LR observations, and many methods based on this approach have been proposed [1–6]. On the other hand, the learning-based (example-based) approach estimates the HR image from only its LR observation, but several other HR images are utilized to learn a prior on the original HR image [8–16]. In this paper, we focus on the learning-based approach and discuss its details.

In order to learn the prior on HR images, many methods adopt multivariate analysis techniques. Principal component analysis (PCA) is frequently utilized for hallucination of face images [17]. Furthermore, kernel PCA (KPCA) is capable of capturing a part of high-order statistics which are particularly important for encoding image structures [18, 19], and the obtained nonlinear eigenspace can successfully represent the priors. Therefore, by utilizing nonlinear subspaces, KPCA-based face hallucination methods have also been proposed [20, 21]. Kim et al. extended this approach to multipatch-based SR of natural images [21].

It should be noted that the conventional approach has the following three problems. (1) In the conventional KPCA-based approach, eigenvectors, which span the nonlinear eigenspace, cannot be directly defined, and the use of the
kernel trick becomes necessary. Thus, even if the dimension of the nonlinear subspace is reduced to a small value, all training examples must be stored for representing this subspace. Problems of memory consumption therefore occur with increase in the number of training examples. (2) In the conventional approach, since several other training HR images must be prepared, suitable training images must be provided manually. (3) The conventional approach is based on the assumption that training examples are globally similar, that is, they should represent a similar class of objects. Therefore, if the target LR image contains several kinds of objects or textures, the performance of the conventional approach tends to be degraded.

Recently, the support vector learning method has become a viable tool in the area of intelligent systems [22]. The support vector machine (SVM) can define its separating hyperplane utilized as a classifier from some support vectors which are selected from training examples. Furthermore, support vector data description (SVDD) [23], whose interest is another type of problem, that is, the problem of data description or one-class classification, can also define its separating hypersphere used as a classifier from only some support vectors.

In this paper, we propose an adaptive single image SR method using SVDD. Since the hypersphere of SVDD can be applied to the data description, we utilize this hypersphere as the subspace of the HR image. As described above, this hypersphere is represented from only some support vectors, and the first problem of the conventional KPCA-based methods can be effectively solved by using SVDD. It is well known that the center of the hypersphere in SVDD is that of the distribution of a target object class. Therefore, from this characteristic, the proposed method regards the hypersphere of SVDD as the subspace of HR images. It should be noted that SVDD, which is a one-class version of SVM, has a characteristic of generalization. Therefore, the proposed method tends to perform accurate reconstruction even if tremendous number of training data cannot be provided. Note that there have been proposed several SR methods which use support vector regression as shown in [24, 25]. These methods utilize the algorithm of SVM, that is, support vector regression for SR. Therefore, their algorithm is based on the regression for estimating HR images. On the other hand, our method uses the hypersphere of SVDD as the subspace of HR images. Then our method adopts entirely different schemes from those conventional methods.

Furthermore, local patches within the target LR image are utilized as HR training examples from a characteristic of self-similarities between two different resolution levels. This means that the training data can be obtained from only the observed image, and the second problem of the conventional methods can be solved. Then, in our method, every patch has potential to be part of the training for individual target patch. This is based on the characteristic of self-similarities as shown in the above. It is well known that general images can be accurately reconstructed from their own self-similarities, and iterated function systems (IFS) [26] effectively use this characteristic. Then, based on the idea of IFS, patches in different resolution levels can be utilized for the accurate reconstruction of images. Therefore, the proposed method also uses the benefit of IFS.

In order to solve the third problem, we introduce the following adaptive classification approach into the estimation of missing high-frequency components in the target image. The proposed method previously performs clustering of training HR local patches based on distances from the center of the hypersphere obtained for each cluster. Furthermore, the high-frequency components minimizing the distances are estimated by using the hypersphere of each cluster. In this procedure, the proposed method monitors the distances minimized in the estimation of the high-frequency components and outputs the results obtained from the optimal cluster minimizing these distances. This classification approach thus enables adaptive estimation of the high-frequency components for each local patch within the target image, and reconstruction of the HR image is realized without dependence on the conventional assumption. Consequently, since the proposed method effectively solves the problems of the conventional methods, successful reconstruction of HR images can be expected.

This paper is organized as follows. In Section 2, the SVDD utilized in the proposed method is explained. In Section 3, the adaptive single image SR method using the SVDD is presented. Experimental results that verify the performance of the proposed method are shown in Section 4. Finally, concluding remarks are presented in Section 5.

2. Support Vector Data Description

In this section, the SVDD utilized in the proposed method is explained. The SVDD was developed by Tax and Duin to solve one-class classification problems [23]. Inspired by the support vector machine learning theory, the SVDD obtains a boundary around the target data set; this boundary is used to decide whether new objects are target objects or outliers.

Given a set of training target data \( x_i \) \((i = 1, 2, \ldots, N)\), the simplest form of the SVDD defines a hypersphere around the data. The sphere is characterized by a center \( a \) and a radius \( R \). The goal is to minimize the volume of the sphere (i.e., minimize \( R^2 \)) while keeping all training objects inside its boundary. Thus, the following constrained optimization problem must be solved:

\[
\begin{align*}
\min_{R, a, \xi_i} & \quad R^2 + T \sum_{i=1}^{N} \xi_i \\
\text{s.t.} & \quad \|x_i - a\|^2 \leq R^2 + \xi_i, \quad \xi_i \geq 0, \quad (i = 1, 2, \ldots, N),
\end{align*}
\]

(1)

where the parameter \( T \) controls the trade-off between the volume and errors, and \( \xi_i \) is a slack variable. Then, from the obtained center \( a \) and the radius \( R \), we can decide whether new objects \( x \) are the target objects \( P \) or outliers as follows:

\[
\begin{align*}
x \in P & \quad \text{if } f_{\text{svdd}}(x) \geq 0 \\
x \notin P & \quad \text{otherwise}
\end{align*}
\]

(2)

\[
f_{\text{svdd}}(x) = R^2 - \|x - a\|^2.
\]
In the above equation, the output $f_{svdd}$ monotonically decreases with increase in the distance $\|x-a\|^2$ between $x$ and the center $a$. Therefore, when $f_{svdd}$ becomes larger, $x$ becomes closer to $a$. Furthermore, the center $a$ of the sphere represents that of the probabilistic density for the target objects.

3. SVDD-Based Adaptive SR Method

The adaptive SR method based on the SVDD is presented in this section. As shown in Figure 1, the target LR image $f$, which we observe, is obtained by blurring and subsampling the HR image $F$ (in this paper, we assume any noises are not included in the target LR image $f$ to make the problem easier.) We can easily calculate the blurred HR image $\hat{F}$ in Figure 1 by upsampling the target LR image $f$. However, it is difficult to reconstruct $F$ from $\hat{F}$ since the high-frequency components of $F$ are missed by the low-pass filter. Therefore, using the separating hypersphere obtained from training examples by the SVDD, the proposed method tries to estimate the missing high-frequency components. It is well known that local patches between two different resolution levels are similar to each other. Therefore, we utilize local patches within the LR image $f$ for calculating the hypersphere of HR patches. This means the training data can be obtained from only the target LR image $f$ in the proposed method.

It should be noted that in the target LR image $f$, there are many local patches which are quite different from each other. Such local patches should not affect the estimation of the missing high-frequency components for the target local patch within $\hat{F}$. Therefore, as shown in Figure 2, the proposed method generates the separating hypersphere for each cluster containing similar patches, and the optimal sphere is adaptively utilized for the target local patch in $\hat{F}$. In order to realize this scheme, clustering of the local patches within the target LR image $f$ must first be performed before the high-frequency component estimation of the image $\hat{F}$. Thus, clustering of local patches within the LR image $f$ is explained in Section 3.1, and SVDD-based estimation of the missing high-frequency components is shown in Section 3.2.

3.1. Clustering of Training Local Patches. In this subsection, local patches within the LR image $f$ are clustered into $K$ clusters $C_k$ ($k = 1, 2, \ldots, K$). First, we clip $N$ local patches $f_i$ ($w \times h$ pixels, $i = 1, 2, \ldots, N$) as the training examples from the target LR image $f$ and generate vectors
assigns the Gaussian kernel \[ \phi(x_i) \] by using the nonlinear map \( \phi \) whose kernel function is the Gaussian kernel [18]. Furthermore, the proposed method assigns \( f_i \) to cluster \( C_k \) minimizing the following normalized distance:

\[
E_i = \frac{||\phi(x_i) - a_k||^2}{R_k^2}.
\]

In the above equation, \( a^k \) and \( R^k \) are the center vector and the radius of the hypersphere obtained from \( \phi(x_i^j) \) \( (j = 1, 2, \ldots, N^k) \) by the SVDD, where \( \phi(x_i^j) \) represents \( \phi(x_i) \) belonging to cluster \( C_k \). Furthermore, \( a^k \) and \( R^k \) are obtained by solving the following optimization problem:

\[
\begin{align*}
\min_{R^k, a_k^j, \xi_j^k} & \quad R_k^2 + T_k \sum_{j=1}^{N_k} \xi_j^k \\
\text{s.t.} & \quad ||\phi(x_i^j) - a_k||^2 \leq R_k^2 + \xi_j^k, \\
& \quad \xi_j^k \geq 0 \quad (j = 1, 2, \ldots, N^k),
\end{align*}
\]

where the parameter \( T_k \) controls the trade-off between the volume and errors, and \( \xi_j^k \) is a slack variable. Note that for each cluster, the radius \( R_k \) is different since it depends on the features of the belonging local patches. Thus, even if a target object is far from the center \( a_k \) but included in the hypersphere of radius \( R_k \), it should be assigned to cluster \( C_k \). This means simple use of the distance \( ||\phi(x_i) - a_k||^2 \) may not be suitable for the criterion \( E_i^k \). Therefore, in our method, the normalized distance \( ||\phi(x_i) - a_k||^2/R_k^2 \) is utilized for \( E_i^k \).

In the proposed method, we utilize (3) as the criterion representing how suitable the HR local patch \( f_i \) is for cluster \( C_k \). Therefore, we assign each HR training local patch \( f_i \) to cluster \( C_k \) minimizing this criterion. The calculation of \( a_k \) and \( R_k \) is presented in the rest of this subsection.

The constraints in the optimization problem of (4) can be rewritten as follows:

\[
\begin{align*}
||\phi(x_i^j)||^2 - 2a_k^j \phi(x_i^j) + ||a^k||^2 - R_k^2 - \xi_j^k \leq 0, \\
-\xi_j^k \leq 0 \quad (j = 1, 2, \ldots, N^k).
\end{align*}
\]

From the above constraints, the Lagrange multipliers for solving the optimization problem in (4) are provided below.

\[
L_k = R_k^2 + T_k \sum_{j=1}^{N_k} \xi_j^k
\]

\[
- \sum_{j=1}^{N_k} \alpha_j^k \left( R_k^2 + \xi_j^k - \left( ||\phi(x_i^j)||^2 - 2a_k^j \phi(x_i^j) + ||a^k||^2 \right) \right)
\]

\[
- \sum_{j=1}^{N_k} \beta_j^k \xi_j^k,
\]

where

\[
L_k = L(R^k, a_k, \xi_k, a^k, \beta_k).
\]

In order to solve the optimization problem, we need to maximize the Lagrange multipliers \( L_k \) with \( \alpha_j^k \) and \( \beta_j^k \) \( (j = 1, 2, \ldots, N^k) \) and minimize \( L_k \) with \( R_k^2 \) and \( \alpha_k^k \) and \( \xi_j^k \). Note that the derivatives of \( L_k \) with respect to \( R_k^2 \) and \( \alpha_k^k \) and \( \xi_j^k \) become zero at the optimal solution, and

\[
\begin{align*}
\frac{\partial L_k}{\partial R_k^2} &= 0, \\
\frac{\partial L_k}{\partial \alpha_k^k} &= 0, \\
\frac{\partial L_k}{\partial \xi_j^k} &= 0,
\end{align*}
\]

are satisfied. Therefore, this provides the following equations:

\[
\begin{align*}
\sum_{j=1}^{N_k} \alpha_j^k &= 1, \\
\alpha_k^k &= \sum_{j=1}^{N_k} \alpha_j^k \phi(x_i^j), \\
T_k - a_k^j - \beta_j^k &= 0.
\end{align*}
\]

Then, by substituting (9)–(11) into (6), the following dual problem can be obtained:

\[
\begin{align*}
\max_{\alpha_j^k} & \quad \sum_{j=1}^{N_k} \alpha_j^k \kappa(x_i^j, x_i^j) - \sum_{i=1}^{N_k} \sum_{j=1}^{N_k} \alpha_j^k \alpha_i^k \kappa(x_i^j, x_i^j) \\
\text{s.t.} & \quad \sum_{j=1}^{N_k} \alpha_j^k = 1, \\
& \quad 0 \leq \alpha_j^k \leq T_k \quad (j = 1, 2, \ldots, N^k),
\end{align*}
\]

where \( \kappa(\cdot, \cdot) \) is the Gaussian kernel function, and it satisfies

\[
\kappa(x_i^j, x_i^j) = \phi(x_i^j)' \phi(x_i^j).
\]

By solving the optimization problem shown in (12) with respect to \( \alpha_j^k \) \( (j = 1, 2, \ldots, N^k) \), \( R_k^2 \) is obtained as follows:

\[
R_k^2 = \kappa(x_i^j, x_i^j) - 2 \sum_{j=1}^{N_k} \alpha_j^k \kappa(x_i^j, x_i^j)
\]

where \( x_v \) is a support vector whose \( \alpha_j^k \) satisfies \( 0 < \alpha_j^k < T_k \). Furthermore, the center vector \( a_k^k \) of the hypersphere can be obtained from (10).

In this way, iterating the assignment based on (3), the proposed method realizes the clustering of the training HR
local patches $f_i$ to $K$ clusters (it should be noted that
the initial clusters are simply provided by performing $k$-
means clustering.) Furthermore, by applying the SVDD to
each cluster, its hypersphere can be respectively obtained.
This hypersphere represents the separating sphere which
can decide whether target patches are HR ones or not in
each cluster. Therefore, the proposed method utilizes this
hypersphere as a subspace of HR images in each cluster.
Note that the hypersphere of the SVDD is represented by its
center vector $a^k$ and radius $R^k$, and these two can be defined
from only some support vectors $x^{\alpha_k}_i$ in each cluster $C_k$. In
detail, $a^k_j$ whose $x^{\alpha_k}_j$ is not the support vector becomes zero
by solving the optimization problem in (12). Then $a^k$ and $R^k$
can be represented by some training HR local patches of the
support vectors. Therefore, the hypersphere can also be represented
by these training HR patches, and we can effectively solve the problem in the conventional kernel PCA-based
approach.

3.2. SVDD-Based Estimation of High-Frequency Components.
In this subsection, we explain the SVDD-based method
for estimating the missing high-frequency components in
$F$ from the clustering results obtained in the previous
subsection. First, we clip a local patch $g_{\text{target}} (w \times h$ pixels)
from $F$ and obtain a vector $l$ whose elements are the raster
scanned intensities of $g_{\text{target}}$. Furthermore, by using cluster
$C_k$, the proposed method estimates the HR result $x^k$ of $g_{\text{target}}$
by solving the following optimization problem:

$$\max_{x^k} f_{SVDD}^k (x^k) \quad \text{s.t.} \quad Lx^k = l,$$  \hspace{1cm} (15)

where $L$ is the matrix representing the low-pass filter. In
our method, a simple sinc filter with a hamming window is utilized. Furthermore, $f_{SVDD}^k(x^k)$ is obtained as

$$f_{SVDD}^k (x^k) = R^k - \| \phi (x^k) - a^k \|^2.$$  \hspace{1cm} (16)

Then, from the above equation, the optimization problem in
(15) can be rewritten as follows:

$$\min_{x^k} \rho (x^k) = \| \phi (x^k) - a^k \|^2 \quad \text{s.t.} \quad Lx^k = l.$$  \hspace{1cm} (17)

As shown in the above equation, $x^k$ is estimated to minimize
the distance from the center vector $a^k$ of the hypersphere for
cluster $C_k$ in the feature space. Denoting the vector whose
elements are the high-frequency components estimated by
cluster $C_k$ as $h^k$, the optimal solution $\hat{x}^k$ is written as

$$\hat{x}^k = 1 + \hat{h}^k.$$  \hspace{1cm} (18)

Then we find $\hat{h}^k$ minimizing the following equation under
the constraint in (17), and the optimal solution can be obtained.

$$\hat{\rho}(h^k) = \| \phi (1 + h^k) - a^k \|^2$$
$$= \phi (1 + h^k) \phi (1 + h^k) + a^k a^k' - 2 \phi (1 + h^k) a^k_k$$
$$= 1 + a^k a^k' - 2 \phi (1 + h^k) a^k_k.$$  \hspace{1cm} (19)

By using (10), the derivative of (19) with respect to $h^k$ is obtained as follows:

$$\frac{\partial \hat{\rho}(h^k)}{\partial h^k} = -4 \sum_{j=1}^{N_k} a^k_j (1 + h^k - x^k_j) x^k_j,$$  \hspace{1cm} (20)

where $\theta^k$ is a parameter of the Gaussian kernel. Furthermore, at the extremum of $\hat{\rho}$,

$$\frac{\partial \hat{\rho}(h^k)}{\partial h^k} = 0$$  \hspace{1cm} (21)

is satisfied, and the following equation can be derived:

$$h^k = \frac{\sum_{j=1}^{N_k} a^k_j x^k_j}{\sum_{j=1}^{N_k} a^k_j} - 1.$$  \hspace{1cm} (22)

Therefore, by renewing $h^k$ in the following equation under the
constraint shown in (17), the proposed method enables the
calculation of the optimal result $\hat{h}^k$.

$$h^k_{i+1} = \frac{\sum_{j=1}^{N_k} a^k_j (1 + h^k_i, x^k_j)}{\sum_{j=1}^{N_k} a^k_j (1 + h^k_i, x^k_j)} - 1.$$  \hspace{1cm} (23)
Figure 3: Subjective performance comparison between the proposed method and the conventional methods (The magnification factor was set to four): (a) original HR image “Lena” (512 \times 512 pixels), (b) LR image (128 \times 128 pixels), (c) HR image estimated by the proposed method, (d) HR image estimated by the interpolation using Lanczos filter, (e) HR image estimated by [10], (f) HR image estimated by [21].

Table 1: Image enlargement performance comparison (SSIM) of the proposed method and the conventional methods (magnification factor = 4).

| Test image | LR   | Lanczos filter | Reference [10] | Reference [21] | Proposed method |
|------------|------|----------------|----------------|----------------|-----------------|
| Lena       | 0.7114 | 0.8542         | 0.8168         | 0.8206         | 0.8530          |
| Goldhill   | 0.5984 | 0.7488         | 0.7133         | 0.7426         | 0.7763          |
| Peppers    | 0.7206 | 0.8449         | 0.8274         | 0.8044         | 0.8488          |
| Boat       | 0.6560 | 0.7868         | 0.7500         | 0.7701         | 0.8030          |
| Girl       | 0.7831 | 0.8979         | 0.8798         | 0.8809         | 0.9039          |
| Mandrill   | 0.3900 | 0.5322         | 0.4907         | 0.5478         | 0.6008          |

Then the estimation result \( \hat{h}^k \) of the high-frequency components by cluster \( C^k \) can be calculated, and the HR result \( \hat{x}^k \) of \( g_{\text{target}} \) is also obtained. The above estimation scheme is similar to the preimage estimation algorithm from the high-dimensional feature space in [27].

Generally, the center \( a^k \) of the separating hypersphere represents that of the probabilistic density for the HR patches in cluster \( C^k \). Therefore, the proposed method estimates \( \hat{x}^k \) of \( g_{\text{target}} \) in order that it minimizes the distance \( \rho(\hat{x}^k) \) from the center \( a^k \). Furthermore, if we can classify \( g_{\text{target}} \) into the optimal cluster \( C^{k_{\text{opt}}} \), its high-frequency components can be more accurately estimated by the optimal hypersphere. Thus, we utilize the criterion in (3), and it is defined as

\[
E^k = \frac{\| \phi(\hat{x}^k) - a^k \|_2^2}{R^2},
\]

and output \( \hat{x}^{k_{\text{opt}}} \) (\( k_{\text{opt}} = 1, 2, \ldots, K \)) minimizing this criterion as the final result.

As described above, we can reconstruct the HR local patch from \( g_{\text{target}} \). The proposed method clips local patches \( g_{\text{target}} \) (\( w \times h \) pixels) at the same interval in a raster scanning.
order from the blurred HR image \( \hat{F} \). Furthermore, each local patch is reconstructed by the above schemes. Note that each pixel has multiple estimation results if the clipping interval is smaller than the size of the local patches. In this case, the proposed method regards the result minimizing the criterion in (24) as the final result. Then we can realize adaptive example-based SR of the target LR image. Finally, we show the specific procedures of the high-frequency component estimation in Algorithm 1.

Note that in our method, we only focus on the resolution enhancement of the target LR image. However, the target LR images may be degraded by some blurring effects. If the blur function is included in the degradation process, we have to change the matrix \( L \) in (15) to the matrix including not only the low-pass filter but also the blurring. Specifically, given the matrix \( B \) representing the blurring, (15) is written as

\[
\max_{x} f_{\text{SVD}}^k (x) \quad \text{ s.t. } L B x^k = 1, \tag{25}
\]

where \( \mathbf{l} \) corresponds to the vector of the target local patch which is also corrupted by the blurring. Then, by solving the above equation, the proposed method can reconstruct the HR image from its LR image degraded by the blurring. It should be noted that in order to realize this reconstruction, we have to perform blur estimation, and it must be provided by some other methods.

4. Experimental Results

The performance of the proposed method is verified in this section. As shown in Figure 3(a), we used a test image “Lena” of 512 × 512 pixels in size and 8 bits/pixel as an HR image. In order to obtain its LR image, we subsampled this image to 128 × 128 pixels by using a Lanczos filter as shown in Figure 3(b) (in this figure, we simply enlarge the LR image to the same size of the HR image.) Next, the proposed method was applied to the LR target image to estimate the HR image as shown in Figure 3(c), that is, the magnification factor was set to four (in the subjective evaluation, we set the magnification factor to four. This is because it becomes difficult to identify the difference of the performance between the proposed method and the conventional methods in the figures if the magnification factor is set to two. Thus, the quantitative evaluation of the magnification factor being two is shown in Table 2.) In order to utilize the proposed method, we simply set its parameters as follows: \( w = 8 \), \( h = 8 \), \( K = 10 \), and \( \theta^k \) \((k = 1, 2, \ldots, K)\) is set to \(10^{-3} \times \text{the variance for} \| x_i - x_j \|_2^2 \) \((i, j = 1, 2, \ldots, N)\). The parameters \( w \) and \( h \) were determined

\[
\text{Figure 4: Zoomed portions of the results in Figure 3: (a) zoomed portion of Figure 3(a), (b) zoomed portion of Figure 3(b), (c) zoomed portion of Figure 3(c), (d) zoomed portion of Figure 3(d), (e) zoomed portion of Figure 3(e), and (f) zoomed portion of Figure 3(f).}
\]
Figure 5: Subjective performance comparison between the proposed method and the conventional methods (the magnification factor was set to four): (a) original HR image "Goldhill" (512 × 512 pixels), (b) LR image (128 × 128 pixels), (c) HR image estimated by the proposed method, (d) HR image estimated by the interpolation using Lanczos filter, (e) HR image estimated by [10], and (f) HR image estimated by [21].

based on other conventional methods. This means that the proposed method set \( w \) and \( h \) to the values similar to those of the conventional methods. Next, \( K \) should be determined from the number of texture patterns contained within the target image, but it cannot be easily determined. Thus, in the proposed method, we assume that the number of the texture patterns within the target image is less than 10, and \( K \) is set to 10. It should be noted that for images including many texture patterns, \( K \) must be set to a larger value. Furthermore, \( \theta^k \) was roughly determined from some preliminary experiments, but it was not always the optimal value for all images. Therefore, in the proposed method, \( K \) and \( \theta^k \) should be adaptively determined from the target LR image. This will be addressed in the future work.

In the proposed method, the number of training patches, \( N \) is one of the most important factors for the accurate reconstruction of HR images. However, it is difficult to determine the suitable value of \( N \), and its optimal number will change for each target image. We can guess that the proposed method does not require tremendous number of training examples since the SVDD has a characteristic of generalization. However, if \( N \) is too small a value, the performance of the proposed method is not guaranteed, naturally. As described above, since it is difficult to estimate the suitable value of \( N \), we present two approaches for increasing the number of the training examples. In one approach, we downsample the target LR image iteratively, and obtain multiple smaller images to get more training patches. By focusing on the self-similarities in general images, the number of the training examples can be increased, effectively. Furthermore, the other approach is the use of several other LR images which are similar to the target LR image. If we can obtain such LR images, the performance improvement of the proposed method can be expected. This idea is related to the reconstruction-based SR approach. In this approach, the HR image is reconstructed from its multiple LR observations. It should be noted that our method does not utilize unique procedures in the reconstruction-based approach, such as registration, and thus the total procedures are quite different. However, the idea of the use of multiple LR observations for improving the performance of SR is similar. Therefore, if LR images similar to the target LR image can be retrieved from a database, more accurate estimation of the HR image becomes feasible. Note that in this experiment, we did not use the above two approaches since training examples could be sufficiently provided.

For comparison, we respectively show results obtained by the interpolation method using the Lanczos filter, and the
conventional methods [10, 21] in Figures 3(d)–3(f) (in this experiment, we performed the enhancement of the results obtained by our method and the conventional methods for better evaluation. Specifically, the high-frequency components were enhanced by the high-boost filter in the same way as [21].) The conventional method in [10] is a representative method of the example-based SR. Furthermore, the method in [21] is also a representative method which utilizes kernel PCA for obtaining the prior on HR images to perform the SR. Thus, in this experiment, we utilized these conventional methods for the comparison of our method. Note that the conventional methods need other training HR images for estimating missing high-frequency components. In this experiments, we obtain the training data by the same schemes in the proposed method. Furthermore, as shown in Figure 4, we show the zoomed portions of the results obtained by the proposed method and the conventional methods for better subjective evaluation. From the obtained results, we can see that the proposed method preserves the sharpness more successfully than do the conventional methods. Furthermore, we also show the results of “Goldhill” as shown in Figures 5 and 6, where the magnification factor was also set to four. Note that the proposed method performs block-based procedures, and this causes some artifacts at several areas, such as chin of Lena in Figure 3. Other conventional methods also utilize the same procedures, and they also suffer from such artifacts in several areas. Therefore, for all methods adopting the block-based procedures, that
Figure 7: Subjective performance comparison between the proposed method and the conventional methods: (a) test image (1600 × 1200 pixels), (b) LR image (100 × 100 pixels) clipped from (a), (c) HR image estimated by the proposed method, (d) HR image estimated by the interpolation using Lanczos filter, (e) HR image estimated by [10], and (f) HR image estimated by [21]. The obtained results are 400 × 400 pixels, that is, the magnification factor is set to four.

is, not only the proposed method but also the conventional methods, several deblocking filters should be used, or some schemes including deblocking effects are necessary.

In order to quantitatively evaluate the performance of the proposed method, we use six test images “Lena”, “Goldhill”, “Peppers”, “Boat”, “Girl”, and “Mandrill” and performed the same simulations as those for which results are shown in Figures 3–6. It should be noted that the MSE (PSNR) and its variants cannot accurately represent the visual image quality [28, 29]. Therefore, in this experiment, we utilized the SSIM index [30] which is a representative quality measure utilized in many fields of image processing. Tables 2 and 1 show the results of the SSIM index obtained by the proposed method and the conventional methods, where Table 2 is the result of the magnification factor being two, and Table 1 is the result of the magnification factor being four. It can be seen that our method has achieved an improvement over the conventional methods. Therefore, good performance of the proposed method was verified by the experiments.

We discuss the effectiveness of the proposed method. In the KPCA-based method [21], eigenvectors, which span the nonlinear eigenspace, cannot be directly obtained. Thus, even if the dimension of the nonlinear subspace is reduced to a small value, all training examples must be stored for expressing this subspace, and problems of memory consumption occur with increase in the number of the training examples. On the other hand, since the SVDD can also define its separating hypersphere from only some support vectors, the proposed method can effectively solve this problem. Specifically, the ratio of support vectors utilized for representing the hypersphere of each cluster is less than 30% of training examples. Furthermore, the conventional method [21] is based on the assumption that training examples are globally similar, that is, they should represent a similar class of objects. Therefore, if a target LR image contains several kinds of objects, the performance of the conventional approach tends to be degraded. On the other hand, the proposed method monitors the minimized distances in the estimation process of the missing high-frequency components to select the optimal hypersphere utilized for target patches. This approach thus enables adaptive reconstruction of HR images, and successful SR becomes feasible. In addition, our method needs only the target LR image, and we do not have to depend on any other training HR images. Therefore, our method can realize single image SR.

Finally, we show experimental results obtained by applying the proposed and conventional methods to an actual
Figure 8: Zoomed portions of the results in Figure 7: (a) zoomed portion of Figure 7(b), (b) zoomed portion of Figure 7(c), (c) zoomed portion of Figure 7(d), (d) zoomed portion of Figure 7(e), and (e) zoomed portion of Figure 7(f).

LR image captured from a commercially available camera “Canon IXY DIGITAL 50”. It should be noted that the experiments were performed under the same conditions as those shown in the above. From the obtained results shown in Figures 7 and 8, we can see that the proposed method also realizes more successful reconstruction of the HR images than those of the conventional methods. Furthermore, the difference between the proposed method and the conventional methods becomes more significant as the amount of the high-frequency components in the target images becomes larger.

5. Conclusions

An adaptive single image SR method using SVDD is proposed in this paper. In the proposed method, training HR examples are previously clustered, and the separating hypersphere is obtained for each cluster by the SVDD. Note that in our method, local patches in the target LR image are utilized as training examples from the characteristic of self-similarities. Then we can estimate missing high-frequency components minimizing the distances from the center of the hypersphere from only known low-frequency components. Furthermore, the proposed method introduces adaptive selection of the optimal hypersphere into the estimation of the missing high-frequency components by monitoring the minimized distances. This approach enables adaptive estimation of high-frequency components for each local patch within the target image. Therefore, successful reconstruction of HR images can be realized by our SVDD-based method.

Note that the results obtained by the proposed method suffer from some artifacts in high frequency areas. Since our method performs block-based procedures, some blocking
artifacts may occur in the regions of block boundaries. Therefore, in future work, we should combine the proposed method and some deblocking filters.
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