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Abstract. In this paper we study the $s$-dimensional Riesz transform of a finite measure $\mu$ in $\mathbb{R}^d$, with $s \in (d-1, d)$. We show that the boundedness of the Riesz transform of $\mu$ yields a weak type estimate for the Wolff potential $W_{\Phi,s}(\mu)(x) = \int_0^\infty \Phi(\frac{\mu(B(x,r))}{r^s}) \frac{dr}{r}$, where $\Phi(t) = e^{-1/\beta t}$ with $\beta > 0$ depending on $s$ and $d$. In particular, this weak type estimate implies that $W_{\Phi,s}(\mu)$ is finite $\mu$-almost everywhere.

As an application, we obtain an upper bound for the Calderón–Zygmund capacity $\gamma_s$ in terms of the nonlinear capacity associated to the gauge $\Phi$. It appears to be the first result of this type for $s > 1$.

§1. Introduction

For an integer $d \geq 2$, let $s \in (d-1, d)$. Define the $s$-dimensional Riesz transform of a finite nonnegative Borel measure $\mu$ by

$$R(\mu)(x) = \int_{\mathbb{R}^d} \frac{y-x}{|y-x|^{1+s}} \, d\mu(y).$$

For any finite measure $\mu$, the integral defining $R(\mu)$ converges almost everywhere with respect to the Lebesgue measure in $\mathbb{R}^d$. The aim of this paper is to show that the boundedness of the Riesz transform of a measure $\mu$ implies the $\mu$-almost everywhere finiteness of the Wolff potential associated to an exponential gauge. More precisely, we obtain a (very) weak type estimate for such a potential.

Define the measure $\mathcal{L}$ on $(0, \infty)$ by $\mathcal{L}(E) = \int_E \frac{dr}{r}$ for $E \subset (0, \infty)$. For each $x \in \mathbb{R}^d$ and $\Delta \in (0, \infty)$, we denote

$$E(x, \Delta) = \left\{ r \in (0, \infty) : \frac{\mu(B(x,r))}{r^s} > \Delta \right\}.$$

Here $B(x, r)$ is the open ball of radius $r$, centered at $x$. Let $\| \cdot \|_{L^\infty}$ be the essential supremum norm with respect to the Lebesgue measure in $\mathbb{R}^d$. Our main result is the following theorem.

Theorem 1.1. Suppose that $\| R(\mu) \|_{L^\infty} \leq 1$. There exist positive constants $C$ and $\alpha$, depending on $s$ and $d$, such that

$$\mu(\{ x \in \mathbb{R}^d : \mathcal{L}(E(x, \Delta)) > T \}) \leq \frac{C \mu(\mathbb{R}^d)}{\Delta \log_\alpha T},$$

for all $0 < \Delta < \infty$ and $e < T < \infty$.

A consequence of Theorem 1.1 is that the condition $\| R(\mu) \|_{L^\infty} \leq 1$ implies that

$$\int_0^\infty \Phi(\frac{\mu(B(x,r))}{r^s}) \frac{dr}{r} < \infty$$

for $\mu$-almost every $x \in \mathbb{R}^d$. 
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where \( \Phi(t) = e^{-1/t^\beta} \) with any \( \beta > 1/\alpha \). The estimate (1.2) is strong enough to deduce that the Calderón–Zygmund capacity associated to the \( s \)-dimensional Riesz transform is dominated by the nonlinear capacity associated to \( \Phi \), as we will see in §7 below.

The almost everywhere finiteness of an exponential potential is substantially weaker than the well-known conjecture (see [ENV1, Tol]), which states that for any finite measure \( \mu \),

\[
\| R(\mu) \|_{L^\infty} \leq 1 \implies \int_{\mathbb{R}^d} \int_0^{\infty} \left( \frac{\mu(B(x,r))}{r^s} \right)^2 \frac{dr}{r} \, d\mu(x) < \infty.
\]

In [MPV], Mateu, Prat, and Verdera proved (1.3) in the range \( 0 < s < 1 \) by using curvature methods, but it is not known whether this result should continue to hold if \( s > 1 \) and \( s \notin \mathbb{N} \). Any such bound (even Theorem 1.1 above) is false in the case of integer \( s \). In the special case of measures supported on Cantor sets with certain additional geometric properties, the conjecture (1.3) has been proven for all \( s \), see [Tol, EV].

For a general measure \( \mu \), the result here appears to be the first to show that a positive potential of any type can be controlled by the Riesz transform with \( s \) outside the curvature range. It can be viewed as a quantitative version of the recent theorem of Eiderman, Nazarov, and Volberg [ENV2]. Recall that a measure \( \mu \) is called \textit{totally lower irregular} if

\[
\liminf_{r \to 0} \frac{\mu(B(x,r))}{r^s} = 0, \quad \text{for } \mu\text{-almost every } x \in \mathbb{R}^d.
\]

In [ENV2], the nonexistence is proved of a finite totally lower irregular measure \( \mu \), supported on a set of finite \( s \)-dimensional Hausdorff measure, such that \( \mu \) has a bounded Riesz transform.

A careful inspection of the proof in [ENV2] reveals the primary qualitative step in the argument to be precisely the use of the condition (1.4), which is used in a Cantor construction in order to obtain ‘almost orthogonality’ of partial Riesz transforms associated to different Cantor levels.

In order to find a quantitative substitute for (1.4), we revisit a very nice theorem of Vihtilä. In [Vih], the nonexistence is proved of a nontrivial measure \( \mu \) with bounded Riesz transform, which has \textit{positive lower density}, that is

\[
\liminf_{r \to 0} \frac{\mu(B(x,r))}{r^s} > 0, \quad \text{for } \mu\text{-almost every } x \in \mathbb{R}^d.
\]

The result in [Vih] is proved for all \( s \in (0, d) \), \( s \notin \mathbb{N} \). In this paper we restrict our attention to \( s \in (d-1, d) \). This restriction is perhaps not so important for getting a quantitative version of Vihtilä’s theorem. However, in another part of the argument we will make use of a certain maximum principle for the Riesz transform with \( s \geq d-1 \) (see Proposition 6.8), and we do not know if some analogue of this result is available for \( s < d-1 \).

The general idea of our paper is to use multi-scale analysis to show that the Riesz transform of a measure \( \mu \) is large provided \( \mu \) possesses many scales of significant density. We will then marry this with the fractal construction in [ENV2]. It was somewhat surprising that this process should estimate a positive potential, even one as weak as in (1.2).

The result of [Vih] leans heavily on the theory of tangent measures. By their definition as weak limits, tangent measures carry little quantitative information. Therefore our first task is to derive a quantitative version of Vihtilä’s argument. Since tangent measures have found several applications in the field of geometric measure theory (see for example [Mat2, MP]), this may be of interest to specialists.

We remark that multiscale methods are somewhat notorious for giving exponential (or logarithmic) dependence as in (1.1), even in those cases when the true dependence
should be a power one; cf. [130] and [NPV]. The bound here is therefore no indication
the conjectured estimate (1.3) is false. On the contrary, it may be viewed as further
evidence to support the validity of (1.3). We also do not rule out that the methods here
could be improved to yield a power bound in the scale counting parameter T in (1.1). In
order to obtain such an improvement, the bounds of Proposition 3.1 below would have
to be significantly strengthened.

1.1. The plan of the paper. After a discussion of the preliminaries in §2 the pa-
per splits into two almost independent parts. In the first part (§3), we develop the
quantitative version of Vihtilä’s theorem. That is formulated in Proposition 3.1 below.
This proposition is the only thing used in the second part, which is devoted to proving
Theorem 1.1.
Assuming \( L(E(x, \Delta)) \) is large on a noticeable set, we construct a certain Cantor type
set. This is carried out in §4. §5 begins with three \( L^2 \) estimates, from which we derive
a contradiction and hence prove Theorem 1.1. The remainder of §5 together with §6
are devoted to proving these three estimates. In §7, we conclude the paper with a brief
discussion of the relationship between the Calderón–Zygmund capacity and the nonlinear
Wolff capacity associated to an exponential gauge.
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§2. Preliminaries

2.1. Notation. In what follows \( C, c, \) or \( C_j, c_j \) (for \( j \in \mathbb{N} \)) are respectively large and
small positive constants depending on \( s \) and \( d \). We enumerate them so that the constant
with index \( j \) can be chosen in terms of constants with lower indices (for example \( C_{96} \) can
depend on \( c_{95} \) and \( C_4 \)). Within a specific argument, if a constant \( C \) or \( c \) does not have
an index, then it may depend on all numbered constants chosen up to that moment, and
can change from line to line. At the very least, every large constant is greater than 1,
and every small constant is less than 1.

Throughout the paper, \( m_d \) will denote the \( d \)-dimensional Lebesgue measure. Given
a function \( f \), either scalar or vector valued, \( \|f\|_{L^\infty} \) will always stand for the essential
supremum norm of \( f \) with respect to \( m_d \). The quantity \( \text{osc}_E(f) = \sup\{|f(x) - f(y)| : x, y \in E\} \) will be called the oscillation of \( f \) over the set \( E \subset \mathbb{R}^d \).

We adopt the standard notation that \( B(x,r) \) is an open ball of radius \( r \), centered
at \( x \). The \( \varepsilon \)-neighborhood of a set \( E \) shall refer to the open neighborhood \( \{y \in \mathbb{R}^d : |y - x| < \varepsilon \text{ for some } x \in E\} \). We denote the closure of \( E \) by \( \overline{E} \).

We denote by \( \mathbb{N} \) the set of natural numbers \( \{1, 2, 3, 4, \ldots\} \), and by \( \mathbb{Z}_+ \) the set of
nonnegative integers \( \mathbb{N} \cup \{0\} \).

2.2. Growth conditions and \( L^2(\mu) \) boundedness. In this section we will mention
the key facts concerning the \( s \)-dimensional Riesz transform that will be used in what
follows. First of all, we will make regular use of the following necessary condition for
the boundedness of the Riesz transform.

Lemma 2.1. Suppose \( \|R(\mu)\|_{L^\infty} \leq 1. \) There is a constant \( C_1 \) such that, for any ball
\( B(x,r) \subset \mathbb{R}^d, \) one has
\[
\mu(B(x,r)) \leq C_1 r^s.
\]
Lemma 2.1 can be proved by elementary Fourier analysis, see [MPV, ENV2]. The next result we will require is a suitable version of Cotlar’s lemma. Define the maximal Riesz transform $R^\#$ by

$$R^\#(\mu)(x) = \sup_{B : x \in B} \left| \int_{\mathbb{R}^d \setminus 2B} \frac{y - x}{|y - x|^{1+s}} \, d\mu(y) \right|,$$

where the supremum is taken over all balls $B$ such that $x \in B$. Here (and elsewhere) $2B$ is the concentric double of $B$. The following lemma can be proved by mimicking the simple argument of Lemma 3 in [Vih].

**Lemma 2.2.** Suppose that $\|R(\mu)\|_{L^\infty} \leq 1$. There is a constant $C_2$ such that

$$|R^\#(\mu)(x)| \leq C_2, \quad \text{for all } x \in \mathbb{R}^d.$$

Lemmas 2.1 and 2.2 ensure that the $s$-dimensional maximal Riesz transform together with the measure $\mu$ satisfy the hypotheses of the $T(1)$-theorem of [NTV2], which is the next result we will state.

**Theorem 2.3 (T(1)-Theorem).** Suppose $\|R(\mu)\|_{L^\infty} \leq 1$. There is a constant $C_3$ such that

$$(2.2) \quad \int_{\mathbb{R}^d} |R^\#(f\mu)|^2 \, d\mu \leq C_3 \int_{\mathbb{R}^d} |f|^2 \, d\mu, \quad \text{for all } f \in L^2(\mu).$$

Theorem 2.3 is a special case of the $T(b)$-theorem in [NTV2]. For our purposes Lemma 2.1 and Theorem 2.3 are especially useful since they are hereditary in the measure $\mu$ — if we restrict the measure to any subset, then the conditions continue to hold with the same constants. This will allow us great flexibility when constructing the Cantor set. This hereditary property is not true in general for the $L^\infty$ bound.

We will also need an analog of (2.2) for the adjoint Riesz transform, which is defined for a vector valued Borel measure $\nu$ by

$$R^*(\nu)(x) = -\int_{\mathbb{R}^d} \frac{y - x}{|y - x|^{1+s}} \cdot d\nu(y).$$

The maximal adjoint Riesz transform is then given by

$$(R^*)^\#(\nu)(x) = \sup_{B : x \in B} \left| \int_{\mathbb{R}^d \setminus 2B} \frac{y - x}{|y - x|^{1+s}} \cdot d\nu(y) \right|.$$

Let $f = (f_1, \ldots, f_d)$ be a vector field in $L^2(\mu)$. For any ball $B$ and $x \in B$, note that

$$\left| \int_{\mathbb{R}^d \setminus 2B} \frac{y - x}{|y - x|^{1+s}} \cdot f(y) \, d\mu(y) \right| \leq \sum_{j=1}^d \left| \int_{\mathbb{R}^d \setminus 2B} \frac{y - x}{|y - x|^{1+s}} f_j(y) \, d\mu(y) \right|.$$

Therefore, we have $[(R^*)^\#(f\mu)]^2 \leq d \sum_{j=1}^d [R^\#(f_j\mu)]^2$, and Theorem 2.3 yields

$$(2.3) \quad \int_{\mathbb{R}^d} |(R^*)^\#(f\mu)|^2 \, d\mu \leq C_3 d \int_{\mathbb{R}^d} |f|^2 \, d\mu.$$

### 2.3. The action on the Fourier side

We conclude the preliminaries by recapping how the $s$-dimensional Riesz transform acts on the Fourier side. All these properties can be easily derived using Fourier analysis, see for example [SW]. First note that there exists a constant $b = b(s, d) \in \mathbb{R} \setminus \{0\}$ such that, for any $f$ in the Schwartz class and $\xi \in \mathbb{R}^d$,

$$R(\hat{f}_m)(\xi) = ib \frac{\xi}{|\xi|^{d+1-s}} \hat{f}(\xi).$$
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Let $\varphi \in C_0^\infty (B(0,2))$ be a nonnegative radial bump function, such that $\varphi \geq 1$ on $B(0,1)$, $\varphi \leq 2^d, |\nabla \varphi| \leq 2 \cdot 2^d$ on $B(0,2)$, and $\int_{B(0,2)} \varphi \, dm_d = m_d(B(0,2))$.

Define the vector field $\psi = \frac{1}{\|x\|} F^{-1}(|\xi|^d - 1 + \varphi(\xi))$. Then $\psi$ satisfies the decay estimate
\begin{equation}
|\psi(x)| \leq \frac{C_5}{(1 + |x|)^{2d-s}},
\end{equation}
see for example [SW, Chapter 4]. Combining the definition of $\psi$ with (2.4), we formally obtain
\begin{equation}
R^\ast (\psi \, m_d) = \varphi,
\end{equation}
and this is justified since $\psi \in L^1(\mathbb{R}^d)$, see (2.5).

§3. A Quantitative Variant of Vihtilä’s Theorem

This section is devoted to a suitable version of Vihtilä’s theorem. It is at this point where the logarithmic dependence on $T$ arises in Theorem 1.1.

First of all, we need to introduce a device to measure the number of scales at which the density of a measure $\mu$ exceeds a given threshold. For this purpose, introduce a density parameter $\delta \in (0,1)$. Then for a ball $B_0 = B(x_0, r_0)$ and $q \in \mathbb{N}$, define the set $E_\delta^q(B_0)$ by
\[
E_\delta^q(B_0) = \left\{ x \in \frac{1}{2} B_0 : \frac{\mu(B(x,r))}{r^s} > \delta \text{ for all } r \in \left[ \frac{r_0}{2^q}, \frac{r_0}{4} \right] \right\}.
\]

Note that the set $E_\delta^q(B_0)$ is open. To see this, let $(x_j)_j$ be a sequence in $\mathbb{R}^d \setminus E_\delta^q(B_0)$ that converges to some $x \in \mathbb{R}^d$. For each $j$, we have $\mu(B(x_j, r_j)) \leq \delta r_j^s$ for some $r_j \in \left[ \frac{r_0}{2^q}, \frac{r_0}{4} \right]$. By passing to a subsequence if necessary, we may assume that $r_j \to r$, with $r \in \left[ \frac{r_0}{2^q}, \frac{r_0}{4} \right]$. As a result, $\operatorname{lim inf}_{j \to \infty} B(x_j, r_j) \supset B(x, r)$, and therefore $\mu(B(x, r)) \leq \lim \operatorname{inf}_{j \to \infty} \mu(B(x_j, r_j)) \leq \delta r^s$. Hence $x \notin E_\delta^q(B_0)$.

The quantitative version of Vihtilä’s theorem should read that, provided the Riesz transform is bounded, the measure of the exceptional set $E_\delta^q(B_0)$ should decrease with $q$ at a specific rate.

**Proposition 3.1.** Suppose $\|R(\mu)\|_{L^\infty} \leq 1$. Then there exist positive constants $C_{16}$ and $\beta$, depending on $s$ and $d$, such that
\begin{equation}
\mu(E_\delta^q(B_0)) \leq \frac{1}{q} \exp \left( \frac{C_{16}}{\delta^s} \right) \mu(B_0).
\end{equation}

The proof below yields the value $\beta = \frac{s-d+2}{s-d+1}$. The rest of this section is devoted to the proof of Proposition 3.1, and hence we will suppose that the condition $\|R(\mu)\|_{L^\infty} \leq 1$ is in force. Assume that $E_\delta^q(B_0) \neq \emptyset$, since otherwise there is nothing to prove. We will often suppress the dependence on $q$ and $\delta$ in $E_\delta^q(B_0)$ and write $E(B_0)$.

3.1. An alternative. Fix a small positive number $\lambda = \lambda(\delta, d, s) \leq \delta$ to be chosen later. We begin with a simple auxiliary lemma.

**Lemma 3.2.** There exists a constant $c_6$, such that for any ball $B(x, t)$ with $\mu(B(x, t)) \geq \lambda t^s$, we have
\begin{equation}
\mu(B(x, t (1-c_6\lambda^{\frac{1}{s-1-t^s}}))) \geq \frac{\lambda}{2} t^s.
\end{equation}

**Proof.** For $0 < \theta < 1/2$, the annulus $B(x, t) \setminus B(x, (1-\theta)t)$ can be covered with $C\theta^{-(d-1)}$ balls of radius $\theta t$. It follows from the growth condition (2.1) that
\[
\mu(B(x, t) \setminus B(x, (1-\theta)t)) \leq C \theta^{1-d} \cdot C_1(\theta t)^s = CCC_1 \theta^{s+1-d} t^s.
\]
Lemma 3.4. There exists a constant $\mu$ such that
\begin{equation}
\mu(B(x, (1 - \theta)t)) \geq \lambda t^s / 2, \text{ provided } CC_1\theta^{s+1-d} \leq \lambda / 2. \text{ This is satisfied with } \theta = c_6 \lambda^{\frac{s+1-d}{1+s}}, \text{ as long as } c_6 \leq (2CC_1)^{-\frac{1+d}{s+1-d}}. \tag*{\Box}
\end{equation}

Before the alternative is stated, let us identify our enemy: mediocre balls. These are stray balls of significant measure which are located away from $E^q_\delta(B_0)$.

**Definition 3.3.** A ball $B(x, r) \subset B_0$ is called mediocre if $B(x, r) \cap E^q_\delta(B_0) = \emptyset$, and $\mu(B(x, r)) > \lambda r^s$.

Fix an integer $n$, $n \geq 2$, satisfying
\begin{equation}
2^{-n} \leq c_6 \lambda^{\frac{s+1-d}{1+s}}.
\end{equation}

The alternative below states that in order for the set $E^q_\delta(B_0)$ not to have small measure, there must exist a ball $B \subset B_0$ of radius $r_1 \geq 2^{n-q}r_0$ that does not contain a mediocre ball of radius $2^{-n}r_1$.

**Lemma 3.4.** There exists a constant $C_8 > 1$ such that one of the following two statements holds. Either
\begin{enumerate}[(i)]
\item the measure of $E(B_0)$ is small, i.e.,
\begin{equation}
\mu(E(B_0)) \leq \frac{C_8 2^{sn}n}{q\lambda} \mu(B_0),
\end{equation}
or
\item there exists a ball $B \subset B_0$ of radius $r_1 \geq 2^{n-q}r_0$, centered at a point of $E(B_0)$, such that $B$ does not contain any mediocre balls of radius $2^{-n}r_1$.
\end{enumerate}

**Proof.** Statement (i) in the alternative of the lemma is trivially true unless $q > 2^{sn}n / \lambda$, so we will assume this condition on $q$ is in force.

Suppose (ii) does not hold. We will iteratively find many disjoint portions of $B_0$ whose measures are comparable to $\mu(E(B_0))$. To present the main step, fix $r \in [r_02^{n-q}, r_0/4]$. Using an $r$-net in $E(B_0)$\(^1\), we find a finite collection $B_j = B(z_j, r)$ of balls with a covering number of at most $C_7$, such that $E(B_0) \subset \bigcup_j B_j$ and $z_j \in E(B_0)$ for all $j$.

By the assumption, within each ball $B_j$ there is a mediocre ball $D_j \subset B_j$ of radius $2^{-n}r$. From condition (3.3) and Lemma 3.2, it follows that the contracted ball $\tilde{D}_j = (1 - 2^{-n})D_j$ satisfies
\begin{equation}
\mu(\tilde{D}_j) \geq \frac{\lambda}{2}(2^{-n}r)^s.
\end{equation}

The virtue of the collection of balls $\tilde{D}_j$ is that they are well separated from $E(B_0)$. Indeed, since $D_j \cap E(B_0) = \emptyset$, we have $\text{dist}(\tilde{D}_j, E(B_0)) \geq 2^{-2n}r$ for all $j$. Now, note that
\begin{equation}
\mu\left(\bigcup_j \tilde{D}_j\right) \geq \frac{1}{C_7} \sum_j \mu(\tilde{D}_j) \geq \frac{\lambda}{C_72^{ns+1}} \sum_j r^s \geq \frac{\lambda}{C_1 C_7 2^{ns+1}} \sum_j \mu(B_j),
\end{equation}
where in the last inequality the growth estimate for $\mu$ has been used. Since $E(B_0) \subset \bigcup_j B_j$, we achieve the estimate
\begin{equation}
\mu\left(\bigcup_j \tilde{D}_j\right) \geq \frac{\lambda}{C_1 C_7 2^{ns+1}} \mu(E(B_0)).
\end{equation}

\(^{1}\text{Pick } z_1 \in E(B_0), \text{ and let } B_1 = B(z_1, r). \text{ Given } B_1, \ldots, B_k, \text{ choose } z_{k+1} \in E(B_0) \setminus \bigcup_{j=1}^k B_j \text{ and let } B_{k+1} = B(z_{k+1}, r). \text{ Repeat this process until the bounded set } E(B_0) \text{ is covered by the balls } B_j.\)
For the iteration, employ the above argument with \( r = 2^{-2kn-2r_0} \) for \( 0 \leq k \leq \lfloor (q-2n)/2n \rfloor \). This yields collections of balls \( \tilde{D}_j^k \) disjoint from \( E(B_0) \) and satisfying (3.5) for each \( k \). Furthermore, the collections \( \{\tilde{D}_j^k\}_j \) do not overlap:

\[
\left[ \bigcup_i \tilde{D}_i^k \right] \cap \left[ \bigcup_j \tilde{D}_j^\ell \right] = \emptyset \quad \text{for} \quad k < \ell.
\]

To see this, note that for any \( j \), the ball \( \tilde{D}_j^\ell \) is contained in a ball of radius \( 2^{-2t_n - 2r_0} \) centered at a point of \( E(B_0) \); and for each \( i \), we have

\[
\text{dist}(\tilde{D}_i^k, E(B_0)) \geq 2^{-2(k+1)n-2r_0}
\]

by the separation property. There are \([q/2n]\) nonoverlapping collections \( \{\tilde{D}_j^k\}_j \) each contained in \( B_0 \) and disjoint from \( E(B_0) \). Hence

\[
\frac{q\lambda}{2nC_1C_72^{n+1}} \mu(E(B_0)) \leq \mu(B_0).
\]

We conclude that part (i) of the alternative holds.

The aim is now to show that the second part of the alternative is incompatible with the condition \( \|R(\mu)\|_{L^\infty} \leq 1 \). Once this is established, Proposition 3.4 will follow without difficulty. Let us henceforth assume that part (ii) of the alternative in Lemma 3.4 holds. To assert that this assumption results in the blow up of the Riesz transform, we start with finding a large ball of small measure whose boundary intersects \( E(B_0) \).

It will be convenient to denote \( r = 2^{-n}r_1 \), where \( r_1 \) is the radius of the ball \( B \) from part (ii) of the alternative in Lemma 3.4.

**Lemma 3.5.** There exists a positive constant \( c_9 \) such that if \( n \) satisfies \( c_9(2^{n(d-s)}\delta)^{1/d} > 1 \), then there exists a ball \( D \subset \frac{1}{2}B \) with the following properties:

(i) \( D \) has radius \( R = c_9(2^{n(d-s)}\delta)^{1/d}r \),

(ii) \( D \cap E(B_0) = \emptyset \),

(iii) there exists \( z \in E(B_0) \cap \partial D \).

**Proof.** The existence of the ball follows from the pigeonhole principle. Indeed, for a constant \( a \in (0, \frac{1}{2}) \) to be chosen momentarily, consider a disjoint packing of balls \( D_j \) with radius \( a(2^{n(d-s)}\delta)^{1/d}r \) into the ball \( \frac{1}{2}B \), such that \( \text{dist}(D_i, D_j) > 2a(2^{n(d-s)}\delta)^{1/d}r \) for all \( i \neq j \). One can pack at least \( \frac{2^{2ns}}{a^{d}\delta} \) such balls into \( \frac{1}{2}B \). (Note that \( a(2^{n(d-s)}\delta)^{1/d}r < \frac{1}{2}2^n r = r_1/2 \).

Let \( \tilde{D}_j \) be the \( r \)-neighborhood of \( D_j \). Assume that \( a(2^{n(d-s)}\delta)^{1/d}r > 1 \), and each ball \( D_j \) intersects \( E(B_0) \). Then for every \( j \), we have \( \tilde{D}_j \subset B \) and \( \mu(\tilde{D}_j) > \delta r^s \). Furthermore, the condition \( a(2^{n(d-s)}\delta)^{1/d} > 1 \) ensures that the open balls \( \tilde{D}_j \) are pairwise disjoint.

We are now in a position to derive a contradiction. Indeed, the observations above yield the following chain of inequalities:

\[
\mu(B) \geq \sum_j \mu(\tilde{D}_j) \geq \delta r^s \cdot \frac{c^{2ns}}{a^{d}\delta} = \frac{cr_1^s}{a^d}.
\]

Now choose \( a = \min\left(\frac{1}{2}, \left(\frac{C_1 r_1^s}{c^{1+1}}\right)^{1/d}\right) \). With this choice of \( a \), the right hand side of the expression above is greater than \( C_1 r_1^s \), which is in contradiction with the growth estimate (24). As a result, one of the balls \( D_j \) does not intersect \( E(B_0) \). We can now put \( c_9 = a \), and arrive at a ball \( D \) satisfying (i) and (ii), provided \( c_9(a(2^{n(d-s)}\delta)^{1/d}r > 1 \).

It remains to translate \( D \) so that (iii) holds. To this end, recall that the center of \( B \) lies in \( E(B_0) \). Therefore, one may move the ball \( D \) towards the center of \( B \), until its boundary touches \( E(B_0) \) at some point \( z \).
Note that each ball \( B(y, r) \subset D \) has measure \( \mu(B(y, r)) \leq \lambda r^s \). This is because the ball \( D \) contains no mediocre balls, and does not intersect \( E(B_0) \).

3.2. A measure estimate. We shall now state and prove an elementary lemma, which will enable us to exhibit the blow up of the maximal Riesz transform.

Let \( \tilde{r} > 0 \) and let \( \tilde{R} > 64 \tilde{r} \). Suppose that \( \tilde{D} \) is a ball of radius \( \tilde{R} \), with the property that every ball \( B(y, \tilde{r}) \subset \tilde{D} \) has measure \( \mu(B(y, \tilde{r})) \leq \lambda \tilde{r}^s \). Let \( \tilde{z} \in \partial \tilde{D} \) be such that

\[
\mu(B(\tilde{z}, t)) \geq \delta t^s, \quad \text{for all} \quad t \in (\tilde{r}, (\tilde{R} \tilde{r})^{1/2}).
\]

Finally, define \( \tilde{x} = \tilde{z} - 4 \tilde{r} \tilde{n} \), where \( \tilde{n} \) is the outward unit normal to \( \partial \tilde{D} \) at \( \tilde{z} \), see Figure 1 above.

**Lemma 3.6.** There exist positive constants \( c_{10} \) and \( c_{11} \) such that if \( \rho \) and \( \lambda \) satisfy \( \rho \in (8, (\tilde{R}/\tilde{r})^{1/2}) \) and \( \lambda \leq c_{11} \rho^{s-d} \), then

\[
\mu(\Gamma(\kappa, \rho)) \geq \frac{\delta}{2^{s+1}} (\rho \tilde{r})^s,
\]

where, for \( \kappa > 0 \),

\[
\Gamma(\kappa, \rho) = \{ y \in B(\tilde{x}, \rho \tilde{r}) : \tilde{n} \cdot (y - \tilde{x}) \geq \max(\kappa|y - \tilde{x}|, \tilde{r}) \}.
\]

**Proof.** First note that \( B(\tilde{x}, \rho \tilde{r}) \supset B(\tilde{z}, (\rho \tilde{r})/2) \). By (3.6), we have the estimate

\[
\mu(B(\tilde{x}, \rho \tilde{r})) \geq \delta (\rho \tilde{r})^s / 2^s.
\]

Our goal is to show that the majority of the mass of \( B(\tilde{x}, \rho \tilde{r}) \setminus B(\tilde{x}, \tilde{r}) \) lies within the set \( \Gamma(\kappa, \rho) \), for a suitably chosen \( \kappa > 0 \).

As indicated in Figure 1 above, consider the lower part \( B_-(\rho) = \{ y \in B(\tilde{x}, \rho \tilde{r}) : \tilde{n} \cdot (y - \tilde{x}) \leq \tilde{r} \} \) of the ball \( B(x, \rho \tilde{r}) \), and the shaded region \( \Pi(\kappa, \rho) = \{ y \in B(\tilde{x}, \rho \tilde{r}) : \tilde{r} < \tilde{n} \cdot (y - \tilde{x}) < \kappa|y - \tilde{x}| \} \). Note that, by definition, \( B(\tilde{x}, \tilde{r}) \subset B_-(\rho) \).
We claim that \( \mu(\Pi(\varpi,\rho)) \leq \delta(\rho\tilde{r})^s/2^{s+2} \) for \( \varpi = c_{10}\delta^{-\frac{s+2}{s+1}} \), if \( c_{10} > 0 \) is chosen small enough. Indeed, for \( \varpi \in (0,1) \), consider a cover of \( \Pi(\varpi,\rho) \) by \( C/\varpi^d \) balls of radius \( \varpi\rho\tilde{r} \).

Applying the growth condition (2.1) to each covering ball yields

\[
\kappa \leq CC_1(\varpi\rho\tilde{r})^s/\varpi^d .
\]

The claim follows once we choose \( c_{10} = (2^{s+2}CC_1)^{-\frac{s+2}{s+1}} \).

Now, cover the set \( B_-(\rho) \) by \( CR^d \) balls of radius \( \tilde{r} \), such that each covering ball has its center in \( B_-(\rho) \). Since \( \sqrt{(\tilde{R} - 3\tilde{r})^2 + \tilde{R}\tilde{r}} < \tilde{R} - \tilde{r} \) (recall that \( \tilde{R} > 64\tilde{r} \)), each of these covering balls lies inside \( \tilde{D} \), and therefore has measure at most \( \lambda\tilde{r}^s \). Consequently, we deduce that

\[
(3.7) \quad \mu(B_-(\rho)) \leq CR^d\lambda\tilde{r}^s ,
\]

which is less than \( \delta(\rho\tilde{r})^s/2^{s+2} \), provided \( \lambda \leq c_{11}\delta\rho^{s-d} \) with \( c_{11} \leq 1/(2^{s+2}C) \).

Combining these measure estimates, we obtain

\[
\mu(\Gamma(\varpi,\rho)) \geq \mu(B(\tilde{x},\rho\tilde{r})) - \mu(\Pi(\varpi,\rho)) - \mu(B_-(\rho)) \geq \delta(\rho\tilde{r})^s/2^{s+1} ,
\]

for \( \varpi = c_{10}\delta^{-\frac{s+2}{s+1}} \).

Let us now convert the measure estimate of Lemma 3.6 into an integral estimate. Denote \( \beta = \frac{d+2}{s+1} = 1 + \frac{1}{s-\frac{d}{s+1}} \). We will keep the notation of the proof of Lemma 3.6. For \( A > 1 \), write

\[
\int_{B(\tilde{x},AR) \setminus B(\tilde{x},\rho)} \frac{\tilde{n} \cdot (y - \tilde{x})}{|y - \tilde{x}|^{s+1}} \, d\mu(y) = \int_{\Gamma(\varpi,A)} \ldots \, d\mu(y) + \int_{\Pi(\varpi,A)} \ldots \, d\mu(y) + \int_{B_-(A) \setminus B(\tilde{x},\rho)} \ldots \, d\mu(y) ,
\]

and denote the three integrals on the right hand side by \( I, II, \) and \( III \) respectively. First, note that by the definition of \( \Gamma(\varpi,A) \),

\[
I \geq \varpi \int_{\Gamma(\varpi,A)} \frac{d\mu(y)}{|y - \tilde{x}|^s} \geq \varpi \int_{A} \frac{\mu(\Gamma(\varpi,\rho))}{(\rho\tilde{r})^s} \frac{d\rho}{\rho} ,
\]

where Fubini’s theorem has been applied in the final inequality. Now suppose that \( A \) and \( \lambda \) satisfy \( A \in (8,(\tilde{R}/\tilde{r})^{1/2}) \) and \( \lambda \leq c_{11}\delta A^{s-d} \). Then, with \( \varpi = c_{10}\delta^{1/(s+1-d)} \), we apply Lemma 3.6 to estimate \( I \geq sc_{10}\delta^{2-s-1}\log(A/8) \). The integral \( II \) is nonnegative, and therefore can be ignored in deducing a lower bound. Concerning \( III \), we apply Fubini’s theorem once again to estimate

\[
|III| \leq s \int_{1}^{\infty} \frac{\mu(B_-(\rho) \cap B(\tilde{x},AR) \setminus B(\tilde{x},\rho))}{(\rho\tilde{r})^s} \frac{d\rho}{\rho} = s \int_{1}^{A} \frac{\mu(B_-(\rho))}{(\rho\tilde{r})^s} \frac{d\rho}{\rho} + \frac{\mu(B_-(A))}{(AR)^s} .
\]

Since \( A < (\tilde{R}/\tilde{r})^{1/2} \) and \( \lambda \leq c_{11}\delta A^{s-d} \), the bound in (3.7) yields \( |III| \leq C\lambda A^{d-s} \leq C_{12} \). Thus, we arrive at the following corollary.

**Corollary 3.7.** Under the conditions of Lemma 3.6, we have

\[
(3.8) \quad \int_{B(\tilde{x},AR) \setminus B(\tilde{x},\rho)} \frac{\tilde{n} \cdot (y - \tilde{x})}{|y - \tilde{x}|^{s+1}} \, d\mu(y) \geq \frac{sc_{10}}{2^{s+1}} \delta^{\beta} \log\left( \frac{A}{8} \right) - C_{12} ,
\]

provided \( A \in (8,(\tilde{R}/\tilde{r})^{1/2}) \) and \( \lambda \leq c_{11}\delta A^{s-d} \).
3.3. The conclusion of the proof of Proposition 3.1. We are now in a position to bring everything together.

Proof of Proposition 3.1. Assume that part (ii) of the alternative in Lemma 3.4 holds. As long as \( c_9(2^{n(d-s)}\delta)^{1/d} > 64 \), we may apply Lemma 3.5 to find a ball \( D \) of radius \( R = c_9(2^{n(d-s)}\delta)^{1/d} \), \( r > 64r \), and a point \( z \in \partial D \cap E(B_0) \). Define \( x = z - 4rn \), where \( n \) is the outward unit normal to \( \partial D \) at the point \( z \). Since \( D \cap E(B_0) = \emptyset \), every ball of radius \( r \) contained in \( D \) has measure at most \( \lambda r^\alpha \). Consequently, the conditions introduced in the beginning of Subsection 3.2 are satisfied with \( D = D, \tilde{R} = R, \tilde{x} = x, \tilde{z} = z \) and \( \tilde{r} = r \).

Now suppose \( A < \sqrt{R/r} = \sqrt{c_9(2^{n(d-s)}\delta)^{1/d}} \) and \( \lambda < c_{11}\delta A^{s-d} \). Then Corollary 3.7 yields

\[
\int_{B(x,Ar) \setminus B(x,r)} \frac{\mathbf{n} \cdot (y-x)}{|y-x|^{1+s}} \, d\mu(y) \geq \frac{sc_{10}}{2^{s+1}} \delta \beta \log(A/8) - C_{12},
\]

with \( \beta = \frac{s-d+2}{s+d+1} \). We would arrive at a contradiction if the right hand side of (3.9) exceeds \( 3C_2 \). Indeed, it would follow that

\[
|R(\chi_{B(x,Ar)} - \chi_{B(x,r)})\mu(x) - R(\chi_{B(x,Ar)} - \chi_{B(x,r)})\mu(x)| \geq 3C_2,
\]

which contradicts the Cotlar lemma (Lemma 2.2). This will be achieved if

\[
A = \exp(15/\delta^\beta).
\]

It remains to choose \( \lambda \) and \( n \) so that all the above lemmas are applicable and this choice of \( A \) is admissible in the end. We will pick \( \lambda \) first. There are two assumptions on \( \lambda \) independent of \( n \): \( \lambda \leq \delta \), and \( \lambda < c_{11}\delta A^{s-d} \). A reasonable choice of \( \lambda \) is therefore \( \lambda = \exp(-C_{14}/\delta^\beta) \). When choosing \( n \), we have to satisfy the following three conditions:

\[
2^{-n(s+1-d)} \leq c_9\lambda, \quad c_9(2^{n(d-s)}\delta)^{1/d} > 64, \quad A < \sqrt{c_9(2^{n(d-s)}\delta)^{1/d}}.
\]

(The first condition is a restatement of (3.3), which guarantees that the alternative in Lemma 3.4 holds with our choice of \( \lambda \).) All three conditions are lower bounds on \( n \). In terms of the order of magnitude of \( n \) as \( \delta \) tends to zero, the first and third conditions are the most restrictive. We are thus forced to choose \( n = \lfloor C_{15}/\delta^\beta \rfloor \).

With such choices of \( \lambda \) and \( n \), part (ii) of the alternative is in contradiction with the boundedness of the Riesz transform. Substituting these values into (3.4), we get the desired estimate for the measure of \( E(B_0) \).

\[ \square \]

§4. The Cantor construction.

In this section we will use Proposition 3.1 to quantify the Cantor construction of Eiderman, Nazarov, and Volberg [ENV2].

4.1. The general outline of the construction. Let \( \Delta > 0 \), and let \( \gamma \in (0, 1] \). Suppose that \( \mu \) is a finite nonnegative measure with \( \|R(\mu)\|_{L^{\infty}} \leq 1 \). Assume that

\[
\mu\left(\left\{ x \in \mathbb{R}^d : \mathcal{L}\left(\left\{ r \in (0, \infty) : \frac{\mu(B(x,r))}{r^s} > \Delta \right\} > T \right\}\right\} > 2\gamma \mu(\mathbb{R}^d).
\]

We will show that this inequality contradicts the boundedness of the Riesz transform in \( L^2(\mu) \) if \( T \) is large enough. Theorem 1.1 will follow once we quantify this statement by obtaining a contradiction for every

\[
T \geq \exp([C\Delta^{-1/\gamma-1}]^{1/\alpha}],
\]

with \( C \) and \( \alpha \) depending on \( s \) and \( d \) only.

Due to the growth condition (2.1), we may restrict our attention to \( 0 < \Delta \leq C_1 \).
The finiteness of $\mu$ guarantees that for any choice of $\Delta > 0$, we have $\mu(B(x, r)) \leq \Delta r^s$ for all $x \in \mathbb{R}^d$ and $r \geq R = (\frac{\mu(\mathbb{R}^d)}{\Delta})^{1/s}$. Hence there exists a compact set $E$ with

$$E \subset \{ x \in \mathbb{R}^d : \mathcal{L}\left( \left\{ r \in (0, R) : \frac{\mu(B(x, r))}{r^s} > \Delta \right\} \right) > T \},$$

such that $\mu(E) \geq \gamma \mu(\mathbb{R}^d)$. Since both the condition $\|R(\mu)\|_{L^\infty} \leq 1$ and the assumption (4.1) are invariant under replacing $\mu$ by $\mu(R \cdot)/R^s$, we may assume that $R = 1$ without loss of generality.

The expression in (4.1) becomes more palatable if we discretize the $\mathcal{L}$ measure. To this end, we define a good scale at $x$ to be a dyadic fraction $2^{-k}$, $k \in \mathbb{Z}^+$, for which the ball $B(x, 2^{-k})$ satisfies

$$\frac{\mu(B(x, 2^{-k}))}{2^{-sk}} > \frac{\Delta}{2^s}.$$  \hfill (4.2)

Now suppose $\mu(B(x, r)) > \Delta r^s$ for some $r \in (2^{-k-1}, 2^{-k}]$, $k \in \mathbb{Z}^+$. Then we have $\mu(B(x, 2^{-k})) > \Delta 2^{-(k+1)s}$. It follows that

$$\mathcal{L}\left( \left\{ r \in (0, 1) : \frac{\mu(B(x, r))}{r^s} > \Delta \right\} \right) \leq (\log 2) \cdot \text{card}\{ k \in \mathbb{Z}^+ : 2^{-k} \text{ is a good scale for } x \}.$$  \hfill (4.3)

We conclude that each point $x \in E$ possesses $T$ distinct good scales. The construction of Cantor levels relies upon the existence of a noticeable set where all points have plenty of good scales.

We will need to introduce four auxiliary parameters, $N$, $\varepsilon$, $M$, and $\delta$, which will be chosen in this order to depend on $\gamma$, $\Delta$, $s$, and $d$. The parameters $N$ and $M$ can be thought of as large, while $\varepsilon$ and $\delta$ can be thought of as small. Their primary roles in the construction are described in the table below.

| Table 1 |
|----------|
| Parameter | Primary purpose of parameter |
| $N$       | The number of levels in the Cantor construction. |
| $\varepsilon$ | The parameter controlling the measure of points lying in various exceptional sets that we will need to remove. |
| $M$       | The parameter controlling the size of a low density region around each cell. |
| $\delta$  | The parameter controlling the overall density of the measure in each Cantor cell. |

During the construction, there will be several size requirements on $T$ — in terms of $N$, $\varepsilon$, $M$, and $\delta$ — to ensure there are sufficiently many good scales at any point of $E$ in order to construct a Cantor set deep enough to apply the arguments of [ENV2].

Each layer of the Cantor construction begins with choosing a top cover. The top cover will consist of high density balls corresponding to certain good scales. We then apply Proposition 3.1 to find the bottom cover; namely a collection of low density balls, whose union contains all but a small portion of $E$. Finally, we will modify these low density balls in order to obtain the Cantor cells of a given level.
4.2. The construction of one level. Consider two compact sets \( \tilde{E} \) and \( \Omega \), both contained in an open ball \( B \) of radius \( \rho \). Suppose \( \tilde{E} \subset \Omega \), and \( \text{dist}(\tilde{E}, \partial \Omega) \geq \varepsilon \rho \). A triple \((\Omega, \tilde{E}, B)\) satisfying these properties is called an admissible triple. Assume that each \( x \in \tilde{E} \) possesses \( \tilde{T} \) good scales \( 2^{-k} \) with \( 2^{-k} \leq \varepsilon \rho / 4 \).

(i) The top cover. At each point \( x \in \tilde{E} \), consider the set of all good scales \( 2^{-k} \) satisfying \( 2^{-k} \leq \varepsilon \rho / 4 \), and denote by \( r_x \) the largest of those good scales. We will apply the Vitali construction to the balls \( \{ B(x, r_x) \}_{x \in \tilde{E}} \).

First choose \( B(z_1, r_1) \) to be a ball of largest radius from the collection \( \{ B(x, r_x) \}_{x \in \tilde{E}} \) (recall that each \( r_x \) is nonpositive integral power of 2 so the largest ball always exists). Given balls \( B(z_1, r_1), \ldots, B(z_k, r_k) \), we choose \( B(z_{k+1}, r_{k+1}) \) to be a largest ball \( B(x, r_x) \) that is disjoint from every previous ball \( B(z_j, r_j) \), \( j = 1, \ldots, k \). If no further selection is possible, we terminate the process. Since \( \tilde{E} \) is a bounded set, if the algorithm does not terminate, the radii \( r_j \) tend to 0 as \( j \to \infty \). By construction, the radii of the balls \( B_j \) are nonincreasing.

The balls \( B(z_j, 2r_j) \) cover the set \( \tilde{E} \). In fact,

\[
(4.4) \quad \text{for any } x \in \tilde{E}, \text{ we have } x \in B(z_j, 2r_j) \text{ for some } j \text{ with } r_j \geq r_x.
\]

Indeed, otherwise \( B(x, r_x) \) is disjoint from all balls \( B(z_j, r_j) \) with \( r_j \geq r_x \), but has not been chosen in the Vitali cover. This contradicts the selection rule.

By compactness, there exists \( J \in \mathbb{N} \) such that the sequence \( B(z_1, 2r_1), \ldots, B(z_J, 2r_J) \) covers \( \tilde{E} \). For a point \( x \in \tilde{E} \), let \( j(x) \in \{1, \ldots, J\} \) be the index corresponding to a largest ball \( B(z_j(x), 2r_j(x)) \) containing \( x \). Since the radii \( r_j \) are nonincreasing, from (4.4) we see that \( r_j(x) \geq r_x \).

The finite collection of further enlarged balls \( T_j = B(z_j, 4r_j) \), \( j = 1, \ldots, J \), forms the top cover. We will need the following two key observations about the top cover.

First, for each point \( x \in \tilde{E} \), the associated top cover ball \( T_j(x) = B(z_j(x), 4r_j(x)) \) satisfies \( x \in \frac{1}{2} T_j(x) \) and \( r_x \leq r_j(x) \). Therefore, the number of good scales \( 2^{-k} \) at \( x \) with \( 2^{-k} \leq r_j(x) \) is still at least \( \tilde{T} \).

The second key property is a measure estimate:

\[
(4.5) \quad \sum_{j=1,\ldots,J} \mu(T_j) \leq \frac{C_{19}}{\Delta} \mu(\Omega).
\]

To see this, note that \( \mu(B(z_j, r_j)) \geq \Delta r_j^s / 2^s \), and therefore (2.1) implies that

\[
\mu(B(z_j, 4r_j)) \leq C_4 4^s r_j^s \leq \frac{C_{19} 8^s}{\Delta} \mu(B(z_j, r_j)).
\]

As the balls \( B(z_j, r_j) \) are disjoint and contained in \( \Omega \), we conclude that (4.5) holds.

(ii) From the top cover to the bottom cover. Suppose that \( M > 1 \) and \( \delta < \min\{1, \frac{A}{2^s} \} \). Fix \( q \in \mathbb{N} \) such that \( q \) is slightly greater than \( \varepsilon^{-1} \exp[C_{16} 2^{s^3} M^{s^3} / \delta^2] \). For each \( j \in \{1, \ldots, J\} \), we apply Proposition 3.1 with \( B_0 = T_j \), and \( \delta \) replaced by \( \delta / (2M)^s \). With our choice of \( q \), the set \( E_{\delta/(2M)^s}^q(T_j) \subset \frac{1}{2} T_j \) has measure \( \mu(E_{\delta/(2M)^s}^q(T_j)) \leq \varepsilon \mu(T_j) \) for each \( j \).

Define the exceptional set \( F \) by

\[
(4.6) \quad F = \bigcup_{j=1,\ldots,J} E_{\delta/(2M)^s}^q(T_j).
\]

Then \( F \) is an open set, and (4.5) implies that \( \mu(F) \leq \frac{C_{19} 8^s}{\Delta} \mu(\Omega) \).

Let \( x \in \tilde{E} \setminus F \). Since \( x \in \left( \frac{1}{2} T_j(x) \right) \setminus E_{\delta/(2M)^s}^q(T_j(x)) \), and \( r_j(x) \geq r_x \), there exists a ball \( B(x, M\tilde{T}_x) \) such that

\[
(4.7) \quad r_j(x) \geq M\tilde{T}_x \geq 2^{-q} 4r_j(x) \geq 2^{-(q-2)} r_x,
\]
and \( \mu(B(x, M\tilde{t}_x)) \leq \frac{\delta}{(2M)^q}(M\tilde{t}_x)^s = \frac{\delta}{2^q}\tilde{t}_x^s \). Now let \( t_x = 2^{-\ell}r_j(x) \) where \( \ell \) is such that \( 2^{-\ell}r_j(x) \in \left( \frac{1}{2}\tilde{t}_x, \tilde{t}_x \right) \). Then the ball \( B(x, Mt_x) \) satisfies

\[
\mu(B(x, Mt_x)) \leq \delta t_x^s.
\]  

(4.8)

By construction, \( B(x, Mt_x) \subset T_j(x) \), and moreover,

\[
\text{dist}(B(x, Mt_x), \partial T_j(x)) \geq r_j(x).
\]  

(4.9)

From (4.7), we see that \( t_x \geq \frac{2^{-(q-1)}}{M}r_x \). Therefore, if \( \tilde{T} > q + \log_2 M \), then each \( x \in \tilde{E} \setminus F \) has at least \( \tilde{T} - q - \log_2 M \) good scales \( 2^{-k} \) with \( 2^{-k} \leq t_x \).
We will now shrink the balls $B(x, t_x)$ to eliminate the possibility that the mass of any ball in the collection is concentrated near its boundary.

To this end, fix $x \in \tilde{E} \setminus F$. Suppose $(1 - 3\varepsilon)^s > \frac{1}{2}$, and put $\lambda_j = (1 - 3\varepsilon)^j$. Consider the sequence of balls $\{B(x, \lambda_j t_x)\}_{j_1}$, and assume that

$$\mu(B(x, \lambda_j t_x) \setminus B(x, \lambda_{j+1} t_x)) \geq 3d\varepsilon\mu(B(x, \lambda_j t_x)),$$

for all $j = 0, \ldots, k - 1$. Then

$$\frac{\mu(B(x, \lambda_j t_x))}{(\lambda_j t_x)^s} \leq \frac{1 - 3d\varepsilon}{(1 - 3\varepsilon)^s} \cdot \frac{\mu(B(x, \lambda_{j-1} t_x))}{(\lambda_{j-1} t_x)^s} < \frac{\mu(B(x, \lambda_{j-1} t_x))}{(\lambda_{j-1} t_x)^s},$$

for each $j = 1, \ldots, k$. Since $\mu(B(x, t_x)) \leq \delta t_x^s$, we see by induction that

$$\frac{\mu(B(x, \lambda_j t_x))}{(\lambda_j t_x)^s} \leq \delta \quad \text{for all } j = 0, \ldots, k.$$

Suppose that $2^{-\ell}$ is a good scale at $x$ with $2^{-\ell} \in [\lambda_k t_x, t_x]$. Then let $j \geq 0$ be the largest index with $\lambda_j t_x \geq 2^{-\ell}$. Since $0 \leq j \leq k$, we may apply (4.11) to observe that

$$\mu(B(x, 2^{-\ell})) \leq \mu(B(x, \lambda_j t_x)) \leq \delta \lambda_j^s t_x^s \leq \frac{\delta}{(1 - 3\varepsilon)^s} 2^{-s\ell} < \frac{\Delta}{2\varepsilon^s} 2^{-s\ell},$$

which is a contradiction. As long as $\tilde{T} > q + \log_2 M$, there is a good scale $x$ no greater than $t_x$, and hence (4.10) fails for a finite index.

Let $k$ be the least index such that

$$\mu(B(x, \lambda_k t_x) \setminus B(x, \lambda_{k+1} t_x)) \leq 3d\varepsilon \mu(B(x, \lambda_k t_x)).$$

As we have seen, there is no good scale at $x$ between $\lambda_k t_x$ and $t_x$.

Now put $\rho(x) = \lambda_k(x) t_x$. The introduction of $\lambda_k$ does not distort the density estimate (4.8) too much.

**Lemma 4.1.** The following estimate holds:

$$\mu(B(x, M\rho(x))) \leq 2M^s\delta\rho(x)^s.$$  

**Proof.** If $M\rho(x) \geq t_x$, then (4.13) follows from (4.8). Otherwise, let $j$ be the largest index with $\lambda_j t_x \geq M\rho(x)$. We have $0 \leq j \leq k$ and (4.11) yields

$$\mu(B(x, M\rho(x))) \leq \delta(\lambda_j t_x)^s \leq (1 - 3\varepsilon)^{-s}\delta M^s\rho(x)^s \leq 2M^s\delta\rho(x)^s,$$

as required. \(\square\)

Now we apply the Besicovitch covering construction to the family $\{B(x, \rho(x))\}_{x \in \tilde{E} \setminus F}$ of balls. First note that all radii $\rho(x)$ are of the form $2^{-\ell_1}(1 - 3\varepsilon)^{\ell_2}$, for some nonnegative integers $\ell_1$ and $\ell_2$ (which depend on the point $x$). Hence, given any nonempty subcollection of balls from $\{B(x, \rho(x))\}_{x \in \tilde{E} \setminus F}$, there exists a ball of maximum radius in the subcollection.

Let $B_1 = B(x_1, \rho_1)$ be a largest ball $B(x, \rho(x))$. Given balls $B_1, \ldots, B_k$, let $B_{k+1} = B(x_{k+1}, \rho_{k+1})$ be a largest ball $B(x, \rho(x))$ whose center $x$ does not lie in $B_j$ for any $j \in \{1, \ldots, k\}$. If no further selection is possible, the process terminates. It is clear by construction that the radii are nonincreasing in $j$. Since $\tilde{E} \setminus F$ is bounded, if the algorithm does not terminate, then $\rho_j \to 0$ as $j \to \infty$ (note that the balls $B(x_j, \rho_j/2)$ are disjoint).

A ball $B(x, \rho(x))$ would only remain unselected if $x \in B_j$ for a ball $B_j$ with $\rho_j \geq \rho(x)$. Therefore, the balls $B_j$ form an open cover of the compact set $\tilde{E} \setminus F$. It follows from
compactness that the selection algorithm terminates with a finite sequence \( \{B_j\}_{j=1,...,K} \), which covers \( \tilde{E} \setminus F \). The finite collection of balls \( \{B_j\}_{j=1,...,K} \) forms the bottom cover.

The selection rule guarantees that a center \( x_j \) does not lie in any ball \( B_k \) for \( k \neq j \). This is immediate for \( k < j \). If \( k > j \) then \( \rho_k \leq \rho_j \), and so \( x_j \in B_k \) implies that \( x_k \in B_j \), which contradicts the choice of \( B_k \). Suppose now that \( z \) lies in the intersection of two balls \( B_j \) and \( B_k \). Since \( |x_j - x_k| \geq \max(\rho_j, \rho_k) \), the line segment between \( x_j \) and \( x_k \) is the longest side of the triangle formed by the three points \( z, x_j, x_k \). It follows that the angle between \( x_j \) and \( x_k \), measured at the point \( z \), is at least \( \pi/3 \). Since this holds for each pair of Besicovitch balls containing \( z \), we see that any point can be contained in at most \( C_{20} \) of the balls in the bottom cover.

Let \( \tilde{B}_j \) be the closure of \((1 - 3\varepsilon)B_j \setminus \bigcup_{i < j} B_i \) for each \( j = 1,...,K \), and define \( \tilde{E}_j = \tilde{B}_j \cap \tilde{E} \setminus F \). If \( x \in \tilde{E}_j \) for some \( j \in \{1,\ldots,K\} \), then \( B_j \) is the largest of the Besicovitch balls to contain \( x \). By the selection rule, it follows that \( \rho_j \geq \rho(x) \). Recall that there are no good scales at \( x \) between \( \rho(x) \) and \( t_\varepsilon \). As a result, if \( \tilde{T} \) satisfies

\[
\tilde{T} > q + \log_2 M + \log_2 \frac{1}{\varepsilon} + 3,
\]

then there are at least \( \tilde{T} - q - \log_2 M - \log_2 \frac{1}{\varepsilon} - 3 \) good scales \( 2^{-k} \) at each \( x \in \tilde{E}_j \), with \( 2^{-k} \leq \varepsilon \rho_j/4 \).

The sets \( \tilde{E}_j \) cover \( \tilde{E} \) except for the intersection of \( \tilde{E} \) with

\[
F \cup \bigcup_j [B_j \setminus (1 - 3\varepsilon)B_j].
\]

This latter set has small measure. Indeed, since the balls \( B_j \) are contained in \( \Omega \), and have a finite covering number of at most \( C_{20} \), we may apply (4.12) to estimate

\[
\mu\left(\bigcup_j B_j \setminus (1 - 3\varepsilon)B_j\right) \leq 3\varepsilon \sum_j \mu(B_j) \leq 3\varepsilon C_{20} \mu(\Omega).
\]

Combining with the measure estimate for \( F \), we see that

\[
\mu\left(F \cup \bigcup_j B_j \setminus (1 - 3\varepsilon)B_j\right) \leq C_{21} \varepsilon \mu(\Omega)/\Delta,
\]

since \( \Delta \leq C_{17} \).

The sets \( \tilde{B}_j \) are nicely separated: \( \text{dist}(\tilde{B}_j, \tilde{B}_k) \geq 3\varepsilon \max(\rho_j, \rho_k) \) for all \( j \neq k \). For those nonempty \( \tilde{B}_j \), define \( \Omega_j \) to be the closed \( \varepsilon \rho_j \) neighborhood of \( \tilde{B}_j \). It is clear that \( \text{dist}(\Omega_j, \Omega_k) \geq \varepsilon \max(\rho_j, \rho_k) \) whenever \( j \neq k \).

Let us now summarize the key properties of the construction:

a) Self-similarity. Given an admissible triple \((\Omega, \tilde{E}, B)\), the algorithm yields a collection of admissible triples \((\Omega_j, \tilde{E}_j, B_j)\), with \( \Omega_j \subset \Omega \) for each \( j \). Indeed, for each \( j \) we have \( \tilde{E}_j \subset \Omega_j \subset B_j \), and \( \text{dist}(\tilde{E}_j, \partial \Omega_j) \geq \varepsilon \rho_j \). We are therefore able to iterate the algorithm.

b) Uniform cost in good scales. Suppose that \( \tilde{T} \) satisfies (4.14). Then there are enough good scales at each point of \( \tilde{E} \setminus F \) to construct the cells \( \Omega_j \) and \( \tilde{E}_j \). Furthermore, for each \( j \), and for any \( x \in \tilde{E}_j \), there are at least \( \tilde{T} - q - \log_2 M - \log_2 \frac{1}{\varepsilon} - 3 \) good scales at \( x \) smaller than \( \varepsilon \rho_j/4 \).

c) Small loss of measure. An immediate consequence of (4.15) is that

\[
\mu\left(\bigcup_j \tilde{E}_j\right) \geq \mu(\tilde{E}) - C_{21} \varepsilon \mu(\Omega)/\Delta.
\]
d) **Separated cells.** Any two cells $\Omega_i$ and $\Omega_j$ are well separated: $\text{dist}(\Omega_i, \Omega_j) \geq \varepsilon \max(\rho_i, \rho_j)$ for any $i \neq j$.

e) **Low density cells.** For each $j = 1, \ldots, K$, the cell $\Omega_j \subset B_j$ and

\begin{equation}
\mu(MB_j) \leq 2M^2 \delta \rho_j^4.
\end{equation}

f) **Thick cells.** By their definition, each cell $\Omega_j$ contains an open ball of radius $\varepsilon \rho_j$.

g) **Associated top cover balls.** Each cell $\Omega_j$ can be associated to a top cover ball $T_k = B(z_k, 4r_k)$, for some $k \in \{1, \ldots, J\}$, so that $M \rho_j \leq r_k$, $\Omega_j \subset B_j \subset T_k$, and $\text{dist}(B_j, \partial T_k) \geq r_k$. To see this, note that the bottom cover ball $B_j$ is a subset of a low density ball $B(x, t_x)$, for some $x \in \tilde{E} \setminus F$. The top cover ball $T_{j(x)}$ satisfies the required properties (see (1.9)).

### 4.3. Construction of the set.

We will now carry out an $N$-fold iteration of the algorithm of Section 4.2 to produce the Cantor set.

For each $k \geq 0$, define $\tilde{T}^{(k)}$ by

$$\tilde{T}^{(k)} = (N - k) \left(q + \log_2 M + \log_2 \frac{1}{\varepsilon} + 3\right).$$

Assume that we are given a finite collection of admissible level $k$ triples $(\Omega_j^{(k)}, \tilde{E}_j^{(k)}, B_j^{(k)})$, satisfying the following properties:

- For each $j$, every $x \in \tilde{E}_j^{(k)}$ has at least $\tilde{T}^{(k)}$ good scales smaller than $\rho_j^{(k)}/4$, where $\rho_j^{(k)}$ is the radius of $B_j^{(k)}$.
- For any $i \neq j$, $\text{dist}(\Omega_i^{(k)}, \Omega_j^{(k)}) \geq \varepsilon \max(\rho_i^{(k)}, \rho_j^{(k)})$.

With $j$ fixed, applying the algorithm to the triple $(\Omega_j^{(k)}, \tilde{E}_j^{(k)}, B_j^{(k)})$ yields a finite collection of new admissible triples. The union (over $j$) of all these collections forms the collection of level $k + 1$ triples $(\Omega_i^{(k+1)}, \tilde{E}_i^{(k+1)}, B_i^{(k+1)})$.

For a fixed $\ell$, every $x \in \tilde{E}_\ell^{(k+1)}$ has at least $\tilde{T}^{(k+1)}$ good scales less than or equal to $\varepsilon \rho_\ell^{(k+1)}/4$, where $\rho_\ell^{(k+1)}$ is the radius of $B_\ell^{(k+1)}$. This follows from property (b) of the construction.

Note that if $\ell \neq n$, then $\text{dist}(\Omega_n^{(k+1)}, \Omega_n^{(k+1)}) \geq \varepsilon \max(\rho_n^{(k+1)}, \rho_n^{(k+1)})$. To see this, note that each level $k + 1$ cell $\Omega_n^{(k+1)}$ has a unique parent cell $\Omega_n^{(k)}$. If two level $k + 1$ cells originate from the same parent cell, then the required separation follows directly from the construction (see property (d) above). If they have different parent cells, then the claim follows from the separation between those parent cells, since $\rho_j^{(k)} \geq \rho_\ell^{(k+1)}$ whenever $\Omega_j^{(k)}$ is the parent cell of $\Omega_\ell^{(k+1)}$.

To begin the iteration, assume that $T > \tilde{T}^{(0)}$. Let $\tilde{E}_1^{(0)} = E$, and put $\rho_1^{(0)} = 2 \text{diam}(E) + \frac{4}{\varepsilon}$. Define $B_1^{(0)}$ to be a ball of radius $\rho_1^{(0)}$, centered at a point of $E$. Let $\Omega_1^{(0)}$ be the closed $\varepsilon \rho_1^{(0)}$-neighborhood of $E$. The initial triple $(\Omega_1^{(0)}, \tilde{E}_1^{(0)}, B_1^{(0)})$ is admissible provided $\varepsilon \leq 1/2$. Indeed, for such $\varepsilon$ we have $\varepsilon \rho_1^{(0)} + \text{diam}(E) < \rho_1^{(0)}$, and hence $\Omega_1^{(0)} \subset B_1^{(0)}$. Note that the maximal good scale at each point of $E$ is smaller than $\varepsilon \rho_1^{(0)}/4$ (this is merely the statement that $\varepsilon \rho_1^{(0)}/4 > 1$).

Iterating the construction $N$ times from this initial triple, for $k = 0, \ldots, N$, we obtain the levels $(\Omega_j^{(k)}, \tilde{E}_j^{(k)}, B_j^{(k)})$. The sets $\Omega_j^{(k)}$ are the level $k$ Cantor cells.

The condition that $T > \tilde{T}^{(0)} = N(q + \log_2 M + \log_2 \frac{1}{\varepsilon} + 3)$ guarantees a sufficient number of good scales at any point in $E$ to construct the $N$ levels of the Cantor set.
Since $q$ is the dominant term, it suffices to require that $T$ satisfies

\[
T \geq \frac{C_{22}N}{\varepsilon} \exp\left(\frac{C_{16}2^s \beta M^s \gamma}{\delta^s}\right),
\]

with $\beta$ as in Proposition 3.1.

Let us now place a restriction on $\varepsilon$ to ensure that the majority of the measure of $E$ is preserved after the $N$-fold iteration. To this end, note that for each $k = 1, \ldots, N$, it follows from property (c) of the construction that

\[
\mu\left(\bigcup_{\ell} \tilde{E}_\ell^{(k)}\right) \geq \mu\left(\bigcup_{j} \tilde{E}_j^{(k-1)}\right) - \frac{C_{21}\varepsilon}{\Delta} \sum_{j} \mu(\Omega_j^{(k-1)}).
\]

Since the cells $\Omega_j^{(k-1)}$ are disjoint, we have

\[
\sum_{j} \mu(\Omega_j^{(k-1)}) \leq \mu(R^d) \leq \frac{\mu(E)}{\gamma},
\]

and recalling that $\tilde{E}_1^{(0)} = E$, we inductively obtain

\[
\mu\left(\bigcup_{\ell} \tilde{E}_\ell^{(k)}\right) \geq \left(1 - \frac{kC_{21}\varepsilon}{\Delta \gamma}\right) \mu(E),
\]

for any $k = 0, \ldots, N$. Suppose that $\varepsilon$ satisfies

\[
N \frac{C_{21}\varepsilon}{\Delta \gamma} < \frac{1}{2}.
\]

Then we see that $E$ will not be exhausted after constructing the $N$ levels. Moreover, we have the estimate

\[
\mu\left(\bigcup_{\ell} \tilde{E}_\ell^{(N)}\right) \geq \frac{1}{2} \mu(E).
\]

Let $F = \bigcup_{j} \Omega_j^{(N)}$, and define $\mu' = \chi_F \mu$ to be the rarefied measure associated to the $N$th Cantor level. We will make regular use of the following properties of the measure $\mu'$.

(1) **Domination.** The measure $\mu'$ is dominated by $\mu$.

(2) **Separation in the support.** Suppose $\Omega$ is a level $k$ Cantor cell, and $B = B(x, \rho)$ is the ball in the bottom cover of the $k$th level that gave birth to $\Omega$. Then we have

\[
\text{dist}(\text{supp}(\mu') \setminus \Omega, \Omega) \geq \varepsilon \rho.
\]

This property is an immediate consequence of the separation between the Cantor cells $\Omega_j^{(k)}$ for each level $k = 1, \ldots, N$.

(3) **Significant mass.** Since $\tilde{E}_j^{(N)} \subset \Omega_j^{(N)}$, the inequality (4.21) implies that

\[
\mu'(R^d) \geq \mu(E)/2 \geq \gamma \mu(R^d)/2.
\]

\section{The $L^2(\mu')$ estimates}

In this section we will show that assumption (4.1) implies that the norm of $R^#(\mu')$ in $L^2(\mu')$ is large. From this we will conclude the proof of Theorem 1.1.
5.1. Reduction to $L^2(\mu')$ estimates. We first introduce the partial Riesz transforms. For $x \in \bigcup_j \Omega_j^{(k)}$, define $\Omega^{(k)}(x)$ to be the unique level $k$ cell containing $x$. The partial Riesz transform $R^{(k)}(\mu')$ is defined by

$$R^{(k)}(\mu')(x) = \int_{\Omega^{(k)}(x) \setminus \Omega^{(k+1)}(x)} \frac{y-x}{|y-x|^{1+s}} \, d\mu'(y),$$

for $x \in \bigcup_j \Omega_j^{(k+1)}$.

We will see that Theorem 1.1 follows from the subsequent three propositions.

The first proposition concerns the boundedness of the sum of partial Riesz transforms in $L^2(\mu')$.

**Proposition 5.1.** The following inequality holds:

$$\int_{\mathbb{R}^s} \left| \sum_{k=0}^{N-1} R^{(k)}(\mu') \right|^2 \, d\mu' \leq 2 \left( C_3 + \frac{4M^2\delta^2}{\varepsilon^{2s}} \right) \mu'(\mathbb{R}^d).$$

The second proposition states that the partial Riesz transforms are almost orthogonal to one another.

**Proposition 5.2.** There exists a constant $K_1 = K_1(s,d) > 1$ such that for each $k = 0, \ldots, N-2$,

$$\left| \int_{\mathbb{R}^s} \left( R^{(k)}(\mu'), \sum_{j=k+1}^{N-1} R^{(j)}(\mu') \right) \, d\mu' \right| \leq K_1 \sqrt{\mu'(\mathbb{R}^d)} \left( \frac{M^s\delta}{\varepsilon} + \frac{1}{M} \right) \sum_{j=k+1}^{N-1} \| R^{(j)}(\mu') \|_{L^2(\mu')}.$$

The third proposition, which is the heart of the argument, concerns the size of each partial Riesz transform in $L^2(\mu')$.

**Proposition 5.3.** There exists a constant $K_2 = K_2(s,d) > 1$ such that if $\varepsilon$, $M$ and $\delta$ are chosen satisfying the inequalities

$$\frac{M^2\delta}{\varepsilon^{d+s}} + \frac{1}{M} \leq \frac{\gamma^4\Delta^4}{K_2} \quad \text{and} \quad \frac{M^s\delta}{\varepsilon^d} \leq 1,$$

then for each $k = 0, \ldots, N-1$,

$$\int_{\mathbb{R}^d} |R^{(k)}(\mu')|^2 \, d\mu' \geq \frac{1}{K_2} \cdot \gamma^4\Delta^4 \mu'(\mathbb{R}^d).$$

Taking these three propositions for granted for the time being, let us conclude the proof of Theorem 1.1.

**Proof of Theorem 1.1** Suppose that $\varepsilon$, $M$ and $\delta$ are chosen to satisfy

$$\frac{M^s\delta}{\varepsilon} + \frac{1}{M} \leq \frac{\Delta^2\gamma^2}{4NK_1\sqrt{K_2}}.$$

Then from Proposition 5.2 it follows that

$$\int_{\mathbb{R}^d} \left| \sum_{k=0}^{N-1} R^{(k)}(\mu') \right|^2 \, d\mu' \geq \sum_{k=0}^{N-1} \| R^{(k)}(\mu') \|_{L^2(\mu')} \cdot \left( \| R^{(k)}(\mu') \|_{L^2(\mu')} - \frac{\gamma^2\Delta^2}{2\sqrt{K_2}} \right).$$

Assuming the conditions (5.4) are in force, applying Proposition 5.3 yields

$$\| R^{(k)}(\mu') \|_{L^2(\mu')} \geq \frac{1}{2} \| R^{(k)}(\mu') \|_{L^2(\mu')}.$$
and therefore

\[ \int_{\mathbb{R}^d} \left| \sum_{k=0}^{N-1} R^{(k)}(\mu')(x) \right|^2 \, d\mu' \geq \frac{N}{2K^2} \gamma^4 \Delta^4 \mu'(\mathbb{R}^d). \]

Put \( N = \lfloor (8C_2K)/\sqrt{\Delta^2 \gamma^4} \rfloor + 1 \). If \( \varepsilon, M, \delta \) are chosen to satisfy \( 2M^s \delta / \varepsilon^s \leq \sqrt{C_3} \), then (5.6) is in contradiction with Proposition 5.1. As a result, the assumption (4.1) is false. It remains to make a consistent choice of \( \varepsilon, M, \delta \), and consequently determine an admissible size of \( T \).

Recall that (4.20) is the only restriction on \( \varepsilon \) in terms of \( N \) only. A suitable choice of \( \varepsilon \) is therefore \( \varepsilon = c\gamma \Delta / N = c\Delta^5 \gamma^5 \). We now determine \( M \), and subsequently \( \delta \), according to the following four conditions:

\[
\begin{align*}
\frac{2M^s \delta}{\varepsilon^s} &\leq \sqrt{C_3}, \\
\frac{\Delta^2 \gamma^2}{M} &\leq N K_1 \sqrt{K_2}, \\
M^s \delta &\leq \varepsilon^d, \quad \text{and} \\
M^{2s} \delta &\leq \frac{\gamma^4 \Delta^4}{K_2}. 
\end{align*}
\]

First pick \( M \) subject to

\[ M \geq 2 \max \left( \frac{NK_1 \sqrt{K_2}}{\Delta^2 \gamma^2}, K_2 \right). \]

Then choose \( \delta \) satisfying

\[ \delta \leq \frac{1}{2} \min \left( \frac{\varepsilon^d \sqrt{C_3}}{M^s}, \frac{\Delta^2 \gamma^2}{M^s}, \frac{\varepsilon^d}{M^s N K_1 \sqrt{K_2}}, \frac{\gamma^4 \Delta^4}{M^{2s} K_2} \right). \]

Since \( N \) and \( \varepsilon \) are power functions in \( \Delta \) and \( \gamma \), we can choose \( M \) and \( \delta \) to be power functions in \( \Delta \) and \( \gamma \) as well. (A computation shows that we may choose \( M = C \Delta^{-6} \gamma^{-6} \) and then \( \delta = c\Delta^{4+5d+17s} \gamma^{4+5d+17s} \).)

As a result of (4.18), we assert the existence of positive constants \( \alpha = \alpha(s, d) \) and \( C = C(s, d) \), such that (4.1) must be false if \( T \geq \exp[(C \Delta^{-1} \gamma^{-1})^{1/\alpha}] \). Theorem 1.1 follows.

We turn now to proving the propositions. Propositions 5.1 and 5.2 are quite simple to prove, but Proposition 5.3 requires some work.

### 5.2. Proof of Proposition 5.1

The \( T(1) \)-theorem (quoted as Theorem 2.3 in this paper) states that the operator \( R^\#(\cdot \mu) \) is bounded in \( L^2(d\mu) \), with operator norm at most \( \sqrt{C_3} \). Since \( \sum \chi_{\Omega_j(N)} \in L^2(\mu) \) with \( L^2(\mu) \) norm equal to \( \sqrt{\mu(\mathbb{R}^d)} \), we deduce that

\[ \int_{\mathbb{R}^d} |R^\#(\mu')(x)|^2 \, d\mu' \leq \int_{\mathbb{R}^d} |R^\#(\mu')(x)|^2 \, d\mu \leq C_3 \mu'(\mathbb{R}^d). \]

Proposition 5.1 is a simple consequence of (5.9) along with the following lemma.

**Lemma 5.4.** For any \( x \in \text{supp}(\mu') \), the following inequality holds:

\[ \sum_{k=0}^{N-1} R^{(k)}(\mu')(x) \leq R^\#(\mu')(x) + \frac{2M^s \delta}{\varepsilon^s}. \]

**Proof.** Suppose \( \Omega_j(N) = \Omega_j^{(N)} \) for some \( j \). Consider the ball \( B_j = B(x_j, \rho_j) \) in the bottom cover of the \( N \)th level that gave birth to \( \Omega_j^{(N)} \). Since \( x \in \Omega_j^{(N)} \), it immediately follows that

\[ \left| \sum_{k=0}^{N-1} R^{(k)}(\mu')(x) \right| \leq R^\#(\mu')(x) + \left| \int_{2B_j \setminus \Omega_j^{(N)}(x)} \frac{y-x}{|y-x|^{s+1}} \, d\mu'(y) \right|. \]
In order to estimate the second integral, observe from (4.22) that the integrand is point-wise at most $1/(\varepsilon \rho_j)^s$. Therefore, assuming $M > 2$, 
\[
\left| \int_{2B_j \setminus \Omega^N(x)} \frac{y-x}{|y-x|^{1+s}} \, d\mu'(y) \right| \leq \mu'(2B_j) \left( \frac{1}{(\varepsilon \rho_j)^s} \right) \leq \frac{\mu(MB_j)}{(\varepsilon \rho_j)^s}.
\]
Appealing to (4.17), we obtain the required estimate.

To prove Proposition 5.1 we apply (5.10) to obtain
\[
\int_{\mathbb{R}^d} \left| R(\mu') \right|^2 \, d\mu' \leq \int_{\mathbb{R}^d} \left( R^2(\mu') + \frac{2M^s \delta}{\varepsilon^s} \right)^2 \, d\mu'.
\]
Since $(a+b)^2 \leq 2(a^2 + b^2)$ for $a, b \in \mathbb{R}$, the desired inequality follows from (5.9).

5.3. Proof of Proposition 5.2

We begin with a simple oscillation estimate.

**Lemma 5.5.** Let $\nu$ be a signed measure, and let $\Omega \subset B = B(z, \rho)$ be such that 
\[
\text{dist}(\Omega, \text{supp}(\nu)) \geq \varepsilon \rho.
\]
Then,
\[
\text{osc}_\Omega R(\nu) \leq \frac{2}{(\varepsilon \rho)^s} |\nu|(B(z, M \rho/3)) + \frac{C_{23}}{M} \sup_{r > 0} \frac{|\nu|(B(z, r))}{r^s}.
\]
Also, if $\sigma$ is a signed measure supported on $\Omega$ such that $\sigma(\Omega) = 0$, then
\[
\left| \int_{\mathbb{R}^d} |R(\sigma)| \, d\nu \right| \leq \left[ \frac{2}{(\varepsilon \rho)^s} |\nu|(B(z, M \rho/3)) + \frac{C_{23}}{M} \sup_{r > 0} \frac{|\nu|(B(z, r))}{r^s} \right] |\sigma|(\Omega).
\]

**Proof.** For points $x, x' \in \Omega$, we wish to estimate the quantity $|R(\nu)(x) - R(\nu)(x')|$. To this end, note that for each $y \in \text{supp}(\nu)$, we have
\[
\left| \frac{y-x}{|y-x|^{1+s}} - \frac{y-x'}{|y-x'|^{1+s}} \right| \leq \frac{2}{(\varepsilon \rho)^s}.
\]
In addition, if $M \geq 6$, then
\[
\left| \frac{y-x}{|y-x|^{1+s}} - \frac{y-x'}{|y-x'|^{1+s}} \right| \leq C \frac{\rho}{|z-y|^{1+s}}
\]
for $y \in \mathbb{R}^d \setminus B(z, M \rho/3)$.

Integrating estimates (5.13) and (5.14) with respect to $|\nu|$ over the sets $B(z, M \rho/3)$ and $\mathbb{R}^d \setminus B(z, M \rho/3)$ respectively, we arrive at (5.11).

To prove (5.12), note that for any $x' \in \Omega$ and $y \in \mathbb{R}^d$, we have
\[
|R(\sigma)(y)| \leq \int_{\Omega} \left| \frac{y-x}{|y-x|^{1+s}} - \frac{y-x'}{|y-x'|^{1+s}} \right| \, d|\sigma|(x).
\]
Using (5.13) and (5.14), we obtain
\[
|R(\sigma)(y)| \leq \frac{2 |\sigma|(\Omega)}{(\varepsilon \rho)^s} \chi_{B(z, M \rho/3)}(y) + \frac{C \rho |\sigma|(\Omega)}{|z-y|^{1+s}} \chi_{\mathbb{R}^d \setminus B(z, M \rho/3)}(y),
\]
for any $y \in \text{supp}(\nu)$. Integrating this inequality over $|\nu|$, we arrive at (5.12).
Proof of Proposition 5.2. On account of the first part of Lemma 5.5, we claim that

\[ \text{osc}_{\Omega_{j}^{(k+1)}} R^{(k)}(\mu') \leq C_{24} \left( \frac{M^s \delta}{\varepsilon^s} + \frac{1}{M} \right). \]

To see this, note that \( \Omega_{j}^{(k+1)} \subset \Omega_{\ell}^{(k)} \) for some choice of \( \ell \). Let \( \nu = \chi_{\Omega_{\ell}^{(k)} \setminus \Omega_{j}^{(k+1)}} \cdot \mu' \). Then for any \( x \in \Omega_{j}^{(k+1)} \), we have \( R(\nu)(x) = R^{(k)}(\mu')(x) \). Let \( B = B(x_j, \rho_j) \) be the ball in the level \( k+1 \) bottom cover that gave birth to \( \Omega_{j}^{(k+1)} \). Then \( \text{dist}(\text{supp}(\nu), \Omega_{j}^{(k+1)}) \geq \varepsilon \rho_j \). Applying Lemma 5.5 and estimating the right hand side of (5.11) with inequalities (5.17) and (2.1) respectively, we get (5.10).

Now, fix \( x \in \Omega_{j}^{(k+1)} \cap F \), and observe that

\[ \sum_{\ell=k+1}^{N-1} R^{(\ell)}(\mu')(x) = \int_{\Omega_{j}^{(k+1)} \setminus \Omega(N)} \frac{y-x}{|y-x|^{1+s}} \, d\mu'(y). \]

As the support of \( \mu' \) is contained in \( F \), we may write \( \Omega_{j}^{(k+1)} \setminus \Omega(N) \) as the set of \( y \in \Omega_{j}^{(k+1)} \cap F \) such that \( \Omega(N)(y) \neq \Omega(N)(x) \). Integrating over \( x \in \Omega_{j}^{(k+1)} \cap F \) with respect to \( \mu' \), we thereby obtain

\[ \int_{\Omega_{j}^{(k+1)}} \sum_{\ell=k+1}^{N-1} R^{(\ell)}(\mu') \, d\mu' = \int \int \frac{y-x}{|y-x|^{1+s}} \, d\mu'(y) \, d\mu'(x) = 0, \]

since we are integrating an antisymmetric function over a symmetric set. Combining the oscillation estimate (5.16) with the mean zero property (5.17), we estimate

\[ \left| \int_{\Omega_{j}^{(k+1)}} \left( R^{(k)}(\mu'), \sum_{\ell=k+1}^{N-1} R^{(\ell)}(\mu') \right) \, d\mu' \right| \]

\[ \leq C_{24} \left( \frac{M^s \delta}{\varepsilon^s} + \frac{1}{M} \right) \sum_{\ell=k+1}^{N-1} \int_{\Omega_{j}^{(k+1)}} |R^{(\ell)}(\mu')| \, d\mu'. \]

Summing these inequalities over \( j \), we see that the estimate holds with the integration on the left and right hand sides taken over \( \mathbb{R}^d \). Applying the Cauchy–Schwarz inequality, we obtain (5.3) with \( K_1 = C_{24} \).

We now turn to the proof of Proposition 5.3. The proof follows [ENV2], but there are a couple of additional considerations needed to make the argument quantitative. For the benefit of the reader we repeat the details, and so devote a full chapter to the proof.

\section{The proof of Proposition 5.3}

For \( n \in \{0, \ldots, N-1\} \), consider a fixed Cantor cell \( \Omega \) at level \( n \). We shall set \( m = \mu(\Omega) \) and \( m' = \mu'(\Omega) \). Let \( \{\Omega_j\}_j \) denote the collection of those level \( n+1 \) cells that are contained in \( \Omega \). Each Cantor cell \( \Omega_j \) is born out of a bottom cover ball \( B_j \) of radius \( \rho_j \). We will work primarily within the cell \( \Omega \), and then sum over all the level \( n \) Cantor cells to prove Proposition 5.3.

It will be convenient to introduce a globally Lipschitz function \( V(x) \), which behaves like \( |x|^2 \) for small values of \( |x| \). To this end, let \( v \in C^\infty([0, \infty)) \) be such that \( v(0) = 0 \), \( v'(0) = 0 \), \( v''(t) = 2 \) for \( t \in [0, 1] \), \( v''(t) \) is nonincreasing in \( t \), and \( v''(t) = 0 \) for \( t \geq 2 \). The function \( v \) is convex, increasing, and satisfies \( \min(t, t^2) \leq v(t) \leq t^2 \) for all \( t \in [0, \infty) \).
We will need a couple of additional consequences of the assumptions on \( v \); namely, 
\[
\sqrt{v(t)}^2 \leq 4v(t) \text{ and } v(at) \leq a^2 v(t) \text{ for any } t > 0 \text{ and } a > 1.
\]
To see these two inequalities, note that \( v'(t) \geq tv''(t) \), as \( v''(t) \) is nonincreasing and \( v'(0) = 0 \). Integration of this inequality yields
\[
\int_0^t \tau v''(\tau) \, d\tau = tv'(t) - v(t),
\]
and thus \( 2v(t) \geq tv'(t) \) (or alternatively \( (\log v(t))' \leq 2/t \)). Hence \( 4v(t)^2 \geq t^2 v'(t)^2 \geq v(t)v'(t)^2 \), and the first inequality is proved. Integrating \( (\log v(\tau))' \leq 2/\tau \) between \( \tau = t \) and \( \tau = at \), we obtain the second inequality.

Now define \( V(x) = v(|x|) \) for \( x \in \mathbb{R}^d \). Then \( V \) is convex, and \( \min(|x|, |x|^2) \leq V(x) \leq |x|^2 \) for all \( x \in \mathbb{R}^d \). We also have \( |\nabla V| \leq \min(4, 2\sqrt{V}) \), and \( V(a|x|) \leq a^2 V(|x|) \) for all \( a > 1 \) and \( x \in \mathbb{R}^d \).

Our aim is to derive a lower bound for \( \int_\Omega V(R^\infty(\mu')) \, d\mu' \).

We begin by showing that it suffices to work with a smooth approximation of \( \mu' \).

### 6.1. A smooth approximation of \( \mu' \)

Recall that inside each Cantor cell \( \Omega_j \), there is an open ball \( \tilde{\Omega}_j \) of radius \( \varepsilon \rho_j \). Define \( \varphi_j \in C_0^\infty(\tilde{\Omega}_j) \) so that
\[
\varphi_j \geq 0, \quad \int_{\mathbb{R}^d} \varphi_j \, dm = \mu'(\Omega_j), \quad \text{and } \|\varphi_j\|_{L^\infty} \leq \frac{C_{25} \mu'(\Omega_j)}{(\varepsilon \rho_j)^d}.
\]

Let \( \tilde{\mu} = \sum_j \tilde{\mu}_j \) where \( \tilde{\mu}_j = \varphi_j m_d \). By construction, \( \tilde{\mu}(\mathbb{R}^d) = \mu'(\Omega) = m' \) and \( \text{supp}(\tilde{\mu}) \subset \Omega \). The key properties of \( \tilde{\mu} \) are contained in the following lemma.

**Lemma 6.1.** The following two properties hold:

(i) Suppose \( M^s \delta / \varepsilon^d \leq 1 \). Then
\[
\tilde{\mu}(B(z, t)) \leq C_{26} t^s, \quad \text{for any ball } B(z, t).
\]

(ii) For a bottom cover ball \( B_j \), one has
\[
\tilde{\mu}\left(\frac{M^s}{\varepsilon} B_j\right) \leq \frac{C_{27} M^{2s} \delta}{\varepsilon^d} \rho_{\mu}^s.
\]

**Proof.** Fix a ball \( B = B(z, t) \), and write
\[
\tilde{\mu}(B) = \sum_{\rho_j \leq t} \tilde{\mu}(B \cap \Omega_j) + \tilde{\mu}\left(\bigcup_{\rho_j > t} (B \cap \Omega_j)\right).
\]

For each \( j \) with \( B \cap \Omega_j \neq \emptyset \) and \( \rho_j \leq t \), the inclusion \( \Omega_j \subset 3B \) holds. Since the cells \( \Omega_j \) are pairwise disjoint, we have
\[
\sum_{\rho_j \leq t} \tilde{\mu}(B \cap \Omega_j) \leq \mu'(3B).
\]

To estimate the second term, note that for any cell \( \tilde{\Omega}_j \) with \( \rho_j > t \), the \( L^\infty \) estimate for \( \varphi_j \) and the measure estimate (4.17) yield
\[
\int_{B \cap \tilde{\Omega}_j} \varphi_j \, dm \leq C_{25} m_d(B \cap \tilde{\Omega}_j) \frac{\mu'(\Omega_j)}{(\varepsilon \rho_j)^d} \leq C m_d(B \cap \tilde{\Omega}_j) \frac{M^s \delta}{\varepsilon^d \rho_{\mu}^d - s} \leq C m_d(B \cap \tilde{\Omega}_j) \frac{M^s \delta}{\varepsilon^d d - s}.
\]

After summation, we obtain
\[
\tilde{\mu}\left(\bigcup_{\rho_j > t} B \cap \Omega_j\right) \leq C \sum_j m_d(B \cap \tilde{\Omega}_j) \frac{M^s \delta}{\varepsilon^d d - s} \leq C \frac{M^s \delta}{\varepsilon^d - t^s}.
\]

Bringing our estimates together, we conclude that
\[
\tilde{\mu}(B) \leq \mu'(3B) + \frac{C M^s \delta}{\varepsilon^d - t^s}, \quad \text{for any ball } B = B(z, t).
\]
Part (i) is now an immediate consequence of the growth condition (2.1) (recall that \( \mu' \) is dominated by \( \mu \)). To prove part (ii), note that \( \tilde{\mu}(\frac{M}{\varepsilon}B_j) \leq \mu'(MB_j) + \frac{CM^s\delta}{\varepsilon^s}(\frac{M}{\varepsilon}\rho_j)^s \). Applying (4.17) yields the required estimate.

The primary advantage of the smoothed measure \( \tilde{\mu} \) is that each \( \tilde{\mu}_j \) satisfies

\[
\|R(\tilde{\mu}_j)\|_{L^\infty} \leq \sup_{x \in \mathbb{R}^d} \int_{\Omega_j} \frac{\varphi_j(y)}{|y-x|^s} \, dm_d(y) \leq \frac{C\mu'(\Omega_j)}{(\varepsilon\rho_j)^s} \leq C_{28} \frac{M^s\delta}{\varepsilon^s},
\]

where (4.17) has been used in the last inequality. By an analogous argument, we see that if \( g \) is a bounded vector field, then

\[
\|R^*(g\tilde{\mu}_j)\|_{L^\infty} \leq C_{28} \|g\|_{L^\infty} \frac{M^s\delta}{\varepsilon^s}.
\]

### 6.2. A comparison lemma

We wish to show that a lower bound for the Riesz transform of \( \tilde{\mu} \) transfers to a lower bound for the partial Riesz transform of \( \mu' \), with only a small error term. This is achieved with a comparison lemma.

**Lemma 6.2.** The following estimate holds:

\[
\int_\Omega V(R^{(n)}(\mu')) \, d\mu' \geq \int_\Omega V(R(\tilde{\mu})) \, d\tilde{\mu} - C_{29} \left( \frac{M^{2s}\delta}{\varepsilon^{d+s}} + \frac{1}{M} \right) m'.
\]

**Proof.** The proof is split into three comparisons. We first claim that

\[
\int_\Omega |V(R^{(n)}(\mu')) - V(R^{(n)}(\tilde{\mu}))| \, d\mu' \leq C \left( \frac{M^s\delta}{\varepsilon^s} + \frac{1}{M} \right) m'.
\]

To see this, note that since \( V \) has Lipschitz constant of at most 4, it suffices to prove that

\[
\int_\Omega |R^{(n)}(\mu') - R^{(n)}(\tilde{\mu})| \, d\mu' \leq C \left( \frac{M^s\delta}{\varepsilon^s} + \frac{1}{M} \right) m'.
\]

For a fixed \( j \), let \( \sigma_j = \chi_{\Omega_j}\mu' - \tilde{\mu}_j \). Then \( |\sigma_j|\|_{L^1} \leq 2\mu'(\Omega_j) \). It is clear that \( R^{(n)}(\sigma_j) = 0 \) on \( \Omega_j \). Applying the second estimate in Lemma 5.5 with \( \sigma = \sigma_j \) and \( \nu = \chi_{\Omega_j}\mu' \) yields

\[
\int_\Omega |R^{(n)}(\sigma_j)| \, d\mu' \leq C \left( \frac{\mu'(MB_j)}{(\varepsilon\rho_j)^s} + \frac{C_1}{M} \right) \mu'(\Omega_j) \leq C \left( \frac{M^s\delta}{\varepsilon^s} + \frac{1}{M} \right) \mu'(\Omega_j),
\]

here we have used (4.17) to estimate \( \mu'(MB_j) \). Summing over \( j \), we arrive at (6.7).

Next we claim that

\[
\left| \int_\Omega V(R^{(n)}(\tilde{\mu})) \, d\mu' - \int_\Omega V(R^{(n)}(\tilde{\mu})) \, d\tilde{\mu} \right| \leq C \left( \frac{M^{2s}\delta}{\varepsilon^{d+s}} + \frac{1}{M} \right) m'.
\]

To this end, apply the first statement of Lemma 5.5 with \( \nu = \chi_{\Omega_j}\tilde{\mu} \). From the growth properties of \( \tilde{\mu} \) from Lemma 6.1 it follows that

\[
\text{osc}_{\Omega_j} V(R^{(n)}(\tilde{\mu})) \leq 4 \text{osc}_{\Omega_j} R^{(n)}(\tilde{\mu}) \leq C \left( \frac{M^{2s}\delta}{\varepsilon^{d+s}} + \frac{1}{M} \right).
\]

On the other hand, \( \tilde{\mu}(\Omega_j) = \mu'(\Omega_j) \), and so we have

\[
\left| \int_{\Omega_j} (V(R^{(n)}(\tilde{\mu}))) \, d(\mu' - \tilde{\mu}) \right| \leq 2 \text{osc}_{\Omega_j} V(R^{(n)}(\tilde{\mu})) \mu'(\Omega_j).
\]

Applying the oscillation estimate to the right hand side, we arrive at (6.8) after summation in \( j \).
Finally, noting that $|R^{(n)}(\tilde{\mu}) - R(\tilde{\mu})| = |R(\tilde{\mu}_j)|$ on $\Omega_j$, we use the Lipschitz property of $V$, combined with the $L^\infty$ estimate (6.4), to see that

$$\int_{\Omega} |V(R^{(n)}(\tilde{\mu})) - V(R(\tilde{\mu}))| \, d\tilde{\mu} \leq 4 \sum_j \int_{\Omega_j} |R(\tilde{\mu}_j)| \, d\tilde{\mu} \leq 4C_{28} \frac{M^s \delta}{\varepsilon^s} m'.$$

Bringing together these three comparisons, we obtain the lemma. \hfill \Box

### 6.3. The $\Psi$-function.

Consider now the level $n+1$ top cover balls $T_j = B(z_j, 4r_j)$ that are contained in $\Omega$. Let $\mathcal{J}$ be the set of $j \in \mathcal{J}$ such that $T_j \not\subset T_i$ for any $i \neq j$. For each $j \in \mathcal{J}$, let

$$\tilde{T}_j = \left\{ \bigcup_k \Omega_k : \Omega_k \subset T_j, \Omega_k \not\subset T_i \text{ for any } i \in \mathcal{J} \text{ with } i < j \right\}.$$

The sets $\tilde{T}_j \subset T_j$ are disjoint, and $\bigcup_{j \in \mathcal{J}} \tilde{T}_j \supset \text{supp}(\mu') \cap \Omega$. (Recall here that each cell $\Omega_k$ is associated to a top cover ball $T_j$ contained in $\Omega$, by property (g) of the Cantor construction.)

Recall the bump function $\varphi$ from Section 2.3. For each $j \in \mathcal{J}$, and $k \geq 2$, let $\varphi_{k,j}(\cdot) = \varphi\left(\frac{\cdot - z_j}{4r_j}\right)$. Then $\text{supp}(\varphi_{k,j}) \subset 2^k T_j$, and $\int_{\mathbb{R}^d} \varphi_{k,j} \, dm = m_d(2^k T_j)$. We define the $\Psi$ function by

$$\Psi(x) = \sum_{k \geq 2} 2^{k(s-d)} \sum_{j \in \mathcal{J}} \frac{\mu'(\tilde{T}_j)}{m_d(2^k T_j)} \varphi_{k,j}(x).$$

Notice that

$$\int_{\mathbb{R}^d} \Psi \, dm_d = \sum_{k \geq 2} 2^{k(s-d)} \sum_{j \in \mathcal{J}} \mu'(\tilde{T}_j) \leq C_{30} m'.$$

The following two results contain the properties of $\Psi$ that we will need. Recall that $m = \mu(\Omega)$ and $m' = \mu'(\Omega)$.

**Lemma 6.3.** Let $\nu$ be a nonnegative Borel measure with smooth density such that $\nu(\mathbb{R}^d) \geq m'$. Suppose in addition that $\nu$ is supported on $\bigcup_j \Omega_j$, and $\nu(\tilde{T}_j) \leq 2\mu'(\tilde{T}_j)$ for each $j \in \mathcal{J}$. Then the following estimate holds:

$$\int_{\mathbb{R}^d} V(R(\nu)) \Psi \, dm_d \geq c_{31} \frac{\Delta^2 (m')^3}{m^2}.$$

**Proof.** We will first prove that

$$\int_{\mathbb{R}^d} |R(\nu)| \Psi \, dm_d \geq c \Delta^2 (m')^2.$$  

Recall the definitions of $\varphi$ and $\psi$ from Section 2.3 and note the pointwise estimate $\Psi(x) \geq c \sum_{j \in \mathcal{J}} \frac{\mu'(\tilde{T}_j)}{r_j^d} |\psi\left(\frac{\cdot - z_j}{4r_j}\right)|$, along with the inequality

$$\int_{\mathbb{R}^d} |R(\nu)| \left| \psi\left(\frac{\cdot - z_j}{4r_j}\right) \right| \, dm_d \geq \int_{\mathbb{R}^d} \left( R(\nu), \psi\left(\frac{\cdot - z_j}{4r_j}\right) \right) \, dm_d = \int_{\mathbb{R}^d} R^*\left( \psi\left(\frac{\cdot - z_j}{4r_j}\right) \right) m_d \, d\nu.$$
Employing the equality $R^*(\psi(\frac{-z}{4r_j})m_d) = (4r_j)^{d-s}\varphi(\frac{-z}{4r_j})$ (see (2.6)), we deduce that

$$
\int_{\mathbb{R}^d} |R(\nu)| \Psi \, dm_d \geq c \sum_{j \in J} \frac{\mu'(\tilde{T}_j)}{r_j^d} \int_{\mathbb{R}^d} R^*(\psi(\frac{-z}{4r_j})m_d) \, d\nu
$$

$$
= cA^{d-s} \sum_{j \in J} \frac{\mu'(\tilde{T}_j)}{r_j^s} \int_{\mathbb{R}^d} \varphi(\frac{-z}{4r_j}) \, d\nu
$$

$$
\geq c \sum_{j \in J} \frac{\mu'(\tilde{T}_j)\nu(\tilde{T}_j)}{r_j^s} \geq c \sum_{j \in J} \frac{\nu(\tilde{T}_j)^2}{r_j^s}.
$$

Since the pairwise disjoint balls $B(z_j, r_j)$ are contained in $\Omega$, and satisfy $\mu(B(z_j, r_j)) \geq \frac{\Delta}{2^s} r_j^s$, we obtain

$$
\sum_{j} r_j^s \leq \frac{2^s}{\Delta} \sum_{j} \mu(B(z_j, r_j)) \leq \frac{2^s \mu(\Omega)}{\Delta} = \frac{2^s m}{\Delta}.
$$

We therefore have

$$
\int_{\mathbb{R}^d} |R(\nu)| \Psi \, dm_d \geq c \sum_{j} \frac{\nu(\tilde{T}_j)^2}{r_j^s} \geq c \frac{\Delta(m')^2}{m},
$$

where the Cauchy–Schwarz inequality has been used in the last step. Hence (6.12) is proved.

Let $x \in \mathbb{R}^d$. Then since $V(|x|) \geq \min(|x|, |x|^2)$, we see that $V(|x|) \geq \lambda|x| - \lambda^2$ for any $\lambda \in (0, 1)$. Hence, with $\lambda \in (0, 1),

$$
\int_{\mathbb{R}^d} V(R(\nu)) \Psi \, dm_d \geq \lambda \int_{\mathbb{R}^d} |R(\nu)| \Psi \, dm_d - \lambda^2 \int_{\mathbb{R}^d} \Psi \, dm_d \geq c\lambda \frac{\Delta(m')^2}{m} - C_3 \lambda^2 m'.
$$

Since $\Delta \leq C_1$ and $m' \leq m$, we may pick $\lambda = \frac{c\Delta m'}{2C_3 C_1 m}$, and the result follows. \qed

The next result is an $L^2(\hat{\mu})$ bound for $R(\Psi m_d)$.

**Proposition 6.4.** There exists a constant $C_{34}$ such that

$$
(6.13) \quad \int_{\Omega} |R(\Psi m_d)|^2 \, d\hat{\mu} \leq C_{34} m'.
$$

We begin with an auxiliary lemma. For a fixed $A \geq 2$, define the Marcinkiewicz $g$-function by

$$
g_A = \sum_{j \in J} \frac{\mu'(\tilde{T}_j)}{(Ar_j)^s} \chi_{AT_j}.
$$

**Lemma 6.5.** There exists a constant $C_{32}$, such that for any $A \geq 2$, we have

$$
\int_{\Omega} g_A^2 \, dm' \leq C_{32} m'.
$$

Note that the constant here is independent of $A$.

**Proof.** From the growth bound (2.4), $\mu'(3AT_j) \leq C_1 3^s (Ar_j)^s$. Therefore, for any non-negative $f \in L^2(\chi_{\Omega} m')$, we have

$$
\int_{\Omega} g_A f \, dm' = \sum_{j \in J} \mu'(\tilde{T}_j) \frac{1}{(Ar_j)^s} \int_{AT_j \cap \Omega} f \, dm' \leq C_1 3^s \sum_{j \in J} \mu'(\tilde{T}_j) \frac{1}{\mu'(3AT_j)} \int_{AT_j \cap \Omega} f \, dm'.
$$

It is trivial that $\lambda|x| - \lambda^2 \leq |x|$ for $\lambda \in (0, 1)$. Since $\lambda|x| \leq \frac{1}{2} |x|^2 + \frac{1}{2} \lambda^2$, we also have $\lambda|x| - \lambda^2 \leq |x|^2$. 
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Note that
\[
\mu'(\tilde{T}_j) \cdot \frac{1}{\mu'(3aT_j)} \int_{AT_j \cap \Omega} f \, d\mu' \leq \mu'(\tilde{T}_j) \inf_{\tilde{T}_j} \mathcal{M}(f \chi_{\Omega}),
\]
where \(\mathcal{M}(f) = \sup_{B : x \in B} \frac{1}{\mu'(3aB)} \int_{B} |f| \, d\mu'\). Since the sets \(\tilde{T}_j\) are disjoint, we observe that
\[
\sum_{j \in \mathcal{J}} \mu'(\tilde{T}_j) \inf_{\tilde{T}_j} \mathcal{M}(f \chi_{\Omega}) \leq \int_{\Omega} \mathcal{M}(f \chi_{\Omega}) \, d\mu'.
\]

By the usual weak type argument involving the Vitali covering lemma, the maximal operator \(\mathcal{M}\) is bounded in \(L^2(\mu')\), with an operator norm not exceeding \(C = C(d) > 0\) (see for example [NTV1]). Applying the Cauchy–Schwarz inequality, we obtain
\[
\int_{\Omega} g \Delta f \, d\mu' \leq C_1 3^s C \sqrt{m} \|f\|_{L^2(\chi_{\Omega} \mu')}.
\]
The lemma now follows by appealing to duality in \(L^2(\chi_{\Omega} \mu')\).

Our next lemma is a comparison argument. For a fixed \(k \geq 2\), define
\[
\Psi_k = \sum_{j \in \mathcal{J}} \frac{\mu'(\tilde{T}_j)}{m_d(2^k T_j)} \varphi_{k,j}.
\]

**Lemma 6.6.** There exists a constant \(C_{33}\) such that
\[
(6.14) \int_{\Omega} |R(\Psi_k m_d)|^2 \, d\tilde{\mu} \leq 2 \int_{\Omega} |R(\Psi_k m_d)|^2 \, d\mu' + C_{33} m'.
\]

**Proof.** Recall that each Cantor cell \(\Omega_i\) is born out of a bottom cover ball \(B_\ell\) of radius \(\rho_\ell\), with \(\Omega \supset B_\ell \supset \Omega_\ell\). We shall estimate \(\sup_{B_\ell} |\nabla R(\Psi_k m_d)| \rho_\ell\).

For each bump function \(\varphi_{k,j}\), observe the estimate
\[
|\nabla R(\varphi_{k,j} m_d)(x)| \leq \frac{C(2^k r_j)^d}{(2^k r_j)^{s+1}} \leq \frac{C}{(2^k r_j)^s}, \quad x \in \mathbb{R}^d.
\]

For \(x \notin 2^{k+1} T_j\), this estimate follows from differentiating the kernel in the Riesz transform. If \(x \in 2^{k+1} T_j\), we employ the convolution structure to differentiate the bump function \(\varphi_{k,j}\), which has a gradient bound of \(C/(2^k r_j)\).

We therefore obtain
\[
|\nabla R(\Psi_k m_d)(x)| \rho_\ell \leq C \sum_{j \in \mathcal{J}} \frac{\mu'(\tilde{T}_j) \rho_\ell}{(2^k r_j + |x - z_j|)^{s+1}}, \quad \text{for all } x \in \mathbb{R}^d.
\]

Now fix \(x \in B_\ell\), and split the index set \(\mathcal{J}\) into two: \(\mathcal{J}_1(x) = \{j \in \mathcal{J} : |x - z_j| \leq 2^{k+1} r_j\}\), and \(\mathcal{J}_2(x) = \mathcal{J} \setminus \mathcal{J}_1(x)\).

To bound the sum over \(\mathcal{J}_1(x)\), we first claim that if \(j \in \mathcal{J}_1(x)\), then \(2^{k+1} r_j \geq M \rho_\ell / 2\). To see this, recall that \(B_\ell\) is associated to some top cover ball \(T_i \supset B_\ell\), such that \(\text{dist}(B_\ell, \partial T_i) \geq r_i \geq M \rho_\ell\) (see property (g) of the Cantor construction). Since \(T_j\) is not contained in \(T_i\), we have \(2 \cdot 2^{k+1} r_j \geq r_i \geq M \rho_\ell\), as required. Employing this observation, we see that
\[
\sum_{j \in \mathcal{J}_1(x)} \frac{\mu'(\tilde{T}_j) \rho_\ell}{(2^k r_j + |x - c_j|)^{s+1}} \leq \frac{C}{M} \sum_{j \in \mathcal{J}_1(x)} \frac{\mu'(\tilde{T}_j)}{(2^k r_j)^s}.
\]
Moreover, if \(M \geq 4\), then \(2^{k+2} T_j \supset B_\ell\) for any \(j \in \mathcal{J}_1(x)\). As a result, with \(x \in B_\ell\) fixed, the function \(\sum_{j \in \mathcal{J}_1(x)} \frac{\mu'(\tilde{T}_j)}{(2^k r_j)^s} \chi_{2^{k+2} T_j}\) is constant on \(B_\ell\), and is bounded by \(\inf_{B_\ell} g_{2^{k+2}}\).
We therefore conclude that
\[ \sum_{j \in \mathcal{J}_2(x)} \frac{\mu'(\tilde{T}_j)\rho_{\ell}}{(2^k r_j + |x - c_j|)^s+1} \leq C \inf_{B_{\ell}} g_{2k+2}. \]

Regarding the estimate for the sum over \( \mathcal{J}_2(x) \) (with \( x \in B_{\ell} \)), we claim that for each \( j \in \mathcal{J}_2(x) \), we have \( |x - y| \geq \rho_{\ell} \) for all \( y \in T_j \). Indeed, if there exists \( y \in T_j \) with \( |x - y| < \rho_{\ell} \), then
\[ 2\rho_{\ell} > 2(|x - z_j| - |y - z_j|) > 2^{k+2} r_j - 8r_j \geq 2^{k+1} r_j \geq 8r_j. \]

Since \( 2B_{\ell} \) intersects \( T_j \), and has radius greater than the diameter of \( T_j \), we see that \( 4B_{\ell} \supset T_j \). Provided \( M > 4 \), property (g) of the Cantor construction ensures that the ball \( T_j \) is a strict subset of the top cover ball associated to \( \Omega_{\ell} \) (contradicting \( j \in \mathcal{J} \)).

Consequently, for any \( x \in B_{\ell} \), we obtain
\[
\sum_{j \in \mathcal{J}_2(x)} \frac{\mu'(\tilde{T}_j)\rho_{\ell}}{(2^k r_j + |x - z_j|)^s+1} \leq \int_{\mathbb{R}^d} \sum_{j \in \mathcal{J}_2(x)} \frac{\rho_{\ell} \chi_{\tilde{T}_j}(y)}{|x - z_j|^{s+1}} \, d\mu'(y)
\]
\[
\leq 2^{s+1} \int_{\mathbb{R}^d} \sum_{j \in \mathcal{J}_2(x)} \frac{\rho_{\ell} \chi_{\tilde{T}_j}(y)}{|x - y|^{s+1}} \, d\mu'(y) \leq 2^{s+1} \int_{|x - y| > \rho_{\ell}} \frac{\rho_{\ell}}{|x - y|^{s+1}} \, d\mu'(y)
\]

Applying the growth condition on the measure \( \mu' \) from (2.1), we see that this integral is bounded by an absolute constant \( C \) depending on \( s \) and \( d \). Bringing everything together yields
\[
\sup_{B_{\ell}} |\nabla R(\Psi_{k,m,d})| \rho_{\ell} \leq C \inf_{z \in B_{\ell}} g_{2k+2}(z) + C,
\]
and hence we have osc_{\Omega_{\ell}} R(\Psi_{k,m,d}) \leq C \inf_{z \in \Omega_{\ell}} g_{2k+2}(z) + C.

To conclude the proof of the lemma, note that for a continuous function \( f \), the following inequality holds
\[
\int_{\Omega_{\ell}} |f|^2 \, d\mu \leq 2|c_f|^2 \tilde{\mu}(\Omega_{\ell}) + 2 \int_{\Omega_{\ell}} |f - c_f|^2 \, d\mu,
\]
where \( c_f = \frac{1}{\mu(\Omega_{\ell})} \int_{\Omega_{\ell}} f \, d\mu' \). Since \( \tilde{\mu}(\Omega_{\ell}) = \mu'(\Omega_{\ell}) \), we have \( |c_f|^2 \tilde{\mu}(\Omega_{\ell}) \leq \int_{\Omega_{\ell}} |f|^2 \, d\mu' \). Consequently, \( \int_{\Omega_{\ell}} |f|^2 \, d\mu \leq 2 \int_{\Omega_{\ell}} |f|^2 \, d\mu' + 2\mu'(\Omega_{\ell}) \) osc_{\Omega_{\ell}}(f) \. Applying the oscillation estimate for \( R(\Psi_{k,m,d}) \), we see that
\[
\int_{\Omega_{\ell}} |R(\Psi_{k,m,d})|^2 \, d\mu \leq 2 \int_{\Omega_{\ell}} |R(\Psi_{k,m,d})|^2 \, d\mu' + C \mu'(\Omega_{\ell}) \inf_{\Omega_{\ell}} (g_{2k+2})^2 \]
\[
\leq C m', \text{ we arrive at (6.14) after summation in } \ell. \]

We turn now to the proof of Proposition 6.4.

**Proof of Proposition 6.4** To obtain the \( L^2(\tilde{\mu}) \) estimate for \( \Psi \), it suffices to prove an analogous estimate with \( \Psi \) replaced by \( \Psi_{k,m} \), with a constant independent of \( k \). On account of Lemma 6.6, the proposition will follow once we assert that
\[
\int_{\Omega} |R(\Psi_{k,m,d})|^2 \, d\mu' \leq C m',
\]
with the constant \( C \) independent of \( k \). To prove (6.15), we shall compare \( R(\Psi_{k,m,d}) \) with the vector field \( \Theta = \sum_{j \in J} \chi_{R^d \setminus 2^{k+1} T_j} R(\chi_{\tilde{T}_j}) \mu' \). To this end, we first claim that
\[
\int_{\Omega} |\Theta|^2 \, d\mu' \leq C m'.
\]
Indeed, for any vector field $g$ in $L^2(\chi_{\Omega'}\mu')$, note that $\int_{\Omega} \Theta \cdot g \, d\mu'$ is equal to
\[
\left| \int_{\Omega} \sum_{j \in J} \chi_{\tilde{T}_j}(y) \left[ \int_{\mathbb{R}^d \setminus 2^{k+1} T_j} \frac{y - x}{|y - x|^{1+s}} \cdot g(x) \chi_{\tilde{T}_j}(x) \, d\mu'(x) \right] \, d\mu'(y) \right|.
\]
Since the sets $\tilde{T}_j$ are disjoint we see that
\[
\left| \int_{\Omega} \Theta \cdot g \, d\mu' \right| \leq \int_{\Omega} (R^\ast)^\#(g\chi_{\Omega'}\mu') \, d\mu'.
\]
As $\mu'$ is dominated by $\mu$, the mapping $g \mapsto (R^\ast)^\#(g\mu')$ is bounded on $L^2(\mu')$, with operator norm at most $\sqrt{dc_3}$, see (2.3). The Cauchy–Schwarz inequality now yields
\[
\int_{\Omega} (R^\ast)^\#(g\chi_{\Omega'}\mu') \, d\mu' \leq \sqrt{m'} \sqrt{dc_3} \|g\|_{L^2(\chi_{\Omega'})}.
\]
Appealing to duality in vector-valued $L^2(\chi_{\Omega'}\mu')$, we obtain (6.16).

To estimate $|R(\Psi k m_d) - \Theta|$ pointwise, examine the difference
\[
(6.17) \quad |R\left( \frac{\mu'(\tilde{T}_j)}{m_d 2^k T_j} \phi_{k,j} m_d \right)(x) - \chi_{\mathbb{R}^d \setminus 2^{k+1} T_j} R(\chi_{\tilde{T}_j} \mu')(x)|.
\]
If $x \in 2^{k+1} T_j$, then the second term does not contribute. Crudely estimating the first term, we can bound the difference in this case by $C \frac{\mu'(\tilde{T}_j)}{(2^k r_j)^\ast}$. In the case when $x \not\in 2^{k+1} T_j$, note that $\nu = \frac{\mu'(\tilde{T}_j)}{m_d(2^k T_j)} \phi_{k,j} m_d - \chi_{\tilde{T}_j} \mu'$ has mean zero. Since the distance between $x$ and $\text{supp}(\nu)$ is comparable to $|x - z_j|$, with $z_j$ the center of $T_j$, we derive the estimate $|R(\nu)(x)| \leq C \mu'(\tilde{T}_j)^{2^k r_j}$.

Combining these two estimates, we see that the difference in (6.17) is bounded by $C \sum_{j \geq k} 2^{k-\ell} \frac{\mu'(\tilde{T}_j)}{(2^k r_j)^\ast} \chi_{\tilde{T}_j} T_j$. After the summation in $j$, we have
\[
|R(\Psi k m_d) - \Theta| \leq C \sum_{j \geq k} 2^{k-\ell} g_{2^\ell}.
\]
Since $\|g_{2^\ell}\|_{L^2(\chi_{\Omega'}\mu')} \leq C \sqrt{m'}$, with a constant $C$ independent of $\ell$, we have $\|R(\Psi k m_d) - \Theta\|_{L^2(\chi_{\Omega'}\mu')} \leq C \sqrt{m'}$, and (6.15) follows. \hfill \square

6.4. **An extremal problem.** With a view to obtaining a contradiction, assume that
\[
(6.18) \quad \int_{\mathbb{R}^d} V(R(\tilde{\mu})) \, d\tilde{\mu} \leq \lambda \mu'(\Omega) = \lambda m'.
\]
We will obtain a contradiction if $\lambda > 0$ is chosen small enough. To this end, we will replace $\tilde{\mu}$ by an energy minimizing measure. This idea is reminiscent of the idea of equilibrium measure in potential theory.

For a vector $\mathbf{a} = \{a_j\}_j$ with $a_j \geq 0$ for all $j$, define the measure $\mu^a$ by $\mu^a = \sum_j a_j \tilde{\mu}_j$, with $\tilde{\mu}_j$ as in (6.1). By construction, $\text{supp}(\mu^a) \subset \bigcup_j \Omega_j$ for any choice of $\mathbf{a}$. Note that the vector $\mathbf{a}$ is of finite dimension, since there are a finite number of Cantor cells $\Omega_j$.

Consider now the functional $F(\mathbf{a})$, given by
\[
F(\mathbf{a}) = \lambda m' \cdot \sup_j a_j + \int_{\mathbb{R}^d} V(R(\mu^a)) \, d\mu^a.
\]
The reasoning behind the definition of $F$ is the following. The second term is precisely the energy that we wish to minimize. The inclusion of the first term is to prevent the extremal measure from being much larger than $\tilde{\mu}$ on any cell $\Omega_j$.

Let $\mathbf{a}^*$ be the minimizer for $F$ under the constraint $\mu^a(\mathbb{R}^d) = m'$. That a minimizer should exist is easy to see; firstly, since $\tilde{\mu}(\mathbb{R}^d) = m'$, the vector $\mathbf{a} = 1$ is admissible; and secondly, the functional $F(\mathbf{a})$ is continuous in $\mathbf{a}$ and grows to infinity as any component of $\mathbf{a}$ grows to infinity.
a tends to infinity. For notational ease we let \( \mu^* = \mu^a \). Note that \( F(a^*) \leq F(1) \leq 2\lambda m' \), and hence \( \mu^* \leq 2 \tilde{\mu} \).

In order to obtain information from the minimizer, one can examine the first variation of the functional \( F \) under a distortion of \( \mu^* \). This examination yields the following lemma.

**Lemma 6.7.** For each \( j \) with \( a^*_j > 0 \), there exists a point \( w \in \Omega_j \) such that

\[
V(R(\mu^*)) = R^* [\nabla V(R(\mu^*))]\mu^*(w) \leq 6\lambda.
\]

**Proof.** Fix \( j \) with \( a^*_j > 0 \). We shall estimate the functional \( F \) evaluated at the vector

\[
b = \frac{\tilde{\mu}(\mathbf{R}^d)}{\mu(\mathbf{R}^d) - \delta \tilde{\mu}_j(\mathbf{R}^d)} (a^* - te_j),
\]

where \( e_j \) is the vector whose \( j \)th component is 1, and all other components are zero.

Note here that \( b \) is an admissible vector provided \( 0 < t < a^*_j \). First observe that

\[
F(a^* - te_j) \leq F(a^*) - tI + O(t^2), \quad \text{as } t \to 0^+,
\]

with \( I \) denoting the quantity

\[
I = \int_{\mathbf{R}^d} V(R(\mu^*)) d\tilde{\mu}_j + \int_{\mathbf{R}^d} (\nabla V(R(\mu^*)), R(\tilde{\mu}_j)) d\mu^*.
\]

Since \( V(a|x|) \leq a^2 V(|x|) \) for all \( a > 1 \), the normalization in the definition of \( b \) can increase the value of the functional \( F \) by a factor of at most \( \tilde{\mu}(\mathbf{R}^d)^3 / (\tilde{\mu}(\mathbf{R}^d) - \delta \tilde{\mu}_j(\mathbf{R}^d))^3 \).

We therefore obtain

\[
F(a^*) \leq F(b) \leq \frac{\tilde{\mu}(\mathbf{R}^d)^3}{(\tilde{\mu}(\mathbf{R}^d) - \delta \tilde{\mu}_j(\mathbf{R}^d))^3} (F(a^*) - tI) + O(t^2).
\]

The first inequality here is just the minimization property of \( a^* \). Comparing first order terms, and taking the limit as \( t \to 0^+ \), we arrive at

\[
I \leq 3F(a^*) \frac{\tilde{\mu}_j(\mathbf{R}^d)}{\tilde{\mu}(\mathbf{R}^d)} \leq 6\lambda \tilde{\mu}_j(\mathbf{R}^d).
\]

To deduce (6.7), we rewrite \( I \) as an integral over \( \tilde{\mu}_j \):

\[
I = \int_{\mathbf{R}^d} (V(R(\mu^*))) + R^* [\nabla V(R(\mu^*))]\mu^*) d\tilde{\mu}_j.
\]

Due to (6.20), we conclude that \( V(R(\mu^*)) + R^* [\nabla V(R(\mu^*))]\mu^* \leq 6\lambda \) on average, with respect to \( \tilde{\mu}_j \). Since supp\( (\tilde{\mu}_j) \subset \Omega_j \), there must exist \( w \in \tilde{\Omega}_j \) satisfying (6.19). \( \square \)

Next we shall strengthen (6.19) to a uniform estimate on \( \tilde{\Omega}_j \). To do this, we will obtain some oscillation estimates. Since \( \mu^* \leq 2 \tilde{\mu} \), Lemma 6.1 provides us with growth estimates for the measure \( \mu^* \). Using these growth properties, an application of the first part of Lemma 5.5 with \( \nu = \chi_{\mathbf{R}^d \backslash \Omega_j} \mu^* \) yields

\[
\text{osc}_{\Omega_j} R(\chi_{\mathbf{R}^d \backslash \Omega_j} \mu^*) \leq C \left( \frac{M^2 \delta}{\varepsilon^{d+s}} + \frac{1}{M} \right).
\]

As \( |\nabla V(R(\mu^*))| \leq 4 \), the adjoint oscillation estimate (5.15), applied with \( g = \nabla V(R(\mu^*)) \), yields

\[
\text{osc}_{\Omega_j} R^* [\nabla V(R(\mu^*))] \chi_{\mathbf{R}^d \backslash \Omega_j} \mu^* \leq C \left( \frac{M^2 \delta}{\varepsilon^{d+s}} + \frac{1}{M} \right).
\]

On the other hand, recalling the \( L^\infty(m_\delta) \) estimate for \( R(\tilde{\mu}_j) \) from (6.4), we deduce that

\[
\text{osc}_{\Omega_j} R(\chi_{\Omega_j} \mu^*) \leq 2 \| R(\chi_{\Omega_j} \mu^*) \|_{L^\infty} \leq C \left( \frac{M^2 \delta}{\varepsilon^s} \right).
\]
Similarly, applying the adjoint $L^\infty$ estimate \((6.5)\) with \(g = \nabla V(R(\mu^*))\), we see that

\[
\text{osc}_{\Omega_j} R^*[\nabla V(R(\mu^*)) \chi_{\Omega_j} \mu^*] \leq C \left( \frac{M^s \delta}{\epsilon^s} \right).
\]

Now note that

\[
\text{osc}_{\Omega_j} V(R(\mu^*)) \leq 4 \text{osc}_{\Omega_j} R(\mu^*) \leq 4 \text{osc}_{\Omega_j} R(\chi_{\mathbb{R}^d \setminus \Omega_j} \mu^*) + 4 \text{osc}_{\Omega_j} R(\chi_{\Omega_j} \mu^*),
\]

and hence when combined with Lemma \(6.7\) these four oscillation estimates yield

\[
(6.21) \quad V(R(\mu^*))(w) + R^*[\nabla V(R(\mu^*))] \mu^*|(w) \leq 6 \lambda + C_{35} \left( \frac{M^{2s} \delta}{\epsilon^{d+s}} + \frac{1}{M} \right),
\]

for all \(w \in \tilde{\Omega}_j\). Since \(j\) was arbitrary, \((6.21)\) holds for all \(w \in \text{supp}(\mu^*)\).

To extend the estimate \((6.21)\) to the whole space \(\mathbb{R}^d\), we appeal to the following maximum principle, which can be found in Section 17 of [ENV2].

**Proposition 6.8** (see [ENV2]). Let \(s \in (d - 1, d)\). Suppose \(\omega\) is a measure with a smooth compactly supported density with respect to \(m_2\), and suppose \(g\) is a smooth vector-field. Then

\[
\max_{\mathbb{R}^d} [V(R(\omega)) + R^*(g\omega)] = \max_{\text{supp}(\omega)} [V(R(\omega)) + R^*(g\omega)],
\]

provided the left hand side is positive.

**Proof.** We shall give a moderately detailed proof. For a more careful exposition of this argument see Section 17 of [ENV2]. The key observation is that if \(\nu\) is a vector-valued measure with \(C_0^\infty(\mathbb{R}^d)\) density with respect to \(m_d\), then

\[
(6.22) \quad \max_{\mathbb{R}^d} R^*(\nu) = \max_{\text{supp}(\nu)} R^*(\nu),
\]

provided the left hand side is positive.

To see this, we set \(u = R^*(\nu)\). Then we can write \(u\) as the \((s - 1)\)-dimensional Riesz potential \(u(x) = \frac{1}{s-1} \int_{\mathbb{R}^d} \frac{1}{|x-y|^{s-1}} p(y) \, dm_d(y)\), where \(p\) is the divergence of the density of \(\nu\). It is immediate that \(\text{supp}(p) \subset \text{supp}(\nu)\). Since \(u\) decays suitably at infinity, the density \(p\) can be recovered from \(u\) by the integral operator

\[
(6.23) \quad p(x) = \mathcal{Z} \, \text{PV.} \int_{\mathbb{R}^d} \frac{u(y) - u(x)}{|y - x|^{2d+1-s}} \, dm_d(y),
\]

where \(\mathcal{Z}\) is a nonzero constant depending on \(s\) and \(d\), see for example [Lan] [ENV2]. For \(s < d - 1\), the analog of this inversion formula involves the Laplacian of \(u\), and appears difficult to work with. This is the main reason for our restriction to \(s \in (d - 1, d)\).

The decay of \(u\) at infinity ensures that should \(u\) have a positive maximum, the maximum is attained and \(u\) is not constant. Now suppose that \(u\) attains a positive maximum at \(x\). Then we observe that the integral appearing in \((6.23)\) is nonzero. Hence \(x \in \text{supp}(p) \subset \text{supp}(\nu)\), and \((6.22)\) is proved.

To prove the proposition, write \(V(x) = \max_{t \geq 0, |v| \leq 1} \{t(e, x) - v^*(t)\}\), where \(v^*(t)\) is the Legendre transform of \(v(t)\). Fix \(x \in \mathbb{R}^d\) with \(V(R(\omega))(x) + R^*(g\omega)(x) > 0\). For some \(t \geq 0\) and unit vector \(e\), we have

\[
V(R(\omega))(x) + R^*(g\omega)(x) = R^*(g\omega - te\omega)(x) - v^*(t).
\]

Since \(v^*(t) \geq 0\), we see that \(R^*(|g - te|\omega)(x) > 0\). Hence \((6.22)\) guarantees that \(R^*(|g - te|\omega)\) attains its maximum on the support of \(\omega\). We conclude that

\[
V(R(\omega))(x) + R^*(g\omega)(x) \leq \max_{\text{supp}(\omega)} R^*(|g - te|\omega) - v^*(t) \leq \max_{\text{supp}(\omega)} V(R(\omega)) + R^*(g\omega),
\]

as required. \(\square\)
Letting \( \omega = \mu^* \) and \( g = \nabla V(R(\mu^*)) \) in Proposition 6.8 we conclude that (6.24) holds for all \( w \in \mathbb{R}^d \), provided \( V(R(\mu^*)) + R^c[\nabla V(R(\mu^*))\mu^*] \) has a positive maximum. However, if this is not the case then (6.21) holds trivially for all \( w \in \mathbb{R}^d \).

6.5. The conclusion of the proof of Proposition 5.3

We are now in a position to bring our estimates together.

**Proof of Proposition 5.3** We begin by integrating the bound (6.21), valid for all \( w \in \mathbb{R}^d \), against the function \( \Psi \) defined in (6.9). The result is the estimate
\[
\int_{\mathbb{R}^d} V(R(\mu^*)) \Psi \, dm + \int_{\mathbb{R}^d} R^c[\nabla V(R(\mu^*))\mu^*] \Psi \, dm \leq C_{30} \mu(\mathbb{R}^d) \left[ 6\lambda + C_{35} \left( \frac{M^{2s}\delta}{\varepsilon^{d+s}} + \frac{1}{M} \right) \right].
\]

The first integral on the left hand side of (6.24) is estimated from below using Lemma 6.3, since \( \mu^* \) satisfies the assumptions on the measure \( \nu \). To estimate the second integral on the left hand side of (6.21), we write
\[
\int_{\mathbb{R}^d} R^c[\nabla V(R(\mu^*))\mu^*] \Psi \, dm = \int_{\mathbb{R}^d} (R(\Psi m_d), \nabla V(R(\mu^*))) \, d\mu^*.
\]

Applying the Cauchy–Schwarz inequality, we bound this expression in absolute value by
\[
\left[ \int_{\mathbb{R}^d} |R(\Psi m_d)|^2 \, d\mu^* \right]^{1/2} \cdot \left[ \int_{\mathbb{R}^d} |\nabla V(R(\mu^*))|^2 \, d\mu^* \right]^{1/2},
\]
which we claim is no greater than \( 4\sqrt{C_{34}}m' \). To see this, note that by Proposition 6.4
\[
\int_{\mathbb{R}^d} |R(\Psi m_d)|^2 \, d\mu^* \leq 2 \int_{\mathbb{R}^d} |R(\Psi m_d)|^2 \, d\mu \leq 2C_{34}m'.
\]

On the other hand, since \( |\nabla V|^2 \leq 4V \), it follows that
\[
\int_{\mathbb{R}^d} |\nabla V(R(\mu^*))|^2 \, d\mu^* \leq 4 \int_{\mathbb{R}^d} V(R(\mu^*)) \, d\mu^* \leq 4F(a^*) \leq 8\lambda m',
\]
and the claimed estimate follows.

Bringing everything together, we get the following inequality:
\[
\frac{\Delta^2(m')^2}{m^2} - 4\sqrt{C_{34}}\lambda \leq C_{30} \left( 6\lambda + C_{35} \left( \frac{M^{2s}\delta}{\varepsilon^{d+s}} + \frac{1}{M} \right) \right).
\]

Let \( \lambda = c_{36}\Delta^4(m'/m)^4 \), for a suitable small constant \( c_{36} \). Then if \( \varepsilon, M, \) and \( \delta \) satisfy
\[
\left[ \frac{M^{2s}\delta}{\varepsilon^{d+s}} + \frac{1}{M} \right] \leq \lambda,
\]
we arrive at a contradiction with (6.27) provided \( c_{36} \) was chosen small enough (recall here that \( \Delta \leq C_1 \)). As a result, either (6.18) or (6.28) is false. Either way, we obtain
\[
\int_{\Omega} V(R(\tilde{\mu})) \, d\tilde{\mu} \geq c_{36} \left( \frac{\Delta m'}{m} \right)^4 \left( \frac{M^{2s}\delta}{\varepsilon^{d+s}} + \frac{1}{M} \right) m'.
\]

Appealing to the comparison estimate (6.6), we conclude that
\[
\int_{\Omega} V(R^{(n)}(\mu)) \, d\mu' \geq c_{36} \left( \frac{\Delta m'}{m} \right)^4 \left( \frac{M^{2s}\delta}{\varepsilon^{d+s}} + \frac{1}{M} \right) m'.
\]

Now note that an application of Hölder’s inequality yields
\[
\sum_j \frac{\mu'(\Omega_j^{(n)})^4}{\mu'(\Omega_j^{(n)})^4} \mu'(\Omega_j^{(n)}) \geq \frac{\mu'(\mathbb{R}^d)^5}{\mu'(\mathbb{R}^d)^4} \geq \left( \frac{\gamma}{2} \right)^4 \mu'(\mathbb{R}^d).
\]
Hence, summing \((7.29)\) over the level \(n\) Cantor cells, and recalling that \(V(x) \leq |x|^2\), we deduce that
\[
\int_{\mathbb{R}^d} |R^{(n)}(\mu')|^2 \, d\mu' \geq \frac{c_36\Delta^4\gamma^4}{24} \mu'(\mathbb{R}^d) - (C_{29} + 1) \left[ \frac{M^2\delta}{\varepsilon^{d+s}} + \frac{1}{M} \right] \mu'(\mathbb{R}^d).
\]
It remains to choose \(K_2 = \frac{2^5(C_{29}+1)}{c_36}\). This completes the proof. \(\square\)

**§7. The exponential potential and capacity**

To conclude the paper, we make a brief digression into capacity. We shall set up a general form of nonlinear capacity using Wolff’s potentials. Suppose that \(\Phi : [0, \infty) \rightarrow [0, \infty)\) satisfies the following conditions:

1. \(\Phi(0) = 0\),
2. \(\Phi\) is continuous, and strictly increasing,
3. there exist positive constants \(\sigma\) and \(\varkappa\), such that \(\Phi(t)/t^\sigma\) is nondecreasing on \((0, \varkappa]\).

We define the \(s\)-dimensional Wolff potential associated to the gauge \(\Phi\) by
\[
W_{\Phi,s}(\mu)(x) = \int_0^{\infty} \Phi \left( \frac{\mu(B(x,r))}{r^s} \right) \frac{dr}{r}.
\]

The \(s\)-dimensional nonlinear capacity associated to \(\Phi\) is defined for a compact set \(E \subset \mathbb{R}^d\) by
\[
\text{cap}_{\Phi,s}(E) = \sup \{ \mu(E) : \text{supp}(\mu) \subset E, \text{and } W_{\Phi,s}(\mu)(x) \leq 1 \text{ for all } x \in \mathbb{R}^d \}.
\]

First note that the capacity is indeed \(s\)-dimensional: for \(\lambda > 0\) and a compact set \(E \subset \mathbb{R}^d\), define \(\lambda E + z = \{ \lambda e + z : e \in E \}\). Then we have \(\text{cap}_{\Phi,s}(\lambda(E + z)) = \lambda^s \text{cap}_{\Phi,s}(E)\), for any \(z \in \mathbb{R}^d\).

To see this, observe that if \(\mu\) is an admissible measure for the capacity of \(\lambda E + z\), then the measure \(\nu(A) = \lambda^{-s} \mu(\lambda A + z)\) is admissible for the capacity of \(E\), and vice versa.

We now examine how the capacity changes with the size condition on the Wolff potential in \((7.2)\). For \(A > 0\), and a compact set \(E \subset \mathbb{R}^d\), we define
\[
\text{cap}_{\Phi,s}^{(A)}(E) = \sup \{ \mu(E) : \text{supp}(\mu) \subset E, \text{and } W_{\Phi,s}(\mu)(x) \leq A \text{ for all } x \in \mathbb{R}^d \}.
\]

**Lemma 7.1.** Suppose \(0 < A' < A\). There exists a constant \(C = C(A', A, \sigma, \varkappa, s) > 0\), such that for all compact sets \(E \subset \mathbb{R}^d\),
\[
\text{cap}_{\Phi,s}^{(A')} (E) \leq \text{cap}_{\Phi,s}^{(A)} (E) \leq C \text{cap}_{\Phi,s}^{(A')} (E).
\]

**Proof.** The first inequality is trivial. To prove the second inequality, suppose that \(\text{cap}_{\Phi,s}^{(A)}(E) > 0\). Let \(\varepsilon > 0\), and choose \(\mu\) to be an admissible measure for \(\text{cap}_{\Phi,s}^{(A)}(E)\), with \(\mu(E) \geq (1 - \varepsilon) \text{cap}_{\Phi,s}^{(A)}(E)\). Fix \(x \in \mathbb{R}^d\), and note that
\[
\log M \cdot \Phi \left( \frac{\mu(B(x,r))}{M^{s/r^s}} \right) \leq \int_r^{Mr} \Phi \left( \frac{\mu(B(x,t))}{t^s} \right) \frac{dt}{t} \leq W_{\Phi,s}(\mu)(x) \leq A.
\]

Setting \(M = e^{A'/\varkappa}\), we conclude that \(\Phi \left( \frac{\mu(B(x,r))}{M^{s/r^s}} \right) \leq \varkappa\) for all \(r > 0\). Using conditions (2) and (3) in the definition of \(\Phi\), we see that
\[
A' \geq A' \int_0^{\infty} \Phi \left( \frac{\mu(B(x,r))}{M^{s/r^s}} \right) \frac{dr}{r} \geq \int_0^{\infty} \Phi \left( \left( \frac{A'}{A} \right)^{1/2} \frac{\mu(B(x,r))}{M^{s/r^s}} \right) \frac{dr}{r}.
\]

Hence, \((A'/A)^{1/2} M^{-s} \mu\) is an admissible measure for \(\text{cap}_{\Phi,s}^{(A')} (E)\), and therefore
\[
(1 - \varepsilon) \text{cap}_{\Phi,s}^{(A)}(E) \leq \left( \frac{A}{A'} \right)^{1/2} e^{A'/\varkappa} \text{cap}(A')(E).
\]
\(\square\)
Let $\mathcal{H}^s(E)$ be the $s$-dimensional Hausdorff measure of a set $E$. The next result states that the capacity is a finer set function than the Hausdorff measure, regardless of $\Phi$.

**Lemma 7.2.** Suppose that $E \subset \mathbb{R}^d$ is a compact set with $\mathcal{H}^s(E) < \infty$. Then $\text{cap}_{\Phi,s}(E) = 0$.

**Proof.** Suppose that $\mathcal{H}^s(E) < \infty$, but $\text{cap}_{\Phi,s}(E) > 0$. Then there exists a measure $\mu$ with $\mu(E) > 0$ and $\mathcal{W}_{\Phi,s}(\mu)(x) \leq 1$ for all $x \in \mathbb{R}^d$.

Let $\varepsilon > 0$ be small enough so that $\Phi^{-1}(\varepsilon)$ exists ($\Phi^{-1}$ here denotes the inverse function to $\Phi$). Note that $\Phi^{-1}(t) \to 0$ as $t \to 0$. Let $\rho > 0$, and consider the set $E_\rho = \{ x \in E : \frac{\mu(B(x,r))}{r^s} \leq \Phi^{-1}(\varepsilon), \text{ for all } r < \rho \}$.

Consider a cover of $E$ by balls $B_j$ with radii $r_j \leq \rho/2$, satisfying $\sum_j r_j^s \leq \mathcal{H}^s(E) + 1$. For each ball $B_j$ intersecting $E_\rho$, let $x_j \in B_j \cap E_\rho$. Then $E_\rho \subset \bigcup_j B(x_j, 2r_j)$, and we have

$$\mu(E_\rho) \leq \sum_j \mu(B(x_j, 2r_j)) \leq 4^s\Phi^{-1}(\varepsilon) \sum_j r_j^s \leq 4^s\Phi^{-1}(\varepsilon)(\mathcal{H}^s(E) + 1).$$

To obtain a contradiction, we claim that the sets $E_\rho$ increase to exhaust $E$ as $\rho \to 0^+$. Assuming this, we have $\mu(E) \leq 4^s\Phi^{-1}(\varepsilon)(\mathcal{H}^s(E) + 1)$, and the right hand side of this inequality can be chosen to be less than $\mu(E)$ for small enough $\varepsilon$, which is absurd.

To prove the claim, let $x \in E$. Since $\mathcal{W}_{\Phi,s}(\mu)(x) \leq 1$, there exists $\rho > 0$ small enough so that $\int_0^{2^s\rho} \Phi\left(\frac{\mu(B(x,r))}{r^s}\right) \frac{dr}{r} \leq \varepsilon \log 2$. Then we have $\log 2 \cdot \Phi\left(\frac{\mu(B(x,r))}{2^s r^s}\right) \leq \varepsilon \log 2$ for any $r < \rho$. Hence $\frac{\mu(B(x,r))}{2^s r^s} \leq 2^s\Phi^{-1}(\varepsilon)$ for any $r < \rho$, and therefore $x \in E_\rho$. \hfill \Box

The next result we shall require is an elementary maximum principle for general potentials.

**Lemma 7.3** (Maximum Principle). For a nonnegative measure $\mu$, denote $\tilde{\mu} = 2^{-s}\mu$. For $A > 0$, suppose that $\mathcal{W}_{\Phi,s}(\mu)(x) \leq A$ for all $x \in \text{supp}(\mu)$. Then $\mathcal{W}_{\Phi,s}(\tilde{\mu})(x) \leq A$ for all $x \in \mathbb{R}^d$.

**Proof.** Let $\delta > 0$. Suppose $x \notin \text{supp}(\mu)$. Put $d = \text{dist}(x, \text{supp}(\mu))$. Then we have $\mathcal{W}_{\Phi,s}(\mu)(x) = \int_d^\infty \Phi\left(\frac{\mu(B(x,r))}{r^s}\right) \frac{dr}{r}$. Let $z \in \text{supp}(\mu)$ be such that $|x - z| < d + \delta$. Note that $B(x,r) \subset B(z,2r)$, for any $r > d + \delta$. Hence, we see that

$$\int_{d+\delta}^{\infty} \Phi\left(\frac{\mu(B(z,r))}{2^s r^s}\right) \frac{dr}{r} \leq \int_0^{\infty} \Phi\left(\frac{\mu(B(z,2r))}{(2r)^s}\right) \frac{dr}{r} \leq A.$$

Since $\delta > 0$ was arbitrary, it follows that $\mathcal{W}_{\Phi,s}(\tilde{\mu})(x) \leq A$. \hfill \Box

We shall now work with a specific $\Phi$-capacity. Fix $\beta = \beta(s,d)$ satisfying $\beta > 1/\alpha$, with $\alpha > 0$ the constant of Theorem 1.1. Now define $\Phi(t) = e^{-t/\beta^s}$. A simple consequence of Theorem 1.1 is that $\mathcal{W}_{\Phi,s}(\mu)$ is finite $\mu$ almost everywhere.

**Proposition 7.4.** Suppose $\|R(\mu)\|_{L^\infty} \leq 1$. Then for each $\varepsilon > 0$, there exists $A_\varepsilon > 0$ depending on $\varepsilon$, $s$, and $d$, such that

$$\mu\left(\{ x \in \mathbb{R}^d : \mathcal{W}_{\Phi,s}(\mu)(x) > A_\varepsilon \}\right) \leq \varepsilon \mu(\mathbb{R}^d).$$

**Proof.** Consider the exceptional set $F$ defined by

$$F = \bigcup_{k \in \mathbb{Z}_+} \left\{ x \in \mathbb{R}^d : \mathcal{L}\left(\{ r \in (0,\infty) : \frac{\mu(B(x,r))}{r^s} > 2^{-k} \}\right) > T_k \right\},$$

with $T_k > 0$ to be chosen momentarily. For each $k$, we apply Theorem 1.1 with $\Delta = 2^{-k}$ and $T = T_k$. This yields

$$\mu(F) \leq C \sum_{k \in \mathbb{Z}_+} \frac{2^k}{\log^s T_k} \mu(\mathbb{R}^d).$$
Now let $\varepsilon > 0$, and suppose $\beta' = \beta'(s, d)$ satisfies $\beta > \beta' > 1/\alpha$. For a large constant $\tilde{C} > 0$, we put $T_k = \exp(\tilde{C} \varepsilon^{-1/\alpha} 2^{k \beta'})$.

If $\tilde{C} > 0$ is large enough (in terms of $s$, $\beta$ and $d$), we see that $\mu(F) \leq \varepsilon \mu(\mathbb{R}^d)$.

For all $x \in \mathbb{R}^d \setminus F$, we have

$$\mathcal{L}\left(\left\{ r \in (0, \infty) : \frac{\mu(B(x, r))}{r^s} > 2^{-k}\right\}\right) \leq T_k \text{ for all } k \in \mathbb{Z}_+.$$ 

Now note that $\mathcal{W}_{\Phi, s}(\mu)(x)$ can be estimated from above by

$$\sum_{k \in \mathbb{Z}_+} \max_{2^{-(k+1)} \leq t \leq 2^{-k}} \Phi(t) \cdot \mathcal{L}\left(\left\{ r \in (0, \infty) : 2^{-k} \geq \frac{\mu(B(x, r))}{r^s} > 2^{-k-1}\right\}\right) + \sup_{t \geq 1} \Phi(t) \cdot \mathcal{L}\left(\left\{ r \in (0, \infty) : \frac{\mu(B(x, r))}{r^s} > 1\right\}\right).$$

Since $\Phi(t)$ is increasing, $\max_{2^{-(k+1)} \leq t \leq 2^{-k}} \Phi(t) = \exp(-2^{k \beta})$, and hence for $x \in \mathbb{R}^d \setminus F$ we have

$$\mathcal{W}_{\Phi, s}(\mu)(x) \leq T_0 + \sum_{k \in \mathbb{Z}_+} \exp(-2^{k \beta}) \cdot T_k.$$ 

Since $\beta > \beta'$, this sum on the right hand side converges, and therefore $\mathcal{W}_{\Phi, s}(\mu)(x) \leq A_\varepsilon$ for all $x \in \mathbb{R}^d \setminus F$. \hfill $\square$

The $s$-dimensional Calderón–Zygmund capacity of a compact set $E$ is defined by

$$\gamma_s(E) = \sup\{\mu(E) : \mu \in \mathcal{M}^+(\mathbb{R}^d), \text{supp}(\mu) \subset E, \|R(\mu)\|_{L^1} \leq 1\}.$$ 

A well-known conjecture is the following (see ENV1, Tol):

**Conjecture.** Suppose that $d \geq 2$ and $0 < s < d$, $s \notin \mathbb{N}$. There exist positive constants $A_1$ and $A_2$, depending on $s$ and $d$, such that for every compact set $E \subset \mathbb{R}^d$,

$$A_1 \cap_{\Phi, s}(E) \leq \gamma_s(E) \leq A_2 \cap_{\Phi, s}(E), \quad (7.4)$$

with $\Phi(t) = t^2$.

In the literature, the capacity $\cap_{\Phi, s}(E)$, with $\Phi(t) = t^2$, is frequently denoted by $\cap_{(d-s)/2}^\sharp(E)$, see for example [AH].

The conjecture above has been proved for $s \in (0, 1)$ by Mateu, Prat, and Verdeira [MPV]. Recently, an analog has been proven for $s = 0$ by Adams and Eiderman [AE]. Both of these papers use curvature methods in order to prove their results, a technique which appears absent when $s > 1$, see [Far]. Any such estimate is false for integral $s$, which can be seen by considering a smooth $s$-dimensional submanifold $E \subset \mathbb{R}^d$, with $\mathcal{H}^s(E) < \infty$. (Here $\gamma_s(E) > 0$, but $\cap_{\Phi, s}(E) = 0$.)

In [ENV1], a symmetrization of the kernel in the Riesz transform is used to obtain the lower bound in (7.4) for all $0 < s < d$. It is therefore the upper bound which remains open.

Now suppose $s \in (d-1, d)$. Using Proposition 7.3 we will see that the upper bound in (7.4) holds if one replaces $\Phi(t) = t^2$ with the potential function $\Phi(t) = e^{-1/t^\beta}$. Although a long way from the optimal result, it appears to be the first such bound outside the curvature range.

**Proposition 7.5.** Suppose $s \in (d-1, d)$, and $\Phi(t) = e^{-1/t^\beta}$. There is a constant $C > 0$ such that

$$\gamma_s(E) \leq C \cap_{\Phi, s}(E) \quad \text{for all compact sets } E \subset \mathbb{R}^d. \quad (7.5)$$
Proof. Suppose $\gamma_s(E) = t > 0$, since otherwise the inequality is trivial. There exists a measure $\mu$ supported on $E$ such that $\mu(E) \geq 3t/4$ and $\|R(\mu)\|_{L^\infty} \leq 1$. By Proposition [7.4] there exists $A > 1$, depending on $s$ and $d$, such that
\[
\mu\left(\{x \in \mathbb{R}^d : W_{\Phi,s}(\mu)(x) > A\}\right) \leq \frac{\mu(\mathbb{R}^d)}{4}.
\]

Define now $\tilde{E} = \{x \in E : W_{\Phi,s}(\mu)(x) \leq A\}$, and let $\omega = \chi_{\tilde{E}}d\mu$. Then $\omega(E) \geq t/2$, and $W_{\Phi,s}(\omega)(x) \leq A$ for all $x \in \text{supp}(\omega)$. If $\tilde{\omega} = 2^{-s}\omega$, then the maximum principle implies that $W_{\Phi,s}(\tilde{\omega})(x) \leq A$ for all $x \in \mathbb{R}^d$. Hence $\text{cap}_{\Phi, s}^A(E) \geq \frac{t}{2^s}$, and applying Lemma [7.1] completes the proof.

Let $s \in (d - 1, d)$, and let $E \subset \mathbb{R}^d$ be a compact set with $\mathcal{H}^s(E) < \infty$. An immediate consequence of Lemma [7.2] and Proposition [7.5] is that $\gamma_s(E) = 0$. This result is essentially equivalent to the main theorem of [ENV2].
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