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Abstract: Navigating the AGV over the curve path is a difficult problem in all types of navigation (landmark, behavior, vision, and GPS). A single path tracking algorithm is required to navigate the AGV in a mixed environment that includes indoor, on-road, and agricultural terrain. In this paper, two types of proposed methods are presented. First, the curvature information from the generated trajectory (path) data is extracted. Second, the improved curve-aware MPC (C-MPC) algorithm navigates AGV in a mixed environment. The results of the real-time experiments demonstrated that the proposed curve finding algorithm successfully extracted curves from all types of terrain (indoor, on-road, and agricultural-land) path data with low type 1 (percentage of the unidentified curve) and type 2 (extra waypoints added to identified curve) errors, and eliminated path noise (hand-drawn line error over map). The AGV was navigated using C-MPC, and the real-time and simulation results reveal that the proposed path tracking technique for the mixed environment (indoor, on-road, agricultural-land, and agricultural-land with slippery error) successfully navigated the AGV and had a lower RMSE lateral and longitudinal error than the existing path tracking algorithm.
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1. Introduction

The Automatic Guided Vehicle (AGV) is used in many kinds of applications. They have done many kinds of important tasks in the field of indoor transportation [1–3], movement of outdoor goods [4,5], as well as agricultural [6,7] works. The AGV follows a predefined path that can be navigated using landmarks-based, behavior-based, vision-based, and GPS-based navigation [8]. The AGV has been navigated across the fixed navigating medium on a floor, which is wire type and guide type, for landmarks-based navigation. Wired navigation [9] makes use of a slit or wire that is cut and inserted beneath the surface. A sensor is mounted at the bottom of the AGV to determine the position based on the radio signal being transmitted to the wire. This information is used for the steering circuit, which assists the AGV in following the path. The camera in a guide-type [10] sensor vehicle follows the path of a tape or painted line. For mobility, the behavioral navigation system employs laser beam navigation technology. In the system, laser beam navigation technology [11] is utilized to calculate vehicle position and navigation. Laser navigation is often regarded as the most effective and efficient approach for avoiding obstacles and following a path. It moves without the use of cables, rails, or tracks. A beam is transmitted and received from a sensor; the time it takes for the beam to travel and return helps in measuring distance and angle, which helps the vehicle’s motion. The present pose of the AGV is then compared...
to an already installed map in the AGV’s memory. The navigation is connected with the external sensor that takes information from the workspace by measuring proximity and visual image, according to vision-based navigation [12]. Vision-based AGVs use a camera to acquire environmental data and make decisions based on those features to steer the vehicle. According to GPS [13] navigation, GPS receiver data has been used to compute with Google map coordinates data. The AGV has navigated based on the computation.

1.1. Problem Analysis and Motivation

The Automatic Guided Vehicle follows a predetermined path at a constant speed. The AGV struggles whenever it approaches the curvature area on the path. When the AGV operates on agricultural land and is not aware of path curvature, it achieves a Mean Absolute Error (MAE) [14] of 0.1947 m error, indicating that the AGV is going away from the ground truth path [15], due to the AGV speed being steady if the AGV speed has increased. D. Puppim de Oliveira et al. [16] tested the AGV in an indoor environment using landmark-based navigation and discovered a curvature path on a tape-type path. They increased the AGV’s speed and stated that the experiment meets to identify the motion blur occurrence in the speed range of 0.08 m/s to 0.29 m/s, as well as its impact on measurements. In this study, it is proposed to navigate the AGV at the appropriate speed along a curved course, as well as to travel over a combined path of indoor, on-road, and agricultural terrain.

Figure 1 depicts the AGV parking in the indoor (shed) and needing to navigate the indoor (green path) and go over the on-road path (blue line) before arriving on agricultural land and performing an agricultural activity (brown path). There are 17 curves in this composite path (a combination of green, blue, and brown paths). In this scenario, the AGV should move slowly indoors and in agricultural areas (2 to 3 km/h) and quickly (7 to 15 km/h) on the road. When the path tracking algorithm navigates the AGV, which approaches a curvature in its course, the current speed must be decreased based on the radius of curvature.

Figure 1. Testing scenario.

1.2. Related Work

The existing curve-aware AGV is P. T.-T. Nguyen et al. [17] offer an updated Pure Pursuit algorithm such that the AGV can predict the trajectory and slow down for turning, improving path tracking accuracy. They used LiDAR with SLAM technology for indoor navigation. Wu et al. [18] encountered difficult issues for a vision-based AGV operating
in a complicated workspace, such as non-uniform lighting, sight-line occlusion, or stripe damage, which unavoidably resulted in incomplete or deformed route pictures as well as numerous fake artifacts. To address this issue, they presented approaches based on Kernel Principal Component Analysis and a Back Propagation Neural Network (KPCA–BPNN) and Improved Particle Swarm Optimization and a Binary Tree Guidance Window Partition (IPSO–BTGWP). The curvilinear pathways were distinguished from their straight counterparts using a path classifier based on KPCA–BPNN. J.H. Han et al. [19] used a feature point extraction technique with LRF calibration and amplification errors dependent on the materials and colors of the asphalt and lanes to create a laser-scanned 3D road map and to identify and recognize lanes. The test results revealed that using their method could assure safe driving under poor road conditions, such as fog and curvature paths, which might help in the research and development of autonomous driving technologies.

The LiDAR costs between 5348 USD and 103,904 USD, according to the S. Bi et al. [20] study, depending on the configuration range. C. Medina Sánchez et al. [21] reviewed the camera cost range from 149 USD to 449 USD, which may be used for RGB and RGB-D purposes in autonomous mobile robots. A. A. Süzen et al. [22] studied image processing embedded boards and discovered that the Raspberry Pi 4 costs $35, the Jetson Nano costs $89, and the Jetson TX2 costs $399.

In navigation of agricultural land, an approach presented by J. Bengochea-Guevara et al. [23] combines a camera and a GPS receiver to get a set of basic behaviors necessary for an autonomous mobile robot to survey a crop field in its entirety. Vision-guided navigation was also achieved through the development of two fuzzy controllers. The robot’s row-changing maneuvers (steering across a curve path) were established. However, the author had to contend with the noise and disruption caused by mobile robots, which are widespread in the agricultural sector. In the context of AGV disturbance, Zhengduo Liu et al. [24] thoroughly examined and verified the robust stability of agricultural vehicles. The results showed that when the trajectory equation was altered or a disturbance was introduced, the controller could respond quickly, allowing the vehicle to return to the reference track as soon as possible.

According to curvature in GPS navigation path, the proposed technique by J Han et al. [25] is based on the usage of a low-cost Global Navigation Satellite System and a Real-Time Kinematic (GNSS-RTK) module and a low-cost motion sensor module that includes positioning and path-tracking control algorithms. Three waypoint-based trajectories were used to evaluate performance: straight-line parts, curve sections, and in-situ rotation sections. They found that it is important to incorporate an adjustable search radius for enclosed-based line-of-sight (LOS) guidance depending on the turning radius at various curve paths to improve path-following performance in the curve section.

In the scenario of obtaining a horizontal curve using Google map path data, Li et al. [26] offer a fully automated approach for extracting horizontal curve data from GIS road maps. The suggested method aims to accomplish four things. (a) From each road, detect all curves in the selected layers of the roadway, independent of curve type. (a) Classify each curve into one of two categories: simple or compound. (c) Automatically calculate the radius and degree of curvature of each simple curve, as well as the lengths of simple and compound curves. (d) Create curve characteristics and layers in the GIS for all recognized curves automatically. A total of 96.7% of curves were correctly detected and geometric information was computed using the proposed technique. Road Curvature Analyst (ROCA) [27] software by Bil et al. defined the horizontal curve of a road segment and automatically determined the curve radius and azimuth. They utilized the Bayes classifier for curve recognition. The ROCA software reduced noisy segments using the Douglas–Pecker generalization process.

The most prevalent path-tracking algorithms are pure pursuit [28], Stanley [29], Least Quadratic Regulator (LQR) [30], and Model Predictive Control (MPC) [31–33].
1.3. Contribution

This work focused on the AGV’s path tracking algorithm on curve paths and navigating the AGV in various terrains: in-door, on-road, and agricultural. The following are the primary contributions of our work:

- The proposed curve finding algorithm is used to locate curves in Google map data and to find the properties (curve radius, starting and ending points, and speed limit) of the extracted curve;
- The Model Predictive Control (MPC) technique is employed in the path tracking algorithm to improve the awareness of an oncoming curve. The predictive model of the MPC has loaded a list of upcoming curves on the course and has drawn up a future path that is aware of curvature. The enhanced MPC algorithm must reduce the AGV speed based on the curve speed limit;
- In addition, practical experiments on the in-door, on-road, and agricultural paths depicted in Figure 1 are carried out to ensure that the proposed system is feasible.

The rest of this work is arranged in the following manner. The hardware platform, Odometry Motion Model, Noise Model for Odometry, Non-GPS location update, proposed curve finding technique, and upgrade MPC as curve-aware MPC (C-MPC) are all discussed in Section 2. Section 3 discusses the results of the proposed curve finding and C-MPC in real-time and simulation. Finally, Section 4 discusses the conclusion.

2. Proposed Model

The proposed curve-aware MPC algorithm block diagram is shown in Figure 2. The system retrieves horizontally curved road information from the indoor/agricultural/on-road Google map waypoint using the proposed curve-finding approach. The radius of the curve is then used to construct a curve speed limit database. The retrieved curve information is then entered into the MPC algorithms prediction model, along with the curve speed limit. The prediction model reduces the vehicle’s speed as it approaches the curve.

![Proposed model block diagram](image)

**Figure 2.** Proposed model block diagram.

2.1. Automated Guided Vehicle (AGV) Architecture

The proposed AGV architecture is shown in Figure 3. The front and rear DC motor specifications are Speed (N) 15,000 RPM, Voltage 15 V, and Current 0.65 A. Using the Arduino UNO controller, the rear and front DC motors are controlled. The battery supply voltage is 7.2 V for the DC motor and 7 A for the current. A 5 V 10 A two-channel relay is used instead of a motor drive, as the current supplied by the relay is higher compared to the engine drive. This also offers the benefit of stopping the engine from having an excessive
continuous power supply. For Raspberry pi and Arduino UNO, there is a separate power bank supply powered by a Philips 20,000 Mah power bank. The LM393 Hall Effect sensor and MPU9250 IMU sensors are integrated with the Raspberry pi. The embedded board of the Raspberry pi receives IMU and Hall effect sensor data as input and provides the output steering angle.

**Figure 3.** Proposed AGV.

The computed values of the steering angle are transferred to the Arduino UNO controller for steering and forwarding controls. AGV steering angle movement is 15° to 165° and must be divided into 5 parts. Angles 15° to 45° are an absolute right angle, angles 45° to 75° are a right angle, angles 75° to 105° are a forward angle, angles 105° to 135° are a left angle, and angles 135° to 165° are an absolute left angle. The AGV is unable to transform 15° to 0° (right) and 165° to 180° (left) angles due to the hardware control limitation, as shown in Figure 4.

**Figure 4.** AGV steering angle.

The Arduino UNO controls both the steering angle and the forward movement. The backward movement facility has been truncated because the AGV has no computation at its backward side. The speed of a non-payload vehicle is 15.5 Km/h. The payload speed of the vehicle (10 kg–15 kg) ranges from 12.5 Km/h to 9 Km/h, depending on the weight of the payload.

The AGV’s moving distance can be measured using two LM393 Hall Effect sensors. The radius of the wheel is 0.145 m and the diameter is 0.9144 m (3 feet) so that one Hall Effect Sensor can detect one rotation in 3 feet and then, using two Hall Effect Sensors (in opposite direction), one can detect one rotation per 1.5 feet on the basis that one can measure the speed of the AGV. The moving direction of the AGV is derived from the MPU9250 IMU sensor. The sensor is equipped with an accelerometer, a gyroscope, and a
magnetometer. The three axes of the magnetometer are pitch, roll, and yaw. The value of the yaw is used to measure the direction of the AGV.

2.2. Odometry Motion Model [34]

Odometry is generally accomplished by integrating information from wheel encoders; most commercial robots provide such integrated pose estimation at repeated time periods. Figure 5 shows the AGV moves from the \( <\bar{x}, \bar{y}, \bar{\theta}> \) location to \( <\tilde{x}', \tilde{y}', \tilde{\theta}'> \) location using odometry information \( u = [\delta_{rot1}, \delta_{trans}, \delta_{rot2}] \) where the initial turn is called \( \delta_{rot1} \), the translation \( \delta_{trans} \), and the second rotation \( \delta_{rot2} \). Each of them is calculated as the following equation.

\[
\delta_{trans} = \sqrt{(\tilde{x}' - \bar{x})^2 + (\tilde{y}' - \bar{y})^2}
\]

\[
\delta_{rot1} = \tan^{-1}(\frac{\tilde{y}' - \bar{y}}{\tilde{x}' - \bar{x}} - \bar{\theta})
\]

\[
\delta_{rot2} = \bar{\theta}' - \bar{\theta} - \delta_{rot1}
\]

![Figure 5. Odometry motion model.](image)

2.3. Noise Model for Odometry

To model the motion error [34], we assume that the “true” values of the rotation and translation are obtained from the measured ones by subtracting independent noise \( \epsilon_b \) with zero mean and variance \( b \) (e.g., with normal or triangular distribution):

\[
\begin{align*}
\delta_{rot1} &= \delta_{rot1} - \epsilon_{\alpha_1} |\delta_{rot1}| + \epsilon_{\alpha_2} |\delta_{trans}| \\
\delta_{trans} &= \delta_{trans} - \epsilon_{\alpha_3} |\delta_{trans}| + \epsilon_{\alpha_4} (\delta_{rot1} + \delta_{rot2}) \\
\delta_{rot2} &= \delta_{rot2} - \epsilon_{\alpha_1} |\delta_{rot2}| + \epsilon_{\alpha_2} |\delta_{trans}|
\end{align*}
\]

The parameters \( \alpha_1 \) to \( \alpha_4 \) are robot-specific error parameters, which specify the error accrued with motion.

2.4. Non-GPS Location Update

When the GPS is failed in some locations, this non-GPS location calculation is active. Here, IMU’s orientation data is used. The orientation sensor has three axes Pitch, Roll, and Yaw. Here the Yaw is the direction in 360 degrees. This Yaw value is used as a bearing in the calculation. From the wheel rotation sensor, the distance traveled is calculated as follows:

If the diameter of the two-wheeler wheel is \( d_i \), then the circumference is calculated as \( c_r = d_i \times \pi \) and then the distance travelled is \( dst = c_r \times cu \), where \( cu \) is wheel rotation count. Let the GPS has failed to receive the current signal but have the previous location signal as \( latitude_{previous} \) and \( longitude_{previous} \). Now, compute the present latitude and longitude. Let \( R = 6378.1 \) km be the radius of the earth. If the bearing value is gotten from the IMU sensor (Orientation sensor Yaw axis), then the calculation is.
\[
\text{latitude}_{\text{present}} = \sin^{-1}(\sin(\text{latitude}_{\text{previous}}) \times \cos \left(\frac{\text{dst}}{R}\right) + \cos(\text{latitude}_{\text{previous}}) \times \cos(\text{bearing}))
\]

\[
\text{longitude}_{\text{present}} = \text{longitude}_{\text{previous}} + \tan^{-1} \left( \frac{(\sin(\text{bearing}) \times \sin(\text{latitude}_{\text{present}}) \times \cos(\text{latitude}_{\text{previous}}) \times \sin(\text{next}_{\text{latitude}}))}{\cos(\text{dst}) - \sin(\text{latitude}_{\text{previous}}) \times \sin(\text{next}_{\text{latitude}})} \right)
\]

Hence, the \text{latitude}_{\text{present}} and \text{longitude}_{\text{present}} values are used to update AGV location.

2.5. Trajectory (Path) Creation

Before navigating the AGV, the trajectory must be created. The values for the starting point’s latitude and longitude are required for trajectory creation. The non-GPS location update (Section 2.4) method described in the previous section is used to generate each waypoint of the trajectory (path). This method is more suitable for generating indoor trajectories. During the indoor trajectory creation, the user manually navigated the AGV. The open-street map is used in outdoor settings, specifically on-road and agricultural land. Hand-drawn lines were drawn over an open-street map area to create this outdoor trajectory.

2.6. Proposed Curve Finding Algorithm

A path is built from the source location information to the destination location information. The path is depicted in Figure 6a as a set of waypoints (W1 to W8) connected by straight lines. The formula for calculating the curve using the waypoint sequence is shown below.

![Figure 6. (a) Google map road segment points (b) Found curve.](image)

Let us first determine the distance between two waypoints before calculating the radius of curvature of the path. The great-circle distance between two places is calculated using the ‘haversine’ formula.

\[
a = \sin^2(\Delta \varphi/2) + \cos \varphi_1 \times \cos \varphi_2 \times \sin^2(\Delta \lambda/2)
\]

\[
c = 2 \times \tan^{-1} \left( \frac{\sqrt{a}}{\sqrt{1-a}} \right)
\]

\[
d = R \times c
\]
where \( \varphi \) is latitude, \( \lambda \) is longitude, \( R \) is earth’s radius (\( R = 6371 \) km). Let us consider the distance between waypoint \( W_1 \) to \( W_2 \) as \( x \), \( W_2 \) to \( W_3 \) as \( y \), and \( W_1 \) to \( W_3 \) as \( z \). Then, finding the radius is

\[
\text{radius} = \frac{(x \times y \times z)}{\sqrt{(x + y + z) \times (y + z - x) \times (z + x - y) \times (x + y - z)}} \tag{12}
\]

Assume the curve’s maximum radius is 200 m. Because the AGV is small in height and width, it moves at a slower speed (maximum speed of 15 km/h). The path with turns or a narrow curvature must be extracted. Every turn in the corridor is from the indoor path. The road in the outdoor environment has sharp turns or roundabouts, while the agricultural land has U-turns in each plant row. All of these turns or curves are within a radius of 200 m. The AGV moving in a curve must reduce its speed and can only move at the declared speed described in Table 1. A curve with a radius greater than 200 m is considered a straight path, and the AGV can move at full speed. Using Equation (12) for waypoints \( W_1 \), \( W_2 \), and \( W_3 \) from Figure 6a, the radius of these three waypoints is less than 200 m because they appear to be on a curve. The radius value of these three waypoints is saved in the radius list and is checked against another adjacent waypoint until it reaches the path’s final waypoint. The waypoints \( W_1 \)–\( W_8 \) in Figure 6a result in six curve radiiues \( R_{i1} \), \( R_{i2} \), \( R_{i3} \), \( R_{i4} \), \( R_{i5} \), and \( R_{i6} \), which were kept in the radius list. Finally, the average curve radius (\( R_{i1} \) to \( R_{i6} \)) of the waypoints \( W_1 \) to \( W_8 \) is computed. Figure 6b depicts the identified curve of the path in Figure 6a. Algorithm 1 explains this in detail. The initial waypoint of the curve is \( W_1 \), the ending waypoint is \( W_8 \), the mid-waypoint is \( W_4 \), and the average curve radius is all stored in the curve list.

**Algorithm 1: Curve finding algorithm.**

| Input: GPS waypoints, radius in meter |
|--------------------------------------|
| Output: list of found curves and its properties |
| 1: Function curve_finding(radius) |
| 2: for each waypoint from curve_points do |
| 3: \( x = \) distance of waypoints 1 and 2 |
| 4: \( y = \) distance of waypoints 2 and 3 |
| 5: \( z = \) distance of waypoints 1 and 3 |
| 6: curve_radius = \( (x \times y \times z) / \sqrt{(x + y + z) \times (y + z - x) \times (z + x - y) \times (x + y - z)} \) |
| 8: count = 0 |
| 9: if curve radius \( \leq \) radius_meters then: |
| 10: curve_distance = curve_distance + (x + y) |
| 11: total_radius = total_radius + curve_radius |
| 12: count = count + 1 |
| 13: else: |
| 14: Radius = total_radius/count |
| 15: curve_List [radius, curve_distance] |
| 16: return curve_List |
| 17: end Function |
| 18: |
| 19: list_curve_points = curve_finding(radius = 200) #200 m radius |

The approach described above is applied to the path between the source and destination locations, and the identified curves and their properties (start point, endpoint, mid-point, and average radius) are kept in a curve list. The noise in the path refers to the non-uniformity of the connecting lines between the waypoints, as seen in Figure 7b yellow circle. The proposed curve detector approach can reduce this type of noise that is present inside the curve.
Figure 7. (a) Noise in the curve (b) Eliminated noise in the curve.

The creation of the curve speed limit database is simply in Indian roads supported by the reference of articles outlined by the Indian Road Congress (IRC) [35,36].

Table 1 depicts the planned speed limit vs. the radius of the curve as described in the Indian Road Congress (IRC) document. The radius range is determined by the curve’s super-elevation. Column 2 specifies the IRC speed limit for vehicles based on the radius of the curve. Because AGV moves slowly, this is not set, hence the defined speed limit for AGV is set in column 3. If the AGV approaches the curve before reaching the curve’s starting point, it must be alerted 5 m in advance.

Table 1. Curve speed limit database.

| S.no | Radius of Curve Range | IRC Speed Limit for Vehicles | Declared Speed Limit for AGV | Curve Alert Location |
|------|-----------------------|------------------------------|-----------------------------|---------------------|
| 1    | 50–100 m              | 20 km/h                      | 3 km/h                      | 5 m before the curve starting point |
| 2    | 70–150 m              | 25 km/h                      | 5 km/h                      | 5 m before the curve starting point |
| 3    | 100–200 m             | 30 km/h                      | 7 km/h                      | 5 m before the curve starting point |

2.7. Curve-Aware MPC (C-MPC) Design

The detected curve from the Google map path, together with its information and speed limits, is fed into the existing MPC algorithm prediction model. The current prediction model anticipates the AGV’s future action control until the prediction horizon distance value is reached (T). If T is set to seven, the future prediction is tested up to seven Google map waypoints. Algorithm 2 depicts the curve-aware prediction model.

The proposed method of this algorithm is found in lines 2–7, which concentrated on reducing the AGV’s speed (v) until it reached the curve speed limit. The prediction model function is given two parameters: a list of identified curves and their attributes (curve starting point, curve ending point, curve speed limit), and the location of the curve alert, where the curve alert location denotes five meters before the curve’s starting point.

Every future location point of the prediction horizon distance value (T) has to be checked with the curve starting point; if the future location point is going to approach the curve, the AGV’s speed (v) will be reduced by 25 in every curve alert location until the speed (v) is reduced to the curve speed limit. Figure 8 depicts the proposed curve-aware MPC model’s future prediction timeline (K, K+1..., K+T). The future timeline (until K+T) in this image indicates the curve starting point and curve alert location point, as well as the predicted action control, which has been altered. The predicted action control in this context refers to the state (x, y, v, and yaw) value of future predictions up to the prediction horizon distance (T). Lines 8 to 11 of Algorithm 2 mention the action control statement of prediction horizon distance (T).
Algorithm 2: Curve-aware prediction model algorithm.

**Input:** List of curves point, list of curve safe alert points  
**Output:** The predicted control output.  
**Abbreviation**  
state: vehicle current state, T: prediction horizon value

```plaintext
function Prediction_model (list_of_curve_properties, curve_alert, T) 
  for curve ∈ [list_of_curve_properties] do 
    for i in range T: 
      if (state.x < curve_start.x) and (state.y < curve_start.y) then: 
        if (state.x > curve_alert.x) and (state.y > curve_alert.y) then: 
          if (state.v > curve_speed_limit) then: 
            state.v = state.v + 0.25 
        end if  
      end if 
    end for  
  end for 
return future  
end Function
```

Figure 8. Proposed curve-aware MPC timeline.

3. Results
3.1. Proposed Curve Finding Method

The identified curve analysis is evaluated using the Type 1 error, Type 2 error, and Type 2 error ratio (TIIR) metrics [26]. When a Type 2 error occurs, an extra segment is added to the detected curve in comparison to the ground truth curve. Wherever a Type 1 error occurs, the detected curve is missing 25%, 50%, or 75% of the ground truth curve, or the curve is not identified. Figure 9a exhibits a 60% curve identification, while Figure 9b displays a distinct 50% curve identification, indicating that both are Type 1 errors. Figure 9c depicts Type 2 error because it inserts extra waypoints into curve waypoints, whereas the truth is that those waypoints should not be included in the curve. This type of Type 1 error is exceedingly harmful. Type 2 is not harmful, but the curve warning technique may warn the motorist that a curve exists. TIIR = m/n, where m is the number of Type 2 errors, n is the number of ground truth curves, and TIIR is the Type 2 error ratio.

Table 2 shows the total distance from the origin to destination, actual curve counts, identified curve counts, Type 1 error, Type 2 error, number of noise-adjusted curves in India’s campus sites, TIIR, identified curve counts by reference [26], proposed method performance delay in raspberry pi, and performance delay in raspberry pi by reference [27].
Row (a) examines the detection of indoor path curves. Row (b) is for on-road curve detection, while row (c) is for agricultural land curve detection. These three types of paths were created using the trajectory (path) creation methods described in Section 2.5. The indoor ground truth path is created by manually moving the AGV using a non-GPS location update. The path for on-road ground truth and agricultural land-based ground truth is based on hand-drawn lines over an open-street map. The proposed curve detection model finds curves in the path and eliminates noise on the curvature path. The existing curve identification approach, as illustrated in the tenth column of Table 2, is incapable of detecting this type of noise. The curve detection algorithm developed by Bil et al. [27] is capable of detecting path noise, but because this algorithm makes use of machine learning techniques, it uses more performance delay (Table 2 last column) when detecting curves. The proposed approach has a lower performance delay (Table 2 11th column) when detecting curves and noise. Many noises have been discovered and adjusted in row (c) because noise is generated in the path due to sliding and drifting in the dry agricultural land.

3.2. Metrics for Navigation Results

RMSE (Root Mean Square Error) is used to metrics of navigation errors.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (g_i - p_i)^2}
\]  

(13)

where \(n\) denotes the number of events, \(g_i\) denotes the ground truth, and \(p_i\) denotes the predicted value. The ground truth \(g_i\) is obtained using the trajectory (path) creation method described in Section 2.5. The path tracking algorithm generates the predicted value \(p_i\). The number of events, \(n\), is calculated from the number of units travelled by the AGV. The number of units here refers to the unit calculated by the Odometry Motion Model, as described in Section 2.2.
3.3. Curve-Aware MPC Result

Figures 10 and 11 and Table 3 illustrate the real-time test-bed results comparing the existing MPC path tracking algorithm to the proposed C-MPC (curve-aware MPC). The three rows of curvature positions in Table 2 are entered into the test bed. The MPC and C-MPC have tested the Table 2 row (a) position indoor (Figures 10a and 11a). Table 3 row (a) reveals that the AGV speed is set at 7 km/h and the in-door curve speed limit is 3 km/h; nevertheless, the MPC was unaware of the curve speed limit and traveled through the curve at 7 km/h, resulting in a large RMSE lateral and longitudinal error. The metrics RMSE were calculated by comparing the ground truth path to the AGV traveled path (Figure 11). The significant RMSE in lateral and longitudinal error indicates that the AGV’s traveled path, as managed by the MPC path tracking algorithm, has not gotten closer to the ground truth. The MPC has more longitudinal error (2.27 m) than lateral error (1.86 m), and the AGV driven by MPC was slightly dashed in the corridor wall, with more dash in the corridor turn wall, as shown in Figure 11a. C-MPC, on the other hand, was aware of the curve speed limit and slowed the AGV speed by 3 km/h before the curve (corridor turn) starting locations, allowing it to successfully go closer to the ground truth so that the C-MPC securely drove the AGV in the indoor environment with a lesser lateral error (0.85 m) and longitudinal (0.62 m) error. Figure 10a depicts an image of an indoor test bed.

![AGV in testing](image)

**Figure 10.** AGV in testing (a) In-door test (b) On-road test (c) Agricultural land test.

| S.no | Mobile Robot Speed Set | Curve Speed Limit | RMSE of Lateral Error (m) | RMSE of Longitudinal Error (m) |
|------|------------------------|-------------------|---------------------------|-------------------------------|
|      |                        |                   | MPC   | C-MPC  | MPC   | C-MPC  |
| a    | 7 km/h                 | 3 km/h            | 2.27  | 0.85  | 1.86  | 0.62  |
| b    | 15 km/h                | 7 km/h            | 3.82  | 0.98  | 1.15  | 0.54  |
| c    | 10 km/h                | 3 km/h            | 5.63  | 1.03  | 1.60  | 0.92  |

Table 2 row (b) is tested in an on-road environment. In this scenario, the AGV steered by MPC was tested against the C-MPC. The AGV speed was set to 15 km/h in Table 3 row (b), while the curve speed limit was 7 km/h. In this test, the C-MPC navigated closer to the ground truth since it was aware of the curve and reduced AGV speed to 7 km/h, as well as achieving a lower RMSE in lateral (0.98 m) and longitudinal (0.54 m) error than the MPC. Due to the hand-drawn lines used to create the outdoor environment on-road trajectory in this case, the C-MPC lateral error is almost one meter. The hand-drawn curve is not made in the shape of an arch. However, the one-meter lateral error is due to the AGV turning in an arch shape. The MPC was set up with a constant speed of 15 km/h in an on-road environment, which caused the AGV to travel wider over curves and produce
Table 2 lists the RMSE errors, and Figure 13 depicts the speed vs. time result. Figure 11b clearly shows that the MPC-guided path was not closer to the ground truth. Figure 10b depicts an image of an on-road test bed.

The AGV encountered drift and sliding during testing on agricultural land (Table 2 row (b)), which is deemed noise on the path. The AGV speed was set at 10 km/h since it needed push power to travel on the dried agricultural land, but the curvature speed limit was 2 km/h, which implies the AGV had to turn slowly in the curve. The C-MPC achieved less lateral (1.03 m) and longitudinal (0.92 m) error than the MPC and moved much closer to the reference path (Figure 11c). However, the hand-drawn curvature trajectory ground truth caused the errors to be one meter. When the MPC was not moved closer to the ground truth due to curvature and was unaware of the curve speed limit, the AGV jolted and went wide against the ground truth, resulting in a higher lateral error (5.63 m). Figure 10c depicts a view of an agricultural land testbed.

![AGV trajectory images](image)

**Figure 11.** AGV trajectory (a) In-door test (b) On-road test (c) Agricultural land test.

3.4. Simulation Setup and Results

Only the MPC and C-MPC have been tested in real-time. Various existing path-tracking algorithms can guide the AGV along the path. As a result, simulation was used to test both the present path tracking method and the proposed C-MPC. PythonRobotics [37], a python-based program, was utilized for simulation. This tool creates the road geometry as well as simulates AGV movement along the path. Four existing path-tracking algorithms can be used to traverse the simulated AGV, and they are compared to the proposed C-MPC. Path tracking algorithms that are now in use include pure pursuit, Stanley, Linear Quadratic Regulator (LQR), and Model Predictive Control (MPC). The results are compared to the root mean square error (RMSE) of lateral and longitudinal error, speed vs. time, and moving trajectory. The simulation test-bed has three scenarios: indoor navigation, on-road navigation, and agricultural navigation.

Test-bed 1:

During the indoor simulation, the path geometry was built with four straight lines and three turns, as illustrated in Figure 12. The simulated AGV’s speed was set at 15 km/h. In this indoor environment, the existing path tracking algorithm and the proposed C-MPC were tested. Table 4 lists the RMSE errors, and Figure 13 depicts the speed vs. time result.
3.4. Simulation Setup and Results

Only the MPC and C-MPC algorithms can guide the AGV along the path. As a result, simulation was used to test both the present path tracking method and the proposed C-MPC algorithm. The speed of the simulated AGV navigated by existing path tracking algorithms is constant at 15 km/h along the path, while the C-MPC with curve aware speed limit navigates the simulated AGV in the curvature area at the curve limit speed, as illustrated in Figure 13 (red line). When the simulated AGV that is being navigated by C-MPC, approaches a curve, the C-MPC reduces the simulated AGV’s constant speed from 15 km/h to 7 km/h and navigates the simulated AGV over the curve. As shown in Figure 13 (red line), from the 7th to the 25th second, the simulated AGV speed was gradually reduced and traveled with a curvature-restricted speed limit; once it traveled the other path, its speed was increased to the setup speed of 15 km/h. When another curve is approached, the C-MPC algorithm navigates the simulated AGV at the speed limit of the next curve.

Figure 12. Indoor trajectory tracking footprint.

Figure 13. Time vs. speed in indoor navigation.

The speed of the simulated AGV navigated by existing path tracking algorithms is constant at 15 km/h along the path, while the C-MPC with curve aware speed limit navigates the simulated AGV in the curvature area at the curve limit speed, as illustrated in Figure 13 (red line). When the simulated AGV that is being navigated by C-MPC, approaches a curve, the C-MPC reduces the simulated AGV’s constant speed from 15 km/h to 7 km/h and navigates the simulated AGV over the curve. As shown in Figure 13 (red line), from the 7th to the 25th second, the simulated AGV speed was gradually reduced and traveled with a curvature-restricted speed limit; once it traveled the other path, its speed was increased to the setup speed of 15 km/h. When another curve is approached, the C-MPC algorithm navigates the simulated AGV at the speed limit of the next curve.

Table 4. Results of RMSE of space and speed for all algorithms. The third curve is of the reverse type (S). The speed of the simulated AGV navigated by existing path tracking algorithms is constant at 15 km/h along the path, while the C-MPC with curve aware speed limit navigates the simulated AGV in the curvature area at the curve limit speed, as illustrated in Figure 13 (red line). When the simulated AGV that is being navigated by C-MPC, approaches a curve, the C-MPC reduces the simulated AGV’s constant speed from 15 km/h to 7 km/h and navigates the simulated AGV over the curve. As shown in Figure 13 (red line), from the 7th to the 25th second, the simulated AGV speed was gradually reduced and traveled with a curvature-restricted speed limit; once it traveled the other path, its speed was increased to the setup speed of 15 km/h. When another curve is approached, the C-MPC algorithm navigates the simulated AGV at the speed limit of the next curve.
and traveled with a curvature-restricted speed limit; once it traveled the curvature, the speed increased to the setup speed of 15 km/h. When another curve is approached, the simulated AGV speed is reduced to the speed limit of the next curve.

Figure 12 depicts the trajectory tracking footprint of each algorithm as well as the reference path. Based on a constant speed of 15 km/h, the Stanley maneuvered the simulated AGV away from the reference path (ground truth). In this case, the simulated AGV was steered by pure pursuit more nearly to the reference path during the straight line, resulting in a reduced error in RMSE lateral (0.22 m) and longitudinal (0.37 m) error.

However, the Stanley was unable to navigate closer to the reference path in a straight line because of the constant speed of the simulated AGV, resulting in a significant RMSE lateral (1.98 m) and longitudinal (4.97 m) error. Here, the LQR, MPC, and C-MPC are navigated closer to the reference path. The C-MPC navigated significantly closer than other path-tracking algorithms (Figure 12 zoom 1), while the LQR performed better in the third curve (Figure 12 zoom 2). The third curve is of the reverse type (‘S’), so all path tracking algorithms except LQR moved wider. Furthermore, while the LQR had the lowest RMSE lateral (0.07 m) and longitudinal (0.10 m) error, the C-MPC lateral (0.12 m) and longitudinal (0.30 m) error did not differ significantly from the LQR error. The MPC navigated the simulated AGV wider of the curvature path due to constant speed, and it obtained a higher lateral (1.49 m) error.

Table 4. The proposed model vs. the existing trajectory tracking model over indoor.

| S.no | Path Tracking Algorithms | RMSE of Lateral Error (m) | RMSE of Longitudinal Error (m) |
|------|--------------------------|---------------------------|-----------------------|
| 1    | Pure Pursuit             | 0.22                      | 0.37                  |
| 2    | Stanley                  | 1.98                      | 4.57                  |
| 3    | LQR                      | 0.07                      | 0.10                  |
| 4    | MPC                      | 1.49                      | 0.41                  |
| 5    | Proposed C-MPC          | 0.12                      | 0.30                  |

Test-bed 2:

Figure 14 depicts the intended path geometry for on-road testing simulation, which includes two straight lines and one curvature. The simulated AGV’s speed has been set at 25 km/h. In this on-road scenario, the existing path tracking algorithm and the proposed C-MPC have been tested. Table 5 lists the RMSE errors, and Figure 15 depicts the speed vs. time result.

Figure 14. On-road trajectory tracking footprint.
C-MPC have been tested. Table 5 lists the RMSE errors, and Figure 15 depicts the speed vs. time result.

Figure 15. Time vs. speed in on-road navigation.

| S.no | Path Tracking Algorithms | RMSE of Lateral Error (m) | RMSE of Longitudinal Error (m) |
|------|--------------------------|---------------------------|-------------------------------|
| 1    | Pure Pursuit             | 0.23                      | 0.37                          |
| 2    | Stanley                  | 0.84                      | 1.26                          |
| 3    | LQR                      | 0.15                      | 0.37                          |
| 4    | MPC                      | 0.32                      | 2.78                          |
| 5    | Proposed C-MPC           | 0.06                      | 0.36                          |

The speed of the simulated AGV navigated by existing path tracking algorithms is constant at 25 km/h along the path, while the C-MPC with a curve aware speed limit navigates the simulated AGV in the curvature area at the curve limit speed, as illustrated in Figure 15 (red line). However, the proposed C-MPC took 50 s to complete the path, whilst others finished in less than 25 s. Because the C-MPC navigated the AGV in the curvature path at a lower speed of 8 km/h, the C-MPC first drives the AGV at 20 km/h before reaching the curvature in the curve alert point, and the AGV speed gradually decreased. As a result, the C-MPC method pushes the simulated AGV substantially closer to the reference path and has lower RMSE lateral (0.06 m) and longitudinal (0.36 m) errors than the existing algorithm. The longitudinal errors for the Stanley (1.26 m) and MPC (2.78 m) were higher because both algorithms navigated the simulated AGV inside the curve.

Test-bed 3:

The intended path shape in the Agricultural land testing simulation contains eight straight lines and seven curves, as shown in Figure 16. The simulated AGV’s speed has been set at 25 km/h. In this agricultural field scenario, the existing path tracking algorithm and the proposed C-MPC have been tested. Table 6 lists the RMSE errors, and Figure 17 depicts the speed vs. time result.

The speed of the simulated AGV navigated by existing path tracking algorithms is constant at 25 km/h along the path, while the C-MPC with curve aware speed limit navigates the simulated AGV in the curvature area at the curve limit speed, as illustrated in Figure 17 (red line). However, the proposed C-MPC took 120 s to complete the path, whilst others finished in less than 65 s. Because the C-MPC drove the simulated AGV in the curvature path at a reduced speed of 8 km/h to 4 km/h, the C-MPC first drives the simulated AGV at 22 km/h before reaching the curvature in the curve alert site; the AGV speed has gradually decreased.
As a result, the C-MPC method pushes the simulated AGV substantially closer to the reference path and has lower RMSE lateral (0.07 m) and longitudinal (0.62 m) errors than the present approach. The Stanley algorithm emerged from the path depicted in Figure 16 (green dash line). When the simulated AGV is navigated by the MPC inside the curve (Figure 16 zoom 1 and zoom 2), the longitudinal error was higher (1.80 m).

![Figure 16. Agricultural trajectory tracking footprint.](image1)

![Figure 17. Time vs. speed in agricultural land navigation.](image2)
Table 6. The proposed model vs. the existing trajectory tracking model over agricultural land.

| S.no | Path Tracking Algorithms | RMSE of Lateral Error (m) | RMSE of Longitudinal Error (m) |
|------|--------------------------|---------------------------|-------------------------------|
| 1    | Pure Pursuit             | 0.21                      | 0.81                          |
| 2    | Stanley (failed)         | 1.37                      | 4.01                          |
| 3    | LQR                      | 0.08                      | 0.73                          |
| 4    | MPC                      | 0.30                      | 1.80                          |
| 5    | Proposed C-MPC           | 0.07                      | 0.62                          |

Test-bed 4:

The chosen path shape in agricultural land with sliding error testing simulation contains eight straight lines and seven curves, as illustrated in Figure 18. The simulated AGV’s speed has been set at 25 km/h. In this agricultural field scenario, the existing path tracking algorithm and the proposed C-MPC have been tested. Table 7 lists the RMSE errors, and Figure 19 depicts the speed vs. time result.

Figure 18. Agricultural land with sliding error trajectory tracking footprint.

The sliding error model was simulated in this test-bed using Equations (8)–(10), as mentioned in the Noise Model for Odometry section. There are 46 sliding noises simulated, with four noises in each straight line and two noises in each curve. The Stanley and LQR failed on path tracking because of too fast speed and sliding noise, which is seen in Figure 18 zoom 3 and in Figure 19, both of which finished in less than 45 s. In comparison to the pure pursuit, LQR and MPC, the proposed C-MPC navigated the simulated AGV on the reference path, while also managing sliding noise, as shown in Figure 18 zoom 1 to 3. Because it was aware of the curve speed limit, the C-MPC successfully steered the
simulated AGV through the curvature, as shown in Figure 20. As a result, it has a much lower RMSE lateral (0.09 m) and longitudinal (0.69 m) error than other existing algorithms. The Stanley algorithm emerged from the path depicted in Figure 16 zoom 3 (green dash line). Both LQR and MPC had higher longitudinal errors (LQR: 1.51 m & MPC: 2.77 m) when navigating the simulated AGV inside the curve. In terms of lateral (1.76 m) and longitudinal (1.82 m) RMSE error, the pure pursuit path tracking algorithm is worse.

Table 7. The proposed model vs. the existing trajectory tracking model over agricultural land with sliding.

| S.no | Path Tracking Algorithms | RMSE of Lateral Error (m) | RMSE of Longitudinal Error (m) |
|------|--------------------------|----------------------------|--------------------------------|
| 1    | Pure Pursuit             | 1.76                       | 1.82                           |
| 2    | Stanley (failed)         | 11.71                      | 3.44                           |
| 3    | LQR                      | 0.84                       | 1.51                           |
| 4    | MPC                      | 0.71                       | 2.77                           |
| 5    | Proposed C-MPC          | 0.09                       | 0.69                           |

Figure 19. Time vs. speed in agricultural land with sliding navigation.

Figure 20. Speed management by C-MPC over curvature.
4. Discussion

Table 8 compares the proposed method with existing methods in terms of navigation type, purpose, curvature method, and system cost. According to J.H. Han et al. [19], a web camera installed on the AGV was used to extract road features, and the AGV successfully traveled, as shown in Figure 21a,b. The test is conducted on a bright and sunny day. However, the AGV struggled to travel in the junction site shown in Figure 21c,d since the area is wider and the road boundaries are difficult to find. This problem may be avoided if the AGV was bigger.

Table 8. Comparative study of the proposed model with existing models.

| S.no | Methods | Navigation Type | Purpose | Curvature Method | Cost of Navigation |
|------|---------|----------------|---------|------------------|--------------------|
| 1    | Ref. [19] | Vision | on-Road navigation | Image processing-based road edge features are extracted and calculated for a curvature or straight line. AGV moves at a constant speed. | High (embedded board and camera, 3D laser beam is high cost) [19,20,22] |
| 2    | Ref. [16] | Tape and vision | In-door navigation | Image processing-based tape features are extracted and calculated for a curvature or straight line. AGV moves at a constant speed. | Moderate (depends on embedded board, camera, and amount of floor fixing tape required) [20,22] |
| 3    | Ref. [23] | Vision | Agricultural navigation | Image processing-based crop row features are extracted and calculated for a curvature or straight line. AGV moves at a constant speed. | Moderate (depends on embedded board, camera, and other sensors cost) [20,22] |
| 4    | Proposed model | Google map data | on-Road, In-door, and Agricultural navigation | The proposed curve finding method extracts the curve from generated trajectory (path) and reduces mobile robot speed before reaching the curve starting point. AGV moves at variable speed. | Low (using low-cost embedded board) [22] |

Figure 21. On-road vision-based algorithm results in (a) Road edge detection (b) Obstacle on the road (c) Google map road junction image (d) mobile robot vision result in the road junction.

The AGV successfully traveled in the required tape-type path (Figure 22a,b) with constant speed when tested in an indoor area using the D. Puppim de Oliveira et al. [16]
approach. When the AGV speed increased from 0.08 m/s to 0.29 m/s [10], the AGV breaks from the tape-type path (Figure 22c,d) as it approaches curvature.

![Figure 22. Indoor vision-based algorithm result (a) tape on the floor (b) existing model result (c) tape on floor curvature (d) curvature result.](image)

J. Bengochea-Guevara et al. [23] successfully navigated and maneuvered across the row change in constant speed in agricultural terrain testing. When the AGV's speed increased, the AGV exited the path in a row and changed the curvature location, as shown in Figure 23b.

![Figure 23. Agricultural vision-based algorithm result (a) Edge of agricultural path making (b) Struggled in curvature.](image)

In comparison to all existing methods, the proposed C-MPC successfully navigates the AGV in indoor, on-road, and agricultural terrain; with curvature awareness, the AGV navigated by the C-MPC moves at variable speed. The proposed navigation system is inexpensive because it runs on a Raspberry Pi device. In terms of environmental sustainability, one can calculate the carbon emissions (CO$_2$) of this processing unit using a green algorithm [38,39] calculator for Green Computing. The raspberry pi emits 0.040 kg of CO$_2$ per day, making it the lowest carbon-emitting device and hence acceptable for environmental sustainability.
The proposed C-MPC algorithm navigates the AGV using IMU and Hall Effect sensors. It has limitations when it deviates from its reference path and is violently dashed by any object. Future research on the issue will make use of decision-making approaches, such as the scheduling algorithm [40–42] and metaheuristic algorithm [43–46]. In addition, the AGV will include additional sensors, such as obstacle detection, to help it to navigate over the obstacle.

5. Conclusions

Curvature can be found in paths that are established indoors, on the road, or on agricultural land. Automatically driving the AGV through the curve path is more difficult due to the AGV’s constant speed. The AGV needs to start from the indoor (the shed) and go on the road to reach agricultural terrain, where it must then perform agricultural navigation. A single path tracking algorithm is required for all terrain navigation. In all terrains, the proposed curve-aware MPC (C-MPC) extracts the curve from the Google map path, and the proposed curve-aware MPC (C-MPC) successfully navigates the AGV. The proposed method guided the AGV successfully with lower RMSE lateral and longitudinal error, according to real-time and simulation results. The proposed method’s limitations, such as obstacle overtaking and sudden course-altering error, will be studied using decision-making approaches in future research. The proposed C-MPC approach is now being tested in a campus-like environment and will afterward be applied in an industry-like environment.
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