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Abstract—We study the planning of a rural 5G multi-user massive MIMO fixed wireless access system to offer fixed broadband service to homes. Specifically, we aim to determine the user limit, i.e., the maximum number of homes that can simultaneously receive target minimum bit rates (MBRs) on the downlink (DL) and on the uplink (UL) given a set of network resources and a cell radius. To compute that limit, we must understand how resources should be shared between the DL and UL and how user and stream selection, precoding and combining, and power distribution should be performed. We use block diagonalization and propose a static grouping strategy that organizes homes into fixed groups (of possibly different sizes) in the DL and UL; then we develop a simple approach to compute the user limit that we validate numerically. We study the impact of group size and show that smaller groups yield larger user limits in a 3.5 GHz band. We show how the user limit at different cell radii is impacted by the system bandwidth, the number of antennas at the base station and homes, the transmit power, and the MBRs. Lastly, we offer insights into how the network could be operated.
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I. INTRODUCTION

URAL Internet users continue to suffer from poor broadband due to the high costs to build wired network infrastructure relative to the low density of users, resulting in a digital divide between rural and urban communities. Historically, mobile and home access have been provided through different technologies, with mobile services coming from cellular technologies and fixed (home) broadband coming from fixed access technologies. However, a convergence between mobile and home access has started to emerge through cellular fixed wireless access (FWA) technology, making a cost-effective alternative for fixed broadband (FB). Initial 4G-based FWA deployments were unable to compete with through cellular fixed wireless access (FWA) technology, making a static grouping strategy that organizes homes into fixed groups (of possibly different sizes) in the DL and UL; then we develop a simple approach to compute the user limit that we validate numerically. We study the impact of group size and show that smaller groups yield larger user limits in a 3.5 GHz band. We show how the user limit at different cell radii is impacted by the system bandwidth, the number of antennas at the base station and homes, the transmit power, and the MBRs. Lastly, we offer insights into how the network could be operated.

Our first objective is to understand the user limit (i.e., the maximum number of homes that can be offered the DL and UL MBRs) in rural areas. FWA FB services differ from the types of services normally offered over mobile networks. In particular, FB has much higher data rate requirements, not only on the downlink (DL), which is necessary for streaming high-definition video content on large screens, but on the uplink (UL) as well, to enable users to participate in virtual meetings or small businesses to host servers. Hence, a key challenge mobile network operators (MNOs) face is to ensure that every subscribing home receives a minimum bit rate (MBR) in the DL and in the UL (although they might be different). MBRs are typically offered with other FB technologies, but in wireless environments this requirement is much more difficult to achieve since the channel changes with the user location and the environment. Nonetheless, since homes are fixed (non-mobile) and could be equipped with large multi-antenna arrays that enable simultaneous transmission of multiple streams, MNOs could use 5G FWA to help bridge part of the digital divide in rural areas.

MNOs offering a rural 5G FWA service with DL and UL MBRs must ensure that their networks are properly planned and dimensioned. Given the high 4G coverage that already exists in rural communities [4], it is anticipated that early 5G FWA deployments can make use of existing towers, thus avoiding the base station (BS) placement problem. Thus, the initial planning step MNOs must take is to determine the number of homes that can be offered the DL and UL MBRs in this context.

Specifically, we consider a single cell 5G MU-MIMO system using a 3.5 GHz time-division duplex (TDD) band, in which homes have multiple antennas supporting multi-stream transmission and reception. Although 5G FWA has started to be deployed in some urban markets using mmWave spectrum, it is unclear how effectively mmWave can be operated over large rural areas. On the other hand, new mid-band 5G spectrum, such as 3.5 GHz, is expected to be widely adopted for rural FWA [5]. Inter-cell interference is expected to be low in a rural environment, so we focus on a single cell scenario.

Our first objective is to understand the user limit (i.e., the maximum number of rural FWA homes that can be offered the DL and UL MBRs simultaneously) for a given system setting, i.e., a cell radius, bandwidth, DL and UL MBRs, number of antennas at the BS and homes, and power at the BS and homes. Because the system is TDD, DL and UL resources are shared in time, where the UL gets a certain number of time-slots in

1Though our methodology is agnostic to the band used.

2TDD allocates the full bandwidth to DL transmission for a fraction of time and to UL transmission for the remaining fraction of time.
a frame, and the DL gets the remaining slots. For this reason, the DL and UL problems cannot be studied independently: this is a joint problem in which it is necessary to determine how many resources are used for the DL vs the UL. Hence, a related objective is to determine the right number of time-slots to allocate to the UL and DL to attain the user limit.

To determine the user limit, we need to mimic the operation of the network (since it impacts performance), i.e., take different radio resource management procedures into account, such as user selection (which homes and streams get scheduled), precoding and combining (the beamforming at the transmitters and receivers, respectively), the power distribution (PD) (distribution of power to each stream), and the modulation and coding (MCS) selected per stream (which determines the data rate based on the channel conditions). Specifically, to answer the question: “can $U$ homes be supported with a high probability?”, we would need to generate many different realizations with $U$ homes (i.e., random distributions of their locations) and check, for each realization, if there is a way to offer each home the DL and UL MBRs. To do that for a given randomly distributed set of homes and their corresponding channel matrices, a problem that jointly optimizes user selection, precoding and power distribution, can be formulated to determine if there is a way to offer the DL and UL MBRs to all of the homes. However, the resulting problem is very large and complex, and to obtain meaningful user limits, this problem would need to be solved for many different numbers of homes $U$ for many different realizations.

To simplify the problem we adopt block diagonalization (BD) precoding and combining in both the UL and DL. BD limits the number of homes scheduled on the same Physical Resource Block (PRB) to $N = \lceil \frac{M_{BS}}{M_H} \rceil$ [6] (where $M_{BS}$ is the number of antennas at the BS and $M_H$ is the number of antennas at each home). $N$ could be small in an FWA system where homes have multiple antennas. The expectation is that MNOs will be able to support a number of homes much larger than $N$ and hence, we cannot assume that all homes are scheduled in each PRB and we must adopt a different strategy to properly select users. We adopt a static user grouping strategy, which organizes homes into fixed groups no larger than $N$ and allocates an equal share of PRBs to each group (the group sizes could be different on the DL and UL). This strategy enables us to compute a user limit in a simple and robust manner. It is possible that in an operational phase a more flexible user selection strategy would be more efficient.

To determine whether a given realization of $U$ users can be given the DL (resp. UL) MBR, we solve a convex nonlinear programming problem (NLP) for the DL (resp. UL) PD problem, where the objective is to maximize the minimum data rates given to the users during a frame given a power budget, a grouping of users under BD, the channel conditions, and a known MCS function, as well as a certain (TDD) partitioning between the DL and UL. If the minimum data rate meets or exceeds the DL (resp. UL) MBR for 95% of realizations then the DL (resp. UL) MBRs can be given to $U$ users. We say that $U$ users can be given the MBRs if there exists a time partition where the DL and UL MBRs can be given to $U$ users. To compute the user limit we could keep solving these problems for successively larger numbers of users $U$; however (as stated in Contribution 2 below), we determined a more efficient way to compute the user limit using our convex NLP problem.

We now summarize our contributions:

**Contribution 1:** In the context of computing user limits through grouping, we first need to understand if we should always select $N$ homes per PRB and how many streams should be selected per home. Our first contribution is to show that selecting or close to $N$ homes per PRB is generally not optimal. In fact, a greater number of homes can be given the MBRs if we select fewer homes with more streams than more homes with fewer streams.

**Contribution 2:** By adopting the static grouping strategy, we develop a simple approach to determine the user limit for a given system setting. First, we (separately) determine the minimum number of subchannels needed to provide the DL and UL MBRs for different group sizes for a given (TDD) partition of the time between the UL and DL. Then, knowing the total number of subchannels available in the system, we use this information to determine how many groups can be given the MBRs on the UL and on the DL, and, hence, how many homes can be given both MBRs for the given TDD partition. We repeat this exercise for different TDD partitions and group sizes (a relatively small range of combinations) and determine the configuration that maximizes the number of homes that can be supported. The elegance of this approach is that it enables MNOs to quickly plan their network for a MU-MIMO FWA system with MBRs requirements.

**Contribution 3:** We validate our approach against brute force computation. Then, we use our approach to show how the user limit at different cell radii is impacted by the following: the system bandwidth, the number of antennas at the BS and at the homes, the BS transmit power and the DL and UL MBRs.

**Contribution 4:** Although our main focus is network planning, the results obtained can also indicate to MNOs which TDD partition and DL/UL group sizes are optimal when the number of active homes is less than the user limit. In other words, these results can provide insight into how the network could be operated. Specifically, we show that by adjusting the group sizes and the TDD partition according to the number of active homes, the DL and UL rates given to homes can be improved compared to when the network is operated statically using the configuration that is required for the user limit.

The tools that we have developed and the results that we have obtained can help MNOs decide if introducing FWA for fixed broadband is profitable, i.e., if the user limits are large enough to warrant the implementation of that service as well as help them provision their network, i.e., decide the bandwidth, power, number of antennas needed for a target user limit.

We structure the remainder of this paper as follows. In Section II we review the related work. We describe the system model in Section III. The problem formulation and the approach to determine the user limits are presented in Section IV. In Section V we provide the numerical results, which validate our proposed approach, answer the network planning questions and provide preliminary insights to some
network operation questions. We conclude the paper in Section VI.

Notation: \( \mathbb{R} \) and \( \mathbb{C} \) denote the set of real and complex numbers, respectively. \( \mathbb{R}_+ \) denotes the set of non-negative real numbers. Vectors and matrices are shown by bold lower-case and bold upper-case letters, respectively.

II. RELATED WORK

Recent work on multi-user massive MIMO for FWA was presented in [7], [8]; however, the focus was on beamforming. Moreover, these papers assumed that the number of users were \( U \leq N \) and considered mmWave bands only. In fact, many papers on 5G FWA assume the use of mmWave bands, even in rural areas [9], [10], [11]. However, mmWave limits the cell radius (e.g., [10] states that mmWave cannot practically provide FWA coverage beyond 1500 m under BS transmission power regulations), which is why we focus on mid-bands.

The authors of [12] and [13] provide an overview of network dimensioning and planning in 4G while looking ahead to 5G. They also summarize a number of classical references on these topics. More recently, [11] considered the BS placement problem to guarantee 5G FWA homes a minimum coverage level and DL data rate using mmWave cells. Reference [14] also modeled the 5G BS placement problem to guarantee a minimum DL service level while simultaneously minimizing BS electromagnetic field power. In our problem, we assume that MNOs will reuse the existing 4G towers for 5G FWA, hence our focus is on quantifying the number of FWA homes that can be provided a MBR in both the DL and UL. Another recent paper used crowdsourced data to dimension existing BSs and determine the appropriate per-site NR configurations required to support new 5G services [15]; however, their dimensioning process was based on peak DL data rate requirements.

Although none of these recent works considered the UL in their problems, some earlier work on 4G planning and dimensioning considered DL and UL service requirements jointly. Reference [16] examined how 4G BSs could be planned to provide DL and UL MBRs while supporting ON-OFF switching to save energy. However, user limits were assumed a priori. Furthermore, their system was FDD and had fixed DL/UL bandwidths, and thus, did not consider the resource allocation problem. Reference [17] studied the dimensioning and planning problems for 4G networks with DL and UL MBRs, but the user limits computed in their dimensioning stage only relied on DL MBRs and the spectral efficiency was assumed to be constant throughout the cell. Furthermore, neither of these papers considered MU-MIMO.

In the past, the problem of providing MBRs in MU-MIMO systems has been studied separately for the DL [18], [19] and the UL [20], [21]. The authors of [22] formulated the problem for both the DL and the UL of a MU-MIMO system but considered the two directions in isolation, thus ignoring the issue of providing MBRs to the DL and UL simultaneously.

Outside of the MIMO context, some earlier work studied how to jointly provide DL and UL QoS guarantees in TDD-based systems. Reference [23] examined the problem of dynamic resource sharing in TDD OFDMA networks with symmetric DL and UL MBR requirements; and [24] studied the problem of providing minimum DL and UL SINR levels to users in a multi-cell TDD-LTE system where cells may have different time-slot configurations.

To the best of our knowledge, no previous work has examined the problem of planning a network while optimizing the resource configuration to jointly provide a minimum data rate for the DL and UL in an OFDM-based MU-MIMO system. Through the application of user grouping, our problem is generalized to the case where the total number of homes \( U \) is such that \( U > N \) where \( N = \lceil \frac{M_{BS}}{M_{UL}} \rceil \) is the ratio of \( M_{BS} \) the number of antennas at the BS to \( M_{UL} \) the number of antennas at each home (though it could just as easily be applied when \( U \leq N \)). Although many papers modeling MU-MIMO systems assume that the total number of users \( U \) is such that \( U \leq N \) and, hence, all users can be selected simultaneously [7], [8], [18], [20], [21] (also, [25] and references therein), earlier work on MU-MIMO systems where the total number of antennas at the BS was assumed to be smaller recognized the need for user selection under zero-forcing (ZF) [26] and BD [6] precoding but they only considered the downlink, and did not impose minimum rate requirements for users nor explore the impact different group sizes have on achieving minimum rates.

III. SYSTEM MODEL AND RADIO RESOURCE MANAGEMENT PROCESSES

We consider a DL and UL MU-MIMO system, with a BS having \( M_{BS} \) antennas and a certain number of homes each equipped with a 5G modem and \( M_{UL} \) rooftop antennas. The system is TDD. A frame is composed of \( T \) slots in the time-domain, \( T_d \) allocated to the DL and \( T_u \) allocated to the UL (\( T_d + T_u = T \)). In the frequency domain the system has a bandwidth \( B \) made up of a total of \( C \) subchannels,3 each with bandwidth \( B_C \). A PRB is composed of one subchannel and one time-slot, and, hence, there are \( C \times T \) PRBs in a frame. The BS transmits with power \( P_{max} \) on the DL and each FWA home transmits with power \( P_{H} \) on the UL. On the DL, the power budget is shared equally by the PRBs in a given timeslot, i.e., \( P^{d}_{PRB} = \frac{P_{max}}{C} \). On the UL, the power allocated to a PRB by home \( k \) is \( P^{k}_{PRB} = \frac{P_{H} C_{k}}{C} \) where \( C_{k} \leq C \) is the number of channels allocated to home \( k \) (to be detailed later). Since we consider a rural environment with little to no inter-cell interference, we adopt a single-cell circular topology with a radius \( R \). In the following we refer to

\[
S = (B, C, P_{max}, P_{H}, MBR_{d}, MBR_{u}, M_{BS}, M_{UL})
\]

as the system setting. Next, we describe the radio resource management processes.

A. User Selection

For a given setting \( S \), a cell radius \( R \), a given realization \( \omega(U) \) (which is characterized by a randomly distributed set of \( U \) homes and their channel matrices as discussed later), user selection is performed once for all time, separately in the

3We use the terms channel and subchannel interchangeably in the paper.
DL and the UL. We adopt a grouping strategy that divides homes into equal-sized groups of $S_d \leq N$ homes on the DL (resp. $S_u$ on the UL). Because grouping is done separately for the DL and UL, $S_d$ and $S_u$ might be different. In this paper, we adopt a random strategy when grouping homes (smarter grouping strategies are for further study).

In the following we refer to the triple $\mathcal{V} = (T_u, S_d, S_u)$ as the system configuration and the pair $\mathcal{V}_d = (T_u, S_d)$ (resp. $\mathcal{V}_u = (T_u, S_u)$) as the DL (resp. UL) system configuration. The result of the user selection process for a configuration $\mathcal{V}$ and a realization $\omega(U)$, is the creation of static groups of homes.

For a given system setting $\mathcal{S}$ and a radius $\mathcal{R}$, we consider a large set $\Omega(U)$ of realizations with $U$ homes. If more than 95% of the realizations can offer (at least) MBR$_d$ and MBR$_u$ to their $U$ homes with configuration $\mathcal{V}$, we say that the configuration $\mathcal{V}$ is $U$-feasible. Note that there might be many feasible configurations for $U$ for a setting $\mathcal{S}$ and a radius $\mathcal{R}$.

### B. Channel Allocation

From above, the user selection process divides the homes in the realization $\omega(U)$ into static groups of size $S_d$ in the DL and $S_u$ in the UL. In the DL there is a total of $G(S_d) = \left\lceil \frac{U}{S_d} \right\rceil$ groups $\hat{\mathcal{U}}_1, \ldots, \hat{\mathcal{U}}_{G(S_d)}$, and each group $\hat{\mathcal{U}}$ is randomly assigned a set $C_d(\hat{\mathcal{U}})$ of $n(S_d) = \left\lceil \frac{C}{G(S_d)} \right\rceil$ subchannels (note that there might be $n' < n(S_d)$ leftover subchannels, in which case one extra subchannel is given to the first $n'$ groups). For the UL there is a total of $G(S_u) = \left\lceil \frac{U}{S_u} \right\rceil$ groups $\hat{\mathcal{U}}_1, \ldots, \hat{\mathcal{U}}_{G(S_u)}$, each of which is randomly assigned a set $C_u(\hat{\mathcal{U}})$ of $n(S_u) = \left\lceil \frac{C}{G(S_u)} \right\rceil$ subchannels. Note that both user selection and channel allocation are static, i.e., they do not change from one frame to another.

### C. Precoding and Combining Schemes

Given a setting $\mathcal{S}$, a radius $\mathcal{R}$, a configuration $\mathcal{V}$, and a realization $\omega(U)$, we perform precoding and combining independently for the UL and DL once at the start of each frame for each distinct group of homes created during user selection, for each of the channels allocated to the groups (because the channels are not assumed flat in frequency, see next paragraph). Note that the maximum number of streams at each home is $M_\mathcal{H}$. At this stage, we assume that there are $L = M_\mathcal{H}$ streams per home. Note that PD might not allocate enough power to some streams to have a non-zero rate in some PRBs (see Section IV) and hence the number of active streams might be less than $M_\mathcal{H}$.

Full channel state information (CSI) is assumed. We represent the channel matrix between the BS and the $k$-th home at PRB $(c, t)$ as $G_{c,t,k}^t = G_{c,k}^t$. Since each home is fixed, the channel coherence time is large; hence, we assume that the channel coefficients are constant throughout a frame. On the other hand, we do not assume the channel is flat in frequency (i.e., it is frequency-selective). Furthermore, we assume that the channel is the same in the DL and UL because the system is TDD. Note that the channel model itself does not impact the system model and problem formulation. Hence, we leave the details of the channel model to Section V-A.

We adopt a normalized BD precoding and combining process, which enables us to decouple precoding and combining (a computation that does not require any optimization) from power distribution. Furthermore, since we assume equal power allocation for each subchannel, we may perform precoding and combining independently per PRB. Because subchannels are time-invariant within a frame and a subchannel is allocated to the same group of homes within a frame, we only need to perform precoding/combining once per subchannel per frame. Hence, given a group of $U \leq N$ homes, denoted by $\hat{\mathcal{U}}$, is selected for a subchannel $c$ in a frame, under BD, the normalized precoding matrix at the BS for home $k$ in subchannel $c$ given by $W_k^c = [w_{k,1}^c, \ldots, w_{k,L}^c] \in \mathbb{C}^{\mathcal{M}_\mathcal{B} \times L}$ is used to transmit data symbols to each stream $l \in \{1, 2, \ldots, L\}$, and the combining matrix at each home given by $U_k^c = [u_{k,1}^c, \ldots, u_{k,L}^c]^T \in \mathbb{C}^{L \times M_\mathcal{H}}$ is used to recover the data symbols. More details about BD can be found in [6, 27, 28, 29].

The output of the normalized precoding and combining process is a set of effective channels $E_{k,l}^c$ for each (possible) stream $l \in \{1, 2, \ldots, L\}$ of home $k \in \hat{\mathcal{U}}$ for each subchannel $c$. (We leave the steps required to compute the effective channels to the longer version of this paper uploaded at arXiv [30].)

### D. Power Distribution

Given a setting $\mathcal{S}$, a radius $\mathcal{R}$, a configuration $\mathcal{V}$, a direction (either UL or DL), a realization $\omega(U)$, a grouping of homes obtained via user selection and their channel, and the per stream effective channels for each home in the groups, our next challenge is to verify if the configuration is feasible, i.e., if there exists a per stream PD that enables each selected home to receive its MBRs in the DL and UL directions. At this stage a stream that does not receive enough power to see a non-zero rate in a PRB can be considered as not being selected. We cast the PD problem independently for each group as a max-min problem over all the PRBs allocated to the group as presented in Section IV.

The outcome of PD is the power per PRB per stream per home. With these powers, we can compute the SINR for each stream of each home of a group in each PRB belonging to that group.

### E. Rate Computation Using Modulation and Coding Scheme

A modulation and coding scheme defines the spectral-efficiency function which maps the SINR to a spectral efficiency. In contrast to many earlier papers providing MBRs that utilize the Shannon capacity [14, 16, 17, 18, 20, 21, 22, 23], we use a practical MCS function which is piecewise constant and characterized by $Q$ pairs $(SE_q, \gamma_q)$, i.e., if $\gamma_q \leq SINR_{k,l}^{c,t} < \gamma_{q+1}$, then the spectral efficiency seen by the $l$-th data stream is $SE_q$, with units bps/Hz (where $\gamma_1 < \gamma_2 < \cdots$ and $SE_1 < SE_2 < \cdots$). Then, given the spectral efficiency $SE_q$ and the subchannel bandwidth $B_C$, the outcome of this process is the rate seen by each home in each PRB, i.e., the sum of the rates seen by each stream of
that home in that PRB. More details on the MCS function are given in Section V-A.

IV. PD PROBLEMS FORMULATION AND USER LIMIT COMPUTATIONS

In this section, we focus on the power distribution problems as well as the procedure to compute the user limit. These steps are called after user selection (i.e., grouping), channel allocation and precoding and combining are performed. Recall that the UL and DL PD problems can be decoupled by fixing the number of slots $T_u$ allocated to the UL and $T_d = T - T_u$ allocated to the DL. In determining the UL and DL user limits for all possible values of $T_u$, we can compute the optimal $T_u$ that maximizes the minimum of the UL and DL limit.

We work with a full buffer assumption. In other words, we assume that each of the homes is greedy and there is an infinite supply of bits at the cell to be sent to the homes in the DL and an infinite supply of bits at the homes to be sent to the BS in the UL. The full buffer assumption enables us to work with rates without needing to consider short-term traffic fluctuations that could otherwise cause the buffer to be empty or insufficiently full to meet the MBR in a given frame. This model works well in a planning stage for understanding the achievable user limit for a given system setting and a given radius and the configuration required to achieve that limit. We first formulate the problem for the DL; then we formulate the UL problem; finally, we explain how to obtain the user limits.

A. Downlink Formulation

For a given setting and radius, for a given realization $\omega(U)$, a given DL configuration $V_d = (T_u, S_d)$, the downlink user selection (i.e., user grouping) process divides the homes into static groups of size $S_d$. There is a total of $G(S_d) = \lfloor \frac{U}{S_d} \rfloor$ groups $\hat{U}_1, \ldots, \hat{U}_{G(S_d)}$ and each group $\hat{U}$ is randomly assigned a set $C_{d}(\hat{U})$ of $n(S_d) = \lfloor \frac{G(S_d)}{G(S_d)} \rfloor$ subchannels throughout the frame. Given $L \leq M_H$ streams per home, the per-stream effective channels are computed for each home in the group and for each subchannel in $C_d(\hat{U})$. The reason why we might choose $L < M_H$ is because we might be interested in forcing the number of streams to be small to see the impact they have on performance. This is what we do in Section V-B.

Given the downlink piecewise constant MCS function with a set $Q$ of $Q$ levels, a DL configuration $V_d$, a group $\hat{U}$ and its allocated subchannels $C_d(\hat{U})$, knowing the effective channels $\{E_{k,l}^{c}\}, k \in \hat{U}, l \in \{1, \ldots, L\}, c \in C_d(\hat{U})$, the objective is to verify whether there exists a distribution of power $\{P_{k,l}^{c}\}$ to each user stream in each PRB corresponding to channels in $C_d(\hat{U})$ so that we can give MBR$_d$ to the homes in $\hat{U}$. Let $T_d$ be the set of DL time-slots, where $|T_d| = T_d = T - T_u$. We formulate the DL power distribution problem $P^0_d(\hat{U}, V_d, L)$ in a given frame as:

$$\max_{\lambda, (\hat{U}, V_d, L), \{P_{k,l}^{c}\}, \{r_{k,l}^{c}\}, \{I_{k,l}^{c}\}} \lambda(\hat{U}, V_d, L)$$

(1)

$$\lambda_k \geq \lambda(\hat{U}, V_d, L) \quad \forall k \in \hat{U}$$

(2)

$$\lambda_k = \frac{1}{T} \sum_{c \in C_d(\hat{U})} \sum_{l \in T_d} \sum_{t=1}^{L} \gamma_{k,l}^{c,t} \forall k \in \hat{U}$$

(3)

$$\sum_{k \in \hat{U}} \sum_{l=1}^{L} P_{k,l}^{c} \leq P_{PRB}^d \forall c \in C_d(\hat{U}), t \in T_d$$

(4)

$$\gamma_{q,k,l,q}^{c,t} \leq P_{k,l}^{c} \forall c, t, k, l \in \{1, \ldots, L\}, q \in Q$$

(5)

$$r_{k,l}^{c,t} = B_C \sum_{q \in Q} E_{k,l}^{c,t} \forall c, t, k, l$$

(6)

$$\sum_{q \in Q} I_{k,l}^{c,t} \leq 1 \forall c, t, k, l$$

(7)

$$I_{k,l}^{c,t} \in \{0,1\} \forall c, t, k, l, q$$

(8)

Through (1) and (2), we seek to maximize the minimum user rate in the group, $\lambda(\hat{U}, V_d, L)$. (3) defines the rate $\lambda_k$ given to home $k$ in the frame, which is a function of the per-PRB, per-stream rates $\gamma_{k,l,q}^{c,t}$. (4) constrains the power to use on a PRB. This problem uses the practical MCS function, where the selected MCS level $q$ is determined by (5) and the resulting rate $r_{k,l}^{c,t}$ is given in (6). The practical MCS function is piecewise-constant and introduces integer variables $r_{k,l}^{c,t}$ (see (8)), making the problem a mixed integer nonlinear programming problem (MINLP). This piecewise function has a derivative of 0 everywhere except at the points of discontinuity, which makes problem $P^0_d(\hat{U}, V_d, L)$ difficult to solve [31].

To make the problem more tractable, we approximate the MCS function with a continuous function. Specifically, the rate given to the $l$-th stream of home $k$ in PRB $(c, t)$ can be approximated by [32]

$$r_{k,l}^{c,t} = B_C \min \left( SE_{\text{max}}, a \left( \frac{\text{SINR}_{k,l}^{c,t}}{B_C} \right) \right)$$

(9)

where $a > 0$, $0 \leq b \leq 1$, $SE_{\text{max}}$ is the highest SE of the practical MCS function and $\text{SINR}_{k,l}^{c,t} = E_{k,l}^{c,t} E_{k,l}^{c,t}$. We denote $r_{\text{max}} = B_C SE_{\text{max}}$ in the following. Note that this function is continuous and gives a non-zero rate for any $\text{SINR} > 0$ while the practical MCS function is strictly positive only if $\text{SINR} \geq \frac{1}{\gamma_1}$ where $\gamma_1$ is the first threshold of the MCS function.

With (9), $P^0_d(\hat{U}, V_d, L)$ can be approximated by $P_d(\hat{U}, V_d, L)$:

$$\max_{\lambda(\hat{U}, V_d, L), \{P_{k,l}^{c}\}, \{r_{k,l}^{c}\}, \{I_{k,l}^{c}\}} \lambda(\hat{U}, V_d, L)$$

(10)

$$\lambda_k \geq \lambda(\hat{U}, V_d, L) \quad \forall k \in \hat{U}$$

(11)

$$\lambda_k = \frac{1}{T} \sum_{c \in C_d(\hat{U})} \sum_{l \in T_d} \sum_{t=1}^{L} \gamma_{k,l}^{c,t} \forall k \in \hat{U}$$

(12)

$$\sum_{k \in \hat{U}} \sum_{l=1}^{L} P_{k,l}^{c} \leq P_{PRB}^d \forall c \in C_d(\hat{U}), t \in T_d$$

(13)

$$r_{k,l}^{c,t} \leq r_{\text{max}} \forall c, t, k, l \in \{1, \ldots, L\}$$

(14)

$$r_{k,l}^{c,t} \leq B_C \min \left( SE_{\text{max}}, \left( \frac{\text{SINR}_{k,l}^{c,t}}{B_C} \right) \right) \forall c, t, k, l$$

(15)
For a given realization \( \omega(U) \), a given \( L \), and a configuration \( \mathcal{V}_d \), we solve \( \mathbf{P}_d(\mathcal{U}, \mathcal{V}_d, L) \) for every group \( \mathcal{U} \subseteq \{ \mathcal{U}_1, \ldots, \mathcal{U}_{G(S_d)} \} \). This computation uses the approximated MCS function (9). After determining the optimal powers \( \{ P_{k,l}^{c,t} \} \), we compute the per-stream SINRs for all the streams in each home in the group \( \mathcal{U} \) for each PRB corresponding to subchannels in \( \mathcal{C}_d(\mathcal{U}) \), i.e., \( \text{SINR}_{k,l}^{c,t} = P_{k,l}^{c,t} E_{\mathcal{U},k,l}^c \) and map the result through the practical 3GPP MCS function to determine the real rate \( \hat{r}_{k,l}^{c,t} \) assigned to each user stream in each PRB.

Note that if \( \text{SINR}_{k,l}^{c,t} < \gamma_1 \), then stream \( l \) of home \( k \) receives a zero rate in PRB \( (c, t) \), which is equivalent to not selecting stream \( l \) in that PRB. The real DL rate given to each home in \( \mathcal{U} \) in the frame is

\[
\hat{\lambda}_k = \frac{1}{T} \sum_{c \in \mathcal{C}_d(\mathcal{U})} \sum_{t \in \mathcal{T}_u} \sum_{l=1}^{M_H} \hat{r}_{k,l}^{c,t} \quad \forall k \in \mathcal{U}. \tag{16}
\]

If \( \hat{\lambda}_k \geq \text{MBR}_d \) for all \( k \in \mathcal{U} \) then \( (\mathcal{V}_d, L) \) is feasible for group \( \mathcal{U} \) of the realization \( \omega(U) \) on the DL. If \( (\mathcal{V}_d, L) \) is feasible for all \( \mathcal{U} \subseteq \{ \mathcal{U}_1, \ldots, \mathcal{U}_{G(S_d)} \} \), we say that \( (\mathcal{V}_d, L) \) is feasible for realization \( \omega(U) \) on the DL.

As mentioned earlier, for a given system setting \( S \), we consider a large set \( \Omega(U) \) of realizations with \( U \) homes. If there exists a pair \( (\mathcal{V}_d, L) \) for which 95% of the realizations are feasible, then we say that \( (\mathcal{V}_d, L) \) is U-feasible on the DL. As also noted earlier, there could be many feasible such pairs, which could have an impact on the way the system is operated as discussed in Section V-G.

### B. Uplink Formulation

For a given setting and radius, for a given realization \( \omega(U) \), an uplink configuration \( \mathcal{V}_u = (T_u, S_u) \), the uplink user selection (i.e., user grouping) process divides the homes into static groups of size \( S_u \). There is a total of \( G(S_u) = \left\lfloor \frac{U}{S_u} \right\rfloor \) groups \( \mathcal{U}_1, \ldots, \mathcal{U}_{G(S_u)} \), and each group \( \mathcal{U} \) is randomly assigned a set \( \mathcal{C}_u(\mathcal{U}) \) of \( n(S_u) = \left\lfloor \frac{C}{G(S_u)} \right\rfloor \) subchannels throughout the frame. Given \( L \leq M_H \) streams per home, the per-stream effective channels are computed for each home in the group and for each subchannel in \( \mathcal{C}_u(\mathcal{U}) \).

Given the uplink piecewise constant MCS function with a set \( Q \) of \( Q \) levels, an UL configuration \( \mathcal{V}_u \), a group \( \mathcal{U} \) and its allocated subchannels \( C_u(\mathcal{U}) \), knowing the effective channels \( \{ E_{\mathcal{U},k,l}^c \} \), \( k \in \mathcal{U}, l \in \{ 1, \ldots, L \}, c \in C_u(\mathcal{U}) \), the objective is to verify whether there exists a distribution of power \( \{ P_{k,l}^{c,t} \} \) to each user stream in each PRB corresponding to channels in \( C_u(\mathcal{U}) \) so that we can give \( \text{MBR}_u \) to all the homes in \( \mathcal{U} \). Let \( \mathcal{T}_u \) be the set of UL time-slots, where \( |\mathcal{T}_u| = T_u \). We directly formulate the following approximated problem \( \mathbf{P}_u(\mathcal{U}, \mathcal{V}_u, L) \) on the UL (similar to \( \mathbf{P}_d(\mathcal{U}, \mathcal{V}_d, L) \) on the DL) as:

\[
\max_{\mathcal{X}(\mathcal{U}, \mathcal{V}_u, L), \{ \lambda_{k}^{c,t} \}} \mathcal{X}(\mathcal{U}, \mathcal{V}_u, L) \quad \forall k \in \mathcal{U} \tag{17}
\]

\[
\lambda_k^{c,t} \geq \mathcal{X}(\mathcal{U}, \mathcal{V}_u, L) \quad \forall k \in \mathcal{U} \tag{18}
\]
number of channels necessary to offer $MBR_d$ to all $S_d$ homes in $\omega_d$ given $T_u$ time-slots are allocated to the UL. Note that for a given $MBR$, it is impossible to give a home the $MBR$ if the number of subchannels allocated to a home is less than $C_{\text{min}}(MBR) = \left\lceil \frac{MBR}{C_{\text{SE}} \cdot \text{max}} \right\rceil$, where $C_{\text{SE}}$ is the highest SE of the practical MCS function. In other words, Line 3 will always be false when $n < C_{\text{min}}(MBR)$, hence we initialize it with $n = C_{\text{min}}(MBR)$ in Line 1. There is a subtlety in Line 2 for the DL. Indeed, on the DL, we solve the PD problem with $n$ subchannels allocated to the group but with $P_{\text{PRB}}^d = P_{\text{max}}$ where $C$ is the number of subchannels allocated to the original system; hence $n(V_d, L)$ is a function of $C$.

For the UL, we also use Algorithm 1 but when we solve the problem with $n$ subchannels, $P_{\text{PRB}}^k = \frac{P_u}{n}$.

Having computed $n(V_d, L)$ (resp. $n(V_u, L)$), we can compute the number of homes that can receive $MBR_d$ on the DL (resp. $MBR_u$ on the UL) if the system has $C$ subchannels, i.e.,

$$U_d(V_d, L, C) = \left\lceil \frac{C}{n(V_d, L)} \right\rceil S_d$$

$$U_u(V_u, L, C) = \left\lceil \frac{C}{n(V_u, L)} \right\rceil S_u$$

This is because we can create independent groups of size $S_d$ and $S_u$ respectively and allocate to each group the number of subchannels needed. Note that the above equations are true because when we allocate subchannels to groups the power per PRB neither changes on the DL (we keep $P_{\text{PRB}}^d = P_{\text{max}}$ irrespective of the value of $S_d$) nor does it change on the UL (by construction). (24) and (25) could be computed exhaustively for every quadruple $(T_u, S_d, S_u, L)$, but more efficient techniques can be applied to reduce computations (e.g., if $(T_u, S_d, L)$ is determined to be infeasible in the DL, then we know that $(T_u, S_d, L)$ is infeasible in the DL for all $T_u < T_u$).

A search on $T_u$ for different $S_d$ and $S_u$ then determines the correct configuration of $T_u, S_d, S_u$ required to maximize the number of homes in the system. Let $U^*(L, C)$ be the user limit for the system setting $S$ with $C$ subchannels when there are $L$ streams per home, where

$$U^*(L, C) = \max_{T_u, S_d, S_u} \{\min(U_d(V_d, L, C), U_u(V_u, L, C))\}$$

To keep the notation light, we omit $(L, C)$ in further references to the user limit. $U^*$ is obtained for some $T_u = T_u^*, S_d = S_d^*$, and $S_u = S_u^*$. We refer to the triple $(T_u^*, S_d^*, S_u^*)$ yielding $U^*$ as the optimal configuration.

Clearly this simplified process gives us an estimate of what we could find through brute force (we will validate it in the numerical section). If necessary, we could use this estimate as a starting point to initialize a search for the real limit. The fact that the parameters in the configuration $(T_u, S_d, S_u)$ are all integer values makes our search space relatively small; however, this also introduces the possibility that rounding errors could occur when using our approach. That being said, in Section V-D we will validate that the granularity provided by the simplified process we developed is acceptable for the purpose of planning a network. The user limit that we obtain also depends on our grouping strategy. In practice, for a given situation, i.e., a set of user locations and their channels, an operator might benefit from grouping users more smartly; however, because we are dealing with many realizations of users we resort to arbitrary grouping, leaving smarter grouping for further study in an operational context as opposed to a planning one. It is also possible that a more sophisticated user selection could offer the $MBR$s to more homes if we were to reformulate the problem as a joint user selection and power distribution problem that was solved per-realization. However, this would make the problem more difficult to compute and it could only be solved through brute force. The strength of our approach is that it is simple and robust and provides very useful insights to MNOS during the planning phase.

V. Numerical Results

In this section we present the numerical results of our study. We begin by describing the channel settings. Next we conduct an initial study of the case when $U \leq N$ and all $U$ homes are selected in each PRB, which informs us about the impact of multiple streams on performance as well as how we can implement user grouping. Then we study the network planning problem when $U > N$, determining the user limit and the optimal configuration of $T_u, S_d, S_u$, for a given system setting and radius. We end the section by providing some useful insights into how MNOS could operate FWA networks.

A. System and Channel Settings

Before providing the numerical results, we describe the channel settings and then the MCS function. $^5$ We adopt the 3GPP rural macro (RMa) path loss model [33], but assume that the MNO installs a roof-mounted array of antennas at each home and points it directly at the best BS, guaranteeing a line-of-sight view between every home and the BS. The BS transmits using a mid-band carrier frequency $f_c = 3.5$ GHz. We consider NR numerology 1 [2], which utilizes subchannels of bandwidth $B_C = 360$ kHz and time-slots of length $T_S = 0.5$ ms. The frame has a total of $T = 20$ time-slots. We will vary the number of slots allocated to the uplink $T_u$.
in order to determine the user limit for a given system setting $S$. We consider system bandwidths of $B = 25$ MHz and $B = 50$ MHz, which correspond to $C = 65$ and $C = 133$ subchannels, respectively.\(^6\)

The BS is located at the center of the cell and the homes are uniformly distributed within a circle of radius $\mathcal{R}$ and a minimum distance of $d_{2D}^{\min} = 35$ m from the BS. The BS antennas are at height $h_{BS} = 100$ m and the home antennas are at height $h_{u} = 5$ m, which is considered a typical building height under the RMa model.

We will consider several settings $S$, by varying the number of antennas at the BS $M_{BS}$, the number of antennas at each home $M_{H}$, the BS transmit power $P_{\text{max}}$, the system bandwidth $B$ (and hence, the total subchannels $C$), and the MBR in the DL $MBR_{d}$ and UL $MBR_{u}$ for different cell radii $\mathcal{R}$. We summarize the parameters used in the numerical computations in Table I. The system settings that we vary are shown in braces {}.

We adopt a tapped-delay-line channel model with 8 taps based on [33, Table 7.7.2-5]. Since each home is fixed, the channel coherence time is large; hence, we assume that the channel coefficients are constant throughout the frame.

The BS and all homes are assumed to be equipped with uniform planar arrays (UPA) with omnidirectional antennas; thus at the BS (resp. homes) there are $\sqrt{M_{BS}}$ (resp. $\sqrt{M_{H}}$) antennas in both vertical and horizontal directions with identical spacing $d_{u}^{\text{BS}}$ (resp. $d_{u}^{\text{H}}$). Following [32], [35], [36], [37], we adopt the exponential correlation model, where the correlation coefficient between adjacent antennas at the BS (resp. at homes) is $0.4$ (resp. $e^{-d_{u}^{\text{BS}}/\lambda} = 0.01$ [37]).

For the MCS function, the SINR-SE mapping we use for the UL and the DL is taken from [32, Table I] and [38]. For the MCS approximation in (9), we follow the results derived in the paper. We will study the impact of all the above parameters later. With $M_{BS} = 64$ and $M_{H} = 4$ we have $N = 16$; hence we examine the case where $U \leq 16$. Also, the maximum number of streams per home is $M_{H} = 4$. We set $T_{u} = \frac{7}{2} = 10$ slots. Clearly, the results are very dependent on the value of $T_{u}$ as will be discussed at the end of this section.

Note that our baseline setting presented throughout the rest of the paper will comprise $C = 65$ subchannels; however, in this section we change the total number of subchannels in the system $C$, while keeping the DL power per PRB fixed at $P_{\text{max}}/65$. Here, changing $C$ will reveal how the number of subchannels allocated to a group impacts the minimum rates given to homes in that group, and therefore motivates the computation of the minimum subchannels $n$ needed to provide the MBR in Algorithm 1.

For every $U \leq N$, we generate $\Omega = 100$ realizations. Each realization $\omega(U)$ corresponds to a set $U$ of $U$ homes along with their channel matrices. For each $\omega(U)$ and each $L \leq M_{H}$ we compute the effective channels and solve $P_{d}(\mathcal{U}, \mathcal{V}_{u}, L)$ to obtain the power distribution that maximizes the minimum DL rate of the homes, and verify using the real MCS function whether every home receives a rate of at least $MBR_{d}$. Likewise, we solve $P_{u}(\mathcal{U}, \mathcal{V}_{u}, L)$ in the UL to confirm whether each home receives a rate of at least $MBR_{u}$.

In Figure 1, we plot the 95th percentile of the minimum DL user rate (among the $U$ homes) for different numbers of streams under the baseline system settings when the radius is $R = 1500$ m and $T_{u} = 10$ as a function of $U$. The results in Figures 1(a), 1(b) and 1(c) correspond to the cases where the total subchannels $C$ in the system are 65, 20, or 10, respectively. For all cases the DL PRB power is fixed, i.e., $P_{\text{PRB}}^{d} = P_{\text{MAX}}^{d}$. We observe that limiting the number of streams to less than $M_{H}$ is impacting the performance a lot. Indeed, multiple streams can greatly improve the performance when $U$, the number of homes, is small relative to $N$. However, as $U$ increases, we begin to see the curves for different

---

### Table I

**System Parameters for Numerical Results**

| Parameters | Values |
|------------|--------|
| Carrier frequency ($f_c$) | 3.5 GHz |
| Cell radius ($\mathcal{R}$) | 1500,2000,3000,4000,5000,10000 m |
| System bandwidth ($B$) | (25,50) MHz |
| Number of sub-channels ($C$) | 65,133 |
| Subchannel bandwidth ($B_C$) | 360 kHz |
| Number of time-slots per frame ($T$) | 20 |
| Time-slot duration ($T_S$) | 0.5 ms |
| Maximum power of BS ($P_{\text{max}}$) | (40,80) W |
| Maximum power of home ($P_{u}$) | 400 mW |
| Minimum bit-rate in DL ($MBR_d$) | (15,30) Mbps |
| Minimum bit-rate in UL ($MBR_u$) | (2.5,5) Mbps |

| Parameters | Values |
|------------|--------|
| Total antennas at BS ($M_{BS}$) | (64,128) |
| Total antennas at home ($M_{H}$) | (4,8) |
| Effective antenna height at BS ($h_{BS}$) | 100 m |
| Effective antenna height at home ($h_{u}$) | 5 m |
| Minimum distance between BS and home ($d_{2D}^{\min}$) | 35 m |
| Adjacent antenna distance at BS ($d_{H}^{\min}$) | 0.5 m |
| Adjacent antenna distance at home ($d_{u}^{\min}$) | 0.2 m |
| BS channel correlation coefficient ($\rho_{H}$) | 0.4 |
| Home channel correlation coefficient ($\rho_{u}$) | $\exp(-d_{u}^{\text{BS}}/\lambda)$ |
| Noise power density ($N_0$) | $-174$ dBm/Hz |
| Noise figure ($\xi$) | 9 dB |

---

\(^6\)Due to the use of guard bands, the total number of subchannels does not scale linearly with the bandwidth.

---

### B. Understanding the Impact of Streams and Group Sizes

As a first step, we study the case where $U \leq N$ for $L \in \{1, \ldots, M_{H}\}$ and all $U$ homes are selected in each PRB, i.e., there is a single group of size $U$. This will provide insight into how user grouping should be performed when $U > N$ (basically, what we will show is that using $S_d = N = S_u$ is not the right thing to do when $U > N$). We will also observe the impact on the performance of limiting the number of streams to less than $M_{H}$.

In this first numerical section devoted to $U \leq N$, we set $B = 25$ MHz, $M_{BS} = 64$ antennas, $M_{H} = 4$ antennas, $P_{\text{max}} = 40$ W, $MBR_{d} = 30$ Mbps and $MBR_{u} = 5$ Mbps, which we refer to as the baseline setting in the remainder of the paper. We will study the impact of all the above parameters later. With $M_{BS} = 64$ and $M_{H} = 4$ we have $N = 16$; hence we examine the case where $U \leq 16$. Also, the maximum number of streams per home is $M_{H} = 4$. We set $T_{u} = \frac{7}{2} = 10$ slots. Clearly, the results are very dependent on the value of $T_{u}$ as will be discussed at the end of this section.
numbers of streams overlapping, which indicates that PD is not selecting all streams, e.g., when \( U = 8 \), the fourth stream provides almost no benefit. On the other hand, the results also make it clear that for certain numbers of homes, using too few streams could greatly degrade performance, e.g., for \( U < 10 \), limiting the number of streams to one per home could degrade performance by a factor of 3 to 4. Therefore, it is clear that the appropriate number of streams is dependent on the selected number of homes. By using PD to perform stream selection, we can automatically determine that number.

Figure 1(a) also shows that with \( MBR_d = 30 \) Mbps and \( T_u = 10 \), we cannot guarantee \( MBR_d \) to every home for \( U = 14 \) or \( U = 16 \) even if they are allocated all the 65 sub-channels. On the other hand, Figure 1(b) shows that with 20 sub-channels we can give 8 homes \( MBR_d \); hence, to give 16 homes \( MBR_d \) we could simply divide the homes into two groups and give each group 20 sub-channels. Thus, we learn that for \( U \) close to \( N \), it might be better to divide homes into groups and allocate a fraction of the subchannels to each group than to select all homes at once and give them all of the subchannels.

These results also illustrate how grouping can be used to serve \( U > N \) homes. For example, continuing from above, after allocating 40 subchannels across the first two groups of 8 homes, there would be 25 unallocated subchannels remaining. Hence an additional 8 homes could easily be given \( MBR_d \) for a total of 24 homes served. However, we are not limited to 24 homes: Figure 1(c) shows that with 10 subchannels, 6 homes can be given \( MBR_d \); thus with 65 subchannels total, we could instead form 6 groups of 6 homes and give \( MBR_d \) to a total of 36 homes.

We plot in Figure 2, similar results for the UL for \( U \leq N \) with the baseline setting when \( R = 1500 \) m and \( T_u = 10 \). Once again, we consider the case where the total subchannels in the system is 65, 20, and 10 in Figures 2(a), 2(b) and 2(c), respectively. Recall from (20) that the UL power per PRB \( P_k^{PRB} \) is inversely proportional to the number of subchannels allocated to the home. As for the DL, the UL also benefits from multiple streams when the number of homes is small.

For the UL, we also see that grouping is necessary to serve more than 10 homes, as we cannot select \( U > 10 \) homes at once and give them all \( MBR_u \) even with 65 subchannels (Figure 2(a)). However, we could easily give 16 homes \( MBR_u \) by dividing them into two groups of 8 and giving each group 20 subchannels (Figure 2(b)); or we could do the same with just 10 subchannels available to give each group (Figure 2(c)). Figure 2(c) shows that taking groups of \( S_u = 8 \) homes and giving each group 10 subchannels would enable 48 homes to receive \( MBR_u \) if the total number of channels is 65. Unfortunately, for \( T_u = 10 \), we cannot offer \( MBR_d \) to this
many homes. Hence, for the baseline setting and $T_u = 10$, we see that the DL is the bottleneck of the system. Clearly, decreasing $T_u$ would provide more resources to the DL, which would increase the number of homes that can receive $MBR_d$ while the number of homes that can receive $MBR_u$ would decrease. At a certain point, i.e., a certain value of $T_u$, the UL would become the bottleneck.

*Lessons Learned:* From the results in this section we learned that the appropriate number of streams to use depends on the group size. In general more streams are better when the group size is small relative to $N$; however, solving the PD problem enables us to automatically determine the right number of streams. We also showed why user grouping is critical. For group sizes close to $N$, we cannot give every home the MBRs, even if we allocate every subchannel in the system to the group. Thus, to serve $U > N$ homes, it is essential to divide homes into smaller groups and allocate a fraction of the subchannels to each group. These results hold for both the DL and the UL.

### C. Planning Results for Baseline Setting

Now our goal is to determine, for a given system setting $S$, the user limit $U^*(S)$ as well as a configuration $V^*(S)$ that achieves that limit for a given radius. For this study we set $L = M_H$ and allow PD to perform stream selection. We initially study the baseline system for $|\Omega| = 100$ realizations. Using Algorithm 1, we compute the number of subchannels necessary to offer $MBR_d$ and $MBR_u$ for 95% of realizations for different group sizes and for $T_u \in [1, 19]$. Based on these results, we determine the DL user limit $U_d$ and UL user limit $U_u$ for the baseline setting and $\mathcal{R} = 1500$ m, which we plot in Figure 3 as a function of $T_u$. Per (26), $U^*$ occurs at the point where the DL and UL user limits intersect. From the figure, we can see that the baseline setting is able to offer the MBR on the DL and UL to 60 homes (i.e., $U^* = 60$) when $\mathcal{R} = 1500$ m. This happens when $T_u^* = 4$, i.e., only 20% of the time-slots are given to the UL. This result is achieved with the optimal group sizes $S_d^* = 6$ and $S_u^* = 4$ which are both much lower than $N = 16$.

Now we conduct the same study for $\mathcal{R} = 5000$ m (the other setting parameters are as per the baseline) and plot the results in Figure 4. We obtain $U^* = 15$, $T_u^* = 6$, which are achieved by $S_d^* = 4$, $S_u^* = 2$. Not surprisingly, the user limit is much lower (15 homes) than the one (60 homes) for the original radius of 1500 m and the optimal group sizes are quite small.

*Lessons Learned:* In Table II, we summarize the user limits and the optimal configurations achieving these limits for the baseline setting for different cell radii. It is clear that the optimal time-slot and group configuration is dependent on the cell radius. The advantage of user grouping is also clear: for $\mathcal{R} < 5000$ m, user grouping always enables us to give more than $N$ users the MBRs. Furthermore, for all radii except $\mathcal{R} = 10000$ m, the downlink is the bottleneck of the system and requires more resources than the uplink (i.e., $T_u^* < T/2$). We observe also that for $\mathcal{R} = 10000$ m the problem is infeasible for $S_u \geq 2$; hence, we must resort to SU-MIMO, i.e., $S_u = 1$.

### D. Validation of Our Approach

Our simplified approach to determining the user limits gives us feasible results (because it is based on solving the approximate PD problems), but we would like to validate our approach to see if the user limits we computed are reasonable. To do so, we also compute the user limits by brute force for our...
We then start our brute force search for $X$ the MBRs for $95\%$ of the realizations (this is always the case). By approach, and check if we can indeed give all of the homes $R \in \ast \{U \text{baseline setting. We start by generating 100 realizations for } \Omega = 100$. Fig. 5. User limits obtained through brute force vs through our proposed method. In most cases the difference is negligible, however at $R = 2000$ the difference is about $15\%$, which could be explained by some bad luck with the rounding effects.

**Lessons Learned:** The beauty of our simple approach is that it gives us a great feasible solution.

### E. Network Planning Results

Now we examine the impact of several other systems settings, which are summarized in Table III. These settings are considered relative to the baseline: double the overall bandwidth $B$, double the antennas at the BS $M_{BS}$, double the antennas at the homes $M_H$, double the power at the BS $P_{max}$, and half $MBR_d$ and $MBR_u$. As we did for the baseline, we will study the user limits and optimal configurations achieving those limits for different cell radii, i.e., $R \in \{1500, 2000, 3000, 4000, 5000, 10000\} \text{(meters)}. $

| Setting         | $B$ (MHz) | $C$ | $P_{max}$ (W) | $M_{BS}$ | $M_H$ | $MBR_d$ (Mbps) | $MBR_u$ (Mbps) |
|-----------------|-----------|-----|---------------|----------|-------|----------------|----------------|
| Baseline        | 25        | 65  | 40            | 64       | 4     | 30             | 5              |
| Double bandwidth| 50        | 133 | 80            | 64       | 4     | 30             | 5              |
| Double BS antennas | 25      | 65  | 40            | 64       | 8     | 30             | 5              |
| Double home antennas | 25    | 65  | 40            | 64       | 4     | 15             | 2.5            |
| Double BS power | 25        | 65  | 80            | 64       | 4     | 30             | 5              |
| Half MBR        | 25        | 65  | 40            | 64       | 4     | 15             | 2.5            |

To reduce the overall computations, we make the following observations a priori:

1) For the double BS power setting, we may reuse the UL results from the baseline scenario because changing $P_{max}$ has no impact on the UL user limit (problem $P_u$ is not dependent on $P_{max}$).

2) For the double bandwidth setting, for a given $\mathcal{V}_u = \{T_u, S_u\}$ we may reuse $n(\mathcal{V}_u, L)$ (the subchannels necessary to achieve $MBR_u$) from the baseline (from constraint (20), the results of $P_u$ are determined by $|C_u|U|$ and not by the total channels $C$); then we may use (25) to recompute $U_u(\mathcal{V}_u, L, C)$ with the larger value of $C$.

We plot the user limits for each setting in Figure 6(a) as a function of $R$. We observe that the user limit can be doubled when the bandwidth $B$ or the number of BS antennas $M_{BS}$ is doubled, or when $MBR_d$ and $MBR_u$ are halved. Adding antennas at the BS might be a solution when an operator is limited in the bandwidth it has at its disposal. On the other hand, doubling the BS power $P_{max}$ alone only provides a marginal increase to the total number of homes that can be given the MBRs. Counter intuitively, increasing the antennas at the homes adversely affects the number of homes that can receive the MBR for small cell radii and does not improve it for large radii (the reason for this is explained below).

In Figure 6(b) and Figure 6(c), we plot the group sizes achieving the user limits in the DL and UL, respectively. Note that, in the DL, the baseline, double bandwidth, and half MBR settings achieve their user limits with the same DL group sizes at all radii except $R = 100000$; in the UL, the baseline, double bandwidth, and double power settings achieve their limits with the same UL group sizes at all radii. When $M_{BS} = 128$ and $M_H = 4$ we have $N = 32$ and, hence, we can form larger groups. Indeed, Figures 6(b) and 6(c) show that this setting achieves the DL and UL user limits with larger group sizes than the other settings.

In the case where the number of antennas at the home are doubled, we have $M_H = 8$. With $M_{BS} = 64$ this gives $N = 8$, meaning fewer homes can be selected together. Even though $M_H = 8$ increases the maximum number of streams per home to 8, in order to take advantage of these extra streams we are forced to use smaller group sizes, as is shown in Figure 7 for the DL when $T_u = 10$ and 10 suchannels are allocated per group. Despite the fact that we can gain in throughput at these smaller group sizes compared to when $M_H = 4$ (Figure 1(c)), we lose out in the channels that are available to distribute among enough groups to boost the user limit. Thus, for the same number of subchannels that we could give a group of 6 homes the MBRs when $M_H = 4$, we can only give the
Fig. 6. Absolute user limits and group sizes required to achieve the limits for different settings.

Fig. 7. Minimum DL user rates for $\Omega \leq N$: $\Omega = 100$, $R = 1500$ m, $M_{BS} = 64$, $M_H = 8$, $P_{max} = 40$ W, $MBR_d = 30$ Mbps, $T_u = 10$ (10 subchannels are allocated to the homes, but $P_{PRB} = \frac{P_{max}}{65}$).

MBRs to a smaller group of homes when $M_H = 8$; hence, under this setting, the user limit is less than the baseline and $S_d^*$ and $S_u^*$ are typically smaller as shown in Figures 6(b) and 6(c), respectively. Note that when $R = 10000$ m, for all settings except the one where $M_{BS} = 128$, the problem is only feasible if we treat the UL as SU-MIMO (i.e., with $S_u = 1$).

Lessons Learned: The attainable user limits are highly dependent on the system settings. As one might expect, doubling the system bandwidth or halving the MBRs means that twice as many homes can be supported; however, operators with limited spectrum resources could also achieve similar results by doubling the antennas at the BS instead. On the other hand, increasing the BS transmit power provides minimal improvements, especially for large cell radius. We also see that there is a close relationship between the optimal group sizes and the number of antennas at the BS and at the homes. Increasing $M_{BS}$ increases $N$ and enables larger group sizes to be used, supporting more users in the system. Increasing $M_H$ increases the maximum possible number of streams; however, it also decreases $N$, thus limiting the size of groups that can be used and counteracting the effects of more streams.

F. A Word on Runtime and Complexity

In order to compute the user limit, we need to solve multiple instances of the PD problem on the DL and on the UL. Indeed, for a given realization, we try different values of $T_u$, different values of the group sizes $S_d$ and $S_u$, and of course we redo this for 100 realizations. Hence, we need to be able to solve the PD problem quite fast. Solving one instance of the original PD problem $P_0^d$ is very long compared to the approximated problem $P_d$. This is because $P_0^d$ uses the practical MCS function, introducing $|C_d(U)||T_d||U|LQ$ additional (integer) variables $\{I_{c,t,q}\}$ (one variable per MCS level for each stream of every user in each PRB) to be solved compared to problem $P_d$. The practical MCS function is piecewise constant, which makes $P_0^d$ a non-convex MINLP. This type of problem is difficult to solve. It can be solved by advanced commercial solvers (e.g., BARON) that employ branch-and-bound methods, but these techniques have exponential complexity in general [39]. Practically, when we used BARON for $P_0^d$, we were restricted in the size of the problem we could solve. By replacing the practical MCS function with a continuous concave approximation in $P_d$, we make the PD problem into a convex NLP, which can be solved through more efficient techniques, e.g., interior-point methods [31]. $P_d$ also has much less variables. Practically, for a given mid-size system, $P_d$ can be solved in minutes while $P_0^d$ takes hours to be solved if at all. In this paper, we use a tight, continuous approximation for the MCS function to get very good feasible solutions for the original problem.\footnote{In this approximation, the values of $a$ and $b$ in (9) are selected to minimize the mean squared error between the practical and continuous MCS functions. These functions are illustrated in [32, Fig. 1].}

If, instead, we take an approximation that upper bounds the MCS function, we would get an upper bound on the objective function. We have checked that the feasible solution that we obtain with the tight approximation yields an
the maximum number of homes that can be given the MBRs) necessary to attain those limits. To obtain these results we assumed every home was always active; however, typically, even if an MNO has $U^*$ homes subscribing to its FWA service in a given cell, the number of active homes $U$ would be less than the limit $U^*$ most of the time. The results obtained through the network planning study above can yield significant new information about how the network should be operated when $U < U^*$, i.e., should the configuration remain the same and equal to what we call in the following the "planning configuration" $\mathcal{V}(U^*) = (T_u(U^*), S_d(U^*), S_u(U^*))$ at all times or should it change depending on $U$?

This question is linked to the following one: if many configurations are $U$-feasible, which one is the best? This, of course, depends on an additional criteria defining "best". We decided to use the sum-rate (averaged over the 95% realizations that we keep) as that criteria. For example, in Figure 8, we show the DL and UL sum-rates that can be attained when $U = 30$ homes are active under the baseline setting and $R = 1500$ m. Each point in the plot corresponds to the $U$-feasible configuration providing the largest sum-rates on the DL and the UL for a given $T_u$. From this data it is clear that different configurations can provide different performance on the DL and UL. Moreover, for $U = 30$ there exist $U$-feasible configurations that can provide better sum-rates than $\mathcal{V}(U^*)$ both on the DL and the UL. To determine which configuration is best, we need to decide how much weight the MNO gives to the DL and UL sum-rates. Let $\alpha$ be the DL weight, and define the weighted sum-rate for $U \leq U^*$ and configuration $\mathcal{V}$

$$WSR(\alpha, U, \mathcal{V}) = \alpha \times SR_d(U, \mathcal{V}_d) + (1 - \alpha) \times SR_u(U, \mathcal{V}_u)$$

For $U = 30$, the baseline setting and $R = 1500$ m, if $\alpha = 0.5$ (resp. $\alpha = 0.75$), the best WSR is 1352 Mbps (resp. 1860 Mbps) which is attained with $T_u = 5$ (resp. $T_u = 3$) while if we had used the configuration obtained via planning (i.e., to enable $U^* = 60$), the WSR would have been 1144 Mbps (resp. 1548 Mbps). We found that using a configuration for a number of active homes $U \leq U^*$ could yield performance of up to 30% better than with the planning configuration depending on the values of $U, \alpha$ and the radius among other things.

We repeat the analysis for the baseline setting for $R = 5000$ m and $U = 8$ ($U^* = 15$ for this setting and radius) and plot the sum-rates that can be achieved for different $T_u$ in Figure 9. In this case there are fewer configurations that are $U$-feasible, and less configurations that can improve upon $\mathcal{V}(U^*)$ both for the UL and the DL. Indeed, for $\alpha = 0.5$ (resp. $\alpha = 0.75$) the best WSR is 447 Mbps (resp. 603 Mbps), which is attained with $T_u = 7$ (resp. $T_u = 5$), whereas $\mathcal{V}(U^*)$ yields a WSR of 413 Mbps (resp. 561 Mbps). At this radius the performance improvement due to choosing a better configuration for $U \leq U^*$ is limited to 8%.

Lessons Learned: From these results, we learn that by adapting the configuration to the number of active homes, we might provide noticeable performance improvements to homes, especially if the radius is not too large. In the past, dynamic resource sharing in TDD systems was not practical, and TDD-LTE systems were typically statically or semi-statically configured. However 5G provides significantly more flexibility in this regard, making it possible to change time-slot configurations frame-to-frame [40]. This flexibility is designed to make it possible for operators to serve diverse, sometimes conflicting user requirements, e.g., DL-heavy eMBB vs UL-heavy mMTC. Our results show that such a scheme could also be used to dynamically operate the network based on the number of active homes. Dynamic TDD could create interference challenges between neighboring cells and there is ongoing research in this area [41], [42], however this interference should be easier to manage in rural environments.
VI. CONCLUSION

In this paper we have studied the problem of planning a rural 5G-TDD MU-MIMO network to jointly provide broadband services (and minimum bit rates) in the DL and UL to FWA homes under block diagonalization (BD) precoding and combining. We first studied the case where the total number of homes \( U \leq N = \left\lceil \frac{M_{BS}}{M_{MU}} \right\rceil \) (the ratio of antennas at the BS to the antennas at one home) and showed that multi-antenna FWA homes benefit from using multiple data streams. Moreover, we showed that dividing homes into static groups with fixed subchannel allocations ensures many more homes can be given the MBR than selecting close to \( N \) homes at the same time.

Next we studied the case where \( U > N \). Since the system is TDD, determining the maximum number of homes that can be given MBRs jointly in the DL and the UL would require solving the DL and UL problems many times for different total numbers of homes \( U \), different group sizes, and different slot configurations. To simplify this process, we developed a simple procedure to determine the DL and UL user limits for a given time-slot configuration and a given group size, which we validated against brute force computation. Under this procedure we analyzed the impact of user grouping on the DL and UL user limits for different time-slot configurations and determined the absolute user limits for a number of different system settings at different cell radii. Finally, we provided some insights on how networks can be dynamically operated to provide DL and UL MBRs to FWA homes.

The tools that we have developed and the results that we have obtained can help MNOs decide if introducing FWA for fixed broadband is profitable, i.e., if the user limits are large enough to warrant the implementation of that service. Furthermore, the results can help MNOs provision their networks to meet a certain user limit.
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