Neutron stars as photon double-lenses: constraining resonant conversion into ALPs
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Abstract

Axion-photon conversion is a prime mechanism to detect axion-like particles that share a coupling to the photon. We point out that in the vicinity of neutron stars with strong magnetic fields, magnetars, the effective photon mass receives comparable but opposite contributions from free electrons and the radiation field. This leads to an energy-dependent resonance condition for conversion that can be met for arbitrary light axions and leveraged when using systems with detected radio component. Using the magnetar SGR J1745-2900 as an exemplary source, we demonstrate that sensitivity to $m_a < 10^{-6}$ eV can be gained for $m_a \lesssim 10^{-8}$ eV, with the potential to improve current constraints on the axion-photon coupling by more than one order of magnitude over a broad mass range. With growing insights into the physical conditions of magnetospheres of magnetars, the method hosts the potential to become a serious competitor to future experiments such as ALPS-II and IAXO in the search for axion-like particles.
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Introduction. Axions, originally introduced as a solution to the strong CP-problem of QCD [1–8], with the additional benefit of serving as dark matter (DM) candidates [9–11] are now broader appreciated as low-energy messengers of high-scale new physics. For example, in string constructions, axion-like particles (ALPs) appear in multitude [12–18], populating a great range of masses $m_a$ and couplings, representing viable targets for astronomical and laboratory-based searches [19–23].

Cumulatively, the largest efforts have gone into probing the axion-photon coupling. Here, once the axion mass is below the $\mu$eV scale, the leading probes are from high energy astrophysics: axions can be produced in stars or supernovae [24, 25] and subsequently convert into X- and $\gamma$-rays in galactic magnetic fields [26–28]. Alternatively, photon–ALP oscillations can leave their imprint on high energy photon spectra, e.g. leading to the dimming of sources [29–32], or, sometimes, even explain their brightness [33, 34].

Some of the strongest constraints limiting the axion-photon coupling to $|g_{a\gamma}| \lesssim 10^{-12}$ GeV$^{-1}$ have been placed from non-resonant conversion using well-measured spectra of radio galaxies, such as from NGC 1275 in the Perseus cluster [35, 36] and M87 [37] in the Virgo cluster. In turn, resonant conversion has been used to search for axion DM through radio lines produced in the conversion to photons using the strong magnetic fields of neutron stars (NS) [38–44], and significant recent effort is being invested in pinning down the physical circumstances of signal formation [45–47]. Of central importance to these studies is the account of the medium-dependent mixing between photons and axions [48]. Photons experience a modification of their dispersion relation in media that may be cast in terms of an effective mass $m_{\text{eff}}$. As is well known, the forward scattering on free, non-relativistic charges leads to a positive, energy-independent contribution $m_{\text{eff}}^2 |_{\text{charge}} \approx \omega_p^2$, where $\omega_p$ is the plasma frequency [49]. Resonant conversion becomes possible when $m_{\text{eff}}^2 = m_a^2$, and is hence believed to be relevant only in a narrow range of ALP mass where $m_{\text{eff}}^2 = \omega_p^2$ is met along the propagation path associated with significant conversion probability.

The purpose of this paper to point out that resonant conversion is possible over a large range in $m_a$, considerably improving the sensitivity to $g_{a\gamma}$ and independent of the condition that ALPs constitute DM. The central observation is that photons also receive an energy-dependent, negative contribution to their dispersion relation from the background radiation field [50], $m_{\text{eff}}^2|_{\text{EM}}(\omega) < 0$, where $\omega$ is the photon energy. This has important ramifications for photon-ALP conversion: because the contribution grows in magnitude with photon energy as $\omega^2$, the resonance condition $m_{\text{eff}}^2 = m_a^2(\omega)$ that can eventually be met for \textit{any} axion mass $m_a \leq \omega_p$. In the magnetospheres of NS with the strongest magnetic fields, magnetars, this condition is met for radio frequencies (GHz–THz) close to the surface. As
the strength of resonances increases with energy, the flux of photons can reduce significantly. Together with the presence of a geometric boundary given by the NS surface, this imprints a sharp spectral feature that can be searched for in radio data. Our objective here is to point out the main ideas and study the principal sensitivity to $g_{\gamma\gamma}$. It is to be followed up by more detailed analyses of the involved stellar systems [51].

The paper is organized as follows. First, we establish the resonance conditions and the expected photon flux. We then demonstrate our ideas using the radio measurements of the magnetar SGR J1745-2900 close to the Galactic center before concluding.

Resonant axion conversion. Axion-like particles interact with photons through the effective Lagrangian,

$$L_{\text{int}} = -\frac{g_{\gamma\gamma}}{4} a F_{\mu\nu} \tilde{F}^{\mu\nu} \equiv g_{\gamma\gamma} a \tilde{E} \cdot \tilde{B}, \quad (1)$$

where $F_{\mu\nu}$ ($\tilde{F}^{\mu\nu}$) is the (dual) photon field strength; $g_{\gamma\gamma}$ and $m_a$ are the only relevant model parameters. For the QCD axion $g_{\gamma\gamma} \sim \alpha/(\pi f_a)$ and $m_a = m_{\pi/2} f_a/f_\pi$ holds, whereas for ALPs one keeps $m_a$ as a free parameter while $g_{\gamma\gamma}^{-1}$ is still expected to be informative on the UV scale $f_a$ of symmetry breaking; we use the term axion and ALP interchangeably. In a magnetic field $\vec{B}$ the interaction (1) enables the conversion of photons (with electric field $\vec{E}$) into axions and vice versa [48, 54, 55]. If the condition $m_a^2 = m_{\text{eff}}^2$ is satisfied along the photon’s path, such conversion becomes resonant.

The energy dependent photon-axion conversion probability at the point of resonance depends on the orientation of the (anisotropic) magnetic field. Furthermore, a resonance could be met several times, and in a highly magnetized, potentially semi-relativistic plasma the propagating photon eigenmodes differ from those of a non-relativistic unmagnetized one. The accurate calculation of the photon-axion conversion can hence be a formidable theoretical problem [47]. However, once the conversion probability becomes $O(1)$, those details tend to fade.

For example, if several strong resonances were met, photon and axion populations are driven towards equipartition, and as is generally true about any equilibrium state, information about the history how it got there is lost. Similarly, if a single, strong adiabatic conversion were to damp out the entire flux, the only information retained is encoded in the frequency range of where this happens. As we shall see below, we indeed expect to enter such saturated regime by virtue of an increasing conversion probability with frequency. Here, the smallest saturated conversion with $1/3$ probability is attained when both photon polarization degrees were to take part with comparable strength. We therefore employ the simplified conservative model for the overall photon-to-axion conversion probability [56]

$$P_{\text{tot}} \approx \frac{1}{3} \left(1 - e^{-3P_{\text{obs}}} \right), \quad P_{\text{tot}} = \frac{\pi g_{\gamma\gamma}^2 \omega}{m_a^2} \sum B^2_i R_i. \quad (2)$$

Here, $P_{\text{tot}}$ is found from the Landau-Zener transition probability, $B_{T,i} = B_i(\ell_i)$ is the component of the magnetic field orthogonal to the direction of photon/axion propagation and $R_i = |d \ln m_{\text{eff}}^2/d\ell_i|^{-1}$ is the scale parameter with $\ell$ being the distance along the line-of-sight; negligible redshift has been assumed. The derivative of $R$ is calculated at each point of resonance $m_a^2 = m_{\text{eff}}^2(\ell_i)$. The loss of photons into axions is imprinted onto an initial photon flux $F_{\text{in}}(\omega)$ as,

$$F_{\text{obs}}(\omega) = F_{\text{in}}(\omega)[1 - P_{\text{tot}}(\omega)]. \quad (3)$$

For unpolarized sources, the effective photon mass receives two important contributions (“double lens”),

$$m_{\text{eff}}^2 = \omega_p^2 + m_{\text{eff}}^2\omega_{\text{EM}}, \quad m_{\text{eff}}^2\omega_{\text{EM}} = \frac{88\alpha^2 \omega^2}{135 m_e^2 \rho_{\text{EM}}}. \quad (4)$$

where $\omega_p^2 = 4\pi e n_e/m_e$. The second, negative term is the photon-photon scattering contribution $m_{\text{eff}}^2\omega_{\text{EM}}$ of the radiation field [50]. It implies that the resonance condition $m_a^2 = m_{\text{eff}}^2$ can eventually be met for any axion mass satisfying $m_a \lesssim \omega_p$. This observation is instrumental to our proposal. In a supplement, we show that while the condition of the resonant conversion in the strongly magnetized plasma is modified (see e.g. [47]), Eq. (4) and condition $m_a^2 = m_{\text{eff}}^2$ serves as a good representation of the resonance condition over a wide range of relative angles of magnetic field and photon propagation. It allows us to exhibit the central ideas without entering the difficult subject of detailed geometric dependencies; for a quantitative discussion of the latter we refer the reader to the supplementary material.

Before proceeding, we emphasize that the applicability of (2) and hence the formulation of resonant conversion requires a well-separated two-level system away from the resonance point, i.e., an off-diagonal mixing that is much smaller than its diagonals in the Hamiltonian. This translates into the condition $\epsilon \equiv 2|g_{\gamma\gamma}| B_{T,i} \omega |m_{\text{eff}}^2(\ell) - m_a^2| \ll 1$ for $|\ell - \ell_i| \gg 0$ and it guides the selection of potential sources and frequency bands for observing axion-photon conversion. If we are—for the sake of the argument—to neglect $m_a^2$ in $\epsilon$, we may write for a single resonance $P_{\text{tot}} \sim \epsilon|g_{\gamma\gamma}| BR$. This shows that to compensate for $\epsilon \ll 1$ one should maximize the product $BR$. Saturat-
ing $R$ by the size $L$ of the system, we estimate for the product $BL \sim 10^{-8}$ G Mpc for the Milky Way and $10^{-6}$ G Mpc for galaxy clusters. In the centers of clusters, the contribution from the photon-photon scattering in (4) is of the same size as the plasma frequency $\omega_p^2 \sim m_e^2 c^2/\epsilon_{\text{pl}}$ for GeV energies but the condition $\epsilon \ll 1$ is violated. If we look at magnetars with their extremely large magnetic field strengths $B \sim 10^{15}$ G and size $L \sim 10$ km, we find $BL \sim 10^{-8}$ G Mpc while retaining $\epsilon \ll 1$ for GHz–THz frequencies.\textsuperscript{1} This demonstrates that NS have a unique potential to probe the smallest values of $\epsilon_{\text{pl}}$ through resonant conversion, and for the remainder of the paper we focus on this case.

**Magnetosphere model and expected signal.** For an estimate of the electron density we use the Goldreich-Julian (GJ) model [59] that predicts the required magnetospheric co-rotating spatial charge density $n_c$ as the difference of positive and negative charge carriers,

\[ n_c = \frac{\bar{\Omega} \cdot \bar{B}}{\sqrt{4\pi} a} \frac{1}{1 - \Omega^2 r^2 \sin^2 \theta}, \tag{5} \]

where $\bar{\Omega}$ is the vector along the axis of rotation with magnitude $\Omega = 2\pi/P$ the NS angular frequency ($P$ is a rotation period); $\theta$ is the angle between $\hat{r}$ and $\bar{\Omega}$. We then take $n_c = |n_c|$ as an estimate on the electron (or positron) number density; we caution that larger values from one [60] to several [61–63] orders of magnitude are argued for.\textsuperscript{2} On the account that $\Omega r \ll 1$ out to large radii, the electron density only depends on the $\hat{z}$-component of the magnetic field, $n_c \propto \Omega |B| \cos \theta_B/\sqrt{4\pi} a$, where $\theta_B$ is the angle between $\bar{B}$ and $\bar{\Omega}$.

We are now in a position to study the condition $m_e^2 = m_p^2$ from (4). Using $\epsilon_{\text{pl}} = B^2/2$, we may write it as $m_e^2 = C_1 |\cos \theta_B| B - C_2 \omega^2 B^2$ with $C_1 = 4\pi \sqrt{\alpha} m_e$ and $C_2 = 4\pi^2 \alpha$. Being a quadratic equation in $B$, we observe that resonant conversion is only possible for energies below a critical value

\[ \omega_c = \frac{C_1 |\cos \theta_B|}{2 m_e \sqrt{C_2}} \approx 10^{-2} \text{ eV} / \cos \theta_B \left( \frac{1}{P} \right) \left( \frac{10^{-5} \text{ eV}}{m_e} \right), \]

which also highlights that, in the GJ model, the charge density vanishes for $\cos \theta_B = 0$. For $\omega < \omega_c$, there are two physical solutions for the resonant magnetic field value. In the limit of small frequencies, the photon-photon scattering contribution can always be neglected and one obtains a resonance that is associated with a small magnetic field value at a distance from the NS surface,

\[ B_+ \approx \frac{m_e^2}{C_1 |\cos \theta_B|} \approx \left( \frac{10^{12} \text{ G}}{\cos \theta_B} \left( \frac{P}{1 \text{ s}} \right) \left( \frac{m_e}{10^{-5} \text{ eV}} \right)^2 \right). \]

In turn, for growing photon energy, the cancellation between plasma frequency and the photon-photon scattering term becomes possible ("double lens"). In the limit $\omega \ll \omega_c$, any parametric dependence on $m_e$ can be neglected and the solution is given by,

\[ B_+ \approx \frac{C_1 |\cos \theta_B|}{C_2 \omega^2} \approx 10^{15} \text{ G} / \cos \theta_B \left( \frac{1}{P} \right) \left( \frac{10^{-3} \text{ eV}}{\omega} \right)^2. \]

For $\omega \gtrsim 10^{-3}$ eV, the required $B_+$ field values are found at radii close to the magnetar’s surface. They are associated with significant efficiency of conversion and $P_{\text{tot}} \approx 1/3$ can be attained. Hence, a sharp feature at $\omega = \omega_{\text{kin}}$ on the emanating photon flux can be imprinted once the $B_+$ resonance is found. The second sharp feature is at $\omega = \omega_r$ but is difficult to access observationally; note that $\omega = 10^{-3}$ (10$^{-2}$) eV corresponds to $\nu \approx 240$ GHz (2.4 THz). Finally, we note that for large $\epsilon_{\text{pl}}$ and $m_e$ values, the $B_+$ resonance may become efficient enough to deplete the photon flux already for $\omega < \omega_{\text{kin}}$, with the general effect of washing out the spectral feature at $\omega_{\text{kin}}$; we take this into account below.

To make progress, we may follow previous investigations [39–44] in assuming that the magnetic field is well described by a dipole configuration,

\[ \bar{B} = \frac{1}{4\pi} \left( \frac{3(\hat{r} \cdot \hat{m})}{r^5} - \frac{\hat{m}}{r^3} \right), \tag{6} \]

with magnetic moment $\hat{m} = 2\pi B_0 r^3 \hat{n}$, where $B_0$ is the maximum field value at the surface of magnetic poles, $r_0 = 10$ km is the assumed radius of the neutron star, and $\hat{n}$ is the unit vector along $\hat{m}$. Taking the star’s rotation axis along the $\hat{z}$-direction and the magnetic moment misaligned by an angle $\theta_m$ one arrives at $\hat{n}(t) = (\sin \theta_m \cos \Omega t, \sin \theta_m \sin \Omega t, \cos \theta_m)$. Plugging this expression into (6) yields the time-dependent magnetic field.

This model has several features. First, for lines-of-sight that end on the polar regions\textsuperscript{3}, the conversion probability is suppressed because of the parallel magnetic field structure, $B_T \ll B_0$. Second, the GJ model has a quadrupolar structure with directions of vanishing charge density. Both these features suggest strong geometric dependencies. However, to a certain degree, they can be considered artifacts. First, there can be small-scale magnetic features of comparable strength close to the NS surface [66], the region most relevant to us. Second, the actual electron density may differ from the GJ one. From Fig. 1 one observes that an increase of $n_c = 10^{13}$ cm$^{-3}$ by two orders of magnitude shifts the spectral break by one order of magnitude into the observationally difficult THz regime. Our proposal hence hinges on electron densities that are not too different from the GJ ones paired with magnetic field values in the $10^{14} - 10^{15}$ G ballpark, inducing a spectral break at several hundred GHz or lower.

The above findings are derived from (4) which is applicable to unpolarized radiation and under the assumption that the radio

\textsuperscript{1}Resonances of the type (4) with qualitative different phenomenology have also been considered for keV-scale thermal radiation emanating from the dense neutron star atmospheres; see e.g. [57, 58] and references therein.

\textsuperscript{2}This may in part be compensated by relativistic corrections in electron-positron plasma, $\omega_p^2 = 4\pi n m_e (\tilde{\gamma}_e^2 - 1)$ where $(\tilde{\gamma}_e^2 - 1) < 10^{-5}$ [64].

\textsuperscript{3}Ray-tracing [38, 44, 45, 65] in our analysis is not required as we are strictly concerned with photon frequencies larger than $\omega_c$ and photon deflection from a straight line is small.
signal is generated close to the NS surface. More generally, the photon-photon scattering contribution is birefringent [67, 68], and in an ultra-strong magnetized plasma, it is the Langmuir-O mode with both longitudinal and transverse components that is being converted into axions. Indeed, recent proposals put the origin of radio emission—produced in these O-modes—very close to the surface of pulsars [69], provided that such mechanism is also operative in the pulsed radio emission from magnetars—a process that is still poorly understood [70]. Ultimately, our proposal relies on a sufficient mixing between axion and emergent photon radiation. Although favorable examples such as the one mentioned above exist, we do not understand the physics of magnetars well enough to make a robust claim in the positive and a caveat on polarization-dependence persists. Nevertheless, in the supplemental material we show that the dependence on the assumption of the location of radio emission is rather mild: when the radio signal is created at 2rₐ or 3rₐ, instead of very close to the surface, the sensitivity is only mildly affected.

Finally, in recent work [71], a modification of the Landau-Zener formula due to the finite region of resonant conversion and fluctuation of magnetic field was discussed for the condition when plasma frequency ωₚ equals axion mass mₐ. In the current context, the resonant condition mₑff = mₐ, is fulfilled when two large contributions—plasma frequency and vacuum polarization—cancel each other with high precision. We may estimate the radial extend of the region where this cancellation happens with the precision of axion mass,\[ \Delta r \approx 10 \text{ m} \left( \frac{m_a}{10^{-6} \text{ eV}} \right)^2 \left( \frac{10^{-3} \text{ eV}}{\omega} \right)^2 \left( \frac{10^{14} \text{ G}}{B} \right)^2. \] We see that for characteristic numbers used in this work, the size of the resonance region is much smaller than the characteristic size of the neutron star (10 km) and the assumed zone of conversion (few km). We therefore expect the Landau-Zener formula to be applicable.

Having mentioned important caveats to our proposal, we now proceed studying its sensitivity potential by making some simplifying assumptions. Importantly, in the regime where the conversion becomes saturated, P_tot ≈ 1/3, all geometric dependencies are distilled into the position of the sharp feature in frequency only. In fact, the latter does not depend on direction but only on B-field magnitude at the respective region very close to the surface, and we expect ω_kink to remain preserved over the typical observational time windows of several hours. Therefore, for the purpose of illustration, we keep the asymptotic radial scaling of a magnetic dipole, B = B₀(r₀/r)³, but take its direction to be random. We replace occurrences of the angle θ₀ by its average assuming its uniform distribution: \( \langle \cos \theta₀ \rangle = 1/2 \) so that \( m_a = \Omega B/e \), and take (sin²θ₀) = 2/3 in the conversion probability. Taken together, these assumptions allow for a simple exposition of our ideas while retaining the essential features.

**SGR J1745-2900 as an exemplary source.** We choose the radio-loud magnetar SGR J1745-2900, 0.1 pc near the galactic center with a period \( P = 3.76 \text{ s} \) [74, 75] and \( B₀ = 1.6 \times 10^{14} \text{ G} \) [75] as an exemplary source. Its pulsed radio emissions with mJy flux density have been measured over an unprecedented broad range from 2.54 GHz (118 mm) up to 225 GHz (1.33 mm) [72] and to 291 GHz (1.03 mm) [73] over a period of several days in 2014 and 2015, respectively. The observed mean spectral densities were relatively flat, with respective power law indices \( (α) = -0.4 \pm 0.1 \) and \( (α) = +0.4 \pm 0.2 \), with a possibility of a spectral break at tens of GHz. Flux density and spectral index variabilities are observed on long and short time scales and there is evidence for some degree of linear polarization up to the highest frequencies [73]. The details of pulsed (radio) emission from magnetars remain poorly understood but are generally expected to be associated with open field lines of polar regions [76].

**Figure 2** shows the averaged radio spectral densities of SGR J1745-2900 as a function of frequency of the two observational campaigns over several days in 2014 [72] and 2015 [73]. The dashed lines show the reported fitted power laws (which are additionally anchored by low-frequency data from 1-10 GHz.) The solid line is obtained by multiplying the fits by \( 1 - P_{low} \) for \( m_a = 10^{-8} \text{ eV} \) and \( g_{ax} = 3 \times 10^{-12} \text{ GeV}^{-1} \) using the simplified magnetospheric model described above. As can be seen, for \( ν \gtrsim 200 \text{ GHz} \), the resonance associated with \( B₀ \) can be met, leading to a sharp saturated reduction of the flux by a factor one third.

**Figure 3** explores the sensitivity in the \( (m_a, |g_{ax}|) \) plane to resonant conversion assuming that a sharp spectral feature, i.e., a sudden flux reduction \( ΔF|_{\text{kink}} \) can be detected at the frequency where \( B₀ \) becomes available. The solid (dashed) red line depicts \( ΔF|_{\text{kink}} = 20\% (5\%) \), which corresponds to the exclusion condition \( P_{tot} > 20\% (5\%) \). The former thereby represents a minimal required sensitivity while the latter illustrates the reach of a better instrument. As can be seen, for \( m_a \lesssim 10^{-5} \text{ eV} \), the result is independent of axion mass and sensitivity as good as \( |g_{ax}| \lesssim 1.4 \times 10^{-12} \left( 6 \times 10^{-13} \text{ GeV}^{-1} \right) \) can be reached. For \( m_a \gtrsim 10^{-6} \text{ eV} \) and/or for large \( |g_{ax}| \), the conversion associated...
Figure 3: Sensitivity region on photon-ALP resonant conversion bounded by the solid (dashed) red line based on the assumption that a 20% (5%) spectral feature can be detected. Astrophysical constraints are cumulatively shown by the blue shaded region labeled “high energy astrophysics” (see [77]) from magnetic white dwarfs (MWD) [78] and pulsar polar caps [79]. Laboratory limits from CAST [80], SHAFT [81], ABRACADABRA [82] and projections for ALPS-II [83], IAXO(+) [84], DANCE [85], and ADBC [86] are shown as labeled. Additional constraints that assume ALPs being DM are from haloscopes [87–93], previous analyses using neutron stars [12, 43, 46], or axion stars [94].

with $B_+$. is strong enough to deplete the photon flux for frequencies below the onset of $B_+$. This washes out the kink and the red shading indicates the region unaffected by it. Existing ALP constraints and other laboratory projections are additionally shown as labeled. As can be seen, an improvement over current limits by more than an order of magnitude is possible, putting astrophysics in competition with upcoming laboratory searches that target a wide range of ALP masses, in particular from $10^{-11}$ eV to $10^{-6}$ eV.

Conclusions. In this work, we show that observations of the high-frequency end of the radio band of magnetars host the possibility to put very stringent constraints on the ALP-photon coupling from resonant conversion at the $10^{-12}$ GeV$^{-1}$ level. The method works for an arbitrarily small and hence wide range of $m_a$, leveraging the energy-dependent negative contribution from the radiation field to the effective photon mass (“double lens effect”). It removes the direct relation between axion mass and resonant electron number density and, at the same time, places the resonance radius close to the neutron star surface with ensuing strong conversion probability. Because of the sharp NS surface boundary, a spectral feature that can be searched for in high-quality radio data is imprinted.

Currently, an incomplete understanding of the magnetospheres’ physical conditions and the ensuing production and propagation of radio photons from there prevents us from claiming real limits. However, many uncertainties are expected to be mitigated by future observations with SKA [95–99], complemented by the steady stream of high-frequency observations in the few hundred GHz range by mm/sub-mm arrays such as ALMA, IRAM, or JCMT [100–102], and through parallelising advances in the simulation and modeling of these extreme objects [69, 103–108]. Together, photon-axion conversion in neutron stars may well become a serious competitor to the experimental ALPS-II and IAXO programs.
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Appendix A. Resonance condition in strong magnetic field

We start from Maxwell’s equations supplied with the external current \( j = g_{ay} B_0 \partial_t a \) where \( B_0 \) is the external magnetic field,

\[
\nabla \times \vec{E} + \partial_t \vec{B} = 0, \quad \vec{B} = \epsilon \cdot \vec{E},
\]

\[
\nabla \times \vec{H} - \partial_t \vec{D} = g_{ay} \partial_t \vec{a}, \quad \vec{D} = \mu \vec{H}.
\]

Here, \( \epsilon \) and \( \mu \) are the dielectric and magnetic permeability tensors. In a coordinate system in which the external \( B_0 \) field is in \( z \)-direction, the dielectric and magnetic permeability tensors take the following form,

\[
\epsilon_{\|z} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 - \omega_p^2/\omega^2
\end{pmatrix}, \quad \mu_{\|z} = \begin{pmatrix}
2B_0^2 & 0 & 0 \\
0 & 2B_0^2 & 0 \\
0 & 0 & -5B_0^2
\end{pmatrix}.
\]

The first contribution is the plasma effect, where we neglect relativistic corrections. As we shall see below, our results are robust to restricting ourselves to spatial regions that are not in the immediate vicinity of the neutron star surface where relativistic electron populations occur. The second contribution is the vacuum polarization contribution to the dielectric tensor with \( A = 4\alpha^2/45m_e^4 \).

In addition, the magnetic permeability tensor reads \( \mu = (1 + 2AB_0^2)_{1 \times 3} \).

Taking the time dependence of the axion and electric field as \( e^{-i\omega \tau} \), and neglecting any time derivatives of \( B_0 \), \( \epsilon \) and \( \mu \) the Maxwell equations can be combined. Supplied with the Klein-Gordan equation for the axion, the equations to solve are,

\[
-\omega^2 (\epsilon \cdot \vec{E}) + \nabla \times [\mu^{-1}(\nabla \times \vec{E})] = g_{ay} \omega^2 \vec{B}\partial_t a, \quad (A.4)
\]

\[
(-\omega^2 - \nabla^2 + m_a^2) a = g_{ay} \vec{E} \cdot \vec{B}_0, \quad (A.5)
\]

If we now switch to a coordinate system where the photon propagates in the \( z \)-direction, magnetic field has angle \( \theta \) to the photon direction and is in \( xz \)-plane, that requires a rotation of the magnetic field and the dielectric tensor as

\[
\vec{B}_0 = B_0 R(\theta) \hat{z} = B_0 \begin{pmatrix}
\sin \theta \\
0 \\
\cos \theta
\end{pmatrix}, \quad \epsilon = R(\theta) \cdot \epsilon_{\|z} \cdot R(-\theta),
\]

with the rotation matrix given by

\[
R(\theta) = \begin{pmatrix}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{pmatrix}.
\]

Since \( \mu \) is diagonal, it remains invariant under the rotation and its inverse is simply given by \( \mu^{-1} = (1 + 2AB_0^2)^{-1} \). The expression for the dielectric tensor becomes,

\[
\epsilon = \begin{pmatrix}
1 - \sin^2 \theta(\alpha^2/\omega^2) & 0 & -\sin \theta \cos \theta(\alpha^2/\omega^2) \\
0 & 1 & 0 \\
-\sin \theta \cos \theta(\alpha^2/\omega^2) & 0 & 1 - \cos^2 \theta(\alpha^2/\omega^2)
\end{pmatrix} + \frac{1}{2} AB_0^2 \begin{pmatrix}
3 - 7 \cos 2\theta & 0 & 14 \sin \theta \cos \theta \\
0 & -4 & 0 \\
14 \sin \theta \cos \theta & 0 & 3 + 7 \cos 2\theta
\end{pmatrix}.
\]

We see that \( E_z \) is not directly coupled to the axion since \( B_{0y} = 0 \) and it is only generated through further spatial derivatives, which makes it suppressed. In the following we hence treat the reduced problem with the \( y \)-components neglected. If we are in addition to neglecting \( E_y \) also neglect any second order derivatives or products of first order derivatives that do not include \( \partial_z \), we arrive at the following equations

\[
-\omega^2 (\epsilon_{xx} E_x + \epsilon_{xz} E_z) - \mu_{yy}^{-1} (\partial_y^2 E_x - \partial_y \partial_z E_z) - (\partial_y \mu_{yy}^{-1}) (\partial_z E_x - \partial_x E_z) = g_{ay} \omega^2 B_0 \partial_x a, \quad (A.6)
\]

\[
-\omega^2 (\epsilon_{xx} E_x + \epsilon_{xz} E_z) + \mu_{yy}^{-1} \partial_y \partial_z E_x + \partial_y \mu_{yy}^{-1} \partial_z E_x = g_{ay} \omega^2 B_0 \partial_z a, \quad (A.7)
\]

where \( \mu_{xx} = (\mu^{-1})_{xx} \) and so forth. We may now use the second equation to express \( E_z \)

\[
E_z = -\frac{\epsilon_{xx}}{\epsilon_{xz}} E_x + \frac{1}{\epsilon_{xz} \omega^2} \left[ -g_{ay} \omega^2 B_0 \partial_x a + \mu_{yy}^{-1} \partial_y \partial_z E_x + (\partial_y \mu_{yy}^{-1}) \partial_z E_x \right]. \quad (A.8)
\]
The resulting expression is rather cumbersome. Following [47] in a number of approximations, neglecting any external electric fields as well as any derivatives of $B_0^2$ (which also amounts to neglecting derivatives of $\mu$) then we arrive at the following expression in a generalization of [47],

\[ -\partial_z^2 E_x + \frac{(\omega_p^2 - 7AB_0^2\omega^2) \sin 2\theta}{\omega^2 - \omega_p^2 \cos^2 \theta + \frac{1}{2} AB_0^2 \omega^2 (7 \cos 2\theta + 3)} \partial_z \partial_z E_x + \omega^2 \omega_p (1 - 2AB_0^2) \sin 2\theta \left( \partial_s \partial_s \omega_p + \partial_s E_x \partial_s \omega_p \right) \]

\[ = \frac{(1 - 4A^2 B_0^2) \omega^2 (\omega^2 - \omega_p^2 + 5AB_0^2 \omega^2)}{\omega^2 - \omega_p^2 \cos^2 \theta + \frac{1}{2} AB_0^2 \omega^2 (7 \cos 2\theta + 3)} E_x + B_0 g_{\alpha\gamma}\frac{(1 - 4A^2 B_0^2) \omega^4 \sin \theta}{\omega^2 - \omega_p^2 \cos^2 \theta + \frac{1}{2} AB_0^2 \omega^2 (7 \cos 2\theta + 3)}. \]

(A.9)

(A.10)

The factors $(1 - 4A^2 B_0^2)$ are of higher order, originating from the the product of elements of $\epsilon$ and $\rho^{-1}$ and we will neglect them. We now consider the propagation in the z-direction and ansatz for the envelopes of the electric and axion fields (time dependence as introduced above)

\[ E_x \equiv \tilde{E}_x(x, z) e^{i(\omega t - k_z z)}. \quad a \equiv \tilde{a}(z) e^{i(\omega t - k_z z)}. \]

(A.11)

Following the WKB approximation detailed in [47] we arrive at

\[ 2ik \partial_s \tilde{E}_x - 2ik\frac{(\omega_p^2 - 7A\omega^2 B_0^2)c^2}{\omega^2 \tan \theta} \partial_s \tilde{E}_x \approx \left[ m_n^2 - \omega^2 + \xi \csc^2 \theta (\omega^2 - \omega_p^2 + 5A\omega^2 B_0^2) + ikD \right] \tilde{E}_x + \frac{\omega^2 \xi}{\sin \theta} g_{\alpha\gamma} \tilde{a} B_{NS} \]

(A.12)

Here we defined,

\[ \xi \equiv \frac{\omega^2 \sin^2 \theta}{\omega^2 - \omega_p^2 \cos^2 \theta + \frac{1}{2} AB_0^2 \omega^2 (7 \cos 2\theta + 3)}, \quad D = \frac{2\omega \xi}{\omega^2 \tan \theta \sin^2 \theta} \partial_s \omega_p. \]

(A.13)

Defining the differential operator

\[ \partial_s = \partial_x - \frac{(\omega_p^2 - 7A\omega^2 B_0^2)c^2}{\omega^2 \tan \theta} \partial_s, \]

(A.14)

we obtain the Schroedinger type equation,

\[ i\partial_s \tilde{E}_x = \frac{1}{2k} \left\{ m_n^2 - \omega^2 + \xi \csc^2 \theta (\omega^2 - \omega_p^2 + 5A\omega^2 B_0^2) + ikD \right\} \tilde{E}_x + \frac{\omega^2 \xi}{\sin \theta} g_{\alpha\gamma} \tilde{a} B_{NS} \]

(A.15)

This equation can be solved in the stationary phase approximation which yields the resonance condition. Neglecting an overall phase, the solution reads,

\[ i\tilde{E}_x(s) = \frac{1}{2k} \int_0^s ds' \frac{\omega \xi}{\sin \theta} g_{\alpha\gamma} \tilde{a} B_{NS} \exp \left\{ -i \int_{s_0}^{s'} ds'' \frac{1}{2k} \left[ m_n^2 - \omega^2 + \xi \csc^2 \theta (\omega^2 - \omega_p^2 + 5A\omega^2 B_0^2) \right] \right\} \]

(A.16)

Let us first solve for $A = 0$, i.e., without vacuum polarization. Then

\[ f(s) = - \int_{s_0}^{s} \frac{1}{2k} \left[ m_n^2 - \xi \omega_p^2 \right] \Rightarrow \partial_s f(s) = - \frac{1}{2k} \left[ m_n^2 - \xi \omega_p^2 \right] \overset{s = s_0}{=} 0 \quad (A = 0) \]

(A.17)

The latter relation gives the stationary point $s_0$ with the resonance condition, $m_n^2 = \xi \omega_p^2$ reproducing the expression [47],

\[ \omega_p^2 = m_n^2 \omega^2 \sin^2 \theta + \omega^2 \sin^2 \theta = \frac{2m_n^2 \omega^2}{m_n^2 \cos^2 \theta + \omega^2 + (m_n^2 - \omega^2) \cos 2\theta} \quad (A = 0) \]

(A.18)

In the current context, this is being replaced by the following resonance condition,

\[ m_n^2 \approx \omega^2 - \left[ \frac{\cos^2 \theta}{\omega_p^2 (1 - 2B_0^2)} + \frac{\sin^2 \theta}{\omega_p^2 (1 + 5B_0^2) - \omega_p^2} \right]^{-1} \]

(A.19)
For the special case of $\theta = \pi/2$ this becomes,

$$m_p^2 \approx \omega_p^2 \frac{-4\alpha^2 \omega_n B_0^2}{9m_e^2}. \quad (A.20)$$

Comparing the negative contribution on the right-hand side with the known correction to the effective photon mass $[50] m_{eff}^{vac, pol.} = -(44/135)\omega^2 \omega_n^2 B_0^2/m_e^2$ we see that the numerical factor is different by 35%. This difference is expected, because the negative contribution to the photon mass in $[50]$ was calculated for the isotropic case, where electrons are free to move in all three spatial directions, while in the anisotropic case considered here, electrons only move along magnetic field lines. Because of this, we retain an angular dependence in Eq. (A.19) for the resonant condition.

An important question in relation to our work is to what extent a detailed treatment such as the one above modifies the simple assumptions taking in the paper. For obtaining an answer, let us consider an angular dependence in Eq. (A.19) for the resonant condition.

$$\omega_p^2 = (5 - 2 \cot^2 \theta)\alpha \omega_n^2 B_0^2. \quad (A.21)$$

We see that such cancellation is possible if $\cot^2 \theta < 5/2$ or

$$\theta_{cr} < \theta < 180^\circ - \theta_{cr}, \quad \theta_{cr} = \arctan \left(\sqrt{2/5}\right) \approx 32.3^\circ. \quad (A.22)$$

Hence, in a wide range of $\theta$ the resonance condition is approximately given by (A.20). For example, the condition (A.21) coincides with (A.20) with a precision of 20% if $55^\circ < \theta < 125^\circ$.

**Appendix B. Influence of the place of photon creation**

One of the important assumptions of our paper was the creation of the radio photon close to the surface of the magnetar. In this section, we analyze the influence of this assumption on the sensitivity region of the axion-photon conversion (Fig. 3 in the main text) and find that the dependence of the lower bound of this region on the radius of the radio signal creation is surprisingly weak (for $m_p^2 \ll \omega_p^2$).

In this section we will use the same assumption as in the main paper: the magnitude of the magnetic field decays as a power law,

$$B(r) = B_0 \left(\frac{r_0}{r}\right)^3, \quad (B.1)$$

we will use average values for trigonometric function (assuming isotropic distribution), and electron number density is given by Goldreich-Julian model, $n_e(r) = \Omega B(r)/e$.

The experimental signature that we found from the double-lens effect is a kink in the spectrum of the radio waves. It appears when $B_+$ solution of the resonance condition is equal to the maximal value $B_{max}$ of the magnetic field in the region where radio waves are created. Let us assume that radio waves are created at some radius $r_r > r_0$. In this case $B_{max} = B_0(r_0/r_r)^3$, while kink in the spectrum appear at energy

$$\omega_{kink} \approx \sqrt{C_1(\cos \theta)}/C_2 B_{max}, \quad m_a^2 \ll \omega_p^2. \quad (B.2)$$

The bound of the sensitivity is defined by the condition that the probability of the resonant conversion is equal to some minimal value, $P_{tot} = P_{min}$. This corresponds to the condition on the $P_{lin}$.

$$P_{lin} = \frac{1}{3} \ln(1 - 3P_{min}). \quad (B.3)$$

At the lower bound of sensitivity, the contribution of $B_+$ resonance dominates over $B_-$, so we can neglect the latter. The maximal linear probability is at $r = r_r$ and it is given by

$$P_{lin} = \frac{\pi g_{ay}^2 \omega_{kink}}{m_a^2 (\sin^2 \theta) B_{max}^2} R, \quad (B.4)$$

so the minimal coupling constant the one can probe is

$$g_{ay, min} = \sqrt{\frac{P_{lin} m_a^2}{\pi (\sin^2 \theta) \omega_{kink} B_{max}^2 R}}. \quad (B.5)$$
The dependence of the R-factor on radius is quite nontrivial. We remind that

$$ R = \left| \frac{d \ln m^2_{\text{eff}}}{dr} \right|_{r = r_0}^{-1}, \quad m^2_{\text{eff}} = \omega_p^2 - C_2 \omega^2 B^2. $$

Using this definition and condition of the resonance $m_a^2 = m^2_{\text{eff}}$ one can obtain the following expression for R-factor,

$$ R = \frac{m_a^2}{\omega_p^2} \left| \frac{d \ln B}{dr} \right|_{r = r_0}, \quad m_a^2 \ll \omega_p^2. $$

Taking into account that $\omega_p^2 \propto R_{\text{max}}$ we get

$$ |g_{a\gamma}|_{\text{min}} \propto \frac{1}{B_{\text{max}}^{1/2}} \left| \frac{d \ln B}{dr} \right|_{r = r_0}^{1/2} \propto r_0^{1/4}. $$

We see that in our model the dependence of the lower bound on $r_0$ is quite weak. Even if radio emission is created at $r_0 = 10 r_0$ the lower bound is relaxed only by a factor $10^{1/4} \approx 1.8$. To illustrate this point we show in Fig. B.4 the change of the region of sensitivity for $r_0 = 2 r_0$ and $3 r_0$.

**Appendix C. Far side contribution to the signal**

Here we discuss the dependence of the signal prediction on the typical radius where the original radio signal is created, $R_{\text{radio}}$ vs. the location of the $B_0$ resonance, $R_{\text{res}}$ for which we include a discussion on the potential contribution from the far side of the NS. We take a simplistic picture of spherical symmetry. This will make the arguments easily tractable and maximize canceling effects that are rooted in the geometry. There are various configurations possible, and in Fig. C.5 we highlight two principal ones. Left panel i) corresponds to our principal assumption that $R_{\text{radio}} < R_{\text{res}}$. The right panel ii) highlights a situation where the radio emission occurs in an extended zone indicated by the gray regions. Throughout we assume it to be a localized phenomenon in the sense that we are not required to perform integrals over extended angular regions.

In case i) when $R_{\text{radio}} < R_{\text{res}}$ an emitted radio flux $F_1$ at radius $R_{\text{radio}}$ becomes processed at $R_{\text{res}}$ above a threshold frequency with conversion probability $P_1$. The observed flux is then $F_{\text{obs}} = F_1 (1 - P_1)$. As a comparative measure to other cases, we may consider the flux decrement at some characteristic frequency, i.e., by comparing the flux without conversion $F_{\text{obs}}^{(P=0)}$ with the flux that would emanate when resonant conversion is possible, $F_{\text{obs}}^{(P\neq0)}$.

$$ \Delta F \equiv F_{\text{obs}}^{(P\neq0)} - F_{\text{obs}}^{(P=0)} = -P_1 F_1. $$

Figure B.4: Dependence of sensitivity on the assumed location of radio-wave creation. In the main text it is assumed that it happens close to the surface. If the radio signal is instead created at a significant distance $r_0 = 2 r_0$ or $r_0 = 3 r_0$ from the NS surface (as labeled), the lower boundaries of the sensitivities change only very mildly. We also show an estimate for the change of the upper bound.
This is the flux-decrement that we advertise as a signature in the main text. Under the current circumstances there is no contribution from the “far side”.

The situation changes when we reverse the roles of both radii, and assume $R_{\text{radio}} > R_{\text{res}}$. As is evident, no feature can be imprinted from the radio component that reaches us from the near side of the neutron star. However, denoting far side quantities by index “2”, the observed flux is $F_{\text{obs}} = F_1 + F_2 P_2 P_1$ where the second term is from axions that traverse the NS before being regenerated as photons and a non-vanishing flux increment is present even in this case,

$$\Delta F = P_1 P_2 F_2. \quad \text{(C.2)}$$

We may now turn to case $\text{ii}$) with an extended zone of radio emission with the radius of resonance situated within this zone. Then we have two contributions to the unprocessed radio signal on each side. One generated within $r < R_{\text{res}}$ denoted by $F^{(\text{in})}$ and one generated in the exterior $r > R_{\text{res}}$ of the resonance zone, $F^{(\text{out})}$. The observed flux then becomes $F_{\text{obs}} = F_1^{(\text{out})} + F_1^{(\text{in})} \left[1 - P_1\right] + F_2^{(\text{out})} P_2 P_1$. The change in photon flux then has contributions of both signs,

$$\Delta F = -F_1^{(\text{in})} P_1 + F_2^{(\text{out})} P_2 P_1. \quad \text{(C.3)}$$

The far side contribution may hence “wash out” the signal or, in a fine-tuned situation, cancel it altogether.

Finally, we mention that we assumed a geometric “obscuration limit” for the far side. However, if $R_{\text{NS}} \ll R_{\text{radio}}, R_{\text{res}}$ both near and far side contribute on similar footing. This limit is of less interest for the current purposes as we rely on the resonance $B_x$ that is found in vicinity of the NS surface. Therefore, as stated in the main text, our proposal is sensitive to the assumption that $R_{\text{radio}}$ is of similar order than $R_{\text{NS}}$. 

---

Figure C.5: Two principal options for the location of the resonance surface with respect to the surface of the radio photon creation. The left panel corresponds to our main assumption $R_{\text{radio}} < R_{\text{res}}$, while on the right panel radio signal is created in the extended gray area.