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Summary

We estimated genetic and environmental variance components for developmental time and dry weight at eclosion in *Drosophila melanogaster* raised in ten different environments (all combinations of 22, 25 and 28 °C and 0.5, 1 and 4% yeast concentration, and 0.25% yeast at 25 °C). We used six homozygous lines derived from a natural population for complete diallel crosses in each environment. Additive genetic variances were consistently low for both traits (h² around 10%). The additive genetic variance of developmental time was larger at lower yeast concentrations, but the heritability did not increase because other components were also larger.

The additive genetic effects of the six parental lines changed ranks across environments, suggesting a mechanism for the maintenance of genetic variation in heterogeneous environments.

The variance due to non-directional dominance was small in most environments. However, there was directional dominance in the form of inbreeding depression for both traits. It was pronounced at high yeast levels and temperatures but disappeared when yeast or temperature were decreased. This meant that the heterozygous flies were more sensitive to environmental differences than homozygous flies. Because dominance effects are not heritable, this suggests that the evolution of plasticity can be constrained when dominance effects are important as a mechanism for plasticity.

1. Introduction

In this paper, we report on an experiment designed to investigate the effects of two environmental factors, temperature and food concentration, on the composition of the phenotypic variance of two life-history traits of *Drosophila melanogaster*, developmental time and weight at eclosion. A previous experiment with *D. mercatorum* suggested additive genetic variance for the shape of the response of the same two traits to a change in food concentration, and a sign change in the covariance between the two traits (Gebhardt & Stearns, 1988). This suggests that phenotypic plasticity and selection can interact in ways important for life-history evolution. For example, plasticity may affect the response to selection on the traits in different environments, because different amounts of genetic variance across environments could imply different heritabilities as well. Another possibility is the opportunity for selection on the plasticity itself, i.e. on the shape of reaction norms, if a population lives in a heterogeneous environment (Stearns & Koella, 1986; Via & Lande, 1985; de Jong, 1990).

We chose more than one trait because we were also interested in the correlation structure among different traits. We included temperature as a second environmental factor because we wanted to know whether two factors with similar effects on the phenotype also have similar effects on the components of phenotypic variation, and whether one factor would modify the effect of the other. We chose the diallel design because it allows us to distinguish among more components of phenotypic variation than most other designs (Hayman, 1954; Cockerham & Weir, 1977).

2. Materials and methods

(i) Flies

Twenty-one isofemale lines were established from inseminated *D. melanogaster* females caught at several sites in and around Basel, Switzerland, in late summer 1986. We consider the females as originating from a
Table 1. Genetic markers in the laboratory stocks used for the derivation of homozygous lines. See Lindsley and Grell (1968) for a description of the mutant phenotypes.

| Label | First | Second | Third |
|-------|-------|--------|-------|
| Z 1   | FM3, v B | SM5,Cv | TM3, v* Ser |
|       | yf mal | Sp hv 24 |       |

SDX
Females: C(1)DX, y w f

Males*: par Iso II v 24

* The par Iso II v 24 chromosome is documented by W. Gehring's Drosophila Stock Center (Biocenter, Basel)

Table 2. Protocol for the derivation of homozygous lines from wild-type males. In generations Ia and Ib, the same individual male is used to fertilize the females. Extracted chromosomes are marked by subscripts (+, ), other wild-type chromosomes shown by +

| Generation | Females | × | Males |
|------------|---------|---|-------|
| 0          | C(1)DX  | If | TM3   |
|            | If      | Sb |       |
| I (a)      | FM3     | SM5 | +   |
|            | Sp      | +  |       |
|            |         | If | +    |
|            |         | Sb | +    |
| (b)        | C(1)DX  | If | TM3   |
|            | If      | Sb |       |
| II (a)     | Daughter from Ia | Sons from Ib |
|            | FM3     | SM5 | +   |
|            | Sp      | +  |       |
| (b)        | C(1)DX  | If | TM3   |
|            | If      | Sb |       |
| III        | Daughter from IIa | Sons from IIb |
|            | +1      | +   |       |
|            | +2      | +   |       |
|            |         | If | +    |
|            |         | Sb | +    |
| IV         | Daughters from III | Sons from III |
|            | +1      | +   |       |
|            | +2      | +   |       |
|            | +3      | +   |       |
| V          | Daughters from IV | Sons from IV |
|            | +1      | +   |       |
|            | +2      | +   |       |
|            | +3      | +   |       |

About 1 year after the isofemale lines had been established, homozygous stocks were derived by stepwise extraction of the first, second and third chromosomes using a protocol similar to that of Craymer (1984), with slightly different balancers and markers (Table 1). Table 2 shows the extraction protocol. It exploits the fact that recombination is suppressed in Drosophila males and that the sex chromosomes are passed from fathers to sons in crosses involving females of the attached-X stock (labelled ‘SDX’ in Table 1). The apparent disadvantage of extra generations is more than compensated for because never more than two chromosomes are balanced simultaneously in an individual and a single population because there are no obvious geographical barriers, distances between sites were only a few kilometres, and meteorological conditions such as wind direction change frequently. The females were maintained at a population size of 100-200 by serial transfer (Buzzati-Traverso, 1955) with a period of 7 days and 3 serial vials to minimize selection on developmental time.
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reduction of the efficiency of the balancers is therefore avoided.

From each isofemale line, 10 replicate extraction lines were started. Presumably due to the expression of lethal alleles, many lines were lost, especially in the step that made the third chromosome homozygous. Of the 210 lines, 43 were left, which represented 18 of the 21 isofemale lines. Thus, most losses occurred among replicate lines from a given isofemale origin.

(ii) Hybrid dysgenesis

The homozygous lines were derived by crossing females from laboratory stocks and males originating from a natural population. Complications arising from P-M hybrid dysgenesis (Engels, 1983) had therefore to be considered because the laboratory stocks had the M cytotype. Although recent surveys of European populations suggested this would be unlikely (Anxolabèhère et al., 1984), it was not known whether active P elements were present in the local natural populations. If present, P elements may cause female sterility, recombination in males and mutagenesis, thus preventing the extraction of chromosomes from the wild-type males.

Crosses were made between females from the balancer stocks and wild-type males from the isofemale lines. The daughters were then back-crossed to the laboratory stocks in order to test them for sterility. No such case was found. The test was carried out at 28 °C, where dysgenic activity would have been highest (Kidwell & Novy, 1979).

(iii) Experimental design

Six homozygous stocks were chosen from different isofemale lines but otherwise randomly. The use of homozygous stocks allowed us to produce the same homo- and heterozygous progenies repeatedly for testing in more environments than could be handled at once. They were used to set up the complete diallel crossing scheme which consisted of all 36 possible crosses among the stocks. The scheme was replicated within each environment in three randomized blocks. Each of the 30 heterozygous F1 families was represented by one vial in each block, each of the 6 homozygous F1 families (identical to the parental stocks) by two vials. A block thus consisted of 42 vials that were randomly positioned in a device that sampled emerging flies at regular intervals to determine their developmental time (Stearns et al., 1987). Three such devices (each representing one block) were placed on separate shelves within the same climate chamber that controlled temperature to an accuracy of ±0.1 °C and humidity to 80±10%.

The environments were defined by the following treatments. At each of three temperatures (22, 25 and 28 °C the main protein source, dead dry yeast, was given in three concentrations (40, 10 and 5 g kg⁻¹ medium). In addition, a yeast concentration of 2.5 g kg⁻¹ was used at 25 °C. The treatments were carried out one at a time and consisted of 3 main steps. First, the parental flies were raised under standardized conditions. Second, for each replicate vial, crosses were made using 7- to 8-day-old flies that had hatched from separate culture bottles to avoid environmental maternal effects. Groups of 12–15 females and 8 males were mated for 2 days. Eggs were laid separately for each replicate over 4 h at the experimental temperature in vials containing a medium with the experimental yeast concentration. Third, the day after egg laying, 12 larvae were collected for each replicate. They were placed in vials containing 2 ml of the experimental medium which were immediately moved back to the climate chamber. Emerging flies were sampled every 6 h until all had emerged. They were shock-frozen and the time interval of emergence was recorded. Later they were dried for 3 h at 70 °C and immediately weighed to the nearest 0.01 mg. A more detailed description of the culture medium and the experimental techniques is given in Gebhardt (1989).

(iv) Genetic analysis

A modified Hayman analysis (Hayman, 1954) was made by fitting a genetic model incorporating maternal effects (henceforth referred to as the maternal model, Walters & Gale, 1977): Yj = a + 2gj + mj,

Yij = a + gj + di + mi + kij (for i ≠ j),

where Yij is the expectation of a cross among lines i and j; a = the mean of the parental lines; gj = the additive genetic effect of the ith line (general combining ability, Griffing, 1956, or half the breeding value, Falconer, 1989); di = the dominance deviation; mj = the maternal effect of the ith line; kij = residual interaction effects.

The additive genetic (gj), maternal (mj) and interaction (kij) effects are assumed to be randomly distributed in the population with zero expectation and variances σ²j, (for j = Vj/2, Griffing, 1956; Falconer, 1989), σ²m and σ²ij, respectively. The dominance deviations were further subdivided as

dij = l + lj + lj + lij,

where l is a fixed effect, the difference between mean performances of homozygous and heterozygous individuals. It is a measure of mean directional dominance as may be caused by inbreeding depression. The lj and lij parameters are assumed to be random variables in the population with zero expectation and variances σ²j and σ²ij, respectively. The former are measures of directional genetic dominance which is specific to the parental lines, and the latter are measures of residual genetic dominance effects which are specific to each individual. The lij parameters correspond to Griffing's
(1956) specific combining abilities and their variance is equal to $V_D$, the dominance variance in the population (Falconer, 1989). Estimates for the parameters in this model were used to plot the effect of the environmental variables on the genetic components of the reaction norms.

In a preliminary factorial analysis of our data, where dams and sires were treated as main statistical effects (not shown), the sire mean square was sometimes larger than the dam mean square, indicating paternal contributions which are not considered in the maternal model. For this reason, variance components were estimated using a different genetic model, henceforth referred to as the bio-model (Cockerham & Weir, 1977). This model partitions the total phenotypic variance into the following six components: nuclear additive genetic ($\sigma^2_a$), nuclear genetic interactions ($\sigma^2_{ia}$), extranuclear maternal and paternal influences ($\sigma^2_m$ and $\sigma^2_p$), higher interactions among nuclear and extranuclear factors ($\sigma^2_{g1}$ and $\sigma^2_{g2}$), and residual environmental factors ($\sigma^2_e$). For this analysis, the homozygous F1 families were omitted because inbreeding depression exhibited by them could have inflated the component $\sigma^2_e$ (nuclear genetic interactions).

(v) Statistical methods

The experiments were designed with replication in three randomized blocks within each environment. However, mortality and unequal sex ratios in the replicates caused unbalanced numbers of individual data points or even empty cells in some blocks. The data were therefore analyzed as an unbalanced completely randomized design, because an analysis as a block design seemed unreliable. This reduced the efficiency of the statistical tests (Sokal & Rohlf, 1981).

The estimates for the parameters in the maternal model were obtained using the SAS-GLM procedure (Version 5, 1985). It is not possible to directly specify the maternal model in this procedure because of the special biological and statistical restraints imposed on some of the parameters (e.g. the symmetry of specific dominance effects, $l_{ij} = l_{ji}$). The data were therefore re-parameterized to include explicitly the effects corresponding to all 35 D.F. contained in the model as dummy variables. For example, the additive genetic effects in the maternal model were represented by five effects ($g_1$ to $g_5$ in the re-parameterized form, corresponding to 5 D.F. among the six parental lines (the effect $g_6$ was calculated according to the restraint that the genetic effects sum up to zero).

Sums of squares (SS) were computed by model reduction. The SS for a particular effect was calculated as the difference between the SS of the full model and the SS of the model containing all parameters besides those corresponding to the effect of interest. The mean square of the replicates, which were specified as random effects, was used as the error term in all F tests.

Because of the unbalanced nature of the data, restricted maximum likelihood was used to estimate the variance components in the bio-model (Shaw, 1987). Whenever possible, the log likelihood was calculated for the fully unconstrained model containing all six components (additive genetic, genetic interaction, maternal, paternal, higher interactions, and environmental) for both traits and their co-variances (18 parameters). The significance of a component was determined by calculating the log likelihood for a constrained model with the parameter of interest set to zero. Twice the difference between the log likelihoods for the constrained and the unconstrained models is asymptotically distributed as $\chi^2$ with 1 D.F. freedom (Shaw, 1987).

Because of limits imposed by the computing power required for maximum-likelihood estimates, means from replicate vials were used as datapoints. This does not bias the estimation of parameters or their standard errors, but reduces the power of the $\chi^2$ test comparing log likelihoods.

3. Results

(i) Phenotypic response

The general effects of the environment on developmental time and dry weight have been analyzed in detail elsewhere (Gebhardt, 1989; Gebhardt & Stearns, 1993) and only a qualitative account is given here.

A decrease of yeast concentration generally caused decreased weight and increased developmental time (Fig. 1). Although there is considerable overlap of the phenotypic distributions among environmental conditions, the differences among environments are statistically significant (Gebhardt, 1989). There were significant interactions between the two environmental factors which are visible in Fig. 1 by the differences among slopes of the reaction norms at different temperatures. There were also significant genotype–environment interactions in both sexes with $P < 0.001$ for almost all combinations of traits and environmental variables. Only the interaction between male dry weight and yeast concentration was not significant. The interactions could not be removed by scale transformations; this was expected because the reaction norms for the different genotypes crossed (Fig. 1).

(ii) Genetic analysis within environments

The analyses of variance were made with original and log-transformed data. We present only the results from the analyses of original data because no qualitative differences appeared between the two analyses.
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Fig. 1. Bivariate reaction norms (dry weight plotted against developmental time) for the heterozygous genotypes produced by the yeast gradient at the three temperatures (females only). The lines connect genotypic means obtained in each environment (reciprocal crosses pooled). The yeast concentration drops along the reaction norms from left to right as indicated on the 25 °C panel (no 0-25% at 22 and 28 °C). The ellipses represent the bivariate phenotypic distributions in each environment and cover 75% of the individual data points.

The ANOVA tables for the Hayman analyses (modified by incorporating maternal effects) are shown in Appendix Table 1 by environment, trait and sex. The main results can be summarized as follows (reference to particular environments is made by the following notation: 'temperature in °C/yeast concentration in g kg⁻¹').

There were significant differences among crosses in almost all environments for both traits and in both sexes (model MS). The only exception was dry weight in males in three environments (22/40; 25/2-5; 28/5).

There was evidence for additive genetic effects (p item) in both sexes, in most environments, and for both traits. Significant effects were found more often for developmental time than for dry weight, and more often in females than in males.

There was strong evidence for dominance effects (b item) for developmental time in both sexes and most environments and for dry weight in the females. For male dry weight, significant dominance effects were found only when both yeast concentration and temperature were high. The subdivision into directional and non-directional components of genetic dominance showed that the latter (b3 item in the ANOVA table) made only a very small contribution to the overall significance of the dominance effects. The non-directional component reflects the dominance variation which would be found in a natural population without the inbred parental lines (Griffing, 1956). The component due to mean directional dominance (b1 item) was the most important component of dominance. As will be illustrated below, it reflects inbreeding depression in the parental lines. There was a trend that significances were higher for this component when the yeast concentration was higher, corresponding to larger absolute estimates for the l parameter in the maternal model at higher yeast concentrations (see below). A similar pattern showed up in part for the b2 item, which is also a measure of directional dominance. Variation in this component...
indicates that the homozygous stocks differed in the extent to which inbreeding depression was exhibited. Maternal effects were also significant in many instances (c item). For developmental time, it appeared that significances were stronger at lower yeast concentrations, at least at 25 and 28 °C.

(iii) Genetic parameters across environments
The reaction norms shown in Fig. 1 were measured within homogeneous genotypes and reflect the changes of the total genetic effects across environments. The total genetic effects were broken into additive genetic effects (parameters $g_1$ to $g_6$ in the maternal model) and dominance deviations (various $/\$ parameters). Figs 2–5 show how the parameters changed across environments for females. Males (not shown) were similar. Note that the parameters are relative to the population means in each environment and are therefore centered around zero.

The additive genetic effects of the six parental lines changed with temperature for developmental time (Fig. 2) and dry weight (Fig. 3) at each level of the yeast gradient. Similar plots were obtained when the parameters were plotted against the yeast concentration at each separate temperature (not shown). The plots can be interpreted as additive genetic reaction norms. It can be seen that they crossed each other in a non-systematic way. Accordingly, when we computed the across-environment correlations of the parameter estimates, they were not significant. This shows that the genotype-environmental interactions visible in Fig. 1 (crossing reaction norms) have an additive genetic component.

Figs 4 and 5 show the effect of the yeast
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Fig. 6. Comparison of homozygous and heterozygous flies that shows how inbreeding depression in the two traits changed with the environments (only females shown). Ellipses indicating the bivariate data from each environment are shown, as in Fig. 1 (dry weight plotted against developmental time). There is a pair of ellipses for each environment (filled for heterozygous genotypes, open for homozygous genotypes). Each panel (one for each temperature as indicated) assembles the data for the different yeast concentrations (dropping from left to right as indicated by the percentages on the 25 °C panel). The ellipses represent 95% confidence areas (analogous to two standard errors of the means) and indicate significant differences if they do not overlap.

Concentration on the mean directional dominance (parameter \( \hat{f} \)). At each temperature and for both traits, there was a clear trend that mean directional dominance was stronger at higher yeast concentrations. Where the parameter was significantly different from zero, it was in a fitness-enhancing direction: when there was dominance, it caused increased weight and decreased developmental time. Temperature had a similar influence on the mean directional dominance of dry weight (stronger dominance at higher temperature), but there was no clear trend for developmental time (plots not shown).

In our analysis, mean directional dominance can be interpreted as a manifestation of inbreeding depression exhibited by the homozygous parental lines, as illustrated by Fig. 6. It is apparent that there were significant differences between the heterozygous and the homozygous genotypes at the higher yeast concentrations (the corresponding filled and empty confidence ellipses do not overlap). The homozygous flies were slower and generally weighed less. These differences disappeared gradually with decreasing yeast concentration.

(iv) Variance components

Figs 7 and 8 show the maximum-likelihood estimates for the variance components of the two traits, based on the bio-model that distinguishes between maternal and paternal effects. There were fewer statistically significant estimates than expected based on the Hayman ANOVAs. This is because the standard errors produced by maximum likelihood estimation are conservative (Shaw, 1987), and because we had to use replicate means as data due to computing limitations, which reduced the power of the tests. Therefore, only tentative inferences can be made, based partly on a comparison with the stronger tests available in the Hayman analysis.

In both sexes most variance components were higher at lower yeast concentrations for developmental time (Fig. 7). This is most clearly seen in the environmental component, but the other components generally scaled in parallel, although there were some exceptions (e.g. no additive genetic component was found for developmental time of males in 25/2.5). These exceptions probably occurred because large residual error reduces power. The component due to additive genetic effects was considerable in many instances, followed by dominance and maternal components. There were virtually no paternal contributions for developmental time, but higher interactions might have played some role in a few instances, mostly at lower yeast concentrations.

Taking the results of the Hayman analyses into account, we may conclude that the observed trends are real at least for the additive and the maternal components. The Hayman analysis was based on a modified genetic model that allows for maternal effects, avoiding the confounding of additive genetic and maternal effects. The only component that could have inflated the mean square for additive genetic effects in the analysis could be the paternal component, but it was zero for developmental time in almost all cases.

Temperature also influenced the variance components of developmental time (Fig. 7). However, the different components did not scale together as when yeast concentration changed. The environmental component changed differently across temperatures for each yeast level, while most other components appeared to be largest at the intermediate temperature.

Narrow-sense heritabilities can be inferred from the variance components for each environment. They were low in general and ranged between 0 and 33% (mean 11%). Based on the maximum likelihood tests,
Fig. 7. Variance components for developmental time (in days) as estimated from the bio-model. The components are:  
additive genetic ($2\sigma^2_a$), dominance ($\sigma^2_d$), maternal ($\sigma^2_m$), paternal ($\sigma^2_p$), higher genetic interactions ($\sigma^2_i$) and environmental ($\sigma^2_e$). Note that the scale is reduced by a factor 10 at 2.5 g kg$^{-1}$ yeast. For each column, the components that were statistically significant ($P < 0.05$) are indicated by the letters above the column (‘a’ for additive, ‘m’ for maternal, etc.).

only 6 out of 20 were different from zero statistically. The Hayman analysis suggested that there was some additive genetic variance of developmental time in almost all environments and in both sexes, but it was certainly not large.

For dry weight, the variance components showed no comparable trends with respect to the environmental variables (Fig. 8). In general, most variance components were larger in females than in males for dry weight. Positive estimates for the additive genetic component were found in all environments for females and in most for males, and they were the largest contributions to the variation among the families in the diallels. Non-directional dominance was not important, and maternal effects were much smaller for dry weight than for developmental time. However, there were several instances of sizable paternal effects, especially in females at the higher temperatures (25/2.5; 25/5; 25/40; 28/5; 28/40). Higher interactions are also suggested in several cases, especially in males.

Together with the Hayman analyses, these estimates suggest that there was additive genetic variation of dry weight but it was small: heritabilities were low, as for developmental time, with estimates ranging from 0 to 36% (mean 12.5%); 7 out of 20 statistically significant in the maximum likelihood analysis). Males showed less heritable variation for this trait than females, a trend supported by both the maternal model and the bio-model. However, some of the significances found
in the Hayman analysis of female dry weight could be spurious and in fact due to paternal effects.

In several cases higher interactions other than genetic dominance were suggested for both traits. There are tests for such interactions based both on the maternal model (the d item) and the bio model ($\sigma^2$). Both tests gave evidence for higher interactions in the same datasets, but with statistical significance only for developmental time in females in environment 25/5.

4. Discussion

We found that the components of phenotypic variation of developmental time and dry weight were influenced by temperature and yeast concentration in D. melanogaster. Although analogous results have been obtained in other studies (e.g. Jinks & Pooni, 1987), the importance of such genotype-environment interactions has not been considered in most quantitative genetic models of evolution (but see de Jong, 1990). First we discuss the relationship of our experimental flies to natural populations, and then the effects of different environments on the composition of genetic variation.

(i) Reference population

We used flies that were derived from a natural population. However, our parental lines may not have been fully representative of the natural genetic variation because the number of parental lines was small and because all recessive lethal alleles were lost when the lines were made homozygous. However, it has been found that recessive lethal alleles have little effect in heterozygotes (Simmons & Crow, 1977). Therefore, we assume that our reference population is...
not the original natural population, but a derived population with gene frequencies defined by the six parental lines used for the diallel (Hinkelmann, 1977).

We take this derived population as a model for natural populations because we assume that the effects of selection specific for laboratory environments were negligible between the time when the original sample of isofemales was taken and the time when the homozygous lines were derived, because the maintenance procedures were chosen to reduce such selection as much as possible (Gebhardt, 1989).

(ii) Components of genetic variation

(a) Additive genetic effects. The heritabilities were consistently low in all environments. This result is typical for life-history traits (Roff & Mousseau, 1987). It appears that additive genetic variances for developmental time were larger when the yeast concentration was low. This was also observed for most other variance components, notably for the environmental component. Yeast concentration apparently had a very general scaling effect on the physiological system as both mean expression and most sources of variation were affected similarly (genetic, within-environmental effects, and developmental noise). In contrast, changes in temperature did not have such a scaling effect. No clear trend that relate the amount of additive genetic variance to temperature appeared for either trait (Figs 6, 7) although the means were strongly affected (Fig. 1). Similar observations were made by Murphy, Giesel & Manlove (1983) who found differences in heritabilities for several life-history traits in Drosophila simulans among temperatures, but without a clear pattern. A likely explanation for this lack of pattern is large standard errors combined with low heritability estimates.

Parsons (1987) reviewed results from experimental and field studies and concluded that genetic variances tend to be larger in more stressful environments, especially for traits closely related to fitness. This would suggest that the lower food levels in our experiments were more stressful for the flies but that the higher experimental temperatures were not. Parsons' generalization would also suggest that dry weight (not strongly affected by either factor) is less closely related to fitness than developmental time (affected by yeast concentration), a hypothesis that remains to be tested.

Several arguments have been put forward on the significance of phenotypic plasticity for evolution in heterogenous environments. For example, plasticity provides a mechanism for the maintenance of genetic variability if genotypes differ in their responses to environmental differences (Gillespie & Turelli, 1989). Empirical examples in plants have been given by Bradshaw (1965), and Mukai (1987) described a case where genotype–environment interactions may be responsible for the maintenance of genetic variance in viability in natural populations of Drosophila. Using a quantitative genetic model of reaction norms, de Jong (1990) analyzed the case with two traits, where the mechanism is a change in the signs of the additive genetic covariances among the traits in different environments.

The data presented here suggest that the additive genetic effects of the parental lines changed ranks across environments for both traits (Figs 2, 3). This mechanism could play some role in the maintenance of genetic variation if the population were split into sub-populations spread over a heterogenous environment with limited genetic exchange among them.

(b) Dominance. There was directional dominance which could be interpreted as inbreeding depression in the homozygous lines, in accord with other studies on natural populations of Drosophila (Kearsey & Kojima, 1967; Mackay, 1985). It clearly depended on the yeast concentration for both traits and also on temperature for dry weight. It was stronger at higher yeast levels and at lower temperatures. Similar results were reported by Sork (1989) from a study on an annual plant and by Prabhu & Robertson (1961) from a study on Drosophila. In the former study, seed number and weight showed less inbreeding depression when the level of fertilizer was lowered. In the latter study it was found that inbred flies were 20% smaller than crosses among them at 25 °C, but only 3% smaller at 18 °C. As in our study, the effect was due to the fact that the homozygous lines did not change as much among environments as the heterozygous lines, contrary to theories that predict a larger environmental sensitivity of homozygous genotypes (Lerner 1954; Gillespie & Turelli, 1989).

Following different arguments by Fisher (1931), Mather (1953) and Wright (1977), life history traits such as developmental time or weight are expected to exhibit directional dominance because of permanent directional selection on them. The pattern how yeast concentration and temperature influenced the strength of directional dominance in our experiments suggests that environmental factors such as food availability may influence the strength of directional selection on these traits in natural populations.

(c) Parental effect. Under most environmental conditions tested in this study, there was evidence for extranuclear parental effects. Maternal effects on insect development are well documented in the literature (Parsons, 1962; Delcour, 1969; Jansen et al. 1988) and have been found to be important also for Drosophila in pilot experiments made in our laboratory (unpublished data). Attempts have therefore been made to reduce this source of variability, at least as far as it concerns the maternal environment and maternal age: the virgin females hatched and were stored in separate vials for each replicate cross. We assume, therefore, that the observed effects were largely due to the maternal genotypes and not to the environments experienced by the females. Recent quantitative
models show that the evolutionary dynamics of traits can be influenced by maternal effects (Kirkpatrick & Lande, 1989). Because they were different among environments in our experiments for developmental time (stronger at lower yeast levels), we expect that they would also influence the evolution of phenotypic plasticity of this trait in environments with a heterogenous food distribution. Reports by other investigators document that maternal effects can influence the sensitivity of development to environmental differences (Garrard, Harrison & Weiner, 1974, in mice; Murphy, Giesel & Manlove, 1983, in Drosophila; Parker, 1984, in cockroaches).

In contrast to maternal effects, paternal effects are usually not expected in Drosophila melanogaster. The male does not contribute anything to the zygote in this species besides the nuclear genetic material (Markow & Ankney, 1988). Consequently no attempts are usually made to measure paternal variance components. There are few reports on the subject. Giesel & Nieman (1985) reported on an effect of parental exposure to alcohol on the expression of the mutant vestigial, and Giesel (1988) reported on an effect of photoperiod experienced by parents on the developmental time and the response of this trait to larval density in their progeny. In both cases the effects were equally mediated by both parents. Cockerham & Weir (1977) mention meiotic drive (demonstrated in Drosophila) as a possible source for paternal effects.

Paternal effects would evidently have evolutionary implications similar to maternal effects, and the possibility that both may occur together would add to the complexity of the evolutionary process. If the phenomenon is general in natural populations, then one should check for both more frequently than is common practice. Paternal effects would inflate estimates of additive genetic variances and could also obscure the detection of maternal effects.

(d) Epistasis. There was circumstantial evidence for epistatic interactions in some combinations of temperature and yeast level, not in others. This suggests that epistatic interactions would also be differently expressed in different parts of a heterogenous environment, making the evolution of plasticity unpredictable. Scheiner & Lyman (1991) reported that they observed a negative response in the initial phase of a selection experiment on phenotypic plasticity in Drosophila. The unexpected response could have been the result of different epistatic interactions at the two temperatures they used for raising the larvae.

To conclude, our data show that the composition of phenotypic variance within a population may greatly depend on environmental factors such as temperature or food. Arguments that additive genetic variation could be maintained by mechanisms involving gene–environment interaction (crossing reaction norms) seem to be supported. On the other hand, the evolution of phenotypic plasticity could be constrained, because non-heritable components of gene expression may be involved in the plastic response between environmental conditions, either in clear patterns (directional dominance, perhaps maternal and paternal effects), or in ways not obviously related to the environmental factors (epistasis).
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Appendix Table 1. Analyses of variance of the diallel tables for each environment by sex and trait

| Source | d.f. | Mean squares for developmental time | Mean squares for dry weight |
|--------|-----|------------------------------------|---------------------------|
|        |     | Males    | Females | Males    | Females |
| Model  | 35  | 2.961**  | 4.371*** | 0.507*** | 0.983*** |
| p      | 5   | 7.332*** | 9.573*** | 0.611**  | 0.580   |
| b      | 15  | 2.435    | 3.882*  | 0.105    | 0.711** |
| b1     | 1   | 0.190    | 3.394   | 0.051    | 0.981   |
| b2     | 5   | 4.847*   | 5.264*  | 0.167    | 1.435***|
| b3     | 9   | 1.384    | 1.843   | 0.081    | 0.218   |
| c      | 5   | 0.537    | 3.314   | 0.067**  | 0.311   |
| d      | 10  | 0.689    | 0.943   | 0.075    | 0.488   |
| Error  |     | 1.520 (89) | 1.870 (88) | 0.167 (89) | 0.261 (88) |

T = 22 °C; yeast = 5 g kg⁻¹
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### Appendix Table 1 (cont.)

| Source | D.F. | Males | Females | Males | Females |
|--------|------|-------|---------|-------|---------|
|        |      | Mean squares for developmental time | Mean squares for dry weight |
| Model  | 35   | \(T = 22^\circ C;\) yeast = 10 g kg\(^{-1}\) | \(T = 22^\circ C;\) yeast = 40 g kg\(^{-1}\) |
| p      | 5    | 1.333*** | 1.409*** | 0.158* | 0.481*** |
| b      | 15   | 0.674   | 1.150*   | 0.039  | 1.087*** |
| b1     | 1    | 1.039*  | 1.913*** | 0.137  | 0.433**  |
| b2     | 5    | 0.722** | 21.014*** | 0.003  | 0.511    |
| b3     | 9    | 0.536   | 1.337*   | 0.224  | 0.576**  |
| c      | 5    | 1.701** | 0.432    | 0.124  | 0.101    |
| d      | 10   | 0.731   | 0.643    | 0.158  | 0.232    |
| Error  |      | 0.528 (88) | 0.443 (82) | 0.100 (88) | 0.176 (82) |
| (D.F.) |      |         |          |        |          |
| Model  | 35   | \(T = 25^\circ C;\) yeast = 2.5 g kg\(^{-1}\) | \(T = 25^\circ C;\) yeast = 5 g kg\(^{-1}\) |
| p      | 5    | 1.263*** | 2.940*** | 0.124  | 0.456*   |
| b      | 15   | 1.496*** | 4.677*** | 0.168  | 0.354    |
| b1     | 1    | 2.494*** | 5.324*** | 0.139  | 0.277    |
| b2     | 5    | 29.344*** | 64.699*** | 0.045  | 1.089*   |
| b3     | 9    | 1.059**  | 4.480*** | 0.091  | 0.361    |
| c      | 5    | 0.539   | 0.388    | 0.175  | 0.178    |
| d      | 10   | 0.106   | 0.752*   | 0.231* | 0.251    |
| Error  |      | 0.322 (84) | 0.447 (82) | 0.213 | 0.226 (57) |
| (D.F.) |      |         |          |        |          |
| Model  | 35   | \(T = 25^\circ C;\) yeast = 10 g kg\(^{-1}\) | \(T = 25^\circ C;\) yeast = 10 g kg\(^{-1}\) |
| p      | 5    | 9.455*** | 6.976*** | 0.364*** | 0.504** |
| b      | 15   | 3.574   | 0.221    | 0.766* | 0.591*   |
| b1     | 1    | 3.106   | 2.082    | 0.142  | 0.138    |
| b2     | 5    | 0.001   | 0.001    | 0.005  | 0.001    |
| b3     | 9    | 3.456   | 2.781    | 0.094  | 0.123    |
| c      | 5    | 3.387   | 2.127    | 0.184  | 0.199    |
| d      | 10   | 7.955** | 12.350*** | 0.478** | 0.882** |
| Error  |      | 1.516   | 3.521*   | 0.107  | 0.052    |
| (D.F.) |      | 1.842 (82) | 1.636 (81) | 0.416 (82) | 0.222 (81) |

\(r = 22^\circ C;\) yeast = 10

\( \begin{align*}
1.333 *** & \quad 1.409 *** \\
0.674 & \quad 1.150 * \\
1.039 * & \quad 1.913 *** \\
0.722 ** & \quad 21.014 *** \\
0.536 & \quad 1.337 * \\
1.701 ** & \quad 0.432 \\
0.731 & \quad 0.643 \\
0.528 (88) & \quad 0.443 (82) \\
\end{align*} \)
### Appendix Table 1 (cont.)

| Source | D.F. | Males | Females | Males | Females |
|--------|------|-------|---------|-------|---------|
| Model  | 35   | 0.878*** | 1.706*** | 0.149** | 1.391*** |
| p      | 5    | 0.154   | 1.662*** | 0.182*  | 0.823*** |
| b      | 15   | 1.226*** | 2.366*** | 0.146*  | 0.257**  |
| b1     | 1    | 13.741***| 27.634***| 0.695** | 1.896*** |
| b2     | 5    | 0.730**  | 1.662*** | 0.134   | 0.121    |
| b3     | 9    | 0.215   | 0.200    | 0.102   | 0.092    |
| c      | 5    | 0.592*  | 0.561**  | 0.098   | 0.141    |
| d      | 10   | 0.221   | 0.305    | 0.054   | 0.084    |
| Error  | (D.F.) | 0.202 (86) | 0.182 (83) | 0.673 (86) | 0.109 (83) |

\[T = 25 \, ^\circ C; \text{yeast} = 40 \, \text{g kg}^{-1}\]

| Model  | 35   | 1.537* | 1.631*** | 0.489 | 0.953** |
| p      | 5    | 0.605  | 2.999*** | 0.271 | 1.473*  |
| b      | 15   | 1.792* | 1.821*** | 0.324 | 0.724   |
| b1     | 1    | 1.378  | 7.782**  | 0.748 | 2.685*  |
| b2     | 5    | 1.730  | 1.476**  | 0.476 | 0.386   |
| b3     | 9    | 1.887* | 1.679*** | 0.243 | 0.674   |
| c      | 5    | 1.287  | 4.210*** | 0.300 | 1.085*  |
| d      | 10   | 0.587  | 0.661    | 0.562 | 0.451   |
| Error  | (D.F.) | 0.875 (86) | 0.439 (83) | 0.401 (86) | 0.497 (83) |

\[T = 28 \, ^\circ C; \text{yeast} = 5 \, \text{g kg}^{-1}\]

| Model  | 35   | 1.598*** | 1.919*** | 0.585*** | 0.921*** |
| p      | 5    | 4.763*** | 6.363*** | 0.215 | 1.091**  |
| b      | 15   | 1.816*** | 2.905*** | 0.484*** | 0.939*** |
| b1     | 1    | 19.811***| 24.108***| 1.282** | 1.526*   |
| b2     | 5    | 3.453*** | 5.818*** | 0.603** | 1.569*** |
| b3     | 9    | 0.298   | 0.403    | 0.238   | 0.321    |
| c      | 5    | 0.233   | 1.066*   | 0.101   | 0.709    |
| d      | 10   | 0.269   | 0.314    | 0.204   | 0.198    |
| Error  | (D.F.) | 0.476 (80) | 0.343 (75) | 0.155 (80) | 0.253 (75) |

\[T = 28 \, ^\circ C; \text{yeast} = 10 \, \text{g kg}^{-1}\]

| Model  | 35   | 1.123*** | 1.014*** | 0.552*** | 0.816*** |
| p      | 5    | 2.082*** | 3.191*** | 0.405*  | 0.252    |
| b      | 15   | 2.028*** | 2.097*** | 0.892*** | 0.950*** |
| b1     | 1    | 18.843***| 23.339***| 6.457***| 5.989*** |
| b2     | 5    | 1.045*** | 2.676*** | 0.325*  | 0.989**  |
| b3     | 9    | 0.032   | 0.229    | 0.036   | 0.318    |
| c      | 5    | 0.262*  | 0.315    | 0.123   | 0.887**  |
| d      | 10   | 0.073   | 0.180    | 0.137   | 0.136    |
| Error  | (D.F.) | 0.106 (82) | 0.236 (79) | 0.140 (82) | 0.239 (79) |

The analyses are based on the Hayman model except that maternal effects are explicitly specified here (therefore Hayman’s original a item is replaced by a p item (p for parental), which is not inflated by maternal effects).

Sources of variation are labelled: p for additive genetic effects; b for total genetic dominance; b1, b2, and b3 for mean directional, parent-specific directional, and cross-specific dominance components; c for maternal effects; d for higher interactions.

Significance: * P < 0.05; ** P < 0.01; *** P < 0.001.
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