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Abstract

This paper presents the Standalone Neural ODE (sNODE), a continuous-depth neural ODE model capable of describing a full deep neural network. This uses a novel nonlinear conjugate gradient (NCG) descent optimization scheme for training, where the Sobolev gradient can be incorporated to improve smoothness of model weights. We also present a general formulation of the neural sensitivity problem and show how it is used in the NCG training. The sensitivity analysis provides a reliable measure of uncertainty propagation throughout a network, and can be used to study model robustness and to generate adversarial attacks. Our evaluations demonstrate that our novel formulations lead to increased robustness and performance as compared to ResNet models, and that it opens up for new opportunities for designing and developing machine learning with improved explainability.

1 Introduction

Neural ordinary differential equations (NODEs), (Chen et al., 2018), have enabled the formulation of residual networks with continuous depth, presenting advantages including memory efficiency during training and the possibility of trading precision against computational cost during inference. Recently, NODEs have been extended to include time/depth dependence of weights using the Galerkin ODE-net (Massaroli et al., 2020) and Stateful ODE-net (Queiruga et al., 2021). However, until now, it has not been rigorously demonstrated how a full neural network can be modeled by a self-contained ODE model, i.e. NODEs has only been considered as an intermediate block embedded between “conventional” layers for feature extraction and classification, see Figure 1.

This paper presents a Standalone Neural ODE, sNODE, which is a continuous-depth NODE model that describes full trainable networks in a self-contained fashion. We propose a mini-batch nonlinear conjugate gradient (NCG) optimization scheme with a general cost functional, which covers a wide variety of loss functions and penalty terms involving $L^p$ and Sobolev norms. A key benefit of a sNODE model is that the mathematical properties of the model holds true for the end-to-end mapping, from input data points to predictions. Hence, our novel sNODE formulation enables, e.g., analysis of the behavior of predictions under different perturbations of data points or weights, and general sensitivity analysis of the mapping. To demonstrate the benefits of the sNODE network, we formulate the neural sensitivity problem and analyze how uncertainty due to input noise is propagated through the network. We show how this also generalizes to traditional ResNets trained with stochastic gradient descent (SGD). Furthermore, we show how the neural sensitivity problem can be used to generate and analyze adversarial attacks. The contributions of the paper can be summarized as:
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1 We will use time and depth interchangeably throughout the paper.
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Figure 1: The original NODE formulation and some subsequent methods use the NODE as an intermediate block between feature extractor layers and a classifier, and is formulated without time dependence (left). Later work expand the NODE block to use time dependent parameterization (middle). We consider a Standalone neural ODE (right), which means that the NODE itself needs to perform feature extraction and classification mapping. Although more challenging, this allows for a theoretical formulation of the sensitivity of the network to input perturbations.

- A novel NCG solver for Standalone depth-varying NODEs with a sensitivity analysis for determining the step length of the descent direction.
- An introduction of Sobolev regularization for maintaining accuracy when the level of noise is increasing in the input data.
- A general sensitivity analysis formulation, which enables studying the robustness of trained weights, i.e., without requiring running inference with noisy data points. We show how the analysis generalizes beyond NODEs, e.g. to SGD-trained residual networks.
- A comparison of Euler discretization against an adaptive ODE solver, and a direct comparison of Euler NODEs to the equivalent SGD-trained residual networks.
- A neural sensitivity problem formulation for generating powerful adversarial examples for neural ODEs and equivalent SGD models.

Our analysis shows how sNODE models can be optimized using both Euler discretization and adaptive ODE solvers. This is an important contribution as it enables direct comparisons and provides a bridge between ODE-based models and “conventional” ResNets. This opens up for new opportunities for developing machine learning algorithms with theoretical foundation and explainable behavior.

2 Related work

Neural ODEs. NODEs were formally introduced by Chen et al. (2018) as a representation of infinitely deep ResNet architectures. It has been further demonstrated that many of the networks commonly used in deep learning can be interpreted as different discretization schemes of differential equations (Lu et al., 2018), but typically under the restriction that each layer is parameterized independently. There is a range of follow-up work that consider different properties of NODEs. For example, it has been shown how the representations learned by NODEs preserve the topology of the input space, which can be a limiting factor in terms of model expressivity (Dupont et al., 2019). To overcome this issue, the input space can be augmented to give the NODE a higher-dimensional space for finding more complex functions (Dupont et al., 2019). It has also been demonstrated how NODEs offer an increased robustness with respect to noise perturbations and adversarial attacks (Yan et al., 2019). NODEs can be further stabilized by injecting noise during training (Liu et al., 2019). In the training of NODEs typically adjoint problems are used and these can be expensive in terms of computational usage, however, there is a recent study (Matsubara et al., 2021) on efficient implementation of such adjoint problems.

The original work considers NODEs with no time/depth dependence, i.e., the same transformation is applied for each point in time. Other works have suggested formulating NODEs with time-dependence,
using the Galerkin ODE-net (Massaroli et al., 2020) or the recent Stateful ODE-net (Queiruga et al., 2021). However, until now NODEs have been considered an intermediate network component, which is embedded between conventional neural network layers, as illustrated in Figure 1. We focus on the problem of using NODEs in isolation, describing the end-to-end mapping of a neural network. The benefit of this formulation is that the mathematical properties of the model holds true, from input data points to predictions. This makes it possible to, e.g., analyze the behavior of predictions under different perturbations of data points or weights. As we will demonstrate, this enables a general sensitivity analysis of the mapping. There is a recent example where NODEs were used in isolation from conventional network layers (Baravdish et al., 2022) but only for small networks on 2D toy datasets. We substantially scale the size of the NODE network, and apply it to image input data.

Sensitivity analysis. There are different notions of sensitivity within the neural network literature. Methods for explainable AI can be formulated for generating images that maximally activate some targeted layer or neuron (Simonyan et al., 2013; Zeiler and Fergus, 2014; Yosinski et al., 2015). Other methods investigate the sensitivity of the network output to changes in input (Novak et al., 2018; Pizarroso et al., 2020). For example, Novak et al. (2018) used the norm of the network’s Jacobian matrix as a sensitivity metric to conduct an empirical study and showed correlation between generalization and sensitivity in neural networks. There is also a range of previous work aimed towards finding the smallest changes in input images which lead to mispredictions, so called adversarial attacks (Szegedy et al., 2013; Goodfellow et al., 2014; Madry et al., 2018). Yan et al. (2019) showed that ODE-Nets are more robust than classical CNN models against both random Gaussian perturbations and adversarial attacks. Carrara et al. (2019) also studied the robustness of NODEs to adversarial attacks and arrived at the same conclusion. A way of defending against adversarial attacks, utilizing NODEs, is presented in (Kang et al., 2021). In this paper, we analytically estimate a trained networks sensitivity to input perturbations without running perturbed data through the network. This is possible due to the Standalone NODE formulation. We show also how the sensitivity problem can be used for generating powerful adversarial attacks, as it allows us to find a direction for perturbation of the input that affects the output of the network with the greatest impact.

CG and Sobolev gradient. In the discrete case, training via the conjugate gradient (CG) has been tested earlier (Bottou et al., 2018), and discrete Sobolev norms for neural network inputs and outputs have been investigated (Czarnecki et al., 2017). We present a significantly different approach, where we apply NCG for minimizing a functional in the Lagrangian formulation in the continuous setting, with gradient descent obtained by a neural sensitivity problem. This optimization method is further extended to include the Sobolev gradient for trainable weights. Such problem formulation has only been considered very recently in (Baravdish et al., 2022), and we significantly expand on this.

3 Standalone Neural ODEs

The key goal of sNODE is to enable fully self-contained depth-varying neural ODEs capable of describing a full neural network as a standalone entity. The forward propagation of the input \( x^0 \in \mathbb{R}^N \) through this network of infinite layers is given by

\[
\begin{align*}
  x'(t) &= \sigma(W(t)x(t) + b(t)), \quad t \in I = (0, T) \\
  x(0) &= x^0 \quad \text{(given input layer)}
\end{align*}
\]

where \( \sigma \) is a nonlinear activation function applied component-wise describing the activation of neurons and the affine transformations are represented by their layer-dependent weights, \( W(t) \in \mathbb{R}^{N \times N} \) and biases, \( b(t) \in \mathbb{R}^N \). The output layer is obtained at time \( T \). In the numerical experiments, we will consider two commonly used nonlinear activation functions: the Rectified Linear Unit \( \sigma(r) = \text{ReLU}(r) \) with its derivative \( \sigma'(r) = \chi_{\mathbb{R}_+^1}(r) \) and the Hyperbolic Tangent \( \sigma(r) = \tanh(r) \) having as derivative \( \sigma'(r) = \sech^2(r) \).

The effect of perturbation of parameters and initial condition on the solution of (1) is described by

Lemma 3.1. Assume that the solution \( x(t) \) of (1) is perturbed by \( \varepsilon \xi(t) \) when the parameters \( W(t) \) and \( b(t) \) are perturbed by \( \varepsilon \omega(t) \) and \( \varepsilon \beta(t) \) respectively (and when \( x^0 \) is perturbed by \( \varepsilon \xi^0 \)), where
\( \varepsilon > 0 \) is a small number. Then, the perturbation \( \xi(t) \) satisfies the linear equation given by
\[
\begin{align*}
\xi'(t) &= \sigma' \left( W(t)x(t) + b(t) \right) \odot \left( \omega(t)x(t) + \beta(t) + W(t)\xi(t) \right), \quad t \in I, \\
\xi(0) &= \xi^0,
\end{align*}
\]
where \( \sigma' \) is the derivative of \( \sigma \). The neural sensitivity problem given by equation (2) describes the propagation of perturbations of the parameters and the initial condition through the network.

The neural sensitivity problem provides information about dependence of output data on input and parameters. Solving the neural sensitivity problem (2) for \( \omega(t) = \beta(t) = 0 \) describes the propagation of the perturbation along the layers when the input is perturbed by \( \xi^0 \). This can be used for studying the robustness of neural networks and paving the way for explainability. The solution to the neural sensitivity problem (2) for \( \xi^0 = 0, \omega(t) \neq 0 \) and \( \beta(t) \neq 0 \) will be used in the training procedure to determine the step size of the descent direction in the NCG.

## 4 Training sNODEs via a Nonlinear Conjugate Gradient method

In the continuous setting, deep learning is interpreted as a parameter estimation problem where the weights and biases have to be identified (Haber and Ruthotto, 2017); therefore, given a batch of \( K \) data points, each with input \( x_k \in \mathbb{R}^N \) and desired output \( y_k \in \mathbb{R}^N, k = 1, 2, \ldots, K \), the training procedure can be cast into minimizing the following cost functional
\[
E(W, b) = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{\mu_1}{2} ||x_k(T) - y_k||_{\mathbb{L}^2}^2 + \mu_2 H(y_k, \text{soft}_{\text{max}}(x_k(T))) + \frac{\mu_3}{2} ||x_k(T)||_{\mathbb{L}^2}^2 \right) + \frac{\mu_4}{2} \left( \|W\|_{\mathbb{L}^2}^2 + \|b\|_{\mathbb{L}^2}^2 \right)
\]
subject to
\[
\begin{align*}
\dot{x}_k'(t) &= \sigma(W(t)x_k(t) + b(t)), \quad t \in I := (0, T) \\
x_k(0) &= x_k^0
\end{align*}
\]
with \( x_k(T) \) the output layer, and the layer-dependent weight-matrix \( W \) and bias \( b \) belong to a suitable class of functions (e.g. a Hilbert space). Here, \( H(p, q) = -\sum_i p_i \log(q_i) \) is the cross-entropy function for probability vectors \( p, q \in \mathbb{R}^N \) with \( \text{soft}_{\text{max}}(x) = \frac{\exp(x_i)}{\sum_j \exp(x_j)} \) measuring the quality of the predicted class label probabilities.

The choice of the loss function is critical in defining the outputs in a way that is suitable for the application at hand. Cross-entropy (CE) is the de facto standard in classification tasks. However, it has been demonstrated that \( \ell^2 \) can produce results on par or even better than CE (Hui and Belkin, 2021). For this reason, it is interesting to compare the two different loss functionals, as they could have very different impact on the sensitivity of a trained model. The cost functional (3) covers commonly used ones in deep learning. For \( \mu_1 = 0, \mu_2 > 0 \), we have the cross-entropy loss and \( \mu_3 > 0 \) is also used to explicitly constrain the output to be small. This regularization against explosive growth in the final layer may yield accuracy improvements comparable to dropout (Dauphin and Cubuk, 2020). For \( \mu_1 > 0 \) and \( \mu_2 = \mu_3 = 0 \), we have the \( \ell^2 \)-loss. Finally, \( \mu_4 > 0 \) is used to include Tikhonov regularization, also referred to as weight decay.

We use the Lagrange multiplier method to rewrite the constrained minimization problem as follows
\[
\mathcal{E}(W, b) = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{\mu_1}{2} ||x_k(T) - y_k||_{\mathbb{L}^2}^2 + \mu_2 H(y_k, \text{soft}_{\text{max}}(x_k(T))) + \frac{\mu_3}{2} ||x_k(T)||_{\mathbb{L}^2}^2 \right) + \frac{\mu_4}{2} \left( \|W\|_{\mathbb{L}^2}^2 + \|b\|_{\mathbb{L}^2}^2 \right) + \frac{1}{K} \sum_{k=1}^{K} \int_0^T \left\langle \lambda_k(t), \sigma(W(t)x_k(t) + b(t)) - x_k'(t) \right\rangle \, dt,
\]
where \( \lambda_k(t) \) is the Lagrange multiplier.

We solve the minimization problem using a conjugate gradient based iterative method proposed by Baravdish et al. (2022), where the descent direction, involving the gradient of \( \mathcal{E}(W, b) \), are calculated via the adjoint problem (see Lemma 4.1 below) and the learning rate is determined by the neural sensitivity problem (2) with \( \xi^0 = 0 \).
Lemma 4.1. The Fréchet derivative of $\mathcal{E}(W, b)$ with respect to the $L^2$-inner product is given by

\begin{align}
\mathcal{E}'_\omega &= \mu_4 W + \frac{1}{K} \sum_{k=1}^{K} x_k^T (\sigma'(W x_k + b) \odot \lambda_k) \\
\mathcal{E}'_\beta &= \mu_4 b + \frac{1}{K} \sum_{k=1}^{K} (\sigma'(W x_k + b) \odot \lambda_k)
\end{align}

(6)

(7)

where the Lagrange multiplier $\lambda_k(t)$ is the solution to the adjoint problem given by

\begin{align}
\begin{cases}
\lambda'_k(t) = -W(t)^T \left( \sigma'(W(t)x_k(t) + b(t)) \odot \lambda_k(t) \right), \\
\lambda_k(T) = \mu_1 (x_k(T) - y_k) + \mu_2 \max(\sigma(x_k(T))) - y_k) + \mu_3 x_k(T).
\end{cases}
\end{align}

(8)

The gradient descent direction given by the Fréchet derivative as obtained in Lemma 4.1 is the steepest one with respect to the Sobolev $W^{1,2}$-inner product on the interval $(0, T)$. For regularization purposes, one may consider the descent direction that is steepest with respect to the Sobolev $W^{1,2}$-inner product obtained by the transformation (9), which results in smoother trained weights, see Appendix B.

Corollary 4.2. The Fréchet derivative of $\mathcal{E}(W, b)$ with respect to the Sobolev $W^{1,2}$-inner product is obtained by applying the transformation $\mathcal{S}$ defined by

\begin{equation}
\mathcal{S} u(t) = \frac{\cosh(T - t)}{\sinh T} \int_0^t u(s) \cosh(s) \, ds + \frac{\cosh t}{\sinh T} \int_t^T u(s) \cosh(T - s) \, ds, \quad t \in [0, T],
\end{equation}

(9)

to each component $u \in L^2(0, T)$ of $\mathcal{E}'_\omega$ and $\mathcal{E}'_\beta$ in (6) and (7), respectively.

The proofs of Lemma 4.1 and Corollary 4.2 are included in Appendix A. The NCG algorithm together with details for computing the learning rate are in Appendix B.

5 Numerical experiments

We perform experiments on the MNIST (LeCun, 1998) dataset, which is composed of images of hand-written digits from 0 to 9, with a total of 60K training images and 10K testing images. We linearly resample the images to 14×14 pixel resolution and then vectorize them to a 196-dimensional input. With the intention of enabling comparisons of the continuous setting, i.e., sNODEs with the NCG training method, to the existing discrete setting, i.e., ResNets with standard stochastic gradient descent (SGD), we consider sNODEs on the interval $I = (0, T)$ of length $T = 3$ and ResNets composed of 150 layers corresponding to the discretization level used in the sNODEs. The activation functions are scaled by the factor $1/50$, to have an exact copy of an sNODE solved with Euler discretization. The hidden layers have the same width as the number of pixels in the input images, i.e., 196 for all models. In the final layer, only 10 dimensions are used for predicting the 10 classes.

To train the sNODEs, we apply steps of the NCG algorithm with data batches comprising of $K = 100$ images. Initially, normally distributed weights and bias functions $W^{(0)}(t)$ and $b^{(0)}(t)$ with mean 0 and standard deviation 0.001 are introduced. Each batch was used in 6 iterations of the NCG. When a given set of data points $x_k^0$ is to be classified, it is fed into the network, i.e., sNODE with reconstructed weights and biases, via the initial condition of the direct problem (1). The final value $x_k(T)$ of the solution to the differential equation is then used to determine the class of the respective point. For training of the discrete model, SGD is used through the RMSprop optimizer (Hinton et al., 2012) with an initial learning rate of 0.01. Apart from this, the setup is exactly replicating the NCG-trained sNODE, with the same initialization, batch size, training iterations, loss function, etc.

First, we show that, as a numerical scheme of solving sNODEs, Euler discretization outperforms ODE45 solvers besides allowing for a direct comparison between sNODE models and ResNets. Next, we study the performance and robustness capabilities of NCG-trained sNODEs for tanh/ReLU activation functions, $\ell^2$/CE-loss with/without weight decay, in comparison to SGD-trained ResNets, and we evaluate the ability of the neural sensitivity problem of measuring the perturbation propagation throughout the network. Finally, we show how the neural sensitivity problem can be used both to study the robustness of the trained models and to generate adversarial attacks. The NCG trainings
as well as the sensitivity analysis were implemented in MATLAB, while SGD experiments were performed through Keras/TensorFlow and trained on an Nvidia Quadro RTX 5000. Adversarial attacks for comparisons have been produced through the Adversarial Robustness Toolbox\textsuperscript{2}.

**Euler discretization performs well in comparison to an adaptive ODE solver.** In this experiment, we compared the Euler numerical scheme against an adaptive ODE solver (ODE45) for the discretization of sNODE when NCG training is considered on (14×14) MNIST. We note that the ODE45 solver was previously tested by Baravdish et al. (2022) in the same setting of training sNODE via NCG; however, experiments were limited to 2D toy datasets. We choose tanh activation functions due to their smoothness property, and set $\mu_1 = 1$, $\mu_2 = \mu_3 = \mu_4 = 0$ in (3) hence minimizing the $\ell^2$-loss without weight decay. We perform 5 separate training runs, each over 20 epochs, and report the mean and standard deviation of training and testing accuracies during training in Figure 2. We also test the effect of running inference through Euler discretized models with weights and biases learned through NCG where ODE45 solvers were used, and vice versa (see Table 1).

![Figure 2: Mean and standard deviation of training and test accuracies over 5 separate runs of sNODEs with NCG when using Euler discretization compared to the ODE45 solver.](image)

As reported in Figure 2 and Table 1, using the Euler discretization rather than the ODE45 scheme may improve the model capabilities in terms of optimization via NCG and performance. Also, this setting makes it possible to perform a direct comparison between NODEs and SGD-trained residual networks, where the number of layers is set in accordance with the Euler discretization step.

| Training Inference | Euler | Euler | ODE45 | ODE45 | Euler |
|--------------------|-------|-------|-------|-------|-------|
| Training Accuracy  | 99.94 ± 0.01 | 98.99 ± 0.25 | 98.90 ± 0.15 | 98.99 ± 0.11 |
| Test Accuracy      | 98.19 ± 0.13 | 97.97 ± 0.26 | 97.60 ± 0.12 | 97.64 ± 0.10 |

**NCG-trained Euler sNODE models have the same or better accuracy and robustness when compared to SGD-trained ResNets.** We investigate the generalization and robustness capabilities of NCG-trained sNODEs in comparison to their equivalent SGD-trained ResNets under different settings. For the optimization, we compared minimizing CE-loss with $\mu_2 = 1$, $\mu_3 = 0.4$ and $\mu_1 = 0$ in (3) to $\ell^2$-loss obtained by $\mu_1 = \mu_3 = 0$ and $\mu_2 = 1$. We also inspected the effect of regularizing through weight decay by considering $\mu_4 = 0$ and $\mu_4 = 10^{-8}$. For each combination of activation and cost, we used NCG for sNODEs and SGD for ResNets to carry out 5 separate trainings over 10 epochs for each model, then we ran inference on clean datasets and noisy datasets obtained from perturbing the clean ones by Gaussian noises of different standard deviations {0.01, 0.03, 0.05, 0.08, 0.1, 0.13, 0.15, 0.18, 0.2}, and computed the accuracy of the classification. The models performance (classification accuracy on clean data) and robustness (classification accuracy on noisy data) are indicated respectively in Table 2 and Figure 3.

NCG-trained sNODEs outperform SGD-trained ResNets when CE-loss is considered whether weight decay is used or not, and they have similar robustness without weight decay. With $\ell^2$-loss, both have similar performance but with NCG sNODE being more robust when no weight decay is used. Using $\ell^2$-loss improves the accuracy of SGD-trained ResNets while worsening their robustness; however, it has no significant effect on the performance nor the robustness of NCG sNODEs. For

\textsuperscript{2}https://adversarial-robustness-toolbox.readthedocs.io
Table 2: Mean and standard deviation of classification accuracies (%) on clean data of NCG-trained sNODEs and SGD-trained ResNets with different activations, loss and regularizations.

|                      | Cross-entropy loss |          | Cross-entropy loss |          |
|----------------------|--------------------|----------|--------------------|----------|
|                      | ReLU               | tanh     | ReLU               | tanh     |
| SGD                  | 96.30 ± 0.37       | 95.21 ± 0.26 | 97.92 ± 0.14       | 97.92 ± 0.05 |
| SGD w.d.             | 96.05 ± 0.29       | 95.40 ± 0.32 | 98.03 ± 0.20       | 97.82 ± 0.15 |
| NCG                  | 98.05 ± 0.10       | 96.99 ± 0.25 | 98.03 ± 0.22       | 97.80 ± 0.06 |
| NCG w.d.             | 97.60 ± 0.08       | 97.67 ± 0.14 | 97.73 ± 0.08       | 97.83 ± 0.05 |
| NCG Sob.             | 95.84 ± 0.15       | 97.13 ± 0.06 | 96.32 ± 0.64       | 96.93 ± 0.06 |

Figure 3: Robustness of different models and training settings. The plots show means and standard deviations of classification accuracies over 5 runs, on test data with varying amount of noise applied. Each model, weight decay has no significant effect on its performance; however, it strongly decreases the robustness of NCG sNODEs. Employing Sobolev gradient descent in NCG training of sNODEs with tanh activation functions produces the most robust models. Finally, by examining the magnitude of \(\|x(t)\|\), we note that the value of \(\mu_3 = 0.4\) used in the experiments might not be optimal for Sobolev gradient descent with CE loss. A hyper-parameter search could potentially improve on this.

The general sensitivity problem provides a good approximate description of noise propagation. We examine how well the solution \(\xi(t)\) of the neural sensitivity problem (2) for \(\omega(t) = \beta(t) = 0\) and \(\xi^0\) a Gaussian noise with standard deviation 0.01, estimates the measured perturbation \(\delta(t)\) throughout the network, with \(\delta(t) := \tilde{x}(t) - x(t)\), where \(\tilde{x}(t)\) and \(x(t)\) are the respective solutions to (1) with a noisy input \(x^0 + \xi^0\) and a clean input \(x^0\). We consider weights and biases obtained from the previous experiment to cover different settings: NCG-trained sNODEs/SGD-trained ResNets, tanh/ReLU activation functions, \(\ell^2\)-CE-loss, with and without weight decay, with and without Sobolev gradient descent. The estimated perturbation \(\|\xi(t)\|/\|x(t)\|\) and the measured perturbation \(\|\delta(t)\|/\|x(t)\|\) throughout the NCG-trained sNODEs and the SGD-trained ResNets with \(\ell^2\)-loss are presented in Figures 4. Similar experiments for the CE-loss setting, together with relative estimation errors \(\|\xi(t) - \tilde{\delta}(t)\|/\|\xi(t)\|\) are presented in Appendix C.

We note that weight decay has a significant effect on the sensitivity of NCG-trained sNODEs when tanh is used, i.e., perturbations are more controlled. This is in contrast to SGD-trained ResNets, where weight decay has no effect on the sensitivity. The obtained results corroborated well with what could be expected theoretically, and indicate that the neural sensitivity problem can be used to measure the propagation of a perturbation throughout NCG-trained sNODEs as well as SGD-trained ResNets with different activations and loss functions without running inference with noisy data.

The neural sensitivity problem can be used to generate powerful adversarial attacks. Given an input data point \(x^0 \in \mathbb{R}^N\), one infers its class by solving the sNODE (1) and determining which component of \(x(T)\) that has the greatest value. In adversarial attacks, an “imperceptible error” in the input leads to a significant change in the output. Such an attack can be found by an iterative process,
which produces a chain of input datapoints $x^1, x^2, \ldots, x^L$ in the vicinity of $x^0$ so that a different component of the corresponding output would be the greatest for some of these inputs.

If a perturbation $\xi^0 \in \mathbb{R}^N$ is small enough, then the input data $\tilde{x} = x^0 + \xi^0$ yields the output $\tilde{x}(T) \approx x(T) + \xi(T)$, where $\xi$ is the solution to the corresponding input neural sensitivity problem (2) with both $\omega(t)$ and $\beta(t)$ being identically zero (since neither the weights nor the biases are being perturbed here). Thus, (2) becomes a homogeneous linear differential equation and the value of $\xi(T)$ depends linearly on $\xi^0$. In particular, there is a matrix $P \in \mathbb{R}^{N \times N}$ such that $\xi(T) = P\xi^0$.

Assume that $x^0$ is inferred to belong to class $j$. For the sake of brevity, let $z = x(T)$ and $\zeta = \xi(T)$. The $i$th component of $\tilde{x}(T)$ will exceed the $j$th component whenever $\kappa(z_i + \zeta_i) \geq (z_j + \zeta_j)$, where the positive constant $\kappa \leq 1$ determines a safety margin to compensate for a possible approximation error. Given this inequality, we seek $\xi^0$ such that $P_{i,j} \xi^0 = \zeta_{i,j}$, where $P_{i,j} \in \mathbb{R}^{2 \times N}$ is the submatrix of $P$ containing rows $i$ and $j$ of $P$ and $\zeta_{i,j} = (\zeta_i, \zeta_j) \in \mathbb{R}^2$ consists of the components $i$ and $j$ of $\zeta$. In the limiting case when $\kappa(z_i + \zeta_i) = z_j + \zeta_j$, the least squares method yields that the least norm solution of the equation $P_{i,j} \xi^0 = \zeta_{i,j}$ is given by

$$\xi^0 = P_{i,j}^T (P_{i,j} P_{i,j}^T)^{-1} \zeta_{i,j}, \quad \text{where} \quad \zeta_i = \frac{1}{(1 - \kappa)} \left( P_{i,j} P_{i,j}^T \right)^{-1} \zeta_j$$

and $\zeta_j = \kappa \zeta_i + \kappa z_i - z_j$.  

A candidate $x^1$ for the perturbed input is then obtained by taking a short step (of predetermined length) from $x^0$ in the direction of $\xi^0$ given in (10). Should it happen that $x^1$ ends up outside of the region of valid input values, then it is to be replaced by a nearest point within the valid region. If the classification label of $x^1$ differs from $j$, then we have found an adversarial attack. Otherwise, we repeat the process by solving (1) with $x^1$ as a starting point, then finding a new matrix $P$ for the solution of (2) and a new direction of perturbation $\xi^2$ as in (10), thereby generating another adversarial candidate $x^2$. Additional iterations can be done as needed. A detailed algorithm to produce adversarial attacks by this method can be found in Appendix D.

Our method exhibits a considerably higher success rate of adversarial attacks than state-of-the-art iterative attack methods, for most of the SGD-trained models, which can be seen in Figure 5 (left). This comparison was done using the discrete ResNet-analogs of sNODEs for classification of downsampled

---

**Figure 4:** Evaluation of the neural sensitivity problem. Estimated propagation of the perturbation (left panel) compared to the measured perturbation (right panel) when $\text{std}(\xi^0) = \text{std}(\delta^0) = 0.01$ through different SGD-trained ResNets (top row) and NCG-trained sNODEs (bottom row) using $\ell^2$-loss.
Figure 5: Percentage of correctly classified images of test data set (MNIST downsampled to 14x14) that are susceptible to adversarial attacks. On average, an input perturbation whose $\ell^2$-norm exceeds the threshold value of around 0.5 is (subjectively) perceptible by the naked eye. The graphs show mean value and standard deviation over 5 test-runs for each training regime, separated between SGD (left), NCG (middle), and NCG with Sobolev gradient (right). The continuous line is our method, and dashed line is PGD (Madry et al., 2018). The legend (right) applies to all plots.

MNIST, trained by SGD. We compare to the projected gradient descent (PGD) attack (Madry et al., 2018), which was most successful for our models, and in Appendix D we include comparisons to FGSM (Goodfellow et al., 2014) and the method proposed by Carlini and Wagner (2017). In all experiments we use the same step-length, 0.06, and number of iterations, 15. Surprisingly, while the proposed method works better for the SGD-trained models, this does not apply to models trained with NCG, see Figure 5 (middle and right). For examples of adversarial images, we refer to Appendix D.

**NCG training and Sobolev gradient descent improve robustness against adversarial attacks.** As can be seen in Figure 5, the NCG and Sobolev NCG sNODEs are significantly less susceptible to adversarial attacks compared to the SGD-trained networks. This goes for all the tested combinations of activation and loss functional. In general, including the Sobolev gradient in the NCG training further reduces the sensitivity to adversarial attacks, but not for all settings. It has previously been demonstrated how NODEs compare favorably to conventional networks in terms of robustness to adversarial attacks (Yan et al., 2019; Carrara et al., 2019), and our experiments confirm that this also apply to the standalone NODEs trained with NCG.

6 Conclusion

Novel sNODEs and a novel NCG are proposed and they compare well to SGD with a state-of-the-art optimizer, in the tested combinations of network and training setup (different activation function, loss function, and regularization). This is very promising, as this new setting has a great potential to further expand mathematical analysis of deep learning, from the previous embedded NODE blocks to an end-to-end network. In this work, we have focused on using this approach to perform sensitivity analysis of trained networks, and for generation of adversarial attacks. The experiments show that the solution to the neural sensitivity problem corresponds well to measured sensitivity and can be generalized to ResNet-models. Furthermore, the neural sensitivity problem can be used to generate adversarial examples. For SGD-trained models, these are more effective than previous methods at attacking networks trained on MNIST. Another promising direction is to use Sobolev NCG for increased smoothness of the trained weights, and we have seen how this can have positive impact on robustness against adversarial attacks.

Although we can successfully optimize large sNODEs\(^3\), with results on par or better than conventional SGD, there is a fundamental limitation in only considering fully connected layers. It is difficult in terms of memory and training time to scale the training to larger images. This is also the reason why we have only included results on the 14x14 pixels downsampled MNIST dataset, and with results that fall short of the state-of-the-art.

\(^3\)The SGD network corresponding to the Euler discretized sNODE, with 150 layers and 196 neurons per layer, uses \(\sim 5.8\)M trainable weights.
For future work, it is central to extend sNODEs beyond fully connected layers, e.g. by means of convolutional layers, and to allow for GPU acceleration. This will allow to fully exploit sNODEs on, e.g., large-scale computer vision problems. Other interesting research directions include sensitivity analysis of weight perturbations, and for uncertainty estimation. We can also see many promising possibilities in incorporating the adversarial sensitivity in the training, so as to further improve robustness against attacks. We believe that Standalone NODEs optimized by Sobolev NCG has the potential to bridge many gaps between deep learning and mathematics, promoting better theoretical foundation in future deep learning problems.

Acknowledgments

This work was supported by the LiU Cancer network at Linköping University, the research environment ELLIIT, and Linköping University Center for Industrial Information Technology (CENIIT).

References

George Baravdish, Gabriel Eilertsen, Rym Jaroudi, B Tomas Johansson, Lukáš Malý, and Jonas Unger. Learning via nonlinear conjugate gradients and depth-varying neural odes. arXiv preprint arXiv:2202.05766, 2022.

Léon Bottou, Frank E Curtis, and Jorge Nocedal. Optimization methods for large-scale machine learning. Siam Review, 60(2):223–311, 2018.

Nicholas Carlini and David Wagner. Towards evaluating the robustness of neural networks. In 2017 IEEE Symposium on Security and Privacy (SP), pages 39–57. IEEE, 2017.

Fabio Carrara, Roberto Caldelli, Fabrizio Falchi, and Giuseppe Amato. On the robustness to adversarial examples of neural ode image classifiers. In 2019 IEEE International Workshop on Information Forensics and Security (WIFS), pages 1–6. IEEE, 2019.

Ricky TQ Chen, Yulia Rubanova, Jesse Bettencourt, and David K Duvenaud. Neural ordinary differential equations. Advances in Neural Information Processing Systems, 31, 2018.

Wojciech M Czarnecki, Simon Osindero, Max Jaderberg, Grzegorz Swirszcz, and Razvan Pascanu. Sobolev training for neural networks. Advances in Neural Information Processing Systems, 30, 2017.

Yann Dauphin and Ekin Dogus Cubuk. Deconstructing the regularization of batchnorm. In International Conference on Learning Representations, 2020.

Emilien Dupont, Arnaud Doucet, and Yee Whye Teh. Augmented neural ODEs. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché Buc, E. Fox, and R. Garnet, editors, Advances in Neural Information Processing Systems 32, pages 3140–3150. Curran Associates Inc, USA, 2019.

Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. arXiv preprint arXiv:1412.6572, 2014.

Eldad Haber and Lars Ruthotto. Stable architectures for deep neural networks. Inverse problems, 34 (1):014004, 2017.

Geoffrey Hinton, Nitish Srivastava, and Kevin Swersky. Neural networks for machine learning lecture 6a overview of mini-batch gradient descent. Cited on, 14(8):2, 2012.

Like Hui and Mikhail Belkin. Evaluation of neural architectures trained with square loss vs cross-entropy in classification tasks. In International Conference on Learning Representations, 2021.

Qiyu Kang, Yang Song, QinXu Ding, and Wee Peng Tay. Stable neural ODE with Lyapunov-stable equilibrium points for defending against adversarial attacks. Advances in Neural Information Processing Systems, 34, 2021.

Yann LeCun. The mnist database of handwritten digits. http://yann.lecun.com/exdb/mnist/, 1998.
Xuanqing Liu, Tesi Xiao, Si Si, Qin Cao, Sanjiv Kumar, and Cho-Jui Hsieh. Neural SDE: Stabilizing neural ODE networks with stochastic noise, 2019.

Yiping Lu, Aoxiao Zhong, Quanzheng Li, and Bin Dong. Beyond finite layer neural networks: Bridging deep architectures and numerical differential equations. In Jennifer Dy and Andreas Krause, editors, Proceedings of the 35th International Conference on Machine Learning, volume 80 of Proceedings of Machine Learning Research, pages 3276–3285. PMLR, 10–15 Jul 2018.

Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. Towards deep learning models resistant to adversarial attacks. In International Conference on Learning Representations, 2018.

Stefano Massaroli, Michael Poli, Jinkyoo Park, Atsushi Yamashita, and Hajime Asama. Dissecting neural ODEs. Advances in Neural Information Processing Systems, 33:3952–3963, 2020.

Takashi Matsubara, Yuto Miyatake, and Takaharu Yaguchi. Symplectic adjoint method for exact gradient of neural ODE with minimal memory. Advances in Neural Information Processing Systems, 34, 2021.

Roman Novak, Yasaman Bahri, Daniel A Abolafia, Jeffrey Pennington, and Jascha Sohl-Dickstein. Sensitivity and generalization in neural networks: an empirical study. arXiv preprint arXiv:1802.08760, 2018.

Jaime Pizarroso, José Portela, and Antonio Muñoz. NeuralSens: Sensitivity analysis of neural networks. arXiv preprint arXiv:2002.11423, 2020.

Alejandro Queiruga, N Benjamin Erichson, Liam Hodgkinson, and Michael W Mahoney. Stateful ODE-Nets using basis function expansions. Advances in Neural Information Processing Systems, 34, 2021.

Karen Simonyan, Andrea Vedaldi, and Andrew Zisserman. Deep inside convolutional networks: Visualising image classification models and saliency maps. arXiv preprint arXiv:1312.6034, 2013.

Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan, Ian Goodfellow, and Rob Fergus. Intriguing properties of neural networks. arXiv preprint arXiv:1312.6199, 2013.

Hanshu Yan, Jiawei Du, Vincent YF Tan, and Jiashi Feng. On robustness of neural ordinary differential equations. In International Conference on Learning Representations, 2019.

Jason Yosinski, Jeff Clune, Anh Nguyen, Thomas Fuchs, and Hod Lipson. Understanding neural networks through deep visualization. arXiv preprint arXiv:1506.06579, 2015.

Matthew D Zeiler and Rob Fergus. Visualizing and understanding convolutional networks. In European conference on computer vision, pages 818–833. Springer, 2014.
Appendices

A Mathematical background and proofs

In this section, we first give notations in A.1 then detailed proofs for the derivation of the neural sensitivity problem, the adjoint problem and the Sobolev descent direction in A.2, A.3 and A.4 respectively.

A.1 Notations

The norms considered in this paper are denoted as follows:

- $\|\cdot\|_2$ or simply $|\cdot|$ denotes the Euclidean norm of the vector $z \in \mathbb{R}^N$, i.e.,
  $$\|z\|_2 = \left(\sum_{n=1}^{N} |z_n|^2\right)^{1/2}.$$

- $\|A\|_F$ denotes the Frobenius norm of the matrix $A \in \mathbb{R}^{N \times N}$, i.e.,
  $$\|A\|_F = \left(\sum_{n,m=1}^{N} |A_{n,m}|^2\right)^{1/2}.$$

- $\|f\|_{L^2(I)}$ or simply $\|f\|_{L^2}$ is the $L^2$-norm of a real-valued function $f : I \to \mathbb{R}$, i.e.,
  $$\|f\|_{L^2(I)} = \left(\int_I |f(t)|^2 dt\right)^{1/2}.$$

For a vector-valued mapping $b : I \to \mathbb{R}^N$ and a matrix-valued mapping $W : I \to \mathbb{R}^{N \times N}$, we define

$$\|b\|_{L^2} = \left(\int_I \|b(t)\|_2^2 dt\right)^{1/2} \quad \text{and} \quad \|W\|_{L^2} = \left(\int_I \|W(t)\|_F^2 dt\right)^{1/2}.$$

- $\|f\|_{W^{1,2}(I)}$ is the first-order Sobolev norm of a real-valued, vector-valued or matrix-valued mapping $f$, i.e.,
  $$\|f\|_{W^{1,2}(I)} = \left(\|f\|_{L^2(I)}^2 + \|f'\|_{L^2(I)}^2\right)^{1/2},$$
  where $f'$ is the distributional derivative of $f$.

Observe that all the listed norms satisfy the parallelogram law and hence can be expressed using an inner product, namely $\|a\|^2 = \langle a, a \rangle$ provided that $a$ lies in the corresponding vector space. In particular, for functions $f, g : I \to \mathbb{R}$ we have

$$\langle f, g \rangle_{L^2(I)} = \int_I f(t)g(t) dt \quad \text{and} \quad \langle f, g \rangle_{W^{1,2}(I)} = \int_I \left(f(t)g(t) + f'(t)g'(t)\right) dt.$$

In case $f$ and $g$ are vector or matrix-valued, then $f(t)g(t)$ and $f'(t)g'(t)$ in the integrals above are to be replaced by the $f^2$ or Frobenius inner product of $f(t)$ and $g(t)$, and $f'(t)$ and $g'(t)$, respectively. For the sake of simplicity, both $\langle \cdot, \cdot \rangle_{L^2}$ and $\langle \cdot, \cdot \rangle_F$ are denoted by $\langle \cdot, \cdot \rangle$ in Section 4 of the paper, Section A.3 and Section B.1 of the appendix.

A.2 Neural sensitivity problem

Proof of Lemma 3.1. Assuming that the element $x(t)$, which is a solution to (1), is perturbed by $\varepsilon \xi(t)$ when $W(t)$ and $b(t)$ are perturbed by $\varepsilon \omega(t)$ and $\varepsilon \beta(t)$ respectively, with $\varepsilon > 0$ being a small number, the corresponding perturbed problem is then given by

$$\begin{cases}
  (x(t) + \varepsilon \xi(t))' = \sigma((W(t) + \varepsilon \omega(t))(x(t) + \varepsilon \xi(t)) + (b(t) + \varepsilon \beta(t))), & t \in I, \\
  x(0) + \varepsilon \xi(0) = x^0 + \varepsilon \xi^0.
\end{cases}
$$

(11)
Subtracting problem (1) from (11), we obtain
\[
\begin{aligned}
\varepsilon \xi'(t) &= \sigma(W(t)x(t) + b(t)) + \varepsilon(\omega(t)x(t) + \beta(t) + W(t)\xi(t) + \varepsilon \omega(t))) \\
&\quad - \sigma(W(t)x(t) + b(t)), \\
\varepsilon \xi(0) &= \varepsilon \xi^0.
\end{aligned}
\]

The neural sensitivity problem is then obtained by letting \(\varepsilon \to 0\), and hence
\[
\begin{aligned}
\xi'(t) &= \sigma'(W(t)x(t) + b(t)) \odot (\omega(t)x(t) + \beta(t) + W(t)\xi(t)), \\
\xi(0) &= \xi^0,
\end{aligned}
\]
where \(\sigma'\) is the derivative of \(\sigma\) applied componentwise and \(\odot\) denotes the Hadamard (i.e., elementwise) product.

### A.3 Adjoint Problem

**Proof of Lemma 4.1.** Let \(\omega(t)\) and \(\beta(t)\) be the directions of the perturbations of \(W(t)\) and \(b(t)\), respectively. The directional derivative of \(E(W, b)\) is given by
\[
\begin{aligned}
E'_{\omega, \beta} (W, b) &= \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} (E(W + \varepsilon \omega, b + \varepsilon \beta) - E(W, b)) \\
&= \frac{1}{K} \sum_{k=1}^{K} \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left( \mu_2 \left( \|x_k(T) + \varepsilon \xi_k(T) - y_k\|_2^2 - \|x_k(T) - y_k\|_2^2 \right) \\
&+ \mu_2 \left\langle H(y_k, \max(x_k(T) + \varepsilon \xi_k(T))) - H(y_k, \max(x_k(T))) \right\rangle \\
&+ \mu_3 \left( \|x_k(T) + \varepsilon \xi_k(T)\|_2^2 - \|x_k(T)\|_2^2 \right) \\
&\right) \\
&+ \frac{\mu_4}{2} \int_0^T \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left( \|W + \varepsilon \omega\|_F^2 - \|W\|_F^2 + \|b + \varepsilon \beta\|_2^2 - \|b\|_2^2 \right) dt \\
&\quad + \frac{1}{K} \sum_{k=1}^{K} \left( \langle \lambda_k, \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left( \sigma(Wx_k + b + \varepsilon^2 \omega \xi_k + \varepsilon (W \xi_k + \omega x_k + \beta)) - \sigma(Wx_k + b) - (x_k + \varepsilon \xi_k)' - x_k' \right) \right) dt \\
&= \frac{1}{K} \sum_{k=1}^{K} \left( \langle \xi_k(T), \mu_1 (x_k(T) - y_k) + \mu_2 (\max(x_k(T)) - y_k) + \mu_3 x_k(T) \rangle \\
&\quad + \mu_4 \int_0^T \langle \omega, W \rangle + \langle \beta, b \rangle \rangle dt \\
&\quad + \frac{1}{K} \sum_{k=1}^{K} \int_0^T \langle \lambda_k, \sigma'(Wx_k + b) \odot (W \xi_k + \omega x_k + \beta) \rangle dt - \frac{1}{K} \sum_{k=1}^{K} \int_0^T \langle \lambda_k, \xi_k' \rangle dt.
\end{aligned}
\]
Integration by parts in the last integral, using \(\xi_k(0) = 0\) and rearranging terms, give
\[
\begin{aligned}
E'_{\omega, \beta} (W, b) &= \frac{1}{K} \sum_{k=1}^{K} \left( \langle \xi_k(T), \mu_1(x_k(T) - y_k) + \mu_2 (\max(x_k(T)) - y_k) + \mu_3 x_k(T) - \lambda_k(T) \rangle \\
&\quad + \int_0^T \mu_4 W + \frac{1}{K} \sum_{k=1}^{K} x_k^T (\sigma'(Wx_k + b) \odot \lambda_k), \omega \rangle dt \\
&\quad + \int_0^T \mu_4 b + \frac{1}{K} \sum_{k=1}^{K} (\sigma'(Wx_k + b) \odot \lambda_k), \beta \rangle dt \\
&\quad + \frac{1}{K} \sum_{k=1}^{K} \int_0^T \langle \lambda_k', - W^T (\sigma'(Wx_k + b) \odot \lambda_k), \xi_k \rangle dt.
\end{aligned}
\]
If the Lagrange multiplier $\lambda_k$ is a solution to the adjoint problem given by
\[
\begin{aligned}
\lambda'_k(t) &= -W(t)^T \left( \sigma' \left( W(t)x_k(t) + b(t) \right) \right) \\
\lambda_k(T) &= \mu_1(x_k(T) - y_k) + \mu_2(\max(x_k(T)) - y_k) + \mu_3x_k(T),
\end{aligned}
\]
then we obtain that
\[
\begin{aligned}
\mathcal{E}'_{(\omega,\beta)}(W;b) &= \int_0^T \mu_4 W + \frac{1}{R} \sum_{k=1}^K x_k^T \left( \sigma'(Wx_k + b) \right) \lambda_k \, dt \\
&\quad + \int_0^T \mu_4 b + \frac{1}{R} \sum_{k=1}^K \left( \sigma'(Wx_k + b) \right) \beta \, dt.
\end{aligned}
\]

Hence,
\[
\mathcal{E}'_\omega = \mu_4 W + \frac{1}{R} \sum_{k=1}^K x_k^T \left( \sigma'(Wx_k + b) \right) \lambda_k \quad \text{and}
\]
\[
\mathcal{E}'_\beta = \mu_4 b + \frac{1}{R} \sum_{k=1}^K \left( \sigma'(Wx_k + b) \right) \lambda_k.
\]

A.4 Sobolev descent direction

**Proof of Corollary 4.2.** Since every element of the dual space of $L^2(0,T)$ defines a continuous functional on the Sobolev class $W^{1,2}(0,T)$, the Riesz representation theorem for Hilbert spaces implies that there is a Sobolev function that represents the functional with respect to the inner product of $W^{1,2}(0,T)$. We need to show that the transformation $S$ as described in (9) yields such a representative, i.e.,
\[
\langle u, \phi \rangle_{L^2(0,T)} = \langle Su, \phi \rangle_{W^{1,2}(0,T)}
\]
holds true for every $u \in L^2(0,T) \equiv \left( L^2(0,T) \right)^*$ and every $\phi \in W^{1,2}(0,T)$. In other words, we want to show that
\[
\int_0^T u(t)\phi(t) \, dt = \int_0^T (Su)(t)\phi(t) + (Su)'(t)\phi'(t) \, dt.
\]

If $u \in \left( L^2(0,T) \right)^*$ is continuous, then a direct calculation shows that $Su \in C^2(0,T) \cap C^{0,1}[0,T]$ is a solution to the boundary value problem
\[
\begin{aligned}
(Su)''(t) - Su(t) &= -u(t), & t \in (0,T), \\
(Su)'(0) &= 0, \\
(Su)'(T) &= 0.
\end{aligned}
\]

Thus, we obtain by integration by parts that
\[
\int_0^T (Su)(t)\phi(t) + (Su)'(t)\phi'(t) \, dt
\]
\[
= (Su)'(T)\phi(T) - (Su)'(0)\phi(0) - \int_0^T ((Su)''(t) - Su(t))\phi(t) \, dt
\]
\[
= \int_0^T u(t)\phi(t) \, dt
\]
for every $\phi \in W^{1,2}(0,T)$. Since continuous functions are dense in $L^2(0,T)$, we may apply density arguments to verify that $\langle u, \phi \rangle_{L^2(0,T)} = \langle Su, \phi \rangle_{W^{1,2}(0,T)}$ is satisfied for a general, possibly discontinuous, $u \in \left( L^2(0,T) \right)^* \equiv L^2(0,T)$.

Formulae (6) and (7) give a representative of the Fréchet derivative of the functional $\mathcal{E}$ with respect to the $L^2$-inner product. We have shown above that the transformation $S$ provides the corresponding representative with respect to the $W^{1,2}$-inner product.
B  Nonlinear Conjugate Gradient method

In this section, we present the algorithm for the nonlinear conjugate gradient iterations for finding weights and biases, along with details in B.1 on how to compute an optimal learning rate via the neural sensitivity problem. We also show in B.2 an example illustrating the smoothening effects of the Sobolev gradient descent direction.

Algorithm 1 Nonlinear Conjugate Gradient (NCG)

Input: Batch of K randomly selected images from the training set with corresponding target classes
Input: An activation function \( \sigma \) and its derivative
Input: Regularization coefficients \( \mu_i \), where \( i = 1, \ldots, 4 \)
Input: Initial weights and biases \( W^0 \) and \( b^0 \)

1: for \( j = 0, 1, 2 \ldots \) do
2: Solve the direct problem (1)
3: Solve the adjoint problem (8)
4: Compute the gradient from (6) and (7)
5: [For Sobolev descent only: Apply \( S \) from (9) componentwise to the gradient.]
6: if \( j = 0 \) then
7: \( \gamma^j = 0 \)
8: else
9: Compute Fletcher-Reeves conjugate gradient coefficient

\[
\gamma^j = \frac{\| E'(\omega)(W^j, b^j) \|^2_{L^2} + \| E'(\beta)(W^j, b^j) \|^2_{L^2}}{\| E'(\omega)(W^{j-1}, b^{j-1}) \|^2_{L^2} + \| E'(\beta)(W^{j-1}, b^{j-1}) \|^2_{L^2}}
\]

10: end if
11: Compute descent directions

\[
dW^j = -E'(\omega)(W^j, b^j) + \gamma^j dW^{j-1} \quad \text{and} \quad db^j = -E'(\beta)(W^j, b^j) + \gamma^j db^{j-1}
\]

12: Solve the neural sensitivity problem (2) with \( \xi^j_k(0) = 0 \), \( \omega(t) = dW^j(t) \) and \( \beta(t) = db^j(t) \)
13: Perform a line search to find the optimal learning rate

\[
\eta^j = \arg \min_{\eta > 0} E(W^j + \eta dW^j, b^j + \eta db^j)
\]

14: Update

\[
W^{j+1} = W^j + \eta^j dW^j \quad \text{and} \quad b^{j+1} = b^j + \eta^j db^j
\]
15: end for

B.1 Computation of the NCG learning rate

The optimal learning rate of the nonlinear conjugate gradient method is obtained from

\[
\eta^j = \arg \min_{\eta > 0} E(W^j + \eta dW^j, b^j + \eta db^j).
\]

If \( \xi^j_k \) is a solution to the neural sensitivity problem (2) with \( \xi^j_k(0) = 0 \), \( \omega(t) = dW^j(t) \) and \( \beta(t) = db^j(t) \), then

\[
E(W^j + \eta dW^j, b^j + \eta db^j)
\approx \frac{1}{K} \sum_{k=1}^{K} \left( \frac{\mu_1}{2} \| x_k(T) + \eta \xi^j_k(T) - y_k \|^2_{\ell^2} + \mu_2 H(y_k, \max(x_k(T) + \eta \xi^j_k(T))) + \frac{\mu_5}{2} \| x_k(T) + \eta \xi^j_k(T) \|^2_{\ell^2} \right) + \frac{\mu_3}{2} \int_{0}^{T} (\| W^j + \eta dW^j \|^2_F + \| b^j + \eta db^j \|^2_{\ell^2}) dt.
\]
Differentiating the right hand side with respect to $\eta$ yields

$$\eta \left( \frac{\mu_1 + \mu_3}{K} \sum_{k=1}^{K} \| \xi_k(T) \|_{\ell^2}^2 + \mu_4 \left( \| dW^j \|_{L^2}^2 + \| db^j \|_{L^2}^2 \right) \right) + \mu_2 \left( \max(\xi_k(T) + \eta \xi_k(T)) - \mu_1 x_k(T) - \mu_2 y_k + \mu_3 x_k(T) \right) + \mu_4 \int_0^T \left( \langle W^j, dW^j \rangle + \langle b^j, db^j \rangle \right) dt$$

whose zero approximates the desired optimal learning rate $\eta^j$ for updating weights and biases. It is worth noting that this expression is linear in $\eta$ whenever $\mu_2 = 0$, i.e., whenever the cost functional does not contain cross-entropy loss.

### B.2 Smoothening effects of the Sobolev gradient descent direction

As can be seen in the example shown in Figure 6, the steepest gradient descent direction with respect to the Sobolev $W^{1,2}$-inner product obtained by the transformation (9) results in smoother trained weights compared to weights obtained when considering the $L^2$-inner product for sNODEs and SGD for ResNets.

![Comparison of norms of $W(t)$ for different training methods](image)

Figure 6: Comparison of the behavior of $\|W(t)\|_F$ obtained by training sNODEs for classification of downsamled (14x14) MNIST with $\ell^2$-loss and tanh as an activation function using different training methods. The plots show the norms of $W(t)$ for 4 testruns. Note the smoothness of the weights when Sobolev gradient descent was used during the training.

### C Evaluation of the neural sensitivity problem

In this section, we extend the evaluation of the neural sensitivity problem to the CE-loss setting: the estimated perturbation $\| \xi(t) \| / \| x(t) \|$ and the measured perturbation $\| \delta(t) \| / \| x(t) \|$ throughout the SGD-trained ResNets and the NCG-trained sNODEs with CE-loss are presented in Figures 7 and 8, respectively.

![Estimated and measured perturbations](image)

Figure 7: Estimated propagation of the perturbation (left panel) compared to the measured perturbation (right panel) when $\text{std}(\xi^0) = \text{std}(\delta^0) = 0.01$ through different SGD-trained ResNets using CE-loss.
We further illustrate how the general sensitivity problem provides a good approximate description of noise propagation by reporting relative estimation errors \( \frac{\|\xi(t) - \delta(t)\|}{\|\xi(t)\|} \) for CE-loss and \( \ell^2 \)-loss in Figures 9 and 10, respectively.

All graphs in Figures 4, 7, 8, 9 and 10 show mean value and standard deviation over 5 test-runs for each training regime with the dashed line corresponding to settings where weight decay is considered.

Figure 8: Estimated propagation of the perturbation (left panel) compared to the measured perturbation (right panel) when \( \text{std}(\xi^0) = \text{std}(\delta^0) = 0.01 \) through different NCG-trained sNODEs using CE-loss.

Figure 9: Relative error between estimated and measured perturbations for SGD-trained ResNets (left panel) and NCG-trained sNODEs (right panel) as \( \text{std}(\xi^0) = \text{std}(\delta^0) = 0.01 \), where CE-loss was used during the training.

Figure 10: Relative error between estimated and measured perturbations for SGD-trained ResNets (left panel) and NCG-trained sNODEs (right panel) as \( \text{std}(\xi^0) = \text{std}(\delta^0) = 0.01 \), where \( \ell^2 \)-loss was used during the training, cf. Figure 4.
We note from comparing Figure 4 with Figures 7–8 that in the CE-setting, similarly to the \( \ell_2 \)-loss setting, perturbations are more controlled when weight decay is applied for NCG-trained sNODEs with tanh activation functions whereas for SGD-trained ResNets, weight decay has no effect. We also report that considering CE-loss yields less sensitive SGD-trained ResNets with ReLU activation functions while it has no significant effect on the sensitivity of NCG-trained sNODEs.

**Effect of Gaussian noise perturbations**

We display in Figure 11 an illustration of the effects of Gaussian noise for several of the values of the standard deviation used to study robustness of different models and training settings, see Figure 3.

![Figure 11: Illustration of effects of the Gaussian noise on an image from the downsampled (14×14) MNIST data set for several values of the standard deviation.](image)

**D Adversarial attacks and robustness**

In this section, we describe the main idea behind generating adversarial attacks via the neural sensitivity problem (2). First, we derive the mathematical tools for targeted and untargeted attacks and then we summarize these in form of pseudocode, see Algorithm 2 in Subsection D.4.

**D.1 Preliminaries**

In order to infer the class of a given input data point \( x^0 \in \mathbb{R}^N \), one solves the sNODE direct problem (1) and determines \( \arg\max \) of the output \( x(T) \). Provided that the input perturbation \( \xi^0 \in \mathbb{R}^N \) is sufficiently small, the perturbed input data \( \tilde{x}^0 = x^0 + \xi^0 \) yields the output \( \tilde{x}(T) \approx x(T) + \xi(T) \), where \( \xi \) is the solution to the corresponding input neural sensitivity problem (2) with both \( \omega(t) \) and \( \beta(t) \) being identically zero, i.e.,

\[
\begin{align*}
    \xi'(t) &= \sigma'(W(t)x(t) + b(t)) \odot W(t)\xi(t), \quad t \in I, \\
    \xi(0) &= \xi^0.
\end{align*}
\]  

(12)

This is a homogeneous linear differential equation and the value of \( \xi(T) \) depends linearly on \( \xi^0 \). Thus, there is a matrix \( P \in \mathbb{R}^{N \times N} \) such that \( \xi(T) = P\xi^0 \). In the next paragraph, we describe how to find this matrix \( P \).

Assume that \( \{e_1, e_2, \ldots, e_N\} \) is the canonical orthonormal basis in \( \mathbb{R}^N \). Then, the \( n \)-th column of \( P \) is equal to \( \xi(T) \in \mathbb{R}^N \) obtained by solving (12) with the initial condition \( \xi(0) = e_n \). Instead of solving the sensitivity problem (12) for each of the basis vectors separately, one can compute the entire matrix \( P \) at once by solving this ODE-system for the initial condition \( \xi(0) \) set equal to the \( N \times N \)-identity matrix. Then, \( P = \xi(T) \in \mathbb{R}^{N \times N} \).

Note that the matrix \( P \) can be interpreted as the Jacobian matrix for the derivative of the network output \( x(T) \) with respect to the network input \( x^0 \). It is therefore possible to replace the usage of the sensitivity problem (12) by instead differentiating the network output with respect to the network input as in (Novak et al., 2018). However, the sensitivity problem would be preferable due to the computational cost, taking into account the number of nonlinear operations needed to find \( P \).

**D.2 Targeted attack**

Here, we assume that the neural network classifies the input \( x^0 \) as class \( j \). We search for a (small) perturbation \( \xi^0 \) such that the perturbed input \( \tilde{x}^0 := x^0 + \xi^0 \) would be classified as class \( i \), where \( i \neq j \).
We want to minimize the norm of the perturbation $\zeta$ where the constant $\kappa$ is given by

$$\kappa(z_i + \zeta) \geq z_j + \zeta_j,$$

where the constant $\kappa \in (0, 1]$ determines a safety margin. Thus, we seek an input perturbation $\xi^0$ having a small norm and such that $P\xi^0 = \zeta$ has the $i^{th}$ and $j^{th}$ components which satisfy the inequality

$$\kappa(z_i + \zeta) \geq z_j + \zeta_j. \quad (13)$$

Since this inequality involves only two components of $\zeta$, we may restrict our further computations to these. Hence, let $P_{i,j} \in \mathbb{R}^{2 \times N}$ be the submatrix of $P$ containing its $i^{th}$ and $j^{th}$ rows and let $\zeta_{i,j} = (\zeta_i, \zeta_j)^T \in \mathbb{R}^2$ consist of the $i^{th}$ and $j^{th}$ components of $\zeta$. Then, $P_{i,j}\xi^0 = \zeta_{i,j}$.

Suppose for the time being that $\text{rank} P_{i,j} = 2$. In case $\zeta_{i,j}$ is given, then the system of equations $P_{i,j}\xi^0 = \zeta_{i,j}$ is underdetermined and its solutions form an $(N-2)$-dimensional convex set. The least-norm solution is given by $\xi^0 = P_{i,j}^T(P_{i,j}P_{i,j}^T)^{-1}\zeta_{i,j}$. Note that the matrix $P_{i,j}P_{i,j}^T$ is invertible as long as $\text{rank} P_{i,j} = 2$ since

$$P_{i,j}P_{i,j}^T = \left( \frac{|P_i|^2}{P_iP_j} \right) \text{ and } (P_{i,j}P_{i,j}^T)^{-1} = \frac{\tilde{P}_{j,i}\tilde{P}_{j,i}^T}{|P_i|^2|P_j|^2 - |P_iP_j|^2} = : \frac{\tilde{P}_{j,i}\tilde{P}_{j,i}^T}{\Delta}$$

as $|P_iP_j| < |P_i| |P_j|$ by the Cauchy–Schwarz inequality, where $P_i$ and $P_j$ denote the $i^{th}$ and $j^{th}$ row of $P$, respectively, and $\tilde{P}_{j,i} = \left( -\frac{P_j}{P_i} \right)$.

We want to minimize the norm of the perturbation $\xi^0 = P_{i,j}^T(P_{i,j}P_{i,j}^T)^{-1}\zeta_{i,j}$ subject to (13). Then, $|\xi^0|^2 = |\tilde{P}_{j,i}^T\zeta_{i,j}|^2/\Delta$ is a positive definite quadratic form with respect to the variable $\zeta_{i,j} = (\zeta_i, \zeta_j)^T$. Therefore, the minimum of $|\xi^0|^2$ subject to (13) is attained at the boundary of this region, where $\zeta_j = \kappa(z_i + \zeta_i) - z_j$. In other words, we shall minimize

$$|\xi^0|^2 = \frac{|(\kappa(z_i + \zeta_i) - z_j)P_i^T - \zeta_jP_j^T|^2}{\Delta} = \frac{|\zeta_i(\kappa P_i^T - P_j^T) + (\kappa z_i - z_j)P_j^T|^2}{\Delta},$$

where $\zeta_i \in \mathbb{R}$ is the only free variable. This quantity is a second degree polynomial in $\zeta_i$ whose minimum is easy to find by, e.g., differentiation w.r.t. $\zeta_i$. Thus, $|\xi^0|^2$ is minimized when

$$\zeta_i = \frac{(1 - \kappa)\tilde{P}_{j,i}\tilde{P}_{j,i}^T (z_j - \kappa z_i)}{(1 - \kappa)\tilde{P}_{j,i}\tilde{P}_{j,i}^T (1)}.$$

Plugging in this expression for $\zeta_i$ into the identity $\zeta_j = \kappa(z_i + \zeta_i) - z_j$, we obtain by a direct calculation that the minimum occurs for $\zeta_{i,j} = (\zeta_i, \zeta_j)^T$ with

$$\zeta_{i,j} = \frac{z_j - \kappa z_i}{(1 - \kappa)\tilde{P}_{j,i}\tilde{P}_{j,i}^T (1)} \left( \frac{0}{1 - \kappa} \tilde{P}_{j,i} \tilde{P}_{j,i}^T \frac{1}{1} \right),$$

which in turn allows us to compute and simplify

$$\xi^0 = \frac{P_{i,j}^T(P_{i,j}\tilde{P}_{j,i}^T)\zeta_{i,j}}{\Delta} \ldots = \frac{(z_j - \kappa z_i)(\kappa P_i^T - P_j^T)}{(1 - \kappa)\tilde{P}_{j,i}\tilde{P}_{j,i}^T (1)} = \frac{(z_j - \kappa z_i)(\kappa P_i^T - P_j^T)}{|\kappa P_i^T - P_j^T|^2}. \quad (14)$$

Note also that

$$|\xi^0| = \frac{z_j - \kappa z_i}{|\kappa P_i^T - P_j^T|}. \quad (15)$$
Let us now consider the case when \( \text{rank} P_{i,j} = 1 \). We will show that even in such a case, (14) yields an input perturbation of least norm such that (13) is satisfied, provided that \( \kappa P_i \neq P_j \).

Assume first that \( P_i \neq 0 \) and \( P_j = \lambda P_i \) for some \( \lambda \in \mathbb{R} \). Similarly as before, only the limiting case when \( \zeta_j = \kappa (z_i + \zeta_i) - z_j \) is to be considered. The equation \( P_{i,j} \xi^0 = \zeta_{i,j} \) becomes

\[
\langle P_{i}, \xi^0 \rangle \left( \frac{1}{\lambda} \right) = \left( \frac{0}{\kappa z_i - z_j} \right) + \zeta_i \left( \frac{1}{\kappa} \right), \quad \text{hence} \quad \zeta_i = \langle P_{i}, \xi^0 \rangle = \frac{\kappa z_i - z_j}{\lambda - \kappa}.
\]

It follows from the Cauchy–Schwarz inequality that \( \xi^0 = \frac{\kappa z_i - z_j}{\lambda - \kappa} \frac{P_i^T}{|P_i|^2} \) has the least norm among all solutions to \( \langle P_{i}, \xi^0 \rangle = (\kappa z_i - z_j)/(\lambda - \kappa) \). This particular \( \xi^0 \) is also obtained by (14) when one substitutes \( P_j = \lambda P_i \). Observe though that the equation \( P_{i,j} \xi^0 = \zeta_{i,j} \) lacks any solutions if \( \lambda = \kappa \). Should this occur, one might want to consider a different safety margin \( \kappa \in (0,1] \).

Assume then that \( P_i = 0 \) while \( P_j \neq 0 \). Then, the equation \( P_{i,j} \xi^0 = \zeta_{i,j} \) becomes

\[
\langle P_{j}, \xi^0 \rangle \left( \frac{0}{1} \right) = \left( \frac{0}{\kappa z_i - z_j} \right) + \zeta_i \left( \frac{1}{\kappa} \right), \quad \text{hence} \quad \zeta_i = 0 \quad \text{and} \quad \langle P_{j}, \xi^0 \rangle = \kappa z_i - z_j.
\]

Similarly as before, Cauchy–Schwarz inequality yields that \( \xi^0 = \frac{(\kappa z_i - z_j)}{|P_j|^2} \frac{P_j^T}{|P_j|^2} \) has the least norm among all solutions. This particular \( \xi^0 \) also corresponds to (14) when \( P_i = 0 \neq P_j \).

Finally, if \( \text{rank} P_{i,j} = 0 \), then our method does not produce any input perturbation \( \xi^0 \) that would push the neural network output away from class \( j \) towards class \( i \).

When the input perturbation \( \xi^0 \) has been found, it may happen that one cannot immediately let \( \bar{x}^0 = x^0 + \xi^0 \). One possible issue is that the perturbed input \( \bar{x}^0 \) has values that are invalid. For example, when classifying images with pixel values normalized to lie in the interval \([0,1]\), it can happen that \( \bar{x}^0 \) would contain pixels with a negative value or a value exceeding 1. Another possible issue stems from the approximation error in \( \bar{x}(T) \approx x(T) + \xi(T) \), which may be too large in case the magnitude of \( \xi^0 \) is too large.

To prevent these issues, the adversarial attacks could be generated in an iterative process, where the clean input \( x^0 \) is perturbed by taking only a short step in the direction of \( \xi^0 \) and thereby producing \( x^1 \) in the vicinity of \( x^0 \). Should \( x^1 \) lie outside of the region with valid values, then it would be replaced by a nearest point in the valid region. Since the inferred class of \( x^1 \) may coincide with the class of \( x^0 \), one applies the method above to find a perturbation \( \xi^1 \) for \( x^1 \) and take only a short step from there in the direction of \( \xi^1 \), thereby generating \( x^2 \). The process is iterated until a misclassification occurs or until a maximum number of allowed iterations is reached.

D.3 Untargeted attack via targeted attack with a moving target

Similarly as above, we assume that the neural network classifies the input \( x^0 \) as class \( j \). We search for a (small) perturbation such that the perturbed input would be classified differently, without any particular preference as to which class it would be.

Similarly as above, this attack is generated by an iterative process, where we determine in each iteration separately which class \( i \) is to be preferred. The value of \( i \) is chosen so that it minimizes the norm of \( \xi^0 \) in (15). Observe that if \( z_j \leq \kappa z_i \), then we have already found an adversarial attack and the iteration may be terminated. Thus, only a minor modification of the algorithm suffices to ensure that the target is updated in each iteration.

D.4 Summary and results

For targeted attacks as described in Subsection D.2, an input perturbation is sought so that class \( i \) is given preference over class \( j \). Note however that the method lacks any control over other remaining classes. It is therefore very well possible that another class would overpower both classes \( i \) and \( j \) in the network output.
Algorithm 2 Adversarial attacks, both targeted and untargeted (via moving target)

Input: An sNODE neural network (the algorithm can be easily adapted to ResNets though)
Input: An input datapoint $x^0$ whose inferred class is $j$.
Input: [For targeted attacks only: Target class $i$, which is to be given preference.]
Input: Safety margin $\kappa \in (0, 1]$, step length $s > 0$ and max. number of iterations $M > 0$
Output: A point $x$ in the vicinity of $x^0$ whose inferred class differs from $j$

1: Solve the direct problem 1) with $x(0) = x^0$.
2: for $m = 0, 1, 2, \ldots, M - 1$ do
3: Solve the neural sensitivity problem (12) with $\xi(0) = I_{N \times N}$.
4: Let $P = \xi(T)$.
5: [For untargeted attacks only: Find $i$ that minimizes (15).]
6: Compute $\xi^m$ as in (10).
7: Let $x^{m+1} = x^m + s \xi^m / \|\xi^m\|$, and $x^{m+1}$ be the point in the valid region nearest to $\bar{x}^{m+1}$
8: Solve 1) with $x(0) = x^{m+1}$.
9: if $\arg\max x(T) \neq j$ then
10: return $x^{m+1}$
11: end if
12: end for

We compare the proposed attack method to projected gradient descent (PGD) (Madry et al., 2018), the fast gradient signed method (FGSM) (Goodfellow et al., 2014), and the method proposed by Carlini and Wagner (2017) which we refer to as CW. Our method is tuned to run 15 iterations with a step length of 0.06. We compare to the same settings with PGD, but also note that this method can benefit from larger step length. Thus, we also compare to PGD with step length 0.6.

Figure 12 shows comparisons in terms of success rate of adversarial attacks for different amount of allowed perturbation of the input images. Comparisons have been performed on the test set of the downsampled MNIST (14x14) dataset, for various combinations of training method (SGD, NCG, Sobolev NCG), activation function (ReLU, tanh) and loss functions (CE, $\ell_2$). From the results, we can see that the adversarial attack with a moving target has a success rate on par with the attack where each image is subjected to nine different targeted attacks, yet it runs approximately nine times faster. Compared to PGD with the same settings, our method is consistently more successful. However, PGD with a larger step length outperforms our method for most NCG trained models. For CW, it is difficult to control the maximum norm of adversarial perturbations. For our models, we also notice how this method uses large perturbations for the successful attacks, which means that the perturbation to success ratio is substantially larger compared to our method and PGD, see Table 3.

In our experiments, we have found an image in the downsampled MNIST dataset that is susceptible to our adversarial attacks (both targeted and untargeted) as well as PGD attacks, in ResNet/sNODE neural networks produced by various training methods (SGD, NCG, and Sobolev NCG) so that the input perturbations have a similar $\ell_2$-norm in all these cases. In Figure 13, we present the original image as well as its misclassified attacked versions with the corresponding adversarial perturbations. In our experiments, we have found an image in the downsampled MNIST dataset that is susceptible to our adversarial attacks (both targeted and untargeted) as well as PGD attacks, in ResNet/sNODE neural networks produced by various training methods (SGD, NCG, and Sobolev NCG) so that the input perturbations have a similar $\ell_2$-norm in all these cases. In Figure 13, we present the original image as well as its misclassified attacked versions with the corresponding adversarial perturbations. The training regime used to find weights of the neural network has evidently a significant effect on the form of the adversarial perturbation.

Some further example images of adversarial attacks are demonstrated in Figures 14 and 15. As can be seen, the successful attacks with CW use large perturbations. Comparing the model trained with SGD, in Figure 14, to the model trained with Sobolev NCG, in Figure 15, we observe how the adversarial attacks of the latter in general rely to a lesser extent on single pixels with large perturbation. That is, it seems that an SGD trained model can be attacked by large perturbations of single pixels, while the NCG trained model is more resilient to such attacks, which to some extent could explain the increased robustness to adversarial attacks of NCG.
Figure 12: Comparison of different adversarial attacks on MNIST 14x14, for different training methods (columns) and different combinations of activation function and loss (rows).
Table 3: Percentage of MNIST 14x14 test set that are susceptible to CW attacks. The perturbations specify the mean and maximum $\ell^2$-norms of the successful attacks. Numbers also include standard deviations over 5 separate training runs.

| Method   | Susceptible [%] | Mean perturb. [$\ell^2$-norm] | Max perturb. [$\ell^2$-norm] |
|----------|-----------------|-------------------------------|-----------------------------|
|          | SGD             |                               |                             |
|          | Susceptible     | 42.83 ± 2.83                  | 52.74 ± 1.03                |
|          | ReLU, CE        | 0.76 ± 0.02                   | 0.96 ± 0.01                 |
|          | Mean perturb.   | 2.35 ± 0.19                   | 2.06 ± 0.05                 |
|          | Max perturb.    | 27.87 ± 1.36                  | 1.64 ± 0.45                 |
| NCG      | Susceptible     | 3.78 ± 0.19                   | 26.56 ± 2.70                |
|          | ReLU, CE        | 0.13 ± 0.01                   | 0.75 ± 0.02                 |
|          | Mean perturb.   | 0.28 ± 0.02                   | 1.99 ± 0.12                 |
|          | Max perturb.    | 3.52 ± 0.07                   | 0.21 ± 0.02                 |
| Sobolev  | Susceptible     | 5.81 ± 0.85                   | 37.45 ± 16.17               |
|          | ReLU, CE        | 0.13 ± 0.01                   | 0.75 ± 0.13                 |
|          | Mean perturb.   | 0.25 ± 0.01                   | 2.39 ± 0.36                 |
|          | Max perturb.    | 4.17 ± 0.48                   | 0.24 ± 0.02                 |

Figure 13: An image whose classification can be changed in several neural networks by adversarial attacks with input perturbations of similar $\ell^2$-norm. These ResNet/sNODE networks were trained with tanh as an activation function and CE-loss without weight decay. The first row depicts the affected input data $\tilde{x} = x_0 + \xi_0$. The second row shows the perturbation $\xi_0$ in each respective case.
Figure 14: Randomly selected examples of successful attacks, for an SGD trained model with ReLU activation and $\ell^2$ loss trained on MNIST 14x14. For PGD, FGSM, and our method, the adversarial perturbations have an $\ell^2$-norm of 0.1. For the CW attack, the norms of successful attacks are larger.
| Original | Adversarial | Difference |
|----------|-------------|------------|
| 4 5 4 a 8 5 a 7 j | 4 5 4 a 8 5 a 7 j | 0 0 0 0 0 0 0 0 |
| 4 5 4 a 8 5 a 7 j | 4 5 4 a 8 5 a 7 j | 0 0 0 0 0 0 0 0 |
| 4 5 4 a 8 5 a 7 j | 4 5 4 a 8 5 a 7 j | 0 0 0 0 0 0 0 0 |

(a) PGD, $\ell^2 = 0.1$

| Original | Adversarial | Difference |
|----------|-------------|------------|
| 7 1 7 9 4 8 4 6 2 | 7 1 7 9 4 8 4 6 2 | 0 0 0 0 0 0 0 0 |
| 7 1 7 9 4 8 4 6 2 | 7 1 7 9 4 8 4 6 2 | 0 0 0 0 0 0 0 0 |
| 7 1 7 9 4 8 4 6 2 | 7 1 7 9 4 8 4 6 2 | 0 0 0 0 0 0 0 0 |

(b) FGSM, $\ell^2 = 0.1$

| Original | Adversarial | Difference |
|----------|-------------|------------|
| 7 3 0 5 7 1 j 4 8 7 5 | 7 3 0 5 7 1 j 4 8 7 5 | 0 0 0 0 0 0 0 0 |
| 7 3 0 5 7 1 j 4 8 7 5 | 7 3 0 5 7 1 j 4 8 7 5 | 0 0 0 0 0 0 0 0 |
| 7 3 0 5 7 1 j 4 8 7 5 | 7 3 0 5 7 1 j 4 8 7 5 | 0 0 0 0 0 0 0 0 |

(c) CW, $\ell^2 \approx 0.8$

| Original | Adversarial | Difference |
|----------|-------------|------------|
| 9 3 8 8 6 2 3 9 4 | 9 3 8 8 6 2 3 9 4 | 0 0 0 0 0 0 0 0 |
| 9 3 8 8 6 2 3 9 4 | 9 3 8 8 6 2 3 9 4 | 0 0 0 0 0 0 0 0 |
| 9 3 8 8 6 2 3 9 4 | 9 3 8 8 6 2 3 9 4 | 0 0 0 0 0 0 0 0 |

(d) Our, $\ell^2 = 0.1$

Figure 15: Same as Figure 14, but for a model trained with Sobolev NCG.

25