BMO WITH RESPECT TO BANACH FUNCTION SPACES
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Abstract. For every cube $Q \subset \mathbb{R}^n$ we let $X_Q$ be a quasi-Banach function space over $Q$ such that $\|\chi_Q\|_{X_Q} \simeq 1$, and for $X = \{X_Q\}$ define

$$\|f\|_{\text{BMO}_X} := \sup_Q \|f - \frac{1}{|Q|} \int_Q f\|_{X_Q},$$

$$\|f\|_{\text{BMO}_X^*} := \sup_Q \inf_c \|f - c\|_{X_Q}.$$

We study necessary and sufficient conditions on $X$ such that $\text{BMO} = \text{BMO}_X = \text{BMO}_X^*$. In particular, we give a full characterization of the embedding $\text{BMO} \hookrightarrow \text{BMO}_X$ in terms of so-called sparse collections of cubes and we give easily checkable and rather weak sufficient conditions for the embedding $\text{BMO}_X^* \hookrightarrow \text{BMO}$. Our main theorems recover and improve all previously known results in this area.

1. Introduction

The space of functions of bounded mean oscillation, abbreviated BMO, was introduced by John–Nirenberg [14]. Given a locally integrable function $f: \mathbb{R}^n \to \mathbb{R}$, we say that $f \in \text{BMO}$ if

$$\|f\|_{\text{BMO}} := \sup_Q \frac{1}{|Q|} \int_Q |f(x) - \langle f\rangle_Q| \, dx < \infty,$$

where the supremum is taken over all cubes $Q \subset \mathbb{R}^n$ and we define $\langle f\rangle_Q := \frac{1}{|Q|} \int_Q f$. An important and frequently used fact about BMO is that it is self-improving in the sense that for every $p \in (0, \infty)$,

$$\|f\|_{\text{BMO}} \simeq \sup_Q \left( \frac{1}{|Q|} \int_Q |f(x) - \langle f\rangle_Q|^p \, dx \right)^{1/p}. \tag{1.1}$$
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This is a consequence of the John–Nirenberg inequality [14] and the John–Strömberg theorem [13, 24].

The goal of this paper is to generalize (1.1) by replacing the normalized $L^p$-norm on the right-hand side by a more general function space norm and characterize those spaces for which such an extension is possible.

The following approach to this problem has been considered in, e.g., [7, 8, 10, 11]. Suppose that $X$ is a (quasi-)Banach function space over $\mathbb{R}^n$. Then one can define \( BMO_X \) as the space of all locally integrable \( f: \mathbb{R}^n \to \mathbb{R} \) such that

\[
\|f\|_{BMO_X} := \sup_Q \frac{\|(f - \langle f \rangle_Q) \chi_Q\|_X}{\|\chi_Q\|_X} < \infty.
\]

Using this notation, (1.1) reads as \( \|f\|_{BMO} \simeq \|f\|_{BMO_{L^p}} \), and one aims to replace $L^p$ by more general $X$. The main result of [7, 8, 10, 11] is that if $X$ is a Banach function space and the maximal operator is bounded on the associate space $X'$, then \( \|f\|_{BMO} \simeq \|f\|_{BMO_X} \).

Defining the $BMO_X$-norm by (1.2) has the drawback that it is strongly adapted to the case when $X = L^p$. When $X$ is the Orlicz space $\varphi(L)$, a more natural way to define the corresponding space $BMO_{\varphi}$ is by using the normalized Luxemburg norm

\[
\|f\|_{\varphi,Q} := \inf\left\{ \alpha > 0 : \frac{1}{|Q|} \int_Q \varphi\left(\frac{|f|}{\alpha}\right) \, dx \leq 1 \right\}
\]

and defining $BMO_{\varphi}$ as the space of all locally integrable $f: \mathbb{R}^n \to \mathbb{R}$ such that

\[
\|f\|_{BMO_{\varphi}} := \sup_Q \|f - \langle f \rangle_Q\|_{\varphi,Q} < \infty.
\]

Moreover, the a priori local integrability assumption may not be natural for certain $\varphi$. To alleviate this problem one can define $BMO_{\varphi}^*$ as the space of all $f$ such that

\[
\|f\|_{BMO_{\varphi}^*} := \sup_Q \inf_c \|f - c\|_{\varphi,Q} < \infty,
\]

where the infimum is taken over all scalars $c$. This approach has been used in a recent paper [2], which in turn was motivated by [19]. In particular, the estimate $\|f\|_{BMO} \lesssim \|f\|_{BMO_{\varphi}^*}$ was shown in [2] under rather general assumptions on $\varphi$.

In this paper we unify both approaches. Let $X_Q$ be a (quasi)-Banach function space over $Q$ for every cube $Q \subset \mathbb{R}^n$. We call $X = \{X_Q\}$ a family of normalized (quasi)-Banach function spaces if, for every cube
Given a family of normalized (quasi)-Banach function spaces \( X = \{ X_Q \} \), we define \( \text{BMO}_X \) as the space of all locally integrable \( f : \mathbb{R}^n \to \mathbb{R} \) such that
\[
\| f \|_{\text{BMO}_X} := \sup_Q \| f - \langle f \rangle_Q \|_{X_Q} < \infty,
\]
and \( \text{BMO}^*_X \) as the space of all \( f \) such that
\[
\| f \|_{\text{BMO}^*_X} := \sup_Q \inf_c \| f - c \|_{X_Q} < \infty.
\]
We of course trivially have \( \text{BMO} \hookrightarrow \text{BMO}_X \) and in the classical setting the converse holds as well. The John–Nirenberg inequality \([14]\) can be rephrased as
\[
\| f \|_{\text{BMO}} \simeq \| f \|_{\text{BMO}_{\exp L}},
\]
for \( \varphi(t) = e^t - 1 \).

Our first main result is a complete characterization of the embedding
\( \text{BMO} \hookrightarrow \text{BMO}_X \), which implies the embedding \( \text{BMO} \hookrightarrow \text{BMO}^*_X \). Since any function in \( \text{BMO} \) is locally integrable, it is natural to study the stronger embedding involving \( \text{BMO}_X \).

**Theorem 1.1.** Let \( X = \{ X_Q \} \) be a family of normalized quasi-Banach function spaces. The following statements are equivalent:

(i) \( \text{BMO} \hookrightarrow \text{BMO}_X \).

(ii) For any cube \( Q \) and sequence of nested sets \( \Omega_k \subset Q \) satisfying \( |\Omega_k| \leq 2^{-k}|Q| \) we have
\[
\left\| \sum_{k=0}^{\infty} \chi_{\Omega_k} \right\|_{X_Q} \simeq 1.
\]

(iii) For any cube \( Q \) we have \( \exp L(Q) \hookrightarrow X_Q \).

We will prove a quantitative and more general version of Theorem 1.1 in Section 3. In particular, we will show that the statements of Theorem 1.1 are also equivalent to a norm estimate for so-called sparse families of dyadic cubes.

For the converse embedding, it is, as already mentioned, not natural to a priori assume local integrability. Therefore, we will study the embedding \( \text{BMO}^*_X \hookrightarrow \text{BMO} \). Whenever this embedding holds, we
can of course conclude that any $f \in \text{BMO}^*_X$ is locally integrable and moreover we have $\text{BMO}_X \hookrightarrow \text{BMO}$.

We do not obtain a full characterization of the embedding $\text{BMO}^*_X \hookrightarrow \text{BMO}$. However, we do obtain very weak sufficient conditions, which recover several results in the literature.

**Theorem 1.2.** Let $X = \{X_Q\}$ be a family of normalized quasi-Banach function spaces. Suppose either of the following conditions:

(i) For any cube $Q$ and $E \subset Q$ with $|E| \geq \frac{1}{2}|Q|$, we have $\|\chi_E\|_{X_Q} \gtrsim 1$.

(ii) $\text{BMO}^*_X = \text{BMO}_X$.

Then we have $\text{BMO}^*_X \hookrightarrow \text{BMO}$.

The assumption in Theorem 1.2(i) is rather weak and easily checkable in concrete situations. However, in Example 5.9 we will show that it is not necessary for either the embedding $\text{BMO}^*_X \hookrightarrow \text{BMO}$ or the identity $\text{BMO}^*_X = \text{BMO}_X$. On the other hand, without any assumptions on $X$ the embedding $\text{BMO}^*_X \hookrightarrow \text{BMO}$ can fail, see Example 5.5. We leave a full characterization of the embedding $\text{BMO}^*_X \hookrightarrow \text{BMO}$ as an open problem. In Proposition 3.9 we will characterize the weaker embedding $\text{BMO}_X \hookrightarrow \text{BMO}$ in terms of the boundedness of the mapping $f \mapsto |f|$ on $\text{BMO}_X$, which, as we will see, implies the sufficiency of the assumption in Theorem 1.2(ii) for the embedding $\text{BMO}^*_X \hookrightarrow \text{BMO}$.

We note that Theorems 1.1 and 1.2 recover all previously known results in this area, as we will explain in Sections 4 and 5. Moreover, when the conditions of both theorems hold, we can conclude that

(1.3) \[ \text{BMO} = \text{BMO}_X = \text{BMO}^*_X. \]

A full characterization of this statement is left as an open problem. In particular, one may wonder whether the embedding $\text{BMO} \hookrightarrow \text{BMO}_X$ implies the embeddings $\text{BMO}^*_X \hookrightarrow \text{BMO}$ or $\text{BMO}_X \hookrightarrow \text{BMO}$? If this is the case, then (1.3) is equivalent to any of the statements in Theorem 1.1

This paper is organized as follows:

- After some preliminaries on dyadic cubes and Banach function spaces in Section 2, we will prove Theorems 1.1 and 1.2 in Section 3. Moreover, we will discuss a surprising self-improvement result of the embedding $\text{BMO} \hookrightarrow \text{BMO}_X$.
- We will discuss some efficient and easy to use sufficient conditions to check the assumptions in Theorem 1.1 in Section 4.
We will study our main results in several concrete situations in Section 5. In particular, we will study the case of weighted $L^1$-spaces, rearrangement invariant Banach function spaces, Orlicz spaces and variable exponent $L^p$-spaces.

We state various open problems in Section 6.

2. Preliminaries

2.1. Dyadic cubes. Denote by $Q$ the set of all cubes $Q \subset \mathbb{R}^n$ with sides parallel to the axes and denote the space of all locally integrable functions by $L^1_{\text{loc}}(\mathbb{R}^n)$. Let $M$ denote the standard Hardy-Littlewood maximal operator, i.e. for $f \in L^1_{\text{loc}}(\mathbb{R}^n)$ we set

$$Mf := \sup_{Q \in Q} \langle |f| \rangle_Q \chi_Q.$$ 

Given a cube $Q \in Q$, denote by $\mathcal{D}(Q)$ the set of all dyadic cubes with respect to $Q$, that is, the cubes obtained by repeated subdivision of $Q$ and each of its descendants into $2^n$ congruent subcubes.

**Definition 2.1.** Let $Q \in Q$ and $\eta \in (0,1)$. We say that a family of dyadic cubes $\mathcal{F} \subset \mathcal{D}(Q)$ is $\eta$-sparse if $|E_P| \geq \eta |P|$ for all $P \in \mathcal{F}$, where

$$E_P := P \setminus \bigcup_{P' \in \mathcal{F}, P' \subset P} P'.$$

We can always decompose an $\eta$-sparse family as $\mathcal{F} = \bigcup_{k=0}^\infty \mathcal{F}_k$, where each $\mathcal{F}_k$ is a family of pairwise disjoint cubes, and for $\Omega_k = \bigcup_{P \in \mathcal{F}_k} P$ we have $\Omega_k \subset \Omega_{k-1}$. Moreover, we have

$$|\Omega_k| = \sum_{P \in \Omega_{k-1}} |\Omega_k \cap P| = \sum_{P \in \Omega_{k-1}} (|P| - |P \setminus \Omega_k|)$$

$$= \sum_{P \in \Omega_{k-1}} (|P| - |P \setminus E_P|) \leq (1-\eta) \sum_{P \in \Omega_{k-1}} |P| = (1-\eta)|\Omega_{k-1}|,$$

which in turn implies

$$|\Omega_k| \leq (1-\eta)^k |Q|.$$  \hspace{1cm} (2.1)

2.2. (Quasi-)Banach function spaces. Denote the space of measurable functions $f: \mathbb{R}^n \to \mathbb{R}$ by $L^0(\mathbb{R}^n)$. An order ideal $X \subset L^0(\mathbb{R}^n)$ equipped with a (quasi-)norm $\| \cdot \|_X$ is called a (quasi-)Banach function space if it satisfies the following properties:

- **Compatibility:** If $f, g \in X$ with $|f| \leq |g|$, then $\|f\|_X \leq \|g\|_X$.
- **Weak order unit:** There is an $f \in X$ with $f > 0$ a.e.
- **Fatou property:** If $0 \leq f_n \uparrow f$ and $\sup_{n \in \mathbb{N}} \|f_n\|_X < \infty$, then $f \in X$ and $\|f\|_X = \sup_{n \in \mathbb{N}} \|f_n\|_X$. 


Remark 2.2. Our definition of a Banach function space coincides with the definition of a saturated Banach function space with the Fatou property in [25, Chapter 15], using $\mathbb{R}^n$ as measure space. Indeed, saturation as defined in [25, Section 67] is implied by the existence of a weak order unit through [25, Theorem 67.1] and the converse follows from [25, Theorem 67.4(b)]. Moreover, we note that the Fatou property ensures that $X$ is complete, see [25, Theorem 65.1].

If $X$ is a Banach function space, we define its associate space $X'$ as the space of all $g \in L^0(\mathbb{R}^n)$ such that

$$\|g\|_{X'} := \sup_{\|f\|_{X} \leq 1} \int_{\mathbb{R}^n} |fg| < \infty,$$

which is again a Banach function space, see [25, Theorem 68.1 and Theorem 71.4(b)]. Moreover, by the Lorentz–Luxembourg theorem (see [25, Theorem 71.1]) we have $X'' = X$, so in particular

$$\|f\|_{X} = \sup_{\|g\|_{X'} \leq 1} \int_{\mathbb{R}^n} |fg|.$$

For any $f \in L^0(\mathbb{R}^n)$ we define its left-continuous non-increasing rearrangement by

$$f^*(t) = \inf \{ \alpha > 0 : |\{ x \in \mathbb{R}^n : |f(x)| > \alpha \}| < t \}, \quad t > 0.$$

We call two functions $f, g \in L^0(\mathbb{R}^n)$ equimeasurable if $f^* = g^*$. A quasi-Banach function space is called $X$ rearrangement invariant if for any equimeasurable $f, g \in X$ we have $\|f\|_X = \|g\|_X$.

A Banach function space $X$ is called $q$-concave for $q \in [1, \infty)$ if there is a constant $C > 0$ such that for $f_1, \ldots, f_m \in X$ we have

$$\left( \sum_{k=1}^{m} \|f_k\|_{X}^q \right)^{1/q} \leq C \left( \sum_{k=1}^{m} |f_k|^q \right)^{1/q}$$

By renorming, we may assume without loss of generality that $C = 1$ (see [18, Theorem 1.d.8]).

3. Main results

In this section we will prove our main results, i.e. Theorems 1.1 and 1.2 from the introduction.

3.1. The embedding $\text{BMO} \hookrightarrow \text{BMO}_X$. The proof of Theorem 1.1 is based on two key ingredients. The first is a sparse domination estimate for the oscillation $|f - \langle f \rangle_Q|$, which can be found in, e.g., [9, Lemma 3.1.2] or [17, Proposition 5.4].
Proposition 3.1. Let $f \in L^1_{\text{loc}}(\mathbb{R}^n)$. For any cube $Q$ and $\eta \in (0,1)$ there exists an $\eta$-sparse family $\mathcal{F} \subset \mathcal{D}(Q)$ such that for a.e. $x \in Q$,

$$|f - \langle f \rangle_Q \chi_Q(x)| \lesssim \sum_{P \in \mathcal{F}} \left( \frac{1}{|P|} \int_P |f - \langle f \rangle_P| \right) \chi_P(x).$$

The second ingredient is the following well known result of Coifman–Rochberg [4].

Proposition 3.2. Let $f \in L^1_{\text{loc}}(\mathbb{R}^n)$ such that $Mf < \infty$ a.e. Then $\log(Mf) \in \text{BMO}$ with

$$\|\log(Mf)\|_{\text{BMO}} \lesssim 1.$$

Using Propositions 3.1 and 3.2, we can now prove the following, more general version of Theorem 1.1.

Theorem 3.3. Let $X = \{X_Q\}$ be a family of normalized quasi-Banach function spaces and let $\eta, \gamma \in (0,1)$. The following statements are equivalent:

(i) $\text{BMO} \hookrightarrow \text{BMO}_X$, i.e. there is a constant $C_1 > 0$ such that for $f \in \text{BMO}$

$$\|f\|_{\text{BMO}_X} \leq C_1 \|f\|_{\text{BMO}}$$

(ii) There is a constant $C_2 > 0$ such that for every cube $Q \in \mathcal{Q}$ and any $\eta$-sparse family $\mathcal{F} \subset \mathcal{D}(Q)$ we have

$$\left\| \sum_{P \in \mathcal{F}} \chi_P \right\|_{X_Q} \leq C_2.$$

(iii) There is a constant $C_3 > 0$ such that for every cube $Q \in \mathcal{Q}$ and any sequence of nested sets $\Omega_k \subset Q$ satisfying $|\Omega_k| \leq \gamma^k |Q|$ we have

$$\left\| \sum_{k=0}^{\infty} \chi_{\Omega_k} \right\|_{X_Q} \leq C_3.$$

(iv) There is a constant $C_4 > 0$ such that for any $Q \in \mathcal{Q}$ and $f \in \text{exp } L(Q)$ we have

$$\|f\|_{X_Q} \leq C_4 \|f\|_{\text{exp } L(Q)}.$$

Moreover, we have $C_1 \simeq C_2 \simeq C_3 \simeq C_4$.

Proof. We will prove the implications

$$(ii) \Rightarrow (i) \Rightarrow (iv) \Rightarrow (iii) \Rightarrow (ii).$$

Let us start with the implication $(ii) \Rightarrow (i)$, which is an immediate consequence of Proposition 3.1. Indeed, let $Q \in \mathcal{Q}$ be an arbitrary cube. For
If \( f \in \text{BMO} \), we obtain by Proposition 3.1 that there exists an \( \eta \)-sparse family \( F \subset D(Q) \) such that for a.e. \( x \in Q \)

\[
|f - \langle f \rangle_Q| \chi_Q(x) \lesssim \|f\|_{\text{BMO}} \sum_{P \in F} \chi_P(x).
\]

From this and (ii) we obtain

\[
\|f - \langle f \rangle_Q\|_{X_Q} \lesssim \|f\|_{\text{BMO}} \left( \sum_{P \in F} \chi_P \right)_{X_Q} \leq C_2 \|f\|_{\text{BMO}},
\]

which proves (i).

For (i) \( \Rightarrow \) (iv) fix \( Q \in \mathcal{Q} \) and let \( \varphi \in \exp L(Q) \) with \( \|\varphi\|_{\exp L(Q)} = 1 \), i.e.

\[
\frac{1}{|Q|} \int_Q e^{|\varphi|} = 2.
\]

Extend \( \varphi \) by zero outside \( Q \) and define \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \) by

\[
f := \log\left[ M(e^{\varphi}) \right].
\]

Since \( e^{\varphi} \in L^1(Q) \) and \( f \equiv 1 \) on \( \mathbb{R}^n \setminus Q \), we have \( M(e^{\varphi}) < \infty \) a.e.

Hence, by Proposition 3.2, we have

\[
\|f\|_{\text{BMO}} \lesssim 1.
\]

Furthermore, using \( \log(t) \lesssim t^{1/2} \) and Kolmogorov’s inequality, we have

\[
\int_Q f \lesssim \int_Q M(e^{\varphi})^{1/2} + |Q| \lesssim \left( \frac{1}{|Q|} \int_Q e^{\varphi} \right)^{1/2} |Q| + |Q| \lesssim |Q|.
\]

Combining this with the previous estimate and applying (i) yields

\[
\|\varphi\|_{X_Q} \leq \|f\|_{X_Q} \lesssim \|(f - \langle f \rangle_Q)\|_{X_Q} + \langle f \rangle_Q \leq C_1 \|f\|_{\text{BMO}} + \langle f \rangle_Q \lesssim C_1,
\]

which proves (iv) by homogeneity.

Next, for (iv) \( \Rightarrow \) (iii) we fix a cube \( Q \in \mathcal{Q} \) and a sequence of nested sets \( \Omega_k \subset Q \) satisfying \( |\Omega_k| \leq \gamma^k |Q| \) with \( 0 < \gamma < 1 \). Set

\[
\varphi := \sum_{k=0}^{\infty} \chi_{\Omega_k} = \sum_{k=0}^{\infty} (k+1) \chi_{\Omega_k \setminus \Omega_{k+1}}.
\]

Denote \( c_\gamma = \frac{1}{2} \log \frac{1}{\gamma} \). Observe that we have

\[
\int_Q e^{c_\gamma \varphi} = \sum_{k=0}^{\infty} e^{c_\gamma (k+1)} |\Omega_k \setminus \Omega_{k+1}| \\
\leq e^{c_\gamma} \left( \sum_{k=0}^{\infty} (e^{c_\gamma})^k \right) |Q| \leq c'_\gamma |Q|,
\]
so \( \varphi \in \exp L(Q) \) with \( \| \varphi \|_{\exp L(Q)} \) only depending on \( \gamma \). Thus by (iv) we conclude
\[
\left\| \sum_{k=0}^{\infty} \chi_{\Omega_k} \right\|_{X_Q} \leq C_4 \| \varphi \|_{\exp L(Q)} \lesssim C_4.
\]

Finally (iii) \( \Rightarrow \) (ii) with \( \eta = 1 - \gamma \) follows directly from (2.1). The general case follows since we now have e.g. (i) \( \Leftrightarrow \) (iii) and (i) is independent of \( \gamma \).

\[ \square \]

Remark 3.4. Theorem 3.3 includes the classical John-Nirenberg inequality as a special case. Indeed, it is clear that the family of normalized Banach function spaces \( \{ \exp L(Q) \} \) satisfies Theorem 3.3(iv). Therefore, Theorem 3.3 yields
\[ \| f \|_{\mathrm{BMO}_{\exp L}} \lesssim \| f \|_{\mathrm{BMO}}, \]
i.e. there is a \( C > 0 \) such that for any \( Q \in \mathcal{Q} \) we have
\[
\frac{1}{|Q|} \int_Q e^{\frac{\| f \|_{\mathrm{BMO}}}{C}|f - \langle f \rangle_Q|} \leq 2
\]
This immediately implies for any \( \alpha > 0 \) that
\[ \left| \left\{ x \in Q : |f(x) - \langle f \rangle_Q| > \alpha \right\} \right| \leq 2|Q| e^{-\frac{\| f \|_{\mathrm{BMO}}}{C} \alpha}. \]
Moreover, Theorem 3.3 proves that \( \exp L \) is extremal in the following sense: If \( \mathrm{BMO} \hookrightarrow \mathrm{BMO}_X \), then we must have \( \exp L(Q) \hookrightarrow X_Q \) for all \( Q \in \mathcal{Q} \).

3.2. The space \( \mathrm{BMO}_{MX} \). Before turning to the converse embedding \( \mathrm{BMO}_X \hookrightarrow \mathrm{BMO} \), we will first briefly discuss a self-improvement result of the embedding \( \mathrm{BMO} \hookrightarrow \mathrm{BMO}_X \). Given a cube \( Q \) and an \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \), define the local dyadic maximal operator by
\[
M_Q f := \sup_{P \in \mathcal{D}(Q)} \langle |f| \rangle_P \chi_P.
\]
Let \( X = \{ X_Q \} \) be a family of normalized quasi-Banach function spaces and let us define \( \mathrm{BMO}_{MX} \) as the space of all locally integrable \( f \) such that
\[ \| f \|_{\mathrm{BMO}_{MX}} := \sup_Q \| M_Q(f - \langle f \rangle_Q) \|_{X_Q}. \]
Then we obviously have
\[ \| f \|_{\mathrm{BMO}} \leq \| f \|_{\mathrm{BMO}_{MX}}. \]
On the other hand, it was observed in [17, Remark 5.6] that a stronger variant of Proposition 3.1 holds with the left-hand side replaced by
$M_Q(f - \langle f \rangle_Q)$. Therefore, if the sparse condition in Theorem 3.3(ii) holds, we obtain that
\[
\|M_Q(f - \langle f \rangle_Q)\|_{X_Q} \lesssim \|f\|_{BMO},
\]
which implies
\[
\|f\|_{BMO_{MX}} \lesssim \|f\|_{BMO}.
\]
Combining this with Theorem 3.3, we obtain the following surprising self-improvement corollary.

**Corollary 3.5.** Let $X = \{X_Q\}$ be a family of normalized quasi-Banach function spaces. The following statements are equivalent:

(i) $\text{BMO} \hookrightarrow \text{BMO}_X$.

(ii) $\text{BMO} = \text{BMO}_{MX}$.

3.3. **The embedding** $\text{BMO}^*_X \hookrightarrow \text{BMO}$. We now turn to the converse embedding, for which it is, as discussed in the introduction, more natural to work with $\text{BMO}^*_X$. To help with our future discussions, let us first introduce notation for the assumption in Theorem 1.2(i).

**Definition 3.6.** Let $X = \{X_Q\}$ be a family of normalized quasi-Banach function spaces, and let $0 < \delta < 1$. We say that $X$ satisfies the $A_{\delta}$-condition if for every cube $Q \in Q$ and any measurable subset $E \subset Q$ with $|E| \geq \delta|Q|$, we have $\|\chi_E\|_{X_Q} \gtrsim 1$.

Note that the assumption in Theorem 1.2(i) is exactly the $A_{1/2}$-condition. The $A_\delta$-condition gets stronger as $\delta$ decreases. In general, the $A_\delta$-condition does not necessarily imply the $A_\varepsilon$-condition for $\varepsilon < \delta$. We will give an example of this in Subsection 5.4.

The sufficiency of the assumption in Theorem 1.2(i) for the embedding $\text{BMO}^*_X \hookrightarrow \text{BMO}$ is an easy consequence of the John–Strömberg theorem [13, 24].

**Theorem 3.7.** Let $X = \{X_Q\}$ be a family of normalized quasi-Banach function spaces satisfying the $A_{1/2}$-condition. Then $\text{BMO}^*_X \hookrightarrow \text{BMO}$.

**Proof.** Let $Q \in Q$. By the John–Strömberg theorem we have
\[
\|f\|_{\text{BMO}} \lesssim \sup_Q \inf_c ((f - c)\chi_Q)^*(|Q|/2).
\]
For a fixed scalar $c$, consider the set
\[E = \{x \in Q : |f(x) - c| \geq ((f - c)\chi_Q)^*(|Q|/2)\}.
\]
Then $|E| \geq |Q|/2$. Therefore, by the $A_{1/2}$-condition, we have
\[
((f - c)\chi_Q)^*(|Q|/2) \lesssim \|(f - c)\chi_E\|_{X_Q} \leq \|f - c\|_{X_Q}.
\]
Taking the infimum over $c$, the supremum over $Q$ and using (3.1) completes the proof. \qed
Remark 3.8. An inspection of the proof of Theorem 3.7 shows that we actually used only two assumptions on $X = \{X_Q\}$: compatibility and the $A_{1/2}$-condition. That is, we do not need completeness or quasi-normability in order to deduce the embedding $\text{BMO}_X^* \hookrightarrow \text{BMO}$.

In order to prove the sufficiency of the assumption in Theorem 1.2(ii) for the embedding a characterization of the slightly weaker embedding $\text{BMO}_X^* \hookrightarrow \text{BMO}$, we will first give a characterization of the slightly weaker embedding $\text{BMO}_X \hookrightarrow \text{BMO}$ in terms of the boundedness of the mapping $f \mapsto |f|$ on $\text{BMO}_X$.

**Proposition 3.9.** Let $X = \{X_Q\}$ be a family of normalized quasi-Banach function spaces. The following statements are equivalent:

(i) $\text{BMO}_X \hookrightarrow \text{BMO}$.

(ii) For $f \in \text{BMO}_X$ we have $\|f\|_{\text{BMO}_X} \lesssim \|f\|_{\text{BMO}_X}$.

**Proof.** Fix $f \in \text{BMO}_X$. First assume that (i) holds. Then we have for any $Q \in \mathcal{Q}$

$$\|f\|_{X_Q} \leq \left\| \frac{1}{|Q|} \int_Q |f - f(x)| \, dx \right\|_{X_Q} \lesssim \|f - \langle f \rangle_Q\|_{X_Q} + \|\chi_Q\|_{X_Q} \|f\|_{\text{BMO}} \lesssim \|f\|_{\text{BMO}_X}$$

Taking the supremum over all $Q \in \mathcal{Q}$ yields (ii). Conversely, assume that (ii) holds and fix $Q \in \mathcal{Q}$. For any $g \in L^1_{\text{loc}}(\mathbb{R}^n)$ we have

$$\langle |g| \rangle_Q \lesssim \langle |g| \rangle_Q \|\chi_Q\|_{X_Q} \lesssim \|g\|_{X_Q} - \langle |g| \rangle_Q \|\chi_Q\|_{X_Q} + \|g\|_{X_Q}$$

Taking $g = f - \langle f \rangle_Q$, we obtain

$$\frac{1}{|Q|} \int_Q |f - \langle f \rangle_Q| \lesssim \|g\|_{X_Q} - \langle |g| \rangle_Q \|\chi_Q\|_{X_Q} + \|f - \langle f \rangle_Q\|_{X_Q} \lesssim \|f\|_{\text{BMO}_X} + \|f\|_{\text{BMO}_X} \leq 2 \|f\|_{\text{BMO}_X}.$$ 

Taking the supremum over all $Q \in \mathcal{Q}$ yields (i), finishing the proof. \qed

It is easy to show that the mapping $f \mapsto |f|$ is bounded on $\text{BMO}_X^*$ for any family of normalized quasi-Banach function spaces $X = \{X_Q\}$. Therefore, when $\text{BMO}_X = \text{BMO}_X^*$, we can deduce that $\text{BMO}_X^* \hookrightarrow \text{BMO}$ from Proposition 3.9, finishing the proof of Theorem 1.2.

**Corollary 3.10.** Let $X = \{X_Q\}$ be a family of normalized quasi-Banach function spaces. If $\text{BMO}_X = \text{BMO}_X^*$, then $\text{BMO}_X^* \hookrightarrow \text{BMO}$.

**Proof.** For $f \in \text{BMO}_X^*$ and any $Q \in \mathcal{Q}$ we have

$$\inf_c \|f - c\|_{X_Q} \lesssim \|(x, y) \mapsto |f(x)| - |f(y)|\|_{X_Q \times X_Q}.$$
\[ \leq \|(x, y) \mapsto f(x) - f(y)\|_{X_Q \times X_Q} \]
\[ \lesssim \inf_{c} \|f - c\|_{X_Q}, \]
so the mapping \( f \mapsto |f| \) is bounded on \( \text{BMO}_X^* = \text{BMO}_X \). The corollary now follows from Proposition 3.9. \( \square \)

4. SUFFICIENT CONDITIONS

The \( A_{1/2} \)-assumption in Theorem 3.7 for the embedding \( \text{BMO}_X^* \hookrightarrow \text{BMO} \) is rather weak and easily checked in concrete situations. The equivalent conditions in Theorem 3.3 for the embedding \( \text{BMO} \hookrightarrow \text{BMO}_X \) are a bit more involved. In this section we will explore some efficient and easy to use sufficient conditions that imply the conditions in Theorem 3.3 and thus yield the embedding \( \text{BMO} \hookrightarrow \text{BMO}_X \).

**Definition 4.1.** Given a family of normalized quasi-Banach function spaces \( X = \{X_Q\} \), define the function \( \psi_X : (0, 1) \to \mathbb{R}_+ \) by
\[ \psi_X(t) := \sup_{Q \in \mathcal{Q}} \sup_{E \subset Q; |E| \leq t|Q|} \|\chi_E\|_{X_Q} \quad t \in (0, 1). \]

We can use the function \( \psi_X \) to check the condition in Theorem 3.3(iii).

**Proposition 4.2.** Let \( X = \{X_Q\} \) be a family of normalized Banach function spaces. Then
\[ \|f\|_{\text{BMO}_X} \lesssim \int_0^1 \psi_X(t) \frac{dt}{t} \cdot \|f\|_{\text{BMO}}. \]

A similar statement can be proven for quasi-Banach function spaces, using the Aoki–Rolewicz theorem (see [15]).

**Proof.** Let \( Q \) be an arbitrary cube and let \( \Omega_k \subset Q \) be a sequence of nested sets satisfying \( |\Omega_k| \leq 2^{-k}|Q| \). Then we have
\[ \left\| \sum_{k=0}^{\infty} \chi_{\Omega_k} \right\|_{X_Q} \leq \sum_{k=0}^{\infty} \|\chi_{\Omega_k}\|_{X_Q} \leq \sum_{k=0}^{\infty} \psi_X(2^{-k}). \]

It follows from the definition of \( \psi_X \) that \( \psi_X(t) \leq 2 \psi_X(t/2) \). Using also that \( \psi_X \) is monotone, we obtain
\[ \sum_{k=0}^{\infty} \psi_X(2^{-k}) \leq 3 \sum_{k=1}^{\infty} \psi_X(2^{-k}) \leq 3 \int_0^1 \psi_X(t) \frac{dt}{t}. \]

Combined with the previous estimates, this yields the condition in Theorem 3.3(iii) and thus completes the proof. \( \square \)
Proposition 4.2 states that
\[ \int_0^1 \psi_X(t) \frac{dt}{t} < \infty \quad \Rightarrow \quad \text{BMO} \hookrightarrow \text{BMO}_X. \]

The converse is implication is false. Indeed, for \( X = \{ \exp L(Q) \} \) the classical John–Nirenberg inequality states \( \text{BMO} \hookrightarrow \text{BMO}_X \), but \( \psi_X(t) \simeq \log(e/t) - 1 \) and thus
\[ \int_0^1 \psi_X(t) \frac{dt}{t} = \infty. \]

It turns out that the decay of \( \psi_X \) for \( X = \{ \exp L(Q) \} \) is extremal in the following sense:

**Lemma 4.3.** Let \( X = \{ X_Q \} \) be a family of normalized quasi-Banach function spaces. If \( \text{BMO} \hookrightarrow \text{BMO}_X \), then
\[ \psi_X(t) \lesssim \log(e/t) - 1 \quad t \in (0, 1). \]

**Proof.** Given \( E \subset Q \), define
\[ g := \max \left\{ \log \left( \frac{|Q|}{|E|} M_{\chi_E} \right), 0 \right\}. \]

Then, by Proposition 3.2, \( \|g\|_{\text{BMO}} \lesssim 1. \) Moreover, \( g \geq \log \frac{|Q|}{|E|} \) for a.e. \( x \in E \) and, by Kolmogorov’s inequality,
\[ \int_Q g \lesssim \left( \frac{|Q|}{|E|} \right)^{1/2} \int_Q (M_{\chi_E})^{1/2} \lesssim |Q|. \]

Combining these properties yields
\[ \log \frac{|Q|}{|E|} \|\chi_E\| x_Q \leq \|g\| x_Q \lesssim \|g - \langle g \rangle_Q\| x_Q + \langle g \rangle_Q \lesssim 1, \]
from which the lemma follows. \( \square \)

Lemma 4.3, in particular, shows that if \( \text{BMO} \hookrightarrow \text{BMO}_X \), then \( \lim_{t \to 0} \psi_X(t) = 0 \). This in turn implies the \( A_{1-\varepsilon} \)-condition for some \( \varepsilon > 0 \), as we will show next.

**Corollary 4.4.** Let \( X = \{ X_Q \} \) be a family of normalized quasi-Banach function spaces such that \( \lim_{t \to 0} \psi_X(t) = 0 \). Then there exists \( \varepsilon > 0 \) such that \( X \) satisfies the \( A_{1-\varepsilon} \)-condition.

**Proof.** Suppose that \( E \subset Q \) with \( |E| \geq (1 - \varepsilon)|Q| \). Then
\[ \|\chi_Q\| x_Q \leq \|\chi_E\| x_Q + \|\chi_Q \setminus E\| x_Q \leq \|\chi_E\| x_Q + \psi_X(\varepsilon). \]

Hence, taking \( \varepsilon > 0 \) such that \( \psi_X(\varepsilon) \leq \frac{1}{2} \|\chi_Q\| x_Q \), we obtain the \( A_{1-\varepsilon} \) condition. \( \square \)
Note that the $A_{1-\epsilon}$-condition obtained in Corollary 4.4 is not enough to conclude $\text{BMO}_X^* \hookrightarrow \text{BMO}$ by Theorem 3.7, as that would require the $A_{1/2}$-condition. However, the $A_{1-\epsilon}$-condition is the best we can deduce from decay of $\psi_X$ as $t \to 0$, as we will show in Example 5.9.

Let $X$ be a Banach function space and consider the family $X = \{X_Q\}$, where $\|f\|_{X_Q} := \frac{\|f\chi_Q\|_X}{\|\chi_Q\|_X}$. As mentioned in the introduction, the previous works [7, 8, 10, 11] establish the embedding $\text{BMO} \hookrightarrow \text{BMO}_X$ under the assumption that $M$ is bounded on $X'$. We end this section by showing that this also follows from Theorem 3.3. Moreover, we also establish the embedding $\text{BMO} \hookrightarrow \text{BMO}_X$ under the assumption that $M$ is restricted weak type bounded on $X$, which in particular includes the result on variable Lebesgue spaces in [12] (see Subsection 5.4).

**Proposition 4.5.** Let $X$ be a Banach function space. Assume either of the following conditions:

(i) $M$ is bounded on $X'$.

(ii) $X$ is $q$-concave for some $q < \infty$ and $M$ is restricted weak type bounded on $X$, i.e. for any measurable subset $E \subset \mathbb{R}^n$ we have

$$\sup_{\lambda > 0} \lambda \|\chi_{\{M\chi_E > \lambda\}}\|_X \lesssim \|\chi_E\|_X.$$  

Then we have $\text{BMO} = \text{BMO}_X = \text{BMO}_X^*$.

**Proof.** For (i) fix a cube $Q \in \mathcal{Q}$ and let $\mathcal{F} \subset \mathcal{D}(Q)$ be an $\frac{1}{2}$-sparse family. Then, for any $g \in X'$, we have

$$\int_{\mathbb{R}^n} (\sum_{P \in \mathcal{F}} \chi_P) |g| = \sum_{P \in \mathcal{F}} \int_P |g| \leq 2 \sum_{P \in \mathcal{F}} \int_{E_P} Mg = 2 \int_Q Mg \lesssim 2 \|Mg\|_{X'} \|\chi_Q\|_X \lesssim \|g\|_{X'} \|\chi_Q\|_X.$$  

By (2.2), this implies

$$\left\| \sum_{P \in \mathcal{F}} \chi_P \right\|_X \lesssim \|\chi_Q\|_X,$$

so Theorem 3.3(ii) holds and thus $\text{BMO} \hookrightarrow \text{BMO}_X$. Moreover, for any measurable $E \subset Q$ with $|E| \geq \frac{1}{2}|Q|$ we have by (2.2)

$$\|\chi_Q\|_X = \sup_{\|g\|_{X'} \leq 1} \int_Q |g| \leq 2 \sup_{\|g\|_{X'} \leq 1} \int_E Mg \lesssim 2 \|\chi_E\|_X \sup_{\|g\|_{X'} \leq 1} \|Mg\|_{X'} \lesssim \|\chi_E\|_X,$$

so $\{X_Q\}$ satisfies the $A_{1/2}$-condition, which yields $\text{BMO}_X^* \hookrightarrow \text{BMO}$ by Theorem 3.7.
For (ii) again fix a cube $Q \in \mathcal{Q}$ and take $E \subset Q$ with $|E| \geq \frac{1}{2}|Q|$. Then we have

$$\|\chi_Q\|_X \leq \|\chi_{\{Mx \geq \frac{1}{2}\}}\|_X \lesssim \|\chi_E\|_X,$$

so $X$ satisfies the $A_{1/2}$-condition. By Theorem 3.7, we therefore have $BMO_X \hookrightarrow \text{BMO}$. It remains to show $\text{BMO} \hookrightarrow BMO_X$, for which we will check the condition in Theorem 3.3(ii). Fix a cube $Q \in \mathcal{Q}$ and let $\mathcal{F} \subset \mathcal{D}(Q)$ be a $\frac{1}{2}$-sparse family of cubes. Write $\mathcal{F} = \bigcup_{k=0}^{\infty} \mathcal{F}_k$, where each $\mathcal{F}_k$ is a family of pairwise disjoint cubes, and for $\Omega_k = \bigcup_{P \in \mathcal{F}_k} P$, we have $\Omega_k \subset \Omega_{k-1}$. Fix $k \in \mathbb{N} \cup \{0\}$. Since $M$ is restricted weak type bounded on $X$, there is a $C > 0$ such that

$$\left\| \sum_{P \in \mathcal{F}_k} \chi_P \right\|_X \leq \left\| \chi_{\{M(P \cap \chi_E) \geq \frac{1}{2}\}} \right\|_X \leq 2C \left\| \sum_{P \in \mathcal{F}_k} \chi_{E_P} \right\|_X.$$

Therefore, using the $q$-concavity of $X$, we have

$$\left\| \sum_{P \in \mathcal{F}_k} \chi_P \right\|_X^q \geq \left\| \sum_{P \in \mathcal{F}_k} \chi_{E_P} \right\|_X^q + \left\| \sum_{P \in \mathcal{F}_k} \chi_{E_P} \right\|_X^q \geq \left\| \sum_{P \in \mathcal{F}_{k+1}} \chi_P \right\|_X^q + \frac{1}{(2C)^q} \left\| \sum_{P \in \mathcal{F}_k} \chi_P \right\|_X^q.$$

Defining $\alpha := (1 - (2C)^{-q})^{1/q} < 1$, we have

$$\left\| \sum_{P \in \mathcal{F}_{k+1}} \chi_P \right\|_X \leq \alpha \left\| \sum_{P \in \mathcal{F}_k} \chi_P \right\|_X,$$

and thus

$$\left\| \sum_{P \in \mathcal{F}_k} \chi_P \right\|_X \leq \alpha^k \left\| \chi_Q \right\|_X.$$

We conclude

$$\left\| \sum_{P \in \mathcal{F}} \chi_P \right\|_X \leq \sum_{k=0}^{\infty} \left\| \sum_{P \in \mathcal{F}_k} \chi_P \right\|_X \leq \sum_{k=0}^{\infty} \alpha^k : \left\| \chi_Q \right\|_X \lesssim \left\| \chi_Q \right\|_X,$$

which implies $\text{BMO} \hookrightarrow BMO_X$ by Theorem 3.3.

\[\square\]

Remark 4.6. Note that we did not need the full $q$-concavity estimate in the proof of Proposition 4.5(ii). Indeed, we only used

$$\left\| \chi_{E \cup E'} \right\|_X \geq \left( \left\| \chi_E \right\|_X^q + \left\| \chi_{E'} \right\|_X^q \right)^{1/q},$$

for measurable, disjoint $E, E' \subset \mathbb{R}^n$. 

5. Examples

We will now turn to concrete families of normalized quasi-Banach function spaces to which our main results are applicable. On the one hand we will show that our results generalize various previously known results in the literature. On the other hand, we will provide examples that will, in particular, show the following:

• The $A_\delta$-condition is not necessary for the embedding $\text{BMO}_X^* \hookrightarrow \text{BMO}$ for any $\delta \in (0,1)$, see Example 5.9. In particular, the $A_{1/2}$-condition assumed in Theorem 3.7 is not necessary.

• There exist $X$ such that $\text{BMO}_X^* \not\hookrightarrow \text{BMO}$, see Example 5.5.

• The conditions in Proposition 4.5 are not necessary for either $\text{BMO} \hookrightarrow \text{BMO}_X$ or $\text{BMO}_X^* \hookrightarrow \text{BMO}$, see Remark 5.4, Subsection 5.2 and Example 5.9.

5.1. Weighted $L^1$-spaces. We start by considering the case

$$\|f\|_{X_Q} := \frac{\|f \chi_Q\|_{L^1(w)}}{\|\chi_Q\|_{L^1(w)}} = \frac{1}{w(Q)} \int_Q |f|w$$

for a weight $w$, i.e. a locally integrable $w: \mathbb{R}^n \to (0,\infty)$. In this setting the condition in Theorem 3.3(iii) asserts that for any cube $Q \in \mathcal{Q}$ and any $1/2$-sparse collection of cubes $\mathcal{F} \subseteq \mathcal{D}(Q)$ we have

$$\sum_{P \in \mathcal{F}} w(P) \lesssim w(Q).$$

This condition is equivalent to $w \in A_\infty$, where we say that $w \in A_\infty$ if the Fuji–Wilson $A_\infty$-constant

$$[w]_{A_\infty} := \sup_{Q \in \mathcal{Q}} \frac{1}{w(Q)} \int_Q M(w\chi_Q)$$

is finite.

Lemma 5.1. For any weight $w$ we have

$$[w]_{A_\infty} \simeq \sup_{Q \in \mathcal{Q}, \mathcal{F} \subseteq \mathcal{D}(Q)} \frac{\sum_{P \in \mathcal{F}} w(P)}{w(Q)},$$

where the second supremum is taken over all $1/2$-sparse collections $\mathcal{F}$.

Proof. Fix a cube $Q \in \mathcal{Q}$. First suppose that $w \in A_\infty$ and take a $1/2$-sparse family of cubes $\mathcal{F} \subseteq \mathcal{D}(Q)$. Then we have

$$\sum_{P \in \mathcal{F}} w(P) \leq 2 \sum_{P \in \mathcal{F}} \int_{E_P} M(w\chi_P) \leq 2 \int_Q M(w\chi_Q) \leq 2 [w]_{A_\infty} w(Q).$$
Conversely, by [16, Lemma 2.6] we can find a 1/2-sparse collection of cubes $F \subset \mathcal{D}(Q)$ such that
$$M(w \chi_Q)(x) \lesssim \sum_{P \in F} \langle w \rangle_{P} \chi_{P}(x), \quad x \in Q.$$ 
Therefore, we have
$$\int_{Q} M(w \chi_{Q}) \lesssim \int_{Q} \sum_{P \in F} \langle w \rangle_{Q} \chi_{P} = \sum_{P \in F} w(P),$$
finishing the proof. \qed

As a direct corollary of Lemma 5.1, Theorem 3.3 recovers the recent characterization of the Fuji–Wilson $A_{\infty}$-constant in [22, Corollary 2.1].

**Corollary 5.2.** For any weight $w$ we have
$$[w]_{A_{\infty}} \simeq \sup_{\|f\|_{\text{BMO}} \leq 1} \|f\|_{\text{BMO}_{L^{1}(w)}}.$$

**Remark 5.3.** Note that the argument in Lemma 5.1 could also be applied to $X_{Q} = \frac{\|f \chi_{Q}\|_{L^{1}(w)}}{Y(Q)}$ for any functional $Y : Q \to (0, \infty)$, adapting the definition of $A_{\infty}$ accordingly. This would recover the main theorem of [22].

In the setting of weighted $L^{1}$-spaces, the $A_{\delta}$-condition for $\delta \in (0,1)$ asserts that for any $Q \in \mathcal{Q}$ and any measurable $E \subseteq Q$ with $|E| \geq \delta|Q|$ we have
$$w(E) \gtrsim w(Q).$$
This is equivalent to $w \in A_{\infty}$ by [3, Lemma 5]. So $w \in A_{\infty}$ implies that $\text{BMO}_{X} \hookrightarrow \text{BMO}$ by Theorem 1.2, which combined with Corollary 5.2 yields the classical result of Muckenhoupt–Wheeden [21] that
$$\text{BMO} = \text{BMO}_{L^{1}(w)} = \text{BMO}_{L^{1}(w)}^{*}, \quad w \in A_{\infty}.$$

**Remark 5.4.** Note that the sufficient conditions in Proposition 4.5 would yield much more stringent conditions on $w$. In particular, Proposition 4.5(ii) with $X = L^{1}(w)$ is equivalent to the assumption that $w \in A_{1} \subseteq A_{\infty}$.

We end the discussion of our results in the context of weighted $L^{1}$-spaces with an example that shows, in particular, that the $A_{\infty}$-condition is not necessary for the embedding $\text{BMO}_{L^{1}(w)} \hookrightarrow \text{BMO}$ and that the embedding $\text{BMO}_{X}^{*} \hookrightarrow \text{BMO}$ can fail.

**Example 5.5.** Take $n = 1$ and define $w(x) = e^{x}$. Then we have
(i) $\text{BMO}_{L^{1}(w)} \hookrightarrow \text{BMO}$
(ii) $\text{BMO}_{L^{1}(w)}^{*} \not\hookrightarrow \text{BMO}$
Proof. For (i) let \( f \in \text{BMO}_{L^1(w)} \) and fix \( 0 < \lambda < \|f\|_{\text{BMO}} \). Define the (non-empty) family of intervals

\[ \mathcal{F} = \{ I : \frac{1}{|I|} \int_I |f - \langle f \rangle_I| \geq \frac{3}{4} \lambda \}. \]

Define \( d = \inf_{I \in \mathcal{F}} |I| \). First suppose that \( d \leq 2 \) and take an interval \( I \in \mathcal{A} \) with \( |I| \leq 3 \). Then, noting that \( \sup_{y \in J} w(y) \simeq \inf_{y \in J} w(y) \), \(|J| \leq 3\), we find that

\[ \frac{3}{4} \lambda \leq \frac{1}{|I|} \int_I |f - \langle f \rangle_I| \lesssim \frac{1}{w(I)} \int_I |f - \langle f \rangle_I| w \leq \|f\|_{\text{BMO}_{L^1(w)}}. \]

Now, assume that \( d \geq 2 \). By definition there exists an interval \( I \in \mathcal{F} \) with \( h := |I| \leq d + \frac{1}{2} \) such that

\[ \frac{1}{|I|} \int_I |f - \langle f \rangle_I| \geq \frac{3}{4} \lambda. \]

Define \( I_0 = (a, b - 1) \) and \( I_1 = (b - 1, b) \) and observe that \( I = I_0 \cup I_1 \). Then we have

\[ \langle f \rangle_I = \frac{h - 1}{h} \langle f \rangle_{I_0} + \frac{1}{h} \langle f \rangle_{I_1} = \frac{h - 1}{h} \langle f \rangle_{I_0} + \frac{1}{h} \langle f \rangle_{I_1} + \frac{1}{h} \int_{I_1} f - \langle f \rangle_I, \]

so, rearranging the terms, we obtain

\[ \langle f \rangle_I - \langle f \rangle_{I_0} = \frac{1}{h - 1} \int_{I_1} |f - \langle f \rangle_I| \]

We claim that

\[ \int_{I_1} |f - \langle f \rangle_I| \geq \frac{\lambda}{4}. \]

Indeed, suppose that this is not the case. Then, using (5.2), we have

\[
\frac{3}{4} \lambda \leq \frac{1}{|I|} \int_I |f - \langle f \rangle_I| = \frac{1}{|I_0|} \int_{I_0} |f - \langle f \rangle_I| + \frac{1}{|I_1|} \int_{I_1} |f - \langle f \rangle_I| \\
\leq \frac{1}{h} \int_{I_0} |f - \langle f \rangle_{I_0}| + \frac{h - 1}{h} |\langle f \rangle_I - \langle f \rangle_{I_0}| + \frac{1}{h} \int_{I_1} |f - \langle f \rangle_I| \\
\leq \frac{h - 1}{h} \cdot \frac{1}{|I_0|} \int_{I_0} |f - \langle f \rangle_{I_0}| + \frac{1}{h} \left( \frac{\lambda}{4} + \frac{\lambda}{4} \right),
\]

which implies

\[
\frac{1}{|I_0|} \int_{I_0} |f - \langle f \rangle_{I_0}| \geq \frac{h}{h - 1} \left( \frac{3}{4} \lambda - \frac{\lambda}{2h} \right) = \frac{3}{4} \lambda + \frac{\lambda}{4h - 1} > \frac{3}{4} \lambda.
\]
We deduce that $I_0 \in \mathcal{F}$, which is a contradiction since $|I_0| \leq d - \frac{1}{2}$. So (5.3) must hold.

Now, observe that $w(I) = e^b - e^a \leq e^b$. Thus, combining (5.1) and (5.3), we obtain
\[
\frac{\lambda}{4} \leq \int_{I_1} |f - \langle f \rangle_I| \lesssim \inf_{y \in I, w(y)} e^b \int_{I_1} |f - \langle f \rangle_I| \leq \frac{1}{e^b} \int_{I_1} |f - \langle f \rangle_I| w \leq \frac{1}{w(I)} \int_{I_1} |f - \langle f \rangle_I| w \leq \|f\|_{\text{BMO}_{L^1(w)}}.
\]

Combining the cases $d \leq 2$ and $d \geq 2$, we conclude $\|f\|_{\text{BMO}_{L^1(w)}} \gtrsim \lambda$ for all $0 < \lambda < \|f\|_{\text{BMO}}$, which shows that $f \in \text{BMO}$ and $\|f\|_{\text{BMO}} \lesssim \|f\|_{\text{BMO}_{L^1(w)}}$.

For (ii) define $f(x) = x$. It is clear that $f \notin \text{BMO}$. Since $f$ is Lipschitz continuous, we have
\[
\sup_{|I| \leq 1} \inf_c \frac{1}{w(I)} \int_I |f - c| w < \infty.
\]
Let $I = (a, b)$ be an interval with $|I| = b - a > 1$. Then
\[
\int_a^b |x - b| e^x \, dx = \int_a^b (b - x)e^x \, dx = e^b \int_0^{b-a} ye^{-y} \, dy \simeq e^b \simeq w(I),
\]
which implies
\[
\inf_c \frac{1}{w(I)} \int_I |x - c| e^x \, dx \lesssim 1.
\]
We conclude that $f \in \text{BMO}_{L^1(w)}^*$, finishing the proof. \hfill \square

5.2. \textbf{Rearrangement invariant Banach function spaces.} Next, we study the case of rearrangement invariant quasi-Banach function spaces. In this situation $\mathcal{A}_\delta$-condition holds for any $\delta \in (0, 1)$, which follows by subdividing $Q$ into sets of equal measure and using equimeasurability. Therefore, as a direct corollary to Theorem 3.7, we have:

**Corollary 5.6.** Let $X = \{X_Q\}$ be a family normalized rearrangement invariant quasi-Banach function spaces. Then $\text{BMO}_{X}^* \hookrightarrow \text{BMO}^*$.

For the converse embedding, i.e. $\text{BMO} \hookrightarrow \text{BMO}_{X}$, we note that the function $\psi_X$ introduced in Section 4 simplifies significantly when $X$ is a rearrangement invariant Banach function space and $\{X_Q\}$ for $Q \in \mathcal{Q}$ is given by
\[
\|f\|_{X_Q} := \frac{\|f\chi_Q\|_X}{\|\chi_Q\|_X}.
\]
Indeed, for $t > 0$ and $E \subset \mathbb{R}^n$ with $|E| = t$ define
\[
\varphi_X(t) := \|\chi_E\|_X,
\]
which by equimeasurability is independent of the chosen $E$. The function $\varphi_X$ so-defined is called the fundamental function of $X$ (see e.g. [1, Section 2.5]). The function $\psi_X$ is the smallest submultiplicative majorant of the fundamental function of $X$ for $t \in (0, 1)$, i.e.
\[
\psi_X(t) = \sup_{s > 0} \frac{\varphi_X(st)}{\varphi_X(s)}, \quad t \in (0, 1).
\]
In [23] it was shown that the boundedness of the maximal operator $M$ on either $X$ or $X'$ cannot be characterized in terms of the fundamental function of $X$. In particular, the author constructs a rearrangement invariant Banach function space $X$ such that $\varphi_X(t) = t^{1/2}$ and $M$ is unbounded on either $X$ or $X'$. For these spaces we have
\[
\int_0^1 \psi_X(t) \frac{dt}{t} = 2 < \infty,
\]
so Proposition 4.2 and Corollary 5.6 yield $\text{BMO} = \text{BMO}_X = \text{BMO}_X^*$. This shows that the assumption in Proposition 4.5(i), and therefore the assumption in the main results of [7, 8, 10, 11], is not necessary.

5.3. Orlicz spaces. We now turn to normalized Orlicz spaces, i.e. we will study $\text{BMO}_\varphi$, which is defined using
\[
\|f\|_{\varphi, Q} := \inf \left\{ \alpha > 0 : \frac{1}{|Q|} \int_Q \varphi\left(\frac{|f|}{\alpha}\right) \, dx \leq 1 \right\}.
\]
In the recent paper [2], the authors considered a question about minimal assumptions on $\varphi$ for which $\text{BMO}_\varphi \hookrightarrow \text{BMO}$, see also [19] for closely related results. The main result in [2] was established in two stages:

(i) First, the embedding $\text{BMO}_\varphi^* \hookrightarrow \text{BMO}$ was shown assuming that $\varphi$ is increasing, concave, $\varphi(0) = 0$ and $\lim_{t \to \infty} \varphi(t) = \infty$.

(ii) Second, using the result in (i), the monotonicity and concavity assumptions were relaxed to $\varphi$ being measurable.

We note that, under less restrictive assumptions on $\varphi$, (i) follows from Remark 3.8. Indeed, if $\varphi$ is non-decreasing, then the norm $\| \cdot \|_{\varphi, Q}$ is compatible. Further, if $\lim_{t \to 0} \varphi(t) = \varphi(0) = 0$ and $\lim_{t \to \infty} \varphi(t) = \infty$, then we have that
\[
\|\chi_Q\|_{\varphi, Q} = \inf \{ \lambda > 0 : \varphi(1/\lambda) \leq 1 \} < \infty,
\]
and, for $E \subset Q$ with $|E| = |Q|/2$, we have
\[
\|\chi_E\|_{\varphi, Q} = \inf \{ \lambda > 0 : \varphi(1/\lambda) \leq 2 \} > 0.
\]
Thus, the $A_{1/2}$-condition holds, which by Remark 3.8 implies that $\text{BMO}^\ast \hookrightarrow \text{BMO}$.

Notice that we did not use the concavity assumption to deduce (i). For this reason, (ii) also follows at once. Indeed, assuming that $\psi$ is measurable, $\psi(0) = 0$ and $\lim_{t \to \infty} \psi(t) = \infty$, define 

$$\varphi(t) := \inf_{x \in [t, \infty)} \min\{\psi(x), x\}.$$ 

We obtain that $\varphi$ is non-decreasing, $\lim_{t \to 0} \varphi(t) = \varphi(0) = 0$ and $\lim_{t \to \infty} \varphi(t) = \infty$. Moreover $\varphi \leq \psi$. Therefore, 

$$\|f\|_{\text{BMO}} \lesssim \|f\|_{\text{BMO}^\ast \varphi} \leq \|f\|_{\text{BMO}^\ast \psi}.$$

In a recent paper [20], the embedding $\text{BMO} \hookrightarrow \text{BMO}_X$ has been obtained in different terms, which is difficult to compare with e.g. Theorem 3.3 or Proposition 4.2 in general. Observe, however, that in some particular cases Proposition 4.2 provides a better result. For example, it was shown in [20, Example 4.2] that for $\varphi_{p,\alpha}(t) := t^p (1 + \log^+(t))^\alpha$, one has

$$\|f\|_{\text{BMO}_{\varphi_{p,\alpha}}} \lesssim 2^\alpha (p + \alpha + 1) \|f\|_{\text{BMO}} \quad p \geq 1, \alpha > 0.$$ 

Using Proposition 4.2, we can show a more precise estimate:

**Example 5.7.** Define $\varphi_{p,\alpha}(t) := t^p (1 + \log^+(t))^\alpha$ for $p \in [1, \infty)$ and $\alpha > 0$. Then we have $\text{BMO} \hookrightarrow \text{BMO}_{\varphi_{p,\alpha}}$ with

$$\|f\|_{\text{BMO}_{\varphi_{p,\alpha}}} \lesssim (p + \alpha) \|f\|_{\text{BMO}}.$$

**Proof.** We have

$$\Psi_{p,\alpha}(t) := \sup_Q \sup_{E \subseteq Q, |E| \leq t|Q|} \|\chi_E\|_{\varphi_{p,\alpha}, Q} = \frac{1}{\varphi_{p,\alpha}^{-1}(1/t)},$$

and hence

$$\int_0^1 \Psi_{p,\alpha}(t) \frac{dt}{t} = \int_0^1 \frac{1}{\varphi_{p,\alpha}^{-1}(1/t)} \frac{dt}{t} = \int_1^\infty \frac{1}{\varphi_{p,\alpha}^{-1}(t)} \frac{dt}{t} = \int_1^\infty \frac{\varphi_{p,\alpha}'(t)}{\varphi_{p,\alpha}(t)} \frac{dt}{t} = \int_1^\infty \left(p + \frac{\alpha}{1 + \log t}\right) \frac{dt}{t^2} \simeq p + \alpha.$$ 

The result therefore follows from Proposition 4.2. \qed
5.4. Variable exponent $L^p$-spaces. Let $p : \mathbb{R}^n \to [1, \infty)$ be a measurable function. Denote by $L^p(\cdot)$ the space of functions $f : \mathbb{R}^n \to \mathbb{R}$ such that

$$
\|f\|_{L^p(\cdot)} := \inf \left\{ \lambda > 0 : \int_{\mathbb{R}^n} |f(x)/\lambda|^{p(x)} dx \leq 1 \right\} < \infty.
$$

Denote $p_- := \text{ess inf}_{x \in \mathbb{R}^n} p(x)$ and $p_+ := \text{ess sup}_{x \in \mathbb{R}^n} p(x)$. In this final example section we will study $\text{BMO}_{L^p(\cdot)}$, which is defined using

$$
\|f\|_{L^p(\cdot)(Q)} := \frac{\|f\chi_Q\|_{L^p(\cdot)}}{\|\chi_Q\|_{L^p(\cdot)}}.
$$

Remark 5.8. Note that one could also define $\text{BMO}_{L^p(\cdot)(\frac{dx}{|Q|})}$ using

$$
\|f\|_{L^p(\cdot)(\frac{dx}{|Q|})} := \inf \left\{ \lambda > 0 : \frac{1}{|Q|} \int_Q |f(x)/\lambda|^{p(x)} dx \leq 1 \right\}.
$$

However, in this case one trivially has

$$
\text{BMO}_{L^p+} \hookrightarrow \text{BMO}_{L^p(\cdot)(\frac{dx}{|Q|})} \hookrightarrow \text{BMO}_{L^p-}
$$

and thus $\text{BMO}_{L^p(\cdot)(\frac{dx}{|Q|})} = \text{BMO}$ for any $p(\cdot)$ with $p_+ < \infty$.

It was shown in [12] that if $p_+ < \infty$ and the maximal operator is of weak type on $L^p(\cdot)$, i.e.

$$
\sup_{\lambda > 0} \lambda \|\chi_{\{Mf > \lambda\}}\|_{L^p(\cdot)} \lesssim \|f\|_{L^p(\cdot)},
$$

then $\text{BMO}_{L^p(\cdot)} = \text{BMO}$. Since $L^p(\cdot)$ is $p_+$-concave, this result is a special case of Proposition 4.5.

The main result of this subsection is the construction of a variable exponent $L^p$-space that shows that the $\mathcal{A}_\delta$-condition is not necessary for any of the following embeddings:

- $\text{BMO} \hookrightarrow \text{BMO}_X$
- $\text{BMO}_X^* \hookrightarrow \text{BMO}$
- $\text{BMO}_X = \text{BMO}_X^*$

In particular, this implies that neither the (restricted) weak type boundedness of $M$ on $X$ nor the boundedness of $M$ on $X'$ is necessary for either embedding, since these assumptions imply the $\mathcal{A}_\delta$-condition for all $\delta \in (0, 1)$ (see the proof of Proposition 4.5). Moreover, the example shows that the $\mathcal{A}_\delta$-condition does not imply the $\mathcal{A}_\varepsilon$-condition for $\varepsilon < \delta$.

Example 5.9. Given $0 < \varepsilon < \delta < 1$, there exists an exponent $p : \mathbb{R} \to [1, \infty)$ with $p_+ < \infty$ such that

1. $L^p(\cdot) \in \mathcal{A}_\delta \setminus \mathcal{A}_\varepsilon$. 

Example 5.10. Given $0 < \varepsilon < \delta < 1$, there exists an exponent $p : \mathbb{R} \to [1, \infty)$ with $p_+ < \infty$ such that

1. $L^p(\cdot) \in \mathcal{A}_\delta \setminus \mathcal{A}_\varepsilon$. 

(ii) \( \psi_{L^p(t)}(t) \lesssim t^{1/2} \).

(iii) \( \text{BMO}^*_{L^p(t)} \hookrightarrow \text{BMO} \).

In particular, \( \text{BMO} = \text{BMO}_{L^p(t)} = \text{BMO}^*_{L^p(t)} \).

**Proof.** Our example will be a modification of examples considered in \([5, \text{Ex. 4.51}]\) and \([6, \text{Th. 5.3.4}]\). Take \( \rho > 1 \) such that \( \rho \varepsilon < \delta \).

Let \( \phi \) be a \( C^\infty \)-function supported in \( [-\rho \varepsilon/2, \rho \varepsilon/2] \), \( 0 \leq \phi \leq 1 \) and \( \phi = 1 \) on \([-\varepsilon/2, \varepsilon/2]\). Define

\[
p(x) := 1 + \sum_{k=1}^{\infty} \phi(x - k).
\]

Let us start by showing that \( L^p(\cdot) \in A_\delta \). Let \( I \) be an arbitrary interval and let \( E \subset I \) with \( |E| = \delta |I| \). Our goal is to show that

\[
\| \chi_E \|_{L^p(\cdot)} \lesssim \| \chi_I \|_{L^p(\cdot)},
\]

which is equivalent to

\[
\int_I \left( \frac{1}{\| \chi_E \|_{L^p(\cdot)}} \right)^{p(x)} \, dx \lesssim 1.
\]

Suppose first that \( |I| \leq N \), where \( N \geq 1 \) will be chosen later on. Assume that \( |E| \leq 1 \). Arguing as above, since \( |E|^{1/p_{-\varepsilon}(E)} \leq \| \chi_E \|_{L^p(\cdot)} \) and \( p \) is uniformly Lipschitz continuous, for every \( x \in I \) we have

\[
\left( \frac{1}{\| \chi_E \|_{L^p(\cdot)}} \right)^{p(x)} \leq \left( \frac{1}{|E|} \right)^{p(x)} \frac{1}{|E|^x} \leq \left( \frac{1}{\delta |I|} \right) \frac{ \delta |I| }{ \delta |I| } \lesssim 1,
\]

where the implicit constant depends only on \( \delta \) and \( N \). Integrating this over \( I \) yields (5.4). If \( |E| > 1 \), then \( \| \chi_E \|_{L^p(\cdot)} \geq 1 \) and hence (5.4) obviously holds since \( |I| \lesssim 1 \).

Assume now that \( |I| > N \). Observe that \( \| \chi_I \|_{L^p(\cdot)} \simeq |I| \). Now the idea is to show that for \( N \) large enough, the set \( E \) will necessarily have its portion of measure at least \( \delta' |I| \) on the set where \( p = 1 \). Then we obtain that \( \| \chi_E \|_{L^p(\cdot)} \simeq |I| \), and so (5.4) holds.

The worst situation is when \( I \) is the minimal interval containing the supports of \( N + 1 \) copies of \( \phi \). Then \( |I| = N + \rho \varepsilon \). If \( A = \{ x \in I : p(x) = 1 \} \), then \( |A| = N(1 - \rho \varepsilon) \) and \( |I \setminus A| = (N + 1)\rho \varepsilon \).

Therefore, if \( N \) is such that

\[
\frac{(N + 1)\rho \varepsilon}{N + \rho \varepsilon} < \delta,
\]

we obtain that \( |E|/|I| \geq \delta' > 0 \), and this completes the proof of (5.4).
Next, let us show that $L^p(\cdot) \not\subset A_\varepsilon$. For $m \in \mathbb{N}$ take $I = [\varepsilon/2, m \varepsilon/2]$ and set
\[ E = \bigcup_{k=1}^m [k - \varepsilon/2, k + \varepsilon/2]. \]
Then $E \subset I$ and $|E| = \varepsilon|I|$. Since $p = 2$ on $E$, we have
\[ \|\chi_E\|_{L^p(\cdot)} = (\varepsilon m)^{1/2}. \]
Next, set $F = \bigcup_{k=0}^{m-1} [k + \rho \varepsilon/2, (k + 1 - \rho \varepsilon/2]$. Then $F \subset I$, and since $p = 1$ on $F$, we have
\[ (1 - \rho \varepsilon)m = \|\chi_F\|_{L^p(\cdot)} \leq \|\chi_I\|_{L^p(\cdot)}. \]
Therefore, the estimate $\|\chi_I\|_{L^p(\cdot)} \lesssim \|\chi_E\|_{L^p(\cdot)}$ does not hold, which proves that $L^p(\cdot) \not\subset A_\varepsilon$.

We now turn to the proof of property (ii). Suppose first that $|I| \leq 1$. Set $p_-(I) = \text{ess inf}_I p$. Since $|I|^{1/p_-(I)} \leq \|\chi_I\|_{L^p(\cdot)}$ and $p$ is uniformly Lipschitz continuous, for every $x \in I$,
\[ \left(\frac{1}{\|\chi_I\|_{L^p(\cdot)}}\right)^{p(x)} \leq \left(\frac{1}{|I|}\right)^{p(x) - p_-(I)} \frac{1}{|I|} \leq \left(\frac{1}{|I|}\right)^{p_-(I)} \frac{1}{|I|} \lesssim \frac{1}{|I|}. \]
From this, for any subset $E \subset I$ with $|E| = t|I|$,
\[ \int_E \left(\frac{1}{t^{1/2}\|\chi_I\|_{L^p(\cdot)}}\right)^{p(x)} dx \leq \frac{1}{t} \int_E \left(\frac{1}{\|\chi_I\|_{L^p(\cdot)}}\right)^{p(x)} dx \lesssim 1, \]
which is equivalent to
\[ \|\chi_E\|_{L^p(\cdot)} \lesssim t^{1/2}\|\chi_I\|_{L^p(\cdot)}. \]
Assume now that $|I| > 1$. Let $E \subset I$ with $|E| = t|I|$. Suppose that $|E| \leq 1$. Then
\[ \|\chi_E\|_{L^p(\cdot)} \leq |E|^{1/2} = t^{1/2}|I|^{1/2} \leq t^{1/2}\|\chi_I\|_{L^p(\cdot)}. \]
It remains to consider the case when $|I| > 1$ and $|E| > 1$. Denote $A = \{x : p(x) = 1\}$ and observe that for every interval $I$ with $|I| > 1$ we have $|I \cap A| \geq \frac{1-\rho \varepsilon}{1+\rho \varepsilon}|I|$ (the worst situation is when $I$ contains the supports of two adjacent copies of $\varphi$, and in this case $|I| = 1 + \rho \varepsilon$ and $|I \cap A| = 1 - \rho \varepsilon$). Then
\[ \|\chi_E\|_{L^p(\cdot)} \leq |E| \leq \frac{1 + \rho \varepsilon}{1 - \rho \varepsilon}|I \cap A| = \frac{1 + \rho \varepsilon}{1 - \rho \varepsilon} t|I \cap A| \lesssim t \|\chi_I\|_{L^p(\cdot)}. \]
This completes the proof of (ii).
We finish the proof of the example by showing \( \text{BMO}^{*}_{L^p(\cdot)} \hookrightarrow \text{BMO} \).

By the John–Stromberg theorem, it suffices to show that for every interval \( I \),
\begin{equation}
(5.5) \quad \inf_{c} ((f - c)\chi_{I})^{*}(|I|/2) \lesssim \|f\|_{\text{BMO}_{L^p(\cdot)}}.
\end{equation}

First, since \( p \) is uniformly Lipschitz continuous and \( p_+ < \infty \), by [5, Cor. 3.18] we have that the weak type boundedness of \( M \) on \( L^p(\cdot) \) holds locally, i.e.
\[ \sup_{\lambda > 0} \lambda \|\chi_{\{Mf > \lambda\}}\|_{L^p(\cdot)(I)} \lesssim \|f\|_{L^p(\cdot)(I)} \]
for every interval \( I \) with \( |I| \leq r \) for \( r > 0 \). In particular this means that
\begin{equation}
(5.6) \quad \langle |f| \rangle_I \chi_{I} \lesssim f \chi_I, \quad |I| \leq 7.
\end{equation}

From this, by Chebyshev’s inequality, we obtain that (5.5) holds for every interval \( I \) with \( |I| \leq 7 \).

Suppose now that \( |I| > 7 \). Fix an arbitrary constant \( c \), and denote \( g = |f - c| \). Consider the set
\[ E = \{ x \in I : g(x) \geq (g\chi_{I})^{*}(|I|/2) \}, \]
for which we have \( |E| \geq |I|/2 \).

Take \( m \in \mathbb{N} \) such that \( m \leq |I| < m + 1 \). Let \( I_1, \ldots, I_m \) be arbitrary pairwise disjoint intervals of length 1 contained in \( I \). Let \( m_0 \) be the number of intervals \( I_k \) such that \( |I_k \cap G| \geq 1/4 \). Denote these intervals by \( I_{k_1}, \ldots, I_{k_{m_0}} \). For the other \( m - m_0 \) intervals \( I_k \) we have \( |I_k \cap G| < 1/4 \). Denote by \( G \) the union of these intervals. Then \( |G| = m - m_0 \) and
\[ \frac{m}{2} \leq \frac{|I|}{2} \leq |E| \leq |G \cap E| + |I| - |G| \leq \frac{m - m_0}{4} + m_0 + 1, \]
from which we deduce \( m_0 \geq \frac{m - 4}{3} \).

Let us now introduce the set
\[ E' = \{ x \in I : g(x) \geq \frac{1}{8} (g\chi_{I})^{*}(|I|/2) \} \]
and consider the following two cases.

**Case 1:** For every \( i = 1, \ldots, m_0 \) we have \( |I_{k_i} \cap E'| \geq \frac{1 + \delta}{2} \). Denote \( A = \{ x : p(x) = 1 \} \). Observe that for every interval \( J \) with \( |J| = 1 \) we have \( |J \cap A| \geq 1 - \delta \). Therefore, for \( i = 1, \ldots, m_0 \), we have
\[ |I_{k_i} \cap E' \cap A| \geq |I_{k_i} \cap E'| + |I_{k_i} \cap A| - |I_k| \geq \frac{1 - \delta}{2}, \]
which implies, since \( m \geq 7 \), that
\[ |E' \cap A| \geq \sum_{i=1}^{m_0} |I_{k_i} \cap E' \cap A| \geq m_0 \cdot \frac{1 - \delta}{2} \geq (m - 4) \cdot \frac{1 - \delta}{6}. \]
\[
\geq (m + 1) \frac{1 - \delta}{18} \geq |I| \cdot \frac{1 - \delta}{18}
\]

Combining this with the fact that \(\|\chi_I\|_{L^p(\cdot)} \simeq |I|\) yields
\[
\|\chi_I\|_{L^p(\cdot)} \lesssim |E' \cap A| = \|\chi_{E' \cap A}\|_{L^p(\cdot)} \leq \|\chi_{E'}\|_{L^p(\cdot)}.
\]

By the definition of \(E',\) it follows from this that
\[
\|\chi_I\|_{L^p(\cdot)} \lesssim \|\chi_{E' \cap A}\|_{L^p(\cdot)} = \|\chi_I\|_{L^p(\cdot)}.
\]

**Case 2:** There is an \(i \in \{1, \ldots, m\} \) such that \(|I_{k_i} \cap (I \setminus E')| > \frac{1}{2}.
\]

Denote \(J = I_{k_i}\) and \(J' = I_{k_i} \cap (I \setminus E').\) Since \(|J \cap E| \geq \frac{1}{4},\) we have by the definition of \(E_{(g)}\)
\[
\langle g \rangle_J \geq \frac{1}{4} \langle g \rangle_{J \cap E} \geq \frac{1}{4} \langle g \chi_I \rangle^*(|I|/2)
\]
and, by the definition of \(E',\) we have
\[
g(x) < \frac{1}{8} \langle g \chi_I \rangle^*(|I|/2), \quad x \in J'.
\]

Combined, these estimates yield
\[
\tag{5.7}
|g(x) - \langle g \rangle_J| \geq \frac{1}{8} \langle g \chi_I \rangle^*(|I|/2), \quad x \in J'.
\]

Further, observe that for every measurable set \(G\) with \(|G| \simeq 1\) we have \(\|\chi_G\|_{L^p(\cdot)} \simeq 1.\) Therefore,
\[
\|\chi_J\|_{L^p(\cdot)} \lesssim \|\chi_J\|_{L^p(\cdot)},
\]
which, along with (5.7), yields
\[
\tag{5.8}
\langle g \chi_I \rangle^*(|I|/2) \lesssim \frac{\|g - \langle g \rangle_J \chi_J\|_{L^p(\cdot)}}{\|\chi_J\|_{L^p(\cdot)}}.
\]

By (ii) and Proposition 4.2, we know that \(\text{BMO} \hookrightarrow \text{BMO}_{L^p(\cdot)}.\) Therefore, combining Proposition 3.1 with Theorem 3.3(ii), we obtain
\[
\frac{\|g - \langle g \rangle_J \chi_J\|_{L^p(\cdot)}}{\|\chi_J\|_{L^p(\cdot)}} \lesssim \sup_{|P| \leq 1} \frac{1}{|P|} \int_P |g - \langle g \rangle_P|.
\]

Combining this with the previous estimate, standard properties of mean oscillations and (5.6), yields
\[
\langle (f - c) \chi_I \rangle^*(|I|/2) \lesssim \sup_{|P| \leq 1} \frac{1}{|P|} \int_P |g - \langle g \rangle_P| \\
\lesssim \sup_{|P| \leq 1} \frac{1}{|P|} \int_P |f - \langle f \rangle_P|.
\]
\[
\lesssim \sup_{|I| \leq 1} \inf_{c'} \overline{\int_I} |f - c'| \lesssim \|f\|_{\text{BMO}_L^*_{L^p}}.
\]

Combining the two cases, we obtain
\[
((f - c)\chi_I)^*(|I|/2) \lesssim \frac{\|(f - c)\chi_I\|_{L^p}}{\|\chi_I\|_{L^p}} + \|f\|_{\text{BMO}^*_{L^p}}.
\]

This implies (5.5) and therefore completes the proof. \hfill \Box

6. Open questions

In this final section we collect several open questions.

**Question 6.1.** Is there a family normalized quasi-Banach function spaces \(X = \{X_Q\}\) for which the embedding \(\text{BMO}_X \hookrightarrow \text{BMO}\) fails?

Observe that by Proposition 3.9 the absolute value mapping cannot be bounded on \(\text{BMO}_X\) and by Corollary 5.6 such an \(X\) cannot be rearrangement-invariant. Moreover, for every concrete, non-rearrangement-invariant family \(X = \{X_Q\}\) considered in this paper, the embedding \(\text{BMO}_X \hookrightarrow \text{BMO}\) holds.

If the answer to Question 6.1 is positive, i.e. the embedding \(\text{BMO}_X \hookrightarrow \text{BMO}\) is nontrivial, we can ask the following question:

**Question 6.2.** Does the embedding \(\text{BMO} \hookrightarrow \text{BMO}_X\) imply the converse embedding \(\text{BMO}_X \hookrightarrow \text{BMO}\)?

By Theorem 3.3, the embedding \(\text{BMO} \hookrightarrow \text{BMO}_X\) provides a lot of information about \(X = \{X_Q\}\), and the question is whether this information enough to establish that \(\text{BMO}_X \hookrightarrow \text{BMO}\). One may also consider a stronger version of this question, asking whether the embedding \(\text{BMO} \hookrightarrow \text{BMO}_X\) implies \(\text{BMO}_X^* \hookrightarrow \text{BMO}\).

In Example 5.5 we established that the embedding \(\text{BMO}_X^* \hookrightarrow \text{BMO}\) can fail. It is therefore natural to ask the following question:

**Question 6.3.** What are non-trivial necessary conditions for the embedding \(\text{BMO}_X^* \hookrightarrow \text{BMO}\)?

Theorem 1.2 provides sufficient conditions for \(\text{BMO}_X^* \hookrightarrow \text{BMO}\), and of course it is desirable to find a full characterization. However, curiously enough, we were not able to find any non-trivial necessary condition. In particular, it is natural to guess that the embedding \(\text{BMO}_X^* \hookrightarrow \text{BMO}\) should imply the doubling condition for \(X\), i.e. \(\|\chi_{2Q}\|_X \lesssim \|\chi_Q\|_X\) for any \(Q \in \mathcal{Q}\).
In Corollary 3.10 we saw that the identity $\text{BMO}_X = \text{BMO}^*_X$ implies the embedding $\text{BMO}^*_X \hookrightarrow \text{BMO}$. A sufficient condition for the identity $\text{BMO}_X = \text{BMO}^*_X$ was given in [12, Theorem E]. This sufficient condition implies the $A_\delta$-condition for all $\delta \in (0,1)$ and is thus not necessary by Example 5.9. Therefore, one may wonder if there are weaker sufficient conditions for the identity $\text{BMO}_X = \text{BMO}^*_X$.

**Question 6.4.** Can we characterize when the spaces $\text{BMO}_X$ and $\text{BMO}^*_X$ coincide?
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