PEMP: Leveraging Physics Properties to Enhance Molecular Property Prediction
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ABSTRACT
Molecular property prediction is essential for drug discovery. In recent years, deep learning methods have been introduced to this area and achieved state-of-the-art performances. However, most of existing methods ignore the intrinsic relations between molecular properties which can be utilized to improve the performances of corresponding prediction tasks. In this paper, we propose a new approach, namely Physics properties Enhanced Molecular Property prediction (PEMP), to utilize relations between molecular properties revealed by previous physics theory and physical chemistry studies. Specifically, we enhance the training of the chemical and physiological property predictors with related physics property prediction tasks. We design two different methods for PEMP, respectively based on multi-task learning and transfer learning. Both methods include a model-agnostic molecule representation module and a property prediction module. In our implementation, we adopt both the state-of-the-art molecule embedding models under the supervised learning paradigm and the pretraining paradigm as the molecule representation module of PEMP, respectively. Experimental results on public benchmark MoleculeNet show that the proposed methods have the ability to outperform corresponding state-of-the-art models.
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1 INTRODUCTION
Drug discovery is a time-consuming and expensive process, involving typical timelines of 10–20 years and costs that range from 0.5 billion to 2.6 billion US dollars [3, 24]. Over the past few years, interest has grown in applying artificial intelligence techniques to accelerate the drug discovery process [30].

Molecular properties prediction (MPP) is one of the most central tasks for computer-assisted drug discovery and has attracted much attention in the AI research society. Concerned properties for molecules include their physics, chemistry, biology, and physiology...
properties [38]. Among these properties, the chemistry and physiology properties are especially focused, like solubility, lipophilicity, and membrane permeability, because they indicate the drug-likeness and affect the pharmacokinetics process [13, 43]. Accurate predictions on these properties are critical for early-stage drug selection and also vital for the efficiency of molecular generation, where the target function is usually defined by an MPP model.

Previous studies have shown the effectiveness of deep learning methods for the prediction of chemistry and physiology properties [12, 15, 27, 39]. Typically, a graph neural network is utilized to encode each molecule, and a property predictor is then used to output the prediction score. In the learning process, both parameters of encoder and predictor are estimated by the supervised learning method based on labeled training data. In recent years, people have designed different graph neural networks, such as MPNN [12] and AttentiveFP [39], and shown superior prediction results as compared with traditional predictors based on hand-crafted molecule representations.

However, labeled data for chemical and physiological properties are usually very scarce, due to the expensive experimental process, which limits the ability of the powerful supervised deep learning methods. Recently, the pretraining paradigm has been used in this problem, and gain some improvement by leveraging large-scale unlabeled data to obtain a better molecule representation [15, 27]. However, the data scarcity issue remains in their downstream training [36].

To tackle this problem, we resort to investigating useful factors related to chemistry and physiology properties. Fortunately, we found important domain knowledge that some calculable physics properties can affect or inform physics-chemical and physiology properties that are concerned in drug discovery. For example, physical chemistry theory [2] has shown that dipole moment and isotropic polarizability, which are two molecule polarity properties, directly affect inter-molecular forces and thus inform the solubility and lipophilicity of the molecules. Such relation has also been verified by some empirical research in physical chemistry properties [1, 28]. Moreover, the polarity of molecules has been found to influence the permeability of molecules for biological membranes in the principle of drug design [43]. These domain knowledge inspires us to leverage physical properties to enhance the prediction of chemistry and physiology properties. One benefit of this approach is that physical property data are usually easier to obtain and also more reliable than chemical data, because physical properties are intrinsically determined by molecules themselves, and could be directly calculated by some mature computation methods [6], instead of wet-lab experiments.

Based on the above domain knowledge, we propose a Physics properties Enhanced Molecular Property prediction (PEMP) approach, to enhance the training of the chemical and physiological property predictors with related calculable physics property prediction tasks. Specifically, we design two methods for PEMP, respectively based on multi-task learning and transfer learning. The proposed two methods are capable to work with various representation modules used in existing MPP models, such as graph neural networks and pretraining models. In the training process, the prediction losses of auxiliary tasks and the target task are simultaneously optimized in the multi-task training method; while in the transfer learning method, the model is first pretrained on auxiliary tasks in a multi-task way, then transferred and fine-tuned on target tasks.

In our experiments, we take AttentiveFP [39] and GROVER [27], which are representative molecule representation models in graph neural networks and pretraining models respectively, as example representation modules to demonstrate our model architecture. We adopt the prediction of physics properties in the QM9 dataset [25] as the auxiliary tasks to enhance the prediction performance of chemistry and physiology properties, such as solubility, lipophilicity, permeability, and toxicity. Experimental results on six MPP datasets in MoleculeNet show that the proposed methods consistently outperform corresponding state-of-the-art baselines. Furthermore, we conduct ablation studies to show the effectiveness of our selected auxiliary tasks.

Our main contributions are summarized as follows:

- the investigation of existing physical chemistry theory and empirical physical chemistry studies about the implicit relations between different molecular properties;
- the proposal of PEMP to utilize physics properties to enhance the chemistry and physiology properties and the design of two methods based on multi-task learning and transfer learning;
- extensive experimental studies on six MPP datasets in MoleculeNet, which show the superiority of our proposed methods with different backbone representation modules, as against state-of-the-art models.

## 2 RELATED WORKS

In this section, we introduce some related works on molecular property prediction, including graph neural network based methods, pretraining methods, and some recent works in bio-informatics using multi-task learning.

Encoding molecules into learnable vectors lies in the center of cheminformatics. Traditional methods use hand-crafted descriptors to encode the neighbors of atoms in the molecule into a fix-length vector, namely molecule fingerprints [26]. In recent years, Graph Neural Network (GNN) has drawn increasing attention and shown promising results in many fields, including MPP. Steven et al. [16] conduct convolutions on simple encodings of the molecular graph—atoms, bonds, distances, etc.— and make greater use of molecule graphs to learn molecule representations. With attention mechanism thriving, people propose Graph Attention Networks to learn nonlocal intramolecular interactions, which can draw chemical insights directly from data beyond human perceptions [39, 42].

Glimmer et al. [12] first show that message passing neural networks with appropriate message, update, and output functions are effective for predicting molecular properties. Johannes et al. [17] associate the messages between atoms with a direction in coordinate space, alleviating the limitation that previous frameworks do not consider the directional information from one atom to another.

Since molecule properties are intrinsic and should stay unchanged to translations and rotations in 3D space, i.e. SE(3)-(in)equivariance, there has been a trend in building equivariant GNNs to learn more robust and knowledgeable molecule representations [14]. By projecting features into orthogonal spaces and designing special update
layers, Fuchs et al. [9] and Satorras et al. [29] successfully introduced group theory into molecule modelling and achieved SOTA at that time. Schütt et al. [31] propose polarizable atom interaction networks to reduce model size and inference time, but the architecture only works for predicting tensorial properties and molecular spectra.

Besides the straightforward supervised-learning paradigm, researchers also explore to pretrain a model on large-scale datasets and then transfer it to the target property with a small size of training data. Following this paradigm, Ye et al. [41] collect a number of labeled datasets about toxicity which contains 500,000 molecules with 157 targets, pretrain a model on it, and transfer to the target set with only 1104 FDA approved drugs. Further, people turn to unlabelled data and utilize self-supervision to do pretraining. For example, Hu et al. [15] proposes a policy specifically for graph by masking nodes/edges and then predicting graph contexts. More recently, people are working on adding domain knowledge to those structure-based models to improve the representations. Rong et al. [27] tries to involve chemical knowledge by proposing a semantic motif task to predict the functional groups in masked molecules. Song et al. [33] and Yang et al. [40] integrate 3D conformations to obtain the molecule representations.

Above approaches rely on labeled property data to conduct the training process. However, such data are usually very scarce [5, 34, 38]. In the tasks of molecule-protein interaction prediction, Multitask learning (MTL) has been adopted widely to tackle this problem. For example, an MTL method on 19 cellular and biochemical assays which are relevant to the target proteins is adopted in [7]. Liu et al. [20] proposes a multi-task learning method to utilize task relations encoded by a protein-protein interaction graph. Wang et al. [36] learn a task relation graph to encode the difference between targets but under the few-shot learning setting. Besides, Wenzel et al. [37] conduct straightforward MTL on the prediction of each ADME property (e.g. metabolic clearance) across different species. Our work is different from these related works since we consider the chemistry and physiology property prediction tasks on molecules. To the best of our knowledge, the idea of leveraging physics properties to enhance the predictions of chemistry and physiology properties is novel in MPP.

3 MOTIVATION

Typical molecular property prediction tasks include predicting the physics, chemistry, and physiology properties of molecules. Among them, the most important MPP tasks are chemistry and physiology ones. The reason is that these molecule properties can indicate the drug-likeness or influence the pharmacokinetics process, which is critical in the whole drug discovery pipeline.

As the chemistry and physiology properties are usually measured in wet-lab experiments, only a limited number of labeled data are collected, especially for physiology properties that need in vivo studies [38]. As a result, supervised learning or finetuning on these properties faces the problem of data scarcity. To tackle this problem, we turn to consider the physics properties.

Quantum physics properties of molecules, such as dipole moment, isotropic polarizability, are direct parameters that characterize the electronic structure of molecules and can be accurately computed with multiple theoretical methods [6]. For example, the magnitude of the dipole moment of a molecule is the product of the length of the vector pointing from its negative charge center to the positive one and the quantity of charge. In physical chemistry theory, the electronic properties of molecules determine the
molecular interactions [2]. For example, intramolecular forces including dipole-dipole interactions, dipole–induced dipole interactions, and dispersion interactions all depend on the dipole moments of molecules. As molecular interactions govern the behavior of molecules in multiple chemical and physiological processes, we believe that physics properties are informative for predicting these target properties.

In fact, these conjectures have been proven in recent physical chemistry theory and empirical studies, which guide us to select proper physics properties to enhance the prediction of chemistry and physiology properties. Dipole moment and isotropic polarizability are two properties on the polarity of molecules. They have been shown to correlate with the solubility and lipophilicity of the molecules by empirical research [1]. The polarity of molecules also affects the permeability of molecules for biological membranes [43]. The HOMO-LUMO gap affects the reactivity of molecules in biochemical process [18], which potentially indicates the toxicity of molecules [22]. The internal energy and heat capacity of molecules indicate the strength of the intermolecular force and the flexibility of the scaffold of molecules [2], which affects the solubility, lipophilicity, metabolism, and toxicity of molecules [43]. Therefore, we select five physics properties, i.e. dipole moment, isotropic polarizability, HOMO-LUMO gap, internal energy, and heat capacity as the auxiliary properties, to facilitate the prediction of the solubility, lipophilicity, permeability, and toxicity of molecules, which corresponds to the following datasets in MoleculeNet [38]: Freesolv, Esol, Lipophilicity, BBBP, Clintox and Tox21. Detailed information of these datasets is given in Section 5.1.

### 4 PEMP

In this section, we propose a novel approach called Physics properties Enhanced Molecular chemistry Property prediction (PEMP). PEMP consists of two separate methods, namely the Multi-task Learning (MTL) method and the Transfer Learning (TransL) method, and both of them are able to introduce the related physics property prediction tasks for the target property prediction. Specifically, the MTL method aims to improve the generalizability of neural molecule representations by jointly learning physics and biochemistry properties of molecules, and the TransL method aims to provide a more contextualized molecular embedding and a more efficient training method. More information of the two methods will be discussed in section 4.4.

The goal of PEMP is to introduce knowledge from related tasks to the prediction of target molecular property. In particular, as analyzed in Section 3, we use MTL and transfer learning to leverage knowledge on physical properties of molecules into the chemistry property prediction in this study.

The overall model architecture of the two frameworks is described in Figure 1. The structure of PEMP consists of two main components: 1) the molecule representation module, which generates neural representations for the input molecule; 2) the property prediction module, which contains task-specific fully-connected layers to make independent predictions on multiple properties. We will first discuss about typical molecule representation modules in Section 4.1, and elaborate on the two methods of property prediction module in Section 4.2 and Section 4.3.

### 4.1 Molecule Representation Module

The molecule representation module consists of a parameterized neural network, which encodes input molecules into neural representations as the inputs of the prediction module. Denote the input molecule in dataset \( D = \{ m_1, m_2, ..., m_N \} \), where \( m_i \) is the input form of molecule \( i \). Denote \( \text{Enc}(\cdot, \theta) \) as the representation module parameterized by \( \theta \), we have \( e_i = \text{Enc}(m_i, \theta) \), where \( e_i \in \mathbb{R}^d \) is a d-dimensional representation of \( m_i \).

Since the molecule representation module designed to be model-agnostic, PEMP can be applied with any molecule representation learning model. In our work, we adopt two different existing molecule representation models to implement \( \text{Enc}(\cdot, \theta) \), namely AttentiveFP and GROVER, as the molecule representation module for PEMP. AttentiveFP is a supervised graph neural network using the attention mechanism, it not only models atoms and their neighbors but also uses the graph attention mechanism to characterize non-local effects at intra-molecular level. Compared to AttentiveFP, GROVER tries to apply the idea of pretraining on molecules by building a graph-based Transformer with its self-attention building blocks replaced by specially designed GNN.

Above two models have shown remarkable performance in modeling molecules, and we would like to demonstrate that PEMP can help such architectures make further progress.

Following the molecule embedding module, we can build prediction modules upon it and use ground-truth annotation of molecular properties to supervise the training of the whole model. The following two sections talk about the two methods proposed for PEMP prediction module.

### 4.2 Multi-Task Learning based PEMP

In order to leverage task relations for prediction, the most intuitive method is to integrate multiple classifiers of different tasks
The loss function of PEMP-MTL is defined as a weighted sum of \( p \) losses on the learning methods, while the main difference is that our choice of parameterized by \( k \). For any \( k \) tasks: 

\[
\hat{p}_k = \text{MLP}_k(\phi_1^k, \phi_2^k)
\]

In PEMP-MTL, the loss function is similar to existing multi-task learning methods, while the main difference is that our choice of auxiliary tasks are based on physics and physical chemistry studies. The loss function of PEMP-MTL is defined as a weighted sum of losses on the \( K + 1 \) tasks:

\[
\mathcal{L}_{MTL} = \sum_{i} \ell_i(\hat{p}_i, p_i^* ) + \sum_{k=1}^{K} w_k \sum_{l_k} \ell_k(\hat{p}_k, p_k^* )
\]

where \( l_0, l_1, \ldots, l_K \) are task specific loss functions measuring the discrepancy between ground-truth label \( p \) and the estimation \( \hat{p} \).

\( \{ w_1, w_2, \ldots, w_K \} \) are hyper-parameters adjusting the weights of \( K \) auxiliary physics properties.

Note that the used molecules do not necessarily have labels for all the tasks. During training, the model takes inputs from different datasets, and the loss is only calculated on labeled properties for each instance. As for the problem that datasets on different properties vary in sample sizes, we cyclically input the small dataset into the model before the model is fully trained on the large dataset for an epoch.

### 4.3 Transfer Learning based PEMP

In PEMP-MTL, the learned representations are usually endpoint-specific, which means when we want to predict another property, the model has to be retrained from scratch. Further, due to the disparity of sample sizes between chemical datasets and quantum physics dataset, MTL costs much more resources on processing the loss on auxiliary physics tasks than target chemistry tasks. Thus, we propose another framework PEMP-TransL based on transfer learning, which gives a solution to this non-efficiency by providing contextualized molecular embeddings for downstream tasks.

As is illustrated in Figure 1(c), the implementation of a transfer learning framework can be divided into the following two steps: 1) Pretrain a model through supervised tasks on physics properties.
We first introduce our experimental setup, including datasets and preprocessing, baselines, evaluation metrics, and empirical settings.

### 5.1 Experimental Setup

We adopt the scaffold splitting [4] on the dataset other than the widely-used random split because the former method is more compatible and realistic in the context of bioinformatics and molecular property prediction models.

### 5.1.1 Datasets and Preprocessing

Experiments are conducted on two widely used public datasets/benchmarks: QM9 and MoleculeNet. We briefly introduce the two datasets as follows:

- **QM9**: QM9 dataset collects 130K molecules with up to 9 heavy atoms (C,O,N,F). It provides 13 physics quantum properties for each molecule. Over the past years, QM9 has been recognized as a ground truth for quantum chemistry research due to its high accuracy.
- **MoleculeNet**: Abbreviated as MolNet, it is a benchmark specially designed for testing machine learning methods of molecular properties. MolNet curates a number of dataset collections and categorizes them into four categories namely quantum mechanics, physical chemistry, biophysics, and physiology.

As is introduced in Section 3, from MolNet we select Freesolv, Esol, Lipophilicity from physical chemistry properties and BBBP, Clintox, Tox21 from physiology properties as our target properties. Freesolv [23] is a small dataset which contains the hydration free energy of molecules. Esol [8] and Lipophilicity [10] are both properties indicating the water solubility or membrane permeability of molecules. BBBP [21] documents whether a compound is able to penetrate the blood-brain barrier. Clintox [11] records drugs approved by the FDA and drugs that fails clinical trials for toxicity reasons. Tox21 [35] is a public database measuring toxicity of compounds. As for auxiliary properties, we select the following quantum physical properties from QM9: dipole moment (µ), isotropic polarizability (α), HOMO-LUMO gap (gap), internal energy at 0 K (U₀) and the heat capacity at 298.15K (Cᵥ). Table 1 gives statistics about these datasets.

We adopt the scaffold splitting [4] on the dataset other than the widely-used random split because the former method is more compatible and realistic in the context of bioinformatics and molecular property prediction models. The ratio for train/validation/test is 8:1:1. For each dataset, we train the models for three replicas on three scaffold splitting with 0,1,2 as random seeds and report the means and standard deviations of the results. Specifically, when adopting GROVER as the backbone representation module, we conduct 3 runs for each seed and use the means as the results to alleviate the uncontrollable randomness in the PyTorch implementation of message passing network [27].

---

### Table 4: Statistics of hyper-parameters when finetuning the GROVER backbone.

| Hyper-parameter       | Description                                           | Range         |
|-----------------------|-------------------------------------------------------|---------------|
| batch_size            | the input batch size                                   | 32            |
| max_lr                | the max learning rate of Noam learning rate scheduler  | [0.0001,0.0002,0.001] |
| init_lr               | the initial learning rate ratio of Noam learning rate scheduler. | 10            |
| final_lr              | The real final learning rate is max_lr/init_lr         | [2,5,10]      |
| dropout               | dropout ration                                         | [0.2,0.1,0.05]|
| dist_coff             | GROVER encode molecules on node- and edge-view.        | [0.15,0.1,0.05]|
| ffn_num_layer         | the number of MLP layers                               | [2,3]         |
| ffn_hidden_size       | the hidden size of MLP layers                          | [700,1300]    |
5.1.2 Baselines and Evaluation Metrics. To evaluate the effectiveness of our proposed method, we deploy PEMP on two representative models, Attentive FP and GROVER, one stands for typical deep learning scheme and the other stands for the pretraining scheme. Besides, we separately compare the results of PEMP with baselines of the two paradigms: typical deep learning methods including SchNet [32] which performs convolutions on graphs, MPNN [12] which considers edge features during message passing, the naive AttentiveFP, and pretrained methods including N-Gram [19] which embed the molecules by extending the N-gram approach in NLP from linear graphs (sentences) to general graphs (molecules), Hu et.al [15] which learn local and global molecule representations simultaneously, the naive GROVER.

For regression tasks, the root-mean-square-errors (RMSE) is adopted as the evaluation metric, and a lower score means better performance. For classification tasks, the averaged ROC-AUC is reported as the measure, and better performance will lead to a higher score. Both metrics follow the suggestions of the MoleculeNet benchmark [38].

5.1.3 Empirical Settings and Hyper-parameters. In multi-task learning method, in order to handle the dataset size imbalance pointed out in 4.1, we cyclically feed the small dataset of target properties into the model until the model is fully trained on the auxiliary dataset for an epoch. The model is trained for 5 epochs on the physics property dataset whatever the target property is. We conduct a grid search on weights $w_i$ among \{1, 0.5, 0.1, 0.01\} and report the best results. The validation loss on target properties is used to select the best model. In transfer learning method, the model is first pretrained on the auxiliary dataset for 300 epochs and then fine-tuned on target properties for 100 epochs, and the best model is selected by validation loss.

When adopting GROVER as the molecule encoder, which is a Transformer-style model, we adopt Adam optimizer and the Noam learning rate scheduler. For hyper-parameters, we perform grid-search on the validation set as suggested in [27] and report the best results. Table 4 demonstrates the hyper-parameters we tuned. Except for batch_size and init_lr, the optional values of the hyper-parameters are separated with ; in the square brackets. When adopting AttentiveFP as the encoder, we applied the hyper-parameter combination as the original implementation in its code base.

5.2 Overall Performance

Experimental results are summarized in Table 2. The best performances respectively in typical deep learning and pretraining paradigms are underlined, and the SOTA values on each dataset are in bold.

Firstly, regardless of the backbone models we select, the two frameworks of PEMP can help both backbone models obtain better or comparable performances, which validates our motivation that it is vital to consider physical properties when predicting chemistry properties. PEMP boosts the performance with 6.9% relative improvements on average over the original Attentive FP, and 9.1% improvements over the original GROVER. Secondly, although both methods are shown to be effective, PEMP-TransL shows more stable performance. Among the 12 experiments of TransL method, 9 achieve better results and the remaining 3 achieve comparable results. Thirdly, the pretraining based methods outperform classical supervised methods on physics chemistry properties and membrane permeability but are defeated by typical deep learning models on toxicity. The contrast suggests the generic structural information embedded in pretrained models may not function better than the task-relations when dealing with toxicity datasets.

5.3 Impact of Physics Properties

Since PEMP is proposed to utilize the physics properties of molecules to enhance the prediction of chemistry and physiology properties, people may be concern about how the choice of physics properties will affect the performances. In this section, we conduct some ablation studies to investigate this problem. According to the analysis in Section 3, the polarity-related properties dipole moment (\(\mu\)) and isotropic polarizability(\(\alpha\)) can affect the solubility of molecules, while HOMO-LIMO gap, internal energy ($U_0$) and heat capacity ($C_v$) are related to the scaffolds of molecules and can affect physiology properties. Therefore, we group the auxiliary physics properties into two groups and build two variants of PEMP, both using GROVER as backbone representation modules: (1) PEMP\_w/o\_prett., which excludes \(\mu\) and \(\alpha\) yet keeps $U_0$, $C_v$. (2) PEMP\_w/o\_gap etc., the variant model which is a counterpart of model(1). We select Esol to test solubility and BBBP to test physiology properties.

Table 3 shows the performance of different variants. The results of PEMP\_w/o\_physics (original GROVER) is listed as the baseline. From the results, we can obtain the following observations. With the assistance of all the 5 related quantum physics properties, PEMP performs better than both GROVER and the two variant models in most cases, which validates the usefulness of introducing related properties. Though excluding some of the auxiliary physics properties, the two variants still have the ability to outperform the plain baseline GROVER, indicating that both groups of selected properties are helpful.

5.4 Impact of Hyper-parameters

A statistics of hyper-parameter grid search is displayed in Table 5. For each row with a hyper-parameter fixed, the reported score is averaged over all the other hyper-parameters. For example, when the dropout value is set to 0.2, the reported value 1.868 for Freesolv is reported as an average of four experiments where ffn_num_layers is set to 2 and 3, and ffn_hidden_size is set to 700 and 1300, respectively.

From the table, we can draw the conclusion that: The model with a high dropout rate and fewer parameters usually performs
better. This is probably because when finetuning on GROVER, we are feeding thousands of data samples into a large model with millions of parameters, and the optimal model we obtain after 100 epochs’ training has been overfitted on the train set. Therefore, a model with a higher dropout rate and fewer parameters can have better generalizability and lead to better performance on the test set. Considering that a large number of datasets in biology and chemistry have smaller sample sizes than those in machine learning [5, 34, 38], this result may be helpful in applying pretrained models or designing large models for molecular tasks in the future.

6 CONCLUSIONS AND FUTURE WORKS

In this paper, we propose a novel molecular property prediction approach called PEMP. The motivation comes from the fact that concerns chemistry and physiology properties are usually related to some physics properties, as proved by classical physical chemistry theory and some recent empirical research on physical chemistry properties. In PEMP, we enhance the prediction of molecular chemistry and physiology properties by auxiliary quantum physics properties. Specifically, two PEMP methods are designed respectively based on multi-task learning and transfer learning. PEMP is general to work with various molecular embedding methods, like existing deep learning paradigms and pretraining paradigms. In our experiments, we evaluate two versions of PEMP based on different embedding methods. The experimental results show that PEMP consistently outperforms state-of-the-art models.

This work complements the mainstream MPP models that make efforts on modeling molecule graphs and empirically shows that a proper learning framework can make more significant progress than advanced and complex neural network structures. These results verify the importance of domain knowledge in the study of AI4Science. In the future, we will try to refine the naive multi-task and transfer learning method in this work and we will explore PEMP on other related tasks like molecule generation and molecule interaction. Also, we are interested in integrating more domain knowledge of molecules to existing data-driven methods for better performances and understandings.
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