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ABSTRACT

Speech enhancement has recently achieved great success with various deep learning methods. However, most conventional speech enhancement systems are trained with supervised methods that impose two significant challenges. First, a majority of training datasets for speech enhancement systems are synthetic. When mixing clean speech and noisy corpora to create the synthetic datasets, domain mismatches occur between synthetic and real-world recordings of noisy speech or audio. Second, there is a trade-off between increasing speech enhancement performance and degrading speech recognition (ASR) performance. Thus, we propose an unsupervised loss function to tackle those two problems. Our function is developed by extending the MixIT loss function with speech recognition embedding and disentanglement loss. Our results show that the proposed function effectively improves the speech enhancement performance compared to a baseline trained in a supervised way on the noisy VoxCeleb dataset. While fully unsupervised training is unable to exceed the corresponding baseline, with joint super- and unsupervised training, the system is able to achieve similar speech quality and better ASR performance than the best supervised baseline.

Index Terms— Speech enhancement, unsupervised learning

1. INTRODUCTION

Speech enhancement aims to remove noise and reverberation while maintaining speech and audio quality. Although current speech enhancement systems have achieved significant performance with different deep learning architectures, e.g., [1] [2] [3] [4] [5] [6], there are some challenges arising in this domain. In this study, we focus on two main problems. First, most speech enhancement training datasets are synthetic and created by mixing clean speech and noisy corpora. However, there are domain mismatches between synthetic and real-world recordings of noisy speech or audio. Also, collecting studio-quality training datasets is expensive. Second, speech enhancement systems can remove noise, but they can distort speech signals as well, which in consequence can degrade the performance of subsequent ASR systems. Therefore, this paper examines some previous works and proposes a new loss function to mitigate these two problems.

There are several unsupervised speech enhancement methods proposed to mitigate the domain mismatch, e.g., [7] [8] [9] [10]. However, in speech enhancement, supervised training has not yet been outperformed by unsupervised approaches. MixIT [7] is a special loss function designed for unsupervised speech enhancement. This loss function is a combination of a permutation loss, a reconstruction loss and a speech enhancement loss. The algorithm allows training the speech enhancement system with noisy speech instead of clean speech. MixIT shows its effectiveness in source separation problem but it does not work well for speech enhancement. [8] aims to improve MixIT by a noise augmentation method, where the training speech sample is made more noisy by adding additional artificial noise. They argued that in the MixIT paper, the distribution of recording noise inside the speech was different from the additional noise that led to the ineffectiveness of MixIT in the speech enhancement task. The authors expected to improve the learning of MixIT by adding a pre-noise from the same distribution as the training noise.

In this study, we develop a weighted loss function as a solution to the two problems mentioned above. Our function combines speech enhancement, disentanglement and speech recognition (ASR) embedding losses. Taken together, we make three considerable contributions. First, we propose a new loss function that enables using abundant real-world noisy corpora to improve speech enhancement performance. Second, we address the trade-off between speech enhancement and ASR by integrating an ASR embedding loss and a disentanglement term to help separating the outputs of MixIT. Third, we introduce a joint way of leveraging clean and noisy speech combining supervised and unsupervised losses.

2. METHOD

In this section, we describe the conventional supervised speech enhancement approach used in the baseline and our proposed unsupervised and semi-supervised methods.

2.1. Supervised speech enhancement

2.1.1. Formulation

As most speech enhancement systems are supervised, we deployed supervised networks as baselines to have a fair comparison for our proposed unsupervised method. The supervised architecture is depicted in Figure 1. Let $Y$ be the the short-time Fourier transform (STFT) of the input signal, where $k, n$ are the frequency and time indices. The input features to the network are complex compressed spectra given by $|Y|^2$ with $\epsilon=0.3$. The compressed spectra are fed as real and imaginary in two input channels of the network en-
2.2. Unsupervised speech enhancement

2.2.1. MixIT loss

In supervised speech enhancement, the model is trained to make the predicted speech close to the target clean speech. However, in unsupervised speech enhancement, the clean speech is not available. The MixIT loss \([7]\) does not need access to the clean speech target, and is given by

\[
\mathcal{L}_{\text{MixIT-SE}} = \min \left[ \mathcal{L}_{\text{SE}}(\hat{S} + N_1, X) + \mathcal{L}_{\text{SE}}(N_2, N), \mathcal{L}_{\text{SE}}(\hat{S} + N_2, X) + \mathcal{L}_{\text{SE}}(N_1, N) \right],
\]

where \(X(k, n)\) and \(N(k, n)\) are the complex spectra of the 2 inputs: noisy recording and the additional noise. To train using MixIT, the network has to produce three output signal, here the spectra \(\hat{S}, N_1, N_2\) are the complex spectrogram of the 3 outputs: predicted speech, first noise and second noise, respectively. The permutation allows the internal noise inside the real-world noisy recording \(X\) and the additional noise either to go to \(N_1\) or \(N_2\), while the desired speech is expected to always end up in output \(\hat{S}\).

2.2.2. Proposed ASR embedding and disentanglement related loss for unsupervised speech enhancement

The original MixIT loss was shown to work well in unsupervised speech separation but did not have a good performance in speech enhancement task \([7]\). Therefore, we propose two additional constraint terms to the MixIT loss.

In the first constraint, to prevent degradation of the ASR performance, we use a pre-trained ASR system to extract the embeddings \(X_{\text{emb}}\) and \(\hat{S}_{\text{emb}}\), from the noisy speech recording and the enhanced output, and force them to be similar by

\[
\mathcal{L}_{\text{emb}} = \mathcal{L}_{\text{MSE}}(\hat{S}_{\text{emb}}, X_{\text{emb}}).
\]

In the second constraint, we use a disentanglement constraint between speech and noise so that leakage between speech and noise outputs of the decoder is minimized. The ASR embedding of the predicted speech \(\hat{S}_{\text{emb}}\) is forced to be different from the ASR embeddings of noise 1 \(N_{1-\text{emb}}\) and noise 2 \(N_{2-\text{emb}}\) by enforcing orthogonality of the embeddings, i.e.

\[
\mathcal{L}_{\text{dis}} = \langle \hat{S}_{\text{emb}}, N_{1-\text{emb}} \rangle + \langle \hat{S}_{\text{emb}}, N_{2-\text{emb}} \rangle,
\]

where \(<\cdot,\cdot>\) specifies the dot product operation.

Our proposed loss function is the weighted sum of the original MixIT loss and our embedding and disentanglement losses

\[
\mathcal{L} = \mathcal{L}_{\text{MixIT-SE}} + \alpha_e \mathcal{L}_{\text{emb}} + \alpha_d \mathcal{L}_{\text{dis}}
\]

where \(\alpha_e, \alpha_d\) are weights for embedding and disentanglement losses, respectively.

2.2.3. Unsupervised architecture

The network architecture for unsupervised MixIT training is identical to the supervised case, except that we add two additional decoder
The semi-supervised training loss is the sum of supervised loss from (1) and unsupervised loss from (6), and is given by
\[ L_{\text{semi}} = L_{\text{supervised}} + L_{\text{unsupervised}}. \] (6)

The network weights are updated on the joint semi-supervised loss.

3. EXPERIMENTAL SETUP

3.1. Dataset

We used the LibriVox with 500 hours as a clean training dataset for the supervised baseline models. We used the VoxCeleb2 dataset as noisy speech training data for unsupervised training. The distributions of reverberant signal-to-noise ratio (RSNR) and signal-to-reverberation ratio (SRR) of the utterances in these two datasets are measured using a blind predictor based on [14] and visualized in Figure 4. We can see that VoxCeleb2 has a lot of low SNR content and also reverberant speech, compared to LibriVox.

3.2. Evaluation

Our goal is to improve speech enhancement without degrading ASR performance. Thus, we evaluate our system with both speech enhancement and ASR metrics. Speech enhancement systems can be evaluated on objective or subjective human ratings. As the human rating is expensive and slow, neural networks are used to predict the human mean opinion score (MOS) [17][18]. The ITU P.835 standard rates the MOS of 3 components, signal distortion (SIG), background noise suppression (BAK) and overall quality (OVL) with scores ranging from 1 to 5, the higher the better. We use a neural network based on [17] to predict the non-intrusive scores nSIG, nBAK, nOVL, where "n" stands for non-intrusive. The speech recognition performance is evaluated using the standard word error rate (WER) metric.

3.3. Training parameters

The encoder has 4 layers with 16-32-64-128 channels. Each decoder has 4 layers with 128-64-32-16 channels. The pretrained Wav2vec 2.0 is Wav2vec 2.0 large (LV-60) [14] with self-training. The training utterances have the length of 10 seconds.

The network was trained with an AdamW optimizer with a learning rate of $1 \cdot 10^{-4}$ for the supervised loss, $5 \cdot 10^{-4}$ for the unsupervised loss, and weight decay $2 \cdot 10^{-7}$. The learning rate is reduced by half if there is no improvement in the development set performance after 200 epochs.

The speech recognition test set is the DNS challenge test set. We employed the public Azure speech software development kit transcription service to get the ASR performance. The WER is computed on three test sets: i) the 600 clips from the 3rd DNS challenge [3], ii) 200 clips of high SNR speech to check degradations when noise suppression is not necessary, and iii) an internal test set 18 h actual meeting recordings.

3.4. Experiments

To have fair comparisons and to gauge upper and lower bounds, we first set up three supervised baseline experiments. In Exp. 1 (lower bound), the speech signal $S$ is drawn from the noisy speech dataset (VoxCeleb2) and noise $N$ is taken randomly from the training noise dataset. This experiment acts as lower bound because we expect the unsupervised loss could improve the trivial supervised training on noisy speech. In Exp. 2 (upper bound), the speech signal $S$ is from the clean speech dataset LibriVox and is augmented with impulse responses (RIRs). The target speech is created by using windowed RIRs to obtain non-reverberant speech, i.e., the network also learns dereverberation. Exp. 3 is identical to Exp. 2, except that the speech training targets are kept fully reverberant. Exp. 3 acts as a fair baseline, as the MixIT loss has no incentive to learn dereverberation.

In Exp. 4, we implemented the original MixIT training in a fully unsupervised fashion from noisy speech using the loss $L_{\text{semi}}$ in Eq. (6). Exp. 7 uses the proposed loss $\sum_{i=1}^{N} \alpha_i \cdot L_{\text{semi}}$, adding both embedding and disentanglement losses to the MixIT loss. In addition, we conducted an ablation study to investigate the contribution of disentanglement or
ASR embedding losses. We removed the disentanglement or ASR embedding losses in Exp. 5, 6 by setting either αd or αe in (5) to zero.

We also did two semi-supervised experiments (Exp. 8, 9), combining supervised and unsupervised loss by training on (6). In Exp. 8, we train on MixIT with ASR embedding loss (αd = 0), while Exp. 9 is the full semi-supervised combination of MixIT, ASR embedding and disentanglement loss.

4. RESULTS

The experiment results are shown in Table 1. The nSIG, nBAK, nOVL metrics are computed on the 3rd DNS challenge test set, while the WER is shown the 3 test sets DNS challenge (low SNR), the high SNR test set (high SNR), and the meeting recordings (meeting). The first line presents the metrics of the noisy speech utterances in the test sets without applying any speech enhancement methods. The noisy speech has the lowest nBAK score (3.05) compared to the enhanced signals in other experiments because it contains a lot of noise. It also has the lowest nOVL score (3.11). However, it has the lowest WERs because applying speech enhancement systems to remove the noise led to signal distortion. We measure the WER on an ASR which is not jointly trained with a speech enhancement system.

The results of supervised experiments are described from row 2 to 4. Exp. 2 has the highest speech enhancement overall (nOVL) score at 3.52, because it is trained on clean, non-reverberant speech targets, i.e. reducing both noise and reverberation. As we can see, a model trained with strong supervision on a large dataset is still hard to be outperformed. The nOVL score decreases to 3.39 when the training speech target has reverberation in Exp. 3, i.e. where the network is trained to remove noise only, but no reverberation. In Exp. 1, the nOVL drops to 3.31 when using noisy speech as target.

The unsupervised training experiments results are reported in Exp. 4 to 7. In Exp. 4, the original MixIT loss shows a significantly worse enhancement performance with its nOVL (3.16) being slightly above the noisy speech without enhancement (row 1) nOVL (3.11) and nBAK of only 3.28. MixIT also has WER for the meeting and high SNR datasets close to the noisy speech row 1 (17.16% vs 16.52% and 5.74% vs 5.69%). MixIT has higher low SNR WER than the noisy speech in row 1 (31.61% vs 27.95%).

The proposed unsupervised loss in (5) in Exp. 7 has a similar nOVL and a better WER compared to the supervised training loss on Exp. 1. It has better speech recognition performance on low SNR, high SNR test cases with a lower error rate at 33.58%, 6.44% compared to 35.51%, 6.81% of Exp. 1, respectively.

The ablation study (Exp. 5, 6) illustrates how the performance changed when we dropped the disentanglement or the ASR embedding. As we can see, when the disentanglement or ASR embedding was dropped, the speech enhancement performance degrades (nOVL drops from 3.29 to 3.25 and 3.27 respectively). Thus, the disentanglement and ASR embedding loss terms show to be helpful constraints on the system.

However, the fully unsupervised training could not exceed the baseline (Exp. 3), a strong supervised training with reverberation. An interesting question is if the semi-supervised training can exceed the upper supervised bound (Exp. 2). Exp. 8 has an nOVL comparable to the supervised training which uses clean speech as target (Exp. 2), and better WERs. More specifically, Exp. 8 has a WER at 30.94%, 6.11%, 18.77% compared to 32.59 %, 6.15%, 19.21% of Exp. 2 on the low SNR, high SNR and meeting datasets, respectively. While the semi-supervised training could not outperform the supervised upper bound in terms of MOS, likely due to the fact that the unsupervised training samples will not push for dereverberation, it exceeds the reverberant baseline (Exp. 3) and shows less WER degradation than the supervised upper bound.

5. CONCLUSION

In this work, we improved the MixIT loss, which is an unsupervised training scheme for speech enhancement using only noisy speech. However, the original MixIT loss was shown to underperform in terms of noise suppression, we proposed two additional terms, an ASR embedding loss and a disentanglement loss to improve ASR performance and enforce the speech from noise separation. With the additions, our improved unsupervised system could outperform a supervised baseline trained on noisy speech, but not a supervised baseline trained on clean reverberant speech. We therefore proposed a semi-supervised training scheme, jointly training with a supervised loss on clean speech, and with MixIT on noisy speech. This method could outperform the supervised baseline trained on clean reverberant speech. However, it could not outperform the strongest upper bound supervised baseline trained on clean non-reverberant speech in terms of MOS, but in terms of ASR performance.

In future work, the approach can be extended by adding different embedding related loss to the proposed loss function. Another interesting topic is maintaining important speech cues for ASR when doing speech enhancement to minimize the speech enhancement vs. speech recognition trade-off.
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