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Abstract. This paper deals with the continuation of solutions to the generalized Camassa-Holm equation with higher-order nonlinearity beyond wave breaking. By introducing new variables, we transform the generalized Camassa-Holm equation to a semi-linear system and establish the global solutions to this semi-linear system, and by returning to the original variables, we obtain the existence of global conservative solutions to the original equation. We introduce a set of auxiliary variables tailored to a given conservative solution, which satisfy a suitable semi-linear system, and show that the solution for the semi-linear system is unique. Furthermore, it is obtained that the original equation has a unique global conservative solution. By Thom’s transversality lemma, we prove that piecewise smooth solutions with only generic singularities are dense in the whole solution set, which means the generic regularity.

1. Introduction

In this paper we consider the continuation of solutions for the generalized Camassa-Holm (g-CH) equation

$$
\begin{align*}
\begin{cases}
 u_t - u_{xxx} + \frac{(m+2)(m+1)}{2} u^m u_x = \left( \frac{m}{2} u^{m-1} u_x^2 + u^m u_{xx} \right)_x, & x \in \mathbb{R}, \quad t > 0, \\
 u(x, 0) = u_0(x), & x \in \mathbb{R},
\end{cases}
\end{align*}
$$

where $m$ is a positive integer.

The equation (1) was first proposed by Hakkaev and Kirchev in [18], and the local well-posedness of the Cauchy problem (1) was studied for the Sobolev spaces $H^s$ with $s > \frac{3}{2}$. Under suitable assumptions and energy conservations, the orbital stability and instability of solitary wave solutions were considered. In [20], the authors established the local well-posedness to (1) for a range of Besov spaces and proved that its solutions are analytic in both variables. The persistence property of strong solutions for (1) was investigated in weighted $L^p$ spaces [23]. And it was
shown that the equation is well-posed in Sobolev spaces $H^s$ ($s > \frac{3}{2}$) for both the periodic and the nonperiodic case in the sense of Hadamard [21]. Moreover, the nonuniform dependence and Hölder continuous to (1) were discussed.

In fact, the equation (1) is a natural generalization of the famous Camassa-Holm (CH) model

$$u_t + u_{xxx} + 3uu_x = uu_{xxx} + 2u_xu_{xx}.$$  

The Camassa-Holm equation first arisen in the context of hereditary symmetries was studied by Fokas and Fuchssteiner [14], but did not receive much attention until Camassa and Holm [9, 7] derived it as a model of shallow water waves over a flat bottom. It has bi-Hamiltonian structure, infinitely many conservation laws and is completely integrable [8, 7, 14, 19]. In addition, the stability of the smooth solitons and the orbital stability of the peaked solitons to (1) were established in [10] and [11] respectively. Particularly, the Camassa-Holm equation possesses solutions with presence of wave breaking (that is, the solution remains bounded while its slope becomes unbounded in finite time [6, 12]). When these two waves collide at some time, the combined wave forms an infinite slope. After the collision, there are two things that happen: either two waves pass through each other with total energy preserved; or annihilate each other with a lose of energy. The solutions in the first case is called conservative, and the second case is called dissipative.

So far, the continuation of the solutions after wave breaking has been studied widely. Bressan and Constantin proved that the solution of the Camassa-Holm equation can be continued as either global conservative or global dissipative solutions [2, 3]. Notice that, the conservative solutions are about preservation of the $H^1$ norm, while dissipative solutions are characterized by a sudden drop in the norm at blow-up. Afterwards, the uniqueness of the conservative solution and the dissipative solution for the Camassa-Holm equation were obtained [4, 16]. Recently, the generic regularity of conservative solutions to Camassa-Holm equation was discussed in [17]. It is worth mentioning that the $H^1(\mathbb{R})$ norm conserved quantity plays a key role in the process of studying the conservative and dissipative solutions.

In the case of a more general Camassa-Holm equation, the global existence and uniqueness to the solution are established in [22, 25]. Moreover, for the Camassa-Holm equation with a forcing term $ku$, Zhu obtained the global existence and uniqueness [26].

Similar to the well-known Camassa-Holm equation, the system (1) also models the peculiar wave breaking phenomena [24]. Therefore, in this paper, we still focus on the conservative case of equation (1.1) in $H^1$ space, including the existence, uniqueness and generic regularity problems. Setting $G(x) = \frac{1}{2}e^{-|x|}$, $x \in \mathbb{R}$, then $(1 - \partial_x^2)^{-1}f = G \ast f$ for all $f \in L^2(\mathbb{R})$. Thus the equation (1.1) can be rewritten as the following integral-differential form:

$$
\begin{cases}
  u_t + u^m u_x = -P_x, & x \in \mathbb{R}, t > 0, \\
  u(x, 0) = u_0(x), & x \in \mathbb{R},
\end{cases}
$$

where

$$P = G \ast \left( \frac{m}{2} u^{(m-1)} u_x^2 + \frac{m(m + 3)}{2(m + 1)} \right).$$

Motivated by [2, 4, 17], in this paper, we consider the global weak conservative solutions defined by as follows.
Definition 1.1. Let \( u_0 \in H^1(\mathbb{R}) \), there exists a family of Radon measure \( \{ \mu(t), t \in \mathbb{R} \} \), depending continuously on time w.r.t. the topology of weak convergence of measures, such that the following properties hold.

(i) The map \( t \to u(., t) \) is Lipschitz continuous from \([0, T]\) into \( L^2(\mathbb{R}) \) with the initial data \( u_0 \in H^1(\mathbb{R}) \).

(ii) The solution \( u = u(x, t) \) satisfies the initial data \( u_0 \in L^2(\mathbb{R}) \). For any test function \( \phi \in C^1_c(\Omega) \) with \( \Omega = \{(x, t)|x \in \mathbb{R}, t \in [0, +\infty)\} \), one has

\[
\int_\Omega \left( -u_x(\phi_t + u^m \phi_x) + \left( -\frac{m}{2} u^m u_x^2 - \frac{m(m+3)}{2(m+1)}u^{m+1} + P \right) \phi \right) dxdt + \int_\mathbb{R} u_{0x} \phi(0, x) dx = 0.
\]

For a solution \( u = u(t, x) \), we say that \( u \) is conservative, which means that the balance law (10) is satisfied in the following sense.

There exists a family of Radon measure \( \{ \mu(t), t \in \mathbb{R}^+ \} \), depending continuously on time w.r.t. the topology of weak convergence of measures. For any \( t \in \mathbb{R}^+ \), the absolutely continuous measure \( \mu(t) \) has density \( u_x^2(t, \cdot) \) w.r.t. Lebesgue measure. Moreover, for any test function \( \phi \in C^1_c(\Omega) \), the family \( \{ \mu(t); t \in \mathbb{R} \} \) supplies a measure-valued solution to the balance law

\[
\int_0^\infty \left( \int_\mathbb{R} (\phi_t + u^m \phi_x) d\mu(t) + \int_\mathbb{R} 2u_x \left( \frac{m(m+3)}{2(m+1)}u^{m+1} - P \right) dx \right) dt
\]

\[
- \int_\mathbb{R} u_{0x} \phi(0, x) dx = 0.
\]

Based on the characteristic, by introducing a new variables, we transform the equation (1) to a semi-linear system, and prove the semi-linear system has global solutions. Then by a reverse transformation, one can get the conservative solutions for equation (1). Our results are stated as follows.

Theorem 1.2. Let \( u_0 \in H^1(\mathbb{R}) \). Then the generalized Camassa-Holm equation (3) has global conservative solution \( u = u(x, t) \) defined on \( \mathbb{R} \times (0, +\infty) \). Moreover, the solution has the following properties.

(i) \( u(x, t) \) is 1/2-Hölder continuous on both \( t \) and \( x \).

(ii) The function \( u \) provides a solution to the Cauchy problem (3) in the sense of Definition 1.1.

(iii) There exists a null set \( N \subset \mathbb{R} \) with \( \text{meas} N = 0 \) such that for any \( t \notin N \), the measure \( \mu(t) \) is absolutely continuous and has density \( u_x^2(t, \cdot) \) w.r.t. the Lebesgue measure.

(iv) The energy \( u^2 + u_x^2 \) coincides a.e. with a constant, that is,

\[
E(t) = E(0) \quad \text{for} \ t \notin N, \ E(t) < E(0) \quad \text{for} \ t \in N.
\]

(v) The continuous dependence of solutions to system (3) holds with the initial data belongs to \( H^1(\mathbb{R}) \). More precisely, given a sequence of initial data \( \{ u_{0n} \} \) satisfy \( \|u_{0n} - u_0\|_{H^1(\mathbb{R})} \to 0 \), then the corresponding solutions \( u_n(t, x) \) converge to \( u(t, x) \) uniformly for \( (t, x) \in [0, T] \times \mathbb{R} \).

Theorem 1.3. Given any initial data \( u_0 \in H^1(\mathbb{R}) \), the Cauchy problem (3) has a unique conservative solution.

Remark 1. In fact, we know the process for the proof of the existence is an inverse, but the method here is an irreversible.
By virtue of the analysis of solutions along characteristic, we show that piecewise smooth solutions with only generic singularities are dense in the whole solution set. Using the Thom’s transversality Lemma [1, 15], we give the following generic regularity result.

**Theorem 1.4.** For any $T > 0$, there exists an open dense set of initial data $D \subset C^3(\mathbb{R}) \cap H^1(\mathbb{R})$, such that for any $u_0 \in D$, the conservative solution $u = u(t, x)$ of the equation (3) is twice continuously differentiable in the complement of finitely many characteristic curves, within the domain $[0, T] \times \mathbb{R}$.

**Remark 2.** The generic regularity is very interesting since it reflects the structure of singularities. Similar issue was first established for the variational wave equation [5], and later this method was applied to the Camassa-Holm equation [17].

This paper is organized as follows. In Section 2, we give the energy conservation laws and introduce a new set of independent and dependent variables. In Section 3, we first obtain a global conservative solution of the semi-linear system (27), and then by inverse transformation we prove the existence of the global conservative solution to equation (1). In Section 4, we establish the uniqueness of the characteristic curve through each initial point, and by considering the dynamics of a conservative solution along a characteristic, we obtain the proof of the uniqueness for the global conservation solution. In Section 5, the generic regularity of conservative solutions to equation (1) is investigated.

2. Preliminary

2.1. The basic equations. For smooth solutions, we claim that the total energy

$$E(t) = \int_{\mathbb{R}} (u^2 + u_x^2) dx$$

is constant in time. In fact, by using $\partial_x^2 G * f = G * f - f$ and differentiating the equation (3) with respect to $x$, we have

$$u_{xt} + mu_{ux} + mu^{m-1}u_x^2 = \frac{m}{2}u^{m-1}u_x^2 + \frac{m(m + 3)}{2(m + 1)}u^{m+1} - P.$$

Multiplying (3) by $u$, and (8) by $u_x$, one get

$$\left( \frac{u^2}{2} \right)_t + \left( \frac{1}{m + 1}u^{m+1} \right)_x + uP_x = 0,$$

$$\left( \frac{u_x^2}{2} \right)_t + \left( \frac{u^m u_x}{2} \right)_x = \left( \frac{m(m + 3)}{2(m + 1)}u^{m+1} - P \right)u_x.$$  

It follows from (9)-(10) that

$$\frac{d}{dt} E(t) = \frac{d}{dt} \int_{\mathbb{R}} (u^2 + u_x^2) dx = 0.$$

Therefore, the conservation law is given by

$$E(t) := \int_{\mathbb{R}} (u^2 + u_x^2) dx = E(0).$$

Since $P, P_x$ are both defined as convolutions, by Young’s inequality and Sobolev’s inequality $\|u\|_{L^\infty(\mathbb{R})} \leq \|u\|_{H^1(\mathbb{R})} = E(0)^{\frac{1}{2}}$, it implies that
\[ P(t)_{|L^\infty}, \ |P_x(t)|_{L^\infty} \]
\[ \leq \frac{1}{2} e^{-|x|}_{|L^\infty} \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \right)_{|L^1} \leq \frac{m(m+3)}{4(m+1)} E(0)^{\frac{m+1}{2}}, \]
and
\[ P(t)_{|L^2}, \ |P_x(t)|_{L^2} \]
\[ \leq \frac{1}{2} e^{-|x|}_{|L^2} \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \right)_{|L^1} \leq \frac{m(m+3)}{2(m+1)} E(0)^{\frac{m+1}{2}}. \]

2.2. A new set of independent and dependent variables. Let \( \tilde{u} = u_0(x) \in H^1(\mathbb{R}) \) be the initial data. Considering the energy variable \( \xi \in \mathbb{R} \), the non-decreasing map \( \xi \mapsto y(\xi) \) is defined by
\[ \int_0^{\xi}(1 + \tilde{u}^2_x) dx = \xi. \]
Then the characteristic map \( t \mapsto y(t, \xi) \) satisfies
\[ \frac{\partial}{\partial t} y(t, \xi) = u^m(t, y(t, \xi)), \quad y(0, \xi) = \tilde{y}(\xi). \]
And the new variables \( \theta = \theta(t, \xi) \) and \( h = h(t, \xi) \) are introduced as
\[ \theta = 2 \arctan u_x, \quad h = 1 + u^2_x \cdot \frac{\partial y}{\partial \xi}, \]
\[ h(0, \xi) = 1, \]
\[ \frac{1}{1 + u^2_x} = \cos^2 \frac{\theta}{2}, \quad \frac{u_x}{1 + u^2_x} = \frac{1}{2} \sin \theta, \quad \frac{u^2_x}{1 + u^2_x} = \sin^2 \frac{\theta}{2}. \]
\[ \frac{\partial y}{\partial \xi} = \frac{h}{(1 + u^2_x)} = \cos^2 \frac{\theta}{2} \cdot h, \]
\[ y(t, \xi) - y(t, \xi) = \int_\xi^{\tilde{\xi}} \cos^2 \frac{\theta(t, s)}{2} \cdot h(t, s) ds. \]
Furthermore, we get
\[ P(t, \xi) = \frac{1}{2} \int_{-\infty}^{\infty} \exp \{-|y(t, \xi) - x|\} \left( \frac{m(m+3)}{2(m+1)} u^{m+1} + \frac{m}{2} u^{m-1} u^2_x \right) dx, \]
\[ P_x(t, \xi) = \frac{1}{2} \left( \int_{y(t, \xi)}^{\infty} \exp \{-y(t, \xi) - x\} \right) \left( \frac{m(m+3)}{2(m+1)} u^{m+1} + \frac{m}{2} u^{m-1} u^2_x \right) dx. \]
It follows from identities (18) to (21) that an expression for \( P \) and \( P_x \) in terms of the new variable \( \xi \)
\[ P(t, \xi) = \frac{1}{2} \int_{-\infty}^{\infty} \exp \left\{- \int_\xi^{\tilde{\xi}} \left( h \cdot \cos^2 \frac{\theta}{2} \right)(s) ds \right\} \]
\[ \cdot \left[ h \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right) \right] (\xi) d\tilde{\xi}, \]
Differentiating with respect to $\xi$
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with the initial data

the following semi-linear system

Using (17) and (19), we see

By (4) and (16), the evolution equation for $u$ takes the form

where $P_x$ is given in (23).

By the definition of variable $h$, it follows that

By using (16) and $P_{xx} = P - \frac{m}{2} u^{m-1} u_x^2 - \frac{m(m+3)}{2(m+1)} u^{m+1}$, we have

Differentiating with respect to $\xi$, we obtain

Using (17) and (19), we see

where $P$ is defined by (22).

3. Global conservative solutions

3.1. Global solutions of semi-linear system. According to (24)-(26), we obtain the following semi-linear system

with the initial data

\[
\begin{align*}
\left\{ \begin{array}{l}
u_t &= -P_x, \\
\theta_t &= \frac{m(m+3)}{m+1} u^{m+1} - 2P \cos^2 \frac{\theta}{2} - mu^{m-1} \sin^2 \frac{\theta}{2}, \\
h_t &= \frac{m(m+3)}{2(m+1)} u^{m+1} + \frac{m}{2} u^{m-1} - P \sin \theta \cdot h
\end{array} \right.
\end{align*}
\]
where \( P \) and \( P_x \) are given by (22)-(23). System (27) can be regarded as an ODE in the Banach space
\[
X \doteq H^1(\mathbb{R}) \times [L^2(\mathbb{R}) \cap L^\infty(\mathbb{R})] \times L^\infty(\mathbb{R}),
\]
with \( \| (u, \theta, h) \| \doteq \| u \|_{H^1} + \| \theta \|_{L^2} + \| \theta \|_{L^\infty} + \| h \|_{L^\infty}. \)

In light of the standard theory of ODE in the Banach space, we can establish that all functions on the right-hand side of (27) are locally Lipschitz continuous, this implies the local existence of solutions to the system (27)-(28).

**Lemma 3.1.** Given initial data \( \tilde{u} \in H^1(\mathbb{R}) \), the Cauchy problem (27)-(28) has a unique solution defined on any given time interval \([0, T]\) with \( T \geq 0 \).

**Proof.** Set any bounded domain \( \Lambda \subset X \) defined by
\[
\Lambda = (u, \theta, h) = \{ \| u \|_{H^1} \leq \gamma, \| \theta \|_{L^2} \leq \delta, \| \theta \|_{L^\infty} \leq \frac{3\pi}{2}, h^- \leq h(x) \leq h^+ \text{ a.e.} x \in \mathbb{R} \},
\]
for any positive constants \( \gamma, \delta, h^- \), In view of the Sobolev’s inequality
\[
\| u \|_{L^\infty} \leq \| u \|_{H^1},
\]
and the uniform boundedness of \( \theta, h \), it is easy to see that
\[
\frac{m(m+3)}{m+1} u^{m+1} \cos^2 \frac{\theta}{2} m u^{m-1} \sin^2 \frac{\theta}{2} \left( \frac{m(m+3)}{m+1} u^{m+1} + \frac{m}{2} u^{m-1} \right) \sin \theta \cdot h
\]
are Lipschitz continuous from \( \Lambda \) into \( L^2 \cap L^\infty \). The next aim is to prove the maps
\[
(u, \theta, h) \mapsto (P, P_x)
\]
are Lipschitz continuous from \( \Lambda \) into \( L^2 \cap L^\infty \). Actually, we only need to show that these maps are Lipschitz continuous from \( \Lambda \) into \( H^1 \). To this, we first observe that
\[
\text{measure} \left\{ \xi \in \mathbb{R}; \frac{\theta(\xi)}{2} \geq \frac{\pi}{4} \right\} \leq \text{measure} \left\{ \xi \in \mathbb{R}; \sin^2 \frac{\theta(\xi)}{2} \geq \frac{1}{4} \right\}
\]
\[
\leq 4 \int_{\{\xi \in \mathbb{R}; \sin^2 \frac{\theta(\xi)}{2} \geq \frac{1}{4} \}} \sin^2 \frac{\theta(\xi)}{2} d\xi
\]
\[
\leq \frac{1}{4} \int_{\{\xi \in \mathbb{R}; \sin^2 \frac{\theta(\xi)}{2} \geq \frac{1}{4} \}} \frac{\theta(\xi)}{2} d\xi \leq \frac{1}{4} \delta^2
\]
for \( (u, \theta, h) \in \Lambda \). Then we have
\[
\int_{\xi} \cos^2 \frac{\theta(\xi)}{2} h(\xi') d\xi' \geq \int_{\{\xi \in \mathbb{R}; \sin^2 \frac{\theta(\xi)}{2} \leq \frac{1}{4} \}} \frac{h^-}{2} d\xi \geq \frac{h^-}{2} (\bar{\xi} - \xi - \frac{1}{4} \delta^2) \text{ for any } \xi \in \bar{\xi},
\]
which guarantees that exponential term in the (22)-(23) for \( P \) and\( P_x \) decreases quickly as \( |\bar{\xi} - \xi| \to \infty \). Taking
\[
\Gamma(\epsilon) \doteq \min \left\{ 1, \exp \left( \frac{1}{8} \delta^2 h^- - \frac{h^-}{2} |\epsilon| \right) \right\},
\]
we see
\[
\| \Gamma \|_{L^1} = \left( \int_{\epsilon \leq -\frac{1}{4} \delta^2} + \int_{\epsilon \geq \frac{1}{4} \delta^2} \right) \Gamma(\epsilon) d\epsilon = \frac{1}{2} \delta^2 + \frac{h^-}{4}.
\]
Next we show that \( P, P_x \in H^1 \), namely,
\[
P, P_{\xi}, P_{x\xi} \in L^2.
\]
Since the estimates for $P$ and $P_x$ are similar, we only need consider a priori bounds on $P_x$. From the definition of $P_x$ in (33), it follows that

$$|P_x(\xi)| \leq \frac{h^+}{2} \left| \Gamma * \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right) \right|. \quad (37)$$

A standard properties of convolutions ensures that

$$\|P_x\|_{L^2} \leq \frac{h^+}{2} \|\Gamma\|_{L^1} \left( \frac{m(m+3)}{2(m+1)} \|u^{m+1}\|_{L^2} + \frac{m}{8} \|u^{m-1}\|_{L^2}^2 \right) \leq \frac{C h^+}{2} \|\Gamma\|_{L^1} \left( \|u\|_{L^\infty} \|u\|_{L^2} + \|u\|_{L^\infty} \|u\|_{L^2} \|\theta^2\|_{L^2} \right) < \infty, \quad (38)$$

where $C = \frac{m(m+3)}{2(m+1)}$. Next we observe that

$$P_{x\xi} = \left[ h \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right) \right](\xi)$$

$$+ \frac{1}{2} \left( \int_{-\infty}^{\xi} - \int_{-\infty}^{\xi} \right) \exp \left\{ - \int_{\xi}^{\xi} \left( h \cos^2 \frac{\theta}{2} \right) (s) ds \right\} \left[ \cos^2 \frac{\theta}{2} h(\xi) \right]$$

$$\text{sign}(\xi - \xi) \cdot \left[ h \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right) \right](\xi) d\xi. \quad (39)$$

Since

$$|P_{x\xi}(\xi)| \leq \frac{h^+}{2} \left| \frac{m(m+3)}{2(m+1)} u^{m+1}(\xi) + \frac{m}{8} u^{m-1}(\xi) \theta^2(\xi) \right|$$

$$+ \frac{h^+}{2} \Gamma * \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right)(\xi), \quad (40)$$

this implies

$$\|P_{x\xi}\|_{L^2} = h^+ \left( \frac{m(m+3)}{2(m+1)} \|u^{m+1}\|_{L^2} + \frac{m}{8} \|u^{m-1}\|_{L^2} \|\theta^2\|_{L^2} \right)$$

$$+ \frac{h^+}{2} \|\Gamma\|_{L^1} \left( \frac{m(m+3)}{2(m+1)} \|u^{m+1}\|_{L^2} + \frac{m}{8} \|u^{m-1}\|_{L^2} \|\theta^2\|_{L^2} \right)$$

$$\leq \frac{C h^+}{2} \|\Gamma\|_{L^1} \left( \|u\|_{L^\infty} \|u\|_{L^2} + \|u\|_{L^\infty} \|u\|_{L^2} \|\theta^2\|_{L^2} \right)$$

$$\leq C(h^+ + \frac{h^+}{2}) \|\Gamma\|_{L^1} < \infty. \quad (41)$$

A similar argument leads to $P, P_{x} \in L^2$.

To show that the maps given in (32) are Lipschitz continuous. It suffices to verify that partial derivatives

$$\frac{\partial P}{\partial u}, \frac{\partial P}{\partial \theta}, \frac{\partial P}{\partial h}, \frac{\partial P_{x}}{\partial u}, \frac{\partial P_{x}}{\partial \theta}, \frac{\partial P_{x}}{\partial h},$$

are uniformly bounded for $(u, \theta, h) \in \Lambda$. We observe that above derivatives are bounded linear operators from appropriate spaces into $H^1(\mathbb{R})$. For the sake of illustration, we just give a detailed estimate for $\frac{\partial P}{\partial u}$, the boundedness of other derivatives can be obtained in a similar way.
For \((u, \theta, h) \in \Lambda\), the partial derivatives \(\frac{\partial P_\ast}{\partial u}\) and \(\frac{\partial (\partial_\xi P_\ast)}{\partial u}\) are linear operators, defined by

\[
\left[ \frac{\partial P_\ast}{\partial u} (u, \theta, h) u^* \right](\xi) = \frac{1}{2} \left( \int_\xi^\infty - \int_{-\infty}^\xi \exp \left\{ - \int_\xi^\xi \left( h \cdot \cos^2 \frac{\theta}{2} \right) (s) ds \right\} \right) \cdot \left[ hu^* \left( \frac{m(m+3)}{2} u^2 \cos^2 \frac{\theta}{2} \right) + \frac{m(m-1)}{2} u^2 \sin^2 \frac{\theta}{2} \right] (\xi) d\xi
\]

and

\[
\left[ \frac{\partial (\partial_\xi P_\ast)}{\partial u} (u, \theta, h) u^* \right](\xi) = - \left[ hu^* \left( \frac{m(m+3)}{2} u^2 \cos^2 \frac{\theta}{2} \right) + \frac{m(m-1)}{2} u^2 \sin^2 \frac{\theta}{2} \right] (\xi) d\xi
\]

In view of \(||u^*||_{L^\infty} \leq ||u^*||_{H^1}\), the above operators norm can be estimated as follows:

\[
\left\| \frac{\partial P_\ast}{\partial u} u^* \right\|_{L^2} \leq \frac{h^+}{2} \| \Gamma \ast \left( \frac{m(m+3)}{2} u^2 \cos^2 \frac{\theta}{2} + \frac{m(m-1)}{2} u^2 \sin^2 \frac{\theta}{2} \right) \| ||u^*||_{L^\infty}
\]

\[
\leq \frac{h^+}{2} ||\Gamma||_L \left( \frac{m(m+3)}{2} ||u^2||_{L^2} + \frac{m(m-1)}{8} ||u^2\theta^2||_{L^2} \right) ||u^*||_{H^1}
\]

and

\[
\left\| \frac{\partial (\partial_\xi P_\ast)}{\partial u} u^* \right\|_{L^2} \leq \frac{h^+}{2} \left( \frac{m(m+3)}{2} u^2 \cos^2 \frac{\theta}{2} + \frac{m(m-1)}{2} u^2 \sin^2 \frac{\theta}{2} \right) \| ||u^*||_{H^1}
\]

\[
+ \frac{(h^+)^2}{2} ||\Gamma \ast \left( \frac{m(m+3)}{2} u^2 \cos^2 \frac{\theta}{2} + \frac{m(m-1)}{2} u^2 \sin^2 \frac{\theta}{2} \right) \| ||u^*||_{H^1}.
\]

By (45) and (46), we obtain \(\frac{\partial P_\ast}{\partial u}\) is a bounded linear operator from \(H^1(\mathbb{R})\) into \(H^1(\mathbb{R})\). And the boundedness of other partial derivatives in (42) can be proved by the same arguments, which means that the maps (32) are Lipschitz continuous.

Next we show that the local solutions of the system (27) can be extended globally in time.

**Lemma 3.2.** Given initial data \(\bar{u} \in H^1(\mathbb{R})\), the Cauchy problem (27)-(28) has a unique solution defined for all time \(T > 0\).

**Proof.** To extend the local solutions of the system (27) to global solutions, we only need to prove that

\[
||u||_{H^1} + ||\theta||_{L^2} + ||\theta||_{L^\infty} + ||h||_{L^\infty} + \frac{1}{h} ||\theta||_{L^\infty} < \infty
\]
for all $T < \infty$. We first claim
\begin{equation}
(48) \quad u_\xi = \frac{h}{2} \sin \theta.
\end{equation}

In fact, recalling (27), (22) and (23), one can get
\begin{equation}
(49) \quad u_\xi = h \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} - P \cos^2 \frac{\theta}{2} \right) = u_\xi.
\end{equation}

Moreover, from (19) and (20) we have
\begin{equation}
(50) \quad u_\xi = \frac{u_x}{1 + u_x^2} = \frac{1}{2} \sin \theta, \quad h = 1
\end{equation}
at $t = 0$. This implies that (48) holds for all $t$, as long as the solution defined.

Next we prove
\begin{equation}
(51) \quad \frac{d}{dt} \int_{\mathbb{R}} \left( u^2 \cos^2 \frac{\theta}{2} + \sin^2 \frac{\theta}{2} \right) h d\xi = 0.
\end{equation}

Using (27), a direct calculation yields that
\begin{align*}
\frac{d}{dt} \int_{\mathbb{R}} \left( u^2 \cos^2 \frac{\theta}{2} + \sin^2 \frac{\theta}{2} \right) h d\xi \\
= \int_{\mathbb{R}} \left( \left( u^2 \cos^2 \frac{\theta}{2} + \sin^2 \frac{\theta}{2} \right) \left( \frac{m(m+3)}{m+1} u^{m+1} + m u^{m-1} - 2P \right) \right) d\xi \\
= \int_{\mathbb{R}} \left( 2m \left( \frac{m+2}{m+1} u^{m+1} \cos \frac{\theta}{2} \sin \frac{\theta}{2} - 2P \right) \right) d\xi.
\end{align*}

By (20), we have
\begin{equation}
(52) \quad u_\xi = h \left( \frac{2}{m+1} u^{m+1} \cos \frac{\theta}{2} \sin \frac{\theta}{2} \right),
\end{equation}

which implies
\begin{equation}
(53) \quad \frac{2m(m+2)}{m+1} u^{m+1} \cos \frac{\theta}{2} \sin \frac{\theta}{2} = \frac{2m(m+2)}{m+1} u^{m+1} \cos \frac{\theta}{2} \sin \frac{\theta}{2}.
\end{equation}

From (52) and (53), one has
\begin{equation}
\frac{d}{dt} \int_{\mathbb{R}} \left( u^2 \cos^2 \frac{\theta}{2} + \sin^2 \frac{\theta}{2} \right) d\xi = 0,
\end{equation}

namely,
\begin{equation}
(54) \quad \int_{\mathbb{R}} \left( u^2 \cos^2 \frac{\theta}{2} + \sin^2 \frac{\theta}{2} \right) d\xi = E(0) = E_0.
\end{equation}
If the solution is well defined, we obtain a priori bound on \( \|u(t)\|_{L^\infty(\mathbb{R})} \) as follows

\[
\sup_{\xi \in \mathbb{R}} |u^2(t, \xi)| \leq 2 \int_{\mathbb{R}} |uu_\xi| d\xi \leq 2 \int_{\mathbb{R}} |u| \left| \sin \frac{\theta}{2} \cos \frac{\theta}{2} \right| h d\xi \leq E_0.
\]

According to (22), (23) and (54) we know

\[
\|P(t)\|_{L^\infty}, \|P_x(t)\|_{L^\infty} \leq \frac{1}{2} \left\| h \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^{\frac{m+1}{2}} + \frac{m}{2} u^{m-1} \sin^{\frac{m-1}{2}} \right) \right\|_{L^1}
\]

\[
\leq \frac{m(m+3)}{4(m+1)} E_0^{\frac{m+1}{2}}.
\]

Using the third equation in (27), together with (55) and (56), we conclude

\[
|h_i| \leq \left( \frac{3m(m+3)}{8(m+1)} E_0^{\frac{m+1}{2}} + \frac{m}{4} E_0^{\frac{m-1}{2}} \right) h.
\]

Therefore, it follows that

\[
\left( \frac{3m(m+3)}{8(m+1)} E_0^{\frac{m+1}{2}} + \frac{m}{4} E_0^{\frac{m-1}{2}} \right) \leq h(t) \leq e^{\left( \frac{3m(m+3)}{8(m+1)} E_0^{\frac{m+1}{2}} + \frac{m}{4} E_0^{\frac{m-1}{2}} \right) t}.
\]

Also, we observe that there exists a suitable constant \( A = A(E_0) \) such that

\[
\|\theta\|_{L^\infty} \leq e^{At}.
\]

Multiplying the first equation of (27) by \( u \) and integrating, one has

\[
\left| \frac{d}{dt} \left( \frac{1}{2} \|u(t)\|_{L^2}^2 \right) \right| \leq \|u(t)\|_{L^\infty} \|P_x\|_{L^1}.
\]

Similarly, we deduce

\[
\left| \frac{d}{dt} \left( \frac{1}{2} \|u_\xi(t)\|_{L^2}^2 \right) \right| \leq \|u_\xi(t)\|_{L^\infty} \|\partial_x P_x\|_{L^1}.
\]

Therefore, we obtain that \( u \) and \( u_\xi \) are uniformly bounded on \([0, T]\) by (48), (55) and (57). A bound on the \( L^1 \) norms of \( P_x \) and \( \partial_x P_x \) yield that \( \|u\|_{H^1} \) is bounded for any \( T \leq \infty \). Therefore, we only consider estimates \( \|\partial_x P_x\|_{L^1}, \|P_x\|_{L^1} \). In fact, for \( \xi > \xi \), we find that

\[
\int_{\xi}^{\xi} \frac{h \cos^2 \frac{\theta}{2}}{2} ds \geq \int_{\{s \in [\xi, \xi], \frac{\theta(s)}{2} \geq \frac{n}{4}\}} h \cos^2 \frac{\theta}{2} ds \geq \int_{\{s \in [\xi, \xi], \frac{\theta(s)}{2} \geq \frac{n}{4}\}} \frac{h}{2} ds \geq \frac{h}{2} (\xi - \xi) - \int_{\{s \in [\xi, \xi], \frac{\theta(s)}{2} \geq \frac{n}{4}\}} h \sin^2 \frac{\theta}{2} ds \geq \frac{h}{2} (\xi - \xi) - 2E_0,
\]

where \( h = e^{\left( \frac{3m(m+3)}{8(m+1)} E_0^{\frac{m+1}{2}} + \frac{m}{4} E_0^{\frac{m-1}{2}} \right) t} = e^{-Bt} \). Denoting

\[
\Gamma_1(\epsilon) = \min \left\{ 1, e^{(2E_0 - \frac{h
\left(\frac{\theta}{2}\right)}{2})} \right\},
\]

\[
(\frac{\theta}{2}) \overline{\xi}
\]

\[
(\frac{\theta}{2}) \overline{\xi}
\]
it follows from (39) that
\[
\|\partial_x(\partial_x P(t))\|_{L^1} \leq |P_x(\xi)| = \left\| \frac{h}{2} \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right) \right\|_{L^1} \\
+ \left\| \frac{h}{2} \right\|_{L^\infty} \left\| \Gamma_1 \ast \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right) (\xi) \right\|_{L^1} \\
\leq \left(1 + \frac{1}{2} \|h\|_{L^\infty} \|\Gamma_1\|_{L^1} \right) \left\| h \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right) (\xi) \right\|_{L^1} \\
\leq \frac{m(m+3)}{2(m+1)} \left[1 + 2e^{2Bt}(2E_0 + 1)\right] E_0^{\frac{m+1}{2}},
\]
where
\[
\|\Gamma_1\|_{L^1} = 4e^{Bt}(2E_0 + 1).
\]

Multiplying the second equation (27) by \(\theta\), we see that
\[
\left| \frac{d}{dt} \left( \frac{1}{2} \|\theta(t)\|_{L^2}^2 \right) \right| \leq \int_{\mathbb{R}} \left( \frac{m(m+3)}{m+1} u^{m+1} - 2P \right) \theta \, d\xi + \int_{\mathbb{R}} \frac{m}{8} |u^{m-1}| \theta^3 \, d\xi
\]
\[
\leq \|\theta\|_{L^\infty} \left( \frac{m(m+3)}{m+1} \|u\|_{L^2} \|u^{m-1}\|_{L^\infty} + 2 \|P\|_{L^1} \right) + \frac{m}{8} \|u^{m-1}\|_{L^\infty} \|\theta\|_{L^\infty} \|\theta\|_{L^2}^2.
\]

From this, we prove that \(\|\theta\|_{L^2}\) remains bounded on bounded intervals of time. This complete the proof of Lemma 3.2.

3.2. Global existence of solutions to the equation (1). Let \((u, \theta, h)\) be a global solution to (27), and
\[
y(t, \xi) = \tilde{y}(\xi) + \int_0^t u^{m}(\tau, \xi) \, d\tau.
\]

Then for each fixed \(\xi\), the functions \(t \mapsto y(t, \xi)\) provides a solution to the Cauchy problem
\[
\frac{\partial}{\partial t} y(t, \xi) = u^{m}(t, \xi), \quad y(0, \xi) = \tilde{y}(\xi).
\]

Now we claim that
\[
u(t, x) \doteqdot u(t, \xi) \text{ if } y(t, \xi) = x,
\]
is a weak solutions of equation (3).

**Proof of Theorem 1.2.** The proof is divided into the following steps.

**Step 1.** It is clearly that we have the uniform bound
\[
|u(t, \xi)| \leq E_0^ \frac{2}{m}.
\]

From (60), we have the estimate
\[
\tilde{y}(\xi) - E_0^ \frac{m}{2} t \leq y(t, \xi) \leq \tilde{y}(\xi) + E_0^ \frac{m}{2} t, \quad t \geq 0.
\]

The definition of \(\xi\) in (15) implies
\[
\lim_{\xi \to \pm \infty} y(t, \xi) = \pm \infty.
\]

Hence the image of the map \((t, \xi) \mapsto (t, y(t, \xi))\) is the entire plane \(\mathbb{R}^2\).

**Step 2.** We check
\[
y_{\xi} = h \cos^2 \frac{\theta}{2} \quad \text{for all } t \geq 0 \text{ and a.e } \xi \in \mathbb{R}.
\]
Indeed, thanks to system (27), by a straightforward computation we have
\[ \frac{\partial}{\partial t} \left( h \cos^2 \frac{\theta}{2} \right) (t, \xi) = -h \theta_t \sin \frac{\theta}{2} \cdot \cos \frac{\theta}{2} + h \cos^2 \frac{\theta}{2} = m u^{m-1} h \sin \frac{\theta}{2} \cdot \cos \frac{\theta}{2} = (u^m)_{t} (t, \xi). \]

On the other hand, (60) implies
\[ \frac{\partial}{\partial t} y_{t} (t, \xi) = (u^m)_{t} (t, \xi). \]

Since the function \( x \mapsto 2 \arctan u_x(x) \) is measurable, hence (63) is true for almost every \( \xi \) at \( t = 0 \), then the above calculation (63) remains true for all \( t \geq 0 \), and \( y(t, \xi) \) is non-decreasing. Moreover, if \( \xi < \bar{\xi} \) but \( y(t, \xi) = y(t, \bar{\xi}) \), then
\[ \int_{\xi}^{\bar{\xi}} y_{t} (t, s) ds = \int_{\xi}^{\bar{\xi}} h(t, s) \cos^2 \frac{\theta}{2} ds = 0. \]

Hence \( \cos \frac{\theta}{2} \equiv 0 \) throughout the interval of the integration. By (48), we have
\[ u(t, \xi) - u(t, \bar{\xi}) = \int_{\xi}^{\bar{\xi}} h(t, s) \sin \frac{\theta}{2} \cos \frac{\theta}{2} ds = 0. \]

This shows that the map \( (t, x) \mapsto u(t, y(x)) \) is well defined for all \( t \geq 0 \) and \( x \in \mathbb{R} \).

**Step 3.** Recalling the basic relations, we have
\[ \frac{\partial u(t, \xi)}{\partial \xi} = \frac{h(t, \xi)}{2} \sin \theta(t, \xi), \quad \frac{\partial y(t, \xi)}{\partial \xi} = h(t, \xi) \cos^2 \theta(t, \xi) \frac{\theta(t, \xi)}{2}. \]

In addition, if \( x = y(t, \xi), \cos \theta(t, \xi) \neq -1 \), and
\[ u_x(t, x) = \frac{\sin \theta(t, \xi)}{1 + \cos \theta(t, \xi)}, \]

then for any time \( t \), it follows from (64) and (65) that
\[ \int_{\mathbb{R}} (u^2(t, x) + u_x^2(t, x)) dx = \int_{\mathbb{R} \setminus \cos \frac{\theta}{2} \neq -1} \left( u^2(t, \xi) \cos^2 \frac{\theta(t, \xi)}{2} + \sin^2 \frac{\theta(t, \xi)}{2} \right) h(t, \xi) d\xi \leq E_0, \]

which implies \( E(t) = E_0 \). Since the boundedness of \( \|P_x\|_{L^\infty} \), we obtain
\[ \frac{du(t, y(t, \xi))}{dt} = u_t \leq \infty. \]

On the basis of the Sobolev inequality, \( u(t, x) \) is Hölder continuous with exponent \( \frac{1}{2} \) on both \( x \) and \( y \).

**Step 4.** We are ready to show that the Lipschitz continuity of \( u(t, x) \) with values in \( L^2(\mathbb{R}) \). Consider any interval \( [\tau, \tau + h] \), given a point \( x \), we choose \( \xi \in \mathbb{R} \) such that the characteristic \( t \mapsto y(t, \xi) \) passes through the point \( (\tau, x) \). By (27) and (55),
it follows that
\[ |u(\tau + s, x) - u(\tau, x)| \leq |u(\tau + s, x) - u(\tau + s, y(\tau + s, \xi))| + |u(\tau + s, y(\tau + s, \xi)) - u(\tau, x)| \leq \sup_{|y-x| \leq E \eta \tau} |u(\tau + s, y) - u(\tau + s, x)| + \int_{\tau}^{\tau + s} |P_x(t, \xi)| dt. \]

Integrating over \( \mathbb{R} \), using the boundedness of \( |P_x||L^2(\mathbb{R}) \) and \( ||u_x||_{L^2} \), we deduce that
\[
\int_{\mathbb{R}} |u(\tau + s, y) - u(\tau, y)|^2 dx \\
\leq 2 \int_{\mathbb{R}} \left( \int_{x - E \eta \tau}^{x + E \eta \tau} |u_x(\tau + s, y)| dy \right)^2 dx \\
+ 2 \int_{\mathbb{R}} \left( \int_{\tau}^{\tau + s} |P_x(t, \xi)| dt \right)^2 h(\tau, \xi) \cos^2 \left( \frac{\theta(\tau, \xi)}{2} \right) d\xi \\
\leq 4E^\eta \pi \int_{\mathbb{R}} \int_{x - E \eta \tau}^{x + E \eta \tau} |u_x(\tau + s, y)|^2 dy dx + 2s\|h\|_{L^\infty} \int_{\mathbb{R}} \int_{\tau}^{\tau + s} |P_x(t, \xi)|^2 dt d\xi \\
\leq 8E^\eta \pi^2 s^2 \|u_x(\tau + s)\|^2_{L^2(\mathbb{R})} + 2s\|h\|_{L^\infty} \|P_x(t)\|_{L^2(\mathbb{R})}^2 dt \leq Cs,
\]
where the constant \( C \) depending only on \( T \). The above inequality implies that the map \( t \mapsto u(t) \) is Lipschitz continuous for the variable \( x \).

**Step 5.** Define \( \Omega = [0, \infty) \times \mathbb{R} \) and \( \Omega' = \Omega \cap \{(t, y)| \cos^2 \left( \frac{\theta(t, \xi)}{2} \right) \leq 0 \} \), for any text function \( \phi(x, t) \in C^1_c(\Omega) \), we have the following weak form
\[
0 = \int \int \{ u_{tt} \phi_t + h\phi \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} - P \cos^2 \frac{\theta}{2} \right) \} \xi dt \\
= \int \int \left\{ -u_{tx} \phi_t + h\phi \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} - P \cos^2 \frac{\theta}{2} \right) \right\} \xi dt \\
= \int \int \left\{ -u_{x} \phi_x + h\phi \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} + \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} - P \cos^2 \frac{\theta}{2} \right) \right\} \xi dt \\
= \int \int \left\{ -u_x (\phi_t + u^m \phi_x) + \phi \left( -\frac{m(m+3)}{2(m+1)} u^{m+1} - \frac{m}{2} u^{m-1} u_x^2 + P \right) \right\} dx dt,
\]
which proves that (5) holds. Let us introduce the Radon measures \( \{\mu_t, t \in \mathbb{R}^+\} \), for any Lebesgue measurable set \( \{ x \in A \} \) in \( \mathbb{R} \), assuming the corresponding pre-image set of transformation is \( \{ \xi \in F(A) \} \), one has
\[
\mu_t(A) = \int_{F(A)} \sin^2 \frac{\theta}{2}(t, \xi) d\xi.
\]
By (63), the measure \( \mu_t \) is absolutely continuous and has density \( u_x^2(t, \cdot) \) w.r.t. Lebesgue measure. It is easy to check that (6) is right. Indeed, from (3.1) we have
\[
\int_{\mathbb{R}^+} \left\{ \int (\phi_t + u^m \phi_x) d\mu_t \right\} dt = \int_{\mathbb{R}^+} \int \sin^2 \frac{\theta}{2} h\phi_t d\xi dt = \int_{\mathbb{R}^+} \int \int (\sin^2 \frac{\theta}{2} h\phi d\xi dt \\
= \int_{\mathbb{R}^+} \left\{ \frac{m(m+3)}{m+1} u^{m+1} - \frac{m}{2} u^{m-1} u_x^2 + P \right\} \sin^2 \frac{\theta}{2} \cos \frac{\theta}{2} h\phi dt.
\]
Step 6. Ultimately, we show that for almost every $t \in \mathbb{R}^+$, the singular part of $v_t$ is concentrated on the set where $u = 0$. The proof is similar to the argument in [2]. Note that when blow up occurs, $\cos^2 \theta = 0$, it follows that $\theta_t = -m u^{-1}$, which implies $\theta_t \neq 0$ only when $m \neq 0$ or $u \neq 0$. Moreover, the proof in the seventh step is different from the Camassa-Holm equation. \hfill \square

4. The uniqueness of conservative solutions for equation (3)

4.1. Uniqueness of characteristics. Let $u = u(t, x)$ be a conservative solution of equation (1). We introduce the new coordinates $(t, \beta)$, and define $x(t, \beta)$ is the unique point $x$ such that

\begin{equation}
\tag{69}
x(t, \beta) + \mu(t) \{(-\infty, x) \leq \beta \leq x(t, \beta) + \mu(t) \{(-\infty, x) \}
\end{equation}

for any time $t$ and $\beta \in \mathbb{R}$. When the measure $\mu(t)$ is absolutely continuous with density $u_x^2$ w.r.t Lebesgue measure, the above definition gives that

\begin{equation}
\tag{70}
x(t, \beta) + \int_{\infty}^{\varepsilon(t, \beta)} u_x^2(t, \xi) d\xi = \beta.
\end{equation}

Next, we will give following Lemma which is helpful to prove the Lipschitz continuity of $x$ and $u$ as functions of the variables $t, \beta$.

Lemma 4.1. Assume that $u = u(t, x)$ is a conservative solution of (1). For every $t \geq 0$, then the maps $\beta \mapsto x(t, \beta)$ and $\beta \mapsto u(t, \beta) \doteq u(t, x(t, \beta))$, which are implicitly defined by (69), are Lipschitz continuous. Moreover, The map $t \mapsto x(t, \beta)$ is also Lipschitz continuous with a constant depending only on $\|u_0\|_{H^1}$.

Proof of Lemma 4.1. We split the proof into three steps.

Step 1. For any time $t \geq 0$, the map

$$x \mapsto \beta(t, x)$$

is right continuous and strictly increasing. Thus, the inverse $\beta \mapsto x(t, \beta)$ is well defined, continuous, nondecreasing. If $\beta_1 < \beta_2$, we see that

$$x(t, \beta_2) - x(t, \beta_1) + \mu(t) \{(x(t, \beta_2), x(t, \beta_1))\} \leq \beta_2 - \beta_1,$$

which implies

\begin{equation}
\tag{71}
x(t, \beta_2) - x(t, \beta_1) \leq \beta_2 - \beta_1,
\end{equation}

and the map $\beta \mapsto x(t, \beta)$ is Lipschitz continuous.

Step 2. For the map $\beta \mapsto u(t, \beta)$, as $\beta_1 < \beta_2$, it follows from (69) and (71) that

\begin{equation}
\tag{72}
|u(t, x(t, \beta_2)) - u(t, x(t, \beta_1))| \leq \int_{x(t, \beta_1)}^{x(t, \beta_2)} |u_x| dx \leq \int_{x(t, \beta_1)}^{x(t, \beta_2)} \frac{1}{2} (1 + u_x^2) dy
\end{equation}

\begin{equation}
\leq \frac{1}{2} \left[ x(t, \beta_2) - x(t, \beta_1) + \mu(t) \{(x(t, \beta_2), x(t, \beta_1))\} \right]
\leq \frac{1}{2} (\beta_2 - \beta_1).
\end{equation}

Hence, the map $\beta \mapsto u(t, \beta)$ is Lipschitz continuous.
Step 3. Now we claim the Lipschitz continuity of the map $t \mapsto x(t, \beta)$. Assume $x(\tau, \beta) = y$, since the family of measure $\mu(t)$ satisfies the balance law (6), we infer the source term $2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right)$ satisfies

$$\|2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right)\|_{L^1} \leq 2 \left( \frac{m(m+3)}{2(m+1)} \right) \|u\|_{L^\infty} \|u\|_{L^2} + \|P\|_{L^2} \|u_x\|_{L^2} \leq C_s. \quad (73)$$

For $t \geq \tau$, it follows from (73) that

$$\mu(t) \{ (\infty, y - C_s(t - \tau)) \} \leq \mu(\tau) \{ (\infty, y) \} + C_s(t - \tau),$$

where the constant $C_s$ depending only on the $H^1(\mathbb{R})$ norm of $u$ and $m$. Denoting $y^-(t) = y - (C_\infty + C_s)(t - \tau)$, we have

$$y^-(t) + \mu(t) \{ (\infty, y^-) \} \leq y - (C_\infty + C_s)(t - \tau) + \mu(\tau) \{ (\infty, y) \} + C_s(t - \tau) \leq y + \mu(\tau) \{ (\infty, y) \} \leq \beta,$$

which implies $x(t, \beta) \geq y^-(t)$ for all $t > \tau$. A similar argument yields

$$x(t, \beta) \leq y^+(t) = y + (C_\infty + C_s)(t - \tau).$$

This proves the uniform Lipschitz continuity of the map $t \mapsto x(t, \beta)$. \hfill \Box

Lemma 4.2. Let $u = u(t, x)$ be the conservative solution of equation (1). Then there exists a unique Lipschitz continuous map $t \mapsto x(t)$ for any $\tilde{y} \in \mathbb{R}$, where the map satisfies

$$\frac{d}{dt} x(t) = u^m(t, x), \ x(0) = \tilde{y}, \quad (74)$$

and

$$\frac{d}{dt} \int_{-\infty}^{x(t)} u_x^2 = \int_{-\infty}^{x(t)} 2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right) dx. \quad (75)$$

Moreover, we have

$$u(t, x(t)) - u(\tau, x(\tau)) = - \int_\tau^t P_x(s, x(s)) ds, \quad (76)$$

for any $0 \leq \tau \leq t$.

Proof. Step 1. According to the adapted coordinates $(t, \beta)$, we write the characteristic beginning with $\tilde{y}$ in the form $t \mapsto x(t, \beta(t))$. $\beta(\cdot)$ is a map to be determined. Together with (74) and (75), we obtain

$$x(t) = \int_{-\infty}^{x(t)} u_x^2(t, y) dy + \int_{-\infty}^{\tilde{y}} u_{0,x}^2 dy$$

$$+ \int_0^t \left( u^m(s, x(s)) + \int_{-\infty}^{x(s)} 2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right)(s, y) dy \right) ds. \quad (77)$$

For convenience, let

$$G(t, \beta) = \int_{-\infty}^{x(s)} 2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right) dx \quad (78)$$
and
\[ (79) \quad \tilde{\beta} = \tilde{y} + \int_{y}^{\tilde{y}} v_{0,x}^2(y)dy. \]

Therefore, we can rewrite the equation (77) as follow
\[ (80) \quad \beta(t) = \tilde{\beta} + \int_{0}^{t} G(s, \beta(s))ds, \quad \text{for all } t > 0. \]

**Step 2.** For every fix \( t \geq 0 \), in view of the maps \( x \mapsto u(t, x) \), \( x \mapsto P(t, x) \in H^1(\mathbb{R}) \), and the function \( \beta \mapsto G(t, \beta) \) defined by (78) is uniformly bounded and absolutely continuous. Furthermore, we have
\[ (81) \quad G_\beta = 2u_x\left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right)x_\beta \]
\[ = \frac{2u_x\left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right)}{1 + u_x^2} \in [-C, C] \]

for some constant \( C \), which depends only on the \( H^1 \) norm of \( u \). Consequently, the function \( G \) in (80) is uniformly Lipschitz continuous w.r.t. \( \beta \).

**Step 3.** Based on the Lipschitz continuity of the function \( G \), applying the standard fixed point theory, one can get the existence of a unique solution for the integral (80). More details can refer to [4].

**Step 4.** Owing to the previous construction, we conclude that the map \( t \mapsto x(t) \) is a unique solution for equation (77). \( \beta(t) \) and \( x(t) \) are differentiable almost everywhere because of the Lipschitz continuity of \( \beta(t) \) and \( x(t) = x(t, \beta(t)) \), so we only consider the time where \( x(t) \) is differentiable. We prove that (74) holds almost every time. Suppose, on the contrary, \( \dot{x}(\tau) = u^m(\tau, x(\tau)) \). Without loss of generality, let
\[ (82) \quad \dot{x}(\tau) = u^m(\tau, x(\tau)) + 2\varepsilon_0 \]

for some \( \varepsilon_0 > 0 \). The case \( \varepsilon_0 < 0 \) can be proved by similar approach. For \( t \in (\tau, \tau + \delta) \), choosing \( \delta > 0 \) small enough, we find
\[ (83) \quad x^+(t) = x(\tau) + (t - \tau)[u^m(\tau, x(\tau)) + \varepsilon_0] < x(t). \]

We also observe that (6) still holds for any test \( \phi \) with compact support.

For any \( \varepsilon > 0 \), we consider the test functions as
\[ \rho^\varepsilon(s, y) = \begin{cases} 0 & \text{if } y \leq -\varepsilon^{-1}, \\ (y + \varepsilon^{-1}) & \text{if } -\varepsilon^{-1} \leq y \leq 1 - \varepsilon^{-1}, \\ 1 & \text{if } 1 - \varepsilon^{-1} \leq y \leq x^+(s), \\ 1 - \varepsilon^{-1}(y - x(s)) & \text{if } x^+(s) \leq y \leq x^+(s) + \varepsilon, \\ 0 & \text{if } y \geq x^+(s) + \varepsilon, \end{cases} \]
\[ \chi^\varepsilon(s, y) = \begin{cases} 0 & \text{if } s \leq \tau - \varepsilon, \\ \varepsilon^{-1}(s - \tau + \varepsilon) & \text{if } \tau - \varepsilon \leq s \leq \tau, \\ 1 & \text{if } \tau \leq s \leq t, \\ 1 - \varepsilon^{-1}(s - t) & \text{if } t \leq s < t + \varepsilon, \\ 0 & \text{if } s \geq t + \varepsilon. \end{cases} \]

We define
\[ (85) \quad \psi^\varepsilon(s, y) = \min\{\rho^\varepsilon(s, y), \chi^\varepsilon(s)\}. \]
Using $\psi^e$ as a test function in (6), it follows that

\[
\int \int \left[ u^2 \psi^e_t + u^m u^2_x \psi^e_x + 2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right) \psi^e \right] dx dt = 0.
\]

If $t \to \tau$, we have

\[
\lim_{\epsilon \to 0} \int_t^\tau \int_{x^+(s) - \epsilon}^{x^+(s) + \epsilon} u^2_x \psi^e_x + u^m u^2_x \psi^e_x \, dy \, ds \geq 0.
\]

Actually, for $s \in [\tau + \epsilon, t - \epsilon]$, one has

\[
0 = \psi^e_t + |u^m(\tau, x(\tau)) + \epsilon_0| \psi^e_x \leq \psi^e_t + u^m(s, x) \psi^e_x,
\]

where we use the fact that $u^m(s, x) < u^m(\tau, x(\tau)) + \epsilon_0$ and $\psi^e_x \leq 0$.

Due to the family of measures $\mu(t)$ depend continuously on $t$ in the topology of weak convergence, taking the limit of (86) as $\epsilon \to 0$, we have

\[
0 = \left[ \int_{-\infty}^{x(\tau)} u^2_x(\tau, y) \, dy - \int_{-\infty}^{x^+(t)} u^2_x(t, y) \, dy \right. \\
+ \left. \int_{\tau}^{t} \int_{-\infty}^{x^+(s)} 2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right) \, dy \, ds \right]
\]

\[
+ \lim_{\epsilon \to 0} \int_{\tau}^{t} \int_{x^+(s) - \epsilon}^{x^+(s) + \epsilon} u^2_x(\psi^e_t + u^m \psi^e_x) \, dy \, ds
\]

\[
\geq \left[ \int_{-\infty}^{x(\tau)} u^2_x(\tau, y) \, dy - \int_{-\infty}^{x^+(t)} u^2_x(t, y) \, dy \right. \\
+ \left. \int_{\tau}^{t} \int_{-\infty}^{x^+(s)} 2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right) \, dy \, ds \right]
\]

which yields

\[
\int_{-\infty}^{x^+(t)} u^2_x(t, y) \, dy \geq \int_{-\infty}^{x(\tau)} u^2_x(\tau, y) \, dy + \int_{\tau}^{t} \int_{-\infty}^{x^+(s)} 2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right) \, dy \, ds
\]

\[
= \int_{-\infty}^{x(\tau)} u^2_x(\tau, y) \, dy + \int_{\tau}^{t} \int_{-\infty}^{x(s)} 2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right) \, dy \, ds + o_1(t - \tau).
\]

Note that the last term is higher order infinitesimal, satisfying $\frac{o_1(t - \tau)}{t - \tau} \to 0$ as $t \to \tau$.

Indeed,

\[
|o_1(t - \tau)| = \left| \int_{\tau}^{t} \int_{x^+(s) + \epsilon}^{x^+(s) - \epsilon} u^2_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right) \, dx \, dy \, ds \right|
\]

\[
\leq \left\| \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right\|_{L^\infty} \int_{\tau}^{t} \int_{x^+(s) + \epsilon}^{x^+(s) - \epsilon} |u_x| \, dy \, ds
\]

\[
\leq \left\| \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right\|_{L^\infty} \int_{\tau}^{t} (x(s) - x^+(s)) \frac{1}{2} \|u_x(s, \cdot)\|_{L^2} \, ds
\]

\[
\leq C \cdot (t - \tau)^\frac{3}{2}.
\]

On the other hand, together with (78) and (80), we see

\[
\beta(t) = \beta(\tau) \left[ u^m(\tau, x(\tau)) + \int_{-\infty}^{x(\tau)} 2u_x \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P \right) \, dy \right] + o_2(t - \tau),
\]
with $\frac{\alpha(t-\tau)}{t-\tau}$ as $t \to \tau$. For $t$ sufficiently close to $\tau$, we have

$$\beta(t) = x(t) + \int_{-\infty}^{x(t)} (u_x^2(t, y) dy) > x(\tau) + (t-\tau)[u^m(\tau, x(\tau)) + \varepsilon_0] + \int_{-\infty}^{x(t)} u_x^2(t, y) dy$$

(90)

$$\geq x(\tau) + (t-\tau)[u^m(\tau, x(\tau)) + \varepsilon_0] + \int_{-\infty}^{x(\tau)} u_x^2(\tau, y) dy + \int_{\tau}^{t} \int_{-\infty}^{x(s)} 2u_x \left(\frac{m(m+3)}{2(m+1)} u^{m+1} - P\right) dy ds + o_1(t-\tau).$$

By (89) and (90), we have

$$\beta(t) + (t-\tau) \left[ u^m(\tau, x(\tau)) + \int_{-\infty}^{x(\tau)} 2u_x \left(\frac{m(m+3)}{2(m+1)} u^{m+1} - P\right) dy \right] + o_2(t-\tau)$$

$$\geq \left[ x(\tau) + \int_{-\infty}^{x(\tau)} u_x^2(\tau, y) dy \right] + (t-\tau)[u^m(\tau, x(\tau)) + \varepsilon_0] + \int_{\tau}^{t} \int_{-\infty}^{x(s)} 2u_x \left(\frac{m(m+3)}{2(m+1)} u^{m+1} - P\right) dy ds + o_1(t-\tau).$$

Dividing both sides by $t-\tau$ and letting $t \to \tau$, we get a contradiction, namely, (74) holds.

**Step 5.** Now we prove (75). By (3), one has

$$\int_0^\infty \int \left[ u \phi_t + \frac{u^{m+1}}{m+1} \phi_x + P_x \phi \right] dxdt + \int u(0,\phi)(0,0)dx = 0,$$

(92)

for every test function $\phi \in C_c^\infty(\mathbb{R})$. Let $\phi = \psi_x$, where $\psi \in C_c^\infty$. Due to the fact that the map $x \mapsto u(t, x)$ is absolutely continuous, integrating by part w.r.t. $x$, then we get

$$\int_0^\infty \int \left[ u_x \psi_t + u^m u_x \psi_x + P_x \psi_x \right] dxdt + \int u(0,\psi)(0,0)dx = 0.$$

(93)

By an approximation argument, we find the identity (93) still holds for any test function $\psi$ which is Lipschitz continuous with compact support. Consider the function

$$\eta(s, y) = \begin{cases} 0 & \text{if } y \leq 1, \\ (y+1) & \text{if } 1 \leq y \leq 2, \\ 1 & \text{if } 2 \leq y \leq 3, \end{cases}$$

for any $\epsilon > 0$ sufficiently small. We define

$$\varphi^\epsilon(s, y) = \min \{\eta^\epsilon(s, y), \chi^\epsilon(s)\},$$

with $\chi^\epsilon(s)$ defined in (84). We use the test function $\psi = \varphi^\epsilon$ in (93). And let $\epsilon \to 0$. Since the function $P_x$ is continuous, we have
\[
\int_{-\infty}^{x(t)} u_x(t, y) dy = \int_{-\infty}^{x(\tau)} u_x(\tau, y) dy - \int_{\tau}^{t} P_x(s, x(s)) ds
\]
(95)
\[
+ \lim_{\epsilon \to 0} \int_{\tau - \epsilon}^{\tau + \epsilon} \int_{x(s)}^{x(s) + \epsilon} u_x^2(\varphi^\epsilon_t + u^m \varphi^\epsilon_x) dy ds.
\]

It suffices to prove that the last term of the limit in (95) is zero. The Cauchy’s inequality implies
\[
\left| \int_{\tau}^{t} \int_{x(s)}^{x(s) + \epsilon} u_x(\varphi^\epsilon_t + u^m \varphi^\epsilon_x) dy ds \right|
\]
(96)
\[
\leq \int_{\tau}^{t} \left( \int_{x(s)}^{x(s) + \epsilon} |u_x|^2 dy \right)^{\frac{1}{2}} \left( \int_{x(s)}^{x(s) + \epsilon} (\varphi^\epsilon_t + u^m \varphi^\epsilon_x)^2 dy \right)^{\frac{1}{2}} ds,
\]
where \( u_x \in L^2 \). For each \( \epsilon > 0 \), denoting
\[
\zeta_\epsilon(s) = \left( \sup_{x \in \mathbb{R}} \int_{x}^{x + \epsilon} u_x^2(s, y) dy \right)^{\frac{1}{2}},
\]
we see that all functions \( \zeta_\epsilon \) are uniformly bounded and \( \zeta_\epsilon(t) \to 0 \) pointwise at a.e. time \( t \) as \( \epsilon \to 0 \). Therefore, it follows from the dominated convergence theorem that
\[
\lim_{\epsilon \to 0} \int_{\tau}^{t} \left( \int_{x(s)}^{x(s) + \epsilon} |u_x(s, y)|^2 dx \right)^{\frac{1}{2}} ds \leq \lim_{\epsilon \to 0} \int_{\tau}^{t} \zeta_\epsilon(s) ds = 0.
\]
(98)

On the other hand, for every time \( s \in [\tau, t] \), we obtain
\[
\varphi^\epsilon_x(s, y) = \epsilon^{-1} \varphi^\epsilon_t(s, y) + u^m(s, x(s)) \varphi^\epsilon_x(s, y) = 0,
\]
for \( x(s) < y < x(s) + \epsilon \). This yields
\[
\int_{x(s)}^{x(s) + \epsilon} |\varphi^\epsilon_t(s, y) + u^m(s, x(s)) \varphi^\epsilon_x(s, y)|^2 dy
\]
\[
= \epsilon^{-2} \int_{x(s)}^{x(s) + \epsilon} |u^m(s, y) - u^m(s, x(s))|^2 dy
\]
\[
\leq \epsilon^{-1} \left( \max_{x(s) \leq y \leq x(s) + \epsilon} |u^m(s, y) - u^m(s, x(s))| \right)^2
\]
\[
\leq m^2 \epsilon^{-1} \left( \int_{x(s)}^{x(s) + \epsilon} |u^m - 1 u_x(s, y)| dy \right)^2
\]
\[
\leq \epsilon^{-1} m^2 \left( \| u \|_{L^\infty}^{m-1} \epsilon \frac{1}{2} \cdot \| u_x(s) \|_{L^2}^2 \right)^2 \leq m^2 \| u(s) \|_{H^2}^{2m}.
\]
(99)

By (98) and (99), one has the integral in (96) approaches to zero as \( \epsilon \to 0 \). We now estimate the integral near the corners of the domain,
\[
\left| \left( \int_{\tau - \epsilon}^{\tau} + \int_{\tau}^{\tau + \epsilon} \right) \int_{x(s)}^{x(s) + \epsilon} u_x(\psi^\epsilon_t + u^m \varphi^\epsilon_x) dx ds \right|
\]
(100)
\[
\leq \left( \int_{\tau - \epsilon}^{\tau} + \int_{\tau}^{\tau + \epsilon} \right) \left( \int_{x(s)}^{x(s) + \epsilon} |u_x|^2 dx \right)^{\frac{1}{2}} \left( \int_{x(s)}^{x(s) + \epsilon} (\psi^\epsilon_t + u^m \varphi^\epsilon_x)^2 dx \right)^{\frac{1}{2}} ds
\]
\[
\leq 2 \epsilon \cdot \| u(s) \|_{H^1} \left( \int_{x(s)}^{x(s) + \epsilon} 4 \epsilon^{-2} \| u \|_{L^\infty}^{2m} dx \right)^{\frac{1}{2}} \leq C \epsilon^{\frac{1}{2}} \to 0
\]
as \(\epsilon \to 0\). We conclude

\[
\lim_{\epsilon \to 0} \int_{t-\epsilon}^{t+\epsilon} \int_{x(s)}^{x(s)+\epsilon} u_x^2 (\psi_t + u^m u_x^m)dxds = 0.
\]

Therefore, using (95), we deduce (76).

**Step 6.** Finally, the uniqueness of the solution \(x(t)\) is clear. \(\square\)

**Lemma 4.3.** If \(u = u(t,x)\) is a conservative solution of equation (3), then the map \((t,\beta) \mapsto u(t,\beta) \doteq u(t,x(t,\beta))\) is Lipschitz continuous, where the Lipschitz constant depending only on the norm \(\|u_0\|_{H^1}\).

**Proof.** By (72), (76) and (80), we have

\[
\left| u(t,x(t,\tilde{\beta})) - u(t,\tilde{\beta}) \right| \leq \left| u(t,x(t,\tilde{\beta})) - u(t,x(t,\beta(t))) \right| + \left| u(t,x(t,\beta(t))) - u(t,x(\tau,\beta(\tau))) \right| \\
\leq \frac{1}{2} |\beta(t) - \tilde{\beta}| + C(t - \tau) \leq C(t - \tau),
\]

where \(C\) is a constant depending only on \(\|u_0\|_{H^1}\). \(\square\)

**Lemma 4.4.** Let \(u\) be a conservative solution to the equation (3). If \(t \mapsto \beta(t;\tau,\tilde{\beta})\) is the solution to the integral equation

\[
\beta(t) = \tilde{\beta} + \int_\tau^t G(t,\beta(\tau))d\tau,
\]

where the \(G\) is defined in (78), then there exists a constant \(C\), such that for any two initial data \(\tilde{\beta}_1, \tilde{\beta}_2\) and any \(t, \tau \geq 0\) the corresponding solutions satisfy

\[
|\beta(t;\tau,\tilde{\beta}_1) - \beta(t;\tau,\tilde{\beta}_2)| \leq e^{C|t-\tau|} |\tilde{\beta}_1 - \tilde{\beta}_2|.
\]

**Proof.** Using the Lipschitz continuity of \(G\) with respect to \(\beta\), the lemma can be proved. We omit here for brevity. \(\square\)

**Lemma 4.5.** Suppose \(u \in H^1(\mathbb{R})\). Then \(P_x\) is absolutely continuous and satisfies

\[
P_{xx} = P - \frac{m}{2} u^{m-1} u_x^2 - \frac{m(m+3)}{2(m+1)} u^{m+1}.
\]

**Proof.** The function \(\phi(x) = \frac{1}{2} e^{-|x|}\) satisfies the distributional identity

\[
D_x^2 \phi = \phi - \delta_0.
\]

Here \(\delta_0\) denotes a unit Dirac mass at the origin. For every function \(f \in L^1(\mathbb{R})\), the convolution satisfies

\[
D_x^2 (\phi * f) = \phi * f - f.
\]

Choosing \(f = \frac{m}{2} u^{m-1} u_x^2 + \frac{m(m+3)}{2(m+1)} u^{m+1}\), we obtain the result. \(\square\)
4.2. Uniqueness of conservative solutions for equation (1). In this subsection, we mainly prove the uniqueness of conservative solutions for equation (1).

Proof of Theorem 1.3. The proof is divided into following steps.

Step 1. It follows from Lemma 4.1 and Lemma 4.3 that the map \((t, \beta) \mapsto (x, u)(t, \beta)\) is Lipschitz continuous. By a similar approach, we find the maps \(\beta \mapsto G(t, \beta) = G(t, x(\beta))\) and \(\beta \mapsto P_x(t, \beta) = P_x(t, x(\beta))\) are also Lipschitz continuous. Thanks to the Rademacher’s theorem, the partial derivatives \(x_t, x_\beta, u_t, u_\beta\) and \(P_{x, \beta}\) exist almost everywhere. And for these derivatives, a.e. point \((t, \beta)\) is a Lebesgue one. Recalling that \(t \mapsto \beta(t, \tilde{\beta})\) the unique solution of the equation (80), for a.e \(\tilde{\beta}\), from Lemma 4.4 we can draw the following conclusion.

(GC) For a.e. \(t > 0\), except a measure zero set \(\mathcal{N} \in \mathbb{R}^+\), the point \((t, \beta(t, \tilde{\beta}))\) is a Legbesgue point with respect to the partial derivatives \(x_t, x_\beta, u_t, u_\beta, G_\beta, P_{x, \beta}\) and \(x_\beta(t, \beta(t, \tilde{\beta})) > 0\) for a.e. \(t > 0\).

If the above condition is true, we say that \(t \mapsto \beta(t, \tilde{\beta})\) is a good characteristic.

Step 2. We find an ODE to describe a change in these two quantities \(u_\beta\) and \(x_\beta\) along a good characteristic. Denote \(t \mapsto \beta(t, \tau, \tilde{\beta})\) to be the solution of (103). For \(\tau, t \notin \mathcal{N}\), let \(\beta(\cdot; \tau, \tilde{\beta})\) be a good characteristic. Differentiating (103) w.r.t \(\tilde{\beta}\) we obtain

\[
\frac{\partial \beta(t)}{\partial \tilde{\beta}} = 1 + \int_\tau^t G_{\beta}(s, \beta(s; \tau, \tilde{\beta})) \cdot \frac{\partial}{\partial \tilde{\beta}} \beta(s; \tau, \tilde{\beta}) ds.
\]

Next, differentiating w.r.t. \(\tilde{\beta}\) the identity

\[
x(t, \beta(t; \tau, \tilde{\beta})) = x(\tau, \tilde{\beta}) + \int_\tau^t u^m(s, x(s, \beta(t; \tau, \tilde{\beta}))) ds,
\]

we have

\[
x_\beta(t, \beta(t; \tau, \tilde{\beta})) \cdot \frac{\partial}{\partial \tilde{\beta}} \beta(t; \tau, \tilde{\beta}) = x_\beta(\tau, \tilde{\beta}) + \int_\tau^t u^m_\beta(s, \beta(s; \tau, \tilde{\beta})) \cdot \frac{\partial}{\partial \tilde{\beta}} \beta(t; s, \tilde{\beta}) ds.
\]

Finally, by (76), differentiating w.r.t. \(\tilde{\beta}\), we have

\[
u_\beta(t, \beta(t; \tau, \tilde{\beta})) \cdot \frac{\partial}{\partial \tilde{\beta}} \beta(t; \tau, \tilde{\beta}) = u_\beta(\tau, \tilde{\beta}) + \int_\tau^t P_{x, \beta}(s, \beta(s; \tau, \tilde{\beta})) \cdot \frac{\partial}{\partial \tilde{\beta}} \beta(t; s, \tilde{\beta}) ds.
\]

Together with (106), (107) and (108) yield the following ODE system:

\[
\begin{align*}
\frac{d}{dt} \left[ \frac{\partial}{\partial \tilde{\beta}} \beta(t; \tau, \tilde{\beta}) \right] &= G_\beta(t, \beta(t; \tau, \tilde{\beta})) \cdot \frac{\partial}{\partial \tilde{\beta}} \beta(t; \tau, \tilde{\beta}), \\
\frac{d}{dt} \left[ x_\beta(t, \beta(t; \tau, \tilde{\beta})) \cdot \frac{\partial}{\partial \tilde{\beta}} \beta(t; \tau, \tilde{\beta}) \right] &= (u^m_\beta)(\beta(t; \tau, \tilde{\beta})) \cdot \frac{\partial}{\partial \tilde{\beta}} \beta(t; \tau, \tilde{\beta}), \\
\frac{d}{dt} \left[ u_\beta(t, \beta(t; \tau, \tilde{\beta})) \cdot \frac{\partial}{\partial \tilde{\beta}} \beta(t; \tau, \tilde{\beta}) \right] &= P_{x, \beta}(\beta(t; \tau, \tilde{\beta})) \cdot \beta(t; \tau, \tilde{\beta}).
\end{align*}
\]

The quantities within square brackets on the left hand sides of (109) are absolutely continuous. By the above system and using Lemma 4.5, along a good characteristic, we deduce
Step 3. Now we return to the original coordinates \((t,x)\) and deduce an evolution equation for \(u_x\) along a “good” characteristic curve.

Fixed a point \((\tau,\tilde{x})\) for \(\tau \notin \mathcal{N}\). Suppose that \(\tilde{x}\) is a Lebesgue point for the map \(x \mapsto u_x(\tau,x)\). Let \(\bar{\beta}\) be such that \(\tilde{x} = x(\tau,\bar{\beta})\). Assume that \(t \mapsto \beta(t;\tau,\bar{\beta})\) is a good characteristic, so that (GC) holds. Notice that

\[
u_x^2(\tau,x) = \frac{1}{x_\beta(\tau,\beta)} - 1 \geq 0, \quad x_\beta(\tau,\beta) > 0.
\]

If \(x_\beta > 0\), along the characteristic though \((\tau,\tilde{x})\), it follows that

\[
u_x(t,x(\tau,\beta;\tau,\bar{\beta})) = \frac{u_\beta(t,\beta(\tau,\bar{\beta}))}{x_\beta(t,\beta(\tau,\bar{\beta}))},
\]

From (110), we obtain that the map \(t \mapsto u_x(t,x(t,\beta(t;\tau,\bar{\beta})))\) is absolutely continuous (as long as \(x_\beta \neq 0\)) and satisfies

\[
\frac{d}{dt} u_x(t,x(t,\beta(t;\tau,\bar{\beta}))) = \frac{d}{dt} \left( \frac{u_\beta}{x_\beta} \right)
\]

\[
x_\beta \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P - \frac{m}{2} u^{m-1} \right) x_\beta + \frac{m}{2} u^{m-1} x_\beta G_\beta - u_\beta \{ mu^{m-1} u_\beta - x_\beta \}
\]

\[
= \frac{m(m+3)}{2(m+1)} u^{m+1} - P - \frac{m}{2} u^{m-1} + \frac{mu^{m+1}}{2x_\beta} - \frac{mu^{m-1} u_\beta}{x_\beta} + \frac{mu^{m-1} u_\beta^2}{x_\beta^2}.
\]

Thus, for \(x_\beta > 0\), one has

\[
\frac{d}{dt} \arctan u_x(t,x(t,\beta(t;\tau,\bar{\beta}))) = \frac{1}{1 + u_x^2} \cdot \frac{d}{dt} u_x
\]

\[
= \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P - \frac{m}{2} u^{m-1} + \frac{mu^{m+1}}{2x_\beta} - \frac{mu^{m-1} u_\beta^2}{x_\beta^2} \right) x_\beta
\]

\[
= \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - P - \frac{m}{2} u^{m-1} \right) x_\beta + \frac{mu^{m+1}}{2} - \frac{mu^{m-1} u_\beta^2}{x_\beta}
\]

\[
= \left( \frac{m(m+3)}{2(m+1)} u^{m+1} - mu^{m-1} u_\beta^2 - P - \frac{m}{2} u^{m-1} \right) x_\beta + \frac{mu^{m+1}}{2}.
\]

Step 4. Introduce the function

\[
\theta = \begin{cases} 
2 \arctan u_x & \text{if } 0 < x_\beta \leq 1, \\
\pi & \text{if } x_\beta = 0.
\end{cases}
\]

\[
\theta = \begin{cases} 
2 \arctan u_x & \text{if } 0 < x_\beta \leq 1, \\
\pi & \text{if } x_\beta = 0.
\end{cases}
\]
This yields
\[ x_\beta = \frac{1}{1 + u_x^2} = \cos^2 \frac{\theta}{2}, \quad u_x = \frac{1}{2} \sin \theta, \quad \frac{u_x^2}{1 + u_x^2} = \sin^2 \frac{\theta}{2}. \]

where \( \theta \) can be seen as a map taking values in the unit circle \( \Omega = [-\pi, \pi] \) with endpoints identified. We say that this map \( t \mapsto \theta(t) = \theta(t, x(t, \beta(t; \tau \hat{\beta}))) \) is absolutely continuous and satisfies
\[ \frac{d}{dt} \theta(t) = \theta_t = \left( \frac{m(m + 3)}{m + 1} u^{m+1} - 2P \right) \cos^2 \frac{\theta}{2} - \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2}, \]

along each good characteristic. In fact, for simplicity, denote by \( x_\beta(t), u_\beta(t) \) and \( u_x(t) = \frac{u_\beta(t)}{x_\beta(t)} \) the values of \( x_\beta, u_\beta \) and \( u_x \) along this particular characteristic. From (GC), for a.e. \( t > 0 \), we have \( x_\beta(t) > 0 \). Assume that \( \tau \) is any time where \( x_\beta(\tau) > 0 \), we find a neighborhood \( I = [\tau - \delta, \tau + \delta] \) satisfies \( x_\beta(\tau) > 0 \) on \( I \). It follows from (113) and (115) that \( v = 2 \arctan \left( \frac{u_\beta}{x_\beta} \right) \) is absolutely continuous restricted to \( I \) and satisfies (116). To prove our previous conclusion, we need to prove that \( t \mapsto v(t) \) is continuous on the null set \( \mathcal{N} \) of times at \( x_\beta(t) = 0 \). Let \( x_\beta(t_0) = 0 \). By the following identity
\[ u_x^2(t) = \frac{1 - x_\beta(t)}{x_\beta(t)}, \]

which is valid as long as \( x_\beta > 0 \), we have \( u_x^2 \to \infty \) as \( t \to t_0 \) and \( x_\beta(t) \to 0 \), which denotes \( \theta(t) = 2 \arctan u_x(t) \to \pm \pi \). Since we identify the points \( \pm \pi \) in \( \Omega \), so we establish the continuity of \( \theta \) for all \( t \geq 0 \). This completes our conclusion.

**Step 5.** If \( u = u(t, x) \) is a conservation solution, in terms of the variables \( t, \beta \), the quantities \( x, u, \theta \), we deduce
\[
\begin{align*}
\frac{d}{dt} \beta(t, \hat{\beta}) &= G(t, \beta(t, \hat{\beta})), \\
\frac{d}{dt} x(t, \beta(t, \hat{\beta})) &= u^m(t, \beta(t, \hat{\beta})), \\
\frac{d}{dt} u(t, \beta(t, \hat{\beta})) &= -P_x(t, \beta(t, \hat{\beta})), \\
\frac{d}{dt} v(t, \beta(t, \hat{\beta})) &= \left( \frac{m(m+3)}{m+1} u^{m+1} - 2P \right) \cos^2 \frac{\theta}{2} - \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2}.
\end{align*}
\]

Recalling the definition of \( P \) and \( G \), in term of the variable \( \beta \), the function \( P \) and \( P_x \) have representations as follows
\[ P(x(\beta)) = \frac{1}{2} \int_{-\infty}^{\infty} \exp \left\{ - \left| \int_{\beta}^{\beta'} \cos^2 \frac{\theta}{2} ds \right| \right\} \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} - \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right) d\beta', \]
\[ P_x(x(\beta)) = \frac{1}{2} \left( \int_{-\infty}^{\xi} - \int_{-\xi}^{\infty} \right) \exp \left\{ - \left| \int_{\xi}^{\beta'} \cos^2 \frac{\theta}{2} ds \right| \right\} \left( \frac{m(m+3)}{2(m+1)} u^{m+1} \cos^2 \frac{\theta}{2} - \frac{m}{2} u^{m-1} \sin^2 \frac{\theta}{2} \right) d\beta'. \]

For every \( \hat{\beta} \in \mathbb{R} \), the initial condition is
\[ \begin{cases} 
\beta(0, \hat{\beta}) = \hat{\beta}, \\
x(0, \hat{\beta}) = x(0, \hat{\beta}), \\
u(0, \hat{\beta}) = u_0(x(0, \hat{\beta})), \\
\theta(0, \hat{\beta}) = 2 \arctan u_{0,x}(x(0, \hat{\beta})).
\end{cases} \]
Since the Lipschitz continuity of coefficients, the Cauchy problem (118), (121) has a unique solution with initial data condition (121), which is globally defined for all $t \geq 0, x \in \mathbb{R}$.

**Step 6.** Suppose that $u, \bar{u}$ are two conservative solutions of equation (3) with the same initial data $u_0 \in H^1(\mathbb{R})$. For a.e. $t > 0$, the Lipschitz continuous maps $\beta \mapsto x(t, \beta)$, $\beta \mapsto \bar{x}(t, \beta)$ are strictly increasing. Therefore, the above maps have continuous inverses, i.e. $x \mapsto \beta^*(t, x)$, $x \mapsto \bar{\beta}^*(t, x)$. In summary, the map $(t, \beta) \mapsto (x(t, \beta), u(t, \beta))$ is uniquely resolved by the initial data $u_0$. Accordingly, $x(t, \beta) = \bar{x}(t, \beta)$, $u(t, \beta) = \bar{u}(t, \beta)$.

In turn, for a.e. $t > 0$, we conclude $u(t, x) = u(t, \beta^*(t, x)) = \bar{u}(t, \bar{\beta}^*(t, x)) = \bar{u}(t, x)$.

\[\square\]

5. **Generic regularity**

To prove the singularities of the solution for $u$ to (3) in $t-x$ plane, we need to consider the level sets $\{\theta(t, \xi) = \pi\}$. According to the fact that $u, \theta$ and $h$ are smooth, the generic structure of these level sets can be studied by Thom’s transversality theorem [1, 15]. Our aim is to establish several families of perturbations for a given solution of (27). To this, we introduce the following lemma.

**Lemma 5.1.** Let $(u, \theta, h)$ be a smooth solution of the semilinear system for (27). Given a point $(t_0, \xi_0) \in \mathbb{R}_+ \times \mathbb{R}$.

1) If $(\theta, \theta_\xi, \theta_\xi\xi)(t_0, \xi_0) = (\pi, 0, 0)$, then there exists a 3-parameter family of smooth solutions $(u^\lambda, \theta^\lambda, h^\lambda)$, depending smoothly on $\lambda \in \mathbb{R}^3$, such that the following holds.

i) When $\lambda = 0 \in \mathbb{R}^3$, one goes back to the original solution, namely, $(u^0, \theta^0) = (u, \theta)$.

ii) At the point $(t_0, \xi_0)$, when $\lambda = 0$ one can obtain

\[\text{rank } D_\lambda(u^\lambda, \theta^\lambda, \theta^\lambda_\xi) = 3.\]

2) If $(\theta, \theta_\xi, \theta_\xi\xi) = (\pi, 0, 0)$, then there exists a 3-parameter family of smooth solutions $(u^\lambda, \theta^\lambda, h^\lambda)$, depending smoothly on $\lambda \in \mathbb{R}^3$, satisfying (i)-(ii).

**Proof.** Let $(u, \theta, h)$ be a smooth solution of the semilinear system (27). Given a point $(t_0, \xi)$. Taking derivatives to the equation of $\theta$ in the semilinear system (27), one has

\[\frac{\partial}{\partial t} \theta(t, \xi) = \left(\frac{m(m+3)}{2} u^n_\xi - P_\xi\right)(1 + \cos \theta) - \left(\frac{m(m+3)}{2(m+1)} u^{m+1}_n - P + \frac{m}{2} u^{m-1}_n\right) \sin \theta \theta_\xi - \frac{m(m-1)}{2} u^{m-2}_\xi (1 - \cos \theta),\]

\[\frac{\partial}{\partial t} \theta(t, \xi) = \left(\frac{m(m+3)}{2} u^n P_\xi - P_\xi\right)(1 + \cos \theta) - \left(\frac{m(m+3)}{2(m+1)} u^{m+1}_n - P + \frac{m}{2} u^{m-1}_n\right) \sin \theta \left[\left(\frac{m(m+3)}{m+1} u^{m+1}_n - 2P\right)\right].\]
\[
\frac{\partial}{\partial t} \theta_{\xi \xi}(t, \xi) = \left( \frac{m(m+3)}{2} u_{\xi}^2 + \frac{m(m+3)}{2} u_{\xi \xi} - P_{\xi \xi} \right) (1 + \cos \theta) \\
- \left( \frac{m(m+3)}{2} u_{\xi}^2 - 2P_{\xi} + \frac{m(m-1)}{2} u_{\xi}^2 \right) \sin \theta_{\xi} \\
- \left( \frac{m(m+3)}{2(m+1)} u_{\xi+1} - P + \frac{m}{2} u_{\xi}^2 (\cos \theta_{\xi}^2 + \sin \theta_{\xi \xi}) \right) \\
- \frac{m(m-1)}{2} u_{\xi}^2 \sin \theta_{\xi} - \frac{m(m-1)}{2} u_{\xi}^2 - \frac{m(m-1)(m-2)}{2} u_{\xi}^2, \\
\]

\[
\frac{\partial}{\partial t} h_{\xi}(t, \xi) = \left( \frac{m(m+3)}{2(m+1)} u_{\xi+1} + \frac{m}{2} u_{\xi}^2 - P \right) \sin \theta h_{\xi} \\
- \left( \frac{m(m+3)}{2(m+1)} u_{\xi}^2 + \frac{m(m-1)}{2} u_{\xi}^2 - P_{\xi} \right) \sin \theta h, \\
\]

with

\[
u_{\xi} = \frac{1}{2} \sin \theta h, \quad u_{\xi \xi} = \frac{1}{2} \sin \theta h_{\xi} + \frac{1}{2} \cos \theta h_{\xi}. \\
\]

We consider the families \((\bar{u}^\lambda, \bar{\theta}^\lambda, \bar{h}^\lambda)\) of perturbations of the initial data as

\[
\bar{u}^\lambda = \bar{u}(\xi) + \sum_{i=1,2,3} \lambda_i U_i(\xi), \quad (127) \\
\bar{\theta}^\lambda = \bar{\theta}(\xi) + \sum_{i=1,2,3} \lambda_i \Theta_i(\xi), \quad (128) \\
\bar{h}^\lambda = \bar{h}(\xi) + \sum_{i=1,2,3} \lambda_i H_i(\xi). \quad (129)
\]

Together with (27), (122), (124) and (125) form a complete system.  \(\square\)

Next, the following lemma will be used to get the rank which we desired.

**Lemma 5.2** \([5]\). Consider the following ODE system

\[
\frac{d}{dt} u^\epsilon = g(u^\epsilon), \quad u^\epsilon(0) = u_0 + \epsilon_1 v_1 + \cdots + \epsilon_k v_k, \quad (130)
\]

where \(u^\epsilon(t) : \mathbb{R} \rightarrow \mathbb{R}^n\) and \(g\) is a Lipschitz continuous function. The system is well-posed in \([0, T)\). If the matrix

\[
D_\epsilon u_0^{\epsilon} = (v_1, v_2, \cdots, v_k) \in \mathbb{R}^{n \times k}, \quad (131)
\]

and the rank of this matrix is

\[
\text{rank}(D_\epsilon u_0^{\epsilon}) = l. \quad (132)
\]

Then \(\text{rank}(D_\epsilon u^\epsilon(t)) = l\) for any \(t \in [0, T)\).
Then we establish a family of solutions \((\bar{\lambda}, \bar{\theta}, \bar{h})\) of perturbations with the initial data given in \((127)-(129)\). Differentiating w.r.t. \(\lambda\), one has

\[
\frac{\partial}{\partial t} \begin{pmatrix}
\bar{u} \\
\bar{\theta} \\
\bar{h} \\
\bar{\theta}_\xi \\
\bar{\theta}_{\xi\xi}
\end{pmatrix} = \begin{pmatrix}
P_x \\
(m(m+3)(m+1)^2)u^{m+1} - 2P \cos^2 \frac{\bar{\theta}}{2} - mu^{m-1} \sin^2 \frac{\bar{\theta}}{2} \\
(m(m+3))(m+1)u^{m+1} + \frac{m}{2}u^{m-1} - P \sin \bar{\theta} \cdot \bar{h} \\
(m(m+3))u^m - P_{\xi}(1 + \cos \bar{\theta}) \\
(m(m+3))u^m - P + \frac{m}{2}u^{m-1} \sin \bar{\theta}_\xi \\
(m(m-1))u^{m-2} \sin \bar{\theta}_\xi - \frac{m(m-1)}{2}u^{m-2} \sin \bar{\theta}_\xi - \frac{m(m-1)(m-2)}{2}u^{m-3} \sin \bar{\theta}_\xi
\end{pmatrix}.
\]

Then we establish a family of solutions \((\bar{u}^\lambda, \bar{\theta}^\lambda, \bar{h}^\lambda)\) of perturbations with the initial data given in \((127)-(129)\). Differentiating w.r.t. \(\lambda\), one has

\[
\frac{\partial}{\partial t} \begin{pmatrix}
D_\lambda \bar{u}^\lambda \\
D_\lambda \bar{\theta}^\lambda \\
D_\lambda \bar{h}^\lambda \\
D_\lambda \bar{\theta}_\xi^\lambda \\
D_\lambda \bar{\theta}_{\xi\xi}^\lambda
\end{pmatrix} = \begin{pmatrix}
D_\lambda g_1^\lambda \\
D_\lambda g_2^\lambda \\
D_\lambda g_3^\lambda \\
D_\lambda g_4^\lambda \\
D_\lambda g_5^\lambda
\end{pmatrix},
\]

where \(g_1^\lambda, \ldots, g_5^\lambda\) are the perturbation of the right-hand-side of \((134)\). Therefore, we have

\[
\frac{\partial}{\partial t} \begin{pmatrix}
D_\lambda \bar{u}^\lambda \\
D_\lambda \bar{\theta}^\lambda \\
D_\lambda \bar{h}^\lambda \\
D_\lambda \bar{\theta}_\xi^\lambda \\
D_\lambda \bar{\theta}_{\xi\xi}^\lambda
\end{pmatrix} = \begin{pmatrix}
D_\lambda g_1^\lambda \\
D_\lambda g_2^\lambda \\
D_\lambda g_3^\lambda \\
D_\lambda g_4^\lambda \\
D_\lambda g_5^\lambda
\end{pmatrix}.
\]

Based on Lemma 5.2, we need to explain the Lipschitz continuity of \(g_i^\lambda (i = 1 \cdots 5)\). Since the function \((u, \theta, h)\) is smooth, we only need to prove the Lipschitz continuity of the nonlocal term of \(P\) and \(P_{\xi}\). In Section 3, we have obtained the boundedness of
Finding suitable perturbation $\Theta$ when $\lambda = 0$, we have

\begin{equation}
\text{rank} D_\lambda \begin{pmatrix}
\theta \\
\theta_\xi \\
\theta_{\xi\xi}
\end{pmatrix} = 3.
\end{equation}

The system (27) combine with (122), (123) forms a complete system. By choosing suitable perturbation $\Theta_i (i = 1, 2, 3)$ observe that

\begin{equation}
\text{rank} D_\lambda \begin{pmatrix}
\theta \\
\theta_\xi \\
\theta_i
\end{pmatrix} = 3,
\end{equation}

while $\lambda = 0$. \hfill \square

Next, we are going to investigate smooth solutions to the semi-linear system (27), and determine the generic structure of level sets $\{ \theta(t, \xi) = \pi \}$. We give the key lemma to prove Theorem 1.4.

**Lemma 5.3** ([5]). *Given a compact domain $D := \{(t, \xi); 0 \leq t \leq T, |\xi| \leq M\}$, let $W$ be the family of all $C^2$ solutions $(u, \theta, h)$ for the semi-linear system (27), with $h > 0$ for all $(t, \xi) \in [0, T] \times \mathbb{R}^+$. Moreover, let $W' \subset W$ be the subfamily of all solutions $(u, \theta, h)$, such that for $(t, \xi) \in D$, the value $(\theta, \theta_\xi, \theta_{\xi\xi}) = (\pi, 0, 0)$ cannot be obtained. Then $W'$ is a relatively open and dense subset of $W$, in the topology induced by $C^2(D)$.***

**Proof of Theorem 1.4.** *Step 1.* For convenience, we denote the space

$$
\mathcal{M} := C^3(\mathbb{R}^+) \cap H^1(\mathbb{R}^+),
$$

with the norm

$$
\|u_0\|_{\mathcal{M}} := \|u_0\|_{C^3} + \|u_0\|_{H^1}.
$$

Given a initial data $u_0^* \in \mathcal{M}$, and we introduce the open ball

$$
B_\delta := \{ u_0 \in \mathcal{M}; \|u_0 - u_0^*\|_{\mathcal{M}} < \delta \}.
$$

By the definition of the space of $\mathcal{M}$, it follows that $u_0(x) \to 0$ and $u_{0,x}(x) \to 0$. Therefore, we choose $\kappa > 0$ big enough such that $u_0(x)$ and $u_{0x}(x)$ are uniformly bounded for $|x| > \kappa$. By a standard comparison argument on the domain $\{(t, x); t \in [0, T], |x| \geq \kappa + \|u\|_{L^\infty}\}$, we see that the partial derivative $u_x$ is uniformly bounded. This implies the singularity of $u(t, x)$ in set $[0, T] \times \mathbb{R}$ only appears on the compact set $\Delta := [0, T] \times [-r - \|u\|_{L^\infty}, T + \|u\|_{L^\infty}]$, where $\|u\|_{L^\infty} := \max \{u(t, x), (t, x) \in [0, T] \times \mathbb{R}\}$. In $(t, x)$ plane, we take a domain $\mathcal{D}$ such that $\Delta \subset \mathcal{J}(\mathcal{D})$, where $\mathcal{J}$ is a map from $(t, \xi)$ to $(t, x(t, \xi))$.

We define the subset $\Gamma \subset B_\delta$ as follows: $u_0 \in \Gamma$ if $u_0 \in B_\delta$ and for the corresponding solution $(u, \theta, h)$ of (27), the values (138) are never attained for $(t, x) \in \Delta$.

**Step 2.** We now claim the set $\Gamma$ is open, in the topology of $C^3$. Take a sequence of initial data $(u_0^n)_{n \geq 1}$ such that the sequence converges to $u_0$. From the definition of $\Gamma$, there exists a point $(t^n, x^n)$ such that

$$
(\theta^n, \theta^n_\xi, \theta^n_{\xi\xi})(t^n, \theta^n) = (\pi, 0, 0), \quad (t^n, x^n(t^n, \xi^n)) \in \Delta
$$
for all \( n \geq 1 \). Since the domain \( \Delta \) is compact, we can take a subsequence \( (t^n, \xi^n) \), which converges to some point \( (t, \xi) \). It follows from continuity that

\[(\theta, \theta_\xi, \theta_{\xi\xi})(t, \xi) = (\pi, 0, 0), \quad (t, x(t, \xi)) \in \Delta.\]

This denotes \( u_0 \notin \Gamma \). Using similar procedure, other case \( (\theta, \theta_\xi, \theta_t) = (\pi, 0, 0) \) can be proved. So \( \Gamma \) is open.

**Step 3.** We explain that \( \Gamma \) is dense in \( B_\delta \). Let \( u_0 \in B_\delta \), by a small perturbation, we assume \( u_0 \in C^\infty \). From Lemma 5.3, we construct a sequence of solutions \((u^n, \theta^n, h^n)\) of (3.1), such that

i) for every \( n \geq 1 \), the values in (138) are never attained for any \((t, \xi) \in D\).

ii) The \( C^k(k > 1) \) norm of the difference satisfies

\[\lim_{n \to \infty} \| (u^n - u, \theta^n - \theta, h^n - h, x^n - x) \|_{C^k(I)} = 0,\]

for every bounded set \( I \subset [0, T] \times \mathbb{R}^+ \). When \( t = 0 \), the corresponding sequence of initial value satisfies

\[\lim_{n \to \infty} \| u^n_0 - u_0 \|_{C^k[a, b]} = 0\]

for every bounded set \([a, b] \subset \mathbb{R}^+\).

Introducing a cutoff function

\[(139) \quad p(x) = \begin{cases} 1, & \text{if } |x| \leq r, \\ 0, & \text{if } |x| \geq r + 1, \end{cases}\]

where \( r \gg \kappa + \|u\|_L^\infty T \) is large enough. For every \( n \geq 1 \), let the initial data

\[\tilde{u}^n_0 := pu^n_0 + (1 - p)u_0.\]

We obtain

\[\lim_{n \to \infty} \| \tilde{u}^n_0 - u_0 \|_{M} = 0.\]

Furthermore, choosing \( r > 0 \) sufficiently large for any \((t, x) \in \Delta\), we have

\[\tilde{u}^n(t, x) = u^n(t, x).\]

It is obvious that \( \tilde{u}^n(t, x) \) is \( C^2 \) on the outer domain. Therefore, \( \tilde{u}^n(t, x) \in \Gamma \) for every \( n \geq 1 \) sufficiently large. Thus \( \Gamma \) is dense in \( B_\delta \).

**Step 4.** Finally, we prove that, for every initial data \( u_0 \in \Gamma \), the solution of (3) is piecewise \( C^2 \) on the domain \([0, T] \times \mathbb{R}^+ \). By previous argument, we only study the singularity of \( u \) on the inner domain \( \Delta \). For every point \((t_0, \xi_0) \in D\), two cases can appear.

**Case I.** \( \theta(t_0, \xi_0) \neq \pi \). By the coordinate change \( x_\xi = h \cos^2 \frac{\theta}{2} \), we know that the map \((t, \xi) \mapsto (t, x) \) is locally invertible in a neighborhood of \((t_0, \xi_0)\). Then we conclude that the function \( u \) is \( C^2 \) in a neighborhood of the point \((t_0, x(t_0, \xi_0))\).

**Case II.** \( \theta(t_0, \xi_0) = \pi \). From (138), \( \theta_t(t_0, \xi_0) \neq 0 \) or \( \theta_\xi(t_0, \xi_0) \neq 0 \). Thanks to the implicit function theorem, we derive that the set

\[W^\theta := \{(t, \xi) \in \Delta; \theta(t, \xi) = \pi\}\]

is the union of finitely many \( C^2 \) curves. \( \square \)
References

[1] J. M. Bloom, The local structure of smooth maps of manifolds, B. A. Thesis, Harvard U., 2004.
[2] A. Bressan and A. Constantin, Global conservative solutions of the Camassa-Holm equation, Arch. Rational Mech. Anal., 183 (2007), 215–239. MR 2278406
[3] A. Bressan and A. Constantin, Global dissipative solutions of the Camassa-Holm equation, Anal. Appl. (Singap.), 5 (2007), 1–27. MR 2288533
[4] A. Bressan, G. Chen and Q. Zhang, Uniqueness of conservative solutions to the Camassa-Holm equation via characteristics, Discrete. Contin. Dyn. Syst., 35 (2015), 25–42. MR 3286946
[5] A. Bressan and G. Chen, Generic regularity of conservative solutions to a nonlinear wave equation, Ann. Inst. H. Poincaré Anal. Non linéaire, 34 (2017), 335–354. MR 3610935
[6] R. Camassa, D. D. Holm and J. Hyman, A new integrable shallow water equation, Adv. Appl. Mech., 31 (1994), 1–33.
[7] R. Camassa and D. D. Holm, An integrable shallow water equation with peaked solitons, Phys. Rev. Lett., 71 (1993), 1661–1664. MR 1234543
[8] A. Constantin, The Hamiltonian struction of the Camassa-Holm equation, Expo. Math., 15 (1997), 53–85. MR 1438436
[9] A. Costantin and D. Lannes, The hydrodynamical of relevance of Camassa-Holm and Degasperis-Procesi equations, Arch. Ration. Mech. Anal., 192 (2009), 165–186. MR 2481064
[10] A. Costantin and W. A. Strauss, Stability of the Camassa-Holm solitons, J. Nonlinear. Sci., 12 (2002), 415–422. MR 1915943
[11] A. Costantin and W. A. Strauss, Stability of peakons, Comm. Pure Appl. Math., 53 (2000), 603–610. MR 1737505
[12] A. Costantin and J. Escher, Global existence of solutions and breaking waves for a shallow water equation, Ann. Sc. Norm. Super. Pisa CL. Sci., 26 (1998), 303–328. MR 1631589
[13] C. Dafermos, Generalized characteristics and the Hunter-Saxton equation, J. Hyperbolic Diff. Equat., 8 (2011), 159–168. MR 2796054
[14] A. Fokas and B. Fuchssteiner, Symplectic structures, their Bäcklund transformation and hereditary symmetries, Phy. D, 4 (1981/82), 47–66. MR 636470
[15] M. Golubitsky and V. Guillemin, Stable Mappings and Their Singularities, Springer-Verlag, New York, 1973. MR 0341518
[16] G. Jamróz, On uniqueness of dissipative solutions of the Camassa-Holm equation, arXiv:1611.00339v5.
[17] M. Li and Q. Zhang, Generic regularity of conservative solutions to Camassa-Holm type equations, SIAM. J. Math. Anal., 49 (2017), 2920–2949. MR 3681368
[18] S. Hakkaev and K. Kirchev, Local well-posedness and orbitalstability of solitary wave solutions for the generalized Camassa-Holm equation, Comm. Part. Diff. Equ., 30 (2005), 761–781. MR 2153514
[19] J. Lenells, Conservation laws of the Camassa-Holm equation, J. Phys. A, 38 (2005), 869–880. MR 2125239
[20] Y. Mi and C. Mu, Well-posedness and analyticity for the Cauchy problem for the generalized Camassa-Holm equation, J. Math. Anal. Appl., 405 (2013), 173–182. MR 3053496
[21] Y. Mi and C. Mu, On the Cauchy problem for the generalized Camassa-Holm equation, Monatsh. Math., 176 (2015), 423–457. MR 3313128
[22] L. Yang, R. Zeng, S. Zhou and C. Mu, Uniqueness of Conservative solutions to the generalized Camassa-Holm equation via characteristic, Discrete. Contin. Dyn. Syst., 10 (2018), 5205–5220. MR 3834716
[23] S. Zhou, Persistence properties for a generalized Camassa-Holm equation in weighted $L^p$ spaces, J. Math. Anal. Appl., 410 (2013), 932–938. MR 3111879
[24] S. Zhou, C. Mu and L. Wang, Well-posedness, blow up phenomena and global existence for the generalized b-equation with higher-order nonlinearities and weak solution, Discrete. Contin. Dyn. Syst., 34 (2014), 843–867. MR 3094609
[25] S. Zhou and C. Mu, Global conservative solutions and dissipative solutions of the generalized Camassa-Holm equation, Discrete. Contin. Dyn. Syst., 33 (2013), 1713–1739. MR 2995868
[26] S. Zhu, Existence and uniqueness of global weak solutions of the camassa-Holm equation with a forcing, Discrete. Contin. Dyn. Syst., 36 (2016), 5201–5221. MR 3541523
Li Yang, College of Mathematics and Statistics, Chongqing University, Chongqing 401331, China
E-mail address: yangli_1216@163.com

Chunlai Mu, College of Mathematics and Statistics, Chongqing University, Chongqing 401331, China
E-mail address: clmu2005@163.com

Shouming Zhou, College of Mathematics Science, Chongqing Normal University, Chongqing 401331, China
E-mail address: zhoushouming76@163.com

Xinyu Tu, College of Mathematics and Statistics, Southwest University, Chongqing 401331, China
E-mail address: xinyutututu@163.com