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Abstract

We provide a study of the Riesz transforms on stratified nilpotent Lie groups, and obtain a certain version of the pointwise lower bound of the Riesz transform kernel. Then we establish the characterisation of the BMO space on stratified nilpotent Lie groups via the boundedness of the commutator of the Riesz transforms and the BMO function. This extends the well-known Coifman, Rochberg, Weiss theorem from Euclidean space to the setting of stratified nilpotent Lie groups. In particular, these results apply to the well-known example of the Heisenberg group. As an application, we also study the curl operator on the Heisenberg group and stratified nilpotent Lie groups, and establish the div-curl lemma with respect to the Hardy space on stratified nilpotent Lie groups.
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1. Introduction and statement of main results

The aim of this paper is to study the lower bound of the kernel of Riesz transform on stratified nilpotent Lie groups, and to establish the characterisation of the BMO space via the commutators of Riesz transforms and BMO functions. As an application, we also study the div-curl lemma on stratified nilpotent Lie groups.

Recall that the classical Hardy space \( H^p \), \( 0 < p < \infty \), on the unit disc \( D = \{ z \in \mathbb{C} : |z| < 1 \} \) of the complex plane is defined as the space of holomorphic functions that satisfy

\[
\|f\|_{H^p(D)} := \sup_{0 \leq r < 1} \left( \frac{1}{2\pi} \int_0^{2\pi} |f(re^{it})|^p \, dt \right)^{\frac{1}{p}} < \infty.
\]

It is well-known that the product of two \( H^2(D) \) functions belongs to Hardy space \( H^1(D) \), but in fact the converse is also true and known as the Riesz factorization theorem: "A function \( f \) is in \( H^1(D) \) if and only if there exist \( g, h \in H^2(D) \) with \( f = g \cdot h \) and \( \|f\|_{H^1(D)} = \|g\|_{H^2(D)} \|h\|_{H^2(D)} \)." The same result holds for the Hardy space \( H^1 \) on the unit circle \( T \). This factorisation result plays an important role in obtaining the following theorem:

\[
\|[b, H]\|_{2 \to 2} \approx \|b\|_{BMO(T)},
\]

where \([b, H](f) = bH(f) - H(bf)\) is the commutator of the Hilbert transform \( H \) and a function \( b \). An interpretation of this result can be given in the language of Hankel operators and then can recover a famous result of Nehari, \[19\]. We refer to \[15\] for the history and literature of the Nehari theorem.

The real-variable Hardy space theory on \( n \)-dimensional Euclidean space \( \mathbb{R}^n (n \geq 1) \) play an important role in harmonic analysis and has been systematically developed. However, the analogue of the Riesz factorisation theorem, sometimes referred to as strong factorisation, is not true for real-variable Hardy space \( H^1(\mathbb{R}^n) \). Nevertheless, Coifman, Rochberg and Weiss \[4\] established a weak factorisation of the Hardy space \( H^1(\mathbb{R}^n) \) via a bilinear form related to the Riesz transform (Hilbert transform in dimension 1). This
factorisation follows via functional analysis and duality from the characterisation of the space \( \text{BMO}(\mathbb{R}^n) \) via the commutators of the Riesz transforms and a function \( b \), i.e.,

\[
\sum_{j=1}^{n} \| [b, R_j] : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n) \| \approx \| b \|_{\text{BMO}(\mathbb{R}^n)}.
\]

See also [20] for a direct proof of the weak factorisation. The proof of the lower bound of the commutator here relies on the spherical harmonic expansion of the Riesz kernel.

There are quite a few recent developments on commutator results in different settings. For example, in [14] they obtained the characterisation of weighted \( \text{BMO} \) space via the two weight commutators of Riesz transforms. See also [6] for the Riesz transforms associated with Neumann Laplacian and [8] for the Ahlfors–Beurling operators. In these results listed above, to obtain the lower bound, they used the expansion of the Riesz kernels, which relies on Fourier transforms.

In [16] and [13], they considered the class of rough homogeneous singular integrals, which is of the form \( T(f)(x) = \int_{\mathbb{R}^n} \Omega(x - y)|x - y|^{-n}f(y)dy \), and obtained the characterisation of weighted \( \text{BMO} \) space via the two weight commutator of \( T \), by assuming certain conditions on the homogeneous function \( \Omega(x) \) of degree zero. The proof of the lower bound depends on the specific form of the kernel and the assumptions on \( \Omega \).

In [9] and [17], they studied the commutators of the Bessel Riesz transforms and of the Cauchy integral operator respectively, where the Fourier transform expansion of the kernels is not available and those kernels are not of the homogeneous type as studied above. They obtained the lower bound of the commutator by constructing a suitable concrete weak factorisation of the appropriate Hardy spaces according to the specific expression of the kernel of the operators, and then proved that this weak factorisation implied the lower bound for the appropriate \( \text{BMO} \) norm.

Inspired by the results above, it is natural to ask whether this result holds on the Heisenberg groups \( \mathbb{H}^n \). Note that in several complex variables, the Heisenberg groups \( \mathbb{H}^n \) is the boundary of the Siegel upper half space, whose roles are holomorphically equivalent to the unit sphere and the unit ball in \( \mathbb{C}^n \). To be more specific, we aim to study the following question: Does one
have
\[ \| [b, R_j] : L^2(\mathbb{H}^n) \to L^2(\mathbb{H}^n) \| \approx \| b \|_{\text{BMO}(\mathbb{H}^n)}? \tag{1.1} \]

Here \( R_j \) is the \( j \)th Riesz transform on \( \mathbb{H}^n \) and \( \text{BMO}(\mathbb{H}^n) \) is the BMO space defined and studied in Folland–Stein \[10\]. We provide an affirmative answer to this question, and in fact we prove this theorem in the general setting of stratified nilpotent Lie groups \( G \).

We point out that for general stratified nilpotent Lie groups, there is no explicit kernel expression for the heat semigroup \( e^{-tL} \) generated by the sub-Laplacian \( L \) on \( G \). Hence there is no explicit kernel expression for the Riesz transforms \( R_j \) on \( G \). Thus, the method of spherical harmonic expansion (such as in \[4, 14\]) does not apply, and the method for rough homogeneous singular integrals (such as in \[13, 16\]) does not apply either. To obtain our theorem on \( G \), we use the approach in \[18\], which was inspired by \[20\]. To achieve this, we establish a suitable version of pointwise kernel lower bound of the Riesz transform \( R_j \) on \( G \), which is new and should be useful for other problems.

To be more specific, suppose \( G \) is a stratified nilpotent Lie group. Let \( \{X_j\}_{1 \leq j \leq n} \) be a basis for the left-invariant vector fields of degree one on \( G \). Let \( \Delta = \sum_{j=1}^{n} X_j^2 \) be the sub-Laplacian on \( G \). Consider the \( j \)th Riesz transform on \( G \) which is defined as \( R_j := X_j(-\Delta)^{-\frac{1}{2}} \).

It is well-known that the Riesz transform \( R_j \) is a Calderón–Zygmund operator on \( G \), i.e., it is bounded on \( L^2(G) \) and the kernel satisfies the corresponding size and smoothness conditions, see for example \[2, 10\]. Moreover, it is also well-known that from \[2\], the set of identity operator together with Riesz transforms \( \{I, R_1, R_2, \ldots, R_n\} \) characterises the Hardy space \( H^1(G) \) introduced and studied by Folland and Stein \[10\].

We now recall the BMO space on \( G \), which is the dual space of \( H^1(G) \) \[10, \text{Chapter 5}\], defined as
\[ \text{BMO}(G) := \{ b \in L^1_{\text{loc}}(G) : \| b \|_{\text{BMO}(G)} < \infty \}, \]
where
\[ \| b \|_{\text{BMO}(G)} := \sup_B \frac{1}{|B|} \int_B |b(g) - b_B| dg, \]
and \( b_B := \frac{1}{|B|} \int_B b(g) dg \), where \( B \) denotes the ball on \( G \) defined via a homogeneous norm \( \rho \), see Section 2 for details.
The main results of this paper are twofold. First, we study the behaviour of the lower bound of the kernel $K_j(g_1, g_2)$ of Riesz transform $R_j$ when $g_1$ and $g_2$ are far away. We show that $K_j(g_1, g_2)$ satisfies a suitable version of a non-degenerated condition (see more details of all the notation in Section 2 and Section 3 below), which is of independent interest and will be useful in other problems.

**Theorem 1.1.** Suppose that $G$ is a stratified nilpotent Lie group with homogeneous dimension $Q$ and that $j = 1, 2, \ldots, n$. There exist constants $0 < \varepsilon_o \ll 1$ and $C(j, n)$ which depends on $j$ and $n$ only, such that for all $0 < \eta \leq \varepsilon_o$, and for every $g \in G$ there exist $g_* = g_*(j, g, r) \in G$ with $\rho(g, g_*) = r$, the Riesz transform $R_j$ satisfies

$$\left| R_j(\chi_{B(g_*, \eta r)})(g) \right| \geq C(j, n)\eta^Q,$$

where $\chi_{B(g_*, \eta r)}$ is the characteristic function of the ball $B(g_*, \eta r)$ centered at $g_*$ with radius $\eta r$, and $Q$ is the homogeneous dimension of $G$.

Second, based on the property of the Riesz transform kernel, we establish the following commutator theorem on stratified nilpotent Lie groups $G$ via constructing a suitable version of weak factorisation of the Hardy space $H^1(G)$, which covers the setting of Heisenberg groups and hence give a positive answer to the question in (1.1).

**Theorem 1.2.** Suppose that $G$ is a stratified nilpotent Lie group and that $1 < p < \infty$ and $j = 1, 2, \ldots, n$. Then the commutator of $b \in \text{BMO}(G)$ and the Riesz transform $R_j$ satisfies

$$\| [b, R_j] : L^p(G) \to L^p(G) \| \approx \| b \|_{\text{BMO}(G)},$$

where the implicit constants are independent of the function $b$.

As an application, we study the curl operator on the stratified nilpotent Lie groups $G$ and establish the div-curl lemma with respect to the Folland–Stein Hardy space $H^1(G)$. Note that the first version of div-curl lemma related to the Hardy space $H^1(\mathbb{R}^n)$ was due to [3].

**Theorem 1.3.** Suppose that $G$ is a stratified nilpotent Lie group and that $E, B \in L^2(G, \mathbb{R}^n)$ are vector fields on $G$ taking values in $\mathbb{R}^n$ and satisfy $\text{div}_G E = 0$ and $\text{curl}_G B = 0$.

Then we have $E \cdot B \in H^1(G)$ with

$$\| E \cdot B \|_{H^1(G)} \lesssim \| E \|_{L^2(G, \mathbb{R}^n)} \| B \|_{L^2(G, \mathbb{R}^n)}.$$
For the details of the definition of $\text{curl}_G$ and the proof, we refer to Section 5.

This paper is organised as follows. In Section 2 we recall necessary preliminaries on stratified nilpotent Lie groups $G$ and Heisenberg groups $H^n$. Theorem 1.1 will be proved in Section 3, where we establish a suitable version of lower bound of the kernel of Riesz transforms associated with the sub-Laplacian on $G$. Then in Section 4, we give a weak factorisation of the Hardy space $H^1(G)$ and then provide the proof of Theorem 1.2. In the last section we study the curl operators and then provide the proof of Theorem 1.3.

2. Preliminaries on stratified nilpotent Lie groups $G$ and on Heisenberg groups $H^n$

Recall that a connected, simply connected nilpotent Lie group $G$ is said to be stratified if its left-invariant Lie algebra $\mathfrak{g}$ (assumed real and of finite dimension) admits a direct sum decomposition

$$\mathfrak{g} = \bigoplus_{i=1}^k V_i \text{ where } [V_1, V_i] = V_{i+1} \text{ for } i \leq k - 1.$$ 

One identifies $\mathfrak{g}$ and $G$ via the exponential map

$$\exp : \mathfrak{g} \to G,$$

which is a diffeomorphism.

We fix once and for all a (bi-invariant) Haar measure $dx$ on $G$ (which is just the lift of Lebesgue measure on $\mathfrak{g}$ via $\exp$).

There is a natural family of dilations on $\mathfrak{g}$ defined for $r > 0$ as follows:

$$\delta_r \left( \sum_{i=1}^k v_i \right) = \sum_{i=1}^k r^i v_i, \quad \text{with } v_i \in V_i.$$ 

This allows the definition of dilation on $G$, which we still denote by $\delta_r$.

We choose once and for all a basis $\{X_1, \cdots, X_n\}$ for $V_1$ and consider the sub-Laplacian $\Delta = \sum_{j=1}^n X_j^2$. Observe that $X_j$ $(1 \leq j \leq n)$ is homogeneous of degree 1 and $\Delta$ of degree 2 with respect to the dilations in the sense that:

$$X_j (f \circ \delta_r) = r \left( X_j f \right) \circ \delta_r, \quad 1 \leq j \leq n, \quad r > 0, \quad f \in C^1,$$

$$\delta_r \circ \Delta \circ \delta_r = r^2 \Delta, \quad \forall r > 0.$$
Let \( Q \) denote the homogeneous dimension of \( G \), namely,
\[
Q = \sum_{i=1}^{k} i \dim V_i.
\] (2.1)

And let \( p_h \) \((h > 0)\) be the heat kernel (that is, the integral kernel of \( e^{h\Delta} \)) on \( G \). For convenience, we set \( p_h(g) = p_h(g, o) \) (that is, in this article, for a convolution operator, we will identify the integral kernel with the convolution kernel) and \( p(g) = p_1(g) \).

Recall that (c.f. for example [10])
\[
p_h(g) = h^{-\frac{Q}{2}} p(\frac{\delta_1}{\sqrt{h}}(g)), \quad \forall h > 0, \ g \in G.
\] (2.2)

The kernel of the \( j^{th} \) Riesz transform \( X_j(-\Delta)^{-\frac{1}{2}} \) \((1 \leq j \leq n)\) is written simply as \( K_j\). It is well-known that
\[
K_j \in C^\infty(G \setminus \{o\}), \ K_j(\delta_r(g)) = r^{-Q} K_j(g), \ \forall g \neq o, \ r > 0, \ 1 \leq j \leq n
\] (2.3)
which also can be explained by (2.2) and the fact that
\[
K_j(g) = \frac{1}{\sqrt{\pi}} \int_{0}^{+\infty} h^{-\frac{1}{2}} X_j p_h(g) \, dh = \frac{1}{\sqrt{\pi}} \int_{0}^{+\infty} h^{-\frac{Q}{2} - 1} (X_j p)(\frac{\delta_1}{\sqrt{h}}(g)) \, dh.
\]

Next we recall the homogeneous norm \( \rho \) (see for example [10]) on \( G \) defined to be a continuous function \( g \rightarrow \rho(g) \) from \( G \) to \([0, \infty)\), which is \( C^\infty \) on \( G \setminus \{o\} \) and satisfies
(a) \( \rho(g^{-1}) = \rho(g) \);
(b) \( \rho(\delta_r(g)) = r \rho(g) \) for all \( g \in G \) and \( r > 0 \);
(c) \( \rho(g) = 0 \) if and only if \( g = o \).

For the existence (also the construction) of the homogeneous norm \( \rho \) on \( G \), we refer to [10, Chapter 1, Section A]. For convenience, we set
\[
\rho(g, g') = \rho(g^{-1} \circ g) = \rho(g^{-1} \circ g'), \quad \forall g, g' \in G.
\]
Recall that (see [10]) this defines a quasi-distance in sense of Coifman-Weiss, namely, there exists a constant \( C \geq 1 \) such that
\[
\rho(g_1, g_2) \leq C \left( \rho(g_1, g') + \rho(g', g_2) \right), \quad \forall g_1, g_2, g' \in G.
\] (2.4)
In the sequel, we fixe a homogeneous norm \( \rho \) on \( G \).

We now denote by \( d \) the Carnot–Carathéodory metric associated to the vector fields \( \{X_j\}_{1 \leq j \leq n} \), which is equivalent to \( \rho \) in the sense that: there exist \( C_1 > 0 \) and \( C_2 \geq 1 \) such that for every \( g_1, g_2 \in G \) (see [1]),

\[
C_1 \rho(g_1, g_2) \leq d(g_1, g_2) \leq C_2 \rho(g_1, g_2).
\] (2.5)

We point out that the Carnot–Carathéodory metric \( d \) even on the most special stratified Lie group, the Heisenberg group, is not smooth on \( G \setminus \{0\} \).

In the sequel, for \( g \in G \) and \( r > 0 \), \( B(g, r) \) denotes the open ball defined by \( \rho \). Without loss of generality, we may suppose that the Haar measure has been normalized such that the measure of \( B(o, 1) \), \( |B(o, 1)| = 1 \).

We also recall the definition for Heisenberg group. Recall that \( \mathbb{H}^n \) is the Lie group with underlying manifold \( \mathbb{C}^n \times \mathbb{R} = \{[z, t] : z \in \mathbb{C}^n, t \in \mathbb{R}\} \) and multiplication law

\[
[z, t] \circ [z', t'] = [z_1, \ldots, z_n, t] \circ [z'_1, \ldots, z'_n, t']
\]

\[
:= [z_1 + z'_1, \ldots, z_n + z'_n, t + t' + 2 \text{Im} \left( \sum_{j=1}^n z_j z'_j \right)].
\]

The identity of \( \mathbb{H}^n \) is the origin and the inverse is given by \( [z, t]^{-1} = [-z, -t] \).

Hereafter, we agree to identify \( \mathbb{C}^n \) with \( \mathbb{R}^{2n} \) and to use the following notation to denote the points of \( \mathbb{C}^n \times \mathbb{R} \equiv \mathbb{R}^{2n+1} \): \( g = [z, t] \equiv [x, y, t] = [x_1, \ldots, x_n, y_1, \ldots, y_n, t] \) with \( z = [z_1, \ldots, z_n] \), \( z_j = x_j + iy_j \) and \( x_j, y_j, t \in \mathbb{R} \) for \( j = 1, \ldots, n \). Then, the composition law \( \circ \) can be explicitly written as

\[
g \circ g' = [x, y, t] \circ [x', y', t'] = [x + x', y + y', t + t' + 2\langle y, x' \rangle - 2\langle x, y' \rangle],
\]

where \( \langle \cdot, \cdot \rangle \) denotes the usual inner product in \( \mathbb{R}^n \).

The Lie algebra of the left invariant vector fields of \( \mathbb{H}^n \) is generated by (here and in the following, we shall identify vector fields and the associated first order differential operators)

\[
X_j = \frac{\partial}{\partial x_j} + 2y_j \frac{\partial}{\partial t}, \quad Y_j = \frac{\partial}{\partial y_j} - 2x_j \frac{\partial}{\partial t}, \quad T = \frac{\partial}{\partial t},
\] (2.6)

for \( j = 1, \ldots, n \). We now denote \( X_{n+j} = Y_j \) for \( j = 1, \ldots, n \).

**Notation:** In what follows, \( C, C' \), etc. will denote various constants which depend only on the triple \( (G, \rho, \{X_j\}_{1 \leq j \leq n}) \), and on \( p \) in Section 3. By \( A \lesssim B \), we shall mean \( A \leq CB \) with such a constant \( C \), and similarly \( A \approx B \) stands for both \( A \leq CB \) and \( B \leq CA \).
3. Lower bound for kernel of Riesz transform $R_j := X_j(-\Delta)^{-\frac{1}{2}}$ and proof of Theorem 1.1

In this section, we establish two versions of the lower bound for kernel of Riesz transform $R_j := X_j(-\Delta)^{-\frac{1}{2}}$, $j = 1, \ldots, n$, on stratified nilpotent Lie groups $G$, see Propositions 3.2 and 3.3. These two versions of kernel lower bound are of independent interest and will be useful in studying other related problems. We point out that Theorem 1.1 follows directly from Proposition 3.3.

Here we will use the Carnot–Carathéodory metric $d$ associated to $\{X_j\}_{1 \leq j \leq n}$ to study the lower bound, and we also make good use of the dilation structure on $G$. It is not clear whether one can obtain similar lower bounds for the Riesz kernel on general nilpotent Lie groups which is not stratified.

To begin with, we first recall that by the classical estimates for heat kernel and its derivations on stratified groups (see for example [21]), it is well-known that

$$|K_j(g, g')| + d(g, g') \sum_{i=1}^{n} (|X_{i,g}K_j(g, g')| + |X_{i,g'}K_j(g, g')|) \lesssim d(g, g')^{-Q}, \quad \forall 1 \leq j \leq n, \ g \neq g', \quad (3.1)$$

where $X_{i,g}$ denotes the derivation with respect to $g$.

Next we have the following result showing that the Riesz kernel $K_j$ is not identically zero.

**Lemma 3.1.** For all $1 \leq j \leq n$, we have $K_j \neq 0$ in $G \setminus \{o\}$.

**Proof.** We argue by contradiction. Fix

$$0 \leq \phi_* \in C_0^\infty(B(o, 1)) \text{ with } \int \phi_*(g) \, dg = 1.$$ 

By our assumption, we have for all $r$ large enough

$$0 = \int_{B(o, 1)} K_j(g'^{-1} \circ \exp (rX_j))\phi_*(g') \, dg'$$

$$= (R_j\phi_*)(\exp (rX_j)) = \{X_j \left[(-\Delta)^{-\frac{1}{2}}\phi_*\right]\} (\exp (rX_j))$$

$$= \frac{d}{dr} \left\{\left[(-\Delta)^{-\frac{1}{2}}\phi_*\right] (\exp (rX_j))\right\}.$$ 
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Then for a suitable $r_0 \gg 1$,

\[
0 = -\int_{r_0}^{+\infty} \frac{d}{dr} \left\{ \left[ (-\Delta)^{-\frac{1}{2}} \phi_* \right] (\exp (rX_j)) \right\} \, dr \\
= \left[ (-\Delta)^{-\frac{1}{2}} \phi_* \right] (\exp (r_0X_j)) - \lim_{r \to +\infty} \left[ (-\Delta)^{-\frac{1}{2}} \phi_* \right] (\exp (rX_j)).
\]

But, (2.5) and the classical Li–Yau estimate for heat kernel on stratified Lie groups (c.f. for example [21]) imply that

\[
(-\Delta)^{-\frac{1}{2}} \approx \rho(g)^{-1-Q}, \quad \forall g \neq o,
\]
then we have \( \left[ (-\Delta)^{-\frac{1}{2}} \phi_* \right] (\exp (r_0X_j)) > 0 \) and by the Fubini’s theorem

\[
\lim_{r \to +\infty} \left[ (-\Delta)^{-\frac{1}{2}} \phi_* \right] (\exp (rX_j)) = 0.
\]
This leads to a contradiction. We finish the proof of this lemma. \qed

Using Lemma 3.1, we can deduce the following result.

**Proposition 3.2.** Fix \( j = 1, \ldots, n \). There exist \( 0 < \varepsilon_o \ll 1 \) and \( C(j,n) \) such that for any \( 0 < \eta < \varepsilon_o \) and for all \( g \in G \) and \( r > 0 \), we can find \( g_* = g_*(j,g,r) \in G \) with \( \rho(g,g_*) = r \) and satisfying

\[
|K_j(g_1,g_2)| \geq C(j,n)r^{-Q}, \quad \forall g_1 \in B(g,\eta r), \ g_2 \in B(g_*,\eta r). \tag{3.2}
\]

**Proof.** For any fixed \( j = 1, \ldots, n \), by Lemma 3.1 and the scaling property of \( K_j \) (c.f. (2.3)), there exists \( \tilde{g}_j \) satisfying

\[
\rho(\tilde{g}_j) = 1 \quad \text{and} \quad K_j(\tilde{g}_j) \neq 0.
\]
Since \( K_j \) is a $C^\infty$ function in \( G \setminus \{ o \} \), there exists \( 0 < \varepsilon_o \ll 1 \) such that

\[
K_j(\tilde{g}) \neq 0 \quad \text{and} \quad |K_j(\tilde{g})| > \frac{1}{2} |K_j(\tilde{g}_j)| \tag{3.3}
\]
for all \( \tilde{g} \in B(\tilde{g}_j,4C\varepsilon_o) \), where \( C \geq 1 \) is constant from (2.4). To be more specific, we have that for all \( \tilde{g} \in B(\tilde{g}_j,4C\varepsilon_o) \), the values \( K_j(\tilde{g}) \) and \( K_j(\tilde{g}_j) \) have the same sign.
Now for any fixed $g \in \mathcal{G}$, we let
\[ g_\ast = g_\ast(j, g, r) := g \circ \delta_r(\tilde{g}_j^{-1}). \tag{3.4} \]
Then from the choice of $g_\ast$, we get that
\[ \rho(g, g_\ast) = \rho(g, g \circ \delta_r(\tilde{g}_j^{-1})) = r \rho(\tilde{g}_j^{-1}) = r \rho(\tilde{g}_j) = r. \]

Next, for every $\eta \in (0, 2\varepsilon_o)$, we consider the two balls $B(g, \eta r)$ and $B(g_\ast, \eta r)$. It is direct that for every $g_1 \in B(g, \eta r)$, we can write
\[ g_1 = g \circ \delta_r(g'_1) \]
where $g'_1 \in B(o, \eta)$. Similarly, for every $g_2 \in B(g_\ast, \eta r)$, we can write
\[ g_2 = g_\ast \circ \delta_r(g'_2) \]
where $g'_2 \in B(o, \eta)$.

As a consequence, we have
\[ K_j(g_1, g_2) = K_j(g \circ \delta_r(g'_1), g_\ast \circ \delta_r(g'_2)) \]
\[ = K_j(g \circ \delta_r(g'_1), g \circ \delta_r(\tilde{g}_j^{-1}) \circ \delta_r(g'_2)) \]
\[ = K_j(\delta_r(g'_1), \delta_r(\tilde{g}_j^{-1}) \circ \delta_r(g'_2)) \]
\[ = K_j(\delta_r(g'_1), \delta_r(\tilde{g}_j^{-1} \circ g'_2)) \]
\[ = r^{-Q}K_j(g'_1, \tilde{g}_j^{-1} \circ g'_2) \]
\[ = r^{-Q}K_j((g'_2)^{-1} \circ \tilde{g}_j \circ g'_1), \tag{3.5} \]
where the second equality comes from (3.4), the third comes from the property of the left-invariance and the fifth comes from (2.3).

Next, we note that
\[ \rho((g'_2)^{-1} \circ \tilde{g}_j \circ g'_1, \tilde{g}_j) = \rho(\tilde{g}_j \circ g'_1, g'_2 \circ \tilde{g}_j) \]
\[ \leq C \left[ \rho(\tilde{g}_j \circ g'_1, \tilde{g}_j) + \rho(g'_2 \circ \tilde{g}_j) \right] \]
\[ = C \left[ \rho(g'_1, o) + \rho(o, g'_2) \right] \]
\[ \leq 2C\eta \]
\[ < 4C\varepsilon_o, \]
which shows that $(g'_2)^{-1} \circ \tilde{g}_j \circ g'_1$ is contained in the ball $B(\tilde{g}_j, 4C\varepsilon_o)$ for all $g'_1 \in B(o, \eta)$ and for all $g'_2 \in B(o, \eta)$. 
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Thus, from (3.3), we obtain that
\[ |K_j((g'_2)^{-1} \circ \tilde{g}_j \circ g'_1)| > \frac{1}{2} |K_j(\tilde{g}_j)| \] (3.6)
and for all \( g'_1 \in B(o, \eta) \) and for all \( g'_2 \in B(o, \eta) \), \( K_j((g'_2)^{-1} \circ \tilde{g}_j \circ g'_1) \) and \( K_j(\tilde{g}_j) \) have the same sign.

Now combining the equality (3.5) and (3.6) above, we obtain that
\[ |K_j(g_1, g_2)| > \frac{1}{2} r^{-Q} |K_j(\tilde{g}_j)| \] (3.7)
for every \( g_1 \in B(g, \eta r) \) and for every \( g_2 \in B(g, \eta r) \), where \( K_j(\tilde{g}_j) \) is a fixed constant independent of \( \eta, r, g, g_1 \) and \( g_2 \). We denote
\[ C(j, n) := \frac{1}{2} |K_j(\tilde{g}_j)|. \]

From (2.5) and the lower bound (3.7) above, we further obtain that for every \( \eta \in (0, \varepsilon_o) \),
\[ |K_j(g_1, g_2)| > C(j, n) r^{-Q} \] (3.8)
for every \( g_1 \in B(g, \eta r) \) and for every \( g_2 \in B(g, \eta r) \). Moreover, the sign of \( K_j(g_1, g_2) \) is invariant for every \( g_1 \in B(g, \eta r) \) and for every \( g_2 \in B(g, \eta r) \).

This completes the proof of Lemma 3.2. \( \square \)

Next, we also introduce another version of the lower bound of the kernel of Riesz transforms.

**Proposition 3.3.** There exist constants \( 0 < \varepsilon_o \ll 1 \) and \( C = \min_{1 \leq j \leq n} C(j, n) \) such that for all \( j = 1, \ldots, n \), \( 0 < \eta \leq \varepsilon_o \), \( g \in \mathcal{G} \) and \( r > 0 \), we can find \( g_* = g_*(j, g, r) \in \mathcal{G} \) with \( \rho(g, g_*) = r \) satisfying that
\[ \left| \int_{B(g_*, \eta r)} K_j(g_1, g_2) dg_2 \right| \geq C \eta^Q \quad \forall g_1 \in B(g, \eta r), \] (3.9)
and that
\[ \left| \int_{B(g, \eta r)} K_j(g_1, g_2) dg_1 \right| \geq C \eta^Q \quad \forall g_2 \in B(g_*, \eta r). \] (3.10)
Proof. Based on the proof of Proposition 3.2 above, for any fixed $g \in G$, we let

$$g_* = g_*(j, g, r)$$

as defined in (3.4). Then we have $\rho(g, g_*) = r$.

Next, from (3.8) above, we obtain that

$$|K_j(g_1, g_2)| > C(j, n)r^{-Q}$$

for every $g_1 \in B(g, \eta r)$ and for every $g_2 \in B(g_*, \eta r)$. Moreover, the sign of $K_j(g_1, g_2)$ is invariant for every $g_1 \in B(g, \eta r)$ and for every $g_2 \in B(g_*, \eta r)$.

As a consequence, for this particular $g_*$ and the property (3.11) above, we obtain that for all $g_1 \in B(g, \eta r)$,

$$\left| \int_{B(g_*, \eta r)} K_j(g_1, g_2) dg_2 \right| = \int_{B(g_*, \eta r)} |K_j(g_1, g_2)| dg_2 \\
\geq \int_{B(g_*, \eta r)} C(j, n)r^{-Q} dg_2 \\
= C(j, n)r^{-Q}\eta^Q r^Q \\
= C(j, n)\eta^Q,$$

which gives (3.9). Symmetrically we obtain (3.10). \qed

It is clear that Theorem 1.1 follows directly from Proposition 3.3.

4. Weak factorisation of Hardy space $H^1(G)$ and proof of Theorem 1.2

The Hardy space $H^1(G)$ on stratified nilpotent Lie groups $G$ is well-known and it is covered in the general framework of Folland and Stein [10]. There are many equivalent ways to define the Hardy space, for example, the Lusin and Littlewood–Paley functions [10, Chapter 7], the maximal functions [10, Chapters 2 and 4], the atomic decomposition [10, Chapter 3]. Moreover, according to the work of Christ and Geller [2], $H^1(G)$ also has the equivalent characterisation via the Riesz transforms $R_j = X_j(-\Delta)^{-1/2}$. We also note that the Hardy and BMO spaces on $G$ were introduced and studied with respect to the homogeneous norm $\rho$, which is $C^\infty$ on $G\backslash \{o\}$. Hence in this section we will prove Theorem 1.2 using the homogeneous norm $\rho$. 
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To begin with, we point out that for \(1 \leq j \leq n\) and \(b \in \text{BMO}(G)\), \([b, R_j]\) is bounded on \(L^p(G)\) for \(1 < p < \infty\) with

\[
\|[b, R_j] : L^p(G) \to L^p(G)\| \leq C_1 \|b\|_{\text{BMO}(G)}.
\] (4.1)

In fact, (4.1) is covered by the upper bound of commutator \([b, T]\) on a more general setting of spaces of homogeneous type in the sense of Coifman and Weiss. We refer to [7, Section 2.2] for the upper bound, especially see (2.14) therein.

Now it suffices to prove the lower bound of the commutator \([b, R_j]\). We begin with recalling two equivalent definitions of \(H^1(G)\) via the atomic decomposition and via the Riesz transforms \(R_j\).

**Definition 4.1.** The space \(H^1(G)\) is the set of functions of the form \(f = \sum_{j=1}^{\infty} \lambda_j a_j\) with \(\{\lambda_j\} \in \ell^1\) and \(a_j\) an \(L^\infty\)-atom, meaning that it is supported on a ball \(B \subset G\), has mean value zero \(\int_B a(g)dg = 0\) and has a size condition \(\|a\|_{L^\infty(G)} \leq |B|^{-1}\). One norms this space of functions by:

\[
\|f\|_{H^1(G)} := \inf \left\{ \sum_{j=1}^{\infty} |\lambda_j| : \{\lambda_j\} \in \ell^1, f = \sum_{j=1}^{\infty} \lambda_j a_j, a_j \text{ an atom} \right\}
\]

with the infimum taken over all possible representations of \(f\) via atomic decompositions. Similarly, One has the definition via \(L^2\)-atom, meaning that the atom \(a\) is supported on a ball \(B \subset G\), has mean value zero \(\int_B a(g)dg = 0\) and has a size condition \(\|a\|_{L^2(G)} \leq |B|^{-1/2}\).

**Theorem 4.2** ([2], Theorem C). The Riesz transforms \(R_j = X_j(-\Delta)^{-1/2}\) are singular integral operators and \(\{I, R_1, R_2, \ldots, R_n\}\) characterises \(H^1(G)\), which the equivalent norm given by:

\[
\|f\|_{H^1(G)} := \|f\|_{L^1(G)} + \sum_{j=1}^{n} \|R_j f\|_{L^1(G)}.
\]

Similar to the important result about weak factorisation of the real Hardy space on Euclidean spaces obtained by Coifman, Rochberg, and Weiss [4], we consider the bilinear form as:

\[
\Pi_j(G, \tilde{G})(g) = G(g)R_j(\tilde{G})(g) - \tilde{G}(g)R^\Delta_j(G)(g), \quad j = 1, \ldots, n
\] (4.2)
for functions $G(g)$ and $\tilde{G}(g)$ defined on $\mathcal{G}$, where $R_j$ the $j$th Riesz transform and $R_j^t$ is the transpose of $R_j$.

The main result in this section is the following factorisation for $H^1(\mathcal{G})$ in terms of the bilinear form $\Pi_j$, which is in direct analogy with the result in the linear case obtained by Coifman, Rochberg, and Weiss in [4], and provides a new characterisation for the Hardy space $H^1(\mathcal{G})$ set up in [10].

**Theorem 4.3.** Suppose $1 \leq l \leq n$, $1 < p < \infty$. Then for every function $F \in H^1(\mathcal{G})$, there exist sequences $\{\lambda_s^{(k)}\} \in \ell^1$ and functions $G_s^{(k)}, \tilde{G}_s^{(k)} \in L^\infty_c(\mathcal{G})$, the space of bounded functions with compact support, such that

$$F = \sum_{k=1}^\infty \sum_{s=1}^\infty \lambda_s^{(k)} \Pi_l(G_s^{(k)}, \tilde{G}_s^{(k)}) \quad (4.3)$$

in the sense of $H^1(\mathcal{G})$. Moreover, we have that:

$$\|F\|_{H^1(\mathcal{G})} \approx \inf \left\{ \sum_{k=1}^\infty \sum_{s=1}^\infty |\lambda_s^{(k)}| \|G_s^{(k)}\|_{L^p(\mathcal{G})} \|\tilde{G}_s^{(k)}\|_{L^{p'}(\mathcal{G})} \right\},$$

where the infimum is taken over all possible representations of $F$ that satisfy (4.3) and $p'$ is the conjugate of $p$, i.e., $\frac{1}{p} + \frac{1}{p'} = 1$.

Now we consider the boundedness property of the bilinear form $\Pi_j(G, \tilde{G})(g)$.

**Proposition 4.4.** For any fixed $\tilde{G}, G \in L^\infty_c(\mathcal{G})$, we have that $\Pi_j(G, \tilde{G})$ is in $H^1(\mathcal{G})$. Moreover, there exists a positive constant $C$, independent of $(\tilde{G}, G)$, such that

$$\|\Pi_j(G, \tilde{G})\|_{H^1(\mathcal{G})} \leq C\|\tilde{G}\|_{L^p(\mathcal{G})}\|G\|_{L^{p'}(\mathcal{G})}. \quad (4.4)$$

**Proof.** For any fixed $\tilde{G}, G \in L^\infty_c(\mathcal{G})$, to show $\Pi_j(G, \tilde{G})$ is in $H^1(\mathcal{G})$ with the required norm (4.4), we now consider the properties of size estimate, cancellation and compact support for $\Pi_j(G, \tilde{G})$.

To begin with, since $\tilde{G}, G \in L^\infty_c(\mathcal{G})$, we have that $\tilde{G} \in L^{p'}(\mathcal{G})$ and $G \in L^p(\mathcal{G})$ for any $p, p' \in (1, \infty)$ with $1 = \frac{1}{p} + \frac{1}{p'}$. Then, from the definition of $\Pi_j$ as in (4.2), the $L^{p'}$-boundedness of the Riesz transform $R_j$ and Hölder’s inequality, we have that $\Pi_j(G, \tilde{G}) \in L^1(\mathcal{G})$ with the estimate

$$\left\|\Pi_j(G, \tilde{G})\right\|_{L^1(\mathcal{G})} \leq C\|\tilde{G}\|_{L^p(\mathcal{G})}\|G\|_{L^{p'}(\mathcal{G})}.$$
Moreover, note that from the definition of \(\Pi_l\) as in (4.2), we have
\[
\int_{\mathcal{G}} \Pi_j(G, \tilde{G})(g) \, dg = 0.
\]
Next, since \(\tilde{G}, G \in L^\infty_c(\mathcal{G})\), from the definition of \(\Pi_j\) as in (4.2) and the \(L^2\)-boundedness of \(R_j\), it is direct to see that \(\Pi_j(G, \tilde{G})\) is in \(L^2(\mathcal{G})\) with compact support. Hence, we immediately have that \(\Pi_j(G, \tilde{G})\) is a multiple of an \(H^1(\mathcal{G})\) atom, i.e, we get that \(\Pi_j(G, \tilde{G})\) is in \(H^1(\mathcal{G})\). Then it suffices to verify that the \(H^1(\mathcal{G})\) norm of \(\Pi_j(G, \tilde{G})\) satisfies (4.4).

To see this, for \(b \in \text{BMO}(\mathcal{G})\), we now consider the inner product
\[
\langle b, \Pi_j(G, \tilde{G}) \rangle := \int_{\mathcal{G}} b(g)\Pi_j(G, \tilde{G})(g) \, dg. 
\tag{4.5}
\]
It is clear that this inner product is well-defined since \(\Pi_j(G, \tilde{G})(g)\) is in \(L^2(\mathcal{G})\) with compact support and \(b \in \text{BMO}(\mathcal{G})\) and hence in \(L^2_{\text{loc}}(\mathcal{G})\).

We now claim that for any fixed \(\tilde{G}, G \in L^\infty_c(\mathcal{G})\),
\[
\langle b, \Pi_j(G, \tilde{G}) \rangle = \langle G, [b, R_j](\tilde{G}) \rangle.
\tag{4.6}
\]
In fact, since \(\tilde{G}, G\) are in \(L^\infty_c(\mathcal{G})\) and \(b\) is in \(L^2_{\text{loc}}(\mathcal{G})\), we have \(\langle b, G R_j(\tilde{G}) \rangle = \langle G, b R_j(\tilde{G}) \rangle\). Moreover, we also have \(\langle b, \tilde{G} R^t_j(G) \rangle = \langle G, R_j(b\tilde{G}) \rangle\). Combining these two equalities and the definition of \(\Pi_j\) as in (4.2), we have
\[
\langle b, \Pi_j(G, \tilde{G}) \rangle = \langle b, G R_j(\tilde{G}) - \tilde{G} R^t_j(G) \rangle = \langle G, b R_j(\tilde{G}) - R_j(b\tilde{G}) \rangle
= \langle G, [b, R_j](\tilde{G}) \rangle,
\]
which implies (4.6).

Now from the equality (4.6) and the upper bound of the commutator as in (4.1), we obtain that
\[
|\langle b, \Pi_j(G, \tilde{G}) \rangle| = |\langle G, [b, R_j](\tilde{G}) \rangle| \leq C\|b\|_{\text{BMO}(\mathcal{G})}\|\tilde{G}\|_{L^p(\mathcal{G})}\|G\|_{L^p(\mathcal{G})}.
\tag{4.7}
\]

We then verify (4.4). To see this, we point out that from the fundamental fact as in [12, Exercise 1.4.12 (b)], we have
\[
\|\Pi_j(G, \tilde{G})\|_{H^1(\mathcal{G})} \approx \sup_{b \colon \|b\|_{\text{BMO}(\mathcal{G})} \leq 1} |\langle b, \Pi_j(G, \tilde{G}) \rangle|,
\]
which, together with (4.7), immediately implies that (4.4) holds. The proof of Proposition 4.4 is complete. \(\square\)
Next, we need the following technical lemma about certain $H^1(G)$ functions.

**Lemma 4.5.** Let $\varepsilon_0$ be the constant as in Lemma 3.3 satisfying $0 < \varepsilon_0 \ll 1$, and let $r > 0$, $0 < \eta \leq \varepsilon_0$. Suppose $F$ is a function defined on $G$ satisfying:
\[
\int_{G} F(\tilde{g}) \, d\tilde{g} = 0, \quad \text{and} \quad |F(\tilde{g})| \leq \chi_{B(g, r\eta)}(\tilde{g}) + \chi_{B(g*, r\eta)}(\tilde{g}), \quad \text{where } \rho(g, g*) = r.
\]
Then we have
\[
\|F\|_{H^1(G)} \lesssim \eta Q^Q \log \frac{1}{\eta}.
\] (4.8)

**Proof.** Let $F$ satisfy $\int_{G} F(\tilde{g}) \, d\tilde{g} = 0$, and $|F(\tilde{g})| \leq \chi_{B(g, r\eta)}(\tilde{g}) + \chi_{B(g*, r\eta)}(\tilde{g})$ with $\rho(g, g*) = r$. Obviously we have $\|F\|_{L^1(G)} \lesssim \eta Q r^Q$. To show (4.8), by Theorem 4.2 we will need to estimate the $L^1(G)$ norm of $F$ and $R_j F$, $j = 1, \ldots, n$.

Set in the sequel, $c_4 = (C + C_2)$, where $C, C_2 \geq 1$ come from (2.4) and (2.5) respectively. Without loss of generality, we may assume that $\varepsilon_0$ small enough such that $4 c_4^2 \varepsilon_0 \leq 1$.

Next, for each Riesz transform $R_j$, we have
\[
\|R_j F\|_{L^1(G)} = \int_{B(g, c_4 r\eta)} |R_j F(\tilde{g})| \, d\tilde{g} + \int_{B(g*, c_4 r\eta)} |R_j F(\tilde{g})| \, d\tilde{g}
\]
\[
+ \int_{G \setminus (B(g, c_4 r\eta) \cup B(g*, c_4 r\eta))} |R_j F(\tilde{g})| \, d\tilde{g}
\]
\[
= I + II + III.
\]

For the terms $I$ and $II$, by using the $L^2(G)$ boundedness of the Riesz transform $R_j$, we get that
\[
I + II \lesssim |B(g, c_4 r\eta)|^{\frac{1}{2}} \|F\|_{L^2(G)} + |B(g*, c_4 r\eta)|^{\frac{1}{2}} \|F\|_{L^2(G)} \lesssim \eta Q r^Q.
\]

For the term $III$, from the cancellation condition of $F$, we get that
\[
III = \int_{G \setminus (B(g, c_4 r\eta) \cup B(g*, c_4 r\eta))} \left[ \int_{G} \left[ K_j(\tilde{g}, \tilde{g}) - K_j(\tilde{g}, g) \right] F(\tilde{g}) \, d\tilde{g} \right] \, d\tilde{g}
\]
\[
\leq \int_{G \setminus (B(g, c_4 r\eta) \cup B(g*, c_4 r\eta))} \int_{B(g, r\eta)} \left| K_j(\tilde{g}, \tilde{g}) - K_j(\tilde{g}, g) \right| \, d\tilde{g} \, d\tilde{g}
\]
\[
+ \int_{G \setminus (B(g, c_4 r\eta) \cup B(g*, c_4 r\eta))} \int_{B(g*, r\eta)} \left| K_j(\tilde{g}, \tilde{g}) - K_j(\tilde{g}, g) \right| \, d\tilde{g} \, d\tilde{g}
\]
\[
=: III_1 + III_2.
\]
For the term \( III_1 \), we further have that
\[
III_1 \leq \int_{B(g, 4C^2r)} \int_{B(\eta r)} \left| K_j(\tilde{g}, \tilde{g}) - K_j(\tilde{g}, g) \right| d\tilde{g} d\tilde{g} \\
+ \int_{B(g, 4C^2r) \setminus B(g, \eta r)} \int_{B(g, \eta r)} \left| K_j(\tilde{g}, \tilde{g}) - K_j(\tilde{g}, g) \right| d\tilde{g} d\tilde{g}
\]
\[=: III_{11} + III_{12},\]
where the constant \( C_2 \geq 1 \) comes from (2.5).

Using (3.1) and (2.5), it is direct that
\[
III_{11} \lesssim \int_{B(g, 4C^2r)} \int_{B(\eta r)} \frac{d(g, \tilde{g})}{d(g, \tilde{g})^{Q+1}} d\tilde{g} d\tilde{g} \lesssim \int_{B(g, 4C^2r)} \frac{(\eta r)^{Q+1}}{\rho(g, \tilde{g})^{Q+1}} d\tilde{g}
\]
\[\lesssim \eta^{Q+1} r^Q,\]
where the last inequality follows from the decomposition of the set \( B(g, 4C^2r) \) into annuli \( \cup_{j \geq 2} B(g, 2^{j+1}C^2r) \setminus B(g, 2^jC^2r) \).

For \( III_{12} \), by (3.1) and (2.5), we have
\[
III_{12} \leq \int_{B(g, 4C^2r) \setminus B(g, \eta r)} \int_{B(g, \eta r)} \left( \left| K_j(\tilde{g}, \tilde{g}) \right| + \left| K_j(\tilde{g}, g) \right| \right) d\tilde{g} d\tilde{g}
\]
\[\lesssim \int_{B(g, 4C^2r) \setminus B(g, \eta r)} \int_{B(g, \eta r)} \left( \frac{1}{\rho(g, \tilde{g})^Q} + \frac{1}{\rho(\tilde{g}, g)^Q} \right) d\tilde{g} d\tilde{g}
\]
\[\lesssim \int_{B(g, 4C^2r) \setminus B(g, \eta r)} \int_{B(g, \eta r)} \frac{1}{\rho(g, \tilde{g})^Q} d\tilde{g} d\tilde{g}
\]
\[\lesssim \eta^Q r^Q \log \frac{1}{\eta}.\]

Symmetrically we can obtain the estimate for \( III_2 \), which is also bounded by \( C \eta^Q r^Q + C \eta^Q r^Q \log \frac{1}{\eta} \). Combining all the estimates above, and by noting that \( 1 \ll \log \frac{1}{\eta} \), we obtain that
\[
\| F \|_{H^1(g)} \leq C \eta^Q r^Q \log \frac{1}{\eta},
\]
which implies that (4.8) holds. \( \square \)
Suppose $1 \leq j \leq n$. Ideally, given an $H^1(\mathcal{G})$-atom $a$ (as in Definition 4.1), we would like to find functions $\tilde{G} \in L^{p'}(\mathcal{G})$, $G \in L^p(\mathcal{G})$ such that $\Pi_j(\tilde{G}, G) = a$ pointwise. While we are not able to do this in general, our construction in the next proposition is close to that aim.

**Proposition 4.6.** Suppose $a(g)$ is an arbitrary $H^1(\mathcal{G})$-atom as in Definition 4.1. Suppose $1 \leq j \leq n$ and $1 < p, p' < \infty$ with $\frac{1}{p} + \frac{1}{p'} = 1$. For every $\varepsilon > 0$, there exist $\tilde{G}, G \in L^\infty_c(\mathcal{G})$ and a positive number $\eta$ depending only on $\varepsilon$ such that

$$\left\| a - \Pi_j(G, \tilde{G}) \right\|_{H^1(\mathcal{G})} < \varepsilon$$

and that $\| \tilde{G} \|_{L^{p'}(\mathcal{G})} \| G \|_{L^p(\mathcal{G})} \leq C \eta^{-Q}$, where $C$ is an absolute positive constant.

**Proof.** Let $a(\tilde{g})$ be an $H^1(\mathcal{G})$-atom, supported in $B(g, \bar{r}) \subset \mathcal{G}$, satisfying that

$$\int_\mathcal{G} a(\tilde{g}) d\tilde{g} = 0 \quad \text{and} \quad \| a \|_{L^\infty(\mathcal{G})} \leq |B(g, \bar{r})|^{-1} = |B(o, \bar{r})|^{-1} = \bar{r}^{-Q}.$$

Note that from Proposition 3.3 there exist constants $0 < \varepsilon_o \ll 1$ and $C > 0$, such that for all $0 < \eta \leq \varepsilon_o$, $1 \leq j \leq n$, $g \in \mathcal{G}$ and $r > 0$, we can find $g_* = g_*(j, r) \in \mathcal{G}$ satisfying $\rho(g, g_*) = r$,

$$\left| \int_{B(g_*, \eta r)} K_j(g_1, g_2) dg_2 \right| \geq C \eta^Q, \quad \forall g_1 \in B(g, \eta r). \quad (4.9)$$

Now we fix $g$, which is the centre of the ball $B(g, \bar{r})$ above. Next, fix $1 \leq j \leq n$ and fix $\varepsilon > 0$. Choose $\eta$ sufficiently small so that $0 < \eta < \varepsilon_o$ and that

$$\eta \log \frac{1}{\eta} < \varepsilon.$$

Then we set $r = \bar{r} \cdot \eta^{-1}$. Now based on the argument above, there exits $g_* \in \mathcal{G}$ satisfying $\rho(g, g_*) = r$ and (1.9).

We now define $\tilde{G}(\tilde{g}) = \chi_{B(g_*, \eta r)}(\tilde{g})$ and $G(\tilde{g}) = \frac{a(\tilde{g})}{R_j(\mathcal{G})(g)}$, $\tilde{g} \in \mathcal{G}$.

From the definitions of the functions $G$ and $\tilde{G}$, we obtain that $\text{Supp} \ G \subseteq \overline{B(g, \eta r)}$ and $\text{Supp} \ \tilde{G} = \overline{B(g_*, \eta r)}$. Moreover, it is direct to see that $\| \tilde{G} \|_{L^{p'}(\mathcal{G})} \approx (\eta r)^q$ and that

$$\| G \|_{L^{p'}(\mathcal{G})} = \frac{1}{|R_j(\mathcal{G})(g)|} |a|_{L^{p'}(\mathcal{G})} \lesssim \eta^{-Q}(\eta r)^{-Q}(\eta r)^q.$$
Hence, we obtain that
\[
\|\tilde{G}\|_{L^p(G)} \|G\|_{L^{p'}(G)} \leq C(\eta r)^{\frac{Q}{p}} \eta^{-Q} (\eta r)^{-Q} \eta^{\frac{Q}{p}} = C\eta^{-Q}.
\]

Next, we have
\[
a(\tilde{g}) - \Pi_j(G, \tilde{G})(\tilde{g}) = a(\tilde{g}) - \left( G(\tilde{g}) R_j(\tilde{G})(\tilde{g}) - \tilde{G}(\tilde{g}) R_j^t(G)(\tilde{g}) \right)
\]
\[
= \left( a(\tilde{g}) - \frac{a(\tilde{g})}{R_j(G)(\tilde{g})} R_j(\tilde{G})(\tilde{g}) \right) + \frac{\tilde{G}(\tilde{g}) R_j^t(a)(\tilde{g})}{R_j(G)(\tilde{g})}
\]
\[
=: W_1(\tilde{g}) + W_2(\tilde{g}).
\]

By definition, it is obvious that $W_1(\tilde{g})$ is supported on $B(g, \eta r)$ and $W_2(\tilde{g})$ is supported on $B(g^*, \eta r)$. We first estimate $W_1$. For $\tilde{g} \in B(g, \eta r)$, it follows from (4.9), (3.1) and (2.5) that
\[
|W_1(\tilde{g})| = |a(\tilde{g})| \frac{|R_j(\tilde{G})(g) - R_j(\tilde{G})(\tilde{g})|}{|R_j(\tilde{G})(\tilde{g})|}
\]
\[
\lesssim \frac{\|a\|_{L^\infty(G)}}{\eta^Q} \int_{B(g, \eta r)} |K_j(g, g_2) - K_j(\tilde{g}, g_2)| \, dg_2
\]
\[
\lesssim \frac{\|a\|_{L^\infty(G)}}{\eta^Q} \int_{B(g, \eta r)} \frac{\rho(g, \tilde{g})}{\rho(g, g_*)^{Q+1}} \, dg_2
\]
\[
\lesssim \frac{(\eta r)^{-Q}}{\eta^Q} (\eta r)^Q \eta^{Q+1}
\]
\[
\lesssim \frac{\eta}{r^{Q+1}}.
\]

Hence we obtain that
\[
|W_1(\tilde{g})| \lesssim \frac{\eta}{r^{Q+1}} \chi_{B(g, r)}(\tilde{g}).
\]
Next we estimate $W_2(\tilde{g})$. From the definition of $G(\tilde{g})$ and $\tilde{G}(\tilde{g})$, we have

\[
|W_2(\tilde{g})| = \frac{\chi_{B(\tilde{g}, \eta r)}(\tilde{g}) |R_j^t(a)(\tilde{g})|}{|R_j(G)(\tilde{g})|}
\]

\[
\lesssim \frac{\|a\|_{L^\infty(G)}}{\eta^Q} \int_{B(\tilde{g}, \eta r)} d(g, g_2) d(g, g_2) d\tilde{g}
\]

\[
\lesssim \frac{(\eta r)^{-Q}}{\eta^Q} (\eta r)^Q \frac{\eta r}{r^{Q+1}}
\]

\[
\lesssim \frac{\eta}{r^Q},
\]

where we use the cancellation property of the atom $a(g_2)$ in the second equality, and the fact that $K^t_j(g_1, g_2) = K^t_j(g_2, g_1)$ and (3.1) in the first inequality, also (2.5) in the second inequality. Hence we have

\[
|W_2(\tilde{g})| \lesssim \frac{\eta}{r^Q} \chi_{B(\tilde{g}, \eta r)}(\tilde{g}).
\]

Combining the estimates of $W_1$ and $W_2$, we obtain that

\[
\left| a(\tilde{g}) - \Pi_j(G, \tilde{G})(\tilde{g}) \right| \lesssim \frac{\eta}{r^Q} \left( \chi_{B(\tilde{g}, \eta r)}(\tilde{g}) + \chi_{B(\tilde{g}, \eta r)}(\tilde{g}) \right). 
\] (4.10)

Next we point out that

\[
\int_G \left[ a(\tilde{g}) - \Pi_j(G, \tilde{G})(\tilde{g}) \right] d\tilde{g} = 0
\] (4.11)

since the atom $a(\tilde{g})$ has cancellation and the second integral equals 0 just by the definitions of $\Pi_j(G, \tilde{G})(\tilde{g})$.

Then the size estimate (4.10) and the cancellation (4.11), together with (4.8) in Lemma 4.5 imply that

\[
\|a - \Pi_j(G, \tilde{G})\|_{H^1(G)} \leq C \eta \log \frac{1}{\eta} < C \varepsilon.
\]

This proves the proposition. \qed

We now prove Theorem 4.3.
Proof of Theorem 4.3. By Proposition 4.4, we have that
\[ \| \Pi_l(G, \tilde{G}) \|_{H^1(G)} \leq C \| G \|_{L^{p'}(\mathcal{G})} \| \tilde{G} \|_{L^p(\mathcal{G})}, \]

it is immediate that we have for any representation of
\[ F = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \lambda_j^{(k)} \Pi_l(G^{(k)}_j, \tilde{G}^{(k)}_j) \]
that
\[ \| F \|_{H^1(G)} \leq C \inf \left\{ \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} |\lambda_j^{(k)}| \| G^{(k)}_j \|_{L^{p'}(\mathcal{G})} \| \tilde{G}^{(k)}_j \|_{L^{p}(\mathcal{G})} : ight. \]
\[ F = \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \lambda_j^{(k)} \Pi_l(G^{(k)}_j, \tilde{G}^{(k)}_j) \} \]

We turn to show that the other inequality hold and that it is possible to obtain such a decomposition for any \( F \in H^1(\mathcal{G}) \). By the atomic decomposition for \( H^1(\mathcal{G}) \), for any \( F \in H^1(\mathcal{G}) \) we can find a sequence \( \{ \lambda_j^{(1)} \} \in \ell^1 \) and sequence of \( H^1(\mathcal{G}) \)-atoms \( a_j^{(1)} \) so that \( F = \sum_{j=1}^{\infty} \lambda_j^{(1)} a_j^{(1)} \) and \( \sum_{j=1}^{\infty} |\lambda_j^{(1)}| \leq C_0 \| F \|_{H^1(\mathcal{G})} \).

We explicitly track the implied absolute constant \( C_0 \) appearing from the atomic decomposition since it will play a role in the convergence of the approach. Fix \( \varepsilon > 0 \) so that \( \varepsilon C_0 < 1 \). Then we also have small positive number \( \eta \ll 1 \) with \( \eta \log \frac{1}{\eta} < \varepsilon \). We apply Proposition 4.6 to each atom \( a_j^{(1)} \).

So there exists \( G_j^{(1)} , \tilde{G}_j^{(1)} \in L^\infty_c(\mathcal{G}) \) with compact supports and satisfying
\[ \| G_j^{(1)} \|_{L^{p'}(\mathcal{G})} \| \tilde{G}_j^{(1)} \|_{L^{p}(\mathcal{G})} \leq C \eta^{-Q} \]
and
\[ \| a_j^{(1)} - \Pi_l(G_j^{(1)}, \tilde{G}_j^{(1)}) \|_{H^1(\mathcal{G})} < \varepsilon, \quad \forall j. \]

Now note that we have
\[ F = \sum_{j=1}^{\infty} \lambda_j^{(1)} a_j^{(1)} = \sum_{j=1}^{\infty} \lambda_j^{(1)} \Pi_l(G_j^{(1)}, \tilde{G}_j^{(1)}) + \sum_{j=1}^{\infty} \lambda_j^{(1)} \left( a_j^{(1)} - \Pi_l(G_j^{(1)}, \tilde{G}_j^{(1)}) \right) := M_1 + E_1. \]
Observe that we have
\[ \|E_1\|_{H^1(\mathcal{G})} \leq \sum_{j=1}^{\infty} |\lambda_j^{(1)}| \|a_j^{(1)} - \Pi_l(G_j^{(1)}, \tilde{G}_j^{(1)})\|_{H^1(\mathcal{G})} \leq \varepsilon \sum_{j=1}^{\infty} |\lambda_j^{(1)}| \]
\[ \leq \varepsilon C_0 \|F\|_{H^1(\mathcal{G})}. \]

We now iterate the construction on the function \(E_1\). Since \(E_1 \in H^1(\mathcal{G})\), we can apply the atomic decomposition in \(H^1(\mathcal{G})\) to find a sequence \(\{\lambda_j^{(2)}\} \in \ell^1\) and a sequence of \(H^1(\mathcal{G})\)-atoms \(\{a_j^{(2)}\}\) so that \(E_1 = \sum_{j=1}^{\infty} \lambda_j^{(2)} a_j^{(2)}\) and
\[ \sum_{j=1}^{\infty} |\lambda_j^{(2)}| \leq C_0 \|E_1\|_{H^1(\mathcal{G})} \leq \varepsilon C_0^2 \|F\|_{H^1(\mathcal{G})}. \]

Again, we will apply Proposition 4.6 to each atom \(a_j^{(2)}\). So there exist \(\tilde{G}_j^{(2)}, G_j^{(2)} \in L^\infty(\mathcal{G})\) with compact supports and satisfying the condition that
\[ \left\|G_j^{(2)}\right\|_L^{(2)} \left\|\tilde{G}_j^{(2)}\right\|_L^{(2)} \leq C \eta^{-Q} \] and
\[ \left\|a_j^{(2)} - \Pi_l(G_j^{(2)}, \tilde{G}_j^{(2)})\right\|_{H^1(\mathcal{G})} < \varepsilon, \quad \forall j. \]

We then have that:
\[ E_1 = \sum_{j=1}^{\infty} \lambda_j^{(2)} a_j^{(2)} = \sum_{j=1}^{\infty} \lambda_j^{(2)} \Pi_l(G_j^{(2)}, \tilde{G}_j^{(2)}) + \sum_{j=1}^{\infty} \lambda_j^{(2)} \left( a_j^{(2)} - \Pi_l(G_j^{(2)}, \tilde{G}_j^{(2)}) \right) \]
\[ := M_2 + E_2. \]

But, as before observe that
\[ \|E_2\|_{H^1(\mathcal{G})} \leq \sum_{j=1}^{\infty} |\lambda_j^{(2)}| \left\|a_j^{(2)} - \Pi_l(G_j^{(2)}, \tilde{G}_j^{(2)})\right\|_{H^1(\mathcal{G})} \leq \varepsilon \sum_{j=1}^{\infty} |\lambda_j^{(2)}| \]
\[ \leq (\varepsilon C_0)^2 \|F\|_{H^1(\mathcal{G})}. \]

And, this implies for \(F\) that we have:
\[ F = \sum_{j=1}^{\infty} \lambda_j^{(1)} a_j^{(1)} = \sum_{j=1}^{\infty} \lambda_j^{(1)} \Pi_l(G_j^{(1)}, \tilde{G}_j^{(1)}) + \sum_{j=1}^{\infty} \lambda_j^{(1)} \left( a_j^{(1)} - \Pi_l(G_j^{(1)}, \tilde{G}_j^{(1)}) \right) \]
\[ = M_1 + E_1 = M_1 + M_2 + E_2 \]
\[ = \sum_{k=1}^{2} \sum_{j=1}^{\infty} \lambda_j^{(k)} \Pi_l(G_j^{(k)}, \tilde{G}_j^{(k)}) + E_2. \]
Repeating this construction for each $1 \leq k \leq K$ produces functions $\tilde{G}_j^{(k)}, G_j^{(k)} \in L_c^\infty(\mathcal{G})$ with compact supports and satisfying the condition that $\|\tilde{G}_j^{(k)}\|_{L^p(\mathcal{G})} \|G_j^{(k)}\|_{L^{p'}(\mathcal{G})} \leq C \eta^{-Q}$ for all $j$, sequences $\{\lambda_j^{(k)}\} \in \ell^1$ with $\|\{\lambda_j^{(k)}\}\|_{\ell^1} \leq \varepsilon^{-1}C_0^k \|F\|_{H^1(\mathcal{G})}$, and a function $E_K \in H^1(\mathcal{G})$ with $\|E_K\|_{H^1(\mathcal{G})} \leq (\varepsilon C_0)^K \|F\|_{H^1(\mathcal{G})}$ so that

$$F = \sum_{k=1}^K \sum_{j=1}^\infty \lambda_j^{(k)} \Pi_l(G_j^{(k)}, \tilde{G}_j^{(k)}) + E_K.$$ 

Passing $K \to \infty$ gives the desired decomposition:

$$F = \sum_{k=1}^\infty \sum_{j=1}^\infty \lambda_j^{(k)} \Pi_l(G_j^{(k)}, \tilde{G}_j^{(k)})$$

in the sense of $H^1(\mathcal{G})$. We also have that:

$$\sum_{k=1}^\infty \sum_{j=1}^\infty |\lambda_j^{(k)}| \leq \sum_{k=1}^\infty \varepsilon^{-1}(\varepsilon C_0)^k \|F\|_{H^1(\mathcal{G})} = \frac{C_0}{1 - \varepsilon C_0} \|F\|_{H^1(\mathcal{G})}.$$ 

The proof of Theorem 4.3 is complete.

We now turn to the proof of Theorem 1.2.

**Proof of Theorem 1.2.** The upper bound in this theorem is pointed out in (4.1). It suffices to consider only the lower bound.

Suppose now $b \in \text{BMO}(\mathcal{G})$ such that $[b, R_i]$ is bounded on $L^p(\mathcal{G})$ for some $1 < p < \infty$. We now show that

$$\|b\|_{\text{BMO}(\mathcal{G})} \leq C \|[b, R_i] : L^p(\mathcal{G}) \to L^p(\mathcal{G})\|.$$ 

From Theorem 4.3, we already know that for every $f$ in $H^1(\mathcal{G})$, we have a constructive weak factorisation for $f$, i.e., for $f \in H^1(\mathcal{G})$, there exists a weak factorisation of $f$ such that

$$f = \sum_{k=1}^\infty \sum_{j=1}^\infty \lambda_j^{(k)} \Pi_l(G_j^{(k)}, \tilde{G}_j^{(k)})$$

(4.12)
in the sense of \( H^1(G) \), where the sequences \( \{\lambda_s^{(k)}\} \in \ell^1 \) and functions \( G_s^{(k)}, \tilde{G}_s^{(k)} \in L^\infty_c(G) \), and that

\[
\sum_{k=1}^{\infty} \sum_{s=1}^{\infty} |\lambda_s^{(k)}| \left\| \tilde{G}_s^{(k)} \right\|_{L^p(G)} \left\| G_s^{(k)} \right\|_{L^{p'}(G)} \leq C \left\| f \right\|_{H^1(G)}.
\]

As a consequence, we obtain that

\[
\langle b, f \rangle = \left\langle b, \sum_{k=1}^{\infty} \sum_{s=1}^{\infty} \lambda_s^{(k)} \Pi_l(G_s^{(k)}, \tilde{G}_s^{(k)}) \right\rangle
\]

\[
= \sum_{k=1}^{\infty} \sum_{s=1}^{\infty} \lambda_s^{(k)} \left\langle b, \Pi_l(G_s^{(k)}, \tilde{G}_s^{(k)}) \right\rangle
\]

\[
= \sum_{k=1}^{\infty} \sum_{s=1}^{\infty} \lambda_s^{(k)} \left\langle G_s^{(k)}, [b, R_l]\tilde{G}_s^{(k)} \right\rangle,
\]

which the last equality follows from (4.6). This yields that

\[
|\langle b, f \rangle| \leq \sum_{k=1}^{\infty} \sum_{s=1}^{\infty} |\lambda_s^{(k)}| \left| \langle G_s^{(k)}, [b, R_l]\tilde{G}_s^{(k)} \rangle \right|,
\]

which is further controlled by

\[
\sum_{k=1}^{\infty} \sum_{s=1}^{\infty} |\lambda_s^{(k)}| \left\| [b, R_l]\tilde{G}_s^{(k)} \right\|_{L^p(G)} \left\| G_s^{(k)} \right\|_{L^{p'}(G)}
\]

\[
\leq \left\| [b, R_l] : L^p(G) \to L^p(G) \right\| \sum_{k=1}^{\infty} \sum_{s=1}^{\infty} |\lambda_s^{(k)}| \left\| \tilde{G}_s^{(k)} \right\|_{L^p(G)} \left\| G_s^{(k)} \right\|_{L^{p'}(G)}
\]

\[
\leq C \left\| [b, R_l] : L^p(G) \to L^p(G) \right\| \left\| f \right\|_{H^1(G)}.
\]

By the duality between BMO(G) and \( H^1(G) \), we have that:

\[
\left\| b \right\|_{\text{BMO}(G)} \approx \sup_{f \in H^1(G): \left\| f \right\|_{H^1(G)} \leq 1} \left| \int_G b(g) f(g) \, dg \right|
\]

\[
\leq C \left\| [b, R_l] : L^p(G) \to L^p(G) \right\|.
\]

The proof of Theorem 1.2 is complete. \( \square \)
5. Application: div-curl Lemma and Proof of Theorem 1.3

In this section, we introduce a version of the curl operator and establish the div-curl lemma on stratified nilpotent Lie groups $G$ with respect to Hardy space $H^1(G)$, based on the boundedness of the commutator in Theorem 1.2.

To ease the burden of notation on stratified nilpotent Lie groups $G$, we first introduce the curl operator on $H^n$ and then establish the div-curl lemma on Heisenberg group $H^n$ (see Theorem 5.4 below). We note that in [11] they also studied the div-curl Lemma on the three dimensional Heisenberg group $H$ with respect to the Sobolev space, while the form of their definition of curl operator is closely related to the dimension. At the end of this section, we provide a suitable definition of the curl operator on stratified nilpotent Lie groups, and point out that the div-curl lemma follows by repeating the proof of that on Heisenberg groups.

5.1. Curl operator on Heisenberg groups

We now introduce the curl operator on the Heisenberg group $H^n$. One of the key features of the curl operator on $\mathbb{R}^n$ is that any curl free vector field is a conservative vector field. Hence, we introduce the curl operator on $H^n$, aiming to preserve this property, which plays an important role in establishing the div-curl lemma.

Note that the vector fields $X_1, \ldots, X_{2n}$ define a vector bundle over $H^n$ (the horizontal vector bundle $H\mathbb{H}^n$) that can be canonically identified with a vector subbundle of the tangent vector bundle of $\mathbb{R}^{2n+1}$. Since each fiber of $H\mathbb{H}^n$ can be canonically identified with a vector subspace of $\mathbb{R}^{2n+1}$, each section $\phi$ of $H\mathbb{H}^n$ (called briefly horizontal section) can be identified with a map $\phi : H^n \to \mathbb{R}^{2n}$. At each point $p \in H^n$ the horizontal fiber is indicated as $H\mathbb{H}^n_p$ and each fiber can be endowed with the scalar product $\langle \cdot, \cdot \rangle_p$ and the norm $|\cdot|_p$ that make the vector fields $X_1, \ldots, X_{2n}$ orthonormal. Hence we shall also identify a section of $H\mathbb{H}^n$ with its canonical coordinates with respect to this moving frame. In this way, a section $\phi$ will be identified with a function $\phi = (\phi_1, \ldots, \phi_{2n}) : H^n \to \mathbb{R}^{2n}$. We stress that a horizontal section $\phi = (\phi_1, \ldots, \phi_{2n})$, which can be thought as a multidimensional object, can always be canonically identified with the $\mathbb{R}^{2n}$-valued function $\phi_1X_1 + \cdots + \phi_{2n}X_{2n}$.

We denote by $C^\infty(H\mathbb{H}^n)$ the vector space of smooth sections of $H\mathbb{H}^n$, and by $\mathcal{D}(H\mathbb{H}^n)$ the subset of compactly supported functions in $C^\infty(H\mathbb{H}^n)$. Using canonical coordinates, clearly $C^\infty(H\mathbb{H}^n)$ and $\mathcal{D}(H\mathbb{H}^n)$ can be identified
respectively with $C^\infty(\mathbb{H}^n)^{2n}$ and $\mathcal{D}(\mathbb{H}^n)^{2n}$. Analogously the space of horizontal distributions $\mathcal{D}'(\mathbb{H}^n)$ can be identified with $\mathcal{D}'(\mathbb{H}^n)^{2n}$. We denote by $L^2(\mathbb{H}^n)$ the space of all measurable sections $\phi = (\phi_1, \ldots, \phi_{2n})$ of $\mathbb{H}^n$ such that $\phi \in L^2(\mathbb{H}^n)^{2n}$. We also denote by $W^{1,2}(\mathbb{H}^n)$ the set of real-valued functions $f \in L^2(\mathbb{H}^n)$ such that $X_1f, \ldots, X_{2n}f$ belong to $L^2(\mathbb{H}^n)$, endowed with its natural norm.

Let us recall the horizontal gradient and the horizontal divergence on Heisenberg groups (and similar for general stratified Lie groups)

**Definition 5.1.** For $f \in \mathcal{D}'(\mathbb{H}^n)$, the horizontal gradient $\nabla_{\mathbb{H}^n}$ is defined as

$$\nabla_{\mathbb{H}^n} f := (X_1f, \ldots, X_{2n}f)$$

and for $\phi = (\phi_1, \ldots, \phi_{2n}) \in \mathcal{D}'(\mathbb{H}^n)$, the horizontal divergence is defined as

$$\text{div}_{\mathbb{H}^n} \phi = \sum_{j=1}^{2n} X_j \phi_j.$$

We recall that the standard curl operator on $\mathbb{R}^{2n+1}$ has the form as follows (see for example [5, Page 507]): let $V = (V_1, \ldots, V_{2n+1}) \in (\mathcal{D}'(\mathbb{R}^{2n+1}))^{2n+1}$, then $\text{curl}_{\mathbb{R}^{2n+1}} V$ is a matrix of distributions whose entries are given by

$$\langle (\text{curl}_{\mathbb{R}^{2n+1}} V)_{i,j}, \phi \rangle = \left\langle V_j, \frac{\partial \phi}{\partial x_i} \right\rangle - \left\langle V_i, \frac{\partial \phi}{\partial x_j} \right\rangle$$

for $\phi \in \mathcal{D}(\mathbb{R}^{2n+1})$ and $i, j = 1, \ldots, 2n+1$, where $\mathcal{D}(\mathbb{R}^{2n+1})$ is the space of all smooth functions with compact supports and with the usual topology.

Recall that we have the vector fields $X_j$ and $X_{n+j} (= Y_j)$ $(j = 1, 2, \ldots, n)$ as in (2.6). Then from the definition of these $X_j$’s we have

$$\begin{bmatrix} X_1 \\ \vdots \\ X_n \\ X_{n+1} \\ \vdots \\ X_{2n} \\ T \end{bmatrix} = \begin{bmatrix} I_{2n}, J \\ \tilde{O}, 1 \end{bmatrix} \begin{bmatrix} \frac{\partial}{\partial x_1} \\ \vdots \\ \frac{\partial}{\partial x_n} \\ \frac{\partial}{\partial y_1} \\ \vdots \\ \frac{\partial}{\partial y_n} \\ \frac{\partial}{\partial t} \end{bmatrix},$$

(5.2)
where $I_{2n}$ is the identity matrix of order $2n$, $\vec{O}$ is the vector 

$$\vec{O} = [0, \ldots, 0]$$

with $2n$ elements, and $\vec{J}$ is the vector 

$$\vec{J} = [2y_1, \ldots, 2y_n, -2x_1, \ldots, -2x_n]^T,$$

here $\vec{v}^T$ means the transpose of the vector $\vec{v}$.

We now denote 

$$A = \begin{bmatrix} I_{2n}, & \vec{J} \\ \vec{O}, & 1 \end{bmatrix}. \tag{5.3}$$

Then it is direct to see that $A$ is invertible whose elements are numbers or polynomials. Then from (5.2) we have 

$$\begin{bmatrix} \frac{\partial}{\partial x_1} \\
\vdots \\
\frac{\partial}{\partial x_n} \\
\frac{\partial}{\partial y_1} \\
\vdots \\
\frac{\partial}{\partial y_n} \\
\frac{\partial}{\partial t} \end{bmatrix} = A^{-1} \begin{bmatrix} X_1 \\
\vdots \\
X_n \\
X_{n+1} \\
\vdots \\
X_{2n} \\
T \end{bmatrix}, \tag{5.4}$$

We note that from the definition of $X_j$ and $T$, we have 

$$\frac{\partial}{\partial t} = T = \frac{1}{4}[X_{n+i}, X_i] = \frac{1}{4}(X_{n+i}X_i - X_iX_{n+i})$$

for $i = 1, \ldots, n$. The curl operator can be defined as follows.

**Definition 5.2.** For every $V = \sum_{j=1}^{2n} V_j X_j \in \mathcal{D}'(\mathbb{H}^n)$, and for a fixed $i = 1, \ldots, n$, let 

$$\mathcal{V} = A^{-1} \begin{bmatrix} V_1 \\
\vdots \\
V_{2n} \\
\frac{1}{4}(X_{n+i}V_i - X_iV_{n+i}) \end{bmatrix}. \tag{5.5}$$
Then we define
\[ \text{curl}_{\mathbb{H}^n} V := \text{curl}_{\mathbb{R}^{2n+1}} V, \tag{5.6} \]
where \( \text{curl}_{\mathbb{R}^{2n+1}} V \) is the standard curl operator on \( \mathbb{R}^{2n+1} \).

We remark that in Definition 5.2, the curl operator is not unique. At least for each \( i = 1, \ldots, n \), we have a corresponding curl operator. We also remark that from Definition 5.2 and (5.2), we have
\[ \text{curl}_{\mathbb{H}^n} \circ \nabla_{\mathbb{H}^n} = \text{curl}_{\mathbb{R}^{2n+1}} \circ \nabla_{\mathbb{R}^{2n+1}} = 0. \]

The aim that we introduce the curl operator as above is to show that any curl free vector field is a conservative vector field, which is a well-known result on \( \mathbb{R}^n \). To be more specific, we have the following result.

**Proposition 5.3.** For every \( V = (V_1, \ldots, V_{2n}) \in L^2(\mathbb{H}^n) \) satisfying \( \text{curl}_{\mathbb{H}^n} V = 0 \), there exists \( \phi \in \mathcal{D}'(\mathbb{H}^n) \) such that \( V = \nabla_{\mathbb{H}^n} \phi \). Moreover, we can take
\[ \phi = - \left( - \sum_{i=1}^{2n} X_i^2 \right)^{-\frac{1}{2}} \left\{ \sum_{i=1}^{2n} \left[ \left( - \sum_{i=1}^{2n} X_i^2 \right)^{-\frac{1}{2}} X_i \right] V_i \right\} \in L^{\frac{2n+2}{n}}(\mathbb{H}^n). \tag{5.7} \]

**Proof.** For every \( V \in \mathcal{D}'(\mathbb{H}^n) \) satisfying \( \text{curl}_{\mathbb{H}^n} V = 0 \), from Definition 5.2, we obtain that
\[ \text{curl}_{\mathbb{R}^{2n+1}} V = 0, \]
where \( V \) is the vector field in \( \mathcal{D}'(\mathbb{H}^n, \mathbb{R}^{2n+1}) \) associated to \( V \).

Hence, we obtain that there exists a distribution \( \phi \in \mathcal{D}'(\mathbb{R}^{2n+1}) = \mathcal{D}'(\mathbb{H}^n) \) such that \( V = \nabla_{\mathbb{R}^{2n+1}} \phi \). Then, by using the Definition 5.2 again we get that
\[
\begin{bmatrix}
V_1 \\
\vdots \\
\vdots \\
V_{2n} \\
\frac{1}{2}(X_{n+i}V_i - X_iV_{n+i})
\end{bmatrix} = AV = A \nabla \phi, \tag{5.8}
\]
which gives
\[ V_j = \frac{\partial \phi}{\partial x_j} + 2y_j \frac{\partial \phi}{\partial x_{2n+1}} \]
and
\[ V_{n+j} = \frac{\partial \phi}{\partial x_{n+j}} - 2x_j \frac{\partial \phi}{\partial x_{2n+1}} \]
for \( j = 1, \ldots, n \). By identifying \( \frac{\partial \phi}{\partial x_{2n+1}} \) as \( \frac{\partial \phi}{\partial t} \) we obtain that \( V_j = X_j \phi \) for \( j = 1, \ldots, 2n \), which implies that \( V = \nabla_{H^n} \phi \). Now, from the \( L^2 \)-boundedness of Riesz transforms and the Hardy-Littlewood-Sobolev inequality, we deduce (5.7).

### 5.2. Div-curl lemma on Heisenberg groups

**Theorem 5.4.** Suppose that \( E = (E_1, \ldots, E_{2n}), B = (B_1, \ldots, B_{2n}) \in L^2(H^n, \mathbb{R}^{2n}) \) are vector fields on \( H^n \) taking values in \( \mathbb{R}^{2n} \) and satisfy
\[
\text{div}_{H^n} E = 0, \quad \text{curl}_{H^n} B = 0.
\]
Then we have \( E \cdot B \in H^1(H^n) \) with
\[
\| E \cdot B \|_{H^1(H^n)} \lesssim \| E \|_{L^2(H^n, \mathbb{R}^{2n})} \| B \|_{L^2(H^n, \mathbb{R}^{2n})}.
\]

**Proof.** Since \( E, B \in L^2(H^n, \mathbb{R}^{2n}) \) are vector fields on \( H^n \) taking values in \( \mathbb{R}^{2n} \), it is direct that \( E \cdot B \in L^1(H^n) \) with
\[
\| E \cdot B \|_{L^1(H^n)} \leq \| E \|_{L^2(H^n, \mathbb{R}^{2n})} \| B \|_{L^2(H^n, \mathbb{R}^{2n})}.
\]

Now since \( \text{curl}_{H^n} B = 0 \), from Proposition 5.3 above, there exists
\[
\psi = -\sum_{i=1}^{2n} (-\Delta)^{-\frac{1}{2}} X_i B_i \in L^2(H^n)
\]
such that \( B = \nabla_{H^n} (-\Delta)^{-1/2} \psi = (R_1 \psi, \ldots, R_{2n} \psi) \). Moreover, using the \( L^2 \)-isometry property of Riesz transform, we have \( \| B \|_{L^2(H^n, \mathbb{R}^{2n})} = \| \psi \|_{L^2(H^n)} \).

Next, we claim that for \( E \in L^2(H^n, \mathbb{R}^{2n}) \) with \( \text{div}_{H^n} E(g) = 0 \), we have that
\[
\sum_{j=1}^{2n} R_j^t(E_j)(g) = 0. \tag{5.9}
\]
To see this, we recall that
\[
\text{div}_{H^n} E = \sum_{j=1}^{2n} X_j E_j
\]
and that
\[ R^t_j = -(-\Delta)^{-1/2} X_j. \]

Thus, we have
\[
\sum_{j=1}^{2n} R^t_j(E_j) = -(-\Delta)^{-1/2} \sum_{j=1}^{2n} X_j E_j = -(-\Delta)^{-1/2} 2n \sum_{j=1}^{2n} X_j E_j = 0,
\]
which implies (5.9) and the claim holds.

Thus, from (5.9), we obtain that
\[
E(g) \cdot B(g) = \sum_{j=1}^{2n} E_j(g) B_j(g) = \sum_{j=1}^{2n} E_j(g) R_j(\psi)(g)
\]
\[
= \sum_{j=1}^{2n} \left( E_j(g) R_j(\psi)(g) - \psi(g) R^t_j(E_j)(g) \right). \tag{5.10}
\]

Based on the last equality (5.10) above, it is direct that
\[
\int_{\mathbb{H}^n} E(g) \cdot B(g) \, dg = 0.
\]

Now test the equality (5.10) over all functions in BMO(\(\mathbb{H}^n\)), we see that for every \(b \in \text{BMO}(\mathbb{H}^n)\),
\[
\int_{\mathbb{H}^n} E(g) \cdot B(g) \, b(g) \, dg
\]
\[
= \sum_{j=1}^{2n} \int_{\mathbb{H}^n} \left( E_j(g) R_j(\psi)(g) - \psi(g) R^t_j(E_j)(g) \right) b(g) \, dg
\]
\[
= \sum_{j=1}^{2n} \int_{\mathbb{H}^n} [b, R_j](\psi)(g) E_j(g) \, dg.
\]

Since \(b \in \text{BMO}(\mathbb{H}^n)\), from Theorem 1.2 we have that
\[
\|[b, R_j]||_{L^2(\mathbb{H}^n) \to L^2(\mathbb{H}^n)} \approx \|b\|_{\text{BMO}(\mathbb{H}^n)},
\]
which implies that
\[
\left| \int_{\mathbb{H}^n} E(g) \cdot B(g) \, b(g) \, dg \right| \lesssim \sum_{j=1}^{2n} \|[b]_{\text{BMO}(\mathbb{H}^n)}\| E_j \|_{L^2(\mathbb{H}^n)} \|\psi\|_{L^2(\mathbb{H}^n)}
\]
\[
\lesssim \|[b]_{\text{BMO}(\mathbb{H}^n)}\| E \|_{L^2(\mathbb{H}^n, \mathbb{R}^{2n})} \|B\|_{L^2(\mathbb{H}^n, \mathbb{R}^{2n})}.
\]
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This yields that
\[ \| E \cdot B \|_{H^1(H^n)} \lesssim \| E \|_{L^2(H^n, \mathbb{R}^{2n})} \| B \|_{L^2(H^n, \mathbb{R}^{2n})}. \]

The proof of Theorem 5.4 is complete. \( \square \)

5.3. Div-curl lemma on Lie groups \( \mathcal{G} \) and proof of Theorem 1.3

From the proof of Theorem 5.4 in Section 5.2 above, it is clear that it relies on Theorem 1.2 and the key points that we used in the proof are Proposition 5.3 and the fact (5.9). We note that Proposition 5.3 holds since we provide a suitable version of curl operator on the Heisenberg groups \( H^n \). We also point out that the fact (5.9) is also true on more general settings, such as homogeneous groups. Thus, to establish a similar result on stratified nilpotent Lie groups, i.e., Theorem 1.3, it suffices to introduce an appropriate curl operator following the same way as in Section 5.1, such that a similar version of Proposition 5.3 holds on stratified nilpotent Lie groups.

We now give the curl operator on stratified nilpotent Lie group \( \mathcal{G} \), by using some elementary notations and properties which can be found in [1]. We write \( \mathcal{G} = \mathbb{R}^n \times \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_{k-1}} \). Now set
\[ Z_i(o) = \frac{\partial}{\partial x_i}, \quad i = 1, \ldots, n \]
and
\[ T_{i,j}(o) = \frac{\partial}{\partial t_{i,j}}, \quad i = 1, \ldots, k - 1, \quad j = 1, \ldots, n_i. \]

Then we have
\[
\begin{bmatrix}
X_1 \\
\vdots \\
X_n
\end{bmatrix} = A
\begin{bmatrix}
Z_1 \\
\vdots \\
Z_n
\end{bmatrix}, \tag{5.11}
\]
where $A$ is a $n \times n$ invertible matrix. Next, we further have

$$
\begin{bmatrix}
Z_1 \\
\vdots \\
Z_n
\end{bmatrix} = \left( I_n, B \right)
\begin{bmatrix}
\frac{\partial}{\partial x_1} \\
\vdots \\
\frac{\partial}{\partial x_n} \\
\frac{\partial}{\partial t_1} \\
\vdots \\
\frac{\partial}{\partial t_{k-1}} \\
\frac{\partial}{\partial t_{k-1,n_k-1}}
\end{bmatrix},
$$

(5.12)

where $B$ is an $n \times \left( \sum_{i=1}^{k-1} n_i \right)$ matrix whose elements are polynomials. Now combining (5.11) and (5.12), we obtain that

$$
\begin{bmatrix}
X_1 \\
\vdots \\
X_n
\end{bmatrix} = \left( A, AB \right)
\begin{bmatrix}
\frac{\partial}{\partial x_1} \\
\vdots \\
\frac{\partial}{\partial x_n} \\
\frac{\partial}{\partial t_{k-1}} \\
\vdots \\
\frac{\partial}{\partial t_{k-1,n_k-1}}
\end{bmatrix},
$$

(5.13)

Moreover, note that we have

$$
\begin{bmatrix}
T_{1,1} \\
\vdots \\
T_{1,n_1} \\
\vdots \\
T_{k-1,1} \\
\vdots \\
T_{k-1,n_{k-1}}
\end{bmatrix} = \left( O, \Gamma \right)
\begin{bmatrix}
\frac{\partial}{\partial x_1} \\
\vdots \\
\frac{\partial}{\partial x_n} \\
\frac{\partial}{\partial t_{k-1}} \\
\vdots \\
\frac{\partial}{\partial t_{k-1,n_k-1}}
\end{bmatrix},
$$

(5.14)

where $O$ is a $\left( \sum_{i=1}^{k-1} n_i \right) \times n$ zero matrix and $\Gamma$ is an upper triangular matrix whose elements in the upper triangular region except the diagonal are
polynomials. Now combining (5.13) and (5.14), we obtain that

\[
\begin{bmatrix}
X_1 \\
X_n \\
T_{1,1} \\
T_{1,n_1} \\
. \\
. \\
. \\
T_{k-1,1} \\
T_{k-1,n_{k-1}}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial}{\partial x_1} \\
. \\
. \\
. \\
\frac{\partial}{\partial t_{k-1,n_{k-1}}}
\end{bmatrix} \begin{bmatrix}
A & AB \\
O & \Gamma
\end{bmatrix} \begin{bmatrix}
\frac{\partial}{\partial x_1} \\
. \\
. \\
. \\
\frac{\partial}{\partial t_{k-1,n_{k-1}}}
\end{bmatrix} .
\]

(5.15)

We now point out that

\[
\begin{bmatrix}
A & AB \\
O & \Gamma
\end{bmatrix}^{-1} = \begin{bmatrix}
A^{-1} & -B\Gamma^{-1} \\
O & \Gamma^{-1}
\end{bmatrix},
\]

(5.16)

whose elements are numbers or polynomials. As a consequence, we can obtain the following representation from (5.15) and (5.16):

\[
\begin{bmatrix}
\frac{\partial}{\partial x_1} \\
. \\
. \\
. \\
\frac{\partial}{\partial t_{k-1,n_{k-1}}}
\end{bmatrix} = \begin{bmatrix}
A^{-1} & -B\Gamma^{-1} \\
O & \Gamma^{-1}
\end{bmatrix} \begin{bmatrix}
X_1 \\
X_n \\
T_{1,1} \\
T_{1,n_1} \\
. \\
. \\
. \\
T_{k-1,1} \\
T_{k-1,n_{k-1}}
\end{bmatrix} .
\]

(5.17)

We also point out that \(T_{i,j}\) can be generated by the Lie bracket of \(\{X_1, \ldots, X_n\}\), \(i = 1, \ldots, k-1\) and \(j = 1, \ldots, n_i\). So we fix a representation of \(T_{i,j}\) from \(\{X_1, \ldots, X_n\}\) (which may not be unique). Without loss of generality, we can take

\[
T_{i,j} = \sum a_{i_1, \ldots, i_t} X_{i_1} \cdots X_{i_t}.
\]
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For any vector field $B = (B_1, \ldots, B_n)$ on $\mathcal{G}$, we now set

$$B_{i,j} = \sum a_{(l_1, \ldots, l_i)} X_{l_1} \cdots X_{l_{i-1}} B_{l_i}$$

for $i = 1, \ldots, k - 1$ and $j = 1, \ldots n_i$. Then we can define a new vector $\mathcal{B}$ on $\mathbb{R}^{n+n_1+\cdots+n_{k-1}}$ as

$$\mathcal{B} = \begin{bmatrix} B_1 \\ \vdots \\ B_n \\ B_{1,1} \\ \vdots \\ B_{1,n_1} \\ \vdots \\ B_{k-1,1} \\ \vdots \\ B_{k-1,n_{k-1}} \end{bmatrix}$$

(5.18)

**Definition 5.5.** Let all the notation be the same as above. For any vector field $B = (B_1, \ldots, B_n)$ on $\mathcal{G}$, we define

$$\text{curl}_G B := \text{curl}_{\mathbb{R}^{n+n_1+\cdots+n_{k-1}}} \mathcal{B},$$

(5.19)

where $\text{curl}_{\mathbb{R}^{n+n_1+\cdots+n_{k-1}}} \mathcal{B}$ is the standard curl operator on $\mathbb{R}^{n+n_1+\cdots+n_{k-1}}$ as pointed out in (5.1).

Then, following the proof of Theorem 5.4, we can obtain Theorem 1.3. We omit the details here.
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