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Abstract—Understanding and extracting the patterns of microscopy images has been a major challenge in the biomedical field. Although trained scientists can locate the proteins of interest within a human cell, this procedure is not efficient and accurate enough to process a large amount of data and it often leads to bias. To resolve this problem, we attempted to create an automatic image classifier using Machine Learning to locate human proteins with higher speed and accuracy than human beings. We implemented a Convolution Neural Network with Residue and Squeeze-Excitation layers classifier to locate given proteins of any type in a subcellular structure. After training the model using a series of techniques, it can locate thousands of proteins in 27 different cell types into 28 subcellular locations, way significant than historical approaches. The model can classify 4,500 images per minute with an accuracy of 63.07%, surpassing human performance in accuracy (by 35%) and speed. Because our system can be implemented on different cell types, it opens a new vision of understanding in the biomedical field. From the locational information of the human proteins, doctors can easily detect cell’s abnormal behaviors including viral infection, pathogen invasion, and malignant tumor development. Given the amount of data generalized by experiments are greater than that human can analyze, the model cut down the human resources and time needed to analyze data. Moreover, this locational information can be used in different scenarios like subcellular engineering, medical care, and etiology inspection.

I. INTRODUCTION

So far, the research in protein classification is limited to finding a distinct pattern in a single or a few cell types. Besides, the current method of localizing proteins by hand is time-consuming and may lead to subjective bias. These limitations prohibit the further understanding of the protein distribution within different types of cell. Since the current research on human protein is inefficient and there are a large amount of data remain unanalyzed, a method to speed up the research progress is required. Our objective is to train and improve a Convolution Neuron Network using subcellular images and compare its result in speed and accuracy with our performance after training. We hypothesize that the modern Machine Learning approach can correctly classify the proteins into different subcellular locations with accuracy greater than an ordinary trained human performance and speed of less than 1 sec/image. The subcellular images are generally hard to interpret even for trained citizen scientists. Letting a machine to do the work is even more challenging. During the experiment, we would spend most of the time iterating the generations of the model to get the optimal accuracy. The result is expected to surpass human behavior just by 10%.

II. RELATED WORK

A. An Approach for HeLa Single Cell

In 2007, Chebria’s team used Machine Learning to recognize and classify the major subcellular locations using 2D HeLa single-cell images dataset. They extracted multiresolution (MR) features and trained a basic two-layer Neuron Network on the dataset. Their accuracy on the dataset with a set of multi-resolution features was 95.3% (Chebira et al., 2007). However, the model they trained on the 2D HeLa single-cell images dataset does not generalize to other cell types with more than one cell in an image.

B. An Approach for Human Reproductive Tissue

In 2012, Fan Yang, Ying-Ying Xu, and Hong-Bin Shen published another gradient based classifier to classify 7 major subcellular classes using the Human Protein Atlas (HPA) database. They selected important feature subsets such as wavelet Haralick features and local binary patterns and ensembled the models. After all, the model achieved 84% accuracy on the test set and 98% accuracy on the most confident classifications (Yang, Xu, & Shen, 2012). This research successfully classified and located different human proteins in reproductive tissues. But more researches are required for obtaining meaningful information from the location of the protein in other tissues.

C. An Approach for Yeast Proteins

In 2017, experimenters in the University of Tartu also used an 11-layer neural network to classify the subcellular locations of yeast proteins. They classified two channel images (denoting protein of interest and subcellular location) into 12 subcellular zones using basic Convolution Neuron Network (CNN) architecture as the feature extractor. The model achieved 91% per cell classification accuracy, and 99% per protein accuracy (T & L, 2017). Although this approach established a baseline locating the yeast proteins, the structure of yeast cells is relatively simple compared to human cells of different types, making it unsuitable to generalize the distributional patterns of human proteins.

D. Our Approach

Inspired by the articles, our objective is to go a step further to generalize the solution to more proteins in more tissues with more subcellular categories without the limitation to
specific tissues, cells or proteins. The method we present would localize proteins in 27 different human cell types with 28 different subcellular locations, far greater than the historical approaches above. Subcellular protein distribution may reflect the current status of a cell, making the classification of cells with abnormal cell growth easier. For example, exportin-1 (XPO1), or chromosomal region maintenance 1 (CRM1), transport other proteins between the cytoplasmic area and the nucleus to maintain the normal functions of a cell (Parikh, Cang, Sekhri, & Liu, 2014). When there is an imbalance of proteins distribution inside the nucleus, the chance of viral replication, inflammatory development, and malignant tumor transformation would also increase (Cast Pharma, 2015). This means that by correctly localize proteins in human cells, researches can make use of a large number of unanalyzed microscopy images to identify various types of infection within a cell.

III. TRAINING AND INFERENCE

A. Data Analysis and Pre-Processing

A Sample of HPA Dataset in Training Set

Fig. 1. These are two samples of the unprocessed microscopic image from the dataset. The dataset consists of 31072 training images and 11702 testing images with four channel, denoting the cellular location (red, blue, and yellow) and proteins of interest (green).

In this experiment, we used the Human Protein Atlas (HPA) Image Classification data on Kaggle and an additional HPA v18.1 dataset for testing. HPA dataset has 1000:1 data unbalance which may result in the gradient explosion problem when using unweighted loss functions. We split the data into 10 folds cross-validation by stratifying using the label (The Human Protein Atlas, n.d.).

We augmented the training set randomly based on our augmentation algorithm as showed above in B.

B. Network Architecture

Our network consists of ideas from Aggregated Residual Block from ResNext (Kaiming, Zhuowen, Piotr, Ross, & Saining, 2016). We also added Squeeze and Excitation Block from SENet (Hu, Shen, Albanie, Sun, & Wu, 2017).

C. Training Process

We trained the network on 16 GPU with 48 GB memory and a Nvidia Tesla P100 CPU for more than 24 hours using PyTorch. To get a faster startup, we used pre-trained SE-ResNext on ImageNet (Russakovsky et al., 2009). During the training process, we recorded several different losses. For the first stage of the training (10 epochs), we used Binary Entropy Loss (BCE) to warm up the gradient. (If we use the focal loss from the beginning, the precision would reach 99% while the recall would remain low.) After the first 10 epochs, we switch to the combination of soft F1 Loss and negatively weighted BCE. We used a batch size of 64 with an initial learning rate of 0.1 on Adadelta optimizer. Instead of decreasing learning rate each epoch, it is more reasonable to decrease it on each step consider the size of the dataset. Based on the training F1 loss, We decrease the learning rate on the plateau by a factor of 0.5 with initial learning rate set up to 0.1. We used the rest of the evaluation data for epoch evaluation. We implemented 4 times test time augmentation (TTA) so that the result would be more stable and precise. We stopped training after seeing a horizontal fluctuation of...
Fig. 4. This image demonstrates the SE-ResNext architecture we use for the experiment. The Aggregated Residual Block allowed the gradient to flow from high to low layers and it was inspired by Inception blocks. The SE Block adds channel-wise inter-dependency and selects more important features by multiplication. It is crucial in protein localization problems because it allows more communications between the green channel and other channels (Kaiming, Zhuowen, Piotr, Ross, & Saining, 2016).

Loss and Score Values During Training Process

Fig. 5. The image above shows 9 different losses and scores we keep tracking during the training process. However, most of them are not used by back-propagation. The sum of the loss we used in back-propagation is the Total Loss. Others are used to track the performance of the model in each step. Notice around step=4k, we switch the loss from BCE to combination of Weighted BCE and F1 Loss. At step=10k, we scaled up the Weighted BCE so it would have a greater impact of the back-propagation process.

The above image shows the optimal threshold for each class in the last epoch. Notice that the raw thresholds have a lot of noise. The smoothed thresholds are calculated using the best thresholds from the last few epochs.

IV. RESULTS

We used HPA v18 dataset as the test set since it was unused in both the training and the validation process. Because 11,111 images are used for testing the model, the results below have high precision.

The following formula is used for calculating the F Score for validation and testing. Beta here is chosen to be 1.

\[
F_\beta = \frac{(1 + \beta^2) \cdot TP}{(1 + \beta^2) \cdot TP + \beta^2 \cdot FN + FP}
\]

We simply trained ourselves on the 28 subcellular structures for 2 days and located 203 images for comparison.

The Validation F1 Score and Focal Score by Number of Epochs Trained

Fig. 6. The image above shows the F1 Score (Blue) and Focal Score (Red) of the model in validation. Although Focal loss can reach 0.9 easily, the experiment finds out that it does not representative of the overall performance of the model. The F1 Score shows a general improvement as more epochs are trained.

A. Performance Data Summary

After 40 epochs trained on 90% of HPA Kaggle dataset, the F1 score reaches its maximum value. The accuracy of our model is 63.07% with binary accuracy 96.87% (compared to human accuracy of 27.29% with binary accuracy 91.15%), while the F1 Score of our model is 0.3407. With the most confident class, the model can reach the accuracy of 79.68%. Within the subcellular locations, the Nucleoli has the highest accuracy of 79.68% among all classes due to more available data for the class. In general, the machine can reach 35%
The Validation F1 Score by Number of Epochs Trained
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Fig. 7. The image above shows the F1 Score of each individual classes. It demonstrates an overall performance for most of the classes. Because of the imbalance in the dataset, some classes have low accuracy compared to others.

The Precision vs. Recall Curve of the Final Model

![Image]

Fig. 8. The image above shows the precision-recall curve of the final model.

Machine Performance vs. Human Performance

![Image]

Fig. 9. This image demonstrates the difference between human and machine performance. The human per-class accuracy are calculated using 203 images whereas the machine per-class accuracy are calculated using 11,111 images. The missing data are intentionally dropped because of small sample sizes.

higher accuracy than a trained human. Besides the accuracy, the result shows that the model’s processing speed (78.125 images per second) is way faster than that of a human.

V. CONCLUSION

In the experiment, we used HPA dataset to train, validate, and test the model we created. The major challenges we encountered are the lack of training power, 1000:1 label imbalance, and 4-channel image processing. Despite the difficulties, the ideas of the Residual block, Squeeze and Excitation block as well as the techniques like augmentation, k-fold cross-validation, test time augmentation, loss selection, hyper-parameter tuning, post-processing, and threshold

This table summarizes the machines better performance than humans. The model has about 35% more IOU accuracy than a human.

### Table II

|                  | Human | Machine |
|------------------|-------|---------|
| Correct Label    | 5360  | 301384  |
| Total Label      | 5880  | 311108  |
| Binary Accuracy  | 91.15%| 96.87%  |
| F1-Macro         | 0.1124| 0.3407  |
| Precision        | 44.67%| 67.29%  |
| Recall           | 27.46%| 69.23%  |
| IOU              | 27.29%| 63.07%  |

This table summarizes the machines better performance than humans. The model has about 35% more IOU accuracy than a human.

### Table III

| Image Size       | 4x1728x1728 | 4x512x512 | 4x512x512 |
|------------------|------------|----------|----------|
| Batch Size       | 1          | 64       | 1        |
| Format           | .jpg       | .npy     | .npy     |
| GPU (Nvidia)     | 1x P100    | 1x P100  | 1x P100  |
| CPU              | 16 vCPU    | 16 vCPU  | 16 vCPU  |
| Speed (/img)     | 1.16s      | 0.0128s  | 0.0769s  |

The speeds of image processing using our models are calculated using 11,111 sample images. With the same accuracy, the smaller image size achieves higher speed. If the image is pre-processed to .npy file and process with larger batch size, the speed would increase by magnitudes. Using the information above, it is expected that our model can locate around 4,600 images per minute.
selection all contributed to the success of the model. In the end, our model is able to surpass human performance both in speed and accuracy. The final generation of the model reaches 63.07% accuracy, 96.87% binary accuracy, surpassing human accuracy by 35%. Besides, the model is capable of processing around 4,500 images per minute in the experimental condition. These achievements suggest that the experiment is successful and our assumption was correct: our model can correctly classify the proteins into different subcellular locations with accuracy greater than an ordinary trained human performance and speed of less than 1 sec/image. After training the model, the model can generalize the subcellular locations of any proteins in 28 different human cell types. The model surpasses the human performance both in speed and accuracy. Because of these achievements, scientists can now perform large-scale data analysis to make use of the overflowing laboratory data, producing useful insights about subcellular structure. From the locational information of the human proteins, doctors can easily detect cell’s abnormal behaviors including viral infection, pathogen invasion, and malignant tumor development. The locational information can also be used in scenarios like subcellular engineering, medical care, and etiology inspection.
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