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Abstract. This paper studies optimal information revelation policies in discrete-time Geo/Geo/1 queue. Revealing the queue length information to arriving customers plays an important role in their decision making, that is, whether to join the system or balk. We consider policies where a service provider discloses information to some customers and conceals it from others, depending upon the number of waiting customers. This partial information disclosure policy helps the service provider minimize the idle period of the system and maximize the revenue.

1. Introduction. In the recent years, there has been an emerging trend to study queueing systems related to economic analysis and strategic customer behavior. Economic analysis of queueing systems was initiated by Naor [16] who considered an observable M/M/1 queue using linear cost-reward structure. The study presumed that an arriving customer, before deciding whether to join or balk, observed the number of customers in the queue. Edelson and Hilderbrand [5] complemented the above study by considering the corresponding unobservable M/M/1 queue, where the arriving customers make their decision without observing the number of customers in the queue. Edelson and Hilderbrand [5] complemented the above study by considering the corresponding unobservable M/M/1 queue, where the arriving customers make their decision without observing the number of customers in the queue.

In such studies, a certain cost-reward structure is levied on the queueing system. This determines the customers’ dislike for waiting and their desire for service. A customer acts strategically and enters the queue only when the expected waiting cost is less than the reward received upon being served. This holds true in both the observable and unobservable cases. The monograph of Hassin and Haviv [9] reported various results in the economic analysis of several queueing systems.

At call centers, information revelation policy is a key factor in the customers’ behavior [1]. When the environment is congestion-prone, such as the queues in computer systems, data networks, voting locations and amusements parks, a decision made by a customer influences the utility of other customers [10]. Users want to maximize their profit, but are unwilling to regulate their actions. They select from the alternative actions, taking into consideration various assumptions regarding the
system parameters like cost and expected waiting time. Most of these systems assume that providing the queue-length information helps customers to optimize their expected payoffs. Shone et al. [17] compared the results of unobservable and observable $M/M/1$ queues and concluded that each model, depending on the settings, can perform better than the other. Literature focusing on various equilibrium strategies in continuous time Markovian queueing systems is readily available, see [3], [19] (with setup times), [24] (working vacation), [21] (retrials), [2] (with catastrophes), [8] (partial information on the service time distribution).

Discrete-time queueing systems are more appropriate for performance measures and modeling in telecommunication networks and digital communications due to the discrete nature of their functioning. In discrete-time systems, the time axis is divided into fixed-length intervals called slots, and the arrivals and their onward transmissions may take place at the same time around slot boundaries. The discrete-time queueing model is different from the study of the corresponding continuous-time model. The advantage of examining discrete-time queue is that one may find the equivalent continuous-time result from it as a limiting case, however, the converse is not true. A complete study on discrete-time queueing models has been presented in [11] and [22]. There are comparatively fewer studies on equilibrium strategies in discrete-time queues, with some popular works being, [14] (with multiple vacations), [20] (single working vacation), [23] (with server breakdowns and repairs), [15] (pricing analysis), [6] (observable queue with delayed multiple vacations), [13] (with multiple and single vacation policies). Large and Norman [12] considered both informed and uninformed customers with endogenously determined arrivals and batch services. The uninformed customers were non-strategic and followed a determined threshold policy. Optimal information disclosure policies in an $M/M/1$ queue has been studied by Simhon et al. [18]. They discussed the model under the following three information policies based on the queue length: (i) always inform customers, (ii) never inform customers, (iii) inform customers only if the queue length is below a specified threshold. They compared the three policies for revenue optimization and concluded that the third policy is never optimal. The present work extends the above model to include the discrete time queues with geometric arrivals and services.

The purpose of this work is to ascertain the conditions in discrete-time queues where the service provider may optimize its revenue by employing both observable and unobservable cases. In particular, the stress is on the analysis of policies in which the service provider releases the queue length information to some customers and suppresses it from others. The service provider earns a fixed revenue from each customer that enters the queue. In order to maximize the revenue, the service provider has to increase the effective arrival rate, that is, to minimize the idle period of the system. We compare the results obtain by adhering the following distinct policies: (i) informed policy (arriving customers are always informed about the queue length); (ii) uninformed policy (customers are never informed about the queue length); (iii) selective policy (customers are informed based on a threshold policy when the queue length is below the mentioned threshold). The selective policy seems to be intuitive. It shows that in any circumstances, either sharing or hiding information from all customers always results in an increased expected revenue. We find an optimal information policy, that is, the selective threshold information disclosure policy that maximizes the revenue. The disclosure of the queue length may stop customers from joining very long queues. It may be socially
optimal to conceal information, however, it is not optimal to promote suppression of information when the service provider chooses to reveal the queue length. Glazer and Hassin [7] reported that by hiding the exact items of a good sold on a payment, the firm’s income and the social benefit might increase, simultaneously.

The rest of this paper is organized as follows. In Section 2, we discuss system model. Section 3 analyzes the model and find the equilibrium strategy with threshold information policy. Section 4 examines comparison among the results of the three policies. Section 5 presents the impact of system parameters on the equilibrium behavior through numerical results. Section 6 concludes the paper.

2. Model description. We consider a Geo/Geo/1 queueing system under the late arrival system with delayed access (LAS-DA) policy. Let the time axis be divided into fixed size slots of equal intervals as 0, 1, . . . , t, . . . . A potential arrival occurs in the slot (t−, t) and a potential departure takes place in the slot (t, t+). The various time epochs at which events take place are described in Fig. 1. The state of the system takes place only around the slot boundaries, i.e., both arrivals and departures are possible only at slot boundaries. The inter-arrival times are independent and geometrically distributed with probability mass function (p.m.f.)

\[ a_n = P(A = n) = \lambda^{n-1} \lambda, \quad n \geq 1, \quad 0 < \lambda < 1, \]

where the random variable A is generic of inter-arrival times and for any real number \( x \in [0, 1] \), we denote \( \bar{x} = 1 - x \).

The service times are also independent and geometrically distributed with p.m.f.

\[ P(S = n) = \bar{\mu}^{n-1} \mu, \quad n \geq 1, \quad 0 < \mu < 1, \]

where the random variable S is the generic of service times. The service discipline is taken to be first-come first-served (FCFS). We assume \( \rho = \frac{\lambda}{\mu} \) as the maximum load of the queue.

The problems associated with queueing games is that an arriving customer decides whether to enter the system or balk depending on his expected sojourn time and the reward received for service completion. Individual customers’ joining decisions may affect the waiting delay and thus the benefit of all customers. The decision of an arriving customer is considerably dependent on the information; he has acquired about the queue length at the instant of his arrival. We assume this

\[ R - CW, \]

where W represents the expected mean sojourn time of an arriving customer. In our analysis, we substitute \( C = 1 \) throughout this paper, without loss of generality. When an arriving customer encounters an empty system, he will join the system if his net benefit is positive, i.e., \( R > \frac{1}{\lambda} \). We assume this
criterion to attract customers to join an empty system. Customers desire to maximize their expected net benefit by making decisions only at their arrival instants. Their decisions are irrevocable in the sense that retrials of balking customers and reneging of entering customers are not allowed. Further, the customers are assumed to be identical and will enter the queue if and only if the reward is more than the expected sojourn time.

We study a state-dependent information revelation policy, such that the threshold parameter $\xi$ is a mapping from the queue length $k$ into the interval $[0, 1]$. Thus, the threshold $\xi(k)$ for all $k \geq 0$ is the probability that service provider imparts the information to an arriving customer if there are $k$ waiting customers in the queue. Also, we consider threshold policies which are independent of time, that is, stationary state revelation policies. We split this into two parts : observable and unobservable. For the observable case, $\xi(k) = 1$ for all $k \geq 0$ and for the unobservable case, $\xi(k) = 0$ for all $k \geq 0$. The threshold parameter notation for the former information revelation policy is $\xi^+$ whereas, for the latter revelation policy is $\xi^-$. The main objective of the service provider is to maximize the revenue generated by completion of services. If we consider the benefit function $\Delta^\xi$ as the long run rate of service completions when the information disclosure policy $\xi$ is imposed, then

$$\Delta^\xi = \mu(1 - P_0^\xi),$$

where $P_0^\xi$ is the steady-state idle probability. Since, the mean service rate is a constant, the problem of profit maximization over the policies $\xi \in \Omega$ (max$_{\xi \in \Omega} \Delta^\xi$) is equivalent to the idle probability minimization (max$_{\xi \in \Omega}(1 - P_0^\xi)$). Thus, it purposes to minimize the steady-state idle probability of the system, that is, min$_{\xi \in \Omega} P_0^\xi$, where $\Omega$ is the set of information revelation policies mapping from $\mathbb{N}$ to $[0, 1]$.

An informed customer enters the system if the queue length is strictly less than the threshold $L = \lfloor R\mu \rfloor$, see [16]. An uninformed customer takes a decision based on his expected sojourn time, denoted by $W_\xi$. Their expected sojourn time may be computed using the given system parameters and the service provider’s information policy. They are aware of the policy applied by the service provider through trials or via exogenous sources. However, once they arrive to the system, customers are forward-looking and maximize their expected utility with respect to their join/balk decisions. When the queue length is small, the arrival rate of customers can be increased by revealing the queue length information. Otherwise, the service provider may not reveal the queue length information.

3. Equilibrium analysis of threshold strategies. In this section, we consider threshold strategies in which customers upon arrival are well informed of the queue-length if it is less than or equal to some threshold, say $D$ and otherwise, no information is given to them, that is,

$$\xi_D(i) = \begin{cases} 1, & \text{if } i \leq D, \\ 0, & \text{if } i > D. \end{cases}$$

Let $P_n(t-)$ denote the probability that there are $n \geq 0$ customers in the system at time $t$. The evolution of the system length process forms a discrete time Markov chain (DTMC) with state space $\{0, 1, 2, \ldots\}$. Fig. 2 illustrates the state transition diagram for the selective threshold policy $\xi_D$. Above the threshold value $D$, customers do not have information about the queue length. Let us assume
that an uninformed customer enters the queue with probability \( f \), where \( f \in [0, 1] \), and the effective arrival rate is \( \lambda f \). Below the threshold value \( D \), customers do have information about the queue length. When the queue length is \( D \), conditioned on the concept that the queue length is at least \( L - 1 \), uninformed customers never join the queue as their expected sojourn times.

Conditioned on the concept that the queue length is at least \( L \), is inevitably higher than the reward \( R \). They experience that when the queue length is greater than \( D \), the expected sojourn time \( (W_2(D, f)) \) depends on the threshold \( D \) and joining probability \( f \). Therefore, a threshold policy with a threshold \( D \) is similar to the observable model and the unique equilibrium is \( f = 0 \). Hereafter, we only consider \( R \mu \geq 2 \), that is, we take threshold policies with \( D \in \{0, 1, \ldots, L - 2\} \).

Relating the states of the system at two consecutive prior to potential arrival epochs \( t- \) and \( (t + 1)- \), we obtain the following balance equations, where for the sake of simplicity we use \( t \) instead of \( t- \),

\[
\begin{align*}
    P_0(t) &= \lambda P_0(t) + \lambda \bar{\mu} P_1(t), \\
    P_1(t) &= (\bar{\lambda} \mu + \lambda \mu) P_1(t) + \lambda P_0(t) + \bar{\lambda} \mu P_2(t), \\
    P_n(t) &= (\bar{\lambda} \mu + \lambda \mu) P_n(t) + \lambda \bar{\mu} P_{n-1}(t) + \bar{\lambda} \mu P_{n+1}(t), \quad 2 \leq n \leq D - 1, \\
    P_D(t) &= (\bar{\lambda} \mu + \lambda \mu) P_D(t) + \lambda \bar{\mu} P_{D-1}(t) + (1 - \lambda f) \mu P_{D+1}(t), \\
    P_{D+1}(t) &= ((1 - \lambda f) \mu + \lambda f) P_{D+1}(t) + \lambda \bar{\mu} P_D(t) + (1 - \lambda f) \mu P_{D+2}(t), \\
    P_n(t) &= ((1 - \lambda f) \mu + \lambda f) P_n(t) + \lambda f \bar{\mu} P_{n-1}(t) + (1 - \lambda f) \mu P_{n+1}(t), \quad n \geq D + 2.
\end{align*}
\]

Let us define the steady-state \( P_n = \lim_{t \to \infty} P_n(t), \quad n \geq 0 \). In the steady-state, above equations \((1a) - (1f)\) reduce to

\[
\begin{align*}
    P_0 &= \lambda P_0 + \bar{\lambda} \mu P_1, \\
    P_1 &= (1 - \bar{\lambda} \mu - \lambda \bar{\mu}) P_1 + \lambda P_0 + \bar{\lambda} \mu P_2, \\
    P_n &= (1 - \bar{\lambda} \mu - \lambda \bar{\mu}) P_n + \lambda \bar{\mu} P_{n-1} + \bar{\lambda} \mu P_{n+1}, \quad 2 \leq n \leq D - 1, \\
    P_D &= (1 - \bar{\lambda} \mu - \lambda \bar{\mu}) P_D + \lambda \bar{\mu} P_{D-1} + (1 - \lambda f) \mu P_{D+1}, \\
    P_{D+1} &= (1 - (1 - \lambda f) \mu - \lambda f \bar{\mu}) P_{D+1} + \lambda \bar{\mu} P_D + (1 - \lambda f) \mu P_{D+2}, \\
    P_n &= (1 - (1 - \lambda f) \mu - \lambda f \bar{\mu}) P_n + \lambda f \bar{\mu} P_{n-1} + (1 - \lambda f) \mu P_{n+1}, \quad n \geq D + 2. \quad (2f)
\end{align*}
\]

Using \((2a) - (2c)\), recursively, we obtain

\[
P_n = \frac{1}{\mu^n} P_0, \quad 1 \leq n \leq D,
\]
where \( r = \frac{\lambda \mu}{\bar{\mu}} \). Using (2d) - (2f), yield

\[
P_n = \left( \frac{\lambda f \bar{\mu}}{(1 - \lambda f) \mu} \right)^{n-D-1} \frac{\lambda r^D}{(1 - \lambda f) \mu} P_0, \quad n \geq D + 1.
\]

Combining all, the steady-state probabilities are

\[
P_i = \begin{cases} 
\bar{\mu} P_0, & \text{if } 1 \leq i \leq D, \\
\left( \frac{\lambda f \bar{\mu}}{(1 - \lambda f) \mu} \right)^{i-D-1} \frac{\lambda r^D}{(1 - \lambda f) \mu} P_0, & \text{if } i \geq D + 1.
\end{cases}
\]

Using the normalization condition

\[
\sum_{n=0}^{\infty} P_n = 1,
\]

we get the idle probability \( P_0 \), (that is, the steady-state probability that the system is empty) as a function of the joining probability \( f \) and the threshold \( D \) and is given by

\[
\begin{align*}
P_0(D, f) &= \left[ 1 + \sum_{i=1}^{D} \frac{r^i}{\bar{\mu}} + \frac{\lambda r^D}{(1 - \lambda f) \mu} \sum_{i=D+1}^{\infty} \left( \frac{\lambda f \bar{\mu}}{(1 - \lambda f) \mu} \right)^{i-D-1} \right]^{-1} \\
&= \frac{(\mu - \lambda)(\mu - \lambda f)}{\mu(\mu - \lambda f) + \lambda^2 r^D (f - 1)}.
\end{align*}
\]

In the computation of \( P_0(D, f) \), we assume \( \lambda f < \mu \), as requirement for the convergence of the associated geometric series \( \sum_{i=1}^{\infty} \left( \frac{\lambda f (1 - \mu)}{(1 - \lambda f) \mu} \right)^i \).

**Remark 1.** We obtain the continuous-time results from that of a discrete-time queue in the limiting case. For the optimal information revelation policies in strategic continuous-time queues, we assume that the inter-arrival and service time are independent and exponentially distributed. The time axis is slotted into intervals of equal length, such that \( \lambda = \alpha \Delta \) and \( \mu = \beta \Delta \), where \( \Delta > 0 \) is sufficiently small. Using \( \lambda = \alpha \Delta, \mu = \beta \Delta \) and taking limit as \( \Delta \to 0 \) in (3) - (4), we get

\[
P_i = \begin{cases} 
\alpha P_0, & \text{if } 1 \leq i \leq D, \\
\alpha f^n P_0, & \text{if } i \geq D + 2,
\end{cases}
\]

with

\[
P_0(D, f) = \frac{(\beta - \alpha)(\beta - \alpha f)}{\beta(\beta - \alpha f) + \alpha^2 (\alpha / \beta)^D (f - 1)},
\]

which exactly match with the corresponding results reported in [18].

Let us assume that \( P(i \mid i > D) \) be the conditional probability that there are \( i \) customers in the system, given that the number in system is greater than \( D \). It is given by

\[
P(i \mid i > D) = \frac{P_i}{\sum_{k=D+1}^{\infty} P_k}.
\]

The average sojourn time of an uninformed arriving customer is

\[
W_\xi(D, f) = \sum_{i=D+1}^{\infty} \frac{i+1}{\mu} P(i \mid i > D).
\]
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Substituting (3) and (5) in (6), we obtain the average sojourn time as

$$W_\xi(D, f) = \frac{\sum_{i=0}^{\infty} \frac{i+1}{\mu} P_i}{\sum_{i=D+1}^{\infty} P_i} = \frac{D + 1}{\mu} + \frac{1 - \lambda f}{\mu - \lambda f}. \quad (7)$$

Our next objective is to find the equilibrium strategy $f^*$ which decides whether an uninformed customer enters the queue or not. In the lemma 3.1, we show the existences and uniqueness of the equilibrium.

**Lemma 3.1.** The strategy of Geo/Geo/1 queue with a threshold information policy has a unique equilibrium.

**Proof.** To enter the queue when the queue length is less than $L$, and balk otherwise is a dominant strategy for the informed customers, hence unique.

Now, we study the strategic behavior of the uninformed customers. It is observed from (7) that the expected payoff ($W_\xi(D, f)$) of an uninformed customer that enters the system decreases with increase in $f$, but the expected payoff of balking $R$ is independent of $f$. Therefore, the two payoff functions either meet once or do not meet. In the former case, a mixed equilibrium strategy ($f^*$) exists at the intersection point of two payoff functions. Since the expected payoff of joining decreases with increase in $f$ and the expected payoff of balking is independent of $f$, which intends that the game has “avoid-the-crowd” property. It is well known that this property ensures the uniqueness of the equilibrium, see [9, p. 7]. In the latter case (where two payoff functions do not meet), we get a unique pure equilibrium strategy where all uninformed customers enter ($f^* = 1$) when $R > W_\xi(D, f)$, otherwise all of them balk ($f^* = 0$). So in both the cases, there exist a unique equilibrium strategy.

The following theorem presents the expression for mixed equilibrium strategy.

**Theorem 3.2.** If a service provider employs the selective policy $\xi_D$ and the queue length is less than $L$, then all informed customers will join the queue. But the uninformed customers will join the queue with probability

$$f^*(D) = \begin{cases} 0, & \text{if } D \geq L - 1, \\ \frac{\lfloor R\mu - D - 1 \rfloor}{\lfloor R\mu - D - 1 \rfloor}, & \text{otherwise}. \end{cases} \quad (8)$$

**Proof.** We begin the equilibrium analysis when the system is stable and arriving customers are attracted to join the empty system, i.e., $\rho < 1$ and $R > \bar{\lambda}/(\mu - \lambda)$. Under this situation, if the $\xi_-$ policy is applied, then all uninformed customers enter the system as their expected sojourn time will be $\bar{\lambda}/(\mu - \lambda)$, which is smaller than the service completion reward. For the service provider, this policy is optimal and other policy cannot perform better than it. To find the system equilibrium in this case, we consider the following two scenarios of the system: (i) overloaded system, i.e., $\rho > 1$, and (ii) underloaded system with bounded reward, i.e., $\rho < 1$ and $R < \bar{\lambda}/(\mu - \lambda)$. The unique equilibrium (Lemma 3.1) might be a pure equilibrium with no entry of uninformed customers to the queue, $f^* = 0$ or a mixed equilibrium with entry of some uninformed customers $f^* \in (0, 1)$. In the former case, no uninformed customer joins the queue as the queue length is greater than the threshold $D$. If an uninformed customer gets the queue length information $D + 1$ and joins, then his expected sojourn time will be $(D + 2)/\mu$. If $f = 0$ is an equilibrium, then an uninformed customer is not better off by joining the queue. This results in

$$D + 2 \geq R\mu \geq \lfloor R\mu \rfloor = L. \quad (8)$$
As we discuss threshold policies with $D \leq L - 2$, we compute that a pure equilibrium exists only if $R\mu = D + 2$. Next, we analyze the case of a mixed equilibrium. We deduce the fraction of uninformed customers that enter the queue, where each player must be indifferent to the actions of joining and balking the queue. Thus, at equilibrium, $W_\xi(D, f^*) = R$. Solving (7) for $f$, we get

$$f^* = \frac{\mu[R\mu - D - 2]}{\lambda[R\mu - D - 1 - \mu]}.$$  \hfill (9)

The equilibrium $f^*$ represents a pure equilibrium for $D = R\mu - 2$ and a mixed equilibrium otherwise. Using (9), we find the customers’ equilibrium strategy under an information revelation policy $\xi_D$ assumed by the service provider. Thus, we get the results.

3.1. Geo/Geo/1/L informed queue. In this case, we have two more equations in addition to (1a) - (1c), where (1c) holds up to $L - 2$. The additional equations are

$$P_{L-1}(t) = (\bar{\lambda}f + \lambda\mu)P_{L-1}(t) + \lambda\bar{\mu}P_{L-2}(t) + \mu P_L(t),$$

$$P_L(t) = \bar{\mu}P_L(t) + \lambda\bar{\mu}P_{L-1}(t).$$

Thus, for the steady-state case, we have

$$P_n = \frac{n^n}{\bar{\mu}} P_0, \quad 1 \leq n \leq L - 1, \quad P_L = \frac{\bar{\lambda}r^L}{\mu} P_0,$$

$$P_0 = \frac{\bar{\mu}(\mu - \lambda)}{\bar{\mu}\mu - \lambda r^L}.$$  

The outside observer’s observation epoch in LAS-DA falls in the interval $(t+, (t + 1)−)$. Since nothing happens in this interval, the outside observer’s distribution $P_n$ remains same as the distribution of number in system observed at $(t + 1)−$. Hence, $P_n = P_n^o$, $0 \leq n \leq L$. The expected number of customers in the system is given by

$$L_s = \sum_{n=1}^{L} n P_n = \frac{\lambda\bar{\lambda}}{\mu\bar{\mu} - \lambda r^L} \left[ \frac{\mu\bar{\mu}(1 - r^L)}{\mu - \lambda} - L r^L \right].$$

The expected waiting time in the system ($W_s$) can be obtained using Little’s law. We note that Little’s law agrees at outside observer’s observation epoch, and in LAS-DA case as $P_n = P_n^o$, we get

$$W_s = \frac{L_s}{\lambda(1 - P_L)} = \frac{\bar{\lambda}}{\mu - \lambda} + \frac{\bar{\lambda}r^L(\mu - L)}{\mu(\bar{\mu} - \lambda r^L)}.$$  

3.2. Geo/Geo/1 uninformed queue. The steady-state probabilities in Geo/Geo/1 uninformed queue are given as

$$P_n = \left(\frac{\lambda f \bar{\mu}}{(1 - \lambda f)\mu}\right)^n \frac{1}{\bar{\mu}} P_0, \quad n \geq 1,$$

$$P_0 = \frac{\mu - \lambda f}{\mu}.$$  

The expected number of customers in the system is given by

$$L_s = \frac{\lambda f (1 - \lambda f)}{\mu - \lambda f}.$$
Using Little’s law, the expected waiting time in the system is
\[ W_s = \frac{1 - \lambda f}{\mu - \lambda f}. \]

### 4. Comparison of policies

In this section, we find out the optimal information revelation policy that the service provider may follow to optimize the revenue. For the three types of policies (\( \xi_D \), \( \xi_+ \) and \( \xi_- \)), we deduce and compare the steady-state idle probabilities at equilibrium. When threshold policy \( \xi_D \) is applied, the steady-state idle probability can be calculated by substituting (9) into (4). Thus, at equilibrium
\[ P_0^\xi(D) = \frac{(\mu - \lambda)\mu\bar{\mu}}{\mu^2\bar{\mu} + \lambda \mu D \{(\mu - \lambda)(R\mu - D - 1) - \lambda \mu}\}. \]

Once the queue length information is shared with all the arriving customers, we have the finite buffer Geo/Geo/1/L queue. The steady-state idle probability for the Geo/Geo/1/L queue is given by
\[ P_0^\xi+ = \frac{\bar{\mu}(\mu - \lambda)}{\mu\bar{\mu} - \lambda \mu R\mu}. \]

When the queue length information is not shared with the arriving customers, there exists a unique mixed equilibrium. The customers join the queue with certain probability \( f \) and balk with the complementary probability \( \bar{f} \). The model can be thought of as the infinite buffer Geo/Geo/1 queue with effective arrival rate \( \lambda f \) and service rate \( \mu \). The steady-state idle probability and the expected sojourn time for this model are, respectively
\[ P_0^\xi- = 1 - \frac{\lambda f^*}{\mu}, \]
\[ W_0^\xi- = \frac{1 - \lambda f}{\mu - \lambda f}. \]

Since all arriving customers are indifferent between joining and balking, \( W_0^\xi- = R \). Solving (13) for \( f \) and substituting it in (12), we get
\[ P_0^\xi- = \frac{\bar{\mu}}{\mu(R - 1)}. \]

The social welfare per time unit, when all the customers follow the same equilibrium mixed strategy \( f \), is
\[ \Delta_s(f) = \lambda f(R - W_0^\xi(D, f)) = \lambda f \left( R - \frac{D + 1}{\mu} - \frac{1 - \lambda f}{\mu - \lambda f} \right). \]

Differentiating \( \Delta_s(f) \) with respect to \( f \), we get
\[ \Delta'_s(f) = \lambda \left( R - \frac{D + 1}{\mu} - \frac{1 - \lambda f}{\mu - \lambda f} \right) - \frac{\lambda^2 f \bar{\mu}}{(\mu - \lambda f)^2}. \]

Let \( f^*_s \) be the root of the equation \( \Delta'_s(f) = 0 \). On simplification \( \Delta'_s(f) = 0 \) reduces to the following quadratic equation in \( f \),
\[ \lambda^2 f^2(R\mu - \mu - D - 1) - 2\lambda \mu f(R\mu - \mu - D - 1) + \mu^2(R\mu - D - 2) = 0. \]
The two roots of the above equation are given by

\[ f^*_s = \frac{\lambda}{\mu} \pm \sqrt{\frac{1 - \mu}{R\mu - \mu - D - 1}} \]

If \( f^*_o \) denotes the socially optimal joining probability, then there are two cases for the existence of \( f^*_o \).

Case (i) If \( 0 < f^*_s < 1 \) and \( \Delta''_s(f) \leq 0 \), then \( f^*_o = f^*_s \).

Case (ii) If \( 0 < f^*_s < 1 \) and \( \Delta''_s(f) > 0 \), or \( f^*_s \geq 1 \), then \( f^*_o = 1 \).

Now,

\[ \Delta''_s(f) = -\frac{\lambda^2\mu\bar{\mu}}{(\mu - \lambda f)^3} \]

is negative for any value of \( f \) satisfying \( \lambda f < \mu \). Therefore, the function \( \Delta_s(f) \) in (14) is strictly concave in the interval \([0, \frac{\mu}{\lambda}]\) and at the point \( f = f^*_s \), it attains a unique maximum. The following theorem compares the information policies at equilibrium using the performance indicator as the steady-state idle probability.

**Theorem 4.1.** To maximize the revenue by taking the set of deterministic threshold based information disclosure strategies, a service provider may either use the full information strategy \( \xi^+ \) or the uninformed strategy \( \xi^- \).

**Proof.** We divide the proof into two parts. In the first part, let us assume \( \rho > 1 \), to prove that \( P_0(D) > P_0^\xi^+ \) and in the second part, we examine the case of \( \rho < 1 \), to show that \( P_0(D) > P_0^\xi^- \). Using (10) and (11), we obtain that

\[ r^{|R\mu|} > r^D [1 + (r - 1)(R\mu - D - 1)] \]

that is,

\[ r^{|R\mu| - D} > 1 + (r - 1)(R\mu - D - 1). \]  

(15)

Taking \( T_1 = R\mu - D - 1 \), we note that \( r^{|R\mu| - D} > r^{R\mu - D - 1} \). Thus, for any \( T_1 \in [R\mu - |R\mu| + 1, R\mu - 1] \) and \( \rho > 1 \), we have

\[ g(T_1) = r^{T_1} - (r - 1)T_1 - 1 \geq 0. \]  

(16)

We observe that \( g(1) = 0 \), thus the smallest possible value of \( T_1 \) is 1. Taking the derivative of \( g(T_1) \) with respect to \( T_1 \), we get

\[ g'(T_1) = r^{T_1}\ln(r) - r + 1. \]  

(17)

Hence, for \( g'(T_1) \geq 0 \), our claim is to show that

\[ \ln(r) \geq \frac{r - 1}{r^{T_1}}. \]  

(18)

One may express that \( \ln(x) \geq \frac{x - 1}{x} \), for any \( x > 0 \), with the help of the discrete mean value theorem [4]. Thus, equation (18) is valid and we infer that our claim \( g'(T_1) \geq 0 \) is true.

Next in the second part, that is for \( \rho < 1 \), we examine that

\[ \frac{(\mu - \lambda)\mu\bar{\mu}}{\mu^2\bar{\mu} + \lambda r^D [(\mu - \bar{\lambda})(R\mu - D - 1) - \bar{\lambda}\mu]} > \frac{\bar{\mu}}{\mu(R - 1)}, \]  

(19)

which corresponds to

\[ R\mu^2(\mu - \lambda) > \bar{\lambda}\mu^2 + \lambda r^D [(\mu - \bar{\lambda})(R\mu - D - 1) - \bar{\lambda}\mu]. \]  

(20)
Setting $T_2 = D + 1$ in (20) and after simplification, we obtain

$$R(\mu - \lambda) > \bar{\lambda} + \rho (1 - \rho)(R\mu - 1) - \bar{\lambda}\rho. \quad (21)$$

On further simplification, we get

$$R\mu - \bar{\lambda} > \rho(R\mu - 1). \quad (22)$$

Equation (22) is valid for any $R\mu \geq 2$ and $\rho < 1$. Let us define

$$h(T_2) = \bar{\lambda} + \rho r T_2^{-1}(1 - \rho)(R\mu - T_2) - \bar{\lambda}\rho r T_2^{-1}. \quad (23)$$

Differentiating with respect to $T_2$, we obtain

$$h'(T_2) = \rho r T_2^{-1} \ln(r)(1 - \rho)(R\mu - T_2) - \rho r T_2^{-1}(1 - \rho) - \bar{\lambda}\rho r T_2^{-1} \ln(r). \quad (24)$$

To show that $h'(T_2) \leq 0$, we divide the right hand side of (24) by $\rho R T_2^{-1}$ and on simplification, our claim reduces to

$$\ln(r)(1 - \rho)(R\mu - T_2) - (1 - \rho) - \bar{\lambda} \ln(r) \leq 0. \quad (25)$$

Since $\ln(r)(1 - \rho) < 0$ and also $(R\mu - T_2) \geq 1$, we get

$$\ln(r)(1 - \rho)(R\mu - T_2) \leq \ln(r)(1 - \rho).$$

Using the above inequality, (25) reduces to

$$\ln(r)(1 - \rho) - (1 - \rho) - \bar{\lambda} \ln(r) \leq 0,$$

which is equivalent to

$$\ln(r) \geq \frac{\rho - 1}{\rho - \bar{\lambda}} = \frac{r - 1}{r},$$

and is true for any $r > 0$. \hfill $\square$

**Figure 3.** Various time epochs in early arrival system (EAS)

**Remark 2.** We may deduce similar results for the early arrival system (EAS) from the output of the above LAS-DA system. Since the outside observer’s distributions for both the systems remain same, we can replace $\{P_n\}$ at the outside observer’s epoch of the EAS system and get the results. Let $Q_n$ and $Q_n^o$ be the steady-state probability that there are $n$ customers in the system at an arbitrary and outside
observer’s observation epoch, respectively. Hence, using the relation $Q_0^n = P_n$ and observing Fig.3, we obtain

\[
P_0 = \bar{\lambda}Q_0, \quad P_n = \bar{\lambda}Q_n + \lambda Q_{n-1}, \quad 1 \leq n \leq D, \quad P_n = (1 - \lambda f)Q_n + \lambda f Q_{n-1}, \quad n \geq D + 2.
\]

Solving the above equations, we get

\[
Q_n = \frac{r^n P_0}{\lambda}, \quad 0 \leq n \leq D, \\
Q_{D+1} = \frac{\lambda r^D P_0}{(1 - \lambda f)^2 \mu} \left[ 1 - \frac{\mu(1 - \lambda f)}{\lambda} \right], \\
Q_n = \frac{\lambda r^D P_0}{(1 - \lambda f)^2 \mu} \left( \frac{\lambda f}{1 - \lambda f} \right)^{n-D-1} \sum_{j=0}^{n-D-1} (-1)^j (\frac{\mu}{\lambda})^{-j} + (-1)^{n-D} \frac{\mu(1 - \lambda f)}{\lambda}, \quad n \geq D + 1.
\]

5. **Numerical results.** In this section, we present some numerical experiments to display the effect of the system parameters on the behavior of the customers under the three different strategies explained above. In particular, we are interested in the values of queueing parameters that will help the system manager to optimize the idle system state by controlling the information shared to the arriving customers. We analyze both the overloaded and underloaded situations and present the optimal performance of the system in each case.

Firstly, we consider the underloaded $Geo/Geo/1/L$ queue with $\lambda = 0.5, \mu = 0.6$ and the service reward $R = 50$. Here, the buffer capacity $L = R\mu = 30$. So, the value of selective threshold policy $D$ can be from 0 to 28. Behavior of customers under different policies against the threshold $D$ is illustrated in Fig.4. Here, the steady-state idle probability $P_0$ for the threshold policy $\xi_D$ is higher than the uninformed policy and is lower than the informed policy ($\xi_+^+\xi_-$). Hence, the service provider will maximize the revenue if he employs the the policy $\xi_+$. When the queue is overloaded with parameters $\lambda = 0.65, \mu = 0.6$ and the same service reward $R = 50$ as used in the underloaded queue, exactly opposite behavior is displayed in Fig.5. Here, the optimal policy is the informed one. In both the cases, we observed that the service provider will be benefited by employing either the informed policy, $\xi_+$ or the uninformed policy, $\xi_-$. Secondly, we computed the expected waiting time of the joining customers for different joining probabilities for a particular threshold value $D = 5$. For the underloaded $Geo/Geo/1$ queue with the parameters $\lambda = 0.5, \mu = 0.6$, the uniformed policy out performed both the informed and threshold policy (see Fig.6). The expected waiting times increase with the increase in the joining probability value $f \in [0, 0.9]$, subject to the stability criterion $\lambda f < \mu$. For different values of the threshold $D$, we observe sharp increase in the expected waiting time. This is intuitive as higher the threshold an arriving customer encounters more customers which in turn increases his waiting time in queue to get service. In Fig.7, the corresponding behavior is described for the overloaded queue with parameters $\lambda = 0.65, \mu = 0.6$ and $D = 5$. In this case, the expected waiting time of an arriving customer that join the queue following the threshold policy lies in between the expected waiting times if he would have followed the other two policies. In both the cases, the uniformed
policy out performed the other two policies with respect to the expected waiting times. Arriving customers will be benefited if they follow the uniformed policy.

6. Conclusions. In this paper, we have considered the equilibrium behavior in the discrete-time Geo/Geo/1 queue from a game-theoretic perspective. We studied the policies where service provider, depending upon queue length, discloses information to some customers and hides it from others. This helps the provider to minimize the idle period of the system for maximizing the revenue. On the other hand, this helps the arriving customers to choose a policy such that their expected waiting time will be the minimum which in turn increases their net benefit. These results might render managers with useful information to examine the pricing issues and prepare customers to take optimal strategies. Various numerical results for the system under consideration are investigated. The results discussed in this paper tend to the continuous-time counterparts in the limiting case. The policy studied in this paper may be applied to analyze more complex models such as discrete-time batch arrival queues with various vacation policies which is left for future investigation.
REFERENCES

[1] Z. Aksin, M. Armony and V. Mehrotra, The modern call center: A multi-disciplinary perspective on operations management research, Production and Operations Management, 16 (2007), 665–688.

[2] O. Boudali and A. Economou, Optimal and equilibrium balking strategies in the single server Markovian queue with catastrophes, European Journal of Operational Research, 218 (2012), 708–715.

[3] A. Burnetas and A. Economou, Equilibrium customer strategies in a single server Markovian queue with setup times, Queueing Systems, 56 (2007), 213–228.

[4] A. Di Crescenzo, A probabilistic analogue of the mean value theorem and its applications to reliability theory, Journal of Applied Probability, 36 (1999), 706–719.

[5] N. M. Edelson and D. K. Hildebrand, Congestion Tolls for Poisson Queuing Processes, Econometrica, 43 (1975), 81–92.

[6] S. Gao and J. Wang, Equilibrium balking strategies in the observable Geo/Geo/1 queue with delayed multiple vacations, RAIRO-Operations Research, 50 (2016), 119–129.

[7] A. Glazer and R. Hassin, On the economics of subscriptions, European Economic Review, 19 (1982), 343–356.

[8] P. Guo, W. Sun and Y. Wang, Equilibrium and optimal strategies to join a queue with partial information on service times, European Journal of Operational Research, 214 (2011), 284–297.

[9] R. Hassin and M. Haviv, To Queue or Not to Queue: Equilibrium Behavior in Queueing Systems, Springer Science & Business Media, 2003.

[10] R. Hassin and R. Roet-Green, Equilibrium in a Two Dimensional Queueing Game: When Inspecting the Queue is Costly, Technical report, Tel Aviv University, Israel, 2011.

[11] J. J. Hunter, Mathematical Techniques of Applied Probability. Vol. 2, Discrete Time Models: Techniques and Applications, Academic Press, 1983.

[12] J. H. Large and T. W. Norman, Markov perfect Bayesian equilibrium via ergodicity, Working paper.

[13] Z. Liu, Y. Ma and Z. G. Zhang, Equilibrium mixed strategies in a discrete-time markovian queue under multiple and single vacation policies, Quality Technology & Quantitative Management, 12 (2015), 369–382.

[14] Y. Ma, W.-q. Liu and J.-h. Li, Equilibrium balking behavior in the Geo/Geo/1 queueing system with multiple vacations, Applied Mathematical Modelling, 37 (2013), 3861–3878.

[15] Y. Ma and Z. Liu, Pricing analysis in Geo/Geo/1 queueing system, Mathematical Problems in Engineering, 2015 (2015), Art. ID 181653, 5 pp.

[16] P. Naor, The Regulation of Queue Size by Levying Tolls, Econometrica, 37 (1969), 15–24.

[17] R. Shone, V. A. Knight and J. E. Williams, Comparisons between observable and unobservable M/M/1 queues with respect to optimal customer behavior, European Journal of Operational Research, 227 (2013), 133–141.

[18] E. Simhon, Y. Hayel, D. Starobinski and Q. Zhu, Optimal information disclosure policies in strategic queueing games, Operations Research Letters, 44 (2016), 109–113.

[19] W. Sun, P. Guo and N. Tian, Equilibrium threshold strategies in observable queueing systems with setup/closedown times, Central European Journal of Operations Research, 18 (2010), 241–268.

[20] F. Wang, J. Wang and F. Zhang, Equilibrium customer strategies in the Geo/Geo/1 queue with single working vacation, Discrete Dynamics in Nature and Society, 2014 (2014), Art. ID 309489, 9 pp.

[21] J. Wang and F. Zhang, Strategic joining in M/M/1 retrial queues, European Journal of Operational Research, 230 (2013), 76–87.

[22] M. E. Woodward, Communication and Computer Networks: Modelling with Discrete-Time Queues, IEEE Computer Soc. Press, 1994.
[23] T. Yang, J. Wang and F. Zhang, Equilibrium balking strategies in the Geo/Geo/1 queues with server breakdowns and repairs, Quality Technology & Quantitative Management, 11 (2014), 231–243.

[24] F. Zhang, J. Wang and B. Liu, Equilibrium balking strategies in Markovian queues with working vacations, Applied Mathematical Modelling, 37 (2013), 8264–8282.

Received May 2016; revised March 2018.

E-mail address: veena.goswami@yahoo.com
E-mail address: gopinath.panda@gmail.com