Variational Data Assimilation of Tides
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Abstract: This paper presents an incremental variational method to assimilate the observed tidal harmonic constants using a frequency domain linearized shallow water equation. A cost function was constructed with tidal boundary conditions and tidal forcing as its control (independent) variables. To minimize the cost function, optimal boundary conditions and tidal forcing were derived using a conventional dual 4-Dimensional Variational (4D-Var) Physical-space Statistical Analysis System. The tangent linear and adjoint model were solved by using a finite element method. By adapting the incremental form, the variational method streamlines the workflow to provide the incremental correction to the boundary conditions and tidal forcing of a hydrodynamic forward model. The method was tested for semi-diurnal M2 tides in a regional sea with a complex tidal system. The results demonstrate a 65–72% reduction of tidal harmonic constant vector error by assimilating the observed M2 tidal harmonic constants. In addition to improving the tides of a hydrodynamic model by optimizing boundary conditions and tidal forcing, the method computes a spatially varying uncertainty of individual tidal constituents in the model. The method provides a versatile tool for mapping the spatially continuous tides and currents in coastal and estuarine waters by assimilating the harmonic constants of individual tidal constituents of observed tides and currents.
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1. Introduction

Tidal data assimilation is essential to improve accuracy in a number of important modeling applications in the National Ocean Service (NOS), National Oceanic and Atmospheric Administration (NOAA). For example, Operational Forecast Systems (OFS) are the backbone of the operational coastal ocean forecast system [1] in NOAA’s NOS. Every day, OFSs provide up to 5-day forecasts of water levels, currents, temperature and salinity in US coastal, Great Lakes, and estuarine waters. Until recently, all of NOAA’s operational OFSs were operated in a pure forecast mode without data assimilation. Assimilating observed tides and currents could be considered one of the most urgent agenda items for the next generation of OFSs. Another application is the U.S. national VDatum program in NOAA. The VDatum program has been providing tidal datum products [2] and software to vertically transform geospatial data among a variety of vertical datums, including tidal, orthometric, and ellipsoid-based vertical datums. The program has ongoing projects to upgrade the VDatum products and software. Two of the main goals for the upgrades are to provide spatially varying uncertainty for the VDatum products and to reduce the uncertainty. Tang et al. [3] have shown that the improvement in tide model accuracy can reduce the uncertainty in the tidal datum products. Up to this point, the offshore boundary inputs to the tide model [3] used for VDatum were taken directly from tidal databases without assimilation of tides. Therefore, a tide assimilation scheme is needed to optimize and improve the offshore tidal boundary conditions and the resulting simulation accuracy of the ADCIRC [4] tide modeling for VDatum applications.
Tidal simulations with a hydrodynamic model are usually forced by the predicted tides and tidal currents prescribed at the open boundary, and tidal forcing in the interior of the domain derived from the astronomical tidal potential. The predicted tides and currents consist of the major tidal constituents. In this paper, we would like to propose a methodology to improve the tide and current forecasts in hydrodynamic model by making corrections to the open boundary conditions and tidal forcing by assimilating the harmonic constants of observed tides and currents.

Tides and tidal current dynamic simulations have existed for more than 100 years. One of the early practices was to use the frequency domain model [5] using a linear tidal equation. Taylor [5] demonstrated the mechanisms of a semidiurnal $M_2$ amphidromic system in a rectangular basin, and how the formation and location of the amphidrome(s) are regulated by the bottom friction and physical dimensions of the basin. The frequency domain model has been very successful in simulating the tides [4,6–10]. The biggest success of frequency domain hydrodynamic modeling was to generate a large-scale tidal database by assimilation of satellite altimetry data [7,11,12]. Stammer et al. 2014 [12] provided a very comprehensive review of the status of the tidal database development. These databases [11–13] are able to provide highly accurate predicted tides on a global scale (usually within a few centimeters in the open ocean). Even with all the success of the frequency domain tidal modeling in solving the tides by assimilating the observed tidal harmonic constants, the frequency domain data assimilation does not directly address the tides assimilation in real-time forecast models, e.g., 4D-Var Regional Ocean Modeling System (ROMS) [14]. Moore et al. [14] have developed a very mature 4D-Var data assimilation framework for coastal and estuarine waters, but they did not provide any insight into assimilating the tides. In this paper, we would like to address the tides assimilation in time-integrating OFS using a frequency domain model. The layout of the paper is as follows: Section 2 will provide a formulation of the data assimilation of tides and the setup of a test case in the Bohai Sea, Section 3 will present results from the test case of $M_2$ tides in the Bohai Sea, followed by a brief discussion in Section 4, and conclusions in Section 5.

2. Method

This is an incremental variational method to assimilate the observed tidal harmonic constants using a frequency domain linearized shallow water equation. The procedural flow and notation follow Moore et al. 2011 [14] closely.

2.1. Method and Mathematical Formulation

The method is a weak-constraint incremental variational method. For purposes of simplification, we will not write the full linearized shallow water equation; rather, we use operators to represent the dynamic system and projections among control variable space, model state variable space, and observation space [14].

Dynamic system:

$$x = M(z)$$  \hspace{1cm} (1)

where $x$ is the model state variable including water level and depth averaged tidal currents, $M$ is the frequency domain shallow water equation operator [6,7]. $z = \begin{pmatrix} b \\ \eta \end{pmatrix}$ is the control variable (or control vector since it is a vector in discrete form, exchangeable throughout the paper) including the boundary condition $b$, usually prescribed tidal harmonic constants of a tidal harmonic constituent, and forcing term $\eta$, at the initial state, the tidal astronomical potential.

Observation system:

$$y = H(x)$$  \hspace{1cm} (2)

where $y$ is the observed state variable at observation locations, $H$ is the projection operator projecting the model state variable into the observation locations. The combination of Equations (1) and (2) is an overdeterministic system of equations for control variable $z$. To solve the problem and find an
optimal boundary condition and tidal forcing, a cost function \( J(z) \) to compromise Equations (1) and (2) is defined as

\[
J(z) = \frac{1}{2}(z-z_0)^T D^{-1} (z-z_0) + \frac{1}{2} (y-H(x))^T R^{-1} (y-H(x))
\]  

(3)

where \( z_0 \) is the initial state of the control vector \( z \). \( D = \text{diag} (B_b, Q) \), the background error covariance of initial control vector \( z_0 \), where \( B_b \) is the boundary condition error covariance matrix, \( Q \) is the model potential forcing error covariance matrix. \( R \) is the observation error covariance matrix.

Re-arrange Equation (3) into an incremental formulation, then,

\[
J(\delta z) = \frac{1}{2} \delta z^T D^{-1} \delta z + \frac{1}{2} (G \delta z - d)^T R^{-1} (G \delta z - d)
\]  

(4)

where \( \delta z = (z-z_0) \), is the control vector increment, \( d = y - H(x_0) \), the innovation vector, \( x_0 = M(z_0) \) is the initial model state variable fields. \( G = HM \) is the operator that maps from model space to observation space.

The solution to Equation (4) in dual formulation is simple [14]:

\[
\delta z = DG^T (GDG^T + R)^{-1} d
\]  

(5)

In Equation (5), \( G \) is the tangent linear model sampled at observation points, and \( G^T \) is the adjoint model that projects from observation point to the model field. The correction field of control vector \( \delta z \) can be subsequently applied to any linear or non-linear forward hydrodynamic model. The update of the model state variables increment \( \delta x \) will be determined by the forward model.

The solution to the Equation (5) follows the ROMS 4D-Var formulation [14] closely. We adapted the dual 4D-Var Physical-space Statistical Analysis System (PSAS) algorithm [15] (Figure 1), due to the fact that PSAS is conceptually more flexible and computationally more efficient to incorporate the method into a non-linear system (e.g., ADCIRC [4], FVCOM [16], ROMS [14], SCHISM [17]), and to derive useful utilities from the approach, for example spatially varying uncertainty and observation impact and sensitivity assessment.

![Flow chart illustrating the data assimilation algorithm.](image)

Figure 1. A flow chart illustrating the data assimilation algorithm.

2.2. Spatially Varying Uncertainty

The posterior control vector is

\[
z = z_0 + \delta z = z_0 + B(y-HMz_0)
\]  

(6)
where \( B = D G^T(G D G^T + R)^{-1} \), the gain matrix for control vector \( z \). The posterior error covariance matrix of control vector \( z \) is

\[
D_a = \text{Var}(z) = (I - B H) D (I - B H)^T + B R B^T \tag{7}
\]

The implied prior error covariance matrix of state variable \( x \) is \( P = M D M^T \). If the forward model is a linear system, then the posterior error covariance matrix of state variable \( x \) is given by

\[
P_a = \text{Var}(x) = \text{Var}(M z) = M D_m M^T \tag{8}
\]

2.3. Test Case in Bohai Sea

Bohai Sea and a linear forward system (linearized shallow water equation) will be used to test the data assimilation algorithm. The Bohai Sea is a shallow semi-enclosed embayment in the northwest Pacific Ocean (Figure 2a). The tidal system in Bohai Sea is very well documented from observations and hydrodynamic model simulations [16,18,19]. The test data set for this case are semidiurnal \( M_2 \) tidal harmonic constants from 32 tidal stations in the Bohai Sea [16] (Figure 2a). The reason we chose the Bohai Sea is that it has very distinguished and prominent amphidromic system(s) both for diurnal and semi-diurnal tides [16,18,19], which makes it a very good testing ground for the tidal assimilation scheme. The bathymetry data are depth readings from nautical charts. To simulate the tides, an unstructured triangular grid is generated with 26,002 nodes and 49,610 elements (Figure 2b). The tangent linear, adjoint model and linear forward model are solved using finite element method on the unstructured triangular mesh grid.
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**Figure 2.** Bohai Sea model domain (the scale of the domain is about 450 km by 450 km). (a) Bathymetry (m) with colored contour and color bar, and 32 tidal stations (grey dots). (b) Unstructured triangular mesh grid (26,002 nodes and 49,610 elements) with 500 m resolution near the shore.

2.4. Test Case Setup

In this test, we use a linearized shallow water equation as the forward model to compute the tides [20]. The model setup is forced either by open boundary conditions only or both open boundary conditions and tidal potential forcing. For tide modeling, there is no background or initial condition of the state variable \( x \) (water level, currents). Rather tides/currents are solely determined by the control vector, boundary condition or/and body forcing, as Equation (1) \( x = M(z) \) indicates. The importance of
astronomical tidal potential in tide modeling is positively correlated with the domain size. Usually the larger the domain, the more important the tidal potential.

To set up the model, we extracted the boundary conditions for the $M_2$ tide from FES2012 [11]. A linear bottom friction was used with a constant bottom friction coefficient. In addition to the hydrodynamic model setup, diagonal elements of all three error covariance matrices ($B_i, Q, R$) have to be prescribed. We used a constant 0.1 m error in standard deviation for boundary conditions, and a constant 0.1 m error in standard deviation for tidal forcing. The correlation coefficient is generated with a diffusion operator and a 60 km correlation scale for both [21]. The observation error was 0.03 m without correlation between the stations.

2.5. Experiments

In the next Section, we present the test results in the Bohai Sea. Since there is very limited observational data available from this region, in this experiment, we assimilated all the data available. To evaluate the skill of the data assimilation, we use the delete-1 jackknifing method for error estimate [22]. Specifically, a subsample size of N−1 out of a total of N samples was used, and a total of N repeat samplings were performed by removing one station at a time. At the end, we had N error values, one at each station, and the statistics of the error were calculated. This experiment is designed to quantify the performance of different methods using limited data points at fixed locations without a known reference field.

3. Results

The incremental form of the variational scheme enables the data assimilation to be used for adjustment of boundary conditions and model corrections for linear or non-linear hydrodynamic models in general. The flow chart (Figure 1) indicates that there can be any type of forward hydrodynamic model at the end of the outer loop (within the outer loop). In this paper, we concentrate the application on using a linearized shallow water equation as the forward model. For a hydrodynamic forward model, it will require running the forward model before the outer loop to compute the initial innovation vector, and then computing the posterior state variable $x$ at the end of outer loop.

3.1. Application in the Bohai Sea

Three tests were conducted, (1) test with original boundary condition, (2) test with optimized boundary conditions, (3) test with optimized boundary conditions and tidal forcing correction. Table 1 shows the test results. Both tests (2) and (3) indicate a steady reduction of the water level error in standard deviation (vector difference of the tidal harmonic constants).

| Test | Error (m) | Bottom Friction | Initial Boundary Condition | Optimized Boundary Condition | Boundary Condition and Tidal Forcing |
|------|-----------|----------------|---------------------------|----------------------------|-----------------------------------|
| Constant bottom friction | constant | 0.3782 | 0.2326 | 0.1344 |
| Spatially varying bottom friction | proportional to local maximum $M_2$ currents magnitude | 0.4036 | 0.1895 | 0.1134 |

The $M_2$ tides with initial boundary condition (Figure 3) shows two $M_2$ amphidromic systems in the Bohai Sea which are indicated by the small amplitude and circled co-amplitude lines (Figure 3a) and the co-phase lines that rotate around the amphidromic points (Figure 3b). The high amplitude is in the far end of the bay in the north (called north bay thereafter), and the bay in the west (west bay), and the north part of the open boundary. The results show a high discrepancy in both amplitude and phase. The standard deviation of the vector difference with observations is 0.38 m (Table 1). After boundary condition optimization (Figure 4), the error reduces to 0.23 m. The large amplitudes (Figure 4a) at north bay, west bay and open boundary decrease. The phase has the most significant
shift, about 30° on average (Figure 4b). If we optimize the boundary condition and make corrections to the tidal forcing, the error further reduces to 0.13 m (Table 1). The amplitude in the west bay and open boundary increase slightly (Figure 5a). The phase has some subtle change, mainly phase reduction (Figure 5b). Amphidromes shift slightly offshore. Overall the pattern is very similar between test case (2) and test case (3).

Figure 3. M2 co-amplitude lines (m) (a) and co-phase lines (°) (b) in the Bohai Sea, generated with initial boundary condition and astronomical forcing.

Figure 4. M2 co-amplitude lines (m) (a) and co-phase lines (°) (b) in Bohai Sea, generated with optimal boundary condition.

Figure 5. M2 co-amplitude lines (m) (a) and co-phase lines (°) (b) in Bohai Sea, generated with optimal boundary condition and corrected tidal forcing.
3.2. Spatial Varying Uncertainty

In variational data assimilation, the most challenging part is the background error covariance matrix. To make things more complicated, even after we prescribe the error covariance matrix for control vector, the state variable error covariance matrix still has to be derived. Here, we calculated the uncertainty of state variable \( x \) for the boundary condition only case and the boundary condition plus tidal forcing correction case. Figure 6a is the prior error of the \( M_2 \) tides for the boundary condition case. The spatial pattern is strikingly similar to the \( M_2 \) amplitude field (Figure 5a). What can be seen is that wherever there is error on the boundary, the error will propagate into the interior following the dynamics of the Bohai Sea, and naturally will be amplified near the end of the north bay and west bay. Thus, in this particular case, the error for the model state variable is not evenly distributed in space. The error of the state variable is more closely related to the tidal amplitude in the bay. The correction to the boundary condition will drastically reduce the model error, which is evidently shown in the posterior error distribution (Figure 6b). Figure 6b is not the whole picture of the model posterior error after boundary condition optimization, since it assumes a perfect hydrodynamic model. Considering a non-perfect hydrodynamic model, the tidal forcing error will add to the boundary condition uncertainty (Figure 7a). The high prior error of the state variable is most pronounced in the north bay, west bay and the bay in the south. The highest magnitude is about 0.40 m. After assimilating the harmonic constants from 32 stations, the results show a much smaller and spatially evenly distributed posterior error with an average error in standard deviation of about 0.10 m (Figure 7b).

Figure 6. \( M_2 \) water level uncertainty field (m) from boundary condition only data assimilation. (a) prior error distribution of the model state variable, water level. (b) posterior error distribution.

Figure 7. \( M_2 \) water level uncertainty field (m) from boundary condition and tidal forcing data assimilation. (a) prior error distribution of the model state variable, water level. (b) posterior error distribution.
4. Discussions

For a hydrodynamic model of a regional sea with an open boundary, open boundary conditions
are always the dominant driving force for the tides. There are many studies [9,10,19] that have
demonstrated that the boundary condition can be derived from the observed tides within the model
domain with good knowledge of the bathymetry without prior knowledge of the initial boundary
condition. In the Bohai Sea case, the initial tidal boundary condition can be simply set to zero, and an
optimal boundary can be recovered from observed tidal harmonic constants. The boundary condition
can converge very quickly in a few (1 or 2) iterations (outer loop, Figure 1).

In this particular case, we use the linear tidal equation as the forward model. For a non-linear
hydrodynamic model, one only needs to switch the non-linear model as the forward model in the data
assimilation flow chart (Figure 1). Take ADCIRC as an example. The tidal data assimilation work
flow sequence will be: run ADCIRC as the forward model using an initial control vector and generate
tidal harmonic constants, calculate the innovation vector for individual tidal constituents, calculate the
incremental control vector, and use the updated control vector to run ADCIRC. The process can be
repeated a few times if needed.

The methodology presented here is essentially a Physical-space Statistical Analysis System
(PSAS) [15] that follows the flow chart outlined by Moore et al., 2011 [14]. There are a few parameters
for fine tuning within the assimilation scheme, for example the bottom friction coefficient, radius of
influence for diffusion operator, and magnitude of error covariance matrix. The accuracy/precision of
the forward model is very important. Table 1 also shows the test results with a spatially varying linear
bottom friction coefficient that is proportional to the magnitude of the $M_2$ tidal currents. The results
show larger improvements as compared to a constant bottom friction coefficient.

In general practice, the incremental formulation will avoid the direct involvement of the baseline
simulation which can be a linear or nonlinear forward model. Ideally, for all practical purposes,
the non-linear forward model would be a better option. It can account for the non-linearity of the
system. Not only is the non-linear bottom friction a better representation of the interaction between
the flow and sea bottom, but it also can generate the overtides and compound tides. Sometimes,
the overtides and compound tides can be very important. Using the nonlinear forward model would
relieve the burden that a linear model has when trying to mimic the mechanism of the nonlinear
nature of bottom friction, for the overtides and compound tides generation. With a reasonable spatial
distribution of the observation points, the data assimilation algorithm should be able to recover and
optimize the overtides and compound tides as well.

5. Conclusions

Tides usually are the most significant factor of variation in water levels and currents in coastal
and estuarine waters. For practical and procedural reasons, skill assessment for Operation Forecast
System (OFS) is first made for simulations of the tides. This paper presents a generalized framework
of an incremental variational data assimilation method to assimilate the tidal harmonic constants into
a hydrodynamic model using a frequency domain linearized shallow water equation. The method
is capable of providing a correction to the boundary conditions and the model tidal forcing of
the hydrodynamic model. In addition, it also provides the spatially varying uncertainty for the
tides. The test in the Bohai Sea, a semi-enclosed regional sea with complex amphidromic system(s),
demonstrated the capability of the methodology to assimilate the tides and to improve the tidal
field. Both tidal amplitude and phase are very smooth without singularities. Overall the method
provides a practical/theoretical framework for tidal data assimilation in both NOAA’s Operational
Forecast Systems and its National VDatum program, to improve OFS’s skill assessment and to reduce
uncertainty in the VDatum products, respectively. In conjunction with a nonlinear hydrodynamic
model, e.g., ADCIRC [4], FVCOM [16], ROMS [14], SCHISM [17] etc., it will be able to provide the
rection to the boundary condition and tidal potential over a few outer loops. Since the corrected
tidal potential or harmonic constants are time-independent, no further tidal data assimilation is needed in the real time integrating forward model run.

The assimilation scheme also quantifies the uncertainty field of tides, which provides utilities for optimizing observation locations, conducting observation impact and observation sensitivity tests, and tidal observing system simulation experiments [14]. The method provides a versatile tool for mapping the spatially continuous tides and currents in coastal and estuarine waters by assimilating the harmonic constants of individual tidal constituents of observed tides and currents. In future work, the methodology will be further tested, validated and applied using a non-linear hydrodynamic model in the context of NOAA’s Operational Forecast Systems and VDatum tidal modal development.
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