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Abstract—In this paper we study variational inequalities (VI) defined by the conditional value-at-risk (CVaR) of uncertain functions. We introduce stochastic approximation schemes that employ an empirical estimate of the CVaR at each iteration to solve these VIs. We investigate convergence of these algorithms under various assumptions on the monotonicity of the VI and accuracy of the CVaR estimate. Our first algorithm is shown to converge to the exact solution of the VI when the estimation error of the CVaR becomes progressively smaller along any execution of the algorithm. When the estimation error is nonvanishing, we provide two algorithms that provably converge to a neighborhood of the solution of the VI. For these schemes, under strong monotonicity, we provide an explicit relationship between sample size, estimation error, and the size of the neighborhood to which convergence is achieved. A simulation example illustrates our theoretical findings.

I. INTRODUCTION

Variational inequality (VI) problems find application in a broad range of areas [1], e.g., in game theory, under mild conditions, solutions to a VI correspond to Nash equilibria of a game. Similarly, in routing games, the Wardrop equilibria are solutions to the VI formed using the costs of each path. In real-life, utilities or costs of players involved in a game may be uncertain and decisions must be made under this uncertainty. The behavior of the players may then depend on their risk-preferences and the involved cost functions are then risk measures of uncertain costs. Equilibrium in such scenarios corresponds to the solution of a VI, where each component of the map defining the VI is the risk associated to an appropriately defined function. Motivated by this setup, we consider VIs defined by the conditional value-at-risk (CVaR) of uncertain costs and develop stochastic approximation (SA) schemes to solve them.

Literature review: General risk-based VIs, including CVaR-based VIs, and their potential applications are discussed in [2]. SA schemes are quite popular for solving stochastic variational inequality (SVI) problems, see e.g. [3], [4] and references therein. In an SVI, the map associated to the VI is usually the expectation of an uncertain function and hence, an unbiased estimator of the map is available using a single sample of the uncertainty. As a result, the associated SA scheme enjoys strong convergence guarantees under fairly mild assumptions. However, this property does not hold in general for CVaR-based VIs. Instead, in our work, we use a finite number of samples to determine an empirical estimate of the CVaR. Such an estimator is biased but consistent and we use results from [5], [6] to bound the deviation of the estimator from the true value of the CVaR. Recent works [7], [8] generalize such bounds for more general distributions.

Closely related to our work, [9] provides a sample average approximation (SAA) method for computing the solutions of the CVaR-based VI. In the SAA method, the CVaR is replaced with its empirical estimate and the solution of the VI formed using these empirical estimates is used to approximate the solution of the original problem. Our approach to analyze the convergence of the SA schemes proposed here involves approximating the asymptotic behaviour of a scheme by a trajectory of a continuous-time dynamical system and inferring convergence from the stability properties of the dynamical system [10], [11]. In other related works, [12] and [13] provide sample-based schemes for optimizing the CVaR and other general risk measures, respectively.

Statement of Contributions: We start by defining the CVaR-based variational inequality (VI) where the map defining the VI consists of components that are the CVaR of uncertain functions. Our first contribution is the design of a “vanilla” stochastic approximation algorithm that, under strict monotonicity, asymptotically converges to a solution of the VI problem. The algorithm employs a sample-based estimator of the CVaR at each iteration. For convergence, the algorithm requires unbounded growth of the sample size as the iterations proceed. To handle this limitation, our second and third contributions are the design of two stochastic approximation schemes, termed penalty-driven and multiplier-driven algorithms, that use the same estimator of the CVaR but use a bounded number of samples at each iteration. Under strict monotonicity, these algorithms are shown to converge asymptotically to a neighborhood of the solution set, the size of which can be tuned. The penalty-driven algorithm allows iterates to venture outside the set defining the VI but controls the deviation using a penalty term. On the other hand, the multiplier-driven algorithm, akin to primal-dual methods in optimization, ensures convergence of iterates to the set using multiplier variables. Our final contribution investigates the dependence of the size of the neighborhood that the iterates converge to on the empirical estimation error, the sample-size at each iteration, and the strong monotonicity parameter. A simulation example illustrates our result. Due to space constraints, proofs of results have been omitted and can be found in the extended version [14].

Organization: The paper is organized as follows. Section II presents the notation and basic concepts on variational inequalities and the conditional value-at-risk. Section III describes the problem setup and provides a motivating example. Section IV proposes three stochastic approximation
algorithms for solving the CVaR-based VI and provides, for two algorithms, the relationship between the estimation error, the sample size, and the accuracy. Section V presents a simulation example. Finally, Section VI describes our conclusions and ideas for future work.

II. PRELIMINARIES

Throughout this paper we use the following notation. Let \( \mathbb{R} \) and \( \mathbb{N} \) denote the real and natural numbers, respectively. For \( N \in \mathbb{N} \), we let \( [N] := \{1, 2, \ldots, N\} \). For given \( x \in \mathbb{R} \), we use the notation \( [x]_+ := \max(x, 0) \). For \( x \in \mathbb{R}^n \), we let \( x_i \) denote the \( i \)-th element of \( x \), and the \( i \)-th element of the vector \( [x]_+ \) is \( [x_i]_+ \). The Euclidean 2-norm of \( x \) is given by \( \|x\| \). For scalars \( x, y \in \mathbb{R} \), the operator \( [x]_+ \) equals \( x \) if \( y > 0 \) and it equals \( \max(0, x) \) if \( y = 0 \). For vectors \( x, y \in \mathbb{R}^n \), \( [x]_+ \) denotes the vector whose \( i \)-th element is \( [x_i]_+ \). The open \( \epsilon \) neighborhood of \( x \) is denoted as \( N_{\epsilon}(x) = \{ y \in \mathbb{R}^n : \|x - y\| < \epsilon\} \). The Euclidean projection of \( x \) onto the set \( \mathcal{H} \) is denoted \( \Pi_{\mathcal{H}}(x) := \text{argmin}_{y \in \mathcal{H}} \|x - y\| \). The closure of a set \( \mathcal{S} \subset \mathbb{R}^n \) is denoted by \( \overline{\mathcal{S}} \).

A. Variational inequalities, monotonicity, and KKT points

For a given map \( F : \mathbb{R}^n \to \mathbb{R}^n \) and a closed set \( \mathcal{H} \subset \mathbb{R}^n \), the associated variational inequality (VI) problem, \( VI(F, \mathcal{H}) \), is to find \( h^* \in \mathcal{H} \) solving
\[
(h - h^*)^T F(h^*) \geq 0 \quad \text{for all } h \in \mathcal{H}.
\]
The set of all points that solve \( VI(F, \mathcal{H}) \) is denoted \( \text{SOL}(F, \mathcal{H}) \). An important concept in the context of VI’s is monotonicity of the map \( F \). The map \( F \) is called monotone if
\[
(F(x) - F(y))^T (x - y) \geq 0
\]
holds for all \( x, y \in \mathbb{R}^n \). If the inequality is strict for \( x \neq y \), then \( F \) is strictly monotone. Similarly, we call \( F \) strongly monotone with constant \( c_F > 0 \) if
\[
(F(x) - F(y))^T (x - y) \geq c_F \|x - y\|^2
\]
holds for all \( x, y \in \mathbb{R}^n \). If \( \mathcal{H} \) is nonempty, compact, and \( F \) is continuous, then \( \text{SOL}(F, \mathcal{H}) \) is nonempty. If \( F \) is strictly monotone, then \( VI(F, \mathcal{H}) \) has at most one solution [15, Theorems 2.1 & 2.2]. Under the linear independence constraint qualification (LICQ), we next characterize \( \text{SOL}(F, \mathcal{H}) \) as the set of Karush-Kuhn-Tucker (KKT) points of \( VI(F, \mathcal{H}) \).

Lemma II.1. (KKT points of \( VI(F, \mathcal{H}) \)) Let
\[
\mathcal{H} := \{ h \in \mathbb{R}^n \mid q_j(h) \leq 0, ~ l^k(h) = 0, ~ \forall j \in [s], ~ k \in [t] \},
\]
where the functions \( q_j, l^k : \mathbb{R}^n \to \mathbb{R} \), \( j \in [s], k \in [t] \), are convex and affine, respectively, and continuously differentiable. For \( q(h) := (q_1(h), \ldots, q_s(h))^T \in \mathbb{R}^s \), let \( Dq(h) \in \mathbb{R}^{s \times n} \) be its Jacobian at \( h \), and similarly \( DL(h) \). For any \( h^* \in \mathbb{R}^n \), if there exists a multiplier \( (\lambda^*, \mu^*) \in \mathbb{R}^s \times \mathbb{R}^t \) satisfying
\[
\begin{align*}
F(h^*) + (Dq(h^*))^T \lambda^* + (DL(h^*))^T \mu^* &= 0, \\
l(h^*) &= 0, \quad q(h^*) \leq 0, \quad \lambda^* \geq 0, \quad \lambda^T q(h^*) = 0,
\end{align*}
\]
then we have \( h^* \in \text{SOL}(F, \mathcal{H}) \). Such a point \( (h^*, \lambda^*, \mu^*) \) is referred to as a KKT point of the VI \((F, \mathcal{H})\). Conversely, for \( h^* \in \text{SOL}(F, \mathcal{H}) \), let \( \mathcal{I}_{h^*} = \{ j \mid q_j(h^*) = 0 \} \). If the vectors \( \{\nabla q_j(h^*)\}_{j \in \mathcal{I}_{h^*}} \) and \( \{\nabla L_k(h^*)\}_{k \in [l]} \) are linearly independent, or in other words, the LICQ holds at \( h^* \), then there exists a multiplier \( (\lambda^*, \mu^*) \) satisfying (2).

The above result is well-known in the context of convex optimization. The extension to the VI setting is forthright: the proof that the existence of a triplet \((\lambda^*, \mu^*, h^*)\) satisfying (2) is sufficient to guarantee \( h^* \in \text{SOL}(F, \mathcal{H}) \) can be found in [16, Proposition 3.46]. That the same condition is also necessary can be deduced from the result in the context of convex optimization (e.g. [17, Theorem 12.1]) and noting that if \( h^* \in \text{SOL}(F, \mathcal{H}) \), then it is also a minimizer of the function \( y \mapsto y^T F(h^*) \) subject to \( y \in \mathcal{H} \).

B. Conditional Value-at-Risk

The Conditional Value-at-Risk (CVaR) at level \( \alpha \in (0, 1) \) of a real-valued random variable \( Z \), defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), is given by
\[
\text{CVaR}_\alpha[Z] := \inf_{t \in \mathbb{R}} \left\{ t + \alpha^{-1} \mathbb{E}[Z - t]^+ \right\},
\]
where the expectation is with respect to \( \mathbb{P} \). The value \( \alpha \) is a constant that characterizes risk-averseness, with smaller values of \( \alpha \) giving a more risk-averse measure on \( Z \). Given \( N \) independent and identically distributed (i.i.d) samples \( \{Z_j\}_{j \in [N]} \) of the random variable \( Z \), one can approximate \( \text{CVaR}_\alpha[Z] \) using the following empirical estimate
\[
\text{CVaR}^N_\alpha[Z] = \inf_{t \in \mathbb{R}} \left\{ t + (N\alpha)^{-1} \sum_{j=1}^{N} [Z_j - t]^+ \right\}.
\]
This estimator is biased, but consistent [18, Chapter 6]. That is, the expected value of \( \text{CVaR}^N_\alpha[Z] \) is not necessarily equal to \( \text{CVaR}_\alpha[Z] \) and \( \lim_{N \to \infty} \text{CVaR}^N_\alpha[Z] = \text{CVaR}_\alpha[Z] \) with probability one.

III. PROBLEM STATEMENT AND MOTIVATING EXAMPLE

Consider a set of functions \( C_i : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}, i \in [n] \), \((h, u) \mapsto C_i(h, u), \) where \( u \) represents a random variable with distribution \( \mathbb{P} \). For a fixed \( h \), \( C_i(h, u) \) is therefore a real-valued random variable. Define the map \( F_i : \mathbb{R}^n \to \mathbb{R} \) as the CVaR of \( C_i \) at level \( \alpha \in (0, 1] \).

\[ F_i(h) := \text{CVaR}_\alpha \left[ C_i(h, u) \right], \quad \text{for all } i \in [n]. \]

For notational convenience, let \( C : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) and \( F : \mathbb{R}^n \to \mathbb{R} \) be the element-wise concatenation of the maps \( \{C_i\}_{i \in [n]} \) and \( \{F_i\}_{i \in [n]} \), respectively. Let \( \mathcal{H} \subset \mathbb{R}^n \) be a nonempty closed set. The objective of this paper is to provide stochastic approximation (SA) algorithms to solve the variational inequality problem \( VI(F, \mathcal{H}) \). Our strategy is to use an empirical estimator, derived from samples of \( C(h, u) \), of the map \( F \) at each iteration of the algorithm. Before we introduce the schemes, we will discuss a motivating example.
CVaR-based routing games [9]: Consider a directed graph $G = (V, E)$, where $V = [\bar{n}]$ is the set of vertices, and $E \subseteq V \times V$ is the set of edges. To such a graph we associate a set $W \subseteq V \times V$ of origin-destination (OD) pairs. An OD-pair $w$ is given by an ordered pair $(v^w_o, v^w_d)$, where $v^w_o, v^w_d \in V$ are called the origin and the destination of $w$, respectively. The set of all paths in $G$ from the origin to the destination of $w$ is denoted $P_w$. The set of all paths is given by $\mathcal{P} = \cup_{w \in W} P_w$. Each of the participants, or agents, of the routing game is associated to an OD-pair, and can choose a path to travel from its origin to its destination. The choices of all agents give rise to a flow vector $h \in \mathbb{R}^{|\mathcal{P}|}$. A common assumption in this context, which we will adopt here as well, is that the flow is non-atomic, meaning that each traffic participant controls an infinitesimal part of the flow. As a consequence, the flow $h$ is a continuous variable.

For each (OD)-pair $w$, a real value $d_w \geq 0$ defines the amount of traffic, or demand, associated to it. The feasible set $\mathcal{H} \subset \mathbb{R}^{|\mathcal{P}|}$, containing all possible flows is then given by

$$\mathcal{H} = \left\{ h \mid \sum_{p \in P_w} h^w_p = d_w, \forall w \in W, \; h^w_p \geq 0 \; \forall p \in \mathcal{P} \right\}.$$ 

To each of the paths $p \in \mathcal{P}$, we associate a cost function $C_p : \mathbb{R}^{|\mathcal{P}|} \times \mathbb{R}^m \to \mathbb{R}$, $(h, u) \to C_p(h, u)$, which depends on the flow $h$, as well as on the uncertainty $u \in \mathbb{R}^m$. Each agent chooses a path $p \in P_w$ that minimizes $\text{CVaR}_\alpha \left[ C_p(h, u) \right]$. These elements define the CVaR-based routing game to which we assign the following notion of equilibrium: the flow $h^* \in \mathcal{H}$ is said to be a CVaR-based Wardrop equilibrium (CWE) of the CVaR-based routing game if the following hold for all $w \in W$:

1. $\sum_{p \in P_w} h^w_p = d_w$,
2. $h^w_p \geq 0$ for $p \in P_w$ only if $\text{CVaR}_\alpha \left[ C_p(h^*, u) \right] \leq \text{CVaR}_\alpha \left[ C_q(h^*, u) \right] \forall q \in P_w$.

The intuition behind this definition is that at equilibrium, for each agent, there is no path for which the CVaR of the cost is less than the CVaR of the cost on the selected path. Thus there is no incentive for the traffic participants to change their route choices. Under continuity of $C_p$, the set of CWE is equal to the set of solutions of VI($F, \mathcal{H}$), where $F : \mathbb{R}^{|\mathcal{P}|} \to \mathbb{R}^{|\mathcal{P}|}$ takes the form of (4).

IV. Stochastic approximation algorithms for solving VI($F, \mathcal{H}$)

In this section, we introduce the SA algorithms along with their convergence analysis. Then we establish results relating the accuracy of the algorithms to the size of the estimation error and the sample size in each iteration. All introduced schemes approximate $F$ with the estimator given in (3). Given $N$ independently and identically distributed samples $\left\{ (C_i(h, u))_{i=1}^N \right\}$ of the random variable $C_i(h, u)$, let

$$\hat{F}_i^N (h) := \inf_{t \in \mathbb{R}} \left\{ t + \frac{1}{N} \sum_{i=1}^N \left[ (C_i(h, u))_j - t \right]_+ \right\},$$

stand for the estimator of $F_i(h)$. We occasionally use $\text{CVaR}_\alpha^N \left[ C_i(h, u) \right]$ to denote $\hat{F}_i^N (h)$. Analogously, the estimator of $F(h)$ formed using the element-wise concatenation of $\hat{F}_i^N (h), \; i \in [n]$, is denoted by $\hat{F}^N (h)$ or $\text{CVaR}_\alpha^N \left[ C(h, u) \right]$. We assume that the $N$ samples of each cost function are a result of the same set of $N$ events, that is, the distribution of $\hat{F}^N (h)$ depends on $\mathbb{P}^N$. All algorithms introduced in this section depend on a sequence of step-sizes $\{\gamma_k\}_{k=0}^\infty$, where $\gamma_k > 0$ for all $k \in \mathbb{N}$. Common assumptions for this sequence are

$$\sum_{k=0}^\infty \gamma_k = \infty, \quad \sum_{k=0}^\infty (\gamma_k)^2 < \infty. \quad (5)$$

For all upcoming algorithms, we will assume that the sequence $\{\gamma_k\}_{k=0}^\infty$ satisfies these assumptions.

For a given sequence $\{N_k\}_{k=0}^\infty \subset \mathbb{N}$, and an initial vector $h^0 \in \mathcal{H}$, the first algorithm under consideration, which we will refer to as the projected algorithm is given by

$$h^{k+1} = \Pi_{\mathcal{H}} (h^k - \gamma_k \hat{F}^{N_k} (h^k)),$$ 

(6)

where $\Pi_{\mathcal{H}}$ is the projection operator (cf. Section I) and $h^k$ is the $k$-th iterate of $h$ produced by the algorithm. The above algorithm is inspired by the SA schemes for solving a stochastic VI problem, see [3] for details on other SA schemes. The key difference from the setup in [3] is the fact that there the map $F$ is the expected value of a random variable for which an unbiased estimator $\hat{F}$ is available. In our case, the estimator is biased posing limitations on the sample requirements for convergence of the algorithms.

For analysis, it is convenient to write the projected algorithm (6) equivalently as

$$h^{k+1} = \Pi_{\mathcal{H}} \left( h^k - \gamma_k \left( F(h^k) + \hat{\beta}^{N_k} \right) \right), \quad (7)$$

where $\hat{\beta}^{N_k}$ is used to denote the error introduced by estimation, and is given by

$$\hat{\beta}^{N_k} := \hat{F}^{N_k} (h^k) - F(h^k). \quad (8)$$

The following result on the convergence of (7) is then a direct consequence of [19, Theorem 5.2.1].

Proposition IV.1. (Convergence of (7) to a solution of VI($F, \mathcal{H}$)): Let $F$, as defined in (4), be a strictly monotone, continuous function, and let $\mathcal{H}$ be a compact convex set. For the algorithm (7), assume that the sequence of step-sizes $\{\gamma_k\}$ satisfies (5) and the sequence $\{N_k\}$ is such that $\hat{\beta}^{N_k}$ is bounded with probability one and $N_k \to \infty$ as $k \to \infty$. Then, the iterates $\{h^k\}$ generated by (7) satisfy

$$\lim_{k \to \infty} ||h^k - h^*|| = 0,$$

for $h^* \in \text{SOL}(F, \mathcal{H})$, with probability one.

The proof proceeds in two steps: (a) showing that the iterative scheme asymptotically approaches a trajectory of a continuous-time dynamical system; and (b) establishing asymptotic stability of the system. We will use this reasoning for analyzing the other algorithms presented in this work.
Note that since the CVaR estimator is biased, Proposition IV.1 requires the number of samples to grow unboundedly as the algorithm progresses. In order to address this tractability issue, we propose two algorithms which achieve convergence to an \( \epsilon \) neighborhood of \( \text{SOL}(F, \mathcal{H}) \) using a finite number of samples in each iteration. Unlike (7), both algorithms allow the iterates to take values outside the set \( \mathcal{H} \). This limitation is a result of our analysis approach. With projections and a biased estimator, the analysis of (7) with finite samples at each iteration would involve studying the input-to-state stability of a continuous-time projected dynamical system [15], the theory for which is not yet available in the literature.

As in Proposition IV.1, we will impose continuity and monotonicity assumptions on \( F \) in the upcoming results. Sufficient conditions for the Lipschitz continuity of \( F \) are given in [9, Lemma IV.8]. We provide the following general result on the continuity and monotonicity properties of \( F \).

**Lemma IV.2.** (Sufficient conditions for monotonicity and continuity of \( F \):) The following hold:

- Assume that for all \( i \in [n] \), there exist functions \( f_i : \mathbb{R}^n \to \mathbb{R} \) and \( g_i : \mathbb{R}^n \to \mathbb{R} \) such that \( C_i(h,u) = f_i(h) + g_i(u) \). Let \( f(h) := (f_1(h), \ldots, f_n(h)) \). Then, \( F \) is monotone (resp. strictly or strongly monotone) if \( f \) is monotone (resp. strictly or strongly monotone).
- If for any \( \epsilon > 0 \) there exist \( \delta > 0 \) such that \( \|h - h'\| \leq \delta \) implies \( \|C_i(h,u) - C_i(h',u)\| \leq \epsilon \) for all \( i \in [n] \) and all \( u \), then \( F \) is continuous.

The proof of the first part of this statement makes use of the coherence of the CVaR as a risk measure [18, Page 261]. This, together with the made assumptions, implies

\[
\text{CVaR}_\alpha[C_i(h, u)] = f_i(h) + \text{CVaR}_\alpha[g_i(u)].
\]

As a consequence, we have \( F(h) = F(h^*) = F(h) - F(h^*) \), and the result follows. The part of this statement pertaining to continuity can be derived by arguments similar to those of the proof of [9, Lemma IV.8]. Note that the given conditions for continuity may be difficult to check in practice. However, they hold when \( \mathcal{H} \) is compact, \( u \) has a compact support, and for any fixed \( u \), the functions \( C_i \) are continuous with respect to \( h \). We now proceed to introduce two more algorithms.

**A. Penalty-driven algorithm**

We define the penalty-driven algorithm as

\[
h^{k+1} = h^k - \gamma^k \left( F(h^k) + c(h^k - \Pi_{\mathcal{H}}(h^k)) + \beta^{N_k} \right). \tag{9}
\]

Here \( c > 0 \) is a constant and the error sequence \( \{\beta^{N_k}\} \) is as defined in (8). This algorithm allows the iterates \( \{h^k\} \) to take values outside of \( \mathcal{H} \). However, the term \( h^k - \Pi_{\mathcal{H}}(h^k) \) controls this drift; the higher the value of the design parameter \( c \), the closer the limit of \( \{h^k\} \) is to \( \mathcal{H} \). In this sense, the constant \( c \) determines the penalty for moving out of the set. Now we state the convergence properties of (9).

**Proposition IV.3.** (Convergence of the penalty-driven algorithm (9)): Let \( F \), as defined in (4), be a strictly monotone, continuous function, and let \( \mathcal{H} \) be a compact convex set. For the algorithm (9) and \( h^* \in \text{SOL}(F, \mathcal{H}) \), let \( c = d\|F(h^*)\| \) for some \( d > 0 \). Assume that the sequence of step-sizes \( \{\gamma^k\} \) satisfies (5) and that the sequence \( \{N^k\} \) is such that \( \{\beta^{N_k}\} \) are bounded with probability one. Then, for any \( \epsilon > 0 \), there exist \( d_\epsilon > 0 \) and \( N_\epsilon \in \mathbb{N} \) such that \( d \geq d_\epsilon \) and \( N_k \geq N_\epsilon \) for all \( k \) imply, with probability one,

\[
\lim_{k \to \infty} \|h^k - h^*\| \leq \epsilon. \tag{10}
\]

The proof uses the same steps as discussed in the brief sketch of the proof of Proposition IV.1. The main difference is that the continuous-time dynamical system whose trajectory the iterative scheme asymptotically approaches contains a term related to the bias of the used estimator. This bias is bounded, but non-vanishing. Consequently, the scheme does not necessarily converge to the solution, but instead to a neighbourhood of the solution. The size of the neighbourhood depends on estimator bias and the parameter \( c \).

**Remark IV.4.** (Practical considerations of (9)): In Proposition IV.3, for small values of \( \epsilon \), one would require a large value of \( d \) to ensure convergence. This may result in large oscillations of \( h^k \) when the term \( \gamma^k d \) remains large. Such behaviour can be prevented by either starting with small values of \( \gamma^k \) or increasing \( d \) along iterations, until it reaches a predetermined size. The result is then still valid but the convergence can only be guaranteed once \( d \) reaches the required size.

**Remark IV.5.** (Generalizations of Proposition IV.3): For all our convergence results, we require \( \{h^k\} \) to be bounded. This is however not very restrictive. The results remain valid if the sequence \( \{h^k\} \) is projected onto a hyper-rectangle containing \( \mathcal{H} \) (cf. [10, Page 40]).

**B. Multiplier-driven algorithm**

Algorithms (7) and (9) involve projection onto the set \( \mathcal{H} \) at each iteration. This can be computationally burdensome. Our next algorithm overcomes this limitation. Inspired by the Lagrangian method, we assume \( \mathcal{H} \) to be of the form (1) and introduce a multiplier variable \( (\lambda, \mu) \in \mathbb{R}^s_0 \times \mathbb{R}^l \) that enforces constraint satisfaction as the algorithm progresses. In order to simplify the coming equations, we introduce the following notation:

\[
H(h, \lambda, \mu) := F(h) + Dq(h)^T \lambda + DL(h)^T \mu,
\]

where \( Dq(h) \) and \( DL(h) \) are the Jacobians of \( q \) and \( l \) at \( h \), respectively. The multiplier-driven algorithm is given by

\[
\begin{align*}
h^{k+1} &= h^k - \gamma^k \left( H(h^k, \lambda^k, \mu^k) + \beta^{N_k} \right), \\
\lambda^{k+1} &= [\lambda^k + \gamma^k q(h^k)]_s, \\
\mu^{k+1} &= \mu^k + \gamma^k l(h^k).
\end{align*} \tag{11}
\]

Recall that \( \beta^{N_k} \) is the error due to empirical estimation of \( F \). The next result states the convergence properties of (11) to a KKT point of the VI (see Section II for definitions).
Proposition IV.6. (Convergence of the multiplier-driven algorithm (11)): Let $F$, as defined in (4), be a strictly monotone, continuous function, and let $\mathcal{H}$ be a compact set given by (1), where the functions $q^j$, $j \in [s]$, are affine. Assume that the LICQ holds for $h^* \in \text{SOL}(F, \mathcal{H})$, and let $(h^k, \lambda^k, \mu^k)$ be an associated KKT point. For algorithm (11), assume that the sequence of step-sizes $\{\gamma^k\}$ satisfies (5) and let $\{N_k\}$ be such that $\{\delta^N_k\}$, $\{h^k\}$, $\{\lambda^k\}$ and $\{\mu^k\}$ are bounded with probability one. Then, for any $\epsilon > 0$, there exists an $N_\varepsilon \in \mathbb{N}$ such that if $N_k \geq N_\varepsilon$ for all $k$, then, with probability one,
\[
\lim_{k \to \infty} \|h^k - h^*\| \leq \epsilon. \tag{12}
\]

The proof goes through the same steps as the proofs of Propositions IV.1 and IV.3. It shows that the iterates $(\lambda^k, \mu^k, h^k)$ approach the trajectory of a continuous-time dynamical system and all trajectories of this system converge to a neighbourhood of a KKT point of the VI.

Remark IV.7. (Generalizations of Proposition IV.6): In Proposition IV.6 we require boundedness of $\{h^k\}$, $\{\lambda^k\}$ and $\{\mu^k\}$. Similar to the case in Remark IV.5, when upper bounds on $\|\lambda^k\|$ and $\|\mu^k\|$ are known beforehand, projection onto hyper-rectangles can be used to ensure boundedness, while the result remains valid, (cf. [10, Theorem 5.2.2]).

C. Estimation error, sample sizes, and accuracy

For both algorithms (9) and (11), the convergence depends on the bias of the used estimator, given by $b_{N_k} := \mathbb{E}[\tilde{\beta}^N_k]$. When $F$ is assumed to be strongly monotone, we can give an explicit bound on $\|b_{N_k}\|$ sufficient for ensuring convergence.

Corollary IV.8. (Estimation error bounds under strong monotonicity): Assume that $F$ is strongly monotone with constant $c_F$. For given sequences $\{h^k\}$ and $\{N^k\}$, define
\[
h_+ := \max_{h \in \{h^k\}, h' \in \mathcal{H}} \|h - h'\|, \quad b_{N_k} := \mathbb{E}[\tilde{\beta}^N_k]. \tag{13}
\]
The following then hold for any $\epsilon > 0$:

1) Assume the conditions of Proposition IV.3 and consider $\{h^k\}$ generated by (9). Let $h_+$ and $b_{N_k}$ be given by (13) and let $d = c_d \frac{c_F^2}{2}$ with $c_d > 1$. Then
\[
\|b_{N_k}\| < (1 - \frac{1}{c_d}) \frac{c_F^2}{h_+} \quad \text{for all } k \in \mathbb{N}
\]
implies $\lim_{k \to \infty} \|h^k - h^*\| \leq \epsilon$ with probability one.

2) Assume the conditions of Proposition IV.6 and consider $\{h^k\}$ generated by (11). Let $h_+$ and $b_{N_k}$ be given by (13). Then
\[
\|b_{N_k}\| < \frac{c_F^2}{h_+} \quad \text{for all } k \in \mathbb{N}
\]
implies $\lim_{k \to \infty} \|h^k - h^*\| \leq \epsilon$ with probability one.

The proofs of these two statements are analogous to that of Propositions IV.3 and IV.6, respectively.

We would now like to translate the condition imposed in the above result on $\|b_{N_k}\|$ into a condition on the sample requirement $N_\varepsilon$. To this end, under compactness, we give a result supplying a bound on $b_{N_k}$ depending on $N_k$.

Lemma IV.9. (Relation between estimation error and sample size): Let $F$ be as defined in (4), where $C_i(h, u) \in [z_1, z_2]$, $z_2 \geq z_1$, for all $h, u$ and $i$. Then, for $b_{N_k} = \mathbb{E}[F(h^k) - F(h^*)]$, we have
\[
\|b_{N_k}\| \leq \frac{3}{2} \sqrt{\frac{b_n N_k \pi}{100}} (z_2 - z_1).
\]

The proof notes that (a) for upper deviation, by exchanging the expectation and the inf operators, one obtains $\mathbb{E}[\text{CVaR}_\alpha(C_i(h, u))] \leq \text{CVaR}_\alpha(C_i(h, u))$ and (b) for lower deviation, one uses the compactness assumption and the concentration bound on CVaR provided in [5, Theorem 3.1], see a similar derivation in [6, eq. 10].

The above result leads to a lower bound on $N_k$, for both algorithms (9) and (11), that ensures convergence to $N_\varepsilon(h^*)$.

Corollary IV.10. (Sample size bounds under strong monotonicity): Let $F$ be strongly monotone with constant $c_F$, and assume the conditions of Proposition IV.3 (resp. Proposition IV.6) and Lemma IV.9 hold. For $\{h^k\}$ generated by (9) (resp. (11)) define $h_+$, $b_{N_k}$, and $c_d$ as in Corollary IV.8. For $\epsilon > 0$
\[
N_k > \frac{45 \sqrt{\frac{b_n \pi}{100}}}{4 \alpha} \frac{h_+(z_2 - z_1)}{c_F^2 (1 - \frac{1}{c_d})} \quad \text{for all } k \in \mathbb{N},
\]
(resp. $N_k > \frac{45 \sqrt{\frac{b_n \pi}{100}}}{4 \alpha} \frac{h_+(z_2 - z_1)}{c_F^2 (1 - \frac{1}{c_d})} \quad \text{for all } k \in \mathbb{N}$)
implies $\lim_{k \to \infty} \|h^k - h^*\| \leq \epsilon$ with probability one.

V. Simulations

Here we demonstrate the application of the stochastic approximation algorithms for finding the solutions of a CVaR-based variational inequality. The example is an instance of a CVaR-based routing game as introduced in Section III. The example discussed is taken from [9], where it was adapted from [20, Section 6.3]. It consists of a simple network of two nodes $\mathcal{V} = \{A, B\}$, and five edges. The edges $\{1, 2, 3\}$ go from $A$ to $B$, and edges $\{4, 5\}$ go from $B$ to $A$. Then
random variables on the system, and are independent and uniformly distributed. CVaR of cost functions and provided two stochastic approximations, iterations increases, the last iterates gets closer to the solution. We infer that as the number of samples used per iteration increases, the last iterates gets closer to the solution. Note that even though $N_k$ does not grow unboundedly, the projected algorithm still converges.

**VI. CONCLUSIONS**

We have considered variational inequalities defined by the CVaR of cost functions and provided two stochastic approx-imation algorithms for solving them. We have analyzed the asymptotic convergence of these algorithms when, at each iteration, only finite number of samples are used to estimate the CVaR. We have carefully specified the trade-off between the sample requirement and the accuracy of the algorithms.

Future work will focus on analyzing the finite-time properties of the introduced algorithms. We wish to also explore input-to-state stability of projected dynamical systems.
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