Understanding the propagation of excitations in quantum spin chains with different kind of interactions
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The dynamical behaviour of the quantum state of different quantum spin chains, with designed site dependent interaction strengths, is analyzed when the initial state belongs to the one excitation subspace. It is shown that the inhomogeneous chains are able to transfer excitations with near perfect fidelity. This behaviour is found for two very different spin chain Hamiltonians. The first one is the ferromagnetic Heisenberg Hamiltonian with nearest neighbor interactions, the second one describes a chain with long range anisotropic interactions which are ferromagnetic in the z direction and antiferromagnetic in the (x, y) plane. It is shown that both designed chains have in common a partially ordered spectrum and well localized eigenvectors. This physical trait unifies the description of both kind of systems.

PACS numbers:

I. INTRODUCTION

The dynamical evolution on the one excitation subspace has been studied in a number of context ranging from the propagation of correlations in disordered quantum spin chains \(1\) to the transfer of quantum states \(2\,4\).

When the Hamiltonian of the spin chain is ferromagnetic the link between the propagation of a single excitation and the transfer fidelity of arbitrary one-spin states is direct \(3\), since the fidelity of the transfer process can be written rather easily in terms of the probability that an excitation prepared in one extreme of the chain will be transferred to the other extreme.

The availability of numerous physical systems where it is possible to actually implement the transfer protocols \(5\,15\) has driven the study of different control strategies to achieve the propagation of excitations in a ballistic way, \(i.e.,\) the propagation of a spin wave packet that propagates at constant velocity along the chain. Nevertheless, this simple physical behaviour can not be achieved easily in most quantum systems or in the spin chains that model its behaviour.

Much progress has been made using time-dependent control techniques to achieve near perfect quantum state transfer (QST) \(16\,21\), but the conclusions of those studies are, at some extent, particulars and do not inform about general physical traits that lead to the design of general simple pulses that are applicable to different systems. This is not necessarily a bad scenario, most spin chains are controllable \(16\,22\,24\), with a reduced number of control functions (or a reduced number of actuators) and the transmission of information is doable at times that scale linearly or quadratically with the chain length \(N\) \(16\,20\).

More recently there is a renewed interest in the QST problem without any external forcing since the fabrication techniques of microscopic quantum systems allow to build systems with tailored interactions with time-independent but site-dependent variable strength. Modulating the strength of the interaction in order to achieve perfect or near perfect QST with autonomous time evolution instead of a forced evolution has been the subject of many recent works \(25\,27\).

For Heisenberg chains it is known that perfect QST transfer is not achievable even changing the strength of the exchange couplings \(28\,31\). For more complicate models this is not even know, in many cases the analytical study of the system is too cumbersome to reach any conclusion. Having this in mind, the problem of QST can be cast as an optimization problem, in which the probability that an excitation will be transferred between the extremes of a spin chain is the cost function to be maximized, and the set of possible strength of the interactions the parameter space, where the optimal values of the interactions must be found \(32\,33\).

Using a Global Optimization method guarantees that some good maximum value will be found \(34\,35\). We apply the pivot method to two models, the Heisenberg Hamiltonian and an anisotropic dipolar Hamiltonian, which has been studied as an approximation to the Hamiltonian of cold atoms in optical traps \(36\,38\). Besides showing that, effectively, the optimization method finds interaction strengths compatible with near perfect QST we show that the optimal strengths have a simple physical interpretation, that unifies the description of the time evolution of the quantum state in long and short range models, irrespective of their isotropic or anisotropic character. Our results also show that the consequent
dynamical evolution is smoother than the observed for homogeneous chains whose time-evolution is marred by dynamical localization effects.

The paper is organized as follows, in Section II the details of the pivot method, and how to apply it to the short and long range models, are presented. In Section III the results obtained for the propagation of excitations optimizing a variable number of parameters that define the spin chains are presented, while the results concerning the general properties of the spectrum and eigenvalues of spin chains that show near perfect quantum state transfer are presented in Section IV. The behaviour of the inverse participation ratio [39, 40] as a dynamical quantity is studied in Section V in particular the study focuses in the conditions that ensure a smooth, fast and efficient transfer of quantum states. Finally, in Section VI we discuss our results and our conclusions are presented.

II. MODELS AND METHOD

We will focus our study in two well-known quantum spin chain Hamiltonians, the isotropic short-range Heisenberg Hamiltonian

\[ H_{\text{short}} = -\sum_{i=1}^{N-1} J_i (\sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y + \sigma_i^z \sigma_{i+1}^z) , \quad (1) \]

where \( J_i > 0 \), and the anisotropic long-range dipolar Hamiltonian

\[ H_{\text{long}} = \sum_{i<j}^{N} \frac{J}{|x_i - x_j|^3} (c_x \sigma_i^x \sigma_j^x + c_y \sigma_i^y \sigma_j^y + c_z \sigma_i^z \sigma_j^z) , \quad (2) \]

where \( J > 0 \), \( c_x = c_y = 1 \) and \( c_z = -2 \), i.e. the distance dependent exchange couplings in the plane are antiferromagnetic while in the \( z \) direction the exchange couplings are ferromagnetic. This last Hamiltonian can be found as the weak limit of the Hamiltonian of a chain of cold atoms. In the following we will call a particular set of \( N - 1 \) exchanges coefficients \( J_i \) an Exchange Coefficients Distribution (ECD). In what follows we always consider centro-symmetric chains, i.e. \( J_i = J_{N-i} \), while for the long range model \( |x_i - x_j| = |x_{N-i} + x_{N-j+1}| \).

The transfer properties of both Hamiltonians have been studied extensively when the chains are homogeneous, i.e. all the \( J_i \) coefficients in Eq. (1) are equal, \( J_i = J_{N-i} \), \( \forall i \), and \( |x_i - x_{i+1}| = d > 0 \), \( \forall i \) in Eq. (2). In particular, for the Heisenberg Hamiltonian it is known that the homogeneous chain is quite poor as a transfer channel when the simplest transfer protocol is implemented.

Both Hamiltonians commute with the total magnetization in the \( z \)-direction

\[ \left[ H, \sum_i \sigma_i^z \right] = 0 , \quad (3) \]

so both Hamiltonians can be diagonalized in subspaces with fixed number of excitations, i.e. in subspaces with a given number of spins up. It is customary to use the computational basis, where for a single spin \( |0 \rangle = |↓ \rangle \) and \( |1 \rangle = |↑ \rangle \), so \( |0 \rangle = |000 \ldots 0 \rangle \) is the state with zero spins up of the whole chain, and

\[ \sum_{i=1}^{N} \sigma_i^z |0 \rangle = -N |0 \rangle . \quad (4) \]

The \( N \) states with a single spin up are denoted as follows

\[ |1 \rangle = |10 \ldots 0 \rangle , |2 \rangle = |010 \ldots 0 \rangle , \ldots , |N \rangle = |00 \ldots 1 \rangle . \quad (5) \]

i.e. the state \( |j \rangle \) is the state of the chain with only the \( j \)-th spin up. The one-excitation basis plays a fundamental role in the simplest transfer protocol. In this protocol the initial state of the chain, \( \{|\Psi(0)\rangle\} \), is prepared as

\[ |\Psi(0)\rangle = \alpha |0 \rangle + \beta |1 \rangle . \quad (7) \]

Using the time evolution operator

\[ U(t) = \exp (-i H t) , \quad (8) \]

the state of the chain at time \( t \) can be obtained as

\[ |\Psi(t)\rangle = U(t) |\Psi(0)\rangle = \alpha U(t) |0 \rangle + \beta U(t) |1 \rangle . \quad (9) \]

It is clear that the state transfer is perfect when for some time \( T_{\text{per}} \) the state of the chain is given by

\[ |\Psi(T_{\text{per}})\rangle = e^{i\theta} (\alpha |0 \rangle + \beta |N \rangle ) , \quad (10) \]

where \( \theta \) is some real arbitrary phase. So, the transfer fidelity as a function of time is calculated as

\[ f_{\alpha,\beta}(t) = |\alpha \langle \Psi(t) | 0 \rangle + \beta \langle \Psi(t) | N \rangle |^2 . \quad (11) \]

The fidelity in Eq. (11) depends on the particular initial state, Eq. (7), chosen to be transferred. Usually, to quantify the quality of the state transfer protocol, it is introduced the average of \( f_{\alpha,\beta}(t) \) over all the possible values of \( \alpha \) and \( \beta \). It can be shown that this averaged fidelity, \( F(t) \), can be written as

\[ F(t) = \frac{\sqrt{P_t}}{3} + \frac{P(t)}{6} + \frac{1}{2} \quad (12) \]
where

\[ P(t) = |\langle 1 | U(t) | \mathbf{N} \rangle|^2 \]  (13)

is called the transferred population between the first and last sites of the chain, and we assume that \( \cos(\gamma) = 1 \), where \( \gamma = \arg(f_{\alpha, \beta}(t)) \), as in Ref. [2]. The pretty good transfer occurs when for some \( t_{\epsilon} \)

\[ P(t_{\epsilon}) = 1 - \epsilon, \quad \forall \epsilon > 0. \]  (14)

The idea behind our method is quite simple and can be stated as follows: it is simpler to use inhomogeneous chains with site-dependent exchange coefficients tailored to achieve a high probability of transfer which is carried out by the autonomous dynamics of the system than to control the dynamics using time-dependent pulses. The tailoring is made using a Global optimization method that finds a good maximum value for \( P(T) \) irrespective of the Hamiltonian or the arrival time \( T \).

In Reference [32] we used a Global optimization method to obtain chains that showed near perfect QST so the detailed description of the method can be consulted there. Here we describe briefly how the method proceeds for the short range model, but the procedure is exactly the same for any one-dimensional chain.

The search for an optimal value of a given cost function, that depends on a number of variables, starts from a set of probes which are randomly generated in a hypercube whose side length is chosen to contain the possible values of the variables that determine the value of the cost function. In the cartoon in Figure 1 the yellow rectangle depicts the hypercube and the starry dots show the set of probes. For the initial set of \( K \) probes the cost function is evaluated and the set of \( K/2 \) probes with the larger values of the cost function are kept. Then the pivot method generates new \( K/2 \) probes. After this step convergence is checked and if the criterion is satisfied the probe with the largest cost function value is selected. If the convergence is not achieved \( K/2 \) probes are discarded (those with the lower values of the cost functions) and the pivot method is called again (for more details see References [34, 35]). This steps are depicted in the cartoon, the green arrows showing the direction that the algorithm takes until the convergence is achieved.
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as a darker blue square. The notation is used to emphasize the succession of values obtained. Calling $P^{(k)}(T)$ to the PT value obtained using the ECD $J^{(k)}_{\text{max}}$, it is fulfilled that

$$P^{(1)}(T) \leq P^{(2)}(T) \leq P^{(3)}(T) \leq \ldots$$ \hspace{1cm} (15)

In [32], it is shown that for anisotropic and isotropic Heisenberg Hamiltonians with only nearest neighbors interactions the side length of the successive hypercubes is a decreasing function of the arrival time and is bounded above by $N$.

It is worth to point out that for $k$ large enough the optimization method converges to a given “optimal” ECD and PT, this value for the PT is the one that is plotted in the figures of the next Sections. Nevertheless, sometimes it is useful to study the behaviour of the ECD for smaller values of the PT to understand how the spectral properties of a given Hamiltonian change with the value of the target PT.

The procedure described above can be easily translated to other Hamiltonians. For the long range dipolar Hamiltonian in Eq. (2) we consider the distances between nearest neighbors $\{|x_i - x_{i+1}|\}_{i=1}^{N-1}$ as the variables to be explored by the pivot method. The cost function is again the PT at some arrival time $T$.

### III. QST OPTIMIZING A VARIABLE NUMBER OF EXCHANGE COEFFICIENTS

In Reference [32] it was shown that the optimization procedure produces ECDs $\{J^{(k)}\}_T$, for $k$ large enough, that result in near perfect QST when the Hamiltonian of the chain is of the XXZ type with nearest neighbors interactions. In this Section we want to address two related questions. The first one is: if only a few exchange coefficients (or distances) can be optimized, due to some implementation limitation, is it possible to achieve near perfect or very good QST? The second one is: short range and long range spin chains with only few quantities optimized behave in a similar way?

Figure 3 summarizes our results about the two questions stated above. The figure shows the population transferred, for different chain lengths and optimizing (from bottom to top) one, two, three or $N/2$ exchange couplings or distances, accordingly with the model. The arrival time considered is $T = 2N$. The left panel shows the results found for the Heisenberg model, while the right one shows the results found for the anisotropic long-range dipolar model. It is clear that the PT is an increasing function of the number of exchange couplings optimized, which is to be expected. Nevertheless, what is striking is the fact that the long range model increases its efficiency as a quantum channel faster than the short range one. Of course, if the $N/2$ exchange couplings or distances are optimized the GO method provides chains that show near perfect QST. Similar scenarios can be found for other arrival times.

The results shown in Figure 3, despite its usefulness, do not provide an insight about the physical mechanisms that is responsible of the increased efficiency of the chains with more exchange couplings optimized. The next Sections are devoted to understand these mechanisms.

### IV. EIGENVECTOR LOCALIZATION AND PARTIALLY ORDERED SPECTRUM

Following Kay [28], near perfect QST can be expected in Heisenberg spin chains whose spectrum satisfies $E_{i+1} - E_i \sim q_i \alpha$, where $q_i$ is an odd natural number, i.e. successive energy values should differ in odd multiples of a constant $\alpha$, approximately.

Figure 4a) shows the difference between successive eigenvalues, $\Delta_i = E_{i+1} - E_i$ for a chain with $N = 20$ spins vs the eigenvalue index $i$, for chains with different number of distances optimized. The arrival time considered is $T = 2N = 40$. The distance $\Delta_i$ is scaled with $\pi/T$. It is clear that the number of eigenvalues that satisfies $\Delta_i/(\pi/T) \sim q_i$, increases as a function of the number of distances optimized. The inset shows that $\Delta_i/(\pi/T) \sim 1$ is satisfied with a remarkable precision when $N/2$ distances are optimized. We called this scenario a partially ordered spectrum.

The time dependent state of the chain can be written as

$$\psi(t) = \sum_i \chi_i \exp(-iE_i t) + \sum_{i \neq j} \chi_i \exp(-iE_i t), \hspace{1cm} (16)$$
FIG. 4: The scales difference between successive eigenvalues, $\Delta_i$, for the optimal exchange coupling distribution vs the index $i$, for a chain with length $N = 20$ and an arrival time $T = 2N$. a) As in Figure 3, the data corresponding to the results obtained optimizing one, two, three or all the exchange couplings are shown using black, red, blue and green dots, respectively. Panel b) shows a detailed view of the zone near $\Delta_i = 1$, for a chain with length $N = 40$ spins and different arrival times.

where the index $\tilde{i}$ runs over the eigenvalues that satisfies $\Delta_{\tilde{i}}/(\pi/T) \sim q_{\tilde{i}}$, then at $t = T$ the terms on the first sum will interfere constructively. Near perfect QST occurs at arrival time $T$ when a number of terms in Eq. (16) interfere constructively to produce $|\langle \psi(T)|N\rangle|^2 \sim 1$. The relatively reduced number of eigenvalues that satisfies approximately the constructive interference condition

$$\Delta_i/(\pi/T) = q_i \quad (17)$$

indicates that to obtain near perfect QST it is necessary to get $\chi_i \sim 0$ for $i \neq \tilde{i}$. Note that, as is shown in Figure 4b), the number of eigenvalues that approximately satisfies the constructive interference condition does not change very much when the arrival time is increased, but those near unity become even closer to it.

FIG. 5: The figure shows the coefficients $c_i = |\langle v_i|1\rangle|^2$, the square modulus of the scalar product between the $i$-th eigenvector, $|v_i\rangle$, and $|1\rangle$, vs $i$. Again, the results corresponding to the optimization of one, two, three or all the exchange couplings are shown using black, red, blue and green dots, respectively.

where the vectors $|v_i\rangle$ are solutions of

$$H(J_T)|v_i\rangle = E_i|v_i\rangle \quad (18)$$

Extended eigenstates have $c_i \sim 1/N$, where $N$ is the chain length. Figure 4 shows that the eigenvectors corresponding to the almost ordered eigenvalues are strongly localized at both extremes of the quantum chain.

In a few words, almost near perfect QST is achievable with a reduced number of eigenvalues satisfying condition (17) as long as their eigenvectors are well localized at the extremes of the spin chain. This scenario was at some extent, envisioned as a necessary condition by Kay and others [28, 30] a requisite to achieve the so called pretty good quantum state transfer, but for the isotropic Heisenberg model. What our results indicate is that the pivot method finds precisely the ECD that result in the almost ordered spectrum with well localized eigenvectors that are required for the almost perfect QST to happen also for the long range model in Eq. (2).

The partially ordered spectrum with well localized eigenvectors scenario is also present in the short range Heisenberg model, Eq. (1) so near perfect QST is also achievable. Nevertheless there are some differences that are worth of further analysis.

Figure 6 shows a) $\Delta_i$ and b) $c_i$ both vs the index $i$ for the Heisenberg Hamiltonian and a chain with $N = 60$ spins. There is a large number of successive eigenvalues that satisfy the condition in Eq. (4), anyway those that satisfy the condition with $q_i = 1$ are a minority. In the figure, values of $\Delta_i = 15, 17$ can be clearly appreciated. The appearance of values of $\Delta_i$ is related to the different propagation velocities that are characteristic of the Heisenberg model. Nevertheless, Figure 6b) shows again,
FIG. 6: The scaled difference between successive eigenvalues, $\Delta_i$, and the $c_i$ coefficients, are shown in panels a) and b), respectively, both vs the index $i$ for a chain with a short range Heisenberg Hamiltonian. The chain has $N = 60$ spins. In panel a) the partially ordered spectrum can be clearly appreciated at the edge of the eigenvalues band, with values of $\Delta_i$ close to odd naturals as large as 15 or 17. The data in panel b) shows that only the eigenvectors corresponding to the partially ordered portion of the spectrum are localized at the extremes of the chain.

that the eigenvectors associated to the part of the spectrum that is partially ordered are well localised at the extremes of the chain. Other feature that distinguishes the spectra of the short and long range model is that in the spectrum of the former there is a number of very small eigenvalues, $E_i \sim 0$.

Since the optimization method is interrupted when the criterion of convergence is fulfilled it is natural to wonder about the spectrum of Hamiltonians that correspond to ECD obtained with sub-optimal convergence criteria, i.e. when the PT is far from near perfect QST.

Figure 7 a) shows the distance $d_i$ which is defined as the difference between $\Delta_i$ and its nearest odd natural for four different values of the PT. The values were obtained allowing the optimization of all the couplings. The data in the figure shows that the number of ordered pair of eigenvalues is an increasing function of the transferred probability at a given arrival time. Even for the largest PT achieved, that differs from the unity in less than $2 \times 10^{-4}$, only a third of the eigenvalues are very close to an odd natural number, emphasizing that the localization of the corresponding eigenvectors is also required to achieve near perfect QST. The behaviour of the coefficient that measures how localized are the eigenvectors at the extremes of the chain can be observed in Figure 7 b).

FIG. 7: The scaled difference between successive eigenvalues, $\Delta_i$, minus the closest odd integer, $q_i$, and the $c_i$ coefficients, are shown in panels a) and b), respectively, both vs the index $i$ for a chain with a short range Heisenberg Hamiltonian. The chain has $N = 30$ spins, arrival time $T = N$ and the data is obtained interrupting the optimization procedure at sub-optimal PT (see the text for more details). The panels show the values obtained for PT values of 0.9998, 0.99320, 0.995811 and 0.47678 using blue, red, green and black dots, respectively. The lines are included as a guide to the eye. Panel a) shows how the partially ordered portion of the spectrum increases when the PT value becomes larger. The localization of the corresponding eigenvectors is shown in panel b) and it can be appreciated how it becomes stronger for larger values of the PT.

V. PREVENTING DYNAMICAL LOCALIZATION

Besides the effect of the optimization of the exchange couplings over the spectrum and eigenvectors, which results in very large values for the PT, there are other dynamical effects that take place during the transmission. A quantity that allows to qualitatively understand the changes in the dynamical behaviour of the chain state is the inverse participation ratio (IPR)
The IPR has been used to analyze the dynamical behaviour of many different systems, ordered, chaotic or disordered, since it is able to detect how an initially localized state spreads, or not, over the whole system. The dynamical evolution of an one excitation propagating on Heisenberg-like chains are characterized by rapid fluctuations in the value of the IPR since the dynamics reflects the peculiar distribution of eigenvalues on the spectrum. But, as was shown in Section III the optimization procedure results in chains with partially ordered spectrum so the behaviour of the IPR should reflect the emerging ordering and the appearance of well localized eigenvectors.

\[ L(t) = \frac{1}{\sum_i |\chi_i(t)|^4} \]  \hspace{1cm} (19)

The role played by localized states in QST settings is well known in the context of XX Hamiltonians, where the regimes known as border controlled QST and optimal dynamics exploit that changing the values of just one or two exchange couplings at the extremes of centro-symmetric chains results in regimes where near perfect QST is achievable in otherwise homogeneous chains. More recently, Palaiodimopoulos et al showed that the localized eigenstates lying at the centre of the eigenvalues band are crucial to obtain fast and robust QST in a topological chain, although their protocol involved precise time-dependent control of the exchange couplings at the extremes of a SSH chain, \( J_1(t) \) and \( J_{N-1}(t) \). As our results show, looking for localized eigenstates located at any region of the spectrum seems to be a requisite to attain near perfect QST in arbitrary spin chains, as long as these eigenstates correspond to the partially ordered portion of the spectrum. Of course, the intricacies of the Bethe ansatz prevents that this traits can be singled out in the Heisenberg Hamiltonian. The perspectives are even worse when the anisotropic long range dipolar Hamiltonian is considered.

As our results suggest, it is harder to find the regime of smooth propagation for the Heisenberg Hamiltonian than for the long range Hamiltonian. This is another manifestation of the “disorderly” way in which the excitations propagate in Heisenberg chains.

It is striking the reduced number of eigenvalues fulfilling Eq. (17) that are really necessary to achieve near perfect QST, as long as their eigenvectors are well localized at the extremes of the chain. Since most studies showing the existence of the pretty good QST focus in the requirements that the eigenvalues should satisfy, it is worth to think if a change of strategy adding this fact could lead to new advances on the design of Hamiltonians that can be implemented in experimental settings.

With respect to the last point commented in the paragraph above, there are at least to possible lines of work. The first one is to extend the ideas in Reference 42, where A. Kay discusses how to obtain near perfect QST in chains with interactions beyond nearest neighbors. The second one requires the implementation of algorithms characteristic of inverse eigenvalue problems, that allow to construct a matrix with prescribed eigenpairs. Work along this lines is in progress.
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Appendix: IPR behaviour for Heisenberg chains

As has been said in the main text, the behaviour of the IPR as a function of time for Heisenberg chain is similar to the observed in the long range model studied. Anyway, there are some qualitative differences that are interesting to look at. Figure 9 shows the behaviour of the inverse participation ratio, as a function of the time $t$, calculated using sub-optimal ECD. The chain considered has $N = 30$ spins and the optimal ECD corresponds to an arrival time $T = N$. Note that, even for values as large as $P = 0.99$ the IPR shows rapid oscillations. Moreover, the dynamical regimes at both sides of $P = 0.99$ seem quite different, resulting in a dynamical evolution with a single or double maximum for $P < 0.99$ and $P > 0.99$, respectively. For smaller values of $P$ the “bell-shape” becomes increasingly distorted until quite rapid oscillations spoil completely the transfer process (not shown).

FIG. 9: The behaviour of the inverse participation ratio, as a function of the time $t$, calculated using sub-optimal ECD. The chain considered has $N = 30$ spins and the optimal ECD corresponds to an arrival time $T = N$.
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