UNIFORM ASYMPTOTIC EXPANSIONS FOR THE WHITTAKER
FUNCTIONS $M_{\kappa,\mu}(z)$ AND $W_{\kappa,\mu}(z)$ WITH $\mu$ LARGE
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Abstract. Uniform asymptotic expansions are derived for Whittaker’s confluent hypergeo-
metric functions $M_{\kappa,\mu}(z)$ and $W_{\kappa,\mu}(z)$, as well as the numerically satisfactory companion func-
tion $W_{-\kappa,\mu}(ze^{-\pi i})$. The expansions are uniformly valid for $\mu \to \infty$, $0 \leq \kappa/\mu \leq 1 - \delta < 1$, and
$0 \leq \arg(z) \leq \pi$. By using appropriate connection and analytic continuation formulas these expan-
sions can be extended to all unbounded nonzero complex $z$. The approximations come from recent
asymptotic expansions involving elementary functions and Airy functions, and explicit error bounds
are either provided or available.
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1. Introduction. The purpose of this paper is to obtain uniform asymptotic
expansions as $\mu \to \infty$ and $0 \leq \kappa/\mu \leq 1 - \delta$ for the Whittaker confluent hypergeometric
functions $M_{\kappa,\mu}(z)$ and $W_{\kappa,\mu}(z)$; here and throughout $\delta$ is an arbitrary small positive
constant.

Amongst their physical applications, these functions appear in solutions of the
wave equation in paraboloidal coordinates [11, Chap. 7], and also are used to describe
the behavior of charged particles in a Coulomb potential [10]. In [4] and [12] they
play a central role in the uniform asymptotic theory of differential equations having
a coalescing turning point and simple pole.

$M_{\kappa,\mu}(z)$ and $W_{\kappa,\mu}(z)$ are solutions of the Whittaker differential equation

\[(1.1) \quad \frac{d^2 y}{dz^2} = \left( \frac{\mu^2 - 1}{z^2} - \frac{\kappa}{z} + \frac{1}{4} \right) y, \]

which has a regular singularity at $z = 0$ and an irregular singularity at $z = \infty$. These two Whittaker functions can be expressed in terms of confluent hypergeometric functions via [2, Eqs. 13.2.3, 13.4.4, 13.14.2 and 13.14.3]

\[(1.2) \quad M_{\kappa,\mu}(z) = z^{\mu + \frac{1}{2}} e^{-z/2} M \left( \frac{1}{2} + \mu - \kappa, 1 + 2\mu, z \right) \quad (2\mu \neq -1, -2, -3, \cdots), \]

and

\[(1.3) \quad W_{\kappa,\mu}(z) = z^{\mu + \frac{1}{2}} e^{-z/2} U \left( \frac{1}{2} + \mu - \kappa, 1 + 2\mu, z \right), \]

where

\[(1.4) \quad M(a, b, z) = \sum_{s=0}^{\infty} \frac{(a)_s}{(b)_s s!} z^s, \]

and

\[(1.5) \quad U(a, b, z) = \frac{1}{\Gamma(a)} \int_0^\infty e^{-zt} t^{\mu-1} (1 + t)^{b-a-1} dt \quad (\Re(a) > 0, |\arg(z)| < \frac{1}{2}\pi). \]
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Assuming $\Re(\mu) \geq -\frac{1}{2}$ they are fundamental solutions that are recessive (bounded) at one of the singularities, according to the limiting behaviour \[2, \text{Eqs. 13.13.14 and 13.14.21}\]

\[M_{\kappa,\mu}(z) = z^{\mu+\frac{1}{2}} \{1 + \mathcal{O}(z)\} \quad (z \to 0),\]

and

\[W_{\kappa,\mu}(z) = z^{\kappa} e^{-z/2} \{1 + \mathcal{O}(z^{-1})\} \quad (z \to \infty, \, |\arg(z)| \leq \frac{3}{2} \pi - \delta).\]

All other independent solutions of (1.1) are unbounded at these singularities. Generally both functions are multivalued, and with a branch cut taken along $-\infty < z \leq 0$ the principal branches for $M_{\kappa,\mu}(z)$ and $W_{\kappa,\mu}(z)$ correspond to those on the RHS of (1.6) and (1.7) respectively.

The differential equation (1.1) is unchanged if $\kappa$ and $z$ both change sign. Thus a third solution is given by $W_{-\kappa,\mu}(ze^{-\pi i})$, and this is recessive at $z = \infty \exp(\pi i)$. As such, the three functions form a numerically satisfactory set of solutions in the upper half plane $0 \leq \arg(z) \leq \pi$ ($z \neq 0$), which we denote by $\mathbb{C}^+$. We shall obtain expansions for these three solutions, and we only need to consider $\mathbb{C}^+$, since we can extend our results to the lower half plane $-\pi \leq \arg(z) \leq 0$ ($0 \leq \arg(\bar{z}) \leq \pi$) via the Schwarz reflection formulas (assuming $\mu, \kappa \in \mathbb{R}$)

\[M_{\kappa,\mu}(z) = M_{\kappa,\mu}(\bar{z}), \quad W_{\kappa,\mu}(z) = W_{\kappa,\mu}(\bar{z}),\]

as well as

\[W_{-\kappa,\mu}(z) = W_{-\kappa,\mu}(\bar{z}e^{-\pi i}),\]

which is a numerically satisfactory companion solution for $-\pi \leq \arg(z) \leq 0$. Furthermore, our results to other values of $\arg(z)$, i.e. across the cut $-\infty < z \leq 0$, come from using well-known analytic continuation formulas \[2, \text{Sect. 13.14(ii)}\]. Included in these is the relation

\[M_{\kappa,\mu}(z) = \pm M_{-\kappa,\mu}(\pm ze^{\pm \pi i}),\]

and so in conjunction with the new expansions for $W_{-\kappa,\mu}(\mu z e^{\pm \pi i})$ our results also provide asymptotic expansions for all solutions when $0 \leq -\kappa/\mu \leq 1 - \delta$ ($\mu > 0$).

The case we consider here, $\mu \to \infty$ with $0 \leq \kappa/\mu \leq 1 - \delta < 1$, was first studied by Olver \[15, \text{Chap. 7, Sect. 11.1}\]. He obtained a one term approximation, complete with error bounds, for $M_{\kappa,\mu}(x)$ and $W_{\kappa,\mu}(x)$ with $x$ real and positive. The results here extend Olver’s results in several aspects. Firstly, in section 2 we extend the approximations to expansions by using the recent results in \[7\]. These are Liouville-Green (LG) expansions of a less used form, where the coefficients in the asymptotic expansions appear in the exponent of the approximating exponential function. This has the advantage over the standard LG expansions in that the coefficients involved can be evaluated simply and explicitly, as well as being accompanied by simpler and sharper error bounds (which we shall supply).

Secondly, as we alluded to earlier, our expansions are valid for complex $z$. As we shall show, for large $\mu$ and $0 \leq \kappa/\mu \leq 1 - \delta$ the equation has two conjugate turning points (as defined by \[2, \text{Sect. 2.8(i)}\]) in the right half plane $\Re(z) \geq 0$. Our LG expansions, along with suitable connection formulas, are valid at all points in $\mathbb{C}^+$ except in the neighbourhood of the turning point in the first quadrant.
In section 3 we go further by using recent results given in [9] to obtain asymptotic expansions that are valid at this turning point, and in fact valid for all \( z \in \mathbb{C}^+ \). These involve Airy functions, and while the previous general theory of turning point expansions is well established (see [15, Chap. 11]) the coefficients are typically very difficult to compute beyond one term. A feature of the new asymptotic expansions in [9] is that the coefficients that appear are significantly easier to compute, either directly if not too close to the turning point, or via Cauchy’s integral theorem in a neighbourhood of the turning point. Moreover the explicit error bounds provided by [9] are readily computable. We remark that the added complication of the turning point in the present application being complex-valued rather than lying on the real axis does not present a significant hurdle in the application of these recent Airy function expansions.

A number of powerful asymptotic approximations for Whittaker functions have previously been obtained by Olver. For large \( \mu \) and fixed \( \kappa \) he constructed a simple expansion for \( M_{\kappa,\mu}(z) \) in [15, Chap. 10, Ex. 3.4] which is valid for real or complex values of \( z \) and the two parameters. Next, in his landmark paper [13] Olver obtained asymptotic approximations for solutions of differential equations having two coalescing turning points. In [14] this was applied to obtain approximations for the Whittaker functions in terms of parabolic cylinder functions, again for large \( \mu \), that are valid for \(- (1 - \delta) \mu \leq \kappa \leq \mu \) and also \( \mu \leq \kappa \leq \mu / \delta \). The argument \( z \) is either real or purely imaginary, as are the parameters \( \kappa \) and \( \mu \). Although the parameter range is large, the price is that these approximations consist of only one term rather than expansions, and involve complicated Liouville transformation variables and error bounds.

For large \( |\mu| \) with \( \mu \) or \( \kappa \) imaginary see [15, Chap. 11, Sect. 4.3] and [5]. For large \( \kappa \) and \( 0 \leq \mu \leq (1 - \delta) \kappa \) Dunster [3] obtained expansions, with error bounds, for complex argument \( z \) in terms of Bessel functions. This used an asymptotic theory of differential equations having a coalescing turning point and double pole [1]. Also for \( \kappa \) large we mention Olver’s results [15, Chap. 11, Ex. 7.3] for \( W_{\kappa,\mu}(x) \), with \( \mu \) real and bounded, and \( x \in [\delta, \infty) \).

2. Liouville-Green expansions. We begin by replacing \( z \) by \( \mu z \) in (1.1) to obtain

\[
d^2 w/dz^2 = \{ \mu^2 f(z) + g(z) \} w, \tag{2.1}
\]

where for \( \lambda = \kappa / \mu \)

\[
f(z) = \frac{z^2 - 4\lambda z + 4}{4z^2}, \quad g(z) = -\frac{1}{4z^2}. \tag{2.2}
\]

This differential equation has solutions \( M_{\kappa,\mu}(\mu z) \), \( W_{\kappa,\mu}(\mu z) \) and \( W_{-\kappa,\mu}(\mu ze^{-\pi i}) \). The equation (1.1) has been recast into this form in order for the subsequent asymptotic approximations to be uniformly valid at both \( z = 0 \) and at \( z = \infty \) see [7, Remark 1.2] and [15, Chap. 10, Thm. 4.1 and Ex. 4.1].

For large \( \mu \) it has turning points where \( f(z) = 0 \), which for \( 0 \leq \kappa < \mu \) are found to be a pair of conjugate points in the right half plane located at \( z = z^\pm(\lambda) \) say, given by

\[
z^\pm(\lambda) = 2\lambda \pm 2i\sqrt{1 - \lambda^2} = 2e^{\pm i\theta(\lambda)}, \tag{2.3}
\]

where \( \theta(\lambda) = \arccos(\lambda) \in (0, \frac{1}{2}\pi] \) for \( 0 \leq \lambda < 1 \).
Note that they coalesce into a double pole at $z = 2$ when $\lambda = 1$, and our expansions would no longer be valid on the positive real $z$ axis in this case. Moreover the expansions of section 3 break down when the two turning points are close or coincide. Thus, in order for them to be bounded away from one another we require in this section and the next that

\begin{equation}
\lambda = \kappa/\mu \in [0, 1 - \delta].
\end{equation}

As we mentioned in section 1 the case $\lambda < 0$ ($\kappa < 0$) is covered by connection formulas.

Next, the following Liouville variable appears in all our expansions (see [7, Eq. (1.3)])

\begin{equation}
\xi = \int f^{1/2}(z)dz = \frac{1}{2}Z - \lambda \ln(Z + z - 2\lambda) - \ln \left( \frac{Z - \lambda z + 2}{z} \right),
\end{equation}

where

\begin{equation}
Z(z) = (z^2 - 4\lambda z + 4)^{1/2}.
\end{equation}

We find as $z \to 0$ that $\Re(\xi) \to -\infty$ such that

\begin{equation}
\xi = \ln \left( \frac{1}{2}z \right) + 1 - \lambda \ln(2 - 2\lambda) + O(z),
\end{equation}

and $\Re(\xi) \to \pm\infty$ as $\Re(z) \to \pm\infty$ such that

\begin{equation}
\xi = \frac{1}{2}z - \lambda \ln(2z) - \lambda - \ln(1 - \lambda) + O(z^{-1}).
\end{equation}

The branches of these multi-valued functions will be specified more precisely shortly.
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In Figure 1 a number of level curves $\Re(\xi) = \text{constant}$ are shown in the upper half plane under consideration, and these determine the regions of validity of our asymptotic expansions. Here we have used the particular value $\lambda = \frac{1}{2} \left( z^+(\frac{1}{2}) =
1 + i\sqrt{3})$, but the general configuration remains the same for $0 \leq \lambda \leq 1 - \delta$. The dashed curve is the quarter circle $|z| = 2$, $0 \leq \arg(z) \leq \frac{1}{2}\pi$, on which the turning point $z^+(\lambda)$ lies for $0 \leq \lambda \leq 1$ (see (2.3)).

The level curves labelled $\gamma_j$ ($j = 1, 2, 3$) emanating from the turning point $z^+(\lambda)$ are particularly significant, and divide the half plane into three regions $S_j$ ($j = 0, \pm 1$) as depicted in Figure 2. The subscripts are chosen to match the Airy functions used in section 3.

The interior of the finite region $S_{-1}$ contains the singularity $z = z^{(1)} := 0$ and is where $M_{\kappa, \mu}(\mu z)$ is recessive (exponentially small for large $\mu$). The interior of $S_0$ containing $z = z^{(2)} := +\infty$ is where $W_{\kappa, \mu}(\mu z)$ is recessive, and the interior of $S_1$ containing $z = z^{(3)} := \infty e^{\pi i}$ is where $W_{-\kappa, \mu}(\mu z e^{-\pi i})$ is recessive. All three solutions are dominant (exponentially large for large $\mu$) in the exterior of their respective regions of recessiveness.

Our LG expansions will be uniformly valid in unbounded domains $Z_j(\delta)$ ($j = 1, 2, 3$) which consist of all points in $\mathbb{C}^+$ except those whose distance to the curve $\gamma_j$ is less than $\delta$. Note that this means the turning point $z^+(\lambda)$ does not lie in any of these three regions. The region $Z_j(\delta)$ has been defined to meet the requirement that all points $z$ in it can be linked to $z^{(j)}$ by a path $\mathcal{L}_j(z)$ (say) that (i) consists of a finite chain of $R_j$ arcs (as defined in [15, Chap. 5, Sect. 3.3]), (ii) as $t$ passes along this path from $a_j$ to $z$, the real part of $\xi(t)$ is monotonic, and (iii) the path does not get closer than a distance $\delta$ to the turning point, i.e. $|t - z^+(\lambda)| \geq \delta$ for all $t \in \mathcal{L}_j(z)$. In condition (ii) $\xi(t)$ is given by (2.5) with $z$ replaced by $t$ and with branches taken so that it is a continuous function of $t$ in $Z_j(\delta)$. We shall call these paths progressive.

For $\xi = \xi(z)$ we take a branch cut along $\gamma_2$ and choose the branches in (2.5) so that $\Re(\xi) \to +\infty$ as $\Re(z) \to z^{(2)} = +\infty$ and such that it is a continuous function (indeed analytic) in $\mathbb{C}^+ \setminus \gamma_2$. Hence $\xi$ is real on the positive $z$ axis, and (from (2.7) and (2.8)) recall that $\Re(\xi) \to -\infty$ as $\Re(z) \to z^{(1)} = 0$ and also as $z \to z^{(3)} = \infty e^{\pi i}$. We shall call this the principal value of $\xi$ (as well as $Z$) in this cut half plane.

We shall allow $z$ to cross the branch cut as appropriate (and described in more detail below), and if so $\xi$ must vary continuously along a path that crosses this cut. Thus $\Im(\xi)$ will take the opposite sign if on a different sheet. For example, if $z$ travels along a ray from 0 to $\infty$ in the left half plane (hence across the cut $\gamma_2$) then $\Im(\xi)$ will increase continuously and monotonically from $-\infty$ to $+\infty$.

Fig. 2. Regions $S_j$ ($j = 0, \pm 1$)
Coefficients that appear in the expansions are provided by [7, Eqs. (1.10) - (1.12)]. With the aid of (2.2), (2.6) and
\[
\frac{d\xi}{dz} = f^{1/2}(z) = \frac{Z}{2z},
\]
which comes from (2.5), these are given by
\[
\hat{E}_s(z) = \frac{1}{2} \int_{\infty}^{z} \frac{Z(t)\hat{F}_s(t)}{t} dt \quad (s = 1, 2, 3, \cdots),
\]
where
\[
\hat{F}_1(z) = \frac{4f(z)f''(z) - 5f'^2(z)}{32f^3(z)} + \frac{g(z)}{2f(z)} = -\frac{z(z^3 - 16z + 4\lambda^2z + 16\lambda)}{2Z^6},
\]
\[
\hat{F}_2(z) = -\frac{z}{Z} \frac{d\hat{F}_1(z)}{dz} = -\frac{z}{Z^9} \left\{ z^5 + 2\lambda z^4 + 8(\lambda^2 - 5)z^3 - 8\lambda(\lambda^2 - 9)z^2 - 16(5\lambda^2 - 4)z - 32\lambda \right\},
\]
and
\[
\hat{F}_{s+1}(z) = -\frac{z}{Z} \frac{d\hat{F}_s(z)}{dz} - \frac{1}{2} \sum_{j=1}^{s-1} \hat{F}_j(z)\hat{F}_{s-j}(z) \quad (s = 2, 3, \cdots).
\]
The branch of each coefficient is the same as the principal one for $Z$, so that each $\hat{E}_s(z)$ continuous in $C^+\{\gamma_2\}$ with $Z > 0$ in (2.10), (2.12) and (2.13) when $z \in (0, \infty)$.

Note that the arbitrary lower integration limit in (2.10) was chosen for convenience so that
\[
\lim_{z \to \infty} \hat{E}_s(z) = 0 \quad (s = 1, 2, 3, \cdots).
\]

From (2.10) and (2.11) we have for the first coefficient on explicit integration
\[
\hat{E}_1(z) = \frac{\lambda z^3 + 6(1 - 2\lambda^2)z^2 + 12\lambda^2z + 8\lambda^2 - 16}{24(1 - \lambda^2)Z^3} - \frac{\lambda}{24(1 - \lambda^2)}.
\]

Let us show how all the other coefficients can be explicitly evaluated. Firstly from (2.6)
\[
\frac{dZ}{dz} = \frac{z - 2\lambda}{Z},
\]
and so from (2.11) - (2.13) one can verify by induction that
\[
\hat{F}_s(z) = zZ^{-3s-3}p_{2s+1}(z),
\]
where $p_{2s+1}(z)$ is a polynomial of degree $2s + 1$. Now let
\[
\tau = z - 2\lambda,
\]
and
\[
\beta = \tau/Z.
\]
Then from (2.6), (2.18) and (2.19)

\begin{equation}
\tau = 2\beta \left( \frac{1 - \lambda^2}{1 - \beta^2} \right)^{1/2},
\end{equation}

and

\begin{equation}
\frac{d\beta}{dz} = \frac{4(1 - \lambda^2)}{Z^3}.
\end{equation}

If we denote \( Z(\tau + 2\lambda) = \tilde{Z}(\beta) \) where \( \tau = \tau(\beta) \) is given by (2.20), and so from (2.19)

\begin{equation}
\tilde{Z}(\beta) = \frac{\tau}{\beta} = 2 \left( \frac{1 - \lambda^2}{1 - \beta^2} \right)^{1/2}.
\end{equation}

Also, from (2.18) write

\begin{equation}
p_{2s+1}(z) = p_{2s+1}(\tau + 2\lambda) = \tilde{p}_{2s+1}(\beta),
\end{equation}

and hence from (2.10), (2.17) and (2.21)

\begin{equation}
\hat{E}_s(z) = \frac{1}{2} \int_{-\infty}^{z} p_{2s+1}(t) dt = \frac{1}{8(1 - \lambda^2)} \int_{1}^{\beta} \tilde{p}_{2s+1}(b) db.
\end{equation}

Next, on referring to (2.22), the integrand for the odd coefficients \( \hat{E}_{2m+1}(z) \) \( (m = 0, 1, 2, \cdots) \) can be expressed as

\begin{equation}
\tilde{p}_{4m+3}(\beta) Z^{6m+2}(\beta) = \left( \frac{\beta}{\tau} \right)^{6m+2} \tilde{p}_{4m+3}(\beta) = \frac{1}{2^{6m+2}} \left( \frac{1 - \beta^2}{1 - \lambda^2} \right)^{3m+1} \tilde{p}_{4m+3}(\beta).
\end{equation}

Now decompose \( p_{4m+3}(\tau + 2\lambda) \) into its even (e) and odd (o) parts as functions of \( \tau \):

\begin{equation}
\tilde{p}_{4m+3}(\beta) = p_{4m+3}(\tau + 2\lambda) = p_{4m+3}^{(e)}(\tau) + p_{4m+3}^{(o)}(\tau).
\end{equation}

Thus from (2.20) it is clear that the fractional powers of \( \beta \) in (2.25) occur for the odd powers of \( \tau \), which come only from \( p_{4m+3}^{(o)}(\tau) \). All these terms are of the form

\begin{equation}
\text{constant} \times \beta^{2s+1} (1 - \beta^2)^{3m-s+1/2} \quad (s = 0, 1, 2, \cdots, 2m + 1),
\end{equation}

where each constant involves \( \lambda \) alone. These are easy to integrate, using the substitution \( u = 1 - \beta^2 \). The contributions from \( p_{4m+3}^{(o)}(\tau) \) are polynomials in \( \beta^2 \) which of course are trivial to integrate.

For the even coefficients \( \hat{E}_{2m}(z) \) \( (m = 1, 2, 3, \cdots) \) we can avoid integration completely, since they can be expressed explicitly in terms of \( \hat{E}_{2m+1}(z) \) \( (m = 0, 1, 2, \cdots) \). Specifically, from [7, Eq. (1.13)] one can simply equate powers of \( \mu \) in the formal expansions

\begin{equation}
\sum_{m=1}^{\infty} \frac{\hat{E}_{2m}(z)}{\mu^{2m}} = -\frac{1}{2} \ln \left\{ 1 + \sum_{m=0}^{\infty} \frac{\hat{E}_{2m+1}(z)}{\mu^{2m+2}} \right\}.
\end{equation}
For example, on expanding the RHS for large $\mu$ and equating powers of $\mu^{-4}$ we find that $\hat{E}_j(z) = \frac{1}{4} F_1^2(z) - \frac{1}{2} E_1(z)$. Note that we have taken $C = 0$ in the formula referenced, since $\forall m \in \mathbb{N} \cup \{0\}$ \( \hat{E}_{2m+1}(z) = o(1) \) as $z \to \infty$ and so this is also true for $\hat{E}_{2m}(z)$ ($m = 1, 2, 3, \cdots$), in accord with the lower integration limit in (2.10). Incidentally (2.17) and (2.28) show that

\[
\hat{E}_{2m}(0) = 0 \quad (m = 1, 2, 3, \cdots).
\]

We now apply [7, Thm. 1.4] with $\xi = \alpha_2$ corresponding to $z = z^{(1)} = 0,$ and $\xi = \alpha_2$ corresponding to $z = z^{(2)} = +\infty$. From our discussion earlier about the branch of $\xi$ we then have $\Re(\alpha_j) = (-1)^j \infty$ as required in the hypothesis of the theorem, and consequently on using (2.9) we obtain LG solutions of (2.1), for arbitrary positive integer $n$, of the form

\[
w_{n,1}(\mu, z) = \left( \frac{z}{Z} \right)^{1/2} \exp \left\{ \mu \xi + \sum_{s=1}^{n-1} \frac{\hat{E}_s(z)}{\mu^s} \right\} \{1 + \eta_{n,1}(\mu, z)\},
\]

and

\[
w_{n,2}(\mu, z) = \left( \frac{z}{Z} \right)^{1/2} \exp \left\{ -\mu \xi + \sum_{s=1}^{n-1} \frac{\hat{E}_s(z)}{\mu^s} \right\} \{1 + \eta_{n,2}(\mu, z)\}.
\]

Note that with our branch cut $\left( z/Z \right)^{1/2} \to 1$, and hence $\hat{E}_j(\infty) \to 0$ as $z \to \infty$ in any direction in $\mathbb{C}^+$. Here the relative error terms $\eta_{n,j}(\mu, z)$ ($j = 1, 2$) are $O(\mu^{-n})$ uniformly for $z \in Z_j(\delta)$, with error bounds provided by Theorem 2.1 below. From (2.7) and (2.8) the important property of these functions is that $w_{n,1}(\mu, z) \to 0$ as $z \to 0$ ($\Re(\xi) \to -\infty$) and $w_{n,2}(\mu, z) \to 0$ as $\Re(z) \to \infty$ ($\Re(\xi) \to \infty$).

Matching solutions recessive at $z = 0$ implies that $M_{n,\mu}(\mu z) = c_{n,1}(\mu)w_{n,1}(\mu, z)$ for some constant $c_{n,1}(\mu)$. Then using (1.6), (2.7), (2.29) and (2.30) yields

\[
c_{n,1}(\mu) = \lim_{z \to 0} \left\{ \frac{M_{n,\mu}(\mu z)}{w_{n,1}(\mu, z)} \right\} = \sqrt{2\mu} \left\{ 2(1 - \lambda) \right\}^\kappa \left( \frac{4\mu}{\kappa} \right)^\mu \exp \left\{ -\sum_{s=1}^{n-1} \frac{\hat{E}_s(0)}{\mu^s} \right\}.
\]

Note from (2.6) and (2.15)

\[
\hat{E}_1(0) = \frac{2 - \lambda^2}{24(1 - \lambda^2)}.
\]

Similarly, on matching solutions recessive at $z = +\infty$, and using (1.7), (2.8), (2.29) and (2.31), results in the identification $W_{n,\mu}(\mu z) = c_{2}(\mu)w_{n,2}(\mu, z)$, where

\[
c_{2}(\mu) = \lim_{z \to \infty} \left\{ \frac{W_{n,\mu}(\mu z)}{w_{n,2}(\mu, z)} \right\} = \frac{1}{(1 - \lambda)^\mu} \left( \frac{\mu}{2\kappa} \right)^\kappa.
\]

In summary we have our first main result.

**Theorem 2.1.** As $\mu \to \infty$, $\lambda = \kappa/\mu \in [0, 1 - \delta]$, and positive integers $n$ and $r$

\[
M_{n,\mu}(\mu z) = (4\mu)^\mu \left\{ 2(1 - \lambda) \right\}^\kappa \left( \frac{2\mu z}{Z} \right)^{1/2} \times \exp \left\{ \mu(\xi - 1) + \sum_{s=1}^{n-1} \frac{\hat{E}_s(z) - \hat{E}_s(0)}{\mu^s} \right\} \{1 + \eta_{n,1}(\mu, z)\},
\]
and
\begin{equation}
\tag{2.36} W_{\kappa,\mu}(\mu z) = \left( \frac{\mu}{2e} \right)^\kappa \frac{1}{(1-\lambda)^\mu} \left( \frac{z}{2} \right)^{1/2} \times \exp \left\{ -\mu \xi + \sum_{s=1}^{n-1} (-1)^s \frac{\hat{E}_s(z)}{\mu^s} \right\} \{ 1 + \eta_{n,2}(\mu, z) \},
\end{equation}

where for \( z \in Z_1(\delta) \)
\begin{equation}
\tag{2.37} |\eta_{n,1}(\mu, z)| \leq \exp \left\{ \sum_{s=n}^{n+r-1} \frac{\hat{E}_s(z) - \hat{E}_s(0)}{\mu^s} \right\} - 1 + \frac{\omega_{n+r,1}(\mu, z)}{\mu^{n+r}} \exp \left\{ \frac{\varpi_{n+r,1}(\mu, z)}{\mu} + \sum_{s=n}^{n+r-1} \frac{\Re\{\hat{E}_s(z)\}}{\mu^s} + \frac{\omega_{n+r,1}(\mu, z)}{\mu^{n+r}} \right\},
\end{equation}

and for \( z \in Z_2(\delta) \)
\begin{equation}
\tag{2.38} |\eta_{n,2}(\mu, z)| \leq \exp \left\{ \sum_{s=n}^{n+r-1} (-1)^s \frac{\hat{E}_s(z)}{\mu^s} \right\} - 1 + \frac{\omega_{n+r,2}(\mu, z)}{\mu^{n+r}} \exp \left\{ \frac{\varpi_{n+r,2}(\mu, z)}{\mu} + \sum_{s=n}^{n+r-1} (-1)^s \frac{\Re\{\hat{E}_s(z)\}}{\mu^s} + \frac{\omega_{n+r,2}(\mu, z)}{\mu^{n+r}} \right\},
\end{equation}

where, for \( j = 1, 2 \)
\begin{equation}
\tag{2.39} \omega_{n,j}(\mu, z) = \int_{\mathcal{L}_j(z)} \left| \frac{Z(t) \hat{F}_n(t) dt}{t} \right| + \sum_{s=1}^{n-1} \frac{1}{2\mu^s} \int_{\mathcal{L}_j(z)} \left| \frac{Z(t) \hat{G}_{n,s}(t) dt}{t} \right|,
\end{equation}

and
\begin{equation}
\tag{2.40} \varpi_{n,j}(\mu, z) = \sum_{s=0}^{n-2} \frac{2}{\mu^s} \int_{\mathcal{L}_j(z)} \left| \frac{Z(t) \hat{F}_{s+1}(t) dt}{t} \right|.
\end{equation}

Here \( \mathcal{L}_j(z) \) is a progressive path linking \( z \) to the singularity \( z^{(j)} \) \( (z^{(1)} = 0, z^{(2)} = +\infty) \),

and
\begin{equation}
\tag{2.41} \hat{G}_{n,s}(z) = \sum_{k=s}^{n-1} \hat{F}_k(z) \hat{F}_{s+n-k-1}(z).
\end{equation}

Here and elsewhere for each \( n \) the value of \( r \) can be chosen to sharpen the bounds, at a small price of computing a few extra coefficients \( \hat{E}_s(z) \). If \( r = 0 \) is chosen then the sums on the RHS of the inequality are understood to be zero.

Both expansions in this theorem hold in domains containing the positive real axis. Recall that \( Z_j(\delta) \) \( (j = 1, 2) \) consists of all points in \( \mathbb{C}^+ \) except those whose distance to the curve \( \gamma_j \) is less than \( \delta \) (see Figure 2). For complex \( z \) care must be taken in (2.35) when \( z \in S_1 \); in this case the branch of \( \xi \) is not the principal one, but rather the one taken when crossing \( \gamma_j \) from \( S_{-1} \), and as such \( \Re(\xi) \geq 0 \). Also in this case the branches of \( Z \) and the coefficients differ from their principal values. We give the appropriate representation in Theorem 2.3 below in terms of the principal values of
ξ and the other multi-valued functions. Note that we do not have this situation with (2.36) since there are no branch cuts in \( Z_2(\delta) \) and all functions take their principal values in this region of asymptotic validity.

An asymptotic expansion for the third fundamental solution \( W_{-\kappa,\mu}(\mu z e^{-\pi i}) \), which is recessive in \( S_1 \), follows in a similar manner to the previous two expansions. We again have the asymptotic solution given by (2.30), but this time the reference point is taken to be \( z = z^{(3)} = \infty e^{\pi i} \). This gives a solution which is recessive at this singularity, and although of a similar form, is independent of \( w_{n,2}(\mu, z) \). We call it \( w_{n,3}(\mu, z) \), with relative error denoted by \( \eta_{n,3}(\mu, z) \).

Now from (1.7) as \( z \to \infty \) in \( \mathbb{C}^+ \)

\[
(2.42) \quad W_{-\kappa,\mu}(\mu z e^{-\pi i}) = e^{\kappa \pi i(\mu z) - \kappa \mu z/2} \{ 1 + O(z^{-1}) \},
\]
and from this and (2.8) we arrive at:

**Theorem 2.2.** As \( \mu \to \infty, \lambda = \kappa/\mu \in [0, 1 - \delta] \), positive integer \( n \) and nonnegative integer \( r \)

\[
(2.43) \quad W_{-\kappa,\mu}(\mu z e^{-\pi i}) = e^{\kappa \pi i(1 - \lambda)\mu} \left( \frac{2e}{\mu} \right)^{\kappa} \left( \frac{z}{Z} \right)^{1/2} \times \exp \left\{ \mu \xi + \sum_{s=1}^{n} \frac{E_s(z)}{\mu^s} \right\} \left( 1 + \eta_{n,3}(\mu, z) \right),
\]

where for \( z \in Z_3(\delta) \)

\[
(2.44) \quad |\eta_{n,3}(\mu, z)| \leq \left| \exp \left\{ \sum_{s=n}^{n+r-1} \frac{\hat{E}_s(z)}{\mu^s} \right\} - 1 \right| + \frac{\omega_{n+r,3}(\mu, z)}{\mu^{n+r}} \exp \left\{ \frac{\omega_{n+r,3}(\mu, z)}{\mu} + \sum_{s=n}^{n+r-1} \frac{\Re \{\hat{E}_s(z)\}}{\mu^s} + \frac{\omega_{n+r,3}(\mu, z)}{\mu^{n+r}} \right\}.
\]

Here \( \omega_{n+r,3}(\mu, z) \) and \( \omega_{n+r,3}(\mu, z) \) are given by (2.39) and (2.40) with the integration path \( \mathcal{I}_3(z) \) being a progressive one linking \( z \) to \( z^{(3)} = \infty e^{\pi i} \).

As in (2.35) this must be modified with non-principal values of \( \xi \) and the coefficients when crossing the cut along \( \gamma_2 \), but this time when \( z \in S_{-1} \). We now show how both these expansions can be expressed in terms of principal values in these cases.

Before stating our main result we define sequences of constants \( k_s \) and \( l_s \) \((s = 0, 1, 2, \cdots)\) that will appear. These are given by \( k_{2m} = l_{2m} = 0 \) \((m = 1, 2, 3, \cdots)\), and for \( m = 0, 1, 2, \cdots \)

\[
(2.45) \quad k_{2m+1} = l_{2m+1} = \hat{E}_{2m+1}(0),
\]
in which

\[
(2.46) \quad l_{2m+1} = \lim_{z \to -\infty} \hat{E}_{2m+1}(z) \quad (m = 0, 1, 2, \cdots),
\]
where in this limit we cross the cut \( \gamma_2 \), and so must use \( Z \sim |z| \) instead of \( Z \sim \bar{z} \). For example from (2.15) we have

\[
(2.47) \quad l_1 = \lim_{z \to -\infty} \frac{\lambda z^3}{24(1 - \lambda^2) |z|^3} - \frac{\lambda}{24(1 - \lambda^2)} = -\frac{\lambda}{12(1 - \lambda^2)};
\]
and hence from (2.33) and (2.45)

\[(2.48) \quad k_1 = -\frac{\lambda}{12(1-\lambda^2)} - \hat{E}_1(0) = \frac{2+\lambda}{24(1+\lambda)}.\]

Generally from (2.24), (2.25) and (2.26) one can show that

\[(2.49) \quad l_{2m+1} = -\frac{1}{26m+5} \frac{1}{(1-\lambda^2)^{3m+2}} \int_{-1}^{1} (1 - \beta^2)^{3m+1} P_{4m+3}^{(e)}(\tau) d\beta,\]

for \(m = 0, 1, 2, \cdots\), where \(\tau = \tau(\beta)\) is given by (2.20). Note that the integrand is a polynomial in \(\beta\).

**Theorem 2.3.** As \(\mu \to \infty, \lambda = \kappa/\mu \in [0, 1 - \delta]\), positive integer \(n\) and non-negative integer \(r\), \(\xi\) and the coefficients taking their principal values, we have for \(z \in Z_1(\delta) \cap S_1\)

\[(2.50) \quad M_{\kappa, \mu}(\mu z) = \frac{i e^{\mu - \kappa} \pi i}{(1-\lambda^2)^n} \frac{1}{2(1+\lambda)} \left\{ \frac{4\mu}{\pi} \left( \frac{2\mu z}{\pi} \right)^{1/2} \right\}
\times \exp \left\{ -\mu \xi + \sum_{s=1}^{n-1} (-1)^s \frac{\hat{E}_s(z)}{\mu} \right\} \{1 + \eta_{n,4}(\mu, z)\},\]

and for \(z \in Z_3(\delta) \cap S_1\)

\[(2.51) \quad W_{-\kappa, \mu}(\mu z e^{-\pi i}) = -\frac{i e^{\mu \pi i}}{(1+\lambda)^n} \left\{ \frac{e}{2\mu (1-\lambda^2)} \right\} \left\{ \frac{z}{\pi} \right\}^{1/2}
\times \exp \left\{ -\mu \xi + \sum_{s=1}^{n-1} (-1)^s \frac{\hat{E}_s(z)}{\mu} \right\} \{1 + \eta_{n,5}(\mu, z)\},\]

with error bounds

\[(2.52) \quad |\eta_{n,4}(\mu, z)| \leq \left| \exp \left\{ \sum_{s=n}^{n+r-1} (-1)^s \frac{\hat{E}_s(z)}{\mu} \right\} - 1 \right|
+ \frac{\omega_{n+r,1}(\mu, z)}{\mu^{n+r}} \exp \left\{ \frac{\omega_{n+r,1}(\mu, z)}{\mu} + \sum_{s=n}^{n+r-1} (-1)^s \frac{\Re \{\hat{E}_s(z)\} - k_s}{\mu} + \frac{\omega_{n+r,1}(\mu, z)}{\mu^{n+r}} \right\},\]

and

\[(2.53) \quad |\eta_{n,5}(\mu, z)| \leq \left| \exp \left\{ \sum_{s=n}^{n+r-1} (-1)^s \frac{\hat{E}_s(z)}{\mu} \right\} - 1 \right|
+ \frac{\omega_{n+r,3}(\mu, z)}{\mu^{n+r}} \exp \left\{ \frac{\omega_{n+r,3}(\mu, z)}{\mu} + \sum_{s=n}^{n+r-1} (-1)^s \frac{\Re \{\hat{E}_s(z)\} - l_s}{\mu} + \frac{\omega_{n+r,3}(\mu, z)}{\mu^{n+r}} \right\},\]

where for \(j = 1, 3\) \(\omega_{n+r,j}(\mu, z)\) and \(\omega_{n+r,j}(\mu, z)\) are given by (2.39) and (2.40) with progressive integration paths \(\mathcal{L}_j(z)\) linking \(z\) to \(z^{(j)}\).

**Proof.** Consider first (2.35), and assume that \(z \in S_1\) crossing \(\gamma_2\) from \(S_1\). We must replace \(Z\) by \(-Z\) in all terms. Thus from (2.5) on this sheet \(\xi\) must be replaced by

\[(2.54) \quad -\xi - (1+\lambda) \ln (1 - \lambda^2) - 2\lambda \ln(2) + (1 - \lambda) \pi i,\]
where here $\xi$ takes its principal value. All the even coefficients $\hat{E}_{2m}(z)$ ($m = 1, 2, 3, \cdots$) are single-valued (meromorphic at $z = z^+(\lambda)$) and so are unchanged. However, the odd coefficients are of opposite sign and differ by a constant. Specifically, from (2.10) and (2.17) one can show that on this sheet $\hat{E}_{2m+1}(z)$ ($m = 0, 1, 2, \cdots$) must be replaced by

\[(2.55) \quad -\hat{E}_{2m+1}(z) + \lim_{z \to -\infty} \hat{E}_{2m+1}(z),\]

where, as in (2.46), we must use $Z \sim |z|$ rather than $Z \sim z$ in this limit. The expansion (2.50) then follows from (2.35), (2.37) (with $\eta_{n,1}(\mu, z)$ labeled $\eta_{n,4}(\mu, z)$), (2.45), (2.46), (2.54) and (2.55). The expansion (2.51) is proved similarly.

Next from the connection formula [2, Eq. 13.14.32]

\[(2.56) \quad M_{\kappa,\mu}(\mu z) = \frac{ie^{(\mu-\kappa)\pi i}}{\Gamma(\mu + \kappa + \frac{1}{2})} W_{\kappa,\mu}(\mu z) + \frac{e^{-\kappa\pi i}}{\Gamma(\mu - \kappa + \frac{1}{2})} W_{-\kappa,\mu}(\mu ze^{-\pi i}),\]

one can extend the results of Theorems 2.1 and 2.3 to all values of $z$ except for points within a distance $O(1)$ of the turning point $z^+(\lambda)$. For example plugging (2.35) and (2.36) into (2.56) yields an expansion for $W_{-\kappa,\mu}(\mu ze^{-\pi i})$ which is valid for $z \in Z_1(\kappa) \cap Z_2(\kappa)$. Thus this compound expansion, along with (2.43), covers all $z \in Z_1(\kappa) \cap Z_2(\kappa) \cup Z_3(\kappa)$, which is equivalent to all $z \in \mathbb{C}^+$ except for an $O(\kappa)$ neighbourhoood of the turning point.

This connection formula also provides a method for computing the nonzero constants $k_{2m+1}$. To do so we plug (2.36) and (2.50) into (2.56), and let $\Re(z) \to -\infty$. In this limit $W_{-\kappa,\mu}(\mu ze^{-\pi i})$ vanishes, with the other two being exponentially large. On recalling (2.14) and equating these dominant terms yields the formal expansion

\[(2.57) \quad \left(\frac{e}{4\mu}\right)^\kappa \left(\frac{\mu}{e}\right)^{\lambda\mu^2 + \lambda/\mu} \frac{\Gamma(\mu + \lambda)}{\sqrt{2\mu \Gamma(\mu + \lambda + \frac{1}{2})}} \sim \exp \left\{ \sum_{n=0}^{\infty} \frac{k_{2m+1}}{\mu^{2m+1}} \right\} \quad (\mu \to \infty).\]

As in (2.28) we take logarithms of both sides, expand the LHS in inverse powers of large $\mu$, and then equate powers to find these coefficients. For the gamma function expansions Stirling’s formula [2, Eq. 5.11.1] must be used.

2.1. Numerical examples. In Figure 3 ($j = 1$) and Figure 4 ($j = 2$) graphs are given for the exact values of $\log_{10}|\eta_{n,j}(\mu, z)|$ appearing in Theorem 2.1 for $n = 11$, $\mu = 20$, $\kappa = 4.5$ and $0 < z \leq 10$. The exact values of the Whittaker functions were computed in Maple\(^1\) with Digits set at 30. The values of $M_{\kappa,\mu}(\mu z)$ were checked with quadrature using the following integral representation [2, Eq. 13.16.1]

\[(2.58) \quad M_{\kappa,\mu}(\mu z) = \frac{\Gamma(1 + 2\mu)(\mu z)^{\kappa+\frac{1}{2}}}{2^{2\mu} \Gamma(\mu - \kappa + \frac{1}{2}) \Gamma(\mu + \kappa + \frac{1}{2})} \times \int_{-1}^{1} e^{\mu z t/2} (1 + t)^{-\frac{1}{2} - \kappa} (1 - t)^{\mu + \kappa - \frac{1}{2}} dt \quad (\Re(\mu \pm \kappa) > -\frac{1}{2}).\]

\(^1\)Maple 2020. Maplesoft, a division of Waterloo Maple Inc., Waterloo, Ontario
Fig. 3. Graph of $\log_{10}|\eta_{11,1}(\mu, z)|$ for $\mu = 20$ and $\kappa = 4.5$

Fig. 4. Graph of $\log_{10}|\eta_{11,2}(\mu, z)|$ for $\mu = 20$ and $\kappa = 4.5$
Likewise, since \( N := \mu + \kappa - \frac{1}{2} = 24 \) is an integer for our choices of \( \mu \) and \( \kappa \) we were able to check the exact value of \( W_{\kappa,\mu}(\mu z) \) using the finite sum [2, Eq. 13.14.9]

\[
W_{\kappa,\mu}(\mu z) = \frac{\Gamma(\mu + \kappa + \frac{1}{2})}{\Gamma(\mu - \kappa + \frac{1}{2})} e^{-\mu z/2} \times \sum_{s=0}^{N} \frac{\Gamma(\mu - \kappa + s + \frac{1}{2})}{\Gamma(\mu + \kappa - s + \frac{1}{2}) s!(\mu z)^s} \quad (z \neq 0).
\]

From these graphs we notice the uniformity of the expansions throughout the interval. They also indicate as expected that \( \eta_{n,1}(\mu, z) \to 0 \) as \( z \to 0 \) and \( \eta_{n,2}(\mu, z) \to 0 \) as \( z \to \infty \). The peak (least accuracy) in both graphs occurs between \( z = 1 \) and \( z = 2 \), and this is explained by the presence of the turning points which lie in the first and fourth quadrants on the circle \( |z| = 2 \). The dashed lines are vertical asymptotes, where the relative error is zero and hence the logarithm is \(-\infty\).

3. Turning point expansions. In this section we construct asymptotic expansions that are valid at the turning point, thus in conjunction with the previous LG expansions cover the entire upper half plane \( \mathbb{C}^+ \). In fact the expansions here, which involve Airy functions, are themselves uniformly valid for all \( z \in \mathbb{C}^+ \). However away from the turning point, in particular on the positive real axis, the simpler LG expansions are usually preferable.

We begin by defining a new LG variable which we label \( \xi^+ \), along with the turning point variable \( \zeta \) by (c.f. (2.5))

\[
\xi^+ = \frac{2}{3} \zeta^{3/2} = \int_{z^+(\lambda)}^{z} f^{1/2}(t)dt = \frac{1}{2}Z - \lambda \ln \left\{ \frac{1}{2}(Z + z - 2\lambda) \right\} - \ln \left( \frac{Z - \lambda z + 2}{z} \right) + \frac{1}{2}(1 + \lambda) \ln (1 - \lambda^2) - \frac{1}{2}(1 - \lambda)\pi i.
\]

Both of these appear in our Airy functions expansions, and of course \( \xi^+ \) only differs from \( \xi \) by an additive constant. The turning point at \( z = z^+(\lambda) \) is mapped to \( \zeta = \xi = 0 \). Furthermore \( \zeta \) is an analytic function of \( z \) in \( \mathbb{C}^+ \), and also in part of the lower half plane (details of which do not concern us).

The branches for \( \zeta \) are taken such that as \( z \to z^+(\lambda) \)

\[
\zeta = 2^{-2/3} (1 - \lambda^2)^{1/6} e^{i\theta^+(\lambda)} (z - z^+(\lambda)) + O \left\{ (z - z^+(\lambda))^2 \right\},
\]

where \( (1 - \lambda^2)^{1/6} > 0 \),

\[
\theta^+(\lambda) = \frac{1}{3} \arcsin (2\lambda^2 - 1) \in \left[ -\frac{1}{6}\pi, \frac{1}{6}\pi \right] \quad (0 \leq \lambda < 1),
\]

and by continuity elsewhere in \( \mathbb{C}^+ \). The branch for \( \xi^+ \) is the same as \( \xi \), namely that it is an analytic function of \( z \) in \( \mathbb{C}^+ \setminus \gamma_2 \), with \( \Re(\xi^+) \to \infty \) as \( \Re(z) \to \infty \).

From (3.1) we have

\[
\frac{2}{3} \zeta^{3/2} = \ln \left( \frac{1}{2}z \right) + 1 - \lambda \ln(1 - \lambda) + \frac{1}{2}(1 + \lambda) \ln (1 - \lambda^2) - \frac{1}{2}(1 - \lambda)\pi i + O(z) \quad (z \to 0),
\]
and

\[ \frac{2}{3} s^{3/2} = \frac{1}{2} z - \lambda \ln(z) - \lambda - \ln(1 - \lambda) + \frac{1}{2}(1 + \lambda) \ln (1 - \lambda^2) - \frac{1}{2}(1 - \lambda) \pi i + O(z^{-1}) \quad (z \to \infty). \]

Thus from (3.4) and (3.5) we observe that \( \zeta \to \infty \) in the sectors

\[ S_j := \{ \zeta : | \arg(e^{-2\pi i j/3}) | \leq \pi/3 \} \]

as \( z \to z^{(1)} (j = -1), z \to z^{(2)} (j = 0), \) and \( z \to z^{(3)} (j = 1). \) Also note that the curve \( \gamma_1 \) corresponds to the line \( \arg(\zeta) = 0 \), and the curves \( \gamma_j \) \( (j = 2, 3) \) correspond to part of the lines \( \arg(\zeta) = \pm 2\pi /3. \) Since the \( z - \zeta \) mapping is conformal at the turning point it follows that these three level curves meet at an angle \( 2\pi /3 \) with one another at this point of intersection.

In our turning point expansions we find from [8, Thm. 2.1] that the odd coefficients need to be such that \((z - z^+ (\lambda))^{1/2} E_{2m+1}(z) \) \( (m = 0, 1, 2, \cdots) \) are meromorphic at \( z = z^+ (\lambda) \). The odd coefficients of section 2 do not meet this criterion, but this is achieved by modifying (2.24) to the slightly different coefficients defined by

\[ E_{2m+1}^+(z) = \frac{1}{8(1 - \lambda^2)} \left\{ \int_{0}^{\beta} \frac{p_{4m+3}^{(e)}(\tau(b))}{Z^{3s-1}(b)} db + \int_{1}^{\beta} \frac{p_{4m+3}^{(o)}(\tau(b))}{Z^{3s-1}(b)} db \right\}, \]

where \( \tau(b) \) is given by (2.20) with \( \beta = b \). From (2.25) the first integral results in an odd polynomial in \( \beta \), which from (3.6), (2.18) and (2.19) is of the desired form.

To show that the same is true of the second integral, we make the \( u \) substitution as discussed after (2.17), and this leads to a sum of integrals of the form

\[ \text{constant} \times \int_{0}^{1-\beta^2} (1 - u)^s u^{3m-s-\frac{1}{2}} du \quad (s = 0, 1, 2, \cdots 2m + 1). \]

Now from (2.6), (2.18) and (2.19)

\[ (1 - \beta^2)^{\frac{1}{2}} = \frac{2(1 - \lambda^2)^{\frac{1}{2}}}{Z}. \]

Hence on expanding the integrated terms of (3.7), and referring to (2.18) and (2.19) again, results in sums of terms of the form

\[ \text{constant} \times \beta^{2r} (1 - \beta^2)^{\frac{r}{2}} = \text{constant} \times \frac{(z - 2\lambda)^{2r}}{Z^{2r+1}} \quad (r \in \mathbb{N}), \]

which is also of the desired form.

Of course \( \hat{E}_{2m+1}^+(z) \) and \( \hat{E}_{2m+1}(z) \) only differ by an additive constant, namely \( \hat{E}_{2m+1}(\infty) \) (see (2.14)). For example, from (2.15) we see that

\[ \hat{E}_{1}^+(z) = \hat{E}_{1}(z) + \frac{\lambda}{24 (1 - \lambda^2)} = \frac{\lambda z^3 + 6 (1 - 2\lambda^2) z^2 + 12\lambda^2 z + 8\lambda^2 - 16}{24 (1 - \lambda^2) Z^3}. \]

We remark, unlike their odd counterparts, the even coefficients in our turning point expansions do not need modifying, and so

\[ \hat{E}_{2m}^+(z) = \hat{E}_{2m}(z) \quad (m = 1, 2, 3, \cdots), \]
and hence from (2.14) $\hat{E}_{2m+1}^+(\infty) = 0$. The odd coefficients do not in general vanish at infinity, however the branch cut $\gamma_2$ is the same as for the coefficients in the previous section, and hence $\lim_{z \to -\infty} \hat{E}_{2m+1}^+(z) = \hat{E}_{2m+1}^+(\infty)$ is independent of direction in the upper half plane of this limit.

We next define coefficient functions from [9, Eqs. (1.16) - (1.18)]. These involve two sequences of numbers given by $\{a_s\}_{s=1}^\infty$ and $\{\tilde{a}_s\}_{s=1}^\infty$, where $a_1 = a_2 = \frac{5}{72}, \tilde{a}_1 = -\frac{7}{2},$ and subsequent terms $a_s$ and $\tilde{a}_s$ ($s = 3, 4, 5, \cdots$) satisfying the same recursion formula, namely

\begin{equation}
\tag{3.12}
b_{s+1} = \frac{1}{2} (s + 1) b_s + \frac{s-1}{2} \sum_{j=1}^{s-1} b_j b_{s-j} \quad (s = 2, 3, 4, \cdots).
\end{equation}

Then for $s = 1, 2, 3, \cdots$ define

\begin{equation}
\tag{3.13}
E_s(z) = \hat{E}_s^+(z) + (-1)^s a_s s^{-1} (\xi^+)^{-s},
\end{equation}

and

\begin{equation}
\tag{3.14}
\tilde{E}_s(z) = \hat{E}_s^+(z) + (-1)^s \tilde{a}_s s^{-1} (\xi^+)^{-s}.
\end{equation}

From [9, Thm. 3.4] three asymptotic solutions of (2.1) are given by $w_{m,j}(\mu, z)$, where

\begin{equation}
\tag{3.15}
w_{m,j}(\mu, z) = A_{i,j} \left( \mu^{2/3} \zeta \right) A_{2m+2}(\mu, z) + A_{i,j}' \left( \mu^{2/3} \zeta \right) B_{2m+2}(\mu, z) \quad (j = 0, \pm 1),
\end{equation}

in which the Airy functions of complex argument are defined by

\begin{equation}
\tag{3.16}
A_{i,j}(\zeta) = A_i(\zeta e^{-2\pi i j/3}) \quad (j = 0, \pm 1).
\end{equation}

These are recessive in the sectors $S_j$; see [15, Chap. 11, Sect. 8.1].

The coefficient functions $A_{2m+2}(\mu, z)$ and $B_{2m+2}(\mu, z)$ are slowly varying in $\mu$ and are analytic in $z \in \mathbb{C}^+$, and as $\mu \to \infty$ they possess the asymptotic expansions

\begin{equation}
\tag{3.17}
A_{2m+2}(\mu, z) = \phi(z) \exp \left\{ \sum_{s=1}^{m} \frac{\tilde{E}_{2s}(z)}{\mu^{2s}} \cosh \left\{ \sum_{s=0}^{m} \frac{\tilde{E}_{2s+1}(z)}{\mu^{2s+1}} \right\} \{ 1 + \tilde{\eta}_{2m+2}(\mu, z) \} \right\},
\end{equation}

and

\begin{equation}
\tag{3.18}
B_{2m+2}(\mu, z) = \frac{\phi(z)}{\mu^{1/3} \zeta^{1/2}} \exp \left\{ \sum_{s=1}^{m} \frac{E_{2s}(z)}{\mu^{2s}} \sinh \left\{ \sum_{s=0}^{m} \frac{E_{2s+1}(z)}{\mu^{2s+1}} \right\} \{ 1 + \eta_{2m+2}(\mu, z) \} \right\},
\end{equation}

where

\begin{equation}
\tag{3.19}
\phi(z) = z^{1/2} \left( \frac{\zeta}{z^2 - 4\lambda z + 4} \right)^{1/4} = \left( \frac{z}{\bar{z}} \right)^{1/2} \zeta^{1/4}.
\end{equation}

Note that $\phi(z)$ has a removable singularity at the turning point $z = z^+(\lambda)$ since $\zeta$, as defined by (3.1), has a simple zero at this point.

The relative errors $\tilde{\eta}_{2m+2}(\mu, z)$ and $\eta_{2m+2}(\mu, z)$ are $O(\mu^{-2m-2})$ as $\mu \to \infty$, $\lambda \in [0, 1 - \delta]$, uniformly for $z \in \mathbb{C}^+$. Bounds for them are provided in [9, Thms. 3.4 and
4.2. For \( j = 0, \pm 1 \) the solution \( w_{m,j}(\mu, z) \) is characterised as being recessive in \( S_j \), just like the three Whittaker functions we are approximating.

As shown in \[8\] in an application to Bessel functions, expansions of the form (3.17) and (3.18) are highly accurate and can be computed without difficulty. Note that \( E_{2\delta}(z) \) and \( \tilde{E}_{2\delta}(z) \) are not analytic at \( z = z^+(\lambda) \), thus the expansions cannot be used directly at or near this point. Since \( A(\mu, z) \) and \( B(\mu, z) \) are analytic at the turning point there are two options to compute them when \( z \) is close to this point. Firstly, if many terms are required for high accuracy, Cauchy's integral formula can be used, as described in \[8, Eq. (2.31)\] and \[9, Thm. 4.2\]. However, if a few terms are required then (3.17) and (3.18) can be expanded in a standard asymptotic series involving inverse powers of \( \mu^2 \). Each coefficient in these has a removable singularity at \( z = z^+(\lambda) \) and can be computed via a Taylor series.

We now state our main result of this section.

**Theorem 3.1.** As \( \mu \to \infty \), \( \lambda = \kappa/\mu \in [0, 1 - \delta] \), positive integer \( m \), and \( z \in \mathbb{C}^+ \)

\[
(3.20) \quad M_{\kappa,\mu}(\mu z) = \frac{2 \sqrt{\pi}(1 - \lambda)\Gamma(2\mu + 1)}{\mu^{\kappa-\frac{1}{2}}(1 - \lambda^2)^{\frac{\mu + \kappa}{2}} \Gamma(\mu - \kappa + \frac{1}{2})} \times \exp \left\{ \frac{1}{2} \left( \mu - \kappa + \frac{1}{3} \right) \pi i + \kappa - \sum_{s=0}^{m} \frac{\tilde{E}_{2s+1}(\infty)}{\mu^{2s+1}} \right\} \left\{ 1 + \delta_{2m+2}^+(\mu) \right\}^{-1} w_{m-1}(-1, \mu, z),
\]

\[
(3.21) \quad W_{\kappa,\mu}(\mu z) = \frac{2 \sqrt{\pi} \mu^{\kappa+\frac{1}{2}} (1 - \lambda^2)^{\frac{\mu + \kappa}{2}} \mu^{\mu/2}}{1 + \lambda} \times \exp \left\{ \frac{1}{2} (\kappa - \mu) \pi i - \kappa + \sum_{s=0}^{m} \frac{\tilde{E}_{2s+1}(\infty)}{\mu^{2s+1}} \right\} \left\{ 1 + \delta_{2m+2}^-(\mu) \right\}^{-1} w_{m,0}(\mu, z),
\]

and

\[
(3.22) \quad W_{-\kappa,\mu}(\mu z e^{-\pi i}) = \frac{2 \sqrt{\pi}(1 - \lambda)\mu^{\kappa+\frac{1}{2}}}{\mu^{\kappa-\frac{1}{2}}(1 - \lambda^2)^{\frac{\mu + \kappa}{2}}} \times \exp \left\{ \frac{1}{2} \left( \mu + \kappa - \frac{1}{3} \right) \pi i + \kappa - \sum_{s=0}^{m} \frac{\tilde{E}_{2s+1}(\infty)}{\mu^{2s+1}} \right\} \left\{ 1 + \delta_{2m+2}^+(\mu) \right\}^{-1} w_{m,1}(\mu, z),
\]

where

\[
(3.23) \quad |\delta_{2m+2}^\pm(\mu)| \leq \max \{ |\tilde{\eta}_{2m+2}(\mu, \infty)|, |\tilde{\eta}_{2m+2}(\mu, \infty)| \} \times \left[ 1 + \exp \left\{ \pm 2 \sum_{s=0}^{m} \frac{\tilde{E}_{2s+1}(\infty)}{\mu^{2s+1}} \right\} \right].
\]

Here \( \mu \) is assumed to be sufficiently large so that \( |\delta_{2m+2}^\pm(\mu)| \) are less than 1.

**Proof.** The three identifications come from matching recessive solutions at the singularities \( z = z^{(j)} \). All proportionality constants are found by comparing both sides of the equations as \( \Re(z) \to \infty \). Therefore, by matching solutions that are recessive at \( z = z^{(j)} = 0 \) we have \( M_{\kappa,\mu}(\mu z) = c_{m,-1}(\mu) w_{m,-1}(\mu, z) \), and the constant can be determined via

\[
(3.24) \quad c_{m,-1}(\mu) = \lim_{\Re(z) \to \infty} \frac{M_{\kappa,\mu}(\mu z)}{w_{m,-1}(\mu, z)}.
\]
Now using (3.15) - (3.19) and [2, Eq. 13.19.2]

\[(3.25)\quad M_{\kappa,\mu}(z) \sim \frac{\Gamma(2\mu+1)z^{-\kappa}e^{z/2}}{\Gamma(\mu - \kappa + \frac{1}{2})} (\Re(z) \to \infty),\]

along with

\[(3.26)\quad \text{Ai}_-\left(\mu^{2/3}z\right) \sim \exp\left(\frac{\mu\xi^+ - \frac{1}{6}\pi i}{2\pi^{1/2}\mu^{1/6}z^{1/4}}\right) (\Re(z) \to \infty),\]

which comes from (3.16) and [2, Eq. 9.7.5], and recalling that \(\hat{E}_{2s+1}^+(\infty) = 0\), we find \(c_{m,-1}\) and arrive at the stated result. The identifications (3.21) and (3.22) follow similarly by matching solutions recessive at \(z^{(2)}\) and \(z = z^{(3)}\), and again finding the proportionality constants by comparing both sides as \(\Re(z) \to \infty\).

Next using (2.56), Theorem 3.1 and [6, Eq. (22)]

\[(3.27)\quad w_{m,0}(u, z) + e^{-2\pi i/3}w_{m,1}(u, z) + e^{2\pi i/3}w_{m,-1}(u, z) = 0,\]

yields the formal expansion as \(\mu \to \infty\)

\[(3.28)\quad \left(1 - \frac{\lambda}{1 + \lambda}\right)\mu \left\{\frac{e^z}{\mu^2 (1 - \mu^2)}\right\} \lambda^\mu \frac{\Gamma(\mu + \lambda\mu + \frac{1}{2})}{\Gamma(\mu - \lambda\mu + \frac{1}{2})} \sim \exp\left\{2 \sum_{s=0}^{\infty} \frac{\hat{E}_{2s+1}^+(\infty)}{\mu^{2s+1}}\right\}.

On taking the logarithm of both sides, then expanding the LHS as an asymptotic series in inverse powers of \(\mu\) (see [2, Eq. 5.11.1]), and finally matching like powers of this parameter, yields an explicit expression for each constant \(\hat{E}_{2s+1}^+(\infty)\).

Finally, if one is willing to forgo error bounds, somewhat more compact asymptotic expansions come from replacing the constants \(\hat{E}_{2s+1}^+(\infty)\) in Theorem 3.1 by utilising (3.28). The result reads as follows.

**THEOREM 3.2.** As \(\mu \to \infty\) with \(\lambda = \kappa / \mu \in [0, 1 - \delta]\)

\[(3.29)\quad M_{\kappa,\mu}(\mu z) \sim \frac{2\sqrt{\pi} \exp\left\{\frac{1}{2} (\mu - \kappa + \frac{1}{2}) \pi i\right\} \mu^{1/6} \Gamma(2\mu + 1) w_{-1}(\mu, z)}{\Gamma(\mu + \kappa + \frac{1}{2}) \Gamma(\mu - \kappa + \frac{1}{2})^{1/2}},\]

\[(3.30)\quad W_{\kappa,\mu}(\mu z) \sim 2\sqrt{\pi} \exp\left\{\frac{1}{2} (\kappa - \mu) \pi i\right\} \mu^{1/6} \left\{\frac{\Gamma(\mu + \kappa + \frac{1}{2})}{\Gamma(\mu - \kappa + \frac{1}{2})}\right\}^{1/2} w_0(\mu, z),\]

and

\[(3.31)\quad W_{-\kappa,\mu}(\mu z e^{-\pi i}) \sim 2\sqrt{\pi} \exp\left\{\frac{1}{2} (\mu + \kappa - \frac{1}{2}) \pi i\right\} \mu^{1/6} \left\{\frac{\Gamma(\mu - \kappa + \frac{1}{2})}{\Gamma(\mu + \kappa + \frac{1}{2})}\right\}^{1/2} w_1(\mu, z),\]

uniformly for \(z \in \mathbb{C}^+\), where \(w_j(\mu, z) (j = 0, \pm 1)\) are given by (3.15) - (3.19) with \(\eta_{2m+2}(\mu, z) = \eta_{2m+2}(\mu, z) = 0\) and \(m = \infty\).
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