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In healthcare research, medical expenditure data for the elderly are typically semicontinuous and right-skewed, which involve a point mass at zero and may exhibit heteroscedasticity. The problem of a substantial proportion of zero values prevents traditional regression techniques based on the Gaussian, gamma, or inverse Gaussian distribution, which may lead to understanding the standard errors of the parameters and overestimating their significance. A common way to counter the problem is using zero-adjusted models. However, due to the right-skewness in the nonzeros’ response, conventional zero-adjusted models such as zero-adjusted gamma, zero-adjusted Inverse Gaussian, and classic Tobit may not perform well. Here, we firstly generalize those three types of the conventional zero-adjusted model to solve the problem of right-skewness in health care. The generalized zero-adjusted models are very flexible and include the zero-adjusted Weibull, zero-adjusted gamma, zero-adjusted inverse Gaussian, and classic Tobit models as their special cases. Using the Chinese Longitudinal Healthy Longevity Survey, we find that, according to the AIC, SBC, and deviance criteria, the zero-adjusted generalized gamma model is the best one of these generalized models to predict the odds of zero cost accurately. In order to depict the predictors affecting the amount expenditure, we further discuss the situations where the mean, dispersion of a nonzero amount expenditure and model the probability of a zero amount of ZAGG in terms of predictor variables using suitable link functions, respectively. Our analysis shows that age, health, chronic diseases, household income, and residence are the main factors influencing the medical expenditure for the elderly, but the insurance is not significant. To the best of our knowledge, little study focused on these situations, and this is the first time.

1. Introduction

The age of the population is a universal law of the development of human society. According to the definition of the United Nations, if more than 10% of the total population of a country or region is seniors over 60 or over 7% are seniors over 65. The country or region has entered an ageing society. At present, most countries in the world, including the United States, the United Kingdom, and Japan, are about to experience the effects of population ageing. China has no exception and is also facing the complex ageing situation. The proportion of the population over 60 in China has increased from 10% in 1999 to 18% in 2019, nearly doubling in the next twenty years. The weakening of the physiological functions of the elderly will naturally increase their chances of illness, leading to an increase in the demand for health services, which in turn brings about a large number of health and medical security problems for the elderly. Statistics from the China Health Commission showed that approximately 17% of the elderly consume nearly 70% of medical expenses. In addition, the ageing of the population will also inevitably bring about an increase in the life expectancy of the population. Experience has shown that chronic diseases are naturally associated with ageing. Therefore, the ageing population will result in a substantial increase in the prevalence of various chronic diseases. Ingmar et al. [1] discovered exceeding 60% of aged 65 and older had three or more coexisting chronic diseases in Germany. More than 180 million older adults in China suffer from chronic diseases, and the coexistence of multiple diseases is common.
According to the statistics of China’s health and family planning, the medical expenditure of chronic diseases accounts for more than 70% of the health expenditure. However, due to the imperfections of China’s existing medical security system, the out-of-pocket medical expense is relatively large, and medical security is insufficient [2, 3]. When the elderly’s out-of-pocket medical expenditure reached or exceeded their ability to pay, some elderly people are not going to see the doctor after they become ill. Compared with other diseases, chronic diseases have the characteristics of insidious onset and long course, which will not only significantly increase the medical expenditure of the elderly [4, 5] but also cause some older adults to fail to receive medical treatment for minor illnesses. Therefore, accurate prediction of medical expenditure for the elderly will not only help the elderly arrange their consumption expenditure reasonably and improve their health status but also be advantageous to the country allocating medical resources more effectively.

Nevertheless, due to the different personal economic conditions of different elderly groups, they will have differences in medical expenditures after they fall ill. These phenomena will lead to a large number of zero consumption expenditures in the medical expenditure data of the elderly [6, 7], which also will result in right-skewed problems in the distribution of medical consumption data. Because of the point mass at zero and skewness, these problems can hardly be taken into account by traditional regression models such as Poisson, OLS, and gamma models. Ignoring these phenomena would lead to misspecified regression-based estimators and overestimated/underestimated effects. In order to predict more accurately, the medical expenses of the elderly new models need to be proposed. The aim of this paper is to propose a type of generalized zero-adjusted model to better fit the semicontinuous data, explore the influencing factors of elderly’s medical expense, use this type of model to predict the amount of medical consumption of the elderly, and compare the results with conventional models.

The specific contributions of this paper include the following: (1) three types of generalized zero-adjusted models such as zero-adjusted generalized gamma model, zero-adjusted generalized inverse Gaussian model, and generalized zero-adjusted Tobit model for predicting the medical expenditure were proposed which included many traditional models and have not been used in health economic cost data modelling before. (2) Selected the best model zero-adjusted generalized gamma model according to different criteria and explored the marginal effects of predictors of medical expenditures. (3) Discovered the relationship between the dispersion of medical expenditure and explanatory variables due to the heterogeneity of variance.

The rest of this paper is organized as follows: detailed literature and related work are given in Section 2. Conventional zero-adjusted models and generalized zero-adjusted models are highlighted in Section 3. Numerous experimental results and comparisons of different models are suggested in Sections 4 and 5. Discussion is shown in Section 6. In the end, conclusions are summarized, and future research is presented in Section 7.

2. Related Works

There was much literature about modelling health care costs, although the health economist or health services researcher faced several difficulties. One type of published approaches for the medical expenditure involved modelling the cost using ordinary squares regression directly [8, 9]. Although the ordinary least squares model was used, this method was criticized because the distribution of strictly positive health expenditures was typically skewed, kurtotic (thick-tailed), and heteroskedastic, exhibiting a nonconstant variance that increased with expenditures [10]. These properties make the traditional approach, such as ordinary least squares(OLS) estimation biased and inefficient. Therefore, lots of work had been done on the problems of modelling medical expenditure. In order to solve the right-skewed of the medical expenditure data, Jones transformed the dependent variable using a log transformation to reduce the effect of extreme observations and right skewness and improved the goodness of fit [11]. Manning and Mullahy assumed the medical expenditures to be distributed to an exponential function of the explanatory variables and used log ordinary least squares and the gamma model with a log link to find a more robust alternative estimator than the OLS regression [12]. However, such transformations were likely to be problematic in heteroskedastic errors on the transformed scale [13, 14]. Alternately, there was a large and growing literature on using inherently nonlinear specifications to model medical expenditures, which benefited from estimating effects on the natural scale of costs. The generalized linear model (GLM) and exponential conditional mean models were considered. The generalized linear model was first proposed by Nelder and Wedderburn in the 70s last century and has been widely applied in many fields as once proposed [15]. The generalized linear model assumed that the dependent variable obeyed a type of exponential distribution family, which included many common distributions such as Poisson and normal and supposed the variance of the random error term was not required to be equal. Within the GLM family, it was usual to make assumptions about the functional form of the mean and variance of the distribution. Although the generalized linear model could effectively deal with the problem of heteroscedasticity, it perhaps failed to account explicitly for the issues of skewness and the fat tail, which had implications for the efficiency and robustness of estimators [16]. More flexible distributions for a greater range of estimated skewness and kurtosis coefficients were explored. Manning et al. proposed the generalized gamma models (GGM) to solve the problem of healthcare costs. The GGM model included important parametric distributions as nested and special cases, such as the gamma (GA) and log-normal (LN) distribution. Each model had been selected to model healthcare costs in lots of literature [14]. Because the GGMs was also a special limiting case of the generalized beta of the second kind (GB2), Jones investigated GB2 as part of a comparison of many different methods for modelling US healthcare costs. Mullahy [16] considered the use of the Singh–Maddala distribution (SM) in order to control the heavy right-hand tail of cost data, which was also nested within the GB2.
Where the censored approach to medical expenditure was concerned, the Tobit regression using a single distribution had been suggested as one of the methods to be used for modelling [17]. In Tobit regression, there was an assumption about the response variable based on a zero-truncated normal distribution. Obviously, the constant variance was assumed in this linear regression setting, and the response variable was right-skewed, which was inadequate for medical expenditure data. Therefore, the Gaussian assumption might not be suitable for fitting medical expenditure with the Tobit model. The censored Gamma regression was introduced to overcome the skewed nature of the response [18]. Unfortunately, the Tobit model could not also handle the excess zeros that was a phenomenon that there were more zeros than from the underlying distribution in the medical expenditure data. From the perspective of the data-generating process, semicontinuous medical expenditure data should be considered as arising from two different stochastic processes. Firstly, the patients might choose whether to see a doctor according to their health status, severity of illness, financial burden, and other reasons, which governed the occurrence of zeros. Secondly, the patients who enjoyed more medical services and higher income were likely to incur higher medical expenditures than those less inclined to use these services, which resulted in extremely asymmetry in the nonzero medical expenditures data. Therefore, a two-part mixture model was an ideal choice for dealing with such data, which separately model the probability of any medical services use and the level of expenditures conditional on use [19]. A large number of papers previously were explicitly devoted to changing the different distributions in the second process, and the binomial distribution or logistic regression model was used frequently in the first process. A log-normal distribution was often chosen to model the positive medical expenditure data [20]. However, many alternative distributions were used to relax the log-symmetry condition imposed by the log-normal distribution because the log-normal distribution was not enough to fit the right-skewed and heavy tail features in the data [21, 22]. To the best of our knowledge, there were many studies about the two-part mixture models used in medical healthcare, but the proposed approach had already been applied in many other fields. Heller et al. used the two-part model to predict the total claim count. The one part was the negative binomial distribution for modelling the claim counts, and the other was the inverse Gaussian for the claim amount that occurred. To estimate the total claim amount [23]. Chai et al. analyzed the semicontinuous arterial calcification scores by introducing a two-part skew log-normal [24, 25]. Liu et al. found that the generalized gamma model provided a superior fit in their analysis of daily alcohol consumption by comparing generalized gamma, log-skew-normal, and box-cox-transformed two-part models [26].

In recent years, there has been an increase in the use of Tweedie exponential family models to fit semicontinuous data [27]. The Tweedie family of distributions belongs to the exponential family with variance and has a compound Poisson-gamma interpretation with a probability mass at zero. The primary advantage of fitting such Tweedie models was to avoid the two-part model of fitting the frequency and then the amount. It is a single distribution. Frees et al. predicted the insurance claim amount using Tweedie model [28]. Christoph F.K. showed the better fit of the Tweedie model by comparing it with two-part models and Tobit model [29]. However, there was also another problem that the proposed Tweedie was not allowed to be fitted explicitly as a function of explanatory variables, according to Smyth and Jorgensen [27].

As an alternative, a recent study has perceived that a zero-adjusted regression model, which mixed discrete and continuous distribution. The discrete distribution of the zero adjusted regression model was represented by the Bernoulli distribution. In contrast, the continuous distribution can be represented by any continuous distribution with a positive range and right skewness. The zero-adjusted model could be regarded as a case of a two-part model. The zero-adjusted model focused more on the probability of zero value. When the probability of the observed zero value was much greater or less than the standard normal distribution, gamma, Weibull, and so on, the zero-adjusted model might be established. These could make the probability of zero occurrences predict more actually. Several applications of zero-adjusted gamma (ZAGA) and zero-adjusted inverse Gaussian (ZAIG) regression models could be found in insurance claims [30, 31]. Nevertheless, it appeared that there had been little work done in health economic cost data modelling before. This study attempted to use zero-adjusted models to predict medical expenditure. Throughout this paper, three types of generalized zero-adjusted models were presented, which comprised the classic Tobit model, ZAGA model and ZAIG model, and could improve the accuracy of the prediction. As far as we knew, there was almost little literature to study on those generalized zero-adjusted models, especially in the field of health care.

3. Methodology

3.1. Spliced Distribution. This study aims to use models to predict the medical expenditure for the elderly and discover the factors affecting the cost as accurately as possible. One way to dealing with excess zeros and positive skewness is to apply zero-adjusted models. The zero-adjusted model can be considered as a case of spliced distribution. Klugman et al. proposed a splicing method for creating new distributions [32], and it had been applied in modelling heavy tail for operational risk [33]. The density function of an n-component spliced distribution is defined as follows [32]:

\[
f(x) = \begin{cases} 
  a_1 f_1(x), & \text{if } x \in C_1, \\
  a_2 f_2(x), & \text{if } x \in C_2, \\
  \vdots \\
  a_n f_n(x), & \text{if } x \in C_n.
\end{cases}
\] (1)

Here \(a_1, \ldots, a_n\) are positive weights that add up to
\[
a_1 + a_2 + \ldots + a_n = 1.\] (2)

The functions \(f_i(x)(i = 1, 2, \ldots, n)\) are legitimate density functions with all probability on the interval \(C_i\):
The intervals $C_i$ and $C_j$ are mutually exclusive: $C_i \cap C_j = \emptyset, \forall i \neq j$. The intervals of $C_i$ are also sequentially ordered. That is to say, $x < y$ if $x \in C_i$ and $y \in C_j$ for all $i < j$. There is an advantage of the spliced distribution allowing the inclusion of point mass distributions.

### 3.2. Zero-Adjusted Model

The zero-adjusted model can be regarded as a case of $n$-component spliced distributions when $n$ equals 2. The first part has zero expenditure amounts, and the second part has nonzero expenditures, which are assumed to have a continuous distribution that accommodates heavy right-skewed. Let $y_i$ be the expenditures of the $i$th older person and incorporate covariates through the logit link function on $\pi_i$:

$$
\log \frac{\pi_i}{1 - \pi_i} = \eta_i,
$$

The predictor $\eta_i$ is any form of a function related to factors, but generally is assumed to be a linear system $\eta_i = \beta_0 + \beta_1 x_1 + \cdots + \beta_p x_p$, $X_i$ is the vector of factors and $\beta$ is the parameter. According to equation (6), we can predict the probability of medical expenditure for the elderly and determine the influencing factors of their medical decision-making.

### 3.3. Discrete Part of ZAP

Suppose the probability of an older person is distributed to the Bernoulli. Let $\omega_i$ be a binary variable indicating the occurrence of the outcome for the older person with medical expenditure in one year and $\pi_i$ be the probability of the positive medical expenditure, on person $i$. $\pi_i$ may be a constant such as in equation (3) or be a random variable distributed as follows:

$$
f(\pi_i|x) = \pi_i \omega_i (1 - \pi_i)^{-\omega_i}, \quad \omega_i = 0, 1.
$$

We consider the factors affecting the medical expenditure of the older person and incorporate covariates through the logit link function on $\pi_i$:

### 3.4. Continuous Part of the Zero-Adjusted Model

Another advantage of spliced distributions is that they allow us to model different parts of a response variable with distributions. There are many candidate distributions for the nonzero heavy-tailed distribution modelling medical expenditures $g(y|x)$, such as the gamma, inverse Gaussian, log-normal (LN), Weibull (WEI), and log-skew-normal. In this study, we considered two specifications of the spliced distributions. The first specification used the generalized gamma (GG) distribution, which includes the standard gamma, inverse gamma, Weibull, and log-normal distributions as special cases [21, 26]. Another was the generalized inverse Gaussian (GIG) distribution, which includes the inverse Gaussian as a special case and the gamma distribution and inverse gamma distributions as limiting cases [34, 35]. The Tobit distribution was also presented as a baseline comparison for the others, and we generalized the traditional Tobit model.

### 3.4.1. Gamma Distribution (GA) and Inverse Gaussian Distribution (IG)

There was much work to deal with the problem of skewness and heteroscedasticity by transforming data. The data transformed seemed to be more homogeneous and symmetric. However, homoscedasticity was hardly achieved in fact, which resulted in biased estimation [36, 37]. Instead, we used gamma and inverse Gaussian distribution, which belonged to the generalized models taking into account heteroscedasticity and retaining the original dollar scale of the data. Furthermore, the gamma and inverse Gaussian models could accommodate skewness in the expenditures [38]. The GA model and IG model are included in the generalized linear model, which is mainly composed of three parts:

1. **Systems part:** the system part is a linear component which can be seemed like the traditional linear models similarly:

$$
\eta_i = x_i^\top \beta,
$$

where $x_i$ is a column vector of covariates for observation $i$, $\beta$ is a column vector of the parameters, and $\eta_i$ is a column vector of prediction $i$.

2. **Link functions:** the link functions $g$ is often defined a monotonic and differential, which combines the prediction and the systems part and describes how the expected value of a response $y_i$ is related to the linear predictors:

$$
g(\mu_i|x) = x_i^\top \beta,
$$

where $g$ is often defined a log function.

3. **Random parts:** the response variables $y_1, y_2, \ldots, y_n$ are independent and distributed from an exponential family which implies there are a relationship between the variance and mean. The general form of exponential family is

$$
f(y|\theta, \varphi) = \exp \left[ \frac{y \theta - b(\theta)}{a(\varphi)} + c(y, \varphi) \right],
$$

where $\theta$ is called the canonical parameter and represents the location, while $\varphi$ is the dispersion parameter and represents the scale. Many distributions besides GA and IG models belong to the exponential distribution family, for example, normal, Weibull,
Poisson, negative binomial distributions, and so on. Because of skewness and heteroscedasticity of the outcome, the densities of the gamma distribution and inverse Gaussian distributions are

\[
gamma: f(y|\mu, \sigma) = \frac{y^{\frac{\mu-1}{\sigma}} e^{-\frac{y}{\sigma}}}{\Gamma\left(\frac{\mu}{\sigma}\right)} \quad y > 0, \mu > 0, \sigma > 0.
\]

Inverse Gaussian:

\[
f(y|\mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma^3}} \exp\left[-\frac{1}{2\mu\sigma^2 y^3} (y - \mu)^2\right], \quad y, \mu, \sigma > 0.
\]

Suppose the mean of gamma and inverse Gaussian distribution is \(\mu\). The variance of gamma distribution is \(\text{Var}(Y|x) = \mu\kappa^2 = (E(Y|x))^2\sigma^2\), and \(E(Y'|x) = \mu\sigma^2\Gamma(1/\sigma^2 + r)/\Gamma(1/\sigma^2)\), for \(r > -1/\sigma^2\). The skewness of gamma distribution is 2\(\sigma\), and excess kurtosis is 6\(\sigma^2\). The gamma distribution is appropriate for positively skewed data. At the same time, the variance of inverse Gaussian distribution is \(\text{Var}(Y|x) = \sigma^2\mu^2\), and the skewness of inverse Gaussian is 3\(\mu^2/2\sigma\), the excess kurtosis is 15\(\mu^2/2\sigma^3\). The inverse Gaussian distribution is also appropriate for highly positively skewed data. We can see that the variance of response is a function of its mean. Note that the variance function for the inverse Gaussian GLM increases more rapidly with the mean than the gamma GLM.

3.4.2. Generalized Gamma Distribution (GG).

Although the standard gamma model was fairly robust when we analyzed the positive medical expenditures([39]), it was inefficient when the data were heteroskedastic and heavily right-skewed([14]). The generalized gamma was available among other continuous distributions handling values only on the positive values. The density of the generalized gamma probability distribution is parameterized as a function of \(\kappa, \mu, \sigma\) and is given by [14, 21]

\[
f(y; \kappa, \mu, \sigma) = \frac{\theta^b}{\sigma y^{\kappa/\theta} \Gamma(\theta)} \exp\left[z \sqrt{\theta} - \mu\right], \quad y \geq 0, \quad \theta = |\kappa|^{-2} \quad z = \text{sign}(\kappa) \ln(y) - \mu/\sigma\quad \text{and} \quad \mu = \theta \exp(|\kappa|z)^{\frac{\kappa}{2}}.
\]

Because \(dz = (1/\sigma y)dy\), equation (12) could be interpreted as the standard normal distribution \((z)\) scale for log-transformed \(y\). If \(Y\) is a random variable distributed to density (12), then its mean was given by

\[
E(Y|x) = \exp\left\{\mu + \frac{\sigma \log(\kappa)}{\kappa} + \log\left[\frac{\Gamma(1/\kappa)}{\Gamma(1/\kappa)}\right] - \log\left[\frac{\Gamma(\kappa)}{\Gamma(1/\kappa)}\right]\right\}.
\]

The other moments of the generalized gamma distribution were \(m\)-th moment \(E(Y^m|x) = [\exp(\mu) \cdot \kappa^{2m}]\Gamma\left[(1/\kappa) + (m\sigma/\kappa))\right]/\Gamma(1/\kappa^2)\).

And, the variance was

\[
\text{variance} = E(Y^2|x) - E^2(Y|x) = \left\{\frac{\Gamma\left[(1/\kappa^2) + (2\sigma/\kappa)\right]}{\Gamma(1/\kappa^2)} - \frac{\Gamma\left[(1/\kappa^2) + (\sigma/\kappa)\right]^{-2}}{\Gamma(1/\kappa^2)}\right\}.
\]

The standard gamma, inverse gamma, Weibull, and log-normal distributions were special cases of the generalized gamma distribution. For example, the generalized gamma distribution density reduced to a standard gamma distribution when the shape parameter \(\kappa = \kappa^{-2}\) and the scale parameter \(\nu = \kappa^2\exp(\mu)\), i.e., the density follows as \(f(y; \nu, \theta) = (1/\nu \Gamma(\theta)) y^{\nu-1} \exp(-y/\nu)\), and the mean was \(\exp(\mu)\), the variance was \(\kappa^2\exp(2\mu)\). Let \(\kappa = -\sigma, \sigma > 0\), and the inverse gamma distribution was also obtained. The generalized gamma distribution reduced to an inverse gamma distribution defined as Robert [40], as follows.

\[
f(y; \epsilon, \theta) = \epsilon^{\theta/2} \Gamma(\theta) (1/y)^{\nu+1} \exp(-\epsilon/y), \quad \text{where} \quad \epsilon = \theta \exp(\mu).
\]

When the parameter \(\kappa\) in equation (12) was fixed at a special value, for example, \(\kappa = 1\), density (12) reduces to the probability density function of a Weibull distribution. In addition, if the parameter \(\kappa \rightarrow 0\), density (12) reduced to the lognormal distribution, i.e., \(f(y; \mu, \sigma) = 1/\sqrt{2\pi\sigma y} \exp\left[-(\log(y) - \mu)^{2}/2\sigma^2\right]\).

3.4.3. Generalized Inverse Gaussian Distribution (GIG).

We introduced the GIG distribution because the GIG was right-skewed, single-peaked distribution, and had a broader range of shapes. The standard gamma was a case of the GIG. Thus, the GIG could be a more flexible alternative to the standard version of the gamma [39]. The probability density function of the model was parameterized in terms of its mean, dispersion, and shape parameters. The parameterization of the generalized Inverse Gaussian distribution, denoted by GIG(\(\mu, \sigma, \nu\)), was given by

\[
f(y; \mu, \sigma, \nu) = \left(\frac{b}{\mu}\right)^{\nu} y^{\nu-1} \exp\left\{-\frac{1}{2\sigma^2} \left(\frac{by}{\mu} + \frac{\mu}{by}\right)\right\}, \quad y > 0, \quad \mu > 0, \quad \sigma > 0, \quad -\infty < \nu < \infty.
\]

For \(y > 0\), where \(\mu > 0, \sigma > 0, \) and \(-\infty < \nu < \infty\). In the above equation (15), \(b = [K_{\nu+1}((\sigma^{-2})|K_{\nu}((\sigma^{-2})^{-1}}\right)^{-1}\) and \(K_{\nu}(t)\) was a modified Bessel function of the second kind [40]: \(K_{\nu}(t) = 1/2 \int_0^\infty x^{\nu-1} \exp(-1/2t(x + x^{-1}))dx\). With this parameterization, the mean \(E(Y|x) = \mu\) and variance \(\text{Var}(Y|x) = \mu^2[2\sigma^2/b(\nu + 1) + 1/b^2 - 1]\). The skewness of GIG is
skewness = \mu \left[ \frac{2 - 6\sigma^2/b(v + 1)(v + 2)a^4 - 2b^2 + 2\sigma^2/\beta^3(v + 2)}{\text{Var}(y)^{1/2}} \right]

\begin{align*}
\text{excess kurtosis} &= \mu^4 \left[ \frac{-6 + 24\sigma^2/b(v + 1) + 4\beta^2 \{ 2 - \sigma^4/(v + 1)(17v + 11) \} + 4\sigma^2/\beta^3 \{ 2\sigma^4(v + 1)/(v + 2)(v + 3) - 4v - 5 \} + 1/\beta^4 \left\{ \frac{4\sigma^4(v + 2)}{(v + 3) - 2} \right\}}{\text{Var}(y)^2} \right]
\end{align*}

Unlike the majority of models for insurance losses, our general approach could determine the distribution of each risk class based not only on the mean parameter, which was traditionally modelled in terms of covariates but also by using regressors on the dispersion and shape parameters, which described the shape of the GIG distribution. This could be regarded as a very useful property. Additionally, the GIG was a very wide family which included many well-known distributions depending on the estimated values of the dispersion and shape parameters which were modelled as functions of risk factors as was well known. For example, as could be seen, GIG(\mu, \sigma, -0.5) = IG(\mu, \sigma \sqrt{2}). Therefore, the gamma was a special case of GIG when \( b = 1 \) and \( v = -1/2 \). According to Jorgensen [35], \( K_i(t) \sim \Gamma(\lambda)2^{\lambda-1}t^{-\lambda} \) as \( t \to 0 \), for all \( \lambda > 0 \). And, when \( \sigma \to \infty \), GIG(\mu, \sigma, v) had limiting distribution \( GA(\mu, v^{-1/2}) \) for all \( v > 0 \).

3.4.4. Tobit Distribution. Tobit model was first introduced to model dependent variables with a large fraction of zeros by Tobin [17]. The classic Tobit model assumed that the response was continuous, censored, and normally distributed underlying dependent variable \( y^* \). We were interested in designing the latent variable \( y^* \) as a linear regression model:

\[
y^* = x^i\beta + \epsilon_i, \quad i = 1, \ldots, n
\]

\[
y_i = \begin{cases} y^*, & \text{if } y^* \leq L, \\ L, & \text{if } y^* > L, \end{cases} \tag{17}
\]

where \( \epsilon \sim N(0, \sigma^2) \), \( x_i \) is an exogenous and observable explanatory variable. Specifically, if the latent variable \( y^* \) values equal to zero are censored, such as the medical expenditure for the elderly, \( L \) became zero. Then, the probability of a censored observation sample was

\[
\Pr(y^* \leq L) = \Pr(x^i\beta + \epsilon \leq L) = \Phi\left( \frac{L - x^i\beta}{\sigma} \right), \tag{18}
\]

where \( \Phi(.) \) was the standard normal cumulative distribution. We could present the truncated expected value of the noncensored observation \( y_i \):

\[
E(y_i|x_i, y_i > L) = x^i\beta + \sigma \frac{\phi\left( (x^i\beta - L)/\sigma \right)}{\Phi\left( (L - x^i\beta)/\sigma \right)}, \tag{19}
\]

where \( \phi(.) \) was the density function of standard normal distribution. The classic Tobit model was appropriate when the response had two proprieties: one was that the error \( \epsilon \) was a normal distribution, and the other was that the negative values of response were censored at \( L \).

3.4.5. New Type of Generalized Tobit Distribution. The classic Tobit model was extremely sensitive to its underlying assumptions of normality and homoscedasticity. Therefore, the classic Tobit model should never be fit unless the data were truly normal and censored distribution. However, these were hardly met in real data [41, 42]. Many researchers claimed that a large mass at zero was censored observations when they were not censored, especially for health expenditure data. We provided another generalized Tobit model which was different from the generalized Tobit selection model by Heckman [43]. The Heckman selection model was considered as a generalized Tobit model and mainly connected the two latent outcomes by inverse mills ratio. However, the response variable was assumed to be normally distributed yet. In this paper, we mainly generalized the part where the latent \( y^* \) greater than zero. We selected the student \( t \) family model in order to compare the classic Tobit model. The Student \( t \) family model was introduced by Lange et al. [43] and was defined by assuming that \( Y = \mu + \sigma T \), where \( T \sim t \), had a standard \( t \) distribution with \( v \) degrees of freedom. In this study, the PDF of Student \( t \) family distribution was given by

\[
f_Y(y; \mu, \sigma, v) = \frac{1}{\sigma B(1/2, v/2)^{1/2}} \left[ 1 + \frac{(y - \mu)^2}{\sigma^2v} \right]^{-(v+1)/2}, \tag{20}
\]

for \(-\infty < y < +\infty\), where \(-\infty < \mu < +\infty\), \( \sigma > 0 \) \( v > 0 \), and \( B(a,b) = \Gamma(a)\Gamma(b)/(a+b) \) is the beta function. Note that \( T = (Y - \mu)/\sigma \) had a standard \( t \) distribution with \( v \) degrees of freedom. It was obvious that the \( t \) distribution had higher kurtosis than the normal distribution and more suitable for modelling leptokurtic data [43]. The excess kurtosis of \( t \) distribution was \( 6v - 4 \) (if \( v > 4 \)).

3.4.6. Modelling the Probability of Zero Expenditures and Expected Nonzero Expenditures in Terms of Explanatory Variables. We focused on the factors influencing the medical decision and then the number of medical expenditures but paid attention to the accuracy of prediction. The mean \( \mu \) of regression model determined the number of medical expenditures and the dispersion \( \sigma \) could affect the accuracy.
of prediction. Therefore, we would consider the zero-adjusted regression modes in different cases.

Case 1: when the probability of not seeing a doctor was constant, model (6) degenerated to

\[ P(y = 0|x) = \pi, \]

\[ \log(\mu) = \eta_1 = X_1^T \beta_1 + \epsilon, \]

where the dispersion \( \sigma \) was considered as a constant and not affected by the predictor variables, \( X \) was the vector of predictors, \( \beta \) was the vector of parameters, and \( \epsilon \) was the error. We used the log link function according to the exponential family [38].

Case 2: zero amount was not constant, which was affected by predictor variables, and the dispersion \( \sigma \) was still a constant. Then, the probability of a zero medical expenditure and mean is shown as

\[ \logit(\pi) = \eta_2 = X_2^T \beta_2 + \epsilon, \]

\[ \log(\mu) = \eta_3 = X_2^T \beta_3 + \epsilon, \]

where \( X, \beta, \) and \( \epsilon \) were the same as in equation (21) and (22). Theoretically, the factors that affected the decision-making equation (23) and the amount equation (24) were different. However, many studies assumed that they were the same, that was \( X_2 = X_3 \).

Case 3: the mean \( \mu \), dispersion \( \sigma \), and the probability of a zero amount \( \pi \) included in zero-adjusted model were all influenced by the predictors, which were modelled in terms of predictor variables using suitable link functions:

\[ \logit(\pi) = \eta_4 = X_1^T \beta_4 + \epsilon, \]

\[ \log(\mu) = \eta_5 = X_1^T \beta_4 + \epsilon, \]

\[ \log(\sigma) = \eta_6 = X_1^T \beta_5 + \epsilon, \]

where we could choose the same or different predictors \( X \) in equations (25)–(27). There had been much literature studying case 1 and case 2, and almost little to discuss case 3 to our best knowledge. In this study, we would analyze the three cases and compare their results.

3.4.7. Maximum Likelihood Estimation. According to the zero-adjusted model, given \( n \) independent observations \( y_i \) for \( i = 1, 2, \ldots, n \), the likelihood function was given by

\[ L = L(\psi|y) = \prod_{i=1}^{n} f(y_i|x) = \prod_{i=1}^{n} \left[ \sum_{k=1}^{2} \pi_k f_k(y_i|x) \right], \]

where \( \psi = (\theta, \pi), \ y = (y_1, y_2, \ldots, y_n)^T \) and \( f_k(y_i) = f_k(y_i|\theta_k) \).

The log-likelihood function was given by

\[ l = l(\psi|y) = \sum_{i=1}^{n} \log[ \pi f_1(y_i|x) + (1 - \pi)f_2(y_i|x) ]. \]

We wished to maximize the log-likelihood \( l \) concerning \( \theta \) and \( \pi \). Nevertheless, the problem was that the logarithm of the second summation in equation (29) made the solution difficult. In this paper, we used an algorithm provided by Rigby and Stasinopoulos [44] and was based on penalized likelihood estimation.

3.5. Model Validation and Verification

3.5.1. Graphic Verification. There were some approaches used for verification and selecting the best model among those models after fitting statistical probability models on the medical expenditures data, which mainly included two types of procedures: the graphical and the numerical approaches [45]. The graphical methods were used to verify whether the model described the systematic part and the independence of the normalized quantile residuals and their normality. In this study, we could obtain the mean, variance, skewness, and kurtosis to check the independence of the normalized quantile residuals and their normality by inspecting the residual versus fitted value plots, residual density plots, and Q-Q plots [44]. To assess the goodness-of-fit of the model, Akaike's information criterion (AIC) [46] and the Schwarz Bayesian criterion (SBC) [47] were considered as the numerical methods for validating and selecting the best model among the verified models. In addition, one goal of this study is to estimate the expected medical cost for individuals \( \bar{y}_i = E[y_i|x_i] \). The mean prediction error can be thought as measuring the bias between the predicted outcome and the true response, which is often measured by the mean squared error (MSE).

3.5.2. Information Criteria. To compare the models and select the best one among the fitted models, we used the AIC, SBC, and the global deviance criteria. The AIC is computed based on the Kullback–Leibler distance in information theory, and the SBC is based on the integrated likelihood of Bayesian theory, which both impose the appropriate penalty on the average of the log-likelihood of models estimated given the number of coefficients estimated. A model with the lowest AIC and SBC values will be selected probably. The AIC is given as follows:

\[ AIC = -2 \log(L) + 2p, \]

where \( L \) is the likelihood and \( p \) is the number of parameters in the model. The SBC is defined as:

\[ BIC = -2 \log(L) + 2p \log(n), \]

where \( L \) and \( p \) are the same as in AIC and \( n \) is the sample size. As suggested by Rigby and Stasinopoulos [44] for parametric GAMLSS models, each model could be assessed by its fitted global deviance (GD) given by

\[ GD = -2I(\hat{\theta}), \]

where \( I(\hat{\theta}) = \sum_{i=1}^{n} l(\hat{\theta}_i). \)

3.5.3. Bias and Accuracy. The bias measures the average deviation of the predicted value \( f(x) \) from the true value
4. Empirical Analysis

4.1. Data Description. The aim of this paper was to discover the factors affecting the medical expenditures of the elderly in China and predict the amount using data from the Chinese Longitudinal Healthy Longevity Survey (CLHLS). This survey is a nationally representative panel study, containing observations on individuals aged 65 years or older covering more than half of the counties and cities from 23 provinces, cities, and autonomous regions in China. Since the start of the survey in 1998, it was repeated to follow the elderly every two or three years, which have been conducted eight waves until 2018. The survey includes questions about the health status, quality of life, medical care, and security needs of the elderly. We used data from the latest survey in 2018, which was a mixed cross-sectional data set collected from 1998 to 2018. In total, the sample consists of 15874 individuals. We finally selected 6832 samples after deleting the data with missing and no response. In what follows, we described variables retained for analysis. We began with the aimed response variable, the medical expenditures, followed by other main independent variables such as income, health, and education.

4.2. Description of Variables. The distribution of medical expenditure for the elderly with the entire sample is shown in Figure 1. We could find that there were a large of zeros, and the histogram of the medical cost was right-skewed and heavily fat tail. From the empirical cumulative distribution plot (Figure 2), it could be seen that the medical expenditure data in the upper right part seriously deviates from the straight line. Therefore, the OLS regression model was not suitable for the data, and other transformed models must be considered. The histogram is shown in Figure 1 suggested a mixture of point distribution and a continuous distribution on the positive side. Consequently, a Tobit model may lead to biased inferences due to there being far more zero observations than expected under the Tobit formulation. The zero-adjusted models offer us a viable framework to deal adequately with the excess of zeros.

For this study, we were interested in revealing the factors affecting medical consumption behavior. In addition to the response variable, we included a set of explanatory factors in the regressions that turned out to affect the medical expenditure. Typical variables that emerged from the existing literature are age, sex, household income, marriage, and education. In light of this, we evaluated the effects of health status and functional disabilities, as need factors and associated social-demographic factors, as predisposing and enabling factors, on hospitalization utilization. A complete list of the variables used and their descriptive statistics is presented in Table 1. We treated the medical expenditure, education, and household income as numerical. For the convenience of calculation, we divided the medical expenditure and the annual household income by 1000. All other variables were categorical and entered into the regressions as dummy variables.

The density distributions of \( f(y) \), for nonzero medical expenditure are given in Figure 3. In this study, six right-skewed distributions were considered: the normal, student \( t \), gamma, inverse Gaussian, generalized gamma and generalized inverse Gaussian distributions. The normal distribution was also presented as a benchmark comparison for the other, right-skewed distributions. All of the candidate distributions were subsequently fitted on a training set of a random 70% subsample. Figure 3 suggested that the normal distribution had the worst fit for the histogram of nonzero medical expenditure and other right-skewed distributions seemed to be fit better. The fitted values of the normal, inverse Gaussian, generalized gamma, and generalized...
inverse Gaussian distributions underestimated the actual value at the lower points of medical expenditure. However, they showed better fit at other points. The fitted value of the gamma distribution overestimated the lower points. Therefore, there seemed to be no obvious evidence to show which one was the best from the histogram. We must combine other statistical indicators to choose the best model, which was also done in the following section.

### Table 1: Descriptive statistics of the dependent and independent variables.

| Variable                      | Description                                                                 | Mean  | S.D    | Min  | Max  |
|-------------------------------|-----------------------------------------------------------------------------|-------|--------|------|------|
| Medical expenditure (numerical)| Medical expenditure/1000                                                    | 9.03444 | 25.78056 | 0    | 199.998 |
| Gender (categorical)          | 0 if female, 1 if male                                                       | 0.44287 | 0.4967617 | 0    | 1 |
| Age (categorical)             | Age is divided four groups from low to high: lowest = 0 (reference); lower = 1; higher = 2; highest = 3 | 2.314582 | 1.129733 | 1   | 4 |
| Health (categorical)          | Very bad = 0 (reference); bad = 1; so so = 2; good = 3; very good = 4      | 2.49445 | 0.9057199 | 0   | 4 |
| Education (numerical)         | Continuous                                                                   | 3.68662 | 4.413021 | 0   | 22 |
| Actlim (categorical)          | 1 if limited in activities at least the last 6 months, 0 if not limited (reference) | 0.3261251 | 0.4688279 | 0   | 1 |
| Married (categorical)         | 0 if divorced, widowed, or never married (reference), 1 if married          | 0.4584309 | 0.4983055 | 0   | 1 |
| Insurance (categorical)       | 0 if no insurance (reference), 1 if participate in any insurance program    | 0.9211066 | 0.2695921 | 0   | 1 |
| Residence (categorical)       | 2 if lived in town, 3 if lived in rural                                     | 2.17418 | 0.8024561 | 1   | 3 |
| Heart_disease (categorical)   | 1 if suffering heart disease, 0 if no heart disease (reference)            | 0.1891101 | 0.3916247 | 0   | 1 |
| Household income (numerical)  | Household income/1000                                                      | 42.2063 | 36.4047 | 0   | 99 |

Note: medical expenses and annual household income are in thousands of yuan.
5. Results

According to the experience above, we chose 4872 samples as training data set. Table 2 listed the marginal effects estimation results obtained from the training for the models discussed above. We selected ten predictors according to the demand for health and health care of the Grossman model. The estimates of the Tobit model were quite different from others in the value range and sign, which had the largest values of AIC, SBC, and global deviance. This suggested that the Tobit model fitted the data very badly. The new generalized Tobit model and other zero-adjusted models were more similar. Many estimates shared the same sign and had comparable values, resulting in similar conclusions. In terms of the standard errors of the parameters, the errors of the Tobit model were significantly higher than others. All zero-adjusted models had lower standard errors of the parameters. Furthermore, the AIC, SBC, and global deviance (GD) of the zero-adjusted generalized gamma model and zero-adjusted generalized inverse Gaussian model were obviously smaller than those other models. However, the values of the zero-adjusted generalized gamma model were the smallest. The smaller these values are, the better the goodness-fit of the model is. Therefore, the ZAGG model was the best model we chose.

To assess model fit, we created the quantile residuals plots. If the models were adequate for the data, the residuals approximated a random sample from the standard normal distribution [38]. Figure 4 plots the normalized quantile residuals and shows much difference in the residuals among these models. The residuals of the new generalized Tobit

![Figure 3: Candidate distributions for nonzero medical expenditure on the training set. (a) Normal distribution. (b) t distribution. (c) Gamma distribution. (d) Inverse Gaussian distribution. (e) Generalized gamma distribution. (f) Generalized inverse Gaussian distribution.](image-url)
model showed bimodal kurtoses, ZAGA and classic Tobit models presented the aiguline characteristics, and the residuals of the ZAGI model appeared to right-skewed. The residuals of ZAGI and ZAGG seemed to be similar, but the ZAGG model exhibited a better model fit from Figure 4.

We used worm plots to further studies the residuals of these models. Worm plots of the residuals were introduced by van Buuren and Fredriks [49] to identify regions (intervals) of an explanatory variable within which the model does not adequately fit the data. These points in the worm plot, such as Figure 5, showed how far the ordered residuals were from their (approximate) expected values represented by the horizontal dotted line. The closer the points were to the horizontal line, the closer the distribution of the residuals was to a standard normal distribution. Additionally, if the model was correct, we would expect approximately 95% of the points to lie between the two elliptic curves and 5% outside in Figure 5. A higher percentage of the points outside the two elliptic curves indicated that the fitted distribution of the model was inadequate to explain the response variable. The shape of the fitted curve to the points of the worm reflected different inadequacies in the model. A linear trend (positive or negative), quadratic shape (U or inverse U), or cubic shape (S shape) indicated a problem with the variance, skewness, or kurtosis of the residuals, respectively. This, in turn, highlighted a problem with the fitted distribution. Figure 5 shows that the fitted curves of the worm

| Table 2: Comparison of marginal effects of Tobit, generated Tobit, ZAGA, ZAIQ, ZAGG, and ZAGIG models on CLHLS data. |
|---------------------------------------------------------------|
| **Tobit** | **Generalized Tobit** | **Discrete** | **Continuous** | **Zero-adjusted models** |
| Intercept | 17.30660 | 1.2211352 | −1.214247 | 3.4395522 | 3.131784 | 1.3507565 | 3.3181353 |
| Gender | 0.12960 | −0.1742616 | 0.107757 | 0.1653616 | 0.423748 | 0.075714 | 0.0798758 |
| Age (lower) | 0.37558 | 0.0191777 | −0.022572 | 0.0503636 | 0.0949369 | 0.0347497 | 0.0493935 |
| Age (higher) | −2.47297 | −0.1307531 | 0.118543 | −0.0940778 | −0.063349 | −0.1409848 | −0.1377442 |
| Age (highest) | −7.43904 | −0.4449018 | 0.597306 | −0.2929559 | −0.079546 | −0.4639923 | −0.5363105 |
| Health (bad) | −4.90168 | 0.4308578 | −0.466233 | −0.610187 | −0.331020 | 0.09665 | −0.3921743 |
| Health (so so) | −7.88404 | −0.1294660 | 0.022842 | −0.787037 | −0.678053 | −0.285763 | −0.6390054 |
| Health (good) | −11.95574 | −0.4750543 | 0.263264 | −1.1046718 | −1.102426 | −0.729038 | −0.9737652 |
| Health (very good) | −12.66309 | −0.5853829 | 0.291206 | −1.1434518 | −1.076392 | −0.8854640 | −1.1132889 |
| Education | 0.12139 | 0.0271759 | −0.016711 | −0.005385 | −0.007183 | 0.012563 | −0.0071493 |
| Acclim (limited) | 6.86144 | 0.4495150 | −0.589516 | 0.2587853 | 0.280809 | 0.4854051 | 0.2894195 |
| Household income | 0.09582 | 0.025267 | −0.002396 | 0.008137 | 0.01034 | 0.0043830 | 0.0046224 |
| Marriage (married) | −1.64671 | 0.1078140 | 0.00226 | −0.363325 | −0.308865 | 0.0523691 | 0.0407834 |
| Insurance (insured) | −5.71764 | 0.4334232 | 0.020459 | −0.441709 | −0.296035 | −0.0773575 | −0.2467232 |
| Residence (in town) | −6.38221 | −0.4866704 | 0.218619 | −0.5132267 | −0.657867 | −0.6409893 | −0.4931939 |
| Residence (in rural) | −5.01228 | −0.5029975 | 0.055642 | −0.5036751 | −0.693208 | −0.8074203 | −0.5935858 |
| Heart_disease (suffered) | 8.74595 | 0.9761225 | −1.139552 | 0.3834217 | 0.503166 | 0.6753993 | 0.4836672 |
| Sigma (σ) | 3.35531 | 0.37540 | 0.398879 | 0.30921 | 0.53659 | 1.159849 |

Note: * indicates the standard errors of the parameters and the stars show the significance of the parameters: *** *p < 0.01; ** *p < 0.05; *p < 0.1.
forall models except the zero-adjusted generalized gamma model was S-shaped, which also suggested that the ZAGA model was generally a better fit again.

After the verification of 1960 samples in the test data set, two Tobit models and the ZAIG model had larger MSE values. ZAGG and ZAGIG models again produced very similar results. ZAGIG had the lowest MSE with a value of 671.3679. However, ZAGG was slightly higher with a value of 675.1498 than ZAGIG. Considering the goodness of fit, we chose the ZAGG model for further study.

We chose ZAGG models with different parameters $\pi, \sigma,$ and $\nu$ and used the default log link function to discover which factors affecting the medical expenditure for the elderly. Table 3 shows the results of different parameters using 6832 data of the whole population. The predictors for the logarithm of average medical consumption shared almost the same sign and had similar values in the three models. Age, health, and chronic diseases were the main predictors influencing medical expenditure. With the increase of age, the medical expenditure of the elderly was decreasing. Part of the reason might be that the elderly under 80 years old had a higher risk of serious diseases like cancer than the elderly over 80 years old. After experiencing this age stage, most of higher aged elderly were in good health. The elderly in good health had relatively less medical expenditure. As a chronic disease, heart disease significantly increased the medical expenses of the elderly. Compared with the elderly living in cities, the medical expenditure of the elderly living in urban and rural areas was relatively small, which might be related to the relative lack of medical resources in urban and rural areas of China. The higher the family income is, the more the medical expenditure of the elderly is. The predictor of medical insurance value was negative but not significant, which implied that medical insurance maybe reduced the medical expenditure of the elderly and released their financial burden. However, the effect was not obvious.

The scenario of the ZAGG(I) model: the proportion of $p$ of zero medical expenditure and the scale parameter $s$ relating to variance were both constant. Because the logit link function was used by default in the regression model, the
The proportion of zero medical expenditure $\pi$ was $1/(1 + \exp(1.2984)) = 0.2144$, which was very close to the proportion 0.2147 of zero cost in the population.

The scenario of the ZAGG (II) model: the occurrence of zero medical expenditure varied and was affected by the predictors. We found that some predictors for the medical decision shared different signs. For example, higher values of family income result in lower odds of zero medical expenditure. Perhaps, the elderly with high-income families are more likely to obtain medical resources, and the utilization of medical services was relatively high. The elderly with action limited were often in poor health, so their medical expenditures were more.

The scenario of the ZAGG (III) model: up to now, we had modelled the only $\pi$ as a function of explanatory variables, but there were occasions in which the assumption of a constant scale parameter was not appropriate according to equation (14). On these occasions, modelling $s$ as a function of explanatory variables could solve the problem. We could conclude from Figures 6–8 that almost all points of the worm plot failed inside the 95%-pointwise confidence intervals, indicating that the three models appeared to be adequate. Furthermore, the line shape with the negative slope in Figure 6 showed the variance was too low, and the fitted scale was too high. The s-shape with left bent down suggested the tails of fitted distribution was too light.
### Table 3: Results from ZAGG models with different parameters \( \pi, \sigma, \) and \( \nu \).

|                | \( \text{ZAGG(I)} \) (\( \pi \) and \( \sigma \) for constant) | \( \text{ZAGG(II)} \) (\( \pi \) for all covariates; \( \sigma \) for constant) | \( \text{ZAGG(III)} \) (\( \pi \) and \( \sigma \) for all covariates) |
|----------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| \( \log(\mu) \) | \( -1.2984 \) (0.0295)*** | \( 0.5412 \) (0.0097)*** | \( 0.5412 \) (0.0097)*** |
| \( \log(\pi) \) | \( -0.0215 \) (0.0196) | \( -0.0215 \) (0.0196) | \( -0.0215 \) (0.0196) |
| \( \log(\sigma) \) | \( 0.0928 \) (0.0028) | \( 0.0928 \) (0.0028) | \( 0.0928 \) (0.0028) |
| \( \nu \) | \( 1.7032 \) (0.0196) | \( 0.4603 \) (0.0196) | \( 0.4603 \) (0.0196) |

Note: () indicates the standard errors of the parameters, and the stars show the significance of the parameters: *** \( p < 0.01 \); ** \( p < 0.05 \); * \( p < 0.1 \).
Kolmogorov-Smirnov test is a nonparametric test method that can be used to compare the cumulative empirical distributions of two samples. The $D_n (D_n = \sup_x |F_n(x) - F(x)|)$ statistic is used to compare the maximum value of the difference between the empirical distributions of two samples. If this value is too large, we believe that the two distributions are different. Therefore, we used the two tailed Kolmogorov–Smirnov test to verify the consistency between ZAGG model and empirical distribution. The results are shown in the last row of Table 3. From the results, the $p$ values were all greater than 0.05, which meant we could not reject the null hypothesis that there was almost no difference between the ZAGG model and empirical distribution.

6. Discussion

This paper explored and empirically validated zero-adjusted models with semiparametric formulation for estimating medical expenditures using CLHLS survey data. In reaction to the limitations of conventional Tobit, zero-adjusted gamma, and zero-adjusted inverse Gaussian models, we generalized the three models to improve the accuracy of prediction and discover the factors affecting the elderly medical decision. The zero-adjusted generalized gamma model outperformed the zero-adjusted generalized Tobit and zero-adjusted generalized Inverse Gaussian model. Thus, the ZAGG mode provided an interesting alternative for modeling health care utilization expenditure data as it included many conventional models such as the zero-adjusted Weibull model, the zero-adjusted lognormal model, and the zero-adjusted gamma model. The ZAGG model included log-additive components for the mean and dispersion of medical expenditure given that expenditure occurs, as well as a logistic additive component for the probability of a zero expenditure. The model components were estimated independently and could be fitted with the same set of covariates. In this paper, we firstly chose ZAGG models with different parameters $\pi$, $\sigma$, and $\nu$ and used the default log link function to discover which factors affecting the medical expenditure for the elderly. There was much literature on the influence of factors on the parameter $\pi$, but there was almost no work discussing the influence of factors on the parameter $\sigma$ and $\nu$. We found that some factors might affect the distribution shape and scale change of ZAGG model and then affected the accuracy of the model. These were also contributions of this paper.

Our empirical application had focused on the assessment of the predictive accuracy and the predictors affecting medical expenditure. We found that ZAGG and ZAGIG gave similar results. Moreover, ZAGG was appreciated for the fact that the generalization errors of ZAGIG were 671.36, which was less than that of ZAGG from mean square errors. However, the ZAGG model seemed to perform better in the aspects of global deviance, AIC and SBC. Whether one of the two models is superior to the other remains an open question, which needs to be determined according to different problems and situations. ZAGG and ZAGIG models, respectively, extended the ZAGA and ZAIAG models, and many conventional zero-adjusted models are special forms of these generalized models. Moreover, both of these generalized models increased the difficulty in parameter estimation. For example, the standard errors of parameters were not reliable when the QR decomposition method was used, which could not solve the Hessian matrix. In this paper, we reported the QR-based standard errors using a likelihood-based confidence interval method introduced by Rigby and Stasinopoulos [44, 50, 51].

Although the ZAGG model is complex in application and calculation, it still has some advantages. One benefit of the ZAGG model is that the three components of the mixture model provide the analyst with a three-way interpretation by estimating the factors affecting the medical decision, the factors predicting the amount of the medical expenses, and the factors influencing the dispersion of the expenditure amount. The scale dispersion estimates can be used to provide more conservative estimates when the parameters were less robust. Another advantage of the ZAGG
model is that the regression method does not imply a "black box" approach for interpreting the effects of individual covariates. The interpretation of the marginal effect for the model is relatively explicit.

We surprisingly discovered that basic medical insurance had no significant effect on the medical expenditure of the elderly. The main reason was that the basic medical insurance had covered nearly 95% of the population in China up to now, leading to no obvious difference in the impact of medical insurance [2, 52–54]. The elderly with high-income families spent more on health care, which indicated a relatively unfair phenomenon that the poor subsidized the rich in the utilization of medical services in China. At the same time, the medical expenditure in urban and rural areas was relatively low, which also showed that the distribution of medical resources was not balanced.

Finally, attention should be paid to the limitations of our study. One limitation of this study was that it did not consider the causal relationship between the predictors and response because we were interested in predicting the amount of medical expenditure and unraveled the significant predictors influencing the expenditure. Possible solutions for this causal relationship were either to study only the impact of truly exogenous independent or to apply instrumental variable techniques. Another limitation was that the zero-adjusted models were seemed to be two-stage models, and there existed a variety of models in the continuous part. In this paper, we compared only a few models. Instead, other types of skewed distributions could be considered for further research. Finally, our study has used the two-stage model to predict the amount of medical expenditure. We treated the two parts as independent. However, there perhaps existed a relationship. There were further opportunities to develop potentially superior models by considering the correlation, such as copula function. Moreover, it should be noted that if the relationship were considered, the difficulty of parameter estimation would increase, and the effects of individual explanatory variables could not be interpreted conveniently.

7. Conclusions

In this paper, we have predicted the amount of medical expenses for the elderly and explored the marginal effect of the predictors in China, using CLHLS survey data. In reaction to the limitations of conventional Tobit and zero-adjusted models, we generalized these models. This allowed us to estimate the medical expenditure using more flexible models. The zero-adjusted generalized gamma model was the best to fit this data. We focused on the zero-adjusted generalized gamma regression model to reveal the significant factors influencing the medical amount. Several conclusions could be drawn from this work. The health status, family income, residence, and chronic diseases of the elderly significantly affect their medical expenditure, while the influence of basic medical insurance is not significant. We used a logistic model to discover the factors that affected the medical decision of the elderly. We found that the elderly in the higher age group had the lower occurrence of zero medical amount, which indicated they were better health. In addition, this paper accurately estimated the proportion of the elderly with zero medical expenditure using a logit model. In the ZAGG model, we found that the scale dispersion was also affected by the explanatory variables, which could improve the robustness of the standard errors of parameters.

To the best of our knowledge, this is the first time that using the zero-adjusted generalized gamma model predicts the medical expenditure. The current approach appeared to be effective. However, some limitations merit attention, such as the causal relationship between the predictors and response and the correlations of the two parts in the zero-adjusted models. These limitations required further investigation in the near future.
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