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A long-standing open question about Gaussian continuous-variable cluster states is whether they enable fault-tolerant measurement-based quantum computation. The answer is yes. Initial squeezing in the cluster above a threshold value of 20.5 dB ensures that errors from finite squeezing acting on encoded qubits are below the fault-tolerance threshold of known qubit-based error-correcting codes. By concatenating with one of these codes and using ancilla-based error correction, fault-tolerant measurement-based quantum computation of theoretically indefinite length is possible with finitely squeezed cluster states.
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Gaussian cluster states.—Quantum computing (QC) harnesses inherently nonclassical features of quantum physics to perform computations that would be impractical for any ordinary (classical) computer [1]. This requires making quantum systems interact in a carefully controlled and coherent manner, which is often very difficult. On the other hand, measuring quantum systems is usually much easier. Measurement-based QC makes use of this fact, replacing the difficulty of coherently controlling interactions between quantum systems with the upfront challenge of creating an entangled resource known as a cluster state [2], whereafter local adaptive measurements alone enable the full power of QC [3].

Normally in a quantum computer, quantum information is stored in qubits [1], but continuous-variable (CV) approaches also exist [4] in which wavefunctions over a continuous quantum variable are the basic information carriers. When it comes to measurement-based QC, optical CV cluster states [5, 20] offer a distinct advantage over their optical-qubit counterparts [5, 8] because they are much easier to make experimentally [9, 11]. In fact, highly scalable experimental designs exist for creating very large CV cluster states [12–16], and an experimentally demonstrated 10,000-mode CV cluster state [9] now holds the world record for the largest entangled state ever created in which each constituent quantum system (in this case, a temporal packet of light) is individually addressable. This shatters the previous record of 14 trapped ions [17] by three orders of magnitude. Even more remarkable, this state can be handled using well-established methods of error correction of noisy quantum information in a controlled and coherent manner, which is often very difficult. In other words, if the probability of error in every physical gate can be guaranteed to be below the threshold, then these noisy gates can be used to implement quantum error correction of noisy quantum information in a way that can make the computation’s overall error rate as low as one desires, no matter how long the computation.

Fault-tolerant QC (see Ref. 33 for a review) is the ability to reduce logical errors in a quantum computation to arbitrarily low levels if the physical error rate of the individual gates comprising the computation is below a fixed, positive value called the fault-tolerance threshold. In other words, if the probability of error in every physical gate can be guaranteed to be below the threshold, then these noisy gates can be used to implement quantum error correction of noisy quantum information in a way that can make the computation’s overall error rate as low as one desires, no matter how long the computation.

Qubit cluster states admit a fault-tolerance threshold for measurement-based QC [34, 35], which can be made strikingly high (1.4%) using topological methods [36] and which can be further refined to a few percent by post-
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selection \[37,39\]. Fault-tolerance thresholds for more traditional codes (i.e., concatenated codes) vary, with typical thresholds being \(10^{-6}\) \[25,28\], \(10^{-4}\) \[31\], and \(3 \times 10^{-3}\) \[40\]—and up to a few percent with postselection \[29\].

Since one can, in principle, implement any unitary on CV-encoded quantum information using a CV cluster state (albeit noisily), our strategy will be to encode qubits as CV wavefunctions \[32\] in a way that maps the natural noise of a CV cluster state into noise on the gates processing the encoded qubits. Higher squeezing will produce a lower gate error rate. If the squeezing is high enough, this error rate will be below the threshold for some known error-correcting code as discussed above, and we can use the CV cluster state to implement fault-tolerant QC on the encoded qubits. Our goal, then, will be to prove the existence of a squeezing threshold: a constant, finite level of squeezing above which fault-tolerant measurement-based QC is possible using encoded qubits and a concatenated error-correcting code, assuming no other noise beyond that introduced by finite squeezing alone \[18,19\].

GKP-encoded qubits and Gaussian channels.— The qubit encoding of Gottesman, Kitaev, and Preskill (GKP) \[32\] in its simplest form encodes one qubit per oscillator. The position-space wavefunction \[32\] of Gottesman, Kitaev, and Preskill (GKP) \[32\] in its simplest form encodes one qubit as a Gaussian wavefunction \[32\].

Although challenging to create, proposals exist to generate such states optically \[41\] or by a variety of other methods \[32,42–45\].

This encoding protects quantum information against random shifts in the quadrature variables \(\hat{q}\) (position) and \(\hat{p}\) (momentum) \[32\]. When Gaussian distributed, a random shift is called a Gaussian channel and can be modeled as Gaussian convolution of the input Wigner function. This is exactly the noise model of CV cluster-state QC \[18,19\], making GKP an appealing qubit encoding—as long as error correction can be performed with minimal deviation from the measurement-based paradigm (Cf. Ref. \[32\]). Fortunately, GKP error correction \[32\] dovetails nicely with CV cluster states, with details found in Appendix A.1.

Fault-tolerant Clifford gates.—The workhorse of (qubit-based) fault-tolerant quantum computation is the Clifford group \[1,31\], which can be generated by supplementing the Pauli group with the single-qubit gates of Hadamard and phase, as well as with a two-qubit gate such as the controlled-Z gate (sometimes called CPHASE). We need to be able to perform all of these gates with a below-threshold error rate.

The GKP-encoded Pauli group is just the CV Weyl-Heisenberg group restricted to shifts by integer multiples of \(\sqrt{\pi}\) in position and/or momentum \[32\]. In CV measurement-based quantum computation, such displacements are ubiquitous and are therefore considered free to implement, and everything else is done with measurements \[18\]. GKP-encoded Hadamard and phase gates correspond to the Fourier transform \(\hat{F} = e^{i\frac{\pi}{4}(\hat{q}^2 + \hat{p}^2)}\) and shear \(\hat{P} = e^{i\frac{\pi}{4}\hat{q}}\), respectively, and the qubit controlled-Z gate is just a CV \(\hat{C}_Z\) gate with weight \(\pm 1\) (\(\hat{C}_Z[\pm 1] = e^{\pm i\hat{q}\hat{p}}\)) \[32\]. All of these CV operations are Gaussian unitaries, which are easy to implement on a CV cluster state \[18\]. This is a huge advantage because it means the entirety of the GKP-encoded Clifford group inherits this ease of implementation.

Any single-mode Gaussian unitary can be implemented using four quadrature measurements, \(\{\hat{p} + m_j\hat{q}\}_{j=1}^{4}\) on a linear CV cluster state (a.k.a. CV quantum wire) \[46\]. We define the measurement vector \(\mathbf{m} = (m_1,\ldots,m_4)\) to be the vector containing the four shearing parameters \[19\] associated with the quadrature measurements. \(\mathbf{m}^{(l)} = (0,0,0,0)\), \(\mathbf{m}^{(F)} = (1,1,1,0)\), and \(\mathbf{m}^{(P)} = (1,0,0,0)\) implement the identity \(\hat{I}\), Fourier transform \(\hat{F}\), and shear \(\hat{P}\), respectively. The following piece of an ancilla-supplemented CV cluster state allows these Gaussian unitaries to be implemented on the input state \(|\phi\rangle\), followed by GKP error correction (blank nodes are \(\hat{p}\)-squeezed vacuum states; nodes with 0\(_L\) are GKP-encoded ancillas \(|0_L\rangle\); links are \(\hat{C}_Z\) gates with weight \(+1\)) \[18\]:
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To implement gate \(\hat{G}\), we must perform quadrature measurements associated with \(\mathbf{m}^{(G)}\) on nodes 1–4 on the bottom row. Measuring the ancillas (and appropriately displacing the nodes below) performs the GKP error correction on both \(\hat{q}\) and \(\hat{p}\), as shown in Appendix A.1. To apply gates sequentially, one identifies the output node with node 1 of the next cluster.

Implementing a CV \(\hat{C}_Z\) gate requires links in the second lattice dimension \[18\]. Here is an ancilla-supplemented cluster that implements a GKP error-corrected \(\hat{C}_Z\) gate:
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implements a $\hat{C}_Z$ gate on the input state $|\phi\rangle \otimes |\psi\rangle$, followed by two GKP error-corrected identity gates (see Appendix A for details). Single-mode gates [using Cluster (1)] and $C_Z$ gates [using Cluster (2)] can be combined into an arbitrary Clifford circuit by identifying each output node with the input of the next gate and including additional identity gates where required. While this is undoubtedly not the most efficient implementation, it is the simplest for a proof-of-principle demonstration of fault tolerance, which is the goal of this work.

**Concatenated codes.**—GKP error correction projects the Gaussian noise into a particular shift error using (slightly noisy) ancillas. This shift error is then corrected by shifting back to the codespace in the direction that corresponds to the shift being smallest. If the shift is too big, a qubit-level logical error results. The error rate is determined by the initial noise in the data register and in the ancillas [47]. After error correction in both quadratures, however, the original data-register noise has been completely replaced by independent, uncorrelated noise from the ancillas, thereby converting the Gaussian noise (from propagation through the cluster) into local, independent Pauli errors after each gate. Thus, noise correlations cannot build up between distant data registers.

By abstractly treating the GKP error-corrected gates as faulty qubit gates, we can concatenate the GKP error correction with a qubit-level error-correcting code [33] and completely forget about the fact that, at the physical level, we are using CV information processing. Then, if the error rate is low enough (discussed next), we can implement Clifford gates fault tolerantly by further concatenation. At that point, the only other ingredient required is the ability to distill a “magic state” for use in implementing a non-Clifford gate (discussed subsequently).

**Squeezing threshold.**—To determine the amount of squeezing required for fault-tolerant QC, we use a physically motivated model of encoded states in which the Wigner function for an ideal GKP-encoded state, which is a regular lattice of $\pm$ functions [32], is replaced by a corresponding lattice of sharp $\pm$ Gaussian spikes, each of which has the same $2 \times 2$ covariance matrix $\eta$, which we call the *error matrix*. For these states to have finite energy, we require that the height of a given Gaussian spike is itself distributed according to a (very large) Gaussian envelope in both quadratures. This is consistent with the original proposal by GKP but extended to the possibility of larger envelopes, which correspond to mixed states. Because $\eta$ is the same for each spike, the height of each spike is irrelevant in measurements of $\hat{q} \mod \sqrt{\pi}$, which are used for error correction, and we can focus on $\eta$ alone.

Specializing the method of Ref. [47] to Gaussian-distributed shifts, we establish a minimum squeezing threshold as follows. Consider that the GKP encoding can perfectly correct a shift error when the magnitude of the shift error, plus the magnitude of the error in the ancilla used to measure the shift, is less than $\sqrt{\pi}/2$ [32,47]. When this bound is exceeded, a qubit-level logical Pauli error occurs because the state is “shifted back” in the wrong direction. Also note that there are two corrections ($\hat{q}$ and $\hat{p}$) per mode per gate. For the gate to be free of error, all of these corrections must succeed.

The calculation proceeds, then, by identifying which gate has the largest probability of logical error as the error matrix evolves through Cluster (1) using measurement vectors $\mathbf{m}(I)$, $\mathbf{m}(F)$, and $\mathbf{m}(P)$ and through Cluster (2) using just $\hat{p}$ measurements. Appendix A contains the details of the calculation; here we simply present the results.

The noisiest gate is the $\hat{C}_Z$ gate, so it sets the noise threshold. There are four corrections in this case. Assuming that the initial variance $\sigma^2$ in the Gaussian spikes of the encoded ancillas is the same as that of the initial momentum-squeezed vacuum states used to make the CV cluster state, two of the Gaussian-distributed shift errors (including ancilla noise) have variance $7\sigma^2$, and two others have variance $5\sigma^2$. Therefore, the probability that at least one of those corrections fails is

$$p_{err} = 1 - \left[\text{erf}\left(\frac{\sqrt{\pi}}{2\sqrt{14}\sigma}\right)\right]^2 \left[\text{erf}\left(\frac{\sqrt{\pi}}{2\sqrt{10}\sigma}\right)\right]^2.$$  

When $p_{err} < p_{FT}$ for the fault-tolerance threshold $p_{FT}$
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| $p_{FT}$   | 10^{-1} | 10^{-2} | 10^{-3} | 10^{-4} | 10^{-5} | 10^{-6} |
|-----------|---------|---------|---------|---------|---------|---------|
| variance $\sigma^2$ | $\times 10^{-5}$ | 26.0     | 13.8    | 9.16    | 6.80    | 5.38    | 4.44    |
| squeezing $s$ (dB) | 12.8    | 15.6    | 17.4    | 18.7    | 19.7    | 20.5    |

**TABLE I.** Squeezing required to achieve a given fault-tolerant error threshold $p_{FT}$ using GKP-encoded qubits, expressed in dB and as a variance (vacuum variance = $\frac{1}{2}$). This level of squeezing is required in both the initial momentum-squeezed states used to create the cluster state and in the Gaussian spikes that comprise the encoded GKP states.
for some qubit error-correcting code \([33]\), we can concatenate the GKP code with that code and perform fault-tolerant measurement-based quantum computation. The variance \(\sigma^2\) identified by this condition corresponds to a squeezing threshold of

\[
s > -10\log_{10}\left(\frac{\sigma^2}{1/2}\right).
\]

For \(p_{\text{FT}} = 10^{-6}\), which is a typical (and rather conservative) threshold for concatenated codes \([26, 27]\), this means that \(\sigma^2 < 4.44 \times 10^{-3}\), which corresponds to \(s > 20.5\, \text{dB}\). Figure 1 shows a plot of this curve for intermediate squeezing levels, while Table I lists the squeezing corresponding to several other typical threshold values.

**Magic-state distillation.**—With nearly perfect Clifford gates in hand, computational universality is achieved by guaranteeing the ability to distill a so-called *magic state* from many noisy copies \([30]\). The procedure doesn’t have to work every time, but when it does work, it has to produce a noisy state with sufficient fidelity to the state of interest. Fortunately, the noise thresholds for magic-state distillation are as high as 14–17\% in some cases \([51]\), significantly less stringent than the Clifford-gate requirements of \(\sim 10^{-6}\). As such, we can effectively ignore the errors introduced by the Clifford operations entirely \([54, 52, 53]\).

Previous work has focussed on the cubic phase state \([18, 32]\), but distilling this state requires an asymmetric noise model \([32]\). The natural noise model of CV cluster-state QC is symmetric in \(\hat{q}\) and \(\hat{p}\) on average \([18, 19]\), which is preferred when distilling an encoded Hadamard eigenstate \(|\pm H_L\rangle\) \([32]\). Either state can be used to implement an encoded \(\frac{1}{\pi}\) gate \([32]\).

Since \(\hat{F} |\pm H_L\rangle = \pm |\pm H_L\rangle\), a Hadamard eigenstate can be constructed by counting photons on one half of an encoded Bell pair \([32]\), which can be created by applying a C2 gate to \(|+L\rangle \otimes |+L\rangle\), using measurements as discussed above. Then, we count photons on one side and obtain an outcome \(n\). In the ideal case, if \(n \mod 4 = (0, 2)\), then the remotely prepared state is \(|\pm H_L\rangle\), respectively (and an odd \(n\) is impossible). In the physical case, of course, errors in the encoded Bell pair will reduce this fidelity of identification and corrupt the average output state. As such, if we get an odd \(n\), we know an error has occurred, so we discard the state and start over. If \(n\) is even, then \(\varepsilon\) is the probability that it reveals the wrong state at the output.

Ref. \([51]\) identifies \(\varepsilon < 0.146\) as a tight threshold for being able to distill the resulting state \([51]\), and this threshold holds even when distilling using noisy Clifford gates \([53]\). Assuming we begin with pure ancillas, the error probability \(\varepsilon\) is between 12.5\% and 12.6\% for all squeezing values shown Table I with a success probability (i.e., probability of obtaining an even outcome) of 2/3. Since \(\varepsilon < 14.6\%\), distillation is possible, thus completing the proof of fault tolerance for measurement-based QC using CV cluster states. Appendix B contains the details of the calculation, as well as some possible ways to optimize this method.

**Universal resources.**—Since the clusters used to perform Clifford gates and distill magic states all fit within a regular square lattice, we can create a universal resource by starting with an ordinary square-lattice CV cluster state of sufficient size and attaching GKP ancillas at regular intervals, like flowers growing in a regular pattern in the “garden” of the original lattice. One can even measure the ancillas directly after attachment. Either way, attaching the ancillas early means we are using a non-Gaussian resource state, evading known no-go results \([22, 22]\).

Alternatively, one can think of the act of attaching ancillas and measuring \(\hat{p}\) as a single operation of *nondestructively* measuring \(\hat{q} \mod \sqrt{\pi}\) (with some noise). Thus, we can simply add to our toolbox of measurements a nondestructive measurement of \(\hat{q} \mod \sqrt{\pi}\) and view the original Gaussian cluster states as universal for fault-tolerant quantum computation using this augmented suite of measurements. This evades the no-go results of Refs. \([22, 22]\) because active error correction and concatenation are being used, which mean that the required size of the encoding will grow (albeit slowly) with the length of the computation \([22]\).

**Extensions.**—While this analysis focuses exclusively on finite-squeezing noise, it can be straightforwardly generalized to include additional local Gaussian noise, photon loss, and detector inefficiency. While these extensions will generalize the threshold to also be a function of the additional noise parameters, they are not expected to change the fundamental result, which is the existence of some finite threshold.

**Conclusion.**—This is a theoretical breakthrough in our understanding of what is possible using measurement-based quantum computation with continuous-variable cluster states. With an appropriate qubit encoding, active error correction, and initial squeezing above a constant finite threshold, continuous-variable cluster states are universal for fault-tolerant measurement-based quantum computation of indefinite length.

While the encoding scheme presented here may be non-optimal due to the prohibitive nature of the required states, it has at least the flavor of practicality since multi-qubit Clifford operations require only Gaussian unitaries. Furthermore, the existence of a finite squeezing threshold for continuous-variable cluster states when using this encoding may well spur new experimental developments in implementing these challenging states.

Regardless of the scheme’s feasibility, a finite squeezing threshold is now known to exist for continuous-variable cluster states. This means that work can continue with confidence toward designing better schemes, improving the threshold, and achieving higher levels of squeezing.
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Appendix A: Clifford gate error rates and squeezing thresholds

1. GKP error correction using CV cluster states

The original circuits (Fig. 4 in Ref. [32]) for error correction using GKP states can be written in a form that fits nicely within the framework of CV cluster states. Here is an equivalent circuit for detecting a position shift $s_q$ on some initial quantum data $|\phi\rangle$:

$$
\begin{align*}
|\phi\rangle & \quad \vdash \quad |0_L\rangle \quad \hat{p} = s_q \\
|0_L\rangle & \quad \vdash \quad |\hat{F}\rangle \\
|\hat{F}\rangle & \quad \vdash \quad |\hat{F}^\dagger\rangle \\
|\hat{F}^\dagger\rangle & \quad \vdash \quad |0_L\rangle \quad \hat{p} = s_p \\
|0_L\rangle & \quad \vdash \quad |\phi\rangle
\end{align*}
$$

Applying $\hat{X}[-(s_q \mod \sqrt{\pi})]$, where the modulo function has range $[-\sqrt{\pi}/2, \sqrt{\pi}/2)$, will correct the data, or we can simply note this change of basis in the rest of our computation. To correct momentum shifts, one can sandwich Circuit (A1) between Fourier and inverse Fourier transforms on the data. Using two ancillas, then, we can correct for both types of error in sequence:

$$
\begin{align*}
|\phi\rangle & \quad \vdash \quad |\hat{F}\rangle \\
|\hat{F}\rangle & \quad \vdash \quad |\hat{F}^\dagger\rangle \\
|\hat{F}^\dagger\rangle & \quad \vdash \quad |\hat{p}\rangle \quad s_p \\
|\hat{p}\rangle & \quad \vdash \quad |\phi\rangle
\end{align*}
$$

Up to Fourier transform and outcome-dependent displacements for correction, which are ubiquitous in measurement-based quantum computation anyway, this is quickly recognizable as a standard CV cluster-state computation with the following non-standard cluster:

$$
\begin{align*}
0_L & \quad 0_L \\
\phi & \quad \circ
\end{align*}
$$

As noted in the main text, the blank node represents a $\hat{p}$-squeezed vacuum state (the input to a physical—and therefore imperfect—CV cluster state), and all links represent $\hat{C}_Z$ gates of weight +1. Measuring $\hat{p}$ on each of the three marked nodes leaves a corrected version of $|\phi\rangle$ at the blank node.

2. Evolution of the error matrix

The error matrix $\eta$ for the GKP state can be thought of as the covariance matrix of a random Gaussian displacement (in momentum and position) that is applied to an otherwise perfect codeword state. If we write the column vector of Heisenberg-picture quadrature operators associated with the ideal GKP state in question as

$$
\hat{x}_{\text{ideal}} = (\hat{q}_1, \hat{q}_2, \ldots, \hat{q}_N, \hat{p}_1, \hat{p}_2, \ldots, \hat{p}_N, \hat{r})^T,
$$

then the Heisenberg-picture quadrature operators associated with the physical approximation in question can be written as $\hat{x} = \hat{x}_{\text{ideal}} + \hat{y}$, where $\hat{y}$ is a (classically) random displacement that is completely uncorrelated with the actual quantum information encoded in $\hat{x}_{\text{ideal}}$. To take an expectation value with respect to the quadratures $\hat{x}$ of the physical state, one may take the expectation value of the displaced ideal quadratures, $\hat{x}_{\text{ideal}} + \hat{y}$, and then average over the displacement $\hat{y}$, which is Gaussian distributed with mean 0 and covariance matrix $(\hat{y}\hat{y}^T) = \eta$. (Recall from the main text that the overall Gaussian envelope governing the spikes’ heights is irrelevant if the error matrix is the same for each spike. The envelope will become important, however, when considering magic-state distillation, as discussed in Appendix B)

Since Gaussian unitary evolution corresponds to linear—and specifically, symplectic—evolution on phase space in the Heisenberg picture [20], we can model this as

$$
\hat{x}' = U^\dagger \hat{x} U = S \hat{x} = S \hat{x}_{\text{ideal}} + S \hat{y},
$$

where $S$ is a symplectic matrix representing the evolution. Notice that this has the form of evolving the ideal state and the random shift each by $S$:

$$
\begin{align*}
\hat{x}_{\text{ideal}} & \mapsto \hat{x}_{\text{ideal}}' = S \hat{x}_{\text{ideal}}, \\
\hat{y} & \mapsto \hat{y}' = S \hat{y},
\end{align*}
$$

and thus $\hat{x}' = \hat{x}_{\text{ideal}}' + \hat{y}'$. The covariance matrix $\eta$ for the Gaussian random shift has now evolved to

$$
\eta \mapsto \eta' = (\hat{y}'\hat{y}'^T) = S \langle \hat{y}\hat{y}^T \rangle S^T = S \eta S^T.
$$

3. Single-mode gates

Given a measurement vector $m^{(G)}$ that implements gate $G$ on Cluster (A) in the main text, let us label the initial error matrix (i.e., the covariance matrix for the random shift in the initial state) by $\eta_0$. This error matrix is that for the state $\phi$ indicated at node 1 in Cluster (A) in the main text. Although this localization of quantum information information in the cluster (implied by writing $\phi$ at that node) is not literally true since the information is, in fact, distributed throughout the cluster, it is common practice when discussing cluster-state computation to consider the logical information as being “located at” one particular node and then teleported (with a transformation applied) to an adjacent node via measurement. Such a description also has a precise mathematical interpretation [19, 54], and as such we are safe to think in this picture.

Given a quantum state with error matrix $\eta_{j-1}$ located at node $j$, after the measurement of $\hat{p} + m_j \hat{q}$ on node $j$, the symplectic matrix

$$
S_j = FP(m_j) = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ m_j & 1 \end{pmatrix} = \begin{pmatrix} -m_j & -1 \\ 1 & 0 \end{pmatrix}
$$

(A9)
is applied to \( \eta_{j-1} \). This is accompanied by additional noise of variance \( \epsilon \) added in the \( \hat{p} \) quadrature after the applied gate, where \( \epsilon \) is the variance of the initial \( \hat{p} \)-squeezed states used to create the CV cluster state \[18, 19]:

\[
\eta_{j-1} \mapsto \eta_j = S_j \eta_{j-1} S_j^T + \begin{pmatrix} 0 & 0 \\ 0 & \epsilon \end{pmatrix}.
\] (A10)

The resulting \( \eta_j \) is now the error matrix for the new state located at node \( j + 1 \). After measurement \#3, there is a round of error correction. Assuming pure ancillas with symmetric noise of variance \( \delta \) in each quadrature, GKP error correction as implemented in Circuit (A1) replaces the original noise in \( \hat{q} \) with fixed and uncorrelated noise of variance \( \delta \) and adds noise of variance \( \delta \) to the \( \hat{p} \) quadrature \[47]. This can be modeled as

\[
\eta_j \mapsto \eta_{j,c} := \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \eta \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} + \delta I,
\] (A11)

where the subscript \((j,c)\) stands for the corrected version of \( \eta_j \), and \( I \) is the \( 2 \times 2 \) identity matrix. A final \( \hat{p} \) measurement on node 4 evolves the covariance matrix to

\[
\eta_{3,c} \mapsto \eta_4 = S_4 \eta_{3,c} S_4^T + \begin{pmatrix} 0 & 0 \\ 0 & \epsilon \end{pmatrix},
\] (A12)

which then undergoes a final round of error correction analogous to the previous one:

\[
\eta_4 \mapsto \eta_{4,c}.
\] (A13)

The covariance matrix \( \eta_{4,c} \) is the final error matrix in the state after all error correction is performed, and it becomes the new \( \eta_0 \) for the next gate. This evolution is shown for the single-mode gates \( \hat{I}, \hat{P}, \) and \( \hat{F} \) in the first three columns of Table III. Notice that \( \eta_0 = \eta_{4,c} \) in each case. This is the reason for choosing \( \eta_0 \) with asymmetric noise—it is the natural choice when considering sequential application of gates.

To figure out the probability that the gate undergoes a logical (i.e., qubit-level) error, we need the probability that either (or both) of the corrections at step 3 and 4 fail. Error correction proceeds by nondestructively measuring \( \hat{q} \) mod \( \sqrt{\pi} \) using an ancilla that itself has an additional random shift error of variance \( \delta \) in each quadrature. This measurement effectively projects the error in \( \hat{q} \) into a definite shift error \( \Delta q \), where the amount of the shift is known to accuracy \( \delta \). If \( |\Delta q| > \sqrt{\pi}/2 \), then due to the modular arithmetic with range \([-\sqrt{\pi}/2, \sqrt{\pi}/2]\), it will be detected as being a shift of \( \Delta q \pm \sqrt{\pi} \), resulting in a logical error at the qubit level. Since the random shift \( \Delta q \) is itself distributed according to a Gaussian with variance \( \eta_{j,qq} \), and since the accuracy to which this shift is known is also a Gaussian with variance \( \delta \), the total variance used for estimating the probability of a logical error in the correction at step \( j \) is

\[
\sigma_{err,j}^2 = \eta_{j,qq} + \delta.
\] (A14)

These variances are listed near the bottom of Table III.

The calculation for the probability of error in the \( \hat{C}_Z \) gate (implemented by \( \hat{p} \) measurements on Cluster (2) in the main text) proceeds similarly to that for the single-mode gates described above. The main differences are (a) that the error matrix \( \eta \) is now \( 4 \times 4 \) to account for possible correlations between the error in each of the two modes and (b) that the initial \( \hat{C}_Z \) gate introduces additional noise, thereby modifying \( \eta_0 \mapsto \eta'_0 \), before continuing with the usual propagation along the two rails.

To address (a), we first set up the formalism to describe the error matrix for a two-mode state. We will use the convention that a \( 4 \times 4 \) covariance matrix is divided into four blocks as follows. Using the ordering described in Eq. (A1), we can see that the upper-left block contains the \( q-q \) covariance matrix, and the bottom-right block contains the \( p-p \) correlations, while the other two describe \( q-p \) correlations. Given a two-mode quantum state with error matrix \( \eta_{j-1} \) located at nodes \( j \) in the top and bottom rails of Cluster (2) in the main text, after the measurement of \( \hat{q} \) on top and bottom nodes \( j \), the error matrix evolves as

\[
\eta_{j-1} \mapsto \eta_j = \tilde{F} \eta_{j-1} \tilde{F}^T + \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & \epsilon & 0 \\ 0 & 0 & 0 & \epsilon \end{pmatrix},
\] (A18)
where
\[
\hat{F} = \begin{pmatrix}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{pmatrix} \tag{A19}
\]
is the symplectic representation of the Fourier transform on two modes. The resulting \( \eta_j \) is now the error matrix for the new state located at nodes \( j + 1 \). Error correction at step \( j \) (\( j = 3, 4 \)) now consists of two independent corrections but can be modeled as a single operation by the map
\[
\eta_j \mapsto \eta_{j,c} := (0 \ 0 \ 0 \ 0 \ \eta_j \ 0 \ 0 \ 0 \ \eta_j \ 0 \ 0 \ 0 \ 0 \ \eta_j \ 0 \ 0 \ 0 \ 0) + \delta I, \tag{A20}
\]
where \( I \) now represents the \( 4 \times 4 \) identity matrix.

To address (b), consider the vertical portion of Cluster 2 in the main text, now turned on its side:
\[
\begin{array}{cccc}
\phi & 1 & \psi \\
a & b & c & d \\
\end{array} \tag{A21}
\]
where the weight of each link is \( +1 \), and consider any input pure state \( \hat{\rho}_0 = |\phi\rangle\langle\phi| \otimes |\psi\rangle\langle\psi| \). Measuring \( \hat{\rho} \) on nodes \( b \) and \( c \), performing the required outcome-dependent displacements on nodes \( a \) and \( d \), and averaging over the measurement outcomes \( [18, 19] \) results in the following cluster on the remaining nodes:
\[
\begin{array}{c}
\phi \\
1 \\
\psi' \\
\end{array} \tag{A22}
\]
where the resulting weight, as indicated, is now \( -1 \) and where the primes on the states indicates that each mode has separately undergone a random Gaussian shift in \( \hat{\rho} \) with variance \( \epsilon \). By linearity, then, the average map for

any input state \( \hat{\rho} \) under these measurements is therefore
\[
\hat{\rho} \mapsto \mathcal{G}(\hat{C}_Z[-1]|\hat{\rho}|\hat{C}_Z[-1]^{\dagger})
= \hat{C}_Z[-1]|\mathcal{G}(\hat{\rho})|\hat{C}_Z[-1]^{\dagger}, \tag{A23}
\]
where \( \mathcal{G} \) represents the addition of uncorrelated noise of variance \( \epsilon \) to the \( \hat{\rho} \) quadrature of each mode. Notice that this noise application commutes with the \( \hat{C}_Z \) gate. Also notice that the \( \hat{C}_Z \) gate has a weight of \( -1 \). Ordinarily this would be important, but because the encoded controlled-\( Z \) gate can be represented by either \( \hat{C}_Z[\pm 1] \), we don’t need to worry about this change of weight when considering its action on encoded states.

We must consider the action of this noisy \( \hat{C}_Z \) operation on the initial error matrix. Given a \( 4 \times 4 \) error matrix \( \eta_0 \) as the output of a previous computation, under the \( \hat{C}_Z[-1] \) and noise \( \mathcal{G} \), this error matrix becomes
\[
\eta_0 \mapsto \eta_0' = \mathcal{C}_Z[-1]|\eta_0|\mathcal{C}_Z[-1]^{\dagger} + \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \epsilon \\
0 & 0 & 0 & 0 \\
0 & 0 & \epsilon & 0 \\
\end{pmatrix}, \tag{A24}
\]
where
\[
\mathcal{C}_Z[-1] = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
-1 & 0 & 0 & 1 \\
\end{pmatrix} \tag{A25}
\]
is the symplectic representation of \( \hat{C}_Z[-1] \). The evolution implemented by the subsequent \( \hat{\rho} \) measurements will therefore begin with \( \eta_0' \) instead of \( \eta_0 \) at the first step. The evolution of the noise matrix under the \( \hat{C}_Z[-1] \) gate implemented by Cluster 2 in the main text is shown in the fourth column of Table III. This column is the only one to have an entry for \( \eta_0' \) since this error matrix (after the \( \hat{C}_Z \) gate but before teleportation to the next node pair) is only defined for the \( \hat{C}_Z \) gate. Notice that, once again, \( \eta_0 = \eta_0' \) and that this is just two copies of the \( \eta_0 \) used in the single-mode case above, guaranteeing that correlated errors cannot build up. Notice that there are now a total of four independent instances of error correction, consisting of two at step 3 and two more at step 4. Each corresponds to an error probability easily generalized from the single-mode case using
\[
\begin{align*}
\sigma^2_{\text{err}, j, \text{top}} &= \eta_{j, q_1, q_1} + \delta \quad \text{(top rail)}, \\
\sigma^2_{\text{err}, j, \text{bot}} &= \eta_{j, q_2, q_2} + \delta \quad \text{(bottom rail)}.
\end{align*} \tag{A26}
\]
These variances are listed near the bottom of Table III in the fourth column. As expected by the symmetry of the gate, \( \sigma^2_{\text{err}, j, \text{top}} = \sigma^2_{\text{err}, j, \text{bot}} = \eta_j \sigma^2 \), where we have defined \( \sigma^2 := \epsilon \) as before. We can therefore write the probability of an error as one minus the probability that all corrections succeed:
\[
\rho_{\text{err}} = 1 - (p_{\text{suc}, 3})^2(p_{\text{suc}, 4})^2, \tag{A27}
\]
where the squares are due to there being two corrections at each step. From Table III, \( n_3 = 7 \), and \( n_4 = 5 \). Plugging these into Eq. (A27) and using Eq. (A16) gives the error probability quoted in the main text [Eq. (3)]. Table III confirms that the \( \hat{C}_Z \) gate has the highest error probability of any of the gates considered.

### Appendix B: Magic-state distillation calculations

#### 1. Method

To prepare a Hadamard eigenstate, we use the following procedure. We begin with Cluster 2 of the main
text with $|\phi\rangle \otimes |\psi\rangle = |+L\rangle \otimes |+L\rangle$. (Considering Cluster [2] as part of a regular lattice supplemented with ancillas at appropriate intervals, there will be an ancilla above the first node on each rail, which can be measured in $\hat{p}$ to prepare this initial state.) Implementing the $C_{2}[-1]$ gate with $\hat{p}$ measurements results in an encoded (and error-corrected) Bell pair at the output nodes—specifically, an encoded two-qubit cluster state, $\frac{1}{\sqrt{2}} |0_L\rangle |+L\rangle + \frac{1}{\sqrt{2}} |1_L\rangle |-L\rangle$. We then flip a fair coin and perform an encoded Hadamard on the bottom-rail qubit if it comes up heads. On average, this random operation decoheres the Bell pair into the Hadamard eigenbasis: $\frac{1}{\sqrt{2}} |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otimes |+H_L\rangle |+H_L\rangle \otime
ing GKP error correction: as long as each spike has the same error matrix, it makes no difference how big one spike is relative to any other. It is of crucial importance, however, when considering photon counting because an envelope that is “too big” will raise the error rate. This can be understood intuitively by considering that the Wigner functions for photon-number eigenstates, as the photon number increases, (a) have support further from the origin and (b) get more and more oscillatory. Thus, Gaussian blurring of a centrally located spike will be far less likely to result in the wrong number of photons being counted than will the same blurring of a spike very far from the origin. Thus, for photon counting, smaller envelopes are better. But we know that the envelope cannot be too small, for if it were small enough to only contain just a single narrow spike, this would violate the uncertainty principle, which is impossible.

So far, we have been thinking about the calculation in terms of the Wigner function since the error matrix fits naturally into this context as the covariance matrix of a Gaussian blurring function applied to the Wigner-picture lattice of ± δ-functions representing GKP codeword states \( |\psi\rangle \). But let us shift gears for a moment and consider the (normalized) wavefunction for an arbitrary pure state: \( \psi(s) = q \langle s | \psi \rangle \). A Gaussian envelope with variance \( \xi^2 \) in the position basis multiplying that state—while ignoring normalization—results in

\[
\psi(s) \mapsto \exp\left(-\frac{s^2}{2\xi^2}\right) \psi(s),
\]

which can be written

\[
q \langle s | \psi \rangle \mapsto e^{-s^2/2\xi^2} q \langle s | \psi \rangle = q \langle s | e^{-\hat{q}^2/2\xi^2} | \psi \rangle.
\]

Therefore, the nonunitary operation that applies an envelope in position is \( e^{-\hat{q}^2/2\xi^2} \) (up to normalization), which can also be interpreted equivalently as a convolution of the momentum-space wavefunction by a Gaussian of variance \( 1/\xi^2 \). Similarly, to multiply the momentum-space wavefunction of a state by an envelope with variance \( \xi^2 \) (again, ignoring the required renormalization) or, equivalently, to convolve the position-space wavefunction by a Gaussian with variance \( 1/\xi^2 \), one can simply apply the nonunitary operator \( e^{-\hat{p}^2/2\xi^2} \). For large envelopes \( (\xi^2 \gg 1) \), these operators approximately commute, and we can combine them into a single nonunitary operator that does both envelopes at the same time:

\[
e^{-\hat{q}^2/2\xi^2} e^{-\hat{p}^2/2\xi^2} = \exp\left[-\frac{(2\hat{a}^\dagger \hat{a} + 1)}{2\xi^2} + O\left(\frac{1}{\xi^4}\right)\right]
\]

\[
\simeq e^{-1/2\xi^2} \exp\left(-\frac{\hat{a}^\dagger \hat{a}}{\xi^2}\right).
\]

Ignoring the constant exponential (since the state has to be renormalized anyway), the remaining operator

\[
\hat{M} = \exp\left(-\frac{\hat{a}^\dagger \hat{a}}{\xi^2}\right)
\]

can be interpreted as a “cooling” operation since it reduces the temperature of thermal states (up to normalization). Writing an arbitrary pure state \( |\psi\rangle \) in its number-state decomposition,

\[
|\psi\rangle = \sum_{n \in \mathbb{N}_0} c_n |n\rangle,
\]

where \( \mathbb{N}_0 \) is the set of nonnegative integers, we have

\[
\hat{M} |\psi\rangle = \sum_{n \in \mathbb{N}_0} e^{-n/\xi^2} c_n |n\rangle.
\]

The action of \( \hat{M} \) is simply to damp out the high-number components of the state vector (resulting in an unnormalized vector). Because \( \hat{M} \) is diagonal in the number basis, noise of this form cannot cause photon-counting errors.

Let us consider what noise of this form looks like in the Wigner picture. Obviously, we can consider writing the state in the number basis and damping high-number terms, but the Wigner function is more suited to a phase-space analysis. As such, let us continue to assume that \( \xi^2 \gg 1 \). The operator \( e^{-\hat{q}^2/2\xi^2} \) multiplies the position-space wavefunction by a Gaussian envelope with variance \( \xi^2 \), which corresponds to two actions on the associated Wigner function. First, it applies a Gaussian envelope in position to the Wigner function. This Wigner-picture envelope has variance \( \xi^2/2 \) due to the fact that the wavefunction envelope gets squared when considering its action on the Wigner function. Second, it simultaneously convolves the Wigner function in momentum with a Gaussian of variance \( 1/2\xi^2 \). Again, the fact that the momentum-space wavefunction gets squared when calculating probabilities is responsible for the factor of two in this variance. The operator \( e^{-\hat{p}^2/2\xi^2} \) behaves analogously with position and momentum exchanged. When \( \xi^2 \gg 1 \), the application of a Wigner-picture Gaussian envelope and a Wigner-picture convolution (in the same quadrature) approximately commute, and we can model the action of \( \hat{M} \) as

\[
W(q, p) \mapsto W'(q, p) \simeq e^{-(q^2 + p^2)/\xi^2} W * G_{1/2\xi^2}(q, p),
\]

where \( * \) indicates convolution with respect to both arguments, and

\[
G_{1/2\xi^2}(q, p) = \frac{\xi^2}{\pi} e^{-\xi^2 (q^2 + p^2)}
\]

is a normalized isotropic Gaussian with variance \( 1/2\xi^2 \) in each quadrature. Also keep in mind that \( W'(q, p) \) is not normalized. We do not have to normalize it now if we promise to take this into account properly when taking expectation values.
3. Pure ancilla states

Notice that “cooling” a state with $\hat{M}$ produces another pure state and also does not cause any photon-counting error. This is the motivation for assuming that the ancilla states are pure: we can write them as having noise of the form generated by $\hat{M}$. Specifically, an approximate ancilla state $|0_L\rangle$ is related to an ideal ancilla state $|0_{L,\text{ideal}}\rangle$ by

$$|0_L\rangle \propto e^{-2\delta a^\dagger a} |0_{L,\text{ideal}}\rangle,$$  \hspace{1cm} (B9)

where renormalization is implied. The parameter $\xi^2$ is chosen to be $\xi^2 = 1/2\delta$ so that the variance of the Wigner-function blurring noise is $\delta$, as we have been using. The corresponding Wigner-function envelope has variance $1/4\delta$, which ensures that the state is pure. The assumption of pure ancillas limits the number of photons available in the first place, thereby reducing the chance that a high-number component of the state experiences Gaussian blurring, which would result in photon-counting error.

A pure ancilla will also reapply a properly sized Gaussian envelope at each stage of error correction. This new envelope in position is responsible for the additional noise in momentum added to the error matrix. The mean of the envelope, however, is the particular outcome $s_q$ of the measurement made in Circuit $\Box_1$ and this can be quite far from 0 if the ancilla has very low error. The prescribed correction after Circuit $\Box_1$ only shifts the state back by the minimum amount required to reenter the codespace [i.e., $-(s_q \mod \sqrt{\pi})$], but doing this assumes full translational invariance of the codespace, which is not actually the case since spikes located far from the origin correspond to much higher energies. While this procedure is fine for correcting Gaussian noise, this minimal shift causes problems if we want to do reliable photon counting. As such, we can produce a more central state by applying the additional correction

$$\hat{X} (\frac{s_q}{2\sqrt{\pi}}),$$  \hspace{1cm} (B10)

where $|x|_{2\sqrt{\pi}}$ is the integer multiple of $2\sqrt{\pi}$ that is closest to $x$. This operation does not change the logical state. For large envelopes, $(\sqrt{\pi})^2 \ll 1/2\delta$, and thus, variation in the center of the envelope is a small correction that can be ignored. By using this modified form of error correction, we can use the pure ancillas to produce a state that has a centered envelope with variance approximately equal to that of the pure ancillas.

Propagation through the cluster, on the other hand, is assumed to entail only blurring noise, with no additional Gaussian envelope on average $\Box_5\Box_9$. This means that states that result from the final error-correction step at any gate will have approximately an overall Wigner-picture envelope of variance $1/4\delta$ in both quadratures (from the pure ancillas) but could have spikes that are “fatter” than they should be for that size envelope.

In particular, the procedure outlined in the main text (after the classical blurring in $\hat{q}$), results in a final error matrix of $\eta = \begin{pmatrix} 3\sigma^2 & 0 \\ 0 & 3\sigma^2 \end{pmatrix}$, where we have assumed, as usual, that $\delta = \epsilon = \sigma^2$. This means that the variance of the Wigner-function spikes is $3\sigma^2$, while the envelope has a variance of $1/4\sigma^2$, and thus, the Wigner-function spikes are three times as “fat” as they should be in terms of their variance. This is responsible for the high error probability $\varepsilon$ reported in the main text, as we will see shortly.

The probabilities calculated below and reported in the main text are within the distillation threshold $[51]$, but we could do better with either of the following modifications to the procedure. The first would be to modify the outcome-dependent corrections used in the cluster-state information processing since there is no reason to preserve the high-amplitude components of an encoded state—shifting all the spikes back toward the origin is just as good in terms of the encoded information (and better for photon counting). A shift of the form of Eq. (B10) could therefore be applied in addition to the ordinary outcome-dependent shift, which would similarly recenter the state’s envelope after each step through the cluster. Second, one could imagine reducing the error probability at the cost of reduced success probability simply by discarding photon counts that are higher than some maximum number.

In what follows, we do not make either of these modifications in order to show the existence of a squeezing threshold with a minimum of additional assumptions and also for calculational simplicity. If we wanted to optimize the distillation procedure, however, these are two possible ways to do so.

4. Probability formulas

Let

$$\hat{\pi}_\pm := |\pm H_{L,\text{ideal}}\rangle \langle \pm H_{L,\text{ideal}}|$$  \hspace{1cm} (B11)

be the projector onto the ideal $\pm 1$ eigenstate of the encoded Hadamard operator. Further, let $\hat{M}$ be the superoperator representing the application of an isotropic Wigner-function Gaussian envelope of variance $1/4\sigma^2$ in each quadrature and a Wigner-function blurring by an isotropic Gaussian of variance $3\sigma^2$. This is a physical operation because it can be modeled as cooling with $\hat{M}$ (with $\xi^2 = 1/2\sigma^2$), which applies the desired envelope and then blurs the spikes by an isotropic Gaussian of variance $\sigma^2$ in each quadrature, followed by additional blurring by an isotropic Gaussian of variance $2\sigma^2$ in each quadrature. Notice that this operation produces an unnormalized state. Using this superoperator, the state we have prepared is therefore, after normalization,

$$\hat{\rho}_\pm := \frac{\hat{M}(\hat{\pi}_\pm)}{\text{tr}\left[\hat{M}(\hat{\pi}_\pm)\right]},$$  \hspace{1cm} (B12)
with equal probability for ±. We want to count photons on this state, but all we care about is the outcome modulo 4. As such, we can coarse-grain the measurement operators by defining the projectors
\[ \hat{\Pi}_a := \sum_{n \in 4\mathbb{N}_0 + a} |n\rangle\langle n|, \]
(B13)
which each project onto the subspace of states that have \(a\) photons (modulo 4). Notice that \(\sum_{a \in \mathbb{Z}_4} \hat{\Pi}_a = \hat{1}\). While \(\hat{\rho}_\pm\) is normalized, it will not always be necessary to use it this way. Instead, we can work directly with \(\mathcal{M}(\hat{\pi}_\pm)\) by defining
\[ A[\cdot] := \text{tr} \left[ \mathcal{M}(\hat{\pi}_\pm) \right] = \text{tr} \left[ \mathcal{M}^\ast \hat{1} \hat{\pi}_\pm \right] \]
and
\[ A[a|\pm] := \text{tr} \left[ \hat{\Pi}_a \mathcal{M}(\hat{\pi}_\pm) \right] = \text{tr} \left[ \mathcal{M}^\ast \hat{\Pi}_a \hat{\pi}_\pm \right], \]
(B15)
where we have moved the noise to the measurement operator instead. The relevant probabilities are then given by
\[ P[a|\pm] = \frac{A[a|\pm]}{A[\cdot|\pm]}, \]
(B16)
which represent the probability of obtaining outcome \(a\) when counting the number of photons (modulo 4), given that the state actually prepared was \(\hat{\pi}_\pm\), respectively. Since each initial state (±) is equally likely, the error probability, conditioned on obtaining an even number of photons, is
\[ \varepsilon = \frac{P[2|+]}{P[0|+] + P[2|+] + P[0|-] + P[2|-]}. \]
(B17)
The success probability (i.e., probability of getting an even outcome) in this case is
\[ P[	ext{even}] = \frac{1}{2} \left( P[0|+] + P[2|+] + P[0|-] + P[2|-] \right). \]
(B18)
All of these probabilities build on \(A[\cdot|\pm]\) and \(A[a|\pm]\). We will evaluate them in the Wigner picture.

5. Wigner-picture probability calculation

Because \(\sigma^2 \ll 1\), the operations of blurring and applying the envelope approximately commute, and thus \(\mathcal{M} = \mathcal{M}^\ast\). Since applying applying a Gaussian envelope to a Wigner function is easy, all we need to explicitly calculate is the blurred version of the Wigner function representing \(\hat{\Pi}_a\). We begin with some definitions. The number-state projector \(|n\rangle\langle n|\) has the Wigner function \(53 [52]
\[ W_n(r) = \frac{1}{\pi} (-1)^n L_n(2r^2) e^{-r^2}, \]
(B19)
where \(r = (q, p)^\top\), and \(r = |r|\). The formula for the trace of a product of two Hermitian operators, evaluated in the Wigner picture, is
\[ \text{tr}(\hat{A} \hat{B}) = 2\pi \int d^2r W_A(r) W_B(r), \]
(B20)
where \(W_A(r)\) is the Wigner function associated with \(\hat{A}\), and likewise for \(W_B(r)\) and \(\hat{B}\).

We would like to eventually calculate the Wigner functions for the modulo-4 projectors \(\hat{\Pi}_a\). To this end, we first consider the following four (rather pathological) operators \((b \in \mathbb{Z}_4)\):
\[ \hat{\Phi}_b := \sum_{n \in \mathbb{N}_0} i^{bn} |n\rangle\langle n|, \]
(B21)
where \(i^{bn}\) should be interpreted as \(e^{ibn\pi/2}\). Note that \(\hat{\Phi}_0 = \hat{1}\). We can take linear combinations of these operators to obtain
\[ \hat{\Pi}_a = \frac{1}{4} \sum_{b \in \mathbb{Z}_4} i^{-ab} \hat{\Phi}_b. \]
(B22)
We would like, then, to find Wigner representations of \(\hat{\Phi}_a\). The following formal series will be useful:
\[ \sum_{n \in \mathbb{N}_0} t^n L_n(x) = \frac{1}{1 - t} \exp \left( \frac{-tx}{1 - t} \right). \]
(B23)
Since the definition of the Wigner function is linear in the operator being represented, we can write the Wigner functions for \(\hat{\Phi}_b\) formally as
\[ W_{\Phi_b}(r) = \sum_{n \in \mathbb{N}_0} i^{bn} W_n(r) \]
\[ = \sum_{n \in \mathbb{N}_0} i^{bn} \frac{1}{\pi} (-1)^n L_n(2r^2) e^{-r^2} \]
\[ = \frac{e^{-t^2}}{\pi} \sum_{n \in \mathbb{N}_0} (-i^b)^n L_n(2r^2). \]
(B24)
Unfortunately, this sum will not converge in all cases. On physical grounds, we can instead consider the cooled version of these operators. Let us insert an exponential convergence factor into the above expressions (and later take the limit \(\beta \to 0\)):
\[ W_{\Phi_b}(r; \beta) := \sum_{n \in \mathbb{N}_0} i^{bn} e^{-\beta n} W_n(r) \]
\[ = \frac{e^{-t^2}}{\pi} \sum_{n \in \mathbb{N}_0} (-i^b e^{-\beta})^n L_n(2r^2) \]
\[ = \frac{1}{\pi} \frac{1}{1 + e^{-\beta + ib\pi/2}} \exp \left( \frac{1 - e^{-\beta + ib\pi/2} r^2}{1 + e^{-\beta + ib\pi/2} r^2} \right). \]
(B25)
The case $b = 2$ is problematic. The others present no problem, however, and for all cases, we redefine $W_{\Phi_0}(r) := \lim_{\beta \to 0^+} W_{\Phi_0}(r; \beta)$. In this limit, we have

$$W_{\Phi_0}(r) = \frac{1}{2\pi}, \quad (B26)$$
$$W_{\Phi_1}(r) = \frac{1}{2\pi} (1 - i) e^{ir^2}, \quad (B27)$$
$$W_{\Phi_2}(r) = \frac{1}{2\pi} \pi \delta^2(r), \quad (B28)$$
$$W_{\Phi_3}(r) = \frac{1}{2\pi} (1 + i) e^{-ir^2}. \quad (B29)$$

We can now write the Wigner functions of interest,

$$W_{\Pi_a}(r) = \frac{1}{4} \sum_{b \in \mathbb{Z}_4} i^{-ab} W_{\Phi_b}(r), \quad (B30)$$

which become

$$W_{\Pi_0}(r; \tau^2) := [W_{\Pi_0} \ast G_{\tau^2}](r) = \frac{1}{8\pi} \left\{ 1 + \pi G_{\tau^2}(r) + 2 e^{-\frac{r^2}{4\tau^2 + 1}} \left[ (1 - 2\tau^2) \sin \left( \frac{r^2}{4\tau^4 + 1} \right) + (2\tau^2 + 1) \cos \left( \frac{r^2}{4\tau^4 + 1} \right) \right] \right\}, \quad (B31)$$
$$W_{\Pi_1}(r; \tau^2) := [W_{\Pi_1} \ast G_{\tau^2}](r) = \frac{1}{8\pi} \left\{ 1 + \pi G_{\tau^2}(r) - 2 e^{-\frac{r^2}{4\tau^2 + 1}} \left[ (1 - 2\tau^2) \sin \left( \frac{r^2}{4\tau^4 + 1} \right) + (2\tau^2 + 1) \cos \left( \frac{r^2}{4\tau^4 + 1} \right) \right] \right\}, \quad (B32)$$

which can clearly be seen to reduce to Eqs. (B31) and (B32) in the limit $\tau^2 \to 0$.

Now we need the Wigner functions for the (ideal) Hadamard-eigenstate projectors $\hat{\tau}_{\pm}$. We can build these up most easily by noting that

$$\hat{\tau}_{\pm} = \frac{1}{\sqrt{2}} \hat{X}_L + \frac{1}{\sqrt{2}} \hat{Z}_L - \frac{1}{2} \hat{I}_L, \quad (B38)$$

where $\hat{X}_L$ and $\hat{X}_L$ are encoded Pauli operators, and $\hat{I}_L$ is the projector onto the ideal codespace. Using the Wigner functions for the GKP basis states, Eq. (28) of Ref. [32], one can build up the Wigner functions for the encoded Pauli matrices and for the encoded identity and then take the linear combination specified in Eq. (B38) to obtain

$$W_{\Phi^H}(r) = \sum_{s, t \in \mathbb{Z}} \delta \left( p - \frac{\sqrt{\pi s}}{2} \right) \delta \left( q - \frac{\sqrt{\pi t}}{2} \right) \lambda_j(t, s), \quad (B39)$$

as the Wigner function corresponding to $\hat{\tau}_{\pm}$, respectively.

The Hadamard indicator function $\lambda$ is defined to be

$$\lambda_j(t, s) = \begin{cases} \frac{1}{\sqrt{2}} (-1)^{j+\frac{s}{2}} & \text{if } t \text{ even, } s \text{ odd;} \\ \frac{1}{\sqrt{2}} (-1)^{j+\frac{s}{2}} & \text{if } s \text{ even, } t \text{ odd;} \\ 1 & \text{if } t \text{ even, } s \text{ even;} \\ 0 & \text{if } t \text{ odd, } s \text{ odd;} \end{cases} \quad (B40)$$

where $j = 0, 1$ corresponds to the state $\hat{\tau}_{\pm}$, respectively. Notice that these Wigner functions are not normalized, nor are they even normalizable. This is okay since we are assuming an unnormalized state anyway and normalizing within the calculation itself.

We are now ready to calculate Eqs. (B14) and (B15) in the Wigner representation. Using Eq. (B29), and recalling that $\Phi_0 = \hat{I}$ (which is invariant under blurring),
we have
\[ A[|±\rangle] = \text{tr} \left[ \mathcal{M}^*(\hat{I}) \hat{\pi}_{±} \right] = 2\pi \int d^2 r \, G_{1/4\sigma^2}(r) W_{\Phi_0}(r) W_{±H}(r) \]
\[ = \sum_{s,t \in \mathbb{Z}} G_{1/4\sigma^2} \left( \frac{\sqrt{\pi} s \, \sqrt{\pi} t}{2} \right) \lambda_j(t,s) . \]  
(B41)

Similarly,
\[ A[a|±\rangle] = \text{tr} \left[ \mathcal{M}^*(\hat{P}_a(\lambda)) \hat{\pi}_{±} \right] = 2\pi \int d^2 r \, G_{1/4\sigma^2}(r) W_{\Pi_0}(r, 3\sigma^2) W_{±H}(r) \]
\[ = 2\pi \sum_{s,t \in \mathbb{Z}} G_{1/4\sigma^2} \left( \frac{\sqrt{\pi} \lambda_s \, \sqrt{\pi} \lambda_t}{2} \right) \times W_{\Pi_0} \left( \frac{\sqrt{\pi} \lambda_s \, \sqrt{\pi} \lambda_t}{2} ; 3\sigma^2 \right) \lambda_j(t,s) . \]  
(B42)

These equations were summed numerically using Mathematica 9 and plugged into Eq. (B10) to get the relevant probabilities, which were then plugged into Eqs. (B17) and (B18) and reported in the main text.

It is curious that the error probability \( \epsilon \) varies so little over the different squeezing levels, and it is also curious that the success probability is almost exactly 2/3. One likely explanation is that some sort of analytic approximation to these equations can be made in the limit \( \sigma^2 \to 0 \) so that the only thing that becomes important is the product of blurring variance to envelope variance. When their product is 1/4, the error probability should go to zero. In the case above, this product is 3/4, which corresponds to \( \epsilon \approx 12.6\% \). If we could design a protocol for which this product is 1/2, the error probability reduces to \( \epsilon \approx 5.6\% \), and the success probability jumps to 3/4. The fact that the success probability always seems to be a simple fraction also suggests a missing simplification. These questions are left to future work.
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