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Abstract
We define a bivariate copula that captures the scale-invariant extent of dependence of a single random variable $Y$ on a set of potential explanatory random variables $X_1, \ldots, X_d$. The copula itself contains the information whether $Y$ is completely dependent on $X_1, \ldots, X_d$, and whether $Y$ and $X_1, \ldots, X_d$ are independent. Evaluating this copula uniformly along the diagonal, i.e. calculating Spearman’s footrule, leads to the so-called 'simple measure of conditional dependence' recently introduced by Azadkia and Chatterjee [1]. On the other hand, evaluating this copula uniformly over the unit square, i.e. calculating Spearman’s rho, leads to a distribution-free coefficient of determination. Applying the techniques introduced in [1], we construct an estimate for this copula and show that this copula estimator is strongly consistent. Since, for $d = 1$, the copula under consideration coincides with the well-known Markov product of copulas, as by-product, we also obtain a strongly consistent copula estimator for the Markov product. A simulation study illustrates the small sample performance of the proposed estimator.

1 Introduction
Quantifying the degree of predictability or explainability of a single (continuous) random variable $Y$ using the information contained in a set of potential explanatory (continuous) random variables $X_1, \ldots, X_d$ is a long-studied problem. An index measuring such a degree should be capable of detecting perfect dependence also known as complete dependence (see [12, 20, 27]): $Y$ is said to be completely dependent on $X = (X_1, \ldots, X_d)$ if there exists a measurable function $f$ such that $Y = f(X)$ almost surely.
Regardless of whether one is interested in predictability or explainability with respect to a single or a set of explanatory variables, the concept of complete dependence is indispensable:

1. Quite recently, Azadkia and Chatterjee [1] introduced their so-called 'simple measure of conditional dependence' $T$ which is based on [3, 5] and quantifies the scale-invariant extent of dependence of $Y$ on $X$. As $T$ equals 1 if and only if $Y$ is completely dependent on $X$, and $T$ equals 0 if and only if $Y$ and $X$ are independent, it belongs to a class of indices capable of detecting complete dependence and independence which also include [7, 12, 14, 27].

2. Similar to the coefficient of determination in regression analysis, the Sobol index measures the proportion of the variance of $Y$ that is explained by the regression function $r(x) := E(Y|X = x)$. It is well-known that the proportion of the explained variance equals 1 if and only if $Y$ is completely dependent on $X$. 
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If the random vector \((X, Y)\) has continuous marginal distribution functions \(F_i\) of \(X_i\), \(i \in \{1, \ldots, d\}\), and \(G\) of \(Y\), and connecting \((d + 1)\)-dimensional copula \(A\)

1. the index \(T\) can be represented in terms of the well-known measure of dependence Spearman’s footrule, and

2. the distribution-free version (in the following referred to as distribution-free \(R^2\)) of the variance of \(Y\) that is explained by the regression function \(r\) possesses a representation in terms of the quite popular bivariate measure of dependence Spearman’s rank correlation (Spearman’s rho) both evaluating a certain bivariate copula \(\psi(A)\) derived from \(A\). This bivariate copula \(\psi(A)\) turns out to be a generalization of the well-known Markov product of copulas (see [3, 6]) and can be interpreted as the distribution function of two random variables \(V := G(Y)\) and \(V' := G(V')\) such that \((X, Y)\) and \((X, Y')\) share the same distribution and are conditionally independent given \(X\). The copula \(\psi(A)\) itself contains the information

(i) whether \(Y\) is completely dependent on the \(d\)-dimensional random vector \(X\), and

(ii) whether \(Y\) and the \(d\)-dimensional random vector \(X\) are independent.

and hence provides information about the degree of predictability or explainability of \(Y\) given \(X\). From this perspective both initial \((d + 1)\)-dimensional problems - (1) quantifying the scale-invariant extent of dependence of \(Y\) on \(X\), and (2) evaluating the proportion of the variance of \(Y\) that is explained by the regression model - reduce to a 2-dimensional one.

For the bivariate copula \(\psi(A)\) we propose an estimator whose form is reminiscent of the empirical copula, but which is actually based on the graph-based so-called ‘simple measure of conditional dependence’ introduced in Azadkia and Chatterjee [1]. By applying the tools given in [1], we show that the copula estimator is strongly consistent from which strong consistency of the plug-in estimates of Spearman’s footrule (that is \(T\)) and Spearman’s rho (that is the distribution-free \(R^2\)) can be derived.

The rest of this contribution is organized as follows: Section 2 gathers preliminaries and notations that will be used throughout the paper. In Section 3 we formally define the transformation \(\psi\) mapping every \((d + 1)\)-dimensional copula \(A\) to an exchangeable bivariate one, and show that this bivariate copula allows to detect independence and complete dependence, is invariant with respect to a variety of transformations of the original dependence structure \(A\) and satisfies the so-called information gain inequality along the diagonal. In Section 4 we then provide an estimator for \(\psi(A)\), prove its strong consistency, and illustrate its small/moderate sample performance. The connection between \(T\) and Spearman’s footrule of \(\psi(A)\) and between the distribution-free \(R^2\) and Spearman’s rho of \(\psi(A)\) is presented in Section 5. This way of looking at \(T\) and \(R^2\) allows the introduced copula estimate to be used as plug-in estimator for \(T\) (via Spearman’s footrule) and as plug-in estimator for \(R^2\) (via Spearman’s rho). Finally, we present a real data example to illustrate our methodology (Section 6).

## 2 Preliminaries

Throughout this paper we will write \(I := [0,1]\) and let \(d \geq 1\) be an integer which will be kept fixed. Bold symbols will be used to denote vectors, e.g., \(x = (x_1, \ldots, x_d) \in \mathbb{R}^d\). The \(d\)-dimensional Lebesgue measure will be denoted by \(\lambda^d\), in case of \(d = 1\) we simply write \(\lambda\).
We will let $C^{d+1}$ denote the family of all $(d+1)$-dimensional copulas, $M$ will denote the comonotonicity copula, $\Pi$ the independence copula and, for $d=1$, $W$ will denote the countermonotonicity copula (we omit the index indicating the dimension since no confusion will arise). For every $A \in C^{d+1}$ the corresponding probability measure will be denoted by $\mu_A$, i.e. $\mu_A([0,u] \times [0,v]) = A(u,v)$ for all $(u,v) \in I^d \times I$; for more background on copulas and copula measures we refer to [6, 24]. For every metric space $(\Omega, \delta)$ the Borel $\sigma$-field on $\Omega$ will be denoted by $B(\Omega)$.

For a copula $A \in C^{d+1}$ we denote by $A^K$ the $|K|$-dimensional marginal of $A$ with respect to the coordinates in $K \subseteq \{1, \ldots, d+1\}$, and for the $k$-dimensional marginal of $A$ ($k \geq 2$) with respect to the first $k \in \{1, \ldots, d\}$ coordinates we simply write $A^{1:k} := A^{(1,\ldots,k)}$.

In what follows Markov kernels will play a decisive role: A Markov kernel from $\mathbb{R}^d$ to $B(\mathbb{R})$ is a mapping $K : \mathbb{R}^d \times B(\mathbb{R}) \to I$ such that for every fixed $F \in B(\mathbb{R})$ the mapping $x \mapsto K(x,F)$ is measurable and for every fixed $x \in \mathbb{R}^d$ the mapping $F \mapsto K(x,F)$ is a probability measure. Given a real-valued random variable $Y$ and a real-valued $d$-dimensional random vector $X$ on a probability space $(\Omega, A, P)$ we say that a Markov kernel $K$ is a regular conditional distribution of $Y$ given $X$ if

$$K(X(\omega), F) = E(1_F \circ Y \mid X)(\omega)$$

holds $P$-almost surely for every $F \in B(\mathbb{R})$. It is well-known that for each random vector $(X,Y)$ a regular conditional distribution $K(\ldots)$ of $Y$ given $X$ always exists and is unique for $P^X$-a.e. $x \in \mathbb{R}^d$, where $P^X$ denotes the push-forward of $P$ under $X$. If $(X,Y)$ has distribution function $H$ (in which case we will also write $(X,Y) \sim H$) and let $\mu_H$ denote the corresponding probability measure on $B(\mathbb{R}^{d+1}))$ we will let $K_H$ (a version of) the regular conditional distribution of $Y$ given $X$ and simply refer to it as Markov kernel of $H$.

If $A \in C^{d+1}$ is a copula then we will consider the Markov kernel of $A$ (with respect to the first $d$ coordinates) automatically as mapping $K_A : I^d \times B(I) \to I$. Defining the $u$-section of a set $G \in B(I^{d+1})$ as $G_u := \{v \in I : (u,v) \in G\}$ the so-called disintegration theorem yields

$$\mu_A(G) = \int_{I^d} K_A(u, G_u) \, d\mu_{A^{1:d}}(u)$$

(1)

so, in particular, we have

$$\mu_A(I^d \times F) = \int_{I^d} K_A(u, F) \, d\mu_{A^{1:d}}(u) = \lambda(F)$$

For more background on conditional expectation and general disintegration we refer to [15, 19]; for more information on Markov kernels in the context of copulas we refer to [6, 18, 23].

We say that $Y$ is completely dependent on $X$ if there exists a measurable function $f$ such that $P(Y = f(X)) = 1$. If the marginal distribution functions $F_i$ of $X_i$, $i \in \{1,\ldots,d\}$, and $G$ of $Y$ are continuous with connecting copula $A$, then (denoting $U_i := F_i(X_i)$, $i \in \{1,\ldots,d\}$ and $V := G(Y)$) the following statements are equivalent (see [12]):

(a) $Y$ is completely dependent on $X$.

(b) There exists a $\mu_{A^{1:d}} - \lambda$ preserving transformation $h : I^d \to I$ (i.e. $(\mu_{A^{1:d}})^h = \lambda$) such that $V = h(U)$ a.s.

(c) There exists a $\mu_{A^{1:d}} - \lambda$ preserving transformation $h : I^d \to I$ such that $K(u,F) := 1_F(h(u))$ is a regular conditional distribution of $A$.

For more properties of complete dependence we refer to [20] as well as to [7] and the references therein.
3 A bivariate copula capturing independence and complete dependence between a random variable and a random vector

Consider a \((d+1)\)-dimensional random vector \((X, Y)\) with continuous marginal distribution functions \(F_i\) of \(X_i\), \(i \in \{1, \ldots, d\}\), and \(G\) of \(Y\) and connecting copula \(A\). Then (denoting \(U_i := F_i(X_i), i \in \{1, \ldots, d\}\), and \(V := G(Y)\)) we have \((U, V) \sim A\).

In what follows we construct an exchangeable bivariate copula that allows to detect

(i) whether \(Y\) and \(X\) (or, equivalently, \(V\) and \(U\)) are independent.

(ii) whether \(Y\) is completely dependent on \(X\) (or, equivalently, \(V\) is completely dependent on \(U\)).

To this end, we extend the random vector \((U, V)\) and consider the \((d+2)\)-dimensional random vector \((U, V, V')\) with uniform univariate marginals such that \((U, V) \sim A\) and \((U, V') \sim A\) and assume that \(V\) and \(V'\) are conditionally independent given \(U = u\). Then, using disintegration, the distribution function of \((V, V')\) is a copula and equals

\[
P(V \leq s, V' \leq t) = \frac{E(P(V \leq s, V' \leq t \mid U))}{E(P(V \leq s \mid U) P(V' \leq t \mid U))}
= \int_{\mathbb{R}^d} P(V \leq s \mid U = u) P(V' \leq t \mid U = u) \, d\mu_{A^{1,d}}(u)
= \int_{\mathbb{R}^d} K_A(u, [0, s]) K_A(u, [0, t]) \, d\mu_{A^{1,d}}(u)
= \Pi(s, t) + \text{cov}(K_A(U, [0, s]), K_A(U, [0, t]))
\]

for all \((s, t) \in \mathbb{R}^2\). The map \(\psi : C^{d+1} \to C^2\) given by

\[
\psi(A)(s, t) := \int_{\mathbb{R}^d} K_A(u, [0, s]) K_A(u, [0, t]) \, d\mu_{A^{1,d}}(u)
\]

for all \((s, t) \in \mathbb{R}^2\), then transforms every \((d+1)\)-dimensional copula to an exchangeable bivariate copula; see Figures 1, 2 and 3 for an illustration.

Figure 1: Sample of size \(n = 10,000\) drawn from a Clayton copula \(A\) (see [6, Example 6.5.17]) with parameter \(\alpha = -0.75\) (left panel), together with a sample of equal size from \(\psi(A)\) (right panel).
Figure 2: Sample of size $n = 10,000$ drawn from a Marshall-Olkin copula $A$ (see [6, Example 6.6.8]) with parameter $\alpha = 0.9$ and $\beta = 0.3$ (left panel), together with a sample of equal size from $\psi(A)$ (right panel).

Figure 3: Sample of size $n = 10,000$ drawn from a copula $A$ simulated from a standard normal random variable $X$ and random variable $Y = 2X^2 + 2X + \varepsilon$ with standard normal noise $\varepsilon$ (left panel), together with a sample of equal size from $\psi(A)$ (right panel).

As mentioned above, the copula $\psi(A)$ can be interpreted as the distribution function of two random variables that are conditionally independent and share the same conditional distribution. The copula $\psi(A)$ may also be interpreted as a generalization of the well-known bivariate Markov product of copulas: For two copulas $B, C \in \mathcal{C}^2$ the Markov product $B \ast C : \mathbb{I}^2 \to \mathbb{I}$ given by

$$(B \ast C)(s, t) := \int_{\mathbb{I}} K_B(u, [0, s]) K_C(u, [0, t]) \, d\lambda(u)$$

is a copula (see [2, 28] and [6, Chapter 5]); here, $B^t$ denotes the transpose of $B$. In the bivariate case, i.e. for $d = 1$, we therefore have $\psi(A) = A^t \ast A$. Notice that, in this case, the fix points of $\psi$ are exactly those copulas that are idempotent with respect to the Markov product (i.e. those copulas $A$ satisfying $A \ast A = A$).

The following theorem shows that the copula $\psi(A)$ characterises complete dependence of $Y$ on $X$; notice that Theorem 3.1 generalizes Theorem 11.1 in Darsow et al. [4].
3.1 Theorem. Consider a \((d+1)\)-dimensional random vector \((X, Y)\) with continuous marginals and connecting copula \(A\). Then the following statements are equivalent:

(a) \(Y\) is completely dependent on \(X\).

(b) \(\psi(A) = M\).

Proof. Assume that \(Y\) is completely dependent on \(X\). Then there exists some \(\mu_{A_{1:d}}\lambda\)-preserving map \(h\) such that \(K_A(u, [0, v]) = \mathbb{I}_{[0,v]}(h(u))\) for \(\mu_{A_{1:d}}\)-almost all \(u \in \mathbb{I}^d\) and every \(v \in \mathbb{I}\) (see [12]). In this case \(K_A(u, [0, s]) K_A(u, [0, t]) = \mathbb{I}_{[0,\lambda]}(h(u)) \mathbb{I}_{[0,\lambda]}(h(u)) = \mathbb{I}_{[0,\lambda]}(h(u)) = K_A(u, [0, M(s, t)])\) and hence

\[
\psi(A)(s, t) = \int_{\mathbb{I}^d} K_A(u, [0, M(s, t)]) d\mu_{A_{1:d}}(u) = M(s, t)
\]

for all \((s, t) \in \mathbb{I}^2\).

Now, assume that \(\psi(A) = M\). Then

\[
v = M(v, v) = \psi(A)(v, v) = \int_{\mathbb{I}^d} K_A(u, [0, v])^2 d\mu_{A_{1:d}}(u) \leq \int_{\mathbb{I}^d} K_A(u, [0, v]) d\mu_{A_{1:d}}(u) = v
\]

for all \(v \in \mathbb{I}\) which implies

\[
\int_{\mathbb{I}^d} K_A(u, [0, v]) - K_A(u, [0, v])^2 d\mu_{A_{1:d}}(u) = 0
\]

Since the integrand is positive we obtain \(K_A(u, [0, v]) - K_A(u, [0, v])^2 = 0\) or, equivalently, either \(K_A(u, [0, v]) = 0\) or \(K_A(u, [0, v]) = 1\) for \(\mu_{A_{1:d}}\)-almost every \(u \in \mathbb{I}^d\). Since \(v \mapsto K_A(u, [0, v])\) is increasing, it can be shown in exactly the same manner as in [27] Lemma 12 that there exists some \(\mu_{A_{1:d}} - \lambda\) preserving transformation \(h : \mathbb{I}^d \to \mathbb{I}\) such that \(K_A(u, F) = \mathbb{I}_F(h(u))\) is a regular conditional distribution of \(A\). This proves the result. \(\square\)

For a copula \(C \in C^2\), we denote by \(\delta_C\) its diagonal, i.e. \(\delta_C(t) := C(t, t)\) for all \(t \in \mathbb{I}^1\). The copula \(\psi(A)\) also characterises independence of \(Y\) and \(X\):

3.2 Theorem. Consider a \((d+1)\)-dimensional random vector \((X, Y)\) with continuous marginals and connecting copula \(A\). Then the following statements are equivalent:

(a) \(Y\) and \(X\) are independent.

(b) \(\psi(A) = \Pi\).

(c) \(\delta_{\psi(A)} = \delta_{\Pi}\).

Proof. Assume that \(Y\) and \(X\) are independent. Then

\[
\psi(A)(s, t) = \int_{\mathbb{I}^d} K_A(u, [0, s]) K_A(u, [0, t]) d\mu_{A_{1:d}}(u) = \int_{\mathbb{I}^d} s t d\mu_{A_{1:d}}(u) = \Pi(s, t)
\]

for all \((s, t) \in \mathbb{I}^2\) and hence (b), which then implies (c).

Now, assume that \(\delta_{\psi(A)} = \delta_{\Pi}\). Applying Hölder’s inequality yields

\[
v^2 = \delta_{\Pi}(v) = \delta_{\psi(A)}(v) = \int_{\mathbb{I}^d} K_A(u, [0, v])^2 d\mu_{A_{1:d}}(u) \geq \left( \int_{\mathbb{I}^d} K_A(u, [0, v]) d\mu_{A_{1:d}}(u) \right)^2 = v^2
\]
hence we have
\[
0 = \int_{\mathbb{I}^d} K_A(u, [0, v])^2 - v^2 \, d\mu_{A^{1:d}}(u) = \int_{\mathbb{I}^d} (K_A(u, [0, v]) - v)^2 \, d\mu_{A^{1:d}}(u)
\]
for all \( v \in \mathbb{I} \). Since the integrand is positive we obtain \( K_A(u, [0, v]) = v \) for \( \mu_{A^{1:d}} \)-almost every \( u \in \mathbb{I}^d \) and all \( v \in \mathbb{I} \), hence \( A(u, v) = A^{1:d}(u) \, v \) for all \( (u, v) \in \mathbb{I}^d \times \mathbb{I} \). This proves the result.

Since \( \psi(A) \) is a bivariate copula we have \( \psi(A) \leq M \). Applying Hölder’s inequality directly shows that the diagonal of \( \psi(A) \) exceeds the diagonal of \( \Pi \), i.e. \( \delta_{\psi(A)} \geq \delta_{\Pi} \) (Lemma 3.3). Example 3.4 however, illustrates that the inequality \( \psi(A)(s, t) \geq \Pi(s, t) \) fails to hold for every \( (s, t) \in \mathbb{I}^2 \).

3.3 Lemma. The diagonal \( \delta_{\psi(A)} \) of copula \( \psi(A) \) fulfills \( \delta_M \geq \delta_{\psi(A)} \geq \delta_{\Pi} \).

3.4 Example. Consider a \((1 + 1)\)-dimensional random vector \((U, V)\) with uniform univariate marginals such that \((U, V) \sim A = (M + W)/2\). Then
\[
\psi(A) = \frac{M + W}{2} = A
\]
and there exists some \((s, t) = (1/4, 3/4) \in \mathbb{I}^2 \) such that \( \psi(A)(s, t) = 2/16 < 3/16 = \Pi(s, t) \).

Due to Example 3.4, the copula \( \psi(A) \) fails to be stochastically increasing, left tail decreasing (LTD) and positive quadrant dependent (PQD), in general; see [24] for more information on these dependence properties.

The values of \( \psi(A) \) outside the diagonal are bounded from above by the values along the diagonal:

3.5 Lemma. For every \( A \in C^{d+1} \), the inequality
\[
\psi(A)(s, t) \, \psi(A)(t, s) = \psi(A)(s, t)^2 \leq \psi(A)(s, s) \, \psi(A)(t, t)
\]
holds for all \((s, t) \in \mathbb{I}^2 \).

Proof. The result is immediate from Hölder’s inequality.

The next result shows that the copula \( \psi(A) \) is invariant under a variety of measurable and bijective transformations of the first \( d \) coordinates of \( A \); this includes permutations and reflections of copulas (see [3] for more background on permutations and reflections of copulas):

3.6 Lemma. For \( A \in C^{d+1} \), consider the identity map \( \text{id} : \mathbb{I} \rightarrow \mathbb{I} \) and some measurable bijective transformation \( \zeta : \mathbb{I}^d \rightarrow \mathbb{I}^d \) such that the push-forward \( (\mu_{A^{1:d}})^\zeta \) is again a copula measure. Denoting \( A_{(\zeta, \text{id})} \) the copula of \( (\mu_{A})^{(\zeta, \text{id})} \), we have \( \psi(A_{(\zeta, \text{id})}) = \psi(A) \).

Proof. Since \( \zeta \) is bijective, the Markov kernel of \( A_{(\zeta, \text{id})} \) satisfies \( K_{A_{(\zeta, \text{id})}}(u, [0, v]) = K_{A}(\zeta^{-1}(u), [0, v]) \) for \( \mu_{A^{1:d}} \)-almost all \( u \in \mathbb{I}^d \) and all \( v \in \mathbb{I} \) and hence
\[
\psi(A_{(\zeta, \text{id})})(s, t) = \int_{\mathbb{I}^d} K_{A_{(\zeta, \text{id})}}(u, [0, s]) \, K_{A_{(\zeta, \text{id})}}(u, [0, t]) \, d\mu_{(A_{(\zeta, \text{id})})^{1:d}}(u)
\]
Then the inequality holds for all 
which proves the result.

3.7 Remark. In terms of a random vector \((X, Y)\) with continuous marginals and connecting copula \(A\) Lemma [3.6] implies that the transformation \(\psi\) is invariant

1. with respect to permutations of \(X\), and

2. with respect to coordinatewise continuous and strictly increasing (or decreasing) transformations of \(X\).

The copula \(\psi(A)\) satisfies the so-called information gain inequality (see, e.g., [12]) along the diagonal, i.e. the more conditioning variables are involved, the larger the value of \(\psi(A)\) along the diagonal.

3.8 Theorem. Consider some \(K \subseteq \{1, \ldots, d\}\) with \(1 \leq |K| \leq d - 1\) and some \(k \in \{1, \ldots, d\}\setminus K\). Then the inequality

\[
\psi(A^{K \cup \{d+1\}})(t, t) \leq \psi(A^{K \cup \{k\} \cup \{d+1\}})(t, t)
\]

holds for all \(t \in \mathbb{I}\). In particular, the inequality

\[
\psi(A^{1,d+1})(t, t) \leq \psi(A^{1:2,d+1})(t, t) \leq \cdots \leq \psi(A^{1:k,d+1})(t, t) \leq \cdots \leq \psi(A)(t, t) \tag{2}
\]

holds for all \(k \in \{1, \ldots, d\}\) and all \(t \in \mathbb{I}\).

Proof. Due to Lemma [3.6] w.l.o.g. we may assume that \(K = \{1, \ldots, k\}\) for some \(k \in \{1, \ldots, d-1\}\). Then, with the notation used at the beginning of this section

\[
\psi(A^{1:k,d+1})(t, t) = E(E(\mathbf{1}_{[0,t]} \circ V \mid (U_1, \ldots, U_k))^2)
\]

\[
\psi(A^{1:(k+1),d+1})(t, t) = E(E(\mathbf{1}_{[0,t]} \circ V \mid (U_1, \ldots, U_k, U_{k+1}))^2)
\]

for all \(t \in \mathbb{I}\). Considering the right hand side as conditional expectation

\[
\psi(A^{1:k,d+1})(t, t) = E((\mathbf{1}_{[0,t]} \circ V)^2) - E\left(E\left((\mathbf{1}_{[0,t]} \circ V - E(\mathbf{1}_{[0,t]} \circ V \mid (U_1, \ldots, U_k)))^2\right)\right)
\]

\[
\psi(A^{1:(k+1),d+1})(t, t) = E((\mathbf{1}_{[0,t]} \circ V)^2) - E\left(E\left((\mathbf{1}_{[0,t]} \circ V - E(\mathbf{1}_{[0,t]} \circ V \mid (U_1, \ldots, U_k, U_{k+1})))^2\right)\right)
\]

and applying Hilbert’s projection theorem yields

\[
E\left((\mathbf{1}_{[0,t]} \circ V - E(\mathbf{1}_{[0,t]} \circ V \mid (U_1, \ldots, U_k, U_{k+1})))^2\right) \leq E\left((\mathbf{1}_{[0,t]} \circ V - E(\mathbf{1}_{[0,t]} \circ V \mid (U_1, \ldots, U_k)))^2\right)
\]

and hence

\[
\psi(A^{1:k,d+1})(t, t) \leq \psi(A^{1:(k+1),d+1})(t, t)
\]

for all \(t \in \mathbb{I}\). This proves the assertion.
In general, the information gain inequality does not hold outside the diagonal.

3.9 Example. Consider the copula \( A : \mathbb{I}^3 \to \mathbb{I} \) given by
\[
A(u_1, u_2, v) := u_1 \frac{M+W}{2}(u_2, v)
\]
Then \( A^{13} = \Pi \), hence \( \psi(A^{13}) = \Pi \), and
\[
\psi(A)(s, t) = \int_{\mathbb{I}^2} K_A(u, [0, s]) K_A(u, [0, t]) \, d\mu_{A^{1:2}}(u)
\]
for all \((s, t) \in \mathbb{I}^2\). In accordance with Theorem 3.8 and Lemma 3.3 we obtain
\[
\psi(A^{13})(t, t) \leq \psi(A)(t, t)
\]
for all \( t \in \mathbb{I} \), however, by Example 3.4 there exists some \((s, t) = (1/4, 3/4) \in \mathbb{I}^2\) such that
\[
\psi(A)(s, t) = 2/16 < 3/16 = \psi(A^{13})(s, t).
\]

For copulas satisfying the so-called conditional independence assumption (w.r.t. the \( k \)-th coordinate, see [2] [12])
\[
K_A\left(\bigotimes_{i \in \{1, \ldots, d+1\} \setminus \{k\}} E_i \bigotimes_{i \in \{1, \ldots, d+1\} \setminus \{k\}} K_{A^k}(u_k, E_i) \right) = \prod_{i \in \{1, \ldots, d+1\} \setminus \{k\}} K_{A^k}(u_k, E_i) \tag{3}
\]
for \( \lambda \)-a.e. \( x_k \in \mathbb{I} \) and \( E_1, \ldots, E_{d+1} \in \mathcal{B}(\mathbb{I}) \), the information gain inequality [2] becomes an equality:

3.10 Theorem. Consider a \((d + 1)\)-dimensional random vector \((X, Y)\) with continuous marginals and connecting copula \( A \), and assume that \( A \) satisfies the conditional independence assumption. Then \( \psi(A) = \psi(A^{k,d+1}) \).

Proof. W.l.o.g. consider \( k = 1 \). Then \( A \) satisfies the conditional independence assumption [3] and [12] Lemma 3.5 yields
\[
\psi(A)(s, t) = \int_{\mathbb{I}^d} K_A(u, [0, s]) K_A(u, [0, t]) \, d\mu_{A^{1:2}}(u)
\]
for all \((s, t) \in \mathbb{I}^2\). This proves the assertion.

It has been recognized in [12] that the family of copulas satisfying equation (3) is dense in \((\mathcal{C}^{d+1}, d_\infty)\) where \( d_\infty \) denotes the uniform metric on \( \mathcal{C}^{d+1} \).
Notice that, in terms of a random vector \((X, Y)\) with continuous marginals and connecting copula \(A\), the conditional independence assumption holds whenever there exists some \(k \in \{1, \ldots, d\}\) such that \(X_1, \ldots, X_{k-1}, X_{k+1}, \ldots, X_d, Y\) are conditionally independent given \(X_k\).

**3.11 Remark.** If \(A\) is absolutely continuous with Lebesgue density \(a\), then \(\psi(A)\) is absolutely continuous as well and satisfies
\[
\psi(A)(s, t) = \int_{I^d} K_A(u, [0, s]) K_A(u, [0, t]) \, d\mu_{A^1:d}(u)
\]
\[
= \int_{\{u \in I^{d:1:d}(u) > 0\}} K_A(u, [0, s]) K_A(u, [0, t]) \, a^{1:d}(u) \, d\lambda^d(u)
\]
\[
= \int_{[0,s] \times [0,t]} \int_{\{u \in I^{d:1:d}(u) > 0\}} \frac{a(u, p) a(u, q)}{a^{1:d}(u)} \, d\lambda^d(u) \, d\lambda^2(p, q)
\]
for all \((s, t) \in I^2\).

For an illustration, consider the EFGM copula (see [6, Section 6.3]) \(A \in C^{d+1}\) (see Figure 4) with parameter \(\alpha \in [-1, 1]\) given by
\[
A(u, v) := \Pi(u, v) + \alpha v(1 - v) \prod_{i=1}^d u_i(1 - u_i)
\]
\[
= \int_{[0,u] \times [0,v]} 1 + \alpha(1 - 2z) \prod_{i=1}^d (1 - 2w_i) \, d\lambda^{d+1}(w, z)
\]

Then \(a^{1:d}(u) = 1\) for all \(u \in I^d\) and hence
\[
\psi(A)(s, t) = \int_{[0,s] \times [0,t]} \int_{I^d} \left( 1 + \alpha(1 - 2p) \prod_{i=1}^d (1 - 2u_i) \right) \left( 1 + \alpha(1 - 2q) \prod_{i=1}^d (1 - 2u_i) \right) \, d\lambda^d(u) \, d\lambda^2(p, q)
\]
\[
= \Pi(s, t) + \int_{[0,s] \times [0,t]} \alpha^2(1 - 2p)(1 - 2q) \, d\lambda^2(p, q) \int_{I^d} \prod_{i=1}^d (1 - 2u_i)^2 \, d\lambda^d(u)
\]
\[
= \Pi(s, t) + \frac{\alpha^2}{3^d} s(1 - s) t(1 - t)
\]
for all \((s, t) \in I^2\). Therefore, \(\psi(A)\) where \(A\) is EFGM with parameter \(\alpha\) is again of EFGM type but with parameter \(\alpha^2/3^d\).

In the context of Markov products, it has been recognized in [6, Theorem 5.2.10] that, for \(d = 1\), the map \(A \mapsto A^t \ast A\) fails to be jointly continuous with respect to the topology of uniform convergence, and hence uniform convergence of a sequence of copulas \((A_n)_{n \in \mathbb{N}}\) to \(A\) does not imply uniform convergence of the sequence \((\psi(A_n))_{n \in \mathbb{N}}\) to \(\psi(A)\) (see also [26, Theorem 6]).

## 4 Estimation

In this section, we consider a \((d + 1)\)-dimensional random vector \((X, Y)\) with continuous univariate marginal distribution functions \(F_i\) of \(X_i, i \in \{1, \ldots, d\}\), and \(G\) of \(Y\) and connecting copula \(A\).

Further, let \((X_1, Y_1), \ldots, (X_n, Y_n)\) be i.i.d. copies of \((X, Y)\). Since the univariate marginals are continuous ties only occur with probability 0. For each \(i\), we denote by \(N(i)\) the index \(j\) such that
Figure 4: Sample of size \( n = 10,000 \) drawn from an EFGM copula \( A \) (see [6, Section 6.3]) with parameter \( \alpha = 1 \) (left panel), together with a sample of equal size from \( \psi(A) \) (right panel).

\( X_j \) is the nearest neighbour of \( X_i \) with respect to the Euclidean metric on \( \mathbb{R}^d \). Since there may exist several nearest neighbours of \( X_i \) ties are broken at random.

For \( (s,t) \in \mathbb{R}^2 \), we define

\[
D_n(s,t) := \frac{1}{n} \sum_{k=1}^{n} \mathbf{1}_{[0,s]}(G_n^*(Y_k)) \mathbf{1}_{[0,t]}(G_n^*(Y_{N(k)})
\]

where \( G_n^* \) denotes a renormalised version of the empirical distribution function of \( Y_1, \ldots, Y_n \), i.e.

\[
G_n^*(y) = \frac{1}{n+1} \sum_{k=1}^{n} \mathbf{1}_{(-\infty,y]}(Y_k)
\]

and note that

\[
\psi(A)(s,t) = \int_{\mathbb{R}^d} K_A(u,[0,s])K_A(u,[0,t]) \, d\mu_A(u) = E\left(P\left(G(Y) \leq s \mid X\right) \, P\left(G(Y) \leq t \mid X\right)\right)
\]

By adapting the ideas used in Azadkia and Chatterjee [1], in what follows we show that, for \( (s,t) \in \mathbb{R}^2 \),

\[
\lim_{n \to \infty} D_n(s,t) = \psi(A)(s,t)
\]

almost surely. However, for proving (5) we use a modification of \( D_n \) for which we choose the usual normalisation of the ranks. For \( (s,t) \in \mathbb{R}^2 \), define

\[
C_n(s,t) := \frac{1}{n} \sum_{k=1}^{n} \mathbf{1}_{[0,s]}(G_n(Y_k)) \mathbf{1}_{[0,t]}(G_n(Y_{N(k)})
\]

where \( G_n \) denotes the empirical distribution function of \( Y_1, \ldots, Y_n \), i.e.

\[
G_n(y) = \frac{1}{n} \sum_{k=1}^{n} \mathbf{1}_{(-\infty,y]}(Y_k)
\]

Due to Proposition 4.1 below, the estimates \( C_n \) and \( D_n \) are asymptotically equivalent (see also (7) below).
For a realization $X_1, \ldots, X_n$ and each $i \in \{1, \ldots, n\}$, let $K_{n,i}$ be the number of $j$ such that $X_i$ is the nearest neighbour of $X_j$. The following result is given in [1]:

4.1 Proposition. [1] Lemma 11.4
There exists a constant $c(d)$ such that $K_{n,1} \leq c(d)$. Notice that the upper bound $c(d)$ used in Proposition 4.1 only depends on dimension $d$.

The following two results are key for proving consistency of (6):

4.2 Lemma. For every $(s, t) \in \mathbb{R}^2$ we have $\lim_{n \to \infty} E(C_n(s, t)) = \psi(A)(s, t)$.

Proof. For $(s, t) \in \mathbb{R}^2$, we define

$$C_n^*(s, t) := \frac{1}{n} \sum_{k=1}^{n} \mathbb{I}_{[0, s]}(G(Y_k)) \mathbb{I}_{[0, t]}(G(Y_{N(k)}))$$

and show that

1. $\lim_{n \to \infty} E(|C_n(s, t) - C_n^*(s, t)|) = 0$ and
2. $\lim_{n \to \infty} E(C_n^*(s, t)) = \psi(A)(s, t)$.

We first prove (1). For $(s, t) \in \mathbb{R}^2$, we have

$$|C_n(s, t) - C_n^*(s, t)| \leq \frac{1}{n} \sum_{k=1}^{n} \left| \mathbb{I}_{[0, s]}(G_n(Y_k)) \mathbb{I}_{[0, t]}(G_n(Y_{N(k)})) - \mathbb{I}_{[0, s]}(G(Y_k)) \mathbb{I}_{[0, t]}(G(Y_{N(k)})) \right|$$

$$\leq \frac{1}{n} \sum_{k=1}^{n} \left| \mathbb{I}_{[0, s]}(G_n(Y_k)) - \mathbb{I}_{[0, s]}(G(Y_k)) \right| + \frac{1}{n} \sum_{k=1}^{n} \left| \mathbb{I}_{[0, t]}(G_n(Y_{N(k)})) - \mathbb{I}_{[0, t]}(G(Y_{N(k)})) \right|$$

$$=: I_{1,s} + I_{2,t}$$

Since $G$ is continuous, we first obtain

$$\frac{1}{n} \sum_{k=1}^{n} \left| \mathbb{I}_{(-\infty, G_n^+(s))}(Y_k) - \mathbb{I}_{(-\infty, G^+(s))}(Y_k) \right|$$

$$= \frac{1}{n} \sum_{k=1}^{n} \mathbb{I}_{(-\infty, G_n^+(s))}(Y_k) + \frac{1}{n} \sum_{k=1}^{n} \mathbb{I}_{(-\infty, G^+(s))}(Y_k) - 2 \frac{1}{n} \sum_{k=1}^{n} \mathbb{I}_{(-\infty, G_n^+(s))}(Y_k) \mathbb{I}_{(-\infty, G^+(s))}(Y_k)$$

$$= |G_n \circ G_n^+(s) - G_n \circ G^+(s)|$$

$$\leq |G_n \circ G_n^+(s) - s| + |G \circ G^+(s) - G_n \circ G^+(s)|$$

By Glivenko-Cantelli, the second term converges to 0 almost surely and, for $(l - 1)/n < s \leq l/n$, the first term reduces to $|G_n \circ G_n^+(s) - s| = (l/n - s) \leq 1/n$. Therefore,

$$\lim_{n \to \infty} E(I_{1,s}) = \lim_{n \to \infty} E \left( \frac{1}{n} \sum_{k=1}^{n} \left| \mathbb{I}_{[0, s]}(G_n(Y_k)) - \mathbb{I}_{[0, s]}(G(Y_k)) \right| \right)$$

$$\leq \lim_{n \to \infty} \left( \frac{1}{n} + E \left( \frac{1}{n} \sum_{k=1}^{n} \left| \mathbb{I}_{(-\infty, G_n^+(s))}(Y_k) - \mathbb{I}_{(-\infty, G^+(s))}(Y_k) \right| \right) \right)$$

$$= 0$$
that for any

This proves (1).

Further, let

In order to prove key result (2) we adapt the ideas used in the proof of [1, Lemma 11.8]. Let \( F \) be the \( \sigma \)-field generated by \( X_1, \ldots, X_n \) and the random variables used for breaking nearest neighbours. Then, for \( (s, t) \in \mathbb{I}^2 \), we have

Further, let \( f_t(X) := P(G(Y) \leq t|X) \). Then \( f_t \) is measurable and, by [1] Lemma 11.7, \( f_t(X_{N(1)}) - f_t(X_1) \) tends to 0 in probability, and since \( |f_s(X)| = P(G(Y) \leq s|X_1) \leq 1 \) it follows that (see, e.g., [9])

and hence \( \lim_{n \to \infty} E(C_n^*(s, t)) = \psi(A)(s, t) \). This proves (2) from which the assertion follows. \( \square \)

The proof of the following lemma is similar to that of [1] Lemma 11.9:

**4.3 Lemma.** There are positive constants \( M_1 \) and \( M_2 \) depending only on dimension \( d \) such that for any \( n \in \mathbb{N} \) and any \( \eta \in (0, \infty) \)

for every \( (s, t) \in \mathbb{I}^2 \).
Proof. We prove the result using the bounded difference concentration inequality (see, e.g., [21]). For that purpose, we consider a realization \((X_1, Y_1), \ldots, (X_n, Y_n)\) and i.i.d. uniformly U[0,1]-distributed random variables \(U_1, \ldots, U_n\) where \(U_i\) is used for breaking ties when selecting \(X_i\)’s nearest neighbour. We replace \((X_i, Y_i, U_i)\) by some alternative value \((X_i^0, Y_i^0, U_i^0)\) and find a bound on the maximum possible change in \(C_n\). After such a replacement, each \(G_n(Y_j), j \neq i\), can change by at most 1/n. Now, for \((s, t) \in \mathbb{R}^2\), define

\[
a_k := \mathbb{I}_{[0,\infty]}(G_n(Y_k)) \quad b_k := \mathbb{I}_{[0,\infty]}(G_n(Y_k))
\]

Then \(C_n(s, t) = \frac{1}{n} \sum_{k=1}^{n} a_k b_{N(k)}\). When replacing \(Y_i\) by \(Y_i^0\) there exist at most two indices \(l\) such that \(a_l\) changes by 1 and, by Proposition 4.1, there are at most \(2 \cdot c(d)\) indices \(l\) such that \(b_{N(l)}\) changes by 1. When replacing \(X_i\) by \(X_i^0\), by Proposition 4.1 there are at most \(2 \cdot c(d) + 1\) indices \(l\) such that \(b_{N(l)}\) changes by 1. And when replacing \(U_i\) by \(U_i^0\) there exists at most one index \(l\) such that \(b_{N(l)}\) changes by 1. In sum, there are at most \(4 \cdot c(d) + 4\) indices \(l\) such that \(a_l\) or \(b_{N(l)}\) changes by 1, and hence \(C_n(s, t)\) changes by at most \((4 \cdot c(d) + 4)/n\). Applying the bounded difference concentration inequality and replacing \((4 \cdot c(d) + 4)/n\) by \(c(d)\), for every \(\eta \in (0, \infty)\), we obtain

\[
P(\{|C_n(s, t) - E(C_n(s, t))| \geq \eta\}) \leq 2 \exp(-c(d)\eta^2/n)
\]

As the above inequality holds for all \((s, t) \in \mathbb{R}^2\), this completes the proof. \(\Box\)

Combining Lemma 4.2 and Lemma 4.3 proves consistency of \(C_n\):

4.4 Lemma. Let \((X_1, Y_1), (X_2, Y_2), \ldots\) be a random sample from \((X, Y)\) with continuous marginals and connecting copula \(A \in \mathcal{C}^{d+1}\). Then, for all \((s, t) \in \mathbb{R}^2\), we have

\[
\lim_{n \to \infty} C_n(s, t) = \psi(A)(s, t)
\]

almost surely.

Due to Proposition 4.1, we have

\[
|C_n(s, t) - D_n(s, t)| \leq \frac{k(d) + 1}{n}
\]

implying that \(C_n\) and \(D_n\) are asymptotically equivalent. We are now in the position to prove Equation 5:

4.5 Theorem. Let \((X_1, Y_1), (X_2, Y_2), \ldots\) be a random sample from \((X, Y)\) with continuous marginals and connecting copula \(A \in \mathcal{C}^{d+1}\). Then, for all \((s, t) \in \mathbb{R}^2\), we have

\[
\lim_{n \to \infty} D_n(s, t) = \psi(A)(s, t)
\]

almost surely. In particular, in the bivariate case, i.e. when \(d = 1\), the estimates \(C_n\) and \(D_n\) are consistent estimators for the Markov product \(A^1 * A\).
4.1 Simulation study

We now illustrate the small and moderate sample performance of our estimator $D_n$ for the two dependence structures discussed in Remark 3.11 and Example 5.8: (1) the EFGM copula, and (2) the so-called tent copula; see also Figures 4 and 7. We restrict ourselves to the case $d = 1$ in order to be able to interpret the results obtained also as estimates of the Markov product $A^t \ast A$.

If $X$ and $Y$ have EFGM copula $A$ with parameter $\alpha = 1$ as connecting copula, by Remark 3.11, the copula $\psi(A)$ is EFGM as well with parameter $1/3$. To test the performance of our estimator $D_n$ in this setting, we generated samples of size $n \in \{20, 50, 100, 200, 500, 1,000, 5,000, 10,000\}$ and calculated $D_n$. These steps were repeated $R = 1,000$ times. Figure 5 then depicts the $d_\infty$-distance between our estimate and the true copula evaluated on a grid of size 50.

If $X$ and $Y$ have the so-called tent copula $A$ as connecting copula (see Example 5.8 and Figure 7), the copula $\psi(A)$ equals $(M + W)/2$. To test the performance of our estimator $D_n$ in this setting, we generated samples of size $n \in \{20, 50, 100, 200, 500, 1,000, 5,000, 10,000\}$ and calculated $D_n$. These steps were repeated $R = 1,000$ times. Figure 6 then depicts the $d_\infty$-distance between our estimate and the true copula evaluated on a grid of size 50.

As can be seen from Figures 5 and 6, the copula estimate converges rather fast to the true copula.

Figure 5: Boxplots summarizing the 1,000 obtained $d_\infty$-distances between our estimate and the true copula. Samples of size $n$ are drawn from an EFGM copula $A$ with parameter $\alpha = 1$. 
5 Applications

5.1 A simple measure of conditional dependence

Quite recently, Azadkia and Chatterjee [11] introduced their so-called ‘simple measure of conditional dependence’ which is based on [3, 5] and, for a \((d + 1)\)-dimensional random vector \((X, Y)\), given by

\[
T(Y \mid X) := \frac{\int_{\mathbb{R}} \text{var}(P(Y \geq y \mid X)) \, dP_Y(y)}{\int_{\mathbb{R}} \text{var}(1_{\{Y \geq y\}}) \, dP_Y(y)}
\]

The map \(T\) quantifies the scale-invariant extent of dependence of the random variable \(Y\) on the random vector \(X\) and thus belongs to a class of indices capable of detecting complete dependence and independence which also include [7, 12, 14, 27].

In our setting, i.e. considering random vectors \((X, Y)\) with continuous marginals, \(T\) possesses an alternative representation in terms of a well-known dependence measure:

**5.1 Theorem.** Consider a \((d + 1)\)-dimensional random vector \((X, Y)\) with continuous marginals and connecting copula \(A\). Then \(T\) satisfies

\[
T(Y \mid X) = \phi(\psi(A))
\]

where \(\phi : C^2 \to \mathbb{R}\) denotes Spearman’s footrule given by

\[
\phi(C) = 6 \int_\frac{1}{2} \int C(t, t) \, d\lambda(t) - 2
\]

**Proof.** Denote by \(H\) the distribution function of \((X, Y)\). Since \((X, Y)\) has continuous marginals, the random vector \((F(X), G(Y))\) has distribution function \(A\). By change of measure we first obtain

\[
\int_{\mathbb{R}} \text{var}(1_{\{Y \geq y\}}) \, dP_Y(y) = \int_\frac{1}{2} P(Y \geq G^+(v))[1 - P(Y \geq G^+(v))] \, d\lambda(v) = \int_1 (1 - v) \, v \, d\lambda(v) = \frac{1}{6}
\]
Finally, $T(Y|X) = 6 \int_1 \psi(A)(t,t) \, d\lambda(t) - 2 = \phi(\psi(A))$ which proves the assertion. \hfill \Box

The following properties of $T$ can be derived from Theorem 5.1 and the results in Section 5.

**5.2 Theorem.** Consider a $(d+1)$-dimensional random vector $(X,Y)$ with continuous marginals and connecting copula $A$. Then the following properties hold:

1. $T(Y|X) = 1$ if and only if $Y$ is completely dependent on $X$.
2. $T(Y|X) = 0$ if and only if $Y$ and $X$ are independent.
3. $T(Y|X)$ is invariant with respect to permutations of $X_1, \ldots, X_d$.
4. $T(Y|X)$ is invariant with respect to continuous and strictly monotone transformations of $X_1, \ldots, X_d$.
5. $T$ fulfills the information gain inequality, i.e.

$$T(Y|X_1) \leq T(Y|(X_1, X_2)) \leq \cdots \leq T(Y|(X_1, \ldots, X_k)) \leq \cdots \leq T(Y|(X_1, \ldots, X_d))$$

for all $k \in \{1, \ldots, d\}$. Additionally, if $X_2, \ldots, X_d, Y$ are conditionally independent given $X_1$, then $T(Y|X) = T(Y|X_1)$.

Properties (1) and (2) in Theorem 5.2 also hold for non-continuous random vectors $(X,Y)$; see [1, Theorem 2.1].

Finally, consider an i.i.d. sample $(X_1, Y_1), \ldots, (X_n, Y_n)$ of $(X,Y)$. For each $i$, let further $N(i)$ be the index $j$ such that $X_j$ is the nearest neighbor of $X_i$ with respect to the Euclidean metric on $\mathbb{R}^d$ (ties broken uniformly at random). As estimate of $T$ Akzadia & Chatterjee [1] propose to use the statistic

$$T_n(Y|X) = \frac{\sum_{i=1}^n (n \min\{R_i, R_{N(i)}\} - L_i^2)}{\sum_{i=1}^n L_i(n-L_i)}$$
where \( R_i \) denotes the rank of \( Y_i \) among \( Y_1, \ldots, Y_n \), i.e. the number of \( j \) such that \( Y_j \leq Y_i \), and \( L_i \) denotes the number of \( j \) such that \( Y_j \geq Y_i \) (see also [13]). Straightforward calculation yields

\[
T_n(Y|X) = 1 - \frac{3}{n^2 - 1} \sum_{i=1}^{n} |R_i - R_{N(i)}| + \frac{3}{n^2 - 1} \left( \sum_{i=1}^{n} R_{N(i)} + \sum_{i=1}^{n} R_i - n(n+1) \right)
\]

Notice that there may exist more than one index \( i \) such that \( X_j \) is a nearest neighbour of \( X_i \) implying that \( \sum_{i=1}^{n} R_{N(i)} \) may fail to equal \( \frac{n(n+1)}{2} \).

It turns out that \( T_n(Y|X) \) is a strongly consistent estimator for \( T(Y|X) \):

5.3 Proposition. [1, Theorem 2.2] Suppose that \( Y \) is not almost surely a constant. Then \( \lim_{n \to \infty} T_n(Y|X) = T(Y|X) \) almost surely. 

In [25] the authors showed asymptotic normality of \( \sqrt{n}T_n \) under independence and for some regularity conditions; for a comprehensive summary of properties for \( T_n \) we refer to Han [13] and the references therein.

Motivated by Theorem 5.1, for \((d+1)\)-dimensional random vectors \((X, Y)\) with continuous marginals and connecting copula \( A \), we propose to use the estimate

\[
S_n(Y|X) := 1 - \frac{3}{n(n+1)} \sum_{i=1}^{n} |R_i - R_{N(i)}| + \frac{3}{n(n+1)} \left( n(n+1) - \sum_{i=1}^{n} R_{N(i)} - \sum_{i=1}^{n} R_i \right)
\]

which equals the plug-in estimate \( \phi(D_n) \) of Spearman’s footrule (see [9, 11, 24]) with \( D_n \) being the consistent estimator for \( \psi(A) \) defined in Section 4. By Theorem 4.5, the estimate \( S_n(Y|X) \) is another consistent estimator for \( T(Y|X) \):

5.4 Corollary. Let \((X_1, Y_1), (X_2, Y_2), \ldots\) be a random sample from \((X, Y)\) with continuous marginals and connecting copula \( A \in \mathcal{C}^{d+1} \). Then

\[
\lim_{n \to \infty} S_n(Y|X) = T(Y|X)
\]

almost surely.

5.2 Nonparametric coefficient of determination

Let \((X, Y)\) be a \((d+1)\)-dimensional random vector such that \( Y \in L^2 \). It is well known that the variance \( \text{var}(Y) \) of \( Y \) can be decomposed via

\[
\text{var}(Y) = \text{var}(E(Y|X)) + \text{var}(Y - E(Y|X))
\]

\[
= \text{var}(E(Y|X)) + E(\text{var}(Y|X))
\]

where the variance \( \text{var}(E(Y|X)) \) equals the part of the variance of \( Y \) explained by the regression function \( r(x) := E(Y|X = x) \), and

\[
R^2 := R^2(Y|X) := \frac{\text{var}(E(Y|X))}{\text{var}(Y)} = 1 - \frac{\text{var}(Y - E(Y|X))}{\text{var}(Y)} = 1 - \frac{E((Y - E(Y|X))^2)}{\text{var}(Y)}
\]

(also known as Sobol index; see [10]) denotes the proportion of the variance that is explained by the regression function \( r \).
5.5 Theorem. Consider a \((d+2)\)-dimensional random vector \((\mathbf{X}, Y, Y')\) such that \((\mathbf{X}, Y')\) and \((\mathbf{X}, Y')\) are identically distributed, and assume that \(Y\) and \(Y'\) are conditionally independent given \(\mathbf{X}\). Then \(R^2\) of \(Y\) given \(\mathbf{X}\) fulfills
\[
R^2(Y|\mathbf{X}) = \rho_p(Y, Y')
\]
where \(\rho_p\) denotes Pearson correlation coefficient.

Proof. Since \(E(E(Y|\mathbf{X})^2) = E(E(Y|\mathbf{X})E(Y'|\mathbf{X})) = E(E(YY'|\mathbf{X})) = E(YY')\) we obtain
\[
R^2(Y|\mathbf{X}) = \frac{\text{var}(E(Y|\mathbf{X}))}{\text{var}(Y)} = \frac{E(E(Y|\mathbf{X})^2) - E(Y)^2}{\text{var}(Y)} = \frac{E(YY') - E(Y)E(Y')}{{\text{var}(Y)}^{\frac{1}{2}}{\text{var}(Y')}^{\frac{1}{2}}} = \rho_p(Y, Y')
\]
This proves the result. \(\square\)

Again, assume that the random vector \((\mathbf{X}, Y)\) has continuous marginals \(F_i\) of \(X_i\), \(i \in \{1, \ldots, d\}\), and \(G\) of \(Y\), distribution function \(H\) and connecting copula \(A\). Then (denoting \(U_i := F_i(X_i)\), \(i \in \{1, \ldots, d\}\), and \(V := G(Y)\)) the distribution-free \(R^2(V|U)\) possesses a representation in terms of another well-known dependence measure:

5.6 Theorem. Consider a \((d+1)\)-dimensional random vector \((\mathbf{X}, Y)\) with continuous marginals and connecting copula \(A\). Then \(R^2\) of \(V\) given \(U\) fulfills
\[
R^2(V|U) = \varrho_S(\psi(A))
\]
where \(\varrho_S : C^2 \to \mathbb{R}\) denotes Spearman’s rank correlation coefficient (a.k.a. Spearman’s rho) given by
\[
\varrho_S(C) = 12 \int_{I^2} C(s,t) \, d\lambda^2(s,t) - 3 = 12 \int_{I^2} st \, d\mu_C(s,t) - 3
\]
For the bivariate case, i.e. \(d = 1\), it has been recognized in Shih and Emura [25, Theorem 1] that \(R^2(V|U)\) can be represented as Spearman’s rho of the Markov product \(A^t \ast A\), which in this case coincides with \(\psi(A)\).

The following properties of \(R^2(V|U)\) can be derived from Theorem 5.6 and the results in Section 3. The information gain inequality (i.e. reducing the number of conditioning variables reduces \(R^2\)) does not follow from Theorem 3.8 but from Hilbert’s projection theorem.

5.7 Theorem. Consider a \((d+1)\)-dimensional random vector \((\mathbf{X}, Y)\) with continuous marginals and connecting copula \(A\). Then the following properties hold:

1. \(R^2(V|U) = 1\) if and only if \(Y\) is completely dependent on \(\mathbf{X}\).
2. \(R^2(V|U) = 0\) if and only if \(E(V|U = \mathbf{u}) = \frac{1}{2}\) for \(\mu_{A^{d\times d}}\)-almost all \(\mathbf{u} \in \mathbb{R}^d\). In particular, \(R^2(V|U) = 0\) whenever \(Y\) and \(\mathbf{X}\) are independent.
3. \(R^2(V|U)\) is invariant with respect to permutations of \(X_1, \ldots, X_d\).
4. \(R^2(V|U)\) is invariant with respect to continuous and strictly monotone transformations of \(X_1, \ldots, X_d\).
5. \( R^2(V|U) \) fulfills the information gain inequality, i.e.
\[
R^2(V|U_1) \leq R^2(V|(U_1, U_2)) \leq \cdots \leq R^2(V|(U_1, \ldots, U_k)) \leq \cdots \leq R^2(V|(U_1, \ldots, U_d))
\]
for all \( k \in \{1, \ldots, d\} \). Additionally, if \( X_2, \ldots, X_d, Y \) are conditionally independent given \( X_1 \), then \( R^2(V|U) = R^2(V|U_1) \).

Proof. It remains to prove property (2) which is immediate from the identity
\[
R^2(V|U) = 12 \int_{I^d} \left( E(V|U = u) - \frac{1}{2} \right)^2 d\mu_{A_1 \cdots A_d}(u)
\]
This proves the assertion. \( \square \)

For \( d = 1 \), properties (1) and (2) in Theorem [5.7] are given in [26, Proposition 2].

Notice that \( R^2(Y|X) \) and its distribution-free version \( R^2(V|U) \) may differ:

5.8 Example. Consider the case \( d = 1 \) and the uniformly distributed random variable \( V \sim U[0, 1] \) and define
\[
U := 2V 1_{[0,0.5]}(V) + (2 - 2V) 1_{(0.5,1]}(V) \sim U[0, 1]
\]
Then \( E(V|U = u) = \frac{1}{2} \) for \( \lambda \)-almost all \( u \in I \) and by Theorem [5.7] we obtain \( R^2(V|U) = 0 \).
Now, consider the random vector \((X, Y) := (U, V^2)\). Since the map \( v \mapsto v^2 \) is continuous and strictly increasing on \( I \), the random vectors \((X, Y)\) and \((U, V)\) share the same copula and hence \((F(X), G(Y)) \sim (U, V)\). In addition,
\[
R^2(Y|X) = \frac{\text{var}(E(Y|X))}{\text{var}(Y)} = \frac{\text{var}(E(V^2|U))}{\text{var}(V^2)} = \frac{45}{4} \int_{I^3} (E(V^2|U = u) - E(V^2))^2 d\lambda(u) = \frac{1}{16}
\]
and hence \( R^2(V|U) = 0 < \frac{1}{16} = R^2(Y|X) \).
\( \square \)

Figure 7: Sample of size \( n = 10,000 \) drawn from the random vector \((U, V) \sim A\) discussed in Example [5.8] (left panel), together with a sample of equal size from \( \psi(A) \) (right panel).
Finally, consider an i.i.d. sample \((X_1, Y_1), \ldots, (X_n, Y_n)\) of \((X, Y)\) with continuous marginals. For each \(i\), let further \(N(i)\) be the index \(j\) such that \(X_j\) is the nearest neighbor of \(X_i\) with respect to the Euclidean metric on \(\mathbb{R}^d\) (ties broken uniformly at random). Motivated by Theorem 5.6, as estimate for \(R^2(V|U)\) we propose to use the statistic

\[
R_n^2(V|U) := \frac{12}{n(n+1)^2} \sum_{i=1}^{n} R_i R_{N(i)} - 3 + \frac{12}{n(n+1)} \left( n(n+1) - \sum_{i=1}^{n} R_{N(i)} - \sum_{i=1}^{n} R_i \right)
\]

which equals the plug-in estimate \(\rho_S(D_n)\) of Spearman’s rho (see [24]) with \(D_n\) being the consistent estimator for \(\psi(A)\) defined in Section 4. By Theorem 4.5, the estimate \(R_n^2(V|U)\) is a strongly consistent estimator for \(R^2(V|U)\):

**5.9 Theorem.** Let \((X_1, Y_1), (X_2, Y_2), \ldots\) be a random sample from \((X, Y)\) with continuous marginals and connecting copula \(A \in C^{d+1}\). Then

\[
\lim_{n \to \infty} R_n^2(V|U) = R^2(V|U)
\]

almost surely. For the bivariate case, i.e. \(d = 1\), Gamboa et al. [10] introduced an estimate for \(R^2(Y|X)\) based on Pearson’s correlation coefficient using the technique introduced by Chatterjee [3].

6 Real data example

Finally, we present a real data example and use the introduced methodology to visualize and quantify the degree of predictability and explainability of a single random variable using the information contained in a set of potential explanatory random variables.

6.1 Analysis of global climate data

We consider a data set of bioclimatic variables for \(n = 1862\) locations homogeneously distributed over the global landmass from CHELSEA ([16, 17]) and want to analyse the influence of a set of thermal variables on annual precipitation.

We first focus on the case \(d = 1\) and use the variable Annual Mean Temperature (AMT) to predict/explain the Annual Precipitation (AP). Figure 8 depicts the original dependence structure of AMT and AP (left panel) and the estimate \(D_n\) of \(\psi(A)\) (right panel). The estimate \(S_n\) for \(T\), i.e. for the scale-invariant extent of dependence of Annual Precipitation on Annual Mean Temperature, equals 0.5603 and the estimate \(R_n^2\) for \(R^2(V|U)\), i.e. for the distribution-free coefficient of determination in this model, equals 0.6393.

In a second step, we extend the number of potential explanatory thermal variables to \(d = 11\) (including Annual Mean Temperature (AMT), Mean Diurnal Range (MDR), Isothermality (IT), Temperature Seasonality (TS), Max Temperature of Warmest Month (MTWM), Min Temperature of Coldest Month (MTCM), Temperature Annual Range (TAR), Mean Temperature of Wettest Quarter (MTWeQ), Mean Temperature of Driest Quarter (MTDQ), Mean Temperature of Coldest Quarter (MTCQ), Mean Temperature of Warmest Quarter (MTWaQ)) to predict/explain the Annual Precipitation (AP). Figure 9 depicts the estimate \(D_n\) of \(\psi(A)\) where \(A\) describes the dependence structure of variables AMT, MDR, IT, TS, MTWM, MTCM, TAR, MTWeQ, MTDQ, MTCQ, MTWaQ and AP. The estimate \(S_n\) for \(T\), i.e. for the scale-invariant extent of dependence of AP
Figure 8: Original dependence structure of AMT and AP (left panel), together with the estimate $D_n$ of $\psi(A)$ (right panel).

on AMT, MDR, IT, TS, MTWM, MTCM, TAR, MTWeQ, MTDQ, MTCQ and MTWaQ, equals 0.6616 and the estimate $R^2_n$ for $R^2(V|U)$, i.e. for the distribution-free coefficient of determination in this model, equals 0.8105.

Figure 9: together with the estimate $D_n$ of $\psi(A)$ (right panel).

The increase in the estimated values for $T$ and $R^2$ with increasing number of explanatory variables is in accordance with Theorem 5.2 and Theorem 5.7.
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