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Abstract

In this study, we derive the exact distributions of eigenvalues of a singular Wishart matrix under an elliptical model. We define generalized heterogeneous hypergeometric functions with two matrix arguments and provide convergence conditions for these functions. The joint density of eigenvalues and the distribution function of the largest eigenvalue for a singular elliptical Wishart matrix are represented by these functions. Numerical computations for the distribution of the largest eigenvalue were conducted under the matrix-variate $t$ and Kotz-type models.

1. Introduction

The distribution theory of eigenvalues of a Wishart matrix has been studied under the assumption of normality. Under this assumption, the hypergeometric functions of matrix arguments introduced by Constantine \cite{Constantine} were used to express many distributions of eigenvalues of central or noncentral Wishart matrices. The exact distributions of the largest and smallest eigenvalues of a Wishart matrix were derived by Sugiyama \cite{Sugiyama} and Khatri \cite{Khatri}, respectively. An elliptically contoured distribution, which is a more general assumption than normality, has also been well studied (Fang and Zhang \cite{FangZhang} and Fang et al. \cite{Fangetal}, among others. Matrix-variate elliptically contoured distributions include a matrix-variate normal, Pearson type VII, Kotz type, Bessel, and Jensen-logistic distributions. The generalized hypergeometric functions that are useful for the derivation of distributions of eigenvalues under the elliptical model was defined by Díaz-García and Caro-Lopera \cite{DiazGarciaCaroLopera}. Caro-Lopera et al. \cite{CaroLoperaetal} derived the density of an elliptical Wishart matrix and provided the exact distribution for testing the equality of covariance matrices. Furthermore, Caro-Lopera et al. \cite{CaroLoperaetal} provided the exact distributions of the extreme eigenvalues of an elliptical Wishart matrix. These results of eigenvalue distributions cover the classical results under the Gaussian model as a special case. Shinozaki et al. \cite{Shinozakietal} provided the alternative approach for the derivation of the exact distribution of the largest eigenvalue and conducted numerical experiments under the matrix variable $t$ model. The largest and smallest eigenvalues of a ratio of two elliptical Wishart matrices were also given by Shinozaki and Hashiguchi \cite{ShinozakiHashiguchi}.

In the case of a singular Wishart matrix, Uhlig \cite{Uhlig} provided useful Jacobians for the transformation of singular matrices and its density. Its joint density of eigenvalues was given by Srivastava \cite{Srivastava} with integrals over the Steifel manifold. In the shape theory, Díaz-García and Caro-Lopera \cite{DiazGarciaCaroLopera} provided the shape density relating the eigenvalues distribution of a singular Wishart matrix. Shimizu and Hashiguchi \cite{ShimizuHashiguchi} defined heterogeneous hypergeometric functions with two matrix arguments that are useful for deriving the distributions of eigenvalues of a singular random matrix. The exact distributions of the largest eigenvalue of a singular Wishart and $F$ matrices were given by Shimizu and Hashiguchi \cite{ShimizuHashiguchi}.

In this study, we show that the exact distributions of eigenvalues of a singular elliptical Wishart matrix are expressed in terms of generalized heterogeneous hypergeometric functions. In Section\ref{sec:results} we introduce the matrix-variate elliptically contoured distribution and define the generalized heterogeneous hypergeometric functions. Furthermore, we provide the convergence condition for the generalized heterogeneous hypergeometric functions. The exact distribution of the largest eigenvalue of a singular elliptical Wishart matrix is presented in Section\ref{sec:results}. Our derivation is
based on the method of Sugiyama [21]. In Section 4, we compute the distribution of the largest eigenvalue under the matrix-variate $t$ and Kotz-type models.

2. Generalized heterogeneous hypergeometric function $F_s^{(m,n)}$

An $m \times n$ random matrix $X$ is said to have a matrix-variate elliptically contoured distribution $E_{mon}(M, \Sigma \otimes \Omega; h)$, if its density function is given as

$$g_X(X) = \frac{1}{|\Sigma|^{m/2}|\Omega|^{n/2}} h(\text{tr}\Sigma^{-1}(X - M)\Omega^{-1}(X - M)^\top),$$

where $M$ is the $m \times n$ mean matrix, $\Sigma$ is $m \times m$, $\Omega$ is $n \times n$, $\Sigma > 0$, and $\Omega > 0$, and the generator function $h: \mathbb{R} \rightarrow [0, \infty)$, satisfies $h(u) \in C^\infty$ with uniform convergence in $\mathbb{R}$. If $X \sim E_{mon}(0, \Sigma \otimes I_n, h)$, where $M = 0$ and $\Omega = I_n$ in (1), then we call $W = XX^\top$ the elliptical Wishart matrix and write it as $W \sim E'W_{n}(n, \Sigma; h)$. If $n < m$, then the Wishart matrix $W$ is called singular; otherwise, it is non-singular. The singular elliptical Wishart matrix $W$ has $n$ positive eigenvalues and $m - n$ zero eigenvalues. Using these positive eigenvalues, say, $\ell_1, \ldots, \ell_n$, it has the spectral decomposition as $W = H_1L_1H_1^\top$, where $L_1 = \text{diag}(\ell_1, \ldots, \ell_n)$, $\ell_1 > \cdots > \ell_n > 0$ and the $m \times n$ matrix $H_1$ is satisfied by $H_1^\top H_1 = I_n$. The set of all such $m \times n$ matrices $H_1$ with orthonormal columns is called the Stiefel manifold $V_{n,m}$, defined by

$$V_{n,m} = \{ H_1 \in [\mathbb{R}^{m \times n}] | H_1^\top H_1 = I_n \},$$

where $n \leq m$. Díaz-García and Gutiérrez-Jáimez [8] gave the density function of a singular elliptical Wishart matrix $W$ as

$$\int \frac{\pi^{n/2}}{|\Sigma|^{m/2}\Gamma_m(n/2)} |L_1|^{(n-m-1)/2} h(\text{tr}\Sigma^{-1}W),$$

where the multivariate gamma function is

$$\Gamma_m(c) = \pi^{m(m-1)/4} \prod_{i=1}^m \Gamma\left(c - \frac{i-1}{2}\right). \quad \text{Re}(c) > m - 1.$$

Because $h(x) \in C^\infty$, the Maclaurin expansion of $h$ is expressed as

$$h(x) = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} x^k.$$

Furthermore, for an $m \times m$ symmetric matrix $X$, the function $h(\text{tr}X)$ can be expanded by zonal polynomials $C_x(X)$ associated with a partition $\kappa$ of $k$. For a positive integer $k$, let $\kappa = (\kappa_1, \ldots, \kappa_m)$ denote a partition of $k$ with $\kappa_1 \geq \cdots \geq \kappa_m \geq 0$ and $\kappa_1 + \cdots + \kappa_m = k$. The set of all partitions with lengths not longer than $m$ is denoted by $P_m^k = \{ \kappa = (\kappa_1, \ldots, \kappa_m) | \kappa_1 + \cdots + \kappa_m = k, \kappa_1 \geq \kappa_2 \geq \cdots \geq \kappa_m \geq 0 \}$. The Pochhammer symbol for a partition $\kappa$ is defined as $(\alpha)_\kappa = \prod_{i=1}^n (\alpha - (i - 1)/2)_\kappa$, where $(\alpha)_k = \alpha(\alpha + 1) \cdots (\alpha + k - 1)$ and $(\alpha)_0 = 1$. For the $m \times m$ symmetric matrix $X$ with eigenvalues $x_1, \ldots, x_m$, the zonal polynomial $C_x(X)$ is defined as a symmetric polynomial in $x_1, \ldots, x_m$. See p.227 of Muirhead [15] for details. Shimizu and Hashiguchi [16] showed

$$\int_{V_{n,m}} C_x(XH_1YH_1^\top)(dH_1) = \frac{C_x(X)C_x(Y)}{C_x(I_n)}$$

for an $m \times m$ symmetric matrix $X$, and an $n \times n$ symmetric matrix $Y$, where $(dH_1)$ is the differential form of $V_{n,m}$, such that

$$\int_{V_{n,m}} (dH_1) = 1, \quad (dH_1) = \frac{1}{\text{Vol}(V_{n,m})} (H_1^\top dH_1), \quad (H_1^\top dH_1) = \int_{j=1}^m \int_{i=1}^n h^j_i d\Omega,$$
\[ \text{Vol}(V_{n,m}) = \int_{V_{nm}} (H_1^\top dH_1) = \frac{2^n \pi^{mn/2}}{\Gamma(n/2)} \] (5)

and \((H_1 | H_2) = (h_1, \ldots, h_n | h_{n+1}, \ldots, h_m) \in O(m).\)

From (4) and the property of zonal polynomials, we can define \(\theta P_0(h^{(k)}(0) : X)\) as

\[ \theta P_0(h^{(k)}(0) : X) = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} (\text{tr}X)^k = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{c \in P_n} C_e(X), \] (6)

which is an infinite series expression of \(h(\text{tr}X)\). If \(h(x) = \exp(x)\), then we have \(\theta P_0(1 : X) = \exp(\text{tr}X) = \theta F_0(X)\), where \(\theta F_0(X)\) is the hypergeometric function with a matrix argument of type \((0, 0)\). We also define

\[ \theta P^{(m,n)}_0(h^{(k)}(0) : X, Y) = \int_{V_{nm}} \theta P_0(h^{(k)}(0) : XH_1 Y H_1^\top)(dH_1). \] (7)

for an \(m \times m\) symmetric matrix \(X\) and an \(n \times n\) symmetric matrix \(Y\). Then, the function \(\theta P^{(m,n)}_0(h^{(k)}(0) : X, Y)\) can be expanded in terms of zonal polynomials according to the following theorem:

**Theorem 1.** Let \(h(x) \in C^\infty\) with uniform convergence in \(R\). For an \(m \times m\) symmetric matrix \(X\) and an \(n \times n\) symmetric matrix \(Y\), where \(m \geq n\), the function \(\theta P^{(m,n)}_0(h^{(k)}(0) : X, Y)\) defined in (7) is an infinite series of zonal polynomials as

\[ \theta P^{(m,n)}_0(h^{(k)}(0) : X, Y) = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{c \in P_n} C_e(X) C_e(Y) \frac{C_e(I_m)}{C_e(I_m)}. \]

**Proof.** From the uniform convergence of \(h\) and (6), the right-hand side of (7) can be integrated term by term as

\[ \theta P^{(m,n)}_0(h^{(k)}(0) : X, Y) = \int_{V_{nm}} \theta P_0(h^{(k)}(0) : XH_1 Y H_1^\top)(dH_1) \]

\[ = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{c \in P_n} C_e(XH_1 Y H_1^\top)(dH_1) \]

\[ = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{c \in P_n} C_e(X) C_e(Y) \frac{C_e(I_m)}{C_e(I_m)}. \]

The third term above is obtained by (4). \(\square\)

For an \(m \times m\) positive definite \(X\), we define \(\iota P_1(h^{(k)}(0) : a; c; X)\) as the integral of the multivariate beta distribution as follows:

\[ \iota P_1(h^{(k)}(0) : a; c; X) = \frac{\Gamma_m(c)}{\Gamma_m(a) \Gamma_m(c-a)} \int_{0 < Y < I_m} \theta P_0(h^{(k)}(0) : XY|Y)^{m-a} |I_m - Y|^{-a} dY, \] (8)

where \(\text{Re}(a) > \frac{1}{2}(m-1), \text{Re}(c) > \frac{1}{2}(m-1), \text{and Re}(c-a) > \frac{1}{2}(m-1)\). Then, the function \(\iota P_1(h^{(k)}(0) : a; c; X)\) in (8) can be expressed as

\[ \iota P_1(h^{(k)}(0) : a; c; X) = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{c \in P_n} \frac{C_e(X)}{C_e(X)}. \] (9)

The above function (9) was firstly defined by Díaz-García and Caro-Lopera [6]. If \(h(x) = \exp(x)\), then we have \(\iota P_1(1; a; c; X) = F_1(a; c; X)\) that is the confluent hypergeometric function of a matrix argument \(X\). Analogous to (7), the generalized heterogeneous hypergeometric function of type \((1, 1)\), \(\iota P_1(h^{(k)}(0) : a; c; X)\) is defined as

\[ \iota P^{(m,n)}_1(h^{(k)}(0) : a; c; X, Y) = \int_{V_{nm}} \iota P_1(h^{(k)}(0) : a; c; XH_1 Y H_1^\top)(dH_1). \] (10)

for an \(m \times m\) positive definite \(X\) and an \(n \times n\) positive definite \(Y\), where \(m \geq n\). The following theorem holds in the same way as Theorem 1.
Theorem 2. Let \( h(x) \in C^\infty \) with uniform convergence in \( \mathbb{R} \). For an \( m \times m \) positive definite \( X \) and an \( n \times n \) positive definite \( Y \), where \( m \geq n \), the function \( r_s^{(m,n)}(h^{(k)}(0) : X, Y) \) defined in (10) is an infinite series of zonal polynomials as

\[
\left[ P^{(m,n)}_s(h^{(k)}(0) : a; c; X, Y) = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{x \in P^n} (a)_k C_x(X) C_y(Y). \right.
\]

Proof. From the uniform convergence of \( h \) and \( \mathbb{R} \), the right-hand side of (10) can be integrated term by term as

\[
\left[ P^{(m,n)}_s(h^{(k)}(0) : a; c; X, Y) = \int_{V_{mn}} P_s(h^{(k)}(0) : a; c; XH_1YH_1^T)(dH_1) \right.
\]

\[
\left. = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{x \in P^n} (a)_k \int_{V_{mn}} C_x(XH_1YH_1^T)(dH_1) \right.
\]

\[
\left. = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{x \in P^n} (a)_k C_x(X)C_y(Y). \right.
\]

in the same proof of Theorem 11.

Generally, if there exists

\[
\left[ r_s^{(m,n)}(h^{(k)}(0) : a; \beta; X) = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{x \in P^n} (a)_k \alpha \beta \cdot \cdot \cdot \beta C_x(X) \right.
\]

for an \( m \times m \) symmetric matrix \( X, a = (a_1, \ldots, a_r) \) and \( \beta = (\beta_1, \ldots, \beta_r) \), then the function \( r_s^{(m,n)}(h^{(k)}(0) : a; \beta; X, Y) \) is defined by

\[
\left[ r_s^{(m,n)}(h^{(k)}(0) : a; \beta; X, Y) = \int_{H_1 \in V_{mn}} P_s(h^{(k)}(0) : a; \beta; XH_1YH_1^T)(dH_1) \right.
\]

in addition to an \( n \times n \) symmetric matrix \( Y \). From the uniform convergence of \( h \) and \( \mathbb{R} \), function \( r_s^{(m,n)}(h^{(k)}(0) : a; \beta; X, Y) \) has the following infinite series expansion:

\[
\left[ r_s^{(m,n)}(h^{(k)}(0) : a; \beta; X, Y) = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{x \in P^n} (a)_k \alpha \beta \cdot \cdot \cdot \beta C_x(X)C_y(Y). \right.
\]

It is clear that \( r_s^{(h^{(k)}(0) : a; \beta; X) = r_s^{(m,n)}(h^{(k)}(0) : a; \beta; X, I_m) \). To discuss the convergence condition of (11), we provide the following theorem.

Theorem 3. Suppose that \( h(x) \in C^\infty \) with uniform convergence in \( \mathbb{R} \), and there exists a constant \( M < \infty \) such that

\[
M = \sup\{|h^{(k)}(0)| : k = 1, 2, \ldots, M \}
\]

then we have

\[
\left[ r_s^{(h^{(k)}(0) : a; \beta; X) \leq M , F_s(a; \beta; X) \right. \]

for an \( m \times m \) positive definite matrix \( X, a = (a_1, \ldots, a_r) \), and \( \beta = (\beta_1, \ldots, \beta_r) \), where \( F_s(a; \beta; X) \) is the hypergeometric function of a matrix argument \( X \).

Proof. It is clear that

\[
\left[ r_s^{(h^{(k)}(0) : a; \beta; X) = \sum_{k=0}^{\infty} \frac{h^{(k)}(0)}{k!} \sum_{x \in P^n} (a)_k \alpha \beta \cdot \cdot \cdot \beta C_x(X) \right.
\]

\[
\left. \leq \sum_{k=0}^{M} \frac{h^{(k)}(0)}{k!} \sum_{x \in P^n} (a)_k \alpha \beta \cdot \cdot \cdot \beta C_x(X) = M , F_s(a; \beta; X). \right.
\]
Theorem 3 implies that the convergence condition of \( P_c \) is almost the same as that of \( F_c \). If \( h(y) = \exp(-y/2)/(2\pi y)^{m/2} \), the function \( F_c^{(m, n)}(h(0)) : \alpha; \beta; X, Y \) corresponds to the heterogeneous hypergeometric function of two matrix arguments \( F_c^{(m, n)}(\alpha; \beta; X, Y) \) introduced in Shimizu and Hashiguchi [16].

3. Exact distribution of eigenvalues of a singular elliptical Wishart matrix

In this section, we derive the joint density of the eigenvalues and the largest eigenvalue of a singular elliptical Wishart matrix. These results are an extension of the results from Shimizu and Hashiguchi [16].

**Theorem 4.** Let \( W \sim EW_m(n, \Sigma, h) \), where \( n < m \). Then the joint density function of \( \ell_1, \ldots, \ell_n \) is given as

\[
f(\ell_1, \ldots, \ell_n) = \frac{\pi^{n(n+m)/2}}{|\Sigma|^{n/2}\Gamma_n(n/2)\Gamma_m(m/2)} |L_1|^{(m-n-1)/2} \prod_{i<j}^{n} (\ell_i - \ell_j) \alpha P_{0}^{(m, n)}(h(0) : \Sigma^{-1}, L_1),
\]

(12)

where \( L_1 = \text{diag}(\ell_1, \ldots, \ell_n) \).

**Proof.** The Jacobian of the spectral decomposition \( W = H_1L_1H_1^\top \) was given by Uhlig [23] as

\[
(dW) = 2^{-n}|L_1|^{m-n} \prod_{i<j}^{n} (\ell_i - \ell_j) (H_1^\top dH_1)(dL_1).
\]

Using the above relationship, the joint density of \( L_1 \) and \( H_1 \) is obtained from (3) as

\[
\frac{\pi^{n(n+m)/2}}{|\Sigma|^{n/2}\Gamma_n(n/2)\Gamma_m(m/2)} |L_1|^{(m-n-1)/2} \prod_{i<j}^{n} (\ell_i - \ell_j) h(\text{tr}\Sigma^{-1} H_1L_1H_1^\top).
\]

(13)

Furthermore, the Maclaurin expansion of \( h(\cdot) \) in (13) can be written as

\[
h(\text{tr}\Sigma^{-1} H_1L_1H_1^\top) = \sum_{k=0}^{\infty} \frac{h^k(0)}{k!} (\text{tr}\Sigma^{-1} H_1L_1H_1^\top)^k = \sum_{k=0}^{\infty} \frac{h^k(0)}{k!} \sum_{x \in P_n^m} C_x(\Sigma^{-1} H_1L_1H_1^\top).
\]

Hence, we get the joint density of \( \ell_1, \ldots, \ell_n \) as

\[
\frac{\pi^{n(n+m)/2}}{|\Sigma|^{n/2}\Gamma_n(n/2)\Gamma_m(m/2)} |L_1|^{(m-n-1)/2} \prod_{i<j}^{n} (\ell_i - \ell_j) \sum_{k=0}^{\infty} \frac{h^k(0)}{k!} \sum_{x \in P_n^m} \int_{V_a} C_x(\Sigma^{-1} H_1L_1H_1^\top)(H_1^\top dH_1).
\]

From (3) and (4), we obtain the desired result. \( \square \)

If \( h(y) = \exp(-y/2)/(2\pi y)^{m/2} \) in Theorem 4, the corresponding joint density function is the same as that in Shimizu and Hashiguchi [16]. In the same manner as Shimizu and Hashiguchi [16], we also provide the distribution function of the largest eigenvalue of \( W \) by using a useful lemma from Sugiyama [21]. Let \( X_1 = \text{diag}(x_1, x_2, \ldots, x_n) \), where \( x_2 > \cdots > x_n > 0 \). Sugiyama [21] provided the following lemma as

\[
\int_{1>x_2>\cdots>x_n>0} |X_2|^{-(n+1)/2} C_a(X_1) \prod_{i=2}^{n} (1 - x_i) \prod_{i<j}^{n} (x_i - x_j) \, dx_1 = (nt + k) \frac{\Gamma_n(n/2)(t)\Gamma_n(t)\Gamma_n(n + 1)/2}{\pi^{n/2}(t + (n + 1)/2)\Gamma_n(t + (n + 1)/2)} C_a(I_n),
\]

(14)
where $\text{Re}(t) > \frac{1}{2}(n-1)$. The above equation (14) is a special case of

$$T(a, b) := \int_{1>x_1>x_2>\ldots>x_n>0} C_\ell(X)|X|^{a-(n+1)/2}|I - X|^{b-(n+1)/2} \prod_{i<j}(x_i - x_j) \prod_{k=1}^n dx_j$$

$$= \frac{\Gamma_n(n/2) (a)_n}{\pi^{n/2}} \frac{\Gamma_n(a) \Gamma_n(b)}{\Gamma_n(a + b)} C_\ell(I_n),$$

(15)

for $X = \text{diag}(x_1, \ldots, x_n)$, where $\text{Re}(a) > \frac{1}{2}(n-1)$, $\text{Re}(b) > \frac{1}{2}(n-1)$. The above equation (15) is equivalent to the well-known formula as

$$\int_0^1 \cdots \int_0^1 C_\ell(X)|X|^{a-(n+1)/2}|I - X|^{b-(n+1)/2} \prod_{i<j}(x_i - x_j) \prod_{k=1}^n dx_j = n! \cdot T(a, b)$$

which is referred to as the Selberg’s integral without eigenvalue ordering, see Macdonald [14].

**Theorem 5.** Let $W \sim E/W_m(n, \Sigma, h)$, where $n < m$. Then, the distribution function of the largest eigenvalue $\ell_1$ of $W$ is given as:

$$\Pr(\ell_1 < x) = \frac{n^{mn/2} \Gamma_n((n + 1)/2)}{\Gamma_n(m + n + 1/2)} \sum_{k=0}^\infty \frac{h^{(k)}(0)}{k!} \left(\frac{mn/2 + k}{1}ight)^{mn/2 + k - 1} \prod_{i=2}^n (1 - x_i) \prod_{2 < i < j} (x_i - x_j) C_\ell(X).$$

(16)

**Proof.** Translating $x_i = \ell_i/\ell_1$ for $i = 2, \ldots, n$ and using (14) with (12), the density of $\ell_1$ is given as

$$f(\ell_1) = \frac{n^{mn/2} \Gamma_n((n + 1)/2)}{\Gamma_n(m + n + 1/2)} \int_{1>x_1>x_2>\ldots>x_n>0} |X|^{a-(n+1)/2}|I - X|^{b-(n+1)/2} \prod_{i=2}^n (1 - x_i) \prod_{2 < i < j} (x_i - x_j) C_\ell(X)$$

$$\times \sum_{k=0}^\infty \frac{h^{(k)}(0)}{k!} \left(\frac{mn/2 + k}{1}ight)^{mn/2 + k - 1} \prod_{i=2}^n (1 - x_i) \prod_{2 < i < j} (x_i - x_j) C_\ell(X)$$

Finally, by integrating $f(\ell_1)$ with respect to $\ell_1$, we obtain the distribution function of $\ell_1$, and thus the proof is complete.

**Corollary 6.** If $\Sigma = I_m$ in Theorem 5 then we have

$$\Pr(\ell_1 < x) = \frac{n^{mn/2} \Gamma_n((n + 1)/2)}{\Gamma_n(m + n + 1/2)} \cdot \left(\frac{mn/2 + k}{1}\right)^{mn/2 + k - 1} \prod_{i=2}^n (1 - x_i) \prod_{2 < i < j} (x_i - x_j) C_\ell(X).$$

(16)

**Proof.** The required result is easily obtained from

$$i_1P^{mn}_1(\ell^{(k)}(0) : \frac{m}{2}, \frac{m + n + 1}{2}; I_m, xI) = \sum_{k=0}^\infty \frac{(m/2)_k}{(m + n + 1/2)_k} \frac{C_\ell(I_m)C_\ell(I_n)}{C_\ell(I_m)},$$

which is the expression of the distribution function of the largest eigenvalue of $W$.

□
expressed for the length of the partition and reduced to Sugiyama [21] and Shimizu and Hashiguchi [16], respectively. Namely, the function (21) in the Gaussian case is

\[ \Pr(\ell_1 < x) = \frac{\pi^{m/2} \Gamma_m((n + 1)/2)}{\Gamma_m((m + n + 1)/2)} |x\Sigma^{-1}|^{-n/2} I_1 \left( \frac{h^{(k)}(0)}{2} : \frac{n - m + 1}{2} ; x\Sigma^{-1} \right) \]

where \( t = \min(n, m) \).

**Proof.** This proof is the same as that of Corollary 5 in Shimizu and Hashiguchi [16].

\[ \text{Corollary 7. Under the same conditions as in Theorem 5, the distribution function of } \ell_1 \text{ is also represented by} \]

\[ \Pr(\ell_1 < x) = \frac{\pi^{m/2} \Gamma_m((n + 1)/2)}{\Gamma_m((m + n + 1)/2)} |x\Sigma^{-1}|^{-n/2} I_1 \left( \frac{h^{(k)}(0)}{2} : \frac{n - m + 1}{2} ; x\Sigma^{-1} \right) \]

which yields \((m/2)_k/C_x(I_m) = (n/2)_k/C_x(I_n)\). Furthermore, if the length of a partition \( k \) is \( m \), then we have \((n/2)_k = 0\), where \( m > n \). Then, the generalized heterogeneous hypergeometric function \( I_1^{(m, n)} \) in (16) can be represented as

\[ \sum_{k=0}^\infty \binom{m}{k} \frac{\Gamma_k((m + 1)/2)}{\Gamma_k((m + n + 1)/2)} \frac{C_x(I_m)}{C_x(I_n)} = \frac{\Gamma_t((n + 1)/2)}{\Gamma_t((m + n + 1)/2)} |x\Sigma^{-1}|^{-n/2} I_1 \left( \frac{h^{(k)}(0)}{2} : \frac{n - m + 1}{2} ; x\Sigma^{-1} \right) \]

Díaz-García and Caro-Lopera [6] provided the Kummer relation of \( I_1 \) as

\[ \sum_{k=0}^\infty \binom{m}{k} \frac{\Gamma_k((m + 1)/2)}{\Gamma_k((m + n + 1)/2)} \frac{C_x(I_m)}{C_x(I_n)} = \frac{\Gamma_t((n + 1)/2)}{\Gamma_t((m + n + 1)/2)} |x\Sigma^{-1}|^{-n/2} I_1 \left( \frac{h^{(k)}(0)}{2} : \frac{n - m + 1}{2} ; x\Sigma^{-1} \right) \]

By applying (19) to (18), we obtain the desired result.

In the case that the elliptical Wishart matrix is nonsingular, Shinozaki et al. [18] gave the distribution of the largest eigenvalue \( \ell_1 \) in the same manner as Theorem 5 as

\[ \Pr(\ell_1 < x) = \frac{\pi^{m/2} \Gamma_m((n + 1)/2)}{\Gamma_m((m + n + 1)/2)} |x\Sigma^{-1}|^{-n/2} I_1 \left( \frac{h^{(k)}(0)}{2} : \frac{n - m + 1}{2} ; x\Sigma^{-1} \right) \]

where \( n \geq m \). Corollary 7 is a generalized expression of (17) and (20).

**Corollary 8.** Let \( W \sim E \Sigma(n, \Sigma, h) \). Then, the distribution function of the largest eigenvalue \( \ell_1 \) of \( W \) is given as:

\[ \Pr(\ell_1 < x) = \frac{\pi^{m/2} \Gamma_m((n + 1)/2)}{\Gamma_m((m + n + 1)/2)} |x\Sigma^{-1}|^{-n/2} I_1 \left( \frac{h^{(k)}(0)}{2} : \frac{n - m + 1}{2} ; x\Sigma^{-1} \right) \]

where \( t = \min(n, m) \).

If \( h(y) = \exp(-y/2)/(2\pi)^{m/2} \), the function (21) for nonsingular and singular cases coincides with the results of Sugiyama [21] and Shimizu and Hashiguchi [16], respectively. Namely, the function (21) in the Gaussian case is reduced to

\[ \Pr(\ell_1 < x) = \frac{\Gamma((t + 1)/2) \pi^{m/2}}{\Gamma((t + n + 1)/2) \Sigma^{m/2}} I_1 \left( \frac{n - m + 1}{2} ; \frac{1}{2} ; -\frac{1}{2} x\Sigma^{-1} \right) \]

where \( t = \min(n, m) \).
4. Numerical experiments

In this section, we discuss the numerical computations of (17) under the matrix variable \( t \) and Kotz-type models. If the generating function \( h(x) \) and its \( k \)-th derivative are given as

\[
h(y) = \frac{\Gamma((mn + \rho)/2)}{(\pi \rho)^{(mn)/2} \Gamma(\rho/2)} \left(1 + y/\rho\right)^{-(mn+\rho)/2}, \quad \text{and}
\]

\[
h^{(k)}(y) = \frac{\Gamma((mn + \rho)/2)(-1)^k((mn + \rho)/2)_k}{(\pi \rho)^{(mn)/2} \Gamma(\rho/2)y^k} \left(1 + y/\rho\right)^{-(mn+\rho)/2+k},
\]

respectively, then an \( m \times n \) random matrix \( X \) is said to have a matrix-variate \( t \) distribution, denoted by \( T_{m \times n}(\rho, \Sigma) \). The corresponding density function in (1) is also given by

\[
g_X(X) = \frac{\Gamma((mn + \rho)/2)}{(\pi \rho)^{(mn)/2} \Gamma(\rho/2)\Sigma^{n/2}} (1 + \text{tr}(X^\top \Sigma^{-1}X)/\rho)^{-(mn+\rho)/2}.
\]

We can determine a constant \( M \) in Theorem 3 for (23).

**Corollary 9.** If the generating function \( h(x) \) is in the form of (22) and \( mn \leq \rho \), then the superiority of \( |h^k(0)| \) for \( k = 0, 1, \ldots \) is evaluated by \( M = \pi^{-mn/2} \) in Theorem 2.

**Proof.** Let \( a = (mn + \rho)/2 \) and the sequence \( \{h^k(0) \mid k = 0, 1, \ldots\} \) monotonically increase for \( k \). From Staring’s formula, it is clear that

\[
\lim_{k \to \infty} \frac{\Gamma(a + k)}{\Gamma(a) a^k} = 1.
\]

Therefore, if \( mn \leq \rho \), then we have \( a \leq \rho \) and

\[
|h^k(0)| = \frac{\Gamma((mn + \rho)/2)((mn + \rho)/2)_k}{(\pi \rho)^{(mn)/2} \Gamma(\rho/2)y^k} \leq \frac{\Gamma(a + k)}{\Gamma(a) a^k} \frac{1}{\Gamma(\rho/2)\rho^{mn/2}(\pi \rho)^{(mn)/2}} \to \frac{1}{\pi^{mn/2}} \text{ as } k \to \infty,
\]

where \([x]\) is the Gauss symbol of \( x \). Hence, we can take \( M = \pi^{-mn/2} \) in Theorem 3.

Let \( X \sim T_{m \times n}(\rho, \Sigma) \), where \( m > n \) and \( \rho \geq mn \). From (17), the truncated distribution up to the \( K \) th degree of \( \ell_1 \) of \( W = XX^\top \) is given by

\[
F_{k}(x) = \frac{\Gamma((n + 1)/2)\Gamma((mn + \rho)/2)}{\Gamma_n((m + n + 1)/2)\Gamma(\rho/2)} |\Sigma|^{n/2} \sum_{k=0}^{K} \frac{((mn + \rho)/2)_k}{(\rho + xtr\Sigma^{-1})(mn+\rho)/2+k} \sum_{x \in P_n} \frac{((m + n + 1)/2)_k}{((m + n + 1)/2)_k} C_n(x\Sigma^{-1})
\]

We use the algorithm of Hashiguchi et al. [11] for the calculation of zonal polynomials in the above function. The empirical distribution based on \( 10^6 \) Monte Carlo simulations is represented by \( F_{\text{sim}} \). The generation of \( X \sim T_{m \times n}(\rho, \Sigma) \) is performed according to Theorem 3 of Shinozaki et al. [18]. Table 1 indicates several percentile points of correlated and uncorrelated cases. We see that \( F_{k} \) has at least two-decimal-place precision.
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The generation of random numbers for the matrix-variate Kotz type I distribution with parameters $\theta = 1/2$ and $q = 2$ is based on Definition 5 and Theorem 7 of Kollo and Roos [13]. Fig. 4 shows the comparison of the truncated distribution up to the 70th degree for (25) and $F_{\text{sim}}$ for the parameters $n = 2$ and $\Sigma = \text{diag}(3, 2, 1)$. We observe that the truncated distribution is very close to the empirical distribution $F_{\text{sim}}$. The 95 percentage points of both their distribution are 29.0.

| Table 1: Percentile points of truncated distribution ($m = 3, n = 2, \rho = 7$) |
|-----------------------------------------------|
| $\alpha$ | $F_{\text{sim}}^{-1}(\alpha)$ | $F_{(0)}^{-1}(\alpha)$ | $\alpha$ | $F_{\text{sim}}^{-1}(\alpha)$ | $F_{(0)}^{-1}(\alpha)$ |
|---------|------------------|------------------|---------|------------------|------------------|
| 0.05    | 1.15             | 1.15             | 0.05    | 2.15             | 2.16             |
| 0.10    | 1.61             | 1.61             | 0.10    | 3.05             | 3.06             |
| 0.50    | 4.87             | 4.87             | 0.50    | 9.65             | 9.65             |
| 0.90    | 14.2             | 14.2             | 0.90    | 29.5             | 29.5             |
| 0.95    | 19.5             | 19.5             | 0.95    | 41.0             | 41.1             |

Next, we illustrate the computation of (17) with the Kotz-type model. Caro-Lopera [1] classified the Kotz-type distribution into three subfamilies: Kotz types I, II, and III. The generator function for the Kotz type I distribution is given by

$$h(x) = \frac{\theta^{2q+mn-2/2} \Gamma(mn/2)}{\pi^{mn/2} \Gamma((2q + mn - 2)/2)} x^{\theta-1} \exp(-\theta x),$$

(24)

where $\theta > 0$ and $2q + mn > 2$.

**Corollary 10.** If the generating function $h(x)$ is in the form of (24) with $|\theta| < 1$, then the superiority of $|h^k(0)|$ for $k = 0, 1, \ldots$ is evaluated by $M = \pi^{-mn/2}$ in Theorem 3.

**Proof.** Applying the Leibniz rule to (24), we can evaluate the superiority of $|h^k(0)|$ for $k = 0, 1, \ldots$ as

$$|h^k(0)| = \frac{\partial^{q+mn-2/2} \Gamma(mn/2)}{\pi^{mn/2} \Gamma((2q + mn - 2)/2)} C_{q-1} \theta^{k-q+1} \leq \frac{\theta^{mn/2+k} q^{k-1}}{\pi^{mn/2}}$$

$$\to \frac{1}{\pi^{mn/2}} \text{ as } k \to \infty,$$

because $\Gamma(mn/2)/\Gamma((2q + mn - 2)/2) < 1$ and $s C_{q-1} \leq k^{-q}$ for $k = 0, 1, \ldots$. Hence, we can take $M = \pi^{-mn/2}$ in Theorem 5.

The $k$-th derivatives for the Kotz type II and III distributions can also be obtained by Faà di Bruno’s formula found in Caro-Lopera [1, 2]. If we set $\theta = 1/2$ and $q = 2$ in (24), the distribution (17) is reduced to

$$\Pr(\ell_1 < x) = \frac{\Gamma_n((n + 1)/2) \Gamma(mn/2)}{\Gamma_n((n + m + n + 1)/2) \Gamma(mn/2 + 1)} \left(\frac{1}{2}\right)^{mn/2+1} |x\Sigma^{-1}|^{n/2} \exp(-x^{\Sigma^{-1}}/2)$$

$$\times \sum_{k=0}^{\infty} \left(\frac{x^{\Sigma^{-1}}}{(m + 1)/2} - 2k \right) \sum_{k=0}^{\infty} \frac{(m + 1)/2 - k}{((m + n + 1)/2)_{k}} C_{\ell_1}(\Sigma^{-1}) \Gamma_n((n + 1)/2) \Gamma(mn/2 + 1).$$

(25)
$\Sigma = \text{diag}(3, 2, 1), \ n = 2$
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