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Abstract. We give a new proof for the central limit theorem in probability for the directed polymer model in a bounded environment with bond disorder in the interior of the weak disorder phase. In the same setup, we also show that the large deviation rate function agrees with that of the underlying random walk. In addition, for the Brownian polymer model, we show that the central limit theorem holds almost surely in the whole weak disorder phase.

The results are proved using the moment bound from [20] and a new tool introduced in this paper, which allows a quantitative comparison between the associated martingales at different inverse temperatures. This comparison is made precise using the noise operator $T^\rho$ acting on the environment by independent resampling.

1. New tools

Before introducing the model and the results, we briefly discuss the new ideas introduced in this paper.

The directed polymer model was initially introduced in the physics literature to describe the folding of long molecule chains in a solution with random impurities. Mathematically, it is a model for random paths, called polymers, that are attracted or repulsed by a space-time random environment with a parameter $\beta \geq 0$, called inverse temperature, governing the strength of the interaction. In recent years, the model has attracted much interest because it is conjectured that in a certain low temperature regime it belongs to the KPZ (Kardar-Parisi-Zhang) universality class of randomly growing surfaces. In contrast, this work is mainly concerned with the high temperature phase, where it is known that the influence of the disorder disappears asymptotically and that the long-term behavior is diffusive. This weak disorder phase is characterized by whether a certain associated martingale, $(W^\beta_n)_{n \in \mathbb{N}}$, is uniformly integrable, which is known to hold for small $\beta$ if the spatial dimension is at least three.

There is no closed-form characterization for the critical inverse temperature $\beta_{cr}$ and, in practice, the uniform integrability is a fairly weak integrability condition that is not easy to analyze. Several important features of the weak disorder phase have been established, see for example [8, 11, 1], but many more papers have focused on a different, very high temperature phase, which is characterized by $L^2$-boundedness of the associated martingale. This condition is known to be strictly stronger than uniform integrability [2]. In the recent work [20], we managed to improve this situation by showing that, in the whole weak disorder phase and for a certain class of environments, $(W^\beta_n)_{n \in \mathbb{N}}$ is $L^p$-bounded for some $p > 1$. This result plays an important role in the current paper by allowing us to interchange limits and expectations.

This work introduces a second new tool for the study of the weak disorder phase. Recall [23] that larger values of $\beta$ make the martingale $W^\beta_n$ “more variable”, in the sense that $\beta \mapsto \mathbb{E}[f(W^\beta_n)]$ is increasing for every $f : \mathbb{R} \to \mathbb{R}$ convex. While this monotonicity agrees with the intuition that $\beta$ is a measure for the strength of disorder in the model, it does not provide any quantitative information. Our new idea is the use the so-called noise operator $T^\rho$ as a measure for how variability increases with $\beta$. Here, $T^\rho$ acts on the environment by retaining each coordinate with probability $\rho$ and resampling it with probability $1 - \rho$, independently. This operator has featured prominently in problems motived by computer science, social choice and combinatorics, see [23, 16], but has, to the best of our knowledge, not appeared in the context of the directed polymer model before. We show that for every convex function $f : \mathbb{R} \to \mathbb{R}$,

$$\mathbb{E}[f(W^\beta_n)] \leq \mathbb{E}[f(T^\rho W_n^\beta)]$$
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where $0 < \beta_1 < \beta_2$ and where $\rho < 1$ has an explicit expression in terms of $\beta_1$ and $\beta_2$. Roughly speaking, \cite{1} allows us to integrate out parts of the environment at the “cost” of increasing the inverse temperature. This result is particularly useful if we consider bond disorder; in contrast to the site disorder studied most often in the literature. To give an example, in Proposition 2.9 we apply (1) to integrate out the disorder on a proportion of the edges pointing in, say, the $e$-direction and show that the resulting object can be interpreted as the martingale associated to a polymer with a drift in the opposite direction. We note that, somewhat unexpectedly, our argument only works for bond disorder – in general, bond and site disorder are regarded as equivalent and the focus on site disorder in the literature seems to be based mainly on notational convenience and convention.

2. Model and results

2.1. Definition of the model. We study three variations of the directed polymer model: two of them are in discrete time with space-time disorder associated to either the sites or the bonds of $\mathbb{N} \times \mathbb{Z}^d$, and the third model, called the Brownian polymer model, is in continuous time with the disorder given by a Poisson point process. Let $(\omega_0, \mathbb{P}_0)$ be a probability measure on $(\Omega_0, \mathcal{F}_0) = (\mathbb{R}, \mathcal{B}(\mathbb{R}))$, where we assume

$$\mathbb{E} \left[ e^{\beta \|\omega\|} \right] < \infty \quad \text{for all } \beta \geq 0. \quad (2)$$

We also assume that $\omega_0$ is not almost surely constant. The notation is similar for all three models:

**Site disorder (site dis.):** Let $\Omega_{\text{site}} = \Omega_0^{\times \mathbb{Z}^d}$, $\omega = (\omega_{t,x})_{t \in \mathbb{N}, x \in \mathbb{Z}^d}$ and $\mathbb{P}_{\text{site}} = \otimes_{(t,x) \in \mathbb{N} \times \mathbb{Z}^d} \mathbb{P}_0$.

**Bond disorder (bond dis.):** Let $\Omega_{\text{bond}} = \Omega E$, $\omega = (\omega_e)_{e \in E}$ and $\mathbb{P}_{\text{bond}} = \otimes_{e \in E} \mathbb{P}_0$, where $E$ denotes the set of directed nearest-neighbor edges in $\mathbb{N} \times \mathbb{Z}^d$,

$$E := \left\{ \left((n,x),(n+1,x+u)\right) : n \in \mathbb{N}, x \in \mathbb{Z}^d, u \in U \right\}, \quad (3)$$

$$U := \{ \pm e_i : i = 1, \ldots, d \}. \quad (4)$$

**Poissonian disorder (pois. dis.):** Let $\Omega_{\text{Pois}}$ be the set of locally finite counting measures $\omega$ on $\mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{N}$ and $\mathbb{P}_{\text{Pois}}$ the Poisson point process with intensity measure $dt \, dx \, \mathbb{P}_0(\eta)$. We identify $\omega \in \Omega_{\text{Pois}}$ with its support, writing $(t, x, \eta) \in \omega$ in place of $\omega((t, x, \eta)) = 1$.

The unperturbed model is a simple random walk $(X_n)_{n \in \mathbb{N}}, \mathbb{P}_{\text{SRW}}$ for the discrete-time models and Brownian motion $(B_t)_{t \geq 0}, \mathbb{P}_{\text{BM}}$ for the continuous-time model. The perturbation is defined as a Gibbs measure, where the energy of a path in environment $\omega$ is given by

$$H_n(\omega, x) := \sum_{i=1}^n \omega_{i,x_i} \quad \text{for site dis.},$$

$$H_n(\omega, x) := \sum_{(i-1,x_{i-1}),i,x_i) \omega_{(i-1,x_{i-1}),i,x_i) \in E} \quad \text{for bond dis.},$$

$$H_t(\omega, b) := \sum_{(s,y),\eta \in \omega} \eta \mathbb{I}_{\{s \in [0,t], y \in U(b_s)\}} \quad \text{for pois. dis.}.$$  

Here $U(x)$ denotes the ball of unit volume around $x \in \mathbb{R}^d$. In words, the energy of a path is the sum, resp. integral, of the environment observed along the path. The polygonal measure is defined by

$$\mu_{n,t}^\beta(dX) := (Z^\beta_n(\omega))^{-1} e^{\beta H_n(\omega, X)} \mathbb{P}_{\text{SRW}}(dX) \quad \text{for site dis. and bond dis.},$$

$$\mu_{\omega,t}^\beta(dB) := (Z^\beta_t(\omega))^{-1} e^{\beta H_t(\omega, B)} \mathbb{P}_{\text{BM}}(dB) \quad \text{for pois. dis.},$$

where $Z^\beta_n$ is the normalizing constant, called the partition function of the model. Under the polygonal measure, paths are attracted to areas of space-time where the environment is positive and repelled by areas where it is negative. Note that $(\mu_{\omega,t}^\beta)_{\omega \in \Omega}$ is not a consistent family, i.e., there is no infinite volume probability measure "\(\mu_{\omega,\infty}^\beta\)" whose projection to time $n$ agrees with $\mu_{\omega,n}^\beta$, simultaneously for all $n \in \mathbb{N}$.

The associated martingale mentioned in the previous section is defined by

$$W^\beta_n(\omega) := Z^\beta_n(\omega) e^{\lambda(\beta)} \quad \text{for site dis. and bond dis.},$$

$$W^\beta_t(\omega) := Z^\beta_t(\omega) e^{\lambda(\beta) - 1} \quad \text{for pois. dis.},$$

where $\lambda(\beta) := \log \mathbb{E}[e^{\beta \|\omega\|}]$.

We also introduce notation for adding a drift to the underlying simple random walk, resp. Brownian motion, which we need for the perturbative arguments used to prove the main results. We use bold symbols to indicate vector-valued parameters. First, for the discrete-time models, let $\mathcal{M}(U)$ denote the set of probability measures on $U$ (recall [4]). For $\alpha \in \mathcal{M}(U)$, we write $P^\alpha$ for the random walk with increment distribution $\alpha$, i.e.,

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u,$$  

$$P^\alpha(X_{n+1} - X_n = u) = \alpha_u.$$

(6)
As a non-negative martingale, the limit \( W \) in the symmetric case \( \alpha \) and define \( Z \) of Brownian motion with drift \( P \). Similarly, for the Brownian polymer model, let \( \lambda \in \mathbb{R}^d \) and write \( \mu^\lambda \) for the law of Brownian motion with drift \( \lambda \),

\[
P^\lambda(dB) = e^{\lambda B_t - \frac{1}{2} \|\lambda\|^2_t} dP_{BM}(dB),
\]

and define \( Z_t^\lambda \), \( W_t^\lambda \) and \( \mu_{\omega,t}^\lambda \) as in the discrete-time case. If no drift is specified, we always refer to the symmetric case \( \alpha = 0 \), resp. \( \lambda = 0 \). As a non-negative martingale, the limit \( W_t^\infty := \lim_{t \to \infty} W_t^\lambda \geq 0 \) exists almost surely. It characterizes the phase transition from high to low temperature, i.e., we say that weak disorder (WD) holds if

\[
P(\exists \beta > 0 : W_t^\infty > 0) > 0
\]

and that strong disorder (SD) holds otherwise, i.e., if

\[
P(\exists \beta = 0 : W_t^\infty = 0) = 1.
\]

It is not hard to see that \( W_t^\infty \) satisfies a zero-one law, i.e., for all \( \beta \geq 0 \),

\[
P(\exists \beta > 0 : W_t^\infty > 0) = \begin{cases} 0 & \text{if } \beta = 0, \\ 1 & \text{if } \beta > 0. \end{cases}
\]

Finally, we say that the environment is upper bounded (UB), lower bounded (LB), or bounded (B) if there exists \( K > 1 \) such that, respectively,

\[
\mathbb{P}_0((-\infty, -K]) = 0, \quad \mathbb{P}_0((\infty, -K]) = 0, \quad \mathbb{P}_0((-\infty, -K] \cup [K, \infty)) = 0.
\]

2.2. Known results. We review some results about the model to put our results into context. A more complete overview can be found in [9, 5] for (site dis.) and [6] for (pois. dis.).

A major question in statistical mechanics is about “disorder relevance”, i.e., whether the long-term behavior of a (randomly) perturbed model is different from the unperturbed model. In the present context, it is natural to ask whether the sequence \( (\mu^\omega_{\omega,n})_{n \in \mathbb{N}} \) satisfies a central limit theorem similar to the infinite temperature model \( (\mu^0_{\omega,n})_{n \in \mathbb{N}} \). The answer depends on whether weak disorder (WD) or strong disorder (SD) hold, as we will recall in the following. First, we have a phase transition in \( \beta \) and \( L^2\)-boundedness holds deep inside the weak disorder phase.

**Theorem A** ([8 Theorem 1.1], [10 Theorem 2.1.1]). Consider any of the three models introduced above, and let \( T = \mathbb{N} \) for the discrete-time models (site dis.) and (bond dis.) and \( T = \mathbb{R}_+ \) for (pois. dis.).

(i) There exist critical values \( \beta_{cr} \) and \( \beta_{cr}^2 \) in \( [0, \infty) \) such that

- (WD) holds for \( \beta < \beta_{cr} \) and (SD) for \( \beta > \beta_{cr}^2 \).
- \( (\mu^\omega_{\omega,n})_{n \in \mathbb{N}} \) is \( L^2\)-bounded if and only if \( \beta < \beta_{cr}^2 \).

(ii) If \( d \geq 3 \), then \( 0 < \beta_{cr} \leq \beta_{cr}^2 \). Moreover, for (site dis.), \( \beta_{cr}^2 < \beta_{cr} \).

We did not find references for (bond dis.), but the proofs from (site dis.) apply with minimal modifications. Also, while the strict inequality \( \beta_{cr}^2 < \beta_{cr} \) in part (ii) has only been obtained for (site dis.), there is no reason to expect that the situation is different for the other models. Whether the critical value \( \beta_{cr} \) belongs to the strong or weak disorder phase is a major open problem, see [5 Open Problem 3.2].

As mentioned in Section 1, stronger integrability has recently been proved for bounded environments in the whole weak disorder phase.

**Theorem B** ([20 Theorem 1.1]). Consider (site dis.) or (bond dis.). If (WD) holds, then

\[
\mathbb{E} \left[ \sup_{n \in \mathbb{N}} W_n^{\beta,\alpha} \right] < \infty.
\]

If additionally (UB) holds, then there exists \( p > 1 \) such that

\[
\sup_{n \in \mathbb{N}} \|W_n^{\beta,\alpha}\|_p < \infty.
\]

Analogous results hold for (pois. dis.).

In [20], the proof of Theorem B is given for site disorder in the symmetric case, but the extensions to general drifts, to bond disorder and to continuous space-time require only minor modifications. Now, the question at the beginning of this section about the long-term behavior of \( (\mu^\omega_{\omega,n})_{n \in \mathbb{N}} \) has been answered for the whole weak disorder phase:
Theorem C ([11] Theorem 1.2]). Consider \textbf{site dis.} in dimension $d \geq 3$ and assume (WD). Then for all $f : \mathbb{R}^d \to \mathbb{R}$ bounded and continuous,

$$\sum_{x \in \mathbb{Z}^d} \mu_{\omega,n}^\beta (X_n = x) f \left( \frac{x}{\sqrt{n}} \right) \xrightarrow{P} \int_{\mathbb{R}^d} f(x) k(x) dx,$$

where $k$ is the density of the $d$-dimensional standard normal distribution.

Equivalent results are known for \textbf{pois. dis.}, see [13] Proposition A.2. We will give an independent proof of (10) for bond disorder in the interior of the weak disorder phase $\beta < \beta_{cr}$, see Theorem 2.1 below. Moreover, we show that for the Brownian polymer model, convergence in probability can be improved to almost sure convergence, see Theorem 2.2.

The fact that the central limit theorem continues to hold for some $\beta > 0$ came as a surprise to the community, and in this spirit the following result is interesting:

**Theorem D ([11] Theorem 6.2]).** Consider \textbf{site dis.} in dimension $d \geq 3$ and let $\beta < \beta_{cr}^{L^2}$. Then, almost surely, $\lim_{n \to \infty} \frac{1}{n} \mu_{\omega,n}^\beta[H_n(\omega, X)] = \lambda(\beta)$.

To put this result into context, note that for $\beta > 0$ the set of paths $\pi$ with $H_n(\omega, \pi) \approx n \lambda(\beta)$ is exponentially small in the set of all paths, so that $\mu_{\omega,n}^\beta$ is supported on a negligibly small part of the support of $P$. Thus (10) holds on the diffusive scale despite the fact that paths under $\mu_{\omega,n}^\beta$ look locally quite different from paths under the unperturbed measure $P$.

To close this discussion, we mention that much stronger results are available in the $L^2$-phase: in addition to Theorem D, it is known that convergence in probability in (10) can be replaced by almost sure convergence [13] [19] [25]; precise error bounds for the rate of convergence to $W^\beta_\infty$ have been established [7] [12]; and a local central limit theorem has been proved [27] [29]. We also mention that much research has been focused on the strong disorder phase (SD). In particular, the one-dimensional case is a very active field of research because of its conjectured relation to the KPZ universality class and because exactly solvable models are known. The behavior of $\mu_{\omega,n}^\beta$ in strong disorder is radically different from the weak disorder phase that is the focus of the present article.

2.3. The main results.

2.3.1. Central limit theorem for bond disorder. We give a new proof for [10] in the interior of the weak disorder phase for bond disorder. Here, we consider $\mu_{\omega,n}^\beta$ as a random variable in $\mathcal{M}(\mathbb{R}^d)$, the set of probability measures on $\mathbb{R}^d$, equipped with the topology of weak convergence, which is induced by the Prohorov metric $d_P$ on $\mathcal{M}(\mathbb{R}^d)$. As indicated above, our argument uses that weak disorder is stable under perturbation by a small drift, which is the first part of the result.

**Theorem 2.1.** Consider \textbf{bond dis.} in dimension $d \geq 3$, assume that the environment is bounded (BD) and let $\beta < \beta_{cr}$.

(i) There exists $\alpha_0(\beta) > 0$ such that weak disorder holds for all $\alpha \in (1/2d + [-\alpha_0, \alpha_0]^d) \cap \mathcal{M}(U)$, i.e.,

$$\mathbb{P}(W^\beta_\infty > 0) = 1 \text{ for all } \alpha \in (1/2d + [-\alpha_0, \alpha_0]^d) \cap \mathcal{M}(U).$$

(ii) Let $\mathcal{N}$ denote the standard normal distribution on $\mathbb{R}^d$. It holds that

$$d_P \left( \mu_{\omega,n}^\beta \left( \frac{X_n}{\sqrt{n}} \in \cdot \right), \mathcal{N} \right) \xrightarrow{P} 0, \quad n \to \infty.$$

While not stated in the literature, the proof of the CLT for site disorder Theorem C can presumably be adapted to bond disorder. Theorem 2.1 is potentially weaker than that adaptation because it only covers the interior of the weak disorder phase. However, it is widely expected [5] [Open Problem 3.2] that strong disorder holds at the critical temperature $\beta_{cr}$, i.e., that the weak disorder phase is open.

We think that the argument can be extended to prove convergence of the finite dimensional distributions, i.e. that for every $0 \leq t_1 < \cdots < t_k \leq 1$ the $kd$-dimensional probability measures

$$\mu_{\omega,n}^\beta \left( \left( \frac{X_{\lfloor t_1n \rfloor}}{\sqrt{n}}, \ldots, \frac{X_{\lfloor t_kn \rfloor}}{\sqrt{n}} \right) \in \cdot \right)$$

converge in probability to the law of $(B_{t_1}, \ldots, B_{t_k})$ under $d_{BM}$. At the moment, we do not know how to prove tightness, i.e., that every subsequence $(n_k)_{k \in \mathbb{N}}$ has a sub-subsequence $(n_{k_l})_{l \in \mathbb{N}}$ such that

$$\mu_{\omega, n_{k_l}}^\beta \left( \left( \frac{X_{\lfloor t_1n_{k_l} \rfloor}}{\sqrt{n_{k_l}}}, \ldots, \frac{X_{\lfloor t_kn_{k_l} \rfloor}}{\sqrt{n_{k_l}}} \right)_{t \in [0,1]} \in \cdot \right).$$
is almost surely tight in $C([0,1])$, the space of continuous functions $x:[0,1] \to \mathbb{R}^d$ equipped with the uniform topology. We note that tightness seems to be an open problem for site disorder as well.

2.3.2. Central limit theorem for Poissonian disorder. For the Brownian polymer model, there is no need to use perturbative arguments as in Theorem 2.1 due to a certain shift invariance, which we now explain. Namely, for $\omega \in \Omega^{\text{Poiss.}}$ and $\lambda \in \mathbb{R}^d$, we define $\omega(\lambda) \in \Omega^{\text{Poiss.}}$ by

$$ (t,x,\eta) \in \omega \iff (t,x-t\lambda,\eta) \in \omega(\lambda). $$

Then $\omega(\lambda)$ has the same law as $\omega$ and one can check that $W_t^{\lambda}(\omega) = W_t^{\lambda}(\omega(\lambda))$. In particular, the law of $W_t^{\lambda}$ does not depend on $\lambda$ and if $W_t^\alpha$ holds for one $\lambda$, then $\mathbb{P}(W_\infty^\alpha > 0) = 1$ for all $\lambda \in \mathbb{R}^d$.

We now use this shift invariance and the moment bound from Theorem 2.3 to improve the convergence in probability from Theorem 2.2 to almost sure convergence.

**Theorem 2.2.** Consider $\omega \in \Omega^{\text{Poiss.}}$, assume that weak disorder (WD) holds and that the environment is upper bounded in $\mathbb{R}^d$. Let $N$ denote the standard normal distribution on $\mathbb{R}^d$. Then, almost surely,

$$ d_{\mathcal{P}}\left( \mu_{\omega,t}^\beta \left( \frac{X_t}{\sqrt{t}} \in \cdot \right), N \right) \xrightarrow{t \to \infty} 0. $$

Our proof does not work for the bond disorder model because shift invariance does not hold, but we nevertheless obtain a certain “defective” version of Theorem 2.2. To state it, we define $\alpha(\lambda) \in \mathcal{M}(\mathcal{U})$ by

$$ (\alpha(\lambda))_u = \sum_{\lambda \in \mathcal{U}} \mathcal{E}_u \lambda. $$

**Theorem 2.3.** Consider $\alpha \in (\text{bond dis.})$ and assume that the environment is bounded in $\mathbb{R}^d$. Let $\beta < \beta_{cr}$ and let $\lambda_0 > 0$ be small enough that $\alpha(\lambda) \in 1/2d + [-\alpha_0, \alpha_0]^d$ for all $\lambda \in [-\lambda_0, \lambda_0]^d$, where $\alpha_0$ is as defined in Theorem 2.2 (i). For $\mathbb{P}$-almost all $\omega$ there exists a Borel set $\Lambda(\omega) \subseteq [-\lambda_0, \lambda_0]^d$ with $|\Lambda(\omega)| = (2\lambda_0)^d$ such that, for all $\lambda \in \Lambda(\omega)$,

$$ d_{\mathcal{P}}\left( \mu_{\omega,n}^{\beta,\alpha}(\frac{X_n - \alpha(\lambda)n}{\sqrt{n}} \in \cdot), N \right) \xrightarrow{n \to \infty} 0. $$

That is, an almost sure central limit theorem holds for Lebesgue almost all directions $\alpha \in (1/2d + [-\alpha_0, \alpha_0]^d) \cap \mathcal{M}(\mathcal{U})$. Of course, this does not exclude the possibility that $\mathbb{P}(0 \notin \Lambda(\omega)) > 0$ and hence we cannot say anything about the symmetric case $\lambda = 0$. In the case of $\text{site dis.}$, we use the shift invariance to exclude the possibility that $0$ is atypical.

2.3.3. Large deviation principle for bond disorder. We present a second application for the perturbative argument used to prove Theorem 2.1 To motivate it, we briefly discuss the so-called curvature conjecture.

First, it is known that the polymer endpoint satisfies a large deviation principle (LDP).

**Theorem E (Lemma 1.2, Theorem 9.1).** Consider $\omega \in \Omega^{\text{site dis.}}$ or $\omega \in \Omega^{\text{bond dis.}}$ in arbitrary dimension and for any $\beta > 0$, $\alpha \in \mathcal{M}(\mathcal{U})$.

(i) For any $x \in \mathbb{R}^d$ with $\|x\|_1 \leq 1$, let $(x_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{Z}^d$ such that $\lim_{n \to \infty} \frac{x_n}{n} = x$ and $P^\alpha(X_n = x_n) > 0$. There exist $p(\beta, \alpha), p(\beta, x) \in (-\infty, 0]$ such that, almost surely,

$$ p(\beta, \alpha) = \lim_{n \to \infty} \frac{1}{n} \log W_n^\beta \alpha = \lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\log W_n^\beta \alpha], $$

$$ p(\beta, x) = \lim_{n \to \infty} \frac{1}{n} \log E[e^{\beta H_u(\omega, x) - n(\beta)} \mathbb{I}_{X_n = x_n}] = \lim_{n \to \infty} \frac{1}{n} \mathbb{E} \left[ \log E[e^{\beta H_u(\omega, x) - n(\beta)} \mathbb{I}_{X_n = x_n}] \right]. $$

Moreover, $p(\beta, x)$ does not depend on the choice of $(x_n)_{n \in \mathbb{N}}$.

(ii) The sequence $(\mu_{\omega,n}^{\beta}(X_n/n \in \cdot))_{n \geq 0}$ almost surely satisfies an LDP with deterministic, convex and continuous rate function

$$ J^\beta(x) := p(\beta, 1/2d) - p(\beta, x). $$

Similar to our convention $W_n^\beta = W_n^{\beta,1/2d}$, we will write $p(\beta)$ in place of $p(\beta, 1/2d)$. The quantity in (14), resp. (15), is known as the point-to-plane, resp. point-to-point, free energy. It is commonly defined with $W_n^\beta \alpha$ replaced by the partition function $Z_n^\beta \alpha$, but this only leads a shift by $\lambda(\beta)$. It seems that Theorem E is only available for site disorder in the symmetric case $\alpha = 1/2d$ in the literature, but the necessary modifications are straightforward by following the arguments from [4, 5].

The curvature conjecture [5, Open Problem 9.3] states that $x \mapsto J^\beta(x)$ is strictly convex, and in particular that $J^\beta(x) > 0$ for all $x \neq 0$. In strong disorder, the conjecture is related to certain fluctuation exponents, which are expected to follow the KPZ scaling relation, and it would resolve long-standing questions about
the long-term behavior of the polymer. For example, it is currently not known whether a law of large numbers holds in strong disorder, i.e., whether
\[ \lim_{n \to \infty} \mu^\beta_{\omega,n}(|X_n| > \varepsilon n) = 0. \]

In this section, we show that in the interior of the weak disorder phase \( J^\beta \) agrees with the rate function of the unperturbed model \( P^{\text{SRW}} \) in some neighborhood of the origin. This result is of more limited interest than the curvature conjecture in strong disorder, because both the scaling exponents and the law of large numbers are already known, but we think that the ideas are potentially relevant in strong disorder as well. Namely, in Proposition 2.10 below we prove a comparison between the free energies \( p(\beta, \alpha) \) and \( p(\beta, \alpha') \) with different drifts \( \alpha, \alpha' \in \mathcal{M}(\mathcal{U}) \), which should be relevant because an LDP is typically proved by exponentially tilting the original measure. An interesting observation is that in this context bond disorder seems to be easier to analyze than site disorder.

The function \( \beta \mapsto p(\beta) \) is known to be continuous and decreasing, so there exists \( \beta_{cr} \) such that \( p(\beta) = 0 \) if and only if \( \beta \leq \beta_{cr} \). Clearly \( \beta_{cr} \leq \beta_{cr} \), and it is believed that the two critical values are in fact equal [5, Open Problem 3.2]. We now identify the LDP rate function \( J^\beta \) for \( \beta < \beta_{cr} \).

**Theorem 2.4.** Consider (bond dis.) in dimension \( d \geq 3 \) and assume that the environment is bounded (Ld.). Then the following hold.

1. Let \( \beta < \beta_{cr} \). There exists \( \alpha_0 > 0 \) such that \( p(\beta, \alpha) = 0 \) for all \( \alpha \in (1/2d + [-\alpha_0, \alpha_0]^d) \cap \mathcal{M}(\mathcal{U}) \).
2. Let \( \beta < \beta_{cr} \). The rate function \( J^\beta \) agrees with the rate function \( I^{\text{SRW}} \) of \( P^{\text{SRW}} \) in a neighborhood of the origin.
3. For all \( \beta \leq \beta_{cr} \) and all \( x \in \mathbb{R}^d \), \( J^\beta(x) \geq I(x) \).

**Remark 2.5.** (i) We think that Theorem 2.4 is sharp in the sense that \( J^\beta(x) > I^{\text{SRW}}(x) \) for all \( \beta > \beta_{cr} \) and \( x \neq 0 \). Note that this would imply the curvature conjecture discussed above.

(ii) It is not hard to see that
\[ J^\beta(e_1) = p(\beta) - \beta \mathbb{E}[\omega_0] + \lambda(\beta) + I^{\text{SRW}}(e_1), \]
so by continuity we have \( J^\beta > I^{\text{SRW}} \) in some neighborhood of \( e_1 \). In other words, the disorder irrelevance close to the origin from Theorem 2.4 (ii) does not extend to the whole domain.

The result is inspired by [5] Exercise 9.1, where the same conclusion is obtained for \( \beta < \beta_{cr}^L \) using the so-called replica trick. Recently [15], we proved an analogue of Theorem 2.4 for a related model in continuous time and discrete space, which is parametrized in terms of the jump rate \( \kappa \) of the underlying random walk instead of the inverse temperature \( \beta \). In place of Theorem 2.6 we used the comparison result [19] Theorem 1) to “integrate out” the drift at the “cost” of decreasing the jump rate \( \kappa \), but this idea is not easily adapted to discrete time: indeed, the set of discrete-time nearest-neighbor paths is not closed under coordinate-wise addition, so \( P^{\text{SRW}} \) does not enjoy the convolution property discussed in the beginning of [15] Section 2. Moreover, the inverse temperature \( \beta \) is not a direct analogue of the jump rate \( \kappa \).

### 2.4. Auxiliary results

In the next section, we introduce the new tool mentioned in the introduction. Afterward, in Section 2.4.2 we state some technical results necessary for the perturbative arguments in Theorems 2.1 and 2.4. We only consider the discrete-time models (site dis.) and (bond dis.). A suitable version of Theorem 2.6 should, in principle, be valid in the continuous-time setting as well, but due to the shift invariance discussed at the beginning of Section 2.3.2 the generalization of Proposition 2.9 is not interesting for the Brownian polymer model.

#### 2.4.1. A quantitative comparison result

We start by introducing the *noise operator* \( T^\text{site}_\rho \) for site disorder. Let \( \tilde{\omega} \) be an independent copy of \( \omega \) and \( (U_{t,x})_{t \in \mathbb{N}, x \in \mathbb{Z}^d} \) an independent family of uniformly distributed random variables. For \( \rho \in [0,1] \), define \( T^\text{site}_\rho : L^2(\Omega^{\text{site}}) \to L^2(\Omega^{\text{site}}) \) by
\[
(T^\text{site}_\rho f)(\omega) := \mathbb{E} \left[ f(\omega_\rho) \big| \omega \right],
\]
where \( \omega_\rho \in \Omega^{\text{site}} \) is given by
\[
\omega_\rho(t, x) := \begin{cases} 
\omega(t, x) & \text{if } U_{t,x} \leq \rho \\
\tilde{\omega}(t, x) & \text{if } U_{t,x} > \rho.
\end{cases}
\]
In words, $T^\text{site}_\rho$ acts on $\omega$ by resampling each coordinate with probability $1 - \rho$, independently. A useful generalization is to consider a family $\rho = (\rho_{t,x})_{t \in \mathbb{N}, x \in \mathbb{Z}^d}$ of parameters and define the inhomogeneous noise operator by $(T^\text{site}_\rho f)(\omega) := \mathbb{E} [f(\omega_\rho)|\omega]$, where

$$
\omega_\rho(t,x) := \begin{cases} 
\omega(t,x) & \text{if } U_{t,x} \leq \rho_{t,x} \\
\tilde{\omega}(t,x) & \text{if } U_{t,x} > \rho_{t,x}.
\end{cases}
$$

The noise operator $T^\text{bond}_\rho : L^2(\Omega^\text{bond}) \to L^2(\Omega^\text{bond})$ for (bond dis.) is defined similarly by independently resampling the environment at each bond. We now state the comparison result mentioned in Section 1.

**Theorem 2.6.** Consider either (bond dis.) or (site dis.) and assume that the environment is bounded (Bd.). Let $0 < \beta_- < \beta_+ < \infty$.

(i) For every $\alpha \in \mathcal{M}(\mathcal{U})$ and $\beta_1, \beta_2 \in [\beta_-, \beta_+]$ with $\beta_1 \leq \beta_2$, there exists $\rho_0^0, \beta_1, \beta_2 \in [0, 1]$ such that, for every $\rho \geq \rho_0^0, \beta_1, \beta_2$, $n \in \mathbb{N}$ and $f : \mathbb{R}_+ \to \mathbb{R}$ convex,

$$
\mathbb{E} [f(W^\beta_{n,1})] \leq \mathbb{E} [f(T^\rho_n W^\beta_{n,1})].
$$

(ii) There exists $C = C(\beta_-, \beta_+)$ such that, for every $\beta_1, \beta_2 \in [\beta_-, \beta_+]$ with $\beta_1 \leq \beta_2$,

$$
\rho_0^0, \beta_1, \beta_2 \leq 1 - C(\beta_2/\beta_1 - 1).
$$

(iii) For every $\alpha \in \mathcal{M}(\mathcal{U})$ and $\beta_1, \beta_2 \in [\beta_-, \beta_+]$ with $\beta_1 \leq \beta_2$ and $\rho \geq \rho_0^0, \beta_1, \beta_2$ there exists a coupling $(\omega_1, \omega_2)$ with marginals $\mathbb{P}$ such that, for every $n \in \mathbb{N}$,

$$
W^\beta_{n,1}(\omega_1) = \mathbb{E} [T^\rho_n W^\beta_{n,1}(\omega_2)|\omega_1].
$$

**Remark 2.7.** (i) Note that $T^\alpha_n W^\alpha_n = W^\alpha_n$, so (19) in particular implies that $\beta \mapsto \mathbb{E}[f(W^\beta_n)]$ is increasing in $[\beta_-, \beta_+]$, partially recovering the result from [23, Theorem 1.2].

(ii) The assumption of boundedness is sharp. More precisely, without (Bd.) the only $\rho$ satisfying (19) is $\rho_0 = 1$, so there is no improvement on the result from [23]. See Remark 3.2 below.

(iii) It is known that (19) and (21) are equivalent for any fixed $n$, see [26, Theorem 3.3.4]. The value of Theorem 2.6 (iii) is that there is a coupling satisfying (21) simultaneously for all $n \in \mathbb{N}$, which we need in Proposition 2.9 (ii).

(iv) The constant $C$ from Theorem 2.6 (ii) is explicit and depends only on the marginal $P_0$ of $\mathbb{P}$, see [35].

(v) This result is motivated by [21, 5.A.7.b], where a similar statement appeared for random variables with finite support, although they did not investigate under which conditions $\rho_0 < 1$ holds.

An illustrative example is the Bernoulli environment, where we can choose $\omega_1 = \omega_2$ in (21).

**Example 2.8.** Assume $P_0(\omega_0 = 0) = 1 - P(\omega_0 = 1) = p \in (0, 1)$. We claim that there exists $\rho = \rho(\beta_1, \beta_2)$ such that almost surely

$$
W^\beta_{n,1}(\omega) = (T^\rho_n W^\beta_{n,1})(\omega).
$$

Indeed, requiring $e^{\beta_1 \omega - \lambda(\beta_1)} = T^\rho_n e^{\beta_2 \omega - \lambda(\beta_2)}$ for both $\omega = 0$ and $\omega = 1$ results in two equations,

$$
e^{\lambda(\beta_1)} - 1 = \frac{1 - \rho}{1 - \rho + \rho e^{\lambda(\beta_2)}} + (1 - \rho),
$$

$$
e^{\beta_1 \omega - \lambda(\beta_1)} - 1 = \frac{1 - \rho}{1 - \rho + \rho e^{\beta_2 \omega - \lambda(\beta_2)}} + (1 - \rho).
$$

Some calculations reveal that both are solved by $\rho := \frac{e^{\lambda(\beta_2)} e^{\beta_1 \omega - \lambda(\beta_1)}}{e^{\beta_1 \omega - \lambda(\beta_1)} - 1}$.

**2.4.2. Perturbation by small drifts for bond disorder.** Our main conclusion from Theorem 2.6 is that for bond disorder, (WD) is stable under perturbation by small drifts, which is the content of Proposition 2.9 below. To make this precise, we introduce a “distance” between $\alpha, \alpha' \in \mathcal{M}(\mathcal{U}),$

$$
m(\alpha|\alpha') := \min \left\{ \alpha': u \in \mathcal{U} \right\},
$$

$$
d(\alpha, \alpha') := m(\alpha|\alpha') m(\alpha' |\alpha).
$$

Indeed, note that $d(\alpha, \alpha'), m(\alpha|\alpha') \in [0, 1]$ and $d(\alpha, \alpha') = m(\alpha|\alpha') = 1$ if and only if $\alpha = \alpha'$.

**Proposition 2.9.** Consider (bond dis.), assume that the environment is bounded (Bd.) and let $0 < \beta_- < \beta_+ < \infty$, $\alpha_+ \in \mathcal{M}(\mathcal{U})$ and

$$
\Lambda(\beta_-, \beta_+, \alpha_+) := \left\{ (\alpha, \beta) \in \mathcal{M}(\mathcal{U}) \times [\beta_-, \beta_+] : d(\alpha, \alpha_+) \geq \rho_0^{\beta_+ - \beta_+} (\beta, \beta_+) \right\}.
$$
(i) For every \( f : \mathbb{R}_+ \to \mathbb{R} \) convex,
\[
\sup_n \sup_{(\alpha, \beta) \in \Lambda} \mathbb{E} \left[ f(W_n^{\beta, \alpha}) \right] \leq \sup_n \mathbb{E} \left[ f(W_n^{\beta_+ - \beta, \alpha}) \right].
\] (25)

(ii) If (WD) holds for \((\alpha_+, \beta_+)\) then there exists \( p > 1 \) such that
\[
\lim_{n \to \infty} \sup_{(\alpha, \beta) \in \Lambda} ||W_n^{\beta, \alpha} - W_{\infty}^{\beta, \alpha}||_p = 0.
\] (26)

Moreover,
\[
\lim_{N \to \infty} \sup_{(\alpha, \beta) \in \Lambda} \mathbb{E} \left[ \sup_{n, m \geq N} ||W_n^{\beta, \alpha} - W_m^{\beta, \alpha}||_p \right] = 0.
\] (27)

Next, we have the following perturbation result for the free energy.

**Proposition 2.10.** Under the assumptions of Proposition 2.9, for every \( \beta_1, \beta_2 \in [\beta_- , \beta_+] \) with \( \beta_1 \leq \beta_2 \) and every \( \alpha_1, \alpha_2 \in M(U) \) such that
\[
d(\alpha_1, \alpha_2) \geq \rho_0^{\beta_1 - \beta_2} (\beta_1, \beta_2),
\] (28)

it holds that
\[
p(\beta_1, \alpha_1) \geq m(\alpha_1 | \alpha_2) p(\beta_2, \alpha_2).
\] (29)

### 3. Proof of Theorem 2.6

We write
\[
h_{\beta} = \exp (\beta \omega_0 - \lambda(\beta))
\] (30)
for the contribution of a generic instance of the environment and \( h_{t,x}^\beta \), resp. \( h_{e}^{\beta} \) for the contribution from site \((t, x) \in \mathbb{N} \times \mathbb{Z}^d \) resp. from bond \( e \in E \). With this notation,
\[
W_{n}^{\beta, \alpha}(\omega) = \begin{cases} \sum_{\pi \in S_n} P^\alpha(\pi) \prod_{t=1}^n h_{t,x}^\beta & \text{for site dis.}, \\ \sum_{\pi \in S_n} P^\alpha(\pi) \prod_{e \in \pi} h_{e}^{\beta} & \text{for bond dis.}, \end{cases}
\] (31)
where \( S_n \) denote the set of nearest-neighbor paths of length \( n \) and where we identify at path with the set of its edges. We recall the relation \( X \lesssim_{cx} Y \), \( X \) is smaller than \( Y \) in the convex order, between two real-valued random variables \( X \) and \( Y \), which holds if
\[
\mathbb{E}[f(X)] \leq \mathbb{E}[f(Y)]
\]
for all \( f : \mathbb{R} \to \mathbb{R} \) convex such that both sides of the above inequality are well-defined. We refer to [20] or to [22] for surveys about \( \lesssim_{cx} \). In the next lemma, we show that Theorem 2.6 holds element-wise, from which the result follows by using the fact that \( \lesssim_{cx} \) is stable under taking mixtures.

**Lemma 3.1.** Under the assumptions of Theorem 2.6, there exists \( C > 0 \) such that for every \( \beta_1, \beta_2 \in [\beta_- , \beta_+] \) with \( \beta_1 \leq \beta_2 \),
\[
h_{\beta_1} \lesssim_{cx} \rho_0 h_{\beta_2} + (1 - \rho_0),
\] (32)
where \( \rho_0(\beta_1, \beta_2) := 1 - C(\beta_2 / \beta_1 - 1) \).

**Proof of Theorem 2.6 for site dis. assuming Lemma 3.1.** From [17] Exercise 1.2 we obtain that, for any \( \rho \in [\rho_0, 1] \) and \( \beta \geq 0 \),
\[
\rho_0 h_{\beta} + (1 - \rho_0) \lesssim_{cx} \rho h_{\beta} + (1 - \rho).
\]
Thus, by Lemma 3.1 and the transitivity of \( \lesssim_{cx} \), for all \( \beta_1, \beta_2 \in [\beta_- , \beta_+] \) with \( \beta_1 \leq \beta_2 \) and \( \rho \geq \rho_0(\beta_1, \beta_2) \),
\[
h_{\beta_1} \lesssim_{cx} \rho h_{\beta_2} + (1 - \rho).
\]
For any \((t, x) \in \mathbb{N} \times \mathbb{Z}^d \), by [20] Theorem 3.A.4, there exists a coupling \((\tilde{h}_{t,x}^{\beta_1}, \tilde{h}_{t,x}^{\beta_2})\) with the same marginals as \( h_{\beta_1} \) and \( h_{\beta_2} \) and such that
\[
\tilde{h}_{t,x}^{\beta_1} = \rho \mathbb{E} \left[ h_{t,x}^{\beta_2} \right] + (1 - \rho).
\]
Since \( \omega_0 \mapsto h^\beta(\omega_0) \) is one-to-one, we obtain \((\omega^i_{t,x}, \omega^j_{t,x}) \) with \( h^\beta_{i,x}(\omega^i_{t,x}) = h^\beta_{j,x}(\omega^j_{t,x}) \) for \( i = 1, 2 \), and it is clear that \( \omega^i := (\omega^i_{t,x})_{t \in \mathbb{N}, x \in \mathbb{Z}^d} \) has law \( \mathbb{P}^\omega \) for \( i = 1, 2. \) For any \( n \in \mathbb{N}, \)
\[
\mathbb{E} \left[ T_n \mathbb{W}_n^{\beta_1,\alpha}(\omega^2) | \omega^1 \right] = \sum_{\pi \in S_n} \mathbb{P}^{\alpha}(\pi) \prod_{t=1}^n \mathbb{E} \left[ (\rho h^\beta_{t,\pi(t)}(\omega^2) + (1 - \rho)) | \omega^1 \right] \\
= \sum_{\pi \in S_n} \mathbb{P}^{\alpha}(\pi) \prod_{t=1}^n \mathbb{E} \left[ (\rho h^\beta_{t,\pi(t)} + (1 - \rho)) | \omega^1 \right] \\
= \sum_{\pi \in S_n} \mathbb{P}^{\alpha}(\pi) \prod_{t=1}^n \mathbb{E} \left[ (\rho h^\beta_{t,\pi(t)} + (1 - \rho)) | \omega^1 \right] \\
= \mathbb{W}_n^{\beta_1,\alpha}(\omega^1).
\]
This proves part (ii) and (iii), and part (i) follows from part (iii) by Jensen’s inequality for conditional expectation.

**Proof of Lemma 7.1.** To keep the notation is simple, we write \( h(\beta) \) instead of \( h^\beta. \) Using \( \text{[26]} \) Theorem 3.A.5, \( \mathbb{E} \left[ T_n \mathbb{W}_n^{\beta_1,\alpha}(\omega^2) | \omega^1 \right] \) is equivalent to
\[
\int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \geq \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \quad \text{for all } x \in [0, 1],
\]
where \( F_{Z}^{-1} \) denotes the right-continuous inverse of the distribution of a random variable \( Z. \) Note that
\[
F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) = \frac{F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u)}{\mathbb{E}^{[\beta_1]}},
\]
\[
F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) = \frac{F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u)}{\mathbb{E}^{[\beta_1]}} + (1 - \rho).
\]
We therefore have to check that, for all \( x \in [0, 1],
\[
\mathbb{E}^{[\beta_2]} \left( x \mathbb{E}^{[\beta_1]} - \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \right) \leq \rho \mathbb{E}^{[\beta_1]} \left( x \mathbb{E}^{[\beta_1]} - \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \right).
\]
Observe that the functions \( x \mapsto \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \) and \( x \mapsto \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \) are convex. Since \( \omega \) is not almost surely constant and \( \beta_1 > 0, \) they intersect the linear functions \( x \mapsto x \mathbb{E}^{[\beta_1]} \) and \( x \mapsto x \mathbb{E}^{[\beta_2]} \) exactly for \( x = 0 \) and \( x = 1. \) Hence both sides of \( \mathbb{E}^{[\beta_2]} \left( x \mathbb{E}^{[\beta_1]} - \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \right) \leq \rho \mathbb{E}^{[\beta_1]} \left( x \mathbb{E}^{[\beta_1]} - \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \right) \) are strictly positive for \( x \in (0, 1). \) We define
\[
\rho_0(\beta_1, \beta_2) := \sup_{x \in (0, 1)} x \mathbb{E}^{[\beta_1]} \left( x \mathbb{E}^{[\beta_1]} - \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \right)
\]
\[
= 1 - \inf_{x \in (0, 1)} \frac{\mathbb{E}^{[\beta_2]} \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du - \mathbb{E}^{[\beta_1]} \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du}{\mathbb{E}^{[\beta_1]} \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du}.
\]
For \( \mathbb{E}^{[\beta_2]} \), we have to show that there exists \( C > 0 \) such that \( \rho_0 \leq 1 - C(\beta_2 / \beta_1 - 1). \) This will follow if we find \( c_1, c_2 > 0 \) such that, for all \( x \in (0, 1) \) and all \( \beta_- < \beta_1 < \beta_2 < \beta_+, \)
\[
f(\beta_1, \beta_2, x) \geq c_1 (\beta_2 / \beta_1 - 1) (x \wedge (1 - x)),
\]
\[
g(\beta_1, \beta_2, x) \leq c_2 (x \wedge (1 - x)).
\]
Using \( F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) = (F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u))^{\beta_2 / \beta_1}, \) we get
\[
f(\beta_1, \beta_2, x) = \mathbb{E}^{[\beta_2]} \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du - \mathbb{E}^{[\beta_1]} \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du
\]
\[
= \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du \int_0^1 (F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(v))^{\beta_2 / \beta_1} dv - \int_0^1 (F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(v))^{\beta_2 / \beta_1} dv \int_0^x F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u) du dv
\]
\[
= \int_0^x (F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(u))^{\beta_2 / \beta_1} dv - \int_0^1 (F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(v))^{\beta_2 / \beta_1} dv \int_0^x (F_{\rho h(\beta_2) + (1 - \rho)}^{-1}(v))^{\beta_2 / \beta_1} dv
\]
\[
= 0 \leq \rho_0(\beta_1, \beta_2, x) \leq 1 - C(\beta_2 / \beta_1 - 1).
\]
Note that the integrand is non-negative since $\beta_2 \geq \beta_1$ and $F_{e^{\beta_1}}^{-1}$ is increasing. Choose $\varepsilon > 0$ small enough that

$$a := \sup_{\beta \in [\beta_-, \beta_+]} F_{e^{\beta}}^{-1}(\varepsilon) < \inf_{\beta \in [\beta_-, \beta_+]} F_{e^{\beta}}^{-1}(1 - \varepsilon) =: b.$$ 

Then for all $x \leq \varepsilon$,

$$f(\beta_1, \beta_2, x) \geq \left( b^{\beta_2/\beta_1 - 1} - a^{\beta_2/\beta_1 - 1} \right) \int_0^x F_{e^{\beta_1}}^{-1}(u) du \int_{1 - \varepsilon}^1 F_{e^{\beta_2}}^{-1}(u) du$$

$$\geq x \left( b^{\beta_2/\beta_1 - 1} - a^{\beta_2/\beta_1 - 1} \right) (1 - \varepsilon) e^{-2K\beta_+}$$

$$\geq x \left( (b/a)^{\beta_2/\beta_1 - 1} - 1 \right) e^{-(K+1)\beta_+/\beta_+} (1 - \varepsilon) e^{-2K\beta_+}$$

$$\geq x \left( \beta_2/\beta_1 - 1 \right) \log(b/a) e^{-(K+1)\beta_+/\beta_+} (1 - \varepsilon) e^{-2K\beta_+}.$$ 

Similar calculations show

$$f(\beta_1, \beta_2, x) \geq (1 - x)(\beta_2/\beta_1 - 1)c \quad \text{for} \quad x \geq 1 - \varepsilon,$$

$$f(\beta_1, \beta_2, x) \geq (\beta_2/\beta_1 - 1)c \quad \text{for} \quad x \in [\varepsilon, 1 - \varepsilon].$$

Combining these claims gives (36). It remains to check (37), for which we observe that $g$ is concave and differentiable with

$$g'(0) = \mathbb{E}[\beta_1 x] \left( \mathbb{E}[e^{\beta_2(x - \inf\omega)}] - 1 \right) \essinf e^{\beta_2\omega},$$

$$g'(1) = -\mathbb{E}[\beta_1 x] \left( 1 - \mathbb{E}[e^{\beta_2(x - \sup\omega)}] \right) \esssup e^{\beta_2\omega}.$$ 

Since $\omega$ is bounded and not almost surely constant, it is not hard to see that

$$\sup_{\beta_- \leq \beta \leq \beta_+} g'(0) < \infty,$$

$$\inf_{\beta_- \leq \beta \leq \beta_+} g'(0) > -\infty,$$

and this concludes the proof.

**Remark 3.2.** We quickly illustrate why we have to assume boundedness (Bd.) in Theorem 2.6. It is related to the so-called **Lorenz curve** of a random variable $X$, which is the function defined by

$$L_X(x) = \frac{\int_0^x F_X^{-1}(u) du}{\mathbb{E}[X]},$$

see the discussion in [21, Chapter 17.C]. Two examples are depicted in Figure 1. If $X$ is not almost surely constant then $L_X$ is a concave function intersecting the diagonal exactly at $x = 0$ and $x = 1$. The extent to which $L_X$ lies below the diagonal is related to the “variability” of $X$, which in the original context is interpreted as a measure of inequality in the distribution of wealth within a society. Notice that $\rho_0$ from (35) can be written as

$$1 - \inf_{x \in (0, 1)} \frac{L_{e^{\beta_1}}(x) - L_{e^{\beta_2}}(x)}{x - L_{e^{\beta_2}}(x)}.$$ 

As is easy to guess from Figure 1 the infimum is positive exactly if the derivative of $L_{e^{\beta_1}}$ at 0 and 1 is bounded away from 0 and $\infty$, which is equivalent to (Bd.).

4. **Proof of perturbative results for bond disorder**

Throughout this section we consider (bond dis.). Let $E_u$ denote the set of edges in direction $u \in \mathcal{U}$,

$$E_u := \left\{ ((i, x), (i + 1, x + u)) : i \in \mathbb{N}, x \in \mathbb{Z}^d \right\}. \quad \text{(38)}$$
Figure 1. The middle lines are the Lorenz curves (see Remark 3.2) of a random variable $X$ whose support is bounded away from 0 and $\infty$ (left picture) and of an exponential random variable (right picture). The bottom lines are the Lorenz curves of $X^2$.

4.1. A comparison lemma. The main technical ingredient in the proof of Proposition 2.9 is Lemma 4.1 below, where we construct a coupling to relate $T_\rho W_n^{\beta,\alpha}$ to $W_n^{\beta,\alpha'}$, for some inhomogeneous resampling parameter $\rho$ depending on $\beta, \alpha, \alpha'$. The idea is that $\rho_e$ depends on the direction of edge $e$, i.e. on $u \in U$ such that $e \in E_u$. We need to introduce some notation to identify $T_\rho W_n^{\beta,\alpha}$ with a mixture of $W_n^{\beta,\alpha'}$.

Recall that $\mathcal{S}_0$ denotes the set of nearest-neighbor paths $\pi$ of length $n$, i.e. $|\pi_i - \pi_{i-1}|_1 = 1$ for $i = 1, \ldots, n$, with $\mathcal{S} := \mathcal{S}_\infty$. We write $\mathcal{S}_0^n$, resp. $\mathcal{S}_0^\infty$, for the set of paths $\pi$ that are allowed to stay in place, i.e. $|\pi_{i+1} - \pi_i|_1 \leq 1$ for all $i$, and $\mathbb{P}_n$ for the law of a random walk with increment distribution $\eta \in \mathcal{M}(U \cup \{0\})$, defined similarly to (6). For $\pi \in \mathcal{S}_0^\infty$, we define the set of non-jump times of $\pi$,

$$N_n(\pi) := \{i \in [n] : \pi_i = \pi_{i+1}\}.$$

For an edge $e = ((i, x), (i + 1, x + u)) \in E$, we define $e(\pi) := ((j, y), (j + 1, y + u)) \in E$ with

$$j = \inf\{n : |N_\infty(\pi) \cap [n]| \geq i\} \quad \text{and} \quad y = \pi_j.$$

Finally, given $\omega \in \Omega_{\text{bond}}$ and $\pi \in \mathcal{S}_0^\infty$, we define a new environment $\omega(\pi) \in \Omega_{\text{bond}}$ by $(\omega(\pi))_e := \omega_{e(\pi)}$. In words, $\omega(\pi)$ is defined by deleting the time-slices where $\pi$ jumps and by spatially shifting the remaining time-slices according to the jumps of $\pi$. See Figure 2 for an illustration. We stress that $\omega(\pi)$ has law $\mathbb{P}_{\text{bond}}$ for every fixed $\pi \in \mathcal{S}_0^\infty$.

Figure 2. Illustration of the coupling between $\omega$ (left), $\pi$ (thick path on the left) and $\omega(\pi)$ (right). Different values of the environment are represented by symbols on the bonds (dashed lines), with colors indicating whether the time-slice will be deleted (white) or not (black). The gray symbols on the right are filled up from outside the visible area on the left.
Lemma 4.1. Consider bond dis. and recall \[22\]. Let \( \alpha, \alpha' \in \mathcal{M}(U) \) and define \( \rho(\alpha \rightarrow \alpha') = (\rho_e)_{e \in E} \in (0,1)^E \) and \( \eta(\alpha \rightarrow \alpha') \in \mathcal{M}(U \cup \{0\}) \) by

\[
\rho_e := \frac{\alpha'_e m(\alpha|\alpha')}{\alpha_e} \quad \text{for } e \in E_u,
\eta_e := \alpha_e - \alpha'_e m(\alpha|\alpha') \quad \text{for } u \in U,
\eta_0 := m(\alpha|\alpha').
\]

Then, for any \( \omega \in \Omega^{\text{bond}} \), \( n \in \mathbb{N} \) and \( \beta \geq 0 \),

\[
\sum_{\pi} P^n(\pi) W_n^{\beta, \alpha'}(\omega(\pi)) = (T^\rho W_n^{\beta, \alpha'})(\omega).
\]  \( (39) \)

Proof. We have to introduce further notation that will not be used outside of this proof. For \( \pi \in S_n \) and \( \sigma \in S_n \), we say that \( \sigma \) obeys \( \pi \), \( \sigma \ll_n \pi \), if \( \pi \) and \( \sigma \) have the same non-zero jumps,

\[
\sigma \ll_n \pi \iff \pi_{i+1} - \pi_i = \sigma_{i+1} - \sigma_i \text{ for all } i \in [n] \setminus N_n(\pi).
\]

Recall that we identify a path with the set of its bonds. For \( \sigma \ll_n \pi \), we write \( \sigma \setminus \pi \) for the set of bonds of \( \sigma \) during time steps where \( \pi \) did not jump, i.e.

\[
((i, x), (i+1, x+u)) \in (\sigma \setminus \pi) \iff \sigma_i = x, \sigma_{i+1} = x+u \text{ and } i \in N_n(\pi).
\]

Note that \( |\sigma \setminus \pi| = |N_n(\pi)| \). The proof is now a simple calculation.

\[
(T^\rho W_n^{\beta, \alpha'})(\omega) = \sum_{\sigma \in S_n} \prod_{u \in U} (\alpha_u)^{E_u \cap \sigma} \prod_{e \in E_u \cap \sigma} (\rho_e h^\beta_e(\omega) + (1 - \rho_e))
\]
\[
= \sum_{\sigma \in S_n} \left( \prod_{u \in U} (\alpha_u(1 - \rho_u))^{E_u \cap \sigma} \right) \sum_{\sigma \ll_n \pi} \left( \prod_{e \in E_u \cap (\sigma \setminus \pi)} h^\beta_e(\omega) \right)
\]
\[
= \sum_{\sigma \in S_n} \left( \prod_{u \in U} (\eta_u)^{E_u \cap \sigma} \right) \sum_{\sigma \ll_n \pi} \left( \prod_{e \in E_u \cap (\sigma \setminus \pi)} h^\beta_e(\omega) \right)
\]
\[
= W_n^{\beta, \alpha'}(\omega(\pi)) P^n(\pi) = W_n^{\beta, \alpha'}(\omega(\pi))
\]

\[ \square \]

4.2. Proof of Propositions 2.9 and 2.10

Proof of Proposition 2.9. Fix \((\alpha, \beta) \in \Lambda \) and let \( \rho = \rho(\alpha \rightarrow \alpha_+) \) and \( \eta = \eta(\alpha \rightarrow \alpha_+) \) be as defined in Lemma 4.1. By definition, we have, for every \( e \in E \),

\[
\rho_e \geq d(\alpha, \alpha_+) \geq \rho_0^{\beta_-, \beta_+}(\beta, \beta_+),
\]

so Theorem 2.6 implies

\[
\mathbb{E} \left[ f(W_n^{\beta, \alpha_+}) \right] \leq \mathbb{E} \left[ f(T^\rho W_n^{\beta, \alpha_+}) \right].
\]

Moreover, by Lemma 1.1 and Jensen’s inequality,

\[
\mathbb{E} \left[ f(T^\rho W_n^{\beta, \alpha_+}) \right] \leq \mathbb{E} \left[ \mathbb{E} \left[ f(W_n^{\beta, \alpha_+}(\omega(\Pi))) \right] \right]
\]
\[
\leq \mathbb{E} \otimes \mathbb{E}^{\eta} \left[ f(W_n^{\beta, \alpha_+}(\omega(\Pi))) \right]
\]
\[
= \sum_{k=0}^n P(\text{Bern}(n, q) = k) \mathbb{E} \left[ f(W_k^{\beta, \alpha_+}(\omega)) \right]
\]
\[
\leq \sup_k \mathbb{E} \left[ f(W_k^{\beta, \alpha_+}(\omega)) \right],
\]

where \( \Pi \) is the random path chosen according to \( P^n \) and \( q = m(\alpha|\alpha_+) \). This finishes the proof of part (i). For (ii), we first note that, by (i) and the \( L^p \)-martingale convergence theorem, there exists \( p > 1 \) such that

\[
\lim_{n \to \infty} \|W_n^{\beta, \alpha_+} - W_n^{\beta_+, \alpha_+}\|_p = 0.
\]  \( (40) \)

Let \((\omega_1, \omega_2)\) denote the coupling from \(21\), so that, for any \( n \in \mathbb{N} \),

\[
W_n^{\beta, \alpha_+}(\omega_1) = \mathbb{E} \left[ (T^\rho W_n^{\beta, \alpha_+}(\omega_2)) | \omega_1 \right] = \mathbb{E} \otimes \mathbb{E}^{\eta} \left[ W_n^{\beta, \alpha_+}(\omega_2(\Pi)) | \omega_1 \right].
\]}
The second equality is Lemma 4.1. We have
\[ W_{n,K}^{\beta_+, \alpha_+} (\omega_2(\Pi)) \leq \sup_k W_{k,K}^{\beta_+, \alpha_+} (\omega_2(\Pi)) \]
and the right hand side is \( \mathbb{P} \otimes \mathcal{P}^N \)-integrable by (8). Lebesgue’s convergence theorem for conditional expectations, together with the fact that \( \mathcal{P}^N \)-almost surely \( \lim_{n \to \infty} |\mathcal{N}_n(\Pi)| = \infty \), imply
\[ W_{\infty}^{\beta_-, \alpha_-} (\omega_1) = \mathbb{E} \otimes \mathbb{E}^{\eta} \left[ W_{\infty}^{\beta_+, \alpha_+} (\omega_2(\Pi)) | \omega_1 \right]. \]
Using (40) and Jensen’s inequality, we can now conclude:
\[ E \left[ |W_n^{\beta_+, \alpha_+}(\omega_1) - W_{\infty}^{\beta_+, \alpha_-}(\omega_1)|^p \right] \leq \sum_{k=0}^n P(\text{Bin}(n, q) = k) E \left[ |W_k^{\beta_+, \alpha_+} - W_{\infty}^{\beta_+, \alpha_-}|^p \right] \]
\[ \leq \sup_{k \geq nq/2} \|W_k^{\beta_+, \alpha_+} - W_{\infty}^{\beta_+, \alpha_-}\|_p^p + 2P(\text{Bin}(n, q) \leq nq/2) \sup_k \|W_k^{\beta_+, \alpha_+}\|_p^p, \]
\[ \xrightarrow{n \to \infty} 0. \]
The argument for (27) is similar. We have
\[ E \left[ \sup_{n,m \geq N} |W_n^{\beta_+, \alpha_+} - W_m^{\beta_+, \alpha_-}| \right] = E \left[ \sup_{n,m \geq N} \left| E \left[ (T_{\rho} W_n^{\beta_+, \alpha_+})(\omega_2) - (T_{\rho} W_m^{\beta_+, \alpha_-})(\omega_2) | \omega_1 \right] \right| \right] \]
\[ \leq E \left[ \sup_{n,m \geq N} \left| T_{\rho} W_n^{\beta_+, \alpha_+} - T_{\rho} W_m^{\beta_+, \alpha_-} \right| \right] \]
\[ = E \left[ \sup_{n,m \geq N} \left| E^{\eta} \left[ W_{n,K}^{\beta_+, \alpha_+}(\omega(\Pi)) - W_{n,K}^{\beta_+, \alpha_+}(\omega(\Pi)) \right] \right| \right] \]
\[ \leq E \otimes \mathbb{E}^{\eta} \left[ \sup_{n,m \geq N} \left| W_{n,K}^{\beta_+, \alpha_+}(\omega(\Pi)) - W_{n,K}^{\beta_+, \alpha_+}(\omega(\Pi)) \right| \right] \]
\[ = E \otimes \mathbb{E}^{\eta} \left[ \sup_{n,m \geq N} \left| W_{n,K}^{\beta_+, \alpha_+} - W_{m,K}^{\beta_+, \alpha_+} \right| \right] \]
\[ + 2P(\text{Bin}(N, q) \leq Nq/2) \sup_n \left| W_n^{\beta_+, \alpha_+} \right|, \]
\[ \xrightarrow{n \to \infty} 0. \]

In the first and second equalities we used (21) and (39) while the first and second inequalities follow from Jensen’s inequality and the monotone convergence theorem. In the final inequality, we used \( q := \inf_{(\alpha, \beta) \in \Lambda} m(\alpha, \beta) > 0 \). Hence, by the dominated convergence theorem and (8),
\[ \lim_{N \to \infty} \sup_{(\alpha, \beta) \in \Lambda} E \left[ \sup_{n,m \geq N} \left| W_n^{\beta_+, \alpha} - W_m^{\beta_+, \alpha} \right| \right] \leq \lim_{N \to \infty} E \left[ \sup_{n,m \geq N} \left| W_n^{\beta_+, \alpha_+} - W_m^{\beta_+, \alpha_+} \right| \right] = 0. \]

Proof of Proposition 4.10 Let \( \rho = \rho(\alpha_1 \to \alpha_2) \) and \( \eta = \eta(\alpha_1 \to \alpha_2) \) be as defined in Lemma 4.1. By assumption, \( \rho \geq d(\alpha_1, \alpha_2) \geq \rho_0^{\beta_-, \beta_+}(\beta_1, \beta_2) \) and therefore, using Theorem 2.6 and Lemma 4.1
\[ E \left[ \log W_n^{\beta_1, \alpha_1}(\omega) \right] \geq E \left[ \log T_{\rho} W_n^{\beta_2, \alpha_1}(\omega) \right] \]
\[ = E \left[ \log E^{\eta} \left[ W_{n,K}^{\beta_2, \alpha_1}(\Pi) \right] \right] \]
\[ \geq \sum_{k=0}^n P(\text{Bin}(n, q) = k) E \left[ \log W_k^{\beta_2, \alpha_2}(\omega) \right], \]
where \( q = m(\alpha_1, \alpha_2) \). Standard concentration properties of the binomial distribution around its mean then show \( p(\beta_1, \alpha_1) \geq q p(\beta_2, \alpha_2) \).

5. Proof of the main results

5.1. Proof of the CLT in probability

Proof of Theorem 2.7(i). We apply Proposition 2.9(i) with \( \beta_- = \beta, \beta_+ := \frac{\beta + \beta_-}{2} \) and \( \alpha_+ := 1/2d \). We have \( \rho_0^{\beta_-, \beta_+}(\beta, \beta_+) < 1 \) by Theorem 2.6(ii) and \( \alpha \mapsto d(\alpha, \alpha_+) \) is continuous, so we find \( \alpha_0 > 0 \) such that
\[ (\mathcal{M}(\Pi) \cap (1/2d + [-\alpha_0, \alpha_0]^d)) \times \{\beta\} \subseteq \Lambda \]
\[ \square \]
For Theorem 2.1(ii) we need the following lemma.

**Lemma 5.1.** Recall (13). Under the assumptions of Theorem 2.1 for any \( \lambda \in \mathbb{R}^d \),

\[
W_n^{\beta, \alpha(\sqrt{n})} \xrightarrow{P} W_\infty^{\beta}.
\]

Moreover, for any \( K > 1 \),

\[
\lim_{n \to \infty} \mathbb{P} \left( \mu_{\omega,n}^\beta \left( X_n \cdot e_1 \geq K \sqrt{n} \right) > 2e^{-K^2/2} \right) = 0.
\]

**Proof of Theorem 2.1(ii).** By a well-known criterion for convergence in probability in metric spaces, it is enough to show that any subsequence \((n_k)_{k \in \mathbb{N}}\) has a sub-subsequence \((n_{k_i})_{i \in \mathbb{N}}\) such that almost surely

\[
\lim_{l \to \infty} d_P \left( \mu_{\omega,n_{k_i}}^\beta \left( \frac{X_{n_{k_i}}}{\sqrt{\mu_{n_{k_i}}}} \in \cdot \right), \mathcal{N} \right) = 0.
\]

We show that we can find \((n_{k_i})_{i \in \mathbb{N}}\) such that almost surely,

- For every \( K \in \mathbb{N} \) and for all but finitely many \( l \),

\[
\mu_{\omega,n_{k_i}}^\beta \left( |X_{n_{k_i}}| > K \sqrt{\mu_{n_{k_i}}} \right) \leq 4de^{-K^2/2}.
\]

- For every \( \lambda \in \mathbb{R}^d \),

\[
\lim_{l \to \infty} \mu_{\omega,n_{k_i}}^\beta \left[ e^{\lambda \cdot X_{n_{k_i}}/\sqrt{\mu_{n_{k_i}}}} \right] = e^{\frac{1}{2} ||\lambda||_2^2}.
\]

Indeed, the first condition shows that \( \{ \mu_{\omega,n_{k_i}}^\beta \left( X_{n_{k_i}}/\sqrt{\mu_{n_{k_i}}} \in \cdot \right): l \in \mathbb{N} \} \) is tight and the second condition that the moment generating function of any weak accumulation point agrees with that of the normal distribution on \( \mathbb{R}^d \), and hence on \( \mathbb{R} \).

Let \( \lambda_1, \lambda_2, \ldots \) be an enumeration of \( \mathbb{R}^d \). Let \( k_1 := 1 \) and, given \( k_{i-1} \), choose \( k_i \geq k_{i-1} \) large enough that

\[
P \left( \mu_{\omega,n_{k_i}}^\beta \left( |X_{n_{k_i}}| \geq K \sqrt{\mu_{n_{k_i}}} \right) > 4de^{-K^2/2} \text{ for all } K = 1, \ldots, l \right) \geq 1 - \frac{1}{l^2},
\]

\[
P \left( \mu_{\omega,n_{k_i}}^\beta \left[ e^{\lambda_i \cdot X_{n_{k_i}}/\sqrt{\mu_{n_{k_i}}}} \right] - E \left[ e^{\lambda_i \cdot X_{n_{k_i}}/\sqrt{\mu_{n_{k_i}}}} \right] \right) < \frac{1}{l} \text{ for all } i = 1, \ldots, l \right) \geq 1 - \frac{1}{l^2}.
\]

The claim then follows by the Borel-Cantelli Lemma and the central limit theorem for the simple random walk. Indeed, (43) follows from (42) and we observe that

\[
\mu_{\omega,n_{k_i}}^\beta \left[ e^{\lambda_i \cdot X_{n_{k_i}}/\sqrt{\mu_{n_{k_i}}}} \right] = \frac{W_{n_{k_i}}^{\beta, \alpha(\lambda_i/\sqrt{\mu_{n_{k_i}}})}}{W_{n_{k_i}}^{\beta}} E \left[ e^{\lambda_i \cdot X_{n_{k_i}}/\sqrt{\mu_{n_{k_i}}}} \right].
\]

Thus (44) follows from (41).

**Proof of Lemma 5.1.** Let \( \delta > 0 \). By (26), there exists \( N \in \mathbb{N} \) such that

\[
\sup_{n \geq N} \sup_{\alpha \in (1/2d + [-\alpha_0, \alpha_0]^d) \cap \mathcal{M}(d)} \| W_n^{\beta, \alpha} - W_\infty^{\beta} \|_1 \leq \frac{\delta}{3}.
\]

Note that \( \alpha(\sqrt{n}) \in 1/2d + [-\alpha_0(\beta), \alpha_0(\beta)]^d \) for \( n \) large enough. Thus, for any \( n \geq N \) large enough,

\[
P \left( \left| W_n^{\beta, \alpha(\lambda/\sqrt{n})} - W_\infty^{\beta} \right| > \varepsilon \right) \leq P \left( \left| W_n^{\beta, \alpha(\lambda/\sqrt{n})} - W_N^{\beta} \right| > \varepsilon \right) + \delta.
\]

The claim now follows because \( \lambda \mapsto W_N^{\beta, \alpha(\lambda)}(\omega) \) is continuous for fixed \( N \). For the second claim, by the central limit theorem for the simple random walk and (41),

\[
\mu_{\omega,n}^\beta (X_n \cdot e_1 \geq K \sqrt{n}) = \mu_{\omega,n}^\beta \left( e^{KX_n \cdot e_1/\sqrt{n}} \geq e^{K^2} \right)
\leq e^{-K^2} E [X_{e_1 K/\sqrt{n}}] W_n^{\beta, \alpha(K e_1/\sqrt{n})} \xrightarrow{P} e^{-K^2/2}.
\]

\[\square\]
5.2. Proof of the LDP.

Proof of Theorem 2.4. Since \( \beta < \beta_{cr} \), we find \( \varepsilon > 0 \) small enough that \( p(\beta + \varepsilon) = 0 \). For part (i), we apply Proposition 2.10 with \( \beta_1 = \beta, \beta_2 = \beta + \varepsilon \) and \( \alpha_2 = 1/2d \). By Theorem 2.6(ii), we have \( \rho^\beta_{\beta_1,\beta_2}(\beta_1,\beta_2) < 1 \). Since \( \alpha \mapsto d(\alpha,\alpha_2) \) is continuous, we find \( \alpha_0 > 0 \) such that (28) holds for all \( \alpha_1 \in (1/2d + [\alpha_0,\alpha_0]) \cap \mathcal{M}(\mathcal{U}) \). Thus

\[
0 \geq p(\beta_1,\alpha_1) \geq (1 - m(\alpha_1|\alpha_2))p(\beta_2,\alpha_2) = 0.
\]

Recall (13). Part (ii) follows from the G"artner-Ellis theorem [14, Theorem 2.3.6] and

\[
\lim_{n \to \infty} \frac{1}{n} \log \mu^\beta_{\omega,n}[e^{X_n}] = \lim_{n \to \infty} \frac{1}{n} \log E[e^{X_n}] + p(\beta,\alpha(\lambda)) - p(\beta) = \lim_{n \to \infty} \frac{1}{n} \log E[e^{X_n}],
\]

where the second equality holds for all \( \lambda \in \mathbb{R}^d \) small enough by part (i). Finally, for part (iii), we note \( p(\beta) = 0 \) for \( \beta \geq \beta_{cr} \) and \( p(\beta,\alpha) \leq 0 \) for all \( \beta \geq 0 \) and \( \alpha \in \mathcal{M}(\mathcal{U}) \). Hence (16) implies

\[
\lim_{n \to \infty} \frac{1}{n} \log \mu^\beta_{\omega,n}[e^{X_n}] \leq \lim_{n \to \infty} \frac{1}{n} \log E[e^{X_n}].
\]

The conclusion again follows by the G"artner-Ellis theorem.

\[\Box\]

5.3. Proof of the almost sure CLT. We first prove the “defective” result, Theorem 2.3 for \( \text{Pois. dis.} \). To obtain Theorem 2.2 we use the shift invariance of the Brownian polymer.

Proposition 5.2. Under the assumptions of Theorem 2.3 for \( \text{Pois. dis.} \) almost all \( \omega \) there exists a Borel set \( \Lambda(\omega) \subseteq [0,1]^d \) such that \( |\Lambda(\omega)| = 1 \) and such that, for all \( \lambda \in \Lambda(\omega) \),

\[
\lim_{t \to \infty} dP \left( \mu^\beta_{\omega,t} \left( \frac{X_t - \lambda}{\sqrt{t}} \in \cdot \right), \mathcal{N} \right) = 0.
\]

Proof of Theorem 2.3 assuming Proposition 5.2. Recall the definition of \( \omega(\lambda) \) from (12) and note that

\[
\mu^\beta_{\omega,t} \left( \frac{X_t - \lambda}{\sqrt{t}} \in \cdot \right) = \mu^\beta_{\omega(\lambda),t} \left( \frac{X_t}{\sqrt{t}} \in \cdot \right).
\]

Hence \( 0 \in \Lambda(\omega(\lambda)) \) \( \iff \lambda \in \Lambda(\omega) \) and, since \( \omega(\lambda) \) has the same law as \( \omega \) for any fixed \( \lambda \in \mathbb{R}^d \),

\[
P \left( \lim_{t \to \infty} dP \left( \mu^\beta_{\omega,t} \left( \frac{X_t}{\sqrt{t}} \in \cdot \right), \mathcal{N} \right) = 0 \right) \geq P(0 \in \Lambda(\omega)) = \int_{[0,1]^d} P(\lambda \in \Lambda(\omega)) \, d\lambda = 1.
\]

We prove Proposition 5.2 using an almost sure version of Lemma 5.1, so we need to exclude the possibility that \( W^\beta_{\omega,t} \lambda / \sqrt{t} \) does not converge to \( W^\beta_{\omega,\lambda} \) for a positive proportion of \( \lambda \). We do not know how to prove this directly, so instead we prove convergence after taking an average over a suitably large neighborhood of \( \lambda' \). Intuitively, we show that the convergence holds for all Lebesgue points of \( \lambda \mapsto W^\beta_{\omega,\lambda} \). We first recall the necessary background from real analysis.

Definition 5.3. A sequence \( (E_t)_{t \geq 0} \) of Borel sets is called nicely shrinking to \( x \in \mathbb{R}^d \) if there exists a positive sequence \( (r_t)_{t \geq 0} \) such that \( \lim_{t \to \infty} r_t = 0 \), \( E_t \subseteq B(x,r_t) \) and \( \liminf_{t \to \infty} \frac{|E_t|}{|B(x,r_t)|} > 0 \).

Note that the definition does not require \( x \in E_t \) for any \( t \).

Theorem F ([25, Theorem 7.10]). Let \( f : \mathbb{R}^d \to \mathbb{R} \) be Lebesgue integrable. There exists \( A \in \mathcal{B}(\mathbb{R}^d) \) such that \( A^c \) has Lebesgue-measure zero and such that, for every \( x \in A \) and for every sequence \( (E_t)_{t \geq 0} \) nicely shrinking to \( x \),

\[
\lim_{t \to \infty} \frac{1}{|E_t|} \int_{E_t} f(y) \, dy = f(x).
\]

We now prove an almost sure version of Lemma 5.1

Lemma 5.4. For \( \text{Pois. dis.} \) almost all \( \omega \) there exists \( \Lambda(\omega) \subseteq [0,1]^d \) such that \( |\Lambda(\omega)| = 1 \) and such that for all \( \lambda \in \Lambda(\omega) \) and any bounded \( \lambda \in \mathcal{B}(\mathbb{R}^d) \) with \( |E| > 0 \),

\[
\lim_{t \to \infty} \frac{1}{|E_t|} \int_{\lambda + E_t} W^\beta_{\omega,t}(\omega) \, d\lambda' = W^\beta_{\omega,\lambda}(\omega),
\]

where \( E_t := E / \sqrt{t} \).
The proof is postponed until after Theorem 2.2. To apply Lemma 5.4, we use the following easy approximation result whose proof is skipped. We write $x * y$ for the element-wise product $(x_1y_1, \ldots, x_dy_d) \in \mathbb{R}^d$ of two vectors $x, y \in \mathbb{R}^d$.

**Lemma 5.5.** Let $\mu_\infty$ and $(\mu_t)_{t \geq 0}$ be probability measures on $\mathbb{R}^d$. For $\varepsilon > 0$ and $t \in \mathbb{R}^+ \cup \{\infty\}$, let $\mu_t^\varepsilon$ denote that law of $X * (1 + Y)$ where $X$ and $Y$ are independent with laws $\mu_t$ and $\text{Unif}([0, \varepsilon]^d)$. If

$$
\mu_t^\varepsilon \xrightarrow[t \to \infty]{} \mu_\infty^\varepsilon
$$

for every $\varepsilon > 0$, then $\mu_t \xrightarrow[t \to \infty]{} \mu_\infty$.

**Proof of Theorem 2.2.** Fix $\omega \in \Omega^{\text{Pois.}}$ and let $\lambda \in \Lambda(\omega)$, as defined in Lemma 5.4. Set

$$
\mu_\omega := \mu_{\omega,t}(B_t - t\lambda \sqrt{t}) \in \mathbb{P}
$$

and let $\mu_\infty = \mu_0^\varepsilon$ be the standard normal distribution on $\mathbb{R}^d$. For $\varepsilon > 0$, define $\mu_t^\varepsilon$ as in Lemma 5.5 and consider the corresponding moment generating function,

$$
M_t^\varepsilon(\lambda^\prime) := \int_{\mathbb{R}^d} e^{\langle \lambda^\prime, x \rangle} \mu_t^\varepsilon(dx)
$$

In the second line we have used that the element-wise product $*$ commutes with the scalar product $\cdot$, i.e. $(x * y) \cdot z = x \cdot (y * z)$. We will show that, for any $\varepsilon > 0$ and $\lambda' \in \mathbb{R}^d$ with $\lambda'_1, \ldots, \lambda'_d \neq 0$,

$$
\lim_{t \to \infty} M_t^\varepsilon(\lambda^\prime) = M_\infty^\varepsilon(\lambda^\prime).
$$

Since $\{\lambda' \in \mathbb{R}^d : \lambda'_1, \ldots, \lambda'_d \neq 0\}$ is dense and $M_\infty^\varepsilon$ is continuous, we conclude that $\mu_t^\varepsilon$ weakly converges to $\mu_\infty^\varepsilon$ for any $\varepsilon > 0$ and hence the claim follows by Lemma 5.5. Now,

$$
M_t^\varepsilon(\lambda') = e^{-\frac{\lambda^\prime^T \lambda}{2}} \int_{\mathbb{R}^d} e^{\frac{\lambda^\prime^T (1 + z)}{2}} \mu_t^\varepsilon(dx)
$$

where $E := [\lambda_1^\prime, (1 + \varepsilon)\lambda_2^\prime] \times \ldots \times [\lambda_d^\prime, (1 + \varepsilon)\lambda_d^\prime]$, $E_t := E / \sqrt{t}$ and where we adopt the convention that $[a, b]$ is to be interpreted as $[a \wedge b, a \vee b]$. Note that $|E| = e^\varepsilon \prod_{i=1}^d |\lambda'_i| > 0$. Finally, Lemma 5.4 and a straightforward approximation argument show that

$$
\lim_{t \to \infty} M_t^\varepsilon(\lambda') = \frac{1}{|E|} \int_E e^{\frac{\lambda^\prime^T z}{2}} dz = M_\infty^\varepsilon(\lambda').
$$

**Proof of Lemma 5.4.** For $\omega \in \Omega^{\text{Pois.}}$, $\lambda \in [0, 1]^d$ and $T > 0$, let

$$
S_T(\omega, \lambda) := \sup_{s \leq t \leq T} \left| W_s^\beta \lambda(\omega) - W_t^\beta \lambda(\omega) \right|.
$$

We have $S_T(\omega, \lambda) \leq 2 \sup_{t \geq 0} W_t^\beta \lambda(\omega)$ and, by Fubini’s theorem, (8), and the shift invariance,

$$
E \left[ \int_{[0, 1]^d} \sup_{t \geq 0} W_t^\beta \lambda d\lambda \right] = E \left[ \sup_{t \geq 0} W_t^\beta \right] < \infty.
$$

In particular, for $\mathbb{P}^{\text{Pois.-}}$almost all $\omega$,

$$
\int_{[0, 1]^d} S_T(\omega, \lambda) d\lambda < \infty.
$$

Moreover, by dominated convergence and shift invariance,

$$
\lim_{T \to \infty} E \left[ \int_{[0, 1]^d} S_T(\omega, \lambda) d\lambda \right] = \int_{[0, 1]^d} \lim_{T \to \infty} E[ S_T(\omega, \lambda) ] d\lambda = \lim_{T \to \infty} E[ S_T(\omega, 0) ] = 0
$$
and, since $T \mapsto S_T(\omega, \lambda)$ is non-negative and decreasing,
\[
\lim_{T \to \infty} S_T(\omega, \lambda) = 0
\]  
(53)
for $\mathbb{P}_{\text{Pois.}} \otimes \text{Leb}_{[0,1]^d}$-almost all $(\omega, \lambda)$. Using (51), we can apply Theorem F to $f(\lambda) = S_k(\omega, \lambda)$. Let $A_k(\omega)$ be the set obtained in this way and $A(\omega) \equiv \bigcap_{k=1}^\infty A_k(\omega)$. Then, for $\lambda \in A(\omega)$ and $t \geq k$,
\[
\left| \frac{1}{|E_t|} \int_{A+E_t} W_0^{\beta, \lambda}(\omega) d\lambda' - W_0^{\beta, \lambda}(\omega) \right| \leq \left| \frac{1}{|E_t|} \int_{A+E_t} W_k^{\beta, \lambda}(\omega) d\lambda' - W_0^{\beta, \lambda}(\omega) \right| + S_k(\omega, \lambda) + \frac{1}{|E_t|} \int_{A+E_t} S_k(\omega, \lambda') d\lambda' 
\]
\[
\frac{t \to \infty}{k \to \infty} 2S_k(\omega, \lambda) \to 0,
\]
where we used the continuity of $\lambda' \mapsto W_k^{\beta, \lambda}(\omega)$ for fixed $k$ in the first limit and (53) in the final line.  

\textbf{Proof of Theorem 2.3}  

The proof is similar to Proposition 5.2 with $[0, 1]^d$ replaced by $[-\lambda_0, \lambda_0]^d$ and where the moment generating function of the simple random walk has to be used in place of that of Brownian motion in [49]. We explain how to prove a result corresponding to Lemma 5.4 without relying on shift invariance. Namely, we obtain an analog of (52) from (27) and for (50) we compute, using Proposition 2.9(i) and Doob’s maximal inequality,
\[
\mathbb{E} \left( \sup_{n \in \mathbb{N}} \sup_{\lambda \in [\lambda_0, \lambda_0]^d} |W_n^{\beta, \lambda} - W_n^{\beta, \lambda_0}| \right) \leq C \sup_{n \in \mathbb{N}} ||W_n^{\beta, \lambda}||_p d\lambda < \infty.
\]

\textbf{Acknowledgement} 

This work was supported by the JSPS Postdoctoral Fellowship for Research in Japan, Grant-in-Aid for JSPS Fellows 19F19814. The author is grateful to Ryoki Fukushima for many inspiring discussions and helpful suggestions.

\textbf{References} 

[1] E. Bates and S. Chatterjee. The endpoint distribution of directed polymers. \textit{Ann. Probab.}, 48(2):817–871, 2020.  
[2] M. Birkner. A condition for weak disorder for directed polymers in random environment. \textit{Electron. Comm. Probab.}, 9:22–25, 2004. 
[3] E. Bolthausen. A note on the diffusion of directed polymers in a random environment. \textit{Comm. Math. Phys.}, 123(4):529–534, 1989.  
[4] P. Carmona and Y. Hu. Fluctuation exponents and large deviations for directed polymers in a random environment. \textit{Stochastic Process. Appl.}, 112(2):285–308, 2004.  
[5] F. Comets. Directed polymers in random environments, volume 2175 of \textit{Electron. Comm. Probab.}, 9:22–25, 2004.  
[6] F. Comets and S. Nakajima. Law of large numbers and fluctuations in the sub-critical and $L^2$ regions for she and kpz equation in dimension $d \geq 3$, 2020.  
[7] C. Cosco and Q. Liu. Rate of convergence for polymers in a weak disorder. \textit{J. Math. Soc. Japan}, Tokyo, 2004.  
[8] F. Comets, T. Shiga, and N. Yoshida. Directed polymers in a random environment: path localization and strong disorder. \textit{Bernoulli}, 9(4):705–723, 2003.  
[9] F. Comets, T. Shiga, and N. Yoshida. Probabilistic analysis of directed polymers in a random environment: a review. In\textit{ Stochastic analysis on large scale interacting systems}, volume 39 of \textit{Adv. Stud. Pure Math.}, pages 115–142. Math. Soc. Japan, Tokyo, 2004.  
[10] F. Comets and N. Yoshida. Directed polymers in random environment. \textit{Comm. Math. Phys.}, 254(2):257–287, 2005.  
[11] F. Comets and N. Yoshida. Directed polymers in random environment are diffusive at weak disorder. \textit{Ann. Probab.}, 34(5):1746–1770, 2006.  
[12] C. Cosco and S. Nakajima. Gaussian fluctuations for the directed polymer partition function for $d \geq 3$ and in the whole $L^2$-region, 2020.  
[13] C. Cosco, S. Nakajima, and M. Nakashima. Law of large numbers and fluctuations in the sub-critical and $L^2$ regions for she and kpz equation in dimension $d \geq 3$, 2020.  
[14] A. Dembo and O. Zeitouni. \textit{Large Deviations Techniques and Applications}. Applications of mathematics. Springer, 1998.  
[15] R. Fukushima and S. Junk. On large deviation rate functions for a continuous-time directed polymer in weak disorder. \textit{Electron. Comm. Probab.}, 26:1 – 10, 2021.  
[16] C. Garban and J. E. Steif. \textit{Noise sensitivity of Boolean functions and percolation}, volume 5 of \textit{Institute of Mathematical Statistics Textbooks}. Cambridge University Press, New York, 2015.
[17] F. Hirsch, C. Profeta, B. Roynette, and M. Yor. *Peacocks and associated martingales, with explicit constructions*, volume 3 of *Bocconi & Springer Series*. Springer, Milan; Bocconi University Press, Milan, 2011.

[18] J. Z. Imbrie and T. Spencer. Diffusion of directed polymers in a random environment. *J. Statist. Phys.*, 52(3-4):609–626, 1988.

[19] S. Junk. Comparison of partition functions in a space-time random environment. *J. Stat. Phys.*, 181(1):95–115, 2020.

[20] S. Junk. New characterization of the weak disorder phase of directed polymers in bounded random environments, May 2021. [arXiv:2105.03107](https://arxiv.org/abs/2105.03107)

[21] A. W. Marshall, I. Olkin, and B. C. Arnold. *Inequalities: theory of majorization and its applications*. Springer Series in Statistics. Springer, New York, second edition, 2011.

[22] A. Müller and D. Stoyan. *Comparison methods for stochastic models and risks*. Wiley Series in Probability and Statistics. John Wiley & Sons, Ltd., Chichester, 2002.

[23] V. L. Nguyen. A note about domination and monotonicity in disordered systems, 2016. [arXiv:1606.01835](https://arxiv.org/abs/1606.01835)

[24] R. O’Donnell. *Analysis of Boolean functions*. Cambridge University Press, New York, 2014.

[25] W. Rudin. *Real and complex analysis*. McGraw-Hill Book Co., New York, third edition, 1987.

[26] M. Shaked and J. G. Shanthikumar. *Stochastic orders*. Springer Science & Business Media, 2007.

[27] Y. G. Sinai. A remark concerning random walks with random potentials. *Fund. Math.*, 147(2):173–180, 1995.

[28] R. Song and X. Y. Zhou. A remark on diffusion of directed polymers in random environments. *J. Statist. Phys.*, 85(1-2):277–280, 1996.

[29] V. Vargas. A local limit theorem for directed polymers in random media: the continuous and the discrete case. *Ann. Inst. H. Poincaré Probab. Statist.*, 42(5):521–534, 2006.