Dynamic and adaptive mesh-based graph neural network framework for simulating displacement and crack fields in phase field models
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Abstract
Fracture is one of the main causes of failure in engineering structures. Phase field methods coupled with adaptive mesh refinement (AMR) techniques have been widely used to model crack propagation due to their ease of implementation and scalability. However, phase field methods can still be computationally demanding making them unfeasible for high-throughput design applications. Machine learning (ML) models such as Graph Neural Networks (GNNs) have shown their ability to emulate complex dynamic problems with speed-ups orders of magnitude faster compared to high-fidelity simulators. In this work, we present a dynamic mesh-based GNN framework for emulating phase field simulations of single-edge crack propagation with AMR for different crack configurations. The developed framework - ADAPTive mesh-based graph neural network (ADAPT-GNN) - exploits the benefits of both ML methods and AMR by describing the graph representation at each time step as the refined mesh itself. Using ADAPT-GNN, we predict the evolution of displacement fields and scalar damage field (or phase field) with good accuracy compared to the conventional phase-field fracture model. We also compute crack stress fields with good accuracy using the predicted displacements and phase field parameter.
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1. Introduction
Since the 1970’s, crack initiation and propagation in engineering materials has been a crucial area of research both experimentally and computationally. Initiation, propagation, and interaction of cracks in engineering materials is one of the leading causes of catastrophic structural failure. To this effort, developing computationally efficient and reliable modeling techniques is an ongoing effort in solid mechanics and material science. Computational modeling techniques for material failure can be described by two methodologies: (i) sharp interface methods where cracks are treated as discontinuities in the displacement field, and (ii) diffused interface methods where the discontinuity is regularized over a length scale using a continuous surrogate field. An extensive review and comparative analysis of these methods can be found in \cite{1} and references therein. One of the most widely used sharp interface methods is the extended finite element method (XFEM) \cite{2-7}. Among the various diffused
interface methods, one of the most popular is the phase field (PF) technique \[8, 9\]. This approach formulates an energy functional by regularizing the crack over a length scale $\epsilon$ using a smooth scalar damage field, $\phi$. The evolution of $\phi$ is governed by minimizing the energy function. PF fracture methods have widespread use due to their ease of implementation and scalability. Multiple works have recently used the PF method to successfully simulate higher-complexity crack paths in both brittle and ductile materials \[10-14\].

However, simulating crack propagation using diffused interface approaches requires high mesh resolution near the crack due to the characteristic length scale of material damage being much smaller than the domain size. To circumvent the associated computational cost, PF methods are typically used in conjunction with Adaptive Mesh Refinement (AMR) approaches. AMR techniques reduce the number of mesh elements and cells by using different mesh resolutions; coarser mesh at regions where little to no change occurs in the problem’s physics to finer mesh in regions where significant changes are present. Some works where AMR has played a crucial role in speeding up phase field models include \[15-19\]. Moreover, significant efforts over the years to improve the computational efficiency and robustness of PF fracture methods have led to staggered solvers, monolithic solvers, and fast Fourier transform-based solvers, each with its pros and cons. Despite this, PF models still rely on solving complex systems of equations where computational costs increase with problem complexity to achieve convergence and accurate solutions. For instance, PF methods require solving an additional (pseudo) time-dependent PDE to evolve the scalar damage field, thus, adding computational expenses. This limits the use of PF fracture approaches in large-scale applications such as simulating fracture due to multiple cracks in bridges, ice glaciers, and evolution of subsurface fracture networks.

An attractive solution to circumvent these challenges involves reduced-order modeling techniques such as Machine Learning (ML). An extensive body of literature exists where ML models are explored in predictions of fatigue life, non-local damage, composites and lattice structures design, material properties for single crystals, optimal mesh configurations, two-phase flow dynamics, stress and strain fields, and stress hotspots \[20-35\]. Specifically to crack propagation problems, in 2019 \[36\] developed a graph-theory-inspired artificial neural network to predict connecting cracks and the estimated time-to-failure of brittle materials with multiple microcracks. Additionally, in \[37, 38\] a ML model was introduced to simulate single-edge crack growth in graphene. Other recent works have also used ML techniques in fracture mechanics to predict small fatigue crack driving forces, crack growth in graphene, and stress fields in brittle materials \[39-41\]. ML methods have also found success in PF modeling predictions \[42-47\]. For instance, in \[48\], authors integrated Long Short-Term Memory (LSTM) and Recurrent Neural Networks (RNNs) along with PF models of spinodal decomposition to simulate the evolution of two-phase mixtures. The developed ML model provided orders of magnitude speedups over the high-fidelity phase field model.

More recently, Graph Neural Networks (GNNs) have shown significantly faster performance capabilities to emulate complex dynamic problems \[49\]. In the GNN methodology, graph theory from mathematics is integrated with neural networks allowing the representation of physics problems using nodes and communicating (or connecting) edges. This intuitive method has made GNNs the prime candidates for representing various physics problems using node- and edge-based configurations. Various non-dynamic materials science and chemistry works have used GNNs to predict material properties, extract Perovskite synthesizability, and
for inverse design of glass structures [50–59]. Additionally, GNNs have also shown success in dynamic simulation problems due to their significantly accelerated performance [60–64]. In a recent work, [65] authors developed a mesh-based GNN model where the mesh points and edges from FEM simulations were directly used to develop the graph architecture. The developed model showed high accuracy against FEM for simulating flag dynamics, plate bending, and flow over rigid bodies while providing speeds of one to two orders of magnitude. While mesh-based GNNs have shown promising results, adapting this approach for PF simulations with AMR has not been attempted in the past. An AMR mesh-based GNN framework would require the dynamic inclusion of new nodes and edges (representative of the refined mesh) in the graph at each time-step, making this problem a unique challenge.

In this work, we present a dynamic and adaptive mesh-based GNN (ADAPT-GNN) capable of emulating PF models of single-edge crack propagation with simulation speed-up of up to 36x. We leverage the second-order PF model with AMR in [66] to develop the training, validation, and test datasets by varying the initial cracks’ lengths, positions, and orientations. The developed ADAPT-GNN is able to generate new graph architectures at each time-step by dynamically adding/removing nodes and edges using the AMR approach. This methodology guarantees us to capture the advantages of working with smaller mesh sizes, (i.e., lower number of cells, nodes, and edges) as well as the computational speed improvement from GNNs. Using this technique, we predict displacements, \((u, \nu)\), and crack field, \(\phi\), for each point in the adaptive mesh at each time-step. We then use the predicted displacement fields and scalar phase field parameter to compute the stress evolution in the domain. We believe this framework will pave the way for obtaining significantly faster mesh-based simulations across various materials science and mechanics problems in the future. While this work focuses on PF fracture problems, this approach is extensible to other materials and mechanics problem with a similar PF formulation.

This paper is organized as follows. In Section 2, we describe the graph network representation, message-passing process, and data generation approach. We provide the description of individual prediction stages in Section 3 and cross-validation in Section 4. Finally, we present our results in Section 5 and conclusions in Section 6.

2. Methods

2.1. AMR phase field fracture model

We use the open source AMR PF fracture model presented in [66] for simulating various cases of fracture mechanics in brittle materials involving single-edge notched cracks under tension (Figure 2a). A second-order PF fracture model uses an energy functional \(F\) expressed as

\[
F = \int_{\Omega} \left[ W(\varepsilon(u), \phi) + \frac{G_c}{2\varepsilon} \left( \phi^2 + \varepsilon^2 |\nabla \phi|^2 \right) \right] d\Omega \tag{1}
\]

where \(\Omega\) is the domain, \(W\) is the strain energy density which depends on strain \(\varepsilon\), \(u\) is the displacement field, \(\phi\) is the scalar damage field, and \(G_c\) is the fracture energy. The PF modeling framework [66] is written in MATLAB using the isogeometric analysis (IGA) numerical tool. The framework uses polynomial splines over hierarchical T-meshes (PHT-splines) local refinement method. An adaptive \(h\)-refinement scheme is then coupled with
PHT-splines to dynamically rearrange the mesh resolution in locations of high gradients and singularities. The framework employs the hybrid-staggered algorithm to refine mesh resolution until a convergence threshold is met. This approach ensures that changes in local zones are captured at each time-step while decreasing computational costs. We use the second-order phase field fracture model to generate a large dataset of two-dimensional fracture simulations with single-edge notched cracks.

2.2. Graph network representation

A key feature of the developed GNN, is its ability to dynamically reconfigure the graph’s architecture at each instance in time according to the resulting refined mesh. This approach grants the developed GNN with the computational efficiency of the AMR approach. In [66], the $h$-refinement approach implemented defines the two-dimensional geometrical representation of the mesh, $\mathcal{M}$, as $\mathbf{U} = \{\xi_1, \xi_2, \ldots, \xi_{n_i+1}\}$, where $\mathbf{U}$ contains the set of active vertices, $\xi$, and $n_i$ the number of active elements in each parametric direction (i.e., $i \in \{1, 2\}$ for a two-dimensional case). We adopt and simplify this notation for the design of the GNN and describe the instantaneous refined graphs as $\mathcal{M}^{ref} : (\mathbf{U}, \mathbf{E})$, where $\mathbf{U}$ indicates the active vertices in $\mathcal{M}^{ref}$, and $\mathbf{E}$ describes the resulting edges in $\mathcal{M}^{ref}$. Additionally, $\mathbf{E}$, includes edges connecting each active vertex in the refined mesh, $\xi_s \in \mathbf{U}$ to the adjacent active vertices (as shown in Figures 2b - 2c). We note that for any positive integer $s : \{1, 2, \ldots, N\}$, where $N$ corresponds to the total number active vertices in $\mathcal{M}^{ref}$.

The vertices at each instance of time are described by their spatial positions $\hat{\mathbf{P}}_s$, their adjacent active mesh nodes (neighboring vertices) $\hat{\mathbf{A}}_s$, their displacement values $\hat{\mathbf{D}}_s$ (x- and
Figure 2: Representation of a) problem geometry and set-up of input parameters $C_L, C_P, C_\theta$, and b-c) active nodes and active edges connecting to their neighboring mesh vertices.

y-displacement fields, $u_s$ and $\nu_s$), and their energy- and physics-informed parameters $\hat{\Pi}_s$. In essence, $\hat{\Pi}_s$ includes scalar damage field variable values, $\phi_s$, von Mises stress values, $\sigma_s$, active/inactive binary values, $I_s \in \{0, 1\}$ - 0s are inactive mesh nodes and 1s are active mesh nodes - the laplacian of the scalar damage field, $\Delta \phi_s$, and the applied displacement loading $u_{0s}$.

$$\hat{\beta}_s = \{(x_s, y_s)\} \quad \{s \in U; \{U \in M^{ref}\},$$
$$\hat{A}_s = \{A_s\} \quad \{s \in U; \{U \in M^{ref}\},$$
$$\hat{D}_s = \{(u_s, \nu_s)\} \quad \{s \in U; \{U \in M^{ref}\},$$
$$\hat{\Pi}_s = \{(\phi_s, \sigma_s, I_s, \Delta \phi_s, u_{0s})\} \quad \{s \in U; \{U \in M^{ref}\},$$
$$\{\xi_s\} = \{(\hat{\beta}_s, \hat{A}_s, \hat{D}_s, \hat{\Pi}_s)\} \quad \{s \in U; \{U \in M^{ref}\}. (2)$$

Additionally, the instantaneous edges in $M^{ref}$ are indexed using a binary value specifying whether the current (or “sender”) vertex $\xi_s$, and all other active (or “receiver”) vertices $\xi_r$ in E, form part of the same neighboring array $\hat{A}_s$. This binary value is defined as $(s, r, b_{sr}) \in E$, where $s$ and $r$ denote the “sender” and “receiver” vertices, respectively (i.e., for any positive integer $s : \{1, 2, \ldots, U\}$ and $r : \{1, 2, \ldots, U\}$), and $b \in \{0, 1\}$. In the case where $s = r$, we set $b_{sr} = 1$. We show an example of the graph representation in Figure 2, where the active vertices (green node) and their edges (orange lines) are shown in Figures 2b - 2c for vertex no. 16 and vertex no. 34,080, respectively. Using this representation, we can define the indices of a series of neighbors pertaining to each active mesh node as shown in equation (3).

$$\hat{\beta}_{sr} = \{\xi_s, \xi_r, b_{sr}\} \quad \{(s, r, b_{sr}) \in E; \{E \in M^{ref}\}. (3)$$

For the case where $b_{sr} = 1$, we then define five initial edge features using the distances in the $x$- and $y$-directions ($\delta X_{sr} = (x_r - x_s)$, and $\delta Y_{sr} = (y_r - y_s)$), the magnitude of the distance ($L_{sr} = (\sqrt{\delta X_{sr}^2 + \delta Y_{sr}^2})$, the difference in the scalar damage field ($\delta \phi_{sr} = (\phi_r - \phi_s)$), and the difference in the stress field ($\delta \sigma_{sr} = (\sigma_r - \sigma_s)$), between the sender and receiver nodes as
shown in equation (4).

\[
\delta \hat{P}_{sr} = \left\{ (\delta X_{sr}, \delta Y_{sr}, L_{sr}) \right\} \quad \{ (s, r, b_{sr}) \in E \}; \{ E \in \mathcal{M}^{ref} \},
\]

\[
\delta \hat{\Pi}_{sr} = \left\{ (\delta \phi_{sr}, \delta \sigma_{sr}) \right\} \quad \{ (s, r, b_{sr}) \in E \}; \{ E \in \mathcal{M}^{ref} \}. \tag{4}
\]

To incorporate physics based information into our GNN framework, we leverage the energy functional shown in equation (1) which involves gradients of \( \phi \), and a term for the strain energy density which depends on displacements and stresses. Therefore, we define three additional gradient edge features for the the damage field, \( \nabla \hat{\phi}_{sr} \), the \( x \)- and \( y \)-displacements, \( \nabla \hat{D}_{sr} \), and the stress \( \nabla \hat{\sigma}_{sr} \). Lastly, the remaining and resultant edges features of the graph become

\[
\nabla \hat{\phi}_{sr} = \left\{ \left( \frac{\delta \phi_{sr}}{\delta X} + \frac{\delta \phi_{sr}}{\delta Y} \right) \right\} \quad \{ (s, r, b_{sr}) \in E \}; \{ E \in \mathcal{M}^{ref} \}
\]

\[
\nabla \hat{D}_{sr} = \left\{ \left( \frac{\delta u_{sr}}{\delta X} + \frac{\delta \nu_{sr}}{\delta X} \right), \left( \frac{\delta u_{sr}}{\delta Y} + \frac{\delta \nu_{sr}}{\delta Y} \right) \right\} \quad \{ (s, r, b_{sr}) \in E \}; \{ E \in \mathcal{M}^{ref} \}
\]

\[
\nabla \hat{\sigma}_{sr} = \left\{ \left( \frac{\delta \sigma_{sr}}{\delta X} + \frac{\delta \sigma_{sr}}{\delta Y} \right) \right\} \quad \{ (s, r, b_{sr}) \in E \}; \{ E \in \mathcal{M}^{ref} \}
\]

\[
\{ e_{sr} \} = \left\{ (\hat{\beta}_{sr}, \delta \hat{P}_{sr}, \delta \hat{\Pi}_{sr}, \nabla \hat{\phi}_{sr}, \nabla \hat{D}_{sr}, \nabla \hat{\sigma}_{sr}) \right\} \quad \{ (s, r, b_{sr}) \in E \}; \{ E \in \mathcal{M}^{ref} \}. \tag{5}
\]

2.3. Spatial Message-Passing Process

In GNN formulation the spatial message-passing process plays a crucial role in order to learn the graphs’ relationships (vertices, edges, and neighbors) in the latent space. For this purpose, the developed GNN framework first involves the Graph Isomorphism Network with Edge Features (GINE) [67] used as the message-passing network for each GNN. The GINE message-passing network involves node and edge embedding operation steps to map the input nodes and edge features to arrays, which are then concatenated and input to an MLP with ReLU activation function. The input to GINE involves the current time-step’s node features, \( \xi_s \), and the current time-step’s edge features, \( e_{sr} \), defined in equations (2) and (5), respectively. In essence, the input to GINE involves nodal information and edge information at the current time-step \( t \). The nodal information includes the active/inactive nodes, displacement fields, scalar damage field, loading and von Mises tress. Additionally, the edge information includes the active edges and their lengths, change in scalar damage field and von Mises stress, and gradients of the scalar damage field, von Mises stress, and displacement fields. The output from the message-passing network is defined as \( \{ \xi'_s, e'_{sr} \} \), where \( \xi'_s \) describes the vertices and their attributes’ information in the latent space, and \( e'_{sr} \) describes the edges and their attributes in the latent space for time-step \( t \). We emphasize that for each GNN model in the framework (XDisp-GNN, YDisp-GNN, and cPhi-GNN), the message-passing network may be tuned to achieve high accuracy and prevent loss of information of the graphs’ relations [68–70].
To this end, we tuned each GNN’s message-passing network with respect to the number of message-passing steps (i.e., number of iterations the vertices and edges pass through the encoder networks), and the number of nodes in the hidden layers. The procedures for tuning the GINE encoders and their results is described in Section 4.

2.4. Training-set and Validation-set

As mentioned in Section 2.1, we used the second-order phase field fracture model from [66] to generate the training set, validation set, and the test set. We note that [66] includes the fourth-order phase field model, which would provide more accurate results. However, we chose the second-order method for computationally efficiency and proof of concept. The problem set-up involved a domain of 0.5 m by 0.5 m with a maximum number of mesh nodes of 193 by 193 involving a single edge crack under tensile displacement loading. The material properties were modeled using isotropic and homogeneous conditions with Young’s Modulus, $E = 210$ N/mm$^2$, Poisson’s ratio, $\nu = 0.3$, critical energy release rate, $G_{1c} = 2.7$, and length scale parameter, $l_0 = 0.0125$ m. Further, our analysis did not account for dynamic effects such as crack-tip bifurcation. Similarly to the example discussed in [66], we fixed the bottom edge of the domain and applied constant displacement increments in the positive y-direction (tensile load perpendicular to top edge) of $\Delta u = 1 \times 10^{-4}$ mm in the initial 45 displacement steps, and $\Delta u = 1 \times 10^{-6}$ mm in the remaining steps to avoid dynamic effects. Using this, we generated a dataset of 1245 unique simulations by varying the initial crack length, edge position, and crack angle. The crack lengths, edge positions, and crack angles were varied using $C_L: \{0.05, 0.10, \ldots, 0.45\}$ m, $C_P: \{0.1, 0.15, \ldots, 0.4\}$ m, and $C_\theta: \{-65^\circ, -60^\circ, \ldots, 65^\circ\}$, respectively. Figure 2a depicts the problem set-up and configurations of $C_L$, $C_P$, and $C_\theta$. Additionally, we removed cases resulting in crack-tip locations beyond the domain’s bounds. We note that each simulation contains 100 to 450 time-steps, and each input to the GNN framework involved a single time-frame, thus, resulting in a dataset size of 124,500 to 560,250.

Next, to perform a systematic error analysis of the test set, we randomly selected 30 simulations for the test set with even number of large ($C_L \geq 0.25$ m) versus small ($C_L < 0.25$ m) initial crack lengths, top ($C_P \geq 0.5$ m) versus bottom ($C_P < 0.5$ m) initial edge positions, and positive ($C_\theta \geq 0^\circ$) versus negative ($C_\theta < 0^\circ$) crack angles. We then split the remaining simulations as 1100 for the training-set, and 115 for the validation-set. The training-set was separated into shuffled batches of size 32 and kept the validation set in sequential order for batch size of 1. Lastly, each model ($XDisp$-GNN, $YDisp$-GNN, and $cPhi$-GNN) was trained for a total of 20 epochs.

3. Adaptive Mesh-based Graph Neural Network

As shown in Figure 1, the ADAPT-GNN framework involves three initial GNNs: (i) $XDisp$-GNN, (ii) $YDisp$-GNN, and (ii) $cPhi$-GNN. At each time-step, the framework first predicts the displacement fields at time $t + 1$ given the node and edge features (defined in equations (2) and (5)) at the time $t$. The framework then predicts the scalar damage field $\phi$ at time $t + 1$, given the node and edge features (defined in equations (2) and (5)) from time $t$, along with the predicted displacement fields at time $t + 1$. One of the key features of ADAPT-GNN is the integration of AMR. The framework is able to increase the size of the graph dynamically at each time-step by using the refined mesh as the instantaneous
graph representation itself. This approach leverages both the order reduction and GPU-usage from ML methods, and the computational efficiency from the AMR approach, thus, reducing computational requirements while increases simulation speed. We present the implementation of the “Prediction Step” (XDisp-GNN, YDisp-GNN, and cPhi-GNN), and the “AMR Update” shown in Figure [1] in detail in the following sections.

3.1. XDisp-GNN and YDisp-GNN

We implemented the XDisp-GNN and YDisp-GNN for predicting the displacement fields in the x and y directions, respectively, for each active node in the refined mesh. For this step, we first generated the input graph representation following the procedures described in Section 2.2. We note that both XDisp-GNN and YDisp-GNN first involve a GINE message-passing model to transfer the node and edge information to the latent space (node and edge embeddings), as described in Section 2.3. To propagate the displacements to the future time-steps, we used the outputs from the message-passing networks of XDisp-GNN and YDisp-GNN as the input to two Attention Temporal Graph Convolutional Networks (ATGCN) [71]. In essence, the ATGCN model is designed to capture both local and global spatiotemporal variation trends in states. The ATGCN model first involves a Temporal Graph Convolutional Network (T-GCN) [72] comprised of Graph Convolutional Networks (GCNs) and Gated Recurrent Units (GRUs) in sequence to capture the local variation trends. The ATGCN model then introduces a tanh activation function operation (attention model) to re-weight the influence of historical states in order to capture the global variation trends. We chose the ATGCN model due to its integration of gated recurrent units into graph convolutional networks for learning time changes while maintaining the graphs’ spatial relations, as well as for its integration of the attention model to capture both local and global spatiotemporal variations. The resulting input graph for a given time-step, \( t \), and the resulting predicted displacements at a future time-step, \( t + 1 \), from the ATGCNs are described as

\[
(\hat{u}_s, \hat{v}_s)_{t+1} \leftarrow \text{ATGCN} \left[ \{\xi'_s, e'_{sr}\}_t \right] \quad \{s \in V\}; \{(s, r, b_{sr}) \in E\}; \{E \in \mathcal{M}^{ref}\}. \quad (6)
\]

We note that equation (6) depicts a single ATGCN for both XDisp-GNN and YDisp-GNN for simplicity (each GNN involves a GINE message passing model followed by an ATGCN model). Additionally, we used a SmoothL1Loss function to train XDisp-GNN since \( \Delta u \) values vary from negative to positive, and an MSELoss function to train YDisp-GNN since \( \Delta v \) values varied \( \geq 0 \). We used the Adam optimizer [73] for both GNNs. In essence, the ATGCNs take the vertices’ features and the edges’ features information in the latent space at the current time-step, \( t \), as input to predict the real-space x- and y-displacements at the next time-step, \( t + 1 \). Figure [2] compares the PF fracture model versus predicted x- and y-displacements.

3.2. cPhi-GNN

Next, we concatenated the predicted x-displacements and y-displacements and used them as input to the cPhi-GNN (Figure [1]). As mentioned in previous sections, the purpose of cPhi-GNN is to predict the scalar damage field (or crack field), \( \phi_s \), at the future time-steps. Similarly to the XDisp-GNN and YDisp-GNN models, cPhi-GNN uses the vertices and edges features in the latent space outputted from the message-passing network as the first part of
its input. However, we then concatenate the predicted x- and y-displacements at the future time-steps as the second part of its input. Therefore, the GNN model used for predicting $\phi$ is a modified ATGCN designed to include two additional vertex and edge features for the previously predicted displacements (XDisp- and YDisp-GNN concatenated output from equation (6)) Similar to XDisp-GNN and YDisp-GNN, cPhi-GNN was trained using the Adam optimizer \cite{73}. The cPhi-GNN is then described as

$$\left( \hat{\phi}_s \right)^{t+1} \leftarrow \text{ATGCN} \left[ \{\xi_s, e_s^r\}^t, \{\hat{u}_s, \hat{v}_s\}^{t+1} \right] \quad \{s \in V\}; \{(s, r, b_{sr}) \in E\}; \{E \in M_{ref}^{ef}\}.$$ \hspace{1em} (7)

A key attribute of the developed framework, ADAPT-GNN, is its capability to predict the stress evolution, $\sigma$, using the predicted x- and y-displacements, and $\phi$. From the second order PF fracture model \cite{66} the stress tensor is defined as $\sigma = (1 - \phi)^2 \left[ \lambda tr(\varepsilon) I + 2\mu \varepsilon \right]$, where $\lambda$ and $\mu$ are the Lamé constants, and $\varepsilon$ is the strain tensor. Using this definition along with ADAPT-GNN predictions, we compute the evolution of stress. Figure 4 shows a comparison of PF fracture model versus predicted $\phi$, and predicted von Mises stress $\sigma_{VM}$.

### 3.3. AMR Update

The final and key component of the developed ADAPT-GNN framework is the “AMR Update” step. We note that AMR is necessary to improve the performance of ADAPT-GNN. Using a static fine mesh as the graph representation would have required a large number of edge connections (edges) because the solution at a point depends on faraway points. However, this results in a graph with large number of edges which significantly increasing computational costs. A possible solution is to increase the number of message passing steps according to the required hop distance. In \cite{74}, the authors show that in order to transfer information from two nodes which are “x” hops away, the GNN must include “x” message passing blocks.
Figure 4: PF fracture model versus a) $c\Phi_i$-GNN prediction and b) $\sigma_{VM}$ prediction for the same test case scenario shown in Figure 3 involving a small crack ($C_L = 0.1\ m$) with negative angle and located at $C_P = 0.1\ m$.

However, the required number of hops for the finer mesh resolution in this problem would be very large, resulting in many message-passing steps.

To leverage the contribution of AMR along with GNNs, once the Prediction Step shown in Figure 1 is complete ($XDisp$-GNN, $YDisp$-GNN, and $c\Phi_i$-GNN), we refined the mesh by adding new nodes in regions where $\phi$ is greater than a threshold value (chosen as 0.5 from [66]). Additionally, we formulated a new graph representation for the future time-step by introducing new vertices and edges. We note that during training, we used a mask Boolean array to train for the active nodes explicitly and ignore the inactive nodes. This approach ensures a dynamic graph where edges are generated only between the adjacent active nodes (as depicted in Figure 2), and training computations are only performed at the active nodes. Lastly, once the new refined graph representation is generated for the following time-step, we repeated the procedures described in Sections 3.1, 3.2, and 3.3 until failure has occurred throughout the entire domain.

4. Cross-validation

For additional optimization of the framework, we performed cross-validation to $XDisp$-GNN, $YDisp$-GNN, and $c\Phi_i$-GNN using the 10-fold (k-fold) cross-validation approach [75]. The training parameters investigated were the learning rates, number of message-passing steps, and number of nodes in the hidden layers of the MLP network. The first step of the 10-fold cross-validation procedure was to shuffle the original training dataset (of 1100 simulations) into 10 unique groups. Next, we choose one group and set it aside as our ‘new validation dataset’ and perform the training on the remaining 9 groups as our ‘new training
dataset’. We perform the training for 5 epochs for this combination before choosing another combination of new validation and training groups. We repeat this process for each GNN model and for each of the training parameters investigated. The performance was computed using the averaged maximum percent errors in the predicted x-displacements, y-displacements, and $\phi$ field. We emphasize that cross-validation was only applied to the message passing GINE models pertaining to each GNN ($XDisp$-GNN, $YDisp$-GNN, and cPhi-GNN). For the ATGCN models of each GNN, the only training parameter available for tuning was the filter size (or number of nodes). Therefore, we did not implement cross-validation in this work for the ATGCN models. We chose the filter size of each ATGCN to match the optimal number of hidden layer nodes obtained from cross-validation of the GINE message passing models.

4.1. Cross-validation for $XDisp$-GNN

The resulting averaged percent errors for the x-displacement predictions are shown in Figure 5. From Figure 5a, the learning rates of $5 \times 10^{-4}$, $5 \times 10^{-3}$, $1 \times 10^{-2}$ and $5 \times 10^{-2}$ (shown in light blue) depict higher errors for $XDisp$-GNN compared to learning rate of $1 \times 10^{-3}$ (shown in yellow). The highest error in x-displacement is seen for learning rate of $1 \times 10^{-2}$ at $3.42 \pm 0.35\%$, compared to the smaller learning rate of $1 \times 10^{-3}$ with error of $0.28 \pm 0.15\%$. Therefore, we chose the optimal learning rate of $1 \times 10^{-3}$ for the $XDisp$-GNN model. Figure 5b shows the resultant averaged percent errors for message-passing steps of 1, 2, 3, 4, 5, and 6. The model with the lowest percent error was for message-passing steps of $M = 1$ at $0.28 \pm 0.09\%$, compared to the highest number of message-passing steps of $M = 6$ with error of $1.27 \pm 0.21\%$. Similar to the cross-validation results for the learning rates, the optimal message-passing steps parameter of 1 was used in this work to further optimize the $XDisp$-GNN model. We note that a lower number of message-passing steps requires less computational time, thus, decreasing training and simulation times for the $XDisp$-GNN. Lastly, we tested the number of nodes at the hidden layers of the MLP network as shown in Figure 5c. We observe that when using 16 nodes the $XDisp$-GNN achieved the least error at $0.31 \pm 0.11\%$, compared to 128 nodes with the highest error of $0.53 \pm 0.09\%$. We also note that the higher the number of nodes, the more computational requirements are needed. Lastly, we chose the filter size for the ATGCN model in $XDisp$-GNN as 16 (the optimal number of hidden layer nodes for $XDisp$-GNN’s message passing GINE model).

4.2. Cross-validation for $YDisp$-GNN

Similar to the cross-validation procedure followed for $XDisp$-GNN, the resulting averaged percent errors for the y-displacement predictions were computed for various learning rates, message-passing steps, and number of nodes in the MLP networks as shown in Figure 6. From Figure 6a, the learning rates of $1 \times 10^{-3}$, $5 \times 10^{-3}$, $1 \times 10^{-2}$ and $5 \times 10^{-2}$ (shown in light blue) depict higher errors compared to learning rate of $5 \times 10^{-4}$ (shown in yellow). For the learning rate of $1 \times 10^{-2}$ the percent error is $10.47 \pm 3.18\%$, compared to the smallest error for learning rate of $5 \times 10^{-4}$ with at $1.99 \pm 1.26\%$. Therefore, we chose learning rate of $5 \times 10^{-4}$ for the $YDisp$-GNN model. Furthermore, from Figure 6b the model with the lowest percent error with respect to the number of message-passing steps can be seen at $M = 1$ with error of $2.08 \pm 1.17\%$, while the highest number of message-passing steps of $M = 6$ achieved the highest error of $4.30 \pm 2.20\%$. Lastly, the optimal number of nodes in the MLP network for $YDisp$-GNN are shown in Figure 6c. When using 64 nodes $YDisp$-GNN
achieved the smallest error of 2.08 ± 1.38%, compared to 128 nodes showing the highest error at 2.95 ± 1.90%. A key observation to make is that choosing the learning rate played a critical role to achieve higher accuracy in both $X_{Disp}$-GNN and $Y_{Disp}$-GNN compared to the number of hidden layer nodes and message-passing steps. We chose the filter size for the ATGCN model in $Y_{Disp}$-GNN as 64 (the optimal number of hidden layer nodes for $Y_{Disp}$-GNN’s message passing GINE model).

4.3. Cross-validation for $cPhi$-GNN

The final GNN model of the cross-validation process was $cPhi$-GNN as shown in Figure 7. Similarly to $Y_{Disp}$-GNN, the optimal learning rate found was $5 \times 10^{-4}$ (shown in yellow) with error of 0.33 ± 0.12%, while the highest error was observed for learning rate $5 \times 10^{-2}$ at 6.86 ± 0.81% (Figure 7a). From Figure 7b, the number of message-passing steps resulting in the highest error was $M = 6$ at 0.54 ± 0.10%, compared to the smallest error for $M = 4$ at 0.33 ± 0.04%. Additionally, the number of hidden layer nodes found with the lowest percent error of 0.36±0.06% was for the case of 32 nodes, and the highest percent error of 0.53±0.08% for the case of 16 nodes (Figure 7c). Therefore, similar to $X_{Disp}$- and $Y_{Disp}$-GNN, we chose the filter size for the ATGCN model in $cPhi$-GNN as 32 (the optimal number of hidden layer nodes for $cPhi$-GNN’s message passing GINE model).

5. Results

5.1. ADAPT-GNN prediction of displacements, crack field and stresses

Here we demonstrate the framework’s capability to predict the evolution of the scalar damage field $\phi$, x-displacements $\Delta u$, y-displacements $\Delta \nu$, and von Mises stress $\sigma_{VM}$ for a crack configuration from the test dataset involving a positive crack angle with large crack size and bottom edge position. Figure 8 shows a qualitative comparison of the PF fracture model versus ADAPT-GNN framework on the evolution of the scalar damage field. We emphasize that the results presented in Figures 8 - 12 for both the evolution and the computed errors
(a) Learning rates: $\nu$

(b) Message-passing steps: $\nu$

(c) Hidden layer nodes: $\nu$

Figure 6: Cross-validation results for $Y_{Disp}$-GNN: (a) learning rates $1 \times 10^{-4}$, $5 \times 10^{-3}$, $1 \times 10^{-2}$, $5 \times 10^{-2}$ shown in light blue, and our model’s learning rate $5 \times 10^{-4}$ shown in yellow, (b) message-passing steps of 2, 3, 4, 5, and 6 shown in light blue, and our model’s message-passing steps of 1 shown in yellow, and (c) number of hidden layer nodes 8, 16, 32, 128, and 256 shown in light blue, and our model’s hidden layer nodes of 64 shown in yellow.

(a) Learning rates: $\phi$

(b) Message-passing steps: $\phi$

(c) Hidden layer nodes: $\phi$

Figure 7: Cross-validation results for $cPhi$-GNN: (a) learning rates $1 \times 10^{-4}$, $5 \times 10^{-3}$, $1 \times 10^{-2}$, $5 \times 10^{-2}$ shown in light blue, and our model’s learning rate $5 \times 10^{-4}$ shown in yellow, (b) message-passing steps of 1, 2, 3, 5, and 6 shown in light blue, and our model’s message-passing steps of 4 shown in yellow, and (c) number of hidden layer nodes 8, 16, 32, 128, and 256 shown in light blue, and our model’s hidden layer nodes of 32 shown in yellow.
Figure 8: PF versus ADAPT-GNN on the evolution of the scalar damage field, \( \phi \) for a crack configuration from the test dataset involving a positive crack angle with large crack size \( (C_L = 0.25\ m) \) and bottom edge position \( (C_P = 0.15\ m) \).

...in scalar damage field and displacement fields were obtained by propagating ADAPT-GNN from \( t_0 \) to \( T_f \). In other words, the predictions from the previous time-steps are used as input to the next time-step. We also note that kinking of the predicted crack path during \( t_1 \) to \( t_{33} \) is not as sharp as the path from PF. Additionally, we note that the crack field in the PF model contains numerous oscillations. These oscillations are associated with the second order model and the errors within the PF model implementation, which would then transfer to ADAPT-GNN’s prediction. However, the results show nearly identical crack path prediction overall compared to the PF fracture model throughout the simulation. These qualitative results show the developed GNN’s capability to predict the evolution of scalar damage field with good accuracy.

Figure 9 depicts a qualitative comparison of PF versus ADAPT-GNN for x- and y-displacements, and von Mises stress at \( t_{50} \) of the same test case scenario shown in Figure 8. For x-displacements, it can be seen that the predicted field is virtually indistinguishable to the PF fracture model. For y-displacements, there is a noticeable prediction error originating from inside the crack region’s sharp interface of positive to negative y-displacements. For PF fracture models, the y displacement exhibits this sharp jump within the crack - from negative to positive. We emphasize that errors inside the crack region do not play a significant role in PF fracture model. Additionally, we note that these plots were generated using the 'tricontourf' function along with the predicted values at the active mesh points. Because the 'tricontourf' function performs interpolation between the active mesh points using the y-displacement values at the active mesh points, the highest y-displacement errors originating from inside the crack are interpolated to regions outside the crack. Therefore, Figure 9 shows the developed framework is able to predict the overall y-displacements with good accuracy outside of the crack region.

Lastly, Figure 5.2 shows a key feature of the developed GNN framework for generating the stress evolution in the domain. The von Mises stress can be computed using the predicted
Figure 9: PF versus ADAPT-GNN for predictions of x-displacements, $\Delta u$, y-displacements, $\Delta \nu$, scalar damage field, $\phi$, and computed von Mises stress, $\sigma_{VM}$ for the same test case scenario shown in Figure 8 involving a positive crack angle with large crack size ($C_L = 0.25$ m) and bottom edge position ($C_P = 0.15$ m).

x- and y-displacements, and the scalar damage field. We note a good qualitative agreement between von Mises stress calculated from ADAPT-GNN prediction and PF fracture model. Therefore, Figures 8 and 9 illustrate the framework’s ability to predict the evolution of displacements, scalar damage field, and von Mises stress with good accuracy for a given crack configuration from the test dataset. We have included animations of seven test cases as supplementary material.

5.2. Prediction errors

To evaluate the errors generated by XDisp-GNN, YDisp-GNN, and cPhi-GNN the maximum % errors were computed as

$$\text{error} = \max \left[ \sum_{i=1}^{M} \frac{1}{M} \left( \frac{|\phi_{\text{pred}}(t, i) - \phi_{\text{true}}(t, i)|}{\phi_{\text{true}}(t, i)} \right) \times 100 \right] \quad \ldots \{t \in T_f \}, \quad (8)$$

where $\phi_{\text{pred}}$ and $\phi_{\text{true}}$ are the predicted and true scalar damage fields, respectively, and $T_f$ is the final time once fracture is complete. We note that equation (8) is shown for errors in the scalar damage field. Equation (8) is also used for computing errors in x and y displacement fields. The resulting maximum % errors across time for each simulation in the test dataset are shown in Figures 10a, 10b, and 10c respectively. We also emphasize that the results presented in Figure 10 depict the maximum percent error from the accumulated error versus iteration where the predictions from the previous time-steps are used as input to the next time-step. As mentioned in Section 5 the PF model used in this work involves instability errors due to oscillations in the scalar damage field inside the crack’s region (shown in Figure 8). Because these errors are localized at the refined mesh, $M^{\text{ref}}$, error computations at these nodes may be inconsistent with the remaining nodes. Additionally, because ADAPT-GNN makes predictions for all mesh points in $M$, we first compute average error across all mesh points for each time-step and then choose the maximum % error across all time-steps as shown in equation (8). This error analysis ensures that errors in ADAPT-GNN’s are captured throughout all nodes in $M$. Following this approach, the test case with highest % error in the predicted x-displacement field, $u$, (Figure 10a) is shown for Case 11 at $1.98 \pm 0.27\%$, while
Figure 10: Maximum percent error in (a) $u$ predictions, (b) $\nu$ predictions, and (c) $\phi$ predictions across time for each simulation in the test set (Case 1 - Case 30)

the lowest % error is shown for Case 9 at $0.24 \pm 0.33\%$. From Figure 10b, the simulation with highest % error in y-displacement field predictions, $\nu$, is Case 22 with error of $2.74 \pm 0.26\%$, while the lowest error is seen in Case 8 at $1.32 \pm 0.05\%$. Similarly, the highest prediction error in the scalar damage field, $\phi$, was observed for Case 13 with $0.19 \pm 0.13\%$, and the lowest error for Case 3 at $0.01 \pm 0.06\%$. These results demonstrate the ability of ADAPT-GNN to predict both displacements and crack propagation with high accuracy. While $YDisp$-GNN shows the highest obtained error compared to the remaining two implemented GNNs ($XDisp$-GNN and $cPhi$-GNN), a maximum % error of $2.74 \pm 0.26\%$ is considerably low (micrometers) in a $0.5m \times 0.5m$ domain.

5.3. Parametric error analysis of crack angles, crack length, and edge position

We performed a systematic error analysis to study the effects of two possible combinations of initial configurations: (i) crack angle and crack length, and (ii) crack angle and edge position. We parameterized each of these initial configurations by positive versus negative crack angles, and large versus small crack lengths. Following this convention, we will discuss the maximum percent errors of each configuration for x-displacements, y-displacements, and $\phi$ in the following Sections.

5.3.1. Crack angle and crack length

To study the effects of varying initial crack orientations along with crack lengths on the resulting prediction errors, we split the test dataset into four groups: (i) negative crack angle + small crack length defined as $\theta_c < 0^\circ$; $L_c < 0.25$ m, (ii) positive crack angle + small crack length defined as $\theta_c > 0^\circ$; $L_c < 0.25$ m, (iii) negative crack angle + large crack length defined as $\theta_c < 0^\circ$; $L_c \geq 0.25$ m, and (iv) positive crack angle + large crack length defined as $\theta_c > 0^\circ$; $L_c \geq 0.25$ m. We then computed the mean and standard deviation for the maximum percent errors of each of these group. Figure 11 shows the corresponding errors of x-displacement (Figure 11a), y-displacement (Figure 11b), and scalar damage field (Figure 11c) predictions for each parametric group.

From Figure 11a, $XDisp$-GNN shows a clear distinction in error for small versus large crack length. For smaller cracks, the crack orientation does not seem to play a significant role in the percent error. For instance, for smaller crack lengths with negative and positive angles the errors are $0.56 \pm 0.07\%$ and $0.55 \pm 0.09\%$, respectively, which differ only by approximately $0.01\%$. When the crack length is increased above $0.24$ m, the errors increase. Additionally,
Figure 11: Parametric error analysis of the contribution of initial crack angles and crack lengths on (a) $u$ predictions, (b) $\nu$ predictions, and (c) $\phi$ predictions.

the crack angle does affect $XDisp$-GNN’s accuracy for cases with large crack lengths. When considering large cracks, the highest observed error of $1.00 \pm 0.18\%$ was for the group consisting of negative angles, while for the group consisting of positive angles the error decreased to $0.78 \pm 0.13\%$. A possible explanation for why cases with smaller cracks result in lower errors for $XDisp$-GNN, may be due to the reasoning discussed in Section 5.2. The mesh-wise errors of $XDisp$-GNN showed to be highest during the initial time-steps - when the applied displacement load is constantly increased until crack begins to propagate smoothly. Once the crack began to propagate smoothly the errors decreased throughout the remaining time-steps. Following this observation, a smaller crack will result in a larger number of time-steps in order to fully propagate throughout the domain. In essence, a smaller crack will consist of more time-steps where the crack is propagating smoothly, thus, consisting of more time-steps where the errors are low in comparison to larger cracks. Therefore, $XDisp$-GNN performed best for cases involving smaller cracks regardless of initial crack orientation, however, for larger cracks it achieved better accuracy for cases with positive angles.

The parametric results of crack angle and crack length for $YDisp$-GNN are shown in Figure 11b. Unlike $XDisp$-GNN, the group with the highest $YDisp$-GNN error was for positive angles + smaller cracks at $1.83 \pm 0.38\%$, while the group with lowest error was for negative angles + larger cracks at $1.41 \pm 0.18\%$. An interesting observation to make is that both groups with positive angles showed similar results. The error obtained for the group involving positive angles + larger cracks was $1.81 \pm 0.30\%$, approximately $0.02\%$ lower compared to the group involving positive angles + smaller cracks. Therefore, $YDisp$-GNN performed similarly for cases with positive angles regardless of the initial crack length (i.e., small versus large length), however, for cases with negative angles the best performance was seen when considering larger cracks.

For $cPhi$-GNN results shown in Figure 11c it can be seen that the group with the highest error was for negative angles + smaller cracks at $0.21 \pm 0.11\%$, while the lowest error was for the group of negative angles + larger cracks at $0.06 \pm 0.04\%$.

5.3.2. Crack angle and initial edge position

Next, we analyze the effects of varying initial crack orientations along with initial edge position on the prediction errors. Using a similar approach as in Section 5.3.1, we split the test dataset into four groups: (i) negative crack angle + bottom edge position defined as
\( \theta_c < 0^\circ; P_c < 0.25 \text{ m}, \) (ii) positive crack angle + bottom edge position defined as \( \theta_c > 0^\circ; P_c < 0.25 \text{ m}, \) (iii) negative crack angle + top edge position defined as \( \theta_c < 0^\circ; P_c \geq 0.25 \text{ m}, \) and (iv) positive crack angle + top edge position defined as \( \theta_c > 0^\circ; P_c \geq 0.25 \text{ m}. \) Figure 12 shows the corresponding errors of x-displacement (Figure 12a), y-displacement (Figure 12b), and \( \phi \) (Figure 12c) predictions for each parametric group.

The \( XD\text{Disp}-\text{GNN} \) results depicted in Figure 11a show the lowest errors for configurations involving cracks with bottom edge position (i.e., \( P_c < 0.25 \text{ m} \)). For instance, the group with positive crack angle + bottom edge position resulted in errors of \( 0.59 \pm 0.09\% \), and the group with negative crack angle + bottom edge position showed errors of \( 0.69 \pm 0.09\% \). Moreover, the highest error of \( XD\text{Disp}-\text{GNN} \) was for negative crack angles + top edge position at \( 0.84 \pm 0.15\% \). When considering large cracks the highest error of \( 1.00 \pm 0.18\% \) was for the group with negative angles, while for the group with positive angles the error decreased to \( 0.78 \pm 0.13\% \). From Figure 11a discussed in Section 5.3.1 and Figure 12a, we conclude that \( XD\text{Disp}-\text{GNN} \) performed best for cases involving positive crack angle, small crack length, and bottom edge position.

In contrast to \( XD\text{Disp}-\text{GNN} \), the groups resulting in the lowest errors for \( Y\text{Disp}-\text{GNN} \) involved cases with top edge position. For \( \{ \theta_c < 0^\circ; P_c \geq 0.25 \} \text{ m} \) and \( \{ \theta_c > 0^\circ; P_c \geq 0.25 \} \text{ m} \) the resulting errors were \( 1.37 \pm 0.2\% \) and \( 1.61 \pm 0.3\% \), respectively. The highest obtained error was for cases with positive crack angles + bottom edge position at \( 1.98 \pm 0.38\% \). To understand why cracks located at the top edge position resulted in lower prediction errors using \( Y\text{Disp}-\text{GNN} \), we emphasize that for this work the load applied was a uniform tensile displacement load along the top edge of the boundary (i.e., positive y-direction). Because \( Y\text{Disp}-\text{GNN} \) predicts the evolution of the y-displacement field, \( \nu \), an initial crack located closer to the top edge of the domain - where the applied displacement load is located - may help \( Y\text{Disp}-\text{GNN} \)’s prediction accuracy. Therefore, from 11b discussed in Section 5.3.1 and Figure 12b we show that \( Y\text{Disp}-\text{GNN} \) performed best for cases consisting of negative crack angle, large crack length, and top edge position.

Lastly, from Figure 12c the resulting errors for \( c\text{Phi}-\text{GNN} \) depict a similar relation compared to Sections 5.3.1-5.3.2. We found previously that predictions of \( \phi \) showed that crack angles did not significantly affect the model’s accuracy, while the crack lengths showed to play a higher role in the model’s accuracy. From Figure 12c, the lowest error was found for the case of negative crack angle + top edge position with error of \( 0.11 \pm 0.07\% \), while the highest error found was for positive crack angle + bottom edge position with error of \( 0.17 \pm 0.10\% \). Therefore, from 11c discussed in Section 5.3.1 and Figure 12c we conclude that \( c\text{Phi}-\text{GNN} \) performed best for cases involving negative crack angle, larger crack lengths, and top edge position.

5.4. Simulation time analysis

To evaluate the performance of the \( AD\text{APT}-\text{GNN} \) framework, we compared the simulation time to the PF fracture model. Towards this goal, we computed the simulation time of \( AD\text{APT}-\text{GNN} \) for the entire test dataset using an Nvidia GeForce RTX 3070 ti GPU on a personal computer system. We initialized the simulation time for \( AD\text{APT}-\text{GNN} \) prior to loading each model (\( XD\text{Disp}-\text{GNN} \), \( Y\text{Disp}-\text{GNN} \), and \( c\text{Phi}-\text{GNN} \)), and finalized at the final time-step. We took a similar approach for the PF fracture model. The mean and standard deviation of the obtained simulation time per time-step are shown in Figure 13 for the PF
fracture model versus ADAPT-GNN. It can be seen that ADAPT-GNN outperformed the PF fracture model achieving 15x-36x faster simulation time. Additionally, we could significantly improve ADAPT-GNN’s performance by using better GPU units.

We also note that while ADAPT-GNN outperformed the PF fracture model in this case, the PF model used in this work is not CPU parallelized. A PF fracture model with an ideal parallel scaling may outperform the developed GNN framework when using greater than 16 or 32 processors. Additionally, it is important to consider the long training times required for each model in the ADAPT-GNN framework. For instance, XDisp-GNN and YDisp-GNN required 9 hours and 22 minutes each, while cPhi-GNN required 10 hours and 57 minutes for a total of 20 epochs. This equates to a total of 29 hours and 41 minutes of training time for ADAPT-GNN. In the case that training was required for simulating cases of 100 time-steps each where the ML framework was 15x faster than PF, ADAPT-GNN would begin to outperform the PF model for 34+ simulations. Another crucial drawback of data-driven ML methods is the required time for data set collection. For instance, it required approximately 30 days to generate 1245 simulations by running 3-4 PF models simultaneously. This shows that conventional fracture models, such as the PF approach, are vital for developing new ML algorithms able to speed up computational times in the future. We emphasize that this work is not intended to substitute conventional PF fracture models but to demonstrate the ability to use ML to speed up computational times.

6. Conclusion

To conclude, the development of mesh-based GNN models for simulating complex fracture problems is a recent area of research which has shown significant speed-ups compared to existing high-fidelity computational models. However, integrating this technique into PF simulations with AMR has not been explored in previous works. As a result, this work develops an adaptive mesh-based GNN framework (ADAPT-GNN), capable of emulating PF fracture models for single-edge notched cracks subjected to tensile loadings. As shown in Figure 1, ADAPT-GNN first predicts the x- and y-displacement fields, followed by prediction of the scalar damage field ($\phi$) at the future time-step. We note that the predicted displacement fields and $\phi$ can then be utilized to compute the stress evolution in the material. Another key feature of ADAPT-GNN is its ability to benefit from both computational efficiencies
of AMR and ML techniques by representing each instantaneous graph as the refined mesh itself. This dynamic graph implementation resulted in simulation speed-ups up to 36x faster than a conventional PF fracture model using an NVIDIA GeForce RTX 3070 Ti GPU on a personal computer. The framework showed good prediction accuracies in the test dataset with maximum percent errors of 1.98 ± 0.27%, 2.74 ± 0.26% and 0.19 ± 0.13% for the x-displacements, y-displacements, and φ, respectively.

While the ADAPT-GNN framework predicts displacements and φ with overall good accuracy, we point out various limitations. The conventional PF model used in this work did not have parallel CPU capability. A parallelized PF model may outperform the developed GNN framework when using 16 or 32 processors. Also, when re-training each model is required, the framework begins to outperform the PF model only for approximately 34+ simulations (of 100 time-steps each). ADAPT-GNN is not able to predict unseen cases involving shear loadings, center cracks, and cracks located at the right edge of the domain. Therefore, the limitations of the developed framework demonstrate how conventional fracture models are essential for developing new ML algorithms.

Ultimately, PF fracture models for simulating crack propagation are one of the most computationally demanding PF models. This work presents the development of a new adaptive mesh GNN capable of predicting PF fracture models of single-edge notched crack propagation with good accuracies and computational speed-ups. Transfer learning approaches such as [76] may be employed in future work to extend the current framework’s capability of predicting unseen cases with shear loading, center cracks, and cracks located at the right edge. The developed framework can also be extended to various PF models other than fracture...
models by implementing a similar methodology. As new GNN techniques are developed, new models and methods, such as subgraphs, can be explored to increase computational speed.

7. Data availability

The trained models with examples can be found in the following GitHub repository [https://github.com/rperera12/Phase-Field-ADAPT-GNN](https://github.com/rperera12/Phase-Field-ADAPT-GNN). Supplementary data containing animations have been included along with the manuscript.
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