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Abstract

We explore the space of extremal functionals in the conformal bootstrap. By recasting the bootstrap problem as a set of non-linear equations parameterized by the CFT data, we find an efficient algorithm for converging to the extremal solution corresponding to the boundary of allowed regions in the parameter space of CFTs. Furthermore, by deforming these solutions, we demonstrate that certain solutions corresponding to known theories are continuously connected. Employing these methods, we will explore the space of non-unitary CFTs in the context of modular as well as correlation function bootstrap. In two dimensions, we show that the extremal solution corresponding to the Ising model is connected to that of the Yang-Lee minimal model. By deforming this solution to three dimensions, we provide evidence that the CFT data obtained in this way is compatible with the $\epsilon$-expansion for a non-unitary theory.
1 Introduction

The conformal bootstrap encompasses a set of analytic and numerical techniques to solve or constrain strongly interacting quantum field theories. These methods have successfully been employed to analytically classify certain theories in two spacetime dimensions [1,2]. More recently, numerical methods have been successfully employed in constraining the space of consistent conformal field theories in higher dimensions [3–9]. In general, these numerical methods begin with a set of assumptions about the scaling dimensions of operators in the CFT. One then proceeds by imposing unitarity and crossing equations in order to prove that the set of assumptions leads to a contradiction. By ruling out the starting assumptions we can map out the space of CFTs consistent with unitarity and associativity of the operator product expansion. This task is usually carried out using semidefinite programming [10]. One then typically tries to find the most stringent set of assumptions—for example by maximizing the scaling dimension of the first primary scalar above the vacuum—to find the boundary of the allowed regions where CFTs may exist. It is an interesting observation that certain well-known CFTs are found at or near the boundaries of these allowed regions. Furthermore, at the boundary of the allowed region, one can construct an extremal functional from which additional information about the putative CFT spectrum may be extracted [11, 12].

These methods have been successfully employed in carving out the parameter space of CFTs in various spacetime dimensions. They have also been used to find islands in parameter space corresponding to the 3d critical Ising model as well as others [8,13–17].

Despite their many successes, these numerical methods have certain limitations. One such limitation is the fact that these techniques only work for unitary theories\(^1\). This is due to the fact that positivity constraints arising from unitarity of the underlying theory play a crucial role in setting up the semidefinite optimization problem. Furthermore, the output of these methods is limited to CFT data corresponding to the low lying operators in the theory. In addition, these methods are computationally expensive and are typically carried out on large computing clusters.

It was argued in [12, 21] that extremal functional methods provide an alternative approach to the bootstrap problem. They showed that at the boundary of allowed regions in parameter space of CFTs the CFT data satisfies a set equations called extremality conditions. They also showed that by linearizing these equations near a

\(^1\)See [12,18–21] for alternative approaches to bootstrap that do not rely on unitarity.
solution, that such solutions may be deformed allowing for flows along the extremal solutions.

Following \([12,21]\), we will recast problem finding the boundary of the allowed region as a constrained optimization problem parameterized by the CFT data. This approach has the advantage that it is computationally cheaper. This is achieved by making an ansatz for the extremal functional along the boundary of the allowed region. The choice of ansatz is motivated by the observation that at the boundary, the extremal functional has a constrained form. This observation was leveraged in \([22]\) to construct an algorithm that applies to the spinless modular bootstrap problem introduced by \([23]\). Although the output of the algorithm is the same as that which is found by employing semidefinite programming, the lowered computational cost of the algorithm resulted in increasing the number of operators one can access by orders of magnitude. The same algorithm was also used to place bounds on optimal sphere packings in large dimensions \([24]\). The algorithm developed in \([22]\) has the limitation that it applies only to simple problems such as the spinless modular bootstrap as well the one dimensional conformal correlator bootstrap \([12]\).

In this paper, we will develop an algorithm that will remedy this problem\(^2\). This algorithm can be applied to the more general bootstrap problems in higher dimensions. This involves solving directly for the extremal functional in terms of the CFT data. Although we will not be able to leverage the reduced computational cost of the algorithm to increase the reach of the conformal bootstrap in the same way by increasing the dimension of the functional basis, we will extend the reach of the conformal bootstrap by exploring regions of parameter space not accessible using traditional techniques. This is due to the fact that the algorithm does not require positivity as an input and is therefore able to explore regions corresponding to non-unitary theories. However, this means that although the algorithm produces functionals in the non-unitary regions, they cannot be simply interpreted as defining boundaries of regions where non-unitary theories are allowed to exist\(^3\). In addition, since the algorithm is concerned directly with the CFT data, it allows for more control over the specifics of the parameter space we wish to explore.

The rest of the paper is organized as follows: In section 2 we will briefly review the

---
\(^2\)A Mathematica notebook implementing this algorithm for the correlator bootstrap is included with this submission.

\(^3\)In some cases, these extremal functionals can still be interpreted as ruling out regions in parameter space of CFTs provided we make additional assumptions on the sign of squared OPE coefficients.
conformal bootstrap and describe how it may be recast as a set of non-linear equations. We will also describe how the methods outlined in this section may be applied to the correlation function as well as the modular bootstrap problems. In section 3 we describe how solutions to these equations may be deformed in order to explore parameter space of CFTs in 2 and 3 dimensions. We finally conclude with a brief discussion in section 4.

2 Bootstrap as Constrained Optimization

2.1 Bootstrap review

In this section, we will briefly review the general bootstrap problem and establish some notations. See [25–28] for more complete reviews of the conformal bootstrap. The starting point for setting up a bootstrap problem is typically a physical quantity that has a convergent expansion in two or more channels. For example, these channels can correspond to different quantization surfaces in the torus partition function of a 2d CFT resulting in the modular bootstrap or to different choices operator product expansion of a CFT 4-point function on a sphere following from the associativity of the operator algebra. In general, these expansions take the following form

\[ \sum_{a \in Q_1} c_a \bar{F}_a(\{x_i\}) = \sum_{b \in Q_2} \bar{c}_b \bar{\bar{F}}_b(\{x_i\}), \] (2.1)

where \( Q_{1,2} \) label the quantum numbers of the exchange operators in each channel, \( \bar{F} \) and \( \bar{\bar{F}} \) are kinematic functions in each of the corresponding channels and whose form is fixed by the spacetime symmetries of the problem under consideration, \( c_{a,b} \) are c-numbers corresponding to the degeneracies or the OPE coefficients depending on the nature of the observable under consideration and \( \{x_i\} \) represent the coordinates in which the physical quantities are computed. Note that in unitary theories, \( c_{a,b} \) are positive numbers. This expression contains infinitely many equations parameterized by \( \{x_i\} \) for infinitely many unknowns parameterized by the \( c_{a,b} \) and the corresponding quantum numbers in each channel. For simplicity, we will take the observable under question such that \( Q_1 = Q_2 \equiv Q \). This is the case for example when considering the

\footnote{More generally, this equation depends on the spacetime dimension as well as the quantum number of the external operators appearing in the observables under consideration. We have suppressed such dependence in this expression.}
4-point function of identical operators on a sphere. We can then rewrite this equation as

$$\sum_{a \in Q} c_a W_a(\{x_i\}) = 0,$$

(2.2)

where we have defined $W_a(\{x_i\}) \equiv F_a(\{x_i\}) - \tilde{F}_a(\{x_i\})$. In order to extract useful information from this equation, we will act on this expression by linear functionals $F^i$. Assuming the action of the functional commutes with the infinite sum we have

$$\sum_{a \in Q} c_a F^i[W_a(\{x_i\})] = 0.$$

(2.3)

It is convenient to choose the functionals to be derivatives with respect to the coordinates $\{x_i\}$ evaluated at symmetric points. However, the choice of functionals is not unique and different choices have been explored with varying degrees of success [29–38]. We will specify the choice of functional for the specific examples that we consider in this paper. Note that the functionals $F^i_a \equiv F^i[W_a(\{x_i\})]$ are functions only of the quantum numbers. Making the assumptions that the quantum number $a$, appearing in the sum (2.3) belong to a set $A$, a contradiction is obtained if we manage to set of numbers $\alpha_i$ such that $\alpha_i F^i_a > 0$ for all $a \in A$. In this way, we carve out regions in the parameter space of CFTs by ruling out $A$. We can approach the boundary of the allowed region for example by maximizing over the quantum of numbers of a particular operator appearing in the theory. Adopting the terminology appearing in [11] we will refer to $\alpha_i F^i_a$ as the extremal functional if it corresponds to the boundary of allowed $A$. This maximization is typically carried out by semidefinite programming. Here, we will instead proceed by solving directly for the extremal functional in terms of the CFT data. We will give specific examples of how this can be applied to a variety of bootstrap problems in the rest of this section.

2.2 Warm-up: spinless modular bootstrap

To elucidate the logic of this approach, we will consider the spinless modular bootstrap, which is arguably the simplest non-trivial example of a bootstrap problem [23, 40].

---

5See [39] for other choices of optimization that result in approaching boundaries in the parameter space of CFTs.
Given the torus partition function of a 2d CFT \( Z(\beta) \equiv Z(\tau = i\beta, \bar{\tau} = -i\beta) \), modular invariance implies that

\[
Z(\beta) = \chi_0(\beta) + \sum_{\Delta} \rho_\Delta \chi_\Delta(\beta) = \chi_0(1/\beta) + \sum_{\Delta} \rho_\Delta \chi_\Delta(-1/\beta),
\]

(2.4)

(2.5)

where we have separated the vacuum contribution to the partition function. The sum is over the primary operators, \( \beta > 0 \), \( \rho_\Delta \) are positive integers and the characters are given by the product of holomorphic and anti-holomorphic Virasoro characters

\[
\chi_0(\beta) = e^{-2\pi \beta \Delta_0 (1 - e^{-2\pi \beta})^2},
\]

(2.6)

\[
\chi_\Delta(\beta) = e^{-2\pi \beta (\Delta + \Delta_0)} |\eta(i\beta)|^2,
\]

(2.7)

where \( \Delta_0 \equiv -\frac{c-1}{12} \), \( c \) is the central charge of the CFT and \( \eta \) denotes the Dedekind \( \eta \)-function. It is convenient to define the reduced partition function \( \hat{Z}(\beta) \equiv |\eta(i\beta)|^2 |i\beta|^{1/2} Z(\beta) \) which satisfies the relation \( \hat{Z}(\beta) = \hat{Z}(1/\beta) \). The crossing equation can then be expressed as

\[
\mathcal{W}_0 + \sum_{\Delta} \rho_\Delta \mathcal{W}_\Delta = 0,
\]

(2.8)

with \( \mathcal{W} \) defined by

\[
\mathcal{W}_0 = \beta^{1/2} e^{-2\pi \beta \Delta_0 (1 - e^{-2\pi \beta})^2} - \beta^{-1/2} e^{-2\pi \beta (\Delta + \Delta_0) (1 - e^{-2\pi \beta})^2},
\]

(2.9)

\[
\mathcal{W}_\Delta = \beta^{1/2} e^{-2\pi \beta (\Delta + \Delta_0)} - \beta^{-1/2} e^{-2\pi \beta (\Delta + \Delta_0)}.
\]

(2.10)

The following is a convenient choice of linear functionals

\[
\mathcal{F}_\Delta^k = \left. \frac{1}{2(2k-1)!} \left[ \frac{(1 + \beta)^2}{2 \partial_\beta} \right]^{2k-1} \frac{1 + \beta}{2\sqrt{\beta}} \mathcal{W}_\Delta \right|_{\beta = 1}
\]

(2.11)

\[
= e^{-2\pi (\Delta + \Delta_0)} L_{2k-1} (4\pi (\Delta + \Delta_0)),
\]

(2.12)
Figure 1: Extremal functional for the spinless bootstrap at central charge $c = 4$ and number of functionals $\Lambda = 10$.

where $L_{2k-1}$ are odd-indexed Laguerre polynomials. Similarly, for the vacuum contribution we find

$$F^k_0 = e^{-2\pi \Delta_0} \left( L_{2k-1}(4\pi \Delta_0) - 2e^{-2\pi} L_{2k-1}(4\pi(\Delta_0 + 1)) + e^{-4\pi} L_{2k-1}(4\pi(\Delta_0 + 2)) \right).$$

(2.13)

Acting these functionals on the crossing equations (2.8) we obtain

$$F^i_0 + \sum_\Delta \rho_\Delta F^i_\Delta = 0.$$ 

(2.14)

The goal now is to find $\alpha_i$ with $i = 1, \ldots, \Lambda$, such that

$$\alpha_i F^i_0 > 0,$$ 

(2.15)

$$\alpha_i F^i_\Delta \geq 0$$

(2.16)

for all $\Delta \geq \Delta^*$. Furthermore we will minimize over $\Delta^*$ in order to find the extremal functional. This can be carried out employing semidefinite programming as well as the
bisection method\textsuperscript{6} in order to find $\Delta^*$ as well as the extremal functional. An example of an extremal functional is plotted in figure 1. In [22] it was observed that the extremal functional satisfies the following conditions: 1) The extremal functional is polynomial with a single zero at $\Delta^*$. 2) The extremal functional contains a number of double zeros at values $\Delta > \Delta^*$. 3) The number of double zeros is always equal to $\frac{\Lambda}{2} - 1$. Furthermore it was observed that in cases where $\Delta^*$ approached the scalar gap of a known theory, the double zeros rapidly converged to the scaling dimension of other operators in the theory. This motivates an ansatz parameterizing the extremal functional in terms of its zeros. Using this ansatz we can express this optimization problem in terms of the following Lagrangian

$$\mathcal{L} = \alpha_i \mathcal{F}_0^i + \sum_{\mu=2}^{\Lambda/2} c_\mu \alpha_i \mathcal{F}_{\Delta_\mu}^i + \sum_{\nu=1}^{\Lambda/2} \tilde{c}_\nu \alpha_i \mathcal{F}'_{\Delta_\nu}^i, \quad (2.18)$$

where $\tilde{c}_\mu$ and $c_\mu$ are Lagrange multipliers imposing the roots of the polynomial and $\mathcal{F}'$ denote the derivative with respect to $\Delta$. Notice that if we dualize the problem, assuming that the extremal functional does not contain any higher order zeros we find the truncated crossing equations,

$$\mathcal{F}_0^i + \sum_{\mu=2}^{\Lambda/2} c_\mu \mathcal{F}_{\Delta_\mu}^i = 0. \quad (2.19)$$

This provides an intuitive explanation of why the roots of the functional provide a good approximation to the low-lying spectrum of the CFT. Furthermore, notice that in this simple case solving the truncated crossing equations automatically yields the optimal solution. This is due to the fact that the number of zeros are such that $\alpha_i$ are uniquely fixed up to a rescaling. More explicitly $\alpha_i$ are given by the kernel of a $2\Lambda \times 2\Lambda - 1$ matrix

$$\vec{a} \propto \ker \begin{pmatrix} \vec{F}_{\Delta_\mu} \\ \vec{F}'_{\Delta_\nu} \end{pmatrix}. \quad (2.20)$$

\textsuperscript{6}The navigator function method [41] can be used to improve convergence in this step, though we have not implemented it in this work.
Therefore, it suffices to find the extremal functional, it suffices to solve the truncated crossing equations. As we will see, in the more general case where additional quantum numbers are present, the number of zeros of the extremal functional do not match the number of equations so nicely and we will be forced to optimize (2.18) with respect to all variables.

2.3 Spinning Modular Bootstrap

The more general problem of spinning modular bootstrap has yielded both numerical and analytic results [40, 42–52]. Let us now briefly review the modular bootstrap set up. We begin by writing the torus partition function

\begin{equation}
Z(\tau, \bar{\tau}) = \chi_0(\tau)\bar{\chi}_0(\bar{\tau}) + \sum_{h, \bar{h}} \rho_{h, \bar{h}} \chi_{h, \bar{h}}(\tau)\bar{\chi}_{h, \bar{h}}(\bar{\tau})
\end{equation}

\begin{equation}
= Z(-1/\tau, -1/\bar{\tau}),
\end{equation}

where \( h \) and \( \bar{h} \) denote the holomorphic and anti-holomorphic weights of primary operators, \( \rho_{\Delta, s} \in \mathbb{N} \) are the degeneracies, the second line follow from modular invariance of the torus partition function and \( \chi \) and \( \bar{\chi} \) are the Virasoro characters

\begin{align}
\chi_0(\tau) &= \frac{e^{2\pi ip(-\frac{c+1}{24})}(1 - e^{2\pi ip})}{\eta(\tau)}, \\
\chi_h(\tau) &= \frac{e^{2\pi ip(h - \frac{c+1}{24})}}{\eta(\tau)}.
\end{align}

It is again convenient to introduce the reduced partition function

\begin{equation}
\hat{Z}(\beta, \bar{\beta}) = |\beta|^{1/2}|\eta(i\beta)|^2 Z(i\beta, -i\bar{\beta}) = \hat{Z}(1/\beta, 1/\bar{\beta}).
\end{equation}

Focusing on the parity invariant part of the spectrum we can decompose this in terms of the reduced characters

\begin{equation}
\hat{Z}(\beta, \bar{\beta}) = \hat{\chi}_0(\beta)\hat{\bar{\chi}}_0(\bar{\beta}) + \sum_{\Delta, s} \rho_{\Delta, s} \left( \hat{\chi}_{\frac{1}{2}+\frac{\Delta}{2}}(\beta)\hat{\bar{\chi}}_{\frac{1}{2}+\frac{\Delta}{2}}(\bar{\beta}) + \hat{\chi}_{\frac{1}{2}-\frac{\Delta}{2}}(\beta)\hat{\bar{\chi}}_{\frac{1}{2}-\frac{\Delta}{2}}(\bar{\beta}) \right),
\end{equation}

\footnote{For simplicity, we will consider CFTs with no currents}
where $\Delta = h + \bar{h}$, $s = |h - \bar{h}|$ and the reduced characters are given by

$$\hat{\chi}_0(\beta) = \beta^{1/4} e^{-2\pi \beta (-c_{24}^{-1})} (1 - e^{-2\pi \beta}),$$  \hspace{1cm} (2.27)$$

$$\hat{\chi}_x(\beta) = \beta^{1/4} e^{-2\pi \beta (x - c_{24}^{-1})}.\hspace{1cm} (2.28)$$

Proceeding as before we define the differential operator

$$D_k = \frac{1}{2\Gamma(k+1)} \left[ \frac{(1+\beta)^2}{2} \partial_\beta \right]^{2k-1} \left( \frac{\beta + 1}{\sqrt{2}} \right)^{1/2} \beta^{-1/4} \bigg|_{\beta=1}$$ \hspace{1cm} (2.29)$$

and construct the linear functionals

$$F^{k,\bar{k}}_{\Delta,s} = D_k \bar{D}_{\bar{k}} (\hat{\chi}_{\Delta,s}(\beta) \hat{\chi}_{\Delta,s}(\beta) + \hat{\chi}_{\Delta,s}(\beta) \hat{\chi}_{\Delta,s}(\beta) - (\beta \leftrightarrow 1/\beta))$$

$$= e^{-4\pi(\Delta - c_{24}^{-1})} L_{2k-1}^{-1/2} \left( 4\pi \left( \frac{\Delta + s}{2} - \frac{c - 1}{24} \right) \right) L_{2\bar{k}-1}^{-1/2} \left( 4\pi \left( \frac{\Delta - s}{2} - \frac{c - 1}{24} \right) \right)$$

$$+ k \leftrightarrow \bar{k},$$ \hspace{1cm} (2.31)$$

where $k + \bar{k}$ are odd integers and $L_{2\bar{k}}^\alpha$ are the generalized Laguerre polynomials. The vacuum contribution $F^{k,\bar{k}}_{0,0}$ is similarly obtained by acting the differential operators on the reduced vacuum characters. Acting with these functionals on the crossing equation (2.25) we find

$$F^{i}_0 + \sum_{\Delta,s} \rho_{\Delta,s} F^{i}_{\Delta,s} = 0,$$ \hspace{1cm} (2.32)$$

where we write $i$ as a shorthand for the index of a set $\{(k, \bar{k})| k + \bar{k} \in 2N - 1 \land \bar{k} < k\}$.

We now consider the scalar gap problem by finding a set of numbers $\alpha_i$ such that

$$\alpha_i F^{i}_{0,0} > 0$$

$$\alpha_i F^{i}_{\Delta,s} \geq 0, \begin{cases} \Delta > \Delta^*, s = 0 \\ \Delta > s, s > 0 \end{cases}.$$ \hspace{1cm} (2.33)$$

To find the extremal functional we find the smallest $\Delta^*$ such that the above conditions are satisfied. Unlike the spinless modular bootstrap, we now have many extremal
functionals labeled by $s$, each of which may now contain single and double zeros. We can again use this observation to make an ansatz and write this as an optimization problem with the following Lagrangian

$$\mathcal{L} = \alpha_i \mathcal{F}_{0,0}^i + \sum_{a \in Q_s} c_a \alpha_i \mathcal{F}_a^i + \sum_{b \in Q_d} (c_b \alpha_i \mathcal{F}_b^i + \tilde{c}_b \alpha_i \mathcal{F}_b'^i),$$

(2.34)

where $c_a, c_b$ and $\tilde{c}_b$ are Lagrange multipliers imposing the position of the roots of the extremal functional, and $Q_s$ and $Q_d$ are the list of scaling dimensions and spins of operators corresponding to the single and double roots respectively. As previously mentioned the total number of zeros appearing in the extremal functional no longer matches the number of equations in such a way as to trivially fix the coefficients $\alpha_i$. We must therefore optimize this Lagrangian with respect to all variables simultaneously. Variation with respect to the double roots as well as $\tilde{c}_b$ we find that we must set $\tilde{c}_b$ to zero in order to avoid higher order roots. Note however that variation with respect to the single roots results in an equation imposing that the extremal functional contains double zeros at these locations. This is inconsistent with our ansatz. We therefore take the location the single roots as fixed parameters of the optimization problem and optimize with respect to all other variables. Imposing these conditions the variation yields

$$0 = \mathcal{F}_{0,0}^i + \sum_{a \in Q_s} c_a \mathcal{F}_a^i + \sum_{b \in Q_d} c_b \mathcal{F}_b^i,$$

$$0 = \alpha_i \mathcal{F}_a^i, \quad a \in Q_s$$

$$0 = \alpha_i \mathcal{F}_b^i, \quad b \in Q_d$$

$$0 = \alpha_i \mathcal{F}_b'^i, \quad b \in Q_d$$

(2.35)

Choosing a set of functionals labeled by $i = 1 \ldots \Lambda$ we have $\Lambda + N_s + 2N_d$ equations where $N_s$ and $N_d$ count the number of single and double roots. In addition, we are optimizing with respect to the double roots $\Delta$, the coefficients $c$ and $\alpha$ for a total of $\Lambda + N_s + 2N_d$

---

8We can still directly solve for $\alpha$’s by finding ker $\left( \begin{array}{c} \mathcal{F}_{\Delta_{\text{single}}} \\ \mathcal{F}_{\Delta_{\text{double}}} \end{array} \right)$, where we keep only enough roots such that the matrix has $\Lambda - 1$ rows. However in this work we will treat $\alpha$’s as unknown variables to solve for.

9The single roots may be treat the as variables if we fix $N_s$ of the $\alpha$ variables using the equation described in footnote 8. However for the results in this paper we treated all single roots except the first scalar as constants and varied other parameters.
Since the overall scale of the extremal functional is not important, we may eliminate one variable by fixing the normalization by setting $\alpha_1 = 0$. We can then use this extra equation to treat one of the single roots as a variable. In this case, we choose to vary the single root corresponding to the scalar gap. The result is a set of nonlinear equations for the CFT data as well as the coefficients of the extremal functional. Notice that as presented, we have not imposed any positivity/unitarity conditions on the equations (2.35). We might therefore hope that the solutions to these equations might have some bearing on non-unitary theories which are typically not accessible through conventional bootstrap methods.

At this point, we can try to solve these equations numerically using the Newton’s method. However, due to the non-linear nature of the equations, convergence is contingent on a good initial guess for the location of the roots and the discrete choice of spins. If we restrict ourselves to unitary theories we can use semidefinite programming to find a good initial guess for the initial conditions of Newton’s method. We find that the extremal solutions found using the traditional bootstrap method always yield a solution to (2.35). To achieve this, we begin by imposing (2.33) and using bisection to find the optimum $\Delta^*$. We then optimize by minimizing that vacuum contribution and extracting the roots of the extremal functionals obtained by this procedure\(^{10}\). Since $\alpha$ and $c$ appear linearly in (2.35), convergence to the optimal solution is not very sensitive to the initial conditions for these variables.

### 2.4 Correlation Function Bootstrap

We will now apply the techniques described above to bootstrapping CFT 4-point correlation functions on a sphere. We will consider the correlation function of four identical scalar operators for simplicity, but we expect these methods to be generalizable to mixed correlator bootstrap. The optimization problem we find is very similar to that of the modular bootstrap. We begin by writing the crossing equation

\[
\langle \phi(0)\phi(z, \bar{z})\phi(1)\phi(\infty)\rangle = \sum_{\Delta, s} \lambda^{2}_{\phi\phi O_{\Delta, s}} \frac{g_{\Delta, s}(z, \bar{z})}{(z\bar{z})^{\Delta_{\phi}}} \\
= \sum_{\Delta, s} \lambda^{2}_{\phi\phi O_{\Delta, s}} \frac{g_{\Delta, s}(1 - z, 1 - \bar{z})}{((1 - z)(1 - \bar{z}))^{\Delta_{\phi}}},
\]

\(^{10}\)Throughout this paper we will utilize the semidefinite program solver SDPB \([53, 54]\) to find initial conditions for the Newton’s method.
where $\lambda$ denote the OPE coefficients and $g_{\Delta,s}$ are the conformal blocks for the exchanged operator with the corresponding quantum numbers. Proceeding in the same way as before, acting with linear functionals on the difference of the two channels we obtain

$$F^i_{0,0} + \sum_{\Delta,s} \lambda^2_{\Delta,s} F^i_{\Delta,s} = 0,$$

(2.37)

where $F^i$ are defined by evaluating coordinate derivatives at the symmetric point

$$F^i_{\Delta,s} = \partial^k \bar{\partial}^\bar{k} \left[ ((1-z)(1-\bar{z}))^{\Delta_{s}} g_{\Delta,s}(z,\bar{z}) - (z\bar{z})^{\Delta_{s}} g_{\Delta,s}(1-z,1-\bar{z}) \right]_{z=\bar{z}=1/2},$$

(2.38)

and $i$ labels the pair of integers $k$ and $\bar{k}$ drawn from a set such that their sum is odd. The conformal blocks can be computed in closed form in even dimensions [55–57]. However, we will make use of a recursion relation [9, 58, 59] \[11\] for computing the derivatives of conformal blocks in general spacetime dimensions. To probe the parameter space of unitary CFTs we again try to construct extremal functionals by imposing

$$\alpha_i F^i_{0,0} > 0,$$

$$\alpha_i F^i_{\Delta,s} \geq 0, \begin{cases} \Delta > \Delta^*, & s = 0 \\ \Delta > s + d - 2, & s > 0 \end{cases}$$

(2.39)

where the inequality for the non-scalar operators follows from unitarity. We then find the smallest $\Delta^*$ for which these conditions are satisfied. Recasting this problem in terms of a Lagrangian we find

$$L = \alpha_i F^i_{0,0} + \sum_{a \in Q_s} c_a \alpha_i F^i_a + \sum_{b \in Q_d} (c_b \alpha_i F^i_b + \bar{c}_b \alpha_i F^i_b'),$$

(2.40)

where $Q$ and $c$ are defined in the same way as described in the previous section. Variation with respect to the variables results in identical equations of motion (2.35) as described in the preceding section. Using semidefinite programming to find the extremal functionals to use as initial conditions in solving these equations, we can confirm that the procedure always converges to a solution. Note that the first equation in (2.35) is the truncated crossing equation. We can therefore interpret the Lagrange

\[\text{11We use a C++ implementation of the recursion relations which can be found at https://gitlab.com/bootstrapcollaboration/scalar_blocks} \]
Figure 2: Roots of the extremal functional evaluated at increasing values of the central charge. Single roots are denoted by filled circles and double roots are denoted by dotted circles.

multipliers as an approximation to the OPE coefficients in the same way that the roots approximate the scaling dimensions.

3 Deforming the Solutions

3.1 Modular Bootstrap

3.1.1 Unitary Deformation

So far we have described a procedure for extracting CFT data and verifying the extremal solutions obtained using semi-definite programming. We now show that by deforming the solutions we can access other regions in the parameter space of CFTs. To be concrete, let us start by fixing the central charge of the CFT at $c = 3.5$ and find the extremal functional at $\Lambda = 6$. We will then use this solution as initial conditions to (2.35) while varying other parameters. We will choose to vary the central charge in this case. This procedure allows us to keep track of the scaling dimensions and the degeneracies along the deformation.

It is also useful to explicitly construct the functionals as we deform the solution. We plot the roots of the functional along the deformation in figure 2. By studying these
allowed unitary CFTs. The roots of the extremal functional after the addition of a new
addition of the new operator while obtaining rigorous bounds on the parameter space of
seems to be true more generally. We can then continue to deform our solution after the
an operator to the spectrum yields a new solution to (2.35) and so this phenomenon
that whenever a pair of new single roots appear in the functionals, the addition of
roots we see that new single roots appear in the functional at spin 1 as the central
charge becomes larger than 5.56. For central charges below this value, the extremal
functionals we have constructed place rigorous bounds on the space of CFTs. The
gap obtained by semi-definite programming.

Figure 3: Roots of the extremal functional evaluated at increasing values of the central
charge after the addition of a double root at spin 1. Single roots are denoted by filled
circles and double roots are denoted by dotted circles. The blue line shows the extremal
gap obtained by semi-definite programming.

The appearance of new single roots above the unitarity bound, spoils the straightforward
interpretation of the functionals. We can interpret the functional with the new single
roots as ruling out CFTs satisfying (2.33) by also excluding operators with scaling
dimensions between the new single roots. This is due to the fact that the only region
where the functional has become negative above the unitarity bound, is between the
new roots. Alternatively, we can try to introduce a new double root to the spectrum at
the central charge where the single roots first appear and check whether a new solution
exists despite the addition of the new operator to the spectrum. We find that adding
a new double root to the spectrum results in a new solution. Indeed, we have observed
that whenever a pair of new single roots appear in the functionals, the addition of
an operator to the spectrum yields a new solution to (2.35) and so this phenomenon
seems to be true more generally. We can then continue to deform our solution after the
addition of the new operator while obtaining rigorous bounds on the parameter space of
allowed unitary CFTs. The roots of the extremal functional after the addition of a new
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Figure 4: Roots of the extremal functional evaluated at decreasing values of the central charge. Single roots are denoted by filled circles and double roots are denoted by dotted circles.

double root are plotted in figure 3. We see that the spectrum along the deformation begins to diverge as we approach the kink in the extremal functional obtained using the traditional unitary bootstrap.

3.1.2 Non-Unitary Deformation

In the previous section, we described deformations of the extremal solutions for increasing values of the central charge. In this section, we will describe a deformation where we decrease the central charge into negative values. The procedure is the same as above. We start at \( c = 3 \) and decrease the central charge. The roots of the extremal functional along this deformation are plotted in figure 4. We again encounter the appearance of a pair of roots as we approach \( c = -0.12 \). We find that the deformation terminates if we continue the deformation without adding a double root to the solution. So we continue by adding a new double root at spin-zero and continue the deformation. The result of this deformation is shown in figure 5. We find a new pair of roots appearing at \( c = -2.8 \) that persist as we continue to \( c = -22/5 \). The position of these roots is near \(-2/5\). This value is suggestive since the non-unitary Yang-Lee minimal model contains a scalar operator with matching scaling dimension and central charge. In addition, there are roots at spins 1 and 2 with scaling dimensions...
numerically close to the theoretical values of $3/5$ and $8/5$ respectively. As we will see in the next section, operators corresponding to this minimal model are also present in the extremal solutions for correlation functions in 2d in the non-unitary region of the parameter space. The observation that the Yang-Lee and the Ising extremal solutions may be connected by this type of deformation was noted in [12].

3.2 Correlation Function Bootstrap

3.2.1 Deformation in 2d : Ising to Yang-Lee

In this section, we will use the methods outlined above to deform the extremal solution arising in the study of 4 point function of identical scalars. We begin by considering the 4-point function of operators with scaling dimension $\Delta_\phi = 0.155$ in 2 spacetime dimensions. We find the extremal solution utilizing semidefinite programming and use this as initial conditions to solve (2.35). We then deform this solution by varying the scaling dimension of the external operator $\Delta_\phi$. We set $\Lambda = 8$ for the calculations performed in this section.

It is well established [60] that the extremal solutions obtained using semidefinite programming result in a curve with a kink that corresponds to the 2d Ising minimal
model. The presence of the kink is manifested in the deformed solution by the fact that the squared OPE coefficients of certain operators become negative near the expected location of the kink. At these points, we can choose to decouple these operators from the spectrum and continue along the unitary branch in which case we will reproduce the well-known bootstrap curve. Alternatively, we can continue the solution as is, and explore the solution that do not necessarily correspond to unitary theories. The roots of the extremal functional along this deformation are shown in figure 6. Along this deformation, we see the appearance of a pair of single roots once more. In this case, we see that if we do not add a double root in place of the new roots and keep deforming, the solution eventually terminates and we are unable to proceed to negative values of $\Delta_\phi$. However, by adding a new double root to the spectrum, we can deform the solutions into the non-unitary region of the parameter space.

The roots of the extremal functional along this deformation are shown in figure 7. Based on this figure we observe that the scalar extremal functional has a root that passes numerically near the point $-2/5$ when the external scaling dimension $\Delta_\phi$ is also $-2/5$. This provides evidence that the extremal solution corresponds to the Yang-Lee minimal model. The spectrum along the deformation contains a spin 2
Figure 7: Roots of the extremal functional evaluated at decreasing values of the $\Delta \phi$ after the addition of a double root at spin 2. Single roots are denoted by filled circles and double roots are denoted by dotted circles. The blue curve shows the extremal scalar gap obtained using semidefinite programming.

operator corresponding to the stress-tensor. Using the Ward identity we can extract the central charge of the CFT along the deformation. More specifically we find that at $\Delta \phi = -2/5$ the central charge $c = -4.7$ which is numerically close to the theoretical value of $c = -22/5$ for the Yang-Lee minimal model providing additional evidence for the claim. In addition, there are two roots in the spin 4 and 14 extremal functionals with scaling dimensions 4.6 and 14.4 respectively. These should be compared with the operators of the same spin in the Yang-Lee model which have scaling dimensions 18/5 and 68/5 respectively. We expect these values to better converge to the exact values with increasing $\Lambda$.

3.2.2 Deformation in 3d

Given the results in the previous section, it is natural then to ask whether a similar deformation can give insights into the CFT data of non-unitary theories in higher spacetime dimensions. In the rest of this section, we will carry out such a deformation and compare the CFT data we obtain with those of the $\epsilon$-expansion [61]. We perform the deformation from two different starting points that we describe below.
First, we will deform the 2d extremal solution corresponding to the Yang-Lee model that was obtained in the previous section from 2 to 3 dimensions. The roots of the functionals along this deformation are shown in figure 8. We do not observe the appearance of new roots along this deformation. We then deform this solution by varying the scaling dimension of the external operator $\Delta_\phi$. The roots of the extremal functional along this deformation are shown in figures 9 and 10. We had the advantage of having exact information of a non-unitary minimal model and its scaling dimensions to check against the spectrum along the deformation in two dimensions. This is no longer the case in 3 dimensions. However as can be seen from figure 10, there indeed exists a root in the scalar extremal functional passing through the window of scaling dimensions predicted using other methods [61].

As the second starting point, we will use semidefinite programming directly applied to the 3-dimensional unitary bootstrap. We start by finding the extremal functional corresponding to $\Delta_\phi = 0.52$. As in the 2d case, we deform this theory by decreasing $\Delta_\phi$ and continue past the kink where the squared OPE coefficients switch signs. The roots along this deformation are shown in figure 11 and 12. We do observe the appearance of new pairs of roots along this deformation and as before, we add new operators to the spectrum and continue the deformation. In addition, as shown in figure 12,
Figure 9: Roots of the extremal functional in 3 dimensions evaluated at increasing values of $\Delta \phi$. Single roots are denoted by filled circles and double roots are denoted by dotted circles.

This deformation exhibits a new feature which is the merging of roots to produce a new double root. Along this deformation, we once again find a scalar operator in the extremal functional intersecting the curve we found previously in the window of scaling dimensions predicted by the $\epsilon$-expansion. This provides non-trivial evidence supporting the belief that the extremal solutions we describe do correspond to a non-unitary theory in 3-dimensions. This allows us to give an approximate value for the low-lying CFT data within this window. Note that the curves corresponding to the roots do not exhibit features such as kinks. Therefore we do not have a procedure to detect the presence of a non-unitary theory along the deformation. However, crossing of multiple roots in deformations with different starting points may serve as a guide for this purpose.

4 Discussions and Outlook

We have demonstrated that the conformal bootstrap may be recast as a constrained optimization problem. Furthermore, we have shown how the solutions of this optimization problem may be deformed, allowing us to explore a broader parameter space than
Figure 10: Spin 0 roots of the extremal functional in 3 dimensions evaluated at increasing values of $\Delta_\phi$. The small blue box region is the expected scaling dimension obtained using the $\epsilon$-expansion. Single roots are denoted by filled circles and double roots are denoted by dotted circles.

Figure 11: Roots of the extremal functional in 3 dimensions evaluated at decreasing values of $\Delta_\phi$. Single roots are denoted by filled circles and double roots are denoted by dotted circles.
Figure 12: Spin 0 roots of the extremal functional in 3 dimensions evaluated at decreasing values of $\Delta_\phi$. Single roots are denoted by filled circles and double roots are denoted by dotted circles. The Blue line shows the extremal gap obtained by semi-definite programming. The orange line in the subplot shows the spin-zero single root in the deformation discussed in the previous section. The dashed blue region in the inlay is the expected scaling dimension from the $\epsilon$-expansion.

is possible using traditional bootstrap techniques. More specifically, we demonstrated that non-unitary regions in parameter space can be explored using these deformations. In this way, we have provided evidence that different theories corresponding to the solutions of the crossing equation are continuously connected by deformation. It is perhaps surprising that the Ising model and the Yang-Lee model may be connected in this way since the operator contents of these theories are in representation of different symmetry groups. However, it appears that the crossing equations at finite $\Lambda$ are insensitive to this fact.

Finding extremal solutions in this way has multiple advantages. One obvious advantage is the significant computational speed-up in finding extremal boundaries. The computation of each point along the deformation is typically completed in a fraction of a second on a laptop computer. Although we have kept the dimensionality of equations low by restricting to small values of $\Lambda$, we have confirmed that convergence to solutions of (2.35) occurs within $\sim 20$ seconds for $\Lambda$ as high as 40.

Another advantage of our method derives from the fact that the solutions are parametrized directly in terms of the CFT data. Although we have not carried this
out in this paper, this parameterization allows us to choose any of the CFT data as a deformation parameter. It would be interesting to explore this in future work. In addition, this fact allows us to make use of any prior knowledge we may have about the CFT data by incorporating them as fixed parameters into the equations.

Another potential use of this method is its application to systems of mixed correlators which result in island regions in parameter space [8,13,14]. Due to the presence of multiple channels, these problems typically involve large numbers of equations, resulting in a computationally expensive procedure to map out the island. It is possible to adapt this technique by finding one or two points on the boundary of the island using traditional methods and mapping the rest of the island by deforming the extremal solution along the boundary. This would result in a procedure that is much less computationally demanding. We noted above that we may connect solutions through deformations in spacetime dimensions. It would be interesting to investigate whether the island regions can be deformed across dimensions, as this would allow for the identification of specific regions of interest in the space of extremal solutions.

We chose arbitrary starting points for the initial conditions of the deformations carried out in this paper. We have observed different behavior along the deformation that depends on this choice. Some starting points require the addition of multiple new roots, while others admit no new additions and terminate prematurely or have diverging spectra. In addition, the only reliable source for initial conditions is finding an extremal functional using traditional bootstrap methods, which are limited to unitary regions of the parameter space. It would be interesting if reinforcement-learning techniques utilized in [62, 63] can be leveraged to produce initial conditions for deformations. Furthermore, in this work, detection and addition of new roots along the deformation are carried out by hand. This becomes increasingly difficult for larger values of Λ as the appearance of roots occurs more frequently. Automating this task would be crucial for exploring the parameter space of extremal functions at larger values of Λ.

In this paper we have demonstrated that extremal solutions to the bootstrap may be deformed along different directions, including the spacetime dimension, the central charge, or the dimension of the external operators. Deformation with respect to other parameters remains as yet unexplored. It is also not clear whether large, non-trivial deformations are possible for larger values of Λ which are typically used in the modern bootstrap. It would be interesting to map out the space of these deformations with an eye towards understanding the conditions under which large deformations are possible.
We leave the exploration of these issues to future work.
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