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ABSTRACT Hesitant fuzzy set (HFS) permits several possible values as the membership degree of an element to a set to express the decision makers’ hesitance. Since its appearance, HFS has been extensively applied in multi-attribute decision making, group decision making and evaluation process. Considering that the similarity measure of hesitant fuzzy sets (HFSs) is an important index in intelligent system, and the implication function can describe many subtle differences which is very suitable for dealing with hesitant fuzzy information. In this paper, we merge implication function with HFS to investigate the similarity measure of HFSs, propose some new formulas to calculate the similarity measures of HFSs which are different from the existing similarity measures of HFSs based on the distance measure, and do some comparison analysis. Meanwhile, we introduce the union and intersection operations of HFSs, the hesitant fuzzy similar relation and the hesitant fuzzy equivalent relation, and develop the hesitant fuzzy clustering algorithm. Finally, three numerical examples are used to illustrate the effectiveness and validation of our proposed method.
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I. INTRODUCTION Since Zadeh [37] introduced fuzzy set in 1965, fuzzy set theory has achieved great success in many fields such as decision making, approximate reasoning, fuzzy control and so on. But in the practical application, sometimes it is difficult to establish the membership function of fuzzy set because of various reasons, therefore, some new approaches and theories were proposed to be extensions of fuzzy set theory such as intuitionistic fuzzy set [1], Type-2 fuzzy set [6], interval-valued fuzzy set [38] and fuzzy multisets [34]. Recently, Torra [23] and Torra and Narukawa [24] introduced the concept of hesitant fuzzy set (HFS) which permitted the membership degree having a set of possible values. Because HFS can reflect the human’s hesitancy more objectively than the other extensions of fuzzy set, hence it becomes a useful tool to deal with uncertainty, and has attracted the attention of many researchers in a short period of time, especially in decision making and evaluation process. For example, Chen et al. [5] investigated the correlation coefficient of hesitant fuzzy sets (HFSs) and applied in clustering analysis, Liao et al. [14] studied a novel correlation coefficient of HFSs and applied in decision making, Tyagi [25] presented the correlation coefficient of dual hesitant fuzzy sets and its application, Wei [28] investigated hesitant fuzzy prioritized operator, Yu et al. [36] proposed generalized hesitant fuzzy Bonferroni mean operator, Rodriguez et al. [20] investigated hesitant fuzzy linguistic term sets for decision making, Xu [31] developed the hesitant fuzzy set theory and its application in decision making, Wang et al. [26] proposed dual hesitant fuzzy power aggregation operators based on Archimedean t-conorm and t-norm and applied in multiple attribute group decision making, Qin et al. [19] and Tan et al. [22] investigated Frank aggregation operator and hesitant fuzzy Hamacher aggregation operator of HFSs and applied in multiple criteria decision making, respectively. For more details, please refer to Xu [31] and Rodriguez et al. [21].

The distance and similarity measure are two important indexes in the fuzzy set theory and have been extensively applied in some fields such as decision making,
pattern recognition, machine learning, approximate reasoning, market prediction and so on. For example, Wang [27] first introduced the concept of similarity measure of fuzzy sets, Zwick et al. [48] investigated geometric distance and Hausdorff metrics and gave a comparative analysis of similarity measures of fuzzy sets, Zeng and Li [39] investigated the axiomatic definitions of the inclusion measure, the similarity measure, the fuzziness of fuzzy sets and their relationship. In the past decade, the similarity measure has been extended to hesitant fuzzy set from different points of view. Xu and Xia [33] investigated the distance and similarity measure of HFSs, Peng et al. [18] proposed the generalized hesitant fuzzy synergetic weighted distance measure and applied in multiple criteria decision making, Zhang and Xu [45] investigated some novel distance and similarity measures of HFSs and applied in clustering analysis, Farhadinia [7], [8] studied the distance, similarity measure and information measure of HFSs and extended in interval-valued hesitant fuzzy set and higher order hesitant fuzzy set, Li et al. [12], [13] introduced the concept of hesitancy degree, and presented some new formulas to calculate the similarity measures of HFSs, Zeng et al. [41] proposed the similarity measures of HFSs based on the hesitancy degree of hesitant fuzzy element and applied in pattern recognition. Liao et al. [15] investigated the cosine distance and similarity measure of hesitant fuzzy linguistic terms and applied in qualitative decision making. Until now, it needs to point out that most of these existing similarity measures of HFSs are proposed based on the distance. Considering the complexity and the diversity of practical problems, and the simplicity of the calculation method of the similarity measures, these will make the decision-makers into trouble in practical applications, hence it is necessary to propose more similarity measures and their calculation methods in order to be applied into various scientific fields such as pattern recognition, approximate reasoning, clustering analysis and so on.

It is well known that implication function plays a fundamental role in approximate reasoning, fuzzy control, fuzzy relational equation, fuzzy DI-subsethood(inclusion) measure and image processing. Thus the implication function has been extensively studied by many researchers in theoretical research and practical application. For example, Bustince [4] investigated the indicator of inclusion grade for interval-valued fuzzy sets based on implication function, Baets and Kerre [2] investigated fuzzy inclusion and its inverse problem, Mas et al. [16] studied the law of importation for two types of implication function, Pei [17] investigated the unified full implication inference algorithm of fuzzy reasoning, Jin et al. [11] investigated the certainty rule-base and its inference method, Zhou et al. [47] characterized intuitionistic fuzzy rough set based on intuitionistic fuzzy implication function, Beliakov et al. [3] investigated the properties relating to consensus measures and proposed two kinds of general model to build component-wise from aggregation function and implication function, Zhai et al. [42] investigated the semantical and syntactical characteristics of fuzzy decision implication function, Klir and Yuan [10] studied the important properties of implication function, and applied it to geographical analysis under uncertainty environment, Jayaram and Mesiar [9] simplified the expression of implication function, and obtained some special implication functions, Zeng et al. [40] studied the similarity measure for vague sets based on implication function, Wen et al. [29] investigated hesitant fuzzy Lukasiewicz implication operator and realized a direct clustering algorithm. Motivated by Zeng et al. [40] and Wen et al. [29], considering that the implication function can describe many subtle differences, in this paper, we investigate the implication function for hesitant fuzzy element, and put forward some new formulas to calculate the similarity measures of HFSs based on implication function. Furthermore, we apply the novel similarity measures of HFSs, develop the hesitant fuzzy clustering algorithm, and use three numerical examples to illustrate the effectiveness and validation of our proposed method.

The rest of our work is organized as follows. In Section 2, we review some basic notions of HFS and some basic operations of hesitant fuzzy elements. In Section 3, we review implication function, propose some formulas to calculate the similarity measures of HFSs based on implication function, and do some comparative analysis with some existing similarity measures of HFSs. In Section 4, we introduce the hesitant fuzzy similar relation and the hesitant fuzzy equivalent relation, develop the hesitant fuzzy clustering algorithm, and use three numerical examples to illustrate the effectiveness and validation of our proposed method. The conclusion is given in the last section.

II. PRELIMINARIES

Throughout this paper, we use $X = \{x_1, x_2, \ldots, x_n\}$ to denote the discourse set, HFS and HFE stand for hesitant fuzzy set and hesitant fuzzy element, respectively. $H(x)$ stands for the set of all hesitant fuzzy sets on $X$, $h(x)$ stands for the set of all hesitant fuzzy elements for $x$, $h$ and $h(x)$ denote hesitant fuzzy set and hesitant fuzzy element on $x$, respectively.

**Definition 1** ([23]): Given a fixed set $X$, then a hesitant fuzzy set (HFS) on $X$ is in terms of a function that when applied to $X$ returns a subset of $[0, 1]$.

For convenience, the HFS is often expressed simply by mathematical symbol in Xia and Xu [30].

$$E = \{< x, h_E(x) > | x \in X\}$$

where $h_E(x)$ is a set of some values in $[0, 1]$, denoting the possible membership degree of the element $x \in X$ to the set $E$. $h(x) = h_E(x)$ is called a hesitant fuzzy element (HFE).

**Definition 2** ([23]): Given three hesitant fuzzy elements (HFEs) $h(x), h_1(x)$ and $h_2(x)$, then

1. $h^+(x) = \min(h(x), h^+)$,
2. $h^-(x) = \max(h(x), h^-)$,
3. $h_1(x) \cup h_2(x) = \{\gamma \in h_1(x) \cup h_2(x) | \gamma \geq \max(h_1(x), h_2(x))\}$,
4. $h_1(x) \cap h_2(x) = \{\gamma \in h_1(x) \cap h_2(x) | \gamma \leq \min(h_1(x), h_2(x))\}$.
And Xia and Xu [30] gave other forms of (3) and (4) as follows:

\[(3') h_1(x) \cup h_2(x) = \bigcup_{y_1 \in h_1(x), y_2 \in h_2(x)} \max\{y_1, y_2\};\]
\[(4') h_1(x) \cap h_2(x) = \bigcup_{y_1 \in h_1(x), y_2 \in h_2(x)} \min\{y_1, y_2\}.\]

To establish an order between HFEs, Xia and Xu [30] introduced the score function of HFE, and proposed a comparison law.

**Definition 3 (3)[30]:** For a hesitant fuzzy element \( h(x) \) on \( X = \{x_1, x_2, \ldots, x_n\} \), \( s(h(x)) = \frac{1}{l(h(x))} \sum_{x_i \in h(x)} y_i \) is called the score function of \( h(x) \), where \( l(h(x)) \) is the number of the elements in \( h(x) \). For two hesitant fuzzy elements \( h_1(x_1) \) and \( h_2(x_2) \), if \( s(h_1(x_1)) > s(h_2(x_2)) \), then \( h_1(x_1) > h_2(x_2) \); if \( s(h_1(x_1)) = s(h_2(x_2)) \), then \( h_1(x_1) = h_2(x_2) \).

It is noted that the comparison law is proposed under the two assumptions: 1) The values of all the HFEs are arranged in an ascending order; 2) The HFEs have the same length when they are compared. If any two HFEs have different lengths, the shorter one will be extended by adding the minimum value, the maximum value, or any value in it until both HFEs have the same length. The selection of this value mainly depends on the decision makers’ risk preference. Optimists anticipate desirable outcomes and may add the maximum value, while pessimists expect unfavorable outcomes and may add the minimum value. Although the results may be different if we extend the shorter one by adding different values, it is reasonable because the decision makers’ risk preferences can directly influence the final decision. In this paper, we denote \( l(h(x)) \) as the number of elements in \( h(x) \), and extend the shorter one by adding the minimum value until it has the same length with the longer one.

**Example 1:** Let \( h_1(x) = \{0.2, 0.4\}, h_2(x) = \{0.15, 0.3, 0.4\}, \) and \( h_3(x) = \{0.1, 0.2, 0.4, 0.6, 0.7\} \). When we compare with \( h_1(x) \) and \( h_2(x) \), then for the comparison when \( h_1(x) = \{0.2, 0.2, 0.4\} \), and we have \( s(h_1(x)) = \frac{0.8}{3} \), \( s(h_2(x)) = \frac{0.85}{3} \), hence we have \( h_1(x) < h_2(x) \). However, when we compare with \( h_1(x), h_2(x) \) and \( h_3(x) \), then \( h_1(x) \) and \( h_2(x) \) are extended as \( \{0.2, 0.2, 0.2, 0.2, 0.4\} \) and \( \{0.15, 0.15, 0.15, 0.3, 0.4\} \), respectively, and we have \( s(h_1(x)) = \frac{1.2}{5} \), \( s(h_2(x)) = \frac{1.15}{5} \), hence we have \( h_1(x) > h_2(x) \). It appears a contradictory result. Through the above analysis, we find out that the comparison of the score functions of \( h_1(x) \) and \( h_2(x) \) is carried out in two different spaces such as 3-dimension space and 5-dimension space, respectively. So, it’s meaningless to compare the score function.

In order that the calculation results are comparable, we think that multiple HFEs should be compared as points in the same space, not as points in different spaces. Namely, we should extend the short HFEs of \( H(x) \) according to the same length. For a given element \( x \in X = \{x_1, x_2, \ldots, x_n\} \), \( l_x = \max_{h(x) \in H(x)} l(h(x)) \) is called the maximum number of elements in \( H(x) \), where \( l(h(x)) \) is the number of the elements in \( h(x) \). Here, we will extend the shorter HFE of \( H(x) \) to the same length \( l_x \) by adding the HFE’s minimum value in calculation process, thus we have the following property.

**Property 1:** For HFEs \( h_1(x) \) and \( h_2(x) \), if \( h_1(x) = \{y_1, \ldots, y_i, \ldots, y_n\} \), then we have \( h_1(x) \cup h_2(x) = h_1(x) = \{y_1, \ldots, y_i, \ldots, y_n\} \), and we call HFE \( h_2(x) \) included in HFE \( h_1(x) \), and denoted as \( h_2(x) \subseteq h_1(x) \).

Known by Definition 2, we can complete the proof of Property 1.

In the following, we give the union and intersection operations of HFSs.

**Definition 4:** For HFSs \( h_1, h_2, h_1 = \{< x_i, h_1(x_i) > | x_i \in X \}, h_2 = \{< x_i, h_2(x_i) > | x_i \in X \}, i = 1, 2, \ldots, n \), for every \( x_i \in X \), if \( h_1(x_i) \not\subseteq h_2(x_i) \), then we call \( h_1 \not\subseteq h_2 \).

**Definition 5:** For HFSs \( h_1, h_2, h_1 = \{< x_i, h_1(x_i) > | x_i \in X \}, h_2 = \{< x_i, h_2(x_i) > | x_i \in X \}, i = 1, 2, \ldots, n \),
\[ h_1 \cup h_2 = \{< x_i, h_1(x_i) \cup h_2(x_i) > | x_i \in X \}, h_1 \cap h_2 = \{< x_i, h_1(x_i) \cap h_2(x_i) > | x_i \in X \} \]
then \( h_1 \cup h_2 \) and \( h_1 \cap h_2 \) are called the union and intersection operations of HFSs \( h_1 \) and \( h_2 \), respectively.

**Property 2:** For HFSs \( h_1, h_2 \), then we have
\[ h_1 \subseteq h_2 \Leftrightarrow h_1 \cup h_2 = h_2 \Leftrightarrow h_1 \cap h_2 = h_1 \]
Known by Definitions 4 and 5, we can complete the proof of Property 2.

Aimed at the similarity measure and distance of HFSs, some scholars investigated the relationship between the distance and the similarity measure of HFSs from different points of views.

**Definition 6 (4[41]):** For three HFSs \( h_1, h_2, h_3 \), then \( S \) is called the similarity measure of HFSs if it satisfies the following properties:

\[(S1) 0 \leq S(h_1, h_2) \leq 1;\]
\[(S2) S(h_1, h_2) = S(h_2, h_1);\]
\[(S3) S(h_1, h_2) = 1 \text{ if and only if } h_1 = h_2;\]
\[(S4) \text{ For HFSs } h_1, h_2, h_3, \text{ if } h_1 \subseteq h_2 \subseteq h_3; \text{ then } S(h_1, h_3) \leq \min(S(h_1, h_2), S(h_2, h_3)).\]

**Definition 7 (4[41]):** For three HFSs \( h_1, h_2, h_3 \), then \( D \) is called the distance of HFSs if it satisfies the following properties:

\[(D1) 0 \leq D(h_1, h_2) \leq 1;\]
\[(D2) D(h_1, h_2) = D(h_2, h_1);\]
\[(D3) D(h_1, h_2) = 0 \text{ if and only if } h_1 = h_2;\]
\[(D4) \text{ For HFSs } h_1, h_2, h_3, \text{ if } h_1 \subseteq h_2 \subseteq h_3; \text{ then } D(h_1, h_3) \geq \max(D(h_1, h_2), D(h_2, h_3)).\]

Here we list some existing distance \( D \) and similarity measures \( S \) of HFSs \( h_1 \) and \( h_2 \) from Xu et al. [33] and Zeng et al. [41] in the following based on \( X = \{x_1, x_2, \ldots, x_n\} \).

\[
D_{shk}(h_1, h_2) = \frac{1}{n} \sum_{i=1}^{n} \left[ \frac{1}{l_{x_i}} \sum_{j=1}^{l_{x_i}} \left| h_1^{(j)}(x_i) - h_2^{(j)}(x_i) \right| \right]^{\frac{1}{2}}
\]
\[
D_{shl}(h_1, h_2) = \frac{1}{n} \sum_{i=1}^{n} \left[ \frac{1}{l_{x_i}} \sum_{j=1}^{l_{x_i}} \left( h_1^{(j)}(x_i) - h_2^{(j)}(x_i) \right)^2 \right]^{\frac{1}{2}}
\]
function. In this section, we first investigate the similarity
of vague sets based on implication
et al. [4] investigated
the inclusion measure of interval-valued fuzzy sets based on
the similarity measure of fuzzy sets, Bustince [4] investigated
the similarity measure of vague sets based on implication
function. Zeng et al. [40] investigated
the similarity measure of vague sets based on implication
function. In this section, we first investigate the similarity
measure of HFSs based on the implication function.

Definition 8 [(10)]: A real function \( R : [0, 1] \times [0, 1] \rightarrow [0, 1] \) is called an implication function if it is monotone non-increasing in the first argument, i.e. \( R(x, z) \geq R(y, z) \) for \( x \leq y \) and monotone non-decreasing in the second argument, i.e. \( R(x, u) \leq R(x, v) \) for \( u \leq v \), and satisfies the boundary conditions, \( R(0, 0) = 1 \), \( R(1, 1) = 1 \) and \( R(1, 0) = 0 \).

Furthermore, we list some properties related to implication function.

1. Neutrality of truth (NT) \( R(1, t) = t \), \( \forall t \in [0, 1] \);
2. Identity principle (IP) \( R(t, t) = 1 \), \( \forall t \in [0, 1] \);
3. Ordering property (OP) \( R(a, b) = 1 \) if and only if \( a \leq b \).

The Lukasiewicz implication function \( R_L(a, b) = (1-a+b) \wedge 1 \) satisfies all properties in the above, and is often used to investigate the similarity measure of fuzzy sets.

A. THEORETICAL ANALYSIS

Lemma 1: For HFEs \( h_1(x), h_2(x), h_3(x), x \in X \), let \( h_1^{(j)}(x), h_2^{(j)}(x) \) and \( h_3^{(j)}(x) \) denote the \( j \)th largest values in \( h_1(x), h_2(x) \) and \( h_3(x) \), respectively, and \( l_j = \max\{|l(h_1(x)), l(h_2(x)), l(h_3(x))| \), and \( R \) be the implication function which satisfies NT, IP and OP, then

\[
I(h_1(x), h_2(x)) = \frac{1}{l_j} \sum_{j=1}^{l_j} R(h_1^{(j)}(x), h_2^{(j)}(x))
\]

satisfies the following properties:

1. \( 0 \leq I(h_1(x), h_2(x)) \leq 1 \);
2. \( I([1], [0]) = 0 \);
3. \( I(h_1(x), h_2(x)) = 1 \) if and only if \( h_1^{(j)}(x) \leq h_2^{(j)}(x), j = 1, 2, \ldots, l_j \);
4. For HFEs \( h_1(x), h_2(x), h_3(x) \), if \( h_1^{(j)}(x) \leq h_2^{(j)}(x) \leq h_3^{(j)}(x), j = 1, 2, \ldots, l_j \), then \( I(h_1(x), h_2(x)) \leq \min\{I(h_2(x), h_3(x)), I(h_3(x), h_1(x))\} \).

Proof: Known by Definition 8, (11) and (12) are obvious.

\[
I(h_1(x), h_2(x)) = 1 \Leftrightarrow \sum_{j=1}^{l_j} R(h_1^{(j)}(x), h_2^{(j)}(x)) = l_j \Leftrightarrow R(h_1^{(j)}(x), h_2^{(j)}(x)) = 1, j = 1, 2, \ldots, l_j.
\]

Known by the OP of implication function, we have \( h_1^{(j)}(x) \leq h_2^{(j)}(x), j = 1, 2, \ldots, l_j \).

14. Known by Definition 8, we have \( R(\cdot, \cdot) \) is non-increasing, and \( R(\cdot, \cdot) \) is non-decreasing. Thus for \( h_1^{(j)}(x) \leq h_2^{(j)}(x) \leq h_3^{(j)}(x), j = 1, 2, \ldots, l_j \), then we have

\[
R(h_3^{(j)}(x), h_1^{(j)}(x)) \leq R(h_3^{(j)}(x), h_2^{(j)}(x))
\]
and
\[
R(h_3^{(j)}(x), h_1^{(j)}(x)) \leq R(h_2^{(j)}(x), h_1^{(j)}(x))
\]
Namely,

\[
\sum_{j=1}^{l_j} R(h_3^{(j)}(x), h_1^{(j)}(x)) \leq \min\{\sum_{j=1}^{l_j} R(h_3^{(j)}(x), h_2^{(j)}(x)), \sum_{j=1}^{l_j} R(h_2^{(j)}(x), h_1^{(j)}(x))\}
\]
Hence, we complete the proof of Lemma 1.

Theorem 1: For HFSs \( h_1, h_2, X = \{x_1, x_2, \ldots, x_n\} \), let \( T \) be a t-norm in fuzzy set theory, and the weight of the element \( x_i \in X \) is \( \omega_i, i = 1, 2, \ldots, n \) with \( \omega_i \in [0, 1] \) and \( \sum_{i=1}^{n} \omega_i = 1 \). If \( I(\cdot, \cdot) \) is defined as Lemma 1, then

\[
S_{1o}(h_1, h_2) = \sum_{i=1}^{n} \omega_i \ast T(I(h_1(x_i), h_2(x_i)), I(h_2(x_i), h_1(x_i)))
\]
is the similarity measure of HFSs \( h_1 \) and \( h_2 \), where “\( \ast \)” is the product operation, and \( S_{1o}(h_1, h_2) \) is also called the weighted similarity measure of HFSs.

Proof: Known by the operational rule of t-norm and (S1) and (S2) of the similarity measure of HFSs \( h_1 \) and \( h_2 \) are obvious.

\[
S_{1o}(h_1, h_2) = 1 \Leftrightarrow T(I(h_1(x_i), h_2(x_i)), I(h_2(x_i), h_1(x_i))) = 1 \Leftrightarrow I(h_1(x_i), h_2(x_i)) = 1
\]
and \( I(h_2(x_i), h_1(x_i)) = 1 \). Known by the property (13) of the function \( I(\cdot, \cdot) \) and Lemma 1, we have \( h_1 = h_2 \).

(S4) For HFSs \( h_1, h_2, h_3 \), if \( h_1 \subseteq h_2 \subseteq h_3 \), it means \( h_1^{(j)}(x_i) \leq h_2^{(j)}(x_i) \leq h_3^{(j)}(x_i), i = 1, 2, \ldots, n \),
By applying the above-mentioned property (I4), we have

\[ \sum_{i=1}^{n} \omega_i \cdot T(I(h_1(x_i), h_2(x_i)), I(h_1(x_i)), I(h_2(x_i), h_3(x_i))) \]

\[ \leq \min \left( \sum_{i=1}^{n} \omega_i \cdot T(I(h_3(x_i), h_2(x_i)), I(h_2(x_i), h_3(x_i))), \right. \\
\left. \sum_{i=1}^{n} \omega_i \cdot T(I(h_2(x_i), h_1(x_i)), I(h_1(x_i), h_2(x_i))) \right) \]

It implies that

\[ S_{1\omega}(h_1, h_3) \leq \min(S_{1\omega}(h_2, h_3), S_{1\omega}(h_1, h_2)) \]

Therefore, we have

\[ \sum_{i=1}^{n} \omega_i \cdot T(I(h_3(x_i), h_1(x_i)), I(h_1(x_i)), I(h_2(x_i), h_3(x_i))) \]

\[ \leq \min \left( \sum_{i=1}^{n} \omega_i \cdot T(I(h_3(x_i), h_2(x_i)), I(h_2(x_i), h_3(x_i))), \right. \\
\left. \sum_{i=1}^{n} \omega_i \cdot T(I(h_2(x_i), h_1(x_i)), I(h_1(x_i), h_2(x_i))) \right) \]

Hence, we complete the proof of Theorem 1.

**Corollary 1**: If \( T \) is the product operation \( "\ast" \), \( \omega_i = \frac{1}{n}, i = 1, 2, \ldots, n \), and \( I(\ldots) \) is defined as **Lemma 1**, then

\[ S_1(h_1, h_2) = \frac{1}{n} \sum_{i=1}^{n} I(h_1(x_i), h_2(x_i)) \ast I(h_2(x_i), h_1(x_i)) \]

is the similarity measure of HFSs \( h_1 \) and \( h_2 \).

**Corollary 2**: If \( T \) is the minimum operator \( "\wedge" \), \( \omega_i = \frac{1}{n}, i = 1, 2, \ldots, n \), and \( I(\ldots) \) is defined as **Lemma 1**, then

\[ S_2(h_1, h_2) = \frac{1}{n} \sum_{i=1}^{n} (I(h_1(x_i), h_2(x_i)) \wedge I(h_2(x_i), h_1(x_i))) \]

is the similarity measure of HFSs \( h_1 \) and \( h_2 \).

**Theorem 2**: For HFSs \( h_1, h_2, X = \{x_1, x_2, \ldots, x_n\} \), and the weight of the element \( x_i \in X \) is \( \omega_i, i = 1, 2, \ldots, n \) with \( \omega_i \in [0, 1] \) and \( \sum_{i=1}^{n} \omega_i = 1 \). If \( I(\ldots) \) is defined as **Lemma 1**, then

\[ S_{2\omega}(h_1, h_2) = \sum_{i=1}^{n} \omega_i \ast \left( I(h_1(x_i), h_2(x_i)) + I(h_2(x_i), h_1(x_i)) \right) \]

is the similarity measure of HFSs \( h_1 \) and \( h_2 \), where \( "\ast" \) is the product operation, and \( S_{2\omega}(h_1, h_2) \) is also called the weighted similarity measure of HFSs \( h_1 \) and \( h_2 \).

The proof is similar to Theorem 1.

**Remark 1**: \( S_{1\omega}(h_1, h_2) \) and \( S_{2\omega}(h_1, h_2) \) are the weighted similarity measures of HFSs \( h_1 \) and \( h_2 \).

**Corollary 3**: If \( \omega_i = \frac{1}{n}, i = 1, 2, \ldots, n \), and \( I(\ldots) \) is defined as **Lemma 1**, then

\[ S_3(h_1, h_2) = \frac{1}{n} \sum_{i=1}^{n} \left( I(h_1(x_i), h_2(x_i)) + I(h_2(x_i), h_1(x_i)) \right) \]

is the similarity measure of HFSs \( h_1 \) and \( h_2 \).

**B. COMPARISON ANALYSIS**

In the following, we will propose some new formulas to calculate the similarity measure of HFSs based on **Theorem 2**. Firstly, we give three classical implication functions which satisfy NT, IP, and OP.

1. **Łukasiewicz** implication function \( R_{L\alpha} \): \( R_{L\alpha}(a, \beta) = (1 - a + \beta) \wedge 1 \);
2. Implication function \( R_0 \):

\[ R_0(a, \beta) = \begin{cases} 1, & a \leq b \\
1 - a + \beta, & a > b \end{cases} \]

3. **Reichenbach** implication function \( R_e \):

\[ R_e(a, \beta) = \begin{cases} 1, & a \leq b \\
1 - a + \beta, & a > b \end{cases} \]

Known by **Theorem 2**, we have the weighted similarity measures of HFSs \( h_1 \) and \( h_2 \), \( S_{\omega R_{L\alpha}}(h_1, h_2), S_{\omega R_0}(h_1, h_2) \) and \( S_{\omega R_e}(h_1, h_2) \), as shown at the bottom of the next page.

Specially, if \( \omega_i = \frac{1}{n} \), then we have the similarity measures of HFSs \( h_1 \) and \( h_2 \), \( S_{\omega R_{L\alpha}}(h_1, h_2), S_{\omega R_0}(h_1, h_2) \) and \( S_{\omega R_e}(h_1, h_2) \), as shown at the bottom of the next page.

**Example 2**: In order to illustrate the validity of our proposed similarity measures, we apply the HFS’s similarity measures based on implication functions in pattern recognition. Let \( X = \{x\} \) and assume that there exist two patterns which are represented by HFSs \( h_1 = \{0.83, 0.86, 0.9, 0.92\} \) and \( h_2 = \{0.4, 0.42, 0.45, 0.5, 0.53\} \). Now there is a sample to be recognized which is represented by HFS \( h = \{0.62, 0.84\} \). According to the principle of the maximum similarity measure of HFSs,

\[ S(h, h) = \max_{1 \leq k \leq 2} \{S(h, h_k)\} \]

we can conclude that the sample \( h \) belongs to the pattern \( h_k, k = 1, 2 \).

Now we extend \( h, h_1 = \{0.83, 0.83, 0.86, 0.9, 0.92\} \) and \( h = \{0.62, 0.62, 0.62, 0.62, 0.84\} \), respectively. By applying the above-mentioned similarity measure \( S_{R_0} \), we have \( S_{R_0}(h, h_1) = 0.8320 \), \( S_{R_0}(h, h_2) = 0.7300 \), then we can obtain that the sample \( h \) belongs to the pattern \( h_1 \). By applying the similarity measure \( S_{R_R} \), then we have the same conclusion.

**Remark 2**: If we apply the similarity measure \( S_{R_{L\alpha}} \) in the above example, then we have \( S_{R_{L\alpha}}(h, h_1) = 0.8980 \), \( S_{R_{L\alpha}}(h, h_2) = 0.8980 \). Namely, the similarity measure \( S_{R_{L\alpha}} \) is invalid in this example.

In the following, we will do further analysis for the structure of similarity measure \( S_{R_{L\alpha}}(h_1, h_2) \).
Firstly, known by Zeng et al. [41] and Xu et al. [33], if D is the distance of HFSs $h_1$ and $h_2$, then $S(h_1, h_2) = 1 - D(h_1, h_2)$ is the similarity measure of HFSs $h_1$ and $h_2$. Here, we choose the normalized Hamming distance in Xu et al. [33], hence we know that the similarity measure of HFSSs $h_1$ and $h_2$, $S(h_1, h_2)$, as shown at the bottom of the next page, is based on Hamming distance.

On the other hand, the similarity measure of HFSs based on Lukasiewicz implication function, $S_{R_{Lu}}(h_1, h_2)$, as shown at the bottom of the next page.

Consequently, we find that the structure of similarity measure $S_{R_{Lu}}(h_1, h_2)$ is similar to the structure of similarity measure based on Hamming distance. Namely, we will focus our attention on selecting some effective and reasonable implication functions to establish the similarity measures of HFSs.

In the following, we will do some comparison about our proposed similarity measures of HFSs with some existing similarity measures of HFSs from Zeng et al. [41] and Xu et al. [33]. The calculation results are listed in Table 1 and Table 2.

Known by Table 1 and 2, we can find that the similarity measures, $S_{R_{Lu}}$, $S_{R_0}$ and $S_{R_e}$, are corresponded with our intuitive analysis.
Table 1. Comparison of similarity measures for $X = \{x\}$.

|        | 1               | 2               |
|--------|-----------------|-----------------|
| $h_1$  | $0.4, 0.6$      | $0.1, 0.9$      |
| $h_2$  | $0.5, 0.5$      | $0.5$           |
| $S_{zh}(h_1, h_2)$ | 0.9             | 0.6             |
| $S_{zh}(h_1, h_2)$ | 0.65            | 0.6             |
| $S_{zh}(h_1, h_2)$ | 0.933           | 0.733           |
| $S_{zh}(h_1, h_2)$ | 0.918           | 0.673           |
| $S_{zh}(h_1, h_2)$ | 0.95            | 0.8             |
| $S_{zh}(h_1, h_2)$ | 0.725           | 0.65            |
| $S_{zh}(h_1, h_2)$ | 0.85            | 0.775           |

Table 2. Comparison of similarity measures for $X = \{x_1, x_2\}$.

|        | 1               | 2               |
|--------|-----------------|-----------------|
| $h_1$  | $\{0.4, 0.5\}$ | $\{0.1\}$      |
| $h_2$  | $\{0.5, 0.8\}$ | $\{0.5, 0.5\}$ |
| $S_{zh}(h_1, h_2)$ | 0.65            | 0.6             |
| $S_{zh}(h_1, h_2)$ | 0.6382          | 0.7667          |
| $S_{zh}(h_1, h_2)$ | 0.7046          | 0.825           |
| $S_{zh}(h_1, h_2)$ | 0.675           | 0.7875          |

IV. CLUSTERING ALGORITHM

Clustering analysis is an important modelling method. Some scholars investigated the topic and extended it into intuitionistic fuzzy set and hesitant fuzzy set. For example, Wang [27] and Yao et al. [35] investigated the clustering analysis algorithm of fuzzy sets and applied in production prediction, assessment process and decision making. Xu et al. [32] based on the association coefficients of intuitionistic fuzzy sets. Chen et al. [32] investigated the clustering analysis algorithm of fuzzy sets, and applied the similarity measure of HFSs in clustering analysis algorithm. In the following, we will use the similarity measure of HFSs based on implication function, establish the hesitant fuzzy similar relation and hesitant fuzzy equivalent relation, and apply in clustering analysis.

Firstly, we recall several definitions and theorems on the HFS’ clustering algorithm [7].

**Definition 9 ([7]):** Let $h_i(i = 1, 2, \cdots, m)$ be HFSs, and $R = (r_{ij})_{m \times m}$ is called a hesitant fuzzy similar relation(matrix), where $r_{ij} = S(h_i, h_j)$ denotes the similarity measure of HFSs $h_i$ and $h_j$ and satisfies: (1) $0 \leq r_{ij} \leq 1$, $i, j = 1, 2, \cdots, m$; (2) $r_{ii} = 1$, $i = 1, 2, \cdots, m$; (3) $r_{ij} = r_{ij}$, $i, j = 1, 2, \cdots, m$.

**Definition 10 ([7]):** Let $R = (r_{ij})_{m \times m}$ be a hesitant fuzzy similar relation(matrix). If $R^2 = R \circ R = (r_{ij}^{(2)})_{m \times m}$, then $R$ is called the hesitant fuzzy equivalent relation(matrix), where $r_{ij}^{(2)} = \bigvee_{k=1}^{m} (r_{ik} \wedge r_{kj})$, $i, j = 1, 2, \cdots, m$.

**Remark 3:** If the universe $X = \{x_1, x_2, \cdots, x_n\}$ is finite set, then the hesitant fuzzy (similar, equivalent) relation becomes the hesitant fuzzy (similar, equivalent) matrix, respectively.

**Theorem 3:** [7] Let $R = (r_{ij})_{m \times m}$ be a hesitant fuzzy similar matrix, then for any non-negative integers $m_1$ and $m_2$, the composition matrix $R^{m_1+m_2} = R^{m_1} \circ R^{m_2}$ is also a hesitant fuzzy similar matrix.

**Theorem 4:** Let $R = (r_{ij})_{m \times m}$ be a hesitant fuzzy similar matrix, then after a finite number of composition operations: $R \rightarrow R^2 \rightarrow R^3 \rightarrow \cdots \rightarrow R^{k-1} \rightarrow \cdots$, there must exist a positive integer $k$ such that $R^{k} = R^{k+1} = \cdots = R^{2k}$, and $R^{k}$ is called the hesitant fuzzy equivalent matrix.

The proof of Theorem 4 can refer to Xu et al. [32].

**Definition 11:** Let $R = (r_{ij})_{m \times m}$ be a hesitant fuzzy matrix, then $R_{\lambda} = (r_{ij}^{\lambda})_{m \times m}$ is called as the $\lambda$-cut matrix of $R$, where

$$r_{ij}^{\lambda} = \begin{cases} 0, & r_{ij} < \lambda, \\ 1, & r_{ij} \geq \lambda, \\ i, j = 1, 2, \cdots, m. \end{cases}$$

and $\lambda$ is called cut level, $\lambda \in [0, 1]$.

$$S(h_1, h_2) = 1 - D(h_1, h_2) = 1 - \frac{1}{n} \sum_{i=1}^{n} \frac{1}{l_i} \sum_{j=1}^{l_i} |h_1^{\alpha(j)}(x_i) - h_2^{\alpha(j)}(x_i)|$$

$$= \frac{1}{n} \sum_{i=1}^{n} \left(1 - \frac{1}{l_i} \sum_{j=1}^{l_i} |h_1^{\alpha(j)}(x_i) - h_2^{\alpha(j)}(x_i)| \right)$$

$$= \frac{1}{n} \sum_{i=1}^{n} \frac{1}{l_i} \sum_{j=1}^{l_i} \left(1 - |h_1^{\alpha(j)}(x_i) - h_2^{\alpha(j)}(x_i)| \right)$$

$$S_{R_{la}}(h_1, h_2) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{2l_i} \sum_{j=1}^{l_i} \left(2 - |h_1^{\alpha(j)}(x_i) - h_2^{\alpha(j)}(x_i)| \right)$$

$$= \frac{1}{n} \sum_{i=1}^{n} \frac{1}{l_i} \sum_{j=1}^{l_i} \left(1 - |h_1^{\alpha(j)}(x_i) - h_2^{\alpha(j)}(x_i)| \right)$$
Remark 4: If the universe $X = \{x_1, x_2, \cdots, x_n\}$ is finite set, and $R = (r_{ij})_{m \times m}$ is the hesitant fuzzy (similar, equivalent) matrix, then the cut level matrix of hesitant fuzzy (similar, equivalent) matrix, $R_\lambda = (r^\lambda_{ij})_{m \times m}$, is a boolean (similar, equivalent) matrix, respectively. Namely, the cut level matrix of hesitant fuzzy (similar, equivalent) matrix, $R_\lambda = (r^\lambda_{ij})_{m \times m}$, is a Boolean (reflexive and symmetric, reflexive, symmetric and transitive) matrix, respectively.

Now we present the hesitant fuzzy clustering algorithm in the following.

Clustering algorithm

Step 1 Calculate the similarity measure of HFSs and construct the hesitant fuzzy similar matrix. Let $h_1, h_2, \cdots, h_m$ be a set of hesitant fuzzy sets on $X = \{x_1, x_2, \cdots, x_n\}$, we can calculate the similarity measure of HFSs and establish the hesitant fuzzy similar matrix $R = (r_{ij})_{m \times m}$, where $r_{ij} = S(h_i, h_j)$.

Step 2 Calculate the hesitant fuzzy equivalent matrix. Calculating the composition matrix of hesitant fuzzy similar matrix, $R \rightarrow R^2 \rightarrow R^3 \rightarrow \cdots \rightarrow R^m$, until $R^m = R^{m+1}$ holds. Known by Theorem 4, which implies that $R^m$ is the hesitant fuzzy equivalent matrix.

Step 3 Choose $\lambda_1 \in [0, 1]$, $i = 1, 2, \cdots, m$, and rank them in descending order such that $\lambda_1 > \lambda_2 > \cdots > \lambda_m$.

For a cut level $\lambda$, a $\lambda$–cut matrix $R_\lambda = (r^\lambda_{ij})_{m \times m}$ is established using Definition 11 to classify the hesitant fuzzy sets $h_i, j = 1, 2, \cdots, m$. If all elements of the $i$th line(column) in $R_\lambda$ are the same as the corresponding elements of the $j$th line(column) in $R_\lambda$, then the hesitant fuzzy sets $h_i$ and $h_j$ are the same type, known by this clustering principle, the whole $m$ hesitant fuzzy sets $h_i, (i = 1, 2, \cdots, m)$ can be classified.

Considering that the cut level $\lambda$ is determined by the elements of hesitant fuzzy equivalent matrix, hence, when the $\lambda$–cut level is determined, then the $\lambda$–cut matrix of the hesitant fuzzy equivalent matrix can be obtained. Therefore, our research topic is how to select the appropriate cut level $\lambda$ in order that we can have a reasonable clustering results.

In the following, we give three numerical examples to illustrate the practicability of our proposed algorithm, where the similarity measures of HFSs are obtained based on implication function.

Example 3 (Adapted from Chen et al. [5]): The software in a computer-integrated manufacturing(CIM) environment plays a more and more important role in human activity such as industrial production, business administration and so on. The major function of CIM software is responsible for production planning, production control and monitoring. In order to select the most appropriate CIM software, we should give the corresponding evaluations for the ones offered on the market. Suppose that there are seven kinds of CIM software $h_i (i = 1, 2, \cdots, 7)$ to be evaluated, and four attributes to be considered: $x_1$: functionality; $x_2$: usability; $x_3$: portability, and $x_4$: maturity. Because the invited experts have different backgrounds, skills, experience and levels of knowledge to make such an evaluation, hence they will lead to a different evaluations for the same attribute. To clearly reflect the different opinions of different experts, the evaluation data are represented by the HFSs and listed in Table 3.

| TABLE 3. Hesitant fuzzy information. |
|-----------------------------|
| $h_1$ | $h_2$ | $h_3$ | $h_4$ | $h_5$ | $h_6$ | $h_7$ |
| $(0.8, 0.8, 0.9)$ | $(0.7, 0.7, 0.8)$ | $(0.8, 0.8)$ | $(0.3, 0.4)$ | $(0.2, 0.3)$ | $(0.1, 0.2)$ | $(0.0, 0.1)$ |

Here, we apply the similarity measures, $S_{R_{\lambda u}}$, $S_{R_\lambda}$ and $S_{R_0}$ of HFSs, respectively, establish the hesitant fuzzy similar matrix $R = (r_{ij})_{m \times m}$ by Step 1-2, and calculate the hesitant fuzzy equivalent matrix, $R^1$, $R^2$ and $R^3$, respectively, as shown at the bottom of the next page.

Step 3: Choose the $\lambda$–cut level, calculate the $\lambda$–cut level matrix $R^\lambda$ of hesitant fuzzy equivalent matrix $R^\lambda$, $i = 1, 2, 3$, and classify. The related clustering results are listed in Table 4, Table 5 and Table 6, respectively.

| TABLE 4. The clustering result of $h_j (j = 1, \cdots, 7)$ for $S_{R_{\lambda u}}$. |
|-----------------------------|
| $\lambda$ | $h_j$ |
|-----------------------------|
| $0.9706 < \lambda \leq 1.0000$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.9700 < \lambda \leq 0.9706$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.9665 < \lambda \leq 0.9700$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.9660 < \lambda \leq 0.9665$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.9629 < \lambda \leq 0.9660$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.9267 < \lambda \leq 0.9629$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.9588 < \lambda \leq 0.9827$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |

| TABLE 5. The clustering result of $h_j (j = 1, \cdots, 7)$ for $S_{R_\lambda}$ |
|-----------------------------|
| $\lambda$ | $h_j$ |
|-----------------------------|
| $0.9227 < \lambda \leq 1.0000$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.8823 < \lambda \leq 0.9227$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.8657 < \lambda \leq 0.8823$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.8577 < \lambda \leq 0.8657$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.8245 < \lambda \leq 0.8577$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.7956 < \lambda \leq 0.8245$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0 < \lambda \leq 0.7956$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |

| TABLE 6. The clustering result of $h_j (j = 1, \cdots, 7)$ for $S_{R_0}$ |
|-----------------------------|
| $\lambda$ | $h_j$ |
|-----------------------------|
| $0.9263 < \lambda \leq 1.0000$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.8154 < \lambda \leq 0.9263$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.8323 < \lambda \leq 0.8534$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.8292 < \lambda \leq 0.8323$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.7917 < \lambda \leq 0.8292$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0.7406 < \lambda \leq 0.7917$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |
| $0 < \lambda \leq 0.7406$ | $(h_1, h_2, h_3, h_4, h_5, h_6, h_7)$ |

Remark 5: Our classification conclusions are in coincidence with those of Chen et al. [5].

Example 4: The decision-making of ship’s general scheme is an important part in the process of ship’s general design. The design process involves many subjects, and the cost of construction and maintenance is huge. Therefore, it is necessary to demonstrate the design scheme in the stage of ship’s general design. In addition, because ship design involves many aspects of knowledge, and contains many qualitative
and uncertain factors, so the selection of ship design scheme requires many experienced experts to make scheme group decision.

For the evaluation of the overall performance of the ship, we select 11 evaluation indexes, $C_1$: 3I system capability, $C_2$: air combat capability, $C_3$: sea combat capability, $C_4$: antisubmarine combat capability, $C_5$: habitability, $C_6$: supply capability, $C_7$: three defense capability, $C_8$: compatibility, $C_9$: mobility, $C_{10}$: concealment, $C_{11}$: vitality, and the index weight vector is $w = (0.1, 0.15, 0.1, 0.1, 0.1, 0.05, 0.1, 0.05, 0.1, 0.05)^T$. Assuming that there are five overall schemes of ships $A_1, A_2, A_3, A_4, A_5$, four experts $E_1, E_2, E_3, E_4$ are invited to evaluate each scheme according to the scale of $[0, 1]$, and the evaluation results are shown in Table 7-Table 10.

In the following, we utilize the idea of TOPSIS to do clustering analysis, where we use the similarity measure of HFSs $h_1$ and $h_2$, $S_R(h_1, h_2)$.

|       | $R_1$       | $R_2$       |
|-------|-------------|-------------|
|       | $1.0000$    | $1.0000$    |
|       | $0.9052$    | $1.0000$    |
|       | $0.8365$    | $0.9063$    |
|       | $0.8094$    | $0.9073$    |
|       | $0.8865$    | $0.9073$    |
|       | $0.9073$    | $0.8521$    |
|       | $0.8313$    | $0.8521$    |
| $R_1$ | $1.0000$    | $0.9073$    |
|       | $0.8365$    | $0.9073$    |
|       | $0.8094$    | $0.9073$    |
|       | $0.8865$    | $0.9073$    |
|       | $0.9073$    | $0.9073$    |
|       | $0.8521$    | $0.8521$    |
| $R_2$ | $1.0000$    | $0.8521$    |
|       | $0.8365$    | $0.8521$    |
|       | $0.8094$    | $0.8521$    |
|       | $0.8865$    | $0.8521$    |
|       | $0.9073$    | $0.8521$    |
|       | $0.8521$    | $0.8521$    |
| $R_1$ | $1.0000$    | $0.9073$    |
|       | $0.9063$    | $0.8521$    |
|       | $0.8365$    | $0.8521$    |
|       | $0.8094$    | $0.8521$    |
|       | $0.8865$    | $0.8521$    |
|       | $0.9073$    | $0.8521$    |
| $R_2$ | $1.0000$    | $0.9073$    |
|       | $0.8365$    | $0.9073$    |
|       | $0.8094$    | $0.9073$    |
|       | $0.8865$    | $0.9073$    |
|       | $0.9073$    | $0.8521$    |
|       | $0.8521$    | $0.8521$    |
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TABLE 7. Evaluation matrix of expert $E_1$.

|     | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ | $C_7$ | $C_8$ | $C_9$ | $C_{10}$ | $C_{11}$ |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----------|-----------|
| $A_1$ | 0.3 | 0.6 | 0.9 | 0.7 | 0.6 | 0.8 | 0.7 | 0.5 | 0.6 | 0.9 | 0.4 | 0.7 | 0.6 |
| $A_2$ | 0.7 | 0.9 | 0.6 | 0.9 | 0.7 | 0.5 | 0.6 | 0.9 | 0.4 | 0.7 | 0.6 | 0.6 | 0.6 |
| $A_3$ | 0.9 | 0.6 | 0.5 | 0.8 | 0.7 | 0.4 | 0.6 | 0.5 | 0.7 | 0.8 | 0.9 | 0.8 | 0.9 |
| $A_4$ | 0.8 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 0.7 | 0.8 | 0.9 | 0.8 | 0.6 | 0.7 | 0.3 |
| $A_5$ | 0.6 | 0.8 | 0.5 | 0.9 | 0.9 | 0.8 | 0.6 | 0.5 | 0.7 | 0.5 | 0.8 | 0.6 | 0.8 |

Step 1: Construct hesitant fuzzy element $h_{ij}$ through combing evaluation result of plan $A_i$ from different experts and obtain the evaluation result of plan $A_1$, $A_2$, $A_3$, $A_4$, $A_5$ based on hesitant fuzzy elements (see Table 11).

\[
R^1_2 = \begin{bmatrix}
1.0000 & 0.8657 & 0.7956 & 0.8245 & 0.8577 & 0.8577 & 0.8245 \\
0.8657 & 1.0000 & 0.7956 & 0.8245 & 0.8577 & 0.8577 & 0.8245 \\
0.7956 & 0.7956 & 1.0000 & 0.7956 & 0.7956 & 0.7956 & 0.7956 \\
0.8245 & 0.8245 & 0.7956 & 1.0000 & 0.8245 & 0.8245 & 0.8245 \\
0.8577 & 0.8577 & 0.7956 & 0.8245 & 1.0000 & 0.8823 & 0.8245 \\
0.8577 & 0.8577 & 0.7956 & 0.8245 & 0.8823 & 1.0000 & 0.8245 \\
0.8245 & 0.8245 & 0.7356 & 0.8245 & 0.8823 & 0.8245 & 1.0000 \\
\end{bmatrix}
\]

\[
R^2_3 = \begin{bmatrix}
1.0000 & 0.8323 & 0.7406 & 0.7302 & 0.8208 & 0.8167 & 0.7292 \\
0.8323 & 1.0000 & 0.6750 & 0.7875 & 0.8042 & 0.8292 & 0.7917 \\
0.7406 & 0.6750 & 1.0000 & 0.7063 & 0.7354 & 0.7292 & 0.6937 \\
0.7302 & 0.7875 & 0.7063 & 1.0000 & 0.6979 & 0.7000 & 0.9063 \\
0.8208 & 0.8042 & 0.7354 & 0.6979 & 1.0000 & 0.8354 & 0.7021 \\
0.8167 & 0.8292 & 0.7292 & 0.7000 & 0.8354 & 1.0000 & 0.7021 \\
0.7240 & 0.7917 & 0.6937 & 0.9063 & 0.7021 & 0.7021 & 1.0000 \\
\end{bmatrix}
\]

\[
R^3_4 = \begin{bmatrix}
1.0000 & 0.8323 & 0.7406 & 0.7875 & 0.8208 & 0.8292 & 0.7917 \\
0.8323 & 1.0000 & 0.7406 & 0.7917 & 0.8292 & 0.8292 & 0.7917 \\
0.7406 & 0.7406 & 1.0000 & 0.7302 & 0.7406 & 0.7406 & 0.7406 \\
0.7875 & 0.7917 & 0.7302 & 1.0000 & 0.7875 & 0.7875 & 0.9063 \\
0.8208 & 0.8292 & 0.7406 & 0.7875 & 1.0000 & 0.8354 & 0.7917 \\
0.8292 & 0.8292 & 0.7406 & 0.7875 & 0.8354 & 1.0000 & 0.7917 \\
0.7917 & 0.7917 & 0.7406 & 0.9063 & 0.7917 & 0.7917 & 1.0000 \\
\end{bmatrix}
\]

\[
R^4_5 = \begin{bmatrix}
1.0000 & 0.8323 & 0.7406 & 0.7917 & 0.8292 & 0.8292 & 0.7917 \\
0.8323 & 1.0000 & 0.7406 & 0.7917 & 0.8292 & 0.8292 & 0.7917 \\
0.7406 & 0.7406 & 1.0000 & 0.7406 & 0.7406 & 0.7406 & 0.7406 \\
0.7917 & 0.7917 & 0.7406 & 1.0000 & 0.7917 & 0.7917 & 0.9063 \\
0.8292 & 0.8292 & 0.7406 & 0.7917 & 1.0000 & 0.8354 & 0.7917 \\
0.8292 & 0.8292 & 0.7406 & 0.7917 & 0.8354 & 1.0000 & 0.7917 \\
0.7917 & 0.7917 & 0.7406 & 0.9063 & 0.7917 & 0.7917 & 1.0000 \\
\end{bmatrix}
\]

TABLE 8. Evaluation matrix of expert $E_2$.

|     | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ | $C_7$ | $C_8$ | $C_9$ | $C_{10}$ | $C_{11}$ |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----------|-----------|
| $A_1$ | 0.8 | 0.5 | 0.7 | 0.8 | 0.9 | 0.4 | 0.8 | 0.6 | 0.7 | 0.9 | 0.9 | 0.9 |
| $A_2$ | 0.9 | 0.8 | 0.9 | 0.5 | 0.4 | 0.6 | 0.7 | 0.5 | 0.9 | 0.8 | 0.7 | 0.7 |
| $A_3$ | 0.8 | 0.6 | 0.7 | 0.9 | 0.6 | 0.8 | 0.7 | 0.8 | 0.6 | 0.7 | 0.6 | 0.7 |
| $A_4$ | 0.9 | 0.9 | 0.5 | 0.8 | 0.6 | 0.5 | 0.5 | 0.8 | 0.6 | 0.8 | 0.6 | 0.8 |
| $A_5$ | 0.7 | 0.8 | 0.6 | 0.5 | 0.9 | 0.7 | 0.6 | 0.8 | 0.7 | 0.8 | 0.6 | 0.6 |

Step 2: Construct positive ideal plan $A^+$ and negative ideal plan $A^-$, making $A_6 = A^+$, $A_7 = A^-$ (see Table 11).

Step 3: Add $A_6$ and $A_7$ into evaluation result of five plans and make clustering analysis by our proposed algorithm. And the clustering results are listed in Table 12–Table 14.
Known from the above results, we find that $A_2$ is the best because $A_2$ is the first to be grouped with $A_0$.

**Example 5 (Adapted from Zhang et al. [43]):** In order to complete an operational mission, a military committee has been set up to provide assessment information on the six kinds of operational plans. Here the attributes are considered: (1) $x_1$ is the effectiveness of organizational operation; and (2) $x_2$ is the effectiveness of operational command, and the hesitant fuzzy information is listed as follows.

$$A_1 = \{<x_1, 0.70, 0.85 >, < x_2, 0.60, 0.75, 0.80 >\}$$

$$A_2 = \{< x_1, 0.4, 0.5, 0.65 >, < x_2, 0.8, 0.9 >\}$$

$$A_3 = \{ < x_1, 0.55, 0.6, 0.75 >, < x_2, 0.7, 0.8, 0.85 >\}$$

$$A_4 = \{ < x_1, 0.44, 0.65 >, < x_2, 0.6, 0.7, 0.8 >\}$$

$$A_5 = \{ < x_1, 0.5, 0.6, 0.65 >, < x_2, 0.75, 0.8 >\}$$

$$A_6 = \{ < x_1, 0.55, 0.6, 0.75 >, < x_2, 0.57, 0.7, 0.85 >\}$$

Considering that the different HFE has different length. Firstly, we extend the shorter one by adding the minimum value until it has the same length with the longer one, then we can obtain the hesitant fuzzy data in the following.

$$A_1 = \{ < x_1, 0.7, 0.7, 0.85 >, < x_2, 0.6, 0.75, 0.8 >\}$$

$$A_2 = \{ < x_1, 0.4, 0.5, 0.65 >, < x_2, 0.8, 0.9 >\}$$

$$A_3 = \{ < x_1, 0.55, 0.6, 0.75 >, < x_2, 0.7, 0.8, 0.85 >\}$$

$$A_4 = \{ < x_1, 0.44, 0.65 >, < x_2, 0.6, 0.7, 0.8 >\}$$

$$A_5 = \{ < x_1, 0.5, 0.6, 0.65 >, < x_2, 0.75, 0.8 >\}$$

$$A_6 = \{ < x_1, 0.55, 0.6, 0.75 >, < x_2, 0.57, 0.7, 0.85 >\}$$

In the following, we use the similarity measure $S_R(h_1, h_2)$ to establish the hesitant fuzzy similar matrix, and apply our clustering algorithm. To illustrate the effectiveness of our algorithm, we make comparison with some other algorithms such as HFMST clustering algorithm [44], IFMST clustering algorithm [46], and FMST clustering algorithm [44]. By adjusting different threshold of every algorithm,
we can obtain the different number of clusters such as 6,5,4,3,2,1 respectively, the comparison results are listed in Tables 15 and 16.

Remark 6: Known by the Tables 15 and 16, $A_1$ is the last sample clustered by HFMST algorithm, $A_2$ is the last sample clustered by both FMST algorithm and IFMST algorithm. Our result is identical to IFMST and FMST algorithm and also fits people’s intuition. Meanwhile, comparing with IFMST algorithm, our algorithm can provide a complete clustering result, and IFMST algorithm provides a null clustering results when we make classes equal 3, it’s easy to know from Table 15. And our algorithm can provide a step by step result, which splits one sample each time in different classes, and simulates hierarchical agglomerative clustering process better than FMST algorithm. Hence, we find that our algorithm has better comprehensive performance.

V. CONCLUSION

Hesitant fuzzy set is a powerful tool to deal with imprecise information. Considering that the similarity measure of HFSs is an important index in intelligent systems, and some existing similarity measures based on the distance measure have some flaws in pattern recognition and decision making, therefore it is necessary to provide more and more similarity measures of HFSs and apply in real life. In this paper, we merge implication function with hesitant fuzzy set to propose some new formulas to calculate the similarity measure of HFSs. It needs to point out that though some similarity measures based on distance measure may need to make improvement in the real application, however we cannot cancel them and even replace them by others. Because each similarity measure has the necessity of existence and its own characteristics, and it is proposed by scholars to satisfy the different criterions and requirements, therefore, we will pay more attention in how to select the most appropriate similarity measure according to the characteristics of the actual problem in the future.

On the other hand, we introduce the hesitant fuzzy similar relation and the hesitant fuzzy equivalent relation, and develop the hesitant fuzzy clustering algorithm based on the transitive closure. Furthermore, we use three numerical examples to illustrate the effectiveness and validation of our proposed method. Considering that our proposed similarity measures are more reasonable and effective than some existing similarity measures and have desirable characteristics, including intuition and logicality. Thus, we believe that our proposed similarity measures can be extensively applied in some fields such as pattern recognition, approximate reasoning, decision making system, and classification. Meanwhile, it also needs to point out that we should develop some other algorithms to establish the hesitant fuzzy equivalent matrix, including optimal hesitant fuzzy equivalent matrix based on decomposition construction and based on perturbation analysis, these works will become an important topic in hesitant fuzzy cluster analysis in future.

TABLE 15. Clustering results of different clustering algorithm.

| Classes | Our algorithm | The IFMST clustering algorithm |
|---------|---------------|--------------------------------|
| 6       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_5\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_5\}, \{A_6\}$ |
| 5       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_5\}, \{A_6\}$ |
| 4       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_5\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_4\}, \{A_5\}, \{A_6\}$ |
| 3       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_6\}$ | $\{A_2\}, \{A_1\}, \{A_3\}, \{A_5\}, \{A_6\}$ |
| 2       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_6\}$ | $\{A_2\}, \{A_1\}, \{A_3\}, \{A_5\}, \{A_6\}$ |
| 1       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_5\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_5\}, \{A_6\}$ |

TABLE 16. Clustering results of different clustering algorithm.

| Classes | The IFMST clustering algorithm | The FMST clustering algorithm |
|---------|-------------------------------|-------------------------------|
| 6       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_5\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_5\}, \{A_6\}$ |
| 5       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_6\}$ |
| 4       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_5\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_4\}, \{A_5\}, \{A_6\}$ |
| 3       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_6\}$ |
| 2       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_6\}$ |
| 1       | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_5\}, \{A_6\}$ | $\{A_1\}, \{A_2\}, \{A_3\}, \{A_4\}, \{A_5\}, \{A_6\}$ |
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