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Abstract

Conference peer review constitutes a human-computation process whose importance cannot be overstated: not only it identifies the best submissions for acceptance, but, ultimately, it impacts the future of the whole research area by promoting some ideas and restraining others. A surge in the number of submissions received by leading AI conferences has challenged the sustainability of the review process by increasing the burden on the pool of qualified reviewers which is growing at a much slower rate. In this work, we consider the problem of reviewer recruiting with a focus on the scarcity of qualified reviewers in large conferences. Specifically, we design a procedure for (i) recruiting reviewers from the population not typically covered by major conferences and (ii) guiding them through the reviewing pipeline. In conjunction with ICML 2020 — a large, top-tier machine learning conference — we recruit a small set of reviewers through our procedure and compare their performance with the general population of ICML reviewers. Our experiment reveals that a combination of the recruiting and guiding mechanisms allows for a principled enhancement of the reviewer pool and results in reviews of superior quality compared to the conventional pool of reviews as evaluated by senior members of the program committee (meta-reviewers).

1 Introduction

Over the last few years, Machine Learning (ML) and Artificial Intelligence (AI) conferences have been experiencing rapid growth in the number of submissions: for example, the number of submissions to AAAI and NeurIPS — popular AI and ML conferences — more than quadrupled in the last five years. The explosion in the number of submissions has challenged the sustainability of the peer-review process as the number of qualified reviewers is growing at a much slower rate [Sculley et al. 2019; Shah 2019b]. While especially prominent in ML and AI, the problem is present in many other fields where “submissions are up, reviewers are overtaxed, and authors are lodging complaint after complaint” [McCook 2006].

The disparity between growth rates of the submission and reviewer pools increases the burden on the reviewers, thereby putting a severe strain on the review process. According to the president of the International Conference on Machine Learning (ICML) board John Langford [Langford 2018], “There is significant evidence that the process of reviewing papers in machine learning is creaking under several years of exponen-
tiating growth.” Hence, it is important to increase the number of qualified reviewers in the system to keep up with the growing number of submissions.

When the size of a conference is small, program chairs can extend the pool of reviewers by manually selecting new reviewers among researchers who have enough expertise in the area. The selection can be guided by the program chairs’ understanding of who might be a good reviewer or by personal recommendations made by other senior members of the program committee. In what follows, we refer to the pool of reviewers manually constructed by the program chairs as the curated pool. However, with a massive increase in
the scale of the conference, such a manual addition to the curated pool does not allow bringing in enough reviewers to cover the demand of the conference. The program chairs must then rely on alternative ways of reviewer recruiting.

With this motivation in mind, in the present paper we aim to design and evaluate modifications to the reviewer recruiting process that simultaneously address two challenges:

- **Challenge 1.** To avoid overloading reviewers, conferences need to find new sources of reviewers as there are not enough curated reviewers to review all papers.

- **Challenge 2.** Conferences need to ensure that newly added reviewers do not compromise the quality of the process, that is, are able to write reviews of quality at least comparable to the curated reviewer pool.

In the past, conference organizers have been trying to expand the reviewer pool by relaxing the qualification bar, that is, by allowing researchers who meet some minimal requirements such as having one or two relevant publications to join the pool of reviewers without further screening. For example, 1176 out of 3242 (that is, 36%) of the reviewers in the NeurIPS 2016 conference were recruited by requesting authors of each submission to name at least one author who is willing to become a reviewer, and 70% of these reviewers were PhD students: researchers at very early stages of their careers (Shah et al., 2018). Such practices have now become conventional and are adopted by many other conferences, including a flagship conference in artificial intelligence AAAI that in 2020 invited self-nominated individuals with publication history in top venues, and in 2021 requires authors of submissions to be willing to become reviewers on request. Similarly, ICML 2020 — a flagship ML conference — distributed a public call for reviewers and accepted self-nominated individuals with publication and reviewing history in top venues.

While the aforementioned innovations allow to enlarge the reviewer pool, little scientific evidence exists on the quality of reviews written by reviewers recruited through these novel procedures. NeurIPS 2016 compared the reviews written by curated reviewers with reviews sourced from authors of submissions in terms of numeric scores (overall score and several criteria scores) and inter-reviewer agreement (Shah et al., 2018). The analysis did not reveal a significant difference between populations, only showing that author-sourced reviews were slightly harsher in scoring the clarity of submissions. However, we note that this analysis only operates with scores given by reviewers and does not address the quality of reviews — perhaps the most important metric for success of the conference peer-review process — which is largely determined by the textual part of the review. Other works provide anecdotal and empirical evidence that junior reviewers are more critical than their senior counterparts (Mogul, 2013; Toor, 2009; Tomiyama, 2007) and that “graduate students seem to be unable to provide very useful comments” (Patat et al., 2019). Thus, while the methods employed by leading conferences address the first challenge, it remains unclear if and how they address the second challenge of high quality reviewing.

In this work, in conjunction with the review process of ICML 2020 we conduct a threefold experiment:

- First, we recruit reviewers from the population not typically covered by the reviewer-selection process of major conferences. In that, we target the population of very junior researchers with limited or no publication/reviewing history most of whom do not pass the recruiting filters of ICML. Conceptually, in contrast to the standard approach of selecting reviewers based on some proxy towards reviewing ability (e.g., prior publication and reviewing history), we evaluate candidates’ abilities to review in an auxiliary peer-review process organized for the experiment.

- Second, we add a select set of reviewers recruited through our experiment to the reviewer pool of the ICML conference and guide them through the peer-review process by offering mentoring.

- Finally, we evaluate the performance of these novice reviewers by comparing them with the general population of the ICML reviewer pool on multiple aspects. In doing so, we augment the past analysis of Shah et al. (2018) by using an explicit measure of review quality (evaluated by meta-reviewers) in addition to indirect proxies.

---

1 After the experiment described in this paper was completed, the NeurIPS 2020 conference released an analysis of their review process (Lin et al., 2020) which compared quality of reviews sourced from authors of submissions and reviews written by the curated pool of reviewers. In Section 4 we compare the results presented therein with those of the present study.
An important aspect of our experiment is that most of the reviewers brought to the reviewer pool through our experiment would not have been considered in standard ways of recruiting. Hence, our experiment offers a principled way to enlarge the reviewer pool. As a by-product, the new pool of reviewers contributes to diversity of peer review resonating with the virtues such as increased scrutiny and variety of opinions outlined by Garisto (2019). Moreover, we offer the new reviewers a more guided introduction to the reviewing process which is known to help novice reviewers to write better reviews (Patat et al. 2019) and improve their own writing skills (Kerzendorf et al. 2020). From the perspective of training reviewers, our experiment is conceptually similar to the initiative of Journal of Neuroscience (Picciotto 2018) and SIGCOMM conference (Feldmann 2005) that attempt to help novices in becoming reviewers.

This work falls in the line of empirical works that study various behavioral aspects of human computation, including motivational aspect (Kaufmann et al. 2011) and the impact of the task framing on performance (Kotturi et al. 2020, Levy and Sarne 2018, Chandler and Kapelner 2013). The findings we report in this paper can be combined with insights from the aforementioned works to improve the design of the review process with a goal of achieving better efficiency and engagement of reviewers. Additionally, this work is complementary to a direction of research that aims at improving computational and statistical aspects of peer review (Kurokawa et al. 2015, Wang and Shah 2019, Xu et al. 2019, Lian et al. 2018, Stelmakh et al. 2019, Fiez et al. 2020, Jecmen et al. 2020, Noothigattu et al. 2020) and results of the present study can be used to motivate future theoretical research.

The rest of the paper is structured as follows. In Section 2 we discuss the methodology of each component of the novice-reviewer experiment. We then present the main results in Section 3. Finally, in Section 4 we conclude the paper with a discussion of various aspects of the experiment.

2 Methodology

In this section we discuss the setup of our experiment. Specifically, we introduce the selection and mentoring mechanisms and explain the methodology of evaluation of reviewers recruited through our experiment in the ICML 2020 conference — a large venue that receives thousands of paper submissions and has more than three thousand reviewers.

2.1 Selection Mechanism

The high-level idea of our selection mechanism is to pretest abilities of candidates to write high-quality reviews. To this end, we frame the experiment as an auxiliary peer-review process that mimics the pipeline of the real ML conferences as explained below and ask participants to serve as reviewers in this process. Let us now describe the experiment in detail by discussing the pools of participants and papers, the organization of the auxiliary review process, and the selection criteria we used to identify the best reviews whose authors were invited to join the ICML reviewer pool.

**Papers.** We solicited 19 anonymized preprints in various sub-areas of ML from colleagues at various research labs, ensuring that authors of these manuscripts do not participate in the experiment as subjects. Some ML and AI conferences publicly release reviews for accepted/submitted papers, making these papers inappropriate for our experiment as our goal is to elicit independent reviews from participants. Thus, we used only those papers that did not have reviews publicly available. The final pool of papers consisted of working papers, papers under review at other conferences, workshop publications and unpublished manuscripts. The papers were 6–12 pages long excluding references and appendices (a standard range for many ML conferences) and were formatted in various popular journals’ and conferences’ templates with all explicit venue identifiers removed.

**Participants.** Since we had a small quota of approximately 50 reviewers allocated for the experiment in the reviewer pool of the ICML 2020 conference, in this positional experiment we limited the target study population to graduate students or recent graduates of five large, top US universities (CMU, MIT, UMD, UC Berkeley and Stanford). To recruit participants, we messaged mailing lists of these universities and
targeted master’s and junior PhD students working in ML-related fields. The invitation also propagated to a small number of students outside of these schools through the word of mouth. The recruiting materials contained an invitation to participate in the ICML reviewer-selection experiment. Specifically, we notified participants that they will need to review one paper and that those who write strong reviews will be invited to join the the ICML reviewer pool. Being a reviewer in the top ML conference is a recognition of one’s expertise and we envisaged that this potential benefit is a good motivation for junior researchers to join our experiment. As a result, we received responses from 200 candidates, more than 90% of whom were students/recent graduates from the aforementioned schools. All of these candidates were added to the pool of participants without further screening. We provide additional discussion of the demography of participants (including their research and reviewing experience) in Section 4.

**Auxiliary peer-review process** The selection procedure closely followed the initial stages of the standard double-blind ML conference peer-review pipeline and was hosted using Microsoft Conference Management Toolkit (https://cmt3.research.microsoft.com) which is also used in ICML. First, we asked participants to indicate their preferences in what papers they would like to review by entering bids that take the following values: “Not Willing”, “In a Pinch”, “Willing” and “Eager”. Thirteen participants did not enter any bids and were removed from the pool. The remaining 187 participants were active in bidding (mean number of “Willing” and “Eager” bids is 4.7) and we assigned all of them to 1 paper each, where we tried to satisfy reviewer bids, subject to a constraint that each paper is assigned to at least 8 reviewers. As a result, 186 participants were assigned to a paper they bid either “Willing” or “Eager” and 1 participant was assigned to a paper they bid “In a Pinch” (this participant did not bid “Eager” or “Willing” on any paper).

Finally, we instructed participants that they should review the paper as if it was submitted to the real ICML conference with the exception that the relevance to ICML, formatting issues (e.g., page limit, margins) and potential anonymity issues should not be considered as criteria. To help participants in writing their reviews, we provided reviewer guidelines (included in supplementary materials on the first author’s website) that discuss the best practices of reviewing. We gave participants 15 days to complete the review and then extended the deadline for 16 more days to accommodate late reviews as our original deadline interfered with the final exams at various US universities and the US holiday period.

**Selection of participants** Out of 187 participants who were assigned a paper for review, 134 handed in the reviews (response rate of 71.7%). Upon receipt of reviews, we removed numeric scores given by participants to the papers and relied on the combination of the following approaches to identify individuals to be invited to join the ICML reviewer pool:

- **Author evaluation** We asked authors of papers used in the experiment to read the reviews and rate/comment on their qualities. Authors of 14 of the 19 submissions responded to our request.
- **Internal evaluation** We analyzed reviews for 17 papers falling in the study team members’ areas of expertise.
- **External evaluation** We called upon an independent domain expert to help with 2 papers that are outside of the study team members’ areas of expertise.

It is natural to assume that authors are at the best position to evaluate the reviews written for their papers. Indeed, they know all the technical details of their papers, thereby being able to evaluate objective points made by reviewers. Additionally, we hypothesize that the non-competitive nature of the auxiliary review process may reduce potential biases related to a more negative perception of critical reviews which in the past were observed in some real conferences (Weber et al., 2002; Papagiannaki, 2007; Khosla et al., 2013). With this motivation, we requested authors to provide feedback on the received reviews and most of the authors fulfilled our request.

To validate our expectations regarding the quality of the author feedback, all the reviews together with the author feedback (when available) were additionally analyzed by the study team members and the aforementioned domain expert. We qualitatively observed that the author feedback is helpful to identify the
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2 The constraint on the number of reviewers per paper was enforced to facilitate another experiment conducted in parallel with the present study and described in the companion paper (Stelmakh et al., 2020).
strongest reviews and our selection decisions were well-aligned with the authors’ evaluations. Overall, we
invited 52 participants whose reviews received excellent feedback from all the evaluators who read the review
to join the ICML reviewer pool; all 52 accepted the invitation. For the rest of the paper, we will refer to
these reviewers as EXPERIMENTAL reviewers.

2.2 Mentoring Mechanism
Throughout the conference review process, the EXPERIMENTAL reviewers were offered additional mentorship:
• The reviewers were provided with a senior researcher as a point of contact, and were offered to ask any
questions pertaining to the review process at any point in the process. There were several questions asked
and answered as a part of the mentorship.
• The reviewers were provided with examples on various parts of the process, for instance, on how to lead
a discussion among the reviewers.
• When the initial reviews were submitted, certain issues were identified that were common across many
reviews from the EXPERIMENTAL pool (e.g., many reviews were initially written about the authors rather
than the paper). The EXPERIMENTAL reviewers were requested to address these issues.
• The EXPERIMENTAL reviewers were sent a few more reminders than the conventional reviewers.
The total amount of time and effort in the mentorship (across all 52 EXPERIMENTAL reviewers) was equal to
about half the time and effort for a meta-reviewer’s job.

2.3 Methodology of Evaluation
The main pool of the ICML 2020 reviewers was recruited through a combination of conventional approaches
and consisted of 3,012 reviewers belonging to two disjoint groups. The first group, which we refer to as
CURATED, made up about 68% of the main pool and included reviewers who were invited by program chairs
based on satisfaction of at least one of the following criteria: (i) several years of reviewing and publishing
experience for top ML venues, (ii) above-average performance in reviewing for NeurIPS 2019 or (iii) personal
recommendation by a meta-reviewer. The remaining 32% of reviewers constituted the second group that
we call SELF-NOMINATED: this group comprised individuals who self-nominated and satisfied the selection
criteria of (i) having at least two papers published in some top ML venues, and (ii) being a reviewer for at
least one top ML conference in the past. On average, the CURATED group consisted of more senior researchers
while the SELF-NOMINATED pool mostly comprised researchers at early stages of their careers.

In the sequel, we compare the performance of 52 EXPERIMENTAL reviewers who joined the ICML reviewer
pool through our experiment with the performance of the reviewers from the main pool. Let us now discuss
some important details of the evaluation.

Affiliation caveat 51 out of 52 EXPERIMENTAL reviewers recruited through our selection procedure are
current master’s and PhD students or recent graduates of the aforementioned universities (one reviewer is a
graduate of another US school), whereas reviewers from the main pool represent universities as well as private
companies, government organizations, non-profits and more, from all over the world. Hence, the reviewers
in the main pool have different backgrounds from the EXPERIMENTAL reviewers and this difference can serve
as an undesirable confounder (orthogonal to the selection procedure and mentoring) in our analysis.

To counteract this confounding factor, we identify a subset of the main pool of reviewers, whom we call
COLLEAGUE reviewers. The COLLEAGUE group comprises 305 reviewers from the main pool who share an
affiliation (i.e., email domain or affiliation listed on the conference management system) with the 5 schools
mentioned above. In our evaluations subsequently, we additionally juxtapose the EXPERIMENTAL reviewers
to this group to evaluate how they compare to reviewers of similar background, thereby alleviating the
affiliation confounder.

3Some reviewers who initially accepted the invitation dropped out in the early stages of the review process and are not
included in this number and in the subsequent analysis.
Table 1: Performance comparison of reviewers from the main pool and EXPERIMENTAL reviewers on various criteria. Asterisks indicate criteria with significant difference at the level 0.05.

### Metrics and tools of comparison

We use a set of indirect indicators of review quality (e.g., review length and discussion participation) as well as direct evaluations of review quality made by meta-reviewers of the ICML conference — senior reviewers, each of whom is in charge of overseeing the review process for approximately 20 submissions. To quantify significance of the difference in these metrics, we use the permutation test (Fisher, 1935), treating each paper-reviewer pair as a unit of analysis. Error bars presented in figures below represent bootstrapped 90% confidence intervals unless stated otherwise.

Finally, throughout the review process, meta-reviewers were calling upon additional external reviewers to help with some submissions or asking reviewers from the main pool to review additional papers; these paper-reviewer pairs are not included into comparison because new reviewers typically had less time to complete the assigned reviews.

### Evaluation

In the previous section we described our approach towards recruiting novice reviewers and mentoring them. In this section we move to the real ICML conference and evaluate the benefit of the proposal by juxtaposing the performance of EXPERIMENTAL reviewers to the main reviewer pool which consists of SELF-NOMINATED and CURATED reviewers, some of whom belong to the group of COLLEAGUE reviewers. For this, we compare performance of reviewers at different stages of the review process: bidding, reviewing (in-time submission, review length, self-assessed confidence and others) and discussion (activity, attention to the author feedback). Finally, we complement the comparison by overall evaluation of the review quality made by meta-reviewers.

Table 1 summarizes the results of comparison of EXPERIMENTAL reviewers with reviewers from the main pool; subsequently, we will present a more detailed analysis with breakdown by reviewer groups. The main message of Table 1 is that from various angles the reviews written by EXPERIMENTAL reviewers are comparable to or sometimes even better than reviews written by reviewers from the main pool. With this general observation, we now provide details and background for each row of Table 1.

#### Bidding activity (Row 1 of Table 1)

Algorithms for automated paper-reviewer matching significantly rely on reviewer bids (Fiez et al., 2020). Hence, activity of reviewers in the bidding stage is crucial to ensure that submissions are assigned to reviewers with appropriate expertise. To give matching algorithms enough flexibility, ICML program chairs requested reviewers to positively bid (i.e., indicate papers they are “Willing” or “Eager” to review) on at least 30-40 submissions (out of approximately 5,000 submitted for review).

Figure 1 compares mean numbers of positive and non-negative (“Willing”, “Eager” and “In a Pinch”) bids made by reviewers from different groups. Note that to compare non-negative bids we remove one reviewer who bulk bid “In a Pinch” on all non-conflicting submissions. Several reviewers bid on hundreds of submissions (possibly by bulk bidding on some specific areas or keywords), but we do not exclude such reviewers from the analysis.
Figure 1: Mean number of positive/non-negative bids per reviewer. EXPERIMENTAL reviewers positively bid on more papers than reviewers from each of the comparison groups.

| Bids       | Experimental | Main Pool | Curated | Self-Nominated | Colleague |
|------------|--------------|-----------|---------|----------------|-----------|
| Positive   | Sample Size  | 52        | 3012    | 2060           | 952       | 305       |
|            | Mean Value   | 34.6      | 27.4    | 25.7           | 31.2      | 26.3      |
|            | 90% CI       | [31.4;38.1] | [26.8;28.1] | [25.1;26.3] | [29.8;33.0] | [24.6;28.3] |
|            | P value      | –         | .043    | .003           | .221      | .011      |
| Non-Negative | Sample Size | 52        | 3011    | 2059           | 952       | 305       |
|            | Mean Value   | 41.1      | 32.4    | 30.7           | 36.1      | 31.2      |
|            | 90% CI       | [37.6;44.7] | [31.7;33.2] | [30.6;31.5] | [34.6;37.9] | [29.3;33.3] |
|            | P value      | –         | .046    | .007           | .165      | .005      |

Table 2: Comparison of bidding activity of the reviewers. *P* values are for the test of the difference of means between EXPERIMENTAL and each of the other groups of reviewers.

Overall, we observe that EXPERIMENTAL reviewers are more active than other categories of reviewers with a qualification that the difference with SELF-NOMINATED reviewers ($\Delta_{\text{positive}} = 3.4$, $\Delta_{\text{non-negative}} = 5.0$) is not statistically significant at the 0.05 significance level as demonstrated in Table 2 that summarizes the results of comparison.

**Timely review submission (Row 2 of Table 1)** A typical conference timeline is very tight and it is crucial that reviewers complete their reviews in a timely manner. We now compare how different groups of reviewers respect the deadlines. For this, we use two metrics: first, Figure 2a juxtaposes engagement rates — fractions of reviewers who submitted at least one review by a given date — of different reviewer groups. Second, Figure 2b compares completion rates — the total number of submitted reviews divided by the total number of assigned papers. While the completion rate is perhaps a more intuitive choice of metric, it is artificially favourable to EXPERIMENTAL reviewers due to a difference in the reviewer loads between EXPERIMENTAL reviewers and reviewers from the main pool (see more discussion in Section 4). To counteract the bias in objective, for formal comparisons presented in Tables 1 and 3 we use the engagement rate which is less impacted by the difference in loads.

Looking at Figure 2, we again observe the trend of junior SELF-NOMINATED and EXPERIMENTAL reviewers being consistently more active than their senior CURATED counterparts throughout the whole review-submission period, with EXPERIMENTAL reviewers achieving the highest engagement and completion rates across all reviewer groups. Note that due to the impact of the COVID-19 pandemic, the initial deadline for
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4 We also observe that SELF-NOMINATED reviewers are more active than CURATED reviewers, suggesting that the bidding activity may be decreasing with seniority.
review submission on day X was extended twice (deadline dates are highlighted in bold in Figure 2) with the first extension announced well in advance and hence only a small fraction of reviews was submitted by day X. Thus, in Table 1 we use data for the first extended deadline on day X+3.

Table 3 extends the comparison reported in Table 1 by displaying a breakdown by reviewer groups. The results of the permutation test qualify the observations we made from Figure 2 by showing that the difference between EXPERIMENTAL and self-nominated reviewers ($\Delta = 0.08$), who represent the more junior population of the main reviewer pool, is not significant at the requested level.

Before we proceed to other dimensions of comparison, we note that a small number of reviewers from the main pool never submitted reviews for some of the assigned papers (less than 5% of paper-reviewer pairs had no review submitted). Corresponding paper-reviewer pairs are excluded from the analysis of various aspects of review quality we perform below.

Review length (Row 3 of Table 1) We continue the analysis by juxtaposing the lengths of textual comments submitted by reviewers in Figure 3. We observe that different categories of reviewers from the main pool appear to write reviews of comparable length whereas EXPERIMENTAL reviewers write considerably longer reviews. The distribution of lengths of reviews written by reviewers from the main pool is very similar to that of several major ML conferences [Beygelzimer et al., 2019], and thus we conclude that EXPERIMENTAL reviewers produced longer reviews than standard in the field. Table 4 compares mean lengths of reviews written by reviewers from different groups and confirms the intuition represented in Figure 3.

\[\text{The number of reviewers used in the comparison is smaller than the total number of reviewers because we only use paper-reviewer pairs that were in the assignment from the beginning of the review period and 5 reviewers from the curated group with small initial loads had a set of their papers fully changed throughout the process.}\]
Figure 3: Distribution of review lengths. Experimental reviewers write longer reviews than other reviewers.

|                | EXPERIMENTAL | MAIN POOL | CURATED | SELF-NOMINATED | COLLEAGUE |
|----------------|--------------|-----------|---------|----------------|-----------|
| SAMPLE SIZE    | 154          | 15206     | 10502   | 4704           | 1593      |
| MEAN VALUE     | 4759         | 2858      | 2953    | 2647           | 2985      |
| 90% CI         | [4432; 5089] | [2836; 2880]| [2926; 2979]| [2609; 2685]  | [2924; 3047]|
| P VALUE        | –            | < .001    | < .001  | < .001         | < .001    |

Table 4: Comparison of mean lengths (in symbols) of reviews. P values are for the test of the difference of means between experimental and each of the other groups of reviewers.

**Hypercriticality (Row 4 of Table 1)** Although junior reviewers are often perceived to be more critical (Mogul, 2013; Tomiyama, 2007; Toor, 2009), the analysis of the NeurIPS 2016 conference conducted by Shah et al. (2018) does not reveal a significant difference between overall scores given by junior and senior reviewers. We now perform such an analysis for the ICML conference: in ICML 2020 reviewers were asked to give the overall score on a 6-point Likert item and we encode the options with integers from 1 to 6 such that the larger number indicates the better score. The mean overall scores given in initial reviews (i.e., before reviewers got to see other reviews and the author rebuttal) are compared across different groups of reviewers in Figure 4.

Mean initial overall scores given by different groups of reviewers appear to be comparable; self-nominated and experimental reviewers seem to be slightly more lenient than curated reviewers, but the sample size

Figure 4: Mean initial overall scores. Self-nominated and experimental reviewers appear to be more lenient than curated reviewers.
Table 5: Comparison of mean initial overall scores. \( P \) values are for the test of the difference of means between \textit{EXPERIMENTAL} and each of the other groups of reviewers.

of \textit{EXPERIMENTAL} reviewers is not sufficient to draw definitive conclusions (Table 5 summarizes the comparison). However, we note that \textit{SELF-NOMINATED} reviewers are indeed more lenient than \textit{CURATED} reviewers (\( \Delta = 0.14, P < .001 \)), contradicting the aforementioned observations of hypercriticality in junior reviewers. This misalignment may be specific to the field of computer science where hypercriticality is not limited to junior reviewers, but is prevalent in the whole area \cite{Vardi2010}, or, alternatively, it is possible that hypercriticality of junior reviewers manifests not in numeric scores but in textual reviews.

**Expertise and confidence (Rows 5 and 6 of Table 1)** We now continue with the analysis of self-assessed confidence and expertise of different reviewer groups (using values reported in initial reviews). The reviewer form of the ICML 2020 conference contained two questions in which reviewers were asked to evaluate their expertise and confidence in their review on 4-point Likert items. We encode the options of the Likert items with integer numbers from 1 to 4 such that larger numbers indicate higher expertise/confidence. We then compare mean scores across reviewer groups and report the results in Figure 5 and Table 6.

Not surprisingly, \textit{EXPERIMENTAL} reviewers reported lower self-assessed expertise (Figure 5a), with a caveat that the difference with \textit{SELF-NOMINATED} reviewers is not statistically significant. That said, the difference in expertise does not seem to result in the difference in self-assessed confidence (Figure 5b).

**Rebuttals and discussion (Rows 7 and 8 of Table 1)** The review process of ICML allows authors to respond to initial reviews written for their papers by submitting a short rebuttal that is followed by a private discussion between reviewers and the meta-reviewer. Past analysis \cite{Shah2018,Gao2019,ACLCommittee2018} provide mixed evidence regarding the usefulness of rebuttals, and in this work we do not aim to judge the overall efficacy of the rebuttal process. However, in order for the rebuttal or discussion to change the reviewer’s opinion, reviewers at the very least need to consider the rebuttal and be
Table 6: Comparison of self-assessed expertise (first 4 rows) and confidence (last 4 rows). *P* values are for the test of the difference of means between EXPERIMENTAL and each of the other groups of reviewers.

| Criteria  | EXPERIMENTAL | MAIN POOL | CURATED | SELF-NOMINATED | COLLEAGUE |
|-----------|--------------|-----------|---------|----------------|-----------|
| Sample Size | 154          | 15206     | 10502   | 4704           | 1593      |
| Mean Value | 2.83         | 2.98      | 3.01    | 2.92           | 2.98      |
| 90% CI    | [2.73; 2.94] | [2.97; 2.99]| [3.00; 3.02]| [2.90; 2.93]  | [2.95; 3.01]|
| *P* value | –            | .026      | .005    | .204           | .021      |

**Confidence**

| Sample Size | 154          | 15206     | 10502   | 4704           | 1593      |
| Mean Value  | 3.05         | 3.03      | 3.04    | 3.02           | 3.02      |
| 90% CI      | [2.97; 3.13] | [3.02; 3.04]| [3.03; 3.05]| [3.00; 3.04]  | [2.99; 3.05]|
| *P* value   | –            | .841      | .829    | .646           | .579      |

Interestingly, Figure 6 shows that self-nominated reviewers are less engaged in the last stage of the review process than senior curated reviewers. This observation suggests that the relative engagement of junior self-nominated reviewers decreases as the review process progresses. We do not see this in the experimental reviewers and hypothesize that more tailored mentoring leads to a consistent engagement of experimental reviewers.

Figure 6: Activity in the last stage of the review process. Experimental reviewers participate in the discussion and update textual reviews more often than other reviewers.
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6Interestingly, Figure 6 shows that self-nominated reviewers are less engaged in the last stage of the review process than senior curated reviewers. This observation suggests that the relative engagement of junior self-nominated reviewers decreases as the review process progresses. We do not see this in the experimental reviewers and hypothesize that more tailored mentoring leads to a consistent engagement of experimental reviewers.
Table 7: Comparison of post-rebuttal reviewer activity: participation in discussion (first 4 rows) and review update rate (last 4 rows). P values are for the test of the difference of means between EXPERIMENTAL and each of the other groups of reviewers.

Importantly, meta-reviewers were not aware of the group affiliation of reviewers. In the corresponding row of Table 1 we compare mean quality scores between different categories of reviewers and Table 8 complements the comparison by additionally presenting a breakdown by reviewer groups, confirming that EXPERIMENTAL reviewers receive higher scores than their counterparts.

In contrasts to Tables 1 and 8 that compare mean ratings, Figure 7 visualizes the fraction of reviews below and above the expectations of meta-reviewers within each group. Observe that reviews written by EXPERIMENTAL reviewers exceed expectations of meta-reviewers more often than reviews of CURATED and SELF-NOMINATED reviewers, and conditioning on the affiliation does not impact the comparison. Figure 7 also shows that EXPERIMENTAL reviewers produced substandard reviews less often than other reviewers.

4 Discussion

In this work we designed and executed an experimental procedure for novice reviewer recruiting and mentoring with a goal to address scarcity of qualified reviewers in large conferences. We evaluated the results of the experiment by juxtaposing the performance of the new reviewers to the traditional reviewer pool in the real ICML 2020 conference. We now provide additional discussion of the recruiting and evaluation procedures, comment on the scalability of the experiment, and suggest directions for future work.

4.1 Discussion of the Recruiting Experiment

We begin from some important aspects of the auxiliary peer-review process we conducted to recruit reviewers. First, we perform the analysis of the demography of participants. After that, we mention another potentially useful aspect of the experiment related to reviews written in this auxiliary review process.

Table 8: Comparison of mean review qualities as evaluated by meta-reviewers. P values are for the test of the difference of means between EXPERIMENTAL and each of the other groups of reviewers.
Figure 7: Evaluation of review quality by meta-reviewers. The closer the point to the upper-left corner, the better. **Experimental reviewers** dominate other groups of reviewers.

**Demography of participants** Recall that self-nominated individuals had to pass a publication and reviewing filters (see Section 2.3 for details) to join the SELF-NOMINATED reviewer pool of ICML 2020. We now test whether the subjects of our experiment satisfy these criteria. Table 9 comprises relevant demographic information for 134 subjects of the selection experiment who completed the participation (that is, submitted the review of the assigned paper) and for 52 subjects who were eventually invited to join the ICML 2020 EXPERIMENTAL reviewer pool. Importantly, this demographic information was hidden from evaluators who performed the selection. Observe that most of the participants of our experiment (including those that were selected to join the ICML reviewer pool) do not pass at least one of the filters mandatory for the self-nominated reviewers. Similarly, none of the participants was invited to join the CURATED reviewer pool. Therefore, we conclude that most of the participants of our experiment would not have been invited to ICML 2020 through conventional ways of reviewer recruiting.

|                      | All  | Invited |
|----------------------|------|---------|
| **Total number**     | 134  | 52      |
| With prior review experience | 36%  | 37%     |
| With publications    | 72%  | 77%     |
| Pass reviewing filter| 21%  | 21%     |
| Pass publication filter | 24%  | 23%     |
| **Pass self-nominated filters** | 13%  | 12%     |

Table 9: Demography of subjects of our experiment.

**Reviews** As a byproduct of our experiment, authors of manuscripts we used in the auxiliary peer-review process received a set of reviews. They generally admitted a high quality of reviews: several authors mentioned that reviewers found some errors/important typos in their papers or suggested some ways to improve the presentation. An author of one paper comments:

"**Very high quality reviews, in my opinion. Most of them [...] are clearly more detailed and more useful than reviews we received at [another top ML venue]**"

and an author of another manuscript says:

"**Those [reviews] were super informative and helpful!**"

As a minor qualification, we underscore that while the overall feedback was positive, authors also helped us to identify a number of reviews of substandard quality for ICML (with serious factual errors or dismissive
criticism) and we found the author feedback to be very useful for the selection. That said, the positive overall feedback from authors hints that a large scale version of our experiment can give researchers a set of useful reviews before they submit a paper to a real conference, potentially decreasing the load on the actual conferences.

4.2 Discussion of the Evaluation

We now discuss some aspects important for interpretation of the results of the comparison between experimental reviewers and the main reviewer pool of ICML 2020.

Aspect 1. Assignment procedure  Each paper submitted to the ICML conference was first automatically assigned to three reviewers from the main pool, two of whom were curated reviewers and one was a self-nominated reviewer. In that, we tried to satisfy reviewer bids and optimize for the notion of textual similarity (Charlin and Zemel, 2013) between submissions and assigned reviewers, subject to a requirement that each reviewer is assigned at most six papers (a small set of reviewers requested a lower quota) and under a fairness constraint that aims at balancing assignment quality across submissions (Stelmakh et al., 2018). After that, each experimental reviewer was manually assigned to three submissions as a fourth reviewer. All assignments were finally adjusted by meta-reviewers before being released to the reviewers. Given the small number of experimental reviewers and the large number of submissions, the constraints we had to satisfy in the manual assignment were mild as compared to the main assignment. Hence, experimental reviewers could receive submissions that better fit their expertise than reviewers from the main pool.

Table 10 compares several metrics of assignment quality across reviewers from the main pool and experimental reviewers. First, we note that experimental reviewers were intentionally assigned fewer papers than reviewers from the main pool to ensure a gentle introduction to the review process. We underscore that in this study we aim to show that reviewers from the population not covered by current recruiting methods can usefully augment the reviewer pool given some special treatment (careful recruiting, reduced load and mentoring). Hence, we do not consider the difference in load to be a confounder in our comparisons.

Second, experimental reviewers were assigned to papers they positively bid on and to papers with high textual similarity more often than reviewers from the main pool. Hence, we caveat that the quality of the assignment differs significantly between reviewers from the main pool and experimental reviewers, introducing a confounding factor that can potentially impact the comparison. On the other hand, the difference in the assignment quality may in part be due to the difference in bidding activity that we outlined in Section 3: a large number of positive bids made by experimental reviewers gives more flexibility in satisfying them, thereby increasing the quality of the assignment. It will be of interest to investigate, in any future larger scale studies, whether a larger number of experimental reviewers also continue to have such a higher quality of assignment due to higher bidding activity, and if not, then it will be of interest to observe how that impacts the other metrics.

|                | Main Pool | Experimental |
|----------------|-----------|--------------|
| # Reviewers    | 3012      | 52           |
| Mean reviewer load | 5.4      | 3.0          |
| Fraction of positive bids | 0.88 | 0.99 |
| Mean paper ↔ reviewer similarity | 0.77 | 0.88 |

Table 10: Assignment quality. “Fraction of positive bids” represents a fraction of paper-reviewer pairs in the assignment such that the reviewer has bid positively on the paper. Similarities between papers and reviewers take values in the interval [0, 1] and are computed using the TPMS system (Charlin and Zemel, 2013). 706 reviewers in the main pool and 4 experimental reviewers did not have similarities computed and are excluded from the computation of mean similarity.
Aspect 2. Quality evaluation  Following a standard approach in AI/ML conferences that conduct a survey of meta-reviewers on the review quality, when asking meta-reviewers to evaluate the quality of reviews, we left it for the meta-reviewers to decide on their expectations and did not precisely define the term “quality”. As a result, different meta-reviewers could have different standards in mind, leading to some inconsistency in evaluations. To account for this issue, in the Appendix we complement the above analysis of review quality and some other metrics with additional comparisons performed on a restricted set of submissions that had at least one EXPERIMENTAL reviewer assigned (by doing so we equalize the sets of meta-reviewers who rate EXPERIMENTAL reviewers and other categories of reviewers as well as other characteristics of papers assigned to different groups of reviewers). Importantly, this analysis leads to the same conclusions as the analysis we described in Section 3.

Another related caveat is that the absence of a well-defined notion of quality could result in the substitution bias in meta-reviewers’ judgments of review quality. For example, meta-reviewers’ evaluations could be driven by the length of the review or some other computationally inexpensive, but suboptimal, proxy, resulting in a biased evaluation of quality. We urge the reader to be aware of this issue when interpreting the results of the quality evaluations.

Aspect 3. Insights from NeurIPS 2020 review process  After the experiment we describe in this paper was completed, the NeurIPS 2020 conference released the analysis of its review process [Lin et al., 2020] in which they compared the quality of reviews written by curated and author-sourced reviewers (to avoid ambiguity, in this section we refer to curated NeurIPS reviewers as invited reviewers). In terms of the selection criteria, these groups of reviewers roughly correspond to CURATED and SELF-NOMINATED groups we consider in the present paper, with an important exception that in our case SELF-NOMINATED reviewers were not required to have their paper submitted to ICML 2020. There may also be some subtle differences in how the pools of invited NeurIPS reviewers and CURATED ICML reviewers were constructed. With these caveats, the analysis of NeurIPS 2020 data presents two key insights relevant to our study that we now discuss.

First, NeurIPS data suggests that the quality (as measured by meta-reviewers) of reviews written by author-sourced reviewers is only marginally worse than that of invited reviewers. This observation agrees with what we report in Table 8 where CURATED reviewers have slightly higher mean review quality than their SELF-NOMINATED counterparts, but the difference is somewhat more pronounced in our case.

Second, and perhaps more importantly, it appears that in NeurIPS the quality of reviews was negatively correlated with experience of reviewers: reviewers for whom NeurIPS 2020 was the first big ML conference they serve for appear to produce reviews of higher quality than their counterparts who have reviewed for major conferences before. In ICML 2020, all but perhaps 5–10% of members of the main reviewer pool had past experience of being a reviewer for some top ML venues, while most of EXPERIMENTAL reviewers did not have such experience. Hence, the result of NeurIPS analysis highlights another potential confounding factor in our study: past reviewing experience. Indeed, hypothetically the results of our experiment can be explained by the fact that reviewers put more efforts into their first reviews and then become less engaged in future conferences.

Let us now qualify the above caveat. First, in our experiment the difference between EXPERIMENTAL reviewers and reviewers from the main ICML reviewer pool appears to be considerably larger than the difference between the first-time reviewers and those who have reviewed before observed in NeurIPS. The larger effect size hints at the potential effect of our intervention. Second, in the present work we carefully account for the affiliation confounding factor and additionally juxtapose the EXPERIMENTAL reviewers with the COLLEAGUE reviewers who share the same affiliation. The NeurIPS analysis does not provide such comparison and hence we cannot remove this confounding factor. Finally, in the present paper we compare the performance of reviewers on various metrics beyond the review quality and it would be interesting to see how novice NeurIPS reviewers perform on these metrics.

---

7 Some CURATED reviewers were recommended by the meta-reviewers and are not guaranteed to have the past review experience
Aspect 4. Additional caveats  In addition to the caveats mentioned above, we would like to make several other remarks:

- First, while we measured a number of metrics that were possible to measure and have been considered in the literature, we cannot exclude the possibility that experimental reviewers may be worse than the main pool of reviewers in some other aspect not considered here.

- Second, it is possible that behavior of experimental reviewers was affected by demand characteristics McCambridge et al. (2012), that is, experimental reviewers could hypothesize that we want them to perform better than reviewers from the main pool and hence they could adjust their behaviour to meet these perceived expectations.

- Third, the review process of the ICML 2020 conference was impacted by the COVID-19 pandemic and the impact of the pandemic on different reviewer groups could be unequal. For example, senior reviewers from the curated pool could have more family-related duties (and hence could be more restricted in reviewing ability) than junior experimental reviewers.

- Finally, in extrapolating any results to other conferences, one should carefully consider any idiosyncrasies of specific conferences.

All the aforementioned caveats coupled with sensitivity of the subject matter underscore the importance of a careful experimentation with the proposed procedure before its implementation in the routine review process.

Aspect 5. The role of reviewers  With the above caveats, the experiment demonstrated that experimental reviewers are comparable to and sometimes even better than reviewers recruited in conventional ways in terms of various metrics analyzed in Section 3. However, we qualify that this observation absolutely does not imply that experimental reviewers can entirely substitute the pool of experienced reviewers. Instead, we conclude that if recruited and mentored appropriately, experimental reviewers can form a useful augmentation to the traditional pool. The experimental and experienced reviewers may have different strengths that can be combined to achieve an overall improvement of the peer-review quality. For instance (Shah, 2019a), experimental and, more generally, junior reviewers can be used to evaluate nuanced technical details of submissions (e.g., proofs) while senior researchers can focus on the broader picture and more subjective criteria such as impact where their expertise is extremely important.

4.3 Scalability of the Experiment

In this section we provide some ideas on how the experiment we described in this paper can be scaled to increase the number of recruited reviewers from 52 to several hundred. To this end, recall that the experiment is based on the two major components: the selection and mentoring mechanisms. We now comment on how to scale each of these components.

Selection Mechanism  The current selection pipeline requires an amount of work equivalent to 2 to 4 days of the conference workflow chair’s work and 2 to 4 hours of the conference program chairs’ work to execute the experiment. Hence, it is important to design a version of the selection mechanism that can handle more reviewers while not resulting in a proportional increase of the load on the organizers.

First, we note that a large share of work in the selection stage was spent on finding papers to use in the auxiliary review. For this initial experiment, we had not made the call for papers public and instead personally reached to dozens of colleagues asking them to contribute their manuscripts which resulted in a large amount of communication-related work. However, this initial experiment demonstrated a lot of enthusiasm from authors of the papers used in the experiment who appreciated a set of useful reviews they received. Hence, we believe that we can easily extend the pool of papers by widely distributing the call for papers.

Similarly, participants of the selection mechanism executed in the present study were active in signing up for the experiment and appreciated an opportunity to join the ICML reviewer pool. In this initial experiment,
the population of participants was limited to students of 5 large US universities. Hence, by making an open
call for participants on behalf of a large ML conference, we expect to increase the pool of candidates to
several hundred participants without much additional efforts.

The major part of the selection mechanism that requires a close attention of organizers is the review
evaluation and final decision making. As noted in Section 2.1 we found author feedback to be very helpful
for evaluating the quality of reviews and hence the selection part can be streamlined if the authors are
required to evaluate all the reviews received in the experiment. Given that authors of papers used in the
experiment generally found these reviews useful, we think that such a requirement is feasible as these reviews
serve as a good incentive for authors to put some efforts in the experiment.

**Mentoring** As mentioned in Section 2.2, the total amount of time and effort in the mentorship of 52
experimental reviewers was equal to about half the time and effort for a meta-reviewer’s job. We note
that the time demand for mentorship does not increase proportionally to the number of reviewers as some
parts of the mentorship have a fixed cost (e.g., sending general guideline emails or multiple reminders to
non-responsive reviewers). Thus, several additional committee members recruited specifically for mentoring
will allow to handle several hundred novice reviewers in the real conference. Alternatively, mentoring can
be distributed across many senior researchers who do not have time for meta-reviewing, but can contribute
a smaller amount to mentoring.

Overall, we believe that the procedure outlined above can produce several hundred experimental reviewers
without overburdening the organizers of the experiment.

### 4.4 Future Work

An important direction for future work is to compare experimental reviewers with the main reviewer pool
in a larger scale study whose design we outlined above. A larger experiment would enable a deeper analysis
of textual reviews written by different reviewer groups. It will also be of interest to design and execute
experiments that address the caveats discussed above.

Another important direction is a principled design of a mentoring protocol to support novice reviewers.
Since ML/AI conferences have hundreds of meta-reviewers, it may be prudent to assign a small number of
meta-reviewers as mentors for junior reviewers and reduce their meta-reviewer workload accordingly. Future
editions could also involve sharing more material on how to review with reviewers (e.g., Köhler et al. 2020)
and holding webinars with Q&A sessions.

Finally, the feedback from the experimental reviewers was that it was helpful for them to experience
and gain insights into the review process, which will also help in their own research dissemination in the
future. It would be interesting to measure the impact of the guided introduction to the review process in
the early stages of career on the future trajectory of the individuals as researchers and reviewers.
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Appendix: Additional Evaluation Details

In this section we provide additional details for comparison of experimental reviewers with reviewers from the main reviewer pool of the ICML 2020 conference. Specifically, where applicable we replicate comparisons described in the main paper, conditioning on a target set of papers with at least one experimental reviewer assigned. Note that this conditioning significantly reduces the sample size and hence we may not always have enough data to establish statistically significant differences. Nevertheless, the results we present below allow to make some qualitative conclusions.

Before we proceed, recall that the main reviewer pool consists of complementary sets of curated and self-nominated reviewers and we additionally consider a subset of colleague reviewers who are affiliated with one of the 5 US schools we were recruiting experimental reviewers from.

Review length (Row 3 of Table 1) Bidding activity as well as in-time review submission are independent of a set of papers assigned to reviewers so we begin our additional analysis from a comparison of mean review lengths. Figure 8 compares mean lengths of initial reviews across different reviewer groups, where mean values are computed using all reviews and also using reviews written for papers that have at least one experimental reviewer assigned. Overall, we observe that experimental reviewers write considerably longer reviews than other reviewers even after conditioning on the aforementioned subset of paper. Table 11 mimics Table 4 with the exception that only papers with experimental reviewers assigned are used for the comparison.

![Figure 8: Mean review lengths (in symbols). Experimental reviewers write longer reviews than other reviewers.](image)

| Reviewer group | Sample Size | Mean Value | 90% CI       | P value |
|----------------|-------------|------------|--------------|---------|
| Experimental   | 154         | 4759       | [4432; 5089] | < .001  |
| Main Pool      | 423         | 2959       | [2827; 3098] | < .001  |
| Curated        | 294         | 3073       | [2908; 3248] | < .001  |
| Self-nominated | 129         | 2700       | [2487; 2928] | < .001  |
| Colleague      | 51          | 2917       | [2592; 3261] | < .001  |

Table 11: Comparison of mean lengths (in symbols) of reviews using papers with at least one experimental reviewer assigned. P values are for the test of the difference of means between experimental and each of the other groups of reviewers.

Hypercriticality (Row 4 of Table 1) Analysis presented in the main paper did not reveal hypercriticality in experimental reviewers. Table 12 replicates the analysis displayed in Table 5 on the target subset of papers and also does not show any evidence of hypercriticality in experimental reviewers.
Table 12: Comparison of mean initial overall scores using papers with at least one EXPERIMENTAL reviewer assigned. *P* values are for the test of the difference of means between EXPERIMENTAL and each of the other groups of reviewers.

**Expertise and confidence (Rows 5 and 6 of Table 1)** Figure 9 juxtaposes the mean self-assessed confidence and expertise of reviewers computed over all papers and over papers with at least one EXPERIMENTAL reviewer assigned. Observe that conditioning on the target subset of papers does not change the conclusions we made in the main paper (see Table 13 for formal comparison).

(a) Mean self-reported expertise. Experimental reviewers report considerably lower expertise than other groups of reviewers.

(b) Mean self-reported confidence. We do not observe significant difference in mean confidence of different reviewer groups.

**Figure 9: Comparison of self-assessed expertise and confidence.**

| Criteria   | EXPERIMENTAL | MAIN POOL | CURATED | SELF-NOMINATED | COLLEAGUE |
|------------|--------------|-----------|---------|----------------|-----------|
| **Sample Size** | 154 | 423 | 294 | 129 | 51 |
| **Mean Value** | 3.34 | 3.22 | 3.20 | 3.27 | 3.12 |
| **90% CI** | [3.17; 3.51] | [3.13; 3.32] | [3.10; 3.32] | [3.09; 3.46] | [2.86; 3.37] |
| **P value** | – | .361 | .282 | .691 | .325 |

Table 13: Comparison of self-assessed expertise (first 4 rows) and confidence (last 4 rows) using papers with at least one EXPERIMENTAL reviewer assigned. *P* values are for the test of the difference of means between EXPERIMENTAL and each of the other groups of reviewers.

**Rebuttals and discussion (Rows 7 and 8 of Table 1)** We now provide additional details on comparison of reviewers’ activity in the post-rebuttal stage of the conference peer-review process. Recall that for this comparison we use only paper-reviewer pairs such that the authors of the paper supplied the response to the initial reviews. Figure 10 replicates Figure 6 with the exception that it is computed using papers that have
Figure 10: Activity of reviewers in the last stage of the review process conditioned on papers with at least one EXPERIMENTAL reviewer assigned. EXPERIMENTAL reviewers participate in the discussion and update reviews more actively than other reviewers.

![Graph](image)

(a) Participation in discussion.  
(b) Post-rebuttal review update.

#### Table 14: Comparison of post-rebuttal reviewer activity using papers with at least one EXPERIMENTAL reviewer assigned: participation in discussion (first 4 rows) and review update rate (last 4 rows). $P$ values are for the test of the difference of means between EXPERIMENTAL and each of the other groups of reviewers.

| Criteria       | EXPERIMENTAL | MAIN POOL | CURATED | SELF-NOMINATED | COLLEAGUE |
|----------------|--------------|-----------|---------|----------------|-----------|
| Discussion     | Sample Size  | 123       | 337     | 238            | 99        | 41        |
|                | Mean Value   | 0.68      | 0.56    | 0.59           | 0.48      | 0.59      |
|                | 90% CI       | [0.61;0.75]| [0.52;0.61]| [0.54;0.64]| [0.40;0.57]| [0.46;0.71]|
|                | $P$ value    | --        | .026    | .119           | .003      | .338      |
| Review Update  | Sample Size  | 123       | 337     | 238            | 99        | 41        |
|                | Mean Value   | 0.61      | 0.43    | 0.50           | 0.28      | 0.41      |
|                | 90% CI       | [0.54;0.68]| [0.39;0.48]| [0.44;0.55]| [0.21;0.35]| [0.29;0.54]|
|                | $P$ value    | --        | .002    | .050           | <.001     | .045      |

at least one EXPERIMENTAL reviewer assigned. Note that even after conditioning on this subset of papers, EXPERIMENTAL reviewers remain to be more active in the post-rebuttal stage of the review process than other categories of reviewers. (see Table 14 for the formal comparison).

**Review quality (Row 9 of Table 1)** We conclude the analysis with comparison of review quality evaluated by meta-reviewers. First, Figure 11 replicates Figure 7 with the exception that we condition on papers that have at least one EXPERIMENTAL reviewer assigned. As before, conditioning on this subset of papers does not change the qualitative relationship between different groups of reviewers with EXPERIMENTAL pool dominating others. Getting back to the comparison of the mean quality scores that we reported in Tables 1 and 8, we now complement this analysis with results reported in Table 15. Again, we conclude that EXPERIMENTAL reviewer remain to have higher mean quality of reviews even after we equalize the sets of meta-reviewers who rate the reviews written by different groups of reviewers.
Figure 11: Evaluation of mean review quality by meta-reviewers conditioned on papers with at least one EXPERIMENTAL reviewer assigned. The closer the point to the upper-left corner, the better. EXPERIMENTAL reviewers dominate other groups of reviewers.

| Reviewer group | Sample Size | Mean Value | 90% CI  | P value |
|----------------|-------------|------------|---------|---------|
| Experimental   | 111         | 2.26       | [2.18; 2.34] | .008    |
| Main Pool      | 310         | 2.11       | [2.06; 2.15] | .058    |
| Curated        | 214         | 2.14       | [2.08; 2.20] | .002    |
| Self-Nominated | 96          | 2.03       | [1.95; 2.11] | .431    |
| Colleague      | 32          | 2.16       | [2.00; 2.31] |         |

Table 15: Comparison of mean review qualities as evaluated by meta-reviewers using papers with at least one EXPERIMENTAL reviewer assigned. P values are for the test of the difference of means between EXPERIMENTAL and each of the other groups of reviewers.