Magnetotransport phenomena in p-doped diamond from first principles
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We present a first-principles study of the magnetotransport phenomena in p-doped diamond via the exact solution of the linearized Boltzmann transport equation, in which the materials’ parameters, including electron-phonon and phonon-phonon interactions, are obtained from density functional theory. This approach gives results in very good agreement with a wide range of experimental data for Hall and drift mobilities, magnetoresistance and Seebeck coefficient, including the phonon drag effect, at different temperatures and carrier concentrations. In particular, our results provide a detailed understanding of the inherent limits of the exceptionally high mobility and Seebeck coefficient, and predict a large magnetic-field-driven enhancement of the Seebeck coefficient, of up to 25% in a magnetic field of 50 kOe already at room temperature.

Diamond is one of the most promising materials for high-performance and tough electronic devices for power electronics, sensors and high-energy-physics detectors [1]. This is due to its excellent thermo-mechanical, chemical and transport properties: it is hard, chemically inert and heat tolerant, and it has very high values of breakdown voltage, thermal conductivity and carrier mobility [2].

It is surprising that, despite an intense research effort in the field, there is still a large uncertainty about the precise upper bounds for the electrical transport coefficients of diamond and their dependence on doping and external fields (temperature and magnetic fields)—quantities of crucial importance to guide the optimisation of devices. For instance, the experimental values for the intrinsic hole drift mobility at room temperature vary significantly in literature, ranging from 2000 to 3800 cm²V⁻¹s⁻¹ [3–8], and differ considerably from the reported Hall mobilities. In addition, the interplay between the charge carrier and phonon dynamics (both striking in diamond), that ultimately leads to an exceptionally large phonon drag effect [9], has not yet been precisely quantified.

In this work we determine the intrinsic transport properties of p-doped diamond, as well as their mutual dependence, and establish to what extent these properties can be controlled by doping, temperature and magnetic fields. For this we calculate transport coefficients by solving the Boltzmann transport equation (BTE) in presence of an arbitrary magnetic field, using ab initio materials’ parameters as well as including the effect of phonon out-of-equilibrium populations (OEPs) that arise in presence of a temperature gradient.

The linearised BTE for electrons in presence of a small electric field E, a small temperature gradient \(\nabla r T\) and an arbitrary magnetic field \(B\) is [10]:

\[
-\frac{\partial f_k^0}{\partial \epsilon_k} \mathbf{v}_k \cdot \left[ E \epsilon_k + \nabla r T \left( \epsilon_k - \mu \right) \right] + D_k(g, \delta n) + \frac{e}{h} \frac{\partial f_k^0}{\partial \epsilon_k} \left( \mathbf{v}_k \wedge \mathbf{B} \right) \cdot \nabla r \chi_k = \frac{1}{N} \sum_{k'} \frac{\Pi_{k,k'}}{k_B T} \left[ \chi_{k'} - \chi_k \right]
\]

where \(N\) is the number of points in the Brillouin Zone (BZ), \(\mu\) is the chemical potential, and \(v_k\), \(\epsilon_k\) and \(f_k^0\) are the velocity, the energy and the Fermi-Dirac distribution function, respectively; in the linear regime for the magnetic field, the conductivity tensor can be expanded as \(\sigma_{ij}(\mathbf{B}) = \sigma_{ij}^{(0)}(0) + \sum_k \sigma_{ijk}^{(1)}(\mathbf{B}) B_k\). In recent years there has been a significant effort to compute \(\sigma_{ij}^{(0)}\) in bulk semiconductors from first principles both within the relaxation time approximation [13–16] as well as from the iterative solution of the BTE [17–18]. In this work we solve Eq. 1 for \(B = 0\) using an efficient Conjugate Gradient (CG) solver, as discussed in Ref. [12]. For \(B \neq 0\) we use an iterative approach to effectively deal with the term \(\nabla r (\chi_k)\): we start from a guess for \(\chi_k, \chi_k^{(0)}\), and then calculate the l.h.s. of Eq. 1. We then solve Eq. 1 with the CG algorithm and obtain a new population, \(\chi_k^{(1)}\); these operations are iterated until \(\left| \sum_k \left( \chi_k^{(N+1)} - \chi_k^{(N)} \right)^2 \right|\) is lower than a chosen threshold.

The electronic and vibrational properties of diamond were computed with density functional and density functional perturbation theory as implemented in QUANTUM ESPRESSO [19] within the local-density approximation (LDA) [20]. We used a norm-conserving pseudopotential and a plane-wave expansion up to a 60 Ry, a BZ sampling with a \(24 \times 24 \times 24\) Monkhorst-Pack mesh and a theoretical lattice parameter of 3.52 Å. Electronic
bands and electron-phonon matrix elements have been first calculated on grids of $10 \times 10 \times 10$ k-points for electrons and $5 \times 5 \times 5$ q-points for phonons. Then we have used the Wannier interpolation scheme as implemented in the WANNIER90 \cite{21} and EPW \cite{22, 23} codes to compute transport quantities on very dense meshes up to $100 \times 100 \times 100$. The phonon OEPs were obtained with the D3Q \cite{24} and THERMAL2 \cite{25} codes. We used the model for boron doping of Ref. \cite{20}, and scattering from ionized impurities is dealt with the Brooks and Herring formula \cite{27}, while the one from neutral impurities is treated with the model in Ref. \cite{28}.

Fig. 1 shows the low doping (boron density of $10^{15}$ cm$^{-3}$) hole drift mobility of diamond, $\mu_d = \sigma_{xx}/(en)$ (where $n$ is the carrier density), between 200 K and 700 K. Our calculations predict a room-temperature mobility of 2500 cm$^2$ V$^{-1}$ s$^{-1}$. Our result confirms that p-doped diamond has a very high hole mobility, matching the most recent measurements on CVD diamond reported by Gabrysch et al. \cite{29}. It also indicates that the extraordinary values (between 2600 and 3800 cm$^2$ V$^{-1}$ s$^{-1}$) reported by Isberg and coworkers \cite{4, 30} are not compatible with our ab initio predictions. This is especially true if we consider that our ab initio results can be regarded as an upper bound to the mobility achievable in p-doped diamond. Indeed, at such low doping the result is very close to the intrinsic phonon-limited value, and, since LDA tends to underestimate the electron-phonon coupling in diamond \cite{31} and the mobility in other semiconductors \cite{17}, our LDA results could slightly overestimate the exact value for the mobility.

The temperature dependence of the mobility shows a change in slope between 250 K and 400 K: at high temperatures, the theoretical drift mobility is proportional to $T^{-2.95}$ whereas at low temperatures it is proportional to $T^{-1.70}$. This is in good agreement with the results by Gabrysch et al. \cite{29} for CVD samples and consistent with values obtained by Reggiani et al. \cite{8} for natural diamond. The analysis of the different scattering mechanisms (see Supplementary Material) shows that the low temperature behaviour is determined by the acoustic phonon scattering; here the ab initio description of bands and phonon scattering results in a slope of the mobility that is slightly steeper than the typical $T^{-2}$ deduced using models based on spherical energy bands and elastic scattering processes. \cite{33} The change in slope observed at high temperatures is instead due to the onset of optical phonon scattering, which in diamond is exceptionally strong. For instance, we find that the zone centre optical modes contribute to about 14% of the resistivity \cite{12} deduced using models based on spherical energy bands and elastic scattering processes. \cite{33} The fact that their frequency is $\sim 5$ times smaller than that of the optical modes in diamond. In passing, it is worth noticing that in spite of the faster decrease of the mobility at high temperature, diamond still exhibits mobilities of around 500 cm$^2$V$^{-1}$s$^{-1}$ at 500 K. These are very high values especially when compared to other wide bandgap semiconductors important for high-temperature electronics (for instance 4H-SiC has a hole mobility of around 30 cm$^2$V$^{-1}$s$^{-1}$ at 500 K \cite{11}).
To complete the picture of the mobility, we analyse this quantity as a function of boron concentration. As in doped samples the Hall mobility, $\mu^H = \mu^d n e \sigma_{zz}/(\sigma_{xx})^2$, rather than the drift mobility, is usually measured, in Fig. 2 we present both $\mu^d$ and $\mu^H$ for acceptor concentrations ranging from $10^{15} \text{ cm}^{-3}$ to $5 \cdot 10^{18} \text{ cm}^{-3}$ at 300 K. Our results show that for carrier concentrations lower than $10^{15} \text{ cm}^{-3}$, $\mu^d$ and $\mu^H$ are mainly limited by electron-phonon interactions, while at higher carriers concentrations they decrease as a result of an increased electron-impurity scattering. Here the comparison with experiments is not straightforward. Indeed, the reported experimental mobilities can be spread out over one order of magnitude at a given B-content. This is a consequence of compensation effects due to deep level impurities. These effects can greatly affect electrical transport as they tend to both decrease the carrier concentration and increase the density of ionised impurities that can scatter charge carriers. However, Fig. 2 shows that our mobilities lie above almost all the measured data in a wide range of doping concentrations. This is not surprising as in our calculation we have neglected compensation effects and since, as mentioned above, our results should be regarded as an upper limit to the achievable mobility. Also, it is clear that $\mu^H$ is significantly lower than $\mu^d$ and closer to the higher experimental Hall mobilities reported in this range of concentrations. The difference between $\mu^d$ and $\mu^H$ is analysed in more detail in the insert of Fig. 2: the Hall factor, $\mu^H/\mu^d$, is around $\sim 0.8$ and it is fairly insensitive to doping and temperature. A precise experimental determination of the Hall factor is still missing (the data in the insert of Fig. 2 have been obtained from measurements by different groups on different samples), but our results validate the analysis of the available experimental data performed in Ref. 40.

As our theoretical approach provides access to transport properties at arbitrary magnetic fields, a more detailed comparison between theory and experiment can be done by focussing on the magnetoresistance, $\sigma_{ij}(B_l) - \sigma_{ij}(0)$, where $\sigma(B) = \sigma(B)^{-1}$ is the resistivity tensor. Fig. 3 shows the values of the transversal (TM) and longitudinal magnetoresistance (LM) as a function of $B$. We find that the LM is always smaller than the transversal one, and that both are proportional to $|B|^2$ at low fields (as expected from symmetry considerations), while at higher fields the $|B|$ dependence follows a lower slope. The magnitude of the magnetoresistance is quite similar to what found experimentally in p-type Si and Ge (the only exception is the TM of p-type Ge which is about one order of magnitude larger than in diamond). The results are in overall good agreement with the experimental data, and the differences between theory and experiment might be related to the unclear doping content of the measured samples and the fact that the experimental data have been taken with respect to different orientations of $J^c$ and $B$. To give an idea of the effective strength of the magnetic fields considered here, in the insert of Fig. 3 (and of Fig. 5 below) we show the values for the Hall angle, i.e. the angle between $E$ and $J^c$, as a function of the magnetic field strength. This quantity is expected to reach $\pi/2$ at very large magnetic fields when the magnetoresistivity saturates.

Controlling the mobility with $B$ provides a way to enhance the thermoelectric transport properties. To see this, let’s focus on the effect of an applied thermal gradient and in particular on the Seebeck coefficient, $S = S_{xx}$. Fig. 4 shows that the phonon drag contribution to the Seebeck coefficient, $S_p$, due to $D_k$ in the BTE, leads to extremely high values of $S$ at low temperature: for instance, at 200 K $S$ is five times larger than the value reported for silicon. We notice that even at 700 K the phonon drag represents a sizeable contribution to the already large diffusive part of $S$. Such high Seebeck coefficient might be of potential interest for temperature sensing applications, especially for devices operating in harsh environments. Overall, our results are in good agreement with the available experimental data. The difference from the measured values, more evident at low temperatures, could be due to the interpolation method used for the phonon OEPs, as well as to possible inaccuracies related to the use of the LDA functional. The analysis of the phonon drag contribution (see Supplementary Material) shows that up to 700 K this quantity is mostly determined by acoustic phonons with frequencies below 300 cm$^{-1}$. A decrease in the temperature reduces the subset of acoustic modes responsible for the phonon drag: for instance, at 200 K there is no contribution from phonons above 100 cm$^{-1}$. It is worth pointing out that $S$...
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Fig. 4 where we show that Seebeck coefficient is expected to be inversely proportional to the mobility. This is displayed in the insert of Fig. 4 where we show that Seebeck coefficient due to the applied magnetic field, even though the TM in n-type Ge is around 3 times bigger \cite{48}. More interestingly, the effect is significant also at relatively high temperatures: indeed, the enhancement goes up to about 25% in a magnetic field of 50 kOe already at 300 K.

In conclusion, we have determined from first-principles the inherent limits of the exceptional electronic transport properties of diamond, also predicting a remarkably strong magneto-Seebeck effect. In doing so, we have extensively validated an efficient approach to compute magneto-transport coefficients. We expect that this approach will become an important tool to assist the interpretation of Hall effect and magnetoresistance measurements. For instance, accurate Hall factors are crucial for the precise experimental determination of carrier concentrations and drift mobilities in semiconductors; on the other hand, the correct analysis of magnetoresistance data is essential for probing Fermi surface topology and scattering mechanisms in metallic and semimetallic systems \cite{50,51}. Finally, this approach will be key for understanding and engineering thermomagnetic phenomena for energy conversion and refrigeration, such as, for instance, the large magnetic-field enhancement of the thermoelectric figure-of-merit observed in BiSb alloys \cite{52}.
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