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Abstract. We show that for a Jacobi operator with coefficients whose \((j+1)\)th moments are summable the \(j\)th derivative of the scattering matrix is in the Wiener algebra of functions with summable Fourier coefficients. We use this result to improve the known dispersive estimates with integrable time decay for the time dependent Jacobi equation in the resonant case.

1. Introduction

This paper is concerned with Jacobi operators

\[ Hu(n) = a(n-1)u(n-1) + b(n)u(n) + a(n)u(n+1), \quad n \in \mathbb{Z}, \]  

satisfying \(a(n) \to 1/2, b(n) \to 0\) such that

\[ \left| a(n) - \frac{1}{2} \right| + |b(n)| \in \ell^1_{\sigma}(\mathbb{Z}) \]  

for some \(\sigma \geq 1\). Here \(\ell^p_{\sigma}(\mathbb{Z})\) is the set of all doubly infinite sequences for which the norm

\[ \|u\|_{\ell^p_{\sigma}} = \begin{cases} \left( \sum_{n \in \mathbb{Z}} (1 + |n|)^{p\sigma} |u(n)|^p \right)^{1/p}, & p \in [1, \infty), \\ \sup_{n \in \mathbb{Z}} (1 + |n|)^{p\sigma} |u(n)|, & p = \infty, \end{cases} \]

is finite. The case \(\sigma = 0\) corresponds to the usual unweighted spaces \(\ell^p_0 \equiv \ell^p\).

The special case \(a(n) \equiv 1\) is also known as the discrete Schrödinger operator. If (1.2) holds for \(\sigma = 1\) it is well known ([16]) that the spectrum of \(H\) consists of a purely absolutely continuous part covering \([-1,1]\) plus a finite number of eigenvalues located in \(\mathbb{R} \setminus [-1,1]\). In addition, there could be resonances at the edges of the continuous spectrum, which means that there exist corresponding bounded solutions (and which is equivalent to the fact, that the Wronskian of the two Jost solutions vanishes (cf. [3, Definition 3.5, Lemma 3.6])). In case of such a resonance it is a delicate question to determine the behavior of the scattering matrix near such a resonance under the minimal assumption \(\sigma = 1\). From the analogous result for the continuous Schrödinger equation it is expected that the scattering matrix is continuous at such a resonance and this was first established in [5] (see also [8] for a special case). In fact, in [3] this result was refined by showing that the scattering coefficients are in the Wiener algebra of functions on the unit circle with integrable Fourier coefficients. In the present paper we generalize this result by showing that
if (1.2) holds for \( \sigma \geq 1 \) then also all derivatives of order up to \( \sigma - 1 \) of the scattering coefficients are again in the Wiener algebra.

This question is not only of interest in scattering theory but also plays an important role in the solution of the Toda equation via the inverse scattering transform (see e.g., [10] where continuity of higher derivatives is needed) and in proving dispersive estimates for the corresponding linear evolution equation

\[
\frac{d}{dt} u(t) = H u(t).
\]

The latter case has attracted considerable interest recently (e.g., [1, 3, 13] and the references therein) due to its importance for deriving asymptotic stability of solitons for the associated nonlinear evolution equations (see e.g. [7, 11, 14, 15]).

As an application of our results we will establish two dispersive decay estimates. First of all we extend [3, Theorem 5.3] to the case of Jacobi operators.

**Theorem 1.1.** Let \( H \) be defined by (1.1) with \( |a - \frac{1}{2}| + |b| \in \ell_1(Z) \). Then

\[
\|e^{-itH} P_c\|_{\ell^1 \to \ell^\infty} = O(t^{-1/3}), \quad t \to \infty,
\]

\[
\|e^{-itH} P_c\|_{\ell^2_{\ell_2} \to \ell^\infty_{\ell_2}} = O(t^{-1/2}), \quad t \to \infty, \quad \sigma > 1/2.
\]

The following extends [3, Theorem 6.1] to the case of Jacobi operators and is new in the case of resonances.

**Theorem 1.2.** Let \( H \) be defined by (1.1) with \( |a - \frac{1}{2}| + |b| \in \ell_{j}^j(Z) \), where \( j = 3 \) if there is a resonance at \( \hat{z} = +1 \) or \( \hat{z} = -1 \) and \( j = 2 \) if neither of these points is a resonance. Furthermore, for every resonance \( \hat{z} \in \{\pm 1\} \) let \( \varphi_{\hat{z}}(n) \) be a bounded solution of \( H \varphi_{\hat{z}}(n) = \frac{\pm 1}{2} \varphi_{\hat{z}}(n) \), normalized according to \( \lim_{n \to +\infty} (|\varphi_{\hat{z}}(n)|^2 + |\varphi_{\hat{z}}(-n)|^2) = 2 \). Denote by \( P_{\hat{z}} \) the projection onto the span of \( \varphi_{\hat{z}} \) given by the kernel \( [P_{\hat{z}}](n,k) = \varphi_{\hat{z}}(n)\varphi_{\hat{z}}(k) \) and set \( P_{\hat{z}} = 0 \) if there is no resonance at \( \hat{z} \). By \( P_{ac} \) we denote the projector on the absolutely continuous subspace of \( H \). Then the following decay holds:

\[
\|e^{-itH} P_{ac} - \frac{e^{-it}}{\sqrt{2\pi i t}} P_1 - \frac{e^{it}}{\sqrt{2\pi i t}} P_{-1}\|_{\ell^1_{\ell_2} \to \ell^\infty_{\ell_2}} = O(t^{-4/3}), \quad t \to \infty.
\]

Such a decay estimate with integrable time decay has previously only been established in the non-resonant case where \( P_{-1} = P_1 = 0 \) (cf. [3, Theorem 6.1]). For continuous one-dimensional Schrödinger equations an analogous result in the resonant case has been first proven by Goldberg [6]. For further results for continuous Schrödinger equations see [2, 3].

### 2. Properties of the Scattering Matrix

In this section we look at scattering theory for the Jacobi operator \( H \). As a general reference we refer to [16, Chapter 10]. If (1.2) is contained in \( \ell_1^j(Z) \) then there exist Jost solutions \( \varphi_{\pm}(z,n) \) of

\[
H \varphi_{\pm}(z,n) = z + z^{-1} \varphi_{\pm}(z,n), \quad 0 < |z| \leq 1,
\]

which satisfy \( \lim_{n \to +\infty} \varphi_{\pm}(z,n) = 1 \), where \( \tilde{\varphi}_{\pm}(z,n) = \varphi_{\pm}(z,n)z^{\mp n} \). These Jost solutions can equivalently be expressed as

\[
\varphi_{\pm}(z,n) = \sum_{\ell=-n}^{\pm \infty} K_{\pm}(n,\ell) z^{\mp \ell}, \quad n \in Z, \quad |z| \leq 1,
\]
where the transformation operators satisfy

$$|K_\pm(n, \ell)| \leq C_\pm(n) \left( \delta(n, \ell) + (1 - \delta(n, \ell)) \sum_{k = \lfloor \frac{n}{2} \rfloor}^{\infty} \left( |a(k) - \frac{1}{2}| + |b(k)| \right) \right)$$  \hspace{1cm} (2.3)$$

for \( \pm \ell \geq \pm n \) and \( \lfloor \cdot \rfloor \) denotes the usual floor function.

If furthermore \( \pm n \geq \mp 1 \) holds, we can replace \( C_\pm(n) \) by some universal constant \( C_\pm(n) \leq C \). For

$$\tilde{\varphi}_\pm(z, n) = \sum_{\ell = 0}^{\infty} K_\pm(n, \ell + n)z^{\pm \ell} = \sum_{\ell = 0}^{\infty} \tilde{K}_\pm(n, \ell)z^{\pm \ell}$$

we get similar estimates. Introduce the Wiener algebra

$$\mathcal{A} = \{ f(z) = \sum_{m \in \mathbb{Z}} f(m)z^{m} \mid \| f \|_{\ell^1} < \infty, \ |z| = 1 \},$$

with the norm \( \| f \|_{\mathcal{A}} = \| f \|_{\ell^1} \). Formulas (2.2) and (2.3) imply

$$\varphi_\pm(z, n), \tilde{\varphi}_\pm(z, n) \in \mathcal{A},$$

with \( \| \tilde{\varphi}(z, n) \|_{\mathcal{A}} \) independent of \( n \) for \( \pm n \geq 0 \). Let us also recall the discrete version of the Wiener lemma [18], which states that if \( f(z) \in \mathcal{A} \) and \( f(z) \neq 0 \) for all \( |z| = 1 \) then \( f^{-1}(z) \in \mathcal{A} \). The estimate (2.3) immediately leads to the following property:

**Lemma 2.1.** If (1.2) holds for \( \sigma = j + 1 \) with \( j \geq 0 \), then \( \frac{df}{dz}(\tilde{\varphi}_\pm(z, n)) \) is an element of \( \mathcal{A} \) for \( 0 \leq l \leq j \). Moreover, for \( \pm n \geq 0 \) the \( \mathcal{A} \)-norms of these expressions do not depend on \( n \).

The fact that \( \varphi_\pm(z^{-1}, n) \) also solves the equation (2.1) gives rise to the scattering relations

$$T(z)\varphi_\pm(z, n) = R_\pm(z)\varphi_\mp(z, n) + \varphi_\mp(z^{-1}, n), \quad |z| = 1,$$

where the transmission coefficient \( T \) and the reflection coefficients \( R_\pm \) can be expressed in terms of Wronskians. To this end let us denote the discrete Wronskian by

$$W(f(z, n), g(z, n)) = a(n-1)f(z, n)g(z, n) - g(z, n-1)f(z, n).$$

Introducing the functions

$$W(z) = W(\varphi_+(z, 1), \varphi_-(z, 1)), \quad W_\pm(z) = W(\varphi_\mp(z, 1), \varphi_\pm(z^{-1}, 1)),$$

it follows that

$$T(z) = \frac{z - z^{-1}}{2W(z)}, \quad R_\pm(z) = \mp \frac{W_\pm(z)}{W(z)}.$$  \hspace{1cm} (2.7)$$

In [3, Theorem 4.1] it was proved that the transmission and reflection coefficients are elements of the Wiener algebra. Here we extend this result to derivatives.

**Theorem 2.2.** If \( |a(n) - \frac{1}{2}| + |b(n)| \in \ell^1_{j+1}(\mathbb{Z}) \), then \( \frac{df}{dz}(T(z)) \in \mathcal{A} \) and \( \frac{df}{dz}R_\pm(z) \in \mathcal{A} \) for \( 0 \leq l \leq j \).

**Proof.** We only focus on the resonant case \( W(1)W(-1) = 0 \), since the other case is straightforward. Let \( \hat{z} \in \{ \pm 1 \} \) be a point with \( W(\hat{z}) = 0 \). As a first step we introduce the expressions

$$\hat{W}_\pm(z) = \varphi_\pm(z, 1)\varphi_\pm(\hat{z}, 0) - \varphi_\pm(z, 0)\varphi_\pm(\hat{z}, 1).$$
Then the calculations in [5] Lemma 4.1 show
\[ \tilde{W}_\pm(z) = \zeta(z) \tilde{\psi}_\pm(z), \quad \zeta(z) = \frac{\hat{z} - z}{z}, \] (2.8)
where
\[ \tilde{\psi}_\pm(z) = \sum_{\ell=\pm \frac{1}{2}}^{\pm \infty} h_\pm(\ell)(z)^{\pm \ell}, \quad h_\pm(\ell) = \Phi_\pm^{(1)}(\ell)\varphi_\pm(\hat{z}, 0) - \Phi_\pm^{(0)}(\ell)\varphi_\pm(\hat{z}, 1) \] (2.9)
and
\[ \Phi_\pm^{(k)}(m) = \sum_{\ell=m}^{\pm \infty} K_\pm(k, \ell)z^\ell. \]
Moreover, \( h_\pm(\ell) \) satisfies a similar estimate as \( \overline{T} \), as we will show in Lemma 2.3 below. This immediately leads to the conclusion that \( \tilde{\psi}_\pm(z) \) and all its derivatives up to order \( j \) are elements of the Wiener algebra. Next we need to distinguish between the cases \( \varphi_+(\hat{z}, 0)\varphi_-(\hat{z}, 0) \neq 0 \) and \( \varphi_+(\hat{z}, 1)\varphi_-(\hat{z}, 1) \neq 0 \) (these are the only cases since the solutions \( \varphi_+(\hat{z}, n) \) cannot vanish at two consecutive points).

Straightforward computations show
\[ W(z) = a(0) \frac{\tilde{\psi}_+(z) - \tilde{\psi}_+(0)\tilde{\psi}_+(z)}{z - \hat{z}} \]
\[ z \tilde{\psi}_-(z) = 0 \text{ (these are the analogues of (2.10))} \]
Since \( |T(z)| \leq 1 \), the zeroes of \( W(z) \) can at most be of first order, which shows that \( \frac{W(z)}{z - \hat{z}} \) can vanish at most at \( -\hat{z} \). Hence if \( W(-\hat{z}) \neq 0 \) then \( \frac{z - \hat{z}}{W(z)} \in A \) by Wiener’s lemma (including all derivatives up to order \( j \)) and hence the same is true for \( T(z) \).

Otherwise, if \( W(-\hat{z}) = 0 \) and \( W(\hat{z}) \neq 0 \) one has the analogous properties for \( \frac{W(z)}{z + \hat{z}} \) and using a smooth cut-off function (which is one near \( \hat{z} \) and vanishes near \( -\hat{z} \)) one can combine both results into one for \( \frac{W(z)}{z - \hat{z}} \) and proceed as before.

To get similar results for \( R_\pm \), we use the following formulas:
\[ W_\pm(z) = a(0) \frac{\tilde{\psi}_\pm(z) - \tilde{\psi}_\pm(z^{-1}, 0)\tilde{\psi}_\pm(z)}{z - \hat{z}} \]
\[ z \tilde{\psi}_\pm(z) = 0 \]
and proceed as in the previous case.

**Lemma 2.3.** For \( h_\pm(m) \) given by (2.9) we have
\[ |h_\pm(m)| \leq \hat{C} \sum_{n=\left\lfloor \frac{m}{2} \right\rfloor}^{\pm \infty} \left( |a(n) - \frac{1}{2}| + |b(n)| \right) = \hat{C} \tilde{n}_\pm(m) \] (2.10)
for some constant \( \hat{C} > 0 \) and \( \pm m \geq 0 \).

**Proof.** We only consider the minus case here. First of all we need the discrete version of the Marchenko equation, which is given by ([16] Section 10.3):
\[ K_\pm(n, m) + \sum_{\ell=m}^{\pm \infty} K_\pm(n, \ell)F_\pm(\ell + m) = \frac{\delta(n, m)}{K_\pm(n, n)}, \quad \pm m \geq \pm n, \] (2.11)
where for $F_{\pm}(\ell)$ we have the following estimate:

$$|F_{\pm}(\ell)| \leq C \sum_{n=1}^{\pm \infty} \left( |a(n) - \frac{1}{2}| + |b(n)| \right). \quad (2.12)$$

After some calculations, which can be found in [5, Lemma 4.1], the following equation for $h_-$ can be obtained in the case $\varphi_-(\hat{z}, 1) \varphi_+(\hat{z}, 1) \neq 0$ (the other case $\varphi_-(\hat{z}, 1) = \varphi_+(\hat{z}, 1) = 0$ is similar, cf. [5, Lemma 4.1]):

$$h_-(m) - \sum_{\ell=0}^{\infty} h_-(\ell) v(\ell + m + 1) = -\frac{\delta(0,m)}{K_-(0,0)} \varphi_-(\hat{z}, 1), \quad (2.13)$$

where $v(\ell) = F_-(\ell) \hat{z}^{-\ell}$. Now let $-m \geq 2$. We rewrite (2.13) as

$$h_-(m) - \sum_{\ell=0}^{\infty} h_-(\ell) v(\ell + m + 1) = -\bar{H}(m, N), \quad \text{where}$$

$$\bar{H}(m, N) = -\frac{\delta(0,m)}{K_-(0,0)} \varphi_-(\hat{z}, 1) + \sum_{\ell=0}^{N} h_-(\ell) v(\ell + m + 1)$$

and $N \leq 0$ such that $C \sum_{\ell=N}^{\infty} \tilde{\eta}(\ell) < 1$ with $C$ given by (2.12). The estimate

$$|\bar{H}(s, N)| \leq C(N) \tilde{\eta}_-(m), \quad m \leq -2, \quad (2.14)$$

follows from monotonicity of $\tilde{\eta}_-$ and $h_-(\ell) \in \ell^\infty(\mathbb{Z}_-)$. Now we set

$$h_{-0}(m) = \bar{H}(m, N), h_{-1}(m) = \sum_{\ell=0}^{\infty} h_-(\ell) v(\ell + m + 1).$$

We show that

$$|h_{-k}(m)| \leq C(N) \tilde{\eta}_-(m) \left( C \sum_{\ell=N}^{\infty} \tilde{\eta}_-(\ell) \right)^k, \quad (2.15)$$

where $C(N)$ is given by (2.14). But this easily follows by induction, again using monotonicity of $\tilde{\eta}_-$ and boundedness of $h_-$. \hfill \Box

For later use we note that in the resonant case the Jost solutions are dependent at $\hat{z}$. If we define $\gamma$ via

$$\varphi_+(\hat{z}, n) = \gamma \varphi_-(\hat{z}, n), \quad (2.16)$$

then a straightforward calculation using the scattering relations (2.5) as well as $|T(k)|^2 + |R_{\pm}(k)|^2 = 1$ shows

$$T(\hat{z}) = \frac{2\gamma}{1 + \gamma^2}, \quad R_{\pm}(\hat{z}) = \pm \frac{1 - \gamma^2}{1 + \gamma^2}. \quad (2.17)$$

In particular, all three quantities are real-valued since $\varphi_{\pm}(\hat{z}, n) \in \mathbb{R}$ and hence $\gamma \in \mathbb{R}$. In the non-resonant case the scattering relations show

$$T(\hat{z}) = 0, \quad R_{\pm}(\hat{z}) = -1. \quad (2.18)$$

To establish Theorem 1.2 we also need the following generalization of Lemma 2.1.

**Lemma 2.4.** Let $|1| \leq \mathcal{A}_{j-1}(\mathbb{Z})$. Then $\frac{d}{dz} \left( \tilde{\varphi}_+(z,n) - \tilde{\varphi}_-(z,n) \right) \in \mathcal{A}$ for $0 \leq l \leq j - 1$. Moreover, for $\pm n \leq \mp 1$, the $\mathcal{A}$-norms of these expressions do not depend on $n$. 
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Proof. By (2.2) we have that
\[
\tilde{\phi}(z, n) - \tilde{\phi}(\hat{z}, n) = \sum_{\ell = \pm 1}^{\pm \infty} K_{\pm}(n, \ell) z^\pm \ell - \hat{z}^\pm \ell = \sum_{\ell = \pm 1}^{\pm \infty} K_{\pm}(n, \ell) \sum_{k = 0}^{\pm \ell - 1} z^k \hat{z}^{\ell - 1 - k}.
\]
Using this we conclude that the corresponding derivatives of the previous expressions have an \(A\)-norm bound independent from \(n\), if \(\pm n \leq \mp 1\) by (1.2). □

In a similar way, we obtain the following lemma:

Lemma 2.5. Let (1.2) be contained in \(\ell^1_{j+1}(Z)\). Then \(d^l dz (\tilde{\psi} - \tilde{\psi}(\hat{z}))\) as well as \(d^l dz (\tilde{\psi}(z) - \tilde{\psi}(\hat{z}))\) are elements of \(A\) for \(0 \leq l \leq j - 1\), where \(\tilde{\psi}(z)\) are defined in (2.9).

Proof. This follows as in the previous lemma using the estimate for \(h_{\pm}\) from Lemma 2.3. □

Combining the last results we obtain:

Theorem 2.6. Let (1.2) be contained in \(\ell^1_{j+1}(Z)\) and let \(\hat{z} \in \{-1, 1\}\). Then
\[
d^l dz (T(z) - T(\hat{z})) \in A, \quad d^l dz (R_{\pm}(z) - R_{\pm}(\hat{z})) \in A \quad \text{for } 0 \leq l \leq j - 1.
\]

3. Dispersive Decay in the Discrete Case

In this section we prove Theorem 1.1 and Theorem 1.2. For the one-parameter group of (1.1) the spectral theorem and Stone’s formula imply
\[
e^{-itH} P_{ac} = \frac{1}{2\pi i} \int_{-1}^{1} e^{-i\omega} (R(\omega + i0) - R(\omega - i0)) d\omega, \quad (3.1)
\]
where \(R(\omega) = (H - \omega)^{-1}\) is the resolvent of the Jacobi operator \(H\) and the limit is understood in the strong sense [17, Problem 4.3]. For the kernel of the resolvent \(R(z) = (H - \frac{z^2}{2})^{-1}\), we have the following explicit formula for \(0 < |z| \leq 1\) (cf. [16, (1.99)]):
\[
[R(z)](n, k) = \frac{1}{W(z)} \begin{cases} 
\varphi_+(z, n) \varphi_-(z, k) & \text{for } n \geq k, \\
\varphi_+(z, k) \varphi_-(z, n) & \text{for } n \leq k.
\end{cases} \quad (3.2)
\]
Formulas (3.1) and (3.2) then lead to the following explicit representation of the kernel of the propagator \(e^{-itH} P_{ac}\):
\[
[e^{-itH} P_{ac}] (n, k) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-it \cos \theta} \varphi_+(e^{i\theta}, n) \varphi_-(e^{i\theta}, k) T(e^{i\theta}) d\theta. \quad (3.3)
\]
We also need a small variant of the van der Corput lemma, which can be found in [3 Lemma 5.1]:
Lemma 3.1. Consider the oscillatory integral \( I(t) = \int_\alpha^\beta e^{itv(\theta)} f(\theta) d\theta \) with \( [a, b] \subset \mathbb{R} \) some compact interval and \( v(\theta) \) real-valued. Let \( \min_{\theta \in [a, b]} |v^{(j)}(\theta)| = m_j > 0 \) for some \( j \geq 2 \) and let
\[
f(\theta) = \sum_{m \in \mathbb{Z}} \hat{f}(m)e^{im\theta} \quad \text{for} \quad \theta \in [a, b] \quad \text{with} \quad \|f\|_1 = \sum_{m \in \mathbb{Z}} |\hat{f}(m)| < \infty. \tag{3.4}\]
Then
\[
|I(t)| \leq C_j \|\hat{f}\|_1 \left( \frac{m_j t}{t^{1/j}} \right)^{1/2}, \quad \text{for} \quad t \geq 1, \tag{3.5}\]
where \( C_j \) is an universal constant.

The proofs of Theorem 1.1 and the non-resonant case of Theorem 1.2 can now be done in exactly the same way as in [3, Theorem 5.3, Theorem 6.1]. Thus it remains to consider the resonant case of our main Theorem 1.2. As a first step we have a closer look at our projection operators in the next lemma:

Lemma 3.2. The following expressions for the kernels of our Projectors \( P_\pm \) are valid:
\[
\frac{e^{-it}}{\sqrt{-2\pi it}} [P_1](n, k) = \varphi_+(1, n)\varphi_-(1, k)T(1) \left[ \frac{1}{2\pi} \int_{-\pi}^\pi e^{-it\cos\theta} d\theta - \frac{1}{it\pi} \right] + \mathcal{O}(t^{-1/2}), \tag{3.6}\]
\[
\frac{e^{it}}{\sqrt{2\pi i t}} [P_{-1}](n, k) = \varphi_+(-1, n)\varphi_-(-1, k)T(-1) \left[ \frac{1}{2\pi} \int_{-\pi}^{3\pi} e^{-it\cos\theta} d\theta + \frac{1}{it\pi} \right] + \mathcal{O}(t^{-1/2}).
\]

Proof. It is clear that \( \varphi_\pm(n) = c_\pm \varphi_\pm(\hat{z}, n) \) and by our normalization \( c_-^2 + c_+^2 = 2 \). Using \((2.10)\) we have \( c_- = \gamma c_+ \) and hence \( c_+^2 = \frac{1 + \gamma^2}{2} \).

Moreover, \((2.17)\) implies \( c_+ c_- T(\hat{z}) = 1 \) and hence \([P_1](n, k) = \varphi_+(\hat{z}, n)\varphi_-(\hat{z}, k)T(\hat{z}) \). Furthermore, by \([12, 10.9]\) and \([12, 11.5]\), we get
\[
\frac{1}{2} (J_0(t) - iH_0(t)) = \frac{1}{2\pi} \int_{-\pi}^\pi e^{-it\cos\theta} d\theta,
\]
where \( J_0(t) \) denotes the Bessel function, and \( H_0(t) \) the Struve function, both of order 0 (cf. \([12, 10.2]\) and \([12, 11.2]\)). Moreover, by \([12, 11.6]\) the following asymptotics hold
\[
H_0(t) - Y_0(t) = \frac{2}{\pi t} + \mathcal{O}(t^{-3}),
\]
where \( Y_0(t) \) denotes the Neumann function of order 0 (cf. \([12, 10.2]\)). Since by \([12, 10.4]\) \( H_0^{(1)}(t) = J_0(t) + iY_0(t) \) and \( H_0^{(2)}(t) = J_0(t) - iY_0(t) \), the claim follows using the asymptotics \([12, 10.17.5, 10.17.6]\). The argument for the second formula is analogous.

Since we have got everything we need, we can finish the proof of our main theorem now:

Proof of Theorem 1.2. Using \((3.3)\), we get
\[
[e^{-itH} P_{ac}](n, k) = \frac{1}{2\pi} \int_{-\pi}^\pi e^{-it\cos\theta} G(\theta, n, k) d\theta,
\]
where

$$G(\theta, n, k) = e^{i|n-k|\theta} \varphi_+ (e^{i\theta}, k) \bar{\varphi}_- (e^{i\theta}, n) T(e^{i\theta}). \quad (3.7)$$

Taking advantage of the fact that all functions here are $2\pi$-periodic, we can integrate along the interval $[-\frac{\pi}{2}, \frac{3\pi}{2}]$ instead. By Lemma 3.2,

$$\mathcal{P}(n, k, t) := [e^{-itH}P_{ac} - \frac{e^{-it}}{\sqrt{-2\pi it}}P_{1} - \frac{e^{it}}{\sqrt{2\pi it}}P_{-1}](n, k)$$

$$= \frac{1}{2\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} e^{-it\cos \theta}(G(\theta, n, k) - G(0, n, k)) d\theta + G(0, n, k) \frac{1}{it\pi}$$

$$+ \frac{1}{2\pi} \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} e^{-it\cos \theta}(G(\theta, n, k) - G(\pi, n, k)) d\theta - G(\pi, n, k) \frac{1}{it\pi} + O(t^{-\frac{3}{2}}). \quad (3.8)$$

If we integrate (3.8) by parts, we obtain

$$\frac{1}{2\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} e^{-it\cos \theta}(G(\theta, n, k) - G(0, n, k)) d\theta + G(0, n, k) \frac{1}{it\pi} = \frac{1}{2\pi it} G(\frac{\pi}{2}, n, k)$$

$$+ \frac{1}{2\pi it} G(-\frac{\pi}{2}, n, k) - \frac{1}{2\pi it} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} e^{-it\cos \theta} \frac{d}{d\theta} \left( \frac{G(\theta, n, k) - G(0, n, k)}{\sin \theta} \right) d\theta. \quad (3.9)$$

If we do the same in (3.9) and use $G(\frac{3\pi}{2}, n, k) = G(-\frac{\pi}{2}, n, k)$ we see that all the terms of order $\frac{1}{t}$ vanish and hence

$$\mathcal{P}(n, k, t) = \frac{i}{2\pi t} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} e^{-it\cos \theta} \frac{d}{d\theta} \left( \frac{G(\theta, n, k) - G(0, n, k)}{\sin \theta} \right) d\theta$$

$$+ \frac{i}{2\pi t} \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} e^{-it\cos \theta} \frac{d}{d\theta} \left( \frac{G(\theta, n, k) - G(\pi, n, k)}{\sin \theta} \right) d\theta + O(t^{-\frac{3}{2}}), \quad (3.10)$$

where we neglect the summand of order $t^{-\frac{3}{2}}$ from now on. The other two summands are treated separately and we show the desired $t^{-\frac{3}{2}}$ time decay for each expression. Since the calculations are similar, we only focus on (3.10). Next, to apply Lemma 3.1 we split the domain of integration into parts where either the second or third derivative of the phase $-it\cos \theta$ is nonzero. This gives us the time decay. It remains to show that the derivatives with respect to $\theta$ are elements of $\mathcal{A}$ with $\mathcal{A}$-norms at most proportional to $|\langle n \rangle + |k\rangle|^2$. Of course this will in general not be true because of the possible singularity at the other end of the continuous spectrum. However, since this possible singularity is outside the domain of integration we can redefine our functions there.

We distinguish the cases (i) $n \leq 0 \leq k$, (ii) $0 \leq n \leq k$, and (iii) $n \leq k \leq 0$. Introduce the functions

$$f(\theta) = \frac{e^{i\theta} - 1}{\sin \theta}, \quad g(\theta, n, k) = G(\theta, n, k)e^{-i|n-k|\theta}, \quad h(\theta, n, k) = \frac{g(\theta, n, k) - g(0, n, k)}{e^{i\theta} - 1}.$$ 

Then

$$\frac{d}{d\theta} \frac{G(\theta, n, k) - G(0, n, k)}{\sin \theta} = \frac{d}{d\theta} \left( f(\theta) \frac{e^{i(k-n)\theta} - 1}{e^{i\theta} - 1} g(\theta, n, k) + f(\theta) h(\theta, n, k) \right)$$
Since only the values of \( f \) for \( \theta \in [-\frac{\pi}{2}, \frac{\pi}{2}] \) are relevant, we redefine it on \([\frac{\pi}{2}, \frac{3\pi}{2}]\) such that \( f, f' \in \mathcal{A} \) (e.g. by multiplying with a smooth periodic function which is 1 on \([-\frac{\pi}{2}, \frac{\pi}{2}]\) and vanishes near \( \pi \)).

We observe that
\[
e^{i(k-n)\theta} - 1 = \frac{z^{k-n} - 1}{z - 1} = \sum_{\ell=0}^{k-n-1} z^\ell \in \mathcal{A}
\]
with its \( \mathcal{A} \)-norm bounded by \( k - n \), and that of its derivative by \( (k-n)^2 \). Now it remains to consider the \( \mathcal{A} \)-norms of \( g(\theta, n, k), \frac{d}{d\theta} g(\theta, n, k), h(\theta, n, k), \) and \( \frac{d}{d\theta} h(\theta, n, k) \).

We start the with case (i). Then \( g(\theta, n, k) \in \mathcal{A} \) with \( \mathcal{A} \)-norm independent of \( n \) and \( k \). After applying the product rule, Lemma 3.1 and Theorem 3.3 imply \( \| \frac{d}{d\theta} g(\theta, n, k) \|_\mathcal{A} \leq C \). Moreover, by (3.7)
\[
h(\theta, n, k) = \frac{T(z) - T(1)}{z - 1} \tilde{\varphi}_+(z, k) \tilde{\varphi}_-(z, n) + \frac{\tilde{\varphi}_+(z, k) - \tilde{\varphi}_+(1, k)}{z - 1} \tilde{\varphi}_-(z, n) T(1)
\]
\[
+ \frac{\tilde{\varphi}_-(z, n) - \tilde{\varphi}_-(1, n)}{z - 1} \tilde{\varphi}_+(z, k) T(1), \quad z = e^{i\theta}.
\]

Invoking Lemma 2.4, Lemma 2.5 and Theorem 2.6 proves that \( h \) and its derivative are again contained in \( \mathcal{A} \), with \( \mathcal{A} \)-norms independent of \( n \) and \( k \), as we are done in case (i). In the cases (ii) and (iii) we use the scattering relations (2.5) to get the following representations:
\[
g(\theta, n, k) = \begin{cases} \frac{\tilde{\varphi}_+(z, k)}{z - 1} (R_+(z) \tilde{\varphi}_+(z, n) z^{2n} + \tilde{\varphi}_+(z^{-1}, n)), & 0 \leq n \leq k, \\
\frac{\tilde{\varphi}_-(z, n)}{z - 1} (R_-(z) \tilde{\varphi}_-(z, k) z^{2k} + \tilde{\varphi}_+(z^{-1}, k)), & n \leq k \leq 0,
\end{cases}
\]
where \( z = e^{i\theta} \). Thus \( g(\theta, n, k) \) has an \( \mathcal{A} \)-norm independent of \( n \) and \( k \), since for any \( f \in \mathcal{A} \) and \( m \in \mathbb{Z} \), we have that \( f(z) z^m \in \mathcal{A} \), with \( \mathcal{A} \)-norm independent of \( m \). Taking derivatives with respect to \( \theta \) we get additional terms from the derivatives of \( z^{2n} \) and \( z^{2k} \), so by Lemma 2.1 and Theorem 2.2 it follows that \( \| \frac{d}{d\theta} g(\theta, n, k) \|_\mathcal{A} \) is at most proportional to \( |n| \) and \( |k| \) respectively. Finally it remains to consider \( h(\theta, n, k) \). In case (ii) \( h(\theta, n, k) \) can be represented as follows:
\[
h(\theta, n, k) = \frac{\tilde{\varphi}_+(z, k) - \tilde{\varphi}_+(1, k)}{z - 1} \tilde{\varphi}_+(z^{-1}, n) + \frac{\tilde{\varphi}_+(z^{-1}, n) - \tilde{\varphi}_+(1, n)}{z - 1} \tilde{\varphi}_+(1, k)
\]
\[
+ \frac{R_+(z) - R_+(1)}{z - 1} \tilde{\varphi}_+(z, n) \tilde{\varphi}_+(z, k) z^{2k} + \frac{z^{2k} - 1}{z - 1} R_+(1) \tilde{\varphi}_+(z, n) \tilde{\varphi}_+(z, k)
\]
\[
+ \frac{\tilde{\varphi}_+(z, n) - \tilde{\varphi}_+(1, n)}{z - 1} \tilde{\varphi}_+(z, k) R_+(1) + \frac{\tilde{\varphi}_+(z, n) - \tilde{\varphi}_+(1, n)}{z - 1} \tilde{\varphi}_+(1, n) R_+(1),
\]
for \( z = e^{i\theta} \). Here again every summand is an element of \( \mathcal{A} \) by Lemma 2.4, Lemma 2.5 and Lemma 2.6. Since the derivative of \( \frac{z^{2k}}{z - 1} \) also occurs here, we conclude that the \( \mathcal{A} \)-norm of \( \frac{\partial}{\partial \theta} h(\theta, n, k) \) is at most proportional to \( |k|^2 \). In the case (iii) this derivative will be proportional to \( |n|^2 \). This indeed proves the claim about \( \frac{G(\theta, n, k) - G(\theta, n, k)}{\sin \theta} \) for \( \theta \in [-\frac{\pi}{2}, \frac{\pi}{2}] \). Since the same procedure works for \( \frac{G(\theta, n, k) - G(\pi, n, k)}{\sin \theta} \), with \( \theta \in [\frac{\pi}{2}, \frac{3\pi}{2}] \) this finishes the proof.
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