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Privacy of Incidental People in Images

- Only 3 out of 1000 labels are people-centric: scuba diver, bridegroom, baseball player
- But many incidental people co-occur with other objects
- People’s privacy is at risk since these datasets are freely available and widely used
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Contributions
• Annotate faces in ILSVRC, facilitating subsequent research on privacy protection
• Demonstrate that face obfuscation does not hurt large-scale visual recognition

[Prabhu and Birhane, WACV 2021]
Faces in the ImageNet Challenge Data

- Annotated face bounding boxes on **1,431,093** images
- **243,198** images have at least one face (17%)
- **562,626** faces in total
Face Obfuscation by Blurring and Overlaying

- Simple, widely used in practice
- Without any formal guarantee of privacy
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Does face obfuscation hurt ImageNet’s utility?
Face Obfuscation Does Not Hurt Image Classification

• 15 convolutional model architectures: AlexNet, VGG, ResNet, etc.
• 3 settings: train and evaluate on original/blurred/overlaid images
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- AlexNet: 78.8, 78.6, 78.2 (%)
- MobileNet: 86.7, 86, 85.7 (%)
- VGG19: 90.9, 90.3, 90.1 (%)
- DenseNet201: 93.5, 93.2, 92.9 (%)
- ResNet152: 93.9, 93.7, 93.3 (%)

Reference:
- Krizhevsky et al. NeurIPS 2012
- Simonyan and Zisserman, ICLR 2015
- Huang et al. CVPR 2017
- He et al. CVPR 2016
- Howard et al. arXiv 2017
Face Obfuscation Does Not Hurt Image Classification

- 15 convolutional model architectures: AlexNet, VGG, ResNet, etc.
- 3 settings: train and evaluate on original/blurred/overlaid images
- Marginal (< 1.0%) drop in top-5 accuracy

Top-5 Accuracy (%)

|        | Original | Blurred | Overlaid |
|--------|----------|---------|----------|
| AlexNet| 78.8     | 78.6    | 78.2     |
| MobileNet | 86.7  | 86.0    | 85.7     |
| VGG19  | 90.9     | 90.3    | 90.1     |
| DenseNet201 | 93.5  | 93.2    | 92.9     |
| ResNet152| 93.9    | 93.7    | 93.3     |

[1] Krizhevsky et al. NeurIPS 2012
[2] Simonyan and Zisserman, ICLR 2015
[3] Howard et al. arXiv 2017
[4] He et al. CVPR 2016
[5] Huang et al. CVPR 2017
Evaluating Face Obfuscation on Transfer Learning

• 3 settings: Pretraining on original/blurred/overlaid ImageNet
• Finetune on 4 downstream tasks
  • Object recognition on CIFAR-10 [Krizhevsky and Hinton, 2009]
  • Scene recognition on SUN [Xiao et al. CVPR 2010]
  • Object detection on PASCAL VOC [Everingham et al. IJCV 2010]
  • Face attribute classification on CelebA [Liu et al. ICCV 2015]
Face Obfuscation Does Not Hurt Transfer Learning

Object Recognition on CIFAR-10

- Original
- Blurred
- Overlaid

| Model       | Original | Blurred | Overlaid |
|-------------|----------|---------|----------|
| AlexNet     |          |         |          |
| ShuffleNet  |          |         |          |
| ResNet18    |          |         |          |
| ResNet34    |          |         |          |
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Object Recognition on CIFAR-10
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Scene Recognition on SUN
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Object Detection on PASCAL VOC
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Face Attribute Classification on CelebA

- Original
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No accuracy drop on transferring to downstream tasks
Key Takeaways

• Face Obfuscation in ImageNet
  • improves privacy
  • does NOT hurt image classification
  • does NOT hurt transfer learning
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https://github.com/princetonvisualai/imagenet-face-obfuscation