Basic concepts for sample size calculation: Critical step for any clinical trials!

ABSTRACT
Quality of clinical trials has improved steadily over last two decades, but certain areas in trial methodology still require special attention like in sample size calculation. The sample size is one of the basic steps in planning any clinical trial and any negligence in its calculation may lead to rejection of true findings and false results may get approval. Although statisticians play a major role in sample size estimation basic knowledge regarding sample size calculation is very sparse among most of the anesthesiologists related to research including under trainee doctors. In this review, we will discuss how important sample size calculation is for research studies and the effects of underestimation or overestimation of sample size on project’s results. We have highlighted the basic concepts regarding various parameters needed to calculate the sample size along with examples.
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Introduction
Proper study design that is an integral component of any randomized clinical trial (i.e., the highest level of evidence available for evaluating new therapies), appears infrequently in the anesthesia literature.[1-3] Lack of sample size calculations in prospective studies and power analysis in studies with negative results have sufficiently supported this finding.[4,5] Two possible reasons for its absence in anesthesia research are followings:
1. Rare training on subjects like sample size calculation and power analysis among resident doctors.
2. Complex appearance of mathematical expression which are used for this.

To plan a research project and to understand the contents of a research paper, we need to be familiar with the fundamental concepts of medical statistics. While designing a study, we need to interact with a statistician. Understanding the basic concepts will help the anesthesiologist to interact with him in a more meaningful way. One of the pivotal aspects of planning a clinical study is the calculation of the sample size. Hence in this article, we will discuss the importance of sample size estimation for a clinical trial and different parameters that impact sample size along with basic rules for these parameters.

As we know, it is naturally neither practical nor feasible to study the whole population in any study. Hence, the sample is a set of participants (lesser in number) which adequately represents the population from which it is drawn so that true inferences about the population can be made from the results obtained. The sample size is, simply put, the number
of patients or experimental units in a sample. Every individual in the chosen population should have an equal chance to be included in the sample.

Why Sample Size Calculations?

The sample size is one of the first practical steps and statistical principal in designing a clinical trial to answer the research question.[6] With smaller sample size in a study, it may not be able to detect the precise difference between study groups, making the study unethical. Moreover, the results of the study cannot be generalized to the population, as this sample will be inadequate to represent the target population. On the other hand, by taking larger sample size in the study, we put more population to the risk of the intervention and also making the study unethical. It also results in wastage of precious resources and the researchers’ time.

Hence, sample size is an important factor in approval/rejection of clinical trial results irrespective of how clinically effective/ineffective, the intervention may be.

Components of sample size calculation

One of the most common questions any statistician gets asked is “How large a sample size do I need?” Researchers are often surprised to find out that the answer depends on a number of factors, and they have to give the statistician some information before they can get an answer! Thus calculating the sample size for a trial requires four basic components that are following.[7,8]

\( P \) value (or alpha)

Everybody is familiar with the term of \( P \) value. This is also known as level of significance and in every clinical trial we set an acceptable limit for \( P \) value. For example, we assume \( P < 0.05 \) is significant, it means that we are accepting that probability of difference in studying target due to chance is 5% or there are 5% chances of detection in difference when actually there was no difference exist (false positive results). This type of error in clinical research is also known as Type I error or alpha. Type I error is inversely proportional to sample size.

Power

Sometimes we may commit another type of error where we may fail to detect the difference when actually there is the difference. This is known as Type II error that detects false negative results, exactly opposite to mentioned above where we find false positive results when actually there was no difference. To accept or reject null hypothesis by adequate power, acceptable limit for the false negative rate must be decided before conducting the study.

In another term, Type II error is the probability of failing to find the difference between two study groups when actually a difference exist and it is termed as beta (\( \beta \)). By convention, maximum acceptable value for \( \beta \) in bio-statistical literature is 0.20 or a 20% chance that null hypothesis is falsely accepted. The “power” of the study then is equal to (1-\( \beta \)) and for a \( \beta \) of 0.2, the power is 0.8, which is the minimum power required to accept the null hypothesis. Usually, most of clinical trial uses the power of 80% which means that we are accepting that one in five times (i.e., 20%) we will miss a real difference. The power of a study increases as the chances of committing a Type II error decrease.

The effect size

Effect size (ES) is the minimal difference that investigator wants to detect between study groups and is also termed as the minimal clinical relevant difference. We can estimate the ES by three techniques that is, pilot studies, previously reported data or educated guess based on clinical experiences.

To understand the concept of ES, here we take one example. Suppose that treatment with Drug A results in a reduction of mean blood pressure (MBP) by 10 mm of Hg and with Drug B results in a reduction of MBP by 20 mm of Hg. Then, absolute ES will be 10 mm of Hg in this case. ES can be expressed as the absolute or relative difference. As in above example, relative difference/reduction with drug intervention is 10/20 or 50%. In other word, for continuous outcome variables the ES will be numerical difference and for binary outcome e.g., effect of drug on development of stress response (yes/no), researcher should estimate a relevant difference between the event rates in both treatment groups and could choose, for instance, a difference of 10% between both the groups as ES. In statistics, the difference between the value of the variable in the control group and that in the test drug group is known as ES. Even a small change in the expected difference with treatment has a major effect on the estimated sample size, as the sample size is inversely proportional to the square of the difference. For larger ES, smaller sample size would be needed to prove the effect but for smaller ES, sample size should be large.

The variability

Finally for the sample size calculation, researcher needs to anticipate the population variance of a given outcome variable which is estimated by means of the standard deviation (SD). Investigators often use an estimate obtained from information in previous studies because the variance is usually an unknown quantity. For a homogenous population, we need smaller sample size as variance or SD will be less in this population. Suppose for studying
the effect of diet program A on the weight, we include a population with weights ranging from 40 to 105 kg. Now, it is easy to understand that the SD in this group will be more and we would need a larger sample size to detect a difference between interventions, else the difference between the study groups would be concealed by the inherent difference between them because of the SD. If, on the other hand, we take a sample from a population with weights between 60 and 80 kg we would naturally get a more homogenous group, thus reducing the SD and, therefore, the sample size.

Other factors affecting the sample size calculation are dropout rate and underlying event rate in the population.

**Dropout rate**
Dropout rate means that estimate of a number of subjects those can leave out the study/clinical trial due to some reason. Normally the sample size calculation will give a number of study subjects required for achieving target statistical significance for a given hypothesis. However in clinical practice, we may need to enroll more subjects to compensate for these potential dropouts.¹⁰

If \( n \) is the sample size required as per formula and if \( d \) is the dropout rate then adjusted sample size \( N_1 \) is obtained as \( N_1 = n/(1-d) \).

**Event rate in population**
Prevalence rate or underlying event rate of the condition under study in population is very important while calculating sample size. It is usually estimated from previous literature. For example studying the association of smoking and brain tumor, the prevalence rate for a brain tumor in studying population should be known prior to the study. Sometimes, we have to readjust the sample size after starting the trial because of unexpectedly low event rate in the population.

**Examples of sample size calculations**

**Example 1: Comparing two means**
A placebo-controlled randomized trial proposes to assess the effectiveness of Drug A in preventing the stress response to laryngoscopy. A previous study showed that there is the average rise of 20 mm of Hg in systolic blood pressure during laryngoscopy (with SD of 15 mm of Hg). What should be the sample size to study the difference in mean systolic blood pressure between two groups with a significant \( P < 0.05 \) and power of study of 90%.

Level of significance = 5%, Power = 80%, \( Z_\alpha = Z \) is constant set by convention according to accepted \( \alpha \) error and \( Z(1-\beta) = Z \) is constant set by convention according to power of study which is calculated from Table 1.

Formula of calculating sample size is:

\[
n = 2 \left( Z_\alpha + Z (1-\beta) \right)^2 \times \text{SD}^2/d^2
\]

\[
Z_\alpha = 1.96, \ Z (1-\beta) = 1.28, \ \text{SD} = 15, \ d \ (\text{effect size}) = 20
\]

So \( n = 2 \left( 1.96 + 1.28 \right)^2 \times 15^2/20^2 = 11.82 \)

Twelve individuals in each group should be recruited in the study.

**Example 2: Comparing two proportions**
A study is planned to check the effectiveness of dexmedtomidine in preventing postoperative shivering. From previous studies, it was found that incidence of postoperative shivering is 60%. Reduction in the incidence of shivering up to 20% will be considered significant for the effectiveness of the drug. What should be the sample size for the study with alpha value, that is, Type I error of 5% (0.05) and power of 95%.

The parameters for sample size calculation are:

\[
P_1 = 60\%, \ P_2 = 20\%, \ \text{Effect size} \ (d) = 40\%, \ Z_\alpha = 1.96, \ Z (1-\beta) = 1.64
\]

Average of \( P_1 \) and \( P_2 \) will be \( p = P_1 + P_2/2 = 60 + 20/2 = 40 \%

\( q = 1-p = 1-40 = 60\% \)

Formula will be:

\[
n = 2 \left( Z_\alpha + Z (1-\beta) \right)^2 \times p \times q/d^2
\]

\[
n = 2 \left( 1.96 + 1.64 \right)^2 \times 40 \times 60/(40)^2 = 38.88
\]

In this example, we need 40 persons to be included in each group for the study.

Some basic rules for on sample size estimations are

1. Power — It should be ≥80%. Sample size increases as power increases. Higher the power, lower the chance of missing a real effect.¹⁰

2. Level of significance — It is typically taken as 5%. The sample size increases as level of significance decreases.¹⁰

**Table 1: Showing constant values for convention values of \( \alpha \) and \( \beta \) values**

| \( Z \) values for conventional values of alpha (\( \alpha \)) | \( Z_\alpha \) |
|---|---|
| 0.05 | 1.96 |
| 0.01 | 2.58 |

| \( Z \) values for conventional values of beta (\( \beta \)) | \( Z (1-\beta) \) |
|---|---|
| 0.20 | 0.842 |
| 0.10 | 1.28 |
| 0.05 | 1.64 |
| 0.01 | 2.33 |
3. Clinically meaningful difference — To detect a smaller difference, one needs a sample of large sample size and vice versa.[10]
4. Post-hoc power calculations — After the study is conducted, one should not perform any “post-hoc” power calculations. The power should always be calculated prior to a study to determine the required sample size, since it is the pre-study probability that the study will detect a minimum effect regarded as clinically significant. Once the effect of the study is known, investigators should use the 95% confidence interval (CI) to express the amount of uncertainty around the effect estimate instead of power.[11,12]

Reporting of sample size

According to the CONSORT statement, sample size calculations should be reported and justified in all published RCTs. Many studies only include statements like “we calculated that the sample size in each treatment group should be 150 at an alpha of 0.05 and a power of 0.80.” However, such a statement is almost meaningless because it neglects the estimates for the effect of interest and the variability. The best way to express sample size from IDEAL clinical trial should be “A clinically significant effect of 10% or more over the 3 years would be of interest. Assuming 3-year survival rates in the control group and the intervention group of 64% and 74% respectively, with a two-sided significance of 0.05 and a power of 0.8, a total of 800-1000 patients will be required.”[13]

Conclusion

The sample size is first and important step in planning a clinical trial and any negligence in its estimation may lead to rejection of an efficacious drug and an ineffective drug may get approval. Although techniques for sample size calculation are described in various statistical books, performing these calculations can be complicated and it is desirable to consult an experienced statistician in estimation of this vital study parameter. To have meaningful dialogue with the statistician every research worker should be familiar with the basic concepts of sample size calculations.
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