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Abstract

Several studies have investigated the scaling behavior in naturally occurring biological and physical processes using techniques such as Detrended Fluctuation Analysis (DFA) [1]. Data acquisition is an inherent part of these studies and maps the continuous natural process into a digital data. The resulting digital data is discretized in amplitude and time, and shall be referred to as coarse-grained realization in the present study. Since coarse-graining precedes scaling exponent analysis, it is important to understand its effects on scaling exponent estimators such as DFA. In this brief communication, k-means clustering is used to generate coarse-grained realizations of data sets with different correlation properties, namely: anti-correlated noise, long-range correlated noise and uncorrelated noise. It is shown that the coarse-graining can significantly affect the scaling exponent estimates. It is also shown that scaling exponent can be reliably estimated even at low levels of coarse-graining and the number the clusters required varies across the data sets with different correlation properties.
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1. Introduction

Detrended fluctuation analysis (DFA) has been used to understand the nature of correlations in data recorded from a wide range of biological and physical systems. Acquiring data from natural processes involves several intermediate steps. A schematic diagram of the data acquisition procedure is shown in Figure 1 [2]. The transducer or the measurement device converts the natural process into a continuous-time data \( x(t), t \in R, x_i \in R \). The amplitude of the continuous-time data is proportional to the magnitude of the process, hence representative of the underlying dynamics. The continuous-time data \( x_i \) in turn is converted into a discrete-time data \( x_n \), \( t = nT = n/F_s \) by sampling at a specified sampling frequency \( F_s \), represented by the second block in Figure 1. For narrow-band signals it is important to choose the sampling frequency so as to satisfy the Nyquist criterion [2]. However, such a constraint may not be necessary for power-law processes, as they are broadband in nature. The discrete time data in turn is converted into a discrete-valued data \( x_n^q \) by a quantizer, represented by the third block in Figure 1. In the following sections, we shall refer to this discretized data \( x_n^q \) as coarse-grained realization of the actual process. Coarse-graining can be regarded as sampling of the probability density function \( f(x) \) of \( x(t), t \in R \). In the present study, k-means clustering algorithm [3, 4], is used to map the amplitude of the continuous probability density function \( f(x) \) as a sum of dirac delta distributions \( \sum_{i=1}^{n_c} \delta(x - q_i) \), where \( q_i \) represent the center of mass (centroids) of the elements in the \( i^{th} \) cluster, \( i = 1..n_c \) (Section 2). In essence, the given data is mapped into a sequence with alphabet set of size \( n_c \). From the above expression it is clear that increasing the number of levels \( n_c \) yields better representation of the distribution, hence finer resolution of the given data. However, the focus of the present study is to investigate the effect of the number of levels \( n_c \) on retaining the dynamical characteristics as opposed to the signal strength given by the signal to
noise ratio (Section 2). This is attributed to the fact that a finer resolution may not necessarily be required to capture the dynamical characteristics of the given data [5]. Coarse-grained realizations or symbolic reconstructions of deterministic nonlinear dynamical systems have been found to mirror the transformation between adjacent states in the real space by shift operators in the symbol space [5]. However, such rigorous mathematical formulations cannot be readily extended to stochastic processes.

In the present study, we investigate the effect of coarse-graining on the dynamical characteristics, hence the scaling behavior of the given data. We show that reliable estimate of the scaling exponents can be obtained even at lower resolutions as reflected by \( n_c \), and the required resolution varies across anti-correlated, uncorrelated and long-range correlated data. This report is organized as follows: in Section 2, k-means clustering is used to generate coarse-grained realization of the given data. In Section 3, the effect of coarse-graining on scaling exponent estimates of anti-correlated noise, uncorrelated noise and long-range correlated noise is discussed. Section 3 is followed by a discussion, Section 4. The data sets considered in this study are publicly available [6].

2. Coarse-graining using k-means clustering technique

In the present study, we use the k-means clustering technique [3, 4] to generate coarse-grained realizations of the given data. Each sample in the given data must belong to a cluster and belongs to only one cluster, hence k-means partitions the given data into a specified number of clusters, \( n_c \). The k-means algorithm does not assume any specific distribution of the given data and hence highly suitable for generating coarse-grained realizations of experimental data sets. The algorithm is iterative and groups the given data into a specified number of \( n_c \) clusters using a suitable metric. In the present study we use the \( l_2 \)-norm or Euclidean metric. It is well known that the k-
means technique is sensitive to the initial choice of centroids. There have been several articles on the initial choice of the centroids [9]. The ad-hoc approach is to repeat the clustering procedure with several different initializations. To alleviate these issues, preliminary clustering was performed using 10% of the samples with random initialization. The resulting centroids in turn were used as initial guess for clustering the entire data. The algorithm converges when there is no appreciable movement of the centroids [4]. The coarse-grained data is given by \( x_i^g = \mu(c_k) \) if \( x_i \in c_k, k = 1..n_c, i = 1..n \), where \( \mu(c_k) \) represents the centroid of cluster \( c_k \). The error as a result of coarse-graining is given by \( x_i^e = x_i - x_i^g, i = 1..n \). The **signal to noise ratio** is given by the expression \( \text{SNR (dB)} = 20 \log_{10} \left( \frac{\sigma_x}{\sigma_e} \right) \) where \( \sigma_x \) and \( \sigma_e \) represent the standard deviation of the given data \( x \) and the noise \( x^e \) respectively. From the above expression, it is evident that smaller variance of the noise results in larger SNR, hence better representations of the given data. The SNRs of the anti-correlated (\( \alpha = 0.2 \)), uncorrelated (\( \alpha = 0.5 \)) and long-range correlated noise (\( \alpha = 0.8 \)) with \( n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18 \) and 20 clusters are shown in Figure 2. The plot of SNR versus \( \log_2(n_c) \) exhibited a linear trend \( (y = mx + c) \) whose parameters \( (m, c) \) were similar across three data sets, Figure 2. Thus the SNR is immune to the nature of correlation in the given data and is directly proportional to \( \log_2(n_c) \).

This is also evident from the expression for SNR which is governed solely by the probability distribution (variance) of the given data. Symbolic reconstruction \( x' \) of the given data can be achieved by assigning a symbol \( s_i, i = 1..n_c \) to each of the cluster centroids \( c_i, i = 1..n_c \) where the clusters represent the alphabet set of the resulting sequence. For linear processes, the spectral power, hence the correlation properties of \( x' \) is determined from the corresponding **indicator sequences** [10]. The indicator sequence \( I_{s_i} \) corresponding to symbol \( s_i \) is generated as
$$I_{s_i}(k) = 1, \ if \ I_{s_i}(k) = s_i, k = 1..n, i = 1..n_c$$

$$= 0, \ otherwise$$

Each of the indicator sequence is orthogonal to the other and the spectral power of the sequence \(x'\) is obtained by superposition of the spectral power across the \(n_c\) indicator sequences. Such an approach has been useful in identifying tandem repeats and scaling behavior (\(\beta = 2\alpha - 1\)) in DNA fragments [11]. In a related note, DNA sequences can be thought of as coarse-grained versions of real data mapped into a symbolic sequence with alphabet size four represented by the nucleotides (A, G, C and T).

3. Results

In the present study, detrended fluctuation analysis with first order polynomial detrending (DFA-1) [1] is used to estimate the scaling exponent of the original and coarse-grained versions of anti-correlated noise (\(\alpha = 0.2\)), long-range correlated noise (\(\alpha = 0.8\)) and uncorrelated noise (\(\alpha = 0.5\)). The length was fixed at \((N = 2^{17})\) for all the data sets [6].

(A) Anti-correlated noise (\(\alpha = 0.2\)): For the anti-correlated noise (\(\alpha = 0.2\)), the coarse-grained data \(x^q\) were generated with \((n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18 \ and \ 20)\) clusters. The log-log plot (log10) of the fluctuation functions versus time scale of \(x^q\) is shown in Figure 3. The slope of the log-log plot exhibited a decreasing trend towards that of the original data with increasing number of clusters. The maximum slope estimated by linear regression was observed for \((n_c = 2, \alpha \sim 0.47)\) resembling that of uncorrelated noise. For cluster size \((n_c = 20)\) the slope of \(x^q\) resembles that of the original data (\(\alpha \sim 0.2\)) with maximum discrepancy for \((n_c = 2)\), Figure 4a. The overlap in the fluctuation function versus time scale for \((n_c = 20)\) is mirrored by the overlap in the power-spectrum for \((n_c = 20)\), Figure 4b. Therefore, for anti-correlated noise at
least \((n_c = 20)\) clusters \(\lceil \log_2(20) \rceil + 1 \sim 5\) bits per sample) which corresponds to \(\text{SNR} \sim 22\) dB, Figure 2, is required for reliable estimation of the scaling exponent. The power spectrum of the noise exhibits a characteristic trend similar to that of the anti-correlated noise \(\left(\alpha = 0.2\right)\) for \((n_c = 2)\), Figure 5a. However, it becomes relatively uniform for \((n_c = 20)\), Figure 5a, indicating that the noise is uncorrelated with the coarse-grained data at this resolution \((n_c = 20)\). There is also a considerable reduction in the magnitude of the power for the noise from \((n_c = 2)\) to \((n_c = 20)\) indicating that its contribution to the scaling exponent is negligible at this resolution.

\(B)\) Long-range correlated noise \(\left(\alpha = 0.8\right)\): A similar analysis was carried out for long-range correlated noise \(\left(\alpha = 0.8\right)\). The log-log plot \(\left(\log_{10}\right)\) of the fluctuation functions versus time scale for the coarse-grained data sets \(x^q\) obtained using \((n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18\) and 20\) clusters is shown in Figure 6. As with the case of anti-correlated noise, the discrepancy in the scaling exponent estimate decreased with increasing resolution \((n_c)\). However, the slope of the log-log plot exhibited an increasing trend towards the original data \(\left(\alpha = 0.8\right)\) with increasing number of clusters, Figure 6 with minimum slope for \((n_c = 2)\). This behavior is in contrast to that of anti-correlated noise, Figure 3, whose slope was maximum at \((n_c = 2)\) and exhibited a decreasing trend towards the true slope with increasing resolution \((n_c)\). The log-log plot of the fluctuation function versus time scale obtained for \(x^q\) with \((n_c = 2\) and \(n_c = 8)\) is shown in Figure 7a. A significant overlap in the log-log plot was observed between the original and the coarse-grained data for \((n_c = 8)\), also reflected in the corresponding power spectrum for \((n_c = 8)\), Figure 7b. Therefore, for long-range correlated noise at least \((n_c = 8)\) clusters \((\log_2(8) = 3\) bits per sample) which corresponds to \(\text{SQNR} \sim 14\) dB, Figure 2, is required for
reliable estimation of the scaling exponent. The power spectrum of the noise exhibited a characteristic trend similar to that of ($\alpha = 0.8$) for ($n_c = 2$), Figure 5b. However, it becomes relatively uniform for ($n_c = 8$), Figure 5b, indicating that the noise is uncorrelated with the coarse-grained realization at this resolution. There is also a considerable reduction in the magnitude of the power for the noise from ($n_c = 2$) to ($n_c = 8$) indicating that its contribution to the scaling exponent is negligible at this resolution.

(C) Uncorrelated noise ($\alpha = 0.5$): A similar analysis on uncorrelated noise was carried out. The log-log plot ($\log_{10}$) of the fluctuation functions versus time scale for $x^q$ obtained using ($n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18$ and $20$) clusters is shown in Figure 8. A considerable overlap in the slopes was between the coarse-grained realization $x^q$ and the original data for ($n_c = 4, 6, 8, 10, 12, 14, 16, 18$ and $20$). The slope corresponding to ($n_c = 2$) was similar to that of the original data but was shifted by an offset. Therefore, for uncorrelated noise at least ($n_c = 2$) clusters ($\log_2(2) = 1$ bit per sample) which corresponds to SQNR ~ 4 dB, Figure 2, is required for reliable estimation of the scaling exponent.

Recent reports have emphasized the importance of understanding sign and magnitude correlations in the given data [12-14]. It is important to note that the sign and magnitude series are essentially nonlinear transforms of the given data hence can significantly alter its correlation properties. The sign series basically maps increments of the given data into a sequence with two symbols similar to a binary partition ($n_c = 2$) discussed earlier. However, unlike the clustering technique, which partitions the probability distribution of the given data, the sign series is a slope detector and represents the envelope of the given data.
(D) Qualitative assessment of Sign and Magnitude Correlations with coarse-graining

The sign series \([12, 13]\) \(y_{si}, i = 1...n - 1\) of the given data \(x_{i}, i = 1...n\) is given by

\[
y_{si} = 1, \text{if } x_{i+1} > x_{i}
\]
\[
y_{si} = -1, \text{otherwise}
\]

The corresponding magnitude series or volatility \([12, 13]\) \(v_{si}, i = 1...n - 1\) is given by

\[
y_{si} = x_{i+1} - x_{i}, \text{if } x_{i+1} > x_{i}
\]
\[
y_{si} = x_{i} - x_{i+1}, \text{otherwise}
\]

For the anti-correlated noise \((\alpha = 0.2)\), scaling of the sign series resembles that of the coarse-grained counterpart \((n_{c} = 2)\), Figure 9a with a scaling exponent \((\alpha \sim 0.5)\) in the asymptotic regime (time scale \(10^{1.5}\) to \(10^{3}\)), distinct from the true scaling exponent \((\alpha = 0.2)\). Scaling of the magnitude series, Figure 9b, obtained with \((n_{c} = 2, 4, 6, 8, 10, 12, 14, 16, 18 \text{ and } 20)\) exhibited \((\alpha \sim 0.5)\) characteristic of monofractal data \([12-14]\) even for low number of clusters \((n_{c} = 2)\). Thus, scaling behavior of the magnitude series, Figure 9b, unlike the original data, Figure 3, is robust to coarse-graining. Similar analysis of the long-range correlated noise \((\alpha \sim 0.8)\) revealed distinct scaling behavior for the sign series \((\alpha \sim 0.5)\) and the coarse-grained counterpart \((n_{c} = 2, \alpha \sim 0.8)\), Figure 10a. This has to be contrasted with that of the anti-correlated data where the sign series and the coarse-grained counterpart \((n_{c} = 2)\) revealed similar scaling behavior in the asymptotic regime. The magnitude series of the coarse-grained realizations, Figure 10b, revealed exponent close to \((\alpha \sim 0.5)\) characteristic of monofractal data \([12-14]\).

4. Discussion

DFA and its extensions have been used to determine the nature of correlations in data sets obtained from a wide variety of nature processes. Data acquisition is an important step prior to scaling exponent estimation. Such data sets represent the quantized or coarse-grained versions of

\[\]
the actual process. In the present study we discussed the impact of coarse-graining on the
correlation properties of the given data. Coarse-graining was implemented with k-means
clustering where the number of clusters determines the resolution. The effect of coarse-graining
was investigated on data sets with different correlation properties, namely: anti-correlated noise,
long-range correlated noise and uncorrelated noise. While the signal to noise ratio for these data
sets were similar with increasing number of clusters their dynamical characteristics were quite
different. Scaling exponent estimation of uncorrelated noise ($\alpha = 0.5, N = 2^{17}$) was immune to
coarse-graining and a binary partition ($n_c = 2, 1 \text{ bit/sample}$) was sufficient to extract the
exponent. Long-range correlated noise ($\alpha = 0.8, N = 2^{17}$) required a minimum of 3 bits/sample
($n_c = 8$) for successful estimation of their scaling exponent. Anti-correlated noise ($\alpha = 0.2, N =
2^{17}$), required a minimum of 5 bits/sample ($n_c = 20$) for successful estimation of the scaling
exponent. For lower resolutions the scaling exponent of the anti-correlated noise resembled that
of uncorrelated noise. Scaling of the sign series resembled that of its coarse-grained counterpart
($n_c = 2$) for anti-correlated noise with exponent ($\alpha \sim 0.5$). However, this was not true for long-
range correlated noise. The magnitude series of the data sets with various levels of coarse-
graining revealed scaling exponent ($\alpha \sim 0.5$) for the anti-correlated and long-range correlated
noise characteristic of monofractal data. Thus scaling analysis of the magnitude series can be
robust to coarse-graining. The present study clearly demonstrates that coarse-graining can
significantly affect the scaling exponent estimates and the required resolution varies across data
sets with different correlation properties.
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Figure 1 Schematic diagram representing the elements of a typical data acquisition system. The transducer maps the physical process into a continuous time data $x_t$. The output of the transducer in turn is mapped into a discrete time signal $x_n$ by the sampler. The output of the sampler is in turn converted into a discrete-time discrete-valued data (coarse-grained data) $x_n^q$ by the quantizer.
Figure 2 Variation of the signal to noise ratio (SNR) with respect to the number of bits $\log_2 n_c$ where $n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18$ and $20$, (solid lines) for the anti-correlated noise ($\alpha = 0.2$), uncorrelated noise ($\alpha = 0.5$), and long-range correlated noise ($\alpha = 0.8$), shown in (a), (b) and (c) respectively. The slopes of the curves in (a), (b) and (c) are similar and of the form $y = mx + c$, where $(m \sim 5.4, c \sim -1.3)$ (dotted lines).
Figure 3 Log-log plot of the fluctuation function versus time-scale of the anti-correlated noise ($\alpha = 0.2$, dotted line) and its coarse-grained versions (solid lines) generated for clusters ($n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18$ and $20$). The scaling of the coarse-grained realizations exhibit an decreasing trend with increasing number of clusters and converge to that of the actual data ($\alpha = 0.2$) for ($n_c = 20$).
Figure 4 Log-log plot of the fluctuation function versus time scale of the anti-correlated noise ($\alpha = 0.2$) and that of its coarse-grained versions obtained with $n_c = 2$ (think solid line) and $n_c = 20$ (thin solid line) clusters is shown in (a). The corresponding log-log plot of the power spectrum is shown in (b).
Figure 5 The power spectrum of the noise $x_n^e$ obtained by clustering the anti-correlated noise ($\alpha = 0.2$) with clusters $n_c = 2$ (solid line) and $n_c = 20$ (dotted line) is shown in (a). Those obtained by clustering the long-range correlated noise ($\alpha = 0.8$) with clusters $n_c = 2$ (solid line) and $n_c = 8$ (dotted line) is shown in (b).
Figure 6 Log-log plot of the fluctuation function versus time-scale of the long-range correlated noise ($\alpha = 0.8$, dotted line) and its coarse-grained versions generated with ($n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18$ and $20$) clusters (solid lines). The scaling exponent of the coarse-grained realizations exhibit an increasing trend with increasing number of clusters and converge to that of the actual data ($\alpha = 0.8$) for ($n_c = 8$).
Figure 7 Log-log plot of the fluctuation function versus time scale of the long-range correlated noise ($\alpha = 0.8$) and that of its coarse-grained versions obtained with $n_c = 2$ (think solid line) and $n_c = 8$ (thin solid line) clusters is shown in (a). The corresponding power spectrum (log-log scale) of these sets is shown in (b).
Figure 8 Log-log plot of the fluctuation function versus time-scale of the uncorrelated noise ($\alpha = 0.5$, dotted line) and its coarse-grained versions generated with ($n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18$ and $20$) clusters (solid lines). The scaling exponent of the coarse-grained realizations do not exhibit any characteristic trends with increasing number of clusters.
Figure 9 Log-log plot of the fluctuation function versus time-scale of the anti-correlated noise ($\alpha = 0.2$, thick dashed line), its coarse-grained realization ($n_c = 2$, solid line) along with its sign series (dotted line). Log-log plot of the fluctuation function versus time-scale of the magnitude series of the anti-correlated noise (solid lines) and its coarse-grained realizations ($n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18$ and $20$, dotted lines).
Figure 10 Log-log plot of the fluctuation function versus time-scale of the long-range correlated noise ($\alpha = 0.8$, thick dashed line), its coarse-grained realization ($n_c = 2$, solid line) along with the sign series (dotted line). Log-log plot of the fluctuation function versus time-scale of the volatility of the long-range correlated noise (solid lines) and volatility of its coarse-grained realizations ($n_c = 2, 4, 6, 8, 10, 12, 14, 16, 18$ and $20$, dotted lines).
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