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Abstract. Using partition generating function techniques, we prove q-series analogues of a formula of Frobenius generalizing Abel’s convergence theorem for complex power series. Frobenius’ result states that for |q| < 1, \( \lim_{q \to 1} \frac{1}{N} \sum_{k=1}^{N} f(k) \) is equal to the average value \( \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k) \) of the sequence \( \{ f(n) \} \) as \( n \to \infty \), if the average value exists.

1. Introduction and Statement of Results

In [1], Abel proves a foundational theorem on the convergence of complex power series.

Proposition 1.1 (Abel’s Convergence Theorem). Let \( f : \mathbb{N} \to \mathbb{C} \) be an arithmetic function. For \( q \in \mathbb{C}, |q| < 1 \), if the limit \( L = \lim_{N \to \infty} \sum_{1 \leq k \leq N} f(k) \) exists, then

\[
\lim_{q \to 1} \sum_{n \geq 1} f(n)q^n = L
\]
as \( q \to 1 \) radially from within the unit disk.

Another “Abel type” theorem giving limiting values as \( q \to 1 \) for certain classes of complex power series, is proved by Frobenius in [4].

Proposition 1.2 (Frobenius’ Theorem). Let \( f : \mathbb{N} \to \mathbb{C} \) be an arithmetic function. For \( q \in \mathbb{C}, |q| < 1 \), if the average value \( f_{\text{avg}} := \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k) \) exists, then

\[
\lim_{q \to 1} (1 - q) \sum_{n \geq 1} f(n)q^n = f_{\text{avg}}
\]
as \( q \to 1 \) radially from within the unit disk.

In this paper, we prove theorems analogous to Proposition 1.2 using methods from \( q \)-series, that we will refer to as Frobenius-type limit formulas. We note that the limit in Proposition 1.2 holds if \( q \to 1 \) through any path in a Stolz sector of the unit disk, a region with vertex at \( z = 1 \) such that \( \frac{1-|q|}{1-|q|} \leq M \) for some \( M > 0 \) (see [12]).

Let \( P \) denote the integer partitions [3]. For \( \lambda \in P \), let \(|\lambda|\) denote the size of \( \lambda \) (sum of parts), \( \ell(\lambda) \) denote the length (number of parts), and let \( \text{sm}(\lambda) \) and \( \text{lg}(\lambda) \) denote the smallest part and largest part of \( \lambda \), respectively, noting \(|\emptyset| = \ell(\emptyset) = \text{sm}(\emptyset) = \text{lg}(\emptyset) := 0 \) for \( \lambda = \emptyset \) the empty partition. For \( z, q \in \mathbb{C}, |zq| < 1 \), let \( (z;q)_n := \prod_{0 \leq k < n} (1 - zq^k) \) denote the \( q \)-Pochhammer symbol, with \( (z;q)_\infty := \lim_{n \to \infty} (z;q)_n \). Let \( p(n) = \sum_{|\lambda|=n} 1 \) denote the partition function (number of partitions of size \( n \geq 0 \)), with the initial value \( p(0) := 1 \).

Note that if \( f(n) \) is the indicator function for a subset \( S \subseteq \mathbb{N} \) with arithmetic density \( d_S \), then Proposition 1.2 gives the limiting value \( f_{\text{avg}} = d_S \) as \( q \to 1 \). Inspired by work of Alladi [2], in [7, 8, 11], the author and my collaborators exploited this idea to prove

\footnote{Prop. 1.2 is an equivalent statement to the second equation of [6], replacing \( a_n \) by \( f(n) \), and \( A \) by \( f_{\text{avg}} \); the condition that \( f_{\text{avg}} \) exists is equivalent to the Tauberian condition \( \sum_{k \leq n} a_k \sim An \).}
partition-theoretic and $q$-series formulas for $d_S$ with $q \to 1$, as well as at other roots of unity $\zeta$. The present note is a complement to the papers [7, 8]; we give a general setting in which such partition-theoretic density computations arise naturally. Throughout this paper, we take $q \to 1$ in a Stolz sector of the unit disk.

It is not hard to write down partition-theoretic analogues of Proposition 1.2. Noting that

$$f(n)q^n = \frac{f(n)}{p(n)} q^n \cdot \sum_{|\lambda|=n} 1 = \sum_{|\lambda|=n} \frac{f(|\lambda|)}{p(|\lambda|)} q^{|\lambda|},$$

then Proposition 1.2 can be rewritten as a sum over partitions:

$$\lim_{q \to 1} (1 - q) \sum_{\lambda \in P} f(|\lambda|) q^{|\lambda|} = f_{\text{avg}}.$$ 

This resembles Proposition 1.2 somewhat in form, but writing down the coefficients explicitly requires one to repeatedly compute the partition function, a nontrivial task. Alternatively, replacing $f(n)$ in Proposition 1.2 with $(f \cdot p)(n) := f(n)p(n)$ gives by the same argument

$$\lim_{q \to 1} (1 - q) \sum_{\lambda \in P} f(|\lambda|) q^{|\lambda|} = (f \cdot p)_{\text{avg}},$$

if $(f \cdot p)_{\text{avg}} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k)p(k)$ exists. However, neither (1) nor (2) strongly resembles Proposition 1.2 in that the limits on the right-hand sides do not equal the average values of the coefficients $f(|\lambda|)$ on the left, but versions weighted by $p(n)$.

Below we prove a number of Frobenius-type limit formulas that represent more faithful analogues of Proposition 1.2. The proofs of these formulas hold for arithmetic functions $f(n)$ that we will refer to as having the property of “$q$-summability” \footnote{We do not prove general $q$-summability theorems here. The property must be checked for a given $f(n)$; general proofs of $q$-summability would be useful. We note here, as remarks, examples from previous works [7, 8, 10] proved by less general methods, as demonstrations that our general limit theorems are not vacuous.}

**Definition 1.3.** Suppose for arithmetic function $f: \mathbb{N} \to \mathbb{C}$ that the limit $f_{\text{avg}} := \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k)$ exists. For $|q| < 1$, write

$$\lim_{q \to 1} (1 - q) \sum_{n \geq 1} f(n)q^n = f_{\text{avg}}q + \epsilon_f(q)q,$$

noting by Proposition 1.2 that as $q \to 1$, the error function $\epsilon_f(q) \to 0$.

We define $f(n)$ to be a $q$-summable function of type (Q, 1) if $\sum_{k \geq 1} f(k)q^k(q; q_k)^{-1}$ is absolutely convergent, and the following condition holds:

$$\lim_{q \to 1} \sum_{k \geq 1} \frac{\epsilon_f(q^k)q^k}{(q; q_k)} = 0.$$

We define $f(n)$ to be a $q$-summable function of type (Q, 2) if $\sum_{k \geq 1} f(k)q^k(q; q_k)^{-1}$ is absolutely convergent, and the following condition holds:

$$\lim_{q \to 1} \sum_{k \geq 1} \frac{(-1)^{k+1} \epsilon_f(q^k)q^{\frac{k(k+1)}{2}}}{(q; q_k)} = 0.$$

**Remark.** The property of $q$-summability generalizes the idea of $q$-commensurate subsets of $\mathbb{N}$ in [8]: $S \subseteq \mathbb{N}$ is $q$-commensurate if and only if the indicator function of $S$ is $q$-summable.

**Remark.** We loosely imitate the notations for summation methods (C, 1), (C, 2), etc. in [5].
**Theorem 1.4.** For \( f(n) \) a \( q \)-summable arithmetic function of type \((Q, 1)\), if the limit \( f_{\text{avg}} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k) \) exists, then

\[
\lim_{q \to 1} (q; q)_\infty \sum_{\lambda \in \mathcal{P}} f(\text{sm}(\lambda)) q^{\lambda} = f_{\text{avg}},
\]

where the sum is taken over all partitions, and \( \text{sm}(\lambda) \) denotes the smallest part of \( \lambda \in \mathcal{P} \).

We prove this theorem and all other results in Section 2 below. Theorem 1.4 is a true partition-theoretic analogue of Proposition 1.2.

Partition generating function methods yield further formulas to compute the limit.

**Corollary 1.5.** For \( f(n) \) a \( q \)-summable arithmetic function of type \((Q, 1)\), if the limit \( f_{\text{avg}} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k) \) exists, then

\[
- \lim_{q \to 1} \sum_{\lambda \in \mathcal{P}} \mu_{\mathcal{P}}(\lambda) f(\text{lg}(\lambda)) q^{\lambda} = f_{\text{avg}}.
\]

**Corollary 1.6.** For \( f(n) \) a \( q \)-summable arithmetic function of type \((Q, 1)\), if the limit \( f_{\text{avg}} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k) \) exists, then

\[
\lim_{q \to 1} \sum_{n \geq 1} f(n) q^n (q; q)_{n-1} = \lim_{q \to 1} \sum_{n \geq 1} \sum_{k \geq 1} \frac{f(n) q^{nk}}{(q; q)_{k-1}} = f_{\text{avg}}.
\]

**Remark.** Setting \( f(n) \) equal to the indicator function for \( S \subseteq \mathbb{N} \), then that the first limit in Corollary 1.6 is equal to \( f_{\text{avg}} = ds \), re-proves Theorem 3.6 of [8].

Somewhat surprisingly, if one replaces “sm” with “lg” in Theorem 1.4, the limit still holds.

**Theorem 1.7.** For \( f(n) \) a \( q \)-summable arithmetic function of type \((Q, 2)\), if the limit \( f_{\text{avg}} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k) \) exists, then

\[
\lim_{q \to 1} (q; q)_\infty \sum_{\lambda \in \mathcal{P}} f(\text{lg}(\lambda)) q^{\lambda} = f_{\text{avg}},
\]

where the sum is taken over all partitions, and \( \text{lg}(\lambda) \) denotes the largest part of \( \lambda \in \mathcal{P} \).

Theorem 1.7 is a second partition analogue of Proposition 1.2. As with Theorem 1.4, generating function methods yield further formulas to compute \( f_{\text{avg}} \).

**Corollary 1.8.** For \( f(n) \) a \( q \)-summable arithmetic function of type \((Q, 2)\), if the limit \( f_{\text{avg}} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k) \) exists, then

\[
- \lim_{q \to 1} \sum_{\lambda \in \mathcal{P}} \mu_{\mathcal{P}}(\lambda) f(\text{sm}(\lambda)) q^{\lambda} = f_{\text{avg}}.
\]

**Corollary 1.9.** For \( f(n) \) a \( q \)-summable arithmetic function of type \((Q, 2)\), if the limit \( f_{\text{avg}} = \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k) \) exists, then

\[
\lim_{q \to 1} (q; q)_\infty \sum_{n \geq 1} f(n) q^n (q; q)_{n} = - \lim_{q \to 1} \sum_{n \geq 1} \sum_{k \geq 1} \frac{(-1)^k f(n) q^{nk + \frac{k(k-1)}{2}}}{(q; q)_{k-1}} = f_{\text{avg}}.
\]
Remark. Setting \( f(n) = \frac{\varphi(n)}{N} \) in Corollary 1.8 with \( \varphi(n) \) the Euler phi function; it is a well-known result that \( \frac{1}{N} \sum_{k=1}^{N} f(k) \sim 6/\pi^2 \) as \( N \to \infty \). Noting \( f(n) \) is \( q \)-summable of type \((Q, 2)\) (see remark below), then

\[
\lim_{q \to 1} (q; q)_\infty \sum_{n \geq 1} \frac{\varphi(n)q^n}{n \cdot (q; q)_n} = \frac{6}{\pi^2}.
\]

Remark. This re-proves Example E.1.1 of [10] for the case \( \zeta = 1 \).

Example 1. Set \( f(n) = \frac{\varphi(n)}{N} \) in Corollary 1.9 with \( \varphi(n) \) the Euler phi function; it is a well-known result that \( \frac{1}{N} \sum_{k=1}^{N} f(k) \sim 6/\pi^2 \) as \( N \to \infty \). Noting \( f(n) \) is \( q \)-summable of type \((Q, 2)\) (see remark below), then

\[
\lim_{q \to 1} (q; q)_\infty \sum_{n \geq 1} \frac{\varphi(n)q^n}{n \cdot (q; q)_n} = \frac{6}{\pi^2}.
\]

Remark. One anticipates similar limiting formulas hold as \( q \) approaches other roots of unity.

2. Proofs of results

The proofs in this section begin with a rewriting of equation (3) from Definition (1.3):

\[
(7) \quad \sum_{n \geq 1} f(n)q^n = f_{\text{avg}} \cdot \frac{q}{1-q} + \frac{\varepsilon f(q)q}{1-q},
\]

with \( f_{\text{avg}} := \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} f(k) \), as above, and \( \varepsilon f(q) \) as defined by (3).

We use equation (7) as a building block to produce further \( q \)-series formulas to compute the limit \( f_{\text{avg}} \). The proof of Theorem 1.4 below generalizes the proof of Theorem 3.6 in [8].

Proof of Theorem 1.4. Take \( q \mapsto q^k \) in (7). Multiply both sides by \( (q; q)_{k-1} \), sum over \( k \geq 1 \), then swap order of summation of the double summation, and make the change of indices \( k \mapsto k+1 \) on the left, to give

\[
(8) \quad \sum_{n \geq 1} \sum_{k \geq 1} \frac{f(n)q^{nk}}{(q; q)_{k-1}} = \sum_{n \geq 1} f(n)q^n \sum_{k \geq 0} \frac{q^{nk}}{(q; q)_k} = f_{\text{avg}} \cdot \sum_{k \geq 1} \frac{q^k}{(q; q)_k} + \sum_{k \geq 1} \varepsilon f(q^k)q^k (q; q)_k \sim f_{\text{avg}} \cdot \sum_{k \geq 1} \frac{q^k}{(q; q)_k}
\]

as \( q \to 1 \). We note that both the asymptotic, and the order-of-summation swap by absolute convergence, are justified by the hypothesis that \( f \) is \( q \)-summable of type \((Q, 1)\) (see (11)).

By the \( q \)-binomial theorem [3], the inner sum over \( k \geq 0 \) in the second double series is equal to \( (q^n; q)_{-1}^{-1} \), and the summation on the right is \( (q; q)_{-1}^{-1} - 1 \). Multiplying both sides of (8) by \( (q; q)_\infty \) gives, from standard generating function arguments, as \( q \to 1 \):

\[
(9) \quad (q; q)_\infty \sum_{\lambda \in P} f(\text{sm}(\lambda)) q^{\lambda} = (q; q)_\infty \sum_{n \geq 1} \frac{f(n)q^n}{(q^n; q)_\infty} = \sum_{n \geq 1} f(n)q^n (q; q)_{n-1} = \sum_{\lambda \in P} \mu_P(\lambda) f(\text{lg}(\lambda)) q^{\lambda} \sim f_{\text{avg}}.
\]

That the left-hand side is asymptotically equal to \( f_{\text{avg}} \) as \( q \to 1 \), is equivalent to the statement of the theorem. \( \square \)
Proof of Corollaries 1.5 and 1.6. These corollaries record alternative expressions for the limit \( f_{\text{avg}} \) derived during the proof of Theorem 1.4 above.

The following proof of Theorem 1.7 generalizes the proof Theorem 3.5 in [8].

Proof of Theorem 1.7. Take \( q \mapsto q^k \) in (7). Multiply through by \((-1)^k q^{\frac{k(k-1)}{2}} (q; q)_{k-1}^{-1}\) and sum both sides over \( k \geq 1 \), swapping order of summation on the left-hand side, to give

\[
\sum_{n \geq 1} \sum_{k \geq 1} \frac{(-1)^k f(n) q^{nk + \frac{k(k-1)}{2}}}{(q; q)_{k-1}}.
\]

For each \( k \geq 1 \), the factor \((q; q)_{k-1}^{-1}\) generates partitions with largest part strictly less than \( k \). The factor \( q^{nk} \) adjoins a largest part \( k \) with multiplicity \( n \) to each partition, for every \( n \geq 1 \). The \( q^{k(k-1)/2} = q^{1+2+3+\ldots+(k-1)} \) factor guarantees at least one part of each size less than \( k \). Thus (10) is the generating function for partitions \( \gamma \) with every natural number \( \lg(\gamma) \) appearing as a part, weighted by \((-1)^{\lg(\gamma)} f(m_{\lg}(\gamma)) = (-1)^k f(n)\), where \( m_{\lg}(\gamma) = n \) denotes the multiplicity of the largest part of each partition \( \gamma \).

Under conjugation, this set of partitions \( \gamma \) maps to partitions \( \lambda \) into distinct parts weighted by \( \mu_P(\lambda) f(\text{sm}(\lambda)) = (-1)^{\ell(\lambda)} f(\text{sm}(\lambda)) = (-1)^k f(n)\), which is nonzero since \( \lambda \) has no repeated part. Thus, noting \( f(0) := 0 \), and multiplying through by a factor of \(-1\) to produce the desired end result, we have

\[
\sum_{n \geq 1} \sum_{k \geq 1} \frac{(-1)^k f(n) q^{nk + \frac{k(k-1)}{2}}}{(q; q)_{k-1}} = -\sum_{\lambda \in P} \mu_P(\lambda) f(\text{sm}(\lambda)) q^{\lfloor \lambda \rfloor} = \sum_{n \geq 1} f(n) q^{n(q^n+1); q}_{\infty}
\]

\[
= (q; q)_{\infty} \sum_{n \geq 1} \frac{f(n) q^n}{(q; q)_n} = (q; q)_{\infty} \sum_{\lambda \in P} f(\lg(\lambda)) q^{\lfloor \lambda \rfloor},
\]

using standard partition generating function methods. Manipulating the right-hand side of (7) accordingly gives, as \( q \to 1 \),

\[
\sum_{n \geq 1} \sum_{k \geq 1} \frac{(-1)^k f(n) q^{nk + \frac{k(k-1)}{2}}}{(q; q)_{k-1}} = -f_{\text{avg}} \cdot \sum_{k \geq 1} \frac{(-1)^k q^{\frac{k(k+1)}{2}}}{(q; q)_k} + \sum_{k \geq 1} \frac{(-1)^{k+1} \varepsilon f(q^k) q^{\frac{k(k+1)}{2}}}{(q; q)_k}
\]

\[
\sim -f_{\text{avg}} \cdot \sum_{k \geq 1} \frac{(-1)^k q^{\frac{k(k+1)}{2}}}{(q; q)_k} = -f_{\text{avg}} \cdot ((q; q)_{\infty} - 1).
\]

The asymptotic and the order-of-summation swaps (by absolute convergence) are justified by the hypothesis that \( f \) is \( q \)-summable of type \((Q, 2)\) (see [5]); and we use an identity of Euler for the final equality (see [3]), noting the right-hand side approaches \( f_{\text{avg}} \) as \( q \to 1 \). Comparing the right-hand sides of (11) and (12) as \( q \to 1 \) completes the proof.

Proof of Corollaries 1.8 and 1.9. These two corollaries record alternative expressions for the limit \( f_{\text{avg}} \) derived during the proof of Theorem 1.7 above.

The identity (7) could be involved in series manipulations in diverse ways. Using techniques from \( q \)-series, modular forms, Lambert series, et al., it seems likely one can produce other classes of limit formulas analogous to Proposition 1.2.
Acknowledgments

The author is indebted to George Andrews and Jeffrey Lagarias for discussions about analysis that influenced this paper, and to J. Lagarias for offering useful revisions; to Matthew R. Just, Ken Ono, Paul Pollack, A. V. Sills and Ian Wagner for conversations that advanced my work; and to the anonymous referee for suggestions that strengthened the final draft.

References

[1] N. Abel, Untersuchungen uber die Reihe, Theorem IV, *Journal fur Math.* 1 (1826): 311–339.
[2] K. Alladi, Duality between prime factors and an application to the prime number theorem for arithmetic progressions, *Journal of Number Theory*, 9 (1977): 436–451.
[3] G. E. Andrews, *The Theory of Partitions*, no. 2, Cambridge University Press, 1998.
[4] G. Frobenius, Über die Leibnitzsche Reihe, *Journal für die reine und angewandte Mathematik* (Crelle’s Journal) 89 (1880): 262–264.
[5] G. H. Hardy, *Divergent series*, Vol. 334, American Mathematical Soc., 2000.
[6] J. Korevaar, A century of complex Tauberian theory, *Bulletin of the American Mathematical Society* 39.4 (2002): 475–531.
[7] K. Ono, R. Schneider, and I. Wagner, Partition-theoretic formulas for arithmetic densities, *Analytic Number Theory, Modular Forms and q-Hypergeometric Series*, Springer Proc. Math. Stat. 221 (2017): 611–624.
[8] K. Ono, R. Schneider, and I. Wagner, Partition-theoretic formulas for arithmetic densities, II, *Hardy-Ramanujan Journal* (2021).
[9] R. Schneider, Arithmetic of partitions and the $q$-bracket operator, *Proc. Amer. Math. Soc.* 145.5 (2017): 1953–1968.
[10] R. Schneider, *Eulerian Series, Zeta Functions and the Arithmetic of Partitions*, Ph.D. thesis, Emory University, 2018.
[11] R. Schneider, and A. V. Sills, Combinatorial formulas for arithmetic density, *Integers: Electronic Journal of Combinatorial Number Theory* 22 (2022).
[12] L. E. Snyder, Continuous Stolz extensions and boundary functions, *Trans. Amer. Math. Soc.* 119 (1965): 417–427.

Department of Mathematical Sciences
Michigan Technological University
Houghton, Michigan 49931, U.S.A.

Email address: robertsc@mtu.edu