DNA methylation analysis improves the prognostication of acute myeloid leukemia
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Supplementary Note S1: Current AML prognostication methods. Acute Myeloid Leukemia (AML) is a cancer of the myeloid blood cells in which bone marrow produces abnormal blood cells. It is a disease of the elderly and the most common acute leukemia in adults. Timely prognostication of AML is challenging due to complex prognostic factors including age, cytogenetic abnormalities, specific mutations, and other unknown risk factors. While 35 to 40% of adult patients younger than 60 years of age can be cured using the current standard treatments, the rate of success is limited to in 5 to 15% in older patients.

Most established prognostication schemes, e.g., the 2016 World Health Organization (WHO) classification of myeloid neoplasms and acute leukemia, are based on cytogenetics and specific mutations. Nevertheless, several groups have developed prognostic tests based on gene expression signatures. Recently, Ng et al analyzed leukemia stem cells (LSC) obtained from 78 AML patients, and proposed the LSC17 score for prognostication of AML. Specifically, they sorted bone marrow samples into CD34+CD38- LSCs and CD34+CD38+ non-LSC fractions, and identified 104 genes as differentially expressed in these fractions. Using the least absolute shrinkage and selection operator (LASSO), they derived a prognostic signature as the weighted sum of expression of an optimal subset of 17 genes. A higher LSC17 score is associated with poorer outcomes in adult and pediatric AML. LSC17 score correlates with percentage of bone marrow blast cells at diagnosis, and also with higher incidence of FLT3-ITD mutation and adverse cytogenetic features.

Gerstung et al recently reanalyzed 111 cancer genes, and integrated cytogenetic profiles, fusion genes, point mutations, gene–gene interactions, demographic features, clinical risk factors, and treatment received across 1,540 AML cases. Based on these data, they inferred an overall survival probability distribution for each individual case. To compare cytogenetic risk categories with Gerstung et al approach, the cases in the first and fourth quartiles of the predicted overall survival probability distribution were considered as low- and high-risk, respectively. The rest of the cases were considered intermediate-risk. They showed that their integrative approach provides considerably more informative and accurate statements than the current standards in clinical practice. In particular, validation using data from independent patients in the TCGA cohort revealed that Gerstung et al approach is superior to the prognostication solely based on cytogenetics (Figure 2b).

Although the critical role of DNA methylation in tissue differentiation and homeostasis has been known for decades, epigenomic data have only recently been used to classify and prognosticate AML. Approaches for integration of DNA methylation with gene expression data include: 1) selecting genes for epigenomic analysis based on gene expression profiling, 2) overlapping between differentially methylated and differentially expressed genes, 3) clustering cases based on DNA methylation and then differential expression analysis of clusters, or vice versa, 4) using differentially expressed and differentially methylated genes to cluster AML cases, and 5) characterizing novel AML subtypes that were originally defined based on mutations.

Almost half of AML cases cannot be confidently classified into low- or high-risk groups using current prognostic criteria. For example, in the TCGA dataset, 92 cases (51%) would be considered as intermediate-risk based on cytogenetics. However, the survival outcome of these cases is variable, and the actual risk in this group is in fact a mix of low- and high-risk
Supplementary Information

Integrative network analysis of AML (Figure 3a). Even when mutations in specific genes and other clinical data were added to the cytogenetic data using the approach of Gerstung et al., 81 TCGA cases (45%) could not be accurately prognosticated (Figure 3b).

**Supplementary Note S2: Gene expression and DNA methylation preprocessing.** We performed the following steps for quality control and computing gene expression and DNA methylation levels per gene.

**Gene expression data analysis**

We downloaded reads per kilobase of transcript per million mapped (RPKM) values of 179 AML cases in the The Cancer Genome Atlas (TCGA) dataset from the corresponding publication web page. We excluded the genes with too little variation (i.e., a standard variation less than $10^{-8}$). We standardized RPKM values of each gene by subtracting the average RPKM value across all samples, and then dividing the difference by the standard deviation of the RPKM values of that particular gene. We computed the Pearson correlation between the gene expression levels and the survival time of the 133 patients who died of AML. Consistent with the approach taken by other scholars in applying gene network analysis, we kept the top third ($n=6,637$) of genes that were most correlated with the survival time in our study.

**Prepossessing of DNA methylation data**

In the TCGA dataset, DNA methylation levels were measured in 485,577 genomic loci (i.e., CpG sites) in 194 AML samples using the Infinium HumanMethylation450 BeadChip array. We excluded the 92,943 loci that had too many missing values, or did not pass the quality control criteria (RnBeads Version 1.10.8). For each of the remaining 392,634 loci, we computed the Pearson correlation between the level of DNA methylation and the survival time of the 133 patients who died of AML. We identified the 24,649 loci that had an absolute Pearson correlation of 0.2 or higher with the survival time. These loci correspond to 9,377 genes (Supplementary Figure S1).

**Computing effective DNA methylation levels per gene**

We used the following approach to compute the effective DNA methylation level for each gene in the network model. When the number of loci corresponding to a gene was five or less, we used principal component analysis (PCA) to compute the weighted average of the beta value of those loci, and considered the first principal component as the effective DNA methylation level for that gene. When the number of loci corresponding to a gene was more than five, we selected a subset of highly co-methylated loci.

Selecting a subset of highly co-methylated loci When the number of loci corresponding to a gene was more than five, we identified a subset of loci that had correlated DNA methylation levels. That is, we excluded the loci that had little correlation with other loci corresponding to the same gene in the following way. We constructed a graph in which the nodes were the loci corresponding to a gene. The edge between a pair of loci was weighted according to the absolute value of the Pearson correlation between the corresponding beta values. Using the `cluster_fast greedy` function from the igraph package (Version 1.1.2), we identified the
dense subgraphs (communities). We selected the subgraph with the maximum average weight, and applied PCA on the nodes of that subgraph to compute the level of DNA methylation for the corresponding gene. One third of the selected loci were closer than 1,000 base pairs (bps) to the TSS of a transcript (Supplementary Figure S2).
**Supplementary Figure S1. The distribution of the number of loci per gene.**

The cumulative probability distribution of the number of loci per gene, considering only the loci where the DNA methylation levels correlate with the survival time of AML cases in the TCGA dataset. While 6,087 loci do not correspond to any annotated gene, the correspondence between 6,686 loci and annotated genes is one-to-one. (a) For the rest of the genes, the number of loci corresponding to each gene varies, and (b) it is less than five loci per gene for 95% of genes.
Supplementary Figure S2. Distance of the selected loci to the closest TSS. The x axis shows the distance of the selected loci to the closest TSS measured as the number of base pairs. The y axis is the cumulative probability function. For any particular cutoff distance on the x axis, this curve shows on the y axis, the fraction of the selected loci in this study that are closer than the cutoff distance to a TSS. For example, the red dashed lines indicate that 31% of the selected loci are within 1,000 base pairs of a TSS.
Supplementary Note S3: Gene network construction. The DNA methylation levels of 9,377 genes, and the gene expression levels of 6,637 genes, correlate with survival time. The union of these two sets includes 12,535 genes, on which we performed integrative network analysis. Each of the 12,535 nodes in the network represents a gene. For each gene pair, we computed the Pearson correlation between their expression levels, and also between their DNA methylation levels.

Based on the following formula, we assigned a weight to the edge of the network that connects genes \( g_i \) and \( g_j \) together (Figure 1c):

\[
W(g_i, g_j) = (1 - \lambda) |\text{cor}_E(g_i, g_j)| + \lambda |\text{cor}_M(g_i, g_j)| ,
\]  

where \( W(g_i, g_j) \) represents the \textit{integrated} similarity (association) between genes \( g_i \) and \( g_j \), \( |\text{cor}_E(g_i, g_j)| \) denotes the absolute value of the correlation between level of expression of two genes, and \( |\text{cor}_M(g_i, g_j)| \) is the absolute value of the correlation between their respective levels of DNA methylation. In this formula, \( 0 \leq \lambda \leq 1 \) is a hyperparameter that controls the relative effect of each data type. That is, with \( \lambda = 0 \), the model basically ignores DNA methylation data, and it will be identical to a conventional coexpression network (Figure 5). With a larger \( \lambda \), the model gives a higher weight to the DNA methylation data. In particular, gene expression levels are ignored if \( \lambda = 1 \). In this study, we chose \( \lambda = 0.6 \), which led to the best \( p \)-value for high- vs. low-risk stratification in the TCGA dataset (Supplementary Figure S3).
**Supplementary Figure S3. Choosing $\lambda$ based on the best $p$–value.** We repeated the integrative gene network analysis in TCGA dataset using Equation 1 with multiple $\lambda$ values (x–axis), which led to different $p$–values for high- vs. low-risk stratification (y–axis). We chose $\lambda = 0.6$ because this value led to the best $p$–value.
Supplementary Note S4: Identifying gene modules. We included 12,535 genes in the network analysis based on correlation with survival time in the AML data from TCGA. Each node in the network represents a gene. The edge (connection) between a pair of genes is weighted in order to integrate gene expression and DNA methylation data into a single network. Specifically, a higher correlation or anticorrelation between the gene expression levels resulted in a higher weight on the corresponding edge. This weight also increases when the effective DNA methylation levels of the two genes correlate or anticorrelate (Equation 1).

We used the R package WGCNA (Version 1.63) to identify gene modules (clusters) in the integrative network based on a hierarchical clustering approach. Specifically, we used Equation 1 to define the similarity between genes based on the DNA methylation and gene expression levels in the TCGA-AML dataset. Using the `pickSoftThreshold.fromSimilarity` function with the default parameters and a RsquaredCut value of 0.75, the power (\( \beta \)) parameter was inferred to be 8. We used the `blockwiseModules()` function to identify gene modules. For better results, we set the parameter maxBlockSize=12,535 so that the process was performed in only one block. This prevented errors that could have occurred when merging the results from smaller blocks. We set TOMType="unsigned" and minModuleSize=5, and we used the default values for the rest of the arguments of `blockwiseModules()`. WGCNA identified 78 modules (Supplementary Figure S4 and Supplementary Table S1). WGCNA could not confidently assign 2,596 genes to any of the modules because they were hardly similar (associated) to any other gene. They were designated as Module 0.
Supplementary Figure S4. The distribution of module sizes. The 78 modules are sorted on the x-axes based on their sizes. The largest and smallest modules consist of 2,092 and 5 genes, respectively. Module sizes have a mean, median, and standard deviation of 127, 25, and 310, respectively.
Supplementary Table S1: Module assignments. For each gene, the columns include: the gene symbol, the Entrez ID, the module to which the gene is assigned, and the weight of the gene in the module. In each module, genes are sorted based on the absolute value of their weights. A negative weight corresponds to anticorrelation between the eigengene of the module and the gene expression and DNA methylation levels.

Supplementary Note S5: Computing eigengenes. An eigengene of a module is a weighted average of the expression levels of all the genes in that module. These weights are adjusted so that the loss in the biological information is minimized\cite{78, 83}. To compute eigengenes, we used principal component analysis (PCA)\cite{78}. Similar to our approach in Zainulabadeen et al\cite{74}, we used an oversampling procedure to equalize contributions of the high–risk and low–risk cases. There are 176 AML cases with both gene expression and DNA methylation data in the TCGA dataset. According to cytogenetic data, 32 cases are in the favorable–risk group and 40 cases are in the poor–risk groups. We balanced the number of favorable and poor cases using oversampling, so that both risk groups had comparable representatives in the analysis. That is, we repeated the data for each favorable and poor case 11 and 9 times, respectively. This resulted in 352 favorable samples and 360 poor samples. Then, we applied the moduleEigengenes() function from the WGCNA package to the oversampled gene expression data. This function computed the first principal component of each module, which maximized the explained variance, thus ensuring that loss of biological information was minimized\cite{83}. Be reminded that the first principal component is a weighted average of gene expression levels\cite{78}. We used the project.eigen function from the Pigengene package\cite{84} (Version 1.4.2) to infer the eigengene values for the cytogenetically intermediate–risk group (Supplementary Table S2). This function computed a weighted average of gene expression levels using the same weights that were obtained from PCA. Some of the genes in modules 0, 1, 2, 4, 6, 10, and 11 had no variation in their expression levels. This led to undefined values for the corresponding inferred eigengenes. Therefore, we did not include these eigengenes in our analysis. We also used this approach to infer the eigengene values in the Beat AML dataset.

Inferring eigengenes in the AMLCG dataset This dataset was generated using three platforms. We combined the expression profiles of cases that were assayed using Affymetrix Human Genome U133A and U133B Arrays, and inferred the eigengene corresponding to each module using the project.eigen function from the Pigengene package\cite{85}. The expression levels in the third platform (i.e., Affymetrix Human Genome U133 Plus 2.0 Array) were in a different scale compared to U133A and U133B Arrays, and thus could not be directly combined. To address this issue, we separately inferred eigengenes for samples that were assayed using the U133 Plus 2.0 platform, and then combined the resulting eigengenes from all three platforms.

Supplementary Table S2: Eigengenes. There is a table for each of the TCGA, AMLCG, and BEAT datasets. Rows correspond to an AML sample. Each of the ME0 to ME78 columns is an eigengene corresponding to one of the identified modules.

Supplementary Note S6: Details of survival analysis. We used an approach similar to our previous study on melanoma\cite{74} to perform a Cox regression analysis, and also to fit a accelerated failure time (AFT) model to the 78 eigengenes data. From the 154 AML cases for
whom vital status, DNA methylation, and gene expression data were available in the TCGA
dataset, 93 cases died of AML (mean = 1.1, median = 0.8, and standard deviation = 1 years), and
61 cases were alive at the last follow–up time (mean = 2.5, median = 2, and standard deviation =
2 years).

We used the \texttt{glmnet()} function from the glmnet package (Version 2.0-5)\textsuperscript{43} to perform a
penalized Cox regression analysis\textsuperscript{86,87}. We set $\alpha = 1$ to use the least absolute shrinkage and
selection operator (Lasso)\textsuperscript{88}. The Lasso, also known as $L_1$ regularization, enforces most of the
coefficients of the covariates (eigengenes) in the Cox proportional hazards model to be zero.
Thereby, it identifies the modules that are the most associated with survival. Cox regression
analysis selected Modules 46, 51, and 55.

We used the \texttt{survreg} function from the survival package (Version 2.39-4)\textsuperscript{89} to fit an acceler-
ated failure time (AFT) model to the three selected eigengenes\textsuperscript{90}. We set the Weibull distribution
with $\texttt{scale}=1$ as the baseline hazard function, and used the default values for the rest of the
parameters. Based on the fitted accelerated failure time model, we predicted the survival time of
each sample using the following approach.

We chose two thresholds for the predicted values that maximized the precision of low– and
high–risk predictions. The samples that had a predicted survival time between the two thresholds
were considered intermediate–risk. We used the \texttt{survfit} function to obtain a Kaplan-Meier
survival curve for each of the risk groups\textsuperscript{91}. We used the \texttt{survdiff} function to test whether
the survival curves that correspond to high–risk and low–risk groups differ significantly. This
function computed the log–rank $p$–value of the corresponding Mantel-Haenszel test\textsuperscript{92}.

**Supplementary Table S3: Risk assessment.** The risk based on our gene network anal-
ysis is reported per each studied case. For the TCGA dataset, columns include: age at initial
pathologic diagnosis, gender, vital status (where 1 indicates death), the number of days till death
or the last follow–up time, cytogenetic abnormality, risk based on cytogenetics, risk based on
approach of Gerstung et al, LSC17 score, risk based on LSC17, and risk based on our gene
network approach. For the AMLCG dataset, risks based on LSC17 score are reported. For the
BEAT dataset, risks based on ELN2017 are reported.
Supplementary Figure S5. The KM curves for old and young groups. TCGA-AML cases were stratified into a group of 74 older patients, who were diagnosed over age of 60 (a), and another group of 92 relatively younger patients (b). The log–rank $p$–values indicate that differences between the low–risk group (green) and the high–risk group (red) are statistically in both age groups.
Supplementary Note S7: Comparison with LSC17 score. In the TCGA dataset, 59% of cases are categorized as intermediate–risk based on cytogenetic criteria, whereas, in the AMLCG 1999 dataset, 46% of cases are categorized as intermediate–risk based on ELN–2010. However, the survival rates of these cases varied (Figure 3a and Figure 4b). Therefore, prognostication of these “supposedly intermediate–risk” cases is an active area of AML research6,38,47. To show the usefulness of our approach in prognostication of cases that cannot be confidently prognosticated based on current clinical standards, we compared our risk assessment to the LSC17 score, which was recently developed by Ng et al38 (Supplementary Note S1, Supplementary Figure S6 and Supplementary Table S3).

Specifically, for each case, we computed LSC17 score as the weighted average expression of the 17 genes. Cases with a score above the median were considered high–risk. The probability of 2–year survival for the subset with relatively higher risk based on LCS17 is above 0.2 in both datasets. The corresponding probability from our prediction is zero (Figure 3a and Figure 4b), which suggests our approach is more reliable than LSC17 in identifying high–risk cases. The 11 TCGA (Figure 3a) and 10 AMLCG 1999 (Figure 4b) cases that we determined to be high–risk are almost evenly distributed between the low– and high–risk groups based on the LSC17 score. This suggests the modules that we identified represent a signature that is distinct from the LSC17 score.
Supplementary Figure S6. Performance of LSC17 on intermediate–risk cases. TCGA cases in the intermediate–risk category based on cytogenetic criteria were grouped into two subsets using their LSC17 scores, however, differences between the survival rates of these two subsets is not significant (a). AMLCG cases with an intermediate ELN–2010 risk score of 2 or 3 were grouped into two subsets using their LSC17 score (b). The probability of 2–year survival for the subset with relatively higher risk based on LCS17 score (red) is above 0.2 in both datasets. Nevertheless, the corresponding probability from our prediction is zero (Figure 3a and Figure 4b). Overall, the performance of LSC17 score seems to be limited in its ability to identify truly high–risk cases among AML patients whose survival cannot be confidently predicted based on current standards in clinical practice.
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