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Abstract

A Legendre transform of the recently discovered conformal fixed-point equation is constructed, providing an unintegrated equation encoding full conformal invariance within the framework of the effective average action.
I. INTRODUCTION

In [1], an equation was derived which is, in a sense, an unintegrated version of Wilson’s Exact Renormalization Group (ERG) equation. However, whereas fixed-point solutions of the latter are not necessarily conformally invariant, solutions to the former enjoy full conformal symmetry. As such, it might be hoped that this new ‘conformal fixed-point equation’ may provide a useful tool for addressing the question as to the spectrum of (local) Conformal Field Theories (CFTs).

ERG equations are phrased in terms of the Wilsonian effective action, $S$. However, for many practical applications it has proven profitable to work instead with the Legendre transform, $\Gamma$, generally referred to as the effective average action (for reviews, see [2–6]). In this paper we perform the Legendre transform of the conformal fixed-point equation, to provide an equivalent version phrased in terms of what might reasonably be called an effective average Lagrangian: i.e. a quasi-local object which integrates to $\Gamma$.

After setting conventions in section II, section III recalls the standard Legendre transform machinery and illustrates it by transforming a particular ERG equation. Following this, section IV derives the Legendre transform of the special conformal partner of this ERG equation. From here, it is a trivial matter to deduce the form of the conformal fixed-point equation within the framework of the effective average action which is done in section V, prior to concluding.

II. CONVENTIONS

Throughout this paper we consider theories of a single scalar field, $\varphi$, formulated in $d$-dimensional Euclidean space. The generators of the conformal algebra represent translations, rotations, dilatations and special conformal transformations. Interpreting $\Delta$ as a scaling dimension, a Euclidean space representation is furnished by $\{\partial_\mu, x_\mu \partial_\nu - x_\nu \partial_\mu, D^{(\Delta)}, K^{(\Delta)}_\mu\}$, where

$$D^{(\Delta)} = x \cdot \partial + \Delta, \quad K^{(\Delta)}_\mu = 2x_\mu (x \cdot \partial + \Delta) - x^2 \partial_\mu. \quad (2.1)$$

It will be useful to define a right action of these operators. For a function of one argument the right action is just the same as the left action viz. $D^{(\Delta)} \varphi = \varphi \hat{D}^{(\Delta)}$. For a function of

1 A quasi-local functional is one which exhibits a derivative expansion.
two arguments, the left/right action is understood to act on the first/second argument:

\[ D^{(\Delta)} F(x, y) = (x \cdot \partial_x + \Delta) F(x, y), \quad F(x, y) \overset{\Delta}{\mapsto} (y \cdot \partial_y + \Delta) F(x, y). \] (2.2)

When sandwiched between functions, a dot is used to denote an integral over the shared coordinate:

\[ \varphi \cdot F = \int d^d x \varphi(x) F(x, y). \] (2.3)

Under an integral, \( D^{(\Delta)} \) and \( K^{(\Delta)} \) can be transferred from one object to another using integration by parts:

\[ D^{(\Delta)} \varphi \cdot F = -\varphi \cdot D^{(d-\Delta)} F, \quad K^{(\Delta)} \varphi \cdot F = -\varphi \cdot K^{(d-\Delta)} \mu F. \] (2.4)

Though most of the analysis of this paper will be phrased in position space, at certain junctures things will be more transparent in momentum space; upon transferring to the latter,

\[ 2\Delta + x \cdot \partial_x + y \cdot \partial_y \rightarrow 2\Delta - d - p \cdot \partial_p. \] (2.5)

We will generally overload notation so that the same symbol is used for both a function of position and its Fourier transform.

### III. LEGENDRE TRANSFORM OF THE ERG

An equation for the effective average action which corresponds to the Legendre transform of the Polchinski equation [7] was derived contemporaneously and independently in a number of works [8–11]. However, in this paper we will not start from Polchinski’s equation, but rather the canonical ERG equation of Ball et al. [12] which is phrased in dimensionless variables and, as such, is more appropriate for a discussion of conformal symmetry. Since conformal symmetry is at the heart of this paper, we write ERG and associated equations directly in their fixed-point form.

#### A. Set-up

To define an ERG equation requires a quasi-local, ultraviolet cutoff function, \( K((x-y)^2) \), which decays rapidly for small separations. In momentum space, quasi-locality amounts to
\(K(p^2)\) having a Taylor expansion for small \(p^2\). From \(K\) it is useful to define two objects, \(\mathcal{G}\) and \(G\) via:

\[
\mathcal{G}^{-1} = -\partial^2 K^{-1}, \tag{3.1a}
\]

\[
D^{(d/2)} K + K \overleftarrow{D}^{(d/2)} = \partial^2 G. \tag{3.1b}
\]

Notice that \(\mathcal{G}^{-1}\) has the form of a regularized kinetic term whereas, recalling (2.5), \(G\) is the momentum-space derivative of the cutoff function:

\[
p \cdot \partial_p K(p^2) = p^2 G(p^2). \tag{3.2}
\]

The canonical ERG equation, here phrased in terms of the full Wilsonian effective action, takes the form:

\[
\frac{D^{(\delta)} \varphi \cdot \delta S[\varphi]}{\delta \varphi} + \varphi \cdot G \cdot \mathcal{G}^{-1} \cdot \frac{\delta S}{\delta \varphi} - \frac{1}{2} \frac{\delta S}{\delta \varphi} \cdot G \cdot \frac{\delta S}{\delta \varphi} + \frac{1}{2} \frac{\delta}{\delta \varphi} \cdot G \cdot \frac{\delta S}{\delta \varphi} = 0, \tag{3.3}
\]

where \(\delta\) is the scaling dimension of \(\varphi\), frequently expressed in terms of the anomalous dimension, \(\eta\):

\[
\delta = d - 2 + \eta. \tag{3.4}
\]

The Legendre transform was constructed in [13] (see also [14]). We will re-derive it in the next section, as a warm-up for subsequent calculations.

To complete the set-up, let us define the object, \(\sigma^{-1}\) which, in momentum space, is given by

\[
\sigma^{-1}(p^2) = p^{2(n/2-1)} K(p^2) \int_{0}^{p^2} dq^2 q^{-2(n/2)} \frac{d}{dq^2} K(q^2). \tag{3.5}
\]

Utilizing (2.5), it is easy to confirm that

\[
D^{(\delta)} \mathcal{K}^{-1} \cdot \sigma^{-1} + K^{-1} \cdot \sigma^{-1} \overleftarrow{D}^{(\delta)} = K^{-1} \cdot G \cdot K^{-1}. \tag{3.6}
\]

The effective average action, \(\Gamma[\Phi]\), is defined according to [13]

\[
\Gamma[\Phi] = S[\varphi] - \frac{1}{2} (\varphi - \Phi \cdot K) \cdot K^{-1} \cdot \sigma \cdot (\varphi - K \cdot \Phi). \tag{3.7}
\]

Demanding independence of \(\Gamma[\Phi]\) on \(\varphi\) provides the defining equation for \(\Phi\):

\[
\frac{\delta S[\varphi]}{\delta \varphi} = \sigma \cdot (K^{-1} \cdot \varphi - \Phi), \tag{3.8}
\]
where we have exploited \( \sigma \cdot K^{-1} = K^{-1} \cdot \sigma \) (as is readily seen in momentum space, since both functions just depend on \( p^2 \)). The equation complimentary to (3.8) reads:

\[
\frac{\delta \Gamma[\Phi]}{\delta \Phi} = \sigma \cdot (\varphi - K \cdot \Phi),
\]

(3.9)

implying the useful result

\[
\frac{\delta S[\varphi]}{\delta \varphi} = K^{-1} \cdot \frac{\delta \Gamma[\Phi]}{\delta \Phi}.
\]

(3.10)

**B. Derivation**

Focussing on the first term of the ERG equation (3.3), we substitute for \( \varphi \) using (3.9), for \( \delta S/\delta \varphi \) using (3.10) and utilize (2.4) to deduce that

\[
D(\delta) \varphi \cdot \frac{\delta S[\varphi]}{\delta \varphi} = -\Phi \cdot K \cdot D(\delta) K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} + \frac{\delta \Gamma}{\delta \Phi} \cdot \sigma^{-1} \cdot D(\delta) K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi}.
\]

(3.11)

To process the first term we first integrate by parts and then re-express

\[
\Phi \cdot K^{-1} D(\delta) \cdot K^{-1} = D(\delta) \Phi + \Phi \cdot (D(\delta) K + K^{-1} D(\delta)) \cdot K^{-1}.
\]

(3.12)

From (3.1b) and (3.4),

\[
D(\delta) K + K^{-1} D(\delta) = \partial^2 G + (\eta - 2) K
\]

(3.13)

and so, noting from (3.4) that \( d - \delta + \eta - 2 = \delta \) and, from (3.1a), that \( \partial^2 G \cdot K^{-1} = -G \cdot G^{-1} \) (which, again, is obvious in momentum space):

\[
\Phi \cdot K^{-1} D(\delta) \cdot K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} = D(\delta) \Phi \cdot \frac{\delta \Gamma}{\delta \Phi} - \Phi \cdot G \cdot G^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi}.
\]

(3.14)

Performing similar manipulations on the final term in (3.11), but this time exploiting (3.6) together with

\[
(D^{(d-\delta)} K^{-1} + K^{-1} D^{(d-\delta)}) = (2 - \eta) K^{-1} + K^{-1} \cdot G \cdot G^{-1}
\]

(3.15)

yields

\[
D(\delta) \varphi \cdot \frac{\delta S}{\delta \varphi} = D(\delta) \Phi \cdot \frac{\delta \Gamma}{\delta \Phi} - \left( \Phi + \frac{\delta \Gamma}{\delta \Phi} \cdot \sigma^{-1} \cdot K^{-1} \right) \cdot G \cdot G^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} - \frac{\delta \Gamma}{\delta \Phi} \cdot \sigma^{-1} \cdot K^{-1} \cdot D^{(d-\delta)} \frac{\delta \Gamma}{\delta \Phi}.
\]

(3.16)

The terms enclosed in the big brackets combine to give \( \varphi \cdot K^{-1} \), according to (3.9). Taking advantage of the fact that we can move \( K^{-1} \) to the right viz. \( K^{-1} \cdot G \cdot G^{-1} = G \cdot G^{-1} \cdot K^{-1} \),
as is particularly clear in momentum space, makes it manifest that we can utilize (3.10) to give

\[-\varphi \cdot G \cdot G^{-1} \cdot \frac{\delta S}{\delta \varphi}.
\]

Returning to (3.16) and utilizing the fact that \(\sigma^{-1} \cdot K^{-1} = K^{-1} \cdot \sigma^{-1}\), the final term can be processed to give:

\[
\frac{1}{2} \frac{\delta \Gamma}{\delta \varphi} \cdot (D^{(\delta)} \sigma^{-1} \cdot K^{-1} + \sigma^{-1} \cdot K^{-1} \Gamma^{(2)}) \cdot \frac{\delta \Gamma}{\delta \Phi} = \frac{1}{2} \frac{\delta S}{\delta \varphi} \cdot G \cdot \frac{\delta S}{\delta \varphi} \tag{3.17}
\]

where, in the first line we have used (3.6) and in the second (3.10). Therefore,

\[
D^{(\delta)} \varphi \cdot \frac{\delta S[\varphi]}{\delta \varphi} + \varphi \cdot G \cdot G^{-1} \cdot \frac{\delta S}{\delta \varphi} - \frac{1}{2} \frac{\delta S}{\delta \varphi} \cdot G \cdot \frac{\delta S}{\delta \varphi} = D^{(\delta)} \Phi \cdot \frac{\delta \Gamma[\Phi]}{\delta \Phi}, \tag{3.18}
\]

leaving just the final term of the ERG equation (3.3) to transform.

Differentiating (3.8) with respect to \(\varphi\) and (3.9) with respect to \(\Phi\) gives:

\[
\sigma^{-1} \cdot \frac{\delta}{\delta \varphi} \frac{\delta S}{\delta \varphi} = -\frac{\delta \Phi}{\delta \varphi} + K^{-1} \tag{3.19a}
\]

\[
\sigma^{-1} \cdot \frac{\delta}{\delta \Phi} \frac{\delta \Gamma}{\delta \Phi} = \frac{\delta \varphi}{\delta \Phi} - K, \tag{3.19b}
\]

where we understand, for some \(A, B\)

\[
\left(\frac{\delta A}{\delta B}\right)(x, y) = \frac{\delta A(x)}{\delta B(y)} \quad \left(\frac{\delta^2 A}{\delta A \delta B}\right)(x, y) = \frac{\delta}{\delta A(x)} \frac{\delta}{\delta B(y)} \tag{3.20}
\]

Equations (3.19a) and (3.19b) can be combined to give, up to a discarded vacuum term:

\[
\frac{\delta^2 S}{\delta \varphi \delta \varphi} = -\sigma \cdot \left(\frac{\delta^2 \Gamma}{\delta \Phi \delta \Phi} + \sigma \cdot K\right)^{-1} \cdot \sigma. \tag{3.21}
\]

Finally, then

\[
D^{(\delta)} \Phi \cdot \frac{\delta \Gamma[\Phi]}{\delta \Phi} = \frac{1}{2} \text{Tr} \left[\sigma \cdot G \cdot \sigma \cdot (\Gamma^{(2)} + \sigma \cdot K)^{-1}\right] \tag{3.22}
\]

where, as usual, we define \(\Gamma^{(2)}\) to be the second functional derivative of \(\Gamma\).

This is of a similar general form to the more familiar equation for the effective average action found in the literature; the differences arise because (3.22) is the Legendre transform of the canonical ERG equation, (3.3), rather than Polchinski’s equation. Note that, as can be readily checked using (3.5), \(\sigma \cdot K\) behaves like an infrared regulator, remaining non-zero
for vanishing momentum and vanishing for large momentum. Indeed, as pointed out in [13], if we define

\[ R = \sigma \cdot K \]  

(3.23)

then

\[ D^{(d-\delta)}R + R \frac{d}{d\mu} \Gamma^{(d-\delta)} = -\sigma \cdot G \cdot \sigma. \]  

(3.24)

In momentum space this becomes

\[ (p \cdot \partial_p - 2 + \eta)R(p^2) = G(p^2)\sigma^2(p^2), \]  

(3.25)

as can verified using (3.2), (3.5) and (3.23).

Moreover, it makes sense to reinterpret \( R \) as an independent infrared regulator and so we rewrite (3.22) as [13]

\[ D^{(\delta)} \Phi \cdot \frac{\delta \Gamma[\Phi]}{\delta \Phi} = \frac{1}{2} \text{Tr} \left[ (\hat{R} + \eta R) (\Gamma^{(2)} + R)^{-1} \right] , \]  

(3.26)

with the understanding that all \( \eta \)-dependence is now explicit and

\[ -\dot{\hat{R}} \equiv D^{(d/2+1)}R + R \frac{d}{d\mu} \Gamma^{(d/2+1)} \quad \text{or} \quad \dot{\hat{R}}(p^2) = (p \cdot \partial_p - 2)R(p^2). \]  

(3.27)

IV. SPECIAL CONFORMAL TRANSFORMATIONS

Just as the ERG equation (3.3) encodes dilatation invariance, so too is there an equation encoding special conformal invariance [1, 15]:

\[ K^{(\delta)} \mu \varphi \cdot \frac{\delta S}{\delta \varphi} + \varphi \cdot G^{-1} \cdot G \cdot \frac{\delta S}{\delta \varphi} - \eta \partial_{\mu} \varphi \cdot K^{-1} \cdot G \cdot \frac{\delta S}{\delta \varphi} - \frac{1}{2} \frac{\delta S}{\delta \varphi} \cdot G \cdot \frac{\delta S}{\delta \varphi} + \frac{1}{2} \frac{\delta S}{\delta \varphi} \cdot G \cdot \frac{\delta S}{\delta \varphi} = 0, \]  

(4.1)

where

\[ G_\mu((x - y)^2) \equiv (x + y)_\mu G((x - y)^2) \]  

(4.2)

or, equivalently but slightly more abstractly,

\[ G_\mu = \{G, X_\mu\}. \]  

(4.3)

Construction of the Legendre transform proceeds similarly to before. Considering the first term in (4.1), this can be directly re-expressed along the lines of (3.11):

\[ K^{(\delta)} \mu \varphi \cdot \frac{\delta S[\varphi]}{\delta \varphi} = -\Phi \cdot K \cdot K^{(d-\delta)} \mu K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} - \frac{\delta \Gamma}{\delta \Phi} \cdot \sigma^{-1} \cdot K^{(d-\delta)} \mu K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} \]  

(4.4)
The first term can be processed, analogously to (3.12), to give
\[
\Phi \cdot K^{(d-\delta)}_{\mu} \cdot K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} = K^{(d-\delta)}_{\mu} \Phi \cdot \frac{\delta \Gamma}{\delta \Phi} + \Phi \cdot \left( K^{(\delta)}_{\mu} K + K^{(\delta)}_{\mu} \right) \cdot K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} \tag{4.5}
\]

We may continue to closely mirror the previous analysis by exploiting the following result, utilized in [15]: if we suppose that for some \( U((x-y)^2) \) and some \( V((x-y)^2) \)
\[
D^{(\Delta)} U + U \bar{D}^{(\Delta)} = V
\tag{4.6}
\]
then this implies
\[
K^{(\Delta)}_{\mu} U + U \bar{K}^{(\Delta)}_{\mu} = \{V, X_{\mu}\}. \tag{4.7}
\]
Combining (3.13) with (4.7) gives:
\[
K^{(\delta)}_{\mu} K + K^{(\delta)}_{\mu} = \{\partial^2 G + (\eta - 2) K, X_{\mu}\}. \tag{4.8}
\]
To process this, we will use the result, for some \( U \) as above
\[
[X_{\mu}, U] = 2 \partial_{\mu} U',
\tag{4.9}
\]
where, in momentum space, \( U' = dU(p^2)/dp^2 \). Using this result, it is apparent that
\[
\{ K, X_{\mu} \} = 2X_{\mu} K - [X_{\mu}, K] = 2X_{\mu} K - \partial_{\mu} G \tag{4.10a}
\]
\[
\{ \partial^2 G, X_{\mu} \} = \partial^2 \{ G, X_{\mu} \} - [\partial^2, X_{\mu}] G = \partial^2 G_{\mu} - 2 \partial_{\mu} G \tag{4.10b}
\]
where, for \( G_{\mu} \) we recall (4.3). Therefore,
\[
\Phi \cdot K^{(\delta)}_{\mu} \cdot K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} = K^{(\delta)}_{\mu} \Phi \cdot \frac{\delta \Gamma}{\delta \Phi} - \Phi \cdot G_{\mu} \cdot G^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} + \eta \partial_{\mu} \Phi \cdot G \cdot K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi}. \tag{4.11}
\]
Now we return to (4.4) and treat the final term. Utilizing (3.15) and (4.7) gives:
\[
- \frac{\delta \Gamma}{\delta \Phi} \cdot \sigma^{-1} \cdot K^{(d-\delta)}_{\mu} K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} = - \frac{\delta \Gamma}{\delta \Phi} \cdot \sigma^{-1} \cdot K^{-1} K^{(\delta)}_{\mu} \frac{\delta \Gamma}{\delta \Phi}
\]
\[
- \frac{\delta \Gamma}{\delta \Phi} \cdot \sigma^{-1} \cdot \left( (2 - \eta) K^{-1} + K^{-1} \cdot G \cdot G^{-1}, X_{\mu} \right) \cdot \frac{\delta \Gamma}{\delta \Phi}. \tag{4.12}
\]
Expanding out the last term, we can move the \( X_{\mu} \) around with impunity: commutators with \( X_{\mu} \) give rise to \( \partial_{\mu} \) terms which here vanish due to the resulting integrands being odd. Therefore,
\[
- \frac{\delta \Gamma}{\delta \Phi} \cdot \sigma^{-1} \cdot K^{(d-\delta)}_{\mu} K^{-1} \cdot \frac{\delta \Gamma}{\delta \Phi} = \frac{1}{2} \frac{\delta \Gamma}{\delta \Phi} \cdot \left( K^{(\delta)}_{\mu} \sigma^{-1} \cdot K^{-1} + \sigma^{-1} \cdot K^{-1} K^{(\delta)}_{\mu} \right) \frac{\delta \Gamma}{\delta \Phi}
\]
\[
- \frac{\delta \Gamma}{\delta \Phi} \cdot \sigma^{-1} \cdot \left( \frac{1}{2} K^{-1} \cdot G_{\mu} \cdot K^{-1} - K^{-1} \cdot G_{\mu} \cdot G^{-1} \right) \frac{\delta \Gamma}{\delta \Phi}. \tag{4.13}
\]
where, in the final term, the freedom to move \( X_\mu \)'s around has again been exploited.

This completes the treatment of the terms arising in (4.4), with the final results given in (4.11) and (4.13). Most of these contributions cancel against the second, third and fourth terms in the special conformal partner of the ERG equation, (4.1). The final term of the latter equation can be treated using (3.21), to give the desired Legendre transform:

\[
K^{(\delta)}_\mu \Phi \cdot \frac{\delta \Gamma}{\delta \Phi} = \frac{1}{2} \text{Tr} \left[ \sigma \cdot G_\mu \cdot \sigma \cdot \left( \Gamma^{(2)} + \sigma \cdot K \right)^{-1} \right].
\]

(4.14)

As with the Legendre transform of the ERG equation, we can re-express this in terms of \( R \).

Let us start by recalling (4.3) and observing that

\[
\sigma \cdot \left\{ G, X_\mu \right\} \sigma = \left\{ \sigma \cdot G \cdot \sigma, X_\mu \right\} + \left\{ \sigma, X_\mu \right\} \cdot G \cdot \sigma - \sigma \cdot G \cdot \left\{ \sigma, X_\mu \right\}.
\]

(4.15)

Recalling (3.26), we have:

\[
K^{(\delta)}_\mu \Phi \cdot \frac{\delta \Gamma}{\delta \Phi} = \frac{1}{2} \text{Tr} \left[ \left\{ \dot{R} + \eta R, X_\mu \right\} \left( \Gamma^{(2)} + R \right)^{-1} \right].
\]

(4.16)

A similar equation, derived in a more heuristic manner, was presented in [16].

V. CONFORMAL FIXED-POINT EQUATION

The conformal fixed-point equation of [1] can be expressed as follows. First, take \( \hat{L} \) to be in the equivalence class of quasi-local objects which integrate to the Wilsonian effective action; next define

\[
D_{\alpha i} \equiv \left\{ \prod_{k=j}^{i} \partial_{\alpha k} \right\} \begin{cases} \geq j, & i \geq j, \\ 1 & i < j. \end{cases}
\]

(5.1)

Using \( \times \) to indicate that the multiplied objects are at the same point we now introduce

\[
C_L(\varphi) = \delta \varphi \times \frac{\delta S}{\delta \varphi} - d\hat{L} + \sum_{i=1}^{\infty} \left[ D_{\alpha i} \varphi \cdot \partial \right] \varphi \times \frac{\partial \hat{L}}{\partial (D_{\alpha i} \varphi)}
\]

\[
- \partial \lambda \left( \frac{1}{2} \left( \delta_{\omega \lambda} \delta_{\rho \sigma} - 2 \delta_{\omega \rho} \delta_{\sigma \lambda} \right) \sum_{i=2}^{\infty} \left[ [D_{\alpha i}] \varphi, x_\mu \partial \right] \varphi \times \frac{\partial \hat{L}}{\partial (D_{\alpha i} \varphi)} \right).
\]

(5.2)

As demonstrated in [1]—and making the coordinate dependence explicit—\( C_L(\varphi; x) \) has the following properties:

\[
\int d^4x C_L(\varphi; x) = D^{(\delta)} \varphi \cdot \frac{\delta S}{\delta \varphi}, \quad \int d^4x 2x_\mu C_L(\varphi; x) = K^{(\delta)}_\mu \varphi \cdot \frac{\delta S}{\delta \varphi}.
\]

(5.3)
With this in mind, and using the notation
\[ \{G, \mathbb{I}\} = G((y-x)^2)\delta^{(d)}(x-z) + \delta^{(d)}(y-x)G((x-z)^2), \quad (5.4) \]
the conformal fixed-point equation reads:
\[
O(\partial^2) = \mathcal{C}_L(\varphi) + \frac{1}{2}\varphi \cdot \mathcal{G}^{-1} \cdot \{G, \mathbb{I}\} \cdot \frac{\delta S}{\delta \varphi} - \frac{1}{2} \frac{\delta S}{\delta \varphi} \cdot G \times \frac{\delta S}{\delta \varphi} + \frac{1}{2} \frac{\delta S}{\delta \varphi} \cdot G \times \frac{\delta S}{\delta \varphi} \\
+ \partial_\lambda \left( \frac{\eta}{4} \partial_\lambda \varphi \cdot K^{-1} \cdot \{G, \mathbb{I}\} \cdot \frac{\delta S}{\delta \varphi} \right), \quad (5.5)
\]
with the understanding that, in \(d = 2\), the left-hand side must be expressible as \(\partial^2\)(scalar). Confirming this equation is easy and will allow us to directly write down the Legendre transform. First, consider integrating. The total derivative term vanishes and the remaining terms combine to produce the ERG equation (3.3). Secondly, multiply by \(2x_\mu\) and then integrate; this time it is straightforward to check that we generate the special conformal partner of the ERG equation, (4.1).

With this in mind, let us define \(\hat{\gamma}\) to be in the equivalence class of objects that integrate to the effective average action, \(\Gamma\). Recalling (3.22) and (4.14), it must be that
\[
O(\partial^2) = \mathcal{C}_\hat{\gamma}(\Phi) - \frac{1}{4} \text{Tr} \left[ \sigma \cdot \{G, \mathbb{I}\} \cdot \sigma \cdot (\Gamma^{(2)} + \sigma \cdot K)^{-1} \right] \quad (5.6)
\]
with the same restriction in \(d = 2\) mentioned above. To clarify the notation, we understand the coordinate shared by \(G\) and \(\mathbb{I}\) to be unintegrated, whereas all other coordinates are integrated over. Equivalently, rewriting in terms of \(R\):
\[
O(\partial^2) = \mathcal{C}_\hat{\gamma}(\Phi) - \frac{1}{4} \text{Tr} \left[ \{\hat{R} + \eta R, \mathbb{I}\} \cdot (\Gamma^{(2)} + R)^{-1} \right]. \quad (5.7)
\]

VI. CONCLUSION

Let us summarize the main results. Starting from the fixed-point version of the canonical ERG equation, (3.3), its Legendre transform was re-derived, giving (3.22). Turning to the special conformal partner of the ERG equation, (4.1), its Legendre transform was constructed yielding (4.14). Just as (3.3) and (4.1) combine to give the conformal fixed-point equation (5.5), so do (3.22) and (4.14) combine to give (5.6). The latter is brought into a more friendly form in (5.7). Structurally, (4.1) and (5.6) share a common contribution (modulo the replacement of \(\hat{L}\) by \(\hat{\gamma}\)) but the Legendre transformed version is, overall, more compact.
It might be hoped that an advantage of (5.7) compared to more standard equations for the effective average action is that conformal invariance is built in. Indeed, solutions of the ERG equation (or, equivalently, its Legendre transform) are necessarily scale invariant, but not necessarily conformally invariant. Optimistically, the additional structure present in (5.7) may allow new methods to be developed for the extraction of solutions. Quite apart from this, it should be possible to use (5.7) with conventional approximations to determine whether or not previously obtained solutions for the effective average action enjoy full conformal symmetry.
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