SOBOLEV METRICS ON SPACES OF MANIFOLD VALUED CURVES
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Abstract. We study completeness properties of reparametrization invariant Sobolev metrics of order \( n \geq 2 \) on the space of manifold valued open and closed immersed curves. In particular, for several important classes of metrics, we show that Sobolev immersions are metrically and geodesically complete (thus the geodesic equation is globally well-posed). These results were previously known only for closed curves with values in Euclidean space. For the class of constant coefficient Sobolev metrics on open curves, we show that they are metrically incomplete, and that this incompleteness only arises from curves that vanish completely (unlike “local” failures that occur in lower order metrics).
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1. Introduction and main results

1.1. Background. In recent years Riemannian geometry on the space of curves has been an area of active research. The motivation for these investigations can be found in the area of shape analysis, where the space of geometric curves plays an important role: closed planar curves are used to encode the outlines (shapes) of planar objects, and elastic (reparametrization invariant) Riemannian metrics have been successfully used to compare these objects in a variety of different applications [32, 33, 38, 39]. More recently, curves with values in a manifold have emerged as a topic of interest in shape analysis as well. Examples include the study of trajectories...
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on the earth [34, 35], of computer animations [18], or of brain connectivity
data [19]. Here the brain connectivity of a patient over time is represented
as a path in the space of positive, symmetric matrices. Motivated by these
applications several of the numerical algorithms, as originally developed for
planar curves, have been generalized to this more complicated situation.

In this article we are interested in the mathematical properties of these
Riemannian metrics and in particular in questions related to completeness
of the corresponding geodesic equations. These investigations build up on
classical questions related to diffeomorphism groups, as reparametrization
invariant metrics on spaces of immersions can be viewed as generalizations
of right-invariant metrics on diffeomorphism groups. These have been in the
focus of intense research due to their relations to many prominent PDEs via
Arnold’s approach to hydrodynamics [1, 2, 36]. Local well-posedness in this
setup was established for a wide variety of invariant metrics, typically using
an Ebin–Marsden-type analysis [20, 29, 23, 28, 7]. The focus of this article
is geodesic and metric completeness, which is well understood for strong
enough metrics in the case of diffeomorphism groups [39, 30, 29, 16, 5], but is
mostly open for spaces of immersions. For closed, regular curves with values
in Euclidean space, a series of completeness results both on the space of
parametrized and unparametrized curves has been obtained, beginning with
Bruveris, Michor and Mumford [14], see also [12, 15, 8]. The goal of this
article is to generalize these results to the case of open and closed, regular
curves with values in a Riemannian manifold. While the manifold structure
of the target space is of little relevance for the local results mentioned before,
it significantly complicates the analysis for the global results studied in the
present article. We will comment on the differences with the Euclidean
situation in Section 1.4 below; first we describe the main contributions of
the present article.

1.2. Main Result. To formulate our main result we first introduce the
manifold of regular curves and the class of Riemannian metrics that we
will consider in this article. For $n \geq 2$, we consider the space of Sobolev
immersions from a one-dimensional parameter space $D$ with values in a
complete Riemannian manifold with bounded geometry $(\mathcal{N}, g)$:

\begin{equation}
\mathcal{I}^n(D, \mathcal{N}) = \{ c \in H^n(D, \mathcal{N}) : c'(\theta) \neq 0, \ \forall \theta \in D \}.
\end{equation}

Here $D = [0, 2\pi]$ for open curves and $D = S^1$ for closed curves. The Sobolev
space $H^n(D, \mathcal{N})$ is defined in more detail in Section 2; note that $H^n(D, \mathcal{N}) \subset
C^1(D, \mathcal{N})$, hence the condition $c'(\theta) \neq 0$ is well defined. On this space we
can consider reparametrization invariant (elastic) Sobolev metrics of order
$n$. The class we focus on in this paper is given by

\begin{equation}
G_c(h, k) = \sum_{i=0}^{n} a_i(\ell_c) \int_D g(\nabla_{\partial_s}^i h, \nabla_{\partial_s}^i k) \, ds,
\end{equation}

where $a_i \in C^\infty((0, \infty), [0, \infty))$, $\nabla$ is the covariant derivative in $\mathcal{N}$, and $s = |c'|$ is the norm of $c'$ with respect to the Riemannian metric $g$. Furthermore,
$ds = |c'| \, d\theta$ is the arc length one form, $\partial_s = \frac{1}{|c'|} \partial \theta$ is the arc length vector
field along the curve, and $\ell_c = \int_D ds$ is the length of the curve. The two
most important sub-families of these type are:
(1) The constant coefficient Sobolev metrics, where $a_i(\ell_c) = C_i \geq 0$ are constants and do not depend on the length $\ell_c$;

(2) The family of scale invariant Sobolev metrics where $a_i(\ell_c) = C_i \ell_c^{2n-3}$ with $C_i \geq 0$ being again constants. In this case, when the target manifold $N$ is the Euclidean space, composition with rescaling $x \mapsto \alpha x$ of the target manifold is an isometry of $(\mathcal{I}^n(D,N), G)$, for each $\alpha > 0$.

In both cases we assume that $C_0$ and $C_n$ are strictly positive, to avoid degeneracy. The main focus of the present article lies on completeness properties of these Riemannian metrics. In a slightly simplified version our main results can be summarized as follows:

**Theorem (Main Theorem).** Let $D = [0, 2\pi]$ or $D = S^1$, and let $G$ be the scale invariant Sobolev metric $(1.2)$ of order $n \geq 2$. The following completeness properties hold:

1. $(\mathcal{I}^n(D,N), \text{dist}^G)$ is a complete metric space.
2. $(\mathcal{I}^n(D,N), G)$ is geodesically complete
3. Any two immersions in the same connected component of $(\mathcal{I}^n(D,N), G)$ can be joined by a minimizing geodesic.

For $D = S^1$ the results continue to hold for the family of constant coefficient Sobolev metrics.

Previously this result was only known for closed curves in Euclidean space (see [12] for constant coefficients and [16] for a wider class that includes scale invariant ones), and thus the results of the present article generalize these previous works in two important directions (open curves and curves with values in a manifold). In fact, we will prove these statements for a wider class of metrics, see Theorems 5.1–5.3. Note that in this infinite dimensional situation the theorem of Hopf-Rinow is not valid [3] and thus item (3) does not follow directly from the metric completeness, but has to be proven separately.

1.3. **Further contributions of the article.** In the following we describe several further key contributions of the current article:

- **Completeness in the smooth setting:** In the main theorem above, we have formulated the results only in the Sobolev category. Using an Ebin–Marsden-type no-loss-no-gain result [20], we show that geodesic completeness (i.e., global existence of geodesics) extends to the space of smooth, closed curves (Corollary 5.13). For open curves, we only obtain regularity in the interior of the curve, as explained in Section 5.6.

- **Metric incompleteness of constant coefficient metrics on open curves:** In [4] it was observed that the space of open curves, with respect to constant coefficient Sobolev metrics, is metrically incomplete; indeed, in the same paper the authors constructed a path of immersed curves, whose lengths tend to zero after finite time. In Section 6 we elaborate on this example, and show that vanishing of the entire curve is the only way a path (or a sequence) of immersed curves can leave the space of immersions $\mathcal{I}^n([0, 2\pi], N)$ in finite time
(Theorem 6.3). That is, a path cannot leave the space by some "local" failure, say, by losing the immersion property at a point (such a failure of completeness can occur in lower-order metrics, e.g., in shockwaves in the inviscid Burgers equation). We give some evidence that the completion of the space of open curves in this case is a one-point completion, where the additional point represents all the Cauchy sequences converging to vanishing length curves.

- **Existence of minimizing geodesics for constant coefficient metrics on open curves:** We show that if the distance between two open curves is lower than some explicit threshold depending only on their lengths, then they can be connected by a minimizing geodesic (Theorem 6.7). We note, however, that this threshold is not necessarily sharp; in fact, in view of the rather rigid way in which curves can leave the space, we cannot rule out that a minimizing geodesic exists between any two immersions. We also do not know whether geodesics (unlike general paths of finite length) may cease to exist after finite time, that is, we do not know if the space is geodesically incomplete (only that it is metrically incomplete). These questions will be considered in future works.

- **Local well-posedness:** Our completeness results are only valid for metrics of order \( n \geq 2 \), and it can be shown that metrics of lower order can never have these properties. Nevertheless, using an Ebin–Marsden-type approach, we show local well-posedness for all smooth metrics of the type (1.2) of order \( n \geq 1 \), see Theorem 3.8. This result was previously known for closed curves and the case of open curves requires some additional considerations for dealing with the boundary terms that appear in the geodesic equation.

- **Completeness of the intrinsic metric on \( H^n(D, N) \):** It is well known that \( H^n(D, N) \), for \( n > \dim D / 2 \), is a Hilbert manifold, and that its topology coincides with the one induced via the inclusion \( H^n(D, N) \subset H^n(D, \mathbb{R}^m) \) that is defined by a closed isometric embedding \( \iota : N \to \mathbb{R}^m \). This inclusion also induces a complete metric space structure on \( H^n(D, N) \). As part of the proof of the main theorem, we show that the natural Riemannian metric on \( H^n(D, N) \),

\[
\mathcal{H}_c(h, k) := \int_D g_c(h, k) + g_c(\nabla_{\partial_\theta} h, \nabla_{\partial_\theta} k) \, d\theta,
\]

is also metrically complete (Proposition 2.2), thus defining a complete metric space structure that is intrinsic (independent of an isometric embedding). We study these different definitions and their equivalence in Section 2.

1.4. **Main ideas in the proof and structure of the article.** The techniques used in the proof of our main theorem, Theorems 5.1–5.3, expand upon the ones used to study completeness of Euclidean curves [12]. The main difficulties arise from taking into account the more complicated structure of the space \( \mathcal{I}^n(D, N) \) and the effects of the curvature of \( N \) on various
estimates (in particular, on the behavior of some Sobolev interpolation inequalities). To give the reader a first glimpse, we will outline the strategy and main steps below.

**Local well-posedness.** As a basis to the rest of the analysis, we first study the metric $G$ (as in (1.2)) in Section 3, and prove that it is a smooth, strong metric on $T^n(D,N).$\(^1\) In this section we also give some details on the associated geodesic equation and formulate the local well-posedness result (as this theorem is not the focus of the present article, we postpone its proof to Appendix A.2).

**Metric and geodesic completeness.** The space of Sobolev immersions $I^n(D,N)$ is an open subset of $H^n(D,N)$, which is metrically complete with respect to the metric $H$, defined in (1.3); this is established in Section 2. Note that for $N = \mathbb{R}^d$ this is trivial, as $H^n(D,N)$ is a Hilbert space in this case.

Since $(H^n(D,N), \text{dist}_H)$ is a complete metric space, showing metric completeness of $(I^n(D,N), \text{dist}_G)$ can be reduced to showing that $G$ and $H$ are equivalent metrics, uniformly on every dist$^G$-ball in $I^n(D,N)$, and that the speed $|c'|$ of an immersion $c \in I^n(D,N)$ is bounded away from zero on every dist$^G$-ball. This reduction is done in detail in Section 5.1.

In order to obtain the uniform equivalence of $G$ and $H$ on metric balls, one needs to obtain bounds on the length $\ell_c$ of the curve, and on certain norms of the velocity $c'$, uniformly for all immersions $c$ in a metric ball. This is done in Section 5.2, and the proof of metric completeness is then concluded in Sections 5.3–5.4. As metric completeness implies geodesic completeness of strong Riemannian metrics also in infinite dimensions, see [24, VIII, Proposition 6.5], this also concludes the proof of geodesic completeness.

The main technical tool for establishing the bounds on $\ell_c$ and $c'$ are Sobolev interpolation inequalities on the tangent space $T_cI^n(D,N)$, with explicit dependence of the inequalities constants on the length of the base curve $c$. In the case of closed curves, there is non-trivial holonomy along the curves, hence we need to control the holonomy along a curve in terms of its length, and apply these estimates to the interpolation inequalities (this is one of the main technical differences from the Euclidean case). These are done in Section 4, though some of the geometric estimates are postponed to Appendix B.

**Existence of minimal geodesics.** To prove existence of minimal geodesics between two immersions $c_0$ and $c_1$, we consider the energy of paths $c_t : [0,1] \to T^n(D,N)$ between $c_0$ and $c_1$ (defined by the metric $G$), and use the direct methods of the calculus of variations to prove that a minimizing sequence of paths converges, in an appropriate sense, to an energy minimizer (which is, by definition, a geodesic). This is done in Section 5.5. Since this approach relies heavily on weak convergence of paths, and the weak topology is not readily available on the Hilbert manifold $I^n(D,N)$, we first

---

\(^1\) A Riemannian metric $G$ on a manifold $M$ is a section of non-degenerate bilinear forms on the tangent bundle. A strong Riemannian metric also satisfies that for each $x \in M$, the topology induced by $G_x$ on $T_xM$ coincides with the original topology (induced by the manifold structure) on $T_xM$. If dim $\mathcal{M} < \infty$, every metric is a strong one, but in infinite dimensions this is not the case.
embed it into the Hilbert space $H^n(D, \mathbb{R}^m)$ via a closed isometric embedding $\iota : \mathcal{N} \rightarrow \mathbb{R}^m$. The analysis then combines the same type of bounds that are used to prove metric completeness, with bounds that relate the metric on $H^n(D, \mathbb{R}^m)$ to the metric $G$ on $I^n(D, \mathcal{N})$ (similar bounds are also used in proving the completeness of $H^n(D, \mathcal{N})$ with respect to the $d_H$ metric in Section 2).
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2. Spaces of manifold valued functions and immersions

Let $(\mathcal{N}, g)$ be a (possibly non-compact) complete Riemannian manifold with bounded geometry, where the induced norm of the Riemannian metric will be denoted by $\| \cdot \| = \sqrt{g(\cdot, \cdot)}$. We will denote its covariant derivative by $\nabla$, or, where ambiguity might arise, by $\nabla^\mathcal{N}$. With a slight abuse of notation, we will also use it as the covariant derivative on pullbacks of $T\mathcal{N}$.

We consider the space of (closed or open) regular curves with values in $\mathcal{N}$, which we denote by

\[
\text{Imm}(D, \mathcal{N}) = \{ c \in C^\infty(D, \mathcal{N}) : c'(\theta) \neq 0, \forall \theta \in D \}.
\]

Here $D = S^1$ for closed curves and $D = [0, 2\pi]$ for open curves. This space is an infinite dimensional manifold, whose tangent space at a curve $c$ is the space of vector fields along $c$:

\[
T_c \text{Imm}(D, \mathcal{N}) = \{ h \in C^\infty(D, T\mathcal{N}) : \pi(h) = c \} ,
\]

where $\pi$ denotes the foot point projection from $T\mathcal{N}$ to $\mathcal{N}$.

To obtain the desired completeness and well-posedness results we need to consider a larger space of Sobolev immersions $\mathcal{I}^n(D, \mathcal{N}) \supset \text{Imm}(D, \mathcal{N})$, for $n \geq 2$, which we define below.

**Definition 2.1.** Let $\mathcal{N}$ be a Riemannian manifold as above, and fix a proper, smooth, isometric embedding $\iota : \mathcal{N} \rightarrow \mathbb{R}^m$, for large enough $m \in \mathbb{N}$. For $n \geq 2$, we define the Sobolev space $H^n(D, \mathcal{N})$ and the space of Sobolev immersions $\mathcal{I}^n(D, \mathcal{N})$ as follows:

1. $H^n(D, \mathcal{N})$ consists of all maps $c : D \rightarrow \mathcal{N}$ such that $\iota c \in H^n(D; \mathbb{R}^m)$.
2. $\mathcal{I}^n(D, \mathcal{N})$ consists of all $c \in H^n(D, \mathcal{N})$ such that $c'(\theta) \neq 0, \forall \theta \in D$.

With this (extrinsic) definition of $H^n(D, \mathcal{N})$, it inherits the metric structure of $H^n(D; \mathbb{R}^m)$, which we denote by $\text{dist}^{\text{ext}}$; since convergence in the space $H^n(D; \mathbb{R}^m)$ implies uniform convergence, we have that $H^n(D, \mathcal{N})$ is a closed subset of $H^n(D; \mathbb{R}^m)$, hence a complete metric space with respect to $\text{dist}^{\text{ext}}$. We are interested in characterizing $H^n(D, \mathcal{N})$ as an infinite dimensional Riemannian manifold. The main goal of this section is to prove the following:

**Proposition 2.2.** The space $H^n(D, \mathcal{N})$, $2 \leq n \in \mathbb{N}$ is a Hilbert manifold whose tangent space at $c$ is $H^n(D; c^*T\mathcal{N})$. Moreover, it is a complete metric space with respect to the distance function $\text{dist}^H$ induced by the smooth
Riemannian metric (1.3):
\[ \mathcal{H}_c(h, k) := \int_D g_c(h, k) + g_c(\nabla_{\partial_\theta} h, \nabla_{\partial_\theta} k) \, d\theta. \]

Finally, the space of Sobolev immersions \( \mathcal{I}^n(D, \mathcal{N}) \) is an open subset of \( H^n(D, \mathcal{N}) \) and in particular is a Hilbert manifold with the same tangent space.

Henceforth, we will always endow \( H^n(D, \mathcal{N}) \) with the metric \( \text{dist}^H \) (rather than \( \text{dist}^{\text{ext}} \)). Note that, in general, \( \text{dist}^H \) and \( \text{dist}^{\text{ext}} \) need not to be equivalent metrics. Note also that for \( h \in T_c \mathcal{I}^n(D, \mathcal{N}) \) there are two natural \( L^2 \) metrics: in one we integrate with respect to \( d\theta \), and in the other with respect to arc length \( ds = |c'| \, d\theta \); we denote the first one by \( L^2( d\theta) \) and the second by \( L^2(ds) \).

Proposition 2.2 holds for much more general manifold domain \( D \): namely, the Hilbert manifold structure exists whenever \( 2n > \dim D \), and the openness of \( \mathcal{I}^n(D, \mathcal{N}) \) in \( H^n(D, \mathcal{N}) \) holds whenever \( 2(n - 1) > \dim D \). These are known results and we describe their proofs below for completeness. To the best of our knowledge, the completeness of \((H^n(D, \mathcal{N}), \text{dist}^H)\) has not been considered before; we expect it to hold, again, whenever \( 2n > \dim D \), virtually with the same proof as the one below (using Hölder inequalities instead of uniform bounds).

We start by proving a technical lemma that shows the local equivalence of the \( \mathcal{H}_c \) norm and the restriction of the standard \( H^n(D; \mathbb{R}^m) \) norm. This lemma will be used both in the proof of Proposition 2.2, and also later, when we prove existence of minimizing geodesics between immersions in Section 5.5.

Lemma 2.3. Let \( \iota: \mathcal{N} \to \mathbb{R}^m \) be an isometric embedding, and let \( n \geq 2 \). Let \( K \subset \mathcal{N} \) be a compact set, and let \( c \in H^n(D, \mathcal{N}) \) be a curve whose image lies in \( K \). Let \( C > 0 \) be such that
\[ \| \nabla_{\partial_\theta} c' \|_{L^2(d\theta)} < C, \quad k = 0, \ldots, n - 1. \]

For \( h \in H^n(D; c^*TN) \), denote by \( \iota_* h \in H^n(D; \mathbb{R}^m) \) the image of \( h \) under the embedding. The extrinsic norm of \( h \) is then defined by
\[ \| h \|_{H^n(\iota)}^2 := \| \iota_* h \|^2_{H^n(D; \mathbb{R}^m)} = \int_0^{2\pi} |\iota_* h|^2 + |\partial_{\theta} \iota_* h|^2 \, d\theta, \]
where \( |\cdot| \) is the norm in \( \mathbb{R}^m \), and \( \partial_{\theta} = \nabla_{\partial_\theta} c^* \) is the standard derivative on \( \mathbb{R}^m \). Then, there exists a constant \( \beta > 0 \), depending only on \( \iota, K \) and \( C \) such that for every \( h \in H^n(D; c^*TN) \),
\[ \beta^{-1} \| h \|_{H^n(\iota)} \leq \| h \|_{\mathcal{H}_c} \leq \beta \| h \|_{H^n(\iota)}. \]

Throughout the proof we will use standard Sobolev embedding results of the space \( H^{n-1}(D, c^*TN) \); these estimates can be found in any standard book on Sobolev spaces, e.g., [25], and the adaptation from real-valued functions to vector-bundle-valued functions is straightforward using parallel transport along the curve to a single tangent space. For completion, the estimates and their reduction to the real-valued case appear in Lemma 4.1 below.
Proof. First, note that \( c' \in H^{n-1}(D, e^sTN) \), so the fact that there exists a bound on the \( L^2 \) norms of \( \nabla_k \partial_0 c' \) for \( k = 0, \ldots, n-1 \) is not an additional assumption. Also, by standard Sobolev estimates, \( H^{k-1}(D, e^sTN) \) continuously embeds into \( C^{k-2}(D, e^sTN) \), that is
\[
\| \cdot \|_{C^{k-2}(D, e^sTN)} \leq C_{k,n,\dim N} \| \cdot \|_{H^{k-1}(D, e^sTN)},
\]
where the constant \( C_{k,n,\dim N} \) depends only on \( k, n \) and the dimension of \( N \). Therefore, we have that our bounds on \( \| \nabla_k \partial_0 c' \|_{L_2(\partial \theta)} \) imply that
\[
\| \nabla_k \partial_0 c' \|_\infty < C, \quad k = 0, \ldots, n-2,
\]
by possibly enlarging the constant \( C \).

Next, note that \( \| h \|_{L^2(\partial \theta)} = \| h \|_{L^2(\partial \theta)} \), since \( h \) is an isometric embedding \( |\iota_* h| = |h| \) pointwise for every \( \theta \) (here, the \( \mathbb{R}^m \)-norm appears on the left-hand side, the \( TN \)-norm on the right-hand side).

Denote by \( \Pi \) the second fundamental form of \( N \) in \( \mathbb{R}^m \), that is, for \( v, w \in T_N N \), we have
\[
\Pi(v, w) = \nabla^C_{\partial_0} w - \nabla^C_{\partial_0} v. \label{eq:II}
\]
In a coordinate patch on a tubular neighborhood of \( N \), with coordinates \( (x_i)_{m=1}^n \) such that \( (x_i)_{m=1}^d \), where \( d = \dim N \) are coordinates on \( N \) and \( \partial x_\alpha \perp \partial x_\alpha \) for \( a = 1, \ldots, d \) and \( \alpha = d+1, \ldots, m \), we have
\[
\Pi(v, w) = \Gamma_{\alpha k}^{\alpha} \partial_0 v^k \partial_0 w^{\alpha}, \label{eq:Christoffel}
\]
where \( \Gamma_{\alpha k}^{\alpha} \) are the Christoffel symbols of \( \nabla^C_{\partial 0} \) in these coordinates. Since
\[
\nabla^C_{\partial_0} v \perp \Pi(v, w), \label{eq:orthogonality}
\]
we have
\[
|\partial_0 v_* h|^2 = |\nabla^N_{\partial_0} h|^2 + |\Pi(c', h)|^2 \leq |\nabla^N_{\partial_0} h|^2 + C^2 \| \Pi \| |h|^2 \leq |\nabla^N_{\partial_0} h|^2 + C' |h|^2, \quad \label{eq:bound1}
\]
where \( C' = C^2 \sup_{x \in K} \| \Pi \| \). Integrating, we obtain
\[
\| \nabla^N_{\partial_0} h \|_{L^2(\partial \theta)}^2 \leq |\partial_0 v_* h|_{L^2(\partial \theta)}^2 \leq |\nabla^N_{\partial_0} h|_{L^2(\partial \theta)}^2 + C'|h|_{L^2(\partial \theta)}^2 \leq \| h \|_{H^1(\partial \theta)}^2. \quad \label{eq:bound2}
\]
Here and in the following we use the notation \( \lesssim \) to indicate that there exists a constant, which does not depend on \( h \), such that the inequality holds. For the second order terms we calculate
\[
\partial^2_{\partial_0} h = \partial_0 \nabla^N_{\partial_0} h + \partial_0 (\Pi(c', h)) = (\nabla^N_{\partial_0})^2 h + \Pi(c', \nabla^N_{\partial_0} h) + \partial_0 (\Pi(c', h)), \quad \label{eq:second}
\]
Since \( \Pi \) and its derivatives are bounded on the compact set \( K \), we have
\[
|\partial^2_{\partial_0} h| \lesssim |(\nabla^N_{\partial_0})^2 h| + |c'| \| \nabla^N_{\partial_0} h \| + |\partial_0 c'| |h| + |\partial_0|^2 |h| \leq \| (\nabla^N_{\partial_0})^2 h \| + |c'| \| \nabla^N_{\partial_0} h \| + |\partial_0 c'| |h|. \quad \label{eq:bound3}
\]
where used \eqref{eq:bound1} when changing \( \partial_0 \) to \( \nabla^N_{\partial_0} \) (applied to \( c' \) and \( h \)). Since \( n \geq 2 \), we use again the Sobolev embedding \( H^{n-1}(D, e^sTN) \subset C^{n-2}(D, e^sTN) \subset C^0(D, e^sTN) \) to obtain that \( |c'| < C \) and \( \| h \|_{L^\infty} \leq C_2 \| h \|_{H^c} \) for some \( C_2 > 0 \) depending only on the dimension. We therefore have
\[
|\partial^2_{\partial_0} h| \lesssim \| (\nabla^N_{\partial_0})^2 h \| + |\nabla^N_{\partial_0} h| + |h| + \| h \|_{H^c}. \quad \label{eq:bound4}
\]
Squaring and integrating, and using that \( \| \nabla^N_{\partial_0} c' \| \leq C \), we obtain that,
\[
\| \partial^2_{\partial_0} h \|_{L^2} \lesssim \| (\nabla^N_{\partial_0})^2 h \|_{L^2} + \| \nabla^N_{\partial_0} h \|_{L^2} + \| h \|_{L^2} + \| h \|_{H^c} \lesssim \| h \|_{H^c},
\]
and therefore
\[ \| h \|_{H^2(\Omega)} \lesssim \| h \|_{\mathcal{H}_c}. \]
The converse inequality follows in a similar manner, by using (2.4), to bound 
\[ \left| (\nabla_{\partial_k}^N)^2 h \right| \] with \( |\partial_k^2 h| \) and lower order terms.

For \( n > 2 \) the proof proceeds inductively in the same way — writing \( \partial_k^2 h \) in terms of \( (\nabla_{\partial_k}^N)^2 h \) and lower order terms that involve the second fundamental form and its derivatives (as in (2.4)), and bounding the lower order terms in a similar manner. \( \square \)

Proof of Proposition 2.2. Part I: Smooth structure and topology. An alternative characterization of \( H^n(D, \mathcal{N}) \) is
\[ H^n(D, \mathcal{N}) = \left\{ c \in C(D, \mathcal{N}) : c = \exp_s(V) \right\}, \]
where \( \exp \) is the exponential map with respect to the Riemannian metric \( g \) on \( \mathcal{N} \) (see, e.g., [37, Lemma B.5]). This characterization induces a smooth structure on \( H^n(D, \mathcal{N}) \), where the charts, modeled on \( H^n(D, s^*T\mathcal{N}) \), are given by \( \exp_s \) for \( s \in C^\infty(D, \mathcal{N}) \). The tangent space at \( c \in H^n(D, s^*T\mathcal{N}) \).

Part II: Openness of \( \mathcal{T}^n(D, \mathcal{N}) \) in \( H^n(D, \mathcal{N}) \). Taking again the extrinsic point of view \( \mathcal{T}^n(D, \mathcal{N}) \) is the intersection of \( H^n(D, \mathcal{N}) \) with the set of maps \( c \in H^n(D; \mathbb{R}^m) \) such that \( c' \neq 0 \). By the Sobolev embedding \( \| c' \|_{L^\infty(D; \mathbb{R}^m)} \leq C\| c \|_{H^n(D, \mathbb{R}^m)} \), which holds since \( n \geq 2 \), it is immediate that \( c' \neq 0 \) is an open condition in \( H^n(D; \mathbb{R}^m) \), and hence \( \mathcal{T}^n(D, \mathcal{N}) \) is open in \( H^n(D, \mathcal{N}) \).

Part III: Completeness of \( (H^n(D, \mathcal{N}), \text{dist}^\mathcal{H}) \). Let \( c_j \in H^n(D, \mathcal{N}) \) be a Cauchy sequence with respect to \( \text{dist}^\mathcal{H} \). We aim to show that \( c_j \) is also a Cauchy sequence with respect to \( \text{dist}^\text{ext} \). Then, since \( (H^n(D, \mathcal{N}), \text{dist}^\text{ext}) \) is complete, we will obtain that the sequence converges to some \( c_\infty \in H^n(D, \mathcal{N}) \); since the topologies induced by \( \text{dist}^\text{ext} \) and \( \text{dist}^\mathcal{H} \) coincide, we will obtain that \( (H^n(D, \mathcal{N}), \text{dist}^\mathcal{H}) \) is complete as well.

Since \( (c_j)_{j \in \mathbb{N}} \) is a \( \text{dist}^\mathcal{H} \)-Cauchy sequence, it lies inside some \( \text{dist}^\mathcal{H} \)-ball \( B \) of radius \( r > 0 \) centered at some \( c_0 \in H^n(D, \mathcal{N}) \). By taking a slightly larger \( r \) we can also assume that for every \( j \leq k \in \mathcal{N} \) there exists a path \( c_{jk} : [0, 1] \to H^n(D, \mathcal{N}) \) connecting \( c_j \) and \( c_k \) (that is, \( c_{jk}(0) = c_j \) and \( c_{jk}(1) = c_k \)), such that \( c_{jk}(t) \in B \) for every \( t \in [0, 1] \) and \( L^\mathcal{H}(c_{jk}) < \text{dist}^\mathcal{H}(c_j, c_k) + \frac{1}{j} \), where \( L^\mathcal{H} \) is the length of \( c_{jk} \) with respect to the metric \( \mathcal{H} \).
We now show that all the curves in $B$ lie inside a compact subset of $\mathcal{N}$; moreover, we show that for some $C > 0$, all curves $c \in B$ satisfy
\[
\|\nabla_h^k c'\|_{L^2(d\theta)} < C, \quad k = 0, \ldots, n - 1.
\]
It then follows by Lemma 2.3 that there exists a constant $\beta > 0$, such that for every $c \in B$ and every $h \in H^n(D; e^*TN)$,
\[
\|\iota_* h\|_{H^n(D; \mathbb{R}^m)} \leq \beta \|h\|_{\mathcal{H}_c},
\]
where $\iota_* h \in H^n(D; \mathbb{R}^m)$ is the image of $h$ under the embedding, and where $\|\cdot\|_{H^n(D; \mathbb{R}^m)}$ is the standard norm in $H^n(D; \mathbb{R}^m)$ (see Lemma 2.3). Therefore, for every $j \leq k \in \mathbb{N}$,
\[
\text{dist}^{ext}(c_j, c_k) \leq L^{ext}(c_{jk}) \leq \beta L^H(c_{jk}) < \beta \left( \text{dist}^H(c_j, c_k) + \frac{1}{j} \right),
\]
where $L^{ext}$ is the length with respect to the external structure. Thus $(c_j)_{j \in \mathbb{N}}$ is a $\text{dist}^{ext}$-Cauchy sequence and the proof is complete.

It remains to verify the assumptions of Lemma 2.3. Let now $\bar{c} \in B = B(c_0, r)$. By definition, there exists a path $c : [0, 1] \to H^n(D, \mathcal{N})$, with $c(0) = c_0$ and $c(1) = \bar{c}$ such that $L^H(c) < r$. Now, for every $\theta_0 \in D$, we have
\[
\text{dist}_{\mathcal{N}}(c_0(\theta_0), \bar{c}(\theta_0)) \leq \int_0^1 |\partial_t c(t, \theta_0)| \, dt \leq \int_0^1 \|\partial_t c\|_{L^\infty} \leq C \int_0^1 \|\partial_t c\|_{\mathcal{H}_c} = C L^H(c) < C r,
\]
where we used the Sobolev embedding on vector bundles $H^{n-1}(D, e^*TN) \subset C^{m-2}(D, e^*TN) \subset C^0(D, e^*TN)$ as in the proof of Lemma 2.3. It follows that the images of all the curves in $B$ lie in a compact subset of $\mathcal{N}$ (namely a neighborhood of radius $Cr$ around the image of $c_0$).

Now, let $k = 0, \ldots, n - 1$, then
\[
\|\nabla_h^k c'\|_{L^2(d\theta)} = \|\nabla_h^k c_0'\|_{L^2(d\theta)} = \int_0^1 \partial_t \left( \int_D |\nabla_h^k c'|^2 \, d\theta \right)^{1/2} \, dt
\]
\[
= \int_0^1 \int_D g(\nabla_h^k c', \nabla_h^k \partial_t c') \, d\theta \left( \int_D |\nabla_h^k c'|^2 \, d\theta \right)^{1/2} \, dt
\]
\[
\leq \int_0^1 \left( \int_D |\nabla_h^k \partial_t c'|^2 \, d\theta \right)^{1/2} \, dt
\]
\[
\leq \int_0^1 \|\partial_t c\|_{\mathcal{H}_c} \, dt = L^H(c) < r,
\]
where we used again that the $L^2$ norms of $\nabla_h^k h$ for $k = 0, \ldots, n$ are controlled by $\|h\|_{\mathcal{H}_c}$ (again, we refer to Lemma 4.1 for an exact statement). The uniform bound on $\|\nabla_h^k c'\|_{L^2(d\theta)}$ immediately follows, and thus the assumptions of Lemma 2.3 are fulfilled, uniformly on $B$. \hfill \Box

3. Reparametrization invariant Sobolev metrics on spaces of curves

3.1. The metric and geodesic equation in the smooth category. As detailed in the introduction, we are interested in reparametrization invariant
Sobolev metrics on the spaces $\text{Imm}(D, N)$ and $\mathcal{I}^n(D, N)$ defined above, and, more accurately, in metrics of the type (1.2):

$$G_c(h, k) = \sum_{i=0}^{n} a_i(\ell_c) \int_D g(\nabla_{\partial_s} h, \nabla_{\partial_s} k) \, ds,$$

$$a_i \in C^\infty((0, \infty), [0, \infty)), \text{ for } i = 0, \ldots, n \text{ and } a_0, a_n > 0.$$  

We now calculate the geodesic equation associated with $G_c$ in smooth settings; in the next subsection we extend the treatment to Sobolev settings.

To derive the geodesic equation it will be more convenient to write the metric using the so-called inertia operator, i.e., use integration by parts to write $G$ as

$$G_c(h, k) = \int_D g(A_c h, k) \, ds + B_c(h, k).$$

Here

$$A_c : T_c \text{Imm}(D, N) \to T_c \text{Imm}(D, N),$$

is called the inertia operator of the metric $G$ and $B_c(h, k)$ depends solely on the boundary of $D$ and stems from the integration by parts process. Thus for closed curves the operator $B$ is not present.

**Lemma 3.1.** The inertia operator of the metric (1.2) takes the form:

$$A_c(h) = \sum_{i=0}^{n} (-1)^i a_i(\ell_c) \nabla_{\partial_s}^{2i} h,$$

For open curves, i.e. $D = [0, 2\pi]$, the boundary operator $B$ is given by:

$$B_c(h, k) = \sum_{i=1}^{n} a_i(\ell_c) \sum_{j=0}^{i-1} (-1)^{i+j-1} g(\nabla_{\partial_s}^{i+j} h, \nabla_{\partial_s}^{i+j-1} k) \bigg|_0^{2\pi}.$$

**Proof.** These formulas follow directly from the integration by parts formula

$$\int_D g(h, \nabla_{\partial_s} k) \, ds = g(h, k)|_{\partial D} - \int_D g(\nabla_{\partial_s} h, k) \, ds.$$  

Note that for closed curves we have $D = S^1$ and thus $\partial D = \emptyset$.  

Before we calculate the geodesic equation we will collect variational formulas of several quantities that appear in the metric. In the following we will denote the variation of a quantity in direction $h \in T_c \text{Imm}(D, N)$ by $D_{c,h}$.

**Lemma 3.2.** Let $c \in \text{Imm}(D, N)$ and $h \in T_c \text{Imm}(D, N)$. Then

$$D_{c,h} |c'| = g(v, \nabla_{\partial_s} h)|c'|$$  

$$D_{c,h} |ds = g(v, \nabla_{\partial_s} h) \, ds$$  

$$D_{c,h} \ell_c = \int_D g(v, \nabla_{\partial_s} h) \, ds$$

where $v = c'/|c'|$ denotes the unit length tangent vector to the curve $c$. Extending the connection, as described in [9, Section 3], we can also calculate the variation of the covariant derivative $\nabla_{\partial_s}$ applied to a tangent vector
\( k \in T_c \text{Imm}(D, \mathcal{N}): \)

\[(3.9) \quad \nabla_h \nabla_{\partial_t} k = -g(v, \nabla_{\partial_t} h) \nabla_{\partial_t} k + \nabla_{\partial_t} \nabla_h k + \mathcal{R}(v, h)k; \]

where \( \mathcal{R} \) denotes the (Riemannian) curvature of \((\mathcal{N}, g)\).

**Proof.** The first three formulas follow by straight-forward calculations, similar as for curves with values in Euclidean spaces, see, e.g., [28, 12]. For the last formula we follow the more general presentation in [9], where the variation of the Laplacian for \( D \) being a compact manifold of arbitrary dimension has been derived. Using the formula

\[(3.10) \quad \nabla_h \nabla_{\partial_t} k = \nabla_{\partial_t} \nabla_h k + \mathcal{R}(h, c')k \]

for swapping covariant derivatives, see e.g. [9, Section 3.8], we obtain

\[
\nabla_h \nabla_{\partial_t} k = D_{f, h} \left( |c'|^{-1} \right) \nabla_{\partial_t} k + |c'|^{-1} \nabla_h \nabla_{\partial_t} k
\]

\[
= -g(\nabla_{\partial_t} h, v) \nabla_{\partial_t} k + |c'|^{-1} \nabla_{\partial_t} \nabla_h k + |c'|^{-1} \mathcal{R}(h, c')k
\]

which concludes the proof since \( v = |c'|^{-1} c' \).

We are now able to calculate the geodesic equation. In the following calculation we will restrict to first order metrics, for which the exact form of the geodesic spray will be of importance in the proof of the local well-posedness result. For higher order metrics the existence and well-posedness of the geodesic equation will follow from general principles on strong metrics and we will thus not include these cumbersome calculations. The interested reader can consult the related calculations in [9], where the geodesic equations are derived for general higher order metrics (under the assumption that \( D \) has no boundary). The geodesic equation for constant coefficient metrics on closed curves in Euclidean space also appears in [14, Theorem 1.1].

**Lemma 3.3.** The geodesic equation of the first-order Sobolev-type metric, as defined in \((1.2)\) for \( n = 1 \), is given by the set of equations:

\[
\nabla_{\partial_t}(A_\ell c_\ell) = -g(v, \nabla_{\partial_t} c_\ell) A_\ell c_\ell - \frac{1}{2} \Psi_c(c_\ell, c_\ell) \nabla_{\partial_t} v - g(\nabla_{\partial_t} c_\ell, A_\ell c_\ell) v + a_1(\ell_c) \mathcal{R}(c_\ell, \nabla_{\partial_t} c_\ell) v,
\]

where the quadratic form \( \Psi_c(c_\ell, c_\ell) \) is given by

\[
\Psi_c(c_\ell, c_\ell) = a_0(\ell_c) g(c_\ell, c_\ell) + a_0'(\ell_c) \int_D g(c_\ell, c_\ell) ds
\]

\[
- a_1(\ell_c) g(\nabla_{\partial_t} c_\ell, \nabla_{\partial_t} c_\ell) + a_1'(\ell_c) \int_D g(\nabla_{\partial_t} c_\ell, \nabla_{\partial_t} c_\ell) ds
\]

For open curves, \( D = [0, 2\pi] \), we get the following boundary conditions:

\[
\left( -2 \nabla_{\partial_t} \left( a_1(\ell_c) \nabla_{\partial_t} c_\ell + \Psi_c(c_\ell, c_\ell) v \right) \right)_{\theta=0,2\pi} = 0 .
\]

The proof of this result is postponed to Appendix A.1.
3.2. The induced metric on Sobolev immersions. To obtain the desired completeness and well-posedness results we consider the extension of the metric $G$ (of order $n$) on the Banach manifolds $\mathcal{I}^q(D,N) \supset \text{Imm}(D,N)$, for $q \geq \max\{n,2\}$, as defined in Definition 2.1 above.

Our aim in the rest of the section is to show the smoothness of the metrics $G$ on $\mathcal{I}^q(D,N)$ (assuming $q \geq n$). First, we need to introduce some mixed order spaces:

**Definition 3.4.** Let $q \geq 2$ and $q \geq k \geq 0$. We define the function space:

$$H^k_\mathcal{I}^q(D,TN) = \left\{ h \in H^k(D,TN) : \pi \circ h \in \mathcal{I}^q(D,N) \right\}.$$ 

We have the following result concerning their manifold structure and the operator $\nabla_{\partial_s}$:

**Lemma 3.5.** The spaces $H^k_\mathcal{I}^q(D,TN)$ are smooth Hilbert manifolds for any $q \geq 2$ and $q \geq k \geq 0$. The mapping

$$(3.11) \quad \nabla_{\partial_s} : H^k_\mathcal{I}^q(D,TN) \to H^{k-1}_\mathcal{I}^q(D,TN)$$

is a bounded linear mapping for $1 \leq k \leq q$.

**Proof.** The first part of this result can be found in [10, Theorem 2.4], while the second part follows directly from the definition of the space $H^k_\mathcal{I}^q(D,TN)$.

Note that $H^{k}_\mathcal{I}^q(D,TN) = T\mathcal{I}^q(D,N)$. If $k < q$ then $H^{k}_\mathcal{I}^q(D,TN)$ is the robust fiber completion of the weak Riemannian manifold $(\mathcal{I}^q(D,TN), G^k)$ with the Sobolev metric $G^k$ from (1.2) in the sense described in [26]. These spaces will appear, when we repeatedly apply $\nabla_{\partial_s}$ to a vector field $h$ along an $H^n$-immersion ($\nabla_{\partial_s}$ will reduce the order of the vector field, but not of its foot point). To show the smoothness of the metric we need the following result:

**Lemma 3.6.** Let $q \geq 2$. Then the mapping

$$(3.12) \quad H^{k+1}_\mathcal{I}^q(D,TN) \to H^k_\mathcal{I}^q(D,TN)$$

$$(3.13) \quad h \mapsto \nabla_{\partial_s}h = \frac{1}{|\pi(h)|} \nabla_{\partial_\theta}h$$

is smooth for any $k \geq 0$.

**Proof.** The mapping

$$(3.14) \quad H^{k+1}_\mathcal{I}^q(D,TN) \to H^k_\mathcal{I}^q(D,TN)$$

$$(3.15) \quad h \mapsto \nabla_{\partial_s}h$$

is smooth by Lemma 3.5. By the module properties of Sobolev spaces, multiplication $H^q(D,\mathbb{R}) \times H^{k+1}_\mathcal{I}^q(D,TN) \to H^k_\mathcal{I}^q(D,TN)$ is smooth for $q \geq 2$ and $k \geq 0$. Thus the result follows since $|\pi(h)| \in H^q(D,\mathbb{R})$.

Using this lemma we immediately obtain the smoothness of the metric:

**Theorem 3.7.** Let $q \geq 2$. Consider the Sobolev metric $G$ on $\text{Imm}(D,N)$ of order $n \leq q$ of the form (1.2). Then $G$ extends to a smooth Riemannian metric on $\mathcal{I}^q(D,N)$. For $q = n$ the metric $G$ is a strong Riemannian metric on $\mathcal{I}^n(D,N)$. 

Proof. Iterating Lemma 3.6 we have that
\[ \nabla_{\partial_s} : TT^q(D,N) = H^q_{I^q}(D,TN) \to H^{q-i}_{I^q}(D,TN) \subset L^2_{I^q}(D,TN) \]
is smooth for \( 0 \leq i \leq n \). Thus the mapping
\[ TT^q(D,N) \times_{I^q} TT^q(D,N) \to L^1(D,\mathbb{R}) \]
\[ (h,k) \mapsto g_c(\nabla_{\partial_s} h, \nabla_{\partial_s} k) \mid c \]
is smooth as well. Here we used again the module properties of Sobolev spaces. It remains to show the smoothness of \( c \mapsto \ell_c \). Therefore we use the fact that
\[ L^1(D,\mathbb{R}) \to \mathbb{R} \]
\[ f \mapsto \int f \, d\theta \]
is a bounded linear operator, hence it immediately follows that the length function \( c \mapsto \ell_c = \int |c'| \, d\theta \) is smooth. For \( n \geq 2 \) the metric \( G \) is a strong Riemannian metric on \( I^n(D,N) \) since for each \( c \in I^n(D,N) \) the inner product \( G_c(h,k) \) describes the Hilbert space structure on \( T_c I^n(D,N) \). This is best seen in a local chart, whose base is, by definition, around a smooth \( c \), otherwise one has to deal with \( \Gamma_H^n(c^*TN) \) for \( c \) a Sobolev \( H^n \)-immersion).

\[ \square \]

3.3. Local well-posedness of the geodesic equation. The local well-posedness results as summarized in the following theorem are based on the seminal method of Ebin and Marsden [20]. They are known in the case of closed curves, see [10, 28, 6], but to the best of our knowledge they are new for the case of open curves. However, as local well-posedness is not the focus of the current article, we postpone the proof of this result to Appendix A.2.

Theorem 3.8. Let \( D = [0,2\pi] \) or \( D = S^1 \). Let \( G \) be a Sobolev metric of order \( n \geq 1 \) of the form (1.2) on \( I^q(D,N) \), with either \( q \geq 2n \) or \( q = n \geq 2 \). We have:

(1) The initial value problem for the geodesic equation has unique local solutions in the Banach manifold \( I^q(D,N) \). The solutions depend smoothly on \( t \) and on the initial conditions \( c(0,\cdot) \) and \( c_t(0,\cdot) \). Moreover, the Riemannian exponential mapping \( \exp \) exists and is smooth on a neighborhood of the zero section of the tangent bundle, and \( (\pi, \exp) \) is a diffeomorphism from a (possibly smaller) neighborhood of the zero section of \( TT^q(D,N) \) to a neighborhood of the diagonal in \( I^q(D,N) \times I^q(D,N) \).

(2) The results of part 1 (local well-posedness of the geodesic equation and properties of the exponential map) continue to hold on \( I^q(D,N) \cap C^\infty(D^o,N) \), where \( D^o \) is the interior of \( D \).

Note that for \( D = S^1 \) we have \( \text{Imm}(S^1,N) = I^q(S^1,N) \cap C^\infty(S^1,N) \), i.e., the local well-posedness continues to hold in the smooth category.
4. Estimates

In this section we prove some interpolation inequalities for Sobolev sections of the tangent bundle, that will be needed for proving metric completeness of $(T^n(D,N),G)$ in various cases. For vector-space-valued functions, these inequalities are rather simple adaptations of standard inequalities; this is the case when $N = \mathbb{R}^d$, as sections of $c^*T\mathbb{R}^d$ can be regarded as vector-space-valued functions (see [14, Lemmas 2.14–2.15], [12, Lemma 2.4] for the case $D = S^1$).

For a general target manifold, two things change: first, instead of working with a section $h \in H^k(D, c^*T\mathbb{N})$ directly, we need to parallel transport $h$ to a single base point, that is, to work with

$$H(\theta) = \Pi^\theta_{\theta_0} h(\theta) \in H^k(D, T_{c(\theta_0)}N) \simeq H^k(D, \mathbb{R}^{\dim N}),$$

where $\theta_0 \in D$ is a base point, and $\Pi^\theta_{\theta_0}$ is the parallel transport, in $N$, from $T_{c(\theta_0)}N$ to $T_{c(\theta_0)}N$, along $c$. The reason for using $H$ is that it is a vector-space-valued function, and so we can take regular derivatives of $H$ and use the fundamental theorem of calculus. The derivatives of $H$ relate to covariant derivatives of $h$ via

$$H'(\theta) = \frac{d}{d\theta}\Pi^\theta_{\theta_0} h(\theta) = \Pi^\theta_{\theta_0} \nabla_{\partial_\theta} h(\theta).$$

See, e.g., [17, Chapter 2, exercise 2]. Note that, since the parallel transport operator is an isometry, we have $|H(\theta)| = |h(\theta)|$, $|H'(\theta)| = |\nabla_{\partial_\theta} h(\theta)|$, and so on for higher order derivatives.

The second difference from the Euclidean case arises when $D = S^1$. In the Euclidean case we obtain inequalities for periodic functions, that are generally better than the ones for general functions (and this fact is essential for completeness of constant coefficients metrics). However, when $N \neq \mathbb{R}^d$, even though $h(0) = h(2\pi)$, it is not true that $H(0) = H(2\pi)$, because the holonomy along the curve $c$ is in general non-trivial (that is, $\Pi^0_{2\pi} \neq \text{id}_{T_{c(0)}N}$). Therefore, we need to bound the amount by which $H$ fails to be periodic, and to prove estimates for such “almost periodic” functions.

We now state the estimates; first the inequalities that hold for both $D = S^1$ or $D = [0, 2\pi]$, and then inequalities that hold only in the periodic case. As the proof of the periodic case is long and somewhat different from the rest of the analysis in this paper, we postpone it to Appendix B. This is done solely for the sake of readability — these estimates are at the core of proving the metric completeness of $(T^n(S^1;N);G)$ for $G$ with constant coefficients, and are one of the main differences between the analysis of manifold-valued curves and of $\mathbb{R}^d$-valued curves.

**Lemma 4.1** (General estimates). If $n \geq 2$, $c \in T^n(D,N)$ and $h \in H^n(D, c^*T\mathbb{N})$, then for $0 \leq k < n$, there exists $C = C(k, n, \dim N) > 0$ such that

$$a^{2k} \| \nabla_{\partial_\theta}^k h \|^2_{L^2(ds)} \leq C \left( \| h \|^2_{L^2(ds)} + a^{2n} \| \nabla_{\partial_\theta}^n h \|^2_{L^2(ds)} \right),$$

and

$$a^{2k} \| \nabla_{\partial_\theta}^k h \|^2_{L^\infty} \leq C \left( a^{-1} \| h \|^2_{L^2(ds)} + a^{2n-1} \| \nabla_{\partial_\theta}^n h \|^2_{L^2(ds)} \right),$$

with $a > 1$.
for every $a \in (0, \ell_c]$. The same holds when we replace $\nabla_{\partial_a}$ with $\nabla_{\partial_b}$ and $ds$ with $d\theta$, with $a \in (0, 2\pi]$.

**Proof.** Since all the norms involved (in the $ds$ case) are reparametrization-invariant, we can assume that $c$ is arc-length parametrized. In this case, we have $\nabla_{\partial_a} = \nabla_{\partial_b}$, $ds = d\theta$, where $\theta \in [0, \ell_c]$, and in the case $D = S^1$, we identify the points $\theta = 0$ and $\theta = \ell_c$. Define

$$H : [0, \ell_c] \to T_{c(0)} N \equiv \mathbb{R}^{\dim N}, \quad H(\theta) = \Pi^0_0 h(\theta).$$

From (4.1) we have

$$|\nabla_{\partial_a}^k h(\theta)| = |\Pi^0_0 \nabla_{\partial_a}^k h(\theta)| = \left| \frac{d^k}{d\theta^k} H(\theta) \right|.$$

In order to prove (4.2), we therefore need to prove that

$$a^{2k} \int_0^{\ell_c} |\partial_{\theta}^k H|^2 \, d\theta \leq C \left( \int_0^{\ell_c} |H|^2 \, d\theta + a^{2n} \int_0^{\ell_c} |\partial_{\theta}^n H|^2 \, d\theta \right),$$

for every $a \in (0, \ell_c]$, and similarly for (4.3). Since $H$ is valued in $\mathbb{R}^{\dim N}$, this is a standard Sobolev inequality, see, e.g., [25, Theorem 7.40].

The $d\theta$ case is similar, but simpler (no need to reparametrize $c$ first). □

**Lemma 4.2 (Estimates for $S^1$).** If $n \geq 2$, $c \in T^n(S^1, N)$ and $h \in H^n(S^1, c^*T(N))$, then for $0 < k < n$, there exists $C > 0$, depending on $k, n, \dim N$, the injectivity radius and the upper and lower bounds on the sectional curvature of $N$, such that

$$\|\nabla_{\partial_a}^k h\|_{L^2(ds)}^2 \leq C \min \{1, \ell_c^2\} \left( \|h\|_{L^2(ds)}^2 + \|\nabla_{\partial_a} h\|_{L^2(ds)}^2 \right).$$

**Proof.** See Appendix B. □

**Remark 4.3.** It is interesting to compare inequality (4.4) to the equivalent one in the Euclidean settings [14, Lemma 2.14], that is, when $N = \mathbb{R}^d$. There we have

$$\|\nabla_{\partial_a} h\|_{L^2(ds)}^2 \leq \frac{\ell_c^2}{4} \|\nabla_{\partial_a} h\|_{L^2(ds)}^2,$$

from which higher order inequalities readily follow. The zeroth order term that appears in the right-hand side of (4.4) is a curvature term, and, as the proof in Appendix B shows, arise from the non-trivial holonomy along the closed curve $c$.

### 5. Metric and Geodesic Completeness

We now want to prove the main result of this article, i.e., extend the completeness results, obtained for planar curves, to the situation studied in this article. The exact statement of the main results is now detailed in Theorems 5.1–5.3 below (the main result as presented in the introduction is a slightly simplified form of them).

**Theorem 5.1.** Let $n \geq 2$, let $D = [0, 2\pi]$ or $D = S^1$, and let $G$ be a smooth Riemannian metric on $T^n(D, N)$. Assume that for every metric ball $B(c_0, r) \in T^n(D, N)$, $\text{dist}(G)$, there exists a constant $C = C(c_0, r) > 0$, such that for any $c \in B(c_0, r)$ and $h \in T_c T^n(D, N)$ we have

$$\|h\|_{G_c} \geq C \ell_c^{-1/2} \|\nabla_{\partial_a} h\|_{L^2(ds)}.$$
(5.2) \[ \| h \|_{G_c} \geq C \| \nabla^k h \|_{L^\infty} \quad k = 0, \ldots, n - 1, \]
(5.3) \[ \| h \|_{G_c} \geq C \| \nabla^n h \|_{L^2(ds)}. \]

Then \( G \) is a strong metric, and we have:

1. \( (\mathcal{I}^n(D,N), \text{dist}^G) \) is a complete metric space.
2. \( (\mathcal{I}^n(D,N), G) \) is geodesically complete

For Sobolev metrics of the type (1.2) we also obtain geodesic convexity:

**Theorem 5.2.** Let \( D = [0, 2\pi] \) or \( D = S^1 \), and let \( G \) be a smooth Sobolev metric of the type (1.2) on \( \mathcal{I}^n(D,N) \), that satisfies assumptions (5.1)–(5.3). Then any two immersions in the same connected component can be joined by a minimizing geodesic.

The reason that in Theorem 5.2 we further assume, unlike in Theorem 5.1, that \( G \) is of the type (1.2) is merely a technical one; both theorems are first proved for metrics of this type, and in Theorem 5.1 the extension to the general case is immediate. Theorem 5.2, with the same method of proof, definitely holds for metrics that are not of type (1.2), but this needs to be checked on a case-by-case basis, and thus we present this theorem only for this type of metrics. The assumptions (5.1)–(5.3) are satisfied in the following cases:

**Theorem 5.3.** Let \( D = [0, 2\pi] \) or \( D = S^1 \), and let \( G \) be a Sobolev metric of order \( n \geq 2 \) of the type (1.2) on \( \mathcal{I}^n(D,N) \). Assume that one of the following holds:

1. **Length weighted case:** There exists \( \alpha > 0 \) such that either \( a_1(x) \geq \alpha x^{-1} \) or both \( a_0(x) \geq \alpha x^{-3} \) and \( a_k(x) \geq \alpha x^{2k-3} \) for some \( k > 1 \).
2. **Constant coefficient case:** \( D = S^1 \) and both \( a_0 \) and \( a_n \) are positive constants.

Then assumptions (5.1)–(5.3) hold, and the completeness results of Theorem 5.1 hold for \( (\mathcal{I}^n(D,N), G) \).

**Remark 5.4.** Note that the family of scale-invariant Sobolev metric, as introduced in Section 1.2, satisfies conditions (1) of Theorem 5.3. In the article [16], where the authors study completeness properties for length weighted metrics on curves with values in Euclidean space, more general conditions on the coefficient functions that still ensure completeness have been derived. While such an analysis should be also possible in our situation, the resulting conditions would be much more complicated. The reason for this essentially lies in the fact that the manifold valued Sobolev estimates are more complicated (and involve lower-order terms), compared to the \( \mathbb{R}^d \)-valued one, as described in Remark 4.3. Thus, for the sake of clarity, we discuss here only conditions of the type (1).

The remaining part of this section will contain the proof of these theorems. To prove Theorem 5.1 we will first show the metric completeness, which then implies the geodesic completeness, see [24, VIII, Proposition 6.5]. Since the theorem of Hopf-Rinow is not valid in infinite dimensions\(^2\) we cannot

\(^2\)Atkin constructed in [3] an example of a geodesically complete Riemannian manifold where the exponential map is not surjective, see also [21].
5.1. Reduction from metric completeness to equivalence of strong Riemannian metrics. In this section we reduce the question of metric completeness \((\mathcal{I}^n(D,N), \text{dist}^G)\) to a question on uniform equivalence of the Riemannian metrics \(G\) and \(\mathcal{H}\) on metric balls. This is done in two steps.

First reduction — distance equivalence on balls. The space \(\mathcal{I}^n(D,N)\) is an open subset of \(H^n(D,N)\) (see Proposition 2.2). In addition to the metric \(\text{dist}^G\) induced by \(G\), it therefore inherits also the distance function \(\text{dist}^\mathcal{H}\) induced from \(H^n(D,N)\). In general, \(\text{dist}^G\) and \(\text{dist}^\mathcal{H}\) are not equivalent.\(^3\) However, we do have the following:

**Proposition 5.5.** Assume that \(G\) is a strong Riemannian metric on \(\mathcal{I}^n(D,N)\) and that the following holds:

1. For every metric ball \(B(c_0,r) \subset (\mathcal{I}^n(D,N), \text{dist}^G)\), there exists a constant \(C > 0\) such that \(\text{dist}^\mathcal{H} \leq C \text{dist}^G\) on \(B(c_0,r)\).
2. For every metric ball \(B(c_0,r) \subset (\mathcal{I}^n(D,N), \text{dist}^G)\), \(\|\partial c_r\|_{L^\infty}\) is bounded.

Then \((\mathcal{I}^n(D,N), \text{dist}^G)\) is metrically complete.

**Proof.** The proof below is similar to the proof of [12, Theorem 4.3]. For the convenience of the reader we repeat the arguments here. Given a Cauchy sequence \((c_n)\) in \((\mathcal{I}^n(D,N), \text{dist}^G)\), the sequence remains in a bounded metric ball in \((\mathcal{I}^n(D,N), \text{dist}^G)\), hence by (1) the sequence is also a Cauchy sequence in \(H^n(D,N)\), hence \(c_n \to c \in H^n(D,N)\) (modulo a subsequence). Moreover, since the sequence \(c_n\) lies in a metric ball, \(\|\partial c_r\|_{L^\infty}\) is bounded for all \(n\) by (2), and since \(H^n\)-convergence implies \(C^1\)-convergence, we obtain that \(\|\partial c\|_{L^\infty}\) is bounded, and thus \(c \in \mathcal{I}^n(D,N)\). Since both \(\mathcal{H}\) and \(G\) are strong metrics on \(\mathcal{I}^n(D,N)\), they induce the same topology (the manifold topology) [24, VII, Proposition 6.1], and thus \(\text{dist}^\mathcal{H}(c_n, c) \to 0\) implies that \(\text{dist}^G(c_n, c) \to 0\), hence \((\mathcal{I}^n(D,N), \text{dist}^G)\) is metrically complete. \(\square\)

Second reduction — metric equivalence implies distance equivalence.

Next, we show that distance-equivalence on metric balls follows from metric-equivalence on metric balls. The following proposition is the content of Proposition 3.5 and Remark 3.6 in [12], adapted to our setting.

**Proposition 5.6.** Assume that for each metric ball
\[
B(c_0, r) \subset (\mathcal{I}^n(D,N), \text{dist}^G),
\]

\(^3\)This follows by the fact that \(\mathcal{H}\) and \(G\) are no equivalent: For \(G\) of the type \((1.2)\), the highest order derivative it involves is \(\nabla^2_{\partial c_r}\), which equals to \(\|\partial c\|_{L^\infty}\nabla^2_{\partial c_r}\) plus lower order terms. The highest order derivative in \(\mathcal{H}\) is, on the other hand, \(\nabla^2_{\partial c}\). In particular, if we take a curve \(c\) on which \(\|\partial c\|\) is very close to being zero in some interval, it follows that \(\mathcal{H}_c\) and \(G_c\) have extremely large ratio.
there exists $C = C(c_0, r) > 0$ such that for every $c \in B(c_0, r)$ and $h \in H^n(D; e^sTN)$, we have
\begin{equation}
\|h\|_{\mathcal{H}_c} \leq C\|h\|_{G_c}.
\end{equation}
Then, property (1) in Proposition 5.5 holds.

Proof. The following proof is an adaptation of the proof of [12, Lemma 4.2]. Let $c_1, c_2 \in B(c_0, r)$ and $\epsilon > 0$, and let $\gamma$ be a piecewise smooth curve between $c_1$ and $c_2$ with $L^G(\gamma) \leq \text{dist}^G(c_1, c_2) + \epsilon$. Since $\text{dist}^G(c_1, c_2) < 2r$, by the triangle inequality, we have that $\gamma \subset B(c_0, 3r)$. We then have, using assumption (5.4) for $B(c_0, 3r)$, that
\[\text{dist}^H(c_1, c_2) \leq L^H(\gamma) \leq CL^G(\gamma) \leq C(\text{dist}^G(c_1, c_2) + \epsilon).\]
Since $\epsilon$ is arbitrary, completes the proof.

5.2. Estimates on $\ell_c$ and $|c'|$ in metric balls. In this section we bound various quantities that depend on the curve $c$ uniformly on metric balls in $T^n(D, \mathcal{N})$. These will enable us to prove the assumption of Proposition 5.6, as well as assumption (2) of Proposition 5.5.

To this end, we will repeatedly use the following result (see [12, Lemma 3.2] for a proof\footnote{In fact, for the case in which $C$ is independent of the metric ball, the statement in [12, Lemma 3.2] is inaccurate; the statement of Lemma 5.7 is the corrected one, and the proof follows exactly as in [12, Lemma 3.2], by checking carefully which constants appear when using Gronwall’s inequality [12, Corollary 2.7].}):

**Lemma 5.7.** Let $(\mathcal{M}, g)$ be a Riemannian manifold, possibly of infinite dimension, and let $F$ be a normed space. Let $f : \mathcal{M} \to F$ be a $C^1$-function, such that for each metric ball $B(y, r)$ in $\mathcal{M}$ there exists a constant $C$, such that
\[\|T_x f.v\|_F \leq C(1 + \|f(x)\|_F)\|v\|_x \quad \text{for all } x \in B(y, r), v \in T_x \mathcal{M}.
\]
Then $f$ is Lipschitz continuous on every metric ball, and in particular bounded on every metric ball. Moreover, if the constant $C$ is independent of the metric ball $B(y, r)$, then the Lipschitz constant in $B(y, r)$ can be bounded by a function $L : [0, \infty)^3 \to (0, \infty)$, increasing in all variables, as follows:
\[\|f(x_1) - f(x_2)\|_F \leq L(C, \|f(y)\|_F, r) \text{dist}(x_1, x_2) \quad \text{for every } x_1, x_2 \in B(y, r).\]
In particular the Lipschitz constant in $B(y, r)$ depends on $y$ only through $\|f(y)\|_F$.

**Remark 5.8.** Tracking the constants in Lemma 5.7 carefully, one can obtain the bound
\begin{equation}
L(C, t, r) = C^2(1 + r)(1 + 2r)e^{2Cr}(1 + t).
\end{equation}
Note that this is not sharp, it is simply what is obtained by the method of the proof (using Gronwall’s inequality).

**Lemma 5.9** (Bounds on length). Assume that assumption (5.1) holds. Then the length function $c \mapsto \ell_c$ is bounded from above and away from zero on every metric ball.
Proof. From (3.8) we have that
\[
|D_{c,h} \ell_c| \leq \int_D |g(v, \nabla \partial_s h)| \, ds \leq \ell_c^{1/2} \left( \int_D |g(v, \nabla \partial_s h)|^2 \, ds \right)^{1/2} \leq \ell_c^{1/2} \|\nabla \partial_s h\|_{L^2(ds)}.
\]
Therefore, under the assumption (5.1), we have
\[
|D_{c,h} \ell_c| \lesssim h\|G_c\|
\]
and we obtain from Lemma 5.7 that \( c \mapsto \ell_c \) is bounded on every metric ball.

Similarly, for the map \( c \mapsto \ell_c^{-1} \), we have, under the assumption (5.1), that
\[
|D_{c,h} \ell_c^{-1}| = \ell_c^{-2} |D_{c,h} \ell_c| \leq \ell_c^{-3/2} \|\nabla \partial_s h\|_{L^2(ds)} \lesssim \ell_c^{-1} \|h\|_{G_c},
\]
which concludes the proof using again Lemma 5.7.

Lemma 5.10 (Bounds on speed). Assume that assumption (5.2) holds for \( k = 1 \). Then, there exists a constant \( \alpha = \alpha(c_0, r) > 0 \) such that
\[
\alpha^{-1} \leq |c'(\theta)| \leq \alpha
\]
for every \( c \in B(c_0, r) \) and \( \theta \in D \).

Proof. Consider the function
\[
\log |c'| : (T^n(D, \mathcal{N}), G) \to L^\infty(D; \mathbb{R}).
\]
By (3.6) and assumption (5.2) we have
\[
\|D_{c,h} \log |c'|\|_{L^\infty} \leq \|g(v, \nabla \partial_s h)\|_{L^\infty} \leq \|\nabla \partial_s h\|_{L^\infty} \lesssim h\|G_c\|.
\]
By Lemma 5.7 we thus have that \( \log |c'| \) is bounded on metric balls, from which the claim follows.

Lemma 5.11. Assume that assumption (5.2) holds for \( k = 0 \). Then the image in \( \mathcal{N} \) of every metric ball \( B(c_0, r) \) is bounded. That is, there exists \( R = R(c_0, r) > 0 \) such that for every \( c \in B(c_0, r) \) and every \( \theta \in D \),
\[
\text{dist}_\mathcal{N}(c(\theta), c_0(0)) < R.
\]

Proof. Let \( c \in B(c_0, r) \), and let \( c(t, \theta) : [0, 1] \to B(c_0, r) \) be a path from \( c_0 = c(0, \cdot) \) to \( c = c(1, \cdot) \), whose length is smaller than \( r \). Using (5.2), we have
\[
\text{dist}_\mathcal{N}(c(\theta), c_0(0)) \leq \int_0^1 |\partial_t c(t, \theta)| \, dt \leq C \int_0^1 \|\partial_t c(t, \theta)\|_{G_c} \, dt < Cr.
\]
This completes the proof, as the length of \( c_0 \) is finite.

Lemma 5.12. Assume that assumptions (5.1)–(5.3) hold. Then the following quantities are bounded on every metric ball
\[
\|\nabla^k \partial_s |c'|\|_{L^\infty} \quad k = 0, \ldots, n - 2,
\]
\[
\|\nabla^k \partial_s |c'|\|_{L^2} \quad k = 0, \ldots, n - 1,
\]
where \( L^2 \) is with respect to either \( ds \) or \( d\theta \).
Proof. The proof of this is result follows by an induction on \( k \) using iteratively Lemma 5.9 and 5.10. It is mainly an adaptation of Lemma 3.3 and Proposition 3.4 in [12], though the calculations in our situation are more involved due to the appearance of curvature terms of the manifold \( \mathcal{N} \). To keep the presentation simple we postpone it to the Appendix C.

5.3. \textbf{Proof of Theorem 5.1: metric and geodesic completeness.} We are now able to prove Theorem 5.1, that is, that \( (\mathcal{T}^n(D, \mathcal{N}), G) \) is metrically and geodesically complete. We first prove it for a metric \( G \) of the type \((1.2)\) of order \( n \) that satisfies assumption \((5.1)-(5.3)\). Afterwards the assumption that \( G \) is of the type \((1.2)\) will be removed.

In particular, \( G \) satisfies \((5.2)\), and therefore Lemma 5.10 implies that assumption \((2)\) in Proposition 5.5 holds. Therefore, in order to prove that \( (\mathcal{T}^n(D, \mathcal{N}), \text{dist}^G) \) is metrically complete, we need to show that \( G \) is a strong metric, and prove property \((1)\), which by Proposition 5.6 follows from \((5.4)\). In fact, we will show a stronger result and prove that \( G \) and \( \mathcal{H} \) are equivalent uniformly on metric balls. This will also imply that \( G \) is a strong metric.

From Lemma 4.1, we have

\[
\sum_{i=0}^{n} \|\nabla^i_{\partial_h} h\|_{L^2(\partial \theta)}^2 \leq C\|h\|_{\mathcal{H}}^2
\]

for some universal constant \( C > 0 \). Similarly, we have

\[
\|\nabla_{\partial_h} h\|_{L^\infty} \leq C'\|h\|_{\mathcal{H}}^2
\]

for some universal constant \( C' > 0 \).

From the definition of \( \nabla_{\partial_h} \), we have, by using the Leibniz rule,

\[
\nabla^k_{\partial_h} h = \frac{1}{|c'|^k} \nabla^k_{\partial_h} h + \sum_{i=1}^{k-1} P_{i,k} \nabla^i_{\partial_h} h,
\]

where \( P_{i,k} \) are polynomials in \(|c'|, \nabla_{\partial_h}|c'|, \ldots, \nabla^{k-i}_{\partial_h}|c'| \) and \(|c'|^{-1}, \ldots, |c'|^{-k}\)

which are linear in \( \nabla^{k-i}_{\partial_h}|c'| \). Similarly,

\[
\nabla^k_{\partial_h} h = |c'|^k \nabla^k_{\partial_h} h + \sum_{i=1}^{k-1} Q_{i,k} \nabla^i_{\partial_h} h,
\]

where \( Q_{i,k} \) is a polynomial in the variables \(|c'|, \nabla_{\partial_h}|c'|, \ldots, \nabla^{k-i}_{\partial_h}|c'| \) and the variables \(|c'|, \ldots, |c'|^{k-1}\)

which are linear in \( \nabla^{k-i}_{\partial_h}|c'| \). Using Lemma 5.10 and Lemma 5.12, we therefore have that for \( k < n \), \( P_{i,k} \) and \( Q_{i,k} \) are uniformly bounded on any metric ball, and so are \(|c'|^{\pm 1}\), hence

\[
\|\nabla^k_{\partial_h} h\|_{L^2(\partial \theta)} \lesssim \sum_{i=1}^{k} |\nabla^i_{\partial_h} h|, \quad |\nabla^k_{\partial_h} h| \lesssim \sum_{i=1}^{k} |\nabla^i_{\partial_h} h|,
\]

uniformly on every metric ball. The bound on \(|c'|^{\pm 1}\) also implies that integration with respect to \( ds \) or \( d\theta \) are equivalent, hence

\[
\|\nabla^k_{\partial_h} h\|_{L^2(ds)} \lesssim \sum_{i=1}^{k} \|\nabla^i_{\partial_h} h\|_{L^2(\partial \theta)}, \quad \|\nabla^k_{\partial_h} h\|_{L^2(ds)} \lesssim \sum_{i=1}^{k} \|\nabla^i_{\partial_h} h\|_{L^2(\partial \theta)},
\]
uniformly on every metric ball.

For \( k = n \), we have, uniformly on every metric ball,

\[
|\nabla^n_{\partial_s} h| \lesssim |\nabla^{n-1}_{\partial_s} c'| |\nabla_{\partial_s} h| + \sum_{i=2}^{n} |\nabla^n_{\partial_s} h|
\]

and

\[
|\nabla^n_{\partial_s} h| \lesssim |\nabla^{n-1}_{\partial_s} c'| |\nabla_{\partial_s} h| + \sum_{i=2}^{n} |\nabla^n_{\partial_s} h|,
\]

and therefore, invoking Lemma 5.12 again and using (5.8), we have,

\[
\|\nabla^n_{\partial_s} h\|_{L^2(ds)} \lesssim \|\nabla_{\partial_s} h\|_{L^\infty} + \sum_{i=2}^{n} \|\nabla^n_{\partial_s} h\|_{L^2(ds)} \lesssim C\|h\|_H
\]

and, using (5.2) again,

\[
\|\nabla^n_{\partial_s} h\|_{L^2(ds)} \lesssim \|\nabla_{\partial_s} h\|_{L^\infty} + \sum_{i=2}^{n} \|\nabla^i_{\partial_s} h\|_{L^2(ds)} \lesssim \|h\|_{G_c} + \sum_{i=2}^{n} \|\nabla^i_{\partial_s} h\|_{L^2(ds)}.
\]

Since (5.1) holds, we have by Lemma 5.9 that \( \ell_c \) is uniformly bounded from above and below on metric balls, hence all the coefficient functions \( a_i(\ell_c) \geq 0 \) are bounded from above on metric balls, and \( a_0, a_n \) are also bounded away from zero. We therefore have that, on each metric ball

\[
\|h\|_{L^2(ds)} + \|\nabla^n_{\partial_s} h\|_{L^2(ds)} \lesssim \|h\|_{G_c} \lesssim \|h\|_{H_c}.
\]

Since \( \ell_c \) is bounded from below and above uniformly on metric balls, Lemma 4.2 enables us to improve that to

\[
\sum_{i=0}^{n} \|\nabla^i_{\partial_s} h\|_{L^2(ds)} \lesssim \|h\|_{G_c} \lesssim \sum_{i=0}^{n} \|\nabla^i_{\partial_s} h\|_{L^2(ds)}
\]

Combining this with the estimate (5.9), (5.10) and (5.11) immediately imply

\[
\|h\|_{H_c} \lesssim \|h\|_G \lesssim \|h\|_{H_c},
\]

uniformly on metric balls. In particular, this implies (5.4) and show that \( G \) is a strong metric, thus all the assumptions of Propositions 5.5–5.6 are satisfied, which completes the proof of metric completeness. As stated before, geodesic completeness follows directly as for strong Riemannian metrics (in infinite dimensions) metric completeness still implies geodesic completeness, see, e.g., [24, VIII, Proposition 6.5].

We now remove the assumption that \( G \) is of the type (1.2), and only assume that it is a smooth metric that satisfies (5.1)–(5.3). Denote by \( \tilde{G} \) the metric

\[
\|h\|^2_{G_c} := \|h\|^2_{L^2(ds)} + \ell_c^{-1} \|\nabla_{\partial_s} h\|^2_{L^2(ds)} + \|\nabla^n_{\partial_s} h\|_{L^2(ds)}.
\]

This metric is of the type (1.2), and in Section 5.4 below we show that this metric indeed satisfies (5.1)–(5.3). Therefore, it is metrically complete.

Now assume that \( G \) is another metric that satisfies (5.1)–(5.3). We claim that on every metric ball \( B^{G_c}(c_0, r) \), there exists a constant \( C = C(c_0, r) \) such that \( \|\cdot\|_{G_c} \leq C\|\cdot\|_{G_c} \). Indeed, assumptions (5.1) and (5.3) imply
that $G$ controls the second and third addends in the definition on $\tilde{G}$; since $\|h\|_{L^\infty} \geq \ell_c^{-1/2}\|h\|_{L^2(\mathfrak{s}s)}$, assumption (5.2) for $k = 0$ and Lemma 5.9 imply that $G$ controls the second addend in $\tilde{G}$ as well (uniformly on every metric ball). This implies, in particular, that $G$ is a strong metric (since $\tilde{G}$ is).

The proof is now concluded by similar arguments as Section 5.1 (with $\tilde{G}$ instead of $H$): Let $c_k \in (I^n(D,N), \text{dist}^G)$ be a Cauchy sequence. It follows that $c_k$ is also a Cauchy sequence in $(I^n(D,N), \text{dist}^G)$. Since $(I^n(D,N), \text{dist}^G)$ is metrically complete, $c_k$ converges in $(I^n(D,N), \text{dist}^G)$ to some limit $c \in I^n(D,N)$. Since both $G$ and $\tilde{G}$ are strong metrics on $I^n(D,N)$, they induce the same topology. Therefore, $c_k \to c$ in $(I^n(D,N), \text{dist}^G)$ as well, thus proving metric completeness, from which geodesic completeness follows as before.

5.4. Proof of Theorem 5.3. Length weighted case. If both $a_0(x) \geq \alpha x^{-3}$ and $a_k(x) \geq \alpha x^{2k-3}$ for some $k > 1$, then by (4.2) we have that

\[ \ell_c^{-1}\|\nabla_{\partial_s} h\|_{L^2(\mathfrak{s}s)}^2 \leq C \|h\|_{C^0}^2 \]

for some $C > 0$. This is also obviously true if $a_1(x) \geq \alpha x^{-1}$. Thus (5.1) holds, and from Lemma 5.9 we obtain that the length function $c \mapsto \ell_c$ is bounded from above and away from zero on any metric ball. Since $G$ is of the type (1.2), we have that

\[ \|h\|_{C^0}^2 \geq a_0(\ell_c)\|h\|_{L^2(\mathfrak{s}s)}^2 + a_n(\ell_c)\|\nabla_{\partial_s} h\|_{L^2(\mathfrak{s}s)}^2, \]

and the bound on the length implies that on each metric ball, the constants $a_0(\ell_c)$ and $a_n(\ell_c)$ are bounded away from zero. This immediately implies (5.3), and also that on every metric ball

\[ \|h\|_{C^0}^2 \geq C(\|h\|_{L^2(\mathfrak{s}s)}^2 + \|\nabla_{\partial_s} h\|_{L^2(\mathfrak{s}s)}^2), \]

for some $C > 0$. On the other hand, using (4.3) with $a = \ell_c$ we have, for every $k = 0, \ldots, n-1$,

\[ \|\nabla_{\partial_s} h\|_{L^\infty}^2 \leq C \left( \ell_c^{2k-1}\|h\|_{L^2(\mathfrak{s}s)}^2 + \ell_c^{2(n-k)-1}\|\nabla_{\partial_s} h\|_{L^2(\mathfrak{s}s)}^2 \right), \]

hence on each metric ball, we have

\[ \|\nabla_{\partial_s} h\|_{L^\infty}^2 \leq C' \left( \|h\|_{L^2(\mathfrak{s}s)}^2 + \|\nabla_{\partial_s} h\|_{L^2(\mathfrak{s}s)}^2 \right) \leq C'\|h\|_{C^0}^2, \]

which implies (5.2).

Constant coefficient case. Assume that $a_0$ and $a_n$ are positive constants. We then immediately have (5.3). Furthermore, using (4.4) for $k = 1$, we have

\[ \|\nabla_{\partial_s} h\|_{L^2(\mathfrak{s}s)}^2 \leq C\ell_c^2\|h\|_{C^0}^2 \]

for some constant $C$ that is independent of the curve $c$.\(^5\) This implies (5.1), and hence the boundedness of $c \mapsto \ell_c$ by Lemma 5.9. The proof of (5.2) now follows in the same manner as the length weighted case.

\(^5\)This is the crucial point in which the improved estimates for closed curves in Lemma 4.2 are needed.
5.5. Proof of Theorem 5.2: existence of minimizing geodesics. We now prove that any two immersions in the same connected component can be joined by a minimizing geodesic. The approach is a variational one: we consider the energy
\[ E(c) := \int_0^1 G_c(\dot{\gamma}, \dot{\gamma}) \, dt, \]
defined on the set
\[ A_{c_0,c_1} := \left\{ c : [0,1] \to \mathcal{I}^n(D,N) : \dot{c} \in L^2((0,1); H^n(D; c^*TN)), \right. \]
\[ \left. c(0) = c_0, c(1) = c_1 \right\}, \]
where \( c_0, c_1 \in \mathcal{I}^n(D,N) \) are two immersions in the same connected component (thus \( A_{c_0,c_1} \) is a non-empty set). We aim to show that there exists a minimizer to \( E \) over \( A_{c_0,c_1} \), which is, by definition, a minimizing geodesic.

We prove the existence of minimizers using the direct methods in the calculus of variations; namely, we take a minimizing sequence \( c^j \), prove that it is weakly sequentially precompact, and that any limit point must be a minimizer. In order to use weak convergence, we embed the curves in a Hilbert space, which neither \( \mathcal{I}^n(D,N) \) or \( H^n(D,N) \) are (this is the point where \( N \)-valued curves differ from \( \mathbb{R}^d \)-valued curves treated in [12, Theorem 5.2]). To this end, we again isometrically embed \( N \) into \( \mathbb{R}^m \) for some large enough \( m \in \mathbb{N} \), as in the definition of \( H^n(D,N) \) that we started with (Definition 2.1). This will require us, as in Section 2, to use Lemma 2.3 to relate the metric \( H \) on \( H^n(D,N) \) with the standard Sobolev norm on \( H^n(D;\mathbb{R}^m) \).

Let now \( c^j \in A_{c_0,c_1} \) be a minimizing sequence of \( E \), that is,
\[ E(c^j) \to \inf_{A_{c_0,c_1}} E. \]
In particular, \( E(c^j) \) is a bounded sequence. Denote by \( R^2 \) its supremum. We also fix an isometric embedding \( \iota : N \to \mathbb{R}^m \), and, using this embedding, we consider \( c^j \) as elements of the Hilbert space \( H^1([0,1]; H^n(D;\mathbb{R}^m)) \).

**Step I: The family \((c^j(t))_{j \in \mathbb{N}, t \in [0,1]} \) lies in a bounded ball around \( c_0 \).** Fix \( t_0 \in [0,1] \) and \( j \in \mathbb{N} \). Since \( c^j : [0,t_0] \to \mathcal{I}^n(D,N) \) is a path from \( c_0 \) to \( c^j(t_0) \), we have
\[ \text{dist}_{G^j}^2(c^j(t_0), c_0) \leq \left( \int_0^{t_0} \| \dot{c}^j(t) \|_{G^j(t)} \, dt \right)^2 \leq \int_0^1 \| \dot{c}^j(t) \|_{G^j(t)}^2 \, dt = E(c^j) \leq R^2. \]
Therefore, \( (c^j(t))_{j \in \mathbb{N}, t \in [0,1]} \subset B(c_0, R) \), where the ball is with respect to the metric \( G \).

**Step II: The family \((c^j)_{j \in \mathbb{N}} \) is a bounded set in \( H^1([0,1]; H^n(D;\mathbb{R}^m)) \).** Since \( G \) satisfies (5.1)–(5.3), we have that (5.4) hold uniformly on \( B(c_0, R) \), that is, there exists \( C > 0 \) such that
\[ C^{-1} \| h \|_{H^1} \leq \| h \|_{G^j} \leq C \| h \|_{H^1}, \quad \text{for all } c \in B(c_0, R), \ h \in H^n(D; c^*TN). \]
This was proved in Section 5.3. Moreover, from Lemmata 5.11–5.12, we have that the assumptions of Lemma 2.3 hold uniformly on \( B(c_0, R) \), hence,
combining with the above inequality, we obtain that there exists $C > 0$ such that
\[ C^{-1} \| h \|_{H^n(\iota)} \leq \| h \|_{G_\alpha} \leq C \| h \|_{H^n(\iota)}, \quad \text{for all } c \in B(c_0, R), \ h \in H^n(D; c^* T \mathcal{N}). \]
Since $(c^j(t))_{j \in \mathbb{N}, t \in [0,1]} \subset B(c_0, R)$, we obtain that for any fixed $t_0$ and $j$,
\[
\| c_0 - c^j(t_0) \|_{H^n(\iota)}^2 = \int_D |c_0 - c^j(t_0)|^2 + |\partial_\nu^\alpha (c_0 - c^j(t_0))|^2 \, d\theta \\
= \int_D \left( \int_0^{t_0} |\dot{c}^j(t)|^2 + \int_0^{t_0} |\partial_\nu^\alpha \dot{c}^j(t_0)|^2 \, d\theta \right) \\
\leq \int_D \int_0^1 |\dot{c}^j(t)|^2 + |\partial_\nu^\alpha \dot{c}^j(t_0)|^2 \, dt \, d\theta \\
= \int_0^1 \| \dot{c}^j(t) \|_{H^n(\iota)}^2 \, dt \\
= C \int_0^1 \| \dot{c}^j(t) \|_{G_\alpha^j(t)}^2 \, dt \leq CR^2.
\]
Therefore
\[
\| c^j \|_{H^1([0,1]; H^n(D; \mathbb{R}^m))}^2 = \int_0^1 \| c^j(t) \|_{H^n(\iota)}^2 + \| \dot{c}^j(t) \|_{H^n(\iota)}^2 \, dt \\
\leq \int_0^1 2\| c_0 \|_{H^n(\iota)}^2 + 2\| c_0 - c^j(t_0) \|_{H^n(\iota)}^2 \, dt + \int_0^1 \| \dot{c}^j(t) \|_{H^n(\iota)}^2 \, dt \\
\leq \int_0^1 2\| c_0 \|_{H^n(\iota)}^2 + 2CR^2 \, dt + C \int_0^1 \| \dot{c}^j(t) \|_{G_\alpha^j(t)}^2 \, dt \\
\leq 3CR^2 + 2\| c_0 \|_{H^n(\iota)}^2.
\]
Hence, the sequence $c^j$ is bounded in the Hilbert space $H^1([0,1]; H^n(D; \mathbb{R}^m))$. Therefore, it has a subsequence (not relabeled) that weakly converges to some $c^* \in H^1([0,1]; H^n(D; \mathbb{R}^m))$.

**Step III: The limit point $c^*$ belongs to $A_{c_0, c_1}$.** Let $\varepsilon \in (0,1/2)$. We then have that the embedding $H^1([0,1]; H^n(D; \mathbb{R}^m)) \subset C([0,1]; H^{n-\varepsilon}(D; \mathbb{R}^m))$ is compact (due to the Aubin–Lions–Simon lemma\(^6\)) and $H^{n-\varepsilon}(D; \mathbb{R}^m)$ is compactly embedded in $C^{n-1}(D; \mathbb{R}^m)$. In particular, we thus have that $c^j \to c^*$ in the strong topology of $C([0,1]; C^{n-1}(D; \mathbb{R}^m))$. Since $c^j(\theta) \in \mathcal{N}$ for all $j$ and $\theta$, the uniform convergence implies that $c^*(\theta) \in \mathcal{N}$ for all $\theta$ as well. Since $c^j(0) = c_0$ and $c^j(1) = c_1$ for all $j$, the same holds for $c^*$. Finally, since $c^j(t) \in B(c_0, R)$ for every $j$ and $t$, Lemma 5.10 implies that
\[
|\partial_\nu c^j(t, \theta)| > \alpha
\]
for some $\alpha > 0$. Since $c^j \to c^*$ in $C([0,1]; C^{n-1}(D; \mathbb{R}^m))$, the same holds for $c^*$, hence $c^* \in \mathcal{D}^n(D, \mathcal{N})$. This shows that indeed $c^* \in A_{c_0, c_1}$.

**Step IV: Weak convergence of derivatives.** It will be helpful now to emphasize the particular curve that is used to define the $\nabla \partial_t$ derivative.

\(^6\)See, e.g., [11, Theorem II.5.16]. With respect to the notation there we use the lemma for $p = \infty, r = 2$, $B_0 = H^n, B_1 = H^{n-\varepsilon}$ and $B_2 = H^{n-1}$. We can use $p = \infty$ because $H^1$ embeds in $L^\infty$. 
Therefore, for the rest of this proof, denote $D_{c^j} := |c^j|^{-1} \nabla^N_{\partial \theta}$. We now show that, for $k = 0, \ldots, n$, we have

\begin{equation}
D_{c^j}^* c^j \to D_{c^*}^* c^* \quad \text{in} \quad L^2([0, 1]; L^2(D; \mathbb{R}^m)).
\end{equation}

(5.12)

By the definition of $c^*$, we have that

\[ c^j \to c^* \quad \text{in} \quad L^2([0, 1]; H^n(D; \mathbb{R}^m)), \]

hence the case $k = 0$ is immediate. We will show that for $k = 1, \ldots, n$,

\begin{equation}
\langle D_{c^j}^* c^j, h^j \rangle_{L^2([0, 1]; H^k(D; \mathbb{R}^m))} \to \langle D_{c^*}^* c^*, h^j \rangle_{L^2([0, 1]; H^k(D; \mathbb{R}^m))}
\end{equation}

implies

\begin{equation}
D_{c^j} h^j \to D_{c^*} h^j \quad \text{in} \quad L^2([0, 1]; H^{k-1}(D; \mathbb{R}^m)),
\end{equation}

(5.13)

from which (5.12) follows by induction. First, considering all the vector fields as sections of $D \times \mathbb{R}^m$, we have that

\[ D_{c^j} h^j = \frac{1}{|\partial \theta c^j|} \left( \partial \theta h^j - \Pi_{c^j} (\partial \theta c^j, h^j) \right), \quad D_{c^*} h^j = \frac{1}{|\partial \theta c^*|} \left( \partial \theta h - \Pi_{c^*} (\partial \theta c^*, h) \right), \]

where the subscript of $\Pi$ denotes the point where it is evaluated (recall that $\Pi$ is the second fundamental form of $N$ in $\mathbb{R}^m$).

Since $c^j \to c^*$ in $C([0, 1]; C^{n-1}(D; \mathbb{R}^m))$ and $|\partial \theta c^j|$ is uniformly bounded from below, we have that $|\partial \theta c^j|^2 \to |\partial \theta c^*|^2$ uniformly (in $t$ and $\theta$). In particular, since $\Pi_{c^j}$ are uniformly bounded bilinear forms (this follows again from Lemma 5.11), it follows that $D_{c^j} h^j$ is a bounded sequence in $L^2([0, 1]; H^{k-1}(D; \mathbb{R}^m))$. Therefore, in order to prove (5.14), it is enough to check it with respect to smooth test functions. Let $u \in C([0, 1]; C^\infty(D; \mathbb{R}^m))$, and denote $w = u + (-1)^{k-1} \partial^k \partial \theta^2 u$; then we have

\[ \langle D_{c^j} h^j - D_{c^*} h^j, u \rangle_{L^2([0, 1]; H^{k-1}(D; \mathbb{R}^m))} = \langle D_{c^j} h^j - D_{c^*} h^j, w \rangle_{L^2([0, 1]; L^2(D; \mathbb{R}^m))}. \]

Since $|\partial \theta c^j|^2 \to |\partial \theta c^*|^2$ uniformly, the right-hand side converges to zero if

\[ \langle \partial \theta h^j - \partial \theta h, w \rangle_{L^2([0, 1]; L^2(D; \mathbb{R}^m))} \to 0, \]

\[ \langle \Pi_{c^j} (\partial \theta c^j, h^j) - \Pi_{c^*} (\partial \theta c^*, h), w \rangle_{L^2([0, 1]; L^2(D; \mathbb{R}^m))} \to 0. \]

The first one follows from (5.13). The second one follows also from (5.13), using in addition the fact that $c^j \to c^*$ in $C([0, 1]; C^{n-1}(D; \mathbb{R}^m))$ implies that $\Pi_{c^j} \to \Pi_{c^*}$ uniformly, and $\partial \theta c^j \to \partial \theta c^*$ uniformly. This completes the proof of (5.14), and hence also of (5.12).

**Step V:** $c^*$ is a minimizer. Using the embedding $\iota$, and considering all curves as curves in $\mathbb{R}^m$, we can write the energy as

\[ E(c) = \sum_{k=0}^n \int_0^1 \int_0^{2\pi} a_k(\ell_c)|D_{c^j}^* c^j|^2 |\partial \theta c| \, d\theta \, dt \]

\[ = \sum_{k=0}^n \| \sqrt{a_k(\ell_c)} \sqrt{|\partial \theta c| D_{c^j}^* c^j| L^2([0, 1]; L^2(D; \mathbb{R}^m))}, \]

where the transition to the second line uses the fact that $\iota$ is an isometric embedding. Since $c^j \to c^*$ in $C([0, 1]; C^{n-1}(D; \mathbb{R}^m))$, we have that $\sqrt{a_k(\ell_c)} \to \sqrt{a_k(\ell_c^*)} \to \sqrt{a_k(\ell_c^*)}$.
\[ a_k(\ell_c) \] uniformly (for \( k = 0, \ldots, n \)), and that \( \sqrt{|\partial h^c|} \rightarrow \sqrt{|\partial h^c|} \) uniformly. Therefore, (5.12) implies that for all \( k = 0, \ldots, n \),
\[
\sqrt{a_k(\ell_c)} \sqrt{|\partial h^c|} D^k_c \dot{c}^j \rightarrow \sqrt{a_k(\ell_c^*)} \sqrt{|\partial h^c^*|} D^k_c^* \dot{c}^j^* \quad \text{in} \quad L^2([0,1]; L^2(D;\mathbb{R}^m)).
\]
Since the map \( x \mapsto \|x\|_2 \) in a Hilbert space is weakly sequentially lower semicontinuous, we obtain that
\[
\inf_{A_{c_0,c_1}} E \leq E(c^*) \leq \lim \inf E(c^j) \rightarrow \inf_{A_{c_0,c_1}} E,
\]
hence \( c^* \) is a minimizer.

5.6. Geodesic completeness in the smooth category. For closed curves, i.e., \( D = S^1 \) we obtain also completeness in the smooth category using the no-loss-no-gain result.

**Corollary 5.13.** Let \( n \geq 2 \) and let \( G \) be a smooth Riemannian metric on \( \mathcal{T}^n(S^1,N) \). Assume that for every metric ball \( B(c_0,r) \in (\mathcal{T}^n(S^1,N),\text{dist}^G) \), there exists a constant \( C = C(c_0,r) > 0 \) such that conditions from theorem 5.1 hold, i.e.,
\[
\begin{align*}
(5.1) \quad & \|h\|_{G_c} \geq C \ell_c^{-1/2} \|\nabla \partial_s h\|_{L^2(\xi)} , \\
(5.2) \quad & \|h\|_{G_c} \geq C \|\nabla^k_{\partial_s} h\|_{L^\infty} \quad k = 0, \ldots, n - 1, \\
(5.3) \quad & \|h\|_{G_c} \geq C \|\nabla^n_{\partial_s} h\|_{L^2}.
\end{align*}
\]
Then the space \( (\text{Imm}(S^1,N), G|_{\text{Imm}(S^1,N)}) \) is geodesically complete, where \( G|_{\text{Imm}(S^1,N)} \) is the restriction of the metric \( G \) to the space of smooth immersions.

**Proof.** The proof of this result follows directly by applying Lemma A.1, for \( V = T \mathcal{T}^n(D,N) \), an open subset of \( H^n(D,TN) \), and \( F \) the exponential map of \( G \). \( \Box \)

For open curves \( D = [0,2\pi] \) one has to be slightly more careful, due to the potential loss of smoothness at the boundary; in this case Lemma A.1 only yields that solutions to the geodesic equation with smooth initial data remain at all times in \( \mathcal{T}^n([0,2\pi],N) \cap C^\infty((0,2\pi),N) \).

6. INCOMPLETENESS OF CONSTANT COEFFICIENT METRICS ON OPEN CURVES

In our main result we have seen a significant difference between open and closed curves: while we prove that the constant coefficient metrics of order \( n \geq 2 \) are geodesically and metrically complete on spaces of closed curves, for open curves we had to assume certain non-trivial length-weighted coefficients. In fact, for open curves with values in \( \mathbb{R}^d \) it has been observed in [4, Remark 2.7] that constant coefficient Sobolev metrics are in fact metrically incomplete, by constructing an explicit example of a path that leaves the space in finite time. Essentially, they showed that one can shrink a straight line to a point using finite energy. This behavior does not appear
for closed curves as blow-up of curvature is an obstruction and thus ensures the completeness of the space.\textsuperscript{7} The goals of this section are twofold:

(1) to extend the example of metric incompleteness from \cite{4} (Example 6.1);

(2) to show that shrinking to a point is the only possibility to leave the space with finite energy (Theorem 6.3), and deduce from it a condition that ensures the existence of geodesics between given curves (Theorem 6.7).

The following example of metric incompleteness is a generalization of the example given in \cite{4}, Remark 2.7. We only present it for \( \mathbb{R}^2 \)-valued curves for the sake of clarity; it can be adapted easily to arbitrary target manifolds (disappearing along a geodesic instead of a straight line).

**Example 6.1.** Consider \( \mathcal{I}^n([0, 2\pi]; \mathbb{R}^2) \) with the metric

\[
\|h\|_{G_c}^2 = \|h\|^2_{L^2(ds)} + \|\nabla^\theta_{\partial s} h\|^2_{L^2(ds)}.
\]

Consider the path \( c : [0, 1) \to \mathcal{I}^n \), defined by

\[
c(t, \theta) = ((1 - t)(\theta - \pi) + f(t), g(t))
\]

for some smooth functions \( f, g : [0, 1) \to \mathbb{R} \) to be determined. Note that

\[
c_{\theta} = (1 - t, 0), \quad c_t = (-(\theta - \pi) + f'(t), g'(t)),
\]

\[
\nabla_{\partial s} c_t = \left(-\frac{1}{1 - t}, 0\right), \quad \nabla^k_{\partial s} c_t = 0 \text{ for } k > 1.
\]

Hence

\[
\|c_t\|_{G_c}^2 = \int_0^{2\pi} ((f'(t) - (\theta - \pi))^2 + g'(t)^2) (1 - t) \, d\theta
\]

\[
= 2\pi(1 - t) \left(\frac{\pi^2}{3} + f'(t)^2 + g'(t)^2\right),
\]

and therefore

\[
\text{length}(c) = \int_0^1 \|c_t\|_{G_c} = \sqrt{2\pi} \int_0^1 (1 - t)^{1/2} \left(\frac{\pi^2}{3} + f'(t)^2 + g'(t)^2\right)^{1/2} \, dt
\]

\[
\leq \sqrt{2\pi} \int_0^1 (1 - t)^{1/2} \left(\frac{\pi}{\sqrt{3}} + |f'(t)| + |g'(t)|\right) \, dt,
\]

hence \( \text{length}(c) < \infty \) if \( \int_0^1 |f'(t)|(1 - t)^{1/2} \, dt < \infty \) and similarly for \( g \). Under these restrictions on \( f \) and \( g \) many things can happen, for example:

(1) For \( f = g = 0 \) we obtain that \( c \) converges, as \( t \to 1 \), to the constant curve at the origin;

(2) For \( f(t) = tx_0 \) and \( g(t) = ty_0 \), \( c \) converges to the constant curve at \((x_0, y_0)\);

(3) For \( f(t) = -\log(1 - t) \) and \( g = 0 \), \( c \) converges to a point at infinity at the positive end of the \( x \) axis.

\textsuperscript{7}This is true for metrics of order \( n \geq 2 \) that are discussed in this paper. Metrics of order \( n < 2 \) are not strong enough to detect this curvature blowup, which results in metric- and geodesic-incompleteness, as seen in \cite{28, Section 6.1}.
For \( f(t) = \sin(-\log(1-t)) \) and \( g = 0 \), \( c \) does not converge pointwise to anything in \( \mathbb{R}^2 \).

Note that this analysis does not change if we replace \( G \) with another constant coefficient metric. This shows that \( (\mathcal{I}^n([0,2\pi]; \mathbb{R}^2), \text{dist}^G) \) is not metrically complete. However, from the point of view of the metric completion, all these different choices of \( f \) and \( g \) are the same point in the completion — indeed, let

\[
c^i(t, \theta) = ((1-t)(\theta - \pi) + f_i(t), g_i(t)), \quad i = 1, 2,
\]

and define, for a fixed \( t \in [0,1) \), the path \( \gamma^t(\tau, \theta) \) as the affine homotopy between \( c^1(t, \cdot) = \gamma^t(0, \cdot) \) and \( c^2(t, \cdot) = \gamma^t(1, \cdot) \), that is,

\[
\gamma^t(\tau, \theta) = ((1-t)(\theta - \pi) + \tau f_1(t) + (1-\tau)f_2(t), \tau g_1(t) + (1-\tau)g_2(t)).
\]

Since \( |\gamma^t_\theta| = 1-t \) and \( \gamma^t_\tau = (f_1(t) - f_2(t), g_1(t) - g_2(t)) \) is independent of \( \theta \) and \( \tau \), it follows immediately that

\[
\text{length}(\gamma^t) \propto 1-t.
\]

Therefore,

\[
\text{dist}^G(c^1(t, \cdot), c^2(t, \cdot)) \leq \text{length}(\gamma^t) \propto 1-t \to 0
\]
as \( t \to 1 \). This means, that in the metric completion, all the Cauchy sequences obtained by choosing different \( f \)s and \( g \)s are equivalent, hence converge to a single point.

This example leads to the following open question:

**Question 6.2.** Let \( G \) be a constant coefficient Sobolev metric of order \( n \geq 2 \) of the type (1.2) on \( \mathcal{I}^n([0,2\pi], \mathcal{N}) \). For \( i = 1, 2 \), let \( c^i_n \in \mathcal{I}^n([0,2\pi], \mathcal{N}) \) be two Cauchy sequences with \( \ell_{c^i_n} \to 0 \). Does it hold that

\[
\lim_{n \to \infty} \text{dist}^G(c^1_n, c^2_n) = 0?
\]

We now show that if a Cauchy sequence of curves does not converge, its lengths must tend to zero:

**Theorem 6.3.** Let \( G \) be a constant coefficient Sobolev metric of order \( n \geq 2 \) of the type (1.2) on \( \mathcal{I}^n([0,2\pi], \mathcal{N}) \), where both \( a_0 \) and \( a_n \) are strictly positive constants. Assume that \( (c^n_n)_{n \in \mathbb{N}} \subset \mathcal{I}^n([0,2\pi], \mathcal{N}) \) is a Cauchy sequence with respect to \( \text{dist}^G \), whose lengths are bounded from below, that is \( \ell_{c^n_n} > \delta > 0 \) for all \( n \). Then \( c^n_n \) converges to some \( c_\infty \in \mathcal{I}^n([0,2\pi], \mathcal{N}) \).

Before proving this result we note a consequence of it: if the answer to Question 6.2 is positive, then, together with Theorem 6.3, it would give a positive answer to the following conjecture on the metric completion of \( (\mathcal{I}^n([0,2\pi], \mathcal{N}), \text{dist}^G) \):

**Question 6.4.** Let \( G \) be a constant coefficient Sobolev metric of order \( n \geq 2 \) of the type (1.2) on \( \mathcal{I}^n([0,2\pi], \mathcal{N}) \). Is the metric completion of \( (\mathcal{I}^n([0,2\pi], \mathcal{N}), \text{dist}^G) \) given by \( \mathcal{I}^n([0,2\pi], \mathcal{N}) \cup \{0\} \), where \( \{0\} \) represents the limit of all vanishing-length Cauchy sequences?
In our infinite dimensional situation metric incompleteness does not imply geodesic incompleteness. Furthermore the paths constructed in Example 6.1 are not geodesics (a direct calculations shows that the boundary equations in the geodesic equations are not satisfied). This leads to the following question:

**Question 6.5.** Let $G$ be a constant coefficient Sobolev metric of order $n \geq 2$ of the type (1.2) on $\mathcal{I}^n([0, 2\pi], N)$. Is $\mathcal{I}^n([0, 2\pi], N)$ geodesically complete?

We proceed with the proof of Theorem 6.3. We will need the following lemma, which is similar to Lemma 5.9:

**Lemma 6.6.** Let $G$ be a Sobolev metric of order $n \geq 2$ on $\mathcal{I}^n([0, 2\pi], N)$, such that, for every $h \in H^n([0, 2\pi], c^r TN)$,\
\[\|\nabla_\partial h\|_{L^2(ds)} \leq C \max\{1, \ell_c^{-1}\} \|h\|_{G_c}\]
for some uniform constant $C > 0$. Then, the function $c \mapsto \ell_c^{3/2}$ is Lipschitz continuous on every metric ball in $(\mathcal{I}^n([0, 2\pi], N), \text{dist}^G)$. Moreover, the Lipschitz constant of in $B(c_0, r)$ depends only on $\ell_{c_0}$ and $r$, and is an increasing function of both, that is, there exists a function $L(C, \ell, r)$, increasing in all variables, such that\
\[|\ell_c^{3/2} - \ell_{\tilde{c}}^{3/2}| \leq L(C, \ell_{c_0}, r) \text{dist}^G(c, \tilde{c}) \quad \text{for every } c, \tilde{c} \in B(c_0, r).\]

**Proof of Lemma 6.6.** As in the proof of Lemma 5.9, we have\
\[|D_{c,h}\ell_c^{3/2}| \leq \frac{3}{2} \ell_c \|\nabla_\partial h\|_{L^2(ds)} \leq \frac{3}{2} C \max\{1, \ell_c\} \|h\|_{G_c} \leq \frac{3}{2} C(1 + \ell_c^{3/2}) \|h\|_{G_c}\]
from which the claim follows by Lemma 5.7, with $L(C, \ell, r) := L(C, \ell^{3/2}, r)$. 

**Proof of Theorem 6.3.** Assume that $c_n$ is a Cauchy sequence with $\ell_{c_n} > \delta$ for some $\delta > 0$.

Since $G$ has constant coefficients (with $a_0, a_n > 0$), we have, using (4.2) for $k = 1$, that\
\[\|\nabla_\partial h\|_{L^2(ds)} \leq C \max\{1, \ell_c^{-2}\} \left(\|h\|_{L^2(ds)}^2 + \|\nabla_\partial h\|_{L^2(ds)}\right) \leq C' \max\{1, \ell_c^{-2}\} \|h\|_{G_c},\]
where the constants $C, C'$ depend only on $n, a_0$ and $a_n$, hence we can apply Lemma 6.6.

There exists $N_1$ large enough such that $c_n \in B(c_{N_1}, 1/2)$ for all $n \geq N_1$. Applying Lemma 6.6, for $B(c_{N_1}, 1)$ we obtain that there exists a constant $\tilde{\ell}$, depending on $c_{N_1}$ such that\
\[\ell_c \leq \tilde{\ell} \quad \text{for all } c \in B(c_{N_1}, 1).\]
In particular, this applies to all $c_n$ for $n \geq N_1$.

Let $L(C', \ell, r)$ be the Lipschitz constant bound as in Lemma 6.6, and denote $\bar{L} := L(C', \tilde{\ell}, 1)$. Denote $r_0 := \min\left\{\frac{\ell_c^{3/2}}{2L}, 1/2\right\}$. There exists an index $N_2 > N_1$ such that for $n \geq N_2$ we have that $c_n \in B(c_{N_2}, r_0/3)$, that
is $\text{dist}^G(c_N, c_N) < r_0/3$. Applying Lemma 6.6 to $B(c_{N_2}, r_0)$ and the bound $\ell_{c_{N_2}} \leq \ell$, we have that

$$\left| \ell^3/2 - \ell^3/\ell \right| \leq \tilde{L} \text{dist}^G(c, \tilde{c})$$

for every $c, \tilde{c} \in B(c_{N_2}, r_0)$.

Since $\ell_{c_{N_2}} > \delta$, and $B(c_{N_2}, r_0) \subset B(c_{N_1}, 1)$, we obtain

\begin{equation}
\ell_{c} \in \left[ \frac{\delta}{22/3}, \ell \right]
\end{equation}

for every $c \in B(c_{N_2}, r_0)$.

Denote by $G'$ the standard scale-invariant metric of order $n$ on $\mathcal{T}^n([0, 2\pi]; N)$; that is,

$$\|h\|_{G'}^3 = \ell_c^{-3} \|h\|^2_{L^2(ds)} + \ell_c^{2n-3} \|\nabla^2 h\|^2_{L^1(ds)}.$$

Recall that $(\mathcal{T}^n, \text{dist}^{G'})$ is metrically complete by Theorem 5.3. Using (6.1) and Lemma 4.1, it follows that $G'$ and $G$ are equivalent in $B(c_{N_2}, r_0)$. From here we continue in a similar way as in Propositions 5.5–5.6: Let $c, \tilde{c} \in B(c_{N_2}, r_0/3)$, and $0 < \varepsilon < r_0/3 - \text{dist}^G(c, \tilde{c})$. Let $\gamma$ be a curve between $c$ and $\tilde{c}$ such that $\text{length}^G(\gamma) < \text{dist}^G(c, \tilde{c}) + \varepsilon$. By triangle inequality, we have that $\gamma \in B(c_{N_2}, r_0)$, and since $G'$ and $G$ are equivalent there, we have that for some constant $C > 0$ (independent of $\gamma$),

$$\text{dist}^{G'}(c, \tilde{c}) \leq \text{length}^{G'}(\gamma) \leq C \text{length}^G(\gamma) < C(\text{dist}^G(c, \tilde{c}) + \varepsilon),$$

and since $\varepsilon$ is arbitrarily small, we conclude that

$$\text{dist}^{G'}(c, \tilde{c}) \leq C \text{dist}^G(c, \tilde{c}), \quad \text{for every } c, \tilde{c} \in B(c_{N_2}, r_0/3).$$

Since for every $n \geq N_2$, $c_n \in B(c_{N_2}, r_0/3)$, it follows that $c_n$ is a Cauchy sequence with respect to $G'$ as well. Since $(\mathcal{T}^n, \text{dist}^{G'})$ is metrically complete, we have that there exists $c_\infty \in \mathcal{T}^n$ such that $\text{dist}^{G'}(c_n, c_\infty) \to 0$. Since both $G$ and $G'$ are strong metrics on $\mathcal{T}^n$, they induce the same topology [24, VII, Proposition 6.1], and thus $c_n \to c_\infty \in \mathcal{T}^n$ with respect to $G$ as well, which completes the proof.

From the arguments in the proof of Theorem 6.3, we also obtain that for close enough immersions $c_0, c_1 \in \mathcal{T}^n([0, 2\pi]; N)$, there exists a connecting minimizing geodesic:

**Theorem 6.7.** Let $G$ be a constant coefficient Sobolev metric of order $n \geq 2$ of the type (1.2) on $\mathcal{T}^n([0, 2\pi]; N)$, where both $a_0$ and $a_n$ are strictly positive constants. Let $c_0 \in \mathcal{T}^n([0, 2\pi]; N)$. Then, there exists a constant $r_0$, depending only on the coefficients $a_k$ and on $\ell_{c_0}$, such that for every $c_1 \in B(c_0, r_0)$, there exists a minimizing geodesic between $c_0$ and $c_1$.

**Remark 6.8.** The proof below, together with the bound (5.5), imply that $r_0$ can be chosen such that

$$r_0 = C \frac{\ell_{c_0}^{3/2}}{1 + \ell_{c_0}^{3/2}} \geq C \min \left( \ell_{c_0}^{3/2}, \frac{1}{2} \right),$$

where $C$ depends only on the coefficients $a_k$, $k = 0, \ldots, n$. Note that we do not know whether the existence of minimizing geodesics fails in general; it might be that although the space in metrically incomplete, a minimizing geodesic between any two curves $c_0, c_1 \in \mathcal{T}^n([0, 2\pi], N)$ exists.
Proof. As in Theorem 6.3, there exists a constant $C$, depending only on $n$, $a_0$ and $a_n$ (or alternatively, on $a_k$, $k = 0, \ldots, n$) such that the assumption of Lemma 6.6 holds. Fix $L := L(C, \ell c_0, 1)$, where $L(C, \ell, r)$ is the Lipschitz constant function from Lemma 6.6. Let

$$r_0 = \min \left( \frac{\ell c_0^{3/2}}{2L}, 1 \right).$$

It follows that

$$\ell c \in \left[ \frac{1}{2^{2/3}} \ell c_0, \frac{3^{2/3}}{2^{2/3}} \ell c_0 \right]$$

for every $c \in B(c_0, r_0)$.

As in Theorem 6.3, it follows that in this ball $G$ is uniformly equivalent to a scale-invariant Sobolev metric of order $n$ on $I^n([0, 2\pi]; N)$, hence Lemmata 5.10–5.12 hold uniformly on $B(c_0, r_0)$ (rather than on every metric ball).

Let $c_1 \in B(c_0, r_0)$. Define the energy $E(c)$ and the set of paths $A_{c_0, c_1}$ as in Section 5.5. Let $c \in A_{c_0, c_1}$, with length($c$) < $r_0$. Assume that $c$ has constant speed; we then have

$$E(c) = \text{length}(c)^2 < r_0^2.$$

Therefore,

$$\inf_{A_{c_0, c_1}} E < r_0^2.$$

We can now take a minimizing sequence $c^j \in A_{c_0, c_1}$, and assume without loss of generality that $E(c^j) < r_0^2$ for all $j$. The proof now follows in the same way as in Theorem 6.3. \qed

Appendix A. The geodesic equation

A.1. Proof of Lemma 3.3: the geodesic equation.

Proof of Lemma 3.3. To prove the formula for the geodesic equation we consider the energy of a path of immersions $c(t, \theta)$. Furthermore, we will treat the zeroth and first order terms separately. Varying $c(t, \theta)$ in direction $h(t, \theta)$ with $h(0, \theta) = h(1, \theta) = 0$ we obtain for the zeroth-order term:

$$d \left( \int_0^1 a_0(\ell c) \int_D g(c_t, c_t)|c'| d\theta dt \right) (h)$$

$$= \int_0^1 a'_0(\ell c) D_{c,h} \ell c \int_D g(c_t, c_t)|c'| d\theta dt$$

$$+ \int_0^1 a_0(\ell c) \int_D 2g(\nabla_h c_t, c_t) + g(c_t, c_t) g(v, \nabla_{\partial_s} h) ds \, dt$$

$$= \int_0^1 \left( a'_0(\ell c) \int_D g(v, \nabla_{\partial_s} h) ds \int_D g(c_t, c_t) ds \right) \, dt$$

$$+ \int_0^1 \left( a_0(\ell c) \int_D 2g(\nabla_h c_t, c_t) + g(\nabla_{\partial_s} h, c_t) g(c_t, c_t) ds \right) \, dt.$$
where we used in the last step that
\[ \nabla_h c_t = \nabla_{\partial_t} h . \]
and the variation formula for the length \( \ell_c \) from Lemma 3.2. Here, as before, \( v = c'/|c'| \) is the unit length tangent vector to the curve \( c \).

Similarly we calculate for the first-order terms:
\[
d \left( \int_0^1 a_1(\ell_c) \int_{\mathcal{D}} g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t)|c'| \, d\theta \, dt \right) (h)
\]
\[
= \int_0^1 a'_1(\ell_c) \left( \int_{\mathcal{D}} g(v, \nabla_{\partial_s} h) \, ds \int_{\mathcal{D}} g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) \, ds \right) \, dt
\]
\[
+ \int_0^1 a_1(\ell_c) \left( \int_{\mathcal{D}} 2g(\nabla_h \nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) + g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) g(v, \nabla_{\partial_s} h) \, ds \right) \, dt
\]
\[
= \int_0^1 a'_1(\ell_c) \left( \int_{\mathcal{D}} g(v, \nabla_{\partial_s} h) \, ds \int_{\mathcal{D}} g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) \, ds \right) \, dt
\]
\[
+ \int_0^1 a_1(\ell_c) \left( \int_{\mathcal{D}} 2g(-g(v, \nabla_{\partial_s} h) \nabla_{\partial_s} c_t + \nabla_{\partial_s} \nabla_h c_t + \mathcal{R}(v, h) c_t, \nabla_{\partial_s} c_t) \, ds \right) \, dt
\]
\[
+ \int_0^1 a_1(\ell_c) \left( \int_{\mathcal{D}} g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) g(v, \nabla_{\partial_s} h) \, ds \right) \, dt
\]
\[
= \int_0^1 a'_1(\ell_c) \left( \int_{\mathcal{D}} g(v, \nabla_{\partial_s} h) \, ds \int_{\mathcal{D}} g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) \, ds \right) \, dt
\]
\[
+ \int_0^1 a_1(\ell_c) \left( \int_{\mathcal{D}} 2g(-g(v, \nabla_{\partial_s} h) \nabla_{\partial_s} c_t + 2\nabla_{\partial_s} \nabla_h h + 2\mathcal{R}(v, h) c_t, \nabla_{\partial_s} c_t) \, ds \right) \, dt.
\]

Sorting this by derivatives of \( h \) we obtain
\[
d \left( \int_0^1 a_1(\ell_c) \int_{\mathcal{D}} g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t)|c'| \, d\theta \, dt \right) (h)
\]
\[
= \int_0^1 a_1(\ell_c) \int_{\mathcal{D}} 2g(\nabla_{\partial_s} h, \nabla_{\partial_s} c_t) + 2g(\mathcal{R}(v, h) c_t, \nabla_{\partial_s} c_t)
\]
\[
+ g \left( \nabla_{\partial_s} h, a'_1(\ell_c) \int_{\mathcal{D}} g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) \, ds \right) v - g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) v \, ds \, dt.
\]

Putting both together we obtain:
\[
dE(c).h = \int_0^1 \int_{\mathcal{D}} 2a_0(\ell_c) g(\nabla_{\partial_s} h, c_t) + 2a_1(\ell_c) g(\nabla_{\partial_s} h, \nabla_{\partial_s} h, \nabla_{\partial_s} c_t)
\]
\[
+ 2a_1(\ell_c) g(\mathcal{R}(v, h) c_t, \nabla_{\partial_s} c_t) + g(\nabla_{\partial_s} h, \Psi_c(c_t, c_t) v) \, ds \, dt,
\]
where
\[ \Psi_c(c_t, c_t) = a_0(\ell_c) g(c_t, c_t) + a'_0(\ell_c) \int_{\mathcal{D}} g(c_t, c_t) \, ds \]
\[
- a_1(\ell_c) g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) + a'_1(\ell_c) \int_{\mathcal{D}} g(\nabla_{\partial_s} c_t, \nabla_{\partial_s} c_t) \, ds.
\]

To obtain the geodesic equation, we have to integrate by parts to free \( h \) from all derivatives. We will treat the four terms separately. For the first two terms we recall that \( ds \) depends on the curve \( c \) (and thus on time \( t \),
i.e., for time dependent vector fields \( h \) and \( k \), with \( h(0, \theta) = h(1, \theta) = 0 \), we have

\[
\int_0^1 \int_D g(\nabla_{\partial \ell} h, k) \, ds \, dt = - \int_0^1 \int_D g(h, \nabla_{\partial \ell} (|e'| k)) \, d\theta \, dt \\
= - \int_0^1 \int_D g(h, \nabla_{\partial \ell} k + g(v, \nabla_{\partial \ell} c_t) k) \, ds \, dt.
\]

Applying this formula to the first term yields:

\[
2 \int_0^1 \int_D g(\nabla_{\partial \ell} h, a_0(\ell_c) c_t) \, ds \, dt \\
= -2 \int_D a_0(\ell_c) g\left(h, \nabla_{\partial \ell} c_t + g(v, \nabla_{\partial \ell} c_t) c_t \right) \, ds \, dt
\]

For the second term we need to apply integration by parts in space first:

\[
2 \int_0^1 \int_D g(\nabla_{a_1(\ell_c) c_t} a_1(\ell_c) \nabla_{\partial \ell} c_t) \, ds \, dt \\
= 2 \int_0^1 \int_D g(\nabla_{\partial \ell} h, a_1(\ell_c) \nabla_{\partial \ell} c_t) \, ds \, dt - 2 \int_0^1 \int_D g(\nabla_{\partial \ell} h, a_1(\ell_c) \nabla_{\partial \ell} c_t) \, ds \, dt \\
= -2 \int_0^1 \int_D g(h, \nabla_{\partial \ell} (a_1(\ell_c) \nabla_{\partial \ell} c_t)) \, ds \, dt + 2 \int_0^1 \int_D a_1(\ell_c) g(h, \nabla_{\partial \ell} \nabla_{\partial \ell} c_t) \, ds \, dt \\
+ 2 \int_0^1 \int_D a_1(\ell_c) g\left(h, g(v, \nabla_{\partial \ell} c_t) \nabla_{\partial \ell} c_t + \frac{a_1(\ell_c)}{a_1(\ell_c)} \int_D g(v, \nabla_{\partial \ell} c_t) \, ds \right) \nabla_{\partial \ell} c_t \, ds \, dt
\]

For the third term we use the symmetries of the curvature tensor to obtain

\[
2 \int_0^1 \int_D a_1(\ell_c) g(\mathcal{R}(v, h) c_t, \nabla_{\partial \ell} c_t) \, ds \, dt = 2 \int_0^1 \int_D a_1(\ell_c) g(\mathcal{R}(\ell_c, \nabla_{\partial \ell} c_t) v, h) \, ds \, dt.
\]

Finally for the last term we need to integrate in parts in space again, taking into account the boundary terms:

\[
\int_0^1 \int_D g(\nabla_{\partial \theta} h, \Psi_c(c_t, c_t) v) \, ds \, dt \\
= \int_0^1 g(h, \Psi_c(c_t, c_t) v) \bigg|_0^{2\pi} \, dt - \int_0^1 \int_D g(h, \nabla_{\partial \ell} (\Psi_c(c_t, c_t) v)) \, ds \, dt.
\]

We can now read off the geodesic equation. We will first start by collecting the terms on the interior of \( D \):

\[
a_0(\ell_c) \nabla_{\partial \ell} c_t - a_1(\ell_c) \nabla_{\partial \ell} \nabla_{\partial \ell} c_t \\
= -a_0(\ell_c) g(v, \nabla_{\partial \ell} c_t) c_t - a_0'(\ell_c) \left( \int_D g(v, \nabla_{\partial \ell} c_t) \, ds \right) c_t \\
+ a_1(\ell_c) g(v, \nabla_{\partial \ell} c_t) \nabla_{\partial \ell} c_t + a_1'(\ell_c) \left( \int_D g(v, \nabla_{\partial \ell} c_t) \, ds \right) \nabla_{\partial \ell} c_t \\
+ a_1(\ell_c) \mathcal{R}(c_t, \nabla_{\partial \ell} c_t) v - \frac{1}{2} \nabla_{\partial \ell} (\Psi_c(c_t, c_t) v).
\]
From here the result follows using the definition of the inertia operator $A_c$, the product rule for the term $\nabla_{\partial_t}(\Psi_c(c_t, c_t)v)$, by using the formula

$$\nabla_t(A_t c_t) = (\nabla_t A_t) c_t + A_t(\nabla_t c_t) = \nabla_t(a_0(\ell_c)c_t - a_1(\ell_c)\nabla_{\partial_t} c_t)$$

$$\quad = \left(\int_D g(v, \nabla_{\partial_t} c_t) \, ds\right) a'_0(\ell_c)c_t + a_0(\ell_c)\nabla_{\partial_t} c_t$$

$$\quad - \left(\int_D g(v, \nabla_{\partial_t} c_t) \, ds\right) a'_1(\ell_c)\nabla_2 c_t - a_1(\ell_c)\nabla_{\partial_t} \nabla_2 c_t,$$

and by collecting the boundary terms if $D = [0, 2\pi]$. \hfill \Box

A.2. **Proof of Theorem 3.8**: local well-posedness. In this section we will use the method of Ebin–Marsden to obtain local well-posedness and uniqueness of the geodesic equations. Before we prove the local well-posedness we formulate a variant of the no-loss-no-gain result, which is also used in Section 5.6.

**Lemma A.1.** Let $q \geq 2$, $V \subset H^q(D, T\mathcal{N})$ an open subset and let $F : V \to H^q(D, T\mathcal{N})$ be a smooth and $D^q(D)$ equivariant map, i.e., $F(h \circ \varphi) = F(h) \circ \varphi$ for all $h \in H^q(D, T\mathcal{N})$ and $\varphi \in D^q(D)$. Then $F$ is a smooth map from $V \cap H^q_{\text{loc}}(D, T\mathcal{N})$ to itself for any $l \in \mathbb{N}$, where $D^q$ is the interior of $D$.

**Proof.** For $D = S^1$ this result is shown in [13, Corollary 4.1]. For the case $D = [0, 2\pi]$ the proof is essentially the same, see also the arguments of Ebin and Marsden [20, Theorem 12.1, Lemma 12.2] who proved the original no-loss-no-gain results for manifolds with boundary. \hfill \Box

**Proof of Theorem 3.8.** For closed curves, i.e., $D = S^1$, this result can be found in [10, Theorem 4.4], see also [28, 6]. In the following we will focus on the case of open curves, where the proof will be slightly more involved due to the existence of a boundary. For a strong Riemannian metric ($q = n$) the existence of the geodesic equation and its local well-posedness is always guaranteed, see, e.g., [24, VIII, Theorem 4.2]. Thus we obtain the first part of the theorem for the Sobolev metric of order $n \geq 2$ on $\mathcal{I}^n([0, 2\pi], \mathcal{N})$ by Theorem 3.7. For $q \neq n$ we have to prove the well-posedness by hand. In the following we will assume that $n = 1$; the proof for $n > 1$ follows similarly. Following the seminal method of Ebin and Marsden [20] we will show that the geodesic spray, as derived in Lemma 3.3, extends to a smooth vector field on the Sobolev completion, which will allow us to apply Cauchy’s theorem to conclude the local well-posedness of the equation. To this end, we need the following statement regarding the invertibility of the operator $A_c$ under Neumann boundary conditions:

**Claim:** Let $f \in H^q_{\text{loc}}([0, 2\pi], T\mathcal{N})$ and $c \in \mathcal{I}^q([0, 2\pi], \mathcal{N})$ with $q \geq 2 \geq r \geq 0$ and $\pi \circ f = c$. Then the boundary value problem

$$(A.3) \quad A_c u(\theta) = f(\theta), \quad \nabla_{\partial_\theta} u(0) = u_0, \quad \nabla_{\partial_\theta} u(2\pi) = u_1$$

has a unique solution $u \in H^q_{\text{loc}}([0, 2\pi], T\mathcal{N})$, with $\pi \circ u = c$.

Note that by subtracting any $H^q$ section that satisfy the boundary conditions, we can assume that the boundary conditions are homogeneous. Then, a weak form of this equation is simply $G_c(u, w) = \int_0^{2\pi} g(f, w) \, d\theta$ for every $w \in H^1([0, 2\pi], c^* T\mathcal{N})$. Since $c$ is fixed, $G_c$ is equivalent to the standard $H^1$
norm on $H^1([0,2\pi],e^*TN)$. By the Lax-Milgram theorem, there exists a unique solution $u_* \in H^1$. We can then consider the equation $A_c u(\theta) = f(\theta)$ with initial conditions $u(0) = u_*(0)$, $\nabla_{\partial_\theta} u(0) = 0$. By moving to the weak form again, it follows that the solution for this initial value problem must be $u_*$, and so its regularity follows from standard initial-value ODE theory. This completes the proof of this claim.

To apply this theorem to the geodesic equation we need to observe that for any fixed time $t$ the boundary terms of the geodesic equation can be rewritten to yield exactly Neumann conditions for the system

$$A_c(\nabla_{\partial_\theta} c_t) = \left( - (\nabla_{\partial_\theta} A_c) c_t - g(v, \nabla_{\partial_\theta} c_t) A_c c_t - \frac{1}{2} \Psi_c(c_t, c_t) \nabla_{\partial_\theta} v \\
- g(\nabla_{\partial_\theta} c_t, A_c c_t) v + a_1(\ell_c) \mathcal{R}(c_t, \nabla_{\partial_\theta} c_t) v \right),$$

where $(\nabla_{\partial_\theta} A_c) = \nabla_{\partial_\theta} \circ A_c - A_c \circ \nabla_{\partial_\theta}$, which is an operator of order 2. In addition we have the boundary conditions

$$\nabla_{\partial_\theta} \nabla_{\partial_\theta} c_t \bigg|_{\theta=0} = F_0(c, c_t) \in \mathbb{R}$$
$$\nabla_{\partial_\theta} \nabla_{\partial_\theta} c_t \bigg|_{\theta=2\pi} = F_1(c, c_t) \in \mathbb{R}.$$ 

where $F_0$ and $F_1$ can be calculated by applying the product formula for differentiation and the formula for swapping covariant derivatives to the boundary conditions in Lemma 3.3.

Thus by the claim above we can invert $A_c$ to rewrite the geodesic equation as

$$\nabla_{\partial_\theta} c_t = A_c^{-1} \left( - (\nabla_{\partial_\theta} A_c) c_t - g(v, \nabla_{\partial_\theta} c_t) A_c c_t - \frac{1}{2} \Psi_c(c_t, c_t) \nabla_{\partial_\theta} v \\
- g(\nabla_{\partial_\theta} c_t, A_c c_t) v + a_1(\ell_c) \mathcal{R}(c_t, \nabla_{\partial_\theta} c_t) v \right).$$

The right hand side of this equation defines a smooth mapping

$$\Phi : TT^q(D,\mathcal{N}) \to TT^q(D,\mathcal{N}),$$

where the smoothness of $\Phi$ follows directly by counting derivatives, using the Sobolev embedding theorem and the result that $A_c$ and thus also $(\nabla_{\partial_\theta} A_c)$ and $A_c^{-1}$ are smooth. Thus we have interpreted the geodesic equation as an ODE (in $t$) on a Banach space of functions. From here the proof of item 1 of Theorem 3.8 follows directly as in [10, Theorem 4.4] and reduces to an application of the Cauchy theorem and the equivalence of fiber-wise quadratic smooth mappings $\Phi : TT^q(D,\mathcal{N}) \to TT^q(D,\mathcal{N})$ and smooth sprays $S : TT^q(D,\mathcal{N}) \to TT^q(D,\mathcal{N})$.

To prove item 2 of Theorem 3.8, we use Lemma A.1, for $F$ the exponential map $G$ on $T^q(D,\mathcal{N})$, and $V \subset H^q_{T^q}(D,T\mathcal{N})$ a neighborhood of the zero section on which the exponential map is defined. It follows that the domain of existence of the geodesic equation (in $t$) and the neighborhoods for the exponential mapping are uniform in the Sobolev exponential $l \in \mathcal{N}$ and thus
the result continues to hold on $T_{loc}^{q+1}(D, \mathcal{N})$ and therefore also locally in the smooth category. 

\[ \square \]

**APPENDIX B. HOLOMONY ESTIMATES: PROOF OF LEMMA 4.2**

We now prove the Sobolev estimates for manifolds-valued curves as stated in Lemma 4.2. We start by proving some geometric estimates, culminating in bounds on the holonomy along a closed curve (Proposition B.3). The settings for the geometric estimates is as follows:

Let $(\mathcal{N}, g)$ be a complete Riemannian manifold of finite dimension, with bounded sectional curvature, $|K| \leq K_N$ and positive injectivity radius $\text{inj}_N > 0$. We denote by $R$ the Riemann curvature of $g$.

Let $c : [0, a] \to \mathcal{N}$ be a curve, and let $V$ be a vector field along $c$. Let $\Pi_{\theta}^a : T_{\gamma(\theta)}\mathcal{N} \to T_{\gamma(\theta)}\mathcal{N}$ be the parallel transport operator along $c$, and $D$ the covariant derivative along $c$.

**Lemma B.1.**

$$|V(a) - \Pi_0^a V(0)| \leq \int_0^a \left| \frac{D}{d\theta} V(\theta) \right| d\theta.$$ 

**Proof.** Define $f(\theta) = \Pi_0^a V(\theta) - \Pi_0^a V(0)$. Our goal is to bound $|f(a)|$. Note that $f(0) = 0$, and that

$$\frac{\partial}{\partial \theta} f(\theta) = \Pi_0^a \frac{D}{d\theta} V(\theta).$$

Therefore, using the fact that the parallel transport is an isometry, we have

$$|f(a)| = \left| \int_0^a \frac{\partial}{\partial \theta} f(\theta) d\theta \right| \leq \int_0^a \left| \frac{D}{d\theta} V(\theta) \right| d\theta.$$ 

\[ \square \]

Let $c : [0, a] \to \mathcal{N}$ be a closed curve, $c(0) = c(a) = p$, with $\ell_c < 2 \text{inj}_N$. Define a map $c(\theta, t) : [0, a] \times [0, 1] \to \mathcal{N}$, such that $c(\theta, \cdot)$ is the unique geodesic connecting $p$ and $c(\theta)$. This is well defined since $\ell_c < 2 \text{inj}_N$ implies that $\text{dist}(p, c(\theta)) < \ell_c/2 < \text{inj}_N$ for any $\theta$. In other words, if we define $\gamma(\theta) = \exp_p^{-1}(c(\theta))$, then $c(\theta, t) := \exp_p(t\gamma(\theta))$. For every $t_0 \in [0, 1]$, $c_0 := c(\cdot, t_0) : [0, a] \to \mathcal{N}$ is a closed curve based in $p$, and for $t_0 = 0$ it is the constant curve.

**Lemma B.2.** There exists a constant $C_1$, depending only on $\text{inj}_N$ and the upper bound for the sectional curvature of $\mathcal{N}$, such that if the curve $c$ satisfies $\ell_c < C_1$, then $\ell_{c,t} \leq \ell_c$ for every $t \in [0, 1]$.

**Proof.** In the following we will assume that $\ell_c < 2 \text{inj}_N$, otherwise the family $c^t$ is not well-defined.

It is obviously sufficient to prove that $|\partial_t c(\theta, t)| \leq |\partial_t c(\theta, 1)|$ for every $\theta$ and $t$. Note that for a fixed $\theta_0$, $J(t) := \partial_t c(\theta_0, t)$ is a Jacobi field, hence it satisfies the Jacobi equation

$$\frac{D^2}{dt^2} J + R(J, \partial_t c(\theta_0, t)) \partial_t c(\theta_0, t) = 0,$$

with the initial conditions

$$J(0) = 0, \quad \frac{D}{dt} J(0) = \left. \frac{\partial}{\partial \theta} \right|_{\theta = \theta_0} \exp_p^{-1} c(\theta) =: \gamma'(0).$$
These initial conditions follow from the fact that
\[ J(0) = \frac{\partial}{\partial \theta} \bigg|_{\theta=0} c(\theta, 0) = \frac{\partial}{\partial \theta} \bigg|_{\theta=0} p = 0, \]
\[ \frac{D}{dt} J(0) = \frac{D}{\partial t} \frac{\partial}{\partial \theta} \bigg|_{(\theta, t)=(0, 0)} c(\theta, 0) = \frac{D}{\partial \theta} \bigg|_{(\theta, t)=(0, 0)} \frac{\partial}{\partial t} c(\theta, 0) \]
\[ = \frac{D}{\partial \theta} d_{T\gamma(\theta)} \exp_p [\gamma(\theta)] \bigg|_{(\theta, t)=(0, 0)} = \frac{D}{\partial \theta} d_0 \exp_p [\gamma(\theta)] \bigg|_{\theta=0} \]
\[ = \frac{D}{\partial \theta} \gamma(\theta) \bigg|_{\theta=0} = \gamma'(0), \]
where we used the fact that \( d_0 \exp_p = \text{id}_{T_p N} \), and that when \( t = 0 \), \( c(\theta, 0) = p \) for all \( \theta \), hence covariant derivative along \( \theta \) is the same as the regular derivative in \( \text{id}_{T_p N} \).

Note that we can always reparametrize \( \theta \) such that \( |\gamma'(\theta)| = 1 \) for any \( \theta \), hence \( \frac{D}{dt} J(0) = 1 \).

Our aim is to prove that \( |J(t)| \leq |J(1)| \). The proof mimics the proof of Rauch’s comparison theorem. Define \( f(t) := |J(t)| \); we want to prove that \( \dot{f}(t) \geq 0 \) for \( t \in (0, 1) \). For brevity, write \( \dot{J} := \frac{D}{dt} J, \ \ddot{J} := \frac{D^2}{dt^2} J \). We then have
\[ \dot{J} = g(J, \dot{J}) \frac{\dot{J}}{|J|^2}. \]

We have \( J(0) = 0 \) and therefore, by the Jacobi equations, also \( \dot{J}(0) = 0 \). We therefore obtain that
\[ \dot{J}(t) = \dot{J}(0) + O(t^2), \quad J(t) = t \dot{J}(0) + O(t^3), \]
hence
\[ \dot{J}(t) = \frac{1}{t} + O(t). \]

Using the Jacobi equations and the upper bound \( K \) on the sectional curvature of \( N \), we obtain
\[ \ddot{f} = \frac{\left( |\dot{J}|^2 + g(J, \dot{J}) \right) |J|^2 - 2 g(J, \dot{J})^2}{|J|^4} \]
\[ \geq \frac{g(J, \dot{J})}{|J|^2} - \frac{g(J, \dot{J})^2}{|J|^4} = \frac{g(J, \dot{J})}{|J|^2} - \dot{J}^2 \]
\[ = - \frac{g(J, \mathcal{R}(J, \partial c) \partial c)}{|J|^2} - \dot{J}^2 \]
\[ \geq - \frac{K |\partial c|^2 |J|^2}{|J|^4} - \dot{J}^2 = -K |\partial c|^2 - \dot{J}^2 \]
\[ \geq -K \text{dist}_N^2(p, c(\theta_0)) - \dot{J}^2 \geq -\frac{K l_c^2}{4} - \dot{J}^2, \]
where we used the fact that \( |\partial c(p, c(\theta_0))| = \text{dist}_N(p, c(\theta_0)) \) since \( c(\theta_0, t) \) is a constant speed geodesic from \( p \) to \( c(\theta_0) \). We obtain that
\[ \ddot{J} + \dot{J}^2 \geq -\frac{K l_c^2}{4}, \quad \dot{J}(t) = \frac{1}{t} + O(t). \]
From the Riccati comparison estimate [31, Corollary 6.4.2], it follows that for \( t > 0 \) we have

\[
\dot{f}(t) \geq \begin{cases} 
\frac{\sqrt{K\ell_c}}{2} \cot \left( \frac{\sqrt{K\ell_c}}{2} t \right) & K > 0, \ t \leq \frac{2\pi}{\sqrt{K\ell_c}} \\
t & K = 0 \\
\frac{\sqrt{-K\ell_c}}{2} \coth \left( \frac{\sqrt{-K\ell_c}}{2} t \right) & K < 0.
\end{cases}
\]

If \( K \leq 0 \), it follows that \( \dot{f}(t) > 0 \) for any \( t > 0 \), and we are done. If \( K > 0 \), then by choosing \( \ell_c < \pi/\sqrt{K} \), we obtain that \( \dot{f}(t) \) is larger than a function that is positive in \((0,1] \).

We now state the main geometric estimate we need. Recall that, in two dimensions, the holonomy of a small closed curve is roughly the area enclosed by the curve times the curvature inside it, and that by the isoperimetric inequality, the area grows at most like the length of the curve squared. The following proposition combines these statements (in any dimension) into a quantitative estimate on the holonomy:

**Proposition B.3.** There exists a constant \( C = C(K_N, \text{inj}_N, \dim N) > 0 \), such that for every closed curve \( c \subset N \) based in \( T_p N \),

\[
|\text{Hol}_c - \text{id}_{T_p N}| \leq \min \left\{ C \ell_c^2, 2\sqrt{\dim N} \right\}
\]

where \( \text{Hol}_c \) is the holonomy along \( c \) and \( \ell_c \) is the length of the curve \( c \).

**Proof.** Since \( \text{Hol}_c \) is an isometry of \( T_p N \), \( |\text{Hol}_c| = |\text{id}_{T_p N}| = \sqrt{\dim N} \). Therefore, by triangle inequality, we have \( |\text{Hol}_c - \text{id}_{T_p N}| \leq 2\sqrt{\dim N} \).

In the following, we assume that \( C \geq 2\sqrt{\dim N}/C_1 \), where \( C_1 \) is defined in Lemma B.2, and therefore it is sufficient to prove that \( |\text{Hol}_c - \text{id}_{T_p N}| \leq C \ell_c^2 \) under the assumption that \( \ell_c \leq C_1 \).

Fix a unit vector \( v \in T_p N \). Our goal is to prove that \( |\text{Hol}_c v - v| \leq C \ell_c^2 \). Define the family of curves \( c(\theta, t) = c'(\theta) : [0, a] \times [0, 1] \to N \) as in Lemma B.2. Define a vector field \( X \in \Gamma(c''T N) \) by

\[
X(\theta, t) := \Pi_p^{c'(\theta)} v,
\]

where \( \Pi_p^{c'(\theta)} : T_p N \to T_{c'(\theta)} N \) is the parallel transport along the curve \( c' \). We have\( X(\theta, 0) = v, \ X(0, t) = v, \ X(a, t) = \text{Hol}_{c, t} v. \) Since \( c(a, t) = p \), the parallel transport along the curve \( c(a, \cdot) \) is the identity, and so, by Lemma B.1 we have that

\[
|\text{Hol}_c v - v| = |X(a, 1) - X(a, 0)| \leq \int_0^1 \left| \frac{D}{dt} X(a, t) \right| \, dt.
\]

Since \( c(0, t) = p \) for all \( t \), the covariant derivative \( \frac{D}{dt} \) along \((0, t)\) is simply the standard derivative \( \frac{d}{dt} \). Therefore, since \( X(0, t) = v \) does not depend on \( t \), we have \( \frac{D}{dt} X(0, t) = 0 \). Hence, using Lemma B.1 again, we have

\[
\left| \frac{D}{dt} X(a, t) \right| \leq \int_0^a \left| \frac{D}{\partial \theta} \frac{D}{dt} X(\theta, t) \right| \, d\theta.
\]
Since $X(\theta, t)$ is the parallel transport of $X(0, t) = v$ along the constant $t$ curve, we have $\frac{\partial}{\partial \theta} X(\theta, t) = 0$, and therefore $\frac{\partial}{\partial t} X(\theta, t) = 0$. Combining this with
\[
\frac{D}{\partial \theta} \frac{D}{\partial t} X - \frac{D}{\partial t} \frac{D}{\partial \theta} X = \mathcal{R} \left( \frac{\partial}{\partial \theta} \frac{\partial}{\partial t} \right) X
\]
(see, e.g., [17, Chapter 4, Lemma 4.1]), we have
\[
\left| \frac{D}{\partial \theta} \frac{D}{\partial t} X \right| = \mathcal{R} \left( \frac{\partial c}{\partial \theta} \frac{\partial c}{\partial t} \right) X \leq K_N \left| \frac{\partial}{\partial \theta} \right| \left| \frac{\partial}{\partial t} \right|,
\]
where we used the fact that $|X| = |v| = 1$ since the parallel transport is an isometry. Since $c(\theta, \cdot)$ is a constant speed geodesic from $p$ to $c(\theta) = c(\theta, 1)$, and that $\text{dist}(p, c(\theta)) \leq \ell_c/2$, we have that
\[
\left| \frac{\partial c}{\partial t} \right| \leq \ell_c/2.
\]
Combining these estimates, we obtain
\[
|\text{Hol}_c v - v| \leq \int_0^1 \left| \frac{D}{\partial t} X(a, t) \right| dt \leq \int_0^1 \int_0^a \left| \frac{D}{\partial \theta} \frac{D}{\partial t} X \right| d\theta \ dt
\]
\[
\leq K_N \frac{\ell_c}{2} \int_0^1 \int_0^a \left| \frac{\partial c}{\partial \theta} \right| d\theta \ dt = K_N \frac{\ell_c}{2} \int_0^1 \ell_c \ dt \leq K_N \frac{\ell_c^2}{2},
\]
where in the last inequality we used Lemma B.2 to estimate $\ell_c$.

Using these holonomy estimates, we can now prove Lemma 4.2:

**Proof of Lemma 4.2.** As mentioned at the beginning of Section 4, although $h(0) = h(2\pi)$ when $D = S^1$, it is not true that $H(0) = H(2\pi)$, where
\[
H(\theta) = \Pi^0_c h(\theta),
\]
because of holonomy effects. Therefore, in order to prove (4.4) we cannot use Sobolev inequalities for periodic functions verbatim, but rather use the result of Proposition B.3, which implies that for short curves $H$ is “almost” periodic since the holonomy is small. We will do so by induction over $k$ and $n$.

**Base step: the case** $k = 1$, $n = 2$. Assume that $k = 1$ and $n = 2$. When $\ell_c \geq 1$, the inequality (4.2) implies (4.4) by taking $a = 1$. We are left with the case $\ell_c < 1$.

Recall that we denote by $\Pi^0_{\theta}$ the parallel transport from $T_{c(\theta_1)} N$ to $T_{c(\theta_2)} N$ along $c$ (in the direction dictated by the parameter $\theta$). Now, by applying (4.1) for $\nabla_{\partial_\theta} h$ and using the fundamental theorem of calculus, we have:
\[
\Pi^0_{\theta} \nabla_{\partial_\theta} h(\theta) - \nabla_{\partial_\theta} h(0) = \int_0^\theta \frac{d}{d\sigma} \Pi^0_{\sigma} \nabla_{\partial_\sigma} h(\sigma) \ d\sigma = \int_0^\theta \Pi^0_{\sigma} (\nabla_{\partial_\sigma} \nabla_{\partial_\sigma} h(\sigma)) \ d\sigma.
\]
Integrating over $\theta$ with respect to $d\sigma$, we obtain
\[
\nabla_{\partial_\theta} h(0) - \frac{1}{\ell_c} \int_{S^1} \Pi^0_{\sigma} \nabla_{\partial_\sigma} h(\theta) \ d\sigma(\theta) = -\frac{1}{\ell_c} \int_{S^1} \int_0^\theta \Pi^0_{\sigma} (\nabla_{\partial_\sigma} \nabla_{\partial_\sigma} h(\sigma)) \ d\sigma \ d\sigma(\theta).
\]
Using again (4.1), we have
\[
\int_{S^1} \Pi_0^2 \nabla_\partial h(\theta) \, ds(\theta) = \int_0^{2\pi} \Pi_0^2 \nabla_\partial h(\theta) \, d\theta = \int_0^{2\pi} \frac{d}{d\theta} \Pi_0^0 h(\theta) \, d\theta = \Pi_0^0 h(0) - h(0),
\]
which is not necessarily zero since there the holonomy along \(c\) might be non-trivial. We therefore obtain
\[
(B.1) \quad \nabla_\partial (0) = -\frac{1}{\ell_c} \left( \Pi_0^0 h(0) - h(0) \right)
\]
Similarly,
\[
\nabla_\partial (2\pi) - \Pi_0^2 \nabla_\partial h(\theta) = \int_0^{2\pi} \frac{d}{d\sigma} \Pi_0^2 \nabla_\partial h(\sigma) \, d\sigma = \int_0^{2\pi} \Pi_0^2 \nabla_\partial h(\sigma) \, d\sigma,
\]
and
\[
\int_{S^1} \Pi_0^2 \nabla_\partial h(\theta) \, ds(\theta) = \int_0^{2\pi} \frac{d}{d\theta} \Pi_0^2 h(\theta) \, d\theta = h(2\pi) - \Pi_0^2 h(2\pi).
\]
Thus, using the fact that \(h(0) = h(2\pi)\) and \(\nabla_\partial h(0) = \nabla_\partial h(2\pi)\), we have
\[
(B.2) \quad \nabla_\partial (0) = -\frac{1}{\ell_c} \left( h(0) - \Pi_0^2 h(0) \right)
\]
Adding (B.1) and (B.2), we obtain
\[
\nabla_\partial h(0) - \frac{1}{\ell_c} \left( \Pi_0^2 h(0) - \Pi_0^2 h(0) \right)
\]
\[
= \frac{1}{2\ell_c} \int_{S^1} \left( \int_0^{2\pi} \Pi_0^2 \nabla_\partial h(\sigma) \, d\sigma - \int_0^{2\pi} \Pi_0^2 \nabla_\partial h(\sigma) \, d\sigma \right) \, ds(\theta).
\]
Therefore, using the fact that \(\Pi_0^2 \partial s\) is an isometry, we obtain that
\[
\int_{S^1} \Pi_0^2 \nabla_\partial h(\theta) \, ds(\theta) = \int_0^{2\pi} |\nabla_\partial h(\sigma)| \, d\sigma \leq \frac{1}{2\ell_c} \int_{S^1} \left( \int_0^{2\pi} |\nabla_\partial h(\sigma)| \, d\sigma \right) \, ds(\theta)
\]
Using the estimate on the magnitude of the holonomy in Proposition B.3, we have
\[
|\nabla_\partial h(0)| \leq \min \left\{ C\ell_c, \frac{2\sqrt{\dim N}}{\ell_c} \right\} |h(0)| + \frac{1}{2} \int_{S^1} |\nabla_\partial h(\sigma)| \, ds,
\]
for some \(C > 0\) that depends only on the injectivity radius and on the bounds on the sectional curvature of \(N\). In this inequality the point 0 is arbitrary, hence the above holds for \(h(\theta), \nabla_\partial h(\theta)\) instead of \(h(0), \nabla_\partial h(0)\).
Squaring this inequality, and using the inequality \((a + b)^2 \leq 2(a^2 + b^2)\) and Cauchy-Schwartz (or Jensen’s) inequality, we obtain, for every \(\theta\),

\[
|\nabla_{\partial_s} h(\theta)|^2 \leq \min \left\{ 2 C^2 \ell_c^2, \frac{8 \dim \mathcal{N}}{\ell_c^2} \right\} |h(\theta)|^2 + \frac{\ell_c}{2} \|\nabla^2_{\partial_s} h\|_{L^2(ds)}^2
\]

(B.3)

\[
\leq C' \min \left\{ \ell_c^2, \frac{1}{\ell_c^2} \right\} |h(\theta)|^2 + \frac{\ell_c}{2} \|\nabla^2_{\partial_s} h\|_{L^2(ds)}^2.
\]

Since we assumed \(\ell_c \leq 1\), Inequality (B.3) implies (4.4) by integrating with respect to \(ds\).

**Induction step.** Now assume we have (4.4) for \(n = 2, \ldots, m\) and \(k = 1, \ldots, n - 1\); we will now prove it for \(n = m + 1, k = 1, \ldots, m\). Denote the constant in (4.4) by \(C_{k,n}\). Besides \(k\) and \(n\), \(C_{k,n}\) will depend also on the properties of the manifold \(\mathcal{N}\) as stated in the formulation of the lemma, but we omit this dependence as it is fixed throughout the induction.

First, assume \(k = 1\). If \(\ell_c \geq \min \left\{ 1, (2C_{m-1,m}C_{1,m})^{-1/2} \right\}\), then (4.2) implies (4.4) for \(k = 1, n = m + 1\), by letting \(a = \min \left\{ 1, (2C_{m-1,m}C_{1,m})^{-1/2} \right\}\).

If \(\ell_c \leq \min \left\{ 1, (2C_{m-1,m}C_{1,m})^{-1/2} \right\}\), we have

\[
\|\nabla_{\partial_s} h\|_{L^2(ds)}^2 \leq C_{1,m} \ell_c^2 \left( \|h\|_{L^2(ds)}^2 + \|\nabla^m_{\partial_s} h\|_{L^2(ds)}^2 \right)
\]

\[
\leq C_{1,m} \ell_c^2 \left( \|h\|_{L^2(ds)}^2 + C_{m-1,m} \left( \|\nabla_{\partial_s} h\|_{L^2(ds)}^2 + \|\nabla^m_{\partial_s} h\|_{L^2(ds)}^2 \right) \right),
\]

where in the second line we applied the induction hypothesis to \(\nabla_{\partial_s} h\). Moving the \(C_{1,m} C_{m-1,m} \ell_c^2 \|\nabla_{\partial_s} h\|_{L^2(ds)}^2\) to the other side, and noting that \(C_{1,m} C_{m-1,m} \ell_c^2 \leq 1/2\) by assumption, we obtain that

\[
\|\nabla_{\partial_s} h\|_{L^2(ds)}^2 \leq 2C_{1,m} \ell_c^2 \left( \|h\|_{L^2(ds)}^2 + C_{m-1,m} \|\nabla^m_{\partial_s} h\|_{L^2(ds)}^2 \right),
\]

which completes the proof for \(k = 1\).

We now assume \(k > 1\). If \(\ell_c \geq \min \left\{ 1, (2C_{k-1,m}C_{1,k})^{-1/2} \right\}\), then (4.2) implies (4.4) for \(k = 1, n = m + 1\), by letting \(a = \min \left\{ 1, (2C_{k-1,m}C_{1,k})^{-1/2} \right\}\).

If \(\ell_c \leq \min \left\{ 1, (2C_{k-1,m}C_{1,k})^{-1/2} \right\}\), we have (by applying the induction hypothesis for \(\nabla_{\partial_s} h\)),

\[
\|\nabla_{\partial_s} h\|_{L^2(ds)}^2 \leq C_{k-1,m} \ell_c^2 \left( \|\nabla_{\partial_s} h\|_{L^2(ds)}^2 + \|\nabla^m_{\partial_s} h\|_{L^2(ds)}^2 \right)
\]

\[
\leq C_{k-1,m} \ell_c^2 \left( C_{1,k} \left( \|h\|_{L^2(ds)}^2 + \|\nabla^k_{\partial_s} h\|_{L^2(ds)}^2 \right) + \|\nabla^m_{\partial_s} h\|_{L^2(ds)}^2 \right),
\]

Moving the \(C_{k-1,m} C_{1,k} \ell_c^2 \|\nabla^k_{\partial_s} h\|_{L^2(ds)}^2\) to the other side, and noting that \(C_{k-1,m} C_{1,k} \ell_c^2 \leq 1/2\) by assumption, we obtain that

\[
\|\nabla_{\partial_s} h\|_{L^2(ds)}^2 \leq 2C_{k-1,m} \ell_c^2 \left( C_{1,k} \|h\|_{L^2(ds)}^2 + \|\nabla^m_{\partial_s} h\|_{L^2(ds)}^2 \right),
\]

which completes the proof for \(k > 1\).
First, we note that for a function $f \in L^2(D)$ we have, for every $c \in \mathbb{T}^n(D, \mathcal{N})$,
\[
\|f\|_{L^2(d\theta)} \leq |D|^{1/2}\|f\|_{L^\infty}
\]
hence boundedness on metric balls of $\|\nabla_{\partial_s}^k |c'|\|_{L^\infty}$ implies boundedness of $\|\nabla_{\partial_s}^k |c'|\|_{L^2(d\theta)}$. Lemma 5.9 implies that under the assumption (5.1), the $L^2(d\theta)$ and $L^2(ds)$ norms are equivalent on metric balls, hence boundedness on metric balls of $\|\nabla_{\partial_s}^k |c'|\|_{L^\infty}$ also implies boundedness of $\|\nabla_{\partial_s}^k |c'|\|_{L^2(ds)}$. Therefore, by Lemma 5.7, our goal is to show that
\[
\|D_{c,h}(\nabla_{\partial_s}^k |c'|)\|_{L^p} \leq C(1 + \|\nabla_{\partial_s}^k |c'|\|_{L^p})\|h\|_{G_c},
\]
where $p = \infty$ for $k = 0, \ldots, n-2$ and $p = 2$ for $k = n-1$. We will first prove the case $p = \infty$ by induction on $k$, and then treat the case $p = 2$, $k = n-1$ (in which the cases $L^2(d\theta)$ and $L^2(ds)$ are similar, so for brevity, we simply write $L^2$).

The claim for $k = 0$ was proven in Lemma 5.10. We now assume the claim is true up to $k - 1$ and prove it for $k$. First, note that
\[
D_{c,h}(\nabla_{\partial_s}^k |c'|) = \nabla_{\partial_s}^k(g(v, \nabla_{\partial_s}h)|c'|) - \sum_{i=0}^{k-1} \binom{k}{i+1} \nabla_{\partial_s}^i g(v, \nabla_{\partial_s}h) \nabla_{\partial_s}^{k-i} |c'|
\]
\[
= \sum_{i=0}^{k} \left( \binom{k}{i} - \binom{k}{i+1} \right) \nabla_{\partial_s}^i g(v, \nabla_{\partial_s}h) \nabla_{\partial_s}^{k-i} |c'|,
\]
where we use the convention $\binom{k}{k+1} = 0$. This can be easily proved by induction using (3.6). From this it follows that
\[
(C.1) \quad \left| D_{c,h}(\nabla_{\partial_s}^k |c'|) \right| \lesssim \sum_{i=0}^{k} \left| \nabla_{\partial_s}^i g(v, \nabla_{\partial_s}h) \right| \left| \nabla_{\partial_s}^{k-i} |c'| \right|
\]
\[
\lesssim \sum_{i=0}^{k} \sum_{j=0}^{i} \left| \nabla_{\partial_s}^j v \right| \left| \nabla_{\partial_s}^{i-j+1} h \right| \left| \nabla_{\partial_s}^{k-i} |c'| \right|,
\]
where the constant depends only on the indices $i, j, k$. Using the induction hypothesis, we obtain (using the fact that $|v| = 1$),
\[
\left| D_{c,h}(\nabla_{\partial_s}^k |c'|) \right| \lesssim \left| \nabla_{\partial_s} h \right| \left| \nabla_{\partial_s}^k |c'| \right| + \sum_{i=0}^{k} \sum_{j=0}^{i} \left| \nabla_{\partial_s}^j v \right| \left| \nabla_{\partial_s}^{i-j+1} h \right|
\]
on every metric ball. Our assumption (5.2) implies that for $i = 1, \ldots, n-1$, we have $\|\nabla_{\partial_s}^i h\|_{L^\infty} \leq C\|h\|_{G_c}$ on every metric ball. Therefore, we obtain, as long as $k \leq n-2$
\[
\left| D_{c,h}(\nabla_{\partial_s}^k |c'|) \right| \lesssim \left( \left| \nabla_{\partial_s}^k |c'| \right| + \sum_{j=0}^{k} \left| \nabla_{\partial_s}^j v \right| \right) \|h\|_{G_c}
\]
on every metric ball.

In order to complete the proof (for the $L^\infty$ case), we need to show that
\[
(C.2) \quad \|\nabla_{\partial_s}^k v\|_{L^\infty} \quad k = 0, \ldots, n-2
\]
is bounded on every metric ball. The case \( k = 0 \) is trivial, since \( |v| = 1 \) by definition. Note that
\[
D_{c,h}[\nabla^k_{\partial_v} v] = g \left( \nabla_h \nabla^k_{\partial_v} v, \frac{\nabla^k_{\partial_v} v}{|\nabla^k_{\partial_v} v|} \right) \leq |\nabla_h \nabla^k_{\partial_v} v|.
\]

Therefore, in order to use Lemma 5.7 for the function \( |\nabla^k_{\partial_v} v| \), we need to show that
\[
|\nabla_h \nabla^k_{\partial_v} v| \leq C(1 + \|\nabla^k_{\partial_v} v\|_\infty)\|h\|_{G_c}
\]
on every metric ball. Using (3.9), we obtain
\[
\nabla_h \nabla^k_{\partial_v} v = \nabla_{\partial_v} \nabla_h \nabla^k_{\partial_v} v - g(v, \nabla_{\partial_v} h) \nabla^k_{\partial_v} v + \mathcal{R}(v, h) \nabla^k_{\partial_v} v
\]
\[
= \nabla^k_{\partial_v} h - \sum_{i=0}^{k-1} \nabla_{\partial_v}^i (g(v, \nabla_{\partial_v} h) \nabla^i_{\partial_v} v) + \sum_{i=0}^{k-1} \nabla_{\partial_v}^i (\mathcal{R}(v, h) \nabla^i_{\partial_v} v)
\]
\[
= \nabla^{k+1}_{\partial_v} h - \sum_{i=0}^{k} \nabla_{\partial_v}^i (g(v, \nabla_{\partial_v} h) \nabla^i_{\partial_v} v) + \sum_{i=0}^{k-1} \nabla_{\partial_v}^i (\mathcal{R}(v, h) \nabla^i_{\partial_v} v),
\]
where in the last line we used the fact that
\[
\nabla_h v = \nabla_{\partial_v} h - g(v, \nabla_{\partial_v} h)v,
\]
which follows immediately from (3.6). We therefore have,
\[
\nabla_h \nabla^k_{\partial_v} v = \nabla^{k+1}_{\partial_v} h - \sum_{i=0}^{k} \sum_{j=0}^{i} \sum_{l=0}^{j} \binom{i}{j} \binom{j+1}{l} g(\nabla_{\partial_v}^l v, \nabla^i_{\partial_v} v) \nabla^i_{\partial_v} v
\]
\[
+ \sum_{i=0}^{k-1} \sum_{j=0}^{i} \sum_{l=0}^{j} \sum_{m=0}^{l} \binom{i}{j} \binom{j+1}{l} \binom{l+1}{m} \nabla^{j+1}_{\partial_v} \mathcal{R}(\nabla_{\partial_v}^m v, \nabla^i_{\partial_v} v) \nabla^i_{\partial_v} v,
\]
where we repeatedly used
\[
\nabla_{\partial_v} (\mathcal{R}(X, Y)) = (\nabla_{\partial_v} \mathcal{R})(X, Y)Z + \mathcal{R}(\nabla_{\partial_v} X, Y)Z
\]
\[
+ \mathcal{R}(X, \nabla_{\partial_v} Y)Z + \mathcal{R}(X, Y) \nabla_{\partial_v} Z.
\]

Using the fact that \( \nabla_{\partial_v} \mathcal{R} \) is bounded for every \( r \),\(^8\) we obtain the bound
\[
|\nabla_h \nabla^k_{\partial_v} v| \lesssim |\nabla^{k+1}_{\partial_v} h| + \sum_{j=0}^{k} \sum_{l=0}^{j} |\nabla^j_{\partial_v} v| |\nabla^{j+1}_v| |\nabla^{k-j}_v|
\]
\[
+ \sum_{j=0}^{k-1} |\nabla^{k-1}_v| |\nabla^j_{\partial_v} v| |\nabla^{j+1}_v|
\]
\[
\lesssim |\nabla^{k+1}_{\partial_v} h| + |\nabla^k_{\partial_v} v||\nabla_{\partial_v} h| + \sum_{i=0}^{k} P_i |\nabla_{\partial_v} h|,
\]
\(^8\)Note that by Lemma 5.11, the whole analysis here is done on a compact subset of \( N \) (the closure of the image of \( B(c_0, r) \)). Hence the boundedness of \( \mathcal{R} \) and its covariant derivatives follows from the smoothness of \( N \), and does not require any global bounded geometry assumption on \( N \) (except from completeness).
where \( P_i \) are polynomials in \( |\nabla_{\partial_s} v|, \ldots, |\nabla_{\partial_s}^{k-1} v| \). By the induction hypothesis \(|\nabla_{\partial_s}^j v|_{\infty} \) is bounded on metric balls for \( j = 0, \ldots, k - 1 \), hence \( P_i \) is bounded on metric balls. Using this, and assumption (5.2), we obtain that, as long as \( k \leq n - 2 \),
\[
|\nabla h \nabla_{\partial_s}^k v| \lesssim (1 + |\nabla_{\partial_s}^k v|) h_{|G_c|},
\]
which completes the proof of (C.2) and hence of (5.6).

It remains to prove (5.7) for \( k = n - 1 \), that is, to prove that
\[
\|D_{c,h}(\nabla_{\partial_s}^{n-1} |c'|)\|_{L^2} \leq C(1 + \|\nabla_{\partial_s}^{n-1} |c'|\|_{L^2}) h_{|G_c|}.
\]

Using (C.1) we have
\[
|D_{c,h}(\nabla_{\partial_s}^{n-1} |c'|)| \lesssim \sum_{i=0}^{n-1} \sum_{j=0}^{i} |\nabla_{\partial_s}^i v| |\nabla_{\partial_s}^{i-1} |c'||
\]
\[
\lesssim |\nabla_{\partial_s}^i |c'|| + h_{|G_c|} \sum_{i=0}^{n-1} \sum_{j=0}^{i} |\nabla_{\partial_s}^j v| |\nabla_{\partial_s}^{n-1-i} |c'||
\]
\[
\lesssim |\nabla_{\partial_s}^i |c'|| + h_{|G_c|} \left( |\nabla_{\partial_s}^{n-1-i} |c'|| + |\nabla_{\partial_s}^{n-1-i} v| + \sum_{i,j=0}^{n-2} |\nabla_{\partial_s}^i v| |\nabla_{\partial_s}^j |c'|| \right)
\]
\[
\lesssim |\nabla_{\partial_s}^i |c'|| + h_{|G_c|} (|\nabla_{\partial_s}^{n-1-i} |c'|| + |\nabla_{\partial_s}^{n-1-i} v| + 1)
\]

where in the second inequality we used (5.2), and in the bounds (5.6) and (C.2) on metric balls. Squaring this and integrating, we obtain, using (5.3) for the first term,
\[
\|D_{c,h}(\nabla_{\partial_s}^{n-1} |c'|)\|_{L^2} \leq C(1 + \|\nabla_{\partial_s}^{n-1} v|_{L^2} + \|\nabla_{\partial_s}^{n-1} |c'||_{L^2}) h_{|G_c|}.
\]

Therefore, we are left to show that \( \|\nabla_{\partial_s}^{n-1} v\|_{L^2} \) is bounded on metric balls.

As before, we need to show that
\[
(C.6) \quad \|\nabla h \nabla_{\partial_s}^{n-1} v\|_{L^2} \leq C(1 + \|\nabla_{\partial_s}^{n-1} v\|_{L^2}) h_{|G_c|},
\]
and we have shown that
\[
|\nabla h \nabla_{\partial_s}^{n-1} v| \lesssim |\nabla_{\partial_s}^n |c'|| + |\nabla_{\partial_s}^{n-1} v| |\nabla_{\partial_s} h| + \sum_{i=0}^{n-1} |P_i| |\nabla_{\partial_s}^i v|
\]

where \( P_i \) are polynomials in \( |\nabla_{\partial_s} v|, \ldots, |\nabla_{\partial_s}^{n-2} v| \), which are bounded on metric balls. We therefore have, using (5.2) that
\[
|\nabla h \nabla_{\partial_s}^{n-1} v| \lesssim |\nabla_{\partial_s}^n |c'|| + h_{|G_c|} (1 + |\nabla_{\partial_s}^{n-1} v|) .
\]

Squaring, integrating and using (5.3), we obtain (C.6), which completes the proof.
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