Variational properties of the abstract subdifferential operator
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Abstract

Abstract convexity generalises classical convexity by considering the suprema of functions taken from an arbitrarily defined set of functions. These are called the abstract linear (abstract affine) functions. The purpose of this paper is to study the abstract subdifferential. We obtain a number of results on the calculus of this subdifferential: summation and composition rules, and prove that under some reasonable conditions, the subdifferential is a maximal abstract monotone operator. Another contribution of this paper is a counterexample that demonstrates that the separation theorem between two abstract convex sets is generally not true. The lack of the extension of separation results to the case of abstract convexity is one of the obstacles in the development of numerical methods based on abstract convexity.
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1 Introduction

Given a set $L$ of functions (also known as elementary functions), a function is $L$-convex, or abstract convex when it can be expressed as the supremum of functions from $L$. Abstract convexity (also known as convexity without linearity) has been extensively studied since the 1970s, and is the subject of at least three monographs [20–22], and many papers [1, 2, 5, 6, 8, 15] just to name a few. Many notions and results from classical convexity have been generalised, including duality [15], the conjugate function [21], the subdifferential [21] and normal cones [14]. This paper aims to investigate abstract subdifferential calculus, which will be a significant step towards the development of numerical methods based on abstract convexity.

*Deakin University, 75 Pigdons Rd, Waurn Pond, VIC 3216 (Email: r.diazmillan@deakin.edu.au)
†Swinburne University of Technology, PO Box 218, Hawthorn, VIC 3122 (Email: nsukhorukova@swin.edu.au)
‡Deakin University, 75 Pigdons Rd, Waurn Pond, VIC 3216 (Email: julien.ugon@deakin.edu.au)
In convex analysis, the subdifferential plays an essential role in developing algorithms. A major challenge in generalising the properties of the convex subdifferential to the abstract convex subdifferential is that most proofs rely on Minkowski’s theorem on the separation of sets. However, such a theorem is not known in abstract convex analysis, and in fact, we show in this paper that its generalisation is not true in general. More specifically, there might not exist a function \( l \in L \) separating two \( L \)-convex sets. Consequently, we prove the results in this paper without resorting to such separation results.

Another challenge in the application of abstract convexity to practical problems is the choice of an efficient set of elementary functions. In some cases, for example uniform approximation problems, the choice is straightforward, but this situation is rather exceptional. For some classes of functions, such as quasiconvex functions, some elementary sets of functions are known \([7, 21]\) but counter-examples presented in \([4]\) and in this paper show that they do not always enable the generalisation of results such as the maximality of the subdifferential operator, or the maximum rule.

The study of the abstract subdifferential is the subject of a few papers, and several results, such as the sum rule or the maximal monotonicity of the subdifferential operator \([6, 9, 14]\) were generalised under some assumptions. Nearly all of these papers make the assumption that the set \( L \) is closed under the sum (i.e., \( L \) is additive). This is a strong assumption, which excludes many families of functions of practical interest, such as quasilinear and quasiconvex functions. It is also generally assumed that \( 0 \in L \), which is a more reasonable assumption, as this it is required to verify optimality conditions. Finally, several papers require that abstract convex functions are additive, that is, they only consider functions \( f \) such that \( f(x) + f(y) = f(x + y) \), also adding further hypotheses on the domain \( X \) of these functions. In most of the present paper we make no such assumption on \( X \) and \( L \). In fact we derive a number of subdifferentiable calculus rules under very general conditions, in such a way that these rules generalise fairly precisely subdifferential calculus, both in the convex case and the known abstract convex cases. Only in the last part of the paper, when we investigate the maximal monotonicity of the subdifferential operator, do we introduce a few assumptions on the set \( X \).

The paper is divided into three parts. First, in Section 2 we recall some important results and definitions of abstract convexity and clarify the notations used throughout the paper. Then, in Section 3, we generalise several well-known properties, including the sum rule on the subdifferential of the sum of abstract convex functions and the composition rule. Finally, in Section 4, we prove that under suitable conditions the abstract subdifferential is a maximal abstract monotone operator. Section 5 contains the conclusions and open problems.

## 2 Preliminaries

We start by recalling the main definitions and properties of abstract convexity. We will use the notations introduced by Rubinov \([21]\).
2.1 Definitions

Let $X$ be a set and $\mathcal{F}(X)$ be the set of all real-valued functions with domain on $X$ as well as the function identically equal to $-\infty$:

$$\mathcal{F}(X) = \{ f : X \to \mathbb{R} \cup \{+\infty\} \} \cup \{-\infty : X \to \mathbb{R}, -\infty(x) = -\infty\}.$$ 

Let $H \subset \mathcal{F}(X)$ be an arbitrary set of functions.

**Definition 1 (Abstract Convexity [21]).** A function $f \in \mathcal{F}(X)$ is said to be $(H, X)$-convex (or simply $H$-convex when the context is clear) if there exists a set $U \subset H$ such that for any $x \in X$, $f(x) = \sup_{u \in U} u(x)$.

**Definition 2 (Support Set [21]).** The $H$-support set of a function $f \in \mathcal{F}(X)$ is defined as:

$$\text{supp}(f, H) = \{ u \in H : u \leq f \}$$

where $u \leq f$ means that $u(x) \leq f(x), \forall x \in X$.

The $H$-support sets of $H$-convex functions are called $(H, X)$-convex sets, or $H$-convex sets when the context is clear. Note that the $H$-support set of every function $f \in \mathcal{F}(X)$ is $H$-convex, and there is a one-to-one mapping between $H$-convex functions and $H$-convex sets.

The intersection of $H$-convex sets is $H$-convex:

**Proposition 1 ([8]).** Let $A_i : i \in I$ be a family of $H$-convex sets. Then $\cap_{i \in I} A_i$ is also $H$-convex.

For a set $L \subset \mathcal{F}(X)$, we denote by $H_L$ its vertical closure: $H_L = \{ h_{lc} = l - c : l \in L, c \in \mathbb{R} \}$. The functions in $H_L$ are called $L$-affine or abstract affine. It can also be necessary to consider the vertical shift $c \in \mathbb{R}$ of an affine function $l - c$ as a variable. In this case, we denote the set of such functions by $L \times \{-1\}$ and its domain $X \times \mathbb{R}$, where $-1(c) := -c$, and $(l, -1) \in L \times \{-1\}$ is defined as $(l, -1)(x, c) := l(x) - c$.

**Definition 3 (Abstract Convex Hull of a function [21]).** Let $f \in \mathcal{F}(X)$. The function $\text{co}_H f$ defined by

$$\text{co}_H f(x) := \sup \{ h(x) : h \in \text{supp}(f, H) \}$$

is called the $H$-convex hull of the function $f$.

It is easy to see that $\text{co}_H f$ is the $H$-convex lower envelope of the function $f$, that is, the supremum of all $H$-convex functions that lie below $f$. In particular, $f$ is $H$-convex if and only if $f = \text{co}_H f$. For a given set $L$ of abstract linear functions, we will denote by $L_x$ the set of abstract affine functions that all vanish at $x$:

$$L_x = \{ l_x := l - l(x) : l \in L \}.$$ (1)

The set $L_x$ has the same vertical closure as $L$, and its relevance will be clear when we discuss the abstract subdifferential.
Definition 4 (Abstract Convex Hull of a set [21]). The intersection of all \(H\)-convex sets containing a set \(C \subset H\) is called the abstract convex hull of \(C\) and denoted \(\text{co}_H C\).

Proposition 2 ([21, Proposition 1.1 and Corollary 1.1]). The \(H\)-convex hull of a set \(C\) is \(H\)-convex. More specifically, it is the smallest \(H\)-convex set containing \(C\), and \(\text{co}_H C = \text{supp}(\sup_{l \in C} l, H)\).

Each abstract convex concept has a dual counterpart, which can be obtained by considering a coupling function \(\langle \cdot , \cdot \rangle : L \times X \to \mathbb{R}\), \(\langle u, x \rangle := u(x)\). This coupling function enables one to obtain dual versions of the properties of \((L, X)\)-convex functions and \((L, X)\)-convex sets.

Definition 5 ((\(X, L\))-convex set). Let \(L \subset \mathcal{F}(X)\) be the set of abstract linear functions. We say that the set \(C \subset X\) is a \((X, L)\)-convex set, if there exists a function \(\lambda : L \to (\mathbb{R} \cup \{-\infty, +\infty\})\) such that \(C = \{x \in X : u(x) \leq \lambda(u), \forall u \in L\}\).

Definition 6 ((\(X, L\))-convex function). For \(L \subset \mathcal{F}(X)\), the function \(\lambda : L \to (\mathbb{R} \cup \{-\infty, +\infty\})\) is said to be \((X, L)\)-convex if there exists \(C \subset X\) such that for any \(u \in L\), \(\lambda(u) = \sup_{x \in C} u(x)\).

It is clear that the set \(C\) in the above definition is \((X, L)\)-convex.

Definition 7 (Support set, dual version). For \(L \subset \mathcal{F}(X)\), the support set of a function \(\lambda : L \to (\mathbb{R} \cup \{-\infty, +\infty\})\) is defined as \(\text{supp}(\lambda, X) := \{x \in X : u(x) \leq \lambda(u), \forall u \in U\}\).

Then it follows from the above definition and Proposition 1 that

Proposition 3. Let \(C_i : i \in I\) be a family of \((X, L)\)-convex sets. Then \(\bigcap_{i \in I} C_i\) is a \((X, L)\)-convex set.

The set of all \((X, L)\)-convex sets on the space \(X\) (respectively \(L\)) is denoted by \(C(X, L)\) and by symmetry the set of all \((L, X)\)-convex sets is denoted by \(C(L, X)\).

Definition 8. The abstract convex hull of a set \(A \in X\) is defined as the intersection of all abstract convex sets containing \(A\), denoted by \(\text{co}_X A := \bigcap_{C \in C(X, L)} \{C : A \subset C\}\).

Separation results are essential in convex analysis. The following proposition is straightforward (separation of a point from a set).

Proposition 4 (Separating property [21]). Given an \(H\)-convex set \(U\) and a point \(l \in H \setminus U\) there exists \(x \in X\) such that \(l(x) > u(x)\) for any \(u \in U\).

Corollary 1 (Dual separating property). Given an \((X, L)\)-convex set \(C\) and a point \(x \in X \setminus C\) there exists a function \(u \in H\) such that \(u(x) > u(y)\) for any \(y \in C\).
The above corollary has a simple geometric interpretation: for any abstract convex set \( C \subset X \) and any point \( x \) outside of that set, one can find an abstract affine function \( u \in H \) with a level set (ie, an abstract hyperplane) separating the point \( x \) from the set \( C \). One may wonder whether it is possible to separate two abstract convex sets using such an abstract hyperplane. We show that this is not the case in general. Let us first formalise the notion of set separation below.

The next definition states the separation between two abstract convex sets.

**Definition 9** (Separation \((X, H)\)-convex sets). Consider a set of functions \( H \in \mathcal{F}(X) \), and the \((X, H)\)-convex sets \( A, B \subset X \). We say that \( A \) is \( H \)-separable from \( B \) if there exists \( u \in H \) such that \( u(x) \leq u(y) \) for all \( x \in A \) and \( y \in B \). The separation is strict of the inequality is strict.

**Definition 10** (Separation \((H, X)\)-convex sets). Consider a family of functions \( H \in \mathcal{F}(X) \) and the \((X, H)\)-convex sets \( A, B \subset H \). We say that \( A \) is \( X \)-separable from \( B \) if there exists \( x \in X \) such that \( u(x) \leq l(x) \) for all \( u \in A \) and \( l \in B \). The separation is strict of the inequality is strict.

The following example illustrates that in general, it is not always possible to separate two disjoint \((X, H)\)-convex sets.

**Example 1.** Let \( X = \mathbb{R} \) and \( H = \{-|x-1|+2, -|x+1|+2, -|x|+2, 0\} \). Consider the \( H \)-convex sets \( A = \{-|x-1|+2, -|x+1|+2\} \) and \( B = \{-|x|+2, 0\} \). Refer to Figure 1.

It is easy to see that \( A \) and \( B \) are both \( H \)-convex, and disjoint. Indeed, let

\[
 f_A(x) = \sup_{u \in A} u(x).
\]

Then

\[
 \{ x : -|x| + 2 > u(x) \ \forall u \in A \} = \{ x : |x| + 2 > f_A(x) \} = \left( -\frac{1}{2}, \frac{1}{2} \right).
\]

Therefore \(-|x| + 2\) is not in \( \text{supp}(f_A, H) = \text{co}_H A \). Likewise,

\[
 \{ x : 0 > u(x) \ \forall u \in A \} = (-\infty, -3) \cup (3, +\infty).
\]

Therefore \( 0 \notin \text{supp}(f_A, H) \). Yet, since \( \left([-\infty, -3) \cup (3, +\infty)\right) \cap \left( -\frac{1}{2}, \frac{1}{2} \right) = \emptyset \), there is no point \( x \in X \) that separates all functions in \( B \) from \( A \).

On the other hand, let \( f_B(x) = \sup_{v \in B} v(x) \) then

\[
 \{ -|x| + 2 > v(x) \ \forall v \in B \} = \{ -|x \pm 1| + 2 > f_B(x) \} = \left( 3, 3 + \frac{1}{2} \right),
\]

which shows that \( A \cap \text{supp}(f_B, H) = \text{co}_H B = \emptyset \). However, since

\[
\left( -3, -\frac{1}{2} \right) \cap \left( \frac{1}{2}, 3 \right) = \emptyset,
\]

there is no point \( x \in X \) that separates all functions in \( A \) from \( B \).
(a) Neither functions from $B$ are in the support set of the function $f_A$, and so $A$ is $H$-convex. Yet, there is no point $x \in \mathbb{R}$ at which both functions from $B$ are above $f_A$. Therefore the set $B$ cannot be separated from the set $A$.

(b) Neither functions from $A$ are in the support set of the function $f_B$, and so $B$ is $H$-convex. Yet, there is no point $x \in \mathbb{R}$ at which both functions from $A$ are above $f_B$. Therefore the set $A$ cannot be separated from the set $B$.

Figure 1: The sets $A$ and $B$ are both $H$-convex and disjoint, but they cannot be separated by a point $x$.

From here onward, we assume that $L \subset \mathcal{F}(X)$ is an arbitrary set of functions.

**Definition 11** (Abstract subdifferential [21]). The $L$-subdifferential of a function $f \in \mathcal{F}(X)$ at a point $x \in X$ is the set

$$\partial_L f(x) = \{ l \in L : f(y) \geq f(x) + l(y) - l(x), \forall y \in X \}.$$

We recall that the sublevel sets and the epigraph of a function $f$ are defined as follows:

$$S_c(f) = \{ x \in X : f(x) \leq c \}$$

$$\text{epi}(f) = \{ (x, c) \in X \times \mathbb{R} : f(x) \leq c \}$$

When the domain of $f$ is ambiguous we denote the epigraph of $f$ over the domain $X$ as $\text{epi}_X f$.

Note that two functions are equal if and only if their epigraphs are equal.

**Proposition 5.** A function $f \in \mathcal{F}(X)$ is $L$-convex if and only if its epigraph is $(X \times \mathbb{R}, L \times \{-1\})$-convex.
Proof. Let \( f \) be any function and \( u \in \text{supp}(f, L) \). Then,

\[
\begin{align*}
  u & \in \text{supp}(f, L) \\
  \iff & \forall y \in X, u(y) \leq f(y) \\
  \iff & \forall (y, c) \in X \times \mathbb{R} : c \geq f(y), u(y) \leq c \\
  \iff & \sup_{(y, c) \in \text{epi} f} u(y) - c \leq 0 \\
  \iff & \forall (y, c) \in \left( \text{co}(X \times \mathbb{R}), (L \times (-1)) \text{epi} f \right), u(y) - c \leq 0
\end{align*}
\]

The function \( f \) is \((L, X)\)-convex if and only if for all \( x \in X, d \in \mathbb{R} \) such that \( d < f(x) \), there exists \( u \in \text{supp}(f, L) \) such that \( u(x) > d \). That is, for all \((x, d) \notin \text{epi} f\), \((x, d) \notin \text{co}(X \times \mathbb{R}), (L \times (-1)) \text{epi} f\). This proves the result.

\[\Box\]

**Corollary 2.** For any function \( f \in \mathcal{F}(X) \), \( \text{co}(X \times \mathbb{R}, L \times (-1)) \text{epi} f = \text{epi} \text{co}_L f \).

**Definition 12** (Abstract Normal Cone [14]). Consider a set \( C \subset X \) and a point \( x \in C \). The \( L \)-normal cone (or abstract normal cone) at \( x \) in \( C \), with respect to the set of functions \( L \), denoted by \( N_L(x, C) \) is defined as:

\[ N_L(x, C) := \{ l \in L : l(y) - l(x) \leq 0, \forall y \in C \}. \]

By convention we say that \( N_L(x, C) = \emptyset \) when \( x \notin C \).

**Proposition 6.** Suppose that the function \( f \in \mathcal{F}(X) \) is \( L \)-convex. Then we have the following:

1. For any \( c \in \mathbb{R}, S_c(f) \) is \((X, L)\)-convex [15, 16];
2. For \( C \subset X \), \( N_{L_x}(x, C) = \{ l - l(x) : l \in N_L(x, C) \} \) is \((L_x, X)\)-convex.

**Proof.**

1. Define the function \( g : L \to \mathbb{R} \) as \( g(l) := \sup_{x \in S_c(f)} l(x) \), and let \( Y = \text{supp}(g, X) \). It is clear from the definition that \( S_c(f) \subset Y \). Let \( y \in Y \). Then, \( l(y) \leq g(l) \) for any \( l \in L \), and in particular for any \( l \in \text{supp}(f, L) \).

In other words,

\[ l(y) \leq \sup_{x \in S_c(f)} l(x) \leq \sup_{x \in S_c(f)} f(x) \leq c \]

Since the inequality \( l(y) \leq c \) is true for any \( l \in \text{supp}(f, L) \), it is true for the supremum of all functions in the set \( \text{supp}(f, L) \), and so \( f(y) \leq c \), which implies that \( y \in S_c(f) \). Therefore \( Y = S_c(f) \), which is an \((X, L)\)-convex set.

2. For \( y \in C \), define \( N_L(x, y) = \{ l \in L : l(y) - l(x) \leq 0 \} = \{ l \in L_x : l(y) \leq 0 \} \).

Note that \( N_L(x, y) \) is the sublevel set of the function \( y : L_x \to \mathbb{R} \) at the level 0, and therefore it is a \((L_x)\)-convex set.

Since

\[ \{ l - l(x) : l \in N_L(x, C) \} = \bigcap_{y \in C} N_L(x, y) \]

we can conclude that \( N_L(x, C) \) is a \((L_x)\)-convex set, by Proposition 1. \( \Box \)
Suppose that functions defined on $X$.

**Proposition 7.** $\partial_L f(x) = \{ l \in L : (l, -1) \in N_{L \times \mathbb{R}}((x, f(x)), \text{epi}(f)) \}$.

**Proof.** Consider $l \in \partial_L f(x)$, then for all $y \in X$, $f(y) \geq f(x) + l(y) - l(x)$ implying that $l(y) - l(x) + (-1)(f(y) - f(x)) \leq 0$, then $(l, -1) \in N_L((x, f(x)), \text{epi}(f))$.

On the other hand, suppose that $(l, -1) \in N_L((x, f(x)), \text{epi}(f))$, then for all $(y, \lambda) \in \text{epi}(f)$ which means that $\lambda \geq f(y)$, we have $l(y) - l(x) + (-1)(\lambda - f(x)) \leq 0$. In particular, since $(y, f(y)) \in \text{epi}(f)$, then $l(y) - l(x) + (-1)(f(y) - f(x)) \leq 0$ implying that $l \in \partial_L f(x)$. \qed

### 2.2 Abstract Conjugate

Let us recall a few results on the abstract conjugate.

**Definition 13 (Abstract conjugate [21]).** The $L$–abstract conjugate of the function $f \in \mathcal{F}(X)$, denoted by $f^*_L : L \to \mathbb{R}$ is defined by

$$f^*_L(u) := \sup_{x \in X} \{ u(x) - f(x) \}.$$  

Since for all $x \in X$, $f^*_L(u) \geq u(x) - f(x)$ we obtain the inequality

$$f^*_L(u) + f(x) - u(x) \geq 0. \quad (2)$$

**Proposition 8 ([21, Proposition 7.7]).** Given $u \in L$ and $x \in X$, $f^*_L(u) + f(x) = u(x)$ if and only if $u \in \partial_L f(x)$.

**Proposition 9 ([14]).** Let $L$ be the set of abstract linear functions and $f \in \mathcal{F}(X)$ be any function. We have $\text{epi} f^*_L = \text{supp}(f, H_L)$.

### 3 Abstract Subdifferential Calculus

In this section, we develop a calculus for the abstract subdifferential, in particular, the sum and composition rules.

**Theorem 1.** Let $L_1 \in \mathcal{F}(X)$ and $L_2 \in \mathcal{F}(X)$ be two families of abstract linear functions defined on $X$, such that $L_1 \subset L_2$. Then for any $x \in X$,

$$\partial_{L_2} f(x) \cap L_1 = \partial_{L_1} f(x)$$

**Proof.** Suppose that $l \in L_1 \cap \partial_{L_2} \partial f(x)$. Then for any $y \in X$, $f(y) \geq f(x) - l(x) + l(y)$ and therefore $l \in \partial_{L_1} f(x)$.

If $l \in \partial_{L_1} f(x)$, it follows that $l \in L_1$ and that $l \in \partial_{L_2} f(x)$. \qed

**Lemma 1.** Let $f$ be a $L$-convex function, and let $L_x$ be defined as in Equation (1). Then, $\partial_{L_x} f(x)$ is a $L_x$-convex set.
Proof. It suffices to prove that $\co_{L_x} \partial_{L_x} f(x) \subset \partial_{L_x} f(x)$, since the reverse inclusion is clear. Let $h = \sup_{l \in \partial_{L_x} f(x)} l$ and $u \in \co_{L_x} \partial_{L_x} f(x)$. Since $\partial_{L_x} f(x) \subset L_x$, the function $h$ is $L_x$-convex, and by definition of $\co_{L_x}$, the function $u$ is in the $L_x$-support set of $h$. Then for any $y \in X$,

$$
    u(y) - u(x) \leq h(y) = \sup_{l \in \partial_{L_x} f(x)} l(y)
$$

$$
    \leq \sup_{l \in \partial_{L_x} f(x)} f(y) - f(x) + l(x)
$$

$$
    = f(y) - f(x)
$$

from which we conclude that $u \in \partial_{L_x} f(x)$. \hfill \square

Remark 1. $\partial_{L} f(x) = \{ l \in L : l - l(x) \in \partial_{L_x} f(x) \}$. Indeed,

$$
    \partial_{L} f(x) = \{ l \in L : \forall y \in X, f(y) \geq f(x) + l(y) - l(x) \}
$$

$$
    = \{ l \in L : \forall y \in X, f(y) \geq f(x) + l_x(y) - l_x(x) \}
$$

$$
    = \{ l \in L : l - l(x) \in \partial_{L_x} f(x) \}
$$

Remark 2. Let $f \in F(X)$ be a function. We can develop simple rules to calculate the $L$-subdifferential of the function obtained from $f$ through horizontal or vertical shift:

**Vertical shift:** For a function $u : X \rightarrow \mathbb{R}$, the $(L - u)$-subdifferential of the function $f_u = f - u$ at a point $x \in X$ is $\partial_{L - u} f_u(x) = \partial_{L} f(x) - u$. Furthermore $f_u$ is $(L - u)$-convex if and only if $f$ is $L$-convex.

Indeed,

$$
    \partial_{L - u} f_u(x) = \{ l_u \in L - u : \forall z \in X f_u(z) \geq f_u(x) + l_u(z) - l_u(x) \}
$$

$$
    = \{ l - u : \forall z \in X, l \in L, f(z) - u(z) \geq f(x) - u(x) + l(z) - u(z) - l(x) + u(x) \}
$$

$$
    = \{ l - u : l \in \partial_{L} f(x) \}
$$

**Subdifferential vanishing at a point $y$:** For $y \in X$, the $L_y$-subdifferential of the function $f$ at a point $x \in X$ is $\partial_{L_y} f(x) = \{ u - u(y) : u \in \partial_{L} f(x) \}$.

Indeed,

$$
    \partial_{L_y} f(x) = \{ l \in L_y : \forall z \in X : f(z) \geq f(x) + l(z) - l(x) \}
$$

$$
    = \{ l - l(y) : l \in L, \forall z \in X : f(z) \geq f(x) + l(z) - l(y) - l(x) + l(y) \}
$$

$$
    = \{ l - l(y) : l \in \partial_{L} f(x) \}
$$

**Horizontal shift:** For $y \in X$, define $L^y = \{ x \mapsto u(x + y) : u \in L \}$ and $X^y = \{ x - y : x \in X \}$. At $x \in X^y$, the $L^y$ subdifferential of the function
\( f^v(x) := f(x + y) \) is \( \partial_L f^v(x) = \{ x \mapsto u(x + y) : u \in \partial_L f(x + y) \} \).
Furthermore \( f^v \) is \( (L^v, X^v) \)-convex if and only if \( f \) is \( (L, X) \)-convex.
Indeed,

\[
\partial_L f^v(x) = \{ u \in L^v : f^v(z) \geq f^v(x) + u(y) - u(x), \forall z \in X^v \}
= \{ u(\cdot + y) : u \in L, \\
\quad f(z + y) \geq f(x + y) + u(z + y) - u(x + y), \forall z \in X^v \}
= \{ u(\cdot + y) : u \in L : f(t) \geq f(x + y) + u(t) - u(x + y), \forall t \in X \}
= \{ u(\cdot + y) : u \in \partial_L f(x + y) \}
\]

**Proposition 10.** Let \( G \subset L \) be a finite subset of \( L \) and let \( f = \max_{g \in G} g \).
Define \( A(x) = \{ g \in G : g(x) = f(x) \} \). Then we have:

\[
\partial_{L_x} f(x) \supset \text{co}_{L_x} A(x). 
\]  

**Proof.** Let \( h = \max_{g \in A(x)} (g - g(x)) \), and let \( U = \text{supp}(h, L_x) = \text{co}_{L_x} \{ g - g(x) : g \in A(x) \} \). By definition of \( L_x \) (see Formula (1)), we know that \( h(x) = 0 \). Let \( l \in L \) be such that \( l_x = l - l(x) \in U \). Then, we have for any \( y \in X \):

\[
l(y) - l(x) \leq h(y) \\
\leq \sup_{g \in A(x)} g(y) - g(x) \\
= \sup_{g \in A(x)} g(y) - f(x) \\
f(x) + l(y) - l(x) = \sup_{g \in A(x)} g(y) = f(y)
\]

And therefore \( l_x \in \partial_{L_x} f(x) \).

The reverse inclusion in Proposition 10 is generally not true, as shown by the following example.

**Example 2.** Let \( L \) be the set of all monotonous functions over \( \mathbb{R} \) vanishing at 0.
Consider the \( L \)-convex function \( \max(g_1(x), g_2(x)) \), where \( g_1(x) = x \) and \( g_2(x) = -x \) at \( x = 1 \). At this point, \( A(1) = \{ g_1 \} \). The function \( u(x) = \max(0, x) - 1 \) is an \( L_x \)-subgradient of \( f \) at \( x = 1 \) (See Figure 2), since for any \( y \in \mathbb{R} \), we have \( f(y) = |y| \geq 1 + (\max(0, y) - 1) - 0 = f(x) + u(y) - u(x) \). However, \( u \) does not lie in \( \text{co}_{L_x} (t \mapsto g_1(t) - t) \), since for \( y = -1 \), we have \( g_1(y) - 1 = -1 - 1 < 1 - 1 - 1 + 0 = g_1(1) + u(-1) - u(1) \). Therefore \( \max(0, x) \in \partial_{L_x} f(1) \setminus \partial_{L_x} g_1(1) \).

Consider two arbitrary sets \( X \) and \( Y \). For a set \( G \subset F(X) \) and a function \( u : X \to Y \), we define \( G \circ u = \{ g \circ u : g \in G \} \). It is clear that \( G \circ u \subset F(Y) \).

**Proposition 11** (Composition Rule). Let \( f \) be an \( (L, X) \)-convex function, and \( u : Y \to X \). Then

\[
(\partial_L f(x)) \circ u \subset \partial_{L_{ou}} (f \circ u)(x),
\]
where $L \circ u = \{ l \circ u : l \in L \}$.

Furthermore, if $u$ is onto the domain of $f$, then we have equality:

$$(\partial_L f(x)) \circ u = \partial_{L \circ u}(f \circ u)(x),$$

Proof. Let $w \in \partial_L f(u(x)) \circ u$, that is, there exists $v \in \partial_L f(u(x))$ such that $w = v \circ u$. Then, we have, for any $y \in X$:

$$f(y) \geq f(u(x)) + v(u(y)) - v(u(x)).$$

This is true, in particular, when $y = u(z)$ for some $z \in Y$. In other words, for any $z \in Y$,

$$f(u(z)) \geq f(u(x)) + v(u(y)) - v(u(x))$$

and therefore $w \in \partial_{L \circ u} f \circ u(x)$.

When the image of $u$ $\text{Im} u = \text{dom} f$, and $w \in \partial_{L \circ u} f \circ u(x)$, letting $w = v \circ u$, then for any $y \in \text{dom} f$, there exists $z \in Y$ such that $y = u(z)$. Then:

$$f(y) = f(u(z)) \geq f(u(x)) + v(u(y)) - v(u(x)).$$

So, $v \in \partial_L f(u(x))$, which proves the reverse inclusion.

We now turn our attention to the sum of abstract convex functions. We start by recalling the definition of infimal convolution.

**Definition 14.** [Infimal Convolution[14]] Let $f \in F(X_1)$ and $g \in F(X_2)$ be real-valued functions, where $X_1, X_2$ are sets such that the Minkowski sum $X_1 + X_2$.

Figure 2: The function $u$ is a $L_1$-subgradient of the function $|x|$ at $x = 1$. 

\[ \partial f \]
\[ X_2 := \{x + y, x \in X_1, y \in X_2\} \text{ is well defined. The infimal convolution } f \oplus g : (X_1 + X_2) \to \mathbb{R} \text{ is defined as:} \]

\[
(f \oplus g)(x) = \inf_{x_1 + x_2 = x, \ x_1 \in X_1, \ x_2 \in X_2} (f(x_1) + g(x_2)).
\]

The convolution is said to be exact when the infimum is attained for every \( x \in X \).

Note that unlike in most definitions, we do not assume \( f \) and \( g \) to be defined on the same domain. This is so we can apply the infimal convolution to the conjugates of \( L_1 \)- and \( L_2 \)-convex functions for arbitrary families of functions \( L_1 \) and \( L_2 \).

We now give some results on the sums of abstract convex sets and abstract convex functions. In the rest of this section we let \( X \) be an arbitrary set, \( f_1 \in \mathcal{F}(X) \) and \( f_2 \in \mathcal{F}(X) \) be two functions defined on \( X \), and \( L_1 \) and \( L_2 \) any two families of functions on \( X \).

**Proposition 12.** If \( f_1 \) is \( L_1 \)-convex and \( f_2 \) is \( L_2 \)-convex, then \( f_1 + f_2 \) is \( L_1 + L_2 \)-convex.

**Proof.** Let \( U_i = \text{supp}(f_i, L_i) \) for \( i \in \{1, 2\} \). We have that

\[
(f_1 + f_2)(x) = \sup \{u_1(x) : x \in U_1\} + \sup \{u_2(x) : x \in U_2\}
= \sup \{(u_1(x) + u_2(x) : u_1 \in U_1, u_2 \in U_2\}.
\]

**Proposition 13.** Let \( f_1, f_2, L_1 \) and \( L_2 \) be as defined above. Then,

\[
\text{supp}(f_1 + f_2, L_1 + L_2) = \text{co}_{L_1 + L_2} \left( \text{supp}(f_1, L_1) + \text{supp}(f_2, L_2) \right)
\]

**Proof.** We have

\[
\text{co}_{L_1 + L_2}(f_1 + f_2)(x) = \text{co}_{L_1 + L_2} \left( \sup_{l_1 \in \text{supp}(f_1, L_1)} l_1(x) + \sup_{l_2 \in \text{supp}(f_2, L_2)} l_2(x) \right)
\]

\[
\sup_{l \in \text{supp}(f_1 + f_2, L_1 + L_2)} l(x) = \text{co}_{L_1 + L_2} \sup_{l_1 + l_2 \in \text{supp}(f_1, L_1) + \text{supp}(f_2, L_2)} l_1(x) + l_2(x)
= \sup_{l_1 + l_2 \in \text{supp}(f_1, L_1) + \text{supp}(f_2, L_2)} (l_1(x) + l_2(x))
\]

Applying Proposition 2 gives the result.

Define the strict epigraph of \( f \) by

\[
\text{epi}^S_X f := \{(x, c) \in X \times \mathbb{R} : f(x) < c\}
\]

**Proposition 14.** The following statements are true.
1. $\text{epi}^*_L(f_1^* + f_2^*) = \text{epi}^*_L f_1^* + \text{epi}^*_L f_2^*$

2. 

\[
\text{epi}_{L_1 + L_2}(f_1^* + f_2^*) \supseteq \text{epi}_{L_1} f_1^* + \text{epi}_{L_2} f_2^* 
\]

and equality holds if and only if the infimal convolution $f_1^* + f_2^*$ is exact at every $l \in \text{dom}(f_1^* + f_2^*)$.

3. $\text{co}_{H_{L_1 + L_2}} \text{epi}_{L_1 + L_2}(f_1^* + f_2^*) = \text{co}_{H_{L_1 + L_2}} \text{epi}_{L_1} f_1^* + \text{epi}_{L_2} f_2^*$

Proof. Suppose that $(l_1, c_1) \in \text{epi}_{L_1} f_1^*$ and $(l_2, c_2) \in \text{epi}_{L_2} f_2^*$. Then $(f_1^* + f_2^*)(l_1 + l_2) \leq f_1^*(l_1) + f_2^*(l_2) \leq c_1 + c_2$. Therefore $(l_1 + l_2, c_1 + c_2) \in \text{epi}_{L_1 + L_2}(f_1^* + f_2^*)$ and so

\[
\text{epi}_{L_1} f_1^* + \text{epi}_{L_2} f_2^* \subseteq \text{epi}_{L_1 + L_2}(f_1^* + f_2^*)
\]

Now suppose that these two sets are equal, and let $l \in \text{dom}(f_1^* + f_2^*)$. Then $(l, (f_1^* + f_2^*)(l)) \in \text{epi}_{L_1 + L_2}(f_1^* + f_2^*) = \text{epi}_{L_1} f_1^* + \text{epi}_{L_2} f_2^*$. Let $(l_1, c_1) \in \text{epi}_{L_1} f_1^*$ and $(l_2, c_2) \in \text{epi}_{L_2} f_2^*$ be such that $(l, (f_1^* + f_2^*)(l)) = (l_1, c_1) + (l_2, c_2)$. We have:

\[
\inf_{u_1 + u_2 = l} f_1^*(u_1) + f_2^*(u_2) = (f_1^* + f_2^*)(l)
\]

\[
= c_1 + c_2 \geq f_1^*(l_1) + f_2^*(l_2)
\]

\[
\geq \inf_{u_1 + u_2 = l} f_1^*(u_1) + f_2^*(u_2)
\]

and so the infimal convolution is attained at $(l_1, l_2)$.

Conversely, assume that the infimal convolution is attained, and consider $(l, c) \in \text{epi}_{L_1 + L_2}(f_1^* + f_2^*)$. There exist $l_1 \in L_1$ and $l_2 \in L_2$ be such that $l_1 + l_2 = l$ and $f_1^*(l_1) + f_2^*(l_2) = (f_1^* + f_2^*)(l) \leq c$.

Define $c_1 = f_1^*(l_1)$ and $c_2 = c - c_1$. It is clear that $(l_1, c_1) \in \text{epi}_{L_1} f_1^*$. Since $f_2(l_1) \leq c - f_1(l_1) = c_2$, we have $(l_2, c_2) \in \text{epi}_{L_2} f_2^*$. Therefore, $(l, c) = (l_1, c_1) + (l_2, c_2) \in \text{epi}_{L_1} f_1^* + \text{epi}_{L_2} f_2^*$, which proves the result.

Let

\[
\lambda(x) = \sup_{(u, \alpha) \in \text{epi}_{L_1} f_1^* + \text{epi}_{L_2} f_2^*} u(x) - \alpha
\]

\[
\gamma(x) = \sup_{(u, \alpha) \in \text{epi}_{L_1 + L_2}} (f_1^* + f_2^*)u(x) - \alpha
\]

By (4), it is clear that $\lambda \leq \gamma$. Take $(u, \alpha) \in \text{epi}_{L_1 + L_2}(f_1^* + f_2^*)$. We
have:

\[
    u(x) - \alpha \leq u(x) - \inf_{u_1+u_2=u} f_{L_1}^*(u_1) + f_{L_2}^*(u_2)
    = \sup_{u_1+u_2=u} u(x) - f_{L_1}^*(u_1) - f_{L_2}^*(u_2)
    \leq \sup_{u_1+u_2=u \geq f_{L_1}^*(u_1)} u(x) - a - b
    \leq \sup_{(u_1,a) \in \text{epi}_{L_1} f_{L_1}^*} u(x) - a - b
    \leq \sup_{(u_2,b) \in \text{epi}_{L_2} f_{L_2}^*} x - b
    = \lambda(x)
\]

and therefore \( \gamma \leq \lambda \), which proves the result.

\[
\square
\]

**Corollary 3.** If the infimal convolution is exact at every \( x \in \text{dom}(f_1 \oplus f_2) \) then \((f_1 + f_2)_{L_1+L_2} = \text{co}_{L_1+L_2}(f_{L_1}^* \oplus f_{L_2}^*)\)

1. **Proof.** By Propositions 9 and 14, we have that

\[
    \text{epi}_{L_1+L_2}(f_{L_1}^* \oplus f_{L_2}^*) = \text{supp}(f_1, H_{L_1}) + \text{supp}(f_2, H_{L_2})
\]

Applying Proposition 13, this implies that

\[
    \text{co}_{H_{L_1}+H_{L_2}} \text{epi}_{L_1+L_2}(f_{L_1}^* \oplus f_{L_2}^*) = \text{supp}(f_1 + f_2, H_{L_1} + H_{L_2})
    = \text{epi}(f_1 + f_2)_{L_1+L_2}^*
\]

The result then follows from Corollary 2.

\[
\square
\]

**Corollary 4.** The following statements are equivalent:

(i) \( \text{supp}(f_1 + f_2, H_{L_1} + H_{L_2}) = \text{supp}(f_1, H_{L_1}) + \text{supp}(f_2, H_{L_2}) \)

(ii) \( (f_{L_1}^* \oplus f_{L_2}^*) = (f_1 + f_2)_{L_1+L_2}^* \) with exact infimal convolution.

(iii) \( \text{epi}_{L_1}(f_{L_1}^*) + \text{epi}_{L_2}(f_{L_2}^*) = \text{epi}_{L_1+L_2}(f_1 + f_2)_{L_1+L_2}^* \).

**Proof.** (ii) \( \implies \) (i) follows directly from Equation (5), since the \((H_{L_1} + H_{L_2})\)-convexity of the left-hand side is equivalent to the convexity of the right-hand side.

To prove (i) \( \implies \) (ii), take any \( l_1 \in L_1, l_2 \in L_2 \) and \( l = l_1 + l_2 \). We have:

\[
    f_{L_1}^*(l_1) + f_{L_2}^*(l_2) = \sup_{x \in X} (l_1(x) - f_1(x)) + \sup_{x \in X} (l_2(x) - f_2(x))
    \geq \sup_{x \in X} (l(x) - f_1(x) - f_2(x)) = (f_1 + f_2)_{L_1+L_2}^*(l)
\]

Therefore \( (f_1 + f_2)_{L_1+L_2}^*(l) \leq \inf_{l_1+l_2=l} ((f_{L_1}^*(l_1) + f_{L_2}^*(l_2)) = (f_{L_1}^* \oplus f_{L_2}^*)(l)) \).
Thus \( \delta \) where the latter equality follows from Proposition 14. From there and the fact 

\[
\begin{align*}
(l_1, f_1, f_2)_L (l) & \in \text{epi}(L_1 + L_2)(f_1 + f_2)_{L_1 + L_2} \\
& = \text{supp}(f_1 + f_2, H_{L_1 + L_2}) = \text{supp}(f_1, H_{L_1}) + \text{supp}(f_2, H_{L_2}) \\
& = \text{epi}(f_1^*_{L_1}, L_1) + \text{epi}(f_2^*_{L_2}, L_2).
\end{align*}
\]

Therefore there exist \((l_1, c_1) \in \text{epi}_{L_1} f_1^*_{L_1}\) and \((l_2, c_2) \in \text{epi}_{L_2} f_2^*_{L_2}\) such that 

\[
l_1 + l_2 = l, \quad c_1 + c_2 = (f_1 + f_2)_{L_1 + L_2} (l).
\]

Then 

\[
(f_1 + f_2)_{L_1 + L_2} (l) = c_1 + c_2 \geq f_1^*_{L_1} (l_1) + f_2^*_{L_2} (l_2)
\]

Thus \((f_1 + f_2)_{L_1 + L_2} = (f_1^*_{L_1} \oplus f_2^*_{L_2})\), and the infimal convolution is exact.

That \((ii) \iff (iii)\) follows from Proposition 14.

Note that the statements above can be interpreted as follows: the sum of abstract convex sets (as the support sets of two abstract convex functions) is abstract convex if and only if the infimal convolution of the two functions is abstract convex.

Define the support function of the set \(C \subset X\) as \(\sigma_C : L \to \mathbb{R}, \sigma_C (l) := \sup_{x \in C} l (x)\) and the indicator function of \(C\) by \(\delta_C (x) := 0\) if \(x \in C\) and \(\delta_C (x) := +\infty\) if \(x \notin C\). It is easy to see that \(\sigma_C = \delta_C^*\).

**Corollary 5.** Let \(C \subset X\) and \(D \subset X\) be subsets of \(X\). Then,

\[
\text{epi}_{L_1 + L_2} (\sigma_{C \cap D}) = \text{co}(L_1 + L_2) \times \mathbb{R} \left( \text{epi}_{L_1} \sigma_C + \text{epi}_{L_2} \sigma_D \right).
\]

**Proof.** We have from Corollary 3

\[
\sigma_{C \cap D} = (\delta_C + \delta_D)^*_{L_1 + L_2} = \text{co}_{L_1 + L_2} (\delta C^*_{L_1} \oplus \delta D^*_{L_2})
\]

Applying Corollary 2, this implies that

\[
\text{epi}_{L_1 + L_2} (\sigma_{C \cap D}) = \text{co}(L_1 + L_2) \times \mathbb{R} \left( \text{epi}_{L_1} \delta C^*_{L_1} + \text{epi}_{L_2} \delta D^*_{L_2} \right)
\]

where the latter equality follows from Proposition 14. From there and the fact that \(\delta C^*_{L_1} = \sigma_C\) and \(\delta D^*_{L_2} = \sigma_D\) we conclude that

\[
\text{epi}_{L_1 + L_2} (\sigma_{C \cap D}) = \text{co}(L_1 + L_2) \times \mathbb{R} (\text{epi}_{L_1} \sigma_C + \text{epi}_{L_2} \sigma_D).
\]

Note that the definition of the support function implies \(N_L (x, C) = \{ l \in L : \sigma_C (l) = l (x) \}\).

**Proposition 15.** Consider \(C, D \subset X\) such that \(C\) is \((X, L_1)\)-convex and \(D\) is \((X, L_2)\)-convex and suppose that \(\text{supp}(\delta C, H_{L_1}) + \text{supp}(\delta D, H_{L_2}) = \text{supp} (\delta C + \delta D, H_{L_1 + L_2})\). Then for all \(x \in X\), \(N_L (x, C \cap D) = N_{L_1} (x, C) + N_{L_2} (x, D)\).
Proof. First, if \( x \notin C \cap D \), that is, \( x \notin C \) or \( x \notin D \), then the abstract normal cones on both sides of the equality are both the empty set.

Now consider \( x \in C \cap D \). Take \( l \in N_{L_1}(x, C) + N_{L_2}(x, D) \), then there exists \( l_C \in N_{L_1}(x, C) \) and \( l_D \in N_{L_2}(x, D) \) such that \( l = l_C + l_D \). For all \( y \in C \)
\( l_C(y) \leq l(y) \) and for all \( z \in D \), \( l_D(z) \leq l_D(x) \), then taking any point \( w \in C \cap D \) we have, summing the inequalities above, \( l_C(w) + l_D(w) \leq l_C(x) + l_D(x) \). So, for all \( w \in C \cap D \), \( l(w) \leq l(x) \), implying that \( l \in N_L(x, C \cap D) \).

On the other hand, consider \( l \in N_L(x, C \cap D) \). We have, by assumption that \( \text{supp}(\delta_C, H_{L_1}) + \text{supp}(\delta_D, H_{L_2}) = \text{supp}(\delta_C + \delta_D, H_{L_1+L_2}) \) and Corollary 4, that

\[
(\sigma_C + \sigma_D)(l) = (\delta_C + \delta_D)|_{L_1+L_2}(l) = \delta_{C \cap D}|^*_L(l) = \sigma_{C \cap D}(l) = l(x).
\]
and since the infimal convolution is exact, there exist \( l_1 \in L_1 \) and \( l_2 \in L_2 \) with \( l_1 + l_2 = l \) such that \( \sigma_C(l_1) + \sigma_D(l_2) = l(x) \).

Now, for all \( z \in D \),
\[
0 \geq l_1(x) - \sigma_C(l_1) = (l - l_2)(x) + \sigma_D(l_2) - l(x) = \sigma_D(l_2) - l_2(x) \geq l_2(z) - l_2(x).
\]
This implies that \( l_2 \in N_{L_2}(x, D) \). In the same way we can prove that \( l_1 \in N_{L_1}(x, C) \). Then \( N_L(x, C \cap D) \subseteq N_{L_1}(x, C) + N_{L_2}(x, D) \). This proves the equality.

**Theorem 2** (Sum Rule). Consider two families of functions \( L_1 \subset F(X) \) and \( L_2 \subset F(X) \), and two functions \( f_1 \in F(X) \) and \( f_2 \in F(X) \) be \( L_1 \)-convex and \( L_2 \)-convex respectively such that \( \text{dom} f_1 \cap \text{dom} f_2 \neq \emptyset \). Assume that \( \text{supp}(f_1, H_{L_1}) + \text{supp}(f_2, H_{L_2}) = \text{supp}(f_1 + f_2, H_{L_1} + H_{L_2}) \). Then for all \( x \in \text{dom} f_1 \cap \text{dom} f_2 \), we have the following:

\[
\partial_{L_1+L_2}(f_1 + f_2) = \partial_{L_1} f_1(x) + \partial_{L_2} f_2(x).
\]

Proof. Take \( u_1 \in \partial_{L_1} f_1(x) \) and \( u_2 \in \partial_{L_2} f_2(x) \). Then, for any \( y \in X \),
\[
f_1(y) + f_2(y) \geq f_1(x) + u_1(y) - u_1(x) + f_2(x) + u_2(y) - u_2(x) = f_1(x) + f_2(x) + (u_1 + u_2)(y) - (u_1 + u_2)(y).
\]
Therefore \( u_1 + u_2 \in \partial_{L_1+L_2}(f_1 + f_2)(x) \).

For the reverse inclusion, take \( u \in \partial_{L_1+L_2} f(x) \) and consider the sets.

\[
\Omega_1 := \{(x, \lambda_1, \lambda_2) \in X \times \mathbb{R} \times \mathbb{R} : \lambda_1 \geq f_1(x)\}
\]
\[
\Omega_2 := \{(x, \lambda_1, \lambda_2) \in X \times \mathbb{R} \times \mathbb{R} : \lambda_2 \geq f_2(x)\}.
\]

For \( u_1 \in L_1 \), \( \sigma_{\Omega_1}(u_1, -1, 0) = \sup_{x \in X, \lambda \geq f(x)} u_1(x) - \lambda = \sup_{x \in X} u_1(x) - f_1(x) = f_{1|L_1}(u_1) \). Similarly, \( \sigma_{\Omega_2}(v, 0, -1) = f_{2|L_2}(v) \). Therefore, \( \sigma_{\Omega_1}(u, -1, 0) + \sigma_{\Omega_2}(v, 0, -1) = f_{1|L_1}(u) + f_{2|L_2}(v) \).

By assumption we have: \( \text{supp}(f_1, H_{L_1}) + \text{supp}(f_2, H_{L_2}) = \text{supp}(f_1 + f_2, H_{L_1} + H_{L_2}) \), and, by Corollary 4, there exist \( l_1 \in L_1 \) and \( l_2 \in L_2 \) such that \( (f_1 + f_2)_{L_1+L_2}(l_1 + l_2) = f_{1|L_1}(l_1) + f_{2|L_2}(l_2) = \sigma_1(l_1, -1, 0) + \sigma_2(l_2, 0, -1) \).
In particular, $\sigma_1 \oplus \sigma_2$ is $((L_1 + L_2) \times \{-1\} \times \{0\} \times \{(0) \times \{-1\})$-convex. Applying Corollary 3 this means that $(\delta_{\Omega_1} + \delta_{\Omega_2})^* ((L_1 + L_2) \times ((-1) + \{0\} \times \{0\} + \{-1\})) = \delta_{\Omega_1 L_1 \times \{-1\} \times \{0\} \times \{0\} \times \{-1\}} \oplus \delta_{\Omega_2 L_2 \times \{0\} \times \{-1\}}$. From this we can apply Corollary 4 to conclude that $\text{supp}(\delta_{\Omega_1}, H_{L_1}) + \text{supp}(\delta_{\Omega_2}, H_{L_2}) = \text{supp}(\delta_{\Omega_1}, H_{L_1} + H_{L_2})$.

Fixing $x \in \text{dom}(f_1) \cap \text{dom}(f_2)$ and considering $\lambda = \max(f_1(x), f_2(x))$, then $(x, \lambda, \lambda) \in \Omega_1 \cap \Omega_2 \neq \emptyset$. We claim that $(u, -1, -1) \in N_L ((x, f_1(x), f_2(x)), \Omega_1 \cap \Omega_2)$. Indeed for all $(y, \lambda, \alpha) \in \Omega_1 \cap \Omega_2$, since $u \in \partial_L f(x)$, we have

$$u(y) - u(x) + (-1)(\lambda - f_1(x)) + (-1)(\alpha - f_2(x)) \leq f_1(y) - \lambda + f_2(y) - \alpha \leq 0.$$

Invoking Proposition 15, we obtain that

$$N_L ((x, f_1(x), f_2(x)), \Omega_1 \cap \Omega_2) = N_{L_1} ((x, f_1(x), f_2(x)), \Omega_1) + N_{L_2} ((x, f_1(x), f_2(x)), \Omega_2).$$

Now, note that for all $(x, \lambda, \alpha) \in N_L ((x, f_1(x), f_2(x)), \Omega_1)$, we have $\alpha = 0$, and $(x, \lambda, \alpha) \in N_L ((x, f_1(x), f_2(x)), \Omega_2)$ implies that $\lambda = 0$. Then $(v, -1, -1) = (u_1, \lambda, 0) + (u_2, 0, \alpha)$, and $u = u_1 + u_2$ and $\lambda = \alpha = -1$. Using Proposition 7, we have that $u_1 \in \partial_{L_1} f_1(x)$ and $u_2 \in \partial_{L_2} f_2(x)$ as desired. \hfill $\square$

Proposition 2 generalises the conditions obtained by Burachik and Jeyakumar [3] in the context of the classical lower semi-continuous convex functions (recall that lower semi-continuous convex functions are abstract convex with respect to linear functions, and that abstract convex sets are closed convex sets [21] so that the abstract convex hull of a set is its weak* closure.) They also generalise the results by [14] in the case when the set $L$ is additive and $0 \in L$.

### 4 The abstract subdifferential as an abstract monotone operator

This section is dedicated to the study of the abstract subdifferential of an $L$-convex function. Following we return to the definition of abstract monotonicity. From here onward we assume that the set $X$ is a Banach space.

**Definition 15** (Abstract monotonicity [20, Eq. (1.1.8)]). Let $L \subset F(X)$ be a set of abstract linear functions. An operator $T : X \rightrightarrows L$ is said to be $L$-abstract monotone with respect to $L$ if for any $x, y \in X$, $u \in T(x)$, $v \in T(y)$, $u(x) - u(y) + v(y) - v(x) \geq 0$.

Furthermore, $T$ is maximal if it is maximal with respect to set inclusion: if $(y, v) \in X \times L$, if $u(x) - u(y) + v(y) - v(x) \geq 0$ for all $(x, u) \in T$, then $v \in T(y)$. The inverse operator, denoted by $T^{-1} : L \rightrightarrows X$, is defined by $T^{-1}(u) := \{x \in X : u \in T(x)\}$.

**Proposition 16.** Consider two abstract monotone operators $T_1 : X \rightarrow L_1$ and $T_2 : X \rightarrow L_2$. Then
1. $T_1^{-1}$ is abstract monotone; furthermore if $T_1$ is $X$-abstract maximal monotone, then so is $T_1^{-1}$.

2. For any $\lambda_1 \geq 0, \lambda_2 \geq 0, \lambda_1 T_1 + \lambda_2 T_2$ is $\lambda_1 L_1 + \lambda_2 L_2$-abstract monotone.

Proof. 1. Let $u, v \in L_1$ and $x, y \in X$ be such that $x \in T_1^{-1}(u)$ (that is, $u \in T_1(x)$) and $y \in T_1^{-1}(v)$ (that is, $v \in T_1(y)$). Then it is clear that $u(x) - u(y) + v(y) - v(x) \geq 0$, implying that $T_1^{-1}$ is abstract monotone. Now consider a pair $(u, x) \in L_1 \times X$ such that for all $(v, y) \in L_1 \times X$ such that $y \in T_1^{-1}(v)$, $u(x) - u(y) + v(y) - v(x) \geq 0$. If $T_1$ is maximal, then we have that $u \in T_1(x)$, that is, $x \in T_1^{-1}(u)$, proving the maximality of $T_1^{-1}$.

2. Let $x, y \in X$ and $u \in (\lambda_1 T_1 + \lambda_2 T_2)(x)$ and $v \in (\lambda_1 T_1 + \lambda_2 T_2)(v)$. Then there exist $u_1 \in T_1(x)$ and $u_2 \in T_2(x)$ such that $u = \lambda_1 u_1 + \lambda_2 u_2$ and $v_1 \in T_1(y)$ and $v_2 \in T_2(y)$ such that $v = \lambda_1 v_1 + \lambda_2 v_2$. We have:

$$u(x) - u(y) + v(y) - v(x) = \lambda_1(u_1(x) - u_1(y) + v_1(y) - v_1(x)) + \lambda_2(u_2(x) - u_2(y) + v_2(y) - v_2(x)) \geq 0.$$ 

Denote the set of linear functions by $\mathcal{L}$, then we state the following Assumption.

**Assumption 1.** Given a $L$-convex function $f \in \mathcal{F}(X)$, for each $a > 0$ and any $x \in X$, $\text{supp}(f, H_L) + \text{supp}(a \cdot x, H_L)$ is $H_{L+L}$-convex, and the function $f + a \cdot x$ is bounded from below on the domain of $f$.

The next result is a generalisation of the Brønsted-Rockafellar theorem, which is important to prove the main result of this section.

**Theorem 3** (Brønsted-Rockafellar theorem extended). Let $f$ be a proper lsc $L$-convex function, $y \in \text{dom } f$ satisfying Assumption 1 and $v \in \text{dom } f(y)$, and let $\lambda \geq 0$ and $\mu \geq 0$ be such that $f(y) + f^*_L(v) \leq v(y) + \lambda \mu$. Then, there exists $z \in X$ and $w \in \partial_L f(z)$ such that $\|z - y\| \leq \lambda$ and $w - v = (p, \cdot)$, where $p \in X^*$ such that $\|p\| \leq \mu$.

Proof. Set $\alpha = \lambda \mu$. We can assume that $\alpha > 0$ as otherwise, by Proposition 8, we have $v \in \partial_L f(y)$ and we are done. Define $h = f - v$. It can be seen, from Remark 2, that $h$ is $L - \{v\}$-convex, and for any $x \in X$, $\partial_{L-\{v\}} h(x) = \partial_L f(x) - \{v\}$. For any $x \in X$, according to (2) we have that

$$h(x) = -(v(x) - f(x)) \geq -f^*_L(v) \geq f(y) - v(y) - \lambda \mu = h(y) - \alpha.$$ 

Hence, $h$ is bounded from below and $\alpha + \lim_{x \in X} h(x) \geq h(y)$.

Applying Ekeland’s principle (Theorem 1.1 in [12]) to $h$, we get the existence of $z \in X$ such that $\|z - y\| \leq \lambda$ and $z = \text{argmin}(h + \frac{\mu}{\lambda} \cdot -z \|)$. Define $\tilde{h} := h + \frac{\mu}{\lambda} \cdot -z \|$.
By Proposition 12, \( \tilde{h} \) is in \((L - v) + L\)-convex, where \( L \) is the set of linear functions, and so \( 0 \in \partial_{L - \{v\} + L} \tilde{h}(z) \). Since Assumption 1 holds, we can apply Theorem 2 to find that

\[
0 \in \partial_L f(z) - \{v\} + \mu \{(p, \cdot) : p \in B(0,1)\}.
\]

Hence, there exists \( w \in \partial_L f(z) \) such that \( v - w \in \{(p, \cdot) : \|p\| \leq \mu\} \). □

**Remark 3.** Note that \( \{v\} \subseteq \{v + (p, \cdot) : \|p\| \leq \mu\} \cap L \neq \emptyset \). When equality occurs, this implies that \( v = w \) in the theorem above.

Our next result concerns the maximal monotonicity of the abstract subdifferential operator. It is not hard to see that the \( L \)-subdifferential is \( L \)-monotone [20, Proposition 1.9]. However, Burachik and Rubinov [4, example 3.1] showed that it is not generally maximal \( L \)-monotone. Several authors have investigated conditions under which it is [10, 11, 17–19, among others]. Here we show that under Assumption 1 the result is also true. Our proof generalises the proof by Ivanov and Zlateva [13].

**Example 3.** Let \( X \) be a Banach space, and \( f \) any convex function. Since the domain of \( g_a := a \| \cdot - x \| \) is \( X \) for any \( x \) and any \( a > 0 \), then \( \text{ri}(\text{dom}(f)) \cap \text{ri}(\text{dom}(g_a)) \) is nonempty, and it is known that this implies that \( \text{epi} f^* + \text{epi} g_a^* = \text{epi} (f + g_a)^* \) (see [5]). From this we infer that \( f \) satisfies Assumption 1.

**Proposition 17.** Let \( f \) be a proper lsc \( L \)-convex function that satisfies Assumption 1 and

\[
u(x) \geq 0, \forall x \in \text{dom} f, u \in \partial_L f(x) .
\]

Then \( 0 \in \partial_L f(0) \).

**Proof.** For \( a > 0 \), define \( g_a := a \| \cdot \| \).

If \( p \in \partial_L g_a(x) \) then, \( \langle p, 0 - x \rangle \leq a \|0\| - a \|x\| \), that is,

\[
p(x) \geq g_a(x).
\]

Define \( f_a(x) := f(x) + g_a(x) \). Then \( \partial_{L + L} f_a(x) = \partial_L f(x) + \partial_L g_a(x) \). Let \( p \in \partial_{L + L} f_a(x) \). Then there exist \( p_1 \in \partial_L f(x) \) and \( p_2 \in \partial_L g_a(x) \) such that \( p = p_1 + p_2 \). Then, we have that

\[
p(x) = p_1(x) + p_2(x) \geq 0 + g_a(x) = g_a(x).
\]

Let \( x_n \) be a minimising sequence of \( f_a \), that is \( f_a(x_n) < f_a(x) + \varepsilon_n, \forall x \in X \) for some \( \varepsilon_n \to 0 \). Applying Theorem 3, we find that there exists \( y_n \in B(x_n, \sqrt{\varepsilon_n}) \) and \( p_n \in \partial_{L + L} f_a(y_n) \) such that \( \exists l \in B(0, \sqrt{\varepsilon_n}) : p_n - 0 = (l, \cdot) \).

Therefore we have \( g_a(y_n) \to 0 \), and by continuity of \( g_a \), \( x_n \to 0 \). So, \( 0 \) is the global minimiser of \( f_a \).

In other words, \( f_a(x) \geq f_a(0) \). Equivalently, \( f(x) \geq f(0) - g_a(x) = f(0) - \|x\| \). Since \( a \) was arbitrary, we conclude that \( f(x) \geq f(0) \) and therefore \( 0 \in \partial_L f(0) \). □
**Theorem 4.** Let $f$ be an $L$-convex function satisfying Assumption 1. Then $\partial_L f$ is a maximal $L$-monotone operator.

**Proof.** First we show that $\partial_L f$ is $L$-monotone. Let $x, y \in X$, and $u \in \partial_L f(x)$ and $v \in \partial_L f(y)$. Then by definition of the abstract subdifferential,

$$f(x) \geq f(y) + u(y) - u(x) \geq f(x) + v(x) - v(y) + u(y) - u(x).$$

Therefore

$$v(y) - v(x) + u(x) - u(y) \geq 0.$$

Now suppose that $(y, v) \in X \times L$ is such that

$$u(x) - u(y) + v(y) - v(x) \geq 0 \tag{9}$$

for all $x \in X$, $u \in \partial_L f(x)$.

Define $\bar{f}(x) := f(x + y) - v(x + y)$ and the following sets:

- $L^v := L - v = \{u - v : u \in L\}$
- $L^{v,y} := \{x \mapsto l(x + y) : l \in L^v\} = \{x \mapsto u(x + y) - v(x + y) : u \in L\}$
- $L_0^{v,y} := \{l - l(0) : l \in L^{v,y}\} = \{x \mapsto u(x+y) - v(x+y) + v(y) - u(y) : u \in L\}$.

Then the function $\bar{f}$ is $L^{v,y}$-convex, and more generally $H_{L_0^{v,y}}$-convex. By Remark 2, $\partial_{L_0^{v,y}} \bar{f}(x) = \{x \mapsto (u(x + y) - u(y) - v(x + y) + v(y) : u \in \partial_L f(x + y)\}$.

It follows from Equation (9) that for any $l \in \partial_{L_0^{v,y}} \bar{f}(x)$ with $l(x) \geq 0$.

Hence, Proposition 17 implies that $0 \in \partial_{L_0^{v,y}} \bar{f}(0)$. That is, $\exists u \in \partial_L f(0 + y)$ such that $u - v - u(y) + v(y) = 0$, that is, $u = v + u(y) - v(y)$.

Therefore, we have that for any $x \in X$,

$$f(x) \geq f(y) + (v(x) + u(y) - v(y)) - (v(y) + u(y) - v(y)) = f(y) + v(x) - v(y).$$

Therefore, $v \in \partial_L f(y)$ which concludes our proof.

**Remark 4.** Pallaschke and Rolewicz [20, proposition 1.1.11] proved that every maximal cyclic monotone operator is the subdifferential of some function $f$.

### 5 Conclusions and future research directions

In this paper we obtain summation and composition rules for subdifferential calculus, and prove that under some reasonable conditions the subdifferential is a maximal abstract monotone operator. We also highlighted one of the challenges in the extension of abstract convexity and developing numerical methods: the fact that it is not always possible to separate two abstract convex disjoint sets. This leads us to Open Problem 2.

**Open Problem 1.** What conditions over the set $L$ are sufficient for a Minkowski-like separation result?
It is natural to assume that, similar to classical convex analysis, the optimality conditions are formulated in terms of maximal deviations (Proposition 10). This is where Open Problem 1 appeared. This problem potentially leads to one more subdifferential calculus rule (maximum).

Finally, this paper identifies one more potential application for abstract convexity: discrete and integer optimisation.
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