Abstract

Starting with the exact factorization of the molecular wavefunction, this paper presents the results from the numerical implementation in nonadiabatic molecular dynamics of the recently proposed bohmion method. Within the context of quantum hydrodynamics, we introduce a regularized nuclear Bohm potential admitting solutions comprising a train of $\delta$–functions which provide a finite-dimensional sampling of the hydrodynamic flow paths. The bohmion method inherits all the basic conservation laws from its underlying variational structure and captures electronic decoherence. After reviewing the general theory, the method is applied to the well-known Tully models, which are used here as benchmark problems. In the present case of study, we show that the new method accurately reproduces both electronic decoherence and nuclear population dynamics.
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1 Introduction

Among the various pictures of quantum mechanics, Madelung’s hydrodynamics offers the invaluable advantage of preserving the concept of trajectory, which is lost in other pictures. Madelung’s picture of quantum hydrodynamics (QHD) has been attracting much attention over the decades. Already serving as the bridge between the nonlinear Schrödinger equation and the dynamics of quantum fluids, QHD has recently been finding new applications ranging from quantum plasmas [45] to the description of supersolid crystals [27].

The quantum potential arising in Madelung’s transformation from the linear Schrödinger equation to QHD produces interference effects which are seldom encountered in classical hydrodynamic models. These interference effects comprise the essence of de Broglie’s pilot-wave perspective. (See the bouncing droplet experiments in [12] for a pilot-wave perspective of classical hydrodynamics.) Thus, while restoring the concept of Lagrangian fluid parcel trajectory, QHD also carries wave mechanics features that can transcend classical fluid motion. In particular, the presence of gradients of the density in the quantum potential eliminates the standard single-particle trajectories which are seen in the classical case.

Despite the computational difficulties associated with interference effects in the quantum potential, QHD still attracts much attention for the development of convenient reduced models. In chemical physics, several efforts continue to be addressed towards the use of quantum hydrodynamic trajectories in molecular dynamics beyond the mean-field model [47, 56]. Since the appearance of the surface-hopping method in the early 70’s [60], the increasing availability of computational power has fostered a series of different approaches for the simulation of nonadiabatic systems in quantum molecular dynamics. In this context, the nuclear response to the quantum electronic transitions poses major challenges, since the mean-field approximation is generally unable to capture such effects accurately. In addition, both the mean-field model and the surface-hopping method falter in describing electronic decoherence, even though several corrections have been proposed over the years [46, 23, 53]. All these difficulties in capturing the various features of vibronic interactions are related to the long-standing problem of quantum-classical coupling [3, 7, 19, 36, 54].

In molecular dynamics, the QHD framework remains attractive despite the availability of several conventional methods resorting to basis set expansions which exploit the standard properties of frozen Gaussian wavepackets [5, 32, 41, 50]. However, as pointed out in [35], “the existent formalisms using classical frozen-width Gaussian motion do not conserve the total energy”. In some cases, the conservation of total probability also falters, and likewise for the momentum balance [26]. Notice that these are not issues appearing at the level of the numerical discretization. Instead, these are limitations in the computational model itself [25] and any improvement in this regard requires increasing the dimension of the basis set. While basis set expansions have a long standing tradition, trajectory-based approaches offer the opportunity of developing new models whose equations of motion can be designed to preserve the correct conservation laws. Even so, the emergence of highly irregular profiles of the quantum potential can produce nodal points, thereby making this avenue particularly challenging [61]. At present, this challenge has not yet been met successfully. Following Wyatt’s extensive work [62], Garashchuk and collaborators have designed several methods for approximating the quantum potential in different test cases [22]. Similarly, Gu and Franco adopted quantum trajectories for describing system-bath interaction [24], while Curchod and Tavernelli [13, 15] proposed blending QHD methods with the usual Born-Huang expansion [9] in nonadiabatic dynamics.
Most recently, Gross and collaborators [4] achieved a new breakthrough by combining hydrodynamic trajectories with the *exact factorization* formalism [1, 2]. Instead of focusing on the Born-Huang series expansion, this picture involves an alternative representation of the molecular wavefunction, expressed as follows:

\[
\Psi(r, x, t) = \chi(r, t) \phi(x, t; r) \quad \text{with} \quad \int |\phi(x, t; r)|^2 d^3x = 1.
\] (1)

The electronic function \(\phi(x, t; r)\) is taken to be square-integrable in the electronic coordinates \(x\) while it is parameterized by the nuclear coordinate \(r\). Although this representation is reminiscent of the adiabatic Born-Oppenheimer (BO) theory, here the electronic function depends explicitly on time. The representation of the wavefunction in (1) was first considered several decades ago [33] (see also Section 11.1 in [6]), although its advantages in nonadiabatic dynamics had apparently not been recognized until much more recently.

As the current computational schemes based on quantum trajectories are still under development, questions about conservation laws have been considered only seldom [20, 21]. While mean-field dynamics conserves all constants of motion by construction, satisfactory results beyond mean-field models are currently achieved only for certain parameter ranges. In this paper, we develop a recent trajectory-based approach previously proposed by our team in the context of nonadiabatic quantum hydrodynamics [17]. In particular, we present the benchmark implementation of a new closure scheme obtained by combining regularization methods and hydrodynamic variational principles. The new scheme has the following characteristics.

1. It is based on hydrodynamic quantum trajectories;
2. It retains basic conservation laws for all parameter ranges;
3. It accurately reproduces electronic decoherence effects.

The variational structure of the new scheme is obtained by exploiting recent progress based on the exact factorization ansatz (1), which enables the nuclear and electronic wavefunctions to be treated differently in the nonadiabatic context. The scheme’s conservation laws follow from the variational principle underlying the exact factorization. In addition, a convolution regularization of the density is adopted to mitigate the difficulties arising from the quantum potential and admit point-particle histories – called *bohmions* – which approximate the hydrodynamic paths. The regularization of the density avoids the singular limit \(\hbar \to 0\) which emerges in standard quantum hydrodynamics. Indeed, in the regularized dynamics, this limit is no longer singular and it can be treated on an equal footing with the case \(\hbar \neq 0\). In the latter case, non-zero \(\hbar\) acts as a coupling constant for interactions among the (bohmion) particle histories. These interactions are then responsible for nuclear wave-packet splitting and electronic decoherence. Moreover, based on standard techniques in geometric mechanics, the bohmion closure introduces a singular momentum map [29, 31] which is dual to the standard Madelung transformation of quantum mechanics [39, 40] into the language of hydrodynamics. First formulated in [17], this geometric mechanics approach reveals the Lagrangian-particle content of quantum hydrodynamics. Namely, the singular bohmions follow Lagrangian flow trajectories in the regularized quantum hydrodynamics.

The content of the paper is as follows. In Section 2 we summarise the main points of the derivation of the bohmion model. By using the exact factorization representation, we set up the variational principle underlying nonadiabatic quantum hydrodynamics before applying
the bohmion method to yield the bohmion equations of motion. In Section 2.4 the bohmion method is derived along with its equations of motion. These equations are the starting point for the numerical simulations which follow. Section 3 contains new results from the numerical implementation of the bohmion method to the celebrated Tully models [58], with a focus on population transfer and decoherence dynamics. Many of these numerical implementations display good agreement with exact quantum mechanical results. In particular, they show that bohmions are able to capture electronic decoherence effects in a variety of nonadiabatic processes. Section 4 contains our conclusions. The conclusion section outlines the strengths and weaknesses of the bohmion method revealed in the present investigation and outlines several directions for improvement of its capabilities.

2 The bohmion method in nonadiabatic dynamics

2.1 Exact wavefunction factorization

In this section, we briefly summarize the specific aspects of the hydrodynamic formulation of the exact factorization representation (1) that we will need in the subsequent discussions.

Without loss of generality, here we restrict to consider the case of a three-dimensional nuclear coordinate $r$ and a three-dimensional electronic coordinate $x$. The extension to several nuclei and electrons is straightforward. As usual, the Hamiltonian operator $\hat{H} = \hat{T}_n + \hat{H}_e$ is written as the sum of the nuclear kinetic energy $\hat{T}_n = -\frac{1}{M} \hbar^2 \nabla^2 r / 2$ and the electronic Hamiltonian $\hat{H}_e = \hat{H}_e(r)$ containing the interaction terms. Upon using the Madelung transform $\chi = \sqrt{\text{De}} i^S / \hbar$ and introducing the celebrated quantum potential $V_Q = -\frac{M-1}{2} \hbar^2 / 2 \nabla \sqrt{\text{D}} / \sqrt{\text{D}}$, one writes nuclear dynamics in the hydrodynamic form

$$M(\partial_t + u \cdot \nabla) u = -\nabla (V_Q + \epsilon) - E - u \times B,$$
$$\partial_t D + \text{div}(Du) = 0.$$ (2), (3)

Here, all differential operators are defined on the nuclear coordinate space and the notation is as follows: $A = \langle \phi | - i\hbar \nabla \phi \rangle$ is the Berry connection with curvature $B = \text{curl} A$, while $u = M^{-1}(\nabla S + A)$ is the hydrodynamic velocity. Also, $\epsilon$ is the effective electronic potential

$$\epsilon(\phi, \nabla \phi) := \langle \phi | \hat{H}_e \phi \rangle + \frac{\hbar^2}{2M} \| \nabla \phi \|^2 - \frac{|A|^2}{2M},$$

where we have used the notation $\langle \phi_1 | \phi_2 \rangle = \int \phi_1^\ast \phi_2 d^3x$ and $\| \phi_1 \|^2 = \int |\phi_1|^2 d^3x$. Finally, $E = -\partial_t A - \nabla \langle \phi | i\hbar \partial_t \phi \rangle$. Then, the electronic equation can be written as follows:

$$i\hbar \partial_t \phi + i\hbar (u - M^{-1}A) \cdot \nabla \phi = \hat{H}_e \phi - \frac{\hbar^2}{2MD} \text{div} (D \nabla \phi) + \lambda \phi,$$ (4)

where $\lambda(r, t)$ is a function depending on the gauge choice for $\langle \phi | i\hbar \partial_t \phi \rangle$. Equations (2), (3), and (4) comprise the hydrodynamic formulation of the exact factorization system in [17, 55]. Combined with the Born-Huang expansion, this system is the basis for the new coupled-trajectory mixed-quantum-classical method (CT-MQC) in nonadiabatic molecular dynamics [4].
2.2 The electronic density matrix

Before introducing the variational structure, we choose to rewrite the system (2), (3), and (4) in a slightly different form. First, after some algebraic manipulations [17], we notice that

\[ E = -u \times B - \nabla \epsilon + \langle \phi | (\nabla \hat{H}_e) \phi \rangle + \frac{1}{MD} \text{div}(D \mathbf{T}). \]

Here, \( \mathbf{T} = \text{Re} \mathbf{Q} \) denotes the real part of the quantum geometric tensor \( \mathbf{Q}_{jk} = \langle \partial_j \phi | \partial_k \phi \rangle - \hbar^{-2} A_j A_k \) [48]. By using the relation above, equation (2) becomes

\[ M(\partial_t + u \cdot \nabla) u = -\nabla V_Q - \langle \phi | (\nabla \hat{H}_e) \phi \rangle - \frac{1}{MD} \text{div}(D \mathbf{T}). \]

(5)

Also, we notice that the electronic equation (4) can be rewritten as

\[ i\hbar \partial_t \phi + i\hbar u \cdot \nabla \phi = \hat{H}_e \phi + \frac{\hbar^2}{4MD} \frac{\delta F}{\delta \phi} + \lambda \phi. \]

In the above we have introduced \( F = \int D \text{Tr} \mathbf{T} \, d^3r \), where \( \text{Tr} \) denotes the matrix trace. Then, upon writing \( T = \text{Tr} \mathbf{T} \), the functional derivative of \( F \) is \( \delta F/\delta \phi = D \partial T/\partial \phi - \text{div}(D \partial T/\partial \nabla \phi) \).

At this point, we use the density matrix \( \rho(x, x', t; r) = \phi(x, t; r) \phi^*(x', t; r) \) to write \( \mathbf{T}_{jk} = \langle \partial_j \rho | \partial_k \rho \rangle \) and \( F = \int D \| \nabla \rho \|^2 / 2 \, d^3r \) where we have used the notation \( \langle \rho_1 | \rho_2 \rangle = \int \rho_1(x', x) \rho_2(x, x') \, d^3x \, d^3x' \) and \( \| \nabla \rho \|^2 = \langle \partial_k \rho | \partial_k \rho \rangle \). Then, we notice that the chain rule ensures \( \delta F/\delta \rho = 2(\delta F/\delta \rho) \phi \) so that the electronic equation (4) can be written as the quantum Liouville equation

\[ i\hbar \left( \frac{\partial}{\partial t} + u \cdot \nabla \right) \rho + [\rho, \hat{H}_e] = \frac{\hbar^2}{2MD} \left[ \frac{\delta F}{\delta \rho}, \rho \right] = -\frac{\hbar^2}{2MD} \text{div} \left( D [\rho, \nabla \rho] \right), \]

(6)

where we have used \( \delta F/\delta \rho = -\text{div}(D \nabla \rho) \) and we have applied the Leibniz rule. Here, we notice the hydrodynamic material derivative \( \partial_t + u \cdot \nabla \) on the left-hand side, indicating that the electronic evolution is swept by the nuclear flow acting on the nuclear coordinates, which in turn appear parametrically in the unitary propagator of the electronic quantum dynamics; see [17] for further discussions. In addition, we notice the emergence of the quantity \( [\rho, \nabla \rho] \); as recognized in [44], this is a type of non-Abelian gauge connection. See [16] for recent advances on the appearance of non-Abelian gauge connections in nonadiabatic dynamics. For later convenience, we introduce the variable \( \hat{\rho} = D \rho \). In terms of \( \hat{\rho} \), the equations of motion become

\[ MD(\partial_t + u \cdot \nabla) u = D \nabla V_Q - \langle \hat{\rho} | (\nabla \hat{H}_e) \hat{\rho} \rangle + \frac{\hbar^2}{2M} \partial_j \langle \hat{\rho} | \nabla (D^{-1} \partial_j \hat{\rho}) \rangle, \]

(7)

\[ \partial_t D + \text{div}(D u) = 0, \]

(8)

\[ i\hbar \partial_t \hat{\rho} + i\hbar \text{div}(\hat{\rho} u) = [\hat{H}_e, \hat{\rho}] + \frac{\hbar^2}{2M} \text{div} \left( D^{-1} [\hat{\rho}, \nabla \hat{\rho}] \right). \]

(9)

These nonadiabatic quantum hydrodynamics equations were shown in [17] to possess both a Hamiltonian and variational formulation. The latter is particularly useful in applications of the bohmion method to be discussed later. We remark that the construction of hydrodynamic models for a nuclear flow interacting with an electronic subsystem also appears in the chemistry literature [11] in the context of mixed quantum-classical dynamics.
2.3 Variational structure

In order to prepare the framework for the formulation of the bohmion method, here we illustrate the variational structure of the hydrodynamic formulation of the exact factorization system. This will be a basic ingredient for introducing the bohmions in the next section. The Euler-Poincaré variational principle \( \delta \int_{t_1}^{t_2} \ell \, dt = 0 \) for nonadiabatic quantum hydrodynamics involves the Lagrangian

\[
\ell(u, D, \xi, \rho) = \int \left[ \frac{1}{2} MD |u|^2 - \frac{\hbar^2}{8M} |\nabla D|^2 \right. \left. + \langle \hat{\rho}| i\hbar \xi - \hat{H}_e \rangle - \frac{\hbar^2 D}{4M} \| \nabla \left( \frac{\hat{\rho}}{D} \right) \|^2 \right] d^3r. \tag{10}
\]

Here, \( \xi(r, t) \) is the generator of the quantum electronic motion, which will be treated later in this section. First, we focus on the nuclear hydrodynamic quantities. The Lagrange-to-Euler map for the nuclear density \( D(r, t) \) may be written in terms of its initial condition \( D_0(r_0) \) by

\[
D(r, t) = \int D_0(\eta) \delta(r - \eta(r_0, t)) d^3r_0. \tag{11}
\]

Taking the time derivative of the Lagrange-to-Euler map in (11) then recovers the density transport equation in (8). The Lagrangian fluid map \( \eta \) in (11) plays a crucial role in the hydrodynamic interpretation of equations (7)-(9). In fact, the hydrodynamic velocity \( u(r, t) \) is defined as the tangent vector to the Bohmian trajectory \( \eta(r_0, t) \) given by

\[
\dot{\eta}(r_0, t) := \partial_\eta \eta(r_0, t) = u(\eta(r_0, t), t). \tag{12}
\]

Thus, the Bohmian trajectory identifies the evolution of Lagrangian fluid parcels labelled by their initial nuclear position \( r_0 \) and moving with velocity \( u(\eta(r_0, t), t) \). The variations \( \delta D \) and \( \delta u \) arise from the relations (11)-(12). Upon composing (12) by the inverse variable \( \eta^{-1} \), the resulting relation \( u(r, t) = \eta(r_0, t)|_{r_0 = \eta^{-1}(r, t)} \) leads to the variational relations

\[
\delta u = \partial_\delta \delta w + (u \cdot \nabla) w - (w \cdot \nabla) u, \quad \delta D = - \text{div}(Dw). \tag{13}
\]

Here, we have introduced \( \delta w(r, t) = \delta \eta(r_0, t)|_{r_0 = \eta^{-1}(r, t)} \) while the variation \( \delta D \) follows from (11). The reduction from Lagrangian/Bohmian variables to Eulerian variables in Hamilton’s principle for ideal fluid dynamics is called Euler-Poincaré reduction [30]. See [18] for an extension to include the presence of hydrodynamic vortices in QHD.

The presence of the density matrix in the variational principle associated to (10) is treated here by using the techniques first developed in [8, 57]. In this case, the evolution of the density matrix density \( \tilde{\rho} \) requires some discussion. Usually, the quantum density matrix evolves according to \( \rho_0 \rightarrow \hat{U}(t)\rho_0\hat{U}(t)\dagger \), where \( \hat{U}(t) \) is the unitary propagator. In the present case, we recall that \( \rho(r, t) \) retains parametric dependence on the nuclear coordinates and thus so does the unitary propagator, which we shall denote by \( U(r, t) \). In addition, the electronic density matrix \( \rho \) evolves in the frame of the nuclear fluid as indicated by the convective time derivative in the left-hand side of (6). Then, the density matrix density \( \tilde{\rho} = D\rho \) evolves according to [17]

\[
\dot{\tilde{\rho}} = \int \hat{\rho}(r_0, t) \delta(r - \eta(r_0, t)) d^3r_0, \quad \text{with} \quad \hat{\rho}(r_0, t) = U(r_0, t)\tilde{\rho}(r_0)U\dagger(r_0, t). \tag{14}
\]

In terms of these variables, the quantum generator of motion \( \xi(r, t) \) is defined as \( \xi(r, t) = \hat{U}(r_0, t)U(r_0, t)\dagger|_{r_0 = \eta^{-1}(r, t)} \), so that equation (9) has the general structure \( \partial_\delta \hat{\rho} + \text{div}(\hat{\rho}w) = [\xi, \hat{\rho}] \). Also, upon denoting \( \nu(r, t) = \delta U(r_0, t)U(r_0, t)\dagger|_{r_0 = \eta^{-1}(r, t)} \), one obtains the variational relations

\[
\delta \hat{\rho} = [\nu, \hat{\rho}] - \text{div}(w\hat{\rho}), \quad \delta \xi = \partial_\nu - w \cdot \nabla \nu. \tag{15}
\]

while \( w \) is given as in (13).
2.4 Regularization and the bohmion method

Of course, setting $\hbar \to 0$ would eliminate the gradient terms in (10), thereby allowing for Young measure ($\delta$-function) solutions in the variables $D$ and $\dot{\rho}$. This procedure is based on a singular weak limit leading to the mean-field model and eliminating electronic decoherence. Conversely, the singular solutions cannot exist for $\hbar \neq 0$ due to the structure of the order $O(\hbar^2)$ terms.

The key idea in the derivation of the bohmion model is to regularize the hydrodynamic description of the nuclear variables by performing a spatial smoothing of the order $O(\hbar^2)$ density-gradient terms in (10), rather than neglecting these terms. Then, one obtains a dispersive regularization of nonadiabatic quantum hydrodynamics (RQHD) and restores the $\delta$-function solutions without enforcing $\hbar \to 0$.

These measure-valued solutions – called bohmions – may be interpreted as describing statistical ensembles of classical nuclear trajectories. The corresponding bohmion equations of motion enhance the underlying mean-field model and extend its range of applicability by enabling it to capture decoherence effects. The capability to capture decoherence thus achieved also extends to the celebrated surface hopping method, which exploits the Born-Huang surfaces.

More specifically, in the bohmion model the gradient terms in (10) are mollified by a convolution $K(r - r')$ which introduces the following regularized quantities

$$
\bar{D}(r, t) = \int K(r - r')D(r', t)\,d^3r, \quad \bar{\rho}(r, t) = \int K(r - r')\dot{\rho}(r', t)\,d^3r. \quad (16)
$$

A similar approach was recently applied to regularize conical intersections in adiabatic dynamics with geometric phase effects [49]. The mollifier is typically rotation-invariant and depends on a lengthscale parameter $\alpha$ so that the limit $\alpha \to 0$ recovers the original hydrodynamic variable $D$. For example, $\alpha$ could be the width of a Gaussian convolution kernel. Then, we consider the following regularized version of the Lagrangian (10):

$$
\ell = \int \left[ \frac{1}{2} MD|u|^2 - \frac{\hbar^2}{8M} \frac{(\nabla \bar{D})^2}{D} + \langle \dot{\rho} | i\hbar \xi - \bar{H}_e \rangle - \frac{\hbar^2}{4M} \left\| \nabla \left( \frac{\bar{\rho}}{D} \right) \right\|^2 \right] \,d^3r, \quad (17)
$$

so that the associated RQHD equations arise from Hamilton’s variational principle upon using (13) and (15); see [17] for their explicit form.

A remarkable feature of these RQHD equations (which is not shared by the QHD equations) is that for $\hbar \neq 0$ they admit singular solutions in which the nuclear density is given by a finite $\delta$-functions. These $\delta$-functions are called bohmions and follow bohmion trajectories in configuration space. In particular, replacing the initial condition $\dot{\rho}_0(r_0) = \sum_a w_a \varrho_a(0) \delta(r_0 - q_a(0))$ in (14) leads to [17]

$$
\dot{\rho}(r, t) = \sum_{a=1}^N w_a \varrho_a(t) \delta(r - q_a(t)), \quad \text{with} \quad \varrho_a(t) := \mathcal{U}_a(t) \varrho_a^{(0)} \mathcal{U}_a(t)^\dagger. \quad (18)
$$

Here, we have denoted $\mathcal{U}_a(t) := U(q_a^{(0)}, t)$ and we set $\varrho_a^{(0)}(x, x') = \varphi_a^{(0)}(x)\varphi_a^{(0)}(x')^*$, so that $\varrho_a(x, x', t) = \varphi_a(x, t)\varphi_a(x', t)^*$ at all times. We notice that the ansatz (18) comprises part of a singular momentum map structure which is well known in geometric mechanics [29, 31]. Then, by using the ansatz

$$
D(r, t) = \sum_{a=1}^N w_a \delta(r - q_a(t)) \quad (19)
$$
and denoting $\xi_a = \hat{U}_a U_a^\dagger$, one obtains the nonadiabatic bohmion Lagrangian

$$
L(\{q\}, \{\dot{q}\}, \{\varrho\}) = \sum_a w_a \left( \frac{M}{2} \hat{q}_a^2 + \langle \varrho_a, i\hbar \xi_a - \hat{H}_e(q_a) \rangle ight)
+ \frac{\hbar^2}{8M} \sum_b w_b (1 - 2\langle \varrho_b | q_b \rangle) \int \frac{\nabla K(r - q_a) \cdot \nabla K(r - q_b)}{\sum_c w_c K(r - q_c)} \, d^3r.
$$

(20)

Each of the bohmions supports an electronic state which has its own unitary dynamics along the corresponding trajectory. The interactions of a finite number of bohmions and their associated electronic states produce a finite-dimensional trajectory-based closure model that arises from Hamilton’s principle $\delta \int_{t_i}^{t_f} L \, dt = 0$. As discussed in [17], the latter requires the variations

$$
\delta \xi_a = \partial_t \nu_a - [\xi_a, \nu_a], \quad \delta \varrho_a = [\nu_a, \varrho_a],
$$

where $\nu_a = (\delta \hat{U}_a) U_a^\dagger$. These relations are easily verified from the definitions of $\xi_a$ and $\varrho_a$. Eventually, the bohmion motion is governed by the Euler-Lagrange equations for $q_a$, which are accompanied by a sequence of quantum Liouville equations for $\varrho_a$. The latter read

$$
i\hbar \varrho_a = [\hat{H}_e(q_a), \varrho_a] + \frac{\hbar^2}{2M} \sum_b w_b \langle \varrho_b, \varrho_a \rangle \int \frac{\nabla K(r - q_a) \cdot \nabla K(r - q_b)}{\sum_c w_c K(r - q_c)} \, d^3r.
$$

(21)

Upon writing $\varrho_a(x, x', t) = \varphi_a(x, t) \varphi_a(x', t)^*$, we can also write the corresponding Schrödinger equation as follows:

$$
i\hbar \varphi_a = \hat{H}_e(q_a) \varphi_a + \frac{\hbar^2}{M} \sum_b w_b \langle \varphi_b | \varphi_a \rangle \varphi_b \int \frac{\nabla K(r - q_a) \cdot \nabla K(r - q_b)}{\sum_c w_c K(r - q_c)} \, d^3r.
$$

(22)

At this point, the problem has been made finite-dimensional and the bohmion motion is governed by the Euler-Lagrange equations for $q_a$. We remark that the present treatment is inherently nonadiabatic, although there seems to be no clear sense in which certain terms in equation (22) are particularly responsible for the nonadiabatic coupling terms appearing in Born-Huang expansions.

In the $\hbar \to 0$ limit the bohmion trajectories reduce to uncoupled classical trajectories describing a statistical ensemble of nuclei evolving under the mean-field influence of electronic degrees of freedom. In this sense, the bohmion picture places classical and quantum trajectories on the same footing, with $\hbar$ playing a transparent role as a coupling constant [17]. Note that the limit $\hbar \to 0$ in bohmion dynamics is equivalently achieved by taking the smoothing lengthscale $\alpha \to \infty$, which has the effect of washing out the contributions from the order $O(\hbar^2)$ terms. In the opposite limit $\alpha \to 0$ we have that $\overline{D} \to D$ and $\overline{\rho} \to \rho$ with $\hat{q}_a = u(q_a)$ and so formally the trajectories $q_a$ approach the exact nuclear Bohmian trajectories. In the intermediate regime, we see that the last term in (20) is essential in that it retains the nonlocal features occurring in bohmion dynamics, so that the motion of each bohmion affects all the other bohmions. Moreover, as bohmion dynamics is Hamiltonian, we remark that it naturally inherits conservation of energy and momentum.

To gain insight into the solution properties of the model, in the next section we will explore these properties in more detail by considering a series of numerical benchmark problems.
3 Results for model systems

In this section we present the results obtained by testing the bohmion method on four model systems, including the three so-called Tully models, Tully I, II, III. Comparisons are also made with well-established schemes including mean-field (Ehrenfest), trajectory surface hopping (TSH), and the coupled-trajectory mixed-quantum-classical method (CT-MQC) [4]; see Appendix A.

All models considered here are two-state models with a one-dimensional nuclear coordinate \( r \) and molecular Hamiltonian given by

\[
\hat{H} = -\frac{1}{2M} \frac{\partial^2}{\partial r^2} + \hat{H}_e(r)
\]

featuring the electronic Hamiltonian (in a diabatic basis)

\[
\hat{H}_e(r) = \begin{pmatrix}
H_{11}(r) & H_{12}(r) \\
H_{21}(r) & H_{22}(r)
\end{pmatrix}.
\]

Depending on the explicit form of \( \hat{H}_e \), the Tully models were first introduced in the 90s [58] and since then have become a standard testing ground for any new approach to nonadiabatic molecular dynamics. These simple two-state models with a one-dimensional nuclear degree of freedom enable exact quantum mechanical simulations to be performed against which approximate schemes may be compared. At the same time, the Tully models can mimic realistic higher-dimensional nonadiabatic molecular processes. For example, parallels can be drawn between Tully I and the photoisomerization of ethylene (as well as many other photodynamical processes), and similar comparisons can be made for the other Tully models [34].

In each case, we prepare a nuclear wavepacket at spatial infinity on the lowest BO electronic potential energy surface, then study what happens as it encounters a region of nonadiabatic coupling. Specifically, we are interested in whether bohmion dynamics accurately capture BO population transfer and electronic decoherence.

Here, we work in atomic units and use the same initial conditions as those considered in [4]. In particular, we consider the initial molecular wavefunction

\[
\Psi_0 = \frac{1}{\sqrt{\Delta_0^2}} \exp \left( -\frac{1}{2} \left( \frac{r-r_0}{\Delta_0} \right)^2 + ik_0 r \right) |1\rangle
\]

where \( \Delta_0 = 20/k_0 \) and where the diabatic electronic basis have been labelled \( \{|1\rangle, |2\rangle\} \). Evidently, \( r_0 \) is the centre of the initial wavepacket while \( k_0 \) is its momentum; we will consider different values depending on the case under consideration. We take the initial exact nuclear wavefunction to be

\[
\chi_0 = \exp \left( -\frac{1}{2} \left( r-r_0 \right)^2 / \Delta_0^2 + ik_0 r \right) / (\pi \Delta_0^2),
\]

leading to an initial hydrodynamic density

\[
D_0 = \exp \left( -\frac{1}{2} \left( r-r_0 \right)^2 / \Delta_0^2 \right) / (\Delta_0 \sqrt{\pi})
\]

and hydrodynamic velocity \( u_0 = k_0/M \) as well as the electronic density matrix density

\[
\tilde{\rho}_0 = D_0 |1\rangle \langle 1|.
\]

To model the initial density, we write

\[
D_0 = \frac{1}{\Delta_0 \sqrt{\pi}} \exp \left( -\left( \frac{r-r_0}{\Delta_0} \right)^2 \right) \sim \frac{1}{N} \sum_{a=1}^{N} \delta \left( r - q_a(0) \right)
\]

as a finite train of \( \delta \)-functions where the initial bohmion positions \( q_a(0) \) are randomly sampled from a normal distribution with mean \( \mu = r_0 \) and variance \( \sigma = \Delta_0^2/2 \). Sampling was performed with a pseudorandom number generator and also with a quasirandom number generator based
on an inverse CDF transform of the one-dimensional Sobol sequence, with both methods giving accurate results. The results presented here use the quasirandom sampling method, for which we found faster convergence as the number of trajectories was increased. This is not surprising: the convergence properties of Monte Carlo and quasi-Monte Carlo methods are well-studied and the scaling of quasi-Monte Carlo methods (with numbers of samples, but also with dimensionality \[51\]) is known to be superior, at least asymptotically.

The initial bohmion velocities are \( \dot{q}_a(0) = k_0/M \) and the initial electronic density matrices are \( \rho_a(0) = |1\rangle\langle 1| \). We numerically integrate the bohmion equations with these initial conditions, using an RK4 scheme with a step size of 0.5 and take \( M = 2000 \) (which is comparable to the proton mass in atomic units). At each time step, integrals which appear on the RHS of the bohmion equations must be evaluated over nuclear coordinate space. We find a simple trapezoidal rule using a sample spacing of \( \alpha/3 \) is adequate.

The quantities of our particular interest are the BO populations

\[
P_j(t) = \frac{1}{N} \sum_{a=1}^{N} P_{ja}(t) = \frac{1}{N} \sum_{a} \text{Tr} [\pi_j(q_a(t)) \rho_a(t)],
\]

where \( \pi_j = |j\rangle\langle j| \) is the projection onto the lower (\( j = 1 \)) or upper (\( j = 2 \)) BO state. We are also interested in the coherence measure

\[
C(t) = \frac{1}{N} \sum_a P_{1a}(t) P_{2a}(t).
\]

In this last quantity, the contribution \( P_{1a}(t) P_{2a}(t) \) from the \( a \)th bohmion goes to zero when the electronic density matrix \( \rho_a \) associated with the trajectory tends to either the lower BO state (in which case \( P_{2a} = 0 \)) or upper BO state (in which case \( P_{1a} = 0 \)). The decay of this quantity away from regions of nonadiabaticity is therefore an indicator of electronic decoherence.

### 3.1 Tully I (single avoided crossing)

Tully I is defined by the electronic matrix elements

\[
H_{11}(r) = a [1 - \exp(-br)], \quad r > 0,
\]

\[
H_{11}(r) = -a [1 - \exp(br)], \quad r < 0,
\]

\[
H_{22}(r) = -H_{11}(r),
\]

\[
H_{12}(r) = H_{21}(r) = c \exp(-dr^2)
\]

with \( a = 0.01, b = 1.6, c = 0.005, d = 1.0 \). The BO energy surfaces are illustrated in Figure 1. Note that there is a single avoided crossing, centred at \( r = 0 \). When the nuclear wavepacket (coming in from spatial infinity on the lowest BO electronic state) encounters this avoided crossing, some nonadiabatic transitions into the upper BO state occur. The wavepacket then branches (see Figure 3), with the lower BO wavepacket moving faster than the upper BO wavepacket.

Recall that the bohmion method involves the introduction of a mollifier, as in (16). Here, we take the mollifier to be a Gaussian filter (with some width \( \alpha \)) in all of our simulations. In general, one expects the accuracy of the method to improve as \( \alpha \to 0 \), though in practice this would require additional bohmions (larger \( N \)) to achieve reasonable convergence of the results. It should be noted that another difficulty in taking \( \alpha \) to be very small can arise, as follows.
To understand this difficulty, recall that the regularized quantum potential represents a non-local interaction potential for the bohmions which has characteristic energy scale $E = \hbar^2 / M \alpha^2$, as can be seen from the second line of (20) when $K$ is taken to be a Gaussian of width $\alpha$. Consequently, for small $\alpha$, we expect the electronic density matrix elements to oscillate with frequency $\omega \sim \hbar / M \alpha^2$ whose growth as $\alpha^{-2}$, can impose very small timestep requirements in our numerical algorithm. In each plot we indicate our final choice for $\alpha$ and $N$. See Figure 8 in Section 3.2 and Figure 13 in Section 3.4 for the dependence of the results on $\alpha$.

Figure 2: BO populations and coherence for Tully I. Left: $k = 10$, $N = 4000$, $\alpha = 1/20$. Right: $k = 25$, $N = 1000$, $\alpha = 1/20$. The dotted lines are the exact results for comparison.
Decoherence. We show two simulations for Tully I, with the nuclear wavepacket given initial momenta \( k = 10 \) and \( k = 25 \) respectively. The centre of the initial wavepacket in (25) is set to \( r_0 = -8 \) a.u. in both cases. In Figure 2 we plot the BO populations and coherence measure in both cases. For the choice \( \alpha = 1/20 \), the plots are already in good agreement with exact results; see Figure 15 in Appendix A. Particularly noteworthy is the accurate description of decoherence, a phenomenon which many traditional methods such as TSH and Ehrenfest miss for this model. However, the CT-MQC method does capture decoherence to some extent [4].

Nuclear wavepacket splitting. Another important effect accurately captured by the bohm-ion method is nuclear wavepacket splitting. In Figure 3 we show snapshots of the nuclear density and BO projections during the course of the \( k = 10 \) simulation. We see that the nuclear wavepacket ultimately splits into two wavepackets, one located on the lower BO surface and one on the higher BO surface. The latter wavepacket moves slower than the former, and so the two move apart as one would expect. This behaviour would be missed by schemes based on independent nuclear trajectories. For example, in Ehrenfest dynamics the ultimate fate of a trajectory is that it follows a potential energy surface which is some weighted average of the two BO surfaces (rather than one or the other), and so nuclear wavepacket splitting of this sort is impossible [58]. Thus, the coupling between the bohmion trajectories, through the (regularized) quantum potential, is therefore instrumental in capturing this effect.

\[
\begin{align*}
H_{11}(r) &= 0, \\
H_{22}(r) &= -a \exp(-br^2) + e_0, \\
H_{12}(r) &= H_{21}(r) = c \exp(-dr^2)
\end{align*}
\]

3.2 Tully II (dual avoided crossing)

Tully II is defined by the electronic matrix elements

\[
\begin{align*}
H_{11}(r) &= 0, \\
H_{22}(r) &= -a \exp(-br^2) + e_0, \\
H_{12}(r) &= H_{21}(r) = c \exp(-dr^2)
\end{align*}
\]
with $a = 0.1, b = 0.28, c = 0.015, d = 0.06, e_0 = 0.05$. The BO energy surfaces are illustrated in Figure 4. Note that there are two avoided crossings, located either side of $r = 0$. When

![Figure 4: Tully II BO energy surfaces.](image)

the nuclear wavepacket (coming in from spatial infinity on the lowest BO electronic state) encounters the first avoided crossing, some nonadiabatic transitions into the upper BO state occur and the wavepacket branches as in Tully I. The wavepackets then encounter the second avoided crossing at which further transitions occur. The wavepackets can recombine at this point leading to interference effects whose strength depends on the momentum of the initial

![Figure 5: BO populations and coherence for Tully II. Left: $k = 16, N = 4000, \alpha = 1/20$. Right: $k = 30, N = 1000, \alpha = 1/20$. The dotted lines are the exact results for comparison.](image)
wavepacket [58]. It was recently pointed out that a molecular analogue of Tully II, whose dynamics are characterized by multiple crossings between electronic states, can be found in the photodynamics of the molecule DMABN [34].

**Decoherence.** We show two simulations, with the nuclear wavepacket given initial momenta $k = 16$ and $k = 30$ respectively, while we set again $r_0 = -8$ a.u. in (25). In Figure 5 we plot the BO populations and coherence measure in both cases. Once again, upon comparing with Figure 15 in Appendix A, the decoherence is captured particularly well by the bohmions. Another impressive feature of the bohmion dynamics is the population transfer for the lower momentum ($k = 16$) scattering. The bohmion model captures the final BO populations with high accuracy.

**Trajectories of bohmions.** In order to present a more detailed discussion of the results, here we present some of the specific dynamical features that were obtained for the Tully II model with $k_0 = 30$.

An attractive feature of quantum trajectory approaches is that one can easily visualise the dynamics. In Figure 6 (left-hand plot) we display 20 representative bohmion trajectories from a simulation with $\alpha = 1/10$, $N = 100$. The trajectories in this plot are coloured in a way which indicates the BO population calculated from the associated electronic density matrix. We see a clear splitting of the trajectory ensemble after passage through the avoided crossings, into a collection of blue trajectories (upper BO state) and yellow trajectories (lower BO state). These two branches of trajectories continue to separate further from one another, with the trajectories on the upper BO surface moving slower than those on the lower BO surface as we would expect.

![Figure 6](image)

Figure 6: Left: population dynamics for $\alpha = 1/10$. Note the splitting of the wavepacket into two, corresponding to the lower BO state (yellow) and the upper BO state (blue). Right: coherence dynamics for $\alpha = 1/10$. Following the nonadiabatic events at the avoided crossings ($t > 1000$), the gradual appearance of yellow indicates that the corresponding trajectories have decohered. These are to be contrasted with the trajectories in the Ehrenfest limit (Figure 7).

An alternative way of colouring these same trajectories is given in the right-hand plot in Figure 6. Here, the colouring indicates the coherence measure contribution $P_{1a}(t) P_{2a}(t)$ of the corresponding trajectory $q_a(t)$. After the passage through the avoided crossing ($t > 1000$) we see the gradual appearance of yellow which indicates that the corresponding trajectory has
decohered, i.e. the electronic state has settled into either the lower or upper BO state. Blue, on the other hand, means that the state is a superposition of the two.

Figure 7: Left: population dynamics for $\alpha = 10$ (Ehrenfest limit). Right: coherence dynamics for $\alpha = 10$ (Ehrenfest limit).

The behaviour of these bohmion trajectories is to be contrasted with that of trajectories in the $\hbar \to 0$ limit, which is equivalent to taking $\alpha$ large (see Section 2). Neither of the effects just described are captured in this limit: there is no splitting of the wavepacket and no electronic decoherence occurs once the trajectories have passed through the avoided crossings, as can be seen in Figure 7 (where we take $\alpha = 10$). These effects are due to the $\hbar$-induced couplings of particle histories in the bohmion equations, all of which have been washed out by the spatial smoothing.

The choice of the number of bohmions $N$ and smoothing lengthscale $\alpha$ deserves further discussion. Figure 8 shows the coherence dynamics for a fixed smoothing lengthscale $\alpha = 1/10$, and $N = 25, 50, 100$ bohmions, showing clear convergence with increasing $N$. We see that, for this model and choice of initial conditions, good convergence is obtained with as few as $N = 50$ bohmions. In Figure 8 we also show converged results for varying choice of lengthscale $\alpha = 10, 1/5, 1/10, 1/20$. The largest $\alpha = 10$ corresponds to Ehrenfest dynamics, while, at the

Figure 8: Left: coherence plots for varying $N$ and fixed $\alpha = 1/10$, showing good convergence for as few as $N = 50$ bohmions. Right: converged (large $N$) coherence plots for varying $\alpha$, incorporating the large $\alpha$ Ehrenfest limit (classical trajectories for mean-field dynamics) and showing convergence to the small $\alpha$ Bohmian limit (Bohmian trajectories for exact dynamics).
other end, the small $\alpha \sim 1/20$ trajectories accurately reproduce the full quantum result. We see that bohmions capture the qualitative behaviour of the full quantum result even for $\alpha = 1/5$, with electronic decoherence effects (missed in Ehrenfest dynamics) visible for $t > 1000$. In general, of course, the appropriate choice of $\alpha$ and $N$ depends on the situation. In the next section, we consider a more challenging physical scenario.

### 3.3 Tully III (extended coupling region with reflection)

Tully III is defined by the electronic matrix elements

\begin{align}
H_{11}(r) &= -H_{22}(r) = a, \quad (36) \\
H_{12}(r) &= b \left[ 2 - \exp(-cr) \right], \quad r > 0, \quad (37) \\
H_{12}(r) &= b \exp(cr), \quad r < 0, \quad (38) \\
H_{12}(r) &= H_{21}(r) \quad (39)
\end{align}

with $a = 0.0006, b = 0.1, c = 0.9$. The BO energy surfaces are illustrated in Figure 9. The nuclear wavepacket first encounters an extended coupling region ($r < 0$), where the two BO energy surfaces are very close together, before the BO surfaces move apart. The wavepacket branches at this point, and (depending on the initial momentum) the part on the upper BO surface can be reflected if it doesn’t have sufficient energy to climb the potential barrier. This reflected wavepacket then encounters the extended coupling region for a second time. It was suggested in [34] that these dynamics, involving a reflection process which leads to a second passage through a region of nonadiabatic coupling, are paralleled to some extent in the nonradiative deactivation of fulvene.

**Decoherence.** We show simulations for nuclear wavepackets with initial momenta $k = 10$ and $k = 30$. The centre of the initial wavepacket in (25) is set to $r_0 = -15$ a.u. in both cases. In Figure 10 we plot the BO populations and coherence measure in both cases. The bohmion simulations perform very well for the higher momentum case $k = 30$, again capturing the decoherence with good accuracy; see Figure 15 in Appendix A. The lower momentum simulation
involves more challenging dynamics, with significant wavepacket splitting and reflection. The results shown in Figure 10, computed with a regularization lengthscale of $\alpha = 1/20$ a.u., successfully capture the correct qualitative behaviour of the coherence measure throughout, although losing some accuracy at later times $>3000$ a.u. when the reflected wavepacket re-enters the extended coupling region. This loss in accuracy may be due to interference effects, which have been known to pose certain limitations to trajectory-based models [61]. As we shall see, a similar behaviour also occurs in the case of study treated in the next section.

**Accuracy.** More accurate results can in principle be obtained by choosing a smaller regularization lengthscale $\alpha$, as discussed earlier. However, as mentioned earlier, decreasing the regularization lengthscale $\alpha$ also comes at the cost of increasing the number of bohmions and requiring a smaller timestep. In practice we find that the latter is the principle limitation, because our numerical method (based on a fixed timestep Runge-Kutta scheme) eventually loses stability for much smaller $\alpha$. It would be worth investigating whether this situation could be improved by using an adaptive scheme.

Figure 10: BO populations and coherence for Tully III. Left: $k = 10, N = 4000, \alpha = 1/20$. Right: $k = 30, N = 2000, \alpha = 1/30$. The dotted lines are the exact results for comparison.
3.4 Double Arch model

The Double Arch model is defined by the electronic matrix elements

\[ H_{11}(r) = -H_{22}(r) = a, \]
\[ H_{12}(r) = -b \exp(c(r - d)) + b \exp(c(r + d)), \quad r < -d, \]
\[ H_{12}(r) = b \exp(-c(r - d)) - b \exp(-c(r + d)), \quad r > d, \]
\[ H_{12}(r) = 2b - b \exp(c(r - d)) - b \exp(-c(r + d)), \quad -d < r < d, \]
\[ H_{21}(r) = H_{12}(r) \]

with \( a = 0.0006, b = 0.1, c = 0.9, d = 4 \). The BO energy surfaces are illustrated in Figure 11. In this model, the lower and upper BO surfaces are initially close but move apart at \( r \approx -5 \) at which point we expect population transfer into the upper BO state and the wavepacket to split into two. The wavepacket on the upper surface moves slower than the wavepacket on the lower surface, leading to spatial separation and significant decoherence as the wavepackets lose memory of each other. The two BO surfaces then come back together at \( r \approx 5 \), causing further nonadiabatic transitions, at which point the wavepackets are recombined and interfere.

**Decoherence.** We run two simulations of nuclear wavepackets with given initial momenta \( k = 20 \) and \( k = 40 \), respectively, while we set \( r_0 = -15 \) a.u. in (25). In Figure 12 we plot the BO populations and coherence measure in both cases. Upon comparing again with Figure 15, we see that the quality of agreement is similar to Tully III: the correct qualitative behaviour is seen throughout the simulations, though with a loss of accuracy, particularly for the lower momentum case \( (k = 20) \) at later times \( (t > 1000) \).

**Dependence on \( \alpha \).** At this point, we present once again a more detailed discussion by emphasizing specific dynamical features obtained for the double-arch model, in this case with \( k_0 = 40 \). Here, we will compare our findings only with the results from the exact theory. We begin by analysing the \( \alpha \)-dependence of the coherence and population dynamics. Some illustrative plots are given in Figure 13. In each of these, the exact quantum result is indicated
Figure 12: BO populations and coherence for Double Arch model. Left: $k = 20$, $N = 2000$, $\alpha = 1/30$. Right: $k = 40$, $N = 2000$, $\alpha = 1/30$. The dotted lines are the exact results for comparison.

by a dotted line. On looking at the decoherence dynamics, we see from the exact result that the coherence drops to virtually zero at $t \approx 750$ as the wavepacket splits into two divergent wavepackets, one on each BO surface. Then, after $t \approx 1000$, the wavepackets encounter the region where the BO surfaces come back together and the coherence measure goes back up due to further nonadiabatic transitions.

Figure 13: $\alpha$-dependence of bohmion dynamics for double arch model ($N = 8000$). Left: coherence. Right: population.
Comparison to Ehrenfest. We see that in the Ehrenfest limit ($\alpha = 10$) and even for $\alpha = 1/5$ this behaviour is missed by the bohmion dynamics. Namely, the wavepacket remains intact and no electronic decoherence is observed following the separation of the BO surfaces. However, the bohmion dynamics do capture the correct qualitative behaviour for $\alpha = 1/20$ and the bohmion results are reasonably close to the exact result for $\alpha = 1/40$. For this final value of $\alpha$, the splitting of the wavepacket is captured very effectively as illustrated in Figure 14. To summarise, we find that to achieve the correct qualitative behaviour the bohmion method requires smaller $\alpha$ in wavepacket splitting than in the dual avoided crossing model.

Figure 14: $\alpha = 1/40, N = 8000$ double arch model simulation. Left: population dynamics (yellow is lower BO state, blue is upper BO state). Right: coherence dynamics (appearance of yellow indicates decoherence).

Convergence. In the double arch model we also found in our simulation that a rather large number of bohmions ($N$) were required in order for convergence of the result. We found that $N < 100$ was sufficient for good convergence in the cases of the single and dual avoided crossing. However, for Tully III and the double arch model we found that thousands of bohmions were needed in some cases to achieve comparable convergence of the coherence measure. We found the convergence particularly slow for $t > 1000$, indicating that quantum interference effects (which are relevant to the dynamics of the recombining wavepackets) may play an important role in the convergence of the coherence measure. This seems to be consistent with findings from numerical implementations of Bohmian trajectories, as well [61], suggesting that quantum interference can lead to highly localized features in the probability density. This, in turn, would require higher spatial resolution (i.e. additional bohmions) to capture the physics.

4 Conclusions

In this work, we have applied the recently developed bohmion method to the celebrated Tully models of nonadiabatic molecular dynamics. Unlike other nonadiabatic methods based on hydrodynamic quantum trajectories, the bohmion method retains the fundamental conservation laws arising from its variational structure via Noether’s theorem. We have compared the present scheme with other approximate approaches, including Ehrenfest, TSH and CT-MQC, as well as the exact quantum mechanical results. In the case of the Tully models, we were able to assess
the extent to which these methods can accurately capture essential features of nonadiabatic dynamics such as population transfer and electronic decoherence.

Our simulations have demonstrated that the bohmion method can accurately capture electronic decoherence. This is not unexpected, because the bohmion method, being based on the exact factorization of the molecular wavefunction, retains correlations between the electrons and nuclei which are crucial to the decoherence dynamics through the inclusion of the (regularized) quantum potential, a non-local interaction potential which depends on the positions of all the bohmions. The bohmion method performed best on Tully I and Tully II, with a loss of accuracy in the case of Tully III which involves wavepacket reflection at low wavepacket momenta. To achieve sufficient accuracy, we employed a few thousand bohmions in our simulations, although only a few hundred bohmions were sufficient to account for effects such as wavepacket reflection (in Tully III) even if with some loss of accuracy in decoherence.

Although the present results are encouraging, the bohmion method has by no means captured all the possible effects of quantum hydrodynamics. In particular, the interference patterns arising from highly irregular profiles of the quantum potential have been missed in the present treatment, and we expect that capturing them will require further developments of the approach. So far, we have also looked at the behaviour of bohmions (without electronic degrees of freedom) in a quartic well, and similarly found that additional bohmions were required to capture the relevant behaviour of local observables after one or two periods, at which point quantum interference effects become important. As interference patterns involve zeroes of the nuclear density, expansions of the type (19) may not be appropriate in those cases, since the weights possess trivial dynamics. Improved alternative approaches may require retaining some phase information, perhaps by transporting both the phase and the amplitude of the nuclear wavefunction, or perhaps by transporting its Wigner transform, as opposed to the nuclear density alone. These open problems are beyond the scope of the present work and will be investigated elsewhere.
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A Comparison with other methods

Here, we display the results obtained on the Tully models by using other methods; see Figure 15. In particular, we consider the Ehrenfest mean-field method (MF), the trajectory surface-hopping (TSH), and two variants of the mixed quantum-classical method (MQC and CT-MQC). These plots appeared in reference [4] and are presented here for comparison.
Figure 15: Results for (left to right; top to bottom) model (a), (b), (c) and (d). Reprinted (adapted) with permission from F. Agostini, S. K. Min, A. Abedi, E. K. U. Gross, J. Chem. Theory Comput. 12 (2016), n. 5, 2127-2143. Copyright 2016 American Chemical Society.
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