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The inherently high computational cost of iterative self-consistent-field (SCF) methods proves to be a critical issue delaying visual and haptic feedback in real-time quantum chemistry. In this work, we introduce two schemes for SCF acceleration. They provide a guess for the initial density matrix of the SCF procedure generated by extrapolation techniques. SCF optimizations then converge in fewer iterations, which decreases the execution time of the SCF optimization procedure. To benchmark the proposed propagation schemes, we developed a test bed for performing quantum chemical calculations on sequences of molecular structures mimicking real-time quantum chemical explorations. Explorations of a set of six model reactions employing the semi-empirical methods PM6 and DFTB3 in this testing environment showed that the proposed propagation schemes achieved speedups of up to thirty percent as a consequence of a reduced number of SCF iterations.

I. INTRODUCTION

Over the last decades computer processing speed has reached a level where even personal computers are able to solve quantum chemical calculations on moderately sized molecules. Recently, we showed\textsuperscript{[1,2]} that molecules with on the order of one hundred atoms can be calculated on the millisecond timescale. As a result, quantum chemical calculations on such molecular structures can be carried out and analyzed instantaneously. In previous work, we implemented semi-empirical calculations in a real-time quantum chemistry framework\textsuperscript{[3,4]} While such calculations are feasible with methods of density-functional theory\textsuperscript{[5]} semi-empirical approaches that qualitatively reproduce all features of a Born–Oppenheimer potential energy surface are an attractive target for real-time applications of quantum chemistry comprise the real-time quantum chemistry framework\textsuperscript{[1,2]}, which are available in our real-time quantum chemical calculations combined with one or several components for the immersive interaction with the molecular system under consideration.

In this work, we develop efficient density matrix propagation schemes that can reduce the number of SCF iteration steps by extrapolation of converged density matrices obtained for preceding molecular structures of a real-time exploration. This work is organized as follows. In section II, we review the difficulties of the application of SCF methods within the real-time quantum chemistry framework. Then, in section III, we discuss different possibilities for their acceleration and introduce two schemes to provide initial density matrices for the SCF optimization procedure. In section IV, we then study their application on a set of model reactions.

II. SELF-CONSISTENT FIELD ITERATIONS IN REAL-TIME QUANTUM CHEMISTRY

The real-time quantum chemistry framework\textsuperscript{[11]} is an immersive tool for the interactive exploration of chemical reactivity. As such, it contains a component for quantum chemical calculations combined with one or several components for the immersive interaction with the molecular system under consideration.

An operator can create a series of molecular structures through interactive structure manipulation. There are two aspects of such an emergent structural evolution: (i) the structural relaxation by structure optimization and (ii) the structural perturbation introduced by the opera-
tor with input devices such as a computer mouse or a haptic device. In our current implementation, relaxation is handled by a steepest-descent algorithm where the nuclei are moved along their negative gradient. The quantum chemical calculations run continuously in the background for consecutive structures visited during a reactivity exploration. When applying SCF methods, the execution time of a single-point calculation is unpredictable because of the iterative optimization of the electronic structure for a fixed molecular structure. This means that a self-consistent density matrix $P$ calculated from the molecular orbital coefficients is obtained. Hence, it is necessary to decouple the quantum chemical calculations from the structure evolution in order to preserve the immersion in the reactivity exploration process. As a consequence, feedback (for a given molecular structure) in the form of structural evolution and haptic force rendering is based on the electronic structure of an earlier molecular structure. An illustration of the procedure is shown in Fig. 1.

In a recent work, we introduced a strategy to ensure reliable reactivity exploration when feedback is provided with an unpredictable time delay. In the present work, we introduce schemes to allow for more frequent feedback by reducing the execution time of electronic structure optimizations. To achieve this, we here develop techniques that aim at improved guesses for the initial density matrix $P_0$ to accurately approximate the converged matrix $P_{cv}$ so that the number of SCF iteration steps is reduced.

III. THE LS-R AND THE LS-S DENSITY MATRIX PROPAGATION SCHEMES

Acceleration of SCF convergence has been the objective of research efforts for many years. In addition to reducing the number of SCF iterations required for convergence, convergence-acceleration schemes are essential to reach self-consistency at all.

One option to accelerate SCF convergence is to exploit, for a molecular structure under consideration, the information produced by successive iterations of the SCF procedure to allow for better guesses for the subsequent iterations. This option is, for example, realized in the level-shifting method, in the direct inversion of the iterative subspace (DIIS) algorithm, in energy-DIIS (EDIIS), in augmented-DIIS (ADDI$S$), in the augmented Roothaan–Hall (ARH) method, and in linear-expansion shooting techniques (LIST). Another approach is the orbital transformation method, which performs transformations of the molecular orbitals that avoid the diagonalization of the Fock matrix.

When SCF calculations must be performed for several similar structures, another option for SCF acceleration is to exploit the converged information of related molecular structures. This is particularly helpful when the electronic structure of several consecutive molecular structures needs to be calculated, as for example in ab initio molecular dynamics, geometry optimization and, in our case, interactive reactivity explorations. In such cases, two different approaches to SCF acceleration are prevalent. On the one hand, optimization-free calculations have been in the focus of research, particularly in the field of molecular dynamics. This approach is for example applied in Car–Parrinello molecular dynamics, in density matrix dynamics, and in approaches related to extended-Lagrangian Born–Oppenheimer molecular dynamics. On the other hand, several strategies aim at a reduction of the number of SCF iterations by providing guesses for the first SCF iteration relying on the optimized electronic structures of previous molecular structures. For example, Pulay and Fogarasi extrapol-
late the Fock matrix\textsuperscript{30} while Atsumi and Nakai\textsuperscript{31,32} extrapolate the molecular orbitals, and VandeVondele et al. extrapolate the density matrix in combination with the orbital transformation method mentioned above.\textsuperscript{33}

In our real-time framework, the last converged density matrix was injected as a density matrix guess for the new structure and then optimized by the DIIS algorithm in the SCF optimization procedure. For further acceleration, many of the approaches mentioned above are not applicable in real-time quantum chemistry applications. In fact, most of them rely on successive structures produced in short time or distortion steps, which are not realized in real-time quantum chemistry as the step sizes are defined by the action of the operator. Due to its special needs, real-time quantum chemistry requires schemes tailored for this special type of configuration-space exploration. Unlike in molecular dynamics, time reversibility is not a concern in real-time quantum chemistry because excess energy can always be removed by structure optimization. Most importantly, the operator can create structural changes that do not correspond to small coordinate distortions. In the following two sections, we propose two schemes that extrapolate converged density matrices to provide an improved guess for the initial density matrix of the SCF procedure.

A. Least-squares propagation with nuclear coordinates

The scheme we propose in this section is inspired by the least-squared prediction of the molecular orbitals (LSMO) technique developed by Atsumi and Nakai.\textsuperscript{32} The main idea behind their method is to construct the new guess molecular orbitals as a linear combination from the converged molecular orbitals of previous (structure) steps. The molecular orbital coefficients are obtained by least-squares extrapolation in a procedure analogous to DIIS with an error vector derived from differences in the coordinates of the molecular structures considered. To account for the crossing and mixing of the molecular orbitals, Atsumi and Nakai multiply the molecular orbital coefficients matrices with auxiliary transform matrices in the linear combination.

In the present work, we introduce a modification of LSMO where the density matrix is propagated instead of the molecular orbitals. The density matrix carries sufficient information for starting the SCF procedure and avoids the need and computational cost of auxiliary transform matrices. The \((n+1)\)-th molecular structure with coordinates \(R^{n+1}\), for which a density matrix guess \(P_0^{n+1}\) is to be produced, can be described as the sum of the linear combination of \(K\) previous structures and a residual error \(E\):

\[
R^{n+1} = E + \sum_{k=0}^{K-1} c_k R^{n-k}.
\]  

(1)

The coefficients \(c_k\) are obtained by minimizing the residual error \(E\) with a least-squares minimization, as in DIIS:

\[
\begin{pmatrix}
0 & -1 & -1 & \cdots & -1 \\
-1 & B_{00} & B_{01} & \cdots & B_{0K} \\
-1 & B_{10} & B_{11} & \cdots & B_{1K} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & B_{K0} & B_{K1} & \cdots & B_{KK}
\end{pmatrix}
\begin{pmatrix}
-\lambda \\
c_0 \\
c_1 \\
\vdots \\
c_K
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0 \\
\vdots \\
0
\end{pmatrix}.
\]  

(2)

Here, \(\lambda\) denotes a Lagrange multiplier and \(B_{ij}\) is given by

\[
B_{ij} = B_{ji} = \langle R^{n-i} - R^{n+1} | R^{n-j} - R^{n+1} \rangle = \sum_{k=1}^{3N} (R_k^{n-i} - R_k^{n+1})(R_k^{n-j} - R_k^{n+1}).
\]  

(3)

where \(N\) denotes the number of atoms. The new guess density matrix is then calculated from the linear combination of the \(K\) previously converged density matrices \(P_{cv}^{n-k}\):

\[
P_0^{n+1} = \sum_{k=0}^{K-1} c_k P_{cv}^{n-k}.
\]  

(4)

Partly restoring idempotency of the guess density matrix with the McWeeny purification algorithm\textsuperscript{34,35} turned out to be beneficial. In an orthonormal basis, the McWeeny purification algorithm reads

\[
P' = 3P^2 - 2P^3
\]  

(5)

and, in a non-orthonormal basis,

\[
P' = 3PSP - 2PSPSP,
\]  

(6)

where \(S\) denotes the overlap matrix. In our propagation scheme, the McWeeny purification algorithm can be applied a variable number of times. This propagation scheme will be abbreviated as LS-R\((\gamma)\) (least-squares propagation with \(\gamma\) steps).

B. Least-squares propagation with overlap matrices

The second scheme we propose is very similar to the LS-R scheme presented above. Instead of employing changes in the nuclear coordinates for determining the coefficients of the linear combination, this information is obtained from the overlap matrices. The matrix entries \(B_{ij}\) then reads

\[
B_{ij} = B_{ji} = \langle S^{n-i} - S^{n+1} | S^{n-j} - S^{n+1} \rangle = \sum_{\mu\nu} (S_{\mu\nu}^{n-i} - S_{\mu\nu}^{n+1})(S_{\mu\nu}^{n-j} - S_{\mu\nu}^{n+1}).
\]  

(7)
This is the only modification to the LS-R propagation scheme. We abbreviate this second propagation scheme as LS-S\(^\gamma\)\(^K\) (least-squares propagation with \(S\)) with \(\gamma\) denoting the number of McWeeny purification steps as before. In analogy to LS-R, \(K\) denotes the number of previous overlap matrices and converged density matrices considered for the linear extrapolation.

IV. COMPUTATIONAL METHODOLOGY

A. The testing environment

We developed a testing environment in order to compare the propagation schemes in a reproducible manner. This C++ program simulates a real-time reactivity exploration by generating sequences of structures for model reactions and performing quantum chemical calculations for structures along these extrapolation coordinates.

For a given model reaction, one first defines one or several atom pairs whose internuclear distance will be changed to construct some path in configuration space from reactant structures to products. Then, the sequence of structures is constructed from the starting structure \(\mathbf{R}^0\) in a recursive manner. The structure \(\mathbf{R}^{n+1}\) is obtained from the structure \(\mathbf{R}^n\) as follows. First, the internuclear distances of the previously defined atom pairs are modified according to a specified step size. Then, this structure is subjected to several steps of a (constraint) steepest descent structure optimization utilizing the gradient of the energy with respect to nuclear coordinates. During this constraint structure relaxation the selected-pair(s) internuclear distances remain fixed. This reaction trajectory is then used to analyze the performance of the propagation schemes.

Each propagation step is followed by a quantum chemical calculation of the molecular structure relying on the PM6 and DFTB3 methods, which were recently implemented in our group as C++ libraries. Although these methods are semi-empirical, similar results are expected for first-principles SCF methods such as Kohn–Sham density functional theory, as they share the same formalism. For some reactions, DFTB3 could not be employed because of the lack of adequate parameters.

In addition to the LS-R and LS-S schemes, the SCF convergence was accelerated by the DIIS algorithm\(^{10,11}\). For a calculation to be considered converged, the Frobenius norm of the difference between two contiguous density matrices \(\mathbf{P}_{i-1}\) and \(\mathbf{P}_i\) had to be below \(10^{-5}M^2\), with \(M\) being the total number of atomic orbitals (basis functions); i.e. the following condition must be fulfilled:

\[
\frac{1}{M^2} \sqrt{\sum_{\mu} \sum_{\nu} \sum_i (P_{\mu\nu,i} - P_{\mu\nu,i-1})^2} < 10^{-5}. \tag{8}
\]

B. Model reactions

To benchmark the propagation schemes in the testing environment, we chose six model reactions. They are shown in Fig. 2. The Cartesian coordinates for all the sequences of structures can be found in the Supporting Information. The reactions A, B, C and D were treated in the spin-restricted formalism and the reactions E and F in the spin-unrestricted formalism.

![FIG. 2. Model reactions studied in this work: a Diels–Alder reaction (A), a nucleophilic substitution (B), a migratory insertion (C), a reductive elimination (D), the decomposition of AIBN (E) and the elimination of CO\(_2\) in the benzoyl radical (F). The atom pairs whose internuclear distance were scanned are marked in red.](image-url)
C: Insertion of carbon monoxide into a metal-alkyl bond For the migratory insertion reaction we chose the Mn(CO)$_3$Me complex. One of the carbon monoxide ligands is inserted into the manganese-methyl bond (C in Fig. 2). A linear scan on the atom pair C$^1$–O$^6$ with a step size of 0.1 Å was performed.

D: Carbon–carbon bond formation through reductive elimination A model for a reductive elimination reaction is the NiBu(C$_2$H$_4$)(PMe$_3$)$_2$CN complex. The cyanide and the butyl ligand form 1-cyanobutane via reductive elimination (D in Fig. 2). A linear scan was performed on the atom pair C$^3$–C$^{14}$ with a step size of 0.1 Å.

E: Decomposition of AIBN As an example for a radical reaction, we chose the decomposition of azobisisobutyronitrile (AIBN) (E in Fig. 2). Starting with AIBN, we obtain N$_2$ and two 2-cyanoprop-2-yl radicals after decomposition. The step size for the scan of the atom pair C$^1$–C$^7$ was 0.1 Å.

F: Elimination of carbon dioxide in the benzoyl radical Another radical reaction is the elimination of CO$_2$ from the benzoyl radical to generate the phenyl radical. A linear scan was performed on the atom pair C$^6$–C$^7$ with a step size of 0.1 Å.

C. Efficiency and accuracy measures

To compare the different schemes, we define five measures. They can be evaluated for each single propagation step that delivers a guess density matrix for the molecular structure $n$. Accordingly, they carry a subscript $n$ that indicates the corresponding propagation step.

**Execution time:** The execution time $t_n$ for step $n$ is the sum of the time of the propagation of the density matrix, $t_{prop,n}$, and the time needed for the subsequent calculation to reach convergence, $t_{SCF,n}$:

$$t_n = t_{prop,n} + t_{SCF,n}$$ (9)

**Number of iterations:** The number of iterations $n_{it,n}$ is the number of SCF iterations required to reach convergence for the orbitals of molecular structure $n$.

The energy and gradient obtained without SCF optimization by evaluating the guess density matrix at the new molecular structure were also monitored because they are good indicators of how close the guess is to the converged density matrix.

**Accuracy of predicted energies:** To assess the energy accuracy of a propagation step, the indicator $(\Delta E)_n$ evaluates the difference of predicted and converged energies, $E_{pred,n}$ and $E_{cv,n}$, respectively:

$$(\Delta E)_n = |E_{pred,n} - E_{cv,n}|$$ (10)

**Accuracy of predicted gradients:** To measure the accuracy of the predicted gradients we introduce two separate measures quantifying the amplitude and the angular errors of the predicted gradient vectors. The error angle $\Phi_n$ is calculated as the angle between the predicted and the converged gradient vectors for each of the $N$ atoms:

$$\Phi_n = N^{-1} \sum_{j=1}^{N} \arccos \left( \frac{\langle \nabla_j E_{pred,n} \mid \nabla_j E_{cv,n} \rangle}{|\nabla_j E_{pred,n}| \cdot |\nabla_j E_{cv,n}|} \right)$$ (11)

The amplitude error $\Theta_n$ is calculated as the vector norm deviation of the predicted gradient vector from the converged gradient vector for each of the $N$ atoms:

$$\Theta_n = N^{-1} \sum_{j=1}^{N} \left| \frac{|\nabla_j E_{pred,n}|}{|\nabla_j E_{cv,n}|} - 1 \right|$$ (12)

This amplitude error is given as a percental deviation.

The measures for the reaction as a whole are given as arithmetic means of the measures for each of the $N_P$ steps:

$$t = N_P^{-1} \sum_{n=1}^{N_P} t_n,$$ (13)

$$n_{it} = N_P^{-1} \sum_{n=1}^{N_P} n_{it,n},$$ (14)

$$\Delta E = N_P^{-1} \sum_{n=1}^{N_P} (\Delta E)_n,$$ (15)

$$\Phi = N_P^{-1} \sum_{n=1}^{N_P} \Phi_n,$$ (16)

$$\Theta = N_P^{-1} \sum_{n=1}^{N_P} \Theta_n.$$ (17)

V. RESULTS

A. Optimization of propagation parameters

The LS-R and LS-S schemes each have two parameters that need to be optimized for ideal performance: the number of preceding structures to consider and the number of McWeeny purifications applied. The Supporting Information contains tables that compare the results obtained with the parameter combinations tested during the parameter optimization.

LS-R propagation

The results of the LS-R propagation are presented in Tables S1–S5 of the Supporting Information. The highest SCF accelerations are observed for LS-R$^4_1$ and LS-R$^3_5$. 
For the studied model reactions, these two propagation schemes are capable of reducing the number of SCF iterations by up to 50% and they achieve speedups of approximately 30%. The repeated application of the McWeeny purification results in increasingly better predicted energies and gradients.

**LS-S propagation**

The results of the LS-S propagated model reactions are presented in Tables S6–S10 of the Supporting Information. The highest SCF accelerations are observed for LS-S\(_{14}\) and LS-S\(_{15}\). They also reduce the number of SCF iterations by up to 50% and achieve speedups of approximately 30%. Also, the repeated application of the McWeeny purification results in increasingly better predicted energies and gradients.

B. Comparison of the optimized propagation schemes

When comparing the four propagation schemes LS-R\(_{14}\), LS-R\(_{15}\), LS-S\(_{14}\) and LS-S\(_{15}\) with respect to the number of SCF iterations (Table I) and the computational times (Table II) they all provide considerable improvements compared to simply taking the last converged density matrix in combination with the DIIS algorithm (denoted by the symbol “ø” in the tables). Within our testing environment these four propagation schemes perform equally well.

**TABLE I. Number of iterations \(n_{\text{it}}\) of Eq. (14) for the propagation schemes with optimal parameters. The values are averages over the different molecular structures along the reaction coordinates.**

| \(n_{\text{it}}\) | PM6 | DFTB3 |
|------------------|------|-------|
|                  | A    | B     | C     | D     | E     | F     | A    | E    | F |
| LS-R\(_{14}\)    | 3.3  | 3.4   | 4.6   | 6.2   | 3.2   | 5.8   | 3.3  | 4.8  | 3.3 |
| LS-R\(_{15}\)    | 3.6  | 3.6   | 4.2   | 5.9   | 3.4   | 7.1   | 3.3  | 4.8  | 3.6 |
| LS-S\(_{14}\)    | 3.3  | 3.2   | 4.5   | 5.9   | 2.7   | 4.8   | 3.4  | 4.7  | 3.2 |
| LS-S\(_{15}\)    | 3.5  | 3.5   | 4.2   | 6.1   | 3.6   | 5.8   | 3.3  | 4.5  | 3.1 |
| ø                | 6.2  | 6.4   | 7.8   | 9.2   | 7.6   | 9.8   | 4.8  | 5.9  | 4.5 |

**TABLE II. Computational time \(t\) (in ms) Eq. (13) for the propagation schemes with optimal parameters.**

| \(t\) | PM6 | DFTB3 |
|-------|------|-------|
|       | A    | B     | C     | D     | E     | F     | A    | E    | F |
| LS-R\(_{14}\) | 1.13 | 1.81 | 4.59 | 38.42 | 3.68 | 4.02 | 0.92 | 8.67 | 2.66 |
| LS-R\(_{15}\) | 1.17 | 1.89 | 4.39 | 37.41 | 3.78 | 4.34 | 0.92 | 8.69 | 2.89 |
| LS-S\(_{14}\) | 1.14 | 1.80 | 4.58 | 37.71 | 3.41 | 3.81 | 0.98 | 8.57 | 2.63 |
| LS-S\(_{15}\) | 1.20 | 1.90 | 4.41 | 38.45 | 4.06 | 4.27 | 0.97 | 8.26 | 2.55 |
| ø      | 1.62 | 2.70 | 6.50 | 50.17 | 6.46 | 6.25 | 1.19 | 10.16 | 3.35 |

The four propagation schemes LS-R\(_{14}\), LS-R\(_{15}\), LS-S\(_{14}\) and LS-S\(_{15}\) also deliver better predicted energies and gradients compared to the application of the DIIS algorithm alone (Tables III–V).

**TABLE III. Error in the energy \(\Delta E\) (in \(10^{-5}\) Hartree) of Eq. (15) for the propagation schemes with optimal parameters.**

| \(\Delta E\) | PM6 | DFTB3 |
|-------------|------|-------|
|             | A    | B     | C     | D     | E     | F     | A    | E    | F |
| LS-R\(_{14}\) | 166  | 16.2 | 9.9  | 913   | 1.1  | 4.0   | 3.1  | 8.5  | 1.4 |
| LS-R\(_{15}\) | 202  | 15.6 | 7.3  | 904   | 1.0  | 5.2   | 1.9  | 6.6  | 1.4 |
| LS-S\(_{14}\) | 131  | 7.2  | 9.6  | 571   | 1.0  | 0.9   | 2.9  | 2.8  | 0.9 |
| LS-S\(_{15}\) | 133  | 4.7  | 6.5  | 512   | 1.0  | 3.1   | 1.5  | 2.4  | 0.9 |
| ø            | 394  | 499  | 801  | 1117  | 314  | 88.8  | 933  | 348  | 37.6 |

**TABLE IV. Gradient angle error \(\Phi\) (in degrees) of Eq. (16) for the propagation schemes with optimal parameters.**

| \(\Phi\) | PM6 | DFTB3 |
|---------|------|-------|
|         | A    | B     | C     | D     | E     | F     | A    | E    | F |
| LS-R\(_{14}\) | 2.3  | 2.4  | 6.4  | 8.9   | 1.4  | 4.5   | 1.2  | 8.0  | 1.4 |
| LS-R\(_{15}\) | 2.0  | 2.1  | 3.7  | 7.9   | 0.9  | 4.8   | 1.1  | 7.6  | 1.3 |
| LS-S\(_{14}\) | 1.8  | 2.2  | 6.6  | 8.4   | 1.3  | 0.8   | 1.1  | 6.7  | 0.7 |
| LS-S\(_{15}\) | 1.5  | 1.7  | 3.8  | 7.3   | 1.3  | 3.1   | 1.0  | 7.1  | 1.1 |
| ø         | 36.2 | 60.5 | 86.6 | 51.3  | 52.9 | 6.1   | 23.0 | 48.1 | 5.4 |

**TABLE V. Gradient amplitude error \(\Theta\) (in percent) of Eq. (17) for the propagation schemes with optimal parameters.**

| \(\Theta\) | PM6 | DFTB3 |
|-----------|------|-------|
|           | A    | B     | C     | D     | E     | F     | A    | E    | F |
| LS-R\(_{14}\) | 7.3  | 3.3  | 10.4 | 21.4  | 2.2  | 5.5   | 1.4  | 21.6 | 2.0 |
| LS-R\(_{15}\) | 4.9  | 2.7  | 5.9  | 19.4  | 2.1  | 7.5   | 1.2  | 17.7 | 4.8 |
| LS-S\(_{14}\) | 3.9  | 2.9  | 10.3 | 17.7  | 1.5  | 1.2   | 1.3  | 13.0 | 1.4 |
| LS-S\(_{15}\) | 2.5  | 2.3  | 5.6  | 15.6  | 2.8  | 3.3   | 1.2  | 11.6 | 1.0 |
| ø          | 81.3 | 111  | 548  | 172   | 663  | 47.2  | 45.0 | 430  | 344 |

Fig. 3 illustrates the efficiency of the single propagation steps for the Diels–Alder reaction, corresponding to the visited molecular structures along the reaction coordinate, with PM6. It shows that the propagation schemes LS-R\(_{14}\) and LS-S\(_{14}\) accelerate the SCF calculations for all structures visited. The acceleration is less pronounced for structures near the transition state because of the rapidly changing electronic structure for consecutive steps at the transition state.
C. Step size stability

So far, the results presented in this section all originate from calculations on reactions where atomic distances were changed by approximately 0.1 Å from one calculation to the other (see section IV B). This step size is comparable to the structural changes occurring during a standard real-time reactivity exploration. We also assessed the performance of the previously selected propagation schemes for larger step sizes. In the real-time quantum chemistry framework, this corresponds to larger structural changes between consecutive calculations, which can be caused by faster manipulations of the operator. The results are given in Tables S11-S15 of the Supporting Information. With double step size, the LS-R_{1/4}, LS-R_{1/5}, LS-S_{1/4}, and LS-S_{1/5} propagation schemes still allow for accelerating the calculations, although for some reactions the predicted energies are worse after propagation.

Fig. 4 shows the efficiency of the LS-R_{1/4} and LS-S_{1/4} propagation schemes depending on the step size for the S_{N2} reaction with PM6. With increasing step sizes, the SCF acceleration decreases, but always allow for faster calculations than when employing simply the last converged density matrix in combination with the DIIS algorithm (i.e., without propagation).

VI. CONCLUSIONS

SCF methods in the real-time quantum chemistry framework introduce severe challenges due to their iterative nature. To allow for more frequent feedback, one can attempt to accelerate SCF calculations. Various SCF acceleration schemes have already been proposed and are widely employed in quantum chemical calculations. Many techniques reduce the computational cost of SCF calculations by combining results obtained for similar molecular structures. Some of them rely on the continuity of the visited molecular structures in a dynamical sense and are therefore too restrictive for application in real-time quantum chemistry.

In this work, we improved SCF acceleration for series of molecular structures with moderate structural changes that lack time information and consistency in a dynamic sense, as is the case in real-time quantum chemistry. To achieve this, our focus was on providing a good guess for the density matrix required for the first iteration of the SCF procedure in addition to the subsequent convergence acceleration, for which we chose the DIIS algorithm.

We developed two schemes that provide reliable guesses for the initial density matrix to reduce the number of SCF iterations required for convergence. The initial density matrix guess for the orbital optimization at a new structure was obtained from a linear extrapolation of converged density matrices of structures visited before in
the real-time exploration. The coefficients of the linear extrapolation were determined in a least-squares minimization, analogously to the extrapolation of molecular orbitals by Atsumi and Nakai.\(^1\) We then allowed for partly restoring the idempotency of the density matrix guess by applying the McWeeny purification algorithm. We denoted the schemes developed LS-R and LS-S.

Their application, combined with the DIIS acceleration, improved SCF convergence significantly for sequences of related molecular structures. Within the real-time quantum chemistry framework, this allows for more frequent molecular-property updates, which improves the real-time exploration of reactivity and allows to study larger systems. The developed schemes consistently improve SCF acceleration with respect to the application of the DIIS algorithm. The magnitude of the acceleration depends on the similarity of the molecular structures and will be the larger, the smaller the structural changes between consecutive structures are. For a set of six model reactions, we achieved a reduction in the number of SCF iterations of about 30–50\% for changes in atomic positions of up to 0.1 Å between successive structures, which is commonly realized in real-time explorations (note that the 0.1 Å shift refers to individual nuclear coordinates rather than to a global shift of all coordinates). For the PM6 and DFTB3 methods, this translates into a speedup of about 20–30\%.

Evaluating the energy and gradients with the propagated density matrix without SCF optimization and comparing them to the converged values is a good indicator of the accuracy of the propagated matrix. Application of the LS-R and LS-S schemes consistently improved the predicted energies and gradients. Subjecting the propagated density matrix to additional McWeeny purification steps delivered accurate predictions for this matrix.

Even though LS-R and LS-S were developed for application within real-time quantum chemistry, they will also be useful for other approaches involving SCF iterations for sequences of related molecular structures.
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TABLES OF RESULTS

The best performing propagation parameter combinations for each model reaction are highlighted in gray. Unless noted otherwise, values in gray for the number of iterations, execution times, energy error, gradient angle and amplitude error perform within the best 10%, 5%, 50%, 25% and 50%, respectively. In every table, the last row (denoted by ø) presents results from calculations where no propagation was applied. The equations specified in the table captions refer to the main text of the article.

The execution times were obtained by averaging the timings of ten runs on four threads on a machine with a 3.40GHz Intel Xeon E3-1240 v2 870 CPU.

| \( n_{it} \) | PM6 | DFTB3 |
|---|---|---|
| \( n_{it} \) | A | B | C | D | E | F | A | E | F | A | E | F |
| LS-R\(_1^0\) | 3.7 | 4.2 | 5.9 | 6.7 | 3.8 | 5.1 | 3.9 | 5.1 | 3.6 |
| LS-R\(_1^1\) | 3.6 | 4.0 | 5.6 | 6.4 | 3.6 | 4.5 | 3.6 | 4.8 | 3.4 |
| LS-R\(_2^0\) | 3.6 | 4.0 | 5.6 | 6.3 | 3.6 | 5.5 | 3.6 | 4.6 | 3.4 |
| LS-R\(_2^1\) | 3.6 | 4.0 | 5.6 | 6.3 | 3.6 | 5.1 | 3.6 | 4.6 | 3.4 |
| LS-R\(_3^0\) | 3.6 | 4.0 | 5.6 | 6.3 | 3.6 | 5.4 | 3.6 | 4.6 | 3.4 |
| LS-R\(_3^1\) | 3.5 | 3.6 | 4.8 | 6.4 | 3.4 | 6.3 | 3.6 | 5.4 | 3.6 |
| LS-R\(_4^0\) | 3.3 | 3.4 | 4.6 | 6.2 | 3.2 | 5.8 | 3.3 | 4.8 | 3.3 |
| LS-R\(_4^1\) | 3.3 | 3.4 | 4.6 | 6.2 | 3.2 | 5.6 | 3.3 | 4.8 | 3.4 |
| LS-R\(_5^0\) | 3.3 | 3.4 | 4.6 | 6.1 | 3.2 | 5.0 | 3.3 | 4.8 | 3.4 |
| LS-R\(_5^1\) | 3.3 | 3.4 | 4.6 | 6.1 | 3.2 | 5.9 | 3.3 | 4.8 | 3.4 |
| LS-R\(_6^0\) | 3.3 | 3.4 | 4.6 | 6.3 | 3.6 | 6.0 | 3.6 | 5.2 | 3.3 |
| LS-R\(_6^1\) | 3.6 | 3.6 | 4.2 | 5.9 | 3.4 | 7.1 | 3.3 | 4.8 | 3.6 |
| LS-R\(_7^0\) | 3.5 | 3.6 | 4.2 | 5.9 | 3.4 | 6.2 | 3.3 | 4.8 | 3.6 |
| LS-R\(_7^1\) | 3.5 | 3.6 | 4.2 | 5.9 | 3.4 | 6.2 | 3.3 | 4.8 | 3.6 |
| LS-R\(_8^0\) | 4.0 | 4.0 | 4.5 | 6.2 | 3.9 | 6.7 | 3.7 | 5.4 | 3.6 |
| LS-R\(_8^1\) | 3.8 | 3.7 | 4.3 | 6.0 | 3.6 | 6.2 | 3.4 | 4.9 | 3.6 |
| LS-R\(_9^0\) | 3.8 | 3.7 | 4.4 | 5.9 | 3.6 | 5.8 | 3.4 | 4.9 | 3.6 |
| LS-R\(_9^1\) | 3.8 | 3.7 | 4.4 | 5.8 | 3.6 | 5.8 | 3.4 | 4.9 | 3.6 |
| LS-R\(_10^0\) | 3.8 | 3.7 | 4.4 | 5.8 | 3.6 | 8.4 | 3.4 | 4.9 | 3.6 |
| LS-R\(_10^1\) | 4.1 | 4.2 | 4.4 | 6.0 | 4.1 | 7.1 | 3.5 | 5.1 | 3.6 |
| LS-R\(_11^0\) | 4.0 | 3.9 | 4.2 | 5.9 | 3.7 | 5.6 | 3.5 | 4.7 | 3.6 |
| LS-R\(_11^1\) | 4.0 | 3.9 | 4.2 | 5.8 | 3.7 | 6.0 | 3.5 | 4.6 | 3.6 |
| LS-R\(_12^0\) | 4.0 | 3.9 | 4.2 | 5.8 | 3.7 | 5.8 | 3.5 | 4.6 | 3.6 |
| LS-R\(_12^1\) | 4.0 | 3.9 | 4.2 | 5.8 | 3.7 | 5.6 | 3.5 | 4.6 | 3.6 |
| ø | 6.2 | 6.4 | 7.8 | 9.2 | 7.6 | 9.8 | 4.8 | 5.9 | 4.5 |

TABLE VI. Number of SCF iterations \( n_{it} \) of Eq. (14) needed to reach convergence after employing the LS-R propagation scheme. The values are averages over the different molecular structures along the reaction coordinates.
TABLE VII. Computational time $t$ (in ms) of Eq. (13) when employing the LS-R propagation scheme.

| $t$ | PM6 | DFTB3 |
|-----|-----|-------|
|     | A   | B    | C    | D    | E    | F    | A   | E    |
| LS-R$_0^*$ | 1.17 | 2.02 | 5.36 | 40.07 | 3.96 | 3.81 | 1.01 | 8.86 | 2.76 |
| LS-R$_1$ | 1.17 | 2.02 | 5.22 | 38.96 | 3.95 | 3.44 | 0.98 | 8.64 | 2.68 |
| LS-R$_2$ | 1.19 | 2.05 | 5.30 | 39.02 | 4.04 | 3.78 | 1.00 | 8.66 | 2.85 |
| LS-R$_3$ | 1.21 | 2.08 | 5.37 | 39.34 | 4.13 | 3.88 | 1.03 | 8.91 | 2.94 |
| LS-R$_4$ | 1.23 | 2.11 | 5.45 | 39.48 | 4.22 | 3.95 | 1.06 | 9.16 | 3.03 |

TABLE VIII. Error in the energy $\Delta E$ (in $10^{-5}$ Hartree) of Eq. (15) after employing the LS-R propagation scheme.

| $\Delta E$ | PM6 | DFTB3 |
|-----------|-----|-------|
|           | A   | B    | C    | D    | E    | F    | A   | E    |
| LS-R$_0^*$ | 1210.1 | 773.1 | 794.3 | 3299.6 | 132.9 | 136.3 | 183.8 | 363.1 | 93.7 |
| LS-R$_1$ | 268.9 | 44.5 | 18.0 | 1184.8 | 1.1 | 1.1 | 1.1 | 7.5 | 2.6 |
| LS-R$_2$ | 40.5 | 8.0 | 6.6 | 506.0 | 1.1 | 0.9 | 1.7 | 2.0 | 1.1 |
| LS-R$_3$ | 19.1 | 7.8 | 6.6 | 224.5 | 1.1 | 0.9 | 1.7 | 2.0 | 1.1 |
| LS-R$_4$ | 18.9 | 7.8 | 6.6 | 109.6 | 1.1 | 0.8 | 1.7 | 2.0 | 1.1 |

$\phi$ 1.62 2.70 6.50 50.17 6.46 6.25 1.19 10.16 3.35

$\phi$ 393.8 499.3 800.8 1116.7 313.7 88.8 932.7 347.6 37.6
TABLE IX. Gradient angle error $\Phi$ (in degrees) of Eq. (16) after employing the LS-R propagation scheme.

|   | PM6 | DFTB3 |
|---|-----|-------|
| LS-R$_0$ | 3.6 | 4.6 | 17.6 | 11.0 | 4.0 | 2.9 | 1.9 | 8.6 | 1.5 |
| LS-R$_1$ | 3.0 | 3.7 | 15.5 | 10.3 | 3.7 | 1.1 | 1.6 | 9.3 | 1.3 |
| LS-R$_2$ | 3.0 | 3.7 | 15.5 | 10.0 | 3.7 | 1.1 | 1.6 | 9.2 | 1.3 |
| LS-R$_3$ | 3.0 | 3.7 | 15.5 | 10.0 | 3.7 | 1.1 | 1.6 | 9.2 | 1.3 |
| LS-R$_4$ | 3.0 | 3.7 | 15.5 | 10.1 | 3.7 | 1.3 | 1.6 | 9.2 | 1.3 |
| LS-R$_5$ | 2.9 | 2.9 | 7.8 | 9.7 | 1.7 | 2.0 | 1.1 | 8.9 | 1.1 |
| LS-R$_6$ | 2.3 | 2.4 | 6.4 | 8.9 | 1.4 | 4.5 | 1.2 | 8.0 | 1.4 |
| LS-R$_7$ | 2.3 | 2.4 | 6.4 | 8.7 | 1.4 | 0.9 | 1.2 | 8.0 | 1.2 |
| LS-R$_8$ | 2.3 | 2.4 | 6.4 | 8.6 | 1.4 | 1.1 | 1.2 | 8.0 | 1.2 |
| LS-R$_9$ | 2.3 | 2.4 | 6.4 | 8.7 | 1.4 | 3.1 | 1.2 | 8.0 | 1.2 |
| A | B | C | D | E | F | A | E | F |
| 3.0 | 3.7 | 15.5 | 10.1 | 3.7 | 1.3 | 1.6 | 9.2 | 1.3 |
| 2.9 | 2.9 | 7.8 | 9.7 | 1.7 | 2.0 | 1.1 | 8.9 | 1.1 |
| 2.3 | 2.4 | 6.4 | 8.9 | 1.4 | 4.5 | 1.2 | 8.0 | 1.4 |
| 2.3 | 2.4 | 6.4 | 8.7 | 1.4 | 0.9 | 1.2 | 8.0 | 1.2 |
| 2.3 | 2.4 | 6.4 | 8.6 | 1.4 | 1.1 | 1.2 | 8.0 | 1.2 |
| 2.3 | 2.4 | 6.4 | 8.7 | 1.4 | 3.1 | 1.2 | 8.0 | 1.2 |
| 2.2 | 2.8 | 3.8 | 7.9 | 1.6 | 5.4 | 0.9 | 7.8 | 1.2 |
| 1.9 | 2.2 | 3.1 | 7.1 | 1.5 | 1.6 | 0.9 | 7.9 | 1.1 |
| 1.9 | 2.2 | 3.1 | 6.8 | 1.5 | 3.7 | 0.9 | 7.9 | 1.1 |
| 1.9 | 2.2 | 3.1 | 6.7 | 1.5 | 1.8 | 0.9 | 7.9 | 1.1 |
| 1.9 | 2.2 | 3.1 | 6.8 | 1.5 | 12.3 | 0.9 | 7.9 | 1.1 |
| 2.5 | 6.5 | 3.7 | 7.7 | 1.5 | 4.2 | 1.0 | 9.1 | 1.4 |
| 2.0 | 4.4 | 3.0 | 6.9 | 1.0 | 1.2 | 1.0 | 8.6 | 1.5 |
| 2.0 | 4.4 | 3.0 | 6.6 | 1.0 | 2.6 | 1.0 | 8.6 | 1.5 |
| 2.0 | 4.4 | 3.0 | 6.5 | 1.0 | 1.3 | 1.0 | 8.6 | 1.5 |
| 2.0 | 4.4 | 3.0 | 6.6 | 1.0 | 1.5 | 1.0 | 8.6 | 1.5 |

$\phi$ | 36.2 | 60.5 | 86.6 | 51.3 | 52.9 | 6.1 | 23.0 | 48.1 | 5.4 |

TABLE X. Gradient amplitude error $\Theta$ (in percent) of Eq. (17) after employing the LS-R propagation scheme.

|   | PM6 | DFTB3 |
|---|-----|-------|
| LS-R$_0$ | 16.5 | 6.9 | 23.8 | 33.6 | 8.4 | 2.7 | 2.5 | 22.9 | 17.5 |
| LS-R$_1$ | 9.1 | 5.3 | 22.7 | 25.3 | 7.5 | 2.2 | 2.1 | 19.9 | 25.3 |
| LS-R$_2$ | 10.1 | 5.3 | 22.8 | 25.7 | 7.5 | 2.6 | 2.2 | 19.9 | 25.0 |
| LS-R$_3$ | 10.2 | 5.3 | 22.8 | 26.3 | 7.5 | 2.9 | 2.2 | 19.9 | 25.0 |
| LS-R$_4$ | 10.2 | 5.3 | 22.8 | 26.5 | 7.5 | 2.9 | 2.2 | 19.9 | 25.0 |
| LS-R$_5$ | 11.0 | 3.7 | 12.8 | 28.2 | 2.2 | 2.5 | 1.4 | 28.3 | 2.1 |
| LS-R$_6$ | 7.3 | 3.3 | 10.4 | 21.4 | 2.2 | 5.5 | 1.4 | 21.6 | 2.0 |
| LS-R$_7$ | 7.7 | 3.3 | 10.4 | 21.5 | 2.2 | 1.6 | 1.4 | 21.6 | 2.0 |
| LS-R$_8$ | 7.8 | 3.3 | 10.4 | 21.9 | 2.2 | 1.5 | 1.4 | 21.6 | 2.0 |
| LS-R$_9$ | 7.8 | 3.3 | 10.4 | 22.2 | 2.2 | 3.6 | 1.4 | 21.6 | 2.0 |
| A | B | C | D | E | F | A | E | F |
| 9.4 | 3.3 | 9.9 | 23.7 | 2.6 | 6.2 | 1.0 | 18.6 | 3.2 |
| 4.9 | 2.8 | 4.3 | 17.1 | 2.7 | 3.1 | 1.0 | 18.2 | 4.6 |
| 5.1 | 2.8 | 4.3 | 17.0 | 2.7 | 3.5 | 1.0 | 18.1 | 4.8 |
| 5.2 | 2.8 | 4.3 | 17.4 | 2.7 | 3.2 | 1.0 | 18.1 | 4.8 |
| 5.2 | 2.8 | 4.3 | 17.8 | 2.7 | 21.2 | 1.0 | 18.1 | 4.8 |
| 9.8 | 8.5 | 5.0 | 24.0 | 3.8 | 5.1 | 1.0 | 16.7 | 2.4 |
| 5.4 | 5.4 | 4.8 | 16.4 | 3.4 | 1.7 | 1.2 | 15.9 | 1.8 |
| 5.5 | 5.4 | 4.8 | 16.0 | 3.4 | 3.2 | 1.2 | 15.9 | 1.9 |
| 5.5 | 5.4 | 4.8 | 16.5 | 3.4 | 2.1 | 1.2 | 15.9 | 1.9 |
| 5.5 | 5.4 | 4.8 | 16.8 | 3.4 | 2.2 | 1.2 | 15.9 | 1.9 |

$\phi$ | 81.3 | 110.7 | 548.1 | 171.5 | 663.3 | 47.2 | 45.0 | 429.6 | 344.0 |
| n_{it} | PM6 | DFTB3 |
|-------|-----|-------|
|       | A   | B     | C     | D   | E   | F   | A   | B   | C     | D   | E   | F   |
| LS-S_0 | 3.8 | 4.2  | 5.9  | 6.4  | 3.7 | 4.7 | 3.6 | 4.9 | 3.4  |
| LS-S_1 | 3.6 | 3.9  | 5.6  | 6.2  | 3.6 | 4.3 | 3.5 | 4.6 | 3.0  |
| LS-S_2 | 3.5 | 3.9  | 5.6  | 6.2  | 3.5 | 5.2 | 3.5 | 4.6 | 3.1  |
| LS-S_3 | 3.5 | 3.9  | 5.6  | 6.1  | 3.5 | 5.0 | 3.5 | 4.6 | 3.1  |
| LS-S_4 | 3.5 | 3.9  | 5.6  | 6.1  | 3.5 | 5.2 | 3.5 | 4.6 | 3.1  |
| LS-S_5 | 3.4 | 3.5  | 4.8  | 6.2  | 3.4 | 5.5 | 3.6 | 4.9 | 3.3  |
| LS-S_6 | 3.3 | 3.2  | 4.5  | 5.9  | 2.7 | 8.4 | 3.4 | 4.7 | 3.2  |
| LS-S_7 | 3.3 | 3.2  | 4.5  | 5.9  | 2.7 | 5.0 | 3.4 | 4.7 | 3.2  |
| LS-S_8 | 3.3 | 3.2  | 4.5  | 5.9  | 2.7 | 5.7 | 3.4 | 4.7 | 3.2  |
| LS-S_9 | 3.3 | 3.2  | 4.5  | 5.9  | 2.7 | 4.7 | 3.4 | 4.7 | 3.2  |
| LS-S_10| 3.7 | 3.7  | 4.2  | 6.4  | 3.9 | 6.1 | 3.5 | 5.1 | 3.4  |
| LS-S_11| 3.5 | 3.5  | 4.2  | 6.1  | 3.6 | 5.8 | 3.3 | 4.5 | 3.1  |
| LS-S_12| 3.6 | 3.5  | 4.0  | 6.1  | 3.6 | 5.4 | 3.3 | 4.6 | 3.1  |
| LS-S_13| 3.6 | 3.5  | 4.0  | 6.1  | 3.6 | 5.8 | 3.3 | 4.6 | 3.1  |
| LS-S_14| 3.6 | 3.5  | 4.0  | 6.1  | 3.6 | 5.6 | 3.3 | 4.6 | 3.1  |
| LS-S_15| 4.0 | 3.8  | 4.4  | 5.9  | 3.4 | 7.2 | 3.6 | 5.1 | 3.3  |
| LS-S_16| 3.8 | 3.6  | 4.1  | 5.9  | 3.4 | 6.1 | 3.3 | 4.5 | 3.2  |
| LS-S_17| 3.8 | 3.6  | 4.1  | 5.9  | 3.4 | 6.6 | 3.3 | 4.4 | 3.2  |
| LS-S_18| 3.8 | 3.6  | 4.1  | 5.9  | 3.4 | 5.2 | 3.3 | 4.4 | 3.2  |
| LS-S_19| 3.8 | 3.6  | 4.1  | 5.8  | 3.4 | 5.9 | 3.3 | 4.4 | 3.2  |
| LS-S_20| 4.1 | 4.2  | 4.4  | 5.6  | 3.9 | 5.8 | 3.5 | 5.0 | 3.4  |
| LS-S_21| 3.9 | 3.8  | 4.2  | 5.6  | 3.4 | 5.6 | 3.4 | 4.6 | 3.2  |
| LS-S_22| 3.9 | 3.8  | 4.2  | 5.6  | 3.4 | 6.2 | 3.4 | 4.6 | 3.3  |
| LS-S_23| 3.9 | 3.8  | 4.2  | 5.6  | 3.4 | 6.0 | 3.4 | 4.6 | 3.3  |
| LS-S_24| 3.9 | 3.8  | 4.2  | 5.6  | 3.4 | 6.0 | 3.4 | 4.6 | 3.3  |
| φ     | 6.2 | 6.4  | 7.8  | 9.2  | 7.6 | 9.8 | 4.8 | 5.9 | 4.5  |

TABLE XI. Number of SCF iterations $n_{it}$ of Eq. (14) needed to reach convergence after employing the LS-S propagation scheme. The values are averages over the different molecular structures along the reaction coordinates.
| $\Delta E$ | PM6 | DFTB3 | $\Phi$ | PM6 | DFTB3 |
|-------|------|-------|-------|------|-------|
| LS-S | 1086.4 | 503.4 | 734.5 | 2216.7 | 82.7 |
| LS-S | 229.1 | 22.6 | 18.6 | 615.4 | 1.0 |
| LS-S | 29.1 | 5.8 | 7.0 | 193.0 | 1.0 |
| LS-S | 12.4 | 5.8 | 7.0 | 74.5 | 1.0 |
| LS-S | 12.3 | 5.8 | 7.0 | 62.9 | 1.0 |
| LS-S | 642.2 | 208.0 | 368.4 | 2216.7 | 82.7 |
| LS-S | 131.4 | 7.2 | 9.6 | 571.2 | 1.0 |
| LS-S | 18.6 | 2.1 | 5.9 | 221.7 | 1.0 |
| LS-S | 10.4 | 2.1 | 5.9 | 81.9 | 1.0 |
| LS-S | 10.4 | 2.1 | 5.9 | 61.6 | 1.0 |
| LS-S | 666.1 | 109.2 | 252.3 | 1474.4 | 15.3 |
| LS-S | 132.5 | 4.7 | 6.5 | 511.7 | 1.0 |
| LS-S | 14.7 | 1.3 | 5.4 | 186.1 | 1.0 |
| LS-S | 6.3 | 1.3 | 5.4 | 72.0 | 1.0 |
| LS-S | 6.3 | 1.3 | 5.4 | 59.3 | 1.0 |
| LS-S | 664.7 | 100.8 | 110.6 | 1243.0 | 10.5 |
| LS-S | 116.8 | 3.1 | 5.9 | 469.5 | 1.1 |
| LS-S | 12.5 | 1.0 | 5.4 | 150.0 | 1.1 |
| LS-S | 5.0 | 1.0 | 5.4 | 55.1 | 1.1 |
| LS-S | 4.9 | 1.0 | 5.4 | 46.8 | 1.1 |
| LS-S | 569.0 | 106.6 | 79.7 | 1206.5 | 10.1 |
| LS-S | 83.7 | 4.2 | 5.7 | 455.1 | 1.1 |
| LS-S | 7.8 | 2.5 | 5.4 | 141.5 | 1.1 |
| LS-S | 4.4 | 2.5 | 5.4 | 47.7 | 1.1 |
| LS-S | 4.4 | 2.5 | 5.4 | 39.7 | 1.1 |
| $\phi$ | 393.8 | 499.3 | 800.8 | 1116.7 | 313.7 |

**TABLE XIII.** Error in the energy $\Delta E$ (in $10^{-5}$ Hartree) of Eq. (15) after employing the LS-S propagation scheme.

**TABLE XIV.** Gradient angle error $\Phi$ (in degrees) Eq. (16) after employing the LS-S propagation scheme.
|   | PM6 | DFTB3 |
|---|-----|-------|
| Θ | A   | B     | C     | D   | E   | F   | A | E | F |
| LS-Sₐ 0 | 12.7 | 6.2   | 25.2  | 27.6| 6.1 | 1.1 | 2.5 | 15.0 | 6.3 |
| LS-Sₐ 0 | 6.8  | 5.1   | 22.9  | 22.7| 5.4 | 1.1 | 2.3 | 14.2 | 9.0 |
| LS-Sₐ 0 | 7.3  | 5.1   | 23.0  | 23.2| 5.4 | 1.3 | 2.3 | 14.3 | 6.9 |
| LS-Sₐ 0 | 7.4  | 5.1   | 23.0  | 23.5| 5.4 | 1.1 | 2.3 | 14.3 | 6.9 |
| LS-Sₐ 0 | 7.4  | 5.1   | 23.0  | 23.5| 5.4 | 1.2 | 2.3 | 14.3 | 6.9 |
| LS-Sₐ 0 | 5.9  | 3.1   | 12.6  | 22.7| 1.7 | 4.6 | 1.2 | 12.9 | 0.8 |
| LS-Sₐ 0 | 3.9  | 2.9   | 10.3  | 17.7| 1.5 | 1.2 | 1.3 | 13.0 | 1.4 |
| LS-Sₐ 0 | 4.1  | 2.9   | 10.3  | 18.0| 1.5 | 1.2 | 1.3 | 13.0 | 1.4 |
| LS-Sₐ 0 | 4.1  | 2.9   | 10.3  | 18.2| 1.5 | 3.0 | 1.3 | 13.0 | 1.4 |
| LS-Sₐ 0 | 4.1  | 2.9   | 10.3  | 18.3| 1.5 | 1.3 | 1.3 | 13.0 | 1.4 |
| LS-Sₐ 0 | 5.0  | 2.8   | 6.6   | 20.1| 1.9 | 2.8 | 1.1 | 9.9  | 0.8 |
| LS-Sₐ 0 | 2.5  | 2.3   | 5.6   | 15.6| 2.8 | 3.3 | 1.2 | 11.6 | 1.0 |
| LS-Sₐ 0 | 2.9  | 2.3   | 5.6   | 15.9| 2.8 | 2.2 | 1.2 | 11.6 | 0.9 |
| LS-Sₐ 0 | 2.9  | 2.3   | 5.6   | 16.1| 2.8 | 2.1 | 1.2 | 11.6 | 0.9 |
| LS-Sₐ 0 | 2.9  | 2.3   | 5.6   | 16.1| 2.8 | 3.0 | 1.2 | 11.6 | 0.9 |
| LS-Sₐ 0 | 4.2  | 3.2   | 4.8   | 18.5| 1.6 | 9.1 | 0.9 | 10.2 | 1.2 |
| LS-Sₐ 0 | 2.1  | 2.9   | 4.6   | 14.0| 1.9 | 2.1 | 1.0 | 11.2 | 1.9 |
| LS-Sₐ 0 | 2.3  | 2.9   | 4.6   | 14.2| 1.9 | 3.3 | 1.0 | 11.4 | 1.9 |
| LS-Sₐ 0 | 2.3  | 2.9   | 4.6   | 14.4| 1.9 | 1.6 | 1.0 | 11.4 | 1.9 |
| LS-Sₐ 0 | 2.3  | 2.9   | 4.6   | 14.4| 1.9 | 2.0 | 1.0 | 11.4 | 1.9 |
| LS-Sₐ 0 | 4.3  | 11.7  | 4.9   | 18.2| 4.1 | 1.2 | 1.0 | 8.7  | 1.9 |
| LS-Sₐ 0 | 2.5  | 6.7   | 3.8   | 13.3| 2.2 | 1.7 | 1.0 | 9.7  | 3.1 |
| LS-Sₐ 0 | 2.6  | 6.7   | 3.8   | 13.5| 2.2 | 5.2 | 1.0 | 9.8  | 3.2 |
| LS-Sₐ 0 | 2.7  | 6.7   | 3.8   | 13.7| 2.2 | 2.1 | 1.0 | 9.8  | 3.2 |
| LS-Sₐ 0 | 2.7  | 6.7   | 3.8   | 13.7| 2.2 | 2.0 | 1.0 | 9.8  | 3.2 |
| ø   | 81.3 | 110.7 | 548.1 | 171.5| 47.2 | 45.0 | 429.6 | 344.0 |

**TABLE XV.** Gradient amplitude error Θ (in percent) of Eq. [17] after employing the LS-S propagation scheme.
### TABLE XVI. Number of SCF iterations $n_{it}$ of Eq. (14) needed to reach convergence for model reactions with doubled step size. The values are averages over the different molecular structures along the reaction coordinates.

|      | PM6       | DFTB3     |
|------|-----------|-----------|
| $n_{it}$ | A | B | C | D | E | F | A | E | F |
| LS-R₁ | 5.1  | 5.5 | 7.5 | 8.7 | 5.2 | 5.5 | 4.2 | 5.4 | 3.4 |
| LS-R₂ | 5.1  | 5.1 | 7.5 | 8.8 | 4.7 | 6.0 | 4.2 | 5.6 | 3.5 |
| LS-S₁ | 5.1  | 5.2 | 7.5 | 8.8 | 4.8 | 5.4 | 4.2 | 5.4 | 3.2 |
| LS-S₂ | 5.0  | 5.1 | 7.2 | 8.8 | 4.3 | 6.2 | 4.2 | 5.6 | 3.4 |
| $\phi$ | 6.8  | 7.2 | 9.5 | 9.3 | 8.3 | 11.0 | 5.2 | 7.2 | 4.5 |

### TABLE XVII. Computational time $t$ (in ms) of Eq. (13) for model reactions with doubled step size.

|      | PM6       | DFTB3     |
|------|-----------|-----------|
| $t$ | A | B | C | D | E | F | A | E | F |
| LS-R₁ | 1.46 | 2.48 | 6.44 | 48.63 | 4.98 | 3.88 | 1.13 | 10.24 | 2.84 |
| LS-R₂ | 1.45 | 2.36 | 6.45 | 49.34 | 4.65 | 4.17 | 1.13 | 10.63 | 2.94 |
| LS-S₁ | 1.48 | 2.43 | 6.50 | 49.71 | 4.82 | 3.84 | 1.16 | 9.68 | 2.61 |
| LS-S₂ | 1.47 | 2.51 | 6.37 | 50.06 | 4.52 | 4.36 | 1.16 | 10.08 | 2.72 |
| $\phi$ | 1.74 | 2.97 | 7.63 | 50.69 | 6.96 | 6.93 | 1.29 | 12.24 | 3.32 |

### TABLE XVIII. Error in the energy $\Delta E$ (in $10^{-5}$ Hartree) of Eq. (15) for model reactions with doubled step size.

|      | PM6       | DFTB3     |
|------|-----------|-----------|
| $\Delta E$ | A | B | C | D | E | F | A | E | F |
| LS-R₁ | 2715.5 | 590.2 | 691.3 | 10345.8 | 11.3 | 3.5 | 218.6 | 233.9 | 12.7 |
| LS-R₂ | 2827.8 | 579.0 | 621.3 | 9990.7 | 2.9 | 0.8 | 192.3 | 143.6 | 17.0 |
| LS-S₁ | 2085.1 | 439.5 | 705.2 | 6280.4 | 6.8 | 0.6 | 249.9 | 15.1 | 2.7 |
| LS-S₂ | 2169.5 | 346.9 | 468.8 | 6305.7 | 2.3 | 0.9 | 196.4 | 55.0 | 2.4 |
| $\phi$ | 1661.4 | 2351.5 | 3759.6 | 5704.8 | 1263.0 | 60.6 | 2489.5 | 758.0 | 63.7 |

### TABLE XIX. Gradient angle error $\Phi$ (in degrees) Eq. (16) for model reactions with doubled step size.

|      | PM6       | DFTB3     |
|------|-----------|-----------|
| $\Phi$ | A | B | C | D | E | F | A | E | F |
| LS-R₁ | 16.4 | 24.2 | 54.6 | 36.5 | 12.1 | 3.4 | 7.3 | 31.0 | 2.2 |
| LS-R₂ | 15.7 | 20.2 | 46.8 | 34.7 | 9.5 | 2.6 | 7.4 | 33.9 | 2.6 |
| LS-S₁ | 15.1 | 24.2 | 51.5 | 37.8 | 11.5 | 1.6 | 8.8 | 31.5 | 0.9 |
| LS-S₂ | 13.6 | 19.6 | 48.6 | 35.8 | 8.9 | 2.7 | 7.5 | 35.1 | 1.3 |
| $\phi$ | 66.8 | 94.1 | 93.6 | 73.4 | 51.1 | 10.3 | 43.3 | 50.3 | 4.7 |
|          | PM6 |         |         |         |         |         |         | DFTB3 |
|----------|-----|---------|---------|---------|---------|---------|---------|-------|
|          | A   | B       | C       | D       | E       | F       | A       | E     | F     |
| LS-R₃    | 62.3| 33.7    | 124.9   | 248.9   | 46.4    | 3.7     | 18.0    | 150.7 | 2.0   |
| LS-R₅    | 59.2| 30.5    | 106.4   | 240.9   | 26.2    | 3.0     | 17.0    | 118.9 | 3.3   |
| LS-S₃    | 51.4| 29.8    | 138.0   | 221.9   | 34.3    | 1.1     | 20.6    | 84.7  | 1.5   |
| LS-S₅    | 47.5| 26.3    | 109.4   | 220.1   | 19.3    | 3.1     | 17.6    | 91.2  | 1.6   |
| ø        | 262.3| 351.7   | 1769.9  | 495.6   | 4190.4  | 41.4    | 137.7   | 983.9 | 35.1  |

|          |         |         |         |         |         |         |         |       |
| PM6      |         |         |         |         |         |         |         |       |
| DFTB3    |         |         |         |         |         |         |         |       |

TABLE XX. Gradient amplitude error Θ (in percent) of Eq. [17] for model reactions with doubled step size.