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Abstract. Let \((a_n)_{n \geq 1}\) be a sequence of distinct positive integers. In a recent paper Rudnick established asymptotic upper bounds for the minimal gaps of \(\{a_n \alpha \mod 1, 1 \leq n \leq N\}\) as \(N \to \infty\), valid for Lebesgue-almost all \(\alpha\) and formulated in terms of the additive energy of \(\{a_1, \ldots, a_N\}\). In the present paper we argue that the metric theory of minimal gaps of such sequences is not controlled by the additive energy, but rather by the cardinality of the difference set of \(\{a_1, \ldots, a_N\}\). We establish a (complicated) sharp convergence/divergence test for the typical asymptotic order of the minimal gap, and prove (slightly weaker) general upper and lower bounds which allow for a direct application. A major input for these results comes from the recent proof of the Duffin–Schaeffer conjecture by Koukoulopoulos and Maynard. We show that our methods give very precise results for slowly growing sequences whose difference set has relatively high density, such as the primes or the squares. Furthermore, we improve a metric result of Blomer, Bourgain, Rudnick and Radziwiłł on the order of the minimal gap in the eigenvalue spectrum of a rectangular billiard.

1. Introduction and statement of results

Let \((a_n)_{n \geq 1}\) be a sequence of distinct positive integers. Many authors have studied the distribution of sequences of the form \((a_n \alpha)_{n \geq 1} \mod 1\), either in the setup when \(\alpha\) is a fixed real number (usually irrational) or in the metric setup where \(\alpha\) is randomly chosen from the unit interval, equipped with Borel sets and Lebesgue measure. Particular attention has been given to the case when \((a_n)_{n \geq 1}\) is exponentially increasing \([37, 38]\), is generated by the values at integers of an (integer-valued) polynomial \([35, 50]\), or is the sequence of primes \([31, 43]\). The “global” distributional behavior of such sequences (mod 1) is described by uniform distribution theory and quantified by discrepancy theory; see for example \([17, 29]\) for a general exposition. The “local” distribution properties can be described in terms of pair correlation, higher correlations, and neighbor gap statistics. This viewpoint has one of its motivations in quantum physics; see \([30]\) for a survey in mathematical language. For more context and examples we refer to \([35, 36]\). In the present paper we are concerned with the minimal gap statistic for sequences \((a_n \alpha)_{n \geq 1}\). For \(\alpha \in [0, 1]\), we define

\[
\delta^\alpha_{\text{min}}(N) = \min \left\{ \| (a_m - a_n) \alpha \| : 1 \leq m, n \leq N, m \neq n \right\},
\]
where $\| \cdot \|$ denotes the distance on the torus. Let $A_N$ denote the finite truncations $(a_1, \ldots, a_N)$ of the sequence $(a_n)_{n \geq 1}$. Let $E_N$ denote the additive energy of $A_N$, that is, the number of solutions $(n_1, n_2, n_3, n_4)$ with $n_i \leq N$, $1 \leq i \leq 4$, to the equation $a_{n_1} - a_{n_2} = a_{n_3} - a_{n_4}$. Pursuing an idea that originated in the context of pair correlation problems (see [2, 8]), Rudnick [34] proved the following. Let $\varepsilon > 0$. Then for almost all $\alpha$ and all sufficiently large $N$

$$
(2) \quad \delta_{\min}^\alpha(N) \leq \frac{E_N}{N^{4-\varepsilon}},
$$
while in the other direction,

$$
(3) \quad \delta_{\min}^\alpha(N) \geq \frac{1}{N^{2+\varepsilon}}
$$
for almost all $\alpha$ and all $N \geq N_0(\alpha)$. It is easy to see that for every sequence $E_N$ lies in the range $N^2 \leq E_N \leq N^3$. Thus [2] gives a non-trivial result whenever $E_N \ll N^{3-\varepsilon'}$ for some $\varepsilon' > 0$, i.e. whenever there is a power saving in the bound for the additive energy. If the additive energy is of smallest possible order, say $E_N \ll N^{2+\alpha(1)}$, then (2) reads $\delta_{\min}^\alpha(N) \ll \frac{1}{N^{2-\varepsilon}}$, which in view of (3) is optimal up to terms of order $N^{\alpha(1)}$. As noted in [34], this yields strong results for sequences where the additive energy is small, for example in the case when $(a_n)_{n \geq 1}$ is exponentially increasing or when $a_n = n^2$, $n \geq 1$.

In the setting of the metric theory of pair correlations, the additive energy is a very appropriate tool to establish pseudo-random (so-called Poissonian) behavior, even if it is known that the additive energy alone is not sufficient for a full understanding of that theory [1]. By contrast, we argue in this paper that the metric theory of minimal gaps is better characterized in terms of the cardinality of the difference set, rather than by the additive energy. Heuristically this is quite reasonable: while in the pair correlation setting all pairs $(m, n)$ with a certain difference $a_m - a_n$ contribute to the overall statistics, and many solutions of $a_{n_1} - a_{n_2} = a_{n_3} - a_{n_4}$ lead to an overshoot of small gaps, in the setup of minimal gaps every specific difference $a_m - a_n$ can contribute only once to creating a particularly small gap $(a_m - a_n) \alpha \mod 1$. We write

$$
A_N - A_N = \{a - b : a, b \in A_N\} \quad \text{and} \quad C_N = \#(A_N - A_N).
$$

The claim is then that the order of $\delta_{\min}^\alpha(N)$ for almost all $\alpha$ is essentially controlled by the asymptotic order of $C_N$. Note that $C_N$ and $E_N$ are of course related. If $\text{rep}_N(u)$ denotes the number of possible representations of an integer $u$ in the form $u = a_m - a_n$, subject to $m, n \leq N$, then

$$
C_N = \sum_u 1(\text{rep}_N(u) > 0) \quad \text{and} \quad E_N = \sum_u \text{rep}_N(u)^2,
$$
so that

$$
(4) \quad N^4/C_N \leq E_N \leq N^2C_N
$$
by Cauchy–Schwarz. For a “random” sequence $(a_n)_{n \geq 1}$ one might expect an average number $\text{rep}_N(u) \approx N^2/C_N$ of representations for every $u \in A_N - A_N$, so that $E_N \approx N^4/C_N$. 

Theorem 1 shows that the typical order of \( \delta_{\min}^\alpha(N) \) can be controlled very precisely in terms of the cardinality of the difference set \( C_N \).

**Theorem 1.** Let \((a_n)_{n \geq 1}\) be a strictly increasing sequence of positive integers. Let \( \varepsilon > 0 \). Then for almost all \( \alpha \in [0,1] \) we have

\[
\delta_{\min}^\alpha(N) \leq \frac{1}{C_N \log N \log_2 N} \quad \text{for infinitely many } N,
\]

as well as

\[
\delta_{\min}^\alpha(N) \geq \frac{1}{C_N \log N (\log_2 N)^{1+\varepsilon}} \quad \text{for all sufficiently large } N.
\]

The conclusion (5) is also true for almost all \( \alpha \) if the factor \( \log_2 a_N \log N \log_2 N \) is replaced by 1, thus yielding a result that depends only on \( C_N \) and is independent of the actual size of the elements of \((a_n)_{n \geq 1}\).

**Remarks.**

(i) The effect of the cardinality of the difference set on the asymptotic order of the minimal gap has already been observed in Regavim’s recent paper \[33\], where equation (6) appears in Section 14. Trivially \( N \leq C_N \leq N^2 \), so (6) always improves upon (3). Since the proof of (6) can be given in a few lines, we include it below for the sake of completeness.

(ii) By (4), equation (5) always improves upon (2). Note, however, that the two statements are of a different nature. While (2) holds for all sufficiently large \( N \), (5) holds for infinitely many \( N \). The purpose of (5) is to show that (6) cannot be significantly improved, thus fixing the lower endpoint of the range within which \( \delta_{\min}^\alpha \) is contained for all except finitely many \( N \). By contrast, (2) is about determining the upper endpoint of the range within which \( \delta_{\min}^\alpha \) is contained for all except finitely many \( N \). At the end of the proof of Theorem 1 we will comment on the difficulties to pass from a result for “infinitely many \( N \)” to one for “all except finitely many \( N \)” (but see Theorem 2 for a result of the latter type). We do believe, however, that the upper endpoint of the window within which \( \delta_{\min}^\alpha \) is contained for all sufficiently large \( N \) (for almost all \( \alpha \)) is very close to the lower endpoint of that window, as provided by Theorem 1. Using an argument similar to the one leading to (5), we can prove that for almost all \( \alpha \)

\[
\delta_{\min}^\alpha(N) \geq \frac{f(N)}{C_N} \quad \text{for infinitely many } N,
\]

where \( f \) is an arbitrary function tending to zero slowly as \( N \to \infty \) (compare with the proof of the second part of Theorem 5 below). We believe that this is essentially optimal (say up to a factor \( \log N \varepsilon \)), and that for almost all \( \alpha \) and every fixed \( \varepsilon > 0 \)

\[
\delta_{\min}^\alpha(N) \leq \frac{(\log N)^{\varepsilon}}{C_N} \quad \text{for all except finitely many } N.
\]

\(^1\)In the formulation of the theorem and throughout the paper we write \( \log_2 x = \log \log x \), \( \log_3 x = \log \log \log x \), etc. We will always read \( \log x \) as \( \max\{1, \log x\} \). Thus \( 1/\log n \) is well-defined for all integers \( n \geq 1 \). Furthermore, \( \log_2 n \), \( \log_3 n \), and so on are positive and well-defined for all integers \( n \geq 1 \).
(iii) For rapidly (i.e., super-exponentially) growing sequences \((a_n)_{n \geq 1}\) we use (5) without the factor \(\log N \log \log N\) so that it becomes
\[
\delta_{\text{min}}^\alpha(N) \leq \frac{1}{C_N} \quad \text{for infinitely many } N,
\]
which means that there is a discrepancy of logarithmic order in comparison with the lower bounds (6). This gap probably cannot be fully closed without taking fine arithmetic effects into account. This gap between (5) and (6) reflects the fact that Khintchine’s theorem in metric Diophantine approximation generally fails without a monotonicity assumption, or without allowing a fine arithmetic criterion such as in the formulation of Catlin’s conjecture, which will lead to our more precise Theorem 3 below.

(iv) For slowly (say polynomially) growing sequences \((a_N)_{n \geq 1}\) the gap between upper and lower bounds in Theorem 1 is only of order \(\log \log N \ll \log N\). However we will show that, for sequences for which the difference set has a high relative density (within the maximal possible difference set \(\{1, \ldots, a_N\} - \{1, \ldots, a_N\}\)), the estimates from Theorem 1 can be strengthened even further to give extremely precise results. We illustrate this by considering as examples the sequences of primes and squares (Theorems 4 and 5 below, respectively).

(v) The conclusion of Theorem 1 is close to Rudnick’s upper bound (2) in cases where \(E_N \approx N^2\) and thus \(C_N \approx N^2\) (only improving the error \(N^\varepsilon\) to errors of logarithmic order). Rudnick’s result also meets with that of Theorem 1 when \(E_N \approx N^3\) and \(C_N \approx N\). However, in the intermediate range when \(E_N\) is around \(N^\delta\) for some \(\delta \in (2, 3)\), the estimate (2) is significantly weaker than (5), except in the “random” case where all possible differences \(a_m - a_n\) have a similar number of representations so that \(E_N \approx N^4/C_N\). Examples of such sequences include the Piatetski-Shapiro integers as well as the sequence of \((\log x)^A\) smooth numbers \(n \leq x\) where we expect \(C_N \approx N^{\beta_A}\) for some \(\beta_A\) in the open interval \((1, 2)\); see [3] for more information.

(vi) From the viewpoint of metric number theory, an upper bound such as (5) is usually much more difficult to establish than a lower bound such as (6). This is because the upper bound (5) uses the second rather than the first Borel–Cantelli lemma, which only holds under some additional “stochastic independence” requirement. We will comment on this in more detail during the proof of Theorem 1.

To complement the discussion in Remark (ii) above, we note that it is possible to adapt Rudnick’s method from [34] in order to obtain an upper bound valid for all but finitely many \(N\) expressed in terms of \(C_N\).

**Theorem 2.** For every \(\varepsilon > 0\) and almost all \(\alpha\),
\[
\delta_{\text{min}}^\alpha(N) \leq \frac{N^{\varepsilon}}{C_N} \quad \text{for all except finitely many } N.
\]

**Remark.** The above bound should be compared with our guess (7). See also the second remark at the end of Section 7 for a case in which such an approach gives a significant improvement, namely when \((a_n)_{n \geq 1} = (n^2)_{n \geq 1}\).
Theorem 3 below shows that the problem of determining the typical asymptotic order of the minimal gap of $(a_n \alpha)_{n \geq 1}$ can be completely solved (at least in principle) solely by considering the difference sets $A_N - A_N$. For a set $A$ we denote by $A^+$ the set of all positive elements $A$. For $k \in \bigcup_{N \geq 1} (A_N - A_N)^+$, we define
\[ N(k) = \min \{ M \geq 1 : k \in (A_M - A_M)^+ \} \]
In words, $N(k)$ is the time at which a certain positive integer $k$ first occurs in a difference set $A_M - A_M$ (and can contribute to producing a small gap $||k\alpha||$). For $k \notin \bigcup_{N \geq 1} (A_N - A_N)^+$, we set $N(k) = \infty$. Throughout the paper, $\varphi$ denotes Euler’s totient function, and the supremum of the empty set is understood to be zero.

**Theorem 3.** Let $(a_n)_{n \geq 1}$ be a strictly increasing sequence of positive integers. Let $(\eta(n))_{n \geq 1}$ be a sequence of non-negative reals. Let $A$ denote the set of those $\alpha \in [0, 1]$ for which $\delta_{\min}^\alpha(N) \leq \eta(N)$ holds for infinitely many $N$. Then we have $\lambda(A) = 0$ or $\lambda(A) = 1$, according to whether the series
\[ \sum_{k=1}^{\infty} \varphi(k) \sup_{b \geq 1} \left\{ \frac{\sup_{\ell \geq N(bk)} \eta(\ell)}{bk} \right\} \]
is convergent or divergent, respectively.

**Remarks.**
(i) Note that under the (reasonable) assumption that $\eta$ is decreasing the convergence/divergence criterion in Theorem 3 takes the simpler form
\[ \sum_{k=1}^{\infty} \varphi(k) \sup_{b \geq 1} \left\{ \frac{\eta(N(bk))}{bk} \right\} \]
is convergent or divergent, respectively.

(ii) From a purely formal perspective, Theorem 3 is a complete solution to the problem of the asymptotic order of $\delta_{\min}^\alpha(N)$ for almost all $\alpha$. However, the practical value of Theorem 3 is of course limited since the convergence/divergence criterion involving the series (8) is more or less impossible to check in reality. Note that an evaluation of (8) would require a fully detailed understanding of the arithmetic structure of the difference sets $A_N - A_N$, something that is out of reach even in very “simple” cases such as $a_n = n^2$, $n \geq 1$.

The following result (for the primes) is a strengthening of a result due to Rudnick [34, Section 3], which only contained a lower bound of the correct order of magnitude. We obtain a precise convergence/divergence criterion, which does not contain any errors whatsoever. The assumptions on $\eta$ (monotonicity, regularly varying) are only to simplify the statement of the theorem.

**Theorem 4.** Let $a_n = p_n$ be the $n$-th prime. Let $(\eta(n))_{n \geq 1}$ be a strictly decreasing sequence of non-negative reals such that $\eta(2N)/\eta(N) \gg 1$. Let $A$ denote the set of those $\alpha \in [0, 1]$ for which
\[ \delta_{\min}^\alpha(N) \leq \eta(N \log N) \]
holds for infinitely many $N$. Then we have $\lambda(\mathcal{A}) = 0$ or $\lambda(\mathcal{A}) = 1$, according to whether the series

$$\sum_{N=1}^{\infty} \eta(N)$$

is convergent or divergent, respectively.

Theorem 4 implies for example that for the sequence of primes, for almost all $\alpha$

$$\delta_{\min}^\alpha(N) \leq \frac{1}{N(\log N)^2(\log_2 N)(\log_3 N)}$$

for infinitely many $N$, while

$$\delta_{\min}^\alpha(N) \geq \frac{1}{N(\log N)^2(\log_2 N)(\log_3 N)^{1+\varepsilon}}$$

for all sufficiently large $N$.

The next example concerns the sequence of squares (cf. Regavim’s result in [33, Section 11]). Using a combinatorial input on the cardinality of the difference set we obtain a result where the size of the error is only a power of $\log_3 N$. In the statement of the next theorem, $c = 1 - (1 + \log_2 2)/(\log 2) \approx 0.086$ is the constant from the answer to the Erdős multiplication table problem; see [20, 41].

**Theorem 5.** Let $a_n = n^2$, $n \geq 1$, be the sequence of squares. For every $\varepsilon > 0$ and almost all $\alpha \in [0,1]$, we have

$$\delta_{\min}^\alpha(N) \leq \frac{(\log N)^{c-1}(\log_2 N)^{1/2}}{N^2}$$

for infinitely many $N$, as well as

$$\delta_{\min}^\alpha(N) \geq \frac{(\log N)^{c-1}(\log_2 N)^{1/2}}{N^2(\log_3 N)^{1+\varepsilon}}$$

for all sufficiently large $N$.

**Remark.** We note that several interesting metric results on minimal gaps have recently been obtained by Regavim [33] in the setting when $(a_n)_{n \geq 1}$ is a sequence of reals rather than integers. The case of real-valued sequences is technically much more complicated, and some extra assumptions are typically necessary, ensuring for example that the minimal spacings of $(a_n)_{n \geq 1}$ itself are not too small. We will not pursue this direction here, but it would be interesting to know to what extent the reasoning from the present paper could be transferred to the real-valued setup.

Now we switch to a different setting. Consider the set of all numbers of the form $\alpha m^2 + n^2$, where $m, n \geq 1$ and $\alpha > 0$. These numbers represent the energy spectrum of a rectangular billiard. The case $\alpha \in \mathbb{Q}$ is special, and will not be considered in this paper. If $\alpha \notin \mathbb{Q}$, then the spectrum is simple, and we can write $0 < \lambda_1 < \lambda_2 < \ldots$ for the set $\{\alpha m^2 + n^2 : m, n \geq 1\}$, sorted in increasing order. The asymptotic order of $(\lambda_k)_{k \geq 1}$ is given by counting lattice points, which yields that

$$\lambda_k \sim \frac{4\sqrt{\alpha}}{\pi} k$$
as \( k \to \infty \). The Berry–Tabor conjecture predicts on a very general level that local statistics of the energy spectrum of most integrable quantum systems should follow the Poissonian model. In the case of rectangular billiards, the conjecture is assumed to be true for irrational \( \alpha \) which cannot be approximated very well by rationals. Sarnak \[39\] proved that the pair correlation of \((\lambda_k)_{k \geq 1}\) is Poissonian for almost all \( \alpha \), and Eskin, Margulis and Mozes \[19\] established the corresponding result for individual values of \( \alpha \) satisfying a weak Diophantine assumption. Blomer, Bourgain, Radziwiłł and Rudnick \[7\] studied the asymptotic order of the minimal gap statistic of that sequence, that is, the quantity

\[
\delta_{\min}^{(\alpha)}(N) = \min\{\lambda_{k+1} - \lambda_k : 1 \leq k \leq N\}.
\]

They proved asymptotic upper and lower bounds for \( \delta_{\min}^{(\alpha)}(N) \) assuming that \( \alpha \) satisfies certain Diophantine approximation properties; for example they established results for certain quadratic irrationals, which have since been extended to all positive quadratic irrationals by Carmon \[10\], and for algebraic irrationals of higher degree. We refer to \[7\] for the precise statement of their results. In the metric setup, they proved that for every \( \varepsilon > 0 \) and almost all \( \alpha > 0 \)

\[
\delta_{\min}^{(\alpha)}(N) \ll N^{-1+\varepsilon} \quad \text{as } N \to \infty
\]

and

\[
(10) \quad \delta_{\min}^{(\alpha)}(N) \gg \frac{(\log N)^c}{N} \quad \text{infinitely often.}
\]

As in the statement of Theorem \[5\] \( c \) denotes the constant from the multiplication table problem. It should be noted that these metric results are not in accordance with the behavior of the Poisson process, where a convergence/divergence criterion precisely quantifies the almost sure asymptotic order of the smallest gap; in particular, in the case of the Poisson process there are (almost surely) infinitely many \( N \) for which \( \delta_{\min}^{(\alpha)}(N) \leq \frac{1}{N \log N} \), but only finitely many \( N \) for which \( \delta_{\min}^{(\alpha)}(N) \leq \frac{1}{N \log N} \). In the opposite direction, there are almost surely infinitely many \( N \) for which \( \delta_{\min}^{(\alpha)}(N) \geq \frac{\log N}{N} \), but only finitely many \( N \) for which \( \delta_{\min}^{(\alpha)}(N) \geq \frac{\log N}{N} \). See \[16\] for more details. This deviation between the order of minimal gaps in the Poisson process in comparison to minimal gaps in the spectrum of rectangular billiards is directly related to the cardinality of the difference set of the squares, and to the fact that a multiplication table of size \( N \times N \) does not contain \( N^2 \) but only \( o(N^2) \) distinct entries. Thus the following theorem is very much in accordance with the “cardinality of difference set controls the typical order of minimal gaps” philosophy, even if from the viewpoint of Diophantine approximation the situation is now much more delicate. As it will turn out during the proofs, for this problem we will not only encounter the cardinality of a difference set that controls the number of admissible denominators in the Diophantine approximation problem (as in all the previous theorems), but now there will also be a second such phenomenon with respect to the cardinality of the admissible set of numerators. We will prove the following.
Theorem 6. Let $c = 1 - (1 + \log_2 2)/(\log 2)$ and $\varepsilon > 0$. Then for almost all $\alpha > 0$

\begin{equation}
\delta_{\min}^{(\alpha)}(N) \leq \frac{(\log N)^{2c}}{N \log N} \text{ only finitely often,}
\end{equation}

as well as

\begin{equation}
\delta_{\min}^{(\alpha)}(N) \geq \frac{(\log N)^{2c+\varepsilon}}{N} \text{ infinitely often.}
\end{equation}

We note that (12) improves on the exponent of $\log N$ in (10) ([7, Theorem 1.3]), but the main significance of Theorem 6 is that we believe (11) and (12) to be optimal, up to factors of order $(\log N)^{o(1)}$. More precisely, we believe that in the setting of Theorem 6 for any $\varepsilon > 0$

\begin{equation}
\delta_{\min}^{(\alpha)}(N) \leq \frac{(\log N)^{2c+\varepsilon}}{N \log N} \text{ infinitely often}
\end{equation}

and

\begin{equation}
\delta_{\min}^{(\alpha)}(N) \geq \frac{(\log N)^{2c+\varepsilon}}{N} \text{ only finitely often,}
\end{equation}

for almost all $\alpha > 0$. We have not been able to establish (13) and (14), but we will comment on them after giving the proof of Theorem 6.

2. Proof of Theorem 3

We start with the proof of Theorem 3. The following statement was long known as Catlin’s conjecture [12]. It was recently established as a consequence of Koukoulopoulos and Maynard’s proof of the Duffin–Schaeffer conjecture, see [28, Theorem 2].

Lemma 1. Let $(\psi(k))_{k \geq 1}$ be a sequence of non-negative reals. Let $B$ denote the set of those $\alpha \in [0, 1]$ for which the inequality

$$\left|\alpha - \frac{a}{k}\right| \leq \frac{\psi(k)}{k}$$

has infinitely many solutions $(a, k)$ with $0 \leq a \leq k$. Then $\lambda(B) = 0$ or $\lambda(B) = 1$, according to whether the series

$$\sum_{k=1}^{\infty} \varphi(k) \sup_{b \geq 1} \left\{ \frac{\psi(bk)}{bk} \right\}.$$ 

is convergent or divergent, respectively.

Now we give the proof of Theorem 3. Let $(\eta(k))_{k \geq 1}$ be a sequence of non-negative reals. Let $A = \bigcup_{N \geq 1} (A_N - A_N)^+$. First we settle the case when $\limsup_{k \to \infty} \eta(k) > 0$. It can be shown quite easily that in this case $\| (a_m - a_n) \alpha \| \leq \eta(N)$ has infinitely many solutions for almost all $\alpha$. This follows for example from Weyl’s general equidistribution result [44, Satz 21], together with the simple observation that $A$ is an infinite set of positive integers. Thus in this case we have $\lambda(A) = 1$. It is also not difficult to see that the series (3) is
necessarily divergent in this case. Fix a number \( k \in A \). Then we have \( \mathcal{N}(k) < \infty \), where \( \mathcal{N}(k) \) is defined as in (3). Taking a sum over all divisors \( d \) of \( k \), we have

\[
\sum_{d|k, d \geq \log k} \varphi(d) \sup_{\ell \geq \mathcal{N}(d)} \left( \frac{\eta(\ell)}{bd} \right) \geq \sum_{d|k, d \geq \log k} \varphi(d) \frac{\sup_{\ell \geq \mathcal{N}(k)} \eta(\ell)}{k} \geq \frac{\sup_{\ell \geq \mathcal{N}(k)} \eta(\ell)}{2}
\]

for sufficiently large \( k \), where due to \( \mathcal{N}(k) < \infty \) the supremum is non-empty. By assumption the supremum is bounded below by an absolute constant, and since we can find arbitrarily large \( k \in A \) this can be used to deduce that (3) is indeed divergent in this case.

For the rest of this proof we can assume that \( \lim_{k \to \infty} \eta(k) = 0 \). Set

\[
\psi(k) = \sup_{\ell \geq \mathcal{N}(k)} \eta(\ell) \quad \text{and} \quad \psi^*(k) = \varphi(k) \cdot \sup_{b \geq 1} \left\{ \frac{\psi(bk)}{bk} \right\}.
\]

For every \( k \in A \) we set

\[
S_k = [0, 1] \cap \left( \bigcup_{0 \leq \alpha \leq k} \left( \frac{a}{k} - \frac{\psi(k)}{k} \cdot \frac{a}{k} + \frac{\psi(k)}{k} \right) \right).
\]

For convenience we also set \( S_k = \emptyset \) for all \( k \notin A \). Let \( B \) denote the set of those \( \alpha \in [0, 1] \) which are contained in \( S_k \) for infinitely many values of \( k \). By Lemma 1 we have \( \lambda(B) = 0 \) or \( \lambda(B) = 1 \), according to whether the series

\[
\sum_{k=1}^{\infty} \varphi(k) \sup_{b \geq 1} \left\{ \frac{\psi(bk)}{bk} \right\} = \sum_{k=1}^{\infty} \varphi(k) \sup_{b \geq 1} \left\{ \frac{\sup_{\ell \geq \mathcal{N}(bk)} \eta(\ell)}{bk} \right\}
\]

converges or diverges, respectively. Note that this is the same series as in equation (2) in the statement of Theorem 3. To complete the proof of Theorem 3 we will show that the set \( A \) defined in the statement of the theorem is actually the same as the set \( B \) defined above.

Let us first assume that \( \alpha \in A \). Then there are infinitely many values of \( N, m, n \) with \( m \neq n \) and \( 1 \leq m, n \leq N \) such that \( \|(a_m - a_n)\alpha\| \leq \eta(N) \). Set \( k = a_m - a_n \). Since \( m, n \leq N \) we have \( \mathcal{N}(k) \leq N \). Thus we have \( \psi(k) \geq \eta(N) \). Consequently \( \|(a_m - a_n)\alpha\| = \|k\alpha\| \leq \eta(N) \) implies that \( \|k\alpha\| \leq \psi(k) \), and thus \( \alpha \in S_k \). Since we are in the case \( \eta(N) \to 0 \), a particular difference \( k = a_m - a_n \) can only generate finitely many values \( N \) (together with \( m, n \leq N \)) such that \( \|(a_m - a_n)\alpha\| \leq \eta(N) \). We can find infinitely many different values of \( k \) such that \( \alpha \in S_k \), in other words we proved that \( A \subset B \).

Now let us assume that \( \alpha \notin A \). Then there are only finitely many \( N, m, n \) with \( m \neq n \) and \( 1 \leq m, n \leq N \) such that \( \|(a_m - a_n)\alpha\| \leq \eta(N) \). This implies that there are only finitely many \( k \geq 1 \) and \( N \) such that \( k \in A_N - A_N \) and \( \|k\alpha\| \leq \eta(N) \). Since \( \eta(N) \to 0 \), there are only finitely many \( k \geq 1 \), each together with finitely many \( \ell \geq \mathcal{N}(k) \), such that \( \|k\alpha\| \leq \eta(\ell) \). Consequently there are only finitely many \( k \) such that \( \|k\alpha\| \leq \sup_{\ell \geq \mathcal{N}(k)} \eta(\ell) \), which is the same as saying that there are only finitely many \( k \) such that \( \alpha \in S_k \).
Thus we have established that $A = B$. Since the convergence, respectively the divergence of (9) gives a criterion for a zero-one law for $\lambda(B)$, it consequently also gives a criterion for a zero-one law for $\lambda(A)$, as claimed in the statement of Theorem 3.

3. PROOF OF THEOREM 1, PART 1: LOWER BOUND

Now we come to the proof of Theorem 1. For convenience of writing, we arrange the elements of $A = \bigcup_{N \geq 1} (A_N - A_N)^+$ into a sequence. Thus, let $(z_n)_{n \geq 1}$ be a sequence of distinct integers, such that for all $N$ we have

$$\{z_n : 1 \leq n \leq C_N\} = (A_N - A_N)^+.$$  

The sequence $(z_n)_{n \geq 1}$ is not uniquely defined, since $C_N + 1 - C_N$ can be as large as $N$, but it is not important which possible version of $(z_n)_{n \geq 1}$ we take as long as (16) is satisfied.

For $n \geq 1$, we set

$$\psi(n) = \frac{1}{n \log \sqrt{n} (\log_2 \sqrt{n})^{1+\varepsilon}}$$

and

$$S_n = [0, 1] \cap \left( \bigcup_{0 \leq a \leq z_n} \left( \frac{a}{z_n} - \psi(n), \frac{a}{z_n} + \psi(n) \right) \right).$$

We clearly have

$$\sum_{n=1}^{\infty} \lambda(S_n) = \sum_{n=1}^{\infty} \min\{2\psi(n), 1\} \leq \sum_{n=1}^{\infty} \frac{2}{n \log \sqrt{n} (\log_2 \sqrt{n})^{1+\varepsilon}} < \infty,$$

due to the first Borel–Cantelli lemma almost all $\alpha \in [0, 1]$ are contained in finitely many sets $S_n$. If $\alpha \not\in S_n$ for all sufficiently large $n$, then $\|z_n \alpha\| \geq 1/(n \log \sqrt{n} (\log_2 \sqrt{n})^{1+\varepsilon})$ for all sufficiently large $n$. Since $\{z_1, \ldots, z_{C_N}\} = (A_N - A_N)^+$, this implies that for all sufficiently large $N$ and all $a_m, a_n \in A_N$ we have

$$\|(a_m - a_n) \alpha\| \geq 1/(C_N \log \sqrt{C_N} (\log_2 \sqrt{C_N})^{1+\varepsilon}) \geq 1/(C_N \log N (\log_2 N)^{1+\varepsilon}),$$

where we used that $C_N \leq N^2$. This proves the lower bound in Theorem 1.

4. PROOF OF THEOREM 1, PART 2: UPPER BOUND

As usual in metric number theory, the “divergence” part is much more difficult than the “convergence” part, since the divergence part of the Borel–Cantelli lemma requires some form of stochastic independence, while the convergence part holds unconditionally; see [5] for a detailed discussion of this issue. In Section 4.1 we will prove the upper bound of Theorem 1 which depends on the size of $a_N$, and sketch the argument leading to a bound that is independent of the size of $a_N$. In Section 4.2 we introduce the precise construction for this general upper bound and collect several auxiliary results, and in Section 4.3 we prove the upper bound in Theorem 1 which is independent of the size of $a_N$. 
4.1. Outline and heuristics. When defining $S_n$ as in (17) above, but just replacing $\psi(n)$ by a slightly larger function, the resulting set system cannot be assumed to be sufficiently “independent” for a direct application of the second Borel–Cantelli lemma — this is the message from Duffin and Schaeffer’s counterexample [18] to Khintchine’s conjecture. It is known that in metric Diophantine approximation one does not need full stochastic independence, but that it is sufficient to establish “quasi-independence on average” (cf. [4, 5, 6] as well as Lemma 4 below). The key for this is to control the measure of the overlaps $S_m \cap S_n$ for $m \neq n$. In Rudnick’s paper [34] this is done by a direct application of $L^2$ methods, which essentially gives the overlap estimate

$$
\sum_{m,n \leq N} \lambda(S_m \cap S_n) \ll \sum_{m,n \leq N} \sqrt{\lambda(S_m) \lambda(S_n) \frac{\gcd(z_m, z_n)}{z_m z_n}}.
$$

The sum on the right-hand side of (18) is called a GCD sum, and is known to play an important role in metric Diophantine approximation (see [26, Chapter 3]). The optimal upper bound for such sums was recently obtained by de la Bretèche and Tenenbaum in [15]. In our setting the bound for the GCD sum gives an extra factor $\exp\left( C \sqrt{\log N \log_3 N / \sqrt{\log_2 N}} \right)$, where $C > 0$ is an appropriate absolute constant. Inserting that in (18) gives the upper bound

$$
\sum_{m,n \leq N} \lambda(S_m \cap S_n) \ll \exp\left( C \sqrt{\log N \log_3 N / \sqrt{\log_2 N}} \right) \sum_{n \leq N} \lambda(S_n).
$$

To ensure the quasi-independence property noted above we need

$$
\sum_{m,n \leq N} \lambda(S_m \cap S_n) \ll \left( \sum_{n \leq N} \lambda(S_n) \right)^2,
$$

which by (18) and (19) can be reformulated as saying that $\sum_{n \leq N} \lambda(S_n)$ needs to exceed $\exp\left( C \sqrt{\log N \log_3 N / \sqrt{\log_2 N}} \right)$. This explains where the extra factor in Rudnick’s theorem comes from (which he writes in the less precise form $N^c$). We stress the fact that when following such a direct $L^2$ approach this extra factor is essentially optimal.

4.1.1. Proof of the first upper bound of Theorem 4. To reduce the size of the overlaps $S_m \cap S_n$, one can replace $S_m$ and $S_n$ by modified sets which preserve most of the measure of the original sets, but remove those parts which are excessively responsible for the overlaps. This is the strategy which led to the co-prime setup in the Duffin–Schaeffer conjecture. Adapting this idea to our situation consider the reduced sets

$$
S_{n}^{\text{coprime}} = [0, 1] \cap \left( \bigcup_{0 \leq a \leq z_n, \gcd(a, z_n) = 1} \left( \frac{a}{z_n} - \frac{\psi(n)}{z_n}, \frac{a}{z_n} + \frac{\psi(n)}{z_n} \right) \right).
$$

This reflects the fact that overlaps $S_m \cap S_n$ overwhelmingly come from intervals in $S_m$ and $S_n$ which are centered around points $a/z_m$ and $b/z_n$, respectively, for which $a/z_m = b/z_n$,
so that either $\gcd(a, z_m) > 1$ or $\gcd(b, z_n) > 1$. Applying the Koukoulopoulos–Maynard theorem, we deduce that for almost all $\alpha$ we have

$$\|z_n \alpha\| \leq \psi(n)$$

for infinitely many $n$.

as long as we can ensure that

$$\sum_{n=1}^{\infty} \lambda(S_n^{\text{coprime}}) = \infty.$$

Note that $\lambda(S_n^{\text{coprime}}) = \lambda(S_n)\varphi(z_n)/z_n$, where $\varphi$ is Euler’s totient function. It is known that $\varphi(z_n)/z_n \gg (\log z_n)^{-1}$, so we lose a factor of size up to $\log z_n$. Note that this is a function of $z_n$ (i.e. depending on the actual size of the elements of the difference set $A_N - A_N$), and not a function of $n$ (i.e. the cardinality of the difference set). Trivially the largest element of $A_N - A_N$ is at most $a_N$, so that $z_{C_N} \leq a_N$. Setting $\psi(n) = \frac{\log z_n}{n \log n \log_2 n}$ for all $n \geq 1$ and restating the result in terms of $C_N$, this argument leads to the first upper bound claimed in Theorem 1: for almost all $\alpha$ we have

$$\delta_{\min}^\alpha (N) \leq \frac{\log a_N}{C_N \log N \log_2 N}$$

for infinitely many $N$.

If we want to obtain a result which is independent of the size of $a_N$, we cannot fully reduce to the co-prime setting and suffer a loss of measure that is quantified in terms of $\varphi(a_N)$. Instead, in contrast to (20) we will only remove those sub-intervals from $S_n$ which are centered at $a/z_n$ for some $a$ and $z_n$ sharing a small joint prime factor; this will ensure that we have a loss of measure which is quantified in terms of $N$ (and not in terms of $a_N$). At the same time we need to ensure that we remove sufficiently many sub-intervals from $S_n$ so that the large overlaps causing the appearance of the GCD sum can be significantly reduced. In this way we keep a large proportion of the measure of $S_n$, but remove most of the problematic overlaps.

4.2. Overlap estimates and auxiliary lemmas. After these heuristics we come to the actual proof. Let $(z_n)_{n \geq 1}$ be defined as in the previous section. Throughout this section we assume that we only consider $m, n$ in a range $(2^{k/2}, 2^k]$ for some positive integer $k$ (where for simplicity of writing we assume that $k$ is even). We set

$$\psi(n) = \frac{1}{2n + 1}, \quad n \geq 1,$$

and

$$S_n^* = [0, 1] \cap \left( \bigcup_{0 \leq a \leq z_n, \ p | (a, z_n) \Rightarrow p > 4^k} \left( \frac{a}{z_n} - \frac{\psi(n)}{z_n}, \frac{a}{z_n} + \frac{\psi(n)}{z_n} \right) \right).$$

It can be easily checked that the upper bound of Theorem 1 follows if we can show that almost all $\alpha$ are contained in infinitely many sets $S_n^*$. We state several lemmas, and then give the proofs of those for which no reference is given.
**Lemma 2.** For all \( n \in (2^{k/2}, 2^k) \)
\[
\lambda(S_n^*) \geq \frac{1}{n e^{\gamma \log(4k)(1 + o(1))}}
\]
as \( k \to \infty \).

**Lemma 3** (Pollington–Vaughan style overlap estimate). Let \( m, n \in (2^{k/2}, 2^k) \) with \( m \neq n \). Set
\[
D(z_m, z_n) = \max(\psi(m), \psi(n)),
\]
Furthermore, when \( D(z_m, z_n) \geq 1 \), then set
\[
P(z_m, z_n) = \prod_{p \mid (z_m, z_n), D(z_m, z_n) < p \leq 4k} \left(1 + \frac{1}{p}\right),
\]
where the product ranges over all primes \( p \) in the specified range. When \( D(z_m, z_n) < 1 \), then set \( P(z_m, z_n) = 0 \). Then
\[
\lambda(S_m^* \cap S_n^*) \ll \sqrt{\psi(n)\psi(m)} 4^{k+P(z_m, z_n)}\lambda(S_m^*)\lambda(S_n^*).
\]

**Lemma 4** (Chung–Erdős inequality; see e.g. [13, Theorem 1.4.3d]). Let \( A_m, 1 \leq m \leq M \), be events in a probability space \((\Omega, \mathcal{F}, P)\), such that \( P(A_m) > 0 \) for at least one value of \( m \). Then
\[
\mathbb{P}\left(\bigcup_{m=1}^{M} A_m\right) \geq \frac{\left(\sum_{m=1}^{M} \mathbb{P}(A_m)\right)^2}{\sum_{1 \leq m, n \leq M} \mathbb{P}(A_m \cap A_n)}.
\]

**Lemma 5** (Cassels’s zero-one law [11]). Let \((\xi(m))_{m \geq 1}\) be non-negative real numbers. For \( m \geq 1 \) set \( A_m = \bigcup_{0 \leq a \leq m} \left(\frac{a}{m} - \frac{\xi(m)}{m}, \frac{a}{m} + \frac{\xi(m)}{m}\right) \). Let \( \mathcal{A} \) be the set of those \( \alpha \in [0, 1] \) which are contained in infinitely many sets \( A_m \). Then the Lebesgue measure of \( \mathcal{A} \) is either 0 or 1.

Finally, we need a lemma due to Koukoulopoulos and Maynard [28]. This is the key ingredient in their recent proof of the Duffin–Schaeffer conjecture.

**Lemma 6** ([28, Proposition 5.4]). Let \((\eta(q))_{q \geq 1}\) be a sequence of real numbers in \([0, 1/2]\). Set \( M(q, r) = \max\{q\eta(r), r\eta(q)\} \). Assume that there are \( X < Y \) such that
\[
\frac{1}{16} \leq \sum_{X \leq q \leq Y} \frac{\eta(q)\varphi(q)}{q} \leq 1/2.
\]
For \( t \geq 1 \), set
\[
L_t(q, r) = \sum_{p \mid qr, gcd(q, r)^2} \frac{1}{p}.
\]
and
\[ \mathcal{E}_t = \{(q, r) \in (\mathbb{Z} \cap [X,Y])^2 : \gcd(q, r) \geq t^{-1} M(q, r), L_t(q, r) \geq 10\}. \]

Then
\[ \sum_{(q, r) \in \mathcal{E}_t} \eta(q) \varphi(q) \eta(r) \varphi(r) \ll \frac{1}{t}. \]

In [28] the lemma is formulated with the numbers 1 and 2 in the lower and upper bound, respectively, in equation (24), rather than 1/16 and 1/2. However, it is easily seen that the statements are equivalent (only the value of the implied constant in (25) changes).

We need to prove Lemmas 2 and 3.

**Proof of Lemma 2.** Using \( \psi(n) = 1/(2n + 1) \), we have
\[ \lambda(S_n^*) = \frac{2}{z_n(2n + 1)} \# \{0 \leq a \leq z_n : p|(a, z_n) \Rightarrow p > 4^k\} \]
\[ \geq \frac{2}{z_n(2n + 1)} z_n \prod_{p \leq 4^k} \left(1 - \frac{1}{p}\right) \]
\[ = \frac{1}{n} e^\gamma \log 4^k (1 + o(1)), \]
where we used Mertens’s third theorem (see for example [21, Theorem 429]) to estimate the product over primes. \( \square \)

**Proof of Lemma 3.** The lemma is a variation of the Pollington–Vaughan overlap estimate from [32]. The Lebesgue measure of \( S_m^* \cap S_n^* \) is bounded above by
\[ \min \left( \frac{\psi(m)}{z_m}, \frac{\psi(n)}{z_n} \right) \sum_{1 \leq a \leq z_m, \ p|(a, z_m) \Rightarrow p > 4^k} \sum_{1 \leq b \leq z_n, \ p|(b, z_n) \Rightarrow p > 4^k} 1 \left( \left| \frac{a}{z_m} - \frac{b}{z_n} \right| \leq \max \left( \frac{\psi(m)}{z_m}, \frac{\psi(n)}{z_n} \right) \right). \]
The contribution of those pairs \((a, b)\) for which \( a/z_m \neq b/z_n \) can be estimated by following Pollington and Vaughan’s proof verbatim, just taking into account the fact that we only sifted out primes of size below \( 4^k \). Very briefly, based on an application of Brun’s sieve one estimates this overlap by
\[ \ll \min \left( \frac{\psi(m)}{z_m}, \frac{\psi(n)}{z_n} \right) \gcd(z_m, z_n) \sum_{0 < j \leq 2D(z_m, z_n), \ p|j \Rightarrow p > 4^k} 1 \]

\[ \ll \min \left( \frac{\psi(m)}{z_m}, \frac{\psi(n)}{z_n} \right) \gcd(z_m, z_n) \sum_{0 < j \leq 2D(z_m, z_n), \ p|j \Rightarrow p > 4^k} 1 \]
\[
\ll \min \left( \frac{\psi(m)}{z_m}, \frac{\psi(n)}{z_n} \right) \gcd(z_m, z_n) D(z_m, z_n) P(z_m, z_n)
\]
(26)
\[
\ll \frac{\psi(m) \psi(n)}{z_m z_n} P(z_m, z_n),
\]
where we used the representation
\[
D(z_m, z_n) = \max \left( \frac{\psi(m)}{z_m}, \frac{\psi(n)}{z_n} \right) \frac{z_m z_n}{\gcd(z_m, z_n)}
\]
to write
\[
\min \left( \frac{\psi(m)}{z_m}, \frac{\psi(n)}{z_n} \right) \gcd(z_m, z_n) D(z_m, z_n) = \frac{\psi(m) \psi(n)}{z_m z_n}.
\]
In the setting of Pollington and Vaughan (that is, the Duffin–Schaeffer setting) there is no contribution to the overlap \(S^*_m \cap S^*_n\) from pairs \((a, b)\) with \(a/z_m = b/z_n\), due to the complete co-primality condition. In our setting these overlaps contribute
\[
\ll \min \left( \frac{\psi(m)}{z_m}, \frac{\psi(n)}{z_n} \right) \sum_{0 \leq a \leq z_m} \sum_{0 \leq b \leq z_n} 1 \left( \frac{a}{z_m} = \frac{b}{z_n} \right).
\]
(27)
We have \(a/z_m = b/z_n\) whenever
\[
a = j \frac{z_m}{\gcd(z_m, z_n)} \quad \text{and} \quad b = j \frac{z_n}{\gcd(z_m, z_n)}
\]
for some \(j\) in \(0 \leq j \leq \gcd(z_m, z_n)\). The divisibility requirements \(p|(a, z_m) \Rightarrow p > 4^k\) and \(p|(b, z_n) \Rightarrow p > 4^k\) imply that for all \(z_m\) and \(z_n\) for which there exists a \(p \leq 4^k\) such that the \(p\)-adic valuation of \(z_m\) is different from that of \(z_n\), there is no admissible value of \(j\), and the double sum above is empty. Since \(z_m\) and \(z_n\) need to be different numbers, we can only get a non-vanishing contribution if there is a prime \(p > 4^k\) such that the \(p\)-adic valuation of \(z_m\) is different from the one of \(z_n\). In this case, we necessarily have \(\gcd(z_m, z_n) \leq \min(z_m, z_n)/4^k\). Thus we can estimate (27) by
\[
\ll \min \left( \frac{\psi(m)}{z_m}, \frac{\psi(n)}{z_n} \right) \frac{\min(z_m, z_n)}{4^k} \ll \frac{\sqrt{\psi(m) \psi(n)}}{\sqrt{z_m z_n} 4^k} \ll \frac{\sqrt{\psi(m) \psi(n)}}{4^k}.
\]
In combination with (26), that proves the lemma. \(\square\)

4.3. **Proof of Theorem 1.** upper bound independent of the size of \(a_N\). Assume that \(k\) is fixed and “large” (and, for simplicity of writing, that it is even). We decompose all numbers \(z_n\) in the form
\[
z_n = z_n^{\text{small}} \cdot z_n^{\text{large}}, \quad 2^{k/2} < n \leq 2^k,
\]
where \(z_n^{\text{small}}\) has only prime factors of size at most \(4^k\), and \(z_n^{\text{large}}\) only has prime factors of size larger than \(4^k\). Write
\[
\{b_1, \ldots, b_H\} = \{z_n^{\text{large}}, 2^{k/2} < n \leq 2^k\},
\]
for some appropriate $H$, where we assume that $b_1, \ldots, b_H$ are sorted in increasing order. Clearly $H \leq 2^k - 2^{k/2}$, but $H$ might actually be smaller since we could have $z_m^{\text{large}} = z_n^{\text{large}}$ for some $m \neq n$. For every $n \in (2^{k/2}, 2^k]$ we now define

$$y_n = \{z_n^{\text{small}}, p_H^{(k)}\},$$

where $h$ is the uniquely defined index for which $z_n^{\text{large}} = b_h$, and where $p_1^{(k)}$ denotes the smallest prime exceeding $4^k$, $p_2^{(k)}$ denotes the second-smallest prime exceeding $4^k$, and so on. Then for sufficiently large $k$ we have $p_H^{(k)} \leq k^2 4^k$ by a coarse application of the prime number theorem. The point in the construction of the numbers $(y_n)_{2^{k/2}<n<2^k}$ is that on the one hand in Lemma 3 we can replace $P(z_m, z_n)$ and $D(z_m, z_n)$ by $P(y_m, y_n)$ and $D(y_m, y_n)$ in the relevant situations, since the small prime factors of $z_m$ and of $z_n$ are the same as those of $y_m$ and $y_n$, respectively; see below for details. On the other hand we have

$$\prod_{p|y_n} \left(1 - \frac{1}{p}\right) \leq \prod_{p|z_n, p \leq 4^k} \left(1 - \frac{1}{p}\right) \leq \left(1 - \frac{1}{4^k}\right)^{-1} \prod_{p|y_n} \left(1 - \frac{1}{p}\right),$$

where we used that by construction the “small” prime factors of $z_n$ and $y_n$ coincide, and $y_n$ has one additional prime factor which exceeds $4^k$. Consequently

$$\frac{2\psi(n)\varphi(y_n)}{y_n} \leq \lambda(S_n^*) \leq \frac{2\psi(n)\varphi(y_n)}{y_n} \left(1 - \frac{1}{4^k}\right)^{-1}.$$

Thus we can control the size of the Euler totient function of $y_n$ (while we cannot control it for $z_n$, which might have many large prime factors). This will allow us a straightforward application of Lemma 6. By Lemma 3 we have

$$\lambda\left(\bigcup_{2^{k/2}<n<2^k} S_n^*\right) \geq \frac{\left(\sum_{2^{k/2}<n<2^k} \lambda(S_n^*)\right)^2}{\sum_{2^{k/2}<m, n<2^k} \lambda(S_m^* \cap S_n^*)}.$$

By Lemma 2 we have

$$\sum_{2^{k/2}<n<2^k} \lambda(S_n^*) \geq \sum_{2^{k/2}<n<2^k} \frac{1}{n \log 4^k} (1 + o(1)) \geq 0.14$$

for sufficiently large $k$. On the other hand we can assume without loss of generality that

$$\sum_{2^{k/2}<n<2^k} \lambda(S_n^*) \leq 0.99$$

(if the sum of measures is even larger, we can just delete some of the sets $S_n^*).$ Thus we can control the size of the numerator on the right-hand side of (24). To estimate the denominator of the right-hand side of (24), by Lemma 3 we have

$$\lambda(S_m^* \cap S_n^*) \ll \frac{\sqrt{\psi(m)\psi(n)}}{4^k} + P(z_m, z_n)\lambda(S_m^*)\lambda(S_n^*).$$
Trivially

\[
\sum_{2^{k/2} < m,n \leq 2^k} \frac{\sqrt{\psi(m)\psi(n)}}{4^k} \ll 1.
\]

Note that whenever \( z_m^{\text{large}} \neq z_n^{\text{large}} \), then we have \( \gcd(z_m, z_n) \leq 4^{-k} \min\{z_m, z_n\} \) and so

\[
D(z_m, z_n) = \frac{\max(z_m\psi(n), z_n\psi(m))}{\gcd(z_m, z_n)} \geq \frac{4^k \max(z_m, z_n)}{2^k \min(z_m, z_n)} \geq 2^k,
\]

so that in this case

\[
P(z_m, z_n) \ll \prod_{2^k \leq p \leq 4^k} \left( 1 + \frac{1}{p} \right) \ll 1.
\]

On the other hand, if \( z_m^{\text{large}} = z_n^{\text{large}} \) then it is easily seen that \( D(y_m, y_n) = D(z_m, z_n) \). In the next displayed formula, all sums are taken over \( m, n \) in the range \( 2^{k/2} < m, n \leq 2^k \).

Using (28) we can estimate

\[
\sum_{m,n} P(z_m, z_n)\lambda(S_m^*)\lambda(S_n^*) \ll \sum_{\substack{m,n, \quad z_m^{\text{large}} \neq z_n^{\text{large}}}} \lambda(S_m^*)\lambda(S_n^*) + \sum_{\substack{m,n, \quad z_m^{\text{large}} = z_n^{\text{large}}}} \lambda(S_m^*)\lambda(S_n^*) \prod_{p|(z_m^*, z_n^*) \leq D(z_m, z_n) < p \leq 4^k} \left( 1 + \frac{1}{p} \right)
\]

(34)

\[
\ll \sum_{m,n} \lambda(S_m^*)\lambda(S_n^*) + \sum_{m,n} \frac{\psi(m)\varphi(y_m)\psi(n)\varphi(y_n)}{y_m y_n} \prod_{\substack{p|(y_m, y_n) \leq D(y_m, y_n) < p \leq 4^k}} \left( 1 + \frac{1}{p} \right).
\]

We apply Lemma 6 with

\[
\eta(q) = \psi(q) \quad \text{for all } q \in \{y_n : 2^{k/2} < n \leq 2^k\}
\]

and \( \eta(q) = 0 \) otherwise, and with \( X \) and \( Y \) defined as the minimum and maximum, respectively, of the set \( \{y_n : 2^{k/2} < n \leq 2^k\} \). Then by (29), (30) and (31) we have

(35)

\[
\sum_{X \leq q \leq Y} \eta(q)\varphi(q) = \sum_{2^{k/2} < n \leq 2^k} \frac{\psi(n)\varphi(y_n)}{y_n} \in [1/16, 1/2]
\]

for sufficiently large \( k \). Thus an application of Lemma 6 gives (25). Translating (25) into our situation we obtain

\[
\sum_{2^{k/2} < m,n \leq 2^k} \frac{\psi(m)\varphi(y_m)\psi(n)\varphi(y_n)}{y_m y_n} \prod_{\substack{p|(y_m, y_n) \leq D(y_m, y_n) < p \leq 4^k}} \left( 1 + \frac{1}{p} \right)
\]

(36)

\[
\ll \sum_{t=0}^{k} \sum_{2^{k/2} < m,n \leq 2^k} \frac{\psi(m)\varphi(y_m)\psi(n)\varphi(y_n)}{y_m y_n} \prod_{\substack{p|(y_m, y_n) \leq D(y_m, y_n) < p \leq 4^k}} \left( 1 + \frac{1}{p} \right).
\]
by (35). Together with (32), (33) and (34) this implies

$$\sum_{2^{k/2} < m, n < 2^k} \lambda(S^*_m \cap S^*_n) \ll 1.$$ 

Thus by (29) and (30),

$$\lambda\left(\bigcup_{2^{k/2} < n < 2^k} S^*_n\right) \gg 1$$

for all sufficiently large $k$, where the implied constant is independent of $k$. Since $k$ can be chosen arbitrarily large, this implies

$$\lambda\left(\bigcap_{\ell=1}^\infty \left(\bigcup_{n=\ell}^\infty S^*_n\right)\right) > 0,$$

and since $S^*_n \subset S^*_n$, we clearly also have

$$\lambda\left(\bigcap_{\ell=1}^\infty \left(\bigcup_{n=\ell}^\infty S_n\right)\right) > 0.$$ 

Thus the measure of the limsup set is positive, which by Cassels’s zero-one law (Lemma 5) implies that it actually equals 1. In other words, almost all $\alpha \in [0, 1]$ are contained in infinitely many sets $S^*_n$. Thus for almost all $\alpha$ there are infinitely many $n$ such that

$$\|z_n \alpha\| \leq \frac{1}{2n + 1}.$$ 

This can be rephrased as saying that for almost all $\alpha$ there are infinitely many $m \neq n$ such that $m, n \leq N$ and

$$\| (a_m - a_n) \alpha \| \leq \frac{1}{2C_{N-1} + 1} \leq \frac{1}{C_N},$$
where for the last inequality we used the general estimate $2C_{N-1} + 1 \geq C_{N-1} + N - 1 \geq C_N$. This can finally be rewritten as

$$\delta_{\min}^\alpha (N) \leq \frac{1}{C_N} \quad \text{for infinitely many } N$$

for almost all $\alpha$, as desired.

### 4.4. Comments on the proof

In conclusion, we comment on the problems that arise with the methods used here when attempting to prove an upper bound that holds for all except finitely many $N$, rather than for infinitely many $N$. The key principle in the argument above (as in the proof of the Duffin–Schaeffer conjecture) is to establish quasi-independence on average, which allows one to conclude that the measure of the union set is positive and uniformly bounded away from zero. The step from positive measure to full measure is then taken with the help of the “abstract” zero-one law due to Cassels, which relies on ergodic phenomena. This zero-one law is perfectly suited for an “infinitely many $N$” result, but cannot be used to deduce an “all except finitely many $N$” result. To obtain a result of the latter form, we would need to directly establish that the measure of the union set is not only positive, but actually that the union set has (almost) full measure. Thus instead of “quasi-independence on average”, where we are allowed to lose constant (uniformly bounded) factors, we would need to establish “independence on average” with the correct exact asymptotics instead of the loss of constant factors. This might in principle be doable, but would require establishing suitably adapted versions of all the key tools used during the proof, and in particular would require an adaptation of Lemma 6 and its long and difficult proof. In the next section, we explain how to modify Rudnick’s $L^2$ approach from [34] to obtain such a result with a weaker upper bound than we expect to be true.

### 5. Proof of Theorem 2

Following Rudnick [34] we define, for $N \in \mathbb{Z}_{\geq 1}$, $M > 0$ and $\alpha \in [0, 1]$,

$$D(N, M)(\alpha) = \sum_{n=1}^{C_N} \chi_{[-\frac{1}{2M}, \frac{1}{2M}]}(\alpha z_n),$$

where $z_1, \ldots, z_{C_N}$ are the differences in $A_N - A_N$. Expanding the characteristic function into a Fourier series, we readily obtain that the expected value of $D(N, M)$ is given by

$$\int_0^1 D(N, M)(\alpha) d\alpha = \frac{C_N}{M}.$$

For the variance, similar arguments as in Rudnick’s proof of [34, Proposition 3] yield

$$\text{Var}(D(N, M)) \ll \frac{1}{M} \sum_{m,n \leq C_N} \frac{\gcd(z_m, z_n)}{\sqrt{z_m z_n}}.$$

Thanks to the bounds on GCD sums recalled in Section 4.1, we obtain that for every $\varepsilon > 0$,

$$\text{Var}(D(N, M)) \ll \frac{C_N}{M} N^{\varepsilon}$$
(where as in Rudnick’s paper that \( N^\varepsilon \) can be made more precise).

It now follows from the standard argument via Chebyshev’s inequality and the Borel–Cantelli lemma (see also [34, Corollary 5 and its proof] for details) that we may take \( M \) up to \( \approx C N^{\varepsilon} \) along with the observation (see also [34, Corollary 6 and its proof]) that this almost surely produces a gap of size at most \( \frac{1}{2M} \approx \frac{N^\varepsilon}{C N} \), which implies our claim.

6. Proof of Theorem 4

We note that in this specific case we have \( C_N \approx N \log N \), where the symbol \( \asymp \) means that \( \ll \) as well as \( \gg \) hold. The upper bound \( C_N \ll N \log N \) is clear from the prime number theorem, while the lower bound \( C_N \gg N \log N \) follows for instance from \( E_N \ll N^3 / \log N \) (see for example [27, Lemma 4]) together with (4). The “convergence” part of Theorem 4 is immediate from the cardinality estimate of the difference set and the first Borel–Cantelli lemma. For the “divergence” part, we argue as follows. We can construct a sequence \((z_n)_{n \geq 1}\) of distinct integers, such that for all \( N \) we have
\[
\{ z_n : 1 \leq n \leq C_N \} \subset (A_N - A_N)^+,\n\]
such that we also have \( z_n \gg n \), and such that \((z_n)_{n \geq 1}\) is strictly increasing. All of those properties are made possible by \( C_N \asymp N \log N \), which implies that the difference set \((A_N - A_N)^+\) has a relative density within the maximal possible set \((\{1, \ldots, p_N\} - \{1, \ldots, p_N\})^+\) which is uniformly bounded away from zero.

Thus we have a sequence of “admissible” differences \((z_n)_{n \geq 1}\) which has positive lower density within \( N \). Morally speaking, this allows us to further restrict to a sub-sequence for which the Euler totient function is uniformly bounded, and thus avoid any loss in the application of the reduction to the co-prime (Duffin–Schaeffer) setup. More formally, we fix a small constant \( \varepsilon > 0 \), and for \( m \geq 1 \) we define
\[
\eta^*(m) = \begin{cases} \varepsilon \eta(m) & \text{if } m \in (z_n)_{n \geq 1}, \\ 0 & \text{otherwise}, \end{cases}
\]
where \( \eta \) comes from the assumptions of the theorem. Then by construction \( \eta^*(m) \) is non-increasing on a set of positive lower asymptotic density. We apply [26, Corollary 3] (a result called the Duffin–Schaeffer theorem) and conclude that for almost all \( \alpha \) there are infinitely many solutions \( m \) of \( \|ma\| \leq \eta^*(m) \). Restating the conclusion in terms of our original sequence, this means that for almost all \( \alpha \) there are infinitely many \( N \) together with \( m, n \leq N \) such that
\[
\|(a_m - a_n)\alpha\| \leq \varepsilon \eta(C_N).
\]
The assumptions on \( \eta \) together with \( C_N \gg N \log N \) ensure that \( \eta(C_N) \ll \eta(N \log N) \), so that finally (by choosing \( \varepsilon \) sufficiently small) we can conclude that for almost all \( \alpha \) there are infinitely many solutions to
\[
\|(a_m - a_n)\alpha\| \leq \eta(N \log N),
\]
as claimed.
Remark. We note that for this particular example one easily obtains a result of the “for all except finitely many \( N \)” type that is not far from the conjecturally optimal upper bound \( 7 \). Indeed, the fact that \( C_N \) grows very slowly means that the trivial bound \( \delta_{\min}(N) \leq 1/N \) (which holds for all \( \alpha \) and all \( N \)) is only a \( \log N \) factor away from \( 7 \). Since for this example the difference set is particularly dense (a subset of \( \mathbb{N} \) of positive density), it is quite possible that methods from metric Diophantine approximation such as those of Schmidt \( 10 \) can be adapted to give even stronger results. However, we have not found a result in the literature which could be directly applied to the problem discussed in this section.

7. Proof of Theorem 5

Since the proof follows the same path as the proof of Theorem 1, we only sketch the differences. The main new ingredient is the observation that the difference set of an initial segment of the squares is very closely related to the set of integers arising from the Erdős multiplication table problem. Indeed, assume that \( q = ab \) where \( a, b \leq N \) and \( a, b \) are of the same parity, then setting \( m = \frac{a+b}{2} \) and \( n = \frac{a-b}{2} \) we have \( q = (m-n)(m+n) = m^2 - n^2 \) where \( m, n \leq N \). It is easy to see that this process can be reversed, and any such difference of squares gives rise to a product of two numbers \( a, b \) of the same parity. Consequently it follows from Ford’s asymptotic results on the multiplication table problem \( 20 \) Corollary 3] that for \( a_n = n^2, \ n \geq 1 \), we have

\[
C_N \asymp N^2 (\log N)^{-c} (\log_2 N)^{-3/2}.
\]

The lower bound in (37) follows from a restriction to the elements of the multiplication table \((2a)(2b)\) with \( a, b \leq N/2 \). The lower bound in Theorem 5 then follows, as usual, from this estimate for the cardinality of the difference set together with the first Borel–Cantelli lemma.

For the upper bound of Theorem 5 we define the sets \( S_{n_{\text{coprime}}} \) as in \( 20 \) and apply the Koukoulopoulos–Maynard theorem with

\[
\psi(n) = \frac{1}{n \log n \log_2 n}.
\]

Then for almost all \( \alpha \) we have

\[ \|z_n \alpha\| \leq \psi(n) \quad \text{for infinitely many } n \]

as long as we can ensure that

\[ \sum_n \lambda(S_{n_{\text{coprime}}}) = \infty. \]

Recall that \( \lambda(S_{n_{\text{coprime}}}) = \lambda(S_n)\varphi(z_n)/z_n \). The divergence of the series follows from the following simple estimate

\[
\sum_{n \leq N} \frac{1}{n \log n \log_2 n} \frac{\varphi(z_n)}{z_n} \gg \sum_{n \leq N} \frac{1}{n \log n \log_2 n \log_3 n}.
\]
For the proof of (38) we will utilize (37) which implies that the difference set of an initial segment of the squares has a relatively large density within the maximal possible set. A lemma due to Koukoulopoulos and Maynard [28, Lemma 7.3] states that for all \( x, t \geq 1 \), we have
\[
\# \left\{ n \leq x : \sum_{p \mid n, p \geq t} \frac{1}{p} \geq 1 \right\} \ll xe^{-t},
\]
where the implied constant is absolute. Choosing \( t = 2 \log_2 N \) and noting that \( \prod_{p \leq \log_2 N} (1 - 1/p) \leq (1 + o(1))e^{-\gamma} \log_3 N \) by Mertens’s third theorem, we deduce that
\[
\# \left\{ n \leq N : \varphi(n)/n \leq 2/\log_3 n \right\} \ll \frac{N}{(\log N)^2},
\]
from which (38) follows. Altogether, this implies that for almost all \( \alpha \) we have
\[
\delta_{\min}^\alpha(N) \leq \frac{(\log N)^{c-1}(\log_2 N)^{1/2}}{N^2}
\]
for infinitely many \( N \).

Remarks.

(i) We note that a similar proof is possible if \( a_n = n^2 \) is replaced by \( a_n = an^2 + bn + c \) for some fixed integers \( a, b, c \). The lower bound follows again directly from Ford’s results and the first Borel–Cantelli lemma. For the upper bound, one would need a variant of Ford’s results under certain (fixed) congruence restrictions (generalizing the parity considerations in the argument above). Such a restricted version of the multiplication table problem is not explicitly addressed in Ford’s paper, but can probably be obtained by a simple modification of his methods.

(ii) We also note that the same fact which gave us good control of the factor coming from the Euler totient function (namely that the difference set is relatively dense within its maximal possible range) also allows us a good control of the GCD sum, and thus better error terms in the \( L^2 \) method which leads to a result of “for all except finitely many \( N \)” type. To be more specific, it is known that
\[
\sum_{m,n=1}^{N} \frac{\gcd(m,n)}{\sqrt{m,n}} \ll N \log N.
\]
This follows for example from [9, Theorem 4.4] together with a form of the Cauchy–Schwarz inequality (cf. also [42]). Note that this is much better than the worst-case upper bound for a GCD sum for a general set of cardinality \( N \), as described in Section 4.1 above and used in Section 5. Plugging that estimate for the GCD sum into the argument outlined in Section 5 one obtains that for almost all \( \alpha \),
\[
\delta_{\min}^\alpha(N) \leq \frac{(\log N)^{2+c+\varepsilon}}{C_N}
\]
for all except finitely many \( N \), or, formulated in terms of \( N \) rather than \( C_N \),
\[
\delta_{\min}^\alpha(N) \leq \frac{(\log N)^{2+2c+\varepsilon}}{N^2}
\]
for all except finitely many \( N \).
This is better than Regavim's bound \((\log N)^{4+\varepsilon}/N^2\) in \([33]\), but misses the conjecturally optimal bound \((7)\) by a factor of \((\log N)^{2+c}\). The factor \((\log N)^{2+c}\) could probably be reduced with a bit more effort rather than using \((39)\) right away. However there is a limitation to the possible improvements in \([33]\) as shown in \([14\text{, Theorem 1.1}]\). To conclude, some further ideas would be necessary to reach \((7)\).

8. Proof of Theorem 6

We begin with the first conclusion of Theorem 6, that is, with equation \((11)\). We follow \([7\text{, Proof of Theorem 1.3}]\). We restrict ourselves to \(\alpha \in [1, 2]\); for other intervals of length 1 the proof works in exactly the same way. Let \(N\) be given, and write \(X = X(N)\). We define

\[S_{X,N} = \left\{ \alpha \in [1, 2] : \delta^{(\alpha)}_{\min}(N) < 1/X \right\}\]

and

\[S_{X}^{(q)} = [1, 2] \cap \bigcup_{\frac{n,n'}{q} \leq \sqrt{N}} \left( \frac{n^2 - n'^2}{q} - \frac{1}{qX}, \frac{n^2 - n'^2}{q} + \frac{1}{qX} \right) .\]

We will require a result due to Ford which is more general than the “multiplication table” asymptotics which were mentioned in the previous section, and can only be stated (in a special case) after introducing some further notation. Let \(y < z\), and let \(H(x, y, z)\) be the number of positive integers of size at most \(x\) which have at least one divisor in the range \((y, z]\). Let \(u = u(y, z)\) be defined by \(z = y^{1+u}\). Then by \([20\text{, Theorem 1 (v)}]\), for all sufficiently large \(x, y, z\) such that \(y \leq \sqrt{x}\) and \(2y \leq z \leq y^2\), we have

\[(40) \quad \frac{H(x, y, z)}{x} \asymp u^{c}(\log 2/u)^{-3/2},\]

where \(c = 1 - (1 + \log_2 2)/(\log 2)\). We first use \([40]\) to give an upper bound for the measure of \(S_{X}^{(q)}\). We consider only those values of \(q\) in the range \([1, N]\) which can be written in the form \(q = m^2 - m'^2 = (m + m')(m - m')\) with \(m + m' \leq \sqrt{N}\). If \(q \leq N/\log N\), then we can use the trivial estimate

\[(41) \quad \lambda \left( S_{X}^{(q)} \right) \leq \frac{2}{X} .\]

Now assume that \(q \in (N/\log N, N]\). We split the full range \((N/\log N, N]\) into dyadic intervals \((2^r, 2^{r+1}].\) Clearly at most \(\log_2 N\) values of \(r\) are necessary to do so. Assume that \(q \in (2^r, 2^{r+1}].\) We want to estimate the number of integers in the range \((q, 2q]\) which can be written in the form \(n^2 - n'^2 = (n + n')(n - n')\) such that \(\sqrt{2^r} \leq n + n' \leq 2N\). The number of such integers is bounded above by \(H(2^{r+2}, \sqrt{2^r}, 2\sqrt{N})\), with \(H\) as defined above. We can easily verify that the assumptions made before the statement of \([40]\) are satisfied. We have

\[2\sqrt{N} = (\sqrt{2^r})^{1+u}, \quad \text{which implies} \quad u = \frac{\log(4N/2^r)}{\log 2^r} \ll \frac{\log_2 N}{\log N} ,\]
where we used that $N/2^r \ll \log N$. Thus by (40) the number of such integers is bounded above by

$$H(2^{r+2}, \sqrt{2^r}, 2\sqrt{N}) \ll 2^r \left( \frac{\log_2 N}{\log_2 N} \right)^c \left( \frac{1}{\log_2 N} \right)^{3/2} \ll 2^r (\log N)^{-c} (\log_2 N)^{c-3/2},$$

and so

$$\lambda(S_X^{(q)}) \ll \frac{2^r (\log_2 N)^{c-3/2}}{qX(\log N)^c} \ll \frac{(\log_2 N)^{c-3/2}}{X(\log N)^c}$$

since we assumed that $q \in (2^r, 2^{r+1}]$.

We only need to consider $S_X^{(q)}$ for values of $q$ which can be written in the form $q = m^2 - m'^2 = (m + m')(m - m')$ with $m + m' \leq 2\sqrt{N}$. Thus we again invoke Ford’s estimate (this time in the classical “multiplication table” setup), by which the number of such values of $q$ is bounded above by $\ll N(\log N)^{-c} (\log_2 N)^{c-3/2}$. We have

$$S_{X,N} \subset \bigcup_{q = m^2 - m'^2} S_X^{(q)},$$

where the union is over all $q = m^2 - m'^2$ for which $m + m' \leq 2\sqrt{N}$. In the next displayed formula we understand that all summations are only taken over integers $q \leq N$ which admit a representation $q = m^2 - m'^2$ as described above. Then by (11) and (12), we have

$$\lambda(S_{X,N}) \ll \sum_q \lambda(S_X^{(q)})$$

$$\ll \sum_{q \leq N/\log N} \lambda(S_X^{(q)}) + \sum_{N/\log N < q \leq N} \lambda(S_X^{(q)})$$

$$\ll \frac{N}{\log N} + \frac{N}{(\log N)^c (\log_2 N)^{3/2}} \frac{X(\log N)^c}{X(\log N)^c}$$

$$\ll \frac{N}{X(\log N)^{2c} (\log_2 N)^{3-c}}.$$

Setting $X = X(N) = N(\log N)^{1-2c} (\log_2 N)^{c-2+\varepsilon}$, we have

$$\lambda(S_{X,N}) \ll (\log N)^{-1} (\log_2 N)^{-1-\varepsilon}.$$

Thus, letting $N$ run along the sequence $2^w$ of powers of 2, we have

$$\sum_{w=1}^{\infty} \lambda(S_{X,2^w}) < \infty,$$

which implies by the Borel–Cantelli lemma that almost surely only finitely many events $S_{X,2^w}$ happen. In other words, for almost all $\alpha$

$$\delta_{\min}^{(\alpha)}(2^w) > 1/(2^w (\log 2^w)^{1-2c} (\log_2 2^w)^{c-2+\varepsilon})$$
for all sufficiently large $w$. Clearly $\delta_{\min}^{(\alpha)}(N) \geq \delta_{\min}^{(\alpha)}(2w)$ for all $N \in [2^{w-1}, 2^w]$. Also, $N(\log N)^{1-2c}(\log 2 N)^{-2+\varepsilon} \geq \frac{2^w}{3}\frac{(\log 2 w)^{1-2c}(\log 2 w)^{-2+\varepsilon}}{\log N}$ for all $N \in [2^{w-1}, 2^w]$ for sufficiently large $w$. Thus for almost all $\alpha$

$$\delta_{\min}^{(\alpha)}(N) \geq \frac{(\log N)^{2c}(\log 2 N)^{2-2c-\varepsilon}}{3N\log N}$$

for all $N \geq N_0(\alpha)$, which proves (11) in a slightly stronger form (note that the exponent of the $\log 2 N$ term is positive).

Equation (12) can be established along similar lines. We choose $X(N) = \frac{N(\log 2 N)^{2-2c-\varepsilon}}{(\log N)^{2c}}$. Then by (11) and (12)

$$\lambda(S_{X,N}) \ll \frac{N}{\log N} \frac{1}{X} + \frac{N}{X(\log N)^{2c}(\log 2 N)^{3-2c-\varepsilon}} \ll \frac{1}{(\log 2 N)^c},$$

so that $\lambda(S_{X,N}) \to 0$ as $N \to \infty$. Now let

$$S := \left\{ \alpha \in [1, 2] : \delta_{\min}^{(\alpha)}(N) \leq \frac{(\log N)^{2c}(\log 2 N)^{3-2c-\varepsilon}}{N} \text{ for all sufficiently large } N \right\}.$$

Clearly

$$S = \lim \inf_{N \to \infty} S_{X(N),N}$$

and thus $\lambda(S) = 0$. This proves (12), again in a slightly stronger form.

**Remark.** Finally, we note why (13) and (14) are more difficult to establish. As usual in metric number theory, the “divergence” part based on an application of the second Borel–Cantelli lemma is much more delicate, as it requires some kind of stochastic independence. In contrast to the setup of Theorem 1 in Theorem 6 we are dealing with metric Diophantine approximation where both the numerators and denominators are restricted to coming from a special set. More precisely, we are essentially dealing with the sets

$$S_{X}^{(q)} = [1, 2] \cap \bigcup_{\alpha \in \mathcal{M}} \left( \frac{a}{q} - \frac{1}{qX}, \frac{a}{q} + \frac{1}{qX} \right),$$

where $a$ and $q$ are both restricted to the set $\mathcal{M} = \mathcal{M}(N)$ of integers appearing in the appropriate multiplication table. As we saw in the proof of Lemma 3 to handle the overlaps

$$S_{X}^{(q)} \cap S_{X}^{(r)},$$

one is led to counting the number of solutions of a Diophantine inequality

$$\left| \frac{a}{q} - \frac{b}{r} \right| \leq \frac{\Delta(q, r)}{\text{lcm}(q, r)}$$

for some appropriate $\Delta(q, r)$, which is defined by analogy with (21), under the extra requirement that only solutions $a, b \in \mathcal{M}$ are counted. If the fine arithmetic structure of the set $\mathcal{M}$ is sufficiently “random”, then one would expect that the number of solutions $(a, b)$ of the equation above has a scaling factor $|\mathcal{M}|^2/N^2$ which reflects the relative density.
that arises from the requirement that \( a, b \in \mathcal{M} \). If one could establish the fact that the number of solutions (subject to \( a, b \in \mathcal{M} \)) exhibits the correct scaling (on average, when summing over \( q \) and \( r \)), then this would allow to deduce (13). We do not see any reason why the particular set \( \mathcal{M} \), arising from the multiplication table problem, should not yield the desired scaling factor, but we have not been able to prove anything in this direction. The estimate (14) seems to be even more delicate, as it does not seem that controlling the pairwise overlaps is sufficient to obtain such a result, but rather the overlaps between more than two sets would need to be controlled. We note in conclusion that there do exist results on metric Diophantine approximation with two restricted variables, most prominently in the work of Harman [22, 23, 24, 25]. However, his results are not applicable in this setup. His general results require the admissible set of numerators to have positive upper density (which we do not have in our setting). He also has results without such a density hypothesis, for example for the case when the numerators are restricted to being primes [24], but those rely on deep arithmetic properties of the particular set of admissible numerators, and cannot (as far as we can see) be adapted to our setting.
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