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Abstract—In this paper, we consider the compressed video background subtraction problem that separates the background and foreground of a video from its compressed measurements. The background of a video usually lies in a low dimensional space and the foreground is usually sparse. More importantly, each video frame is a natural image that has textural patterns. By exploiting these properties, we develop a message passing algorithm termed offline denoising-based turbo message passing (DTMP). We show that these structural properties can be efficiently handled by the existing denoising techniques under the turbo message passing framework. We further extend the DTMP algorithm to the online scenario where the video data is collected in an online manner. The extension is based on the similarity/continuity between adjacent video frames. We adopt the optical flow method to refine the estimation of the foreground. We also adopt the sliding window based background estimation to reduce complexity. By exploiting the Gaussianity of messages, we develop the state evolution to characterize the per-iteration performance of offline and online DTMP. Comparing to the existing algorithms, DTMP can work at much lower compression rates, and can subtract the background successfully with a lower mean squared error and better visual quality for both offline and online compressed video background subtraction.

Index Terms—Background subtraction, compressive measurement, message passing, turbo principle.

I. INTRODUCTION

Video background subtraction (VBS) is important for many applications including video surveillance, object detection, visual hull computation, human-machine interaction, background substitution, gesture recognition, etc. [1], [2]. Many approaches have been proposed for VBS. Traditional simple approaches in [3], [4], [5] use average, median or histogram analysis over time to represent the video background. Statistical approaches use single Gaussian [6], Mixture of Gaussian [7], Kernel density methods [8], and principal component analysis [9], [10] to represent background. In [11], [12], [13], [14] fuzzy background modeling is introduced that models the background using fuzzy running average [11], type-2 fuzzy mixture of Gaussian [12], Sugeno integral [13] or Choquet integral [14]. Recently, deep learning based approaches have been extensive studied [15]. These learning-based approaches achieve good performance when dataset is large. Among the existing approaches robust principal component analysis (RPCA) [16], [17], [18], [10] provides a robust model for separating video background and foreground. A video modeled as a data matrix can be decomposed as an addition of two component matrices, namely the background and the foreground. The background is modeled by a low-rank subspace since the background is usually static or changes slowly over time, while the moving foreground is modeled as a sparse matrix. Besides, the enormous success of information retrieval methods such as compressive sensing [19] and low-rank matrix completion [20] shows that structured data can be recovered from highly incomplete measurements. This inspires us to study the compressed VBS problem, i.e., to separate the background and the foreground of a video based on its compressed measurements.

The compressed VBS problem can be formulated as a compressed RPCA problem. As a generalization of the RPCA problem, compressed RPCA [21] aims to recover a low-rank matrix and a sparse matrix from the compressed measurements of their sum. Several algorithms for compressed RPCA have been proposed recently [21], [22], [23], [24]. In [21], a variant of the principal component pursuit (PCP) method is proposed for noiseless compressed RPCA. In [22], a greedy algorithm is proposed to iteratively estimate the low-rank component and the sparse component. In [23], a stable PCP method is proposed to handle the measurement noise. In [24] a message passing based algorithm is proposed to achieve low-complexity recovery with fewer measurements.

For real applications, video data are mostly delivered in the form of video streams. This leads to a more challenging problem of online compressed VBS, i.e., to separate the background and the foreground of a video whenever a compressed data frame arrives. In [25], the authors proposed an online algorithm by taking the similarities of the foreground frames into consideration. In [26], the authors proposed an online algorithm that leverages the information from the previously separated foreground frames by using optical flow.

In the above mentioned approaches, the compressed VBS problem is formulated as an optimization problem to induce the low-rankness of the background by using the nuclear norm and the sparsity of the foreground by using the $l_1$-norm. However, besides low-rankness and sparsity, video frames possess far richer local and global structural properties (such as textures, edges, etc.) since each frame is a natural image. These image structures, if not appropriately exploited, may cause significant performance loss in solving the compressed VBS problem.

In this paper, we incorporate the image structural information into the formulation of the offline and online compressed VBS problems. We first design a message passing based algorithm termed offline denoising based turbo message passing (DTMP) for the offline compressed VBS problem. More specifically, we establish a probability model for the offline compressed VBS problem by considering the image structure information in addition to the low-rankness of the background and the sparsity of the foreground. Based on that, we develop...
a factor graph representation of the offline compressed VBS problem, and design the message passing algorithm by basically following the sum-product rule. To reduce computational complexity, appropriate approximations are introduced based on the turbo message passing principle [27]. We further extend the DTMP algorithm to the online scenario. We use the sliding-window based background estimation to reduce the computation complexity, and exploit the continuity of the foreground frames by using the optical flow method. We characterize the performance of both the offline and online DTMP algorithms using two scalar functions termed state evolution. Simulation on real video datasets demonstrates that the offline and online DTMP achieve significant performance gains compared to their counterparts in both terms of visual quality and normalized mean-square error.

In our prior work [24], we proposed to solve the compressed RPCA problem by using the turbo message passing (TMP) framework, where low-rank and sparsity denoisers are adopted for the estimation of the low-rank background matrix and the sparse foreground matrix. The TMP algorithm can be applied to the offline compressed VBS problem. Compared with [24], the work in this paper has the following novelties and contributions.

- We introduce appropriate approximations to the joint probability density function by taking into account the sparsity of the foreground, the low-rankness of the background, and more importantly the image structural information, based on which a factor graph of the offline compressed VBS problem is constructed.
- Based on the factor graph, we develop the offline DTMP algorithm by using the sum-product rule and Gaussian message approximations. Compared to the TMP algorithm in [24], the main difference of the DTMP algorithm is the inclusion of an image denoiser to handle the image structural information. To ensure good performance, we carefully design the input of the image denoiser (by dropping a non-Gaussian input component), based on which the extrinsic denoising principle developed in [27] can be applied.
- We further consider the online scenario and develop the online DTMP algorithm. In specific, we employ a sliding-window based background estimation approach to reduce the computation complexity, and exploit the continuity of the foreground frames by using the optical flow method.
- We characterize the behavior of both the offline and online DTMP algorithms by using the state evolution. We show that the performances of the DTMP algorithms can be accurately predicted by the state evolution.

The remainder of this paper is organized as follows. In Section II, we introduce the related works of this paper briefly. In Section III, we present the offline VBS problem, establish the offline DTMP algorithm based on message passing, and analyze the complexity of the offline DTMP algorithm. In Section IV, we present the online VBS problem, establish the online DTMP algorithm, and analyze its complexity. In Section V, we develop the state evolution analysis for both the offline and online DTMP algorithms. In Section VI, we present the numerical results of the state evolution of the offline and online DTMP algorithms and compare the performance of the algorithms with their counterparts in different video datasets. In Section VII we conclude the paper.

In this paper, we use bold capital letters to denote matrices and use bold lowercase letters to denote vectors. Denote by $X^T$, rank($X$), and $\text{Tr}(X)$ the transpose, the rank, and the trace of matrix $X$, respectively. Denote by $X_{i,j}$ the $(i,j)$-th entry of matrix $X$, and by $\text{vec}(X)$ the vector obtained by sequentially stacking the columns of $X$. Denote by $A$ a linear operator, and by $A^T$ its adjoint linear operator. The inner product of two matrices is defined by $\langle X, Y \rangle = \text{Tr}(XY^T)$. $I$ denotes the identity matrix with an appropriate size. $\|X\|_F$ denotes the Frobenius norm of matrix $X$ and $\|x\|_2$ denotes the $l_2$ norm of vector $x$.

II. RELATED WORK

A large amount of work in the field of video background subtraction has been published in the literature. In this section, we give a brief review of the developments in this field from three aspects.

A. Video Background Subtraction Methods

Background subtraction methods can be mainly classified into the following categories:

- **Conventional background subtraction methods** use the average [3], or the median [4], or the histogram over time [5] to represent the video background. These methods can be easily implemented. However, modeling background with a single image requires a fixed background without noise and artifacts, which makes the performance of these methods not robust to real applications.

- **Statistical background subtraction methods** basically model the background pixels by using a probability density function (PDF) and learn the PDF from the video frames. The single-Gaussian method [6] assumes that the intensity values of a pixel over time can be modeled by a single Gaussian distribution. To handle dynamic backgrounds, a mixture-of-Gaussian method [7] is proposed. However, a fast varying background cannot be modeled accurately by a few Gaussians. To solve this problem, the kernel density estimation (KDE) method [8] was proposed. The KDE method is time-consuming which limits its application. Recently, principal component analysis based subspace learning [9], [10] are widely used to construct a background model and RPCA based methods [16], [17], [18], [19] provide a robust model for video background and foreground separation. Other methods such as support vector based methods, and subspace learning methods also fall into this category.

- **Fuzzy background subtraction methods** use fuzzy running average [11] or type-2 fuzzy mixture of Gaussian [12] to model the video background. The forground is detected using the Sugeno integral [13] or Choquet integral [14].

- **Neural network background subtraction methods** model the background as the weights of a neural network
which can be trained by using training video frames. The network is trained to classify each pixel of the input frame as background or foreground [15]. In [28], a neural network which forms an unsupervised Bayesian classifier for background modeling and foreground detection is proposed. In [29], a multivalued discrete neural network is used to detect and correct the deficiencies and errors of the Mixture of Gaussian algorithm. In [30], an unsupervised competitive neural network to represent the background is constructed based on adaptive neighborhoods.

- **Clustering based background subtraction methods** suppose that pixels in the input frame can be represented by clusters. The K-means based method [31], the codebook based method [32] and the sequential clustering method [33] belongs to this category.

Interested readers may refer to [33], [34] for a more detailed review of the video background subtraction methods.

### B. Compressed Video Background Subtraction Methods

In this paper, we consider the compressed video background subtraction problem. Several compressive RPCA methods have been proposed in [31], [22], [36], [37], [23], [38], [39], [25], [41], [24]. In [31], a variant of the PCP method is proposed for noiseless compressed RPCA. In [22], a greedy algorithm is proposed to iteratively estimate the low-rank component and the sparse component. In [36], an improvement of Sparsity is introduced to incorporate the extracted prior knowledge of the sparse component (foreground) and applied the method to surveillance video reconstruction. In [37], an efficient algorithm is proposed to solve the compressed video background subtraction problem. The algorithm first solves the single-frame compressed sensing problem and then initialize the low-rank background based on a few recovered frames. After that, the background and the foreground are separated in a “frame-by-frame” fashion. In [23], a stable PCP method is proposed to handle the measurement noise. In [38], an online compressed RPCA method is proposed to reduce the memory cost. In [39], a decomposition method is proposed to solve an n-l1 cluster-weighted minimization problem to decompose a sequence of frames into sparse and low-rank matrices. In [25], the structure of the foreground is considered to further reduce the number of measurements. In [41], based on the method in [39], the optical flow is further introduced to estimate motions between foreground frames. In [24], a message passing based algorithm is proposed to achieve low-complexity recovery with fewer measurements.

### C. Message Passing Based Video Background Subtraction Methods

Message passing based algorithms have been widely used in many areas including compressed sensing [43], and low-rank matrix recovery [44]. Recently, the message passing approach has been extended for solving the compressed RPCA problem. In [44], the authors extended the generalized approximate message passing (GAMP) algorithm for solving the RPCA problem via matrix factorization, with the resulting algorithm termed bilinear GAMP (BiG-AMP). In [46], as an extension of BiG-AMP, the authors developed an algorithm termed parametric BiG-AMP (P-BiG-AMP) to solve problems including compressed RPCA. In our previous work [24], we proposed a turbo-type message passing (TMP) framework for the compressed RPCA problem. Low-rank and sparsity denoisers are adopted for the estimation of the low-rank background matrix and the sparse foreground matrix. The TMP algorithm can be applied to the offline compressed VBS problem considered in this paper, and will be used as a baseline for comparison.

### III. Offline Denoising-Based Turbo Message Passing

#### A. Problem Formulation

Consider a video with a sequence of frames. Let w and h be the width and the height of a video frame, respectively. Each frame of a video can be represented by a vector of length \( n_1 = hw \). Denote by \( x_{i} \in \mathbb{R}^{n_1 \times 1} \) the i-th frame of the video, by \( s_{i} \) the foreground of the i-th frame, and by \( l_{i} \) the background of the i-th frame. Denote by \( n_2 \) the total number of frames. Let \( X = [x_1, x_2, \ldots, x_{n_2}] = L + S \in \mathbb{R}^{n_1 \times n_2} \) be the video matrix, where \( L = [l_1, l_2, \ldots, l_{n_2}] \) is the background matrix, and \( S = [s_1, s_2, \ldots, s_{n_2}] \) is the foreground matrix.

A linear measurement vector of the video is given by

\[
y = A(X) + n = A(L + S) + n\]

where \( n \in \mathbb{R}^{m \times 1} \) is an independent Gaussian measurement noise with zero mean and covariance matrix \( \sigma^2 I \), and \( A : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^{m \times 1} \) is a linear measurement operator. Then, the offline compressed VBS problem is defined as to recover the foreground component \( S \) and the background component \( L \) from the noisy observation \( y \). Here, “offline” means that the foreground and background separation is carried out after collecting all the \( n_2 \) frames of the video.

Existing RPCA based approaches to solving the offline compressed VBS problem mostly exploit the following two properties of the video background and foreground: The background vectors \( \{l_i\}_{i=1}^{n_2} \) reside in a low dimensional subspace of \( \mathbb{R}^{n_2} \), i.e., \( L \) is a low-rank matrix; and the foreground vectors \( \{s_i\}_{i=1}^{n_2} \) are sparse, i.e. \( S \) is a sparse matrix. However, these approaches do not take into account the fact that each frame \( x_i \) is a natural image. The textural features of \( x_i \) as an image can be exploited to enhance compressed VBS problem. In what follows, we aim to develop a novel message-passing algorithm for solving the compressed VBS problem by incorporating the textural features of each \( x_i \) as an image.

To start with, suppose that the prior distribution of the low-rank component \( L \) is \( p(L) \) and that the prior distribution of the sparse component \( S \) is \( p(S) \). Then, the joint probability density of \( y, X, L, S \) is given by

\[
p(y, X, L, S) = p(y|X)p(X|L, S)p(L)p(S),
\]

where \( L \) and \( S \) are assumed to be independent of each other. Then the offline compressed VBS problem can be expressed as a statistical inference problem:

\[
\hat{L} = E[L|y] \quad \text{and} \quad \hat{S} = E[S|y].
\]
However, the conditional expectations in (3) are difficult to calculate since the prior distributions \(p(L)\) and \(p(S)\) are usually unavailable for real-world images and videos. Even if \(p(L)\) and \(p(S)\) are available, the evaluation of these conditional means is still computationally infeasible since high-dimensional integrals are involved. Message passing is a powerful low-complexity tool to provide near-optimal statistical inference. As inspired by the recent successful development of message passing algorithms for structured signal reconstruction problems [48], [49], we propose a message-passing based solution in the following subsections.

B. Factor Graph Representation

We first describe the factor graph representation of \(p(y,X,L,S)\) based on which the message passing algorithm is developed. The factorization of \(p(y,X,L,S)\) in (2) cannot be used directly since the prior distributions \(p(L)\) and \(p(S)\) are difficult to acquire for real-world images and videos. To avoid this difficulty, we replace \(p(L)\) and \(p(S)\) by three separable constraints, namely, \(f_L(L)\) for \(L\) being low-rank, \(f_S(S)\) for \(S\) being sparse, and \(f_X(X)\) for \(X\) being a collection of natural images. Then, by noting \(p(y|X) = N(y; A(X), \sigma^2 I)\) and \(p(X|L,S) = \delta(X - L - S)\), we approximate the joint distribution of \(y\), \(X\), \(L\), and \(S\) in (2) as

\[
p(y,X,L,S) \approx N(y; A(X), \sigma^2 I)\delta(X - L - S) \times f_X(X) f_L(L) f_S(S)
\]

where \(\delta(\cdot)\) is the Dirac delta function. Note that the explicit expressions of \(f_L(L)\), \(f_S(S)\), and \(f_X(X)\) are not available in practice. We will discuss how to approximately evaluate the messages involving \(f_L(L)\), \(f_S(S)\), and \(f_X(X)\) in the next subsection.

Based on the factorization (4), we construct the factor graph in Fig. 1 where each blank circle represents a variable node, each grey rectangle represents a factor node, and a factor node is connected to a variable node if the variable appears in the factor. Note that \(\delta(\cdot)\) is a shorthand of \(\delta(X - L - S)\) for notational brevity, and that the variable node \(y\) is omitted here since \(y\) is observed.

In the next subsection, we will derive the offline DTMP algorithm based on the factor graph in Fig. 1. In our prior work [24], a turbo-type message passing algorithm is proposed for offline compressed RPCA problem that can be applied to offline compressed VBS problem.

C. Derivation of Offline DTMP

The derivation of the algorithm mainly follows the sum-product rule [50] and the turbo message passing principle [49].

We emphasize that, due to the unavailability of \(f_L(\cdot)\), \(f_S(\cdot)\), and \(f_X(\cdot)\), exact evaluations of the messages based on the sum product rule are usually impossible. Following the message passing principle in [27], we will pass means and variances, rather than complete message functions, in the algorithm. Denote by \(m_{A \to X}(X)\) the message from factor node \(A\) to variable node \(X\). The corresponding mean and variance are respectively denoted by \(X_{A \to X}\) and \(v_{A \to X}\). Similarly, denote by \(m_{A \to X}(X)\) the message from variable node \(X\) to factor node \(A\) with the corresponding mean and variance expressed as \(X_{A \to X}\) and \(v_{A \to X}\). The messages in the factor graph are described below.

1) Message from factor node \(p(y|X)\) to variable node \(X\):

Define the message from factor node \(p(y|X)\) to variable node \(X\) and the message from variable node \(X\) to factor node \(p(y|X)\) respectively as

\[
m_{y \to X}(X) = \prod_{i,j} m_{y \to X_{i,j}}(X_{i,j})
\]

where from the sum-product rule, the message from node \(p(y|X)\) to each variable \(X_{i,j}\) is given by

\[
m_{y \to X_{i,j}}(X_{i,j}) = \int_{X_{\setminus(i,j)}} N(y; A(X), \sigma^2 I) m_{y \to X_{i,j}}(X_{i,j})
\]

with

\[
m_{y}(X_{i,j}) = \int_{X_{\setminus(i,j)}} N(y; A(X), \sigma^2 I) m_{y \to X}(X).
\]

In the above, \(y\) in the subscript is the shorthand for node \(p(y|X)\), \(X_{\setminus(i,j)}\) denotes the set includes all entries in \(X\) except the \((i,j)\)-th entry, and \(m_{y}(X_{i,j})\) is the belief of \(X_{i,j}\) at node \(p(y|X)\). Define

\[
m_{y}(X) = \prod_{i,j} m_{y}(X_{i,j}).
\]

Then, by combining (5), (6), and (8), we obtain an alternative expression of \(m_{y \to X}\) given by

\[
m_{y \to X}(X) = \frac{m_{y}(X)}{m_{y \to X}(X)}.\]

Assume that message \(m_{y \to X}(X)\) is Gaussian with mean \(X_{y \to x}\) and variance \(v_{y \to x}\), i.e.

\[
m_{y \to X}(X) = \prod_{i,j} N(X_{i,j}; (X_{y \to x}), v_{y \to x}).
\]

Then, from [7], [8], and [10], message \(m_{y}(X)\) is also Gaussian with the mean and variance respectively given by \(X_{y} \in \mathbb{R}^{n_1 \times n_2}\) and \(v_{y}\). From [39] Eq. 8,

\[
vec(X_{y}) = vec(X_{y \to x}) + v_{y \to x} A^T(v_{y \to x} A A^T + \sigma^2 I)^{-1} (y - A vec(X_{y \to x})),
\]

\[
v_{y} = \frac{1}{n_1 n_2} Tr(v_{y \to x} I - v_{y \to x} A^T(v_{y \to x} A A^T + \sigma^2 I)^{-1} A),
\]

Fig. 1. A graph representation of the factorization in [4].
where \( \text{vec}(X) = [x_1^T, x_2^T, \ldots, x_m^T]^T \) with \( x_i \) being the \( i \)-th column vector of \( X \), and \( A \) is the matrix form of linear operator \( A \). Note that, when message \( m_{y\rightarrow X}(X) \) is not Gaussian, the mean and variance of \( m_y(X) \) can still be well approximated by (11) since (11) corresponds to the linear minimum-mean square error (LMMSE) estimation of \( X \) given \( y \) with prior mean \( \text{vec}(X|y\rightarrow X) \) and covariance \( v_{y\rightarrow X}I \).

From (9), (10), and (11), the mean and variance of message \( m_{y\rightarrow X}(X) \) are respectively given by

\[
X_{y\rightarrow X} = v_{y\rightarrow X} \left( \frac{X_y - X_{y\rightarrow X}}{v_{y\rightarrow X}} \right) \quad (12a)
\]

\[
v_{y\rightarrow X} = \left( \frac{1}{v_y} - \frac{1}{v_{y\rightarrow X}} \right)^{-1}. \quad (12b)
\]

For the sake of low computational complexity, we usually choose \( A \) as a partial orthogonal linear operator, i.e., \( A(A^T(a)) = a \) for an arbitrary vector \( a \). Equivalently, the matrix form of \( A \) satisfies the following property:

\[
AA^T = I. \quad (13)
\]

Then

\[
v_y = \text{Tr}(v_{y\rightarrow X}I - v_{y\rightarrow X}^2 A^T(v_{y\rightarrow X} AA^T + \sigma^2 I)^{-1} A) \quad n_1 n_2
\]

\[
= v_{y\rightarrow X} - \frac{m}{n_1 n_2} v_{y\rightarrow X}^2 + \sigma^2. \quad (14a)
\]

Combining (11)-(14), we obtain a simplified form of \( X_{y\rightarrow X} \) and \( v_{y\rightarrow X} \) given by

\[
X_{y\rightarrow X} = X_{y\rightarrow X} + \frac{n_1 n_2}{m} A^T(y - A(X_{y\rightarrow X})) \quad (15a)
\]

\[
v_{y\rightarrow X} = \frac{n_1 n_2}{m} (v_{y\rightarrow X} + \sigma^2) - v_{y\rightarrow X}. \quad (15b)
\]

2) Message from variable node \( X \) to factor node \( f_X \):
Similarly to (5), define the message from variable node \( X \) to factor node \( f_X \) by

\[
m_{f_X\rightarrow X}(X) = \prod_{i,j} m_{f_X\rightarrow X_{i,j}}(X_{i,j}) \quad (16)
\]

where the message \( m_{f_X\rightarrow X_{i,j}}(X_{i,j}) \) is given by

\[
m_{f_X\rightarrow X_{i,j}}(X_{i,j}) = m_{\delta\rightarrow X_{i,j}}(X_{i,j}) m_{y\rightarrow X_{i,j}}(X_{i,j}). \quad (17)
\]

By combining (16) and (17), we have

\[
m_{f_X\rightarrow X}(X) = \prod_{i,j} m_{\delta\rightarrow X_{i,j}}(X_{i,j}) \prod_{i,j} m_{y\rightarrow X_{i,j}}(X_{i,j}) \quad (18a)
\]

\[
= m_{\delta\rightarrow X}(X) m_{y\rightarrow X}(X). \quad (18b)
\]

Recall from (12) that the mean of \( m_{y\rightarrow X} \) is the LMMSE estimator by treating \( m_{y\rightarrow X}(X) \) as the prior. It is known that, based on the central limit theorem, the estimation error of the LMMSE estimator is approximately Gaussian, and hence \( m_{y\rightarrow X}(X) \) can be approximated well as a Gaussian message. However, due to the lack of explicit expressions of \( f_L(\cdot) \) and \( f_S(\cdot) \), it is generally difficult to determine the expression of \( m_{\delta\rightarrow X}(X) \). From numerical simulations, we observe that \( m_{\delta\rightarrow X}(X) \) is empirically quite far from a Gaussian distribution. As such, it is difficult to evaluate \( m_{f_X\rightarrow X}(X) \) by combining \( m_{\delta\rightarrow X}(X) \) and \( m_{y\rightarrow X}(X) \) as in (18). Instead, in the algorithm, we ignore \( m_{\delta\rightarrow X}(X) \) by letting

\[
m_{f_X\rightarrow X}(X) = m_{y\rightarrow X}(X). \quad (19)
\]

Indeed, this treatment may lose some information in message update since the message from node \( \delta \) is ignored. However, this treatment facilitates the message update involved in factor node \( f_X \). Particularly, when we ignore message \( m_{\delta\rightarrow X}(X) \), the message passing from \( f_X \) to \( X \) can be calculated using the turbo principle, as elaborated in what follows.

3) Message from factor node \( f_X \) to variable node \( X \):
Similarly to (5), define the message from factor node \( f_X \) to variable node \( X \) by

\[
m_{f_X\rightarrow X}(X) = \prod_{i,j} m_{f_X\rightarrow X_{i,j}}(X_{i,j}) \quad (20)
\]

where the sum-product rule gives

\[
m_{f_X\rightarrow X_{i,j}}(X_{i,j}) = \frac{f_{X_{i,j}}(X)f_{X\rightarrow X}(X)}{m_{f_X\rightarrow X_{i,j}}(X_{i,j})} = \frac{m_{f_X}(X_{i,j})}{m_{f_X\rightarrow X_{i,j}}(X_{i,j})} \quad (21)
\]

with

\[
m_{f_X}(X_{i,j}) = \int f_X(X) m_{f_X\rightarrow X}(X). \quad (22)
\]

Further define

\[
m_{f_X}(X) = \prod_{i,j} m_{f_X}(X_{i,j}). \quad (23)
\]

Then, from (20)-(23), we have

\[
m_{f_X\rightarrow X}(X) = \frac{m_{f_X}(X)}{m_{f_X\rightarrow X}(X)}. \quad (24)
\]

Recall that an explicit expression of \( f_X(X) \) that encodes the image structural information of frames of video matrix \( X \) is unavailable. We next describe how to approximately evaluate the message in (24). Instead of calculating the integral in (22), we obtain the mean of message \( m_{f_X}(X) \) by using an image denoiser that handles the image structural information, such as the wavelet denoiser [51], the sliding-window transform denoiser [52], or the block matching and 3D filtering (BM3D) denoiser [53]. Denote by \( D_z(x, v) \) an image denoiser that takes vector \( x \) as a noisy input with noise power \( v \). Let \( D_X(X, v) = [D_z(x_1, v), \ldots, D_z(x_n, v)] \). Then, the estimated mean of \( m_{f_X}(X) \) is given by

\[
\hat{X}_{f_X} = D_X(X_{f_X\rightarrow X}, v_{f_X\rightarrow X}). \quad (25)
\]

where \( X_{f_X\rightarrow X} \) and \( v_{f_X\rightarrow X} \) are respectively the mean and variance of message \( m_{f_X\rightarrow X}(X) \). From (12), the mean of message \( m_{y\rightarrow X}(X) \) is a linear combination of the mean matrices of messages \( m_y(X) \) and \( m_{y\rightarrow X}(X) \). Similarly,
we construct $X_{fx \rightarrow x}$ as a linear combination of the mean matrices of messages $m_{fx}$ and $m_{x \rightarrow fx}$:

$$X_{fx \rightarrow x} = c_X(D_X(X_{fx \leftarrow x}, v_{fx \leftarrow x}) - \alpha_X X_{fx \leftarrow x}) \quad (26)$$

where $\alpha_X$ and $c_X$ are combination coefficients to be determined. The variance of message $m_{fx \rightarrow x}$ can be estimated by following [24] Eq. 20] as

$$v_{fx \rightarrow x} = \frac{1}{m} || y - A(X_{fx \leftarrow x}) ||^2 - \sigma^2. \quad (27)$$

We next determine the coefficients in (26). Note that $m_{fx}(X_{i,j})$ and $m_{fx \leftarrow x_{i,j}}(X_{i,j})$ can be respectively regarded as the posterior and prior messages of node $X_{i,j}$ in the processing of the constraint $f_X$. Then, [21] can be interpreted as the calculation of extrinsic message $m_{fx \rightarrow x_{i,j}}(X_{i,j})$ by excluding the prior message from the posterior message. In other words, the extrinsic message $m_{fx \rightarrow x_{i,j}}(X_{i,j})$ is independent of the prior message $m_{fx \leftarrow x_{i,j}}(X_{i,j})$ (since the latter does not appear in the calculation of the form according to the sum-product rule). Independence implies uncorrelatedness, yielding

$$\langle X_{fx \leftarrow x} - X, X_{fx \rightarrow x} - X \rangle = 0, \quad (28)$$

where $\langle X, X \rangle = \text{trace}(X^T X)$. Further, we require that the output MSE is minimized. Then, $\alpha_X$ and $c_X$ can be determined by solving

$$\min_{\alpha_X, c_X} \| X_{fx \rightarrow x} - X \|^2; \quad (29a)$$

subject to $\langle X_{fx \leftarrow x} - X, X_{fx \rightarrow x} - X \rangle = 0 \quad (29b)$

where $X_{fx \rightarrow x}$ is given by (26). By using Stein’s unbiased risk estimate and Stein’s lemma, it can be shown by following the approach of [27] that the two coefficients in (26) are given by

$$\alpha_X = \frac{\text{div}(D_X(X_{fx \leftarrow x}, v_{fx \leftarrow x}))}{n} \quad (30a)$$

$$c_X = \frac{(D_X(X_{fx \leftarrow x}, v_{fx \leftarrow x}) - \alpha_X X_{fx \leftarrow x}, X_{fx \leftarrow x})}{\| D_X(X_{fx \leftarrow x}, v_{fx \leftarrow x}) - \alpha_X X_{fx \leftarrow x} \|^2} \quad (30b)$$

where $\text{div}()$ denotes the divergence. We note that a prerequisite to invoke Stein’s lemma is that the input of the denoiser $m_{fx \leftarrow x}(X)$ is a Gaussian message, or more specifically, the input mean $X_{fx \leftarrow x}$ can be modelled as $X_{fx \leftarrow x} = X + W$, where $W$ is an additive Gaussian noise matrix with the elements drawn from the Gaussian distribution $\mathcal{N}(0, v_{fx \leftarrow x})$. From [19] and the discussions therein, the Gaussianity of message $m_{fx \leftarrow x}(X)$ in [19] is ensured by the LMMSE estimation involved in the calculation of message $m_{y \leftarrow x}(X)$.

4) Messages between variable node $X$ and factor node $\delta$: The message from $X$ to $\delta$ is given by

$$m_{\delta \leftarrow x}(X) = m_{fx \rightarrow x}(X)m_{y \rightarrow x}(X). \quad (31)$$

Following [49] Eq. 11, the mean and variance of message $m_{\delta \leftarrow x}(X)$ are respectively given by

$$X_{\delta \leftarrow x} = v_{\delta \leftarrow y}^X \left( \frac{X_{fx \rightarrow x}}{v_{fx \leftarrow x}} + \frac{X_{y \rightarrow x}}{v_{y \leftarrow x}} \right) \quad (32a)$$

$$v_{\delta \leftarrow x} = \left( \frac{1}{v_{fx \leftarrow x}} + \frac{1}{v_{y \leftarrow x}} \right)^{-1}. \quad (32b)$$

The message in the opposite direction is given by

$$m_{\delta \rightarrow x}(X) = \prod_{i,j} m_{\delta \rightarrow x_{i,j}}(X_{i,j}) \quad (33)$$

where

$$m_{\delta \rightarrow x_{i,j}}(X_{i,j}) = \int_{S_{i,j}} \delta(X_{i,j} - L_{i,j} - S_{i,j}) m_{\delta \rightarrow L_{i,j}}(L_{i,j}) m_{\delta \rightarrow S_{i,j}}(S_{i,j}). \quad (34)$$

Denote by $L_{\delta \leftarrow L}$ and $S_{\delta \leftarrow S}$ the means of messages $m_{\delta \rightarrow L}(L)$ and $m_{\delta \rightarrow S}(S)$ respectively, and by $v_{\delta \leftarrow L}$ and $v_{\delta \leftarrow S}$ the variances of messages $m_{L \rightarrow \delta}(L)$ and $m_{S \rightarrow \delta}(S)$ respectively. Then, the mean and variance of message $m_{\delta \rightarrow x}(X)$ are respectively given by

$$X_{\delta \rightarrow x} = L_{\delta \leftarrow L} + S_{\delta \leftarrow S} \quad (35a)$$

$$v_{\delta \rightarrow x} = v_{\delta \leftarrow L} + v_{\delta \leftarrow S}. \quad (35b)$$

5) Messages between factor node $\delta$ and variable node $L$: From the sum-product rule, we have

$$m_{\delta \rightarrow L}(L) = m_{fx \rightarrow L}(L) \quad (36a)$$

$$m_{\delta \rightarrow L}(L) = \prod_{i,j} m_{\delta \rightarrow L_{i,j}}(L_{i,j}) \quad (36b)$$

where

$$m_{\delta \rightarrow L_{i,j}}(L_{i,j}) = \int_{S_{i,j}} \delta(X_{i,j} - L_{i,j} - S_{i,j}) m_{\delta \rightarrow S_{i,j}}(S_{i,j}). \quad (37)$$

From [37], the mean and variance of $m_{\delta \rightarrow L}(L)$ are given by

$$L_{\delta \leftarrow L} = X_{\delta \leftarrow x} - S_{\delta \leftarrow S} \quad (38a)$$

$$v_{\delta \leftarrow L} = v_{\delta \leftarrow x} + v_{\delta \leftarrow s} \quad (38b)$$

6) Messages between factor node $\delta$ and variable node $S$: Similarly to [36], we have

$$m_{\delta \rightarrow S}(S) = m_{fx \rightarrow S}(S) \quad (39a)$$

$$m_{\delta \rightarrow S}(S) = \prod_{i,j} m_{\delta \rightarrow S_{i,j}}(S_{i,j}) \quad (39b)$$

where

$$m_{\delta \rightarrow S_{i,j}}(S_{i,j}) = \int_{X_{i,j}, L_{i,j}} \delta(X_{i,j} - L_{i,j} - S_{i,j}) m_{\delta \rightarrow X_{i,j}}(X_{i,j}) m_{\delta \rightarrow L_{i,j}}(L_{i,j}). \quad (40)$$

From [40], the mean and variance of $m_{\delta \rightarrow S}(S)$ are respectively given by

$$S_{\delta \leftarrow S} = X_{\delta \leftarrow x} - L_{\delta \leftarrow L} \quad (41a)$$

$$v_{\delta \leftarrow S} = v_{\delta \leftarrow x} + v_{\delta \leftarrow l} \quad (41b)$$
7) Messages between variable node $L$ and factor node $f_L$: From the sum-product rule, the message from $L$ to $f_L(L)$ is given by

$$m_{f_L \rightarrow L}(L) = m_{\delta \rightarrow L}(L), \quad (42)$$

and the message from $f_L(L)$ to $L$ is given by

$$m_{f_L \rightarrow L}(L) = \prod_{i,j} m_{f_L \rightarrow L_i,j}(L_{i,j}) \quad (43)$$

where

$$m_{f_L \rightarrow L_i,j}(L_{i,j}) = \frac{\sum_{L_i,j} \prod_{L_{i,j}} \prod_{L_{k,l}}} {m_{f_L \rightarrow L_i,j}(L_{i,j})}. \quad (44a)$$

and

$$m_{f_L \rightarrow L_i,j}(L_{i,j}) = \frac{m_{f_L}(L_{i,j})}{m_{f_L \rightarrow L_i,j}(L_{i,j})}. \quad (44b)$$

Note that $m_{f_L \rightarrow L_i,j}(L_{i,j})$ in (44) is difficult to determine since $f_L(L)$ is not available. We next calculate the mean and variance of $m_{f_L \rightarrow L_i,j}(L_{i,j})$ by mimicking the approach to the approximation of $m_{f_X \rightarrow X}(X)$.

Denote by $D_L(\cdot, \cdot)$ the denoiser for low-rank matrix estimation. When the rank of $L$ is not available, $D_L(\cdot, \cdot)$ can be chosen as the singular value soft thresholding (SVST) denoiser or the singular value hard thresholding (SVHT) denoiser [54]; when the rank of $L$ is known, $D_L(\cdot, \cdot)$ can be chosen as the best-rank-$r$ denoiser [55]. The estimated mean of message $m_{f_L \rightarrow L}(L)$ is given by

$$L_{f_L \rightarrow L} = c_L(D_L(L_{f_L \rightarrow L}, v_{f_L \rightarrow L} - \alpha_L L_{f_L \rightarrow L}) \quad (45)$$

where coefficients $c_L$ and $\alpha_L$ are given by

$$\alpha_L = \frac{\text{div}(D_L(L_{f_L \rightarrow L}, v_{f_L \rightarrow L}))}{n}, \quad (46a)$$

$$c_L = \frac{\langle D_L(L_{f_L \rightarrow L}, v_{f_L \rightarrow L}) - \alpha_L L_{f_L \rightarrow L}, L_{f_L \rightarrow L} \rangle}{\|D_L(L_{f_L \rightarrow L}, v_{f_L \rightarrow L}) - \alpha_L L_{f_L \rightarrow L}\|^2}. \quad (46b)$$

When $D_L(\cdot, \cdot)$ is chosen as the best-rank-$r$ denoiser, the variance of message $m_{f_L \rightarrow L}(L)$ can be estimated by [47, Eq. 54(a)]

$$v_{f_L \rightarrow L} = v_{f_L \rightarrow L} \left(1 - \frac{r}{n_1} \left(1 + \frac{k}{n_1}\right) \frac{1}{(1 - \alpha_L)^2} - 1\right). \quad (47)$$

Alternatively, the variance can be estimated by [47, Eq. 54(c)]

$$v_{f_L \rightarrow L} = \frac{\langle D_L(L_{f_L \rightarrow L}, v_{f_L \rightarrow L}) - \alpha_L L_{f_L \rightarrow L}, L_{f_L \rightarrow L} \rangle^2}{n\|D_L(L_{f_L \rightarrow L}, v_{f_L \rightarrow L}) - \alpha_L L_{f_L \rightarrow L}\|^2} + \frac{\|L_{f_L \rightarrow L}\|^2}{n} - v_{f_L \rightarrow L}. \quad (48)$$

8) Messages between variable node $S$ and factor node $f_S$: The message from $S$ to $f_S$ is given by

$$m_{f_S \rightarrow S}(S) = m_{\delta \rightarrow S}(S) \quad (49a)$$

$$m_{f_S \rightarrow S}(S) = \prod_{i,j} m_{f_S \rightarrow S}(S_{i,j}) \quad (49b)$$

where

$$m_{f_S \rightarrow S_{i,j}}(S_{i,j}) = \frac{m_{f_S}(S_{i,j}) f_S(S)}{m_{f_S \rightarrow S_{i,j}}(S_{i,j})}. \quad (50a)$$

Note that $m_{f_S \rightarrow S_{i,j}}(S_{i,j})$ is not available. Following the treatment for the low-rank denoiser described above, we calculate the mean and variance of $m_{f_S \rightarrow S_{i,j}}(S_{i,j})$ as follows.

Denote by $D_S(\cdot, \cdot)$ the denoiser for sparse matrix estimation. Denoisers for general sparse data include soft-thresholding [56] and Stein’s unbiased risk linear expansion of thresholds (SURE-LET) estimators [57]. The estimated mean of message $m_{f_S \rightarrow S}(S)$ is given by

$$S_{f_S \rightarrow S} = c_S(D_S(S_{f_S \rightarrow S}, v_{f_S \rightarrow S} - \alpha_S S_{f_S \rightarrow S}) \quad (51)$$

where $c_S$ and $\alpha_S$ are linear combination coefficients given by

$$\alpha_S = \frac{\text{div}(D_S(S_{f_S \rightarrow S}, v_{f_S \rightarrow S}))}{n}, \quad (52a)$$

$$c_S = \frac{\langle D_S(S_{f_S \rightarrow S}, v_{f_S \rightarrow S}) - \alpha_S S_{f_S \rightarrow S}, S_{f_S \rightarrow S} \rangle}{\|D_S(S_{f_S \rightarrow S}, v_{f_S \rightarrow S}) - \alpha_S S_{f_S \rightarrow S}\|^2}. \quad (52b)$$

For any sparsity denoiser $D_S(\cdot, \cdot)$, the variance of message $m_{f_S \rightarrow S}(S)$ can be estimated by [47]

$$v_{f_S \rightarrow S} = \frac{1}{n} \|y - A(S_{f_S \rightarrow S} + L_{f_S \rightarrow L})\|^2 - v_{y \rightarrow L} - \sigma^2. \quad (53)$$

9) Message from variable node $X$ to factor node $y$: From the sum-product rule, we have

$$m_{y \rightarrow X}(X) = m_{f_X \rightarrow X}(X)m_{\delta \rightarrow X}(X). \quad (54)$$

Similarly to [32], the mean and variance of message $m_{y \rightarrow X}(X)$ are respectively given by

$$X_{y \rightarrow X} = v_{y \rightarrow X} \left(\frac{X_{f_X \rightarrow X}}{v_{f_X \rightarrow X}} + \frac{X_{\delta \rightarrow X}}{v_{\delta \rightarrow X}}\right) \quad (55a)$$

$$v_{y \rightarrow X} = \left(\frac{1}{v_{f_X \rightarrow X}} + \frac{1}{v_{\delta \rightarrow X}}\right)^{-1}. \quad (55b)$$

It is interesting to note that here we take a different approach from the treatment of $m_{f_X \rightarrow X}(X)$ in [18]. In specific, the approximation of $m_{f_X \rightarrow X}(X)$ in [19] ignores the non-Gaussian message component, so as to ensure that the approximated $m_{f_X \rightarrow X}(X)$ is close to Gaussian and hence the Stein’s lemma becomes applicable in determining the coefficients $\alpha_X$ and $c_X$ in [30]. However, $m_{y \rightarrow X}(X)$ here is not necessarily to be Gaussian. From [11] and the discussion therein, the LMMSE estimation involved in the factor node $p(y|X)$ only requires the mean and variance of the input message $m_{y \rightarrow X}(X)$. Therefore, both message components are kept in the message update [54].

D. Overall Algorithm

Based on the discussions in the preceding subsections, we summarize the offline denoising-based turbo message passing (DTMP) algorithm in Algorithm 1. Note that a partial orthogonal linear operator $A$ is employed in Algorithm 1. Specifically, Lines 2-3 of Algorithm 1 correspond to the mean and variance of message $m_{y \rightarrow X}(X)$ in [15], together with the equality in [19]. Lines 4-5 of Algorithm 1 correspond to
the mean and variance of message $m_{x_i \rightarrow X}(X)$ in (26) and (27). Lines 6-7 follow from (32). Lines 8-9 correspond to the mean and variance of messages $m_{\delta \rightarrow L}(L)$ in (38) and the equality in (42). Lines 10-11 correspond to the mean and variance of message $m_{f_{L \rightarrow L}}(L)$ in (45) and (47) and the equality in (56a). Lines 12-13 correspond to the mean and variance of messages $m_{\delta \rightarrow S}(S)$ in (41) and the equality in (49). Lines 14-15 correspond to the mean and variance of message $m_{y \rightarrow X}(X)$ in (45) and (47) and the equality in (59). Lines 16-17 correspond to the mean and variance of message $m_{\delta \rightarrow X}(X)$ in (45). Lines 18-19 correspond to the mean and variance of message $m_{y \rightarrow X}(X)$ in (55).

In offline DTMP, we need to initialize $X_{y \rightarrow X}$, $v_{y \rightarrow X}$, $S_{\delta \rightarrow S}$ and $v_{\delta \rightarrow S}$ at the beginning of the algorithm. Ideally, we shall choose the mean and variance of $X$ as the initial $X_{y \rightarrow X}$ and $v_{y \rightarrow X}$, and the mean and variance of $S$ as the initial $S_{\delta \rightarrow S}$ and $v_{\delta \rightarrow S}$. However, these statistics are usually unavailable in practice. From simulations, we observe that the offline DTMP algorithm is not very sensitive to the initialization of these parameters. Thus, we initialize these parameters by simply setting

$$X_{y \rightarrow X} = S_{\delta \rightarrow S} = 0,$$

$$v_{y \rightarrow X} = v_{\delta \rightarrow S} = \frac{\|y\|^2}{m}, \quad \text{(56a)}$$

In addition, the noise power $\sigma^2$ is assumed to be known in prior. In practice, $\sigma^2$ can be estimated by following the standard expectation maximization method.

We now briefly discuss the computational complexity of offline DTMP. The complexity of offline DTMP is dominated by the operations in Lines 2, 4, 10 and 14. Specifically, Line 2 is for the LMMSE estimation of $X$. The computation complexity of the matrix multiplication operations in Line 2 is $O(mn_1n_2)$ flops for a general linear operator $A$. If we choose a partial orthogonal linear operator such as the partial Discrete Cosine Transform (DCT) operator constructed by randomly selected rows from the DCT matrix of size $n \times n$, the complexity reduces to $O(n_1n_2 \log(n_1n_2))$ flops by using the fast cosine transform. The complexity of Line 4 is dominated by the operations of denoiser $D_X$. For frequently used image denoisers, the complexity is typically linear to the image size, i.e. $O(n_1n_2)$ flops. The complexity of Line 10 is dominated by the operations of $D_L(L_{f_L \rightarrow L}, v_{f_L \rightarrow L})$, which involves the computation of the truncated SVD. The complexity of the truncated SVD is $O(r n_1n_2)$ flops. The complexity of Line 14 is dominated by the calculation of $D_S(S_{f_S \rightarrow S}, v_{f_S \rightarrow S})$. For the SURE-LET denoiser with the kernel chosen as [27], Eqs. 28-30, the complexity is $O(n_1n_2)$ flops. Therefore the overall complexity of the offline DTMP algorithm per iteration is given by $O(r n_1n_2) + O(n_1n_2 \log(n_1n_2))$ flops.

IV. ONLINE DE NOISING-BASED TURBO MESSAGE PASSING

A. Problem Formulation

As discussed in the proceeding section, the complexity of the offline DTMP algorithm is linear in the total number of video frames. This complexity is not affordable for online processing of video data, where real-time foreground background separation is required. Specifically, the online version of the compressed VBS problem is defined as to recover the background component $l_i$ and foreground component $s_i$ of the current frame $x_i$ given the current compressed measurement $y_i$ and the separation results from the previous frames: $S_i^{pre} = [s_{t-k_1}, \cdots, s_{t-1}]$ and $l_i^{pre} = [l_{t-k_1}, \cdots, l_{t-1}]$, where $k_S$ and $k_L$ are respectively the window sizes of the recovered foregrounds and backgrounds, and $s_i$ and $l_i$ are respectively the recovered foreground and background of the $i$-th frame. In addition, each $y_i$ is modelled by

$$y_i = A_i(x_i) + n_i = A_i(l_i + s_i) + n_i, \quad i = 1, \cdots, t \quad (57)$$

where $n_i \in \mathbb{R}^{m \times 1}$ is the Gaussian measurement noise with mean zero and covariance matrix $\sigma^2 I$, and $A_i : \mathbb{R}^{h \times 1} \rightarrow \mathbb{R}^{m \times 1}$ is a linear measurement operator applied to the $i$-th frame.

We aim to extend the offline DTMP algorithm to the online scenario. There are three issues to be addressed in the extension:

1. First, in the online scenario, the linear measurement is conducted in a frame-by-frame manner rather than after

```
Algorithm 1 Offline DTMP

Input: $A, y, X_{y \rightarrow X}, v_{y \rightarrow X}, S_{\delta \rightarrow S}, v_{\delta \rightarrow S}, \sigma^2$

1: while the stopping criterion is not met do
2: $X_{f_X \rightarrow X} = X_{y \rightarrow X} = X_{y \rightarrow X} + \frac{n_1n_2}{m} A^T(y - A(X_{f_X \rightarrow X}))$
3: $v_{f_X \rightarrow X} = v_{y \rightarrow X} = \frac{n_1n_2}{m}(v_{y \rightarrow X} + \sigma^2 - v_{y \rightarrow X})$
4: $X_{f_X \rightarrow X} = c_X|D_X(X_{f_X \rightarrow X} - (X_{f_X \rightarrow X}) - \alpha_X X_{f_X \rightarrow X})$
   with $\alpha_X$ and $c_X$ in (50)
5: $v_{f_X \rightarrow X} = \frac{1}{m}(\|y - A(X_{f_X \rightarrow X})\|^2 - \sigma^2)$
6: $v_{f_X \rightarrow X} = \frac{1}{m}(\|y - A(X_{f_X \rightarrow X})\|^2 - \sigma^2)$
7: $X_{\delta \rightarrow X} = v_{\delta \rightarrow X} = \frac{X_{f_X \rightarrow X} - (X_{f_X \rightarrow X})}{v_{f_X \rightarrow X} - \alpha_X X_{f_X \rightarrow X}}$
8: $L_{f_L \rightarrow L} = L_{f_L \rightarrow L} = X_{\delta \rightarrow X} - S_{\delta \rightarrow S}$
9: $v_{f_L \rightarrow L} = v_{\delta \rightarrow L} = v_{\delta \rightarrow L} + v_{\delta \rightarrow S}$
10: $L_{\delta \rightarrow L} = L_{f_L \rightarrow L} = c_L|D_L(L_{f_L \rightarrow L}, v_{f_L \rightarrow L}) - \alpha_L L_{f_L \rightarrow L}|$
   with $\alpha_L$ and $c_L$ in (46)
11: $v_{\delta \rightarrow L} = v_{f_L \rightarrow L} = \left((1 - \frac{r}{n_1}) + \frac{1}{n_1}\right) \left(1 - \alpha_L^2\right) - 1 = v_{f_L \rightarrow L}$
12: $S_{f_S \rightarrow S} = S_{\delta \rightarrow X} = X_{\delta \rightarrow X} - L_{\delta \rightarrow L}$
13: $v_{f_S \rightarrow S} = v_{\delta \rightarrow S} = v_{\delta \rightarrow S} + v_{\delta \rightarrow S}$
14: $S_{\delta \rightarrow S} = S_{f_S \rightarrow S} = c_S|D_S(S_{f_S \rightarrow S}, v_{f_S \rightarrow S}) - \alpha_S S_{f_S \rightarrow S}|$
   with $\alpha_S$ and $c_S$ in (52)
15: $v_{\delta \rightarrow S} = v_{f_S \rightarrow S} = \frac{1}{m}(\|y - A(S_{f_S \rightarrow S} + L_{\delta \rightarrow L})\|^2 - v_{f_S \rightarrow S})$
16: $X_{\delta \rightarrow X} = L_{\delta \rightarrow L} + S_{\delta \rightarrow S}$
17: $v_{\delta \rightarrow X} = v_{\delta \rightarrow L} + v_{\delta \rightarrow S}$
18: $v_{y \rightarrow X} = \frac{1}{v_{f_X \rightarrow X} + \frac{1}{v_{f_X \rightarrow X}}}$
19: $X_{y \rightarrow X} = v_{y \rightarrow X} = \frac{X_{f_X \rightarrow X} - (X_{f_X \rightarrow X})}{v_{f_X \rightarrow X} - \alpha_X X_{f_X \rightarrow X}}$
20: end while

Output: $X = L + S, \bar{L} = D_L(L_{f_L \rightarrow L}, v_{f_L \rightarrow L}), \bar{S} = D_S(S_{f_S \rightarrow S}, v_{f_S \rightarrow S}$)
collecting all the frames. That is, the linear estimation constraints in (1) need to be decoupled as in (57).

2) Second, in the offline scenario, the background frames together are treated as a low-rank matrix, and the singular value decomposition (SVD) is applied in the estimation of the low-rank matrix. However, in the online case, the video frames arrive in a one-by-one manner. As such, it will be very time-consuming if the SVD operation is applied to the whole set of the collected frames whenever a frame arrives.

3) Third, in offline DTMP, each foreground frame is estimated separately, and the continuity of the foregrounds in adjacent frames is not considered in the algorithm design. Such continuity, if appropriately exploited, can improve the performance of VBS.

To address the above issues, we start with the probability model of the online problem in what follows.

Fig. 2. The factor graph of the joint posterior distribution of $x_t$, $l_t$ and $s_t$, where $k_s = k_l = 2$.

### B. Factor Graph Representation

For the online VBS problem, the joint probability density of $y_t$, $x_t$, $l_t$, and $s_t$ conditioned on $L_t^{pre}$ and $S_t^{pre}$ is given by

\[
p(y_t, x_t, l_t, s_t | L_t^{pre}, S_t^{pre}) = p(y_t | x_t) p(x_t | l_t, s_t) \times p(l_t | L_t^{pre}) p(s_t | S_t^{pre})
\]  

where $p(l_t | L_t^{pre})$ and $p(s_t | S_t^{pre})$ are respectively the probability densities of the background and the foreground of the $t$-th frame conditioned on the previously recovered results, and

\[
p(y_t | x_t) = N(y_t; A_t(x_t), \sigma^2 I)
\]

\[
p(x_t | l_t, s_t) = \delta(x_t - s_t - l_t).
\]

The conditional probability densities $p(l_t | L_t^{pre})$ and $p(s_t | S_t^{pre})$ are difficult to acquire in practice. Similarly to the approach in [4], we avoid this difficulty by approximating the joint probability (58) as

\[
p(y_t, x_t, l_t, s_t | L_t^{pre}, S_t^{pre}) \approx N(y_t; A_t(x_t), \sigma^2 I) \delta(x_t - s_t - l_t) \times f_x(x_t) f_l(l_t | L_t^{pre}) f_s(s_t | S_t^{pre})
\]

where $f_x(x_t)$ represents the constraint of $x_t$ as a natural image, $f_l(l_t | L_t^{pre})$ represents the correlation between $l_t$ and the previous backgrounds $L_t^{pre}$ and $f_s(s_t | S_t^{pre})$ represents the correlation between $s_t$ and the previous foregrounds $S_t^{pre}$.

The factor graph of the joint probability distribution in (60) is given in Fig. 2. The online DTMP algorithm is established based on the factor graph in Fig. 2 as detailed in the next subsection. We should note that in our prior work [24], the proposed TMP algorithm can only be used in offline cases. Thus, the extension of offline DTMP to address the online problem is our contribution comparing with the work in [24].

### C. Online DTMP Algorithm

The online DTMP algorithm is presented in Algorithm 2. The derivation of the online DTMP algorithm is mostly similar to that of the offline DTMP algorithm. Specifically, Lines 2 and 3 correspond to the means and variances of message $m_{y_{t-1} \rightarrow x_t}(x_t)$ and $m_{f_{t-1} \rightarrow x_t}(x_t)$. In fact, these two lines are simply the vector version of Lines 2 and 3 of Algorithm 1 by letting that is a special case of (1) by letting $\mathcal{A}(\mathbf{X}) = [A_1(x_1), \ldots, A_n(x_n)]^T$. Lines 4 and 5 correspond to the mean and variance of message $m_{f_{t-1} \rightarrow x_t}(x_t)$ where $\mathcal{D}_s(x, v)$ is an image denoiser with noisy input $x$ and noise power $v$.

These two lines are similar to Lines 4 and 5 of Algorithm 1 by noting $\mathcal{D}_X(\mathbf{X}, v) = [\mathcal{D}_s(x_1, v), \ldots, \mathcal{D}_s(x_n, v)]$. Lines 6 and 7 correspond to the mean and variance of message $m_{s_{t-1} \rightarrow x_t}(x_t)$ that can be obtained by following (52). Lines 8 and 9 correspond to the means and variances of messages $m_{s_{t-1} \rightarrow l_t}(l_t)$ and $m_{s_{t-1} \rightarrow s_t}(s_t)$ derived by following (58). Lines 10 and 11 correspond to the means and variances of messages $m_{f_{t-1} \rightarrow l_t}(l_t)$ and $m_{f_{t-1} \rightarrow s_t}(s_t)$, where $\mathcal{D}_l(l_{f_{t-1}}, L_t^{pre}, r) \in \mathbb{R}^{h \times w \times 1}$ is a low-rank denoiser, and coefficients $\alpha_l$ and $\alpha_l$ can be calculated similarly to (46) as

\[
\alpha_l = \frac{\text{div}(\mathcal{D}_l(l_{f_{t-1}}, L_t^{pre}, r))}{n},
\]

\[
c_l = \frac{\langle \mathcal{D}_l(l_{f_{t-1}}, L_t^{pre}, r) \rangle - \alpha_l l_{f_{t-1}}}{\| \mathcal{D}_l(l_{f_{t-1}}, L_t^{pre}, r) - \alpha_l l_{f_{t-1}} \|^2}.
\]

Lines 12 and 13 correspond to the means and variances of messages $m_{s_{t-1} \rightarrow s_t}(s_t)$ and $m_{f_{t-1} \rightarrow s_t}(s_t)$ that can be obtained by following (41). Lines 14 and 15 correspond to the means and variances of messages $m_{f_{t} \rightarrow s_t}(s_t)$ and $m_{s_{t} \rightarrow s_t}(s_t)$ where $\mathcal{D}_s(s_{f_{t} \rightarrow s_t}, v_{f_{t} \rightarrow s_t}; S_t^{pre})$ is a foreground estimator by taking noisy foreground $s_{f_{t} \rightarrow s_t}$, noise power $v_{f_{t} \rightarrow s_t}$, and previously recovered foregrounds $S_t^{pre}$ as input. Similarly to (61), the coefficients $\alpha_s$ and $c_s$ are calculated by

\[
\alpha_s = \frac{\text{div}(\mathcal{D}_s(s_{f_{t} \rightarrow s_t}, v_{f_{t} \rightarrow s_t}; S_t^{pre}))}{n},
\]

\[
c_s = \frac{\langle \mathcal{D}_s(s_{f_{t} \rightarrow s_t}, v_{f_{t} \rightarrow s_t}; S_t^{pre}) \rangle - \alpha_s s_{f_{t} \rightarrow s_t}, s_{f_{t} \rightarrow s_t}}{\| \mathcal{D}_s(s_{f_{t} \rightarrow s_t}, v_{f_{t} \rightarrow s_t}; S_t^{pre}) - \alpha_s s_{f_{t} \rightarrow s_t} \|^2}.
\]

Lines 16 and 17 correspond to the mean and variance of message $m_{s_{t} \rightarrow x_t}(x_t)$ obtained by following (55). Finally, Lines 18 and 19 correspond to the means and variances of messages $m_{y_{t} \rightarrow x_t}(x_t)$ follows from similar derivations in (55) and discussions therein. In Algorithm 2 we need to
initialize $x_{yi=x_i}$, $v_{yi=x_i}$, $s_{delta=x_i}$, and $v_{delta=x_i}$. Similarly to the initialization of offline DTMP in (56), we set

$$x_{yi=x_i} = s_{delta=x_i} = 0,$$

$$v_{yi=x_i} = v_{delta=x_i} = \frac{\|y_i\|^2}{m}. \quad (63a)$$

Compared with the offline version, the main difference of the above online DTMP resides in the realizations of the denoisers $D_1$ and $D_2$. We first describe the realization of the low-rank denoiser $D_t$. Note that $D_t$ takes $\{l_{f_t+l_t}, L_t^{pre}, r\}$ as input, and outputs a refined background estimate of the current frame. Let $\sigma_{t,i}$ be the $i$-th largest singular value of $[L_t^{pre}; l_{f_t+l_t}]$, and $u_{t1}, v_{t1}$ be the corresponding left and right singular vectors. Further denote $U_t = [u_{t1}, \ldots, u_{tr}]$, $\Sigma_t = diag(\sigma_{t1}, \ldots, \sigma_{tr}, \sigma_{tr+1})$, and $V_t = [v_{t1}, \ldots, v_{tr}]$. Then for the best rank-$r$ denoising, $L_t = D_t(l_{f_t+l_t}; L_t^{pre}, r)$ is given by the last column of $U_t \Sigma_t V_t^T$.

In addition, for the $(t + 1)$-th frame, the windowed background matrix $L_{t+1}^{pre}$ is constructed by deleting the first column of $L_t^{pre}$, and then appending $l_t$ as the last column.

We now describe the realization of $D_2(s_{f_t=x_i}, v_{f_t=x_i}; S_t^{pre})$ that exploits both the sparsity and the continuity of the foregrounds in the estimation of the current foreground frame. Specifically,

$$D_2(s_{f_t=x_i}, v_{f_t=x_i}; S_t^{pre}) = D_{2,1}(s_{f_t=x_i}, v_{f_t=x_i}; S_t^{pre}) + D_{2,2}(s_{f_t=x_i}, v_{f_t=x_i}; S_t^{pre}) \quad (64)$$

where $D_{2,1}(\hat{s}, \hat{v})$ is a SURE-LET denoiser [57] that estimates foreground frame based on inputs and the sparsity of $s_t$, and $D_{2,2}(\hat{s}; S_t^{pre})$ is an optical-flow estimator that enforces the continuity of the foreground frames by using the large displacement optical flow (LDOF) method [58]. The LDOF estimator $D_{2,2}(\hat{s}; S_t^{pre})$ first estimates the horizontal and vertical motion vectors and then outputs an estimate of the current foreground vector by following the motion compensation method in Algorithm 1 of [26].

D. Complexity Analysis

The computational complexity of the online DTMP algorithm are dominated by the operations in Lines 2, 4, 10 and 14. The computational complexity of Line 2 is $O(mn_1)$ for a general linear operator $A$. For a partial orthogonal DCT operator, the complexity can be reduced to $O(n_1 \log(n_1))$. The complexity of Line 4 concentrates on the processing of image denoiser $D_x$ which is usually linear to the size of input image. The complexity of the operation in Line 10 mainly concentrates on the step of calculation of $D_t(l_{f_t+l_t}; v_{f_t+l_t})$ which involves the computation of the truncated SVD of $[L_t^{pre}; l_t]$ with complexity $O(r n_1 k^2)$ (or using inccremental SVD which has $O(r n_1 k^2)$ complexity). The complexity of the operation in Line 14 mainly concentrates on the calculation of $D_2(s_{f_t=x_i}, v_{f_t=x_i})$. When the SURE-LET denoiser with the kernel given by [27] Eqs. 28-30 is chosen, the complexity is $O(n_1)$. Thus, the complexity of the online DTMP algorithm is $O(r n_1 k^2) + O(n_1 \log(n_1))$ flops when a partial orthogonal DCT operator is adopted.

Algorithm 2 Online DTMP

Input: $A_t, y_t, x_{yi=x_i}, v_{yi=x_i}, s_{delta=x_i}, v_{delta=x_i}, \sigma_t^2, S_t^{pre}, L_t^{pre}$

1. while the stopping criterion is not met do
   2. $x_{f_t=x_i} = x_{yi=x_i} = x_{yi=x_i} + \frac{n}{m} A^T(y_t - \hat{A}(x_{yi=x_i}))$
   3. $v_{f_t=x_i} = v_{yi=x_i} = \frac{m}{n} (v_{yi=x_i} + \sigma_t^2) - v_{yi=x_i}$
   4. $x_{f_t=x_i} = c_x(D_x(x_{f_t=x_i}, v_{f_t=x_i}) - \alpha_x x_{f_t=x_i})$
   5. $v_{f_t=x_i} = \frac{1}{m} \|y_t - \hat{A}(x_{f_t=x_i})\|_F^2 - \sigma_t^2$
   6. $v_{f_t=x_i} = \left(\frac{1}{1 - \frac{1}{m}} \right)^{-1}$
   7. $x_{delta=x_i} = x_{delta=x_i} - \delta_{delta=x_i, l}$
   8. $v_{delta=x_i} = v_{delta=x_i} - \delta_{delta=x_i, l}$
   9. $v_{f_t=x_i} = v_{f_t=x_i} + \delta_{delta=x_i, l}$
   10. $l_{delta=x_i} = l_{delta=x_i} + \delta_{delta=x_i, l}$
   11. $v_{delta=x_i} = v_{delta=x_i} + \delta_{delta=x_i, l}$
   12. $v_{f_t=x_i} = v_{f_t=x_i} + \delta_{delta=x_i, l}$
   13. $v_{f_t=x_i} = v_{f_t=x_i} + \delta_{delta=x_i, l}$
   14. $v_{f_t=x_i} = v_{f_t=x_i} + \delta_{delta=x_i, l}$
   15. $v_{f_t=x_i} = v_{f_t=x_i} + \delta_{delta=x_i, l}$
   16. $v_{f_t=x_i} = v_{f_t=x_i} + \delta_{delta=x_i, l}$
   17. $v_{f_t=x_i} = v_{f_t=x_i} + \delta_{delta=x_i, l}$
   18. $v_{f_t=x_i} = v_{f_t=x_i} + \delta_{delta=x_i, l}$
   19. $v_{f_t=x_i} = v_{f_t=x_i} + \delta_{delta=x_i, l}$
   20. end while

Output: $x_t = \hat{x}_t + \hat{s}_t, \hat{l}_t = D_t(l_{f_t+l_t}, v_{f_t+l_t})$

V. State Evolution

In this section, we present the state evolution analysis to characterize the behavior of the offline and online DTMP algorithms. We focus on the state evolution of the offline DTMP algorithm and will briefly discuss the extension to the online version at the end of this section.

A. State Evolution of Offline DTMP

In the state evolution analysis, we characterize the behavior of the offline DTMP algorithm by tracking two statistics: the mean squared error (MSE) of $X_{y=x}$ denoted by $\tau$ and the MSE of $X_{y=x}$ denoted by $\nu$. We add subscript $t$ to represent the state variables at iteration $t$. An illustration of the two state variables is plotted in Fig. 5. In Fig. 5 the factor graph of offline DTMP is separated into two parts. The left part of the factor graph corresponds to Lines 2-3 of Algorithm 1 that outputs a linear estimation of $X$ based on the observation $y$. The right part corresponds to Lines 4-19 of Algorithm 1 that outputs a nonlinear estimation of $X$ based on the three
expression of from Lines 2-3 of Algorithm 1 by recalling that Lines 2-3 is given by

\[
\begin{align*}
\tau_t &= f(v_t) \\
v_{t+1} &= g(\tau_t)
\end{align*}
\]  

where \( f \) and \( g \) are the MSE transfer functions of the left part and the right part of Fig. 3 respectively.

The MSE transfer function \( f \) in (65b) can be derived from Lines 2-3 of Algorithm 1 by recalling that Lines 2-3 correspond to the LMMSE estimation of \( X \). From (13b), the expression of \( f \) is given by

\[
f(v) = \frac{n_1 n_2}{m} (v + \sigma^2) - v.
\]

We next determine the MSE transfer function \( g \) in (65b). A key observation is that \( X_{y \rightarrow X} \) in Line 2 of Algorithm 1 can be modelled as

\[
X_{y \rightarrow X} = X + \tau N
\]

where \( N \in \mathbb{R}^{n_1 \times n_2} \) is a random Gaussian matrix with entries drawn from \( \mathcal{N}(0,1) \) independently. As shown in Fig. 4, the QQplot of the residual term \( X_{fx \rightarrow X} \) is plotted. From Fig. 4 we see that the residual term resembles an i.i.d. Gaussian noise at different iterations of offline DTMP. With the input model (67), the MSE transfer function of the right part of Fig. 3 is given by

\[
v = g(\tau) = \frac{1}{n_1 n_2} \mathbb{E} \left[ \| \mathcal{D}_r(X + \sqrt{\tau} N, \tau) - X \|_F^2 \right]
\]

where \( \mathcal{D}_r(X + \sqrt{\tau} N, \tau) \) is the output of the right part of Fig. 3 with the input modelled by (67), and the expectation is taken over the probability model of (67).

\[
\mathbb{E}_y \left[ \frac{1}{m} \sum_{i=1}^m \left( \frac{y_i - \hat{y}_i}{\sigma} \right)^2 \right] = \frac{\sigma^4}{m} \mathbb{E}_r \left[ \| \mathcal{D}_r(X, \tau) - X \|_F^2 \right]
\]

where \( \mathbb{E}_r \left[ \| \mathcal{D}_r(X, \tau) - X \|_F^2 \right] \) is the MSE transfer function of the right part of Fig. 3.

\[
A = PD
\]

where \( A \in \mathbb{R}^{m \times hw} \) is the matrix form of linear operator \( A \), \( P \in \mathbb{R}^{m \times n} \) is a random selection matrix that selects rows randomly from \( D \), and \( D \in \mathbb{R}^{n \times n} \) is the DCT matrix. For offline video compression settings, \( n = hw n_2 \), and for online video compression settings, \( n = hw \).

In the simulations, we choose eight video dataset, “Twoleaveshop2cor” (288 × 384 pixels) from dataset “CAVIAR Test Case Scenarios” [59], “CameraParameter” (240 × 320 pixels) from dataset [60], “ShoppingMall” (320 × 256 pixels) from dataset “2ddataset” [61] and “tramecrossroad”, “winterstreet”, “PET2016”, “wetshom”, and “canoe” from dataset “CDnet2014” [62] that contain different real application scenes such as “Bad weather”, “Low Framerate”, “Night videos”, “Dynamic background”, “Indoor activity”. The measurement rate is defined by \( \frac{m}{m-n_2} \), the normalized mean square error (NMSE) is defined as

\[
\text{NMSE} = \frac{\| L + S - X \|_F^2}{\| X \|_F^2}
\]

and the peak signal-to-noise ratio (PSNR) is defined as

\[
\text{PSNR} = 10 \log\left( \frac{255^2}{\| L + S - X \|_F^2} \right)
\]

The rank of background matrix should.
be 1 for static background, however, most background change slowly. Thus, we set the rank of the background matrix to 2 in our simulations. In the offline DTMP algorithm, we choose SURE-LET for the sparse denoiser $D_S$, BM3D for the image denoiser $D_X$, and the best-rank-$r$ for the low-rank denoiser $D_L$.

**B. Offline Compressed VBS**

In the following, we compare the performance of the offline DTMP algorithm with counterpart algorithms including the TMP algorithm [24] and the SpaRCS algorithm [22] for the offline compressed VBS problem and characterize the performance of the offline DTMP by the state evolution analysis. We compare these algorithms on video sequences “CameraParameter” and “Twoleaveshop2cor”. The video matrix $X$ is generated by choosing 500 frames from the beginning of the video sequence, reshaping each frame into a vector, and arranging these vectors column by column.

Fig. 5 plots the PSNR of offline DTMP, TMP, and SpaRCS against the iteration number on different video sequences and the SE of the offline DTMP algorithm. In the figure, the curves with legend “Camera” corresponds to video “CameraParameter”, and those with legend “Twoleave” correspond to “Twoleaveshop2cor”. From the figure, we see that the offline DTMP algorithm achieves a much lower PSNR than TMP and SpaRCS in both datasets, and the state evolution analysis accurately characterize the performance of offline DTMP.

In Fig. 6 and Fig. 7, we compare the recovery of offline DTMP, TMP, and SpaRCS on the video sequences “Twoleaveshop2cor” and “CameraParameter”, respectively. It is clear from these figures that the recovery background and the foreground of the offline DTMP algorithm demonstrates a better visual quality.

**C. Online Compressed VBS**

In the following, we compare the performance of the online DTMP algorithm with the counterpart algorithms including CORPCA [25] and CORPCA-OF [26] for the online compressed VBS problem and characterize the performance of the online DTMP by its state evolution analysis. For all the online algorithms, we choose the first 70 frames of the video sequence, compress the video matrix, and then recover the background and foreground matrices using offline DTMP. The last 10 columns of the recovered background matrix and the last 3 columns of the foreground matrix are taken as $L_{pre}$ and $S_{pre}$ respectively in Algorithm 2 and as the input of in CORPCA and CORPCA-OF. The rest frames are measured frame by frame and recovered using the online separation algorithms whenever a compressed frame arrives.

In Fig. 8 we plot the PSNR of online DTMP, CORPCA, and CORPCA-OF against the iteration number on video dataset “CameraParameter” and “ShoppingMall”. In the figure, the curves with legend “Camera” correspond to video “CameraParameter”, and those with legend “Shopping” correspond to “ShoppingMall”. From the figure, we see that the online DTMP algorithm achieves a much higher PSNR with less iteration time comparing with CORPCA and CORPCA-OF in both datasets, and the state evolution analysis accurately characterize the performance of online DTMP on both videos.
In this paper, we proposed a denoising-based message passing framework termed DTMP for compressed video background and foreground separation in both offline and online measurement modes. DTMP exploits the textual feature of a natural image and the continuity of the foreground in a video to improve the background and foreground separation performance. We also developed the state evolution to accurately characterize the behavior of the proposed algorithms.

In Table I, we present the recovery speed of different algorithms on different video sequences (11 video sequences from dataset "CDnet2014", on for each video category.) with different measurement rates. The recovery speed is expressed in frames per second (FPS). We see from the table that the online DTMP algorithm have the highest recovery speed on all cases (about 3-10 times faster than CORPCA and CORPCA-OF).

In Fig. 9, we compare the recovery results of online DTMP, CORPCA, and CORPCA-OF on a video sequence. In the figure, the images in the first row are the original video frames, these in the second and third rows are the recovered background and foreground frames using CORPCA, these in the fourth and fifth rows are the recovered background and foreground frames using CORPCA-OF, and these in the sixth and seventh rows are recovered background and foreground frames using online DTMP. As shown in this figure, CORPCA and CORPCA-OF fail to recover the foreground frames when the measurement is low, whereas the online DTMP algorithm succeeds in the recovery and demonstrates a much better visual quality.

VII. CONCLUSION

In this paper, we proposed a denoising-based message passing framework termed DTMP for compressed video background and foreground separation in both offline and online measurement modes. DTMP exploits the textual feature of a natural image and the continuity of the foreground in a video to improve the background and foreground separation performance. We also developed the state evolution to accurately characterize the behavior of the proposed algorithms.
Numerical results demonstrate that DTMP can separate the background and foreground of the compressed video with a much higher resulting PSNR and exhibits a substantially better visual quality compared to the counterpart algorithms. The work in this paper can be potentially improved in a number of aspects. For example, from Fig. 6–9, we see that the foreground of an image usually exhibits block sparsity, i.e. the non-zeros appear in clusters. This block sparsity, however, has not been appropriately exploited in our proposed algorithms. In addition, some key parameters of the proposed algorithms, such as the rank of the matrix $L$ and the noise level $\sigma^2$, are set empirically in simulations. These parameters can be learned automatically by using data-driven machine learning techniques. We will explore these possibilities in our future work.
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Fig. 9. Recovery results of the online DTMP algorithm, the COR-PCA algorithm, and the CORPCA-OF algorithm on video dataset “Twoleaveshop2cor”. The measurement rate is 0.1.
