OPTIMAL CONTROL FOR STOCHASTIC VOLterra EQUA tions WITH COMPLETELY MONOTONE KERNELS*
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Abstract. In this paper, we study a class of optimal control problems for stochastic Volterra equations in infinite dimensions. We are concerned with a class of stochastic Volterra integro-differential problem with completely monotone kernels, where we assume that the noise enters the system when we introduce a control. We provide a semigroup setting for the problem, by the state space setting; the applications to optimal control provide other interesting results and require a precise description of the properties of the generated semigroup. In our stochastic optimal control problems, the drift term of the equation has a linear growth in the control variable, the cost functional has a quadratic growth, and the control process belongs to the class of square integrable, adapted processes with no bound assumed on it. Our main results are the existence for the optimal feedback control, the identification of the optimal cost with the value $Y_0$ of the maximal solution $(Y, Z)$ of the backward stochastic differential equation, the existence of a weak solution to the so-called closed loop equation and, finally, the construction of an optimal feedback in terms of the process $Z$.
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1. Introduction. The purpose of this paper is to present some new results of stochastic optimal control problems arising in the context of integro-differential dynamical systems. In recent years, many investigations have been carried out concerning HJB equations in connection with optimal control of nonlinear infinite dimensional stochastic systems; to the best of our knowledge, this paper is the first that attempts to use this approach to control a system whose dynamic is perturbed by the memory term.

In this section we briefly outline the main steps of our construction; this is meant as a guideline for the reader, who will find in later sections all the details.

Throughout the paper we assume that $H, \Xi,$ and $U$ are real separable Hilbert spaces. In this paper we model a realistic situation where the control itself is perturbed by a noise. We are thus concerned with the following class of controlled stochastic integral Volterra equation on $H$:

\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s)\,ds = Au(t) + g(t, u(t)) \left[ r(t, u(t), \gamma(t)) + \dot{W}(t) \right],
\]

\[u(t) = u_0(t), \quad t \leq 0,
\]

where $\gamma$ is the control process, which is assumed to take values in $\Xi$, and $W(t)$ is a cylindrical Wiener process taking values in $U$.
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The control problem consists of minimizing a cost functional of the form
\[ J(u_0, \gamma) = \mathbb{E} \int_0^T l(t, u(t), \gamma(t)) \, dt + \mathbb{E}[\phi(u(T))]. \]

In order to handle the control problem, we first restate (1.1) in an evolution setting by the state space setting first introduced in [28, 14] and recently revised, for the stochastic case, in [24, 4, 5]. Thus we obtain a stochastic evolution equation in a (different) Hilbert space \( X \):

\[
\begin{align*}
\frac{dv(t)}{dt} &= [Bv(t) + (I - B)Pf(t, v(t), \gamma(t))] \, dt + (I - B)PG(t, v(t)) \, dW_t, \\
v(0) &= v_0,
\end{align*}
\]

where the coefficients \( F \) and \( G \) involve the maps \( g \) and \( r \) of the Volterra equation.

Such an approach, called state space setting, has the following interpretation. On a different Hilbert space \( X \), the internal state of the system at time \( t \) is recorded into a random variable \( v(t) \), which contains all the information about the solution up to time \( t \). The state space \( X \) is quite large and does not have a direct interpretation in terms of the original space \( H \). \( B : D(B) \subset X \to X \) is the operator which governs the evolution from past to future. It is proved that \( B \) generates an analytic, strongly continuous semigroup on \( X \). We again appeal to interpolation theory in order to define the spaces \( X_\eta = (X, D(B))_{\eta, 2} \). The operator \( J : D(J) \subset X \to H \) recovers the original variable \( u \) in terms of \( v \). \( P : H \to X \) is a linear operator which acts as a sort of projection into the state space \( X \). For the details, see [24, 4].

The core of this approach is the existence of the linear operator \( J \) which maps the solution of the state equation (1.2) into the (unique) solution of (1.1). (More details on this will be provided later.) Therefore, once we have proved the existence of a solution of the state equation, with a little effort we also get the existence of a solution of the Volterra equation (1.1).

There is a huge literature concerning integro-differential equations; see, for instance, the monograph [32]. Other semigroup approaches have been developed, too, among them the history function approach, which also appears in the study of stochastic equations (see, for instance, [3]). In general, stochastically perturbed problems have been treated with the aid of the resolvent operator; compare, for instance, the paper [8]. However, this approach misses the semigroup property and cannot be applied here.

We notice that (1.2) is a stochastic equation with unbounded coefficients. Similar equations are present in the literature, even though they are not completely classical. Usually they appear in the study of the Zakai equation, studied also in connection with optimal control (see, for instance, [27, 30]), or stochastic equations with boundary noise (compare [33] or [11, section 11]). The same approach is used in the paper [13], where a finite horizon optimal control problem for the stochastic heat equation on a bounded real interval with Neumann boundary conditions is reformulated as a stochastic evolution equation with an unbounded operator in the diffusion term. In [18, 26] the authors deal with the heat equation on a halfline with boundary control and Dirichlet boundary noise. They reformulate the problem as a stochastic evolution equation in a suitable weighted \( L^2 \) space. However, in these cases, they are concerned with linear unbounded operators acting on the control or on the solution.

Our equation does not enter in this setting and deserves a specific treatment, which extends the finite dimensional case studied in [5]. In particular, since the
forcing term $F$ is only locally Lipschitz continuous in the second component, we shall employ an approximation procedure in order to get the existence of the solution.

In section 3 we prove that for every admissible control $\gamma$ there exists a unique solution $v$ to problem (1.2). Hence in section 4 we show that the process

$$u(t) = \begin{cases} u_0(t), & t \leq 0, \\ Jv(t), & t \in [0,T], \end{cases}$$

is the unique solution of the stochastic Volterra equation (1.1).

In general, optimal control problems arising in the context of analytic dynamics present more regularity than those in the case of general dynamics; this observation supports our choice of the construction of a state space setting in order to solve the Volterra equation (1.1). We translate the control problem in the state setting: our purpose will be to minimize over all admissible controls the cost functional

$$J(v_0, \gamma) = \mathbb{E} \int_0^T l(t, J(v(t)), \gamma(t)) \, dt + \mathbb{E}[\phi(J(v(T))].$$

In order to solve the control problem we use the forward-backward system approach. In comparison with the existing literature, we must emphasize that we consider a degenerate control problem (since nothing is assumed on the image of $g$) essentially in the setting assumed in [20] but, differently from them, we treat the infinite dimensional case. Moreover, the coefficients in the cost functional are unbounded operators in the state variable $v(t)$ and admit quadratic growth in the state and control.

We define in a classical way the Hamiltonian function associated to the above problem:

$$\psi(t, v, z) = \inf \{ l(t, J(v), \gamma) + z \cdot r(t, J(v), \gamma) : \gamma \in \Xi \}. \quad (1.3)$$

We take an arbitrary, complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a Wiener process $W^\circ$ in $U$ with respect to $\mathbb{P}$. We denote by $(\mathcal{F}_t^\circ)$ the associated Brownian filtration, i.e., the filtration generated by $W^\circ$ and augmented by the $\mathbb{P}$-null sets of $\mathcal{F}$; $(\mathcal{F}_t^\circ)$ satisfies the usual conditions. We introduce the forward equation

$$dv(t) = Bv(t) \, dt + (I - B)PG(t, v(t)) \, dW_t^\circ, \quad v(0) = v_0, \quad (1.4)$$

whose solution is a continuous $(\mathcal{F}_t^\circ)$-adapted process, which exists and is unique by the results in section 3. Next we consider the associated backward equation of parameters $(\psi, T, \phi(J(v(t))))$

$$dY_t = -\psi(t, v(t), Z_t) \, dt + Z_t \, dW_t^\circ, \quad t \in [0,T], \quad Y_T = \phi(J(v(T))). \quad (1.5)$$

The solution of (1.5) exists in the sense specified in Proposition 5.5: there exist Borel measurable functions $\theta$ and $\zeta$ with values in $\mathbb{R}$ and $U^*$, respectively, such that the processes $Y, Z$ defined by

$$Y_t = \theta(t, v(t)), \quad Z_t = \zeta(t, v(t))$$

($v$ denotes the solution of (1.4)) satisfy

$$\mathbb{E}^\circ \sup_{t \in [0,T]} |Y_t|^2 < \infty, \quad \mathbb{E}^\circ \int_0^T |Z_t|^2 \, dt < \infty.$$
Finally, this solution is the maximal solution among all the solutions \((Y', Z')\) of (1.5) satisfying
\[
E^0 \sup_{t \in [0, T]} |Y'_t|^2 < \infty.
\]

The difficulty here is that the Hamiltonian corresponding to the control problem has quadratic growth in the gradient, and consequently the associated backward stochastic differential equation (BSDE) has quadratic growth in the \(Z\) variable. Well-posedness for this class of BSDEs has been proved in [25] in the case of bounded terminal value. Since we allow for unbounded terminal cost, to treat such equations we have to suitably modify the techniques introduced in [6] and already used in [20]. This point requires particular attention, because we cannot use directly a monotone stability result (see Proposition 2.4 in [25]), well known in the finite dimensional framework. We notice that for such BSDEs no general uniqueness results are known: we replace uniqueness with the selection of a maximal solution.

Our main result, Corollary 5.8, proves that the optimal feedback control exists and the optimal cost is given by the value \(Y_0\) of the maximal solution \((Y, Z)\) of the BSDE (1.5) with quadratic growth and unbounded terminal value.

Finally we address the problem of finding a weak solution to the so-called closed loop equation. If we assume that the infimum in (1.3) is attained, we can prove that there exists a measurable function \(\mu\) of \(t, v, z\) such that
\[
\psi(t, v, z) = l(t, J(v), \mu(t, v, z)) + z \cdot r(t, J(v), \mu(t, v, z)).
\]

We define \(\bar{\gamma}(t, v) = \mu(t, v, \zeta(t, v))\), where \(\zeta\) is defined above. The closed loop equation is
\[
\begin{align*}
\dot{v}(t) &= \left[ Bv(t) + (I - B)PF(t, v(t), \bar{\gamma}(t, v(t))) \right] dt + (I - B)PG(t, v(t)) dW(t), \\
v(0) &= v_0.
\end{align*}
\]

First, we prove that there exists a weak solution of the closed loop equation, satisfying in addition
\[
E \int_0^T |\bar{\gamma}(t, v(t))|^2 dt < \infty.
\]

Moreover, in Corollary 5.11 we construct an optimal feedback control: if \(v\) is a solution to (1.6) and we set \(\gamma^*_s = \bar{\gamma}(s, v(s))\), then \(J(v_0, \gamma^*) = \theta(0, v_0)\), and consequently \(v\) is an optimal state, \(\gamma^*(s)\) is an optimal control, and \(\bar{\gamma}\) is an optimal feedback.

**2. Volterra equations.** Integro-partial-differential equations are widely used in literature for modeling various technological applications related to the study of creep of metal, plastic materials, concrete, rock, and other bodies. In particular, we recall the applications in viscoelasticity theory (see, for instance, [32, section 5] for several examples on how the state of a mechanical system depends on the whole history of actions that were performed on it) and fractional diffusion-wave equations. This last kind of equation is modeled after
\[
\frac{\partial^\alpha}{\partial t^\alpha} u(t, x) = b \frac{\partial^2}{\partial x^2} u(t, x),
\]
where \(\alpha\) is a parameter describing the order of the fractional derivative, that is taken in the sense of the Caputo fractional derivative. Although theoretically \(\alpha\) can be any
number, we consider here only the case \(0 < \alpha < 1\); notice that for \(\alpha = 1\) the above equation represents the standard diffusion equation. The fractional derivative of \(u\) of order \(\alpha\) is
\[
\frac{\partial^\alpha}{\partial t^\alpha} u(t) = \frac{d}{dt} \int_0^t g_{1-\alpha}(t-s) u(s) \, ds,
\]
where \(g_\beta\) is the fractional derivative kernel \(g_\beta(t) = \frac{1}{\Gamma(\beta)} t^{\beta-1}\). This kernel is continuous, locally integrable on \(\mathbb{R}_+\), and completely monotone. There has been a growing interest in investigating this equation, for various reasons; we quote from [1], among others, “modeling of anomalous diffusive and subdiffusive systems” and “description of fractional random walks.”

2.1. A motivating example. The next example shows an application of (1.1) to the theory of rigid conductors of heat composed of materials with memory.

Let \(\mathcal{O} \subset \mathbb{R}^n\) be a fixed bounded domain with Lipschitz boundary occupied by a rigid heat conductor. The linearized theory of heat conduction in rigid material with memory is based on the classical works of [9] and [29]. If we consider only small variations of the absolute temperature and temperature gradient from equilibrium reference values, we may suppose that the internal energy \(e : \mathbb{R} \times \mathcal{O} \to \mathbb{R}\) and the heat flux vector \(q(t,x) : \mathbb{R} \times \mathcal{O} \to \mathbb{R}^n\) are described by the following constitutive equations:
\[
\begin{align*}
e(t,x) &= e_0 + \int_{-\infty}^t c(t-s) \theta(s,x) \, ds, \\
q(t,x) &= -k_0 \nabla \theta(t,x),
\end{align*}
\]
(2.1)
where \(\theta : \mathbb{R} \times \mathcal{O} \to \mathbb{R}\) is the temperature variation field relative to the equilibrium reference value. In this model, we assume that the specific heat has a term of fading memory type described by the energy relaxation function \(c : \mathbb{R}_+ \to \mathbb{R}\), which we assume to be locally integrable in \(\mathbb{R}_+\). This will allow us to consider kernels as \(c(t) = t^{\alpha-1}e^{-\omega t}, \alpha \in (0,1), \omega > 0\). Equation (2.1) above is simply Fourier's law. The constants \(e_0\) and \(k_0\) denote the internal energy at equilibrium and the instantaneous conductivity, respectively.

We consider the energy balance equation for a rigid stationary heat conductor
\[
\frac{\partial}{\partial t} e + \nabla \cdot q = h
\]
and we assume that a nonlinear temperature dependent, stochastically perturbed heat source \(h\) is involved, namely,
\[
h(t,x) = \left[ \sum_{j=1}^d \sigma_j(\theta(t,x)) \gamma_j(t) + \sum_{j=1}^d \sigma_j(\theta(t,x)) d\beta_j(t) \right].
\]
Here \(\sigma_j, j = 1, \ldots, d\), are given functions \(\mathbb{R} \to \mathbb{R}\), Lipschitz continuous, and bounded. \(\gamma = (\gamma_1, \ldots, \gamma_d)\) acts as the control on the system. Moreover \(\beta_j, j = 1, \ldots, d\), are independent real Wiener processes.

In this framework, subject, for instance, to Dirichlet boundary conditions, the problem reads as follows:
\[
\frac{\partial}{\partial t} \int_{-\infty}^t c(t-s) \theta(s,x) \, ds - k_0 \Delta \theta(t,x) = h(t,x),
\]
which is a nonlinear dynamical system. In other terms, \( \theta \) is not a Markov process, since its future development depends on the whole history. With the choice \( c(t) = g_\beta(t) = \frac{1}{|1-\beta|} t^{-\beta} \), the above equation reads \( D^\beta \theta(t) = k_0 \Delta \theta(t) + h(t) \), where \( D^\beta \) is the fractional derivative of order \( \beta \); compare, for instance, [32].

We can consider the following quadratic cost functional:

\[
\mathbb{J}(\theta_0, \gamma) = \mathbb{E} \int_0^T \left[ \frac{1}{2} \gamma(t)^2_{\mathbb{R}^d} + \int_\Omega |\theta(t,x)|^2 \, dx \right] \, dt + \mathbb{E}|\theta(T,x)|^2.
\]

The control problem requires us to minimize the functional \( \mathbb{J} \) over all admissible control processes \( \gamma \in L^2(\Omega \times [0, T]; \mathbb{R}^d) \).

The above example will be solved in section 5.3, where we shall see how it fits into our setting and which kind of solution this problem admits.

### 2.2. Main assumptions and remarks.

The convolution kernel \( a : (0, +\infty) \to \mathbb{R} \) in (1.1) is completely monotone. This means that \( a : (0, +\infty) \to \mathbb{R} \) is a continuous, monotone decreasing function, infinitely often derivable, such that

\[
(-1)^n \frac{d^n}{dt^n} a(t) \geq 0, \quad t > 0, \quad n = 0, 1, 2, \ldots.
\]

We assume that \( a \) is locally integrable and \( a(0^+) = +\infty \) and \( \int_0^1 a(s) \, ds < +\infty \).

We shall control the level of singularity of \( a \). The following construction is rather technical: compare [4] for further details. First, for the completely monotone kernel \( a \) we define the numbers

\[
\alpha(a) := \sup \left\{ \rho \in (0, 1) \mid \int_0^{+\infty} s^{\rho-2} \frac{1}{a(s)} \, ds < +\infty \right\},
\]

\[
\delta(a) := \inf \left\{ \rho \in (0, 1) \mid \int_0^{+\infty} s^{-\rho} \hat{a}(s) \, ds < +\infty \right\}
\]

for some \( c > 0 \). Then we require

\[
(2.2) \quad \alpha(a) > \frac{1}{2}.
\]

The definitions of \( \alpha(a) \) and \( \delta(a) \) are independent of the choice of the number \( c > 0 \). It is always true that \( \alpha(a) \leq \delta(a) \), but there are examples of (rather artificial) completely monotone kernels \( a \) with \( \alpha(a) < \delta(a) \).

These quantities are related to the power of the singularity of the kernel at 0+, as the following example shows.

**Remark 2.1.** Let \( a(t) = e^{-\omega t} t^{\alpha-1} \), where \( \omega > 0 \), be the kernel in subsection 2.1. This kernel is completely monotone with Laplace transform \( \hat{a}(s) = \Gamma(\alpha)(\omega + s)^{-\alpha} \); an easy computation shows that \( \alpha(a) = 1 - \alpha \), and hence we satisfy Assumption (2.2) whenever we take \( \alpha \in (0, \frac{1}{2}) \).

We proceed with the main assumptions on the coefficients of the Volterra equation (1.1). Here, we focus on the leading operator \( A \) and the space \( X \).

**Assumption 2.2.**

(i) \( A : D(A) \subset H \to H \) is a sectorial operator in \( H \). Thus \( A \) generates an analytic semigroup \( e^{tA} \). Interpolation and extrapolation spaces \( H_\eta \) of \( H \) will always be constructed with respect to \( A \).
(ii) The initial condition $u_0(t)$ belongs to the space $\tilde{X}_0$ of admissible initial conditions,
\[
\tilde{X}_0 = \{ u : \mathbb{R}_- \to H, \text{ there exist } M > 0 \text{ and } \omega > 0 \text{ such that } |u(t)| \leq Me^{-\omega t} \},
\]
and it satisfies further the following assumption:
(a) $u_0(0)$ belongs to $H_\epsilon$ for some $\epsilon \in (0, \frac{1}{2})$ and there exist $M_2 > 0$ and $\tau > 0$ such that $|u_0(t) - u_0(0)| \leq M|t|$ for all $t \in [-\tau, 0])$.

2.3. The state space setting. It is known that we can associate to any completely monotone kernel $a$, by means of Bernstein’s theorem [32, p. 90], a positive measure $\nu$ on $[0, +\infty)$ such that
\[
a(t) = \int_{[0, +\infty)} e^{-\kappa t} \nu(d\kappa).
\]
From the required singularity of $a$ at $0+$ we obtain that $\nu([0, +\infty)) = a(0+) = +\infty$, while for $s > 0$ the Laplace transform $\hat{a}$ of $a$ verifies
\[
\hat{a}(s) = \int_{[0, +\infty)} \frac{1}{s + \kappa} \nu(d\kappa) < +\infty.
\]
Under the assumption of complete monotonicity of the kernel, a semigroup approach to a type of abstract integro-differential equation encountered in linear viscoelasticity was introduced in [14]. We recall the extension given in [4] to the case of Hilbert space valued equations. We start for simplicity with the equation
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s) \, ds = Au(t) + f(t), \quad t \in [0, T],
\]
\[
u(t) = u_0(t), \quad t \leq 0.
\]
The starting point is the following identity, which follows by Bernstein’s theorem,
\[
\int_{-\infty}^{t} a(t-s)u(s) \, ds = \int_{-\infty}^{t} \int_{[0, +\infty)} e^{-\kappa(t-s)} \nu(d\kappa) u(s) \, ds = \int_{[0, +\infty)} v(t, \kappa) \nu(d\kappa),
\]
where we introduce the state variable
\[
v(t, \kappa) = \int_{-\infty}^{t} e^{-\kappa(t-s)} u(s) \, ds.
\]
Formal differentiation yields
\[
\frac{\partial}{\partial t} v(t, \kappa) = -\kappa v(t, \kappa) + u(t),
\]
while the integral equation (2.3) can be rewritten as
\[
\int_{[0, +\infty)} (-\kappa v(t, \kappa) + u(t)) \nu(d\kappa) = Au(t) + f(t).
\]
Now, the idea is to use (2.4) as the state equation with $Bv = -\kappa v(t, \kappa) + u(t)$, while (2.5) enters in the definition of the domain of $B$. 
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In our setting, the function $v(t, \cdot)$ will be considered the state of the system, contained in the state space $X$ that consists of all Borel measurable functions $\tilde{x} : [0, +\infty) \to H$ such that the seminorm
\[
\|\tilde{x}\|_X^2 := \int_{[0, +\infty)} (\kappa + 1)|\tilde{x}(\kappa)|_H^2 \nu(d\kappa)
\]
is finite. We shall identify the classes $\tilde{x}$ with respect to equality almost everywhere in $\nu$.

Let us consider the initial condition. On the space $\tilde{X}_0$ introduced in Assumption 2.2 we define a positive inner product
\[
\langle u, v \rangle_{\tilde{X}} = \int \int [a(t + s) - a'(t + s)] \langle u(-s), v(-t) \rangle_H ds dt;
\]
then, setting $\tilde{N}_0 = \{ u \in \tilde{X}_0 : \langle u, u \rangle_{\tilde{X}} = 0 \}$, $\langle \cdot, \cdot \rangle_{\tilde{X}}$ is a scalar product on $\tilde{X}_0/\tilde{N}_0$, we define $\tilde{X}$ the completion of this space with respect to $\langle \cdot, \cdot \rangle_{\tilde{X}}$. We let the operator $Q : \tilde{X} \to X$ be given by
\[
v(0, \kappa) = Qu_0(\kappa) = \int_{-\infty}^{0} e^{\kappa s} u_0(s) ds.
\]

It has been proved in [4, Proposition 2.5] that the operator $Q$ is an isometric isomorphism between $\tilde{X}$ and $X$. This operator maps the initial value of the stochastic Volterra equation in the initial value of the abstract state equation. Different initial conditions of the Volterra equation generate different initial conditions of the state equation.

Condition (a) in Assumption 2.2(ii) is necessary in order to have greater regularity on the initial value of the state equation. In fact, in this case [4, Proposition 2.20] shows that $Qu_0$ belongs to $X_\eta$ for $\eta \in (0, \frac{1}{2})$.

Remark 2.3. We stress that under our assumptions we are able to treat, for instance, initial conditions for the Volterra equation of the form
\[
u_0(t) = \begin{cases} 0, & (\infty, -\delta), \\ \tilde{u}, & [-\delta, 0], \end{cases}
\]
provided $\tilde{u}$ has a suitable regularity.

We quote from [4] the main result concerning the state space setting for stochastic Volterra equations in infinite dimensions.

THEOREM 2.4 (state space setting). Let $A$, $a$, $\alpha(a)$ be given above; choose numbers $\eta \in (0, 1)$, $\theta \in (0, 1)$ such that
\[
\eta > \frac{1}{2} (1 - \alpha(a)), \quad \theta < \frac{1}{2} (1 + \alpha(a)), \quad \theta - \eta > \frac{1}{2}.
\]

Then there exist

(1) a separable Hilbert space $X$ and an isometric isomorphism $Q : \tilde{X} \to X$,
(2) a densely defined sectorial operator $B : D(B) \subset X \to X$ generating an analytic semigroup $e^{tB}$ with growth bound $\omega_0$,
(3) its real interpolation spaces $X_\rho = (X, D(B))_{\rho,2}$ with their norms $\| \cdot \|_\rho$,
(4) linear operators $P : H \to X_0$, $J : X_\eta \to H$
such that the following holds: For each $v_0 \in X$, the problem (2.3) is equivalent to the evolution equation

\begin{align}
\frac{dv}{dt}(t) &= Bv(t) + (I - B)Pf(t), \\
v(0) &= v_0
\end{align}

in the sense that if $u_0 \in \tilde{X}_0$ and $v(t; v_0)$ is the weak solution to problem (2.6) with $v_0 = Qu_0$, then $u(t; u_0) = Jv(t; v_0)$ is the unique weak solution to problem (2.3).

It is remarkable that $B$ generates an analytic semigroup, since in this case we have at our disposal a powerful theory of optimal regularity results. In particular, besides the interpolation spaces $X_\theta$ introduced in Theorem 2.4, we may construct the extrapolation space $X_{-1}$, i.e., a Sobolev space of negative order associated to $e^{tB}$.

Assume for simplicity that $B$ is of negative type. (Otherwise, one may consider $B - \omega_0$ instead of $B$ in the following discussion.) The semigroup $e^{tB}$ extends to $X_{-1}$ and the generator of this extension, that we denote $B_{-1}$, is the unique continuous extension of $B$ to an isometry between $X$ and $X_{-1}$. See, for instance, [15, Definition 5.4] for further details.

**Remark 2.5.** In what follows, we shall always denote the operator with the letter $B$, even in the case where formally $B_{-1}$ should be used instead. This should cause no confusion, due to the similarity of the operators.

**2.4. Preliminary results on existence and uniqueness for the linear, nonhomogeneous Volterra equation.** As a preliminary step for what follows, we state some results for the linear, nonhomogeneous Volterra equation, which we will use mainly in section 4.

The first is a simple, yet important, uniqueness result for (a special case of) the Volterra equation.

**Proposition 2.6.** The linear equation

\begin{align}
\frac{d}{dt} \int_{-\infty}^t a(t-s)u(s)ds = Au(t), \quad t \in [0, T], \\
u(t) = 0, \quad t \leq 0.
\end{align}

has a unique solution $u \equiv 0$.

**Proof.** Let us take the Laplace transform in both sides of the linear equation (2.7); we obtain

$$\lambda \hat{a}(\lambda) \hat{u}(\lambda) = \hat{A}\hat{u}(\lambda), \quad \Re \lambda \geq 0, \lambda \neq 0;$$

therefore, $\hat{u}(\lambda) = R(\lambda \hat{a}(\lambda), A)$.\]

Let $\lambda = x + iy$: recall that by Bernstein’s theorem, $\nu$ is the unique measure associated with the kernel $a$. Using [24, Lemma 1.1.7] we have

$$\lambda \hat{a}(\lambda) = \int_{[0, \infty)} \frac{(x + iy)\kappa + (x^2 + y^2)}{(\kappa + x)^2 + y^2} \nu(d\kappa),$$

hence $\Re (\lambda \hat{a}(\lambda)) \geq 0$ for all $\Re \lambda \geq 0, \lambda \neq 0$, which means that $\lambda \hat{a}(\lambda) \in \rho(A)$ and

$$\hat{u}(\lambda) = 0, \quad \Re \lambda \geq 0, \lambda \neq 0.$$

The complex inversion formula for the Laplace transform therefore leads to

$$u(t) = 0 \quad \text{for a.a.} \ t \geq 0$$

as claimed. \qed
Now we deal with existence and uniqueness of the stochastic Volterra equation with nonhomogeneous terms. To this end we extend the result in [4, Theorem 3.7] where the case \( f(t) \equiv 0 \) is treated.

**Proposition 2.7.** In our assumptions, let \( v_0 \in X_\eta \) for some \( \frac{1-\alpha(a)}{2} < \eta < \frac{1}{2} \alpha(a) \). Given the process

\[
(2.8) \quad v(t) = e^{tB}v_0 + \int_0^t e^{(t-s)B}(I - B)Pf(s) \, ds + \int_0^t e^{(t-s)B}(I - B)Pg(s) \, dW(s)
\]

we define the process

\[
(2.9) \quad u(t) = \begin{cases} Jv(t), & t \geq 0, \\ u_0(t), & t \leq 0. \end{cases}
\]

Then \( u(t) \) is a weak solution to problem

\[
\int_{-\infty}^t a(t-s)u(s) \, ds = Au(t) + f(t) + g(t)W(t), \quad t \in [0, T],
\]

\[
u(t) = u_0(t), \quad t \leq 0.
\]

Before to prove the result we recall the definition of weak solution for stochastic Volterra equations.

**Definition 2.8.** According to [12, section 6.1], a process \( u = \{ u(t), \ t \in [0, T] \} \) is a weak solution to (2.9) if \( u \) is an \( H \)-valued predictable process with

\[
\mathbb{E} \int_0^T |u(s)|^2 \, ds < +\infty
\]

and the identity

\[
(2.10) \quad \int_{-\infty}^t a(t-s)\langle u(s), \zeta \rangle_H \, ds = \langle \bar{u}, \zeta \rangle_H + \int_0^t \langle u(s), A^* \zeta \rangle_H \, ds \\
+ \int_0^t \langle f(s), \zeta \rangle_H \, ds + \int_0^t \langle g(s) \, dW(s), \zeta \rangle_H
\]

holds \( \mathbb{P} \)-a.s. for arbitrary \( t \in [0, T] \) and \( \zeta \in D(A^*) \), where \( A^* \) is the adjoint of the operator \( A \) and

\[
(2.11) \quad \bar{u} = \int_{-\infty}^0 a(-s)u_0(s) \, ds.
\]

**Proof of Proposition 2.7.** The operator \( J \), introduced in Theorem 2.4, acts as a projection from the state space \( X \) to \( H \). \( J \) is a linear unbounded operator with domain \( D(J) \) strictly contained in \( X \). In [4, Lemma 3.11] it was proved that this domain contains an interpolation space \( X_\eta \) and, with a slight abuse of notation, we shall denote again with \( J \) the restriction of the projection operator from \( X_\eta \) to \( H \).

The mapping \( P : H \to X \) introduced in Theorem 2.4 is defined by

\[
(Pf)(\kappa) = \frac{1}{1+\kappa} R(\hat{\kappa}(1), A)f.
\]
The above explicit formula will be useful in the rest of this proof. It is a matter of computation to show that \( Pf \) actually belongs to \( X_\theta \) for \( \theta < \frac{1}{2} ( 1 + \alpha(a) ) \) as stated in that theorem.

As in the discussion preceding Remark 2.5, we define \( B_\eta \) to be the restriction of \( B \) as an operator \( B_\eta : X_{\kappa+1} \to X_\eta \). As usual, \( B^* \) is the adjoint of \( B \).

For fixed \( \xi \in D(A^*) \), we define the vector \( \xi \in X \) by \( \xi(\kappa) = \frac{1}{1+\kappa} \xi \). We claim that \( \xi \in D(B_\eta^*) \). Actually, for \( x \in X_{\kappa+1} \) we have

\[
\langle \xi, B_\eta x \rangle_X = \left. \int_{(0,\infty)} (\kappa + 1) \left( \frac{1}{1+\kappa} \xi, (-\kappa x(\kappa) + Jx) \right)_H \nu(d\kappa) \right.

= \left. \left[ \xi, \int_{(0,\infty)} (-\kappa x(\kappa) + Jx) \nu(d\kappa) \right]_H = \langle \xi, AJx \rangle_H = \langle A^* \xi, Jx \rangle . \right.

Moreover, by [4, Lemma 3.10]

\[
\Psi(t) = (I - B) Pg(t) \in L^2_x(\Omega \times (0, T); L^2(U, X_{\kappa-1})) \quad \text{for any } \theta < \frac{\alpha(a) + 1}{2} .
\]

We have that the process \( v \), defined in (2.8), solves the following equation in weak form:

\[
\langle v(t), \xi \rangle_X = \langle v_0, \xi \rangle_X + \int_0^t \langle B_\eta^* \xi, v(s) \rangle \, ds + \int_0^t \langle \xi, (I - B) Pf(s) \rangle_X \, ds

+ \int_0^t \langle \xi, \Psi(s) \, dW(s) \rangle_X .
\]

We use the above representation in order to prove that \( u \) is a weak solution of (2.9).

Let us consider separately the several terms. The initial condition yields

\[
\langle v_0, \xi \rangle_X = \int_{(0,\infty)} (v(0, \kappa), \xi)_H \nu(d\kappa)

= \left. \left[ \int_{(0,\infty)} \int_{(0,\infty)} e^{-\kappa s} u_0(-s) \, ds \nu(d\kappa), \xi \right]_H = \langle \bar{u}, \xi \rangle_H , \right.
\]

where \( \bar{u} \) is defined in (2.11); next, the second term can be evaluated using equality (2.12),

\[
\int_0^t \langle B_\eta^* \xi, v(s) \rangle_X \, ds = \int_0^t \langle A^* \xi, Jv(s) \rangle_H \, ds = \int_0^t \langle A^* \xi, u(s) \rangle_H \, ds .
\]

The third one leads to

\[
\int_0^t \langle \xi, (I - B) Pf(s) \rangle_X \, ds = \int_0^t \langle \xi, Pf(s) \rangle_X \, ds - \int_0^t \langle B_\eta^* \xi, Pf(s) \rangle_X \, ds
\]

and we consider the two terms separately:

\[
\langle \xi, Pf(s) \rangle_X = \int_{(0,\infty)} (\kappa + 1) \left( \frac{1}{\kappa + 1} \xi, \frac{1}{\kappa + 1} R(\hat{\alpha}(1), A) f(s) \right)_H \nu(d\kappa)

= \langle \xi, \hat{\alpha}(1) R(\hat{\alpha}(1), A) f(s) \rangle_H .
\]
and
\[ (B^∗ξ, Pf(s))_X = ⟨ξ, AJP f(s)⟩_H = ⟨ξ, AR(\hat{a}(1), A)f(s)⟩_H, \]
hence
\[ \int_0^t ⟨\xi, (I - B)Pf(s)⟩_X \, ds = \int_0^t ⟨\xi, \hat{a}(1)R(\hat{a}(1), A)f(s)⟩_H \, ds \]
\[- \int_0^t ⟨\xi, AR(\hat{a}(1), A)f(s)⟩_H \, ds = \int_0^t ⟨\xi, f(s)⟩_H \, ds. \]

We finally turn to the stochastic integral. For an orthonormal basis \( \{e_j\} \) in \( U \) we let \( β_j(t) = \langle W(t), e_j \rangle_U \) and \( Ψ_j(t) = (I - B)Pg(s) \cdot e_j \); then
\[ \int_0^t ⟨\xi, Ψ(s) \, dW(s)⟩_X = \sum_{j=1}^{∞} \int_0^t ⟨\xi, Ψ_j(s)⟩_X \, dβ_j(s) \]
\[ = \sum_{j=1}^{∞} \int_0^t ⟨\xi, (I - B)Pg(s) \cdot e_j⟩_X \, dβ_j(s). \]

This quantity can be treated as we have done for (2.13) and we obtain
\[ \int_0^t ⟨\xi, Ψ(s) \, dW(s)⟩_X = \sum_{j=1}^{∞} \int_0^t ⟨\xi, (\hat{a}(1) - A)R(\hat{a}(1), A)g(s) \cdot e_j⟩_H \, dβ_j(s) \]
\[ = \sum_{j=1}^{∞} \int_0^t ⟨\xi, g(s) \cdot e_j⟩_H \, dβ_j(s) = \int_0^t ⟨\xi, g(s) \, dW(s)⟩_H. \]

We have proved so far that
\[ ⟨v(t), ξ⟩_X = ⟨\bar{u}, ζ⟩_H + \int_0^t ⟨A^∗ξ, u(s)⟩_H \, ds + \int_0^t ⟨\xi, f(s)⟩_H \, ds \]
\[ + \int_0^t ⟨\xi, g(s) \, dW(s)⟩_H. \]
It only remains to prove
\[ \int_{(0,∞)} ⟨v(t, κ), ζ⟩_H \nu(\, dκ) = \int_{-∞}^t ⟨a(t - s)u(s), ζ⟩_H \, ds. \]

If we recall the definition of \( u(t) = \{Jv(t), \ t > 0, \ u_0(t), \ t ≤ 0, \} \), we obtain
\[ \int_{-∞}^t ⟨a(t - s)u(s), ζ⟩_H \, ds = \int_{-∞}^0 ⟨a(t - s)u_0(s), ζ⟩_H \, ds + \int_{0}^t ⟨a(t - s)Jv(s), ζ⟩_H \, ds. \]

We then exploit the definition of \( a(t); \) the first term becomes
\[ \int_{-∞}^0 ⟨a(t - s)u_0(s), ζ⟩_H \, ds = \left( \int_{-∞}^0 \int_{[0,∞)} e^{−κ(t-s)}ν(\, dκ)u_0(s) \, ds, ζ \right)_H \]
\[ = \left( \int_{[0,∞)} e^{−κt} \int_{-∞}^0 e^{−κ(s)}u_0(s) \, dsν(\, dκ), ζ \right)_H \]
\[ = \left( \int_{[0,∞)} e^{−κt}v(0, κ)ν(\, dκ), ζ \right)_H, \]
Now we use the representation formulas stated in [4, (2.14) and (2.17)] to get the second term becomes
\[
\int_0^t \langle a(t - s)Jv(s), \zeta \rangle_H \, ds = \left\langle \int_0^t \int_{[0, \infty)} e^{-\kappa(t-s)} \nu(d\kappa) \right. Jv(s) \, ds, \zeta \bigg|_H \bigg. \\
= \left\langle \int_{[0, \infty)} \int_0^t e^{-\kappa(t-s)} Jv(s) \, ds \nu(d\kappa), \zeta \right\rangle_H,
\]
and the thesis follows from the identification of the processes
\[
v(t, \kappa) = e^{tB}v_0(\kappa) + \int_0^t [e^{(t-s)B}(I - B) \nu(s)](\kappa) \, ds \\
+ \int_0^t [e^{(t-s)B}(I - B) \nu(s)](\kappa) \, dW(s)
\]
(2.14)
\[
\check{v}(t, \kappa) = e^{-\kappa t}v_0(\kappa) + \int_0^t e^{-\kappa(t-s)} Jv(s) \, ds,
\]
proved in next lemma. \(\Box\)

**Lemma 2.9.** In our assumptions, let \(v_0 \in X_\eta\) for some \(\frac{1-\eta}{2} < \eta < \frac{1}{2} \alpha(a)\). Consider the processes \(v\) and \(\check{v}\) defined in (2.14). Then \(\check{v}(t)\) is a modification of \(v(t)\).

**Proof.** The proof follows by a Laplace transform argument which adapts to our case the ideas in [4, Proposition 3.8].

We shall denote by \(L\) the Laplace transform of a function:
\[
\mathcal{L}[f](s) = \int_{[0, \infty)} e^{-st} f(t) \, dt \text{ and similarly } \mathcal{L}[g \hat{W}](s) = \int_{[0, \infty)} e^{-st} g(t) \, dW(t);
\]
if we apply the Laplace transform in the first line of (2.14) we get
\[
\mathcal{L}[v(\cdot, \kappa)](s) = R(s, B)v_0(\kappa) + [R(s, B)(I - B)P \mathcal{L}[f](\kappa)](\kappa) \\
+ [R(s, B)(I - B)P \mathcal{L}[g \hat{W}](\kappa)](\kappa).
\]
Now we use the representation formulas stated in [4, (2.14) and (2.17)] to get
\[
\mathcal{L}[v(\cdot, \kappa)](s) = \frac{1}{\kappa + s} \left( v_0(\kappa) + R(s \hat{a}(s), A) \int_{[0, \infty)} \frac{\kappa}{\kappa + \nu(d\kappa)} \right) \\
+ \frac{1}{\kappa + s} R(s \hat{a}(s), A) \mathcal{L}[f](s) + \frac{1}{\kappa + s} R(s \hat{a}(s), A) \mathcal{L}[g \hat{W}](s).
\]
(2.15)

Now we turn to the second process in (2.14); we obtain that the Laplace transform is
\[
\mathcal{L}[\check{v}](s) = \frac{1}{\kappa + s} v_0(\kappa) + \frac{1}{\kappa + s} \mathcal{L}[Jv](s)
\]
and a direct computation shows that the above quantity is equal to (2.15). \(\Box\)

3. **Stochastic differential equations with unbounded diffusion operator.**

We first study (1.1) without the control. We are concerned with the equation
\[
\frac{d}{dt} \int_{-\infty}^t a(t - s)u(s) \, ds = Au(t) + g(t, u(t)) \hat{W}(t), \quad t \in [0, T], \\
u(t) = u_0(t), \quad t \leq 0.
\]
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Besides the hypothesis in Assumption 2.2, we require the following on the coefficients of (3.1).

**Assumption 3.1.**

(i) The process \( \{W_t, \ t \in [0,T]\} \) is a cylindrical Wiener process defined on a complete probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})\), taking values in the Hilbert space \(U\). This means that \( W(t) \) is a linear mapping \( W(t) : U \to L^2(\Omega) \) such that

(a) for every \( u \in U \), \( \{W(t) \cdot u, \ t \geq 0\} \) is a real-valued Brownian motion, and

(b) for every \( u, v \in U \) and \( t \geq 0 \), \( \mathbb{E}(W(t) \cdot u)(W(t) \cdot v) = \langle u, v \rangle_U \).

(ii) The mapping \( g : [0,T] \times H \to L_p(U,H) \) (the space of Hilbert–Schmidt operators from \( U \) into \( H \)) is measurable; moreover there exists a constant \( C > 0 \) such that for every \( t \in [0,T], u, u' \in H \),

\[
\|g(t,u) - g(t,u')\|_{L_p(U,H)} \leq C|u - u'|, \\
\|g(t,u)\|_{L_p(U,H)} \leq C.
\]

We apply to problem (3.1) the machinery introduced in previous section; then we obtain, on the space \( X \), the stochastic Cauchy problem

\[
\begin{align*}
\mathrm{dv}(t) &= Bv(t) \, dt + (I - B)Pg(t, J(v(t))) \, dW_t, \\
v(s) &= v_0
\end{align*}
\]

for \( 0 \leq s \leq t \leq T \) and initial condition \( v_0 \in X_\eta \). The above expression is only formal in \( X_\eta \) since the coefficients do not belong to the state space; however, we can give a meaning to the mild form of the equation:

\[
(3.3) \quad v(t; s, v_0) = e^{(t-s)B}v_0 + \int_s^t e^{(t-\tau)B}(I - B)Pg(\tau, J(v(\tau))) \, dW(\tau),
\]

The main result of this section is the existence for the solution of (3.2). To this end we define a mapping \( \mathcal{K} \) from \( L^p_F(\Omega; C([0,T]; X_\eta)) \) to itself by the formula

\[
\mathcal{K}(v)(t) = e^{(t-s)B}v_0 + \int_s^t e^{(t-\tau)B}(I - B)Pg(\tau, J(v(\tau))) \, dW(\tau), \quad t \in [s,T],
\]

and show that it is a contraction under an equivalent norm. The unique fixed point shall be the required solution.

Let us introduce the norm

\[
\|v\|_{\eta}^p = \mathbb{E} \sup_{t \in [0,T]} e^{-\beta pt} \|v(t)\|_{\eta}^p,
\]

where \( \beta > 0 \) will be chosen later. In the space \( L^p_F(\Omega; C([0,T]; X_\eta)) \) this norm is equivalent to the original one.

We define the mapping

\[
\Lambda(v,s)(t) = \int_s^t e^{(t-\tau)B}(I - B)Pg(\tau, J(v(\tau))) \, dW(\tau).
\]

Our first goal is to prove that \( \Lambda \) is a well-defined mapping on \( L^p_F(\Omega; C([0,T]; X_\eta)) \) and to give estimates on its norm. Let us stress that in the rest of the paper \( \Lambda(v) \) will be defined for \( t \in [0,T] \) by setting \( \Lambda(v)(t) = 0 \) for \( t < s \).
The following result is used in the proof of Theorem 3.3. The strategy of the proof, based on the classical factorization method by Da Prato and Zabczyk, is replicated several times here.

**Lemma 3.2.** For every $\frac{1}{p} < \theta - \eta - \frac{1}{2}$ the operator $\Lambda$ maps $L^p_s(\Omega; C([0, T]; X))$ into itself.

**Proof.** Let $v \in L^p_s(\Omega; C([0, T]; X))$; for simplicity we fix the initial time $s = 0$ and write $\Lambda(t) = \Lambda(v, 0)(t)$. Further, we remark that the thesis is equivalent to the statement: $t \mapsto (I - B)^\eta \Lambda(t) \in L^p_s(\Omega; C([0, T]; X))$.

**Step 1.** For given $\gamma \in (0, 1)$ and $\eta \in (0, 1)$, the following identity holds:

$$e^{-\beta t} (I - B)^\eta \Lambda(t) = c_\gamma \int_0^t e^{-\beta(t-\tau)}(t-\tau)^{\gamma-1}e^{(t-\tau)B}y_\eta(\tau) \, d\tau,$$

where $y_\eta$ is the process

$$(3.4) y_\eta(\tau) = \int_0^\tau e^{-\beta\sigma}(\tau - \sigma)^{-\gamma}e^{-\beta(\tau - \sigma)}e^{(\tau - \sigma)B}(I - B)^{\eta+1}Pg(\sigma, J(v(\sigma))) \, dW(\sigma).$$

We shall estimate the $L^p(\Omega; X)$-norm of this process:

$$\mathbb{E}|y_\eta(\tau)|^p = \mathbb{E}\left|\int_0^\tau e^{-\beta\sigma}(\tau - \sigma)^{-\gamma}e^{-\beta(\tau - \sigma)}e^{(\tau - \sigma)B}(I - B)^{\eta+1}Pg(\sigma, J(v(\sigma))) \, dW(\sigma)\right|^p.$$

Proceeding as in [12, Lemma 7.2] this leads to

$$\mathbb{E}|y_\eta(\tau)|^p \leq C\mathbb{E}\left[\int_0^\tau \|e^{-\beta\sigma}e^{(\tau - \sigma)B}(I - B)^{\eta+1}Pg(\sigma, J((\sigma)))\|^{\frac{p}{2}} \left(\tau - \sigma\right)^{-\gamma}e^{-\beta(\tau - \sigma)}\|_{L^2(U,X)} \, d\sigma\right]^{p/2}.$$ 

Since the semigroup $e^{tP}$ is analytic, $P$ maps $H$ into $X$ for arbitrary $\theta < \frac{1+\alpha(a)}{2}$, and $g$ takes values in $L^2(U,H)$, the following estimate holds:

$$\|e^{(\tau - \sigma)B}(I - B)^{\eta+1}Pg(\sigma, J(v(\sigma)))\|_{L^2(U,X)} \leq C(\tau - \sigma)^{\theta-1-\eta}\|g(\sigma, J(v(\sigma)))\|_{L^2(U,H)}$$

and the process $y_\eta$ is estimated by

$$\mathbb{E}|y_\eta(\tau)|^p \leq C\mathbb{E}\left(\int_0^\tau e^{-2\beta\sigma}\|g(\sigma, J(v(\sigma)))\|_{L^2(U,H)}^2 \right)^{p/2} e^{-2\beta(\tau - \sigma)}\left(\tau - \sigma\right)^{2(\gamma+1+\eta-\theta)} \, d\sigma.$$ 

We apply Young’s inequality to get

$$\|y_\eta\|_{L^p_s(\Omega; L^p(0,T; X))}^p = \left(\mathbb{E}\int_0^T |y_\eta(\tau)|^p \, d\tau\right)^{p/2} \leq C\mathbb{E}\left[\left(\int_0^T e^{-2\beta\sigma}\|g(\sigma, J(v(\sigma)))\|_{L^2(U,H)}^2 \, d\sigma\right)^{2/p}\right]^{p/2} \left(\int_0^\infty e^{-\gamma(2\beta)^{1+2\gamma-2(\theta-\eta)}\tau-2(\gamma+1+\eta-\theta)} \, d\tau\right)^{p/2},$$
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where the last integral is obtained by a change of variables. Hence, for any \( \gamma < (\theta - \eta) - 1/2 \) (notice that we can always choose \( \gamma > 0 \) small enough such that this holds) we obtain

\[
\|y_0\|_{L^p_T(\Omega; L^p(0,T;H))} \leq C_T (2\beta)^{\frac{1}{2} + \gamma - (\theta - \eta)} \left( \mathbb{E} \left[ \int_0^T e^{-p\beta\sigma} \|g(\sigma, J(v(\sigma)))\|_{L^p_{\mathcal{H}}(U,H)}^p \, d\sigma \right] \right)^{1/p}.
\]

Now, taking into account the assumptions on \( q \) and the choice of \( v \in L^p_T(\Omega; C([0,T]; X_\eta)) \), we estimate the integral term above and we finally arrive at

\[
\|y_\eta\|_{L^p_T(\Omega; L^p(0,T;X))} \leq C(2\beta)^{\frac{1}{2} + \gamma - (\theta - \eta)}.
\]

It follows that in particular \( y_\eta \in L^p(0,T;X), \mathbb{P}\text{-a.s.} \).

**Step 2.** In [11, Appendix A] it is proved that for any \( \gamma \in (0,1) \), \( p \) large enough such that \( \gamma - \frac{1}{p} > 0 \), the linear operator

\[
R_\gamma \phi(t) = \int_0^t (t - \sigma)^{\gamma - 1} e^{(t - \sigma)B} \phi(\sigma) \, d\sigma
\]

is a bounded operator from \( L^p(0,T;X) \) into \( C([0,T]; X) \). Using this result in Step 1, the thesis follows.

**Theorem 3.3.** Under Assumptions 2.2 and 3.1, for every \( p \geq 2 \) there exists a unique process \( v \in L^p_T(\Omega; C([0,T]; X_\eta)) \) solution of (3.2). Moreover, the solution \( v(t; s, v_0) \) depends continuously on the initial conditions \( (s, v_0) \in [0,T] \times X_\eta \), and the estimate

\[
\mathbb{E} \sup_{t \in [s,T]} \|v(t)\|_{\mathcal{H}}^p \leq C(1 + \|v_0\|_{\mathcal{H}})^p
\]

holds for some constant \( C \) depending on \( T \) and the parameters of the problem.

**Proof.** The first part of the proof proceeds, basically, on the same lines as the proof of Theorem 3.2 in [5]. We have to prove that the mapping \( \mathcal{K} \) from \( L^p_T(\Omega; C([0,T]; X_\eta)) \) to itself given by

\[
\mathcal{K}(v)(t) = e^{(t-s)B} v_0 + \int_s^t e^{(t-\tau)B} (I-B) P g(\tau, J(v(\tau))) \, dW(\tau), \quad t \in [s,T],
\]

is a contraction under the following norm:

\[
\|v\|_\eta^p = \mathbb{E} \sup_{t \in [0,T]} e^{-\beta pt} \|v(t)\|_{\mathcal{H}}^p.
\]

Lemma 3.2 shows that for every \( \frac{1}{p} < \theta - \eta - \frac{1}{2} \), the operator \( \Lambda \) is a well-defined mapping in the space \( L^p_T(\Omega; C([0,T]; X_\eta)) \). In order to conclude the proof that \( \mathcal{K} \) maps \( L^p_T(\Omega; C([0,T]; X_\eta)) \) into itself it is sufficient to recall that the initial condition \( v_0 \) belongs to \( X_\eta \), hence \( t \mapsto e^{(t-s)B} v_0 \), extended to a constant for \( t < s \),

\[
S(t-s)v_0 = v_0 \quad \text{for } t < s
\]

belongs to \( L^p_T(\Omega; C([0,T]; X_\eta)) \).
Next, we prove that $K$ is a contraction in the space $L^p_{\mathcal{F}}(\Omega; C([0, T]; X_\eta))$. If $v, v_1$ are processes belonging to this space, passages similar to those in Lemma 3.2 show that

$$
(3.8) \quad \| \Lambda(v) - \Lambda(v_1) \|_\eta \leq C(2\beta)^\frac{1}{2} + \gamma \cdot (\theta - \eta) \| v - v_1 \|_\eta.
$$

Moreover, we can find $\beta$ large enough such that

$$
C(2\beta)^\frac{1}{2} + \gamma \cdot (\theta - \eta) \leq \delta < 1
$$

so that $K$ becomes a contraction on the time interval $[0, T]$ and by a classical fixed point argument we get that there exists a unique solution of the mild equation (3.3) on $[0, T]$.

Since the solution to (3.3) verifies $v = K(v)$ we also deduce from the above computations that

$$
\| v \|_\eta = \| K(v) \|_\eta \leq \delta + C(T) \| v_0 \|_\eta,
$$

hence

$$
\| v \|_\eta \leq C(1 + \| v_0 \|_\eta).
$$

In the last part of the proof we are concerned with the regular dependence of the solution on the initial conditions. The results in this section rely on Proposition 2.4 in [21], where a parameter depending contraction principle is provided.

As before, we introduce the map

$$
K(v, s, x)(t) = e^{(t-s)B}v_0 + \Lambda(v, s)(t)
$$

and we set $K(v, s, v_0)(t) = v_0$ for $t < s$. For a suitable $T > 0$, we have shown that this mapping is a contraction in the space $L^p_{\mathcal{F}}(\Omega; C([0, T]; X_\eta))$. Now the thesis follows if we prove that for every $v \in L^p_{\mathcal{F}}(\Omega; C([0, T]; X_\eta))$, the mapping $(s, v_0) \mapsto K(v, s, v_0)$ is continuous as a map from $[0, T] \times X_\eta \to L^p_{\mathcal{F}}(\Omega; C([0, T]; X_\eta))$.

We introduce two sequences $\{s_n^-\}$ and $\{s_n^+\}$ such that $s_n^- \downarrow s$ and $s_n^+ \uparrow s$. First, recalling that we extend $S(t - s)v_0 = v_0$ for $t < s$, we have

$$
\sup_{t \in [0, T]} \| e^{(t-s_n^+)B}v_0 - e^{(t-s_n^-)B}v_0 \|_\eta = \sup_{t \in [s_n^-, T]} \| e^{(t-s_n^+)B}v_0 - e^{(t-s_n^-)B}v_0 \|_\eta \to 0
$$

and also the map $v_0 \to \{t \mapsto e^{(t-s)B}v_0\}$ is clearly continuous from $X_\eta$ into $C([0, T]; X_\eta)$.

Next, we consider the mapping $\Lambda$. Recall that

$$
\Lambda(v, s)(t) = \int_s^t e^{(t-\tau)B}(I - B)Pg(\tau, J(v(\tau))) dW(\tau)
$$

and we set $\Lambda(v, s)(t) = 0$ for $t < s$. Our aim is to prove that

$$
E \sup_{t \in [0, T]} \| \Lambda(v, s_n^+)(t) - \Lambda(v, s_n^-)(t) \|_\eta^p \to 0.
$$

If $t < s_n^-$, then both terms are zero. For $s_n^- < t < s_n^+$, the first term disappears and only the second one remains. Finally, for $t > s_n^+$, the first integral compensates a part
we identify the nonlinear mappings for every admissible control, of the solution for the stochastic problem (1.2), where
\[ C \]
Since (see [11, Appendix A]) for any \( \gamma \) process \( \gamma \),
Now using factorization method we can write
\[ \text{arguing as in proof of Lemma 3.2 we see that} \]
\[ \text{we get} \]
\[ \text{where the final convergence comes as an immediate consequence of the dominated convergence theorem. Collecting all the above estimates, the continuity of the mapping} \]
\[ \text{of the second one and we get} \]
\[ \mathbb{E} \sup_{t \in [0,T]} \| \Lambda(v, s^+) - \Lambda(v, s^-) \|_\eta^p \]
\[ = \mathbb{E} \sup_{t \in [0,T]} \left\| \int_{s^-}^{s^+} e^{(t-\tau)B} (I - B) P \eta(\tau, J(v(\tau))) \, dW(\tau) \right\|_\eta^p \]
\[ = \mathbb{E} \sup_{t \in [0,T]} \left\| \int_0^t 1_{s^n \leq \tau \leq s^n} e^{(t-\tau)B} (I - B) P \eta(\tau, J(v(\tau))) \, dW(\tau) \right\|_\eta^p. \]
Now using factorization method we can write
\[ (I - B)^p \int_0^t 1_{s^n \leq \tau \leq s^n} e^{(t-\tau)B} (I - B) P \eta(\tau, J(v(\tau))) \, dW(\tau) \]
\[ = c \eta \int_0^t 1_{s^n \leq \tau \leq s^n} e^{-\beta(t-\tau)} (t - \tau)^{\gamma-1} e^{(t-\tau)B} \eta(\tau) \, d\tau, \]
where \( y_\eta \) is given by (3.4).
Arguing as in proof of Lemma 3.2 we see that \( 1_{s^n \leq \tau \leq s^n} \eta(\tau) \in L^p([0,T]; X) \).
Since (see [11, Appendix A]) for any \( \gamma \in (0,1) \), \( p \) large enough such that \( \gamma - \frac{1}{2} > 0 \),
the linear operator \( R_\gamma \) defined by (3.7) is a bounded operator from \( L^p([0,T]; X) \) into \( C([0,T]; X) \), we have
\[ \mathbb{E} \sup_{t \in [0,T]} \| \Lambda(v, s^+) - \Lambda(v, s^-) \|_\eta^p \]
\[ \leq c \mathbb{E} \sup_{t \in [0,T]} \left\| \int_0^t (t - \tau)^{\gamma-1} e^{(t-\tau)B} 1_{s^n \leq \tau \leq s^n} \eta(\tau) \, d\tau \right\|^p \]
\[ \leq c \| R_\gamma \|^p \mathbb{E} \int_0^T \left\| 1_{s^n \leq \tau \leq s^n} \eta(\tau) \right\|^p \, d\tau \to 0, \]
where the final convergence comes as an immediate consequence of the dominated convergence theorem. Collecting all the above estimates, the continuity of the mapping \( (s, v_0) \mapsto K(v, s, v_0) \) is proved.

3.1. The general case. The last result in this section provides the existence, for every admissible control, of the solution for the stochastic problem (1.2), where we identify the nonlinear mappings \( F \) and \( G \), within the state space approach, with \( g(t, J(v(t))) r(t, J(v(t)), \gamma(t)) \) and \( g(t, J(v(t))) \), respectively:
\[ dv(t) = \left[ Bv(t) + (I - B) P g(t, J(v(t))) r(t, J(v(t)), \gamma(t)) \right] \, dt \]
\[ + (I - B) P g(t, J(v(t))) \, dW(t), \]
\[ v(s) = v_0. \]
At this stage, it is necessary to make precise the assumptions on the control process \( \gamma \) and the control operator \( r \) that enters in this problem.

Assumption 3.4.
(i) An admissible control \( \gamma \) is a stochastic process \( \gamma : \Omega \times [0,T] \to \Xi \) that is \( \mathcal{F}_t \)-adapted and square integrable,
\[ \mathbb{E} \int_0^T |\gamma(s)|^2 \, ds < +\infty. \]
This square summability requirement is intuitively justified by the idea that a control process which is not square summable would have infinite cost.

(ii) The function \( r : [0, T] \times H \times \Xi \to U \) is measurable and there exists \( C > 0 \) such that for \( t \in [0, T] \), \( u, u' \in H \), and \( \gamma \in \Xi \), it holds that

\[
|r(t, u, \gamma) - r(t, u', \gamma)| \leq C(1 + |\gamma|)|u - u'|;
\]

moreover, \( r(t, u, \cdot) \) has sublinear growth uniformly in \( (t, u) \in [0, T] \times H \): there exists \( C > 0 \) such that for \( t \in [0, T] \) and \( u \in H \), it holds that

\[
|r(t, u, \gamma)| \leq C(1 + |\gamma|).
\]

Finally, for all \( t \in [0, T] \), \( u \in H \), \( r(t, u, \cdot) \) is a continuous function from \( \Xi \) to \( U \).

**Theorem 3.5.** Under Assumptions 2.2, 3.1, and 3.4, let \( \gamma \) be an admissible control. Then there exists a unique mild solution \( \nu \) of (3.9) with \( \nu \in L^2_\mathbb{P}(\Omega; C([0, T]; X_\eta)) \).

**Proof.** We shall use an approximation procedure in order to handle the growth bound of the function \( r(t, J(\nu), \gamma) \) in \( \gamma \). We introduce the sequence of stopping times

\[
\tau_n = \inf \left\{ t \in [0, T] \mid \int_0^t |\gamma(s)|^2 \, ds > n \right\}
\]

with the convention that \( \tau_n = T \) if the indicated set is empty. Since \( \gamma \) is an admissible control, i.e., \( \mathbb{E} \int_0^T |\gamma(s)|^2 \, ds < +\infty \), for \( \mathbb{P} \)-almost every \( \omega \in \Omega \) there exists an integer \( N(\omega) \) such that

\[
n \geq N(\omega) \text{ implies } \tau_n(\omega) = T.
\]

Let us fix \( \gamma_0 \in \Xi \) and let us define, for every \( n \in \mathbb{N} \),

\[
\gamma_n(t) = \gamma(t) \mathbf{1}_{t \leq \tau_n} + \gamma_0 \mathbf{1}_{t > \tau_n}
\]

and we consider the family of equations

\[
dv_n(t) = \left[ Bv_n(t) + (I - B)Pg(t, J(v_n(t))) \right] r(t, J(v_n(t)), \gamma_n(t)) \, dt
\]

\[
+ (I - B)Pg(t, J(v_n(t))) \, dW_t,
\]

\[
v_n(s) = v_0.
\]

For simplicity of notation we fix the initial time \( s = 0 \); the solution \( v_n \) of (3.12) is the fixed point of the mapping

\[
v \mapsto \mathcal{K}_n(v, v_0) = e^{tB}v_0 + \Lambda(v)(t) + \Gamma_n(v)(t),
\]

where \( \Gamma_n(v) \) is the process defined by

\[
\Gamma_n(v)(t) = \int_0^t e^{(t-\tau)B}(I - B)Pg(\tau, J(v(\tau))) \, r(\tau, J(v(\tau)), \gamma_n(\tau)) \, d\tau.
\]

In Lemma 3.7 we prove that for every \( p \) the operator \( \Gamma_n \) is a well-defined mapping on \( L^p(\Omega; C([0, T], e^{\beta t}; X_\eta)) \) and that it is a contraction for every \( \beta \) large enough. Putting together the estimates (3.8) and (3.14) concerning the mappings \( \Lambda \) and \( \Gamma_n \) we obtain that the mapping \( v \mapsto \mathcal{K}_n(v, x) \) is a contraction on the space
useful later. Using the factorization method as in proof of Lemma 3.2 we have that
\[ v(t) = v_n(t) \] on \([0, \tau_n]\)
and clearly \(v\) is the required solution of (3.9).

It remains to prove that \(v \in L^2_T(\Omega; C([0, T]; X_\eta))\). The claim follows if we prove that
\[ \sup_{n \in \mathbb{N}} \mathbb{E} \sup_{t \leq T} \|v_n(t)\|_\eta^2 < \infty. \]

From the mild form of (3.12) we obtain
\[
v_n(t) = e^{tB}x + \int_0^t e^{(t-\sigma)B}(I - B)Pg(\sigma, Jv_n(\sigma))r(\sigma, Jv_n(\sigma), \gamma_n(\sigma)) \, d\sigma
+ \int_0^t e^{(t-\sigma)B}(I - B)Pg(\sigma, Jv_n(\sigma)) \, dB(\sigma).\]

We first notice that the first integral term on the right-hand side can only be estimated in \(L^2(\Omega)\)-norm,
\[
\mathbb{E} \sup_{t \leq T} \left\| \int_0^t e^{(t-\sigma)B}(I - B)Pg(\sigma, Jv_n(\sigma))r(\sigma, Jv_n(\sigma), \gamma_n(\sigma)) \, d\sigma \right\|_\eta^2
\leq \mathbb{E} \sup_{t \leq T} \left( \int_0^t (t-\sigma)^{-1+(1+\eta-\theta)(1+|\gamma_n(\sigma)|)} \, d\sigma \right)^2
\leq C T^{2(\theta-\eta)-1} \left( \int_0^T (1 + \mathbb{E} |\gamma(s)|^2) \, ds \right) \leq C,
\]
thanks to the assumptions on the admissible control \(\gamma\).

As far as the stochastic term is concerned, we can give the estimate also in the \(L^{2p}(\Omega)\)-norm for \(p \geq 1\); although we only need \(p = 1\) here, the general case will be useful later. Using the factorization method as in proof of Lemma 3.2 we have that
\[
(3.13) \quad \mathbb{E} \sup_{t \leq T} \left\| \int_0^t e^{(t-\sigma)B}(I - B)Pg(\sigma, Jv_n(\sigma)) \, dB(\sigma) \right\|_\eta^{2p}
= \mathbb{E} \sup_{t \leq T} \left\| c_n \int_0^t e^{-\beta(t-\tau)}(t-\tau)^{\gamma-1} e^{(t-\tau)B} y^n_\eta(\tau) \, d\tau \right\|^{2p},
\]
where \(y^n_\eta\) is the process
\[ y^n_\eta(\tau) = \int_0^\tau e^{-\beta\sigma(\tau - \sigma)} - \gamma e^{-\beta(\tau - \sigma)} e^{(\tau - \sigma)B}(I - B_{-1})^nPg(\sigma, J(v_n(\sigma))) \, dB(\sigma).\]

With the same calculation as in proof of Lemma 3.2 (see (3.5), (3.6)), we get
\[ \|y^n_\eta\|_{L^p_T(\Omega; L^p(0, T; X))} \leq C, \]
where the constant $C$ is independent on $n$. Hence, applying H"older’s inequality in the (3.13), we obtain
\[
\mathbb{E} \sup_{t \leq T} \left\| \int_0^t e^{(t-s)B(I-B)P_g(\sigma,J\nu_n(\sigma))}dW(\sigma) \right\|_{\eta}^{2p} \leq C \mathbb{E} \int_0^T |y_\eta^n(\sigma)|^{2p} d\sigma \leq C,
\]
which is bounded, independently of $n$, using the bound of $g$ in Assumption 3.1. We have thus proved the thesis.

**Corollary 3.6.** The family of random variables $\sup_{t \leq T} \|v_n(t)\|_\eta^2$ is uniformly integrable.

**Proof.** Proceeding as above, we have that
\[
\sup_{t \leq T} \|v_n(t)\|_\eta^2 \leq C \left(1 + \int_0^T |\gamma(s)|^2 ds + \sup_{t \leq T} \|\Lambda(v_n,t)\|_\eta^2\right)
\]
and we notice that the first two terms are integrable; the last is a uniformly integrable family of random variables, since we have proved in (3.13) that it is uniformly bounded in $L^{2p}(\Omega)$-norm for some $p > 1$. Therefore, also $\sup_{t \leq T} \|v_n(t)\|_\eta^2$ is uniformly integrable and the claim is proved.

**Lemma 3.7.** For every $p$ the operator $\Gamma_n$ maps $L^p_{\sigma}(\Omega;C([0,T],e^{-\beta t};X_\eta))$ into itself and it is a contraction for every $\beta$ large enough.

**Proof.** As in the proof of Lemma 3.2, we consider only the case $s = 0$ and we write $\Gamma_n(t)$ for $\Gamma_n(v)(t)$ for $v \in L^p_{\sigma}(\Omega;C([0,T];X_\eta))$. The following computation leads to the thesis:
\[
\mathbb{E} \sup_{t \in [0,T]} e^{-\beta pt} \|\Gamma_n(v(t)) - \Gamma_n(v'(t))\|_\eta^p,
\]
\[
\leq \mathbb{E} \sup_{t \in [0,T]} \left| \int_0^t e^{-\beta \sigma} \left| e^{-\beta (t-\sigma)} e^{(t-\sigma)B(I-B)^{1+\eta}} \right| \right|^{p/2} \cdot \mathbb{E} \left( \int_0^T \left| e^{-\beta \sigma} |g(\sigma,J(v(\sigma)))r(\sigma,J(v(\sigma)),\gamma_n) - g(\sigma,J(v'(\sigma)))r(\sigma,J(v'(\sigma)),\gamma_n)|\right|^2 d\sigma \right)^{p/2}
\]
\[
\leq C \left( \int_0^T e^{-\beta \sigma} (|1 + |\gamma_n(\sigma)||^2 |v(\sigma) - v'(\sigma)|^2 d\sigma \right)^{p/2}
\]
\[
\leq C \mathbb{E} \sup_{t \in [0,T]} e^{-\beta pt} \|v(\sigma) - v'(\sigma)||_\eta^p \left( \int_0^T e^{\beta \sigma} (|1 + |\gamma_n(\sigma)||^2 d\sigma \right)^{p/2}
\]
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by the construction of $\tau_n$ it holds that

$$\int_0^T (1 + |\gamma_n(\sigma)|^2) \, d\sigma \leq C(1 + n + |\gamma_0|^2) =: \tilde{C} \quad \mathbb{P} - \text{a.s.}$$

and it follows that

$$\leq (2\beta)^{\frac{p}{2}} (1-2(\theta - \eta)) e^{\frac{\beta T}{2}} \tilde{C}^{\frac{p}{2}} \|v - v'\|_{\eta}^p.$$

With the same computation we obtain that $\Gamma_n$ is well defined:

$$\|\Gamma_n(v)\|_{\eta}^p \leq C \left( \Gamma[2(\theta - \eta) - 1] (2\beta)^{1-2(\theta - \eta)} \right)^{p/2} \mathbb{E} \left( \int_0^T e^{-\beta \sigma} (1 + |\gamma_n(\sigma)|^2) \, d\sigma \right)^{p/2}.$$

Hence $\Gamma_n$ is a contraction with norm decreasing with $\beta$. \qed

4. The solution of the controlled stochastic Volterra equation. Following the preparatory results proved in the previous section, we prove that the main Theorem 4.2 of existence and uniqueness of solutions of the original controlled Volterra equation (1.1). Obviously, as a special case of the main theorem we also get that (3.1) has a unique solution.

The proof of this result relies again on the approximation procedure introduced in section 3. As in the proof of Theorem 3.5, we introduce the sequence of stopping times

$$\tau_n = \inf \left\{ t \in [0, T] \mid \int_0^t |\gamma(s)|^2 \, ds > n \right\}$$

with the convention that $\tau_n = T$ if the indicated set is empty. Since $\gamma$ is an admissible control, i.e., $\mathbb{E} \int_0^T |\gamma(s)|^2 \, ds < +\infty$, for $\mathbb{P}$-almost every $\omega \in \Omega$ there exists an integer $N(\omega)$ such that

$$n \geq N(\omega) \implies \tau_n(\omega) = T.$$

Let us fix $\gamma_0 \in \Xi$ and let us define for every $n \in \mathbb{N}$

$$\gamma_n(t) = \gamma(t) 1_{t \leq \tau_n} + \gamma_0 1_{t \geq \tau_n}$$

and consider the family of equations

$$\begin{aligned}
dv_n(t) &= \left[ Bv_n(t) + (I - B)Pg(t,J(v_n(t))) r(t,J(v_n(t)),\gamma_n(t)) \right] \, dt \\
&\quad + (I - B)Pg(t,J(v_n(t))) \, dW_t, \\
v_n(s) &= v_0.
\end{aligned}$$

We focus our attention on the following result, which will give us the main tool to prove Theorem 4.2.

**Theorem 4.1.** Under Assumptions 2.2, 3.1, and 3.4, let $\gamma$ be an admissible control. For every $n \in \mathbb{N}$, the process

$$u_n(t) = \begin{cases} u_0(t), & t \leq 0, \\
Jv_n(t), & t \in [0, T], \end{cases}$$
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where \( v_n \) is the solution of problem (4.2), is the unique solution of the equation

\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s) \, ds = Au(t) + g(t, u(t)) \left[ r(t, u(t), \gamma_n(t)) + \dot{W}(t) \right],
\]

\( u(t) = u_0(t), \quad t \leq 0, \)

where \( \gamma_n \) is the control process defined in (4.1).

**Proof.** We propose to fulfill the following steps.

**Step I.** The affine equation

\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s) \, ds = Au(t) + g(t, \tilde{u}(t)) \left[ r(t, \tilde{u}(t), \gamma_n(t)) + \dot{W}(t) \right],
\]

\( u(t) = u_0(t), \quad t \leq 0, \)

defines a contraction mapping \( Q : \tilde{u} \mapsto u \) on the space \( L^2_p(\Omega; C([0, T]; H)) \). Therefore, (4.4) admits a unique solution.

**Step II.** The process \( u_n \), defined in (4.3) satisfies (4.4). Accordingly, by the uniqueness of the solution, the thesis of the theorem follows.

**Proof of Step I.** We proceed to define the mapping

\[
Q : L^p(\Omega; C([0, T]; H)) \to L^p(\Omega; C([0, T]; H)),
\]

where \( Q(\tilde{u}) = u \) is the solution of the problem

\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s) \, ds = Au(t) + g(t, \tilde{u}(t)) \left[ r(t, \tilde{u}(t), \gamma_n(t)) + \dot{W}(t) \right],
\]

\( u(t) = u_0(t), \quad t \leq 0, \)

Let \( \tilde{u}_1, \tilde{u}_2 \) be two processes belonging to \( L^p(\Omega; C([0, T]; H)) \) and take \( u_1 = Q(\tilde{u}_1) \) and \( u_2 = Q(\tilde{u}_2) \). It follows from the uniqueness of the solution, proved in Proposition 2.7, that the solution \( u_i(t) \) \((i = 1, 2)\) has the representation

\[
u_i(t) = \begin{cases} Jv_i(t), & t \in [0, T], \\ u_0(t), & t \leq 0, \end{cases}
\]

where

\[
v_i(t) = e^{tB}v_0 + \int_0^t e^{(t-s)B}(I - B)Pg(s, \tilde{u}_i(s))r(s, \tilde{u}_i(s), \gamma_n(s)) \, ds \\
+ \int_0^t e^{(t-s)B}(I - B)Pg(s, \tilde{u}_i(s)) \, dW(s).
\]

In particular,

\[
U(t) = u_1(t) - u_2(t) = \begin{cases} J(v_1(t) - v_2(t)), & t \in [0, T], \\ 0, & t \leq 0; \end{cases}
\]

then

\[
\mathbb{E} \sup_{t \in [0, T]} e^{-\beta pt} |U(t)|^p \leq \|J\|_{L(X_n, H)}^p \mathbb{E} \sup_{t \in [0, T]} e^{-\beta pt} \|v_1(t) - v_2(t)\|^p_n
\]
and the quantity on the right-hand side can be treated as in Theorem 3.5 and the
claim follows.

Proof of Step II. It follows from the previous step that there exists at most a
unique solution \(u_n\) of problem (4.4); in order to prove Theorem 4.1 it only remains to
prove the representation formula (4.3).

Let \(\hat{f}(s) = g(s, Jv_n(s))r(s, Jv_n(s), \gamma_n(s))\) and \(\hat{g}(s) = g(s, Jv_n(s))\); it is a con-
sequence of Theorem 2.7 that \(u\), defined in (4.3), is a weak solution of the problem
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t - s)u(s) \, ds = Au(t) - \hat{f}(t) + \hat{g}(t)\hat{W}(t), \quad t \in [0, T],
\]
\[u(t) = u_0(t), \quad t \leq 0,
\]
and the definition of \(\hat{f}\) and \(\hat{g}\) implies that \(u\) is a weak solution of
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t - s)u(s) \, ds = Au(t) + g(s, Jv_n(s)) \left[ r(s, Jv_n(s), \gamma_n(s)) + W(t) \right],
\]
\[u(t) = u_0(t), \quad t \leq 0,
\]
that is problem (4.4). \(\square\)

Now we are in position to prove the main theorem of this section.

**Theorem 4.2.** Under Assumptions 2.2, 3.1, and 3.4, let \(v\) be the solution to
problem (3.9) whose existence is proved in Theorem 3.5. Then for every admissible
control \(\gamma\), the process
\[
u(t) = \begin{cases} u_0(t), & t \leq 0, \\ Jv(t), & t \in [0, T], \end{cases}
\]
is the unique solution of the stochastic Volterra equation
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t - s)u(s) \, ds = Au(t) + g(t, u(t)) \left[ r(t, u(t), \gamma(t)) + W(t) \right], \quad t \in [0, T],
\]
\[u(t) = u_0(t), \quad t \leq 0.
\]

Proof. Theorem 4.1 states the existence of a family of processes \(\{u_n(t), \ t \in [0, T]\}_{n \in \mathbb{N}},\) solutions to the stochastic Volterra equations (4.4), and such that \(u_n(t) = u_{n+1}(t)\) on the time interval \([0, \tau_n]\) and \(\tau_n \nearrow T\) almost surely as \(n \to \infty\). Hence we
can define a process \(u(t)\) as
\[
u(t) = u_n(t) \text{ on } [0, \tau_n]
\]
and clearly \(u\) is the required solution of (4.5). Further, by the uniqueness of the
solution, it follows that \(u(t) = Jv(t)\) for \(t \in [0, T]\), where \(v\) is the process constructed
in Theorem 3.5.

It remains to verify that \(u \in L^2_{\mathcal{F}}(\Omega; C([0, T]; H))\). This follows from the represen-
tation \(u(t) = Jv(t)\) for \(t \in [0, T]\) and from the fact—proved in Theorem 3.5—that
\(v \in L^2_{\mathcal{F}}(\Omega; C([0, T]; X_n))\). \(\square\)

5. The optimal control problem in the state space setting. We proceed
with a study of the optimal control problem associated to the stochastic Volterra
equation (1.1). We showed in section 3 that we can associate to such equation
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s) \, ds = Au(t) + g(t, u(t)) \left[ r(t, u(t), \gamma(t)) + W(t) \right],
\]
\[u(t) = u_0(t), \quad t \leq 0,
\]
the controlled state equation
\[
dv(t) = \left[ Bv(t) + (I - B)Pg(t, J(v(t))) r(t, J(v(t)), \gamma(t)) \right] dt
\]
\[
+ (I - B)Pg(t, J(v(t))) \, dW_t,
\]
\[v(0) = v_0.
\]
Hence the original control problem which consists of minimizing a cost functional of the form
\[
\mathbb{E} \int_0^T l(t, u(t), \gamma(t)) \, dt + \mathbb{E}[\phi(u(T))]
\]
can be translated in the state space setting: we consider the optimal control problem given by a state equation of the form (3.9) and a cost functional of the form
\[
\mathbb{J}(v_0, \gamma) = \mathbb{E} \int_0^T l(t, J(v(t)), \gamma(t)) \, dt + \mathbb{E}[\phi(J(v(T)))].
\]

**Assumption 5.1.**

(i) The functions \(l\) and \(\phi\), which enter the definition of the cost functional, are measurable mappings
\[l : [0, T] \times H \times \Xi \to \mathbb{R}, \quad \phi : H \to \mathbb{R},
\]
satisfying the bounds
\[
0 \leq l(t, u, \gamma) \leq C(1 + |u|^2 + |\gamma|^2)
\]
and
\[
0 \leq \phi(u) \leq C(1 + |u|^2)
\]
for given constants \(C\).
Moreover, for all \(t \in [0, T], u \in H, l(t, u, \cdot)\) is a continuous function from \(\Xi\) to \(\mathbb{R}\).

(ii) There exist \(c > 0\) and \(R > 0\) such that for every \(t \in [0, T], x \in H\) and every control \(\gamma\) satisfying \(|\gamma| > R\), then
\[
l(t, u, \gamma) \geq c(1 + |\gamma|^2).
\]

This square summability requirement justifies choice of the admissible controls as square integrable processes in Assumption 3.4(i): a control process which is not square summable would have infinite cost.

As stated in the introduction, to solve the control problem in the state space setting we associate to this equation a backward stochastic equation and we try to solve the control problem via this forward-backward system. Nonlinear BSDEs were first introduced by Pardoux and Peng [31]. A major application of BSDEs is in stochastic control: see, e.g., [16, 34]. Also see [23, 17] and [22].
Moreover, from (5.6) it follows that for every $\gamma$ holds, then
\begin{equation}
\psi(t, v, z) = \min_{\gamma \in \Xi : |\gamma| \leq C(1 + |v| + |z|)} \left[ l(t, J(v), \gamma) + zr(t, J(v), \gamma) \right] \quad t \in [0, T], v \in \mathcal{H}, z \in \mathbb{R}^n,
\end{equation}
that is, the infimum in (5.4) is attained in a ball of radius $C(1 + |v| + |z|)$, and
\begin{equation}
\psi(t, v, z) < l(t, J(v), \gamma) + zr(t, J(v), \gamma) \quad \text{if } |\gamma| > C(1 + |v| + |z|).
\end{equation}
Moreover, from (5.6) it follows that for every $t \in [0, T]$ and $v \in \mathcal{H}$, the map $z \to \psi(t, v, z)$ is continuous on $\mathbb{R}^n$. Next we take an arbitrary, complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a Wiener process $W^\eta$ in $U$ with respect to $\mathbb{P}$. We denote by $(\mathcal{F}_t^\eta)$ the associated Brownian

\textbf{Remark 5.2.} In view of other possible applications of our construction, a different kind of control problem should be addressed. In particular, a natural question is to consider an infinite time horizon. In this case, it seems necessary to strengthen the assumptions on the coefficients, so that the solution to (3.9) exists on $\mathbb{R}_+$. Further, a suitable modification of the forward-backward differential equation approach is required. We aim to return on the topic in a subsequent paper.

We define in a classical way the Hamiltonian function relative to the above problem: for all $t \in [0, T]$, $v \in \mathcal{H}$, $z \in U^*$,
\begin{equation}
\psi(t, v, z) = \inf \left\{ l(t, J(v), \gamma) + zr(t, J(v), \gamma) : \gamma \in \Xi \right\}
\end{equation}
and the set of minimizers in (5.4):
\begin{equation*}
\Gamma(t, v, z) = \{ \gamma \in \Xi : l(t, J(v), \gamma) + zr(t, J(v), \gamma) = \psi(t, v, z) \}.
\end{equation*}

The map $\psi$ is a Borel measurable function from $[0, T] \times \mathcal{H} \times U^*$ to $\mathbb{R}$. In fact, by the continuity of $r$ and $l$ with respect to $\gamma$, we have
\begin{equation*}
\psi(t, v, z) = \inf_{\gamma \in K} \left[ l(t, J(v), \gamma) + zr(t, J(v), \gamma) \right] \quad \text{for } t \in [0, T], v \in \mathcal{H}, z \in U^*,
\end{equation*}
where $K$ is any countable dense subset of $\Xi$.

Moreover, by a direct computation using the assumptions on $l$ and $r$ (see also [20, Lemma 3.1]), we can show that there exists a constant $C > 0$ such that
\begin{equation}
-C(1 + |z|^2) \leq \psi(t, v, z) \leq l(t, J(v), \gamma) + C|z|(1 + |\gamma|) \quad \forall \gamma \in \Xi.
\end{equation}

The existence of a minimizer for the Hamiltonian is not a direct consequence of our setting. Then, we require it explicitly.

\textbf{Assumption 5.3.} $\Gamma(t, v, z)$ is nonempty for all $t \in [0, T]$, $v \in \mathcal{H}$, and $z \in U^*$.

In several cases, this assumption can be shown to hold.

\textbf{Remark 5.4.} Let us consider the following situation: $H = U = \Xi = L^2(0, 1)$, and $r(t, v, \gamma) = \gamma$, $l(t, u, \gamma) = q(t, u) + |\gamma|^2/2$, where $q : [0, T] \times H \to \mathbb{R}$ such that $0 \leq q(t, u) \leq C(1 + |u|^2)$. Then Assumption 5.3 holds: $\Gamma(t, v, z) = -z$ and we note that it turns out to be a continuous function of $z$ only. Moreover, we have
\begin{equation*}
\psi(t, v, z) = q(t, J(v)) - \frac{|z|^2}{2},
\end{equation*}
By simple calculation (see [20, Lemma 3.1]), we can prove that if Assumption 5.3 holds, then
\begin{equation}
\psi(t, v, z) = \min_{\gamma \in \Xi : |\gamma| \leq C(1 + |v| + |z|)} \left[ l(t, J(v), \gamma) + zr(t, J(v), \gamma) \right] \quad t \in [0, T], v \in \mathcal{H}, z \in U^*,
\end{equation}
that is, the infimum in (5.4) is attained in a ball of radius $C(1 + |v| + |z|)$, and
\begin{equation}
\psi(t, v, z) < l(t, J(v), \gamma) + zr(t, J(v), \gamma) \quad \text{if } |\gamma| > C(1 + |v| + |z|).
\end{equation}
filtration, i.e., the filtration generated by $W_\circ$ and augmented by the $\mathbb{P}_\circ$-null sets of $\mathcal{F}_\circ$; $(\mathcal{F}_\circ^t)$ satisfies the usual conditions. We introduce the forward equation
\begin{equation}
\begin{aligned}
dv(t) &= Bv(t) \, dt + (I - B)Pg(t, J(v(t))) \, dW_\circ^t, \\
v(0) &= v_0,
\end{aligned}
\end{equation}
whose solution is a continuous ($\mathcal{F}_\circ^t$)-adapted process, which exists and is unique by the results in section 3. Next we consider the associated backward equation of parameters $(\psi, T, \phi(J(v(T))))$
\begin{equation}
\begin{aligned}
dY_t &= -\psi(t, v(t), Z_t) \, dt + Z_t \, dW_\circ^t, \quad t \in [0, T], \\
Y_T &= \phi(J(v(T))).
\end{aligned}
\end{equation}
The solution of (5.9) exists in the sense specified by the following result.

**Proposition 5.5.** Under Assumptions 2.2, 3.1, and 3.4, and 5.1, there exist Borel measurable functions $\theta$ and $\zeta$ with values in $\mathbb{R}$ and $U^*$, respectively,
\begin{align*}
\theta : [0, T] \times X_\eta &\rightarrow \mathbb{R} \\
\zeta : [0, T] \times X_\eta &\rightarrow U^*,
\end{align*}
with the following property: for an arbitrarily chosen complete probability space $(\Omega, \mathcal{F}, \mathbb{P}_\circ)$ and Wiener process $W_\circ$ in $U$, denoting by $v$ the solution of (5.8), the processes $Y, Z$ defined by
\begin{align*}
Y_t &= \theta(t, v(t)), \\
Z_t &= \zeta(t, v(t))
\end{align*}
satisfy
\begin{align*}
\mathbb{E}_\circ \sup_{t \in [0, T]} |Y_t|^2 < \infty, & \quad \mathbb{E}_\circ \int_0^T |Z_t|^2 \, dt < \infty; \\
Y_t + \int_t^T Z_s \, dW_\circ^s &= \phi(v(t)) + \int_t^T \psi(s, v(s), Z_s) \, ds, \quad t \in [0, T].
\end{align*}
Finally, this solution is the maximal solution among all the solutions $(Y', Z')$ of (5.9) satisfying
\begin{align*}
\mathbb{E}_\circ \sup_{t \in [0, T]} |Y'_t|^2 < \infty.
\end{align*}

This theorem gives a representation of the processes $(Y, Z)$ solution of the backward equation (5.9) as functionals of the process $v$ solution to the forward equation (5.8). The main difficulty here is to prove the existence of the solution to the backward equation. In fact the generator $\psi$ has quadratic growth with respect to $z$ and the condition at final time is unbounded. We deal with the same problem studied in [20, Proposition 2.3] and in order to solve the BSDE we use the same procedure, adopting the approximation strategy introduced in [6]. We recall that in our case the structure of the forward equation arises from the Volterra equation and has an unbounded operator in the diffusion term. Moreover, we work in an infinite dimensional setting. This fact requires particular attention to solve the BSDE. To do this we have to extend to the infinite dimensional case a monotone stability result (see Lemma 5.6) and prove explicitly its applicability to our situation.
Before giving the proof of Proposition 5.5, we state the following lemma, which gives the main argument of the existence of the solution of (5.9). This lemma is an extension to the infinite dimensional framework, with exactly the same proofs, of the monotone stability result contained in the Lemma 2 in [7] (which is a slight generalization of Proposition 2.4 in [25]).

**Lemma 5.6.** Let $\tau$ be a stopping time, let $(F_0, \tau, \xi)$ be a set of parameters, and let $(F_n, \tau, \xi_n)_{n \geq 1}$ be a sequence of parameters of the backward equation (5.9) such that for each $n \geq 0$ the following hold:

(i) There exist, independent on $n$, two constants $\beta \geq 0$, $\gamma > 0$ together with a progressively measurable nonnegative stochastic process $\{\alpha(t)\}_{0 \leq t \leq T}$ and a deterministic continuous nondecreasing function $\varphi : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ with $\varphi(0) = 0$ such that, $\mathbb{P}$-a.s.,

- for all $t \in [0, T]$, $(y, z) \rightarrow F_n(t, y, z)$ is continuous;
- monotonicity in $y$: for each $(t, z) \in [0, T] \times U^*$, $\forall y \in \mathbb{R}, \quad <y, F_n(t, y, z) - F_n(t, 0, z) \leq \beta|y|^2$;
- growth condition:

\[
\forall (t, y, z) \in [0, T] \times \mathbb{R} \times U^*, |F_n(t, y, z)| \leq \alpha_t + \varphi(|y|) + \frac{\gamma}{2}|z|^2.
\]

(ii) For each $n \geq 1$, the BSDE (5.9) with parameters $(F_n, \tau, \xi_n)$ has a solution $(Y^n, Z^n)$ such that $Y^n$ is almost surely bounded for almost every $t$, and $\mathbb{E}\int_0^T |Z^n_t|^2 \, dt < \infty$; the sequence $(Y^n)_n$ is monotonic, and there exists $M > 0$ such that for all $n \in \mathbb{N}$,

\[
||Y^n||_\infty \leq M.
\]

(iii) $(F_n(t, y_n, z_n))_{n \geq 1}$ converges to $F_0(t, y, z)$ as soon as $(y_n, z_n) \rightarrow (y, z)$.

(iv) Let $\xi_n \in L^\infty(\Omega)$ be a sequence of terminal conditions converging almost surely to $\xi$.

(v) The stopping time $\tau$ is such that $\tau < \infty \mathbb{P}$-a.s.

Then there exists a pair of processes $(Y, Z)$ such that $Y$ is almost surely bounded, for almost every $t$, while

\[
\mathbb{E}\int_0^T |Z_t|^2 \, dt < \infty
\]

and for all $T \in \mathbb{R}^+$

\[
\lim_{n \rightarrow \infty} Y^n = Y \text{ uniformly on } [0, T] \text{ in probability,}
\]

$(Z^n)_n$ converges to $Z$ in $L^2(\Omega \times [0, T]; U^*)$ and $(Y, Z)$ is a solution of the BSDE with parameters $(F_0, \tau, \xi)$. In particular, if for each $n$, $Y^n$ has continuous paths, also the process $Y$ has continuous paths.

**Proof of Proposition 5.5.** We proceed as in [6] (compare also [20, Proposition 3.2]) in order to construct a maximal solution to

\[
dY_t = \psi(t, v(t), Z_t) \, dt + Z_t \, dW_t^\xi, \quad t \in [0, T],
\]

\[
Y_T = \phi(J(v(T))).
\]

$v$ is the solution of the forward equation (5.8), that is, a continuous $(\mathcal{F}_t^\xi)$-adapted process which exists and is unique by the results in section 3. First we note that

\[
\mathbb{E}^v \sup_{t \in [0, T]} ||v(t)||^p_{\mathcal{F}_t^\xi} < \infty \quad \forall p \geq 2.
\]
Moreover, from (5.5) there exists a constant $C > 0$ such that
\begin{equation}
(5.11) \quad -C(1 + |z|^2) \leq \psi(t, v, z) \leq l(t, J(v), \gamma_0) + C(1 + |\gamma_0|)|z|.
\end{equation}
For each $n \geq C$, we define the globally Lipschitz continuous function,
$$
\psi_n(t, v, z) = \sup \{ \psi(t, v, q) - n|q - z| : q \in U^* \cap \mathcal{H} \},
$$
where $\mathcal{H}$ is a numerable subset dense in $U^*$. $\psi_n$ is decreasing and converges to $\psi$; then by $(Y^n, Z^n)$ we denote the unique solution to the BSDE with Lipschitz coefficient $\psi_n$,
$$
dY^n_t = -\psi_n(t, v(t), Z^n_t) \, dt + Z^n_t \, dW_t^\circ, \quad t \in [0, T],
$$
$$
Y^n_T = \phi(J(v(t))),
$$
and by $(Y^S, Z^S)$ the unique solution to the BSDE,
$$
dY^S_t = -[l(t, J(v(t)), \gamma_0) + C(1 + |\gamma_0|)|Z^S_t|] \, dt + Z^S_t \, dW_t^\circ, \quad t \in [0, T],
$$
$$
Y^S_T = \phi(J(v(t))),
$$
where $C$ is the same as in (5.5). We notice that since $\psi_n(t, v, 0) \geq \psi(t, v, 0) \geq 0$ and by an application of the comparison theorem (see [16]), it holds that $0 \leq Y^n_t \leq Y^S_t$.

Let us introduce the following stopping times: for $k \geq 1$,
$$
\tau_k = \inf \{ t \in [0, T] : \max(|v(t)|, Y^S_t) > k \}
$$
with the convention that $\tau_k = T$ if the indicated set is empty.

Then $(Y^n_k, Z^n_k) := (Y^n_{t \wedge \tau_k}, Z^n_{t \wedge \tau_k})$ satisfies the following BSDE:
$$
Y^n_k(t) = \xi^n_k + \int_t^T 1_{s \leq \tau_k} \psi_n(s, v(s), Z^n_k(s)) \, ds - \int_t^T Z^n_k(s) \, dW^\circ_s,
$$
where of course $\xi^n_k = Y^n_k(T) = Y^n_{\tau_k}$.

Now we fix $k$. We have in mind to use the stability property quoted in Lemma 5.6, which would imply that there exists a couple of processes $(Y_k, Z_k)$ such that $Y_k$ is a continuous process, $E \int_0^T |Z_k(s)|^2 \, ds < \infty$,
$$
\lim_{n \to \infty} Y^n_k = Y_k \quad \text{uniformly on } [0, T] \quad \text{in probability},
$$
$$
\lim_{n \to \infty} \mathbb{E} \int_0^T |Z^n_k(t) - Z_k(t)|^2 \, dt = 0,
$$
and $(Y_k, Z_k)$ solves the BSDE
\begin{equation}
(5.12) \quad Y_k(t) = \xi_k + \int_t^T 1_{s \leq \tau_k} \psi(s, v(s), Z_k(s)) \, ds - \int_t^T Z_k(s) \, dW^\circ_s,
\end{equation}
where $\xi_k = \inf_n Y^n_{\tau_k}$.

Claim. In our setting, the assumptions of Lemma 5.6 are satisfied.

We note that for fixed $k$, $Y^n_k$ is decreasing in $n$ and remains bounded by $k$. In order to apply Lemma 5.6, we have to check that for fixed $t \in [0, \tau_k]$ and $\omega \in \Omega$,
$$
\lim_{n \to \infty} \psi_n(t, v(t), z^n_k) = \psi(t, v(t), z_k)
$$
for each sequence $z^n_k$ converging to $z_k$. 

\[\text{Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.}\]
For all $n$ we set $\tilde{z}_k^n = \arg\sup\{\psi(t, v(t), q) - n|q - z_k^n|\}$ so that

$$\psi_n(t, v(t), z_k^n) = \psi(t, v(t), \tilde{z}_k^n) - n|\tilde{z}_k^n - z_k^n|$$

and

$$(5.13) \quad n|\tilde{z}_k^n - z_k^n| = \psi(t, v(t), \tilde{z}_k^n) - \psi_n(t, v(t), z_k^n) \geq 0.$$ 

It follows by (5.11) and by the fact that $\psi_n(t, v, z) \geq \psi(t, v, z)$ that

$$n|\tilde{z}_k^n - z_k^n| = \psi(t, v(t), \tilde{z}_k^n) - \psi_n(t, v(t), z_k^n)$$

$$\leq l(t, J(v(t), \gamma_0) + C(1 + |\gamma_0|)|\tilde{z}_k^n| + C(1 + |z_k^n|^2)$$

$$\leq C(1 + ||v(t)||_2^2 + |\gamma_0|^2) + C(1 + |\gamma_0|)|\tilde{z}_k^n - z_k^n|$$

$$+ C(1 + |\gamma_0|)|z_k^n| + C(1 + |z_k^n|^2);$$

hence for $n > C(1 + |\gamma_0|)$,

$$(5.14) \quad (n - C(1 + |\gamma_0|))|\tilde{z}_k^n - z_k^n| \leq C(1 + ||v(t)||_2^2 + |\gamma_0|^2) + C(1 + |\gamma_0|)|z_k^n|$$

$$+ C(1 + |z_k^n|^2).$$

We state that

$$\forall \epsilon > 0 \exists n_0 \text{ s.t. } \forall n \geq n_0 \quad |\tilde{z}_k^n - z_k^n| < \epsilon,$$

If it were not true there shall exist $\epsilon > 0$ such that for all $n_0$ we can find $n \geq n_0$ with

$$|\tilde{z}_k^n - z_k^n| \geq \epsilon;$$

hence we can construct a sequence $\{n_j\}_{j \in \mathbb{N}}$ increasing to infinity and such that

$$|\tilde{z}_k^{n_j} - z_k^{n_j}| \geq \epsilon,$$

but then by (5.14) we get

$$0 < \epsilon \leq |\tilde{z}_k^{n_j} - z_k^{n_j}|$$

$$\leq \frac{1}{(n_j - C(1 + |\gamma_0|))}[C(1 + ||v(t)||_2^2 + |\gamma_0|^2) + C(1 + |\gamma_0|)|z_k^{n_j}| + C(1 + |z_k^{n_j}|^2)]$$

$$\leq \frac{1}{(n_j - C(1 + |\gamma_0|))}[C(1 + ||v(t)||_2^2 + |\gamma_0|^2) + 2C(1 + |\gamma_0|)|z_k| + C(1 + |z_k|^2)].$$

Now, if in the previous inequality we send $j$ to infinity we have a contradiction.

So we can conclude that $\tilde{z}_k^n$ converges to $z_k$. It follows by (5.13) and from the definition of $\psi_n$

$$\psi(t, v(t), \tilde{z}_k^n) \geq \psi_n(t, v(t), \tilde{z}_k^n) \geq \psi(t, v(t), z_k^n)$$

and by continuity of $\psi$ with respect to $z$ we get

$$\psi(t, v(t), z_k^n) \geq \lim_{n \to \infty} \psi_n(t, v(t), z_k^n) \geq \psi(t, v(t), z_k)$$

and the claim is proved.
We return to proving Proposition 5.5. Now we fix our attention on (5.12). From the definition of $(Y^n_k, Z^n_k)$, noting that $\tau_k \leq \tau_{k+1}$, we have
\[ Y^n_{k+1}(t \wedge \tau_k) = Y^n_k(t), \quad Z^n_{k+1}(t)1_{t \leq \tau_k} = Z^n_k(t). \]
Sending $n$ to infinity, we get
\[ Y_{k+1}(t \wedge \tau_k) = Y_k(t), \quad Z_{k+1}(t)1_{t \leq \tau_k} = Z_k(t). \]
Now we define $Y$ and $Z$ on $[0,T]$ by setting
\[ Y_t = Y_k(t), \quad Z_t = Z_k(t) \text{ if } t \in [0, \tau_k]. \]
For $\mathbb{P}^\omega$-a.s. $\omega$, there exists an integer $K(\omega)$ such that for $k \geq K(\omega)$, $\tau_k(\omega) = T$.
Thus $Y$ is a continuous process, $Y_T = \phi(v(t))$, and $\int_0^T |Z_t|^2 \, ds < \infty \mathbb{P}^\omega$-a.s. From (5.12), $(Y, Z)$ satisfies
\[ Y_{t \wedge \tau_k} = Y_{\tau_k} + \int_{t \wedge \tau_k}^{\tau_k} \psi(s, v(s), Z(s)) \, ds - \int_{t \wedge \tau_k}^{\tau_k} Z(s) \, dW_s^n. \]
By sending $k$ to infinity, we deduce that $(Y, Z)$ is a solution of (5.10) and
\[ \lim_n \sup_{t \in [0, T]} |Y^n_t - Y_t| = 0, \quad \lim_n \int_0^T |Z^n_t - Z_t|^2 \, dt = 0, \mathbb{P}^\omega\text{-a.s.} \]
Thus $|Z^n - Z|$ converges to zero in measure $d\mathbb{P} \otimes dt$, and passing, if needed, to a subsequence (that by abuse of language we still denote $Z^n$), we can assume that $|Z^n - Z| \to 0$, $d\mathbb{P} \otimes dt$ almost everywhere.
Now, as $\psi_n$ is globally Lipschitz continuous, from [19] there exist Borel measurable functions
\[ \theta^n : [0,T] \times X_n \to \mathbb{R}, \quad \zeta^n : [0,T] \times X_n \to U \]
such that
\[ Y^n_t = \theta^n(t, v(t)), \quad Z^n_t = \zeta(t, v(t)). \]
It suffices to define
\[ \theta(t, v) = \liminf_{n \to \infty} \theta^n(t, v) \quad \text{and} \quad \zeta(t, x) = \liminf_{n \to \infty} \zeta^n(t, x) \]
to get
\[ Y_t = \theta(t, v(t)), \quad Z_t = \zeta(t, v(t)), \]
which implies that $(\theta, \zeta)$ is the Borel function we look for. Finally, $0 \leq Y_t \leq Y^S_t$ implies that
\[ \mathbb{E} \sup_{t \in [0, T]} |Y_t|^2 < \infty, \]
and from the equation
\[ |Y_t|^2 + \int_t^{\tau_k} |Z_s|^2 \, ds = 2 \int_t^{\tau_k} Y_s\psi(s, v(s), Z_s) \, ds - 2 \int_t^{\tau_k} Y_s Z_s \, dW_s^n, \]
taking into consideration that
\[ Y_s \psi(s, v(s), Z_s) \leq Y_s(l(s, J(v(s)), \gamma_0) + C(1 + |\gamma_0|)|Z_s|) \]
\[ \leq Y_s^S(l(s, J(v(s)), \gamma_0) + C(1 + |\gamma_0|)|Z_s|), \]
we deduce, by standard arguments, that
\[ \mathbb{E}^0 \int_0^T |Z_t|^2 \, dt < \infty. \]

Moreover, this solution is the maximal solution among all the solutions \((Y', Z')\) satisfying
\[ \mathbb{E}^0 \left[ \sup_{t \in [0,T]} |Y'_t|^2 \right] < +\infty, \]
and it suffices to apply [6, Proposition 5] to deduce that \(Y^n \geq Y'\) and then \(Y \geq Y'\).

\[ \square \]

5.1. The fundamental relation. In this section we still assume that Assumptions 2.2, 3.1, and 3.4, and 5.1 all hold.

Proposition 5.7. Let \( \theta, \zeta \) denote the functions defined in the statement of Proposition 5.5. Then for every admissible control \( \gamma \) and for the corresponding trajectory \( v \) starting at \( v_0 \), we have
\[ J(\gamma) = \theta(0, v_0) + \mathbb{E} \int_0^T \left[ -\psi(t, v(t), \zeta(t, v(t))) + \zeta(t, v(t)) \cdot r(t, J(v(t)), \gamma_t) + l(t, J(v(t)), \gamma_t) \right] \, dt. \]

Proof. We introduce stopping times \( \tau_n \) and control processes \( \gamma_n \) as in the proof of Theorem 3.5, and we denote by \( v_n \) the solution to (3.12). Let us define
\[ W^n_t = W_t + \int_0^t r(s, J(v_n(s)), \gamma_n(s)) \, ds. \]

From the definition of \( \tau_n \) and from (3.10), it follows that
\[ (5.15) \int_0^T |r(s, J(v_n(s)), \gamma_n(s))|^2 \, ds \leq C \int_0^T (1 + |\gamma_n(s)|)^2 \, ds \]
\[ \leq C \int_0^{\tau_n} (1 + |\gamma_n(s)|)^2 \, ds + C \leq C + Cn. \]

Therefore, by defining
\[ \rho_n = \exp \left( \int_0^T r(s, J(v_n(s)), \gamma_n(s)) \, dW_s - \frac{1}{2} \int_0^T |r(s, J(v_n(s)), \gamma_n(s)|^2 \, ds \right), \]
the Novikov condition implies that \( \mathbb{E}\rho_n = 1 \). Setting \( d\mathbb{P}^n = \rho_n \, d\mathbb{P} \), by Girsanov’s theorem \( W^n \) is a Wiener process under \( \mathbb{P}^n \). Let us denote by \( (\mathcal{F}^n_t) \) its natural augmented filtration. Since for all \( n \)
\[ dv_n(t) = Bv_n(t) \, dt + (I - B)Pg(t, J(v_n(t))) \, dW^n_t, \]
\[ v_n(0) = v_0, \]
has a solution by Theorem 3.3, the process $v_n$ is also $\mathcal{F}_t^n$ adapted. Let us define

$$Y_t^n = \theta(t, v_n(t)), \quad Z_t^n = \zeta(t, v_n(t));$$

then, by Proposition 5.5, we have

$$dY_t^n = Z_t^n \, dW_t^n - \psi(t, v_n(t), Z_t^n) \, dt, \quad t \in [0, T],$$

and $E^n \int_0^T |Z_t^n|^2 \, dt < \infty$, where $E^n$ denotes expectation with respect to $P^n$. It follows that

$$Y_{\tau_n}^n = \phi(J(v_n(T))) - \int_{\tau_n}^T \psi(t, v_n(t), Z_t^n) \, dt - \int_{\tau_n}^T Z_t^n \, dW_t$$

where $\tau_n$ is the first time $v_n$ hits $J(v_n(t)) = v_n(T)$. We note that for every $p \geq 1$, $\rho_n^p = \exp\left(p \int_0^T \frac{1}{2} |r(s, J(v_n(s)), \gamma_n(s))|^2 \, ds\right)$

$$\cdot \exp\left(\frac{p^2 - p}{2} \int_0^T |r(s, J(v_n(s)), \gamma_n(s))|^2 \, ds\right).$$

By (5.15) the second exponential is bounded by a constant depending only on $n$ and $p$, while the first one has $P^n$-expectation equal to 1. So we conclude that $E^n \rho_n^{-p} < \infty$. It follows that

$$E\left(\int_0^T |Z_t^n|^2 \, dt\right)^{1/2} \leq E^n \left(\rho_n^{-2} \int_0^T |Z_t^n|^2 \, dt\right)^{1/2}$$

$$\leq (E^n \rho_n^{-2})^{1/2} \left(E^n \int_0^T |Z_t^n|^2 \, dt\right)^{1/2} < \infty,$$

and the stochastic integral in (5.17) has zero $P$-expectation. Hence we obtain

$$EY_{\tau_n}^n = E\phi(J(v_n(T))) + E\int_{\tau_n}^T \left[\psi(t, v_n(t), Z_t^n) - Z_t^n r(t, J(v_n(t)), \gamma_n(t))\right] \, dt.$$

Since by definition it is $\psi(t, v, z) - z r(t, J(v), \gamma) - l(t, J(v), \gamma) \leq 0$, we have

$$EY_{\tau_n}^n \leq E\phi(J(v_n(T))) + E\int_{\tau_n}^T l(t, J(v_n(t)), \gamma_n(t)) \, dt.$$

Now we let $n \to \infty$: by the definition of $\gamma_n$, from (5.2) and using the fact that $J$ is bounded from $X_\eta$ to $H$ (see [4, Lemma 3.11]) we get

$$E\int_{\tau_n}^T l(t, J(v_n(t)), \gamma_n(t)) \, dt \leq CE \int_0^T 1_{\{s > \tau_n\}} l(t, J(v_n(t)), \gamma_0) \, dt$$

$$\leq CE \int_0^T 1_{\{s > \tau_n\}} (1 + |J(v_n(t))|^2 + |\gamma_0|^2) \, ds$$

$$\leq C E[(T - \tau_n)(1 + \sup |v_n(t)|^2)].$$
and the right-hand side tends to 0 by the uniform integrability of $\sup_{t \in [0,T]} |v_n(t)|^2$ (see Corollary 3.6) and by (3.11).

Next we note that, again by (3.11), for $n \geq N(\omega)$ we have $\tau_n(\omega) = T$ and

$$\phi(J(v_n(T))) = \phi(J(v_n(\tau_n))) = \phi(J(v(T))) = \phi(J(v(t))).$$

We deduce, thanks to (5.3) and again to [4, Lemma 3.11], that

$$|\phi(J(v_n(T)))| \leq C(1 + |v_n(T)|^2) \leq C \left(1 + \sup_{t \in [0,T]} |v_n(t)|^2\right),$$

and by the uniform integrability of $\sup_{t \in [0,T]} |v_n(t)|^2$, the right-hand side is uniformly integrable. We deduce that $E\phi(J(v_n(T))) \to E\phi(J(v(T)))$, and from (5.18) we conclude that $\limsup_{n \to \infty} EY^T_n \leq E\phi(J(v(T)))$. On the other hand, for $n \geq N(\omega)$ we have $\tau_n(\omega) = T$ and

$$Y^T_n = Y^T = \phi(J(v_n(T))) = \phi(J(v(T))).$$

Since $Y^T$ is positive, by an application of Fatou's lemma it follows that $E\phi(J(v(T))) = \liminf_{n \to \infty} EY^T_n$. We have thus proved that

$$(5.19) \quad \lim_{n \to \infty} EY^T_n = E\phi(J(v(T))).$$

Now we return to (5.16) and write

$$Y^T_{\tau_n} = Y^T_0 + \int_0^{\tau_n} -\psi(t, v_n(t), Z^n_t) \, dt + \int_0^{\tau_n} Z^n_t \, dW_t + \int_0^{\tau_n} Z^n_t r(t, J(v_n(t)), \gamma_n(t)) \, dt.$$

Arguing as before, we conclude that the stochastic integral has zero $\mathbb{P}$-expectation. Moreover, we have $Y^T_0 = \theta(0, v_0)$, and, for $t \leq \tau_n$, we also have $\gamma_n(t) = \gamma(t) = \gamma_t$, $v_n(t) = v(t)$, and $Z^n_t = \zeta(t, v(t))$. Thus we obtain

$$EY^T_{\tau_n} = \theta(0, v_0) + E\int_0^{\tau_n} [-\psi(t, v(t), \zeta(t, v(t))) + \zeta(t, v(t))r(t, J(v_t), \gamma_t)] \, dt,$$

and by adding to both sides the quantity $E\int_0^{\tau_n} l(t, J(v(t)), \gamma_t) \, dt$ we get

$$E\int_0^{\tau_n} l(t, J(v(t)), \gamma_t) \, dt + EY^T_{\tau_n} = \theta(0, v_0)$$

$$+ E\int_0^{\tau_n} [-\psi(t, v(t), \zeta(t, v(t))) + \zeta(t, v(t))r(t, J(v_t), \gamma_t) + l(t, J(v(t)), \gamma_t)] \, dt.$$

Noting that $-\psi(t, v(t), \zeta(t, v(t))) + \zeta(t, v(t))r(t, J(v_t), \gamma_t) + l(t, J(v(t)), \gamma_t) \geq 0$ and recalling that $l(t, u, \gamma) \geq 0$, by (5.19) and the monotone convergence theorem we obtain, for $n \to \infty$,

$$E\int_0^T l(t, J(v(t)), \gamma_t) \, dt + E\phi(J(v(t))) = \theta(0, v_0)$$

$$+ E\int_0^T [-\psi(t, v(t), \zeta(t, v(t))) + \zeta(t, v(t))r(t, J(v_t), \gamma_t) + l(t, J(v(t)), \gamma_t)] \, dt,$$

which gives the required conclusion. □
A straightforward consequence of Proposition 5.7 is the so-called verification theorem.

**Corollary 5.8.** For every admissible control $\gamma$ and any initial datum $v_0$, we have $J(v_0, \gamma) \geq \theta(0, v_0)$, and the equality holds if and only if the following feedback law holds $\mathbb{P}$-a.s. for almost every $t \in [0, T]$:

$$\psi(t, v(t), \zeta(t, v(t))) = \zeta(t, v(t)) r(t, J(v(t)), \gamma_t) + l(t, J(v(t)), \gamma_t),$$

where $v$ is the trajectory starting at $v_0$ and corresponding to the control $\gamma$.

### 5.2. Existence of optimal controls: The closed loop equation.

The aim of this subsection is to find a weak solution (in the probabilistic sense specified in the definition below) to the so-called closed loop equation. In this section we still assume Assumptions 2.2, 3.1, 3.4, and 5.1; further, we require Assumption 5.3 to hold. Then, by the Filippov theorem (see, e.g., [2, Theorem 8.2.10, p. 316]) there exists a measurable selection of $\Gamma$, a Borel measurable function $\mu : [0, T] \times X_\eta \times U \to \Xi$ such that

$$\psi(t, v, z) = l(t, J(v), \mu(t, v, z)) + z r(t, J(v), \mu(t, v, z))$$

for $t \in [0, T]$, $v \in X_\eta$, $z \in U^*$. By (5.7), we have

$$|\mu(t, v, z)| \leq C(1 + |v| + |z|).$$

We define

$$\bar{\gamma}(t, v) = \mu(t, v, \zeta(t, v)), \quad t \in [0, T], v \in X_\eta,$$

where $\zeta$ is defined in Proposition 5.5. The closed loop equation is

$$dv(t) = \left[ Bv(t) + (I - B)Pg(t, J(v(t)))r(t, J(v(t)), \bar{\gamma}(t, v(t))) \right] dt$$

$$+ (I - B)Pg(t, J(v(t))) dW_t,$$

$$v(0) = v_0.$$

**Definition 5.9.** A weak solution to the close loop equation (5.22) is given by the set $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \geq 0}, W, v)$, where $(\Omega, \mathcal{F}, \mathbb{P})$ is a complete probability space with a filtration $(\mathcal{F}_t)_{t \geq 0}$ satisfying the usual conditions, $W$ is a Wiener process in $U$ with respect to $\mathbb{P}$ and $(\mathcal{F}_t)$, and $v$ is a continuous $(\mathcal{F}_t)$-adapted process with values in $H$ satisfying, $\mathbb{P}$-a.s.,

$$\int_0^T |\bar{\gamma}(t, v(t))|^2 dt < \infty,$$

and such that the following equality holds:

$$v(t; v_0) = e^{tB} v_0 + \int_0^t e^{(t-\sigma)B}(I - B)Pg(\sigma, J(v(\sigma)))r(\sigma, J(v(\sigma)), \bar{\gamma}(\sigma, v(\sigma))) d\sigma$$

$$+ \int_0^t e^{(t-\sigma)B}(I - B)Pg(\sigma, J(v(\sigma))) \, dW(\sigma).$$

**Proposition 5.10.** Assume that Assumptions 2.2, 3.1, 3.4, and 5.1 all hold. Then there exists a weak solution of the closed loop equation, satisfying in addition

$$\mathbb{E} \int_0^T |\bar{\gamma}(t, v(t))|^2 dt < \infty.$$
Proof. Let us take an arbitrary complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and a Wiener process \(W^\circ\) in \(U\) with respect to \(\mathbb{P}\). Let \((\mathcal{F}^\circ_t)\) be the associated Brownian filtration. We define the process \(v\) as the solution of the equation
\[
dv(t) = Bv(t)\,dt + (I - B)Pg(t, J(v(t)))\,dW^\circ_t, \quad t \in [0, T],
\]
\[v(0) = v_0.
\]

The solution is a continuous \((\mathcal{F}^\circ_t)\)-adapted process, which exists and is unique by Theorem 3.3. Moreover, it satisfies \(\mathbb{E}^\circ[|v(t)|^p_{X_{\mathbb{P}}}] < \infty\) for every \(p \in [2, \infty)\). By Proposition 5.5, setting
\[W_t = \exp\left(\int_0^t r(s, J(v(s)))\,dW^\circ_s - \frac{1}{2} \int_0^t |r(s, J(v(s)))|^2\,ds\right),
\]
we have
\[M_t = \left(\int_0^t r(s, J(v(s)), \gamma(t, v(t)))\,dW^\circ_s - \frac{1}{2} \int_0^t |r(s, J(v(s)), \gamma(t, v(t)))|^2\,ds\right),
\]
\[W^n_t = W^\circ_t - \int_0^t r(s, J(v(s)), \gamma(t, v(s)))\,ds,
\]
\[W^n_t = W_t - \int_0^t r(s, J(v(s)), \gamma(t, v(s)))\,ds.
\]

By previous estimates, \(M^n, M, W^n,\) and \(W\) are well defined; moreover,
\[
\mathbb{E}^\circ[\sup_{t \in [0, T]} |W^n_t - W_t|] \to 0, \quad \mathbb{P}^\circ\text{-a.s.}
\]
and consequently \(M^n_T \to M_T\) in probability and \(\sup_{t \in [0, T]} |W^n_t - W_t| \to 0, \quad \mathbb{P}^\circ\text{-a.s.} \)
We will conclude the proof by showing that there exists a probability $\mathbb{P}$ such that $W$ is a Wiener process with respect to $P$ and $(F_t^\gamma)$. The definition of $\tau_n$ and the Novikov condition imply that $\mathbb{E}^\circ[M_T^\gamma] = 1$. Setting $d\mathbb{P}^n = M_T^\gamma d\mathbb{P}^o$, by Girsanov’s theorem $W^n$ is a Wiener process with respect to $\mathbb{P}^n$ and $(F_t^\gamma)$. Writing the backward equation with respect to $W^n$, we obtain

$$Y_{\tau_n} = Y_0 + \int_0^{\tau_n} -\psi(t, v(t), Z_t) \, dt + \int_0^{\tau_n} Z_t \, d\bar{W}_t^n + \int_0^{\tau_n} Z_t^n r(t, J(v_t), \gamma^n_t) \, dt.$$  

Arguing as in the proof of Proposition 5.7, we conclude that the stochastic integral has zero expectation with respect to $\mathbb{P}^n$. Taking into account that $\gamma_n(t) = \tilde{\gamma}(t, v(t))$ for $t \leq \tau_n$, we obtain

$$\mathbb{E}^n Y_{\tau_n} + \mathbb{E}^n \int_0^{\tau_n} l(t, v(t), \tilde{\gamma}(t, v(t))) \, dt$$

$$= Y_0 + \mathbb{E}^n \int_0^{\tau_n} [-\psi(t, v(t), Z_t) \, dt + Z_t \cdot r(t, J(v_t), \tilde{\gamma}(t, v(t)))] + l(t, v(t), \tilde{\gamma}(t, v(t))) \, dt$$

$$= Y_0$$

with the last equality coming from the definition of $\tilde{\gamma}$. Recalling that $Y$ is nonnegative, it follows that

$$\mathbb{E}^n \int_0^{\tau_n} l(t, v(t), \tilde{\gamma}(t, v(t))) \, dt \leq C$$

for some constant $C$ independent of $n$. By (5.2) we also deduce

(5.27) $\mathbb{E}^n \int_0^{\tau_n} |\tilde{\gamma}(t, v(t))|^2 \, dt \leq C.$

Next we prove that the family $(M_T^n)_{n \geq 1}$ is uniformly integrable by showing that $\mathbb{E}^\circ[M_T^n \mathbb{1}_{\{M_T^n \geq 1\}}] \to 0$ as $c \to \infty$, uniformly with respect to $n$. We have

(5.28) $\mathbb{E}^\circ[M_T^n \mathbb{1}_{\{M_T^n \geq c, \tau_n \leq T\}}] = \mathbb{E}^\circ[M_T^n \mathbb{1}_{\{M_T > c, \tau_n = T\}}] + \mathbb{E}^\circ[M_T^n \mathbb{1}_{\{M_T > c, \tau_n < T\}}].$

The first term in the right-hand side tends to 0 uniformly with respect to $n$: it is

$$\mathbb{E}^\circ[M_T^n \mathbb{1}_{\{M_T > c, \tau_n = T\}}] = \mathbb{E}^\circ[M_T \mathbb{1}_{\{M_T > c, \tau_n = T\}}] \leq \mathbb{E}^\circ[M_T \mathbb{1}_{\{M_T > c\}}] \to 0$$

since it holds that $\mathbb{E}^\circ[M_T^n] = 1$ and then Fatou’s lemma implies that $\mathbb{E}^\circ[M_T] \leq 1$. The second term in the right-hand side of (5.28) can be estimated as follows:

$$\mathbb{E}^\circ[M_T^n \mathbb{1}_{\{M_T > c, \tau_n < T\}}] \leq \mathbb{E}^\circ[M_T^n \mathbb{1}_{\{\tau_n < T\}}] = \mathbb{P}^o(\tau_n < T)$$

$$\leq \mathbb{P}^n \left( \int_0^{\tau_n} |\tilde{\gamma}(t, v(t))|^2 \, dt > n \right) \leq \frac{1}{n} \mathbb{E}^n \int_0^{\tau_n} |\tilde{\gamma}(t, v(t))|^2 \, dt \leq \frac{C}{n}$$

with the last inequality coming from (5.27). The required uniform integrability follows immediately. Recalling that $M_T^n \to M_T$ in probability, we conclude that $\mathbb{E}^\circ|M_T^n - M_T| \to 0$, and in particular $\mathbb{E}^\circ[M_T] = 1$, and $M$ is a $\mathbb{P}^o$-martingale. Thus we can define a probability $\mathbb{P}$ by setting $d\mathbb{P} = M_T \, d\mathbb{P}^o$ and by Girsanov’s theorem we conclude that $W$ is a Wiener process with respect to $\mathbb{P}$ and $(F_t^\gamma)$.  
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It remains to prove (5.24). We define the stopping times
\[
\sigma_n = \inf \left\{ t \in [0, T] : \int_0^t |Z_s|^2 ds > n \right\}
\]
with the convention that \( \sigma_n = T \) if the indicated set is empty. Writing the backward equation with respect to \( W \), we obtain
\[
Y_{\sigma_n} = Y_0 - \int_0^{\sigma_n} \psi(t, v(t), Z_t) dt + \int_0^{\sigma_n} Z_t dW_t + \int_0^{\sigma_n} Z_t r(t, J(v_t), \bar{\gamma}(t, v(t))) dt,
\]
from which we deduce that
\[
\mathbb{E}^n Y_{\sigma_n} + \mathbb{E}^n \int_0^{\sigma_n} l(t, v(t), \bar{\gamma}(t, v(t))) dt
= Y_0 + \mathbb{E}^n \int_0^{\sigma_n} \left[ -\psi(t, v(t), Z_t) + Z_t \cdot r(t, J(v(t)), \bar{\gamma}(t, v(t))) + l(t, J(v(t)), \bar{\gamma}(t, v(t))) \right] dt
= Y_0
\]
with the last equality coming from the definition of \( \bar{\gamma} \). Recalling that \( Y \) is nonnegative, it follows that
\[
\mathbb{E} \int_0^{\sigma_n} l(t, J(v(t)), \bar{\gamma}(t, v(t))) dt \leq C
\]
for some constant \( C \) independent of \( n \). By (5.2) and by sending \( n \) to infinity, we finally prove (5.24). \( \square \)

**Corollary 5.11.** By Corollary 5.8 it immediately follows that if \( v \) is a solution to (5.22) and we set \( \gamma^* = \bar{\gamma}(s, v_s) \), then \( \langle v_0, \gamma^* \rangle = \theta(0, v_0) \), and consequently \( v \) is an optimal state, \( \gamma^* \) is an optimal control, and \( \bar{\gamma} \) is an optimal feedback.

Now we prove uniqueness in law for the closed loop equation. We remark that condition (5.23) is part of our definition of a weak solution.

**Proposition 5.12.** Under Assumptions 2.2, 3.1, 3.4, and 5.1, fix \( \mu : [0, T] \times X \times \Xi \) satisfying (5.20) (and consequently (5.21)) and let \( \bar{\gamma}(t, v) = \mu(t, v, \zeta(t, v)) \). Then the weak solution of the closed loop equation (5.22) is unique in law.

**Proof.** Let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0, T]}, \mathbb{P}, (W_t)_{t \in [0, T]}, (v(t))_{t \in [0, T]})\) be a weak solution of (5.22). Let us define
\[
M_T = \exp \left( - \int_0^T r(s, v(s), \bar{\gamma}(s, v(s))) dW_s - \frac{1}{2} \int_0^T \left| r(s, v(s), \bar{\gamma}(s, v(s))) \right|^2 ds \right),
\]
\[
W^*_T = W_T + \int_0^T r(s, v(s), \bar{\gamma}(s, v(s))) ds.
\]
By (3.10) and (5.23), \( M_T \) and \( W^*_T \) are well defined. We claim that \( \mathbb{E} M_T = 1 \). Assuming the claim for a moment, and setting \( dP^w = M_T d\mathbb{P} \), we know by Girsanov’s theorem that \( W^* \) is a Wiener process under \( P^w \), and further \( v \) solves
\[
\begin{align*}
dv(t) &= Bv(t) dt + (I - B)P g(t, J(v(t))) dW^*_t, \\
v(0) &= v_0,
\end{align*}
\]
and

\[ M_T = \exp \left( - \int_0^T r(s, v(s), \bar{\gamma}(s, v(s))) \, dW_s + \frac{1}{2} \int_0^T |r(s, v(s), \bar{\gamma}(s, v(s)))|^2 \, ds \right). \]

By Theorem 3.3 the law of \((v, W^\omega)\) under \(P^\omega\) is uniquely determined by \(g\) and \(v_0\). Taking into account the last displayed formula, we conclude that the law of \((v, W^\omega, M_T)\) under \(P^\omega\) is also uniquely determined, and consequently so is the law of \(v\) under \(\mathbb{P}\).

To conclude the proof it remains to show that \(\mathbb{E}[M_T] = 1\). We define the stopping times

\[ \tau_n = \inf \left\{ t \in [0, T] : \int_0^t |\bar{\gamma}(s, v(s))|^2 \, ds > n \right\} \]

with the convention that \(\tau_n = T\) if the indicated set is empty. By (5.23), for \(\mathbb{P}\)-almost every \(\omega \in \Omega\) there exists an integer \(N(\omega)\) depending on \(\omega\) such that \(\tau_n(\omega) = T\) for \(n \geq N(\omega)\).

Let us fix \(\gamma_0 \in \Xi\) and let us define, for every \(n \in \mathbb{N}\),

\[ \gamma_n(t) = \bar{\gamma}(t, v(t)) 1_{t \leq \tau_n} + \gamma_0 1_{t \geq \tau_n}. \]

\[ M^n_T = \exp \left( - \int_0^T r(s, J(v_n(s)), \gamma_n(s)) \, dW_s - \frac{1}{2} \int_0^T |r(s, J(v_n(s)), \gamma_n(s))|^2 \, ds \right). \]

By (3.10) and the definition of \(\tau_n\), the Novikov condition shows that \(\mathbb{E}M^n_T = 1\). Moreover, we have

\[ \int_0^T |r(s, v(s), \gamma_n(s)) - r(s, v(s), \bar{\gamma}(s, v(s)))|^2 \, ds \to 0, \quad \mathbb{P}\text{-a.s.,} \]

and consequently \(M^n_T \to M_T\) in probability. In order to conclude the proof it is therefore enough to show that the family \((M^n_T)_{n \geq 1}\) is uniformly integrable. To prepare for this, let us set \(d\mathbb{P}^n = M^n_T \, d\mathbb{P}\) and note that by Girsanov’s theorem, the process \(W^n_t = W_t + \int_0^t r(s, v(s), \gamma^n_s) \, ds\) is a Wiener process under \(\mathbb{P}^n\). Since \(v\) solves

\[ dv(t) = Br(t) \, dt + (I - B)Pg(t, J(v(t))) \, dW^n_t, \quad t \in [0, T], \]
\[ v(0) = v_0, \]

it follows that \(v\) is adapted to the Brownian filtration \((\mathcal{F}^\omega_t)\) associated to \(W^n\), and its law under \(\mathbb{P}^n\) is uniquely determined by \(g\) and \(v_0\). In particular, the quantities

\[ C' := \mathbb{E}^n \int_0^T |v(t)|^2 \, dt, \quad C'' := \mathbb{E}^n \int_0^T |\zeta(t, v(t))|^2 \, dt \]

do not depend on \(n\) (here \(\mathbb{E}^n\) denotes, of course, the expectation with respect to \(\mathbb{P}^n\)). \(C'\) is clearly finite. By Proposition 5.5, setting \(Z_t = \zeta(t, v(t))\), we have \(\mathbb{E}^n \int_0^T |Z_t|^2 \, dt < \infty\), and it follows that \(C''\) is also finite. Now let us prove the uniform integrability of the family \((M^n_T)_{n \geq 1}\) by showing that that \(\mathbb{E}[M^n_T 1_{\{M^n_T > c\}}] \to 0\) as \(c \to \infty\), uniformly with respect to \(n\). We have

\[ \mathbb{E}[M^n_T 1_{\{M^n_T > c\}}] = \mathbb{E}[M^n_T 1_{\{M^n_T > c, \tau_n = T\}}] + \mathbb{E}[M^n_T 1_{\{M^n_T > c, \tau_n < T\}}]. \]

(5.29)
The first term in the right-hand side tends to 0 uniformly with respect to \( n \), since

\[
\mathbb{E}[M_T^n \mathbf{1}_{\{\tau_n = T\}}] = \mathbb{E}[M_T^n \mathbf{1}_{\{\tau_n > T\}}] \leq \mathbb{E}[M_T^n \mathbf{1}_{\{\tau_n > T\}}] \to 0,
\]
due to the fact that the equality \( \mathbb{E}[M_T^n] = 1 \) and Fatou’s lemma imply that \( \mathbb{E}[M_T^n] \leq 1 \).

The second term in the right-hand side of (5.29) can be estimated as follows:

\[
\mathbb{E}[M_T^n \mathbf{1}_{\{\tau_n < T\}}] \leq \mathbb{E}[M_T^n \mathbf{1}_{\{\tau_n < T\}}] = \mathbb{P}(\tau_n < T)
\leq \mathbb{P}^n \left( \int_0^{\tau_n} |\tilde{\gamma}(t, v(t))|^2 \, dt > n \right) \leq \frac{1}{n} \mathbb{E}^n \int_0^{\tau_n} |\tilde{\gamma}(t, v(t))|^2 \, dt.
\]

By (5.21) we have

\[
|\tilde{\gamma}(t, v(t))|^2 = |\mu(t, v(t), \zeta(t, v(t)))|^2 \leq C(1 + |v(t)|^2 + |\zeta(t, v(t))|^2)
\]
for some constant \( C \), and it follows that

\[
\mathbb{E}[M_T^n \mathbf{1}_{\{\tau_n < T\}}] \leq \frac{C}{n} \mathbb{E}^n \int_0^T (1 + |v(t)|^2 + |\zeta(t, v(t))|^2) \, dt = \frac{C}{n}(T + C' + C'')
\]
with \( C' \) and \( C'' \) defined as above. The required uniform integrability follows immediately and this completes the proof. \( \square \)

5.3. Application to the motivating example. We wish to apply the previous results to perform the synthesis of the optimal control described in section 2.1: minimize the cost functional

\[
\mathcal{J}(\theta_0, \gamma) = \mathbb{E} \int_0^T \left[ \frac{1}{2} |\gamma(t)|_{\mathbb{R}^d}^2 + \int_\Omega |\theta(t, x)|^2 \, dx \right] \, dt + \mathbb{E} \int_\Omega |\theta(T, x)|^2 \, dx
\]
subject to

\[
\frac{\partial}{\partial t} \int_{-\infty}^t c(t-s)\theta(s, x) \, ds - k_0 \Delta \theta(t, x) = \left[ \sum_{i=1}^d \sigma_j(\theta(t, x)) \gamma_j(t) + \sum_{i=1}^d \sigma_j(\theta(t, x)) d\beta_j(t) \right].
\]

The admissible controls are all processes \( \gamma = (\gamma_1, \ldots, \gamma_d) \) in \( L^2(\Omega \times [0, T]; \mathbb{R}^d) \).

The above problem falls under the scope of the general results proved in this section letting \( H = L^2(\Omega) \), \( U = \mathbb{R} = \mathbb{R}^d \) and \( W_t = (\beta_1(t), \ldots, \beta_d(t)) \). We define the coefficient \( g : H \to L_2(U, H) \) as

\[
(g(\theta) z)(x) = \sum_{i=1}^d z_i \sigma_j(\theta(x)), \quad z \in \mathbb{R}^d.
\]

We take \( r \) to be the identity operator.

With the above definitions, our problem can be written in the following form: minimize

\[
\mathcal{J}(\theta_0, \gamma) = \mathbb{E} \int_0^T \left[ \frac{1}{2} |\gamma(t)|^2 + |\theta(t)|^2 \right] \, dt + \mathbb{E} |\theta(T)|^2
\]
subject to

\[
\frac{\partial}{\partial t} \int_{-\infty}^t c(t-s)\theta(s) \, ds - k_0 \Delta \theta(t) = g(\theta(t)) \left[ \gamma(t) + \dot{W}(t) \right].
\]
We note that in our case the function $l$ in the running cost is given by
\[ l(\theta, \gamma) = \frac{1}{2} |\gamma|^2 + |\theta|^2, \]
while the function $\phi$ in the final cost is
\[ \phi(\theta) = |\theta|^2; \]
hence they satisfy Assumption 5.1. Then Proposition 5.10 and Corollary 5.11 can be applied and we obtain a characterization of the optimal control by a feedback law.
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