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Abstract

As wildfires are expected to become more frequent and severe, improved prediction models are vital to mitigating risk and allocating resources. With remote sensing data, valuable spatiotemporal statistical models can be created and used for resource management practices. In this paper, we create a dynamic model for future wildfire predictions of five locations within the western United States through a deep neural network via historical burned area and climate data. The proposed model has distinct features that address the characteristic need in prediction evaluations, including dynamic online estimation and time-series modeling. Between locations, local fire event triggers are not isolated, and there are confounding factors when local data is analyzed due to incomplete state observations. When compared to existing approaches that do not account for incomplete state observation within wildfire time-series data, on average, we are able to achieve higher prediction performances.

Introduction

Wildfire is a vital, dynamic force of nature that shapes the composition and structure of ecosystems. Human interaction with fire has forced it to become both a natural resource management tool, and a hazard that needs to be contained. Anthropogenic-induced climate change, human activity, accumulation of fuels, and past forest management techniques are all contributing factors to the increasing number and severity of forest fires (Moritz et al. 2014). Despite increased investments in firefighting, the probability and potential losses associated with wildfire risks are increasing and emergency responses are insufficient to protect natural resources and communities (Finney 2021). This is reflected on a global scale: North America, South America, Australia, and the Mediterranean Basin have all experienced significant losses in life and property to wildfires (Bowman et al. 2011, Chapin et al. 2008, Holz et al. 2017, Walker et al. 2019). In the western United States alone, the 2020 season saw over 2.5 million hectares burned, the largest wildfire season recorded in modern history (Higuera and Abatzoglou 2020). Identifying areas with high fire susceptibility is crucial to successfully designing fire management plans and allocating resources (Dennison et al. 2014); consequently, robust approaches to accurately estimate the time, location, and extent of future fires are necessary (Sakellariou et al. 2019, Alcasena et al. 2019).

Although wildfires have often presented challenges in modeling due to their complex nature, advances in remote sensing techniques, numerical weather prediction, and climate models have allowed for an increase in datacentric approaches (Jain et al. 2020). To make use of these data repositories, spatiotemporal models can be created to extract data and find patterns that may not have been explicitly stored. Early methods included an integrated forecasting framework using a dynamic recurrent neural network, relying on spatiotemporal clustering and classification as the primary data mining technique (Cheng and Wang 2008).

Predictive modeling of wildfires often face a limitation that falls in their evaluation phase (Gholami et al. 2021). In supervised machine learning, and specifically classification, the objective is to find a model that accurately assigns data to predefined classes. Commonly, a data set is randomly divided into three parts: a training set, a validation set, and a separate test set to validate the generalized performance of the final classifier (Alpaydin 2020). In a wildfire data set, this type of partitioning is not advantageous for future fire prediction. As
Figure 2: Incomplete state observation of wildfire. External influence from the surroundings and noisy satellite imagery that observes fire through the atmosphere cause incomplete state observations.

a result, spatial distribution is valued over temporal aspects, resulting in fire predictions that are not reflective of true burn behavior patterns (Jain et al. 2020). By evaluating our models on both a temporal- and spatial-based division of data in the supervised learning phase, a more realistic future fire prediction model is possible.

In this paper, we work towards creating a wildfire prediction model using remote sensing data by leveraging incomplete state observations, as shown in Figure 2. In evaluations, we find that our model outperforms baselines against static generative models and recurrent neural network methods, suggesting that satellite imagery contains data with impacted accuracy, and distortions that can result in a partial observation of states. We summarize our contributions as follows:

- We simulate a real-world data input stream, in which we divide our training data set temporally and create a dynamic model for future wildfire burn area predictions on a weekly temporal resolution.
- We introduce a hidden Markov model approach that can consider the unknown external effect and hidden state by maximizing the likelihood of the predicted observation, in addition to predicting the fire.

### Related Works

Wildfire forecasting models have been created through several methods, but existing systems, such as the Canadian Forest Fire Weather Index System, rely on weather stations and closed-form mathematical equations to attain a fire risk probability (Wagner 1987). Recent literature commonly exhibits spatial fire-susceptibility models using either remotely sensed or agency-reported fire data. An example of this is regional fire-susceptibility mapping in Iran with neuro-fuzzy systems (Jaafari et al. 2019). Other notable spatial models include Bashari et al. (2016) and Shang et al. (2020). Limitations for spatially explicit work are described in the introduction.

Cheng and Wang (2008) proposed a spatiotemporal predictive model based on a dynamic recurrent neural network using historical observations in Canada. In a deep learning model proposed by Huot et al. (2020), remote sensing data of historical fire data are aggregated into a convolutional auto-encoder and LSTM models to estimate fire likelihood. Gholami et al. (2021) uses temporally divided data to test both linear and nonlinear models for fire prediction.

Prior literature have traditionally formulated the fire prediction problem as a classification problem. Shidik and Mustofa (2014) used a back-propagation neural network to predict burn areas, achieving an extremely high accuracy compared to other models, which performed with much lower accuracy (Coffield et al. 2019; Mitsopoulos and Mallinis 2017). These lower accuracy works, however, created classes based upon the ground-truth burned area size instead of clusters on the covariates. Similarly, a study done using Australian bush-fires as the primary data set utilized a classifier ensemble method to establish a relationship between fire incidence and climatic data on a weekly time scale (Dutta, Das, and Aryal 2016).

Jin et al. (2020) uses V graph-convolutional layers in a custom architecture to predict urban fires. By integrating a graph convolutional neural network, CNN layers, and RNNs to model the fire prediction problem, the model creates a fully represented and connected graph of the regional data set. Training such a network would require a significant amount of time, and it is likely computationally infeasible to use this model or replicate such results over larger areas.

There are other existing machine-learning-based approaches in the domain of forest fires but they do not specifically focus on fire prediction. Yoon et al. (2021) demonstrates a method to determine state estimation within a spatial temporal grid map for UAV wildfire detection. Wijayanto et al. (2017) used an adaptive neuro fuzzy interface system to predict forest fire occurrences and explore the relationship of fire with human activities. Due to the characteristics of the fire models, ecological prediction models can be analogous as well. Jones et al. (2021) uses an iterative modeling cycle to forecasting biological invasions. Van Dao et al. (2020) uses random forest and logistic regression to predict seasonal rainfall induced landslides.
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Figure 4: ERA5 Daily Aggregates

Figure 5: Selected rectangular grids map for data set generation from FIRMS (Davies et al. 2019). The rectangles are centered at Portland, Medford, Reno, Denver, and Salt Lake City.

Study Area and Data

In this study, the regions chosen encompass 100 km by 100 km grid squares in the western United States, shown in Figure 5. Squares were centered at cities that have experienced moderate to high wildfire activity in the past decade, including: Portland, Oregon; Medford, Oregon; Reno, Nevada; Denver, Colorado; and Salt Lake City, Utah. Wildfire trends in each city are illustrated in Figure 3. Within the western United States, the Federal government has designated a higher proportion of land for public access, such as national parks and national forests. Consequently, population growth occurring at wildland-urban interfaces has been introduced to these fire hazards (Cannon and DeGraff 2009). These cities, due to their increasing population size, proximity to fire zones, and distribution across the American west, provide a diverse and relevant data set to work with.

Data was compiled from multiple remote sensing data sources from Google Earth Engine (Gorelick et al. 2017), a publicly available data repository. We selected sources with high spatial and temporal resolution, extensive geographical and historical coverage, and regular update intervals. Wildfire data is from the FIRMS: Fire Information for Resource Management System data set, containing the LANCE fire detection product in rasterized form that provides near real-time fires detection (Davies et al. 2019). Climate data is from ERA5 data set produced by Copernicus Climate Change Service, which consists of aggregated values for each day for temperature, dew point, surface pressure, and precipitation, as shown in Figure 4 (Store 2017). ERA5 data is available from 1979 to three months from real-time. The combined data was then partitioned into training and validation data sets, demonstrated in Figure 6.

Proposed Framework

Modeling Process

The dynamic auto-encoder consists of two steps: (1) system identification in which the state estimate is determined by maximising the likelihood of its one-step (one week) future prediction; and (2) fire prediction, in which the ground truth is predicted after four time steps (one month).

The dynamic auto-encoder used in this study employs a multidimensional time series from the curated 11-channel data set as the inputs for the model. The encoder transforms the input and feeds the signal to the recurrent neural network (RNN). The hidden state of the RNN was used by the decoder...
to reconstruct the ground truth input data and estimate the future fire spot likelihood at subsequent time steps. An independent loss function was optimized for the auto-encoder to evaluate the accuracy of the predictions at the given time steps. Further, the RNN state estimate consequently represents the compressed information from the history of available and missing observations and unmeasured variables with high accuracy. Due to the real-time advantage of the recursive update of the dynamic auto-encoder, we predict the fire grid map online. As shown in Figure 7, the dynamic auto-encoder integrates previous observations into the hidden state of RNN. Hence, the model’s inference can be implemented in real-time.

**Online Parameter Estimation**

The system identification provides the state estimate information for the fire map prediction. As a result, the update of the parameter for system identification is set to be slower than the parameter update for the fire map prediction so that the fire prediction network can track the change of the state estimator of the system identification. In Heusel et al. (2017), it was shown that the Adam (Kingma and Ba, 2015) step size rule can be set to implement the two time scale step size update rule (TTUR) in (2).

The two-time scale optimization has update iterations as follows:

\[
\begin{align*}
\theta_{n+1}^{\text{pred}} &= \theta_n^{\text{pred}} + \epsilon_n \nabla_{\theta_n^{\text{pred}}} \mathcal{L}^{\text{trajectory}} \\
\theta_{n+1}^{\text{sys}} &= \theta_n^{\text{sys}} + \epsilon_n \nabla_{\theta_n^{\text{sys}}} \mathcal{L}^{\text{trajectory}},
\end{align*}
\]

where the step size of the optimization is

\[
\epsilon_n^{\text{sys}} / \epsilon_n^{\text{pred}} \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty,
\]

and \(S_n^{\text{pred}}\) was defined in (3), and \(S_n^{\text{pred}}\) will be described in (5).

**System Identification**

The deep neural networks in Fig. 7 are trained to predict the future observation in the next time step given previous observations. We use replay buffer (Zhang and Sutton, 2017) to save recent trajectories to sample minibatch samples for training as follows:

\[
\mathcal{M}^{\text{trajectory}} = \left\{ [y_0, h_0]_1, \ldots, [y_{\text{term}}, h_{\text{term}}]_1 \right\}
\]

where \(y_k\) denotes the observations of the map at time \(k\) that are extracted from the climate (Store2017) and fire data set (Davies et al. 2019).

The system identification aims to obtain the parameter, which maximizes the likelihood of the one-step future prediction of the observation given the state estimate calculated from the learned model. We maximize the likelihood by minimizing a distance between true image streams and the predicted image streams by a stochastic optimization, which samples trajectories saved in the replay buffer denoted \(\mathcal{M}^{\text{trajectory}}\). The stochastic gradient for the optimization is calculated as follows:

\[
S_n^{\text{sys}} = -\nabla_{\theta_n^{\text{sys}}} \mathcal{L}^{\text{trajectory}}(\theta_n^{\text{sys}}),
\]

where \(\mathcal{L}^{\text{trajectory}} := \{ [y_k^l, h_k^l]_k_{k=1}^K \} \) denotes \(L\) trajectories from the memory buffer \(\mathcal{M}^{\text{trajectory}}\), \(\{y_k^l\}_k_{k=1}^K\) denotes \(l\)th sample image stream with length \(K\), and \(\theta_n^{\text{sys}}\) denotes the parameter of the model in Fig. 7. The loss function \(\mathcal{L}^{\text{sys}}(\cdot)\) is calculated as follows:

\[
\mathcal{L}^{\text{sys}}(\mathcal{D}_n^{\text{trajectory}}; \theta_n^{\text{sys}}) = \frac{1}{L K} \sum_{l=1}^L \sum_{k=1}^K d(y_k^l, \hat{y}_k^l),
\]

where \(d(\cdot, \cdot)\) denotes a metric between two images and \(\hat{y}_k^l\) is the predicted observation grid map (or image frame) for the target image \(y_k^l\), and \(k\) denotes the time index, and the superscript \(l\) denotes the sample index. Each sample trajectory \(\{y_k^l, h_k^l\}\) is processed through the encoder, RNN, and the decoder with the following process. For the image stream sample \(\{y_1, \ldots, y_K\}\) and initial observation \(y_0\) and initial state value \(h_0\), we calculate

\[
\hat{y}_{k+1} = \text{Decoder}_1(h_{k+1})
\]

and we collect them into \(\{\hat{y}_1, \ldots, \hat{y}_K\}\).

**Fire Map Prediction**

The state of the recurrent neural network \(h_k\) is mapped from all previous observations through the recursive update in (4).

\[
S_n^{\text{pred}} = -\nabla_{\theta_n^{\text{pred}}} \mathcal{L}^{\text{trajectory}}(\theta_n^{\text{pred}}),
\]

where we used the cross-entropy as the distance between predicted and ground truth image.
where the loss function $L_{\text{pred}}(\cdot)$ is calculated as follows:

$$L_{\text{pred}}(D_{\text{trajectory}}; \theta_{\text{pred}}) = \frac{1}{LK} \sum_{l=1}^{L} \sum_{k=1}^{K} d(f_l \hat{f}_{l+T}, \hat{f}_{l+T})$$

with

$$h_{k+1} = \text{RNN}(h_k, \text{Encoder}(y_k))$$

$$\hat{f}_{k+T} = \text{Decoder}_2(h_k).$$

where $\text{Decoder}_2$ predict $T$ step future fire given the current state estimate $h_k$.

We summarise the entire procedure as the following multi-level stochastic optimization in Algorithm 1.

As shown in Figure 8, the algorithm simultaneously decreases the two loss function values for the dynamic auto-encoder and fire map predictor.

**Evaluation and Discussion**

We evaluated the proposed model in Figure 7 to see if it can generalize over temporal variation. We first trained a model using the time-series data from 11/01/2000 to 06/08/2016. The models are trained independently using local time-series data. Then, the corrected trained models were applied to the later time-series validation data beginning 06/08/2016 and ending 04/08/2020. As shown in Figure 9, the predicted observation images from the trained model show correlations with ground-truth weather images for the state estimation for the data with incomplete state observations. In Figure 10, as shown in the linked video, the wildfire prediction map shows qualitative correlation with the ground truth. The figures and videos demonstrate that the proposed model has prediction capabilities.

**Algorithm 1 Two-Time-Scale Stochastic Optimization**

**Input:** State Estimation Network in Fig. 7 with $\theta_{\text{sys}}^n$ of Encoder, RNN, and Decoder.

**Input:** Fire map prediction network with Decoder.

**Input:** Training time-series data.

**Input:** Replay buffers: $M_{\text{trajectory}}$, $M_{\text{transition}}$

**Output:** Fixed parameters: $\theta_{\text{sys}}^n$ and $\theta_{\text{dqn}}^n$

for $n = 0$ to $N_{\text{iterations}}$ do

Update RNN state $h_k$ given $y_k$ as in (4)

$$h_{k+1} \leftarrow \text{RNN}(h_k, \text{Encoder}(y_k))$$

$$\hat{y}_k \leftarrow \text{Decoder}(h_k)$$

Add new data to the replay buffers

$$M_{\text{trajectory}} \leftarrow (y_k, h_k)$$

Update parameters with the gradients in (3) and (5)

$$\theta_{\text{pred}}^{n+1} \leftarrow \theta_{\text{pred}}^n + \epsilon_{\text{pred}}^n S_n(D_{\text{trajectory}})$$

$$\theta_{\text{sys}}^{n+1} \leftarrow \theta_{\text{sys}}^n + \epsilon_{\text{sys}}^n S_n(D_{\text{trajectory}})$$

Update the step sizes $\epsilon_{\text{sys}}^n$ and $\epsilon_{\text{dqn}}^n$ using TTUR in [Heusel et al. 2017].

end for

Fix parameters with the current ones.

**Temporal validation**

We compared the proposed model with two alternatives. The generative network (denoted as GEN. NETWORK) is comprised of an Encoder($\cdot$) and Decoder$_2(\cdot)$ from Figure 7. In the GEN. NETWORK, the RNN($\cdot$, $\cdot$) is excluded, creating a static model. The gated recurrent unit (denoted as GRU) is comprised of an Encoder($\cdot$), RNN($\cdot$, $\cdot$) and Decoder$_2(\cdot)$ but without the Decoder$_1(\cdot)$, as it will learn with no state.
Figure 10: One-step future observation prediction for state estimation. The top row shows the prediction and the bottom row shows ground truth. The first two columns are from FIRMS (Davies et al. 2019) and the other columns are from ERA5 Daily Aggregates (Store 2017). All values are scaled to fit within $[0, 1]$.

Table 1: Temporal validation for the time-span between 06/08/2016 and 04/08/2020

| LOCATION   | METRIC | GEN NETWORK | GRU  | DYNAMIC AUTOENC |
|------------|--------|-------------|------|-----------------|
| RENO       | BCE    | 129.7       | 134.7| 140.6           |
|            | AUROC  | 0.811       | 0.782| 0.770           |
| SALT LAKE CITY | BCE | 90.6   | 87.0 | 77.1 |
|            | AUROC  | 0.663       | 0.734| 0.765           |
| PORTLAND   | BCE    | 120.8       | 124.9| 102.4           |
|            | AUROC  | 0.743       | 0.803| 0.676           |
| MEDFORD    | BCE    | 150.74      | 152.0| 144.7           |
|            | AUROC  | 0.698       | 0.645| 0.734           |
| DENVER     | BCE    | 81.3        | 75.4 | 75.8            |
|            | AUROC  | 0.705       | 0.605| 0.656           |

The training time-series data span from 11/01/2000 and 06/08/2016.

To validate the proposed model and compare it to alternatives, we computed several performance metrics for processing validation data sets. The validation and training time series data are in different time periods. Therefore, the model did not see the validation data during training. As shown in Table 1, we report standard metrics including area under the receiver operating characteristic (AUROC) and binary cross-entropy loss (denoted as BCE in tables). The proposed model (dynamic auto-encoder) outperforms the other for the three locations (Salt Lake City, Portland, and Medford) in terms of the binary cross-entropy (BCE) loss. However, the proposed model did not outperform in terms of the other performance metric. This is partially because AUROC is not a suitable performance metric for the imbalanced dataset (Weng and Poon 2008). The fire data is imbalanced because grids with active fire on the map are less likely than those without fire. Additionally, the BCE is equivalent to likelihood which is a general statistical model metric. Hence, in our evaluation, we outweigh BCE over AUROC.

The better performance of GRU over GEN NETWORK is expected since the GRU has greater model complexity with its dynamic structure. However, the forward passes from the observation to the prediction of both GRU and the proposed one (DYNAMIC AUTOENC) are identical. This means that the greater performance of the proposed metric could be from the dynamic auto-encoder’s ability to estimate for confounding factors.

**Conclusion**

In the past decade, wildfires have ravaged the western United States. Due to the scarcity of resources and difficulties in wildfire surveillance, first responders are often a step behind in fire response. In this research, we present a novel, data-driven approach for extracting relevant fire determinants through readily available satellite images. We created an approach to wildfire prediction that explicitly takes state uncertainty into account. We also created a comprehensive model on wildfires that combines both historical fire data with relevant covarying data. Although there are some limitations to our current work, our forecasting model shows optimistic results, and addresses the limitations in current wildfire prediction. As demonstrated by other ecological forecasting topics, to most effectively implement future iterations, resource managers should be included in collaboration so that through sustained participation further iterations can optimize for real-world decision-making.
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