ARC SPACES AND THE VERTEX ALGEBRA COMMUTANT PROBLEM

ANDREW R. LINSHAW, GERALD W. SCHWARTZ, AND BAILIN SONG

ABSTRACT. Given a vertex algebra \( \mathcal{V} \) and a subalgebra \( \mathcal{A} \subset \mathcal{V} \), the commutant \( \text{Com}(\mathcal{A}, \mathcal{V}) \) is the subalgebra of \( \mathcal{V} \) which commutes with all elements of \( \mathcal{A} \). This construction is analogous to the ordinary commutant in the theory of associative algebras, and is important in physics in the construction of coset conformal field theories. When \( \mathcal{A} \) is an affine vertex algebra, \( \text{Com}(\mathcal{A}, \mathcal{V}) \) is closely related to rings of invariant functions on arc spaces. We find strong finite generating sets for a family of examples where \( \mathcal{A} \) is affine and \( \mathcal{V} \) is a \( \beta\gamma \)-system, \( bc\)-system, or \( bc;\beta\gamma \)-system.

1. INTRODUCTION

Let \( \mathcal{V} \) be a vertex algebra, and let \( \mathcal{A} \) be a subalgebra of \( \mathcal{V} \). The commutant of \( \mathcal{A} \) in \( \mathcal{V} \), denoted by \( \text{Com}(\mathcal{A}, \mathcal{V}) \), is the subalgebra consisting of all elements \( v \in \mathcal{V} \) such that \( [a(z), v(w)] = 0 \) for all \( a \in \mathcal{A} \). This construction was introduced by Frenkel and Zhu in [FZ], generalizing earlier constructions in representation theory [KP] and physics [GKO], and is important in the construction of coset conformal field theories. It is also natural to study the double commutant \( \text{Com}(\text{Com}(\mathcal{A}, \mathcal{V}), \mathcal{V}) \), which always contains \( \mathcal{A} \). If \( \mathcal{A} = \text{Com}(\text{Com}(\mathcal{A}, \mathcal{V}), \mathcal{V}) \), we say that \( \mathcal{A} \) and \( \text{Com}(\mathcal{A}, \mathcal{V}) \) form a Howe pair inside \( \mathcal{V} \). If \( \mathcal{A} \) acts semisimply on \( \mathcal{V} \), \( \text{Com}(\mathcal{A}, \mathcal{V}) \) can be studied by decomposing \( \mathcal{V} \) as an \( \mathcal{A} \)-module. Otherwise, there are few existing techniques for studying commutants, and there are very few examples where an exhaustive description can be given in terms of generators, operator product expansions, and normally ordered polynomial relations among the generators.

An equivalent definition of \( \text{Com}(\mathcal{A}, \mathcal{V}) \) is the set of elements \( v \in \mathcal{V} \) such that \( a \circ_n v = 0 \) for all \( a \in \mathcal{A} \) and \( n \geq 0 \). We may regard \( \text{Com}(\mathcal{A}, \mathcal{V}) \) as the algebra of invariants in \( \mathcal{V} \) under the action of \( \mathcal{A} \). If \( \mathcal{A} \) is a homomorphic image of an affine vertex algebra associated to some Lie algebra \( \mathfrak{g} \), \( \text{Com}(\mathcal{A}, \mathcal{V}) \) is just the invariant space \( \mathcal{V}^{\mathfrak{g}[t]} \), and in this case one can apply techniques from invariant theory and commutative algebra. This approach was introduced in [LL], and the structure that makes it work is a good increasing filtration on \( \mathcal{V} \). The associated graded object \( \text{gr}(\mathcal{V}) \) is then an abelian vertex algebra, i.e., a (super)commutative ring with a differential, and in many cases it can be interpreted as the ring \( \mathcal{O}(X_\infty) \) of functions on the arc space \( X_\infty \) of some scheme \( X \). For example, the level \( k \) universal affine vertex algebra \( \mathcal{V}_k(\mathfrak{g}) \) of a Lie algebra \( \mathfrak{g} \) has a filtration for which \( \text{gr}(\mathcal{V}_k(\mathfrak{g})) \cong \mathcal{O}(\mathfrak{g}_\infty) \) and the \( \beta\gamma \)-system \( S(V) \) of a finite-dimensional vector space \( V \) has \( \text{gr}(S(V)) \cong \mathcal{O}((V \oplus V^*)_\infty) \). For any \( X \), \( \mathcal{O}(X_\infty) \) is an abelian vertex algebra [FBZ], and one of the themes of this paper is that the geometry of arc spaces can be used to answer structural questions about nonabelian vertex algebras as well.

If \( \mathcal{A} \subset \mathcal{V} \) is an affine vertex algebra and \( \mathcal{V} \) has a \( \mathfrak{g}[t] \)-invariant good increasing filtration, there is an action of \( \mathfrak{g}[t] \) on \( \text{gr}(\mathcal{V}) \) by derivations of degree zero. There is an injective map of differential (super)commutative algebras

\[
\text{gr}(\mathcal{V}[\mathfrak{g}[t]]) \hookrightarrow \text{gr}(\mathcal{V})^{\mathfrak{g}[t]}.
\]
Unfortunately, the associated graded functor and the invariant functor need not commute with each other, and this map is generally not an isomorphism. The structure of $\text{gr}(\mathcal{V})^{[\ell]}$ is simpler than that of $\text{gr}(\mathcal{V}^{[\ell]})$, and is closely related to rings of invariant functions on arc spaces. If $\text{gr}(\mathcal{V})^{[\ell]}$ is finitely generated as a differential algebra (which is the case in our main examples), checking the surjectivity of (1.1) becomes a finite problem. If (1.1) is surjective, there is a reconstruction theorem that says that a generating set for $\text{gr}(\mathcal{V})^{[\ell]}$ as a differential algebra corresponds to a strong generating set for $\mathcal{V}^{[\ell]}$ as a vertex algebra. Moreover, all normally ordered polynomial relations among the generators of $\mathcal{V}^{[\ell]}$ correspond to classical relations in $\text{gr}(\mathcal{V})^{[\ell]}$, with suitable quantum corrections.

In our main examples, $\mathcal{V}$ is the $\beta\gamma$-system $\mathcal{S}(V)$, which is the vertex algebra analogue of the Weyl algebra $\mathcal{D}(V)$. If $G$ is a connected, reductive Lie group with Lie algebra $\mathfrak{g}$ acting on $V$, there is an action of the corresponding affine vertex algebra on $\mathcal{S}(V)$, and the commutant $\mathcal{S}(V)^{[\ell]}$ is analogous to the invariant ring $\mathcal{D}(V)^G$. The injective map

$$\text{gr}(\mathcal{S}(V)^{[\ell]}) \hookrightarrow \text{gr}(\mathcal{S}(V))^{[\ell]} \cong \mathcal{O}((V \oplus V^*)^\infty)^{[\ell]} = \mathcal{O}((V \oplus V^*)^\infty)^G$$

is generally not an isomorphism, and $\mathcal{O}((V \oplus V^*)^\infty)^G$ generally has a complicated structure and need not be finitely generated as a differential algebra. In our main examples, $G = \text{SL}_m$, $\text{GL}_m$, $\text{SO}_m$, or $\text{Sp}_{2m}$, and $V$ is a sum of copies of the standard representation such that $(V \oplus V^*)/G$ is either smooth or a complete intersection. In these cases, $\mathcal{O}((V \oplus V^*)^\infty)^G \cong \mathcal{O}(((V \oplus V^*)/G)^\infty)$, which is generated by $\mathcal{O}(V \oplus V^*G)$ as a differential algebra. Moreover, (1.2) is an isomorphism, so the generators of $\mathcal{O}(V \oplus V^*G)$ correspond to strong generators of $\mathcal{S}(V)^{[\ell]}$ as a vertex algebra. We also consider the double commutant $\text{Com}(\mathcal{S}(V)^{[\ell]}, \mathcal{S}(V))$ and we find some analogues of classical $\text{GL}_n - \text{GL}_m$, $\text{SO}_n - \text{sp}_{2m}$, and $\text{Sp}_{2m} - \text{so}_{2m}$ Howe duality in this setting [11]. Finally, we use similar techniques to describe some commutant subalgebras of $bc$-systems and $bc;\beta\gamma$-systems.

Our methods are insufficient to describe $\mathcal{S}(V)^{[\ell]}$ in the general case without further refinement. However, there is evidence that $\mathcal{S}(V)^{[\ell]}$ is better behaved than its classical counterpart $\text{gr}(\mathcal{S}(V))^{[\ell]}$. Suppose that $G$ is a torus acting faithfully on $V$. In this case, (1.1) is not surjective, but $\mathcal{S}(V)^{[\ell]}$ is always strongly finitely generated as a vertex algebra (see Theorem 12 of [111]). By contrast, $\text{gr}(\mathcal{S}(V))^{[\ell]}$ need not be finitely generated as a differential algebra; Corollary 3.14 of [1SS] shows that this fails whenever $V$ possesses a nontrivial slice representation of a finite group. Similarly, in the case where $G$ is finite, so that $G = G^\infty$, $\mathcal{S}(V)^G$ is always strongly finitely generated (see Theorem 10 of [111]), whereas $\text{gr}(\mathcal{S}(V))^G$ is not finitely generated as a differential algebra unless $G$ acts trivially on $V$ (see Theorem 3.13 of [1SS]). Based on these examples, we expect that $\mathcal{S}(V)^{[\ell]}$ will be strongly finitely generated under fairly general circumstances, but in most cases the generating set will not correspond naively to a generating set for $\mathcal{O}(V \oplus V^*)^G$.

2. VERTEX ALGEBRAS

We begin with a short introduction to vertex algebras [B, FLM], following the formalism developed in [1Z] and partly in [11]. Let $V = V_0 \oplus V_1$ be a super vector space over $\mathbb{C}$, and let $z, w$ be formal variables. Let $\text{QO}(V)$ denote the space of linear maps

$$V \rightarrow V((z)) := \{ \sum_{n \in \mathbb{Z}} v(n)z^{-n-1} | v(n) \in V, v(n) = 0 \text{ for } n \gg 0 \}.$$
Each $a \in \text{QO}(V)$ can be uniquely represented as a power series

$$a = a(z) := \sum_{n \in \mathbb{Z}} a(n) z^{-n-1} \in \text{End}(V)[[z, z^{-1}]].$$

We call $a(n)$ the $n$th Fourier mode of $a(z)$. Each $a \in \text{QO}(V)$ is assumed to be of the form $a = a_0 + a_1$ where $a_i : V_j \to V_{i+j}((z))$ for $i, j \in \mathbb{Z}/2\mathbb{Z}$, and we write $|a_i| = i$.

There is a set of nonassociative bilinear operations $\circ_n$ on $\text{QO}(V)$, indexed by $n \in \mathbb{Z}$, which we call the $n$th circle products. For homogeneous $a, b \in \text{QO}(V)$, they are defined by

$$a(w) \circ_n b(w) = \text{Res}_z a(z)b(w) \ t_{|z|>|w|}(z-w)^n - (-)^{|a||b|}\text{Res}_z b(w)a(z) \ t_{|w|>|z|}(z-w)^n.$$

Here $t_{|z|>|w|}f(z, w) \in \mathbb{C}[[z, z^{-1}, w, w^{-1}]]$ denotes the power series expansion of a rational function $f$ in the region $|z| > |w|$. We usually omit the symbol $t_{|z|>|w|}$ and just write $(z-w)^{-1}$ to mean the expansion in the region $|z| > |w|$, and write $-(w-z)^{-1}$ to mean the expansion in $|w| > |z|$. It is easy to check that $a(w) \circ_n b(w)$ above is a well-defined element of $\text{QO}(V)$.

For $a, b \in \text{QO}(V)$, the operator product expansion (OPE) formula is the following identity of formal power series.

$$a(z)b(w) = \sum_{n \geq 0} a(w) \circ_n b(w) (z-w)^{-n-1} + : a(z)b(w) :.$$

Here $: a(z)b(w) : = a(z)_-b(w) + (-1)^{|a||b|}b(w)a(z)_+$, where $a(z)_- = \sum_{n<0} a(n) z^{-n-1}$ and $a(z)_+ = \sum_{n \geq 0} a(n) z^{-n-1}$. Equation (2.1) is often written in the form

$$a(z)b(w) \sim \sum_{n \geq 0} a(w) \circ_n b(w) (z-w)^{-n-1},$$

where $\sim$ means equal modulo the term $: a(z)b(w) :$, which is regular at $z = w$.

Note that $: a(w)b(w) :$ is a well-defined element of $\text{QO}(V)$. It is called the Wick product (or normally ordered product) of $a$ and $b$, and it coincides with $a(w) \circ_{-1} b(w)$. The other negative circle products are related to this by

$$n! a(z) \circ_{-n-1} b(z) = : (\partial^n a(z)) b(z) :,$$

where $\partial$ denotes the formal differentiation operator $\frac{d}{dz}$. The iterated Wick product of $a_1(z), \ldots, a_k(z) \in \text{QO}(V)$ is defined inductively by

$$a_1(z)a_2(z) \cdots a_k(z) = : a_1(z)b(z) :,$$

where $b(z) = : a_2(z) \cdots a_k(z) :$. We often omit the formal variable $z$ when no confusion can arise.

The set $\text{QO}(V)$ is a nonassociative algebra with the operations $\circ_n$ and a unit 1. We have $1 \circ_n a = \delta_{n,-1} a$ for all $n$, and $a \circ_n 1 = \delta_{n,-1} a$ for $n \geq -1$. A subspace $\mathcal{A} \subset \text{QO}(V)$ containing 1 which is closed under the circle products will be called a quantum operator algebra (QOA). In particular, $\mathcal{A}$ is closed under $\partial$ since $\partial a = a \circ_{-2} 1$. Many formal algebraic notions are immediately clear: a homomorphism is just a linear map that sends 1 to 1 and preserves all circle products; a module over $\mathcal{A}$ is a vector space $M$ equipped with a homomorphism $\mathcal{A} \to \text{QO}(M)$, etc. A subset $S = \{a_i | i \in I\}$ of $\mathcal{A}$ is said to generate $\mathcal{A}$ if every element $a \in \mathcal{A}$ can be written as a linear combination of nonassociative words in the letters $a_i, \circ_n$, for $i \in I$ and $n \in \mathbb{Z}$. We say that $S$ strongly generates $\mathcal{A}$ if any $a \in \mathcal{A}$ can be
written as a linear combination of words in the letters \( a_i \), \( \circ_n \) for \( n < 0 \). Equivalently, \( \mathcal{A} \) is spanned by the set of normally ordered monomials \( \{ : \partial^{k_1} a_{i_1}(z) \cdots \partial^{k_m} a_{i_m}(z) : | i_1, \ldots, i_m \in I, k_1, \ldots, k_m \geq 0 \} \).

We say that \( a, b \in \text{QO}(V) \) quantum commute if \( (z - w)^N[a(z), b(w)] = 0 \) for some \( N \geq 0 \). Here \([,] \) denotes the super bracket. This condition implies that \( a \circ_n b = 0 \) for \( n \geq N \), so (2.1) becomes a finite sum. A commutative quantum operator algebra (CQOA) is a QOA whose elements pairwise quantum commute. Finally, the notion of a CQOA is equivalent to the notion of a vertex algebra. Every CQOA \( \mathcal{A} \) is itself a faithful \( \mathcal{A} \)-module, called the left regular module. Define

\[
\rho : \mathcal{A} \rightarrow \text{QO}(\mathcal{A}), \quad a \mapsto \hat{a}, \quad \hat{a}(\zeta) b = \sum_{n \in \mathbb{Z}} (a \circ_n b) \zeta^{-n-1}.
\]

Then \( \rho \) is an injective QOA homomorphism, and the quadruple \( (\mathcal{A}, \rho, 1, \partial) \) is a vertex algebra in the sense of \([FLM]\). Conversely, if \((V, Y, 1, D)\) is a vertex algebra, \( Y(V) \subset \text{QO}(V) \) is a CQOA. We will refer to a CQOA simply as a vertex algebra throughout this paper.

**Example 2.1** (Affine vertex algebras). Let \( \mathfrak{g} \) be a finite-dimensional, complex Lie algebra, equipped with a symmetric, invariant bilinear form \( B \). The loop algebra \( \mathfrak{g}[t, t^{-1}] = \mathfrak{g} \otimes \mathbb{C}[t, t^{-1}] \) has a one-dimensional central extension \( \hat{\mathfrak{g}} = \mathfrak{g}[t, t^{-1}] \oplus \mathbb{C} \kappa \) determined by \( B \), with bracket

\[
[\xi t^n, \eta t^m] = [\xi, \eta] t^{n+m} + nB(\xi, \eta) \delta_{n+m, 0} \kappa,
\]

and \( \mathbb{Z} \)-gradation \( \deg(\xi t^n) = n, \deg(\kappa) = 0 \). Let \( \hat{\mathfrak{g}}_{\geq 0} = \bigoplus_{n \geq 0} \hat{\mathfrak{g}}_n \) where \( \hat{\mathfrak{g}}_n \) denotes the sub-space of degree \( n \), and let \( C \) be the one-dimensional \( \hat{\mathfrak{g}}_{\geq 0} \)-module on which \( \xi t^n \) acts trivially for \( n \geq 0 \), and \( \kappa \) acts by \( k \) times the identity. Define \( \hat{V} = U(\hat{\mathfrak{g}}) \otimes_{U(\hat{\mathfrak{g}}_{\geq 0})} C \), and let \( X^\xi(n) \in \text{End}(V) \) be the linear operator representing \( \xi t^n \) on \( V \). Define \( X^\xi(z) = \sum_{n \in \mathbb{Z}} X^\xi(n) z^{-n-1} \), which lies in \( \text{QO}(V) \) and satisfies

\[
X^\xi(z) X^n(w) \sim k B(\xi, \eta)(z - w)^{-2} + X^{[\xi, n]}(w)(z - w)^{-1}.
\]

The vertex algebra \( V_k(\mathfrak{g}, B) \) generated by \( \{ X^\xi | \xi \in \mathfrak{g} \} \) is known as the universal affine vertex algebra associated to \( \mathfrak{g} \) and \( B \) at level \( k \). If \( \mathfrak{g} \) is a simple Lie algebra, we will always take \( B \) to be the normalized Killing form \( \frac{1}{2h^\vee} \langle , \rangle_K \), where \( h^\vee \) is the dual Coxeter number, and we use the notation \( V_k(\mathfrak{g}) \) instead of \( V_k(\mathfrak{g}, B) \), as is customary.

For \( k \neq -h^\vee \), \( V_k(\mathfrak{g}) \) possesses the Sugawara conformal vector

\[
(2.3)
L = \frac{1}{2(k + h^\vee)} \sum_{i=1}^{n} : X^{\xi_i} X^{\xi_i} :
\]

of central charge \( c = \frac{\text{dim}(\mathfrak{g})}{k + h^\vee} \). Here \( \{ \xi_1, \ldots, \xi_n \} \) is an orthonormal basis for \( \mathfrak{g} \). With respect to \( L \), \( V_k(\mathfrak{g}) \) has a weight grading by \( \mathbb{Z}_{\geq 0} \) such that each \( X^{\xi_i} \) is primary of weight one. At the critical level \( k = -h^\vee \), the Lie subalgebra spanned by \( \{ L_n | n \geq -1 \} \) still acts on \( V_{-h^\vee}(\mathfrak{g}) \), and the same weight grading exists.

Suppose that \( \mathfrak{g} = \mathbb{C} \), regarded as an abelian Lie algebra, and that \( B \) is nondegenerate. Then for \( k \neq 0 \), \( V_k(\mathfrak{g}, B) \) is just the Heisenberg vertex algebra \( \mathcal{H} \) with generator \( \alpha \) satisfying \( \alpha(z) \alpha(w) \sim (z - w)^{-2} \). There is an analogous Virasoro element \( L = \frac{1}{2} : \alpha \alpha : \), under which \( \alpha \) is primary of weight one.
Example 2.2 (βγ-systems). Let \( V \) be a finite-dimensional complex vector space. The βγ-system or algebra of chiral differential operators \( S(V) \) was introduced in [FMS]. It has even generators \( \beta^x, \gamma^x \) for \( x \in V, x' \in V^* \), which satisfy
\[
(2.4) \quad \beta^x(z)\gamma^{x'}(w) \sim \langle x', x \rangle (z - w)^{-1}, \quad \gamma^{x'}(z)\beta^x(w) \sim -\langle x', x \rangle (z - w)^{-1},
\]
\[
\beta^x(z)\beta^y(w) \sim 0, \quad \gamma^{x'}(z)\gamma^y(w) \sim 0.
\]
Here \( \langle, \rangle \) denotes the natural pairing between \( V^* \) and \( V \). We give \( S(V) \) the conformal structure
\[
(2.5) \quad L_S = \sum_{i=1}^{n} :\beta^{x_i}\partial\gamma^{x'_i}:+
\]
under which \( \beta^{x_i}, \gamma^{x'_i} \) are primary of weights 1, 0, respectively. Here \( \{x_1, \ldots, x_n\} \) is a basis for \( V \) and \( \{x'_1, \ldots, x'_n\} \) is the dual basis for \( V^* \). There is a basis for \( S(V) \) consisting of iterated Wick products of the generators and their derivatives. There is an additional \( \mathbb{Z} \)-grading on \( S(V) \) which we call the \( \beta\gamma \)-charge. Define
\[
(2.6) \quad e = \sum_{i=1}^{n} :\beta^{x_i}\gamma^{x'_i}:+
\]
The zero mode \( e(0) \) acts diagonalizably on \( S(V) \). The \( \beta\gamma \)-charge grading is just the eigenspace decomposition of \( S(V) \) under \( e(0) \), and \( \beta^x, \gamma^{x'} \) have \( \beta\gamma \)-charges \(-1, 1 \), respectively.

Given a vertex algebra \( \mathcal{V} \) and a subalgebra \( \mathcal{A} \), the commutant \( \text{Com} (\mathcal{A}, \mathcal{V}) \) was introduced by Frenkel and Zhu in [FZ], generalizing a previous construction known as the coset construction.

**Definition 2.3.** Let \( \mathcal{V} \) be a vertex algebra, and let \( \mathcal{A} \) be a subalgebra. The commutant of \( \mathcal{A} \) in \( \mathcal{V} \), denoted by \( \text{Com} (\mathcal{A}, \mathcal{V}) \), is the subalgebra of vertex operators \( v \in \mathcal{V} \) such that \([a(z), v(w)] = 0 \) for all \( a \in \mathcal{A} \). Equivalently, \( a \circ_n v = 0 \) for all \( a \in \mathcal{A} \) and \( n \geq 0 \).

We regard \( \mathcal{V} \) as a module over \( \mathcal{A} \) via the left regular action, and we regard \( \text{Com} (\mathcal{A}, \mathcal{V}) \) as the invariant subalgebra. If \( \mathcal{A} \) is a homomorphic image of \( V_k(\mathfrak{g}, \mathfrak{b}) \), \( \text{Com} (\mathcal{A}, \mathcal{V}) = \mathcal{V}_{\mathfrak{g}[\ell]} \). The double commutant \( \text{Com} (\text{Com} (\mathcal{A}, \mathcal{V}), \mathcal{V}) \) always contains \( \mathcal{A} \), and if \( \mathcal{A} = \text{Com} (\text{Com} (\mathcal{A}, \mathcal{V}), \mathcal{V}) \), we say that \( \mathcal{A} \) and \( \text{Com} (\mathcal{A}, \mathcal{V}) \) form a Howe pair inside \( \mathcal{V} \). Since
\[
\text{Com} (\text{Com} (\mathcal{A}, \mathcal{V}), \mathcal{V}), \mathcal{V}) = \text{Com} (\mathcal{A}, \mathcal{V}),
\]
a subalgebra \( \mathcal{B} \) is a member of a Howe pair if and only if \( \mathcal{B} = \text{Com} (\mathcal{A}, \mathcal{V}) \) for some \( \mathcal{A} \).

**The Zhu functor.** Let \( \mathcal{V} \) be a vertex algebra with weight grading \( \mathcal{V} = \bigoplus_{n \in \mathbb{Z}} \mathcal{V}_n \). The Zhu functor [Zh] attaches to \( \mathcal{V} \) an associative algebra \( \mathcal{A}(\mathcal{V}) \), together with a surjective linear map \( \pi_{\text{Zhu}} : \mathcal{V} \to \mathcal{A}(\mathcal{V}) \). For \( a \in \mathcal{V}_m \), and \( b \in \mathcal{V}_n \), define
\[
a * b = \text{Res}_z \left( a(z) \frac{(z+1)^m}{z} b \right),
\]
and extend \( * \) by linearity to a bilinear operation \( \mathcal{V} \otimes \mathcal{V} \to \mathcal{V} \). Let \( \mathcal{O}(\mathcal{V}) \) denote the subspace of \( \mathcal{V} \) spanned by elements of the form
\[
a \circ b = \text{Res}_z \left( a(z) \frac{(z+1)^m}{z^2} b \right),
\]
and extend \( \circ \) by linearity to a bilinear operation \( \mathcal{V} \otimes \mathcal{V} \to \mathcal{V} \). Let \( \mathcal{O}(\mathcal{V}) \) denote the subspace of \( \mathcal{V} \) spanned by elements of the form
\[
a \circ b = \text{Res}_z \left( a(z) \frac{(z+1)^m}{z^2} b \right),
\]
for $a \in V_m$, and let $A(V)$ be the quotient $V/O(V)$, with projection $\pi_{Zhu} : V \to A(V)$. For $a, b \in V$, $a \sim b$ means $a - b \in O(V)$, and $[a]$ denotes the image of $a$ in $A(V)$.

**Theorem 2.4.** (Zhu) $O(V)$ is a two-sided ideal in $V$ under the product $\ast$, and $(A(V), \ast)$ is an associative algebra with unit $[1]$. The assignment $V \mapsto A(V)$ is functorial.

Let $V$ be a vertex algebra which is strongly generated by a set of weight-homogeneous elements $\alpha_i$ of weights $w_i$, for $i$ in some index set $I$. Then $A(V)$ is generated by $\{\alpha_i = \pi_{Zhu}(\alpha_i(z))| i \in I\}$. The main application of the Zhu functor is to study the representation theory of $V$. A $\mathbb{Z}_{\geq 0}$-graded module $M = \bigoplus_{n \geq 0} M_n$ over $V$ is called admissible if for every $a \in V_m$, $a(n)M_k \subset M_{m+k-n-1}$, for all $n \in \mathbb{Z}$. Given $a \in V_m$, the Fourier mode $a(m-1)$ acts on each $M_k$. The subspace $M_0$ is then a module over $A(V)$ with action $[a] \mapsto a(m-1) \in \text{End}(M_0)$. In fact, $M \mapsto M_0$ provides a bijection between irreducible, admissible $V$-modules and irreducible $A(V)$-modules.

The Zhu functor and the commutant construction interact in the following way: for any subalgebra $A \subset V$, we have a commutative diagram

$$
\begin{align*}
\text{Com}(A, V) & \hookrightarrow V \\
\downarrow \pi & \quad \downarrow \pi_{Zhu} \\
\text{Com}(A, A(V)) & \hookrightarrow A(V)
\end{align*}
$$

Here $A = \pi_{Zhu}(A) \subset A(V)$, and $\text{Com}(A, A(V))$ is the ordinary commutant in the theory of associative algebras. The horizontal maps are inclusions, and $\pi$ is the restriction of $\pi_{Zhu}$ to $\text{Com}(A, V)$. In general, the map $\pi$ need not be surjective and $A(\text{Com}(A, V))$ need not coincide with $\text{Com}(A, A(V))$. However, both these statements are true in the main examples in this paper.

**Invariant chiral differential operators.** The main examples of commutants that we consider are analogous to classical rings of invariant differential operators. Let $V = \mathbb{C}^n$, and fix a basis $\{x_1, \ldots, x_n\}$ for $V$, with dual basis $\{x_1', \ldots, x_n'\}$ for $V^*$. The Weyl algebra $D(V)$ is generated by $x_i, \frac{\partial}{\partial x_i}$, which satisfy $[\frac{\partial}{\partial x_i}, x_j'] = \delta_{i,j}$. Equip $D(V)$ with the Bernstein filtration

$$
D(V)_{(0)} \subset D(V)_{(1)} \subset \cdots
$$

defined by $(x_1')^{k_1} \cdots (x_n')^{k_n} \frac{\partial}{\partial x_1}^{l_1} \cdots \frac{\partial}{\partial x_n}^{l_n} \in D(V)_{(r)}$ if $k_1 + \cdots + k_n + l_1 + \cdots + l_n \leq r$.

Given $\omega \in D(V)_{(r)}$ and $\nu \in D(V)_{(s)}$, $[\omega, \nu] \in D(V)_{(r+s-2)}$, so that

$$
\text{gr}(D(V)) = \bigoplus_{r \geq 0} D(V)_{(r)}/D(V)_{(r-1)} \cong \text{Sym}(V \oplus V^*),
$$

where $D(V)_{(-1)} = \{0\}$. We say that $\text{deg}(\alpha) = d$ if $\alpha \in D(V)_{(d)}$ and $\alpha \notin D(V)_{(d-1)}$.

Let $G$ be a connected, reductive complex algebraic group with Lie algebra $\mathfrak{g}$, and let $V$ be a $G$-module. Then $G$ acts on $D(V)$ and preserves the filtration. The induced action $\rho : \mathfrak{g} \to \text{Der}(D(V))$ can be realized by inner derivations: there is a Lie algebra homomorphism

$$
\tau : \mathfrak{g} \to D(V), \quad \xi \mapsto -\sum_{i=1}^n x_i' \rho(\xi) \left( \frac{\partial}{\partial x_i'} \right).
$$

Here $\rho(\xi)$ acts on the span of the operators $\frac{\partial}{\partial x_i'}$, regarded as a copy of $V$. Given $\xi \in \mathfrak{g}$, $\tau(\xi)$ is just the vector field on $V$ generated by $\xi$, and $\xi$ acts on $D(V)$ by $[\tau(\xi), -]$. We can extend $\tau$ to a map $U(\mathfrak{g}) \to D(V)$. Since $G$ is connected, $D(V)^G = \text{Com}(\tau(U(\mathfrak{g})), D(V))$. 
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Finally, (2.8) restricts to a filtration $D(V)^G_{(0)} \subset D(V)^G_{(1)} \subset \cdots$ on $D(V)^G$, and $\text{gr}(D(V)^G) \cong \text{gr}(D(V))^G \cong \text{Sym}(V \oplus V^*)^G$.

It is well known that $D(V)$ is the Zhu algebra of the $\beta\gamma$-system $S(V)$, and that $U(\mathfrak{g})$ is the Zhu algebra of the affine vertex algebra $V_k(\mathfrak{g}, B)$. The map $\rho$ induces a vertex algebra homomorphism $\hat{\tau} : V_{-1}(\mathfrak{g}, B) \to S(V)$, which is analogous to (2.10), given by

\begin{equation}
(2.11) \quad \hat{\tau}(X^\xi) = \theta^\xi_S = - \sum_{i=1}^n : \gamma_i x_i^{\rho(\xi(x_i))} :,
\end{equation}

where $B$ is the bilinear form $B(\xi, \eta) = \text{Tr}(\rho(\xi)\rho(\eta))$. We have a commutative diagram

\begin{equation}
(2.12) \quad \begin{array}{ccc}
V_{-1}(\mathfrak{g}, B) & \to & S(V) \\
\downarrow_{\pi_{\text{Zhu}}} & & \downarrow_{\pi_{\text{Zhu}}} \\
U(\mathfrak{g}) & \to & D(V)
\end{array}
\end{equation}

The top horizontal map is $\hat{\tau}$, and the bottom map coincides with $\tau$ up to modification by a scalar (i.e., an element of degree zero in $D(V)$). Let $\Theta$ denote the subalgebra $\hat{\tau}(V_{-1}(\mathfrak{g}, B)) \subset S(V)$. The commutant $\text{Com}(\Theta, S(V)) = S(V)^{\Theta}$ will be called the algebra of invariant chiral differential operators on $V$. By (2.7), there is another commutative diagram

\begin{equation}
(2.13) \quad \begin{array}{ccc}
S(V)^{\Theta} & \to & S(V) \\
\downarrow_{\pi} & & \downarrow_{\pi_{\text{Zhu}}} \\
D(V)^G & \to & D(V)
\end{array}
\end{equation}

3. GRADED AND FILTERED STRUCTURES

Let $\mathcal{R}$ be the category of vertex algebras $\mathcal{A}$ equipped with a $\mathbb{Z}_{\geq 0}$-filtration

\begin{equation}
(3.1) \quad \mathcal{A} \supset \mathcal{A}_{(1)} \supset \mathcal{A}_{(2)} \supset \cdots, \quad \mathcal{A} = \bigcup_{k \geq 0} \mathcal{A}_{(k)}
\end{equation}

such that $\mathcal{A}_{(0)} = \mathbb{C}$, and for all $a \in \mathcal{A}_{(k)}, b \in \mathcal{A}_{(l)}$, we have

\begin{equation}
(3.2) \quad a \circ_n b \in \mathcal{A}_{(k+l)}, \quad \text{for } n < 0,
\end{equation}

\begin{equation}
(3.3) \quad a \circ_n b \in \mathcal{A}_{(k+l-1)}, \quad \text{for } n \geq 0.
\end{equation}

Elements $a(z) \in \mathcal{A}_{(d)} \setminus \mathcal{A}_{(d-1)}$ are said to have degree $d$.

Filtrations on vertex algebras satisfying (3.2)-(3.3) were introduced in [LII], and are known as good increasing filtrations. Setting $\mathcal{A}_{(-1)} = \{0\}$, the associated graded object $\text{gr}(\mathcal{A}) = \bigoplus_{k \geq 0} \mathcal{A}_{(k)}/\mathcal{A}_{(k-1)}$ is a $\mathbb{Z}_{\geq 0}$-graded associative, supercommutative algebra with a unit 1 under a product induced by the Wick product on $\mathcal{A}$. For each $r \geq 1$ we have the projection

\begin{equation}
(3.4) \quad \varphi_r : \mathcal{A}_{(r)} \to \mathcal{A}_{(r)}/\mathcal{A}_{(r-1)} \subset \text{gr}(\mathcal{A}).
\end{equation}

Moreover, $\text{gr}(\mathcal{A})$ has a derivation $\partial$ of degree zero (induced by the operator $\partial = \frac{d}{dz}$ on $\mathcal{A}$), and for each $a \in \mathcal{A}_{(d)}$ and $n \geq 0$, the operator $a \circ_n$ on $\mathcal{A}$ induces a derivation of degree $d - k$ on $\text{gr}(\mathcal{A})$, which we denote by $a(n)$. Here

\[ k = \sup\{ j \geq 1 | \mathcal{A}_{(r)} \circ_n \mathcal{A}_{(s)} \subset \mathcal{A}_{(r+s-j)} \forall r, s, n \geq 0 \}, \]

as in [LL]. Finally, these derivations give $\text{gr}(\mathcal{A})$ the structure of a vertex Poisson algebra.
The assignment $A \mapsto \text{gr}(A)$ is a functor from $\mathcal{R}$ to the category of $\mathbb{Z}_{\geq 0}$-graded super-commutative rings with a differential $\partial$ of degree 0, which we will call $\partial$-rings. A $\partial$-ring is just an abelian vertex algebra, that is, a vertex algebra $\mathcal{V}$ in which $[a(z), b(w)] = 0$ for all $a, b \in \mathcal{V}$. A $\partial$-ring $A$ is said to be generated by a subset $\{a_i|i \in I\}$ if $\{\partial^k a_i|i \in I, k \geq 0\}$ generates $A$ as a graded ring. The key feature of $\mathcal{R}$ is the following reconstruction property $\mathcal{R}$.

**Lemma 3.1.** Let $A$ be a vertex algebra in $\mathcal{R}$ and let $\{a_i|i \in I\}$ be a set of generators for $\text{gr}(A)$ as a $\partial$-ring, where $a_i$ is homogeneous of degree $d_i$. If $a_i(z) \in A_{(d_i)}$ are vertex operators such that $\varphi_{d_i}(a_i(z)) = a_i$, then $A$ is strongly generated as a vertex algebra by $\{a_i(z)|i \in I\}$.

The filtration can also be used to study normally ordered polynomial relations among the generators of a vertex algebra in $\mathcal{R}$. Let $A$, $\{a_i|i \in I\}$, and $a_i(z) \in A_{(d_i)}$ be as above. Given a homogeneous polynomial $p \in \text{gr}(A)$ of degree $d$, a normal ordering of $p$ will be a choice of normally ordered polynomial $p(z) \in A_{(d)}$, obtained by replacing each $a_i$ by $a_i(z)$, and replacing ordinary products with iterated Wick products. Of course $p(z)$ is not unique, but for any choice of $p(z)$ we have $\varphi_d(p(z)) = p$.

Suppose that $p$ is a relation among the $a_i$ and their derivatives, which we assume to be homogeneous of degree $d$. Let $p^d(z) \in A$ be some normal ordering of $p$. Since $p$ is identically zero, $p^d(z) \in A_{(d-1)}$. The polynomial $\varphi_{d-1}(p^d(z)) \in \text{gr}(A)$ is homogeneous of degree $d - 1$; if it is nonzero, it can be expressed as a polynomial in the $a_i$’s and their derivatives. Choose some normal ordering of this polynomial, and call it $-p^{d-1}(z)$. Then $p^d(z) + p^{d-1}(z)$ has the property that

$$\varphi_d(p^d(z) + p^{d-1}(z)) = p, \quad p^d(z) + p^{d-1}(z) \in A_{(d-2)}.$$ 

Continuing this process, we arrive at a vertex operator $p(z) = \sum_{k=1}^d p^k(z) \in A$, which is identically zero. We view $p(z)$ as a quantum correction of the relation $p$.

Let $I$ denote the ideal of relations among $\{\partial^k a_i|i \in I, k \geq 0\}$, which is clearly a $\partial$-ideal, i.e., it is closed under $\partial$. A set $\{r_j|j \in J\}$ such that $r_j$ is homogeneous of degree $e_j$ is said to generate $I$ as a $\partial$-ideal if $\{\partial^k r_j|j \in J, k \geq 0\}$ generates $I$ as an ideal. Let $r_j(z)$ be the relation in $A$ of degree $e_j$ which is a quantum correction of $r_j$, as above.

**Lemma 3.2.** All normally ordered polynomial relations among the $a_i(z)$’s and their derivatives are consequences of $\{r_j(z)|j \in J\}$ in the sense that they can be written as linear combinations of vertex operators of the form $\alpha(z)\partial^k r_j(z)$ for $\alpha \in A$ and $k \geq 0$.

**Proof.** Let $\omega(z)$ be a normally ordered relation of degree $d$, meaning that $d$ is the maximal degree of monomials appearing in $\omega(z)$. Then $\varphi_d(\omega(z)) = 0$, and can be expressed in the form

$$\sum_{j \in J} \sum_{k \geq 0} \alpha_{jk} \partial^k r_j,$$

where all but finitely many $\alpha_{jk}$ are zero, and each $\alpha_{jk}$ is homogeneous of degree $d - e_j$. Choose vertex operators $\alpha_{jk}(z) \in A_{(d-e_j)}$ such that $\varphi_{d-e_j}(\alpha_{jk}(z)) = \alpha_{jk}$, and let

$$\omega'(z) = \sum_{j \in J} \sum_{k \geq 0} : \alpha_{jk}(z) \partial^k r_j(z) :.$$

Since each $r_j(z)$ is identically zero, $\omega''(z) = \omega(z) - \omega'(z)$ is also identically zero. Since $\omega'(z)$ has the desired form and $\omega''(z)$ is a relation of degree at most $d - 1$, the claim follows by induction on $d$. $\square$
A good increasing filtration on $S(V)$. Define $S(V)_{(r)}$ to be the linear span of the normally ordered monomials
\[(3.5) \{ : \partial^{k_1} \beta^{x_1} \cdots \partial^{k_s} \beta^{x_s} \partial^{l_1} y_1^{l_1} \cdots \partial^{l_t} y_t^{l_t} : | x_i \in V, \ y_i \in V^*, \ k_i, l_i \geq 0, \ s + t \leq r \} \]
This is a good increasing filtration. We have $S(V) \cong \text{gr}(S(V))$ as linear spaces, and
\[(3.6) \text{gr}(S(V)) \cong \text{Sym}(\bigoplus_{k \geq 0} (V_k \oplus V_k^*)), \quad V_k = \{ \beta^x_k | x \in V \}, \quad V_k^* = \{ \gamma^x_k | x' \in V^* \}, \]
as commutative algebras. Here $\beta^x_k$ and $\gamma^x_k$ are the images of $\partial^k \beta^x$ and $\partial^k \gamma^x$ in $\text{gr}(S(V))$ under the projection $\varphi_1$ given by (3.4). The map (2.11) induces an action of $g[t]$ on $\text{gr}(S(V))$ by derivations of degree zero, defined on generators by
\[(3.7) \xi^t(\beta^x_{i-r}) = \lambda^r_i \beta^t(\xi)(x), \quad \xi^t(\gamma^x_{i-r}) = \lambda^r_i \gamma^t(\xi)(x), \quad \lambda^r_i = \begin{cases} \frac{t}{r} & 0 \leq r \leq i \\ 0 & r > i \end{cases}. \]
The derivation $\partial$ on $\text{gr}(S(V))$ is given by
\[(3.8) \partial \beta^x_i = \beta^x_{i+1}, \quad \partial \gamma^x_i = \gamma^x_{i+1}, \]
and since $[\partial, \xi^t] = -t \xi^{t-1}$, $\text{gr}(S(V))^{[t]}$ is a closed under $\partial$. Finally, there is an injective map of $\partial$-rings
\[(3.9) \text{gr}(S(V))^{[t]} \hookrightarrow \text{gr}(S(V))^{[t]}, \]
which is in general not surjective. Let $R$ be the image (3.9), and let $\{ a_i | i \in I \}$ be a collection of generators for $R$ as a $\partial$-ring. By Lemma 3.1 any set $\{ a_i(z) \in S(V)^{[t]} | i \in I \}$ such that $d_i = \deg(a_i)$ and $\varphi_{a_i}(a_i(z)) = a_i$, is a strong generating set for $S(V)^{[t]}$.

**Arc spaces.** A connection between vertex algebras and arc spaces was observed in [FBZ], where the authors pointed out that for any affine variety $X$, the ring of polynomial functions on the arc space $X_\infty$ has the structure of an abelian vertex algebra. Conversely, the $\partial$-ring $\text{gr}(A)$ of a vertex algebra $A \in \mathcal{R}$ can often be realized as the ring of polynomial functions $\mathcal{O}(X_\infty)$ for some $X$. For example, $\text{gr}(S(V)) \cong \mathcal{O}((V \oplus V^*)_\infty)$. In our main examples, $\text{gr}(S(V)^{[t]}) \cong \mathcal{O}(X_\infty)$ where $X = (V \oplus V^*)//G = \text{Spec}(\mathcal{O}(V \oplus V^*)^G)$ is the categorical quotient. More generally, whenever $\text{Spec}(\text{gr}(A)) \cong X_\infty$ for some $X$, the geometry of $X_\infty$ encodes information about the vertex algebra structure of $A$.

We recall some basic facts about arc spaces, following the notation in [EM]. Let $X$ be an irreducible scheme of finite type over $\mathbb{C}$. For each integer $m \geq 0$, the jet scheme $X_m$ is determined by its functor of points: for every $\mathbb{C}$-algebra $A$, we have a bijection
\[\text{Hom}(\text{Spec}(A), X_m) \cong \text{Hom}(\text{Spec}(A[t]/(t^{m+1})), X).\]
Thus the $\mathbb{C}$-valued points of $X_m$ correspond to the $\mathbb{C}[t]/(t^{m+1})$-valued points of $X$. If $p > m$, we have projections $\pi_{p,m} : X_p \to X_m$ and $\pi_{p,m} \circ \pi_{q,p} = \pi_{q,m}$ when $q > p > m$. Clearly $X_0 = X$ and $X_1$ is the total tangent space $\text{Spec}(\text{Sym}(\Omega_{X/\mathbb{C}}))$. The assignment $X \mapsto X_m$ is functorial, and a morphism $f : X \to Y$ induces $f_m : X_m \to Y_m$ for all $m \geq 1$. If $X$ is nonsingular, $X_m$ is irreducible and nonsingular for all $m$.

If $X = \text{Spec}(R)$ where $R = \mathbb{C}[y_1, \ldots, y_r]/(f_1, \ldots, f_k)$, we can find explicit equations for $X_m$. Define new variables $y_{j}^{(i)}$ for $i = 0, \ldots, m$, and define a derivation $D$ by $D(y_{j}^{(i)}) = y_{j}^{(i+1)}$ for $i < m$, and $D(y_{j}^{(m)}) = 0$. This specifies the action of $D$ on all of $\mathbb{C}[y_1^{(0)}, \ldots, y_r^{(m)}]$; in particular, $f_{j}^{(i)} = D^i(f_i)$ is a well-defined polynomial in $\mathbb{C}[y_1^{(0)}, \ldots, y_r^{(m)}]$. Letting $R_m =
Choose a basis \( \{x_1, \ldots, x_n\} \) for \( V^* \), so that
\[
\mathcal{O}(V) \cong \mathbb{C}[x_1, \ldots, x_n] = \mathcal{O}(V_m) = \mathbb{C}[x_1^{(i)}, \ldots, x_n^{(i)}], \quad 0 \leq i \leq m.
\]
Then \( G_m \) acts on \( V_m \), and the induced action of \( \mathfrak{g}[t]/t^{m+1} \) on \( \mathcal{O}(V_m) \) is defined as follows. For \( \xi \in \mathfrak{g} \),
\[
(3.10) \quad \xi t^r (x_j^{(i)}) = \lambda_i^{(r)}(\xi(x_j))^{(i-r)}, \quad \lambda_i^{(r)} = \begin{cases} 
\frac{\xi}{(i-r)!} & 0 \leq r \leq i \\
0 & r > i
\end{cases}.
\]
Via the projection \( \mathfrak{g}[t] \to \mathfrak{g}[t]/t^{m+1} \), \( \mathfrak{g}[t] \) acts on \( \mathcal{O}(V_m) \). The invariant rings \( \mathcal{O}(V_m)_{\mathfrak{g}[t]} \) and \( \mathcal{O}(V_m)_{\mathfrak{g}[t]/t^{m+1}} \) coincide, and are equal to \( \mathcal{O}(V_m)^{G_m} \) since \( G \) is connected.

In general, it is a very subtle problem to find generators for rings of the form \( \mathcal{O}(V_m)^{G_m} \). The map \( p : V \to V/\!\!/G \) induces a map
\[
(3.11) \quad p^* : \mathcal{O}(\!(V/\!\!/G)_m) \to \mathcal{O}(V_m)^{G_m},
\]
which is neither surjective nor injective in general. Special cases of these rings were studied in [Li] and in the appendix of [Mu], and a more systematic study was carried out in [LSS]. We call a \( G \)-module \( V \) coregular if \( V/\!\!/G \) is smooth; equivalently, \( \mathcal{O}(V)^G \) is a polynomial ring. We impose a mild technical condition which is automatic if \( G \) is semisimple; we assume that \( \mathcal{O}(V) \) contains no nontrivial one-dimensional invariant subspaces. Equivalently, every semi-invariant of \( G \) is invariant. The following result appears as Corollary 3.20 of [LSS].

**Theorem 3.3.** Let \( G \) be a connected, reductive group, and let \( V \) be a coregular \( G \)-module such that \( \mathcal{O}(V) \) contains no nontrivial one-dimensional \( G \)-invariant subspaces. Then (3.11) is an isomorphism for all \( m \).

It is immediate that (3.11) is an isomorphism for \( m = \infty \) as well. There are several other examples in [LSS] where (3.11) is an isomorphism for \( m = \infty \). This holds when \( G \) is one of the classical groups \( \text{SL}_n, \text{GL}_n, \text{SO}_n \), or \( \text{Sp}_{2n} \) and \( V \) is a sum of copies of the standard
representation of \(G\) (and its dual in the case of \(SL_n\) or \(GL_n\)), such that \(V//G\) is a complete intersection. It holds when \(G = \mathbb{C}^*\) and \(V\) is a representation whose weights are all \(\pm 1\). Finally, it holds when \(G = SL_2\) and \(V\) is the sum of an arbitrary finite number of copies of the standard representation.

The relevance of invariant rings of the form \(\mathcal{O}(V_\infty)^{G_\infty}\) to our vertex algebra commutant problem is as follows. By (3.7) and (3.10), the map

\[
\Phi : \text{gr}(S(V)) \to \mathcal{O}((V \oplus V^*)_\infty), \quad \beta^x_k \mapsto x^{(k)}, \quad \gamma^x_k \mapsto (x')^{(k)},
\]

is an isomorphism of \(g[t]\)-algebras. Moreover, \(\Phi^{-1} \circ D \circ \Phi = \partial\), so we have an isomorphism of differential graded algebras

\[
\text{gr}(S(V))^{g[t]} \cong \mathcal{O}((V \oplus V^*)^{g[t]}_\infty) = \mathcal{O}((V \oplus V^*)_\infty)^{G_\infty}.
\]

In general, the map

\[
\mathcal{O}(((V \oplus V^*)//G)_\infty) \to \mathcal{O}((V \oplus V^*)_\infty)^{G_\infty},
\]

is not an isomorphism, and even when it is, we may not be able to reconstruct \(S(V)^{g[t]}\) because (3.9) need not be surjective. We will see that in our main examples, both (3.9) and (3.13) are isomorphisms. Since \(G\) is reductive, we may choose a finite set \(\{f_1, \ldots, f_r\}\) of generators for \(\mathcal{O}(V \oplus V^*)^G\) of homogeneous degrees \(d_1, \ldots, d_r\). Since (3.13) is an isomorphism, \(f_1, \ldots, f_r\) correspond to generators of \(\text{gr}(S(V))^{g[t]}\) as a differential algebra, and since (3.9) is an isomorphism, we can find vertex operators \(f_1(z), \ldots, f_r(z) \in S(V)^{g[t]}\) satisfying \(\varphi_{d_i}(f_i(z)) = f_i\). By Lemma 3.1, this is a strong generating set for \(S(V)^{g[t]}\). Similarly, let \(\{r_1, \ldots, r_t\}\) be a set of generators for the ideal of relations among \(f_1, \ldots, f_r\). As in Lemma 3.2, there exist normally ordered polynomial relations \(r_j(z)\), which are quantum corrections of \(r_j\), for \(j = 1, \ldots, n\).

**Theorem 3.4.** Suppose that both (3.9) and (3.13) are isomorphisms. If \(\{f_1, \ldots, f_r\}\) is a minimal generating set for \(\mathcal{O}(V \oplus V^*)^G\), \(\{f_1(z), \ldots, f_r(z)\}\) is a minimal strong generating set for \(S(V)^{g[t]}\) as a vertex algebra. Moreover, all normally ordered polynomial relations among \(f_1(z), \ldots, f_r(z)\) and their derivatives are consequences of \(r_1(z), \ldots, r_t(z)\) in the sense of Lemma 3.2.

**Proof.** The first statement is clear from Lemma 3.1. Since (3.13) is an isomorphism, it follows that \(r_1, \ldots, r_t\) generate the ideal of relations in \(\mathcal{O}((V \oplus V^*)_\infty)^{G_\infty}\) as a differential ideal. The second statement then follows from Lemma 3.2.\(\square\)

Finally, when both (3.9) and (3.13) are isomorphisms, our commutative diagram

\[
\begin{array}{ccc}
\mathcal{S}(V)^{g[t]} & \to & \mathcal{S}(V) \\
\downarrow_{\pi} & & \downarrow_{\pi_{\text{Zhu}}} \\
\mathcal{D}(V)^G & \to & \mathcal{D}(V)
\end{array}
\]

has the following nice property.

**Theorem 3.5.** Suppose that (3.9) and (3.13) are isomorphisms. Then the Zhu algebra \(A(S(V)^{g[t]})\) is isomorphic to \(\mathcal{D}(V)^G\) and the map \(\pi\) above is surjective.

**Proof.** Fix a generating set \(\{f_1, \ldots, f_r\}\) for \(\mathcal{D}(V)^G\) such that \(f_i\) has degree \(d_i\), which under the above hypotheses corresponds to a strong generating set \(\{f_1(z), \ldots, f_r(z)\}\) for \(S(V)^{g[t]}\) as a vertex algebra. Without loss of generality, we may assume that \(f_i(z) \in S(V)^{g[t]}_{(d_i)} \setminus S(V)^{g[t]}_{(d_i-1)}\). Then \(A(S(V)^{g[t]})\) is generated by \(\tilde{f}_1, \ldots, \tilde{f}_r\) where \(\tilde{f}_i = \pi_{\text{Zhu}}(f_i(z))\).
Clearly \( \pi(f_i(z)) = f_i \) up to corrections of lower degree in the Bernstein filtration, so by induction on degree we see that \( \pi \) is surjective. The inclusion \( S(V)g[t] \hookrightarrow S(V) \) induces a map of Zhu algebras \( h : A(S(V)g[t]) \to A(S(V)) = D(V) \) whose image is clearly \( D(V)^G \) since \( h(\tilde{f}_i) = f_i \) up to lower order corrections. We claim that \( h \) has trivial kernel, and is therefore an isomorphism from \( A(S(V)g[t]) \) to \( D(V)^G \). Let \( r \in \text{Ker}(h) \) be an element of degree \( d \), regarded as a polynomial among the \( \tilde{f}_i \)'s. Under \( h \), it maps to a relation in \( D(V)^G \) whose leading term is the same, with \( \tilde{f}_i \) replaced by \( f_i \). By Theorem 3.4 there is an analogous relation \( r(z) \in S(V)g[t] \), which is obtained up to lower order correction by replacing each \( f_i \) with \( f_i(z) \) and replacing ordinary products with Wick products. Since \( r(z) \) is identically zero, and \( \pi_{\text{Zhu}}(r(z)) \in A(S(V)g[t]) \) has the same leading term as \( r \), the claim follows by induction on degree. \( \square \)

4. THE CASES \( G = \text{SL}_n \) AND \( G = \text{GL}_n \)

For \( n \geq 1 \), let \( V \) be the direct sum of \( m \) copies of \( \mathbb{C}^n \), with basis \( \{x_{1,j}, \ldots, x_{n,j} \mid j = 1, \ldots, m\} \), which is just the space of \( n \times m \) matrices. The left action of \( \text{GL}_n \) and right action of \( \text{GL}_m \) on \( V \) induce actions of \( \text{GL}_n \) and \( \text{GL}_m \) on \( D(V) \), infinitesimal actions \( \text{gl}_n \to \text{Der}(D(V)) \) and \( \text{gl}_m \to \text{Der}(D(V)) \), and algebra homomorphisms

\[
\tau : U(\text{gl}_n) \to D(V), \quad \tau' : U(\text{gl}_m) \to D(V).
\]

By classical \( \text{GL}_n \)-\( \text{GL}_m \) Howe duality, \( D(V)^{\text{GL}_n} = \tau'(U(\text{gl}_m)) \) and \( D(V)^{\text{GL}_m} = \tau(U(\text{gl}_n)) \). Moreover, \( D(V)^{\text{GL}_n} \) and \( D(V)^{\text{GL}_m} \) form a pair of mutual commutants inside \( D(V) \).

Next we consider \( D(V)^{\text{SL}_n} \) for \( n \geq 2 \). If \( m < n \), \( D(V)^{\text{SL}_n} = \tau'(U(\text{gl}_m)) \), but \( D(V)^{\text{SL}_n} \) and \( \tau(U(\text{sl}_n)) \) are not mutual commutants because

\[
\text{Com}(D(V)^{\text{SL}_n}, D(V)) = \text{Com}(\tau'(U(\text{gl}_m)), D(V)) = D(V)^{\text{GL}_m} = \tau(U(\text{gl}_n)).
\]

For \( m \geq n \), let \( J = \{j_1, \ldots, j_n\} \subset \{1, \ldots, m\} \) be a set of distinct indices, and let

\[
d_J = \begin{vmatrix} x_{1,j_1} & \cdots & x_{1,j_n} \\ \vdots & & \vdots \\ x_{n,j_1} & \cdots & x_{n,j_n} \end{vmatrix}, \quad d'_J = \begin{vmatrix} x'_{1,j_1} & \cdots & x'_{1,j_n} \\ \vdots & & \vdots \\ x'_{n,j_1} & \cdots & x'_{n,j_n} \end{vmatrix}.
\]

Then \( D(V)^{\text{SL}_n} \) is generated by \( \tau'(U(\text{gl}_m)) \) together with the \( d_J \) and \( d'_J \), which clearly do not lie in \( \tau'(U(\text{gl}_m)) \) \[\text{We.}\]

At the vertex algebra level, the induced maps

\[
\hat{\tau} : V_{-n}(\text{gl}_n) \to S(V), \quad \hat{\tau}' : V_{-n}(\text{gl}_m) \to S(V)
\]

corresponding to (4.1) are given by (2.11). Let

\[
\Theta = \hat{\tau}(V_{-n}(\text{gl}_n)), \quad \Theta' = \hat{\tau}'(V_{-n}(\text{gl}_m)).
\]

For \( n, m \geq 2 \), we can restrict \( \hat{\tau} \) and \( \hat{\tau}' \) to the subalgebras \( V_{-n}(\text{sl}_n) \) and \( V_{-n}(\text{sl}_m) \). Let

\[
\bar{\Theta} = \hat{\tau}(V_{-n}(\text{sl}_n)), \quad \bar{\Theta}' = \hat{\tau}'(V_{-n}(\text{sl}_m)).
\]

We have \( \Theta = \Theta \otimes \mathcal{H} \) and \( \Theta' = \Theta' \otimes \mathcal{H} \), where \( \mathcal{H} \) is a copy of the Heisenberg vertex algebra corresponding to the center of both \( \text{gl}_n \) and \( \text{gl}_m \). The generator of \( \mathcal{H} \) is

\[
e = \sum_{i=1}^n \sum_{j=1}^m : \gamma_{i,j} x_{i,j}^2 :,
\]
which corresponds to the Euler operator \( \sum_{i=1}^{n} \sum_{j=1}^{m} x_{i,j} \frac{\partial}{\partial x_{i,j}} \) and satisfies the OPE relation \( e(z)e(w) \sim -mn(z - w)^{-2} \)

We will assume that \( n \geq 2 \) for the rest of this section, since the case \( n = 1 \) is a special case of Theorem 7.3 of [LI]. First we consider \( S(V)^{sl_n[t]} \).

**Theorem 4.1.** Let \( 1 \leq m < n \). Then

\[
S(V)^{gl_n[t]} = \Theta'.
\]

In particular, \( S(V)^{sl_n[t]} \) has a minimal strong finite generating set

\[
\{\theta^{e_{a,b}} = \tau'(X^{e_{a,b}}) | 1 \leq a \leq m, 1 \leq b \leq m\},
\]

where \( \{e_{a,b}\} \) is the standard basis for \( gl_n \). There are no normally ordered polynomial relations among the \( \theta^{e_{a,b}}'s \) and their derivatives, so \( \tau' \) is injective and \( \Theta' \cong V_{-n}(gl_n) \).

**Proof.** The generators \( \{\tau'(e_{a,b})\} \) of \( D(V)^{SL_n} \) correspond to generators of \( O(V \oplus V^*)^{SL_n} \), which by abuse of notation we also denote by \( \tau'(e_{a,b}) \). For \( m < n \), Weyl’s second fundamental theorem of invariant theory for \( SL_n \) shows that there are no relations among the \( \tau'(e_{a,b})'s \), so \( V \oplus V^* \) is coregular. The remaining hypotheses of Theorem 3.3 are also satisfied, so these elements generate \( O(V \oplus V^*)^{sl_n[t]} \cong gr(S(V)^{sl_n[t]}) \) as a differential algebra. Finally, the vertex operators \( \theta^{e_{a,b}} \) corresponding to \( \tau'(e_{a,b}) \) lie in \( S(V)^{sl_n[t]} \), so (3.9) is surjective, and hence is an isomorphism. The claim then follows from Theorem 3.4 \( \Box \)

For \( m \geq n \), the elements \( d_{i,j}, d'_{i,j} \in D(V)^{SL_n} \) correspond to vertex operators

\[
D_J = \det \begin{bmatrix} \beta^{x_{1,j_1}} & \ldots & \beta^{x_{1,j_n}} \\ \vdots & \ddots & \vdots \\ \beta^{x_{n,j_1}} & \ldots & \beta^{x_{n,j_n}} \end{bmatrix}, \quad D'_J = \det \begin{bmatrix} \gamma^{x_{1,j_1}} & \ldots & \gamma^{x_{1,j_n}} \\ \vdots & \ddots & \vdots \\ \gamma^{x_{n,j_1}} & \ldots & \gamma^{x_{n,j_n}} \end{bmatrix},
\]

which satisfy \( \pi_{Zhu}(D_J) = d_J \) and \( \pi_{Zhu}(D'_J) = d'_{J} \). Both \( D_J \) and \( D'_J \) lie in \( S(V)^{sl_n[t]} \); this is clear because the generators \( \{\theta^\xi | \xi \in sl_n \} \) of \( \Theta \) are of the form (2.11), and the nonnegative contraction products of \( \theta^\xi \) with \( D_J \) or \( D'_J \), which have either only \( \beta \)'s or \( \gamma \)'s, can have no double contractions.

In the case \( m = n \), \( V \oplus V^* \) is not coregular but \( (V \oplus V^*)/SL_n \) is a hypersurface, and (3.13) is an isomorphism by Theorem 4.8 of [LSS]. In this case there are only two determinants \( d \) and \( d' \), and the ideal of relations in \( D(V)^{SL_n} \) is generated by a single relation whose leading term is \( d d' = \det[\tau'(e_{a,b})] \) for \( a, b = 1, \ldots, n \).

**Theorem 4.2.** For \( m = n \), \( S(V)^{sl_n[t]} \) is strongly generated as a vertex algebra by \( \Theta' \) together with \( D \) and \( D' \). Moreover, all normally ordered polynomial relations are consequences of the above classical relation in the sense of Lemma 3.2

In the case \( m > n \), \( (V \oplus V^*)/SL_n \) is not a complete intersection, so we cannot conclude that \( S(V)^{sl_n[t]} \) is strongly generated by \( \Theta' \) together with \( D_J \) and \( D'_J \). However, in the case \( n = 2 \), the representations \( C^2 \) and \( (C^2)^* \) of \( SL_2 \) are isomorphic, and since (3.13) is an isomorphism in this case, we can describe \( S(V)^{sl_n[t]} \) for all \( m \).

**Theorem 4.3.** For \( n = 2 \) and \( m \geq 2 \), \( S(V)^{sl_n[t]} \) is strongly generated as a vertex algebra by \( \Theta' \) together with \( \{D_J, D'_J\} \) where \( J \) runs over all 2-element subsets of \( \{1, \ldots, m\} \). All normally ordered polynomial relations among the generators and their derivatives come from Weyl’s second
fundamental theorem of invariant theory for the standard representation of $\text{SL}_2$, in the sense of Lemma 3.2.

Proof. Since $D(V)^{\text{SL}_2}$ is generated by $\{\tau'(\eta)|\eta \in \mathfrak{gl}_n\}$ together with the determinants $\{d_j, d'_j\}$, $\text{gr}(S(V))^{\mathfrak{gl}_2}$ is generated as a $\partial$-ring by the corresponding set, under the isomorphism $\text{gr}(D(V)) \cong O(V \oplus V^*)^{\text{SL}_2}$. Since the corresponding vertex operators $\theta^n, D_J$, and $D'_J$ all lie in $S(V)^{\mathfrak{sl}_2}$, the claim follows. $\square$

Next, for $m < n$ we can use our description of $S(V)^{\mathfrak{gl}_n}$ to find strong generators for $S(V)^{\mathfrak{gl}_n}$.

**Theorem 4.4.** For $m = 1$, $S(V)^{\mathfrak{gl}_n} = \mathbb{C}$. For $2 \leq m < n$, $S(V)^{\mathfrak{gl}_n} = \Theta'$.

**Proof.** Since $\Theta = \bar{\Theta} \otimes \mathcal{H}$, we have $S(V)^{\mathfrak{gl}_n} = \text{Com}(\bar{\Theta} \otimes \mathcal{H}) = \text{Com}(\mathcal{H})$ for all $m > n$.

Unfortunately, even in the case $n = 2$, we cannot describe $S(V)^{\mathfrak{gl}_2}$ for $m \geq 2$ using these methods. For all $n \geq 2$ and $m \geq n$, $S(V)^{\mathfrak{gl}_n}$ is strictly larger than $\Theta'$, and does not have a simple description in terms of the generators for $D(V)^{\text{Gl}_n}$. To see this, let $\mathcal{A}$ be the subalgebra of $S(V)^{\mathfrak{gl}_n}$ of $\beta \gamma$-charge zero, which is just the subalgebra of $S(V)^{\mathfrak{gl}_n}$ annihilated by the zero mode $e(0) = e_{00}$. Since $\partial^k D_J$ and $\partial^k D'_J$ have eigenvalues $-n$ and $n$, respectively, under $e(0)$ for all $J$ and $k$, $\mathcal{A}$ contains $\Theta'$ together with the collection

\[ \{ : \partial^k D J \partial^l D'_J : | k, l \geq 0 \}. \]

For $m = 1$, $\Theta' = \mathcal{H}$, so $S(V)^{\mathfrak{gl}_n} = \text{Com}(\mathcal{H})$. For $m > 1$, we have $\Theta' = \Theta' \otimes \mathcal{H}$, so $S(V)^{\mathfrak{gl}_n} = \text{Com}(\mathcal{H} \otimes \mathcal{H}) = \Theta'$.

Next, we claim that $\Theta'$ is a proper subalgebra of $\mathcal{A}$. For $r \geq 2$, let

$\Theta'^{(r)} = \Theta' \cap S(V)^{(r)}$, $\mathcal{A}^{(r)} = \mathcal{A} \cap S(V)^{(r)}$.

Since $\Theta' = \bar{\Theta} \otimes \mathcal{H}$, and $e$ generates $\mathcal{H}$, it follows that for $k > 0$, $e_{0k} \Theta'^{(r)}$ into $\Theta'^{(r-2)}$. However, note that $D_J \partial D'_J : \in \mathcal{A}^{(2n)}$ and

$e \circ_1 ( D_J \partial D'_J ) = : -n D_J \circ_0 D'_J,$

which does not lie in $\mathcal{A}^{(2n-2)}$ since $D_J D'_J$ has degree $2n$, whereas $D_J \circ_0 D'_J \in \mathcal{A}^{(2n-2)}$. Hence: $D_J \partial D'_J$ is not $\Theta'$, as claimed. Finally, $\mathcal{A}$ and $\Theta'$ are both modules over $\mathcal{H}$, and decompose as direct sums of $\mathcal{H}$-modules of highest weight zero (i.e., $e(0)$ acts by zero). Since $\Theta' = \text{Com}(\mathcal{H}, \Theta')$ and $S(V)^{\mathfrak{gl}_n} = \text{Com}(\mathcal{H}, \mathcal{A})$, $\Theta'$ must be a proper subalgebra of $S(V)^{\mathfrak{gl}_n}$.

We now consider the double commutants $\text{Com}(S(V)^{\mathfrak{gl}_n}, S(V))$ and $\text{Com}(S(V)^{\mathfrak{gl}_n}, S(V))$.

**Theorem 4.5.** For $m > n$, $\text{Com}(S(V)^{\mathfrak{gl}_n}, S(V)) = \Theta$, so $\Theta$ and $S(V)^{\mathfrak{gl}_n}$ form a Howe pair inside $S(V)$. For $m < n$, $\Theta$ is not a member of a Howe pair.

**Proof.** First, let $m > n$. Even though we do not have a description of $S(V)^{\mathfrak{gl}_n}$ in this case, we have $\Theta' \subset S(V)^{\mathfrak{gl}_n}$, so

\[ (4.4) \quad \Theta \subset \text{Com}(S(V)^{\mathfrak{gl}_n}, S(V)) \subset \text{Com}(\Theta', S(V)) = S(V)^{\mathfrak{gl}_n}. \]
By Theorem 4.1 (applied now to the right action of $\mathfrak{sl}_n$), we have $S(V)^{\mathfrak{sl}_n[t]} = \Theta$. Hence the inclusions in (4.4) are equalities, so $\Theta$ and $S(V)^{\mathfrak{gl}_n[t]}$ form a Howe pair.

Next, suppose that $m < n$. If $m = 1$, $\text{Com}(S(V)^{\mathfrak{sl}_n[t]}, S(V)) = \text{Com}(C, S(V)) = S(V)$, which is larger than $\Theta$. If $2 \leq m < n$, $S(V)^{\mathfrak{sl}_n[t]} = \Theta'$, but $\text{Com}(S(V)^{\mathfrak{gl}_n[t]}, S(V)) = S(V)^{\mathfrak{gl}_n[t]}$ contains $\Theta$ together with vertex operators

$$D_I = \det \begin{bmatrix} \beta_1 x_{11} & \cdots & \beta_1 x_{1m} \\ \vdots & \ddots & \vdots \\ \beta_1 x_{m1} & \cdots & \beta_1 x_{mm} \end{bmatrix}, \quad D'_I = \det \begin{bmatrix} \gamma_1 x'_{11} & \cdots & \gamma_1 x'_{1m} \\ \vdots & \ddots & \vdots \\ \gamma_1 x'_{m1} & \cdots & \gamma_1 x'_{mm} \end{bmatrix},$$

where $I = \{i_1, \ldots, i_m\} \subset \{1, \ldots, n\}$ satisfies $1 \leq i_1 < \cdots < i_m \leq n$. So $\text{Com}(S(V)^{\mathfrak{gl}_n[t]}, S(V))$ is larger than $\Theta$, since $\Theta$ is homogeneous of $\beta\gamma$-charge zero, but $D_I$ and $D'_I$ have $\beta\gamma$-charges $-m$ and $m$, respectively.

**Theorem 4.6.** For $m > n$, $\text{Com}(S(V)^{\mathfrak{sl}_n[t]}, S(V)) = \Theta'$, so $\Theta$ and $S(V)^{\mathfrak{sl}_n[t]}$ form a Howe pair.

For $2 \leq m < n$, $\Theta$ is not a member of a Howe pair. For $m = 1$, $\Theta$ is a member of a Howe pair for $n \geq 3$, but not for $n = 2$.

**Proof.** For $m > n$, $\Theta' \subset S(V)^{\mathfrak{sl}_n[t]}$ and $\text{Com}(\Theta', S(V)) = S(V)^{\mathfrak{sl}_n[t]} = \Theta$, so the claim follows. If $2 \leq m < n$, $\text{Com}(S(V)^{\mathfrak{sl}_n[t]}, S(V)) = S(V)^{\mathfrak{gl}_n[t]}$, which is larger than $\Theta$ for the same reason that $S(V)^{\mathfrak{gl}_n[t]}$ is larger than $\Theta'$ for $m > n$. For $m = 1$, $S(V)^{\mathfrak{sl}_n[t]} = \mathcal{H}$, so we can compute $\text{Com}(S(V)^{\mathfrak{sl}_n[t]}, S(V)) = \text{Com}(\mathcal{H}, S(V))$ using Theorem 7.3 of [Li]. In particular, $\text{Com}(\mathcal{H}, S(V))$ contains $n$ commuting copies of the (simple) Zamolodchikov $\mathcal{W}_3$ algebra with central charge $c = -2$.

For $n = 2$, a calculation shows that these copies of $\mathcal{W}_3$ do not lie in $\Theta$, so $\text{Com}(\mathcal{H}, S(V))$ is larger than $\Theta$. For $n \geq 3$, the fact that $\Theta$ is a member of a Howe pair follows from Theorem 3.1 of [AP].

5. **The case $G = \text{SO}_n$**

For $n \geq 3$, let $G = \text{SO}_n$ and let $V$ be the direct sum of $m$ copies of $\mathbb{C}^n$, with basis $\{x_{i,j}, \ldots, x_{n,j}\}$ $j = 1, \ldots, m$. The action of $\text{SO}_n$ on $V$ induces an action of $\mathfrak{so}_n$ on $\mathcal{D}(V)$ and an algebra homomorphism $\tau : U(\mathfrak{so}_n) \to \mathcal{D}(V)$. There is a well-known Lie algebra homomorphism $\tau' : \mathfrak{sp}_{2m} \to \mathcal{D}(V)$, which appears on p. 219-220 of [CW]. First, $\mathfrak{sp}_{2m}$ is the subset of $\mathfrak{gl}_{2m}$ consisting of block matrices of the form

$$\begin{bmatrix} A & B \\ C & -A^T \end{bmatrix}, \quad A, B, C \in \mathfrak{gl}_m, \quad B = B^T, \quad C = C^T.$$

In terms of the basis $\{e_{i,j} | 1 \leq i \leq 2m, 1 \leq j \leq 2m\}$ for $\mathfrak{gl}_{2m}$, a standard basis for $\mathfrak{sp}_{2m}$ consists of

$$e_{j,k+m} + e_{k,j+m}, \quad -e_{j+m,k} - e_{k+m,j}, \quad e_{j,k} - e_{m+k,m+j}, \quad 1 \leq j, k \leq m.$$  

Define the following elements of $\mathcal{D}(V)$

$$M_{j,k} = \sum_{i=1}^n x'_{i,j} x'_{i,k}, \quad \Delta_{j,k} = \sum_{i=1}^n \frac{\partial}{\partial x'_{i,j}} \frac{\partial}{\partial x'_{i,k}}, \quad E_{j,k} = \sum_{i=1}^n x'_{i,j} \frac{\partial}{\partial x_{i,j}},$$

and define the homomorphism $\tau' : \mathfrak{sp}_{2m} \to \mathcal{D}(V)$ by (5.1)

$$e_{j,k+m} + e_{k,j+m} \mapsto M_{j,k}, \quad -e_{j+m,k} - e_{k+m,j} \mapsto \Delta_{j,k}, \quad e_{j,k} - e_{m+k,m+j} \mapsto E_{j,k} + \frac{n}{2} \delta_{j,k}.$$
which extends to an algebra homomorphism \( \tau' : U(\mathfrak{sp}_{2m}) \to \mathcal{D}(V) \). We obtain an action \( \mathfrak{sp}_{2m} \to \text{End}(\mathcal{D}(V)) \) by derivations of degree zero, where \( \eta \in \mathfrak{sp}_{2m} \) acts by \( [\tau'(\eta), \cdot] \). As an \( \mathfrak{sp}_{2m} \)-module, \( \text{gr}(\mathcal{D}(V)) \cong \text{Sym}(\bigoplus_{i=1}^{n} U_i) \), where \( U_i \) is the copy of the standard \( \mathfrak{sp}_{2m} \)-module \( \mathbb{C}^{2m} \) with basis \( \{ x_{i,1}, \ldots, x_{i,m}; \frac{\partial}{\partial x_{1,i}}, \ldots, \frac{\partial}{\partial x_{m,i}} \} \). For \( 1 \leq m < n \), \( \mathcal{D}(V)^{\mathfrak{so}_{n}} = \tau'(U(\mathfrak{sp}_{2m})) \), and for \( m \geq \frac{n}{2} \), \( \mathcal{D}(V)^{\mathfrak{so}_{n}} \) is generated by \( \tau'(U(\mathfrak{sp}_{2m})) \) together with the \( n \times n \) determinants \( d_J \). Here \( J = \{ j_1, \ldots, j_n \} \) is a set of indices in \( \{1, \ldots, m\} \), and each index corresponds to either the linear functions or the differential operators. For any \( \mathfrak{sp}_{2m} \), as complex Lie algebras, and the adjoint representation of \( \mathfrak{so}_{3} \) coincides with the standard representation of \( \mathfrak{so}_{3} \), we recover the main result (Theorem 1.3) of [LL] by taking \( n = 3 \) and \( m = 1 \) in the preceding theorem.

Theorem 5.1. For \( m < \frac{n}{2} \), we have \( \mathcal{S}(V)^{\mathfrak{so}_{n}[t]} = \Theta' \), and \( \mathcal{S}(V)^{\mathfrak{sp}_{2m}[t]} \) form a pair of mutual commutants inside \( \mathcal{D}(V) \). This is known as \( \mathfrak{so}_{n} \)-\( \mathfrak{sp}_{2m} \) Howe duality.

\[
\hat{\tau} : V_{-2m}(\mathfrak{so}_{n}) \to \mathcal{S}(V), \quad \hat{\tau}' : V_{-\frac{n}{2}}(\mathfrak{sp}_{2m}) \to \mathcal{S}(V).
\]

As usual, let \( \Theta = \hat{\tau}(V_{-2m}(\mathfrak{so}_{n})) \) and \( \Theta' = \hat{\tau}'(V_{-\frac{n}{2}}(\mathfrak{sp}_{2m})) \).

**Proof.** For \( m < \frac{n}{2} \), \( V \oplus V^* \) is coregular, so the generators of \( \text{gr}(\mathcal{S}(V))^{\mathfrak{so}_{n}[t]} \) as a \( \partial \)-ring correspond to the generators of \( \mathcal{O}(V \oplus V^*)^{\mathfrak{so}_{n}} \). By Weyl’s first fundamental theorem of invariant theory for \( \mathfrak{so}_{n} \), these generators are quadratic and correspond to the generators of \( \Theta' \). An OPE calculation shows that \( \Theta' \subset \mathcal{S}(V)^{\mathfrak{so}_{n}[t]} \). It follows that the map (3.9) is surjective, so \( \mathcal{S}(V)^{\mathfrak{so}_{n}[t]} = \Theta' \). The second statement is immediate from Weyl’s second fundamental theorem of invariant theory for \( \mathfrak{so}_{n} \).

For \( m \geq \frac{n-1}{2} \), \( \bigoplus_{i=1}^{n} U_i \) is coregular as an \( \mathfrak{sp}_{2m} \)-module, and when \( n \) is even and \( m = \frac{n}{2} - 1 \), \( \left( \bigoplus_{i=1}^{n} U_i \right)/\mathfrak{Sp}_{2m} \) is a hypersurface. By Theorem 3.3 in the case \( m \geq \frac{n-1}{2} \), and by Theorem 4.5 of [LSS] in the case \( m = \frac{n}{2} - 1 \), the map

\[
p^*_S : \mathcal{O}(\left( \bigoplus_{i=1}^{n} U_i \right)/\mathfrak{Sp}_{2m})_{\infty} \to \mathcal{O}(\left( \bigoplus_{i=1}^{n} U_i \right)_{\infty})^{\mathfrak{Sp}_{2m}}_{\infty}
\]

is an isomorphism. Therefore the generators of \( \text{gr}(\mathcal{S}(V))^{\mathfrak{sp}_{2m}[t]} \) correspond to the generators of \( \mathcal{O}(\left( \bigoplus_{i=1}^{n} U_i \right)\mathfrak{Sp}_{2m}) \).

By Weyl’s first fundamental theorem of invariant theory for \( \mathfrak{sp}_{2m} \), these generators are quadratic and correspond to the generators of \( \Theta \). Since \( \Theta \subset \mathcal{S}(V)^{\mathfrak{sp}_{2m}[t]} = \text{Com}(\Theta', \mathcal{S}(V)) \), the map \( \text{gr}(\mathcal{S}(V)^{\mathfrak{sp}_{2m}[t]} : \mathcal{S}(V)^{\mathfrak{sp}_{2m}[t]} \) is surjective, and \( \mathcal{S}(V)^{\mathfrak{sp}_{2m}[t]} = \Theta \). Finally, since \( \Theta' \subset \mathcal{S}(V)^{\mathfrak{so}_{n}[t]} \), it follows that \( \text{Com}(\mathcal{S}(V)^{\mathfrak{so}_{n}[t]}, \mathcal{S}(V)) = \text{Com}(\Theta', \mathcal{S}(V)) = \Theta \).

**Remark 5.2.** Since \( \mathfrak{sl}_2 \cong \mathfrak{so}_3 \) as complex Lie algebras, and the adjoint representation of \( \mathfrak{so}_3 \) coincides with the standard representation of \( \mathfrak{so}_3 \), we recover the main result (Theorem 1.3) of [LL] by taking \( n = 3 \) and \( m = 1 \) in the preceding theorem.
For $n$ even and $m = \frac{n}{2}$, $(V \oplus V^*)/\text{SO}_n$ is a hypersurface, and (3.13) is an isomorphism by Theorem 4.7 of [1SS]. However, we cannot use this result to reconstruct $S(V)_{\text{so}_n[l]}$ because (3.9) is not surjective. For example, in the case $n = 4$ and $m = 2$, consider the $4 \times 4$ determinant $d$ corresponding to the modules $W_1, W_1^*, W_2, W_2^*$ which is a second-order differential operator of degree four in the Bernstein filtration. Let $D \in S(V)$ be any vertex operator obtained from $d$ by replacing $x'_{i,j}$ and $\frac{\partial}{\partial x'_{i,j}}$ with $\gamma'_{x'_{i,j}}$ and $\beta'_{x'_{i,j}}$, respectively, and by replacing ordinary products with Wick products. A calculation shows that for any vertex operator $D' \in S(V)$ of lower degree, $D + D' \notin S(V)_{\text{so}_4[l]}$, so (3.9) is not surjective.

6. The Case $G = \text{Sp}_{2n}$

For $n \geq 2$, let $G = \text{Sp}_{2n}$ and let $V$ be the direct sum of $m$ copies of $\mathbb{C}^{2n}$, with basis \{${x_{1,j}, \ldots, x_{2n,j}}$ | $j = 1, \ldots, m$\}. The action of $\text{Sp}_{2n}$ on $V$ induces an action of $\text{sp}_{2n}$ on $D(V)$, and an algebra homomorphism $\tau : U(\text{sp}_{2n}) \rightarrow D(V)$. If $m \geq 2$, there is a Lie algebra homomorphism $\tau' : \text{so}_{2m} \rightarrow D(V)$, which appears on p. 221-222 of [GW]. We regard $\text{so}_{2m}$ as the subset of $\text{gl}_{2m}$ consisting of block matrices of the form

$$
\begin{bmatrix}
A & B \\
C & -A^T
\end{bmatrix}, \quad A, B, C \in \text{gl}_m, \quad B = -B^T, \quad C = -C^T,
$$

with basis

$$
e_{j,k+m} - e_{k,j+m}, \quad e_{j+m,k} - e_{k+m,j}, \quad e_{j,k} - e_{m+k,m+j}, \quad 1 \leq j, k \leq m.
$$

Define the following elements of $D(V)$

$$
D_{j,k} = \sum_{i=1}^{n} \frac{\partial}{\partial x'_{i,j}} \frac{\partial}{\partial x'_{i+n,k}} - \frac{\partial}{\partial x'_{i+n,j}} \frac{\partial}{\partial x'_{i,k}}, \quad S_{j,k} = \sum_{i=1}^{n} x'_{i,j} x'_{i+n,k} - x'_{i+n,j} x'_{i,k},
$$

$$
E_{j,k} = \sum_{i=1}^{2n} x'_{i,j} \frac{\partial}{\partial x'_{i,k}},
$$

and define $\tau' : \text{so}_{2m} \rightarrow D(V)$ by

$$
(6.1) \quad e_{j,k+m} - e_{k,j+m} \mapsto S_{j,k}, \quad e_{j+m,k} - e_{k+m,j} \mapsto D_{j,k}, \quad e_{j,k} - e_{m+k,m+j} \mapsto E_{j,k} + n\delta_{j,k},
$$

which extends to an algebra homomorphism $\tau' : U(\text{so}_{2m}) \rightarrow D(V)$. This induces an action $\text{so}_{2m} \rightarrow \text{End}(D(V))$ by derivations of degree zero, where $\eta \in \text{so}_{2m}$ acts by $[\tau'(\eta), -]$. As an $\text{so}_{2m}$-module, $\text{gr}(D(V)) \cong \text{Sym}(\bigoplus_{i=1}^{2n} U_i)$, where $U_i$ is a copy of the standard $\text{so}_{2m}$-module $\mathbb{C}^{2n}$ with basis \{${x'_{i,1}, \ldots, x'_{i,m}, \frac{\partial}{\partial x'_{i,1}}, \ldots, \frac{\partial}{\partial x'_{i,m}}}$\}. If $m = 1$, $D(V)^{\text{Sp}_{2n}} = \mathbb{C}[e]$ where $e = \sum_{i=1}^{2n} x'_{i,j} \frac{\partial}{\partial x'_{i,j}}$, and if $m \geq 2$, $D(V)^{\text{Sp}_{2n}} = \tau'(U(\text{so}_{2m}))$. As for the double commutant $\text{Com}(D(V)^{\text{Sp}_{2n}}, D(V))$, we have the following three cases, by $\text{Sp}_{2n} - \text{so}_{2m}$ Howe duality:

- **If** $m = 1$, $\text{Com}(D(V)^{\text{Sp}_{2n}}, D(V)) = \tau(U(\text{gl}_n))$ where $\tilde{\tau}$ is the extension of $\tau$ to $U(\text{gl}_n)$.
- **If** $2 \leq m \leq n$, $\text{Com}(D(V)^{\text{Sp}_{2n}}, D(V)) = D(V)^{\text{so}_{2m}}$, which is generated by $\tau(U(\text{sp}_{2n}))$ together with all $2m \times 2m$ determinants $d_I$, where $I$ corresponds to a choice of $2m$ distinct modules from the collection \{${U_i | i = 1, \ldots, 2n}$\}.
- **If** $m > n$, $\text{Com}(D(V)^{\text{Sp}_{2n}}, D(V)) = D(V)^{\text{so}_{2m}} = \tau(U(\text{sp}_{2n}))$, so that $D(V)^{\text{Sp}_{2n}}$ and $\tau(U(\text{sp}_{2n}))$ form a pair of mutual commutants inside $D(V)$.
The vertex algebra analogues of $\tau$ and $\tau'$ are

$$\hat{\tau} : V_m(\mathfrak{sp}_{2n}) \to \mathcal{S}(V), \quad \hat{\tau}' : V_{-n}(\mathfrak{so}_{2m}) \to \mathcal{S}(V).$$

Here $\hat{\tau}$ is given by (2.11), and $\hat{\tau}'$ is given by

$$X^{e_{j,k+m} - e_{k,j+m}} \mapsto \sum_{i=1}^{n} : \gamma_{i,j}^x \gamma_{i+n,k}^x : - : \gamma_{x+n,j}^x \gamma_{i,k}^x :,$$

$$X^{e_{j+m,k} - e_{k+m,j}} \mapsto \sum_{i=1}^{n} : \beta_{i,j}^x \beta_{i+n,k}^x : - : \beta_{x+n,j}^x \beta_{i,k}^x :,$$

$$X^{e_{j,k} - e_{m+k,m+j}} \mapsto \sum_{i=1}^{2n} : \gamma_{i,j}^x \beta_{i,k}^x :.$$

As usual, let $\Theta = \hat{\tau}(V_m(\mathfrak{sp}_{2n}))$ and $\Theta' = \hat{\tau}'(V_{-n}(\mathfrak{so}_{2m})).$

**Theorem 6.1.** For $m = 1$, $\mathcal{S}(V)^{\mathfrak{sp}_{2n}[t]} = \mathcal{H}$, where $\mathcal{H}$ is the copy of the Heisenberg algebra generated by $e = \sum_{i=1}^{2n} : \beta_{i,j}^x \beta_{i+n,k}^x :$. For $2 \leq m \leq n + 1$, $\mathcal{S}(V)^{\mathfrak{sp}_{2n}[t]} = \Theta'$. Finally, for $m > n$, $\text{Com}(\mathcal{S}(V)^{\mathfrak{sp}_{2n}[t]}, \mathcal{S}(V)) = \mathcal{S}(V)^{\mathfrak{so}_{2m}[t]} = \Theta$, so $\Theta$ is a member of a Howe pair.

**Proof.** The first statement and the second statement in the case $m \leq n$ are clear because $V \oplus V^*$ is coregular in these cases and (3.9) is easily seen to be surjective. The case $m = n + 1$ in which $(V \oplus V^*)/\mathfrak{sp}_{2n}$ is a hypersurface follows from Theorem 4.5 of [LSS]. The proof of the third statement is the same as the proof of Theorem 5.1. Note that for $m \leq n$, $\Theta' \cong V_{-n}(\mathfrak{so}_{2m})$, and for $m = n + 1$, all relations among the generators of $\Theta'$ and their derivatives are consequences of a single relation. \qed

7. COMMUTANTS INSIDE $bc$-SYSTEMS AND $bc\beta\gamma$-SYSTEMS

In some cases, our methods can be applied to describe commutant subalgebras of $bc$-systems and $bc\beta\gamma$-systems. Given a finite-dimensional vector space $V$, the $bc$-system $\mathcal{E}(V)$ was introduced in [EMS]. It is the unique vertex superalgebra with odd generators $b^x$, $c^x$ for $x \in V$, $x' \in V^*$, which satisfy

$$b^x(z)c^{x'}(w) \sim (x', x)(z-w)^{-1}, \quad c^{x'}(z)b^x(w) \sim (x', x)(z-w)^{-1},$$

$$b^x(z)b^{x'}(w) \sim 0, \quad c^{x'}(z)c^{y'}(w) \sim 0.$$

We give $\mathcal{E}(V)$ the conformal structure $L_\mathcal{E} = -\sum_{i=1}^{n} : b^{x_i} \partial c^{x_i} :$ under which $b^{x_i}$, $c^{x_i}$ are primary of conformal weights 1, 0, respectively. As usual, $\{x_1, \ldots, x_n\}$ is a basis for $V$ and $\{x'_1, \ldots, x'_n\}$ is the dual basis for $V^*$.

Let $G$ be a connected, reductive complex group with Lie algebra $\mathfrak{g}$, and let $V$ be a $G$-module. There is a vertex algebra homomorphism $V_1(\mathfrak{g}, B) \to \mathcal{E}(V)$ which is analogous to (2.11), given by

$$X^\xi \mapsto \theta^\xi_\mathcal{E} = \sum_{i=1}^{n} : c^{x_i} b^\rho(\xi)(x_i) :.$$

Here $B(\xi, \eta) = \text{Tr}(\rho(\xi)\rho(\eta))$ and $\rho : \mathfrak{g} \to \text{End}(V)$ is the induced representation of $\mathfrak{g}$. There is a good increasing filtration on $\mathcal{E}(V)$, where $\mathcal{E}(V)_r$ is spanned by normally ordered
monomials in $b^{r_i}, c^{x_i'}$ and their derivatives, of length at most $r$. We have $\mathcal{E}(V) \cong \text{gr}(\mathcal{E}(V))$ as linear spaces, and as supercommutative algebras we have

$$\text{gr}(\mathcal{E}(V)) \cong \bigwedge \bigoplus_{k \geq 0} (V_k \oplus V_k^*), \quad V_k = \{b^x_k \mid x \in V\}, \quad V_k^* = \{c^x_k \mid x' \in V^*\}.$$  

Here $b^x_k, c^x_k$ are the images of $\partial^k b^x, \partial^k c^x$ in $\text{gr}(\mathcal{E}(V))$. The map $V_1(\mathfrak{g}, B) \to \mathcal{E}(V)$ induces an action of $\mathfrak{g}[t]$ on $\text{gr}(\mathcal{E}(V))$ by superderivations of degree zero, defined by

$$(\text{7.3}) \quad \xi^*(b^x_k) = \lambda^i_k b^{(\xi)}(x), \quad \xi^*(c^x_k) = \lambda^i_k c^{(\xi)}(x'), \quad \lambda^i_k = \left\{ \begin{array}{ll} \frac{1}{(i-r)!} & 0 \leq r \leq i, \\ 0 & r > i. \end{array} \right.$$  

We may consider the commutant $\text{Com}(\Theta, \mathcal{E}(V)) = \mathcal{E}(V)^{\mathfrak{g}[t]}$, where $\Theta$ is the image of (7.2). More generally, given representations $V$ and $W$ of $G$, the $bc\beta\gamma$-system $\mathcal{E}(V) \otimes S(W)$ carries an action of $V_1(\mathfrak{g}, B)$ given by

$$(\text{7.4}) \quad X^\xi \mapsto \theta^\xi_{\mathcal{E} \otimes S} = \theta^\xi \otimes 1 + 1 \otimes \theta^\xi_S.$$  

Here $\theta^\xi_S$ is given by (2.11), and $B(\xi, \eta) = \text{Tr}(\rho_1(\xi)\rho_1(\eta)) - \text{Tr}(\rho_2(\xi)\rho_2(\eta))$, where $\rho_1 : \mathfrak{g} \to \text{End}(V)$ and $\rho_2 : \mathfrak{g} \to \text{End}(W)$ are the induced representations of $\mathfrak{g}$. We may also consider $\text{Com}(\Theta, \mathcal{E}(V) \otimes S(W)) = (\mathcal{E}(V) \otimes S(W))^{\mathfrak{g}[t]}$, where $\Theta$ is the image of (7.4).

In order to study these commutants, we need to extend our result on invariant theory and arc spaces to the case of odd as well as even variables. Given a $G$-representation $V$, let $V_j^* \cong V^*$ for $j \geq 0$, and fix a basis $\{x_{i,j}, \ldots, x_{n,j}\}$ for $V_j^*$. Let $S = \text{Sym}(\bigoplus_{j \geq 0} V_j^*)$. The map $O(V_\infty) \to S$ sending $x_{j,i}^{(j)} \mapsto x_{i,j}$ is an isomorphism of differential algebras, where the differential $D$ on $S$ is given by $D(x_{i,j}) = x_{i,j+1}$.

For $j \geq 0$, let $\tilde{V}_j^* \cong V^*$ and let $L = \bigwedge \bigoplus_{j \geq 0} \tilde{V}_j^*$. Fix a basis $\{y_{1,i,j}, \ldots, y_{n,i,j}\}$ for $\tilde{V}_j^*$ and extend the differential on $S$ to a super differential $D$ on $S \otimes L$, defined on generators by $D(y_{i,j}) = y_{i,j+1}$. There is an action of $G_\infty$ on $S \otimes L$, and we may consider the invariant ring $(S \otimes L)^{G_\infty}$. Let $S_0 = \text{Sym}(V_0^*) \subset S$ and $L_0 = \bigwedge (\tilde{V}_0^*) \subset L$, and let $((S_0 \otimes L_0)^G)$ be the differential algebra generated by $(S_0 \otimes L_0)^G$, which lies in $(S \otimes L)^{G_\infty}$.

Since $G$ acts on the direct sum $V^{\oplus k}$ of $k$ copies of $V$, we have a map

$$(\text{7.5}) \quad O(V^{\oplus k} / G) \to O(V^{\oplus k})^{G_\infty}.$$  

**Theorem 7.1.** Suppose that (7.5) is an isomorphism for all $k \geq 1$. Then $(S \otimes L)^{G_\infty} = ((S_0 \otimes L_0)^G)$.  

**Proof.** Define a gradation on $S \otimes L$ by $\deg(x_{i,j}) = 0$ and $\deg(y_{i,j}) = 1$. For $p \in (S \otimes L)^{G_\infty}$, we can assume $p$ is homogeneous of degree $d$. Then $p$ can be written in the form

$$p = \sum f y_{i_1,j_1} \wedge \cdots \wedge y_{i_d,j_d},$$

where $y_{i_1,j_1} \in \tilde{V}_{j_1}^*$ and $f \in S$.

For $a = 1, \ldots, d$, let $S^a$ be the copy of $S$ with generators $z_{a,i,j}$ for $i = 1, \ldots, n$, and $j \geq 0$. Define $q \in S \otimes (S^1 \otimes \cdots \otimes S^d)$ by

$$q = \sum f \sum_{\sigma \in \mathcal{S}_d} \text{sgn}(\sigma) z_{1(\sigma(1),j(1))}^1 \otimes \cdots \otimes z_{d(\sigma(d),j(d))}^d,$$
where $\mathfrak{S}_d$ is the permutation group of $d$ elements. Since $p \in (S \otimes L)^{G_\infty}$, it follows that $q \in (S \otimes (S^1 \otimes \cdots \otimes S^d))^{G_\infty}$. We have

$$(S \otimes (S^1 \otimes \cdots \otimes S^d))^{G_\infty} \cong \mathcal{O}(W)_{\mathcal{G}_\infty} \cong \mathcal{O}(W/G)_{\mathcal{G}_\infty},$$

where $W = \bigoplus_{i=1}^{d+1} V_i$ and $V_i \cong V$. Since $\mathcal{O}(W/G) \cong (S_0 \otimes (S^1_0 \otimes \cdots \otimes S^d_0))^{G}$, where $S^a_0 \cong S_0$, $q$ lies in the differential algebra $\langle (S_0 \otimes (S^1_0 \otimes \cdots \otimes S^d_0))^{G} \rangle$ generated by $(S_0 \otimes (S^1_0 \otimes \cdots \otimes S^d_0))^{G}$. It follows that $p \in \langle (S_0 \otimes L_0) \rangle$.

The following result is an immediate consequence of Theorem 7.1.

**Corollary 7.2.** Let $G = SL_2$, and let $V$ be the sum of finitely many copies of the standard representation. Then $(L \otimes S)^{G_\infty} = \langle (S_0 \otimes L_0) \rangle$, where $L$, $S$, $L_0$, and $S_0$ are as above.

The analogue of Theorem 3.4 holds in the setting of $bc$-systems and $bc\beta\gamma$-systems, and the proof is the same.

For $G = SL_2$ and $V$ the sum of $m$ copies of $\mathbb{C}^2$ with basis $\{x_1, x_2 \mid j = 1, \ldots, m\}$ there is an induced vertex algebra homomorphism $V_m(sl_2) \to \mathcal{E}(V)$ given in the standard basis $x, y, h$ for $sl_2$ by

$$X^x \mapsto \sum_{j=1}^m b^{x_1,x_2}_j c^{x_1,x_2}_j : , \quad X^y \mapsto \sum_{j=1}^m b^{y_1,y_2}_j c^{y_1,y_2}_j : , \quad X^h \mapsto \sum_{j=1}^m b^{x_1,x_2}_j c^{x_1,x_2}_j : - b^{x_2,x_1}_j c^{x_2,x_1}_j : .$$

Let $\Theta$ be the image of $V_m(sl_2)$ inside $\mathcal{E}(V)$.

**Theorem 7.3.** For all $m \geq 1$, $\text{Com}(\Theta, \mathcal{E}(V)) = \mathcal{E}(V)^{sl_2[l]}$ has a minimal strong generating set

$$\psi^{i,j} = b^{x_1,x_2}_j c^{x_1,x_2}_j : + b^{x_2,x_1}_j c^{x_2,x_1}_j : , \quad 1 \leq i \leq m, \quad 1 \leq j \leq m,$$

$$D_{k,l} = b^{x_1,x_2}_k c^{x_2,x_1}_l : + b^{x_2,x_1}_k c^{x_1,x_2}_l : , \quad 1 \leq k \leq l \leq m.$$

The vertex algebra generated by the $\psi^{i,j}$ is the image of the map $V_2(gl_m) \to \mathcal{E}(V)$ induced by the right action of $GL_m$ on $V$. All normally ordered polynomial relations among the generators (7.6) and their derivatives come from Weyl’s second fundamental theorem of invariant theory for the standard representation of $SL_2$, in the sense of Lemma 3.2.

**Proof.** We have an injective homomorphism of differential supercommutative rings

$$(7.7) \quad \text{gr}(\mathcal{E}(V)^{sl_2[l]}) \to \text{gr}(\mathcal{E}(V)^{sl_2[l]}) \cong \bigwedge \bigoplus_{k \geq 0} (V_k \oplus V^*_k)^{sl_2[l]},$$

By Corollary 7.2 $\bigwedge \bigoplus_{k \geq 0} (V_k \oplus V^*_k)^{sl_2[l]}$ is generated as a differential algebra by its weight-zero component $\bigwedge (V_0 \oplus V_0^*)^{SL_2}$, which is generated by $q_{i,j} = x_{1,i} x_{1,j} + x_{2,i} x_{2,j}$ for $i, j = 1, \ldots, m$, together with $d_{k,l} = x_{1,k} x_{2,l} + x_{1,l} x_{2,k}$ and $d'_{k,l} = x_{1,k} x_{2,l} + x_{1,l} x_{2,k}$ for $1 \leq k \leq l \leq m$. The corresponding elements of $\mathcal{E}(V)$ are precisely $\psi^{i,j}, D_{k,l}, D'_{k,l}$, and a calculation shows that these elements lie in $\mathcal{E}(V)^{sl_2[l]}$. Therefore (7.7) is an isomorphism, and the claim follows. \qed
The actions of $V_r(\mathfrak{sl}_2)$ and $V_{-s}(\mathfrak{sl}_2)$ on $\mathcal{E}(V)$ and $S(W)$, respectively, give rise to an action of $V_{r-s}(\mathfrak{sl}_2)$ on $\mathcal{E}(V) \otimes S(W)$, given by

$$X^x \mapsto \sum_{j=1}^{r} : b^{x}_{1,j} c^{2}_{x,j} : - \sum_{k=1}^{s} : \beta^{y_{1,k}} \gamma^{y_{2,k}} : , \quad X^y \mapsto \sum_{j=1}^{r} : b^{x}_{2,j} c^{2}_{x,j} : - \sum_{k=1}^{s} : \beta^{y_{1,k}} \gamma^{y_{2,k}} : ,$$

$$X^h \mapsto \sum_{j=1}^{r} : b^{x}_{1,j} c^{2}_{x,j} : - : b^{x}_{2,j} c^{2}_{x,j} : - \sum_{k=1}^{s} : \beta^{y_{1,k}} \gamma^{y_{2,k}} : - : \beta^{y_{2,k}} \gamma^{y_{2,k}} : ,$$

Let $\Theta$ be the image of $V_{r-s}(\mathfrak{sl}_2)$ inside $\mathcal{E}(V) \otimes S(W)$.

**Theorem 7.4.** For all $r, s \geq 1$, $\text{Com}(\Theta, \mathcal{E}(V) \otimes S(W)) = (\mathcal{E}(V) \otimes S(W))^{\mathfrak{sl}_2[t]}$ has a minimal strong generating set

(7.8)
$$\psi^{i,j}_{\beta_{\gamma}} = : \beta^{y_{1,i}} \gamma^{y_{2,j}} : + : \beta^{y_{2,i}} \gamma^{y_{2,j}} : , \quad 1 \leq i \leq s, \quad 1 \leq j \leq s,$$

$$\psi^{k,l}_{\beta_{c}} = : b^{x}_{1,k} c^{2}_{x,l} : + : b^{x}_{2,k} c^{2}_{x,l} : , \quad 1 \leq k \leq r, \quad 1 \leq l \leq r,$$

$$\psi^{i,k}_{\beta_{c}} = : \beta^{y_{1,i}} \gamma^{y_{1,k}} : + : \beta^{y_{2,i}} \gamma^{y_{2,k}} : , \quad 1 \leq i \leq s, \quad 1 \leq k \leq r,$$

$$\psi^{k,l}_{\gamma_{c}} = : b^{x}_{1,k} \gamma^{y_{1,i}} : + : b^{x}_{2,k} \gamma^{y_{2,i}} : , \quad 1 \leq k \leq r, \quad 1 \leq i \leq s,$$

$$D^{k,l}_{\gamma_{\gamma}} = : b^{x}_{1,k} b^{x}_{2,l} : + : b^{x}_{1,k} b^{x}_{2,l} : , \quad D^{k,l}_{\beta_{\gamma}} = : c^{x}_{1,k} c^{x}_{2,l} : + : c^{x}_{1,k} c^{x}_{2,l} : , \quad 1 \leq k \leq l \leq r,$$

$$E^{i,k}_{\gamma_{\gamma}} = : \beta^{x_{1,i}} b^{x}_{2,k} : - : \beta^{x_{2,i}} b^{x}_{1,k} : , \quad E^{i,k}_{\beta_{\gamma}} = : \gamma^{x_{1,i}} c^{x}_{2,k} : - : \gamma^{x_{2,i}} c^{x}_{1,k} : , \quad 1 \leq i \leq s, \quad 1 \leq k \leq r,$$

$$F^{i,j}_{\gamma_{\gamma}} = : \beta^{x_{1,i}} \beta^{x_{2,j}} : - : \beta^{x_{1,i}} \beta^{x_{2,j}} : , \quad F^{i,j}_{\beta_{\gamma}} = : \gamma^{x_{1,i}} \gamma^{x_{2,j}} : - : \gamma^{x_{1,i}} \gamma^{x_{2,j}} : , \quad 1 \leq i < j \leq s.$$

The elements $\psi^{i,j}_{\beta_{\gamma}}, \psi^{k,l}_{\beta_{c}}, \psi^{i,k}_{\beta_{c}}, \psi^{k,l}_{\gamma_{c}}$ generate an affine vertex superalgebra associated to $\mathfrak{gl}(r|s)$. All normally ordered polynomial relations among the generators (7.8) and their derivatives come from Weyl’s second fundamental theorem of invariant theory for the standard representation of $\mathfrak{sl}_2$, in the sense of Lemma 3.2.

**Proof.** An OPE calculation shows that the vertex operators (7.8) all lie in $(\mathcal{E}(V) \otimes S(W))^{\mathfrak{sl}_2[t]}$. By Corollary 7.2, the map

$$\text{gr}((\mathcal{E}(V) \otimes S(W))^{\mathfrak{sl}_2[t]}) \hookrightarrow \text{gr}(\mathcal{E}(V) \otimes S(W))^{\mathfrak{sl}_2[t]}$$

is an isomorphism. This proves the claim. \qed

Unfortunately, we are unable to prove the analogues of Theorems 7.3 and 7.4 for $\mathfrak{sl}_n$ with $n \geq 3$ because it is not known if (3.13) is surjective. If it were surjective, this would imply that $\mathcal{E}(V)^{\mathfrak{sl}_n[t]}$ and $(\mathcal{E}(V) \otimes S(W))^{\mathfrak{sl}_n[t]}$ have similar minimal strong generating sets, with $D, D', E, E', F, F'$ replaced by elements of degree $n$ that correspond to $n \times n$ determinants. However, unlike the case $n = 2$, (3.13) is not injective in general; see Example 6.6 of [LSS]. This implies that there exist normally ordered polynomial relations among the generators and their derivatives that do not come from classical relations. Similar questions remain open for representations of the other classical groups which are sums of copies of the standard representation.
REFERENCES

[AP] D. Adamovic and O. Perse, Fusion rules and complete reducibility of certain modules for affine Lie algebras, J. Algebra Appl. 13 (2014), no. 1, 1350062, 18 pp.

[B] R. Borcherds, Vertex operator algebras, Kac-Moody algebras and the monster, Proc. Nat. Acad. Sci. USA 83 (1986) 3068-3071.

[E] D. Eck, Invariants of k-jet actions, Houston J. Math. Vol. 10, No. 2 (1984) 159-168.

[EM] L. Ein and M. Mustata, Jet schemes and singularities, Algebraic geometry—Seattle 2005. Part 2, 505–546, Proc. Sympos. Pure Math., 80, Part 2, Amer. Math. Soc., Providence, RI, 2009.

[FBZ] E. Frenkel and D. Ben-Zvi, Vertex Algebras and Algebraic Curves, Math. Surveys and Monographs, Vol. 88, American Math. Soc., 2001.

[FLM] I.B. Frenkel, J. Lepowsky, and A. Meurman, Vertex Operator Algebras and the Monster, Academic Press, New York, 1988.

[FZ] I.B. Frenkel, and Y.C. Zhu, Vertex operator algebras associated to representations of affine and Virasoro algebras, Duke Mathematical Journal, Vol. 66, No. 1, (1992), 123-168.

[FMS] D. Friedan, E. Martinec, S. Shenker, Conformal invariance, supersymmetry and string theory, Nucl. Phys. B271 (1986) 93-165.

[GK] R. Goodman, N. Wallach, Representations and Invariants of the Classical Groups, Cambridge University Press, 1998.

[GW] R. Howe, Remarks on classical invariant theory, Trans. Am. Math. Soc. vol. 313, no. 2 (1989) 539-570.

[KP] V. Kac, D. Peterson, Infinite-dimensional Lie algebras, theta functions and modular forms, Adv. Math. 53 (1984) 125-264.

[Kol] E. Kolchin, Differential algebra and algebraic groups, Academic Press, New York 1973.

[LiI] H. Li, Local systems of vertex operators, vertex superalgebras and modules, J. Pure Appl. Algebra 109 (1996), no. 2, 143–195.

[LiII] H. Li, Vertex algebras and vertex Poisson algebras, Commun. Contemp. Math. 6 (2004) 61-110.

[LL] B. Lian and A. Linshaw, Howe pairs in the theory of vertex algebras, J. Algebra 317, 111-152 (2007).

[LZ] B. Lian and G. Zuckerman, Commutative quantum operator algebras, J. Pure Appl. Algebra 100 (1995) no. 1-3, 117-139.

[LJ] A. Linshaw, Invariant chiral differential operators and the $W_3$ algebra, J. Pure Appl. Algebra 213 (2009), 632-648.

[LII] A. Linshaw, A Hilbert theorem for vertex algebras, Transformation Groups vol. 15, No. 2 (2010), 427-448.

[LSS] A. Linshaw, G. Schwarz, and B. Song, Jet schemes and invariant theory, to appear in Ann. Inst. Fourier, arXiv:1112.6230.

[Mu] M. Mustata, Jet schemes of locally complete intersection canonical singularities, Invent. Math. 145 (2001), no. 3, 397–424.

[We] H. Weyl, The Classical Groups: Their Invariants and Representations, Princeton University Press, 1946.

[Zh] Y. Zhu, Modular invariants of characters of vertex operators, J. Amer. Soc. 9 (1996) 237-302.

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF DENVER
E-mail address: andrew.linshaw@du.edu

DEPARTMENT OF MATHEMATICS, BRANDEIS UNIVERSITY
E-mail address: schwarz@brandeis.edu

KEY LABORATORY OF WU WEI-TSUN MATHEMATICS, CHINESE ACADEMY OF SCIENCES, SCHOOL OF MATHEMATICAL SCIENCES, UNIVERSITY OF SCIENCE AND TECHNOLOGY OF CHINA
E-mail address: bailinso@ustc.edu.cn