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Samenvatting

The interpretability logic of a mathematical theory describes the structural behavior of interpretations over that theory. Different theories have different logics. This paper revolves around the question what logic describes the behavior that is present in all theories with a minimum amount of arithmetic; the intersection over all such theories so to say. We denote this target logic by \( \text{IL}(\text{All}) \).

In this paper we present a new principle \( R \) in \( \text{IL}(\text{All}) \). We show that \( R \) does not follow from the logic \( \text{IL}_{\text{P}0\text{W}}^+ \) that contains all previously known principles. This is done by providing a modal incompleteness proof of \( \text{IL}_{\text{P}0\text{W}}^+ \) : showing that \( R \) follows semantically but not syntactically from \( \text{IL}_{\text{P}0\text{W}}^+ \). Apart from giving the incompleteness proof by elementary methods, we also sketch how to work with so-called Generalized Veltman Semantics as to establish incompleteness. To this extent, a new version of this Generalized Veltman Semantics is defined and studied. Moreover, for the important principles the frame correspondences are calculated.

After the modal results it is shown that the new principle \( R \) is indeed valid in any arithmetically theory. The proof employs some elementary results on definable cuts in arithmetical theories.

1 Introduction

Interpretations of one theory or structure into another are omnipresent in (meta-) mathematical practice. Interpretability logics study the structural behavior of interpretations. Below we shall provide precise definitions. The structural behavior of interpretations is different for different kind of theories thus yielding different interpretability logics.

For example, for finitely axiomatized theories, the corresponding logic turned out to be \( \text{ILP} \) as defined below. For theories like Peano Arithmetic with full induction\(^1\) the interpretability logic is \( \text{ILM} \). It is a long standing open problem

\(^1\) Technically speaking the property of so-called essential reflexivity is sufficient. A theory is
what the core-structural behavior of interpretations is. That is, what is the interpretability logic that is valid in any sort of theory. It turns out that “any sort of theory” is a bit too ample a quantification. As we shall see below, we at least need some core amount of arithmetic as to do coding of syntax. Therefore the question is often paraphrased as: What is the interpretability logic of all reasonable arithmetical theories? We denote this logic by $\text{IL}(\text{All})$.

This paper revolves around this question and presents some major results. In [19] a conjecture was posed that $\text{IL}(\text{All}) = \text{ILW}^*_P$. In this paper we refute this conjecture by exposing a new arithmetically valid principle. We shall prove the modal incompleteness of the logic $\text{ILP}_0W^*$ by introducing a new principle $R$. Next, we show that the principle $R$ follows semantically from $\text{ILP}_0W^*$ but is not provable in $\text{ILP}_0W^*$.

We shall expose two proof methods here to prove that $R$ does not follow syntactically from $\text{ILP}_0W^*$. The first, in Section 3, develops some general theory for proving incompleteness via so-called Generalized Veltman Semantics. However, it will turn out that the frame condition for the principle $W$ is so ghastly and cumbersome that however possible to work with, proofs become too involved.

The second proof method, in Section 4, uses the regular Veltman semantics and some sort of bisimulation argument and a full proof is given that $R$ does not follow syntactically from $\text{ILP}_0W^*$.

To conclude, we shall prove in Section 5 that actually $R$ is sound in any reasonable arithmetical theory. In particular, this implies that $\text{IL}(\text{All})$ can not be $\text{ILP}_0W^*$.

We found the principle $R$ by trying to formulate a sufficient condition for the logic $\text{ILP}_0W^*$ to be modally complete. We think that this illustrates nicely that a modal formulation of an arithmetical phenomenon can be very useful to obtain new arithmetical results.

2 Preliminaries

This paper is the third and final in a series of three. All definitions and motivations behind the definitions were already included in [20]. For completeness and readability we include the main definitions and issues also in this paper.

2.1 Arithmetic and an upper bound to $\text{IL}(\text{All})$

As with (almost) all interesting occurrences of modal logic, interpretability logics are used to study a hard mathematical notion. Interpretability logics, as their name slightly suggests, are used to study the notion of formal interpretability. In this subsection we shall very briefly say what this notion is and how modal logic is used to study it.

We are interested in first order theories in the language of arithmetic. All theories we will consider will thus be arithmetical theories. Moreover, we want essentially reflexive if any of its finite extensions proves the consistency of any finite sub-theory thereof.
our theories to have a certain minimal strength. That is, they should contain a certain core theory, say $\Delta_0 + \Omega_1$ from [13]. This will allow us to do reasonable coding of syntax. We call these theories reasonable arithmetical theories.

Once we can code syntax, we can write down a decidable predicate $\text{Proof}_T(p, \varphi)$ that holds on the standard model precisely when $p$ is a $T$-proof of $\varphi$. We get a provability predicate by quantifying existentially, that is, $\text{Prov}_T(\varphi) := \exists p \text{Proof}_T(p, \varphi)$.

We can use these coding techniques to code the notion of formal interpretability too. Roughly, a theory $U$ interprets a theory $V$ if there is some sort of translation so that every theorem of $V$ is also a theorem of $U$.

\textbf{Definition 2.1.} Let $U$ and $V$ be reasonable arithmetical theories. An interpretation $j$ from $V$ in $U$ is a pair $\langle \delta, F \rangle$. Here, $\delta$ is called a domain specifier. It is a formula with one free variable. The $F$ is a map that sends an $n$-ary relation symbol of $V$ to a formula of $U$ with $n$ free variables. (We treat functions and constants as relations with additional properties.) The interpretation $j$ induces a translation from formulas $\varphi$ of $V$ to formulas $\varphi^j$ of $U$ by replacing relation symbols by their corresponding formulas and by relativizing quantifiers to $\delta$. We have the following requirements.

\begin{itemize}
  \item $(R(\vec{x}))^j = F(R)(\vec{x})$
  \item The translation induced by $j$ commutes with the boolean connectives. Thus, for example, $(\varphi \lor \psi)^j = \varphi^j \lor \psi^j$. In particular $(\bot)^j = (\forall \varphi)^j = \forall \varphi = \bot$
  \item $(\forall x \varphi)^j = \forall x (\delta(x) \rightarrow \varphi^j)$
  \item $V \vdash \varphi \Rightarrow U \vdash \varphi^j$
\end{itemize}

We say that $V$ is interpretable in $U$ if there exists an interpretation $j$ of $V$ in $U$.

Using the $\text{Prov}_T(\varphi)$ predicate, it is possible to code the notion of formal interpretability in arithmetical theories. This gives rise to a formula $\text{Int}_T(\varphi, \psi)$ to hold on the standard model precisely when $T + \psi$ is interpretable in $T + \varphi$. This formula is related to the modal part by means of arithmetical realizations.

The modal language of interpretability logics is the same as that of provability logics but now augmented by a binary modality $\boxdot$ to denote interpretability. Thus, we define the interpretability formulas as

\[
\text{Form}_{\text{IL}} := \bot \mid \text{Prop} \mid (\text{Form}_{\text{IL}} \rightarrow \text{Form}_{\text{IL}}) \mid (\Box \text{Form}_{\text{IL}}) \mid (\text{Form}_{\text{IL}} \boxdot \text{Form}_{\text{IL}})
\]

Here $\text{Prop}$ is a countable set of propositional variables $p, q, r, s, t, p_0, p_1, \ldots$. We employ the usual definitions of the logical operators $\neg, \lor, \land$ and $\leftrightarrow$. Also

\begin{footnote}
We take the liberty to not make a distinction between a syntactical object and its code.
\end{footnote}
shall we write $\Diamond \varphi$ for $\neg \Box \neg \varphi$. We refer the reader to [20] for more details and standard reading conventions.

Now we can define the link between the modal language and the arithmetical counterpart.

**Definition 2.2.** An arithmetical realization $*$ is a mapping that assigns to each propositional variable an arithmetical sentence. This mapping is extended to all modal formulas in the following way.

- $(\varphi \lor \psi)^* = \varphi^* \lor \psi^*$ and likewise for other boolean connectives. In particular $\bot^* = (\lor \emptyset)^* = \lor \emptyset = \bot$.
- $(\Box \varphi)^* = \text{Prov}_T(\varphi^*)$
- $(\varphi \triangleright \psi)^* = \text{Int}_T(\varphi^*, \psi^*)$

From now on, the $*$ will always range over realizations. Often we will write $\Box_T \varphi$ instead of $\text{Prov}_T(\varphi)$ or just even $\Box \varphi$. The $\Box$ can thus denote both a modal symbol and an arithmetical formula. For the $\triangleright$-modality we adopt a similar convention. We are confident that no confusion will arise from this.

**Definition 2.3.** An interpretability principle of a theory $T$ is a modal formula $\varphi$ that is provable in $T$ under any realization. That is, $\forall * T \vdash \varphi^*$. The interpretability logic of a theory $T$, we write $\mathbf{IL}(T)$, is the set of all interpretability principles.

For two classes of theories, $\mathbf{IL}(T)$ is known.

**Definition 2.4.** A theory $T$ is reflexive if it proves the consistency of any of its finite subtheories. It is essentially reflexive if any finite extension of it is reflexive.

**Theorem 2.5** (Berarducci [3], Shavrukov [24]). If $T$ is an essentially reflexive theory, then $\mathbf{IL}(T) = \mathbf{IL}_M$.

**Theorem 2.6** (Visser [29]). If $T$ is finitely axiomatizable, then $\mathbf{IL}(T) = \mathbf{ILP}$.

Now we have all in place to define our central subject of interest.

**Definition 2.7.** The interpretability logic of all reasonable arithmetical theories, we write $\mathbf{IL}(\text{All})$, is the set of formulas $\varphi$ such that $\forall T \forall * T \vdash \varphi^*$. Here the $T$ ranges over all the reasonable arithmetical theories.

For sure $\mathbf{IL}(\text{All})$ should be in the intersection of $\mathbf{IL}_M$ and $\mathbf{ILP}$. Up to now, $\mathbf{IL}(\text{All})$ is unknown. In [19] it is conjectured to be $\mathbf{ILP}_0 \mathbf{W}^*$. It is one of the major open problems in the field of interpretability logics, to characterize $\mathbf{IL}(\text{All})$ in a modal way. As $\mathbf{ILP} \cap \mathbf{IL}_M$ is known to be a strict upper bound, we also know some strict lower bounds. We close off this section on preliminaries by defining these lower bounds and providing modal semantics for interpretability logics.
2.2 A lower bound to IL(All)

We first define a core logic which will be part of all interpretability logics studied.

**Definition 2.8.** The logic $\text{IL}$ is the smallest set of formulas being closed under the rules of Necessitation\(^3\) and of Modus Ponens, that contains all tautological formulas and all instantiations of the following axiom schemata.

- **L1** $\Box(A \rightarrow B) \rightarrow (\Box A \rightarrow \Box B)$
- **L2** $\Box A \rightarrow \Box \Box A$
- **L3** $\Box(\Box A \rightarrow A) \rightarrow \Box A$
- **J1** $\Box(A \rightarrow B) \rightarrow A \triangleright B$
- **J2** $(A \triangleright B) \land (B \triangleright C) \rightarrow A \triangleright C$
- **J3** $(A \triangleright C) \land (B \triangleright C) \rightarrow A \lor B \triangleright C$
- **J4** $A \triangleright B \rightarrow (\Diamond A \rightarrow \Diamond B)$
- **J5** $\Diamond A \triangleright A$

We will write $\text{IL} \vdash \phi$ for $\phi \in \text{IL}$. An $\text{IL}$-derivation or $\text{IL}$-proof of $\phi$ is a finite sequence of formulae ending on $\phi$, each being a logical tautology, an instantiation of one of the axiom schemata of $\text{IL}$, or the result of applying either Modus Ponens or Necessitation to formulas earlier in the sequence.

Apart from the axiom schemata exposed in Definition 2.8 we will need consider other axiom schemata too.

- **M** $A \triangleright B \rightarrow A \land \Box C \triangleright B \land \Box C$
- **P** $A \triangleright B \rightarrow \Box(A \triangleright B)$
- **M₀** $A \triangleright B \rightarrow \Diamond A \land \Box C \triangleright B \land \Box C$
- **W** $A \triangleright B \rightarrow A \triangleright B \land \Box \neg A$
- **W*** $A \triangleright B \rightarrow B \land \Box C \triangleright B \land \Box C \land \Box \neg A$
- **P₀** $A \triangleright \Diamond B \rightarrow \Box(A \triangleright B)$
- **R** $A \triangleright B \rightarrow \neg(A \triangleright \neg C) \triangleright B \land \Box C$

If $X$ is a set of axiom schemata we will denote by $\text{ILX}$ the logic that arises by adding the axiom schemata in $X$ to $\text{IL}$.

Now, with the results of this paper, we know that $\text{ILP₀W*}$ is a strict lower bound for $\text{IL(All)}$.

\(^3\)That is, from $\phi$ you are allowed to conclude $\Diamond \phi$. 
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2.3 Semantics

Interpretability logics come with a Kripke-like semantics. As the signature of our language is countable, we shall only consider countable models.

**Definition 2.9.** An IL-frame is a triple \( \langle W, R, S \rangle \). Here \( W \) is a non-empty countable universe, \( R \) is a binary relation on \( W \) and \( S \) is a set of binary relations on \( W \), indexed by elements of \( W \). The \( R \) and \( S \) satisfy the following requirements.

1. \( R \) is conversely well-founded.
2. \( xRy \land yRz \rightarrow xRz \)
3. \( yS_xz \rightarrow xRy \land xRz \)
4. \( xRy \rightarrow yS_xy \)
5. \( xRyRz \rightarrow yS_xz \)
6. \( uS_xvS_xw \rightarrow uS_xw \)

IL-frames are sometimes also called Veltman frames. We will on occasion speak of \( R \) or \( S \) \( x \) transitions instead of relations. If we write \( yS_xz \), we shall mean that \( yS_xz \) for some \( x \). \( W \) is sometimes called the universe, or domain, of the frame and its elements are referred to as worlds or nodes. With \( x \) \( y \) we shall denote the set \( \{ y \in W \mid xRy \} \). We will often represent \( S \) by a ternary relation in the canonical way, writing \( \langle x, y, z \rangle \) for \( yS_xz \).

**Definition 2.10.** An IL-model is a quadruple \( \langle W, R, S, \models \rangle \). Here \( \langle W, R, S, \rangle \) is an IL-frame and \( \models \) is a subset of \( W \times \text{Prop} \). We write \( w \models p \) for \( \langle w, p \rangle \in \models \). As usual, \( \models \) is extended to a subset \( \overline{\models} \) of \( W \times \text{Form}_{IL} \) by demanding the following.

- \( w \overline{\models} p \) iff \( w \models p \) for \( p \in \text{Prop} \)
- \( w \nmid \bot \)
- \( w \overline{\models} A \rightarrow B \) iff \( w \nmid A \) or \( w \overline{\models} B \)
- \( w \overline{\models} \square A \) iff \( \forall v \left( wRv \Rightarrow v \overline{\models} A \right) \)
- \( w \overline{\models} A \triangleright B \) iff \( \forall u \left( wRu \land u \overline{\models} A \Rightarrow \exists v \left( uS_wv \overline{\models} B \right) \right) \)

Note that \( \overline{\models} \) is completely determined by \( \models \). Thus we will denote \( \overline{\models} \) also by \( \models \).

---

\(^4\) A relation \( R \) on \( W \) is called conversely well-founded if every non-empty subset of \( W \) has an \( R \)-maximal element.
3 Generalized semantics

In [27], Švejdar showed the independence of some extensions of IL. Some of these logics, however, had the same class of characteristic Veltman frames. Naturally, frames alone are not sufficient to distinguish between such logics so Švejdar used models combined with some bisimulation arguments instead. A generalized Veltman semantics, intended to uniformize this method, was proposed by de Jongh. This generalized semantics was previously investigated by Vuković [34], Joosten [18] and Verbrugge and was successfully used to show independence of certain extensions of IL.

We will set both the generalized Veltman semantics and the model/bisimulation method to work in order to distinguish some extensions of IL, which are indistinguishable using Veltman frames alone. We use a slight variation of the semantics used in [34]. Any result in this section can be obtained with the old semantics, we think that nevertheless this might be a useful variation.

Definition 3.1 (IL_set-frame). A structure \( \langle W, R, S \rangle \) is an IL_set-frame iff.

1. \( W \) is a non-empty set.
2. \( R \) is a transitive and conversely well-founded binary relation on \( W \).
3. \( S \subseteq W \times W \times (P(W) - \{\emptyset\}) \), such that (where we write \( yS_wx \) for \( (x, y, \{x\}) \in S \))
   - (a) if \( xS_wY \) then \( wRx \) and for all \( y \in Y \), \( wRy \),
   - (b) \( S \) is quasi-reflexive: \( wRx \) implies \( xS_w\{x\} \),
   - (c) \( S \) is quasi-transitive: If \( xS_wY \) then for all \( y \in Y \) we have that if \( y \notin Z \) and \( yS_wZ \) then \( xS_wZ \),
   - (d) \( wRxRy \) implies \( xS_w\{y\} \).

Definition 3.2 (IL_set-model). An IL_set-model is a structure \( \langle W, R, S, \models \rangle \) such that \( \langle W, R, S \rangle \) is an IL_set-frame and \( \models \) is a binary relation between elements of \( W \) and modal formulas such that the following cases apply.

1. \( \models \) commutes with boolean connectives. For instance, \( w \models A \land B \iff w \models A \) and \( w \models B \).
2. \( w \models \Box A \iff \) for all \( x \) such that \( wRx \) we have that \( x \models A \).
3. \( w \models A \rightarrow B \iff \) for all \( x \) such that \( wRx \) and \( x \models A \) there exists some \( Y \), such that \( xS_wY \) and for all \( y \in Y \), \( y \models B \).

For IL_set-models \( F = \langle W, R, S, \models \rangle \) and \( Y \subseteq W \) we will write \( Y \models A \) for \( \forall y \in Y, y \models A \).

As usual, we say that a formula \( A \) is valid on an IL_set-frame \( F = \langle W, R, S \rangle \) if for any model \( \overline{F} = \langle W, R, S, \models \rangle \), based on \( F \), and any \( w \in W \), we have \( \overline{F}, w \models A \).

Lemma 3.3 (Soundness of IL). If \( IL \models A \) then for any IL_set-frame \( F, F \models A \).
Beweis. Validity is preserved under modus ponens and generalization and trivially any propositional tautology is valid on each IL_{set}-frame. So it is enough to show that all axioms of IL are valid on each IL_{set}-frame. We only treat J2: 
\((A \supset B) \land (B \supset C) \rightarrow A \supset C\)

Suppose \(w \vdash A \supset B\) and \(w \vdash B \supset C\). Pick some \(x\) with \(wRx\) and suppose \(x \vdash A\). There exists some \(Y\) with \(xS_w Y\) and \(Y \vdash B\). W.l.o.g. we can assume that for some \(y \in Y\), \(y \not\vdash C\). Fix such a \(y\). Since \(y \vdash B\) and \(wRy\) there exists some \(Z\) such that \(yS_w Z\) and \(Z \vdash C\). In particular, \(y \notin Z\). And thus we have \(xS_w Z\).

Theorem 3.4 (Completeness of IL). If \(A\) is valid on each IL_{set}-frame, then IL \(\vdash A\).

Beweis. Suppose IL \(\not\vdash A\). Then there exists an IL-model \(M = \langle W, R, S\rangle\), and some \(m \in M\) such that \(M, m \not\vdash \neg A\). Let \(M' = \langle W, R, S', \vdash'\rangle\), where \(\vdash' = \vdash\) on propositional variables and is extended as usual, and

\[S' = \{(w, x, Y) \mid \forall y \in Y \ xS_w y\}.\]

It is easy to see that \(M'\) is an IL_{set}-model. As an example let us see that \(S\) is quasi-transitive. Suppose \(xS'_w X, y \in X\) and \(yS'_w Y\). (We can assume \(y \notin Y\), but we won’t use this.) Pick \(y' \in Y\). Then \(xS_w y\) and \(yS_w y'\). Thus \(xS_w y'\). Since \(y' \notin Y\) was arbitrary we conclude \(xS'_w Y\).

A straightforward induction on \(B\) shows that for all \(B\) we have \(w \vdash B \iff w \vdash B\). Thus we have \(m \vdash' \neg A\) and in particular \(A\) is not valid on the underling frame of \(M'\).

Definition 3.5 (IL_{set}M_0-frame). An IL_{set}-frame is an IL_{set}M_0-frame iff. for all \(w, x, y, Y\) such that \(wRx Ry S_w Y\) there exists some \(Y' \subseteq Y\) such that

1. \(xS_w Y'\) and
2. for all \(y' \in Y'\) we have that for all \(z, y'Rz \rightarrow xRz\).

Lemma 3.6. For any IL_{set}-frame \(F = \langle W, R, S\rangle\) we have \(F \models M_0\) iff. \(F\) is an IL_{set}M_0-frame.

Beweis. (\(\Rightarrow\)) Suppose \(F\) is an IL_{set}M_0-frame. Let \(\overline{F} = \langle W, R, S, \vdash \rangle\) be a model based on this frame. Pick \(w \in W\) and suppose \(w \vdash A \supset B\). Pick \(x \in W\) with \(wRx\) and \(x \not\vdash \diamond A \land \Box C\). Now there exists some \(y\) with \(xRy\) and \(y \vdash A\). Thus, for some \(Y, yS_w Y\) and \(Y \vdash B\). Since \(F\) is an IL_{set}M_0-frame, there exists some \(Y' \subseteq Y\) such that \(xS_w Y'\) and for all \(y' \in Y'\) we have that for all \(z, y'Rz \rightarrow xRz\). So, in particular, \(Y' \vdash \Box C\).

(\(\Leftarrow\)) Suppose \(F \models M_0\). Choose \(w, x, y, Y\) such that \(wRx Ry S_w Y\). Let \(p, q, s\) be distinct proposition variables. Define an IL_{set}-model \(\overline{F} = \langle W, R, S, \vdash \rangle\) as follows.

\[
\begin{align*}
v &\vdash p \iff v = y \\
v &\vdash q \iff v \in Y \\
v &\vdash s \iff xRv
\end{align*}
\]
Now, \( w \models p \supset q \) and thus \( w \models \Diamond p \land \Box s \supset q \land \Box s \). Also, \( x \models p \land \Box s \). So, there exists some \( Y' \) such that \( xS_wY' \) and \( Y' \models q \land \Box s \). But the only candidates for such an \( Y' \) are the subsets of \( Y \). Also, since \( Y' \models \Box s \), by definition of \( \models \) we have \( y' \in Y' \) and \( y'Rxz \) implies \( xRz \).

**Definition 3.7** (IL\(_{set}\)P\(_0\)-frame). An IL\(_{set}\)-frame is an IL\(_{set}\)P\(_0\)-frame iff. for all \( w,x,y,Y,Z \) such that

1. \( wRxRyS_wY \) and
2. for all \( y \in Y \) there exists some \( z \in Z \) with \( yRz \),

we have that there exists some \( Z' \subseteq Z \) with \( yS_xZ' \).

**Lemma 3.8.** For any IL\(_{set}\)-frame \( F = \langle W,R,S \rangle \) we have \( F \models P_0 \) iff. \( F \) is an IL\(_{set}\)P\(_0\)-frame.

**Bewijs.** \((\Leftarrow)\) Suppose \( F \) is an IL\(_{set}\)P\(_0\)-frame. And let \( \overline{F} = \langle W,R,S,\models \rangle \) be an IL\(_{set}\)-model based on this frame. Let \( w \in W \) and suppose \( w \models A \supset \Diamond B \). Pick \( x,y \) in \( W \) with \( wRxRy \) and \( y \models A \). There exists some \( Y \) with \( yS_wY \) and \( Y \models \Diamond B \). Let \( Z = \{ z \mid z \models B \} \). Now for all \( y \in Y \) there exists some \( z \in Z \) such that \( yRz \). So, there exists some \( Z' \subseteq Z \) with \( yS_xZ' \).

\( (\Rightarrow) \) Suppose \( F \models P_0 \). Choose \( w,x,y \in W \) and \( Y,Z \subseteq W \) such that \( wRxRyS_wY \) and for all \( y \in Y \) there exists some \( z \in Z \) with \( yRz \). Let \( p,q \) be distinct propositional variables. Define the IL\(_{set}\)-model \( \overline{F} = \langle W,R,S,\models \rangle \) as follows.

\[
\begin{align*}
v \models p & \iff v = y \\
v \models q & \iff v \in Z
\end{align*}
\]

Now, \( Y \models \Diamond q \). So, \( w \models p \supset q \) and thus, since \( w \models P_0 \), \( w \models \Box(p \supset q) \). So for some \( Z' \) we have \( yS_xZ \) and \( Z' \models q \). But the only candidates for such \( Z' \) are the subsets of \( Z \).

**Lemma 3.9.** There exists an IL\(_{set}\)P\(_0\)-frame which is not an IL\(_{set}\)M\(_0\)-frame.

**Bewijs.** Consider Figure 1. It represents an IL\(_{set}\)-frame. For clarity we have omitted the following arrows. Those needed for the transitivity of \( R \). Those needed for the quasi-reflexivity of \( S \). Those needed for the inclusion of \( S \) in \( R \). Additionally, quasi-transitivity dictates that we need \( xS_w\{z_2\}, yS_w\{z_1\} \) and \( yS_w\{z_2\} \). All the other ones are drawn.

Let us first see that we actually have an IL\(_{set}\)P\(_0\)-frame. So suppose \( vRaRbS_yB \). And let \( Z \) be such that for all \( b' \in B \) there exists some \( z \in Z \) such that \( b'Rz \).

It is not hard to see that only for \( v = w, a = x, b = y \) and \( B = \{ y_1, y_2 \} \) such a \( Z \) exists. And that moreover this \( Z \) must equal \( \{ z_1, z_2 \} \). According to the \( P_0 \)-condition we must find a \( Z' \subseteq Z \) such that \( yS_xZ \). And \( \{ z_1 \} \) is such a \( Z' \).

Now let us see that we do not have an IL\(_{set}\)M\(_0\)-frame. Put \( Y = \{ y_1, y_2 \} \). We have \( wRxRyS_wY \). So, if we do have an IL\(_{set}\)M\(_0\)-frame then for some \( Y' \subseteq Y \)
Figuur 1: Een IL set P₀-frame die niet een IL set M₀-frame is.

we hebben xSₓwY’ en voor alle y’ ∈ Y’ hebben we dat voor alle z, y’Rz impliceert xRz. But only Y’ ⊆ Y for which xSₓwY’ is Y itself. We have y2 ∈ Y, y2Rz2 but not xRz2.

Theorem 3.10. ILP₀ ⊬ M₀.

Bewijs. Indien ILP₀ ⊬ M₀ dan is M₀ geldig op enige IL set P₀-frame. Maar dan elk IL set P₀-frame is een IL set M₀-frame. Dit is echter niet zo. ⊣

Corollary 3.11. ILP₀ ⊬ R.

Bewijs. Door Theorem 3.10 en de feit dat M₀ volgt uit R. ⊣

Definition 3.12. Lat F = ⟨W, R, S⟩ een IL set-frame zijn. Voor elk wRx zeggen we dat Γ ⊆ W een keuzeset voor (w, x) is als voor elke X waarin xSₓwX, X ∩ Γ ≠ ∅.

Definition 3.13. Lat F = ⟨W, R, S⟩ een IL set-frame zijn. We zeggen dat F is een IL set R-frame iff. wRxRySₓwY impliceert dat voor alle keuzesets Γ voor (x, y) er bestaat een Y’ = Y’(Γ) ⊆ Y zodat xSₓwY’ en voor alle y’ ∈ Y’ hebben we dat voor elke z, y’Rz impliceert z ∈ Γ.

Lemma 3.14. Een IL set-frame F = ⟨W, R, S⟩ is een IL set R-frame iff. F |= R.

Bewijs. (⇒) Neem F is een IL set R-frame. Laat F = ⟨W, R, S, ⊨⟩ een model op F. Kies w, x ∈ W en neem wRx, w |= A � DataTypes B en x |= ¬(A ⊢ C). We hebben te vinden een Y’ met xSₓwY’ en Y’ |= B ∧ □¬C. Er bestaat een y ∈ W zodat xRy, y |= A en voor alle U zodat ySₓwU er bestaat een u ∈ U met u |= ¬C. Laten we Γ een keuzeset voor (x, y) zijn dat Γ |= ¬C en Γ ⊆ ∪ ySₓwU. Sinds w |= A ⊢ B kunnen we vinden een Y zodat ySₓwY en
By the R frame condition we can find some $Y' \subseteq Y$ such that $xS_wY'$ and for all $y' \in Y'$ we have that for all $z$, $y'Rz$ implies $z \in \Gamma$. So since $\Gamma \models \neg C$ we conclude $Y' \models B \land \Box \neg C$.

$(\Leftarrow)$. Suppose $F \models R$. Let $w, x, y, Y \in W$ and suppose $wRxRyS_wY$. Let $\Gamma$ be a choice set for $(x, y)$. Let $p, q, s, t$ be distinct propositional variables. Define the IL-set-model $\mathcal{F} = \langle W, R, S, \models \rangle$ as follows.

$$
v \models p \iff v = y
$$

$$
v \models q \iff v \in Y
$$

$$
v \models s \iff v \not\in \Gamma
$$

Now, $w \models p \models q$. So, $w \models \neg(p \models s) \models q \land \Box s$. Also, $\Gamma \models \neg s$. So, $x \models \neg(p \models s)$ and therefore there exists some $Y'$ such that $xS_wY'$ and $Y' \models q \land \Box s$. Since $Y' \models q$ we must have $Y' \subseteq Y$. Now let $y' \in Y'$ and pick some $z$ for which $y'Rz$. Then $z \models \neg s$ and thus by definition of $\models$, $z \in \Gamma$. \(\dashv\)

**Theorem 3.15.** ILP$_0$M$_0 \not\models R$.

**Bewijs.** Now that we have all the frame conditions at hand, we will provide a frame that is both a P$_0$ and a M$_0$ frame but not an R frame. We define the required frame $F$ as follows.

$$F = \langle W, R, S \rangle$$

with $W = \{w, x, y, a_0, a_1, b_0, b_1\}$

$R$ and $S$ are defined by the minimal requirements below:

$$wRxRyS_wA$$

$$ys_xB$$

where $A = \{a_0, a_1\}$ and $B = \{b_0, b_1\}$

$a_iRb_i$ for $i = 0, 1$ and

$xRb_i$ for $i = 0, 1$.

We conclude the proof with a series of easy observations.

1. $F$ is an IL$_{set}$M$_0$ frame is clear: let $Y' = Y = A$ in Definition 3.3.
2. $F$ is an IL$_{set}$P$_0$ frame is clear: let $Z' = Z = B$ in Definition 3.7.
3. $F$ is not an ILR frame: Let $\Gamma$ be a choice set for $(x, y)$ that omits $b_0$. As for any $Y'$ we have $yS_wY' \subseteq Y$ implies $Y' = Y$, we see that $a_0 \in Y'$. But $a_0Rb_0$ and $b_0 \not\in \Gamma$. \(\dashv\)

We can also formulate a frame condition for $W$. However it shall turn out that this frame condition becomes so intricate that it is not efficient to work with even over finite frames. However, one can check that the exposed counter frames above are indeed also IL$_{set}$W frames. We choose not to do so and rather give direct proofs that include $W$ in Section 4. We start by defining a higher order property Not−W on frames. In this definition, capital letters shall range over subsets and lower case to elements of the domain. The index $i$ is supposed to run over the natural numbers.
Definition 3.16.

\[ \text{Not–W} := \exists w, z_0, \{Y_i\}_{i \in \omega}, \{y_i\}_{i \in \omega}, y_i \in Y_i, Z, \{z_{i+1}\}_{i \in \omega}, z_{i+1} \in Z \]

\[
\forall i \in \omega(z_i S_w Y_i \ni y_i R_{z_{i+1}}) &
\forall z \in Z \exists i \in \omega z S_w Y_i &
\forall z \in Z \forall Y(z S_w Y \land Y \subseteq (\cup_{i \in \omega} Y_i) \rightarrow \exists z' \in Z \exists y \in Y y R z')\]

Lemma 3.17. For any IL set frame F we have that

\[ F \models \text{Not–W} \iff F \not\models W. \]

Beweis. "\(\Rightarrow\)": Suppose Not–W holds. We use the same notation as in the definition and set out to define a valuation so that the instance \(pv \rightarrow pv \land \Box \neg p\) of W fails.

We define

\[
a \models p \iff a \in Z
\]

\[
a \models q \iff \exists i \in \omega a \in Y_i
\]

Now clearly \(w \models p \rightarrow q\) as \(\forall z \in Z \exists i \in \omega z S_w Y_i\) and \(p\) is only true at points in \(Z\) and the \(Y_i\) make \(q\) true. However, \(w \models p \rightarrow q \land \Box \neg p\) can never hold. For, suppose that some \(Y\) and some \(z \in Z\) we have that \(z S_w Y\) and \(Y \models q\). By the definition of \(\models\) clearly, \(Y \subseteq (\cup_{i \in \omega} Y_i)\), whence \(\exists z' \in Z \exists y \in Y y R z'\) and \(Y \not\models \Box \neg p\) as \(z' \models p\).

"\(\Leftarrow\)". Suppose that \(A \rightarrow B \rightarrow A \rightarrow B \land \Box \neg A\) fails to hold in \(w\) in some model based on \(F\). We will set out to find the required \(z_0, \{Y_i\}_{i \in \omega}, \{y_i\}_{i \in \omega}, y_i \in Y_i, Z, \{z_{i+1}\}_{i \in \omega}, z_{i+1} \in Z\).

As \(w \models \neg(A \rightarrow B \land \Box \neg A)\), we can find \(z_0\) with \(w R z_0 \models A\) such that for no \(Y\) with \(z_0 S_w Y\) we have \(Y \models B \land \Box \neg A\). To find our other entities, we will need a technical definition of \(\mathcal{R}_{w, z_0}\) of those those worlds that are reachable from \(w\) by means of \(R\) and \(S_w\) successors.

\[
\begin{align*}
z_0 &\in \mathcal{R}_{w, z_0}; \\
y &\in \mathcal{R}_{w, z_0} \land y S_w Y &\Rightarrow Y \subseteq \mathcal{R}_{w, z_0}.
\end{align*}
\]

Next, we define

\[
Z := \{x \in \mathcal{R}_{w, z_0} \mid x \models A \land (\exists Y \exists y \in Y(y S_w Y \land y R x) \lor x = z_0)\}
\]

and

\[
Y := \{Y \subseteq \mathcal{R}_{w, z_0} \mid z S_w Y \models B \text{ for some } z \in Z\}.
\]

Now it is easy to pick \(\{Y_i\}_{i \in \omega}\) with \(Y_i \in Y\) and to pick \(\{z_i\}_{i \in \omega} \subseteq Z\) such that \(z_i S_w Y_i \ni y_i R z_{i+1}\): as the \(z_i \models A\) we can go via \(S_w\) to some \(Y \models B\) whence by definition \(Y \in \mathcal{R}_i\) as \(Y \not\models \Box \neg A\), at some \(R\) successor \(z\) of some \(y \in Y\) we have \(z \models A\) whence \(z \in Z\).

By the definitions of \(Z\) and \(Y\) we have that \(\forall z \in Z \exists i \in \omega z S_w Y_i\). Thus we only need to check that \(\forall z \in Z \forall Y (z S_w Y \land Y \subseteq (\cup_{i \in \omega} Y_i) \rightarrow \exists z' \in Z \exists y \in Y y R z')\). But this is also not hard. If we consider any \(z \in Z\) and \(Y\) for which \(z S_w Y \land Y \subseteq (\cup_{i \in \omega} Y_i)\), we see that \(Y \models B\). But, as also \(z_0 S_w Y\), we need to have \(Y \not\models B \land \Box \neg A\) whence we can find some \(y \in Y\) and \(z' \in Z\) with \(y R z' \models B\).
4 Incompleteness of ILP₀W∗

Let us first calculate the frame condition of R where
\[ R := A \triangleright B \rightarrow \neg (A \triangleright \neg C) \triangleright B \land \Box C. \]

It turns out to be the same frame condition as for \( P₀ \) (see [18]).

**Lemma 4.1.** \( F \models R \iff [xRy zSₓ uRv \rightarrow zSᵧv] \)

**Beweis.** \( \Leftarrow \) Suppose that at some world \( x \models A \triangleright B \). We are to show \( x \models \neg (A \triangleright \neg C) \triangleright B \land \Box C \). Thus, if \( xRy \models \neg (A \triangleright \neg C) \) we need to go via an \( Sₓ \) to a \( u \) with \( u \models B \land \Box C \).

As \( y \models \neg (A \triangleright \neg C) \), we can find \( z \) with \( yRz \models A \). Now, by \( x \models A \triangleright B \), we can find \( u \) with \( ySₓu \models B \). We shall now see that \( u \models B \land \Box C \) and clearly \( ySₓu \).

\( \Rightarrow \) We suppose that \( R \) holds. Now we consider arbitrary \( a,b,c,d \) and \( e \) with \( aRb RcSa dRe \). For propositional variables \( p,q \) and \( r \) we define a valuation \( \models \) as follows.

\[
\begin{align*}
x \models p & :\iff x = c \\
x \models q & :\iff x = d \\
x \models r & :\iff cSₓx
\end{align*}
\]

Clearly, \( a \models p \land q \) and \( b \models \neg (p \land \neg r) \). By \( R \) we conclude \( a \models \neg (p \land \neg r) \triangleright q \land \Box r \).

Thus, \( d \models q \land \Box r \) which implies \( cSₓe \). \( \dashv \)

As \( P₀ \) and \( R \) have the same frame condition we can never find an \( R \)-frame on which \( P₀ \) fails to hold. However, the following elementary lemma tells us that it is not necessary to work with frames.

**Lemma 4.2.** Let \( M \) be a model such that \( \forall w \in M \; w \models ILX \) then \( ILX \vdash \varphi \Rightarrow M \models \varphi \).

**Beweis.** By induction on the derivation of \( \varphi \). \( \dashv \)

We can now prove the main theorem of this section.

**Theorem 4.3.** \( ILP₀W^* \not\models R \)

**Beweis.** We consider the model \( M \) from Figure 2 and shall see that \( M \models ILP₀W^* \) but \( M, a \not\models R \). By Lemma 4.2 we conclude that \( ILP₀W^* \not\models R \).

As \( M \) satisfies the frame condition for \( W^* \), it is clear that \( M \models W^* \). We shall now see that \( M \models \triangleright A \triangleright B \rightarrow \Box (A \triangleright B) \) for any formulas \( A \) and \( B \).

A formula \( \Box (A \triangleright B) \) can only be false at some world with at least two successors. Thus, in \( M \), we only need to consider the point \( a \). So, suppose \( A \triangleright \Diamond B \). For which \( x \) with \( aRx \) can we have \( x \models A \)?

As we have to be able to go via an \( Sₓ \)-transition to a world where \( \Diamond B \) holds, the only candidates for \( x \) are \( b, c \) and \( d \). But clearly, \( c \) and \( f \) make true the same modal formulas. From \( f \) it is impossible to go to a world where \( \Diamond B \) holds.
Thus, if $a \vdash A \triangleright \Box B$, the $A$ can only hold at $b$ or at $d$. But this automatically implies that $a \vdash \Box(A \triangleright B)$ and $M \models P_0$.

It is not hard to see that $a \not\vdash R$. Clearly, $a \vdash p \triangleright q$ and $b \vdash \lnot(p \triangleright \lnot r)$. However, $d \not\vdash q \land \Box r$ and thus $a \not\vdash \lnot(p \triangleright \lnot r) \triangleright q \land \Box r$. ⊣

The following lemma tells us that $ILR$ is a proper extension of $ILM_0P_0$.

**Lemma 4.4.** $ILR \vdash M_0, P_0$

*Bewijs.* As $IL \vdash \Diamond A \land \Box C \rightarrow \lnot(A \triangleright \lnot C)$ we get that $A \triangleright B \rightarrow \Diamond A \land \Box C \triangleright \lnot(A \triangleright \lnot C)$ and $M_0$ follows from $R$.

The principle $P_0$ follows directly from $R$ by taking $C = \lnot B$. ⊣

We can consider the principle $R^*$ that can be seen, in a sense, as the union of $W$ and $R$.

$$R^*: \quad A \triangleright B \rightarrow \lnot(A \triangleright \lnot C) \triangleright B \land \Box \neg A \land \Box \neg A$$

**Lemma 4.5.** $ILRW = ILR^*$

*Bewijs.* $\supseteq: A \triangleright B \rightarrow A \triangleright B \land \Box \neg A \rightarrow \lnot(A \triangleright \lnot C) \triangleright B \land \Box \neg C \land \Box \neg A$.

$\subseteq: A \triangleright B \rightarrow \lnot(A \triangleright \lnot C) \triangleright B \land \Box C \land \Box \neg A \triangleright B \land \Box C$; and if $A \triangleright B$, then $A \triangleright B \triangleright ((B \land \Box \neg A) \lor \Diamond A) \triangleright B \land \Box \neg A$, as $A \triangleright B \rightarrow \lnot(A \triangleright \bot) \triangleright B \land \Box \top \land \Box \neg A$. ⊣
5 Arithmetical soundness of \( R \)

Let us first recall Definition 2.7, that is, the definition of the interpretability logic of all reasonable arithmetical theories. We shall write \( \text{IL}(\text{All}) \). We defined \( \text{IL}(\text{All}) \) to be the set of modal formulas that are interpretability principles in any reasonable arithmetical theory. That is, the set of \( \varphi \) for which

\[
\forall T \forall^* T \vdash \varphi^*.
\]

In [28] \( \text{IL}(\text{All}) \) was conjectured to be \( \text{IL}_W \). In [30] this conjecture was falsified and strengthened to a new conjecture. There it was conjectured that \( \text{IL}_W^* \), which is a proper extension of \( \text{IL}_W \), is \( \text{IL}(\text{All}) \).

In [18] it was proved that the logic \( \text{IL}_W^* P_0 \) is a proper extension of \( \text{IL}_W^* \), and that \( \text{IL}_W^* P_0 \) is a subsystem of \( \text{IL}(\text{All}) \). This falsified the conjecture from [30]. In [18] it is also conjectured that \( \text{IL}_W^* P_0 \) is not the same as \( \text{IL}(\text{All}) \).

In [19] it was conjectured that \( \text{IL}_W^* P_0 = \text{IL}(\text{All}) \). As we will see below we have that the logic \( \text{IL}_W^* P_0 \) is a subsystem of \( \text{IL}(\text{All}) \) and a proper extension of \( \text{IL}_W^* P_0 \). This rejects the conjecture pronounced in [18]. With all this conjecturing and refuting of conjectures we are rather hesitant in proposing as a new conjecture that \( \text{IL}_W^* P_0 = \text{IL}(\text{All}) \).

We shall now give the proof that the new principle \( R \) is arithmetically valid in all reasonable theories. In the proof we shall employ some well-known arithmetical facts. We will now first briefly summarize these facts.

**Definition 5.1.** A definable \( T \)-cut is a formula \( I(x) \) with one free variable, such that \( T \vdash I(0) \land \forall x (I(x) \rightarrow I(x + 1)) \). \( \text{Cut}(\cdot) \) will denote the function that assigns to the code of a formula \( \varphi \), the code of the formula expressing that \( \varphi \) is a cut, that is, \( \varphi(0) \land \forall x \left( \varphi(x) \rightarrow \varphi(x + 1) \right) \) (whenever \( \varphi \) is of the right format).

The function \( \text{Cut}(\cdot) \) is a very easy function. It is certainly provably total in \( \text{I} \Delta_0 + \Omega_1 \). In this section we shall denote the translation of a formula \( \varphi \) under an interpretation \( j \) by \( j(\varphi) \). If \( I \) is a cut and \( \varphi \) a formula, we shall by \( \varphi^I \) denote the formula \( \varphi \), where all the quantifiers in \( \varphi \) are relativized to the cut \( I \). The following lemma is mentioned (as an exercise) in [23]. It is central to many arguments in the field of formalized interpretability.

**Lemma 5.2** (Pudlák). There exists a function \( f \), provably total in \( \text{I} \Delta_0 + \Omega_1 \), such that for any reasonable arithmetical theory \( T \), the following holds.

\[
T \vdash j : \alpha \triangleright_T \beta \rightarrow [\Box_T \text{Cut}(f(j)) \land \forall \sigma \in \Sigma_1 \! j : \alpha \land \sigma^I(j) \triangleright_T \beta \land \sigma]
\]

Another fact from arithmetic that we shall need, is that we can perform the Henkin construction using numbers from a cut. This is expressed by the following lemma.

**Lemma 5.3.** For any reasonable arithmetical theory \( T \) we have that

\[
T \vdash \Box_T (\text{Cut}(I)) \rightarrow \Diamond_T \alpha \triangleright_T \alpha.
\]

\(^5\)In fact, we have strong evidence that actually \( \text{IL}_W \neq \text{IL}(\text{All}) \).
These two lemmas are enough to prove the arithmetical soundness of the principle $R$. Note that the $j$, $I$, $\alpha$ and $\beta$ in Lemma 5.2 and 5.3 are parameters and hence could be universally quantified within the theory.

**Theorem 5.4** (Soundness of $R$). *For any reasonable arithmetical theory $T$ we have the following.*

$$T \vdash \alpha \triangleright \beta \rightarrow \neg(\alpha \triangleright \neg \gamma) \triangleright \beta \land \Box \gamma$$

**Bewijs.** Let $f$ denote the function from Lemma 5.2. To prove our theorem, we reason in $T$ and assume $\alpha \triangleright \beta$. Thus, for some interpretation $j$ we have $j : \alpha \triangleright \beta$. We now claim that

$$\neg(\alpha \triangleright \neg \gamma) \rightarrow \Box(\alpha \land \Box f(j) \gamma). \quad (+)$$

Let us first see that this claim, indeed entails the result.

$$\neg(\alpha \triangleright \neg \gamma) \triangleright \Box(\alpha \land \Box f(j) \gamma) \quad \text{By (+)}$$

$$\Box(\alpha \land \Box f(j) \gamma) \triangleright \Box \beta \land \Box \gamma \quad \text{By Lemma 5.3 and } j : \alpha \triangleright \beta$$

Thus, now we only need to prove the claim. We will prove (+) by showing the logical equivalent

$$\Box(\alpha \rightarrow \Box f(j) \neg \gamma) \rightarrow \alpha \triangleright \neg \gamma. \quad (++)$$

We reason as follows.

$$\Box(\alpha \rightarrow \Box f(j) \neg \gamma) \rightarrow \Box \alpha \land \Box f(j) \neg \gamma \quad \text{By J1}$$

$$\alpha \triangleright \Box f(j) \neg \gamma \rightarrow \alpha \triangleright \neg \gamma \quad \text{By Lemma 5.3 and J2}$$

$$\neg$$

**Referenties**

[1] C. Areces, D. de Jongh, and E. Hoogland. The interpolation theorem for IL and ILP. In *Proceedings of AiML98. Advances in Modal Logic*, Uppsala. Sweden, October 1998. Uppsala University.

[2] L.D. Beklemishev. On the complexity of arithmetic interpretations of modal formulae. *Archive for Mathematical Logic*, 32:229–238, 1993.

[3] A. Berarducci. The interpretability logic of Peano arithmetic. *Journal of Symbolic Logic*, 55:1059–1089, 1990.

[4] P. Blackburn, M. de Rijke, and Y. Venema. *Modal Logic*. Cambridge University Press, 2001.
[5] G. Boolos. *The Logic of Provability*. Cambridge University Press, Cambridge, 1993.

[6] D. de Jongh and G. Japaridze. The Logic of Provability. In S.R. Buss, editor, *Handbook of Proof Theory*. Studies in Logic and the Foundations of Mathematics, Vol.137., pages 475–546. Elsevier, Amsterdam, 1998.

[7] D. de Jongh and D. Pianigiani. Solution of a problem of David Guaspari. *Studia Logica*, 1996.

[8] D.H.J. de Jongh and F. Veltman. Provability logics for relative interpretability. In [22], pages 31–42, 1990.

[9] D.H.J. de Jongh and F. Veltman. Modal completeness of ILW. In J. Gerbrandy, M. Marx, M. Rijke, and Y. Venema, editors, *Essays dedicated to Johan van Benthem on the occasion of his 50th birthday*. Amsterdam University Press, Amsterdam, 1999.

[10] D.H.J. de Jongh and A. Visser. Explicit fixed points in interpretability logic. *Studia Logica*, 50:39–50, 1991.

[11] E. Goris. Extending ILM with an operator for $\Sigma_1$-ness. Ilc prepublication series, University of Amsterdam, 2003.

[12] D. Guaspari. Sentences implying their own provability. *Journal of Symbolic Logic*, 48:777–789, 1983.

[13] P. Hájek and P. Pudlák. *Metamathematics of First Order Arithmetic*. Springer-Verlag, Berlin, Heidelberg, New York, 1993.

[14] R. Hirsch and I. Hodkinson. *Relation Algebras by Games*, volume 147 of *Studies in Logic*. Elsevier, North-Holland, 2002.

[15] I. Hodkinson, S. Mikulás, and Y. Venema. Axiomatizing complex algebras by games. *Algebra Universalis*, 46:455–478, 2001.

[16] K.N. Ignatiev. The provability logic of $\Sigma_1$-interpolability. *Annals of Pure and Applied Logic*, 64:1–25, 1993.

[17] G.K. Japaridze. The logic of the arithmetical hierarchy. *Annals of Pure and Applied Logic*, 66:89–112, 1994.

[18] J.J. Joosten. Towards the interpretability logic of all reasonable arithmetical theories. Master’s thesis, University of Amsterdam, 1998.

[19] J.J. Joosten and A. Visser. The interpretability logic of all reasonable arithmetical theories. *Erkenntnis*, 53(1–2):3–26, 2000.

[20] E. Goris and J. J. Joosten. Modal Matters for Interpretability Logic. *Logic Journal of the Interest Group in Pure and Applied Logics*, 16: 371 - 412, August 2008.
[21] C.F Kent. The relation of $A$ to $\text{Prov}^\downarrow A$ in the Lindenbaum sentence algebra. *Journal of Symbolic Logic*, 38:359–367, 1973.

[22] P.P. Petkov, editor. *Mathematical logic, Proceedings of the Heyting 1988 summer school in Varna, Bulgaria*. Plenum Press, Boston, 1990.

[23] P. Pudlák. Cuts, consistency statements and interpretations. *Journal of Symbolic Logic*, 50:423–441, 1985.

[24] V. Shavrukov. The logic of relative interpretability over Peano arithmetic (in Russian). Technical Report Report No.5, Steklov Mathematical Institute, Moscow, 1988.

[25] R.M. Solovay. Provability interpretations of modal logic. *Israel Journal of Mathematics*, 28:33–71, 1976.

[26] A. Tarski, A. Mostowski, and R. Robinson. *Undecidable theories*. North-Holland, Amsterdam, 1953.

[27] V. Švejdar. Some independence results in interpretability logic. *Studia Logica*, 50:29–38, 1991.

[28] A. Visser. Preliminary notes on interpretability logic. Technical Report LGPS 29, Department of Philosophy, Utrecht University, 1988.

[29] A. Visser. Interpretability logic. In [22], pages 175–209, 1990.

[30] A. Visser. The formalization of interpretability. *Studia Logica*, 50(1):81–106, 1991.

[31] A. Visser. A course on bimodal provability logic. *Annals of Pure and Applied Logic*, pages 109–142, 1995.

[32] A. Visser. An overview of interpretability logic. In M. Kracht, M. de Rijke, and H. Wansing, editors, *Advances in modal logic ’96*, pages 307–359. CSLI Publications, Stanford, CA, 1997.

[33] A. Visser. Faith & Falsity: a study of faithful interpretations and false $\Sigma^0_1$-sentences. Logic Group Preprint Series 216, Department of Philosophy, Utrecht University, Heidelberglaan 8, 3584 CS Utrecht, October 2002.

[34] M Vuković. Some correspondence of principles in interpretability logic. *Glasnik Matematički*, 31(51):193–200, 1996.