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Abstract
Forced-choice questionnaires have been proposed to avoid common response biases typically associated with rating scale questionnaires. To overcome ipsativity issues of trait scores obtained from classical scoring approaches of forced-choice items, advanced methods from item response theory (IRT) such as the Thurstonian IRT model have been proposed. For convenient model specification, we introduce the thurstonianIRT R package, which uses Mplus, lavaan, and Stan for model estimation. Based on practical considerations, we establish that items within one block need to be equally keyed to achieve similar social desirability, which is essential for creating forced-choice questionnaires that have the potential to resist faking intentions. According to extensive simulations, measuring up to five traits using blocks of only equally keyed items does not yield sufficiently accurate trait scores and inter-trait correlation estimates, neither for frequentist nor for Bayesian estimation methods. As a result, persons’ trait scores remain partially ipsative and, thus, do not allow for valid comparisons between persons. However, we demonstrate that trait scores based on only equally keyed blocks can be improved substantially by measuring a sizable number of traits. More specifically, in our simulations of 30 traits, scores based on only equally keyed blocks were non-ipsative and highly accurate. We conclude that in high-stakes situations where persons are motivated to give fake answers, Thurstonian IRT models should only be applied to tests measuring a sizable number of traits.
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Psychometric questionnaires have long used rating scales as a response format from which to glean information from, but rating items are prone to several response biases such as social desirability, acquiescence, and extremity bias (Wetzel, Böhnke, & Brown, 2016). A promising alternative to rating items with Likert scales has been to use questionnaires with forced-choice (FC) items, as FC scales may solve these problems (e.g., Brown & Bartram, 2013; Hontangas et al., 2015; Paulhus, 1991; Saville & Willson, 1991). Application contexts best suited to FC items are high-stakes situations in which respondents are motivated to give fake answers, such as in personnel selection (Christiansen, Burns, & Montgomery, 2005; Stewart, Darnold, Zimmerman, Parks, & Dustin, 2010) and in studies where respondents have varying levels of the aforementioned response styles—for example, in cross-cultural research (He, Bartram, Inceoglu, & Vijver, 2014; Johnson, Kulesa, Cho, & Shavitt, 2005; Ross & Mirowsky, 1984; Rudmin & Ahmadzadeh, 2001). FC scales may also be applicable in a number of other fields, such as value measurement (Döring, Blauensteiner, Aryus, Drögekamp, & Bilsky, 2010; J. A. Lee, Soutar, & Louviere, 2008; Schwarz & Cieciuch, 2016) and market research (Parvin & Wang, 2014).

Yet traditional scoring methods for FC items yield ipsative person parameters; that is, the score of an individual depends on the individual’s score on other variables. Derived scores are therefore inappropriate for interindividual comparisons (Cattell, 1944; Hicks, 1970). A discussion of related psychometric problems can be found in Baron (1996), while issues in employee selection are detailed in Johnson, Wood, and Blinkhorn (1988) and Meade (2004).

To overcome these problems, a new scoring method for FC items has recently been introduced: Thurstonian item response theory (T-IRT) models (Brown & Maydeu-Olivares, 2011). In contrast to traditional scoring methods for FC items, estimates obtained from T-IRT models are designed to be non-ipsative and therefore to allow for comparisons between individuals. Although other non-ipsative scoring methods based on IRT techniques have been proposed (for an overview, see Brown, 2016), T-IRT models are the most comprehensive and best-established approach for dominance items. They allow test constructors to model choices between two or more items measuring multiple dimensions.

However, as already mentioned by Brown and Maydeu-Olivares (2011) in their initial publication, the goodness of T-IRT person parameter estimates depends on several test characteristics—for instance, whether items are all keyed in the same direction. It is still unknown if the model actually produces more valid parameter estimation in situations it is designed to be used for—for instance, in personnel selection settings or other contexts where individuals are motivated to endorse every item. We will argue that this may be rooted in the fact that for applied contexts, tests can hardly be constructed meeting the tests characteristics recommended by Brown and Maydeu-Olivares (2011). Therefore, it has to be established how severe the estimation problems are when taking into consideration practical limitations in test construction, such as equally keyed items, a limited number of traits, and a limited number of items. Our article seeks to address this issue and contribute to the
literature in four different ways. After a brief summary of the model, we (a) review
the literature on the model’s properties and validity, (b) discuss minimal require-
ments to construct faking resistant FC tests, (c) introduce a software package imple-
menting the method in R, and then (d) use simulation studies to investigate potential
estimation problems as well as biases in depth. Last, we discuss implications for the
perspectives of the model.

The Thurstonian IRT Model

As the T-IRT model has been thoroughly described (Brown & Maydeu-Olivares,
2011, 2012), we do not attempt to reiterate every detail here; instead, we focus on
the most important points to understand the model. In FC tests, items are presented
in blocks of two or more items, and test takers can receive different instructions for
how to respond to the items. For example, participants can be asked to rank order all
items, choose the most and least preferred item, or select only one item. In the fol-
lowing, we will focus on rankings, as all other formats represent partial rankings and
follow the same rationale (for a detailed introduction, see Brown & Maydeu-
Olivares, 2011). Ranking tasks can be thought of as if participants are comparing
each stimulus (i.e., each item) with every other item in the block in separate judg-
ments (Maydeu-Olivares & Böckenholt, 2005; Thurstone, 1931). This procedure
yields to \( \tilde{n} = n(n - 1)/2 \) comparisons of two items in a block of \( n \) items. For exam-
ple, for a block of the three items \( \{A, B, C\} \), the three comparisons \( \{A, B\}, \{A, C\}, \)
and \( \{B, C\} \) can be derived. Responses to these paired comparisons (and therefore
also to rankings) can be coded in a binary pattern. Let \( y_{ik} \) be the observed response
of a certain respondent for whether he or she prefers item \( i \) over item \( k \) in a given
block. If item \( i \) is preferred, we set \( y_{ik} = 1 \). Else, if item \( k \) is preferred, we set \( y_{ik} = 0 \).

To model these responses, T-IRT draws on the Law of Comparative Judgment
(Thurstone, 1927). Under this law, every item \( i \) elicits a utility, which we will call \( t_i \).
The utility is a latent variable that can be thought of as the psychological value or
desiredness of an item (Maydeu-Olivares & Böckenholt, 2005). Item \( i \) is preferred
over item \( k \) if and only if the utility of item \( i \) is greater than or equal to the utility of
item \( k \), that is if \( t_i \geq t_k \). Each latent utility \( t_i \) is assumed to be a linear function of the
latent traits \( \eta \). Throughout, we assume that each item loads only on one trait, which
is the usual assumption when fitting the model in practice. Thus, \( t_i \) will only load on
one latent trait \( \eta_{a} \). That is, we model the utilities as

\[
t_i = \mu_i + \lambda_i \eta_a + \epsilon_i
\]

with \( \mu_i \) being the mean of the latent utility \( t_i \), \( \lambda_i \) being the factor loading of item \( i \) on
the latent trait \( \eta_a \), and \( \epsilon_i \) being an independently normally distributed error with var-
iance \( \epsilon_i^2 \). Furthermore, we assume the latent traits to be multivariate normally distrib-
uted with mean zero and correlation matrix \( \Phi \). For identifiability, the variances of the
latent traits are fixed to one. These assumptions result in a structural equation model
exemplified in figure 1 of Brown and Maydeu-Olivares (2011).
Since the latent utilities $t_i$ are not of interest themselves in an IRT context, we can marginalize over them and directly model the difference of the utilities $y_{ik}^* = t_i - t_k$ with $y_{ik}^* = 1$ if and only if $y_{ik}^* \geq 0$. Following Equation (1), we can write

$$y_{ik}^* = \mu_i + \lambda_i \eta_a + \epsilon_i - \mu_k - \lambda_k \eta_b - \epsilon_k.$$  \hspace{1cm} (2)

The resulting structural equation model is exemplified in figure 2 of Brown and Maydeu-Olivares (2011). The intercept of the above model can naturally be defined as $\gamma_{ik} = \mu_i - \mu_k$. However, following Brown, we do not impose this restriction and just let $\gamma_{ik}$ be free to vary for all item comparisons $ik$. Also, for consistency with Brown, we use $-\gamma_{ik}$ as the intercept instead of $\gamma_{ik}$. Since both $\eta$ and $\epsilon$ are assumed to be normally distributed, the item-characteristic function can be written as

$$P(y_{ik} = 1|\eta_a, \eta_b) = \Phi \left( \frac{-\gamma_{ik} + \lambda_i \eta_a - \lambda_k \eta_b}{\sqrt{\psi_i^2 + \psi_k^2}} \right)$$  \hspace{1cm} (3)

with $\Phi$ being the standard normal distribution function in the above equation. When using Equation (3) as the pointwise likelihood, the data are not conditionally independent given the parameters on the right-hand side. More precisely, if $y_{ik}$ and $y_{ij}$ are from the same block and contain the same item $i$, then the residual correlation of $y_{ik}$ and $y_{ij}$ given the above model is $\text{cor}(y_{ik}, y_{ij}) = \pm \psi_i^2$. We may extend the pointwise likelihood to directly include this residual correlation, so that the data are conditionally independent given the parameters:

$$P(y_{ik} = 1|\eta_a, \eta_b) = \Phi \left( \frac{-\gamma_{ik} + \lambda_i \eta_a - \lambda_k \eta_b + \nu_i - \nu_k}{\sqrt{\psi_i^2 + \psi_k^2}} \right).$$  \hspace{1cm} (4)

We can understand the $\nu$ parameters as random effects with $\nu_i \sim N(0, \psi_i)$ capturing the residual correlation of data related to the same item $i$. The latter expression of the T-IRT model is helpful when implementing it outside a structural equation modeling framework.

**Previous Validation Studies**

T-IRT models were developed to estimate non-ipsative person parameters based on FC questionnaires. Thus, FC questionnaires analyzed by means of T-IRT are assumed to restrict the influence of the aforementioned response biases while meeting all common psychometric requirements. The promise behind the model, therefore, is to finally provide unbiased and consequently more valid person parameter estimates in contexts where these are hard to obtain, such as in situations where respondents are motivated to give fake answers. Therefore, many test developers have adopted this technique and constructed tests that rely on T-IRT models (e.g., Anguiano-Carrasco,
MacCann, Geiger, Seybert, & Roberts, 2015; Brown & Bartram, 2013; Guenole, Brown, & Cooper, 2018; Lewis, 2015; Merk, 2016).

At the same time, several studies have investigated different aspects of the model’s validity. In a think-aloud task when completing FC items, respondents indeed reported making pairwise comparisons between all items of a triplet—that is, a block of three items (Sass, Frick, Reips, & Wetzel, 2018). Thus, one of the key components of T-IRT models, the transformation of rankings into pairwise comparisons, seems to describe respondents’ underlying decision-making processes reasonably well. However, this study also draws attention to a limitation of this modeling technique: Only 76% of the participants reported having no difficulty in keeping the information for all statements in mind to appraise the utility of an item relative to the utilities of all other items in the block. Furthermore, as the Sass et al. (2018) study only used triplets, this limitation likely leads to severe violations of the model assumptions when blocks with more items are employed.

A second line of studies has compared T-IRT models with results of rating scales and other FC scoring procedures. FC-based T-IRT scores correlated with results from rating scales substantially (on average .76 in Guenole et al., 2018; and .79 in P. Lee, Lee, & Stark, 2018). However, in combination with differing loading patterns between both conditions, these results suggest that the two response formats (FC vs. rating) produce different trait meanings (Guenole et al., 2018).

Compared with other scoring procedures for FC items, T-IRT scores yield equal or better convergent and discriminant validity results (Anguiano-Carrasco et al., 2015; P. Lee et al., 2018). In comparison to rating items, three studies (Anguiano-Carrasco et al., 2015; Brown & Maydeu-Olivares, 2013; P. Lee et al., 2018) reported that T-IRT scores had slightly lower validity estimates. However, the validation scales used in two of these studies (Anguiano-Carrasco et al., 2015; P. Lee et al., 2018) had a rating format and thus might have led to a common method effect with the rating version of the validated questionnaires. Moreover, none of these studies was conducted under high-stakes conditions and therefore participants had limited incentive to distort their answers; under these conditions, FC items cannot derive a benefit from their potential to combat insincere answers. In a situation with a higher motivation to distort (i.e., in a 360-degree feedback) and when the criterion itself was an FC test, T-IRT yielded better validity estimates than conventionally scored rating items (Brown, Inceoglu, & Lin, 2017). However, for two reasons these results need to be interpreted with caution. First, in an aforementioned study by Brown and Maydeu-Olivares (2013), the median correlation between IRT scored rating items and T-IRT scored FC items was .70 for the same questionnaire. In contrast, the median correlation for ipsative FC and T-IRT FC scores was .88. This suggests a considerable influence of the response format. For this reason, it is problematic to compare validity estimates of FC versus rating scores when the criterion itself is an FC score. Second, Brown et al. (2017) modeled responses to rating items not only conventionally but in a second condition with an additional bias factor, too. Rating items analyzed with this method yielded equal convergent validities compared with FC-based T-IRT scores.
In sum, there is still a lack of convincing validation studies in which FC-based T-IRT scores achieve higher validity estimates than their rating scale counterparts.

**Equally Versus Unequally Keyed Items**

As mentioned earlier, FC items are supposed to reduce a variety of response biases associated with Likert scales. In many high-stakes contexts such as personnel selection, however, preventing socially desirable responding is of primary interest. The rationale behind using FC items for this purpose is to force respondents to choose from several equally attractive options (McCloy, Heggestad, & Reeve, 2005). In this way, it is—in contrast to rating items—impossible for participants to fully endorse every attractive item. Thus, the mere fit between the person and the item is assumed to elicit the choice of a specific item.

Evidently, for FC techniques to work as they are supposed to, all items within a block need to be equally desirable. For this reason, Brown and colleagues (2017, p. 142) clearly state, “Careful matching on desirability of behaviors within each block is strongly recommended to minimize nonuniform response distortions.” Thus, FC tests will only resist distortion attempts if they are constructed reasonably, that is, if respondents cannot detect a “best” answer.

Typically, attractiveness ratings from pretests are used to obtain blocks of equally desirable items (Christiansen et al., 2005). Many studies on FC tests do not report whether test items are matched or obviously do not match them. Where matching is taken into account, the matching process is done only once, and from that point on, blocks remain unchanged. However, the desirability of items depends on the context (Waters, 1965). In application processes, the statement “I am very talkative” might be more desirable for sales positions than for auditors. Similarly, students might perceive certain attributes as attractive, whereas older applicants with work experience may perceive other items as more favorable. Therefore, the combination of items in FC tests should be based on desirability ratings (a) for the situation in which they are to be administered and (b) by raters from the same populations as the test takers. Note that a single FC aptitude test for all occupations will hardly be fake resistant in all contexts of application. Moreover, other items within the same block can shift the desirability of a specific item (Feldman & Corah, 1960) and influence the item parameters in the T-IRT model (Lin & Brown, 2017). According to Lin and Brown (2017), only a small proportion of items is affected by other items of the block (in the sense that they change the item parameters) and the authors suggest strategies to reduce the occurrence of these changes. However, to clearly assure equal desirability of all items within a block, one would have to measure the desirability of an item in the context of a given block and then modify the combination of items accordingly. As this is an iterative process, it might require several waves of data collection with the specific population for which the test is constructed.

Besides the large amount of effort needed to conduct a pretest, there is another reason why test developers refrain from desirability matching. Namely, first
simulation studies indicate that latent trait recovery is far more accurate when a questionnaire consists of equally and unequally keyed blocks (Brown & Maydeu-Olivares, 2011). For tests with only equally keyed blocks (i.e., blocks that contain only positively keyed or only negatively keyed items), simulation results prompt the question of whether this condition can even allow for the construction of sufficiently reliable questionnaires. However, the use of unequally keyed blocks (where positively and negatively keyed items are present within the same block) in FC questionnaires is problematic for at least four reasons:

First, the use of negatively keyed items can increase the cognitive demand on test takers. One widespread technique to create negative factor loadings is to negatively phrase items—that is, to use negations. While they are known to be problematic in single-stimulus items already, the issue becomes more severe in FC questionnaires due to the increased cognitive load they provoke: Assuming that the Law of Comparative Judgment describes the response processes in FC questionnaires reasonably well, a block of n items leads to the respondent having to make $\tilde{n} = n(n - 1)/2$ comparisons when answering a single block of items. Recall that only 76% of respondents reported having no difficulties in processing the three comparisons necessary for blocks with three items (Sass et al., 2018); but blocks with four items require participants to process six comparisons. The use of negatively keyed items can further increase this already high cognitive demand. When the block size and therefore the cognitive load is high, and when negatively keyed items further increase the cognitive load, it is especially questionable whether the Law of Comparative Judgement describes the response processes appropriately. Even if T-IRT models correctly describe response processes under such conditions, test results might depend on the working memory capacity of respondents. This, in turn, limits the potential construct validity such a test can reach.

A second problem of including negatively keyed items in a block is their potential to result in substantial methodological variance (Dueber, Love, Toland, & Turner, 2018). This can affect the covariance structure of the items because the negatively keyed items may effectively form a separate method factor (Lucía et al., 2014).

While the above issues only suggest that including negatively keyed items is challenging, a third and more severe issue concerns how including such items affects FC tests’ ability to resist faking and therefore raises doubts about the reasonableness of the approach in general. Again, the rationale behind FC as a method to prevent fake answers is to force respondents to choose between several equally attractive items. Suppose a given test measures three traits for which high values are desirable; therefore, to form a block (e.g., a triplet) with both positively and negatively keyed items, one could include two positively and one negatively keyed item. Now, the positively keyed items both contain statements that correspond to the desirable end of the trait continuum, while the negatively keyed item, in contrast, describes the undesired end of the trait. By looking at the items, participants will be able to clearly identify that the negatively keyed item is less socially desirable than the other two. As such, this violates the rationale for how FC tests are resistant to fake answers. If the quality of
T-IRT person parameter estimates critically depend on responses to these unequally keyed blocks (see Brown & Maydeu-Olivares, 2011), it is implausible to believe that such tests can prevent socially desirable responding. In sum, we argue that items within a block cannot be matched for desirability (as correctly requested by Brown et al., 2017) and at the same time unequally keyed (as suggested based on the simulations by Brown & Maydeu-Olivares, 2011).

This being said, the use of negatively keyed items leads to a closely related fourth issue: If participants can identify one item as optimal, almost all will choose this item in a high-stakes situation. Consequently, the respective block will contribute little information to the parameter estimation (Wang, Qiu, Chen, Ro, & Jin, 2017). Thus, the precision that has been suggested by previous simulations (Brown & Maydeu-Olivares, 2011) will not be obtained in many practical implementations due to the restricted validity of the simulations’ generative model. In case of unequally keyed items within one block, the social desirability of the items will influence test takers’ choices much more strongly than is accounted for in the simulations. Therefore, questionnaires including unequally keyed items will not only be fakable but likely yield considerably lower measurement precision than simulations for this condition suggest.

From a practical perspective, the model’s applicability therefore largely depends on its ability to estimate persons’ trait scores correctly based on equally keyed items only. This property has only been investigated by a single simulation study so far (see Brown & Maydeu-Olivares, 2011). Understandably, this initial investigation was not able to cover all conditions relevant for test construction.

One aspect we want to deepen our understanding of is the recoverability of the true correlations between traits. In empirical applications of the model, results showed that the covariance structures of the estimated traits are a critical issue sometime leading to unexpected results (Morillo et al., 2016). In other cases, the estimation needed to be facilitated by manual interventions (Anguiano-Carrasco et al., 2015; Brown et al., 2017; Guenole et al., 2018).

Another limitation of the initial investigation by Brown and Maydeu-Olivares (2011) was that their model evaluation only involved the comparison of reliability estimates. These estimates are based on the simplifying assumption of constant measurement error across individuals and linearity of the relationship between true and estimated trait scores. One may argue that lowered reliabilities are acceptable if trait scores are unbiased in exchange, but the unbiasedness still needs to be investigated. Moreover, existing implementations estimate T-IRT models solely by means of frequentist statistics even though Bayesian statistics offers some key advantages—for example, the ability to incorporate prior information and to estimate the full joint posterior distribution of all model parameters (Gelman et al., 2013). Among others, the latter allows to obtain the individual-specific distributions of trait scores without having to make any simplifying assumptions.

In this context, our subsequently reported simulations include more differentiated conditions than previous simulation studies. Also, they provide several different
criteria of model accuracy such as the root mean squared error (RMSE), estimated inter-trait correlations, and nonlinear relationships between true and estimated trait scores. Together, these procedures seek to gain further insights into the statistical properties of the estimates obtained from T-IRT models.

**Implementation in R**

For the purpose of fitting T-IRT models in R (R Core Team, 2018), we have developed a new package called `thurstonianIRT` (Bürkner, 2018), which is available on GitHub (https://github.com/paul-buerkner/thurstonianIRT). It also contains functions for convenient data preparation as well as functions to simulate data. Within the package, one can choose between lavaan (Rosseel, 2012), Mplus (Muthén & Muthén, 2015), and Stan (Carpenter et al., 2017) as underlying engines for model fitting. Both Mplus and lavaan implement (mostly frequentist) structural equation modeling. The `thurstonianIRT` package autogenerates Mplus and lavaan code based on information provided by the user. We extensively validated this code against the Mplus code provided by Brown and Maydeu-Olivares (2012).

The third engine, Stan, is fundamentally different from the other two. Stan is a probabilistic programming language that fits Bayesian models using Markov chain Monte Carlo sampling (for more details, see Carpenter et al., 2017; Hoffman & Gelman, 2014). As compared with frequentist methods, fitting models in a Bayesian framework provides several advantages. First, we can estimate the complete (joint) posterior distribution of the parameters. This is not only fully consistent with probability theory but also much more informative than a single point estimate and an approximate measure of uncertainty commonly known as “standard error” in frequentist statistics. Second, we usually see less convergence issues, which is in part because we can specify hard boundaries on naturally bounded parameters such as variances or correlations. Third, Bayesian models allow to explicitly incorporate prior information into the model by means of specifying prior distribution on the parameters (e.g., see Gelman et al., 2013). Our Stan implementation of T-IRT models uses weakly informative (i.e., rather wide) default priors that improve sampling efficiency and convergence without considerable influencing parameter estimates.

To obtain individual trait scores, the `thurstonianIRT` package uses maximum a posteriori (MAP) estimation in Mplus and lavaan and expected a posteriori (EAP) estimation in Stan. As the posterior distribution of the trait scores can be expected to be highly symmetric and unimodal, MAP and EAP estimators are likely to yield similar results.

**Simulations**

The goal of the present simulations is to extend the results of Brown and Maydeu-Olivares (2011) on the properties of T-IRT models. To us, it is of primary interest to evaluate the accuracy of subjects’ estimated trait scores, because those are the
parameters that really matter in practice. In Brown and Maydeu-Olivares (2011), only the reliability of estimated trait scores was investigated, which is their squared product–moment correlation with the corresponding true scores:

\[
\text{Rel}(\hat{\theta}, \theta) = \text{Cor}(\hat{\theta}, \theta)^2.
\] (5)

For reasons explained above, we believe that only investigating the reliability of the trait scores is unsatisfactory. Therefore, we will also investigate the RMSE, which is a common measure of absolute fit defined as

\[
\text{RMSE}(\hat{\theta}, \theta) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{\theta}_i - \theta_i)^2}.
\] (6)

In the above equation, \( n \) is the number of persons over which to compute the RMSE. Because the scale of traits is not essential, we will be computing the RSME for standardized trait scores (i.e., \( z \) scores). In addition to the trait scores themselves, their intercorrelations and individual precision estimates will be investigated as well.

Below we describe the simulation design used in the simulations described in the following two subsections. For each simulation trial, data of \( n = 2000 \) subjects were simulated and only blocks of three items (i.e., triplets) were considered. The number of traits \( n_T \) varied between \( n_T = 3 \) and \( n_T = 5 \), and the number of blocks in which items of a given trait were administered (\( n_{BT} \); read blocks per trait) varied between \( n_{BT} = 9 \) and \( n_{BT} = 27 \) in steps of 6. Within a triplet, each item measured a different trait. The true correlation matrix \( \Phi \) between the traits took on five different values: (a) all correlations set to 0 (i.e., independent traits), (b) all correlations set to 0.3, (c) all correlations set to \(-0.3\), as well as two real-world correlation matrices (d) from the NEO-PIR (McCrae & Costa, 1992), and (e) from one of our own projects (see Table 1). When simulating scores for fewer than five traits, the first three or four rows and columns of these matrices were selected.

The true values of the standardized factor loadings \( \lambda \) took on (a) random values sampled uniformly between 0.3 and 0.7, (b) random values sampled uniformly between 0.65 and 0.95 (both conditions are referred to as positive factor loadings or equally keyed triplets), and (c) same as (b) but with half of the values having the opposite sign (referred to as mixed factor loadings or unequally keyed triplets). The last two \( \lambda \) conditions correspond to the approach used by Brown and Maydeu-Olivares (2011), while the first condition aims to test the robustness of the model against smaller factor loadings. As we simulated standardized factor loadings, the error variances \( \psi \) were computed as \( \psi = 1 - \lambda^2 \). For all simulation conditions, \( \gamma \) values were sampled uniformly between \(-1\) and \(1\). We used a fully crossed design, which results in 180 unique simulation conditions to be evaluated.

Our simulations consist of three parts. In the first part, only Mplus is used for the model fitting and \( N = 100 \) simulation trials per condition are evaluated. In the second part, Mplus, lavaan, and Stan are used for a single trial per simulation condition so that the whole simulation can finish in reasonable time (i.e., roughly half a year on
our simulation machines). The third part does not follow the above described simulation conditions completely, as we simulate data of 30 traits (instead of 3 to 5 traits) under conditions similar to those found in the Occupational Personality Questionnaire (OPQ) test (Brown & Bartram, 2011). All simulations were done with the thurstonianIRT package described above. The complete R code as well as all simulation results can be found on OSF (Open Science Framework) (https://osf.io/df5yq/).

Results of Mplus Only Simulations

For reasons of readability, numeric results are reported only for selected simulation conditions that are representative of the complete simulations. As summarized in Table 2, and in line with the results of Brown and Maydeu-Olivares (2011), tests including unequally keyed triplets yield much higher reliability for predicted trait scores than tests with only equally keyed triplets. The RMSE points in the same direction. For other simulation conditions held constant, tests with equally keyed triplets had roughly twice the RMSE than tests with unequally keyed triplets. Moreover, in terms of absolute fit, we perceive the RMSE values found for equally keyed triplets to be worryingly high (RMSE > 0.5 standard deviation units in most cases). Increasing the number of traits from 3 to 5 as well as the number of triplets per trait from 9 to 27 leads to improvements in the univariate accuracy measures. However, the accuracy of trait scores based on only equally keyed triplets remains unsatisfactory throughout the simulation conditions.

With regard to variation of the inter-trait correlation matrix $\Phi$, the accuracy of trait scores again depends on the type of factor loadings. For unequally keyed triplets, $\Phi$ seems to have little to no influence both on reliability and RMSE. However, for equally keyed triplets, the influence of $\Phi$ is not negligible. In particular, the accuracy is reduced considerably if the true inter-trait correlations are set to 0.3 (see Table 2).

Looking at the accuracy in the estimation of $\Phi$, again the most important aspect is the type of factor loadings. While inter-trait correlations are unbiased in conditions

| Table 1. Two Real-World Correlation Matrices of Big Five Personality Scores. |
|-----------------|---|---|---|---|
|                  | N  | E  | C  | A  |
|-----------------|---|---|---|---|
| NEO-PIR         |   |   |   |   |
| E               | −0.21 | | | |
| C               | −0.53 | 0.27 | | |
| A               | −0.25 | 0.00 | 0.24 | |
| O               | 0.00 | 0.40 | 0.00 | 0.00 |
| Own Project     |   |   |   |   |
| E               | −0.33 | | | |
| C               | −0.43 | 0.30 | | |
| A               | −0.37 | 0.32 | 0.27 | |
| O               | −0.04 | 0.16 | 0.05 | 0.13 |

Note. N = neuroticism; E = extraversion; C = conscientiousness; A = agreeableness; O = openness to experiences.
with unequally keyed triplets, correlations show a strong negative bias in conditions with only equally keyed triplets. This bias persists even for larger tests with 5 traits and 27 triplets per trait, although the strength of bias varies across conditions of \(F\) (see Table 2).

Using positive factor loadings of reduced size (i.e., \(\lambda \in [0.3, 0.7]\)) yielded slightly worse reliability and RMSE than when using \(\lambda \in [0.65, 0.95]\), but the overall pattern described above remains the same. Furthermore, using \(\Phi\) from our own project yielded similar results than \(\Phi\) from the NEO-PIR. For reasons of brevity, these results are not shown in detail but can be found on OSF (https://osf.io/df5yq/).

To evaluate the uncertainty in our results due to simulation error, we computed the standard deviations of the quantities of interest (i.e., reliability, RMSE, and inter-trait correlation bias) across simulation trials within each condition. As can be seen in Table 3, reliability and RMSE were highly consistent in all conditions. The inter-trait correlation bias showed substantial variation across trials for small number of blocks, but it also became more stable for larger number of blocks. Together, these results indicate that \(N=100\) simulation trials yielded sufficient precision in the

### Table 2. Selected Simulation Results of T-IRT Models Fitted With Mplus.

| Conditions | Traits = 3 | | Traits = 5 | |
|------------|------------|-----------------|------------|-----------------|
| BpT \(\lambda\) \(\Phi\) | Conv | Rel | RMSE | \(\Phi\)-Bias | Conv | Rel | RMSE | \(\Phi\)-Bias |
| 9 + * 0 | 0.97 | 0.54 | 0.73 | -0.44 | 0.94 | 0.60 | 0.67 | -0.22 |
| 9 + * 0.3 | 1.00 | 0.39 | 0.87 | -0.66 | 1.00 | 0.43 | 0.83 | -0.42 |
| 9 + * NEO | 0.87 | 0.64 | 0.63 | -0.27 | 0.90 | 0.64 | 0.63 | -0.16 |
| 9 + 0 | 0.84 | 0.59 | 0.68 | -0.44 | 0.93 | 0.73 | 0.54 | -0.22 |
| 9 + 0.3 | 0.90 | 0.44 | 0.82 | -0.70 | 0.97 | 0.56 | 0.71 | -0.44 |
| 9 + NEO | 0.70 | 0.69 | 0.58 | -0.26 | 0.83 | 0.77 | 0.49 | -0.15 |
| 9 +/- 0 | 0.98 | 0.88 | 0.35 | 0.01 | 0.98 | 0.90 | 0.32 | 0.00 |
| 9 +/- 0.3 | 0.97 | 0.88 | 0.35 | 0.00 | 0.99 | 0.90 | 0.32 | 0.00 |
| 9 +/- NEO | 0.97 | 0.88 | 0.35 | 0.01 | 0.95 | 0.90 | 0.32 | 0.00 |
| 27 + * 0 | 1.00 | 0.67 | 0.60 | -0.40 | 1.00 | 0.75 | 0.51 | -0.20 |
| 27 + * 0.3 | 1.00 | 0.56 | 0.71 | -0.52 | 1.00 | 0.64 | 0.64 | -0.32 |
| 27 + * NEO | 1.00 | 0.76 | 0.50 | -0.25 | 1.00 | 0.79 | 0.47 | -0.15 |
| 27 + 0 | 0.94 | 0.69 | 0.58 | -0.38 | 0.94 | 0.82 | 0.44 | -0.19 |
| 27 + 0.3 | 0.98 | 0.60 | 0.67 | -0.50 | 0.97 | 0.73 | 0.54 | -0.28 |
| 27 + NEO | 0.96 | 0.77 | 0.49 | -0.25 | 0.93 | 0.85 | 0.40 | -0.14 |
| 27 +/- 0 | 0.61 | 0.95 | 0.22 | 0.00 | 0.30 | 0.96 | 0.19 | 0.00 |
| 27 +/- 0.3 | 0.56 | 0.95 | 0.23 | -0.02 | 0.28 | 0.96 | 0.20 | 0.00 |
| 27 +/- NEO | 0.69 | 0.95 | 0.23 | 0.01 | 0.38 | 0.96 | 0.20 | 0.00 |

Note. Results were computed based on 100 simulation trials per condition. BpT = blocks per trait; Conv = convergence rate; Rel = reliability; RMSE = root mean squared error of \(z\) scores; \(\Phi\)-Bias = bias in the correlations of estimated trait scores; \(\lambda (+)\) = positive factor loadings in \([0.3, 0.7]\); \(\lambda (+/-)\) = mixed factor loadings; \(\Phi(0)\) = independent traits; \(\Phi(0.3)\) = traits correlated by 0.3; \(\Phi(NEO)\) = correlations taken from the NEO-PIR.
average quantities shown in Table 2. That is, the variation across conditions was much larger than the uncertainty due to simulation error.

**Comparison Between Model Implementations**

In this section, we compare the results of T-IRT models fitted with Mplus, lavaan, and Stan based on a single simulation trial per condition. If no convergence was reached, the trial was repeated. Again, for reasons of readability, numeric results are reported for selected simulation conditions that are representative of the complete simulations (see Table 4). For unequally keyed triplets, trait estimates computed by Mplus and Stan show very similar reliability and RMSE, while the accuracy of estimates obtained by lavaan are slightly worse. For equally keyed triplets, none of the three implementations performs uniformly better than the others. In particular, the problems seen in the Mplus-only simulation above can also be found when fitting T-

### Table 3. Standard Deviations of Selected Simulation Results of T-IRT Models Fitted With Mplus.

| Conditions | Traits = 3 | Traits = 5 | Traits = 5 |
|------------|------------|------------|------------|
| BpT        | SD (Rel)   | SD (RMSE)  | SD (Φ-Bias) |
| 9          | +**        | 0.03       | 0.03       | 0.17       | 0.03       | 0.03       | 0.10       |
| 9          | +**        | 0.05       | 0.04       | 0.21       | 0.05       | 0.05       | 0.13       |
| 9          | +** NEO    | 0.04       | 0.04       | 0.20       | 0.03       | 0.03       | 0.09       |
| 9          | +          | 0.04       | 0.03       | 0.24       | 0.02       | 0.02       | 0.10       |
| 9          | + 0.3      | 0.03       | 0.03       | 0.24       | 0.03       | 0.02       | 0.11       |
| 9          | + NEO      | 0.01       | 0.02       | 0.03       | 0.01       | 0.01       | 0.02       |
| 9          | +/- 0.3    | 0.01       | 0.02       | 0.03       | 0.01       | 0.01       | 0.02       |
| 9          | +/- NEO    | 0.01       | 0.01       | 0.03       | 0.01       | 0.01       | 0.02       |
| 27         | +**        | 0.02       | 0.02       | 0.08       | 0.02       | 0.02       | 0.05       |
| 27         | +**        | 0.02       | 0.02       | 0.08       | 0.02       | 0.02       | 0.05       |
| 27         | +** NEO    | 0.01       | 0.02       | 0.09       | 0.01       | 0.01       | 0.05       |
| 27         | + 0.3      | 0.02       | 0.02       | 0.09       | 0.01       | 0.01       | 0.04       |
| 27         | + NEO      | 0.02       | 0.02       | 0.12       | 0.01       | 0.01       | 0.04       |
| 27         | +/- 0.3    | 0.00       | 0.01       | 0.01       | 0.00       | 0.00       | 0.01       |
| 27         | +/- NEO    | 0.00       | 0.01       | 0.01       | 0.00       | 0.00       | 0.01       |

**Note.** Standard deviations were computed across on 100 simulation trials per condition. T-IRT = Thurstonian item response theory; BpT = blocks per trait; Conv = convergence rate; Rel = reliability; RMSE = root mean squared error of z scores; Φ-Bias = bias in the correlations of estimated trait scores; λ(+) = positive factor loadings in [0.3, 0.7]; λ(+) = positive factor loadings in [0.65, 0.95]; λ(+/−) = mixed factor loadings; Φ(0) = independent traits; Φ(0.3) = traits correlated by 0.3; Φ(NEO) = correlations taken from the NEO-PIR.
IRT models with lavaan or Stan. Apparently, even a fully Bayesian implementation—at least one with weakly informative priors—cannot considerably improve accuracy in tests with only equally keyed triplets.

As exemplified in Figure 1, all three implementations show a similar nonlinearity in the relationship between true and estimated trait value. More specifically small trait scores are overestimated and large trait scores are underestimated. These tendencies seem to be somewhat stronger for lavaan as compared with Mplus and Stan, which may explain the slightly inferior performance of lavaan with regard to reliability and RMSE. Comparing the left- and right-hand side of Figure 1, we see that the nonlinearity is even stronger when using equally keyed triplets as compared with using unequally keyed triplets. Moreover, the uncertainty in the estimated trait scores seems to be considerably larger in the case of equally keyed triplets as indicated by the wider 95% confidence intervals around the regression curve.

So far, comparisons have focused only on univariate measures of accuracy for each trait. However, as we have seen in the above section, more severe problems are uncovered if we investigate the traits simultaneously by looking at their correlations. In Tables 5 and 6, we see example simulation results for three independent traits estimated based on 27 triplets. If unequally keyed triplets are used, estimated trait correlations are very close to the true correlation, which is approximately zero for the shown condition. In contrast, if only equally keyed triplets are used, estimated trait correlations are way off in all three packages showing a strong negative bias (see Table 5). None of the software packages seems to perform notably better than the others with regard to trait correlations independent of the number of estimated traits, the number of triplets per trait, or the true trait correlations (see OSF for results of all

### Table 4. Selected Simulation Results of T-IRT Models Fitted With Mplus, lavaan, or Stan.

| Conditions | Mplus | lavaan | Stan |
|------------|-------|--------|------|
|            | Rel   | RMSE   | Φ-Bias | Rel   | RMSE   | Φ-Bias | Rel   | RMSE   | Φ-Bias |
| + 0.67     | 0.61  | -0.39  | 0.64  | 0.64  | -0.49  | 0.66  | 0.61  | -0.29  |
| + 0.30     | 0.72  | -0.62  | 0.50  | 0.77  | -0.74  | 0.58  | 0.69  | -0.38  |
| + NEO      | 0.50  | -0.26  | 0.75  | 0.52  | -0.28  | 0.76  | 0.50  | -0.20  |
| + 0.30     | 0.70  | -0.39  | 0.32  | 0.65  | -0.48  | 0.67  | 0.61  | -0.48  |
| +/- 0      | 0.57  | -0.49  | 0.47  | 0.79  | -0.75  | 0.44  | 0.82  | -0.40  |
| +/- 0.75   | 0.48  | -0.21  | 0.73  | 0.54  | -0.24  | 0.76  | 0.50  | -0.29  |

**Note.** Results are averaged across 3 traits each measured in 27 triplets. T-IRT = Thurstonian item response theory; Rel = reliability; RMSE = root mean squared error of z scores; Φ-Bias = Bias in the correlations of estimated trait scores; λ (+) = positive factor loadings in [0.3, 0.7]; λ (+) = positive factor loadings in [0.65, 0.95]; λ (+/−) = mixed factor loadings; Φ(0) = independent traits; Φ(0.3) = traits correlated by 0.3; Φ(NEO) = correlations taken from the NEO-PIR.
conditions). Still, the packages closely agree with each other in the sense that trait estimates of the same traits obtained with different packages highly correlate under all conditions. Furthermore, the agreement of estimates from different packages is higher than the agreement of these estimates with the true values (see Table 6).

Last, we turn our attention toward the uncertainty with which persons’ trait scores are estimated. Under the assumption of (approximate) normality, standard errors provide a sufficient statistic for the uncertainty of a quantity of interest, in this case the individual trait scores. For T-IRT models, such standard errors can be obtained in both frequentist and Bayesian frameworks regardless of the particular implementation (Dueber et al., 2018; Gelman et al., 2013; Maydeu-Olivares & Brown, 2010). As shown in Figure 2, standard errors of trait scores vary considerably. We see that standard errors of more extreme (very low or high) scores are higher on average than those of medium scores. The minimal standard errors are only about one fourth of the maximal ones. Moreover, even very similar trait scores may have considerably different standard errors. This demonstrates that summary statistics, such as the reliability or the RMSE, are not necessarily appropriate for each individual trait score, but rather describe an average accuracy.

**Figure 1.** Relationship between true and estimated trait scores for one of three independent traits using 27 blocks per trait. Plots on the left- and right-hand sides show results for equally and unequally keyed triplets, respectively. Shaded areas are 95% confidence intervals. Regression curves were estimated by thin-plate splines.
Comparing equally keyed to unequally keyed triplets (left and right, respectively, in Figure 2), we see that, on average, unequally keyed triplets lead to more certain estimation of the factor scores, which is in line with the true accuracies being higher for unequally keyed triplets. Moreover, the distributions of factor scores for different traits seem to be slightly shifted when only equally keyed triplets are used. Presumably, this is because the model is not able to estimate the absolute position of factor scores with sufficient accuracy in that condition, as already discussed above.

Table 5. Correlations of Trait Scores Coming From the Same Source.

| Source | Trait | Equally keyed triplets | Unequally keyed triplets |
|--------|-------|-------------------------|--------------------------|
|        |       | Trait1 | Trait2 | Trait3 | Trait1 | Trait2 | Trait3 |
| Truth  | Trait1 | 1.00   |        |        | 1.00   |        |        |
|        | Trait2 | 0.00   | 1.00   |        | 0.00   | 1.00   |        |
|        | Trait3 | 0.00   | 0.00   | 1.00   | 0.00   | 0.00   | 1.00   |
| Mplus  | Trait1 | 1.00   |        |        |        | 1.00   |        |
|        | Trait2 | -0.26  | 1.00   |        | 0.01   | 1.00   |        |
|        | Trait3 | -0.47  | -0.48  | 1.00   | -0.05  | -0.05  | 1.00   |
| lavaan | Trait1 | 1.00   |        |        |        |        | 1.00   |
|        | Trait2 | -0.37  | 1.00   |        | 0.02   | 1.00   |        |
|        | Trait3 | -0.59  | -0.52  | 1.00   | -0.09  | -0.03  | 1.00   |
| Stan   | Trait1 | 1.00   |        |        |        |        | 1.00   |
|        | Trait2 | -0.42  | 1.00   |        | 0.02   | 1.00   |        |
|        | Trait3 | -0.53  | -0.51  | 1.00   | -0.05  | -0.05  | 1.00   |

Note. Estimated inter-trait correlations are based on three independent traits using 27 blocks per trait.

Table 6. Correlations of Trait Scores Coming From Different Sources.

| Trait | Source | Equally keyed triplets | Unequally keyed triplets |
|-------|--------|-------------------------|--------------------------|
|       |        | Truth | Mplus | lavaan | Stan | Truth | Mplus | lavaan | Stan |
| Trait1| Truth  | 1.00  |       |        |      | 1.00  |       |        |      |
|       | Mplus  | 0.83  | 1.00  |        |      | 0.98  | 1.00  |        |      |
|       | lavaan | 0.78  | 0.97  | 1.00   |      | 0.97  | 0.99  | 1.00   |      |
|       | Stan   | 0.81  | 0.99  | 0.98   | 1.00 | 0.98  | 1.00  | 0.99   | 1.00 |
| Trait2| Truth  | 1.00  |       |        |      | 1.00  |       |        |      |
|       | Mplus  | 0.83  | 1.00  |        |      | 0.98  | 1.00  |        |      |
|       | lavaan | 0.78  | 0.96  | 1.00   |      | 0.97  | 0.99  | 1.00   |      |
|       | Stan   | 0.81  | 0.99  | 0.98   | 1.00 | 0.98  | 1.00  | 0.99   | 1.00 |
| Trait3| Truth  | 1.00  |       |        |      | 1.00  |       |        |      |
|       | Mplus  | 0.85  | 1.00  |        |      | 0.98  | 1.00  |        |      |
|       | lavaan | 0.81  | 0.96  | 1.00   |      | 0.96  | 0.99  | 1.00   |      |
|       | Stan   | 0.83  | 0.98  | 0.98   | 1.00 | 0.98  | 1.00  | 0.99   | 1.00 |

Note. Estimated inter-trait correlations are based on three independent traits using 27 blocks per trait.
Simulations of 30 Traits

Several reports in the literature claim that the above-described problems with tests consisting of only equally keyed items will vanish if a large number of traits are measured (e.g., Bartram, 1996; Saville & Willson, 1991). Usually, measuring 30 traits is said to be sufficient. Yet we have not found a simulation study where T-IRT models have been applied to that many traits. To fill this gap, we focus on six particularly relevant simulation conditions. With regard to the factor loadings \( \lambda \), we sample uniformly between 0.65 and 0.95 for the equally keyed triplets and randomly change the sign of half of them for the unequally keyed condition. Off-diagonal entries of the inter-trait correlation matrix \( \Phi \) are either (a) all set to 0, (b) all set to 0.3, or (c) taken from the OPQ CM 4.2 (Saville, Holdsworth, Nyfield, Cramp, & Maybey, 1992), which represents a real correlation matrix of 30 traits with correlations ranging from \(-0.41\) to \(0.50\). Each of the 30 traits was measured in 9 triplets and compared randomly with other traits, resulting in a total of 90 triplets. This structure is similar to the latest OPQ tests (Brown & Bartram, 2011; Joubert, Inceoglu,
Bartram, Dowdeswell, & Lin, 2015; Lin & Brown, 2017). Responses of 1,000 participants were simulated.

T-IRT models were fit only in Stan with a single simulation trial per condition. When trying to fit those models with lavaan or Mplus, we ran into serious memory issues and thus were not able to obtain any estimates with those packages. Both programs required more than 32 GB of working memory, which none of our machines could offer when these simulations were run. On personal communication with developers of lavaan, we think that this is because the Hessian matrix of the model parameters—or matrices built on top of that during the optimization procedure—becomes too large. Apparently, to fit T-IRT models of that size with structural equation modeling software, a cluster solution with excess RAM is required.

The Stan results were as follows. As summarized in Table 7, equally keyed triplets seem to perform similarly to unequally keyed triplets with respect to both reliability and RMSE under the above-described conditions—provided that the traits are either uncorrelated or have a mixed correlation pattern as found in the OPQ. As indicated in the last four columns of Table 7, these correlations also seem to be estimated very precisely. However, if the true correlations are 0.3 and only equally keyed triplets are administered, the reliability and RMSE fall off notably. Arguably, though, the assumption of 30 pairwise positively correlated traits is quite unrealistic and thus hardly of practical relevance. Together, the results indicate that inference based on tests with only equally keyed items can be improved considerably by measuring a large number of traits. However, standard errors of estimated trait scores are still rather high in particular for persons with more extreme trait scores as displayed in Figure 3.

**Discussion**

In the present article, we investigated the T-IRT model from both a practical and a statistical perspective and found that these perspectives are difficult to bring into
alignment. According to our simulations and practical considerations, severe problems arise with using the model in settings that are appropriate for implementing in practice. That is, when only using equally keyed triplets and not too many traits (5 or less), we get such inaccurate estimation of subjects’ trait scores that we would not recommend the T-IRT model for practical applications. In contrast, when a large number of traits (30) are administered, subjects’ trait scores are highly accurate for sets of traits with mixed correlation patterns even when using only equally keyed triplets. As such, if one can afford to measure that many traits, T-IRT models may indeed be practically applicable even under high-stakes situation where participants are motivated to give fake answers.

**Simulation Results**

Overall, our simulations can be seen as extending those provided in Brown and Maydeu-Olivares (2011). The main differences are summarized in the following.
First, we simulated from a larger range of conditions, in particular with regard to the true inter-trait correlations, factor loadings, number of traits as well as number of blocks per trait. In addition to the reliability, we also investigated the RMSE of the factor scores as an absolute measure of accuracy. Furthermore, the estimated inter-trait correlations were investigated in more detail than before. When measuring 5 or less traits, we found substantial bias particularly in the inter-trait correlations when only equally keyed triplets were administered. The problem of unrealistic inter-trait correlation estimates was also found in empirical studies of real data (Morillo et al., 2016); furthermore, other studies even had to fix some inter-trait correlations to achieve sensible results (Anguiano-Carrasco et al., 2015; Guenole et al., 2018). We did not find such problems when simulating from unequally keyed triplets. This result is in line with the simulations of Frick (2017) who varied the percentage of unequally keyed triplets from 33% to 50% to 66% and found no substantial differences between those conditions with regard to the accuracy of the T-IRT model’s estimates.

Second, in addition to fitting models with Mplus, we also used lavaan and Stan, both of which are—in contrast to Mplus—open source and free to use. All three packages can conveniently fit T-IRT models when using the thurstonianIRT package as an interface (Bürkner, 2018). The overall accuracy of the obtained estimates was similar across packages, although lavaan had more problems in estimating extreme factor scores. Both Mplus and lavaan turned out to have considerable convergence problems under some simulation conditions, especially conditions of larger tests that we were not able to sort out despite getting support from the package maintainers. Obtaining negative variance estimates was a particularly common issue, which prevented Mplus from returning any factor scores at all. Fixing some inter-trait correlations (Anguiano-Carrasco et al., 2015; Guenole et al., 2018) or factor loadings (Brown et al., 2017) to facilitate convergence was not an option as it would have invalidated the simulation results. In addition to convergence issues, Mplus and lavaan require an enormous amount of working memory to fit T-IRT model for larger data sets, which is unlikely to be available to most researchers. It seems that T-IRT models cannot necessarily be fit reliably using frequentist structural equation modeling. We believe this to be highly problematic, as researchers invest considerable time, effort, and money into studies applying FC questionnaires and need to have confidence in the statistical analysis they are planning to use. We did not encounter similar convergence issues in Stan, presumably because it allows users to put hard boundaries on naturally bounded parameters such as variances and set weakly informative priors on model parameters to regularize inference. Also, no memory issues were observed. Moreover, Stan performs fully Bayesian inference rather than just point estimation, which is much slower but may considerably increase the obtained information in particular for nonnormally distributed parameters (Gelman et al., 2013).

Third, to our knowledge, we are the first to systematically investigate via simulations the accuracy of T-IRT models when applied to a very large number of traits
(i.e., 30 traits), a situation that can be found in practice primarily in various versions of the OPQ personality test (Brown & Bartram, 2011). Our results indicate that, when measuring 30 traits, subjects’ trait scores are highly accurate under realistic inter-trait correlations even when using only equally keyed triplets. This provides evidence that indeed, as claimed in the literature (e.g., Brown & Bartram, 2013), FC questionnaires measuring a sizable number of traits, such as the OPQ, have the potential to provide valid inference even if no unequally keyed triplets are administered.

**Limitations**

Despite our simulations being quite extensive, some limitations need to be discussed. First, we only investigated blocks of three items (i.e. triplets), although more items per block may improve accuracy of factor scores mainly because the number of comparisons increases substantially with the number of items being compared (Brown & Maydeu-Olivares, 2011). It thus remains unclear the degree to which larger blocks can reduce the estimation problems of factor scores found in the present study. We decided to focus on triplets because we believe them to be the most widely applicable in practice; larger blocks may increase test takers’ cognitive load too much. Second, we used simulated data from 1,000 to 2,000 subjects, which may be more subjects than can be included in typical studies applying T-IRT models. However, as the performance of T-IRT models is expected to decrease with smaller samples, the issues we raised may be even more apparent in smaller samples. Third, as all former studies, we did neither simulate nor model cross-factor loadings of items and instead assumed each item to load only on a single trait.

Another limitation of our simulations is that the number of trials per condition was rather small compared with what may be considered as common in simulation studies. We simulated 100 trials in the Mplus-only simulations, and we expected this to be sufficient given the size of each single simulated data set and the highly similar summary estimates obtained from each trial. Unfortunately, we were not able to run more than one trial per condition for simulations involving lavaan or Stan, as both (but Stan in particular) are much slower than Mplus in the fitting of T-IRT models, such that each trial required several days to complete. Still, due to the size of the simulated data sets and the consistency across similar conditions, we have no reason to believe that our simulation results are unstable or depend on simulation error in a way that distorts our conclusions.

Our simulation results indicate insufficient accuracy for tests with only equally keyed blocks measuring up to 5 traits but high accuracy in the same scenario when measuring 30 traits. This raises the obvious question of what happens between those two conditions. Asked differently, how many traits are required so that T-IRT scores become non-ipsative and sufficiently accurate when administrating only equally keyed blocks? Based on the observations we made in our 30 traits simulations, this will likely require Stan or similar software to not run into the working memory issues we found when trying to fit larger T-IRT models in Mplus or lavaan. Running the
necessary simulations will thus require a substantial amount of time, even when using cluster solutions, in particular as several replications per condition are highly desirable. As such, these simulations are out of the scope of the present article but will be an important topic to study in future research. We hope our theoretical and practical considerations as well as the tools we provide as part of this article—the thurstonianIRT package and all codes used in our simulations (https://osf.io/df5yq)—will help researchers answer this and related research questions about T-IRT models.

**Practical Implications for Test Construction**

Concerning test characteristics, our results suggest that the most important feature is whether or not a test includes blocks of unequally keyed items. If unequally keyed items are included, both the reliability estimates as well as the RMSEs indicate sufficient to excellent measurement precision of T-IRT models. However, as pointed out earlier, this condition cannot be applied to tests that are meant to reduce social desirability bias because it does not force respondents to choose between equally attractive items.

For practitioners considering the development of a questionnaire including unequally keyed items regardless of this issue, we need to state that it is questionable whether the precision observed in our simulations can be achieved in the field. If a desirable answer can be easily identified, most test takers will inevitably choose this answer in a high-stakes situation. Thus, the information contained in such a block of items will be very small (or even zero) and, in any case, be much smaller than the simulations may suggest.

Less fundamental but still of practical relevance is the fact that we observed serious convergence issues in Mplus and lavaan. If a high number of blocks per trait, of which some contain unequally keyed items, are used (leading to excellent reliability values), models did converge only in approximately half of the cases. This is a serious problem given the time-consuming test construction procedure and the high-stakes situations in which these tests are used. Test developers constructing tests under these conditions risk ending up without estimated person parameters unless they are using full Bayesian inference.

In contrast, tests based on only equally keyed items converge well in most conditions. However, when using only few traits (i.e., 5 or less), they show reliabilities and RMSEs that are clearly beyond an acceptable range in most conditions. In our simulations, we only reached sufficient reliabilities when we measured 5 traits with 27 blocks per trait. Under these conditions, we obtained acceptable reliabilities for traits correlated as the NEO-PIR scales and for uncorrelated traits. Yet the RMSE was appropriately high and the reliability dropped when inter-trait correlations were 0.3. Moreover, as in all other conditions with only equally keyed items and 5 or less traits, the model failed to retrieve the inter-trait correlations accurately. Unfortunately, this bias causes the same issue the model was intended to solve: Individuals’ scores on one scale again depend on their scores on other scales even if the latent traits are
actually uncorrelated. The bias, of course, considerably reduces the construct validity
of T-IRT scales. However, the validity increase thought to be achieved through
response biases reduction has been the central motivation for constructing T-IRT
scales in the first place.

Using only equally keyed triplets yields sufficient precision only if the number of
traits is very large (i.e., 30 in our simulations). For research purposes, this condition
will rarely be relevant. In inductive test development, exploratory factor analyses
suggesting such a high number of dimensions are quite unrealistic. For deductively
developed tests, researchers will have a hard time to argue that 30 constructs do not
violate the principle of parsimony. There is, however, a demand for tests with a
highly differentiated factor structure, as the economically successful example of the
OPQ (Brown & Bartram, 2013) shows. Of course, tests with such a high number of
traits have to meet the same requirements to be faking resistant—for instance, com-
bine items that are equally desirable in the specific context of application.

Beyond the general problems described above, results on the precision of individ-
ual scores reveal an additional issue for applications where individual scores are of
interest, such as personnel selection. In most selection procedures, employers are
interested in excluding particularly unqualified applicants or selecting highly quali-
fied applicants. In most cases, these aptitude levels are associated with very low and
very high values of the measured trait. Yet the standard errors of more extreme trait
scores tend to be much higher than those of average trait scores. This tendency may
be even more pronounced when all items are equally keyed. Thus, with respect to
the measurement error, T-IRT models perform worst under exactly those conditions
that are most relevant in practice. In many applications, it will be impossible to sepa-
rate the best applicants from those who perform slightly above average.

To summarize our statistical and practical considerations, we conclude that in
high-stakes situations where test takers are motivated to give fake answers, T-IRT
models—despite all the promises—have to be applied with great care. They require
a sizable number of measured traits to provide non-ipsative and sufficiently accurate
estimates of participants’ characteristics. In contrast, when measuring only up to five
traits, as is arguably the most common case, T-IRT models are unlikely to yield non-
ipsative and sufficiently accurate estimates in practice. This study thus draws a more
nuanced picture of T-IRT models by demonstrating that non-ipsativity is not simply
a global property of this model.

Authors’ Note

To conduct the presented analyses and create this article, we used the programming language
R (R Core Team, 2018) through the interface RStudio (RStudio Team, 2018). Furthermore,
the following R packages were crucial (in alphabetical order): brms (Bürkner, 2017), ggplot2
(Wickham, 2016), knitr (Xie, 2014), lavaan (Rosseel, 2012), mgcv (Wood, 2011),
mplusAutomation (Hallquist & Wiley, 2018), papaja (Aust & Barth, 2018), rmarkdown
(Allaire et al., 2018), rstan (Carpenter et al., 2017), thurstonianIRT (Bürkner, 2018), and tidy-
verse (Wickham, 2017).
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Notes

1. While running the simulations, we realized that setting all correlations to $-0.3$ yields an invalid correlation matrix for $n_T=5$. Thus, no results were obtained for this combination of conditions.
2. The data from which we computed correlations of Big Five scores were obtained from a collaboration with a public agency.
3. After finishing our analysis with the correlation matrix of the OPQ CM 4.2, we also got the correlation matrices of the latest OPQ versions, OPQ32n and OPQ32r, from SHL. These versions measure 32 instead of 30 traits but otherwise have a similar correlation pattern. Simulations available on OSF (https://osf.io/df5yq/) indicate that using the correlation from OPQ32n and OPQ32r yield highly similar results than those based on the OPQ CM 4.2.
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