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The gas phase relaxation dynamics of photoexcited 5-azacytosine has been investigated by means of SHARC (surface-hopping including arbitrary couplings) molecular dynamics, based on accurate multireference electronic structure computations. Both singlet and triplet states were included in the simulations in order to investigate the different internal conversion and intersystem crossing pathways of this molecule. It was found that after excitation, 5-azacytosine undergoes ultrafast relaxation to the electronic ground state with a time constant of about 1 picosecond. Two important conical intersections have been identified as the funnel responsible for this deactivation mechanism. The very low intersystem crossing yield of 5-azacytosine has been explained by the size of the relevant spin-orbit coupling matrix elements, which are significantly smaller than in related molecules like cytosine or 6-azauracil. This difference is due to the fact that in 5-azacytosine the lowest singlet state is of \(1n_N\pi^*\) nature, whereas in cytosine and 6-azauracil it is of \(n_O\pi^*\) character.

1 Introduction

5-Azacytosine (5-AC) is an analogue of the nucleobase cytosine, obtained by the substitution of cytosine’s \(C_5\)-H group by a nitrogen atom (see Figure 1). When this molecule is attached to a ribose sugar, its nucleotide azacytidine is formed. Azacytidine is an important chemotherapeutic drug, which acts by incorporation into DNA or RNA and by inhibiting methyltransferases. Of particular interest is the fact that chemotherapy using azabases and radiation/photodynamic therapies are often applied simultaneously, a fact which draws attention to the photochemistry of 5-AC. Furthermore, this molecule is also an interesting species for exploring the effect of chemical modifications of nucleobases on their photochemical properties, a topic which has received widespread attention.

The excited states of 5-AC were investigated by means of steady-state absorption, transient absorption, and time-resolved thermal lensing experiments by Kobayashi et al. They concluded that 5-AC is characterized by very low fluorescence, phosphorescence, and singlet oxygen yields. These authors also noted that these properties are similar to those observed in 8-azaguanine, but differ strongly from 6-azauracil and 8-azaadenine, both of which show high singlet oxygen yields. These differences were attributed to the state characters of the lowest singlet excited states; in particular, for 5-AC they reported that the two lowest singlet states were of \(\pi\pi^*\) character, but a low-lying \(n\pi^*\) state would be necessary for efficient intersystem crossing (ISC).

More recently, the excited-state potential energy surfaces (PESs) of 5-AC were investigated by one of us employing the well-established CASPT2//CASSCF protocol focusing on the possible relaxation and ISC mechanisms. Based on optimized excited-state minima/state crossings, minimum-energy paths, and linear interpolation scans, it was shown that the photochemistry of 5-AC differs from that observed in cytosine by the presence of a dark \(1n_N\pi^*\) state below the bright \(1\pi\pi^*\) states, disagreeing with Kobayashi et al.

![Fig. 1 Schematic structures and atom numbering for cytosine and 5-azacytosine (5-AC).](image-url)
Fig. 2 Active space of 5-AC in terms of state-averaged natural orbitals, computed at the SA(3S+2T)-CASSCF(12,9) level, in the ground-state equilibrium geometry and with the def2-svp basis sets. The orbitals enclosed by dotted lines constitute the CAS(6,5) reference space for the MRCIS calculation.

Relaxation to the ground state was reported to be enabled by the presence of conical intersections (CoIns) involving the $^1n_N\pi^*/S_0$ or $^1\pi\pi^*/S_0$ state pairs. Low barriers to access these CoIns make ground state relaxation the most efficient photophysical process of 5-AC. Singlet-triplet interaction regions were also identified, but it was still concluded that ISC should be only a minor side channel, in agreement with experimental findings.

Since in many cases a photophysical reaction mechanism is controlled not only by the shape of PESs, but also by the details of the nuclear dynamics occurring on these surfaces, it is necessary to explicitly simulate this dynamics, considering all relevant nonadiabatic and spin-orbit couplings (SOCs). Such nonadiabatic dynamics simulations allow obtaining excited-state lifetimes and identifying the actual branching ratios between the different possible relaxation pathways. In this contribution, we present the first excited-state dynamics simulations of 5-AC, employing accurate multireference electronic structure methods for describing the PESs of all relevant states. In order to investigate the ISC yields of 5-AC, we include both singlet and triplet states in the dynamics by means of the SHARC (surface hopping including arbitrary couplings) method. Together with the static picture of the relaxation mechanisms described previously, we contribute further insights into the relaxation process of this important aza-compound.

2 Computational details

Energies, analytical gradients, non-adiabatic couplings (for optimizations of CoIns) and spin-orbit couplings were calculated using the MRCIS(6,5)/def2-SVP (multireference configuration interaction including single excitations) level of theory, provided by the COLUMBUS 7.0 quantum chemistry package. All atomic and spin-orbit mean-field integrals were taken from MOLCAS through the MOLCAS-COLUMBUS interface. The singlet-and-triplet excited-state dynamics of 5-AC was simulated using the development version of the SHARC ab initio dynamics package. To avoid computing nonadiabatic coupling vectors during the dynamics, the wavefunction propagation was carried out with the local diabatization procedure, where the required wavefunction overlaps were computed with our recent overlap code.

2.1 Ab initio level of theory

Stationary points, CoIns, and singlet-triplet minimum-energy crossings were optimized at the MRCIS level of theory with the def2-SVP basis set, using a CAS(6,5) reference space. The orbitals were taken from a SA(3S+2T)-CASSCF(12,9) calculation (complete-active-space self-consistent-field), where a single set of orbitals is optimized for the average over 3 singlet and 2 triplet states. At the ground-state optimized geometry, these orbitals are the two $n_N$ and 7 $\pi$ orbitals shown in Figure 2, the subset of orbitals included in the reference space of the MRCIS(6,5) calculation is highlighted in the same figure. The $n_O\pi^*$ orbital was kept inactive because the $n_O\pi^*$ state is too high in energy to take part in the main events discussed in this work. Inner shell orbitals were frozen in the CI step of the computation and the Douglas-Kroll-Hess scalar-relativistic Hamiltonian was employed. This level of theory is abbreviated as “MRCIS(6,5)/def2-SVP” in the following and is used consistently throughout the manuscript.

2.2 Dynamics

The generation of initial conditions for the dynamics simulation was based on an optimization of the ground-state equilibrium geometry, followed by the computation of the harmonic frequencies. From these frequencies, a quantum harmonic oscillator Wigner distribution was computed, from which 1000 uncorrelated geometries and velocities were sampled. For each sampled geometry, a vertical excitation calculation including 5 singlet states was carried out. An absorption spectrum was constructed as a superposition of Gaussian functions, centered on the computed vertical excitation energies and with the height proportional to the oscillator strength; the spectrum is presented in Figure 3. For dynamics, initial conditions were stochastically chosen from the first absorption band in the energy window 4.8–5.2 eV, yielding 146 initial conditions (47 starting in the $S_1$ state and 99 in the
Table 1: Computed energies (eV) for the most relevant singlet and triplet states of 5-AC at different important geometries, from previous CASPT2//CASSCF computations and from the MRCIS(6,5)/def2-SVP computations of this work. All energies are relative to the ground state minimum energy and energies of the optimized states are given in bold.

| Structure | SS-CASPT2(14,10)/ANO-L (from Ref.9) | MS-CASPT2(14,10)/ANO-L | MRCIS(6,5)/def2-SVP |
|-----------|--------------------------------------|--------------------------|---------------------|
| S₀ min    | S₀  | 4.46 | 4.74 | 5.58 | 4.33 | 0.00 | 4.61 | 5.06 | 0.00 | 5.07 | 5.31 | 4.62 |
| S₁/∆N   | 1.52 | 3.59 | 4.38 | —   | 3.71 | —   | —   | —   | 1.30 | 4.10 | 5.76 | 4.28 |
| S₁/∆N   | 1.39 | 4.67 | 3.69 | 4.08 | 3.57 | —   | —   | —   | 1.22 | 4.90 | 4.28 | 3.82 |
| 3ππ⁺ min | 1.06 | 4.02 | 3.76 | 4.65 | 3.27 | —   | —   | —   | 1.50 | 4.32 | 5.35 | 3.54 |
| 1ππ⁺/1ππ⁺ CoIn | 0.08 | 3.97 | 4.04 | 4.80 | 3.63 | —   | —   | —   | 0.87 | 4.41 | 4.41 | 3.78 |
| S₁/∆N   | 3.75 | —   | 3.87 | —   | 3.76 | 4.27 | 4.82 | 5.15 | 4.83 | 5.31 | 7.03 | 5.31 |
| S₁/∆N   | 3.47 | 5.12 | 3.47 | —   | 3.89 | —   | 3.76 | 5.66 | 3.77 | 4.06 | 6.73 | 4.06 |
| S₁/∆N   | —   | —   | —   | —   | —   | 3.84 | 3.85 | 5.90 | 3.99 | 3.99 | 6.21 | 3.95 |
| 1ππ⁺/3ππ⁺ STC | 3.89 | —   | 3.87 | —   | 3.77 | —   | —   | —   | —   | —   | —   | —   |
| 1ππ⁺/3ππ⁺ STC | —   | —   | —   | —   | —   | —   | —   | 1.19 | 4.12 | 5.57 | 4.12 | —   |

* MRCIS(6,5)/def2-SVP ground state minimum energy: −408.6531755 Hartree.
* Optimized with constrained C₂=O bond length.

Fig. 3: Simulated absorption spectrum for 5-AC at the MRCIS(6,5)/def2-SVP level of theory, based on 1000 geometries. The plot also shows the individual contributions of the excited states S₁ to S₄ and the energy range from where initial conditions for the dynamics were selected.
Fig. 4 Linear interpolation in internal coordinates (LIIC) scans connecting important optimized geometries (as indicated by the labels). Computed at MRCIS(6,5)/def2-SVP.

The excitation window was chosen to be slightly below the absorption maximum, as is commonly done in many experiments on nucleobases with a width such that we obtain a sufficient number of initial conditions.

The dynamics simulation considered 3 singlet and 2 triplet states, where all triplet components were explicitly included (yielding 9 states in total). The trajectories were propagated until 1000 fs or until relaxation to ground-state occurred, with a nuclear time step of 0.5 fs and an electronic time step of 0.02 fs.

2.3 ColIn optimizations
Optimizations of the $S_1/S_0$ ColIns were also carried out with the MS-CASPT2 method, using numerical gradients, the algorithm of Levine et al., and the ORCA optimizer. The calculations employed orbitals from an SA(4S)-CASSCF(14,10)/ANO-L-VTZP calculation with Cholesky decomposition and a non-relativistic Hamiltonian; in the MS-CASPT2 step, all four roots were included, the IPEA shift was set to zero, and an imaginary shift of 0.2 a.u. was applied.

3 Results and discussion

3.1 Validation of the level of theory
The static picture of the photochemistry of 5-AC was investigated previously employing the photochemical reaction approach and the CASPT2//CASSCF protocol. Due to the high expense of dynamics simulations, here we describe the excited-state PESs with a more cost-efficient electronic structure method than CASPT2, namely the MRCIS method, as detailed above. To validate that MRCIS can provide accurate (with respect to the previous CASPT2/CASSCF results) PESs for the dynamics simulations, we carried out a series of test calculations aimed at reproducing the fundamental characteristics of the PESs revealed with the CASPT2//CASSCF protocol. In order to do that, the geometries of all relevant structures (excited-state minima, ColIns, singlet-triplet crossings (STC)) for the excited state dynamics of 5-AC were reoptimized at the MRCIS level. Subsequently, excitation energies were computed and compared with the benchmark results obtained with the CASPT2//CASSCF protocol. The results are collected in Table 1; all optimized geometries are given in the ESI.

In the Franck-Condon region, both levels of theory (MRCIS and CASPT2) agree that the lowest excited singlet state is of $^1\eta_N\pi^*$ character, with the bright $^1\pi\pi^*$ state slightly (about 0.25 eV) above. The experimental absorption maxima are reported to be 4.86 eV (thin film on CaF$_2$) and 5.3 eV (in acetonitrile), hence both MS-CASPT2 (5.06 eV) and MRCIS (5.31 eV) appear to correctly predict
the vertical excitation energy of the bright $^1\pi^*$ state. The lowest triplet state, $^3\pi^*$, is predicted to be lower in energy than the lowest singlet state. Outside the Franck-Condon region, at both levels of theory, three excited-state minima were obtained, for the $^1\pi^*$, $^1n\pi^*$, and $^3\pi^*$ states. Furthermore, a crossing of $^1\pi^*$ and $^1n\pi^*$ states, and several crossings of the S0 with the excited states were found. Note that the wavefunction characters at the $S_1/S_0$ CoIns are strongly mixed and we cannot denote them as either "$^1n\pi^*$/$S_0$" or "$^1\pi^*/S_0$". Instead, we simply refer to them as "$S_1/S_0$ CoIn and label the different CoIns with $\alpha$, $\beta$, and $\gamma$.

In order to check for any relevant barriers between the mentioned geometries, we also performed linear interpolation in internal coordinates (LIIC) scans, as shown in Figure 4. The plots shown in panels (a) and (b) of this figure indicate that there are low-barrier paths from the Franck-Condon region ("$S_0$ min") to the $^1n\pi^*$ minimum, which is the lowest minimum on the $S_1$ adiabatic surface of 5-AC. From there, several relaxation pathways exist, all associated with only small barriers. Note that these are not the true barriers, due to the fact that they were obtained with the LIIC scans. The true barriers—which will be invariably smaller—could be obtained with minimum energy paths. Nevertheless, the barriers will be larger than zero because a stable $^1n\pi^*$ minimum was found.

Panels (c) and (d) present the paths from the $^1n\pi^*$ minimum to CoIns between the ground state and the lowest excited singlet state. Both CoIns are local minima on the $S_1/S_0$ intersection seam, separated by only small barriers (smaller than 0.07 eV and 0.28 eV, respectively) from the $^1n\pi^*$ minimum. The crossing in panel (c), $S_1/S_0$ CoIn $\gamma$, has not been reported previously as an $S_1/S_0$ CoIn, but it is related to the "($^3\pi^*$/$gs$)$_{STC}$" geometry of Giussani et al. (which is actually a $S_0/S_1/T_1$ three-state degeneracy point according to their energy profiles). It is characterized by a pronounced boat-like conformation of the ring. The crossing in panel (d) can be identified as the "($^1\pi^*$/$gs$)$_{CI-\beta}$" geometry from these authors, showing an envelope-like geometry where carbon C6 is displaced out of the ring plane.

Note that the "($^1\pi^*$/$gs$)$_{CI-\alpha}$" CoIn, the other $S_1/S_0$ CoIn reported previously, can be easily distinguished by having a much longer C2=O bond due to a different electronic character; here, at MRCIS level we did not obtain this CoIn. Hence, we reoptimized the three CoIns from Ref. using MS-CASPT2 instead of SS-CASPT2, because the latter does not correctly describe CoIns. The energies of the CoIns are given in Table 1 and the geometries and further details are given in the ESI. Interestingly, at the MS-CASPT2 level of theory the $S_1/S_0$ (\(\alpha\)) CoIn is not a minimum on the intersection seam, but the optimization converges towards $S_1/S_0$ (\(\gamma\)), the same behavior which is also observed at the MRCIS level of theory.

Finally, panel (e) of Figure 4 shows a path from the $^1n\pi^*$ minimum to a minimum-energy crossing point with the $^3\pi^*$ state and from there to the $^3\pi^*$ minimum. Because the barrier between the former two points is only 0.02 eV, ISC is in principle possible from the $^1n\pi^*$ minimum. However, the small SOC of only 13 cm\(^{-1}\) probably does not allow for fast ISC.

Comparing the results obtained at the MRCIS level of theory with the previous and new CASPT2 results, we observe that MRCIS consistently predicts higher energies for all states (see Table 1). However, the relative energies in the Franck-Condon region and among the critical points are well described at MRCIS level of theory; the largest difference is found in the energy of the $^3\pi^*$ minimum (0.32 eV below the $^1n\pi^*$ minimum with CASPT2 vs. 0.56 eV with MRCIS). All other energies relative to the $^1n\pi^*$ minimum agree within 0.1 eV between these methods. Therefore, and because the computed LIIC scans computed at the MRCIS level of theory compare well with the scans from Ref., we conclude that MRCIS correctly reproduces all key aspects of the PESs of 5-AC.

### 3.2 Dynamics simulations

Due to the fact that sometimes some active orbital had an occupation number very close to 2, a number of trajectories experienced convergence problems in the CASSCF computation at different time steps and terminate before reaching 1000 fs simulation time. Figure 5 presents how many trajectories have achieved at least a given simulation time. In order to find a good compromise between analyzed simulation time and number of trajectories included in the ensemble analysis, we considered all trajectories with at least 600 fs simulation time (black rectangle in Figure 5), corresponding to 52 trajectories out of the initially started 146 ones. This restriction is necessary to avoid an overestimation of the $S_1$ life time, which would occur if unreactive, early-terminated trajectories would be included. The subset of 52 trajectories reproduces accurately the initial $S_1/S_2$ ratio: 32.7% of the trajectories (17 of 52) started in $S_1$, which compares well with the 32.2% ratio (47 of 146) found in the full set of initial conditions. Furthermore, the initial geometries of
the 52 selected trajectories show the same coordinate distribution as the excluded trajectories. Hence, we are certain that the analysis of only 52 trajectories does not lead to a bias in the results.

As the first part of the trajectory analysis, Figure 6 presents the temporal evolution of the excited-state populations (plotted in panel (a)). Note that only populations in the adiabatic basis (S1, S2, ...) are presented, since the nπ* and ππ* states mix strongly during the dynamics and a rigorous diabatization of the populations is not feasible. It can be seen that, qualitatively, the system starts in a mixture of S1 and S2, but quickly evolves to populate the S1 state with almost 100%. Subsequently, the S1 population decreases, and the S0 population increases, accompanied by a very small increase of the triplet population.

For a quantitative analysis of the population evolution, we used the net number of hops from the simulations (Figure 6 panel (b)) to decide on a kinetic reaction model, which is shown in Figure 6 (c). From the model, consisting of four species (S0, S1, S2, T1,2) and three elementary reactions, it is possible to find the time laws for the species’ populations, which where fit globally to the population data from the simulations. This procedure yielded three time constants, whose statistical errors were computed with the bootstrapping method based on 1000 resamples of the ensemble. Note that these errors describe the uncertainties related to the size of the ensemble and therefore allow judging whether the number of trajectories is sufficient. The errors do not include the errors due to the choice of electronic structure and dynamics methods.

The first time constant, τ1 = 32 ± 7 fs, describes the internal conversion from S2 to S1. Note that this is not identical to a 1ππ* → 1nππ* time constant, because the adiabatic S1 potential can have either 1ππ* or 1nππ* character, depending on geometry. In order to obtain an estimate for the 1ππ* → 1nππ* process, we analyzed the ensemble average of the active state oscillator strength. This value decreases by an order of magnitude within the first 40 fs; hence, the actual 1ππ* → 1nππ* process is most likely occurring on this time scale. The second time constant, with a value of τ2 = 1070 ± 230 fs, describes the relaxation from the S1 PES to the electronic ground state. Finally, the value of the third time constant is τ3 = 9000 ± 10000 fs, corresponding to ISC from S1 to the triplet states. The associated statistical error is very large due to the fact that only two trajectories have sampled the ISC pathway. Significantly more trajectories, and a longer simulation time, would be necessary to obtain a more precise estimate of this time constant.

Using the two latter time constants, it is possible to estimate the total triplet yield at long simulation times, given by Φ_{ISC} = τ2/(τ2 + τ1). Including the statistical uncertainties of τ2 and τ1, we obtain an ISC yield of 10 ± 8%, where the error does not include the uncertainty due to the method choices, as mentioned above. This value is higher than the experimental singlet oxygen yield of < 1% reported in the literature for 5-AC but it still shows clearly that ISC in 5-AC is only a minor side channel next to the much more efficient ground state relaxation. It should also be noted that our simulations only consider gas-phase 5-AC, whereas the experiments were carried out in acetonitrile and it is well known that solvent effects can influence the ISC yield of nucleobases. For a comparison with the ISC yield of cytosine, see below.

The nature of the ground state relaxation pathway was investigated by analyzing the geometries where surface hops from the S1 to the S0 state occurred. For these 30 geometries (taken not only from the 52 longest trajectories, but from all 146), we computed the Cremer-Pople parameters, which characterize the ring conformation. For a six-membered ring, there are three Cremer-Pople
parameters, \( Q \), \( \phi \), and \( \theta \); \( Q \) is the puckering amplitude, and the two angles give the location and type of ring puckering. For the \( S_1 \rightarrow S_0 \) hopping geometries, we find an average \( Q \) of 0.5Å, which is significantly larger than the ensemble average of 0.2Å, showing that in all cases, ground state decay involves a strongly deformed heteroaromatic ring.

The two puckering angles span the surface of a half-sphere, on which certain parameter combinations (\( \phi, \theta \)) represent certain ring conformations like chair, boat, or envelope. In Figure 7, we plot the location of all hopping geometries in this two-dimensional space. It can be seen that all hopping geometries cluster around two relatively small regions in this conformation space. One cluster is located close to the \( ^{3,6}B \) geometry, which is a boat where atoms \( N_3 \) and \( C_6 \) are displaced from the molecular plane in the same direction. This geometry is very close to the \( S_1/S_0 \) (\( \gamma \)) column from Table 1 and Figure 4 (c). The second cluster is close to the \( ^6H_5 \) half-chair conformation, where atoms \( N_3 \) and \( C_6 \) are displaced from the ring plane in opposite directions, and to the envelope \( ^6E \) structure, where atom \( C_6 \) is displaced. This cluster is also in the vicinity of the \( S_1/S_0 \) (\( \beta \)) column reported above. Because all hopping geometries show a \( C_2=O \) bond length of below 1.3Å, we find that none of the trajectories employed the previously reported \( ^1\pi\pi^*/gs\) \( C_1-\alpha \) column reported above. Because all hopping geometries show a \( C_2=O \) bond length of 1.4Å. Interestingly, all hopping geometries to some extent include a ring deformation localized close to the \( N_3=\text{C}_6 \) double bond of 5-AC, indicating that this bond is crucial for the ground state relaxation of this molecule. In this respect, it would be interesting to investigate what effect substitution of the \( C_6-\text{H} \) group would have on the excited-state dynamics.

### 3.3 Photophysics of 5-azacytosine

The most likely relaxation pathway of 5-AC is, in terms of the PESs in Figure 4, a sequence of panel (a) or (b)—depending on whether the molecule is excited to \( S_1 \) or \( S_2 \)—followed by either panel (c) or (d). According to Figure 7, both of the employed \( S_1/S_0 \) columns contribute approximately equally to ground state relaxation, with 17 hops in the \( ^6H_5/^6E \) region and 13 hops in the \( ^{3,6}B \) region. These results also show that at our MRCIS level of theory, all trajectories relax via the \( ^1\pi\pi^* \) state, the starting point in both Figure 4 (c) and (d). Probably due to the short lifetime of the \( ^1\pi\pi^* \) population, no trajectory followed the pathway from the \( ^1\pi\pi^* \) minimum to the \( \gamma \) \( ^1\pi\pi^*/gs \) column, even though this pathway would be almost barrierless according to Giussani et al. (9).

The trajectories also showed clearly that ISC in 5-AC is only a minor relaxation channel. Actually, the ISC yield obtained here (10 ± 8%) is much lower than the ISC yield of about 32% reported for previous SHARC simulations of gas-phase cytosine, the parent nucleobase of 5-AC. The low ISC yield of SAC is not primarily caused by SAC avoiding the singlet-triplet degeneracy region. Actually, we found that the \( S_1 - T \) gap is small (<0.02 eV) in about 5% of all time steps in the trajectories and the \( S_1 \) crosses with a triplet state every 30 fs on average. Instead, the main reason for the reduced ISC yield of 5-AC is likely the significantly smaller SOCs. In 5-AC, the two states involved in ISC are the \( ^1\nu_\pi^* \) and \( ^3\pi^+ \) states; the SOC between those states is only 13 cm\(^{-1}\). On the contrary, in keto-cytosine, the two involved states are a \( ^1\nu_\pi^* \) and a \( ^3\pi^+ \); due to the localization of the transition density on the oxygen atom, the SOCs are increased to 40 cm\(^{-1}\). This increase of SOCs when going from an \( ^1\nu_\pi^* \) state to a \( ^1\nu_\pi^* \) state was previously reported for the keto and enol tautomers of cytosine. Because the ISC rate is approximately proportional to the square of the SOCs (if all other parameters are unchanged), the larger SOCs in cytosine can explain a tenfold increased ISC rate, compared to 5-AC. It is worth mentioning here that also uracil and 6-azauracil show a \( ^1\nu_\pi^* \) state as their lowest singlet state, leading to the observation of significant

![Figure 7](image-url)


4 Conclusions

The photophysical behavior of 5-azacytosine after irradiation with UV light has been investigated by means of potential energy surface exploration and ab initio dynamics simulations including both singlet and triplet states. The simulations were carried out with MRCIS(6,5)/def2-SVP electronic structure computations coupled to the surface hopping including arbitrary couplings method. The MRCIS level of theory was carefully benchmarked against previously reported excited-state data obtained with the reliable CASPT2 method.

In our simulations, we found that the relaxation dynamics after UV irradiation of 5-azacytosine begins with the internal conversion from the bright $1\pi\pi^*$ state to a dark $1n_S\pi^*$ state, localized on the N$_5$ atom which distinguishes 5-azacytosine from cytosine. From the $1n_S\pi^*$ state, ground state relaxation proceeds with a time constant slightly larger than 1 picosecond, leading to ultrafast deactivation of this molecule. The intersystem crossing yield has been estimated to $10 \pm 8\%$ based on the simulations, showing that intersystem crossing cannot compete with the significantly faster internal conversion to the ground state.

The differences between the dynamics of cytosine and the one of 5-azacytosine can be largely attributed to the different localization of the $n$ orbitals involved in their lowest singlet $n\pi^*$ state, as already suggested by Crespo and coworkers. The $1n_S\pi^*$ state of 5-azacytosine both facilitates efficient ground state relaxation through the paths from its minimum to the $S_1/S_0$ CoIns and at the same time shuts down ISC by quenching the associated spin-orbit coupling matrix elements.
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