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Abstract
Complex networks are a successful framework to describe collective behaviour in many applications, but a notable gap remains in the current literature, that of proving asymptotic convergence in networks of piecewise-smooth systems. Indeed, a wide variety of physical systems display discontinuous dynamics that change abruptly, including dry friction mechanical oscillators, electrical power converters, and biological neurons. In this paper, we study how to enforce global asymptotic state-synchronization in these networks. Specifically, we propose the addition of a distributed discontinuous coupling action to the commonly used diffusive coupling protocol. Moreover, we provide analytical estimates of the thresholds on the coupling gains required for convergence, and highlight the importance of a new connectivity measure, which we named minimum density. The theoretical results are illustrated by a set of representative examples.
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1 Introduction

Complex networks have proven to be a powerful and effective paradigm to describe interaction and collective behaviour in networks of dynamical systems [1]. Yet, in the vast literature on synchronization of complex networks of the past 20 years, there is a notable gap: the case where the agents display discontinuous behaviour and therefore are modelled as piecewise-smooth (PWS) dynamical systems [12, 16, 28]. Importantly, differential equations with discontinuous right-hand sides appear in all applications featuring control systems with bang-bang, switched or hybrid controllers [37]. However, assessing whether coupling between agents will trigger synchronization in a network where the nodes are piecewise-smooth systems is still an open question. This is of crucial importance, for example, when the frequencies of multiple power generators must be synchronized in a smart grid with switching components [17, 36], or when ensuring convergence of the velocities of several interconnected mechanical components subject to dry friction [20, 27]. At the same time, spike synchronization in neurons has a crucial role in activities such as vision and motor coordination [7, 8, 18], while convergence of the motion of seismic faults leads the dreadful scenario of an earthquake [5, 35].

The reason why proving converge in a network of piecewise-smooth systems is a difficult task is twofold. Firstly, many common mathematical tools used when proving synchronization (e.g. Lyapunov approaches or the master stability function (MSF) technique [34]), in their standard form, require some degree of differentiability in the agents’ vector fields. Secondly, assumptions on the vector fields typically made for smooth systems, such as one-sided Lipschitz continuity and QUADness [15], cannot be exploited for PWS systems, but for a number of special cases. This fact also entails that, as discussed in [31], a linear diffusive coupling protocol (that is the most common communication protocol in complex networks) is not sufficient to guarantee convergence.

Numerous studies attempted to find alternative solutions to this problem. Early results on local synchronization between two coupled PWS systems were illustrated in [13], while the specific case of friction oscillators was discussed in [20]. More recently, an extension of the MSF technique to assess local stability of the synchronization manifold was presented in [8], even though, as explained in [26], such technique is only feasible for piecewise-smooth continuous [16] systems. Also, bounded synchronization between two coupled neural networks was investigated in [31], whereas more generic sufficient conditions for global bounded convergence to a synchronous solution were later given in [14]. Asymptotic synchronization was achieved via a leader-follower strategy.
in [40], where the authors exploited a control law injected at all the nodes to make the network track the state of a leader agent. However, this approach requires the presence of a single agent that can exert a centralised control action on all the systems (which is relatively costly and sometimes unfeasible) and the assumption that the trajectories of the open-loop network are bounded. So far, the only attempts at finding conditions to ensure global asymptotic convergence via a distributed coupling strategy (rather than a centralised controller) are illustrated in [9, 29]. In both papers strict assumptions (e.g. QUADness and semi-QUADness [29]) are made on the vector fields of the agents, excluding many PWS systems that do not satisfy them [14, 30, 40].

In this paper, we aim at finding sufficient conditions on the agent dynamics, the communication protocol and the structure of the interconnections in a network of piecewise-smooth systems so as to ensure global asymptotic convergence. We build on an intuition we presented in [9], where only a preliminary numerical investigation was carried out. Specifically, assuming the presence of a linear diffusive coupling protocol in the network, we propose a multiplex control approach [4], where communication among the nodes is extended via an additional discontinuous coupling layer, whose topology might differ from that of the diffusive one. Such an approach is corroborated by the evidence in the literature that some kind of discontinuous action is often required to enforce global convergence [31, 40]. In addition, discontinuous coupling protocols were already effectively used in different contexts. For example, they were exploited in [11, 24], to drive networks of integrators to consensus in finite time, and in [33, 38], using a hybrid system framework, to solve the problem of attitude synchronization among quaternions with smooth dynamics.

With the above multiplex distributed strategy, we advance the current state-of-the-art as follows.

(1) We prove formally for the first time that asymptotic (rather than just bounded) synchronization in networks of piecewise-smooth systems is possible through the use of a distributed, multiplex coupling strategy;

(2) We give analytical estimates of the critical values of both the coupling gains associated to the diffusive and the discontinuous layers, sufficient to guarantee global synchronization;

(3) We show that the threshold value for the discontinuous coupling gain is dependent on a quantity we name minimum density of a graph, that acts as a connectivity measure, similarly to the well-known algebraic connectivity [21].

2 Notation and description of the problem

2.1 Notation

Given a vector $\mathbf{\xi} = [\xi_1, \xi_2, \ldots, \xi_n]$, $|\mathbf{\xi}| = |\xi_1| + |\xi_2| + \cdots + |\xi_n|$; $\text{sign}(\mathbf{\xi}) = [\text{sign}(\xi_1), \text{sign}(\xi_2), \cdots, \text{sign}(\xi_n)]$; $\mathbf{i} \in \mathbb{R}^n$ is the column vector with 1 in position $i$ and 0 elsewhere; $\text{diag}(\mathbf{\xi})$ is the diagonal matrix having the elements of vector $\mathbf{\xi}$ on its diagonal. $\|\cdot\|_p$ is the $p$-norm, and we recall that $\|\mathbf{\xi}\|_1 \triangleq \sum_{i=1}^n |\xi_i|$.

Given a set $\mathcal{Q}$, if it is finite, we denote by $|\mathcal{Q}|$ its cardinality. For a set $\mathcal{Q}$ of scalars, the notation $\mathcal{Q} \leq \mathcal{R}$ means that $\forall \alpha \in \mathcal{Q}, \alpha \leq 0$ (analogously for $\geq, =, \text{etc}$.). $\mathcal{Q} \supseteq \mathcal{R}$ denotes an application from $\mathcal{Q}$ to the set of all subsets of $\mathcal{R}$.

Given a matrix $\mathbf{A}$, we denote by $\lambda_i(\mathbf{A})$ its $i$-th eigenvalue, with eigenvalues being sorted in an increasing fashion if they are all real (so that $\lambda_{\text{min}}(\mathbf{A}) \triangleq \lambda_1(\mathbf{A})$). The notation $\mathbf{A} > 0$ indicates that $\mathbf{A}$ is positive definite (analogously for semi- and negative definiteness); Finally, $\otimes$ is the Kronecker product. We recall that $\|\mathbf{A}\|_\infty \triangleq \max_{i=1,\ldots,n} \left( \sum_{j=1}^n |A_{ij}| \right)$.

2.2 Problem description

We consider the problem of finding conditions on the agent vector fields and an appropriate distributed control protocol $u_i$ that can to make an ensemble of identical PWS systems of the form\(^1\)

\[ \dot{x}_i = f(x_i; t) + u_i, \quad i = 1, \ldots, N \]

converge asymptotically towards a common evolution. Here $x_i \in \mathbb{R}^n$, $t \in \mathbb{R}$ is time and $f : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^n$ is a generic piecewise-smooth vector field that might possibly exhibit sliding dynamics [16].

**Definition 1 (Asymptotic synchronization)** Network (1) is asymptotically synchronized in $\Omega \subseteq \mathbb{R}^n$ if, for all initial conditions in $\Omega$, $\lim_{t \rightarrow +\infty} \|x_i(t) - x_j(t)\| = 0$, for all $i, j = 1, \ldots, N$. Moreover, network (1) is globally asymptotically synchronized if $\Omega = \mathbb{R}^n$.

As shown in [14], a purely linear diffusive protocol does not suffice to achieve asymptotic convergence. Therefore, in this work we propose a multiplex control strategy [4] where an additional discontinuous coupling layer is added\(^1\)

---

\(^1\) To ensure the existence of a solution, we assume the Filippov vector field defining the systems’ dynamics is locally bounded, takes nonempty, compact, and convex values and is upper-semicontinuous; [12, Propositions S2 and S3]. We allow the possibility that solutions are not unique.
to a traditional linear diffusive one (see Figure 1). The two layers are associated to two undirected unweighted graphs: \( G = (\mathcal{V}, \mathcal{E}) \) associated to linear diffusive coupling, and \( G_d = (\mathcal{V}, \mathcal{E}_d) \) associated to discontinuous coupling; here, \( \mathcal{V} \) is the set of vertices (or nodes) and \( \mathcal{E}, \mathcal{E}_d \) are the set of edges (or links). Thus, our multilayer control action is given by

\[
u_i = -c \sum_{j=1}^{N} L_{ij} \Gamma (x_j - x_i) - c_d \sum_{j=1}^{N} L_{dj} \Gamma_d \text{sign}(x_j - x_i),
\]

for \( i = 1, \ldots, N \), where \( L_{ij} \) and \( L_{dj} \) are the \((i,j)\)-th elements of the symmetric Laplacian matrices \( L, L_d \in \mathbb{R}^{N \times N} \) associated to the graphs \( G \) and \( G_d \), respectively; \( \Gamma, \Gamma_d \in \mathbb{R}^{n \times n} \) are inner coupling matrices describing how the coupling actions affect the dynamics of the nodes.

3 Mathematical preliminaries

Let \( A \in \mathbb{R}^{n \times n} \) be a matrix and \( \mu_p : \mathbb{R}^{n \times n} \to \mathbb{R} \) be the matrix measure (logarithmic norm) induced by the \( p \)-norm. We recall that \( \mu_2 (A) = \lambda_{\text{max}} \left( \frac{A + A^T}{2} \right) \) and \( \mu_\infty (A) = \max_i (\lambda_i (A)) \). We denote \( -\mu_p (A) \) by \( \mu_p (A) \), so that \( \mu_2 (A) = \lambda_{\text{min}} \left( \frac{A + A^T}{2} \right) \), and \( \mu_\infty (A) = \max_i (\lambda_i (A)) \). We also note that \( \mu_\infty (I_m \otimes A) = \mu_\infty (A) \), for any \( m \in \mathbb{N}_{>0} \).

3.1 \( \sigma \)-QUAD property

We define next an extension to the well-known QUAD assumption, often used as a regularity condition on the internal agent dynamics in synchronization problems [9, 15].

**Definition 2 (\( \sigma \)-QUAD)** A function \( f: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \) is \( \sigma \)-QUAD \( \langle P, Q, M \rangle \) if, \( \forall \xi_1, \xi_2 \in \mathbb{R}^n \), \( t \in \mathbb{R} \), \( \exists P, Q, M \in \mathbb{R}^{n \times n} \) such that

\[
(\xi_1 - \xi_2)^T P (f(\xi_1; t) - f(\xi_2; t)) \leq (\xi_1 - \xi_2)^T Q (\xi_1 - \xi_2)
+ (\xi_1 - \xi_2)^T M \text{sign} (\xi_1 - \xi_2).
\]

Note that if \( M = 0_{n \times n} \), Definition 2 becomes equivalent to the classic QUAD condition. However, differently from the QUAD condition, the \( \sigma \)-QUAD property includes cases where \( f \) has any number of finite jumps discontinuities. Indeed, many real-world systems satisfy the \( \sigma \)-QUAD property (while failing to verify the QUAD assumption), featuring neuron models [8], gene regulatory networks [6], DC-DC converters, dry friction mechanical oscillators [20], and all QUAD systems controlled with bang-bang controllers [16].

As an illustrative example of what the \( \sigma \)-QUAD property implies, consider the functions \( f_1, f_2: \mathbb{R} \to \mathbb{R} \), given by \( f_1 (\xi) = \xi - \text{sign}(\xi) \) and \( f_2 (\xi) = \xi + \text{sign}(\xi) \), represented in Figure 2. \( f_1 \) is \( \sigma \)-QUAD with \( P = 1, Q = 1, M = 0 \), and thus is also QUAD; differently, \( f_2 \) is \( \sigma \)-QUAD with \( P = 1, Q = 1, M = 2 \), and can be proved not to be QUAD.

![Fig. 2.](image)

The following Lemma can be used to check for \( \sigma \)-QUADness. The proof immediately follows from the definitions of QUADness and \( \sigma \)-QUADness.

**Lemma 3 (Evaluation of \( \sigma \)-QUADness)** Given a function \( f: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \), if there exist \( f_Q \) and \( f_\sigma \) such that (i) \( f = f_Q + f_\sigma \), (ii) \( f_Q \) is QUAD \( \langle P, Q \rangle \), and (iii) \( f_\sigma \) is bounded—i.e., \( \exists m \in \mathbb{R}^n \) such that \( |f_\sigma (\xi_1) - f_\sigma (\xi_2)| \leq m \), for all \( \xi_1, \xi_2 \in \mathbb{R}^n \)—then \( f \) is \( \sigma \)-QUAD \( \langle P, Q, M \rangle \) with \( M = \text{diag} ([P \mid m]) \).

**Remark 4** Lemma 3 allows to assess whether a PWS system with any number of finite jumps is \( \sigma \)-QUAD by only looking at its Jacobian, where it is defined. Indeed, if a vector field has a bounded Jacobian, then it also fulfills the QUAD assumption [10, Proposition 12].

3.2 Network notation and definitions

With reference to network \( (1), (2) \), \( \tilde{x} = \sum_{i=1}^{N} x_i / N \in \mathbb{R}^n \) is the average of the states of the nodes; \( e_i \triangleq x_i - \tilde{x} \in \mathbb{R}^n \), \( i = 1, \ldots, N \) are the synchronization errors, and we denote the \( h \)-th element of \( e_i \), by \( e_i,h; x \triangleq [x_1^T \cdots x_N^T]^T \in \mathbb{R}^{N \times n} \) is the stack of the states of the nodes; \( e_i \triangleq [e_1 \cdots e_N]^T \in \mathbb{R}^{N \times n} \) is the stack of the errors; \( e^{th} \triangleq [e_{1,h} \cdots e_{N,h}]^T \in \mathbb{R}^{N \times n} \) groups the \( h \)-th components of all the errors \( e_i \); \( e_{\text{tot}} \triangleq \sum_{i=1}^{N} \| e_i \|_2 \) is the total synchronization error.

Given a graph \( G = (\mathcal{V}, \mathcal{E}) \), we denote by \( N \) the number of its vertices and by \( N_\mathcal{E} \) the number of its edges. A cut \( \mathcal{C} \) is a partition of the set of vertices \( \mathcal{V} \) in two subsets \( \mathcal{V}_1, \mathcal{V}_2 \); we name the sets of all possible cuts on \( G \) as \( \mathcal{C}_\mathcal{G} \), the number of edges that connect a vertex in \( \mathcal{V}_1 \) with one in \( \mathcal{V}_2 \) as \( b \), and define the cardinalities \( N_1 = |\mathcal{V}_1|, N_2 = |\mathcal{V}_2| \). In what follows, the ratio \( b/N_1 N_2 \) represents the density of a cut \( \mathcal{C} \).

**Definition 5 (Minimum density)** The minimum density of a graph \( G \) is given by

\[
\delta_\mathcal{G} \triangleq \min_{\mathcal{C} \in \mathcal{C}_\mathcal{G}} \frac{b}{N_1 N_2}.
\]

The optimal cut \( \arg \min_{\mathcal{C} \in \mathcal{C}_\mathcal{G}} \frac{b}{N_1 N_2} \) associated to \( \delta_\mathcal{G} \) is known as the sparest cut [32], and is here denoted by \( \mathcal{C}_{\mathcal{G}} \).
The problem of finding such a cut is called the \textit{sparsest cut problem}, which is a special kind of graph partitioning problem.

The sparsest cut problem is NP-hard and is normally solved algorithmically, as discussed below and in [2]. The minimum density of a graph can be computed using the free software METIS [25], which partitions the vertices into two subsets, minimising the number of edges between them, while keeping the sizes of the subsets to some fixed values. Specifically, we run METIS \([N/2]\) times, each time constraining \((N_1, N_2)\) to be \((1, N - 1)\), then \((2, N - 2)\) and so on until \([(\lfloor N/2 \rfloor, \lfloor N/2 \rfloor)]\). At each run, we compute \(N^2 - N\) and eventually choose the smallest value as the minimum density of the graph, according to Definition 5.

Note that the minimum density of some selected graph topologies can be computed analytically by relatively simple algebra. We report these findings in Table 1 (the proofs are omitted here for the sake of brevity).

### 4 Convergence results

We expound next our main convergence results that allow to estimate the value of the critical coupling gains \(c^*\) and \(c^*_d\) of the diffusive and discontinuous coupling layers, respectively, that guarantee global convergence of all agents towards a common synchronous evolution.

**Theorem 6** Network (1) controlled by the distributed multiplex control action (2) achieves global asymptotic synchronization if

(a) there exist \(P, Q, M \in \mathbb{R}^{n \times n}\), with \(P > 0\), such that

(i) \(f\) is \(\sigma\)-QUAD on \((P, Q, M)\), (ii) \(\mu_2(PT) > 0\), and \(\mu_\infty(PT_d) > 0\),

(b) \(G\) and \(G_d\) are connected graphs, and

(c) \(c > c^*, c_d \geq c_d^*\) with

\[
 c^* \triangleq \frac{\mu_2(Q)}{\lambda_2(L)} \quad c_d^* \triangleq \frac{\mu_\infty(M)}{\delta_{G_d}}. \quad (4)
\]

A proof of this theorem is given later in Section 6. Here, we wish to emphasise that the critical coupling gains \(c^*, c_d^*\) depend on the internal node dynamics \(f\) through the matrices \(Q, P, M\), the inner coupling matrices \(\Gamma, \Gamma_d\), and the structure of the control layers \(L, L_d\) via the algebraic connectivity \(\lambda_2(L)\) and the minimum density \(\delta_{G_d}\). The multiplex nature of the strategy proposed here allows to pick the structure of each layer so as to fulfil a trade-off between the values of the required coupling gains and the number of edges in each layer (for some selected topologies, see Table 1).

**Remark 7** The results in Theorem 6 encompass the case of networks of smooth systems, whose global synchronization was characterised in [15]. As a matter of fact, in that case the systems would be \(\sigma\)-QUAD with \(M = 0\) (i.e. QUAD) and (4) would yield \(c_d^* = 0\) and \(c^*\) corresponding to [15, (H2)]. We also note that Theorem 6 accounts for the possible occurrence of sliding solutions, as explained in Section 6.4.2.

Concerning the evaluation of the conditions in Theorem 6, one possible way to assess \(\sigma\)-QUADness is through Lemma 3 and [10, Proposition 12]. Then, to estimate the algebraic connectivity \(\lambda_2(L)\) it is possible to use methods such as that illustrated in [39]. As far as \(\delta_{G_d}\) is concerned, to the best of our knowledge, no techniques to estimate it locally have been devised yet, which is reasonable though, since this is the first time this quantity is used in the context of network synchronization. Hence, until new estimation techniques are developed, it is advisable to compute \(\delta_{G_d}\) through the algorithm or the formulae we provided in Section 3.2, and transmit this information to the nodes directly as a one-time operation. In addition, hypothesis (ii) holds if \(PT > 0\) and \(PT_d > 0\), which in turn hold if \(\Gamma > 0\), \(PT = \Gamma P\), and \(\Gamma_d > 0\), \(PT_d = \Gamma_d P\), which is as restrictive as other assumptions made in the literature on global synchronization (e.g. [14, 15, 29, 40]).

### 5 Examples

#### 5.1 Achieving synchronization

We consider the problem of achieving global asymptotic synchronization in a network of \(N = 30\) piecewise-smooth relay systems with \(f(x_i) = Ax_i - B\text{sign}( xi_{1,1} )\), where

\[
 A = \begin{bmatrix}
 1.51 & 0 & 0 \\
 -99.922 & 0.1 & 0 \\
 -5 & 1 & 0.0 \\
 0.0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad B = [1 - 2 \, 1]^T.
\]

Such systems naturally exhibit chaotic behaviour [16] and would not synchronize unless appropriately coupled. The internal dynamics \(f\) can be shown to be \(\sigma\)-QUAD according to Definition 2 through simple algebraic manipulations, with \(P = I_3\), \(Q = A\), and \(M = \begin{bmatrix} 3 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}\); therefore \(\mu_2(Q) = 50.312\) and \(\mu_\infty(M) = 4\). We assume that the relays are coupled via two layers as in
(2), with the structure of the diffusive layer, \( L \), corresponding to a ring graph, with \( \lambda_2(L) = 1 \), while the structure of the discontinuous coupling layer, \( L_d \), being chosen as the Erdős–Rényi-like graph shown in Figure 3a, with minimum density \( \delta_{d,\min} = 1.290 \). Figure 3b shows the sparest cut of this latter graph, obtained numerically. We assume all states are available for coupling so that \( \bar{\Gamma} = \Gamma_d = I_3 \); hence, \( \mu_2(\bar{\Gamma}) = \mu_\infty(\bar{\Gamma}_d) = 1 \). From Theorem 6, we can then compute the critical coupling gains that are sufficient for global convergence as \( c^* = 50.312 \) and \( c_d^* = 3.102 \).

Figures 4a and 4b show the evolution of the total synchronization error \( \epsilon_{\text{tot}} \) (defined in Section 3) when the coupling gains are chosen below and above the critical threshold values. As expected from the theoretical results, when the gains are above the thresholds, the synchronization error converges asymptotically to zero. Note that the analytical estimates of the critical coupling gains are very conservative, as expected from a Lyapunov-based proof of convergence.

5.2 Assessing network resilience

Next, we show how the findings in Theorem 6 can be used to evaluate the resilience of the network with respect to structural changes in the communication layer. To this aim, consider the graph in Figure 3a having 82 edges and its sparest cut in in Figure 3b. Assume that, due to some fault, 8 edges (roughly 10% of the total) are removed. We investigate two possible scenarios. In scenario A, 4 blue and 4 red intra-cluster edges are removed; the new graph in Figure 5a has minimum density \( \delta_{G_A} = 1.080 \). In scenario B, 8 green inter-cluster edges are removed, with the new graph in Figure 5b having minimum density \( \delta_{G_B} = 0.747 \). Consequently, from (4), the threshold value \( c^*_\rho \) associated to the latter graph will be larger (thus worse) than that associated to \( G_A \). This suggests that the loss of resilience is greater when the inter-cluster edges (with respect to the sparest cut of the original graph) are removed, although a detailed analysis of this effect is beyond the scope of this paper and will be the subject of future work.

6 Proofs

We give here the proofs of the convergence results presented in Section 4. We start by giving some lemmas and definitions in Section 6.1, then introduce the concept of star functions in Section 6.2 and show how such functions can be associated to a given graph in Section 6.3. In particular, we show that semi-negativity of the star function for a given graph can be studied by assessing its value on the bipartitions of the graph. This allows to prove Theorem 6 in Section 4.

6.1 Preliminary lemmas and definitions

Definition 8 (Clusterization) Given a vector \( \xi \in \mathbb{R}^n \), we define its clusterization, denoted by \( \text{clus}(\xi) \), as a partition of the set of indices \( \mathcal{I} = \{1, \ldots, n\} \), say \( \{I_1, \ldots, I_Q\} \) with \( 1 \leq Q \leq n \), such that, for all \( i, j \in I \), \( \xi_i = \xi_j \) if and only if there exists \( q \in \{1, \ldots, Q\} \) such that \( i, j \in I_q \).

For example, according to this definition, the vector \( \xi = \begin{bmatrix} 1 & 1 & 6 & 2 \end{bmatrix}^T \) has a clusterization \( \text{clus}(\xi) = \{I_1, I_2, I_3\} \) with \( I_1 = \{1, 2\}, I_2 = \{3\}, I_3 = \{4, 5\} \). Clearly, the clusterization of a vector is unique up to a reordering of the clusters.

Lemma 9 Given \( \xi \in \mathbb{R}^n \) and \( A \in \mathbb{R}^{n \times n} \), it holds that \( \xi^T A \text{sign}(\xi) \leq \mu_\infty(A) \|\xi\|_1 \).
Lemma 10 Given \( \xi \in \mathbb{R}^n \) and \( A \in \mathbb{R}^{n \times n} \), it holds that \( \xi^T \text{sign}(\xi) \preceq \mu_\infty(A) \left\| \xi \right\|_1 \), with \( \mu_\infty \) given in Section 3.

PROOF. Defining \( F \triangleq \xi^T \text{sign}(\xi) \), we can write
\[
F = \sum_{i=1}^n \left( A_{ii} |\xi_i| + \sum_{j=1, j \neq i}^n |A_{ij}| \right),
\]
then
\[
F \leq \sum_{i=1}^n \left( A_{ii} |\xi_i| + \sum_{j=1, j \neq i}^n |A_{ij}| \right),
\]
and finally
\[
F \leq \max_{i=1, \ldots, n} \left( A_{ii} + \sum_{j=1, j \neq i}^n |A_{ij}| \right) \sum_{i=1}^n |\xi_i|. \quad \Box
\]

Definition 11 (Cones)
(i) A set \( K \subseteq \mathbb{V}_d \) is a (convex) cone if, for any \( \xi_1, \xi_2 \in K \) and \( \alpha_1, \alpha_2 \geq 0 \), it holds that \( \alpha_1 \xi_1 + \alpha_2 \xi_2 \in K \).
(ii) A cone is finitely generated if it is the conical combination of a finite number of unit norm vectors, which we call generators of the cone.
(iii) A cone \( K \) is polyhedral if there exists a matrix \( C = [c_1, c_2, \ldots, c_q] \in \mathbb{R}^{d \times q} \) (with \( q \geq d \) and \( C \) having rank \( d \)) such that \( C^T \xi \geq 0 \), for all \( \xi \in K \).

A finitely generated cone in \( \mathbb{R}^3 \) is illustrated in Figure 6a. Note that a convex cone contains its boundary.

Lemma 12 (Equivalence of cones [3]) A polyhedral cone is a finitely generated cone having \( p \) generators; the \( i \)-th generator \( \xi_i \) is such that \( c_i^T \xi = 0 \) for \( n-1 \) indices \( j \neq i \).
A finitely generated cone is also a polyhedral cone.

Definition 13 (Incidence matrix [21]) The incidence matrix \( B \in \mathbb{Z}^{N \times N_E} \) of a graph has columns \( b_i, i = 1, \ldots, N_E \), where \( b_i \) is associated to edge \( i \) connecting vertices \( v_j \) and \( v_k \), and has all its elements equal to zero, except for positions \( j \) and \( k \), where it has arbitrarily either 1 or \(-1 \) or \(-1 \) and 1.

Definition 14 (Bipartitions and tripartitions) We term as bipartition (resp. tripartition) of a graph \( G \) the partition of the vertices set \( V \) in two (resp. three) subsets, also known as clusters, provided that at least two of the clusters are made of connected vertices.

We denote generic bipartitions by \( B = \{I_1, I_2\} \) and tripartitions by \( T = \{I_1, I_2, I_3\} \), where \( I_1 \) is the set of indices of the vertices belonging to the \( i \)-th cluster. \( B \) and \( T \) denote the sets of all possible bipartitions and tripartitions, respectively. Finally, we define \( \bar{P} \triangleq B \cup T \) and a partition that is either a bipartition or a tripartition is denoted by \( \mathcal{P} \in \bar{P} \).

Let \( \mathbb{V}_d \) be a vector space in \( \mathbb{R}^d \).

Definition 15 (Star function) A continuous piecewise-linear function \( \phi : \mathbb{R}^n \to \mathbb{R} \) is a star function if (i) it is linear in a set of polyhedral convex cones \( K_j, j = 1, \ldots, J \), with \( J \in \mathbb{N}_{\geq 0} \), (ii) the cones can overlap only on their boundaries, and (iii) they are a cover for \( \mathbb{R}^n \).

An example of the domain of a star function is illustrated in Figure 6b. We can now give the following Lemma, used to assess the semi-negativity of a star function.

Lemma 16 Given a star function \( \phi : \mathbb{R}^n \to \mathbb{R} \), if \( \phi(\xi) \leq 0 \) on the generators of the cones \( K_j, j = 1, \ldots, J \) over which it is defined, then \( \phi(\xi) \leq 0 \) for all \( \xi \in \mathbb{R}^n \).

PROOF. Without loss of generality, consider any cone \( K_j \) where \( \phi \) is linear. Since, by definition \( K_j \) is a finitely generated cone, each of its points can be expressed as \( \xi = \alpha_1 \xi_1 + \alpha_2 \xi_2 + \ldots + \alpha_p \xi_p \), where \( \xi_1, \ldots, \xi_p \) are the \( p \) generators of \( K_j \) and \( \alpha_1, \ldots, \alpha_p \geq 0 \). Then, exploiting linearity of \( \phi \), we have \( \phi(\xi) = \sum \phi(\xi_i) \), for all \( \xi \in K_j \). Thus, since \( \alpha_1, \ldots, \alpha_p \geq 0 \), if \( \phi \) is non-positive on all the generators \( \xi_i \) of \( K_j \), then \( \phi(\xi) \leq 0 \) for all \( \xi \in K_j \). The same is true for any other \( K_j \). \( \Box \)

6.3 Star function associated to a graph

Next we give a set of results concerning a specific type of star function that can be associated to a graph \( G \). We also show that the properties of this function can be interpreted in a graph-theoretical manner and derive some results that will be useful later in Section 6.4 to prove Theorem 6. We denote by \( \mathcal{S} \subseteq \mathbb{V}^N \) the subspace \( \mathcal{S} \triangleq \{ \xi \in \mathbb{R}^N \mid \sum_{i=1}^N \xi_i = 0 \} \). Then, we associate to a graph \( G \) the function \( \phi_G : \mathcal{S} \to \mathbb{R} \), given by
\[
\phi_G(\xi) = \alpha_1 \sum_{i=1}^N |\xi_i|^p - \alpha_2 \sum_{i=1}^N |b_i|^q, \quad (5)
\]
where \( N \) and \( N_e \) are the numbers of vertices and edges in \( \mathcal{G} \), respectively, \( a_1, a_2 \) are positive scalars, \( i_i \) is the \( i \)-th vector of the canonical basis of \( \mathbb{R}^N \), and \( b_i \) are the columns of the incidence matrix \( \mathbf{B} \) of \( \mathcal{G} \). It is not difficult to show that \( \phi_{\mathcal{G}} \) is indeed a star function, although we omit these derivations for the sake of brevity. Each of its cones, say \( \mathcal{K}_j \), is the locus where a vector constraint \( \mathbf{C}_j^T \mathbf{e} \geq 0 \) holds, with

\[
\mathbf{C}_j = \begin{bmatrix} \pm i_1 & \cdots & \pm i_N & \pm b_1 & \cdots & \pm b_{N_e} \end{bmatrix},
\]

and each cone \( \mathcal{K}_j \) having a certain combination of plus and minus signs in place of the symbols \( \pm \). We denote by \( \hat{\mathcal{H}} \subset \mathcal{S} \) the set of all generators of \( \phi_{\mathcal{G}} \).

Lemma 17 Let \( \mathcal{G} \) be a connected graph, \( \phi_{\mathcal{G}} \) its associated star function defined as in (5), and \( \mathbf{e} \in \hat{\mathcal{H}} \) a generator of \( \phi_{\mathcal{G}} \). The clusters \( \mathcal{I}_j \) of indices in \( \text{clus}(\hat{\mathbf{e}}) \) form either a bipartition or a tripartition of \( \mathcal{G} \).

**Proof.** To prove the thesis, we need to show that (i) \( \text{clus}(\hat{\mathbf{e}}) = \{\mathcal{I}_1, \ldots, \mathcal{I}_Q\} \) with \( Q = 2 \) or \( Q = 3 \); (ii) the partition of \( \mathcal{G} \) contains at least two clusters of connected vertices.

(i) From Lemma 12, it follows that any generator \( \hat{\mathbf{e}} \) of \( \phi_{\mathcal{G}} \) is a vector in \( S \) with unit norm such that \( N - 2 \) independent constraints \( i_i^T \mathbf{e} = 0 \) hold. Recalling (6), we know that the vectors \( c_i \)'s are picked from the set \( C_{i, b} = \{i_1, \ldots, i_N, b_1, \ldots, b_{N_e}\} \). We term as \( p \) the number of constraints of the form \( i_i^T \mathbf{e} = 0 \), so that those of the kind \( b_i^T \mathbf{e} = 0 \) are \( N - 2 - p \), with \( 0 < p < N - 2 \). According to the definition of \( b_i \), each of the constraints \( b_i^T \mathbf{e} = 0 \) implies that two components of \( \mathbf{e} \) are equal, i.e. that \( e_i = e_k \), for some pair of indices \( (j, k) \). Therefore, from the \( N - 2 - p \) constraints of the form \( b_i^T \mathbf{e} = 0 \), we can conclude that \( \text{clus}(\mathbf{e}) \) contains at most \( N - (N - 2 - p) = p + 2 \) clusters. We need now to apply the remaining \( p \) constraints of the form \( i_i^T \mathbf{e} = 0 \); we analyse separately the cases when \( p = 0 \) or \( p > 0 \).

- If \( p = 0 \), there are no constraints like \( i_i^T \mathbf{e} = 0 \), to consider; thus, \( \text{clus}(\hat{\mathbf{e}}) = \{\mathcal{I}_1, \mathcal{I}_2\} \) with

\[
\begin{align*}
\hat{e}_j &= e_1, & j \in \mathcal{I}_1, \\
\hat{e}_j &= e_2, & j \in \mathcal{I}_2,
\end{align*}
\]

for some \( e_1, e_2 \in \mathbb{R} \), with \( e_1 \neq e_2 \) and \( e_1 \neq e_2 \).

- If, on the other hand, \( p > 0 \), then we need to apply the additional \( p \) constraints of the form \( i_i^T \mathbf{e} = 0 \). Each of these implies an element of \( \mathbf{e} \) is null. For example, if \( p = 1 \), we get that \( e_i = 0 \) for some \( i \). Without loss of generality, assume \( e_1 = 0 \) then one cluster in \( \text{clus}(\mathbf{e}) \) will be characterised by all the null elements in \( \mathbf{e} \) and there will be \( Q = p + 2 = 3 \) clusters in total.

(ii) To show that \( \text{clus}(\hat{\mathbf{e}}) = \{\mathcal{I}_1, \ldots, \mathcal{I}_Q\} \) contains at least two clusters that are clusters of connected vertices in \( \mathcal{G} \), it suffices to notice that in our derivation there were at least two clusters induced by the constraints of the form \( b_i^T \mathbf{e} = 0 \). Since by construction the vectors \( b_i \) represent edges in \( \mathcal{G} \), there are at least two clusters corresponding to connected vertices in \( \mathcal{G} \).

Given a bipartition \( \mathcal{B} \) (resp. tripartition \( \mathcal{T} \)) of \( \mathcal{G} \), we can always find at least a generator \( \hat{\mathbf{e}} \in \hat{\mathcal{H}} \) of \( \phi_{\mathcal{G}} \) such that the clusters of indices in \( \text{clus}(\hat{\mathbf{e}}) \) correspond to the clusters of vertices in \( \mathcal{B} \) (resp. \( \mathcal{T} \)) verifying (7) (resp. (8)). In what follows, we will denote by \( \phi_{\mathcal{G}}(\mathcal{B}) \) the set of values that the function \( \phi_{\mathcal{G}} \) takes over all the vectors \( \hat{\mathbf{e}} \in \hat{\mathcal{H}} \) whose clusterization corresponds to \( \mathcal{B} \) (analogously for \( \phi_{\mathcal{G}}(\mathcal{T}) \)). In formal terms, we extend \( \phi_{\mathcal{G}} \) to also have \( \mathcal{P} \) as a domain, i.e. \( \phi_{\mathcal{G}} : \mathcal{P} \rightarrow \mathbb{R} \) ((5) still holds), with \( \phi_{\mathcal{G}}(\mathcal{P}) = \{\phi_{\mathcal{G}}(\hat{\mathbf{e}}) \in \mathbb{R} \mid \hat{\mathbf{e}} \in \hat{\mathcal{H}} : \text{clus}(\hat{\mathbf{e}}) = \mathcal{P}\} \), for all \( \mathcal{P} \) in \( \mathcal{P} \); see Figure 9.
Lemma 18. Given a connected graph $G$ and its associated star function $\phi_G$, if $\phi_G \leq 0$ on all of the bipartitions of $G$, then $\phi_G \leq 0$ on all of the tripartitions of $G$.

PROOF. The proof is composed of three steps. First, we determine what conditions must hold so that $\phi_G(B) \leq 0$ for any bipartition $B$. Then, we do the same for a generic tripartition $T$. Finally, we show that, for each $T$, there exists a specific $B'$ such that $\phi_G(B') \leq 0 \Rightarrow \phi_G(T) \leq 0$. Hence, if $\phi_G(B) \leq 0$ for all $B \in \hat{B}$, then also $\phi_G(T) \leq 0$ for all $T \in \hat{T}$, which is the thesis.

(i) Let us consider a generic bipartition $B = \{I_1, I_2\}$ of $G$. Then, from (5) and (7), we can write

$$\phi_G(B) = a_1(N_1|\epsilon_1| + N_2|\epsilon_2|) - a_2 b |\epsilon_1 - \epsilon_2|, \quad (9)$$

where $N_1 = |I_1|$, $N_2 = |I_2|$, $b$ is the number of edges connecting vertices in $I_1$ with vertices in $I_2$ (see Figure 7), and $\epsilon_1, \epsilon_2$ are (different non-zero) constants depending on the generic vector $\hat{e} \in \hat{S}$ whose clusterization corresponds to $B$ according to (7). Even though $N_1, N_2$, and $b$ depend on the specific $B$ being considered, we omit this dependence to simplify the notation. Since $\sum_{i=1}^{N} \epsilon_i = 0$, then $N_1 \epsilon_1 + N_2 \epsilon_2 = 0$, that is $\epsilon_2 = -\frac{N_1}{N_2} \epsilon_1$. Therefore, we may rewrite $\phi_G(B) = 2a_1 N_1 |\epsilon_1| - a_2 b |\epsilon_1 + \epsilon_2|$. Hence, $\phi_G(B) \leq 0$ if and only if

$$a_2 \geq \frac{2a_1 N_1 N_2}{(N_1 + N_2)b}, \quad (10)$$

independently from the value of the constants $\epsilon_1$ and $\epsilon_2$ associated to the specific vector whose clusterization is being considered.

(ii) Let us now consider a generic tripartition $T = \{I_1, I_2, I_3\}$. Using similar arguments to those presented for bipartitions, from (5) and (8), we obtain

$$\phi_G(T) = a_1(N_1|\epsilon_1| + N_2|\epsilon_2| + N_3|\epsilon_3|) - a_2 b |\epsilon_1 - \epsilon_2| + l_1 |\epsilon_1| - l_2 |\epsilon_2|), \quad (11)$$

where $N_1 = |I_1|$, $N_2 = |I_2|$, $N_3 = |I_3|$, and $b$, $l_1$, $l_2$ are the numbers of edges connecting vertices in $I_1$ with vertices in $I_2$, vertices in $I_1$ with vertices in $I_3$, and vertices in $I_2$ with vertices in $I_3$, respectively (see Figure 8). $N_1, N_2, N_3, b, l_1$, and $l_2$ all depend on $T$. Since $\sum_{i=1}^{N} \epsilon_i = 0$, then $N_1 \epsilon_1 + N_2 \epsilon_2 + N_3 \epsilon_3 = 0$, that is again $\epsilon_2 = -\frac{N_1 + N_3}{N_2} \epsilon_1$. In view of this, and multiplying both sides of (11) by $\hat{N}_2$, we obtain $N_2 \phi_G(T) = 2a_1 N_1 N_2 |\epsilon_1| - a_2 b (N_1 + N_2) |\epsilon_1| + l_1 N_2 |\epsilon_1| + l_2 N_1 |\epsilon_2|).$ As $N_2 > 0$, this yields that $\phi_G(T) \leq 0$ if and only if

$$a_2 \geq \frac{2a_1 N_1 N_2}{b(N_1 + N_2) + N_2 l_1 + N_1 l_2}. \quad (12)$$

(iii) We now show that

$$\forall T \in \hat{T} \\exists B' \in \hat{B} \text{ s.t. } \phi_G(B') \leq 0 \Rightarrow \phi_G(T) \leq 0. \quad (13)$$

Let us consider again the generic tripartition $T = \{I_1, I_2, I_3\}$ introduced in point (ii); see Figure 8 for a graphical representation. With an appropriate labelling of the clusters, without loss of generality we can assume that $l_2 \geq l_1$. To any $T$, we can always associate a specific bipartition $B' = \{I_1', I_2'\}$, where $I_1' = I_1$ and $I_2' = I_2 \cup I_3$, characterised by $N_1' = |I_1'|$, $N_2' = |I_2'|$, and $b'$ being the number of edges between $I_1'$ and $I_2'$. Thus, it follows that $N_1' = N_1$, $N_2' = N_2 + N_3$, and $b' = b + l_1$. According to (10), $\phi_G(B') \leq 0$ if and only if

$$a_2 \geq \frac{2a_1 N_1 N_3}{(N_1' + N_2')b'} = \frac{2a_1 N_1 (N_2 + N_3)}{(N_1 + N_2 + N_3)(b + l_1)}. \quad (14)$$

Next, we prove that (14) implies (12), independently of $T$. To that aim, we need to show that

$$\frac{2N_1(N_2 + N_3)}{(N_1 + N_2 + N_3)(b + l_1)} \geq \frac{2N_1 N_2}{b(N_1 + N_2) + N_2 l_1 + N_1 l_2}, \quad (15)$$

which is trivially verified by recalling that $l_2 \geq l_1$. The thesis directly follows.

We are now ready to give the final result that summarises previous findings and will be used in the proof of the main theorem.

Lemma 19. If $\phi_G \leq 0$ on all the bipartitions of $G$, then $\phi_G \leq 0$ for all $e \in \hat{S}$.

PROOF. According to Lemma 18, since $\phi_G(B) \leq 0$ for all $B \in \hat{B}$, then

$$\phi_G(P) \leq 0, \quad \forall P \in \hat{P}. \quad (15)$$

Exploiting Lemma 17, the clusterization $\text{clus}(\hat{e})$ of each generator $\hat{e} \in \hat{H}$ is a partition $P \in \hat{P}$. Therefore, (15) implies that

$$\phi_G(\hat{e}) \leq 0, \quad \forall \hat{e} \in \hat{H}. \quad (16)$$

Recalling that $\phi_G$ is a star function, (16) implies the thesis through Lemma 16. \hfill $\square$
6.4 Proof of Theorem 6

The dynamics of the average state \( \tilde{x} \) of network (1) under the multilayer control action (2) are given by \( \dot{\tilde{x}} = \frac{1}{N} \sum_{i=1}^{N} f(x_i; t) \). Therefore, the synchronization error \( e_i \) evolves according to

\[
\dot{e}_i = \tilde{x}_i - \dot{\tilde{x}} = f(x_i; t) - \frac{1}{N} \sum_{i=1}^{N} f(x_i; t) - c \sum_{j=1}^{N} L_{ij} e_j - c_d \sum_{j=1}^{N} L_{ij} \Gamma_d \text{sign}(e_j - e_i),
\]

(17)

where we used the fact that \( \sum_{j=1}^{N} L_{ij} (x_j - x_i) = \sum_{j=1}^{N} L_{ij} x_j = \sum_{j=1}^{N} L_{ij} e_j \) and that \( \text{sign}(x_j - x_i) = \text{sign}(e_j - e_i) \). Now, consider the candidate common Lyapunov function \( V = \frac{1}{2} \sum_{i=1}^{N} e_i^T Pe_i \). Its time derivative is \( \dot{V} = \sum_{i=1}^{N} e_i^T P \dot{e}_i \), that is,

\[
\dot{V} = \sum_{i=1}^{N} e_i^T P \left( f(x_i; t) - \frac{1}{N} \sum_{i=1}^{N} f(x_i; t) - c \sum_{i=1}^{N} \sum_{j=1}^{N} L_{ij} e_j \right) - c_d \sum_{i=1}^{N} \sum_{j=1}^{N} L_{ij} e_i^T P \Gamma_d \text{sign}(e_i - e_j).
\]

(18)

As \( \sum_{i=1}^{N} e_i = 0 \), we have \( \sum_{i=1}^{N} e_i^T P (\dot{x}_i; t) = 0 \) and \( \sum_{i=1}^{N} e_i^T P \left( \sum_{i=1}^{N} f(x_i; t) / N \right) = 0 \). Thus, we can rewrite (18) as

\[
\dot{V} = \sum_{i=1}^{N} e_i^T P \left[ f(x_i; t) - f(\tilde{x}; t) \right] - c \sum_{i=1}^{N} \sum_{j=1}^{N} L_{ij} e_i^T P \Gamma_d \text{sign}(e_i - e_j),
\]

(19)

where we also exploited that, since \( L_{ij} = L_{ji}^T \), for each term \( e_i^T P \Gamma_d \text{sign}(e_i - e_j) \) there exists another term \( e_j^T P \Gamma_d \text{sign}(e_j - e_i) \) in addition, we recall that \( \mathcal{E}_d \) is the set of edges in the graph \( G_d \). Then, we use the hypothesis that \( f \) is \( \sigma \)-QUAD and get

\[
\dot{V} \leq \sum_{i=1}^{N} e_i^T Q e_i + e_i^T M \text{sign}(e_i) - c \sum_{i=1}^{N} \sum_{j=1}^{N} L_{ij} e_i^T P \Gamma_d \text{sign}(e_i - e_j),
\]

(20)

Now, if we define \( \tilde{y} \triangleq (B_d^T \otimes I_n) e \), where \( B_d \) is the incidence matrix of \( G_d \), then we can rewrite (20) as \( \dot{V} \leq W_1 + W_2 \), where

\[
W_1 \triangleq e^T (I_N \otimes Q - cL \otimes \Gamma_d) e,
\]

(21)

\[
W_2 \triangleq e^T (I_N \otimes M) \text{sign}(e) - c_d \tilde{y}^T (I_{N\ell_d} \otimes \Gamma_d) \text{sign}(\tilde{y}).
\]

(22)

We can then study \( W_1 \) and \( W_2 \) separately, so as to find conditions that guarantee the former is negative definite and the latter is semi-negative definite.

6.4.1 Negativity of \( W_1 \)

To find a condition such that \( W_1 < 0 \), note that \( \lambda_1(L) = 0 \) with corresponding eigenvector \( I_N \) [21, § 13.1], and let \( G \triangleq \frac{P \Gamma_d}{2} \). Then, by [22, Thm. 4.2.12], the first \( n \) smallest eigenvalues of \( L \otimes G \) are all zero, and the \( n \) corresponding eigenvectors are \( I_N \otimes w_i \), where \( w_i, i = 1, \ldots, n \) are the eigenvectors of \( G \). Notice that by construction \( \tilde{e} \) is orthogonal to all these eigenvectors, as \( \tilde{e}^T (I_N \otimes v) = 0 \) for any \( v \in \mathbb{R}^n \). Therefore, through [23, Thm. 4.2.2] we can write

\[
\lambda_{n+1}(L \otimes G) = \min_{\tilde{e} : \tilde{e}^T (I_N \otimes v) = 0} \frac{\tilde{e}^T (L \otimes P \Gamma_d) \tilde{e}}{\tilde{e}^T \tilde{e}}.
\]

Hence, as \( \lambda_2(L) \lambda_1(G) = \lambda_{n+1}(L \otimes G) \), we get that

\[
-\tilde{e}^T (L \otimes P \Gamma_d) \tilde{e} \leq 0 - c \lambda_2(L) \mu_{\infty}(P \Gamma_d) \| \tilde{e} \|_2^2.
\]

Moreover, it holds that \( \tilde{e}^T (I_N \otimes Q) \tilde{e} \leq 0 - c \lambda_{\max}(Q) \| \tilde{e} \|_2^2 \). Thus, in (21), \( W_1 < 0 \) if \( c > c^* \), with \( c^* \) defined as in (4). Note that the fact that \( G \) is connected ensures that \( \lambda_2(L) > 0 \).

6.4.2 Semi-negativity of \( W_2 \)

Next, we seek an expression of the threshold value \( c_d^* \) such that \( W_2 \leq 0 \) if \( c_d \geq c_d^* \). Firstly, consider that, from (22), using Lemmas 9 and 10, we have

\[
W_2 \leq \| e \|_1 \mu_{\infty}(M) - c_d \| \tilde{y} \|_1 \mu_{\infty}(P \Gamma_d).
\]

(23)

Using the definition of the vector 1-norm, we have \( \| e \|_1 = \sum_{i=1}^{N} \| e_i \| = \sum_{i=1}^{N} \| e_i^b \| = \sum_{i=1}^{N} \| b_i \| \), where \( e_i^b \) and \( e^b \) are defined in Section 3. Note that \( e^b \in \mathcal{S} \), with \( \mathcal{S} \) being defined in Section 6.3. Similarly, it is straightforward to compute that \( \| \tilde{y} \|_1 = \sum_{h=1}^{n} \sum_{i=1}^{N \ell_d} \| b_i^T \| \), where \( b_i \) are the columns of the incidence matrix \( B_d \) of \( G_d \). For the sake of compactness, we define \( M \triangleq \mu_{\infty}(M) \) and \( \gamma \triangleq \mu_{\infty}(P \Gamma_d) \).

Thus, we can recast (23) as \( W_2 \leq \sum_{h=1}^{n} W_2^h \), where

\[
W_2^h(e^b) \triangleq M \sum_{i=1}^{N \ell_d} \| b_i^T e^b \| - c_d \gamma \sum_{h=1}^{n} \| b_i^T \|.
\]

(24)

The analytical framework and results presented in Sections 6.2 and 6.3 can be used to more easily assess the semi-negativity of \( W_2^h \). In fact, \( W_2^h \) is in the form (5), and thus is a star function associated to the graph \( G_d \); see Definition 15. Exploiting Lemma 19, it is immediate to state that
Consider a generic bipartition $\mathcal{B} = \{I_1, I_2\}$ of $\mathcal{G}_d$, where $I_1$ and $I_2$ are the indices of the vertices in the two connected clusters. Moreover, let $N_1 = |I_1|, N_2 = |I_2|$, and $b$ be the number of edges connecting a vertex in $I_1$ with a vertex in $I_2$ (see Figure 7); note that $N_1, N_2,$ and $b$ depend on $\mathcal{B}$. According to (9) and (10), $W_2^h(B) \leq 0$ if and only if

$$c_d \geq \frac{2M}{N\gamma} \left( \frac{N_1N_2}{b} \right), \quad (25)$$

where we used the fact that $N_1 + N_2 = N$. We highlight that this last step is independent from $h$; therefore, if (25) holds, then $W_2^h(B) \leq 0 \forall h = 1, \ldots, n$. From the hypotheses we know that

$$c_d \geq c_d^{\hat{c}} = \frac{1}{\delta_{\hat{c}_d}} \frac{N\gamma}{M} \min_{\hat{c} \in \hat{c}_d} \left( \frac{b}{N_1N_2} \right). \quad (26)$$

where $\delta_{\hat{c}_d}$ is the minimum density of $\hat{c}_d$ (Definition 5) and $\hat{c}_d$ is the set of all possible cuts on $\mathcal{G}_d$. Thus, (26) can be reformulated as

$$c_d \geq \frac{2M}{N\gamma} \min_{B \in \hat{B}} \left( \frac{b}{N_1N_2} \right) = \frac{2M}{N\gamma} \max_{B \in \hat{B}} \left( \frac{N_1N_2}{b} \right). \quad (27)$$

Therefore, (25) holds for all $B \in \hat{B}$. This ensures that $W_2^h(B) \leq 0$ for all $B \in \hat{B}$, which through Lemma 19 gives $W_2^h \leq 0$ globally. As mentioned previously, if $W_2^h \leq 0$ for some $h$, then $W_2^h \leq 0$ for all $h$, and hence $W_2 \leq 0$. This completes the proof, as $V = W_1 + W_2 < 0$ globally. \hfill \Box

We note that the occurrence of sliding dynamics does not impact the analysis, which is conducted using a common Lyapunov function method, with $V$ being a valid Lyapunov function in all the state space of the network, even in the regions where there is sliding (if any).

### 7 Conclusions

We addressed the challenging problem of proving global asymptotic convergence to synchronization in a network of piecewise-smooth dynamical systems, without employing, as done in previous attempts in the literature, costly centralised control actions on all the nodes. We showed that, under some assumptions on the agents’ vector field, adding a discontinuous coupling layer to the commonly used diffusive coupling protocol is sufficient to ensure convergence.

We derived sufficient conditions that allow computation of the critical values of the coupling gains required for convergence. The conditions depend explicitly on structural properties of the underlying network graphs that can be computed algorithmically. In particular, we introduced the concept of minimum density of a graph that can be used to compute the critical coupling gain of the discontinuous control layer.

An open problem left for further study is to investigate if there exist some best structures of the diffusive and discontinuous coupling layers in terms of performance, robustness and stability. For example, preliminary numerical simulations reported in [9] show that different layers’ structures can enhance the regions in the control parameter space where synchronization is attained.
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