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Abstract—We present a unification problem based on first-order syntactic unification which ask whether every problem in a schematically-defined sequence of unification problems is unifiable, so called loop unification. Alternatively, our problem may be formulated as a recursive procedure calling first-order loop unification unifiable, so called in a schematically-defined sequence of unification problems is order syntactic unification which asks whether every problem primal grammars rewrite rule applied during unification, and primal grammars, as we deal with recursive term constructions. However, loop unification relaxes the restrictions put on variables as fresh as well as used extra variables may be introduced by rewriting. In this work we consider an important special case, so called semiloop unification. We provide a sufficient condition for unifiability of the entire sequence based on the structure of a sufficiently long initial segment. It remains an open question whether this condition is also necessary for semiloop unification and how it may be extended to loop unification.

I. INTRODUCTION

Methods of cut-elimination based on resolution [1] allow the use of techniques from automated reasoning for formal proof transformation and analysis. When a formal proof uses inductive reasoning, proof analysis is best performed using a schematic representation of the formal proof. When performing resolution based analysis on schematically represented formal proofs, concepts such as unification must also be generalized to so called unification schema. We focus on a particular type of unification schema and its associated unification problem.

Schematic unification, as discussed in this paper, originated from computational proof analysis using methods of cut-elimination based on resolution theorem proving [1], [2]. While it may seem natural to handle proof analysis in the presence of induction using a higher-order formulation, a schematic first-order formulation turned out to be more fruitful and resulted in extraction of an elementary proof from Fürstenberg’s proof of the infinitude of primes [2]. Earlier work in this direction concerning schematic representation was carried out using formalisms built for a specific problem. This approach is not easily generalized to analysis of a wide-range of proofs.

In [3], the first general purpose formalism was presented, however, the associated unification problem was not formally specified. Manual construction of the appropriate substitutions was expected [4]. An improved formalism was later developed which relied on schematic automated reasoning methods for construction of the unifiers [5]. Note that, while these unifiers resulted from schematic constructions, they themselves were not schematically defined.

The automated reasoning methods for induction used in [5] are quite powerful in comparison to other existing methods [6], however, the overall method is quite weak proof analytically. This observation lead to the recent generalization of the proof analysis method introduced in [7]. This new framework introduces the formal definition of the schematic unification which motivated this work.

Concerning the schematic theorem prover used in [5], it represents another line of research, involving schematic representations [8]–[10]. In [10], inductive theorem proving over schematic clause sets is considered, however, schematic unification, as we discuss it, was not.

The unification problem presented in this work is closely related to equational narrowing [11] and primal grammars [12]. Concerning narrowing, we can consider our schematic construction as rewrite rules that are applicable to particular constants occurring in the unification problem. However, our schematic construction allows the rewrite rules to introduce extra variables and some of these extra variables may be present in the unification problem and not necessarily present in the term upon which narrowing is being applied. This automatically implies that we would need to consider narrowing over a conditional rewrite system [13], however, we nonetheless break the freshness condition required by narrowing as “used” variables may be introduced.

Similarly for primal grammars, restricting the variables occurring on the right-hand side of rewrite rules is essential to the decidability of its unification problem. Our schematic formalization breaks the variable occurrence restriction and thus cannot be expressed as a primal grammar. While this implies that neither formalism is adequate for representing our unification problem, the close relationship to our work implies that research in these areas may benefit from improved understanding of schematic unification.

In this paper, we introduce a variation of the schematic unification problem discussed in [7] and an important special case when only one side of the problem is schematic, what we refer to as semiloop unification. This seems like a significant simplification, though the problem remains difficult as complex cyclic structures may occur during unification. While
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we are not able to provide a decision procedure for semiloop unification, we are able to provide a sufficient condition for unifiability and conjecture the necessity of this condition.

II. PRELIMINARIES

Let \( V \) be a countably infinite set of variable symbols. A variable class is a pair \((Z, <)\), where \( Z \subseteq V \) (countably infinite) and \(<\) is a strict well-founded total linear order. Associated with each variable class \((Z, <)\) is the successor function \( \text{Suc}_Z(\cdot) \) of the class which has the following properties:

- if \( x \in Z \), then \( x < \text{Suc}_Z(x) \), and
- if \( x, y \in Z \) and \( \text{Suc}_Z(x) < \text{Suc}_Z(y) \) then \( x < y \).

When it is clear from context, we write \( \text{Suc}(\cdot) \) for \( \text{Suc}_Z(\cdot) \).

To simplify notation we will consider classes of the form \((\{x_i\}_{i \in N}, <_N)\), where \( <_N \) is the strict well-founded total linear order of the natural numbers and \( x \notin \{x_i\}_{i \in N} \). The successor function associated with \( V^t_N \) is defined as \( \text{Suc}(x_i) = x_{i+1} \). Note that this successor function satisfies the above properties when \( x_0 \) is the minimal element with respect to the ordering of \( V^t_N \). Let \( x_i \in V^t_N \), then \( |x_i| = i \). Unless otherwise stated, we assume the classes \( V^t_N \) and \( V^t_t \) contain distinct variables when \( x \neq y \).

In addition to a standard first-order term signature \( \Sigma \) we require a countably infinite set of recursion variables \( \mathcal{R} \). Recursion variables will be denoted using \( \check{} \). By \( \mathcal{T}(\Sigma, S, Z) \) we denote the term algebra whose members are constructed using the signature \( \Sigma, Z = (\bigcup_{x \in X} V^t_N) \) where \( X \subseteq V \), and \( S \subseteq \mathcal{R} \). For \( t \in T(\Sigma, S, Z) \), \( \text{var}(t) \) denotes the set of variables occurring in \( t \).

Given a term \( t \in T(\Sigma, S, Z) \), for \( Z = (\bigcup_{x \in X} V^t_N) \), we can generate the successor term of \( t \) modulo \( Z \), by applying the shift operator which is defined recursively as follows:

- \( S^Z(t_1, \ldots, t_n) = f(S^Z(t_1), \ldots, S^Z(t_n)) \)
- for \( z \in V^t_N \), s.t. \( x \in X \), \( S^Z(z) = \text{Suc}(z) \)
- for \( \check{a} \in S, S^Z(\check{a}) = \check{a} \)

When \( Z \) is clear from context we will simply write \( S(\cdot) \).

Substitutions are finite sets of pairs \( \{z_1 \mapsto t_1, \ldots, z_n \mapsto t_n\} \), \( z_i \)’s are pairwise distinct variables or recursion variables. They represent functions that map a finite number of \( z_i \) to \( t_i \) and any other variable to itself. The notions of substitution domain and range are also standard and are denoted, respectively, by \( \text{Dom} \) and \( \text{Ran} \). Substitutions are denoted by lower case Greek letters, while the identity substitution is denoted by \( \text{Id} \). We use postfix notation for substitution applications, writing \( t\sigma \) instead of \( \sigma(t) \). As usual, the application \( \sigma \) affects only the free occurrences of variables from \( \text{Dom}(\sigma) \) in \( t \). The composition of \( \sigma \) and \( \theta \) is written as juxtaposition \( \sigma \theta \) and is defined as \( x(\sigma \theta) = (x\sigma)\theta \) for all \( x \). Another standard operation, restriction of a substitution \( \sigma \) to a set of variables \( S \), is denoted by \( \sigma|_S \).

A Unification problem, denoted by \( \{t_1 \equiv s_1, \ldots, t_n \equiv s_n\} \), is a set of pairs of terms. A unification problem \( S \) is said to be in irreducible form if for every pair \( t_i \equiv s_i \) one of the following holds: the head symbol of \( t_i \) and \( s_i \) mismatch, or \( t_i \) is a variable which does not occur in any other pairs of the unification problem, or \( t_i \) is a variable occurring as a proper subterm of \( s_i \). If a unifier can be extracted from the irreducible form than we refer to the irreducible form as a solved form. For more details concerning these and related concepts connected with first-order syntactic unification such as most general unifier (m.g.u), we refer the reader to [14].

III. LOOPS, SEMILoops, AND UNIFICATION

What separates loop unification from syntactic unification is that certain terms can be extended and thus produce new unification problems.

Definition 1. let \( Z \subseteq V \), \( s \in \mathcal{T}(\Sigma, \{\check{a}\}, (\bigcup_{x \in Z} V^t_N) \) and \( t \in \mathcal{T}(\Sigma, \emptyset, (\bigcup_{x \in Z} V^t_N) \). Then we refer to \( s \) as \( (\Sigma, Z, \check{a}) \)-extendable and \( t \) as \( (\Sigma, Z) \)-fixed. Associated with each \( (\Sigma, Z, \check{a}) \)-extendable term \( s \) is an unary operator \( \text{ex}_s(\cdot) \) defined recursively as follows:

- \( \text{ex}_s(f(t_1, \ldots, t_n)) = f(\text{ex}_s^1(t_1), \ldots, \text{ex}_s^n(t_n)) \)
- for \( z \in Z \) and \( i \in N \), \( \text{ex}_s^i(z_i) = z_i \)
- \( \text{ex}_s^i(\check{a}) = s \)
- for \( \check{b} \in \mathcal{R} \) such that \( \check{a} \neq \check{b} \), \( \text{ex}_s^i(\check{b}) = \check{b} \)

Both \( S(\cdot) \) (shift operator) and \( \text{ex}_s^i(\cdot) \) (extend operator) may be applied to substitutions as follows:

- \( S(\sigma) = \{S(y) \mapsto S(t) \mid y\sigma = t\} \)
- \( \text{ex}_s^i(\sigma) = \{y \mapsto \text{ex}_s^i(t) \mid y\sigma = t\} \)

Definition 2. Let \( s \) be \( (\Sigma, Z, \check{a}) \)-extendable, \( t \) be \( (\Sigma, Z, \check{b}) \)-extendable. Then we refer to the pair \( (s, t) \) as a \( (\Sigma, Z, \check{a}, \check{b}) \)-loop. When it is clear from context we will write loop for \( (\Sigma, Z, \check{a}, \check{b}) \)-loop.

Note that it is not necessary for the terms of a loop to be extendable. The important subclass we discuss in this paper, semiloops, considers the case when only one of the loop terms is extendable.

Definition 3. Let \( s \) be \( (\Sigma, Z, \check{a}) \)-extendable and \( r \) \( (\Sigma, Z) \)-fixed. Then we refer to the pair \( (s, r) \) as a left (right) \( (\Sigma, Z, \check{a}) \)-semiloop. When it is clear from context we will write semiloop for \( (\Sigma, Z, \check{a}) \)-semiloop.

Left and right semiloops are defined symmetrically, and thus results concerning left semiloops will hold for right semiloops. For the rest of this work, when discussing semiloops, we will exclusively consider left semiloops unless we state otherwise.

Proposition 1. Every \( (\Sigma, Z, \check{a}) \)-semiloop is a \( (\Sigma, Z, \check{a}, \check{b}) \)-loop.

The above proposition will help us avoid repeating definitions which apply to both loops and semiloops.

Definition 4. Let \( \langle s, t \rangle \) be a \( (\Sigma, Z, \check{a}, \check{b}) \)-loop and \( n \in N \). The n-extension of \( \langle s, t \rangle \), denoted by \( \langle s, t \rangle_n \), may be defined recursively as follows:

- \( \langle s, t \rangle_0 = (\check{a}, \check{b}) \)
- \( \langle s, t \rangle_{n+1} = \langle \text{ex}_s^a(S(s')), \text{ex}_b^f(S(t')) \rangle \) where \( \langle s, t \rangle_n = \langle s', t' \rangle \).

In the case of semiloops, application of the operators may be ignored for the fixed term, i.e. \( \langle s, t \rangle_0 = (\check{a}, t) \), and \( \langle s, t \rangle_{n+1} = \langle s'', \check{b} \rangle \).
Consider the following semi-loop,

\[ \langle h(h(x_0, h(x_1, x_2))), \hat{a}, h(y_1, h(y_2, y_1)) \rangle \]

The solved form of the induced unification problem

\[ h(h(x_0, h(x_1, x_2)), \hat{a}) = h(y_1, h(y_2, y_1)) \]

contains:

\[ \{ y_1 \mapsto h(x_6, h(x_2, x_6)) \}, \hat{a} \mapsto h(y_2, h(x_6, h(x_1, x_6))) \]

and thus is extendably unifiable. However, a slight variation of the loop, namely

\[ \{ h(h(x_6, h(x_1, x_6)), \hat{a}), h(y_1, y_2) \} \]

does not extendably unifiable as its solved form contains

\[ \{ y_1 \mapsto h(x_6, h(x_1, x_6)), y_2 \mapsto \hat{a} \}. \]

**Proposition 2.** Every extension of a loop is a loop.

This observation implies the following: If \( \langle s, t \rangle_k = \langle s', t' \rangle \) then there exists operators, \( \varepsilon^k_\sigma \) (\( \cdot \)) and \( \varepsilon^k_\sigma \) (\( \cdot \)), for \( \hat{a} \) occurring in \( s' \) and \( \hat{b} \) occurring in \( t' \). This will be essential for proving certain results.

**Example 1.** The following are \( \langle \{ h \}, \{ V_{\sigma}^n, V_{\sigma}^m \} \rangle \)-loops:

\[ \langle h(h(x_1, h(x_1, h(x_1, x_1))), \hat{a}), h(h(y_1, y_2, y_3), \hat{b}) \rangle \]

\[ \langle h(h(x_0, h(x_1, x_6)), \hat{a}), h(h(y_1, y_2, y_3), \hat{b}) \rangle \]

\[ \langle h(h(x_1, h(x_1, x_6)), \hat{a}), h(h(y_1, y_2, y_3), \hat{b}) \rangle \]

\[ \langle h(h(x_0, h(x_1, x_6)), h(y_1, h(y_2, y_3))), \hat{a} \rangle \]

\[ \langle h(h(x_0, h(x_1, x_6)), h(y_1, h(y_2, y_3))), \hat{a} \rangle \]

\[ \langle h(h(x_0, h(x_1, x_6)), h(y_1, h(y_2, y_3))), \hat{a} \rangle \]

Example d) is a \( \langle \{ h \}, \{ V_{\sigma}^n, V_{\sigma}^m \} \rangle \)-semiloop and example e) is a pair of first-order terms. Note that example c) may be considered a \( \langle \{ h \}, \{ V_{\sigma}^n, V_{\sigma}^m \} \rangle \)-loop or a \( \langle \{ h \}, \{ V_{\sigma}^n, V_{\sigma}^m \} \rangle \)-semiloop. In either case, it is a degenerate example. All extensions of example c) are equivalent by the convention mentioned earlier (we do not apply operators to fixed terms).

**Example 2.** Consider the following semi-loop

\[ \langle s, t \rangle = \langle h(h(x_6, h(x_1, x_6)), \hat{a}), h(y_1, h(y_2, y_1)) \rangle \]

We define \( t(n) = h(x_{n+6}, h(x_{n+1}, x_{n+6})) \). It’s first few extensions are as follows:

\[ \langle s, t \rangle_0 = \langle \hat{a}, h(y_1, h(y_2, y_1)) \rangle \]
\[ \langle s, t \rangle_1 = \langle h(h(x_6, h(x_1, x_6)), \hat{a}), h(y_1, h(y_2, y_1)) \rangle \]
\[ \langle s, t \rangle_2 = \langle h(h(t(1), h(t(0)), \hat{a}), h(y_1, h(y_2, y_1)) \rangle \]
\[ \langle s, t \rangle_3 = \langle h(h(t(2), h(t(1), h(t(0), \hat{a}))), h(y_1, h(y_2, y_1)) \rangle \]

Recursion variables allow the construction of loops extensions through substitution by a predefined term. Concerning unification, we will treat recursion variables as a special type of variable with the following restrictions: Let \( \langle s, t \rangle \) be a loop and \( S \) the solved form of \( s = t \). Let \( \sigma \) be an m.g.u. constructed from \( S \), then we assume for any \( \hat{a} \in R, \sigma = t \) iff \( t \notin V \). The idea behind this restriction is that variables have a higher precedence than recursion variables with respect to unification. This restriction will be helpful when defining a sufficient condition for unifiability.

**Definition 5.** Let \( \langle s, t \rangle \) be a \( \langle \Sigma, Z, \hat{a}, \hat{b} \rangle \)-loop such that solving \( s = t \) results in an m.g.u. \( \sigma \). We refer to \( \langle s, t \rangle \) as extendably unifiable if \( \text{Dom}(\sigma) \cap \{ \hat{a}, \hat{b} \} \neq \emptyset \).

Observe that extendably unifiable implies that an unaddressed unification problem exists in the solved form resulting from the unification problem \( s = t \). These unaddressed problems may be introduced by extending \( s, t \) or both.

**Example 3.** Consider the following semi-loop,

\[ \langle h(h(x_6, h(x_1, x_6)), \hat{a}), h(y_1, h(y_2, y_1)) \rangle \]

The solved form of the induced unification problem

\[ h(h(x_0, h(x_1, x_6)), \hat{a}) = h(y_1, h(y_2, y_1)) \]

contains:

\[ \{ y_1 \mapsto h(x_6, h(x_1, x_6)) \}, \hat{a} \mapsto h(y_2, h(x_6, h(x_1, x_6))) \]

and thus is extendably unifiable. However, a slight variation of the loop, namely

\[ \{ h(h(x_6, h(x_1, x_6)), \hat{a}), h(y_1, y_2) \} \]

does not extendably unifiable as its solved form contains

\[ \{ y_1 \mapsto h(x_6, h(x_1, x_6)), y_2 \mapsto \hat{a} \}. \]
In both of the above examples only a finite number of extensions are extendably unifiable. However, this need not be the case. We can distinguish types of loop unifiability based on the number of extensions which are extendably unifiable.

**Definition 7.** Let the loop \( \langle s, t \rangle \) of \( s \sqsupseteq t \) be loop unifiable. We say \( \langle s, t \rangle \) is infinitely loop unifiable if for every \( n \in \mathbb{N} \), \( \langle s, t \rangle_n \) is extendably unifiable. Otherwise, we say \( \langle s, t \rangle \) is finitely loop unifiable.

**Example 6.** The following is a simple example of a semiloop which is infinitely loop unifiable:

\[
\langle s, t \rangle = \langle h(\sigma, \hat{a}), h(y_1, y_1) \rangle
\]

Notice that the solved form of every extension will contain either \( \hat{a} = h(y_1, y_1) \) or \( \hat{a} = h(x_1, x_1) \). Thus, every extension is extendably unifiable.

Interestingly, even somewhat simple examples can lead to non-trivial infinite loop unifiability:

**Example 7.** Consider the semiloop \( \langle s, t \rangle = \langle h(\hat{a}, t(0)), h(h(h(y_1, y_1), y_1), y_1) \rangle \)

where \( t(n) = h(h(h(x_{n+1}, x_{n+1}), x_{n+1}), x_{n+1}) \) While this may not be clear from simple observation, for \( n \geq 1 \), the solved form of \( \langle s, t \rangle_{3n} \) will contain \( \hat{a} = h(h(1), t(1)), t(1) \), the solved form of \( \langle s, t \rangle_{3n+1} \) will contain \( \hat{a} = h(1), t(1) \), the solved form of \( \langle s, t \rangle_{3n+2} \) will contain \( \hat{a} = t(1) \). This pattern repeats for all \( m \)-extensions where \( m > 2 \).

In the following section we provide a sufficient condition for finite unifiability of semiloops. Note that we only consider the case when the semiloop is constructed from two variable classes, one for the left term and one for the right term. This simple case is already non-trivial and provides interesting results which would be obfuscated by the combinatorial complexity of handling more classes. We leave the handling of a finite number of variable classes as well as full loop unification to future work.

**IV. A Sufficient Condition for Finite Unifiability of Semiloops**

In this section we provide a sufficient condition for finite unifiability of semiloops: Given a semiloop \( \langle s, t \rangle \), if \( \langle s, t \rangle_n \) satisfies the condition and for all \( 0 \leq j \leq n \), \( \langle s, t \rangle_j \) is unifiable, then we can build a unifier for any extension. For the remainder of this section we will consider \( \langle s, t \rangle \) to be a \( (\sigma, \{x, y\}, \hat{a}) \)-semiloop. The semiloop of \( \langle s, t \rangle_k \) will be denoted by \( \langle \sigma_k, \hat{a} \rangle \), and, if unifiable, its m.g.u. will be denoted by \( \sigma_k \). We assume variables are not renamed in the process of constructing \( \sigma_k \). Furthermore, we assume that \( \text{var}(s) \subseteq V^\sigma_k \cup \{\hat{a}\} \) and \( \text{var}(t) \subseteq V^\sigma_k \). Under these conditions we can construct the loop unification problem \( s \sqsupseteq t \).

**Lemma 1.** If \( \langle s_k, t \rangle \) is unifiable, then \( S(s_k) \sqsupseteq t \) is unifiable.

**Proof.** \( S(\cdot) \) is essentially a variable renaming, thus, \( S(s_k) \) is the m.g.u.

**Lemma 2.** If \( \langle s_k, t \rangle \) is unifiable and the following conditions hold:

- \( \hat{a} \notin \text{Dom}(\sigma_k) \)
- for all \( z \in \text{Dom}(\sigma_k) \), \( \hat{a} \in \text{var}(z \sigma_k), z \notin \text{var}(s \sigma_k) \),

then \( \text{ex}^\sigma_k(s_k) = t \) is unifiable by the m.g.u \( \{z \mapsto \text{ex}^{\sigma_k}(r) \mid z \sigma_k = r \} \).

**Proof.** This follows from the fact that \( z \) does not occur in \( \text{ex}^{\sigma_k}(r) \) and the structure of the term at every position, except positions at which \( \hat{a} \) occurs, is the same in \( \text{ex}^{\sigma_k}(s_k) \) and \( s_k \).

**Corollary 1.** If \( \langle s_k, t \rangle \) is unifiable and the following conditions hold:

- \( \hat{a} \notin \text{Dom}(\sigma_k) \)
- for all \( z \in \text{Dom}(\sigma_k) \), \( \hat{a} \in \text{var}(z \sigma_k), \text{var}(s \sigma_k) \)

then \( \text{ex}^\sigma_k(S(s_k)) = t \) is unifiable by the m.g.u \( \{S(z) \mapsto \text{ex}^{\sigma_k}(S(r)) \mid z \sigma_k = r \} \).

**Proof.** By Lemma 1 & 2

**Corollary 2.** Let \( k \geq 1 \). If \( \langle s_k, t \rangle \) is unifiable, but not extendably unifiable, then \( \langle s_{k+1}, t \rangle \) is not extendably unifiable.

**Proof.** Follows from Corollary 1 and the definition of \( n \)-extension of \( \langle s, t \rangle \).

While Corollary 2 tells us that once an extension is not extendably unifiable all larger extension cannot be extendably unifiable, it does not tell us whether or not all larger extension are actually unifiable.

**Example 8.** Consider the following example:

\[
\langle s, t \rangle = \langle h(x_2, h(x_4, \hat{a})), h(y_1, y_1) \rangle
\]

The unifier of \( \langle s, t \rangle_1 \) is as follows:

\[
\{y_1 \mapsto h(x_4, \hat{a}), x_2 \mapsto h(x_4, \hat{a})\}
\]

By Corollary 1 the unifier of \( \langle s, t \rangle_2 \) is as follows:

\[
\{y_1 \mapsto h(x_5, h(x_2, h(x_4, \hat{a}))), x_3 \mapsto h(x_5, h(x_2, h(x_4, \hat{a})))\}
\]

Once again, by Corollary 1 the unifier of \( \langle s, t \rangle_3 \) would be:

\[
\{y_1 \mapsto h(x_6, h(x_3, h(x_5, h(x_2, h(x_4, \hat{a})))), x_4 \mapsto h(x_6, h(x_3, h(x_5, h(x_2, h(x_4, \hat{a}))))\}
\]

however, there is an occurrence check in the irreducible form.

The problem is that \( x_2 \) is smaller than the largest variable occurring in the extendable term of the loop and shifting may cause an occurrence check.

We need to add an extra constraint to Corollary 1 in order to extend unifiability to larger extensions.

**Theorem 1.** Let \( k > 0 \). Then if \( \langle s_k, t \rangle \) is unifiable and the following conditions hold:

- \( \hat{a} \notin \text{Dom}(\sigma_k) \)
- for all \( z \in \text{Dom}(\sigma_k) \), \( \hat{a} \in \text{var}(z \sigma_k), \text{var}(z \sigma_k) > m \)

where \( m = \max_{z \in \text{var}(s \sigma_k)} \{|z| \} \) and \( \theta = S(\sigma_k) \).
Then for all \( j \geq k \), \( \langle s_j, t \rangle \) is unifiable and thus the loop unification problem \( s \rightleftharpoons t \) is unifiable.

Proof. Proof by induction on \( j \) using Corollary 1 & 2.

Theorem 1 tells us that if for a semiloop \( \langle s, t \rangle \) we find an extension which is not extendably unifiable we only need to test finitely many extensions to decide if \( \langle s, t \rangle \) is finitely unifiable. By ensuring \( z \) is larger than the largest variable introduced through extending the semiloop we ensure that \( z \) cannot be in occurrence check with an introduced variable. Most of the work which follows concerns showing that a similar condition exists for infinite unifiability.

V. A SUFFICIENT CONDITION FOR INFINITE UNIFIABILITY

In this section we provide a useful decomposition for extendably unifiable extensions of semiloops. As in the previous section, we will only consider semiloops constructed using two distinct variables classes. The motivation for this restriction is similar to motivation provided at the beginning of the previous section. For the remainder of this section we will consider \( \langle s, t \rangle \) to be a \((\Sigma, \{x, y\}, \hat{a})\)-semiloop. The semiloop of \( \langle s, t \rangle \) is denoted by \( \langle s_k, t \rangle \), and, if unifiable, its m.g.u. will be denoted by \( \sigma_k \). We assume variables are not renamed in the process of constructing \( \sigma_k \). Furthermore, we assume that \( \text{var}(s) \subset V^s_{\Sigma} \cup \{\hat{a}\} \) and \( \text{var}(t) \subset V^t_{\Sigma} \). Under these conditions we can construct the unification problem \( s \rightleftharpoons t \).

A. Decomposition of Extendably Unifiable Semiloops

The following lemma motivates the decomposition introduced in Definition 8.

Lemma 3. Let \( k \geq 1 \). If \( \langle s_1, t \rangle, \langle s_k, t \rangle \), and \( \langle s_{k+1}, t \rangle \) are extendably unifiable, then \( \sigma_{k+1} = sh^k(\theta)\sigma \) where:

- \( sh^k(\cdot) = S(\cdots S(\cdot) \cdots) \)
- \( \sigma_j = \theta(\hat{a} \mapsto t') \) where \( \hat{a} \notin \text{Dom}(\theta) \)
- \( \sigma \) is the m.g.u of \( s_k \mu \equiv sh^k(t') \) where \( \mu = sh^k(\theta) \).

Proof. By definition, \( \langle s_{k+1}, t \rangle \) is the following semiloop:

\[
\langle \text{ex}^k_a(S(\cdots \text{ex}^k_a(S(S(s)) \cdots)), t) \rangle
\]

and \( \langle s_k, t \rangle \) is the following semiloop:

\[
\langle \text{ex}^{k-1}_a(S(\cdots \text{ex}^{k-1}_a(S(S(s)) \cdots)), t) \rangle
\]

Because \( s_k \) is an extendable term, we have the operator \( \text{ex}^k_a(\cdot) \) and may rewrite \( \langle s_{k+1}, t \rangle \) as follows:

\[
\langle \text{ex}^k_a(S(\cdots S(s)) \cdots), t) \rangle
\]

or as \( \langle \text{ex}^k_a(s'), t \rangle \) where by \( s' = sh^k(s) \). Note that the only difference between \( s' \rightleftharpoons t \) and \( s \rightleftharpoons t \) is the shift of the variables names (see Lemma 1). Thus, if \( \theta(\hat{a} \mapsto t') \) is a unifier of \( s \rightleftharpoons t \) then \( sh^k(\theta)\{\hat{a} \mapsto sh^k(t')\} \) is a unifier of \( s' \rightleftharpoons t \). Furthermore, \( \text{ex}^k_a(\hat{a})sh^k(\theta) \equiv sh^k(t') \) is a unification problem which results from replacing \( \hat{a} \) in \( s' \) by \( s_k \). This problem must have a unifier \( \sigma \) by our assumptions and is equivalent to \( s_ksh^k(\theta) \equiv sh^k(t') \). Now concatenating the two unifiers we get \( sh^k(\theta)\sigma \) as the m.g.u of \( \langle s_{k+1}, t \rangle \).

Using Lemma 3 we can construct a decomposition of \( \sigma_k \) using all \( \sigma_j \) for \( 1 \leq j < k \). The idea behind this decomposition is that the unification problem \( s_k \equiv t \) associated with the semiloop \( \langle s, t \rangle \) can be decomposed into two unification problems, namely \( sh^k(s) \equiv t \) and \( s\theta \equiv t' \) where \( \theta \) and \( t' \) are derived from the solved form of \( sh^k(s) \equiv t \). If we iteratively perform this decomposition we can construct the operator introduced in the following Definition.

Definition 8. Let \( k \geq 1 \). If for all \( 0 \leq j \leq k \), \( \langle s_j, t \rangle \) is extendably unifiable, then the decomposition operator \( D(\sigma, s, t, k) \) is defined as follows:

\[
D(\sigma, s, t, n + 1) \equiv sh^n(\theta)D(S^V(\sigma \theta), s, S^V(t'), n)
\]

\[
D(\sigma, s, t, 0) \equiv \{\hat{a} \mapsto t\}
\]

where \( \theta(\hat{a} \mapsto t') \) is the m.g.u. of \( ss' = t, \hat{a} \notin \text{Dom}(\theta) \), and \( V = V^t_{\Sigma} \).

Lemma 4. Let \( k \geq 1 \). If for all \( 0 \leq j \leq k \), \( \langle s_j, t \rangle \) is extendably unifiable, then \( \sigma_k = D(Id, s, t, k) \).

Proof. This statement is provable by induction on \( k \) and application of Lemma 3. Observe that we only shift the variables which occur in \( s \). This restriction is required so that our decomposition conforms with the definition of extensions of semiloops (see Definition 4).

Example 9. Consider the following semiloop:

\[
\langle s, t \rangle = \langle h(h(x_6, h(x_1, x_6)), \hat{a}), h(y_1, h(y_2, y_1)) \rangle
\]

We will use the abbreviation \( t(n) = h(x_{n+6}, h(x_{n+1}, x_n)) \) below. \( \langle s, t \rangle \) has the following form:

\[
\langle h(t(2), h(t(1), h(t(0), \hat{a}))), h(y_1, h(y_2, y_1)) \rangle
\]

The solved form of \( s_3 \rightleftharpoons t \) is as follows:

\[
\{y_1 \equiv h(x_8, h(x_3, x_8)), y_2 \equiv h(x_7, h(x_2, x_7))
\]

\[
x_8 \equiv h(x_6, h(x_1, x_6)), \hat{a} \equiv h(x_3, h(x_6, h(x_1, x_6)))
\]

The unifier \( \sigma_3 \) constructable from this solved form can be written as follows:

\[
D(Id, h(h(x_6, h(x_1, x_6)), \hat{a}), h(y_1, h(y_2, y_1)), 3) =
\]

\[
sh^2(\theta^2)D(sh^1(\theta^2), s, h(y_2, t(1))), 2) =
\]

\[
sh^2(\theta^2)sh^1(\theta^1)D(sh^1(\theta^1), s, h(x_4, t(1))), 1) =
\]

\[
sh^2(\theta^2)sh^1(\theta^1)\theta^0D(sh^1(\theta^0), s, h(x_4, t(1))), 0) =
\]

\[
sh^2(\theta^2)sh^1(\theta^1)\theta^0\{\hat{a} \mapsto h(x_3, h(x_6, h(x_1, x_6)))\}
\]

which is equivalent to the unifier:
we can further restrict $\sigma$ the smallest and largest variable occurring in $S$. To do this by computing the size of the interval between the smallest and largest variable occurring in $s$. Once we reach an extension larger than this the number of occurrences of the smallest variable in $s$ is maximized. Let $\Delta(s) \in \mathbb{N}$ be defined as follows:

$$\Delta(s) = (\max_{z \in \text{var}(s)} |z| - \min_{z \in \text{var}(s)} |z|)$$

Note that, surprisingly this loop is not infinitely unifiable as the 14-extension is not unifiable. This is due to a problem similar to what was pointed out in Example 8. When formulating our sufficient condition we will need to consider large enough extensions to avoid such occurrence checks.

Notice that Lemma 4 requires all previous substitutions $\theta$ to compute the next substitution. However, for large $k$, only a few variables will occur in both $\langle s, t_{l1} \rangle$ and $\langle s, t_{lk} \rangle$. Thus, we can further restrict $\sigma$ to a set of “small” variables. We do this by computing the size of the interval between the smallest and largest variable occurring in $s$. Once we reach an extension larger than this the number of occurrences of the smallest variable in $s$ is maximized. Let $\Delta(s) \in \mathbb{N}$ be defined as follows:

$$\Delta(s) = (\max_{z \in \text{var}(s)} |z| - \min_{z \in \text{var}(s)} |z|)$$

Notice, if $r = \min_{z \in \text{var}(s)} |z|$, then $r + \Delta(s) = \max_{z \in \text{var}(s)} |z|$, and thus $\forall j \geq 1 (x_r + \Delta(s) + j \notin \text{var}(s))$.

**Definition 9.** Let $k \geq 1$. If for all $0 \leq j \leq k$, $\langle s_j, t_l \rangle$ is extendably unifiable, then the extended decomposition operator $D'(\sigma, s, t, k)$ is defined as follows:

$$D'(\sigma, s, t, n + 1) \equiv sh_k(\theta)D'(\sigma^\Delta, s, S^V(t'), n)$$

$$D'(\sigma, s, t, 0) \equiv \{\hat{a} \mapsto t\}$$

where $\theta(\hat{a} \mapsto t')$ is the m.g.u. of $\sigma \leftarrow t$, $\hat{a} \notin \text{Dom}(\theta)$, $m = \min_{z \in \text{var}(s)} |z|$, $V = V_{\theta}^\tau$, and $\sigma^\Delta$ is the substitution which coincides with $S^V(\sigma^t)$ over $\{x_i | i \in [m, m + \Delta(s)]\}$ and is otherwise identical to the identity substitution.

**Lemma 5.** Let $k \geq 1$. If for all $0 \leq j \leq k$, $\langle s_j, t_l \rangle$ is extendably unifiable, then $\sigma_k = D'(Id, s, t, k)$.

**Proof.** Follows from Lemma 4 by restricting the domain of $S^V(\sigma^t)$ to variables occurring in the range $[m, m + \Delta(s)]$ where $m = \min_{z \in \text{var}(s)} |z|$. Variables which are outside this range (indexed by a natural number larger than $m + \Delta(s)$) do not occur in $s$ or any extension of $s$ as the substitutions are shifted during decomposition as well.

**B. The Sufficient Condition**

This decomposition is almost enough for us to provide a sufficient condition for a loop to be infinitely unifiable. However, as mentioned earlier, we need one additional condition based on $\Delta(s)$. If the variable indices form an interval, then the condition mentioned below is not necessary.

**Lemma 6.** There exists a semiloop $\langle s, t \rangle$ and $1 \leq k < \Delta(s)$ such that the $x_j \in \text{var}(s)$ and $x_j \notin \text{var}(s)$, for $r < j \leq r + \Delta(s)$.

**Proof.** Consider $\langle h(\hat{h}(x_0, x_1, x_2)), \hat{a}, h(y_1, h(y_2, y_1)) \rangle$. □

While this may not seem to be overtly problematic, it implies that the value of $\sigma^\Delta$ and $t'$ may change at the $r$th step of the decomposition depending on which extension we are considering, i.e. some variables in the interval $[m, m + \Delta(s)]$ may only occur in higher extension. To avoid this issue we need to consider extensions which are large enough.

**Lemma 7.** Let $k, j \geq 2 \cdot \Delta(s)$ such that $j \geq k$. Then for every $l \in [m, m + \Delta(s)]$ where $m = \min_{x \in \text{var}(s)} |x|$ and $x_l \notin \text{var}(s)$ is extendably unifiable, then the $x_l$ occurs in $\langle s, t_{l1} \rangle$ is the same as the set of positions at which $x_l$ occurs in $\langle s, t_{l2} \rangle$. □

**Proof.** Let $j = k + r$. We can prove this statement by induction on $r$ and the observation that $s_k$ is a subterm of $s_j$. By definition, none of the variables in $\text{var}(s_j) \setminus \text{var}(s_k)$ are in the set $\{x_i | l \in [m, m + \Delta(s)]\}$. All the variables in $\text{var}(s_j) \setminus \text{var}(s_k)$ are produced by applying $S$ at least $2 \cdot \Delta(s) + 1$ times and thus cannot occur in $\{x_i | l \in [m, m + \Delta(s)]\}$.

Lemma 7 can be strengthened by observing that the number of variables whose occurrences are fixed relative to $\langle s, t_{lj} \rangle$ in $\langle s, t_{l1} \rangle$ is a function of $k$. As $k$ increases the number of variables whose maximum number of occurrences is fixed increases. Though, this observation is not essential for proving our sufficient condition.

What is needed to prove our sufficient condition is a secondary decomposition which allows one to take the unifier of a extension which is extendably unifiable and decompose it into “sub”-substitutions. These substitutions, as we will show, can be composed to construct a unifier for other extensions. Under certain conditions, the substitutions can construct a unifier for any extension. However, Unlike our previous sufficient condition, all extensions of the considered semiloops are extendably unifiable.

**Definition 10.** Let $r \geq 0$, $0 \leq j \leq i \leq r$, and $\sigma_{r+1}$ decomposes as follows:

$$D'(\sigma_{r+1}, s, t_1, r)$$

$$\vdots$$

$$D'(\sigma_{r-1}, s, t_{r-i+1}, i)$$

$$\vdots$$

$$D'(\sigma_{r-i}, s, t_{r-1}, i-1)$$

$$\vdots$$
$D'(\sigma_{r-j+1}, s, t_{r-j+1}, j) = \Theta(j)D'(\sigma^i_{r-j}, s, t_{r-j}, j - 1)$
\[\vdots\]
$D'(\sigma_{r+1}, s, t_{r+1}, 0) = \{\hat{a} \mapsto t_{r+1}\}$

where $\Theta(n) = sh^n(\theta_{n-r})$. then the $(i, j)$-segment of $\sigma_{r+1}$ is

$Seg(\sigma_{r+1}, i, j) = \Theta(i)Seg(\sigma_{r+1}, i - 1, j)$

$Seg(\sigma_{r+1}, j, i) = \Theta(j)$

Furthermore, the $(i, j)$-substitution of $\sigma_{r+1}$ is

$Sub(\sigma_{r+1}, i, j) = \Theta(i)Sub(\sigma_{r+1}, i - 1, j)$

$Sub(\sigma_{r+1}, j, i) = \Theta(i)\{\hat{a} \mapsto t_{r-j}\}$

Observe that Definition 10 uses the decomposition of Lemma 5 to construct the segments and substitutions.

**Theorem 2.** Let $r > 2 \cdot \Delta(s)$. If for all $0 \leq j \leq r + 1$, $(s, t)_j$ is extendably unifiable and $\sigma_{r+1}$ decomposes as follows

$D'(Id, s, t, r + 1) = \Theta(r + 1)D'(\sigma^i_r, s, t_i, r)$
\[\vdots\]
$D'(\sigma_{r-i+1}, s, t_{r-i+1}, i) = \Theta(i)D'(\sigma^i_{r-i}, s, t_{r-i}, i - 1)$
\[\vdots\]
$D'(\sigma_{r-j+1}, s, t_{r-j+1}, j) = \Theta(j)D'(\sigma^i_{r-j}, s, t_{r-j}, j - 1)$
\[\vdots\]
$D'(\sigma_{r+1}, s, t_{r+1}, 0) = \{\hat{a} \mapsto t_{r+1}\}$,

where $\Theta(n) = sh^n(\theta_{n-r})$ and $j \leq i \leq 2 \cdot \Delta(s)$, then if $t_{r-i} = t_{r-j}$ and $\sigma^i_{r-j} = \sigma^i_{r-j}$ then $(s, t)_j$ is infinitely loop unifiable.

**Proof.** We can prove this statement by showing that from the unifier of $(s, t)_j$ we can construct a unifier for $(s, t)_k$ where $k \geq r$. What is important to observe is that the cycle present in the decomposition will repeat modulo $i - j$. We can use this fact to construct a sequence of segments which together construct $\sigma_k$. When $k = r$, the proof is trivial as we already have a unifier. when $k > r$ we need to consider the $(r, i + 1)$-segment $Seg(\sigma_r, r, i + 1)$. By Lemma 8 we can construct the $Seg(\sigma_k, k + (k-r) + 1, j + (k-r) + 2)$ segment of $\sigma_k$. However, note that this segment is followed by the segment $Seg(\sigma_k, i + (k-r) + 1, j + (k-r) + 2)$ which is equivalent to $sh^{k-r}(Seg(\sigma_r, i, j + 1))$ by Lemma 8. If $k - r + 1$ is divisible by $i - j$, then for some $\alpha$ we get the following:

$\sigma_k = sh^{\gamma}(Seg(\sigma_r, r, i + 1))sh^{\alpha(i-j)}(Seg(\sigma_r, i, i + 1))$ 

$sh^{(\alpha-1)i-j}(Seg(\sigma_r, i, i + 1))\cdots Sub(\sigma_r, i, j)$

where $\gamma = k - r + 1$. Otherwise, $k - r + 1 = \alpha(i - j) + \beta$. In this case we get

$\sigma_k = sh^{\gamma}(Seg(\sigma_r, r, i + 1))sh^{\alpha(i-j)+\beta}(Seg(\sigma_r, i, i + 1))$ 

$sh^{(\alpha-1)i-j+\beta}(Seg(\sigma_r, i, i + 1))\cdots sh^{\beta}(Seg(\sigma_r, i, i + 1))$ 

$Sub(\sigma_r, i, i - \beta)$

where $\gamma = k - r + 1$. Thus, we can construct a unifier for all extensions of the semilooop $(s, t)$.

**Example 10.** Consider the semilooop

$\langle h(\alpha, h(h(x_1, x_1), x_1)), h(h(y_1, y_1), y_1)\rangle$, for which we abbreviate as $(s, t)$ and we define $t(n) = h(x_{n+1}, x_{n+1}, x_{n+1})$. Note that $\Delta = 0$.

Now consider the $D'$ decomposition of $(s, t)_5$:

$D'(Id, s, t, 5) = sh^4(\theta^4)D'(Id, s, h(h(t(1), t(1)), t(1)), t(1)), 4)$

When decomposing $D'(Id, s, h(h(t(1), t(1)), t(1)), t(1)), 4)$ we end up with the first step of the cycle as presented in Theorem 2. Thus, $i = 3$ based on the following decomposition:

$sh^4(\theta^4)sh^3(\theta^3)D'(Id, s, h(t(1)), t(1)), 3)$

Decomposing $D'(Id, s, h(t(1)), t(1)), 3)$ does not yet result in a cycle:

$sh^4(\theta^4)sh^3(\theta^3)sh^2(\theta^2)D'(Id, s, t(1), 2)$

Decomposing $D'(Id, s, t(1), 2)$ results in the second step of the cycle as presented in Theorem 2 and thus, $j = 2$.

$sh^4(\theta^4)sh^3(\theta^3)sh^2(\theta^2)sh^1(\theta^1)D'(Id, s, h(t(1)), t(1)), 1)$

At this point we know, by Theorem 2, that this semilooop is infinitely loop unifiable. The rest of the decomposition is as follows:

$sh^4(\theta^4)sh^3(\theta^3)sh^2(\theta^2)sh^1(\theta^1)\{\hat{a} \mapsto h(h(x_2, x_2), x_2)\}$

Where the substitutions $\theta^i$ are as follows:

$\theta^4 = \{y_2 \mapsto h(h(x_1, x_1), x_1)\}$

$\theta^3 = \{x_2 \mapsto x_1\}$

$\theta^2 = \{x_2 \mapsto x_1\}$

$\theta^1 = \{x_2 \mapsto h(h(x_1, x_1), x_1)\}$

$\theta^0 = \{x_2 \mapsto x_1\}$
To illustrate why the restriction to extensions greater than $2 \cdot \Delta(2)$ is necessary consider the following example where a cycle occurs, but not every extension is unifiable.

Example 11. Let $\langle s, t \rangle$ where:

$$s = h(h(x_1, h(x_{16}, h(x_{32}, h(x_1, h(x_{16}, x_{32})))))), f$$

$$t = h(y_1, h(y_2, h(y_3, h(y_1, h(y_2, y_3))))).$$

The solved form of $\langle s, t \rangle_{11}$ results in a unifier $\sigma_{11}$ which when decomposed using Lemma 2 contains the follow steps:

$$D'(Id, s, h(x_4, h(x_{19}, h(x_{35}, h(x_4, h(x_{19}, x_{35}))))), 9)$$

$$D'(Id, s, h(x_4, h(x_{19}, h(x_{35}, h(x_4, h(x_{19}, x_{35}))))), 4).$$

This fits the cycle requirement of the decomposition outlined in Lemma 2. Yet, $\langle s, t \rangle_{28}$ is not unifiable. Interestingly, the loop $\langle s, t \rangle$ where

$$s = h(h(x_1, h(x_{16}, h(x_{31}, h(x_1, h(x_{16}, x_{31})))))), \hat{a}$$

$$t = h(y_1, h(y_2, h(y_3, h(y_1, h(y_2, y_3))))).$$

is infinitely unifiable, though this is quite hard to show. The cycle outlined above still occurs, but stops at $\langle s, t \rangle_{17}$ where it is replaced by a more complex cyclic behavior.

We conjecture that if a semiloop is infinitely unifiable then after a finite number of steps, a cycle, as presented in Theorem 2 will occur in the decomposition of an extension. Experimentally we have tested around 3 million different semiloops and have failed to find a counterexample to this claim.

Together Theorem 1 and Theorem 2 provide a sufficient condition for semiloop unifiability. Unfortunately, developing a necessary condition for finite unifiability has so far remained as difficult as finding one for infinite unifiability. We leave further analysis to future work.

VI. CONCLUSION AND FUTURE WORK

In this paper we introduce the concept of loop unification, a variant of first-order syntactic unification which requires unifying an infinite sequence of recursively defined terms. Unlike first-order syntactic unification, loop unifiability has two facets, finite unifiability and infinite unifiability depending on how the terms in the infinite sequence depend on each other. We show that in both cases a sufficient condition for unifiability exists for a special subclass of loop unification, so-called semiloop unification. Semiloop unification considers two infinite sequences, one which is recursively defined and the other for which every term is in the sequence is the same. Unfortunately, it is non-trivial to extend these conditions to be necessary as well, and thus this is left to future work. Also left to future work is extending our results to full loop unification and developing an algorithm based on our sufficient conditions. This algorithm can then be integrated into the computational proof analysis method introduced in [7].

REFERENCES

[1] M. Baaz and A. Leitsch, “Cut-elimination and redundancy-elimination by resolution,” J. Symb. Comput., vol. 29, no. 2, pp. 149–177, 2000. [Online]. Available: https://doi.org/10.1006/jsco.1999.0359

[2] M. Baaz, S. Hetzl, A. Leitsch, C. Richter, and H. Spohr, “CERES: an analysis of f"urstenberg’s proof of the infinity of primes,” Theor. Comput. Sci., vol. 403, no. 2-3, pp. 160–175, 2008. [Online]. Available: https://doi.org/10.1016/j.tcs.2008.02.043

[3] C. Dunchev, A. Leitsch, M. Rukhais, and D. Wellers, “Cut-elimination and proof schemata,” in Logic, Language, and Computation - 10th International Tbilisi Symposium on Logic, Language, and Computation, TbiLLC 2013, Gudauri, Georgia, September 23-27, 2013. Revised Selected Papers, ser. Lecture Notes in Computer Science, M. Aher, D. Hole, E. Jerábek, and C. Kupke, Eds., vol. 8984. Springer, 2013, pp. 117–136. [Online]. Available: https://doi.org/10.1007/978-3-662-46066-4_8

[4] D. M. Cerna and A. Leitsch, “Schematic cut elimination and the ordered pigeonhole principle,” in Automated Reasoning - 8th International Joint Conference, IJCAR 2016, Coimbra, Portugal, June 27 - July 2, 2016, Proceedings, ser. Lecture Notes in Computer Science, N. Olivetti and A. Tiwari, Eds., vol. 9706. Springer, 2016, pp. 241–256. [Online]. Available: https://doi.org/10.1007/978-3-319-40229-1_17

[5] A. Leitsch, N. Peltier, and D. Wellers, “CERES for first-order schemata,” J. Log. Comput., vol. 27, no. 7, pp. 1897–1954, 2017. [Online]. Available: https://doi.org/10.1093/logcom/exv013

[6] A. Bundy, D. A. Basin, D. Hutter, and A. Ireland, Rippling - meta-level guidance for mathematical reasoning, ser. Cambridge tracts in theoretical computer science. Cambridge University Press, 2005, vol. 56.

[7] D. M. Cerna, A. Leitsch, and A. Lolie, “Schematic refutations of formula schemata,” J. Autom. Reason., vol. 65, no. 5, pp. 599–645, 2021. [Online]. Available: https://doi.org/10.1007/s10817-020-09583-8

[8] V. Aravantinos, R. Cafera, and N. Peltier, “Regstab: A SAT solver for propositional schemata,” in Automated Reasoning, 5th International Joint Conference, IJCAR 2010, Edinburgh, UK, July 16-19, 2010. Proceedings, ser. Lecture Notes in Computer Science, J. Giesl and R. Hähnle, Eds., vol. 6173. Springer, 2010, pp. 309–315. [Online]. Available: https://doi.org/10.1007/978-3-642-14203-1_26

[9] V. Aravantinos, R. Cafera, and N. Peltier, “Linear temporal logic and propositional schemata, back and forth,” in Eighteenth International Symposium on Temporal Representation and Reasoning, TIME 2011, Lübeck, Germany, September 12-14, 2011. IEEE, 2011, pp. 80–87. [Online]. Available: https://doi.org/10.1109/TIME.2011.11

[10] V. Aravantinos, M. Echenim, and N. Peltier, “A resolution calculus for first-order schemata,” Fundam. Informaticae, vol. 125, no. 2, pp. 101–133, 2013. [Online]. Available: https://doi.org/10.3233/FI-2013-855

[11] S. Escobar, J. Meseguer, and R. Sasse, “Variant narrowing and equational unification,” Electronic Notes in Theoretical Computer Science, vol. 238, no. 3, pp. 103–119, 2009, proceedings of the Seventh International Workshop on Rewriting Logic and its Applications (WRLA 2008). [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1571066109001376

[12] M. Hermann and R. Galbavý, “Unification of infinite sets of terms schematized by primal grammars,” Theoretical Computer Science, vol. 176, no. 1, pp. 111–158, 1997. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0304397596000927

[13] A. Cholewa, S. Escobar, and J. Meseguer, “Constrained narrowing for conditional equational theories modulo axioms,” Sci. Comput. Program., vol. 112, pp. 24–57, 2015. [Online]. Available: https://doi.org/10.1016/j.scico.2015.06.001

[14] F. Baader and W. Snyder, “Unification theory,” in Handbook of Automated Reasoning (in 2 volumes), J. A. Robinson and A. Voronkov, Eds. Elsevier and MIT Press, 2001, pp. 445–532. [Online]. Available: https://doi.org/10.1016/b978-044450813-3.50010-2