ABSTRACT: The purpose of this paper is to investigate the possible implementation of the Fast model predictive control (MPC) scheme for chemical systems. Due to the difficulties associated with complicated dynamic behavior and model sensitivity, which results in considerable offsets, the Fast MPC controller has not been implemented on the CO₂ capture plant based on the absorption/stripping system. The main objective of this work is to evaluate the most appropriate model for implementing the Fast MPC control strategy, which results in fast output responses, negligible offsets, and minimum errors. The steady-state and dynamic simulation models of the CO₂ capture plant are designed in Aspen PLUS. In the System Identification Toolbox, multiple state-space models are identified to achieve a highly accurate model for the Fast MPC controller. The Fast MPC controller is then implemented to evaluate the performance under a setpoint tracking mode with ±5 and ±15% step changes. The results showed that the Fast MPC based on the state-space prediction focus model has on average 7.9 times lower offset than the simulation focus model and 10.4 times lower integral absolute error values. The comparison study concluded that the Fast MPC control strategy performs efficiently using prediction-based focus state-space models for CO₂ capture plants using the absorption/stripping system with minimum offsets and errors.

1. INTRODUCTION

Natural gas is a hydrocarbon gas mixture that mainly consists of methane. The gas from production wells commonly comprised hydrocarbons and impurities like carbon dioxide, hydrogen sulfide, nitrogen, water, and so forth. These impurities decrease the natural gas quality, and equipment corrosion and fouling are the main drawbacks that affect the operational efficiency. Due to high demand and usage, the utilization of wells having contaminated natural gas with CO₂ and H₂S is unavoidable. Therefore, the design of low-cost and efficient CO₂ capture technologies is the utmost solution. Moreover, the greenhouse gases produced from fossil fuel-based power plants are the biggest source of climate change. The main origin of CO₂ emission is fossil fuel-based power plants (coal and natural gas). From this perspective, the carbon capture and storage technology is the crucial and essential alternative solution for smart and fast CO₂ capture to avoid equipment and environmental problems.

Different carbon capture technologies have been designed like separation by hydrates, absorption, adsorption, distillation, membrane separation, chemical looping combustion, and biological separation. Across all, amine-based absorption is the most feasible and commonly utilized technology for large-scale CO₂ absorption systems due to the advantages of easy retrofitting and high carbon capture efficiency. However, amine-based absorption has also certain drawbacks like a high cost for the regeneration step in the stripping section, process nonlinearities, constraint limits, and variable interactions. Therefore, developing an efficient, flexible, and fast responsive control strategy for such a system is critical either for natural gas treatment or reduction of CO₂ emissions in post-combustion processes.

In terms of advanced model-based control design, model predictive control (MPC) has been widely used to control the CO₂ capture systems effectively. Rúa et al. implemented the 5 × 5 (five MVs, five CVs) MPC control strategy on an natural gas combined-cycle (NGCC) plant. The standard MPC control strategy is also implemented on a CO₂ absorption/stripping system using MATLAB by Cormos et al. Several step changes such as step, ramp, and sinusoidal are introduced into the inputs to control the CO₂ removal rate. The MPC controller has demonstrated superior performance in lowering the overshoot and regulating the limitations compared to a PI-based control scheme. He et al. also proposed an MPC control structure for a CO₂ capture system in order to assess its controllability and flexibility. For load and
setpoint tracking scenarios, the MPC controller’s performance is evaluated by sudden changes. To address the demand for flexibility, Wu et al.\textsuperscript{19} used an artificial neutral network and particle swarm optimization to develop an intelligent predictive controller to enhance the flexible operating performance of a large-scale CO\(_2\) capture process.

Although nonlinear differential equations or nonlinear identification procedures are used to represent the dynamics of CO\(_2\) capture systems properly, the nonlinearity distribution of CO\(_2\) capture system over a wide range of conditions has not been quantified. For the design of a flexible control strategy, the distribution of nonlinearity and change of process dynamics over a wide range of operation circumstances might be difficult. Although the nonlinear MPC provides greater wide-range load variation, the nonlinear optimization process, which involves solving a large number of differential equations, is computationally inefficient and time intensive.\textsuperscript{20} Furthermore, developing an accurate nonlinear control model is challenging. However, a single linear controller can manage the capture system by selecting an appropriate control target and operating range. As a result, a linear MPC may be employed to efficiently regulate the CO\(_2\) capture process according to the required operating conditions.\textsuperscript{20}

The control algorithm of MPC is solved in the form of a quadratic program (QP). In standard or regular MPC, control action is calculated by solving an online optimization problem at each time step. The computational burden of the controller is increased due to the complex structure of QP, resulting in a delayed response time.\textsuperscript{21} Furthermore, including constraints and variable interactions into the control algorithm (QP) results in a slower response. Alternatively, the computational burden of the MPC controller can be reduced by solving the QP fragmentally into small fractions and accelerating calculation time in control action utilizing online optimization called the Fast MPC approach.

The Fast MPC controller has been implemented widely on electrical or electronic systems, especially on robotic systems.\textsuperscript{22–24} However, its implementation on the chemical process systems has not been reported so far. The Fast MPC controller is the ultimate solution for dealing with large settling times (slow output response). The Fast MPC controller exploits the QP into fragments, and the control action is solved fragmentally through online optimization. The concentration of CO\(_2\) in the sweet gas is the most critical factor in ensuring that it always follows the appropriate setpoints in the event of a sudden disruption or change in setpoint. As a result, a fast-responding controller such as the Fast MPC may be beneficial, especially for post-combustion processes where various types of sudden input changes (step, ramp, and sinusoidal) may occur.

The Fast MPC controller is a model-sensitive controller as the computational (CPU) time and performance of any control strategy are largely dependent on the quality and structure of the identified model.\textsuperscript{25} As a result, the model must be accurate enough to represent the real dynamics of the CO\(_2\) capture process. However, the mathematical model should also be straightforward enough for the controller to complete the online computation promptly.

The purpose of this paper is to investigate the possible implementation of the Fast MPC controller scheme for chemical systems. Due to the difficulties associated with complicated dynamic behavior and model sensitivity, which results in considerable offsets, the Fast MPC controller has not been implemented on chemical systems. The main objective of this work is to evaluate the most appropriate model for implementing the Fast MPC control strategy, which results in fast output responses, negligible offsets, and minimum errors. In this paper, the suitable model for the Fast MPC control strategy implementation is evaluated using two prediction error minimization (PEM)-based method state-space models for the
absorption/stripping system of CO₂ capture plants. Based on the authors’ knowledge, this is a novel study related to model comparison for the Fast MPC control scheme implementation on a CO₂ capture plant via an absorption/stripping system. In Aspen PLUS, a steady-state simulation model of the natural gas CO₂ capture plant is developed and then converted to a dynamic model for the generation of input–output data. Multiple state-space models (simulation/prediction focus) have been identified using the System Identification Toolbox in MATLAB using the generated input–output data. The controller performance is assessed in terms of settling time, offsets, CPU time, integral absolute error (IAE), and integral square error (ISE) for both models under step changes in the CO₂ composition and stripper temperature scenarios.

2. METHODOLOGY

2.1. Model Development. 2.1.1. Process Description. The absorption/stripping process primarily comprises an absorber and a stripper as well as mixers, splitters, and a heat exchanger. The natural gas containing CO₂ enters from the bottom of the absorber where CO₂ is absorbed in the monoethanolamine (MEA) solvent flowing down in the absorber. The CO₂-rich solvent stream is delivered to the heat exchanger after absorption, where the temperature is increased to 100 °C. Furthermore, this rich solvent stream is sent to the stripper column for CO₂ separation and MEA solvent recovery. The CO₂ is absorbed in the MEA solvent through a weak chemical reaction. Therefore, to reverse that weak reaction, a high temperature is required in the stripper. A reboiler is used to maintain the temperature around 105–110 °C inside the stripper as the higher temperature can degrade the MEA solvent. The CO₂ gas is separated from the top of a stripper, while the regenerated MEA solvent as a lean solvent stream is sent back to the absorber through a heat exchanger, where the required temperature is achieved. The qualitative process flow diagram for the absorption/stripping system for natural gas processing has been shown in Figure 1. In this work, the absorber column is designed on the basis of a CO₂ capture plant used for high pressure established in Universiti Teknologi PETRONAS (UTP), Malaysia. A theoretical stripper has been added to this plant for the complete design of the absorption/stripping system. This theoretical stripper is designed based on the conventional design, as described in the literature. The adequate contact area for CO₂ gas and MEA solvent inside the column is provided by structured or random packing. MacDowell et al. proposed that the most promising option for carbon capture is structured packing because of its economical accessibility, large contact area, and low pressure drop. Therefore, the structured packing is utilized for the process design of the absorber column.

2.1.2. Steady-State Model. Aspen PLUS V.10 is utilized to design the simulation model of the absorption/stripping plant in the steady-state environment. The design incorporates a RadFrac absorber and stripper columns, as well as a heat exchanger, two mixers, a splitter, and numerous valves. The absorber column model is simulated based on the nominal conditions used in the UTP pilot plant. The data for the feed stream and other streams are based on the UTP pilot plant, as reported in the work of Salvinder et al. The operating conditions of all streams for both columns are listed in Table 1. The heuristic approach is employed to calculate the height and diameter of the theoretical stripper on mass balance basis. Additionally, a splitter is added to purge the extra lean solvent flow rate for the mass balance consistency of the model due to the cyclic nature of the simulation model. The stripper column is supposed to be cylindrical having a residence time of 10 min for the evaluation of design parameters. The stripper is designed to operate at 1.0 bar pressure with a total number of seven stages, which is less than the pressure of the absorber column of 10.32 bar. The higher pressure in the stripper requires high temperature for stripping, which can affect the MEA regeneration efficiency due to the thermal degradation of the solvent at high temperature. A reboiler inside the stripper plays a key role in providing the heat for the regeneration step, and the reboiler heat duty is one of the challenging aspects in CO₂ capture plants based on the absorption/stripping system. Figure 2 illustrates the flowsheet of the steady-state simulation model designed in the Aspen PLUS steady-state environment. For steady-state tests, the flowrate and composition of the feed gas varied to monitor the CO₂ capture rate.

Table 1. Operating Parameters for the Steady-State Simulation of an Absorber and Stripper

| operating conditions | sour gas | lean solvent | rich solvent |
|----------------------|----------|--------------|--------------|
| CO₂ (mole fraction)  | 0.5      | 0            | 0.10         |
| CH₄ (mole fraction)  | 0.5      | 0            | 0.02         |
| H₂O (mole fraction)  | 0        | 0.8          | 0.77         |
| MEA (mole fraction)  | 0        | 0.2          | 0.11         |
| temperature (°C)     | 25       | 25           | 100          |
| pressure (bar)       | 1.0      | 10.5         | 1.05         |
| flowrate (L/min)     | 50       | 1.1          | 1.82         |

To check the validity and correctness of the steady-state simulation model, the CO₂ capture rate of the designed simulation model is compared with the experimental data. As the current simulation model is designed based on the UTP pilot plant, the designed simulation model must achieve the CO₂ removal rate of 85% according to the experimental result. The current simulation model is designed using an equilibrium-based modeling approach, and the model is adjusted by changing specific input conditions to achieve the CO₂ removal rate of approximately 85%. The final performance is illustrated in Table 2.

2.1.3. Dynamic Simulation Model. When the steady-state simulation model has successfully converged in Aspen PLUS, the model is converted into the dynamic state in Aspen Dynamics. The pressure drop along all the necessary streams and equipment can be achieved by installing control valves or pumps. Moreover, the absorber and stripper are properly sized in the steady-state simulation model based on the UTP pilot plant and literature data, respectively. Although the rate-based modeling approach has higher accuracy than the equilibrium-based technique, Aspen Dynamics does not cater for the more complex rate-based models since the model may fail to converge. Hence equilibrium-based models are adopted for the dynamic analysis, and additional tuning is required in terms of the column efficiency and pressure drop. The modifications are necessary to account for the variation in CO₂ capture rates between the rate-based and equilibrium-based modeling approaches. The absorber/stripper stage numbers and the lean solvent flowrate are modified to reflect the rate-based modeling approach used by He et al. 3.2

2.2. Input–Output Data Generation through PRBS. There are multiple variables available in the CO₂ capture plant based on the absorption/stripping system, which can be
selected as input/manipulated variables (MVs) or output/control variables (CVs). The CO₂ composition in sweet gas is a strong indicator of CO₂ absorption in the lean solvent inside the absorber column. The less CO₂ concentration in the sweet gas results in more amount of CO₂ being absorbed in the lean solvent. It can be controlled through the amount of lean solvent available for absorption, which is associated with the lean solvent valve opening. The less regeneration or stripper energy requirement is the most challenging aspect of CO₂ capture systems as the solvent needs to be recovered in a cyclic process through the application of high temperature. Therefore, the temperature at the bottom of the stripper must be controlled accurately through the reboiler heat duty. The current study is based on a $2 \times 2$ system having two MVs; lean solvent valve opening ($U_1$) and reboiler heat duty ($U_2$), while the CO₂ composition in the sweet gas ($Y_1$) and stripper bottom temperature ($Y_2$) are the corresponding CVs.\(^{34}\)

Table 2. CO₂ Removal Rate Results of the UTP Pilot Plant and the Current Designed Steady-State Simulation Model

| plant type                      | CO₂ removal rate (%) | modeling approach |
|---------------------------------|----------------------|-------------------|
| experimental (UTP pilot plant)  | 85                   | rate-based        |
| current simulation model        | 89.70                | equilibrium-based |

Figure 2. Steady-state simulation model of a CO₂ capture plant designed in Aspen PLUS.

Figure 3. Pre-processed input—output produced from the dynamic model designed in Aspen Dynamics (a) $Y_1$ and $U_1$ and (b) $Y_2$ and $U_2$.\(^{34}\)
The data generation is an important step for system identification as the accuracy of the identified model is affected by the details supplied by the input–output data.35 Using the developed Aspen Dynamics model designed in Section 2.2, the corresponding input–output data are generated by utilizing pseudorandom binary sequence (PRBS) signals by fixing the ±5% amplitude with respect to the datum point with a period of 30 min for \( U_1 \) and \( U_2 \). The design of the PRBS signals is a critical step that gathers the critical characteristics of the CO\(_2\) capture plant by considering the plant outputs based on input changes.30

2.3. System Identification of the Mathematical Models. The real system, or dynamic simulation model, used in this study is a dynamically complicated system that necessitates a data-driven modeling method in order to establish a highly accurate model.35 The generated input–output data having 4000 data points are then exported to MATLAB for data processing and model identification. The accuracy of the data-driven mathematical models depends heavily on the scaling of data utilized for system identification. Therefore, the data are processed by removing means and scaled (range of \(-1\) to \(1\)) to ensure that the identification process should consider all the data equally through minimizing the range difference of data signals.35 Furthermore, the data are divided into two sets, each set having 2000 data points, which are used as working or training data and validation data. The pre-processed data for \( Y_1, U_1 \) and \( Y_2, U_2 \) are illustrated in Figure 3a,b, respectively.

For the controller implementation, two types of models have been identified: state-space based on simulation and prediction focus. The primary distinction between the state-space model based on prediction and the simulation focus is the distinctive identification procedure utilized in the System Identification Toolbox. The simulation focus approach identifies the model based on the input data and initial conditions. In prediction focus, the model response is computed at a specific time in the future using the current and prior values of the observable input, output values, and initial conditions.36 The models are identified by utilizing the System Identification Toolbox in MATLAB.35 The main steps for the system identification are as follows:

1. Data processing by removing the means and scaling the data through the range, as described earlier
2. The input–output data are imported in the System Identification Toolbox having starting time and sampling time of 0 and 0.01 h, respectively.
3. The data are divided into two data sets through the range, each having 2000 data points, which will be used as working and validation data.
4. The type of the mathematical model is selected such as transfer function models, state-space models, polynomial models, and so forth. The models selected in this study are the state-space model, as described earlier.
5. The model order value is chosen, and the order of the models in this study are 1st and 2nd.
6. The estimation method is picked in “estimation options” such as subspace (N4SID) and PEM. The PEM estimation method has been utilized in this work due to the advantages of high accuracy.
7. The focus type is selected to be either simulation or prediction from the “focus” option.
8. The search method is chosen from iteration options. In the “Options for Iterative Minimization” window, the search method is selected such as Gauss–Newton, trust-region reflective Newton (lsqnonlin), gradient search (grad), and so forth.
9. All the search methods are applied, and the models are estimated having the best fitting percentage for \( Y_1 \) and \( Y_2 \).
10. The same procedure is repeated for both types of state-space models (prediction and simulation focus), and the models having the best fitting percentage for both cases are found.

In the simulation focus model, the total sampling time of the model is equal to the sampling time of the input data used for dynamic simulation. It is supposed that a system having a single input \( (u) \) and a single output \( (y) \) with the total time \( T_n \) and the simulation focus model will generate a model with the output \( y(T_0...T_n) \) based on the input \( u(T_0...T_n) \). The simulation focus model will be calculated with 1-step delay, which will be equivalent to the total sampling time of the input used for dynamic simulation. The mechanism is shown in Figure 4.

In the prediction focus model, the output is projected \( K \) steps ahead of the measured input and output, where \( K \) is a prediction horizon corresponding to the predicted output at any time \( KT \) and \( T_i \) is the sampling time. A dynamic system is assumed with the measured input \( u_{in}(T_1...T_N) \) and a single delay.
output $y_m(T_1 ... T_N)$ having total sampling time of $T_{N_0}$ in which the prediction focus predicts the output response as $y_p(T_{N+N})$.

The mathematical formulation is shown in Figure 5.

The general equations for the state-space model are shown in eqs 1 and 2, where $A$, $B$, $C$, and $D$ are the system matrices for the state, input, output, and transmission, respectively, while $u(t)$ and $y(t)$ are input and output variables, and $x(t)$ is a state variable.

$$\dot{x}(t) = Ax(t) + Bu(t)$$

(1)

$$y(t) = Cx(t) + Du(t)$$

(2)

There are multiple estimation methods for system identification in the Toolbox such as subspace (N4SID), PEM, and regularized reduction. The estimation method used in this work is the PEM method due to its high accuracy and fast estimation. Several state-space models are identified based on different iteration search methods (adaptive Gauss–Newton, Levenberg–Marquardt, gradient search, trust-region reflective Newton, etc.) for both cases of simulation and prediction focus.

2.4. Fast MPC Controller Implementation. In the current work, the Fast MPC controller is implemented in the form of a MATLAB code file provided by Wang et al. It is supposed that a linear dynamic model, as described in eqs 3 and 4, is used for MPC implementation, where $x_{t+1}$, $u_{t}$, and $y_{t+1}$ are state, input, and output vectors, respectively, while $A$, $B$, and $C$ are state, input, and output matrices, respectively.

$$x_{t+1} = Ax_{t} + Bu_{t}, \quad t = 0,1,2...$$

(3)

$$y_{t+1} = Cx_{t+1}$$

(4)

The objective function or the generalized formulation of the Fast MPC for the above linear model is represented in eq 5, where $Q$, $R$, and $T$ are the state weight matrix, input weight matrix, and prediction/planning horizon, respectively. The control action is solved purely based on the prediction of states; the desired outputs or the setpoints are achieved through the optimization of states. The Fast MPC controller can deal with constraints effectively. Hence, eq 6 represents the upper and lower bound limits for states, inputs, and input changes.

$$\min \rightarrow (x_{t+T})^T Q (x_{t+T}) + \sum_{t=0}^{t+T-1} (x_{t})^T Q x_{t} + (\Delta u_{t})^T R \Delta u_{t}$$

(5)

$$\begin{bmatrix} x_{\text{min}} \leq x_{t} \leq x_{\text{max}} \\ u_{\text{min}} \leq u_{t} \leq u_{\text{max}} \\ \Delta u_{\text{min}} \leq \Delta u_{t} \leq \Delta u_{\text{max}} \end{bmatrix}$$

(6)

The Fast MPC is software package in the form of a MATLAB code file, which further exploits the QP mentioned in eq 5 and solves the control problem fragmentally through online optimization purely based on system states. There are two basic functions in the coding file to exploit the QP: “fmpc_sim” and “fmpc_step.” The “fmpc_step” function solves the QP and optimizes the best state ($x$) and input ($u$) variables based on the step changes. The “fmpc_sim” function uses the calculated input and state values from the previous step to update the future best outputs for “$t = 1,2,3...n$steps” according to the dynamics of the model. The control and state paths are initialized through previous values to generate the new inputs ($\bar{u}$) and states ($\bar{x}$) as follows.

$$\bar{u} = Kx(T), \quad \bar{x} = Ax(T) + BKx(T)$$

(7)

Here, $K$ is the gain matrix or the control gain, which is calculated based on pole locations. $K$ is represented in eq 8 in terms of input weight ($R$), output/state weight ($Q$), state ($A$), and input ($B$) matrix. As the control actions in Fast MPC is solved through the gain matrix based on the states and pole locations, the offset removal term is missing in the corresponding mathematical equations of the control algorithm. Therefore, offsets are reduced to negligible levels through the optimization of key tuning parameters involved in Fast MPC, as mentioned in Table 3.

$$K = -(R + B^T QB)^{-1} B^T QA$$

(8)

The Fast MPC determines the optimal control actions for the real plant to achieve the desired setpoints. The control structure of the Fast MPC controller is based on the identified model, the observer, and the dynamic model. The observer is designed based on the identified model and the suitable pole locations. The plant outputs are measured based on the step changes, then the observer estimates the current states using the measured output along with inputs. The control structure
for the Fast MPC with observer has been illustrated in Figure 6.

![Figure 6. Process flow diagram of the control structure run in MATLAB.](https://example.com/figure6.png)

Furthermore, values of different tuning parameters as barrier parameter $k$ and iteration limit $K_{\text{max}}$ are selected as 0.01 and 10, respectively, based on the work of Wang. The values of all other tuning parameters for the implementation of Fast MPC using appropriate identified models are highlighted in Table 3.

The performance of the resulting Fast MPC controllers is evaluated under step changes of $\pm 5$ and $\pm 15\%$ introduced in the setpoints of both $Y_1$ and $Y_2$, respectively. The responses of $U_1$, $U_2$, $Y_1$, and $Y_2$ are observed, and the settling time, offset, CPU time, and errors (IAE and ISE) are calculated in terms of $Y_1$ and $Y_2$. The errors calculation especially the ISE value is one of the major aspects of the controller performance assessment.

### 3. RESULTS AND DISCUSSION

#### 3.1. Steady-State Results

The temperature profile along the stages of the absorber is shown in Figure 7a. The maximum amount of CO$_2$ gas is absorbed in the MEA-solvent through exothermic reactions having weak chemical bonds, while the overall temperature of the absorber is increased due to the exothermic reactions involved in CO$_2$ absorption. The rate of the reaction is maximum at the middle of the absorber; hence, the temperature is also maximum. Similarly, the stripper column has seven stages, and the CO$_2$-rich stream called the “S11” stream is introduced at stage 2 at 100 $^\circ$C. The stripping or regeneration of MEA solvent is an energy-intensive process; hence, a high amount of heat is required to reverse the reactions, which stripped off the CO$_2$ and regenerate the MEA solvent for the next cycle. The high energy requirement is fulfilled through the increase in S11 stream temperature and reboiler at the bottom of the stripper. The heat duty of the reboiler is set based on the temperature requirement and CO$_2$ capture rate. A condenser is also installed at the top of the stripper to separate the water vapors from the segregated CO$_2$ stream. Therefore, the temperature at stage 1 is just around 27.15 $^\circ$C for the effective condensation. The main stripping reactions take place at the bottom of the absorber due to the feasible temperature, which is required to break the weak chemical bonds. The temperature along the stripper stages is illustrated in Figure 7b.

#### 3.2. Model Identification

Black-box models are purely data-driven models that are based on input–output data measurements. The quality of black-box models is highly dependent on the volume and quality of data. There are different black-box models available in the System Identi-
The data-driven approaches for system identification considering software packages such as CONTSID toolbox and open-source System Identification Package in Python can also be used for model identification based on the system requirement. In this study, multiple state-space models are evaluated to achieve a model with high accuracy using the system identification approach and investigated for the implementation of the Fast MPC control scheme.

### Table 4. Identified State-Space Models for Fast MPC Controller Implementation

| Name | Model Type  | Order | $Y_1$ (%) | $Y_2$ (%) | Focus  | Iteration Search Method |
|------|-------------|-------|-----------|-----------|--------|-------------------------|
| SS 1 | State-Space | 1st   | 75.15     | 22.39     | Prediction | Adaptive Gauss–Newton (gna) |
| SS 2 | State-Space | 1st   | 83.32     | 58.62     | Prediction | Trust-Region Reflective Newton (lsqnonlin) |
| SS 3 | State-Space | 2nd   | 92.33     | 84.80     | Prediction | Trust-Region Reflective Newton (lsqnonlin) |
| SS 4 | State-Space | 1st   | 77.74     | 21.93     | Simulation | Adaptive Gauss–Newton (gna) |
| SS 5 | State-Space | 1st   | 84.34     | 57.57     | Simulation | Trust-Region Reflective Newton (lsqnonlin) |
| SS 6 | State-Space | 2nd   | 88.17     | 75.74     | Simulation | Trust-Region Reflective Newton (lsqnonlin) |

**Figure 8.** System identification results for state-space models: predicted/simulated vs plant outputs (a) $Y_1$ and (b) $Y_2$.

**Figure 9.** System identification results for model 1: predicted vs plant outputs (a) $Y_1$ and (b) $Y_2$. 

43. The data-driven approaches for system identification considering software packages such as CONTSID toolbox and open-source System Identification Package in Python can also be used for model identification based on the system requirement.
44.−46 In this study, multiple state-space models are evaluated to achieve a model with high accuracy using the system identification approach and investigated for the implementation of the Fast MPC control scheme.
since they accurately capture the system’s internal states and genuine dynamics. In comparison to other classic mathematical models, state-space models offer the advantages of simple control configuration and high precision in fast, complex, and MIMO-based dynamic processes. Additionally, state-space models are widely used in MIMO systems.

Various models using both the prediction focus and simulation focus with the PEM estimation method have been developed using various iterative search options such as Gauss–Newton, trust-region reflective Newton (lsqnonlin), gradient search (grad), and so forth. In both the prediction and simulation focus models, the second-order continuous-time state-space models give the highest fitting percentages for both $Y_1$ and $Y_2$. The fitting percentage is the key factor that illustrates how much the identified model is similar to the real plant behavior.

The identified models along with the identification procedure and fitting percentages are shown in Table 4.

As detailed in Table 4, the highest fitting percentage is shown by SS 3 (model 1) and SS 6 (model 2) models, which are based on prediction and simulation focus, respectively. Both the models are based on the PEM estimation method with trust-region reflective Newton (lsqnonlin) iteration search method.

Figure 8 illustrates the output responses for different identified state-space models. The term "plant output" refers to data generated from the Aspen Dynamics simulation of the pilot scale CO$_2$ capture plant, whereas "predicted/simulated output" refers to the output predicted by the state-space model identified in the System Identification Toolbox using the prediction and simulation focus with the PEM estimation method. Figure 9a,b shows the prediction performance in comparison to the actual plant data of model 1 for both $Y_1$ and $Y_2$, respectively. The same procedure is repeated for model 2, and the resulting performances are illustrated in Figure 10a,b. The actual range of the $Y_1$ output is 0.3326 to 0.3453 kmol/kmol and for the $Y_2$ output is 101.95 to 105.19 °C. However, the data are processed by removing means and scaled (range of −1 to 1) to ensure that the identification process should consider all the data equally through minimizing the range difference of data signals.

The general equations for the state-space models are shown in eqs 9 and 10. In the equations, $A$, $B$, $C$, and $D$ are the coefficient matrices as follows:

$$A = \text{state or the system matrix}$$

$$B = \text{input matrix}$$

$$C = \text{output matrix}$$

$$D = \text{feedthrough matrix}$$

$u_1$, $u_2$ = inputs or manipulated variables (MV)

$y_1$, $y_2$ = outputs or controlled variables (CV)

$x_1$, $x_2$ = states of the system

The values for $A$, $B$, $C$, and $D$ are identified using the above-mentioned system identification process, and the final state-space equations of both models are illustrated in Table 5. The

![Figure 10](https://example.com/image10.png)

**Figure 10.** System identification results for model 2: simulated vs plant outputs (a) $Y_1$ and (b) $Y_2$.

| Table 5. State-Space Equations for Identified Prediction and Simulation-Based Focus Models with $A$, $B$, $C$, and $D$ Values |
|---|
| general equation of state-space model representation |
| $\dot{x}(t) = Ax(t) + Bu(t)$  (9) |
| $y(t) = Cx(t) + Du(t)$  (10) |
| state space equations for models 1 and 2 |
| model 1 | model 2 |
| $A_1$, $B_1$, $C_1$, $D_1$ | $A_2$, $B_2$, $C_2$, $D_2$ |
| $\begin{bmatrix} x_1 \\ x_2 \end{bmatrix}$ | $\begin{bmatrix} x_1 \\ x_2 \end{bmatrix}$ |
| $\begin{bmatrix} -39.18 & -38.8 \\ -29.12 & -33.41 \end{bmatrix}$ | $\begin{bmatrix} -43.29 & 16.47 \\ 61.04 & -43.61 \end{bmatrix}$ |
| $\begin{bmatrix} 6.755 & 2.924 \\ -8.494 & -14.71 \end{bmatrix}$ | $\begin{bmatrix} 2.032 & -0.3439 \\ -1.389 & 0.2208 \end{bmatrix}$ |
| $\begin{bmatrix} 0 \\ 0 \end{bmatrix}$ | $\begin{bmatrix} 0 \\ 0 \end{bmatrix}$ |
gain or the feedthrough matrix (D) is zero as the system does not have direct feedthrough. The gain matrix of the observer, which is used for the Fast MPC, is designed based on pole locations. Therefore, the model is identified such that the feedthrough matrix has zero value initially.

3.3. Fast MPC Results. After the models have been checked for stability, controllability, and observability, the Fast MPC controller is then implemented using the 2 × 2 state-space models in MATLAB with a running time of 200 s. The 2 × 2 system refers to a system having two MVs and two CVs. In this control scheme, U1 and U2 are MVs, while Y1 and Y2 are CVs. In any control scheme, the control objective is to reject the disturbances and keep the CVs according to the given setpoints. The models identified in Section 2.2 are developed using a large number of input—output data points. Therefore, these models are expected to perform well within the operating conditions covered in the identification stage. However, if the operating points of the plant are changed drastically, the models have to be reidentified as it is normally done even for standard MPC or in the presence of a common control loop malfunction, as valve stiction.

To analyze the effectiveness of the identified models 1 and 2 on the performance of Fast MPC, the controller performance is evaluated by introducing step changes of ±5% in Y1 and ±15% in Y2, respectively. The higher step changes in the CO2 composition of sweet gas are not practically observed during the plant operation. The energy requirement for the regeneration step may fluctuate significantly, especially in the post-combustion CO2 capture plant, as the power demands may vary during peak hours. As a result, the reboiler heat duty is also changed with high amplitudes as the CO2 absorption/stripping system is highly integrated, a change in one part of the plant affects the rest of the system as well due to the process interaction. Hence, when a step change is introduced in the output variable Y1, the output variable Y2 is also disturbed from its nominal value. Similarly, when a step change is introduced in the output Y2, the output Y1 is also being disturbed. Hence, both setpoint and disturbance changes can be observed simultaneously in this integrated system. As shown in the subsequent sections, the controller can reject the disturbance and achieve the nominal value with negligible offsets. Similar behavior has been observed for step changes in the output variable Y2.

3.3.1. Step Change of ±5% in the Setpoint of the Output Variable Y1. First, a step change of ±5% has been introduced at 60 s in Y1 as higher step changes in the CO2 composition of sweet gas or the top outlet gas of the absorber in absorption/stripping systems are not practically observed. As described in Table 6, Fast MPC 1 utilizes model 1 (prediction focus model), whereas Fast MPC 2 adopted model 2 (simulation focus model) in determining the optimal input moves and output responses.

Table 6. Fast MPC Controller Implementation

| controller     | dynamic model used                      |
|----------------|----------------------------------------|
| Fast MPC 1     | model 1 = SS 3 (prediction focus based) |
| Fast MPC 2     | model 2 = SS 6 (simulation focus based) |

Figure 11a,b shows the responses of Y1 and U1 for both controllers described in Table 6 when there is a step change of +5% in Y1. The Q and R matrices play an important role in the perfect tuning of the Fast MPC controllers in terms of overshoot and offsets. The CO2 composition in the sweet gas (Y1) of the absorber is inversely proportional to the lean solvent valve opening (U1). The lower lean solvent amount results in a lower amount of CO2 absorbed in the MEA solvent, resulting in a higher amount of CO2 present in the sweet gas stream. Therefore, when the controller is set to +5% step change in Y1, U1 is decreased to increase the Y1 value.

The objective of any controller is to rapidly reach the new setpoint in order to ensure optimal performance when the system is subjected to such abrupt change. Based on the results shown in Figure 11, the performance of the Fast MPC 1 controller is better than Fast MPC 2. The controller can achieve the desired new setpoint value of 0.1 precisely with the negligible offset for the prediction focus model case. However, the Fast MPC 2 controller, which is based on the simulation focus model, results in an offset of 0.002.

In addition, as the step change is introduced only in the output variable Y1, the output variable Y2 should be maintained at the original steady-state (nominal value of 0 in the scaled range) after the sudden disturbance. Figure 12a,b shows the responses of both Y1 and U2. As shown in Figures 12a and 14a, Y2 has a higher offset for the Fast MPC 2 compared to the Fast MPC 1. As described in Section 2.4, the offset removal function is not incorporated within the mathematical eqs 5, 7 and 8 of the Fast MPC control algorithm. The Fast MPC solves the fragmental QP through state variables instead of output errors like standard MPC. Moreover, the Fast MPC is an approximation method, which solves the optimization problem through exploited mathematical equations. Therefore, offsets are present in the outputs, and the accuracy of the optimal solution is compromised to a negligible extent with the advantage of fast output responses. Based on these results, it can be concluded that the Fast MPC 1 controller, which is based on the prediction focus model, has negligible offsets in the setpoints of both Y1 and Y2. Figure 12a illustrates that the fluctuation and offset in the Fast MPC 2 are higher compared to Fast MPC 1. These results clearly exhibit the importance of selecting the appropriate dynamic model in ensuring the optimal performance of any model-based controller such as Fast MPC.

In the simulation results, R and Q are the weights for the input and state variables, respectively. By appropriate tuning of weights, the performance of any control strategy can be improved significantly. The R and Q matrices indicate the relative relevance of error minimization and control effort minimization from sample to sample during simulation. Weights are tuned in MPC-based control schemes to successfully attain the required setpoints. The values of Q and R cannot be identical for all control strategies as each controller strategy’s weights are tuned for the maximum performance. Fast MPC 1 and 2 are based on two distinct models in the current study. As a result, each Fast MPC must have unique tuning parameters that optimize performance while minimizing offsets and errors. Additionally, decreasing Q and increasing R can eliminate offsets in output responses. As can be seen, the Fast MPC 2 is based on a Q value of [0.0002 0.0002], which is significantly less than the Fast MPC 1. However, Fast MPC 1 still performs better than Fast MPC 2.

Figure 13 and 14 show the responses of Y1, U1, Y2, and U2 for −5% step change in Y1 for Fast MPC based on both models. The overall response patterns for CVs and MVs for −5% step change are similar to the +5% step change discussed previously. The overall results illustrate that the Fast MPC 1
controller has superior performance in terms of setpoint tracking with minimum overshoot and offsets as compared to the controller using the simulation focus model.

3.3.2. Controller Performance Parameters for ±5% Step Change. The typical criteria normally reported for the controller performance are the offset, settling time, and IAE and ISE values based on the differences between the desired setpoints and the actual outputs obtained.\(^{13,58}\) The values for these four performance parameters have been calculated for ±5% step changes in \(Y_1\), Table 7 shows the settling time and offset values for ±5% step change in \(Y_1\) for both controllers. For +5% step change, the settling times for \(Y_1\) and \(Y_2\) for Fast MPC 2 are 29 and 38 s, while the values are 36 and 57 s for the Fast MPC 1 controller, respectively. The slightly larger settling time for the Fast MPC 1 may be due to the slower settling response because of the one-step ahead prediction behavior of the model.

However, the Fast MPC 1 controller has much better performance in terms of offset, with 19.8% less offset value for \(Y_1\) as compared to the Fast MPC 2. Similarly, the offset is 0.0007 higher for the Fast MPC 2 for \(Y_2\) as compared to the Fast MPC 1. Additionally, the IAE value for the Fast MPC 2 is also much higher for +5% step change in \(Y_1\), as shown in Table 7. Similar behavior has been observed for −5% step change in \(Y_1\). In terms of ISE values, the Fast MPC 2 controller performance results in the output error value of approximately 0.0008, which is 200 times higher than Fast MPC 1. Based on these performance parameter results, it can be concluded that

Figure 11. Setpoint tracking responses of Fast MPC 1 and 2 for +5% step change in \(Y_1\): (a) output \(Y_1\) and (b) input \(U_1\).

Figure 12. Setpoint tracking responses of Fast MPC 1 and 2 for +5% step change in \(Y_1\): (a) output \(Y_2\) and (b) input \(U_2\).
the Fast MPC controller has better performance in terms of offsets, IAE, and ISE when it is implemented using the prediction focus state-space models. The marginally slower response in terms of settling time can be balanced by the lower values of the other key performance parameters such as offsets, IAEs, and ISEs.

The accuracy of the identified model plays a major role in the evaluation of the overall computational time of the controller. The CPU time increases with the increase in states or variables of an identified mathematical model. The CPU time for the Fast MPC 1 and 2 controllers have been calculated in the MATLAB using Intel Core i7-10510U CPU@1.80 GHz, 2304 MHz processor. The Fast MPC control algorithm is

| step changes in $Y_1$ (%) | controller type | settling time (s) | offset | IAE      | ISE      |
|--------------------------|-----------------|-------------------|--------|----------|----------|
|                          |                 | $Y_1$             | $Y_2$  | $Y_1$    | $Y_2$    |
| +5                       | Fast MPC 1      | 36                | 57     | 0.0002   | 0.0003   | 0.0226   | 0.000003 |
|                          | Fast MPC 2      | 29                | 38     | 0.002    | 0.0010   | 0.3240   | 0.0008   |
| −5                       | Fast MPC 1      | 40                | 67     | 0.0002   | 0.0003   | 0.0216   | 0.000003 |
|                          | Fast MPC 2      | 24                | 22     | 0.002    | 0.0011   | 0.3116   | 0.0007   |
operated for 10 runs, and CPU time for each step change is calculated. The CPU time values for each step change for the Fast MPC 1 and 2 are shown in Table 8. The average CPU time for ±5% step change for the Fast MPC 2 is 11.22 s, while for the Fast MPC 1, it is 10.88 s. It can be concluded that the CPU time for both controllers is comparatively similar with negligible difference.

### Table 8. CPU Time Values for ±5% Step Change in $Y_1$

| controller type | step changes in $Y_1$ (%) | CPU time (s) | average (s) |
|-----------------|---------------------------|--------------|-------------|
| Fast MPC 1      | +5                        | 11.47        | 10.88       |
|                 | −5                        | 10.3         |             |
| Fast MPC 2      | +5                        | 11.65        | 11.22       |
|                 | −5                        | 10.8         |             |

**3.3.3. Step Change of ±15% in the Setpoint of the Output Variable $Y_2$.** The control strategy should be flexible enough to deal with such abrupt changes to maintain output variables at their setpoints.58 Therefore, the Fast MPC control strategy performance is evaluated under a large step change of ±15% at 60 s in $Y_2$ as the stripper temperature fluctuates with high amplitude, a possible scenario during operation due to changing power plant energy requirements.54 Figure 15 and 16 show the responses of $Y_2$, $U_2$, $Y_1$, and $U_1$ for Fast MPC 1 and 2 when there is a step change of ±15% in $Y_2$. The stripper temperature ($Y_2$) is directly proportional to the reboiler heat duty ($U_2$). The controller maintains the new setpoint of $Y_2$ by changing the $U_2$ accordingly.

The Fast MPC is required to achieve the desired new setpoint value of 0.3 for $Y_2$. It can be observed that Fast MPC 1 controller is able to achieve the new setpoint successfully with negligible offsets. However, the Fast MPC 2 is not able to achieve the desired setpoint, resulting in an offset value of 0.0046. Moreover, the response of $U_2$ is opposite for the Fast MPC 2 control scheme. Ideally, the $U_2$ value should increase for ±15% step change in $Y_2$. However, the $U_2$ value is decreasing with a large amplitude, as shown in Figure 15b.

Although the simulation focus model has a satisfactory fitting percentage during the system identification stage, the inverse response of $U_2$ for the simulation focus model indicates that this model is not suitable for the Fast MPC control scheme. Figure 16a,b illustrates the responses of $Y_1$ and $U_1$ as the $Y_1$ value should achieve the nominal value of 0 after a sudden change in $Y_2$ at 60 s. The Fast MPC 1 controller has a negligible offset value, while the controller 2 has a significant offset of 0.0072 and high initial fluctuation.

Despite the fact that the Fast MPC controller provides fast output responses, the existence of offsets may lemmatize the performance in complicated dynamic systems such as absorption/stripping systems. As a result, the values of significant tuning parameters are tuned to decrease offsets to insignificant levels. On the other hand, input responses become aggressive with minute modifications to obtain the minimum offsets. As indicated in Figures 15 and 16, $U_1$ and $U_2$ respond aggressively to the point of being critical. However, the current research compares several state-space models for the application of a Fast MPC controller to a complicated CO$_2$ absorption/stripping system for fast computing. The FMPC controller has been optimized to reduce offsets to a negligible level that may be tolerated at the price of the controller’s fast output responses and aggressive input changes.59

As previously stated, the weights ($Q$ and $R$) can be modified to obtain desirable setpoints dependent on the magnitude of the step change.10 The weights are always different for each control strategy, depending on the characteristics of the control algorithm and the nature of the model.18 As a result, the weights for both Fast MPC 1 and 2 are tuned to yield setpoints with the minimum offsets and errors. A small value of $Q$ and a large value of $R$ is favorable for eliminating offsets and errors. The $Q$ and $R$ values of Fast MPC 2 are optimized to the maximum limits. However, the performance of Fast MPC 1 is still far better than the Fast MPC 2.

Similar behavior has been observed for −15% step change in $Y_2$. Figure 17a,b shows the responses of $Y_2$ and $U_2$. It can also be observed in Figure 18a that the $Y_1$ value is closer to 0 with

![Figure 15](https://doi.org/10.1021/acsomega.1c05974)

**Figure 15.** Setpoint tracking responses of Fast MPC 1 and 2 for +15% step change in $Y_2$ (a) output $Y_2$ (b) input $U_2$.
negligible offsets for Fast MPC 1 controller compared to Fast MPC 2. Overall, the results for Fast MPC 1 are satisfactory with almost 0 offset for $Y_1$ and $Y_2$ as compared to the controller based on the simulation focus model.

3.3.4. Controller Performance Parameters for ±15% Step Change. The model comparison studies in terms of Fast MPC performance parameters have also been evaluated for a large step change of ±15% in $Y_2$. The overall result patterns are similar to the case, as described in Section 3.3.1. In Table 9, the settling time and offset are shown for ±15% step change in $Y_2$ for both the controllers. The settling time of the Fast MPC 2 in terms of $Y_1$ is 28 and 24 s for +15 and −15% step change in $Y_2$, respectively, while for the Fast MPC 1, the values for the same variables are 73 and 89 s. A similar pattern has been observed for the $Y_2$ variable as well. However, the Fast MPC 1 controller has superior performance in terms of offsets. The Fast MPC 2 controller results in an offset of 0.0046 for ±15% step change in $Y_2$, whereas the controller 1 has the offset value of just 0.0008. The offset is believed as the key parameter in terms of controller performance and accuracy. Therefore, a lower offset for the Fast MPC 1 controller is a strong indicator that the prediction focus model is more suitable for the Fast MPC implementation on a CO$_2$ capture plant with the absorption/stripping system.

Moreover, the IAE and ISE values also indicate that the Fast MPC 1 has better performance for an effective and fast responsive control. Table 9 shows that the IAE value for the Fast MPC 2 is 6.24 and 6.63 times higher than the Fast MPC 1.
based on prediction focus model, while the ISE values for the Fast MPC 2 are 4 and 4.58 times higher than the Fast MPC 1 for +15 and −15% step change, respectively. The results conclude that the Fast MPC 1 based on the prediction focus model has better performance for the CO2 capture plant based on the absorption/stripping system. This superior performance might be due to a one-step ahead predictive nature that allows for the higher fitting percentage of the model as compared to the simulation focus model.

The CPU time of the Fast MPC control algorithm for ±15% step change in the setpoint of $Y_2$ output is calculated similarly, as described in Section 3.3.2. The average CPU time for ±15% step change for the Fast MPC 1 is 10.23 s, while for the Fast MPC 2, it is 11.89 s. The CPU time values for both controllers have been listed in Table 10. Based on the CPU time values, it can be concluded that Fast MPC controller based on the prediction focus state-space space model requires less time to solve the integrated structure or the control problem than the controller based on the simulation focus model.

### Table 9. Controller Performance Parameters for ±15% Step Change in $Y_2$

| step changes in $Y_2$ (%) | controller type | settling time (s) $Y_1$ | offset | IAE | ISE |
|--------------------------|-----------------|-------------------------|--------|-----|-----|
|                          |                 | $Y_2$                   | $Y_1$  | $Y_2$|     |
| +15                      | Fast MPC 1      | 73                      | 0.0002 | 0.0008 | 0.1068 | 0.00008 |
|                          | Fast MPC 2      | 28                      | 0.0072 | 0.0046 | 0.6664 | 0.0032  |
| −15                      | Fast MPC 1      | 89                      | 0.0002 | 0.0008 | 0.1003 | 0.00007 |
|                          | Fast MPC 2      | 24                      | 0.0072 | 0.0046 | 0.6646 | 0.0032  |

Table 10. CPU Time Values for ±15% Step Change in $Y_2$

| controller type | step changes in $Y_2$ (%) | CPU time (s) | average (s) |
|-----------------|---------------------------|--------------|-------------|
| Fast MPC 1      | +15                       | 10.63        | 10.23       |
|                 | −15                       | 9.83         |             |
| Fast MPC 2      | +15                       | 11.89        | 11.89       |
|                 | −15                       | 11.88        |             |

can be concluded that Fast MPC controller based on the prediction focus state-space space model requires less time to solve the integrated structure or the control problem than the controller based on the simulation focus model.

3.3.5. Comparison of Fast MPC and Standard MPC. Once the appropriate model is evaluated through controller performance parameters in the above sections, the Fast MPC and the standard MPC controllers are implemented on model 1, and the results are compared. A step change of ±5% is introduced in the setpoint of the output variable $Y_1$. For both controllers, Figure 19 depicts the response of $Y_1$ to ±5% step change in $Y_1$. As illustrated, the Fast MPC controller reached the new setpoint value quickly with negligible offsets. The standard MPC controller, on the other hand, has a longer settling time than the Fast MPC, resulting in a prolonged setpoint attainment. According to the energy requirements, CO2 capture facilities must operate at particular CO2 capture rates. In actual applications, the slower settling time of outputs is undesirable since it can drastically reduce the crucial CO2 capture rate. In addition, the setpoint of the $Y_1$ output in the case of the standard MPC controller has significantly large offsets.

The slower response time of the standard MPC controller might be related to the computational burden of the control algorithm’s solution in the form of a sophisticated QP. The $Y_2$ output should be kept at its nominal value since the step change in the setpoint of the $Y_1$ output has just been employed. The value of $Y_2$ differs from the standard value as a result of the step change in $Y_1$, as seen in Figure 20. Nevertheless, both controllers can reject the disturbance and keep the $Y_2$ output at its nominal value. While the disturbance in the case of the Fast MPC controller is quite minimal, the standard MPC controller has a fairly substantial initial fluctuation. Ideally, outputs must match setpoints exactly as offsets have a significant influence on the performance of the designed control strategy. The required setpoints must be obtained with small offsets in any control strategy as offsets are critical parameter affecting the controller’s performance and accuracy. The settling time to achieve the new setpoints and IAE values are also an important aspect to estimate the performance of any control
scheme. For both controllers, the values of settling time and IAE error have been calculated. The Fast MPC controller is typically used in electronic systems when dynamic complexity is not a problem, and sampling times are measured in seconds. In the current study, the standard MPC controller has a settling time of 84 and 97 s for $Y_1$ and $Y_2$, respectively, whereas the Fast MPC controller has a settling time of 36 and 57 s. In terms of settling time, the Fast MPC controller appears to outperform the standard MPC. The offset for both controllers is maintained to a minimum due to the emphasis on fast response time and low error values. The standard MPC has 1.4913 IAE values, whereas the Fast MPC has 0.0226, suggesting that the Fast MPC controller is a better choice than the standard MPC to achieve the setpoint quickly with minimum errors.

4. CONCLUSIONS

The purpose of this paper is to investigate the possible implementation of the Fast MPC controller scheme for chemical systems. Due to the difficulties associated with complicated dynamic behavior and model sensitivity, which results in considerable offsets, the Fast MPC controller has not been implemented on the CO2 capture plant based on the absorption/stripping system. The main objective of this work...
is to evaluate the most appropriate state-space model for implementing the Fast MPC control strategy, which results in fast output responses, negligible offsets, and minimum errors. The results showed that the Fast MPC based on the state-space prediction focus model (Fast MPC 1 controller) has an average of 7.9 times lower offset than the simulation focus model and 10.4 times lower IAE values. The computational efficiency in terms of CPU time for both models has been calculated. The Fast MPC based on the prediction focus model has the gross mean CPU time of 10.55 s, while the Fast MPC based on the simulation focus model has the value of 11.55 s. The comparison study concluded that the Fast MPC control strategy performs efficiently using the prediction-based focus state-space model (model 1) for CO2 capture plant using absorption/stripping systems with minimum offsets and errors. Furthermore, the comparison of the Fast MPC controller based on model 1 with the standard MPC also revealed the effectiveness of the Fast MPC control strategy. The related future works include (1) evaluating the Fast MPC performances in ramp changes or diurnal oscillation scenarios, (2) the possibility of expanding the Fast MPC strategy to include other variables in the CO2 absorption/stripping system, and (3) to investigate the possibility of reformulating the algorithm to eliminate the offsets.
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