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Abstract

We consider the problem of estimating an undirected Gaussian graphical model when the underlying distribution is multivariate totally positive of order 2 (MTP2), a strong form of positive dependence. Such distributions are relevant for example for portfolio selection, since assets are usually positively dependent. A large body of methods have been proposed for learning undirected graphical models without the MTP2 constraint. A major limitation of these methods is that their consistency guarantees in the high-dimensional setting usually require a particular choice of a tuning parameter, which is unknown a priori in real world applications. We here show that an undirected graphical model under MTP2 can be learned consistently without any tuning parameters. This is achieved by a constraint-based estimator that infers the structure of the underlying graphical model by testing the signs of the empirical partial correlation coefficients. We evaluate the performance of our estimator in simulations and on financial data.

1 Introduction

Gaining insights into complex phenomena often requires characterizing the relationships among a large number of variables. Gaussian graphical models offer a powerful framework for representing high-dimensional distributions by capturing the conditional dependencies between the variables of interest in the form of a network. These models have been extensively used in a wide variety of domains ranging from speech recognition [11] to genomics [14] and finance [26].

In this paper we consider the problem of learning a Gaussian graphical model under the constraint that the distribution is multivariate totally positive of order 2 (MTP2), or equivalently, that all partial correlations are non-negative. Such models are also known as attractive Gaussian random fields. MTP2 was first studied in [2, 8, 12, 13] and later also in the context of graphical models [6, 10]. MTP2 is a strong form of positive dependence, which is relevant for modeling in various applications.
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including phylogenetics or portfolio selection, where the shared ancestry or latent global market variable often lead to positive dependence among the observed variables \[22, 28\].

Due to the explosion of data where the number of variables \(p\) is comparable to or larger than the number of samples \(n\), the problem of learning undirected Gaussian graphical models in the high-dimensional setting has been a central topic in machine learning, statistics and optimization. There are two main classes of algorithms for structure estimation for Gaussian graphical models in the high-dimensional setting. A first class of algorithms attempts to explicitly recover which edges exist in the graphical model, for example using conditional independence tests \([1, 23]\) or neighborhood selection \([20]\). A second class of algorithms instead focuses on estimating the precision matrix. The most prominent of these algorithms is graphical lasso \([5, 23]\), which applies an \(\ell_1\) penalty to the log-likelihood function to estimate the precision matrix. Other algorithms include moment-matching approaches such as CLIME \([3, 4]\) as well as optimization with non-convex penalties \([7, 15, 18]\). The main limitation of all aforementioned approaches is the requirement of a specific tuning parameter to obtain consistency guarantees in estimating the edges of the underlying graphical model. In most real-world applications, the correct tuning parameter is unknown and difficult to discover.

The algorithms described above are for learning the underlying undirected graph in general Gaussian models. In this paper, we consider the special setting of MTP\(_2\) Gaussian models. Several algorithms have been proposed that are able to exploit the additional structure imposed by MTP\(_2\) with the goal of obtaining stronger results than for general Gaussian graphical models. In particular, \([16]\) showed that the MLE exists whenever the sample size \(N > p\) (independent of the number of variables \(p\)), which is striking given that \(N > p\) is required for the MLE to exist in general Gaussian graphical models. Since the MLE under MTP\(_2\) is not a consistent estimator for the structure of the graph, \([24]\) considered applying thresholding to entries in the MLE, but this procedure requires a tuning parameter and does not have consistency guarantees.

The three main contributions of this paper are: 1) we provide a new algorithm for learning Gaussian graphical models under MTP\(_2\) that is based on conditional independence testing and does not require a tuning parameter; 2) we prove that this algorithm is consistent in the high-dimensional setting without the need of a particular choice of tuning parameter; 3) we show that our algorithm compares favorably to other methods for learning graphical models on both simulated data and financial data.

2 Preliminaries and Related Work

**Gaussian graphical models:** Given a graph \(G = ([p], \mathcal{E})\) with vertex set \([p] = \{1, \ldots, p\}\) and edge set \(\mathcal{E}\) we associate to each node \(i\) in \(G\) a random variable \(X_i\). A distribution \(P\) on the nodes \([p]\) forms an undirected graphical model with respect to \(G\) if

\[
X_i \perp \perp X_j \mid X_{[p] \setminus \{i, j\}} \quad \text{for all } (i, j) \notin E. \tag{1}
\]

When \(P\) is Gaussian with covariance matrix \(\Sigma\) and precision matrix \(\Theta := \Sigma^{-1}\), the setting we concentrate on in this paper, then \((1)\) is equivalent to \(\Theta_{ij} = 0\) for all \((i, j) \notin E\). By the Hammersley-Clifford Theorem, for strictly positive densities such as the Gaussian, \((1)\) is equivalent to

\[
X_i \perp \perp X_j \mid X_{S} \quad \text{for all } S \subseteq [p] \setminus \{i, j\} \text{ that separate } i, j,
\]

where \(i, j\) are separated by \(S\) in \(G\) when \(i\) and \(j\) are in different connected components of \(G\) after removing the nodes \(S\) from \(G\). In the Gaussian setting \(% X_i \perp \perp X_j \mid X_S\) if and only if the corresponding partial correlation coefficient \(\rho_{ij|S}\) is zero, which can be calculated from submatrices of \(\Sigma\), namely

\[
\rho_{ij|S} = -\frac{(\Sigma_{M,M}^{-1})_{i,j}}{\sqrt{\left((\Sigma_{M,M}^{-1})_{i,i}(\Sigma_{M,M}^{-1})_{j,j}\right)}}, \quad \text{where } M = S \cup \{i, j\}.
\]

**MTP\(_2\) distributions:** A density function \(f\) on \(\mathbb{R}^p\) is MTP\(_2\) if

\[
f(x)f(y) \leq f(x \wedge y)f(x \vee y) \quad \text{for all } x, y \in \mathbb{R}^p,
\]

where \(\wedge, \vee\) denote the coordinate-wise minimum and maximum respectively \([8, 12]\). In particular, a Gaussian distribution is MTP\(_2\) if and only if its precision matrix \(\Theta\) is an \(M\)-matrix, i.e. \(\Theta_{ij} \leq 0\) for all \(i \neq j\) \([2, 13]\). This implies that all partial correlation coefficients are non-negative, i.e., \(\rho_{ij|S} \geq 0\) for all \(i, j, S\) \([13]\). In addition, for MTP\(_2\) distributions it holds that \(X_i \perp \perp X_j \mid X_S\) if and only if \(i, j\) are separated in \(G\) given \(S\) \([6]\). Hence \(i, j\) are connected in \(G\) given \(S\) if and only if \(\rho_{ij|S} > 0\).
Algorithm 1 is our proposed procedure for learning a Gaussian graphical model under the MTP constraint. In the following, we first describe Algorithm 1 in detail and then prove its consistency without the need of any tuning parameter. For consistent estimation, the tuning parameter \( \lambda_{N,p} \) needs to be selected carefully depending on the sample size \( N \) and number of nodes \( p \). Intuitively, if \( (i,j) \notin G \), then \( \hat{\rho}_{ij \mid S} = 0 \) for all \( S \) that separate \( (i,j) \). Since \( \hat{\rho}_{ij \mid S} \) concentrates around \( \rho_{ij \mid S} \), it holds with high probability that there exists \( S \subseteq [p] \setminus \{i,j\} \) for which \( |\hat{\rho}_{ij \mid S}| \leq \lambda_{N,p} \), so that edge \( (i,j) \) is removed from \( G \). Other estimators such as graphical lasso [23] and neighborhood selection [20] also require a tuning parameter: \( \lambda_{N,p} \) represents the coefficient of the \( \ell_1 \) penalty and critically depends on \( N, p \) for consistent estimation. Finally, with respect to estimation specifically under the MTP constraint, the authors in [24] propose thresholding the MLE \( \hat{\Omega} \) of the precision matrix, which can be obtained by solving the following convex optimization problem:

\[
\hat{\Omega} := \min_{\Omega \succeq 0, \Omega_{ij} \leq 0 \forall i \neq j} - \log \det(\Omega) + \text{trace}(\Omega \hat{\Sigma}),
\]

where \( \hat{\Sigma} \) is the sample covariance matrix. The threshold quantile \( q \) is a tuning parameter, and apart from empirical evidence that thresholding works well, there are no known theoretical consistency guarantees for this procedure.

In addition to relying on a specific tuning parameter for consistent estimation, existing estimators require additional conditions with respect to the underlying distribution. The consistency guarantees of graphical lasso [23] and moment matching approaches such as CLIME [3] require that the diagonal elements of \( \Sigma \) are upper bounded by a constant and that the minimum edge weight \( \min_{i \neq j, \Theta_{ij} \neq 0} |\Theta_{ij}| \geq C \sqrt{\log(p)/N} \) for some positive constant \( C \). Consistency of CMIT [1] also requires the minimum edge weight condition. Consistency of CLIME requires a bounded matrix \( L_1 \) norm of the precision matrix \( \Theta \), which implies that all diagonal elements of \( \Theta \) are bounded.

### 3 Algorithm and Consistency Guarantees

Algorithm [1] is our proposed procedure for learning a Gaussian graphical model under the MTP constraint. In the following, we first describe Algorithm [1] in detail and then prove its consistency without the need of any tuning parameter.

Similar to CMIT [1], Algorithm [1] starts with the fully connected graph \( \hat{G} \) and sequentially removes edges based on conditional independence tests. The algorithm iterates with respect to a parameter \( \ell \) that starts at \( \ell = 0 \). In each iteration, for all pairs of nodes \( i, j \) such that the edge \( (i,j) \in \hat{G} \)...

---

**Algorithm 1** Structure learning under total positivity without tuning parameter

**Input:** Matrix of observations \( X \in \mathbb{R}^{N \times p} \) with sample size \( N \) on \( p \) nodes.

**Output:** Estimated graph \( \hat{G} \).

1. Set \( \hat{G} \) as the completely connected graph over the vertex set \([p]\); set \( \ell := -1 \);
2. repeat
   3. set \( \ell = \ell + 1 \);
   4. repeat
      5. select a (new) ordered pair \( (i,j) \) that are adjacent in \( \hat{G} \) and such that \( |\text{adj}_i(\hat{G}) \setminus \{j\}| \geq \ell \);
      6. repeat
         7. choose a (new) subset \( S \subseteq \text{adj}_i(\hat{G}) \setminus \{j\} \) with \( |S| = \ell \) and then choose a (new) node \( k \in [p] \setminus S \cup \{i,j\} \);
         8. calculate the empirical partial coefficient \( \hat{\rho}_{ij \mid S \cup \{k\}} \) using randomly drawn data with batch size \( M := N \gamma \); if \( \hat{\rho}_{ij \mid S \cup \{k\}} < 0 \), delete \( i \) \( j \) from \( \hat{G} \);
      9. until edge \( i \) \( j \) is deleted from \( \hat{G} \) or all \( S \) and \( k \) are considered;
   10. until all ordered pairs \( i, j \) that are adjacent in \( \hat{G} \) with \( |\text{adj}_i(\hat{G}) \setminus \{j\}| \geq \ell \) are considered;
11. until for each \( i, j \), \( \text{adj}_j(\hat{G}) \setminus \{j\} \leq \ell \).
Theorem 3.4. Remark γ in Section 4, in practice different values of γ theoretically optimal the algorithm considers all combinations of subsets $S$ of $\text{adj}_j(\hat{G})$ excluding $j$ that have size $\ell$ and all nodes $k \neq i, j$ that are not in $S$. For each combination of subset $S$ and node $k$, it calculates the empirical partial correlation coefficient $\hat{\rho}_{ij|S}\{k\}$. Importantly, $\hat{\rho}_{ij|S}\{k\}$ is calculated only on a subset (which we refer to as a batch) of size $M := N^\gamma$ that we draw randomly from the $N$ samples. If any of these empirical partial correlation coefficients are negative, then edge $i - j$ is deleted from $\hat{G}$ (and no further tests are performed on $(i, j)$). Each iteration of the algorithm increases $\ell$ by 1 and the algorithm terminates when for all nodes $i, j$ such that $(i, j) \in \hat{G}$, the neighborhood of $i$ excluding $j$ has size strictly less than $\ell$.

The basic intuition behind Algorithm 1 is that if there is an edge $i - j$ in $G$, then all partial correlations $\rho_{ij|S}$ are positive because of the basic properties of MTP. In the limit of large $N$, this implies that all $\hat{\rho}_{ij|S}$ are positive. On the other hand, when $i$ and $j$ are not connected in the true underlying graph, then there exists a list of conditioning sets $S_1, \cdots, S_K$ such that $\rho_{ij|S_k} = 0$ for all $1 \leq k \leq K$. When $K$ is large enough, then intuitively there should exist $1 \leq k \leq K$ such that $\hat{\rho}_{ij|S_k} < 0$ with high probability. However, since for overlapping conditioning sets the empirical partial correlations are highly correlated, we use separate batches of data for their estimation. This leads to a procedure for learning the underlying Gaussian graphical model by deleting edges based on the signs of empirical partial correlation coefficients.

Having provided the high level intuition behind Algorithm 1 we now prove its consistency under common assumptions on the underlying data generating process. Let $d$ denote the maximum degree of the true underlying graph $G$. For any positive semidefinite matrix $A$, let $\lambda_{\min}(A)$ and $\lambda_{\max}(A)$ denote the minimum and maximum eigenvalues of $A$ respectively.

Condition 3.1. There exist positive constants $\sigma_{\min}$ and $\sigma_{\max}$ such that for any subset of nodes $S \subseteq [p]$ with $|S| \leq d + 4$, the true underlying covariance matrix satisfies

$$\lambda_{\min}(\Sigma_S) \geq \sigma_{\min} \quad \text{and} \quad \lambda_{\max}(\Sigma_S) \leq \sigma_{\max}.$$ 

Note that since $\lambda_{\max}(\Sigma_S) \leq \text{trace}(\Sigma_S)$ and $|S| \leq d + 4$, it is straightforward to show that a sufficient condition for $\lambda_{\max}(\Sigma_S) \leq \sigma_{\max}$ is that all diagonal entries of $\Sigma$ scale as a constant. This condition is also required by many existing methods including graphical lasso and CLIME; see Section 2. Similarly, a sufficient condition for $\lambda_{\min}(\Sigma_S) \geq \sigma_{\min}$ is that all diagonal entries of $\Theta$ scale as a constant, which is also required by CLIME.

Condition 3.2. There exists a positive constant $c_p$ such that for any two nodes $i, j \in [p]$, if $(i, j) \in G$, then $\rho_{i,j|[p]\setminus\{i,j\}} \geq c_p \sqrt{(\log p)/(N^{3/4})}$.

Condition 3.2 is a standard condition for controlling the minimum edge weight in $G$ as required, for example, by graphical lasso. While the minimum threshold in our condition scales as $\sqrt{(\log p)/(N^{3/4})}$, graphical lasso only requires $\sqrt{(\log p)/N}$ (but instead requires a particular choice of tuning parameter and the incoherence condition).

Condition 3.3. The size of $p$ satisfies that $p \geq N^{\frac{1}{2}} + d + 2$.

Condition 3.3 implies that the high-dimensional consistency guarantees of Algorithm 1 cannot be directly generalized to the low-dimensional setting where $p$ scales as a constant. We now provide the main result of our paper, namely consistency of Algorithm 1.

Theorem 3.4. Assuming that the maximum neighbourhood size $d$ scales as a constant and under conditions 3.1-3.3 with $c_p$ sufficiently large, then for any $\gamma \in (\frac{3}{4}, 1)$ there exist positive constants $\tau$ and $C$ that depend on $(c_p, \sigma_{\max}, \sigma_{\min}, d, \gamma)$ such that with probability at least $1 - p^{-\tau} - p^2 e^{-CN^{\frac{1}{2}\gamma(4\gamma - 3)}}$, the graph estimated by Algorithm 1 is the same as the underlying graph $G$.

Remark 3.1. Although in practice the choice of $\gamma$ can “act like” a tuning parameter (see Section 3), it is fundamentally different from a tuning parameter in the traditional sense, since the consistency guarantees of our algorithm hold for any $\gamma \in (\frac{3}{4}, 1)$. Note that this is in contrast to the other methods outlined in Section 2 where the consistency guarantees require a specific choice of the tuning parameter in the algorithm, which is unknown a priori. By setting $\frac{1}{2}\gamma = (4\gamma - 3)$, we obtain that the theoretically optimal value is $\gamma = 7/9$, as this leads to the best asymptotic rate. However, as seen in Section 3, in practice different values of $\gamma$ can lead to different results. In particular, higher values of $\gamma$ empirically lead to removing less edges since the overlap between batches is higher and thus the empirical partial correlation coefficients are more correlated with each other.
Proof of Theorem 3.4: In the following, we provide an overview of the proof of our main result. Theorems 3.5 and 3.6 show that at iteration \( \ell = d + 1 \), the graph \( \hat{G} \) estimated by Algorithm 1 is exactly the same as the underlying graph \( G \). The proof is then completed by showing that Algorithm 1 stops exactly at iteration \( \ell = d + 1 \). All proofs are provided in the Supplementary Material.

We start with Theorem 3.5, which bounds the false negative rate of Algorithm 1 i.e. showing that all edges \((i, j)\) in the true graph \( G \) are retained.

Theorem 3.5 (False negative rate). Under Conditions 3.1 and 3.2 and \( c_p \) sufficiently large, there exists a positive constant \( \tau \) that depends on \((c_p, \sigma_{\max}, \sigma_{\min}, d)\) such that with probability at least \( 1 - p^{-\tau} \), the graph \( \hat{G} \) estimated by Algorithm 1 at iteration \( \ell = d + 1 \) contains all edges \((i, j) \in G\).

The proof of Theorem 3.5 is based on concentration inequalities in estimating partial correlation coefficients. The high-level intuition behind the proof is that because the empirical partial correlation coefficients concentrate exponentially around the true partial correlation coefficients, then with high probability if an edge exists, no empirical partial correlation coefficient will be negative; as a consequence, Algorithm 1 will not eliminate the edge.

The following theorem bounds the false positive rate; namely, it shows that with high probability Algorithm 1 will delete all edges \((i, j)\) that are not in the true graph \( G \).

Theorem 3.6 (False positive rate). Under Conditions 3.1 and 3.3 there exists a positive constant \( C \) that depends on \((\sigma_{\max}, \sigma_{\min}, d, \gamma)\) such that with probability at least \(1 - p^2 e^{-C \frac{1}\log 2 \cdot 4 \gamma^{-3}}\), the graph \( \hat{G} \) estimated by Algorithm 1 at iteration \( \ell = d + 1 \) does not contain any edges \((i, j) \notin G\).

The proof of Theorem 3.6 relies heavily on the following lemma that considers the orthant probability of partial correlation coefficients. Recall in Algorithm 1 that for a particular edge \(i - j\) in the estimated graph \( \hat{G} \) at a given iteration, we calculate a series of empirical partial correlation coefficients with different conditioning sets. The only way Algorithm 1 will not delete the edge is if all empirical partial correlation coefficients are \( \geq 0 \). Thus given 2 nodes \(i, j\) for which \((i, j) \notin G\), we need to upper bound the orthant probability that all empirical partial correlation coefficients computed by Algorithm 1 are non-negative. As we will discuss next, the use of batches is critical for this result.

Lemma 3.7. Consider a pair of nodes \((i, j) \notin G\). Assume that there exists \( K := N^{\frac{1}{\gamma-3}} \) sets of nodes \( S_1, \ldots, S_K \subseteq [p] \setminus \{i, j\} \) with \( |S_k| \leq d + 2 \) that satisfy \( \rho_{ij|S_k} = 0 \). Then there exists a positive constant \( C \) that depends on \((\sigma_{\max}, \sigma_{\min}, d)\) such that

\[
\Pr(\hat{\rho}_{ij|S_k} > 0 \quad \forall k \in [K]) \leq \exp(- CN^{\frac{1}{\gamma-3}}). \tag{3}
\]

To provide intuition for the proof of Lemma 3.7, consider a scenario where the batch size \( M \) is chosen small enough such that the batches used to estimate the different \( \hat{\rho}_{ij|S_k} \)'s have no overlap. Since in this case all \( \hat{\rho}_{ij|S_k} \)'s are independent, the bound in Lemma 3.7 can easily be proven, namely:

\[
\Pr(\hat{\rho}_{ij|S_k} > 0 \quad \forall k \in [K]) = \prod_{k=1}^{K} \Pr(\hat{\rho}_{ij|S_k} > 0) = \left(\frac{1}{2}\right)^K = \exp(-(\log 2) \cdot N^{\frac{1}{\gamma-3}}).
\]

However, for small batch size \( M \) the empirical partial correlation coefficients \( \hat{\rho}_{ij|S} \) don’t concentrate around \( \rho_{ij|S} \), which may result in false negatives. In the proof of Lemma 3.7 we show that choosing a batch size of \( M = N^\gamma \) guarantees the required concentration result as well as a sufficiently weak dependence among the empirical partial correlation coefficients \( \hat{\rho}_{ij|S_k} \) to obtain the exponential upper bound in (3) as in the independent case. Lemma 3.7 implies Theorem 3.6 by taking uniform control over all edges \((i, j) \notin G\). Finally, to complete the proof of Theorem 3.4 it remains to show that Algorithm 1 terminates at iteration \( \ell = d + 1 \).

Proof of Theorem 3.4. It follows from Theorem 3.5 and Theorem 3.6 that with probability at least \(1 - p^{-\tau} - p^2 e^{-C \frac{1}\log 2 \cdot 4 \gamma^{-3}}\), the graph estimated by Algorithm 1 at iteration \( \ell = d + 1 \) is exactly the same as \( G \). Since the maximum degree of \( G \) is at most \( d \), it matches the stopping criterion of Algorithm 1. As a consequence, Algorithm 1 terminates at iteration \( \ell = d + 1 \).
4 Empirical Evaluation

In the following section, we evaluate the performance of our algorithm for structure recovery in MTP2 Gaussian graphical models in the high-dimensional, sparse regime. We first compare the performance of Algorithm 1 to various other methods on synthetically generated datasets and then present an application to graphical model estimation on financial data.

4.1 Synthetic Data

Given a precision matrix $\Theta \in \mathbb{R}^{p \times p}$, we generate $N$ i.i.d. samples $x^{(1)}, \ldots, x^{(N)} \sim \mathcal{N}(0, \Theta^{-1})$. We let $\hat{\Sigma} = \frac{1}{N} \sum_{i=1}^{N} (x^{(i)})(x^{(i)})^\top$ denote the sample covariance matrix. To analyze the performance of our algorithm in various scenarios, we vary $N$ for $p = 100$. In addition, we consider three different sparsity patterns in the underlying precision matrix $\Theta$ that are similarly considered by [24], namely:

Grid: Let $B$ be the adjacency matrix of a 2d-grid of size $\sqrt{p}$. Let $\delta := 1.05 \cdot \lambda_1(B)$, $\hat{\Theta} := \delta I - B$ and $\Theta = D\hat{\Theta}D$, where $D$ is a diagonal matrix such that $\Sigma = \Theta^{-1}$ has unit diagonal entries.

Random: Same as for grid above, but with $B$ replaced with a symmetric matrix having 0 diagonal and one percent non-zero off diagonal entries uniform on $[0, 1]$ chosen uniformly at random.

Chain: We let $\Sigma^* := (\sigma_{jk}^*) = (0.9|j-k|)$, $j, k = 1, \ldots, p$. Then we take $\Omega := (\Sigma^*)^{-1}$.

Our primary interest in comparing different algorithms is their performance at recovering the underlying graph structure associated with $\Theta$. Similarly as in [24], in Figure 1 we evaluate their performance using Matthew’s correlation coefficient (MCC):

$$\text{MCC} = \frac{TP \cdot TN - FP \cdot FN}{(TP + FP)(TP + FN)(TN + FP)(TN + FN))^{1/2}},$$

where $TP$, $TN$, $FP$ and $FP$ denote the number of true positives, true negatives, false positives and false negatives respectively.

Choice of Parameters: We fix $p = 100$ and vary $N = 25, 50, 100, 200, 500, 1000$ to analyze how the ratio $p/N$ affects performance for the various algorithms. For each setup and value of $N$, we do 20 trials of each algorithm and report the average of the MCCs across the trials.

Methods Compared: We benchmark our algorithm against a variety of state-of-the-art methods for structure learning in Gaussian graphical models (see Section 2) for a range of tuning parameters:

- SH: Slawski and Hein [24] considered the same problem as in this paper. For comparison to their algorithm we use the same range of tuning parameters as considered by them, namely $q \in \{0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 0.99\}$.
- glasso: For graphical lasso [9] we vary the sparsity parameter around the theoretically motivated tuning parameter of $\sqrt{\log(p)/n}$, namely $\lambda \in \{0.055, 0.16, 0.45, 1.26, 3.55, 10\}$.
- nbsel: For neighborhood selection [20] we use the same $\lambda$ values as for glasso.
- CMIT: This algorithm [1] has two tuning parameters. Since the run-time is $p^{q+2}$ in the maximal size of the conditioning set $q$, we set $q = 1$ for computational reasons. For $\lambda$, we used the the same values as for glasso.
- Our algorithm: We use the asymptotically optimal choice of $\gamma = 7/9$ (see Remark 3.1) and also compare to $\gamma = 0.85$, which falls in the allowable range $(0.75, 1)$.

For the comparison based on MCC in Figure 1, we use stability selection [21], where an algorithm is run multiple times with different subsamples of the data for each tuning parameter and an edge is included in the estimated graph if it is selected often enough (we used 80%).

Discussion: Figure 1 compares the performance of the various methods based on MCC for random graphs, chain graphs and grid graphs. Figure 1(a) shows that our algorithm is able to offer a significant improvement for random graphs over competing methods. Also on chain graphs (Figure 1(b)) our algorithm is competitive with the other algorithms, with SH and nbsel performing comparably. For the grid graph (Figure 1(c)), for $N \leq 500$ SH with stability selection outperforms our algorithm with $\gamma = 7/9$. However, it is important to note that stability selection is a major advantage for the
compared algorithms and comes at a significant computational cost. Moreover, by varying $\gamma$ in our algorithm its performance can be increased and becomes competitive to $SH$ with stability selection. Both points are discussed more in the Supplementary Material.

To evaluate the sensitivity of the various algorithms to their respective tuning parameters, we generate an ROC curve for each algorithm on random graphs with $p = 100$ and $N \in \{25, 50, 100, 200, 500, 1000\}$, of which $N = 500$ is shown in Figure 2(a); see the Supplementary Material for more details and plots. All algorithms perform similarly in terms of their ROC curves. Note that since our algorithm doesn’t have a true tuning parameter, its false positive rate is upper bounded and thus it is impossible to get a full “ROC” curve. Figure 2(b) and (c) show the MCC and true positive rate (TPR) for each algorithm as a function of the tuning parameter normalized to vary between $[0, 1]$. Our algorithm is the least sensitive to variations in the tuning parameter, as it has one of the smallest ranges in both MCC and TPR (the $y$-axes) as compared to the other algorithms. Our algorithm also shows the smallest standard deviations in MCC and in TPR, showing its consistency across trials (especially compared to $SH$). We here concentrate on TPR since the variation in FPR between all algorithms is small across trials. Taken together, it is quite striking that our algorithm with fixed $\gamma$ generally outperforms methods with tuning parameters and stability selection.

Figure 1: Comparison of different algorithms evaluated on MCC across (a) random, (b) chain and (c) grid graphs with $p = 100$ and $N \in \{25, 50, 100, 200, 500, 1000\}$. For each choice of $p$, $N$ for a given graph, results are shown as an average across 20 replications.

Figure 2: (a) ROC curves, (b) MCC, and (c) true positive rate versus normalized tuning parameter for random graphs with $p = 100$ and $N = 500$ across 30 trials. The shaded regions correspond to $\pm 1$ standard deviation of MCC (TPR resp.) across 30 trials.
10 sectors, known as the Global Industry Classification Standard (GICS) sectors. This dataset is gathered from Yahoo Finance and has also been analyzed in [17].

We now examine an application of our algorithm to financial data. The MTP constraint is relevant for such data, since the presence of a latent global market variable leads to positive dependence among stocks [10][22]. We consider the daily closing prices for $p = 452$ stocks that were consistently in the S&P 500 index from January 1, 2003 to January 1, 2018, which results in a sample size of $N = 1257$. Due to computational limitations of stability selection primarily with CMIT, we performed the analysis on the first $p = 100$ of the 452 stocks. The 100 stocks are categorized into 10 sectors, known as the Global Industry Classification Standard (GICS) sectors. This dataset is gathered from Yahoo Finance and has also been analyzed in [17].

A common task in finance is to estimate the covariance structure between the log returns of stocks. Let $S_j^{(t)}$ denote the closing price of stock $j$ on day $t$ and let $X_j^{(t)} := \log \left( \frac{S_j^{(t)}}{S_j^{(t-1)}} \right)$ denote the log return of stock $j$ from day $t - 1$ to $t$. Denoting by $X := (X_1, \ldots, X_{100})^T$ the random vector of daily log returns of the 100 stocks in the data set, then our goal is to estimate the undirected graphical model of $X$. For this purpose, we treat the 1257 data points $X^{(t)} := (X_1^{(t)}, \ldots, X_{100}^{(t)})$ corresponding to the days $t = 1, \ldots, 1257$ as i.i.d. realizations of the random vector $X$.

As in Section 4.1, we compare our method to SH, glasso (using both stability selection and cross-validation), nbsel and CMIT (using both stability selection and the hyperparameter with the best performance). Note that here we cannot assess the performance of the various methods using MCC since the graph structure of the true underlying graphical model is unknown. Instead, we assess each estimated graph based on its performance at grouping stocks from the same sector together. In particular, we consider the following metric that evaluates the community structure of a graph.

### Modularity

Given an estimated graph $G := ([p], E)$ with vertex set $[p]$ and edge set $E$, let $A$ denote the adjacency matrix of $G$. For each stock $j$ let $c_j$ denote the sector to which stock $j$ belongs and let $k_j$ denote the number of neighbors of stock $j$ in $G$. Then the modularity coefficient $Q$ is given by

$$Q = \frac{1}{2|E|} \sum_{i,j \in [p]} \left( A_{ij} - \frac{k_i k_j}{2|E|} \right) \delta(c_i, c_j),$$

where $\delta(\cdot, \cdot)$ denotes the $\delta$-function with $\delta(i, j) = 1$ if $i = j$ and 0 otherwise.

The modularity coefficient measures the difference between the fraction of edges in the estimated graph that are within a sector as compared to the fraction that would be expected from a random graph. A high coefficient $Q$ means that stocks from the same sector are more likely to be grouped together in the estimated graph, while a low $Q$ means that the community structure of the estimated graph does not deviate significantly from that of a random graph. Table 1 shows the modularity scores of the graphs estimated from the various methods; our method using fixed $\gamma = 7/9$ outperforms all the other methods despite having no tuning parameter.

| Method                                   | Modularity Coefficient |
|------------------------------------------|------------------------|
| Our Algorithm ($\gamma = 7/9$)           | 0.482                  |
| Slawski-Hein with stability selection    | 0.418                  |
| Neighborhood selection with stability selection | 0.350                |
| Graphical Lasso with stability selection | 0.                    |
| Cross-validated graphical lasso          | 0.253                  |
| CMIT with stability selection            | -0.0088                |
| CMIT with best hyperparameter            | -0.0085                |

Table 1: Modularity scores of the estimated graphs; higher score indicates better clustering performance. For our algorithm we used the theoretically optimal value of $\gamma = 7/9$.

### 4.2 Application to Financial Data

We now examine an application of our algorithm to financial data. The MTP2 constraint is relevant for such data, since the presence of a latent global market variable leads to positive dependence among stocks [10][22]. We consider the daily closing prices for $p = 452$ stocks that were consistently in the S&P 500 index from January 1, 2003 to January 1, 2018, which results in a sample size of $N = 1257$. Due to computational limitations of stability selection primarily with CMIT, we performed the analysis on the first $p = 100$ of the 452 stocks. The 100 stocks are categorized into 10 sectors, known as the Global Industry Classification Standard (GICS) sectors. This dataset is gathered from Yahoo Finance and has also been analyzed in [17].

As in Section 4.1, we compare our method to SH, glasso (using both stability selection and cross-validation), nbsel and CMIT (using both stability selection and the hyperparameter with the best performance). Note that here we cannot assess the performance of the various methods using MCC since the graph structure of the true underlying graphical model is unknown. Instead, we assess each estimated graph based on its performance at grouping stocks from the same sector together. In particular, we consider the following metric that evaluates the community structure of a graph.

### Modularity

Given an estimated graph $G := ([p], E)$ with vertex set $[p]$ and edge set $E$, let $A$ denote the adjacency matrix of $G$. For each stock $j$ let $c_j$ denote the sector to which stock $j$ belongs and let $k_j$ denote the number of neighbors of stock $j$ in $G$. Then the modularity coefficient $Q$ is given by

$$Q = \frac{1}{2|E|} \sum_{i,j \in [p]} \left( A_{ij} - \frac{k_i k_j}{2|E|} \right) \delta(c_i, c_j),$$

where $\delta(\cdot, \cdot)$ denotes the $\delta$-function with $\delta(i, j) = 1$ if $i = j$ and 0 otherwise.

The modularity coefficient measures the difference between the fraction of edges in the estimated graph that are within a sector as compared to the fraction that would be expected from a random graph. A high coefficient $Q$ means that stocks from the same sector are more likely to be grouped together in the estimated graph, while a low $Q$ means that the community structure of the estimated graph does not deviate significantly from that of a random graph. Table 1 shows the modularity scores of the graphs estimated from the various methods; our method using fixed $\gamma = 7/9$ outperforms all the other methods despite having no tuning parameter.

### 5 Discussion

In this paper, we proposed a tuning-parameter free, constraint-based estimator for learning the structure of the underlying Gaussian graphical model under the constraint of MTP2. We proved
consistency of our algorithm in the high-dimensional setting without relying on an unknown tuning parameter. We further benchmarked our algorithm against existing algorithms in the literature with both simulated and real financial data, thereby showing that it outperforms existing algorithms in both settings. A limitation of our algorithm is that its time complexity scales as $O(p^3)$; it would be interesting in future work to develop a more computationally efficient algorithm for graphical model estimation under MTP$_2$. Another limitation is that our algorithm is only provably consistent in the high-dimensional setting. However, the strong empirical performance of our algorithm as compared to existing algorithms is quite striking, given in particular its lack of a tuning parameter. To our knowledge, this is the first tuning-parameter free algorithm for structure recovery in Gaussian graphical models with consistency guarantees.
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A Proof of Lemma 3.7

A.1 Characterization of maximal overlaps

Our proof of Lemma 3.7 relies on the following lemma that characterizes the size of maximal overlaps between any two batches.

Lemma A.1 (Tail-bounds on maximum overlap of subsets). Consider a set of data $B := \{x^{(t)}\}_{t=1}^N$ with size $N$. Let $B_1, \ldots, B_K \subseteq B$ denote $K$ subsets where each $B_k$ is created by uniformly drawing $M$ samples from the set $B$, then

$$\Pr \left( \max_{i,j} |B_i \cap B_j| < \frac{M^2}{N} + \epsilon N \right) \geq 1 - \exp(-2\epsilon^2 N + 2 \log K).$$

**Proof.** By union bound, we have for any $T > 0$,

$$\Pr(\max_{i,j} |B_i \cap B_j| > T) \leq \binom{K}{2} \Pr(|B_i \cap B_j| > T). \quad (4)$$

For any $i \neq j$, let the random variable $y_{\ell} := \mathbf{1}\{x^{(\ell)} \in B_i\} \cdot \mathbf{1}\{x^{(\ell)} \in B_j\}$, it follows that $|B_i \cap B_j| = \sum_{t=1}^N y_{\ell}$ and thus

$$\Pr( |B_i \cap B_j| > T) = \Pr \left( \sum_{\ell=1}^N y_{\ell} > T \right). \quad (5)$$

In addition, $y_{\ell}$ is a binary variable satisfying $\Pr(y_{\ell} = 1) = \left(\frac{M}{N}\right)^2$.

In this case, it suffices to provide an upper bound on the probability $\Pr \left( \sum_{\ell=1}^N y_{\ell} > T \right)$. Using basic results in combinatorics, one can rewrite the conditional probability $\Pr(y_{\ell} = 1|y_{\ell'} = 1)$ as follows:

$$\Pr(y_{\ell} = 1|y_{\ell'} = 1) = \frac{|\{B_j : x^{(\ell')} \in B_j\} \cdot \{B_j : x^{(\ell)} \in B_j\}|}{|\{B_i : x^{(\ell)} \in B_i\} \cdot \{B_j : x^{(\ell')} \in B_j\}|} = \frac{(N-2)^2}{(M-2)(N-1)^2}.$$  

It follows that

$$\Pr(y_{\ell} = 1|y_{\ell'} = 1) = \left(\frac{N-2}{M-2}\right)^2 \left(\frac{M-1}{N-1}\right)^2 \leq \left(\frac{M}{N}\right)^2 = \Pr(y_{\ell} = 1),$$

which means for any $\ell \neq \ell'$, the random variables $y_{\ell}$ and $y_{\ell'}$ are negatively correlated. By applying Chernoff-Hoeffding bounds on sum of negatively associated random variables (see e.g. [5, Theorem 14]), we obtain

$$\Pr \left( \sum_{\ell=1}^N (y_{\ell} - \mathbb{E}(y_{\ell})) > \epsilon N \right) \leq \exp(-2\epsilon^2 N). \quad (6)$$

Combining (4), (5) and (6) and that $\mathbb{E}(y_{\ell}) = \frac{M^2}{N^2}$, we obtain the statement in the lemma. \hfill \square

A.2 Proof of Lemma 3.7

Notations and proof ideas for Lemma 3.7 To simplify notation, we denote each $\hat{\rho}_{ij|V_k}$ as $\hat{\rho}_k$ and denote the subset of data points used to estimate $\hat{\rho}_k$ as $B_k$. Let $\hat{\Sigma}_k \in \mathbb{R}^{||V_k||+2 \times ||V_k||+2}$ denote the sample covariance matrix of the nodes $V_k \cup \{i,j\}$. Note that here $\hat{\Sigma}_k$ is estimated from the data in $B_k$. Let $\hat{\sigma}_k$ denote the vectorized form of $\hat{\Sigma}_k$ and let $\sigma_k$ denote the expectation of $\hat{\sigma}_k$. Standard results in calculating partial correlation coefficients show that $\hat{\rho}_k$ can be taken as a function of $\hat{\sigma}_k$, which we denote as

$$\hat{\rho}_k = g_k(\hat{\sigma}_k),$$
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where $g_k(\cdot)$ is infinitely differentiable whenever the inputs are non-singular matrices (see e.g. [27 Section 6.5] and [19 Page 185]). Let $\ell_k$ denote the first order derivative of $g_k$ at the point $\sigma_k$. It follows that $\ell_k(\hat{\sigma}_k - \sigma_k)$ is the first order approximation of $g(\hat{\sigma}_k)$. Let the residual

$$r_k := g_k(\hat{\sigma}_k) - \ell_k(\hat{\sigma}_k - \sigma_k).$$

(7)

Let $\|\hat{\sigma}_k - \sigma_k\|_\infty$ denote the $\ell_\infty$ norm of the vector $\hat{\sigma}_k - \sigma_k$. Standard results in Taylor expansion show that when $\|\hat{\sigma}_k - \sigma_k\|_\infty$ is negligible, one can rewrite the residual as

$$r_k = (\hat{\sigma}_k - \sigma_k)^T H_k(\hat{\sigma}_k)(\hat{\sigma}_k - \sigma_k),$$

where $H_k(\cdot)$ is the Hessian of $g_k$ and $\hat{\sigma}_k$ is some point in the middle between $\hat{\sigma}_k$ and $\sigma_k$. Let $\rho := (\hat{\rho}_1, \cdots, \hat{\rho}_K)^T$, $L := (\ell_1(\hat{\sigma}_1 - \sigma_1), \cdots, \ell_K(\hat{\sigma}_K - \sigma_K))^T$ and $R := (r_1, \cdots, r_K)^T$. Since each $\hat{\sigma}_k$ is estimated using a subset of data with batch size $M$, there may be overlaps between the set of data used to calculate different $\hat{\sigma}_k$'s. Let $\hat{\sigma}_k^{(1)}$ denote the sample covariance matrix estimated from the data in $B_k \setminus \bigcup_{k' \neq k} B_{k'}$ and let $\hat{\sigma}_k^{(2)}$ denote the sample covariance matrix estimated from the data in the overlaps, i.e., the data in $B_k \cap \bigcup_{k' \neq k} B_{k'}$. Then one can decompose $\hat{\sigma}_k$ as $\hat{\sigma}_k = \frac{M-T_k}{M} \hat{\sigma}_k^{(1)} + \frac{T_k}{M} \hat{\sigma}_k^{(2)}$, where $T_k$ is the size of data in the overlaps. It is obvious that the $\hat{\sigma}_k^{(1)}$'s are independent from each other. Based on the above decomposition, we denote $L := L^{(1)} + L^{(2)}$, where

$$L^{(1)} := \left( \frac{M-T_k}{M} \ell_1(\hat{\sigma}_1^{(1)} - \sigma_1), \cdots, \frac{M-T_k}{M} \ell_K(\hat{\sigma}_K^{(1)} - \sigma_K) \right)^T$$

and

$$L^{(2)} := \left( \frac{T_k}{M} \ell_1(\hat{\sigma}_1^{(2)} - \sigma_1), \cdots, \frac{T_k}{M} \ell_K(\hat{\sigma}_K^{(2)} - \sigma_K) \right)^T.$$
Proof. For each $r_k$, let $C_1 - C_3$ denote positive constants that depend on $\sigma_{\min}$, $\sigma_{\max}$ and $d$ and may vary from line to line. We have that
\[
\Pr(|r_k| > \epsilon) = \Pr(|r_k| > \epsilon, \|\hat{\sigma}_k - \sigma_k\|_{\infty} \leq M^{-1/4}) + \Pr(|r_k| > \epsilon, \|\hat{\sigma}_k - \sigma_k\|_{\infty} \geq M^{-1/4}) \\
\leq \Pr(|r_k| > \epsilon, \|\hat{\sigma}_k - \sigma_k\|_{\infty} \leq M^{-1/4}) + \Pr(\|\hat{\sigma}_k - \sigma_k\|_{\infty} \geq M^{-1/4}).
\] (9)
Under the random event where $\|\hat{\sigma}_k - \sigma_k\|_{\infty} \leq M^{-1/4}$, standard results in Taylor expansion show that $r_k$ can be expressed in the form $r_k = (\hat{\sigma}_k - \sigma_k)^T H_k(\hat{\sigma}_k)(\hat{\sigma}_k - \sigma_k)$. Thus one can rewrite (9) as
\[
\Pr(|r_k| > \epsilon) \leq \Pr((\hat{\sigma}_k - \sigma_k)^T H_k(\hat{\sigma}_k)(\hat{\sigma}_k - \sigma_k) > \epsilon, \|\hat{\sigma}_k - \sigma_k\|_{\infty} \leq M^{-1/4}) \\
+ \Pr(\|\hat{\sigma}_k - \sigma_k\|_{\infty} \geq M^{-1/4}).
\]
Under the random event $\|\hat{\sigma}_k - \sigma_k\|_{\infty} \leq M^{-1/4}$, $\hat{\sigma}_k$ is in the middle of $\sigma_k$. It follows that $\|\hat{\sigma}_k - \sigma_k\|_{\infty} \leq M^{-1/4}$. By combining this with the fact that the Hessian function $H_k(\cdot)$ is infinitely differentiable at point $\sigma_k$, there exists some positive constant $C_1$ such that $\|H_k(\hat{\sigma}_k) - H_k(\sigma_k)\|_{\infty} \leq C_1$. Using that $\|H_k(\sigma_k)\|_{\infty}$ is also bounded by a positive constant (since it is a function of $\sigma_k$, see e.g. [27] Section 6.5 and [19] Page 185 for the explicit form), we further obtain that $\|H_k(\hat{\sigma}_k)\|_{\infty} \leq C_1$.

As a consequence, one can further rewrite (9) as
\[
\Pr(|r_k| \leq \epsilon) \leq \Pr(d \sqrt{C_1} \|\hat{\sigma}_k - \sigma_k\|_{\infty} \leq \sqrt{C_1} \|\hat{\sigma}_k - \sigma_k\|_{\infty} \leq M^{-1/4}) \\
+ \Pr(\|\hat{\sigma}_k - \sigma_k\|_{\infty} \geq M^{-1/4}) \\
\leq \Pr(d \sqrt{C_1} \|\hat{\sigma}_k - \sigma_k\|_{\infty} \leq \sqrt{C_1}) + \Pr(\|\hat{\sigma}_k - \sigma_k\|_{\infty} \geq M^{-1/4}).
\]
By applying Lemma A.2, we conclude that $\Pr(|r_k| \leq \epsilon) \leq e^{-C_2 M \epsilon} + e^{-C_3 \sqrt{M}}$. By taking the union bound over all $k \in [K]$, the statement in the lemma holds.\qed

Lemma A.4. Let $T := \max_k T_k$. For all $\epsilon > 0$, we have that there exists some positive constant $C$ that depends on $\sigma_{\max}$, $\sigma_{\min}$ and $d$ such that
\[
\Pr(\|L(\epsilon)\|_{\infty} \leq \epsilon) \geq 1 - e^{-\frac{1}{2} \frac{1}{\epsilon^2} \log N-C \frac{M^2}{\epsilon^2}}.
\]
Proof. For each $\hat{\sigma}^{(2)}_k$, it follows from Lemma A.2 that for all $\epsilon > 0$, there exists some positive constant $C$ that depends on $\sigma_{\max}$, $\sigma_{\min}$ as well as $d$ such that
\[
\Pr(|f_k(\hat{\sigma}^{(2)}_k - \sigma_k)| > \epsilon) \leq \Pr(\|f_k\|_1 \|\hat{\sigma}^{(2)}_k - \sigma_k\|_{\infty} \leq \epsilon) \leq e^{-C T_k \epsilon^2},
\]
where the term $\|f_k\|_1$ is absorbed into the positive constant $C$ since $\|f_k\|_1$ is a constant that depends on $\sigma_{\max}$, $\sigma_{\min}$ and $d$. By taking the union bound and using that $T_k \leq T$, we obtain
\[
\Pr(\|L(\epsilon)\|_{\infty} > \epsilon) \leq \sum_{k=1}^K \Pr\left(\frac{T_k}{M} |f_k(\hat{\sigma}^{(2)}_k - \sigma_k)| \leq \epsilon\right) \leq N \frac{1}{T_k^2} e^{-C \frac{M^2}{\epsilon^2}} \leq N \frac{1}{T_k^2} e^{-C \frac{M^2}{\epsilon^2}}.
\]
\qed

Our main proof of Lemma 3.7 is as follows.

Proof of Lemma 3.7. Let $C_1 - C_6$ denote positive constants that depend on $\sigma_{\min}$, $\sigma_{\max}$ and $d$ and may vary from line to line. For any $\epsilon > 0$, standard results in probability shows that
\[
\Pr(\rho \geq 0) = \Pr(\rho \geq 0, \|R\|_{\infty} \leq \epsilon) + \Pr(\rho \geq 0, \|R\|_{\infty} \geq \epsilon) \\
\leq \Pr(L + R \geq 0, \|R\|_{\infty} \leq \epsilon) + \Pr(\|R\|_{\infty} \geq \epsilon) \\
\leq \Pr(L \geq -\epsilon, \|R\|_{\infty} \leq \epsilon) + \Pr(\|R\|_{\infty} \geq \epsilon) \leq \Pr(L \geq -\epsilon) + \Pr(\|R\|_{\infty} \geq \epsilon).
\]
Then using the decomposition that $L = L(1) + L(2)$, it follows from the same derivation as the above inequality that for any $\epsilon > 0$,
\[
\Pr(\rho \geq 0) \leq \Pr(L \geq -\epsilon) + \Pr(\|R\|_{\infty} \geq \epsilon) \\
\leq \Pr(L^{(1)} \geq -2\epsilon) + \Pr(\|L(2)\|_{\infty} \geq \epsilon) + \Pr(\|R\|_{\infty} \geq \epsilon).
\]
Then by choosing $\epsilon = \frac{1}{2\sqrt{M}}$, it easily follows from Lemmas A.3 and A.4 that there exists some positive constants $C_1, C_2$ and $C_3$ such that

$$\Pr(\rho \geq 0) \leq \Pr(L^{(1)} \geq -\frac{1}{\sqrt{M}}) + e^{\frac{1-\gamma}{2} \log N - C_1 \sqrt{M}} + e^{\frac{1-\gamma}{2} \log N - C_2 \sqrt{M}} + e^{\frac{1-\gamma}{2} \log N - C_3 \frac{1}{\sqrt{M}}}.$$  

(10)

Using that the subsampling assignment is from random event $B$, it follows that $T \leq \frac{2M^2}{N} \cdot \sqrt{\frac{1}{\gamma}}$. By combining this with the fact that $M = N^\gamma$, one can further rewrite (10) as that

$$\Pr(\rho \geq 0) \leq \Pr(L^{(1)} \geq -\frac{1}{\sqrt{M}}) + e^{\frac{1-\gamma}{2} \log N - C_1 \sqrt{N}^{\gamma/2}} + e^{\frac{1-\gamma}{2} \log N - C_2 \sqrt{N}^{\gamma/2}} + e^{\frac{1-\gamma}{2} \log N - C_3 \frac{1}{\sqrt{N}}}.$$  

Then using $\log N \ll N^{\gamma/2 \cdot \frac{1}{\gamma}}$, we can absorb the term $\frac{1-\gamma}{2} \log N$ into $N^{\gamma/2}$ and $N^{1-\gamma}$ respectively and obtain

$$\Pr(\rho \geq 0) \leq \Pr(L^{(1)} \geq -\frac{1}{\sqrt{M}}) + e^{-C_1 N^{\gamma/2}} + e^{-C_2 N^{\frac{1-\gamma}{2}}}.$$  

It remains to bound the term $\Pr(L^{(1)} \geq -\frac{1}{\sqrt{M}})$. Since all the $\hat{\sigma}_k^{(1)}$s are independent random vectors, we have

$$\Pr(L^{(1)} \geq -\frac{1}{\sqrt{M}}) = \prod_{k=1}^{K} \Pr\left( \frac{M - T_k}{M} \hat{\ell}_k(\hat{\sigma}_k^{(1)} - \sigma_k) \geq -\frac{1}{\sqrt{M}} \right) \leq \prod_{k=1}^{K} \Pr(\hat{\ell}_k(\hat{\sigma}_k^{(1)} - \sigma_k) \geq -\frac{2}{\sqrt{M}}),$$

where the last inequality is based on the fact that $T_k \ll M$ and therefore $\frac{M - T_k}{M} \geq \frac{1}{2}$. Let $\nu_k := M \cdot \var(\hat{\ell}_k(\hat{\sigma}_k^{(1)} - \sigma_k))$. By further applying the standard Berry-Esseen theorem, we obtain

$$|\Pr(\hat{\ell}_k(\hat{\sigma}_k^{(1)} - \sigma_k) \geq -\frac{2}{\sqrt{M}}) - \Pr(Z \geq -2/\sqrt{\nu_k})| \leq C_5/\sqrt{\nu_k},$$

where $Z$ represents a standard Gaussian random variable. Using that $\hat{\ell}_k(\hat{\sigma}_k^{(1)} - \sigma_k)$ can be expressed as the mean of $M - T_k$ independent random variables and that $T_k \ll M$, we have that there exists some positive constant $C_4$ such that for all $k \in [K]$, $\nu_k \geq C_4$. In this case, $\Pr(Z \geq -2/\sqrt{\nu_k}) \leq \Pr(Z \geq -2/\sqrt{C_4})$ and

$$\Pr(\hat{\ell}_k(\hat{\sigma}_k^{(1)} - \sigma_k) \geq -\frac{2}{\sqrt{M}}) \leq \Pr(Z \geq -2/\sqrt{C_4}) + C_5/\sqrt{\nu_k} \leq C_6$$

for some positive constant $C_6 < 1$. Hence, one can rewrite (10) as

$$\Pr(\rho \geq 0) \leq (C_6)^K + e^{-C_1 N^{\gamma/2}} + e^{-C_2 N^{\frac{1-\gamma}{2}}}.$$  

which finally gives us

$$\Pr(\rho \geq 0) \leq e^{-(\log \frac{1}{\sqrt{M}})^N \cdot \frac{1-\gamma}{2}} + e^{-C_1 N^{\gamma/2}} + e^{-C_2 N^{\frac{1-\gamma}{2}}}.$$  

\[ \Box \]

**B Proof of Theorem 3.6**

*Proof of Theorem 3.6* For any $i \neq j$, without loss of generality, we assume that $|\text{adj}_i(G)| \leq |\text{adj}_j(G)|$. Also, let $S_{ij} := \text{adj}_i(G) \setminus \{j\}$. We denote the random event $A$ by:

$$A := \left\{ \text{for any } (i, j) \notin G, \exists t \in [p] \setminus S_{ij} \cup \{i, j\} \text{ such that } \hat{r}_{i,j} |_{S_{ij} \cup \{t\}} \leq 0 \right\}.$$  
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Similarly, for each $(i, j) \notin G$, we let

$$A_{ij} := \left\{ \exists t \in [p] \setminus S_{ij} \cup \{i, j\} \text{ such that } \hat{\rho}_{i,j|S_{ij} \cup \{i,j\}} \leq 0 \right\}.$$  

Let $t_1, \ldots, t_K \in [p] \setminus S_{ij} \cup \{i, j\}$ denote a list of nodes with size $K = N^{\frac{1}{2+d}}$ (this is a valid choice since Condition 3.3 gives us that $p \geq N^{\frac{1}{2+d}} + d + 2$ for any $\gamma \in (\frac{3}{4}, 1)$). It is straightforward to show that $\rho_{ij|S_{ij} \cup \{i,j\}} = 0$ for all $k \in [K]$. Then by setting each $V_k$ in Lemma 3.7 as $V_k := S_{ij} \cup \{t_k\}$, it follows from Lemma 3.7 that with probability at least $1 - \exp(-CN^{\frac{1}{2+d} \wedge 4\gamma - 3})$, there exists some $t_k$ such that $\hat{\rho}_{i,j|S_{ij} \cup \{t_k\}} \leq 0$, which gives us that $\Pr(A_{ij}) \geq 1 - \exp(-CN^{\frac{1}{2+d} \wedge 4\gamma - 3})$. By taking the union bound over all the edges $(i, j) \notin G$, we have that $\Pr(A) \geq 1 - p^2 e^{-C N^{\frac{1}{2+d} \wedge 4\gamma}}$.

Thus, to finish the proof of this theorem, it remains to prove that under the random event $A$, all the edges $(i, j) \notin G$ are deleted by Algorithm 1 when the algorithm is at iteration $\ell = d + 1$. We prove this by contradiction. Suppose there exists an edge $(i, j) \notin G$ that is not deleted by the algorithm at $\ell = d + 1$. By applying Theorem 3.6, we obtain that the estimated graph $\hat{G}$ in the iteration $\ell = |\text{adj}_i(G)|$ satisfies that $\text{adj}_i(G) \subseteq \text{adj}_i(\hat{G})$ and as a consequence the edge $(i, j)$ will be selected at Step 5 of Algorithm 1 at the iteration $\ell = |\text{adj}_i(G)|$. Then by choosing the $S$ at Step 7 to be $S_{ij}$ and using that we are on the event $A$, we obtain that there exists a node $k$ such that $\hat{\rho}_{i,j|S \cup \{k\}} \leq 0$. As a consequence, the edge $(i, j)$ will be deleted at Step 8. This contradicts with the fact that the edge $(i, j)$ exists in the final output. \hfill $\Box$

### C Proof of Theorem 3.5

**Lemma C.1.** Consider a Gaussian random vector $X = (X_1, \ldots, X_p)^T$ that follows a MTP$_2$ distribution. We have that for any $i, j \in [p]$ and any $S \subseteq [p] \setminus \{i, j\}$, it follows that $\rho_{ij|S} \geq \hat{\rho}_{ij|p \setminus \{i,j\}}$.

**Proof.** Since for $\rho_{ij|S}$, if we let $M = S \setminus \{i, j\}$, we have

$$\rho_{ij|S} = \frac{\rift{(\Sigma_M)^{-1})_{iM,jM}}{\sqrt{((\Sigma_M)^{-1})_{iM,iM}((\Sigma_M)^{-1})_{jM,jM}}.$$  

Using that the precision matrix $\Theta$ is an M-matrix, it follows from basic calculation with Schur complements that $((\Sigma_M)^{-1})_{iM,iM} \leq \Theta_{ii}, ((\Sigma_M)^{-1})_{jM,jM} \leq \Theta_{jj}$ and $((\Sigma_M)^{-1})_{iM,jM} \leq \Theta_{ij} \leq 0$. By combining this with the fact that $\rho_{ij|p \setminus \{i,j\}} = \frac{\rift{\Theta_{ij}}{\sqrt{\Theta_{ii}\Theta_{jj}}}$, we obtain the lemma. \hfill $\Box$

With this, we provide the proof of Theorem 3.5

**Proof.** For any edge $(i, j) \in G$ and any conditioning set $S \subseteq [p] \setminus \{i, j\}$ with $|S| \leq d + 2$, by using the same decomposition as in (7), we can decompose the random variable $\hat{\rho}_{ij|S}$ as

$$\hat{\rho}_{ij|S} = \rho_{ij|S} + \ell_{ij|S} + r_{ij|S},$$  

where the random variable $\ell_{ij|S}$ is the first order approximation of $\hat{\rho}_{ij|S} - \rho_{ij|S}$ and $r_{ij|S}$ is the residual. It follows from Lemma A.2 and the proof of Lemma A.3 that there exists some positive constant $\tau$ such that with probability at least $1 - p^{-\gamma d^2 + 4}$,

$$|\hat{\rho}_{ij|S} - \rho_{ij|S}| \leq C_1 \sqrt{\frac{d + 2}{N^\gamma}},$$  

where $C_1$ is some positive constant that depends on $\sigma_{\text{min}}, \sigma_{\text{max}}$ and $d$. By further taking union bound over all $(i, j) \in G$ and all $S \subseteq [p] \setminus \{i, j\}$ with $|S| \leq d + 2$, it follows that

$$\Pr \left\{ \forall (i, j) \in G, \forall S \subseteq [p] \setminus \{i, j\} \text{ with } |S| \leq d + 2, |\hat{\rho}_{ij|S} - \rho_{ij|S}| \leq C_1 \sqrt{\frac{d + 2}{N^\gamma}} \right\} \geq 1 - p^{-\gamma}.$$
As a consequence, by assuming that the $c_p$ in Condition 3.2 is sufficiently large such that $c_p > C_1\sqrt{d+4}$ and choosing $\tau$ such that $\tau < \left(\frac{c_p}{d}\right)^2 - d - 4$, it follows from Lemma C.1 that with probability at least $1 - p^{-\tau}$, $\hat{\rho}_{ij|S} > 0$ for all the $(i, j, S)$’s where $(i, j) \in G$ and $|S| \leq d + 2$. Therefore, we obtain that all the edges $(i, j) \in G$ will not be deleted by Algorithm 1 which completes the proof.

\[ \Box \]

D Further Comments on Empirical Evaluation

D.1 Stability Selection

Overview of stability selection: Stability selection [20] is a well-known technique for enhancing existing variable selection algorithms with tuning parameters. Stability selection works by taking an existing algorithm with a tuning parameter and running it multiple times on different subsamples of the data with various reasonable values for the tuning parameter. A variable is selected if there exists a tuning parameter for which it is selected often enough (in our case we use the threshold $\tau = 0.8$, meaning a variable must be present in at least 80% of trials for a given tuning parameter). Because for each tuning parameter, the algorithm is run many times on different subsamples of the data, stability selection is very computationally expensive. It is important to note that stability selection is better than simply choosing the best tuning parameter for a given algorithm, as it is able to combine information across various tuning parameters where appropriate and adapt to different settings.

The advantages of stability selection: As can be seen from Figure 1(c), the purple line corresponds to the SH algorithm with stability selection and the pink line corresponds to the SH algorithm where the best tuning parameter is chosen for each different $N$ (i.e. the $y$-axis contains the best MCC across all tuning parameters). Note that the pink line is not a realistic scenario, as in a real-world application we would not have access to the evaluation metric on the test dataset as we do in this simulated example. However this example is instructive in showing that even when a particular algorithm is evaluated with the best possible tuning parameter, stability selection is able to outperform it, showing that stability selection truly offers a tremendous advantage for the performance of algorithms with tuning parameters. Thus it is remarkable that our algorithm with theoretically optimal $\gamma$ is able to compete with other algorithms using stability selection.

Variation of $\gamma$ and our algorithm with stability selection: It is also worth noting that although our algorithm doesn’t have a “tuning parameter” in a traditional sense (i.e. our consistency guarantees are valid for all $\gamma \in (0.75, 1)$), it is still possible to perform stability selection with our algorithm by using various choices of $\gamma$ in the valid range. In particular, we see from Figure 1(c) that our algorithm with $\gamma = 0.85$ out-performs the theoretically “optimal” value of $\gamma = 7/9$. Thus in practice, because different values of $\gamma$ lead to different performance (and in some cases better performance than the theoretically optimal value), our algorithm would likely be improved by performing stability selection. This would likely offer an improvement in performance for our algorithm at the expense of more computational costs. Although it is worth noting that in our experiments our algorithm without stability selection performed quite competitively.

D.2 ROC Curves

To generate the ROC curve for each setting of $N$, we sample 30 different random graphs (random as defined in Section 4) and then draw $N$ samples from a multivariate normal with the resulting precision matrix. For each of the 30 trials, we get an ROC curve for each algorithm based on the range of tuning parameters tried. To get a mean ROC curve for each algorithm, we average together the 30 trials. The averaged ROC curves are shown Figure 2(a) as well as Figure D.1. The range of tuning parameters tried for each algorithm is listed below:

- **SH**: 20 equally spaced points for $q \in [0.00, 1.0]$.  
- **lasso, nbsel**: 20 equally spaced points in log space for $\lambda \in [10^{-6}, 10^{1.2}]$.  
- **CMIT**: For computational reasons, we always set $\eta = 1$. However the tuning threshold $\lambda$ is varied as 20 equally spaced points in log space between $\lambda \in [10^{-4}, 10^{1.2}]$.  
- **Our algorithm**: We varied $\gamma \in [0.75, 0.95]$ for 10 equally spaced points in this interval.
D.3 Normalization of Tuning Parameters

For each algorithm there is a reasonable range of tuning parameters that one might consider while attempting to perform structure recovery for Gaussian graphical models with the particular algorithm in practice. For glasso and nbsel it is well known that $\lambda = O \left( \sqrt{\frac{\log p}{N}} \right)$ is theoretically optimal [9, 20]. For all of the experiments shown in Figure 2 we have that $p = 100$ and $N = 500$, giving $\sqrt{\frac{\log p}{N}} \approx 0.1$. To test the sensitivity of these algorithms’ performance to choice of $\lambda$ close to this optimal quantity, we let the minimum and maximum $\lambda$ for both of these algorithms be a factor of 5 within 0.1. Thus, $\lambda_{\text{min(glasso)}} = \lambda_{\text{min(nbsel)}} = 0.02$ and $\lambda_{\text{max(glasso)}} = \lambda_{\text{max(nbsel)}} = 0.5$. We ran both the algorithms with a variety of tuning parameters in this range and mapped the tuning parameters linearly to $[0, 1]$ so that 0.02 is mapped to 0 and 0.5 is mapped to 1 in the normalized tuning parameter $x$-axis in Figures 2(b) and (c). For CMIT, the threshold is also optimal for $O \left( \sqrt{\frac{\log p}{N}} \right)$, so we chose $\eta = 1$ for computational reasons and let the threshold vary similarly as glasso and nbsel and be mapped to $[0, 1]$ similarly for normalization.

For SH, we let the threshold $q \in [0.7, 1]$ as that is the range of threshold quantiles that the authors used in their paper [24]. Once again, we performed a linear transformation such that the interval of tuning parameters gets mapped to the unit interval.

For our algorithm, we let $\gamma \in [0.75, 0.95]$ and also mapped this interval to $[0, 1]$ for normalizing the $\gamma$ “tuning parameter”. We decided this was an appropriate range for $\gamma$ since the Algorithm is consistent for $\gamma \in (0.75, 1)$. We make a minor note that in our mapping, we let smaller values of $\gamma$ correspond to higher values of the normalized tuning parameter (still a linear mapping, simply a reflection of the $x$-axis) since as $\gamma$ decreases, it performs similarly to providing more regularization since more edges are removed. In general, an increase in the normalized tuning parameter corresponds to more regularization.

Throughout, we wanted to use a reasonable range of tuning parameters for all algorithms to map onto the unit interval after normalization, so that we could have a fair comparison of the sensitivity of different algorithms’ performance to their respective choice of tuning parameters. Of course, if we chose unreasonable ranges (either too small or large) for the tuning parameters we tried for a given algorithm, it would provide an unfair comparison between algorithms. However, since we were careful in choosing ranges for the algorithms, we believe that we have a fair comparison for all of the algorithms in consideration.