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Abstract: This study investigates the nonlinear impact of various modes of transportation (air, road, railway, and maritime) on the number of foreign visitors to China originating from major source countries. Our nonlinear tourism demand equations are determined through the Markov-switching regression (MSR) model, thereby, capturing the possible structural changes in Chinese tourism demand. Due to many variables and the limitations from the small number of observations confronted in this empirical study, we may face multicollinearity and endogeneity bias. Therefore, we introduce the two penalized maximum likelihoods, namely Ridge and Lasso, to estimate the high dimensional parameters in the MSR model. This investigation found the structural changes in all tourist arrival series with significant coefficient shifts in transportation variables. We observe that the coefficients are relatively more significant in regime 1 (low tourist arrival regime). The coefficients in regime 1 are all positive (except railway length in operation), while the estimated coefficients in regime 2 are positive in fewer numbers and weak. This study shows that, in the process of transportation, development and changing inbound tourism demand from ten countries, some variables with the originally strong positive effect will have a weak positive effect when tourist arrivals are classified in the high tourist arrival regime.
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1. Introduction

As travel and tourism is one of the world’s largest economic sectors, it has played an essential role in contributing to job creation and economic growth and creating prosperity worldwide [1–3]. In China, tourism has become an important contributor to the domestic economy since implementing reform and opening-up policies in the early 1980s. Among global destinations, China ranks fourth in total inbound tourists (Forbes, 2019). China Tourism Academy (2020) reported that the Chinese tourism industry generates 79.87 million jobs and 10.94 trillion yuan in revenue, accounting for 10.31% and 11.05% of total employment, and China’s GDP, respectively. Therefore, the Chinese government takes tourism development into account when making essential policies on economic growth.

One of the critical factors driving tourism development is transportation, of which its importance to tourism development has been widely recognized [4–7]. Since the Chinese reform and opening-up policies were first put into action, the issue of investment in transportation has received considerable attention as a prerequisite for tourism development, and transportation development has been placed at a high priority until today. There is a general agreement that tourism expands more when there are better transportation systems. Recently, China has provided advanced tourism services for international tourists inbound and developed/constructed and improved the domestic transportation infrastruc-
ture, including international airports, high-speed railways, super-highways, expressways, and tunnel-roads to link tourists with various tourist attractions.

With the importance of the travel and tourism sector, the links between transportation and tourism have attracted more attention and debate among scholars in various fields [4–8]. Nevertheless, their empirical findings seem to reveal ambiguous results. Some studies indicated that transportation has a positive impact on tourism; some argued that there is no transportation contribution to tourism development, while others mentioned that the magnitude of the transportation effects is different in different periods. Since previous research results did not reach a consistent conclusion, we doubt that these ambiguous results are due to the use of different transportation indicators or modes, such as railway transportation [9–12], road transportation [13,14], air transportation [6,7,15], and maritime transportation [16,17]. In the case of maritime transportation, given the small number of ocean liners currently traveling to and from China, this transportation may weak impact the international tourism demand. However, this transportation allows tourists to travel to several port destinations, enjoy various amenities provided onboard, and participate in leisure programs. Park, Lee, Moon and Heo [18] mentioned that Chinese maritime transportation had grown rapidly, especially in the past decade, with the number of cruise tourists rising noticeably.

Therefore, it is more suitable to investigate the impact of different transportation modes on tourism development. In addition, it is a fact that these transportation modes have different times and costs of construction, while the government budget is limited. Hence, understanding the heterogeneous impacts of transportation modes may lead to efficient budget policies. Unfortunately, very few studies are available for China, which econometrically analyze the impact of different transportation modes on tourism development.

This study aims to fill this gap in the literature by ascertaining precisely which transportation modes play an important role in the number of inbound visitors. To accomplish our goal, four different modes of transportation, railway, land, air, and maritime, along with the macroeconomic determinants as control variables, are considered in this study. We analyze these factors’ influence on the number of visitors from China’s ten main international tourism sources, namely South Korea, Japan, Russia, USA, Mongolia, Malaysia, Philippines, Singapore, India, and Canada. The government can more confidently plan and develop tourism-related transportations based on a deeper understanding of tourism demand. From the methodological point of view, there has been no consensus regarding whether transportation has an asymmetric effect on tourism development. We suspect that the influence of transportation on tourism may not be stable over time, and the impact is unlikely to maintain its linear state with the expansion of transportations. Although transportations have affected tourism development in China, their structures and purposes differ markedly. Therefore, we suspect there is a nonlinear relationship between the scale of transportation and tourism development. In the literature, machine learning approaches and nonlinear econometric approaches can capture the nonlinear relationship between input and output variables. Huang, Ma, and Hu [19] mentioned that machine learning approaches are a subfield of computer science that evolved from the study of pattern recognition and computational learning theory in artificial intelligence. They also suggested that these approaches could provide high forecasting performance.

Although the machine learning approaches enable us to model the nonlinear relationship between transportation modes and China’s international tourism, the economic interpretation of the weight parameters in the machine learning models is limited and difficult. Hence, in this study, we instead employ the nonlinear econometric model called the Markov-switching regression (MSR) model to verify the nonlinear impact of different transportation modes on China’s top ten inbound tourists. The study also takes the advantages of this model in allowing us to analyze and compare the business cycle patterns of China’s main sources of international tourism. The MSR model’s ability to detect the business cycle dates is described by well-known statistical institutions (namely the Economic Cycle Research Institute, ECRI, and the National Bureau of Economic Research,
Due to the different transportation impacts on tourism, the government and authorities should consider which type of transportation policy to implement, in order to manage structural changes, highlighting the importance of investigating the inbound tourism market business cycle. We also compared the business cycle patterns of China’s ten main sources of international tourism. The results may reveal the reasons why significant differences arose in the structural changes in international tourism’s when transportation infrastructures are developed.

The rest of the paper is organized as follows, with our literature review in Section 2. Section 3 describes the data and the methodology for empirical models. Section 4 presents the empirical results and conclusions with a discussion of major findings and policy implications are presented in Section 5.

2. Literature Review

Transportation and tourism are closely related to economic activities; the literature has increased its attention in relation to transportation’s vital role in tourism development. In the last two decades, many studies have investigated the impact of various transportation modes, namely road, air, maritime, and railway, on tourism development, but controversial results exist on whether these transportation modes promote tourism. Some studies have revealed the positive influence on tourism, where some indicated the negative effect of transportation on tourism development, and others suggested that transportation has a supporting role at different magnitudes and at different times.

Many studies revealed that transportation plays a vital role in tourism development [5,21]. Khadaroo and Seetanah [6] considered air, land, and sea transports as factors affecting the tourism demand of Mauritius’s island. They found that tourists from Asia, Europe, and America are susceptible to the island’s transportation. Whereas, Pagliara, Mauriello, and Gomez [22]; Albalate and Fageda [9]; Yin, Pagliara, and Wilson [10]; Yin et al. [12]; and Pagliara, Mauriello, and Russo [11] have produced evidence of the significant effect of high-speed rail on tourist outcomes. Yin et al. [12] documented that high-speed rail improves the accessibility of the tourist to the destination due to the reduction of the tourist’s traveling time. Button and Taylor [23] put air transportation in the tourism demand regression and conclude that it is essential in attracting international tourists. Air transport has expanded to new destinations, as well as reduced traveling time. In recent years, global tourism has developed rapidly, and the global air transport network is the main positive factor affecting inbound and outbound tourism [24]. Kanwal et al. [14] investigated the road and transportation infrastructure construction and the community support for tourism in the context of the China-Pakistan economic corridor (CPEC). They mentioned that road infrastructure and road transportation play a great role in tourism development for providing all possible destinations’ accessibility. Hardy [25] also suggested that touring routes or self-drive trails have become a more popular attraction, and a better road infrastructure could provide a more satisfactory tourism experience. Although different transportation modes are considered in the tourism literature, the previous studies concluded that improved transportation usually increases a tourist destination’s accessibility and increases tourist demand.

In recent years, transportation has played a significant role in explaining China’s tourism development as well. For example, Chen and Haynes [26] investigated the impact of the Chinese high-speed rail on international tourism demand using a dynamic panel regression model of 21 countries. They confirmed that high-speed rail produces a weak positive effect on tourist arrivals. Li, Yang, and Cui [27] also conducted a panel regression analysis to provide a comprehensive analysis of the impact of high-speed rail on tourist arrivals in China. They found that high-speed rail has a stronger effect on international arrivals than on domestic ones.

Moreover, they found a heterogeneous impact of high-speed rail on tourist arrivals across regions. Dong et al. [28] put the road length (km) per area as the transportation indicator in the tourism demand equation, and the result shows a significant effect of road
on tourist arrivals. Jin et al. [29] studied the impact of high-speed rail on ice and snow tourism in Northeast China. They pointed out that after the implementation of high-speed rail, tourism economic ties between cities have increased. The isochron analysis shows that the central city promotes the tourism development of the surrounding cities, the number of daily and weekend trips increases significantly, and the shortest travel time between cities is significantly shortened. However, air and maritime transportations on tourism development are found to be limited for China.

There is still a controversy among the researchers despite the decisive evidence of the positive impact of transportation on tourism development. The studies of Pagliara et al. [22] and Albalate and Fageda [9] revealed a negative impact of high-speed rail on tourist arrivals. They identified several reasons why the effect of high-speed rail on tourist arrivals is not positive. First, the railway network is not appropriately designed and does not correspond to the riders’ needs. Second, there is a substitution effect of air transportation. A similar finding is reached by Chen and Haynes [26]. They analyzed and found the weak impact of Chinese high-speed rail on international tourism demand. Some empirical studies have found that transportation improvement may hamper tourism development as the length of stay or traveling is shorter, resulting in reduced travel expenditure [30].

This contradiction among the researchers creates a motivation for further investigation of the transportation–tourism nexus. In this study, we attempt in this direction, and China, which is the fourth most visited country in the world, is chosen. Previous research studies have considered various empirical and methodological aspects of modeling the effect of transportation on tourism. Nevertheless, they have been unable to consider the presence of a structural shift in tourism. Specifically, the relationship between tourism and any transportation has been assumed to be linear and constant over time. Due to this aspect, we suspect that the linear regression models, which were generally used in the previous studies, may oversimplify the transportation–tourism nexus. Hence, an adequate understanding and estimations of structural shifts are essential for formulating and introducing policies on tourism development [30–32]. To deal with the possible nonlinear effect of transportation, as well as the structural change in tourism, the Markov-switching regression (MSR) model is used in this study. The nonlinear impacts of different transportation modes on the top ten inbound tourism have not been econometrically analyzed in China’s case to the best of our knowledge. Specifically, this is the first attempt in determining whether a different transportation mode exerts different influences on international tourist arrivals to China.

Another contribution that can be found in this study is an econometric one. Although the MSR approach could solve the issue of structural changes, insufficient sample data (overparameterization), multicollinearity, and endogeneity problems may still occur in our model. We would like to note that, in the literature, annual transportation data and tourism data are generally collected, and there might be an interaction among the transportation modes through the “substitution effect” [9] and “complementary effect” between modes. In addition, there is a mixture of the unit of measurements for each transportation mode, which can still lead to aggregation bias even after the logged values are used in the analysis. One way to ameliorate these concerns, we contribute to the academic literature by introducing regularization methods like ridge estimation of Hoerl and Kennard [33] and lasso estimation of Tibshirani [34] to estimate all unknown parameters in the MSR model. Ridge and lasso have several advantages over the traditional unpenalized maximum likelihood as they reduce complexity and prevent over-fitting of a model. In particular, lasso estimation makes the model easier to interpret by eliminating irrelevant variables that are not associated with the response variable (variable selection). Also, it reduces the extent of the problem in enabling the maximum likelihood to work faster, making it possible to handle high-dimensional data [35]. The estimated coefficients from the MSR model based on these two methods would reveal interesting findings and destination management implications that previous studies have not explored.
3. Methodology

3.1. Markov-Switching Regression Model

There are corresponding theoretical supports to distinguish the number of international tourist arrivals into high tourist arrivals and low tourist arrivals [31,32,36]. In the literature, many studies were mostly distinguished the economic climate into two or three states. However, when there are more than two states in the Markov-switching model, the model will be too complicated to properly distinguish the characteristics of the data and make all the divided state types lack persistence and high volatility. The different states of tourism can be described by the unobserved state or regime variable, which takes the discrete values of 0 and 1 [36,37]. The model structure of the MS-regression model is defined as,

$$y_t = x_t \beta(s_t) + \sigma^2(s_t) u_t,$$

where \(y_t\) is the dependent variable at time \(t\); \(x_t\) is a \(k \times 1\) vector of observed exogenous or independent variables at time \(t\); \(\beta(s_t)\) is a \(k \times 1\) vector of regime-dependent unknown coefficients. \(u_t\) is an error term at time \(t\), which has a standard normal distribution, \(u_t \sim N(0,1)\), and \(\sigma^2(s_t)\) is regime-dependent unknown variance at time \(t\). Note that the unobserved state variable \(S_t\) is evolved according to a first-order Markov chain with the transition probabilities of,

$$Pr(s_t = 1|s_{t-1}) = p_{11}$$

and

$$Pr(s_t = 2|s_{t-1}) = p_{22},$$

where \(p_{11}\) is the probability of remaining in regime 1, while \(p_{22}\) is the probability of remaining in regime 2.

3.2. Estimation

In recent years, there has been significant interest in the MSR models, and it has led to the development of efficient estimation for estimating the parameters, for example, expected maximization algorithm [38], maximum likelihood estimation [39], and Bayesian estimation [40]. However, the number of parameter estimates of the MS models is quite high compared to other linear models; thus, these conventional estimations may provide excessive modeling biases and cause low predictability. In particular, when the number of estimated regime-dependent coefficients \(k\) is substantially large, the computation becomes much more challenging and difficult.

In this study, two penalty functions are proposed, one is a ridge, and the other is a lasso, for estimating all unknown parameters \(\Theta(s_t) = \{\beta(s_t), \sigma^2(s_t), p_{11}, p_{22}\}\) in the MS regression model. It is known that \(y_t\) and \(x_t\) are directly observed but \(s_t\) is an unobserved latent state variable and is inferred by what is happening with \(y_t\) and \(x_t\). Let \(\theta = \{\beta(s_t), \sigma(s_t)\}\), this inference will take the form of two regime probabilities,

$$\pi_{1,t} = Pr(s_t = 1|y_t, Z_{t-1}; \theta(s_t)),$$

$$\pi_{2,t} = 1 - \pi_{1,t}$$

where \(Z_{t-1}\) is the information available at time \(t - 1\) as well as \(x_t\). These two regime probabilities can be filtered by Hamilton’s filter [41] as in the following steps:

- **Step 1**: We employ the following steady-state or unconditional probabilities to find the initial probability \(\pi_{1,0}\) and \(\pi_{2,0}\):

  $$\pi_{1,0} = \frac{1 - p_{11}}{2 - p_{11} - q_{22}},$$

  $$\pi_{2,0} = \frac{1 - p_{22}}{2 - p_{11} - q_{22}},$$
Step 2: After computing the inferences for the regimes at time $t = 0$, we can update the inferences for the regimes at time $t = 1$ as,

$$\pi_{1,1} = \frac{\pi_{1,0} f(y_{t+1}; \theta(s_t = 1))}{\pi_{1,0} f(y_{t+1}; \theta(s_t = 1)) + \pi_{2,0} f(y_{t+1}; \theta(s_t = 2))}$$

$$\pi_{2,1} = \frac{\pi_{2,0} f(y_{t+1}; \theta(s_t = 2))}{\pi_{1,0} f(y_{t+1}; \theta(s_t = 1)) + \pi_{2,0} f(y_{t+1}; \theta(s_t = 2))}$$

(7) (8)

where $f(y_{t+1}; \theta(s_t = j)); j = 1, 2$ is the density function of regime $j$.

Step 3: We then make prediction probabilities for the regimes at time $t = 2$ as:

$$\pi_{1,2} = \pi_{1,1} p_{11} + (1 - \pi_{1,1})(1 - p_{11}),$$

$$\pi_{2,2} = 1 - \pi_{1,2}.$$  

(9) (10)

Step 4: We can similarly derive two regime probabilities for $t = 2, ..., T$. The inference performed iteratively for this process is called “the filtered probabilities”. Once the filtered probabilities $\pi_{i,j}$ (for $t = 1, ..., T; j = 1, 2$) are obtained as above, we can construct the full log-likelihood function as:

$$L(y_t|x_t; \Theta(s_t)) = \sum_{i=1}^{T} \left[ \log(f(y_t|x_t; \theta(s_t = 1)) \pi_{1,i}) + \log(f(y_t|x_t; \theta(s_t = 2)) \pi_{2,i}) \right].$$

(11)

As the normal distribution and penalty functions of lasso and ridge are considered in this study, the density function $f(y_t|x_t; \theta(s_t = j))$ can be penalized by lasso and ridge as follows:

- Ridge density

$$f(y_t|x_t; \theta(s_t)) = \left[ \frac{1}{\sqrt{2 \pi} \sigma^2(s_t)} \exp\left( - \frac{(y_t - x_t \beta(s_t))^2}{2 \sigma^2(s_t)} \right) \right] - \lambda \sum |\beta(s_t)|^2$$

(12)

- Lasso density

$$f(y_t|x_t; \theta(s_t)) = \left[ \frac{1}{\sqrt{2 \pi} \sigma^2(s_t)} \exp\left( - \frac{(y_t - x_t \beta(s_t))^2}{2 \sigma^2(s_t)} \right) \right] - \lambda \sum |\beta(s_t)|$$

(13)

To obtain a penalized maximum likelihood estimator $\Theta(s_t)$, we maximize the full log-likelihood function in Equation (11) with respect to $\Theta(s_t)$ for some candidates’ regularization parameters $\lambda$. Hence:

$$\hat{\Theta}(s_t)(\lambda) = \arg\max_{\Theta(s_t)} (L(y_t|x_t; \Theta(s_t); \lambda)).$$

(14)

We would like to note that if $\lambda$ increases, the regression coefficients shrink towards zero, while $\lambda = 0$ the traditional maximum likelihood estimation, is returned. It is worth noting that we penalize the only $\beta(s_t)$ and choose not to penalize $\sigma(s_t), p_{11}, p_{22}$. If either $\beta(s_t = 1)$ or $\beta(s_t = 2)$ is equal to zero, it corresponds to the linear relationship between $x_t$ and $y_t$.

3.3. Tuning the Regularization Parameter Using Information Criteria

The selection of the regularization parameter $\lambda$ is important in ensuring the consistency of the maximum penalized likelihood estimation in Equation (14). Traditionally, the Bayesian information criterion (BIC) was generally used to find the optimal $\lambda$. However, Chen and Chen [42] found that the BIC is too liberal for model selection when the number of the estimated parameters is large. Therefore, they introduced the extended BIC to deal
with the model with a moderate size, but a huge number of parameters. The Extended BIC can be computed as,

$$
EBIC(\lambda) = -2 \left( L \left( y_t | x_t; \Theta(s_t); \lambda \right) \right) + v(\lambda) \log(n) + 2\xi \log(P),
$$

where \( L \left( y_t | x_t; \Theta(s_t); \lambda \right) \) is the maximum likelihood of \( \Theta(s_t) \) given the candidate \( \lambda \). \( P \) is the number of parameters in the model. \( v(\lambda) \) is the degrees of freedom, which is measured by \( T - k^* \), where \( k^* \) is the number of non-zero coefficients. \( \xi \) is the value belonging to the interval \([0, 1]\). In this study, we set \( \xi = 0.5 \) [43]. To find the best \( \lambda \), we consider the lowest EBIC.

In addition, to better understand the theoretical analysis, we summarize the important notation presented in Table 1.

**Table 1. Main notation description.**

| Notation | Description |
|----------|-------------|
| \( y_t \) | The dependent variable at time \( t \) |
| \( x_t \) | The vector of independent variables at time \( t \) |
| \( \pi_{i,t} \) | The filtered probabilities of regime \( i \) at time \( t \) |
| \( p_{ij} \) | The probability of switching from regime \( i \) to \( j \) |
| \( s_t \) | The unobserved state variable at time \( t \) |
| \( \beta(s_t) \) | The vector of regime-dependent coefficients |
| \( \sigma(s_t) \) | The vector of regime-dependent coefficients |

**4. Empirical Model and Data**

### 4.1. Data Sources

In this study, the MSR model has been proposed to investigate the impacts of various transportation modes on the top ten source countries of Chinese inbound tourism. The dataset collected contains information on Chinese transportations and the number of tourist arrivals. The largest number of tourists originated from the following ten countries: South Korea, Japan, Russia, the USA, Mongolia, Malaysia, Philippines, Singapore, India, and Canada. We consider the annual time series data covering 1996–2018. The data are collected from various sources and databases (Table A1, Appendix A).

As permitted by the data availability and their tourism significance, the data required for this study is collected from many different data sources. In this study, we consider the number of tourist arrivals as the dependent variable, representing China’s tourism development [4–7]. This data is collected from the CEIC database (https://www.ceicdata.com/en (accessed on 5 February 2021)). The core explanatory variables of interest are four transportation modes, namely road, railway, air, and maritime; (i) road transportation is proxied by the Chinese highway length [28]. This variable is used to measure the transportation and availability, and quality of internal land transportation [6,44]; (ii) railway transportation is proxied by the Chinese railway length in operation and fixed-asset investment on the railway [9,10,12]. This indicator is recognized as safety, convenience, timeliness, flexibility, and affordability of transportation for tourists [21]; (iii) maritime transportation is proxied by the Chinese coastal major port, Chinese river major port, and the river’s Chinese navigable length. The first two variables are viewed as embarking and landing of passengers from ship to land. Thana [45] mentioned that port infrastructure is the initial start of the transport chain. Specifically, the travel can be started from the sea and continues with the intermodal transports (road, rail, or air). The data regarding road, rail, and air are collected from the Ministry of Transport of the People’s Republic of China (http://www.epschinastats.com/db_transportation.html (accessed on 5 February 2021));
(iv) air transposition is proxied by the number of international air routes in China, the length of China’s international air route, the number of Chinese airports, the number of international air passenger traffic in China, and Chinese aircraft daily utilization. Air is included in the tourism equation as it proxies greater speed, safety, service quality, and reliability [21]. As suggested by [6,15,44], air transportation plays a vital role in boosting tourism growth. For aircraft daily utilization variable, it is used to measure aircraft productivity. The air transportation data can be retrieved from the CEIC database (https://www.ceicdata.com/en (accessed on 5 February 2021)).

Nevertheless, tourism has also been recognized as a volatile industry that can be affected, not only by tourism infrastructure (transportation) [5,6], but also affected by local and global economic conditions, macroeconomic policies, and security [46–48]. Although there are various amazing tourist attractions in China, Chinese inbound tourism is still highly vulnerable to these factors, and thereby, leads to challenges in establishing tourism development strategies, tourism infrastructure, as well as delivering tourism products and services at consistent standards [49]. Therefore, the economic factors are also considered as the control variables in this study. The choice of these control variables is in line with the literature. The control variables used to explain tourism arrivals, include inflation rate [50,51], as well as GDP per capita of the country of origin and China [6,52]. Although the exchange rate is another important factor affecting the tourism demand [48,53], it is essential to highlight that the unavailability of data for the period 1996-2018 represented a limitation of this study. Therefore, the ridge and lasso estimations have been employed to resolve this issue and the independent variables’ multicollinearity. We note that all economic variables are collected from the World Bank data bank (https://data.worldbank.org (accessed on 5 February 2021)). Besides, all statistical calculations and representations are done by the R program.

4.2. Empirical Model

This study intends to understand the regime-switching effect of transportation modes on international tourism development. Therefore, the two-regime MSR model is constructed, and our empirical model for each source of tourists to China can be defined,

\[
\Delta \ln \text{TOUR}_{it} = \Delta \ln \text{AIR}_{it} \beta_{11}(s_i) + \Delta \ln \text{MARITIME}_{it} \beta_{12}(s_i) + \Delta \ln \text{ROAD}_{it} \beta_{13}(s_i) \\
+ \Delta \ln \text{RAILWAY}_{it} \beta_{14}(s_i) + \Delta \ln \text{CONTROL}_{it} \beta_{15}(s_i) + \sigma^2(s_i) u_{it},
\]

(16)

where \(\Delta \ln \text{TOUR}_{it}\) is the log of tourist arrivals from a given individual country \(i\) to China, at time \(t\). The vector \(\Delta \ln \text{AIR}_{it}\) is a set of air transportation variables (the number of international air routes of China, the length of the international air route of China, the number of Chinese airports, and Chinese aircraft daily utilization), \(\Delta \ln \text{MARITIME}_{it}\) is a vector of maritime transportation variables (Chinese coastal major port, Chinese river major port, and Chinese navigable length of the river), \(\Delta \ln \text{ROAD}_{it}\) is a road transportation variable (Chinese highway length), \(\Delta \ln \text{RAILWAY}_{it}\) is a set of railway transportation variables (Chinese railway length and Chinese fixed-asset investment on the railway), and \(\Delta \ln \text{CONTROL}_{it}\) is a set of control variables (the relative real GDP per capita between the home country and China and Chinese inflation rate). We perform natural logarithms difference transformation for all variables, except for the inflation rate (units of percentage), to reduce the possible heteroscedasticity.

The descriptive statistics of the data in this study are summarized in Table 2. Table 2 reports the summary statistics of our variables presented in Table 1. Based on the mean growth of tourist arrivals, the largest growth of tourists originated from the following ten countries: India (0.144), South Korea (0.113), Mongolia (0.094), Canada (0.093), Russia (0.092), Malaysia (0.088), the Philippines (0.081), the USA (0.080), Singapore (0.069), and Japan (0.061). According to Figure 1, we illustrate the yearly tourist arrivals in these ten countries, and it is observed that there is only Japan and Russia exhibit a weak upward trend, and the others show a persistent growth. We also observe a significant drop in tourist arrivals in 2004 and 2008, corresponding to the SARS epidemic in China, and
during 2007–2008, corresponding to the global financial crisis and during 2014–2015, which appears to be consistent with the steep visa fees, cumbersome rules for tourists, and harmful pollution. This indicates that there might exist a structural change in Chinese tourism demand.

Table 2. Descriptive statistics of variables.

| Variable | Mean | Max | Min | Std | Skew | Kurt | JB – Test | ADF Test | ZA Test | Break Date |
|----------|------|-----|-----|-----|------|------|----------|----------|---------|------------|
| HWL      | 0.072| 0.788| 0.010| 0.162| 4.006| 17.960| 276.04 | -4.767 *** | -31.241 *** | 2005       |
| RLO      | 0.033| 0.084| 0.006| 0.023| 1.063| 2.781 | 4.378  | -2.392   | -5.718 *** | 2008       |
| RFAI     | 0.143| 0.690| -0.294| 0.238| 0.882| 3.286 | 3.063  | -2.657 *  | -3.857 *   | 2008       |
| CPL      | 0.086| 0.601| -0.294| 0.153| 1.167| 7.957 | 28.778 | -9.075 *** | -10.202 *** | 2002       |
| RPL      | 0.077| 0.542| -0.206| 0.183| 0.929| 3.722 | 3.809  | -3.379 ** | -4.387 **   | 2009       |
| NLR      | 0.006| 0.056| -0.009| 0.013| 2.447| 9.599 | 64.708 | -4.914 *** | -10.459 *** | 2004       |
| NIAF     | 0.113| 0.466| -0.139| 0.138| 0.446| 3.569 | 1.074  | -5.223 *** | -6.216 ***   | 2011       |
| LIAR     | 0.115| 0.396| -0.178| 0.143| -0.073| 2.774 | 0.069  | -4.79 ***  | -5.642 ***   | 2009       |
| APT      | 0.023| 0.085| -0.106| 0.039| -1.392| 6.157 | 16.988 | -3.769 *** | -9.366 ***   | 2003       |
| ADU      | 0.025| 0.357| -0.105| 0.089| 2.271| 9.358 | 58.524 | -11.839 *** | -13.776 ***  | 2004       |
| GDPUS    | 0.052| 0.289| -0.332| 0.129| -1.018| 4.742 | 0.052  | -4.566 *** | -6.345 ***   | 2000       |
| GPDPJ    | -0.001| 0.129| -0.168| 0.087| -1.141| 1.868 | 0.001  | -3.853 *** | -9.806 ***   | 2009       |
| GDPRU    | 0.091| 0.379| -0.339| 0.230| -0.622| 2.138 | 0.091  | -3.069 *** | -4.390 ***   | 2009       |
| GDPUS    | 0.035| 0.058| -0.027| 0.018| -1.617| 6.464 | 0.035  | -2.673 *  | -3.945 *    | 2009       |
| GDPMO    | 0.100| 0.542| -0.198| 0.188| 0.581| 2.647 | 0.100  | -3.225 *** | -3.758 *    | 2002       |
| GDPMA    | 0.050| 0.240| -0.296| 0.119| -1.134| 4.424 | 0.050  | -4.250 *** | -6.324 ***   | 2008       |
| GDPPH    | 0.053| 0.201| -0.142| 0.083| -0.322| 2.815 | 0.053  | -3.591 *** | -4.698 ***   | 2007       |
| GDPSI    | 0.047| 0.213| -0.172| 0.087| -0.344| 3.420 | 0.047  | -4.925 *** | -5.461 ***   | 2004       |
| GDPIN    | 0.078| 0.275| -0.029| 0.079| 0.810| 3.073 | 0.078  | -3.590 *** | -5.425 ***   | 2008       |
| GDPCCA   | 0.039| 0.167| -0.144| 0.082| -0.433| 2.751 | 0.039  | -3.373 *** | -7.924 ***   | 2007       |
| INFR     | 2.202| 8.313| -1.401| 2.344| 0.740| 3.429 | 2.281  | -1.842   | -5.661 ***   | 2003       |
| SK       | 0.113| 0.567| -0.192| 0.210| 0.251| 2.398 | 0.589  | -4.429 *** | -6.987 ***   | 2008       |
| JP       | 0.041| 0.478| -0.229| 0.150| 0.793| 4.443 | 4.047  | -5.580 *** | -7.684 ***   | 2007       |
| RU       | 0.092| 0.463| -0.441| 0.204| -0.613| 3.438 | 1.626  | -5.037 *** | -7.045 ***   | 2009       |
| US       | 0.080| 0.591| -0.266| 0.150| 1.216| 7.684 | 26.697 | -5.916 *** | -6.738 ***   | 2008       |
| MO       | 0.094| 0.512| -0.227| 0.190| 0.250| 2.540 | 0.443  | -5.030 *** | -6.361 ***   | 2004       |
| MA       | 0.088| 0.724| -0.273| 0.192| 1.278| 6.515 | 18.105 | -6.073 *** | -6.861 ***   | 2007       |
| PH       | 0.081| 0.246| -0.099| 0.098| -0.193| 2.095 | 0.927  | -0.733   | -10.431 ***  | 2008       |
| SI       | 0.069| 0.684| -0.239| 0.164| 2.063| 9.895 | 61.879 | -5.497 *** | -6.425 ***   | 2005       |
| IN       | 0.144| 0.436| -0.055| 0.134| 0.784| 2.612 | 2.501  | -3.226 **  | -4.784 **    | 2006       |
| CA       | 0.093| 0.511| -0.209| 0.139| 0.705| 5.226 | 6.657  | -4.931 *** | -5.483 ***   | 2007       |

Note: JB denotes Jarque-Bera normality test, and ZA denotes Zivot and Andrews nonlinear unit root test. "*, **" and "***" denote rejection of the null hypothesis at the 10%, 5%, and 1% significance level, respectively.
Figure 1. Tourist arrivals to China. Source: CEIC database.
4.3. Unit Root Test

Before estimating the MSR model to analyze the impact of transportation on tourism, as well as the business cycle of the Chinese tourism development, we need to check whether the data is stationary, using the unit root test as non-stationarity of the variables can lead to a spurious regression. In this study, we consider both linear and nonlinear unit root tests, namely the Augmented Dickey-Fuller (ADF) test [54] and Zivot and Andrews [55]. Note that the ADF test does not account for the potential structural breaks in the time series, and it is possible to provide inaccurate results when a structural break has occurred in the time series. Therefore, we also consider the ZA test to validate our stationary test, taking into consideration the presence of structural breaks.

In this study, we consider the ADF test that involves regressing on a lagged first difference \((\Delta y_{t-1})\), a linear deterministic trend, \((T)\), and \(P\)-lagged first differences \((\Delta y_{t-p})\). It can be expressed as follows,

\[
\Delta y_t = \mu_0 + \theta y_{t-1} + \pi T + \sum_{p=1}^{P} \mu_p \Delta y_{t-p} + \epsilon_t \tag{17}
\]

where \(\Delta\) is the first difference operator. The null hypothesis of a unit root \((H_0 : \theta = 0)\) is tested against the alternative that the variable is stationary \((H_1 : \theta < 0)\). However, the ADF tests did not encounter possible structural breaks in estimation of unit roots. Zivot and Andrews [55] then generalized the Equation (17) as,

\[
\Delta y_t = \mu_0 + \theta y_{t-1} + \pi T + \rho_1 D U_t + \rho_2 D T_t + \sum_{p=1}^{P} \mu_p \Delta y_{t-p} + \epsilon_t, \tag{18}
\]

where \(D U_t = 1\) if \(t < TB\), else \(D U_t = 0\), is a dummy parameter for mean shift arising at each potential breakpoint \((TB)\) and \(D T_t = t - TB\) if \(t > TB\), else \(D T_t = 0\) if \(t < TB\) is the trend shift variable. Among all the possible breakpoints, the optimal \(TB\) is selected when the absolute value of the t-statistic from the ADF test is minimized. The null hypothesis demonstrates that the variable encompasses a unit-root with a drift that disregards any break, whereas the alternative hypothesis illustrates that the parameter follows a stationary trend procedure with a single break that appears at an unidentified time.

The results of these two tests are reported in Table 2. The result shows that the ADF and ZA tests reject the nonstationary null hypothesis, indicating that all the time series variables are stationary. Therefore, these variables are appropriately used for studying the relationship between Chinese inbound tourism and transportation and the tourism cycle further.

5. Results and Discussion

5.1. Model Comparison

In this study, the two-regime Markov-switching lasso regression (MS-LR) and Markov-switching ridge regression (MS-RR) models are assumed to investigate the nonlinear effects of transportation modes on ten top-tourist arrivals to China. Therefore, we need to validate our MSR model’s performance by comparing it with the single-regime model, say linear ridge regression (RR), and lasso regression (LR) models. In this comparison, the EBIC is used as the comparison measure, and the lowest EBIC indicates a more parsimonious model.

Table 3 shows the model comparison of five different models for all ten tourism demand equations. The result confirms our hypothesis of the nonlinear effect of transportation-tourism nexus as the EBICs of the two-regime models, MS-LR and MS-RR, are lower than the single-regime models, namely linear-MLE, RR and LR. Focusing on the EBICs of our proposed models, MS-LR and MS-RR, Table 3 highlights that MS-LR is superior to MS-RR for all our arrival series, except for Russian tourists. This finding is not surprising as MS-LR is more flexible than MS-RR and can achieve robust parameter estimation and variable selection in Markov-switching regression simultaneously. However, we cannot conclude
that lasso is always the best estimation for the MSR model as a data set’s characteristics can influence regularized estimator’s performance. Emmert-Streib and Dehmer [56] suggested that not one method always dominates the others since they all have specific strengths and weaknesses. Therefore, the MS-RR model may be preferred in the case of Russian tourist arrivals.

Table 3. Information criterion and model comparison.

| Country | Linear-MLE | RR | LR | MS-RR | MS-LR |
|---------|------------|----|----|-------|-------|
| JP      | 33.398     | 29.258 | 37.556 | 19.309 | 0.8153 |
| SK      | 29.938     | 27.239 | 29.810 | −11.785 | −16.185 |
| MO      | 38.650     | 44.060 | 38.092 | 27.520 | 25.662 |
| PH      | 47.299     | 47.270 | 54.607 | 2.4229 | −30.918 |
| SI      | 40.415     | 53.763 | 64.560 | 1.4768 | −12.76 |
| MA      | 35.487     | 35.465 | 34.954 | 25.917 | 0.3799 |
| IN      | 20.519     | 18.207 | 17.903 | 8.1045 | −3.5109 |
| USA     | 68.355     | 68.326 | 68.300 | −1.5274 | −18.941 |
| RU      | 44.454     | 47.116 | 47.399 | −2.1898 | 18.108 |
| CA      | 24.446     | 26.484 | 25.817 | 8.9701 | −13.276 |

Note: Linear-MLE is the classical linear regression estimated by Maximum likelihood estimation (MLE). The bold number indicates the lowest EBIC.

5.2. Estimation Result

We use two different econometric techniques in our estimates as the traditional MS-regression estimated by MLE can lead to a large variance when a large number of predictors and a relatively small number of observations are used. The computation is impossible if the number of parameter estimates is larger than the number of observations. Therefore, two types of penalty likelihood functions, namely ridge, and lasso are applied to our MS-regression.

Indeed, it can be seen that MS-LR is superior to MS-RR for all our tourist arrival series, except for Russian tourists (see Section 4.1). Therefore, the results from the best model specification are only interpreted and reported in Table 4. We note that the ridge penalty keeps all predictors in the MS-regression model, while lasso ensures sparsity of the results by shrinking some coefficients exactly to zero. Therefore, the t-statistics is used to test the significance of each predictor in the MR-RR model.

Table 4. The results of MS regression model for 10 originating countries.

| Variable | Regime 1 (low) | MS-LR | MS-LR | MS-LR | MS-LR | MS-LR |
|----------|----------------|-------|-------|-------|-------|-------|
| Intercept| JP             | 2.3667| −4.7317| −0.0279| −6.9719| −2.052|
| HWL      | 0.5460         | 0.3353| 0.4528| 0.3474| 0.5160|
| RLO      | −2.5162        | −0.4678| −2.1918| −1.5402| −1.678|
| RFAI     | 0              | 0.1417| 0.4944| 0.1546| 0.1333|
| CPL      | −0.1468        | 0.7207| 0.2303| −0.1344| 0|
| RPL      | 0.2966         | 0     | 0.2008| 0     | 0.4974|
| NLR      | 0.1735         | 0.2552| 0.3646| 0.2920| 0.4041|
| NIAR     | 0.3691         | 0     | 0     | 0.1331| 0|
| LIAR     | 0              | 0     | 0     | 0     | 0|
Table 4. Cont.

| Variable | JP | SK | MO | PH | SI |
|----------|----|----|----|----|----|
| Regime 1 (low) | | | | | |
| APT | 0 | 1.3957 | 2.4714 | 1.5534 | 0 |
| ADU | 0.1986 | 0.0794 | 1.7347 | 1.0068 | 0.6104 |
| GDPO | 0.2285 | 0.3635 | 0.3877 | 0.4170 | 0.0343 |
| INF | 0 | 0 | 0 | 0 | 0 |
| Intercept | 6.2188 | 0.9847 | 0.7960 | 0.8477 | 0.1548 |
| HWL | 0 | 0.0296 | 0.0005 | 0.0851 | 0.0003 |
| RLO | 0 | 0 | 0 | 0 | 0 |
| RFA | 0 | 0 | 0 | 0 | 0 |
| CPL | 0 | 0 | 0 | 0 | 0 |
| RPL | 0 | 0 | 0 | 0 | 0.0003 |
| NLR | 0 | 0 | 0 | 0.0009 | 0 |
| NIAR | 0 | 0 | 0 | 0 | 0 |
| LIAR | 0 | 0 | 0 | 0 | 0 |
| APT | 0 | 0 | 0 | 0 | 0 |
| ADU | 0.6790 | 0.0087 | 0.0029 | 0.0856 | 0.0001 |
| GDPO | 0.0289 | 0.0370 | 0 | 0.0978 | 0.0006 |
| INF | 0 | 0 | 0 | 0 | 0 |
| Regime 2 (high) | | | | | |
| Intercept | 6.2188 | 0.9847 | 0.7960 | 0.8477 | 0.1548 |
| HWL | 0 | 0.0296 | 0.0005 | 0.0851 | 0.0003 |
| RLO | 0 | 0 | 0 | 0 | 0 |
| RFA | 0 | 0 | 0 | 0 | 0 |
| CPL | 0 | 0 | 0 | 0 | 0 |
| RPL | 0 | 0 | 0 | 0 | 0.0003 |
| NLR | 0 | 0 | 0 | 0.0009 | 0 |
| NIAR | 0 | 0 | 0 | 0 | 0 |
| LIAR | 0 | 0 | 0 | 0 | 0 |
| APT | 0 | 0 | 0 | 0 | 0 |
| ADU | 0.6790 | 0.0087 | 0.0029 | 0.0856 | 0.0001 |
| GDPO | 0.0289 | 0.0370 | 0 | 0.0978 | 0.0006 |
| INF | 0 | 0 | 0 | 0 | 0 |

| Variable | MA | IN | USA | RU | CA |
|----------|----|----|-----|----|----|
| Regime 1 (low) | | | | | |
| Intercept | −2.6692 | −0.1205 | −2.0443 | −0.0896 (1.0294) | −2.4930 |
| HWL | 0.3282 | 0.2906 | 0.3817 | 0.8521 *** (0.1294) | 0.1366 |
| RLO | −2.1511 | −1.0364 | −1.3312 | −1.3656 *** (0.5122) | −2.1939 |
| RFA | 0.1788 | 0 | 0 | 0.2529 ** (0.1018) | 0 |
| CPL | 0 | −0.4016 | −0.2699 | −1.0930 *** (0.1821) | 0 |
| RPL | 0.5330 | 0.0372 | 0.2603 | 0.0591 (0.1079) | 0.3688 |
| NLR | 0.1646 | 0.1845 | 0.2363 | 0.4235 *** (0.1024) | 0.1964 |
| NIAR | 0.5302 | 0.7749 | 0 | 0.2045 (0.1615) | 0.5374 |
| LIAR | 0 | −0.7648 | 0.2125 | 0.4705 *** (0.1446) | 0.5195 |
| APT | 0.6818 | 0.6321 | 0 | −0.7590 ** (0.3052) | 1.1724 |
| ADU | 0.4253 | 0.5202 | 0.7107 | 0.8758 ** (0.4131) | 0.2245 |
| GDPO | 0.2967 | 0.5561 | 0.0371 | 0.3007 *** (0.0655) | 0.0835 |
| INF | 0 | 0 | 0 | 0.0573 *** (0.0095) | 0 |
| Regime 2 (high) | | | | | |
| Intercept | 0.1610 | 0.3718 | 0.1969 | 0.0312 *** (0.0006) | 0.2571 |
| HWL | 0.0001 | 0.0034 | 0.0357 | 0.0639 *** (0.0020) | 0.0013 |
| RLO | 0 | 0 | 0 | 0.0433 (0.0277) | 0 |
Table 4. Cont.

| Variable | MA | IN | USA | RU | CA |
|----------|----|----|-----|----|----|
| RFAI     | 0  | 0  | 0   | 0.0325 ** (0.0139) | 0 |
| CPL      | 0  | 0  | 0   | 0.0489 (0.0485)    | 0 |
| RPL      | 0.0055 | 0 | 0 | 0.0434 (0.0374) | 0.0051 |
| NLR      | 0  | 0.0006 | 0.0749 | 0.0337 *** (0.0071) | 0 |
| NIAR     | 0  | 0.0219 | 0   | 0.0337 *** (0.0071) | 0 |
| LIAR     | 0  | 0   | 0   | 0.0619 *** (0.0037) | 0 |
| APT      | 0  | 0   | 0   | 0.0466 *** (0.0050) | 0 |
| ADU      | 0.0006 | 0.0044 | 0.0655 | 0.0713 *** (0.0009) | 0.0010 |
| GDPO     | 0.0016 | 0.0006 | 0   | 0.0290 *** (0.0016) | 0 |
| INFRA    | 0  | 0   | 0   | 0.2322 *** (0.0014) | 0 |
| EBIC     | 0.3799 | −3.5109 | −18.941 | −2.1898 | −13.276 |
| Log-likelihood | 35.810 | 37.755 | 45.470 | 37.094 | 42.638 |
| λ        | 0.1494 | 0.1049 | 0.4413 | 0.4413 | 0.1989 |

Note: GDPO is the relative Gross Domestic Product of home country and China. For the ridge estimation, "**" and "***" denote rejection of the null hypothesis at the 5%, and 1% significance level, respectively. The parentheses ( ) is the standard error. There is no standard error for the lasso estimation and statistic inference as the insignificant parameters are already eliminated by the penalty term.

From the above analysis results, transportation has a regime-switching effect on the top ten source countries of Chinese inbound tourism. It can be noted from the estimated intercept terms of regimes 1 and 2, these values are significant differences, and the value of the intercept term of regime 1 is lower than regime 2. Therefore, we can interpret regime 1 as a low tourist arrival regime, while regime 2 is a high tourist arrival regime.

For the low tourist arrival regime (regime 1), the first conclusion to be drawn is that transportation is confirmed to have played an important role together with the control variables. This is more pronounced for the case of Mongolia (MO), the Philippines (PH), Malaysia (MA), and India (IN) as ten out of eleven transportation indicators are not eliminated from the models. These results indicate that the development of all Chinese transportation infrastructures, railway, maritime, air, and roads could attract more tourists from Mongolia, the Philippines, Malaysia, and India to China. Second, the Chinese railway length in operation (RLO) shows a strongly negative impact on inbound tourism from all ten countries. Surprisingly, the net impact of Chinese railway length on tourism does not seem to be consistently positive. This result is similar to Pagliara et al. [22] and Albalate and Fageda [9], who suggested that the railway network is not appropriately designed and does not correspond to the traveler’s needs. The second is the substitution effect of air transportation. This is to say, the substitution effect of railway on aviation has decreased the number of tourist arrivals in China, which has indirectly resulted in negative effects on inbound tourism. However, if we consider the Chinese fixed-asset investment on the railway (RFAI), the effect of this variable is significant, with the expected positive sign. That is, the higher investment on the railway leads to higher Malaysian, South Korean, Russian, Singaporean, Mongolian, and Philippine tourist arrivals. Third, the maritime indicators, maritime transportation infrastructures have shown a mix of positive and negative impacts on tourism demand. It is found that the Chinese river port and the navigable length of the river contribute a positive impact on tourism demand, but it is harmful to the Chinese coastal port. It is surprising that the Chinese coastal port’s operation negatively impacts tourists from Japan, the Philippines, India, Russia, and the USA. The possible reason is that tourists and businesses employ water transportation to travel, import, and export, respectively, thus, increasing the operation of Chinese coastal ports may increase traffic intensity and extend the time cruisers remain at port destinations. Lau and Yip [57]
mentioned that the coastal ports require advanced port facilities to fulfill the increasing size of cruise ships and the increased cruiser transit. Therefore, inefficient port facilities cannot generate higher tourist arrivals but can reduce coastal tourism. In addition, maritime transport is sometimes related to the marine environment’s threat as pollution threatens society’s interests in various fields concerning the marine environment, ranging from human existence to recreation, including tourism [58].

Fourth, considering air transportation, airport infrastructure variables (NIAR, LIAR, APT, ADU), they have been a relatively important tourism generation element, especially true for the daily aircraft utilization (ADU). We find that daily aircraft utilization shows a positive impact on all sources of Chinese international tourism. Note that this variable can be viewed as the measurement of aircraft productivity; thus, this result provides evidence that aircraft productivity plays a vital role in boosting Chinese tourism growth. This interpretation is consistent with the results revealed by Xie and Tvereterås [44], Yin et al. [12], Khadaroo and Seetanah [6], Eric, Semeyutin, and Hubbard [15]. Fifth, based on the magnitudes of transportation coefficients, we find that ADU performs the highest positive impact on Chinese tourism demand, while RLO contributes to the highest negative impact. The logarithm coefficients of aircraft daily utilization across source countries are positive and range from the lowest of 0.0794 in the South Korean tourists to the highest of 1.7347 in Mongolian tourists. For RLO, the logarithm coefficients of Chinese railway length in operation across source countries are negative and range from the lowest of \(-2.5162\) in the Japanese tourists to the highest of \(-0.4678\) in South Korean tourists. Overall, tourists are particularly sensitive to railway infrastructure and air productivity, as judged by their coefficients.

In relation to the control variables, we find that the relative GDP of the originating country variable has the strongest impact on foreign tourists for China. The elasticities range from 0.0343 in Singaporean tourists to the highest of 0.5561 in Indian tourists, which can be interpreted as a 1% increase in the GDPO is associated with an increase of around 0.0343 to 0.5561 in foreign tourist arrivals.

In the case of the high tourist arrival regime (regime 2), a brief interpretation of the estimation results in Table 4 is given below for greater clarity. First, transportation is also confirmed to play an essential role in this regime. However, the effect is less pronounced than that in regime 1. Second, we observe that the HWL and ADU variables are key determinants attracting more tourists from all countries. Bao et al. [59] suggested that tourists spend most of their time on the roads during high travel periods, resulting in declining quality of the vacation and unpleasant travel experience. Therefore, the development of new highways could relieve traffic congestion, as well as provide an opportunity to explore new destinations during the high tourist arrival regime. For ADU, we expect that the supply of airport infrastructure is still limited and is not consistent with the demand of international tourists during the high tourism regime; hence, aircraft productivity improvement would enhance capacity utilization. Consequently, it makes economic sense to expand aircraft productivity to gain more tourist arrivals from these ten countries. Third, it is observed that maritime transportation shows a weak positive impact on seven out of ten source countries (the Philippines, Singapore, Malaysia, India, USA, Russia, and Canada) as the relatively small coefficient values of RPL and NLR are presented. Fourth, among all the control variables, it is found that the relative country’s GDP has a significant impact on the number of foreign tourists from all countries, except for the USA and Canada. A possible explanation for this phenomenon is that economic expansion may generate a positive economic climate that favors international tourism activities. However, in the case of the USA and Canada, the economic growth-tourism link is quite limited. This minor role of the originating country’s GDP is not surprising if we consider that the USA and Canada tourists, which are high-income tourists, are not dependent on the price levels in China [8]. Van Can [60] confirmed that the choice of high-income travelers does not depend on price.
Comparing these two regimes, we observe that the estimated coefficient is more significant in regime 1 (low tourist arrival regime). The estimated coefficients in regime 1 are all positive (except for railway length in operation). In contrast, the estimated coefficients in regime 2 are less positive and weak, which reveals that Chinese transportation has an asymmetrical impact on China’s inbound tourism. This study shows that in the process of transportation development and inbound tourism demand from ten countries, some variables’ original strong positive effects transform into weak positive effects. These results can be explained by the fact that the number of tourism arrivals is greater in regime 2 than in regime 1. Therefore, transportation may not be the key driving tourist arrivals in the second regime. Furthermore, there is evidence that aircraft productivity looks more promising than other variables in regime 1, while both aircraft productivity and highway road are more pronounced in regime 2. This result suggests that different development plans are required for attracting Chinese inbound tourism.

Table 5 shows the probabilities of being in regime 1 and regime 2 of the best-fit MS-model (presented in Table 4) for the 10 source countries. The first conclusion is that the transition probabilities for all source countries are similar and range from 0.3114 (Japan) to 0.6298 (Singapore) for \( p_{11} \) and range from 0.945 (USA) to 0.9937 (Malaysia) for \( p_{22} \). Specifically, when the current state of Chinese tourism demand is regime 1 at time \( t \), the probabilities of Chinese tourism demand remaining in regime 1 at time \( t + 1 \) range from 0.3114 to 0.6298. Likewise, if the current state of Chinese tourism demand is regime 2 at time \( t \), the probabilities of Chinese tourism demand remaining in regime 2 at time \( t + 1 \) range from 0.9451 to 0.9937. These results suggest that the chances of switching from one regime to the other are not high in the Chinese tourism market. Also, the duration for which Chinese tourism remains in regime 1 ranges from the lowest of 1.4522 months in the Japanese tourists to the highest of 2.7012 in the Singaporean tourists, and that for regime 2 ranges from the lowest of 18.2149 months in the Japanese tourists to the highest of 158.302 in the Singaporean tourist. This suggests that the duration of the high tourist arrival regime is approximately 10–100 times the length of the low tourist arrival regime. Based on these findings, we can conclude that the Chinese tourism market has a high tendency to remain in the high tourist arrival regime and a low tendency to shift from the high tourist arrival regime to the low tourist arrival regime during 1995–2018. This implies that the expansion effect on Chinese tourism produced by the transportation modes is promising as they keep the Chinese tourist arrivals to maintain high most of the time.

| Country | JP | SK | MO | PH | SI |
|---------|----|----|----|----|----|
| \( p_{11} \) | 0.3114 | 0.4104 | 0.4113 | 0.3321 | 0.6298 |
| | (1.4522) | (1.6961) | (1.6986) | (1.4972) | (2.7012) |
| \( p_{22} \) | 0.9921 | 0.9899 | 0.9921 | 0.9560 | 0.9922 |
| | (126.5823) | (99.0099) | (126.5823) | (27.7272) | (128.2051) |
| Country | MA | IN | USA | RU | CA |
| \( p_{11} \) | 0.6145 | 0.6121 | 0.6247 | 0.4127 | 0.4134 |
| | (2.5940) | (2.5779) | (2.6645) | (1.7027) | (1.7047) |
| \( p_{22} \) | 0.9937 | 0.9931 | 0.9451 | 0.9899 | 0.9913 |
| | (158.7302) | (144.9275) | (18.2149) | (99.0099) | (114.9425) |

Note: the parentheses ( ) denotes Expected duration for which the Chinese tourism market remained in Regime 1 or 2.

Finally, we then investigate the tourism cycle for all ten source countries using the obtained filtered probabilities \( (\pi_{1,t} \text{ and } \pi_{2,t}) \). The plot of the filtered regime probabilities tells us when the tourist arrivals follow the same behavior, which is either the probability of tourist arrivals is high (regime 2) or low (regime 1). The results of the filtered probabilities of the high tourist arrival regime are illustrated in Figure 2. From this figure, it can be seen that the evolution of filtered probabilities shows similar time-varying paths for each of the
ten tourist arrival series, and the possibility of being in a high-tourism state is persistent and longer in regime 2. This indicates that Chinese transportations resulted in the structural change of the overall Chinese tourism demand. Moreover, we observe a sudden drop in the probabilities of staying in this regime around 2015–2016 for all tourist arrivals (except South Korea and the Philippines). This data point may denote the emergence of severe pollution and the introduction of censorship and complicated visa requirements, which made traveling to and within China riskier, and more expensive, respectively.

Figure 2. Filtered Probability of the high tourism arrival regime (regime 2) for ten source countries. Source: Author’s calculations.
Moreover, there is a massive decline around 1997–1998 in the probabilities of South Korean, Malaysian, Indian, Philippines tourist arrivals, which appears to coincide with the Asian financial crisis period. Furthermore, when one looks at all probabilities of Malaysian and Singapore tourists, these two tourist sources’ probabilities are low in 2007–2008, which appears to be the time of the global financial crisis originated from the USA. As a result of the 2007–2008 US crisis, the global economy exerted adverse spillover effects on Asian tourism [61].

Throughout these empirical and statistical facts regarding international tourist arrivals in China, our empirical results are quite consistent with the historical situation. In other words, our models are well-suited for such empirical studies. We can observe a significant structural change of South Korean, Malaysian, Indian, Philippines tourists during 1997–1998, 2007–2008 for Malaysian and Singapore tourists, and 2015–2016 for all tourist arrivals (except for South Korea and the Philippines). These data points correspond to external factors (economic crisis) and internal factors (Chinese environment and visa policy), which could steadily push China down on the list of top tourist destinations.

This study implies that there exists two regimes of international tourism arrivals to China. Unlike the results of existing literature, we show that the impacts of transportation modes are different among each other and between two regimes. Our evidence, obtained from filtered probability, reveals that unobserved events (such as economic crisis and domestic regulations) play an important role in China’s international tourist arrivals. These results provide useful information for the policymaker to prepare a proper tourism policy for high tourist arrivals and low tourist arrivals.

6. Discussion, Conclusions, and Suggestions

This empirical study explores the influence of various transportation modes, namely air, road, maritime, and railway, on top-ten international Chinese inbound tourism from 1995 to 2018 using the Markov-switching regression (MSR) models. There are two distinctive features of this paper. First, this paper compares the magnitude of the impact of various transportation modes when international Chinese tourism corresponds to low tourist arrival regime and high tourist arrival regime. Specifically, the impact of various transportation modes can have a structural shift through the MSR models. Secondly, through this model, this paper runs Ridge and Lasso estimations of parameters in 10 sources tourist arrival equations after conducting the comparison of linearity against alternative switching models. We note that the Ridge and Lasso are proposed for incorporation in the MSR models to reduce complexity and prevent over-fitting of the MSR model. Also, the techniques help reduce the size of the problem to enable maximum likelihood to work faster, making it possible to handle high-dimensional data [62]. Thirdly, the cycle of 10 international Chinese inbound tourists is detected and illustrated.

Overall, the impacts of transportation modes on top-ten international Chinese tourist arrivals are mainly nonlinear, and the MSR models capture two tourist arrivals regimes. In relation to the magnitude of the effects of transportation modes on the Chinese tourism market, we observe that the aircraft productivity shows the highest positive contribution to Chinese tourism demand, while the railway length in operation contributes the highest negative impact. Surprisingly, while railway transport infrastructure is commonly believed to impact the tourism demand positively, our study obtains inconsistent evidence in favor of a positive relationship between railway transport infrastructure and tourist outcomes. As suggested by Albalate and Fageda [9], railway transportation may be more competitive in terms of travel time, frequencies, and comfort, but not necessarily in terms of price. Hence, visitors are more sensitive to price than time; the overall competitiveness of railway transportation concerning aviation may not positively affect tourist outcomes. In addition, Pagliara et al. [22] and Albalate and Fageda [9] also suggested that the railway network is not appropriately designed and does not correspond to the visitor’s needs. In the view of Chinese railway transportation, the first suggestion may not be the key source of the negative outcome of tourism demand in China as the Chinese railway transportation price
is relatively low compared to other countries. We expect that an inappropriate design of the 
railway network in China is the main problem. At the end of 2018 there was 131,000 km of 
a railroad across China, and 29,000 km made up a high-speed railroad, which is the largest 
high-speed rail system in the world [63]. However, the railway network, especially the 
traditional railway, may fail to fully transport all passengers to their destinations as the 
railway network in most places is not in a good condition, and thus, access to destinations 
is problematic. Moreover, the railway network expansion may lead to long-time travel and 
an unpleasant train journey. For aircraft productivity, the result shows a strong positive 
impact for all tourist arrival series, signifying that aircraft productivity is one of the main 
factors affecting the Chinese tourism demand.

By comparing high and low tourist arrival regimes, we find a stronger impact of 
transportation modes in low tourist arrival regime than high tourist arrival regime. A 
strong positive effect of some variables will transform into a weak positive effect. This 
indicates that transportation is a key driver boosting the international tourist arrivals 
in the low tourist arrival regime. We also find a significant structural change of South 
Korean, Malaysian, Indian, Philippines tourists during 1997–1998 corresponding to the 
Asian financial crisis, during 2007–2008 corresponding to the global financial crisis for 
Malaysian and Singapore tourists, and during 2015–2016 corresponding to Chinese visa 
restriction and pollution for all tourist arrivals (except for South Korea and the Philippines).

The impacts of transportation, especially highway road and aircraft productivity 
on Chinese tourism, become more salient when tourist arrival is classified in the low 
tourist arrival regime. Thus, the expansion of highway road construction and aircraft 
productivity improvement could generate sizable fiscal revenues from the international 
tourist arrival. In addition, by continuously improving aircraft productivity in the high 
tourist arrival regime, China could attract more international tourist arrivals. This suggests 
that China’s government should continue to pursue innovations and technologies in its 
aircraft productivity, as well as simplify procedures and improve efficiency. Specifically, if 
tourism demand is growing rapidly, but capacities are limited, it makes economic sense to 
expand stretched capacities or increase air transportation productivity in China.

Furthermore, the structural change of the Chinese tourism demand is another critical 
issue observed in this study. If it is ignored, this may result in inappropriate transportation 
development, causing the government’s policy to be misdirected. The Chinese government 
should be aware of the factors affecting structural change and incorporate them into 
the policy-planning.

Some limitations suggest directions for future work. Firstly, we use annual data, while 
monthly or quarterly data may be better for understanding the structural change in tourism 
demand. Future research may consider collecting monthly or quarterly data to capture 
better the structural changes in the tourism cycle. Secondly, the variables analyzed in 
this paper are transportation and some macroeconomic factors (control variables). Future 
research can introduce other variables when investigating this topic, such as the number of 
five-star hotels, exchange rate, and population. In addition, this paper adopts the number 
of arrivals of international tourists from the source country. Future research may consider 
international tourist receipts. In addition, as suggested by Thai, Wu, and Xiong [64] and 
Stai et al. [65], social characteristics and personalization are the important key factors 
determining human preference. Therefore, further research may consider these variables 
and investigate their effects on tourists’ preferences for transportation modes.
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Appendix A

Table A1. Variable description and sources.

| Variable            | Description                                                                 | Unit                        | Source                                                                 |
|---------------------|-----------------------------------------------------------------------------|-----------------------------|------------------------------------------------------------------------|
| Road Transportation | HWL                           | Chinese highway length      | Kilometer                  | Ministry of Transport of the People’s Republic of China                |
| Railway transportation | RLO                      | Chinese railway length in operation (including both full operation and temporary operation). | Kilometer                  | Ministry of Transport of the People’s Republic of China                |
| Railway transportation | RFAI                   | Chinese fixed-asset investment on the railway | RMB (million)               | Ministry of Transport of the People’s Republic of China                |
| Maritime Transportation | CPL                    | Chinese coastal major port: length of a quay in operation | Meter                    | Ministry of Transport of the People’s Republic of China                |
| Maritime Transportation | RPL                    | Chinese river major port: length of a quay in operation | Meter                    | Ministry of Transport of the People’s Republic of China                |
| Maritime Transportation | NLR                    | Chinese navigable length of the river | Kilometer                  | Ministry of Transport of the People’s Republic of China                |
| Air Transportation | NIAR                          | The number of international air routes in China | Route                    | CEIC database                                                         |
| Air Transportation | LIAR                          | The length of the international air route of China | Kilometer                  | CEIC database                                                         |
| Air Transportation | APT                           | The number of Chinese airports | Airport                   | CEIC database                                                         |
| Air Transportation | ADU                           | Chinese aircraft daily utilization. Aircraft daily utilization is presented in block hours per day. This indicator is calculated by dividing aircraft block hours by the number of aircraft days assigned to service on air carrier routes. | hour per day              | CEIC database                                                         |
| Control Variable | GDPSK                        | Relative real GDP per capita of South Korea | millions of US dollars    | World Bank                                                            |
| Control Variable | GDPJP                        | Relative real GDP per capita of Japan | millions of US dollars    | World Bank                                                            |
| Control Variable | GDPRU                        | Relative real GDP per capita Russia | millions of US dollars    | World Bank                                                            |
### Table A1. Cont.

| Variable | Description | Unit | Source |
|----------|-------------|------|--------|
| GDPUS    | Relative real GDP per capita the US | millions of US dollars | World Bank |
| GDPMO    | Relative real GDP per capita Mongolia | millions of US dollars | World Bank |
| GDPMA    | Relative real GDP per capita Malaysia | millions of US dollars | World Bank |
| GDPPH    | Relative real GDP per capita Philippines | millions of US dollars | World Bank |
| GDPSI    | Relative real GDP per capita Singapore | millions of US dollars | World Bank |
| GDPIN    | Relative real GDP per capita India | millions of US dollars | World Bank |
| GDPCA    | Relative real GDP per capita Canada | millions of US dollars | World Bank |
| INFR     | Chinese inflation rate | Percentage | World Bank |
| SK       | South Korean tourist arrival | person (thousand) | CEIC database |
| JP       | Japanese tourist arrival | person (thousand) | CEIC database |
| RU       | Russian tourist arrival | person (thousand) | CEIC database |
| US       | US tourist arrival | person (thousand) | CEIC database |
| MO       | Mongolian tourist arrival | person (thousand) | CEIC database |
| MA       | Malaysian tourist arrival | person (thousand) | CEIC database |
| PH       | Philippines tourist arrival | person (thousand) | CEIC database |
| SI       | Singaporean tourist arrival | person (thousand) | CEIC database |
| IN       | Indian tourist arrival | person (thousand) | CEIC database |
| CA       | Canadian tourist arrival | person (thousand) | CEIC database |
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