Predicting the flow stress and dominant yielding mechanisms: analytical models based on discrete dislocation plasticity
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Dislocations are the carriers of plasticity in crystalline materials. Their collective interaction behavior is dependent on the strain rate and sample size. In small specimens, details of the nucleation process are of particular importance. In the present work, discrete dislocation dynamics (DDD) simulations are performed to investigate the dominant yielding mechanisms in single crystalline copper pillars with diameters ranging from 100 to 800 nm. Based on our simulations with different strain rates and sample size, we observe a transition of the relevant nucleation mechanism from "dislocation multiplication" to "surface nucleation". Two physics-based analytical models are established to quantitatively predict this transition, showing a good agreement for different strain rates with our DDD simulation data and with available experimental data. Therefore, the proposed analytical models help to understand the interplay between different physical parameters and nucleation mechanisms and are well suitable to estimate the material strength for different material properties and under given loading conditions.

A fundamental understanding of small-scale plastic behavior is of great significance for many micro-scale specimens and devices relevant for engineering applications. Such samples exhibit size-dependent mechanical behavior when their size reaches an internal microstructural length scale. For many metallic devices, the length scale ranges typically from below hundred nanometers up to tens of micrometers. For plasticity in micrometer-size specimens, modelling such deformation becomes amendable to continuum approaches1-6 that consider the dislocation microstructure in an averaged sense by densities. The crystal plasticity finite element method was used to study strain rate effects on aluminum single crystals7. Dislocation-density based models have been used to study strain rate-dependent deformation, where very distinct strain-rate regimes were observed in the stress-strain response8. However, for smaller crystals, the discreteness of dislocation starts to play a more and more important role9,10. For example, the probability of dislocations interacting with free surfaces increases, which strongly change the deformation mechanisms11. This affects also the dominant nucleation process when the sample dimensions decrease: in the case of low strain rates, both TEM observations12,13 and discrete dislocation dynamics (DDD)14,15 revealed that for large micrometer-sized samples dislocations are mainly nucleated through Frank-Read source mechanisms, while for samples on the sub-micrometer scale nucleation happens rather by so-called "single-arm sources" (SAS), i.e. a dislocation segment which is pinned inside the sample that terminates on the sample surface.

Such an increased activation of SAS’s16-18 together with an increasing surface area then explains the size-dependent yield strength in sub-micrometer face-centered and body-centered cubic crystals: When the sample size decreases down to the nanometer scale (e.g., ~160 nm in19), experiments show that dislocations tend to mainly escape through the free surface due to limited space and high image stress. As a consequence, the reduced number of dislocations makes it difficult to form jammed and stable dislocation microstructures during loading. Subsequently, when the sample enters a state of dislocation starvation20 and the stress level increases, dislocations
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will be created through “surface nucleation” (SN). DDD simulations have shown that this is the main mechanism for plastic deformation in small pillars with diameter less than 200 nm. A number of pioneering works for studying the process SN with DDD and MD simulations have been carried out in [32–35]. Furthermore, as a general rule it was found that the critical stress to trigger a SN lies between the stress of nucleation in the bulk [36] and the stress required to activate a SAS [37]. By performing uniaxial compression tests and nanoindentation experiments [38], dislocations can well be analyzed at the free surface, and it is found that the critical stress to nucleate a full dislocation loop in the bulk is \( -\mu/8 \), while the stresses required to nucleate a half loop at a surface is \( -\mu/26 \) with \( \mu \) the shear modulus.

Besides the size effect, the second important influence on details of the plastic deformation is the strain rate. E.g., in [30,31] it was shown that the yield strength increases with an increasing loading rate as the high strain rate suppresses dislocation pattern formation [32]. 2D DDD simulations [33] have recently shown that increasing the strain/stress rate results in transition from nucleation dominated to drag dominated with dislocation avalanches following a power-law statistics. Experimental studies of copper pillar compression [34] revealed that the strain rate, similar to the sample size, has an apparent effect on the competition between SAS and SN. And also a theoretical study of the activation volume based on the experimentally measured stress demonstrates that SN is predominant in smaller samples or under high stress rate loading.

This competition between size effects and strain rate effects naturally leads to a complex crossover between SAS and SN mechanism. Such interdependencies are very challenging when it comes to material design or reliability in engineering applications where strongly varying sample sizes are in use and strain rates during service vary. DDD simulations that incorporate SN mechanisms as a local rule [35] can reveal the transition of mechanism under different conditions. However, DDD simulations are computationally very expensive. Therefore analytical models that can predict the sample flow stress and associated mechanism are highly desirable. In this paper, based on DDD simulations of different sample sizes and strain rates, we propose and extend analytical models that can describe SAS and SN. The two analytical models are then combined to predict the transition of yielding due to the different nucleation mechanism. Parameterized by DDD simulations, our analytical model successfully matches the experimental results for different sample sizes and external loading strain rate and thereby helps to understand the complex interaction between all involved model and material parameter.

The paper is structured as follows: our DDD approach is briefly described in the next section, followed by presenting the simulation results to illustrate the effects of sample size and strain rate. Then, the analytical models based on the SN and SAS mechanisms are established to evaluate the flow stress in submicron copper pillars. The results predicted by the two analytical models are then analyzed to clarify the critical size, at which the transition from dislocation multiplication dominated plasticity to the surface nucleation dominated process occurs for quasi-static loading. Furthermore, the two analytical models are also used to predict the dislocation mechanism transition under high strain rate loading. Finally, we summarize and discuss the results.

**Simulation Procedures**

DDD has been widely used to study the dislocation controlled plasticity at submicron scales [36–39]. The DDD method adopted here has been described in detail in our previous work [40,41], and in what follows we only give the most important information. The general setup of discrete dislocation dynamics is: for each time step (i) apply a load increment on the sample in a strain-rate-controlled manner; (ii) calculate the Peach-Koehler forces acting on all dislocations due to the applied load and the mutual interaction, (iii) compute nodal velocities based on the Peach-Koehler forces, (iv) compute the updated segment positions by time integrating the equation of dislocation motion, and (v) apply so-called local rules which govern non-elastic effects such as intersections and locks. In our simulations, we consider dislocations escaping from the free surfaces as well as surface effects on the stress fields (image forces). Specifically, image forces are considered through Lothe’s analytical solution [42,43], an approach that has been often used [44,45] and does not require a computationally expensive finite element calculation. The plastic strain rate of the simulated crystal is calculated from the dislocation velocity and slip system geometry (i.e. the Burgers vector and the normal vector of slip surface) [46,47], and for the here considered compressive tests the external stress is calculated through \( \sigma = E(c - \varepsilon) \). Here, the engineering stress \( \sigma \) is the compressive axial stress, and the engineering strain \( \varepsilon \) is the compressive axial strain. Subsequently, we will consider various loading strain rates in the DDD simulation. Wang et al. [48] investigated if inertial effects need to be considered in such DDD simulations and concluded that these become relevant when the strain rate is higher than \( 10^3 \, \text{s}^{-1} \). In Wang’s study, it has also been demonstrated that the relativistic effects (i.e., the change in effective mass when the dislocation velocity approaches the speed of sound) play a minor role since very few dislocations move at a speed greater than 25% of the speed of sound. Therefore, the present DDD model includes the full dynamical equation of dislocation motion without relativistic effects, \( m \dot{v} + B \dot{v} = f \), where \( m = \rho_{\text{m}} b^2 \) is the effective mass of dislocations per unit length with \( \rho_{\text{m}} \) the mass density, \( b \) the magnitude of the Burgers vector, and \( B \) is the viscous drag coefficient of dislocation motion. \( \nu \) is the dislocation velocity and its time derivative \( \dot{v} \) is the acceleration. Atomistic simulations [35,38] have shown that surface nucleation is the dominant mechanism responsible for yielding for small volumes. Based on these simulation results, a surface nucleation model was proposed [35,38] which has also been adopted in DDD simulations: the model states that within a time span \( \Delta t \), the probability of a surface nucleation event is given by

\[
P = \nu_0 \exp \left( -\frac{Q(\sigma, T)}{k_B T} \right) \times \frac{S}{b^2} \times \Delta t.
\]

Here, \( \nu_0 \) is the attempt frequency and \( k_B T \) is the thermal energy with \( k_B \) the Boltzmann constant. The activation energy \( Q(\sigma, T) \) for SN depends on stress and temperature and takes the form [25]
$Q(\sigma, T) = \left(1 - \frac{T}{T_m}\right) \cdot Q_0(\sigma)$ with $Q_0(\sigma) = A \cdot (\sigma/\sigma_{\text{yield}})^{\alpha_0}$,

where the constants and parameters $T_m$, $A$, $\alpha_0$, and $\sigma_{\text{yield}}$ are given in the appendix. $\sigma = |\sigma_z|$ is used in the DDD simulation of uniaxial compression. $\Sigma_{\text{nucleation}}$ gives the potential number of SN sites with $S$ being the surface area of the sample. The probability of an SN event is estimated at each time increment. Then, for a time span for which the nucleation condition is satisfied, an arc-shaped dislocation loop will nucleate at a random site of the free surface. In the DDD model, nucleation is only allowed to occur on the $1/2 < 110 > /\{111\}$ type slip systems. In addition, the initial radius of the newly nucleated arc-shaped dislocations is chosen as $30b$.

In our DDD simulations, the side length $D$ of the copper pillars varies from 100 nm to 800 nm with a quadratic cross section. The aspect ratio $H/D$ of all pillars is fixed to 2 with $H$ being the pillar height. Prior to loading, a relaxation process was performed, which can be interpreted as a thermal annealing process. In this process, straight dislocation lines as well as dislocation loops are randomly generated on different slip systems. Then the dislocation structure evolves without external loading until equilibrium is reached. After this initial relaxation procedure, we obtained samples with an initial dislocation density consistent with the experimental values ($10^{13} - 10^{15}$ m$^{-2}$) in FIB fabricated micropillars. All pillars are loaded at the top along the $(00\overline{1})$ direction and the lateral surfaces are traction free. The imposed strain rate ranges from $10^4$ s$^{-1}$ to $10^8$ s$^{-1}$. Note that DDD simulations are typically done at much higher strain rates than experimental ones. Due to this offset, loading in our simulations is not considered as shock loading and it is not necessary to use dislocation elastodynamics. Considering the randomness of the initial microstructure, for pillars with the same size in DDD calculations, more than three realizations of different initial dislocation configurations are simulated to reveal the stochastic scatter. The material properties of copper used in the simulation are listed in Table A1 in Appendix A. To ensure the convergence of numerical results, the time step $dt$ used in the DDD simulation is $10^{-12}$ s. In the DDD simulations, the stress strain curves strongly fluctuate in the flow stage, therefore we used a commonly used method to define the flow stress: take the stress value of the last simulation.

**Surface nucleation dominated model.** From the stress-strain curves and the evolution of corresponding dislocation structures shown in Fig. 1, it can be seen that the SN dominates the plastic behavior in pillars with small size or under high strain rate. The flow stress can be evaluated by the activation stress at the onset of SN processes since single SN event can trigger yielding in small pillars. The SN dominated flow stress can then analytically be evaluated based on our probabilistic criterion of dislocation nucleation. During the time span $t_{\text{fresh}}$, i.e., the time from dislocation nucleation at the free surface until the dislocation escapes the volume, the number of dislocation nucleation events $P_c$ can be calculated through Eq. (1) where $\Delta t$ is replaced by $t_{\text{fresh}}$. The plastic strain increment generated by dislocation motion during the time span $t_{\text{fresh}}$ is

$$\Delta \gamma = \frac{\beta \cdot b \cdot S}{V}.$$
where $S_c = D^2 / \cos \theta$ is the slip plane area, and $\theta$ is the angle between the slip plane normal and the loading direction. $\beta \cdot S_c$ represents the estimate of the real slipped area, where we assume $\beta \approx 0.5$ (however, the resulting flow stress is mostly insensitive to variations of $\beta$ in the range from 0.3 to 1.0). $M$ is the Schmid factor which is 0.4082 for the allowed nucleation on the $\{1/2 < 110 \} / \{111 \}$ type slip systems; $V$ is the sample volume. Considering that strain hardening is virtually absent in micropillars\(^4\), we assume that dislocations originating from SN can generate enough plasticity to accommodate the deformation induced by the increase of the external loading, therefore the time span $t_{life}$ can be calculated as

$$t_{life} = \frac{\Delta \epsilon_p}{\dot{\epsilon}},$$

where $\Delta \epsilon_p$ is the resulting axial plastic strain increment given by $\Delta \epsilon_p = \Delta \gamma \cdot M$, $\dot{\epsilon}$ is the axial loading strain rate. $t_{life}$ should ensure the uninterrupted dislocation nucleation from free surfaces, namely, once a SN event takes place (i.e., a half dislocation loop is introduced into the sample) and the half loop exits the sample again, the next SN emerges subsequently. Thus, during the time span $t_{life}$, the probability that a nucleation event takes place is 1.

Based on the above analysis, the flow stress for SN dominated systems can be solved implicitly. Firstly, given the initial parameters required in the probabilistic model in Eq. (1) and the loading rate $\dot{\epsilon}$, the time span and the nucleation event can be estimated for an initial stress value. Then, the axial stress gradually increases by a small amount until a surface nucleation event is triggered (i.e., $P_s \geq 1$). Finally, the flow stress can be obtained. The related details (flow chart, simulation parameters) can be found in Appendix A. The used Python code for the continuum simulations is freely available as supplementary material. In Fig. 2, the flow stress of pillars with diameter 100 nm at different strain rates calculated by both the analytical model and DDD simulations are presented. Without any additional fitting parameters, the analytical model predicts the flow stress for pillars under different strain rate loading well within a relative error of less than 7%.

**Single-arm source dominated model.** For large pillars ($D > 400 \text{ nm}$) and low imposed external strain rate, experiment and simulation both showed that single-arm dislocation sources control the plastic flow in submicron single crystals\(^{13,34-36}\). A formulation for the critical resolved shear stress (CRSS) in single crystal pillars under quasi-static loading has been already investigated by a theoretical model\(^{28,41}\). This model has been further extended by Hu et al.\(^{39}\) towards different strain rates, as
\[ \tau = \tau_0 + \alpha \mu b \sqrt{\rho} + \frac{k b \mu b}{\lambda_s} + \frac{2B \varepsilon V}{M b^2 \lambda_s \cdot n}, \]

where \( \tau_{\text{static}} \) represents the conventional SAS controlled CRSS under quasi-static loading and consists of the lattice friction stress \( \tau_0 \), a so-called Taylor term which governs the interaction of dislocations with density \( \rho \), and a line tension contribution where \( \lambda_s \) is the average effective straight source length. While the Taylor term is most commonly used in the macroscopic models it has also been frequently used in sub-micron plasticity\(^5\) where it is often connected to the mean free path of a dislocation. \( \alpha \) and \( k \) are constants and taken as 0.5 and 1.0 as in\(^{18,28}\). The last term governs strain rate effects where \( \lambda_c \) is the effective curved source length which can be estimated as the sample size \( D \)\(^5\). \( n \) is the number of stable SASs and can be estimated by the pillar size and the dislocation density \( \rho \).

The evolution of dislocation density at the sub-micrometer scales is represented as\(^{41}\),

\[ \frac{d \rho}{d \gamma} = \frac{1}{2b \lambda_s} - \frac{2 \cos^2(\theta/2)}{bD} + \frac{k f \sqrt{\rho}}{b} - \frac{\gamma}{b^2 \rho}, \]

where \( \lambda_s \) can be calculated by the model original from\(^{28}\), \( k_f \) and \( \gamma \) are dimensionless constant and effective mutual annihilation distance, respectively.

For SAS dominated plasticity, the external loading forces the internal dislocation sources to generate sufficient plasticity such that the pillar exhibits a constant plastic flow. The stress level when internal SASs prevail is generally not high enough for the SN to become important. Corresponding to the typical dislocation density \( (10^{12} - 10^{15} \text{m}^{-2}) \) in pillars with diameter 800 nm, the number of SASs given by Eq. (6) is approximately 1 - 10. As shown in Fig. 3(a), the flow stress of pillars with diameter 800 nm predicted by Eq. (5) is presented as a function of the number of SASs and strain rates. Firstly, it can be seen with the decrease of the strain rate, for example when \( \dot{\varepsilon} = -1000 \text{ s}^{-1} \), the flow stress is insensitive to the number of SASs. This is because at a relatively low strain rate loading, the activation of a few dislocation sources is sufficient to maintain continuous plastic flow. While for high strain rate loading, see \( \dot{\varepsilon} = -10^6 \text{ s}^{-1} \) in Fig. 3(a), the flow stress becomes sensitive to the number of SASs, e.g., fewer SASs results in higher flow stress.

For a pillar with a given size, the minimum number of dislocation sources that are required to maintain the SAS dominated plasticity is determined as the following: first, the size dependent CRSS at a certain strain rate is calculated by Eq. (5) through initially setting the number of SAS to 1; then it is checked if the dislocation velocity \( v_d \) exceeds the shear wave velocity \( C_s \) in the material. If \( v_d > C_s \), then more SASs are required, since increasing the dislocation density (i.e., the number of SASs) in the Orowan equation \( \gamma = \rho b v_d \) can decrease the required dislocation velocity while maintaining a certain plastic deformation rate. More details can be found in Appendix A.

The used Python code for the continuum simulations is freely available as supplementary material. In Fig. 3(b), the analytical predictions by the SAS dominated model, by the SN model and the DDD simulation results under a certain strain rate (i.e., \( \dot{\varepsilon} = -10^6 \text{ s}^{-1} \)) are compared. The discreteness of the flow stress in DDD simulations is due to the difference in the number of stable SASs (dislocation densities). When the stable dislocation density is high, i.e., there are more stable SASs, the SAS model predicts a lower bound of the yield strength, for example the red curve for \( \rho_s = 10^{14} \text{ m}^{-2} \) in Fig. 3(b). When the dislocation density decreases to a limit which can only provide the minimum number of stable SASs that is required by the SAS mechanism, our SAS model predicts the so-called upper bound of the yield strength for the SAS mechanism. This is shown in Fig. 3(b) through the green line for
different pillar size $D$. The fluctuations there are caused by the fact that for the same number of the stable SAS's (compare, e.g., $n$ for $D = 400$ nm and 500 nm), the strain rate term (the last term in Eq. (5)) has a stronger influence on the yield strength for a large sample than for a small sample (note, that when computing the yield strength without considering the strain rate term, the yield strength as a function of the sample size $D$, based on dislocation densities that correspond to $n$, is smooth and shows the typical strengthening size effect). In Fig. 3(b), we also show the prediction of the flow stress by the SN mechanism (black line). It can be seen that for our DDD results of $D > 400$ nm, the yielding mechanism is SAS. For $D = 400$ nm and 200 nm, the yielding mechanism in some of the simulations (where the strength is between the two bounds) is governed by SASs while it is the SN mechanism for the rest (whose strength is close to the SN model prediction); for $D = 100$ nm, we also observe the SN mechanism for all DDD simulations since SN usually requires a higher activation stress but here it predicts a smaller yield strength than the SAS mechanism, therefore the SN mechanism is favored. The evaluation of the yielding mechanism based on the two analytical models here is also consistent with the evaluation made in Fig. 1(a) based on the observation of the dislocation microstructure.

Critical size for the transition of dislocation mechanism under quasi-static loading. What is the critical size when the transition between the two nucleation mechanisms takes place under quasi-static? We compare the flow stress calculated by the two analytical models at a quasi-static strain rate: the flow stress from the SN model is calculated at the strain rate of 0.001 s$^{-1}$ while the last term in Eq. (5) can be neglected in the SAS model. Initial dislocation density $\rho_0$ is set to an experimentally observed value $10^{14}$ m$^{-2}$ in the SAS model, and the dislocation density evolves according to Eq. (7). In Fig. 4, the flow stress calculated by the two models as well as experiment results from$^{11,34,38-40}$ are shown. The analytical predictions match the experimental results very well. Moreover, an intersection point between the SAS prediction and the SN prediction is observed. There, a critical sample size is seen to be $\sim 110$ nm, which indicates the transition between the two yielding mechanisms. For sample diameters below $\sim 110$ nm the flow stress evaluated by the SN model is less than that for the SAS model. Therefore, the activation of a SAS is more difficult than dislocation nucleation from a free surface such that SN is favored. By contrast, for samples larger than this critical size, plasticity tends to be generated by the operation of pre-existing dislocation sources, i.e., the SAS mechanism. Different mechanisms for plastic deformation and the formation of dislocation structures for various sample sizes have been observed in many experiments. Through transmission electron microscopy (TEM), Shan et al.$^{19}$ reported that for Ni pillar with diameter 160 nm, the pre-existing dislocations progressively left the pillar and then are accompanied by new dislocations (which corresponds to SN); while for pillars with diameter of 290 nm, there still exists dislocations (which can roughly be related to SASs) after a period of compression. The critical size in BCC single crystal Mo is $\sim 200$ nm$^{61}$. Thus, our predictions agree well with these experimental observations.

Strain rate effect on the transition of dislocation mechanism. In this section, the transition from SAS to SN triggered by the increasing strain rate is studied for two different sample sizes. The flow stress is predicted by the analytical models through the following steps: (1) for a certain initial dislocation density, the evolution of dislocation density is calculated by Eq. (7), and the number of SASs can be estimated by Eq. (6); (2) the minimum number of dislocation sources required to maintain SAS dominated plasticity can also be obtained by the same way as shown in Fig. 3(b); (3) the relevant yielding mechanism (nucleation by SAS or SN) can be determined by comparing the number of actual and required SASs, the flow stress is then evaluated by the corresponding analytical model. In the analytical model, the initial dislocation densities are set to $10^{13}$ m$^{-2}$ and $10^{14}$ m$^{-2}$ for the two sample sizes, which is consistent with the range of initial dislocation density ($10^{13}$–$10^{14}$ m$^{-2}$) in DDD simulations. Note that in DDD simulations, initial dislocation density stands for the density of the relaxed configuration, not the starting configuration of straight segments before the relaxation. Therefore, in the simulation it is difficult to precisely control the initial density and there is some scatter in the data. In Fig. 5(a) for the sample size of 400 nm, the flow stress predicted by the SN mechanism is also presented. Both samples exhibit a transition from SAS to SN triggered by the increasing strain rate as shown in Fig. 5(a,b), and the transition is...
delayed for higher dislocation density (from red to the blue curve). Despite the success in the consistent trend and good agreement between analytical predictions and DDD results, it is also noticed that the larger dispersion of flow stresses exists in the sample of smaller size, and some results from DDD simulations deviate from the analytical model. To interpret the discrepancy, the evolution of dislocation structures at two strain rates in a pillar of \( D = 400 \) nm is illustrated in Fig. 5(c), the number of dislocation sources is quite limited in this small-sized pillar, and some dislocations are pinned inside. More importantly, the SASs are activated intermittently, which deviates
from the assumption in the analytical model that SASs move continuously in the plastic flow stage. Therefore, under this circumstance, the analytical model prediction of SAS mechanism is the lower bound of the DDD simulation results. In contrast, for pillars of $D = 800 \text{ nm}$, as shown in Fig. 5(d), the activation of SASs exists and continues in each deformation stage, featuring a relatively more stable deformation in larger pillars. Furthermore, it is also observed that, for the dislocation densities considered here (which are also reasonable values observed in experiments), high strain rates of $\geq 10^8 \text{ s}^{-1}$ will always trigger the SN mechanism.

We further compare our analytical model predictions with the experimental data where the mixed effect of the sample size and the loading rate was tested. This is shown in Fig. 6, where the experimental data is taken from$^{34}$. By the evaluation of activation volume, Jennings et al.$^{34}$ concluded two distinct plasticity mechanisms, i.e., surface dislocation nucleation and collective dislocation dynamics via SASs. Considering that the dislocation density could only roughly be measured in the experiment as around $\sim 10^{14} \text{ m}^{-2}$, we have tested two different sets of dislocation densities (i.e. $5 \times 10^{13} \text{ m}^{-2}$ and $1 \times 10^{14} \text{ m}^{-2}$) in the analytical models.

The histogram shows the flow stresses for different strain rates which is one of the reasons for the scatter of the data. We observe, that the simulated flow stresses match the experimental ones for the smallest and largest pillars well. Our model underpredicts only flow stress of the two medium sized pillars. Furthermore, in the simulations the transition from the SAS regime to the SN regime can nicely be seen in the different distribution shapes for the smallest pillar as compared to the larger ones: the SAS have a very well defined stress level under which they operate – resulting in relatively sharp distributions for the pillars with diameter $\geq 125 \text{ nm}$. In the smallest pillar, yielding always happens through surface nucleation, which strongly depends on the external loading rate and the local microstructure near the surface and which therefore results in a much broader distribution. The experimental data is, in this respect, inconclusive which we mainly attribute to the limited data availability.

Concluding Remarks

In the present work, we started by performing DDD simulations to investigate the influence of sample size, strain rate and equilibrium dislocation density on the mechanisms responsible for the evolution of the dislocation microstructure in single crystalline sub-micrometer pillars. Based on this physical insight, two analytical models were established to quantitatively reveal the different effects of surface nucleation and of the nucleation by single-arm sources on the plastic deformation behavior. The analytical predictions match well with the DDD simulation results and highlight the effect of sample size, dislocation density (the number of stable SASs) and strain rate. Specifically, for quasi-static loading, the critical size predicted by our analytical models is consistent with the experimental results; finding this point would have required a large number of computationally expensive DDD simulations. Under various strain rates, our analytical model predictions also provide good agreement with DDD simulation results, and shows consistency with the experimental results.

While such a still relatively simple analytical model can clearly not predict spatial details of the dislocation microstructure, it draws on the fact that all terms are physically meaningful and almost all parameters are measurable. It is thus useful for both the experimental and the simulation community: For the DDD community the model clearly shows if in the regime surface nucleation happens, which then the respective code must be able to simulate. Alternatively, one could also use the model to design a simulation setting which a priori excludes the SN mechanism, e.g., in order to speed up DDD simulations or because the used code simply is not able to consider surface nucleation. For experimentalists, given material properties and loading conditions, one can get a quick estimate of the sample strength under investigation and perform a simple design-of-experiment study, rather than carrying out computationally expensive DDD simulations.

Data availability

The data and code of analytical models are available at: https://gitlab.com/computational-materials-science/public/publication-data-and-code/2019-SciRep__Hu-et-al__Predicting-the-flow-stress#.
Appendix A

Details of calculation procedure of analytical models

Under uniaxial loading, the stress in the sample elastically rises until either the SAS or SN gets activated. In the analytical model, based on the loading rate $\dot{\varepsilon}$, the sample size $D$ and equilibrium dislocation density $\rho$, a different mechanism is triggered. The activation of SN process is due to the lack of enough internal dislocation sources (e.g., SAS). Based on the two analytical models proposed in this work, i.e., the SN dominated model and the SAS dominated model, the flow stress can be predicted through the following calculation flow charts, as shown in Figure A1(a,b).

Correspondingly, the controlling parameters as well as material properties of copper as listed in Table A1, in which, the parameters associated with the SN analytical model can also be found in25. Through these parameters, the flow stress can be obtained when either SN or SAS are activated. The real flow stress/final prediction of the sample is the minimum between the predictions of the two models.

![Figure A1](https://www.nature.com/scientificreports/)

Figure A1. (a) Calculation flow chart of the SN dominated model. (b) Calculation flow chart of the minimum number of SASs and the corresponding flow stress.

| Material and parameters | Dimension | Value |
|-------------------------|-----------|-------|
| Shear modulus ($\mu$)  | GPa       | 48    |
| Poisson ratio ($\nu$)   |           | 0.34  |
| Burgers vector length ($b$) | nm     | 0.256 |
| Mass density ($\rho_m$) | kg/m$^3$ | $8.9 \times 10^3$ |
| Drag coefficient ($B$)  | Pa·s      | $2.0 \times 10^{-5}$ |
| Attempt frequency ($\nu_0$) | s$^{-1}$ | $1 \times 10^{13}$ |
| Surface disordering temperature ($T_m$) | K      | 700   |
| Modelling temperature ($T$) | K       | 300   |
| Athermal stress in SN model ($\sigma_{\text{athm}}$) | GPa | 5.2  |
| Proportionality constant for activation energy from $(A)$ | eV | 4.8  |
| Fitting exponent for activation energy from $(\sigma_{\text{athm}})$ | | 4.1  |
| Dimensionless constant ($k_b$) |         | 0.01  |
| Effective mutual annihilation distance ($y_c$) | nm | 0.7   |

Table A1. Material properties and parameters for copper.
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