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Abstract

Domain adaptation aims at generalizing a high performance learner to a target domain via utilizing the knowledge distilled from a source domain, which has a different but related data distribution. One type of domain adaptation solutions is to learn feature representations invariant to the change of domains but is discriminative for predicting the target. Recently, the generative adversarial nets (GANs) are widely studied to learn a generator to approximate the true data distribution by trying to fool the adversarial discriminator in a minimax game setting. Inspired by GANs, we propose a novel Adversarial Representation learning approach for Domain Adaptation (ARDA) to learn high-level feature representations that are both domain-invariant and target-discriminative to tackle the cross-domain classification problem. Specifically, this approach takes advantage of the differential property of Wasserstein distance to measure distribution divergence by incorporating Wasserstein GAN. Our architecture constitutes three parts: a feature generator to generate the desired features from inputs of two domains, a critic to evaluate the Wasserstein distance based on the generated features and an adaptive classifier to accomplish the final classification task. Empirical studies on 4 common domain adaptation datasets demonstrate that our proposed ARDA outperforms the state-of-the-art domain-invariant feature learning approaches.

1 Introduction

Domain adaptation deals with the machine learning problems where there is no labeled data for a target domain and one hopes to transfer the knowledge from a model trained on sufficient labeled data from a source domain with the same feature space but different marginal distribution [5, 30]. Domain adaptation becomes more and more important recently since the widely-used deep learning methods usually require large-scale labeled data to fit the deep neural networks [23] while some labeled training data are expensive or difficult to obtain in some real-world scenarios.

To effectively transfer a supervised classifier across different domains, different approaches have been proposed, including instance reweighting [27], subsampling [8] and feature representation learning [29], among which the feature-based methods have shown great power recently. The main goal of feature-based methods is to learn a feature mapping that projects the data from different domains to a common latent space where the feature representations are domain-invariant yet still discriminative for predicting the target. Recently, deep neural networks, as a great tool to automatically learn effective data representations, have been leveraged in learning knowledge-transferable latent representations for domain adaptation [15, 10, 35, 24, 14].

On the other hand, generative adversarial nets (GANs) [17] are widely studied during recent three years for generative models and unsupervised learning problems. The basic idea is to play a minimax game between two adversarial networks: the discriminator is trained to distinguish real data instances from fake ones generated by the generator, while the generator learns to generate high-quality data
instances to fool the discriminator. It has been proved that there exists an equilibrium in GAN minimax game where the distribution of generated data equals to that of real data, which inspires us to employ this minimax game for domain adaptation since GAN naturally provides a framework to make the source and target data indistinguishable. We note that domain adversarial neural network (DANN) [14] is a related method for domain adaptation where the first several layers of the networks learn the domain shared features to confuse a domain classifier in an adversarial fashion. However, when the learned features are poor to mix the distributions of source and target domain data, it is very easy for the domain classifier network to perfectly distinguish them. In such a case, there will be a gradient vanishing problem for the domain classifier with traditional probability-based loss, such as cross entropy or Jensen-Shannon divergence [3]. A more reasonable solution would be to replace the domain classifier with an estimator of Wasserstein distance [31], which is shown to have more stable gradient even if two distributions are distant.

In this paper, we propose a domain adaptation approach, named as Adversarial Representation learning for Domain Adaptation (ARDA), to learn the transferable representations and adaptive classifiers by incorporating the recently proposed Wasserstein GAN framework [3]. ARDA consists of three parts: a feature generator to generate the domain-invariant yet target-discriminative feature representations from inputs of the domains, a critic to evaluate the Wasserstein distance which is an effective and differential divergence metric of representation distributions from two domains, and an adaptive classifier to accomplish the classification task. By jointly learning the domain adaptation system using data from both domains, the feature generator and classifier can finally be effectively adapted to the target domain. Empirical results on 4 common domain adaptation datasets demonstrate that ARDA outperforms the state-of-the-art feature learning approaches for domain adaptation. Furthermore, the visualization of the two domain representations clearly shows that ARDA successfully unifies two domain distributions, as well as maintains obvious label discrimination.

2 Related Work

Domain adaptation is a popular subject in transfer learning [30]. It concerns covariate shift in two data distributions, usually labeled source data and unlabeled target data. Solutions to domain adaptation problems can be mainly categorized into two types. One is instance-based method, which reweights/subsamples the source samples to match the distribution of the target domain, thus training on the reweighted source samples guarantees classifiers with transferability [20, 9, 11]. The other popular and effective solution is feature based, which maps different domains to a common latent space where the feature distributions are close. Among feature based methods, minimizing the maximum mean discrepancy (MMD) [18] is effective to minimize the divergence of two distributions. MMD is a nonparametric metric that measures the distribution discrepancy between the kernel mean embeddings of two distributions in reproducing kernel Hilbert space (RKHS). The MMD metric is widely adopted in learning feature representations, and helps learn the features invariant to the domain shift in recent works [32, 24, 26, 29].

Recently, deep learning has been regarded as a powerful method in learning feature representations for domain adaptation. [15] proposed stacked denoising autoencoder (SDA) to learn robust feature representations, and applied it on cross domain sentiment analysis. [10] extended the work of SDA and proposed the marginalized SDA (mSDA) where the random corruptions were marginalized out and it had a closed form solution. While a very recent study [34] revealed that hidden layer outputs as feature representations vary from general to specific along the network, resulting in significant drops in feature transferability in deeper layers with increasing domain discrepancy. Inspired by this finding, [24] proposed deep adaptation network (DAN) that enhanced the feature transferability in the task-specific layers by minimizing multi-kernel MMD to reduce the domain discrepancy.

Motivated by theory on domain adaptation [5, 4] that suggests that a good representation for cross-domain transfer contains no discriminative information about the origin (i.e. domain) of the input, domain adversarial neural network (DANN) [2, 14] was proposed to learn domain-invariant features by adding a domain classifier. We should note that although DANN seems close to ARDA, there are distinct differences. In order to back-propagate the gradient computed from the domain classifier, DANN employs a gradient reverse layer (GRL). However, DANN could fail to provide the desired gradient when the domain classifier is poor and thus degrades the transferability of learned representations. While ARDA plays the minimax objective more reasonably by training the critic to optimality which guarantees the transferability of learned feature representations. Besides, due to the
outstanding differential property of Wasserstein distance on measuring the distribution divergence over Jensen-Shannon divergence, ARDA minimizes the distribution divergence between the source and target data more effectively and thus achieves better performance.

Besides learning shared representations between the two domains, [7] proposed domain separation network (DSN) to explicitly separate representations private to each domain and shared between source and target domains. The private representations were learned by defining a difference loss via a soft orthogonality constraint between the shared and private representations while the shared representations were learned by DAN or MMD mentioned above. With the help of reconstruction through private and shared representations together, the classifier trained on the shared representations can generalize across domains better. Since our work focuses on learning the shared representations, it can also be integrated in the DSN easily.

3 Model

3.1 Notations

In unsupervised domain adaptation, we have a labeled source dataset $X^s = \{(x^s_i, y^s_i)\}_{i=1}^n$ of $n^s$ samples from the source domain $D_s$ which is assumed to be sufficient to train an accurate classifier and an unlabeled target dataset $X^t = \{(x^t_j)\}_{j=1}^n$ of $n^t$ samples from the target domain $D_t$. It is assumed that two domains share the same feature space but follow different marginal data distributions, $P_{x^s}$ and $P_{x^t}$ respectively. The goal is to learn a transferable classifier $\eta(x)$ to minimize target risk $\epsilon_t = \Pr_{(x,y)\sim D_t}[\eta(x) \neq y]$ using all the given data.

3.2 Wasserstein Metric

The Wasserstein metric is a distance measure between probability distributions on a given metric space $(M, \rho)$, where $\rho(x, y)$ is a distance function for two instances $x$ and $y$ in the set $M$. The $p$-th Wasserstein distance between two Borel probability measures $P$ and $Q$ is defined as

$$W_p(P, Q) = \left( \inf_{\mu \in \Gamma(P, Q)} \int \rho(x, y)^p d\mu(x, y) \right)^{1/p}$$

(1)

where $P, Q \in \{P : \int \rho(x, y)^p dP(x) < \infty, \forall y \in M\}$ are two probability measures on $M$ with finite $p$-th moment and $\Gamma(P, Q)$ is the set of all measures on $M \times M$ with marginals $P$ and $Q$. The Kantorovich-Rubinstein theorem shows that when $M$ is separable, the dual representation of the first Wasserstein distance (Earth-Mover distance) can be written as a form of integral probability metric

$$W_1(P, Q) = \sup_{\|f\|_L \leq 1} \mathbb{E}_{x \sim P}[f(x)] - \mathbb{E}_{x \sim Q}[f(x)]$$

(2)

where the Lipschitz semi-norm $\|f\|_L = \sup_{\|f\|_L \leq 1} |f(x) - f(y)|/\rho(x, y)$. In this paper, for simplicity, Wasserstein distance represents the first Wasserstein distance.

As is presented in [9], Wasserstein distance induces a weaker topology which means it is easier for the distributions to converge and thus easier to define a continuous mapping. Besides, Wasserstein distance on distributions over a low dimensional manifold is continuous everywhere and differentiable almost everywhere under mild assumption. Due to the outstanding properties, it is promising to adopt the Wasserstein distance to measure the divergence between the data distributions of source and target domains.

In domain adaptation, to tackle the difference between the data distributions $P_{x^s}$ and $P_{x^t}$, the feature based methods learn a transformation function to map the data from the original space to a latent space where the distribution divergence could be reduced with a distance measure. There are two situations after the mapping: i). There is a probability that the two mapped feature distributions have supports that lie on low dimensional manifolds in the latent space. In such a situation, there will be a gradient vanishing problem if adopting the non-continuous distance measures while Wasserstein distance could provide reliable gradient. ii). It is also possible that the features fill in the whole space since the feature mapping usually reduces dimensionality. However, if a data point lies in the regions where the probability of one distribution could be ignored compared with the other distribution, it makes no contributions to the gradient with traditional cross-entropy loss (see supplementary material). However if we adopt Wasserstein distance as the distance measure, stable
gradient could be provided. Our proposed ARDA approach directly draws support from the power of Wasserstein distance and the training strategy of Wasserstein GAN [3].

3.3 Adversarial Representation Learning

The challenge of unsupervised domain adaptation mainly lies in the fact that two domains have different distributions. To solve this problem, we propose a new approach to learn feature representations invariant to the change of domains by minimizing Wasserstein distance between the source and target distribution.

In our adversarial representation learning approach there is a feature generator which is supposed to learn the domain-invariant feature representations from inputs across domains. Given an instance \( x \in \mathbb{R}^m \) from either domain, the feature generator implemented by neural network learns a function \( f_g : \mathbb{R}^m \rightarrow \mathbb{R}^d \) that maps the instance to a \( d \)-dimensional representation with parameter \( \theta_g \). In order to minimize the distance of two domain distributions we introduce a critic of which the goal is to estimate the Wasserstein distance between the source and target representation distributions. Given a feature representation \( h = f_g(x) \), the critic learns a function \( f_w : \mathbb{R}^d \rightarrow \mathbb{R} \) that maps the feature representation to a real number with parameter \( \theta_w \). Then the Wasserstein distance between two representation distributions \( \mathbb{P}_{h^s} \) and \( \mathbb{P}_{h^t} \), where \( h^s = f_g(x^s) \) and \( h^t = f_g(x^t) \), can be computed according to Eq. (2).

\[
W(\mathbb{P}_{h^s}, \mathbb{P}_{h^t}) = \operatorname{sup}_{\|f_w\|_L \leq 1} \mathbb{E}_{h \sim \mathbb{P}_{h^s}} [f_w(h)] - \mathbb{E}_{h \sim \mathbb{P}_{h^t}} [f_w(h)]
= \operatorname{sup}_{\|f_w\|_L \leq 1} \mathbb{E}_{x^s \sim \mathbb{P}_{x^s}} [f_w(f_g(x^s))] - \mathbb{E}_{x^t \sim \mathbb{P}_{x^t}} [f_w(f_g(x^t))]
\]

(3)

If the parameterized family of functions \( \{f_w\} \) are all 1-Lipschitz, then we can approximate the Wasserstein distance by solving the problem

\[
\max_{\theta_w} \mathbb{E}_{x^s \sim \mathbb{P}_{x^s}} [f_w(f_g(x^s))] - \mathbb{E}_{x^t \sim \mathbb{P}_{x^t}} [f_w(f_g(x^t))].
\]

(4)

Here comes the question of enforcing the Lipschitz constraint. [3] proposed to clip the weights of critic within a compact space \([-c, c]\) while [19] pointed out that weight clipping will cause capacity underuse and gradient vanishing or exploding problems. As suggested in [19], a more reasonable way is to add gradient penalty \( \mathbb{E}_{h \sim \mathbb{P}_h} [(\|\nabla_h f_w(h)\|_2 - 1)^2] \) in the critic loss function where the features \( h \) at which to penalize the gradient are defined not only the source and target features but also at the random points along the straight line between source and target feature pairs. Since the Wasserstein distance is continuous and differentiable almost everywhere we can first train the critic till optimality. Then by minimizing the estimator of Wasserstein distance while fixing the optimal parameter of the critic the feature generator can learn domain-invariant feature representations. Up to now the goal of learning the domain-invariant representations is achieved by solving the minimax problem

\[
\min_{\theta_g} \max_{\theta_w} \mathbb{E}_{x^s \sim \mathbb{P}_{x^s}} [f_w(f_g(x^s))] - \mathbb{E}_{x^t \sim \mathbb{P}_{x^t}} [f_w(f_g(x^t))].
\]

(5)

However, the learning process is in an unsupervised setting which may result in that the learned domain-invariant representations are not discriminative enough to accomplish the final classification task. Hence it is necessary to incorporate the supervision signals of source domain data into the representation learning process. We introduce a classifier \( f_c : \mathbb{R}^d \rightarrow \mathbb{R}^l \) to compute the softmax prediction with parameter \( \theta_c \) where \( l \) is the number of classes. The classifier loss function can be defined as the cross entropy between the prediction probabilistic distribution and the one-hot encoding of the class label given the labeled source data:

\[
\mathcal{L}_c(x^s, y^s) = -\frac{1}{n^s} \sum_{i=1}^{n^s} \sum_{k=1}^{l} 1(y^s_i = k) \cdot \log f_c(f_g(x^s))_k,
\]

(6)

where \( 1(y^s_i = k) \) is the indicator function and \( f_c(f_g(x^s))_k \) corresponds to the \( k \)-th dimension value of the distribution \( f_c(f_g(x^s)) \). By combining the classifier loss, we get our final objective function

\[
\min_{\theta_g, \theta_c} \left\{ \mathcal{L}_c(x^s, y^s) + \lambda \max_{\theta_w} \left[ \frac{1}{n^s} \sum_{x^s \in X^s} f_w(f_g(x^s)) - \frac{1}{n^t} \sum_{x^t \in X^t} f_w(f_g(x^t)) \right] \right\},
\]

(7)
where $\lambda$ is the coefficient that controls the interaction of discriminative and transferable feature learning. Note that ARDA can be trained by the standard back-propagation in two alternative steps. As suggested previously, we first train the critic network till optimality by optimizing the max operator by gradient ascent. After that, the representation can be learned to be domain-invariant and target-discriminative since the parameter $\theta_g$ receives the gradient from both the critic and classifier loss.

4 Experiments

4.1 Datasets

Amazon review benchmark dataset. The amazon review dataset\(^1\) has been one of the most widely used benchmark datasets for domain adaptation and sentiment analysis. It contains product reviews taken from Amazon.com of four types (domains), namely books (B), DVDs (D), electronics (E) and kitchen appliances (K). For each domain, there are 2,000 labeled reviews and approximately 4,000 unlabeled reviews (varying slightly across domains) and the classes are balanced. In our experiments, for easy computation, we follow \(^{10, 21}\) to use the 5,000 most frequent terms of unigrams and bigrams as features and totally $A^2_4 = 12$ adaptation tasks are constructed.

Email spam filtering dataset. The email spam filtering dataset\(^2\) released by ECML/PKDD 2006 discovery challenge contains 4 separate user inboxes. From public inbox (source domain) 4,000 labeled training samples were collected, among which half samples are spam emails and the other half non-spam ones. The test samples were collected from 3 private inboxes (target domains), each of which consists of 2,500 samples. In our experiments, 3 cross-domain tasks are constructed from the public inbox to the private inboxes. We choose the 5,067 most frequent terms as features and 4 test samples were deleted as a result of not containing any of these terms.

Newsgroup classification dataset. The 20 newsgroups dataset\(^3\) is a collection of 18,774 newsgroup documents across 6 top categories and 20 subcategories in a hierarchical structure. In our experiments, we adopt a similar setting as \(^{13}\). The task is to classify top categories and the four largest top categories (comp, rec, sci, talk) are chosen for evaluation. Specifically, for each top category, the largest subcategory is selected as the source domain while the second largest subcategory is chosen as the target domain. Moreover, the largest category comp is considered as the positive class and one of the three other categories as the negative class. Table 1 provides the details of all the settings.

| Setting       | Source Domain                        | Target Domain                                         |
|---------------|--------------------------------------|-------------------------------------------------------|
| Comp vs. Rec  | comp.windows.x & rec.sport.hockey     | comp.sys.ibm.pc.hardware & rec.motorcycles            |
| Comp vs. Sci  | comp.windows.x & sci.crypt           | comp.sys.ibm.pc.hardware & sci.med                    |
| Comp vs. Talk | comp.windows.x & talk.politics.mideast| comp.sys.ibm.pc.hardware & talk.politics.guns         |

Office-Caltech object recognition dataset. The Office-Caltech dataset\(^4\) released by \(^{16}\) is comprised of 10 common categories shared by the Office-31 and Caltech-256 datasets. In our experiments, we construct 12 tasks across 4 domains: Amazon (A), Webcam (W), DSLR (D) and Caltech (C), with 958, 295, 157 and 1,123 image samples respectively. For all images, SURF features are extracted and quantized into a 800-bin histogram with codebooks trained from a subset of Amazon images.

4.2 Implementation Details

We implement all our experiments using TensorFlow\(^5\). As a baseline, we train a standard multilayer perceptron (MLP) using the labeled source data and test it on the target test data directly (“source only”) as an empirical lower bound. The depth of the baseline network depends on the specific task while in our experiments the network architectures are sufficient to handle all the problems.

---

1. https://www.cs.jhu.edu/~mdredze/datasets/sentiment/
2. http://www.ecmlpkdd2006.org/challenge.html
3. http://qwone.com/~jason/20Newsgroups/
4. https://cs.stanford.edu/~jhoffman/domainadapt/
Table 2: Performance (accuracy %) on Amazon review dataset

| Source only | MMD | DANN | ARDA- | ARDA | mSDA | 12,1-SRA | ARDA m+ |
|-------------|-----|------|-------|------|------|----------|---------|
| B → D       | 81.09 | 82.57 | 82.07 | 82.18 | 83.05 | 83.57    | 84.09   | 84.97  |
| B → E       | 75.23 | 80.95 | 78.98 | 79.14 | 83.28 | 77.09    | 76.79   | 85.12  |
| B → K       | 77.78 | 83.55 | 82.76 | 83.25 | 85.45 | 84.92    | 85.27   | 87.92  |
| D → B       | 76.46 | 79.93 | 79.35 | 79.84 | 80.72 | 83.76    | 83.88   | 84.92  |
| D → E       | 76.24 | 82.59 | 81.64 | 81.15 | 83.58 | 85.06    | 83.59   | 85.72  |
| D → K       | 79.68 | 84.15 | 83.41 | 84.54 | 86.24 | 87.49    | 87.68   | 88.60  |
| E → B       | 73.37 | 75.72 | 75.95 | 77.04 | 77.22 | 80.10    | 80.35   | 82.02  |
| E → D       | 73.79 | 77.69 | 77.58 | 78.42 | 78.28 | 78.81    | 80.36   | 82.71  |
| E → K       | 86.64 | 87.37 | 86.63 | 86.83 | 88.16 | 88.19    | 88.85   | 89.72  |
| K → B       | 72.12 | 75.83 | 75.81 | 76.82 | 77.16 | 79.14    | 79.02   | 79.84  |
| K → D       | 75.79 | 78.05 | 78.53 | 79.98 | 79.89 | 78.52    | 78.88   | 83.77  |
| K → E       | 85.92 | 86.27 | 86.11 | 86.23 | 86.29 | 87.45    | 87.31   | 88.22  |
| AVG         | 77.84 | 81.22 | 80.74 | 81.28 | 82.43 | 82.84    | 83.11   | 85.34  |

We mainly compare our proposed approach with domain adversarial neural network (DANN) [2, 14] and the maximum mean discrepancy metric (MMD) [18] since these techniques and our proposed ARDA all aim to learn the domain-invariant feature representations which is crucial to the feature-based domain adaptation methods. Without loss of generality, to our knowledge, recent feature-based methods [7, 32, 24, 25] more or less adopt this kind of techniques as a component to minimize the distribution divergence. And thus there is no need to compare with these methods such as deep adaptation network (DAN) [24] and domain separation network (DSN) [7] since they focus on effective domain adaptation architectures while our ARDA aims to learn transferable features. ARDA can be incorporated in these architectures to replace the MMD or DANN to probably achieve better performance if its priority could be shown.

The MMD metric is a measurement of the difference between two probability distributions from their samples by computing the distance of mean embeddings after mapping distributions into RKHS. Therefore, the kernel function used in MMD is crucial to the final performance. To maximize the effectiveness of MMD we use a combination of approximately 19 RBF kernels with the standard deviation parameters ranging from $10^{-6}$ to $10^6$. As for DANN implementation, we add a gradient reverse layer (GRL) and then a domain classifier as described in [14]. For both approaches, the corresponding loss is added to the main classifier loss with a coefficient for the two-loss tradeoff.

Before introducing our ARDA implementation, we first add a comparison denoted as ARDA- which optimizes the same objective as DANN but a different training strategy is adopted where the GRL is not included. ARDA- can be viewed as incorporating the standard GAN in ARDA rather than Wasserstein GAN. For every mini-batch containing source labeled data and target unlabeled data, ARDA- first trains the domain classifier for some rounds (typically 2 rounds) and then the feature generator is trained with the gradient from the domain classifier and the label predictor. By separating the training of domain classifier, it might be easier to find an appropriate domain classifier through flexible hyper-parameter tuning.

Our approach is easy to implement by adding a critic which is also a standard MLP to the baseline network. For every mini-batch, we first train the critic around 5 rounds, which is chosen for the low time consumption and also the ability to train the critic to optimality. After the training of the critic every round, we clip the weight in critic or add a gradient penalty [19] to satisfy the Lipschitz constraint. Both approaches are tested and we find that the latter achieves better performance in most tasks. Therefore for brevity, we omit the result of weight clipping approach in the following comparisons. Specifically, we penalize the gradient not only at source and target points but also at the random points along the straight line between source and target pairs and the coefficient which controls the trade-off between optimizing the penalty term and the critic loss is set 10. As to the hyperparameter $\lambda$ in Eq. (7), it should be tuned to optimal values according to different datasets and tasks. Besides, we use Adam optimizer in almost all our experiments.

4.3 Results and Discussion

Amazon review benchmark dataset. The challenge of cross domain sentiment analysis lies in the distribution shift as different words are used in different domains. The left part of Table 2 shows the detailed comparison results of basic methods in 12 transfer tasks. As we can see, our proposed
Table 3: Performance (Accuracy %) on email spam dataset

| Source only MMD DANN ARDA- ARDA |
|----------------|----------------|----------------|----------------|----------------|
| Public → u1   | 69.63          | 80.95          | 83.27          | 84.55          | **85.67**     |
| Public → u2   | 76.01          | 85.98          | 85.74          | **88.75**      | 88.26         |
| Public → u3   | 81.24          | 94.08          | 91.92          | 93.20          | **95.76**     |
| **AVG**       | 75.63          | 87.00          | 86.98          | 88.83          | **89.90**     |

Table 4: Performance (Accuracy %) on 20 newsgroup dataset

| Source only MMD DANN ARDA- ARDA |
|----------------|----------------|----------------|----------------|----------------|
| Comp vs. Rec   | 81.62          | 97.85          | 98.10          | 98.22          | **98.35**     |
| Comp vs. Sci   | 74.01          | 87.52          | 90.57          | 90.75          | **91.33**     |
| Comp vs. Talk  | 94.44          | 96.96          | **97.75**      | 97.22          | 97.62         |
| **AVG**        | 83.36          | 94.11          | 95.47          | 95.34          | **95.77**     |

ARDA(-) approaches outperforms all other compared approaches in most domain adaptation tasks. This verifies that ARDA can learn high-quality domain-invariant representations to enable domain adaptation. ARDA further outperforms ARDA- in 10 out of 12 tasks, indicating the superiority of Wasserstein distance over traditional log-loss as the training objective. To show that ARDA can work with other domain adaption algorithm, we further apply our ARDA on the representations generated by marginalized stacked denoising autoencoders (mSDA) [10]. The result of combination (denoted by ARDAm+) of mSDA and ARDA is shown in the right part of Table 2. $\ell_{2,1}$-SRA [21] is the state-of-the-art model on amazon review dataset in the same setting. Obviously ARDA shows its effectiveness combined with mSDA and outperforms $\ell_{2,1}$-SRA on all tasks.

**Email spam filtering dataset.** Experimenting on the 3 tasks by transferring from public to private groups of private inboxes $u1 \sim u3$, we found our method does achieve better performance than MMD and DANN, which is demonstrated in Table 3. We can see from this result that all the three methods can reach the goal of learning the transferable features for they all outperform the source only baseline at least 11%. Among them, MMD and DANN achieve almost the same performance while ARDA further boosts the performance by a rate of 2.90%. The superiority of our method is shown in this experiment.

**Newsgroup classification dataset.** The distribution shift across newsgroups is caused by category specific words. Notice the construction of our domain adaptation tasks which aim to classify the top categories while the adaptation exists between the subcategories. It makes sense that there exist more differences among top categories than those among subcategories which implies that classification is not that sensitive to the subcategories and thus enables the ease of domain adaptation. Table 4 gives the information of performance on the 20newsgroup dataset from which we can find that the comparison methods are almost neck and neck, which is consistent with our previous observation. To our surprise, ARDA can still have slightly better performance in this situation.

**Office-Caltech object recognition dataset.** Table 5 shows the result of our experiments on Office-Caltech dataset. We observe that our approach achieves better performance than other compared approaches on most tasks. Office-Caltech dataset is small since there are only hundreds of images in one domain and it is a 10-class classification problem. Thus we could draw a conclusion that our ARDA approach can also deal with small-scale datasets effectively.

### 4.4 Empirical Analysis

**Proxy A-distance (PAD).** A-distance [22] is a measure of divergence between two probability distributions which can be viewed as a relaxation of the total variation distance. [5] showed that A-distance between the source and target distributions is a crucial part of an upper generalization bound for domain adaptation. In practice, computing the exact A-distance is impossible and one has to compute a proxy. The proxy is defined as $d_A = 2(1 - 2\epsilon)$, where $\epsilon$ is the generalization error of a linear SVM classifier trained to discriminate between two domains. Figure 1 shows the PAD computed by ARDA representations on two benchmark datasets from which we can see that ARDA representations have a lower PAD than raw data. So according to the theory of [5], ARDA is guaranteed lower generation bound for domain adaptation.
Table 5: Performance (Accuracy %) on Office-Caltech dataset

| Source Only | A→C | A→D | A→W | W→A | W→D | D→W | D→A | D→C | C→W | C→A | C→D | AVG  |
|-------------|-----|-----|-----|------|------|------|------|------|------|------|------|------|
| MMD        | 44.08 | 41.40 | 37.29 | 34.13 | 84.71 | 30.72 | 73.56 | 32.46 | 30.72 | 40.34 | 54.80 | 45.95 |
| DANN       | 44.97 | 41.40 | 38.64 | 34.13 | 82.80 | 32.68 | 74.24 | 31.63 | 32.24 | 43.39 | 54.91 | 47.77 |
| ARDA       | 45.33 | 41.40 | 39.32 | 34.66 | 84.08 | 32.68 | 75.59 | 32.05 | 32.06 | 42.37 | 55.22 | 48.41 |
| ARDA       | 45.86 | 44.59 | 40.68 | 32.15 | 81.53 | 31.08 | 76.95 | 35.60 | 32.59 | 41.69 | 53.97 | 47.25 |

Figure 1: Proxy A-distance of ARDA representations.

Feature visualization To demonstrate the transferability of the ARDA learned features, we follow [12, 25] and plot in Figure 2 the t-SNE embeddings on D→E domain adaptation task of Amazon review dataset to visualize feature distributions. We can see from the comparison that our ARDA learned features are more discriminative and transferable since the classes between source and target domains are aligned much better.

Figure 2: Feature visualization of D→E task. Red and blue points correspond to positive and negative samples respectively in source domain while purple and green points correspond to positive and negative samples respectively in target domain.

5 Conclusion

This paper presents a novel approach to learn domain-invariant features. The approach is motivated by the generative adversarial nets (GANs) to match the generated and real distributions via adversarial learning. By incorporating Wasserstein GAN we can reduce the distance between source and target distributions efficiently and thus the high-quality transferable features can be learned. Our proposed approach could be further combined with existing domain adaptation algorithms [7, 32, 24, 25, 35] to attain better transferability. Empirical results on 4 common domain adaptation datasets demonstrate that ARDA outperforms the state-of-the-art domain-invariant feature learning approaches. From feature visualization, one can easily observe that ARDA yields domain-invariant yet target-discriminative feature representations. For future work, we will delve deeper into the ARDA architecture design for better representation learning. We also plan to investigate semi-supervised domain adaption problems.
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Here we would like to prove the priority of Wasserstein distance as a loss function over cross-entropy in the situation where the mapped feature distributions fill in the whole latent feature space. For simplicity, we take two normal distributions as example and the conclusion still holds in the high-dimensional space. Fig 3 shows the two normal distributions and the space is divided into 3 regions where the probability of source data lying in region A is high while that of target data is extremely low. The situation is just opposite in region C and in region B two distributions differ a little.

We use the same notation as Section 3.3 here. If source data are labeled 1 while target data are labeled 0 and a domain classifier is used to help learn the features, the feature generator minimizes the following objective which could be viewed as the negative of cross-entropy between the domain label $y$ and prediction

$$L_D(x, y) = y \log \sigma(f_g(x)) + (1 - y) \log(1 - \sigma(f_g(x)))$$

where $\sigma$ is the sigmoid function. Then we want to compute the gradient of $L_D$ corresponding to $\theta_g$, according to the chain rule, we have $\frac{\partial L_D}{\partial \theta_g} = \frac{\partial L_D}{\partial f_g} \frac{\partial f_g}{\partial \theta_g}$. Then the first term can be directly computed

$$\frac{\partial L_D}{\partial f_g} = y - \sigma(f_g)$$

As we know, the optimal domain classifier is $\sigma^*(h) = \frac{p(h)}{p(h) + q(h)}$ where $h = f_g(x)$ and $p(h)$ represents the source feature distribution and $q(h)$ represents the target feature distribution. So if one source sample lies in region A, it provides gradient of almost 0. The same result holds for target samples lying in region C. So these points make no contribution to the gradient and thus the divergence between feature distributions couldn’t be reduced effectively.

Now we consider Wasserstein distance as the loss function.

$$L_W = \mathbb{E}_{x \sim P_s}[f_w(f_g(x))] - \mathbb{E}_{x \sim P_t}[f_w(f_g(x))]$$

So for data from source domain $\frac{\partial L_W}{\partial f_g} = 1$, while for data from target domain $\frac{\partial L_W}{\partial f_g} = -1$. Therefore Wasserstein distance can always provide stable gradient.