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Abstract. In recent years, a series of serious attacks against industrial control system (ICS), such as Stuxnet, Duqu, Flame and Havex, have sounded the alarm for industrial enterprises. For many industrial enterprises, it is a very important part of enterprise management decisions to evaluate ICS security suppliers and choose the appropriate one as a partner. The purpose of this paper is to build the TODIM method based on cumulative prospect theory (CPT-TODIM) to solve multi-attribute group decision making problem under interval-valued bipolar fuzzy environment. This extraordinary model not only uses CPT to supplement the traditional TODIM method, but also introduces the entropy weight method to determine the attribute weight so as to avoid the negative influence of subjective weight on the decision result. In addition, in this model, all attribute evaluation information will be interval-valued bipolar fuzzy number (IVBFN) to cope with complex and fuzzy decision environment. Then, the most important part of this paper, we elaborate on the logical structure of the model. What's more, in the last two sections, we apply this newly constructed model to the selection of ICS security suppliers, and verify the acceptability of this method by sensitivity analysis and comparing with IVBFWA and IVBFWG operator.
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Introduction

With the development of next-generation information technologies, many countries have proposed strategies to accelerate the integration of information technology and manufacturing technologies, such as Germany’s industry 4.0 strategy, the reindustrialization in the United States, and the “Made in China 2025” plan. All of these have prompted the further
development of industrial control system (ICS). While infusing new development vigor into
ICS, information technology also brings new security hidden danger. Industrial control sys-
tem, as the brain and central nerve of important national infrastructure, is concerned with
national economy and people's livelihood. In addition, in recent years, a series of serious
attacks against ICS, such as Stuxnet, Duqu, Flame and Havex, have sounded the alarm for
the authority and industrial enterprises. Hence, how to ensure the security of an increasingly
open ICS is a grim problem facing by many industrial enterprises. And it is a very important
part of management decisions to evaluate ICS security suppliers and choose the appropriate
one. The choice of ICS security supplier is a typical multi-attribute decision making (MADM)
problem (Wang et al., 2021).

At present, scientists have created a lot of methods to solve the problem of MADM, such as
the TODIM method (Gomes & Rangel, 2009), MABAC method (Pamucar & Cirovic, 2015),
EDAS method (Keshavarz Ghorabaee et al., 2015), VIKOR method (Opricovic & Tzeng,
2004), GRA method (Wei et al., 2020), CODAS method (Keshavarz Ghorabaee et al., 2016),
GLDS method (Wu & Liao, 2019), CoCoSo method (Yazdani et al., 2018), QUALIFLEX
method (Paelinck, 1978), etc. However, with the continuous improvement of technology, re-
searchers have found that the decision-making environment is more complex, and ambiguity
and uncertainty is higher as well. Only using traditional methods to solve MADM problems
can't meet the practical requirements (He et al., 2020a). Therefore, many scholars begin to
deal with MADM issues by combining fuzzy numbers with traditional MADM methods (He
et al., 2020b). The concept of fuzzy set was first proposed by Zadeh (1965). Its characteristic
is to describe the thing between “absolutely yes” and “absolutely not” with the membership
degree. Since then, the notion of fuzzy set (FS) has been constantly developed and expanded.
Atanassov (1986) proposes intuitionistic fuzzy set (IFS) and further proposes interval-valued
intuitionistic fuzzy set (IVIFS). Xiao et al. (2020) defined the intuitionistic fuzzy Taxonomy
method. Both IFS and IVIFS use membership degree, non-membership degree and hesitancy
degree to describe the recognition degree of an object to a certain property. However bipolar
fuzzy set (BFS) proposed by Zhang (1996) in 1994 broke this above phenomenon. BFS makes
use of positive and negative membership degrees to describe the recognition degree of an
object to a certain property and the recognition degree of this object to opposite property
respectively. Different from other fuzzy sets, BFS has attracted the attention of many scholars
and has important applications in many fields. Jana et al. (2020) investigated Dombi and
sought for a better combination of Dombi and BFN. Eventually, they determined adding
prioritized aggregation operators to the old ones. Akram et al. (2020) considered a combina-
tion of TOPSIS and ELECTRE-I in the BF environment. In view of the fact that individual
values still disturb decision makers when they express their views, interval numbers are
more helpful for decision makers. Therefore, just as other fuzzy sets extend to interval fuzzy
sets, BFS is also extended to the domain of interval numbers. Wei et al. (2018) put forward
the concept of interval-valued bipolar fuzzy set (IVBFS), and put forward a lot of opera-
tors for interval-valued bipolar fuzzy number (IVBFN), such as: the internal-valued bipolar
fuzzy weighted averaging (IVBFWA) operator, the internal-valued bipolar fuzzy weight-
ed geometric (IVBFWG) operator. Tehrim and Riaz (2020) put forward a novel VIKOR
method based on IVBFN and the set pair analysis (SPA) theory. However, there are few
researches on IVBFS for MADM. Therefore, the MADM under IVBF is worthy of attention.
TODIM method has advantages in depicting decision-maker’s psychological state. There have been many researches on the MADM in fuzzy environment. In order to solve the evaluation of service quality, Mishra et al. (2020) advanced IVIF-TODIM method in accordance with entropy and divergence measures. The shadowed set which was utilized by He et al. (2021) for building up the traditional TODIM method is a new assessment tool for fuzzy information. Ashofteh et al. (2020) realized a good application of TODIM method in water resources. Guo et al. (2020) found out mixed TODIM method which is capable of settling the site choice of Carbon storage. According to the characteristics of TODIM method and PROMETHEE method, Xu et al. (2020) combined them skillfully and successfully applied them to the single-valued neutrosophic environment. This pattern of combining the TODIM method with another approach seems to have been a recent trend among researchers. Arya and Kumar (2020a) implemented the combination of VIKOR and TODIM method under picture fuzzy set, and introduced Shannon entropy. Moreover, Arya and Kumar (2020b) also took advantage of divergence measures to enrich this combination.

Tian et al. (2019) introduced cumulative prospect theory (CPT) into TODIM method for the first time, which made TODIM method more complete in expressing the influence of decision-maker’s psychological state on decision making. Zhao et al. (2021a) defined the CPT-TODIM method for intuitionistic fuzzy MAGDM. Zhao et al. (2021b) proposed the CPT-TODIM method for interval-valued intuitionistic fuzzy MAGDM. Tian et al. (2020) believed that TODIM method failed to form a high degree of consistency with prospect theory (PT), and advocated to use probabilistic hesitation fuzzy information to build a more complete TODIM method. Tian et al. (2021) imparted a new TODIM model with q-rung orthopair fuzzy set to dispose the choice of green supplier. Zhao et al. (2021c) defined the CPT-TODIM method with 2‐tuple linguistic neutrosophic sets. Lu et al. (2020) designed the Pythagorean 2-tuple linguistic CPT-TODIM method. In a decision analysis, in addition to the fuzziness and uncertainty of the decision object, the decision maker is also one of the important factors affecting the final result. It is necessary to give full consideration about the psychology of decision makers. Furthermore, the description of decision-maker’s psychology is conducive to improve the reality and credibility of decision-making results. On the one hand, the conception of introducing CPT into TODIM can make the original TODIM method more complete and further highlight the advantages of TODIM method. On the other hand, there is a disappointing phenomenon that researches about IVBFN and TODIM method as the foundation to establish MAGDM model rarely happened. Hence, a new TODIM method on the basis of CPT (CPT-TODIM method) and IVBFN information is constructed in this article with the purpose of imparting an extraordinary approach for multi-attribute group decision making (MAGDM) problem. In brief, three innovations in this paper are mentioned. Firstly, the proposed model not only uses CPT to supplement the traditional TODIM method, but also introduces the entropy weight method (Liu et al., 2020) to determine the attribute weight. Entropy (Shannon, 1948) is regarded as a measure of the disorder of a system. The smaller value of information entropy denotes a greater dispersion degree of an index. The entropy weight method epitomized the general conception that the index whose dispersion degree is higher is endowed with a greater weight in determining objective weight. Moreover, compared with other methods, the entropy weight method is
simple and easy to understand, and has stronger operability. Therefore, the entropy weight method is an effective way to improve the precision of sequence. Secondly, in this model, all attribute evaluation information will be IVBFN to cope with complex and fuzzy decision environment. In addition, the model is put into use in the selection of industrial control system security suppliers.

The specific writing framework of this paper is as follows. In Section 1, we focus on the knowledge related to IVBF. In the second part, we propose the CPT-TODIM method under IVBF on the basis of reviewing the general CPT-TODIM method. In Section 3, we study the safety of ICS and take advantage of this new model to help industrial enterprises choose the appropriate ICS security supplier. At the end of this paper, the availability of the new model is proved by comparing with the results of two operators (IVBFWA and IVBFWG).

1. Preliminary knowledge

In this section, we provide the conceptions of BFS as well as IVBFS, and the mathematical operations of interval-valued bipolar fuzzy number (IVBFN), such as, evaluation function, operational rules and aggregation operators.

1.1. BFS and IVBFS

Bipolar fuzzy set (BFS) proposed by Zhang (1996) in 1994 makes use of positive and negative membership degrees to describe an object from the certain property and the opposite property respectively.

**Definition 1 (Zhang, 1996).** Assume there is a non-empty set \( E \), we are capable to define a BFS by utilizing the Eq. (1):

\[
q = \left\{ \left\langle e, (P_q^+ (e), N_q^- (e)) \right\rangle \mid e \in E \right\},
\]

where \( P_q^+ (e) \) as well as \( N_q^- (e) \) respectively represent the degree to which an element \( e \) is a member of the corresponding property and its opposite-property. In addition, \( 0 \leq P_q^+ (e) \leq 1 \) and \( -1 \leq N_q^- (e) \leq 0 \), which means \( -1 \leq P_q^+ (e) + N_q^- (e) \leq 1 \).

Because interval fuzzy numbers can eliminate some confusion of decision makers, Wei et al. (2018) put forward the concept of interval-valued bipolar fuzzy set (IVBFS).

**Definition 2 (Wei et al., 2018).** Assume there is a non-empty set \( E \), we are capable to define a IVBFS by utilizing the Eq. (2):

\[
\tilde{q} = \left\{ \left\langle e, (\tilde{P}_q^+ (e), \tilde{N}_q^- (e)) \right\rangle \mid e \in E \right\} = \left\{ \left\langle e, \left[ \left[ \tilde{P}_q^{L+} (e), \tilde{P}_q^{U+} (e) \right], \left[ \tilde{N}_q^{L-} (e), \tilde{N}_q^{U-} (e) \right] \right] \right\rangle \mid e \in E \right\},
\]

where \( \tilde{P}_q^+ (e) \subseteq [0, 1] \) as well as \( \tilde{N}_q^- (e) \subseteq [-1, 0] \) respectively represent the degree to which an element \( e \) is a member of the corresponding property and its opposite-property.

Referring to the above definition of IVBFS, IVBFN is expressed as \( \tilde{q} = \left( \tilde{P}_q^+, \tilde{N}_q^- \right) = \left( \left[ \tilde{P}_q^{L+}, \tilde{P}_q^{U+} \right], \left[ \tilde{N}_q^{L-}, \tilde{N}_q^{U-} \right] \right) \).
Definition 3 (Wei et al., 2018). The concepts of score function $SF(\tilde{q})$ and accuracy function $AF(\tilde{q})$ for $\tilde{q}=(\tilde{p}_q^+ ,\tilde{N}_q^-)$ are derived as Eq. (3) as well as (4) in order to determine the relative relationship between two IVBFNs.

$$SF(\tilde{q}) = \left(1 + \tilde{p}_q^+ + \tilde{N}_q^-\right), \quad SF(\tilde{q}) \in [0,1];$$  \hspace{1cm} (3)

$$AF(\tilde{q}) = \left(\tilde{p}_q^+ - \tilde{N}_q^-\right), \quad AF(\tilde{q}) \in [0,1].$$  \hspace{1cm} (4)

Definition 4 (Wei et al., 2018). Suppose two IVBFNs $\tilde{q}_1=(\tilde{p}_{q_1}^+,\tilde{N}_{q_1}^-)$ and $\tilde{q}_2=(\tilde{p}_{q_2}^+,\tilde{N}_{q_2}^-)$:

1. If $SF(\tilde{q}_1) > SF(\tilde{q}_2)$, then $\tilde{q}_1 > \tilde{q}_2$.
2. If $SF(\tilde{q}_1) = SF(\tilde{q}_2)$, then there is a requirement to compare accuracy functions: $AF(\tilde{q}_1) > AF(\tilde{q}_2)$ means $\tilde{q}_1 > \tilde{q}_2$; $AF(\tilde{q}_1) = AF(\tilde{q}_2)$ means $\tilde{q}_1 = \tilde{q}_2$.

Definition 5 (Wei et al., 2018). Give three IVBFNs $\tilde{q} = (\tilde{p}_q^+, \tilde{N}_q^-)$ and $\tilde{q}_1 = (\tilde{p}_{q_1}^+, \tilde{N}_{q_1}^-)$ and $\tilde{q}_2 = (\tilde{p}_{q_2}^+, \tilde{N}_{q_2}^-)$,

and the basic operations of them are shown in the following:

1. $(\tilde{q})^c = \left[1 - \tilde{p}_q^+, 1 - \tilde{N}_q^-\right], \left[\tilde{N}_q^- - 1, \tilde{N}_q^- - 1\right]$;

2. $\tilde{q}_1 \oplus \tilde{q}_2 = \left[\tilde{p}_{q_1}^+ + \tilde{p}_{q_2}^+ - \tilde{N}_{q_1}^- - \tilde{N}_{q_2}^-\right], \left[\tilde{N}_{q_1}^- - \tilde{N}_{q_2}^-\right]$,

3. $\tilde{q}_1 \otimes \tilde{q}_2 = \left[-\left(\tilde{N}_{q_1}^- + \tilde{N}_{q_2}^-\right)\right], \left[-\left(\tilde{N}_{q_1}^- - \tilde{N}_{q_2}^-\right)\right]$.

4. $\delta \tilde{q} = \left[1 - \left(1 - \tilde{p}_q^+\right)\delta, 1 - \left(1 - \tilde{N}_q^-\right)\delta\right], \left[-\left(\tilde{N}_q^-\delta, -\tilde{N}_q^-\delta\right)\right], \delta > 0$;

5. $\tilde{q}^\delta = \left[\left(\tilde{p}_q^+\delta, \tilde{p}_q^+\delta\right), \left[-1 + 1 + \tilde{N}_q^-\delta, -1 + 1 + \tilde{N}_q^-\delta\right]\right], \delta > 0$;

Definition 6. The Eq. (5) expound the normalized Hamming distance between two IVBFNs $\tilde{q}_1 = (\tilde{p}_{q_1}^+, \tilde{N}_{q_1}^-)$ and $\tilde{q}_2 = (\tilde{p}_{q_2}^+, \tilde{N}_{q_2}^-)$.

$$d(\tilde{q}_1, \tilde{q}_2) = \frac{1}{4} \left(\tilde{p}_{q_1}^+ - \tilde{p}_{q_2}^+, \tilde{N}_{q_1}^- - \tilde{N}_{q_2}^-\right).$$  \hspace{1cm} (5)
1.2. IVBF aggregation operators

In this part, we introduce two kinds of aggregation operators about bipolar fuzzy.

**Definition 7 (Wei et al., 2018).** Based on the collection of IVBFNs \( \{\tilde{q}_1, \tilde{q}_2, \cdots, \tilde{q}_i\} = \{\tilde{d}_o = (\tilde{p}_o^+, \tilde{N}_o^-) = \left[\begin{array}{c} \tilde{p}_o^{L+}, \tilde{p}_o^{U+} \\ \frac{-\tilde{N}_o^-}{\tilde{q}_o^-} \end{array}\right] \}_{o=1,2,\cdots,i} \), Eq. (6) is a simple statement about the internal-valued bipolar fuzzy weighted averaging (IVBFWA) operator:

\[
\begin{align*}
\text{IVBFWA}_o \left( \tilde{q}_1, \tilde{q}_2, \cdots, \tilde{q}_i \right) &= \bigoplus_{o=1}^i \vartheta \tilde{q}_o = \\
&= \left[ \frac{1}{i-1} \prod_{o=1}^{i-1} \left( \frac{1}{1} \frac{1}{\tilde{p}_o^{L+}} \right)^{\vartheta_o}, \frac{1}{i-1} \prod_{o=1}^{i-1} \left( \frac{1}{1} \frac{1}{\tilde{p}_o^{U+}} \right)^{\vartheta_o} \right] \left[ -1 + \prod_{o=1}^i \left( \frac{1}{1} \frac{1}{\tilde{N}_o^-} \right)^{\vartheta_o}, -1 + \prod_{o=1}^i \left( \frac{1}{1} \frac{1}{\tilde{N}_o^-} \right)^{\vartheta_o} \right],
\end{align*}
\]

where the weighting vector is \( \vartheta = (\vartheta_1, \vartheta_2, \cdots, \vartheta_i)^T \) (\( \vartheta_o > 0 \) as well as \( \sum_{o=1}^i \vartheta_o = 1 \)).

**Definition 8 (Wei et al., 2018).** Based on the collection of IVBFNs \( \{\tilde{q}_1, \tilde{q}_2, \cdots, \tilde{q}_i\} = \{\tilde{d}_o = (\tilde{p}_o^+, \tilde{N}_o^-) = \left[\begin{array}{c} \tilde{p}_o^{L+}, \tilde{p}_o^{U+} \\ \frac{-\tilde{N}_o^-}{\tilde{q}_o^-} \end{array}\right] \}_{o=1,2,\cdots,i} \), Eq. (7) is a simple statement about the internal-valued bipolar fuzzy weighted geometric (IVBFWG) operator:

\[
\begin{align*}
\text{IVBFWG}_o \left( \tilde{q}_1, \tilde{q}_2, \cdots, \tilde{q}_i \right) &= \bigotimes_{o=1}^i \left( \tilde{q}_o \right)^{\vartheta_o} = \\
&= \left[ \prod_{o=1}^i \left( \tilde{p}_o^{L+} \right)^{\vartheta_o}, \prod_{o=1}^i \left( \tilde{p}_o^{U+} \right)^{\vartheta_o} \right] \left[ -1 + \prod_{o=1}^i \left( \frac{1}{1} \frac{1}{\tilde{N}_o^-} \right)^{\vartheta_o}, -1 + \prod_{o=1}^i \left( \frac{1}{1} \frac{1}{\tilde{N}_o^-} \right)^{\vartheta_o} \right],
\end{align*}
\]

where the weighting vector is \( \vartheta = (\vartheta_1, \vartheta_2, \cdots, \vartheta_i)^T \) (\( \vartheta_o > 0 \) as well as \( \sum_{o=1}^i \vartheta_o = 1 \)).

2. TODIM method on the basis of Cumulative Prospect Theory

To some extent, cumulative prospect theory (CPT) is a subversion of the traditional expected utility theory (EUT). A large number of experimental results of Tversky and Kahneman (1992) show that, in many cases, the decision maker’s choice is often contrary to the results derived from the traditional EUT. Hence, through a lot of experiments and logical analysis, Tversky and Kahneman (1992) finally put forward CPT which indicates that policymakers distort probabilities, and the values are measured not in absolute quantities but in relative quantities (gains and losses). Tian et al. (2019) combined the TODIM method with CPT and proposed a method to solve the MADM problem. The specific process is as follows:

Two collections, \( R = \{R_1, R_2, \cdots, R_y\} \) and \( Y = \{Y_1, Y_2, \cdots, Y_x\} \), represent alternatives and attributes separately, and establish a decision matrix \( Z = (z_{y \times x})_{y \times x} \) with \( y \) alternatives as well as \( x \) attributes. Moreover, the weighting vector of attributes is \( \Omega = (\Omega_1, \Omega_2, \cdots, \Omega_x)^T \) which fulfills \( \Omega_k \geq 0 \) and \( \sum_{k=1}^x \Omega_k = 1 \).
Step 1. Utilize the weighting function to get the revised attribute weights \( \Gamma_{vgk}(\Omega_k) \) \((k=1,2,\cdots,x)\), just as the Eq. (8) where both \( \Psi \) and \( \phi \) are as the parameters to describe the curvature of the weighting function. Furthermore, figure out the revised relative attribute weights \( \Gamma^*_{vgk}(\Omega_k) \) \((k=1,2,\cdots,x)\) in line with Eq. (9).

\[
\Gamma_{vgk}(\Omega_k) = \begin{cases} 
\left(\Omega_k\right)^\Psi / \left(\Omega_k + (1-\Omega_k)\right)^\Psi, & z_{vk} \geq z_{gk} \\
\left(\Omega_k\right)^\phi / \left(\Omega_k + (1-\Omega_k)\right)^\phi, & z_{vk} < z_{gk}
\end{cases}, \tag{8}
\]

\[
\Gamma^*_{vgk}(\Omega_k) = \frac{\Gamma_{vgk}(\Omega_k)}{\max_k \{\Gamma_{vgk}(\Omega_k)\}}, \quad v, g = 1, 2, \cdots, y; \quad k = 1, 2, \cdots, x. \tag{9}
\]

Step 2. Compare the size of \( z_{vk} \) and \( z_{gk} \), and on this basis calculate the predominance degree \( \sigma_k(R_v,R_g) \) \((v,g=1,2,\cdots,y; k=1,2,\cdots,x)\) by using the piecewise function Eq. (10).

\[
\sigma_k(R_v,R_g) = \begin{cases} 
\frac{\Gamma^*_{vgk}(\Omega_k) \left(z_{vk} - z_{gk}\right)^\pi}{\sum_{k=1}^x \Gamma^*_{vgk}(\Omega_k)}, & \text{if } z_{vk} > z_{gk} \\
0, & \text{if } z_{vk} = z_{gk} \\
\frac{-\varepsilon \cdot \Gamma^*_{vgk}(\Omega_k) \left(z_{vk} - z_{gk}\right)^\kappa}{\sum_{k=1}^x \Gamma^*_{vgk}(\Omega_k)}, & \text{if } z_{vk} < z_{gk}
\end{cases}, \tag{10}
\]

where \( \varepsilon, \pi \) and \( \kappa \) are the parameters.

Step 3. The comprehensive predominance degree \( \beta(R_v,R_g) \) \((v,g=1,2,\cdots,y)\) of alternative \( R_v \) over alternative \( R_g \) is calculated by Eq. (11).

\[
\beta(R_v,R_g) = \sum_{k=1}^x \sigma_k(R_v,R_g), \quad v,g = 1,2,\cdots,y. \tag{11}
\]

Step 4. In accordance with Eq. (12), the normative comprehensive predominance degree \( \chi(R_v) \) \((v=1,2,\cdots,y)\) is obtained without difficulty.

\[
\chi(R_v) = \frac{\sum_{g=1}^y \beta(R_v,R_g) - \min_v \left\{\sum_{g=1}^y \beta(R_v,R_g)\right\}}{\max_v \left\{\sum_{g=1}^y \beta(R_v,R_g)\right\} - \min_v \left\{\sum_{g=1}^y \beta(R_v,R_g)\right\}}, \quad v = 1,2,\cdots,y. \tag{12}
\]

Step 5. Choose the optimal alternative corresponding to the maximum normative comprehensive predominance degree \( \chi(R_v) \) \((v=1,2,\cdots,y)\).
3. Interval-valued bipolar fuzzy CPT-TODIM method for MAGDM

With the basic knowledge and theory described above, we now begin to formally describe the CPT-TODIM method under IVBF environment to be established in this paper.

There is an expert panel of \( i \) people who need to evaluate \( y \) alternatives from \( x \) aspects. \( C = \{ C_1, C_2, \cdots, C_n \} \), \( R = \{ R_1, R_2, \cdots, R_x \} \), \( Y = \{ Y_1, Y_2, \cdots, Y_y \} \) respectively stand for the expert set, the alternative set and the attribute set. Suppose all assessment information is IVBFN, and constitute \( i \) matrices 
\[
\hat{Z}(o)_{vy} = \left( \hat{z}_{vyk}^{(o)} \right)_{vyx} = \left( \left( \psi_{vyk}^{+(o)}, \psi_{vyk}^{-+(o)} \right), \left( \hat{h}_{vyk}^{-(o)}, \hat{h}_{vyk}^{-(o)} \right) \right)_{vyx} \quad (o = 1, 2, \cdots, i). 
\]
At the same time, let experts' weighting vector be \( \vartheta = (\vartheta_1, \vartheta_2, \cdots, \vartheta_i)^T \) (\( \vartheta_o > 0 \), \( \sum_{o=1}^{i} \vartheta_o = 1 \)). The specific logic and thinking of the model are as follows:

**Step 1.** Standardize \( i \) initial matrices \( \hat{Z}(o)_{vy} (o = 1, 2, \cdots, i) \) to ensure the consistency of information, scilicet according to Eq. (13) convert the negative attribute into positive attribute. And the standardized matrix is 
\[
\hat{Z}(o)_{vy} = \left( \hat{z}_{vyk}^{(o)} \right)_{vyx} = \left( \left( \psi_{vyk}^{+(o)}, \psi_{vyk}^{-+(o)} \right), \left( \hat{h}_{vyk}^{-(o)}, \hat{h}_{vyk}^{-(o)} \right) \right)_{vyx} \quad (o = 1, 2, \cdots, i).
\]

**Step 2.** Take advantage of IVBFWA operator namely Eq. (14) to integrate assessment information contained in the \( i \) matrices and form a composite matrix 
\[
\hat{Q}_{vy} = \left( \hat{q}_{vyk}^{(1)} \hat{q}_{vyk}^{(2)} \cdots \hat{q}_{vyk}^{(i)} \right)_{vyx} = \text{IVBFWA}_{\vartheta} \left( \hat{z}_{vyk}^{(1)} \hat{z}_{vyk}^{(2)} \cdots \hat{z}_{vyk}^{(i)} \right)
\]

**Step 3.** Based on the distance Eq. (5) and the entropy weight method, obtain the basic attribute weights \( \Omega_k (k = 1, 2, \cdots, x) \), \( \Omega_k \geq 0 \) and \( \sum_{k=1}^{x} \Omega_k = 1 \). And the detailed procedure is shown in Eq. (15)–(16).

\[
EW_k = -\frac{1}{\ln y} \sum_{v=1}^{y} \frac{d_k(R_v, R^*)}{\sum_{v=1}^{y} d_k(R_v, R^*)} \cdot \ln \left( \frac{\sum_{v=1}^{y} d_k(R_v, R^*)}{\sum_{v=1}^{y} d_k(R_v, R^*)} \right), \quad k = 1, 2, \cdots, x; \tag{15}
\]
\[ \Omega_k = \frac{1 - EW_k}{\sum_{k=1}^{x} (1 - EW_k)}, \quad k = 1,2,\cdots,x, \tag{16} \]

where \( R' \) is the negative point which can be depicted by Eq. (17):

\[
R' = \left\{ q_{k}^* \bigg| k = 1,2,\cdots,x \right\} = \left\{ \left( \hat{\xi}_{k}^+, \hat{\xi}_{k}^* \right) \bigg| k = 1,2,\cdots,x \right\} = \\
\left\{ \left[ \min_{v} \hat{\xi}_{vk}^+, \min_{v} \hat{\xi}_{vk}^* \right], \left[ \min_{v} \hat{\xi}_{vk}^+, \min_{v} \hat{\xi}_{vk}^* \right] \bigg| k = 1,2,\cdots,x \right\}. \tag{17} \]

**Step 4.** Bring in the weighting function to deal with the basic attribute weights for getting the revised attribute weights \( \Gamma_{vgk}^{*} \left( \Omega_k \right) \) \((k = 1,2,\cdots,x)\), just as the Eq. (18) where both \( \Psi \) and \( \varphi \) are as the parameters to describe the curvature of the weighting function. Furthermore, figure out the revised relative attribute weights \( \Gamma_{vgk}^{*} \left( \Omega_k \right) \) \((k = 1,2,\cdots,x)\) in line with Eq. (9).

\[
\Gamma_{vgk} \left( \Omega_k \right) = \begin{cases} 
\left( \Omega_k \right)^{\Psi} \bigg/ \left( \left( \Omega_k \right)^{\Psi} + (1 - \Omega_k)^{\Psi} \right) \bigg(1^{\Psi} \bigg) \cdot \hat{\xi}_{vk} \geq \hat{\xi}_{gk} , \\
\left( \Omega_k \right)^{\varphi} \bigg/ \left( \left( \Omega_k \right)^{\varphi} + (1 - \Omega_k)^{\varphi} \right) \bigg(1^{\varphi} \bigg) \cdot \hat{\xi}_{vk} < \hat{\xi}_{gk} . 
\end{cases} \tag{18} \]

**Step 5.** Compare the size of \( \hat{\xi}_{vk} \) and \( \hat{\xi}_{gk} \), and on this basis calculate the predominance degree \( \sigma_{k} \left( R_v, R_g \right) \) \((v, g = 1,2,\cdots,y; k = 1,2,\cdots,x)\) by using the piecewise function Eq. (19).

\[
\sigma_{k} \left( R_v, R_g \right) = \begin{cases} 
\sum_{k=1}^{x} \Gamma_{vgk}^{*} \left( \Omega_k \right) \left( d_k \left( R_v, R_g \right) \right)^{\pi} , & \text{if } \hat{\xi}_{vk} \geq \hat{\xi}_{gk} , \\
0 , & \text{if } \hat{\xi}_{vk} = \hat{\xi}_{gk} , \\
\sum_{k=1}^{x} \Gamma_{vgk}^{*} \left( \Omega_k \right) \left( d_k \left( R_v, R_g \right) \right)^{\kappa} - \varepsilon \cdot \sum_{k=1}^{x} \Gamma_{vgk}^{*} \left( \Omega_k \right) , & \text{if } \hat{\xi}_{vk} < \hat{\xi}_{gk} , 
\end{cases} \tag{19} \]

where \( \varepsilon, \pi \) as well as \( \kappa \) are the parameters, and \( d_k \left( R_v, R_g \right) \) is computed as:

\[
d_k \left( R_v, R_g \right) = \frac{1}{4} \left\{ \frac{\hat{\xi}_{L}^{\ast} - \hat{\xi}_{gk}^{\ast}}{\xi_{vk}^{\ast}} + \frac{\hat{\xi}_{L}^{\ast} - \hat{\xi}_{vk}^{\ast}}{\xi_{gk}^{\ast}} + \frac{\hat{\xi}_{U}^{\ast} - \hat{\xi}_{gk}^{\ast}}{\xi_{vk}^{\ast}} + \frac{\hat{\xi}_{U}^{\ast} - \hat{\xi}_{vk}^{\ast}}{\xi_{gk}^{\ast}} \right\} , \quad v, g = 1,2,\cdots,y; k = 1,2,\cdots,x. \tag{20} \]

The calculated outcomes of any two alternatives under attribute \( \Upsilon_{k} \) can be expressed in terms of matrix \( \sigma_{k} \left( k = 1,2,\cdots,x \right) \):
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\[ \sigma_k = \left( \sigma_k(R_v, R_g) \right)_{y \times y} = \begin{pmatrix} R_1 & R_2 & \cdots & R_y \\ 0 & \sigma_k(R_1, R_2) & \cdots & \sigma_k(R_1, R_y) \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_k(R_y, R_1) & \sigma_k(R_y, R_2) & \cdots & 0 \end{pmatrix}, \quad k = 1, 2, \ldots, x. \]  

\[ \beta = \left( \beta(R_v, R_g) \right)_{y \times y} = \begin{pmatrix} R_1 & R_2 & \cdots & R_y \\ 0 & \beta(R_1, R_2) & \cdots & \beta(R_1, R_y) \\ \vdots & \vdots & \ddots & \vdots \\ \beta(R_y, R_1) & \beta(R_y, R_2) & \cdots & 0 \end{pmatrix}. \]  

**Step 6.** Add the \( x \) matrices obtained in the previous step in accordance with corresponding positions to acquire the comprehensive predominance matrix \( \beta \). And each element of the matrix \( \beta \) is the comprehensive predominance degree \( \beta(R_v, R_g) \) \((v, g = 1, 2, \ldots, y)\) of alternative \( R_v \) over alternative \( R_g \) calculated by Eq. (11).

**Step 7.** In accordance with Eq. (12), the normative comprehensive predominance degree (NCPD) \( \chi(R_v) \) \((v = 1, 2, \ldots, y)\) is obtained without difficulty. The optimal alternative corresponds to the maximum normative comprehensive predominance degree.

### 4. Numerical example

Industrial control system is the brain and central nerve of important national infrastructure including electric power, transportation, energy, aviation and aerospace, etc. More than 80% of the key infrastructure related to people's livelihood needs to rely on ICS to realize automatic operation. With the development of technology, ICS is facing more new threats like virus, Trojan, hacker and so on. At present, the scale level of ICS security manufacturers is uneven. And many ICS security manufacturers provide security products are aimed at protecting part or several parts, such as the industrial firewall, industrial gate and so on. The distinction between the security of ICS and traditional information security is that ICS requires a more comprehensive protection rather than the impregnability of a particular point of protection. There needs an integrated safety product are which can run through the whole life cycle of production to ensure comprehensive safety protection for ICS. Therefore, it is very important for industrial enterprises to evaluate the comprehensive capability of ICS security suppliers from different perspectives to choose the right partner finally. Now, an enterprise needs to select one of five ICS security suppliers \( R_v \) \((v = 1, 2, 3, 4, 5)\) for strategic cooperation. In addition, the three decision makers \( C_o(\varnothing = 1, 2, 3) \), whose weighting vector is \( \varnothing = (\varnothing_1, \varnothing_2, \varnothing_3)^T = (0.32, 0.29, 0.39)^T \) decided to evaluate the comprehensive capabilities of these five suppliers from the following four aspects, including: (1) \( \Upsilon_1 \) is the safety prevention and control capacity; (2) \( \Upsilon_2 \) is the product fit; (3) \( \Upsilon_3 \) is the abnormal response time; (4) \( \Upsilon_4 \)
is future development capability of the enterprise. It should be noted that attribute $Y_3$ is a cost attribute that follows the principle of smaller is better, while other attributes follow the principle of larger is better. The initial evaluation results are shown in Table 1 to Table 3.

Table 1. The IVBF matrix $Z^{(1)}$

|     | $Y_1$          | $Y_2$          | $Y_3$          | $Y_4$          |
|-----|----------------|----------------|----------------|----------------|
| $R_1$ | $\begin{bmatrix} 0.65,0.86 \end{bmatrix}$ | $\begin{bmatrix} 0.65,0.74 \end{bmatrix}$ | $\begin{bmatrix} 0.34,0.52 \end{bmatrix}$ | $\begin{bmatrix} 0.72,0.88 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.12,-0.10 \end{bmatrix}$ | $\begin{bmatrix} -0.26,-0.18 \end{bmatrix}$ | $\begin{bmatrix} -0.56,-0.47 \end{bmatrix}$ | $\begin{bmatrix} -0.15,-0.09 \end{bmatrix}$ |
| $R_2$ | $\begin{bmatrix} 0.58,0.74 \end{bmatrix}$ | $\begin{bmatrix} 0.64,0.77 \end{bmatrix}$ | $\begin{bmatrix} 0.26,0.49 \end{bmatrix}$ | $\begin{bmatrix} 0.63,0.75 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.34,-0.25 \end{bmatrix}$ | $\begin{bmatrix} -0.31,-0.21 \end{bmatrix}$ | $\begin{bmatrix} -0.67,-0.54 \end{bmatrix}$ | $\begin{bmatrix} -0.28,-0.16 \end{bmatrix}$ |
| $R_3$ | $\begin{bmatrix} 0.32,0.48 \end{bmatrix}$ | $\begin{bmatrix} 0.68,0.82 \end{bmatrix}$ | $\begin{bmatrix} 0.48,0.57 \end{bmatrix}$ | $\begin{bmatrix} 0.34,0.52 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.54,-0.42 \end{bmatrix}$ | $\begin{bmatrix} -0.24,-0.15 \end{bmatrix}$ | $\begin{bmatrix} -0.49,-0.38 \end{bmatrix}$ | $\begin{bmatrix} -0.63,-0.51 \end{bmatrix}$ |
| $R_4$ | $\begin{bmatrix} 0.63,0.84 \end{bmatrix}$ | $\begin{bmatrix} 0.57,0.77 \end{bmatrix}$ | $\begin{bmatrix} 0.15,0.29 \end{bmatrix}$ | $\begin{bmatrix} 0.57,0.71 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.20,-0.13 \end{bmatrix}$ | $\begin{bmatrix} -0.37,-0.26 \end{bmatrix}$ | $\begin{bmatrix} -0.88,-0.83 \end{bmatrix}$ | $\begin{bmatrix} -0.42,-0.35 \end{bmatrix}$ |
| $R_5$ | $\begin{bmatrix} 0.49,0.67 \end{bmatrix}$ | $\begin{bmatrix} 0.61,0.72 \end{bmatrix}$ | $\begin{bmatrix} 0.35,0.52 \end{bmatrix}$ | $\begin{bmatrix} 0.69,0.82 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.39,-0.28 \end{bmatrix}$ | $\begin{bmatrix} -0.27,-0.19 \end{bmatrix}$ | $\begin{bmatrix} -0.65,-0.57 \end{bmatrix}$ | $\begin{bmatrix} -0.24,-0.12 \end{bmatrix}$ |

Table 2. The IVBF matrix $Z^{(2)}$

|     | $Y_1$          | $Y_2$          | $Y_3$          | $Y_4$          |
|-----|----------------|----------------|----------------|----------------|
| $R_1$ | $\begin{bmatrix} 0.52,0.69 \end{bmatrix}$ | $\begin{bmatrix} 0.56,0.68 \end{bmatrix}$ | $\begin{bmatrix} 0.12,0.23 \end{bmatrix}$ | $\begin{bmatrix} 0.82,0.91 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.44,-0.34 \end{bmatrix}$ | $\begin{bmatrix} -0.41,-0.32 \end{bmatrix}$ | $\begin{bmatrix} -0.92,-0.86 \end{bmatrix}$ | $\begin{bmatrix} -0.11,-0.04 \end{bmatrix}$ |
| $R_2$ | $\begin{bmatrix} 0.66,0.83 \end{bmatrix}$ | $\begin{bmatrix} 0.43,0.62 \end{bmatrix}$ | $\begin{bmatrix} 0.21,0.29 \end{bmatrix}$ | $\begin{bmatrix} 0.66,0.78 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.22,-0.16 \end{bmatrix}$ | $\begin{bmatrix} -0.44,-0.31 \end{bmatrix}$ | $\begin{bmatrix} -0.87,-0.82 \end{bmatrix}$ | $\begin{bmatrix} -0.25,-0.13 \end{bmatrix}$ |
| $R_3$ | $\begin{bmatrix} 0.41,0.59 \end{bmatrix}$ | $\begin{bmatrix} 0.72,0.80 \end{bmatrix}$ | $\begin{bmatrix} 0.35,0.43 \end{bmatrix}$ | $\begin{bmatrix} 0.49,0.62 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.52,-0.43 \end{bmatrix}$ | $\begin{bmatrix} -0.16,-0.12 \end{bmatrix}$ | $\begin{bmatrix} -0.56,-0.44 \end{bmatrix}$ | $\begin{bmatrix} -0.46,-0.37 \end{bmatrix}$ |
| $R_4$ | $\begin{bmatrix} 0.55,0.67 \end{bmatrix}$ | $\begin{bmatrix} 0.52,0.66 \end{bmatrix}$ | $\begin{bmatrix} 0.26,0.38 \end{bmatrix}$ | $\begin{bmatrix} 0.74,0.83 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.42,-0.33 \end{bmatrix}$ | $\begin{bmatrix} -0.42,-0.35 \end{bmatrix}$ | $\begin{bmatrix} -0.68,-0.59 \end{bmatrix}$ | $\begin{bmatrix} -0.17,-0.13 \end{bmatrix}$ |
| $R_5$ | $\begin{bmatrix} 0.37,0.51 \end{bmatrix}$ | $\begin{bmatrix} 0.64,0.71 \end{bmatrix}$ | $\begin{bmatrix} 0.28,0.40 \end{bmatrix}$ | $\begin{bmatrix} 0.72,0.86 \end{bmatrix}$ |
|     | $\begin{bmatrix} -0.65,-0.49 \end{bmatrix}$ | $\begin{bmatrix} -0.28,-0.15 \end{bmatrix}$ | $\begin{bmatrix} -0.62,-0.54 \end{bmatrix}$ | $\begin{bmatrix} -0.13,-0.08 \end{bmatrix}$ |
Table 3. The IVBF matrix $\tilde{Z}^{(3)}$

|     | $Y_1$ | $Y_2$ | $Y_3$ | $Y_4$ |
|-----|-------|-------|-------|-------|
| $R_1$ | $\begin{bmatrix} 0.72,0.90] \end{bmatrix}, \begin{bmatrix} -0.11,-0.06 \end{bmatrix}$ | $\begin{bmatrix} 0.63,0.75] \end{bmatrix}, \begin{bmatrix} -0.37,-0.28 \end{bmatrix}$ | $\begin{bmatrix} 0.23,0.31] \end{bmatrix}, \begin{bmatrix} -0.73,-0.65 \end{bmatrix}$ | $\begin{bmatrix} 0.65,0.73] \end{bmatrix}, \begin{bmatrix} -0.31,-0.24 \end{bmatrix}$ |
| $R_2$ | $\begin{bmatrix} 0.65,0.75] \end{bmatrix}, \begin{bmatrix} -0.26,-0.17 \end{bmatrix}$ | $\begin{bmatrix} 0.58,0.69] \end{bmatrix}, \begin{bmatrix} -0.46,-0.33 \end{bmatrix}$ | $\begin{bmatrix} 0.29,0.38] \end{bmatrix}, \begin{bmatrix} -0.65,-0.54 \end{bmatrix}$ | $\begin{bmatrix} 0.73,0.88] \end{bmatrix}, \begin{bmatrix} -0.18,-0.12 \end{bmatrix}$ |
| $R_3$ | $\begin{bmatrix} 0.62,0.73] \end{bmatrix}, \begin{bmatrix} -0.31,-0.22 \end{bmatrix}$ | $\begin{bmatrix} 0.75,0.81] \end{bmatrix}, \begin{bmatrix} -0.14,-0.11 \end{bmatrix}$ | $\begin{bmatrix} 0.42,0.56] \end{bmatrix}, \begin{bmatrix} -0.45,-0.36 \end{bmatrix}$ | $\begin{bmatrix} 0.53,0.62] \end{bmatrix}, \begin{bmatrix} -0.43,-0.34 \end{bmatrix}$ |
| $R_4$ | $\begin{bmatrix} 0.63,0.77] \end{bmatrix}, \begin{bmatrix} -0.29,-0.19 \end{bmatrix}$ | $\begin{bmatrix} 0.59,0.73] \end{bmatrix}, \begin{bmatrix} -0.42,-0.31 \end{bmatrix}$ | $\begin{bmatrix} 0.32,0.42] \end{bmatrix}, \begin{bmatrix} -0.62,-0.52 \end{bmatrix}$ | $\begin{bmatrix} 0.69,0.76] \end{bmatrix}, \begin{bmatrix} -0.26,-0.15 \end{bmatrix}$ |
| $R_5$ | $\begin{bmatrix} 0.48,0.60] \end{bmatrix}, \begin{bmatrix} -0.52,-0.46 \end{bmatrix}$ | $\begin{bmatrix} 0.66,0.75] \end{bmatrix}, \begin{bmatrix} -0.24,-0.16 \end{bmatrix}$ | $\begin{bmatrix} 0.40,0.52] \end{bmatrix}, \begin{bmatrix} -0.41,-0.32 \end{bmatrix}$ | $\begin{bmatrix} 0.62,0.73] \end{bmatrix}, \begin{bmatrix} -0.33,-0.21 \end{bmatrix}$ |

The calculation steps and corresponding results of using the proposed interval-valued bipolar fuzzy TODIM method based on CPT (IVBF-CPT-TODIM) to solve the problem are as follows:

**Step 1.** Standardize three initial matrices $\tilde{Z}^{(o)} (o = 1,2,3)$ independently given by decision makers according to Eq. (13).

**Step 2.** Take advantage of Eq. (14) to integrate assessment information contained in the three matrices and form a composite matrix $\hat{Q} = (\hat{q}_{ik})_{5\times4}$, shown in Table 4.

Table 4. The IVBF group matrix $\hat{Q}$

|     | $Y_1$ | $Y_2$ | $Y_3$ | $Y_4$ |
|-----|-------|-------|-------|-------|
| $R_1$ | $\begin{bmatrix} 0.6484,0.8454] \end{bmatrix}, \begin{bmatrix} -0.1691,-0.1168 \end{bmatrix}$ | $\begin{bmatrix} 0.6178,0.7281] \end{bmatrix}, \begin{bmatrix} -0.3405,-0.2281 \end{bmatrix}$ | $\begin{bmatrix} 0.6645,0.7842] \end{bmatrix}, \begin{bmatrix} -0.3064,-0.2218 \end{bmatrix}$ | $\begin{bmatrix} 0.7313,0.8485] \end{bmatrix}, \begin{bmatrix} -0.1820,-0.1043 \end{bmatrix}$ |
| $R_2$ | $\begin{bmatrix} 0.6321,0.7736] \end{bmatrix}, \begin{bmatrix} -0.2699,-0.1890 \end{bmatrix}$ | $\begin{bmatrix} 0.5632,0.7011] \end{bmatrix}, \begin{bmatrix} -0.4002,-0.2804 \end{bmatrix}$ | $\begin{bmatrix} 0.6189,0.7450] \end{bmatrix}, \begin{bmatrix} -0.3504,-0.2577 \end{bmatrix}$ | $\begin{bmatrix} 0.6907,0.8191] \end{bmatrix}, \begin{bmatrix} -0.2281,-0.1347 \end{bmatrix}$ |
| $R_3$ | $\begin{bmatrix} 0.4799,0.6241] \end{bmatrix}, \begin{bmatrix} -0.4302,-0.3286 \end{bmatrix}$ | $\begin{bmatrix} 0.7204,0.8105] \end{bmatrix}, \begin{bmatrix} -0.1729,-0.1246 \end{bmatrix}$ | $\begin{bmatrix} 0.4784,0.5842] \end{bmatrix}, \begin{bmatrix} -0.6095,-0.5032 \end{bmatrix}$ | $\begin{bmatrix} 0.4635,0.5905] \end{bmatrix}, \begin{bmatrix} -0.4955,-0.3967 \end{bmatrix}$ |
| $R_4$ | $\begin{bmatrix} 0.6084,0.7726] \end{bmatrix}, \begin{bmatrix} -0.2867,-0.1975 \end{bmatrix}$ | $\begin{bmatrix} 0.5642,0.7258] \end{bmatrix}, \begin{bmatrix} -0.4033,-0.3035 \end{bmatrix}$ | $\begin{bmatrix} 0.6376,0.7636] \end{bmatrix}, \begin{bmatrix} -0.3290,-0.2500 \end{bmatrix}$ | $\begin{bmatrix} 0.6729,0.7693] \end{bmatrix}, \begin{bmatrix} -0.2680,-0.1887 \end{bmatrix}$ |
| $R_5$ | $\begin{bmatrix} 0.4536,0.6011] \end{bmatrix}, \begin{bmatrix} -0.5060,-0.3997 \end{bmatrix}$ | $\begin{bmatrix} 0.6388,0.7294] \end{bmatrix}, \begin{bmatrix} -0.2606,-0.1659 \end{bmatrix}$ | $\begin{bmatrix} 0.5181,0.6544] \end{bmatrix}, \begin{bmatrix} -0.5243,-0.4934 \end{bmatrix}$ | $\begin{bmatrix} 0.6741,0.8040] \end{bmatrix}, \begin{bmatrix} -0.2275,-0.1327 \end{bmatrix}$ |
Step 3. Based on the distance Eq. (5) and the entropy weight method (Eq. (15)-(17)), obtain the basic attribute weights $$\Omega_k \ (k=1,2,3,4, \Omega_k \geq 0 \text{ and } \sum_{k=1}^{4} \Omega_k = 1).$$

$$\Omega = (\Omega_1, \Omega_2, \Omega_3, \Omega_4)^T = (0.2548, 0.3462, 0.2296, 0.1694)^T$$

Step 4. The Eqs (18) and (9) give us a way to get the revised relative attribute weights $$\Gamma^*_{v,k} (\Omega_k) \ (v,g=1,2,3,4,5; k=1,2,3,4),$$ just as Table 5. And the values of parameters $$\Psi = 0.61$$ and $$\varphi = 0.69$$ in Eq. (18) are derived from the experimental proof of Tversky and Kahneman (1992).

Table 5. The revised relative weights

| $\Gamma^*_{12}$ | $\Gamma^*_{13}$ | $\Gamma^*_{14}$ | $\Gamma^*_{15}$ | $\Gamma^*_{21}$ | $\Gamma^*_{23}$ | $\Gamma^*_{24}$ | $\Gamma^*_{25}$ | $\Gamma^*_{31}$ | $\Gamma^*_{32}$ |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| 0.8566           | 0.8206           | 0.8566           | 0.8206           | 0.8301           | 0.8206           | 0.8566           | 0.8206           | 0.8665           | 0.8665           |
| 0.1239           | 0.1797           | 0.1797           | 0.1797           | 0.1797           | 0.1797           | 0.1797           | 0.1797           | 0.1239           | 0.1239           |
| 0.7024           | 0.6728           | 0.7024           | 0.6728           | 0.6513           | 0.6728           | 0.7024           | 0.6728           | 0.8143           | 0.8143           |
| 0.8665           | 0.8566           | 0.8301           | 0.8301           | 0.8206           | 0.8206           | 0.8665           | 0.8665           | 0.8143           | 0.8143           |
| 1               | 1                | 1                | 1                | 1                | 1                | 1                | 1                | 0.8143           | 0.8143           |
| 0.8799           | 0.8799           | 0.8799           | 0.8799           | 0.8799           | 0.8799           | 0.8799           | 0.8799           | 0.8799           | 0.8799           |

Step 5. Utilize Eq. (20) to derive the distinction $$d_k (R_v, R_g)$$ in each two alternatives under all of attributes (shown in Table 6) and obtain the predominance degree matrix $$\sigma_k$$ ($$k=1,2,3,4$$). The values of parameters $$\varepsilon = 0.88$$, $$\pi = 0.88$$ and $$\kappa = 2.25$$ in Eq. (19) are derived from the experimental proof of Tversky and Kahneman (1992).

Table 6. Distance between each two alternatives

| $d(R_1, R_2)$ | $d(R_1, R_3)$ | $d(R_1, R_4)$ | $d(R_1, R_5)$ | $d(R_2, R_3)$ | $d(R_2, R_4)$ | $d(R_2, R_5)$ | $d(R_3, R_4)$ | $d(R_3, R_5)$ | $d(R_4, R_5)$ |
|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| 0.0653        | 0.2157        | 0.0778        | 0.2547        | 0.1504        | 0.0125        | 0.1994        | 0.1379        | 0.1504        | 0.1869        |
| 0.0423        | 0.1202        | 0.0424        | 0.0472        | 0.1624        | 0.0130        | 0.0895        | 0.1625        | 0.1624        | 0.0896        |
| 0.0412        | 0.2426        | 0.0246        | 0.1779        | 0.2015        | 0.0166        | 0.1367        | 0.2181        | 0.2015        | 0.1534        |
| 0.0391        | 0.2829        | 0.0770        | 0.0439        | 0.2438        | 0.0379        | 0.0647        | 0.2390        | 0.2438        | 0.0331        |
\[
\sigma_1 = \left( \sigma_1 \left( R_v, R_g \right) \right)_{5 \times 5} = \begin{pmatrix}
    R_1 & R_2 & R_3 & R_4 & R_5 \\
    R_2 & -0.8005 & 0 & -0.0473 & 0.0054 & 0.0607 \\
    R_3 & -2.2622 & -1.6473 & 0 & -1.5262 & 0.0180 \\
    R_4 & -0.9339 & -0.1869 & 0.0438 & 0 & 0.0577 \\
    R_5 & -2.7092 & -2.1118 & -0.6266 & -2.0083 & 0 
\end{pmatrix}
\]

\[
\sigma_2 = \left( \sigma_2 \left( R_v, R_g \right) \right)_{5 \times 5} = \begin{pmatrix}
    R_1 & R_2 & R_3 & R_4 & R_5 \\
    R_2 & -0.4533 & 0 & -1.4878 & 0.0065 & -0.8806 \\
    R_3 & 0.0461 & 0.0601 & 0 & 0.0602 & 0.0298 \\
    R_4 & -0.4544 & -0.1603 & -1.4887 & 0 & -0.8758 \\
    R_5 & 0.0203 & 0.0356 & -0.7375 & 0.0354 & 0 
\end{pmatrix}
\]

\[
\sigma_3 = \left( \sigma_3 \left( R_v, R_g \right) \right)_{5 \times 5} = \begin{pmatrix}
    R_1 & R_2 & R_3 & R_4 & R_5 \\
    R_2 & -0.5681 & 0 & 0.0582 & -0.2534 & 0.0414 \\
    R_3 & -2.6705 & -2.2673 & 0 & -2.4312 & -0.8323 \\
    R_4 & 0.0461 & 0.0624 & 0.0065 & 0 & -0.3604 \\
    R_5 & -2.0325 & -1.6122 & 0.0214 & -1.7955 & 0 
\end{pmatrix}
\]

\[
\sigma_4 = \left( \sigma_4 \left( R_v, R_g \right) \right)_{5 \times 5} = \begin{pmatrix}
    R_1 & R_2 & R_3 & R_4 & R_5 \\
    R_2 & -0.6504 & 0 & 0.0594 & 0.0117 & 0.0023 \\
    R_3 & -3.6617 & -3.2122 & 0 & -2.7685 & -3.1474 \\
    R_4 & -1.1804 & -0.6323 & 0.0512 & 0 & -0.5600 \\
    R_5 & -0.7106 & -0.1242 & 0.0582 & 0.0103 & 0 
\end{pmatrix}
\]

**Step 6.** Acquire the comprehensive predominance matrix \( \beta \) in accordance with Eq. (11).

\[
\sigma = \left( \sigma \left( R_v, R_g \right) \right)_{5 \times 5} = \begin{pmatrix}
    R_1 & R_2 & R_3 & R_4 & R_5 \\
    R_2 & -0.6504 & 0 & 0.0594 & 0.0117 & 0.0023 \\
    R_3 & -3.6617 & -3.2122 & 0 & -2.7685 & -3.1474 \\
    R_4 & -1.1804 & -0.6323 & 0.0512 & 0 & -0.5600 \\
    R_5 & -0.7106 & -0.1242 & 0.0582 & 0.0103 & 0 
\end{pmatrix}
\]

**Step 7.** In accordance with Eq. (12), the normative comprehensive predominance degree (NCPD) \( \chi \left( R_v \right) \) \((v = 1, 2, 3, 4, 5)\) is obtained without difficulty. The optimal alternative is \( R_1 \).

\( \chi \left( R_1 \right) = 1, \chi \left( R_2 \right) = 0.8545, \chi \left( R_3 \right) = 0, \chi \left( R_4 \right) = 0.7841, \chi \left( R_5 \right) = 0.4759, \)

\( R_1 > R_2 > R_4 > R_5 > R_3. \)
5. Comprehensive analysis

5.1. Sensitivity analysis

The five parameters (\(\Psi, \varphi, \varepsilon, \pi, \kappa\)) involved in this model undoubtedly have an impact on the final results, so we attempt to analyze the influence of these parameters. Firstly, we roughly discuss these parameters’ meaning. Parameters \(\Psi\) and \(\varphi\) are evaluated between 0 and 1. The closer the value is to 1, the more distorted the initial weight is. Parameters \(\epsilon\), \(\pi\), and \(\kappa\) reflect the decision makers’ attitudes toward gains, losses, and risks. \(\pi\) is no more than \(\kappa\) that indicates decision makers are more sensitive to losses. \(\epsilon\) determines the risk type of decision maker, and \(\epsilon\) for risk averter is greater than 1.

5.1.1. The sensitivity analysis of weight parameters

In this section, we intend to discuss the two parameters (\(\Psi\) and \(\varphi\)) of the weighting function. As can be seen from the data in Table 7, when the first parameter \(\Psi\) changes, the difference between diverse alternatives is gradually narrowing, while the single change of parameter \(\varphi\) causes completely opposite effect. However, the ordering of alternatives is always unaltered.

Table 7. The outcomes of parameters \(\Psi\) and \(\varphi\) varying separately

| \(\Psi\) | \(\varphi = 0.69\) | \(\Psi = 0.61\) |
| --- | --- | --- |
| \(\chi(R_1) = 1\) | \(\chi(R_2) = 0.8313\) | \(\chi(R_2) = 0.8618\) |
| \(\chi(R_3) = 0\) | \(\chi(R_3) = 1\) | \(\chi(R_3) = 0\) |
| \(\chi(R_4) = 0.7383\) | \(R_1 > R_2 > R_4 > R_3 > R_5\) | \(\chi(R_4) = 0.8613\) |
| \(\chi(R_5) = 0.4860\) | \(\chi(R_5) = 0.3760\) | \(R_1 > R_2 > R_4 > R_5 > R_3\) |

| \(\Psi\) | \(\varphi = 0.69\) | \(\Psi = 0.61\) |
| --- | --- | --- |
| \(\chi(R_1) = 1\) | \(\chi(R_2) = 0.8403\) | \(\chi(R_2) = 0.8509\) |
| \(\chi(R_3) = 0\) | \(\chi(R_3) = 1\) | \(\chi(R_3) = 0\) |
| \(\chi(R_4) = 0.7584\) | \(R_1 > R_2 > R_4 > R_3 > R_5\) | \(\chi(R_4) = 0.7991\) |
| \(\chi(R_5) = 0.4740\) | \(\chi(R_5) = 0.4305\) | \(R_1 > R_2 > R_4 > R_5 > R_3\) |

| \(\Psi\) | \(\varphi = 0.69\) | \(\Psi = 0.61\) |
| --- | --- | --- |
| \(\chi(R_1) = 1\) | \(\chi(R_2) = 0.8507\) | \(\chi(R_2) = 0.8504\) |
| \(\chi(R_3) = 0\) | \(\chi(R_3) = 1\) | \(\chi(R_3) = 0\) |
| \(\chi(R_4) = 0.7781\) | \(R_1 > R_2 > R_4 > R_3 > R_5\) | \(\chi(R_4) = 0.7843\) |
| \(\chi(R_5) = 0.4737\) | \(\chi(R_5) = 0.4566\) | \(R_1 > R_2 > R_4 > R_5 > R_3\) |

| \(\Psi\) | \(\varphi = 0.69\) | \(\Psi = 0.61\) |
| --- | --- | --- |
| \(\chi(R_1) = 1\) | \(\chi(R_2) = 0.8567\) | \(\chi(R_2) = 0.8547\) |
| \(\chi(R_3) = 0\) | \(\chi(R_3) = 1\) | \(\chi(R_3) = 0\) |
| \(\chi(R_4) = 0.7872\) | \(R_1 > R_2 > R_4 > R_3 > R_5\) | \(\chi(R_4) = 0.7842\) |
| \(\chi(R_5) = 0.4779\) | \(\chi(R_5) = 0.4769\) | \(R_1 > R_2 > R_4 > R_5 > R_3\) |
5.1.2. The sensitivity analysis of value parameters

In this section, we intend to discuss the three parameters (\(e\), \(\pi\), and \(\kappa\)) of the value function. When the three parameters of the value function are changed separately, we can get the data in Table 8. From these data, we can see that the order of alternatives remains constant, but the relative relationship between alternatives has slight changed. This indicates that the parameters’ influence on the overall stability of the proposed method is not great, although affecting the final value of NCPD \(\chi(R_v)\) (\(v = 1, 2, 3, 4, 5\)).

When two parameters \(\pi\) and \(\kappa\) in the value function change at the same time, we draw the graph shown in Figure 1. From Figure 1, we can see that the relationship between alternatives doesn’t change with the transformation of the two parameters, which indicates that the stability of this method is good. However, the gradual increase of parameter \(\pi\) significantly shortens the difference between alternatives, while the increase of parameter \(\kappa\) has relatively little impact.

5.2. Comparative analysis

Through the above example, we successfully solve the problem of selecting the optimal security supplier for industrial control system by making use of the new model proposed in this paper, but the reliability of this model still needs to be further tested and proved. Hence, we choose two operators (Wei et al., 2018), IVBFWA operator, IVBFWG operator, for comparative analysis, and the results are as follows Table 9.

From Table 10, we can clearly realize that alternative \(R_1\) is the optimal alternative. IVBFWA operators and IVBFWG operators evaluate all of alternatives from the perspective of the whole or the individual respectively. Compared with them, the special method proposed in this paper has a more in-depth consideration of the factors that affect the decision result. On the one hand, in terms of attribute weights, the entropy weight method is adopted in this model. Replacing subjective weight with objective weight can reduce uncertainty and improve the stability of results. At the same time, before calculating the relative weights, the initial objective weights are processed through the weight function in CPT, which is based on the influence of decision-makers’ opinions on the attribute weights in reality. On the other hand, the model described in this paper is proposed on the basis of CPT and the traditional TODIM method. The fusion of these two theories makes the psychological description of decision makers more real, and the effect is also more real and effective than the traditional TODIM method. Most importantly, IVBFN, as a new way to describe uncertainty and fuzziness, is of great significance for developing MAGDM problems in fuzzy environments.
Table 8. The outcomes of parameters $\varepsilon$, $\pi$ and $\kappa$ varying separately

| $\varepsilon$ | NCPD | The order | $\pi$ | NCPD | The order | $\kappa$ | NCPD | The order |
|---------------|------|-----------|------|------|-----------|------|------|-----------|
| 1             | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8468$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7761$ | $\chi(R_5) = 0.4679$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8298$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7457$ | $\chi(R_5) = 0.4564$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 |
| 3             | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8560$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7857$ | $\chi(R_5) = 0.4776$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8395$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7639$ | $\chi(R_5) = 0.4645$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 |
| 5             | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8579$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7876$ | $\chi(R_5) = 0.4795$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8468$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7746$ | $\chi(R_5) = 0.4699$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 |
| 7             | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8587$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7885$ | $\chi(R_5) = 0.4804$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8572$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7869$ | $\chi(R_5) = 0.4788$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 |
| 9             | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8592$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7889$ | $\chi(R_5) = 0.4809$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 | $\chi(R_1) = 1$ | $\chi(R_2) = 0.8579$ | $\chi(R_3) = 0$ | $\chi(R_4) = 0.7876$ | $\chi(R_5) = 0.4795$ | $R_1 > R_2 > R_4 > R_3 > R_5$ | 0.88 |
Figure 1. The outcomes of parameters $\pi$ and $\kappa$ varying simultaneously.

Table 9. The outcomes of IVBFWA and IVBFWG operators

|   | IVBFWA | Score value | IVBFWG | Score value |
|---|--------|-------------|--------|-------------|
| $R_1$ | $\left[0.6579, 0.7977\right], \left[-0.2501, -0.1734\right]$ | 0.7580 | $\left[0.6544, 0.7895\right], \left[-0.2661, -0.1884\right]$ | 0.7474 |
| $R_2$ | $\left[0.6157, 0.7534\right], \left[-0.3192, -0.2197\right]$ | 0.7076 | $\left[0.6120, 0.7485\right], \left[-0.3297, -0.2291\right]$ | 0.7004 |
| $R_3$ | $\left[0.5780, 0.6921\right], \left[-0.3481, -0.2674\right]$ | 0.6636 | $\left[0.5487, 0.6666\right], \left[-0.4177, -0.3255\right]$ | 0.6180 |
| $R_4$ | $\left[0.6128, 0.7546\right], \left[-0.3292, -0.2401\right]$ | 0.6995 | $\left[0.6095, 0.7535\right], \left[-0.3359, -0.2463\right]$ | 0.6952 |
| $R_5$ | $\left[0.5786, 0.7008\right], \left[-0.3541, -0.2500\right]$ | 0.6688 | $\left[0.5631, 0.6885\right], \left[-0.3926, -0.2952\right]$ | 0.6409 |

The order $R_1 > R_2 > R_4 > R_5 > R_3$

Table 10. Comparison of the final orders of different methods

| Method        | The order  |
|---------------|------------|
| IVBFWA        | $R_1 > R_2 > R_4 > R_5 > R_3$ |
| IVBFWG        | $R_1 > R_2 > R_4 > R_5 > R_3$ |
| IVBF-CPT-TODIM | $R_1 > R_2 > R_4 > R_5 > R_3$ |
Conclusions

The application of Internet in industry has broken the relatively closed manufacturing environment of traditional industry and provided the possibility for intelligent manufacturing. Using information technology to reform the traditional industrial enterprises has been the inevitable trend of the development of industrial enterprises. At the same time, it also means Industrial enterprises face new safety problems. Because industry is more closely linked to national economy and people's livelihood, the safety of ICS is paid more attention by the state and the public. In this paper, a new TODIM method based on CPT for MAGDM is proposed in IVBF environment, which successfully solves the problem of selecting security suppliers for ICS. The IVBF-CPT-TODIM method not only takes into full account the attitude of decision maker towards gain and loss in comparison between alternatives, but also has a good improvement in terms of attribute weights, that is, it uses the entropy weight method to obtain objective weights and reprocesses them according to weight function. In order to fully discuss and confirm the IVBF-CPT-TODIM method, the knowledge of IVBFS is reviewed in the part 2 of this paper. The CPT and TODIM methods are then briefly summarized in the third part of the article. The fourth part is the focus of this paper, which elaborates on the logical structure of IVBF-CPT-TODIM method. What's more, in the last two sections, we apply this newly constructed model to the security of ICS, and verify the acceptability of this method by comprehensive analysis.

Our team always makes it our mission to build scientific and rational decision methods to address MADM or MAGDM issues. In the future, we will seek the application of CPT-TODIM method in more fields, and also explore advanced theories and algorithms in various fields.
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