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Abstract. We propose a discrete approach to solve problems on forming polygons from broken sticks, which is akin to counting polygons with sides of integer length subject to certain Diophantine inequalities. Namely, we use MacMahon’s Partition Analysis to obtain a generating function for the size of the set of segments of a broken stick subject to these inequalities. In particular, we use this approach to show that for \( n \geq k \geq 3 \), the probability that a \( k \)-gon cannot be formed from a stick broken into \( n \) parts is given by \( \frac{n!}{\text{a product of linear combinations of partial sums of generalized Fibonacci numbers}} \), a problem which proved to be very hard to generalize in the past.

1. Introduction

Partition Analysis is a computational method to solve problems that involve linear homogeneous Diophantine inequalities and equations. Introduced by MacMahon in his famous book Combinatory Analysis [8], and later used by Stanley in his proof of the Anand–Dumir–Gupta conjecture [12], the method died down for decades until Andrews et al. devoted a series of papers to applications of Partition Analysis. They started with a new proof of the Lecture Hall Partition Theorem of Bousquet-Mélou and Eriksson [4] and even provided a computer algebra implementation of the method (see [1] for a great exposition to the history and ideas of MacMahon’s Partition Analysis).

On the other hand, in broken stick problems, one breaks a stick at random at \( n-1 \) points to obtain \( n \) pieces and then asks diverse geometric probability questions involving this broken stick. Henceforth, we will focus on forming polygons from these pieces. The basis of these questions is the famous problem from the Mathematical Tripos on finding the probability that a triangle can be formed from a stick broken at random in three segments, which was quickly generalized to forming an \( n \)-gon from the \( n \) pieces of a broken stick. The probability in the latter case is simply \( 1 - \frac{n}{2^{n-1}} \), and the most popular solution to this problem comes from the note The Broken Spaghetti Noodle of D’Andrea and Gómez [5]. For more background and motivation on these kinds of problems, an interested reader may wish to read the introduction of [13].

1.1. A generalization. It is natural to generalize these problems by using \( 3 \leq k \leq n \) pieces to form a \( k \)-gon out of the \( n \) pieces, but they turn out to be much harder than expected and only a few have found an answer. In project reports by the Illinois Geometry Lab [7] [10], two extreme cases were considered, namely the probability that given a stick broken up into \( n \) pieces, there exist three segments that can form a triangle (we call it the “there exist” problem), as well as the probability that all choices of three segments can form a triangle
(the “for all” problem). It was stated without proof that the answers are respectively
\begin{equation}
1 - n! \prod_{j=2}^{n} (F_{j+2} - 1)^{-1} \text{ and } \left(\frac{2n - 2}{n}\right)^{-1},
\end{equation}
where \( F_j \) is the \( j \)th Fibonacci number. Crowdmath’s 2017 project answered many broken stick type questions, but one of the only problems they could not solve had to do with forming polygons from a broken stick. However, the general case of the “for all” problem was solved recently by using results on random divisions of an interval and order statistics.

**Theorem 1.** \cite{13} Let \( n \geq k \geq 3 \) be positive integers. The probability that every choice of \( k \) segments from a stick broken up into \( n \) parts will form a \( k \)-gon is given by
\[
\frac{n(n-1) \cdots (n-k+3)}{(n-k+2)} \sum_{j=1}^{n-k+2} \frac{(-1)^{j+1}}{j^{k-3}} \left(\frac{n-k+2}{j}\right) \left(\frac{n-k+2}{j+1}\right)^{-1},
\]
where
\[
\left(\frac{n-k+2}{j} + 1\right)^{k-3} = \prod_{i=0}^{k-3} \left(\frac{n-k+2}{j} + 1 + i\right)
\]
stands for the rising factorial function or Pochhammer symbol.

It was pointed out that the method could be adapted to answer similar questions such as the “there exist” problem, but in practice it was much harder to apply.

In this paper, we show that MacMahon’s Partition Analysis is well suited to solve broken stick problems by considering a discrete setting and exhibiting a connection with systems of linear Diophantine inequalities. This discrete setting is more generally related to counting polygons with sides of integer length, as studied in \cite{2} for example. In particular, we apply it to solve the “there exist” problem in full generality. As a purely aesthetic choice, we will consider the complimentary probability that no choices of \( k \) segments from a stick broken up into \( n \) parts will form a \( k \)-gon.

### 1.2. Preliminaries and the “there exist” problem.

We define the generalized Fibonacci numbers \( F_n^{(k)} \) as it is typically done:
\[
F_n^{(k)} := \begin{cases} 
0 & 0 \leq n \leq k - 2, \\
1 & n = k - 1, \\
\sum_{i=1}^{k} F_{n-i}^{(k)} & n \geq k.
\end{cases}
\]
Next, let
\[
f_k(i) := \begin{cases} 
0 & 0 \leq i \leq k - 2, \\
\sum_{n=k-1}^{i} F_n^{(k)} & i \geq k - 1
\end{cases}
\]
be restricted partial sums of the \( F_n^{(k)} \), and let
\[
g_k(j) := 1 + \sum_{\ell=2}^{j} f_k(n - \ell) \quad (2 \leq j \leq n - k + 1)
\]
and
\[ h_k(\ell) := f_k(n) + \sum_{j=2}^{\ell} g_k(k + 1 - j) \quad (2 \leq \ell \leq k - 2). \]

The preceding definitions allow us to state our main result in terms of linear combinations of generalized Fibonacci numbers.

**Theorem 2.** Let \( n \geq k \geq 3 \) be positive integers. The probability that no choices of \( k \) segments from a stick broken up into \( n \) parts will form a \( k \)-gon is given by
\[
\frac{n!}{f_{k-1}(k-2) \cdots f_{k-1}(n) h_{k-1}(2) \cdots h_{k-1}(k-2)},
\]
where the \( h_{k-1}(\ell) \) are to be removed for \( k = 3 \).

Unfortunately, there is not a (nice enough) closed form for partial sums of generalized Fibonacci numbers to express the previous expression in a simpler form, but one is well known for typical Fibonacci numbers \( F_n^{(2)} \):
\[
f_2(i) = \sum_{n=1}^{i} F_n^{(2)} = F_{i+2}^{(2)} - 1
\]
for \( i \geq 2 \), and so the expression obtained by the Illinois Geometry lab follows. Also note that while the probability might seem hard to calculate, it is simple from a computational point of view, since generalized Fibonacci numbers are easily calculated and the sums \( f_k(i) \) are documented on the OEIS.

**Example.** If we want to make a \( 4 \)-gon, we have
\[(f_3(i))_{i \geq 2} = (1, 2, 4, 8, 15, 28, 52, 96, 177, \ldots) \quad (OEIS A008937 [9]),\]
and so, if \( P(4, n) \) stands for the probability that no choices of 4 segments from a stick broken up into \( n \) parts will form a 4-gon, then
\[
P(4, n) = \frac{n!}{1 \cdot 2 \cdot 4 \cdots f_3(n)(1 + f_3(n - 2) + f_3(n))}.
\]
Thus, we can easily calculate
\[
P(4, 4) = \frac{4!}{1 \cdot 2 \cdot 4 \cdot (1 + 1 + 4)} = \frac{1}{2}, \quad P(4, 5) = \frac{15}{88}, \quad P(4, 6) = \frac{3}{80},
\]
and so on.

Our main tool to prove the previous theorem will be the following lemma on partitions subject to a system of Diophantine inequalities, which we will establish using Partition Analysis.

**Lemma 1.** The number of partitions of \( N \) into \( n \) positive parts \( a_i \) and under the additional linear constraints
\[
a_1 \geq a_2 + a_3 + \cdots + a_k,
\]
\[
a_2 \geq a_3 + a_4 + \cdots + a_{k+1},
\]
\[
\vdots
\]
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\[\begin{align*}
a_{n-k+1} &\geq a_{n-k+2} + a_{n-k+3} + \cdots + a_n \\
a_{n-k+2} &\geq a_{n-k+3} \\
a_{n-k+3} &\geq a_{n-k+4} \\
&\vdots \\
a_{n-1} &\geq a_n
\end{align*}\]
equals the number of partitions of \( N \) into parts taken from the set of integers \( \{f_{k-1}(k-2), f_{k-1}(k-1), \ldots, f_{k-1}(n), h_{k-1}(2), h_{k-1}(3), \ldots, h_{k-1}(k-2)\} \).

We end this section with a brief overview of the mathematics behind MacMahon’s operator that we will use in Partition Analysis. The linear operator \( \Omega_{\geq} \) is defined as acting on multiple Laurent series as follows:

\[\Omega_{\geq} \sum_{n_1,\ldots,n_r=\cdots}^{\infty} A_{n_1,\ldots,n_r} \lambda_1^{n_1} \cdots \lambda_r^{n_r} = \sum_{n_1,\ldots,n_r=0}^{\infty} A_{n_1,\ldots,n_r}.\]

The \( A_{n_1,\ldots,n_r} \) can be thought of as rational functions of several variables independent of the \( \lambda_i \) and the series are to be treated analytically (because the method relies on unique Laurent series expansion of rational functions). Also note that we could specify a domain in each case to guarantee absolute convergence of the sums in an open neighborhood of the circles \( |\lambda_i| = 1 \), so that the \( \Omega_{\geq} \) operator is well-defined.

While most of the time \( \Omega_{\geq} \) acts on \( \lambda_i \), we will also use \( \mu_i \) to indicate that these variables encode a different kind of linear constraint than the \( \lambda_i \).

## 2. Discrete setting and sketch of argument

Henceforth, we consider a stick of integer length \( N \) broken at integer increments into \( n \) pieces \( a_1, \ldots, a_n \). We may consider broken stick problems on forming polygons in this discrete setting. We call “Set of all outcomes” the set of all possible \( n \)-tuples of pieces that can form a stick of length \( N \), namely the set of compositions of \( N \) into \( n \) parts

\[C(N, n) := \left\{ (a_1, \ldots, a_n) \in \mathbb{Z}^n : a_i \geq 1, \sum a_i = N \right\}.
\]

To every such problem, we can associate a “Set of positive outcomes” which represents the subsets of \( C(N, n) \) that satisfy given Diophantine inequalities. Then, the probabilities we seek will take the form

\[\frac{\#\text{Set of positive outcomes}}{\#\text{Set of all outcomes}} = \frac{\#\text{Set of positive outcomes}}{\binom{N-1}{n-1}}.\]

Below, we shall see concrete examples of “Set of positive outcomes” associated to certain problems. To go back to the continuous setting, we will look at the behavior of \( (2.1) \) as \( N \to \infty \), hence we only need asymptotics on \#Set of positive outcomes, which we obtain via a generating function for this set.

It should be noted that very recently, the authors in [11] have considered a discrete variant of the Broken Spaghetti Noodle problem to give a purely combinatorial proof. However, the proof we give below as an example of this discrete setting being applied is very different in nature.
2.1. Example. We remind the reader that the probability that an \( n \)-gon can be formed from a stick broken into \( n \) pieces is

\[
1 - \frac{n}{2^{n-1}}.
\]

To form an \( n \)-gon, it suffices to check that \( a_i \leq n - a_i \) for \( i = 1, \ldots, n \) by the generalized triangle inequality, so the “Set of positive outcomes” is

\[
\{(a_1, \ldots, a_n) \in C(N, n) : a_i \leq n - a_i \text{ for } i = 1, \ldots, n\}.
\]

While one could obtain the generating function for the size of this set with Partition Analysis, we simply mention for the sake of this example that it has been studied by Andrews, Paule and Riese in [3] as a generalization of Hermite’s problem. They showed that this generating function is

\[
\frac{q^n}{(1-q)^n} - n \frac{q^{2n-1}}{(1-q)^n(1+q)^{n-1}}.
\]

The first term is the generating function for compositions, so comparing with (2.2), we only have to show that the coefficient of \( q^n \) in

\[
\frac{q^{2n-1}}{(1-q)^n(1+q)^{n-1}} \left( \frac{N-1}{n-1} \right)^{-1}
\]

is \( 2^{1-n} \) as \( N \to \infty \). This is easily seen to hold after doing partial fraction decomposition, clearing denominators, using binomial expansions and setting \( q = 1 \).

We now give another example of the discrete setting being applied, but this time we explicitly use Partition Analysis.

2.2. Example. We will treat the case \( k = 4 \) of Theorem 2. It can be hard to verify that no choices of 4 pieces can form a 4-gon, since we need to check that they fail the triangle inequality every time. But if the segments of the broken stick are ordered, then it suffices to verify that, for consecutive groups of 4 segments, the biggest piece is smaller than or equal to the sum of the 3 other parts of the group (which also excludes degenerate triangles). Thus, for simplicity, we assume that \( a_1 \geq a_2 \geq \ldots \geq a_n \geq 1 \).

The preceding discussion tells us that the ordered “Set of positive outcomes” is

\[
S_4(N) := \left\{(a_1, \ldots, a_n) \in C(N, n) : a_1 \geq \ldots \geq a_n, a_i \geq \sum_{j=1}^{3} a_{i+j} \text{ for } i = 1, \ldots, n - 3 \right\}.
\]

To deal with this assumption on the ordering, one needs to observe that

\[
\#\text{Set of positive outcomes} = 4! \#S_4(N).
\]

We consider the associated generating function

\[
G_4(q) := \sum_{N \geq 4} \#S_4(N) q^N = \sum_{a_1 \geq a_2 \geq \ldots \geq a_n \geq 1, a_1 \geq 0, a_2 + a_3 + a_4} q^{a_1 + \ldots + a_n}
\]

\[
\vdots
\]

\[
a_{n-3} \geq a_{n-2} + a_{n-1} + a_n
\]
and we use Partition Analysis to find a closed form representation.

MacMahon derived many identities for his Partition Analysis. The ones we will need for this example are

\[(2.3) \quad \Omega \geq \frac{1}{(1 - \lambda x) (1 - \frac{y}{x})} = \frac{1}{(1 - x) (1 - xy)} \]

and

\[(2.4) \quad \Omega \geq \frac{1}{(1 - \lambda x) \left(1 - \frac{y}{x} \right) \left(1 - \frac{z}{x} \right) \left(1 - \frac{w}{x} \right)} = \frac{1}{(1 - x) (1 - xy) (1 - xz) (1 - xw)} . \]

These identities follow from geometric series summation, and it is easy to see how to generalize them. One can also check [3] for many more such identities.

We encode the Diophantine inequalities of \(G_4(q)\) in new parameters to use MacMahon’s operator:

\[ G_4(q) = \Omega \geq \sum_{a_i \geq 0} q^{a_1 + \cdots + a_n} A_{1}^{a_1-a_2-a_3-a_4} A_{2}^{a_2-a_3-a_4-a_5} \cdots A_{n-3}^{a_{n-3}-a_{n-2}-a_{n-1}-a_n} \mu_{n-2}^{-a_{n-2}} \mu_{n-1}^{-a_{n-1}} \mu_{n-1}^{-a_n} \]

Notice that if \(a_i \geq \sum_{j=1}^{3} a_{i+j} \) for \(i = 1, \ldots, n-3\), then \(a_1 \geq a_2 \geq \ldots \geq a_{n-2} \) is satisfied, which explains the presence of the variables \(\mu_{n-2}\) and \(\mu_{n-1}\) to encode the remaining inequalities \(a_{n-2} \geq a_{n-1} \geq a_n\).

Using geometric series summation, the generating function is equal to

\[ \Omega \geq \frac{1}{(1 - q\lambda_1) \left(1 - q^{1+1} \lambda_2 \right) \left(1 - q^{1+1} \lambda_3 \right) \left(1 - q^{1+1} \lambda_4 \right) \cdots \left(1 - q^{\lambda_{n-3}} \right)} \]

\[ \times \frac{1}{\left(1 - q^{\mu_{n-2}} \lambda_{n-3} \lambda_{n-3} \lambda_{n-4} \lambda_{n-5} \right) \left(1 - q^{\mu_{n-1}} \lambda_{n-3} \lambda_{n-4} \lambda_{n-5} \lambda_{n-6} \right)} \]

Next, applying \((2.4)\) iteratively to get rid of \(\lambda_1, \lambda_2, \ldots, \lambda_{n-3}\), we get

\[ \frac{1}{(1 - q^1) \left(1 - q^{1+1} \lambda_2 \right) \left(1 - q^{1+1} \lambda_3 \right) \left(1 - q^{1+1} \lambda_4 \right) \cdots \left(1 - q^{\lambda_{n-3}} \right)} \]

\[ \times \frac{1}{\left(1 - q^{\mu_{n-2}} \lambda_{n-3} \lambda_{n-3} \lambda_{n-4} \lambda_{n-5} \right) \left(1 - q^{\mu_{n-1}} \lambda_{n-3} \lambda_{n-4} \lambda_{n-5} \lambda_{n-6} \right)} \]

\[ = \frac{1}{(1 - q^1) (1 - q^{1+1})} \]

\[ \times \Omega \geq \frac{1}{\left(1 - q^{1+1+2} \lambda_3 \right) \left(1 - q^{1+1+2} \lambda_4 \right) \left(1 - q^{1+1+2} \lambda_5 \right) \cdots \left(1 - q^{\lambda_{n-3}} \right)} \]

\[ \times \frac{1}{\left(1 - q^{\mu_{n-2}} \lambda_{n-3} \lambda_{n-3} \lambda_{n-4} \lambda_{n-5} \right) \left(1 - q^{\mu_{n-1}} \lambda_{n-3} \lambda_{n-4} \lambda_{n-5} \lambda_{n-6} \right)} \]

\[ = \frac{1}{(1 - q^1) (1 - q^{1+1}) (1 - q^{1+1+2})} \]

\[ \times \Omega \geq \frac{1}{\left(1 - q^{1+1+2+4} \lambda_4 \right) \left(1 - q^{1+1+2+4} \lambda_5 \right) \left(1 - q^{1+1+2+4} \lambda_6 \right) \cdots \left(1 - q^{\lambda_{n-3}} / 6 \right)} \]

\[ = 1 \]
and so on. We have left the exponents under this form to show the connection with Generalized Fibonacci numbers. Hence, after \( n - 3 \) applications of (2.4), we obtain

\[
G_4(q) = \frac{1}{(1 - q^{f_3(2)}) (1 - q^{f_3(3)}) (1 - q^{f_3(4)}) (1 - q^{f_3(5)}) \ldots (1 - q^{f_3(n-2)})}
\times \Omega \geq (1 - q^{f_3(n-1) \mu_{n-2}}) \left( 1 - q^{1+f_3(n-3)+f_3(n-2) \frac{\mu_{n-1}}{\mu_{n-2}}} \right) \left( 1 - q^{1+f_3(n-2) \frac{1}{\mu_{n-1}}} \right),
\]

where we have implicitly used the fact that

\[
f_3(j) = 1 + f_3(j - 1) + f_3(j - 2) + f_3(j - 3)
\]

for all \( j \geq 3 \) (see Lemma 3), and that \((f_3(i))_{i \geq 2} = (1, 2, 4, 8, 15, 28, \ldots)\).

Finally, we only need to apply (2.3) twice to get the expression

\[
G_4(q) = \frac{1}{(1 - q^{f_3(2)}) (1 - q^{f_3(3)}) (1 - q^{f_3(4)}) (1 - q^{f_3(n)}) (1 - q^{1+f_3(n-2)+f_3(n)})}.
\]

Now that we have obtained this closed form representation for \( G_4(N) \), which showcased how Partition Analysis might be applied to solve broken stick problems, we move on to the more general case. This will also show how to finish the proof of Theorem 2 after obtaining a suitable representation for the generating function of the size of the “Set of positive outcomes”.

### 3. Proof of Theorem 2

Most of the results we present in this section can be proved using double induction on \( n \geq k \geq 3 \) if desired, but we find it to be unenlightening and unnecessarily messy. We prefer to break down the steps in a natural way and directly apply identities akin to (2.4).

#### 3.1. Proof of Lemma 1

Let \( p_k(N, n) \) denote the number of partitions of \( N \) into \( n \) positive parts that respect the system of inequalities in Lemma 1. It is easy to see that the following generating function keeps track of \( p_k(N, n) \):

\[
\sum_{N \geq k} p_k(N, n) q^N = \sum_{\substack{a_1 \geq a_2 \geq \ldots \geq a_n \geq 1 \\ a_1 + a_2 + \ldots + a_k \\ \vdots \\ a_{n-k+1} \geq a_{n-k+2} + \ldots + a_n}} q^{a_1 + \ldots + a_n},
\]

since the inequalities \( a_1 \geq a_2 \geq \ldots \geq a_{n-k+1} \geq a_{n-k+2} + \ldots + a_n \) are vacuously satisfied. Following the previous example, we add new parameters to encode the system of inequalities and use Partition Analysis. We get

\[
\Omega \geq \sum q^{a_1 + \ldots + a_n} \lambda_1^{a_1 - a_2 - \ldots - a_k} \lambda_2^{a_2 - a_3 - \ldots - a_{k+1}} \ldots \lambda_{n-k+1}^{a_{n-k+1} - a_{n-k+2} - \ldots - a_n}
\times \mu_{n-k+2}^{a_{n-k+2} - a_{n-k+3}} \mu_{n-k+3}^{a_{n-k+3} - a_{n-k+4}} \ldots \mu_{n-1}^{a_{n-1} - a_n}
\]

where
Lemma 2. For every $k \geq 2$,
\[
(3.1) \quad \frac{1}{\Omega} \geq (1 - \lambda x_1) \left(1 - \frac{x_2}{\lambda_1}\right) \cdots \left(1 - \frac{q^{j+1-\lambda}}{\lambda_k^{-\lambda_2}}\right) \cdots \left(1 - \frac{q^{n-\lambda}}{\lambda_k^{-\lambda_n}}\right) \geq \frac{1}{(1 - x_1) (1 - x_2) \cdots (1 - x_1 \cdots x_k)}.
\]

We also have the following result on partial sums of the $f_{k-1}(i)$ which is to be used jointly with the previous lemma.

Lemma 3. Let $k \geq 2$. Then for every $j \geq k - 1$, we have
\[
f_k(j) = 1 + \sum_{i=1}^{k} f_k(j - i).
\]

This result is readily seen to follow from the definitions of $f_k(i)$ and $F_{n}^{(k)}$ after a careful rereading. It can also be proven by induction as follows, but it is still no more than a careful unpacking of definitions.

Proof. There is nothing to prove for $j = k - 1$ since both sides of the expression reduce to 1. On the other hand, since
\[
f_k(j + 1) = f_k(j) + F_{j+1}^{(k)}
\]
and
\[
F_{j+1}^{(k)} = \sum_{i=1}^{k} F_{j+1-i}^{(k)}
\]
we find that the result holds for $j + 1$ if we assume it does for some $j \geq k - 1$. $\square$

The previous lemmas allow us to obtain the following proposition.

Proposition 1. For every $n \geq k \geq 3$, we have
\[
(\Omega \geq (1 - q\lambda_1) \left(1 - \frac{\lambda_2}{\lambda_1}\right) \cdots \left(1 - \frac{\lambda_k}{\lambda_1} \cdots \lambda_2\right) \cdots \left(1 - \frac{\lambda_{n-1}}{\lambda_1} \cdots \lambda_2 \cdots \lambda_{n-2}\right) \cdots \left(1 - \frac{x_1}{\lambda_1} \cdots \lambda_2 \cdots \lambda_{n-2} \cdots \lambda_{n-1}\right) \frac{1}{\left(1 - qf_{k-1}(k-2)\right) \cdots \left(1 - qf_{k-1}(n-1)\right) \cdots \left(1 - qf_{k-1}(n-2)\right) \cdots \left(1 - qf_{k-1}(2)\right) \frac{1}{\mu_{n-1}}}.
\]
**Proof.** We can sort the terms in the denominator of the given expression depending on their general form. We have

\[(3.2) \quad 1 - q \frac{\lambda_\ell}{\lambda_{\ell-1} \cdots \lambda_1} \quad (2 \leq \ell \leq k),\]

\[(3.3) \quad 1 - q \frac{\lambda_\ell}{\lambda_{\ell-1} \cdots \lambda_{\ell-k+1}} \quad (k + 1 \leq \ell \leq n - k + 1),\]

or

\[(3.4) \quad 1 - q \frac{\mu_\ell}{\mu_{\ell-1} \lambda_{n-k+1} \cdots \lambda_{\ell-k+1}} \quad (n - k + 3 \leq \ell \leq n - 1).\]

This obviously excludes \(1 - q\lambda_1,\)

\[(3.5) \quad 1 - q \frac{\mu_{n-k+2}}{\lambda_{n-k+1} \cdots \lambda_{n-2k+3}},\]

and

\[(3.6) \quad 1 - q \frac{1}{\lambda_{n-k+1}},\]

but the first term is straightforward to treat separately and \(3.5\) is nothing but \(3.3\) in disguise (once we extend \(\ell\) to \(n - k + 2\)). In the same way, we might as well treat \(3.6\) as being of the form \(3.4\) since \(\Omega\) is not acting on \(\mu_\ell\) for \(\ell > n - k + 2\) in this Proposition.

We start with \(3.2\). Writing the exponent of \(q\) in \(1 - q\lambda_1\) as \(f_{k-1}(k - 2)\), it is easy to see iteratively, using Lemma 2, that we can associate a forward shift by \(k - 3\) between the variable given to \(f_{k-1}(\cdot)\) and the index of the parameter in the numerator of each term of the general form \(3.2\). Since there are \(\ell - 1\) parameters \(\lambda_i\) in each denominator, we see using the same iterative reasoning with \(\ell\) applications of Lemma 2 (acting on \(\lambda_1, \ldots, \lambda_\ell\) in that order) that the exponent of \(q\) will be given by the sum of 1 with the \(\ell - 1\) preceding exponents. Since we have defined \(f_{k-1}(i) = 0\) when \(i \leq k - 3\), we might as well say that it is the sum of 1 and the \(\ell - 1\) preceding ones where we substitute \(k - \ell\) times a 0 for the terms that don’t initially appear; that is, the exponents will take the form

\[1 + f_{k-1}(\ell + k - 4) + f_{k-1}(\ell + k - 5) + \cdots + f_{k-1}(\ell - 2),\]

which is just \(f_{k-1}(\ell + k - 3)\) by Lemma 3. The exact same reasoning works for \(3.3\) (but this time there is no need to add any 0).

Finally, we treat \(3.4\). Notice that each denominator in this case is composed of \(n - \ell + 1\) terms starting with \(\lambda_{n-k+1}\) and decreasing from there (we are obviously not including the \(\mu_i\) in this discussion since \(\Omega\) will not be acting on them). Hence, we see by a repetition of our preceding argument that the exponent of \(q\) will be the sum of 1 with the \(n - \ell + 1\) preceding ones, starting at \(f_{k-1}(n)\) by our \(k - 3\) shift acting first on \(n - k + 1\). This is precisely the definition of \(g_{k-1}(n - \ell + 2)\). Note that for \(\ell = n - k + 3\), this gives \(g_{k-1}(k - 1)\), which is just

\[1 + \sum_{i=2}^{k-1} f_{k-1}(n - i) = f_{k-1}(n) - f_{k-1}(n - 1)\]

by Lemma 3. Hence, to finish the proof, simply apply \(3.1\) once more, but this time to get rid of \(\mu_{n-k+2}\). □
From the previous lemma, it is easy to see why the $h_{k-1}(\cdot)$ terms have to be dropped from Theorem 2 when $k = 3$. In particular, its only two terms involving $\mu_i$ would be of the form (3.5) and (3.6), which would clearly not involve any $g_{k-1}(\cdot)$ after applying the $\Omega$ operator.

The following proposition gives us a final closed form for our generating function.

**Proposition 2.** For every $n \geq k \geq 3$, we have

$$
\sum_{N \geq k} p_k(N, n)q^N = \prod_{i=k-2}^{n} \frac{1}{1 - q^{f_{k-1}(i)}} \prod_{j=2}^{k-2} \frac{1}{1 - q^{h_{k-1}(j)}}.
$$

**Proof.** By Proposition 1, it suffices to show that

$$
\Omega \geq (1 - q^{f_{k-1}(n)\mu_{n-k+3}}) \left(1 - q^{g_{k-1}(k-2)\frac{\mu_{n-k+4}}{\mu_{n-k+3}}} \cdots \left(1 - q^{g_{k-1}(3)\frac{\mu_{n-k+2}}{\mu_{n-k+1}}} \left(1 - q^{g_{k-1}(2)\frac{1}{\mu_{n-1}}}ight)\right)\right)
$$

is equal to

$$
\frac{1}{1 - q^{f_{k-1}(n)}} \prod_{j=2}^{k-2} \frac{1}{1 - q^{h_{k-1}(j)}}.
$$

To deal with the first term $(1 - q^{f_{k-1}(n)\mu_{n-k+3}})^{-1}$, simply apply (3.1). Next, since each $\mu_i$ appears exactly twice, every application of Lemma 2 will only affect the subsequent term of the general form

$$
\frac{1}{1 - q^{g_{k-1}(k-\ell)\frac{\mu_{n-k+\ell+2}}{\mu_{n-k+1}}} \cdots \left(1 - q^{g_{k-1}(2)\frac{1}{\mu_{n-1}}}ight)\right)
$$

for some $2 \leq \ell \leq k - 2$. Thus, we see iteratively that after applying (3.1) $\ell$ times, the exponent of $q$ in such a term will take the form

$$
g_{k-1}(k - \ell) + f_{k-1}(n) + g_{k-1}(k - 2) + \cdots + g_{k-1}(k - \ell + 1) = h_{k-1}(\ell). \quad \square
$$

To finish the proof of Lemma 1, we simply need to observe that the expression given by Proposition 2 is precisely the generating function for the number of partitions of $N$ into parts taken from the set of integers

$$
\{f_{k-1}(k - 2), f_{k-1}(k - 1), \ldots, f_{k-1}(n), h_{k-1}(2), h_{k-1}(3), \ldots, h_{k-1}(k - 2)\}.
$$

3.2. **Proof of Theorem 2**. Obviously, the reasoning made in Example 2.2 still applies here. *Mutatis mutandi*, we obtain that the ordered “Set of positive outcomes” is

$$
S_k(N) := \left\{(a_1, \ldots, a_n) \in C(N, n) : a_1 \geq \ldots \geq a_n, a_i \geq \sum_{j=1}^{k-1} a_{i+j} \text{ for } i = 1, \ldots, n - k + 1 \right\},
$$

while its associated generating function is

$$
G_k(q) := \sum_{N \geq k} \#S_k(N)q^N = \sum_{a_1 \geq a_2 \geq \ldots \geq a_n \geq 1} q^{a_1 + \cdots + a_n}.
$$
It follows that \( \#S_k(N) = p_k(N,n) \). But since we assume that the pieces are ordered, we must consider the permutations of the pieces as before. Hence,

\[
\#\text{Set of positive outcomes} = n! \#S_k(N) = n! \cdot p_k(N,n).
\]

It is a well known problem and a simple exercise in complex analysis to obtain asymptotics for the number of partitions with restricted summands. For instance, we have the following proposition.

**Proposition 3.** [6, p. 258] The number of partitions of \( n \) with summands restricted to a finite set of \( r \) integers without a common divisor is asymptotically equal to

\[
\frac{1}{P (r-1)!}n^{r-1},
\]

where \( P \) is the product of those \( r \) integers.

Since the set

\[
\{ f_{k-1}(k-2), f_{k-1}(k-1), \ldots, f_{k-1}(n), h_{k-1}(2), h_{k-1}(3), \ldots, h_{k-1}(k-2) \}
\]

contains \( n \) integers without a common divisor (just notice 1 is in the set), it follows that

\[
\#S_k(N) \sim \frac{1}{P (n-1)!} N^{n-1},
\]

where

\[
P = f_{k-1}(k-2) f_{k-1}(k-1) \cdots f_{k-1}(n) h_{k-1}(2) h_{k-1}(3) \cdots h_{k-1}(k-2).
\]

Overall, using that for fixed \( s \),

\[
\binom{t}{s} \sim \frac{t^s}{s!},
\]

we get

\[
\frac{\#\text{Set of positive outcomes}}{\#\text{Set of all outcomes}} \sim \frac{n! N^{n-1}}{P (n-1)!} \left( \frac{N-1}{n-1} \right)^{-1} \sim \frac{n!}{P} \left( \frac{N}{N-1} \right)^{n-1},
\]

which goes to the claimed expression as \( N \to \infty \).
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