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ABSTRACT In this article, we discuss the $H_{\infty}$ model following control for uncertain continuous systems by using a discrete sliding mode control (SMC). In contrast to the reports in the literature, the digital redesign technology is newly integrated with SMC such that the traditional sliding mode controller can be discretized and easily implemented with digital signal processing technology. Under the proposed digital redesign SMC, the states of the controlled systems can be controlled and follow the trajectory of the model systems. Furthermore, by using the linear quadratic analog tracker (LQAT) design for model systems, the model system also can track the desired trajectory. Besides, to solve the chattering performance, a saturation function is introduced, and the upper-bound of the sliding mode function by utilizing the saturation function is well discussed. Finally, we use a numerical example to illustrate the robustness and effectiveness of the proposed digital redesign SMC in this article.

INDEX TERMS Sliding mode control, H-infinity control, digital redesign, linear quadratic analog tracker, model following control.

I. INTRODUCTION

In the control systems, because the system’s uncertainties and external disturbances can affect the control performance of the overall system, and even cause the failure of control systems, in the research literature, we can find many methods to ensure the stability of the controlled system, such as sliding mode control [1], [2], adaptive control [3], [4], neural network control [5], [6], etc. Especially due to its inherent robustness, the sliding mode control (SMC) has been applied in lots of actual applications to constrain the uncertainties and disturbances. We can see that SMC has widely developed in many papers, such as terminal SMC [7], neuro-fuzzy-SMC [8], and integral SMC [9], etc. However, because of the current advancement of digital signal processing technology and the reduction in the cost of related digital chips, the use of digital controllers to design and achieve control performance for a system has become the current trend. Thus, discussing the discrete control design is an important issue. The distinction between continuous-time SMC and discrete-time SMC (DSMC) is the sampling frequency [10]. There are many papers discussing DSMC [11]–[16] for the discrete systems. Before designing the DSMC, they have to transfer the continuous-time system to the discrete-time system. Then, they can design the digital controller. However, this design approaches increase the stability analysis difficulty when applied to continuous systems. As mentioned above, to solve this problem, we use the digital redesign method to transform the well-designed SMC for the continuous systems to a discrete SMC. By this proposed digital redesign method, we can not only efficiently analyze the controlled performance but also many well-developed designed approaches in the continuous-time domain can be directly applied.

The digital redesign is a technique to convert the continuous-time controller into the discrete-time controller [17], [18]. According to the digital redesign approach, we can easily obtain a discrete SMC from a well-designed continuous SMC. However, till now the digital redesign sliding mode
control (DRSMC) hasn’t been developed well in the literature, therefore the design of DRSMC is worthy to study. Many methods have been proposed for dealing with the tracking control problem while systems have external disturbances. For example, in [19], authors pointed out that the nonlinear perturbations do exist in systems, then the tracking controller design integrated with the adaptive method and fuzzy approach is discussed for processing nonlinear systems. In [20], while the complexity and the high accuracy are needed to be considered for system performances in practical systems, the proposed observer and controller are introduced to cope with these problems for the tracking control. As mentioned above, while systems are with non-linearity and the high accuracy performance is considered, the tracking controller needs to be well-developed to overcome the unexpected disturbances. Therefore, in this article, SMC will be introduced to deal with the unexpected disturbances. To complete the design of DRSMC, we first design a continue-time sliding mode controller to suppress the effect of the disturbances and uncertainties. Then, we discretize the continuous-time SMC by using the digital redesign approach based on LQAT. With the Euler approach, we also ensure that the hitting condition is satisfied, and the trajectories of the systems controlled by the proposed DRSMC can also converge to the sliding manifold.

However, the traditional SMC has the chattering problem, then we use the saturation function [12] to solve the problem. But, using the saturation function can’t let sliding mode function always be zero. Thus, we have to discuss the upper-bound of the sliding mode function and ensure the sliding mode function will converge within the predicted upper-bound. Thus, it’s worth exploring issues, and we analyze it in this article.

On the other hand, mismatched disturbances frequently occur in the control applications, thus it’s important to discuss the suppression for the effect of mismatched disturbances. Nowadays, many written works have discussed mismatched disturbances [1], [2], [12], [21]. $H_\infty$ control is concerned in lots of studies and this strategy can not only preserve the control performance but also suppress the mismatched disturbances. Besides, the authors indicate that the mismatch disturbances cannot be eliminated perfectly in the SMC; therefore, the effect of mismatched disturbances to the controlled system and the bound are discussed in [12]. When we design the $H_\infty$ control, we have to ensure the stability of the systems. Many control design methods were frequently adopted, such as ADP approach [21], Riccati approach [22], and linear matrix inequality (LMI) approach [23]. Besides, the $H_\infty$ problem can be applied to the filter design by using LMI [24]. Therefore, solving the $H_\infty$ problem is an important topic to deal with external disturbances and noises. However, we don’t have enough information about perturbations. Thus, we need to have a disturbances observer to estimate the external disturbances [25]–[28]. In [25], the authors considered a system with the external disturbance and the proposed sliding mode observer (SMO) for dealing with the system state, external disturbance, and fault-tolerant control by using the augmented method. In [26], it explores the disturbance is slowly time-varying in the continuous-time and design the disturbances estimator with SMC. In the works [27], [28], they discuss the disturbances observers in discrete time. In [29], the authors propose a one-step delay estimator to observe the external slow and smooth disturbance, and the estimator error belongs to $O(T_\epsilon)$ defined in Lemma 2. Due to the disturbance varies slowly, we can design the disturbance estimator and let the difference of compensation and disturbances converge to zero closely. In this article, the LMI-based approach will be introduced to solve the $H_\infty$ problem and the disturbance estimator will be designed to ensure the stability of the system.

Based on our knowledge, the digital redesign for the $H_\infty$ model following control by using DRSMC has not been well developed so far. For the proposed hybrid-controlled systems in this article, since the continuous-time SMC-based controller has been discussed well, the digital redesign approach can be utilized to discretize the controller directly such that the controller design process becomes easy. By applying the developed digital redesign method in this article, the reaching condition can be adopted to ensure the existence of the sliding surface on the sampling time. Hence, the continuous-time $H_\infty$ model following controller can be transferred to the discrete-time $H_\infty$ model following controller and the performance of the original continuous-time controller is remained as possible.

As mentioned above, the contributions of this article are highlighted below. Based on the model-following control strategy, we propose a digital-redesign SMC-based controller for suppressing the matched/mismatched disturbances. Besides, while the saturation function is adopted to reduce the undesirable chattering in traditional SMC, we discuss the effect and the upper-bound for the SMC by using saturation function; therefore, the upper-bound of the sliding mode function is well analyzed in this article.

The framework of the paper is given as follows. Section 2 is the system description. Section 3 is the method of DRSMC. Section 4 includes an illustrative example. Section 5 is the conclusion.

Notation. $w^T$ denotes the transport for a matrix $w$. $\|w\|$ is the Euclidean norm of the vector. $I_n \in R^{n \times n}$ denotes the identity matrix. $|w|$ represents the absolute value for $w$. $w^\dagger$ denotes to the pseudo inverse for a matrix $w$. $\text{sgn}(w) = [\text{sgn}(w_1), \text{sgn}(w_2), \cdots, \text{sgn}(w_m)]^T \in R^m$ and $\text{sgn}(w)$ is the sign function of $w$, if $w > 0$, $\text{sgn}(w) = 1$; if $w < 0$, $\text{sgn}(w) = -1$.

II. DESCRIPTION OF HYBRID MODEL-FOLLOWING CONTROL SYSTEM AND PROBLEM FORMULATION

The model following control system includes two subsystems, the controlled system, and the model system. In this article, we discuss the hybrid model following control design. The configuration of a hybrid model-following control system is given in Figure 1. A DRSMC is utilized to control...
a continue-time system and ensures the output signal of controlled systems can track the states and reference signals in the model system. In Figure 1, we can find the digital controller is designed to control the continue-time system and the one-step delay estimator is used to repress the mismatched disturbances. By the way, we also use the \( E_{md} \) and \( K_{ind} \) to make sure the model system output can track the reference signal. Since we use the digital controller to control the continue-time system, we apply Z.O.H. to transfer the reference signal. Since we use the digital controller to control the continue-time system, we apply Z.O.H. to transfer the reference signal.

As shown in Figure 1, the controlled system output including the matched/unmatched disturbances are described as follows

\[
\dot{x}(t) = Ax(t) + B_1 (g(x(t), t) + f(x(t), t) + u_c(t)) + B_2 d(t),
\]

\[
y(t) = Cx(t),
\]

where \( A \in \mathbb{R}^{n \times n} \), \( B_1 \in \mathbb{R}^{n \times m} \) and \( C \in \mathbb{R}^{p \times n} \) are the system matrices, \( B_2 \in \mathbb{R}^{n \times r} \) is the mismatched system matrix, \( x(t) \in \mathbb{R}^n \), \( u_c(t) \in \mathbb{R}^m \), \( y(t) \in \mathbb{R}^p \), \( g(x(t), t) \in \mathbb{R}^m \), \( f(x(t), t) \in \mathbb{R}^m \) and \( d(t) \in \mathbb{R}^r \) are the state vector, the input vector, the output vector, the known internal nonlinear uncertainties, the unknown external matched disturbance, and the unknown mismatched disturbance, respectively. Besides the unknown external disturbance satisfies

\[
f(x(t), t) = f_1(x(t), t) + f_2(t)
\]

and is assumed to be bounded by \( \|f_1(x(t), t)\| \leq \alpha_2 \|x(t)\| , \|f_2(t)\| \leq \alpha_3 \). The mismatched disturbance \( d(t) \) is assumed to vary slowly and \( \|d(t)\| \leq \alpha_1 \).

The model system in Figure 1 is described by

\[
\dot{x}_m(t) = Ax_m(t) + B_1 u_{mc}(t),
\]

\[
y_m(t) = Cx_m(t),
\]

where \( x_m(t) \in \mathbb{R}^n \), \( u_{mc}(t) \in \mathbb{R}^m \) and \( y_m(t) \in \mathbb{R}^p \) are the model system state vector, the model system input vector, and the model system output vector, respectively.

For the model following control considered in this article, we aim to design a hybrid \( H_\infty \) controller not only to force the controlled system output (1b) to track the model system output (2b) but also to track a desired reference trajectory. To achieve this control goal, we can first consider the tracker design with LQAT [30] for the model system (2), then the model system input can be designed as

\[
u_{mc}(t) = -K_{mc} x_m(t) + E_{mc} r(t),
\]

where \( K_{mc} \) is the feedback control gain, \( E_{mc} \) is the forward control gain, and \( r(t) \in \mathbb{R}^p \) is the desired reference trajectory. Similar to the design procedures in [30], to complete LQAT for the model system, the following cost function is considered

\[
J_m = \frac{1}{2} \int_0^{t_{end}} \left\{ e_{ym}^T(\tau) Q_m e_{ym}(\tau) + u_{mc}^T(\tau) R_m u_{mc}(\tau) \right\} d\tau,
\]

where \( e_{ym}(\tau) = y_m(\tau) - r(\tau), Q_m = 10^4 I_p, q \geq 0, \) is a positive definite or a positive semidefinite real symmetric matrix and \( R_m \) is a positive define matrix. As mentioned above, to calculate the gain of \( K_{mc} \), the Riccati equation is given as

\[
A^T P_m + P_m A - P_m B R_m^{-1} B^T P_m + C^T Q_m C = 0, \tag{5}
\]

where \( P_m \) is the positive symmetric define matrix satisfying the Riccati equation of (5). Hence, the feedback gain can be calculated as \( K_{mc} = R_m^{-1} B^T P_m \). Therefore, the forward gain can be designed as \( E_{mc} = -R_m^{-1} B^T \left[ (A - B K_{mc})^T \right]^{-1} C^T Q_m \) [30].

**Remark 1:** For the square system, if the control law is design as \( u_{mc}(t) = -K_{mc} x_m(t) + r(t) \) by forcing the forward gain \( E_{mc} = I_p \) in (3), then it reduces to the traditional model following control.

### III. DIGITAL REDESIGN SLIDING MODE CONTROLLERS

In this section, we will discuss the design of a hybrid \( H_\infty \) model following control for uncertain continuous systems by using a DRSMC. To complete the design, we first design continuous SMC and then use the digital redesign technology to discretize the continuous SMC to achieve a hybrid \( H_\infty \) model following control. The detailed design is described as follows.

#### A. CONTINUOUS \( H_\infty \) SLIDING MODE CONTROL DESIGN

Before we design the SMC, we calculate the following error dynamic equation from (1a) and (2a)

\[
\dot{e}(t) = Ae(t) + B_1 (g(x(t), t) + f(x(t), t) + u_c(t) - u_{mc}(t)) + B_2 d(t),
\]

where \( e(t) = x(t) - x_m(t) \).

Here we firstly design a controller \( u_c(t) \) in (6) to ensure that the states of controlled systems (1) can be forced to follow the states of model systems (2). To complete the design of the SMC \( u_c(t) \), it is necessary to design a proper sliding mode function \( s(t) \) and ensure \( e(t) \) can converge to the sliding mode (i.e. \( s(t) = 0 \)). Then, we design the SMC \( u_c(t) \) to guarantee the state trajectory of controlled states can be forced to the sliding manifold as expected. To complete the above design,
According to (6), we first select the sliding mode function as follows

\[ s(t) = C_s e(t) + \int (-C_s A e(t) + K_c e(t)) dt, \]  

(7)

where \( C_s = B_1^T \) and \( K_c \) is the controller gain to be designed. Based on the SMC theorem, if the model following error \( e(t) \) can converge to the sliding manifold (i.e., \( s(t) = 0 \) and \( \dot{s}(t) = 0 \)), we can obtain the equivalent control law by using the relation of \( s(t) = 0 \) and \( \dot{s}(t) = 0 \). Thus, one has

\[ \dot{s}(t) = C_s (A e(t) + B_1 (g(x(t), t) + f(x(t), t) + u_{ceq}(t)) - u_{mc}(t))) + C_s B_2 d(t) - C_s A e(t) + K_c e(t), \]

then, one has

\[ \dot{s}(t) = g(x(t), t) + f(x(t), t) + u_{ceq}(t) - u_{mc}(t) + C_s B_2 d(t) + K_c e(t) = 0 \]  

(8)

and the equivalent control law can be obtained as

\[ u_{ceq}(t) = -g(x(t), t) - f(x(t), t) - K_c e(t) + u_{mc}(t) - C_s B_2 d(t). \]  

(9)

Substituting (9) into (6), and we can have the equivalent dynamics in the sliding manifold as

\[ \dot{e}(t) = A e(t) + B_1 (-K_c e(t) - C_s B_2 d(t)) + B_2 d(t) = A e(t) + B_1 u_c^*(t) + B_w d(t), \]  

(10)

where \( u_c^*(t) = -K_c e(t) \) and \( B_w = (I_n - B_1 C_s) B_2 \). In (10), to efficiently suppress the mismatched disturbances, we have to design the controller gain \( K_c \) satisfying the \( H_\infty \) tracking performance in the SMC. Next, we discuss the design of controller gain \( K_c \) in Theorem 1.

**Theorem 1:** If the following LMIs are satisfied with specified matrices \( Y \) and \( Z \)

\[
\begin{bmatrix}
Y A^T + A Y - Z^T B_1^T - B_1 Z & B_w Y C^T \\
B^T w & -I_n & 0
\end{bmatrix} < 0,
\]

where \( Y \in \mathbb{R}^{m \times n} \) is a symmetric matrix and \( Z \in \mathbb{R}^{m \times n} \), then the controller gain can be calculated as \( K_c = Z Y^{-1} \) and the equivalent dynamics (10) in the sliding manifold is \( H_\infty \) stable with a pre-selected positive parameter \( \gamma \). One can see Appendix A for detailed proof.

In the following, it is still necessary to design the controller \( u_c(t) \) to guarantee the state trajectory of controlled states can be forced to the sliding manifold to obtain the equivalent dynamics (10) used in Theorem 1. Now, the proposed sliding mode control law can be designed as

\[ u_c(t) = u_c^*(t) + u_{mc}(t) + u_{\pm}(t), \]  

(11)

where \( u_{\pm}(t) = -\gamma_1 s(t) - (\gamma_2 + \gamma_3) \text{sgn}(s(t)), \gamma_1, \gamma_2 \) and \( \gamma_3 \) are positive parameters. Substitute (11) into (8), and then we can get

\[ \dot{s}(t) = \dot{g}(x(t), t) + f(x(t), t) + C_s B_2 d(t) - \gamma_1 s(t) - (\gamma_2 + \gamma_3) \text{sgn}(s(t)). \]  

(12)

To make the trajectories of the controlled system reach the sliding manifold, we consider a Lyapunov function as follows

\[ V(s(t)) = \frac{1}{2} s^T(t) s(t). \]

Taking the derivative of \( V(s(t)) \) yields \( \dot{V}(s(t)) = s^T(t) \dot{s}(t) \). Then, \( \dot{V}(s(t)) = s^T(t)(g(x(t), t) + f(x(t), t) + C_s B_2 d(t) - \gamma_1 s(t) - (\gamma_2 + \gamma_3) \text{sgn}(s(t))). \)

Also, one has

\[ \dot{V}(s(t)) \leq \|g(x(t), t)\| + \alpha_2 \|x(t)\| + \alpha_3 + \alpha_1 \|C_c\| \|B_2\| \|s(t)\| - \gamma_1 \|s(t)\|^2 - \gamma_2 \|s(t)\| - \gamma_3 \|s(t)\|, \]

where \( \gamma_3 = \|g(x(t), t)\| + \alpha_1 \|C_c\| \|B_2\| + \alpha_2 \|x(t)\| + \alpha_3. \) Thus, we have

\[ \dot{V}(s(t)) \leq -\gamma_1 \|s(t)\|^2 - \gamma_2 \|s(t)\| \leq 0, \]

where \( \gamma_1 > 0 \) and \( \gamma_2 > 0 \). According to the Lyapunov theory, we ensure \( \lim_{t \to \infty} V(s(t)) = 0 \) as well as \( \lim_{t \to \infty} s(t) = 0 \). Therefore, the sliding manifold is guaranteed.

**B. DESIGN DRSMC**

We have completely analyzed the sliding mode in the continuous-time domain. Now, we continue to discuss the sliding mode control in the discrete-time domain by using the digital redesign approach. To ensure the reaching condition in the discrete-time domain, the following Lemma 1 is introduced.

**Lemma 1** [12] The following reaching condition is considered.

For \( s(kT_s) > 0 \),

\[ \Delta s(kT_s) = s(kT_s + T_s) - s(kT_s) \leq -\gamma_1 T_s (s(kT_s) - \gamma_2 T_s \text{sgn}(s(kT_s))), \]

for \( s(kT_s) < 0 \),

\[ \Delta s(kT_s) = s(kT_s + T_s) - s(kT_s) \geq -\gamma_1 T_s (s(kT_s) - \gamma_2 T_s \text{sgn}(s(kT_s))), \]

where \( T_s \) is the sampling time. If the above reaching conditions of the sliding motion are satisfied, then the trajectories of the error dynamic system (6) converge to the sliding mode function \( s(kT_s) = 0 \) [12].

To prove the existence of sliding manifold in the discrete-time domain, discretizing (12) with Euler method [31], then one has

\[ s(kT_s + T_s) = s(kT_s) + T_s (g(x(kT_s), kT_s) + f(x(kT_s), kT_s)) \]
+ C_s B_2 d(kTs) - \gamma_1 s(kTs) - (\gamma_2 + \gamma_3)\text{sgn}(s(kTs))).

According to Lemma 1 and \( \gamma_3 = \|g(x(t), t)\| + \alpha_1 \|C_s\| \|B_2\| + \alpha_2 \|x(t)\| + \alpha_3 \),
when \( s(kTs) > 0 \),
\[
\Delta s(kTs) = -\gamma_1 T_s s(kTs) + T_s g(x(kTs), kTs) + f(x(kTs), kTs)
+ C_s B_2 d(kTs) - (\gamma_2 + \gamma_3)\text{sgn}(s(kTs)))
\leq -\gamma_1 T_s s(kTs) - \gamma_2 T_s \text{sgn}(s(kTs)).
\]
When \( s(kTs) < 0 \),
\[
\Delta s(kTs) = -\gamma_1 T_s s(kTs) + T_s g(x(kTs), kTs) + f(x(kTs), kTs)
+ C_s B_2 d(kTs) - (\gamma_2 + \gamma_3)\text{sgn}(s(kTs)))
\geq -\gamma_1 T_s s(kTs) - \gamma_2 T_s \text{sgn}(s(kTs)).
\]
Thus, by using Lemma 1, it ensures that \( s(kTs) \) also reaches the sliding manifold in the discrete-time domain. As discuss above, we have \( u_\epsilon(t) = u_{ceq}(t) \) in the sliding manifold. We discretize (10) by the sampling time \( T_s \), then one has
\[
e(kTs + T_s) = Ge(kTs) + H_1 u^*_d(kTs) + H_w d(kTs)
\]
where \( G = e^{AT_s}, H_1 = (G - I_n)A^{-1}B_1 \) and \( H_w = (G - I_n)A^{-1}B_w \). Then, using the digital redesign approach [17], the digital-redesign-based control law \( u^*_d(kTs) \) can be represented as
\[
u^*_d(t) = u^*_d(kTs) \equiv u^*_d(kTs + T_s) + u^*_d(kTs) - u^*_d(kTs + T_s), \quad \text{for } kTs \leq t < kTs + T_s.
\]
According to (14), we further have
\[
u^*_d(kTs) \equiv u^*_d(kTs + T_s) + u^*_d(kTs) - u^*_d(kTs + T_s).
\]
To implement the control input of DRSMC, the following Lemma 2 is introduced.

Lemma 2 [29]

We assume that the function \( f(t) \) is varying slowly. In [29], we can define that the \( f(kTs) \) is the order \( O(T_s) \), which is concerning the sampling time \( T_s \). Thus, the property is defined as follows

Property: \( f(kTs) = O(T_s), f(kTs) - f(kTs - T_s) = O(T_s^2), \) and \( f(kTs) - 2f(kTs - T_s) + f(kTs - 2T_s) = O(T_s^3) \).

In order to implement the proposed control law to the digital controller, we let
\[
O_1(T_s^2) = u^*_d(kTs) - u^*_d(kTs + T_s).
\]
The detailed proof of (16) will introduce later. Thus, we further rewrite (15) as follows
\[
u^*_d(kTs) = u^*_d(kTs + T_s) + O_1(T_s^2).
\]
In (17), by using the digital redesign approach to transfer \( u^*_d(t) \), one can get
\[
u^*_d(kTs + T_s) = -K_c e(kTs + T_s)
= -K_c(Ge(kTs) + H_1 u^*_d(kTs) + H_w d(kTs)).
\]
We utilize (18) to the first term of (17), and then we get
\[
u^*_d(kTs) = -K_c(Ge(kTs) + H_1 u^*_d(kTs) + H_w d(kTs))
+ O_1(T_s^2).
\]
We organize (19), it can be
\[
u^*_d(kTs) = -K_c Ge(kTs) - K_c H_w d(kTs)
+ O_1(T_s^2),
\]
then one has
\[
u^*_d(kTs) = -(I_m + K_c H_1)^{-1} K_c(Ge(kTs))
+ (I_m + K_c H_1)^{-1} \left[ -K_c H_w d(kTs) + O_1(T_s^2) \right].
\]
Therefore, one has
\[
u^*_d(kTs) = -(I_m + K_c H_1)^{-1} K_c(Ge(kTs))
+ (I_m + K_c H_1)^{-1} \left[ -K_c H_w d(kTs) + O_1(T_s^2) \right].
\]
(21)
where \( K_c = (I_m + K_c H_1)^{-1} K_c \) and \( d(kTs) = H_w d(kTs) \).

According to Lemma 2, \( d(kTs) \) belongs to \( O_2(T_s) \) and is unknown, but \( d(kTs) \) is bounded and grows slowly.

We design an estimator \( \hat{d}_d(kTs) \) to estimate \( d_d(kTs) \). Thus, (21) can be described as
\[
u^*_d(kTs) = -(I_m + K_c H_1)^{-1} K_c \left( d_d(kTs) \right)
+ \hat{d}_d(kTs) \quad \text{for } kTs \leq t < kTs + T_s.
\]
Then,
\[
u^*_d(kTs) = -(I_m + K_c H_1)^{-1} O_1(T_s^2)
+ (I_m + K_c H_1)^{-1} O_2(T_s^2)\].
(22)
where \( O_2(T_s) = d_d(kTs) - \hat{d}_d(kTs) \) and the estimation of \( d_d(kTs) \) is given as
\[
\hat{d}_d(kTs) = \hat{d}_d(kTs - T_s)
+ k_{\hat{d}} \left[ G(kTs) - Ge(kTs - T_s) - H_1 u^*_d(kTs - T_s) \right]
- k_{\hat{d}} d_d(kTs - T_s),
\]
(23)
where \( k_{\hat{d}} = \tilde{k}_{\hat{d}} I_n \) and \( \tilde{k}_{\hat{d}} \) is a positive scalar parameter that can be designed. The detailed proof of the proposed disturbance estimator (23) can seem in Appendix B. From Appendix B, we can know \( \hat{d}_d(kTs) \) is bounded. Therefore, the proposed digital controller can be designed as follows
\[
u^*_d(kTs) = -(I_m + K_c H_1)^{-1} K_c \hat{d}_d(kTs).
\]
The detailed proof of the proposed controller (24) and (16) can be found in Appendix C. As the results in Appendix C, the proposed controller in (24) belongs to \( O(T_s) \).

After the control law is discretized, to implement the discrete-time SMC, we discretize the sliding mode function (7) with Euler method [31] as follows
\[
s(kTs) = C_s e(kTs) + s_1(kTs),
\]
where \( \gamma_1(T_s^2)
(25)
where $s$ is an arbitrary and small positive constant. □

Let $\gamma_3 = \gamma_d$ and $\gamma_{\text{max}} = \max(\gamma_3)$, one has

$$
\sum_{i=1}^{m} s_i(t) \hat{s}_i(t) \leq \sum_{i=1}^{m} (\gamma_3 |s_i(t)| - \gamma_2 |s_i(t)|) - \gamma_2 s_i(t) \leq \gamma_2 \left( \sum_{i=1}^{m} (s_i(t) - |s_i(t)|) \right) + \gamma_2 \gamma_{\text{max}} |s_i(t)|
$$

(32)

(33)

Obviously, from (33), it implies $\dot{V}(s(t)) \leq 0$ when

$$
|s(t)| \leq \left( \frac{\gamma_2 + \gamma_{\text{max}}}{\gamma_2} \right) m \varepsilon.
$$

(34)

Hence, in (34), we can select a small enough parameter $\varepsilon$ and a large enough parameter $\gamma_2$ to achieve the desired performance in the SMC such that $s(t)$ approximates to zero closely.

Remark 2: Since $\gamma_3$ is a time-varying parameter, we use the maximum of $\gamma_3$ to calculate the upper-bound of the sliding mode trajectory.

Since the saturation function is utilized to eliminate chattering phenomenon by selecting a proper $\varepsilon$, the digital-redesign SMC-based control law can be rewritten as

$$
u_d(kT_s) = -K_d e(kT_s) - (I_m + K_c H_1)^{-1} K_c \hat{d}_d(kT_s)
$$

(35)

Also, the upper-bound of sliding mode trajectories can be found in (34). As discussed above, we have completed the digital controller and continue to verify the proposed digital controller. The flow chart of the hybrid model-following control is shown in Figure 2.

Remark 3: In order to implement the designed controller by using the digital controller, we propose a digital-redesign algorithm to discretize the continuous-time controller to discrete-time controller directly, and we discuss and prove the proposed digital-redesign-based controller belongs to $O(T_s)$. Also, in SMC, since the saturation function is often adopted to reduce the chattering phenomenon, we discuss the effect of the proposed SMC in this article.

IV. NUMERICAL SIMULATION

In this example, by using the proposed DRSMC, we design the digital controller to control the $n$-scroll Chua’s circuit [32]. The original continuous $n$-scroll Chua’s circuit can
FIGURE 2. The flow chart of the hybrid model-following control.

Step 1.
- Continuous-time controller design
- Select the sliding mode function in (7)
- Obtain the continuous-time SMC in (11)

Step 2.
- Digital redesign approach
- Obtain the discrete-time sliding mode function in (25)
- Design the disturbance estimator in (23)
- Obtain the digital-redesign SMC-based control in (35)

According to Theorem 1, by solving LMIs with γ = 0.3, we obtain \( K_c = \left[ \begin{array}{cccc} -3.9616 & -1.1215 & -0.005 \end{array} \right] \).

For the model system (2a) and (2b), by selecting the weighting matrices \( Q_m = 10^7 \) and \( R_m = 1 \), we obtain \( K_{mc} = \left[ \begin{array}{c} -3.1623 \times 10^3 & -1.0001 \times 2.9246 \times 10^{-5} \end{array} \right] \) and \( E_{mc} = \left[ -3.1623 \times 10^3 \right] \). The sampling time is selected as \( T_s = 10^{-3} \) (s). With (13), (21), and (28), we disretize \( A, B, K_c, K_{mc}, \) and \( E_{mc} \) to have

\[
G = \left[ \begin{array}{ccc} 9.995 \times 10^{-4} & 0.999 \times 10^{-4} \end{array} \right], \quad H_1 = \left[ \begin{array}{cccc} 1 & 0 & 0 & 0 \end{array} \right], \quad K_d = \left[ \begin{array}{cccc} -0.0108 \times 10^{-6} \end{array} \right], \quad K_{md} = \left[ \begin{array}{cccc} -0.4052 \times 10^{-6} \end{array} \right], \quad E_{md} = \left[ \begin{array}{cccc} -3.8000 \times 10^{-6} \end{array} \right], \quad E_{mc} = \left[ \begin{array}{cccc} -3.1623 \times 10^{-6} \end{array} \right] \].

For simulation analysis, the initial conditions of the controlled system and the model system are given by \( x(0) = [3 -1 -2]^T \) and \( x_m(0) = [0 0 0]^T \). The controller parameters are given by \( \gamma_1 = 30, \gamma_2 = 0.1, \alpha_1 = 0.35, \alpha_2 = 0.1, \alpha_3 = 0.2, k_g = 0.8 \) and \( \epsilon = 0.05 \).

The reference trajectory is given by \( \tau(t) = 0.5 \cos(t) \). The disturbances are given by

\[
g(x(t), t) = \left[ \begin{array}{cc} 0.11 \pi / 2.6 & (x_1(t) - 18.2), & x_1(t) \geq 18.2 \\ -0.11 \sin(\pi x_1(t) / 2.6), & -18.2 \leq x_1(t) \leq 18.2 \\ 0.11 \pi / 2.6 & (x_1(t) + 18.2), & x_1(t) \leq -18.2 \end{array} \right],
\]

\[
f(x(t), t) = 0.1 x_1(t) \sin(x_3(t)) + 0.2 \sin(2\pi / 15),
\]

\[
d(t) = \left[ \begin{array}{cccc} 0.2 \cos(2\pi / 15) & 0.2 \sin(2\pi / 15) & 0.2 \cos(2\pi / 15) \end{array} \right]^T.
\]

The simulation results are shown in Figures 3-9. Fig. 3 shows the chaotic attractor of the original n-scroll Chua’s circuit [32]. Fig. 4 shows the state responses of \( x(t) \) and \( x_m(t) \). It reveals the proposed digital-redesign SMC-based controller makes the system state \( x(t) \) track the model system state \( x_m(t) \) closely. The control input is shown in Figure 5.
Fig. 6 demonstrates the tracking performance of $y(t)$ and $r(t)$. Fig. 7 illustrates the sliding mode trajectory. Besides, we can see the disturbance estimator $d_0(kT_s)$ estimate $d_a(kT_s)$ precisely in Figure 8 and the error between $\hat{d}_a(kT_s)$ and $d_a(kT_s)$, which is very close to zero in Figure 9. After calculation, we have

$$\gamma^2 = 0.09 > \int_0^{t_{end}} (e^T(\tau)e(\tau))d\tau \int_0^{\infty} (d^T(\tau)d(\tau))d\tau = 0.0193,$$
and
\[ \gamma^2 = 0.09 \]
\[ > \int_{\|s(t)\|=0}^{t_{\text{end}}} (e^T_s(\tau)e_s(\tau))d\tau / \int_{\|s(t)\|=0}^{t_{\text{end}}} (d^T(\tau)d(\tau))d\tau \]
\[ = 5.4859 \times 10^{-4}, \]
where \( t_{\text{end}} \) is the final simulation time. Therefore, the \( H_\infty \) tracking performance can be guaranteed by using the proposed digital redesign based tracking controller.

V. CONCLUSION
In this article, a digital redesign technology is newly proposed by integrating with sliding mode control. The problem of the hybrid \( H_\infty \) model following control for uncertain continuous systems can be well solved by using the proposed digital redesign based discrete sliding mode control. It has been verified that the states of the controlled systems can perfectly track the trajectory of the model systems. Also, by using the linear quadratic analog tracker, we force the model system to track the desired trajectory. In contrast to the reports in the literature, the matched/mismatched disturbances are also considered and efficiently suppressed by the proposed \( H_\infty \) discrete sliding mode controller. While the saturation function is adopted to replace the sign function for reaching the chattering phenomena, the effect and the upper-bound to the sliding mode function are analyzed in this article. A numerical example is included to verify the proposed digital redesign SMC in this article.

APPENDIX A
The detailed proof of Theorem 1:
If the controlled system can converge to the sliding manifold (i.e. \( s(t) = 0 \) and \( \dot{s}(t) = 0 \) \( s(t) = 0 \) \( \dot{\bar{s}}(t) = 0 \) \( \text{and} \)), the equivalent error dynamics in the sliding manifold can be obtained as (10). The following Lyapunov function is introduced
\[ V_e(t) = e^T(\tau)Pe(\tau), \]
where \( P \) a symmetric and positive definite matrix. By introducing (10) into \( \dot{V}_e(t) \), we have
\[ \dot{V}_e(t) = e^T(\tau)Pe(\tau) + e^T(\tau) Pe(\tau) \]
and
\[ \dot{V}_e(t) = e^T(\tau)Pe(\tau) + e^T(\tau)(A-B_1K_c)e(\tau) \]
\[ + e^T(\tau)PBw(\tau) + d^T(\tau)Bw^T(\tau)Pe(\tau). \]
\[ (A.2) \]
We consider the following \( H_\infty \) tracking performance
\[ J_\infty = \int_0^\infty \left\{ \gamma^{-2}e^T_y(\tau)e_y(\tau) - d^T(\tau)d(\tau) \right\}d\tau, \]
\[ \text{where } e_y(\tau) = y(\tau) - y_m(\tau) \text{ is the tracking error and } \gamma \text{ is a pre-selected positive parameter. Then,} \]
\[ J_\infty = \int_0^\infty \left\{ \gamma^{-2}e^T_y(\tau)e_y(\tau) - d^T(\tau)d(\tau) + \dot{V}_e(\tau) \right\}d\tau \]
\[ \text{therefore,} \]
\[ J_\infty = \int_0^\infty \left\{ \gamma^{-2}e^T_y(\tau)e_y(\tau) - d^T(\tau)d(\tau) + \dot{V}_e(\tau) \right\}d\tau \]
\[ - \lim_{t \to \infty} V_e(\tau) + V_e(0). \]
\[ (A.4) \]
For zero initial condition, we can rewrite (A.4) as
\[ J_\infty \leq \int_0^\infty \left\{ \gamma^{-2}e^T_y(\tau)e_y(\tau) - d^T(\tau)d(\tau) + \dot{V}_e(\tau) \right\}d\tau \]
\[ - \lim_{t \to \infty} V_e(\tau). \]
\[ (A.5) \]
Hence, we can have the \( H_\infty \) tracking performance as below
\[ J_\infty \leq \int_0^\infty \left\{ \gamma^{-2}e^T_y(\tau)e_y(\tau) - d^T(\tau)d(\tau) + \dot{V}_e(\tau) \right\}d\tau \leq 0. \]
\[ (A.6) \]
As long as we can ensure that (A.6) always holds, we can guarantee the \( H_\infty \) tracking performance with a pre-selected positive parameter \( \gamma \); therefore, one has \( \int_0^\infty ||e_y(\tau)||_2^2d\tau \leq \int_0^\infty ||\dot{e}_y(\tau)||_2^2d\tau + \int_0^\infty ||d(\tau)||^2d\tau \). Now, introduce (A.2) into (A.6) and use Schur complement [23], then the LMI is obtained as
\[ \left[ \begin{array}{ccc} P(A-B_1K_c) + (A-B_1K_c)^T P & PBw & CT \\
PB^T & -I_n & 0 \\
CY & 0 & -\gamma^2I_n \end{array} \right] < 0. \]
\[ (A.7) \]
By using \( \text{diag} \{Y, I_n, I_n\} \), where \( Y = P^{-1} \), presenting a congruence transformation to (A.7), we can rewrite (A.7) as follows
\[ \left[ \begin{array}{ccc} YA^T + AY - Z^TB_1^T - B_1Z & Bw & YC^T \\
Bw^T & -I_n & 0 \\
CY & 0 & -\gamma^2I_n \end{array} \right] < 0. \]
\[ (A.8) \]
From (A.8), it reveals that when having proper \( Y \) and \( Z \) with the pre-specified positive parameter \( \gamma \) and we can ensure \( H_\infty \) tracking performance in the sliding manifold.

APPENDIX B
The detailed proof of the estimator (23):
According to (21), we define \( d_a(kT_s) = H_\infty d(kT_s) \), then rewrite (13) as follows
\[ e(kT_s + T_s) = Ge(kT_s) + H_1u^g(kT_s) + d_a(kT_s), \]
\[ (B.1) \]
where \( d_a(kT_s) \in O(T_s) \). Based on (B.1), the disturbance estimator (23) can be described as
\[ \hat{d}_a(kT_s + T_s) = \hat{d}_a(kT_s) + k_g \left[ d_a(kT_s) - \hat{d}_a(kT_s) \right], \]
\[ (B.2) \]
where \( k_g = \tilde{k}_g I_n, \tilde{k}_g \) is a positive parameter, and \( \tilde{k}_g \) is designed to satisfy \( \text{eig}(1 - \tilde{k}_g I_n) < 1 \). To calculate the error between \( d_a(kT_s + T_s) \) and \( \hat{d}_a(kT_s + T_s) \), (B.2) can be rewritten as
\[ d_a(kT_s + T_s) - \hat{d}_a(kT_s + T_s) \]
\[ = d_a(kT_s + T_s) + d_a(kT_s) - d_a(kT_s) \]
\[ \text{where we use} \]
\[ 147207 \]
where \( \hat{\alpha}_d(kT_s + T_s) = (I_n - k_g)\hat{\alpha}_d(kT_s) + O_d(T_s) \). (B.3)

Now, let \( \|O_d(T_s^2)\| < \beta \) which is concerning the sampling time \( T_s \) to have

\[
\left\| \hat{\alpha}_d(kT_s + T_s) \right\| < (1 - \tilde{k}_g) \left\| \hat{\alpha}_d(kT_s) \right\| + \beta,
\]

then when \( k \to \infty \) one has

\[
\lim_{k \to \infty} \left\| \hat{\alpha}_d(kT_s + T_s) \right\| = \lim_{k \to \infty} \left[ (1 - \tilde{k}_g)^k \left\| \hat{\alpha}_d(kT_s) \right\| + \sum_{j=0}^{k-1} (1 - \tilde{k}_g)^j \beta \right]. \quad (B.4)
\]

Therefore, we have the following equation

\[
\lim_{k \to \infty} \|\hat{\alpha}_d(kT_s + T_s)\| < \lim_{k \to \infty} \left[ (1 - \tilde{k}_g)^k \|\hat{\alpha}_d(kT_s)\| + \sum_{j=0}^{k-1} (1 - \tilde{k}_g)^j \beta \right] = \left[ (1 - \tilde{k}_g)^0 + (1 - \tilde{k}_g)^1 + \cdots + (1 - \tilde{k}_g)^\infty \right] \beta = \left[ 1 - (1 - \tilde{k}_g)^{-1} \right] \beta = \tilde{k}_g^{-1} \beta. \quad (B.5)
\]

As the discussion above, \( \hat{\alpha}_d(kT_s) \) is bounded and \( \beta \) is a very small value with respect to the small enough sampling period. Thus, \( \hat{\alpha}_d(kT_s) \) converges to zero closely. Besides, the proposed estimator \( \hat{\alpha}_d(kT_s) \) is designed to estimate the \( \alpha_d(kT_s) \) which changes slowly.

**APPENDIX C**

From (10), we have the equivalent dynamics in the sliding manifold as

\[
\dot{e}(t) = A e(t) + B_1 u^*_{c}(t) + B_w d(t), \quad (C.1)
\]

where \( u^*_{c}(t) = -K_c e(t) \). Discretizing (C.1) yields

\[
e(kT_s + T_s) = G e(kT_s) + H_1 u^*_{c}(kT_s) + H_w d(kT_s), \quad (C.2)
\]

where \( e(kT_s) = x(kT_s) - x_m(kT_s) \), \( d(kT_s) = H_w d(kT_s) \), and \( A - B_1 K_c \) is a stable matrix. By using the digital-redesign approach, one has

\[
u^*_d(kT_s) \geq u^*_c(kT_s + T_s) + u^*_c(kT_s + T_s) = -K_c g e(kT_s + T_s) + O_1(T_s^2), \quad (C.3)
\]

where \( O_1(T_s^2) = u^*_c(kT_s) - u^*_c(kT_s + T_s) \). Then, one can get

\[
u^*_c(kT_s) = -K_c (G e(kT_s) + H_1 u^*_c(kT_s) + d(kT_s)) + O_1(T_s^2). \quad (C.4)
\]

Now, we rewrite (C.4) as

\[
u^*_c(kT_s) = (I_m + K_c H_1)^{-1} \left\{ -K_c G e(kT_s) - K_c d(kT_s) + O_1(T_s^2) \right\}
\]

\[
= -(I_m + K_c H_1)^{-1} K_c G e(kT_s) - (I_m + K_c H_1)^{-1} K_c d(kT_s) + (I_m + K_c H_1)^{-1} O_1(T_s^2), \quad (C.5)
\]

where \( K_d = (I_m + K_c H_1)^{-1} K_c G \). Substituting the disturbance estimator \( \hat{\alpha}_d(kT_s) \) into (C.5) yields

\[
u^*_d(kT_s) = -K_d d(kT_s) - (I_m + K_c H_1)^{-1} K_c \hat{\alpha}_d(kT_s) + O_2(T_s) + (I_m + K_c H_1)^{-1} O_1(T_s^2), \quad (C.6)
\]

Next, based on (C.6), we design the proposed control law as follows

\[
u^*_c(kT_s) = -K_d e(kT_s) - (I_m + K_c H_1)^{-1} K_c \hat{\alpha}_d(kT_s). \quad (C.7)
\]

Substitute (C.7) into (C.2) to have

\[
 e(kT_s + T_s) = G e(kT_s) + H_1 (I_m + K_c H_1)^{-1} K_c \hat{\alpha}_d(kT_s) + d(kT_s), \quad (C.8)
\]

where \( G_c = (G - H_1 K_d) \) is a stable matrix. According to Appendix B, we have \( \hat{\alpha}_d(kT_s) = d(kT_s) - \hat{\alpha}_d(kT_s) \), then one has

\[
\hat{\alpha}_d(kT_s + T_s) = (I_n - k_g)^{k+1} \hat{\alpha}_d(0) + \sum_{j=0}^{k} (I_n - k_g)^j (d(kT_s + T_s) - d(kT_s)) \quad (C.9)
\]

and

\[
\lim_{k \to \infty} \| \hat{\alpha}_d(kT_s + T_s) \| = k^{-1} O_d(T_s^2). \quad (C.10)
\]

where \( O_d(T_s^2) = d(kT_s + T_s) - d(kT_s) \). Thus, \( \hat{\alpha}_d(kT_s + T_s) \in O(T_s^2) \) and \( \hat{\alpha}_d(kT_s) \in O(T_s) \). Now, from (C.8), the following result can be calculated

\[
\lim_{k \to \infty} \| e(kT_s + T_s) \| \leq \frac{O(1)}{(I_n - \| G_c \|^{-1}) O(T_s)} \times \left\| d(kT_s) - H_1 (I_m + K_c H_1)^{-1} K_c \hat{\alpha}_d(kT_s) \right\|. \quad (C.11)
\]

Finally, we conclude that \( e(kT_s) \in O(T_s) \), then we have

\[
u^*_d(kT_s) = -K_d e(kT_s) - (I_m + K_c H_1)^{-1} K_c \hat{\alpha}_d(kT_s). \quad (C.12)
\]

Therefore, we can further prove \( \nu^*_c(kT_s) \) belongs to \( O(T_s) \) and \( \nu^*_c(kT_s) - \nu^*_c(kT_s + T_s) \) belongs to \( O(T_s^2) \).
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