Perspective on photonic memristive neuromorphic computing
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Abstract
Neuromorphic computing applies concepts extracted from neuroscience to develop devices shaped like neural systems and achieve brain-like capacity and efficiency. In this way, neuromorphic machines, able to learn from the surrounding environment to deduce abstract concepts and to make decisions, promise to start a technological revolution transforming our society and our life. Current electronic implementations of neuromorphic architectures are still far from competing with their biological counterparts in terms of real-time information-processing capabilities, packing density and energy efficiency. A solution to this impasse is represented by the application of photonic principles to the neuromorphic domain creating in this way the field of neuromorphic photonics. This new field combines the advantages of photonics and neuromorphic architectures to build systems with high efficiency, high interconnectivity and high information density, and paves the way to ultrafast, power efficient and low cost and complex signal processing. In this Perspective, we review the rapid development of the neuromorphic computing field both in the electronic and in the photonic domain focusing on the role and the applications of memristors. We discuss the need and the possibility to conceive a photonic memristor and we offer a positive outlook on the challenges and opportunities for the ambitious goal of realising the next generation of full-optical neuromorphic hardware.
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Introduction
The ability to achieve artificial intelligence (AI) reproducing human reasoning in machines has been an ambition of scientific research since the first formal design of McCulloch and Pitts’s neuron in 1943 [1]. Over the years, AI has been implemented in several different ways leading to increasingly advanced applications. The first AI generation consisted in rules-based algorithms that emulated classic logic to draw reasoned conclusions within pertinent and specific problems, while the second generation used deep-learning networks to analyse and manipulate audio and video content, focusing more and more on sensing and perception [2]. The third generation, based on big data and cloud computing, is currently developing and will extend AI ambit to autonomous decision, deduction, adaption and interpretation, emulating more realistically the human cognition [3].
While a large part of the current AI research focuses on simulating and mimicking brain functions, neuromorphic computing aims to develop systems that take the form of the brain and whose functions are analogous to parts of the neural system. Neuromorphic systems are not necessary brain-shaped, yet they do fulfil the roles of their organic counterparts, achieving brain-like capacity and efficiency by applying concepts extracted from neuroscience. In this way, neuromorphic machines able to learn from the surrounding environment, to deduce abstract concepts and to make decisions, promise to start a technological revolution transforming our society and our life [4].

In this Perspective, we review the reasons of the rapid growth of neuromorphic computing both in the electronic and in the photonic domain, and we briefly summarise the recent advancements in these fields. Specifically, we focus on the role of memristors and their application in electronic artificial synapses and neurons, and we discuss the need and the possibility to conceive a photonic counterpart, a photonic memristor. We propose materials and suggest pathways for the realisation of photonic memristors. Consequently, we discuss several approaches for fabricating these materials to be integrated in photonic neuromorphic components. Lastly, we offer a positive outlook on the challenges and opportunities for the ambitious goal of realising the next generation of full-optical neuromorphic hardware.

From von Neuman to neuromorphic computing

In the past half century, we have witnessed a rapid evolution of digital computers due to their ability of solving structured mathematical problems. Most of the computers currently in use are designed to perform Boolean algebra and arithmetic according to the von Neumann approach that physically separates the central processing unit (CPU) and the memory (Fig. 1a). Machine instructions and data are stored in the memory and share a central communication channel, a digital bus, to the processing unit. Pre-specified instructions define the procedures to operate on the data, which are transferred back and forth from the memory to the CPU where computation takes place. The limitation of modern computers is the rate at which data can be transferred between the processing unit and the memory unit, known as the memory wall [7]. No matter how fast the CPU or how vast the memory array, calculations are ultimately limited by the bandwidth of the bus connecting the two. Moreover, von Neumann computers work very efficiently when it comes to executing algorithmic instructions, but they run into trouble for highly complex or abstract computational tasks such as speech recognition or facial recognition. This happens because the continuous transfer
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of large amount of data between the physically separated processor and memory required for these operations in the von Neumann architecture consumes a considerable amount of energy. For example, AlphaGo, a computer program developed by Google DeepMind to play the board game Go and implementing AI on von Neuman computers, used 40 search threads, 1202 CPUs and 176 graphic processing units (GPUs) when it played against Lee Sedol [8]. It’s speculated that the power consumption was above 1.2 MW [9]. For comparison, only 20 W can be used by the human brain, meaning that AlphaGo consumed about 60,000 [9] times more energy than Lee Sedol. Consequently, it is crucial to develop low-power consumption AI technologies for a sustainable future.

As the most powerful information processor currently known, a human brain is a system capable of ultra-fast computation with a high power-efficiency due to the presence of interconnected neural circuits that enable distributed parallel processing (Fig. 1b). Human brain has an extremely low power consumption compared with AI systems, and it is also good at learning, predicting future events, classifying objects and comprehending languages [10]. Understanding the morphology and the functionalities of the human brain led in the late ’80s [11] to the development of a new computational concept called neuromorphic computing (Fig. 1c). The aim of neuromorphic computing is to build systems that mimic architecture, data processing methodology and functionalities of the biological brains and achieve the ability to analyse data sets more rapidly, more accurately, and with fewer computing resources than conventional computers. The promise of speed, intelligent performances and energy-efficiency made neuromorphic computing the perfect candidate for the next-generation computing and a very prolific research field.

Neuromorphic models

The first step towards the creation of neuromorphic computers is the understanding of neural system structures and functionalities. Biological brains have no memory elements and no central computation unit. They are highly interconnected assemblies of neurons, the computing units, and synapses, the proposed memory units, communicating by pulses of ion current mediated by neurotransmitters (Fig. 2a). The synaptic weight can be precisely adjusted by the ionic flow through two contiguous neurons and this process is believed to be responsible for the ability of biological systems to learn and function [13]. Though some sophisticated capabilities, like facial recognition, appear to be innate, human brains are largely self-programming, continuing to build associations between experiences over the course of the individual’s life. Biological brains also forget: connections can decay if not reinforced. There is a degree of randomness in biological brains, too, that neuroscientists believe may be necessary for creativity and problem solving [10].

The key to high computing speed and power efficiency of biological neural systems are the small distance between the computing unit and the memory unit and the large connectivity (∼10⁴ connections in a mammalian cortex) between neurons [10]. Moreover, the mammalian nervous system encodes the stimulus of sensory neurons as spikes, a type of signal with both analog and digital properties, which combines analog signal efficiency and digital low noise accumulation [14].

Rather than executing a set of instructions in sequence, neurons can process data in different regions of the brain independently and in parallel [10]. In this mechanism, a given neuron receives the output signals from the neighbouring neurons through the
dendrites and each dendrite is able multplicate the incoming signal for a specific weight value. Subsequently, all the weighted signals proceed to the soma that act as summation function. The result of the multiplication by the dendrites and the summation behaviour of the soma is a linear combination of all the incoming signals neurons and as such, it can be described mathematically, and the interconnected network can be represented by a matrix.

In modelling the brain, it is necessary to consider the biological mechanism by which chains of synaptic current are generated and propagated and the role of these spikes in memory and learning. A neuron, if considered as a computing unit, has two main functionalities: integrate and sum spiking signals from other neurons and generate a spiking signal whenever the integrated signal excesses the threshold voltage. Based on the deep understanding of neuron functions, several neuron models have been developed over the last century to describe mathematically the properties of the neural system and facilitate the replication of those properties in artificial architectures. The earliest models were the McCulloch and Pitts model (1943) [1] (Fig. 2b), the Hodgkin–Huxley model (1952) [15], the LIF model (1965) [16] (Fig. 2c), and many other followed with increased complexity.

All the attempts to model neural cells are useful for the development of artificial networks but in the end inaccurate, since neural computing and memory principles are not completely understood. However, it is now widely recognised and experimentally proven that memory is stored as weights of synaptic matrices, and the essence of learning is to alter such weights based on experience [10]. The ability to learn is associated to synaptic plasticity, i.e. a weight modification that reinforces or depresses the strength...
of neuronal connections, as described by Hebb with the postulate “who fire together, wire together” (Hebb, 1949) [17]. Practically, the change of synaptic weight at specific synapses means that the same input will produce different outputs before and after the learning process. The synaptic weight matrices can in principle store enormous amounts of information that can be used to transform specific input patterns (events) to specific output patterns (memory recalls) as strength of synaptic connections in neural circuits [10]. Synaptic plasticity is a broad term that can be used to describe the changes of the strengths of synaptic connections in response to experience and neuronal activity. More in general, plasticity indicates the ability of a single cell or of the entire neural system to adapt and reorganise itself in response to new to external stimuli or changes in the environment. Several plasticity mechanisms can work together at a network level, shaping the connectivity in our brain and different types of learning can emerge depending on the synaptic configuration. The most popular variation of Hebb’s rule is the spike-timing dependent plasticity (STDP), where the precise timing of pre- and post-synaptic firing is critical in determining the sign of the synaptic strength change [10]. Many additional plasticity mechanisms co-exist with STDP and, in general, with long term potentiation, such as intrinsic plasticity. While synaptic plasticity controls the dynamics at the connection between two communicating neurons, intrinsic plasticity controls the nonlinear transfer function of the neuron itself. Both have a fundamental role in the cognitive processes of brains.

**Early works and large-scale neuromorphic systems**

The term *neuromorphic* has been used to identify analog, digital, mixed-mode analog/digital very-large-scale-integration designs, and software systems that implement neural models on von Neuman computers. However, *neuromorphic computing* strictly referees to hardware systems that mimic neuro-biological architectures present in the nervous system and these systems only are the subject of this perspective article.

The neuromorphic computing field has its origins in the seminal work of Carver Mead at Caltech in the late 1980s that includes the publication of his book ‘Analog VLSI and Neural Systems’ in 1989 and the establishment of companies such as Synaptics Inc. (1986) [18], for the development of analogue circuits based on neural networks for laptop touch pads. The foundations of Mead’s approach to neuromorphic engineering rest upon the analogy between the physics of transistors operating in the sub-threshold region and biological phenomena taking place in neuro-systems.

Early works in the field consisted in the development of neuromorphic techniques to investigate biological phenomena and to demonstrate a match between models and biological networks [19]. Subsequent network research included developing neuron-inspired circuits with digitally-implemented connectivity and plasticity through a real-time closed loop [20].

Following studies included multi-neuron integrate-and-fire transceiver modules [21, 22], neuromorphic vision sensors [23], silicon cochlea [24], and medium-scale neuromorphic processors such as the Reconfigurable On-Line Learning Spiking and the cxQuad chips [25]. These devices used sub-threshold analogue circuits and demonstrated spiking deep neural networks with low latency and very high-power efficiency compared with deep networks running on a conventional digital cluster machine. More recent works showed
that complementary metal-oxide-semiconductor (CMOS)-based neuromorphic multi-core processors with one million neurons and 256 million synapses reduced the operative power consumption by a factor $10^4$ with respect to the conventional CMOS architectures [26], and high-operation efficiency was also demonstrated in analog circuits with LIF neurons and silicon synapses [27, 28].

These early studies encouraged further developments of very-large-scale integration technology supported by the enormous transistor density and the technologies now available: Neurogrid as part of Stanford University’s Brains in Silicon program (2014), IBM’s TrueNorth as part of the Defense Advanced Research Projects Agency’s (DARPA) SyNAPSE program (2014), HICANN as part of the University of Heidelberg’s FACETS/BrainScaleS project (2010), and University of Manchester’s neuromorphic chip as part of the SpiNNaker project (2014); the latter two are under the flagship of the European Commission’s Human Brain Project [29]. All these approaches represent compromises between a set of desirable objectives [18], and their full potential has yet to be realised. Energy-efficiency, integration density, flexibility and configurability, analogue versus digital algorithms, hardware versus software, are all factors that find different balances in the systems listed above.

**Emerging areas in neuromorphic computing**

To fully harness the computing power of neuromorphic systems, it is necessary to build artificial synapses and neurons able to mimic the complex dynamics of the biological counterparts. Traditional CMOS systems carry out synaptic plasticity and more in general brain-inspired computing approaches inefficiently since they are inherently volatile, binary and poorly scalable [30]. This is not surprising given that transistors were not created or optimised for this purpose. Devices based on new physical principles are required to replicate biological synapses and neurons in a novel, bio-realistic computing paradigm consistent with the ultra-high density of connections in the human cortex and the complexity of processes such as STDP.

Recently there has been growing interest in memristors and phase-change memories due to their intrinsic similarities to biological synapses. Although these devices do not feature in current large-scale projects, they may well play a major role in future neuromorphic systems, as we will discuss in the next section.

**Memristive computing**

In addition to acquiring sensory information from the external environment and producing an appropriate response, the brain is constantly learning from the sensory experiences and from the consequences of its actions. These processes can cause lasting changes in the synaptic weights that make possible to retain the information learned. To artificially mimic the synaptic connections and implement the learning process, it is necessary to build devices able to change their physical properties according to the stimuli received during the learning phase and to retain the changes over time.

In 1971 Leon Chua deduced from symmetry arguments that besides the resistor, the capacitor and the inductor, there should be a fourth fundamental passive circuit element, which he called a memristor, the abbreviation of memory resistor [31]. Chua identified six different mathematical relations connecting pairs of the four fundamental
circuit variables: electric current $i$, voltage $v$, charge $q$ and magnetic flux $\phi$ (Fig. 3a).
The property of the memristor is the memristance ($M$) and provides a functional
relation between charge and flux, $d\phi = M dq$ [32]. In a circuit, if the charge flows in one
direction through a component possessing memristance, the resistance of that compo-
nent will increase, and if the direction of the charge is inverted, the resistance will
decrease. If the flow of charge is stopped by turning off the applied voltage, the compo-
nent retains the memory of the last resistance. The description of a memristor func-
tioning principle and its signature is a Lissajous figure, a pinched hysteresis loop in the
voltage-current plane when any bipolar periodic voltage is applied to the device, for
which the current is zero when the voltage is zero. The memristor is considered a
fundamental element due to the inability to duplicate its properties using other passive
elements. However, in practice a real memristor may also possess small amount of
other properties, such has capacitance.

After the seminal work of Chua, several publications [33–37] have reported memris-
tive phenomena without naming it as such and without link to Chua’s theory. In 2008,
Sturkov et al. were the first to present a physical model of a two-terminal electrical
device that, under certain conditions, behaves like a perfect memristor [32]. The
researchers created a circuit model that implemented the mathematical equations pre-
dicted by Chua for the memristor [38], with the exception that Sturkov’s memristor
had an upper bound to the resistance, meaning that it behaves as a memristive device
for large bias or long times (Fig. 3b) [39]. This work explained that the hysteresis that
was being observed in the current-voltage (I-V) curves of a wide variety of materials
was the result of memristance, or more in general memristive behavior.

Since the first demonstration of memristors, extensive research has been done in the field.
The non-volatile multi-state programmability, which ensures that once the programming
voltage is removed the desired state is retained without any extra energy consumption, com-
bined with their simple and scalable design, makes memristors promising candidates for
implementing artificial synapses and neurons in large-scale neuro-inspired hardware.

Fig. 3  a Schematic of the fundamental circuit elements: resistor, capacitor, inductor and memristor. b, c
The plots show the applied voltage (blue) and resulting current (green) as a function of time $t$ for a typical
memristor. In b the applied voltage is $v_0 \sin(\omega t)$ and the resistance ratio is $R_{\text{off}}/R_{\text{on}} = 160$. In c the applied
voltage is $\pm v_0 \sin 2(\omega t)$ and $R_{\text{off}}/R_{\text{on}} = 380$. The numbers 1–6 on the top plot in c indicate the successive
waves in the applied voltage and label the corresponding loops in the i–v curves. The insets in the i–v plots
in b and c show that in these cases the charge is a single-valued function of the flux, as it must be in a
memristor. Reproduced from ref. [32] with permission
CMOS-memristive neuromorphic hardware

The use of memristors as artificial synapses for neuromorphic hardware has followed relatively naturally. The synapse is the functional contact point between two neural cells, which guarantees the passage of the excitement from a neuron to the other in only one direction (Fig. 2). An artificial plastic synapse requires three parts to function: a unit to store the synaptic weight, a system to update this weight as a function of the network activity, and finally a circuit to transfer the information between two neurons [40]. Memristors, changing their conductance as a function of the history of voltage differences across the device and retaining the memory of the last resistance, replicate several aspects of synaptic plasticity, like weight evolution, and combine it with weight storage and weight effect.

In 2010 Jo et al. experimentally implemented synaptic functions using nanoscale silicon-based memristors in a two-terminal synapse with crossbar configuration [13]. They were able to achieve STDP in a hybrid synapse/neuron circuit composed of complementary metal-oxide semiconductor (CMOS) neurons and nanoscale memristor synapses, demonstrating the usefulness of memristors in neuromorphic hardware components (Fig. 4).

Since the pioneering work of Jo et al. in 2010 [13], the usage of memristors combined with CMOS technology for implementing artificial synapses in a compact space has seen a large deal of interest [41–44]. More recent experiments focused on the realisation of much larger and more complex memristive neuromorphic networks [45]. Among the others, Eryilmaz et al. in 2014 produced phase-change memristive crossbar arrays devices [46], requiring a transistor at each cross-point. One year later, Prezioso et al. [47] used memristors integrated into a dense, transistor-free crossbar circuit to experimentally demonstrated a single-layer perceptron, with device variability sufficiently low to allow the simple integrated neural network to be taught in situ using a coarse-grain variety of the delta rule algorithm to perform image classification.

---

![Fig. 4](image_url)  
**Fig. 4** a Schematic of the nanoscale memristor device used as synapse. The insets illustrate the two-terminal device geometry and the layered structure of the memristor. b Measured (blue lines) and calculated (orange lines) I–V curves for sequential voltage sweeps, demonstrating memristive behaviour. The insert shows the calculated (orange lines) and extracted (blue lines) values of the normalised Ag front position w during positive DC sweeps. c Demonstration of STDP. The plot shows the measured change of the memristor synaptic weight (normalised to the maximum synaptic weight) as a function of the relative timing ∆t of the neuron spikes. Reproduced from ref. [13] with permission.
Fully-memristive neuromorphic hardware

In the works reviewed in the previous section, the signal processing functions were implemented either by CMOS circuits (with about 10 transistors or more) or in software running on processors to simulate neurons, which limits further improvements on scalability, bio-realistic dynamics, direct interaction with the artificial synapses, unsupervised training and energy efficiency. All the CMOS limitations raise the interest in developing physical systems able to emulate biological neural systems more directly, to improve efficiency, functionality and scale.

In 2012 Pickett et al. [48] demonstrated a neuristor built using two nanoscale Mott memristors exhibiting all-or-nothing neural functions using materials and structures suitable to extremely high-density integration without silicon transistors. Lately, other artificial neurons based on Mott memristors [49, 50], phase-change memristors [51], redox memristors and chalcogenide threshold switches have been reported with temporal synaptic integration [52].

More recently, Wang et al. [30] achieved the first demonstration of a discrete scalable electronic device that carries out the LIF signal processing and unsupervised learning with memristive synapses (Fig. 5). The artificial neuron was based on a diffusive memristor that relies on the migration of silver in a dielectric host, and it has been used to implement convolution layers, rectified linear units and fully connected layers of a functioning neural network. Pattern classification was achieved using unsupervised synaptic weight update in the fully memristive neural networks.

Memristors have been successfully employed in basic neuromorphic hardware architectures, however creating brain-like hardware-based systems with more advanced functionalities will require an improved understanding of the functionalities of neurobiological systems, the physics of memristors and overcoming several manufacturability challenges [53].

Neuromorphic photonics

As we have seen in the previous sections, the development of the electronics field has been impressive, however this technology is reaching its physical limitations. Some examples are electronic microprocessor with clock rates unable to exceed about four GHz before hitting thermal-dissipation limits and parallel architectures limited to even slower timescales. There are also intrinsic bandwidth limitations and the power density of microelectronic chips no longer stays constant as they get denser, that is, smaller transistors do not consume less power [54]. Current electronic implementations of new information processing architectures, such as neuromorphic architectures are still far from competing with biological neural systems in terms of real-time information-processing capabilities, packing density and energy efficiency. The time is fast approaching for a shift towards dramatically different technology [55].

A solution to the heat generation and bandwidth limitations is represented by photonic technology, which can provide energy-efficient passive components, low heat generation, low crosstalk and parallel processing. But photonics can go beyond being just a convenient way of transferring data. Many physical processes employed in photonic devices can be described within the framework of nonlinear dynamics, and for this reason have a strong analogy with several biological processing models.
The application of optical networking principles to the neuromorphic domain creates the field of neuromorphic photonics, which combines the advantages of photonics and neuromorphic architectures to build systems with high efficiency, high interconnectivity and high information density, and paves the way to ultrafast, low cost and complex signal processing without consuming impractical amounts of power (Fig. 6).

Despite all the arguments in favour of the application of photonics to the neuromorphic domain, it is not yet clear if neuromorphic photonics can compete with its electronic counterpart. Until now, the complex applications of photonic neuromorphic hardware have remained largely unexplored due to difficulties in the optical implementation of memory and logic and the absence of a robust photonic manufacturing and integration industry. Nevertheless, neuromorphic photonic architectures hold a lot of potential and the technological developments achieved so far are promising starting points for future developments.
Early works

The investigation of photonics for neuro-inspired information processing has taken place alongside the development of electronic neuromorphic architectures. The first optical neural network ever made is attributed to Psaltis and Farhat in 1985 [57], who showed that pattern retrieval can be achieved with a lenslet array interconnection network. Since then, several works used free space optics and fibre components to build optical neural networks, but undeveloped fibre-optic and photonic technologies and limited scalability strategies relegated these systems to laboratory demonstrations [58–60].

Photonic technology and neuroscience have matured enormously since then, allowing photonic neuromorphic research to progress. The first demonstration of photonic spike processing was achieved only in 2009 by Rosenbluth [61]. Spike processors, like gates in digital computers, act as baseline units of larger interconnected networks able to perform more complex computations. Rosenbluth’s photonic integrate-and-fire systems, based on optical spike processing devices, operated on picosecond width pulses and had an integration time constant in the order of 100 ps, about eight orders of magnitude faster than biological neurons.

---

Fig. 6a Qualitative comparison of computational speed and efficiency for different technologies: human brain, digital electronics, microwave electronics, neuromorphic electronics, silicon photonics, neuromorphic photonic and super-resolved neuromorphic photonics. b Timescale comparison between TrueNorth, biological neuron, HICANN and photonics spike processing. Reproduced from ref. [56] with permission.
A bloom in research related to various aspects of photonic spike processing followed Rosenbluth’s first demonstration [62–64]. Many of these proposals for spiking “photonic neurons” or “laser neurons” or “optical neurons” have been extensively reviewed [54, 65, 66].

**Evolution of the field towards photonic plasticity**

One of the most appealing features of neural systems is their plasticity, i.e. the natural ability to learn and dynamically adapt to an unpredictable and changing environment. Therefore, a vital stage towards the development of truly bio-realistic photonic neuromorphic hardware is the photonic implementation of plasticity in artificial synapses and neurons.

Photonic synapses designs have been proposed to broaden the bandwidth and mitigate the interconnect issues of electronic synapses. Several implementations of STDP circuits [67], and photonic synapses [68, 69], demonstrated the benefits of large bandwidth and full-optical interconnections [55]. However, the synapses realised in these works tend to be either difficult to integrate and speed-limited, or still rely on electrical excitation signals.

In 2017, Cheng et al. [70] demonstrate a fully integrated all-photonic synapse based on phase change materials (PCMs), implemented via a photonic integrated-circuit approach (Fig. 7). Their device resembles the neural synapse at the physical level and can achieve synaptic plasticity compatible with the STDP rule. A following work proposed an all-photonic integrate-and-fire spiking neuron [71], with the potential to be integrated in a spiking neural network. This neuron does not implement any form of plasticity, nevertheless is a plausible replication of biological functionalities. More recently, Feldman et al. demonstrated an all-optical neurosynaptic system capable of supervised and unsupervised learning implementing a simplified STDP rule through ring resonators and PCM units.
These works show that the direction that neuromorphic photonic is undertaking is towards the implementation of all-photonic verisimilar neural networks. Following the logic underneath the development of the neuromorphic electronics field, volatile- and non-volatile photonic memories will be essential for the photonic implementation of plasticity and to harvest the full potential of neuromorphic photonics.

Other notable works in the photonic neuromorphic domain include applications such as deep neural networks [73], and recurrent neural networks [74]. These works purely aim to implement different computational models with optics, therefore are complementary to the processing framework discussed in this paper.

Even if a significant effort has already been done towards the emulation of learning and thinking processes of the human brain, the development of the next generation of neuromorphic photonic hardware with a wider range of biomimetic functionalities presents several technical and scientific challenges. In what follows we will discuss the role of photonic analogue of memristors, which we believe will have a fundamental role in the development of photonic neuromorphic hardware, as their electronic counterpart had in the development of neuromorphic electronics.

**Photonic memristors**

Memristors have been largely used to build artificial synapses since their history-dependent conductivity modulation is intrinsically similar to several aspects of synaptic plasticity, such

---

**Fig. 8**

(a) Schematic of a photonic network consisting of N pre-synaptic input neurons and one post-synaptic output neuron connected via PCM synapses. PCM cells weight the input spikes and a wavelength division multiplexer sums them up. The PCM cell on the ring resonator switches when the integrated power of the post-synaptic spikes surpasses a certain threshold, and an output spike is generated. (b) Photonic circuit diagram of an integrated optical neuron with symbol block shown in the inset (top right). Using different wavelength inputs and outputs, it is possible to connect these blocks to larger networks. (c) Scanning electron microscope image of the of a ring resonator used to implement the activation function. The resonance condition of the resonator can be tuned by switching the PCM cell on top of the waveguide crossing. The waveguide on the bottom of the ring is used to probe the resonance and generate an output pulse. Reproduced from ref. [72] with permission.
as weight update and weight storage. At first, memristive components were combined with CMOS technology to build synapses [13], and later on, complete neural networks [47]. More recently, fully memerisitive neuristors [48], and neural networks [30], have been realised to avoid the use of transistors and improve scalability, stackability and energy efficiency.

Similarly, in the field of neuromorphic photonics we are witnessing increasing efforts to replicate synapses and neurons, and the use of photonic memory elements is playing a crucial role [70, 72]. To achieve truly biomimetic neuromorphic photonic hardware, we believe that the photonic equivalent of memristors is needed. In what follows, we discuss the possibility to conceive photonic memrisistive systems.

**State of the art**

The fingerprint of electronic memristors are the hysteresis $I$-$V$ loops, the demonstration that these systems possess a memory of the last charge that passed through them. For the non-volatile memristors the memory is retained even in absence of current (Fig. 9a), but in the volatile case the memory is lost when the charge has been removed (Fig. 9b). Ideally, in a photonic memristor the transmittance changes in relation to the electromagnetic field incident on the device. Therefore, photonic memristors will exhibit hysteretic transmission-incident field power ($T$-$P$) loops similarly to the hysteretic $I$-$V$ loops of electronic memristor. This effect can be transient and disappear when the incident electromagnetic field is interrupted or persistent, even in absence of incident magnetic field. The first case will be referred to as memristive-like behaviour and the second as permanent memristive behaviour.

Some attempts to realise photonic memrisistive systems have already been made by Emboras et al. [76] with the demonstration of a nanoscale plasmonic memristor characterised by electrical writing and optical readout functionalities (Fig. 9c and d). In this case the memristive behavior was attributed to the optical bistability (OB) of the fundamental plasmonic mode resulting from the voltage induced annihilation of the nanoscale metal filament. The advent of metamaterials, media with artificially design electromagnetic properties, unlocked further possibilities. Metamaterials can be designed to display nonlinearity when interacting with electromagnetic waves, and for some designs, they can achieve photonic memristive-like behaviours. Wu et al. [77] observed photonic memristive-like behaviour in dielectric metamaterials consisting of CaTiO$_3$-ZrO$_2$ ceramic dielectric cubes in the microwave wavelength region (Fig. 9e and f), and measured hysteretic $T$-$P$ loops in these systems. The effect was attributed to the decreasing permittivity of the dielectric cubes caused by the increasing temperature generated by the interaction with the electromagnetic waves [77].

The first critical step towards the practical realisation all-photonic memristive hardware with operative wavelength in the optical domain is the material selection for the single units where memory and signal processing take place.

**Laser-patterned graphene photonic memristors**

Third order optical nonlinearities can potentially lead to permanent or memristive-like behaviour depending on the amount of time the new state can be kept for. OB is one remarkable feature of nonlinear optical effects [78, 79], where a nonlinear optical system exhibits two distinguished stable excited states for a single input intensity. Relying on optical non-linearity, OB materials can exhibit memristive-like and, under certain circumstances, memristive behaviour.
Since the last century, graphene has been considered an outstanding electronic and optical material due to its flexibility, robustness, optical transparency, extremely large electron mobility and tuneable nonlinear optical conductivity [80–83]. Moreover, graphene’s intense third-order optical nonlinearity has been quantified to be of order $10^{-11}$ m$^2$/W [84], and its extraordinary plasmonic field enhancements have attracted significant interest in the plasmonic community [80]. Giant optical nonlinearity and OB has also been investigated in graphene [85, 86], graphene-silicon waveguide resonator, graphene-silicon photonic crystal cavities and functionalised graphitic carbon nitride [87].

Graphene Oxide (GO) is a single monomolecular layer of graphite with several oxygen-containing groups, a strongly hydrophilic intermediate product to chemically form graphene. It has attracted attention among cross-discipline researchers due to its tuneable electrical and optical properties dynamically controllable by the reduction of oxygen-containing groups manipulating through either chemical [88], or physical reduction methods such as laser exposure [89, 90]. Tuning of the nonlinear absorption
response, switch of the nonlinear refractive index and giant Kerr nonlinear response are observed during the transition from GO to reduced GO (rGO) [89]. Moreover, the oxygen-containing groups enable an easy functionalization of GO and rGO with a variety of functional materials such as organic and inorganic molecules.

As we can see in Fig. 10, GO and rGO third-order optical nonlinearity generates OB that can be harnessed to achieve optical memristive-like behaviour. The linear and nonlinear refractive index of rGO can be finely tuned by controlling the oxidation level of the materials with femtosecond laser, resulting in modular T-P loops (Fig. 10c and d) [89]. Controlling the photoreduction process, the memristive properties of rGO can be finely tuned.

To achieve non-volatile optical memristive behaviour, a solution can be considering innovative photosensitive materials resulting from the combination of graphene and GO with PCMs [91].

**Alternative materials**

Using OB materials, it is possible to achieve Page 22; but it can be hard to realise permanent photonic memristors, as required by a variety of applications. Different mechanism can lead to non-volatile memory and to memristive behaviour such as phase transition effect, valency change effect, electrochemical metallization and phase change effect [75]. In what follows, we propose different materials suitable to achieve
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**Fig. 10** a Graphic solution of the optical bistability equation $T = \frac{1}{2} \left[ 1 + \frac{1}{2} \left( 1 - \frac{1}{R} \right) \right]$ for an optical cavity with operation intensity and switching intensity highlighted. $I_0$, $I_s$ and $I_i$ are the incident, transmission and internal intensity, respectively. Here $F = \frac{4 \pi \lambda}{2 \sqrt{n_0^2 - n_2^2}}$, $\delta = \frac{4 \pi \lambda}{D}$, $\gamma = \frac{4 \pi \lambda}{D}$, where $R$ is the reflectivity of the cavity, $D$ is the length of cavity, $\lambda$ is the wavelength, $n_0$ and $n_2$ are linear and nonlinear refractive index. b Proposal for photonic memristor: a graphene oxide microcavity. **c** Hysteresis curve as a function of the non-linear refractive index for which wavelength is equal to the length of cavity ($D$). **d** Hysteresis curve as a function of the wavelength (for which $n_2 = 10^{-11} \text{m}^2/\text{GW}$).
photonic memristive and memristive-like behaviour focusing on bistable and phase change materials. We will quantitatively compare nonlinear refractive indexes, and optical properties for the different phases.

**Optical phase change materials**

Optical phase change materials (OPCM) are a class of materials that exhibit large changes in their optical properties in response to an external stimulus [92]. They are excellent candidates for achieving true nonvolatility and memristive behaviour since they show non-volatile and extraordinary large changes in the electronic and optical properties during structural or electronic phase transitions. The transitions can be driven by either temperature changes, electrical or optical pulses and the cycle between these states is reversible and reproducible under appropriate thermal, electrical, or optical stimulation [93].

OPCMs devices have been shown to emulate spiking neurons and plastic synapses. For example, synaptic weight depression and potentiation can be achieved by partial amorphization and progressive crystallization of OPCM components under optical excitations [71], or the STDP rule can be implemented combining multiple optical pulses with different amplitudes, widths and time intervals [94]. In addition, phase-change photonic networks can perform fundamental arithmetic operations by all-optical methods [95]. To date, the most extensively studied OPCMs have been vanadium dioxide (VO$_2$) and Ge$_2$Sb$_2$Te$_5$ (GST), and in what follows we discuss their application in photonic memristors and memristive-like devices.

**GST**

Ge$_2$Sb$_2$Te$_5$ (GST) is a chalcogen-based OPCM that undergoes a rapid and reversible amorphous-crystalline transition from an amorphous state optically transmissive and electrically resistive, to a crystalline state optically opaque and electrically conductive [92]. Once the phase transition is concluded, the amorphous and the crystalline states are both non-volatile, making GST a well suited material for non-volatile optical memories and potentially for photonic memristors.

Combining GST and nanophotonics, it has been possible to demonstrate multibit non-volatile all-optical memories. By incorporating GST in a photonic circuit, Rios et al. achieved eight memory levels in a single device, using optical pulses for write, read, erase and switch memory levels [96]. The pulse-width modulation scheme used in this work enables the direct writing of a specific memory level from any starting state using the same pulse-width modulation pulse sequence. Since then, GST has been wildly studied and multilevel controlled switching [97], and a non-volatile quasi-continuously reprogrammable platforms have been achieved [98].

GST possess also nonlinear properties that can be exploited for the realisation of photonic memresistive-like behaviour in case that volatility is required. Liu et al. [99] provided a theoretical explanation and a quantitative determination of optical nonlinearities of crystalline GST. Their analysis indicates nonlinear saturable absorption mainly due to band-filling effect at low laser intensity (< 0.17 GW/m$^2$), and nonlinear reverse-saturable absorption due to thermal-induced absorption increment at high laser intensity (> 0.17 GW/m$^2$).
VO₂
VO₂ is a metal oxide OPCMs that exhibits a symmetry-lowering structural phase transition due to a strongly correlated electron system, leading to a large heat of transition and demonstrating in this way a great potential as OPCM [100]. More specifically, VO₂ undergoes both insulator-to-metal and crystalline-crystalline transitions, from a monoclinic state (optically transmissive, electrically resistive) to a rutile state (optically opaque, electrically conductive). This transition can be accessed thermally, electrically, or with ultrafast optical excitations [75, 100]. The VO₂ monoclinic state exists at room temperature and ambient pressure, making VO₂ volatile and potentially well suited for applications such as modulation [92], or photonic memristive-like devices.

In addition to the transport properties discussed above, VO₂ shows a variety of nonlinear optical properties, especially in combination with other materials. For example, nanocrystalline VO₂/SiO₂ composite films exhibit a negative nonlinear refractive index and saturable absorption behavior, when laser pulses induce the metal-semiconductor phase transition. The sign of the nonlinear refractive index flips in the phase transition [101], and the value of the non-linear absorption coefficient can be modulated by the pulse duration of the incident light [102]. These properties make VO₂ and VO₂-composite materials attractive for prospective memristive-like and optoelectronic applications such as bistable ultrafast optical switchers and memory.

Other chalcogenide glasses
Chalcogenide glasses are an entire family of materials that can switch between glassy and crystalline phase. A pronounced change in the optical properties accompanies the electrical resistance contrast during the fast and reversible phase changes of chalcogenide materials. Refractive index, extinction coefficient and absorbance change by several tens of percent between glassy and crystalline phase, due to a change from covalent to metavalent bonding. The sharp optical contrast led to chalcogenide OPCM-based rewriteable optical data storage devices in the 1990s [103]. Moreover, chalcogenide glasses display high linear and non-linear refractive indexes and photoinduced phenomena, such as photodarkening and photocristallization, typically several orders of magnitude higher than in fused silica [104].

The progress in nanophotonic technologies combined to the non-linear optical properties and the phase change nature of chalcogenide glasses open up the possibility to explore the use of chalcogenide-based materials, such as the recently discovered Sc₅₀Sb₂Te₃ [94], for the realisation of on-chip photonic phase-change memories, high-speed and high–capacity optical communication networks and photonic memristive neuromorphic devices.

Antimony telluride
Antimony telluride (Sb₂Te₃) and other lead-based phase OPCMs are extensively applied in optical data storage [105, 106], photo-lithography [107, 108], holography [109], and topological photonics [110]. All these applications depend on the response of the material to the applied electromagnetic field, the temperature or the interaction between material and laser pulses [111].

The crystalline Sb₂Te₃ films used for core-cladding structures and mask layers exhibit a temperature-dependent transmittance, a giant optical nonlinear absorption and
refraction under low laser intensity [112], due to saturation of direct bandgap transition and thermal effect, respectively [111]. The optical non-linearity and the dramatic changes in the optical properties with the phase and the film thickness indicate that the Sb$_2$Te$_3$ and more in general Sb-based materials are promising candidates for both volatile and non-volatile photonic memristive devices.

Silicon

Silicon has been widely used in photonics due to its potential to high density, power efficiency, and its compatibility with CMOS fabrication technologies. Despite the potential for low-cost mass production and high compatibility with CMOS industry, the use of silicon, the material of choice for very large-scale integration circuits in the conventional von Neumann computing, has barely been explored for the realisation photonic neuromorphic hardware [74].

The potential of silicon as photonic neuromorphic material lies in the variety of nonlinear effects that can be used to detect and process optical signals, or generation of photons for lasing and amplification [113]. Third-order nonlinearities are especially important as they entail a wide variety of phenomena such as self-phase modulation, intensity-dependent refractive index change, two photon absorption and can therefore lead to the possibility of photonic memristive-like behaviour. The silicon Kerr coefficient peaks around 1.85 $\mu$m beyond half the bandgap energy, and is therefore expected to shows very favourable Kerr nonlinearities with a large figure of merit in the infrared wavelength region [113].

To exploit silicon nonlinear effects, light must be channel into waveguides [113], or trapped in photonic crystals nanocavities [114], where the nonlinear processes can take place. Additionally, silicon can be combined with OPCMs for the realisation of thermo-optic, electro-optic, and all-optical Si/OPCM devices [92], and the achievement of the photonic memristive effect.

To evaluate the materials discussed above, in Table 1 we compare their refractive index, nonlinear refractive index and extinction coefficient at two different wavelengths.

Table 1 Comparison of refractive index ($n$), nonlinear refractive index ($n^2$) and extinction coefficient ($k$) at two different wavelengths for optical nonlinear materials (a) and OPCM (b)

| Material           | $n$ (600 nm) | $n$ (1500 nm) | $n^2$ (m$^2$/W) | $k$ (600 nm) | $k$ (1500 nm) |
|--------------------|--------------|---------------|-----------------|--------------|---------------|
| **a Nonlinear optical materials** |              |               |                 |              |               |
| graphene           | 2.7 [115]    | 3.1 [115]     | $-1 \cdot 10^{-13}$ at $\lambda = 1600$ nm [84] | 1.3 [115]    | 2.2 [115]     |
| GO                 | 1.9 [116]    | 2.1 [117]     | $8 \cdot 10^{-13}$ at $\lambda = 800$ nm [118] | 0.1 [116]    | 0.3 [117]     |
| reduced GO         | 1.8 [116]    | –             | $-4.9 \cdot 10^{-13}$ at $\lambda = 800$ nm [119] | 0.2 [116]    | –             |
| Silicon            | 4 [115]      | 3.5 [120]     | $4.3 \cdot 10^{-18}$ at $\lambda = 1600$ nm [121] | 0.03 [115]   | 0.01 [120]    |
| **b Phase change materials** |              |               |                 |              |               |
| GST (amorphous)    | 3.2 [122]    | 3.1 [122]     | –               | 1 [122]      | 0.1 [122]     |
| GST (crystalline)  | 3.3 [122]    | 4.2 [122]     | –               | 1.8 [122]    | 0.8 [122]     |
| VO$_2$ (amorphous) | 3.0 [123]    | 3.3 [123]     | –               | 0.5 [123]    | 0.4 [123]     |
| VO$_2$ (crystalline) | 2.2 [123]   | 2.8 [123]     | $7.5 \cdot 10^{-8}$ at $\lambda = 800$ nm [101] | 0.39 [123]   | 0.6 [123]     |
| As$_2$S$_3$        | 2.7 [124]    | 2.4 [124]     | $3.8 \cdot 10^{-10}$ at $\lambda = 1550$ nm [124] | –           | –             |
| Sb$_2$Te$_3$       | 1.8 [110]    | 6.0 [110]     | $2.6 \cdot 10^{-9}$ at $\lambda = 632.8$ nm [125] | 0.29 [110]   | 0.8 [110]     |
memristive-like behaviour while the OPCM in Table 1b are non-volatile and can be used for permanent photonic memristors. While all the materials listed in Table 1a possess remarkably non-linear optical properties, the switch in sign and the tuneability of the nonlinear refractive of GO during the reduction process to rGO, make this material the preferential candidate to implement different plasticity mechanisms. Nevertheless, different neuron and plasticity models have different requirements in terms of volatility and signal modulation, and the choice of the material tailored should reflect those requirements.

**Applications**

Photonic memristors have the potential to become promising candidates for the next generation photonic neuromorphic computing systems. In what follows we discuss the specific applications they can find.

**On-chip processing**

Integrated photonic circuits (IPC) allow on-chip computing with the high-speed and bandwidth potential of the optical domain, removing the need for electro-optical conversions. Further advantages are information density, scalability, energy efficiency and contained cost. The recent achievements on the field collectively demonstrate the great strides that have been made towards the goal of realising powerful systems-on-a-chip [126].

**Neuromorphic photonic hardware**

IPC are systems well suited to implement neuromorphic architectures able to replicate basic neural functional units, namely neurons and synapses. Integrating memristive photonic elements in these circuits will pave the way to a more compact and faithful photonic implementation of a wide class of neuro plasticity mechanisms. Volatile and non-volatile photonic memristive materials can be used to mimic the different plasticity mechanisms that regulate learning and memory, and in this way memristive photonic chips can unlock unprecedented performances.

**Photonic in-memory computing**

Photonic memristors can combine integrated optics, data storage and signal processing to enable all-photonic in-memory computing. As we discussed in the previous sections, in von Neumann architectures there is a clear separation between the CPU and the storage unit, and the rate at which data can be transferred represents a fundamental limitation of von Neumann computers, known as the memory wall. In-memory computing is an alternative approach where the computation takes place within the memory, eliminating in this way the energy-intensive and time-consuming data movement of the von Neumann [7]. IPC implementations of in-memory computing have the potential to further transform the computing landscape, by providing ultra-high processing speeds and increased bandwidths that can come from working directly in the optical domain [7, 127].

Optically accessible memories are rapidly bridging a gap toward all-photonic chip-scale in-memory information processing. The employment of memristive photonic...
elements has the potential to achieve all-optical direct scalar and matrix-vector multiplication exploiting a single-shot write/erase and a drift-free process [127]. In this case, the result of the computation will be the output pulse carrying the information of the light-matter interaction. This memristive in-memory approach will set the stage for the development of entirely photonic in-memory computers.

**Parallel processing**

Applications of AI techniques, specifically machine learning and more recently deep learning [128], are transforming several fields ranging from clinical medicine to optical computing. The integration of full-optical neuromorphic architectures with optoelectronic devices will lead to the near-term availability of clinically and industrially relevant applications such as real-time features detection and classification, image processing and optical implementation of computationally intensive tasks such as matrix multiplication with low-power consumption, high-accuracy and ultra-fast processing speed.

Recently, all-optical diffractive deep neural network designs, systems physically formed by multiple layers of diffractive surfaces that work in collaboration to optically perform arbitrary functions, have been investigated in the terahertz [129], and in the optic wavelength region [130]. Incorporating optical nonlinear memory materials like photonic memristors into the diffractive layers will include nonlinear activation functions within the optical networks and will further enhance the inference performance of all-optical diffractive deep neural networks. The change in optical properties induced by the history of the transmitted fields, will open the path to dynamic diffractive processing [131].

**Analysis and outlook**

Optically nonlinear, phase change and high refractive index materials are the favoured candidates for the realisation of photonic memristive devices. While the above sections discuss the concept of photonic memristance along with the material candidates, this section examines the challenges in the practical realisation of photonic memristors, reviewing techniques for synthesis, fabrication and assembly of such systems.

Several techniques can be adopted for the fabrication of bulk and thin films of high refractive index materials like Sb$_2$Te$_3$, VO$_2$ and chalcogenide glasses such as thermal evaporation [132], flash evaporation [133], sputtering, chemical vapor deposition [134], atomic layer deposition [108], spin coating, and many more. The deposition method to choose depends largely on the material composition that is to be deposited, the desired parameters such as uniformity and thickness, and the final design. For example, for the realisation of single memristive neuromorphic units such as photonic synapses, a conformal thin film coating with thickness precisely tuneable is desirable. On the other hand, IPCs require films with millimetric thickness and high optical quality to minimise waveguide propagation loss.

For materials such silicon and graphene several methods are well known to produce very high-quality thin films with modular thicknesses [113]. However, the fabrication of custom designs with nanometric features for achieving functional neuromorphic units is comparatively challenging and presents opportunity for more research and investigation.
Achieving GO-based laser patterned photonic memristors with sizes comparable to those of the biological synapses (20–40 nm), will require fabrication methods able to go beyond the diffraction limit. Technologies such as super-resolution photoinduction-inhibited nanofabrication (SPIN), enable rapid prototyping of two-dimensional (2D) and three-dimensional (3D) structures with resolution well below the diffraction limit and can potentially be applied to GO and rGO specimens. A two-beam nanolithography technique based on the control of graphene photoreduction and photooxidation processes by two femtosecond lasers with different wavelength can be used to achieve graphene-based super-resolution patterns. Application of such a method to GO and rGO films should be further explored with the aim to achieve bio-realistic on-chip synaptic density and higher degrees of integration compared to the current state of the art.

A critical issue aside from material synthesis and fabrication of single processing units, is the integration of the single components into the final neuromorphic structure. The realisation of large, complex and possibly 3D structures incorporating the optically nonlinear materials to achieve functional neuromorphic photonic systems is a challenge. One possibility is the fabrication of small units or unit-agglomerates that can be stitched or assembled together to form the final sail design. Laser and electron beam welding are well known examples for joining thin metal foils but for the above proposed materials may lead to building of stress and defects in the final system. Other options are represented by wafer-bonding techniques widely employed in the semiconductor industry, or the use of nanoscopic bundles of carbon nanotubes or boron nitride nanotubes to tether the processing units together into the final geometry.

The alternative to assembly separate components, is the fabrication of large-scale systems with processing units directly connected into a monolithic artificial neuromorphic network. Different methods can be used for the realisation of micro- and nano-2D and 3D structures. However, these approaches present several drawbacks including a large aspect ratio with consequent loss of cubic symmetry and difficulties in customising the final design.

Alternatively, techniques such as laser nano-lithography and SPIN provide an accessible and controllable approach for the realisation of intricate systems, but due to limited availability of high refractive index photoresists, achieving nonlinearity in systems realised with these methods can be done using inversion techniques, and coating methods.

Conclusions

Building memristive photonic neuromorphic hardware able to compete and exceed the performance of the von Neuman architectures currently in use is undeniably a very ambitious project, full of challenges and open questions. We are already witnessing increasing efforts to replicate synapses and neurons with photonic platforms and we believe that the neuromorphic photonic field will soon move towards the realisation of fully functional neuromorphic networks. The use of photonic memristive elements will have crucial role in this development, and we believe that rGO will be the preferential candidate to implement these systems.
The purpose of this Perspective is to offer a positive outlook on the difficulties and the opportunities that a photonic memristive technology could unlock, and to stimulate further discussion and research. The ideas presented here necessitate deeper and more comprehensive analysis, design planning and experimental validation. However, from our considerations emerges that several materials, if combined with proper models and fabrication methods, may allow the design of photonic memristive components to be use in neuromorphic architectures.
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