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Abstract—It is essential for an automated vehicle in the field to perform discretionary lane changes with appropriate roadmanship – driving safely and efficiently without annoying or endangering other road users – under a wide range of traffic cultures and driving conditions. While deep reinforcement learning methods have excelled in recent years and been applied to automated vehicle driving policy, there are concerns about their capability to quickly adapt to unseen traffic with new environment dynamics. We formulate this challenge as a multi-Markov Decision Processes (MDPs) adaptation problem and developed Meta Reinforcement Learning (MRL) driving policies to showcase their quick learning capability. Two types of distribution variation in environments were designed and simulated to validate the fast adaptation capability of resulting MRL driving policies which significantly outperform a baseline RL.

I. INTRODUCTION

In the last decade, Reinforcement Learning (RL) methods have excelled and been applied to many problems, including video games [1], robotic manipulations [2], natural language processing [3], business management [4], healthcare [5] and intelligent transportation systems [6]. Amongst the recent work in the field of RL, there are two inspiring success stories. The first one is a system that plays video games at a superhuman level [7]. The second well-known success story is AlphaGo, which combines supervised learning and reinforcement learning [8] and defeated one of the top rank human Go masters. A wide variety of RL applications can be found in the comprehensive survey by Li [9].

However, RL in real world applications have not been as successful due to several factors. 1) Real-world applications usually do not have a unique and clearly-defined reward function. Unlike playing Atari video games or Go/Chess, most real-world cases neither have a single goal, nor have a unique reward function. Instead, designing the reward function to balance multiple sub-goals, or discovering an underlying reward function from demonstrations [10], or learning without a reward function [11] all are possible first task to be solved. 2) For real-world safety critical problems such as automated driving systems and robot manipulators, learning from mistakes is not practical due to the high penalty (e.g. crashes) that comes with real-life blunders. Recently, several work formulated RL safety problems to train policies with guard rails including [12] that utilized Constrained MDPs (CMMDPs) and [13] that augmented Q learning with a short-horizon control embedding safety rules or safety agents [14]. Another approach uses Lyapunov functions [15], following safe exploration strategies [16]. 3) Video games, board games, and other closed world environments have fixed environment dynamics in how they transition, albeit highly complex. Most real-world challenges, on the other hand, are ever evolving and will inevitably contain environments with distribution not present in the training data. Thus an RL policy trained in a single simulation environment may find it difficult to generalize towards the real-world distribution. There are more challenges need to be addressed to implement RL to real-world problems, and we refer readers to the work by Gabriel [17].

In this paper, we will address the third gap in AV applications. Many challenges remain in capturing all distribution of the real world environment transition function into automated driving simulations. In addition to sensors and actuators uncertainties, environmental agents such as other road users are especially difficult to characterize, and all of them can drift overtime. In this paper, we will focus on the changing distribution of traffic environment, since it can be considered as the most challenging issue with human behaviors and driving styles being diverse and known to change overtime [18].

Amongst all decision-making problems in autonomous driving, the lane change is an important feature for automated vehicles to maintain mobility. A lane change that is not urgent but desirable (e.g. overtaking a slower vehicle) is considered a Discretionary Lane Change (DLC), as opposed to Mandatory Lane Change (e.g. required upon lane closing). In this work, we formulate the discretionary lane change problem as a quasi-static MDP, and the automated vehicle is supposed to learn to adapt to a range of different MDPs.

Meta-RL-based policies for discretionary lane change applications were developed in this paper. To validate our method, we experiment with two types of varying environment distributions. The first considers varying distribution/number of adversarial vehicles, and the second contains varying distribution of surrounding driving behaviors - ranging from egoistic to altruistic by assigning different parameters in the driver model. We want to validate that the trained policy can handle both hostile and normal (albeit varying) surrounding vehicles. The rest of this paper is organized as follows. Problem definition and literature are shown in Section II. The background knowledge is described in Section III. In Section IV the simulation environments are interpreted, followed by the training and testing setup in Section V. Simulations results are shown and analyzed in
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Section VI. Finally the paper is concluded with Section VII.

II. RELATED WORKS

Different methods were used to design fast learning agents to adapt to unseen environments. Markov Decision Process (MDP) is a popular approach for such design problems. Approaches using multi-MDPs adopt different optimization and adaptation methods. Frequently, the agent trains an identifier using supervised learning. Subsequently, for each identified model, Model Predictive Control (MPC) or Dynamic Programming (DP) methods can be used to learn the policy. During adaptation, we can witch to the corresponding controller based on the identified model. For instance, in [19], Nagabandi et al. use meta learning to train a dynamics model prior. And this prior can rapidly adapt to the local context when combined with recent data. The controller is extracted using model predictive path integral control. However, the models need to be enumerated with their structure, limiting the agent’s generalization ability.

In other studies, researchers use behavior cloning for the adaptation step. For example, in [20], [21], the authors present Domain-Adaptive Meta-Learning, a system that allows robots to learn from a single video of a human via prior meta-training data collected from related tasks. During training, the agent is provided with demonstration data. The agent is taught how to infer a policy from just one demonstration. During testing, only one expert demonstration is provided, and the agent runs behavior cloning. The performance after the adaptation can be outstanding, however, it requires expert demonstration and in our work, we don’t assume to have it.

Model-free Meta Reinforcement Learning (MRL) can also solve adaptation problems. In [22]–[24] the authors use a Recurrent Neural Network (RNN) and encode the MDP’s information as the hidden memory of the RNN. And the policy contains the information in its weights to adapt to different environments. However, there is no mathematical convergence proof and we cannot guarantee that the RNN-based MRL methods adapt well or converge at all. Therefore, a more consistent MRL method is needed.

Another class of MRL methods uses the policy gradient approach for both the meta training and the adaptation steps [25]–[27]. In [25], Finn et al. developed the Model Agnostic Meta-Learning (MAML) method. The idea is that the agent is trying to find the parameter \( \theta \), such that when the agent takes a few gradient steps on that \( \theta \), it will get to a \( \theta^* \) which is optimal for a given MDP \( \mathcal{M}_i \). However, policy gradient methods suffer in sparse reward environments. The agent cannot update its policy using trajectories with no reward. Also, if the reward functions are the same for different environments, the MAML agent may not capture the environments’ features.

Both the RNN-based and gradient-based approaches use on-policy RL methods for both the meta training and the adaptation steps and thus are data inefficient. The adaptation step is inherently on-policy learning since, given a new environment, the agent needs to collect new data using the current policy. On the other hand, the meta training step does not have to be on-policy. Leveraging a stochastic encoder to capture the context of adaptation data, Rakelly et al. [28] developed an off-policy MRL with its meta training step based on the Soft Actor-Critic (SAC) [29]. The developed method is called the Probabilistic Embedding for Actor-critic RL (PEARL). The PEARL MRL method is consistent, data-efficient, and has an advanced exploration strategy.

In this work, we will implement the gradient based MAML method and the stochastic encoder based method PEARL in our DLC application and compare their performance.

III. META REINFORCEMENT LEARNING BASICS

In this section, we will introduce the Meta Reinforcement Learning (MRL) basics and its notations. Unlike traditional Reinforcement Learning (RL) methods, in which a single Markov decision process (MDP) problem \( \mathcal{M} \) is solved, MRL tries to solve the multi-MDPs adaptation problem. The training and testing tasks of MRL are different but drawn from the same task distribution \( p(\mathcal{M}) \), where each task is a MDP, consisting of a set of states, actions, a transition function, and a bounded reward function. Each task \( \mathcal{M}_i \) consists of the state space, the action space, the transition probability, the reward function and the discounted faction, i.e., \( \mathcal{M}_i = (S_i, A_i, P_i, r_i, \gamma_i) \).

In the traditional RL, we solve:

\[
\alpha = \arg \max_{\alpha} \mathbb{E}_{\pi, \mathcal{M}} \left[ \sum_{t=0}^{\infty} \gamma^t r(t) \right] \tag{1}
\]

where \( \alpha \) is the parameter vector of policy \( \pi \), \( r \) is the reward function, and \( \gamma \) is the discount factor. While in MRL, we solve:

\[
\theta = \arg \max_{\theta} \sum_{i=1}^{N} \mathbb{E}_{\pi, \mathcal{M}_i} \left[ \sum_{t=0}^{\infty} \gamma^t r_i(t) \right] \tag{2}
\]

\[
\phi_i = f(\mathcal{M}_i) \tag{3}
\]

where the \( \theta \) is the parameter of the adaptation function \( f(\mathcal{M}_i) \). \( \mathcal{M}_i \) the \( i \)th MDP environment. The meta-learner Equation (2) adapts its parameter based on the sum of expected return collected from performing each task with the adapted policy Equation (3). This meta learning step of Equation (2) is understood as the outer loop, whereas the adaptation step Equation (3) is the inner loop that fine tunes its parameter based on trajectories collected with the initial policy associated with the meta learner parameter.

In this work, we will implement two state-of-the-art MRL methods which are the MAML [25] and PEARL [28] method. In the MAML approach, both the meta training and adaptation loops are performed using policy gradient, for which the updating equation of the meta training step, integrated with parameter update of inner loops, is:

\[
\theta \leftarrow \theta + \alpha_1 \sum_i \nabla_\theta r_i(\theta + \alpha_2 \nabla_\theta r_i(\theta)) \tag{4}
\]

where \( \alpha_1 \) and \( \alpha_2 \) are the learning rates, and \( r_i \) is the reward function of the \( i \)th MDP. After the meta training step, the
agent will learn a $\theta$ that is sensitive to all given reward functions. So that starting from that $\theta$, with only a few steps of adaptation, the agent can find a better policy.

In the PEARL method [28] shown in Figure 1, the agent consists of a stochastic encoder for adaptation and an off-policy RL SAC algorithm for meta learning. During meta training, the encoder characterizes different environment with a latent variable $z$ and form its belief of $p(z|c)$, the $z$ distribution given the context $c$, i.e. the batches of $(s, a, s', r)$ or adaptation data collected from the environment; while the SAC algorithm improves its policy given the belief (or specifically, given the latent variable $z$ sampled from the belief of $p(z|c)$) and feeds back its critic loss to coach the encoder. At inference, the agent collected recent data (of current environment) with initial policy to infer the belief, sampled from it, and feed it into the trained off-policy SAC.

$$M_i = \{\alpha_{den}, n_{car}, n_{att}\}, \alpha_{den} \sim U(0.5, 1.5), \quad n_{car} \sim U(10,30), n_{att} \sim U(0,3) \tag{5}$$

These variables determine the initial conditions of the simulation environment, as shown in Figure 2. The reward functions for different environments are the same as in [13].

In this work, we will implement both PEARL and MAML in our application.

IV. VARYING TRAFFIC CULTURES

In order for an automated vehicle to minimize traveling time and avoid lanes with traffic shockwaves, performing discretionary lane change is necessary. For an automated vehicle, we further require it to drive with roadmanship, i.e., to make efficient lane changes without annoying or endangering other drivers, and to respond to crash threats safely – swiftly yet appropriately – without creating hazards for others. It is worth noting that while driving cautiously is usually safe, being overcautious is not acceptable [30].

Next section describes different traffic cultures that we will introduce on a simulated highway where we expect an MRL automated vehicle can quickly adapt to the culture and exhibit appropriate roadmanship accordingly. The different traffic cultures correspond to different MDP or statistical distribution of how the environment may transition.

A. Varying adversarial vehicles (w.r.t. trained distribution)

In [31], we generated “socially acceptable” attacks by training an adversarial attacker to explore the weakness of an AV with a fixed policy. The attacker attempted to invoke out of distribution traffic behaviors to confuse the AV. It showed that the trained attacker was capable of exploiting the fixed policy and induced collisions for which the AV is largely to blame. In this paper, we want to show that by implementing MRL, the trained AV agent can adapt to different environments and reduce crash rate. To demonstrate that, we design the distribution with three variables in Equation 4 to characterize the environments: 1) the traffic density variable $\alpha_{den}$, which is a scale of average distance between vehicles; 2) the number of total vehicles $n_{car}$, which can be sampled from 10 to 30; and 3) the number of attackers $n_{att}$, which is from 0 to 3. The attackers are randomly positioned around the AV.

$$\hat{a}_c - a_c + p[\hat{a}_n - a_n] + (\hat{a}_o - a_o)] > \Delta a_{th}, \tag{6}$$

and

$$\hat{a}_n > -b_{safe}, \tag{7}$$

where $a_c$ is the ego vehicle’s acceleration in the current lane and $\hat{a}_c$ is the potential ego vehicle’s acceleration if it changes lane. New and old successors are denoted as $n$.
which is the sum of the number of aggressive drivers $n_{agg}$, the number of normal drivers $n_{nor}$ and the number of conservative drivers $n_{con}$. To sample an environment, we first uniformly sample the traffic density variable $\alpha_{den}$ from 0.5 to 1.5 and the total number of vehicles $n$ from 10 to 30. Then the numbers of different driver behaviors (i.e. $n_{agg}$, $n_{nor}$ and $n_{con}$) are sampled from the multinomial distribution $M(n, k)$, where $n$ is the total number of vehicle and $k = \frac{1}{3}$. By sampling from $M(n, k)$, we will have $n_{agg} + n_{nor} + n_{con} = n$ and the probability of sampling from each category is the same.

The reward functions [32] for different environments are the same and is composed of a velocity term and collision term:

$$R(s, a) = \alpha \left( \frac{v - v_{min}}{v_{max} - v_{min}} \right) - \beta r_{collision}, \quad (8)$$

where $v$, $v_{min}$, and $v_{max}$ are the current, minimum, and maximum speed of the agent, respectively, and $\alpha$, $\beta$ are weighting coefficients. For details, please refer to [32].

V. TRAINING AND TESTING SETUP

We have implemented the PEARL and MAML MRL methods in both environments with varying distributions and compared their meta training process in Figure 4a and Figure 5a. Both algorithms are trained in 8 different tasks sampled from each environments distribution. Then at the end of each iteration, the meta agent is tested in 4 unseen tasks sampled from each environments distribution to show the adaptation method. The average returns of 4 unseen tasks during meta training are compared with the x-axis being the total environment transition steps which represent the amount of data used to train the meta learner in Figure 4a and Figure 5a. And the returns of each algorithm are averaged across five random runs. Both the hyper-parameters of the PEARL and MAML are tuned using optuna package [34], which is an open-source hyperparameter optimization framework to automate hyper-parameter search.

For evaluating the performance of trained meta agents, we compare the PEARL trained agent and the MAML trained agent with a fine-tune method based on the Trust Region Policy Optimization (TRPO) [35] method with safety check implemented from [36]. The fine-tune method will just keep updating the initial policy in a new environment given collected data. The evaluation results will be compared with the x-axis being the data collected in the new environment. We will sample $10^4$ different environments and evaluate all three approaches.

For the DLC application, the crash rate of the trained agent is another important metric. Therefore, we will also report the crash rate of the fine-tune agent, MAML agent, and the PEARL agent in Section VI. We will compare the crash rate with the benchmark policy trained in the original environment using the method designed in [36].

VI. RESULTS

A. Training Results

This section shows the meta testing returns of the PEARL method and MAML method during the meta training. Results
for the attacker environments distribution described in Section IV-A are shown in Figure 4a and Figure 4b. In Figure 4a, we show the before and after adaptation of PEARL and MAML in the logarithmic axis. The x-axis is the total environment steps \((s, a, s', r)\) representing how much data they use for training. As can be seen from the figure, the PEARL method converges after collecting \(10^5\) data points, meanwhile the MAML converge after collecting \(10^7\) data points. PEARL is one hundred times more data-efficient than MAML which is consistent with the conclusion in [28]. Moreover, if we look at the before and after adaptation curve of each approach, we can see that the agent trained by the PEARL method shows good adaptation. While for the MAML method, there is almost no adaptation.

If we zoom in on the last ten iterations of MAML and PEARL and put them together, we can have this Figure 4b. The red dashed line is the crash line. The average reward below this line indicates there are crashes in that iteration. As you can see, the MAML not only shows no adaptation, but there are also still many crashes at the end of the training. While for PEARL, we can see that there is no crash after adaptation at the end of training.

Results for the IDM-Mobil environment described in Section IV-B are shown in Figure 5a and Figure 5b. In Figure 5a, we show the before and after adaptation of PEARL and MAML in the logarithmic axis, and in Figure 5b, we offer the last ten iterations of the MAML and PEARL training curve. We can have a similar conclusion that the PEARL method is much more data-efficient than the MAML method. Moreover, from Figure 5b, we can see that the PEARL agent shows good adaptation that the after adaptation reward is much higher than the before adaptation reward. Since the reward design of the IDM-Mobil is different from the attacker’s environment, there is no intuitive crash line. Therefore, we only summarize the crash rate in Table III in Section VI-B.

As can be seen from the training curves, the trained MAML agent shows almost no adaptation while the PEARL agent can adapt efficiently. The reason is, in PEARL, the stochastic encoder takes full path data as input (actually \((s, a, s', r)\) tuples), so the trained PEARL agent would be able to capture the features of different environments with different transition probabilities. In comparison, the trained MAML agent in our experience is not sensitive to varying transition probabilities of different environments/tasks, which seems logical since the integrated inner/outer loops of MAML policy update Equation (4) involves only the reward function.

B. Evaluation Results

In this section, we evaluate the trained agent with random tasks sampled from each distribution of environments. The evaluation results of the attackers environments are shown in Figure 4c and the results of the IDM-Mobil environments are shown in Figure 5c. We compared the PEARL approach
and the MAML with the fine-tune approach in which we keep training the policy in a new environment. The x-axis is how much data we provide for the adaptation step. Each trajectory is at most 200 time steps if not crash. As you can see, after collecting two trajectories of data (at most 400 data points), the PEARL can adapt to new environments well in both distributions of environments. However, the MAML and fine-tune methods do not show improvement even with ten trajectories of data. This is because the collected data in the new environment are not useful for the MAML agent and fine-tune agent to update its policies.

Next, we report the different agents’ crash rates during evaluation in Table II and Table III for the attacker environments and IDM-Mobil environments, respectively. All the methods are evaluated in random environments. On the leftmost column, we have the benchmark policy from Section V. The crash rate of the trained agent in the original environment is very low. However, when we test it in random environments, the crash rate increases significantly in both setups. For the fine-tune approach, the result shows that the agent cannot adapt to new environments with limited data, so the crash rate in new environments is around the same level for both setups.

In the attacker environments, as shown in Table II, the MAML agent keeps getting worse and worse, given the data. This due to insufficient exploration during the adaptation. Meanwhile, the PEARL agent can adapt to a new environment quickly with limited data. The crash rate of the PEARL agent reaches a very small number given ten trajectories of data, which can compare to the benchmark’s crash rate in the original environment.

TABLE II: Crash Rate with Different Numbers of Data in the Attacker Environments

| Crash Rate | Benchmark | Fine Tune | MAML | PEARL |
|------------|-----------|-----------|------|-------|
| Orig. task | ~ 0.001%  | ~ 0.001%  | -    | -     |
| No adapt   | 13.2%     | 19.4%     | 50.1%| -     |
| 1 traj.    | 13.4%     | 22.5%     | 7.3% | -     |
| 2 traj.    | 14.1%     | 24.9%     | 0.099%| -     |
| 3 traj.    | 13.3%     | 27.3%     | 0.077%| -     |
| 5 traj.    | 13.7%     | 31.4%     | 0.015%| -     |
| 10 traj.   | 13.8%     | 36.9%     | 0.0062%| -     |

In IDM-Mobil environments, the MAML agent has better crash rates with more and more given data. However, the improvement still not significant enough compared to the PEARL agent. As can be seen from Table III, the PEARL can adapt to a new environment quickly with limited data. The crash rate of the PEARL is comparable to the benchmark’s crash rate in the original environment. Since in the IDM-Mobil environments, there is no short-horizon safety check, the benchmark crash rate is higher than the attacker environment. Moreover, in the IDM-Mobil environments, the agent controls the steering angle and the acceleration directly without any robust lower level controller. This causes a higher crash rate compared to the attacker environment. The crash rate results show that the PEARL trained agent can achieve the benchmark level crash rate with only ten trajectories of data in both setups.

TABLE III: Crash Rate with Different Numbers of Data in the IDM-Mobil Environments

| Crash Rate | Benchmark | Fine Tune | MAML | PEARL |
|------------|-----------|-----------|------|-------|
| Orig. task | ~ 4%      | ~ 4%      | -    | -     |
| No adapt   | 52.6%     | 50.4%     | 60.3%| -     |
| 1 traj.    | 51.9%     | 32.6%     | 20.7%| -     |
| 2 traj.    | 49.5%     | 36.7%     | 18.1%| -     |
| 3 traj.    | 49.8%     | 34.5%     | 12.7%| -     |
| 5 traj.    | 48.2%     | 32.2%     | 10.5%| -     |
| 10 traj.   | 47.6%     | 31.8%     | 5.2% | -     |

VII. CONCLUSIONS

In this work we showed that, with all things being equal, solving the multi-MDPs problem offers significant adaptability for the resulted discretionary lane change policy under varying traffic cultures. This is important since surrounding drivers can behave differently at a different time of the day or in different weather conditions, and a trained policy under normal traffic behavior can be brittle when experiencing adversarial vehicles that can exploit the weakness of a fixed automated driving policy [31].

To observe how well an AV can adapt to an unseen traffic environment, two types of distribution variation in environments were designed, i.e., varying density of adversarial vehicles and varying mixture in surrounding vehicles’ social behaviors. We witnessed that both our MRL (with MAML and PEARL approaches) enabled the AV to be a quick learner of the encountered new traffic behavior when compared to the baseline of a classic RL that fine-tuned its policy with the same amount of trajectory data. Within ten data trajectories, MRL driving policy quickly adapted to the unseen traffic culture with the new MDP transition probability, and reduced crash rate significantly when compared to the baseline RL driving policy.
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