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ABSTRACT

Recent research on network embedding in hyperbolic space have proven successful in several applications. However, nodes in real world networks tend to interact through several distinct channels. Simple aggregation or ignorance of this multiplexity will lead to misleading results. On the other hand, there exists redundant information between different interaction patterns between nodes. Recent research reveals the analogy between the community structure and the hyperbolic coordinate. To learn each node’s effective embedding representation while reducing the redundancy of multiplex network, we then propose a unified framework combining multiplex network hyperbolic embedding and multiplex community detection. The intuitive rationale is that high order node embedding approach is expected to alleviate the observed network’s sparse and noisy structure which will benefit the community detection task. On the contrary, the improved community structure will also guide the node embedding task. To incorporate the common features between channels while preserving unique features, a random walk approach which traversing in latent multiplex hyperbolic space is proposed to detect the community across channels and bridge the connection between node embedding and community detection. The proposed framework is evaluated on several network tasks using different real world dataset. The results demonstrates that our framework is effective and efficiency compared with state-of-the-art approaches.
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1 Introduction

Network embedding learns for each node a coordinate in latent space. It has proven in several important network tasks such as node classification, community detection, etc. Most current network embedding approaches[45][39] assume a single type relationship between nodes. However, in real world, nodes tend to interact with each other in distinct ways. Simple aggregation or ignorance of this multiplexity will lead to misleading results[4][21].

Recently, several network embedding approaches for multiplex networks have been proposed[54][28][8][43][40][27]. Most of them aim to incorporate the common features while preserving distinct characters of each layer.

In this work we follow this idea by employing a novel multiplex community approach through which the common features between different layers are shared. Several community analysis on the multiplex network have been proposed. The key assumption of these work is that nodes share the same block structure over the multiple layers, but the class connection probabilities may vary across layers[46][19]. [44] extends this assumption by that the multiplex network has a group structure of layers. All layers in the same group share the same community assignments. Another lines of work employ the information tools to quantify the similarities between layers[12][10]. Then hierarchical cluster analysis can be performed by the layers distance metric. [25] defined a supra-adjacency matrix in which the transition probabilities are locally adapted. We extend this idea in a further step by means of modular flow identification. The intuitive idea is that if we guide a random walker to traverse in multiple latent hyperbolic spaces corresponding to each layer. Then the multiplex modular means the random walker stayed for a relatively long time. We argue that multiplex modular reveals the local similarity structure between layers. This is the most significant difference compared with all previous methods.

Most current embedding methods compute the latent node coordinates in Euclidean space. However, according to recent researches[35][24], hyperbolic space is considered as a more reasonable latent space than Euclidean space. As scale-free and high clustering coefficient, the two most fundamental and ubiquitous properties, emerge naturally in hyperbolic space. Several hyperbolic embedding approaches have also been proposed[33][36][34]. However, none of these methods consider the multiplexity. The second rationale behind the hyperbolic space comes from recent findings on the analogy between hyperbolic embedding and community structure[13][48]. We then are inspired by these findings and extend them to multiplex community scenario. This bridges the gap between single layer’s unique structure and similarities between layers. More specifically,
we force the node’s hyperbolic coordinates within one multiplex community to be close to each other while preserving each layer’s own structure. One may be tempted to perform hyperbolic embedding after the multiplex community detection. However, as several previous work proved\cite{7}\cite{48}\cite{26}, these two tasks benefit each other reciprocally. We then propose a unified framework for multiplex community detection and hyperbolic embedding learning for each node. In the start step, preliminary hyperbolic embeddings are obtained by preserving one and two order proximity. The modular flow approach is then employed to perform the multiplex community detection. However, compared with its origin idea, we modified the random walker to traverse in the latent hyperbolic space with a teleportation jump to neighbor node in any layer. A community coherence regularizer is then used to confine the coordinates within one community. This coherence is inspired by the Kuramoto model. Since the hyperbolic space in this work employs the polar coordinates, the angular coordinates are forced to be close further. These three steps are iterated until a local minima result is obtained.

We summarize our contribution as follows:

- We propose a unified approach to simultaneously perform the network embedding and multiplex community detection task.
- We perform the convergence analysis on the proposed approach.
- We evaluate the approach on multiple real-world dataset.

The result demonstrates that our approach excels in several network analysis tasks with regard to state-of-the-art baselines.

2 Random Hyperbolic Disk Model

A random hyperbolic disk model\cite{18} constructs a network \((V, E)\) with parameters: \(\alpha, C, n\). For a scale free network whose node degree distribution follows a power law with exponent \(\beta = 2\alpha + 1(\alpha > \frac{1}{2}\) for most real networks). The node set of network is \(V = \{1, 2, \cdots, n\}\). The disk diameter is set to \(R = 2\log n + C\). Each node is with two coordinates \((r_i, \theta_i)\), where the density function of \(r\):

\[
p(r) = \alpha \frac{\sinh(\alpha r)}{\cosh(\alpha R)} - 1.
\]

And angular coordinate \(\theta\) draws uniformly in \([0, 2\pi]\). The edge between node pair \(u, v\) is drawn from the probability function:

\[
\mathbb{P}(u, v) = \left(1 + \exp\left(\frac{(d(u, v) - R)}{2T}\right)\right)^{-1},
\]

where the hyperbolic distance function \(d(u, v) = \arccosh(\cosh(r_u)\cosh(r_v) - \sinh(r_u)\sinh(r_v)\cos(\theta_u - \theta_v))\).

3 Community Conductance

We first clarify the notations used in this work. Then two theorems based on the random hyperbolic graph model are proposed to guide the node’s latent hyperbolic coordinates layout. We denote the graph as \(G = (V, E)\), where \(V\) and \(E\) corresponds to the node set and edge set respectively.

**Volume, cut and conductance.** Recall that for \(S \subseteq V\), \(\text{vol}(S) = \sum_{u \in S} \deg(v)\). The cut induced by \(S\) is denoted as \(\partial S = \{uv, u \in S, v \notin S\}\) for \(uv \in E\) and \(uv \notin E\).

\[
h(S) = \frac{|\partial S|}{\min\{\text{vol}(S), \text{vol}(\bar{S})\}}
\]

For later proof we also propose the notation of relative conductance of two set \(\bar{A}, \bar{B}\) as:

\[
R(A, B) = \frac{|E(A, B)|}{\min\{\text{vol}(A), \text{vol}(B)\}}
\]

which measures the closeness of two communities node set within.

**Theorem 1.** For three communities \(A, B\) and \(C\) generated by random hyperbolic graph model, if the communities are arranged as the sequential order, then the following inequality holds:

\[
R(A, B) > R(A, C)
\]

**Proof.** Assume \(A, B\) and \(C\) corresponds to three sector areas with angular \(\Delta\theta_A, \Delta\theta_B\) and \(\Delta\theta_C\) respectively. Figure 1 illustrates one possible circular order of sector \(A, B, C\). Then inequality 3 is defined as:

\[
\frac{E(A, B)}{\min\{\text{vol}(A), \text{vol}(B)\}} > \frac{E(A, C)}{\min\{\text{vol}(A), \text{vol}(C)\}}
\]

First, since nodes distribute uniformly in the hyperbolic disk. The expected number of nodes in sector \(S\) with angular \(\Delta\theta\) is:

\[
\mathbb{E}(|S|) = \frac{\Delta\theta}{2\pi} N
\]

We then estimate the expected number of edges between two sector areas.

\[
\mathbb{E}(|E(S, \bar{S})|) = |S||\bar{S}| \cdot \mathbb{P}(u \in S, v \in \bar{S}, u \neq v)
\]

We divide the above probability into two cases depend on whether \(r_u + r_v < R\) and assume \(\text{vol}(C) < \text{vol}(A) < \text{vol}(B)\) without loss of generality.

For \(r_u + r_v < R\),

\[
P_1 = \int_{r_u + r_v < R} f(r_u)f(r_v)dr_u dr_v
\]

\[
= \frac{\alpha}{2C^2(\alpha, R)} R \cdot \sinh(\alpha R) + \frac{\cosh(\alpha R)}{C^2(\alpha, R)} - \frac{1}{C^2(\alpha, R)} O(R)e^{-\alpha R}
\]

\[
= O(R)\ e^{-\alpha R}
\]
For $r_u + r_v \geq R$,
\[ P_2 = \frac{\left(\theta_B - \theta_B\right)^2}{20A\theta_C} \int_{r_u \tau - r_v \tau \geq R} f(r_u)f(r_v)dr_u dr_v \]
\[ = \frac{ae^R}{20A\theta_C C^2(\alpha,R)} O(\alpha) \cdot e^{-aR} \]  
(8)

Theorem 1 indicates that the communities can be distributed on the hyperbolic disk according to their relative conductance correlation.

\[ \text{Lemma 1. (Lemma 3.2 in [18]) If } 0 \leq r < R, \text{ then } \mu(B_0(r)) = e^{-\alpha(1-R-r)}(1 + o(1)) \]

\[ \text{Lemma 2. ([16]) We consider to use the Poisson point process to describe the nodes distribution in random hyperbolic disk, which states the probability that there exists at least one point in some area is:} \]
\[ P(\exists \omega \in S) = 1 - \exp \left(-n \cdot \mu(S)\right) \]  
(9)

\[ \text{Lemma 3. We consider nodes with radial coordinate less that } \frac{R}{2} \text{ as the core node set of the random hyperbolic disk. For a graph with } N \text{ nodes, if we partition it into at most } K \text{ sectors with equal angles, then with probability } p = 1 - \exp \left(-n^{1-\alpha}/K\right), \text{ each sector has at least one core node.} \]

In [3], the author provides an approximate expression for the relative angle between two core nodes. In the following theorem we will show that the community based core nodes circular ordering estimation is more robust than common neighbor based one.

\[ \text{Theorem 2. The expectation number of two core nodes for a scale free network with } n \text{ nodes is } O(n^{2(1-\alpha)}) \text{. While the relative conductance based core nodes circular ordering is } O(n^{2(1-\alpha)} \log n). \text{ As the expectation of relative conductance is greater than common neighbor, by employing Chernoff bound, the confidence interval is sharper than the latter.} \]

It seems that our proposed relative community conductance is similar to the Community Intimacy (CI) in [49]. Actually, it can be easily verified that the following inequality holds.

\[ \frac{1}{2} CI(A,B) \leq R(A,B) \leq CI(A,B) \]  
(10)

In the next section, however we will show the hidden relationship between Community Conductance and the Map Equation. And the analogy between Map Equation and Poincare Disk embedding is also revealed.

4 Map Equation Reveals Best Analogy with Hyperbolic Geometry

4.1 Map Equation exhibits best resolution limit

\[ \text{Theorem 3. For networks with total number of } L \text{ links, the number of modules that infomap algorithm detects has intrinsic scale as following:} \]
\[ m^* = O(L/\ln L) \]  
(11)

\[ \text{Proof. Recall that the original infomap algorithm is to minimize the following equation:} \]
\[ L(M) = q_{i\sim j}H(Q) + \sum_{i=1}^{M} p_i^j H(P_i) \]
\[ = \left(\sum_{i=1}^{m} q_{i\sim j}\right) \log \left(\sum_{i=1}^{m} q_{i\sim j}\right) - 2 \sum_{i=1}^{m} q_{i\sim j} \log q_{i\sim j} \]  
(12)

\[ + \sum_{a=1}^{n} \sum_{i=1}^{m} p_i^j \log \left(q_{i\sim j} + p_i^j \right) \]

where $M$ denotes a partition of the network. For a undirected unweighted network, we can easily get the following formulas.

\[ q_{i\sim j} = \sum_{a \in \partial \neq j} p_a p_{ij} \]
\[ = \sum_{a \in \partial \neq j} d_a A_{a\beta} \frac{d}{d\alpha} \frac{cut(i)}{d} \]  
(13)

\[ = \frac{cut(i)}{d} \]

We plug in the above formulas and denotes $vol(i)$ as the sum of nodes’ degree in partition $i$ and transform the original map equation as following:

\[ L(M) = \left(\sum_{i=1}^{m} \frac{cut(i)}{d}\right) \log \left(\sum_{i=1}^{m} \frac{cut(i)}{d}\right) \]
\[ - 2 \sum_{i=1}^{m} \frac{cut(i)}{d} \log \frac{cut(i)}{d} \]  
(14)

\[ + \sum_{i=1}^{m} \frac{cut(i)}{d} \frac{vol(i)}{d} \log \frac{cut(i)}{d} + \frac{vol(i)}{d} \]

We first compute the derivative of $L(M)$ with respect to $cut(i)$:

\[ \frac{dL}{d\text{cut(i)}} = \frac{1}{d} \log \sum_{i=1}^{m} \text{cut(i)} \frac{(\text{cut(i)} + \text{vol(i)})}{\text{cut(i)}^2} \]  
(15)

which is is always greater than 0 which states that the value of map equation will increase as the increasing of total cut edges between modulars. On the other hand, we can employ the lagrange multiplier method to compute the maxima of $L(M)$ with regards to $vol(i)$.

\[ L' = L(M) + \lambda \left(\sum_{i=1}^{m} \text{vol(i)} - d\right) \]  
(16)

We perform derivative on map equation with the total volumes constraints as following:

\[ \frac{L'}{\text{vol(i)}} = \frac{1}{d} \log \frac{\text{cut(i)} + \text{vol(i)}}{d} + \frac{1}{d} + \lambda \]  
(17)

We let the above derivative equals to 0 and get the conclusion that the map equation minimizes when each modular’s volume and cut is identical.

\[ \text{cut(i)} + \text{vol(i)} = \frac{\sum_{i=1}^{m} \text{cut(i)} + d}{m} \]  
(18)
For clarity and simplicity of mathematical analysis, we assume each cut of cluster $i$ equals 2 which means that the modular structures as a ring (as illustrated in Figure 2). Then the map equation transforms to the following forms under the above assumption:

$$L(M) = \frac{2m}{d} \log \frac{2m}{d} - \frac{4m}{d} \log \frac{2m}{d} + \frac{2m + d}{d} \log \frac{2m + d}{dm}$$  \hspace{1cm} (19)$$

Then we compute the minima by performing derivativation of the above formula. However we get an transcendental equation:

$$\log(m + L) = \frac{L}{m} - 1$$  \hspace{1cm} (20)$$

which can only be approximation by numerical methods. While after observation, we can get a well approximated analytical solution:

$$m = \frac{L}{\ln L}$$  \hspace{1cm} (21)$$

which has constant distortion with the optimal solution since the error goes to constant 1 when $L$ goes to infinity

$$\text{error} = \ln \left(1 + \frac{1}{\ln L}\right) + 1 \longrightarrow 1 \hspace{1cm} (22)$$

which ends the proof. \hspace{1cm} \Box

4.2 Map Equation performs edge balanced partition

**Theorem 4.** The map equation partition objective function is equivalent to $(k, \nu)$-balanced edge partition in which $k$ denotes the number of clusters and $\nu = \max \{\alpha_i\}$ equals to the maximal conductance of partitioned clusters.

**Proof.** Recall that the $(k, \nu)$-balanced edge partition is formulated to the following objective function and constraints:

$$\text{minimize} \sum_{u \in V} d_{in}(u) - \sum_{i=1}^{k} z_{u,i} \left( \sum_{v \in \text{In}(u) \cap X_{(i+1)}} \right)$$

$$\text{subject to} \sum_{u \in V} d_{in}(u) z_{u,i} \leq (1 + \nu) \frac{m}{k}, \quad i \in [k]$$

where $x_{e,i} = 1$ if each edge $e$ is assigned to cluster $i$. And the second and fourth constrains ensure that each edge is assigned to exactly one cluster. Then the objective function is equivalent to minimize the total number of edges across different clusters. The first constraint condition controls the balance of edge partition. According to the analysis in Theorem 3, the map equation minimizes when the sum of cut and volume of each cluster $i$ is equal:

$$C_i + V_i = \frac{\sum_{i=1}^{K} (C_i + V_i)}{K}$$  \hspace{1cm} (24)$$

Denote the conductance of cluster $i$ is $\alpha_i$:

$$\alpha_i = \frac{C_i}{V_i}$$  \hspace{1cm} (25)$$

Then:

$$C_i + V_i = \frac{\sum_{i=1}^{K} (\alpha_i V_i + V_i)}{K}$$  \hspace{1cm} (26)$$

Then map equation is equivalent to $(k, \nu)$-balanced edge partition if we set $\nu = \max \{\alpha_i\}$. \hspace{1cm} \Box

It should be noted that the resolution limit of modularity[15] is $O(\sqrt{L})$ while for stochastic block model with minimum description length principle (SBM-MDL) the detection limit for the size of block is $\sqrt{N}[37]$. Then we can get the conclusion that the infomap algorithm excels modularity with regard to the resolution limit. It is well known that the community detection algorithms can be classified into three main categories: (1) null models include modularity and Louvain etc, (2) block models include SBM, DC-SBM, DCSBM-MDL etc, (3) flow models include Infomap etc. Resolution limit of the first two categories have been thoroughly studied. However the detectability of infomap algorithm is still unclear. In [20], the author provides an condition relates the module volume and the total cut size. In our work, we will give a more clear and intrinsic resolution limit expression. The resolution limits of the most clustering algorithms are summarized in Table 1. In Table 2, we report the number of modules detected by Louvain, Infomap and SBM.
Table 1: Summary on resolution limit of clustering algorithms. Resolution limit of Infomap is the new result in this work.

| Dataset | Layer | N | E | L | SL | DCL | I | L/lnL |
|---------|-------|---|---|---|----|-----|---|-------|
| Router  | IPv4  | 37542 | 95019 | 31 | 239 | 176 | 1625 | 5742 |
|         | IPv6  | 5143 | 13446 | 19 | 86 | 79 | 418 | 988 |
| C.E.    | 1     | 248 | 514 | 9 | 15 | 26 | 23 | 57 |
|         | 2     | 258 | 887 | 9 | 15 | 26 | 23 | 91 |
|         | 3     | 278 | 1703 | 7 | 34 | 30 | 11 | 159 |
| D.M.    | 1     | 752 | 1808 | 17 | 39 | 24 | 70 | 167 |
|         | 2     | 633 | 1343 | 17 | 41 | 20 | 68 | 129 |
| arXiv   | 1     | 1537 | 3935 | 32 | 58 | 53 | 130 | 330 |
|         | 2     | 2121 | 5473 | 35 | 72 | 61 | 190 | 438 |
|         | 3     | 129 | 273 | 10 | 13 | 12 | 17 | 34 |
|         | 4     | 3669 | 11969 | 46 | 113 | 94 | 290 | 884 |
|         | 5     | 608 | 1664 | 23 | 34 | 28 | 61 | 156 |
|         | 6     | 336 | 945 | 17 | 29 | 24 | 38 | 96 |
| S.P.    | 1     | 751 | 1231 | 21 | 30 | 29 | 86 | 118 |
|         | 2     | 182 | 246 | 13 | 14 | 9 | 28 | 31 |
| Rattus  | 1     | 1866 | 2657 | 32 | 29 | 52 | 129 | 234 |
|         | 2     | 529 | 647 | 20 | 18 | 18 | 61 | 69 |

Table 2: We report the number of modules detected in 17 networks from 6 different domains for Louvain, Infomap, SBM-DL and DCSBM-MDL. In the last column we report the theoretical resolution limit for infomap algorithm. ‘L’ denotes Louvain algorithm. ‘SL’ denotes SBM-MDL algorithm. ‘DCL’ denotes DCSBM-MDL algorithm. ‘I’ denotes Infomap algorithm.

Figure 3: Theoretical versus empirical resolution limit

Based clustering algorithms on networks from different domains and predicted by our resolution limit $O(L/\log L)$. The theoretical prediction versus the empirical community detection result is also illustrated in Figure 3 for clarity. Details of the dataset employed in this table are listed in section 8.1.

Although the analogy between hyperbolic embedding and community structure has been studied in previous research[49][48][13], it is still not clear to what extent the detected community structure reveal the latent hyperbolic geometry of networks. In [49][48][13] Louvain and Infomap are used to characterize the module structure. In this work, we first investigate the coherence of hyperbolic geometry coordinates in the same community for different clustering algorithms. To this end, we compute the node coordinate coherence defined by equation 27 following[15].

$$\xi_g = \frac{1}{n_g} \left( \sqrt{\sum_{j=1}^{N} (\delta_{\sigma,g} \cos \theta_j)^2} + \sqrt{\sum_{j=1}^{N} (\delta_{\sigma,g} \sin \theta_j)^2} \right)^2 \tag{27}$$

For each network we take the average for 100 instances of random hyperbolic model. The result is reported in Table 3. For Infomap we rely on the open implementation. For modularity, we employed the implementation in the open library of NetworkX. For SBM and DC-SBM, the code was taken from the open project. For SBM-MDL and DCSBM-MDL, the implementation relies on the open project graph-tool. From Table 3, it can be found that Infomap algorithm excels all other clustering algorithms at all network scales. Figure 4 illustrates the clustering coherence for each clustering algorithm. The nodes rendered in the same color belong to the same module. While modularity based algorithm and DCSBM-DL algorithm won two and four second places respectively. Furthermore, DCSBM-MDL performs better as the network scale increases. And modularity algorithm performs best at very small network and decays as the scale increases. SBM and DC-SBM perform worst due to a apriori block number needs to be specified which is however difficult. Intuitively, the best coherence can be maximized when the found module is dense and relative small. In DCSBM-DL, by employing the minimum description length principle, the maximum number of detectable blocks scales as $\sqrt{N}$. For sparse network (common in real networks), the number of edge is as the same scale of number of nodes. Then we can get the conclusion that Infomap algorithm has the best detectability of block structures among modularity, SBM, DCSBM and DCSBM-DL clustering algorithms. Furthermore, according to Theorem 4, infomap is equivalent to an edge balanced partition algorithm. This has been found to be more useful than conventional vertex based partition algorithm since most real networks are scale-free[53][52]. One subtle difference between edge based partition and vertex based partition can be revealed by how to partition the core part of network. Since the high degree nodes will almost connect with each other. The vertex based partition algorithm will tend to enclose the high degree nodes as a module which will cause performance bottleneck in certain scenarios. While edge based partition instead prefers to cut the core nodes into several modules. In Figure 4, this phenomenon can be found by comparing Infomap, modularity and SBM based algorithms. It is unclear whether modularity and SBM based algorithms are edge based or vertex based. However, by inspecting their resolution limit, we can classify them according to whether edge number or vertex number appeared in the expression. We since conjecture that modularity also belongs to the edge based partition algorithm. While SBM based partition algorithms belong to the vertex based partition algorithm.

\[^{1}\]https://www.mapequation.org/code.html
\[^{2}\]https://github.com/funket/pysbm
5 MULTIPLEX GEOMETRIC CORRELATION

Previous research has revealed the hidden correlation among radial and angular coordinates in multiplex network[22]: node pair located at small angular distance in one layer tends to be similar in another layer. We here show a new result which reveals the rationality of the assumption. It should be noted that our new result is different with[22] which considers the angular difference for node pairs among different layers. While our result reveals that the angular coordinates for a specific node is also similar given that this node has the similar local topology in each layer.

This empirical finding inspires us to incorporate the absolute angular correlation for nodes in multiplex network, which is to align node’s angular coordinates among layers with the similar topology, i.e., community structure.

6 OPTIMIZATION OBJECTIVES

Putting all above three ideas together, the loss function to optimize the hyperbolic embedding of multiplex network is:

\[ \mathcal{L}(\Theta, H, R) = O_1(\Theta, R) + O_2(H, \Theta) + O_3(H, \Theta) \]  

Then our final output is:

\[ (\Theta^*, H^*, R^*) = \arg\min \mathcal{L}(\Theta, H, R) \]  

The intuitive idea is to pipeline the community detection and network embedding. However, as revealed by previous researches, these two tasks benefit each other. One intuitive reason is that real networks are always sparse and noisy. While network embedding always incorporates higher order proximity which improves the node representation performance. Then community detection based on network embedding will enhance the performance.

We will first outline our optimization process.

1. Based on observed network topology, preliminary latent coordinates will be inferred.
2. Multiplex community detection will then be performed through multiplex map equation. It should be noted that the random walker is guided by latent hyperbolic coordinates.

Table 4: Absolute angular correlation on multiplex networks from 6 different regions. We report for each dataset the violation ratio with and without degree consideration respectively.
7 OPTIMIZATION

7.1 Inference Algorithm

We optimize the objective function Eq.29 of HME by running SGD over each component iteratively. HME first initialize the angular coordinates by the infomap community detection result. The radial coordinates are initialized by the analytical expression. Then we perform the RSGD optimization over the initialized hyperbolic coordinates. Angular coherence optimization is further performed to improve the community separation. Given the inferred hyperbolic coordinates, we can perform the infomap community detection to enable the feedback effect. Empirically, the iteration process converges quickly after several rounds.

Algorithm 1: Inference algorithm for single layer HME

Input: \( G: \) undirected unweighted graph \( G = (V, E) \)
Output: \( \Phi: \) node embedding \( \Phi \in \mathcal{R}^{N \times 2} \). Each embedding has two components: radial and angular coordinate.

1. Initialize \( \Pi \leftarrow \text{Infomap}(G) \);
2. Initialize node’s radial coordinate \( r_i \) by Eq.34;
3. while iter < \( T \) do
   4. initialize node angular coordinates by Eq.35;
   5. for all edges \((i, j) \in E\) do
      6. RSGD on \( \phi_i = (\theta_i, r_i) \) by Eq.36 and Eq.35;
   end
   7. for all nodes \( i \in V \) do
      8. SGD on angular coordinate coherence by Eq.37;
   end
9. Community Detection over poincare disk by Eq.38;
end

7.2 First order proximity

Following [33], we optimize Equation ?? by employing the stochastic Riemannian optimization methods such as RSGD[5]. However, we perform the optimization on the poincare disk model with polar coordinates due to its closely related analogy with the community structure for the embeddings. The general Riemannian optimization framework works as follows:

\[
\theta_{t+1} = R_{\theta_t}(-\eta_t \nabla_{R} L(\theta_t))
\]

where \( \theta_t \) denotes the polar coordinate \((r_t, \rho_t)\) at iteration \( t \) and \( R_{\theta_t} \) denotes the retraction onto poincare disk at point \( \theta_t \), \( (R_{\theta(t)} = \theta + v) \) which is actually a first order approximation of exponential map operation[5]. \( \eta_t \) denotes the learning rate. To derive the Riemannian gradient \( \nabla_{R} \) for poincare disk with polar coordinates, we need to rescale the Euclidean gradient with the inverse of metric tensor matrix which is given below:

\[
g_p = \begin{bmatrix} 1 & 0 \\ 0 & \sinh^2 r \end{bmatrix}.
\]

The complete update procedure then follows as:

\[
\theta_{t+1} = \text{proj}\left(\theta_t - \eta_t g_p^{-1}(\theta_t) \nabla_{E} L(\theta)\right).
\]

where proj denotes the projection operation to pull the updated embedding coordinate back into the poincare disk.

The Euclidean gradient \( \nabla_{E} \) is the product of the derivative of first order loss function with respect to poincare distance function and the partial derivative of the distance function, i.e.

\[
\nabla_{E} = \frac{\partial L}{\partial d(u, v)} \cdot \frac{\partial d(u, v)}{\partial \theta}
\]

Recall that for node \( v \) the local loss function is:

\[
L(v) = \sum_{u \neq v} \log P(d(u, v)) + \sum_{u \neq v} \log (1 - P(d(u, v)))
\]

where the first term corresponds to the positive edges while the second models the negative edges.

Then the derivative of the local loss function \( L(v) \) with respect to distance function is:

\[
\frac{\partial L(v)}{\partial d(u, v)} = \frac{1}{2T} \left( \sum_{u \neq v} (1 - \delta(x(u, v))) + \sum_{u \neq v} (0 - \delta(x(u, v))) \right)
\]

where \( \delta(\cdot) \) denotes the sigmoid function and \( x(u, v) = \frac{R - d(u, v)}{2T} \).

To reduce the computation cost of local loss function which requires summation over the entire set of edges, following[45] we employ the negative sampling approach to sample some fixed number of negative edges. The following function specifies the negative sampling loss

\[
2T \cdot \frac{\partial L(v)}{\partial d(u, v)} = \sum_{u \neq v} (1 - \delta(x(u, v))) + \sum_{i=1}^{K} \text{logP}(0 - \delta(x(u, v))),
\]

where \( P(v) \propto d^3(v) \) as proposed in previous work[30].

The partial derivative of the poincare distance function with respect to radial and angular coordinate are as following

\[
\frac{\partial d(u, v)}{\partial \rho_u} = \frac{\sinh(r_u) \cosh(r) - \cosh(r_u) \sinh(r) \cos(\rho_u - \rho_v)}{\sqrt{D^2 - 1}},
\]

\[
\frac{\partial d(u, v)}{\partial \rho_v} = \frac{\sinh(r_u) \sinh(r) \sin(\rho_u - \rho_v)}{\sqrt{D^2 - 1}}
\]

where

\[
D = \cosh(r_u) \cosh(r) - \sinh(r_u) \sinh(r),
\]

Since the high quality estimate of radial coordinate has been derived in previous work[7] as the following analytical expression:

\[
r_u = \min \left\{ R, 2 \log \left( \frac{d \sinh \left( \frac{2NaT}{\text{deg}(u)} + \frac{\pi T}{2} - \frac{1}{2} \right) \right) \right\}.
\]

We will initialize the radial coordinate as the estimated value and update the radial and angular coordinates as the following:

\[
r_v^{(t+1)} = r_v^{(t)} - \eta_t \cdot \frac{\partial L}{\partial d(u, v)} \cdot \frac{\partial d(u, v)}{\partial \rho_v}.
\]
\[ \rho^{(t+1)}_v = \rho^{(t)}_v - \eta_t \cdot \sinh^{-2}(r_a) \cdot \frac{\partial L}{\partial \rho} . \]  

\[ \delta = m. \]  

7.3 Angular coordinate coherence

We optimize Equation 7.3 by stochastic gradient descent. For each node \( u \) and current partition \( \theta \), we compute the gradient of angular coordinate as following

\[ \frac{\partial O_2}{\partial \theta_u} = \frac{\cos \theta_u \cdot \sum_{v \in C_m} \cos \theta_v + \cos \theta_u \cdot \sum_{v \in C_m} \sin \theta_v}{\sqrt{\left( \sum_{v \in C_m} \cos \theta_v \right)^2 + \left( \sum_{v \in C_m} \sin \theta_v \right)^2}}, \]  

where

8 EXPERIMENTS

8.1 Datasets

The open multiplex network dataset released by Kaj-Kolja Kleineberg is used in our experiments. The dataset consists of different multiplex networks from diverse domains. They were used to reveal the hidden geometric correlation in multiplex systems[22][23] and characterize the analogy between hyperbolic embedding and community structure[13]. We consider 6 multiplex network dataset in this paper. The statistics of datasets are listed in Table 2. The details of the dataset are as follows:

- **Routers** is a two layer network of Autonomous Systems (ASs) collected by CAIDA. Each node is an AS. And the link between ASs denotes the traffic exchange. The two layer represents IPv4 and IPv6 packet routing between ASs.

- **C. Elegans Connectome** is a three layer network. In this dataset, the nodes are neurons. And the three layers correspond to different types of synaptic connection (electric, chemical monadic, and chemical Polyadic).

- **Drosophila Melanogaster** network represents the interactions between proteins. The two layers correspond to suppressive genetic interaction and additive genetic interaction respectively.

- **arXiv** dataset consists of 6 layer networks. The nodes are authors. The edge indicates a coauthorship between two authors. Each layer correspond to one category.

- **SacchPomb** dataset consists of 2 layer networks and represents the multiplex genetic and protein interaction network of Saccharomyces Pombes. Each layer corresponds to different types of interactions (direct interaction and colocalization).

- **Rattus** dataset represents the multiplex genetic and protein interaction network of the Rattus Norvegicus and consists two layer of networks.

8.2 Baselines

We consider the following algorithms as our baselines. For comparison and clearance, we list and classify the baseline algorithms in Table 5.

- **LINE**[45]. LINE is the one of the most influential euclidean embedding algorithms. This algorithm assumes each node is with a euclidean vector. And two node connect with each other in the probability of inner product of their embeddings. LINE employs the first order and second order topology proximity to estimate the latent euclidean embedding.

- **ComE**[7]. ComE proposes an algorithm jointly learning the community embedding and node embedding. ComE assumes the node embeddings within one community follow the Gaussian Mixture Model. Then besides the first order and second order proximity, the community coherence is also introduced to enforce the nodes embedding close to each other in one community.

- **MNE**[54]. MNE is an embedding model for multiplex network. MNE assumes each node’s embedding is an linear combination of two parts. The common vector part is shared across different layers. While layer specific vector is distinct for each type of relationship.

**Hypermap**[34]. Hypermap is an hyperbolic embedding algorithm for single layer network. Hypermap works by optimizing the likelihood of the combination of first and second order link probability.

- **GMM**[22]. Geometric Multiplex Model (GMM) is proposed to model the multiplex hyperbolic network model. This work does not directly compute the node’s embedding. While a straightforward multiplex community detection algorithm is proposed in this work. We include this method as a baseline to evaluate our algorithm’s multiplex community detection performance.

- **SEAM**[50]. SEAM is a community detection algorithm which employs the node’s latent hyperbolic embeddings. We introduce this algorithm as one baseline method to evaluate our algorithm’s community detection performance.

- **SpringEmbedder**[3]. This algorithm improves the Hypermap by deriving an analytic expression which relates the common neighbor number and their angular difference.
To evaluate the accuracy of HME embedding algorithm, we first
detection[9].

9.1 Network Embedding
Network embedding aims to map each node in network to a contin-
uous and distributed coordinate in a latent space. The embedding
coordinates could reduce the sparsity and noise representation
of conventional adjacency matrix. Various previous researches
have shown its effectiveness and efficiency in several network
tasks, including: node classification, link prediction and community
detection[9].

Inspired by word2vec[29], random walk based approaches are
proposed. Deepwalk[39] uses node sequence generated by random
walk as a equivalent of sentence. Node2vec[17] proposes more
flexible explore strategies for random walkers. Consequently, more
diverse neighbor sequence can be generated.

Matrix factorization is another popular and effective technique
employed in network embedding. The representative work in this
category is GraRep[6], which captures the different step relationship
by performing matrix factorization on different transition matrices.

Another line of work computes the node embedding by pre-
serving proximity between nodes up to different orders. LINE[45]
preserves the first-order and second-order proximity by approxi-
mating the empirical distribution of edge and neighbor node with
sigmoid and softmax distributions. AROPE[56] proposes a arbit-
ary order proximity preserved embedding method based on SVD
framework.

Besides the local structure information. Statistical property pre-
serving network embedding has also attracted lots of attentions.
[48] preserves both the mesoscopic community structure of net-
work, one of the most prominent property of network, and the
microscopic structure features. [14] computes the node embedding
while preserving the ubiquitous macroscopic scale-free property.
[26] learns node embeddings from not only community-aware prox-
imity but also global node ranking.

However, all above embedding methods do not consider the mul-
tiplexity of network. Due to the complementary while redundant
information of multiplex network, simple concatenation or sum-
mation of embedding is not feasible. Researchers propose severa
methods for multiplex network. [54] learns each node a shared
common embedding and a additional embedding for each type of
relation. [40] employs the attention mechanism to infer the robust
node representations across multiple view. In this work, we propose
a multiplex network embedding method that maps each node into a
latent hyperbolic space while preserving the multiplex community
structure.

9.2 Hyperbolic Embedding
The seminal work that assumes hyperbolic geometry underlies
the network is [24]. However, the plausibility that network nodes
exist in hidden metric spaces is proved in [42]. With the underly-
ing hyperbolic space assumption, scale free and strong clustering
emerge naturally as the negative curvature geometry properties.
Since then, the first and second order proximity based hyperbolic
embedding approaches are proposed[36][34]. The latent hyper-
bolic coordinates employed on AS (Autonomous System) Internet
topology reveal interesting and promising result. The ASs locates
Table 6: HD-correlation on synthetic networks. We generate different synthetic networks by combing varying parameters of the hyperbolic random graph wherein $T$ controls the clustering coefficient of networks and $C$ tunes node's average degree. For each method, we calculate the Pearson correlation between the original hyperbolic random graph and the inferred embedding. It should be noted that among all the baseline methods, poincare disk model is considered as the latent hyperbolic geometry model while the Poincare Ball Model is employed in Poincare method.

However, most of previous work focus on the single layer network embedding.

Although several researches reveal the hidden correlations between the hyperbolic coordinates of multiplex network[22][23]. None of previous hyperbolic embedding work has employed these findings. We in this work extend the findings in [49] and [13] to multiplex community.
9.3 Community Detection

Community is a group of vertices with prominent higher density within group connections than between group connections. Community detection is the one of the most concerned issues in network analysis. As for single layer networks, modularity maximization based work[32] is one of the most representative methods. [55][51] generalizes the multilayer modularity to adapt to networks with multiple layers. SBM (Stochastic Block Mode) based generative model is another important community detection method. [41] is a very different approach that detect community structure by encoding the flows of random walker. This work is generalized to multiplex scenario by relax the random walker jump freely between layers[11]. Recent work on community detection enhanced network embedding[7][48][26][47] are close to this work. However, none of them considers the multiple relations between nodes.

10 CONCLUSION

In this work, we have studied the problem of multiplex network embedding while preserving the multiplex community structure. Each node in each layer is mapped into a separate hyperbolic space. We jointly perform the multiplex community detection and hyperbolic network embedding by enforcing the random walker traverse in the latent hyperbolic spaces. We evaluate our method on several network tasks with various real world multiplex network datasets. The experiment results demonstrate that our method indeed improve both these two tasks simultaneously.
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