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Abstract
This paper describes a lattice-based decoder for hierarchical phrase-based translation. The decoder is implemented with standard WFST operations as an alternative to the well-known cube pruning procedure. We find that the use of WFSTs rather than k-best lists requires less pruning in translation search, resulting in fewer search errors, direct generation of translation lattices in the target language, better parameter optimization, and improved translation performance when rescoring with long-span language models and MBR decoding. We report translation experiments for the Arabic-to-English and Chinese-to-English NIST translation tasks and contrast the WFST-based hierarchical decoder with hierarchical translation under cube pruning.

1.1 Related Work
Hierarchical phrase-based translation has emerged as one of the dominant current approaches to statistical machine translation. Hiero translation systems incorporate many of the strengths of phrase-based translation systems, such as feature-based translation and strong target language models, while also allowing flexible translation and movement based on hierarchical rules extracted from aligned parallel text. We summarize some extensions to the basic approach to put our work in context.

1 Introduction
Hierarchical phrase-based translation generates translation hypotheses via the application of hierarchical rules in CYK parsing (Chiang, 2005). Cube pruning is used to apply language models at each cell of the CYK grid as part of the search for a k-best list of translation candidates (Chiang, 2005; Chiang, 2007). While this approach is very effective and has been shown to produce very good quality translation, the reliance on k-best lists is a limitation. We take an alternative approach and describe a lattice-based hierarchical decoder implemented with Weighted Finite State Transducers (WFSTs). In every CYK cell we build a single, minimal word lattice containing all possible translations of the source sentence span covered by that cell. When derivations contain non-terminals, we use pointers to lower-level lattices for memory efficiency. The pointers are only expanded to the actual translations if pruning is required during search; expansion is otherwise only carried out at the upper-most cell, after the full CYK grid has been traversed.

We describe how this decoder can be easily implemented with WFSTs. For this we employ the OpenFST libraries (Allauzen et al., 2007). Using standard FST operations such as composition, epsilon removal, determinization, minimization and shortest-path, we find this search procedure to be simpler to implement than cube pruning. The main modeling advantages are a significant reduction in search errors, a simpler implementation, direct generation of target language word lattices, and better integration with other statistical MT procedures. We report translation results in Arabic-to-English and Chinese-to-English translation and contrast the performance of lattice-based and cube pruning hierarchical decoding.

1.1 Related Work
Hierarchical phrase-based translation has emerged as one of the dominant current approaches to statistical machine translation. Hiero translation systems incorporate many of the strengths of phrase-based translation systems, such as feature-based translation and strong target language models, while also allowing flexible translation and movement based on hierarchical rules extracted from aligned parallel text. We summarize some extensions to the basic approach to put our work in context.
Hierarchical Translation with WFSTs

Hiero Search Refinements Huang and Chiang (2007) offer several refinements to cube pruning to improve translation speed. Venugopal et al. (2007) introduce a Hiero variant with relaxed constraints for hypothesis recombination during parsing; speed and results are comparable to those of cube pruning, as described by Chiang (2007). Li and Khudanpur (2008) report significant improvements in translation speed by taking unseen n-grams into account within cube pruning to minimize language model re-requests. Dyer et al. (2008) extend the translation of input lattices to parallel training with WFSTs, including the lattice construction over the CYK grid and pruning strategies. Section 3 reports translation experiments for Arabic-to-English, and Section 4 concludes.

Extensions to Hiero Several authors describe extensions to Hiero, to incorporate additional syntactic information (Zollmann and Venugopal, 2006; Zhang and Gildea, 2006; Shen et al., 2008; Marton and Resnik, 2008), or to combine it with discriminative latent models (Blunsom et al., 2008).

Analysis and Contrastive Experiments Zollmann et al. (2008) compare phrase-based, hierarchical and syntax-augmented decoders for translation of Arabic, Chinese, and Urdu into English. Lopez (2008) explores whether lexical reordering or the phrase discontiguity inherent in hierarchical rules explains improvements over phrase-based systems. Hierarchical translation has also been used to great effect in combination with other translation architectures, e.g. (Sim et al., 2007; Rosti et al., 2007).

WFSTs for Translation There is extensive work in using Weighted Finite State Transducer for machine translation (Bangalore and Riccardi, 2001; Casacuberta, 2001; Kumar and Byrne, 2005; Mathias and Byrne, 2006; Graehl et al., 2008).

To our knowledge, this paper presents the first description of hierarchical phrase-based translation in terms of lattices rather than k-best lists. The next section describes hierarchical phrase-based translation with WFSTs, including the lattice construction over the CYK grid and pruning strategies. Section 3 reports translation experiments for Arabic-to-English and Chinese-to-English, and Section 4 concludes.

2 Hierarchical Translation with WFSTs

The translation is based on a variant of the CYK algorithm closely related to CYK+ (Chappelier and Rajman, 1998). Parsing follows the description of Chiang (2005; 2007), maintaining back-pointers and employing hypothesis recombination without pruning. The underlying model is a synchronous context-free grammar consisting of a set \( R = \{ R^* \} \) of rules \( R^* : N \rightarrow (\gamma^r, \alpha^r) \) / \( p^r \), with ‘glue’ rules, \( S \rightarrow \langle X, X \rangle \) and \( S \rightarrow \langle S, X, S, X \rangle \). If a rule has probability \( p^r \), it is transformed to a cost \( c^r \); here we use the tropical semiring, so \( c^r = - \log p^r \). \( N \) denotes a non-terminal; in this paper, \( N \) can be either \( S, X, \) or \( V \) (see section 3.2). \( T \) denotes the terminals (words), and the grammar builds parses based on strings \( \gamma, \alpha \in \{ \{ S, X, V \} \cup T \}^+ \). Each cell in the CYK grid is specified by a non-terminal symbol and position in the CYK grid: \( \langle N, x, y \rangle \), which spans \( s^x_{cyk} + y - 1 \) on the source sentence.

In effect, the source language sentence is parsed using a context-free grammar with rules \( N \rightarrow \gamma \). The generation of translations is a second step that follows parsing. For this second step, we describe a method to construct word lattices with all possible translations that can be produced by the hierarchical rules. Construction proceeds by traversing the CYK grid along the backpointers established in parsing. In each cell \( \langle N, x, y \rangle \) in the CYK grid, we build a target language word lattice \( \mathcal{L}(N, x, y) \). This lattice contains every translation of \( s^x_{cyk} + y - 1 \) from every derivation headed by \( N \). These lattices also contain the translation scores on their arc weights.

The ultimate objective is the word lattice \( \mathcal{L}(S, 1, J) \) which corresponds to all the analyses that cover the source sentence \( s^1_1 \). Once this is built, we can apply a target language model to \( \mathcal{L}(S, 1, J) \) to obtain the final target language translation lattice (Allauzen et al., 2003).

We use the approach of Mohri (2002) in applying WFSTs to statistical NLP. This fits well with the use of the OpenFST toolkit (Allauzen et al., 2007) to implement our decoder.

2.1 Lattice Construction Over the CYK Grid

In each cell \( \langle N, x, y \rangle \), the set of rule indices used by the parser is denoted \( R(N, x, y) \), i.e. \( r \in R(N, x, y) \), \( N \rightarrow (\gamma^r, \alpha^r) \) was used in at least one derivation involving that cell.

For each rule \( R^r, r \in R(N, x, y) \), we build a lattice \( \mathcal{L}(N, x, y, r) \). This lattice is derived from the target side of the rule \( \alpha^r \) by concatenating lattices.
corresponding to the elements of $\alpha^r = \alpha_1^r \ldots \alpha_n^r$.

If an $\alpha_i^r$ is a terminal, creating its lattice is straightforward. If $\alpha_i^r$ is a non-terminal, it refers to a cell $(N', x', y')$ lower in the grid identified by the backpointer $BP(N, x, y, r, i)$; in this case, the lattice used is $L(N', x', y')$. Taken together,

$$L(N, x, y, r, i) = \bigotimes_{i=1..|\alpha_i^r|} L(N', x', y')$$

where $A(t), t \in T$ returns a single-arc acceptor which accepts only the symbol $t$. The lattice $L(N, x, y)$ is then built as the union of lattices corresponding to the rules in $R(N, x, y)$:

$$L(N, x, y) = \bigoplus_{r \in R(N, x, y)} L(N, x, y, r)$$

Lattice union and concatenation are performed using the $\oplus$ and $\otimes$ WFST operations respectively, as described by Allauzen et al. (2007). If a rule $R'$ has a cost $c'$, it is applied to the exit state of the lattice $L(N, x, y, r)$ prior to the operation of Equation 3.

2.1.1 An Example of Phrase-based Translation

Figure 1 illustrates this process for a three word source sentence $s_1s_2s_3$ under monotone phrase-based translation. The left-hand side shows the state of the CYK grid after parsing using the rules $R^1$ to $R^5$. These include 3 rules with only terminals ($R^1$, $R^2$, $R^3$) and the glue rules ($R^4$, $R^5$). Arrows represent backpointers to lower-level cells. We are interested in the upper-most S cell $(S, 1, 3)$, as it represents the search space of translation hypotheses covering the whole source sentence. Two rules ($R^4$, $R^5$) are in this cell, so the lattice $L(S, 1, 3)$ will be obtained by the union of the two lattices found by the backpointers of these two rules. This process is explicitly derived in the right-hand side of Figure 1.

2.1.2 An Example of Hierarchical Translation

Figure 2 shows a hierarchical scenario for the same sentence. Three rules, $R^6$, $R^7$, $R^8$, are added to the example of Figure 1, thus providing two additional derivations. This makes use of sublattices already produced in the creation of $L(S, 1, 3, 5)$ and $L(X, 1, 3, 1)$ in Figure 1; these are within $\{}$.

2.2 A Procedure for Lattice Construction

Figure 3 presents an algorithm to build the lattice for every cell. The algorithm uses memoization: if a lattice for a requested cell already exists, it is returned (line 2); otherwise it is constructed via equations 1,2,3. For every rule, each element of the target side (lines 3,4) is checked as terminal or non-terminal (equation 2). If it is a terminal element (line 5), a simple acceptor is built. If it is a non-terminal (line 6), the lattice associated to its backpointer is returned (lines 7 and 8). The complete lattice $L(N, x, y, r)$ for each rule is built by equation 1 (line 9). The lattice $L(N, x, y)$ for this cell is then found by union of all the component rules (line 10, equation 3); this lattice is then reduced by
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standard WFST operations (lines 11,12,13). It is important at this point to remove any epsilon arcs which may have been introduced by the various WFST union, concatenation, and replacement operations (Allauzen et al., 2007).

1  function buildFst(N,x,y)
2     if ∃ L(N, x, y) return L(N, x, y)
3         for r ∈ R(N, x, y), R' : N → γ,α
4             if α ∈ T, L(N, x, y, r, i) = A(α)
5                 else
6                     (N', x', y') = BP(α)
7                     L(N, x, y, r, i) = buildFst(N', x', y')
8                     L(N, x, y) = L(N, x, y, r, i)
9     return L(N, x, y)

Figure 3: Recursive Lattice Construction.

2.3 Delayed Translation

Equation 2 leads to the recursive construction of lattices in upper-levels of the grid through the union and concatenation of lattices from lower levels. If equations 1 and 3 are actually carried out over fully expanded word lattices, the memory required by the upper lattices will increase exponentially.

To avoid this, we use special arcs that serve as pointers to the low-level lattices. This effectively builds a skeleton of the desired lattice and delays the creation of the final word lattice until a single replacement operation is carried out in the top cell (S, 1, J). To make this exact, we define a function g(N, x, y) which returns a unique tag for each lattice in each cell, and use it to redefine equation 2. With the backpointer (N', x', y') = BP(N, x, y, r, i), these special arcs are introduced as:

L(N, x, y, r, i) = \left\{
\begin{array}{ll}
A(α_i) & \text{if } α_i ∈ T \\
A(g(N', x', y')) & \text{else}
\end{array}
\right.

(4)

The resulting lattices L(N, x, y) are a mix of target language words and lattice pointers (Figure 4, top). However each still represents the entire search space of all translation hypotheses covering the span. Importantly, operations on these lattices – such as lossless size reduction via determinization and minimization – can still be performed. Owing to the existence of multiple hierarchical rules which share the same low-level dependencies, these operations can greatly reduce the size of the skeleton lattice; Figure 4 shows the effect on the translation example. This process is carried out for the lattice at every cell, even at the lowest level where there are only sequences of word terminals. As stated, size reductions can be significant. However not all redundancy is removed, since duplicate paths may arise through the concatenation and union of sublattices with different spans.

At the upper-most cell, the lattice L(S, 1, J) contains pointers to lower-level lattices. A single FST replace operation (Allauzen et al., 2007) recursively substitutes all pointers by their lower-level lattices until no pointers are left, thus producing the complete target word lattice for the whole source sentence. The use of the lattice pointer arc was inspired by the ‘lazy evaluation’ techniques developed by Mohri et al (2000). Its implementation uses the infrastructure provided by the OpenFST libraries for
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Figure 4: Delayed translation WFST with derivations from Figure 1 and Figure 2 before [t] and after minimization [b].

delayed composition, etc.

2.4 Pruning in Lattice Construction

The final translation lattice $L(S, 1, J)$ can grow very large after the pointer arcs are expanded. We therefore apply a word-based language model, via WFST composition, and perform likelihood-based pruning (Allauzen et al., 2007) based on the combined translation and language model scores.

Pruning can also be performed on sublattices during search. One simple strategy is to monitor the number of states in the determinized lattices $L(N, x, y)$. If this number is above a threshold, we expand any pointer arcs and apply a word-based language model via composition. The resulting lattice is then reduced by likelihood-based pruning, after which the LM scores are removed. This search pruning can be very selective. For example, the pruning threshold can depend on the height of the cell in the grid. In this way the risk of search errors can be controlled.

3 Translation Experiments

We report experiments on the NIST MT08 Arabic-to-English and Chinese-to-English translation tasks. We contrast two hierarchical phrase-based decoders. The first decoder, Cube Pruning Hiero (CPH), is a k-best decoder using cube pruning implemented as described by Chiang (2007). In our implementation, k-best lists contain unique hypotheses. The second decoder, FSTHiero (FSTH), is a lattice-based decoder implemented with Weighted Finite State Transducers as described in the previous section. Hypotheses are generated after determinization under the tropical semiring so that scores assigned to hypotheses arise from single minimum cost / maximum likelihood derivations. We also use a variant of the k-best decoder which works in alignment mode: given an input k-best list, it outputs the feature scores of each hypothesis in the list without applying any pruning. This is used for Minimum Error Training (MET) with the FSTH system.

These two language pairs pose very different translation challenges. For example, Chinese-to-English translation requires much greater word movement than Arabic-to-English. In the framework of hierarchical translation systems, we have found that shallow decoding (see section 3.2) is as good as full hierarchical decoding in Arabic-to-English (Iglesias et al., 2009). In Chinese-to-English, we have not found this to be the case. Therefore, we contrast the performance of FSTH and CPH under shallow hierarchical decoding for Arabic-to-English, while for Chinese-to-English we perform full hierarchical decoding.

Both hierarchical translation systems share a common architecture. For both language pairs, alignments are generated over the parallel data. The following features are extracted and used in translation: target language model, source-to-target and target-to-source phrase translation models, word and rule penalties, number of usages of the glue rule, source-to-target and target-to-source lexical models, and three rule count features inspired by Bender et al. (2007). The initial English language model is a 4-gram estimated over the parallel text and a 965 million word subset of monolingual data from the English Gigaword Third Edition. Details of the parallel corpus and development sets used for each language pair are given in their respective section.

Standard MET (Och, 2003) iterative parameter estimation under IBM BLEU (Papineni et al., 2001) is performed on the corresponding development set. For the CPH system, MET is done following Chiang (2007). For the FSTH system, we obtain a k-best list
from the translation lattice and extract each feature score with the aligner variant of the k-best decoder. After translation with optimized feature weights, we carry out the two following rescoring steps.

- **Large-LM rescoring.** We build sentence-specific zero-cutoff stupid-backoff (Brants et al., 2007) 5-gram language models, estimated using \(\sim 4.7\)B words of English newswire text, and apply them to rescore either 10000-best lists generated by CPH or word lattices generated by FSTH. Lattices provide a vast search space relative to k-best lists, with translation lattice sizes of \(10^{81}\) hypotheses reported in the literature (Tromble et al., 2008).

- **Minimum Bayes Risk (MBR).** We rescore the first 1000-best hypotheses with MBR, taking the negative sentence level BLEU score as the loss function (Kumar and Byrne, 2004).

### 3.1 Building the Rule Sets

We extract hierarchical phrases from word alignments, applying the same restrictions as introduced by Chiang (2005). Additionally, following Iglesias et al. (2009) we carry out two rule filtering strategies:

- we exclude rules with two non-terminals with the same order on the source and target side
- we consider only the 20 most frequent translations for each rule

For each development set, this produces approximately 4.3M rules in Arabic-to-English and 2.0M rules in Chinese-to-English.

### 3.2 Arabic-to-English Translation

We translate Arabic-to-English with shallow hierarchical decoding, i.e. only phrases are allowed to be substituted into non-terminals. The rules used in this case are, in addition to the glue rules:

\[
X \rightarrow (\gamma_s, \alpha_s) \\
X \rightarrow (V, V) \\
V \rightarrow (s, t) \\
s, t \in T^+; \gamma_s, \alpha_s \in (\{V\} \cup T)^+
\]

For translation model training, we use all allowed parallel corpora in the NIST MT08 Arabic track (\(~150\)M words per language). In addition to the MT08 set itself, we use a development set \(mt02-05\)-\textit{tune} formed from the odd numbered sentences of the NIST MT02 through MT05 evaluation sets; the even numbered sentences form the validation set \(mt02-05\)-\textit{test}. The \(mt02-05\)-\textit{tune} set has 2,075 sentences.

The cube pruning decoder, CPH, employs k-best lists of depth \(k=10000\) (unique). Using deeper lists results in excessive memory and time requirements. In contrast, the WFST-based decoder, FSTH, requires no local pruning during lattice construction for this task and the language model is not applied until the lattice is fully built at the upper-most cell of the CYK grid.

Table 1 shows results for \(mt02-05\)-\textit{tune}, \(mt02-05\)-\textit{test} and \(mt08\), as measured by lowercased IBM BLEU and TER (Snover et al., 2006). MET parameters are optimized for the CPH decoder. As shown in rows ‘a’ and ‘b’, results after MET are comparable.

**Search Errors** Since both decoders use exactly the same features, we can measure their search errors on a sentence-by-sentence basis. A search error is assigned to one of the decoders if the other has found a hypothesis with lower cost. For \(mt02-05\)-\textit{tune}, we find that in 18.5% of the sentences FSTH finds a hypothesis with lower cost than CPH. In contrast, CPH never finds any hypothesis with lower cost for any sentence. This is as expected: the FSTH decoder requires no pruning prior to applying the language model, so search is exact.

**Lattice/k-best Quality** Rescoring results are different for cube pruning and WFST-based decoders. Whereas CPH improves by 0.9 BLEU, FSTH improves over 1.5 BLEU. Clearly, search errors in CPH not only affect the 1-best output but also the quality of the resulting k-best lists. For CPH, this limits the possible gain from subsequent rescoring steps such as large LMs and MBR.

**Translation Speed** CPH requires an average of 1.1 seconds per input word. FSTH cuts this time by half, producing output at a rate of 0.5 seconds per word. It proves much more efficient to process compact lattices containing many hypotheses rather than to independently processing each one of them in k-best form.

The mixed case NIST BLEU-4 for the FSTH system on \(mt08\) is 42.9. This is directly comparable to
| decoder | mt02-05-tune | mt02-05-test | mt08 |
|--------|-------------|-------------|------|
|        | BLEU | TER | BLEU | TER | BLEU | TER |
| a      |      |     |      |     |      |     |
| CPH    | 52.2 | 41.6 | 51.5 | 42.2 | 42.5 | 48.6 |
| +5gram | 53.1 | 41.0 | 52.5 | 41.5 | 43.3 | 48.3 |
| +MBR   | 53.2 | 40.8 | 52.6 | 41.4 | 43.4 | 48.1 |
| b      |      |     |      |     |      |     |
| FSTH   | 52.2 | 41.5 | 51.6 | 42.1 | 42.4 | 48.7 |
| +5gram | 53.3 | 40.6 | 52.7 | 41.3 | 43.7 | 48.1 |
| +MBR   | 53.7 | 40.4 | 53.3 | 40.9 | 44.0 | 48.0 |

| Decoding time in secs/word: 1.1 for CPH; 0.5 for FSTH. |

Table 1: Constractive Arabic-to-English translation results (lower-cased IBM BLEU | TER) after MET and subsequent rescoring steps. Decoding time reported for mt02-05-tune.

the official MT08 Constrained Training Track evaluation results\(^1\).

### 3.3 Chinese-to-English Translation

We translate Chinese-to-English with full hierarchical decoding, *i.e.* hierarchical rules are allowed to be substituted into non-terminals. We consider a maximum span of 10 words for the application of hierarchical rules and only glue rules are allowed at upper levels of the CYK grid.

For translation model training, we use all available data for the GALE 2008 evaluation\(^2\), approx. 250M words per language. In addition to the MT08 set itself, we use a development set `tune-nw` and a validation set `test-nw`. These contain a mix of the newswire portions of MT02 through MT05 and additional developments sets created by translation within the GALE program. The `tune-nw` set has 1,755 sentences.

Again, the CPH decoder employs k-best lists of depth k=10000. The FSTH decoder applies pruning in search as described in Section 2.4, so that any lattice in the CYK grid is pruned if it covers at least 3 source words and contains more than 10k states. The likelihood pruning threshold relative to the best path in the lattice is 9. This is a very broad threshold so that very few paths are discarded.

*Improved Optimization* Table 2 shows results for `tune-nw`, `test-nw` and `mt08`, as measured by lower-cased IBM BLEU and TER. The first two rows show results for CPH when using MET parameters optimized over k-best lists produced by CPH (row ‘a’) and by FSTH (row ‘b’). We find that using the k-best list obtained by the FSTH decoder yields better parameters during optimization. Tuning on the FSTH k-best lists improves the CPH BLEU score, as well. We find consistent improvements in BLEU; TER also improves overall, although less consistently.

*Search Errors* Measured over the `tune-nw` development set, FSTH finds a hypothesis with lower cost in 48.4% of the sentences. In contrast, CPH never finds any hypothesis with a lower cost for any sentence, indicating that the described pruning strategy for FSTH is much broader than that of CPH. Note that CPH search errors are more frequent for this language pair. This is due to the larger search space required in fully hierarchical translation; the larger the search space, the more search errors will be produced by the cube pruning k-best implementation.

*Lattice/k-best Quality* The lattices produced by FSTH yield greater gains in LM rescoring than the k-best lists produced by CPH. Including the subsequent MBR rescoring, translation improves as much as 1.2 BLEU, compared to 0.7 BLEU with CPH. The mixed case NIST BLEU-4 for the FSTH system on `mt08` is 27.8, comparable to official results in the UnConstrained Training Track of the NIST 2008 evaluation.

### 4 Conclusions

The lattice-based decoder for hierarchical phrase-based translation described in this paper can be easily implemented using Weighted Finite State Trans-
Table 2: Contrastive Chinese-to-English translation results (lower-cased IBM BLEU | TER) after MET and subsequent rescoring steps. The MET k-best column indicates which decoder generated the k-best lists used in MET optimization.

| decoder | MET k-best | tune-nw | test-nw | mt08 |
|---------|------------|---------|---------|------|
|         |            | BLEU    | TER     | BLEU | TER |
| a       | CPH        | 31.6    | 59.7    | 31.9 | 59.7 | –    | –    |
| b       | CPH        | 31.7    | 60.0    | 32.2 | 59.9 | 27.2 | 60.2 |
|         | +5gram     | 32.2    | 59.3    | 32.6 | 59.4 | 27.8 | 59.3 |
|         | +MBR       | 32.4    | 59.2    | 32.7 | 59.4 | 28.1 | 59.3 |
| c       | FSTH       | 32.0    | 60.1    | 32.2 | 60.0 | 27.1 | 60.5 |
|         | +5gram     | 32.7    | 58.3    | 33.1 | 58.4 | 28.1 | 59.1 |
|         | +MBR       | 32.9    | 58.4    | 33.4 | 58.5 | 28.9 | 58.9 |
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