On the $\tau$-functions of the Degasperis–Procesi equation

Bao-Feng Feng$^1$, Ken-ichi Maruno$^1$ and Yasuhiro Ohta$^2$

$^1$ Department of Mathematics, The University of Texas-Pan American, Edinburg, TX 78539-2999, USA
$^2$ Department of Mathematics, Kobe University, Rokko, Kobe 657-8501, Japan

E-mail: feng@utpa.edu, kmaruno@utpa.edu and ohta@math.kobe-u.ac.jp

Received 20 August 2012, in final form 19 November 2012
Published 15 January 2013
Online at stacks.iop.org/JPhysA/46/045205

Abstract

The Degasperis–Procesi (DP) equation is investigated from the point of view of determinant–Pfaffian identities. The reciprocal link between the DP equation and the pseudo 3-reduction of the $C_\infty$ two-dimensional Toda system is used to construct the $N$-soliton solution of the DP equation. The $N$-soliton solution of the DP equation is presented in the form of Pfaffian through a hodograph (reciprocal) transformation. The bilinear equations, the identities between determinants and Pfaffians, and the $\tau$-functions of the DP equation are obtained from the pseudo 3-reduction of the $C_\infty$ two-dimensional Toda system.

PACS numbers: 02.30.Ik, 05.45.Yv

1. Introduction

In this paper, we investigate the $N$-soliton solution of the Degasperis–Procesi (DP) equation [1]

$$u_t + 3\kappa^3 u^3 - u_{txx} + 4uu_x = 3u_xu_{xx} + uu_{xxx}, \quad (1.1)$$

which has received much attention in recent years. Since its discovery in 1999, many interesting mathematical properties of the DP equation have been found [2–8]. Matsuno derived the $N$-soliton solution of the DP equation when $\kappa \neq 0$ through the $\tau$-function of the CKP hierarchy [6, 7].

In recent years, we proposed integrable discretizations of various integrable systems, such as the Camassa–Holm (CH) equation [9, 10], the short wave limit of the CH equation [11], the short pulse equation [12], the WKI elastic beam equation and the Dym equation [13]. Since these equations, as well as the DP equation, are transformed to some integrable systems through hodograph (reciprocal) transformations, constructing integrable discretizations is not an easy task. In our previous studies, we constructed the integrable discretizations of these equations by using Hirota’s bilinear approach and an approach based on discrete differential geometry. In our studies, we found that the key of discretizations for these equations is discretizations of hodograph (reciprocal) transformations. Recently, we found that integrable discretizations
of some of these systems have a geometric formulation which verifies the discrete differential geometric meaning of discrete hodograph (reciprocal) transformations.

The objective of this paper is to establish a useful formulation which can be used in the integrable discretization of the DP equation. Although the DP equation is very similar to the CH equation, there is an obstacle for constructing a discrete analogue of the DP equation. Matsuno derived the $N$-soliton solutions of the DP equation in the form of a Pfaffian through the CKP equation, but bilinear equations (or Pfaffian identities) of the DP equation is still unclear. To construct a discrete analogue of the DP equation through Hirota’s bilinear approach, we need to understand bilinear identities of Pfaffians which consist of the DP equation. Moreover, we need to understand clearly how to obtain the DP’s $\tau$-functions from the ones of the KP hierarchy and the two-dimensional Toda system. Thus, we investigate the DP equation from the point of view of determinant–Pfaffian identities. In the same motivation, we recently investigated the reduced Ostrovsky equation [14]. It is known that the reduced Ostrovsky equation can be obtained as a short wave limit of the DP equation [15].

In this paper, we establish the reciprocal link between the DP equation and the pseudo 3-reduction of the $C_\infty$ two-dimensional Toda system and investigate the relations of $\tau$-functions. Using this reciprocal link and the relations of $\tau$-functions, we construct the $N$-soliton solution of the DP equation in the form of a Pfaffian. The bilinear equations, the identities between determinants and Pfaffians, and the $\tau$-functions of the DP equation are easily obtained from the pseudo 3-reduction of the $C_\infty$ two-dimensional Toda system.

Note that Matsuno obtained the $N$-soliton solution through the $N$-soliton solution of the CKP hierarchy. Since the CKP hierarchy and the $C_\infty$ two-dimensional Toda (2D-Toda) system share the same $\tau$-function, it is natural to obtain the same soliton solution by both methods. However, by using the $C_\infty$ 2D-Toda system, we can include a negative time variable in the $\tau$-functions, so there is an advantage for obtaining the bilinear equations of determinants and the relations of determinants and Pfaffians.

2. The DP equation and the pseudo 3-reduction of the $C_\infty$ 2D-Toda system

The 2D-Toda system of $A_\infty$-type, which is also called the Toda field equation or the two-dimensional Toda lattice, is given as follows [16–19]:

$$\frac{\partial^2 \theta_n}{\partial x_1 \partial x_{-1}} = -\sum_{m \in \mathbb{Z}} a_{n,m} e^{-\theta_m}, \quad n \in \mathbb{Z},$$ (2.1)

where the matrix $A = (a_{n,m})$ is the transpose of the Cartan matrix for the infinite-dimensional Lie algebra $A_\infty$, which is the infinite tridiagonal matrix

$$A = \begin{bmatrix} \vdots & \vdots & \vdots & \vdots \\ \vdots & -1 & 2 & -1 \\ -1 & 2 & -1 & \ddots \\ \ddots & \ddots & \ddots & \ddots \\ \vdots & -1 & 2 & -1 \\ \vdots & \vdots & \vdots & \vdots \end{bmatrix}.$$ (2.2)

The $A_\infty$ 2D-Toda system (2.1) with (2.2) may be written as

$$\frac{\partial^2 \theta_n}{\partial x_1 \partial x_{-1}} = e^{-\theta_{n-1}} - 2e^{-\theta_n} + e^{-\theta_{n+1}}.$$ (2.3)
The $A_\infty$ 2D-Toda system (2.1) with (2.2) is transformed into the bilinear equation

$$-(\frac{1}{2}D_x D_{x-1} - 1) \tau_n \cdot \tau_m = \tau_{n-1} \tau_{m+1},$$

(2.4)

through the dependent variable transformation

$$\theta_n = -\ln \frac{\tau_{n+1} \tau_{n-1}}{\tau_n^2}.$$  

(2.5)

Here, $D_x$ is the Hirota $D$-operator which is defined as

$$D_x^a a(x) \cdot b(x) = (\partial_x - \partial_x')^a a(x) b(x)|_{x \to x'}.$$  

(2.6)

**Lemma 2.1** (Ueno–Takasaki [20], Babich–Matveev–Sall [21], Hirota [22], Nimmo–Willox [23]). The bilinear equation (2.4) and other bilinear equations of the members of the 2D-Toda lattice hierarchy have the following Gram-type determinant solution:

$$\tau_n = \det(\psi_{i,j}^{(n)})_{1 \leq i,j \leq M},$$

where

$$\psi_{i,j}^{(n)} = c_{i,j} + (-1)^n \int_{-\infty}^{x_i} \phi_{i}^{(n)} \phi_{j}^{(-n)} \, dx_1.$$  

Here, $c_{i,j}$ are constants, and $\phi_{i,j}^{(n)}$ and $\phi_{i,j}^{(-n)}$ must satisfy $\frac{\partial \phi_{i,j}^{(n)}}{\partial n} = \phi_{i,j}^{(n+k)}$ and $\frac{\partial \phi_{i,j}^{(-n)}}{\partial n} = (-1)^{k-1} \phi_{i,j}^{(n+k)}$ for $k = \pm 1, \pm 2, \pm 3, \ldots$.

For example, the following linear independent set of functions $\{\phi_{i,j}^{(n)}, \phi_{i,j}^{(-n)}\}$ for $i, j = 1, 2, \ldots, M$ gives the $M$-soliton solution of the $A_\infty$ 2D-Toda system:

$$\phi_{i,j}^{(n)} = \frac{p_i}{q_i} e^{\xi_i}, \quad \phi_{i,j}^{(-n)} = \frac{q_i}{p_i} e^{\eta_i},$$

where $\xi_i = p_i x_1 + \frac{1}{p_i} x_1 \cdot x_1 + p_i x_2 + \frac{1}{p_i} x_2 \cdot x_2 + \frac{1}{p_i} x_3 + \cdots + \xi_0$ and $\eta_i = q_i x_1 + \frac{1}{q_i} x_1 \cdot x_1 - q_i^2 x_2 - \frac{1}{q_i} x_2 \cdot x_2 + q_i^3 x_3 + \cdots + \eta_0$.

**Proof.** See [22].

We impose the $C_\infty$-reduction $\theta_n = \theta_{-n} (n \geq 0)$ to the $A_\infty$ 2D-Toda system, i.e. fold the infinite sequence $\{\cdots, \theta_{-2}, \theta_{-1}, \theta_0, \theta_1, \theta_2, \cdots\}$ in $\theta_0$ [24, 20, 23, 25–27]. Then, we have $\theta_{-1} = \theta_1, \theta_{-2} = \theta_2, \theta_{-3} = \theta_3, \cdots$.

For $n = 0$,

$$\frac{\partial^2 \theta_0}{\partial x_1 \partial x_{-1}} = e^{-\theta_{-1}} - 2 e^{-\theta_0} + e^{-\theta_1} = -2 e^{-\theta_0} + 2 e^{-\theta_1}.$$  

For $n = 1$,

$$\frac{\partial^2 \theta_1}{\partial x_1 \partial x_{-1}} = e^{-\theta_0} - 2 e^{-\theta_1} + e^{-\theta_0}.$$  

Thus, we obtain the $C_\infty$ 2D-Toda system [16, 19]

$$\frac{\partial^2 \theta_n}{\partial x_1 \partial x_{-1}} = \sum_{m \in \mathbb{Z}_{\geq 0}} d_{n,m+1} e^{-\theta_m}, \quad n \in \mathbb{Z}_{\geq 0}.$$  

(2.7)
where the matrix $A = (a_{n,m})$ is the transpose of the Cartan matrix for the infinite-dimensional Lie algebra $C_\infty$, which is the semi-infinite tridiagonal matrix

$$A = \begin{bmatrix}
2 & -2 & & & \\
-1 & 2 & -1 & & \\
& -1 & 2 & -1 & \\
& & \ddots & \ddots & \ddots \\
& & & -1 & 2 & -1 \\
& & & & \ddots & \ddots & \ddots \\
& & & & & \ddots & \ddots & \ddots \\
\end{bmatrix}. \quad (2.8)
$$

The $C_\infty$ 2D-Toda system (2.7) with (2.8) may be written as

$$\frac{\partial^2 \theta_0}{\partial x_1 \partial x_{-1}} = -2 e^{-\theta_0} + 2 e^{-\hat{\theta}_0}, \quad (2.9)$$
$$\frac{\partial^2 \theta_n}{\partial x_1 \partial x_{-1}} = e^{-\theta_{n-1}} - 2 e^{-\theta_n} + e^{-\theta_{n+1}}, \quad n \geq 1. \quad (2.10)
$$

The $C_\infty$ 2D-Toda system (2.7) with (2.8) is transformed into the bilinear equations

$$- (\frac{1}{2}D_x D_{x_{-1}} - 1) \tau_0 \cdot \tau_0 = \tau_1^2, \quad (2.11)$$
$$- (\frac{1}{2}D_x D_{x_{-1}} - 1) \tau_n \cdot \tau_n = \tau_{n-1} \tau_{n+1}, \quad \text{for } n \geq 1, \quad (2.12)$$

through the dependent variable transformation

$$\theta_0 = - \ln \frac{\tau_1}{\tau_0}, \quad \text{and} \quad \theta_n = - \ln \frac{\tau_{n+1} \tau_{n-1}}{\tau_n^2} \quad \text{for } n \geq 1. \quad \text{Lemma 2.2.}
$$

**The bilinear equations of the $C_\infty$ 2D-Toda system (2.11) and (2.12) have the $N$-soliton solution which is expressed as**

$$\tau_n = \text{det} (\psi_{i,j}^{(n)})_{1 \leq i,j \leq 2N^*},$$

where

$$\psi_{i,j}^{(n)} = c_{i,j} + (-1)^n \int_{-\infty}^{x_i} \psi_0^{(n)} \psi_j^{(-n)} \, dx_1,$$
$$\psi_j^{(n)} = p_i^n e^{\xi_i}, \quad \xi_i = p_i x_1 + \frac{1}{p_i} x_{-1} + p_i^3 x_3 + \frac{1}{p_i^3} x_{-3} + \cdots + \xi_0,$$

and $c_{i,j} = c_{j,i}$.

**Proof.** Imposing the $C_\infty$ reduction $\tau_n = \tau_{-n}$, i.e. folding the sequence of the $\tau$-functions $[\ldots, \tau_{-2}, \tau_{-1}, \tau_0, \tau_1, \tau_2, \ldots]$ in $t_0$, we have $\tau_{-1} = \tau_1, \tau_{-2} = \tau_2, \tau_{-3} = \tau_3, \ldots [20, 23, 24, 25-27]$. Thus, we obtain the bilinear equations (2.11) and (2.12) from the 2D-Toda bilinear equation (2.4).

To impose the $C_\infty$ reduction to the Gram-type determinant solution of the $A_\infty$ 2D-Toda system, we impose the constraint $\psi_j^{(n)} = \psi_j^{(-n)}, c_{i,j} = c_{j,i}, M = 2N$ and $x_{2k} \equiv 0$ for every integer $k$. With this constraint, each element of the Gram-type determinant has the following property:

$$\psi_{i,j}^{(n)} = c_{i,j} + (-1)^n \int_{-\infty}^{x_i} \psi_0^{(n)} \psi_j^{(-n)} \, dx_1$$
$$= c_{j,i} + (-1)^n \int_{-\infty}^{x_i} \psi_j^{(-n)} \psi_0^{(n)} \, dx_1$$
$$= \psi_{j,i}^{(-n)}.$$

Then, the $\tau$-function satisfies $\tau_n = \tau_{-n}$. Therefore, the $N$-soliton solution of the $C_\infty$ 2D-Toda system is expressed by the above Gram-type determinant. \qed
Lemma 2.4. The bilinear equations

\[ - \left( \frac{1}{2} D_y D_{x_{r+1}} \right) \tau_0 \cdot \tau_0 = \tau_1^2, \quad (2.13) \]

\[ - \left( \frac{1}{2} D_y D_{x_{r+1}} \right) \tau_1 \cdot \tau_1 = \tau_0^2, \quad (2.14) \]

are satisfied by the \( \tau \)-functions which are obtained by the pseudo 3-reduction of the \( \mathbb{C}_\infty \) 2D-Toda system. The \( \tau \)-functions are given by

\[ \tau_n = \det(\psi_{i,j}^{(n)})_{1 \leq i, j \leq 2N}, \]

where

\[ \psi_{i,j}^{(n)} = c_{i,j} + (-1)^n \int_{-\infty}^{\infty} \psi_{j}^{(n)} \psi_{i}^{(-n)} \, dx, \]

\[ \psi_i^{(n)} = p_i^n \epsilon^0, \quad \xi_i = p_i x_1 + \frac{1}{p_i} x_{-1} + p_i^3 x_3 + \frac{1}{p_i} x_{-3} + \cdots + \xi_0 \]

and \( c_{i,j} = \delta_{i,2N+1 - \alpha_i}, \quad \alpha_i = \alpha_{2N+1 - \alpha_i}, \quad p_i^1 - p_i p_{2N+1-i} + p_{2N+1-i}^2 = 1 \).

Proof. To impose the pseudo 3-reduction to the \( \tau \)-function in lemma 2.2, we add a constraint \( p_i^1 + p_{2N+1-i}^1 = p_i + p_{2N+1-i}, \quad p_i \neq -p_{2N+1-i}, \) i.e. \( p_i^2 - p_i p_{2N+1-i} + p_{2N+1-i}^2 = 1 \), and \( c_{i,j} = \delta_{i,2N+1 - \alpha_i}, \quad \alpha_i = \alpha_{2N+1 - \alpha_i} \) [28]. \( \square \)

Lemma 2.4. The \( \tau \)-function \( \tau_1 \) of the bilinear equations (2.13) and (2.14) with the pseudo 3-reduction constraint satisfies the following relation:

\[ \tau_1 = \frac{1}{c} g_1 g_2. \quad (2.15) \]

with

\[ g_1 = \pf \left( 2\alpha_i \left( p_i - 1 \right) \left( p_j - 1 \right) \delta_{j,2N+1-i} + \frac{p_i - p_j}{p_i + p_j} \epsilon_i^{+}\epsilon_j^{+} \right)_{1 \leq i, j \leq 2N}, \quad (2.16) \]

\[ g_2 = \pf \left( 2\alpha_i \left( p_i + 1 \right) \left( p_j + 1 \right) \delta_{j,2N+1-i} + \frac{p_i - p_j}{p_i + p_j} \epsilon_i^{+}\epsilon_j^{+} \right)_{1 \leq i, j \leq 2N}, \quad (2.17) \]

where \( \xi_i = p_i^{-1} x_{-1} + p_i x_1 + \xi_0 \), \( p_i^2 - p_i p_{2N+1-i} + p_{2N+1-i}^2 = 1 \), \( \alpha_i = \alpha_{2N+1-i} \) and \( c = 2^{2N} \prod_{k=1}^{2N} p_k \).

Proof. Suppose that \( \alpha_i = \alpha_{2N+1-i} \) and \( p_i^1 - p_i p_{2N+1-i} + p_{2N+1-i}^2 = 1 \) are satisfied. Then, we can rewrite \( \tau_1 \) as follows:

\[ \tau_1 = \det(\psi_{i,j}^{(1)})_{1 \leq i, j \leq 2N} = \det \left( \delta_{j,2N+1-i} \alpha_i + \frac{1}{p_i} \left( \frac{p_i}{p_j} \right) \epsilon_i^{+}\epsilon_j^{+} \right)_{1 \leq i, j \leq 2N} \]

\[ = \det \left( \delta_{j,2N+1-i} \alpha_i \frac{p_i p_{2N+1-i} - p_{2N+1-i}^2}{p_i (p_i - p_j)} - \frac{1}{p_i + p_j} \epsilon_i^{+}\epsilon_j^{+} \right)_{1 \leq i, j \leq 2N} \]

\[ = \det \left( \delta_{j,2N+1-i} \alpha_i \frac{p_i^2 - 1}{p_i (p_i - p_j)} - \frac{1}{p_i + p_j} \epsilon_i^{+}\epsilon_j^{+} \right)_{1 \leq i, j \leq 2N} \]

\[ = \frac{1}{c} \det \left( 2\delta_{j,2N+1-i} \alpha_i \frac{p_i^2 - 1}{p_i - p_j} - \frac{2p_i}{p_i + p_j} \epsilon_i^{+}\epsilon_j^{+} \right)_{1 \leq i, j \leq 2N} \]

\[ = \frac{1}{c} \det \left( 2\delta_{j,2N+1-i} \alpha_i \frac{p_i^2 - 1}{p_i - p_j} - \frac{(p_i - p_j)(p_i + 1)}{(p_i + p_j)(p_i - 1)} \frac{1}{p_i - 1} \epsilon_i^{+}\epsilon_j^{+} \right)_{1 \leq i, j \leq 2N} \]

\[ \]
Lemma 2.5.\[\xi = \prod_{i,j=1}^{c} p_i + p_j \in \mathbb{Z} \quad \text{with} \quad c = 2^{2N} \prod_{k=1}^{2N} P_k.\]

where $c_{i,j} = 2\delta_{i,j} + \alpha, (p_i - 1)(p_j - 1) - \delta_{i,j} + \alpha$, and $c = 2^{N} \prod_{k=1}^{2N} P_k$. Using formula (B.1), we obtain

\[
\tau_1 = \frac{1}{c} \det \left( \begin{array}{cccc}
\Psi_{1,1} & \Psi_{1,2} & \cdots & \Psi_{1,2N} \\
\vdots & \vdots & \ddots & \vdots \\
\Psi_{2N,1} & \Psi_{2N,2} & \cdots & \Psi_{2N,2N} \\
\epsilon^\xi & \epsilon^\xi & \cdots & \epsilon^\xi
\end{array} \right)_{1 \leq i,j \leq 2N},
\]

where $\Psi_{i,j} = c_{i,j} + \frac{p_i - p_j}{p_i + p_j} e^{\epsilon^\xi}$. Then, we note

\[
c_{i,j} = 2\delta_{i,j} + \alpha, (p_i - 1)(p_j - 1) = -2\delta_{i,j} + \alpha, (p_i - 1)(p_j - 1) = -c_{i,j}.
\]

Introducing $c_i = 2\alpha, (p_i - 1)(p_j - 1)$, we can write as $c_{i,j} = \delta_{i,j} + c_i$, and $c_j = -c_{2N+1,1}$. Note that the $2N \times 2N$ matrix $(\Psi_{i,j})_{1 \leq i,j \leq 2N}$ is skew-symmetric. Thus, we can use formula (D.7):

\[
\tau_1 = \frac{1}{c} \det \left( \begin{array}{cccc}
\psi_{i,j} & \psi_{i,j+1} & \cdots & \psi_{i,2N} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{2N,j} & \psi_{2N,j+1} & \cdots & \psi_{2N,j+2N} \\
\epsilon^\xi & \epsilon^\xi & \cdots & \epsilon^\xi
\end{array} \right)_{1 \leq i,j \leq 2N},
\]

where $\psi_{i,j} = \psi_{i,j} + \frac{p_i - p_j}{p_i + p_j} e^{\epsilon^\xi}$. Then, we note

\[
\psi_{i,j} = 2\delta_{i,j} + \alpha, (p_i - 1)(p_j - 1) = -2\delta_{i,j} + \alpha, (p_i - 1)(p_j - 1) = -c_{i,j}.
\]

Introducing $\psi_{i,j} = 2\alpha, (p_i - 1)(p_j - 1)$, we can write as $c_{i,j} = \delta_{i,j} + c_i$, and $c_j = -c_{2N+1,1}$. Note that the $2N \times 2N$ matrix $(\psi_{i,j})_{1 \leq i,j \leq 2N}$ is skew-symmetric. Thus, we can use formula (D.7):

\[
\tau_1 = \frac{1}{c} \det \left( \begin{array}{cccc}
\psi_{i,j} & \psi_{i,j+1} & \cdots & \psi_{i,2N} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{2N,j} & \psi_{2N,j+1} & \cdots & \psi_{2N,j+2N} \\
\epsilon^\xi & \epsilon^\xi & \cdots & \epsilon^\xi
\end{array} \right)_{1 \leq i,j \leq 2N},
\]

where $\psi_{i,j} = \psi_{i,j} + \frac{p_i - p_j}{p_i + p_j} e^{\epsilon^\xi}$. Then, we note

\[
\psi_{i,j} = 2\delta_{i,j} + \alpha, (p_i - 1)(p_j - 1) = -2\delta_{i,j} + \alpha, (p_i - 1)(p_j - 1) = -c_{i,j}.
\]

Introducing $\psi_{i,j} = 2\alpha, (p_i - 1)(p_j - 1)$, we can write as $c_{i,j} = \delta_{i,j} + c_i$, and $c_j = -c_{2N+1,1}$. Note that the $2N \times 2N$ matrix $(\psi_{i,j})_{1 \leq i,j \leq 2N}$ is skew-symmetric. Thus, we can use formula (D.7):

\[
\tau_1 = \frac{1}{c} \det \left( \begin{array}{cccc}
\psi_{i,j} & \psi_{i,j+1} & \cdots & \psi_{i,2N} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{2N,j} & \psi_{2N,j+1} & \cdots & \psi_{2N,j+2N} \\
\epsilon^\xi & \epsilon^\xi & \cdots & \epsilon^\xi
\end{array} \right)_{1 \leq i,j \leq 2N},
\]

where $\psi_{i,j} = \psi_{i,j} + \frac{p_i - p_j}{p_i + p_j} e^{\epsilon^\xi}$. Then, we note

\[
\psi_{i,j} = 2\delta_{i,j} + \alpha, (p_i - 1)(p_j - 1) = -2\delta_{i,j} + \alpha, (p_i - 1)(p_j - 1) = -c_{i,j}.
\]
\textbf{Proof.} Suppose that $\alpha_i = \alpha_{2N+1-i}$ and $p_i^2 - p_i p_{2N+1-i} + p_{2N+1-i}^2 = 1$ are satisfied. Then, we can rewrite $\tau_0$ as follows:

$$
\tau_0 = \det (\Phi_{1,i})_{1 \leq i, j \leq 2N} = \det \left( \delta_{j,2N+1-i} \alpha_i + \frac{1}{p_i + p_j} \epsilon^{\delta + \xi} \right)_{1 \leq i, j \leq 2N}
$$

$$
= \det \left( \delta_{j,2N+1-i} \alpha_i \frac{p_i p_{2N+1-i} - p_{2N+1-i}^2}{p_j (p_i - p_j)} + \frac{1}{p_i + p_j} \epsilon^{\delta + \xi} \right)_{1 \leq i, j \leq 2N}
$$

$$
= \frac{1}{c} \det \left( \delta_{j,2N+1-i} \alpha_i \frac{p_i^2 - 1}{p_i - p_j} + \frac{2p_j}{p_i + p_j} \epsilon^{\delta + \xi} \right)_{1 \leq i, j \leq 2N}
$$

$$
= \frac{1}{c} \det \left( \delta_{j,2N+1-i} \alpha_i \frac{p_i^2 - 1}{p_i - p_j} + \left( \frac{p_i - p_j}{p_j + p_i} \right) (p_i + 1) + \frac{2p_j}{p_i + p_j} \epsilon^{\delta + \xi} \right)_{1 \leq i, j \leq 2N}
$$

where $c = 2^{2N} \prod_{k=1}^{2N} p_k$. Using formula (B.1), we can rewrite $\tau_0$ as follows:

\begin{align*}
\tau_0 &= \frac{1}{c} \begin{vmatrix}
\Phi_{1,1} & \Phi_{1,2} & \cdots & \Phi_{1,2N} & -2 \epsilon_i (p_i + 1) \epsilon_i \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\Phi_{2N,1} & \Phi_{2N,2} & \cdots & \Phi_{2N,2N} & -2 \epsilon_{2N} (p_{2N} + 1) \epsilon_{2N} \\
\end{vmatrix} \\
&= \frac{1}{c} \begin{vmatrix}
\phi_{1,1} & \phi_{1,2} & \cdots & \phi_{1,2N} & (p_i - 1) \epsilon_i (p_i + 1) \epsilon_i \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\phi_{2N,1} & \phi_{2N,2} & \cdots & \phi_{2N,2N} & (p_{2N} - 1) \epsilon_{2N} (p_{2N} + 1) \epsilon_{2N} \\
\end{vmatrix} \\
&= \frac{1}{c} \begin{vmatrix}
\psi_{1,1} & \psi_{1,2} & \cdots & \psi_{1,2N} & p_i \psi_{1,1} + p_i^2 - p_i p_j \psi_{1,1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\psi_{2N,1} & \psi_{2N,2} & \cdots & \psi_{2N,2N} & p_{2N} \psi_{2N,1} + p_{2N}^2 - p_i p_j \psi_{2N,1} \\
\end{vmatrix}
\end{align*}

where $\phi_{i,j} = 2 \delta_{j,2N+1-i} \alpha_i \frac{p_i^2 - 1}{p_i - p_j} + \left( \frac{p_i - p_j}{p_j + p_i} \right) (p_i + 1) + \frac{2p_j}{p_i + p_j} \epsilon_i \epsilon_i$. Then, we can further simplify as follows:

$$
\tau_0 = \prod_{k=1}^{2N} \frac{p_{k+1}}{p_k} \frac{\psi_{1,1}}{p_{1,1} + 1} \epsilon_{1,i} \epsilon_i \\
$$

where $\psi_{i,j} = \psi_{i,1} \psi_{i,2} \cdots \psi_{i,2N}$. Then, we can further simplify as follows:
where $\Psi_{i,j} = 2\delta_{j,2N+1-i} \alpha_{e^{j-1}(p_j-1)} \frac{p_j-1}{p_j}$ $+ \frac{p_j-p_l}{p_j} e^{j+l}$, Note that the $2N \times 2N$ matrix $(\Psi_{i,j})_{1 \leq i,j \leq 2N}$ is skew-symmetric. Thus, we can use formula (A.1):

$$r_0 = \frac{\prod_{k=1}^{2N} \frac{p_k+1}{n_k-1}}{c}$$

$$\begin{vmatrix}
\Psi_{1,2} & \Psi_{1,3} & \cdots & \Psi_{1,2N} & e^{e_1} & e^{e_2} \\
\Psi_{2,3} & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\Psi_{2N-1,2N} & e^{e_{2N-1}} & e^{e_{2N-1}} & \cdots & e^{e_{2N}} & e^{e_{2N}} \\
\end{vmatrix}$$

$$\times$$

$$\begin{vmatrix}
p_1 - 1 & e^{e_1} & p_1 e^{e_1} \\
p_1 + 1 & e^{e_2} & p_1 e^{e_2} \\
p_2 - 1 & e^{e_2} & p_2 e^{e_2} \\
p_2 + 1 & \cdots & \cdots \\
p_{2N-1} - 1 & e^{e_{2N-1}} & p_{2N-1} e^{e_{2N-1}} \\
p_{2N-1} + 1 & e^{e_{2N}} & p_{2N} e^{e_{2N}} \\
\end{vmatrix}$$

Let

$$g_1 = \text{pf}(\Psi_{i,j})_{1 \leq i,j \leq 2N} =$$

$$\begin{vmatrix}
\Psi_{1,2} & \Psi_{1,3} & \cdots & \Psi_{1,2N} & e^{e_1} & e^{e_1} \\
\Psi_{2,3} & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\Psi_{2N-1,2N} & e^{e_{2N-1}} & e^{e_{2N-1}} & \cdots & e^{e_{2N}} & e^{e_{2N}} \\
\end{vmatrix}$$
Lemma 2.6. The τ-function \( \tau_2 \) of the bilinear equations (2.13) and (2.14) with the pseudo 3-reduction constraint satisfies the relation

\[
\tau_2 = \frac{1}{c} (g_1 g_2 - D_{\lambda_1} g_1 \cdot g_2),
\]

(2.19)
Proof. Suppose that $\alpha_i = \alpha_{2N+1-i}$ and $p_i^2 - p_i p_{2N+1-i} + p_{2N+1-i}^2 = 1$, then we can rewrite $\tau_2$ as follows:

\[
\tau_2 = \det \left( g_{1,2(j)}^{(2)} \right)_{1 \leq i,j \leq 2N} = \det \left( \delta_{j,2N+1-i} - \alpha_i - \frac{p_{2N+1-i}(p_i - p_{2N+1-i})}{p_j(p_i - p_j)} + \frac{1}{p_i + p_j} \frac{p_j^2}{p_j^2} e^{\xi_j} \right)_{1 \leq i,j \leq 2N}
\]

where $\xi_j = p_i^{-1}x_i + p_j x_i + \xi_i^0$, $p_i^2 - p_i p_{2N+1-i} + p_{2N+1-i}^2 = 1$, and $c = 2^{2N} \prod_{k=1}^{2N} p_k$. Using formula (B.1), we can rewrite $\tau_2$ as follows:

\[
\tau_2 = \frac{1}{c} \det \left( \delta_{j,2N+1-i} - \alpha_i - \frac{p_{2N+1-i}(p_i - p_{2N+1-i})}{p_j(p_i - p_j)} + \frac{1}{p_i + p_j} \frac{p_j^2}{p_j^2} e^{\xi_j} \right)_{1 \leq i,j \leq 2N}
\]

where $c = 2^{2N} \prod_{k=1}^{2N} p_k$. Using formula (B.1), we can rewrite $\tau_2$ as follows:

\[
\tau_2 = \frac{1}{c} \det \left| \begin{array}{cccc} \Phi_{1,1} & \Phi_{1,2} & \cdots & \Phi_{1,2N} \\ \vdots & \ddots & \vdots & \vdots \\ \Phi_{2N,1} & \Phi_{2N,2} & \cdots & \Phi_{2N,2N} \\ \frac{p_1}{p_1^2 - 1} e^{\xi_1} & \frac{p_2}{p_2^2 - 1} e^{\xi_2} & \cdots & \frac{p_{2N}}{p_{2N}^2 - 1} e^{\xi_{2N}} \\ \frac{p_1^{-1}}{p_1^2 - 1} e^{\xi_1^0} & \frac{p_2^{-1}}{p_2^2 - 1} e^{\xi_2^0} & \cdots & \frac{p_{2N}^{-1}}{p_{2N}^2 - 1} e^{\xi_{2N}^0} \\ 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 1 \\ \end{array} \right| 
\]
\[
\begin{array}{cccc}
\hat{\Phi}_{1,1} & \hat{\Phi}_{1,2} & \cdots & \hat{\Phi}_{1,2N} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{\Phi}_{2N,1} & \hat{\Phi}_{2N,2} & \cdots & \hat{\Phi}_{2N,2N}
\end{array}
\]

\[
= \frac{1}{c} \begin{pmatrix}
\Phi_{1,1} & \Phi_{1,2} & \cdots & \Phi_{1,2N} \\
\vdots & \vdots & \ddots & \vdots \\
\Phi_{2N,1} & \Phi_{2N,2} & \cdots & \Phi_{2N,2N}
\end{pmatrix}
\]

\[
\begin{pmatrix}
(p_1^{-1} - 1) e^{\delta_1} & (p_1^{-1} + 1) e^{\delta_1} \\
\vdots & \vdots \\
(p_{2N}^{-1} - 1) e^{\delta_{2N}} & (p_{2N}^{-1} + 1) e^{\delta_{2N}}
\end{pmatrix}
\]

where \( \hat{\Phi}_{i,j} = 2 \delta_{j,2N+1-i} \alpha \frac{p_i^{-1} - 1}{p_i^{-1} + 1} + \frac{(p_i^{-1} - 1)(p_i^{-1} + 1)}{p_i^{-1} + p_j^{-1}} e^{\delta_i} \). Then, we can further simplify as follows:

\[
\tau_2 = \frac{\prod_{k=1}^{2N} \frac{p_k^{-1} + 1}{p_k^{-1} - 1}}{c} \begin{pmatrix}
\tilde{\Psi}_{1,1} & \tilde{\Psi}_{1,2} & \cdots & \tilde{\Psi}_{1,2N} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{\Psi}_{2N,1} & \tilde{\Psi}_{2N,2} & \cdots & \tilde{\Psi}_{2N,2N}
\end{pmatrix}
\]

\[
\begin{pmatrix}
p_1^{-1} - 1 & p_1^{-1} + 1 \ e^{\delta_1} \\
\vdots & \vdots \\
(p_{2N}^{-1} - 1) e^{\delta_{2N}} & p_{2N}^{-1} + 1 \ e^{\delta_{2N}}
\end{pmatrix}
\]

where \( \tilde{\Psi}_{i,j} = 2 \delta_{j,2N+1-i} \alpha \frac{(p_i^{-1} - 1)(p_i^{-1} + 1)}{p_i^{-1} + p_j^{-1}} e^{\delta_i} \). Note that the \( 2N \times 2N \) matrix \( (\tilde{\Psi}_{i,j})_{1 \leq i,j \leq 2N} \) is skew-symmetric and \( \tilde{\Psi}_{i,j} = -\tilde{\Psi}_{j,i} \). Thus, we can use formula (E.1):
\[ g_1 = \text{pf} \left( \begin{array}{cccc} | & \tilde{\Psi}_{1,2} & \tilde{\Psi}_{1,3} & \cdots & \tilde{\Psi}_{1,2N} \\ \tilde{\Psi}_{2,3} & \tilde{\Psi}_{2,4} & \cdots & \tilde{\Psi}_{2,2N} \\ & \ddots & \ddots & \ddots \\ \tilde{\Psi}_{2N-1,2N} & & & \tilde{\Psi}_{2N-1,2N} \end{array} \right) = \begin{array}{cccc} \psi_{1,2} & \psi_{1,3} & \cdots & \psi_{1,2N} \\ \psi_{2,3} & \psi_{2,4} & \cdots & \psi_{2,2N} \\ & \ddots & \ddots & \ddots \\ \psi_{2N-1,2N} & & & \psi_{2N-1,2N} \end{array} \right) \]

\[ g_2 = \text{pf} \left( \begin{array}{cccc} \left( p_i + 1 \right) \left( p_j + 1 \right) & \delta_{j,2N+1-i} & p_i - p_j & 1 \\ \delta_{j,2N+1-i} & \left( p_i + 1 \right) \left( p_j + 1 \right) & p_i - p_j & \delta_{i,j} \\ 1 & 1 & \delta_{i,j} & \left( p_i + 1 \right) \left( p_j + 1 \right) \end{array} \right) \]

Then

\[ \partial_{\epsilon_{ij}} g_1 = \begin{array}{cccc} \psi_{1,2} & \psi_{1,3} & \cdots & \psi_{1,2N} \\ \psi_{2,3} & \psi_{2,4} & \cdots & \psi_{2,2N} \\ & \ddots & \ddots & \ddots \\ \psi_{2N-1,2N} & & & \psi_{2N-1,2N} \end{array} \right) \]
Theorem 2.7. The \( g_1 \) and \( g_2 \) satisfy relation (2.19).

Thus, \( \tau_2, g_1 \) and \( g_2 \) satisfy relation (2.19).

Letting \( F = \tau_0, G = \tau_1 \) and \( H = \tau_2 \), we obtain the following equations:

\[
\begin{align*}
- \left( \frac{1}{2} D_{x_1} D_{x_{-1}} - 1 \right) F \cdot F &= G^2, \\
- \left( \frac{1}{2} D_{x_1} D_{x_{-1}} - 1 \right) G \cdot G &= FH,
\end{align*}
\]

\( cG = g_1 g_2, \) \( cF = g_1 g_2 - D_{x_1} g_1 \cdot g_2, \) \( cH = g_1 g_2 - D_{x_{-1}} g_1 \cdot g_2. \)

from the bilinear equations (2.13) and (2.14), and the relations between determinants and Pfaffians (2.15), (2.18) and (2.19).

Theorem 2.7. The \( \tau \)-functions \( g_1 \) (2.16) and \( g_2 \) (2.17) of equations (2.20), (2.21), (2.22), (2.23) and (2.24) give the \( N \)-soliton solution of the DP equation

\[
u_t + 3 \nu_x - \nu_{xxx} + 4 \nu u_x = 3 \nu_x u_{xx} + \nu_{xxxx},
\]

through the dependent variable transformation

\[
u = - \left( \ln \frac{g_1}{g_2} \right)_{x_{-1}},
\]

and the hodograph (reciprocal) transformation

\[
\begin{align*}
x &= x_1 + \int_{-\infty}^{x_{-1}} u(x_1, x'_{-1}) \, dx'_{-1} \\
&= x_1 - \ln \frac{g_1}{g_2}
\end{align*}
\]

(2.26)
Proof. From (2.22), (2.23) and (2.24), we have the relations
\[- \left( \ln \frac{g_1}{g_2} \right)_{x_1} = \frac{F}{G} - 1, \quad (2.27)\]
\[- \left( \ln \frac{g_1}{g_2} \right)_{x_{-1}} = \frac{H}{G} - 1. \quad (2.28)\]

Let
\[\rho = \frac{G}{F}, \quad u = - \left( \ln \frac{g_1}{g_2} \right)_{x_{-1}}. \quad (2.29)\]

Differentiating (2.27) with respect to \(x_{-1}\), we obtain
\[u_{x_1} = \left( \frac{1}{\rho} \right)_{x_{-1}}. \quad (2.30)\]

This is rewritten as
\[(\ln \rho)_{x_{-1}} = - \rho u_{x_1}. \quad (2.31)\]

Equation (2.28) leads to
\[\frac{H}{G} = 1 + u. \quad (2.32)\]

The bilinear equations (2.20) and (2.21) are written as
\[- \left( \ln F \right)_{x_1, x_{-1}} + 1 = \rho^2, \quad (2.33)\]
\[- \left( \ln G \right)_{x_1, x_{-1}} + 1 = \frac{1}{\rho} (1 + u). \quad (2.34)\]

Subtracting (2.33) from (2.34), we obtain
\[- \left( \ln \rho \right)_{x_1, x_{-1}} = \frac{1}{\rho} (1 + u) - \rho^2, \quad (2.35)\]

which leads to
\[\rho^3 = 1 + u + \rho (\ln \rho)_{x_1, x_{-1}}. \quad (2.36)\]

Using (2.31), it becomes
\[\rho^3 = 1 + u - \rho (\rho u_{x_1})_{x_1}. \quad (2.37)\]

Let us consider the hodograph (reciprocal) transformation
\[\begin{align*}
x &= x_1 + \int_{x_1}^{t_{-1}} u(x_1, x_{-1}') \, dx_{-1}' \\
x_1 &= - \ln \frac{g_1}{g_2}, \\
t &= x_{-1}.
\end{align*} \quad (2.38)\]

This yields
\[\begin{align*}
\frac{\partial x}{\partial x_1} &= 1 - \left( \ln \frac{g_1}{g_2} \right)_{x_1} = \rho^{-1}, \\
\frac{\partial x}{\partial x_{-1}} &= - \left( \ln \frac{g_1}{g_2} \right)_{x_{-1}} = u.
\end{align*} \quad (2.39)\]
and
\begin{align}
\begin{cases}
\partial u = \frac{1}{\rho} \partial \xi, \\
\partial_{x_1} = \partial_t + u \partial_x.
\end{cases}
\end{align}
(2.40)
Applying the hodograph (reciprocal) transformation to (2.31) and (2.37), we obtain
\begin{align}
\begin{cases}
(\partial_t + u \partial_x) \ln \rho = -u_x, \\
\rho^2 = 1 + u - u_{xx}.
\end{cases}
\end{align}
(2.41)
This is equivalent to
\begin{align}
(\partial_t + u \partial_x) \ln (1 + u - u_{xx}) = -3u_x,
\end{align}
(2.42)
which can be written as
\begin{align}
(\partial_t + u \partial_x)(1 + u - u_{xx}) = -3u_x(1 + u - u_{xx}).
\end{align}
(2.43)
This is nothing but the DP equation (2.25).
\[\square\]
Remark 2.8. Applying the scale transformation \( u \rightarrow \frac{1}{\kappa} u \), \( t \rightarrow \kappa^2 t \) to (2.25), we obtain the DP equation (1.1).

Remark 2.9. Setting \( u = 0 \) in equation (2.35), we obtain the Tzitzéica equation [29–31, 25]
\begin{align}
\rho_{x_1} = \rho^2 - \frac{1}{\rho}.
\end{align}
(2.44)
Thus, equations (2.35) and (2.30) can be considered as an extension of the Tzitzéica equation.

Let \( k_i = p_i + p_{2N+1-i} \). From \( p_i^2 - p_ip_{2N+1-i} + p_{2N+1-i}^2 = 1 \), we obtain \( p_i = \frac{1}{2} (3k_i + \sqrt{3(4 - k_i^2)}) \), \( p_{2N+1-i} = \frac{1}{2} (3k_i - \sqrt{3(4 - k_i^2)}) \), \( p_ip_{2N+1-i} = \frac{k_i^2-1}{3} \) and \( \rho + \frac{1}{p_ip_{2N+1-i}} = \frac{3k_i}{k_i^2-1} \).
Thus,
\[\xi_1 + \xi_{2N+1-i} = k_ix_1 + \frac{3k_i}{k_i^2-1} x_{-1} + \xi_{i0} + \xi_{2N+1-i0}.\]
In the Pfaffian solution, all phase functions can be expressed by the summation of \( \xi_i + \xi_{2N+1-i} \). So the phase functions can be expressed by the parameters \( \{k_i\} (i = 1, 2, \ldots, N) \). Each coefficient of exponential functions can be normalized to 1 after absorption into phase constants or can be rewritten by the parameters \( \{k_i\} \). Thus, it is possible to rewrite the above \( \tau \)-function by using the parameters \( \{k_i\} \) instead of \( \{p_i\} \).

Example. Soliton solutions.
For \( N = 1 \),
\begin{align}
g_1 &= 2\alpha_1 \frac{(p_1 - 1)(p_2 - 1)}{p_1 - p_2} + \frac{p_1 - p_2}{p_1 + p_2} e^{\xi_1 + \xi_2} \\
&= \left(2\alpha_1 + \frac{(p_1 - p_2)^2}{(p_1 + p_2)(p_1 - 1)(p_2 - 1)}\right) e^{\xi_1 + \xi_2}.
\end{align}
\begin{align}
g_2 &= 2\alpha_1 \frac{(p_1 + 1)(p_2 + 1)}{p_1 - p_2} + \frac{p_1 - p_2}{p_1 + p_2} e^{\xi_1 + \xi_2} \\
&= \left(2\alpha_1 + \frac{(p_1 - p_2)^2}{(p_1 + p_2)(p_1 + 1)(p_2 + 1)}\right) e^{\xi_1 + \xi_2}.
\end{align}
Letting \( \alpha_1 = \frac{1}{4} \) and \( e^{\phi_1} = \frac{(p_1 - p_2)^2}{(p_1 + p_2)^2} \), the \( \tau \)-functions can be rewritten as
\begin{align}
g_1 &= 1 + e^{\xi_1 + \xi_2 + \phi_1 + \gamma_1}, \quad g_2 = 1 + e^{\xi_1 + \xi_2 - \phi_1 + \gamma_1}.
\end{align}
where
\[ \xi_1 + \xi_2 = k_1x_1 + \frac{3k_1}{k_1^2 - 1} x_{-1} + \xi_{10} + \xi_{20} \]
and
\[ e^{\phi} = \sqrt{\frac{(p_1 + 1)(p_2 + 1)}{(p_1 - 1)(p_2 - 1)}} = \sqrt{\frac{k_1^2 + 3k_1 + 2}{k_1^2 - 3k_1 + 2}} = \sqrt{\frac{(k_1 + 2)(k_1 + 1)}{(k_1 - 2)(k_1 - 1)}}. \]

Here, \( \gamma_1 \) can be absorbed into a phase constant.

For \( N = 2 \),
\[ g_1 = \frac{p_1 - p_2}{p_1 + p_2} e^{\xi_1 + \xi_2} \frac{p_3 - p_4}{p_3 + p_4} e^{\xi_3 + \xi_4} \frac{p_5 - p_6}{p_5 + p_6} e^{\xi_5 + \xi_6} \]
\[ = \frac{(p_1 - 1)(p_4 - 1)}{p_1 - p_4} \cdot \frac{(p_2 - 1)(p_3 - 1)}{p_2 - p_3} \left( 2\alpha_1 \cdot 2\alpha_2 + 2\alpha_3 \cdot (p_1 - p_4) \frac{p_2 - p_3}{p_1 + p_4} (p_1 - 1)(p_4 - 1) \right) \cdot \]
\[ + 2\alpha_1 \frac{(p_2 - p_3)^2}{(p_1 + p_4)(p_1 - 1)} e^{\xi_3 + \xi_4} \frac{p_1 - p_4}{p_1 - p_3} + \frac{p_1 - p_4}{p_1 - p_3} \cdot \frac{p_2 - p_3}{p_2 - p_4} \]
\[ \times \left( \frac{p_1 - p_2 p_3 - p_4}{p_1 + p_2 p_3 + p_4} - \frac{p_1 - p_3 p_2 - p_4}{p_1 + p_3 p_2 + p_4} + \frac{p_1 - p_4 p_2 - p_3}{p_1 + p_4 p_2 + p_3} \right) e^{\xi_5 + \xi_6 + \xi_5 + \xi_6}. \]

\[ g_2 = \frac{p_1 - p_2}{p_1 + p_2} e^{\xi_1 + \xi_2} \frac{p_3 - p_4}{p_3 + p_4} e^{\xi_3 + \xi_4} \frac{p_5 - p_6}{p_5 + p_6} e^{\xi_5 + \xi_6} \]
\[ = \frac{(p_1 + 1)(p_4 + 1)}{p_1 - p_4} \cdot \frac{(p_2 + 1)(p_3 + 1)}{p_2 - p_3} \left( 2\alpha_1 \cdot 2\alpha_2 + 2\alpha_3 \cdot (p_1 - p_4) \frac{p_2 - p_3}{p_1 + p_4} (p_1 + 1)(p_4 + 1) \right) \cdot \]
\[ + 2\alpha_1 \frac{(p_2 - p_3)^2}{(p_1 + p_4)(p_1 + 1)} e^{\xi_3 + \xi_4} \frac{p_1 - p_4}{p_1 - p_3} + \frac{p_1 - p_4}{p_1 - p_3} \cdot \frac{p_2 - p_3}{p_2 - p_4} \]
\[ \times \left( \frac{p_1 - p_2 p_3 - p_4}{p_1 + p_2 p_3 + p_4} - \frac{p_1 - p_3 p_2 - p_4}{p_1 + p_3 p_2 + p_4} + \frac{p_1 - p_4 p_2 - p_3}{p_1 + p_4 p_2 + p_3} \right) e^{\xi_5 + \xi_6 + \xi_5 + \xi_6}. \]

Letting \( \alpha_1 = \alpha_2 = \frac{1}{2} \cdot \frac{e^{\phi}}{(p_1 - p_2)^2 (p_3 - p_4)^2 (p_5 - p_6)^2 (p_7 - p_8)^2 (p_9 - p_{10})^2 (p_{11} - p_{12})^2 (p_{13} - p_{14})^2 (p_{15} - p_{16})^2 \sqrt{(p_1 - 1)(p_1 + 1)(p_2 + 1)(p_3 + 1)(p_4 + 1)(p_5 + 1)(p_6 + 1)(p_7 + 1)}} \cdot \frac{1}{(p_1 + p_4)(p_1 + p_2)(p_1 + p_3)(p_1 + p_5)(p_1 + p_6)(p_1 + p_7)(p_1 + p_8)(p_1 + p_9)(p_1 + p_{10})(p_1 + p_{11})(p_1 + p_{12})(p_1 + p_{13})(p_1 + p_{14})}, \]
\[ e^{\tau} = \frac{(p_1 - p_2)^2 (p_3 - p_4)^2 (p_5 - p_6)^2 (p_7 - p_8)^2 (p_9 - p_{10})^2 (p_{11} - p_{12})^2 (p_{13} - p_{14})^2 (p_{15} - p_{16})^2 \sqrt{(p_1 - 1)(p_1 + 1)(p_2 + 1)(p_3 + 1)(p_4 + 1)(p_5 + 1)(p_6 + 1)(p_7 + 1)}}{(p_1 + p_4)(p_1 + p_2)(p_1 + p_3)(p_1 + p_5)(p_1 + p_6)(p_1 + p_7)(p_1 + p_8)(p_1 + p_9)(p_1 + p_{10})(p_1 + p_{11})(p_1 + p_{12})(p_1 + p_{13})(p_1 + p_{14})}, \]
the above \( \tau \)-functions become
\[ g_1 = 1 + e^{\nu_1 + \nu_2 + \nu_3 + \nu_4 + b_{12} e^{\xi_1 + \xi_2 + \xi_3 + \xi_6 + \phi_1 + \phi_2}} \]
\[ g_2 = 1 + e^{\nu_1 + \nu_2 + \nu_3 + \nu_4 + b_{12} e^{\xi_1 + \xi_2 + \xi_3 + \xi_6 + \phi_1 + \phi_2}}, \]
where
\[ b_{12} = \frac{p_1 - p_2}{p_1 + p_2} p_3 p_4 p_5 p_6 + \frac{p_3}{p_3 + p_4} p_1 + p_2 + p_3^2 - \frac{p_5}{p_5 + p_6} p_1 + p_4 + p_6 + p_3 + 1 \]
\[ = \frac{(k_1 - k_2)^2 (k_1^2 - k_1 k_2 + k_2^2 - 3)}{(k_1 + k_2)^2 (k_1^2 + k_1 k_2 + k_2^2 - 3)} \]
\[ \xi_1 + \xi_4 = k_1 x_1 + \frac{3k_1}{k_1^2 - 1} x_{-1} + \xi_{10} + \xi_{20}, \quad \xi_2 + \xi_3 = k_2 x_1 + \frac{3k_2}{k_2^2 - 1} x_{-1} + \xi_{20} + \xi_{30}. \]
Here, \( \gamma_1 \) and \( \gamma_2 \) were absorbed into phase constants.

The \( N \)-soliton solution of (2.25) is written in the following form:

\[
ge_1 = \sum_{\mu=0,1} \exp \left[ \sum_{i=1}^{N} \mu_i (\eta_i + \phi_i) + \sum_{i<j}^{(N)} \mu_i \mu_j \ln b_{ij} \right],
\]

\[
ge_2 = \sum_{\mu=0,1} \exp \left[ \sum_{i=1}^{N} \mu_i (\eta_i - \phi_i) + \sum_{i<j}^{(N)} \mu_i \mu_j \ln b_{ij} \right],
\]

\[
b_{ij} = \frac{(k_i - k_j)^2 (k_i^2 - k_k j + k_j^2 - 3)}{(k_i + k_j)^2 (k_i^2 + k_k j + k_j^2 - 3)} \text{ for } i < j,
\]

\[
\eta_i = \xi_i + \xi_{2N+1-i} = k_i x_1 + \frac{3k_i}{k_i^2 - 4} - 1 + \eta_0,
\]

\[
e_\phi = \sqrt{\frac{k_i^2 + 3k_i + 2}{k_i^2 - 3k_i + 2}} = \sqrt{\frac{(k_i + 2)(k_i + 1)}{(k_i - 2)(k_i - 1)}}.
\]

where \( \sum_{\mu=0,1} \) means the summation over all possible combinations of \( \mu_i = 0 \) or 1 for \( i = 1, 2, \ldots, N \), and \( \sum_{i<j}^{(N)} \) means the summation over all possible combinations of \( N \) elements under the condition \( i < j \).

Applying \( u \rightarrow \frac{1}{\kappa} u, t \rightarrow \kappa^2 t, x_{-1} \rightarrow \kappa^3 x_{-1}, x_1 \rightarrow \frac{3}{8}, \kappa k_i = p_i + p_{2N+1-i} \), we obtain the \( N \)-soliton solution of the DP equation (1.1).

**Theorem 2.10.** The \( N \)-soliton solution of the DP equation (1.1) is given as follows:

\[
u = -\left( \ln \frac{g_1}{g_2} \right)_{x_{-1}},
\]

\[
ge_1 = \sum_{\mu=0,1} \exp \left[ \sum_{i=1}^{N} \mu_i (\eta_i + \phi_i) + \sum_{i<j}^{(N)} \mu_i \mu_j \ln b_{ij} \right],
\]

\[
ge_2 = \sum_{\mu=0,1} \exp \left[ \sum_{i=1}^{N} \mu_i (\eta_i - \phi_i) + \sum_{i<j}^{(N)} \mu_i \mu_j \ln b_{ij} \right],
\]

\[
b_{ij} = \frac{(k_i - k_j)^2 ((k_i^2 - k_k j + k_j^2) \kappa^2 - 3)}{(k_i + k_j)^2 ((k_i^2 + k_k j + k_j^2) \kappa^2 - 3)} \text{ for } i < j,
\]

\[
\eta_i = \xi_i + \xi_{2N+1-i} = k_i x_1 + \frac{3k_i}{\kappa^2 k_i^2 - 4} - 1 + \eta_0,
\]

\[
e_\phi = \sqrt{\frac{\kappa^2 k_i^2 + 3\kappa k_i + 2}{\kappa^2 k_i^2 - 3\kappa k_i + 2}} = \sqrt{\frac{(\kappa k_i + 2)(\kappa k_i + 1)}{(\kappa k_i - 2)(\kappa k_i - 1)}}.
\]
and the hodograph (reciprocal) transformation
\[
\begin{align*}
  x &= \frac{x_1}{\kappa} + \int_{-\infty}^{x_1} u(x_1, x'_{-1}) \, dx'_{-1} \\
  t &= \frac{x_1}{\kappa} - \ln \frac{g_1}{g_2},
\end{align*}
\]

This is consistent with the result in [6, 7].

**Remark 2.11.** There are three regions in which the above soliton solution becomes regular: (i) \( \frac{\kappa}{2} < k_i \), (ii) \(-\frac{1}{3} < k_i < \frac{1}{3}\) and (iii) \( k_i < -\frac{2}{3} \). (Note that this is obtained by the reality condition of \( e^{\phi_i} \.) In region (ii), the graph of the soliton solution shows smooth solitons. In regions (i) and (iii), the graph of the soliton solution shows loop solitons.

In figures 1–4, we show examples of two-soliton interactions.
3. Conclusions

The DP equation is investigated from the point of view of determinant–Pfaffian identities. We have established the reciprocal link between the DP equation and the pseudo 3-reduction of the $C_\infty$ two-dimensional Toda system and investigated the determinant–Pfaffian identities (i.e. the relations of $\tau$-functions). We have shown that the $\tau$-functions of the DP equation satisfy the identities of determinants and Pfaffians. The result in this paper is consistent with the one obtained by Matsuno [6, 7]. Although we have obtained the same $\tau$-functions as Matsuno, we have proved several relations of the DP’s $\tau$-functions from the point of view
of determinant–Pfaffian identities and established a formulation which can be applied to the problem of integrable discretization of the DP equation.

The result in this paper is useful for constructing an integrable discrete analogue of the DP equation. For the CH equation, we constructed an integrable discrete analogue of the CH equation by discretizing the determinant solutions and bilinear equations of the CH equation. For the DP equation, we can construct an integrable discrete analogue of the DP equation by discretizing Pfaffian solutions and identities of Pfaffians which have been given in this paper. We will report the detail in our forthcoming paper.

Appendix A

Let \( A = (a_{i,j})_{1 \leq i,j \leq 2N} \) be a \( 2N \times 2N \) skew-symmetric matrix, i.e. \( a_{i,j} = -a_{j,i} \). The Pfaffian of \( A \), i.e. \( pf(A) \), is defined as follows:

\[
\text{pf}(A) = \text{pf}(a_{i,j})_{1 \leq i,j \leq 2N} = \sum_{\sigma} \text{sgn}(\sigma) \prod_{k=1}^{N} a_{i_{2k-1},i_{2k}}
\]

where the summation is taken over all permutations

\[
\sigma = \begin{pmatrix} 1 & 2 & \cdots & n \\ i_1 & i_2 & \cdots & i_n \end{pmatrix},
\]

satisfying \( i_1 < i_2, i_3 < i_4, \ldots, i_{2N-1} < i_{2N} \) and \( i_1 < i_3 < \cdots < i_{2N-1}, \) and \( \text{sgn}(\sigma) \) denotes the parity of the permutation \( \sigma \).

The Pfaffian can be computed recursively by

\[
\text{pf}(A) = \sum_{i=2}^{2N} (-1)^i a_{i} \text{pf}(A_{ij}),
\]

where \( A_{ij} \) denotes the matrix \( A \) with both the first and \( i \)th rows and columns removed.

The determinant of a skew-symmetric matrix \( A \) is the square of the Pfaffian of \( A \):

\[
\text{det}(A) = |pf(A)|^2.
\]

Appendix B

For a bordered determinant, we have the following identity:

\[
\begin{vmatrix}
a_{1,1} & a_{1,2} & \cdots & a_{1,2N-1} & a_{1,2N} & a_1 \\
a_{2,1} & a_{2,2} & \cdots & a_{2,2N-1} & a_{2,2N} & a_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
a_{2N,1} & a_{2N,2} & \cdots & a_{2N,2N-1} & a_{2N,2N} & a_{2N} \\
b_1 & b_2 & \cdots & b_{2N-1} & b_{2N} & \delta
\end{vmatrix} = \delta^{1-2N} \text{det}[\delta a_{i,j} - a_i b_j]_{1 \leq i,j \leq 2N},
\]

where \( \delta \neq 0 \). This is obtained by adding the \((2N+1)\)st row multiplied by \(-a_i/\delta\) to the \(i\)th row.
Appendix C

Let $A = (a_{ij})_{1 \leq i,j \leq 2N+2}$ be a $(2N + 2) \times (2N + 2)$ skew-symmetric matrix. Assume $a_{2N+1,2N+2} \neq 0$. Adding the $(2N+2)$st row multiplied by $a_{i,2N+1}/a_{2N+1,2N+2}$ and the $(2N+1)$st row multiplied by $-a_{i,2N+2}/a_{2N+1,2N+2}$ to the $i$th row, we obtain

$$\det(A) = \det(a_{ij})_{1 \leq i,j \leq 2N+2}$$

$$= (a_{2N+1,2N+2})^{2-2N} \det(a_{2N+1,2N+2}a_{i,j} - a_{2N+1,2N+2}a_{2N+2,j} + a_{2N+2,2N+1,j}),$$

and

$$\operatorname{pf}(A) = \operatorname{pf}(a_{ij})_{1 \leq i,j \leq 2N+2}$$

$$= (a_{2N+1,2N+2})^{1-N} \operatorname{pf}(a_{2N+1,2N+2}a_{i,j} - a_{2N+1,2N+2}a_{2N+2,j} + a_{2N+2,2N+1,j}).$$

(See, e.g., [32].) Thus, we have the formulae

\[
\begin{pmatrix}
0 & \alpha_{1,2} & \cdots & \alpha_{1,2N-1} & \alpha_{1,2N} & a_1 & b_1 \\
-a_{1,2N-1} & 0 & \cdots & \alpha_{2,2N-1} & \alpha_{2,2N} & a_2 & b_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
-a_{1,2N} & -a_{2,2N} & \cdots & -a_{2N-1,2N} & a_{2N} & b_{2N} \\
-a_{1} & -a_{2} & \cdots & -a_{2N-1} & -a_{2N} & 0 & \delta \\
-b_{1} & -b_{2} & \cdots & -b_{2N-1} & -b_{2N} & -\delta & 0 \\
\end{pmatrix}
\]

$$= \delta^{2-2N}$$

and

\[
\begin{pmatrix}
\alpha_{1,2} & \alpha_{1,3} & \cdots & \alpha_{1,2N} & a_1 & b_1 \\
\alpha_{2,3} & \cdots & \alpha_{2,2N} & a_2 & b_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\alpha_{2N-1,2N} & a_{2N-1} & \cdots & a_{2N} & b_{2N-1} & b_{2N} \\
\end{pmatrix}
\]

$$= \delta^{1-N}$$

\[
\begin{pmatrix}
\beta_{1,2} & \beta_{1,3} & \cdots & \beta_{1,2N} \\
\beta_{2,2} & \cdots & \beta_{2,2N} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{2N-1,2N} \\
\end{pmatrix}
\]

(\ref{appC})

where $\beta_{i,j} = \delta a_{i,j} - a_i b_j + a_j b_i$ and $\delta \neq 0$.

Appendix D

For any determinant $A$ of order $n$, we have the Jacobi identity

$$A_{ij}A_{pq} - A_{iq}A_{pj} = AA_{ip,jq},$$

(\ref{appD})
where $A_{ij}$ is a first minor which can be obtained by deleting the $i$th row and the $j$th column from $A$, and $A_{ij,pq}$ is a second minor which can be obtained by deleting the $i$th and $j$th rows and the $p$th and $q$th columns. Setting $r = i = j$ and $s = p = q$, we have

$$A_{rr}A_{ss} - A_{rs}A_{sr} = AA_{rs,rs}. \tag{D.2}$$

Let $A$ be a skew-symmetric determinant. If $n$ is even, then $A_{rr} = A_{ss} = 0$ and $A_{rs} = -A_{sr}$. Therefore, we obtain

$$A_{rs}^2 = AA_{rs,rs}, \tag{D.3}$$

which leads to

$$A_{rs} = pf(A)pf(A_{rs,rs}). \tag{D.4}$$

If $n$ is odd, then $A = 0$ and $A_{rs} = A_{sr}$. Therefore, we obtain

$$A_{rs}^2 = A_{rr}A_{ss}, \tag{D.5}$$

which leads to

$$A_{rs} = pf(A_{rr})pf(A_{ss}). \tag{D.6}$$

(See \[33, 34\].)

Let

$$A = \begin{vmatrix} 0 & \alpha_{1,2} & \cdots & \alpha_{1,2N-1} & \alpha_{1,2N} & a_1 & b_1 \\ -\alpha_{1,2} & 0 & \cdots & \alpha_{2,2N-1} & \alpha_{2,2N} & a_2 & b_2 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ -\alpha_{1,2N-1} & -\alpha_{2,2N-1} & \cdots & 0 & \alpha_{2N-1,2N} & a_{2N-1} & b_{2N-1} \\ -\alpha_{1,2N} & -\alpha_{2,2N} & \cdots & -\alpha_{2N-1,2N} & 0 & a_{2N} & b_{2N} \\ -a_1 & -a_2 & \cdots & -a_{2N-1} & -a_{2N} & 0 & \delta \\ -b_1 & -b_2 & \cdots & -b_{2N-1} & -b_{2N} & -\delta & 0 \end{vmatrix}. $$

Using (D.4) and (C.1), we obtain the formula

$$= pf(\alpha_{i,j})_{1 \leq i,j \leq 2N} \begin{vmatrix} \alpha_{1,2} & \cdots & \alpha_{1,2N} & a_1 & b_1 \\ \alpha_{1,3} & \cdots & \alpha_{1,2N} & a_2 & b_2 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \alpha_{2,1} & \cdots & \alpha_{2,2N} & a_{2N-1} & b_{2N-1} \\ \alpha_{2,2N} & \cdots & \alpha_{2,2N} & a_{2N} & b_{2N} \\ a_1 & \cdots & a_2 & -a_{2N-1} & -a_{2N} & \delta \\ \alpha_{1,3} & \cdots & \alpha_{1,2N} & a_1 & b_1 \\ \alpha_{2,3} & \cdots & \alpha_{2,2N} & a_2 & b_2 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \alpha_{2N-1,2N} & \cdots & \alpha_{2N-1,2N} & a_{2N-1} & b_{2N-1} \\ \alpha_{2N-1,2N} & \cdots & \alpha_{2N-1,2N} & a_{2N} & b_{2N} \\ a_{2N-1} & \cdots & a_{2N} & -a_{2N-1} & -a_{2N} & \delta \end{vmatrix}. \tag{D.7}$$
Using the Jacobi identity (D.1), we obtain

\[ A = \begin{vmatrix}
0 & \alpha_{1,2} & \cdots & \alpha_{1,2N-1} & \alpha_{1,2N} & a_1 & b_1 \\
-\alpha_{1,2} & 0 & \cdots & \alpha_{2,2N-1} & \alpha_{2,2N} & a_2 & b_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
-\alpha_{1,2N-1} & -\alpha_{2,2N-1} & \cdots & 0 & \alpha_{2N-1,2N} & a_{2N-1} & b_{2N-1} \\
-\alpha_{1,2N} & -\alpha_{2,2N} & \cdots & -\alpha_{2N-1,2N} & 0 & a_{2N} & b_{2N} \\
c_1 & c_2 & \cdots & c_{2N-1} & c_{2N} & \alpha & \beta \\
d_1 & d_2 & \cdots & d_{2N-1} & d_{2N} & \gamma & \delta
\end{vmatrix}.\]
From (D.7), we obtain

\[
\begin{vmatrix}
0 & a_{1,2} & \cdots & a_{1,2N-1} & a_{1,2N} & a_1 \\
-a_{1,2} & 0 & \cdots & a_{2,2N-1} & a_{2,2N} & a_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
-a_{1,2N-1} & -a_{2,2N-1} & \cdots & 0 & a_{2N-1,2N} & a_{2N} \\
-a_{1,2N} & -a_{2,2N} & \cdots & -a_{2N-1,2N} & 0 & a_{2N} \\
d_1 & d_2 & \cdots & d_{2N-1} & d_{2N} & \gamma \\
\end{vmatrix}
\]

\[
= \begin{vmatrix}
0 & a_{1,2} & \cdots & a_{1,2N-1} & a_{1,2N} & a_1 & b_1 \\
-a_{1,2} & 0 & \cdots & a_{2,2N-1} & a_{2,2N} & a_2 & b_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
-a_{1,2N-1} & -a_{2,2N-1} & \cdots & 0 & a_{2N-1,2N} & a_{2N} & b_{2N-1} \\
-a_{1,2N} & -a_{2,2N} & \cdots & -a_{2N-1,2N} & 0 & a_{2N} & b_{2N} \\
c_1 & c_2 & \cdots & c_{2N-1} & c_{2N} & \alpha & \beta \\
d_1 & d_2 & \cdots & d_{2N-1} & d_{2N} & \gamma & \delta \\
\end{vmatrix}
\]

\[
\begin{vmatrix}
\alpha_{1,2} & \alpha_{1,3} & \cdots & a_{1,2N} & a_1 & c_1 \\
\alpha_{2,3} & \cdots & a_{2,2N} & a_2 & c_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\alpha_{2N-1,2N} & \alpha_{2N-1} & \cdots & a_{2N} & c_{2N} & \alpha \\
\end{vmatrix}
\]

\[
\begin{vmatrix}
\alpha_{1,2} & \alpha_{1,3} & \cdots & a_{1,2N} & b_1 & d_1 \\
\alpha_{2,3} & \cdots & a_{2,2N} & b_2 & d_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\alpha_{2N-1,2N} & \alpha_{2N-1} & \cdots & b_{2N} & d_{2N} & \delta \\
\end{vmatrix}
\]

\[
\begin{vmatrix}
\alpha_{1,2} & \alpha_{1,3} & \cdots & a_{1,2N} & b_1 & c_1 \\
\alpha_{2,3} & \cdots & a_{2,2N} & b_2 & c_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\alpha_{2N-1,2N} & \alpha_{2N-1} & \cdots & b_{2N} & c_{2N} & \beta \\
\end{vmatrix}
\]

\[
\begin{vmatrix}
\alpha_{1,2} & \alpha_{1,3} & \cdots & a_{1,2N} & a_1 & d_1 \\
\alpha_{2,3} & \cdots & a_{2,2N} & a_2 & d_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\alpha_{2N-1,2N} & \alpha_{2N-1} & \cdots & a_{2N} & d_{2N} & \gamma \\
\end{vmatrix}
\]

(E.1)
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