Transmission–Distribution Cosimulation: Analytical Methods for Iterative Coupling

Gayathri Krishnamoorthy, Student Member, IEEE, and Anamika Dubey, Member, IEEE

Abstract—With the increased penetrations of distributed energy resources (DERs), the need for integrated transmission and distribution system analysis (T&D) is imperative. This paper presents an integrated unbalanced T&D analysis framework using an iteratively coupled cosimulation approach. The unbalanced T&D systems are solved separately using dedicated solvers. An iterative approach is developed for T&D interface coupling and to ensure convergence of the boundary variables. To do so, analytical expressions governing the T&D interface are obtained. First-order and second-order convergent methods using fixed-point iteration (FPI) method and Newton’s method, respectively, are proposed to solve the system of nonlinear T&D interface equations. The proposed framework is tested using an integrated T&D system model comprised of 9-bus IEEE transmission test system integrated with a real-world 6000-bus distribution test system. The results show that the proposed framework can model the impacts of system unbalance and increased demand variability on integrated T&D systems and converges during stressed system conditions. As expected, Newton’s method converges faster with a fewer number of iterations as compared with FPI method and the improvements are more pronounced during high levels of system unbalance and high loading conditions.
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I. INTRODUCTION

With the incentivized rapid decarbonization of electric power generation industry and aggressive renewable portfolio standards (RPS), the electric power delivery (T&D) system is expected to transform rapidly in the foreseeable future [1]. Several exploratory studies have pointed out that the ongoing and future large-scale DER deployment projects can potentially affect the regional transmission grid operations [2], [3]. In order to evaluate and mitigate the associated challenges, new tools capable of capturing the interactions between T&D systems are required. The inherent differences in the modeling and analysis of the two systems coupled with the problem of solving a very large-scale integrated T&D system model makes this a nontrivial problem [4].

A majority of the existing DER interconnection studies utilize a decoupled T&D system model and ignore T&D interactions. Owing to the need for capturing T&D interactions, lately, increasing efforts have been put forward to develop simulation tools capable of combined T&D modeling and analysis. The existing frameworks can be broadly categorized as standalone T&D system models [5], [6], and cosimulation platforms [7]–[13]. The standalone T&D models are computationally intensive and not practical for simulating a large-scale integrated T&D system [8]. On the other hand, a cosimulation platform efficiently simulates a large-scale integrated T&D system. A T&D cosimulation framework interfaces the simulators of multiple interacting domains by enabling communication, data exchange, and time synchronization. Owing to their computational advantage, several frameworks including FNCS [7], IGMS [8], HELICS [9] have been recently developed to facilitate T&D cosimulation.

The existing T&D cosimulation frameworks, however, are limited in accurately modeling T&D interactions as these conduct transmission system analyses using a balanced positive sequence power flow that does not account for unbalanced load conditions [7]–[10]. Furthermore, the existing cosimulation methods loosely couple T&D systems introducing errors in the solutions [7], [8]. A few recent articles address this problem. For example, in [10], a tightly coupled interface protocol was used for quasi-static T&D simulations. However, the transmission network was solved using a positive sequence model that cannot capture unbalanced loading conditions. In our prior work, an iteratively coupled cosimulation framework for unbalanced T&D systems was developed, however, the convergence was achieved by simply exchanging the boundary variables [14]. Similarly, in [11], Huang and Vittal have solved an unbalanced three-phase integrated T&D system model where boundary variables were exchanged iteratively. The existing literature including our prior work does not provide a mathematical analysis of the iterative cosimulation interface. Furthermore, the rate of convergence for iterative cosimulation methods for a large-scale system will increase with the adverse load conditions requiring new methods to enable a faster convergence.

In this paper, an approach to iteratively couple T&D models using cosimulation is developed that is suitable for the integrated analysis of T&D systems subject to unbalanced load conditions and significant variations in load demand. The proposed framework is comprised of three modules: a three-sequence ac power flow for the transmission system, a three-phase ac power flow for the distribution system, and an iterative coupling approach at the T&D interface. The novelty of this paper lies in the proposed analytical formulations for the boundary variable update rules.
for iterative T&D coupling also termed as coiteration rules. To this regard, we obtain models for T&D cosimulation interface and propose first- and second-order convergent techniques based on fixed-point iteration (FPI) and Newton’s method to solve the associated nonlinear T&D interface equations. The proposed iterative coupling technique can be easily incorporated into any existing cosimulation platform capable of coiteration such as HELICS. It should be noted that this paper does not intend to replace the existing large-scale cosimulation platforms, but aims to propose advances that will help refine the existing modeling and cosimulation techniques. The major focus is on developing improved methods with faster convergence for iterative coupling of accurately modeled T&D systems.

Both first- and second-order methods proposed to solve iteratively coupled T&D system are validated for stressed system conditions. The test system is comprised of a 9-bus IEEE transmission test system [15] integrated with EPRI Ckt24 distribution feeders [16]. It is observed that Newton’s method converges faster when compared with FPI method and the computational advantages are more pronounced for severe unbalance and high loading conditions. It should be noted that this paper focuses on developing T&D interface for quasi-static power system cosimulation. The proposed update rules can potentially be extended to iteratively coupled dynamic T&D cosimulation. However, the analysis of dynamic cosimulation is not within the scope of this paper. The major contributions of this paper are as follows.

1) **Mathematical Representation of T&D Cosimulation Interface**: The cosimulation interface is represented using a set of nonlinear equations that appropriately represent the interface coupling and individual subsystem equations.

2) **First-Order and Second-Order Updates Using Fixed-Point Iteration and Newton’s Method**: The nonlinear interface equations are solved iteratively. The first-order update employs FPI algorithm while second-order updates are based on Newton’s method using Jacobian-based update rule.

3) **Accurate Simulation During System Unbalance and Demand Variability**: The strength of the proposed iterative coupling framework in modeling the demand unbalance and variability issues is demonstrated using multiple case studies. Also, it is validated that the three-sequence transmission model leads to an accurate T&D cosimulation during unbalance.

The rest of this paper is organized as follows. Section II presents the need for the tightly coupled T&D cosimulation platform. Section III describes the proposed cosimulation approach. Section IV presents the mathematical model for cosimulation and derives update rules for FPI and Newton’s method. Section V details results and discussions followed by conclusion in Section VI.

### II. NEED FOR ITERATIVELY COUPLED T&D COSIMULATION FRAMEWORK

As discussed previously, the combined T&D simulation can be achieved using standalone T&D system models and cosimulation approach. The major limitation of the standalone unified modeling approach is the cost of simulation. Given that the detailed model of a typical distribution feeder includes thousands of buses/nodes, a standalone T&D model is usually too complex to simulate and analyze using a single tool. In addition, the standalone models do not take the advantage of legacy power systems modeling and simulation platform. It should be noted that the electric power transmission systems and distribution systems are significantly different. While transmission systems are largely balanced with low R/X ratio and highly meshed, a typical distribution feeder is highly unbalanced, include single-phase loads and laterals, and is radial in configuration. Owing to these differences, the solution approach used for the two networks also differ. The Newton–Raphson method is adopted to solve power flow model for transmission systems while distribution systems are solved using forward–backward sweep or current injection methods. There are multiple other functional differences between the two systems making it impractical and inefficient to bring together all of the functionalities of individual legacy software tools into a single simulation environment. Consequently, it is more efficient to use cosimulation methods that bring the individual legacy tools together to perform the combined T&D simulation studies without having to make changes to the individual legacy platforms.

Next, we discuss the need for an iteratively/tightly coupled T&D cosimulation approach. The loosely coupled cosimulation methods are accurate only when the changes in distribution system loading characteristics, both load unbalance and demand variability, are slower than the simulation time step at which the two systems are solved and the solutions are exchanged. Otherwise, the loosely coupled model introduces simulation errors [8]. This is because, in the loosely coupled models, the time step for individual T&D simulators is advanced without making the boundary variables converge. The primary assumption is that the changes in power system loads are rather slow and the system converges over multiple time steps. This limits the applicability of the existing framework when modeling faster load/DER variations. In an actual cosimulation platform, the simulation time step must not advance until the boundary variables for both transmission and distribution systems have converged. This requires an iteratively or tightly coupled cosimulation approach.

### III. TRANSMISSION AND DISTRIBUTION COSIMULATION FRAMEWORK

The primary objective of this paper is to bring the cosimulation platform closer to the standalone unified models of T&D systems. To do so, transmission and distribution systems are modeled in full three-phase representation. For cosimulation, a novel iterative framework is proposed that allows for T&D coupling by iteratively solving nonlinear T&D interface equations using first- and second-order convergent methods.

#### A. Transmission and Distribution System Quasi-Static Model

The cosimulation platforms currently available in the literature, perform transmission system analysis using a balanced positive sequence ac power flow. The increase in DER penetrations on distribution systems may increase demand unbalance rendering the positive sequence models inapplicable.
for integrated T&D system analysis. Therefore, a detailed three-phase power flow analysis is required for transmission systems.

In this paper, a three-sequence model for the transmission system is developed using a sequence component method [17]. The three-sequence model can represent the effects of unbalanced loads and untransposed transmission lines while not significantly increasing the computational complexity of the power flow analysis. The three-phase transmission system is decoupled into three independent sequence circuits by replacing the off-diagonal elements with the respective compensation current injections [17]. The decoupled three-sequence models are solved separately. The positive sequence model is solved using the Newton–Raphson method. The negative- and zero-sequence models are solved using linear equations. The process is iterative and repeated until the change in positive sequence power flow due to negative- and zero-sequence components is within the tolerance. (Please refer to [17] for details). Similarly, the distribution system is modeled in full three-phase representation. The three-phase modeling and quasi-static analysis is done using OpenDSS [18].

B. Cosimulation Approach

The main contribution of this paper is to develop faster algorithms to iteratively couple the T&D systems and allow for interface convergence using multiple cosimulation iterations/coiterations. The proposed coiteration approach analytically solves the nonlinear T&D interface equations using first- and second-order convergent methods and provides a mathematical treatment to the cosimulation problem. The general principle is as follows. At a given time step of the quasi-static simulation, the T&D systems are solved separately using their respective solvers. This step solves decoupled T&D models where the transmission system solver models the connected distribution network as an equivalent load and the distribution solver models the upstream transmission bus as a voltage source. The bus voltages and angles obtained from transmission network solver and active and reactive power flow obtained from distribution network solver at the point-of-common-coupling (PCC) are referred to as boundary variables (see Fig. 1). After decoupled T&D systems are solved, boundary variables are tested for convergence. If the tolerance limit is not satisfied, the cosimulation stage begins. At a given cosimulation iteration (coiteration), T&D systems have partially correct information about the boundary variables that need updating. The decoupled representations for T&D networks are updated at each coiteration using the proposed update rules for boundary variables, further details are given in Section III. With updated boundary variables, the decoupled T&D models are solved again. The coiterations are repeated until the errors in boundary variables obtained from decoupled models are within the prespecified tolerance.

C. Interface Architecture and Time Coordination

The transmission system modeling and three-sequence power flow analysis is done using MATLAB. The modeling and analysis of the three-phase distribution system is done using OpenDSS. The interface protocol for T&D simulators and their time synchronization is done using a master algorithm written in MATLAB, referred to as cosimulation interface (see Fig. 1). The module for cosimulation interface synchronizes the time between different simulators and implements the coiteration protocols. The cosimulation interface provides two types of output to all interacting simulators: a timing signal and boundary variable updates. The timing signal ensures that none of the simulators advance to the next time step until the integrated T&D model has converged for the current time step. The cosimulation interface also includes an algorithm for coiteration that updates the boundary variables and uses internal logic to evaluate if the convergence has reached and should the simulation advance to the next time step. Note that this paper employs a parallel or Jacobi communication scheme [13]. This means that the variables are simultaneously updated for all interacting simulators.

IV. ANALYTICAL MODEL FOR T&D INTERFACE AND ITERATIVE COUPLING/COITERATION

An analytical model is developed for the abstract representation of the coupled T&D system using a set of nonlinear equations for subsystem solvers and cosimulation interface. First- and second-order convergent methods are proposed to solve the nonlinear interface equations.

A. Interface Equations

In quasi-static model for coupled T&D system, transmission system is solved using three-sequence analysis while distribution system is solved using a three-phase power flow. The input and output parameters for the subsystem representing transmission system are complex per-phase power demand at the PCC \((S_T)\) and sequence voltages at PCC \((V_T)\), respectively. Similarly, the input and output parameters for the subsystem representing distribution system are phase voltages at PCC \((V_D)\), and complex per-phase power demand at the PCC \((S_D)\), respectively. The mathematical equations governing the coupled system are given...
in the following equations:

\[ V_T = f_1(S_T) \]  \hfill (1)
\[ S_D = f_2(V_D) \]  \hfill (2)
\[ S_T - S_D = 0 \]  \hfill (3)
\[ T(V_D) - V_T = 0 \]  \hfill (4)

where

\[ f_1(x) \] nonlinear equations for three-sequence power flow;
\[ f_2(x) \] nonlinear equations for three-phase power flow.

\[ S_T = \begin{bmatrix} S_a \\ S_b \\ S_c \end{bmatrix}, S_D = \begin{bmatrix} S_a \\ S_b \\ S_c \end{bmatrix}, V_T = \begin{bmatrix} V_0 \\ V_1 \\ V_2 \end{bmatrix}, V_D = \begin{bmatrix} V_a \\ V_b \\ V_c \end{bmatrix}, \]
\[ T = \frac{1}{3} \begin{bmatrix} 1 & 1 & 1 \\ 1 & a & a^2 \\ 1 & a^2 & a \end{bmatrix}. \]

Note that (1) and (2) are solved using the subsystem solvers. The mathematical model for the cosimulation interface is detailed next. We define interface equations as a set of nonlinear equations as follows:

\[ I_T(S_T, V_D) : S_T - f_2(V_D) = 0 \]  \hfill (5)
\[ I_D(S_T, V_D) : T(V_D) - f_1(S_T) = 0. \]  \hfill (6)

The residual components for each system based on a given subsystem solution are defined as the following:

\[ R_T = S_T - f_2(V_D) \]  \hfill (7)
\[ R_D = T(V_D) - f_1(S_T). \]  \hfill (8)

The cosimulation interface shown in Fig. 1 solves nonlinear equations defined in (5) and (6) subject to (1) and (2). The approach is detailed in Algorithm 1. First, subsystem equations, (1) and (2), are solved in parallel. The roots (output) of the subsystem equations are used for residual evaluation of the coupled system at the interface using (7) and (8). A global interface residual vector \( \mathcal{R} \) is defined to evaluate the condition for the convergence of the cosimulation framework, where \( \epsilon_1 \) and \( \epsilon_2 \) are predefined tolerance parameters (9). The objective is to iteratively solve interface equations defined in (5) and (6) until the residual evaluated using (7) and (8) are within a permissible error tolerance. If convergence criteria is not met, the boundary variables are updated. The update rules for boundary variables are derived in Sections III-B and III-C for FPI and Newton’s method, respectively. The process is repeated until the boundary variables converge.

\[ \mathcal{R} = \begin{bmatrix} R_T \\ R_D \end{bmatrix} \leq \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \end{bmatrix}. \]  \hfill (9)

### B. Fixed-Point Coiteration Method

The FPI method is one of the classic Jacobian-free solution techniques to solve nonlinear system of equations. The approach is to transform the root finding problem to a fixed-point problem. For a set of nonlinear equations defined as \( f(x) = 0 \), the FPI update sequence is given as the following (10), where \( \alpha \in \mathcal{R} \) is

\[ x_{n+1} = x_n \pm \alpha f(x_n). \]  \hfill (10)

Using FPI method, the updates for solving (5)–(6) are defined in (11)

\[ \begin{bmatrix} S_T(n+1) \\ V_D(n+1) \end{bmatrix} = \begin{bmatrix} S_T(n) \\ V_D(n) \end{bmatrix} + \alpha \begin{bmatrix} S_T(n) - f_2(V_D(n)) \\ V_D(n) - T^{-1}(f_1(S_T(n))) \end{bmatrix}. \]  \hfill (11)

For \( \alpha = -1 \), the FPI updates are given by

\[ \begin{bmatrix} S_T(n+1) \\ V_D(n+1) \end{bmatrix} = \begin{bmatrix} f_2(V_D(n)) \\ T^{-1}(f_1(S_T(n))) \end{bmatrix}. \]  \hfill (12)

The algorithm for implementing the FPI method for the coupled T&D system is detailed in Algorithm 1. The cosimulation interface only focuses on solving interface equations and updating input to the two subsystems i.e. \( S_T \) and \( V_D \). The nonlinear equations for individual subsystems are solved using subsystem solvers. Until the convergence criteria is met, the input to the individual subsystems is updated using the FPI coiteration sequence defined in (11). For \( \alpha = -1 \), the FPI updates are the subsystem solutions obtained in the previous time step. This method, therefore, iteratively exchanges the subsystem solutions until the boundary variables converge.

### C. Newton-Based Coiteration Method

Newton’s method to solve the nonlinear system of equations, \( f(x) = 0 \), requires the first derivative of the function, i.e., \( f'(x) \). The iterative sequence for solving \( f(x) = 0 \) using

**Algorithm 1: Solving Coupled System: FPI and Newton’s method.**

Initialize time index for the time-series simulation, \( t = 1 \).

**for** \( t = 1, \dots, T \) **do**

Initialize Input Variables: \( iS_T, iV_D \)

Initialize iteration count, \( n = 1 \)

Solve subsystems in parallel

\( iV_T(n) = f_1(iS_T(n)) \)
\( iS_D(n) = f_2(iV_D(n)) \)

Check residual at the interface

\( iR(n) = \begin{bmatrix} iS_T(n) - iS_D(n) \\ iV_D(n) - T^{-1}(iV_T(n)) \end{bmatrix} \)

**// Iteration loop**

while \( iR(n) \geq \epsilon \) **do**

Update boundary variables for next iteration

Update rule for FPI method

\[ \begin{bmatrix} iS_T(n+1) \\ iV_D(n+1) \end{bmatrix} = \begin{bmatrix} iS_D(n) \\ iV_D(n+1) \end{bmatrix} \]

Update rule for Newton’s Method

\[ \begin{bmatrix} iS_T(n+1) \\ iV_D(n+1) \end{bmatrix} = \begin{bmatrix} iS_D(n) \\ iV_D(n+1) \end{bmatrix} \cdot \begin{bmatrix} \Delta S_T \\ \Delta V_D \end{bmatrix} \]

Increment iteration count

\( n = n+1 \)

Solve subsystems in parallel

\( iV_T(n) = f_1(iS_T(n)) \)
\( iS_D(n) = f_2(iV_D(n)) \)

Check residual at the interface

\( iR(n) = \begin{bmatrix} iS_T(n) - iS_D(n) \\ iV_D(n) - T^{-1}(iV_T(n)) \end{bmatrix} \)

end
Newton’s method is given as follows:

\[ x_{n+1} = x_n - \Delta x \]

\[ \Delta x = J(f(x_n))^{-1} f(x_n) \]  \hspace{1cm} (13)

where \( J \) is the Jacobian operator.

For the T&D cosimulation problem, the system of nonlinear equations to be solved are the interface equations \( I_T(S_T, V_D) \) and \( I_D(S_T, V_D) \) defined in (5) and (6). The algorithm for solving (5) and (6) is detailed in Algorithm 1 and described as follows. Same as the FPI method, the interface equations are solved iteratively until the residuals defined in (7) and (8) are within the permissible error tolerance. Until the convergence criterion is met, the input to the individual subsystems, i.e., \( S_T \) and \( V_D \), are updated using the Jacobian-based update rule derived in the following sections.

1) Defining Jacobian Operator and Update Rule: This section presents the Jacobian-based update rule for solving (5) and (6). First, we define Jacobian operator \( J \) obtained by differentiating (5) and (6) wrt, variables \( S_T \) and \( V_D \):

\[ J = \begin{bmatrix} \frac{\partial I_T}{\partial S_T} & \frac{\partial I_T}{\partial V_D} \\ \frac{\partial I_D}{\partial S_T} & \frac{\partial I_D}{\partial V_D} \end{bmatrix} = \begin{bmatrix} \frac{\partial S_T}{\partial S_T} & \frac{\partial S_T}{\partial V_D} \\ \frac{\partial V_D}{\partial S_T} & \frac{\partial V_D}{\partial V_D} \end{bmatrix} - \begin{bmatrix} \frac{\partial f_1(S_T)}{\partial S_T} & \frac{\partial f_1(S_T)}{\partial V_D} \\ \frac{\partial f_2(V_D)}{\partial S_T} & \frac{\partial f_2(V_D)}{\partial V_D} \end{bmatrix} \]  \hspace{1cm} (14)

where

\[ \frac{\partial S_T}{\partial S_T} = \begin{bmatrix} \frac{\partial P_a}{\partial P_a} & \frac{\partial P_a}{\partial P_b} \\ \frac{\partial P_b}{\partial P_a} & \frac{\partial P_b}{\partial P_b} \end{bmatrix} = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}, I = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]

\[ \frac{\partial f_2(V_D)}{\partial V_D} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]

\[ \frac{\partial TV_D}{\partial V_D} = T, \frac{\partial f_1(S_T)}{\partial S_T} = \begin{bmatrix} \frac{\partial V_0}{\partial S_a} & \frac{\partial V_0}{\partial S_b} & \frac{\partial V_0}{\partial S_c} \\ \frac{\partial V_1}{\partial S_a} & \frac{\partial V_1}{\partial S_b} & \frac{\partial V_1}{\partial S_c} \\ \frac{\partial V_2}{\partial S_a} & \frac{\partial V_2}{\partial S_b} & \frac{\partial V_2}{\partial S_c} \end{bmatrix} \]

Note that the terms corresponding to (5) in \( J \) are real and defined in terms of real and reactive power demand \( (P_T, Q_T) \), and absolute values of phase voltages \(|V_D|\). On the other hand, the terms corresponding to (6) in \( J \) are defined in terms of complex quantities, i.e., complex power demand \( S_T \) and complex sequence voltages \( V_T \). Due to the different modalities of terms in \( J \), (5) and (6) cannot be solved simply using the update rule specified in (13). To solve this problem first, we write the update equations for solving (5) and (6) using \( J \) separately in (15). Next, we develop an iterative Newton-based method to solve for \( \Delta S_T \) and \( \Delta V_D \) by iteratively solving (15) using \( J \) defined in (14)

\[ \begin{bmatrix} \Delta P_T \\ \Delta Q_T \end{bmatrix} = \begin{bmatrix} \frac{\partial f_1(S_T(n))}{\partial S_T} \frac{\partial f_2(V_D(n))}{\partial V_D} \end{bmatrix} \begin{bmatrix} \Delta S_T \\ \Delta V_D \end{bmatrix} = \begin{bmatrix} P_T(n) - P_D(n) \\ Q_T(n) - Q_D(n) \end{bmatrix} \]

\[ \begin{bmatrix} \Delta S_T \\ \Delta V_D \end{bmatrix} = \left( \frac{\partial f_1(S_T)}{\partial S_T} + \frac{\partial f_2(V_D)}{\partial V_D} \right) \Delta S_T + T \Delta V_D = T (V_D(n)) - V_T(n). \]  \hspace{1cm} (15)

The updates are obtained using the set of equations defined in (16)–(18). Starting with \( \Delta S_T = 0 \), (16) is solved to obtain \( \Delta V_D \). Using \( \Delta V_D \), (17) and (18) are solved to obtain \( \Delta S_T \). The process is repeated until the changes in updates are not significant. Note that the proposed Newton-based method employs exactly the Jacobian operator \( J \) that is approximated over multiple iterations of the following equations:

\[ \begin{align*}
\Delta V_D &= T^{-1} \left( T(V_D(n)) - V_T(n) + \frac{\partial f_1(S_T(n))}{\partial S_T} \Delta S_T \right) \\
\Delta Q_T &= \begin{bmatrix} P_T(n) - P_D(n) \\ Q_T(n) - Q_D(n) \end{bmatrix} + \frac{\partial f_2(V_D(n))}{\partial V_D} \begin{bmatrix} \Delta S_T \\ \Delta V_D \end{bmatrix} \end{align*} \]  \hspace{1cm} (16)

\[ \begin{align*}
\Delta S_T &= \Delta P_T + j \Delta Q_T. \\
\Delta V_D &= T^{-1} \left( T(V_D(n)) - V_T(n) + \frac{\partial f_1(S_T(n))}{\partial S_T} \Delta S_T \right) \]  \hspace{1cm} (17)

2) Calculate Jacobian Operator: We present an approach to derive the expressions for the Jacobian operator \( J \) using the Thevenin equivalent representations for the two subsystems. The Thevenin equivalent models, as seen from PCC, for both subsystems for a coupled T&D system are shown in Fig. 2. We define Thevenin equivalent at the PCC for Subsystem-1 using equivalent impedance matrix \( (Z_T) \) and the voltage at PCC \( (V_T) \) and for Subsystem-2 using equivalent impedance matrix \( (Z_D) \) and the voltage at PCC \( (V_D) \)

\[ Z_T = \begin{bmatrix} Z_{aa,T} & Z_{ab,T} & Z_{ac,T} \\ Z_{ab,T} & Z_{bb,T} & Z_{bc,T} \\ Z_{ac,T} & Z_{bc,T} & Z_{cc,T} \end{bmatrix} = \begin{bmatrix} Y_{aa,T} & Y_{ab,T} & Y_{ac,T} \\ Y_{ab,T} & Y_{bb,T} & Y_{bc,T} \\ Y_{ac,T} & Y_{bc,T} & Y_{cc,T} \end{bmatrix}^{-1} \]

\[ Z_D = \begin{bmatrix} Z_{aa,D} & Z_{ab,D} & Z_{ac,D} \\ Z_{ab,D} & Z_{bb,D} & Z_{bc,D} \\ Z_{ac,D} & Z_{bc,D} & Z_{cc,D} \end{bmatrix} = \begin{bmatrix} Y_{aa,D} & Y_{ab,D} & Y_{ac,D} \\ Y_{ab,D} & Y_{bb,D} & Y_{bc,D} \\ Y_{ac,D} & Y_{bc,D} & Y_{cc,D} \end{bmatrix}^{-1} \]
First, the analytical expressions for the individual terms in matrix $\frac{\partial Z_d(V_o)}{\partial V_o}$ are derived using the Thevenin equivalent circuit for Subsystem-2. Note that this matrix represents the change in complex power consumption in Subsystem-2, $S_D$, wrt. the change in input voltages, $V_D$, at the PCC. Using analytical expressions for phase currents and power flows, the individual terms for $\frac{\partial Z_d(V_o)}{\partial V_o}$ are calculated as a function of $Z_D$ in (19)–(21). The Thevenin equivalent for Subsystem-2 ($Z_D$) is obtained using OpenDSS in fault study mode which is then used to calculate the required matrix using the following equations:

$$I_a = Y_{aa,D}V_a + Y_{ab,D}V_b + Y_{ac,D}V_c$$

$$S_a = P_a + jQ_a = V_a(I_a)^*$$

$$\partial S_a \partial |V_a| = \partial P_a \partial |V_a| + j \partial Q_a \partial |V_a| = 2 * Y_{aa,D}V_a^* + \frac{Y_{ab,D}V_b^*}{|V_a|} + \frac{Y_{ac,D}V_c^*}{|V_a|}$$

$$\partial S_a \partial |V_b| = \partial P_b \partial |V_b| + j \partial Q_b \partial |V_b| = \frac{V_aY_{ab,D}V_b^*}{|V_b|}$$

$$\partial S_a \partial |V_c| = \partial P_c \partial |V_c| + j \partial Q_c \partial |V_c| = \frac{V_aY_{ac,D}V_c^*}{|V_c|}$$

$$I_b = Y_{ab,D}V_a + Y_{bb,D}V_b + Y_{bc,D}V_c$$

$$S_b = P_b + jQ_b = V_b(I_b)^*$$

$$\partial S_b \partial |V_a| = \partial P_b \partial |V_a| + j \partial Q_b \partial |V_a| = 2 * Y_{bb,D}V_b^* + \frac{Y_{ab,D}V_a^*}{|V_b|} + \frac{Y_{bc,D}V_c^*}{|V_b|}$$

$$\partial S_b \partial |V_b| = \partial P_b \partial |V_b| + j \partial Q_b \partial |V_b| = \frac{V_bY_{bb,D}V_b^*}{|V_b|}$$

$$\partial S_b \partial |V_c| = \partial P_c \partial |V_c| + j \partial Q_c \partial |V_c| = \frac{V_bY_{bc,D}V_c^*}{|V_c|} + \frac{V_cY_{bc,D}V_c^*}{|V_c|}$$

$$I_c = Y_{ac,D}V_a + Y_{bc,D}V_b + Y_{cc,D}V_c$$

$$S_c = P_c + jQ_c = V_c(I_c)^*$$

$$\partial S_c \partial |V_a| = \partial P_c \partial |V_a| + j \partial Q_c \partial |V_a| = 2 * Y_{ac,D}V_a^* + \frac{Y_{bc,D}V_b^*}{|V_c|} + \frac{Y_{cc,D}V_c^*}{|V_c|}$$

$$\partial S_c \partial |V_b| = \partial P_c \partial |V_b| + j \partial Q_c \partial |V_b| = \frac{V_cY_{bc,D}V_c^*}{|V_b|}$$

$$\partial S_c \partial |V_c| = \partial P_c \partial |V_c| + j \partial Q_c \partial |V_c| = \frac{V_bY_{bc,D}V_b^*}{|V_c|}$$

Similarly, we define matrix $\frac{\partial Z_d(V_o)}{\partial V_o}$ using the Thevenin equivalent circuit of Subsystem-1 in (22)–(24). This matrix calculates the change in sequence voltages at the PCC, $V_T$, wrt., complex power demand at the PCC, $S_T$. Note that unlike (19)–(21), the expressions in (22)–(24) do not explicitly depend upon the Thevenin impedance matrix of Subsystem-1, $Z_T$. Therefore, we do not calculate $Z_T$. The calculation of $\frac{\partial Z_d(V_o)}{\partial V_o}$ only requires complex current at the T&D interface which is directly obtained from the Subsystem-1 solver.

$$\frac{V_a}{V_b} = \begin{bmatrix} 1 & 1 & 1 \\ 1 & a^2 & a \\ 1 & a & a^2 \end{bmatrix} \begin{bmatrix} V_0 \\ V_1 \\ V_2 \end{bmatrix}$$

$$\frac{I_a}{I_b} = \begin{bmatrix} Z_{aa,T} & Z_{ab,T} & Z_{ac,T} \\ Z_{bb,T} & Z_{bc,T} & Z_{cc,T} \end{bmatrix}^{-1} \begin{bmatrix} V_a \\ V_b \\ V_c \end{bmatrix}$$

$$S_a = (V_0 + V_1 + V_2)I_a^*$$

$$S_b = (V_0 + a^2V_1 + aV_2)I_b^*$$

$$S_c = (V_0 + aV_1 + a^2V_2)I_c^*$$

$$\frac{\partial V_0}{S_a} = \frac{1}{I_a} \frac{\partial V_1}{S_a} = \frac{1}{I_a} \frac{\partial V_2}{S_a} = \frac{1}{I_a}$$

$$\frac{\partial V_0}{S_b} = \frac{1}{I_b} \frac{\partial V_1}{S_b} = \frac{1}{I_b} \frac{\partial V_2}{S_b} = \frac{1}{aI_b}$$

$$\frac{\partial V_0}{S_c} = \frac{1}{I_c} \frac{\partial V_1}{S_c} = \frac{1}{aI_c} \frac{\partial V_2}{S_c} = \frac{1}{a^2I_c}$$

3) Iterative Newton-Based Approach: For a given iteration of cosimulation, the boundary variables obtained from the subsystem solvers, i.e., $V_T$ and $S_T$ are available. The current values of boundary variables are used to calculate $J$ by evaluating (19)–(24). Next, $J$ is used to obtain the Newton-based updates defined in (16)–(18). Although updates require iteratively solving (16)–(18), in practice not more than two iterations are required to achieve sufficient accuracy. Using the current values of updates, the inputs to the subsystem solvers, i.e., $S_T$ and $V_D$, are modified and subsystems are solved again in parallel. The second iteration of cosimulation begins and $J$ is recalculated for the new value of boundary variables obtained from the subsystem solvers. This process is repeated until the residuals defined in (7) and (8) are within permissible error tolerance (see Algorithm 1).

Notice that $J$ needs to be updated at each iteration of the cosimulation. This requires updating $Z_D$ and evaluation of the expressions in (19)–(24). The method to obtain Thevenin impedance based on short-circuit analysis using OpenDSS is rather fast (see [18]). Also, since the calculation of $J$ requires evaluation of a few simple mathematical expressions [see (19)–(24)] and updates are obtained without inverting $J$ [see (16)–(18)], the Newton-based approach is fast and scalable.
Although we have derived the update rules using only two subsystems, the proposed approach is general and applicable to a transmission system connected to multiple distribution feeders as demonstrated in the next section. For multiple subsystems, the method requires Thevenin impedance matrix ($Z_D$) for all connected distribution systems at their respective substation buses. Here, $Z_D$ is calculated individually and in parallel by the respective distribution solvers (OpenDSS).

V. RESULTS AND DISCUSSIONS

The proposed cosimulation approach is validated using an integrated T&D test system, with IEEE 9-bus transmission system model and one of the EPRI green circuits, Ckt-24, as distribution system model. The IEEE 9-bus transmission test system includes three generators at buses 1, 2, and 3 and three loads at buses 5, 6, and 8 (see Fig. 3) [15]. EPRI Ckt-24 is based on a real-world feeder and supplies for a total of 3885 customers at 34.5 kV voltage level using two equally loaded feeders [16]. The peak demand recorded at the substation is 52.1 MW and 11.7 MVAr and the feeder is comprised of 87% single-phase/two-phase residential loads. A substation transformer is used to connect the 34.5-kV distribution system to the 230-kV transmission bus.

Two integrated T&D test systems are developed. Test System-1 (TS1) is obtained by replacing the aggregated load at bus 6 of the 9-bus transmission system with EPRI Ckt-24. Test System-2 (TS2) is obtained by replacing all the load points, L5, L6, and L8, of the IEEE 9-bus system with Ckt-24.

A. Convergence for Base Case and Increased System Loading

The base case load scenario simulates the loading condition with no intentional unbalances in the distribution feeder having an approximate per-phase complex power demand equal to 17.8MW + 5.1jMVAr. The cosimulation approach is implemented for both test systems and the load demand and bus voltages at PCC for each iteration are shown in Table I. Table I also shows the number of iterations required by FPI method and Newton’s method to solve the interface equations. It can be seen from the table that phase voltages converge for both cosimulation methods in four iterations. An error tolerance of $10^{-4}$ is used for convergence.

Next, we compare the values of converged positive sequence voltage at bus 6 obtained using the proposed three-sequence transmission model versus those obtained using a positive sequence transmission model; the values for positive sequence voltages are 1.0442 and 1.0441 p.u., respectively. Since the system is balanced, the converged voltages are approximately the same for both transmission system models. The differences in the converged values for the two models are more pronounced with the increase in system unbalance (see Section IV-C).

Both test systems are also compared for different loading conditions. The load multiplier for the distribution feeder is adjusted to increase the demand in all phases. This results in an increased loading without causing any additional unbalance. The results are shown in Table II. In general, as the system loading is increased, both FPI and Newton’s method take a longer time to converge with a proportional increase in the number of iterations. However, Newton’s method converges faster with lesser number of iterations as the system loading increases as shown for cases with load multipliers 2 and 2.5.

B. Model Convergence for Load Unbalance

The proposed cosimulation methods are compared for multiple load unbalance scenarios for both test systems, TS1 and TS2, where unbalance is defined using ANSI C84.1 [19]. The load unbalance is simulated by modifying load allocation factors for the loads connected to one of the phases. We select Phase A to simulate low loading conditions by modifying the load allocation factor. To this regard, both current and voltage unbalance are of interest. Table III shows eight unbalanced loading...
TABLE III
SIMULATED CASES FOR UNBALANCED LOAD CONDITIONS

| Unbalance | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|-----------|---|---|---|---|---|---|---|---|
| Current(%)| 20| 40| 60| 80| 20| 40| 60| 80|
| Voltage(%)| 0.22| 0.80| 1.43| 2.00| 0.39| 1.35| 2.37| 3.00|
| $S_T$(MVA)| 45| 60| 80| 95| 67.5| 90| 120| 142.5|

TABLE IV
NUMBER OF ITERATIONS(N) AND TIME(T) REQUIRED FOR CONVERGENCE FOR UNBALANCED LOAD CONDITIONS

| Unbalance cases | FPI Method | Newton’s Method |
|-----------------|------------|----------------|
|                 | TS-1 | TS-2 | TS-1 | TS-2 |
| Case 1          | 6 | 4.61 | 6 | 6.91 |
| Case 2          | 9 | 6.47 | 10 | 10.71 |
| Case 3          | 11 | 7.73 | 12 | 13.28 |
| Case 4          | 14 | 10.46 | 16 | 17.23 |
| Case 5          | 8 | 8.14 | 9 | 11.81 |
| Case 6          | 12 | 12.06 | 13 | 15.07 |
| Case 7          | 20 | 18.99 | 30 | 21.34 |
| Case 8          | 28 | 22.18 | 42 | 26.98 |

scenarios simulated for both test systems. The unbalance is characterized by the percentage of current and voltage unbalance. For Cases 1–4, current unbalance seen at the PCC is varied from 20%–60%. It is noted that percentage voltage unbalance increases with the increase in percentage current unbalance. Similar to Cases 1–4, Cases 5–8 also simulate a current unbalance of 20%–60% but after increasing the loading of distribution system by 1.5 times. An increased level of voltage unbalance is recorded due to the increased loading.

The maximum number of iterations and time taken for interface equations to converge for both test systems are detailed in Table IV. Both, the unbalance in currents and voltages, affect the system convergence characteristics. For Cases 1–8, as current unbalance is increased, the time and the number of iterations taken to converge by FPI and Newton’s method increases. However, Newton’s method takes fewer iterations to converge in significantly lesser time. The degree of voltage unbalance also affects the time taken for the system to converge. For instance, both Case 4 and 8, result in 60% current unbalance, but due to increased loading in Case 8, the voltage unbalance is higher. Due to this, the FPI method takes 42 iterations to converge in 26.98 s for Case 8 as compared with 16 iterations in 17.23 s for Case 4 when solving Test System-2 (TS2). The performance of Newton’s method is significantly better than the FPI method and the improvements are more pronounced for higher levels of system unbalance. In fact, for Case 8, Newton’s method takes 13 iterations in 15.53 s as compared with 42 iterations in 26.98 s taken by FPI method for TS2. This demonstrates the efficiency and scalability of Newton’s method in highly stressed environments. Another key observation is that the FPI method takes a higher number of iterations for single versus multiple feeder case. The performance of Newton’s method, however, is approximately the same for both single and multifeeder cases. This would be of significant advantage of using Newton’s method for the analysis of a large-scale integrated T&D system with multiple interconnected distribution feeders.

To further describe the solution methodology for FPI and Newton’s method, the solution for interface equations for each iteration corresponding to Case 8 for TS2 is analyzed. The plot for total apparent power at PCC obtained at each iteration using distribution system and transmission system solvers for the two methods is shown in Fig. 4. Similarly, plots for voltage at Phase A of the PCC obtained using distribution and transmission system solvers using two methods are shown in Fig. 5. Note that while solutions and errors for FPI method oscillate before converging, the error for Newton’s method decreases at each iteration, thus allowing for faster convergence.

C. Three-Sequence Versus Positive-Sequence Transmission Model

This section compares the results for cosimulation obtained using a three-sequence transmission model versus a positive-sequence transmission model. The results for the converged positive sequence voltages at bus-6 for the two cases are shown in Table V for different levels of system unbalance. As the unbalance increases, the difference in the converged positive sequence voltages obtained using the two models increases significantly. This indicates that during unbalanced load conditions,
using a positive-sequence transmission system model may lead to significant errors in T&D cosimulation.

To further validate the results, in our prior work, a similar system was simulated in a standalone environment and the results obtained using the proposed cosimulation approach (with three-sequence transmission model) were compared with those obtained from the standalone model [20]. It was validated that the proposed approach closely approximates the standalone model, especially during unbalanced conditions.

### D. Iteratively Coupled Versus Loosely Coupled Method

In this section, the loosely coupled method for cosimulation approach is compared with the proposed iteratively coupled cosimulation model. The test case includes a time-series T&D analysis with high load variability. This case is possible when the distribution feeder is supplying for a high penetration of DERs especially PVs incurring high generation variability. Here, the simulation is carried out for a 60-min duration, where T&D systems are solved at every 1-min interval.

The total three-phase apparent power demand measured at the PCC is shown in Fig. 6. It can be seen that the apparent power demand obtained using the loosely coupled model do not match with those obtained using the iteratively coupled cosimulation approach. The differences are higher during timestamps when load changes are sudden and drastic. Since, the proposed iteratively coupled model allows for convergence of boundary variables at every timestamp, the obtained solutions represent the actual results for the integrated T&D system analysis (also see [20]). The errors incurred in loosely coupled model indicate that it is not able to converge to actual values of system variables for the cases with high load variability.

### E. Cosimulation Models Versus Standalone Model

The cosimulation methods developed in this paper are compared with a monolithic solver for the standalone T&D model. For standalone simulation, IEEE 9-bus system with three-phase details and three Ckt-24 distribution systems connected to its load nodes are simulated in OpenDSS. The power flow equations for the simulated standalone T&D model are solved using OpenDSS. Originally, in this paper, the three distribution systems connected to individual transmission load points were solved by a series implementation (SI) technique. This means that following each solution of transmission system, the three distribution systems are solved independently but is a sequence (one after the other). Please refer to Sections II-B and II-C for more details on the SI technique. Typically, all three distribution systems can be solved together and in parallel by distributing the individual distribution systems to different computer cores [3]. We call this approach the parallel implementation (PI) of cosimulation method. To test PI cosimulation method for added computational advantage, we have implemented both FPI and Newton-based cosimulation approach using the MATLAB Parallel Computing Toolbox. In this implementation, the three distribution systems connected to IEEE 9-bus system are solved simultaneously, i.e., in parallel.

The time taken for solving the eight test cases described in Table III by cosimulation methods (both SI and PI implementation) are compared with the standalone solver. The results are shown in Fig. 7. Newton’s method with parallel implementation converges the fastest for all test cases. Generally, all cosimulation methods converge relatively faster than the standalone model except in Case 8 when FPI method in SI mode takes longer time to converge. However, for the same case (Case 8), the convergence time improves significantly on implementing the FPI method in PI mode, i.e., when the three distribution systems are solved in parallel. Overall, the cosimulation models converge faster than the standalone model for the selected test system especially with parallel implementation.

### VI. Conclusion

This paper presents an iteratively coupled cosimulation framework for an unbalanced integrated T&D system analysis. The primary objective is to bring cosimulation close to
a standalone T&D system model that can accurately model unbalanced load conditions and increased demand variability likely to be realized in feeders with an increased level of DER penetrations. The proposed framework is comprised of a three-sequence ac power flow for the transmission system, a three-phase ac power flow for the distribution system, and an iterative coupling approach for T&D interface. An analytical framework is developed to mathematically represent the T&D cosimulation interface and first- and second-order convergent methods, using FPI and Newton’s method, respectively, are proposed to solve the nonlinear interface equations. The results conclude that the proposed framework converges for different levels of system loading and unbalance conditions. Newton’s method requires less time to converge as compared with FPI method and the standalone model. The improvements in the number of iterations and the time taken to converge are more pronounced for stressed system conditions.
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