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Abstract. Let $\mathcal{E}$ be the set of endomorphisms defined on the $n$-torus. We exhibit an example of a map in $\mathcal{E}$ that is robustly transitive if $\mathcal{E}$ is endowed with the $C^2$ topology but is not robustly transitive if $\mathcal{E}$ is endowed with the $C^1$ topology.

1. Introduction. Whenever we think about dynamical systems’ properties almost inevitably come to mind the concepts of stability and robustness. Loosely speaking, we can say that stability implies same dynamics for maps sufficiently close to each other, and robustness implies the same behavior relative to a specific property for maps sufficiently close to each other. These are both of most importance in the study of any dynamical system.

This work in particular is centered in the study of robust transitivity, meaning by transitive the existence of a forward dense orbit of a point. This may seem at first sight as an unexciting topic since a fair amount of results concerning robust transitivity are known. Nonetheless, the aimed class of maps, the singular endomorphisms about which little to nothing is known; as well as taking on the high dimensional context are undoubtedly a fresh approach to the subject.

To set ideas in order we list up the most relevant known results about the topic. We begin summing up the most studied case: robust transitivity of diffeomorphisms. The image provided by known results is fairly complete. Concerning surfaces, [13] shows that robust transitivity implies Anosov diffeomorphism and manifold $\mathbb{T}^2$; while in $\dim(M) = n$ manifolds, in [3] is proved that robust transitivity implies a dominated splitting.

Going further there is robust transitivity of regular endomorphisms (not globally but locally invertible). The image we have about these is somewhat less complete: we know that volume expanding is a necessary but not sufficient condition for $C^1$ robust transitivity according to [10].
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Carrying on, at last there is the least studied case, robust transitivity of singular maps (non empty critical set). Until 2013 nothing had ever been written on the topic. It was on that year when [1] showed the first example of a $C^1$ transitive singular map. The second example was given only in 2016 by [7], they show a $C^1$ robustly transitive map with a persistent critical set. Nothing more than these two examples was known until that time.

Either so, there have been recent further advances on the topic: in 2019 [11] and [12] set the state of the art proving that partial hyperbolicity is a necessary condition for robust transitivity of singular surface endomorphisms, that the only surfaces that support them are $T^2$ and the Klein bottle, and that they belong to the homotopy class of a linear map with an eigenvalue of modulus larger than one.

Now, about the present work, the construction carried on in [7] allows the existence of an endomorphism of $T^2$ with persistent critical set which is $C^2$ but not $C^1$ robustly transitive, a result appearing in [8] which this article generalizes to the higher dimensional torus $T^n$. It’s worth to mention that the proof is inspired in the preceding ideas but with a significantly simpler approach and construction.

1.1. Sketch of the Construction. Starting from a matrix with integer coefficients of absolute value larger than one we build and endomorphism of $T^n$ that presents a persistent critical set and admits a field of unstable cones. We choose a critical point and a neighborhood of it and perform a perturbation there. It provides with a new map that collapses an open set to an invariant hyperplane so it can not be $C^1$ transitive. Next, we prove that the map is $C^2$ robustly transitive by following curves whose velocities lie inside the unstable cones until they escape the critical region and then apply the classical argument for robust transitivity using open sets since no open set collapses in the $C^2$ topology.

The reader is also provided with a thorough description of the critical set and the critical points.

2. Preliminaries. We begin recalling some basic definitions. We assume the reader to be familiar with the concepts of real manifold and submanifold, atlas, chart, tangent vector and tangent space, differentiable map and differential of a map, etc. For more details about the contents of this section the reader might refer itself to [4] or [5].

2.1. Dynamical. Let $f : M \to M$ a differentiable endomorphism. The orbit of $x \in M$ is $\mathcal{O}(x) = \{f^n(x), n \in \mathbb{N}\}$ and $f$ is transitive if there exists a point $x \in M$ such that $\mathcal{O}(x) = M$.

**Proposition 2.1.** If $f$ is continuous then are equivalent:

1. $f$ is transitive.
2. For all $U, V$ open sets in $M$, exists $n \in \mathbb{N}$ such that $f^n(U) \cap V \neq \emptyset$.
3. There exists a residual set $R$ (countable intersection of open and dense sets) such that for all points $x \in R : \overline{\mathcal{O}(x)} = M$.

**Definition 2.1.** $f$ is $C^k$-robustly transitive if there exists $\varepsilon > 0$ and a neighborhood $\mathcal{U}(f, \varepsilon)$ of $f$ in the $C^k$ topology such that $g$ is transitive for all $g \in \mathcal{U}_f$. 

2.2. Geometrical. For the rest of the preliminaries $M$ and $N$ will denote real manifolds, compact, connected and without boundaries such that $\dim(M) \geq \dim(N)$, $x \in M, y \in N$ and a differentiable map $f : M \to N$.

We say that $x$ is a regular point for $f$ if the differential at $x$, $D_xf$ is surjective. Or equivalently, if the rank of the Jacobian matrix of $f$ at $x$ satisfies $rk(D_xf) = \dim(N)$. We say that $y$ is a regular value of $f$ if $\forall x \in f^{-1}(y)$, $x$ is a regular point and we say that $x \in M$ is a critical point or singularity for $f$ if $D_xf$ is not surjective. Equivalently, if $rk(D_xf) < \dim(N)$. The critical set of $f$ is $S_f = \{x \in M/rk(D_xf) < \dim(N)\}$ and $y$ is a critical value if it is not a regular value.

**Remark 2.1.** If $\dim(M) = \dim(N)$ then the definitions of regular point and critical point are equivalent to the determinant of the Jacobian $det(D_xf) \neq 0$ or $det(D_xf) = 0$ respectively.

2.2.1. Singularities. We continue with a brief overview of singularity theory. Surprisingly, singularities present a nice geometrical behavior; they can be grouped under 'types' of singularities and these types can as well be grouped as submanifolds of $M$.

**Definition 2.2.** Let $f_1 : M \to N$ and $f_2 : M \to N$ maps such that $x_1 \in S_{f_1}$ and $x_2 \in S_{f_2}$. We say $x_1$ and $x_2$ are same type singularities and denote it by $(f_1,x_1) \sim (f_2,x_2)$ if there exist neighborhoods $U_i$ of $x_i$, $V_i$ of $f_i(x_i)$, $i \in \{1,2\}$ and two diffeomorphisms $h_1 : U_1 \to U_2$ and $h_2 : V_1 \to V_2$ such that the following diagram commutes:

$$
\begin{array}{ccc}
U_1 & \xrightarrow{h_1} & U_2 \\
| & \downarrow f_{1|U_1} & | \\
V_1 & \xrightarrow{h_2} & V_2 \\
\end{array}
$$

Clearly, $\sim$ is an equivalence relation.

The description of all singularities belonging to the same equivalence class receives the name of normal form of the singularity, and for simplicity they are classified for some map $g : \mathbb{R}^m \to \mathbb{R}^n$ with a singularity at $x = 0$. Then, we say that $f : M \to N$ has that type of singularity at $x \in M$ if $(f, x) \sim (g, 0)$.

This description carries on with the disadvantage of allowing equivalence classes being too many, even infinite. Considering this, equivalence classes are grouped once again under a criterion called Thom-Boardman. Every differentiable map can be approximated by another with a finite number of Thom-Boardman singularities, and for this description it holds that every group of classes is, as a set, a submanifold of $M$.

In 1955, Thom proposed in [16] the afore mentioned criterion for the singularities of a map $f \in C^\infty(M, N)$ defining $S_{k_1}(f) = \{x \in M/\dim(ker(D_xf)) = k_1\}$. Assuming this set to be a submanifold of $M$, then $S_{k_1,k_2}(f) = S_{k_2}(f|_{S_{k_1}})$ can be defined and so on. The non-increasing r-tuple $(k_1, k_2, \ldots, k_r)$ is called to be the symbol of the singularity and it characterizes it.

Unfortunately Thom could not prove the submanifold structure, leaving a blank in the theory until Boardman solved the problem in 1967 in his paper [2]. He took jets of differentiable maps (loosely speaking Taylor expansions) which allow to define
the $S_k$ as submanifolds of jets spaces, bringing along as well the local expressions of the action of the map in a neighborhood of the singularity (which happen to be the explicit analytical expressions of their normal forms). This sealed the acceptance of the classification (another very important consequence of Boardman works on singularities is the proof that stable maps are not dense in the set of smooth maps).

To end with preliminaries concerning singularities we will only mention that Mather (1971) and Morin (1972) gave different approaches to the Thom-Boardman classification by means of algebraic geometry and complex analysis, and that even extremely useful, the Thom-Boardman classification is not free of pathological behavior as Porteous (1972) showed by exhibiting a map $f : \mathbb{R}^5 \to \mathbb{R}^5$ with $S_2$ singularities in the closure of $S_{1,1,1}$ with very different qualitative behaviors. The boundaries of the Thom-Boardman classification lie in the fact that the closure of the union of the singular submanifolds need not be a manifold itself.

3. A singular endomorphism $f$ of $\mathbb{T}^n$. We proceed now to the construction of the main map of this work which we call $f$. From $f$ we will be able to define a new map $H$ that has the properties announced in the title of the article.

3.1. Construction of $f$. Consider the $n$ dimensional torus $\mathbb{T}^n$ endowed with the standard riemannian metric and let $\hat{A} \in M_n(\mathbb{Z})$ be the diagonal matrix suggested below.

$$\hat{A} = \begin{pmatrix}
8 & 0 & 0 & \cdots & 0 \\
0 & 2 & 0 & \cdots & 0 \\
\vdots & \vdots & 2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 0 & 2
\end{pmatrix}.$$  

Notice the construction could be carried on with any pair of integers $\lambda$ and $\mu$ such that $|\lambda| > |\mu| > 1$. The choice of 8 and 2 is made in the sake of simplicity and for a better understanding of the contents to follow.

$\hat{A}$ defines a regular endomorphism $A : \mathbb{T}^n \to \mathbb{T}^n/A(x_1, ..., x_n) = (8x_1, 2x_2, ..., 2x_n)$. Observe that $p = (\frac{1}{4}, 0, 0, 0, 0) \in \mathbb{T}^n$, that $Ap = (0, 0, 0, 0, 0)$ and that $A^2 p = 0$.

This point $p$ is the center of a ball where a perturbation will be performed in order to obtain the map $f$ we seek. To construct the perturbation we need to fix a series of technical parameters that will define $f$. The choice to do it at the beginning and all of them at the same time is in expectance of avoiding darkness in the construction and of that it will be clear how they depend on each other.

Start with $r > 0$ satisfying the following conditions:

- $A(B_{(p,r)}) \cap \overline{B_{(p,r)}} = \emptyset$,
- $A^{-1}(B_{(p,r)}) \cap \{x \in \mathbb{R}^n | x_n = 0\} = \emptyset$,
- $B_{(p,r)} \cap B_{(A,p,r)} = B_{(A,p,r)} \cap B_{(0,r)} = \emptyset$.

We choose $r$ like this so as there will be no points in $B_{(p,r)}$ that remain inside it under forward iteration by $A$ or coming from the hyperplane $\{x_n = 0\}$ under iteration by $A$.

Now that $r$ is set, fix a second parameter $\theta$ such that $0 < \theta < \frac{1}{4}$ and define a function $\psi : \mathbb{R} \to \mathbb{R}$ of class $C^\infty$ with an only critical point at $\frac{1}{16}$, with $\psi(\frac{1}{16}) = 4$ and $\psi'(\frac{1}{16}) = \psi''(\frac{1}{16}) = 0$, with $\psi(x) = 0$ for all $x$ in the complement of $\left(\frac{1}{16} - \theta, \frac{1}{16} + \theta\right)$; with an axis of symmetry in the line $x = \frac{1}{16}$ as shown in Figure 1 (a).
Choose now a third arbitrary real parameter $a \in (0, \frac{3}{7})$ (which will play a key role shortly on in Section 3.2) and finish setting a last parameter $\delta$, with $0 < \delta < 2\theta$ verifying the following condition: since the derivative of $\psi$ is bounded once $\theta$ has been fixed, call $M := M(\theta) = \max_{x \in \mathbb{R}} |\psi'(x)|$ and impose on $\delta$ that $2.M.r.\delta.(1+a) < a$.

Now that all the parameters have been fixed, consider a smooth ($C^\infty$) function $\varphi : \mathbb{R} \to \mathbb{R}$ such that:

- $\varphi'$ is as in Figure 1 (b),
- $\varphi\left(\frac{1}{4}\right) = 0\, , \varphi'(\frac{1}{4}) = \frac{1}{2}\, , \varphi''\left(\frac{1}{4}\right) \neq 0\, , \varphi'(\frac{1}{4} + \frac{\delta}{3\theta}) = 1$,
- $\varphi(x) = 0$ for all $x \notin \left[\frac{1}{4} - \frac{\delta}{3\theta} - \frac{1}{3\theta} + \frac{\delta}{3\theta}\right]$,
- $-\frac{3}{4} \leq \varphi'(x) \leq 1$ for all $x \in \left[\frac{1}{4} - \frac{\delta}{3\theta} - \frac{1}{3\theta} + \frac{\delta}{3\theta}\right]$.

**Remark 3.1.** $\max \{|\varphi(x)| : x \in \mathbb{R}\} \leq \delta$.

We are now in condition to define the perturbation of $A$ that depends on $r, \theta, a$ and $\delta$ which by simplicity we call only $f$ and is

$$f := f_{r, \theta, a, \delta} : \mathbb{T}^n \to \mathbb{T}^n / f(x_1, ..., x_n) = \left(8x_1, 2x_2, ..., 2x_n - \varphi(x_n)\psi\left(\frac{\sum_{k=1}^{n-1} x_k^2}{x_n^2}\right)\right).\quad (3.1)$$
To make the reading easier we will denote it as \( f(x_1, ..., x_n) = (8x_1, 2x_2, ..., 2x_n - \varphi.\psi) \) omitting the evaluations appearing on the definition.

**Remark 3.2.** It is straightforward that:

1- \( f \in C^\infty \).
2- \( f|_{B(p,r)} = A \).
3- \( f(p) = Ap = (0, 0, ..., 0, \frac{1}{2}) \) and \( f^2(p) = A^2 p = 0 \).
4- The differential \( D_x f \) at \( x = (x_1, ..., x_n) \) is

\[
D_x f = \begin{pmatrix}
8 & 0 & \cdots & 0 & 0 \\
0 & 2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 2 & 0 \\
-2.x_1.\varphi.\psi' & -2.x_2.\varphi.\psi' & \cdots & -2.x_{n-1}.\varphi.\psi' & 2 - \varphi'.\psi
\end{pmatrix}
\]

(3.2)

3.2. Dynamics of \( f \). In this subsection we prove that the dynamical behavior of \( f \) is given by the existence of strong unstable cones at every point in the direction of the canonical first coordinate. We recall some definitions from [5] first.

**Definition 3.1.** Let \( x \in M \), we call cone of parameter \( a \) and vertex \( x \) to

\[
C^u_a(x) = \left\{ (v_1, ..., v_n) \in T_x M / \frac{\| (v_{k+1}, ..., v_n) \|}{\| (v_1, v_2, ..., v_k) \|} < a \right\}
\]

for each \( k \in \mathbb{N} \cap [1, n-1] \).

In this case we say the unstable cone is of index \( n - k \).

**Definition 3.2.** We say a map \( f \) admits an unstable cone of parameter \( a \) and vertex \( x \in M \) if \( C^u_a(x) \subset T_x M \) such that \( D_x f(C^u_a(x)) \setminus \{0\} \subset C^u_a(f(x)) \).

We say \( f \) admits unstable cones of parameter \( a \) if it admits an unstable cone of parameter \( a \) and vertex \( x \) at every point \( x \in M \).

**Proposition 3.1.** Existence of unstable cones is \( C^1 \) robust:

If \( f \) admits unstable cones of parameter \( a \) then there exists a neighborhood \( \mathcal{U}_f \in C^1 \) of \( f \) such that \( \forall g \in \mathcal{U}_f : g \) admits unstable cones of parameter \( b \) with \( b \leq a \).

In the context of diffeomorphisms, the existence of unstable cones is equivalent to a weak form of hyperbolicity called dominated splitting. The subspace generated by the vectors in the denominator of the cone is regarded as the unstable space.

Though this condition is not an equivalence for endomorphisms, the dynamical behavior of a small parameter cone is virtually the same as that of a strong unstable direction.

As was stated above, the most relevant dynamical feature that our map \( f \) has is the existence of strong unstable cones at every point. We give the proof of this assertion below. Observe that the choice of the technical third parameter \( a \) before fixing \( \delta \) in the construction of \( f \) is what we need for the cones to exist. Recall that we imposed on \( \delta \) the condition \( 2.M.r.\delta.(1 + a) < a \) for the parameter \( a \) and the norm \( M \) of the derivative of \( \psi \). Observe also that for every \( \delta_0 \) such that \( 0 < \delta_0 < \delta \) the claims stated up next for \( \delta \) are satisfied.
We will make use of the following notations in the proof of the lemma ahead and also in the following sections:

- If \( v = (v_1, v_2, \ldots, v_n) \) and \( h < n \), then \( \bar{v}_h = (v_1, v_2, \ldots, v_h) \) and \( \bar{v}_{n-1} = \bar{v} \).
- If \( v = (v_1, v_2, \ldots, v_n) \) and \( w = (w_1, w_2, \ldots, w_n) \) then \( \langle v, w \rangle_h = \sum_{k=1}^{h} v_k w_k \).

**Lemma 3.1. Existence of unstable cones for \( f \).**

Claim: Given \( a \in (0, \frac{3}{4}) \):

1. \( C_{\alpha}^{u}(x) = \{(v_1, \ldots, v_n)/\|v_1, \ldots, v_n\|_{v_1} < a\} \) satisfies \( D_{x}f(C_{\alpha}^{u}(x)) \setminus \{0\} \subseteq C_{\alpha}^{u}(f(x)) \).

2. For all \( v \in C_{\alpha}^{u}(x) \) holds that \( \|D_{x}f(v)\| > 7\|v\|\).

**Proof:**

1. By Equation 3.2 we have \( \forall v = (v_1, v_2, \ldots, v_n) \in C_{\alpha}^{u}(x) \):

\[
u(u_1, ..., u_n) := D_{x}f(v) = (8. v_1, 2. v_2, ..., -2. (x, v)_{n-1}. \varphi. \psi' + v_n.(2 - \varphi'. \psi)).
\]

Performing calculations we have

\[
\frac{\|v_1, v_2, \ldots, v_n\|}{\|u_1\|} = \frac{\|2. v_1, v_2, \ldots, v_{n-1}, -2. (x, v)_{n-1}. \varphi. \psi' + v_n.(2 - \varphi'. \psi)\|}{\|v_1\|} \leq \frac{2}{8} + \frac{2. \|v_1\|}{\|v_1\|} \leq \frac{3}{8} \leq a;
\]

where in the first inequality we use triangular and Cauchy-Schwarz; and in the second one we use:

- \( v \in C_{\alpha}^{u}(x) \),
- \( \|\hat{x}\| \leq \|x\| < r \),
- \( \frac{\|\hat{x}\|}{\|v_1\| + \|v_2, \ldots, v_{n-1}\|} \leq \frac{1+a}{8} \),
- \( \varphi' < \delta \),
- \( \|\psi'\| < M \),
- \( 2 - \varphi'. \psi \leq 5 \) since \( \frac{3}{4} \leq \varphi' \leq 1 \) and \( 0 \leq \psi \leq 4 \).

And in the third one we use the condition imposed over \( \delta. \square \)

2. \( \forall v = (v_1, v_2, \ldots, v_n) \in C_{\alpha}^{u}(x) \):

\[
\left(\frac{\|D_{x}f(v)\|}{7.\|v\|}\right)^{2} \geq \frac{64. a^{2} + 4. \sum_{j=2}^{n-1} v_{j}^{2} + (-2. (x, v)_{n-1}. \varphi. \psi' + v_n.(2 - \varphi'. \psi))^{2}}{49. \sum_{j=1}^{n} v_{j}^{2}} \geq \frac{64. a^{2}}{49. \sum_{j=1}^{n} v_{j}^{2}} > \frac{64}{49(1 + a^{2})} > \frac{58}{49(1 + a^{2})} > 1, \forall a \in \left(0, \frac{3}{4}\right). \square
\]

**Corollary 3.1.** There exists a neighborhood \( \mathcal{U}_{f} \in C^{1} \) of \( f \) such that for all \( g \in \mathcal{U}_{f} \) \( g \) admits unstable cones satisfying for all \( v \in C_{\alpha}^{u}(x) \) : \( \|D_{x}g(v)\| \geq 7\|v\|\).

**Remark 3.3.** \( \epsilon '_{1} \) can be regarded as a strong unstable direction for \( f \).

### 3.3. The critical set of \( f \).

Recall that \( S_{f} = \{x \in \mathbb{T}^{n}/det(D_{x}f) = 0\} \) is the critical set of \( f \). Equation 3.2 provides \( det(D_{x}f) = 8 \cdot (2)^{n-2} \cdot (2 - \varphi'. \psi) \) which translates into

\[
S_{f} = \{x \in \mathbb{T}^{n}/2 - \varphi'. \psi = 0\}.
\]
Remark 3.4. 1- The point $p \in S_f$, so $S_f \neq \emptyset$.
2- The last column in the Jacobian (3.2) is null at every point belonging to $S_f$. Hence, for every point $x \in S_f$ the kernel $\ker(D_x f)$ is generated by the last canonical vector $\{e_n\}$.

3- The critical set $S_f$ is persistent in the sense that for all $k \geq 1$ there exists a $C^k$ neighborhood of $f$ for which all of its maps have nonempty critical set. Take the points $q_1 = (\frac{1}{k}, 0, ..., 0, \frac{1}{k} + \frac{1}{2})$ and $q_2 = (\frac{1}{k}, 0, ..., 0, \frac{1}{k} - \frac{1}{2})$ both in $B_{(p,r)}$. Evaluate determinants to obtain $\det(D_{q_1} f) = 5.8^{n-1}$ and $\det(D_{q_2} f) = -2.8^{n-1}$. Therefore it exists $U_f \subset C^1$ such that $\forall g \in U_f$: $S_g \neq \emptyset$.

3.3.1. Classification of $S_f$. The objective of this subsection is to prove that the critical set $S_f$ is a submanifold of $\mathbb{T}^n$ of codimension 1. We begin recalling some basic definitions and theorems from differential geometry that will be necessary to carry on with our proof. Again, for more insight on these concepts the reader might refer itself to [4]. Remember that $M$ and $N$ denote differentiable manifolds with $\dim(M) \geq \dim(N)$, $x \in M, y \in N, W \subset N$ a submanifold and $f : M \rightarrow N$ a differentiable map.

**Definition 3.3.** We say that $f$ is transversal to $W$ at $f(x) \in N$, and we denote it by $f \pitchfork W$ at $f(x)$ if any of the two following conditions hold: $f(x) \notin W$ or $T_{f(x)}W \oplus D_x f(T_x M) = T_{f(x)}N$.

**Definition 3.4.** We say that $f \pitchfork W$ if for all $x \in f^{-1}(W)$ holds $f \pitchfork W$ at $f(x)$.

**Proposition 3.2.** Transversality is a $C^1$-open property ($C^1$-stable) i.e. $f \pitchfork W$ then there exists a neighborhood $U_f \subset C^1$ of $f$ such that $\forall g \in U_f : g \pitchfork W$.

**Theorem 3.1.** Preimage of transversal submanifold: Let $f : M \rightarrow N$ be a differentiable map. $W$ a submanifold of $N$ and $f \pitchfork W$. Then $f^{-1}(W)$ is a submanifold of $M$ of the same codimension that $W$ in $N$.

**Theorem 3.2.** Preimage of a regular value: Let $f : M \rightarrow N$ be differentiable and $y \in N$ a regular value. Then $f^{-1}(y)$ is a submanifold of $M$ with codimension equal to the dimension of $N$. Also, $\forall x \in f^{-1}(y)$ holds $T_x (f^{-1}(y)) = \ker(D_x f)$.

We start developing now the ideas to prove that $S_f$ is a submanifold of $\mathbb{T}^n$.

Let $\mathcal{M}_n(\mathbb{R})$ be the set of matrices with real coefficients and size $n \times n$, and let $\mathcal{R}_k$ be the subset of matrices of rank $k$. Then $\mathcal{R}_k$ is a submanifold of $\mathcal{M}_n(\mathbb{R})$ ([4], chapter 2, proposition 5.3). In particular, if $k = n - 1$ then $\mathcal{R}_{n-1}$ is of dimension $n^2 - 1$. Define now a map $h$ depending on $f$ by

$$h := h_f : \mathbb{T}^n \rightarrow \mathcal{M}_n(\mathbb{R}) | h(x) = D_x f$$  \hspace{2cm} (3.3)

which assigns to every point $x$ of $\mathbb{T}^n$ the Jacobian matrix of $f$ at $x$. Since $f$ is smooth so is $h$. Observe that $h(S_f) \subset \mathcal{R}_{n-1}$ since for all $x \in S_f$ the rank $rk(D_x f) = n - 1$, but also since $h^{-1}((\mathcal{R}_{n-1}) \subset S_f$ then $S_f = h^{-1}(\mathcal{R}_{n-1})$.

Proving that $h \pitchfork \mathcal{R}_{n-1}$ would imply our claim via Theorem 3.1. Observe that if $x \notin S_f$, then $h(x) \notin \mathcal{R}_{n-1}$ hence $h \pitchfork \mathcal{R}_{n-1}$.

It is only left to see that the transversality condition holds when $x \in S_f$.

By definition $h \pitchfork \mathcal{R}_{n-1}$ at $x \iff T_{h(x)}(\mathcal{M}_n(\mathbb{R})) = T_{h(x)}(\mathcal{R}_{n-1}) \oplus (D_x h)(T_x(\mathbb{T}^n))$.

Or equivalently,

$$h \pitchfork \mathcal{R}_{n-1} \text{ at } x \iff T_{h(x)} \left(\mathbb{R}^{n^2}\right) = T_{h(x)}(\mathcal{R}_{n-1}) \oplus (D_x h)(\mathbb{R}^n).$$
We determine $T_{h(x)}(R_{n-1})$ and $Im(D_xh)$ when $x \in S_f$ to check that the transversality condition holds.

**Lemma 3.2.** For every critical point $x$ it holds that

$$T_{h(x)}(R_{n-1}) = \{(x_1, ..., x_n^2) \in \mathbb{R}^{n^2} / x_n^2 = 0\}.$$

**Proof:**

Consider the determinant map $\xi : R_{n-1} \to \mathbb{R}/\xi(M) = \det(M)$. Follows immediately that $Im(\xi) = 0$.

For all $M \in R_{n-1}$ the differential of $\xi$ is $D_M \xi = (A_{11}, A_{12}, ..., A_{nn})$ being $A_{ij}$ the adjoint matrix to the element in the $i$-th row and $j$-th column of $M$. Since $M \in R_{n-1}$, at least one of these adjoints is not null. This implies that the differential of $\xi$ has dimension greater or equal than one for all $M \in R_{n-1}$ which means that for all $M \in \xi^{-1}(0) : D_M \xi$ is surjective. Consequently, $0$ is a regular value for $\xi$ so according to Theorem 3.2 the tangent space to $R_{n-1}$ at $h(x)$ is $T_{h(x)}(\xi^{-1}(0)) = ker(D_{h(x)}\xi)$. Now, observe that for every critical point $x$ it is $D_{h(x)}(\xi) = (0, ..., 0, 8, (2^n)^2)$ since the restriction $h_{|S_f}$ has its last column null. This implies that for every critical point $x \in S_f : ker(D_{h(x)}\xi) = \{(x_1, x_2, ..., x_{n^2-1}, 0) \} \subset \mathbb{R}^{n^2}$. Combine both equalities above to obtain $T_{h(x)}(R_{n-1}) = T_{h(x)}(\xi^{-1}(0)) = ker(D_{h(x)}\xi)$ which is the thesis. $\square$

**Lemma 3.3.** For every critical point $x$ it holds that

$$\{(0,0, ..., 0,1)\} \subset Im(D_xh).$$

**Proof:** Since $h : \mathbb{T}^n \to M_{n \times n}(\mathbb{R})$ and $f \in C^2$ then $h \in C^3$; therefore, the differential $D_xh \in M_{n^2 \times n}(\mathbb{R})$ exists and is continuous. The statement above is equivalent to the jacobian $D_xh$ has a non-zero element in the last row. An explicit calculation provides:

$$(D_xh)_{ij} = \begin{cases} 0 & \text{if } i < n^2 - n + 1 \\ -2 \cdot \varphi \cdot \psi - 4 \cdot x_j^2 \cdot \psi'' & \text{if } n^2 - n < i < n^2 \text{ and } j = i \\ -4 \cdot x_i \cdot n^2 + x_j \cdot \varphi \cdot \psi'' & \text{if } n^2 - n < i < n^2 \text{ and } j \notin \{i, n\} \\ -2 \cdot x_i \cdot n^2 + x_j \cdot \varphi' \cdot \psi' & \text{if } n^2 - n < i < n^2 \text{ and } j = n \\ -2 \cdot x_j \cdot \varphi' \cdot \psi' & \text{if } i = n^2 \text{ and } j \neq n \\ \varphi'' \cdot \psi & \text{if } i = n^2 \text{ and } j = n \end{cases}$$

Consider the last row, at value $i = n^2$:

If $\varphi'' \neq 0$, since $\psi > 0$ at all points in $S_f$ we find a non-zero element in the last column when $j = n$.

If $\varphi'' = 0$, looking at the graph of $\varphi'$ (Figure 1) there are only three points where the condition holds. Recall that for all $x \in S_f$ it is $\varphi' \cdot \psi = 2$. Discard then both of the points which have negative image under $\varphi'$ since they don’t belong to the critical set, so the only one remaining case is at $x_n = \frac{1}{4} + \frac{\pi}{8}$.

It is only left to see then that if $x_n = \frac{1}{4} + \frac{\pi}{8}$ there exists $j$ such that $-2 \cdot x_j \cdot \varphi' \cdot \psi' \neq 0$ or equivalently $x_j \cdot \psi' \neq 0$ since at this value $\varphi'(\frac{1}{4} + \frac{\pi}{8}) = 1$.

Discuss now two cases considering Equation (3.1) and Figure 1:

If it were $\psi' = 0$ then $\sum_{k=1}^{n-1} x_k^2 = \frac{1}{16}$. Since $\psi(\frac{1}{16}) = 4$ then $\varphi' \cdot \psi = 4$ implies $x \notin S_f$.

It is $\psi' \neq 0$ and it were for all $j : x_j = 0$, since $\psi(0) = 0$ then $\varphi' \cdot \psi = 0$ which again implies $x \notin S_f$. 


Therefore, for all critical points $x \in S_f$ satisfying $x_n = \frac{1}{4} + \delta$, there exists $j < n$ such that $x_j, \psi' \neq 0$. □

**Theorem 3.3.** Apply Lemmas 3.2 and 3.3 along with Theorem 3.1 to obtain Definition 3.3 which gives the proof. □

### 3.3.2. Geometry of $S_f$.

Having established that $S_f$ is a submanifold of $\mathbb{T}^n$ we turn our attention to its geometry. The objective of this section is to prove that the critical set is isomorphic to the product of two spheres

$$S_f \simeq S^{n-2} \times S^1.$$

As an introduction, we analyze the problem in low dimensions first and then generalize. Remember that for vectors $v = (v_1, v_2, ..., v_n) \in \mathbb{R}^n$ and $h < n$ we denote $\tilde{v}_h = (v_1, v_2, ..., v_h)$ and $\tilde{v}_{n-1} = \tilde{v}$.

![Figure 2. $S_f$ for $n = 2$.](image)

**Case $n = 2$:**

This case is fully studied in [8]. We only observe that the map $f$ takes the form $f : \mathbb{T}^2 \to \mathbb{T}^2 / f(x, y) = (8x, 2y - \varphi(y), \psi(x^2))$ and give a graph (Figure 2) showing explicitly that $S_f \simeq S^0 \times S^1$.

**Case $n = 3$:**

Here $f$ is $f : \mathbb{T}^3 \to \mathbb{T}^3 / f(x, y, z) = (8x, 2y, 2z - \varphi(z), \psi(x^2 + y^2))$ and consequently the critical set is $S_f = \{(x, y, z) \in \mathbb{T}^3 / 2 - \varphi'(z), \psi(x^2 + y^2) = 0\}$. Since $\psi \leq 4$,
if \( \varphi' < \frac{1}{4} \) then \( \psi \cdot \varphi' < 2 \) which imply for all \( (x, y, z) \in S_f \) : \( \varphi'(z) \geq \frac{1}{2} \). In turn \( \varphi'(z) \in [\frac{1}{2}, 1] \) and \( \psi(x^2 + y^2) \in [2, 4] \).

Go now to the graphs of \( \varphi' \) and \( \psi \) (Figure 1) : let \( [\frac{1}{4}, z_1] \) and \( [d_0, d_1] \) be the intervals such that \( \varphi'(z) \in [\frac{1}{2}, 1] \iff z \in [\frac{1}{4}, z_1] \) and \( \psi(x^2 + y^2) \in [2, 4] \iff x^2 + y^2 \in [d_0, d_1] \).

For each \( z \in [\frac{1}{4}, z_1] \) there exists a real value \( d = d(z) \in [d_0, d_1] \) with \( \psi(d(z)) = \frac{2}{\varphi'(z)} \); it holds that \( \{x^2 + y^2 = d(z)\} \times \{z\} \subset S_f \). Moreover, there exists a unique value \( d = \frac{1}{16} \) for the cases \( z = \frac{1}{4} \) or \( z = z_1 \) and there exist two distinct values \( d(z) < D(z) \) for each \( z \in (\frac{1}{4}, z_1) \) that verify this property (they are symmetrical with respect to \( \frac{1}{16} \)). This situation can be regarded as that while \( z \) 'runs through' the interval \( [\frac{1}{4}, z_1] \), the critical set gets foliated as the union of two circles. These circles are defined by the intersection of the boundaries of two balls centered at \((0, 0, z)\), with radii \( d(z) \) and \( D(z) \), with 'horizontal' hyperplanes defined by constant values of \( z \) as Figure 3 shows (observe that these circles are spheres of codimension 2 in \( \mathbb{T}^3 \)).

We have shown then that \( S_f = \bigcup_{z \in [\frac{1}{4}, z_1]} \{x^2 + y^2 = d(z)\} \cup \{x^2 + y^2 = D(z)\} \times \{z\} \)
or, in the same fashion, \( S_f = \bigcup_{z \in [\frac{1}{4}, z_1]} (\partial B(0, \sqrt{d(z)}) \cup \partial B(0, \sqrt{D(z)})) \times \{z\} \). Finally, since \( z = \frac{1}{4} \) and \( z = z_1 \) have the same values of \( d(z) = D(z) = \frac{1}{16} \) it is possible to identify the boundary manifolds \( \{x^2 + y^2 = \frac{1}{16}\} \times \{\frac{1}{4}\} \) and \( \{x^2 + y^2 = \frac{1}{16}\} \times \{z_1\} \) to obtain \( S_f \approx S^1 \times S^1 \). Observe that the extremal values for the radii of the
balls are obtained when $z = \frac{1}{4} + \frac{\delta}{8}$ (they appear in Figure 3 as $B_0(x_\delta)$ and $B_1(x_\delta)$ respectively).

Figure 4. Frontal view of $S_f$ for $n \geq 3$, $x_0 = \frac{1}{4}$, $x_1 = c$.

Analyzing the general case as the previous ones we deduce:

$S_f = \{x \in \mathbb{T}^n/2 - \varphi', \psi = 0\}$ and $\psi \leq 4$ so it has to be $\varphi' \geq \frac{1}{2}$. In consequence, for all critical points $x = (x_1, ..., x_n) \in S_f$ it hold $\varphi'(x_n) \geq \frac{1}{2}$ and $\psi \in [2, 4]$. Turn once more to the graphs of $\varphi'$ and $\psi$ (Figure 1).

Let $[\frac{1}{4}, c]$ be the interval where $\varphi'(x_n) \in [\frac{1}{2}, 1]$ $\iff$ $x_n \in [\frac{1}{4}, c]$.

Let $[d_0, d_1]$ be the interval where $\psi(d) \in [2, 4]$ $\iff$ $d \in [d_0, d_1]$.

For each $x_n \in [\frac{1}{4}, c]$ there exists a real value $d = d(x_n) \in [d_0, d_1]$ such that $\partial B_{(0, \sqrt{d(x_n)})} \times \{x_n\} \subset S_f$. And just like before, for every $x_n \in (\frac{1}{4}, c)$ there exist two distinct values $d(x_n) < D(x_n)$ that satisfy this condition except for a unique value $d(x_n) = D(x_n) = \frac{1}{16}$ at both cases $x_n = \frac{1}{4}$ and $x_n = c$. What happens is that while $x_n$ ‘runs through’ the interval $[\frac{1}{4}, c]$, the critical set is foliated by the boundary of two balls of codimension 1, which are spheres of codimension 2 in $\mathbb{T}^n$. Once again it allows writing the critical set as $S_f = \bigcup_{x_n \in [\frac{1}{4}, c]} (\partial B_{(0, \sqrt{d(x_n)})} \cup \partial B_{(0, \sqrt{D(x_n)})}) \times \{x_n\}$.

Moreover, since the balls at $x_n = \frac{1}{4}$ and $x_n = c$ are equal (appearing in Figure 4 as $B(x_0)$ and $B(x_1)$ respectively) we can identify them to obtain

$S_f \simeq S^{n-2} \times S^1$

which is our claim. Again, the extremal values for the radii of these balls are obtained at the equator, when $x_n = \frac{1}{4} + \frac{\delta}{8}$ (they appear in Figure 4 as $B_0(x_\delta)$ and $B_1(x_\delta)$ respectively). □
3.3.3. Classification of the critical points. We pay attention now to a special type of singularity called fold points which are the most frequent singularities to appear on any map, corresponding to symbol (1, 0) in the Thom-Boardman classification. In particular, we pay special attention to these since they are the only type of singularity that will appear explicitly along this work, and most important of all because near fold points open sets collapse (as Lemma 4.4 shows), and this can of course prevent robust transitivity as we will show happens for the map $f$ studied in the previous sections.

In the classical development of singularity theory, fold points (as well as all of the others) are defined by their normal forms and then its properties are established. We will not do so, but follow the path presented in [4] and give the following definition (we won’t go on about their normal form until we need it later on in the article):

**Definition 3.5.** We say that $x \in S_f$ is a fold singularity if $\ker(D_x f) \cong T_x S_f$. 

We denote by $F_f$ the set of fold points of $f$; i.e., $F_f = \{x \in S_f / x$ is a fold point$\}$.

**Theorem 3.4.** Let $f$ be the map defined by Equation (3.1). Then, every critical point in $S_f$ except for those that satisfy $x_n = \frac{1}{4} + \frac{4}{8}$ is a fold point. Or equivalently, $S_f \setminus F_f \subset \{x_n = \frac{1}{4} + \frac{4}{8}\}$.

**Proof:** Recall observation 2 in Remark 3.4. It provides $\ker(D_x f) = \{c_n^e\}$ for all $x \in S_f$. Since $\dim(T_x S_f) = n - 1$, it suffices that $\{(0, 0, \ldots, 0, 1)\} \not\subset T_x S_f$ for $x$ to be a fold point. According to Lemma 3.3 we know that the tangent space is given by $T_x S_f = T_x h^{-1}(R_{n-1}) = \ker(D_x h)$. On the proof of the Lemma it was shown that if $\varphi'' \neq 0$ then $(0, 0, \ldots, 1) \not\in \text{Im}(D_x h)$ hence $(0, 0, \ldots, 1) \not\in \ker(D_x h)$ which implies $x \in F_f$. Therefore, whenever a critical point $x$ is not a fold point then $\varphi'' = 0$ which means $x_n = \frac{1}{4} + \frac{4}{8}$. □

**Corollary 3.2.** $F_f$ is open and has total Lebesgue measure in $S_f$. □

**Remark 3.5.** What Theorem 3.4 shows is that all points in $S_f$ except for those at the 'equators' are fold points. Geometrically it is easy to see why, since being $\ker(D_x f)$ generated by $e_n^e$ for all $x \in S_f$, the equators are the only lines where the transversality condition fails to hold.

4. A singular endomorphism $H$ of $\mathbb{T}^n$. Now that we have thoroughly studied the critical set and dynamical behavior of the map $f$, we turn to the construction of the objective map of this work. That is, a map $H$ that is $C^2$ robustly transitive but not $C^1$ robustly transitive which we obtain through a perturbation of $f$. The idea is to see that, given $\varepsilon > 0$, around $p$ there exists an open set of $\mathbb{T}^n$ whose image under some $g$ in $U(H, \varepsilon) \subset C^1$ is meager and invariant which prevents robust transitivity. Finally we will prove that $H$ is $C^2$ robustly transitive making use of the unstable cones it inherits from $f$.

4.1. Construction of $H$. Recall $p = (\frac{1}{4}, 0, \ldots, 0, \frac{1}{4}) \in S_f$. We start showing that around $p$ all critical points have their last coordinate as an implicit function of the others. We show as well that every first and second order derivatives of this implicit function at $p$ are equal to zero.

**Theorem 4.1.** There exist $U \subset \mathbb{R}^{n-1}$ open neighborhood of $\tilde{p} = (\frac{1}{4}, 0, \ldots, 0)$; $V \subset \mathbb{R}$ open neighborhood of $\frac{1}{4}$ and a smooth function $\phi : U \rightarrow V$ with $\phi(\tilde{p}) = \frac{1}{4}$ such that for all $x = (x_1, \ldots, x_n) \in S_f \cap U \times V$ it is $x_n = \phi(x_1, \ldots, x_{n-1})$. 
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Proof: Recall $S_f = \{ x \in \mathbb{T}^{n}/2 - \varphi', \psi = 0 \}$. Derivate over $S_f$ along $x_n$ to obtain $rac{\partial}{\partial x_n}(2 - \varphi', \psi) = -\varphi''$. The evaluation at $p$ is not zero since $\varphi''(\frac{1}{2}) \neq 0$. Apply the Implicit Function Theorem to obtain an open neighborhood $U$ of $\tilde{p} = (\frac{1}{4}, 0, \ldots, 0), V$ an open neighborhood of $\frac{1}{4}$ and a smooth function $\phi : U \rightarrow V$ satisfying $\phi(\tilde{p}) = \frac{1}{4}$ and such that for all $x \in S_f \cap U \times V, x = (\tilde{x}, \phi(\tilde{x})). \Box$

We prove now that all first and second order derivatives of $\phi$ are null at $\tilde{p}$.

Lemma 4.1. $\forall k, k' \leq n - 1 : \frac{\partial}{\partial x_k} \phi(\tilde{p}) = \frac{\partial^2}{\partial x_k \partial x_k'} \phi(\tilde{p}) = 0$.

Proof: For all $x \in S_f \cap U \times V$, it holds $2 - \varphi'(\phi), \psi = 0$. Let $k \leq n - 1$ and derivate along $x_k$; it holds $\frac{\partial}{\partial x_k}[2 - \varphi'(\phi), \psi] = 0$, then

$$\forall k \leq n - 1 : -\varphi''(\phi) \frac{\partial}{\partial x_k} \phi \psi - 2 \varphi'(\phi)x_k \psi' = 0 \Rightarrow \frac{\partial}{\partial x_k} \phi = -\frac{2 \varphi'(\phi)}{\varphi''(\phi)} \phi' \psi.$$ 

Let $k' \leq n - 1$ and derivate now along $x_{k'}$:

$$\frac{\partial^2}{\partial x_k \partial x_{k'}} \phi = \left[ \frac{\partial}{\partial x_{k'}} \left( \frac{-2 \varphi'(\phi)}{\varphi''(\phi)} \phi' \psi \right) \right] \phi' + \left[ \frac{-2 x_k \varphi'(\phi)}{\varphi''(\phi)} \phi' \psi \right] \phi'. $$

It is clear that both of them are well defined in $U$ and since $\psi(\frac{1}{16}) = \psi''(\frac{1}{16}) = 0$ they become zero at $\tilde{p}. \Box$

Corollary 4.1. $\forall \varepsilon'>0, \exists U' \subset U$ open neighborhood of $\tilde{p}$ in $\mathbb{R}^{n-1}$ such that $\forall x \in U'; \forall k, k' \leq n - 1$;

$$\max \left\{ \left| \phi(x) - \frac{1}{4} \right|, \left| \frac{\partial}{\partial x_k} \phi(x) \right|, \left| \frac{\partial^2}{\partial x_k \partial x_k'} \phi(x) \right| \right\} < \varepsilon' .$$

Proof: Apply Lemma 4.1 and definition of continuity. \Box

Corollary 4.2. $\forall \varepsilon'>0, \exists U' \subset U$ open neighborhood of $\tilde{p}$ in $\mathbb{R}^{n-1}$ such that $\forall x \in U'; \forall k \leq n - 1$;

$$\left| \phi(x) - \frac{1}{4} \right| < \varepsilon' \left| x - \tilde{p} \right|^{2} \text{ and } \left| \frac{\partial}{\partial x_k} \phi(x) \right| < \varepsilon' \left| x - \tilde{p} \right| .$$

Proof: Apply Taylor’s Theorem to $\phi$ at $\tilde{p}$ together with Lemma 4.1. \Box

We turn our attention now to the image $f(S_f)$ of the critical set under $f$. Here again, near $f(p)$ all points in $f(S_f)$ have their last coordinate as a function $\Phi$ of the previous ones, and all first and second order derivatives of this function $\Phi$ are null at $f(p)$. Observe that since $A(p) = f(p) = (\tilde{0}, \frac{1}{4})$ then $\tilde{A}(\tilde{p}) = f(\tilde{p}) = \tilde{0}$. To make the reading easier we denote through the rest of the section $\phi(\tilde{x})$ as $\phi$ for all $\tilde{x} \in U$. Theorem 4.1 grants that for all points $x$ in $S_f \cap U \times V$ it holds that

$$f_{S_f \cap U \times V}(x_1, \ldots, x_n) = (8x_1, 2x_2, \ldots, 2x_{n-1}, 2\phi - \varphi(\phi), \psi).$$

Observe now that since the matrix $\tilde{A}$ at the start of Section 3 is invertible allows the definition of a map $A^{-1} : \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}/A^{-1}(x_1, \ldots, x_n) = (\frac{z_1}{2}, \frac{z_2}{2}, \ldots, \frac{z_n}{2})$. This map, fairly being not defined on $\mathbb{T}^n$, is useful for finding the analytic expression of the function $\Phi$ we seek since a change of variables $z := A(x)$ enables writing

$$f_{S_f \cap U \times V}(x) = (z, 2\phi(A^{-1}(z, 0)) - \varphi(\phi(A^{-1}(z, 0))) \psi(A^{-1}(z, 0))).$$
Define
\[ \Phi : \mathbb{R}^n \rightarrow \mathbb{R}/\Phi(z) = [2, (\hat{\phi} \circ A^{-1}) - (\varphi \circ \hat{\phi} \circ A^{-1})(\psi \circ A^{-1})](z, 0) \]
to have an explicit analytic expression for the last coordinate as a function of the others for all points near \( f(p) \) in the set \( f(S_f \cap U \times V) \).

**Remark 4.1.** For all \( x \in f(S_f \cap U \times V) \) the equality \( x_n = \Phi(\tilde{x}) \) holds.

**Lemma 4.2.** \( \forall k, k' \leq n - 1 : \frac{\partial}{\partial x_k} \Phi(\tilde{0}) = \frac{\partial^2}{\partial x_k \cdot x_{k'}} \Phi(\tilde{0}) = 0. \)

**Proof:** It suffices to notice that \( A^{-1}_{\{x_n=0\}} \) is linear. Apply the chain rule when derivating \( \Phi \) and Lemma 4.1 to obtain the proof to the claim.  

Moreover, considering that \( A^{-1}_{\{x_n=0\}} \) contracts and that \( |\varphi'| \leq 1 \), the following corollaries are in order:

**Corollary 4.3.** \( \forall \varepsilon > 0, \exists W \) open neighborhood of \( \tilde{0} \) in \( \mathbb{R}^{n-1} \) such that \( \forall x \in W; \forall k, k' \leq n - 1 ; \)
\[ \max \left\{ \Phi(x) - \frac{1}{2} \left| \frac{\partial}{\partial x_k} \Phi(x) \right|, \frac{\partial^2}{\partial x_k \cdot x_{k'}} \Phi(x) \right\} < \varepsilon' \]

**Corollary 4.4.** \( \forall \varepsilon' > 0, \exists W \) open neighborhood of \( \tilde{0} \) in \( \mathbb{R}^{n-1} \) such that \( \forall x \in W; \forall k \leq n - 1 ; \)
\[ \left| \Phi(x) - \frac{1}{2} \right| < \varepsilon' \|x\|^2 \text{ and } \left| \frac{\partial}{\partial x_k} \Phi(x) \right| < \varepsilon' \|x\|. \]

![Figure 5. Graph of \( \omega \)](image)

From now on we proceed to build a diffeomorphism \( F, C^2 \) close to the identity map, that we will compose with \( f \) to obtain \( H \). Essentially, what \( F \) will do is a 'flattening' of \( f(S_f) \) near \( f(p) \) and be the identity map away from it.

To begin with, given \( \varepsilon > 0 \), choose \( W \) where corollaries 4.3 and 4.4 hold for an \( \varepsilon' < \frac{\varepsilon}{50} \). Next, fix a parameter \( b \in \mathbb{R} \) such that \( 0 < b < \frac{1}{4} \) satisfying that the ball centered at \( 0 \) and radio \( 2b \) has closure contained in \( W \). Then, given \( l \in \mathbb{R} \) such that \( 0 < l < b \), define an auxiliary smooth function \( \omega : \mathbb{R} \rightarrow \mathbb{R} \) (as Figure 5 shows) satisfying:
- \( \omega|_{B_{(0,l)}} = 1, \omega|_{B_{(0,2l)}} = 0 \) and \( \|\omega\| = 1 \),
\[ \|\omega\| < \frac{\varepsilon}{2} \text{ and } \|\omega''\| < \frac{\varepsilon}{4}. \]

Finally, define \( u : \mathbb{R}^{n-1} \to \mathbb{R} / u(\tilde{x}) = \omega(\|\tilde{x}\|), (\Phi(\tilde{x}) - \frac{1}{2}) + \frac{1}{2}; \) observe that \( u_{|B_{(0,0)}^{c}} = \Phi \) and \( u_{|B_{(0,2)}^{c}} = \frac{1}{2}. \)

**Lemma 4.3.**
\( \forall \tilde{x} \in \mathbb{R}^{n-1}, \forall k, k' < n : \max \left\{ \left| u(\tilde{x}) - \frac{1}{2} \right|, \left| \frac{\partial}{\partial x_k} u(\tilde{x}) \right|, \left| \frac{\partial^2}{\partial x_k \partial x_{k'}} u(\tilde{x}) \right| \right\} < \varepsilon. \)

**Proof:** It suffices to calculate the extreme values in \( \overline{B_{(0,2)}} \setminus \overline{B_{(0,1)}} \) since in the bounded component of the complement is less or equal than \( \varepsilon' \) (controlled by \( \Phi \)) and in the unbounded component is null. Moving on to calculations for \( \tilde{x} \) inside the annulus, we write \( \omega(\|\tilde{x}\|) \) as \( \omega \) in the sake of simplicity. Compute derivatives and apply Corollary 4.4:

1) \[ \left| u(\tilde{x}) - \frac{1}{2} \right| = \omega \left( \Phi(\tilde{x}) - \frac{1}{2} \right) \leq \left| \Phi(\tilde{x}) - \frac{1}{2} \right| \leq \varepsilon' < \varepsilon. \]

2) \[ \left| \frac{\partial}{\partial x_k} u(\tilde{x}) \right| = \omega' \frac{(\tilde{x})_k}{\|\tilde{x}\|} \left( \Phi(\tilde{x}) - \frac{1}{2} \right) + \omega \frac{\partial}{\partial x_k} \Phi(\tilde{x}) \leq \frac{2}{l} 4 \varepsilon' + 2 l \varepsilon' < 10 l \varepsilon' < \varepsilon. \]

3) \[ \left| \frac{\partial^2}{\partial x_k \partial x_{k'}} u(\tilde{x}) \right| = \omega'' \frac{(\tilde{x})_k}{\|\tilde{x}\|} \cdot \frac{(\tilde{x})_{k'}}{\|\tilde{x}\|} \left( \Phi(\tilde{x}) - \frac{1}{2} \right) + \omega' \frac{(\tilde{x} - \tilde{f}(p))_k}{\|\tilde{x} - \tilde{f}(p)\|} \cdot \frac{\partial}{\partial x_k} \Phi(\tilde{x}) + \omega \frac{\partial^2}{\partial x_k \partial x_{k'}} \Phi(\tilde{x}) \leq \frac{8}{l^2} 4 \varepsilon' + \frac{2}{l^2} 4 \varepsilon' + 2 \left( \frac{2}{l} \varepsilon' \right) + \varepsilon' < 50 \varepsilon' < \varepsilon. \]

**Corollary 4.5.** Given \( \varepsilon > 0 \), there exists a diffeomorphism \( F \) of \( \mathbb{T}^n \) such that \( d_{C^2}(F, Id) < \varepsilon \) and exists \( l > 0 \) such that \( \forall x \in f(S_f) \cap B_{(f(p), l)} : F(x) = (\tilde{x}, \frac{1}{2}). \)

**Proof:** Define explicitly \( F : \mathbb{T}^n \to \mathbb{T}^n / F(x) = (\tilde{x}, x_n - u(\tilde{x}) + \frac{1}{2}). \)

Then, \( F \) is a diffeomorphism of \( \mathbb{T}^n \) since \( det(D_x F) = 1, \forall x \in \mathbb{T}^n. \)

\( \forall x \in \mathbb{T}^n, \| (F - Id)(x) \| = \| u(\tilde{x}) - \frac{1}{2} \|. \) By Lemma 4.3, \( d_{C^2}(F, Id) < \varepsilon. \)

\( F_{|B_{(0,2)}^{c}} \times \mathbb{R} (x) = Id \) therefore \( F_{|B_{(f(p), l)}^{c}} (x) = Id. \)

\( F_{|B_{(0,1)}^{c}} \times \mathbb{R} (x) = (\tilde{x}, x_n + \frac{1}{2} - \Phi(\tilde{x})). \)

By remark 4.1, \( x_n = \Phi(\tilde{x}) \) for all points \( x \in f(S_f \cap U \times V). \) Then, the restriction \( F_{|B_{(f(p), l)}^{c} \cap f(S_f \cap U \times V)} \subset \{ x_n = \frac{1}{2} \}. \)

We are now in condition to define a map \( H \) that has the properties claimed in the title of the article:

\( H : \mathbb{T}^n \to \mathbb{T}^n / H(x) = (F \circ f)(x). \)

**Remark 4.2.** It is straightforward seeing that the following hold:

- \( d_{C^2}(H, f) < \varepsilon. \)
- \( H(p) = f(p). \)
• $S_H = S_f$ hence $p \in S_H$.
• $H(B_{(p,r)} \cap B_{(p,r)}) = \emptyset$ because of how $f$ and $r$ were defined at the beginning.
• $H(x) = A(x), \forall x \in \mathbb{T}^n \setminus (B_{(p,r)} \cup A^{-1}(B_{(A(p),r)}))$ because of how $H$ is defined.
• There exists $a' \leq a$ such that $\tilde{D}_x H(C_{a'}(x)) \setminus \{(0,0)\} \subset C_{a'}(H(x)), \forall x \in \mathbb{T}^n$ by Corollary 3.1. Observe that the parameter $\varepsilon'$ of Corollaries 4.3 and 4.4 as well as the parameter $l$ from Lemma 4.3 can all be shrunk if it was desired to push $H$ closer to $f$.
• $H(S_H) = F[f(S_f)] \subset \{x_n = \frac{1}{2}\}, \forall x \in B((f(p),l)$ by Corollary 4.5.

We proceed in the following sections to prove that $H$ is an endomorphism of $\mathbb{T}^n$ that is $C^2$ robustly transitive but not $C^1$ robustly transitive.

4.2. $H$ is not $C^1$ robustly transitive. We begin the section showing that every map with a fold singularity is $C^1$ close to a map whose critical set has nonempty interior.

Remember that $x \in S_f$ is a fold singularity if $\ker(D_x f) \supset T_{x} S_f$ and that the set $F_f = \{x \in S_f / x$ is a fold point$\}$. In [4], chapter 3, Theorem 4.5 it is shown that for every $x \in F_f$, there exists a change of coordinates in $\mathbb{R}^n$ such that $f$ takes its normal form . Explicitly, if $f : M \to M/f(x) = y$ and $x \in F_f$ then there exist $U, V$ open sets containing $x$ and $y$, there exists $N$ open neighborhood of $0 \in \mathbb{R}^n$ and diffeomorphisms $g : N \to U$ and $h : V \to N$ such that for all $(x_1, ..., x_n) \in N$, $(h \circ f_{|U} \circ g)(x_1, ..., x_n) = (x_1, ..., x_{n-1}, x_n^2)$.

![Graph of $\mu$](image)

**Lemma 4.4.** If $f \in C^1(M, M)$ and $x \in F_f$ then for every $\varepsilon > 0$ and for every $W$ open neighborhood of $x$ in $M$ there exist a map $g$ in a neighborhood $\mathcal{U}_{(f,x)} \subset C^1$ and $V$ an open neighborhood of $x$ in $M$ such that $V \subseteq S_g, g(V) = f(S_f \cap V)$ and $g(x) = f(x), \forall x \notin W$.

**Proof:** Without loss of generality we take $x = 0$ and $f$ in normal form.

Let $\varepsilon > 0$ and $W$ an open neighborhood of $x$ be given and choose $r > 0$ such that $B_{(0,r)} \subset W$ and that $7r < \varepsilon$ and $r^2 < \varepsilon$.

Take a bump function $\mu : \mathbb{R} \to \mathbb{R}$ class $C^1$ as shown in Figure 6 with $|\mu'| < \frac{1}{2}$ and define a map $g : \mathbb{R}^n \to \mathbb{R}^n /g(x_1, ..., x_n) = (x_1, ..., x_{n-1}, x_n^2, \mu(x_n))$. A straightforward calculation shows that $(f - g)(x_1, ..., x_n) = (0, ..., 0, x_n^2, (1 - \mu(x_n)))$ in $B_{(0,r)}$ and zero in $B_{(0,r)}$. Another straightforward calculation provides:
\[ |f - g| \leq |x_n^2| |1 - \mu(x_n)| < r^2 < \varepsilon. \]
\[ |\frac{\partial}{\partial x_n}(f - g)| \leq |2x_n(1 - \mu(x_n)) - x_n^2 \mu'(x_n)| < 2r + r^2 \frac{s}{r} < 7r < \varepsilon. \]

Define \( V = B_{(0, \varepsilon)} \) so then \( g_V = (x_1, \ldots, x_{n-1}, 0) = f_{|S_g} = f_{|S_f \cap V} \). The remaining assertion follows from the fact that \( W^c \subset B_{(0, r)} \). \( \square \)

**Remark 4.3.** Lemma 4.4 does not hold in a \( \mathcal{U}_{(f, \varepsilon)} \in C^2 \) neighborhood of \( f \). It is sufficient to notice that the Hessian matrix of \( f \) has an element 2 in the last entry. We provide with a more general proof for this remark in Theorem 4.3 where we don’t assume the singularity to be in normal form nor perform computations of derivatives.

Now that the key feature about fold points has been stated, we move on closing the subsection with the proof of the claim on its title.

**Lemma 4.5.** \( p \) is a fold point for \( H \).

**Proof:** Let \( h \) be the map defined by Equation 3.3, then Remark 4.2 provides \( T_pS_H = T_pS_f = T_p h^{-1}(\mathbb{R}^n) = \ker(D_p h) \) and \( \ker(D_p H) = \ker(D_p f) \). Apply Lemma 3.3 and remark 2 in Equation 3.2 to obtain \( T_p S_H \oplus \ker(D_p H) = \mathbb{R}^n \) which is the condition for \( p \in F_H \). \( \square \)

**Theorem 4.2.** \( H \) is not \( C^1 \) robustly transitive.

**Proof:** (see Figure 7)

Fix any \( \varepsilon > 0 \). Since \( p \in F_H \), Lemma 4.4 provides a function \( g \in \mathcal{U}_{(H, \varepsilon)} \in C^1 \) and an open set \( W \) in \( \mathbb{T}^n \) containing \( p \) such that: \( W \subset S_g, g(W) = H(S_H \cap W) \) for all \( x \in W \) and \( g = H \in B_{(p, \varepsilon)} \). Abusing language in Corollary 4.5, call \( W \cap B_{(p, \varepsilon)} \) as \( W \), then \( g(W) = H(S_H \cap W) \subset H(S_H) \subset \{ x_n = \frac{1}{2} \} \). Since \( H = A \) in \( B_{(p, \varepsilon)} \), \( f(p) \neq p \) and \( |g(p) - f(p)| < \varepsilon \) then, previously reducing \( W \) again if needed, it holds that \( g^2(W) = g(g(W)) = H(g(W)) = A(g(W)) \subset \{ x_n = 0 \} \). On the other hand, \( \{ x_n = 0 \} \) is invariant under \( g \) (since ‘far’ from \( p \), \( g \) is equal to \( A \)) then \( g^m(W) \subset \{ x \in \mathbb{T}^n / x_n = 0 \}, \forall m \geq 2 \) which implies \( g \) is not transitive. Being \( g \) not transitive, \( H \) is not \( C^1 \) robustly transitive. \( \square \)

4.3. \( H \) is \( C^2 \) robustly transitive. We start the final subsection with a theorem showing that in the \( C^2 \) topology it is possible to find a neighborhood of \( f \) where no map in there collapses open sets; opposed to what happens in the \( C^1 \) topology stated in Lemma 4.4:

**Theorem 4.3.** Let \( f \) be the map defined by Equation 3.1. There exists a \( C^2 \) neighborhood \( \mathcal{U}_f \) of \( f \) such that for all \( g \in \mathcal{U}_f \) and all \( V \) open in \( \mathbb{T}^n \), the interior \( \text{int}(g(V)) \) is not empty.

**Proof:** Observe that Lemmas 3.2 and 3.3 hold simultaneously for some open set \( \mathcal{U}_f \subset C^2 \) containing \( f \), therefore for all \( g \in \mathcal{U}_f, S_g \) is a submanifold of \( \mathbb{T}^n \) of codimension 1. Given an arbitrary \( g \in \mathcal{U}_f \) and any \( V \) open in \( \mathbb{T}^n \) there exists \( U \subset V \) open such that \( U \cap S_g = \emptyset \). Since \( g \) is a local diffeomorphism in the interior of \( V \backslash S_g \) it carries \( U \) to an open set. Hence, the interior of \( g(V) \) is nonempty. \( \square \)

We point out now the key properties that \( f \) satisfies which are needed to finish the proof:

- 1) \( f \) admits unstable cones and this is a \( C^1 \)-stable property according to Corollary 3.1 (is worth to mention that the parameter \( a \) can be chosen as
small as desired in order to obtain a bounded prefixed difference between 
diameter and length, let’s say ‘less than \( \varepsilon \). Hence diameter and length can be identified without risk).

- 2) \( f|_{T^n \setminus B(p,r)} \) expands due to Observation 3.2.

Define then a \( C^1 \) neighborhood of \( f \) such that all of its elements admit unstable cones (item 1 holds). Then, reduce it until for all maps \( \hat{f} \) in there hold that \( \hat{f}|_{T^n \setminus B(p,\frac{3}{2}r)} \) expands (item 2 holds) and reduce it again to a neighborhood \( \mathcal{U}_f \) of \( f \) where Theorem 4.3 also holds for all \( \hat{f} \in \mathcal{U}_f \). Also, since \( H = F \circ f \) and \( d_2(F,Id) < \varepsilon \) we can take \( H \in \mathcal{U}_f \) and \( \mathcal{U}_H \in C^2 \) such that \( \mathcal{U}_H \subset \mathcal{U}_f \).

In what comes next we choose an arbitrary \( g \in \mathcal{U}_f \). If we prove \( g \) is transitive then we will have proved that \( H \) is \( C^2 \) robustly transitive. The strategy relies in noticing that for all open sets \( V \) there exist within \( V \) curves travelling inside \( g \)'s unstable cones which escape the perturbation region without coming back inside in the future. Being in a \( C^2 \) neighborhood where Theorem 4.3 holds, then an open subset of \( V \) also escapes the perturbation region. Finally, being \( g \) \( \varepsilon \)-close to \( A \) far away from \( p \), then \( g \) will be transitive.

We prove a series of lemmas that lead to the formal proof of these claims.
Lemma 4.6. Let $V \subset \mathbb{T}^n$ open. There exist a point $y \in V$ and $n_0 \in \mathbb{N}$ such that $g^k(y) \in \text{int}(g^k(V))$ and $g^k(y) \in \mathbb{T}^n \setminus B_{(p,2r)}$, $\forall k \geq n_0$.

Proof: Let $\beta \subset \text{int}(V)$ be a curve parametrized over an interval $I$ such that $\forall t \in I, \beta(t) \in C^u(\beta(t))$. Condition 3.1 on the differential of $f$ and the invariance of the unstable cones grant $\text{diam}(g^n(\beta)) > 6^n \cdot \text{diam}(\beta)$. Therefore it exists $n_0$ such that $\text{diam}(g^n(\beta)) > 9r$. Take a curve $\alpha \subset g^n(\beta) \setminus B_{(p,2r)}$ with $\text{diam}(\alpha) \geq 2r$. Build now a succession of curves $\{\alpha_k\}$ in the following fashion: take $\alpha_1 = \alpha$, since $\alpha'(t) \in C^u(\alpha(t))$ then $\text{diam}(g(\alpha_1)) > 12r$. Being $\text{diam}(B_{(p,2r)}) = 4r$, there exists $\alpha_2 \subset g(\alpha_1)$ such that $\alpha_2 \subset \mathbb{T}^n \setminus B_{(p,2r)}$ and $\text{diam}(\alpha_2) \geq 2r$. Proceed inductively according to this algorithm to find a family of curves $\{\alpha_k\}$ satisfying for all $k \in \mathbb{N}$:

- $g(\alpha_k) \supset \alpha_{k+1}$,
- $\alpha_k \subset \mathbb{T}^n \setminus B_{(p,2r)}$,
- $\alpha_k(t) \in C^u(\alpha_k(t))$.

Define afterwards a family of curves $\gamma_k$ such that $\forall k: \gamma_k \subset \alpha_1$ and $g^k(\gamma_k) = \alpha_k$. We have $g^{k+1}(\gamma_k) = g(g^k(\gamma_k)) = g(\alpha_k) \supset \alpha_{k+1}$, then $g^{k+1}(\gamma_k) \supset g^{k+1}(\gamma_{k+1})$ which imply $\gamma_k \supset \gamma_{k+1}$. Apply Cantor’s Intersection Theorem to obtain a point $x$ such that $\bigcap_{k \in \mathbb{N}} \gamma_k = \{x\}$. It holds for all $k \in \mathbb{N}$ that $g^k(x) \in \mathbb{T}^n \setminus B_{(p,2r)}$. Choose any $y \in g^{-n_0}(x)$ to have a point satisfying the thesis. □

Lemma 4.7. For all $V$ open set in $\mathbb{T}^n$, there exist $y \in V$ and $n_v \in \mathbb{N}$ such that for all $k \geq n_v: g^k(V) \supset B_{g^k(y),r}$.

Proof: For every $V$, Lemma 4.6 gives a point $y \in V$ and $n_0 \in \mathbb{N}$ such that $g^k(y)$ is interior to $g^k(V)$ and $g^k(y) \in \mathbb{T}^n \setminus B_{(p,2r)}$ for all $k \geq n_0$. Since $g|_{\mathbb{T}^n \setminus B_{(p,2r)}}$ expands and Theorem 4.3 holds in every iterate of $g$ then there exists $n_v$ such that $g^k(V) \supset B_{g^k(y),r}$ for all $k \geq n_v$. □

Lemma 4.8. Given $\varepsilon > 0$, there exist $m \in \mathbb{N}$ and a finite family of open balls $\{B_j\}_{j \in \{1, \ldots, d\}}$ in $\mathbb{T}^n$ with $\text{diam}(B_j) < \varepsilon$ for all $j$ such that:

- $\bigcup_{j=1}^d (B_j) = \mathbb{T}^n$,
- $A^m(B_j) = \mathbb{T}^n$ for all $j \in \{1, \ldots, d\}$,
- There exists a $C^0$ neighborhood $\mathcal{U}_A$ of $A$ such that for all $g \in \mathcal{U}_A$ and all $j \in \{1, \ldots, d\}$ it holds $g^m(B_j) = \mathbb{T}^n$.

Proof: The first claim comes from compactness of $\mathbb{T}^n$ and the second from $A$ expands. For the third, define a $C^0$ neighborhood of $A$ explicitly by the formula $\mathcal{U}_A = \{g: \mathbb{T}^n \to \mathbb{T}^n / \forall p \leq m, \forall j \leq d : |g^p(B_j) - A^p(B_j)| < \varepsilon\}$. Endow now every ball in the family with its standard CW complex structure. Since $A$ is linear and $g$ homotopic to $A$, apply Cellular Approximation Theorem to show that $g$ transforms balls in sets that have the homotopy type of balls. Finally, since the boundaries of $g^p(B_j)$ and the boundaries of $A^p(B_j)$ are at distance less or equal than $\varepsilon$ for all $j$, we have that $\mathcal{U}_A$ is the desired neighborhood that completes the proof. □

Theorem 4.4. $H$ is $C^2$ robustly transitive.

Proof: Given $\varepsilon = \frac{\varepsilon}{4}$, choose a neighborhood $\mathcal{U}_A$ in $C^0$ given by Lemma 4.8 and $\mathcal{U}_H \subset C^2$ the neighborhood described after Theorem 4.3. Reduce $\mathcal{U}_H$ until it is contained in $\mathcal{U}_A$. Choose an arbitrary $g \in \mathcal{U}_H$, we prove next that for all $V$ open set in $\mathbb{T}^n$ there exists $m \in \mathbb{N}$ such that $g^m(V) = \mathbb{T}^n$.

By Lemma 4.7, there exist $y \in V$ and $n_v \in \mathbb{N}$ such that $g^n(V) \supset B_{g^n(y),r}$ for all $n \geq n_v$. Consider now the family of open sets $\{B_j\}_{j \in \{1, \ldots, d\}}$ and $m \in \mathbb{N}$ both given
by Lemma 4.8. Since $\text{diam}(B_j) < \frac{r}{4}$ then $g^{n_V}(V) \supset B_j$. The third claim in Lemma 4.8 gives that $g^{n_V}(B_j) = T^n$ which implies that $g^{n + n_V}(V) = T^n$. This proves that $g$ is transitive. But since $g$ was chosen arbitrarily, the proof holds for all $g \in \mathcal{U}_H$. Therefore, $H$ is $C^2$ robustly transitive. □
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