Robust stimulated Raman shortcut-to-adiabatic passage by invariant-based optimal control
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The stimulated Raman adiabatic passage (STIRAP) shows an efficient technique that accurately transfers population between two discrete quantum states with the same parity, in three-level quantum systems based on adiabatic evolution. This technique has widely theoretical and experimental applications in many fields of physics, chemistry, and beyond. Here, we present a generally robust approach to speed up STIRAP with invariant-based shortcut to adiabaticity. By controlling the dynamical process, we inversely design a family of Hamiltonians that can realize fast and accurate population transfer from the first to the third level, while the systematic error is largely suppressed in general. Furthermore, a detailed trade-off relation between the population of the intermediate state and the amplitudes of Rabi frequencies in the transfer process is illustrated. These results provide an optimal route toward manipulating the evolution of three-level quantum systems in future quantum information processing.

I. INTRODUCTION

The accurate manipulation of quantum systems with high-fidelity is of great importance in atomic, molecular, optical physics and chemistry [1–3]. In particular, stimulated Raman adiabatic passage (STIRAP) [4,5] is a technique that can control preparation of the internal state and the dynamics of three-level quantum systems, so that an efficient and selective population transfer between quantum states is implemented. Population transfer by STIRAP has two distinct advantages: (i) it is robust against loss due to spontaneous emission from the intermediate state; (ii) it is insensitive to small variations of laser intensity, the duration, and the delay of pulses when the adiabatic condition is fulfilled. However, the adiabatic evolution in STIRAP requires a long run time for the desired parametric control, which makes the systems vulnerable to open system effects [6]. On the other hand, resonant pulses can achieve fast quantum state engineering, but they are sensitive to the parameter fluctuations that may lead to loss of fidelity. Therefore, implementing an effective method that combines both the advantages of adiabatic control and resonant interactions, which realizes fast and robust quantum state control, is a hot topic in recent years.

Shortcuts to adiabaticity (STA), introduced by Chen et al. in 2010 [7], are optimal control protocols that can speed up a quantum adiabatic process through a non-adiabatic route. They offer alternative fast and accurate processes which can reproduce the same final populations, or even the same final state in a shorter time, compared to the adiabatic evolution [8, 9]. Recently, STA have been widely used to implement rapid and robust quantum information processing in theory, such as quantum state transfer [10–16], quantum gates [17–24], and generation of quantum cat state [25, 27], etc. For instance, in 2012, Chen et al. [11] used the invariant-based shortcut to accelerate the STIRAP to realize population transfers in a short time. In 2016, Li et al. [15] achieved fast and accurate population transfer in three-level quantum systems with a stimulated Raman shortcut-to-adiabatic passage (STISRAP), based on counterdiabatic driving. In 2019, Liu et al. [20] introduced a NHQC+ protocol, which can incorporate STA to construct a variety of extensible nonadiabatic geometric gates that are robust against several types of noises. Experimentally, efforts have also been made for investigating the applications of STA in many quantum systems [28–35]. In 2016, Du et al. [29] demonstrated a fast and high-fidelity STISRAP to speed-up the conventional “slow” STIRAP. In 2019, Köbl et al. [35] employed the STA state transfer protocol to realize high-fidelity, reversible initialization of individual dressed states in a closed-contour, coherent driving of a single spin system.

Noises, errors, and fluctuations will decrease the accuracy and efficiency of the control of quantum states. In particular, some systematic errors cannot be avoided. For example, atoms take different Rabi frequencies induced by different positions and fields [36], and spin systems get different shifts of the amplitude of magnetic field caused by imperfections [37]. To suppress these errors, the invariant-based inverse engineering [36–41] is an effective method. In 2012, Ruschhaupt et al. [36] explored the stability of different shortcut protocols with respect to systematic errors in a generic two-level system. In 2018, Yu et al. [37] proposed a STA approach against systematic errors, to achieve robust spin flip and to generate the entangled Bell state. In 2019, Laforgue et al. [41] showed an exact and robust ultrahigh-fidelity population transfer on a three-level quantum system, using the Lewis-Riesenfeld (LR) method.

In this paper, we employ the invariant-based inverse en-
gineering to realize a fast and robust three-level population transfer in a general setting. Specifically, we analytically find one solution of dynamic parameters for the optimal short-cut with zero systematic error sensitivity (SES). More importantly, we show that the SES is always very small for a family of solutions of a given functional form. Compared to the previous protocols, the optimal shortcuts can realize a perfect population transfer in a more rapid and accurate way, while the time evolution of Rabi frequencies do not diverge, which implies that the frequencies can be easily implemented in the laboratory. Moreover, in the case of negligible SES, a close relation between the amplitude of Rabi frequencies and population of intermediate state are formed; the smaller the population of the intermediate state is, the larger the maximal amplitudes of Rabi frequencies are. This offers alternative routes for achieving high-fidelity state transfer of three-level quantum systems.

This paper is organized as follows: In Sec. II we present the basic principle of STISRAP by using invariant-based inverse engineering. In Sec. III we combine the concept of STA with perturbation theory based on Dyson series to design optimal STISRAP against systematic errors. In Sec. IV we study the trade-off between the maximal amplitude of Rabi frequencies and maximal population of intermediate state for the optimal shortcut. In Sec. V we compare the robustness of optimal invariant shortcut with the original one. A summary is provided in Sec. VI.

II. STIMULATED RAMAN SHORTCUT-TO-ADIABATIC PASSAGE BY INARIANT-BASED OPTIMAL CONTROL

We denote the three orthogonal quantum states of a three-level system by \( |1\rangle, |2\rangle, |3\rangle \), with \( |2\rangle \) being the intermediate state, and \( |1\rangle \) and \( |3\rangle \) being two lower-energy states which represent the initial and target state respectively. The STIRAP is an efficient method that can realize the selective population transfer between the state \( |1\rangle \) and the state \( |3\rangle \) by controlling the system to evolve along the adiabatic dark state. It involves a three-state, two-photon Raman process with counterintuitive pulse orders. More specifically, the three-level quantum system first interacts with the Stokes laser, which links the state \( |3\rangle \) with the state \( |2\rangle \), and then it interacts with the pump laser, which leads to the transition between the state \( |1\rangle \) and the state \( |2\rangle \). Meanwhile, to make sure that the state vector of the system adiabatically follows the evolution of the dark state, there must be a sufficient coupling (an appropriate overlap) between the two pulses. The Hamiltonian, under the rotating wave approximation with \( \hbar = 1 \), takes the form of

\[
H(t) = \frac{1}{2} \begin{pmatrix}
0 & \Omega_p(t) & 0 \\
\Omega_p(t)^* & 0 & \Omega_s(t) \\
0 & \Omega_s(t)^* & 0
\end{pmatrix},
\]

where Rabi frequencies \( \Omega_p(t) \) and \( \Omega_s(t) \) describe the interactions with the pump and Stokes fields. The Hamiltonian can be found, for example, in quantum-dots, or superconducting quantum systems. It can be mapped to the Hamiltonian of a spin-1 system, which is

\[
H(t) = \frac{1}{2} \left( \Omega_p(t) J_1 + \Omega_s(t) J_2 \right),
\]

where \( J_\nu (\nu = 1, 2, 3) \) are spin-1 generator matrices, fulfilling the SU(2) algebra \([J_\nu, J_\lambda] = iJ_\nu\epsilon_{\nu\lambda\mu}J_\mu\). For the Hamiltonian \( H(t) \), there exists another explicitly time-dependent nontrivial Hermitian operator \( I(t) \), a dynamical invariant, satisfying the equation

\[
\frac{dI}{dt} = \frac{i}{\hbar} [I, H] + \frac{\partial I}{\partial t} = 0.
\]

The invariant can be constructed by the superposition of the three group generators of spin-1 matrices with parameters \( \theta \) and \( \beta \),

\[
I(t) = \frac{1}{2} B_0 \begin{pmatrix}
0 & \cos \theta \sin \beta & -i \sin \theta \\
\cos \theta \sin \beta & 0 & \cos \theta \cos \beta \\
i \sin \theta & \cos \theta \cos \beta & 0
\end{pmatrix},
\]

where \( B_0 \) is a constant magnitude of magnetic field, guaranteeing the same energy dimension as \( H(t) \). The eigenvectors of the invariant are

\[
|\phi_0(t)\rangle = \begin{pmatrix} \cos \theta \cos \beta \\ -i \sin \theta \\ -\cos \theta \sin \beta \end{pmatrix},
\]

\[
|\phi_1(t)\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} \sin \theta \cos \beta + i \sin \beta \\ i \cos \theta \\ -\sin \theta \sin \beta + i \cos \beta \end{pmatrix},
\]

\[
|\phi_2(t)\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} \sin \theta \cos \beta - i \sin \beta \\ i \cos \theta \\ -\sin \theta \sin \beta - i \cos \beta \end{pmatrix},
\]

with corresponding eigenvalues \( \lambda_0 = 0 \) and \( \lambda_{1,2} = \pm B_0/2 \). By solving the dynamical equation of Eq. (3), one has

\[
\dot{\theta} = \frac{1}{2} \left( \Omega_p \cos \beta - \Omega_s \sin \beta \right),
\]

\[
\dot{\beta} = \frac{1}{2} \tan \theta \left( \Omega_p \cos \beta + \Omega_s \sin \beta \right).
\]

The Rabi frequencies \( \Omega_p \) and \( \Omega_s \) can be solved as

\[
\Omega_p = 2 \left( \dot{\beta} \cot \theta \sin \beta + \dot{\theta} \cos \beta \right),
\]

\[
\Omega_s = 2 \left( \dot{\beta} \cot \theta \cos \beta - \dot{\theta} \sin \beta \right).
\]

According to the theory of Lewis and Riesenfeld [42], the general solution of the Schrodinger equation can be written as the superposition of the three orthogonal “dynamical modes” of the invariant \( I(t) \), that is,

\[
|\Psi(t)\rangle = \sum_n c_n e^{i\gamma_n t} |\phi_n(t)\rangle,
\]

where \( c_n \) is a time-independent constant. The wave function \( |\Psi(t)\rangle \) is a supposition of time-dependent eigenstates \( |\phi_n(t)\rangle \).
with constant amplitudes (up to the LR phase factor $e^{i\gamma(t_0)}$), i.e., the dynamics follows the eigenstates of the invariant $I(t)$ without any approximation. In this sense, the invariant-based shortcut method breaks the speed limitation imposed by the adiabatic condition and therefore allows us to design the dynamics as fast as we wish, by choosing an appropriate time-dependent invariant. For this three-level system with the Hamiltonian $H(t)$ and the time-dependent invariant $I(t)$, we can solve the LR phases $\gamma(t)$ as

$$\gamma(0) = 0,$$

$$\gamma(t) = \frac{1}{2} \int_0^t \left[ \Omega_\rho \sin \beta + \Omega_\gamma \cos \beta \right] \cos \theta \, dt.$$  

Then, three orthogonal dynamical solutions can be constructed as

$$|\psi_n(t)\rangle = e^{i\gamma(t)} |\phi_n(t)\rangle,$$

and $\langle \psi_n(t) | \psi_m(t) \rangle = 0$ is valid for all times when $m \neq n$, where $m, n = 0, 1, 2$. Substituting Eqs. (10) and (11) into Eqs. (14), we get a constraint for the parameters $\theta$ and $\beta$ as

$$\sin \theta = \frac{\beta}{\gamma},$$

where $\gamma = \gamma(2) = -\gamma(1)$.

Now we are ready to apply the inverse engineering to achieve the fast quantum driving along the eigenstate of invariant $|\phi_0(t)\rangle$ in a given time $T$. If we want to inverse the population from $|1\rangle$ to $|3\rangle$ along this eigenstate, the boundary conditions are given by

$$\Omega_\rho(0) = \Omega_\gamma(T) = 0,$$

$$\beta(0) = 0, \quad \beta(T) = \pi/2,$$

$$\hat{\beta}(0) = \hat{\beta}(T) = 0,$$

$$\theta(0) = \theta(T) = k\pi,$$

$$\hat{\theta}(0) = \hat{\theta}(T) = 0.$$ 

Once the parameters $\beta$ and $\theta$ are determined according to the boundary conditions, the Rabi frequencies for a rapid and high-fidelity STISRAP are found from Eqs. (10) and (11).

III. OPTIMAL STISRAP BASED ON THE DYSON PERTURBATIVE SERIES

Here we consider systematic errors as the “perturbing” term representing a weak disturbance to the system. Combining invariant-based shortcuts and perturbation theory, we can get approximate solutions of the Schrödinger equation and design a robust quantum state engineering against such sources of errors. The perturbing Hamiltonian is assumed to take the form

$$H(t) = \frac{1}{2} \begin{pmatrix}
0 & \lambda \Omega_\rho & 0 \\
\lambda \Omega_\rho & 0 & \lambda \Omega_\gamma \\
0 & \lambda \Omega_\gamma & 0
\end{pmatrix},$$

that is, $H' = \lambda H$, where $\lambda$ is small time-independent and dimensionless parameter, thereby implying that the Rabi frequencies have simultaneously a small shift, i.e., $\lambda \Omega_\rho$ and $\lambda \Omega_\gamma$.

We use the technique of the Dyson series to expand the wave function up to the second-order $O(\lambda^2)$.

$$|\psi(T)\rangle = |\psi_0(T)\rangle - \frac{i}{\hbar} \int_0^T dt U_0(t, t) H(t') |\psi_0(t)\rangle$$

$$- \frac{1}{\hbar^2} \int_0^T dt U_0(t, t) H(t') \hat{U}_0(t, t') H(t') |\psi_0(t')\rangle + \cdots,$$  

(19)

where $|\phi_0(t)\rangle$ is the unperturbed solution and $\hat{U}_0(\lambda, t) = \sum_0^n |\phi_n(s)\rangle (\phi_n(t))$ is the unperturbed time evolution operator. We assume that the error-free ($\lambda = 0$) scheme works perfectly, i.e., the system evolves exactly along the state $|\phi_0(t)\rangle$ from the initial state $|\psi_0(0)\rangle = |1\rangle$ to the final one $|\psi_0(T)\rangle = |3\rangle$, up to a global phase factor. Then the population of the state $|3\rangle$ at time $T$ is

$$P_3 = |\langle \psi_0(T) | \psi(T) \rangle |^2 = 1 - \sum_0^3 \int_0^T \langle \psi_0(t) | H(t') |\phi_n(t)\rangle |^2.$$

Here the SES is defined as

$$q_3 := \frac{1}{2} \frac{\partial^2 P_3(\lambda)}{\partial \lambda^2} \bigg|_{\lambda = 0} - \frac{\partial P_3(\lambda)}{\partial \lambda} \bigg|_{\lambda = 0},$$

(21)

which is a dimensionless quantity that indicates the change of the population of $|3\rangle$ compared to $\lambda^2$. For example, if $q_3 = \epsilon$, then approximately, the population of $|3\rangle$ at $T$ is $1 - \epsilon \lambda^2$. Therefore, the smaller the values of $q_3$, the more robust that the protocol is against these noises. From Eqs. (18) and (20), using the eigenvectors of the invariant in Eqs. (5), (6), and (7), we find

$$q_3 = \left| \int_0^T d\tau e^{-\gamma (\theta - \hat{\beta} \cos \theta)} \right|^2.$$  

(22)

We aim to design an “optimal” shortcut scheme with zero SES by setting some particular conditions on the parameters $\theta$, $\beta$, and $\gamma$. To this end, we do not need to find the complete set of general solutions, but only need to find one solution for the parameters that satisfies the boundary conditions. And for practical consideration, the functional forms of $\theta$ and $\beta$ should be as simple as possible.

To begin with, let us try to simplify the boundary conditions by choosing an appropriate functional form of $\theta$. Setting

$$\theta(t) = \frac{B}{2} \left[ 1 - \cos \left( \frac{2\pi t}{T} \right) \right],$$

(23)

the boundary conditions for $\theta$ are automatically satisfied,

$$\theta(0) = 0, \quad \theta(T) = 0,$$

$$\theta(T/2) = B, \quad \theta(0) = \theta(T) = 0.$$  

(24)

Here $B$ is an arbitrary dimensionless constant which is called the population parameter, because $\sin^2 B$ represents the maximal value of population of the intermediate state during the dynamic evolution. In practice, a higher value of $B$ will result in larger errors by the spontaneous emission of the intermediate state [2]. Therefore, in designing the inverse-engineering, we should keep $B$ small, which guarantees that the population
of the intermediate state can take a relatively small and controllable value in the transfer process. In this sense, we require that $B < \pi/2$.

Having assumed the functional form of $\theta$, the original boundary conditions imply that we should find a solution of $\beta(t)$ and $\gamma(t)$ such that

$$\beta(0) = 0, \quad \beta(T) = \frac{\pi}{2}, \quad \sin \theta = \frac{\beta}{\gamma}. \quad (25)$$

Since the parameter $\theta$ is strictly increasing with respect to $t$ for $t \in [0, T/2]$ and strictly decreasing for $t \in [T/2, T]$. By the inverse function theorem, we have

$$\tilde{t}_1(\theta) = \frac{T}{2\pi} \arccos \left(1 - \frac{2\theta}{B}\right), \quad \theta \in [0, B], \quad (26)$$

as the inverse function of $\theta(t)$ for $t \in [0, T/2]$ and $t_2(\theta) = T - \tilde{t}_1(\theta)$ as the inverse function for $t \in [T/2, T]$. This means that we can further simplify the boundary condition for the problem by setting $t = t_{1,2}(\theta)$ for the two time intervals $t \in [0, T/2]$ and $t \in [T/2, T]$ respectively. In this way, the variable $t$ is eliminated and the problem can be further simplified as:

$$\tilde{b}_1(\theta) \equiv \beta(t_{1}(\theta)) \text{ and } \tilde{\gamma}_1(\theta) \equiv \gamma(t_{1}(\theta)) \text{ for } i = 1, 2,$$

such that

$$\tilde{b}_1(0) = 0, \quad \tilde{b}_1(B) = \tilde{b}_2(B) = A,$$

$$\tilde{b}_2(0) = \frac{T}{2}, \quad \sin \theta = \frac{\tilde{b}_1}{\tilde{\gamma}_1}, \quad (27)$$

for $i = 1, 2$, where $\tilde{b}_i = \frac{\partial}{\partial \theta} b_i$, $\tilde{\gamma}_i = \frac{\partial}{\partial \theta} \gamma_i$, and $A$ is an arbitrary constant satisfying $0 < A < \pi/2$.

Let us then consider the constraint imposed by $\sin \theta = \tilde{b}_i/\tilde{\gamma}_i$ for $i = 1, 2$, which leads to $\tilde{\gamma}_i = \tilde{b}_i/\sin \theta$. To make sure $\tilde{\gamma}_i$ does not diverge, we can assume that $\tilde{b}_i(\theta) = f_i(-\cos \theta)$. This gives $\tilde{b}_i(\theta) = f_i(-\cos \theta) \sin \theta$, so that we have $\tilde{\gamma}_i(\theta) = f'_i(-\cos \theta)$. This guarantees that $\beta(0) = \beta(T) = 0$ in the time evolution. The advantage of such a choice is that the Rabi frequencies in Eqs. (10) and (11) will no longer diverge at the initial and final times. Here, to make notations simpler, we define $m = -\cos \theta$, which is strictly increasing for $\theta \in [0, B]$. Thus $\theta = \arccos(-m)$ is well defined. Therefore, we have $\tilde{b}_1(\theta) = \tilde{b}_1(\theta(m)) = b_1(m) = f_1(m)$. Suppose that $\tilde{\gamma}_1(\theta) = \tilde{\gamma}_1(\theta(m)) = \gamma_1(m)$, then we have $\gamma_1(m) = \frac{d\theta}{dm} m - \frac{d\theta}{dm} \gamma_1(\theta) = b'_1(m)/\sqrt{1 - m^2}$. The tasks are then transformed into the following forms: find $b_1(m)$ and $r_1(m)$ such that

$$b_1(-1) = 0, \quad b_1(-\cos B) = b_2(-\cos B) = A,$$

$$b_2(-1) = \pi/2, \quad \sqrt{1 - m^2} = \frac{b'_1(m)}{r'_1(m)} \quad \text{for } r'_1(m) = \frac{d\theta}{dm} \gamma_1(\theta) = b'_1(m)/\sqrt{1 - m^2} - mb'_1, \quad (28)$$

where $b'_1(m) = \frac{d}{dm} b_1(m)$, $r'_1(m) = \frac{d}{dm} r_1(m) = \frac{d}{dm} \gamma_1(\theta)$ and $r_1(-\cos B) = r_2(-\cos B)$. Denoting

$$Q_1 = \int_{-1}^{1} d m e^{-i\alpha} \left( \frac{i}{\sqrt{1 - m^2}} - \frac{m b'_1}{1 - m^2} \right), \quad (29)$$

and

$$Q_2 = \int_{-1}^{1} d m e^{-i\alpha} \left( \frac{i}{\sqrt{1 - m^2}} - \frac{m b'_2}{1 - m^2} \right), \quad (30)$$

the SES can be rewritten in a compact form as

$$q_s = |Q_1 + Q_2|^2. \quad (31)$$

From Eq. (28), we have

$$r_1(m) = \int \frac{b'_1}{\sqrt{1 - m^2}} dm. \quad (32)$$

Let us assume that the ansatz function $b_1(m)$ takes a linear form, which is the simplest nontrivial function of $m$. That is,

$$b_1(m) = Dm + D, \quad 0 \leq t \leq T/2,$$

$$b_2(m) = Fm + F + \pi/2, \quad T/2 < t \leq T, \quad (33)$$

where $D$ is called the phase constant which is to be determined by setting $q_s = 0$, and $F = -2D + \pi + 2D \cos B/2 (-1 + \cos B)$ is another constant. In this way, the boundary condition of $b_1(-\cos B) = b_2(-\cos B)$ is satisfied with $A = -D \cos B + D$. This gives

$$r_1(m) = D \arcsin m, \quad 0 \leq t \leq T/2,$$

$$r_2(m) = F \arcsin m + FR - DR, \quad T/2 < t \leq T, \quad (34)$$

where $R = \arcsin (\cos B)$.

To summarize, we have significantly simplified the original boundary conditions by picking some useful functional forms of $\theta$ and $\beta$. We give the final analytic expressions of $b_1$ and $r_1$ in Eqs. (33) and (34), which automatically satisfy the boundary conditions, leaving only the parameters $D$, $B$, and $T$ to be determined. For any given evolution time $T$, we can choose the population parameter $B$, and solve the phase parameter $D$ by setting $q_s$ as a very small value, i.e., $q_s \ll 1$. In general, we cannot prove that the equation $q_s = 0$ for the phase parameter $D$ always has a solution, but numerical analysis shows that $q_s$ is at order of magnitude $10^{-2}$, which means that our protocol can suppress the the noise to 1%. Then the parameter $\beta$ and $\theta$ for the Hamiltonian $H$ satisfying the boundary equations Eq. (17) are well determined when the constant $D$, $B$, and $T$ are given. Once we have the expressions for $b_1(m)$ and $r_1(m)$, we can calculate the function $\beta(t)$ and $\gamma(t)$ easily, and the Rabi frequencies $\Omega_\beta$ and $\Omega_\gamma$ can be obtained from Eqs. (10) and (11).

The above scheme of finding the parameters for any desired parameters $B$ and $T$ constitutes our main result. Notably, this scheme is not limited to the 100% population transfer from the state $|1\rangle$ to $|3\rangle$: it can also be applied to arbitrary population transfer, i.e., from the state $|1\rangle + |3\rangle$ to $|1\rangle + \sin \beta_0 |3\rangle$ for arbitrary $\beta_0$ and $\beta_1$. To achieve this arbitrary population transfer, one should set the boundary conditions for $\beta(t) = \beta_0$ and $\beta(T) = \beta_1$, which can be easily satisfied by adjusting the boundary conditions $D$ and $F$ in the ansatz function of $b_1$ in Eq. (33). In the following, we shall see that this solution makes sure that the Rabi frequencies do not diverge in the time evolution, while it can realize a perfect and robust state transfer.

We then analyze the value of SES. Substituting the expression for the parameter $\beta$ and $\gamma$ in Eqs. (33) and (34) into the SES expression of Eq. (31), we get the analytic form of the systematic error sensitivity, which is plotted in Fig. 1.
The x-coordinate is parameter $D$, and the y-coordinate represents the systematic error sensitivity, where $B = \pi/6$ and $T = 0.1\mu s$. Notably, one can find that the SES always takes a very small value ($q_s < 0.015 \ll 1$) with the variations of the phase parameter $D$ and can reach zero when $D \approx -20$. This shows that we have found a family of robust protocols parametrized by the phase parameter $D$ against such a systematic error. Then the time-dependent Rabi frequencies $\Omega_p$ and $\Omega_s$ can be obtained, shown in Fig. 2 (a), with maxima $\Omega_{max}^p \approx 28.50 \times 2\pi$ MHz. Here $D = 5.85$ is given to get a relatively small values of the maximum of Rabi frequencies, while the SES is a trivial value below 0.005. In principle, one can select a smaller value of $D$ to make the error sensitivity zero, but this may give a large value of Rabi frequencies. The reasons for choosing such a $D$ are three-manifold: The pulses can possess the same amplitudes and symmetrical shapes with a relatively small value of the maximum of Rabi frequencies, so it is easy to be prepared in experiment; the SES takes a very small value, and thus the protocol is still robust against the systematic errors; it is also convenient for further comparisons with other shortcut protocols when the same values of maximum of Rabi frequencies are designed.

To find the specific form of $H(t)$ in Eq. (1), we solve the Schrödinger equation $H(t)|\psi(t)\rangle = i\hbar \frac{d|\psi(t)\rangle}{dt}$ numerically by a Runge-Kutta method with an adaptive step, and get the time evolution of the populations $P_k(t)$ ($k=1,2,3$) during the population transfer based on the optimal STISRAP protocol, presented in Fig. 2 (b). The population is defined as $P_k(t) = \langle k|\rho(t)|k\rangle$ with $\rho(t) = |\psi(t)\rangle\langle\psi(t)|$ being the final density matrix after time evolution of the population transfer operation on the initial state $|1\rangle$. One can see that the time evolutions governed by the Hamiltonian $H(t)$ can achieve a 100% population transfer from the states $|1\rangle$ to $|3\rangle$, that is, $P_1(0) = 1$ and $P_3(0) = 0$, and $P_1(T) = 0$ and $P_3(T) = 1$, where $P_i$ denotes the population of the state $|i\rangle$. The population of the intermediate state $|2\rangle$ is $\sin^2 \theta$, and it can reach its maximum $\sin^2(\pi/6) = 0.25$ when $t = T/2$, as we expected for $B = \pi/6$. Also, a simple adiabatic approach with Rabi frequencies $\Omega_{p(a)} = \Omega_p^s \sin \beta$ and $\Omega_{m(a)} = \Omega_p^s \cos \beta$ needs $T \geq 0.56\mu s$ to achieve the same state transfer with 0.9999 fidelity, so the optimal protocol based on $H$ is 5.6 times faster.

IV. THE TRADE-OFF BETWEEN THE POPULATION OF THE INTERMEDIATE STATE AND THE AMPLITUDE OF RABI FREQUENCIES

In practice, in order to achieve high-fidelity state transfer in three-level quantum systems, one also needs to minimize the interference from occupation fluctuation of the intermediate level. However, we find that this needs a larger amplitude of Rabi frequency, meaning a larger energy cost. In other words, one cannot simultaneously suppress the population of the intermediate level and reduce the energy cost. We will show such a trade-off between these two requirements in quantum state engineering.

Here, we study the relation between the population of the intermediate state and the amplitude of Rabi frequencies in the state transfer process. These two quantities are two positive factors contributing to the fidelity of the state transfer. To minimize the overall error, one has to balance these two sources of error. Thus, understanding such relation can help us to design an effective way to realize robust state transfer in different experiments. To show this, the population of the intermediate level is decreased by choosing different smaller value of $B$ in the optimal shortcut, and then appropriate Rabi frequencies are designed to achieve state transfer with zero systematic-error sensitivity for a given $D$.

First of all, substituting $B = \pi/8$ into Eq. (23), we set a new function $\theta$. Subsequently, by plotting the change of the systematic error sensitivity with the parameter $D$, it is straightforward to find that the SES is always a small value below 0.002, which means the effect of the noise is suppressed to 2%, suggesting that these family of protocols parametrized by the phase parameter $D$ is generally robust against the systematic error. In fact, an appropriate value of $D$ can be
TABLE I. The relation between the maximal population of the intermediate state ($P_{2(\text{peak})}$) and the maximal amplitude of Rabi frequencies ($\Omega_{\text{peak}}$) with the variations of $D$ and $B$.

| $D$  | $P_{2(\text{peak})}$ | $\Omega_{\text{peak}}$ |
|------|---------------------|-------------------------|
| 40.88| 0.03806             | 78.246                  |
| 10.32| 0.14625             | 38.5623                 |
| 5.85 | 0.25                | 28.5498                 |
| 2.86 | 0.5                 | 18.5065                 |
| 1.59 | 0.75                | 13.6963                 |

![FIG. 3](image1)

(a) The Rabi frequencies $\Omega_\ell$ (red, dashed line) and $\Omega_p$ (blue, solid line) in the optimal STISRAP protocol. (b) Time evolution of the populations $P_\ell(t)$ (red, dashed line), $P_p(t)$ (green, solid line), and $P_3(t)$ (blue, dotted dashed line) by numerically solving the Schrödinger equation when the initial state is $|1\rangle$, the populations of the three states are depicted in Fig. 2(b).

![FIG. 4](image2)

(a) The Rabi frequencies $\Omega_\ell$ (red, dashed line) and $\Omega_p$ (blue, solid line) in the optimal STISRAP protocol. (b) Time evolution of the populations $P_\ell(t)$ (red, dashed line), $P_p(t)$ (green, solid line), and $P_3(t)$ (blue, dotted dashed line) by numerically solving the Schrödinger equation when the initial state is $|1\rangle$. The corresponding time evolution of the quantum state governed by the Hamiltonian with the two pulses can achieve a complete population transfer; (iii) The smaller the population of the intermediate state is, the larger the amplitudes of Rabi frequencies are.

One can increase the value of $B$, so that the population of intermediate state $|2\rangle$ is enlarged. Moreover, for $B = \pi$, an appropriate choice of $D$ can lead to a protocol whose SES is exactly zero. Substituting the given $B$ and $D$, the $\theta$ and $\beta$ are determined from the Eqs. (33) and (34). The corresponding Rabi frequencies also can achieve a 100% state transfer. The relation between the maximal population of the intermediate state and the maximal amplitude of Rabi frequencies can be summarized in Table I where $P_{2(\text{peak})}$ and $\Omega_{\text{peak}}$ represent the maximal population of the intermediate state and the maximal amplitude of Rabi frequencies in the transfer process, respectively. It shows a close relation between the $P_{2(\text{peak})}$ and $\Omega_{\text{peak}}$, namely, one must decrease as the other increases. This implies that a zero value of $P_{2(\text{peak})}$ is impossible as an infinite energetic cost can not be reached.

V. COMPARISON BETWEEN THE OPTIMAL INVARIANT-BASED SHORTCUT AND THE ORIGINAL PROTOCOL

To show the robustness of our optimal protocol against the systematic error, we compare it with the original invariant-based inverse engineering in three-level quantum systems pro-
population of intermediate state, and same evolution time. To this end, we should modify some parameters of the boundary conditions in the original protocol. That is, $\theta_o(0) = \theta_o(T) = \epsilon$ with $\epsilon = 0.035$, which ensures the maxima of the Rabi frequencies are $\Omega_{p(o)}^s = \Omega_{p(o)}^o \approx 28.50 \times 2\pi \text{ MHz}$, as in the optimal invariant-based shortcut, while other boundary conditions are the same as the Eqs. (24) and (25). We also take $\beta_o(0) = 0$ and $\beta_o(T) = 0$ to make sure that $\Omega_{p(o)}^s(0) = 0$ and $\Omega_{p(o)}^o(T) = 0$.

One set of possible solutions for $\theta_o$ and $\beta_o$ can be obtained by assuming a polynomial ansatz to interpolate at intermediate times that $\theta_o = \sum_{j=0}^4 a_j t^j$ and $\beta_o = \sum_{j=0}^3 b_j t^j$, and then the coefficients can be directly solved in terms of the above boundary conditions. Finally, the Rabi frequencies $\Omega_{p(o)}^s$ and $\Omega_{p(o)}^o$ in the original invariant-based shortcut can be found from the Eqs. (10) and (11). In Fig. 5 we plot the time evolution of Rabi frequencies $\Omega_{p(o)}^s$ (green, star line) and $\Omega_{p(o)}^o$ (black, dotted line) in the original invariant-based shortcut, together with the optimal ones $\Omega_s$ (red, dashed line) and $\Omega_o$ (blue, solid line) in our protocol. One can find that the four Rabi frequencies vary in a different manner, while they take the same maxima in the time evolution.

Now, we can discuss the effect of systematic errors on the two different protocols. By solving the Schrödinger equation $(H(t) + H'(t))|\psi_0(t)\rangle = i\hbar|\psi_0(t)\rangle/\epsilon dt$ numerically with the initial state $|1\rangle$, in both invariant-based shortcuts, the population $P_3(\lambda)$ of state $|3\rangle$ at final time $T$ changes with respect to parameter of systematic error $\lambda$, demonstrated in Fig. 6. It turns out that the final population in our optimal protocol is always higher than the original protocol with respect to $\lambda$, showing the robustness of our protocol against systematic error. Also, note that the population of state $|1\rangle$ in our optimal protocol at the initial time is 1, with no population at the intermediate state at all. This is in contrast to the original protocol where the population of the intermediate state takes a non-vanishing value, i.e., $\sin^2\epsilon$. This shows another advantage of our protocol; the Rabi frequencies are bounded and smooth and thus they can be easily generated in practice.

VI. SUMMARY

In summary, we have proposed a general solution scheme for robust stimulated Raman shortcut-to-adiabatic passage with invariant-based shortcuts to adiabaticity in three-level quantum systems. We have inversely engineered a family of optimal Hamiltonians that can suppress the systematic error sensitivity. In particular, we have studied the relation between the population of the intermediate state and the amplitude of Rabi frequencies, which shows a trade-off behavior, i.e., the smaller the amplitudes of Rabi frequencies are, the larger population of the intermediate state is. Moreover, the comparison between the optimal shortcut and the original protocol presents the robustness of the optimal one against systematic errors in the time evolution. These results suggest that the optimal stimulated Raman shortcut-to-adiabatic passage indeed provides a general route for robust state transfer in three-level quantum systems, which is helpful for realizing high-fidelity quantum information processing in different
experimental platforms.
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