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Abstract
Simulation of forest environments has applications from entertainment and art creation to commercial and scientific modelling. Due to the unique features and lighting in forests, a forest-specific simulator is desirable, however many current forest simulators are proprietary or highly tailored to a particular application. Here we review several areas of procedural generation and rendering specific to forest generation, and utilise this to create a generalised, open-source tool for generating and rendering interactive, realistic forest scenes. The system uses specialised L-systems to generate trees which are distributed using an ecosystem simulation algorithm. The resulting scene is rendered using a deferred rendering pipeline, a Blinn-Phong lighting model with real-time leaf transparency and post-processing lighting effects. The result is a system that achieves a balance between high natural realism and visual appeal, suitable for tasks including training computer vision algorithms for autonomous robots and visual media generation. The application and supporting configuration files can be found at https://github.com/callumnewlands/ForestGenerator.
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1. Introduction
Procedural generation and efficient rendering of vegetation and natural environments is a growing research area in both the entertainment and commercial industries. Whilst the former is often concerned with visual attractiveness and generation speed [Mor16, Int20, Lan20], the latter often focuses on real-world accuracy and generation flexibility, for purposes such as environmental forecast modelling or simulating real-world locations [HSAKD98, Kom20, Len20, Vir20].

We here present an open-source Forest Generator (available with sample configurations at [New22]) for procedurally generating and rendering realistic forests which can be virtually navigated in real-time, or through asynchronous connections with external software. The system takes a middle-ground perspective between visual and real-world accuracy, resulting in an approach that is ideal, for example, for training the computer-vision systems of forest navigating robots [HRS13, SNK*20, TGZ20].

The main contributions of this article are two-fold, firstly, a brief review of the existing approaches and literature in several aspects of forest generation and rendering (Section 2)—including vegetation generation, rendering optimisation, ecosystem simulations and tree-specific illumination—and secondly, the presentation of a system for generating and rendering realistic forest environments. Section 3 gives an overview of the system architecture and control flow—which uses L-systems for representing and generating a wide range of tree types (Section 4), along with a tree-specific ecosystem simulation for realistic scene distributions (Sec-
2. Related Work

Procedural generation and rendering of virtual forest environments comprises many aspects; key among them are plant model generation, vegetation distribution, terrain generation, rendering optimisation, and tree-specific illumination. The following provides a brief overview of the state-of-the-art in these areas.

2.1. Vegetation

Methods for vegetation generation can be categorised as procedural and non-procedural. Non-procedural methods allow for high levels of control and can result in highly detailed models, at the cost of requiring heavy user input—often at a per-plant level. Key non-procedural methods include manual modelling, and image-based methods such as photogrammetry [BNB13, Pat18]. Procedural models are constructed algorithmically and controlled through parameter values without requiring high levels of manual input or expertise. Several hybrid methods have also been developed to reduce the time taken to create plants under non-procedural methods, by combining algorithmic generation with user descriptions (component graphs) [LD09] or sketch-guided modelling [BvMM11].

Early procedural models for trees include the H-model and P-model [HTF82, PL90] which defined branch geometry parametrically in terms of their parent branches through angles and lengths, and further parametric models were subsequently proposed [WP95, DGC01, Hew17]. Several methods have been introduced which take into account the fractal-like (recursive) nature of tree generation, and operate in terms of repeated sub-modules including Iterated Function Systems [Bar88] and self-similar branch modules [MHS’19].

The most well-explored plant modelling technique based on the idea of recursive hierarchies is the concept of L-systems. L-systems are a parallel string-rewriting system and were introduced by Lindenmayer in order to model the growth of cellular organisms [Lin68]. There are many types and extensions of L-systems [Pru86, PL90, PHHM96] including (deterministic) context-free, context-sensitive, stochastic, parametric, differential [PHM93], environmentally-sensitive [PJM94] and open [MP96]. However, often context-sensitive L-systems, stochastic L-systems, and parametric L-systems are combined, as is the case here.

Prusinkiewicz was the first to propose a graphical interpretation of L-systems using a ‘turtle’ [Pru86]. After the desired number of iterations of an L-system, the resulting string can be interpreted by the turtle by reading left to right and acting on each symbol in a predefined manner. The turtle interpretation, combined with the expressive power of L-systems, allows for the generation of many complex graphics from the specification of simple rules, and was later extended into 3D and combined with parametric L-systems to allow for rotation and movement by arbitrary amounts [PL90]. A further key extension in the field of plant representations was the inclusion of brackets ( and ) to allow for branching structures such as trees to be represented [Lin68] along with their turtle interpretation through the use of a stack [Pru86].

Another category of procedural plant generation methods are particle-based methods, which simulate the motion of particles to construct the branch structure of trees. These include Diffuse-Limited Aggregation [WS81], Space Colonisation [RLP07] and particle flow modelling [NFD07, NM19].

As well as the generation of plant models, the distribution of plants within a scene is critical to realism and visual appeal. The simplest approach for distributing vegetation is to sample a random probability distribution, or use an algorithm such as Poisson disk sampling [Coo86]. This naïve approach results in unrealistic plant distributions and specialised methods have been proposed. These can be grouped according to whether plant positions are generated from global distribution properties (global-to-local) or whether the overall distribution arises from simulating interactions between individual plants (local-to-global) [LP02].

Several global-to-local methods have been proposed, including: modelling ecotypes from terrain data [Ham01], probability-deformation-kernels [LP02], halftoning algorithms [DHL98], and sample pattern extrapolation [XYY15]. Alsweis and Deussen presented a method for using Wang Tiles, along with the ‘field of neighbourhood’ (FON) distribution model [BH00] to model the influence of plants on the growth of other plants in their surrounding area [AD06]. This idea was developed further using Poisson disk distributions (PDDs) and configurable ecosystem properties [WHDS13], and to accommodate plants of different sizes without size-related bias [OBRvdK17]. Recently, Nascimento et al. presented a method which takes advantage of GPU parallelism, and uses the idea of ecosystems from [Ham01] along with layering, to allow for different sized plants with per-layer parameter maps and cross-layer growth interactions [dNFP18].

Local-to-global methods typically allow for higher plant-level interactions, at the cost of higher compute times, or possible inconsistencies at a global scale. Early models were based on open L-systems and distributed plants by simulating resource competition or enforcing species-terrain preferences [DHL98]. This was extended to utilise multiset L-systems and simulate succession and plant-clustering (using deformation kernels) [LP02]. Beneš proposed another local-to-global algorithm in the form of a survival simulation on randomly placed plants [Bent02]. The simulation models the growth and death of plants, seed dispersal and clustering, resource competition and removal of colliding plants. Mikulič and Mihajlović compared random scattering (with collision detection) to a similar survival simulation and found that the simulation produced a more natural result [MM16].

2.2. Terrain

Terrain generation methods are based on one of two representations: heightmaps—which store the terrain as a 2D image representing terrain height—and voxel terrain—where voxels are elements of a 3D volume grid (typically cubes). The use of heightmaps restricts the terrain to be one continuous surface with no caves or overhangs, however this can be overcome with layered heightmaps...
Terrain height functions map a coordinate pair to a height value to create heightmaps before or during render time. One of the most common categories are noise functions—due to the fact that they can be evaluated without relying on neighbouring points—and include random noise, coherent noise, fractal noise and ridged noise [Ols04, Häg06, Dun16, FE17].

Aside from terrain-height functions, several iterative generation methods have been proposed including midpoint displacement, diamond-square subdivision and faulting algorithms [BA05, Häg06, Kah13]. At a larger terrain-scale, many physics-based erosion models have also been proposed [MMK89, CFM98, BF01, BF02, BTHB06, MDH07, KBKv09, JT11, Kur12, Bey15, BEP18], however, due to the comparatively small scale of forests, these methods are somewhat unsuitable for the problem discussed here and are included here only for completeness.

Once the terrain has been generated, post-generation techniques can be applied to increase realism or reduce render time. Three of the most common mesh-optimisation methods are: ROAM [DWS'97], the Lindstrom-Coller Simplification [LKR'96] and Geometrical MipMapping [dB00]. Terrain smoothing can be performed by applying common imaging filters to the heightmaps [SKG'09], or using agents which perform random walks and average the height of points [DP10].

2.3. Rendering Optimisation

Tree models can have in the order of 100,000 polygons [FUM05] (see supplementary material), therefore rendering even a few tree models in full detail can quickly become infeasible if the scene is to be navigable with reasonable frame rates. One of the key concepts in rendering complex scenes is Level of Detail (LOD) which involves presenting models using different methods based on their distance from the viewpoint.

Plant model LOD rendering techniques can be broadly classified into three categories: geometric simplification, point-based, and image-based. Geometric simplification methods reduce the number of polygons in the model and include general polygonal simplification (GMS09, HGA'10).

Terrain height functions map a coordinate pair to a height value to create heightmaps before or during render time. One of the most common categories are noise functions—due to the fact that they can be evaluated without relying on neighbouring points—and include random noise, coherent noise, fractal noise and ridged noise [Ols04, Häg06, Dun16, FE17].

Aside from terrain-height functions, several iterative generation methods have been proposed including midpoint displacement, diamond-square subdivision and faulting algorithms [BA05, Häg06, Kah13]. At a larger terrain-scale, many physics-based erosion models have also been proposed [MMK89, CFM98, BF01, BF02, BTHB06, MDH07, KBKv09, JT11, Kur12, Bey15, BEP18], however, due to the comparatively small scale of forests, these methods are somewhat unsuitable for the problem discussed here and are included here only for completeness.

Once the terrain has been generated, post-generation techniques can be applied to increase realism or reduce render time. Three of the most common mesh-optimisation methods are: ROAM [DWS'97], the Lindstrom-Coller Simplification [LKR'96] and Geometrical MipMapping [dB00]. Terrain smoothing can be performed by applying common imaging filters to the heightmaps [SKG'09], or using agents which perform random walks and average the height of points [DP10].

2.3. Rendering Optimisation

Tree models can have in the order of 100,000 polygons [FUM05] (see supplementary material), therefore rendering even a few tree models in full detail can quickly become infeasible if the scene is to be navigable with reasonable frame rates. One of the key concepts in rendering complex scenes is Level of Detail (LOD) which involves presenting models using different methods based on their distance from the viewpoint.

Plant model LOD rendering techniques can be broadly classified into three categories: geometric simplification, point-based, and image-based. Geometric simplification methods reduce the number of polygons in the model and include general polygonal simplification methods (reviewed in [HG97]), as well as plant-specific models such as FSA [RCB'02], BFSA and TFSA [DZYJ10]. Point-based methods partially or totally replace models with point-cloud representations, as points are typically faster to render than polygon vertices [RB85, WP95, SD01, WFP'01, DCSD02]. Image-based methods replace 3D model meshes with 2D representations—which have much smaller polygon counts—and result in the highest vertex compression rate at the cost of reduced detail.

The most common image-based method is a billboard, which replaces a model with a flat texture representation mapped on a rectangular plane. There are several types of billboard, which reflect the trade-off between complexity reduction and accuracy to the original model [DDSD03, DN04, BCF'05, DCDS05, FUM05, Häg06, DZYJ10, BLZ'11, Jak00, BJCJ09], with the most notable types being camera-aligned billboards (one billboard per model), crossed billboards (2–3 billboards per model) and billboard clouds (a set of n billboards). Among the limitations of 2D billboard representations are the artefacts when viewed at shallow angles, and the lack of parallax and depth. As a result, several other techniques have been presented which consider model depth. The most notable methods, with regards to walk-through forests, are “Sprites with Depth” [Sch97, SGH98], and Layered Depth Images (LDIs) [SGH98, MO95, Max96, MDK99]; with other methods including volumetric textures [DN04], volumetric billboards [DN09], “2.5D imposters” [SK03] and Hierarchies of Bidirectional Texture Functions (HBTs) [MNP01].

There are several techniques that are used alongside LOD in order to optimise the rendering further or remove visual artefacts (such as “popping” between LOD levels); including quadtree data structures [BN08, BN12, OBRvdK17, KS18], instancing [DHL'98, KGM14, dV20], GPU mesh construction [BN12, MM16, OBRvdK17], importance reduction [DCSD02], cross-fading (or alpha-blending) [Jak00, Häg06], alpha-to-coverage [JRSK09, KC07], and fizzle LOD [Wha05, KC07].

2.4. Tree-Specific Illumination Models

Forest environments exhibit unique lighting behaviours, in particular, self-shadowing between leaves, and complex indirect lighting due to leaf transluency and light scattering. Accordingly, tree-specific illumination models have been suggested. Qin et al. presented one of the first models, limited to a fixed position and offline (non-real-time) rendering [QNTN03]. Both Behrendt et al. and Candussi et al. introduced real-time methods for rendering trees represented as dynamically rendered billboard clouds, with differing lighting models to support either accurate external lighting of large forests [BCF'05] or realistic, scalable, real-time animation [CH05].

Wang et al. presented a real-time lighting model which accommodated subsurface scattering and transmittance of leaves resulting in transluency [WWD'05]. The model operates on a per-leaf basis and defines spatially-varying bidirectional reflectance distribution functions (BRDFs) and bidirectional transmittance distribution functions (BTDFs) as parameter maps obtained from real leaves. Habel et al. presented a similar model in [HKW07], but using an 8D bidirectional scattering-surface reflectance distribution function (BSSRDF) for the back face of the leaves (as opposed to a 4D BTDF). Rather than considering individual leaves, as the previous two models do, Boulanger et al. introduced a lighting model which probabilistically models the spatial distribution of leaves [BBP08]. The model results in lighting close to Monte-Carlo PBR rendering, however is limited to a uniform distribution of leaf positions and normals, so has limited accuracy for some tree types. As ray-traced methods become feasible in real-time on consumer hardware, the focus is shifting towards them [GS08, BN12].
### System Design

The Forest Generator constructs and renders interactive visualisations of forest scenes in four stages (Figure 2). The generation and rendering are fully configurable through text files (see [New22]). These configuration files—in human-readable YAML format—facilitate a wide range of different forest characteristics to be generated, including the creation of new tree models with differing geometry and textures. The seed for the pseudo-random generator can also be specified to allow for identical runs of the application.

Based on the configuration, the application generates the object models and distributes them within the virtual scene. Next, any pre-rendering operations are carried out—such as shadow map rendering—and finally, the system enters the render loop for the final navigable scene.

Movement around the scene at render time can be controlled in two ways: manually and asynchronously. With manual control, the user can pan the view in real-time using the mouse and move around the scene using the keyboard. In asynchronous mode, the application blocks after each frame and waits for a new line of input on the standard input stream, to parse and react to, before rendering again. As well as real-time output of the scene, the rendered frames can be saved as image files. This, combined with the asynchronous input mode, allows for external software (such as computer vision systems, frame-to-video converters, or image-to-image style transformers) to be easily connected to the input and output of the system, as well as allowing the system to be run in a headless environment.

#### Scene Construction and Storage

The scene generation and pre-rendering stages are performed offline, which limits the size of the forest to being finite and has the drawback of large memory costs—as the entire scene needs to be stored in memory—however, due to the fact that real-world forests are also finite, and the increased realism and quality facilitated by this method, this is deemed to be a worthwhile trade-off.

To store the generated scene, a quadtree data structure is used. In this case, the tree is complete, as it is fully constructed during the generation phase, with different depth nodes selected to be visible at render time. This enables various parts of the scene to be rendered at different levels of detail (LOD) (Section 5.3) without having to calculate the distance to each object, as well as enabling efficient view-frustum-culling.

The scene is constructed in the following stages:

1. The quadtree data structure is constructed recursively to a max depth $D$.
2. At each leaf node, a terrain tile is constructed (Section 4.2) and ground cover for the tile is generated and distributed (Section 4.2).
3. Minimum and maximum tree masks are calculated and trees are distributed with an ecosystem simulation (Section 4.3).
4. Models for trees of the required growth stages are constructed (Section 4.1) and inserted into the relevant leaf nodes.

As all scene models are constructed before render time, this can result in a large memory cost. To minimise this, tree meshes are stored in an object pool and instances are replicated throughout the scene with differing transformations. The number of variants for each growth stage (iteration count) of a tree species can be controlled through a system parameter, to reduce repetition as desired. Ground cover objects, due to their high per-tile density, are rendered using terrain-tile level GPU instancing. This reduces the overhead of sending geometry to the GPU, whilst still allowing tiles to be culled when out of view (Section 5.3).

#### Generation

Prior to rendering, the system generates the mesh data for each of the elements in the forest scene: trees, terrain and ground cover (plants, twigs, rocks, etc.), and then carries out an ecosystem simulation to distribute the trees within the scene.

#### 4.1. Trees

To generate tree models, parametric, stochastic, context-sensitive L-Systems (Section 2.1) were implemented along with a 3D turtle interpreter. The implemented turtle holds its position, heading, and up vectors $\in \mathbb{R}^3$, current radius (to allow for branch tapering); and the vertices of the most recent cross-section.

With each interpreted symbol—see supplementary material for the full list of symbols and modules (parameterised symbols)—the turtle’s state is transformed using standard 3D matrix transformations, and lists of mesh vertices and sub-model references (position, heading, up-vector and sub-model list index) are added to where necessary by the interpreter. If tropism is enabled—by seeing a module of the form $T(v_1,v_2,v_3,e)$—each time the cross-section is transformed, a (small) rotation (with rotation factor $\alpha$) is applied in the direction $v = [v_1,v_2,v_3]^T$ in the same manner as [PL90] to simulate the growth of plants dependent on the direction of external
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forces (such as gravity or sunlight):

$$\alpha = \frac{\theta_e}{\theta_i} = \frac{e |h \times w|}{\arccos \left( \frac{h \cdot v}{|h||v|} \right)}$$  \hspace{1cm} (1)

where $\theta_e$ is the angle of rotation for the tropism, proportional to the elasticity ($e$) of the branch, and $\theta_i$ is the angle between the turtle heading $h$ and tropism direction $v$.

To construct the branch geometry, adjacent cross-sections of $N$ edges are considered pairwise. For each adjacent pair of vertices in the two cross-sections, a connecting face $ABCD$ is constructed (see Figure 3), where the normal vector for a vertex is determined using the cross product of its two adjacent edges; (e.g. $n_B = BD \times BA$). Since the faces are flat, the tangent vector for each vertex is simply the vector along one of its adjacent edges. For each connecting face has been created, the four normal vectors at each vertex are averaged to create smooth normals across edges, and similarly for the tangents. This prevents flat shading and allows for a lower value of $N$ to be used with the same visual appearance. Each quadrilateral face is divided into two primitive triangles $ABD$ and $ADC$ for rendering. To save memory, the faces of the interior cross-sections are not generated.

To inject a sub-model (such as a leaf or pine cone) into the mesh, given a sub-model reference (position $p$, heading $h$, up-vector $u$ and model index $i$), the geometry is first rotated so that $x = [1, 0, 0]^T$ aligns with $h$, and then rotated around $y = [0, 1, 0]^T$ with angle $\theta = \arctan2((y \times u) \cdot \hat{x}, y \cdot u)$, so that the $y$-axis of the sub-model aligns with $u$. Next, the geometry is translated so that the origin of the sub-model lies at $p$, and the resulting vertex data is added to the combined mesh for all injections of model $i$.

The module $F(d, n_i, m_i, \alpha_e, \alpha_l)$ is used to inject leaves which grow out of the branches (such as pine needles or poplar leaves) as sub-models. This causes the turtle to distribute $n_i$ copies of sub-model $m_i$ along a spiral around the constructed prism, controlled by the radial angle $\alpha_e$ and lift angle $\alpha_l$. To introduce some pseudo-random variation into the model placement, the radial angle ($\alpha_e$) and distance between consecutive sub-models ($s$) are not strictly constant, but instead are offset with a value sampled from a uniform distribution with range $\pm 50\%$ of their (constant) values; resulting in $\alpha_e \in [-\frac{\alpha_e}{2}, \frac{\alpha_e}{2}]$ and $s \in [-\frac{s}{2}, \frac{s}{2}]$.

The low LOD representations of the branches are constructed using the same L-system and parameter values, but using a cross-section with 2 edges to create a flat version of the tree with the same branches. For the leaves, adjacent pairs of sub-model references are merged with an average position and angle, and replaced with a model of double width and 1.1 times height in a fashion similar to the ideas presented in [RCB’02].

A branching tree—in this work—is one where the main trunk (and subsequent branches) split into $n$ branches, and the original trunk ceases. As well as this, there is the possibility for ‘side branches’ to protrude from the trunk or branch before it splits (Figure 4).

In the L-systems used, a branching tree species is specified with a number of parameters—such as initial trunk width or branch offsets—and a set of $n$ (possible) branchings $Br$. The $i$th branching ($Br_i$) is a branching into $m_i + 1$ sub-branches with angles $\theta_0^i, \theta_1^i, \ldots, \theta_{m_i}^i$ and probability $p_i$ such that $\sum p_i = 1$. $\theta^k$ is the angle around the trunk between branches $k$ and $k + 1$.

$$Br = \left\{ \left\{ \theta_0^0, \ldots, \theta_{m_0}^0, p_0 \right\}, \ldots, \left\{ \theta_n^0, \ldots, \theta_{m_n}^0, p_0 \right\} \right\}$$  \hspace{1cm} (2)

Pseudo-random variation is achieved by providing upper and lower bounds ($UB$ and $LB$ respectively) for the values of each parameter (L-system constant), and then, at each usage, a uniformly distributed random number is sampled from the distribution $x \sim \mathcal{U}([LB, UB])$.

A monopodial tree is one with a single central trunk which extends to the top of the tree and has side branches protruding outwards from it (Figure 4). Two L-systems are used to accommodate two different types of ‘side branching’: alternating and pine-style. Alternating branches appear in a spiral around the main trunk, with each side branch having a number of $3^{rd}$ level side branches. Pine-style branches do not appear in a spiral, but rather all appear around the trunk in discrete layers. The side branches themselves are also different in that, at each iteration, they split from a single point into two higher-level side branches.
and then rotated $\pi$ radians around the $y$ axis so the main axis of the twig lies parallel to the floor.

Crossed billboards (Section 2.3) are rendered as $N$ intersecting planes (boards). By default, the system generates grass and two fern types as crossed billboard objects. Each of the boards is scaled in height and width, and rotated by a random angle $\phi \in \left[ \frac{2\pi}{3}, \frac{4\pi}{3} \right]$ around a random vector $\mathbf{r}$ which lies on the $xz$-plane. This orientates the board at a random angle whilst keeping the base of the board at the origin. The board is then rotated by $\theta_i$ radians around the y axis where

$$\theta_i = \frac{i\pi}{N}, \quad i \in \{0, \ldots, N-1\}$$

(3)

to distribute the boards around a circle with random angles (Figure 5). The low LOD representations are constructed using two perpendicular boards.

As well as the three built-in ground cover object types, the system also allows for any external 3D models to be imported and distributed on the ground. For example more-detailed leaf piles or fallen tree logs could be imported from files in common 3D file types. The models (and textures) are loaded using the Open Asset Import (Assimp) Library [LWJ20], and converted into the local system format at load time.

As mentioned in Section 3.1, ground cover objects are drawn with OpenGl instanced rendering. Each instance is given a unique scale, position and rotation in the form of a model matrix. The density parameter of each object type ($\rho$) controls the total number of instances ($n_I$) to create:

$$n_I = \frac{d_0 \cdot \rho}{n_T} w^2$$

(4)

where $w$ is the width of the scene, $d_0$ is the default density for the object and $n_T$ is the number of ‘species’ of that object type. The division by $n_T$ ensures that the object type remains at a constant density regardless of the value of $n_T$. For fallen leaves and twigs, $n_T = 1$.

### 4.3. Ecosystem Simulation

To distribute the trees throughout the scene, an ecosystem simulation was implemented. This creates a more realistic distribution than random placement, as natural behaviours emerge such as clustering of species and areas of negative growth around trees. The simulation is similar to the ones presented in [Ben02] and [MM16], but has been adapted specifically for trees. Rather than considering plants as circles on a plane, here, the trees are considered as 3D masks with a trunk cylinder and a canopy cylinder, which allows for shorter trees to exist underneath the canopy of larger ones, and enables the distinction between branches intersecting tree trunks and intersecting other branches.

To initialise the simulation, a number of plants for each specified tree species (determined by Equation 4) are created with random ages $a_i \in [0, a_M]$—where $a_M$ is the maximum age for the species—and are randomly placed in the scene largest to smallest.

After initialisation, the simulation runs for $N$ steps, with $N_T$ steps constituting a year. For each step, the following occur:

1. If it is the end of the year, all trees seed a number of new plants in a ring around themselves.
2. For each pair of colliding trees, the plant with lower viability is removed.
3. Plants which are older than their maximum age are considered dead and are removed.
4. Each plant grows (its age is increased by 1).

The viability (v) of each plant is determined similarly to [Ben02] with an age component and a negative feedback component to prevent exponential growth of a plant species and simulate environmental feedback. However, here, the age component threshold ($a_T$) is not fixed at 50% of the plants age, but is instead variable with a system parameter. As well as this, a positive feedback component was added to increase the viability of plants with a larger radius, as the initial implementation was found to lead to the decline (and often species eradication) of larger radius trees. This is likely due to the fact that trees with larger canopies are more likely to collide with another plant, however, in nature, larger trees are often harder than smaller ones.

After the simulation has undergone $N$ iterations, a given plant’s mesh is generated with $n_i$ iterations of the L-system:

$$n_i = \lceil \hat{a} (i_{\text{max}} + 1 - i_{\text{min}}) \rceil$$

(5)

where $i_{\text{max}}$ and $i_{\text{min}}$ are the maximum and minimum number of L-system iterations for the plant’s species, and $\hat{a}$ is the normalised age
for the plant:
\[ \hat{a} = \min \left( \frac{a}{a_{\text{max}}}, 1 \right), \]
where \( a \) is the plant’s current agent and \( a_{\text{max}} \) is the maximum age for the plant’s species. Next a mesh scale factor \( s \) is used to smoothly interpolate between iteration counts:
\[ s = \text{lerp}(s_{\text{min}}, s_{\text{max}}, \hat{a}(i_{\text{max}} + 1 - i_{\text{min}}) - n_t) \]
in which \( s_{\text{max}} \) and \( s_{\text{min}} \) are the upper and lower bounds on the scaling factor for the given plant’s species and \( \text{lerp} \) is the standard linear interpolation function. Finally, a random rotation around the vertical axis is applied—as in Section 4.2—to vary the orientations of trees and prevent the appearance of repetition across model instances.

5. Rendering
To convert the scene meshes into screen-space pixel values, the system carries out six render passes: one shadow pre-pass before the main render loop, one geometry pass, one lighting pass and three post-processing passes. The system uses a deferred rendering pipeline: framebuffers store the result of each pass to be used later. Therefore expensive lighting calculations are only performed for visible pixels. This also enables pixel-level post-processing effects such as screen-space ambient occlusion (SSAO) and volumetric light scattering (Section 5.2).

The geometry pass uses a number of vertex and fragment shaders for the different object types. The vertex shaders convert the local mesh vertex data into a global vertex position \( p \), a TBN (tangent-bitangent-normal) matrix \( T \) and a re-normalised surface normal \( \hat{n} \) [DV20]. Normal mapping is then carried out in the fragment shaders by sampling fragments from the texture map, which are then multiplied by \( T \) to convert from tangent space to world space. For fragments which are part of a billboard, the map normal \( \hat{n} \) is negated if the ‘back’ face of the board (the face that the board normal \( \hat{n} \) is facing into) is being viewed—to create a board with separate front and back faces:
\[ \hat{n} = \begin{cases} -\hat{n}, & \text{if } \hat{n} \cdot \hat{v} < 0 \\ \hat{n}, & \text{otherwise} \end{cases} \]
in which \( \hat{v} \) is the vector from the fragment position to the camera position. Finally, alpha-channel fragment discarding is carried out to enable transparency, and the position, normal, colour and occlusion values are written to framebuffers.

As well as rendering the scene models, the geometry pass also renders an HDRI skybox with a ‘clip-space to normalised-device-space’ coordinate transformation to display the skybox at infinite distance [DV20]. Before the main render loop, the system converts the equirectangular HDRI projection into six 2D textures for the skybox faces.

5.1. Lighting
In the lighting pass, a Blinn-Phong lighting model [Bli77] is used with percentage-closer-filtering (PCF) shadow mapping [RSC87], and a specific lighting model with translucency for leaves. The only light source in the scene is the sun, which is modelled as a directional light with position \( p_s \) and colour (strength) \( c_s \).

Whilst the sun position \( p_s \) can be set manually by a system parameter, to enable easy changing of light conditions, the position can also be estimated from the HDRI skybox image. The position is estimated by scanning over each pixel in the HDRI texture and summing the RGB values for each pixel in a \( 3 \times 3 \) kernel around the pixel. The pixel with the largest sum value is then converted into a Cartesian coordinate and scaled to a suitable distance from the scene to give the sun’s position vector.

From the sun, the reflected light \( L_o \) at a point \( x \) in direction \( \omega_0 \) is given by:
\[ L_o(x, \omega_0) = L_a(x) + (1 - s(x, \omega_0))(L_d(x) + L_s(x, \omega_0)) \]
where \( s \) is the shadow coefficient (1 in full shadow, 0 in full light), \( L_s \) is the standard Phong diffuse component [Pho75], \( L_a \) is the standard Blinn-Phong specular (glossy) component [Bli77], and \( L_d \) is an ambient component used to approximate indirect lighting,
\[ L_d(x) = \alpha L_{\text{diff}}(x) c_d \]
in which \( c_d \) is the diffuse colour of the fragment, \( \alpha \) is a constant ambient factor and \( L_{\text{diff}} \) is the screen space ambient occlusion term (Section 5.2).

A single shadow map is generated for the whole scene, in a pre-render pass, where the scene is rendered with an orthogonal projection matrix \( P_o \) which defines a view cuboid with width (and height) \( w \), near plane distance \( d_{\text{near}} = 0.1 \) and far plane distance \( d_{\text{far}} \):
\[ w = \max \left( w_1 \sqrt{2}, 50 \right) \]
\[ d_{\text{far}} = \max \left( \frac{||p_s - c||}{w}, 10 \right) \]
where \( w_1 \) is the terrain width, \( p_s \) is the sun position and \( C \) is the set of corners of the terrain:
\[ C = \left\{ \frac{1}{2} \begin{bmatrix} -w_1, & 0, & 0 \end{bmatrix}, \frac{1}{2} \begin{bmatrix} -w_1, & 0, & w_1 \end{bmatrix}^T, \right. \\
\left. \frac{1}{2} \begin{bmatrix} w_1, & 0, & 0 \end{bmatrix}, \frac{1}{2} \begin{bmatrix} w_1, & 0, & w_1 \end{bmatrix}^T \right\} \]
These values of \( w \) and \( d_{\text{far}} \) ensure that the entire scene is captured within the view cuboid of the sun, and an orthogonal projection matrix is used to simulate parallel rays of light from the sun. Along with \( P_o \), a view matrix \( V_s \) is used to orientate the scene from the sun’s position.

The shadow map is then used during the lighting pass to determine if a fragment is in shadow or not \( s(x, \omega) \), and PCF is carried out by averaging the shadow coefficients for the 9 pixels of the shadow map in the \( 3 \times 3 \) kernel around the current fragment.

The lighting model for leaves includes the transparency model proposed in [HKW07] used alongside the Blinn-Phong shading model. Each leaf is modelled as a two-sided plane (using normal negation as in Equation 8), and has four textures associated with each side (front and back):
1. An albedo (diffuse) colour texture.
2. A translucency colour texture which holds the colour of translucent light through the leaf.

3. A normal map.

4. A half-life basis map which holds the (pre-computed) translucency factor for each point in the leaf represented in the HL2 basis [McT04] created with the method proposed in [HKW07].

The resulting light from a leaf fragment is given by the following equations (adapted from [HKW07] for a Blinn-Phong pipeline):

\[ L_{\text{leaf}}(x, \omega_b) = L_o(x, \omega_b) + \beta \sum_{i=1}^{3} |h_i| (H_i \cdot \omega_b) \]

(14)

where \( L_o \) is the standard lighting model for the system (Equation 9), \( h_i \) is the half-life basis map value, \( \beta \) is the translucency colour map value, \( s \) is the translucency factor scalar, and \( H_i, i \in \{1 \ldots 3\} \) are the HL2 basis vectors [HKW07].

5.2. Post-processing

The system uses the implementation of screen-space ambient occlusion (SSAO) presented in [dV20] where the post-processing shader operates on fragment depth values and samples a number of values in a normal-aligned hemisphere around each fragment to determine how exposed the point is to indirect lighting, giving an ambient occlusion term \( L_{\text{ao}} \). A second shader is then used to blur the SSAO texture to reduce noise artefacts.

To implement volumetric light scattering (Figure 6), as a screen-space post-processing shader, the system uses the method presented in [Mit07] adapted for use with HDRi environment maps. During the geometry pass, an occlusion map is created with the skybox fragments in full (HDR) colour, and all other fragments as black. The occlusion texture is then passed through the scattering shader which uses Equation 15 to sample a number of points along the vector from the sun to each fragment (with an exponential decay factor). An adaptation from the original method, the sample brightness (length of the colour vector) is clamped at a fixed value \( s_{\text{max}} \) to prevent samples from appearing as bright white circles due to the high dynamic range of the skybox, giving

\[ L_{\text{scatter}}(x) = E \sum_{i=0}^{N-1} d_{\text{min}} \left( \text{occ} (x^x - (i+1) \delta_s), s_{\text{max}} \right) \]

(15)

\[ \text{occ}(v) \] samples the occlusion texture at coordinate \( v \). \( x^x \) is the screen-space position of \( x \), \( p^s \) is the screen-space position of the sun, \( E \) is an exposure (brightness) scalar, \( N \) is the number of samples to take, \( d \in [0,1] \) is the decay coefficient, and \( p \) is the sample density (a higher density results in samples being taken from a smaller area which produces shorter, brighter rays).

This method works with any sun position or environment map and the light rays disperse well through small gaps in the leaves, with the decay parameter creating a realistic fall-off in light intensity. Furthermore, the rays update in position and appearance in a realistic manner as the camera moves around the scene.

To enable High Dynamic Range (HDR) calculations, the system uses floating point framebuffers and then tone maps the output to return the values to the range \([0,1] \). The exposure tone mapping operator presented in [dV20] is used to allow the user to control the tone mapping with the exposure parameter \( E \):

\[ c_{\text{HDR}} = 1 - \exp (-E \cdot c_{\text{HDR}}) \]

(17)

where \( c_{\text{HDR}} \) is the high-dynamic range colour value.

The system also uses gamma correction to convert the textures from sRGB colour space [IEC99] to linear colour space for calculations and then back to sRGB space for display on the screen. The gamma correction is carried out alongside tone mapping at the end of the lighting pass fragmentation shader.

5.3. Rendering Optimisation

The level of detail (LOD) representations for each object type were chosen so they could be pre-generated (Section 4). The representations for each model are stored in a hash map to enable constant-time look-ups at render time.

The LOD of a model is determined by its distance from the camera, however, to prevent calculating the distance to each one individually, a LOD is determined for each visible quadtree node (quad) based on its depth in the tree, and the models within that quad are then all represented at that LOD. Visible quads are determined recursively, where recursion stops if condition 18 is satisfied. This has the effect that closer quads are subdivided more, resulting in smaller (deeper) quads closer to the camera.

\[ (|q_r - p_x| > \tau_d w) \land (|q_t - p_z| > \tau_d w) \lor d = D \]

(18)

where \( (q_r, q_t) \) is the centre of the quad on the XZ-plane, \( (p_x, p_z) \) is the camera position on the XZ-plane, \( w \) is the width of the quad, \( d \) is the depth of the quad in the tree, \( D \) is the maximum depth of the quadtree and \( \tau_d \) is a threshold scalar which controls the radius of division around the camera.

Following [GH01], view-frustum culling is also performed at this point to check whether either of two spheres—of radius \( 2w \) centred at \( (q_r, 0, q_t) \) and \( (q_t, 2w, q_z) \)—intersect with the frustum of the matrix \( PV \). Where \( P \) is the projection matrix for the scene and \( V \) is the current camera view matrix. This means that quads which
are not inside the view frustum (plus an offset of 1 quad width to allow for trees which overlap quads) are not rendered.

The current LOD system has two levels (high and low)—but could be easily expanded to an arbitrary $N$ levels—with the deepest two quadtree levels ($D$ and $D-1$) rendered with high LOD, as they are closest to the camera.

6. Results and Discussion

6.1. Scene Quality

The use of tree-specific L-systems [PL90] allows for a broad range of tree species to be represented and rendered (Figure 1). The system generates realistic tree models with highly configurable parameters, and natural-looking leaf and branch distributions due to the varying angles and rotations. One slight issue with the use of L-systems is that branches can occasionally self-intersect in particularly dense areas. This is only noticeable at close-distance, however, and could be prevented by using an environmentally-sensitive L-System [PJM94], a branch-level-parametric tree model [MHS∗19], or an intersection removal technique [XYS∗16], albeit at a higher computational cost.

In the L-systems used, an increase in iterations results in increasingly later growth stages of the resulting tree (Figure 7)—with the number, length and width of branches increasing—enabling tree models of differing ages to be generated from the same L-system and parameter set.

The LOD reduction techniques used, reduce the number of vertices in the tree models by an average of 63% (see supplementary information for numerical breakdown) whilst producing visually similar results in the far and medium distances (Figure 8) with the overall tree shapes and individual branches being retained in the low LOD representation, along with the leaves exhibiting the same lighting behaviour and coverage in both representations.

The use of an ecosystem simulation produces tree distributions which exhibit natural features, such as plant species clustering and resource consumption, whilst also resulting in a pleasing and natural-looking forest from within.

Figure 9 shows the distribution produced by the simulation after 1000 iterations, where plant clustering can be seen to have emerged—unlike the initial (random) distribution in the first image.
Figure 10: Renders of a scene with low quality (LQ) settings (left) compared to high quality (HQ) settings (right). The scene has a terrain width $w = 100$, and quadtree depth $D = 4$, with the LQ scene achieving an average frame render time of 62.70 ms (and maximum 66.52 ms) across three different views, compared to the HQ which required an average of 214.85 ms.

Figure 11: Ground view (left) and distribution (right) for a forest with a single species.

Furthermore, the simulation prevents intersecting trees and larger trees inhibit the growth of other plants around them to simulate resource competition. The system also handles distributing a single plant species well (Figure 11), resulting in a realistic distribution from both above and within the forest.

6.2. Performance

Results were measured on an Intel Core i7-8750H CPU, 2.20GHz with an NVIDIA GeForce GTX 1050 Ti Max-Q at a resolution of 1400 × 780 px.

The average render-time per frame across 6 runs of varying terrain sizes and quadtree depths ranged from 0.0643 s (15.5 FPS) to 0.308 s (3.24 FPS). The most time-consuming part of the render cycle is the geometry pass—taking an average of 94.8% of the total time across the runs. This suggests that the main limiting factor for the frame rate is the number of vertices in the scene. To control this, the system parameters allow for a trade-off between quality and render time, enabling real-time interactive frame rates in the manual mode, and higher-quality output in the asynchronous input mode. Two extremes in quality are shown with their associated average frame render times in Figure 10—the low-quality frames were rendered three times faster than the high-quality frames.

7. Conclusions

We provide a system—released open-source [New22]—for generating and rendering realistic virtual forests which can be interactively explored. The system is fully configurable through the use of text files and generates the full scene before render time to reduce per-frame computation. Trees are generated with L-systems and distributed throughout the scene using an ecosystem simulation. The resulting scene is then rendered with a deferred rendering pipeline, using a Blinn-Phong shading model adapted for leaf transparency; along with high-dynamic-range tone mapping, shadow mapping and post-processing shaders for ambient occlusion and volumetric light scattering.

The system is able to generate an infinite number of tree species, terrains and overall forest scenes due to the extensive configurability of the system and flexibility of the techniques implemented. The generated tree models and distribution are naturalistic and believable, and a high-quality render can be achieved. The render performance shows that small scenes can be navigated in real-time and that, for larger scenes, the render quality can be reduced to enable real-time navigation at reasonable frame rates on a high-end laptop or PC. The system can also run asynchronously—with non-real-time output—which allows for high-quality images or video frames to be produced, or for external software (such as machine learning algorithms) to interface with the Forest Generator. For example, the tool is currently being used for training computer vision for autonomous rovers.

A future development—to increase the usability of the application—could be to adapt the system to utilise higher-level parameters [SGdK’11, CCGS19] (which are easier to understand and control), or to apply machine learning techniques to automatically determine optimised parameter values from inputs such as photographs of real forests or user sketches [OSKL05, RT20].
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