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Abstract

The Covid-19 pandemic is the defining global health crisis of our time. Chest X-Rays (CXR) have been an important imaging modality for assisting in the diagnosis and management of hospitalised Covid-19 patients. However, their interpretation is time intensive for radiologists. Accurate computer aided systems can facilitate early diagnosis of Covid-19 and effective triaging. In this paper, we propose a fuzzy logic based deep learning approach to differentiate between CXR images of patients with Covid-19 pneumonia and with interstitial pneumonias not related to Covid-19. The developed model here, referred to as CovNNNet, is used to extract some relevant features from CXR images, combined with fuzzy images generated by a fuzzy edge detection algorithm. Experimen-
tal results show that using a combination of CXR and fuzzy features, within a
depth learning approach by developing a deep network inputed to a Multilayer
Perceptron (MLP), results in a higher classification performance (accuracy rate
up to 81%), compared to benchmark deep learning approaches. The approach
has been validated through additional datasets which are contiously generated
due to the spread of the virus and would help triage patients in acute settings.
A permutation analysis is carried out, and a simple occlusion methodology for
explaining decisions is also proposed. The proposed pipeline can be easily em-
bedded into present clinical decision support systems.

*Keywords:* Chest X-Ray, Convolutional Neural Network, Covid-19,
explainable Artificial Intelligence, Fuzzy Logic, Portable systems.

1. Introduction

Coronavirus disease (Covid-19) is an infectious disease caused by severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2). It was first identified in
Wuhan, Hubei Province, China in December, 2019 and its rapid worldwide
spread has resulted in a global pandemic [1]. Globally there have been nearly
240 million confirmed infections and 4.8 million deaths attributed to the disease
according to the COVID-19 Dashboard from John Hopkins University as of 15
October, 2021 [2]. Primary symptoms include fever, fatigue, shortness of breath
and loss of taste and/or smell [3]. In some cases, the infection can lead to se-
vere respiratory complications, primarily pneumonia, requiring hospitalisation
and often admission to intensive care units (ICU). Unfortunately, the capacity
of ICU wards is limited; as a consequence many healthcare systems are being
overwhelmed [4]. Many countries around the world have enacted strict physical
distancing policies, including national lockdowns. The primary diagnostic
tool for Covid-19 is a real-time reverse transcription polymerase chain reaction
(RT-PCR). In clinical practice, chest X-Ray (CXR) and computed tomography
(CT) scans are often employed as screening tools and for detection of Covid-19
pneumonia. CXRs have been employed for many decades as portable tools as
they are cost-effective and allowing for a quick bed-side evaluation of patients’
lungs [5]. The obtained images are mostly manually analysed by radiologists,
which is both labour and time intensive. Hence, there is much interest around
the development of computer-aided diagnosis tools, in particular to assist early
detection of Covid-19 related pneumonia from medical images. Lung damages
due to Covid-19 can be observed in both CXR and CT images and typically
appear as bilateral ground-glass opacification associated with possible consoli-
dation. As such identifying multifocal air-space disease in CXR images could
be an indicator of a Covid-19 infection. Recent studies have also shown that
features involving the lung hilum, thickening of the lung texture, and pulmonary
fibrosis can support diagnosis from CXR images [6].

In recent months, there is growing interest in developing approaches based
on Artificial Intelligence (AI) to automate detection of Covid-19 pneumonia
from CXR images. In particular, Deep Learning (DL) based techniques have been extensively studied, and proposed as efficient data-driven image processing-based solutions [7], including medical areas [8, 9, 10, 11, 12].

Relevant literature studies that have employed these techniques in CXR images are reviewed and summarized in Table 1. Wang et al. [13] developed COVID-Net to perform a 3-way classification of patients with Covid-19, non-Covid-19 infection (e.g., viral, bacterial) and no infection, achieving 93.3% accuracy. Heidari et al. [14] employed a 3-way transfer learning VGG16-based convolutional neural network (CNN) to classify preprocessed CXR images of subjects with: pneumonia due to Covid-19, non Covid-19 pneumonia and healthy controls, reporting accuracy rate up to 94.5%. Similarly, Apostolopoulos et al. [15] exploited pre-trained CNNs (VGG19, MobileNet v2) and used transfer learning to perform a 3-way classification; while, Ismael et al. [10] used pre-trained deep CNN models (ResNet18, ResNet50, ResNet101, VGG16, and VGG19) to classify CXR images of patients affected by Covid-19 and healthy subjects. Zabirul Islam et. [17] combined a CNN (used as feature extraction module) and a long short-term memory (LSTM, used as classifier) to perform a 3-way classification to detect Covid-19 from CXR images. Karthik et al. [18] proposed a channel shuffled dual-branched residual CNN to identify specific pneumonia classes using Covid-19 pneumonia, viral pneumonia, bacterial pneumonia cases and normal CXRs, reporting 99.8% accuracy. Khan et al. [19] proposed CoroNet, a deep CNN based on the pre-trained Xception model to also identify Covid-19 from CXRs. They performed two multi-classifications of: (1) Covid-19 pneumonia vs. bacterial pneumonia vs. viral pneumonia vs. normal and, (2) Covid-19 pneumonia vs. non Covid-19 pneumonia vs. normal, reporting 89.6% and 95.0% accuracy, respectively. Oh et al. [20] developed a patch-based CNN (i.e., ResNet-18) approach with a few trainable parameters to diagnose Covid-19 from CXR. They performed a 4-way classification, normal vs. bacterial pneumonia vs. tuberculosis vs. viral pneumonia. Ozturl et al. [21] implemented a CNN based DarkNet model and performed binary classification (Covid-19 pneumonia vs. normal) and multi-class classification (Covid-19 pneumonia vs. normal vs. pneumonia), achieving an accuracy of 98.1% and 87.0%, respectively. Minaeea et al. [22] used transfer learning to train ResNet18, ResNet50, SqueezeNet, and DenseNet-121 to classify Covid-19 pneumonia from non Covid-19 cases (these included normal cases and other diseases as well) from CXR images. Similarly, Boudrioua [23] used deep transfer learning for classifying Covid-19, non Covid-19 pneumonia and normal cases. Ezzat et al. [24] proposed the gravitational search optimization-DenseNet121-Covid-19 to perform 2-way classification between Covid-19 pneumonia and non Covid-19 cases (included normal, SARS, ARDS, Pneumocystis, Streptococcus pneumonia), achieving high performance (93.4% accuracy). Marques et al. [25] developed a CNN by using the EfficientNet architecture to perform both binary (Covid-19 vs. normal) and multi-classification (Covid-19 vs. pneumonia vs. normal) reporting accuracies of 99.6% and 96.7%, respectively. Das et al. [26] proposed a CNN model, termed Truncated Inception Net, which achieved 99.9% accuracy in detecting Covid-19 from combined pneumonia and normal XRs; and,
an accuracy of 99.9% in classifying Covid-19 from combined pneumonia, tuberculosis, and normal XRs. Babukarthik et al. [27] used the genetic deep CNN to differentiate between Covid-19 and healthy lungs using CXR images, reporting a very high accuracy (98.8%). Mporas and Naronglerdrit [28] evaluated several pre-trained deep CNNs for discriminating Covid-19 pneumonia from non-Covid-19 cases (including normal lungs, viral and bacterial pneumonia) from CXRs, reporting accuracies up to 99.9%. Recently, Hussain et al. [29] proposed CoroDet, a 22-layer CNN for binary classification (Covid-19 vs. normal) and multi-classifications (Covid-19 vs. normal vs. non-Covid-19 pneumonia and Covid-19 vs. normal vs. non-Covid-19 pneumonia vs. non-Covid-19 bacterial pneumonia) achieving an accuracy rate up to 94.2%. Similarly, Umer et al. [30] developed COVINet, a CNN for performing the 2-way (Covid-19 vs. normal), 3-way (Covid-19 vs. normal vs. virus pneumonia) and 4-way (Covid-19 vs. normal vs. virus pneumonia vs. bacterial pneumonia) classifications. Chakraborty et. al [31] proposed Corona-Nidaan, a deep CNN to detect Covid-19, pneumonia and normal cases, achieving 95% accuracy. Mukherjee et al. [32] designed a shallow CNN to detect Covid-19-positive cases from a non-Covid-19 class, consisting of normal, viral and bacterial pneumonia cases, with an accuracy of 99.69%; whereas, Keles et al. [33] focused on the problem of 3-way classification (Covid-19, viral pneumonia, and normal), reporting a high accuracy of 97.6% with the proposed COV19-ResNet model.

Most of the above reported studies carried out multi-classification or binary classification, included healthy individuals and used pre-trained CNNs. Although limited by lower resolution, portable CXRs are increasingly being used for Covid-19 patients, especially in countries with limited access to reliable Covid-19 testing and structural lack of hospitalization [34]. They also avoid the need for decontamination of the radiology room/ward, which is necessary when using for standard X-Ray equipment. However, research into detection of disease from portable CXRs is limited and is more challenging due to the low resolution and increased variability in orientation [34]. Furthermore, early disease detection is important for regulating triaging [34]. The aim of this paper is to address the challenge of automated detection of Covid-19 pneumonia from portable CXRs, without taking normal subjects into consideration in the learning procedure. It is indeed evident that the differences between healthy lungs and pneumonia are easier to detect in images than differentiating diverse kinds of disease showing similar effects. Guidelines on the diagnosis of pneumonia due to Covid-19 from portable CXRs are under development; however, according to a recent review, some typical words used by experts when reporting such patients include: patchy, hazy, irregular, widespread ground glass opacities and reticular opacities [34]. Hazy pulmonary opacities in CXR can sometimes be blurred which makes detection more difficult. This is particularly relevant in the case of portable equipment. In order to use DL algorithms to handle such hazy regions and irregularities of portable CXR images, there is a need for formal methods. In addition, although several DL-based approaches have been successfully applied for Covid-19 detection by analyzing CXR images, it is worth mentioning that, from a diagnostic point of view, it is essential to
evaluate the extent of the lung area affected by Covid-19 in order to determine the optimal drug administration dose. However, these extensions are not always perfectly defined and often have areas characterized by shades that make the edges uncertain and/or imprecise. In this context, Fuzzy Logic (FL)-based image processors are universally recognized as reliable tools to handle such problems. FL is a computational paradigm based on a multi-valued approach that is designed to manage problems that are impacted by uncertainty, irregularities and/or inaccuracy [35]. Thus, in order to handle vagueness, ambiguities and uncertainties that are particularly significant in portable CXR images, a fuzzy edge detection procedure is introduced. Indeed, preprocessing CXR images using fuzzy logic improves the edge detection step, where the boundaries are not well defined or are characterized by locally variable shades [36]. To this end, here, a hybrid approach based on Fuzzy Logic and a Deep Learning is proposed.

In particular, a customized deep CNN, herein termed \textit{CovNNet}, has been designed to perform binary classification between pneumonia due to Covid-19 and Interstitial Pneumonias not due to Covid-19 (referred to as ”No-Covid-19”). A hybrid architecture is used, where a block features is extracted from \textit{CovNNet} trained on raw CXR images, and a second block of features is extracted from images pre-processed by fuzzy algorithms. The two blocks are then combined in a unique vector to train a multilayer feedforward neural network.

The major contributions of the paper can be summarized as follows:

- acquisition and processing of CXR images acquired by means of portable devices and recorded from patients diagnosed with Covid-19 pneumonia and non-Covid-19 interstitial pneumonias.
- development of a fuzzy-edge detection procedure to overcome uncertainties and ambiguities in CXR raw images.
- development of an innovative method based on the use of DL and fuzzy approaches to design an effective classification system for early detection of Covid-19 from portable CXRs.
- development of \textit{CovNNet}, i.e. a neural network which is able to extract the most relevant features from raw CXRs (i.e., \textit{CXR-features}) and pre-processed fuzzy images (i.e., \textit{fuzzy-features}). These are used as input to the classification network to discriminate between CXR images of patients affected by Covid-19 and CXR images of patients affected by non-Covid-19 interstitial pneumonias.
- interpretation of the achieved results by means of an explainable Artificial Intelligence approach (xAI) to support clinicians.
- development of a fuzzy-assisted DL system with potential future applications in clinical practice.

The rest of the paper is organized as follows. Section 2 describes the database used. Section 3 introduces the methodology, including the image pre-processing...
step, the fuzzy-based approaches and CovNNet. It also includes a permutation analysis. Section 4 reports our achieved results. Section 5 and 6 consist of the discussion and conclusion, respectively.

2. Experimental Database

For this study, a slightly unbalanced database of portable CXR images comprising a total of 121 images (one per subject), with 64 images belonging to patients diagnosed with Covid-19 pneumonia and 57 belonging to patients diagnosed with non-Covid-19 interstitial pneumonias, were collected at the Advanced Diagnostic and Therapeutic Technology Department of the Grande Ospedale Metropolitano (GOM), Reggio Calabria, Italy, from January 2018 to May 2020. Furthermore, an additional database of 34 Covid-19 images was made available for validating purposes. The GOM Ethics Committee approved our study in January 2021. Patients with confirmed Covid-19 infection via RT-PCR and patients with confirmed pneumonia not due to Covid-19 were identified and enrolled in the study. 64 patients aged between 40 and 90 years old with confirmed Covid-19 and 57 patients aged between 30 and 90 years old with confirmed interstitial pneumonia were enrolled within January 2018 and May 2020. All patients underwent CXR and the images were retrieved from the picture archiving and communication system, and were standardly anonymized. The main CXR findings in Covid-19 pneumonia included multifocal bilateral ground glass opacities with patchy consolidations, prominent peripheral sub-pleural distribution, and predilection of the posterior part of the lower lobe. The images of No-Covid-19 pneumonia cases were variable and some included peripheral bilateral ground glass opacities.

3. Methodology

3.1. Chest X-Ray pre-processing

Fig. 1 shows examples of CXR images of some patients with Covid-19 pneumonia and some patients with interstitial pneumonias (No-Covid-19). Retrieved CXRs included text and empty black areas around the image which may negatively impact classification. As such each CXR image was manually processed by an expert operator to only include the entire lung region and to remove any text or black edges to produce an image of a size 800 x 900 pixels. It is important to note that some of the patients had external devices (e. g., pacemaker) which if in the lung region were not removed.

3.2. A fuzzy enhanced deep learning approach

3.2.1. Fractal Dimension

CXR images, especially those from portable equipment, invariably show a blurred texture that may hinder interpretation by clinicians. In this sub-section,
Table 1: Deep Learning approaches to Covid-19 diagnosis from Chest X-Rays.

| Reference        | Method                                   | Classification                                                                 | Accuracy   |
|------------------|------------------------------------------|-------------------------------------------------------------------------------|------------|
| Wang et al. [13] | COVID-Net                                | (Covid-19, non Covid-19 pneumonia e.g., viral, bacterial, etc.; normal)        | 93.3%      |
| Heidari et al. [14] | Transfer learning VGG16-based CNN      | (Covid-19, non COVID-19 pneumonia, normal)                                   | 94.5%      |
| Apostolopoulos et al. [15] | Pretrained CNNs and transfer learning | (Covid-19, non COVID-19 pneumonia, normal)                                   | 96.7%      |
| Ismael et al. [16] | Pretrained deep CNNs                     | (Covid-19, normal)                                                           | 92.6%      |
| Islam et. [17]   | CNN + LSTM                               | (Covid-19, non COVID-19 pneumonia, normal)                                   | 99.4%      |
| Karthik et al. [18] | Dual-branched residual CNN              | (Covid-19, viral pneumonia, bacterial pneumonia, normal)                      | 97.9%      |
| Khan et al. [19]  | CoroNet                                  | (Covid-19 pneumonia, bacterial pneumonia, viral pneumonia; normal)            | 89.6%      |
| Oh et al. [20]    | ResNet-18                                | (viral pneumonia + Covid-19, bacterial pneumonia, tuberculosis, normal)        | 91.9%      |
| Ozturk et al. [21] | DarkNet                                  | (Covid-19, normal)                                                           | 98.1%      |
| Minacea et al. [22] | Transfer learning based                   | (Covid-19, non Covid-19 pneumonia, normal)                                   | 98.0%      |
| Boudrissa [23]    | Deep transfer learning based CNNs        | (Covid-19, non COVID-19 pneumonia, normal)                                   | 99.6%      |
| Ezzat et al. [24] | Gravitational search optimization (GSA)  | (Covid-19, non COVID-19 pneumonia)                                          | 93.4%      |
| Marques et al. [25] | CNN + EfficientNet                   | (Covid-19, normal)                                                           | 99.6%      |
| Das et al. [26]   | Truncated Inception Net                  | (Covid-19, combined non Covid-19 pneumonia, normal)                          | 99.4%      |
| Babuvarthik et al. [27] | Genetic deep CNN                  | (Covid-19, normal)                                                           | 98.8%      |
| Mporas and Naronglerdrit [28] | pre-trained deep CNNs                | (Covid-19, non COVID-19 pneumonia i.e. normal, viral and bacterial pneumonia) | 99.9%      |
| Hossain et al. [29] | CoronaNet                                | (Covid-19, normal)                                                           | 99.1%      |
| Umer et al. [30]  | COVINet                                  | (Covid-19, normal)                                                           | 97%        |
| Chakraborty [31]  | Corona-Nidan                             | (Covid-19, normal, normal, pneumonia)                                        | 95%        |
| Mukherjee [32]    | Shallow CNN                              | (Covid-19, non COVID-19 pneumonia i.e. normal, viral and bacterial pneumonia) | 99.7%      |
| Keles [33]        | COVID-ResNet                             | (Covid-19, normal, viral pneumonia)                                         | 97.6%      |
The fuzzy logic paradigm is introduced and takes advantage of introducing a non-linear model which is able to handle uncertainties and ambiguities in raw images. From a mathematical viewpoint, the strongly irregular edges of the objects within the image can be characterized as fractals. To facilitate the description of structural patterns of the CXR image, a fractal analysis is then carried out. The underlying fractality of the image can be expressed numerically by its fractal dimension (FD): specifically, high FD values correspond to higher complexity degrees of the pattern being taken into account. Here, FD is measured by using the box-counting technique \[ D = \lim_{\varepsilon \to 0} \frac{\log M(\varepsilon)}{\log \left(\frac{1}{\varepsilon}\right)} \] where \(1 \leq D \leq 2\) and \(M\) is the least number of distinct boxes (with edge \(\varepsilon > 0\)) able to cover the CXR image completely. The FD is the slope in the \(\log M(\varepsilon)/\log \left(\frac{1}{\varepsilon}\right)\) diagram.

3.2.2. Fuzzy edge detection

In the previous sub-section, we argued that fractality can represent a formal method to characterize CXR images, particularly from portable devices. Actually, a computational approach based on fuzzy logic can also be used to handle ambiguity and/or vagueness in the images by introducing suitable adaptive membership functions, to characterize the fuzziness of the analyzed image. Here, a formal algorithm to extract fuzzy features from the images is presented. The aim is to obtain a set of features that will be used as additional inputs to the machine learning processor. These fuzzy features will presumably add information to the features extracted by a fully data-driven approach, particularly considering the different textures of the two classes and the roughness of the boundaries. Specifically, a fuzzy edge detection procedure based on a fuzzy entropy formulation is introduced. The procedure consists of the following steps.
Step 1. A 2D grayscale image \( I \), comprising an array of pixels \( a_{ij} \), each represented by a level of brightness ranging from \([0-255]\), is normalized so that \( a_{ij}/255 \in [0,1] \). Once the normalized images (here denoted as \( I_{\text{norm}} \)) are fuzzified by a fuzzy membership function \( m_{\text{norm}} : I_{\text{norm}} \rightarrow [0,1] \), a fuzzy template \((FT)\) procedure over \( I_{\text{norm}} \) is applied by placing the centre of the fuzzy template at each pixel \((i,j)\) over \( I_{\text{norm}} \).

Step 2. The fuzzy divergence value \( D \), between each element of \( (I_{\text{norm}})_w \) (i.e., an image window) and the fuzzy template is computed. The minimum value is then selected as:

\[
D((I_{\text{norm}})_w, FT) = D((I_{\text{norm}})_w, FT) + D(FT, (I_{\text{norm}})_w)
\]

where

\[
D((I_{\text{norm}})_w, FT) = \sum_{i=1}^{M} \sum_{j=0}^{N} \left( 1 - \left( 1 - m_{(I_{\text{norm}})_w} \right) \right)
\]

\[
e^{m_{(I_{\text{norm}})_w} - m_{FT}} + m_{(I_{\text{norm}})_w} e^{m_{FT} - m_{(I_{\text{norm}})_w}}
\]

and

\[
D(FT, (I_{\text{norm}})_w) = \sum_{i=1}^{M} \sum_{j=1}^{N} \left( 1 - \left( 1 - m_{FT} \right) \right) e^{m_{FT} - m_{(I_{\text{norm}})_w}} +
\]

\[
n - m_{FT} e^{m_{(I_{\text{norm}})_w} - m_{FT}}
\]

Step 3. Step 2 is repeated for all of the fuzzy templates (there are 16 templates in order to take into account each possible direction of the edge).

Step 4. The maximum value among all 16 minimum divergences values is selected.

Step 5. The fuzzy template corresponding to the maximum value is centered over the image taken into account.

Step 6. The procedure is repeated from Step 2 to Step 5, for all the pixels positions, so that a fuzzy divergence matrix is constructed.

Step 7. The thresholding of the fuzzy divergence matrix is performed by exploiting both fuzzy entropy and fuzzy divergence. Then, a fuzzy thresholding
procedure based on the minimization of fuzzy entropy and fuzzy divergence is developed. In particular, once the fuzzy divergence matrix is obtained, for each threshold $T \in [0, 1]$, a square matrix ($\sigma$-sized), $A^\sigma_{T}(T)$, located on $(i,j)$ is set. By considering another square matrix (of the same size), $A^\sigma_{h,k}(T)$, located on another pixel $(h,k)$, their distance, $D^\sigma_{i,j,h,k}(T)$, is computed by fuzzy divergence, $D(A^\sigma_{i,j}(T), A^\sigma_{h,k}(T))$. Finally, the average value of all fuzzy divergences is determined by moving $(i,j)$ in all possible positions is computed. Furthermore, the average value achieved by moving $(h,k)$ in all possible positions (indicated by $\chi^\sigma(T)$) is also estimated. This procedure is repeated for $(\sigma + 1)$-square windows obtaining $\chi^{\sigma+1}(T)$. Hence, the fuzzy entropy ($FE$) is computable as the negative natural logarithm (ln) of the conditional probability that two similar $\sigma$-dimensional patterns remain similar for $(\sigma + 1)$. Thus:

$$FE(T) = -\ln\left(\frac{\chi^{\sigma+1}(T)}{\chi^\sigma(T)}\right)$$  \hspace{1cm} (4)

from which

$$FE(T) = \ln\left(\frac{\chi^\sigma(T)}{\chi^{\sigma+1}(T)}\right)$$  \hspace{1cm} (5)

Taking into account (5), $T_{\text{optimum}}$ is achieved by

$$T_{\text{optimum}} = \arg\min_T \{|FE(T)|\} = \arg\min_T \{ln(\chi^\sigma(T)/\chi^{\sigma+1}(T))\}$$  \hspace{1cm} (6)

Specifically, inspired by [38] where a two-dimensional entropy was exploited for assessing image texture through irregularity, the new procedure here exploits the fuzzy divergence concept as a distance between two fuzzified images, taking into account the distance between the first image and the second one (and vice versa). Finally, for fuzzifying each inspected image, an S-shaped membership function has been devised by exploiting the concept of fuzzy entropy minimization coupled to noise reduction [36, 39, 40]. In order to fuzzify $I_{\text{norm}}$, an $S$-shaped membership function $m_{I_{\text{norm}}}$ is used. Note that it depends on three shape parameters $s_1$, $s_2$, and $s_3$ (with $s_1 < s_2 < s_3$), which are set adaptively. For each pixel $\hat{a}_{ij}$ of $I_{\text{norm}}$, $m_{I_{\text{norm}}}$ can be defined as:

$$m_{I_{\text{norm}}} (\hat{a}_{ij}) =
\begin{cases}
0 & \text{if } 0 \leq \hat{a}_{ij} \leq s_1 \\
\frac{(\hat{a}_{ij}-s_1)^2}{(s_2-s_1)(s_3-s_1)} & \text{if } s_1 \leq \hat{a}_{ij} \leq s_2 \\
1 - \frac{(\hat{a}_{ij}-s_2)^2}{(s_3-s_2)(s_3-s_1)} & \text{if } s_2 \leq \hat{a}_{ij} \leq s_3 \\
1 & \text{if } \hat{a}_{ij} \geq s_3
\end{cases}$$  \hspace{1cm} (7)

Fig. 2 shows the effect of the fuzzification and the related fuzzy edge detection procedure on sample CXR images.

3.2.3. A Convolutional Neural Network for Covid-19 detection (CovNNet)

CXR images, pre-processed according to the algorithm described in Section 3.1 and sized 800 x 900, are used as input to a custom CNN, referred to as
CovNNet. It consists of three convolutional layers each followed by a rectified linear unit (ReLU) activation function layer, three max pooling layers (subsampling level), two fully connected layers and a final softmax layer for performing binary classification Covid-19 vs. No-Covid-19. The architecture is illustrated in Fig. 3. The first convolutional layer has four filters sized 2 x 2, stride 2, padding parameter equal to 0 and generates four features maps sized 400 x 450; the first max pooling layer has a filter of size 2 x 2, stride 2 and reduces the input features space to 200 x 225. The second convolutional layer has eight filters sized 2 x 3, stride 2, padding parameter equal to zero and results in eight feature maps of dimension 100 x 112; whereas, the subsequent max pooling stage is composed of a filter size 2 x 2, stride of 2, producing eight features maps sized 50 x 56. Finally, the third convolutional layer, contains sixteen filters sized 2 x 2 that moves with a step size 2, thus generating sixteen feature maps sized 25 x 28. The last max pooling layer downsamples the input maps from 25 x 28 to 12 x 14 by using a filter sized 3 x 2 and a stride 2. The extracted features (denoted to as CXR-features) are then vectorized (12 x 14 x 16 = 2688) and used as input to MLP with two hidden fully connected layers consisting of 2500 and 250 units, respectively, and a softmax output layer. The proposed CovNNet was designed and implemented in MATLAB R2019a. The training procedure was performed by using the Adaptive Momentum (Adam) estimation algorithm with default hyper-parameters (in this case, first moment exponential decay $\beta_1=0.9$, second moment exponential decay $\beta_2=0.999$, learning rate $\alpha=0.001$, $\epsilon=10^{-8}$) on a workstation with Intel Core i7-8700K CPU 3.70 GHz and 64 GB RAM.
using two NVIDIA GeForce RTX 2080 Ti graphics processing units (GPUs). CovNNet was trained for about 100 iterations, until the convergence of the loss function. It is worth noting that the topology of the proposed CNN as well the learning parameters were set up after several experimental tests with a *trial and error* strategy. Different CNN configurations were developed and tested by iteratively modifying the number of convolutional, ReLU and max-pooling layers; the number and size of filters; and the number of hidden layers and neurons in the MLP. More specifically, it was observed that a small number of processing layers with a high number of filters were not able to extract discriminating features from input CXR images, causing a reduction in performance. Hence, we decided to make the CNN deeper, keeping a limited number of filters of small dimension. The best classification score was achieved with the configuration reported in Fig. 3, comprising three modules of convolutional, ReLU and max-pooling layers, followed by a 2-hidden MLP with a softmax output layer for binary classification purposes. Two approaches were used:

- **Approach 1 for concatenation of CXR and fuzzy images**
  Given a subject, the CXR and the corresponding fuzzy image (produced by the fuzzy edge detection methodology), are arranged in a volume sized \(v_1 \times v_2 \times v_3\), where \(v_1 = 800\) and \(v_2 = 900\) represent the height and width of the CXR/fuzzy image, respectively; while, \(v_3 = 2\) denotes the number of images stratified (i.e., the \(i^{th}\) CXR and the related fuzzy image). Hence, the volumetric data (sized 800 x 900 x 2), are used to train and test the proposed CovNNet (described in Section 3.2.3) as shown in Fig. 4.

- **Approach 2 for concatenation of CXR and fuzzy features**
  Given a subject, the CXR and the corresponding fuzzy image are used as input to the proposed CovNNet in order to extract the most relevant features directly from CXR and fuzzy images. The extracted features

![Figure 3: Lay-out of the Covid-19 vs. No-Covid-19 pneumonia classification system based on a CNN approach (CovNNet).](image-url)
denoted to as \textit{CXR-features} sized 1 x 2688 and the \textit{fuzzy-features} sized 1 x 2688, respectively, are concatenated into a single vector sized 1 x 5376 (i.e., \textit{CXR and fuzzy features vector}) and further classified by means of a standard MLP, that includes two hidden layers of 2688 and 224 neurons, respectively, and an output softmax layer, as shown in Fig. 5.

Figure 4: Fuzzy-enhanced CNN classification system (approach 1): CXR and fuzzy images of the same patient are stratified in a volume of data $v_1 \times v_2 \times v_3 = 800 \times 900 \times 2$ and used as input to the proposed CovNNet followed by a standard MLP for performing the 2-way classification task: Covid-19 vs. No-Covid-19.

3.3. Analysis of fuzzy CNN models for Covid-19 detection via Explainable Artificial Intelligence (xAI)

Machine learning models are generally opaque and suffer from lack of transparency and explainability. Such opaqueness, commonly referred to as \textit{black-box behaviour}, is the subject of the growing domain of explainable Artificial Intelligence (xAI). The term \textit{explainability} denotes any technical development of transparency in AI methodologies that is capable of highlighting which part contributed to achieve a specific performance and possibly why [41]. In medical field, the notion of \textit{causability} defined by Holzinger et al. [42], also needs to be introduced. Causability measures the quality of explanations, that is, the level of \textit{causal understanding} acquired by a user from an explanation, achieved by xAI. Hence, it is worth highlighting that \textit{explainability} is a characteristic of a model whilst \textit{causability} is a characteristic of a person. Mapping such concepts entails a new conceptualization of human–AI interface [41]. However, in the medical field in particular, there is another challenge required to be dealt with, namely, the integration of heterogeneous data and features in a multi-modal (MM) fashion. A MM strategy is also known to contribute to clinicians’ decision making. In this sense, here, we propose a hybrid representation space based on the extraction and concatenation of different features (i.e., CXR and fuzzy
features) in an attempt to enhance the Covid-19 classification performance. Furthermore, since a technical explanation of the system is particularly important in clinical settings, a sensitivity analysis is carried out to infer information about the relevance of the images’ regions, allowing for suitable interpretability and more informed decision-making by clinicians.

In particular, an occlusion sensitivity analysis (OSA) was proposed to justify the behaviour of the proposed CNN [43]. This procedure consists of studying the deterioration of the classification performance, when systematically occluding parts of the input image through a moving mask. Given an input image and the corresponding class predicted by the previously trained CNN, for every successive location of the occluding mask, the classification is performed again by feeding the occluded image into the trained CNN and measuring the induced modifications in the classification score. These changes can be used to plot a heat or saliency map. Every pixel in the saliency map is generated starting from the corresponding pixel in the original input image. The coloration of the pixels in the saliency map range from blue (low relevance) to red (high relevance). When a given area in the input image is occluded by the patch and the ability of the network to correctly classify the image gets worse, such an area is recognised as relevant for classification and hence associated with a high saliency, and vice versa.

![Diagram](https://via.placeholder.com/150)

*Figure 5: Fuzzy-enhanced CNN classification system (approach 2): CXR and fuzzy images of the same patient are used as input to two CovNNet here employed to automatically extracts the most relevant CXR-features from CXR images and fuzzy-features from fuzzy images. Such features are concatenated and used as input to a standard MLP for performing the 2-way classification task: Covid-19 vs. No-Covid-19.*

### 3.4. Performance evaluation metrics

In this study, the available experimental database was used to train and test the proposed CNN enhanced through the fuzzy based approaches. The perfor-
Performance of the whole systems were reported using standard metrics. Specifically, sensitivity, specificity, positive predicted value (PPV), negative predicted value (NPV) and accuracy were measured as:

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (8)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (9)
\]

\[
\text{Positive Predicted Value (PPV)} = \frac{TP}{TP + FP} \quad (10)
\]

\[
\text{Negative Predicted Value (NPV)} = \frac{TN}{TN + FN} \quad (11)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (12)
\]

where TP, TN, FP and FN stand for true positive, true negative, false positive and false negative, respectively. In this work, TP refers to the images recorded from patients affected by Covid-19; TN refers to the images recorded from patients affected by No-Covid-19 interstitial pneumonias; FP are the No-Covid-19 samples misclassified as Covid-19; whereas, FN are Covid-19 samples erroneously classified as No-Covid-19. In order to avoid overfitting, the \(k\)-fold cross validation technique was used. The database was randomly partitioned into 8 groups (i.e., \(k=8\)). Each test set included 30\% of the data, and the remaining 70\% was used for training.

3.5. Permutation Analysis

A permutation-based \(p\)-value statistical analysis is performed for evaluating the reliability of results. The permutation test estimates the \(p\)-value under a specific null hypothesis for assessing the probability that the performance metric would be achieved by chance, due to the assumption of randomness of the \(k\)-fold cross-validation technique. The null hypothesis supposes the independence between labels and features. To this end, permutation distributions are generated by destroying the association between target and input, i.e., by shuffling the labels and estimating the performance metric. The \(p\)-value is estimated as the proportion of times that the performance metric, achieved by using shuffled label data \((pm)\), performs equally or better than the performance metric calculated with the original un-shuffled labels data \((pm_o)\):

\[
p-value = \sum_{i=1}^{N_p} \mathbb{1}(pm \geq pm_o) \quad (13)
\]

where \(\mathbb{1}\) is the indicator function and \(N_p\) is the number of permutations. The null hypothesis is rejected when \(p\)-value \(\leq \alpha\) (typically \(\alpha=0.5\)). It is important
to note that all possible permutation distributions should be generated to compute the exact $p$-value. However, here, due to computational constraints, the permutation analysis is performed on $N_p=100$ permutations.

4. Results

4.1. Classification performance

Table 2 shows the classification results achieved by the developed CovNNet and the proposed fuzzy enhanced DL approaches. Good discrimination performance were observed by the proposed CovNNet when CXRs were used as input, achieving sensitivity of 76.0±21.4%, specificity of 75.0±15.6%, PPV of 83.5±8.7%, NPV of 72.2±15.0% and accuracy rate up to 75.6±9.9%. In the fuzzy-enhanced DL approaches, a reduction of performance was reported when concatenating the CXR and fuzzy images in a single volume of data (Approach 1). This achieved sensitivity of 68.0±30.6%, specificity of 66.1±34.2%, PPV of 81.5±15.3%, NPV of 62.4±14.6% and accuracy rate up to 67.2±12.5%. In contrast, the combination of the extracted CXR and fuzzy features from CovNNet when CXR and the related fuzzy images were used input (Approach 2), reported the highest classification performance, with regard to sensitivity (82.5±11.9%), specificity (78.6±6.9%), PPV (85.2±4.5%), NPV (77.1±10.4%) and accuracy (80.9±6.2%).

Table 2: Classification performance in terms of sensitivity, specificity, PPV, NPV and accuracy of the proposed models. Best results are reported in boldface.

| Method                      | Sensitivity | Specificity | PPV      | NPV      | Accuracy   |
|-----------------------------|-------------|-------------|----------|----------|------------|
| CovNNet                     | 76.0±21.4%  | 75.0±15.6%  | 83.5±8.7%| 72.2±15.0%| 75.6±9.9%  |
| Fuzzy-CovNNet (Approach 1) | 68.0±30.6%  | 66.1±34.2%  | 81.5±15.3%| 62.4±14.6%| 67.2±12.5% |
| Fuzzy-CovNNet (Approach 2) | 82.5±11.9%  | 78.6±6.9%   | 85.2±4.5%| 77.1±10.4%| 80.9±6.2%  |

It is important to note that the reported results were achieved by applying the 8-folds cross validation method and were expressed as mean values ± standard deviation. The Approach 2 also clearly reduces the variances of the estimated performance metrics. Table 3 summarizes the computing cost required to train each model. It is worth noting that, although the proposed fuzzy based DL system (Approach 2) is the most time-consuming in terms of training-time when compared with other benchmark approaches, it took approximately only 50 seconds.

Nevertheless, in order to demonstrate that the proposed fuzzy enhanced DL-based framework was statistically significant the $p$-value permutation test was computed. As reported in Section 3.5, $N_p=100$ permutations were generated and for each iteration the accuracy performance metric was estimated. $p$-value was calculated according to eq. (13) by counting the number of accuracies equal or greater than 80.9%. Simulation results demonstrated that $p$-value < 0.05. Hence, the null hypothesis was rejected leading to the conclusion that the
Table 3: Computing cost of each algorithm.

| Method                        | Time Cost |
|-------------------------------|-----------|
| CovNNet                       | ∼10 sec   |
| Fuzzy-CovNNet (Approach 1)    | ∼18 sec   |
| Fuzzy-CovNNet (Approach 2)    | ∼50 sec   |

The proposed system was statistically significant. Furthermore, in order to assess the validity of the proposed fuzzy-enhanced DL system (Approach 2, Fig. 5), a new set of 34 Covid-19 CXR images was used as input. It is to be noted that such set of images were not included neither in the train set nor in the test set. Results showed that the proposed fuzzy-enhanced DL network was able to successfully classify the new images reporting only 3 false negatives.

4.2. Explainable predictions of Covid-19

The input images (sized 800 x 900) are systematically occluded by means of a 160 x 180 pixel grey mask sliding over the input image with a vertical and horizontal stride of 80 pixels (values corresponding to 20% and 10% of the image size, respectively). For each position of the mask, the 2-way discrimination task (i.e. Covid-19 vs No-Covid-19 image) was performed through the proposed pre-trained CNN (Section 3.2.3). Fig. 6 shows examples of saliency maps obtained for the test images (run with the best accuracy in the k-fold cross-validation process). Each saliency map was superimposed on the grey scale CXR image. Generally, the lung area in No-Covid-19 images is associated with low saliency (blue coloration), whereas the same area is generally associated with a relatively high saliency in Covid-19 images.

5. Discussion

This study explored the potential of deep learning and fuzzy techniques to enable clinicians differentiate between Covid-19 and infectious pneumonias (No-Covid-19) based on portable CXRs. The dataset used consisted of CXR images of 64 patients diagnosed with Covid-19 and 57 patients with interstitial pneumonias, provided by the Advanced Diagnostic and Therapeutic Technology Department of the Grande Ospedale Metropolitano (GOM) of Reggio Calabria, Italy. Despite some state-of-the-art works also considering the “normal” category, discriminating healthy lungs from pneumonia would reasonably be an easy task for any classification system but would not be necessary for doctors in clinical practice. Furthermore, CXR images analysed here, were recorded using portable devices with the possibility of making recordings directly at home. It is worth mentioning that portable CXRs are not usually required or necessary in clinical triage, however, in this difficult situation of the pandemic emergency, portable CXRs are planned and reserved only for those subjects that show symptoms of Covid-19. In addition, in real-world scenario, healthy individuals...
undergo X-Ray (XR) examinations in Radiology Department with dedicated XR unit in a standing position. Hence, the quality of XR images may result different than those acquired by bedside XR examinations of hospitalized patients. Further, bedside CXR can show clinical signs of stasis (bronchial texture accentuation) and non-real size of cardiac shadow. Therefore, collecting normal CXRs from portable diagnostics for performing a 3-way classification study is very difficult. Furthermore, from a strict DL perspective, as the automatic extraction carries out features discriminating the classes, the presence of strong differences from normal to pneumonia CXRs will reduce the efficiency in differentiating the two diseases as the system will favor the difference with normal cases. In other words, the learning procedure would be biased.

It was noted that the various regions within the images show blurred and irregular contours, which may complicate the diagnosis. For coping with this aspect, the concept of fractality was introduced to formally characterize both the boundaries of the regions and the texture of the whole image. Fig. 7 show the distributions of the FD values for the Covid-19 and No-Covid-19 images, respectively. It is observed that it is not possible to easily separate the two classes by means of a simple threshold, although the mean values of the two distributions are quite different. Hence, an enhanced fuzzy based deep learning strategy was employed. Specifically, a custom CNN, referred as CovNNet, was developed to receive as input Covid-19 and No-Covid-19 CXR images and learn the most relevant Covid-19 and No-Covid-19 features from CXR images. Fig. 8 shows examples of the features learned by CovNNet on a Covid-19 and
No-Covid-19 CXR image extracted from the first, second and third convolutional layer. Encouraged by the promising results achieved, a hybrid fuzzy and deep learning framework was introduced. In particular, two strategies were developed: one used CXR and fuzzy images stratified in a volume of data as input to the customized CovNNet; a second one used CXR and fuzzy images to train the proposed CovNNet in order to extract the most significant features denoted as CXR-features and fuzzy-features, respectively. Experimental results reported that the concatenation of such CXR and fuzzy features used as input to a standard MLP, achieved the highest performance in classifying Covid-19 vs. No-Covid-19 (accuracy rate up to 81%). Moreover, 34 additional Covid-19 CXR images were used to validate the proposed fuzzy-enhanced DL approach. 31 images were indeed correctly classified as belonging to Covid-19 group and only 3 images were missclassified. To the best of our knowledge, this is the first work that attempts to develop a fuzzy-enhanced DL framework for detecting pneumonia due to Covid-19, and differentiating it from interstitial pneumonias using portable CXR images. Additionally, in an attempt to provide an explanation of the achieved results a simple xAI was also used. Specifically, OSA was carried out to highlight the area of CXR image mostly involved in discriminating between Covid-19 and No-Covid-19 classes. As can be seen in Fig. 6 most of the correctly classified Covid-19 CXR images showed high saliency (red coloration) in the lung area and vice-versa.

Despite the encouraging results, this study has a number of limitations. The primary limitation was the small size of the dataset (121 CXR images) used to evaluate our approach. As expected, the quality of portable CXRs was variable due to rotation and patient position. In addition, the No-Covid-19 class only included acute interstitial pneumonias. In future, learning from a larger linked dataset will help improve classification performance and allow for benchmarking.

![Figure 7: Distribution of the FD values for Covid-19 (red) and No-Covid-19 (blue) CXR images. Dashed lines represent the average FD of Covid-19 and No-Covid-19 class.](image-url)
Figure 8: Feature maps learned by the three convolutional layers of CovNNet on a Covid-19 (a) and No-Covid-19 CXR image (b). Note that the convolutional layers generate four, eight and sixteen feature maps sized 400 x 450, 100 x 112 and 25 x 28, respectively. The learning procedure seems to assign a highest resolution to the feature maps generated from Covid-19 images. Some feature maps are evidently devoted to detect the zones where lung hilum, thickening of the lung texture, pulmonary fibrosis are present, some others simply highlight diffuse opacities bilaterally.

6. Conclusion and Future Work

In this study, a fuzzy enhanced deep learning-based framework was proposed to differentiate between CXRs of Covid-19 pneumonia and interstitial pneumonias not due to Covid-19. CXR and fuzzy images generated by using a formal fuzzy edge detection method were used as an input for the developed CovNNet model and the most significant features were automatically extracted. Experimental results showed that by mixing CXR and fuzzy-features, higher classification performance was achieved, with an accuracy rate of up to 81%. It is worth mentioning that recent performance measures proposed in [44], that are particularly suitable for imbalanced datasets (such as those used in this work), will be explored in order to further improve the understanding and interpretation of our developed model. Moreover, further works include: integration of recent face mask detection method for Covid-19 prevention and control in
public\[45\]: validation of the approach by means of larger and linked datasets to develop systems for triaging patients in acute settings and integration with other state-of-the-art hybrid AI approaches, supervised and unsupervised models (e.g.\[46\]-\[51\]). Finally, since medical datasets are often uncertain and incomplete\[52\], the validity of achieved results using automatic machine learning algorithms may be questionable. Hence, hybrid interactions between human intelligence and machine intelligence can be of great importance to enhance the knowledge discovery process. To this end, interactive machine learning and in particular human-in-the-learning-loop based strategies\[53\]-\[54\] will be investigated. In addition, since the European Commission in its recent White Paper on AI points out the “European Approach” to AI with the intention of EU legislation begging to preserve human dignity and privacy protection especially in the medical field, an in-depth analysis of legal issues in the medical AI will be also taken into account\[55\].
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