Abstract: Contemporary studies emphasize theoretical and analytical aspects of monitoring water quality within lacustrine settings. The X-ray fluorescence (XRF) core scanner provides the most rapid, non-destructive high-resolution elemental measurements for unprocessed sediments. However, the analytical precision of measured elemental composition may be offset due to water content and inhomogeneities in the physical properties of the sediment. A range of calibration approaches developed specifically for converting XRF scanning intensities to element fractions has been made available. Here, two lake sediment-cores retrieved from southwest China were used to evaluate the performance of various calibration methods. In particular, the influence of sediment properties on XRF scanning intensities was assessed by redundancy analyses (RDA) and the generalized additive model (GAM). The results demonstrate that for fine-grained sediments, the impact of grain size results in only minor deviations in the XRF scanning intensities. Water content of the lake sediment was shown to be the most important factor influencing the XRF scanning intensities, especially for light elements (e.g., Al to Fe). Significant decreases in XRF scanning intensities may occur when sediment water content is greater than 47%. We recommend testing the element fractions obtained via conventional techniques throughout the core and applying the multivariate log-ratio calibration for high-resolution XRF scanning elements within lake sediments.
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1. Introduction

The X-ray fluorescence (XRF) core scanner (hereafter “XRF-scan”) provides a rapid, cost-effective and non-destructive means of obtaining high-resolution elemental measurements and has been widely used in climatic and environment studies [1–6]. However, the elemental intensities determined from wet sediments using the XRF core scanner are heavily influenced by the sediment properties (i.e., grain size, water content and surface elevation) of the core [7–14], particularly for high-resolution scans [10]. In such cases, the XRF-scan results are typically presented as intensities of detected elements, usually in counts or counts per second, rather than quantitative results [10]. Comparisons between the XRF-scan with conventional destructive techniques for determining element geochemistry (e.g., ICP-MS, ICP-OES, EDP-XRF and WD-XRF) in which the influences of sediment inhomogeneities were removed, could yield quantitative element weighted-proportions or mass fractions (in percentage or mg/kg; hereafter referenced as “conventional-fractions”) [7,10,11,15,16].
However, conventional approaches are time-consuming, low resolution and require a large amount of sample material [7,11]. Various studies have attempted to transform XRF-scan data to conventional element fraction data using a range of methods, with linear regression being the most common [1,8,9,17]. Weltje and Tjallingii [10] applied various non-linear functions to transform XRF-scan intensities into fractions. Other studies have employed element ratios to reduce analytical uncertainties caused by inhomogeneous sediment properties [3,12,18–20]. Unfortunately, these ratios are insufficient to enable rigorous statistical analysis of compositional data [10].

Several normalized calibration methods and log-ratio calibration models which convert XRF-scan intensities to conventional element fractions have been developed, such as the normalized median-scaled (NMS) calibration [9], the normalized polynomial-scaled (NPS) calibration [7], the log-ratio calibration equation (LRCE) [10] and the multivariate log-ratio calibration (MLC) model [21]. The performance of specific calibrations has been investigated in some detail, for instance Weltje et al. [21] evaluated the log-ratio methods LRCE and MLC, whilst Chen et al. [7] compared the NMS, NPS and MLC methods. Furthermore, Dunlea et al. [16] compared the linear calibration, LRCE and MLC methods. However, to our knowledge, there is no comprehensive evaluation of each of these XRF-scan calibrations. In addition, the impact of sediment properties on XRF-scan intensities remains unclear.

In the present study, we evaluated the NMS [9], NPS [7], LRCE [10] and MLC [21] calibration methods by utilizing high-resolution XRF-scan results from a lake sediment core (FXH-B2). This was achieved via: 1) comparing the calibrated XRF-scan intensities with their known elemental fractions; and 2) quantitative evaluation of the calibration performance using the mean squared relative error (MSRE) of elements. The most suitable calibration method was then applied to a separate 18.12 m-long sediment core (LGH2) to assess the extent to which specific sediment properties (i.e., grain size and water content) affected the XRF-scan results.

2. Description of the Calibration Methods

For conventional XRF techniques, calibration involves converting XRF-scan intensities to element fractions; the calibration is achieved using the following equation [22,23]:

\[
W_{ij} = K_j I_{ij} M_{ij} S_i
\]

where \( W_{ij} \) represents the fraction of element \( j \) in specimen \( I \), \( I_{ij} \) represents the net intensity of element \( j \) in specimen \( I \), \( K_j \) represents the sensitivity or detection efficiency of the measurement device, \( M_{ij} \) refers to matrix effects which scatter, absorb or enhance the intensity of element \( j \) by other elements in specimen \( I \), and \( S_i \) represents specimen effects relative to the sediment properties. In conventional XRF measurements, detection efficiency \( K_j \) and specimen effects \( S_i \) are fixed, and the element fraction \( W_{ij} \) is estimated from its intensity \( I_{ij} \) with a correction factor given by matrix effects \( M_{ij} \) [10]. However, the specimen effects \( S_i \) are not constant due to inhomogeneous sediment properties (grain-size distribution and water content) within sediment cores. Two types of calibrations have been developed to eliminate such specimen effects. One is the normalized calibration, which scales the XRF-scan intensities to the scale of conventional-fractions and then normalizes to percentages (%) prior to subsequent calibration, including the NMS calibration [9] and the NPS calibration [7]. The other is the log-ratio calibration included in LRCE [10] and the improved MLC calibrations [21] whereby the ratio of XRF-scan intensities and their log transformations are used during the calibration.

2.1. Normalized Median-Scaled (NMS) Calibration

The NMS calibration involves three stages: (i) the XRF-scan intensities are scaled to the range of element compositions using the median value of conventional-fractions, which attempts to reduce the specimen effects (see detail in [9]); (ii) the scaled data are normalized by constraining the sum of
element components of each sample to 100%; and (iii) the normalized XRF-scan data rather than the raw XRF-scan intensities are converted to element fractions using linear regression equations.

2.2. Normalized Polynomial-Scaled (NPS) Calibration

The NPS calibration includes the same procedures as the NMS calibration, except for the scaling and normalization process [7]. The NPS employs quadratic polynomial fits instead of median values (as in NMS) to scale the XRF-scan intensities, which eliminates the influences of temporal variations in water content (see detail in [7]). Thereafter, the polynomial-scaled value is normalized to the sum of conventional-fractions for all element components rather than being constrained to unity [7].

2.3. Log-Ratio Calibration Equation (LRCE)

For the LRCE calibration, the conventional-fractions and its overlapping XRF-scan intensities were first transformed using an additive log-ratio (alr) transformation, in which one of the tested elements was selected as the denominator/additive, to eliminate specimen effects [10]. This resulted in a linear relationship between alr-transformed element fractions and its XRF-scan intensities. Therefore, the alr-transformed element of long-core sediment can be calculated using linear regression equations. As such, the element fractions from our sediment cores were obtained by applying the inverse log-ratio transformation [10].

2.4. Multivariate Log-Ratio Calibration (MLC)

The MLC is a multivariate extension of the LRCE calibration [21]. The centered log-ratio (clr) transformation whereby the geometric mean of all elements in each specimen is used as the denominator of the ratios solves the selection problem of the denominator element in LRCE. Partial least squares regression was employed to calculate the clr-transformed elements to element fractions (see details in [21]). Furthermore, an “undef” parameter is introduced to represent the union of all elements which have not been detected by the XRF-scan (i.e., carbon, oxygen and nitrogen) and by the conventional destructive techniques used to provide the reference element fractions for calibration. The LRCE and MLC approaches have been implemented in a software package XELERATE (http://www.ascar.nl/).

3. Materials and Analytical Methods

3.1. Cores

Two lake sediment cores drilled using a UWITEC platform and piston corer (http://www.uwitec.at/) were obtained from Southwestern China in order to investigate geochemical variations with grain size and water content in lithogenic sediments. The lake watersheds of the two lakes are mainly underlain by limestone, mudstone, shale, sandstone and Quaternary alluvium (Figure 1).

Lake Fuxian is the second deepest freshwater lake in China; it has a maximum depth of 158.9 m and a surface area of 216.6 km² [24]. Core FXH-B2 (24°24′57.48″ N, 102°52′6.24″ E, 1722.5 m a.s.l.) is 2.96-m long and was retrieved from the southern part of Lake Fuxian in a water depth of 76.8 m (Figure 1a).

Lake Lugu is an alpine fresh-water lake with a surface area of 57.7 km². Core LGH2 is 18.12-m long and retrieved from the southern basin of Lake Lugu (27°40′49″ N, 100°48′06″ E, 2692.2 m a.s.l.) in a water depth of 41.3 m (Figure 1b). All collected core segments were split into two halves. One half was used for the XRF-scan, and the other half was subsampled at 1-cm intervals and freeze-dried for further investigations. The sediment lithology of core FXH-B2 is dominated by brown clay and dark-brown silt [24]. Core LGH2 is mainly composed of dark clay and dark-gray silt, occasionally intercalated with thin layers of dark-gray sand.
The split sections of cores FXH-B2 and LGH2 were flattened and then covered by a thin (4 μm) Ultralene film to avoid water film formation and contamination of the measurement prism of the core scanner. Geochemical measurements were undertaken at 5-mm intervals using the Avaatech XRF core scanner (Avaatech B.V., Nederland; http://www.avaatech.com/), located at Yunnan Normal University, in which a rhodium anode X-ray tube was used as the X-ray source. Separate scans at three voltages were carried out: (i) at 0.75 mA for 10 s using no filter, and tube voltages set to 10 kV (for Al, Si, K, Ca, Ti, Mn, Fe); (ii) at 0.5 mA for 20 s using a Pd-thin filter, with the tube voltage set to 30 kV (for Cu, Zn, Rb, Sr, Zr, Pb); and (iii) at 0.75 mA for 30 s using a Cu filter, with the tube voltage set to 50 kV (for Ba). The X-ray illumination area was set at 0.5 cm in the down-core direction and 0.2 cm in the cross-core direction for core FXH-B2, and 0.2 cm in the down-core direction and 1.2 cm in the cross-core direction for core LGH2. All scans were run down the center of the split core.

In order to calibrate the XRF-scan intensities, 74 samples at 4-cm increments in core FXH-B2 and 26 samples at 60-cm increments in core LGH2 were selected for elemental proportions measurements. Prior to the measurements, samples were freeze-dried and compressed into powder pellets. The element proportions were determined by conventional XRF methods using a PANalytical Axios Advanced PW4400 X-ray Fluorescence (WD-XRF; Malvern Panalytical Ltd., Malvern, Worcestershire, U.K.; https://www.malvernpanalytical.com/en/products/product-range/axios-fast) spectroscope at the Institute of Earth Environment, Chinese Academy of Sciences. The analytical uncertainties are estimated to be 1–2% for all major metals, and the relative standard deviation is <5% for the trace metals.

Sediment samples from core LGH2 were obtained at 1-cm intervals for determination of water content and grain-size distributions. Water content was measured by weighting the samples prior to and after freeze-drying. Samples for grain-size analysis were pretreated with 10% H2O2 to remove organic matter and then washed with 10% HCl to remove carbonates. Finally, they were rinsed with deionized water and dispersed with 10 mL of 0.05 mol L⁻¹ (NaPO3)6 in an ultrasonic vibrator for 10 min. Grain-size distributions between 0.02 μm and 2000 μm were measured using a Malvern Mastersizer.
2000 laser grain-size analyzer (Malvern Panalytical Ltd., Malvern, Worcestershire, U.K.; https://www.malvernpanalytical.com/en/products/product-range/mastersizer-range/mastersizer-2000) and assigned to 100 size classes.

3.3. Data Processing

The obtained XRF-scan intensities of core FXH-B2 were calibrated to element fractions by the aforementioned calibration methods (the calibrated XRF-scan intensity hereafter called “calibrated-XRF”). The XRF-scan data was directly compared with conventional-fractions and calibrated-XRF results. Forty samples (hereafter “reference samples”), for which conventional-fraction data from core FXH-B2 were available, were used to convert XRF-scan intensities to calibrated-XRF element fractions. The remaining 34 samples (hereafter “remaining samples”) of conventional-fractions were used to evaluate the differences between the XRF-scan data and conventional-fractions and to assess the performance of the different calibrations. A squared relative error (SRE) and mean squared relative error (MSRE) of elements, as presented below, were used to measure the goodness-of-fit to perform the evaluation:

\[
SRE = \frac{1}{n} \sum_{p=1}^{n} \left[ \frac{(C_{pq} - W_{pq})}{W_{pq}} \right] ^2
\]

\[
MSRE = \frac{1}{D} \sum_{q=1}^{D} SRE
\]

where \(n\) and \(D\) represent the number of the remaining samples and number of the calibrated elements, respectively, \(W_{qM}\) and \(C_{qM}\) represent the median values of the remaining conventional-fractions and remaining XRF-scan/calibrated-XRF of element \(q\), respectively, and \(W_{pq}\) and \(C_{pq}\) are the conventional-fraction and XRF-scan/calibrated-XRF of element \(q\) at depth \(p\), respectively.

4. Results

4.1. Experimental Results

The XRF-scan intensities coupled with element fractions obtained in Core FXH-B2 and LGH2 are reported in Figures 2 and 3, respectively. The changes in XRF-scan intensities show higher variance than those for the conventional-fractions except for the elements K, Ca, Ti and Fe (Figure 2). Furthermore, all the XRF-scan intensities show low deviations relative to the conventional-fractions in the lower part of the sediment cores. However, elements Al and Si exhibit large deviations in the upper part of both cores (0–92 cm in core FXH-B2 and 0–744 cm in core LGH2), in which the water content was shown to be relatively high compared to below (Figures 2 and 3). The mean grain-size of core LGH2 varies from 3 to 33 µm, with fine silt (mean: 10 µm) in the top part (0–387 cm) and the bottom part (1361–1812 cm) of the core, and coarse clay (mean: 7 µm) in the middle part of the core (388–1360 cm). The grain size of core LGH2 is typically well-sorted (ranging from 2.4 to 4.7; mean: 3.2), though sorting increases throughout the core from the bottom to the top.
Figure 2. Downcore changes in XRF-scan intensities (gray and cyan lines) and conventional-fractions (black dots) of core FXH-B2. The black dash line indicates the depth position of 92 cm.
Figure 3. Downcore changes in XRF-scan intensities (gray and cyan lines), conventional-fractions (black dots), water content (black line), mean grain-size and grain-size sorting (original data are plotted in light grey, with 20-point Savitzky-Golay smooth-filtered data plotted as the red curves) of core LGH2. The black dash line indicates the depth position 744 cm from where the water content increased significantly.

4.2. The Calibrated-XRF Results

The calibrated-XRF results are plotted in Figure 4 (NMS), Figure 5 (NPS), Figure 6 (LRCE) and Figure 7 (MLC) to compare their predictive power. The goodness-of-fit statistics of the four calibration models are also plotted in Figure 8 (also see Tables A1 and A2). The figures clearly show that the NMS (Figure 4) and LREC methods (Figure 6) yield calibrated-XRF results which are poorly calibrated to the conventional-fractions except for elements K, Ca, Ti and Fe (Figure 8a). The NPS method yields better calibrated-XRF results compared to the former two calibrations (Figure 5, Figure 8b,c: smaller MSRE and SRE). However, the calibrated-XRF elements Al and Si still exhibit large deviations compared to the conventional-fractions in the upper part of core FXH-B2 (Figure 5). The MLC method is shown to yield the best calibrated-XRF results (Figure 8b,c: with lowest MSRE and SRE), which are consistent
with the conventional-fractions (Figure 7). In particular, the goodness-of-fit generated by the MLC calibration is significantly improved compared to the other three calibrations, notably Al, Si and Ba (Figure 8a).

Figure 4. Downcore changes in NMS calibrated-XRF (gray and cyan lines) and conventional-fractions for core FXH-B2. Note: red dots indicate remaining samples; black dots indicate the reference samples.
Figure 5. Downcore changes in NPS calibrated-XRF (gray and cyan lines) and conventional-fractions for core FXH-B2. Note: red dots indicate remaining samples; black dots indicate the reference samples.
Figure 6. Downcore changes in the LRCE calibrated-XRF (gray and cyan lines) and conventional fractions for core FXH-B2. Note: red dots indicate remaining samples; black dots indicate the reference samples.
Figure 7. Downcore changes in MLC calibrated-XRF (gray and cyan lines) and conventional-fractions for core FXH-B2. Note: red dots indicate remaining samples; black dots indicate the reference samples.
Figure 8. Goodness-of-fit statistics of calibrated-XRF for the remaining samples from core FXH-B2. (a) The correlation coefficient $R^2$ between the XRF-scan/calibrated-XRF and conventional-fractions of all fourteen elements in the remaining samples. (b,c) The mean squared relative error (MSRE) and the squared relative error (SRE) of the XRF-scan/calibrated-XRF (NMS, NPS, LRCE and MLC) for all fourteen elements in the remaining samples, respectively.

5. Discussion

5.1. Comparative Performance of the Calibration Methods

The goodness-of-fit statistics demonstrate the predictive power of the four calibration methods (Figure 8, Tables A1 and A2). The comparative evaluation highlights the lack of fit of the NMS method (Figure 8), which scaled the XRF-scan intensities by the mean value of conventional-fractions and converted the intensities to fractions using linear regression equations [9]. However, the scaling process used in the NMS can only reduce the scale differences between XRF-scan and conventional-fractions, but fails to adequately reduce specimen effects [7]. Notably, linear regression equations can only be applied to elements which exhibit linear relations (such as K, Ca, Ti and Fe of core FXH-B2), but this does not hold true for most elements [10].

The LRCE calibration is only slightly more effective than the NMS calibration (Figure 8b,c), because there are linear relations between the log-ratios of element fractions and log-ratios of the XRF-scan data [10]. However, the quality of the LRCE calibrations depends on which element is selected as the common log-ratio denominator and the data range and variances of the denominator may influence the true variances of the calibrated-XRF. Both NMS and LRCE constrain the calibrated-XRF to unity, which may cause a significant error if the sediment element components do not match those of the XRF-scan or if a major element found in the XRF-scan is not included in the conventional-fractions [9]. The performance of the NPS method was shown to be markedly better compared with the NMS and
LREC methods (Figure 8b,c). This is because the influence of long-term changes in water content on the XRF-scan has been eliminated using a quadratic polynomial fit prior to the XRF-scan being converted to calibrated-XRF for the NPS method. However, where the variances of downcore water content are not taken into account, especially at the top of the core where the highest water content occurs, this results in the inaccurate calibration of Al and Si which are easily influenced by pore water fluctuations [11] (Figure 5). The MLC calibration exhibited the best performance with the highest correlation coefficient values ($R^2$) for all elements (Figure 8a), and the lowest MSRE (Figure 8b) and SRE (Figure 8c). Weltje et al. [21] highlight that the MLC approach benefits from clr-transformation and partial least squares regression in order to better eliminate the influences of matrix effects, specifically attenuation or enhancement of specific XRF-scan intensities due to the presence of other elements or water content [11].

5.2. Assessing the Influence of Sediment Properties on XRF-scan Elements within Lake Sediments

The comparisons of XRF-scan and conventional-fractions indicate that artificial deviations occurred in the XRF-scan elemental detection. Such deviations are larger for the relatively light elements (e.g., Al, Si and K) rather than for the heavy elements (Figures 2 and 3). Deviations are thought to be primarily due to both specimen (i.e., inhomogeneous sediment properties, including water content and grain size) and matrix effects [11]. In order to assess the influence of sediment properties on XRF-scan intensities within lake sediments, core LGH2 was calibrated to element fractions using the MLC calibration, which effectively eliminates the influences of specimen effects and matrix effects. The XRF-scans were then scaled to the median value of a given XRF-calibrated element. The deviations ($D_{ij}$) between the XRF-scan element $j$ and the calibrated-XRF element $j$ of the same specimen $i$ were calculated using the following equation:

$$D_{ij} = \left( \frac{I_{ij} - C_{ij}}{C_{ij}} \right) \times 100$$

where $I_{ij}$ and $C_{ij}$ represent the XRF-scan intensity and the XRF-calibrated element $j$ in specimen $i$, respectively and $I_{ijM}$ and $C_{ijM}$ are the median values of the XRF-scan intensity and the XRF-calibrated element $j$, respectively.

The element deviations and sediment properties were taken into account for redundancy analysis (RDA) in Canoco for windows 4.5 to examine the relationships between the element deviations and sediment properties (Figure 9), as expected sediment properties, including sorting, mean grain size and water content, explained significant proportions ($p < 0.05$) of the element deviations (Figure 9). Factors of sorting and mean grain size only explained 6.6% and 0.7% of dataset deviations, respectively, similar to previous studies [11]. In contrast, water content explained 43% of the element deviations especially for the light elements (Al, Si, K, Ca, Ti and Fe; Figure 9). This phenomenon results from the pore water dilutive and absorption effects [25]. First, pore water may dilute the sediment solid phase [25,26]. Second, it can absorb the X-ray radiation of the sediment causing lower XRF-scan intensities and low measurement accuracy. This effect predominantly influences the elements with weaker fluorescence energies, which in accordance with Moseley’s law relate primarily to elements with a lower atomic number such as Al and Si [8,11]. Furthermore, a pore water film may form directly between the protective foil and sediment surface. This phenomenon could artificially enhance the absorption effect of pore water [8,11,13].

To assess the impacts of water content on the light elements, element deviations and water content were used in the generalized additive model (GAM) [27] (Figure 10). The GAM results reveal an inverse relationship between element deviations and water content. For Al (Figure 10a), Si (Figure 10b) and Ti (Figure 10e), when water content is below 52%, it has little impact on element deviation. However, a significant XRF-scan intensities decrease (up to 40%) was observed when water content was > 52%. With respect to K and Ca, a significant XRF-scan intensities decrease appears (up to 30% and 20%, respectively).
respectively) when water content is >47%. Fe is insensitive to changes in water content compared to the other five elements, with no significant decrease observed until water content was 56%.

Figure 9. Redundancy analysis (RDA) showing relationships between sediment properties (mean grain size, sorting and water content) and element deviations of core LGH2.

Figure 10. Smoothing curves (black curves) obtained by applying the GAM model based on element deviations and water content for core LGH2. (a–f) Represent the deviations of element Al, Si, K, Ca, Ti and Fe, respectively. The light-gray shade denotes the 95% confidence limits. Tick marks on the x-axis represent tested samples from core LGH2. Red dots indicate the threshold for the element deviations. The yellow bars indicate the samples (only 57 of the 1081 specimens) with deviant low or high water content which are not included in our discussion.
6. Conclusions

The comparison of four recent XRF-scan calibration methods indicates that the NMS and LREC calibrations do not work well in sediments characterized by large changes in downcore water content. In contrast, the NPS method, which eliminates the influences of long-term changes in water content, exhibits a relatively good calibration. However, the NPS method fails to calibrate light element fractions (such as Al and Si) towards the core-top where water content increases markedly. Notably, we show that the MLC method is capable of efficiently converting almost all the detected XRF-scan intensities to fractions. For fine-grained sediments, grain size exhibits little impact on the XRF-scan data. Water content within the lake sediment was found to be the most important factor influencing the XRF-scan intensities, especially for the light elements (From Al to Fe). A significant decrease of XRF-scan accuracy may occur when the sediment water content is >47%. Therefore, we strongly recommend selecting a range of different samples throughout any given core, testing element fractions and applying the MLC method when performing high-resolution XRF-scan measurements in the determination of elemental fractions within lake sediments.
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Abbreviations

| Acronym   | Description                                      |
|-----------|--------------------------------------------------|
| XRF       | X-ray fluorescence;                              |
| RDA       | redundancy analyses;                             |
| GAM       | generalized additive model;                     |
| ICP-MS    | inductively coupled plasma mass spectrometry;    |
| ICP-OES   | inductively coupled plasma optical emission spectrometry; |
| EDP-XRF   | energy dispersive polarization X-ray fluorescence;|
| WD-XRF    | wavelength dispersive X-ray fluorescence;        |
| NMS       | normalized median-scaled;                        |
| NPS       | normalized polynomial-scaled;                   |
| LRCE      | log-ratio calibration equation;                 |
| MLC       | multivariate log-ratio calibration;             |
| alr       | additive log-ratio transformation;              |
| clr       | centered log-ratio;                             |
| SRE       | squared relative error;                         |
| MSRE      | mean squared relative error.                    |
Appendix A

Table A1. The correlation coefficient ($R^2$, $p < 0.05$) between the XRF-scan/calibrated-XRF and conventional-fractions of all fourteen elements in the remaining samples.

| Element | XRF-scan | NMS | NPS | LRCE | MLC |
|---------|----------|-----|-----|------|-----|
| Al      | 0.15     | 0.17 | 0.20 | 0.32  | 0.94 |
| Si      | 0.39     | 0.48 | 0.75 | 0.48  | 0.84 |
| K       | 0.95     | 0.87 | 0.96 | 0.86  | 0.96 |
| Ca      | 0.97     | 0.94 | 0.97 | 0.86  | 0.95 |
| Ti      | 0.14     | 0.09 | 0.24 | 0.18  | 0.84 |
| Mn      | 0.06     | 0.09 | 0.51 | 0.70  | 0.97 |
| Fe      | 0.29     | 0.05 | 0.51 | 0.70  | 0.97 |
| Cu      | 0.53     | 0.09 | 0.24 | 0.86  | 0.97 |
| Zn      | 0.86     | 0.01 | 0.09 | 0.64  | 0.90 |
| Rb      | 0.46     | 0.01 | 0.04 | 0.40  | 0.39 |
| Sr      | 0.84     | 0.01 | 0.04 | 0.86  | 0.90 |
| Zr      | 0.63     | 0.01 | 0.04 | 0.30  | 0.39 |
| Pb      | 0.17     | 0.01 | 0.04 | 0.45  | 0.66 |
| Ba      |          |      |      | 0.07  | 0.78 |

Table A2. The squared relative error (SRE) and the mean squared relative error (MSRE) of the XRF-scan/calibrated-XRF for all fourteen elements in the remaining samples.

| Element | MSRE Al | MSRE Si | MSRE K | MSRE Ca | MSRE Ti | MSRE Mn | MSRE Fe | MSRE Cu | MSRE Zn | MSRE Rb | MSRE Sr | MSRE Zr | MSRE Pb | MSRE Ba |
|---------|---------|---------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| XRF-scan| 0.058   | 0.171   | 0.013  | 0.107  | 0.028  | 0.055  | 0.018  | 0.068  | 0.039  | 0.025  | 0.016  | 0.011  | 0.144  | 0.033  |
| NMS     | 0.038   | 0.118   | 0.008  | 0.007  | 0.018  | 0.009  | 0.063  | 0.009  | 0.079  | 0.049  | 0.018  | 0.020  | 0.089  | 0.030  |
| NPS     | 0.021   | 0.054   | 0.004  | 0.002  | 0.006  | 0.002  | 0.035  | 0.006  | 0.042  | 0.019  | 0.010  | 0.015  | 0.005  | 0.076  | 0.013  |
| LRCE    | 0.030   | 0.100   | 0.008  | 0.012  | 0.011  | 0.008  | 0.062  | 0.009  | 0.025  | 0.021  | 0.017  | 0.018  | 0.014  | 0.082  | 0.035  |
| MLC     | 0.020   | 0.011   | 0.002  | 0.006  | 0.009  | 0.003  | 0.009  | 0.003  | 0.117  | 0.005  | 0.008  | 0.016  | 0.003  | 0.079  | 0.006  |
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