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We investigate several hydrodynamization times for an ensemble of different far-from-equilibrium solutions of the strongly coupled \( \mathcal{N} = 4 \) Supersymmetric Yang-Mills plasma undergoing Bjorken flow. For the ensemble of initial data analyzed in the present work, we find that, with typical tolerances between 3% to 5%, the average hydrodynamization time associated with the late time convergence of the pressure anisotropy to the corresponding Borel resummed hydrodynamic attractor is approximately equal to the average hydrodynamization time associated with the Navier-Stokes result, while both are shorter than the average hydrodynamization time associated with second-order hydrodynamics. On the other hand, we find that the entropy density of the different solutions coalesces to second-order hydrodynamics long before entering in the Navier-Stokes regime. A clear hierarchy between the different average hydrodynamization times of the Bjorken expanding fluid is established for the set of analyzed initial data, comprising also some solutions which, whilst satisfying the dominant and the weak energy conditions at the initial time, evolve such as to transiently violate one or both conditions when the fluid is still far from equilibrium. In particular, solutions violating the weak energy condition are generally found to take a longer time to enter in the hydrodynamic regime than the other solutions.
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I. INTRODUCTION

The holographic gauge/gravity correspondence \cite{1–4} provides a unique way to perform a first-principles analysis of the real time dynamics of far-from-equilibrium strongly coupled quantum fluids. Since the pioneering work by Chesler and Yaffe on the numerical analysis of the homogeneous isotropization dynamics of the strongly coupled \( \mathcal{N} = 4 \) supersymmetric Yang-Mills (SYM) plasma in Ref. \cite{5}, many other works have been developed addressing different aspects concerning the far-from-equilibrium dynamics of holographic models, see e.g. Refs. \cite{6–30}.

The first numerical analysis of Bjorken flow \cite{31} in a holographic SYM plasma was performed in Ref. \cite{6}, with further developments regarding the numerical formalism being presented in Refs. \cite{8, 9, 12, 13}. Additionally, a high statistics analysis of the holographic Bjorken flow of the SYM plasma was presented in Ref. \cite{14}. It was observed in those early works that the onset of hydrodynamic behavior, in the sense of the effective applicability of late time constitutive relations such as those defined by Navier-Stokes (NS) or the second-order gradient expansion \cite{32, 33}, generically happens in the SYM plasma when the system is still far from equilibrium, as inferred from a sizable pressure anisotropy at the hydrodynamization time. Such a result was initially surprising because it

\footnote{In this context, note that we distinguish the \textit{asymptotic} results obtained using the gradient expansion from different dynamical approaches to hydrodynamics pursued by Müller-Israel-Stewart \cite{34–36}, which include an extended set of dynamical variables.}
seems to contradict the usual notion that hydrodynamic behavior only emerges when there small deviations from local equilibrium. However, a broader notion of hydrodynamics was proposed in Ref. [37] as the late time emergence of universal behavior for observables such as the pressure anisotropy, which is dictated by the decay of the nonhydrodynamic quasinormal modes (QNM) of the system [21, 22, 37, 38].

It was proposed in [37] that the Borel resummation of the divergent asymptotic gradient series [39–42] defines a hydrodynamic attractor, to which different far-from-equilibrium solutions would coalesce before converging to the corresponding limits associated with finite order truncations of the hydrodynamic gradient expansion, such as Navier-Stokes theory or the second or higher order hydrodynamic constitutive relations. More recently, it was shown in Refs. [24, 28] that this is not a generic feature because, even though one may find solutions that do coalesce earlier to the Borel resummed attractor, when considering more generic initial conditions the Borel attractor does not provide a significantly earlier effective description of hydrodynamics when compared to the Navier-Stokes result, at least in the case of a holographic SYM plasma undergoing Bjorken flow.

Concerning the entropy of the SYM plasma out of equilibrium, it was argued in Ref. [43] that this quantity should be associated with the area of the apparent horizon of a black hole within the higher dimensional bulk (instead of the event horizon, to which the apparent horizon converges only at asymptotic times, close to local equilibrium). In this context, Refs. [8, 14] analyzed the difference between the final and initial entropies as a function of the initial entropy for the different initial conditions considered. However, in those works it was not explicitly presented the calculation of the non-equilibrium entropy density as function of time.

In the present work we focus on the analysis of the hydrodynamization properties of a SYM plasma undergoing Bjorken flow [31]. More specifically, we investigate how the pressure anisotropy and the non-equilibrium entropy density of the fluid converge to the hydrodynamic regime at late times for an ensemble of initial data originally studied in Ref. [44].

For the analyzed ensemble of initial conditions we find that on average, under typical relative tolerances between 3\% to 5\%, the Borel resummed attractor for the pressure anisotropy does not provide a significantly earlier description of the putative far-from-equilibrium hydrodynamic universal behavior than the corresponding Navier-Stokes result. More specifically, by analyzing how each of the different initial conditions approach the Navier-Stokes regime, second-order hydrodynamics, and the Borel resummed attractors within the aforementioned tolerances, we notice that different initial conditions can converge first to different attractors. By averaging over all the initial data considered, we find that the average hydrodynamization time associated with the Borel attractor is approximately equal to the average hydrodynamization time associated with convergence to the NS regime, with both being shorter than the average hydrodynamization time associated with the second-order hydrodynamic truncation of the pressure anisotropy. The Borel resummed attractor only provides a clearly better description of the hydrodynamization process than the NS result if one considers just very small relative tolerances in the long time regime.

On the other hand, we find that the non-equilibrium entropy density of the different solutions always coalesces to the second-order hydrodynamic truncation long before it converges to the corresponding NS regime. Moreover, the average hydrodynamization time for the entropy density associated with second-order hydrodynamics is also considerably smaller than the different average hydrodynamization times related to the pressure anisotropy. Consequently, the time scales at which the fluid approaches local equilibrium may be rather different depending on which physical observable one considers to probe the evolution of the medium, and we clearly identify a hierarchy between the different average hydrodynamization times of the Bjorken expanding fluid.

The ensemble of initial data studied in the present work was first considered in [44], where a class of numerical solutions was found in Bjorken flow that transiently violates the dominant energy condition or even the weak energy condition at early times when the system is still far from equilibrium. Such violations are not present in the initial state and, thus, they are indeed generated by the subsequent evolution of the plasma.

This work is organized as follows. In section II we review in detail the main steps required for the holographic calculation of dynamics of the SYM plasma undergoing Bjorken flow using the characteristic formulation of general relativity — although these results are not new, we are not aware of any previous work in the literature that provides such a detailed account of the step-by-step procedure, which can be very useful when trying to reproduce the results discussed here and in some other works in the literature. In section III we present our main results, consisting in the analysis of the pressure anisotropy, the non-equilibrium entropy density and their associated hydrodynamization times for the ensemble of initial data originally investigated in [44]. Our main conclusions are summarized in section IV. In Appendix A we present further details regarding the numerics of our work and in Appendix B we present a brief discussion on the performance of our numerical code.

We use in this work a mostly plus metric signature and natural units $\hbar = c = k_B = 1$.

---

\[2\] We choose some different values for the tolerances in order to illustrate how the hydrodynamization times of the system can vary depending on such a choice.
II. HOLOGRAPHIC SYM PLASMA UNDERGOING BJORKEN FLOW

Bjorken flow [31] corresponds to a rapidly expanding inhomogeneous relativistic fluid that possesses the following set of symmetries: there is boost invariance in the single spatial direction $z$ along which the fluid expands at the speed of light, plus translation and $O(2)$ rotation invariance in the transverse $xy$ plane (also, $Z_2$ invariance is imposed along the spatial rapidity direction [45]). This setting is usually taken as a first (and crude) approximation to the expanding quark-gluon plasma formed in high-energy heavy-ion collisions [46–50] near mid-rapidity, i.e. close to the collision axis (the transverse expansion to the collision axis is completely neglected in this simple model).

Bjorken symmetry is more easily handled by changing from Cartesian coordinates $(t, x, y, z)$ to the so-called Milne coordinates $(\tau, \xi, x, y)$, where $\tau$ and $\xi$ are the propertime and the spacetime rapidity, respectively, defined as follows,

$$\tau = \sqrt{t^2 - z^2}, \quad \xi = \ln \left( \frac{t + z}{t - z} \right),$$

in terms of which the metric of the 4D Minkowski spacetime where the fluid is defined reads,

$$ds^2_{(4D)} = -d\tau^2 + \tau^2 d\xi^2 + dx^2 + dy^2.$$  \hspace{1cm} (1)

The holographic gauge/gravity modeling of the Bjorken flow of a relativistic and strongly coupled quantum fluid can be implemented by considering that the 4D flat spacetime (2), where the fluid is defined, is (up to a global conformal factor) the boundary of a 5D curved spacetime that is asymptotically anti-de Sitter (AdS$_5$) by the standards of the holographic dictionary [1–4], which in turn requires that the classical gravity action for the higher dimensional bulk has a negative cosmological constant.

The extra holographic direction is related to a geometrization of the renormalization group flow [51] of the quantum field theory describing the fluid living at the boundary of the higher dimensional bulk spacetime.

There are infinitely many different holographic models that can be constructed under such assumptions, each one of them supposedly describing a different kind of strongly coupled quantum field theory at the boundary. The simplest and better-known top-down holographic construction that can be considered in this regard corresponds to the conformal and strongly coupled SYM plasma, whose dual bulk action is given simply by the 5D Einstein-Hilbert action with a negative cosmological constant,

$$S = \frac{1}{2 \kappa_5^2} \int_{\mathcal{M}_5} d^5x \sqrt{-g} \left[ R - 2\Lambda_L \right],$$ \hspace{1cm} (3)

where $\kappa_5^2 \equiv 8\pi G_5$ is the 5D gravitational Newton’s constant, which is holographically related to the number of colors $N_c$ of the SYM theory as $\kappa_5^2 = 4\pi^2/N_c^2$,

$\Lambda_L = -6/L^2$ is the negative cosmological constant associated with the asymptotically AdS$_5$ spacetime, and $L$ is the asymptotic AdS$_5$ radius (which we set to unity here). The bulk action (3) is supplemented by boundary terms which do not contribute to the bulk equations of motion but are necessary for the holographic computation of some observables, such as the Green’s functions of the dual boundary quantum field theory. They comprise the Gibbons-Hawking-York action [52, 53], needed for the well-posedness of the boundary value problem, and the counterterm action associated with holographic renormalization [54–58] of the bulk action.

The Ansatz for the 5D bulk metric field compatible with diffeomorphism invariance and Bjorken symmetry can be written using infalling Eddington-Finkelstein (EF) coordinates as follows [6, 12],

$$ds^2 = 2d\tau \left[ dr - A(\tau, r)d\tau + \Sigma(\tau, r)^2 \left[ e^{-2B(\tau, r)} d\xi^2 + e^{B(\tau, r)} (dx^2 + dy^2) \right] \right],$$ \hspace{1cm} (4)

where $r$ is the radial holographic direction, in terms of which the boundary lies at $r \to \infty$ (the EF time $\tau$ reduces to the propertime of the gauge theory fluid at the boundary). In the EF coordinates infalling radial null geodesics satisfy $\tau = $ constant, while outgoing radial null geodesics satisfy $dr = A(\tau, r)d\tau$. By foliating the bulk spacetime in slices of constant $\tau$, in which the EF coordinates correspond to null hypersurfaces, and then evolving the equations of motion in the EF time, one implements a time evolution of the system according to the so-called characteristic formulation of general relativity, which for asymptotically AdS spacetimes in the context of holography is reviewed in detail in Ref. [12] (for the original formulation involving asymptotically flat spacetimes see Refs. [59, 60]).

The holographic Bjorken flow for the SYM plasma is therefore formulated on the gravity side of the correspondence in terms of the three bulk metric coefficients $A(\tau, r), B(\tau, r)$, and $\Sigma(\tau, r)$, which are functions of two variables: the holographic direction $r$ and the EF time $\tau$. The line element (4) still has a residual diffeomorphism invariance under radial shifts of the form $r \mapsto r + \lambda(\tau)$, with $\lambda(\tau)$ being an arbitrary function of time. One major technical difficult of the characteristic formulation of general relativity concerns the possible breakdown of the numerical evolution of the system in regions with strong curvatures due to the formation of caustics [12]. In order to integrate the equations of motion of the system in the radial direction one must consider the entire portion of the bulk geometry causally connected to the boundary. When there is an apparent horizon within the bulk$^3$, this condition is met if one performs the radial integration from the horizon to the boundary. However, in general, the radial position of the apparent horizon (when

$^3$ We are going to discuss this in more detail in section II.B.
it exists) can widely fluctuate between the different time slices. If one adopts a fixed infrared (IR) radial cutoff in the interior of the bulk to start the integration of the equations of motion in the radial direction on every time slice, then some different possibilities may happen. One of them is the following: in some time slices this fixed IR radial position in the interior of the bulk may be behind the apparent horizon, and in this case we are sure that we are covering the region of the bulk causally connected to the boundary. However, it may be that in some of these time slices the chosen fixed IR radial cutoff penetrates too deep into the horizon and eventually reaches a caustic, and in this case the numerical simulation breaks down.

On the other hand, if one chooses some fixed IR radial position which does not penetrate too far within the bulk, the numerical simulations will probably never find a caustic and proceed without breaking down, but it may be that at some time slices this fixed IR radial cutoff lies beyond the apparent horizon, and in this case we may lose information of part of the bulk geometry causally connected to the boundary, which may lead to physically inaccurate results. A possible way, discussed in detail in Ref. [12] to deal with this issue, is to use the aforementioned residual diffeomorphism invariance and fix different values for the function $\lambda(\tau)$ on the different time slices by requiring that the radial position of the apparent horizon remains fixed for all time slices. We will discuss an implementation of this scheme in section II B.

At the boundary of the bulk spacetime the metric coefficients must satisfy boundary conditions such that for $r \to \infty$ one recovers from the 5D line element (4) the 4D metric (2), up to the global conformal factor $r^2$ of AdS$_5$. This is accomplished by imposing the following boundary conditions associated with holographic Bjorken flow,

\begin{align*}
A(r & \to \infty, \tau) \sim \frac{r^2}{2}, \quad B(r \to \infty, \tau) \sim -\frac{2 \ln(\tau)}{3}, \\
\Sigma(r \to \infty, \tau) & \sim \tau^{1/3} r.
\end{align*}

\begin{equation}
(5)
\end{equation}

In fact, by substituting (5) into Eq. (4) one recovers the AdS$_5$ metric near the boundary in the EF coordinates,

\begin{equation}
ds^2_{\text{AdS}_5} \bigg|_{r \to \infty} \to ds^2_{\text{AdS}_5} = 2d\tau dr + r^2 ds^2_{\text{4D}}.
\end{equation}

Einstein’s equations for the metric field can be worked out to give the following set of coupled 1 + 1 partial differential equations (PDEs) for the metric coefficients $A(r, \tau), B(r, \tau),$ and $\Sigma(r, \tau)^4$

\begin{align*}
\Sigma'' + \frac{\Sigma B''^2}{2} & = 0, \quad (7a) \\
(d_+ \Sigma)' + \frac{2\Sigma' d_+ \Sigma}{\Sigma} - 2\Sigma & = 0, \quad (7b) \\
\Sigma(d_+ B)' + \frac{3(B' d_+ \Sigma + \Sigma' d_+ B)}{2} & = 0, \quad (7c) \\
A'' + \frac{4 + 3B' d_+ B - 12(\Sigma' d_+ \Sigma)/\Sigma^2}{2} & = 0, \quad (7d) \\
d_+(d_+ \Sigma) + \frac{\Sigma(d_+ B)^2}{2} - A' d_+ \Sigma & = 0, \quad (7e)
\end{align*}

where $' \equiv \partial_r$ is the directional derivative along ingoing radial null geodesics (with $\tau = \text{constant}$) and $d_+ \equiv \partial_r + A(r, \tau) \partial_\tau$ is the directional derivative along outgoing radial null geodesics (with $dr/d\tau = A(r, \tau)$). Eq. (7a) is the so-called Hamiltonian constraint. Eq. (7e) is a constraint that can be used in order to check the accuracy of the numerical solutions obtained by solving the nested equations (7a) — (7d).

In fact, the nested or hierarchical structure observed in Eqs. (7a) — (7d) is a common feature of the characteristic formulation of general relativity. In view of this structure, one can devise the following general ordered steps in order to solve Einstein’s equations in the characteristic formulation:

i. One must choose some initial profile for the metric anisotropy $B(r, \tau_0)$ specified over the null hypersurface corresponding to the initial time $\tau_0$;

ii. Next, one radially solves the Hamiltonian constraint (7a) to obtain $\Sigma(r, \tau_0)$;

iii. Then, one radially solves Eq. (7b) to obtain $d_+ \Sigma(r, \tau_0)$;

iv. Next, one radially solves Eq. (7c) to obtain $d_+ B(r, \tau_0)$;

v. Then, one radially solves Eq. (7d) to obtain $A(r, \tau_0)$;

vi. At this point, we already know $B(r, \tau_0)$, $A(r, \tau_0)$, and $d_+ B(r, \tau_0)$ and, thus, we can determine the time

---

4 We remark that the metric coefficient $A(r, \tau)$ defined in Eq. (4) and also in Ref. [12] corresponds to half of the corresponding function as defined in Ref. [6].

5 Alternatively, one could also choose to specify $\Sigma(r, \tau_0)$ as an initial data and then solve Eq. (7a) for $B(r, \tau_0)$; however, in such case one would need to solve a nonlinear equation instead of a linear one.
derivative of the metric anisotropy function evaluated on the initial time slice, \( \partial_r B(r, \tau_0) \), by using that \( d_+ B(r, \tau_0) = \partial_r B(r, \tau_0) + A(r, \tau_0) \partial_\tau B(r, \tau_0) \). With \( \{ B(r, \tau_0), \partial_r B(r, \tau_0) \} \) at hand, one can evolve the metric anisotropy to the next time slice \( \tau_0 + \Delta \tau \) (notice that in the characteristic formulation the relevant PDEs to be solved are always first-order in the time derivatives).

vii. Steps i — vi are then repeated until reaching the final time of the numerical simulation.

### A. UV expansions and renormalized 1-point functions

Before going through some details of the numerics involved in the actual implementation of the aforementioned algorithm, let us first review some important results regarding the ultraviolet (UV) near-boundary expansions of the metric coefficients and their relation to the holographically renormalized one-point Green’s function of the energy-momentum tensor of the boundary SYM gauge theory, from which we are going to extract the energy-momentum tensor with the UV coefficients of the bulk fields, generally written in Fefferman-Graham (FG) coordinates.

Given the boundary conditions (5) of holographic Bjorken flow, the UV near-boundary expansions of the bulk metric coefficients assume the following form [6, 25]

\[
A(r, \tau) = \frac{(r + \lambda(\tau))^2}{2} - \partial_\tau \lambda(\tau) + \sum_{n=1}^{\infty} \frac{a_n(\tau)}{r^n}, \tag{8a}
\]

\[
B(r, \tau) = -\frac{2 \ln(\tau)}{3} + \sum_{n=1}^{\infty} \frac{b_n(\tau)}{r^n}, \tag{8b}
\]

\[
\Sigma(r, \tau) = \tau^{1/3} r + \sum_{n=0}^{\infty} \frac{s_n(\tau)}{r^n}. \tag{8c}
\]

By substituting the above UV expansions (truncated e.g. at eighth-order) back into the equations of motion and solving the resulting algebraic equations order by order in \( r \), one can fix the values of the UV coefficients \( \{ a_n(\tau), b_n(\tau), s_n(\tau) \} \) as functions of \( \tau, \lambda(\tau) \), and the single dynamical UV coefficient which remains undetermined in such UV analysis, \( a_2(\tau) \), and its derivatives. In fact, as we are going to discuss, the value of the UV coefficient \( a_2(\tau_0) \) at the initial time \( \tau_0 \), together with the initial profile for the metric anisotropy, \( B(r, \tau_0) \), are the initial data that must be chosen on the gravity side of the gauge/gravity duality to generate different solutions of Einstein’s equations corresponding to different evolutions of the far-from-equilibrium SYM plasma.

Explicitly, the first few UV coefficients so obtained are shown below

\[
A(r, \tau) = \frac{(r + \lambda(\tau))^2}{2} - \partial_\tau \lambda(\tau) + \frac{a_2(\tau)}{r^2} + \mathcal{O}(r^{-3}), \tag{9a}
\]

\[
B(r, \tau) = -\frac{2 \ln(\tau)}{3} - \frac{2}{3r^2} + \frac{1 + 2\tau \lambda(\tau)}{3r^2} + \frac{2 + 6\tau \lambda(\tau) + 6\tau^2 \lambda^2(\tau)}{9r^4} + \frac{6 + 24\tau \lambda(\tau) + 36\tau^2 \lambda^2(\tau) + 24\tau^3 \lambda^3(\tau)}{36r^4} + \frac{36\tau^4 a_2(\tau) + 27\tau^2 \partial_\tau a_2(\tau)}{36r^4} + \mathcal{O}(r^{-5}), \tag{9b}
\]

\[
\Sigma(r, \tau) = \tau^{1/3} r + \frac{1 + 3\tau \lambda(\tau)}{3r^{2/3}} - \frac{1}{9r^{5/3}} + \frac{5 + 9\tau \lambda(\tau)}{81r^{2/3}} - \frac{10 + 3\tau \lambda(\tau) + 27\tau^2 \lambda^2(\tau)}{243r^{3/3}} + \mathcal{O}(r^{-4}), \tag{9c}
\]

\[
d_+ \Sigma(r, \tau) = \tau^{1/3} r^2 - \frac{1 + 3\tau \lambda(\tau)}{3r^{2/3}} + \frac{10}{6r^{5/3}} + \frac{-25 + 30\tau \lambda(\tau) + 243\tau^2 a_2(\tau)}{243r^{2/3}} + \mathcal{O}(r^{-3}), \tag{9d}
\]

\[
d_+ B(r, \tau) = -\frac{1}{3r^3} + \frac{1}{3r^2} - \frac{1 + \tau \lambda(\tau)}{3r^2} + \frac{2 + 4\tau \lambda(\tau) + 2\tau^2 \lambda^2(\tau) + 12\tau^2 a_2(\tau) + 9\tau^5 \partial_\tau a_2(\tau)}{6r^4} + \mathcal{O}(r^{-4}). \tag{9e}
\]

As discussed in detail e.g. in Ref. [23], the holographic renormalization of the model provides formulas relating the one-point function of the boundary energy-momentum tensor with the UV coefficients of the bulk fields, generally written in Fefferman-Graham (FG) coordinates. Then, in order to use these formulas one must first find a relation between the holographic radial direction \( r \) in EF coordinates and the holographic radial direction \( \rho \) in FG coordinates. This relation reads,

\[
\int \frac{dr}{\sqrt{2A(r, \tau)}} = \ln(\rho^{-1/2}), \tag{10}
\]

which may be perturbatively solved close to the boundary using the UV expansion of the metric coefficient \( A(r, \tau) \), which gives

\[
r(\rho) = \frac{1}{\sqrt{\rho}} - \frac{a_2(\tau) \rho^{3/2}}{4} - \frac{\partial_\tau a_2(\tau) \rho^2}{10} + \mathcal{O}(\rho^{5/2}). \tag{11}
\]

6 Actually, since we are going to consider \( \lambda(\tau) \neq 0 \), also \( \lambda(\tau_0) \) needs to be specified as an initial data.
By substituting the result above into the UV expansions of the bulk fields (9a) — (9e), one identifies the relevant UV coefficients in FG coordinates entering the holographic renormalization formula for the one-point function of the energy-momentum tensor of the boundary quantum gauge theory [23]. The final results are given by [25]

\[ \hat{\epsilon}(\tau) \equiv \kappa_5^2 \langle T_{\tau\tau} \rangle = -3a_2(\tau), \]  
(12a)

\[ \hat{\rho}_T(\tau) \equiv \kappa_5^2 \langle T_{\tau T} \rangle = -3a_2(\tau) - \frac{3}{2} \tau \partial_\tau a_2(\tau), \]  
(12b)

\[ \hat{\rho}_L(\tau) \equiv \kappa_5^2 \langle T_{\xi} \rangle = 3a_2(\tau) + 3\tau \partial_\tau a_2(\tau), \]  
(12c)

where \( \hat{\epsilon}(\tau), \hat{\rho}_T(\tau), \) and \( \hat{\rho}_L(\tau) \) are, respectively, the (normalized) energy density, the transverse pressure, and the longitudinal pressure of the SYM plasma\(^8\). From Eqs. (12a) — (12c) we see that once we determine the time evolution of the dynamical UV coefficient \( a_2(\tau) \), we have also the dynamical evolution of these physical observables at the boundary. We also see from Eq. (9a) that \( a_2(\tau) \) is a subleading UV coefficient of the metric coefficient \( A(r, \tau) \) close to the boundary \( r \to \infty \). In order to better extract it from the numerical solution for \( A(r, \tau) \), we may define subtracted fields to get rid of the leading terms in the UV expansions of the metric coefficients, which are associated with the boundary conditions (5), and also get rid of the factor of \( r^{-2} \) multiplying \( a_2(\tau) \) in Eq. (9a).

In order to do so, and also with a view on the numerics to discussed next, we first define a new holographic radial variable (which, as discussed before, goes from some fixed IR radial cutoff, which should lie behind the apparent horizon, to the boundary located at \( r \to \infty \)),

\[ u \equiv \frac{1}{r}. \]  
(13)

Now we define \textit{subtracted fields} as follows, \( u^p X_s(u, \tau) \equiv X(u, \tau) - X_{UV}(u, \tau) \), where \( X \) generically denotes any of the metric coefficients, \( p \) is an integer, and \( X_{UV} \) is some UV truncation of \( X \). Using this reasoning and looking at Eqs. (9a) — (9e), we define

\[ u^2 A_s(u, \tau) \equiv A(u, \tau) - \frac{1}{2} \left( \frac{1}{u} + \lambda(\tau) \right)^2 + \partial_\tau \lambda(\tau), \]  
(14a)

\[ u^4 B_s(u, \tau) \equiv B(u, \tau) + \frac{2 \ln(\tau)}{3} + \frac{2u}{3\tau} \]  
\[- \left( 1 + 2\tau^2 \lambda(\tau) \right) u^2 + \frac{2 + 6\tau \lambda(\tau) + 6\tau^2 \lambda^2(\tau) u^2}{9\tau^3}, \]  
(14b)

\[ u^3 \Sigma_s(u, \tau) \equiv \Sigma(u, \tau) - \frac{\tau^{1/3}}{u} - \frac{1 + 3\tau \lambda(\tau)}{3\tau^{2/3}} + \frac{u}{9\tau^{5/3}} \]  
\[- \frac{(5 + 9\tau \lambda(\tau)) u^2}{81\tau^{8/3}}, \]  
(14c)

\[ u^2 (d_+ \Sigma)(u, \tau) \equiv d_+ \Sigma(u, \tau) - \frac{\tau^{1/3}}{2u^2} - \frac{1 + 3\tau \lambda(\tau)}{3\tau^{-2/3}} + \frac{10u}{6\tau^{5/3}} \]  
\[- \frac{1 - 2\tau^2 \lambda(\tau) + 3\tau^2 \lambda^2(\tau)}{81\tau^{8/3}}, \]  
(14d)

\[ u^3 (d_+ B)(u, \tau) \equiv d_+ B(u, \tau) + \frac{1}{3\tau} - \frac{u}{3\tau^2} + \frac{(1 + \tau \lambda(\tau)) u^2}{3\tau^3}. \]  
(14e)

Then, the boundary values of the subtracted fields are simply given by

\[ A_s(u = 0, \tau) = a_2(\tau), \]  
(15a)

\[ B_s(u = 0, \tau) = -a_2(\tau) - \frac{3\tau \partial_\tau a_2(\tau)}{4} + \frac{1}{6\tau^4} + \frac{2\lambda(\tau)}{3\tau^3} + \frac{\lambda^2(\tau)}{\tau^2} + \frac{2\lambda^3(\tau)}{3\tau}, \]  
(15b)

\[ \Sigma_s(u = 0, \tau) = -\frac{10 + 30\tau \lambda(\tau) + 27\tau^2 \lambda^2(\tau)}{243\tau^{11/3}} \]  
\[- \frac{243\tau^{11/3}}{10 + 30\tau \lambda(\tau) + 27\tau^2 \lambda^2(\tau)}, \]  
(15c)

\[ (d_+ \Sigma)(u = 0, \tau) = \frac{\tau^{1/3} a_2(\tau)}{25 + 30\tau \lambda(\tau)} - \frac{1}{243\tau^{11/3}}, \]  
(15d)

\[ (d_+ B)(u = 0, \tau) = 2a_2(\tau) + \frac{3\tau \partial_\tau a_2(\tau)}{4} + \frac{1}{3\tau^4} + \frac{2\lambda(\tau)}{3\tau^3} + \frac{\lambda^2(\tau)}{3\tau^2}. \]  
(15e)

Therefore, in terms of the subtracted fields, the dynamical UV coefficient \( a_2(\tau) \) entering in the holographic formulas (12a) — (12c) can be simply obtained as the boundary value of the subtracted field \( A_s(u, \tau) \). In order to solve the equations of motions for the subtracted fields, one must rewrite Eqs. (7a) — (7d) in terms of the new radial direction \( u \) and also use Eqs. (14a) — (14e) to express the original fields in terms of the subtracted ones.

B. The apparent horizon

As mentioned before, for the radial integration of Einstein’s equations of motion one needs to consider the entire region of the bulk geometry causally connected to the

---

\(^7\) We remark that our definition of the normalized one-point function of the boundary energy-momentum tensor, \( \langle T_{\mu\nu} \rangle \equiv \kappa_5^2 \langle T_{\mu\nu} \rangle = (4\pi^2/\Lambda_5^2) \langle T_{\mu\nu} \rangle \), corresponds to twice the value of the definition used in Ref. [6].

\(^8\) Note that from Eqs. (12a) — (12c) the trace anomaly \( \hat{\epsilon} \equiv g^{\mu\nu}(4D) \langle T_{\mu\nu} \rangle = -\hat{\rho} + 2\hat{\rho}_T \) vanishes for the SYM plasma, as expected from conformal invariance.
boundary. For this sake, we need first to briefly discuss
the event and apparent horizons of a black hole within
the bulk geometry.

The event horizon of a black hole within the asymptotically AdS$_5$ bulk is the surface where the congruence of null geodesics bifurcates, with some geodesics escaping up to the boundary and some plunging deep into the bulk. Consequently, light rays inside the event horizon can never leave the interior of the black hole, and the portion of the bulk geometry within the black hole event horizon is, therefore, causally disconnected from observers at the boundary. Thus, when there is an event horizon within the bulk, in order to integrate the radial part of the equations of motion without losing physical information about the bulk geometry, one should integrate from the event horizon (or from some radial position inside it, which adds no extra physical information) to the boundary. The radial location of the event horizon is determined by the solution of the outgoing radial null geodesics equation subjected to the condition that at asymptotically large times it is given by a zero of the metric coefficient $A(r, \tau)$,

$$\frac{dr_H(\tau)}{d\tau} = A(r_H(\tau), \tau) \quad r_H(\tau \to \infty) = r_H^{(eq)},$$

where $r_H^{(eq)}$ is the largest simple root of equation $A(r, \tau \to \infty) = 0$, corresponding to the radial position of the event horizon in equilibrium. It is clear from Eq. (16) that the event horizon in a far-from-equilibrium setup is a horizon in equilibrium. It is clear from Eq. (16) that the event horizon, when taken as a constant in time, $r_{AH}$, may be determined by finding the value of the radial coordinate which solves the following equation [12],

$$d_+ \Sigma(r_{AH}, \tau) = 0.$$

The requirements that $\partial_+ r_{AH}(\tau) = 0$ and that Eq. (17) holds at all times imply that $\partial_+ d_+ \Sigma(r_{AH}, \tau) = 0$, which in turn implies that $d_+ (d_+ \Sigma(r_{AH}, \tau)) = \lambda \partial_+ d_+ \Sigma(r_{AH}, \tau)$. Using this condition into the constraint equation (7e), and then combining the obtained result with the other components of Einstein’s equations, one can show that the aforementioned requirements are realized by the following condition (already written in the radial coordinate $u = 1/r$),

$$A(u_{AH}, \tau) = -2\Sigma(u_{AH}, \tau) \left[3(d_+ B(u_{AH}, \tau))^2 \Sigma(u_{AH}, \tau) + 6u_{AH}^2 A'(u_{AH}, \tau) d_+ \Sigma(u_{AH}, \tau) \right] / \left[24(u_{AH}^2 \Sigma(u_{AH}, \tau) d_+ \Sigma(u_{AH}, \tau) + \Sigma^2(u_{AH}, \tau)) \right] = -(d_+ B(u_{AH}, \tau))^2/4,$$

where above $\tau$ and we used in the last step Eq. (17), $d_+ \Sigma(u_{AH}, \tau) = 0$. Then, one can use Eq. (14a) to obtain,

$$\partial_+ \lambda(\tau) = u_{AH}^2 A_s(u_{AH}, \tau) + \frac{1}{2u_{AH}^2} + \frac{\lambda(\tau)}{u_{AH}} + \frac{\lambda^2(\tau)}{2} - \frac{A(u_{AH}, \tau)}{u_{AH}},$$

where $A_s(u_{AH}, \tau)$ is the numerical solution for the subtracted metric coefficient $A_s(u, \tau)$ evaluated at the apparent horizon and $A(u_{AH}, \tau)$ is given by Eq. (18). Then, once it is chosen a value for $\lambda(\tau_0)$ on the initial time slice $\tau_0$, $\lambda(\tau)$ can be evolved to the next time slice using Eq. (19) such that the radial position of the apparent horizon remains fixed during this time evolution. For this purpose, we set the initial condition $\lambda(\tau_0) = 0$ and solve Eq. (17) using Eq. (14d) and the Newton-Raphson
algorithm. In general, the value of \( u_{\text{AH}} \) does not coincide with any of the collocation points (to be discussed in section II C), and we find such a value with good precision, given by the tolerance (or the number of iterations) of the method. For the initial data considered in the present work, we typically find that the radial position of the event horizon is held fixed within \( \sim 10^{-5} \% \).

Alternatively, we also considered an approximation to calculate the radial position of the apparent horizon consisting in the following procedure: first we set the function \( \lambda(\tau) \equiv 0 \) and integrate the equations of motion for a short period of time and then evaluate the radial position of the apparent horizon at the initial time slice on top of numerically interpolated results. Next, we search for the point \( u_* \) within the radial grid (to be discussed in section II C) which is closest to the radial position of the apparent horizon \( u_{\text{AH}} \) at the initial time \( \tau_0 \) and take \( u_* \) (instead of \( u_{\text{AH}} \)) to determine an approximation for Eq. (19). In this case, we take \( \lambda(\tau_0) = 0 \) as the initial condition for evolving \( \lambda(\tau) \) in time. Within the aforementioned approximation, the radial position of the apparent horizon for the different initial conditions considered was held fixed within \( \sim 10^{-2} \% \).

For all the initial data considered in the present work the apparent horizon calculated using both approaches discussed above was always found within the chosen radial domain of integration, \( u \in [0, u_{\text{IR}}] \), where we took \( u_{\text{IR}} = 1 \) as the fixed IR radial cutoff (for the different initial conditions considered in this work, we obtained apparent horizons between \( u \sim 0.7 - 0.99 \)). Although the precision in the calculation of the radial position of the apparent horizon for the two approaches discussed above is different, the results for the physical observables analyzed in the present work (namely, the pressure anisotropy, and the non-equilibrium entropy density) are indistinguishable by eye.

In fact, we also considered a third way of evolving the system, where we simply set the function \( \lambda(\tau) \equiv 0 \) and let the radial position of the apparent horizon to freely fluctuate between the time slices. This approach is more difficult to handle in practice because we had to choose different values of the fixed IR radial cutoff \( u_{\text{IR}} \) for different initial conditions. Moreover, it is also more limited in the sense that in order to avoid the breakdown of the numerical simulations due to the caustics in the deep interior of the bulk, the chosen values of \( u_{\text{IR}} \), contrary to what happens in the method with fixed apparent horizon, are not guaranteed to cover the radial domain where the apparent horizon \( u_{\text{AH}} \) lies within for every time slice — in fact, at large enough times, depending on the chosen initial conditions, we could not find the apparent horizon within the radial domain of integration \( [0, u_{\text{IR}}] \) in this method with fluctuating apparent horizon without resorting to numerical extrapolations, which may be physically unreliable. However, for the time intervals where it was possible to run the numerical code using \( \lambda(\tau) = 0 \), the results obtained for the pressure anisotropy and the non-equilibrium entropy density coincide with the ones obtained with fixed apparent horizon and nontrivial \( \lambda(\tau) \). Such an observation is consistent with the fact that \( \lambda(\tau) \) may be freely chosen since it is associated with a residual diffeomorphism invariance of the system, as discussed before.

### C. Numerics and initial data

In order to ensure the reproducibility of our results, in this section we give the details behind our numerical work.

We numerically integrate the equations of motion using a discretization of both the radial and time directions. Let us first briefly discuss the discretization of the radial domain of integration of the PDEs. This is implemented here using the pseudospectral or collocation method [61], where the discrete radial points are described by the Chebyshev-Gauss-Lobatto grid,

\[
u_k = \frac{u_{\text{IR}}}{2} \left[ 1 + \cos \left( \frac{k\pi}{N-1} \right) \right], \quad k = 0, \ldots, N-1, \tag{20}
\]

where \( N \) is the number of grid points (also known as collocation points) and \( u_{\text{IR}} \) is the fixed infrared radial cutoff in the interior of the bulk, from which one must radially integrate the equations of motion up to the boundary at \( u = 0 \). As discussed previously, for the present work we take \( u_{\text{IR}} = 1 \).

The main reasoning involved in the use of the pseudospectral method consists in radially expanding the bulk fields in the basis of Chebyshev polynomials of the first kind on each point of the Chebyshev-Gauss-Lobatto radial grid (20). The expansion coefficients so obtained are called the spectral coefficients of the Chebyshev expansion. The expansion is truncated at the same order of the number of collocation points used in the discrete radial grid, therefore, in principle, the larger the number of collocation points the more accurate the numerical results should be. One major numerical advantage of the pseudospectral method over alternative methods, such as finite differences, is that the convergence of the Chebyshev expansion is expected to be exponential (rather than polynomial) in the number of collocation points.

As discussed in detail e.g. in section 5.4 of Ref. [23], by discretizing the radial part of the continuum differential equations of motion using the pseudospectral method, one is left with a linear algebra eigenvalue problem essentially consisting in the inversion of a diagonal \((N-1) \times (N-1)\) matrix for each of the bulk fields. These matrices are given by the homogeneous part\(^9\) of the discretized differential equations of motion evaluated at each radial grid point, excluding the point corresponding to

---

\(^9\) The multiplication of these inverse matrices by the column vectors corresponding to the inhomogeneous part of the equations of motion gives the numerical solutions for the bulk fields.
the boundary. Indeed, at the boundary grid point one must impose the boundary conditions (15a) — (15e) for the (subtracted) bulk fields. Then, in practice, one simply joins to the \( (N-1) \)-dimensional eigenvectors obtained as solutions of the aforementioned eigenvalue problem the values of the respective bulk fields determined at the boundary grid point by the corresponding boundary conditions. With this, one constructs the complete \( N \)-dimensional eigenvectors corresponding to the numerical solutions of the radial part of the Einstein’s equations of motion (the components of the \( N \)-dimensional eigenvectors are the values of the bulk fields on each of the \( N \) collocation points of the discrete radial grid).

At the initial time slice \( \tau_0 \), the value of \( a_2(\tau_0) = A_s(u = 0, \tau_0) \) must be specified. Therefore, as mentioned before, the initial value of the dynamical UV coefficient \( a_2(\tau_0) \) is one of the initial conditions which must be specified on the gravity side of the gauge/gravity duality (the other initial condition being the initial profile of the bulk metric anisotropy, \( B_s(u, \tau_0) \))\(^{10}\).

In order to evolve in time the set of initial data \( \{a_2(\tau), B_s(u, \tau); \lambda(\tau)\} \), one also needs to determine the values of the time derivatives \( \partial_\tau a_2(\tau), \partial_\tau B_s(u, \tau) \), and \( \partial_\tau \lambda(\tau) \). The latter is calculated by using Eq. (19). Moreover, having knowledge of the values of \( a_2(\tau_0) \), \( B_s(u = 0, \tau_0) \), and \( \lambda(\tau_0) \), which on the initial time slice are simply the freely chosen initial conditions, one can determine the value of \( \partial_\tau a_2(\tau) \) at the initial time \( \tau_0 \) using Eq. (15b).

Finally, we also need to determine \( \partial_\tau B_s(u, \tau) \). This can be done by using Eq. (14e) to relate the numerical field \( (d_x B)_s(u, \tau) \) to \( d_x B(u, \tau) = \partial_\tau B(u, \tau) - u^2 A(u, \tau) \partial_\tau B(u, \tau) \), and then expressing in this relation \( A(u, \tau) \) and \( B(u, \tau) \) in terms of the corresponding subtracted fields as given by Eqs. (14a) and (14b). The resulting equation is solved for \( \partial_\tau B_s(u, \tau) \) giving

\[
\partial_\tau B_s(u, \tau) = \frac{(d_x B)_s(u, \tau)}{u} \left[ -\frac{2}{3} - \frac{2A_s(u, \tau)}{3\tau} \right] + \frac{2uA_s(u, \tau)}{3\tau^2} - \frac{2u^2 A_s(u, \tau)}{3\tau^3} + 4u^3 A_s(u, \tau) B_s(u, \tau) + \frac{2B_s(u, \tau)}{u} + \frac{B'\!_s(u, \tau)}{2} + \frac{u^4 A_s(u, \tau) B'_s(u, \tau)}{2} + \left( 4B_s(u, \tau) - \frac{2}{u\tau^3} + \frac{4uA_s(u, \tau)}{3\tau} \right) \lambda(\tau) - \frac{2u^2 A_s(u, \tau)}{u^2} + \frac{u B'_s(u, \tau)}{u^2} \lambda(\tau),
\]

where \( B'_s(u, \tau) \equiv \partial_\tau B_s(u, \tau) \) can be obtained at any constant time slice by simply applying the pseudospectral finite differentiation matrix \([23, 61]\) to the numerical solution \( B_s(u, \tau) \) (which is expressed as a vector field with \( N \) components, as discussed before).

For the time evolution of the gravitational system we employ here the fourth-order Adams-Bashforth (AB) integration method. This method requires earlier initialization by other methods, so in order to evolve the system from the initial time slice to the next one we use the Euler method (also known as first-order AB).

\[
X(\tau + \Delta\tau) = X(\tau) + \Delta\tau \partial_\tau X(\tau),
\]

the next time evolution is done with second-order AB,

\[
X(\tau + \Delta\tau) = X(\tau) + \frac{\Delta\tau}{2} \left[ 3 \partial_\tau X(\tau) - \partial_\tau X(\tau - \Delta\tau) \right],
\]

the subsequent time evolution is done with third-order AB,

\[
X(\tau + \Delta\tau) = X(\tau) + \frac{\Delta\tau}{12} \left[ 23 \partial_\tau X(\tau) - 16 \partial_\tau X(\tau - \Delta\tau) + 5 \partial_\tau X(\tau - 2\Delta\tau) \right],
\]

and then, finally, all the next steps corresponding to the subsequent time slices are done using fourth-order AB,

\[
X(\tau + \Delta\tau) = X(\tau) + \frac{\Delta\tau}{24} \left[ 55 \partial_\tau X(\tau) - 59 \partial_\tau X(\tau - \Delta\tau) + 37 \partial_\tau X(\tau - 2\Delta\tau) - 9 \partial_\tau X(\tau - 3\Delta\tau) \right],
\]

\(^{10}\) We remark that by using \( \lambda(\tau) \neq 0 \) the initial value \( \lambda(\tau_0) \) must also be specified.
where $\Delta \tau$ is the time step size and $X(\tau)$ denotes either $a_2(\tau)$, $B_s(u, \tau)$, or $\lambda(\tau)$. In the present work we used $N = 33$ collocation points and $\Delta \tau = 12 \times 10^{-5}$. Further numerical details and an error analysis can be found in Appendix A.

The form of the initial conditions used in the present work are similar to the ones chosen in Refs. [25, 62],

$$B_s(u, \tau_0) = \Omega_1 \cos(\gamma_1 u) + \Omega_2 \tan(\gamma_2 u) + \Omega_3 \sin(\gamma_3 u)$$

$$+ \sum_{i=0}^{5} \beta_i u^i + \frac{\alpha}{u^4} \left[ -\frac{2}{3} \ln \left( 1 + \frac{u}{\tau_0} \right) + \frac{2u^2}{9\tau_0^2} - \frac{u}{3\tau_0} \right],$$

$$\lambda(\tau_0) = 0,$$  

(26a)  

and

(26b)

### D. Energy conditions

Energy conditions [63, 64] are usually postulated in general relativity to constrain the form of the energy-momentum tensor of matter used in Einstein’s equations based on classical expectations related to the positiveness of energy, even though some quantum effects are known to violate such energy conditions [65].

The weak energy condition (WEC) states that $\langle \hat{T}_{\mu\nu} \rangle t^\mu t^\nu \geq 0$ for any timelike vector $t^\mu$. It was shown in [66] that this implies the following set of inequalities for the Bjorken flow of a conformal field theory (as e.g. the SYM plasma),

$$\dot{\epsilon}(\tau) \geq 0, \quad \partial_\tau \dot{\epsilon}(\tau) \leq 0, \quad \tau \partial_\tau \ln(\dot{\epsilon}(\tau)) \geq -4.$$  

(27)
In face of Eq. (38), the two last inequalities above imply that $-4 \leq \Delta \hat{\rho}/\hat{\varepsilon} \leq 2$. Therefore, one can see that the WEC leads to direct constraints on the magnitude of the pressure anisotropy. Also, its violation does not necessarily imply that the local energy density is negative—that is just one of the conditions in (27).

We also remark that the strong energy condition (SEC), which states that $\langle T_{\mu\nu}\rangle t^\mu t^\nu \geq -\langle T_\mu^\mu\rangle/2$, is trivially equivalent to the WEC for a conformal fluid, since in this case $\langle T_\mu^\mu\rangle = 0$.

The dominant energy condition (DEC) states that for any future directed timelike vector $t^\mu$ (i.e. $t^\tau > 0$), the vector $X^\mu \equiv -\langle T_{\mu\nu}\rangle t_\nu$ must also be a future directed timelike or null vector. This condition is important to establish causal propagation of matter [64]. Let us now work in detail the DEC for Bjorken expanding SYM fluid closely following the reasoning discussed in Ref. [66], originally used to derive the WEC. The energy-momentum tensor for a conformal fluid undergoing Bjorken flow may be written as follows

$$\hat{T}_{\mu\nu} = \text{diag}(\hat{\epsilon}, \hat{\rho}, \hat{p}_F, \tau^2 \hat{p}_L) = \text{diag}(\hat{\epsilon}, \hat{\varepsilon} + \tau \partial_\tau \hat{\varepsilon}/2, \hat{\varepsilon} + \tau \partial_\tau \hat{\varepsilon}/2, -\tau^2 \hat{\varepsilon} - \tau^3 \partial_\tau \hat{\varepsilon})\quad (28)$$

where in the last line we made use of Eqs. (12a)–(12c). On the other hand, taking $s, v, w, u \in \mathbb{R}$, the most general timelike or null 4-vector at the flat boundary is given by

$$t^\mu = \left(\sqrt{s^2 + 2w^2 + \tau^2 v^2}, w, w, v\right) \Rightarrow t_\mu t^\mu = -s^2 \leq 0.\quad (29)$$

The condition that $X^\tau > 0$ then implies that $\hat{\varepsilon} > 0$, while $X_\mu X^\mu \leq 0$ leads to a more restricted condition for $\Delta \hat{\rho}/\hat{\varepsilon}$ than in the WEC, namely, $-1 \leq \Delta \hat{\rho}/\hat{\varepsilon} \leq 2$. Therefore, the dominant energy condition leads to more stringent constraints on the pressure anisotropy of the fluid. Given that the pressure anisotropy (or, equivalently, the shear-stress tensor) is only nonzero out of equilibrium, the discussion concerning the investigation of energy conditions, and their possible violations, can be useful to systematically characterize the far-from-equilibrium dynamics of rapidly expanding systems.

We remark that it is known that in SYM theory the weak energy condition can be violated in holographic shockwave collisions, as shown in [67]. Our results displayed in Fig. 1 (a) show that the DEC and also the WEC can be violated even in the much simpler holographic Bjorken flow for the SYM plasma, as originally discussed in [44]. Therefore, this suggests that the violation of energy conditions in strongly coupled holographic fluids far from equilibrium is a common feature of such systems. This should be contrasted with other approaches commonly used to investigate the quark-gluon plasma in heavy-ion collisions, such as relativistic kinetic theory [68], where the positiveness of the distribution function ensures that these energy conditions cannot be violated [67].

E. Holographic non-equilibrium entropy

Now we discuss the calculation of the holographic non-equilibrium entropy density. The Bekenstein-Hawking relation [69, 70] associates the thermodynamical entropy of a black hole in equilibrium with the area of its event horizon. However, in out-of-equilibrium settings, it was argued in Ref. [43] that the holographic non-equilibrium entropy should be associated with the area of the apparent horizon instead of the area of the event horizon\(^{11}\). In fact, the holographic non-equilibrium entropy has been considered in many other works [6, 8, 9, 13, 14, 19, 40, 72, 73] as being related to the area of the apparent horizon. As mentioned before, the apparent horizon lies behind the event horizon and converges to the latter at late times and, thus, for sufficiently long times the areas of both horizons coincide giving the same result for the entropy in equilibrium.

In order to obtain the radial position of the apparent horizon, $u_{\text{AH}}(\tau)$, at each time slice of the numerically generated background geometries, we look for the largest root of the transcendental equation (17), which in terms of the numerically known subtracted field $(d_+ \Sigma)_s(u, \tau)$ reads

$$(d_+ \Sigma)_s(u_{\text{AH}}, \tau) = -\frac{10}{81 u_{\text{AH}}^2 \tau^{5/3}} - \frac{\tau^{1/3}}{2 u_{\text{AH}}^4} - \frac{1 + 3 \tau \lambda(\tau)}{3 u_{\text{AH}}^3 \tau^{2/3}}\quad + \frac{2 \tau \lambda(\tau) - 3 \tau^2 \lambda^2(\tau)}{6 u_{\text{AH}}^3 \tau^{5/3}}.\quad (30)$$

The area of the apparent horizon in holographic Bjorken flow is given by

$$A_{\text{AH}}(\tau) = \int d^3x \sqrt{\gamma} \bigg|_{u=u_{\text{AH}}} = \int dx dy d\xi \sqrt{-g} \bigg|_{u=u_{\text{AH}}} = \sqrt{-g} \bigg|_{u=u_{\text{AH}}} A = |\Sigma(u_{\text{AH}}, \tau)|^3 A.\quad (31)$$

where $V(\tau) = \tau A = \tau \int dx dy d\xi$ is the expanding spatial volume of the fluid in Milne coordinates (note that the spacetime rapidity $\xi$ is dimensionless).

The Bekenstein-Hawking relation for the non-equilibrium holographic entropy reads

$$S(\tau) = \frac{A_{\text{AH}}(\tau)}{4G_5} = 2\pi |\Sigma(u_{\text{AH}}, \tau)|^3 A / \kappa_5^2,\quad (32)$$

\(^{11}\) Ref. [43] provided a clear example to justify this argument: in the case of conformal flow [71], which corresponds to an ideal fluid, entropy production must be identically zero at all times. While the entropy calculated through the apparent horizon in this case is in fact constant, the area of the event horizon diverges showing that it is an inadequate measure of the non-equilibrium entropy.
while the (normalized) entropy density is given by

\[ \hat{s}(\tau) \equiv \kappa_5^2 s(\tau) = \kappa_5^2 \frac{\Sigma(u_{AH}, \tau)}{\nabla(\tau)} = \frac{2\pi|\Sigma(u_{AH}, \tau)|^3}{\tau}, \]  

(33)

where \( \Sigma(u_{AH}, \tau) \) can be found in terms of the numerically known subtracted field \( \Sigma_s(u, \tau) \) using (14c),

\[ \Sigma(u_{AH}, \tau) = u_{AH}^3 \Sigma_s(u_{AH}, \tau) + \frac{\tau^{1/3}}{\hat{u}_{AH}} + \frac{9\tau^{5/3}}{5\tau^{5/3}} \]

\[ + \frac{1 + 3\tau \lambda(\tau)}{3\tau^{5/3}} + \frac{(5 + 9\tau \lambda(\tau))u_{AH}^2}{81\tau^{5/3}}. \]  

(34)

In the rest frame of fluid, the flow velocity 4-vector is \( u^\mu = (1, 0, 0, 0) \), while the (normalized) entropy 4-current density \( \hat{s}^\mu(\tau) \) is simply given by

\[ \hat{s}^\mu(\tau) = \hat{s}(\tau) u^\mu = (\hat{s}(\tau), 0, 0, 0). \]  

(35)

The entropy production is given by the 4-divergence of the entropy 4-current density,

\[ \nabla_\mu \hat{s}^\mu(\tau) = \frac{1}{\sqrt{-g}} \partial_\mu \left[ \sqrt{-g} dA_{AH}(\tau) \right] = \frac{\hat{s}(\tau)}{\tau} + \frac{ds(\tau)}{d\tau} = \frac{2\pi}{\tau \Lambda} \frac{dA_{AH}(\tau)}{d\tau}. \]  

(36)

The covariant form of the second law of thermodynamics is expressed as the requirement that the entropy production (36) is non-negative or, equivalently, that the area of the apparent horizon is non-decreasing,

\[ \nabla_\mu \hat{s}^\mu(\tau) \geq 0 \quad \Rightarrow \quad \frac{dA_{AH}(\tau)}{d\tau} \geq 0, \]  

(37)

where, in Bjorken flow, the equality should be saturated when \( \tau \to \infty \).

III. HOLOGRAPHIC RESULTS AND HYDRODYNAMIZATION

In the present work we are interested in calculating the holographic results for the propertime evolution of the pressure anisotropy and the non-equilibrium entropy density of the strongly coupled quantum SYM plasma undergoing Bjorken flow. In a conformal setup, the ratio of the pressure anisotropy over the energy density is simply given by

\[ \frac{\Delta \hat{p}}{\hat{\varepsilon}} = \frac{\hat{p}_T - \hat{p}_L}{\hat{\varepsilon}} = 2 + 3\tau \partial_\tau \ln(\hat{\varepsilon}). \]  

(38)

For the pressure anisotropy of the SYM plasma, the corresponding analytical hydrodynamic expressions for the NS regime, the second-order gradient expansion [21, 32], and the Borel resummation [22, 38] of the divergent gradient expansion [39] are given by, respectively,

\[ \frac{\Delta \hat{p}}{\hat{\varepsilon}} \bigg|_{NS} = \frac{2}{3\pi \Lambda}, \]  

(39a)

\[ \frac{\Delta \hat{p}}{\hat{\varepsilon}} \bigg|_{2\text{nd order}} = \frac{2}{3\pi \Lambda} + \frac{2(1 - \ln(2))}{9\pi^2 \Lambda^2}, \]  

(39b)

\[ \frac{\Delta \hat{p}}{\hat{\varepsilon}} \bigg|_{\text{Borel}} = \frac{-276 + 2530 \omega}{3(120 - 570 \omega_A + 3975 \omega_A^2)}, \]  

(39c)

where \( \omega_A(\tau) \equiv \tau T_{\text{eff}}(\tau) \) is an effective dimensionless time measure, with \( T_{\text{eff}}(\tau) \) being an effective temperature defined out of equilibrium.

We recall that temperature is actually a thermodynamical concept which, strictly speaking, is only unambiguously defined in equilibrium. However, one usually defines in holographic calculations an out of equilibrium effective temperature as follows. For the SYM plasma in equilibrium, conformal invariance dictates that the relation between the energy density and the temperature of the fluid is given by [32],

\[ \hat{\varepsilon}_{\text{eq}} = \frac{3\pi^2 N^2 T^4}{8} = \frac{3\pi^4}{24 \hat{\varepsilon}} T^4. \]  

(40)

Therefore, in equilibrium, the temperature can be written in terms of the normalized energy density, \( \hat{\varepsilon} \equiv \kappa_5^2 \hat{\varepsilon} \), as follows,

\[ T = \frac{(2/3)^{1/4}}{\pi} \hat{\varepsilon}_{\text{eq}}^{1/4}. \]  

(41)

Notice that Eq. (41) only holds in equilibrium. However, nothing prevents one to simply define an object, which we shall call the “out of equilibrium effective temperature”, in analogy with Eq. (41),

\[ T_{\text{eff}}(\tau) \equiv \frac{(2/3)^{1/4}}{\pi} \hat{\varepsilon}^{1/4}(\tau), \]  

(42)

which is nothing more than a constant multiplied by the fourth root of the time-dependent (normalized) energy density of the medium. More precisely, in holographic calculations one usually considers in Eq. (42) not the full numerical result for the energy density, but takes instead some finite order hydrodynamic truncation of the energy density [12]. Here we use the third-order hydrodynamic truncation for the energy density of the SYM plasma [74] to define the effective temperature as in Ref. [38],

\[ T_{\text{3rd order}}(\tau) = \frac{A}{(\Lambda \tau)^{1/3}} \left[ - \frac{1}{6\pi(\Lambda \tau)^{2/3}} + \frac{-1 + \ln(2)}{36\pi^2(\Lambda \tau)^{4/3}} + \frac{-21 + 2\pi^2 + 51\ln(2) - 24\ln^2(2)}{1944\pi^3(\Lambda \tau)^2} \right]. \]  

(43)

At late times the full numerical energy density is expected to converge to its analytical hydrodynamic expansion.
where $\Lambda$ is an energy scale which depends on the chosen initial conditions. From Eq. (43) we also see that the ideal hydrodynamic effective temperature achieved at late times is given by [6]

$$T_{\text{ideal}}(\tau) = \frac{\Lambda}{(\Lambda \tau)^{1/3}}. \quad (44)$$

In order to fix the value of the energy scale $\Lambda$ for each initial condition, as done in Ref. [25], we consider here the late time NS result for the energy density [6, 25, 66]

$$\tilde{\varepsilon}_{\text{NS}}(\tau) = \frac{3\pi^4 \Lambda^4}{2(\Lambda \tau)^{4/3}} \left[ 1 - \frac{2}{3\pi(\Lambda \tau)^{2/3}} \right]. \quad (45)$$

Here we fit to the above analytical expression the late time result for the full numerical energy density in order to extract the value of $\Lambda$ for each initial condition considered.

We recall again that our definition of the normalized energy density, $\tilde{\varepsilon} \equiv \kappa_4^2 \tilde{\varepsilon} = (4\pi^2/N^2) \varepsilon$, corresponds to twice the value of the definition used in Ref. [6].

FIG. 1. (a) Pressure anisotropy for the ensemble of far-from-equilibrium solutions and the corresponding late time hydrodynamic attractors (the 6 full colored thick curves are used to highlight the solutions transiently violating the energy conditions). (b) Zoom of the late time region for the pressure anisotropy. (c) Individual hydrodynamization times for the pressure anisotropy of the different solutions and the corresponding average times (taking into account all the solutions) with 5% tolerance and (d) with 3% tolerance.
The late time expansions for the area of the apparent horizon of the gravity dual of the Bjorken expanding SYM plasma \([6, 43, 75, 76]\), give the following results for the NS and second-order hydrodynamic truncation of the holographic entropy density (33) divided by the cube of the NS and second-order hydrodynamic truncation of the SYM plasma \([6, 43, 75, 76]\), give the following results for

\[
\tilde{s}(\omega) = A_{AH}/\pi^2 \Lambda^2 \Omega,
\]

from which we also see that the asymptotic ideal hydrodynamic limit obtained when \(\tau \to \infty\) for this dimensionless ratio is given by \(2\pi^4\), which is just the thermodynamic equilibrium value for the normalized entropy density of the SYM plasma (see e.g. \([77]\)).

The numerical results for the non-equilibrium entropy density of the fluid will be presented in terms of the following dimensionless ratio (which becomes unity in equilibrium),

\[
\tilde{s}(\tau) = \frac{A_{AH}(\tau)}{\pi^3 \Lambda^2 \Omega} = \left[\frac{\Sigma(u_{AH}, \tau)}{\pi^3 \Lambda^2}\right]^3.
\]

It is important to remark that in the hydrodynamic regime of Bjorken flow the entropy density falls as \(s(\tau) \sim \tau^{-1}\), while for the second law of thermodynamics given by Eq. (37) to be satisfied, the requirement is that the entropy itself, \(S(\tau)\), or equivalently, the area of the apparent horizon \(A_{AH}(\tau)\) is non-decreasing in time. Consequently, the dimensionless ratio in Eq. (47) must be non-decreasing for solutions satisfying the second law of thermodynamics. This is the case for all the numerical solutions analyzed in the present work.

Now that we collected the relevant analytical hydrodynamic results for the holographic SYM plasma in Eqs. (39a), (39b), (39c), (46a), and (46b), we need to organize our conventions for the dimensionless time measure in order to properly compare these results with the outcomes of our numerical gauge/gravity simulations.

We note that Eqs. (39a), (39b), and (39c) are written as a function of the dimensionless time measure, which we take here to be given by \(\omega_A \equiv \tau T_{3rd\, order}(\tau)\). Then, we interpolate our numerical results for all the physical observables in terms of this dimensionless time measure. The comparison between the full evolution of the pressure anisotropy for the initial conditions listed in Table I and the analytical hydrodynamics results of Eqs. (39a), (39b), and (39c) is shown in Fig. 1. We see that the full numerical pressure anisotropy of the gauge/gravity solutions, although highly dependent on the chosen initial condition at early times, indeed converges at late times to the corresponding hydrodynamic results for all the initial conditions. And, as it is also well-known from previous results in the literature \([6, 8, 9, 14, 21, 22, 24, 28, 38]\), we see from Fig. 1 that the holographic SYM plasma hydrodynamizes, i.e. it acquires an effective hydrodynamic description while still having a sizable pressure anisotropy being, thus, far from thermodynamic equilibrium.

In order to investigate in a more quantitative way the onset of hydrodynamic behavior in the far-from-equilibrium numerical solutions, for each initial condition we define the corresponding dimensionless hydrody-
As far as we know, a Borel resummed attractor for the area of the plasma at the boundary, \( X(\omega) \) denotes any physical observable of the SYM plasma at the boundary, \( X_{\text{attractor}}(\omega) \) denotes some corresponding hydrodynamic expression (which, for simplicity, we call as an “attractor”), and \( tol \) denotes some specified relative tolerance. In Fig. 1 one can see the different hydrodynamization times for the pressure anisotropy of each initial condition in table I with 5% and 3% relative tolerances, and also the corresponding average hydrodynamization times taking into account all the initial conditions. One concludes that within the specified relative tolerances, the pressure anisotropy for different initial data can converge first either to the hydrodynamic attractor corresponding to the NS regime (39a), or to the second-order hydrodynamic truncation (39b), or to the Borel resummed result (39c), depending on the chosen initial data. For the ensemble of initial conditions considered here, the average hydrodynamization time associated with the Borel resummed attractor is approximately equal to the corresponding NS result, while both are clearly smaller than the average hydrodynamization time of the second-order hydrodynamic truncation for the pressure anisotropy. One can also notice from Fig. 1 (b) that the Borel resummed attractor only provides a clearly better description of hydrodynamization than the NS result if one considers just very small relative tolerances in the long time regime of the system.

Concerning the holographic non-equilibrium entropy density, we notice that the hydrodynamic results given in Eqs. (46a) and (46b) are expressed in terms of \( \omega_0 \equiv \tau T_{\text{ideal}}(\tau) = (\Lambda \tau)^{2/3} \), while our interpolations for the full numerical results were done in terms of \( \omega_\Lambda = \tau T_{\text{3rd order}}(\tau) \), as discussed before. In order to obtain \( \omega_0(\omega_\Lambda) \), one just needs to invert the relation \( \omega_\Lambda(\omega_0) \) obtained from Eq. (43). This involves considering a third order algebraic equation, whose roots can be analytically obtained. Only one of the three roots is real, and this simple real root gives the desired relation \( \omega_0(\omega_\Lambda) \), which can be plugged into Eqs. (46a) and (46b) to express them as functions of \( \omega_\Lambda \). By doing so, we compared in Fig. 2 the full numerical results for the entropy density of the different initial conditions and the corresponding analytical hydrodynamic expansions.

One can see that hydrodynamization process, as seen by the holographic non-equilibrium entropy density, is rather different than that seen by the pressure anisotropy. In fact, although the values of the entropy density of the different initial conditions are widely spread at early times, they all coalesce to the second-order hydrodynamics long before they converge to the corresponding NS regime, in striking contrast to what happens with the pressure anisotropy. Moreover, at the level of 3% relative tolerance, the average second-order hydrodynamization time of the entropy density is considerably shorter than the different average hydrodynamization times of the pressure anisotropy.

We recall that the set of initial data analyzed here, as originally discussed in [44], leads to the solutions shown in Fig. 1 (a) for the pressure anisotropy. This demonstrates that in spite of satisfying all the energy conditions at the initial time, some solutions evolve in such a way that the DEC and even the WEC can be transiently violated in Bjorken flow at early times when the system is still far from equilibrium. Moreover, as also discussed in [44], by comparing Figs. 1 (a) and 2 (a), one notices that

i. When there is (multiple or single) transient plateau formation for \( s/2\pi^4T_{\text{ideal}}^3 \) far-from-equilibrium, the normalized entropy density only trespass its last (or single) plateau around the 2nd order hydrodynamization time, which happens if and only if a local minimum is observed for the normalized pressure anisotropy with \( \Delta p/e < -1 \) after such a plateau has been formed; in such cases, a single plateau for the normalized entropy density (see the magenta, orange, and purple curves) later implies a local minimum with \( \Delta p/e < -1 \) (boundary to DEC violation), while the presence of multiple plateaus (see the red and salmon curves) later implies a local minimum with \( \Delta p/e < -1 \) (DEC violation);

ii. On the other hand, there are solutions (see the blue curves) violating DEC and also WEC which display no transient plateau for \( s/2\pi^4T_{\text{ideal}}^3 \), and therefore such solutions always have nonvanishing entropy production when the medium is far-from-equilibrium — in particular, we found no special features for the normalized entropy density associated with the region violating WEC and DEC with \( \Delta p/e > 2 \).

In particular, from Figs. 1 and 2 it is clear that the WEC violating solutions (namely, IC’s #23, #24, and #25, which correspond, respectively, to the blue, orange, and purple curves) generally take a longer time to enter the hydrodynamic regime than the other solutions. It is also interesting to notice that, e.g. for IC #16 (corresponding to the magenta curves in Figs. 1 and 2), at and around the initial time the pressure anisotropy is close to zero, and also the entropy production is close to zero, since the normalized entropy density (47) remains almost constant during a certain period of time at early times. These two points together may give the false impression that the system is close to equilibrium. However, this is certainly not the case. Indeed, because the approximately constant value of the normalized entropy density

---

14 As far as we know, a Borel resummed attractor for the area of the apparent horizon/non-equilibrium entropy density has not been derived for the SYM plasma undergoing Bjorken flow. This is the reason why in Fig. 2 we only plot the corresponding results for NS and second-order hydrodynamics.
We close this section by considering the behavior of another interesting physical observable, namely, the average pressure,

\[
\langle \hat{p} \rangle \equiv \frac{\hat{p}_L + 2\hat{p}_T}{3},
\]

which tends to \( \pi^4 T^4_{\text{ideal}}/2 \) for asymptotically large times in the SYM plasma. Indeed, its hydrodynamic gradient expansion up to second order reads \[6]\)

\[
\frac{2\langle \hat{p} \rangle_{2\text{nd order}}}{\pi^4 T^4_{\text{ideal}}} = 1 - \frac{2}{3\pi \omega_0} + \frac{1 + 2 \ln(2)}{18\pi^2 \omega_0^2},
\]

where, as before, \( \omega_0 \equiv \tau T_{\text{ideal}}(\tau) = (\Lambda \tau)^{2/3} \), and one must invert \( \omega_0(\omega_\Lambda) \) to obtain \( \omega_0(\omega_\Lambda) \) in order to plot all the observables in terms of the effective dimensionless time \( \omega_\Lambda \).

Since the SYM plasma is a CFT, it follows immediately that, \( 2\langle \hat{p} \rangle/\pi^4 T^4_{\text{ideal}} = 2\hat{\epsilon}/3\pi^4 T^4_{\text{ideal}} \), so we are equivalently considering here the behavior of the normalized energy density of the fluid. The results for the average pressure of the ensemble of solutions considered in the present work and their associated hydrodynamization times are shown in Fig. 3.

\[15\] We recall once again that our definition of the normalized energy-momentum tensor of the boundary theory corresponds to twice the value of the definition used in \[6]\). Moreover, we point out that there are two kinds of typos in Eqs. (24) and (25) of \[6]\): first, the correct numerator in the coefficient \( C_2 \) is 1 + 2\ln(2), which can be checked by comparing the energy density in Eq. (24a) with the result in Eq. (4.21) of \[32\] (doing the identification \( \Lambda = 4^{3/8}/3^{3/8}\pi^{3/2} \)); second, there are missing factors of 3 which should multiply the coefficients \( C_1 \) and \( C_2 \) in Eqs. (24b) and (24c), as noticed in \[62\] — in fact, it is immediate to check that without considering these multiplicative factors of 3 the trace anomaly of the hydrodynamic expansion in Eqs. (24a-c) of \[6\] does not vanish, while the SYM plasma is a CFT and, as such, has zero trace anomaly.

![Fig. 3. (a) Average pressure for the ensemble of far-from-equilibrium solutions and the corresponding late time hydrodynamic attractors (the 6 full colored thick curves are used to highlight the solutions transiently violating the energy conditions). (b) Individual hydrodynamization times for the non-equilibrium entropy density of the different solutions and the corresponding average times (taking into account all the solutions) with 3% tolerance.](image-url)
ordering | observable / attractor | $\bar{\omega}_\Lambda = \tau T_{\text{eff}}(\tau)$
--- | --- | ---
1 | entropy / 2nd order hydro | 0.3004
2 | energy / 2nd order hydro | 0.5060
3 | energy / Navier-Stokes | 0.6568
4 | pressure anisotropy / Navier-Stokes | 0.8008
5 | pressure anisotropy / Borel resummation | 0.8036
6 | pressure anisotropy / 2nd order hydro | 0.9568
7 | entropy / Navier-Stokes | 0.9728

TABLE II. Average hydrodynamization time scales of the SYM plasma undergoing Bjorken flow for the ensemble of initial data considered in the present work with 3% relative tolerances, taking into account different physical observables and hydrodynamic attractors.

II. CONCLUSIONS

In the present work we analyzed in a quantitative way the different hydrodynamization times of the pressure anisotropy and of the non-equilibrium entropy density for a given ensemble of far-from-equilibrium solutions describing the dynamics of the strongly coupled SYM plasma undergoing Bjorken flow. Some of these solutions evolve in time such that a transient violation of energy conditions is developed at early times when the system is still far from equilibrium, even though there is no violation in the initial data.

The main new observation done in the present work concerns the differences on how the pressure anisotropy and the holographic non-equilibrium entropy density converge to their respective hydrodynamic regimes. While the pressure anisotropy can converge first to different hydrodynamic attractors (namely, NS, second order hydrodynamics or Borel resummation) depending on the chosen initial data (for the considered relative tolerances of 3% to 5%), the average hydrodynamization times found for the ensemble of initial data analyzed here gives,

$$\bar{\omega}_\Lambda^{(\text{NS})} \sim \bar{\omega}_\Lambda^{(\text{Borel})} < \bar{\omega}_\Lambda^{(2\text{nd order})}.$$  

The Borel resummed attractor can only provide a clearly better description of hydrodynamization than the NS constitutive relation if one restricts the analysis to very small relative tolerances in the long time regime of the fluid. On the other hand, concerning the non-equilibrium entropy density (determined by the apparent horizon), all the individual solutions converge much earlier to the second-order hydrodynamics regime than to the NS result. Moreover, such a convergence is attained much earlier than any of the characteristic hydrodynamization time scales of the pressure anisotropy.

By considering also the average hydrodynamization time scales of the average pressure (or, equivalently, the energy density) of the medium, we found for the ensemble of solutions considered in the present paper the hierarchy of time scales indicated in table II. It is interesting to notice that different hydrodynamic attractors may earlier apply to some observables, while only becoming valid much later for other ones. In fact, 2nd order hydrodynamics describes the behavior of the entropy and energy densities earlier than the corresponding NS results, while the opposite happens for the pressure anisotropy.

Moreover, we also found that the solutions violating the weak energy condition generally take a longer time to enter in the hydrodynamic regime than the other solutions.

It would be interesting to work out the same quantitative analysis of the different hydrodynamization times of the fluid in other holographic models, especially in phenomenologically realistic constructions for the quark-gluon plasma such as e.g. [78–80], and check whether the above hierarchy of average time scales is a general feature of strongly coupled holographic fluids.
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FIG. 4. Results obtained with different values of the time step \( \Delta \tau \) for (a) the pressure anisotropy and (b) the non-equilibrium entropy density regarding IC #20 in table I.

FIG. 5. Time evolution of the constraint error (Eq. (7e)) for different truncation orders \( N \), evaluated globally with the norm (A1) for the IC #23 in table I. Convergence is clearly displayed for the expected truncation orders. The situation is similar for the whole set of initial conditions.

Appendix A: Numerical error analysis

In this Appendix we present further details on the numerical procedure developed in the present work, with a focus on error analysis.

In Fig. 4 we show the results for the pressure anisotropy and for the entropy density regarding a selected initial data (namely, IC #20 in table I), as evolved in time by considering two different time steps \( \Delta \tau \). For most of the evolution both results closely agree graphically, however, one notices a slight reduction on the negative peak of the pressure anisotropy associated with a reduction of the time step from \( \Delta \tau = 12 \times 10^{-4} \) to \( \Delta \tau = 12 \times 10^{-5} \).

Furthermore, and more importantly, one notices a spurious violation of the second law of thermodynamics at
early times for this initial data when considering $\Delta \tau = 12 \times 10^{-4}$ (which is manifest in the early decrease of the area of the apparent horizon) — such a violation is actually a numerical artifact which is eliminated by considering a smaller time step of $\Delta \tau = 12 \times 10^{-5}$ as shown in the figure. The same issue related to spurious numerical violations of the second law of thermodynamics due to an inadequate large time step of $\Delta \tau = 12 \times 10^{-4}$ is also observed for ICs #15, #16, #21, #22, #23, #24, and #25 in table I, with this spurious numerical artifact being removed by considering a smaller time step of $\Delta \tau = 12 \times 10^{-5}$ (or lower).

We also define an error measure by means of a root mean square (RMS) norm $L_2$.

\[
L_2 = \left\{ \frac{1}{2} \int_0^{\tau_{\text{max}}} |...|^2 du \right\}^{1/2},
\]

where $|...|$ is an expected computational zero.

We apply the error measure (A1) to analyze the time evolution of the error in the constraint Eq. (7e) for the chosen truncation scheme. In this case $[...] = |\text{LHS of Eq. (7e)}|$. Fig. 5 shows the result for the initial condition #23. This result is quite representative when it comes to the whole set of initial data considered in this work.

### Appendix B: Timing and performance

We developed a prototype code with Wolfram’s Mathematica (version 12) and also a serial Fortran code (from scratch, which uses open source libraries and compiler) calibrated with the Mathematica’s prototype. For IC #20 in table I with $N = 33$ and $\Delta \tau = 12 \times 10^{-5}$ running from $\tau_0 = 0.2$ up to $\tau_{\text{max}} = 7.5$, and without considering the post-processing, the performance is displayed in Figs. 6 and 7. We ran both codes on an Intel core i7-9700k@8x4.9 GHz with 64 Gb of memory, under Ubuntu 18.04 bionic. The timing $T$ for the Mathematica code goes as $\sim \tau_{\text{max}}^{5.5}$ using the full processor (800% CPU) and between 0.7% and 1.6% of the total available memory. We remark that in the simulations performed to evolve the set of initial data considered in the present work, we used $\tau_{\text{max}} = 7.5$. The evolution of the system for a single initial data takes $T = 4b20m32s$ with the Mathematica code.

On the other hand, the timing $T$ for the Fortran code goes as $\sim \tau_{\text{max}}^{2}$. For $\tau_{\text{max}} = 7.5$ it takes $T = 11.7s$ (100% CPU and a negligible use of memory). For this particular setting the Fortran code largely outperforms the Mathematica code by reducing the computation time by a factor of $\sim 1,336$.
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