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Abstract

We present here a possible generalisation of the Poincaré-Cartan form in classical field theory in the most general case: arbitrary dimension, arbitrary order of the theory and in the absence of a fibre bundle structure. We use for the kinematical description of the system the \((r,n)\)-Grassmann manifold associated to a given manifold \(X\), i.e. the manifold of \(r\)-contact elements of \(n\)-dimensional submanifolds of \(X\). The idea is to define globally a \(n+1\) form on this Grassmann manifold, more precisely its class with respect to a certain subspace and to write it locally as the exterior derivative of a \(n\) form which is the Poincaré-Cartan form. As an important application we obtain a new proof for the most general expression of a variationally trivial Lagrangian.
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1 Introduction

It is widely accepted that the variational principles should be given in a coordinate independent formulation. This idea was first realised for a dynamical system with a finite number of degrees of freedom (i.e. particle mechanics), using a differential 1-form instead of the Lagrangian, by Poincaré and Cartan [34], [8]. There are a number of generalisations of this idea for classical field theory [24], [5], [6], [35], [36], [21], [19], [9], [10], [37], [33]. A related concept is that of Lepage equivalent of a Lagrangian form (see for instance [25], [26], [29]). All these generalisations use as geometric framework for classical field theory the jet bundle formalism (more explicitly the space-time and field variables are local coordinates on a fibre bundle $X$ over a “space-time manifold” $M$) and the derivative of the fields, up to order $s$, are variables in the $s$-th order jet bundle extension $J^sX$ of $X$.

It was later [23], [38] suggested that it is more convenient to work with the exterior differential of the above Poincaré-Cartan form. For the case of finite number of degrees of freedom this 2-form is in general presymplectic and was used by Souriau and others [38], [20] to obtain the phase space as a symplectic manifold in in a deductive way. The idea is to consider that the fundamental mathematical object for a Lagrangian system must be this 2-form and not the Lagrangian function or the Poincaré-Cartan 1-form. This point of view leads to the main features of the Lagrangian and the Hamiltonian formalism and to a natural definition of the Noetherian symmetries.

One can generalise this Lagrange-Souriau form without using the fibration hypothesis mentioned above in two particular but important cases: for classical field theory of first order and for systems with a finite number of degrees of freedom and of arbitrary order [12]. Moreover, this Lagrange-Souriau form can be locally written as the exterior differential of a Poincaré-Cartan form related to some chosen local chart. This Poincaré-Cartan form is the same as that given by Krupka [24], Betounes [5]-[6] and Rund [35]. The Lagrangian is locally determined up to a variationally trivial Lagrangian, i.e. a Lagrangian giving trivial Euler-Lagrange equations. As a consequence, one can define in a geometrically nice way the Noetherian symmetries using the Lagrange-Souriau form.

In this paper we give a generalization of the Lagrange-Souriau and of the Poincaré-Cartan forms in the most general case used in classical field theory. We consider an arbitrary manifold $X$ without a fibre bundle structure over some space-time manifold so instead of the $s$-th order jet bundle extension one must use the $s$-th order Grassmann bundle $P^s_nX$ associated to $X$ which was recently considered in the literature [16]. In the next Section we will summarise the main features of this construction. Next, in Section 3, we will be able to define globally a $n+1$ differential form, but one will be able to see that, in general, one cannot determine this form uniquely. Fortunately one can consider the equivalence class of this form to a certain globally defined subspace of differential forms. This equivalence class is the “physical” object we are looking for. It is interesting to note that this subspace of differential forms is in fact identically zero exactly in the two particular cases mentioned above ($s = 2$, $n$ arbitrary and $n = 1$, $s$ arbitrary). We will need some combinatorial tricks introduced in [13] to simplify the analysis of some tensorial identities. In Section 4 we locally exhibit the $n+1$ differential form as the exterior derivative of a locally defined Poincaré-Cartan $n$-form and in this way the (local)
Lagrangian function appears also. We also present in this Section some natural set of equations having solutions in terms of the so-called hyper-Jacobians \[7, 32\]. In fact, we consider that this set of equations, which emerges naturally from a closedness condition imposed on some differential form, and its natural solution in terms of hyper-Jacobians is a key point of this paper. Next, we use the formalism developed above to provide the most general expression for a variationally trivial Lagrangian of arbitrary order already obtained in \[14\] by a different method. Finally, in Section 5 we present two particular but very important cases, namely \(n = 1\) \(s\) arbitrary and \(s = 2\) \(n\) arbitrary. Some ideas related to the ones from this paper also appear in \[28\].
2 Grassmann Manifolds

2.1 The Basic Constructions of the Grassmann Manifolds

In this Section we present the basic construction of Grassmannian manifolds following [10] and [15]. We will skip all the proofs. We consider $N, n \geq 1$ and $r \geq 0$ integers such that $n \leq N$, and let $X$ be a smooth manifold of dimension $N$ which is the mathematical model for the kinematical degrees of freedom of a certain classical field theory.

Let $U \subset \mathbb{R}^n$ be a neighbourhood of the point $0 \in \mathbb{R}^n$, $x \in X$ and let $\Gamma_{(0,x)}$ be the set of smooth immersions $\gamma : U \to X$ such that $\gamma(0) = x$. On $\Gamma_{(0,x)}$ one has the equivalence relationship $\gamma \sim \delta$ iff there exists a chart $(V, \psi)$, $\psi = (x^A)$, $A = 1, \ldots, N$ on $X$ such that the functions $\psi \circ \gamma, \psi \circ \delta : \mathbb{R}^n \to \mathbb{R}^N$ have the same partial derivatives up to order $r$ in the point $0$. The equivalence class of $\gamma$ will be denoted by $j_0^r \gamma$ and it is called a $(r,n)$-velocity. The set of $(r,n)$-velocities at $x$ is denoted by $T^r_{(0,x)}(\mathbb{R}^n, Y) \equiv \Gamma_{(0,x)}/\sim$. We denote

$$T^r_n X = \bigcup_{x \in X} T^r_{0,x}(\mathbb{R}^n, X),$$

and define surjective mappings $\tau_{n,s}^r : T^r_n X \to T^s_n X$, where $0 < s \leq r$, by $\tau_{n,s}^r(j_0^r \gamma) = j_0^s \gamma$ and $\tau_{n,0}^r : T^r_n X \to X$, where $1 \leq r$, by $\tau_{n,0}^r(j_0^r \gamma) = \gamma(0)$.

If $(V, \psi)$, $\psi = (x^A)$, is a chart on $X$ we define the couple $(V^r_n, \psi^r_n)$ where $V^r_n = (\pi_{n,0}^r)^{-1}(V)$, $\psi^r_n = (x^A, x_j^A, \ldots, x_{j_1,j_2,\ldots,j_r}^A)$ $1 \leq j_1 \leq j_2 \leq \cdots \leq j_r \leq n$, and

$$x_{j_1,\ldots,j_k}^A(j_0^r \gamma) \equiv \left. \frac{\partial^k}{\partial t^{j_1} \cdots \partial t^{j_k}} x^A \circ \gamma \right|_0, \quad 0 \leq k \leq r. \quad (2.1)$$

The expressions $x_{j_1,\ldots,j_k}^A(j_0^r \gamma)$ are defined for all indices $j_1, \ldots, j_r$ in the set $\{1, \ldots, n\}$ but because of the symmetry property

$$x_{j_1,\ldots,j_k}^A(j_0^r \gamma) = x_{j_1,\ldots,j_k}(j_0^r \gamma) \quad (k = 2, \ldots, n) \quad (2.2)$$

for all permutations $P \in \mathcal{P}_k$ of the numbers $1, \ldots, k$ we consider only the independent components given by the restrictions $1 \leq j_1 \leq j_2 \leq \cdots \leq j_r \leq n$. This allows one to use multi-index notations i.e. $\psi_n^r = (x_j^A)$, $|J| = 0, \ldots, r$ where by definition $x_0^A \equiv x^A$. The same comment is true for the partial derivatives $\frac{\partial}{\partial x_{j_1,\ldots,j_k}^A}$.

The couple $(V^r_n, \psi^r_n)$ is a chart on $T^r_n X$ called the associated chart of the chart $(V, \psi)$ and the system of charts give a smooth structure on this set; moreover $T^r_n X$ is a fibre bundle over $X$ with the canonical projection $\pi_{n,0}^r$. The set $T^r_n Y$ endowed with the smooth structure defined by the associated charts defined above is called the manifold of $(r,n)$-velocities over $X$.

In the chart $(V^r_n, \psi^r_n)$ one introduces the following differential operators:

$$\Delta_{j_1,\ldots,j_k}^A \equiv \frac{r_1! \ldots r_n!}{k!} \frac{\partial}{\partial x_{j_1,\ldots,j_k}^A}, \quad j_1, \ldots, j_k \in \{1, \ldots, n\} \quad (2.3)$$

where $r_k$ is the number of times the index $k$ shows up in the sequence $j_1, \ldots, j_k$. 
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The combinatorial factors are such that the following relation is true:

\[ \Delta^{i_1 \ldots i_k} A_{j_1 \ldots j_l} = \begin{cases} 
\delta^B_A \delta_{j_1}^{i_1} \ldots \delta_{j_k}^{i_k} & \text{if } k = l \\
0 & \text{if } k \neq l 
\end{cases} \]  

(2.4)

Here we use the notations from [12], namely \( S_{j_1 \ldots j_k}^\pm \) are the symmetrization (for the sign +) and respectively the antisymmetrization (for the sign −) projector operators defined by

\[ S^\pm_{j_1 \ldots j_k} f_{j_1 \ldots j_k} = \frac{1}{k!} \sum_{P \in P_k} \epsilon^\pm(P) f_{j_{P(1)} \ldots j_{P(k)}} \]  

(2.5)

where the sum runs over the permutation group \( P_k \) of the numbers 1, \ldots, \( k \) and

\[ \epsilon^+(P) \equiv 1, \quad \epsilon^-(P) \equiv (-1)^{|P|}, \quad \forall P \in P_k; \]

defined on the overlap: \( V^r \cap \bar{V}^r \).

One finds out that the functions \( F^A_{j_1 \ldots j_k} \) are given by the following relations:

\[ F^A_{j_1 \ldots j_k} = D_{j_1} F^A_{j_2 \ldots j_k}, \quad |I| \leq r - 1; \]  

(2.8)
or more explicitly:

\[
F^A_I = \sum_{p=1}^{\lvert I \rvert} \sum_{(I_1, \ldots, I_p) \in \mathcal{P}(I)} x_{I_1}^{B_1} \cdots x_{I_p}^{B_p} \left( \Delta_{B_1} \cdots \Delta_{B_p} F^A \right), \quad 1 \leq \lvert I \rvert \leq r
\]  

(2.9)

where the second sum denotes summation over all partitions \( \mathcal{P}(I) \) of the set \( I \) and two partitions are considered identical if they differ only by a permutation of the subsets.

By definition the differential group of order \( r \) is the set

\[
L^r_n = \{ j^r_0 \alpha \in J^r_{0,0}(\mathbb{R}^n, \mathbb{R}^n) \mid \alpha \in \text{Diff}(\mathbb{R}^n) \}
\]

(2.10)
i.e. the group of invertible \( r \)-jets with source and target at \( 0 \in \mathbb{R}^n \). The group multiplication in \( L^r_n \) is defined by the jet composition

\[
(a \cdot b)_I^k = \sum_{p=1}^{\lvert I \rvert} \sum_{(I_1, \ldots, I_p) \in \mathcal{P}(I)} b_{I_1}^{j_1} \cdots b_{I_p}^{j_p} a_{I_1}^{j_1} \cdots a_{I_p}^{j_p}, \quad \lvert I \rvert = 1, \ldots, r.
\]

(2.13)

The composition law for the differential group can be obtained explicitly:

\[
(a \cdot b)_I^k = \sum_{p=1}^{\lvert I \rvert} \sum_{(I_1, \ldots, I_p) \in \mathcal{P}(I)} x_{I_1}^{j_{I_1}} \cdots x_{I_p}^{j_{I_p}} a_{I_1}^{j_{I_1}} \cdots a_{I_p}^{j_{I_p}}, \quad \lvert I \rvert = 1, \ldots, r.
\]

(2.15)

The group \( L^r_n \) is a Lie group.

The canonical (global) coordinates on \( L^r_n \) are defined by

\[
a_{j_1, \ldots, j_k}^i (j^r_0 \alpha) = \left. \frac{\partial^k \alpha^i}{\partial t^{j_1} \cdots \partial t^{j_k}} \right|_0, \quad j_1 \leq j_2 \leq \cdots \leq j_k, \quad k = 0, \ldots, r
\]

(2.11)

where \( \alpha^i \) are the components of a representative \( \alpha \) of \( j^r_0 \alpha \).

We denote

\[
a = (a_{j_1}^i, a_{j_1, j_2}^i, \ldots, a_{j_1, \ldots, j_k}^i) = (a_{j_1}^i)_{1 \leq j \leq r}
\]

and notice that one has

\[
det(a_{j_1}^i) \neq 0.
\]

(2.12)

The chart expression of this action can also be obtained explicitly:

\[
(x \cdot a)_I^A = x_I^A (j^r_0 (\gamma \circ \alpha))
\]

(2.14)

where the connection between \( x_I^A \) and \( \gamma \) is given by (2.1) and the connection between \( a_{j_1}^i \) and \( \alpha \) is given by (2.11).

The chart expression of this action can also be obtained explicitly:

\[
(x \cdot a)^A = x^A, \quad (x \cdot a)_I^A = \sum_{p=1}^{\lvert I \rvert} \sum_{(I_1, \ldots, I_p) \in \mathcal{P}(I)} a_{I_1}^{j_1} \cdots a_{I_p}^{j_p} x_{j_1, \ldots, j_p}^A, \quad \lvert I \rvert \geq 1
\]

(2.15)

and it is smooth.
The group \( L_n^r \) has a natural smooth left action on the set of smooth real functions defined on \( T^r_nX \), namely for any such function \( f \) we have:

\[
(a \cdot f)(x) \equiv f(x \cdot a).
\] (2.16)

We say that a \((r,n)\)-velocity \( j_0^r \gamma \in T^r_nX\) is regular, if \( \gamma \) (or any other representative) is an immersion. If \((V,\psi), \psi = (x^A)\), is a chart, and the target \( \gamma(0) \) of an element \( j_0^r \gamma \in T^r_nX \) belongs to \( V \), then \( j_0^r \gamma \) is regular iff there exists a subsequence \( I \equiv (i_1, \ldots, i_n) \) of the sequence \((1, 2, \ldots, n, n + 1, \ldots, n + m)\) such that

\[
\det(x_j^{ik}) \neq 0; \quad (2.17)
\]
(here \( x_j^{ik} \) is a \( n \times n \) real matrix.) The associated charts have the form

\[
(V^{L^r_n}, \psi^{L^r_n}), \quad \psi^{L^r_n} = (x^I, x^\sigma_I), \quad k = 1, \ldots, n, \quad \sigma = 1, \ldots, m \equiv N - n, \quad |I| \leq r
\]

where

\[
x^I_k \equiv x^{ik}, \quad k = 1, \ldots, n
\]

and \( \sigma \in \{1, \ldots, N\} - \{i_1, \ldots, i_n\} \). The set of regular \((r, n)\)-velocities is an open, \( L^r_n \)-invariant subset of \( T^r_nX \), which is called the manifold of regular \((r, n)\)-velocities, and is denoted by \( \text{Imm} T^r_nX \).

One can find out a complete system of \( L^r_n \)-invariants of the action (2.15) on \( \text{Imm} T^r_nX \); for simplicity we take the chart for which one has \( \{i_1, \ldots, i_n\} = \{1, \ldots, n\} \) and we will denote

\[
x^\sigma_I \equiv x^{n+\sigma}, \quad \sigma = 1, \ldots, m, \quad |I| \leq r.
\]

Let \((V, \psi), \psi = (x^A)\), be a chart on \( X \) and let \((V^r_n, \psi^r_n)\) be the associated chart on \( \text{Imm} T^r_nX \) with coordinates: \((x^\sigma_I, x^I)\). Because \( x \equiv (x^I) \) is an element of \( L^r_n \) we can define its inverse \( z \equiv (z^I) \). Now we define recurringly on this chart the following functions

\[
y^\sigma \equiv x^\sigma, \quad y^\sigma_{i_1, \ldots, i_k} = z_{j_1}^j D_j y^\sigma_{j_2, \ldots, j_k}, \quad k = 1, \ldots, r;
\] (2.18)
(here \( z^j_{i_1} \) are the first entries of the element \( z \equiv x^{-1} \) from \( L_n^r \).)

Then the functions \( y^\sigma_{i_1, \ldots, i_k} \) so defined have a number of important properties:

- They depend smoothly only on \( x^A_J, \quad |J| \leq k; \)
- Are completely symmetric in all indices \( i_1, \ldots, i_k, \quad k = 1, \ldots, r; \)
- Are uniquely determined by the recurrence relations:

\[
x^\sigma_I = \sum_{p=1}^{|I|} \sum_{(I_1, \ldots, I_p)} x^{j_1}_{I_1} \cdots x^{j_p}_{I_p} y^\sigma_{j_1, \ldots, j_p} = (y \cdot x)^\sigma_I, \quad 1 \leq |I| \leq r.
\] (2.19)
Because one can “invert” these formulae to
\[ y_I^\sigma = (x \cdot z)_I^\sigma = \sum_{|I|} \sum_{|I|} z_{I_1}^j \cdots z_{I_p}^p x_{j_1 \cdots j_p}^\sigma, \quad 1 \leq |I| \leq r \]  
(2.20)

one can use on \( V^r \) the new coordinates \((y_I^\sigma, x_I^i), \quad |I| \leq r\).

The functions \( y_I^\sigma, \quad |I| \leq r \) are \( L_n^r \)-invariants with respect to the natural action (2.16); they are complete system of invariants in the sense of Weyl.

The whole formalism presented above can be realized in an arbitrary chart system \((V^{I, r}, \psi^{I, r})\) on \( \text{Imm}T^r_n X \) so we have the central result:

\[ \text{Theorem 2.1} \quad \text{The set } P^r_n X \equiv \text{Imm}T^r_n X/L_n^r \text{ has a unique differential manifold structure such that the canonical projection } \rho^r_n \text{ is a submersion. The group action (2.13) defines on } \text{Imm}T^r_n X \text{ the structure of a right principal } L_n^r \text{-bundle.} \]

A chart system on \( P^r_n X \) adapted to this fibre bundle structure is formed from couples \((W^{I, r}, \Phi^{I, r})\) where:
\[ W^{I, r} = \{ j^r_0 \gamma \in V^r \mid \det(x_1^r (j^r_0 \gamma)) \neq 0 \} \]
(2.21)

and
\[ \Phi^{I, r} = (x_I^i, y_I^\sigma), \quad |I| \leq r. \]
(2.22)

In this case the local expression of the canonical projection is
\[ \rho^r_n (x_I^i, y_I^\sigma) = (x^i, y_I^\sigma). \]

A point of \( P^r_n X \) containing a regular \((r, n)\)-velocity \( j^r_0 \gamma \) is called an \((r, n)\)-contact element, or an \( r \)-contact element of an \( n \)-dimensional submanifold of \( X \), and is denoted by \([j^r_0 \gamma]\). As in the case of \( r \)-jets, the point \( 0 \in \mathbb{R}^n \) (resp. \( \gamma(0) \in X \)) is called the source (resp. the target) of \([j^r_0 \gamma]\). The manifold \( P^r_n \) is called the \((r, n)\)-Grassmannian bundle, or simply a higher order Grassmannian bundle over \( X \).

Besides the quotient projection \( \rho^r_n : \text{Imm}T^r_n X \rightarrow P^r_n \) we have for every \( 1 \leq s \leq r \), the canonical projection of \( P^r_n X \) onto \( P^s_n X \) defined by \( \rho^r_n ([j^r_0 \gamma]) = [j^s_0 \gamma] \) and the canonical projection of \( P^r_n X \) onto \( X \) defined by \( \rho^r_n ([j^r_0 \gamma]) = \gamma(0) \).

On \( P^r_n X \) there are total differential operators; as expected, in the chart \( \rho^r_n (W^{I, r}) \) they have the expression:
\[ \partial_{\sigma}^{j_1 \cdots j_k} = \frac{r_1! \cdots r_n!}{k!} \frac{\partial}{\partial y_1^\sigma \cdots y_k^\sigma} \]
(2.23)

We note for further use the following formula:
\[ \partial_{\sigma}^{j_1 \cdots j_k} y_{j_1 \cdots j_k}^\nu = S_{j_1 \cdots j_k}^{+} P_{j_1}^{j_1} \cdots P_{j_k}^{j_k} Q_{\sigma}^{\nu}, \quad k = 1, \ldots, r; \]
(2.24)
here we have defined:

\[ Q_{\nu}^\sigma \equiv \partial_\nu \bar{y}^\sigma - \bar{y}_{\nu}^\sigma (\partial_\nu \bar{x}^i). \]  
(2.25)

Next we define the total derivative operators on the Grassmann manifold:

\[ d_i \equiv \frac{\partial}{\partial x^i} + \sum_{k=0}^{r-1} y_{i,j_1,...,j_k}^\sigma \partial_{j_1}^{\cdots} \cdots \partial_{j_k}^\sigma = \frac{\partial}{\partial x^i} + \sum_{|J| \leq r-1} y_{i,J}^\sigma \partial_J^\sigma. \]  
(2.26)

We note that:

\[ (\rho_n^r)_* (z_i^j D_j) = d_i. \]  
(2.27)

In particular, we have for any smooth function \( f \) on \( \rho_n^r(W^r) \) the following formula:

\[ D_i (f \circ \rho_n^r) = x_i^j (d_j f) \circ \rho_n^r. \]  
(2.28)

The formula for the chart change on \( P_n^rX \) can be written with this operators: let us consider two overlapping charts: \((\rho_n^r(V^r), (x^i, y^\sigma))\) and respectively \((\bar{\rho}_n^r(\bar{V}^r), (\bar{x}^i, \bar{y}^\sigma))\); then we have on the overlap:

\[ \bar{y}_{I}^i = P_i^j d_j y_{I}^j, \quad |I| \leq r - 1 \]  
(2.29)

where \( P \) is the inverse of the matrix \( Q \):

\[ Q_p^l \equiv d_p \bar{x}^l, \quad P_i^j Q_j^l = \delta_i^l. \]  
(2.30)

We also note that:

\[ Q_i^l \partial_j^l = d_i. \]  
(2.31)

### 2.2 Contact Forms on Grassmann Manifolds

By a contact form on \( P_n^rX \) we mean any form \( \rho \in \Omega_q^r(PX) \) verifying

\[ [j^r \gamma]^* \rho = 0 \]  
(2.32)

for any immersion \( \gamma : \mathbb{R}^n \rightarrow X \). We denote by \( \Omega_{q(c)}^r(PX) \) the set of contact forms of degree \( q \leq n \). Here \([j^r \gamma] : \mathbb{R}^n \rightarrow P_n^r \) is given by: \([j^r \gamma] (t) \equiv [j^r_t \gamma] \). We mention some of properties verified by these forms.

If one considers only the contact forms on an open set \( \rho_n^r(V^r) \subset P_n^rX \) then we emphasize this by writing \( \Omega_{q(c)}^r(V) \). The ideal of all contact forms is denoted by \( \mathcal{C}(\Omega^r) \). By elementary computations one finds out that, as in the case of a fibre bundle, for any chart \((V, \psi)\) on \( X \), every element of the set \( \Omega_{1(c)}^r(V) \) is a linear combination of the following expressions:

\[ \omega_{j_1,...,j_k}^\sigma = dy_{j_1,...,j_k}^\sigma - y_{i,j_1,...,j_k}^\sigma dx^i, \quad k = 0,...,r - 1 \]  
(2.33)
or, in multi-index notations:

\[ \omega_j^\sigma \equiv dy_j^\sigma - y_i^\sigma_i dx^i, \quad |J| \leq r - 1. \]  

(2.34)

We have the formula

\[ d\omega_j^\sigma = -\omega_j^{\sigma_i} \wedge dx^i, \quad |J| \leq r - 2. \]  

(2.35)

Any form \( \rho \in \Omega_r^q(PX) \), \( q = 2, \ldots, n \) is contact iff it is generated by \( \omega_j^\sigma \), \( |J| \geq r - 1 \) and \( d\omega_i^\sigma \), \( |I| = r - 1 \). In the end we present the transformation formula relevant for change of charts.

**Proposition 2.2** Let \((V, \psi)\) and \((\bar{V}, \bar{\psi})\) two overlapping charts on \(X\) and let \((W^r, \Phi^r)\), \( \Phi^r = (x^i, y_1^i, x^i) \) and \((\bar{W}^r, \bar{\Phi}^r)\), \( \bar{\Phi}^r = (\bar{x}^i, \bar{y}_1^i, \bar{x}^i) \) the corresponding charts on \(T_n^r X\). Then the following formula is true on \( \rho_n^r(W^r \cap \bar{W}^r) \subset P_n^r X\):

\[ \bar{\omega}_i^\sigma = \sum_{|I|=1} |I| \sum_{|J|=1} \omega_j^\sigma \cdot \omega_j^{\sigma_i} \wedge dx^i, \quad 1 \leq |I| \leq r - 1. \]  

(2.36)

where we have defined:

\[ Q_{I,\nu}^\sigma \equiv \partial_\nu \bar{y}_I^\sigma - \bar{y}_{Ij}^\sigma (\partial_\nu \bar{x}^j), \quad 0 \leq |I| \leq r - 1 \]  

(2.37)

and

\[ \bar{\omega}^\sigma = Q_{\nu}^\sigma \omega^\nu \]  

(2.38)

where \( Q_{\nu}^\sigma \) is given by the formula \( (2.25) \).

As a consequence we have:

**Corollary 2.3** If for a \( q \)-form has the expression

\[ \rho = \sum_{p+s=k} \sum_{|J_1|=\ldots=|J_p|=r-1} \sum_{|I_1|=\ldots=|I_s|=r-1} \omega_{J_1}^{\sigma_1} \cdot \omega_{J_p}^{\sigma_s} \wedge d\omega_{I_1}^{\nu_1} \cdot \ldots \wedge d\omega_{I_s}^{\nu_s} \wedge \Phi_{J_1,\ldots,J_p,I_1,\ldots,I_s}^{\nu_1,\ldots,\nu_s}, \quad t \leq q \]  

(2.39)

is valid in one chart, then it is valid in any other chart.

This corollary allows us to define for any \( q = 1, \ldots, \dim(J^r Y) = m(n+r) \) a contact form with order of contactness \( k \) to be any \( \rho \in \Omega_q^r \) such that it has in one chart (thereafter in any other chart) the expression above. We denote these forms by \( \Omega_{q,k}^r \).
3 A Lagrange-Souriau Form on a Grassmann Manifold

3.1 Transformation Formulae and Invariant Conditions

As in the preceding Section we consider a differential manifold $\mathcal{P}^n_X$. We start the following general result:

**Proposition 3.1** Let $\alpha \in \Omega^s_q(X)$ a $q$-differential form on $\mathcal{P}^n_X$ verifying:

$$i_\xi \alpha = 0 \quad (3.1)$$

for any $\rho_{n+1}^{s-1}$-vertical vector field $\xi$ on $\mathcal{P}^n_X$ (i.e. $(\rho_{n+1}^{s-1})_s \xi = 0$). Then this form has the local expression:

$$\alpha = \sum_{k=0}^{q} \sum_{|I_1|, \ldots, |I_{s-1}| \leq s-1} T^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q} \omega^{\sigma_1}_{I_1} \wedge \cdots \wedge \omega^{\sigma_k}_{I_k} \wedge dx^{i_{k+1}} \wedge \cdots \wedge dx^{i_q} \quad (3.2)$$

where $T^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}$ are smooth functions depending on the variables $(x^i, y^a, y^b, \ldots, y^j, \ldots, j_s)$ and verify the (anti)symmetry property:

$$T^{I_P(1), \ldots, I_P(k)}_{\sigma_P(1), \ldots, \sigma_P(k), i_{Q(k+1)}, \ldots, i_{Q(q)}} = (-1)^{|P|+|Q|}T^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q} \quad (3.3)$$

here $P$ is a permutation of the numbers $1, \ldots, k$, $Q$ is a permutation of the numbers $k+1, \ldots, q$ and $|P|, |Q|$ are the signatures of these permutations. Moreover the following transformation property is valid on the overlap of two charts:

$$T^{I_1, \ldots, I_p, \emptyset, \ldots, \emptyset}_{\sigma_1, \ldots, \sigma_p, \ldots, \sigma_l, i_{l+1}, \ldots, i_q} = \frac{l}{p} \binom{k}{p} \sum_{I_1 \geq |I_1|} \sum_{|J_2| \geq |J_2|} \sum_{|J_3| \geq |J_3|} \cdots \sum_{|J_p| \geq |J_p|} \sum_{|I_{p+1}| + \cdots + |I_{l}| \leq s-1} \sum_{|J_{p+1}| \leq s-1} \sum_{|J_{l+1}| \leq s-1} \sum_{|J_{l+2}| \leq s-1} \cdots \sum_{|J_{l+p-1}| \leq s-1} \sum_{|J_{l+p}| \leq s-1} \sum_{|J_{l+p+1}| \leq s-1} \sum_{|J_{l+p+2}| \leq s-1} \cdots \sum_{|J_{l+p+q-1}| \leq s-1} \sum_{|J_{l+p+q}| \leq s-1} \sum_{|J_{l+p+q+1}| \leq s-1} \cdots \sum_{|J_{l+p+q+t-1}| \leq s-1} \cdots (3.4)$$

where $p \leq l$, $I_1, \ldots, I_p \neq \emptyset$ and the notations $Q^0_{I, \sigma}$ and $Q^j_I$ have been introduced according to the formulae $(2.34)$ and $(2.37)$ respectively.

**Proof:** Follows by elementary computations from $(2.36)$ and $(2.38)$.  

We denote the space of these forms by $\Omega^s_{q, \xi}(X)$. As a consequence of this proposition we have some corollaries.

**Corollary 3.2** Let $\alpha \in \Omega^s_{q, \xi}(X)$ having the local expression $(3.3)$. Then the following relations have a intrinsic global meaning:

$$T^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q} = 0, \quad |I_1| + \cdots + |I_k| \geq t \quad (3.5)$$

for any $t \in \mathbb{N}$.  
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We denote the subset of these forms by $\Omega_{q,\xi}^{s,t}(X)$.

**Corollary 3.3** Let $\alpha \in \Omega_{q,\xi}^{s}(X)$ having the local expression (3.2). Then the following relations have a intrinsic global meaning:

$$T_{I_1,\ldots,i_q} = 0, \quad \forall I_1 \neq \emptyset. \quad (3.6)$$

If the condition (3.6) is fulfilled we say that the form $\alpha$ verifies the *Lepage condition*. We denote the subset of the forms verifying the conditions (3.5) and (3.6) by $\Omega_{q,\xi}^{s,t,Lep}(X)$.

Similarly we have

**Corollary 3.4** Let $\alpha \in \Omega_{q,\xi}^{s}(X)$ having the local expression (3.2). Then the following relations have a intrinsic global meaning:

$$T_{i_1,\ldots,i_q} = 0. \quad (3.7)$$

We make another useful notations:

$$\Omega_{q,k}^{s,t}(X) \equiv \Omega_{q,k}^{s}(X) \cap \Omega_{q,\xi}^{s,t}(X);$$

these are contact forms with the order of contactness equal to $k$ and the definition is globally true.

The proof of these corollaries are elementary following from the proposition above.

A little more complicated is a result for which we need the tensorial notations introduced in [13]. We introduce the tensor spaces:

$$\mathcal{H}_k \equiv \mathcal{F}(-)(\mathbb{R}^n) \otimes \mathcal{F}(+)(\mathbb{R}^n) \otimes \cdots \otimes \mathcal{F}(+)(\mathbb{R}^n) \quad (k\text{-times})$$

where $\mathcal{F}(\pm)(\mathbb{R}^n)$ are the symmetric (coresp. +) and the antisymmetric (coresp. −) Fock spaces. We have the well known decomposition in subspaces with fixed number of “bosons” and “fermions”:

$$\mathcal{H}_k = \bigoplus_{l=0}^k \bigoplus_{r_1,\ldots,r_k \geq 0} \mathcal{H}_{l,r_1,\ldots,r_k}.$$  

We make the convention that $\mathcal{H}_{l,r_1,\ldots,r_k} \equiv 0$ if any one of the indices $l, r_1, \ldots, r_k$ is negative or if $l > n$. Then we can consider $T_{\sigma_{1,\ldots,\sigma_k},i_{k+1,\ldots,i_q}}^{I_1,\ldots,I_k}$ as the components of a tensor $T_{\sigma_{1,\ldots,\sigma_k} \in \mathcal{H}_{q-k,l_1,\ldots,l_k}}$.

We can write in an compact way the next corollary if we use the creation and the annihilation fermionic operators $a^{*i}, a_i, \quad (i = 1, \ldots, n)$ and the corresponding creation and annihilation bosonic operators $b^{*}_{(p)i}, b^{(p)} (p = 1, \ldots, k; \ i = 1, \ldots, n)$. We are using conventions somewhat different from that used in quantum mechanics (see [13]) which amount to a rescalation of the usual expressions in every subspace with fixed “number of particles”. Finally, one introduces the operators $B_p, \quad (p = 1, \ldots, k)$ according to:

$$B_p|\mathcal{H}_k \equiv (-1)^k b^{*}_{(p)i} a^{*i}. \quad (3.8)$$

Now we can formulate
Corollary 3.5 Let $\alpha \in \Omega^{s,t}_{q,\xi}(X)$. Then the conditions:

$$
(B^*_pT)^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+2},\ldots,i_q} = 0, \quad |I_1| + \cdots + |I_k| = t - 2, \quad p = 1, \ldots, k, \quad k = 1, \ldots, q
$$

are globally defined.

Proof: Because of the antisymmetry property (3.3) it is sufficient to consider only the case $p = 1$. If we use the definition of the adjoint $B_1^*$ and the transformation rule given in the preceding proposition we obtain:

$$
(B^*_1T)^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+2},\ldots,i_q} = \text{const} \times T^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+2},\ldots,i_q} = \text{const} \times \sum_{|J_1|=|I_1|+1}^{s} \sum_{|J_2|=|I_2|}^{s} \cdots \sum_{|J_k|=|I_k|}^{s} (\partial^H_{\sigma_1} \tilde{g}^\nu_{J_1}) Q^i_1 \cdots \tilde{T}^{J_1,\ldots,J_k}_{\nu_1,\ldots,\nu_k,i_{k+2},\ldots,j_q}.
$$

By $\ldots$ we mean here the other factors from the formula (3.4) for which the full expression is not needed. But it is not very hard to see that the conditions (3.5) and (3.9) which are verified by the form $\alpha$ impose:

$$
|J_1| = |I_1| + 1, \quad |J_2| = |I_2|, \ldots, \quad |J_k| = |I_k|.
$$

Let us take therefore $|I_1| = p$ and $J_1 \equiv \{u_0, \ldots, u_p\}$; we obtain from (2.24) that

$$
Q^i_1(\partial^H_{\sigma_1} \tilde{g}^\nu_{J_1}) = S_{u_0,\ldots,u_p}^+ \delta_u \partial^I_1 \tilde{y}^v_{u_1,\ldots,u_p}.
$$

So we get finally

$$
(B^*_1T)^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+2},\ldots,i_q} = \text{const} \times \sum_{|J_1|=|I_1|}^{s} \cdots \sum_{|J_k|=|I_k|}^{s} (\partial^H_{\sigma_1} \tilde{g}^\nu_{J_1}) \cdots \tilde{T}^{J_1,\ldots,J_k}_{\nu_1,\ldots,\nu_k,i_{k+2},\ldots,j_q} = \sum_{|J_1|=|I_1|}^{s} \cdots \sum_{|J_k|=|I_k|}^{s} (\partial^H_{\sigma_1} \tilde{g}^\nu_{J_1}) \cdots (B^*_1\tilde{T})^{J_1,\ldots,J_k}_{\nu_1,\ldots,\nu_k,i_{k+2},\ldots,j_q}
$$

(3.10)

and the assertion from the statement follows.

Remark 3.6 The conditions (3.9) mean that the tensors entering in the expression of the form $\alpha$ are traceless.

We denote the subset of the forms verifying the conditions (3.3), (3.6) (i.e Lepage) and (3.9) (i.e. tracelessness) by $\Omega^{s,t,\text{Lep}}_{q,\xi,\text{tr}}(X)$. We finally stress again that all the spaces of the type $\Omega^{s,t}_{q,\xi}$ are globally defined.
3.2 The Definition of the Lagrange-Souriau Form

We start this Subsection with a general result. First we introduce some notations which will be very useful in the following. We define

\[ \mathcal{H}_{l,k} \equiv \bigoplus_{r_1, ..., r_k=0}^{s-1} \mathcal{H}_{l,r_1, ..., r_k}. \]

Let then \( T \equiv \{ T_k \} \colon T_k \in \mathcal{H}_{q-k,k} \) be an ensemble of tensors as the ones appearing in the structure of the form (3.2). We define some new tensors as follows:
- \( \delta_1 : \mathcal{H}_{q-k,k} \rightarrow \mathcal{H}_{q-k,k+1} \) by:

\[
(\delta_1 T)^{l_1, ..., l_k}_{\sigma_1, ..., \sigma_k, i_{k+1}, ..., i_{q+1}} \equiv S^{- l_1, ..., l_k}_{\sigma_1, ..., \sigma_k, i_{k+1}, ..., i_{q+1}} = \frac{1}{k} \sum_{p=1}^{k} (-1)^{p-1} \delta^p \sigma_1, ..., \sigma_k, i_{k+1}, ..., i_{q+1} \]

\[ \text{(3.11)} \]

- \( \delta_2 : \mathcal{H}_{q-k,k} \rightarrow \mathcal{H}_{q-k+1,k} \) by:

\[
(\delta_2 T)^{l_1, ..., l_k}_{\sigma_1, ..., \sigma_k, i_{k+1}, ..., i_{q+1}} \equiv (-1)^q S^{- l_1, ..., l_k}_{\sigma_1, ..., \sigma_k, i_{k+1}, ..., i_{q+1}} = \frac{1}{k} \sum_{p=1}^{k} (-1)^{p-1} \delta^p \sigma_1, ..., \sigma_k, i_{k+1}, ..., i_{q+1} + \sum_{p=1}^{k} (B_p T)^{l_1, ..., l_k}_{\sigma_1, ..., \sigma_k, i_{k+1}, ..., i_{q+1}} \]

\[ \text{(3.12)} \]

and

\[ \delta T \equiv \delta_1 T + \delta_2 T \] \[ \text{(3.13)} \]

Then we have:

**Proposition 3.7** Let \( \alpha \in \Omega^{q,s-1}_{\epsilon_1} (X) \) be arbitrary. If we put it in the local coordinates according to (3.2) then it follows that its exterior differential is given by:

\[
d\alpha = \sum_{k=0}^{q} \sum_{|I_0|=s} \sum_{|I_1|, ..., |I_k| \leq s-1} \left[ \partial_{\sigma_0} T^{I_1, ..., I_k}_{\sigma_1, ..., \sigma_k, i_{k+1}, ..., i_q} + (k + 1) (B_0 T)^{I_0, ..., I_k}_{\sigma_0, ..., \sigma_k, i_{k+1}, ..., i_q} \right]
\]

\[ dy^{\sigma_0} \wedge \omega^{\sigma_1}_{I_1} \wedge \ldots \wedge \omega^{\sigma_k}_{I_k} \wedge dx^{i_{k+1}} \wedge \ldots \wedge dx^{i_q} \]

\[ + \sum_{q=1}^{q+1} \sum_{k=0}^{q} \sum_{|I_1|, ..., |I_k| \leq s-1} (\delta T)^{I_0, ..., I_k}_{\sigma_1, ..., \sigma_k, i_{k+1}, ..., i_{q+1}} \omega^{\sigma_1}_{I_1} \wedge \ldots \wedge \omega^{\sigma_q}_{I_q} \wedge dx^{i_{k+1}} \wedge \ldots \wedge dx^{i_{q+1}}. \] \[ \text{(3.14)} \]

The proof follows by elementary, but somewhat tedious computations. We also have
Corollary 3.8  The following formula is true:

\[ \delta^2 = 0. \]  

(3.15)

As a consequence we also have:

\[ \delta_1^2 = 0, \quad \delta_1 \delta_2 + \delta_2 \delta_1 = 0, \quad \delta_2^2 = 0. \]  

(3.16)

Proof: We write the formula (3.14) as follows:

\[
d\alpha = \sum_{k=0}^{q+2} \sum_{|I_0|, \ldots, |I_k| \leq s-1} (\delta T)^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_{q+1}} \omega_{I_1}^{\sigma_1} \wedge \ldots \wedge \omega_{I_k}^{\sigma_k} \wedge dx^{i_{k+1}} \wedge \ldots \wedge dx^{i_{q+1}} + \ldots
\]

where by \( \cdots \) we mean terms containing at least one differential \( dy_{I}^{\sigma} \), \( |I| = s \).

If we use now \( d^2 = 0 \) and iterate the formula above we get

\[
\sum_{k=0}^{q+2} \sum_{|I_0|, \ldots, |I_k| \leq s-1} (\delta^2 T)^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_{q+1}} \omega_{I_1}^{\sigma_1} \wedge \ldots \wedge \omega_{I_k}^{\sigma_k} \wedge dx^{i_{k+1}} \wedge \ldots \wedge dx^{i_{q+2}} + \cdots = 0
\]

which implies

\[ \delta^2 T_k = 0 \iff [\delta_1^2 + (\delta_1 \delta_2 + \delta_2 \delta_1) + \delta_2^2] T_k = 0, \quad k = 0, \ldots, q \]

But the three terms from the left hand side belong to the subspaces: \( \mathcal{H}_{q-k, k+2}, \mathcal{H}_{q-k-1, k+1} \) and \( \mathcal{H}_{q-k+2, k} \) respectively, so they must be zero separately.

Remark 3.9  These formulae can be obtained directly from the definitions \((3.11)\) and \((3.12)\).

We also note that the operators \( \delta, \delta_1, \delta_2 \) verify a BRST type algebra and can be used to build a bicomplex in the space of the tensors \( \{T_k\} \) (see \([2]\)). However, these definitions are only local, i.e. they do not have an intrinsic geometrical meaning.

As a corollary of the preceding proposition we have:

Corollary 3.10  If \( \alpha \in \Omega_{q, \xi}^{s,s-1}(X) \) is closed, then the following relations are true:

\[
\partial_0 T^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_{q}} + (k + 1)(B_0 T)^{I_1, \ldots, I_k}_{\sigma_0, \ldots, \sigma_k, i_{k+1}, \ldots, i_{q}} = 0, \quad |I_0| = s, \quad |I_1|, \ldots, |I_k| \leq s-1, \quad k = 0, \ldots, q
\]

and

\[
(\delta T)^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_{q+1}} = 0, \quad |I_1|, \ldots, |I_k| \leq s-1, \quad k = 0, \ldots, q + 1.
\]

In particular we have
\[ \partial I_{\sigma_0} T_{I_1, \ldots, I_k} = 0, \quad |I_0| = s, \quad |I_1| + \ldots + |I_k| \geq 1, \quad k = 0, \ldots, q \]  
(3.19)
i.e. the tensors \( T_{I_1, \ldots, I_k} \) depend only on the variables \( (x^i, y_{\sigma}, y_{\sigma j}, \ldots, y_{\sigma j s-1}) \) and \( T_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q} \), \( k = 0, \ldots, q \), depend on \( y_{j_1, \ldots, j_s} \) only linearly.

**Remark 3.11** We anticipate somewhat and draw the attention to the extremely interesting equation (3.17); we will prove that if the tensors \( \{T_k\} \) are verifying this equation, they depend on the highest-order derivatives through some polynomial expressions called hyper-Jacobians [7],[32].

This simple structure of the tensors leads to

**Proposition 3.12** Let \( \alpha \in \Omega_{q,s}^{s-1}(X) \) be closed. Then \( \alpha \) is \( \rho_{n,s}^{s-1} \)-projectable, i.e. there exists a \( q \)-form \( \alpha_0 \in \Omega_q^{s-1}(X) \) such that

\[ \alpha = (\rho_{n,s}^{s-1})^* \alpha_0. \]  
(3.20)
Moreover, the form \( \alpha_0 \) is closed.

**Proof:** We exhibit the dependence of the form \( \alpha \) on the highest-order derivatives; according to the preceding corollary these derivatives can appear in two places: in the coefficients \( T_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q} \), \( k = 0, \ldots, q \) and in the contact forms \( \omega_{\sigma_i} \), \( |I| = s - 1 \). It is not very hard to write now \( \alpha \) as follows:

\[ \alpha = \sum_{k=0}^{q} \sum_{I} T_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q} \omega_{\sigma_1} \wedge \ldots \wedge \omega_{\sigma_k} \wedge dx^{i_{k+1}} \wedge \ldots \wedge dx^{i_q} + \sum_{k=1}^{q} \sum_{|I| = s-1} \alpha' \]

where the form \( \alpha' \) is \( \rho_{n,s}^{s-1} \)-projectable.

The expression above is, as said before, at most linear in the highest-order derivatives. One computes explicitly the coefficient of this derivatives and finds out that they are zero according to (3.17). This proves the first assertion. The closedness of the form \( \alpha_0 \) follows from the surjectivity of the map \( \rho_{n,s}^{s-1} \).

It is clear that there are strong conditions on any closed form \( \alpha \in \Omega_{q,s}^{s-1} Lep(X) \). We will give a structure theorem for such a form in the case \( q = n + 1 \) which is relevant for physical applications. First we note that in this case we have

\[ T_{\sigma, i_1, \ldots, i_n} = T_\sigma \varepsilon_{i_1, \ldots, i_n} \]  
(3.21)
for some smooth functions \( T_\sigma \) on \( P^n X \). Here \( \varepsilon_{i_1, \ldots, i_n} \) is the completely antisymmetric tensor.
Theorem 3.13 Let \( \alpha \in \Omega_{n+1,\xi,1}^{s} (X) \) be closed. Then \( \alpha \) admits the following decomposition:

\[
\alpha = T_0 + dT_1 \quad (3.22)
\]

where:

- \( T_1 \in \Omega_{n,\xi,2}^{s,s-2} (X) \) and \( dT_1 \in \Omega_{n+1,\xi,2}^{s,s-1} (X) \).

- \( T_0 \in \Omega_{n+1,\xi,1}^{s,s-1,1} (X) \) has the local structure given by the formula (3.3) with the tensors \( T_k \) given by formulae of the type

\[
T_k = P_k T_\sigma, \quad k = 2, \ldots, n+1 \quad (3.23)
\]

with \( P_k \) some linear differential operators which can be recursively determined.

Proof: The proof relies heavily on induction.

(i) We first consider the equation (3.17) for \( k = 1 \). If \( I_1 \neq \emptyset \) then, because of (3.5) and (3.6) an identity is obtained. If \( I_1 = \emptyset \) then we get

\[
\partial I_0 T_\sigma^{0} \sigma_{0}^{1,\ldots,i_{n+1}} + 2 (B_0 T)^{l_0,0} \sigma_{0}^{1,\ldots,i_{n+1}} = 0, \quad |I_0| = s \quad (3.24)
\]
or in compact notations:

\[
B_0 T_2 = -C_2 \quad (3.25)
\]

where the components of the tensor \( C_2 \) are:

\[
C_{l_0,0}^{l_0,0} \sigma_{0}^{1,\ldots,i_{n+1}} = \frac{1}{2} \partial I_0 T_\sigma^{0} \sigma_{0}^{1,\ldots,i_{n+1}}.
\]

It is not very hard to prove that the previous relation is equivalent to the result obtained after applying the operator \( B_0^* \) to it. Indeed, one knows (see [13]) that \( B_0^* B_0 \) and \( B_0 B_0^* \) are (up to some constants) projector operators. So, the equation above is equivalent to two relations: one obtained by applying the first operator and the second by applying the second operator. But one sees easily that in the first case an identity is obtained (because \( B_0 H_{n,l} \subset H_{n+1,l+1} = \{0\} \)) so one obtains that the relation above, which is of the type \( X = 0 \) is equivalent to \( B_0 B_0^* X = 0 \). Taking the scalar product with \( X \) one obtains from here \( \|B_0^* X\|^2 = 0 \iff B_0^* X = 0 \).

So we have equivalently with (3.25):

\[
B_0^* B_0 T_2 = -B_0^* C_2. \quad (3.26)
\]

Let \( N_0 \) and \( N_f \) be the bosonic (resp. fermionic) number operators; one knows that (13)

\[
\{B_0^* B_0\} = N_0 - N_f + n 1;
\]

We use this relation in the equation above and take into account the tracelessness condition (3.9). One obtains

\[
sT_2 = -B_0^* C_2
\]
or, with full index notations:

$$T_{\sigma_1,\sigma_2,\ldots,i_{n+1}}^{I_1,\ldots,I_k} = \frac{1}{2} n \partial_{\sigma_1}^{I_1} T_{\sigma_2,\ldots,i_{n+1}}^{\theta}, \quad |I_1| = s - 1. \quad (3.27)$$

(ii) It is convenient to introduce the lexicographic order relation on the set of \(k\)-uples \((I_1, \ldots, I_k)\) according to:

\[(I_1, \ldots, I_k) > (J_1, \ldots, J_k) \text{ iff } |I_1| > |J_1|, \quad \text{or } |I_1| = |J_1| \quad \text{and} \quad |I_2| > |J_2|, \quad \text{etc.}\]

We can prove now by induction that we have in general for \(k = 0, \ldots, n + 1:\)

$$T_{\sigma_1,\ldots,\sigma_{k+1},\ldots,i_{n+1}}^{I_1,\ldots,I_k} = P_{\sigma_1,\ldots,\sigma_{k+1},\ldots,i_{n+1}}^{I_1,\ldots,I_k} (T_\nu) + (\delta \Lambda)^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_{k+1},\ldots,i_{n+1}}. \quad (3.28)$$

Here \(P_{\sigma_1,\ldots,\sigma_{k+1},\ldots,i_{n+1}}^{I_1,\ldots,I_k}\) are linear differential operators verifying conditions of the type (3.3), (3.6) and (3.9) and can be determined recursively; also \(\Lambda^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_{k+1},\ldots,i_{n+1}}\) are tensors depending on the variables \((x^i, y_{\alpha}^\sigma, y_j^\alpha, \ldots, y_{j_1,\ldots,j_{s-1}}^\alpha)\) and verifying the following formulae

$$\Lambda^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_{k+1},\ldots,i_{n+1}} = 0, \quad |I_1| + \ldots + |I_k| \geq s - 2 \quad (3.29)$$

and

$$(\delta \Lambda)^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_{k+1},\ldots,i_{n+1}} = 0, \quad |I_1| + \ldots + |I_k| \geq s - 1. \quad (3.30)$$

We will use a double induction procedure. More explicitly we prove the relation (3.28) by induction on (increasing values of) \(k\) and for every fixed \(k\) we prove the relation by induction on the (decreasing) lexicographic ordering.

(iii) We consider more explicitly the case \(k = 2\). In this case we have been able to find the explicit expression for the polynomials \(P_{\ldots}\). Namely we prove that (3.28) has the following explicit form for the case \(k = 2:\)

$$T_{\sigma_1,\sigma_2,i_3,\ldots,i_n}^{I_1,I_2} = \frac{1}{2} n \sum_{|J| \leq s-1-|I_1|-|I_2|} (-1)^{|J|+|I_2|} \left( |J| + |I_2| \right) d_J \partial_{\sigma_1}^{I_1} T_{\sigma_2,i_3,\ldots,i_n}^{\theta} + (\delta \Lambda)^{I_1,I_2}_{\sigma_1,\sigma_2,i_3,\ldots,i_n} \quad (3.31)$$

where we have (3.29) and (3.30):

$$\Lambda^{I_1,I_2}_{\sigma_1,\sigma_2,i_3,\ldots,i_n} = 0, \quad |I_1| + |I_2| \geq s - 2, \quad \Lambda^{I_1}_{\sigma_1,i_2,\ldots,i_n} = 0, \quad \forall |I_1| \leq s - 1. \quad (3.32)$$

The idea is to use the equation (3.18) for \(k = 2:\)

$$\frac{1}{2} \left( \partial_{\sigma_1}^{I_1} T_{\sigma_2,i_3,\ldots,i_{n+2}}^{\theta} - \partial_{\sigma_2}^{I_2} T_{\sigma_1,i_3,\ldots,i_{n+2}}^{\theta} \right) + \frac{1}{n} \sum_{p=3}^{n+2} (-1)^{p-1} d_{\sigma_1}^{I_1} T_{\sigma_2,i_3,\ldots,i_{n+2}}^{\theta} + (B_1 T)^{I_1,I_2}_{\sigma_1,\sigma_2,i_3,\ldots,i_{n+2}} + (B_2 T)^{I_1,I_2}_{\sigma_1,\sigma_2,i_3,\ldots,i_{n+2}} = 0, \quad |I_1|, |I_2| \leq s - 1. \quad (3.33)$$
One can write this equation in the equivalent form:

\[(B_1 T)^{I_1, I_2}_{\sigma_0, \sigma_1, \sigma_2, \ldots, \sigma_{n+1}} = -C_{\sigma_0, \sigma_1, \sigma_2, \ldots, \sigma_{n+1}}^{I_1, I_2}, \tag{3.34}\]

because \(I_1 \neq \emptyset\) we only need:

\[C_{\sigma_0, \sigma_1, \sigma_2, \ldots, \sigma_{n+1}}^{I_1, I_2} = \frac{1}{2} \partial_{\sigma_1} T^{I_2}_{\sigma_2, \sigma_3, \ldots, \sigma_{n+1}} + \frac{1}{n} \sum_{p=2}^{n+1} (-1)^p d_{\sigma_p} T^{I_1, I_2}_{\sigma_1, \sigma_2, \sigma_3, \ldots, \sigma_{n+1}} + (B_2 T)^{I_1, I_2}_{\sigma_1, \sigma_2, \sigma_3, \ldots, \sigma_{n+1}}. \tag{3.35}\]

With the same argument as at (i) we see that the equation (3.34) above is equivalent with the result obtained by applying to it the operator \(B_1^*\). We note that the tensors appearing in the right hand side of this relation have the lexicographic order strictly greater the the lexicographic order of the similar tensors from the left hand side. Now one can start by induction from the maximal lexicographic order (which corresponds to \(T^{I_1, \emptyset}_{\sigma_1, \sigma_2, \ldots, \sigma_{n+1}}\)) and prove formula (3.31). The computations are extremely long and tedious but straightforward and are omitted.

(iv) In the final step one proves (3.28) assuming that it has been already proved for \(2, 3, \ldots, k-1\). For this, one proceeds as above. First one writes (3.18) in the form (3.34) i.e.

\[(B_1 T)^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_{n+2}} = -C^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_{n+2}}, \tag{3.36}\]

where:

\[C^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_{n+2}} = -\frac{1}{k} \sum_{p=1}^{k} (-1)^{p-1} d_{\sigma_p} T^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_p, \sigma_{k+1}, \ldots, i_{n+2}} + \sum_{p=k+1}^{n+2} (-1)^{p-1} d_{\sigma_p} T^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_p, i_{k+1}, \ldots, i_{n+2}} + \sum_{p=1}^{k} (B_2 T)^{I_1, \ldots, I_k}_{\sigma_1, \ldots, \sigma_p, i_{k+1}, \ldots, i_{n+2}}. \tag{3.37}\]

One makes the same observations as in (iii), namely that the equation (3.37) above is equivalent with the result obtained by applying to it the operator \(B_1^*\) and that the tensors appearing in the right hand side of this relation have the lexicographic order strictly greater the the lexicographic order of the similar tensors from the left hand side or are already known from the induction hypothesis. So it remains to prove the formula (3.37) for the highest lexicographical order which can be done as in (i). The induction argument is, as in (iii), based on rather complicated computations which are skipped.

The induction is finished and the formula (3.37) is proved. It remains to match it with the formula (3.22). Indeed, the first expression leads to the first component \(T_0\) of \(\alpha\) and it remains to apply (3.14) to prove that the second expression leads to the second component \(dT_1\). Moreover, the form \(T_1\) obtained in this way verifies the conditions from the statement of the theorem.

As a corollary of the formula (3.31) obtained in the proof above we can make now the connection with the Lagrangian formalism. Namely, we have:
Corollary 3.14 The expressions $T_\sigma$ defined according to (3.21) verify the generalized Helmholtz equations.

**Proof:** We select from (3.17) and (3.18) only those equations containing the expressions $T_{\sigma,1,\ldots,i_n}^\emptyset$. They are

$$
\partial_{J_0} T_{\sigma,1,\ldots,i_{n+1}}^\emptyset + 2(B_0 T_{\sigma,\sigma_1,1,\ldots,i_{n+1}}^\emptyset = 0, \quad |J_0| = s, \quad (3.38)
$$

$$
\partial_{J_1} T_{\sigma,1,\ldots,i_{n+2}}^\emptyset + \frac{1}{n} \sum_{p=3}^{n+2} (-1)^{p-1} d_{\chi_p} T_{\sigma,1,\ldots,i_{n+2}}^\emptyset \epsilon_{\sigma_1,1,\ldots,i_{n+2} + 1} + (B_1 T)^{I_1,\emptyset}_{\sigma,\sigma_1,1,\ldots,i_{n+2}, \quad |I_1| = 1, \ldots, s - 1, \quad (3.39)
$$

$$
\frac{1}{2} \left( \partial_{J_1} T_{\sigma,1,\ldots,i_{n+2}}^\emptyset - \partial_{J_2} T_{\sigma,1,\ldots,i_{n+2}}^\emptyset \right) + \frac{1}{n} \sum_{p=3}^{n+2} (-1)^{p-1} d_{\chi_p} T_{\sigma,1,\ldots,i_{n+2}}^\emptyset \epsilon_{\sigma_1,1,\ldots,i_{n+2} + 1} = 0. \quad (3.40)
$$

Next, one obtains from the formula (3.31) and the antisymmetry property (3.3) the following expression:

$$
T_{\sigma,1,\ldots,i_n}^I = \frac{1}{2} n \sum_{|J| \leq s-1-|I_1|-|I_2|} (-1)^{|J|+|I_1|} \left( \begin{array}{c} |J| + |I_1| \hfill |J| \hfill \end{array} \right) d_{J} \partial_{J} T_{\sigma,1,\ldots,i_n}^\emptyset. \quad (3.41)
$$

Finally one substitutes the preceding formula into the equations (3.38) - (3.40) and uses the well known identity:

$$
\sum_{p=0}^{n} (-1)^p \epsilon_{i_0,\ldots,i_p,\ldots,i_n} = 0. \quad (3.42)
$$

As a result one obtains the following set of equations

$$
\partial_{J_1} T_{\sigma_1,1,\ldots,i_n} = (-1)^{|I|} n \sum_{|J| \leq s-|I|} (-1)^{|J|} \left( \begin{array}{c} |J| + |I| \hfill |J| \hfill \end{array} \right) d_{J} \partial_{J} T_{\sigma_1,1,\ldots,i_n}^\emptyset. \quad (3.43)
$$

for $|I| = s, |I_1| = 1, \ldots, s - 1$ and $|I| = 0$ respectively. But (3.43) are exactly the Helmholtz equations (see [1], [3], [4], [17], [27]).

From the theorem above we also obtain:

**Proposition 3.15** The decomposition (3.22) proved in the preceding theorem determines in an unique way the form $T_0$. 
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**Proof:** It is sufficient to prove that

\[ \alpha = T_0 + dT_1 = 0 \implies T_0 = 0. \]

Indeed, from \( \alpha = 0 \) we have in particular \( T_{\sigma,i_1,...,i_n} = 0 \) and it follows from the formula (3.23) that we have \( T_0 = 0. \]

As a corollary, let us denote by \([\alpha]\) the equivalence class of the form \( \alpha \in \Omega^{s,s,Lep}_{n+1,\xi,tr}(X) \) modulo \( d\Omega^{s,s-2}_{n,\xi,2}(X) \cap \Omega^{s,s-1}_{n+1,\xi,2}(X) \). Then we have

\[ [\alpha] = 0 \iff T_\sigma = 0 \]  

which says that the class of \( \alpha \) is uniquely determined by the so-called Euler-Lagrange components of \( \alpha \): \( T_\sigma, \sigma = 1, \ldots, m \equiv N - n \).

We call the globally defined class \( [\alpha] \) of a certain form \( \alpha \in \Omega^{s,s,Lep}_{n+1,\xi,tr}(X) \) a Lagrange-Souriau class. We note in closing this Section that there are two particular but important cases when the class of the form \( \alpha \) is formed only from the form \( \alpha \); obviously this happens when

\[ d\Omega^{s,s-2}_{n,\xi,2}(X) \cap \Omega^{s,s-1}_{n+1,\xi,2}(X) = 0. \]  

One can see that if \( s = 2 \), and \( n \) arbitrary, or \( n = 1 \), and \( s \) arbitrary, the equality above becomes an identity. So in this cases one can speak of a globally defined Lagrange-Souriau form as in [11], [18] and [12] respectively.
4 The Associated Poincaré-Cartan $n$-Form

4.1 The General Construction

Because, according to Corollary 3.10, the Euler-Lagrange expressions $T_\nu$ are at most linear in the higher-order derivatives $y^\sigma_{i_1,...,i_s}$ it is to be expected that they follow from a Lagrangian of minimal order $r \equiv \frac{s+1}{2}$. We prove this fact in this Section. The key observation is

**Proposition 4.1** Let $\alpha \in \Omega^{s,s}_{q+1,\xi}(X)$ be closed. Then one can write it locally in the form

$$\alpha = d\theta$$

where $\theta \in \Omega^s(X)$ is a $p_{n,s-1}$-projectable form and has the coordinates expression:

$$\theta = \sum_{k=0}^q \sum_{|I_1|,\ldots,|I_k| \leq r-1} L_{I_1,\ldots,I_k}^{I_1,\ldots,I_k,i_{k+1},\ldots,i_q \omega \sigma_1 \land \ldots \land \omega \sigma_k \land dx^{i_{k+1}} \land \ldots \land dx^{i_q}} (4.2)$$

where $L_{I_1,\ldots,I_k}^{I_1,\ldots,I_k}$, $|I_1|,\ldots,|I_k| \leq r-1$ are smooth functions depending on the variables $(x^i, y^\sigma, y_j^\sigma, \ldots, y_{j_1}^\sigma,\ldots,j_s)$ and verify the (anti)symmetry property (3.3).

**Proof:** Let us use the proposition 3.12 and write $\alpha \in \Omega^{s,s}_{q+1,\xi}(X)$ in the form (3.20). It is easy to see that $\alpha_0$ has the following generic form:

$$\alpha_0 = \sum_{k=0}^{q+1} \sum_{|I_1|,\ldots,|I_k| \leq s-1} A_{I_1,\ldots,I_k}^{I_1,\ldots,I_k,j_{k+1},\ldots,j_q \omega \sigma_1 \land \ldots \land \omega \sigma_k \land dx^{i_{k+1}} \land \ldots \land dx^{i_q}} (4.3)$$

where $A_{I_1,\ldots,I_k}^{I_1,\ldots,I_k,j_{k+1},\ldots,j_q}$, $|I_1|,\ldots,|I_k| \leq s-1$ are smooth functions depending on the variables $(x^i, y^\sigma, y_j^\sigma, \ldots, y_{j_1}^\sigma,\ldots,j_s)$ and verify the (anti)symmetry property (3.3). In particular the differentials $dy^\sigma_I$, $|I| \geq r$ can appear at most once in every term of the preceding sum because if there would exists a term with at least two such differentials we would get a contradiction according to the obvious inequality $2r \geq s$. So, one can write

$$\alpha_0 = \beta + \sum_{|I| \geq r} dy^\sigma_I \land \alpha^I_\sigma (4.3)$$

where $\beta$ and $\alpha^I_\sigma$ are $(q+1)$ (resp. $q$) forms which do not contain the differentials $dy^\sigma_I$, $|I| \geq r$.

But the form $\alpha_0$ is closed (see prop. 3.12) so one can write it, locally, as follows:

$$\alpha_0 = d\theta_0$$

with $\theta_0$ having a structure similar to (4.3):

$$\theta_0 = \gamma + \sum_{|I| \geq r} dy^\sigma_I \land L^I_\sigma; (4.5)$$
here \( \gamma \) and \( \theta^I_\sigma \) are \( q \) (resp. \( (q - 1) \)) forms which do not contain the differentials \( dy^\sigma_I \), \( |I| \geq r \).

If we substitute (4.3) and (4.5) into (4.4) we easily obtain the consistency condition:

\[
\partial^{ I}_\nu \theta^I_\sigma = \partial^{ J}_\nu \theta^J_\sigma, \quad \forall |I|, |J| \geq r.
\]

Applying the usual Poincaré lemma one gets from here that \( \theta^I_\sigma \), \( |I| \geq r \) have the following expression

\[
\theta^I_\sigma = \partial^I_\sigma \lambda, \quad |I| \geq r
\]

where \( \lambda \) is a \((q - 1)\)-form which do not contain the differentials \( dy^\sigma_I \), \( |I| \geq r \).

Now one substitute this into the expression (4.5) above and gets:

\[
\theta_0 = \gamma + d\lambda - \sum_{|I| \leq r} dy^\sigma_I \wedge \partial^I_\sigma \lambda - dx^i \wedge \frac{\partial \lambda}{\partial x^i}.
\]

It follows that one can take in (4.4)

\[
\theta_0 = \gamma - \sum_{|I| \leq r} dy^\sigma_I \wedge \partial^I_\sigma \lambda - dx^i \wedge \frac{\partial \lambda}{\partial x^i}
\]

without affecting it. But it is clear that this form has the structure

\[
\theta_0 = \sum_{k=0}^{q} \sum_{|I_0|+\ldots+|I_k| \leq r-1} B^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+1},\ldots,i_q} dy^\sigma_{I_1} \wedge \ldots \wedge dy^\sigma_{I_k} \wedge dx^{i_{k+1}} \wedge \ldots \wedge dx^{i_q}.
\]

If we define \( \theta \equiv (q^{s-1})^* \theta_0 \) then we have the equality from the statement.

If \( q = n \) then we have similarly to (3.21):

\[
L_{i_1,\ldots,i_n} = \varepsilon_{i_1,\ldots,i_n} L
\]

where \( L \) is a smooth real function called the (local) Lagrangian.

Applying prop 3.7 one gets now

**Corollary 4.2** Let \( \alpha \) be as above. If we write it in the form (4.4) with \( \theta \) given by (4.3), then the following relations are true:

\[
\partial^{ I}_\sigma L^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+1},\ldots,i_q} \bigg|_{I_0} = s, \quad |I_1|, \ldots, |I_k| \leq r-1, \quad k = 0, \ldots, q,
\]

\[
\partial^{ I}_\sigma L^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+1},\ldots,i_q} \bigg|_{I_0} = r + 1, \ldots, s - 1, \quad |I_1|, \ldots, |I_k| \leq r-1, \quad |I_0| + \ldots + |I_k| \geq s, \quad k = 1, \ldots, q,
\]

\[
\partial^{ I}_\sigma L^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+1},\ldots,i_q} + (k + 1)(B_0 L)^{I_0,\ldots,I_k}_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_q} = 0, \quad |I_0| = r, \quad |I_1|, \ldots, |I_k| \leq r-1, \quad |I_0| + \ldots + |I_k| \geq s, \quad k = 1, \ldots, q.
\]
\[(\delta L)^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+1},\ldots,i_{q+1}} = 0, \quad |I_1|, \ldots, |I_k| \leq s-1, \quad |I_1| + \ldots + |I_k| \geq s, \quad k = 2, \ldots, q+1. \quad (4.10)\]

Moreover one has:

\[\alpha = \sum_{k=0}^{q+1} \sum_{|I_1|,\ldots,|I_k| \leq r} (\delta L)^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_{k+1},\ldots,i_{q+1}} \omega^{\sigma_1}_{I_1} \wedge \ldots \wedge \omega^{\sigma_k}_{I_k} \wedge dx^{i_{k+1}} \wedge \ldots \wedge dx^{i_{q+1}}. \quad (4.11)\]

Now we make use of the Lepage condition (3.6).

**Proposition 4.3** Let \(\alpha \in \Omega^{n,s}_{q+1,\xi}(X)\) be closed and verifying the Lepage condition (3.6). Suppose that we have written it as in the proposition above. Then we have:

\[\partial^I_{\sigma} L_{i_1,\ldots,i_q} = 0, \quad |I| > r. \quad (4.12)\]

**Proof:** According to the preceding corollary we have:

\[T^I_{\sigma,i_1,\ldots,i_q} = (\delta L)^I_{\sigma,i_1,\ldots,i_q} = \partial^I_{\sigma} L_{i_1,\ldots,i_q} + \frac{1}{q} \sum_{p=1}^{q} (-1)^p d_i L^I_{\sigma,i_1,\ldots,i_p,\ldots,i_q} + (BL)^I_{\sigma,i_1,\ldots,i_q}, \quad |I| \leq s-1. \quad (4.13)\]

We take here \(|I| > r\), use the Lepage condition and also the fact that the the proposition [1.1] implies:

\[L^I_{\sigma,i_1,\ldots,i_q} = 0, \quad |I| > r. \]

The relation from the statement follows.

If \(q = n\) then the same assertion is obviously true for the local Lagrangian \(L\).

The Lepage condition is not completely exploited and can be used to provide an expression for the local functions \(L^I_{\sigma,i_1,\ldots,i_n}, \quad |I| \leq r - 1\).

**Proposition 4.4** Let \(\alpha \in \Omega^{n,s}_{n+1,\xi}(X)\) be closed and verifying the Lepage condition. Let us suppose that one writes \(\alpha\) according to the proposition 4.1. Then one has:

\[L^I_{\sigma_1,i_2,\ldots,i_n} = n \sum_{|I| \leq r-1-|I_1|} (-1)^{|J|} d_J \partial_{\sigma_1}^{I_1,\ldots,I_n} L_{i_1,\ldots,i_n} + (\delta \Lambda)^I_{\sigma_1,i_2,\ldots,i_n}, \quad |I_1| \leq r - 1 \quad (4.14)\]

where we assume that the tensors \(\Lambda_{i_1}^I\) have appropriate antisymmetry properties. We also admit that:

\[\Lambda_{i_1}^I = 0, \quad \Lambda_{\sigma_1,i_2,\ldots,i_{n-1}}^I = 0, \quad |I_1| \geq r - 1, \quad (4.15)\]

and

\[\partial_{\sigma_0}^{I_0} \Lambda_{\sigma_1,i_2,\ldots,i_{n-1}}^I = 0, \quad |I_0| \geq 2r - 1 - |I_1|, \quad |I_1| \geq r - 2. \quad (4.16)\]
Proof: We take in the relation (4.13) \(1 \leq |I| \leq r\) and use the Lepage condition (3.6). The following set of equations follows:

\[
(BL)^I_{\sigma_1,i_1,\ldots,i_n} + \frac{1}{n} \sum_{p=1}^{n} (-1)^p d_{i_p} L^I_{\sigma_1,i_1,\ldots,i_p,i_{p+1},\ldots,i_n} = -\partial^I_{\sigma_1,i_1,\ldots,i_n}, \quad 1 \leq |I| \leq r.
\]

(4.17)

From this equations one can determine recurrsively the expression \(L^I_{\sigma_1,i_2,\ldots,i_n}\) for \(|I| = r - 1, r - 2, \ldots, 0\).

We consider the system above as an inhomogeneous linear system of equations (with the inhomogeneity determined in terms of the local Lagrangian) and determine its solution as follows. First we prove that the first term in the formula (4.14) is a particular solution of this equation; this amounts to a simple computation using formula (3.42). Next, we determine the general solution of the homogeneous system of equation:

\[
(BL)^I_{\sigma_1,i_1,\ldots,i_n} + \frac{1}{n} \sum_{p=1}^{n} (-1)^p d_{i_p} L^I_{\sigma_1,i_1,\ldots,i_p,i_{p+1},\ldots,i_n} = 0, \quad 1 \leq |I| \leq r.
\]

(4.18)

It is not very hard to prove by recurrence that the solution of this system of equations is given by the second term in (4.14).

Now we have a result similar to theorem 2 from [29], ch. 3.2, but as we can see the proof is much simpler and do not make use of the Young diagrams technique.

Corollary 4.5 Let \(\alpha \in \Omega^{s,s}_{n+1,\xi}(\Omega)\) be closed and verifying the Lepage condition (3.6). Suppose that we have written it as in prop. 4.1. Then the following formula is true:

\[
\theta = \theta_0 + d\lambda + \mu
\]

(4.19)

where

\[
\theta_0 \equiv n!dx^1 \wedge \cdots \wedge dx^n + n \sum_{|I| \leq r - 2, |J| = 1} (-1)^{|J|} d_j \partial^I_{\sigma_1} L^I_{\xi_1,\ldots,x_n} \omega^\sigma_1 \wedge dx^{i_1} \wedge \cdots \wedge dx^{i_n};
\]

(4.20)

also \(\lambda \in \Omega^{s,r-2}_{n-1,\xi,1}\) and \(\mu \in \Omega^{s,s-1}_{n,\xi,2}\).

Proof: We start from the formula (4.12) obtained before and notice that the term corresponding to \(k = 1\) can be written, according to the propositions [17] and [14] as follows:

\[
L^I_{\sigma_1,i_2,\ldots,i_n} \omega^\sigma_1 \wedge dx^{i_2} \wedge \cdots \wedge dx^{i_n} = n \sum_{|J| \leq r - 1, |I|} (-1)^{|J|} d_j \partial^I_{\sigma_1} L^I_{\xi_1,\ldots,x_n} \omega^\sigma_1 \wedge dx^{i_2} \wedge \cdots \wedge dx^{i_n} + d\lambda
\]

where

\[
\lambda \equiv \sum_{|I| \leq r-2} \Lambda^I_{\sigma_1,i_2,\ldots,i_{n-1}} \omega^\sigma_1 \wedge dx^{i_2} \wedge \cdots \wedge dx^{i_{n-1}}.
\]
is a \((n - 1)\)-form with the order of contactness equal to 1. Now we define the form \(\mu\) to be the sum of the terms corresponding to the contributions \(k \geq 2\) in the expression (4.2); this gives us a \(n\)-form with the order of contactness equal to 2. The formula from the statement follows.

We prove now that the Euler-Lagrange expressions \(T_\sigma\) are following from a Lagrangian of order \(r\).

**Proposition 4.6** In the conditions of prop. 4.4 the following result is true:

\[ T_\sigma = \sum_{|J| \leq r} (-1)^{|J|} d_J \partial_\sigma^J L. \] (4.21)

**Proof:** We have from (4.13) for \(I = \emptyset\) and \(q = n\):

\[ T^0_{\sigma_1, \ldots, \sigma_n} = \partial_\sigma L_{i_1, \ldots, i_n} + \frac{1}{n} \sum_{p=1}^{n} (-1)^p d_\sigma^p L^0_{\sigma_{i_1, \ldots, i_p, \ldots, i_n}}. \] (4.22)

We also have from proposition 4.4 for \(I_1 = \emptyset\):

\[ L^0_{\sigma_1, i_2, \ldots, i_n} = n \sum_{|J| \leq r-1} (-1)^{|J|} d_J \partial_\sigma^J L_{i_1, \ldots, i_n} + (\delta \Lambda)^0_{\sigma_1, i_2, \ldots, i_n}. \] (4.23)

If we substitute the second relation into the first one, we obtain the formula from the statement.

Let us comment this result. First we can say that because the expressions \(T_\sigma\) have the usual Euler-Lagrange expression, they verify the generalized Helmholtz equations, so we have an alternative proof of the corollary 3.14. Next, we notice that in fact we have a sharper result, namely the expressions \(T_\sigma\) follow from a Lagrangian of order \(r\) which is the minimal possible order. Indeed, if \(T_\sigma\) would follow from a Lagrangian of order strictly smaller than \(r\), the Euler-Lagrange equations would have the order strictly smaller than \(s\) which would contradict the basic stating point of our analysis. So, we can say that we have obtained above a form of the conjecture regarding the reduction to the minimal order in the higher-order Lagrangian formalism.

We close this Subsection with the following result.

**Proposition 4.7** In the conditions of the proposition 4.4, let us suppose that \(q = n\) and moreover that the tensors \(L_{i_1, \ldots, i_k}^{I_1, \ldots, I_k}\), \(|I_1| = \cdots = |I_k| = r - 1\), \(k = 1, \ldots, n\) are traceless. The we have the following formula:

\[ L_{I_1, \ldots, I_k}^{I_1, \ldots, I_k} = \binom{n}{k} r \frac{(r - 1)!}{(k + r - 1)!} \partial_{I_1}^{I_1} \ldots \partial_{I_k}^{I_k} L_{i_1, \ldots, i_n}, \]

\(|I_1| = \cdots = |I_k| = r - 1, \quad k = 0, \ldots, n\) \hspace{1cm} (4.24)

The proof goes by induction and is based on the relation (4.3) and the condition (3.9). We do not give the details but we only mention that the preceding formula appears also in [28].
4.2 Hyper-Jacobians and Variationally Trivial Lagrangians

We have emphasized before that equations of the type (3.17) (see also (4.9)) play an important role in the Lagrangian formalism. Mainly, they provide a natural way of obtaining some polynomial objects called hyper-Jacobians \[7\], \[32\]. Let us prove this fact. By definition, the hyper-Jacobians of order \(s\) are the following expressions:

\[
\mathcal{J}_{I_1, \ldots, I_k}^{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} \equiv \varepsilon_{i_1, \ldots, i_n} \prod_{l=1}^{k} y_{I_{l1}}^{\sigma_l}, \quad |I_1| = \cdots = |I_k| = s - 1, \quad k = 0, \ldots, n. \tag{4.25}
\]

Then we have a series of results of combinatorial nature.

**Theorem 4.8** Let us consider the tensors \(L_{I}^{I_1, \ldots, I_k, i_{k+1}, \ldots, i_q} \equiv \left(L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}^{I_1, \ldots, I_k}\right)\), \(|I_1|, \ldots, |I_k| \leq s - 1\) depending on the variables \((x^i, y^\sigma, y_j^s, \ldots, y_{j_1, \ldots, j_s}^s)\) and verifying the symmetry properties (3.3). Then these tensors verify the system of equations:

\[
\frac{\partial}{\partial \sigma_0} L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}^{I_1, \ldots, I_k} + (k + 1)(B_0 L)_{\sigma_0, \sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}^{I_1, \ldots, I_k} = 0,
\]

\[
|I_0| = s, \quad |I_1|, \ldots, |I_k| \leq s - 1, \quad k = 0, \ldots, q \tag{4.26}
\]

if and only if they have the following form:

- for \(q \leq n\) and \(k = 0, \ldots, q\):

\[
L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}^{I_1, \ldots, I_k} = (-1)^{k(q+1)} \frac{1}{n!} \frac{n}{q - k} \varepsilon_{i_1, \ldots, i_n} \sum_{l=k}^{q} \binom{1}{k} \mathcal{L}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}^{I_1, \ldots, I_k} \mathcal{J}_{I_{k+1}, \ldots, I_1}^{\sigma_{k+1}, \ldots, \sigma_1, j_1+1, \ldots, j_q, i_{k+1}, \ldots, i_n}, \tag{4.27}
\]

- for \(q \geq n\) and \(k = q - n, \ldots, q\):

\[
L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}^{I_1, \ldots, I_k} = (-1)^{k(n+1)} \frac{1}{n!} \frac{n}{q - k} \varepsilon_{i_{q-n+1}, \ldots, i_q} \sum_{l=k}^{q} \binom{1}{k} \mathcal{L}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}^{I_1, \ldots, I_k} \mathcal{J}_{I_{k+1}, \ldots, I_1}^{\sigma_{k+1}, \ldots, \sigma_1, j_1+1, \ldots, j_q, i_{k+1}, \ldots, i_n}. \tag{4.28}
\]

Here \(\mathcal{L}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}^{I_1, \ldots, I_k}\) are tensors depending on the variables \((x^i, y^\sigma, y_j^s, \ldots, y_{j_1, \ldots, j_s}^s)\) with the symmetry properties (3.3) and \(\mathcal{J}_{I_1, \ldots, I_1}^{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_q}\) are the hyper-Jacobians of order \(s\).

**Proof:** The proof is based on some tedious computations, but it is straightforward so we omit many details. We present only the case \(q \leq n\), the other one being dealt with similarly. Let us start from the equation in the statement (4.26) for \(k = q\):

\[
\frac{\partial}{\partial \sigma_0} L_{\sigma_1, \ldots, \sigma_q}^{I_1, \ldots, I_q} = 0
\]
i.e. $L_{\sigma_1,\ldots,\sigma_q}^{I_1,\ldots,I_q}$ does not depend on $y^{\sigma}_{j_1,\ldots,j_s}$. So, the formula (4.27) is true for $k = q$ i.e. we have

$$L_{\sigma_1,\ldots,\sigma_q}^{I_1,\ldots,I_q} = \frac{1}{n!} \varepsilon_{i_1,\ldots,i_n} L_{\sigma_1,\ldots,\sigma_q}^{I_1,\ldots,I_q} J_{I_1,\ldots,I_q}.$$

Now we proceed by induction downward on $k$. We suppose that the formula (4.27) is true for $k + 1,\ldots,q$ and we prove it for $k$. One considers the equations (4.26) and notices that the right hand side is known from the induction hypothesis. So, this system can be considered as an inhomogeneous system for the unknown variables $L_{\sigma_1,\ldots,\sigma_q, i_{k+1},\ldots,i_q}^{I_1,\ldots,I_k}$. After some computations this system proves to be:

$$\frac{\partial^L_{\sigma_0} L_{\sigma_1,\ldots,\sigma_q, i_{k+1},\ldots,i_q}}{\partial \sigma_0} = -(1)^{(q+1)}(k+1) \frac{1}{n!} \left( \frac{n}{q-k} \right) \varepsilon_{i_1,\ldots,i_n} \sum_{l=k}^{q-1} \left( \begin{array}{c} l+1 \\ k+1 \end{array} \right) \sum_{|I_{k+1}|=\ldots=|I_l|=s-1} (B_0 L)_{\sigma_0,\ldots,\sigma_l, j_{l+1},\ldots,j_q} J_{I_{k+1},\ldots,I_l}^{\sigma_{k+1},\ldots,\sigma_l, j_{l+1},\ldots,j_q, i_{k+1},\ldots,i_q, j_{q+1},\ldots, j_{s-1}}. \quad (4.29)$$

The general solution of this system is a sum of the general solution of the homogeneous system:

$$\frac{\partial^L_{\sigma_0} L_{\sigma_1,\ldots,\sigma_q, i_{k+1},\ldots,i_q}}{\partial \sigma_0} = 0$$

(i.e. a tensor independent of $y^{\sigma}_{j_1,\ldots,j_s}$) and a particular solution of the inhomogeneous system. So it remains to find out such a particular solution. As expected, such a particular solution is given exactly by the expression for $L_{\sigma_1,\ldots,\sigma_q, i_{k+1},\ldots,i_q}$ from the statement. The induction is finished and we have proven that the system (4.26) has the general solution given by (4.27). From the proof it is clear that the converse is also true. The case $q \geq n$ is considered along similar lines.

We have succeeded in this way to obtain the hyper-Jacobians as solution of a certain system of equations derived from a closedness condition (see cor. 3.10). The following consequence follows.

**Corollary 4.9** In the conditions of proposition 4.4 we have for $k \geq 2$ and $|I_1| + \ldots + |I_k| \geq r$ the following formulae:

- for $q \leq n$:

$$L_{\sigma_1,\ldots,\sigma_q, i_{k+1},\ldots,i_q}^{I_1,\ldots,I_k} = (-1)^{(q+1)} \frac{1}{n!} \left( \frac{n}{q-k} \right) \varepsilon_{i_1,\ldots,i_n} \sum_{l=k}^{q} \left( \begin{array}{c} l \\ k \end{array} \right) \sum_{|I_{k+1}|=\ldots=|I_l|=s-1} L_{\sigma_1,\ldots,\sigma_l, j_{l+1},\ldots,j_q}^{I_1,\ldots,I_l} J_{I_{k+1},\ldots,I_l}^{\sigma_{k+1},\ldots,\sigma_l, j_{l+1},\ldots,j_q, i_{k+1},\ldots,i_q, j_{q+1},\ldots, j_{s-1}}. \quad (4.30)$$

- for $q \geq n$:

$$L_{\sigma_1,\ldots,\sigma_q, i_{k+1},\ldots,i_q}^{I_1,\ldots,I_k} = (-1)^{(k+1)} \frac{1}{n!} \left( \frac{n}{q-k} \right) \varepsilon_{i_{q-n+1},\ldots,i_q} \sum_{l=k}^{q-1} \left( \begin{array}{c} l \\ k \end{array} \right) \sum_{|I_{k+1}|=\ldots=|I_l|=s-1} L_{\sigma_1,\ldots,\sigma_l, j_{l+1},\ldots,j_q}^{I_1,\ldots,I_l} J_{I_{k+1},\ldots,I_l}^{\sigma_{k+1},\ldots,\sigma_l, j_{l+1},\ldots,j_q, i_{k+1},\ldots,i_q, j_{q+1},\ldots, i_l} \quad (4.31)$$
where $J_{k+1,\ldots, l}$ are the hyper-Jacobians of order $r$ and $L_{\sigma_1,\ldots, \sigma_{l+1,\ldots, l}}^{I_1,\ldots, I_l}$, $|I_1|, \ldots, |I_k| \leq r - 1$ are tensors depending on the variables $(x^1, y^r, \ldots, y^r_{j_1,\ldots, j_{r-1}})$ and with the symmetry properties (3.3). If $s = 2r - 1$ then the formulae above are valid for $k = 1$ also.

**Proof:** We use the first three formulae from the corollary (4.2) and obtain in the conditions of the statement:

$$\partial_{\sigma_0}^0 L_{\sigma_1,\ldots, \sigma_{k+1,\ldots, l}}^{I_1,\ldots, I_l} = 0, \quad |I_0| \geq r + 1,$$

(4.32)

$$\partial_{\sigma_0}^0 L_{\sigma_1,\ldots, \sigma_{k+1,\ldots, l}}^{I_1,\ldots, I_l} + (k + 1)(B_0 T)_{\sigma_0,\ldots, \sigma_{k+1,\ldots, l}}^{I_0,\ldots, I_l} = 0, \quad |I_0| = r.$$

(4.33)

Now we can apply the same arguments as in the preceding theorem.

In the following we prove that the expressions just derived (4.27) and (4.28) behave naturally with respect to the cohomology operator $\delta$ defined by (3.13). First we define, similarly (3.13):

$$\delta' \equiv \delta_1 + \delta_2$$

(4.34)

where $\delta_2'$ has the same structure as $\delta_2$ given by (3.12) but with $d_i \mapsto d_i' \equiv d_i^{s-1}$. Now we have:

**Theorem 4.10** In the conditions of the theorem above the following formulae are true:

- for $q \leq n - 1$ and $k = 0, \ldots, q + 1$:

$$\delta (dL)_{\sigma_1,\ldots, \sigma_{k+1,\ldots, l}}^{I_1,\ldots, I_l} = (-1)^{kq} \frac{1}{n!} \left( \frac{n}{q - k + 1} \right) \varepsilon_{i_1,\ldots, i_n} \sum_{l=k}^{q} \binom{l}{k} \sum_{|I_{k+1}|=\cdots=|I_l|=s-1} (\delta' L)_{\sigma_1,\ldots, \sigma_{l+1,\ldots, l}}^{I_1,\ldots, I_l} J_{k+1,\ldots, l}^{I_1,\ldots, I_l},$$

(4.35)

- for $q \geq n - 1$ and $k = q - n + 1, \ldots, q$:

$$\delta (dL)_{\sigma_1,\ldots, \sigma_{k+1,\ldots, l}}^{I_1,\ldots, I_l} = (-1)^{k(n-1)} \frac{1}{n!} \left( \frac{n}{q - k + 1} \right) \varepsilon_{i_{q-n+2,\ldots, i_{q+1}}} \sum_{l=k}^{q} \binom{l}{k} \sum_{|I_{k+1}|=\cdots=|I_l|=s-1} (\delta' L)_{\sigma_1,\ldots, \sigma_{l+1,\ldots, l}}^{I_1,\ldots, I_l} J_{k+1,\ldots, l}^{I_1,\ldots, I_l}. $$

(4.36)

The proof consists from hard computations and the definitions of the various expressions on the left hand side making use of the preceding theorem. Because these computations are only a question of combinatorial ability, we skip them.

Based on the preceding two results we can give now a new proof of an important result from [14].
Theorem 4.11 A (local) Lagrangian $L$ of order $r$ is variationally trivial (i.e. the associated Euler-Lagrange expressions are identically zero) if and only if it has the following form:

$$L = \sum_{k=0}^{n} \sum_{|I_1|=\cdots=|I_k|=r-1} (\delta \lambda)^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_k+1,\ldots,i_n} \times J^{\sigma_1,\ldots,\sigma_k,i_k+1,\ldots,i_n}_{I_1,\ldots,I_k}$$ (4.37)

where $\lambda^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_k+1,\ldots,i_n}$, $k = 0, \ldots, n - 1$ are arbitrary tensors depending on the variables $(x^1, y^\sigma, \ldots, y^\sigma_{j_1,\ldots,j_{r-1}})$ and verifying the symmetry properties (3.3). Here $J^{\sigma_1,\ldots,\sigma_k,i_k+1,\ldots,i_n}_{I_1,\ldots,I_k}$ are the hyper-Jacobians of order $r$.

Proof: (i) According to the theorem 3.13 (more directly from the proposition 3.15) we have that $T_\sigma = 0$ iff $\alpha \in d\Omega^{s,s-2}_{n,\xi,2}(X) \cap \Omega^{s,s-1}_{n+1,\xi,2}(X)$.

More explicitly we have:

$$\alpha = \sum_{k=2}^{n} \sum_{|I_1|+\cdots+|I_k| \leq s-2} (\delta \lambda)^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_k+1,\ldots,i_n+1} \omega^{\sigma_1}_{I_1} \wedge \cdots \wedge \omega^{\sigma_k}_{I_k} \wedge dx^{i_k+1} \wedge \cdots \wedge dx^{i_n+1}$$ (4.38)

such that the equations (3.29) and (3.30) are verified by the tensors $\Lambda_{\ldots}$. If we compare with the standard expression of $\alpha$ given by (3.2) we get from here in particular:

$$T^0_{\sigma_1,i_2,\ldots,i_{n+1}} = 0, \quad |I_1| \leq s - 1$$ (4.39)

and

$$T^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_k+1,\ldots,i_{n+1}} = 0, \quad |I_1| + \cdots + |I_k| \geq s - 1, \quad k = 2, \ldots, n.$$ (4.40)

(ii) Now we assume that we have written $\alpha$ as in Theorem 4.1. We compare this expression with the two previous relations and we obtain the following restrictions on the tensors $L^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_k+1,\ldots,i_n}$.

In the following we will consider only the case $s > 2$, the case $s = 2$ affording a direct and simple analysis. We obtain:

- from the first relation:

$$\partial^0_{\sigma_0} L_{i_1,\ldots,i_n} = 0, \quad |I_0| \geq r + 1,$$ (4.41)

$$\partial^0_{\sigma_0} L_{i_1,\ldots,i_n} + (B_0 L)^0_{\sigma_0,i_1,\ldots,i_n} = 0, \quad |I_0| = r$$ (4.42)

and

$$(\delta L)^{I_1}_{\sigma_1,i_2,\ldots,i_{n+1}} = 0, \quad |I_1| \leq r - 1.$$ (4.43)

- from the second relation:

$$\partial^0_{\sigma_0} L^{I_1,\ldots,I_k}_{\sigma_1,\ldots,\sigma_k,i_k+1,\ldots,i_n} = 0, \quad |I_0| \geq r + 1, \quad |I_1|, \ldots, |I_k| \geq r - 2, \quad k \geq 1.$$ (4.44)
$$\partial_{\sigma_0} L_{\sigma_1, i_2, \ldots, i_n}^{I_1} + 2(B_0 L)_{\sigma_0, \sigma_1, i_2, \ldots, i_n}^{I_0, I_1} = 0, \quad |I_0| = r, \quad |I_1| = r - 1,$$

$$(4.45)$$

$$\partial_{\sigma_0} L_{\sigma_1, \ldots, \sigma_k,i_{k+1}, \ldots, i_n}^{I_1} + (k + 1)(B_0 L)_{\sigma_0, \ldots, \sigma_k, i_{k+1}, \ldots, i_n}^{I_0, \ldots, I_k} = 0, \quad |I_0| = r, \quad |I_1|, \ldots, |I_k| \geq r - 2, \quad k \geq 2,$$

and

$$(\delta L)_{\sigma_1, \ldots, \sigma_k,i_{k+1}, \ldots, i_{n+1}}^{I_1} = \cdots = |I_k| = r - 1, \quad k = 3, \ldots n + 1.$$  

Finally, if we take into account the properties of the tensors $\Lambda_{\ldots}^{\ldots}$ appearing (4.38), namely (3.29) and (3.30), we have also:

$$\partial_{\sigma_0} L_{\sigma_1, i_2, \ldots, i_n}^{I_1} + 2(B_0 L)_{\sigma_0, \sigma_1, i_2, \ldots, i_n}^{I_0, I_1} = ((B_0 + B_1) L)_{\sigma_0, \sigma_1, i_2, \ldots, i_n}^{I_0, I_1}, \quad |I_0| = r, \quad |I_1| = r - 2.$$  

$$(4.46)$$

(iii) We have to exploit these relations to obtain a generic form for $L$. First we note that from (4.41) it follows that $L$ depends only on the variables $(x^i, y^\sigma, \ldots, y_{j_1}^\sigma, \ldots, j_r)$. From (4.44) it follows that the same assertion is true for the tensors $L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n}^{I_1, \ldots, I_k}$ for $|I_1|, \ldots, |I_k| \geq r - 2, \quad k \geq 1$.

Now we can use the relations (4.46) in the same way as in Theorem 4.8 to obtain that:

$$L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n}^{I_1, \ldots, I_k} = (-1)^{k(n+1)} \frac{1}{n!} \binom{n}{k} \varepsilon_{i_1, \ldots, i_n}^{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} \sum_{l=0}^{n} \binom{l}{k} \mathcal{L}_{\sigma_1, \ldots, \sigma_l,i_{j_1+1}, \ldots, j_n}^{\sigma_{k+1}, \ldots, \sigma_{j_l+1}, \ldots, j_m} \mathcal{J}_{I_{k+1}, \ldots, I_l}^{I_{k+1}, \ldots, I_l}, \quad k = 2, \ldots, q;$$  

$$(4.49)$$

here the multi-indices verify $|I_1|, \ldots, |I_k| \geq r - 2, \quad k \geq 2$ but at most one of them has the length $r - 2$. As in Theorem 4.8, the expressions $\mathcal{L}_{\sigma_1, \ldots, \sigma_l,i_{j_1+1}, \ldots, j_n}^{\sigma_{k+1}, \ldots, \sigma_{j_l+1}, \ldots, j_m}$, defined for $|I_1|, \ldots, |I_k| \geq r - 2, \quad k \geq 2$ but at most one of them has the length $r - 2$, are tensors depending on the variables $(x^i, y^\sigma, y_{j_1}^\sigma, \ldots, y_{j_{r-1}}^\sigma)$ with the symmetry properties (3.33); $\mathcal{J}_{I_1, \ldots, I_l}^{I_{j_1+1}, \ldots, j_m}$ are the hyper-Jacobians of order $r$. If we use (4.45) we can extend this relation for $k = 1$ and $|I_1| = r - 1$; if we use (4.42) we can extended it for $k = 0$ also. Explicitly:

$$L = \frac{1}{n!} \varepsilon_{i_1, \ldots, i_n}^{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} \sum_{l=0}^{n} \mathcal{L}_{\sigma_1, \ldots, \sigma_l,i_{j_1+1}, \ldots, j_n}^{\sigma_{k+1}, \ldots, \sigma_{j_l+1}, \ldots, j_m} \mathcal{J}_{I_{k+1}, \ldots, I_l}^{I_{k+1}, \ldots, I_l},$$  

$$(4.50)$$

which is already a big step in proving the formula from the statement.

Because the right hand side of (4.48) is not zero, we cannot extend the relation (4.49) for $k = 1$ and $|I_1| = r - 2$. However, one can prove that one can modify the tensors $L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n}^{I_1, \ldots, I_k}$ in such a way that the form $\alpha$ is not changed, but one has for $k = 1$ and $|I_1| \leq r - 2$:

$$L_{\sigma_1, i_2, \ldots, i_n}^{I_1} = L_{\sigma_1, i_2, \ldots, i_n}^{(0)I_1} + (\delta K)_{\sigma_1, i_2, \ldots, i_n}^{I_1};$$  

$$(4.51)$$
here the tensors $L_{\sigma_1, \ldots, \sigma_{n+1}}^{(0)I_1}$ are given by an expression appearing in the right hand side of \((4.49)\), we admit that $K_{\sigma, \sigma_1, \ldots, \sigma_{n-1}} = 0$ and that $K_{\sigma_1, \sigma_2, \ldots, \sigma_{n-1}}^{I_1}, \quad |I_1| \leq r - 3$ are arbitrary tensors depending on the variables $(x^i, y^a, y_j, \ldots, y_{j_1}^{i_1}, \ldots, y_{j_r}^{i_r})$. One can group the contribution of the last term in the form $\theta$ into an exact differential so one can neglect it. It follows that one has \((4.49)\) for $k = 1$ and $|I_1| \leq r - 2$.

Moreover, one can fix the function $L_{\sigma_1, \ldots, \sigma_{n+1}}$ such that the equation \((4.47)\) stays true for $k = 2$. This gives easily:

\[
(\delta' \mathcal{L})_{\sigma_1, \sigma_2, j_3, \ldots, j_{n+1}}^{I_1, I_2} = 0, \quad |I_1| = |I_2| = r - 1. \tag{4.52}
\]

We also have:

\[
(\delta' \mathcal{L})_{\sigma_1, j_2, \ldots, j_{n+1}}^{I_1} = 0, \quad \forall |I_1| \leq r - 1. \tag{4.53}
\]

Finally if we insert \((4.49)\) into \((4.47)\) we obtain, using Theorem 4.10:

\[
(\delta' \mathcal{L})_{\sigma_1, \ldots, \sigma_{n+1}}^{I_1, \ldots, I_l} = 0, \quad |I_1| = \ldots + |I_l| = r - 1, \quad k = 3, \ldots, n + 1 \tag{4.54}
\]

(iv) It remains to find out the most general solution of the system of equations \((4.52)\), \((4.53)\) and \((4.54)\). This is a cohomological problem which can be solved by a descent procedure of the same type as the one appearing in the BRST cohomology.

We start from \((4.54)\) for $l = n + 1$:

\[
(\delta' \mathcal{L})_{\sigma_1, \ldots, \sigma_{n+1}}^{I_1, \ldots, I_{n+1}} = 0 \iff (\delta' \mathcal{L})_{\sigma_1, \ldots, \sigma_{n+1}}^{I_1, \ldots, I_{n+1}} = 0, \quad |I_1| = \ldots = |I_{n+1}| = r - 1
\]

or, explicitly:

\[
\sum_{p=1}^{n+1} (-1)^{p-1} \partial_{I_0} \mathcal{L}_{\sigma_1, \ldots, \sigma_p}^{I_1, \ldots, I_{n+1}} = 0, \quad |I_1| = \ldots = |I_{n+1}| = r - 1. \tag{4.55}
\]

This type of relation can be easily solved using a de Rham type homology operator: we define

\[
\lambda_{I_1, \ldots, I_{n-1}}^{I_1, \ldots, I_{n-1}} = \int_0^1 t^{n-2} \sum_{I_0|\sigma_1, \ldots, \sigma_{n-1}} y_{I_0}^{\sigma_0} \mathcal{L}_{\sigma_1, \ldots, \sigma_{n-1}}^{I_0, \ldots, I_{n-1}} (x^y, y^\sigma, \ldots, t y_{j_1}^{i_1}, \ldots, y_{j_r}^{i_r}) dt \tag{4.56}
\]

and obtain that

\[
\mathcal{L}_{I_1, \ldots, I_n}^{I_1, \ldots, I_n} = (\delta' \lambda)_{I_1, \ldots, I_n}^{I_1, \ldots, I_n} = (\delta' \lambda)_{I_1, \ldots, I_n}^{I_1, \ldots, I_n}, \quad |I_1| = \ldots = |I_n| = r - 1. \tag{4.57}
\]

Now we insert this expression into \((4.54)\) for $l = n$ and using corollary 3.8 we end up with a system of the same type as above. The recurrence establishes in the end that we have

\[
\mathcal{L}_{I_1, \ldots, I_k, i_{k+1}, \ldots, i_{n}}^{I_1, \ldots, I_k} = (\delta' \lambda)_{I_1, \ldots, I_k, i_{k+1}, \ldots, i_{n}}, \quad |I_1| = \ldots = |I_k| = r - 1, \quad k = 0, \ldots, n. \tag{4.58}
\]

It remains to substitute this relation into \((4.50)\) to obtain the formula from the statement.
Remark 4.12 Because the hyper-Jacobians are traceless expressions, the \( \delta \)-terms \( \sum_{p=1}^{k} B_p \lambda \) from the expression (4.37) give a null contribution. In this way we get the same expression as in [14].

We close this Subsection with a result concerning the linear dependence of the hyper-Jacobians.

Proposition 4.13 Let \( \mathcal{L}_{\sigma_1,\ldots,\sigma_k,i_1+1,\ldots,i_n}^{I_1,\ldots,I_k} \), \( |I_1| = \cdots = |I_k| = s - 1 \) be tensors depending on the variables \( (x^i,y^\sigma,y^\sigma_j,\ldots,y^\sigma_{j_1},\ldots,j_{s-1}) \) and having the symmetry properties (3.3). Let us suppose that they verify the identity:

\[
\sum_{|I_1|=\cdots=|I_k|=s-1} \mathcal{L}_{\sigma_1,\ldots,\sigma_k,i_1+1,\ldots,i_n}^{I_1,\ldots,I_k} \sigma_{1,\ldots,\sigma_k,i_1+1,\ldots,i_n} = 0 \tag{4.59}
\]

Then they are linear combinations of \( \delta \)-terms and conversely. In particular, if the tensors \( \mathcal{L}_{\sigma_1,\ldots,\sigma_k,i_1+1,\ldots,i_n}^{I_1,\ldots,I_k} \) are traceless, then the equation above has only the trivial solution.

Proof: On denotes by \( f \) the left hand side of the equation above and proves by direct computations that:

\[
\partial_{\sigma_1}^{I_1} f = -k \sum_{|I_2|=\cdots=|I_k|=s-1} (B_1 \mathcal{L})_{\sigma_1,\ldots,\sigma_k,i_1+1,\ldots,i_n+1}^{I_1,\ldots,I_k} \sigma_{2,\ldots,\sigma_k,i_1+1,\ldots,i_n+1} = 0
\]

If we continue by recurrence we obtain finally

\[
\partial_{\sigma_1}^{I_1} \cdots \partial_{\sigma_k}^{I_k} f = (-1)^k k! (B_1 \cdots B_k \mathcal{L})_{\sigma_1,\ldots,\sigma_k}^{I_1,\ldots,I_k} = 0.
\]

Now one applies the basic lemma of [13].
5 Two Particular Cases

In this Section we present two particular case which do to have physical relevance. We will obtain, essentially, known results but we think that it is profitable to see how they follow as particularizations of the main framework developed in this paper. There will also be some refinements of these old results.

5.1 The Case $s = 2$ and $n$ arbitrary

If we particularise in this case the main theorem of Section 3, we get:

**Theorem 5.1** Let $X$ be a differential manifold of dimension $N > n$ and let $P^2_n X$ be the second order Grassmann manifold associated to it. Let $\alpha \in \Omega^{2,2}_n(X)$ be closed and verifying the Lepage condition (3.6) and the tracelessness condition (3.9). The $\alpha$ has the following local expression:

$$\alpha = \sum_{k=1}^n T_{\sigma_0,\ldots,\sigma_k,\ldots,\sigma_n}^{i_0,i_{k+1},\ldots,i_n} \omega_{i_0}^{\sigma_0} \wedge \omega^{\sigma_{k+1}} \wedge \cdots \wedge \omega^{\sigma_n} \wedge dx^{i_{k+1}} \wedge \cdots \wedge dx^{i_n} +$$

$$\sum_{k=1}^n T_{\sigma_0,\ldots,\sigma_k,\ldots,\sigma_n}^{i_0,i_{k+1},\ldots,i_n} \omega_{\sigma_0}^{\sigma_{k+1}} \wedge \cdots \wedge \omega^{\sigma_n} \wedge dx^{i_{k+1}} \wedge \cdots \wedge dx^{i_n},$$

(5.1)

where:

- the coefficients $T_{\sigma_0,\ldots,\sigma_k,\ldots,\sigma_n}^{i_0,i_{k+1},\ldots,i_n}$ and $T_{\sigma_0,\ldots,\sigma_k,\ldots,\sigma_n}^{i_0,i_{k+1},\ldots,i_n}$ are smooth functions of the variables $(x^i, y^\sigma, y_j^\sigma, y_{jl}^\sigma)$;

- they verify the symmetry properties:

$$T_{\sigma_0,\ldots,\sigma_k,\ldots,\sigma_n}^{i_0,i_{k+1},\ldots,i_n} = (-1)^{|P|+|Q|} T_{\sigma_0,\ldots,\sigma_k,\ldots,\sigma_n}^{i_0,i_{k+1},\ldots,i_n},$$

(5.2)

and

$$T_{\sigma_P(0),\ldots,\sigma_P(k),\ldots,\sigma_P(n)}^{i_0,i_{k+1},\ldots,i_n} = (-1)^{|P|+|Q|} T_{\sigma_0,\ldots,\sigma_k,\ldots,\sigma_n}^{i_0,i_{k+1},\ldots,i_n};$$

(5.3)

here $P$ and $Q$ are permutations of the corresponding indices.

- the following traceless condition is valid:

$$T_{\sigma_0,\ldots,\sigma_k,\ldots,\sigma_n}^{j,i_0,i_{k+1},\ldots,i_n} = 0.$$  

(5.4)

The form $\alpha$ is globally defined by these conditions.

The proof follows directly from Theorem 3.13 is we take note that the condition (3.45) is true in this particular case. Let us remark that the previous tracelessness condition is weaker than the global condition $K\alpha = 0$ introduced in [18], [11].

For the sake of completeness we give below the local form of the closedness condition $d\alpha = 0$.

- for $k \geq 1$:
\[
\partial^{lm}_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+1}} = 0, 
\]
(5.5)

\[
\partial^{lm}_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+1}} + \frac{k + 1}{2(n + 1 - k)} \sum_{p=k+1}^{n+1} (-1)^p \times 
\left( \delta^m_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+1}} + \delta^m_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+1}} \right) = 0, 
\]
(5.6)

- for \( k \geq 2 \):

\[
\frac{1}{k} \left( \partial^{lj}_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+2}} - \partial^{lj}_{\sigma_1,\sigma_3,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+2}} \right) + (B_1 T)^{lj}_{\sigma_1,\sigma_3,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+2}} = 0 
\]
(5.7)

\[
\frac{1}{k} \left( \partial^{lj}_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+2}} + \sum_{p=2}^{k} (-1)^{p-1} \partial^{lj}_{\sigma_0,\ldots,\sigma_p,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+2}} \right) + \frac{1}{n + 2 - k} \sum_{p=k+1}^{n+2} (-1)^{p-1} \delta^j_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+2}}, 
\]
(5.8)

(where we assume that \( T^{i_0}_{i_1,\ldots,i_n} = 0 \) according to the Lepage condition) and

\[
\frac{1}{k} \sum_{p=1}^{k} (-1)^{p-1} \partial^{lj}_{\sigma_0,\ldots,\sigma_p,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+2}} + \frac{1}{n + 2 - k} \sum_{p=k+1}^{n+2} (-1)^{p-1} d_{i_p} T^{lj}_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_{n+2}} = 0. 
\]
(5.9)

These relations are nothing but particular cases of the system (3.17) and (3.18) for \( s = 2 \). As a consequence, one can prove directly that the expressions \( T_{\sigma_0,\ldots,\sigma_k,i_{k+1},\ldots,i_n} \) are at most linear in the second order derivatives. This can be also obtained as a particular case of Corollary 3.10. Moreover one can express all the coefficients of the form \( \alpha \) in terms of the expressions \( T_{\sigma} \); as a consequence we have \( \alpha = 0 \iff T_{\sigma} = 0 \). This is a stronger form of the relation (3.44).

Finally we have the analogue of Theorem 4.1:

**Theorem 5.2** In the conditions of the preceding theorem one can write \( \alpha \) locally as follows:

\[
\alpha = d\theta 
\]
(5.10)

where
\[
\theta = \sum_{k=0}^{n} \frac{1}{k!} \binom{n}{k} \partial_{\sigma_1}^i \cdots \partial_{\sigma_k}^i L_{i_1, \ldots, i_k} \omega^\sigma_1 \wedge \cdots \wedge \omega^\sigma_k \wedge dx^{i_{k+1}} \wedge \cdots dx^{i_n}.
\] (5.11)

Here we have

\[
L_{i_1, \ldots, i_n} = \varepsilon_{i_1, \ldots, i_n} L
\] (5.12)

where \( L \) is a smooth local function depending on the variables \((x^i, y^\sigma, y^\sigma_j)\).

**Proof:** We have from Theorem 4.1 that the form \( \theta \) has the generic expression:

\[
\theta = \sum_{k=0}^{n} L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} \omega^\sigma_1 \wedge \cdots \wedge \omega^\sigma_k \wedge dx^{i_{k+1}} \wedge \cdots dx^{i_n}
\] (5.13)

with \( L \) smooth local functions depending on the variables \((x^i, y^\sigma, y^\sigma_j, y^\sigma_{jl})\).

Now one has from corollary 4.2 (or by direct commutations) the following relations:

\[
\partial_{jl}^\nu L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} = 0,
\] (5.14)

and for \( k = 0, \ldots, n \) we can express the coefficients of the form \( \alpha \) in terms of the functions \( L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} \):

\[
T_{\sigma_0, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} = \frac{1}{k+1} \sum_{p=0}^{k} (-1)^p \partial_{\sigma_p} L_{\sigma_0, \ldots, \sigma_{p-1}, \sigma_{p+1}, \ldots, \sigma_{k}, i_{k+1}, \ldots, i_n} + \frac{1}{n-k} \sum_{p=k+1}^{n} (-1)^k d_{i_p} L_{\sigma_0, \ldots, \sigma_k, i_{k+1}, \ldots, i_{p-1}, i_p, \ldots, i_n},
\] (5.15)

\[
T_{\sigma_0, \ldots, \sigma_k, i_{k+1}, \ldots, i_n}^{i_0} = \frac{1}{k+1} \partial_{\sigma_0}^i L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} + (B_0 L)^{i_0}_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} = \frac{1}{k+1} \partial_{\sigma_0}^i L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} + (-1)^{k+1} \frac{1}{n-k} \sum_{p=k+1}^{n} (-1)^{p-k-1} \delta_{i_p}^{i_0} L_{\sigma_0, \ldots, \sigma_k, i_{k+1}, \ldots, i_{p-1}, i_p, \ldots, i_n}.
\] (5.16)

Now we impose the tracelessness condition from the statement of the preceding theorem and obtain

\[
L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} = (-1)^{k-1} \frac{n-k+1}{k^2} \partial_{\sigma_1}^i L_{\sigma_2, \ldots, \sigma_k, i_1, i_{k+1}, \ldots, i_n}, \quad k \geq 2.
\] (5.17)

From the Lepage condition one gets easily that the condition above is true for \( k = 1 \) also. Now one obtains by induction that:

\[
L_{\sigma_1, \ldots, \sigma_k, i_{k+1}, \ldots, i_n} = \frac{1}{k!} \binom{n}{k} \partial_{\sigma_1}^i \cdots \partial_{\sigma_k}^i L_{i_1, \ldots, i_n}
\] (5.18)
and the proof is finished.

We remark in the end that there are no restriction on the local Lagrangian $L$ other that the independence on the second order derivatives.

5.2 The Case $n = 1$ and $s$ arbitrary

This case was studied in [24], [30], [31] and [12] with minor differences. As before we have:

Let $X$ be a differential manifold of dimension $N = n + 1$ and let $P^s_1 X$ be the associated Grassmann manifold of order $s$. We will denote the local coordinates on it as follows: $x^1 \mapsto t$ and $y^1_1, \ldots, 1_{\text{k-times}} \mapsto y^1_k$ i.e. we have the coordinates $(t, q^0_0, q^1_1, \ldots, q^k_k)$; it is natural to put also:

$$\omega^1_1, \ldots, 1_{\text{k-times}} \mapsto \omega^1_k.$$ 

**Theorem 5.3** In the conditions described above, let $\alpha \in \Omega^s_2 (X)$ closed and verifying the tracelessness and the Lepage conditions. Then one can write it locally as follows:

$$\alpha = T_\sigma \omega^\sigma \wedge dt + \sum_{i+j \leq s-1} T^{ij}_\sigma \omega^\sigma_i \wedge \omega^\nu_j \quad (5.19)$$

with $T_\sigma$, $T^{ij}_\sigma$ smooth functions depending on the variables $(t, q^0_0, q^1_1, \ldots, q^k_k)$ verifying:

$$T^{ij}_\sigma = -T^{ji}_\sigma. \quad (5.20)$$

In this case the form $\alpha$ is globally defined.

The proof follows, as in the preceding theorem, from theorem 3.13 and the observation that the condition (3.45) is verified in this case. We define now the total derivative operator by:

$$d_t \equiv d^t_s \equiv \frac{\partial}{\partial t} + \sum_{j=0}^{s-1} q^\sigma_{j+1} \frac{\partial}{q^\sigma_j} \quad (5.21)$$

and assume that

$$T^{ij}_\sigma = 0, \quad i + j \geq s. \quad (5.22)$$

We explicitate like before the closedness conditions for this local description:

$$\frac{\partial T_\sigma}{\partial q^\nu_s} + 2 T^{s-1,0}_{\nu \sigma} = 0, \quad (5.23)$$

$$\frac{\partial T^{ij}_\sigma}{\partial q^\nu_s} = 0, \quad i, j = 0, \ldots, s - 1. \quad (5.24)$$

$$\frac{1}{2} \frac{\partial T_\sigma}{\partial q^\nu_j} + d_t T^{j,0}_{\nu \sigma} + T^{j-1,0}_{\nu \sigma} = 0, \quad j = 1, \ldots, s - 1, \quad (5.25)$$
\begin{equation}
\frac{\partial T_{\sigma \nu}^{ij}}{\partial q_k^\nu} + \frac{\partial T_{\rho \sigma}^{jk}}{\partial q_i^\sigma} + \frac{\partial T_{\rho \nu}^{ki}}{\partial q_j^\nu} = 0, \quad i, j = 0, \ldots, s - 1,
\end{equation}

These relations follow from (3.17) and (3.18) and imply in particular that the expressions \( T_{\sigma} \) are at most linear in the highest order derivatives \( q^\sigma \).

**Remark 5.4** One can relax the condition (5.22). Indeed one can accept that the form \( \alpha \) is given by the expression (5.19) with the summations restricted only to \( i, j \leq s - 1 \). In that case one obtains from the closedness condition, beside the relations (5.23) - (5.28) above, also:

\begin{equation}
T_{\sigma \nu}^{s-1,j} = 0, \quad j, \ldots, s - 1.
\end{equation}

Now one uses (5.24) to prove by induction that we have in fact (5.22) \cite{31}.

Let us mention two more facts. First, we have from (3.31) in our particular case (or directly from (5.23) - (5.26) + (5.28)):

\begin{equation}
T_{\sigma \nu}^{ij} = -\frac{1}{2} \sum_{k=0}^{s-1-i-j} (-1)^{k+j} \binom{j+k}{k} (d_t)^k \frac{\partial T_{\nu}^\nu}{\partial q_{i+j+k+1}^\nu}.
\end{equation}

so in particular we have \( \alpha = 0 \iff T_{\sigma} = 0 \).

From this expression one can obtain the Helmholtz equations as in Corollary 3.14. They are:

\begin{equation}
\frac{\partial T_{\sigma}^0}{\partial q_j^\nu} = \sum_{k=0}^{s} (-1)^{k-j} \binom{k}{j} (d_t)^k \frac{\partial T_{\nu}^\nu}{\partial q_k^\nu}, \quad j = 0, \ldots, s.
\end{equation}

We also note that the expressions (5.30) from above verify identically the system (5.23) - (5.28). Indeed, only the equation (5.27) should be investigated because the others are used completely in the induction process to obtain (5.30). But it is not very hard to prove that (5.30) verify identically (5.27) \cite{30}, \cite{31}.

Finally we give the analogue of Theorem 4.1 in this case:

**Theorem 5.5** In the conditions of the theorem above one can write \( \alpha \) locally in the form

\begin{equation}
\alpha = d\theta
\end{equation}

where
\[ \theta = \sum_{j=0}^{r-1} L^j_{\alpha} \omega^j. \] (5.33)

Here \( r = [(s+1)/2] \) as before,

\[ L^j_{\alpha} \equiv \sum_{i=0}^{r-1-j} (-1)^i (d_i)^i \frac{\partial L}{\partial q^\sigma_{i+j+1}}, \quad j = 0, \ldots, r-1 \] (5.34)

and \( L \) is a smooth function depending only on the variables: \( t, q^\sigma, q^\sigma_j, \ldots, q^\sigma_r \) which remains arbitrary for \( s = 2r \) and is constrained to be at most linear in \( q^\sigma_r \) for \( s = 2r - 1 \).

The proof is elementary. We provide finally the expressions of the coefficients of the form \( \alpha \) in terms of \( L \):

\[ T^i_{\sigma} = \sum_{j=0}^{r} (-1)^j (d_i)^j \frac{\partial L}{\partial q^\sigma_j} \] (5.35)

(i.e. the usual Euler-Lagrange expressions) and

\[ T^{ij}_{\sigma\nu} = \frac{\partial L^j_{\nu}}{\partial q^\sigma_i} - \frac{\partial L^i_{\sigma}}{\partial q^\nu_i}, \quad i, j = 0, \ldots, s-1. \] (5.36)
6 Conclusions

We first mention that one can use the formalism developed in this paper to analyse higher order Lagrangian systems with Noetherian symmetries, as in [11], [12]. Indeed, if $\phi$ is a diffeomorphisms of the manifold $X$ then one can see that its lift $J^s\phi$ to $P^*_nX$ leaves invariant the subspace of forms appearing in the left hand side of (3.45). This means that we can define a Noetherian symmetry as a map $\phi$ such that $J^s\phi$ leaves the Lagrange-Souriau class invariant. It is to be expected that the computations will be much more difficult than in the two particular cases from the last Section.

Next, we mention that it is not clear if in the general case studied here, the only restriction on the Euler-Lagrange expressions are given by the generalized Helmholtz equations, but it is reasonable to conjecture that this is true.

Last, we remark that the formalism above could be generalised, in principle, to the case when the Euler-Lagrange expressions are not restricted by the condition of linearity in the highest order derivatives, trying for instance to relax the condition (3.5) i.e to factorize $\alpha$ to a smaller subspace.
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