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ABSTRACT

The Turing test for comparing computer performance to that of humans is well known, but, surprisingly, there is no widely used test for comparing how much better human-computer systems perform relative to humans alone, computers alone, or other baselines. Here, we show how to perform such a test using the ratio of means as a measure of effect size. Then we demonstrate the use of this test in three ways. First, in an analysis of 79 recently published experimental results, we find that, surprisingly, over half of the studies find a decrease in performance, the mean and median ratios of performance improvement are both approximately 1 (corresponding to no improvement at all), and the maximum ratio is 1.36 (a 36% improvement). Second, we experimentally investigate whether a higher performance improvement ratio is obtained when 100 human programmers generate software using GPT-3, a massive, state-of-the-art AI system. In this case, we find a speed improvement ratio of 1.27 (a 27% improvement). Finally, we find that 50 human non-programmers using GPT-3 can perform the task about as well as—and less expensively than—the human programmers. In this case, neither the non-programmers nor the computer would have been able to perform the task alone, so this is an example of a very strong form of human-computer synergy.

SIGNIFICANCE STATEMENT

The Turing test inspired generations of computer scientists to try to develop software as intelligent as humans. But we also need, not just more intelligent software, but more intelligent human-computer systems. The test proposed here can help scientifically evaluate and, thus, spur progress in developing such systems. For instance, contests like those that helped develop autonomous vehicles might, in this case, stimulate competition among teams of computer and social scientists developing human-computer systems that perform far better than either people or computers alone. We believe this could benefit our economy and society by fostering the development of software to augment humans rather than just replace them. And in the long run, it might also lead to creating “superintelligent” human-computer systems.
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1 Introduction

Starting in the 1950s, when Alan Turing proposed his famous “Turing test,” he inspired generations of computer scientists with the vision of developing artificially intelligent computers that would someday equal human performance [1, 2]. Substantial progress has been made in realizing this vision, and there have been many studies comparing computer performance to that of humans [3, 4, 5]. But no computer today can equal human performance in all ways, and many experts believe that such an accomplishment is still far in the future [6, 5].

In the meantime, people and computers working together in various ways have become commonplace in many aspects of modern life, and there have been a number of studies evaluating the performance of such human-computer combinations [7, 8, 9]. But it is surprising that there is not yet a widely recognized scientific analog of the Turing test to systematically measure the improvements in how well people and computers together can perform tasks better than either could alone or better than some other relevant benchmark. Such a test could, for example, help stimulate and guide a search for human-computer systems that perform far better than anything we have today.
Here we propose such a test and demonstrate its use in three studies. In the first study, we use it to systematically analyze and compare a number of recent studies of human-computer combinations. Then, in two original human subject studies, we use it to evaluate how people combined with a massive, state-of-the-art AI program can perform a typical software development task. We also discuss various potential uses of this test, including (a) measuring the specialized collective intelligence of human-computer systems, (b) stimulating progress with contests analogous to the autonomous vehicle contests sponsored by DARPA [10, 11], and (c) providing opportunities for collaboration between computer scientists and social scientists to develop and study not only new technologies themselves but also novel ways of combining humans and computers to use these technologies.

2 Approach

There are two simple ideas behind the test we propose:

1. Instead of viewing humans and computers as competitors in performing tasks, view them as collaborators.
2. Instead of viewing human performance as an upper bound, try to maximize the ratio of improvement of the human-computer system relative to some benchmark such as humans only, computers only, or current practice.

To formalize these ideas, we let

\[ X_i = \text{the average performance of a system of type } i \text{ on a given task} \]

\[ \rho = \frac{X_i}{X_j} \]

where the values of \( i \) and \( j \) represent different types of systems such as:

- \( H = \text{human} \)
- \( C = \text{computer} \)
- \( HC = \text{human-computer} \)
- \( B = \text{placeholder for any relevant baseline} \)

With this formulation, when \( \rho > 1 \), the human-computer combination outperforms the baseline, and when \( \rho \gg 1 \) there is substantial benefit. We are particularly interested in maximizing a version of \( \rho \) that measures the synergy [12, 13] between humans and computers, which we define as:

\[ \hat{\rho} = \frac{X_{HC}}{\max(X_H, X_C)} \]

In this case, when \( \hat{\rho} > 1 \), the combination of humans and computers performs better than either alone. In other words, when \( \hat{\rho} > 1 \), there is synergy between the humans and computers.

Of course, to systematically measure any of these kinds of performance, we need to specify the task(s) being performed (e.g., recognizing faces, developing software), the performance dimension(s) being measured (e.g., speed, cost, quality), and details about the types of systems performing the tasks (such as capabilities of the humans and computers and configurations of the human-computer systems). For example, in specifying dimensions of performance to be measured, there are often multiple dimensions that can be traded off against each other (e.g., speed can often be increased by reducing quality). In applying this test, therefore, it is often useful to specify multi-dimensional performance measures such as maximizing speed subject to quality constraints.

It is important to note that these \( \rho \) ratios constitute a measure of effect size called the ratio of means [14, 15, 16]. Like other effect size measures, this ratio quantifies the actual magnitude of an effect as opposed to, for example, t-tests or analyses of variance that quantify the probability a given result could have occurred by chance. Effect size measurements are usually more helpful in evaluating the practical significance of a result, not just its statistical significance, and they are increasingly expected in reports of scientific research (e.g., [17]).

Two important benefits of this particular effect size measurement are:

1. **Intuitive.** The ratio of means corresponds to the intuitive understanding of improvement as a factor or as a percentage – a ratio of 2 indicates a doubling in performance relative to the baseline, and a ratio of 1.5 indicates a 50% improvement. This relationship makes it easier for people, especially those without statistical training, to understand compared to other measures of effect size (such as standardized mean difference or correlation coefficients).
2. *Comparable.* Since the ratio of means is a unitless measure, it is comparable across many different units and scales of measurement. And unlike other measures of effect size, such as standardized mean difference, it does not depend on the number or distribution of results in a given sample, so it is comparable across many different experimental designs and populations.

To use this form of effect size measurement, the $X$’s usually need to be measured on a ratio scale with a “real 0” (see [18, 19] and SI Appendix Sec. S1.1).

It is also helpful to transform measures where smaller values are desirable (such as time and cost) using what we call the *desirable lower bound* transformation, which usually takes the form: $f(X) = \frac{1}{X}$. This makes such measures comparable to ones where larger values are better (such as speed and accuracy). For instance, this transformation converts time into its reciprocal, speed.

It is sometimes also helpful to use what we call the *desirable upper bound* transformation to make values unbounded in the positive direction. For instance, in studies measuring accuracy in human-computer systems, the baseline performance of humans or computers alone may already be greater than 90%. In these cases, without this transformation, the maximum improvement possible would be $\rho = \frac{1}{0.90} = 1.05$. For more on these transformations, see SI Appendix Sec. S1.2.

In the remainder of this paper, we demonstrate the use of these $\rho$ ratios and transformations in three ways. We use them first to systematically analyze 79 previous experiments that compare the performance of human-computer combinations to humans alone and computers alone. Since all these studies were published in 2021, they provide one representation of the current state-of-the-art in combining people and computers. We also illustrate the use of this approach in analyzing two original human subject experiments on a software development task performed by human-computer pairs. In both of these studies, the primary computer component is GPT-3 [20], a massive, state-of-the-art AI system that uses machine learning techniques to produce text that is sometimes strikingly human-like. GPT-3 can also produce other kinds of text, such as the code for computer software, and that is the focus of the studies described here.

## 3 Results

### 3.1 Study 1: Analysis of recent studies that evaluate human-computer performance

People today increasingly look to computers—and especially artificial intelligence—to augment human intelligence in business [21], medicine [22], government [23], and many other aspects of life. But how do we quantify the synergy in this type of collaboration? Do human-computer teams actually achieve better outcomes than either working alone? And what magnitudes of improvement are found in recent research?

To systematically address these questions, we first used the techniques of a systematic literature review [24, 25] to identify the relevant papers published in 2021 in a variety of computing- and social science-related outlets. In particular, we selected papers with one or more original experiments that evaluated computers helping humans perform tasks and that included quantitative measures of the performance of (1) the humans alone, (2) the computers alone, and (3) the human-computer systems.

Using this selection process, we identified a total of 25 papers that met our inclusion criteria, and these papers included a total of 79 unique experimental results. Notably, most of the experimental results evaluate the performance of human-computer teams according to accuracy (63%), but we find a total of 11 different metrics used across all the experiments. These different units make comparisons of human-computer synergy across studies non-trivial — one cannot simply compare an increase of, say, 10% in accuracy, with a decrease of, say, 2 steps needed to complete the task. For more details on the methodology used and papers included, see SI Appendix Sec. S1.1.

To compare and summarize the different results in all these different studies, we calculated the $\hat{\rho}$ ratios as defined above. For metrics in which lower values correspond to better performance, we used the desirable lower bound transformation specified above before computing the ratios. Figure 1 displays the distribution of the results. The values of the ratios range from 0.44 to 1.36, and the mean and median are approximately 1 (mean=0.96, median=0.99). In fact, only 38% of these experimental measurements reflect evidence of positive synergy as indicated by $\hat{\rho} > 1$. (See SI Appendix Table S1 for the values calculated in each case, and SI Appendix Sec. S2.1.5 for various robustness checks.)

In other words, despite the widespread talk of humans and computers dramatically amplifying each other’s strengths [26], we found that, in this sample at least, less than half of the combinations of humans and computers actually achieved performance improvements.

Most of the ratios less than 1.0 come from experiments in which the human-computer systems perform worse than the computer alone according to some measure of accuracy, sensitivity, or specificity [27, 28, 29]. At the bottom of the
distribution, for example, Buçinca et al conduct an experiment in which participants view an image of a meal and must substitute the highest carbohydrate ingredient with a low carbohydrate ingredient still similar in flavor [29]. For this task, the AI algorithm achieves 75% accuracy while the human-AI system only reaches 33% accuracy, and, notably, the poor human-computer synergy occurs despite the cognitive forcing function the researchers designed to elicit an appropriate level of reliance on the AI tool [29].

On the other hand, multiple studies do find evidence of synergistic human-computer systems. For instance, in the study with the highest \( \hat{\rho} \) ratio in our study, Gonzalez et al [30] demonstrate how algorithms can improve human decision-making in open-domain question answering tasks. In their experiment, the condition in which humans work alone achieves an accuracy of 57% and the condition in which the algorithm works alone achieves an accuracy of 50%. But when humans view the model’s prediction, confidence level, and a brief extractive explanation, they achieve an accuracy of 78% and a \( \hat{\rho} \) of 1.36. The authors also find performance improvements when humans only see the model prediction or see different types of explanations, though of slightly lesser magnitudes (1.19 - 1.36).

Most studies, however, find that collaboration does not result in these large magnitudes of performance change — the majority of the experiments in our review lead to ratios near one.

3.1.1 Survey of expert opinion

To contextualize our findings, we conducted a small online survey of researchers actively engaged in empirical studies of human-computer teams. We asked the respondents to estimate three summary statistics about the performance of human-computer teams in studies published in 2021. Figure S4 includes the full text of the questions, and Figures S5 and S6 show the distribution of responses. Given some extreme outliers in the responses, we highlight the median and interquartile ranges (IQRs) as opposed to the mean and standard deviations of the estimates for each question.

Most notably, participants overestimated the average ratio of improvement in the performance of human-computer teams relative to the performance of humans alone or computers alone. Their median estimate was 1.2x (1.05 - 1.5 IQR), versus our finding of 0.96. They also overestimated the greatest ratio of improvement with a median estimate of 2.0x (1.5 - 4.0x IQR), versus our finding of 1.4.

The median response was approximately accurate, however, for the estimate of the percentage of experiments in which the human-computer team performed better (median of 50% (20 - 80% IQR) versus our finding of 38%). Surprisingly, we observe a wide range of responses to all questions, suggesting that even experts in this realm do not currently share a common understanding of the current state of knowledge in the area. For more details about the methods and results of the survey, See SI Appendix Sec. S2.2.
3.2 Study 2: Software generation by human programmers and GPT-3

Study 1 suggests that it may be more difficult to obtain large values of \( \hat{\rho} \) than many people expect. But none of the systems analyzed in Study 1 used the surprisingly powerful new generation of massive AI systems that are pre-trained on vast amounts of text [20, 31]. Might this new generation of technology allow larger ratios of improvement? And regardless of the level of improvement, are there statistical ways to estimate a ratio of means while simultaneously controlling for many other factors?

In Study 2, we address both of these questions in the context of a software development task. The task for subjects in this study is to develop software code in HyperText Markup Language (HTML) that will replicate a web page. The web pages include images, links to external sites, buttons, and text of different sizes and forms (see SI Sec. S3.1 for screenshots).

The subjects in this study are human programmers with expertise in HTML coding. We consider two experimental conditions. In the control condition (human-only or “H”), the human generates all the code using a simple text editor with no AI support. Of course, the text editor is a simple kind of computer support, but for simplicity, we consider this a “human-only” condition because the computer support here is trivial relative to that in the treatment condition.

In the treatment condition (human-computer or “HC”), the human directs the high-level organization of the website using natural language while leaving the detailed code generation to the GPT-3 AI algorithm. The order and conditions in which a given subject sees the two tasks are randomized. For details about GPT-3 and its use here, see SI Sec. S3.2.

We do not test a computer-only (or “C”) condition because we assume that neither GPT-3 nor any other currently available computer system is capable of performing alone the basic task in this study: looking at a purely visual representation of a web page and generating the HTML code needed to produce that web page.

In other words, for Study 2, the conditions are:

- \( H = \text{human programmers with conventional HTML text editor} \)
- \( C = \text{computers (assumed impossible today, so not tested)} \)
- \( HC = \text{human programmers with GPT-3 interface} \)

As a performance measure, we focus on the speed of performing each task, subject to a constraint on the quality of the solutions. More specifically, we test the hypothesis that the combination of humans and computers (HC) can achieve synergy relative to both humans alone (H) and computers alone (C), subject to an acceptable quality constraint (>80% correct submissions). In other words, we hypothesize (pre-registered) that

\[
\hat{\rho} = \frac{X_{HC}}{\max(X_H, X_C)} > 1
\]

and

\[ A_{HC}, A_H > .80 \]

where

- \( X_i = \text{average speed of system } i \)
- \( A_i = \text{accuracy of system } i \) (proportion of submissions above quality threshold)
Since $X_C = 0$ by assumption, our hypothesis about $\hat{\rho}$ reduces to

$$\hat{\rho} = \frac{X_{HC}}{X_H} > 1$$

For more details about the experiment design, see SI Appendix Secs. S3.3 and S3.4.

To see whether the hypothesis was confirmed, we consider two alternative ways of calculating $\hat{\rho}$: (a) the ratio of means method, and (b) the regression method.

### 3.2.1 Ratio of Means method

The most straightforward way to calculate $\hat{\rho}$ is to compute the ratio of the average speeds for the HC and H conditions shown in Table 1(a):

$$\hat{\rho} = \frac{X_{HC}}{X_H} = 1.17$$

We can compute a confidence interval for $\hat{\rho}$ following [32], which shows that the HC condition is significantly faster than the H condition (95% CI: [1.04, 1.32]; see SI Appendix Sec. S3.5.1 for robustness checks). Table 1(a) shows that the accuracy conditions for both conditions are also satisfied ($A_{HC}, A_H > .80$). In other words, this simple test shows that synergy is present in these human-GPT-3 systems.

### Table 1: Speed and quality averages per condition (see Figures S8-S10 for full distributions).

| Condition            | Speed (tasks/min) | Accuracy (%) of successful subjects | # of Observations |
|----------------------|-------------------|--------------------------------------|-------------------|
| (a) Study 2          |                   |                                      |                   |
| Human Only (H)       | 0.027             | 84%                                  | 97                |
| Human-Computer (HC)  | 0.032             | 88%                                  | 97                |
| (b) Study 3          |                   |                                      |                   |
| Human-Computer (HC') | 0.030             | 95%                                  | 96                |

### 3.2.2 Regression method

It is also possible to estimate a ratio of means and its confidence interval while controlling for various other factors such as task, task order, and subject. To do this, the ratio $\hat{\rho}$ can be estimated using the following generalized mixed-effects linear regression:

$$y_{ij} = \beta_0 + \beta_1 C_{ij} + \beta_2 T_j + \beta_3 O_{ij} + v_i + \epsilon_{ij}$$

In this case, we define $y_{ij}$ as the logarithm of speed for the $i$th subject on the $j$th task. This has the benefit of making the regression equation consistent with a multiplicative model of performance that enables us to interpret the exponential of each coefficient as the multiplicative increase in speed due to the different independent variables. It also has the benefit of normalizing the distribution of observed values.

For our purposes, the most important coefficient is $\beta_1 = \log(\hat{\rho})$, the coefficient for the effect of the treatment condition (HC) relative to the control condition (H); $\beta_0$ is the fixed intercept; $\beta_2$ and $\beta_3$ are the fixed coefficients to control for the effect of the task and of the order in which this task occurred (first or second); $C_{ij}$, $T_j$, and $O_{ij} \in \{0, 1\}$ are indicator variables respectively indicating which of the two conditions, which of the two tasks, and which of the two task orders occurred for the $i$th subject and $j$th task; $v_i$ is the random coefficient for the $i$th subject; and $\epsilon_{ij}$ is a Gaussian error term. For more details about the regression specification, see SI Appendix Sec. S3.6.

Our pre-registered hypothesis (https://aspredicted.org/yx5m9.pdf) was that the ratio ($\hat{\rho}$) obtained from the regression would be greater than 1.0 with 95% confidence. As Figure 3 shows, this hypothesis was confirmed with $\hat{\rho} = 1.27$, CI[1.10, 1.48]. In other words, this regression version of the test also shows that the humans and GPT-3 combination obtained statistically significant synergy, improving by about a factor of 1.27 (a 27% improvement) beyond the performance of humans alone. It is interesting to note that, in this case at least, controlling for the other factors such as task and order gives a higher ratio for $\hat{\rho}$ than calculating the simple ratio of means (see SI Appendix Section S3.7 for full regression results and Sections S3.5.2 and S3.5.3 for robustness checks).
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Figure 3: Study 2 regression results. Controlling for factors such as task and order, the humans and GPT-3 combination obtained statistically significant synergy as the performance improved by 27% (a factor of 1.27 with 95% CI of [1.10, 1.48]) relative to the performance of humans alone.

3.3 Study 3: Software generation by human non-programmers and GPT-3

In the previous study, the subjects are experienced human programmers. But how might the results differ for humans without this skill? In Study 3, the subjects are humans who do not know how to code in HTML (“non-programmers,” see SI Section S3.3), and we have only one experimental condition. In this human-computer (HC) condition, the non-programmer subjects do the same two tasks using the same GPT-3 interface as the programmers in Study 2 (see SI Appendix Section S3.2).

The order tasks are presented to subjects is randomized. As before, we assume that computers could not perform this task alone, and we also assume that the non-programmers (who do not know HTML) could not do it themselves alone either.

In other words, for Study 3, the conditions are:

\[ H' = \text{human non-programmers [assumed impossible, so not tested]} \]
\[ C' = \text{computers (assumed impossible, so not tested)} \]
\[ HC' = \text{human non-programmers with GPT-3 interface} \]

Our pre-registered hypothesis for this study was that the proportion of “successful” subjects would be greater than 50% with 95% confidence, where a subject is “successful” if they achieve at least 90% of the total possible points (https://aspredicted.org/yz5m9.pdf). Using the data in Table 1(b), a one-sample proportion test (as specified in our pre-registration) shows that this hypothesis is strongly confirmed \( z = 8.87, p \ll .0001 \).

As before, we also test the hypothesis that \( \hat{\rho} > 1 \), and we observe that

\[ X_{HC'} = 0.030 \text{ tasks per minute} \]
\[ X_H' = X_{C'} = 0 \text{ (by assumption)} \]

Since the denominator of \( \hat{\rho} \) is 0, \( \hat{\rho} \) will, of course, always be undefined, regardless of the value of \( X_{HC'} \). However, in this context, it is reasonable to interpret \( \hat{\rho} \) as an arbitrarily large number, which we denote here as “\( \infty \)”. In other words, we say that

\[ \hat{\rho} = \frac{X_{HC'}}{\max(X_H', X_{C'})} = \frac{0.030}{\max(0, 0)} = \infty \]

In practical terms, this means that non-programmer humans and the GPT-3 computer system have very strong synergy. They can do something together that neither could do at all alone, and this is a very desirable result from the perspective of the \( \hat{\rho} \) test.

3.3.1 Comparing programmers to non-programmers

Since there could be many factors affecting the differences between the populations of programmers and non-programmers in our study, we should be cautious about making causal inferences from a comparison of the results between these two populations. It is, however, interesting to calculate a value of \( \rho \) by comparing the two here.

As before, we do this in two ways. First, using the ratio of means method, we obtain
\[ \rho = \frac{X_{HC}}{X_{HC'}} = 1.07 \]

This suggests that the programmers are slightly faster than the non-programmers, but the confidence interval shows that this is not significantly different from 1 (95% CI: [0.93, 1.24]).

Second, using the regression method, we obtain a similar value for \( \rho \) of 1.015 (\( p = 0.902 \) and 95% CI: [0.81, 1.28]) and the results are also not significant (that is, \( \rho \) is not significantly different from 1). In other words, it appears that not only does using GPT-3 allow the non-programmers in our study to do a task they could not otherwise have done, it allows them to do the task as fast as experienced programmers do. (see SI Appendix Sec. S3.7 for full regression results).

### 3.3.2 Calculating \( \rho \) for cost

We have focused so far on using \( \rho \) to analyze differences in speed, but it is also possible to use it to analyze other performance dimensions. For example, one obvious question here involves cost: If non-programmers are now able to do a task using GPT-3 that previously would have required programmers, could it be more economical to use non-programmers for this task?

To obtain a suggestive answer to this question, we estimated the costs, \( C_i \), of performing the task in condition \( i \) by taking into account (a) the time each subject spent doing the task, (b) the cost of this time based on that subject’s individual hourly rates as shown on the UpWork.com site at the time of the experiment, (c) the number of calls to GPT-3 each subject made, and (d) the average cost of GPT-3 calls at the time of the experiment (see SI Appendix Sec. S3.8 for details). The resulting cost estimates are shown in Table 2.

| Condition                        | Rate/hr | Mins/task | GPT-3 calls | Cost   |
|----------------------------------|---------|-----------|-------------|--------|
| Non-programmers & GPT-3 (\( C_{HC'} \)) | $11.40  | 41.91     | 28.5        | $8.82  |
| Programmers & GPT-3 (\( C_H \))    | $16.28  | 38.00     | 24.0        | $10.57 |
| Programmers alone (\( C_H \))      | $16.28  | 42.47     | -           | $10.92 |

Using the ratio of means method to estimate \( \rho \) for the two conditions in Study 1, we obtain

\[ \rho = \frac{C_{HC}}{C_{HC'}} = 0.97 \]

The result is not significantly different from 1 (95% CI: [0.87, 1.11]). The results of the regression method are similar: \( \rho = 0.890 \) (\( p = 0.109 \) and 95% CI: [0.77, 1.02]). So the use of GPT-3 does not appear to significantly reduce the total cost for programmers developing HTML code in this study.

It is also interesting to calculate a different version of \( \rho \) for the comparison between programmers with GPT-3 in Study 1 and non-programmers with GPT-3 in Study 2. Using the ratio of means method, we obtain

\[ \rho = \frac{C_{HC'}}{C_{HC}} = 1.20 \]

and this is not significantly different from 1 (95% CI: [0.98, 1.47]).

However, when we estimate this version of \( \rho \) using the regression method, we see that the cost for programmers was significantly greater than for non-programmers (\( p = .010 \) and 95% CI: [1.09, 1.81]). In other words, the more sensitive regression test allows us to see that non-programmers using GPT-3 can create the HTML code for websites at significantly less cost than experienced programmers (see SI Appendix Sec. S3.9 for cost regressions). We’ll discuss some of the implications of this finding in the Discussion section.

### 4 Discussion

In this work, we proposed and demonstrated an approach to systematically studying the performance of human-computer systems by focusing on the ratio (\( \rho \)) of improvement that human-computer systems achieve relative to various baselines.
4.1 Summarizing the state-of-the-art in human-computer groups

In Study 1, we used this approach to analyze a comprehensive sample of recently published studies of human-computer systems and found that (a) the average ratio of improvement when humans and computers worked together versus alone was only about 1, which corresponds to no change at all, (b) the majority of experiments (62%) did not observe any performance improvement, and (c) the maximum improvement was less than a factor of 1.36.

Of course, we analyzed only a limited sample of all the potentially relevant studies published over the recent decades, but our tentative explorations of other studies and other years suggest that these results are typical of the broader literature.

These results raise interesting questions: Why aren’t the ratios higher? Why don’t these studies find more synergy between people and computers?

One possible answer is simply that many of the researchers in these studies may have been investigating other issues and not trying to maximize the improvements they achieved with human-computer systems.

Another possible answer is that researchers may have intentionally avoided studying situations where finding a large improvement would have seemed obvious and uninteresting. It would probably seem obvious to computer scientists, for example, that a human programmer using high-level programming languages and standard compiler software can generate useful computer programs much faster than a programmer who had to write only machine language code. And a computer alone could not write the software at all because it wouldn’t even know what to do without instructions from a human. So the combination of people and computers together can generate useful software at a level of performance that would have been impossible for either alone. But researchers might feel that showing this would be so unsurprising as to be uninteresting.

There is also another possible reason why the results in Study 1 aren’t more positive: Perhaps achieving substantial synergies among people and computers is harder than many people think. Perhaps it requires, not just new kinds of software, but also new ways of configuring groups that include people and computers. And perhaps it needs more systematic, focused attention from researchers than it has, so far, received. We hope that the approach we have proposed in this paper can help facilitate that focus.

4.2 Experimenting with a massive, state-of-the-art AI system

While the studies summarized in Study 1 included numerous relatively recently developed AI systems, none of them used the massive GPT-3 system which was only released in mid-2020. Could its surprisingly general capabilities lead to higher values of $\hat{\rho}$ than those summarized in Study 1?

In Study 2, we found that when we used this system to help human programmers generate software, the value of $\hat{\rho}$ was about 1.3, corresponding to a speed improvement of about 30%. This was a statistically significant level of what we define as synergy, and it would have been one of the highest ratios in Study 1. (Even when calculated using the simpler ratio of means method, $\hat{\rho}$ would have been about 90th percentile in Study 1.)

We also found that human non-programmers using GPT-3 were able to do the same task as the programmers even though we assume that neither the human non-programmers nor today’s AI algorithms could have done this task alone. In other words, this human-computer combination is an example of extreme synergy ($\rho >> 1$) where people and computers together can do something neither could do alone.

Finally, we found that, in the samples of programmers and non-programmers we studied, the non-programmers using GPT-3 were able to create websites about as fast and at significantly less cost than the programmers. This would presumably be very desirable for managers and owners of organizations and for the newly-empowered non-programmers themselves. But it might also be seen as a form of deskilling for the programmers whose jobs could now be performed by people with less skill—and for lower compensation [33, 34].

4.3 A complement to the Turing test

As noted in the Introduction, generations of computer scientists have been inspired by the Turing test to try to create computers that can equal human performance. And to a significant degree, the vision of computers that can replicate—and potentially replace—humans has dominated much public discussion and business decision-making in recent years.

But as many observers since at least the 1960s have pointed out, computers can also be used to augment human intelligence, not just to replace it [e.g., [35, 36, 37, 38]]. And, perhaps, our focus on the Turing test has even prevented us from recognizing and developing these possibilities in ways that would have been better for business and society [39, 40].
We believe that the test proposed here, by focusing on and quantitatively measuring the combined performance of people and machines can help correct this imbalance and lead to better economic and societal uses of computers.

**Contests for the best human–computer performance.** For example, one way this test could help stimulate progress is by having contests like the autonomous vehicle contests sponsored by DARPA that were so useful in the development of autonomous vehicles (e.g., [41]). But in this case, the contests would not be about seeing which teams could create computers to equal human performance; they would be about creating human–computer systems to get the highest possible values of $\rho$ for various tasks.

The contest organizers might, for example, identify the task to be done and specify (a) the pool of human participants, and (b) the specific hardware and software platforms that contestants could use. The goal of the contestants would then be to design human-computer systems that would produce the highest values for $\rho$.

Among other things, such contests would provide opportunities for constructive collaborations between computer scientists and social scientists that could be of very substantial practical value. These multi-disciplinary teams would not only develop new algorithms and other technologies but also design and study new ways of configuring human-computer systems to perform various tasks more effectively.

### 4.4 Measuring specialized collective intelligence

In addition to its use in analyzing the performance of human–computer systems, the $\rho$ test can also be thought of as a measure of the collective intelligence of such systems. Even though some measures of collective intelligence focus on a group’s general collective intelligence, that is, the group’s ability to perform a wide range of different tasks [42, 43], it is also possible to measure a group’s specialized collective intelligence, that is, its ability to perform a single, specific task [44]. In this sense, we can view the $\rho$ test as a way of measuring the specialized collective intelligence of human–computer groups compared to relevant baselines.

For instance, each of the experiments in Studies 1, 2, and 3 focuses on a specific task, such as developing software or answering open domain questions. In each of these cases, the $\hat{\rho}$ ratios we calculated can be viewed as measures of the specialized collective intelligence of human–computer groups performing these tasks compared to the specialized individual intelligences of humans and computers doing the same tasks.

More generally, we can also view the $\hat{\rho}$ measure as one simple way of measuring the benefits of having diverse types of intelligence in a group [45]. In other words, instead of just measuring the benefits of combining two types of intelligence (humans and computers) for given tasks, we can use a generalization of $\hat{\rho}$ to measure the benefits of combining other types of intelligent actors, such as men and women [42], people with different cognitive styles [46], or even people and animals [47]. To do this, we could generalize the numerator of $\hat{\rho}$ to be the performance of a diverse group (e.g., visual thinkers and abstract thinkers together) and the denominator to be the maximum performance of homogeneous groups (e.g., visual thinkers only and abstract thinkers only). Then, $\hat{\rho}$ would measure the benefits of the diverse group compared to the homogeneous groups.

And in all these cases, the various $\rho$ measures have the benefits of intuitiveness and comparability described above.

### 4.5 Conclusion

In summary, we hope that by scientifically measuring the performance of human–computer systems, the test we have proposed here will spur progress in developing such systems and in using them much more widely in our economies and societies. We also hope that such systems may someday be so much more effective than what we have today that we will call them “superintelligent.”
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Supplementary Information

S1 Approach

S1.1. When is the ratio of means a useful measure of effect size?

The basic requirement for a ratio of means to be appropriate is that the \( X \)'s be measured on a ratio scale \[1\] with a “real 0” that signifies the absence of whatever is being measured \[2\]. For instance, a measure of 0 for length, weight, or speed signifies the absence of those qualities, and an object that is 2 meters long is twice as long as one that is 1 meter long. But an object that has a temperature of \( 100^\circ \text{F} \) on the Fahrenheit scale is not, in any useful sense, twice as hot as one that is \( 50^\circ \text{F} \). (This would be true, however, if the temperatures were measured on the Kelvin (K) scale which has an absolute 0.)

However, there are cases that are not strictly ratio scales within the Stevens taxonomy \[1\], but where a ratio of means measurement can still be useful. For example, proportions (including percentages and probabilities) don’t satisfy Stevens’s strict criteria for a ratio scale \[3, 4\]. One cannot, for instance, double a percentage without distorting its meaning. And when a student gets a 0 on a test, that doesn’t necessarily mean that the student has no knowledge whatsoever of the subject to which the test pertains. But it is still often useful to analyze ratios of means for proportions, and we do so here.

In fact, it may even be useful to analyze ordinal data (such as Likert scales) with a ratio of means. For instance, Stevens himself, who formulated the widely used taxonomy of scale types, said, “As a matter of fact, most of the scales used widely and effectively by psychologists are ordinal scales. In the strictest propriety the ordinary statistics involving means and standard deviations ought not to be used with these scales... On the other hand, ... there can be invoked a kind of pragmatic sanction: in numerous instances it leads to fruitful results” \[5, 4\]. Examples of treating data from ordinal scales as ratio scales in this way include \[6, 7\], and we do so here.

Another factor to consider in judging whether analyzing the ratio of means is appropriate in a given situation is whether the underlying process being measured can be usefully modeled as a multiplicative, rather than additive, process. For example, in Sec. S3.6 below, we provide a simple and very general model of performance as a multiplicative function of factors such as the ability of subjects and the difficulty of tasks.

S1.2. Metric transformations

S1.2.1. Desirable lower bound

The full version of the desirable lower bound transformation is

\[
f(X) = \frac{1}{X - X_{\text{min}}} \]

where the lower bound of \( X_{\text{min}} \) is usually 0. In cases where the lower bound is not 0, this transformation automatically rescales the original metric to have a lower bound of 0. And the transformed metric has a lower bound of 0 as \( X \) approaches \( \infty \).

As noted in the main text, this transformation is useful to make metrics where lower values are more desirable comparable to ones where higher values are better. It also has a side effect of emphasizing small improvements as the lower bound is approached (see Sec. S1.2.3 below).

S1.2.2. Desirable upper bound

To derive the desirable upper bound transformation, we begin by rescaling \( X \) so that its transformed upper bound is 1:

\[
X' = f(X) = \frac{X}{X_{\text{max}}} \]

where \( X_{\text{max}} \) is the original upper bound. Then we further transform the resulting value with an equation that is symmetrical to the one for the desirable lower bound transformation. In other words, we take the reciprocal of the distance to the bound:

\[
f'(X') = \frac{1}{1 - X'} .
\]
But this transformation has the disadvantage that its minimum when \( X' = 0 \) is 1, which means that the transformed values would not have a "real 0." So to correct for this, we use a different transformation which subtracts 1:

\[
\begin{align*}
  f''(X') &= \frac{1}{1-X'} - 1 \\
  &= \frac{1}{1-X'} - \frac{1}{\frac{1}{1-X'}} \\
  &= \frac{X'}{1-X'}.
\end{align*}
\]

Interestingly, this transformation is equivalent to the calculation of odds used in calculating an odds ratio. That means that the ratio of means effect size measurement with this transformation is equivalent to an effect size measurement with an odds ratio [8].

**Effect of the desirable upper bound transformation.** Another interesting feature of the desirable upper bound transformation is that it always makes the \( \rho \) and \( \hat{\rho} \) ratios more extreme, that is, further from 1.

To see why analytically, first note that the transformation does not change which element in the denominator of \( \hat{\rho} \) will be the maximum because the transformation does not change the inequality relationship between any two variables \( a \) and \( b \).

To see this, let

\[
\begin{align*}
  a' &= \frac{a}{1-a} \\
  b' &= \frac{b}{1-b}
\end{align*}
\]

Then, if \( a > b \), the numerator of \( a' \) is greater than the numerator of \( b' \), and the denominator of \( a' \) is less than the denominator of \( b' \), so \( a' > b' \). Similar reasoning applies for \( a < b \), and \( a = b \).

Now to see that the transformation increases the distance of a \( \rho \) ratio from 1, let

\[
\begin{align*}
  \rho &= \frac{x}{y} = \text{ratio of the untransformed values} \\
  \rho' &= \frac{x'}{y'} = \text{ratio of the transformed values} \\
  R &= \frac{\rho'}{\rho} = \frac{\frac{x'}{y'}}{\frac{x}{y}} = \frac{1-y}{1-x}
\end{align*}
\]

Thus, if \( x > y \), then \( R > 1 \), and the ratio of the transformed values is greater than the ratio of the untransformed ones (i.e., further above 1). The opposite is true when \( x < y \). And if \( x = y \), then \( R = 1 \), and the ratio of the transformed values equals the ratio of the untransformed ones.

**S1.2.3. Emphasizing small improvements near a bound**

A potential benefit of both the upper and lower bound transformations is that they **emphasize small improvements as a metric approaches its desirable limit.** This can be especially useful when approaching a limit is both increasingly difficult and increasingly desirable.

For example, if \( X \) represents the proportion of lives saved by a medical treatment, the fraction of airplane accidents prevented, or the number of costly failures in critical infrastructures (such as computer servers), then it can be both extremely difficult and extremely valuable to approach the limits in these situations.

In other situations, however, small changes near a limit may have no particular value. For instance, in producing a product with limited demand (such as a customized report), the benefit of reducing the cost from $0.01 to $0.001 may be irrelevant even though it produces a factor of 10 improvement according to the transformed metric.
S2 Study 1

S2.1. Systematic review and analysis

S2.1.1. Search strategy

To select the studies for our analysis, we followed the procedures of a systematic review [9, 10]. As such, we began by developing the search string and distilling the facets of studies that evaluated the performance of a human-computer system. We required the following: (1) a human component, (2) a computer component, (3) a collaboration component, and (4) an experiment component. Given the multidisciplinary nature of our research question, papers published in different venues tended to refer to these components under various names [11, 12]. To ensure comprehensive coverage, we compiled a list of synonyms and abbreviations for each component and then combined these terms with Boolean operations, resulting in the following search string:

1. Human agent: “human” OR “expert” OR “participants”
2. AI agent: “AI” OR “artificial intelligence” OR “ML”, or “machine learning”
3. Collaboration: “collaboration” OR “teamwork” OR “combination” OR “complement” OR “synergy” OR “assist” OR “aid” OR “hybrid” OR “loop”
4. Experiment: “experiment” OR “user study” OR “user evaluation” OR “empirical study”

Search term: (1) AND (2) AND (3) AND (4)

We performed this search in the Association for Computing Machinery Digital Library (ACM DL), Institute of Electrical and Electronics Engineers Xplore Digital Library (IEEE Xplore), Association for Information Systems eLibrary (AISel), Web of Science, and arXiv to encompass the major computer science, engineering, information systems, and social science conferences and journals. To focus on current forms of artificial intelligence, we limited the search to studies published in 2021.

S2.1.2. Selection criteria

Next, we applied the following criteria to select studies that fit our research questions. Specifically, the paper needed to include an original experiment that evaluated some instance in which a computer helped a human perform a task, and it needed to report the performance of (1) the human alone, (2) the computer alone, and (3) the human-computer team according to some quantitative measure(s). As such, we excluded meta and literature reviews, commentaries, opinions, and simulations. Furthermore, we required the study to be written in English.

Through these selection criteria, we identified 20 relevant papers from the initial search. Among this set, we performed a forward and backward search, which found 5 new studies to include in our final review. Notably, most of these papers reported the results of multiple experiments, so our final list included 25 unique papers and 79 unique experimental measurements.

S2.1.3. Data extraction

To address our research questions, we extracted the performance measure(s) for each experiment in each study and recorded the performance of the human alone ($X_H$), the computer alone ($X_C$), and the human–computer team ($X_{HC}$) according to the measure(s) reported in the paper. Note that if the authors assessed performance in a single experiment according to multiple metrics (e.g., specificity and sensitivity), then we included all the different metrics as separate entries in our data. For each metric, we also calculated $\hat{\rho}$, which included the desirable lower bound transformation wherever applicable, and $\hat{\rho'}$, which included both the desirable lower bound and upper bound transformations wherever they were applicable. Table S1 summarizes our results.

| Study | Task                  | Measure | $X_H$ | $X_C$ | $X_{HC}$ | $\hat{\rho}$ | $\hat{\rho'}$ |
|-------|-----------------------|---------|-------|-------|----------|---------------|---------------|
| [13]  | Answer questions       | Accuracy| 57%   | 50%   | 78%      | 1.36          | 2.59          |
| [13]  | Answer questions       | Accuracy| 57%   | 50%   | 76%      | 1.32          | 2.32          |
| [13]  | Answer questions       | Accuracy| 57%   | 50%   | 75%      | 1.31          | 2.21          |
| [13]  | Answer questions       | Accuracy| 57%   | 50%   | 71%      | 1.25          | 1.86          |
| [13]  | Answer questions       | Accuracy| 57%   | 50%   | 70%      | 1.23          | 1.78          |
| [13]  | Answer questions       | Accuracy| 57%   | 50%   | 68%      | 1.19          | 1.60          |
| [14]  | Teach students math concept | Accuracy| 35%   | 51%   | 60%      | 1.18          | 1.44          |
Detect objects in an image	Recall 77% 64% 89% 1.17 2.55
Label visible car scratches	Recall 51% 43% 59% 1.16 1.40
Label visible car scratches	Precision 53% 53% 61% 1.15 1.40
Detect multiple objects in an image	Recall 77% 64% 86% 1.12 1.82
Detect deepfakes	Accuracy 66% 65% 73% 1.11 1.39
Label data	Accuracy 72% 44% 79% 1.10 1.46
Label data	Accuracy 72% 59% 78% 1.08 1.38
Classify conservation images	Accuracy 58% 50% 62% 1.06 1.16
Detect multiple objects in an image	Recall 77% 64% 80% 1.05 1.24
Classify images	Accuracy 68% 77% 80% 1.04 1.20
Classify images	Accuracy 68% 77% 80% 1.04 1.19
Classify conservation images	Accuracy 58% 50% 60% 1.03 1.09
Classify endoscopic images	Sensitivity 93% 89% 96% 1.03 1.75
Detect multiple objects in an image	Precision 98% 86% 97% 0.99 0.78
Detect multiple objects in an image	Precision 98% 86% 96% 0.99 0.70
Classify conservation images	Accuracy 58% 50% 58% 0.99 0.98
Annotate image	Accuracy 95% 88% 94% 0.99 0.79
Judge truthful and deceptive statements	AUC 52% 75% 74% 0.99 0.95
Annotate image	Accuracy 95% 88% 94% 0.99 0.76
Play kitchen game	Steps 37.82 34 38.4 1.01 0.89
Detect if Titanic passenger survived	Accuracy 72% 75% 77% 1.01 1.06
Classify programming problems	F1 3.74 3.68 3.77 1.01 1.03
Play kitchen game	Steps 23.86 20 24.04 1.01 0.83
Predict violation of pretrial release terms	Accuracy 56% 55% 56% 1.01 1.01
Answer conversational questions	Quality 3.74 3.87 3.89 1.01 1.02
Predict recidivism	Accuracy 55% 56% 56% 1.00 1.01
Predict recidivism	Accuracy 55% 56% 56% 1.00 1.00
Segment heart images	Dice 0.92 0.92 0.92 1.00 1.00
Classify images	Accuracy 72% 77% 77% 1.00 0.98
Predict violation of pretrial release terms	Accuracy 56% 55% 56% 0.99 0.99
Detect multiple objects in an image	Precision 98% 86% 97% 0.99 0.78
Detect multiple objects in an image	Precision 98% 86% 96% 0.99 0.70
Classify conservation images	Accuracy 58% 50% 58% 0.99 0.98
Annotate image	Accuracy 95% 88% 94% 0.99 0.79
Judge truthful and deceptive statements	AUC 52% 75% 74% 0.99 0.95
Annotate image	Accuracy 95% 88% 94% 0.99 0.76
Play kitchen game	Steps 37.82 34 37.14 0.98 0.92
Detect multiple objects in an image	Precision 98% 86% 96% 0.99 0.98
Classify endoscopic images	Sensitivity 85% 91% 89% 0.98 0.82
Judge truthful and deceptive statements	Accuracy 50% 69% 67% 0.97 0.91
Annotate clinical text	Recall 76% 83% 80% 0.96 0.82
Play kitchen game	Steps 23.86 20 22.99 0.96 0.87
Classify images	Accuracy 72% 77% 74% 0.96 0.85
Predict person’s profession	Accuracy 68% 77% 74% 0.96 0.85
Predict person’s profession	Accuracy 68% 77% 73% 0.95 0.82
Predict risk of fraud payment transactions	Accuracy 62% 57% 59% 0.95 0.87
Mouselab-MDP	Score 28.41 39.69 36.8 0.93 0.09
Answer conversational questions	Quality 3.74 3.1 3.45 0.92 0.75
Annotate clinical text	Recall 76% 83% 76% 0.92 0.65
Predict risk of fraud payment transactions	Accuracy 62% 57% 57% 0.91 0.80
Predict recidivism	Accuracy 60% 66% 59% 0.91 0.77
Predict violation of pretrial release terms	Accuracy 61% 68% 62% 0.90 0.74
Answer conversational questions	Quality 3.74 2.84 3.35 0.90 0.68
Predict recidivism	Accuracy 60% 66% 59% 0.89 0.75
Classify endoscopic images	Specificity 85% 91% 89% 0.98 0.82
Judge truthful and deceptive statements	Accuracy 50% 69% 67% 0.97 0.91
Annotate clinical text	Recall 76% 83% 80% 0.96 0.82
Play kitchen game	Steps 23.86 20 22.99 0.96 0.87
Classify images	Accuracy 72% 77% 74% 0.96 0.85
Predict person’s profession	Accuracy 68% 77% 74% 0.96 0.85
Predict person’s profession	Accuracy 68% 77% 73% 0.95 0.82
Predict risk of fraud payment transactions	Accuracy 62% 57% 59% 0.95 0.87
Mouselab-MDP	Score 28.41 39.69 36.8 0.93 0.09
Answer conversational questions	Quality 3.74 3.1 3.45 0.92 0.75
Annotate clinical text	Recall 76% 83% 76% 0.92 0.65
Predict risk of fraud payment transactions	Accuracy 62% 57% 57% 0.91 0.80
Predict recidivism	Accuracy 60% 66% 59% 0.91 0.77
Predict violation of pretrial release terms	Accuracy 61% 68% 62% 0.90 0.74
Answer conversational questions	Quality 3.74 2.84 3.35 0.90 0.68
Predict recidivism	Accuracy 60% 66% 59% 0.89 0.75
Classify endoscopic images	Specificity 65% 91% 81% 0.89 0.47
Predict violation of pretrial release terms	Accuracy 61% 68% 61% 0.89 0.71
Diagnose dermatologic conditions	Accuracy 46% 66% 58% 0.88 0.71
Classify recyclables	Accuracy 86 94.50 82.5 0.87 1.00
Predict person’s profession	Accuracy 64% 84% 73% 0.87 0.52
Predict person’s profession	Accuracy 64% 84% 72% 0.86 0.50
Mouselab-MDP	Score 4.17 6.97 5.95 0.85 0.59
Mouselab-MDP	Score 22.85 29.77 24.54 0.82 0.03
Predict risk of fraud payment transactions	Accuracy 62% 57% 51% 0.82 0.64
Classify recyclables	Accuracy 86 55.00 68 0.79 1.00
Judge truthful and deceptive statements	Accuracy 50% 69% 51% 0.74 0.47
S2.1.4. Is this a meta-analysis?

The goal of a standard meta-analysis is to estimate the “true” value of an underlying parameter (such as the beneficial effect of a particular drug) by calculating a weighted average of different measurements of that parameter from different studies [37]. In that sense, our study is not a standard meta-analysis because we did not attempt to construct a weighted average of the results from different studies. Instead, we did a very simple kind of meta-analysis in which we summarized the ratios from all the different studies by displaying their distribution and by reporting their median and (unweighted) mean.

We did not attempt to compute weightings of the different studies because the studies we analyzed covered many different combinations of tasks, subjects, and technologies, and each combination could be expected to have a different “true” value for $\rho$. Thus any attempt to estimate a single underlying parameter for them all would be roughly analogous to trying to estimate the average weight of all the animals on earth—from tiny micro-organisms to large mammals. Even if one attempted to do this, it’s not clear whether one should weight different measurements based on (a) the statistical uncertainties in each measurement (as is common in standard meta-analyses), (b) the estimated number of animals of each type on earth, or (c) some other weightings. Furthermore, even if it were appropriate to estimate a single underlying value using the statistical techniques common in meta-analyses, most of the studies we analyzed did not include enough data to calculate such weighting statistics.

We do still believe, however, that this simple way of displaying and summarizing the ratios from recent studies provides novel and informative insights that set the stage for many kinds of future research.

S2.1.5. Robustness checks

Effect of including multiple experimental measurements per paper. In our main results, we include all experimental results from every study in our analysis. Here, we also perform the analysis on only one experimental result per study, selecting the result that leads to the highest ratio (Figure S2). By construction, among this subset of experiments, a larger proportion report findings of human-computer synergy according to the definition of a performance ratio greater than one (56% versus 38%), and the average and median ratios are slightly higher (0.98 versus 0.96 and 1.01 versus 0.99, respectively). As such, our main findings still hold – a surprisingly small number of studies find evidence of human-computer synergy, and those that do find surprisingly small performance improvements.

Effect of metric transformations. To evaluate the effect of the metric transformations, we separately looked at the distribution of ratios for measures in which smaller values indicate better performance (desirable lower bound) and the distribution of ratios for measures in which larger values indicate better performance (desirable upper bound).

---

### Table S1: Summary of studies in review.

| Task Description                  | Measure 1 | Measure 2 | Measure 3 | Measure 4 | Measure 5 |
|-----------------------------------|-----------|-----------|-----------|-----------|-----------|
| Judge truthful and deceptive     | AUC       | 52%       | 75%       | 49%       | 0.65      | 0.32      |
| Judge truthful and deceptive     | Accuracy  | 36%       | 67%       | 37%       | 0.55      | 0.29      |
| Prescribe drug                    | Accuracy  | 36%       | 67%       | 36%       | 0.54      | 0.28      |
| Prescribe drug                    | Accuracy  | 36%       | 67%       | 35%       | 0.53      | 0.27      |
| Prescribe drug                    | Accuracy  | 36%       | 67%       | 34%       | 0.51      | 0.25      |
| Edit food ingredients             | Accuracy  | 17%       | 75%       | 35%       | 0.47      | 0.18      |
| Edit food ingredients             | Accuracy  | 17%       | 75%       | 33%       | 0.44      | 0.16      |
The dotted lines correspond to the mean of the ratios. Only four experimental results in our review involve a metric with a desirable lower bound, namely the number of steps required to complete a task (see Figure S3a). In this case, the transformation serves three functions: (1) it inverts the measure such that larger values correspond to better performance, (2) it changes which of the baselines in the denominator (human only or computer only) is selected for comparison, and (3) it rescales the measure so that small differences near the lower bound of 0 have a larger effect. Since the computer outperforms the human-computer team in all these experiments, the transformed ratios all fall below one, and the changes in magnitude from the untransformed values are relatively small.

The remaining experimental results all pertain to metrics with desirable upper bounds. As noted in Sec. S1.2, the effect of this transformation is to rescale the ratios to be further from 1, and this effect is visible in Figure S3b. As such, among this set, the percentage of experiments that exhibit human-computer synergy as defined by a ratio greater than one remains unchanged. While the transformation widens the distribution of rho values, the median stays relatively the same (0.92 with versus 0.96 without the transformations) as does the mean (0.98 with versus 0.99 without the transformations).

Figure S2: The distribution of performance ratio values from all experimental results ($n = 79$) and the top result per study ($n = 25$). The dotted lines correspond to the mean of the ratios.

(a) The distribution of ratios from experimental results with desirable lower bounds ($n = 4$). (b) The distribution of performance ratios from experimental results with desirable upper bounds ($n = 75$).

Figure S3: The distribution of performance ratios from experimental results with and without transformations. The dotted lines correspond to the mean of the ratios.

S2.2. Survey

To contextualize the findings from our review, we conducted an online survey with researchers actively pursuing empirical studies of human-computer teams. In this section, we detail the survey design and evaluation, which follow the guidelines presented in [38, 39].
S2.2.1. Participant selection

To target researchers with deep knowledge of human-computer teams, we sent the survey to the authors of the papers included in our review as well as authors from 2 additional papers that were later removed from our analysis because they did not include performance data for computers alone. Since this set only includes studies published in the past year (2021), we expect these people to possess knowledge of the current state of the field. Note that other studies such as [40] and [41] perform similar strategies to elicit expectations from practitioners and researchers. We sent emails to each author (n = 133), but 11 addresses were no longer active, so we only delivered 122 invitations to complete the survey. Additionally, we sent a friendly reminder about the survey after one week and two weeks. After three weeks, we closed the survey. We incentivized participation with a raffle for a $200 Amazon gift card.

S2.2.2. Survey design

The first block of the survey presented a consent form with information about the context of the study, expected completion time, and related matters. In the next block, subjects answered the questions shown in Figure S4. We asked for their responses via text boxes to mitigate potential anchoring effects [42], and we only allowed them to submit numeric answers. The final block of questions collected demographic information such as level of education, occupation, and general research discipline. We made all questions optional, and we implemented the survey using Qualtrics.

![Figure S4: Screenshot of the survey page with questions for the participants.](image-url)
S2.2.3. Participant demographics

A total of 49 people completed the survey for a response rate of 40%. Figure S5 provides an overview of the demographics of the participants. Most respondents were currently pursuing or had already received a graduate degree, and most specialized in computer science.

(a) Participant highest level of education.  
(b) Participant occupation.  
(c) Participant research area.

Figure S5: Participant demographic information.

S2.2.4. Survey results

Figure S6 illustrates the distribution of the responses to the questions in the survey. Given the number of extreme outliers in the responses, we highlight the median and interquartile ranges (IQRs) as opposed to the mean and standard deviations of the estimates for each question [43]. When asked to consider studies published in 2021 that evaluate some instance in which a computer helps a human perform a task, the median estimate of the percentage of experiments in which the human-computer team performed better than either the human or computer alone was 50% (20 - 80% IQR). The median estimate of the average ratio of improvement was 1.2x (1.1 - 1.5x IQR), and the median estimate of the maximum ratio of improvement was 2.0x (1.5 - 4.0x IQR).

(a) The percentage of experiments in which the human-computer team performed better than either the human or computer alone.  
(b) The average ratio of improvement in the human-computer team performance relative to the human or computer performance alone.  
(c) The greatest ratio of improvement in the human-computer team performance relative to the human or computer performance alone.

Figure S6: The distribution of participant responses to the questions in our survey. Note that for readability purposes, (b) does not display one participant’s estimate of 20, and (c) does not display two participants’ estimates of 50 and 100.

S3 Studies 2 and 3

S3.1. Web pages

To represent the space of possible web pages, we used two sample pages that varied in difficulty:

1. “Saving Planet Earth” (Fig. S7a) was designed by us and contains 27 components used in scoring the correctness of the code generated.
2. “Conference Website” (Fig. S7b) was adapted and simplified from a task given towards the end of an HTML course called Learn to Code (https://learn.shayhowe.com/practice/adding-media/index.html) and contains only 13 components.

In addition to the visual images shown in the figures, each image also included pop-up messages to specify the details of active elements such as buttons and links. Subjects could see these messages by rolling their mouse over the images.
S3.2. GPT-3

S3.2.1. GPT-3 description

GPT-3 stands for “Generative Pre-trained Transformer 3” [44]. It is a massive AI system that uses autoregressive machine learning techniques to generate many kinds of text. With over 175 billion parameters, it was extensively trained on a vast corpus of text including all of Wikipedia, many books, and much more material from the Internet. It has outperformed existing state-of-the-art models in many benchmarks. Particularly impressive and relevant is its performance in the few-shot domain, where the model is conditioned to a specific task by providing only a few examples.

S3.2.2. Use of GPT-3 in these studies

We developed special software for our subjects to use as an interface to GPT-3. This software uses the OpenAI API to interface with GPT-3, and it provides two primary additional features:

1. **Parameters and prompts.** To perform specific tasks, GPT-3 needs some detailed parameters and (usually) some examples to indicate what kinds of text outputs the system should generate in response to various kinds of inputs. See Sec. S3.2.3 for details of the parameters and examples we provided.

2. **User interface.** The user interface for GPT-3 that was used by subjects in both studies is shown in Figure 3. It works as follows: First, the human subject describes in English text a component needed in the web page (e.g., “Green button that says ‘Learn More’” as shown in the upper left corner of Figure 3). Then the GPT-3 system automatically generates the HTML code needed to produce that component (e.g., the code shown in the lower left corner of Figure 3). And, simultaneously, the interface we created adds that component to the replica of the web page shown on the right side of the screen (e.g., the green button shown in the middle of Figure 3). If the human thinks the displayed component is correct, the human can then move that component to its proper location in the replica of the web page. If not, the human can (a) delete the component and try again to describe in English what the component should be, or (b) modify the HTML code directly (if the human knows enough to do so).

S3.2.3. GPT-3 Parameters and Prompts

For all our experiments we used the OpenAI API with the Davinci engine, a temperature of 0.3 and a max_token length of 512.

*Conditioning* GPT-3 is conditioned by prompting where each prompt includes a natural language description that the user would type followed by the HTML that would be returned by GPT-3:

- “Hello world button”
  `<button style="padding: 12px 24px; border: 1px solid lightgray; background-color: whitesmoke; border-radius: 4px; font-size: 14px; color: black; font-weight: normal;">Hello World</button>`

- “Pink button that says Banana with white text color”
  `<button style="padding: 12px 24px; border: 1px solid lightgray; background-color: pink; border-radius: 4px; font-size: 12px; color: white; font-weight: normal;">Banana</button>`

- “Large Google Pixel button with no background”
  `<button style="padding: 12px 24px; border: 1px solid lightgray; background-color: transparent; border-radius: 4px; font-size: 24px; color: black; font-weight: normal;">Google Pixel</button>`
S3.3. Subjects

S3.3.1. Recruiting

Subjects were recruited from the online labor market UpWork.com. For the posting requesting programmers (“coders”), 100 subjects were recruited, and for the one requesting non-programmers (“non-coders”), 50 were recruited.

The following postings were used to recruit subjects:

Non-Coders Needed For Web Experiment (Open to all with no coding background)

"We are MIT researchers doing experiments on tools that help create websites. We are looking for non-coders that can help us test our interface. If you are a coder, look for our other job here https://www.upwork.com/ab/applicants/1425936000678547456/job-details.

Your job will be to replicate a couple of website mockups. We estimate this would take 45 mins - 1.5hrs of your time for the whole job. We might also want to discuss your experience during the task to improve it.

If you perform well on this job, we will prioritize you for similar future projects.

To be a good fit for this project you should have no experience with coding (If you code, you should look and will do better by doing the “Website Mockup Replication in HTML (For Coders)” experiment).

You will receive a base pay of $10 dollars and will receive a bonus of $10 dollars for each problem you get correctly amounting to up to $30 dollars for the two problems.

You will complete this job using the special interface we provide. The link to the interface will be sent to you once we have accepted you for the job.

If you are interested in this project, please submit a proposal."
Frontend Web Developer Needed For Experiment

"We are MIT researchers doing experiments on tools that help create websites. We are looking for coders with experience in HTML and CSS to test our interface. Your job will be to replicate a couple of website mockups. We estimate this would take 45 mins - 1.5 hrs of your time for the whole job. We may also want to discuss your experience with the task to improve it. If you perform well on this job, we will prioritize you for similar future projects. To be a good fit for this project you should have experience coding in HTML and CSS. You will receive a base pay of $10 dollars and will receive a bonus of $10 dollars for each problem you get correctly amounting to up to $30 dollars. You will complete this job using the special interface we provide. The link to the interface will be sent to you once we have accepted you for the job. If you are interested in this project, please submit a proposal."

S3.3.2. Screening

The status of subjects as programmers or non-programmers was confirmed by using text message conversations with the subjects and by reviewing their resumes and biographical information on UpWork. The software interface used in the experiment also asked the subjects to self-classify as a programmer (“coder”) or non-programmer (“non-coder”). Subjects who did not self-classify for the group they were recruited for were not included in the study.

S3.3.3. Instructions and incentives

All subjects were provided with the following instructions:

“In this experiment, you are asked to solve two different problems. The main goal of each problem is to try and replicate a mockup website as accurately as possible. You can receive up to $30 for participating in this experiment.

• The base amount will be $10 for completing both problems.
• You will receive an additional bonus of up to $10 dollars per problem, conditional on getting it right and depending on how fast you do it. Before starting the actual problem you will have some time with a practice mockup to get familiar with the interface, so that you don’t lose your time in the actual problem when it counts towards the amount of bonus you get (the faster you do it the bigger the bonus)."

Training Session. Subjects were encouraged to practice using a simple example web page they could try to replicate with unlimited time. The performance on this training session was not evaluated. Subjects were additionally provided with videos of how to interact with the interface.

Payment. Each subject received a base payment of $10 for participating in the experiment. They received no bonus for incorrect submissions. For correct submissions, their bonus was determined according to the following rule:

• $10.00 if done more than 10 minutes faster than the average
• $7.50 if done between the average and 10 minutes faster than the average
• $5.00 if done in a time between the average and 10 minutes slower than the average.
• $2.50 if done more than 10 minutes slower than the average.

Note that this detailed payment rule was not provided to the subjects. They received only the instructions specified above.

S3.4. Scoring quality of code generated

S3.4.1. Evaluating the correctness of code generated

The correctness of the code generated for each page was scored based on the total number of components in the page. A component was defined as one individual HTML element (e.g., a button or a link), and each component was worth a maximum of 4 points, one point each for:

• position relative to the overall frame of the webpage (0.5 points if the position is slightly off).
Since each component was worth a maximum of 4 points, the image in Fig. S7a was worth 27x4 = 108 points, and the one in Fig. S7b was worth 13x4 = 52 points. We consider a submission “correct” if it receives at least 90% of the maximum number of points available for it.

All the code generated was evaluated by the same person for consistency. A second person rated 10% of the code submissions to measure inter-rater reliability. As expected, following the rubric, both raters had an almost perfect overlap never differing by more than one point out of the 52 and 108 total points per web page.

S3.4.2. Quality threshold

For accuracy, we calculate the proportion of submissions which are correct as defined above, and we expect at least 80% of submissions in a condition to be “correct.”

S3.4.3. Level of effort

For all analyses, we excluded any subjects who didn’t put in effort, defined as spending less than 10 minutes and using less than 7 calls to GPT-3 for the “human-computer” (“HC”) condition; and as spending less than 10 minutes and generating less than 15 lines of code for the “human-only” (“H”) condition. These are reasonable numbers below which the task cannot be performed.

These criteria led to excluding 3 out of 100 subjects in Study 2 (2 in condition HC, 1 in condition C), and 2 out of 50 subjects in Study 3.
S3.5. Robustness Checks

S3.5.1. Various methods of calculating confidence intervals for ratios of means

Bonett and Price [45] give several methods for calculating confidence intervals for ratios of means. In all cases, we report in the main text the results of using the method Bonett and Price recommend most, but as Table S2 shows, the results of using all these different methods with our data are very similar.

Table S2: Alternative methods of calculating 95% confidence intervals for the ratio of means (as summarized by Bonnet and Price [45]). The method recommended by Bonnet and Price (last column) is reported in the main text.

| Study                          | Ratio | \( \hat{\rho} \) | Fieller | Method | Delta | Recommended |
|-------------------------------|-------|-----------------|---------|--------|-------|-------------|
| Study 2                       | \( \frac{\bar{X}_{nm}}{\bar{X}_n} \) | 1.17   | [1.04, 1.32] | [1.03, 1.31] | [1.04, 1.32] |
| Study 3                       | \( \frac{\bar{X}_{nm}}{\bar{X}_n} \) | 1.07   | [0.67, 1.50] | [0.92, 1.22] | [0.93, 1.24] |
| Speed for programmers and non-programmers (Independent-Samples) | \( \frac{\bar{X}_{nm}}{\bar{X}_n} \) | 0.97   | [0.88, 1.12] | [0.88, 1.12] | [0.87, 1.11] |
| Cost for programmers and non-programmers (Independent-Samples) | \( \frac{\bar{X}_{nm}}{\bar{X}_n} \) | 1.20   | [0.52, 1.94] | [0.96, 1.44] | [0.98, 1.46] |

S3.5.2. Regression for only programmers that passed

For robustness, we run the same regression only for the population of programmers that were successful, defined as obtaining at least 90% of the total possible points on the task. This regression has 169 observations. Table S3 shows the results. The exponential of the condition coefficient remained similar improving to 1.33 with a confidence interval of [1.14, 1.55].

Table S3: Study 2 Robustness Regression. Only for observations that had a score of 90%+. The exponential of the condition coefficient is \( \hat{\rho} \), the multiplicative increase from using GPT-3. 169 observations from 96 programmers.

| Effect       | Estimate | SE   | p     | 95% CI LL | 95% CI UL | \( e^{\text{Estimate}} \) |
|--------------|----------|------|-------|-----------|-----------|----------------|
| Intercept    | 3.632    | 0.068| 0.000 | 3.498     | 3.765     | 37.788        |
| Condition    | 0.287    | 0.078| 0.000 | 0.134     | 0.439     | 1.332         |
| Task         | -0.030   | 0.069| 0.667 | -0.166    | 0.106     | 0.970         |
| Order        | -0.347   | 0.060| 0.000 | -0.465    | -0.230    | 0.707         |
| Subject RE   | 0.038    | 0.073|       |           |           |               |

S3.5.3. Removing Subject Random Effects

We analyze a regression without random effects for the population of programmers using a standard ordinary least squares in Table S4. The regression has 197 observations from 100 programmers. We see that the exponential of the condition coefficient remains almost the same at 1.26 still showing significance but with a slightly bigger variance and a confidence interval of [1.06, 1.51].

Table S4: Study 2 Robustness Regression. OLS Regression without random effects. The exponential of the condition coefficient is \( \hat{\rho} \), the multiplicative increase from using GPT-3. 194 Observations from 97 programmers.

| Effect       | Estimate | SE   | p     | 95% CI LL | 95% CI UL | \( e^{\text{Estimate}} \) |
|--------------|----------|------|-------|-----------|-----------|----------------|
| Intercept    | 3.697    | 0.074| 0.000 | 3.551     | 3.845     | 40.326        |
| Condition    | 0.238    | 0.090| 0.009 | 0.060     | 0.416     | 1.269         |
| Task         | -0.100   | 0.078| 0.203 | -0.254    | 0.054     | 0.904         |
| Order        | -0.324   | 0.069| 0.000 | -0.461    | -0.188    | 0.723         |
S3.6. Regression Derivation

To estimate $\rho$ using a regression, we derive a generalized mixed-effects linear regression model for the special case (which occurs in our experiments) where there are two conditions and two tasks which can occur in two orders. We begin with the following multiplicative model of performance:

$$ s_{ij} = \beta a_i d_j f_{ij} g_{ij} e_{ij} $$

where

- $s_{ij}$ = speed of subject $i$ on task $j$
- $a_i$ = ability of subject $i$
- $d_j$ = difficulty of task $j$
- $f_{ij}$ = facilitation effect on performance of the condition in which subject $i$ does task $j$
- $g_{ij}$ = effect on performance of the order (first or second) in which subject $i$ does task $j$
- $e_{ij}$ = error for subject $i$ on task $j$

The model says that relative to some baseline speed $\beta$, speed is increased by greater ability $a$ of the subject and by greater facilitation $f$ of the condition, and speed is decreased by greater task difficulty $d$. We also assume that there is some effect $g$ based on whether the task occurs first or second. Finally, we assume that error is multiplicative, not additive. That is, errors are modeled as percentage increases or decreases not absolute increases or decreases.

With these assumptions, the performance of subject $i$ on task $j$ can be modeled as:

$$ s_{ij} = \beta \left( \prod_{i=1}^{n} a_i^{q_i} \right) \times \left( \prod_{j=1}^{2} d_j^{-T_j} \right) \times \left( \prod_{i=1}^{n} \prod_{j=1}^{2} f_{ij}^{C_{ij}} g_{ij}^{O_{ij}} \right) \times e_{ij} $$

where

- $n$ is the number of subjects,
- $q_i = \begin{cases} 1 & \text{for subject } i \\ 0 & \text{otherwise} \end{cases}$
- $T_j = \begin{cases} 1 & \text{for task } j \\ 0 & \text{otherwise} \end{cases}$
- $C_{ij} = \begin{cases} 1 & \text{for the condition in which subject } i \text{ does task } j \\ 0 & \text{otherwise} \end{cases}$
- $O_{ij} = \begin{cases} 1 & \text{for the order in which subject } i \text{ does task } j \\ 0 & \text{otherwise} \end{cases}$

This equation can be transformed into a linear regression by treating one option for each indicator variable as part of $\beta$ and then taking natural logarithms on both sides:

$$ \ln s_{ij} = \ln \beta + \sum_{i=1}^{n-1} q_i \ln a_i - T_1 \ln d_1 + C_{11} \ln f_{11} + O_{11} \ln g_{11} + \ln e_{ij} $$

Using the observed values for $s_{ij}$ and the indicator variables for $T_j$, $C_{ij}$, and $O_{ij}$ for each observed value, we can use linear regression to estimate the values of $\ln \beta$, $\ln d_1$, $\ln f_{11}$, and $\ln g_{11}$. We can then relabel these values as $\beta_0$, $\beta_1$, $\beta_2$, and $\beta_3$. Finally, we can take the exponentials of these logs to recover the estimated values of the original variables: $\beta$, $a_i$, $d_1$, $f_{11}$, and $g_{11}$. We estimate the subject random effects by taking $v_i = \ln a_i$.

S3.7. Main Regressions

Tables S5 and S6 contain the Study 2 and programmers vs non-programmers regressions, respectively.
Table S5: Study 2 Regression. Comparison of programmers with and without GPT-3. The exponential of the condition coefficient is $\hat{\rho}$, the multiplicative increase from using GPT-3. 194 observations from 97 programmers.

| Effect     | Estimate | SE  | p     | 95% CI LL | 95% CI UL | $e^{\text{Estimate}}$ |
|------------|----------|-----|-------|-----------|-----------|-----------------------|
| Intercept  | 3.697    | 0.066 | 0.000 | 3.567     | 3.827     | 40.326                |
| Condition  | 0.240    | 0.076 | 0.002 | 0.091     | 0.390     | 1.271                 |
| Task       | -0.098   | 0.066 | 0.137 | -0.227    | 0.031     | 0.376                 |
| Order      | -0.329   | 0.059 | 0.000 | -0.444    | -0.214    | 0.720                 |
| Subject RE | 0.046    | 0.063 |       |           |           |                       |

Table S6: Study 3 Regression. Comparison of programmers and non-programmers, both using GPT-3. The exponential of the condition coefficient is $\rho$, the multiplicative increase from using programmers instead of non-programmers. 193 observations from 145 subjects.

| Effect     | Estimate | SE  | p     | 95% CI LL | 95% CI UL | $e^{\text{Estimate}}$ |
|------------|----------|-----|-------|-----------|-----------|-----------------------|
| Intercept  | -3.792   | 0.099 | 0.000 | -3.986    | 3.597     | 0.023                 |
| Condition  | 0.015    | 0.118 | 0.902 | -0.217    | 0.247     | 1.015                 |
| Task       | 0.311    | 0.049 | 0.000 | 0.216     | 0.406     | 1.365                 |
| Order      | -0.221   | 0.048 | 0.000 | 0.126     | 0.315     | 0.802                 |
| Subject RE | 0.410    | 0.435 |       |           |           |                       |

S3.8. Estimating costs

We compute the total cost per task per subject for the different conditions by computing the human cost which depends on the time spent in a task and the hourly rate per subject; and the GPT-3 cost based on the number of calls and the average cost per call. The Davinci engine is $0.06 per 1000 tokens, each call uses an average of 66 tokens plus an additional 578 tokens for the prompting. The average cost per GPT-3 call is $0.039.

S3.9. Cost Regressions

Cost Regressions $HC$ vs $H$ and $HC$ vs $HC'$ (Programmers vs Non-programmers).

Table S7: Study 2 Cost Regression. Comparison of programmers with and without GPT-3. The exponential of the condition coefficient is $\hat{\rho}$, the multiplicative increase from using GPT-3. 194 observations from 97 programmers.

| Effect     | Estimate | SE  | p     | 95% CI LL | 95% CI UL | $e^{\text{Estimate}}$ |
|------------|----------|-----|-------|-----------|-----------|-----------------------|
| Intercept  | 2.507    | 0.068 | 0.000 | 2.373     | 2.640     | 12.268                |
| Condition  | -0.116   | 0.072 | 0.109 | -0.258    | 0.026     | 0.890                 |
| Task       | -0.147   | 0.063 | 0.019 | -0.269    | -0.024    | 0.863                 |
| Order      | -0.311   | 0.056 | 0.000 | -0.420    | -0.201    | 0.733                 |
| Subject RE | 0.196    | 0.159 |       |           |           |                       |
Table S8: Study 3 Cost Regression. Comparison of non-programmers and programmers with GPT-3. The exponential of the coefficient is the multiplicative increase due to the different independent variables. 193 observations from 145 subjects.

| Effect     | Estimate | SE  | p     | 95% CI LL | 95% CI UL | eEstimate |
|------------|----------|-----|-------|-----------|-----------|-----------|
| Intercept  | 2.135    | 0.108 | 0.000 | 1.922     | 2.347     | 8.457     |
| Condition  | 0.337    | 0.130 | 0.010 | 0.082     | 0.591     | 1.401     |
| Task       | -0.351   | 0.046 | 0.000 | -0.441    | -0.261    | 0.704     |
| Order      | -0.199   | 0.046 | 0.000 | -0.289    | -0.110    | 0.819     |
| Subject RE | 0.512    | 0.553 |       |           |           |           |

S3.10. Duration and Quality Distributions

Figure S8 and S9 show, respectively, the probability distribution functions and cumulative distribution functions for task duration in the three conditions. Figure S10 shows the probability distribution function for quality in the same three conditions.

Figure S8: Probability distribution of subjects across task duration for the three conditions.
Figure S9: Cumulative distribution of subjects across task duration for the three conditions.

- ~80% of all participants in all conditions finish by 55 mins
- Among the slower 20% of subjects, non-programmers take the longest
- Programmers with GPT3 are consistently faster than programmers alone, and than non-programmers with GPT3

Figure S10: Probability distribution of subjects across quality for the three conditions. Quality is defined as percent of total points obtained on individual submissions. Almost all subjects achieved over 90% of the possible points on their submissions.
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