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Abstract—The unprecedented growth of Internet of Things (IoT) and its applications in areas such as Smart Agriculture compels the need to devise newer ways for evaluating the quality of such applications. While existing models for application quality focus on the quality experienced by the end-user (captured using likert scale), IoT applications have minimal human involvement and rely on machine to machine communication and analytics to drive decision via actuations. In this paper, we first present a conceptual framework for the evaluation of IoT application quality. Subsequently, we propose, develop and validate via empirical evaluations a novel model for evaluating sensor data quality that is a key component in assessing IoT application quality. We present an implementation of the sensor data quality model and demonstrate how the IoT sensor data quality can be integrated with a Smart Agriculture application. Results of experimental evaluations conducted using data from a real-world testbed concludes the paper.

I. INTRODUCTION

The unprecedented growth of IoT and its applications in areas such as Smart Agriculture has put forward the need to devise novel ways of evaluating IoT application quality. Existing ways of evaluating application quality (e.g. using likert scale) cannot be directly adopted in IoT due to the autonomic nature of IoT. IoT applications collect data (e.g. about soil moisture and solar radiation), extract insightful information (e.g. determine growth of the plant) based on which they make decisions and actuation (e.g. irrigate the field). This lifecycle is depicted in Fig. 1 and each stage impacts the quality of IoT application (e.g. was the amount of irrigation appropriate). Given the limited human involvement in the IoT application lifecycle and lack of human feedback, devising objective ways of evaluating the quality of IoT application is a grand challenge. In the context of this paper, quality of an IoT application is the ability of the IoT application to meet its KPIs. Evaluating application quality is important as this allows IoT application designers to develop IoT applications that are resilient, robust and make actuation decision based on the underlying IoT sensor data quality.

There are multiple reasons that impact sensor data such as outlier [1]. These faults adversely impact the quality of the data. In existing literature [2], [3], the quality of sensor data is calculated based on some ground truth (GT). This GT can come from multiple sources, from another sensor (called reference sensor), existing historical data or an alternate data source. However, the quality of the reference sensor itself is not guaranteed, the historical data may not always be available and the additional cost constrains an alternate data source [4]. In the existing literature [5], [6], authors have identified the importance of IoT sensor data as a key factor that influence the quality of an IoT application. They have characterized IoT data in terms of accuracy, completeness, suitability, usefulness etc. However, these works do not provide a single value for a composite quantitative measure of sensor data quality.

In this paper we proposes a model to assess the quality of IoT data collected from sensors during the sensing stage
of an IoT application (Fig. 1). The proposed model provides a composite measure of sensor data quality, which can be used by the application designer to design quality-aware IoT applications (i.e., cope with low-quality sensor data in the application's decision making process i.e., actuation). We present a proof-of-concept implementation of the proposed model and demonstrate its efficacy via a smart agriculture cold chain management use case [7], [8].

To the best of our knowledge, this is the first work that proposes and evaluates a model to calculate a single value for the quality measure of an IoT application based on the objective measurement collected from IoT sensors. The specific contributions of this paper are as follows:

- We identify and define the factors which impact data quality (we call these factors quality metrics) during the sensing stage of an IoT application.
- A quality model for computing and evaluating the quality of IoT application based on sensor data and application context.
- A case study of smart agriculture cold chain monitoring IoT application to demonstrate the applicability of our proposed quality model.

This paper is organized as follows: While Section II summarizes related work, we provide an overview of Quality Aware IoT Application Development in Section III. Section IV describes our proposed quality model for evaluating sensor data quality. In Section V, we perform a case study and provide an evaluation of our proposed quality model. Section VI provides a conclusion and future research directions of this work.

II. RELATED WORK

There is a growing interest in evaluating quality of sensor data due to unprecedented growth in Internet of Things (IoT). In [9], authors proposed a model that computes the quality of sensor data to help a user or a system in making an informed decision and improve the automated monitoring process. The proposed model provides evaluation of data quality based on three metrics i.e., certainty, accuracy, and timeliness. However, they use data from multiple sensors to arrive at the target information.

The authors in [10] proposed a framework which can generate a quality vector. This quality vector consists of five quality metrics i.e., completeness, timeliness, plausibility, artificiality, and concordance. The framework can be attached as a component to any IoT platform to provide plausibility analysis for heterogeneous data sources in IoT. However, the framework is based on variety of data (can be streaming or historic) and from multiple data sources.

Our proposed model evaluates sensor data quality from the perspective of the application designer. The model computes and evaluates sensor data quality based on the context information and the factors which impact data quality. Moreover, our model do not require an alternate data source to measure the quality of data from the target sensor.

III. QUALITY AWARE IoT APPLICATION DEVELOPMENT

Existing methods of quality evaluation of IoT applications focus only end-user quality of experience (QoE). However, for IoT applications, it is often difficult for an application designer to assess the application quality using end-user QoE alone. As the IoT application stages involve computation in physically separate locations (such as multiple farms across the agriculture supply chain), it is difficult for an application designer to determine the reasons for not meeting the desired KPIs, since the quality of application is influenced by quality of data/information received at each stage of the IoT application life cycle (depicted in Fig. 1). Incorporating the notion of application quality during application design allows application designer to develop IoT application that can adapt to quality variations, both at the time of application design as well as during operation. For example, an application that provides weather-based alerts to farmers, may switch to a different source if the quality of remotely deployed farm weather station sensor is found to be inappropriate (producing low quality data).

Fig. 2 depicts the framework for evaluating quality of IoT application. The framework takes input at each stage of the application and produce quality as output at every stage. The overall quality of application is measured as an aggregated quality value from all the stages of the application. The key benefit of the proposed framework is that all the quality measurements are made available to the IoT application through a single programmatic interface. We propose our conceptual framework that monitors the quality at each stage of the IoT application, and provides these as inputs for the IoT application to consider during its decision making process. In this paper, we only focus on the computation of sensor data quality presented in subsequent sections.

![Figure 2: Framework for Evaluating IoT Application Quality](image)

IV. A QUALITY MODEL FOR EVALUATING SENSOR DATA

Although computation of sensor data quality has been explored in the literature, there hasn’t been focus on how IoT applications can make use of such quality measures. In this section, we devise a quality model for evaluating sensor data. The model is composed of the following key IoT sensor data quality metrics:
1) **Suitability (S):** The sensor suitability estimates whether a sensor is suitable to meet the IoT application requirements.

2) **Accuracy (A):** The accuracy of sensor data is a measure of how accurately the sensor data represents the physical phenomenon it estimates. In this section, we show how sensor data accuracy may be estimated based on the stability of sensor data. However, we note that this may be replaced by other sensor accuracy measures existing in the literature.

3) **Completeness (C):** Sensor data completeness is an estimate of how much of the available sensor data was received by the IoT application within a time interval.

These quality metrics are represented as a tuple \((Q), Q = < S, A, C >\). In this paper, we limit our discussion to the quality of sensor data, without considering the sensor hardware characteristics. However, we note that sensor hardware quality is crucial to IoT application performance and may be integrated as part of the IoT quality evaluation framework presented in the previous section.

In the remainder of this section, we first define and measure each of the quality metrics introduced above. Subsequently, we aggregate these metrics to calculate a quality value \(QV\), which provides a singular measure of the sensor data quality in the range \([0, 1]\).

### A. Quality Metrics Tuple

1) **Suitability:** The sensor suitability \(S\) refers to whether a particular sensor is suitable for an application. If the application data requirements fall within the sensor measuring range, then a sensor is suitable for the application i.e. \(S = 1\) else if the application data requirements fall out of the sensor measuring range making it unsuitable for the application, i.e. \(S = 0\).

**Definition 1:** The sensor suitability defines whether the data value \(v\), expected from the application lies within the measuring interval of the sensor \([a, b]\) i.e. \(v \in [a, b]\).

To explain the suitability metric, let us consider an example of monitoring of milk temperature in milk cooling tanks, which is typically collected at a temperature within the range 30° - 40°C and subsequently needs to be cooled to < 5°C. These temperature values should be within the measuring range of the sensor \([a, b]\). The measuring range of a sensor is calibrated during its manufacturing. However, a temperature sensor that is suitable for the above application may not be suitable for another IoT application, such as one that detects the boiling of water (100°C), if \(v = 100\) °C \(\notin [a, b]\).

2) **Accuracy:** The sensor data accuracy represents the numerical precision of data collected from the sensor. The sensor may not always produce accurate data and the inaccuracy in data may occur due to various reasons such as interference from surrounding environment, malfunctioning of the sensor etc. In existing literature, sensor data accuracy is measured based on ground truth (GT), which is an alternate data source i.e. another sensor recording data values in the same application or an alternate data set i.e. historical data. Here, sensor data accuracy is measured based on the stability of sensor data, which makes it applicable to situations where there is no alternate data source to provide GT.

We compute the variation of data value \(v\), coming from a sensor, relative to its mean using moving standard deviation (mSD). As outlined, such a measure provides an estimate of the accuracy of sensor observations in terms of the stability over short time periods. This is because, high fluctuations in sensor data can lead to incorrect application outcomes. Nevertheless, we note that, alternative measures of sensor accuracy can be used where available, especially in the following cases: (a) when GT is available to provide a definite measure of sensor accuracy, and (b) when there are specific measures of accuracy for specific type of applications.

\[
mSD_k = \sqrt{\frac{1}{m-1} \sum_{i=k-m+1}^{k} (v_i - \bar{v})^2}, \forall k = 1, ..., n (1)
\]

where,

- \(v_i\) = data value at \(i^{th}\) row
- \(\bar{v}\) = average of data values
- \(n\) = number of rows/data values
- \(m\) = time window size defined by the application

The sensor data accuracy is quantified as standard error (SE) \([11]\). Standard error is calculated as follows

\[
SE = \frac{mSD}{\sqrt{m}} (2)
\]

Next, we compute the accuracy \(A\) based on mean of standard errors, i.e., \(\overline{SE} = \frac{\sum SE}{n/m}\)

\[
A = (1 - \overline{SE}) (3)
\]

**Definition 2:** The accuracy \(A\) of a sensor data is defined as the precision in data measured in terms of moving standard deviation of a data value \(v\) relative to its mean.

3) **Completeness:** Completeness addresses the problem of missing sensor data values for a certain time window, which may be determined based on application requirements. According to the time delay between two consecutive recorded sensor data values, certain count of data values is expected for the defined time window, \(\text{count}(\text{Exp}_v)\). If the sensor produces no value or NULL data values within the defined time window, it is marked as missing. Due to these missing values the actual count of recorded data \(\text{count}(\text{Obt}_v)\) values is less than \(\text{count}(\text{Exp}_v)\). In our approach, we define completeness such that more is the number of missing values; less is the completeness. Mathematically, we compute data completeness as follows

\[
C = 1 - \frac{\text{count}(\text{Exp}_v) - \text{count}(\text{Obt}_v)}{\text{count}(\text{Exp}_v)} (4)
\]

The definition for data completeness is as follows
Definition 3: The sensor data completeness refers to the degree to which sensor data values are not missing for a given time window.

For example, if a temperature sensor produces data values for every 1 millisecond and the application defines a time window of 10 milliseconds, the sensor is expected to produce a total of 10 data values. Let us assume a sample of data values for 10 milliseconds as 16, 16.7, 16.5, NULL, 16, 16.2, 16.8, 16.3, 16.1, NULL. In this sample data, the count(Expv) is 10 and there are two missing values (as NULL) and thus count(Obtv) is 8. Based on equation 4, the completeness for this data set is 0.8.

B. Computing Quality Value (QV) from the Quality Metrics Tuple

In this subsection, we aggregate the quality metrics discussed in the above section to get a quality value (QV) from the quality model. The input to the quality model is sensor data and application context information. The model measures these quality metrics based on the input it gets and computes QV value using the measurements received from suitability, accuracy and completeness. If a sensor is suitable for an application S=1, and then the QV value depends on the accuracy and completeness. Since, we assume that both accuracy and completeness affects QV value equally, in equation 5, we take average of accuracy and completeness values to compute QV. When a sensor is not suitable (S=0) then QV will always evaluate to 0.

\[ QV = S \times \frac{(A + C)}{2} \]  \hspace{1cm} (5)

The quality model takes sensor data and application context information from the input module and measures suitability, accuracy and completeness. Based on the measures of these quality metrics, the quality model computes the quality value using equation 5. We have used average to merge the measure of accuracy and completeness as it is the simplest statistical method to provide a composite measure. We have not chosen other methods like weighted average or RMS as the idea is only to provide a single value for the application quality. However, the proposed model can easily be extended to incorporate complex statistical methods.

The quality model provides the QV to the SDQ_Aware_App module. The application logic uses the QV to provide data quality aware applications SDQ_Aware_App.

In the next section, we will use our proposed quality model and do a case study to demonstrate the applicability of the model.

V. CASE STUDY AND EVALUATION

In this section, we present a case study of an IoT application and demonstrate how the quality model can be used by the application.

A. Sample IoT Application

We consider the scenario of monitoring the quality of milk storage in dairy farms. Dairy regulations typically require milk to be cooled to less than $5^\circ C$ within a few hours after milk is collected [12]. Failing to do so can result in the milk getting spoiled and having food safety risks.

An IoT application that uses temperature sensors to monitor the milk temperature can be used to provide real-time alerts to the farmer, so that appropriate action may be taken to avoid spoilage [13]. However, sensor deployment in a farm environment is subject to a variety of factors which can affect the availability and even accuracy of the data. This makes it imperative for an IoT application to adapt to the sensor data quality, so as to deliver appropriate alerts.

Next, we have created an experimental setup to demonstrate the scenario of milk storage through an artificially simulated environment (the setup was placed inside a freezer).

B. Experimental Setup

In this section, we describe the test-bed for real-world evaluation of quality of sensor data at sensing stage of an IoT application. The proposed solution consists of an LM35 temperature sensor, an Arduino UNO board, three jumper wires and a laptop connected to the internet. LM35 temperature sensor is used to collect temperature data.

The proposed IoT testbed consists of an LM35 temperature sensor connected to an Arduino board using jumper wires and breadboard. Due to heterogeneity and interoperability in IoT, sensors are owned by different stakeholders and they are free to use the sensors of their choice. Considering this fact, our model is independent of the hardware used. The $+5v$ for LM35 can be taken from the $+5v$ out pin of Arduino UNO. The ground pin of LM35 is connected to GND pin of Arduino UNO and Vout, the analog out of LM35 is connected to A1 analog input pin of Arduino UNO.

Arduino board which is connected to the laptop via USB cable, records the temperature data values. This temperature data is sent to ThingSpeak which is an open source IoT platform. A python code is written to read the serial port and send the data to ThingSpeak where the data is collected in private channel. Besides collecting the data in real-time, ThingSpeak also supports data analysis through a well known numerical computing software, Matlab. ThingSpeak has integrated support from the Matlab software allowing its users to analyze and visualize the data uploaded on its channels.

The objective of the experiment is to evaluate the quality of data from a single source. For example, in our experiments we evaluate quality of data from LM35 temperature sensor. The experiment is conducted in an artificially simulated environment (the experimental setup was placed inside a freezer). The experiment run for 3 hours and 15 minutes and 612 temperature data values are collected, visualized and analysed during this duration on ThingSpeak. The collected temperature data values lie in the range between 28 to $< 5^\circ C$. This is because in the artificial environment, the cooling is increased gradually from room temperature value to 0 degree. Some data
values fall above 28 degree Celsius and some below 0 degree Celsius. These scattered data values act as outliers and are deviated from the expected temperature data values.

In the following, we describe each module of the quality model for milk storage monitoring application.

C. Evaluation of Quality Model based on Case Study

In this subsection, we evaluate our proposed quality model and calculate \( QV \) for the data collected from LM35 temperature sensor. We create an artificial environment for data collection where the temperature is brought down gradually from room temperature (\(^{28}\)°C) to \(< 5^\circ C\) which took 3 hours and 15 minutes. Next, based on our quality model, we compute the value of all the data quality metrics and aggregate them to provide a single quantitative measure for the application quality, i.e. \( QV \).

The application designer selects the time window for data collection as per the application requirements and sensor measuring range from the sensor data sheet. The input to the quality model are as follows.

- Sensor data : Temperature data values from LM35 temperature sensor.
- Context Information : Milking time, sensor measuring range, expected sensor data values per unit time, observed sensor data values per unit time.

Next, we describe how each of the metrics introduced previously can be incorporated in the milk storage monitoring application.

1) Suitability of LM35 temperature sensor for milk storage monitoring application: The quality model takes information about measuring range of LM35 temperature sensor and desired temperature for milk storage from the application context information. The measuring range of LM35 sensor is \(-55^\circ C\) to \(150^\circ C\). In milk storage monitoring application, the IoT application requirement is to achieve milk cooling to less than \(5^\circ C\) within 3.5 hours after milk collection. Further, the model also checks about the LM35 sensor suitability for the milk storage monitoring application based on the suitability metric described in section IV(A). It returns \( S \) with value assigned as \( S=1 \).

2) Accuracy of LM35 temperature sensor data: The model takes sensor data as input and calculates its accuracy \( A \) using equation \([1]\) to \([3]\) in section IV(A). The total number of temperature data values collected \( N \) is 612. We assume the value of time window size \( m \) as 20. The value of \( A \) is scaled down to make it always fall in the range between 0 and 1. The quality model based on the formula in equation \([2]\) and \([3]\) computes \( SE \) and \( A = 0.172 \) and 0.828 respectively.

3) Completeness of LM35 temperature sensor data: To measure the data completeness, the quality model takes expected and observed data values per unit time and computes the value for completeness \( C \), using eq. \([4]\) of section IV(A). We program the arduino UNO to produce a data value for every 15 seconds. The experiment run for 11,700 seconds (3 hours and 15 minutes). The completeness module of the application model takes \( count(Exp_v) = 780 \) while we observe the value of \( count(Exp_v) = 612 \). This is due to the missing values in the data. It can be either no data received or NULL values in the collected data. Based on the formula in eq. \([4]\) of section IV(A), the completeness module of the application model calculates the value of \( C = 0.7846 \).

Now, based on the formula we proposed for evaluating the value of \( QV \) in equation \([5]\) the quality model calculates \( QV \) for LM35 sensor data using values obtained from above measurements for the quality metrics as follows:

\[
S = 1, \ A = 0.8280 \text{ and } C = 0.7846
\]

\[
QV = 1 \times \frac{(0.8280 + 0.7846)}{2}, \text{ using equation } [5]
\]

\[
\Rightarrow QV = 0.8063
\]

For the above \( QV \), we have assumed that the application has defined the time window size \((m)\) value as 20. However, we observed the effect of varying the value of \( m \) on \( QV \). As shown in Fig. 3 initially we assume the value of \( m=50 \), then in each iteration we double its value. We observe that as that when \( m \) increases, the value of \( QV \) decreases because on increasing \( m \), both \( A \) and \( C \) are impacted. The application uses \( QV \) value to make a decision about the milk safety. In our application, we assume that if the value of \( QV \) is equal or more than 0.75 then the sensor data can be used to determine milk safety.

VI. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we proposed a framework for evaluation of IoT application quality. Subsequently, we presented a novel quality model to evaluate sensor data quality for Internet of Things applications. The quality model is based on input data, context information and IoT data quality metrics. We did a case study to evaluate the quality model based on sensor data quality, through which we highlight how the proposed metrics can be incorporated in the IoT application. Our future research directions are towards evaluating the quality of IoT data at all stages of an IoT application life cycle. Further, research in this area involves identifying and measuring the factors, apart from data, which can impact the application quality.
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