Modeling and Analysis of 2-Tier Heterogeneous Vehicular Networks Leveraging Roadside Units and Vehicle Relays

Chang-Sik Choi and François Baccelli

Abstract

While roadside units (RSUs) play an essential role in vehicle-to-everything (V2X) by communicating with users, some users in congestion areas may not be well-served due to data traffic, signal attenuation, and interference. In these cases, vehicle relays can be employed to enhance the network topology to better serve those users. This paper leverages stochastic geometry to propose a novel framework for the performance analysis of heterogeneous vehicular networks with RSUs, vehicle relays, and vehicle users. We present a two-dimensional analytical model where the spatial dependence between RSUs, vehicle relays, vehicle users, and roads is accurately taken into account through a Cox point process structure. Assuming relays are backhauled to RSUs over a reserved wireless resource and users are associated with the closest RSU or relay, we derive the probability that the typical user is associated with either an RSU or a relay. Then, we derive the signal-to-interference ratio (SIR) coverage probability of the typical user. Finally, using the derived formulas, we evaluate the average effective rate of the typical user in the network. This allows us to determine the gain of the average effective rate of users that results from the deployment of relays in the network.

I. INTRODUCTION

A. Background and Motivation

Recent innovations have made it possible for vehicular mobility to play new roles in urban environments, extending its traditional transportation role [11–13]. Vehicles will participate in
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various road safety and efficiency applications by communicating with neighboring vehicles, pedestrians, traffic lights, Internet-of-Things (IoT) devices, and so on [1], [3]. Advanced vehicles and their sensors provide ways to improve not only the safety of vehicles [4], [5], but also that of others, such as pedestrians [6], [7]. This innovative use of vehicles requires reliable communications among network elements such as vehicles, base stations, smart sensors, and pedestrians [8]–[10].

Vehicular networks featuring reliable and high capacity links can be enabled by deploying base stations close to roads [1]. These nodes are referred to as RSUs in this paper. They will be connected to the core network through a backhaul and will employ advanced V2X communication technologies [11], [12]. Due to their close distances to roads, RSUs are expected to enable various V2X applications [13]–[15]. However, as the number of V2X devices increases and vehicular networks support various services, some users may suffer from limited service because of data congestion, signal attenuation, and high interference [16]. To overcome these limitations, various technologies were proposed. One viable approach is to employ vehicle relays [13]–[19], where vehicle relays are connected to RSUs through a dedicated wireless resource to serve proximal vehicle users or pedestrians. These relays enhance the topology of vehicular networks and benefit the networks in multiple ways [20]. For instance, users in dense areas can communicate directly with relays, instead of waiting for RSUs. Similarly, when users away from RSUs cannot receive their safety messages, the relays can forward these messages to such users. In positioning applications [12], some vehicles may not receive positioning reference signals (PRSs) from RSUs due to blockages. In this case, vehicle relays can forward the PRSs of RSUs to those vehicles.

This paper aims to analyze the basic performance of such topological enhancement of vehicular networks. First, we use a stochastic geometry model to characterize the spatial distributions of RSUs, vehicle relays, and vehicle users by focusing on the fact that they are all geometrically close to roads [21], [22]. Many analytical studies utilized spatially correlated analytical models including parallel Poisson point processes [23], Poisson processes on Manhattan road systems [24], and Poisson line-based Poisson point processes, i.e., Cox point process [22], [25]. In particular, Poisson Cox models were considered in [26]–[31] to characterize the spatial distribution of vehicles and analyze the basic performance of vehicular users. The Cox point process has points only on lines that are randomly distributed on the plane. By leveraging the conditional structure of the Cox point process, this paper analyzes a heterogeneous vehicular network architecture where 2-tier heterogeneous transmitters exist, namely RSUs and vehicle relays.
Table I

| Network                  | Spatial model                  |
|--------------------------|--------------------------------|
| Cellular [32]            | Poisson point processes        |
| Vehicular [26]           | Poisson and Cox point processes |
| Vehicular [This paper]   | Cox and Cox point processes    |

While the studies on heterogeneous networks [32] used Poisson point processes assuming independence of network elements, our Cox-based framework incorporates the spatial dependence between heterogeneous network elements such as roads, RSUs, vehicle relays, and vehicle users. Table I depicts the stochastic geometry models for the class of heterogeneous networks considered in the present paper. Using the proposed model, we analyze the user behavior and link reliability, by deriving the association probability of the typical users and by obtaining the SIR distributions of all typical types of communications. We derive the average effective user rate, compare it to the average effective user rate without any relay, and then analyze the gain in effective rates as a function of densities. To the best of the authors’ knowledge, the proposed model and the derived results are new.

B. Theoretical Contributions

**Tractable modeling of heterogeneous vehicular networks with spatial correlation:** in this paper, we characterize the spatial correlation between RSUs, relays, and users by modeling them as Cox point processes generated on the same Poisson line process. The proposed Cox point process is stationary and time-invariant; the proposed framework allows us to investigate not only the statistical average of all users but also the temporal average of a given user. In the proposed network model, both RSUs and relays serve users on the lines. We investigate the association regions for such users. They correspond to the Cox-Voronoi cells of the RSU and relay point process. The proposed network geometry is tractable because RSUs and relays serve users on a wireless spectrum and the relays are served by RSUs over a dedicated wireless spectrum.

**SIR coverage probability and user association probability:** using the stationarity of the user Cox point process, we analyze the typical performance seen by the typical user at the origin. Specifically, under the Palm distribution of the user point process, the typical user is located at the origin and there exists a line containing the origin and hence the RSUs and relays point
processes located on this line; these points create additional interference seen by the typical user. By assuming that the typical user associates with the closest transmitter, we derive the probability that the typical user at the origin is associated with either an RSU or a relay. Based on the association transmitter type, we derive the Laplace transform of the typical interference and then obtain the expression for the SIR distribution of the typical user. We check that the derived formulas match the numerical results simulated by the Monte Carlo experiments.

**Geometric characterization of link types and average effective rate**: leveraging the proposed framework, we derive formulas for the all types of links present in the network. For instance, we obtain the SIR distribution of the users associating with RSUs or relays on different lines. Similarly, we obtain the SIR distribution of the users associating with RSUs or relays on the same line. These formulas give the reliability of each specific type of link as a function of network parameters, including transmit powers, relay or RSU densities, and the path loss exponents.

**Average effective rate of users and potential gain brought by vehicle relays**: We define the average effective link rate based on the mean Shannon rate divided by mean associated number of network elements. We derive the average effective rate of the typical user as a function of the SIR distributions of all typical links and their corresponding bandwidths. We show that, when the RSU-to-relay bandwidth is sufficiently large, vehicle relays will be able to significantly increase the effective rate of users.

## II. System Model

This section presents the spatial model for the proposed vehicular network with RSUs and vehicle relays. We introduce the propagation model, the association assumption, the relaying protocol, and some performance metrics.

### A. Spatial Model

To represent road geometries observed in some urban area, we assume that the road layout is modeled as an isotropic Poisson line process $\Phi$ \[33\]. Specifically, the Poisson line process is generated from a homogeneous Poisson point process on a cylinder set $C$ \[33\]. Consider a Poisson point process $\chi$ of intensity $\lambda_l/\pi$ on $C$. Each of its point $(r, \theta)$ is mapped into a line on the Euclidean plane, where $r$ corresponds to the distance from the origin to the line and $\theta$ corresponds to the angle between the line and the $x$-axis, measured in the counterclockwise
direction. Since $\chi$ is a homogeneous Poisson, we have an isotropic Poisson line process $\Phi$ on the Euclidean plane. The choice of intensity measure $\chi$ determines the way that lines are created on the plane. For instance, concentrating the angular component on 0 and $\pi/2$ gives a Manhattan-like road structure, where lines are parallel to the $x$ and $y$-axes. The analysis of other scenarios such as this Poisson Manhattan case is possible but is left for future research.

The value of $\lambda_l$ determines the average number of lines that intersect a disk of diameter 1 \[33\]. As a result, by changing the value of $\lambda_l$, one can easily introduce more or less lines on the Euclidean plane. Fig. 1 depicts the Poisson line process as dashed lines. It shows that network elements such as RSUs, relays, and users are all located on these lines.

Conditionally on each line $l(r, \theta) \in \Phi$, the locations of RSUs, vehicle relays, and vehicle users, are modeled as independent one-dimensional Poisson point processes $S_{r,\theta}, R_{r,\theta},$ and $U_{r,\theta}$ of intensities $\mu_s$, $\mu_r$, and $\mu_u$, respectively. (see Fig. 1 where RSUs, vehicle relays, and vehicle users are depicted by stars, squares, and circles, respectively). Collectively, the RSU point process, the relay point process, and the user point process—denoted by $S$, $R$, and $U$—form Cox point processes based on a single Poisson line process. Table II summarizes the proposed model and the notation.

We assume $\mu_u \gg \mu_s$, meaning the network is dense. In this case, RSUs always have users to serve with high probability. Similarly, we assume that the densities of RSUs and relays are
comparable and that relays have users to serve with high probability. We assume that vehicle relays and vehicle users move at constant speeds $v_r$ and $v_u$ along the lines on which they are located. This ensures the preservation of the conditional Poisson property of the relay and user point processes [34]. Note that the analysis of this paper holds for any other dynamics as long as the locations of relays and users on each line are Poisson point processes at any given time. One such example is that where vehicles choosing their own speeds using an independent and identical distribution.

### B. Propagation Model

Consider a receiver located at a distance $d$ from its transmitter. In the proposed heterogeneous vehicular network, transmitters are either RSUs or vehicle relays. To capture rich scattering around the users and path loss characteristics based on geometry of links [35]-[37], the received signal power at the receiver is assumed to be of the form $pHL(d)$ where $p = \{p_s, p_r\}$ is the transmit power of an RSU and a relay, respectively, $H$ represents Rayleigh fading, modeled by an independent exponential random variable with average one, and $L(d)$ is the path loss over distance $d$. We assume that the transmit powers for RSUs and relays are given by $p_s$ and $p_r$, respectively. Specifically, as in [37]-[39], the path loss has different behaviors depending on the relative geometry of transmitter and receiver, or more precisely on whether they are on the same road or not. More precisely, we assume that a power-law based path loss over a distance $d$ is given by

| Variable | Description | Model |
|----------|-------------|-------|
| $\Phi$   | Road structure | 2-D Poisson line |
| $S_{r,\theta}$ | RSUs on line $l(r, \theta)$ | 1-D Poisson ($\mu_s$) |
| $R_{r,\theta}$ | Relays on line $l(r, \theta)$ | 1-D Poisson ($\mu_r$) |
| $U_{r,\theta}$ | User on line $l(r, \theta)$ | 1-D Poisson ($\mu_u$) |

$$S = \bigcup_{r_i, \theta_i \in \Phi} S_{r_i, \theta_i}$$
$$R = \bigcup_{r_i, \theta_i \in \Phi} R_{r_i, \theta_i}$$
$$U = \bigcup_{r, \theta \in \Phi} U_{r, \theta}$$
\[ L(d) = \begin{cases} 
  d^{-\alpha} & \text{on the same line,} \\
  d^{-\beta} & \text{on different lines,}
\end{cases} \]  

(1)

where \( 2 < \alpha \leq \beta \). Thanks to the above assumption, we identify and analyze cross-road and inter-road communications in heterogeneous vehicular networks.

C. User Association and Relay Association

In the proposed networks, transmitters are RSUs and relays. We assume that each user is associated with its closest transmitter, namely either an RSU or a relay. The proposed nearest association considers the fact that, in safety-related V2X applications [1], RSUs or vehicle transmitters broadcast their basic safety messages to geometrically close receivers. The analysis of the maximum average power association is left for future work. Fig. 3 depicts the user association. In each cell, users are connected to the transmitter at the center of the cell. The nearest association produces the association areas that correspond to the Voronoi tessellation w.r.t. \( S + R \)—the RSU and relay Cox point processes [25], [40].

We assume that in order to serve users, relays are connected to the RSUs through a wireless backhaul. We assume relays are associated with their nearest RSUs.

Figure 2 shows the hierarchical structure of the proposed heterogeneous vehicular network where RSUs and relays serve users.

D. Dedicated Resource for Relays

The communications involving users, namely RSU-to-user links and relay-to-user links, are assumed to occupy a wireless spectrum of bandwidth \( W_1 \). We assume that RSU-to-relay links use a disjoint wireless spectrum of width \( W_2 \). Hence, RSU-to-relay communications do not interfere with the user-related communications such as RSU-to-user and relay-to-user ones [41].

E. Performance Metrics

This paper analyzes the performance seen by users. First, we analyze the SIR distribution of the typical user located at the origin. Combining this with the user association probability, we characterize the different types of communications present in the network. We also analyze the SIR distribution of the typical relay. We use this to quantify the impact of the RSU-to-relay communications in terms of the user effective rate.
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Fig. 2. Illustration of the proposed vehicular architecture. In this figure only, we present RSUs (pentagrams), relays (squares), and users (circles) on three separate planes to describe the proposed hierarchical structure. RSUs transmit to users. Relays receive from RSU and transmit to users close to them. Users are associated with their closest transmitters, namely either RSUs or relays. Double dashed arrows are RSU-to-relay links and single dashed arrows are RSU-to-user and relay-to-user links. Note that RSU-to-relay links use a dedicated spectrum of bandwidth $W_2$. The RSU tessellation indicates the relay association boundary. On the other hand, the transmitter tessellation indicates the user association boundary.

Fig. 3. Illustration of the user association region. Here $\lambda_l = 3$/km, $\mu_s = 2$/km, and $\mu_r = 5$/km. The user association regions correspond to the Voronoi tessellation with respect to the transmitter point process: RSU plus relay Cox point processes. In each Voronoi cell, users are associated with the transmitter at the center of the cell.

1) SIR distribution of typical user: To analyze the SIR distribution of the typical user, we use the Palm distribution of the user point process, $P^0_U(\cdot)$. This features a typical user at the origin. Therefore a line $l(0, \theta_0)$ almost surely exists with a RSU point process $S_{0,\theta_0}$, and a relay point process $R_{0,\theta_0}$ on it [22], [25]. Consequently, the interference from this line should be considered.
The SIR distribution of the typical user $P_{U}^{0}(\text{SIR} > \tau)$ is

$$P_{U}^{0}\left(\frac{pH_{L}(\|X^{*}\|)}{\sum_{X_{j} \in S + R \setminus B(\|X^{*}\|)} p_{X_{j}}H_{j}L(\|X_{j}\|)} > \tau\right),$$

where $p$ is the transmit power of the association transmitter which could be either $p_{s}$ or $p_{r}$ depending on the association. We denote by $B_{0}(\|X^{*}\|)$ the ball of radius $\|X^{*}\|$ centered at the origin. We also write $B_{0}(r) = B(r)$. Here, $\tau$ is the SIR threshold. Based on the association principle of Section II-C, the association transmitter $X^{*}$ is given by

$$X^{*} = \arg \min_{X_{k} \in S_{0,0} + R_{0,0} + S + R} \|X_{k}\|.$$  \hspace{1cm} (3)

Here, the association transmitter is selected out of the point processes: $S_{0,0}$, $R_{0,0}$, $S$, and $R$. When the association transmitter is a RSU, we write $X^{*} = X_{S}^{*}$. When the association transmitter is a relay, we write $X^{*} = X_{R}^{*}$.

Based on the proposed association principle, users can be divided into two categories, namely those associated with RSUs and those associated with relays. Since there are various types of links in the proposed network, a separate evaluation of each type will be provided.

The SIR distributions of each type are

$$P_{U}^{0}(\text{SIR}_{S \rightarrow U} > \tau) := P_{U}^{0}(\text{SIR} > \tau | X^{*} = X_{S}^{*}),$$  \hspace{1cm} (4)

$$P_{U}^{0}(\text{SIR}_{R \rightarrow U} > \tau) := P_{U}^{0}(\text{SIR} > \tau | X^{*} = X_{R}^{*}),$$  \hspace{1cm} (5)

where the former denotes the SIR distribution of the typical relay-associated user and the latter denotes that of the typical RSU-associated user.

2) SIR of typical relays and effective rate of the typical user: To analyze the SIR of the typical relay, we consider the Palm distribution of the relay point process. The SIR distribution of the typical relay, $P_{R}^{0}(\text{SIR}_{S \rightarrow R} > \tau)$ is given by

$$P_{R}^{0}\left(\frac{p_{s}H_{L}(\|X_{S}^{*}\|)}{\sum_{X_{j} \in S \setminus B(\|X_{S}^{*}\|)} p_{s}H_{j}L(\|X_{j}\|)} > \tau\right),$$

where $X_{S}^{*}$ is the RSU closest to the typical relay located at the origin under the Palm distribution of the relay point process $R$. Since RSU-to-relay communications are assumed to occur on a dedicated resource of bandwidth $W_{2}$, the typical relay receives no interference from the RSU-to-user and relay-to-user communications. Leveraging the SIR distribution of the typical relay in Eq. (6), we can quantify the impact of RSU-to-relay links onto the relay-associated users,
by deriving the average effective rates of different links. The precise definition of the average effective rate will be given in Section [III-D].

The RSU-to-relays links do not directly determine the network performance seen from users. However, these links indirectly affect the user performance by restricting the amount of data rate available at relays. Consequently, the throughput of relay-associated users will be determined by (i) the throughput of RSU-to-relay links and (ii) the throughput of relay-to-user links, and (iii) the bandwidths $W_1$ and $W_2$. We will see this closely in Section [III-D].

III. MAIN RESULTS

Section [III-A] gives the association probability of the typical user. Section [III-B] analyzes the SIR distribution of the typical user. Section [III-C] computes the SIR distribution of the typical relay. Section [III-D] evaluates the average effective rate of the typical user.

A. Association of the Typical User

As described in Section [II], each user has either a RSU association or a relay association, depending on its distances to RSUs and relays. Here, we study the probability that the typical user is associated with either an RSU or a relay. The association probability is derived under the Palm distribution of the user point process. This determines the fraction of users associated with RSUs and with relays.

**Theorem 1.** The probability that the typical user is associated with an RSU is given by

$$P(A_s) = 2 \mu_s \exp \left(-2(\mu_s + \mu_r)r - 2\lambda_l \int_0^r 1 - e^{-2(\mu_s + \mu_r)\sqrt{r^2 - u^2}} du \right) dr$$

$$+ 4 \mu_s \lambda_l \int_0^r \int_0^{\pi/2} r e^{-2r(\mu_s + \mu_r) - 2r(\mu_s + \mu_r)\sin(\theta)} - 2\lambda_l \int_0^r 1 - \exp \left(-2(\mu_s + \mu_r)\sqrt{r^2 - u^2} \right) du \sin(\theta) \right) \frac{d\theta}{dr} \right) \frac{du}{dr}.$$ 

Likewise, the probability that the typical user is associated with a relay is $P(A_r) = 1 - P(A_s)$.

**Proof:** We analyze the association probability by considering the typical user at the origin. By the law of total probability, the probability that the typical user is associated with an RSU is

$$P^0_U(A_s) = P^0_U(A_s, E) + P^0_U(A_s, E^c),$$

where $E$ denotes the event that the association RSU and the typical user at the origin are on the same line. Similarly, $E^c$ denotes the event that the association RSU and typical user is not
on the same line. Conditional on the Poisson line process $\Phi$ and then on the distance to the association RSU $\|X^*_S\| = r$, we have

$$\mathbf{P}^0_U(A_s, E) = \mathbf{E} \left[ \mathbf{P}^0_U(A_s, E|\Phi) \right]$$

$$= \mathbf{E} \left[ \int_{r=0}^{r=\infty} \mathbf{P}^0_U(A_s, E, \|X^*_S\| \in [r, r + dr]|\Phi) \right], \quad (8)$$

where we have

$$\mathbf{P}^0_U(A_s, E, \|X^*_S\| \in (r, r + dr)|\Phi)$$

$$= \mathbf{P}^0_U(\|X^*_{S_0,0}\| \in (r, r + dr), \|X^*_{R_0,0}\| > r, S + R \setminus (S_0,0 + R_0,0)(B_0(r)) = 0|\Phi), \quad (9)$$

where $X^*_{S_0,0}$ denotes the point of $S_0,0$ closest to the origin, $X^*_{R_0,0}$ denotes the point of $R_0,0$ closest to the origin, and $S + R \setminus (S_0,0 + R_0,0)$ denotes the point process $S + R$ except $S_0,0$ and $R_0,0$. Conditional on $\Phi$, the above three terms of Eq. (9) are independent. As a result,

$$\mathbf{P}^0_U(A_s, E, \|X^*_S\| \in [r, r + dr]|\Phi) = 2\mu_s e^{-2\mu_s r} dr e^{-2\mu_r} \prod_{r_i < r} e^{-2(\mu_s + \mu_r)\sqrt{r^2 - r_i^2}}. \quad (10)$$

Then, by using the probability generating functional of the Poisson line process [33], [42],

$$\mathbf{P}^0_U(A_s, E) = \int_0^\infty 2\mu_s \exp \left( -2(\mu_s + \mu_r) r - 2\lambda t \int_0^r 1 - e^{-2(\mu_s + \mu_r)\sqrt{r^2 - u^2}} du \right) dr. \quad (11)$$

Similarly, to obtain the second part of Eq. (7), we have

$$\mathbf{P}^0_U(A_s, E^c) = \mathbf{E}_\Phi \left[ \mathbf{P}^0_U(A_s, E^c|\Phi) \right]$$

$$= \mathbf{E}_\Phi \left[ \mathbf{E}_{l_*} \left[ \mathbf{P}^0_U(A_s, E^c|l_*, \Phi) \right] \right]$$

$$= \mathbf{E}_\Phi \left[ \mathbf{E}_{l_*} \left[ \int \mathbf{P}^0_U(A_s|E^c, \|X^*_S\| = r, l_*, \Phi) g(r) \, dr \right] \right]. \quad (12)$$

where $l_*$ is the line of the association RSU, $\|X^*_S\| = r$ is the distance from the origin to the association RSU, and $g(r)$ is the probability density function of $E^c$ and $\|X^*_S\|$, conditional on $l_*$ and $\Phi$. We have

$$\mathbf{P}^0_U(A_s|E^c, r, l_*, \Phi) = \mathbf{P}(R_{l_*,l_*}(B(r)) = 0) \prod_{l(r_1,\theta_1) \in \Phi + l(r_0,\theta_0)} \mathbf{P}(S_{r_1,\theta_1} + R_{r_1,l_1}(B(r)) = 0)$$

$$= e^{-2\mu_r \sqrt{r^2 - r_*^2}} e^{-2(\mu_s + \mu_r)r} \prod_{l(r_i,\theta_i) \in \Phi} e^{-2(\mu_s + \mu_r)\sqrt{r^2 - r_i^2}}, \quad (13)$$

where we use the void probability of the Poisson point process.
Fig. 4. Illustration of the association probability of the typical user. The derived formula of Theorem 1 matches the simulation results. We use $\lambda_l = 2/km$ and $\mu_s = 1/km$.

We have

$$g(r) = \frac{d}{dr} \left( P(\|X_s^*\| \leq r; E^c | l_s, \Phi) \right)$$

$$= \frac{d}{dr} \left( 1 - P \left( \prod_{X_i \in S_{l_s}, \theta_s} \|X_i\| > r; E^c | l_s, \Phi \right) \right)$$

$$= \frac{d}{dr} \left( 1 - e^{-2\mu_s \sqrt{r^2 - r_s^2}} \right)$$

$$= \frac{2\mu_s r e^{-2\mu_s \sqrt{r^2 - r_s^2}}}{\sqrt{r^2 - r_s^2}}.$$  \hfill (14)

We use Eqs. (13) (14) in Eq. (12) and use Fubini’s theorem to change the order of integrations: we integrate the expression w.r.t. $l_s, \Phi$, and then $r$. First, integrating w.r.t. $l_s$, we have

$$E_{l_s} \left[ \frac{2\mu_s r e^{-2(\mu_s + \mu_r) \sqrt{r^2 - r_s^2}}}{\sqrt{r^2 - r_s^2}} \right] = 4\mu_s \lambda_l r \int_0^r e^{-2(\mu_s + \mu_r) \sqrt{r^2 - z^2}} \frac{\sqrt{r^2 - z^2}}{\sqrt{r^2 - z_s^2}} \, dz$$

$$= 4\mu_s \lambda_l r \int_0^{\pi/2} e^{-2r(\mu_s + \mu_r) \sin(\theta)} d\theta,$$  \hfill (15)

where we use Campbell’s formula \[54\]. Then, we integrate the rest of Eqs. (12) and (13) w.r.t. $\Phi_l$ and then $r$ to get

$$P_U^0(A_s, E^c) = 4\mu_s \lambda_l \int_0^{\infty} \int_0^{\pi/2} r e^{-2r(\mu_s + \mu_r) \sin(\theta) - 2\lambda_l \int_0^r 1 - \exp \left( -2(\mu_s + \mu_r) \sqrt{r^2 - u^2} \right) \, du} \, d\theta \, dr;$$

We complete the proof by $P_U^0(A_s) = P_U^0(A_s, E) + P_U^0(A_s, E^c)$. \hfill \square

Fig. 4 shows that the derived association probability derived in Theorem 1 matches the association probability numerically obtained by the Monte-Carlo simulations. We use $\lambda_l = 2/km$. 


We see that as the density of relays increases, the relay association probability increases. Since the user association is based on distance, it is possible that users are associated with RSUs or relays on different lines. We will use the derived association probability to evaluate the SIR distribution of the typical user. In addition, we show that the association probability is not given by a simple ratio of densities, as we have seen in the association of the heterogeneous networks leveraging the Poisson point processes [32]. This occurs because of the spatial correlation between RSUs and relays.

**Proposition 1.** The mean number of users associated to the typical RSU is $\frac{\mu_u}{\mu_s} \mathbf{P}_u(A_s)$ and the mean number of users associated to the typical relay is $\frac{\mu_u}{\mu_r} \mathbf{P}_u^0(A_r)$. The mean number of relays associated to the typical RSU is $\frac{\mu_r}{\mu_s}$.

**Proof:** Consider a factor graph with an edge from each user to its association RSU or relay. From the mass transport principle [34],

$$\lambda_1 \mu_u \mathbf{P}_U^0(A_s, E) = \lambda_1 \mu_s d_{in}, \quad (16)$$

where the LHS is the mean mass sent by the users to their association RSUs on the same lines, whereas the RHS is the mean mass received by the RSUs from their associated users on the same lines. $\lambda_1 \mu_s$ is the spatial density of RSUs and $d_{in}$ is the mean number of same-line users associated to the typical RSU under the Palm distribution of $S$. Similarly, considering users and their associated RSUs on different lines, we have

$$\lambda_1 \mu_u \mathbf{P}_U^0(A_s, E^c) = \lambda_1 \mu_s d'_{in}, \quad (17)$$

where the LHS is the mean mass out of the users and the RHS is the mean mass received by the RSUs: $d'_{in}$ is the mean number of different-line users associated to the typical RSU. As a result, the mean number of users per RSU is $d_{in} + d_{in} = \frac{\mu_u}{\mu_s} \mathbf{P}_U^0(A_s)$. Similarly, the mean number of users per relay is $\frac{\mu_u}{\mu_r} \mathbf{P}_U^0(A_r)$. Finally, the mean number of relays per RSU is $\frac{\mu_r}{\mu_s}$.

**B. SIR Distribution of the Typical User**

This section gives the SIR distribution of the typical user. Note all RSUs and relays are assumed to have users to serve with high probability. We denote by $\gamma$ the ratio of relay transmit power to the RSU transmit power, $\gamma = \frac{p_r}{p_s}$. As in Section III-B, let $E$ be the event that the association transmitter and the typical user are on the same line. We denote by $A_s$ the event that
the association transmitter is an RSU and by $A_r$ the event that the association transmitter is a relay.

**Theorem 2.** The SIR distribution of the typical user is given by

$$P^0_U(SIR > \tau) = P^0_U(SIR > \tau, E, A_s) + P^0_U(SIR > \tau, E, A_r)$$

$$+ P^0_U(SIR > \tau, E^c, A_s) + P^0_U(SIR > \tau, E^c, A_r),$$

where the first term is the coverage probability with the association RSU being on the line $l(0, \theta_0)$, and the second term is the coverage probability with the association relay being on the line $l(0, \theta_0)$. Similarly, the third term is the coverage probability with the association RSU not being on $l(0, \theta_0)$ and the last term is the coverage probability with the association relay not being on $l(0, \theta_0)$. We have

$$P^0_U(SIR > \tau, E, A_s) = \int_0^\infty G_1(r, a, b) e^{-2\lambda_l \int_0^\infty 1 - G_2(r, v, a, b) dv - 2\lambda_l \int_0^\infty (r, v, a, b) dv} dr$$

$$P^0_U(SIR > \tau, E, A_r) = \int_0^\infty G_1(r, a, b) e^{-2\lambda_l \int_0^\infty 1 - G_2(r, v, a, b) dv - 2\lambda_l \int_0^\infty (r, v, a, b) dv} dr$$

where

$$G_1(r, a, b) = 2\mu e^{-2r\mu_s - 2\mu} \int_0^\infty \frac{\rho^{a-1}}{a^a} \cdot \int_0^\infty \frac{\rho^{a-1}}{a^a} du - 2\mu r \int_0^\infty \frac{\rho^{a-1}}{a^a} du,$$

$$G_2(r, v, a, b) = e^{-2(\mu_s + \mu_r) r^2 - 2\mu_s \int_0^\infty \frac{\rho^{a-1}}{a^a} \cdot \int_0^\infty \frac{\rho^{a-1}}{a^a} dv - 2\mu r \int_0^\infty \frac{\rho^{a-1}}{a^a} dv},$$

$$G_3(r, v, a, b) = e^{-2\mu_s \int_0^\infty \frac{\rho^{a-1}}{a^a} \cdot \int_0^\infty \frac{\rho^{a-1}}{a^a} dv - 2\mu r \int_0^\infty \frac{\rho^{a-1}}{a^a} dv}.$$

On the other hand, the last two terms of Eq. (18), are

$$P^0_U(SIR > \tau, E^c, A_s) = \int_0^\infty H_1(r, a, b) e^{-2\lambda_l \int_0^\infty 1 - H_2(r, v, a, b) dv - 2\lambda_l \int_0^\infty (r, v, a, b) dv} \int_0^\infty H_4(r, c) dr$$

$$P^0_U(SIR > \tau, E^c, A_r) = \int_0^\infty H_1(r, a, b) e^{-2\lambda_l \int_0^\infty 1 - H_2(r, v, a, b) dv - 2\lambda_l \int_0^\infty (r, v, a, b) dv} \int_0^\infty H_4(r, c) dr$$
respectively, where

\[ H_1(r, a, b) = e^{-2\mu_0 r - 2\mu_0} f_r^\infty \int_0^\infty \frac{\tau r^\beta v - \alpha}{a + \tau r^\beta v - \alpha} du - 2\mu_r f_r^\infty \frac{\tau r^\beta v - \alpha}{b + \tau r^\beta v - \alpha} du, \]

\[ H_2(r, v, a, b) = e^{-2\mu_v r - 2\mu_v} \int_0^\infty \frac{\tau r^\beta (u^2 + v^2) - \alpha}{a + \tau r^\beta (u^2 + v^2) - \alpha} du - 2\mu_r \int_0^\infty \frac{\tau r^\beta (u^2 + v^2) - \alpha}{b + \tau r^\beta (u^2 + v^2) - \alpha} du, \]

\[ H_3(r, v, a, b) = e^{-2\mu_v r - 2\mu_v} \int_0^\infty \frac{\tau r^\beta (u^2 + v^2) - \alpha}{a + \tau r^\beta (u^2 + v^2) - \alpha} du - 2\mu_r \int_0^\infty \frac{\tau r^\beta (u^2 + v^2) - \alpha}{b + \tau r^\beta (u^2 + v^2) - \alpha} du, \]

\[ H_4(r, c) = 4\lambda c r \int_0^{\pi/2} e^{-2r(\mu_v + \mu_r) \sin(\theta) - 2c f_r \sin(\theta) - 2c f_r^\infty \frac{\tau r^\beta (1 + \tau r^\beta \cos^2(\theta)) - \alpha}{1 + \tau r^\beta (1 + \tau r^\beta \cos^2(\theta)) - \alpha} du} d\theta. \]

**Proof:** Under the Palm distribution of the user point process, \( P_U^0(\cdot) \), there exist a typical user at the origin and a line \( l(0, \theta_0) \) containing the typical user. Here, \( \theta_0 \) is a uniform random variable between 0 and \( \pi \). By the law of total probability, the SIR distribution is given by

\[ P_U^0(\text{SIR} > \tau) = P_U^0(\text{SIR} > \tau, E) + P_U^0(\text{SIR} > \tau, E^c), \quad (19) \]

where we can write \( E : \{l_* = l(0, \theta_0)\} \) and \( E^c : \{l_* \neq l(0, \theta_0)\} \). The former is the event that the line \( l_* \) containing the association transmitter is \( l(0, \theta_0) \), the line that contains the typical user.

\[ P_U^0(\text{SIR} > \tau, E) = P_U^0(\text{SIR} > \tau, E, A_s) + P_U^0(\text{SIR} > \tau, E, A_r), \quad (20) \]

where \( A_s \) and \( A_r \) are the events that the typical user is associated with its closest RSU and with its closest relay, respectively. Then, with \( I \) the interference seen by the typical user, we have

\[ P(\text{SIR} > \tau, E, A_s) \]

\[ = P_U^0(p_s H L(\|X_*\|) > \tau I, E, A_s) \]

\[ = P_U^0(p_s H > \tau I \|X_*\|^\alpha, E, A_s) \]

\[ = E_\Phi \left[ P_U^0 \left( H > \frac{\tau r^\beta}{p_s} I, E, A_s \right) \right] \]

\[ = E_\Phi \left[ \int_{r=0}^{\tau r^\beta} P_U^0 \left( H > \frac{\tau r^\beta}{p_s} I, E, A_s, \|X_*\| = r, \Phi \right) P(\|X_*\| \in [r, r + dr), E, A_s | \Phi) \right], \quad (21) \]

where we express the probability as the conditional expectation w.r.t. \( \Phi \). Then, we write it as a conditional expectation w.r.t. the nearest RSU. We have \( P(\|X_*\| = r dr, E, A_s | \Phi) \) the conditional probability density function of the distance from the origin to the closest RSU.
In a similar way, we have

\[ P(\text{SIR} > \tau, E, A_r) = E_\Phi \left[ \int_{r=0}^{\tau} P^0_U \left( H > \frac{\tau r^\alpha I}{p_r} \bigg| E, A_r, \|X^*_r\| = r, \Phi \right) P(\|X^*_r\| \in [r, r + dr), E, A_r|\Phi) \right]. \] (22)

In Eq. (22), \( P(\|X^*_r\| \in [r, r + dr), E, A_r|\Phi) \) is the conditional probability density function of the distance from the origin to the nearest relay. Furthermore, the integrands of Eqs. (21) and (22) are

\[
P^0_U \left( H > \frac{\tau r^\alpha I}{p_r} \bigg| E, A_s, r, \Phi \right) = E^0_U \left[ e^{-sf} \big| E, A_s, r, \Phi \right] |_{s=\tau r^\alpha p^{-1}_r},
\]

\[
P^0_U \left( H > \frac{\tau r^\alpha I}{p_r} \bigg| E, A_r, r, \Phi \right) = E^0_U \left[ e^{-sf} \big| E, A_r, r, \Phi \right] |_{s=\tau r^\alpha p^{-1}_r},
\]

respectively. We obtain \( E^0_U \left[ e^{-sf} \big| E, A_s, r, \Phi \right] = E^0_U \left[ e^{-sf} \big| E, A_r, r, \Phi \right] \) from the independence of the Poisson point processes. The conditional Laplace transform of interference is given by

\[
E^0_U \left[ e^{-sf} \big| E, A_s, r, \Phi \right] \equiv \begin{cases} \prod_{r_i \in \Phi} \left( \frac{1}{1 + sp\|T_k\|^{-\frac{\alpha}{2}}} \right) & |r_i| > r \\
\prod_{r_i \in \Phi} \left( \frac{1}{1 + sp\|T_k\|^{-\frac{\alpha}{2}}} \right) & |r_i| < r \\
\exp \left( -2\mu_s \int_r^\infty \frac{sp_s u^{-\alpha}}{1 + sp_s u^{-\alpha}} \, du - 2\mu_r \int_r^\infty \frac{sp_r u^{-\alpha}}{1 + sp_r u^{-\alpha}} \, du \right) \end{cases}
\]

\[
\times \prod_{r_i \in \Phi} \exp \left( -2\mu_s \int_{r_i^2 + u^2}^\infty \frac{sp_s (r_i^2 + u^2)^{-\frac{\alpha}{2}}}{1 + sp_s (r_i^2 + u^2)^{-\frac{\alpha}{2}}} \, du - 2\mu_r \int_{r_i^2 + u^2}^\infty \frac{sp_r (r_i^2 + u^2)^{-\frac{\alpha}{2}}}{1 + sp_r (r_i^2 + u^2)^{-\frac{\alpha}{2}}} \, du \right).
\]

To get (a), we use the Laplace transform of the exponential random variable and the fact that conditionally on the line process and conditionally on the association distance \( r \), all RSUs and relays are at distances greater than \( r \). To obtain (b), we use the facts that RSU and relay point processes on different lines are conditionally independent and that the distances from the origin to any RSU points \( \{T_k\}_{k \in \mathbb{Z}} \in S_{r_i, \theta_i} \) are given by \( \sqrt{r_i^2 + G_k^2} \), where \( \{G_k\}_{k \in \mathbb{Z}} \) is the RSU Poisson point process on the real axis \( S_{0,0} \).
On the other hand, the probability density function in Eq. (21) is given by

\[
P(\|X_s^*\| \in [r, r + dr], E, A_s|\Phi) = \frac{\partial (1 - P(S_{0,0}(B_0(r)) = 0))}{\partial r} dr
\times P(R_{0,0}(B(r)) = \emptyset) \prod_{r_i, \theta_i \in \Phi} P(S_{r_i, \theta_i} + R_{r_i, \theta_i}(B(r)) = \emptyset)
= 2\mu_s e^{-2\mu_s r} dr e^{-2\mu_s r} \prod_{r_i, \theta_i \in \Phi} e^{-2(\mu_s + \mu_r)\sqrt{r^2 - r_i^2}},
\] (26)

where we use the facts that \(X_s \in S_{0,0}\) and that there is no point of \(R_{0,0} + S_{r_i, \theta_i} + R_{r_i, \theta_i}\) within a disk of radius \(r\) centered at the origin. The probability density function in Eq. (22) is

\[
P(\|X_R^*\| \in (r, r + dr), E, A_r|\Phi) = 2\mu_r e^{-2\mu_r r} dr e^{-2\mu_r r} \prod_{r_i, \theta_i \in \Phi} e^{-2(\mu_s + \mu_r)\sqrt{r^2 - r_i^2}}.
\] (27)

To derive the first part of Eq. (19), we combine Eqs. (22)–(27) and obtain the product form based on the probability generating functional of the Poisson line process.

Let us now evaluate the second part of Eq. (19). By the law of total probability, we have

\[
P_U^0(\text{SIR} \geq \tau, E^c) = P_U^0(\text{SIR} > \tau, E^c, A_s) + P_U^0(\text{SIR} > \tau, E^c, A_r),
\] (28)

where \(A_s\) and \(A_r\) denote the events that the typical user is associated with the RSU or with the relay, respectively. Let \(l_s\) denote the line of the association RSU transmitter. Then, by conditioning on \(\Phi\), on \(l_s\), and then \(\|X_s^*\|\), we can write the first part of Eq. (28) as follows:

\[
P_U^0(\text{SIR} > \tau, E^c, A_s)
= P_U^0(p_s H L(\|X_s\|) > \tau I, E^c, A_s)
= P_U^0(p_s H > \tau I \|X_s\|^\beta, E^c, A_s)
= E_\Phi \left[ P_U^0 \left( H > \frac{\tau I \|X_s\|^\beta}{p_s}, E^c, A_s \right) \right]
= E_\Phi \left[ E_{l_s} \left[ P_U^0 \left( H > \frac{\tau I \|X_s\|^\beta}{p_s}, E^c, A_s \right) \right] \right]
= E_\Phi \left[ E_{\|X_s\|} \left[ P_U^0 \left( H > \frac{\tau r^\beta I}{p_s}, E^c, A_s, \|X_s^\| = r, l_s, \Phi \right) \right] \right].
\] (29)

In a similar way, the second part of Eq. (28) can be written as follows:

\[
P_U^0(\text{SIR} > \tau, E^c, A_r)
= E_\Phi \left[ E_{l_s} \left[ P_U^0 \left( H > \frac{\tau r^\beta I}{p_r}, E^c, A_r, \|X_s^\| = r, l_s, \Phi \right) \right] \right].
\] (30)
By using the fact that $H$ is an exponential random variable, the conditional probability of Eq. (29) is given by

$$L_I(s) = E_{f\{X^* \mid E^*, A_s, r, l, \Phi\}}$$

$$= \prod_{r_i, \theta_i} \left( \prod_{X_j \in R_{r_i, \theta_i} + S_{r_i, \theta_i}} \frac{1}{1 + p_X J L(\|X_j\|)} \right)$$

$$= \prod_{r_i, \theta_i} \left( \prod_{T_j \in S_{0,0}} \frac{1}{1 + p_s s L(\|r_i e_{i,1} + T_j e_{i,2}\|)} \right)$$

$$= \prod_{r_i, \theta_i} \left( \prod_{T_j \in S_{0,0}} \frac{1}{1 + p_s s L(\|r_i e_{i,1} + T_j e_{i,2}\|)} \right), \quad (31)$$

where the distances from the origin to the points of the Poisson point process on line $l(r_i, \theta_i)$ are represented by $\|r_i e_{i,1} + T_j e_{i,2}\|$ where $e_{i,1}$ is an orthonormal vector from the origin to the line $l(r_i, \theta_i)$ and $e_{i,2}$ is an unit vector orthogonal to the vector $e_{i,1}$. Here, $S_{0,0}$ is the RSU point process on the $x$-axis and $R_{0,0}$ is the relay point process on the $x$-axis. By using the probability generating functional of the Poisson point process, we get

$$L_I(s) = \exp \left( -2 \mu_s \int_r^\infty \frac{p_s s v^{-\alpha}}{1 + p_s s v^{-\alpha}} \, dv - 2 \mu_r \int_r^\infty \frac{p_r s v^{-\alpha}}{1 + p_r s v^{-\alpha}} \, dv \right)$$

$$\times \prod_{r_i, \theta_i \in \Phi + \delta_{r_i, \theta_i}} \exp \left( -2 \mu_s \int_r^\infty \frac{p_s s (r_i^2 + v^2)^{-\frac{\alpha}{2}}}{1 + p_s s (r_i^2 + v^2)^{-\frac{\alpha}{2}}} \, dv \right)$$

$$\times \prod_{r_i, \theta_i \in \Phi + \delta_{r_i, \theta_i}} \exp \left( -2 \mu_r \int_r^\infty \frac{p_r s (r_i^2 + v^2)^{-\frac{\alpha}{2}}}{1 + p_r s (r_i^2 + v^2)^{-\frac{\alpha}{2}}} \, dv \right)$$

$$\times \prod_{r_i, \theta_i \in \Phi} \exp \left( -2 \mu_s \int_0^r \frac{p_s s (r_i^2 + v^2)^{-\frac{\alpha}{2}}}{1 + p_s s (r_i^2 + v^2)^{-\frac{\alpha}{2}}} \, dv \right)$$

$$\times \prod_{r_i, \theta_i \in \Phi} \exp \left( -2 \mu_r \int_0^r \frac{p_r s (r_i^2 + v^2)^{-\frac{\alpha}{2}}}{1 + p_r s (r_i^2 + v^2)^{-\frac{\alpha}{2}}} \, dv \right), \quad (32)$$

where the above terms are the Laplace transforms of the RSU plus relay interference on the line $l(0, \theta_0)$, the RSU interference on the lines closer than $r$, the relay interference on the lines closer than $r$, the RSU interference on the lines further than $r$, and the relay interference on the lines further than $r$, respectively.

To obtain the conditional probability density function of the distance from the origin to its closest RSU in Eq. (29), we use the facts that (i) $X^*_S$ is the closest to the origin, (ii) $X^*_S \in S_{r, \theta}$,
and (iii) all the other RSU or relay point processes have no point in the disk of radius \( r \).

Therefore, using the void probability of the Poisson point process, the conditional probability density function of the distance from the origin to its closest RSU in Eq. (29) is

\[
P_U^0(\|X_S\| \in [r, r + dr), E^c, A_{i}, l^*, \Phi) = \frac{1}{dr} (1 - P(S_{r_x, \theta_x} (B(r)) = \emptyset)) \int_0^{\Phi+\delta_0, \theta_0} e^{-2(\mu_x + \mu_r) \sqrt{r^2 - r_*^2}} d\mu_x d\mu_r \frac{\Phi + \Phi_0}_{r_*} P(R_{r_x, \theta_x} (B(r)) = \emptyset)
\]

\[= 2\mu_r e^{-2(\mu_x + \mu_r) \sqrt{r^2 - r_*^2}} \frac{\Phi + \Phi_0}_{r_*} \prod_{r_x, \theta_x} e^{-2(\mu_x + \mu_r) \sqrt{r^2 - r_*^2}}. \quad (33)
\]

In a similar way, the conditional probability density function of the distance from the origin to its closest vehicle relay in Eq. (30) is given by

\[
P_U^0(\|X_S\| \in [r, r + dr), E^c, A_{r_x}, l^*, \Phi) = 2\mu_r e^{-2(\mu_x + \mu_r) \sqrt{r^2 - r_*^2}} \frac{\Phi + \Phi_0}_{r_*} \prod_{r_x, \theta_x} e^{-2(\mu_x + \mu_r) \sqrt{r^2 - r_*^2}}. \quad (34)
\]

Finally, we combine Eqs. (32) and (33) then integrate the result w.r.t. \( l_* \) and then w.r.t. \( \Phi \). First, to integrate w.r.t. \( l_* \), we combine all the functions w.r.t. \( l_* \) to get the following expression:

\[
E_{l_*} \left[ \frac{2\mu_r e^{-2(\mu_x + \mu_r) \sqrt{r^2 - r_*^2}}}{\sqrt{r^2 - r_*^2}} - 2\mu_r \int_0^\infty \frac{p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}}{1 + p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}} dv \right] e^{-2\mu_r \int_0^\infty \frac{p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}}{1 + p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}} dv}
\]

\[= 4\lambda_1 \mu_r \int_0^\pi/2 e^{-2(\mu_x + \mu_r) \sqrt{r^2 - r_*^2}} \frac{p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}}{1 + p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}} \sin(\theta) d\theta - 4\lambda_1 \mu_r \int_0^\pi/2 e^{-2\mu_r \int_0^\infty \frac{p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}}{1 + p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}} dv}
\]

\[= 4\lambda_1 \mu_r \int_0^\pi/2 \left[ -2\mu_r e^{-2(\mu_x + \mu_r) \sqrt{r^2 - r_*^2}} \frac{p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}}{1 + p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}} \sin(\theta) - 2\mu_r e^{-2\mu_r \int_0^\infty \frac{p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}}{1 + p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}} dv}
\]

\[= 4\lambda_1 \mu_r \int_0^\pi/2 e^{-2\mu_r \int_0^\infty \frac{p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}}{1 + p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}} dv}
\]

where we use Campbell’s average formula (34) and then replace the variable \( z \) with \( r \cos(\theta) \).

We combine Eqs. (32), (33), and (35) to obtain the first part of Eq. (28).

Similarly, to obtain the second part of Eq. (28), we combine Eq. (32) and (34) and evaluate the functions w.r.t. \( l_* \) to obtain the following expression:

\[4\lambda_1 \mu_r \int_0^\pi/2 e^{-2\mu_r \int_0^\infty \frac{p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}}{1 + p_x(\rho_x^2 + \rho^2) - \frac{\rho}{2}} dv}
\]

Then, we combine the rest of Eq. (32), (34) and (36) to obtain the second part of Eq. (28).
Corollary 1. When $p_s = p_r$, or $\gamma = 1$, the SIR distribution of the typical user is

$$
\int_0^\infty J_1(r)e^{-2\lambda_1 \int_0^r 1-J_2(r,v) \, dv}e^{-2\lambda_1 \int_r^\infty 1-J_3(r,v) \, dv} \, dr
$$

$$+
\int_0^\infty K_1(r)e^{-2\lambda_1 \int_0^r 1-K_2(r,v) \, dv}e^{-2\lambda_1 \int_r^\infty 1-K_3(r,v) \, dv} K_4(r) \, dr,
$$

(37)

where

$$J_1(r) = 2(\mu_s + \mu_r)e^{-2r(\mu_s + \mu_r)} - 2(\mu_s + \mu_r) \int_r^\infty \frac{\tau r^\alpha e^{-\alpha \tau}}{1 + r^\alpha} \, du,$$

$$J_2(r, v) = e^{-2(\mu_s + \mu_r)\sqrt{r^2 - v^2}} - 2(\mu_s + \mu_r) \int_{\sqrt{r^2 - v^2}}^\infty \frac{\tau r^\alpha (v^2 + u^2)^{-\beta/2}}{1 + r^\alpha (v^2 + u^2)^{-\beta/2}} \, du,$$

$$J_3(r) = e^{-2(\mu_s + \mu_r) \int_0^\infty \frac{\tau r^\alpha (v^2 + u^2)^{-\beta/2}}{1 + r^\alpha (v^2 + u^2)^{-\beta/2}} \, du},$$

and

$$K_1(r) = e^{-2(\mu_s + \mu_r) r - 2(\mu_s + \mu_r) \int_r^\infty \frac{\tau r^\alpha e^{-\alpha \tau}}{1 + r^\alpha} \, du},$$

$$K_2(r, v) = e^{-2(\mu_s + \mu_r)\sqrt{r^2 - v^2}} - 2(\mu_s + \mu_r) \int_{\sqrt{r^2 - v^2}}^\infty \frac{\tau r^\alpha (v^2 + u^2)^{-\beta/2}}{1 + r^\alpha (v^2 + u^2)^{-\beta/2}} \, du},$$

$$K_3(r) = e^{-2(\mu_s + \mu_r) \int_0^\infty \frac{\tau r^\alpha (v^2 + u^2)^{-\beta/2}}{1 + r^\alpha (v^2 + u^2)^{-\beta/2}} \, du},$$

$$K_4(r) = 4\lambda_1(\mu_s + \mu_r) r \int_0^{\pi/2} e^{-2(\mu_s + \mu_r) r \sin(\theta)} - 2(\mu_s + \mu_r) \int_0^{\pi/2} \frac{\tau r^\alpha (\cos^2(\theta) + u^2)^{-\beta/2}}{1 + r^\alpha (\cos^2(\theta) + u^2)^{-\beta/2}} \, d\theta.\]

Proof: The proof is immediate by taking $\gamma = 1$ in Theorem 2.

Since we analyze the performance of the user located at the origin—leveraging the stationary user point process, the obtained formula also corresponds to the spatial average of SIRs of all users in a large ball of the proposed network [34], [43]. In addition, if we consider a simple dynamic where users are assumed to move at a constant speed along the lines that they are located on, the locations of users at any given time follow a Poisson point process on each line (displacement Theorem [34]). Therefore, the locations of all users in the network at any given time follow a Cox point process $U$. More precisely, the user point process is time-invariant. Therefore, the SIR distribution of the typical user also coincides with the SIR distribution of a specific user, averaged over a very long time [44].

Fig. 5 and 6 show that the derived formula matches the numerical results obtained by Monte Carlo simulations. To get the simulation results, we consider a disk of radius $R = 5$ km and fix the SIR threshold $\tau$. Then, for each simulation sample $k = 1, 2, ..., N$, randomly oriented Poisson($2\lambda_1 R$) lines are distributed on the disk and corresponding RSU and relays are distributed.
Fig. 5. SIR coverage probability, namely the probability that the typical user at the origin has a SIR greater than a given threshold. For various network parameters, we show that the derived formula matches the simulation results. Here, we use $\gamma = 1$, $\alpha = 2.5$ and $\beta = 3.5$. The units of parameters $\lambda_l, \mu_s$, and $\mu_r$ are per kilometer.

Since the network performance is investigated through the typical user at the origin, a randomly oriented line exists and this line contains the origin, RSUs, and relays. In each simulation sample $k$, Rayleigh fading, path losses for desired signal and interference, and penetration loss are considered to assess whether the SIR of the user at the origin exceeds the SIR threshold $\tau$. Then, the probability of the SIR being greater than $\tau$ is obtained by counting the number of such instances divided by the total number $N$. We vary $\tau$ to obtain the SIR curve. The accuracy of the Monte Carlo method increases as the total number of instances $N$ increases, together with the complexity and computation cost. In this paper, we consider $N = 10^5$ samples and $R = 5$ km to obtain the Monte Carlo simulation results.

Figs. 7 – 10 show the SIR distribution, or the SIR coverage probability of the typical user. For clearer plots, only analytical results are illustrated. Fig. 7 shows the behavior of SIR as more relays are added when the road density is fixed. Since $\mu_s = 1$, $\mu_r$ denotes both the relative number of relays per a kilometer length of a road and the average relay per RSU. In this numerical experiment, different path loss exponents are assumed for intra-road links and inter-road links, i.e., $\alpha \neq \beta$. Note that in Figs. 6 and 7 and the SIR hardly change as the density of the relays varies.

Figs. 8 and 9 show the typical SIR coverage probability for different road densities. In both figures, $\lambda_l$ increases and this means the number of roads per unit area increases. Since RSUs
Fig. 6. SIR coverage probability of the typical user. We consider $\gamma = 1$, $\alpha = 2.5$ and $\beta = 4$.

Fig. 7. SIR coverage probability of the typical user. We increase the density of relays in the proposed network to study the behavior of the SIR coverage probability. Only curves based on analytical formula are given.

and relays are distributed as Poisson point processes on each line, the total numbers of RSUs and relays per unit area increases. In both figures, an increment of the road density decreases the SIR coverage probability of the typical user. Fig. 9 analyzes the impact of deploying more relays when the density of roads is high. We compare the result with Fig. 7 and see that as the density of roads increases, the interference increases and the SIR coverage probability of the typical user decreases.

Fig. 10 uses the same path loss exponents for all links, namely $\alpha = \beta$. By comparing Figs. 9 and 10 we see that, as the density of roads increases, the SIRs decrease less for $\alpha = \beta$ than for
Fig. 8. SIR coverage probability of the typical user. We increase the density of roads in the proposed network. $\gamma = 1$.

Fig. 9. SIR coverage probability of the typical user. We increase the density of roads in the proposed network. $\gamma = 1$.

$\alpha \neq \beta$. This occurs because as the density of roads increases, users are likely to be associated with RSUs or relays on different roads. As a result, when $\beta = \alpha = 2.5$, the association transmitter on a different line offers a stronger received signal power than when $\beta = 4$ and $\alpha = 2.5$.

Remark 1. From Theorem 2 all communications in the proposed heterogeneous vehicular...
network can be divided into the following four types:

\[ P(SIR > \tau | A_s, E) : \text{SIR dist. of the typical user associated with an RSU on the same line} \]
\[ P(SIR > \tau | A_r, E) : \text{SIR dist. of the typical user associated with a relay on the same line} \]
\[ P(SIR > \tau | A_s, E^c) : \text{SIR dist. of the typical user associated with an RSU on a different line} \]
\[ P(SIR > \tau | A_r, E^c) : \text{SIR dist. of the typical user associated with a relay on a different line} \]

The formulas for these four different types can be simply obtained from the expressions in Theorem 2. Note that these four different types cover all the links based on their type or geometry. For instance, \( P(SIR > \tau | A_s, E^c) \) gives the reliability of cross-road RSU-to-user performance and \( P(SIR > \tau | A_r, E) \) gives the reliability of same road relay-to-user performance. As a function of various large-scale parameters such as densities, path loss exponents, and transmit powers, this geometry-based analysis for each type will shed light on the type-specific reliability, on tradeoff relationship between link types, and on an asymptotic behavior of users.

C. SIR Distribution of the Typical Relay

In practice, relays can only communicate with users on the downlink, once the relevant data are communicated through RSU-to-relay links. To evaluate the user performance accounting for RSU-to-relay links, this section now analyzes the SIR distribution of RSU-to-relay links, namely the SIR distribution of the typical relay at the origin.
Theorem 3. The SIR distribution of the typical relay is given by
\[
\int_0^\infty \bar{J}_1(r) e^{-2\lambda_l \int_0^r \bar{J}_2(r,v) \, dv} e^{-2\lambda_l \int_r^\infty \bar{J}_3(r,v) \, dv} \, dr \\
+ \int_0^\infty \bar{K}_1(r) e^{-2\lambda_l \int_0^r \bar{K}_2(r,v) \, dv} e^{-2\lambda_l \int_r^\infty \bar{K}_3(r,v) \, dv} \, \bar{K}_4(r) \, dr,
\]
where
\[
\bar{J}_1(r) = 2\mu_s e^{-2r\mu_s - 2\mu_s \int_r^\infty \frac{\tau r^\alpha u^{-\alpha}}{1 + \tau r^\alpha u^{-\alpha}} \, du}, \\
\bar{J}_2(r,v) = e^{-2\mu_s \sqrt{r^2 - v^2} - 2\mu_s \int_0^v \frac{\tau r^\alpha (u^2 + v^2) - \beta}{1 + \tau r^\alpha (u^2 + v^2) - \beta} \, du}, \\
\bar{J}_3(r) = e^{-2\mu_s \int_0^\infty \frac{\tau r^\alpha (u^2 + v^2)^{-\beta/2}}{1 + \tau r^\alpha (u^2 + v^2)^{-\beta/2}} \, du}, \\
\bar{K}_1 = e^{-2r\mu_s - 2\mu_s \int_r^\infty \frac{\tau r^\beta u^{-\beta}}{1 + \tau r^\beta u^{-\beta}} \, du}, \\
\bar{K}_2(r,v) = e^{-2\mu_s \sqrt{r^2 - v^2} - 2\mu_s \int_0^v \frac{\tau r^\beta (u^2 + v^2) - \beta}{1 + \tau r^\beta (u^2 + v^2) - \beta} \, du}, \\
\bar{K}_3(r) = e^{-2\mu_s \int_0^\infty \frac{\tau r^\beta (u^2 + v^2)^{-\beta/2}}{1 + \tau r^\beta (u^2 + v^2)^{-\beta/2}} \, du}, \\
\bar{K}_4(r) = 4\lambda_l \mu_s r \int_0^{\pi/2} e^{-2\mu_s r \sin(\theta)} e^{-2\mu_s \int_0^\infty \frac{\tau r^\beta (u^2 + v^2)^{-\beta/2}}{1 + \tau r^\beta (u^2 + v^2)^{-\beta/2}} \, du} \, d\theta.
\]

Proof: Here, the SIR distribution of the typical relay can be derived by employing the same techniques as in the proof of Theorem 2.

D. Average Effective User Rates

In the network, users are divided into those associated with RSUs and those associated with relays. First, the average effective rate of RSU-associated users is defined by the mean achievable rate of the typical RSU associated users divided by the mean number of users per RSU. The average effective rate of the RSU-associated user is given by
\[
\mathcal{T}_s = \frac{W_1 \mathbf{E} \left[ \log_2(1 + \text{SIR}_{s\rightarrow u}) \right]}{\mathbf{E} \left[ \# \text{ users per RSU} \right]}.
\]
Note the effective user rate metric is in a sense heuristic because it is given by the ratio of the mean Shannon rate to the mean number of associated users, not the exact number of associated users. However, the exact distribution of the Voronoi cell of Cox-Voronoi tessellation is unknown; and thus dividing the sum of Shannon rates by the exact number of associated users is currently
infeasible. Based on the mass transport, we obtained the mean number of users in the typical cell (Proposition 1) and we now use it for computing the average effective rate.

The average effective rate of relay-associated users is determined by both the RSU-to-relay and relay-to-user links. Using the average effective rates of the both links, the mean effective rate of the relay-associated user is defined by

$$
T_r = \min \left\{ \frac{W_2 \mathbb{E}[\log_2(1 + \text{SIR}_{r\to u})]}{\mathbb{E}[\text{# relay per RSU}]} \frac{W_1 \mathbb{E}[\log_2(1 + \text{SIR}_{r\to u})]}{\mathbb{E}[\text{# user per relay}]} \right\},
$$

(40)

where $W_2$ is the bandwidth for the RSU-to-relay communications and $W_1$ is the bandwidth for RSU-to-user and relay-to-user communications.

We combine Eqs. (39) and (40) to derive the average effective rate of the typical user:

$$
T = P_U^0(A_s) T_s + P_U^0(A_r) T_r.
$$

(41)

Here, $P(A_s)$ is the probability that the typical user is associated with an RSU, provided in Theorem 1.

**Theorem 4.** The average effective rate of the typical user is

$$
T = P_U^0(A_s) W_1 \int_0^\infty \frac{P_U^0(\text{SIR}_{s\to u} > 2^\xi - 1)}{\bar{u}_s} d\xi
$$

$$
+ P_U^0(A_r) \min \left\{ \frac{W_2 P_U^0(\text{SIR}_{r\to u} > 2^\xi - 1)}{\bar{r}_s \bar{u}_r} \int_0^\infty \frac{W_1 P_U^0(\text{SIR}_{r\to u} > 2^\xi - 1)}{\bar{u}_r} d\xi \right\},
$$

(42)

where $P_U^0(A_s)$ and $P_U^0(\text{SIR}_{s\to r} > 2^\xi - 1)$ are given by Theorems 2 and 3 respectively. Using the functions in Theorem 2 the SIR distribution of the RSU-associated typical user is given by

$$
P_U^0(\text{SIR}_{s\to u} > \tau) = \frac{1}{P_U^0(A_s)} \int_0^\infty G_1(r, a, b) e^{-2\lambda_1 \int_0^r G_2(\tau, a, b) d\tau - 2\lambda_1 \int_0^\infty G_3(\tau, a, b) d\tau} \bigg|_{a=1, b=\frac{1}{\gamma}}
$$

$$
+ \frac{1}{P_U^0(A_s)} \int_0^\infty H_1(r, a, b) e^{-2\lambda_r \int_0^r H_2(\tau, a, b) d\tau - 2\lambda_r \int_0^\infty H_3(\tau, a, b) d\tau} H_4(r, a, b) \bigg|_{a=1, b=\frac{1}{\gamma} \mu = \mu_s}.
$$

Similarly, the SIR distribution of the relay-associated typical user is given by

$$
P_U^0(\text{SIR}_{r\to u} > \tau) = \frac{1}{P_U^0(A_r)} \int_0^\infty G_1(r, a, b) e^{-2\lambda_r \int_0^r G_2(\tau, a, b) d\tau - 2\lambda_r \int_0^\infty G_3(\tau, a, b) d\tau} \bigg|_{a=\gamma, b=1}
$$

$$
+ \frac{1}{P_U^0(A_r)} \int_0^\infty H_1(r, a, b) e^{-2\lambda_r \int_0^r H_2(\tau, a, b) d\tau - 2\lambda_r \int_0^\infty H_3(\tau, a, b) d\tau} H_4(r, a, b) \bigg|_{a=\gamma, b=1, c=\mu_r}.
We have \( \bar{u}_s = \frac{\mu_s}{\mu_s} P_U^0(A_s), \bar{u}_r = \frac{\mu_r}{\mu_r} P_U^0(A_r), \) and \( \bar{r}_s = \frac{\mu_r}{\mu_s} \) from Proposition 1.

Proof: The coverage probabilities of the typical RSU-to-user link and of the typical relay-to-user link are obtained by leveraging Theorem 2, respectively. We have

\[
P_U^0(\text{SIR} \rightarrow u > \tau) := P_U^0(\text{SIR} > \tau | A_s) = \frac{P_U^0(\text{SIR} > \tau, A_s, E^c) + P_U^0(\text{SIR} > \tau, A_s, E)}{P_U^0(A_s)},
\]

\[
P_U^0(\text{SIR} \rightarrow u > \tau) := P_U^0(\text{SIR} > \tau | A_r) = \frac{P_U^0(\text{SIR} > \tau, A_r, E^c) + P_U^0(\text{SIR} > \tau, A_r, E)}{P_U^0(A_r)}.
\]

To obtain \( \bar{u}_s, \bar{u}_r, \) and \( \bar{r}_s \), we use Proposition 1. This completes the proof.

Example 1. Suppose \( \gamma = 1 \) and \( W_2 \) is sufficiently large. Then, the average effective rate is

\[
T = W_1 \int_{0}^{\infty} \frac{\mu_s}{\mu_u} P_U^0(\text{SIR} \rightarrow U > 2^\xi - 1) \, d\xi + W_1 \int_{0}^{\infty} \frac{\mu_r}{\mu_u} P_U^0(\text{SIR} \rightarrow U > 2^\xi - 1) \, d\xi.
\]

(43)

On the other hand, without any relay in the network, the average effective user rate is

\[
T' = \left( \frac{\mu_s}{\mu_u} \right) W_1 \int_{0}^{\infty} P_U^0(\text{SIR} > 2^\xi - 1) \, d\xi.
\]

(44)

As a result, the proposed network with relays gives a multiplicative gain of

\[
\Gamma = \frac{\int_{0}^{\infty} P_U^0(\text{SIR} \rightarrow U > 2^\xi - 1) \, d\xi}{\int_{0}^{\infty} P_U^0(\text{SIR} > 2^\xi - 1) \, d\xi} + \left( \frac{\mu_r}{\mu_s} \right) \frac{\int_{0}^{\infty} P_U^0(\text{SIR} \rightarrow U > 2^\xi - 1) \, d\xi}{\int_{0}^{\infty} P_U^0(\text{SIR} > 2^\xi - 1) \, d\xi}
\]

(45)

Fig. 11 illustrates the gain of the average effective user rate as the density of relays increases. It shows how the gain behaves as the density of relays increases.

Remark 2. Theorem 4 represents the mean effective rate as a function of \( W_1, W_2, \) and the distributions of \( \text{SIR}_{S \rightarrow U}, \text{SIR}_{R \rightarrow U}, \) and \( \text{SIR}_{S \rightarrow R} \). Then, when \( W_2 \) is large, the representation shows that deploying relays will substantially increase the average effective rate of users. In practice, \( W_1 \) and \( W_2 \) are finite and the derived mean effective rate formula is useful to address various design problems present in heterogeneous vehicular networks. For instance, to maximize the mean effective user rate, one can find the optimal density of relays for a given \( W_2 \). Similarly, when the density of relays is given, one can use the effective rate formula to study the impact of \( W_2 \).

IV. CONCLUSION

Using stochastic geometry, this paper proposes and analyzes a novel 2-tier heterogeneous vehicular network architecture where RSUs and vehicle relays serve vehicle users. By modeling
Fig. 11. Gains in the average effective user rate when $W_2$ is very large. The gain is presented for $\lambda_l = \mu_u = 1$ km, $\mu_u = 10$ km, and $\alpha = \beta = 3$. The analytic curve is based on Eq. (45).

the proposed network as the Cox point processes and by assuming the nearest association principle with a two-slopes attenuation model, we derive the probability that the typical user is associated with either an RSU or a relay. Then, we derive the SIR distribution of the typical user as an integral formula. We check that the derived analytic formulas match the simulation results obtained by the Monte-Carlo experiments. In addition, using the association probability and SIR distribution, we characterize the SIR distributions of all typical types of communications that exist in the network. Finally, based on the SIR distributions of all typical links and their corresponding bandwidths, we derive the average effective user rate. Finally, we characterize the gain in the effective user rate provided by the proposed network.
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