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Abstract. Big data attracts researchers and practitioners around the globe in their desire to effectively manage the data deluge resulting from the ongoing evolution of the information systems domain. Consequently, many decision makers attempt to harness the potentials arising with the use of those modern technologies in a multitude of application scenarios. As a result, big data has gained an important role for many businesses. However, as of today, the developed solutions are oftentimes perceived as completed products, without considering that the application in highly dynamic environments might benefit from a deviation of this approach. Relevant data sources as well as the questions that are supposed to be answered by their analysis may change rapidly and so do subsequently the requirements regarding the functionalities of the system. To our knowledge, while big data itself is a prominent topic, fields of application that are likely to evolve in a short period of time and the resulting consequences were not specifically investigated until now. Therefore, this research aims to overcome this paucity by clarifying the relation between dynamic business environments and big data analytics (BDA), sensitizing researchers and practitioners for future big data engineering activities. Apart from a thorough literature review, expert interviews are conducted that evaluate the made inferences regarding dynamic and stable influencing factors, the influence of dynamic environments on BDA applications as well as possible countermeasures. The ascertained insights are condensed into a proposal for decision making, facilitating the alignment of BDA and business needs in dynamic business environments.
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1 Introduction

While data have, at least to some extent, always played a role in the business world, the ability to gather and utilize them has dramatically increased over the course of the last two decades [1]. As an answer on modern technological demands, the term big data has emerged, starting its journey in early 2000’s with the introduction of the “Google File System” [2]. Since then a confluence of promising technologies, techniques, paradigms and algorithms occurred, influencing a vast array of domains in multiple ways. A non-exhaustive list of application areas that especially influences the way companies operate, comprises such areas as industry 4.0 and IoT [3], transportation [4], supply chain management [5], the evaluation of mergers and acquisitions [6] as well as the analysis of information provided by news outlets and social media [7].

While there are significant differences in the encompassed tasks, in each case the incorporation of relevant information into the respective processes was expected to yield noticeable benefits. Apart from the overall increase of revenue by providing new or enhanced services, this includes many more avenues, as, for instance, improvements of organizational activities, such as monitoring, optimizations or decision making [3], resulting in noticeable competitive advantages. This esperance is supported by many researchers [8]–[12], including Müller et al. [13], who conducted a corresponding study to quantify this effect. In the course of their work, they found that the use of big data is associated with an average productivity increase of approximately four percent. Subsequently, there is a huge number of publications dealing with the topic of big data [14].

1.1 Big Data Analytics

As highlighted, big data analytics (BDA) is used for multiple reasons in numerous application areas, aiming to process large amounts of differently structured data, sometimes even in real-time [15]. A few years ago, only the volume of the data was relevant, and conventional data warehouses appeared to be sufficient for the storing and analysis of the internal company data [16]. Yet, in the following years, different other data characteristics emerged, forcing researchers as well as practitioners to alter and create new paradigms, analysis methods and technologies, capable to overcome limitations of currently existing approaches. Apart from the previously referred amount of data (volume), this includes, for instance, the variety, velocity and veracity of the data [15]. Likewise, to the definition of the term big data itself, most of the characteristics encompass different meanings. The variety of the data mostly refers to the heterogeneity of the structure [17], [18], but sometimes also its origin [15]. The same applies to the velocity that pertains to the speed with which the data is incoming as well as the time for its processing [15], [18]. Furthermore, the veracity focuses on the reliability and trustworthiness of the data. A general overview, comprising some of the most relevant expressions is depicted in Figure 1. However, those core characteristics, also labelled the four Vs of big data, represent only an excerpt of the general amount of existing data characteristics [19]. Others focus, for instance, on the value of the data or the variability of the other characteristics, such as the structure, data source and flow rate [15], [17]. Generally, big data can be characterized as “data sets and analytical techniques in applications that are so large […] and complex […] that they require advanced and unique data storage, management, analysis, and visualization technologies” [20].

As one can note, the consideration of only a single characteristic and its severity cannot be seen in an isolated way or treated equally across different systems, since it is always an interaction of multiple facets. Consequently, sometimes additional methods for data cleansing, preparation and transformation might be required, for instance, if new data from previously unknown or unreviewed sources is considered. The diversity of the characteristics, both from the separate consideration as well as their combination, leads not only to a certain uniqueness of a big data application but also to an increased complexity. This circumstance can easily be illustrated by the comparison of two different cases that take only two different characteristics
into account. The system architectures of a potential big data solution for the batch processing of petabytes of data can be entirely different compared to a solution that is intended to stream process gigabytes of data, maybe also originating from different sources. Therefore, it does not seem to be surprising that in most of the cases, neither the planning and implementation of related projects nor the system’s operation is a trivial undertaking. This is exacerbated by the socio-technical nature of big data applications, combining the capabilities of the involved people, the injected data and the technical implementation [21]. The latter, whose realization can be summarized under the term big data engineering [22], represents one of the most important dimensions. It includes, inter alia, the planning and structuring of the system under development, as well as the capabilities that are to be provided. Those could, for instance, comprise such capabilities as sentiment analysis [23], prediction engines [24], machine learning [25], text analytics [26], complex calculations [27] or numerous other operations whose findings are deemed beneficial to facilitate a business’s success.

![Figure 1. The four main data characteristics of big data](image)

As in the general nature of information systems, the system itself does not create any value [28] but rather the use of it. The same applies for big data systems. The actual value creation is realized through the incorporation of knowledge that can be achieved by the analysis of the data through the developed solutions. However, a deficiency regarding the technical implementation may have unforeseen consequences and therefore a huge impact for the general applicability of the solution. Besides faulty implementations, those deficiencies might also occur through the depreciation of the application, which is especially likely when it is subject to a highly dynamic business environment [29].

### 1.2 Dynamic Business Environments

Not only systems and their implementations experience an ongoing evolution, the same applies for numerous businesses [30] and the environments they are operating in. This can be linked to a variety of factors from natural causes and new scientific or technological advancements to changes regarding the market conditions, customers’ preferences, fluctuating competition and new legal frameworks. As a result, there are numerous strategies for dealing with this situation. Accordingly, there is also a vast body of scientific literature dealing with this phenomenon [29], [31]–[35]. While this situation constitutes a significant challenge to organizations, it also allows for the differentiation from the competition through superior adaptability, as well as for the development of new business segments. Concluding those considerations, it can be stated that in the context of business, “dynamic environments are characterized by constant rate of change and flux that open up opportunities and market niches” [36].
In a global economy that grows more and more connected and therefore opens up businesses to an increasing number of influences, those dynamic environments require a certain adaptability not only from relevant stakeholders but also from the systems that are used for operational activities. This, however, puts emphasis on the importance of the continuous readjustment of the alignment between business and IT, which “refers to applying Information Technology (IT) in an appropriate and timely way, in harmony with business strategies, goals and needs” [37]. Furthermore, this not only applies to traditional and often rather generic IT infrastructure, but also to highly sophisticated and specialized systems such as BDA solutions.

1.3 Research Goal

Despite the aforementioned vast body of literature, to our knowledge, the implications of highly dynamic business environments on the implementation and operation in the domain of BDA have not yet been covered sufficiently. To overcome this paucity and facilitate the abovementioned alignment, this article will discuss their relationship and highlight potential consequences and responses. Hence, the main goal of this research is not only to provide an overall overview about influences of dynamic business environments, particularly focusing on big data analytics applications, but also on general mistakes during the corresponding implementation and possible countermeasures that could be performed. Thus, the main research question (RQ) is the following.

RQ: What are the effects of dynamic business environments on big data analytics solutions and how can businesses take them into account?

To find a suitable answer to this RQ, it is at first required to understand which factors signify a dynamic business environment and how those environments differ from stable ones, resulting in the first sub research question (SRQ).

SRQ1: What are stable and dynamic business environments with regard to big data analytics?

Afterwards, the influence of those dynamic business environments on big data solutions needs to be thoroughly investigated, constituting the focus of the second SRQ.

SRQ2: How does a dynamic business environment affect big data analytics solutions?

Finally, the third and last SRQ focuses potential strategies to deal with those identified effects.

SRQ3: Which strategies and countermeasures could be applied to mitigate the difficulties when it comes to the implementation of big data analytics solution in dynamic business environments?

1.4 Structure

To find answers to the research questions, the contribution at hand is structured as follows. Ensuing the Introduction, which also comprises explanations for the key concepts big data and dynamic business environments, Section 2 provides details about the methodologies used in the context of this work. In particular a structured literature review as well as expert interviews were carried out, not only to obtain an overview about the current state of the art but also to stepwise validate and discuss the results originating from this work and to gain additional insights. Following this foundational information, in Section 3, a thorough analysis of dynamic business environments in the big data context is conducted. Throughout this section, the respective results of the interviews as well as the literature review are applied. At first, the dynamic of businesses
in the big data context is delimited, providing an answer to \textit{SRQ1}. This is followed by the examination of the consequences of rapidly evolving business environments, which corresponds to \textit{SRQ2}. In Section 4 \textit{SRQ3} is answered, in particular, possible strategies and countermeasures to mitigate the challenges accompanying BDA in dynamic business environments are presented. The work eventually closes with a short recapitulation and some concluding remarks in Section 5.

2 Methodology

The methodology of this research is based on three major factors. The first one is the use of reasoning to deduce and justify certain aspects. Furthermore, a structured literature review provides a comprehensive overview of the state of the art. As a third source of insights, experts interviews have been conducted, providing additional knowledge and also helping to evaluate the findings.

2.1 Structured Literature Review

To evaluate how companies already handle the dynamic nature of certain big data sources and processing systems, and what consequences may result from this, a structured literature review (SLR), which “distills the existing literature […] to summarize the state of the art in this subject field” [38], is conducted. The SLR proves to be particularly useful in this research, because it combines the two areas of big data and dynamic business environments, which have already been considered separately by researchers, but less in connection, as the results in Section 3 show. In doing so, a theoretical background is provided and the breadth of the already existing research can be shown and practical questions answered [39]. According to [38], the review follows five consecutive steps, beginning with the scanning of all available publications for strictly specified key phrases in a well-defined time period. During this first step, relevant information is extracted in the form of notes, including secondary topics revolving around the main topic [38]. Although it is done simultaneously to the scanning process, according to the authors of these guidelines, taking notes is to be considered as a second step. Subsequently, originating from these notes, a concept map is drawn as a third step. Because the objective of this review is only a summary of the state of the art and not a stand-alone systematic literature review, the concept map only consists of three nodes, as depicted in Figure 2. Starting from the main topic, referred to as \textit{big data in dynamic business environments} with the concept map ID (CM-ID) number 1, two secondary topics could be identified, which were frequently included in the primary literature by the authors. These derived subject areas are \textit{big data analysis challenges} and \textit{big data mining with dynamic sources}. Because of their presumably lower relevance to the main topic, only the first twenty available research articles found, using the corresponding database queries (automatically ordered by relevancy), are considered in the SLR. The writing of the literature review itself takes place as the fourth step and finally, as the fifth step, the bibliography is added at the end of this document.

![Figure 2. Concept map of the conducted SLR](image-url)
The strict specification of the conducted search is necessary in order to meet the scientific standards that a literature review must fulfil [40]. In particular this includes that it is systematic, explicit and comprehensive, so that other researchers are able to decide whether the review sufficiently covers their own field of interest [39]. As depicted in Table 1, the scientific databases Scopus and Springer Link were selected for the search. Although Scopus only provides abstracts and bibliographic data, the results combine references to literature found in a variety of full text databases such as IEEE Xplore, ACM Digital Library and ScienceDirect. However, since previous test searches have shown a lack of references to publications provided by Springer, this specific database is additionally used for the search. In Scopus, the search parameters focus on the title, keywords and abstracts of the available publications, ranging from 2014 to 2020. Depending on the entry of the concept map they differ partly in terms of the used keywords. However all of them had the keyword big data in common. For CM-ID 1, the focus was put on the keywords dynamic business or dynamic environment. The second entry covered analytics challenges whereas the third entry used a combination out of data mining and dynamic. Springer, in turn, required some changes in the query due to its slightly different advanced search. The term big data had to be entered in the title search field, and two separate searches had to be performed for the first concept map entry, one with the term dynamic business and one with dynamic environment in the search field for an exact phrase somewhere in the document. For the other two concept map entries, the search was carried out analogously. Besides the shown input parameters, further criteria for evaluating the significance of the found publications are established, which are listed in Table 1. In particular those comprise the inclusion and exclusion criteria of the search and refinement process. It was strictly required that all inclusion criteria were fulfilled, contrary to that, whenever one of the exclusion criteria was applicable the paper was not further considered.

| Table 1. Inclusion and exclusion criteria |
|-------------------------------------------|
| **Inclusion Criteria**                  | **Exclusion Criteria**                          |
| Only completed research                  | Early-access papers                             |
| Conference or journal paper, or (for CM-ID 1 only) review | Outside the first 20 entries (for CM-ID 2 and 3) |
| Written in English                       | Specific study without theoretical contributions |
| Satisfying theoretical background        | Duplicates                                      |
| Field of application similar to business environment | Dynamic in terms of hardware specifications |

The criteria demanding only completed research papers from conferences, journals or reviews, as well as the special criterion for CM-ID 2 and 3, were applied before the total hits were counted. Figure 3 therefore already shows the filtered number of hits according to these criteria.

The characteristics, challenges and consequences of big data analytics in dynamic business environments, derived from the ten articles meeting these criteria, are discussed in Section 3. There, the results are divided into two categories: predictable and unforeseeable consequences. Findings from publications complying with the search parameters of the secondary nodes, indicated in Figure 3 with the CM-IDs 2 and 3, are also taken into account with explanations, how the requirements for successful data acquisition and analysis would change in a dynamic environment.

2.2 Expert Interviews

Before the actual questioning started, initial warm-up questions were asked, focusing not only on the current position but also the overall work experience and the self-perceived experience in the related subdomains. In terms of the latter, a range from 1 to 10 was provided, at which 1 induced a very low level of knowledge and 10 a very high level. However, it has to be taken into account, that those self-evaluations are highly subjective and not necessarily completely reflective of the actual degree of competence. Additionally, one has to note that the given time of work
experience includes only the time after the studies, even though some of the interviewees already collected initial experience before or concurrently to being university students. An overview about the background information of each interviewee is summarized in Table 2. On average, each expert interview had a duration of about 40 minutes.

Figure 3. Literature review search workflow

All questions asked during the interview were focused on the aforementioned SRQs and are shown in Table 3. The initial four questions were concentrating on the made inferences of SRQ1. Besides the assessment of the overall sensibility, the interviewees were asked to perform tangible ratings on each of the factors depicted in Table 4. In here a range from 1 to 10 was utilized, following the recommendation by [41]. All other questions related to the SRQs in a similar way. The questions five and six were focusing on SRQ2 and the remaining – on SRQ3. Except of the closed-ended question nine and the numerical rating in question four, all others were formulated as open-ended questions. Furthermore, sometimes the interviewees somewhat digressed from the given questions; that, however, turned out to be a valuable source of additional insights.
Table 2. Information about the interviewed experts. The given self-perceived experience ranges from low (1) to high (10).

| No. | Position                                                                 | Work Experience | Self-perceived Experience | Business | IT | Big Data |
|-----|---------------------------------------------------------------------------|-----------------|---------------------------|----------|----|---------|
| 1   | Big data architect in a large European insurance company                  | 6 years         | 9                         | 7        | 7  |         |
| 2   | Previous managing director of an IT system company (ERP/BI/etc.)          | 40 years        | 9                         | 8        | 5  |         |
| 3   | Project manager at a large IT service company                            | 8 years         | 7                         | 10       | 6  |         |
| 4   | Lead product manager at a large accounting service provider              | 10 years        | 4                         | 8        | 4  |         |

Table 3. All asked questions and their respective answer type

| No. | Question                                                                                                                                                                                                 | Type               |
|-----|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|--------------------|
| 1   | How do you gauge the concept, to rate a business environment whether it is rather static or dynamic?                                                                                                   | Open-Ended         |
| 2   | Do you think that the following factors (cf. each entry in Table 4) are sensible to distinguish between static and dynamic business environments?                                                        | Open-Ended         |
| 3   | Do you miss any factors that were not mentioned in the aforementioned question (cf. Table 4)? If so, please name and describe why you consider them to be important.                                         | Open-Ended         |
| 4   | How would you rate the importance of each factor (cf. Table 4) on the behavior of the business environment whether it is rather static or dynamic? In doing so, for each factor a value ranging from 1 to 10 can be given, where 1 indicates a very low influence and, vice versa, 10 a very high influence. | Numerical Rating   |
| 5   | How do you think, dynamic business environments affect the use of BDA in a business context. Do specific requirements or risks arise?                                                                   | Open-Ended         |
| 6   | Please carefully examine the depicted state machine diagram (cf. Figure 6), which describes the lifecycle of a big data analytics application. Do you think that it is sensible to implement such a structured process? Do you agree with the shown process? Please give reasons for your decision. | Open-Ended         |
| 7   | Please carefully examine the activity diagram (cf. Figure 7), which describes the decision making process after a relevant change within the business environment occurs. Do you think that it is sensible to implement such a structured process? Do you agree with the steps to be conducted? If not, please describe in which way changes should be made on the intended workflow. | Open-Ended         |
| 8   | What are typical mistakes, which should be prevented, when it comes to the adequate reaction on changes during the decision making process in business environments?                                       | Open-Ended         |
| 9   | Which of these aspects seems to be more relevant for the overall business success? A) Evaluation of the available options for action. OR B) Modifiability of the existing solution.                                  | Closed-Ended       |
| 10  | What measures do you consider appropriate when it comes to the implementation of a big data analytics application in a dynamic business environment, to ensure that it can be adapted as flexibly as possible to changing conditions.                        | Open-Ended         |

While most of the results are interwoven within the following course of this work, explicit results are primarily addressed in Sections 3 and 4. The main reason for this emerges out of the main focus of the interviews itself, where findings from the contribution at hand are discussed.
3 Dynamic Business Environments in the Big Data Context

In order to clarify the relation of dynamic business environments and BDA and to find suitable answers to the previously defined RQ and SRQs, within this section, the relation between dynamic business environments and big data is thoroughly investigated. In doing so, the results of the earlier introduced methodologies are presented and interwoven in the overall research discourse. At first, the aspects that determine the dynamicity of a business environment in the context of BDA are explored. Subsequently, predictable and unpredictable consequences of dynamic businesses environments are discussed, followed by a consideration of their implications for BDA.

3.1 Delimiting the Dynamic of Businesses

Even though most companies can benefit from an advanced use of information resources, the particular business premises and needs can vastly differ, also resulting in diverse avenues for enrichment through big data. For instance, the monitoring of the production machines in a factory is relatively stable. There is a set of well-understood and familiar machinery, which produces sensor data whose structure is constant over time and usually only changes when a new type of device is introduced. While this can certainly fall into the category of big data if the assemblage gets complex enough or there are high requirements regarding the velocity [42], a once implemented application can be used for a long time without noticeable degradation or aging.

In contrast, a dynamic situation exists when the underlying factors permanently evolve. As a result, a system is either never truly finished or it gets more and more outdated with every change to the business reality. This situation was also emphasized in the course of the expert interviews. A typical area where this occurs is the analysis of social media posts and news. For instance, the author of [43] described how the analysis of news articles can help companies in identifying potential threats to their supply chain and act accordingly before possible competitors are even aware, therefore giving them the edge by increasing their reaction speed. However, the relevant set of data sources is in a constant state of flux and the same applies to social media. New competitors arise, some might go out of business and others could change their content, quality or just the technical implementation, resulting in a need to overhaul the way the corresponding data are garnered by the analytics system. Furthermore, other markets might become of interest, requiring the addition of new sources or even the incorporation of new languages. Additionally, also the usage of already implemented languages might change over time, resulting in the emergence of new abbreviations, slang or proper names. Moreover, language can be context-sensitive, posing another challenge, especially, when the context cannot be explicitly conveyed but has to be initially aware to the recipient [44]. An example would be the limited amount of characters when using twitter, or even more severe, the use of hashtags [45]. While in 2018 the hashtag #corona would have almost certainly referred to a brand of beer, in the second quarter of 2020 it is highly likely that the corresponding pandemic is meant. Even in cases where the input data are not noticeably changing, especially when they are unstructured, the analysis does often not provide a perfect accuracy [44]. Subsequently, a later modification or replacement might be necessary or at least desirable.

Besides those factors regarding the data and their processing, also the relevant business questions itself can change, requiring either a modification of the BDA system or remaining unanswered. While some businesses might only need the same information and analyses over a long period of time, resulting in a system that needs no major changes regarding that aspect, others can be reliant on frequently changing insights. As a result, the latter ones also need to constantly extend or adapt their analytics capabilities. Furthermore, also the long-term predictability of the organization’s and its line of work’s development as well as the surrounding circumstances can have an influence on a BDA solution. While in some cases, new requirements,
constraints or opportunities can be planned for well in advance, others are rather unpredictable. This applies, for instance, to the social media domain, where not only the meaning of the data can change frequently, but also certain events can highly influence the data generation itself \cite{46,47}. Additionally, during the interviews, the organizational structure emerged as another important factor, with highly hierarchical and complex ones usually resulting in slower reaction speeds and more complicated processes compared to businesses with flat structures. A summary of those six identified major factors, respectively dimensions, contributing to an either stable or dynamic business environment is shown in Table 4.

| Table 4. Factors influencing the character of a big data analytics solution |
|---------------------------------------------------------------|
| Stable | Dynamic |
| Business questions remain the same | Frequently new business questions |
| No major changes regarding the data sources | Frequent changes regarding the data sources |
| Meaning of obtained data does not change | Data are context-dependent |
| Algorithms have high maturity | Algorithms are rapidly improving |
| Developments are highly predictable | Little long-term planning security |
| Highly hierarchical organizational structures | Flat organizational structures |

Oftentimes, when the implementation of big data analytics is discussed in the literature, it follows a rather conclusive approach without much focus on the potential for further development \cite{43,48,49}, which was also observed in the course of the literature review. The necessary tools and technologies are chosen, combined and as a result, a finished analytical system emerges. Ideally, along the way or at least at the end, there also occurs some testing, showing that the solution does what it is supposed to do. Subsequently, the system is used and hopefully generates valuable insights. During the conducted interviews, it was also stated by expert 1 that this habit is not uncommon amongst companies.

While it sounds like an expedient approach and also is in many situations, it also disregards the demands that arise for other businesses. As long as only the sensors of a factory are being monitored, a system can remain the same and deliver the desired information for a long time. However, when it is applied in a dynamic situation, its degradation starts immediately and the obtained results and therefore also the corresponding benefits are being negatively affected \cite{50}. Furthermore, as pointed out by expert 1, depending on the organizations line of work, external factors like statutory rules can result in huge fines if they are not taken care of in time. The same reduction of value occurs when the company itself evolves, leading to new questions that need to be answered in order to enhance the business \cite{51}. This also requires to make changes to the existing system or the implementation of a new one.

Using the aforementioned dimensions, the degree of stability, respectively dynamism that applies to an organization can be determined via a survey as depicted in Figure 4. Since 7-point, 9-point and 10-point scales generally yield the best results \cite{41} and the determination of the positioning regarding the assessed factors being rather imprecise, using a linear scale on the lower end of that spectrum appears to be the most promising approach to achieve the highest degree of certainty.

To easily determine the position of an examined organization on the spectrum between stable and dynamic, it appears to be sensible to provide an index that condenses the evaluations regarding the six identified dimensions to a single value. This would result in a Likert scale \cite{52}, comprising the values from 6 to 42. However, since it was to assume that the dimensions are not all equally impactful for this evaluation, it was deemed reasonable to accommodate this factor. For this purpose, the interviewed experts have each been asked to rate the importance of those factors regarding the overall evaluation, again using a linear scale, this time ranging from 1 (lowest) to 10 (highest), allowing for more differentiation between the answers. Thereupon, the responses have been combined and the respective dimension’s influences determined by adding all the assigned values across the dimension and dividing it by the sum of all the assigned values.
across all dimensions. The results, signifying the relative importance of the aspects, are depicted in Figure 5.

![Diagram](image)

**Figure 4.** Survey to determine the degree of stability and dynamism

![Circle Diagram](image)

**Figure 5.** Impact of the identified dimensions on the dynamism index

Those weightings can subsequently be used in conjunction with the organization’s evaluation regarding those dimensions to calculate the one-dimensional index. For this purpose, the values stemming from the evaluation are multiplied with their corresponding impact, and then summed up, leading to a value between 1 and 7 that takes the dimensions varying impact into account, allowing for a more precise assessment.
3.2 Consequences of Rapidly Evolving Business Environments

This subsection at first deals with the main results of the previously described structured literature review, which shows that the four Vs of big data (cf. Figure 1) can be divided into two categories, namely predictable and unforeseeable ones. Due to their distinct influences on dynamic business environments, those will be further investigated and described in the given context. In Subsubsection 3.2.1, predictable consequences of dynamic business environments, in terms of volume and velocity, are discussed. Afterwards, in Subsubsection 3.2.2, the same is done for unforeseeable consequences of dynamic business environments, which might be caused by changes in variety and veracity. Subsequently, using those findings and the conducted expert interviews, the effects of dynamic business environments on big data analytics solutions are discussed in Subsubsection 3.2.3.

3.2.1 Predictable Consequences of Dynamic Business Environments in the Literature

With the success and further emerging of big data analytics [53], businesses strive to accumulate more and more data in order to generate more and more knowledge about their customers preferences [54], [55] and how better marketing strategies can be developed. Thus, the volume of big data will predictably increase and more powerful solutions will be needed. The performance of the processing systems becomes an even bigger issues if the data is time-sensitive or if the success of whatever the data is used for depends on an immediate analysis. These data streams, which vary in volume and velocity and require a continuous processing, are, for instance, of importance in stock markets [56] and the tactical domain [57]. Especially in these fields of application, the focus is less on solely descriptive or predictive analyses, but rather the acquisition of prescriptive knowledge [58]. This means an answer to the question “What should I do?” is more important than an answer to “What happened before and what could possibly happen next?”. While companies and other users of big data analytics are aware of these upcoming issues, the search for solutions which cover their specific needs intensifies. Multiple approaches, including cloud, fog and edge computing [55], [59], gain interest in this regard. However, the processing capacities of the systems are not the only factor to consider when it comes to time-sensitive data. In a dynamic environment with distributed data sources, inter alia, the network capability might become the decisive bottleneck if a centralized approach is adopted [55]. To prevent the system from losing its value for the company due to bandwidth fluctuations [56], fog computing, in contrast to cloud computing, distributes the processing of big data at the edges of the network.

Darwish and Abu Bakar [55] conducted a case study that investigates, how the dynamic environment of Intelligent Transport Systems (ITS) benefits from research in the big data area. Especially since the participants of the ITS domain can be compared to devices in the Internet of Things, the research area of the study shows certain parallels to a business environment. The authors found that only fog computing provides the necessary performance, because in traffic, it is not assured that a stable network connection can be provided at any time. Moreover, since every vehicle in an ITS can produce new data primarily when it is actively used, the actual number of data sources is highly variable. To address the issue of scalability, processing capacities would increase dynamically if the sources themselves would preprocess their own accumulated data. In this context, fog or edge computing might seem to be more suitable solutions than cloud computing. For the fact that only the volume and velocity of data is considered in this explicit case, the more complex future challenges of unforeseeable dynamics in variety and veracity need to be examined separately in the Subsubsection 3.2.2.

Two consequences for big data analytics applying companies arise from the previous observations on dynamic environments. First, to be able to provide a reasonably priced as well as highly performant solution, businesses need to take advantage of the possibilities of the Internet of Things domain [58] by including the data generating devices into the processing. Thus, dynamics in volume and velocity can be immediately handled by proportionally increasing processing capabilities. Secondly, the complexity of the data needs to be reduced in order to
decrease the workload and used bandwidth. Lin et al. [53] argue that machine learning approaches in particular can provide valuable solutions for abstraction and dimension reduction. As a pre-processing task, important features of the data can be identified and with this simplification the efficiency and accuracy of dynamic analysis of large data sets can be increased. The use of artificial intelligence is further described in the Subsubsection 3.2.1.

3.2.2 Unforeseeable Consequences of Dynamic Business Environments in the Literature

Variety and veracity, in turn, are the dimensions of big data in dynamic environments which are less predictable than the increase in volume and velocity. While some researchers argue, that the acquired data is always structured in some way [55], others are more reserved in making such an assertion [59]. Because of the growing interest in numerous domains from which large amounts of data might be received, beginning with data on the production process up to recommendations based on user experience [60], researchers and practitioners are confronted with the need to handle upcoming new data structures as soon as they emerge. While it can be assumed that with increasing volume new data structures occur more frequently, the structures themselves might be unpredictable. Also, the veracity of the data can suffer from the fact that new data structures without sufficient test runs have unknown potential for interference due to their dynamic appearance. Another major difficulty are redundancies. Multiple data sources do not guaranty that every piece of data is unique, which means that the quality of a subsequent analysis is lower than expected [61].

One way to address this problem according to researchers is the enactment of artificial intelligence [53], [58], [62]. Generally, the objective is to develop a software solution which, after an initial training phase, is capable of self-configuration and fine tuning without human intervention [53]. This approach offers benefits in various stages of big data analytics. For instance, in the preprocessing phase, the abstraction and thus simplification, as well as the extraction of features and the removal of noise [62] and unneeded attributes by intelligent systems can lower the workload and thereby improve the performance [53]. Due to the fact that both, knowledge in the problem domain as well as in the technology landscape [63], are required to adjust a big data analytics system in a specific scenario, the time consumption for the entire development team would dynamically increase with the upcoming of new data structures. At some point, human workforce would not be capable of integrating new tailored algorithmic solutions as quickly as new requirements arise. Since the self-configuration of prescriptive analytics models is a largely unexplored field of research [58], businesses need to strive further to develop and test such technologies to get an edge over their competitors.

Various consequences as a result of rapidly evolving dynamic business environments can be derived from the studies found. However, none of the publications offers a comprehensive overview of all possible challenges as well as opportunities for a particular scenario in terms of volume, velocity, variety and veracity. Case studies in customer-oriented businesses [54, 62], the tactical domain [57], healthcare [61, 64] and transportation [55] differ in their proposals on how software solutions have to be developed to meet predictable and unpredictable future requirements, in order for the analysis of the data to fulfil the meaning of an additional big data characteristic, the value [54].

3.2.3 Big Data Analytics Solutions in Dynamic Business Environments

As it was exhibited in the literature review and is also validated by quantitative studies [13] and the conducted expert interviews, BDA can provide significant advantages to a business. Though, the practical incorporation is generally accompanied by many obstacles [22] and this especially applies to highly dynamic business environments, which pose additional challenges, since they require the analysis solution to be constantly adjusted regarding the new circumstances [9], [61]. However, doing so can be a costly endeavor. This comprises, inter alia, the costs for licenses, access to additional data sources, administration, acquisition and operation of hardware or the booking of cloud services. Those financial expenditures were also autonomously brought up by the experts, highlighting their seriousness to practitioners. Even though there are numerous open
source solutions that are free to use, this can be deceiving regarding the costs that have to be expected, since it is still necessary to ensure the proper implementation and adaptation for the desired use case. Considering the complexity of many big data analytics systems, this often requires the knowledge of highly demanded, and therefore expensive, experts [65]. Yet, if those alterations of the system are not realized, the corresponding expenses are saved, but the alignment of the analytics capabilities and the business needs is reduced [54]. While that might be unavoidable to a certain degree, at some point, the purpose of the system is not met any longer, since the benefit through the provision of superior information is diminished too much. At that point, the system should be modified or decommissioned and potentially replaced by a new one, since an inadequate analytics application can even result in a negative benefit, when based on its outputs, either wrong decisions are made or good opportunities are not seized because they are overseen by the system and it is relied on too heavily [66]. Consequently, by taking all of the aforementioned implications from the previous lines of argumentation, the SLR and the expert interviews into account, numerous considerations need to be made when it comes to the application of BDA in dynamic business environments. An overview of those previously discussed factors is depicted in Table 5.

Table 5. Implications of dynamic business environments on BDA

| Name                 | Description                                                                                                                                 |
|----------------------|----------------------------------------------------------------------------------------------------------------------------------------------|
| Data Context Changes | Inaccuracies of the data analysis due to changes of the data context may occur. Even though the recipient at the time can be aware of the initial intention, the context may change in the future, which in turn may result in extensive and time-consuming changes of the analysis, as they were exemplarily indicated for the case of Corona. |
| Data Source Changes  | Data sources may constantly changes, not only in terms of the data provision in general but also regarding its particular quality, content, technical implementation, used language and others. Therefore, it can be necessary to adapt the integration of already harnessed sources, or to even stop using them, as well as to incorporate new ones. |
| Varying System Load  | The system load can be extremely dependent on external circumstances, which can lead to highly heterogeneous demands when comparing different points in time. However, generally, the volume of the data is continuously increasing, independent from its intended purpose. As a consequence sophisticated considerations are required, in order to find suitable solutions that might be capable in the future. |
| Changing Bottlenecks | Although the processing capabilities of a solution in dynamic environments might be able to overcome current demand, bottlenecks can be still a source of errors. Possible causes, such as network issues, should be taken into account when it comes to the planning and realization. This is aggravated by the fact that the bottleneck might change depending on external circumstances and the corresponding need for the system’s adaptation. |
| Data Structure Changes | Through the additional extension and alterations of the original data sources, changes of the data structure may appear. Consequentially, the system planning should take those upcoming modifications into account. |
| Lack of Trustworthiness | Due to the inclusion of new data sources as well as the evolution of already utilized ones, it is necessary to constantly monitor the trustworthiness of the obtained data. Therefore, additional analysis might be required to assess and increase the overall veracity of the data. |
| Data Redundancy      | As a consequence of the massive data collection, management and processing, meticulous monitoring is needed. This applies not only to the data but also the sources, preventing possible fallacies through duplicated data, which might falsify the results of the analysis. |

Concluding those considerations, we define dynamic business environments in big data as settings that are characterized by a constant change of external circumstances, internal requirements and technical capabilities, leading to the need for continuous adjustments and modifications of the logic and implementation of the BDA solutions incorporated into a business’ digital infrastructure.

In Figure 6, a structured approach, which was also agreed to by all of the questioned experts, both, regarding the necessity as well as the concrete design, is depicted, systematizing that decision making. The different states that are being traversed throughout the lifespan of such a system are depicted, not explicitly mentioning its actual use. In the beginning, the new big data
analytics solution is initially implemented. Afterwards, unless it is decided that its general purpose has ceased to exist, the system is supposed to always be active, making its mentioning superfluous. Ideally, at the point of initial implementation, a BDA application’s alignment with the actual business needs is extremely high, allowing for high quality analysis and providing valuable insights that enrich the company and its decision making process. However, due to the nature of the regarded domain, changes are bound to happen, resulting in a need for thorough monitoring. The nature of those changes can be manifold, including but not being limited to the emergence of new business needs, the creation of new algorithms and techniques or changes regarding the available sources. While some of those changes are apparent (e.g. when new business questions cannot be sufficiently answered), others, like the slow decline of a news paper’s quality, might be harder to determine. Therefore, this endeavor is already a challenging task on its own. Yet, not every change that is perceived, is necessarily relevant. Some might be immediately discarded for various reasons [53]. For those that are not, subsequently, the potential reactions have to be assessed. This includes the analysis of the change and its effects on the value of the system, the exploration of options as well as the forecast of benefits and costs of those options. On a high level, there are four potential ways of reacting to a change. The use of the system can be continued as usual, its replacement can be decided, it can be decommissioned without any substitution or it can be modified. The latter could, for instance, include the implementation of enhanced algorithms or the incorporation of new sources. If the solution as a whole is to be replaced, it is common to prepare the new one, while the current one is still in use, allowing for a seamless transition with as little downtime as possible, once the new system is ready for use [67]. In any case, except for the discontinuation of the BDA, the monitoring continues, letting the cycle begin again.

Figure 6. States of a big data analytics solution in a dynamic business environment

4 Possible Measures to Cope With Dynamic Business Environments in the BDA Domain

As the result of the above considerations that are outlined in Figure 6, companies, and particularly those in dynamic business environments, face three major tasks regarding that aspect. The first one is to identify relevant changes, being a prerequisite for an adequate reaction. The second task is to determine as precisely as possible, when it is beneficial to invest into the revision of an existing system and to which extend or if it should even be completely replaced, respectively abolished. The third one is to increase the longevity of the systems that are being implemented as well as to reduce the costs for performing necessary adaptions.
4.1 Evaluation of the Available Options

The first two previously deduced tasks, *identifying the relevant changes* in the business environment and *evaluating the potential reactions* to those changes, are both to be constantly conducted, allowing a company to base its decisions regarding its BDA solution on reliable information. While some of the changes are apparent, others might require more efforts to be spotted, which was also highlighted during the interviews. Some of those measures could include the monitoring of relevant technical conferences to get a grasp of new developments regarding the relevant algorithms, a structured process to evaluate potential data sources or, as one of the experts pointed out during the interviews, regular surveys of the employees, to discover their needs and requests. Yet, not every change or request is relevant, therefore, besides the mere gathering, there also should be standardized processes to facilitate the according categorization. That way, the big picture can be taken into consideration and those decisions are less likely based on random factors (e.g. who discovered the change), which an interviewee mentioned as a potential risk, when there are no structured processes in place. However, the specific design of those processes might highly vary, depending on the organization and system under consideration.

Once such a change was noticed and deemed relevant, there are four general options, as depicted in Figure 6. To facilitate the according decision making, a structured process is necessary, as it was agreed to by the interviewed experts. The diagram in Figure 7 shows such a process, specifying the steps from the registration of a new relevant change to the final decision on a course of action. While its foundation is for the most part based on established change management strategies from the IT realm [68], [69], the concrete design incorporates the specific needs of the regarded domain as well as the possible courses of action, indicated in Figure 6.

In the beginning, the new change is analysed to create a preliminary list of aspects it may potentially affect. Subsequently, the concrete effects of the change are determined and evaluated, resulting in its thorough analysis. Then, it is incorporated into the existing list of changes that have not yet been acted on. This list stems from previous iterations of this process and can also be empty. Any obsolete entries are removed from this combined list, resulting in an updated list of changes that is used in the further process but is also an input for future iterations. Afterwards, the determined effects of all remaining changes are aggregated, to get an overview. Now, the earnings and savings through the continued use of the current solution are forecasted, taking into account the effects the changes have on its provided gains. Moreover, also the corresponding costs for its operation are assessed, allowing to quantify the solutions benefits and concluding its evaluation. Those first nine activities of Figure 7 could be labelled as *gaining an understanding of the status quo*.

This is followed by the evaluation of two options: on the one hand, the modification of the existing solution and, on the other hand, its replacement with a new system. Those tasks can either be handled sequentially in an arbitrary order, or in parallel, depending on the available resources, with the latter allowing for a faster completion of the decision making process.

To achieve the *assessment of the option of a modification*, at first, the previously compiled list of changes is walked through, determining potential adjustments to react to each of the entries. The adjustments are then each analysed regarding their benefits and costs, with the former being compared to the current state of the system. Thereupon, the most beneficial set of adjustments is determined and the expected earnings and savings, as well as the expected costs for implementing the adjustments and operating the modified solution are calculated, resulting in the evaluation of the most beneficial modified solution.
Regarding the evaluation of the potential development of a replacement, similar to the list of changes, a list of requirements and wished for aspects is consulted. This list is amended with new entries that might have become apparent since the last iteration of this process. Properties that have become obsolete are removed, and for the remaining set, a forecast of the expected
earnings and savings is conducted. Ensuing, a list of potentially beneficial additions to those mandatory specifications is created. The different combinations of basic features and extensions are then regarded, concerning the expected gains. Subsequently, concepts for the concrete implementations of those variants are prepared and the resulting costs for implementation and operation determined. Combining the benefits and costs, the most beneficial concept for the development of a new solution is identified.

Once the most beneficial modification as well as the most beneficial concept for a replacement are evaluated, those findings are compared with the analysis of the currently used solution and the final decision is made according to the results. If the three options (continued use, modification, replacement) each have a negative forecast, the system should be discontinued, otherwise, the one with the best expected result is to be pursued.

This recommendation regarding the most favourable course of action is also the output of the described process, after undergoing all the phases from gaining an understanding of the status quo, over assessment of the option of a modification and evaluation of the potential development of a replacement, culminating in the final decision.

While the general process was agreed to by the interviewed experts, it was also pointed out that it is rather high-level, necessitating more specifications for the implementation in concrete organizations. This mainly relates to the evaluation of costs and benefits, which is, however, highly specific and therefore out of the presented process’ scope.

Asked for the most common mistakes, the interviewed experts especially stressed that the costs and duration for conducting implementations are often underestimated. Potential causes that were mentioned are a bias towards new solutions, influencing the evaluation, a gap between those making the decisions and estimations and those that are putting the concepts into practice, as well as the general complexity of the regarded systems that make it hard to grasp all dependencies. Furthermore, the oversimplification of the problem, respectively the attempt of taking shortcuts, the drawing of premature conclusions from limited data, the general difficulty of mapping effects and causes in complex systems and also the insufficient involvement of all relevant stakeholders, which is also in correspondence with [50], were mentioned. An overview of those identified common mistakes is depicted in Figure 8.

While some of those issues are due to the nature of the task and therefore unavoidable, others can be solved or mitigated by raising awareness and the implementation of structured processes. However, when not properly dealing with them, organizations risk to make decision which are not optimal or even plain wrong. This in turn can result in very expensive mistakes, which could potentially be detrimental to the organization’s future or at least hamper its success.

4.2 Facilitating the Modifiability of BDA Solutions

While the interviewed experts acknowledged the importance of the decision making process, three out of four considered the improvement of the modifiability of an existing or envisioned BDA solution more important. Asked for their proposed approaches to accomplish this goal, there was a variety of answers given. Those include the definition of and adherence to standards, helping to uphold the quality, the use of agile development approaches and also the necessity for support by the management and organizational accommodations were stressed, which is also in concordance with the literature [10]. Besides those rather organizational aspects, it was also emphasized that the mindset and qualification of the architects and developers plays a crucial role, since more capable ones often produce more generic solutions instead of achieving the bare minimum to just fulfil the current needs.
Furthermore, according to the interviews, the application of a compartmentalized design concept appears to be a promising solution for the reduction of costs for a BDA solution’s modification. In conjunction with a corresponding test strategy, the components would be mostly independent, allowing for a comparatively easy modification or replacement, since not the system as a whole but only a confined part would be affected. This in turn would highly reduce the complexity and therefore the corresponding costs as well as the development time, which allows for a more frequent alignment of the analytics capabilities with the actual business needs.

Dynamic environments require dynamic solutions, which means, that a software artefact needs the capability to be as quickly adjusted as variations in the field of application arise. A long time, so-called monoliths as single executable systems, with shared resources among the interdependent modules, were the primary approach in the software industry [70]. However, as the systems grow, the complexity and the effort for maintenance can increase to an unknown level [71]. Especially when changes are demanded very frequently, this approach turns out to be undesirable. Any change requires the rebooting of the application, which leads to significant downtimes [70] while the value of data might decrease in this phase and the desired benefits of the system cannot be obtained. Figure 9 proposes, apart from the monolithic approach, how a big data analytics system can be organized, delineating two granularities of compartmentalization. The layered architecture divides the system among its logical purposes: data acquisition, storage, analysis and output. However, this varies only slightly from a monolith due to the fact, that even these separated domains can increase in complexity. For instance, if new data sources are to be included in the analysis process, every layer needs to implement new functionalities to handle the deviating structures.

A further step towards achieving actual modularity and an extremely high degree of flexibility could be taken with the integration of a microservice architecture, where a microservice
“provides a business or platform capability through a well-defined API, data contract, and configuration” [71], meaning that it has only one single function and “does it well” [71]. While the reusability of the individual services for several BDA solutions helps to reduce redundancies and thus development costs, this approach also enables high scalability, since each service can be started multiple times in parallel over several instances. In combination with a suitable test strategy, which might resemble the modular approach proposed in [72], a desired BDA solution can be assembled from a variety of microservices.

As a result, those microservice architectures were not only mentioned as a promising approach in the course of the interviews, but also gain interest from academics and practitioners [73]. These services are described as autonomous and isolated pieces of software, which means that they are designed, developed, tested and deployed independently and have only one small purpose each [63], [71]. Accordingly, the individual components are equipped with dedicated tools with optimum suitability [70]. This includes the possibility of using distinct programming languages for different services, allowing the most appropriate frameworks to be utilized for each purpose [63]. In contrast to the monolithic approach, microservice architectures allow the designed solutions to evolve dynamically alongside the general purpose of the big data analytics system. For instance, if new data sources arise, the only task of the development department is to integrate the capabilities to acquire data from that specific source. While more and more functionalities can be provided over time [73], the use of the system has value as soon as a first chain of logically coupled microservices is integrated [71]. As a consequence, businesses in rapidly evolving dynamic areas might profit from integrating microservice architectures to get an edge over their competitors when the conditions for business success are tied to the fast processing and integration of new data respectively new data sources. The example in Figure 9 shows how a microservice architecture can be implemented in big data analytics. As recommended by [63] for larger applications, an API gateway is used as an entry point from the client side to distribute user requests to the appropriate services. In the figure, the services are organized in logical domains based on the layers in the layer architecture. Depending on the specific BDA solution, the domains can be further extended with a load balancer or other intermediate extensions to support scalability and performance. In addition, some services may be interconnected if their functionalities depend on other services.

![Figure 9. Illustrative division of a monolithic BDA solution into microservices](image-url)
5 Concluding Remarks

Big data is a highly prominent area amongst both, researchers and practitioners. However, while there are numerous publications regarding the general topic, the implications of an implementation in a highly dynamic business environment are not adequately researched. Yet, businesses that are reliant on highly volatile data sources or frequently change their business questions, respectively the specifics of their analytics, face particular challenges that surpass those of less dynamically positioned companies. This article sheds light on the situation of those former ones, the consequences regarding the alignment between business and IT and deduces the challenges that arise. Resulting out of this, the current impact of dynamic business environments on big data analytics was thoroughly investigated and visually illustrated. Additionally, expert interviews as well as a structured literature review were carried out that approve and extend current problematics. Beyond that, possible counter measures are explained in a detailed way, intending to overcome the paucity of existing solutions of this particular research problem. Eventually, future works can build on those findings and therefore help to improve the alignment between business needs and the IT, even in highly demanding situation.

However, as one may note, this article is subject to certain limitations, predominantly applying to the conducted expert interviews. A total of four different experts were interviewed, who together possess over 60 years of work experience in the IT domain. Although this is a sufficient number of respondents to get a solid overview, for numerical evaluations the overall sample is rather small. Therefore, the results of the extensively conducted interviews cannot be fully transferred to a larger group. Nevertheless, all respondents were able to confirm the initial suspected problems and additionally added further insights. This in turn influenced the described concepts, even though no major changes were deemed necessary by the experts.

Nevertheless, for the future it is planned to implement the proposed concepts and to conduct the interviews again on a larger scale. In doing so, innovations and concepts that appeared to be promising can be further investigated, leading to further insights. This primarily concerns the modularization of big data system architectures through the use of microservices. With the help of those, it can be expected in the future that dynamic changes such as those that occur extensively in today’s dynamic business environments can be coped with in a more effective manner.
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