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Abstract. An iterated uniform finite-state transducer (IUFST) operates the same length-preserving transduction, starting with a sweep on the input string and then iteratively sweeping on the output of the previous sweep. The IUFST accepts or rejects the input string by halting in an accepting or rejecting state along its sweeps. We consider both the deterministic (IUFST) and nondeterministic (NIUFST) version of this device. We show that constant sweep bounded IUFSTs and NIUFSTs accept all and only regular languages. We study the size cost of removing nondeterminism as well as sweeps on constant sweep bounded NIUFSTs, and the descriptive power of constant sweep bounded IUFSTs and NIUFSTs with respect to classical models of finite-state automata. Finally, we focus on non-constant sweep bounded devices, proving the existence of a proper infinite nonregular language hierarchy depending on the sweep complexity both in the deterministic and nondeterministic case. Also, we show that the nondeterministic devices are always more powerful than their deterministic variant if at least a logarithmic number of sweeps is given.
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1 Introduction

The notion of an iterated uniform finite-state transducer (IUFST) has been introduced in [13] and can be described as a finite transducer that iteratively sweeps from left to right over the input tape while performing the same length-preserving transduction at each sweep. In particular, the output of the previous sweep is
taken as input for every new transduction sweep. (Throughout the paper, the attribute “uniform” indicates that the transduction is identical at each sweep: the transduction always starts from the same initial state on the leftmost tape symbol, and operates the same transduction rules at each computation step.) This model is motivated by typical applications of transducers or cascades of transducers, where the output of one transducer is used as the input for the next transducer. For example, finite-state transducers are used for the lexical analysis of computer programs and the produced output is subsequently processed by pushdown automata for the syntactical analysis. In [7], cascades of finite-state transducers are used in natural language processing. Another example is the Krohn-Rhodes decomposition theorem which shows that every regular language is representable as the cascade of several finite-state transducers, each one having a “simple” algebraic structure [8,10]. Finally, it is shown in [6] that cascades of deterministic pushdown transducers lead to a proper infinite hierarchy in between the deterministic context-free and the deterministic context-sensitive languages with respect to the number of transducers involved.

In contrast to all these examples and other works in the literature (see, e.g., [5,16,18]), where the subsequently applied transducers are in principle different and not necessarily length-preserving, the model of iufst introduced in [13] requires that the same transducer is applied in every sweep and that the transduction is deterministic and length-preserving. More precisely, an iufst works in several sweeps on a tape which initially contains the input string concatenated with a right endmarker. In every sweep, the finite-state transducer starts in its initial state at the first tape cell, is applied to the tape, and prints its output on the tape. The input is accepted or rejected, if the transducer halts in an accepting or rejecting state. In [13], iufst both with a constant number and a non-constant (in the length of the input) number of sweeps are investigated. In the former case, it is possible to characterize exactly the set of regular languages. Thus, tight upper and lower bounds for converting iufst into deterministic finite automata (DFAs) and vice versa are established. Furthermore, as always done for several models (see, e.g., [1–3]), the state complexity of language operations, that is, the costs in terms of the number of states needed for union, intersection, complementation, and reversal, is investigated in depth. Finally, the usually studied decidability questions such as emptiness, finiteness, equivalence, and inclusion are proved to be NL-complete, showing that these questions have the same computational complexity as for DFAs. For the case of a non-constant number of sweeps, the situation is quite different. It is shown that a logarithmic number of sweeps is sufficient to accept unary non-semilinear languages, while with a sublogarithmic number of sweeps only regular languages can be accepted. Moreover, the existence of a finite hierarchy with respect to the number of sweeps is obtained. Finally, all usually studied decidability questions are shown to be undecidable and not even semidecidable for iufst performing at least a logarithmic number of sweeps.
In this paper, we enhance the model of iufsts by nondeterminism, thus obtaining their nondeterministic version (niufsts). As in [13], we are interested in niufsts exhibiting both a constant and non-constant number of sweeps.

Constant sweep bounded niufsts are proved to accept exactly regular languages. So, their ability of representing regular languages in a very succinct way turns out to be worth investigating, as well as comparing such an ability with that of other more traditional models of finite-state automata. This type of investigation, whose importance is witnessed by a well consolidated trend in the literature, focuses on the size of formalisms for representing languages and is usually referred to as descriptional complexity. Being able to have “small” devices representing/accepting certain languages, leads to relevant consequences either from a practical point of view (less hardware needed to construct such devices, less energy absorption, less cooling problems, etc.), and from a theoretical point of view (higher manageability of proofs and representations for languages, reductions of difficult problems on general computing devices to the same problems on simpler machines, etc.). The reader is referred to, e.g., [11], for a thoughtful survey on descriptional complexity and its consequences.

Non-constant sweep bounded niufsts are then studied for their computational power, i.e., the ability of accepting language families. In particular, such an ability is related to the number of sweeps as a function of the input length.

After defining niufsts in Sect. 2, we discuss in detail an example that demonstrates the size advantages of niufsts with a constant number of sweeps in comparison with its deterministic variant and the classical models of deterministic and nondeterministic finite automata (NFAs). Precisely, we exhibit a language accepted by a niufst such that any equivalent iufst requires exponentially more states and sweeps, while any equivalent NFA (resp., DFA) requires exponentially (resp., double-exponentially) more states.

In Sect. 3, we study size advantages of niufsts with a constant number of sweeps in more generality. By evaluating the state cost of sweep removal, we show that any niufst featuring $n$ states and $k$ sweeps can be simulated by an $n^k$-state NFA, and hence by a $2^{n^k}$-state DFA as well. Next, we exhibit a unary (resp., binary) language witnessing the obtained size blow-up for turning a constant sweep niufst into an equivalent NFA (resp., DFA) is unavoidable.

In the last two sections, we consider niufsts with a non-constant number of sweeps. First, we establish in Sect. 4 an infinite proper hierarchy with respect to the number of sweeps. Interestingly, this result also extends the known finite hierarchy in the deterministic case to an infinite hierarchy.

Finally, we study in Sect. 5 the question of whether the nondeterministic model is more powerful than the deterministic model. We get that the question can be answered in the affirmative if at least a logarithmic number of sweeps is provided. Moreover, we show that nondeterminism cannot be matched in power by the deterministic paradigm even if a sublinear number of sweeps is given.
2 Definitions and Preliminaries

We denote the set of positive integers and zero by $\mathbb{N}$. Given a set $S$, we write $2^S$ for its power set and $|S|$ for its cardinality. Let $\Sigma^*$ denote the set of all words over the finite alphabet $\Sigma$. The empty word is denoted by $\lambda$, and $\Sigma^+ = \Sigma^* \setminus \{ \lambda \}$. The length of a word $w$ is denoted by $|w|$.

Roughly speaking, an iterated uniform finite-state transducer is a finite-state transducer which processes the input in multiple passes (also sweeps). In the first pass it reads the input word followed by an endmarker and emits an output word. In the following passes it reads the output word of the previous pass and emits a new output word. The number of passes taken, the sweep complexity, is given as a function of the length of the input. Here, we are interested in weak processing devices: we will consider length-preserving finite-state transducers, also known as Mealy machines [17], to be iterated.

Formally, we define a nondeterministic iterated uniform finite-state transducer (niufst) as a system $T = \langle Q, \Sigma, \Delta, q_0, \preceq, \delta, F_+, F_- \rangle$, where $Q$ is the set of internal states, $\Sigma$ is the set of input symbols, $\Delta$ is the set of output symbols, $q_0 \in Q$ is the initial state, $\preceq \in \Delta \setminus \Sigma$ is the endmarker, $F_+ \subseteq Q$ is the set of accepting states, $F_- \subseteq (Q \setminus F_+)$ is the set of rejecting states, and $\delta: Q \times (\Sigma \cup \Delta) \to 2^{Q \times \Delta}$ is the transition function, which is total on $(Q \setminus (F_+ \cup F_-)) \times (\Sigma \cup \Delta)$ and such that the endmarker is emitted only if it is read (i.e., no transition $(q, \preceq) \in \delta(p, x)$ is allowed, with $x \neq \preceq$). The niufst $T$ halts whenever the transition function is undefined (which may happen only for states from $F_+ \cup F_-$) or $T$ enters an accepting or rejecting state at the end of a sweep. Since transduction is applied in multiple passes, that is, in any but the initial pass it operates on an output of the previous pass, the transition function depends on input symbols from $\Sigma \cup \Delta$.

We denote by $T(w)$ the set of possible outputs produced by $T$ in a complete sweep on input $w \in (\Sigma \cup \Delta)^*$. A computation of the niufst $T$ on input $w \in \Sigma^*$ consists of a sequence of words $w_1, \ldots, w_i, w_{i+1}, \ldots \in (\Sigma \cup \Delta)^*$ satisfying $w_1 \in T(w \preceq)$ and $w_{i+1} \in T(w_i)$ for $i \geq 1$. The computation is halting if there exists an $r \geq 1$ such that $T$ halts on $w_r$, thus performing $r$ sweeps. The input word $w \in \Sigma^*$ is accepted by $T$ if all computations on $w$ are halting and at least one computation halts in an accepting state. The input word $w \in \Sigma^*$ is rejected if all computations on $w$ are halting and none of the computations halts in an accepting state. Indeed, the output of the last sweep is not used. The language accepted by $T$ is the set $L(T) \subseteq \Sigma^*$ defined as $L(T) = \{ w \in \Sigma^* | w \text{ is accepted by } T \}$.

A niufst is said to be deterministic (iufst) if and only if $|\delta(p, x)| \leq 1$, for all $p \in Q$ and $x \in (\Sigma \cup \Delta)$. In this case, we simply write $\delta(p, x) = (q, y)$ instead of $\delta(p, x) = \{(q, y)\}$ assuming that the transition function is a mapping $\delta: Q \times (\Sigma \cup \Delta) \to Q \times \Delta$.

We chose to designate our transductors as “uniform” since they perform the same transduction at each sweep: they always start from the same initial state on the leftmost tape symbol, operating the same transduction rules at every computation step. Yet, we quickly observe that a niufst is clearly a restricted version of a linear bounded automaton (see, e.g., [12]). So, any language accepted
by a NIUFST is context-sensitive. We leave it as an open problem to exhibit context-sensitive languages which cannot be accepted by any NIUFST.

Given a function $s: \mathbb{N} \rightarrow \mathbb{N}$, a NIUFST is said to be of sweep complexity $s(n)$ whenever it accepts or rejects any word of length $n$ in at most $s(n)$ sweeps. In this case, we use the notation $s(n)$-NIUFST. Note that sweep complexity requires that any input is either accepted or rejected, that is, the NIUFST always halts. It is easy to see that a 1-IUFST (resp., 1-NIUFST) is actually a deterministic (resp., nondeterministic) finite automaton (DFA and NFA, respectively).

Throughout the paper, two accepting devices are said to be equivalent if and only if they accept the same language.

2.1 Accepting Languages by Iterated Transductions: An Example

In order to clarify the notion of acceptance by iterated transduction, we propose a language and design several accepting devices for such a language. For any integer $k \geq 2$, we define the block language

$$B_k = \{ u_1 \# u_2 \# \cdots \# u_m \mid u_i \in \{0, 1\}^k, m > 1, \exists i < m: u_i = u_m \}.$$  

To accept $B_k$ by a DFA, $2^{2k+1}$ states are necessary and sufficient. On the other hand, an exponentially smaller NFA $A$ may accept $B_k$ as follows:

1. In a first phase, on each block in the input string, $A$ stores the block in its finite control and then nondeterministically decides whether to keep the block or to ignore it. Along this phase, $A$ checks the correct block structure of the input so far scanned as well. This phase takes $2^{k+1}$ states.
2. Once $A$ decides to keep a block, say $u$, in its finite control, a second phase starts in which $A$ scans the rest of the input checking the correct block structure and guessing another block $w$ to be matched symbol-by-symbol against $u$. If matching is successful and $w$ is the last block, then $A$ accepts. This phase takes $2^{k+1} \cdot (k + 1)$ states.

Globally, the NFA $A$ features $2^{k+1} + 2^{k+1} \cdot (k + 1) = 2^{k+1} \cdot (k + 2)$ states.

Indeed, $A$ can also be seen as a $2^{k+1} \cdot (k + 1)$-state 1-NIUFST which outputs the scanned symbol at each step. However, paying by the number of sweeps (see, e.g., [15]), we can build a $k$-NIUFST $T$ for $B_k$ with only $O(k)$ states. Informally:

1. In a first sweep, $T$ checks the correct block structure of the input string, nondeterministically chooses two blocks to be matched symbol-by-symbol, and compares the first symbol of the two blocks by storing the first symbol of the first block in its finite control and replacing these two symbols with a blank symbol.
2. At the $i$th sweep, $T$ checks the $i$th symbol of the two blocks chosen in the first sweep by storing and blank-replacing symbols as explained at the previous point. To distinguish the first sweep (where both nondeterministic block choices and symbol comparisons take place) from the others (where only symbol comparisons take place), a special symbol can replace the first input symbol at the beginning of the first sweep.
It is not hard to see that $O(k)$ states are needed to check input formatting along the first sweep, and that a constant number of states suffices to blank-replacing and comparing input symbols. Indeed, after $k$ sweeps all nondeterministically chosen blocks symbols are compared so that $T$ may correctly accept or reject. This gives the claimed state and sweep bounds for $T$.

We remark that: (i) a $2^k(k + 4)$-state $2^k$-iufst is designed in [13] for $B_k$, (ii) $2^{2k+1}$ states are necessary and sufficient to accept $B_k$ by a dfa, and that (iii) $n^k$ states are sufficient for a dfa to simulate an $n$-state $k$-iufst [13]. These facts, together with above designed $O(k)$-states $k$-niufst, show that niufsts can be exponentially more succinct than iufsts either in the number of states, or the number of sweeps, or possibly both. Indeed, we also have that niufsts can be exponentially more succinct than nfas and double-exponentially more succinct than dfas.

In the next section, we approach more generally the analysis of the descriptive power of niufsts with respect to their deterministic counterparts and classical finite-state models.

3 Reducing Sweeps and Removing Nondeterminism

Let us begin by showing how to reduce sweeps from niufsts and evaluate the state cost of reduction. We will then use this construction to reduce to one the sweeps of constant sweep bounded niufst, thus obtaining equivalent nfas whose number of states will be suitably bounded.

**Theorem 1.** Let $n, k > 0$ be integers. Every $n$-state $k$-niufst (resp., $k$-iufst) can be converted to an equivalent $n^2$-state $[\frac{k}{2}]$-niufst (resp., $[\frac{k}{2}]$-iufst).

**Proof.** Let $T = (Q, \Sigma, \Delta, q_0, <, \delta, F_+, F_-)$ be a $k$-niufst with $|Q| = n$. To simplify the proof, we show how to transform a $k$-iufst into an equivalent $[\frac{k}{2}]$-niufst $T'$ with $n^2$ states, i.e, we prove the theorem for $i = 2$. We suppose that $\delta$ is completely defined. The opposite case is briefly discussed at the end of the proof.

The idea is to simulate two consecutive sweeps of $T$ in one sweep. To this aim, the set of states of $T'$ is defined as $Q^2$, its initial state is the pair $(q_0, q_0)$, and the set of output symbols is $\Delta^2$. In order to define the transition function $\delta'$ of $T'$, we remark that: (i) the simulation of the first two sweeps takes place on the input string in $\Sigma^*$, while (ii) the simulations for the other sweeps take place on output strings in $(\Delta^2)^*$ but only the second component of scanned symbols from $\Delta^2$ is to be considered for the computation in $T'$. Therefore, we use $\sigma$ to denote either a symbol from $\Sigma$ for situation (i) and the second component of a symbol from $\Delta^2$ for situation (ii) and, with a slight abuse of notation, we define $\delta': Q^2 \times (\Sigma \cup \Delta) \to 2Q^2 \times \Delta^2$ as

$$\delta'((s_1, s_2), \sigma) \ni ((t_1, t_2), (\tau_1, \tau_2)) \iff \delta(s_1, \sigma) \ni (t_1, \tau_1) \text{ and } \delta(s_2, \tau_1) \ni (t_2, \tau_2).$$
A state \((f_1, f_2) \in Q^2\) is accepting (resp., rejecting) in \(T'\) whenever either \(f_1 \in F_+\) (resp., \(f_1 \in F_-\)) or \(f_2 \in F_+\) but \(f_1 \not\in F_-\) (resp., \(f_2 \in F_-\) but \(f_1 \not\in F_+\)). The reader may verify that the \(n^2\)-state \(\left\lceil \frac{k}{i} \right\rceil\)-NIUFST \(T'\) is equivalent to \(T\).

In case \(\delta\) of \(T\) is not completely defined (and this may happen only on states in \(F_+ \cup F_-\)), the number of states of \(T'\) does not increase as well. In fact, suppose \(T\) halts in \(q \in F_+ \cup F_-\) in the middle of the input string on the \(j\)th sweep. We define \(\delta'\) in such a way that the simulation of the \(j\)th sweep of \(T\) remains in \(q\) at every step and after the endmarker scanning as well.

It is not hard to see that this construction can be suitably adapted to merge \(2 < i \leq k\) sweeps into one, thus yielding a NIUFST equivalent to \(T\) featuring \(\left\lceil \frac{k}{i} \right\rceil\) sweeps and \(n^i\) states. Yet, it is also easy to see that the construction preserves determinism. \(\square\)

The sweep reduction presented in Theorem 1 can be directly used to transform constant sweep bounded NIUFSTs into equivalent NFAs:

**Theorem 2.** Let \(n, k > 0\) be integers. Every \(n\)-state \(k\)-NIUFST can be converted to an equivalent NFA with at most \(n^k\) states.

**Proof.** Given an \(n\)-state \(k\)-NIUFST, by Theorem 1 we can obtain an equivalent \(n^k\)-state 1-NIUFST which is actually a NFA. \(\square\)

We obtain the optimality of the state blow-up in Theorem 2 by establishing an optimality condition for the size cost of sweep reduction proved in Theorem 1. To this aim, for \(n, k > 0\), let the unary language

\[ L_{n,k} = \{ a^{c \cdot n^k} \mid c \geq 0 \}. \]

In [13], an \(n\)-state \(k\)-IUFST for \(L_{n,k}\) is provided, whereas any equivalent DFA or NFA needs at least \(n^k\) states. By using \(L_{n,k}\) as witness language, we can show

**Theorem 3.** Let \(n, k, i > 0\) be integers such that \(i\) divides \(k\). There exists an \(n\)-state \(k\)-NIUFST \(T\) such that any equivalent \(\frac{k}{i}\)-NIUFST \(T'\) cannot have less than \(n^i\) states.

**Proof.** Suppose by contradiction, we can always design \(T'\) with \(\frac{k}{i}\) sweeps and \(s < n^i\) states. By using our construction in Theorem 1, we can obtain from \(T'\) an equivalent 1-NIUFST \(A\) with \(s^{\frac{k}{i}} < n^k\) states. Clearly, having a single sweep, \(A\) is a NFA. By using this approach on the \(n\)-state \(k\)-IUFST above recalled for the language \(L_{n,k}\), we could obtain an equivalent NFA featuring less than \(n^k\) states, a contradiction. \(\square\)

By Theorem 3, one may easily obtain

**Corollary 4.** For any integers \(n, k > 0\), there exists an \(n\)-state \(k\)-NIUFST which cannot be converted to an equivalent NFA with less than \(n^k\) states.

We conclude this section by discussing the optimal size cost of turning constant sweep bounded NIUFSTs into DFAs, i.e., the cost of removing both nondeterminism and sweeps at once:
Theorem 5. Let $n, k > 0$ be integers. Every $n$-state $k$-NIUFST can be converted to an equivalent DFA with at most $2^{n^k}$ states.

Proof. The result follows by first converting, according to Theorem 2, the $n$-state $k$-NIUFST into an equivalent $n^k$-state NFA which, in turn, is converted to an equivalent $2^{n^k}$-state DFA by the usual powerset construction (see, e.g., [12]) \(\square\)

The optimality of the size blow-up in Theorem 5 can be proved by considering the following language for any $n, k > 1$:

$$E_{n,k} = \{ vbw \mid v, w \in \{a, b\}^*, |w| = c \cdot n^k \text{ for } c > 0 \}.$$

Theorem 6. For any integers $m > 1$ and $k > 0$, there is an $m$-state $k$-NIUFST which cannot be converted to an equivalent DFA with less than $2^{(m-1)^k}$ states.

Proof. As above quoted, an $n$-state $k$-NIUFST is given in [13], for the unary language $L_{n,k} = \{ a^{c \cdot n^k} \mid c \geq 0 \}$. Such a device can be trivially converted to an $n$-state $k$-NIUFST $T$ for the binary language $\{ w \in \{a, b\}^* \mid |w| = c \cdot n^k \text{ for } c > 0 \}$. We use $T$ as a module for designing an $(n+1)$-state $k$-NIUFST $T'$ accepting the language $E_{n,k}$. Informally, $T'$ uses a separate state to scan the input string during the first sweep and, upon reading a symbol $b$, it nondeterministically decides whether to keep on reading the input string or to call the $n$-state $k$-IUFST module $T$ which checks whether the length of the remaining part of the input string is a multiple of $n^k$.

On the other hand, by suitably using pigeonhole arguments (see, e.g., [4]), we can show that any DFA for $E_{n,k}$ needs at least $2^{n^k}$ states. In fact, suppose by contradiction a DFA $A$ exists, accepting $E_{n,k}$ with less than $2^{n^k}$ states. Clearly, by counting arguments, there exist $\alpha, \beta \in \{a, b\}^*$ such that $\alpha \neq \beta$, $|\alpha| = |\beta| = n^k$, and the computation of $A$ on both $\alpha$ and $\beta$ ends up in the same (non-accepting) state $q$. Since $\alpha \neq \beta$, without loss of generality, we can assume that $\alpha = xay$ and $\beta = vbw$, for suitable $x, y, v, w \in \{a, b\}^*$ such that $|x| = |y| \text{ and } |y| = |w|$.  

Now, consider any string $z \in \{a, b\}^*$ satisfying $|z| = n^k - |y| = n^k - |w|$, and let the strings $\alpha' = \alpha z$ and $\beta' = \beta z$. Note that $1 \leq |z| \leq n^k$, and so $|\alpha'| = |\beta'| \leq 2 \cdot n^k$. Therefore, the acceptance/rejection by $A$ on $\alpha'$ and $\beta'$ is only due to the symbol at position $|x| + 1 = |v| + 1$. This clearly means that the string $\alpha'$ does not belong to $E_{n,k}$ while $\beta'$ does. However, in the computation on both $\alpha'$ and $\beta'$, the DFA $A$ reaches the same state $q$ before consuming $z$ and, being deterministic, the same state after consuming $z$. Hence, either $A$ accepts both the two strings or rejects both of them, a contradiction. \(\square\)

4 An Infinite Sweep Hierarchy

We now consider $s(n)$-NIUFSTS where $s(n)$ is a non-constant function. In what follows, by $\log n$ we denote the logarithm of $n$ to base 2. In [13] it is proved that $o(\log n)$ sweep bounded IUFSTS accept regular languages only, and that
such a logarithmic sweep lower bound is tight for nonregular acceptance. Then, a three-level proper language hierarchy is established, where \( O(n) \) sweeps are better than \( O(\sqrt{n}) \) sweeps which, in turn, are better than \( O(\log n) \) sweeps for \textsc{iufst}. Here, we extend the hierarchy to infinitely many levels for both \textsc{iufst}s and \textsc{niufst}s.

Let \( f : \mathbb{N} \to \mathbb{N} \) be a non-decreasing function. Its inverse is defined as the function \( f^{-1}(n) = \min\{m \in \mathbb{N} \mid f(m) \geq n\} \). To show an infinite hierarchy dependent on some resources, where the limits of the resources are given by some functions in the length of the input, it is often necessary to control the lengths of the input so that they depend on the limiting functions. Usually, this is done by requiring that the functions are constructible in a desired sense. The following notion of constructibility expresses the idea that the length of a word relative to the length of a prefix is determined by a function. A non-decreasing function \( f \) is constructible if there exists an \( s(n) \)-\textsc{iufst} \( T \) with \( s(n) \in O(f^{-1}(n)) \) and an input alphabet \( \Sigma \cup \{a\} \), such that

\[
L(T) \subseteq \{ a^m v \mid m \geq 1, v \in \Sigma^*, |v| = f(m) \}
\]

and such that, for all \( m \geq 1 \), there exists a word of the form \( a^m v \) in \( L(T) \). The \( s(n) \)-\textsc{iufst} \( T \) is said to be a constructor for \( f \).

Since constructible functions describe the length of the whole word dependent on the length of a prefix, it is obvious that each constructible function must be greater than or equal to the identity. In order to show that the class of functions that are constructible in this sense is sufficiently rich to witness an infinite dense hierarchy, we next show that it is closed under addition and multiplication:

**Proposition 7.** Let \( f : \mathbb{N} \to \mathbb{N} \) and \( g : \mathbb{N} \to \mathbb{N} \) be two constructible functions. Then the functions \( f + g \) and \( f \cdot g \) are constructible as well.

In [13] it is shown that the unary language \( L_{\text{expo}} = \{a^{2^k} \mid k \geq 0\} \) is accepted by some \( s(n) \)-\textsc{iufst} with \( s(n) \in O(\log n) \). The construction can straightforwardly be extended to show that the function \( f(n) = 2^n \) is constructible. Moreover, again from [13], we know that \( L_{\text{eq}} = \{u$v \mid u \in \Sigma_1^*, v \in \Sigma_2^*, \text{ and } |u| = |v|\} \) is a language accepted by some \( s(n) \)-\textsc{iufst} with \( s(n) \in O(n) \), where \( \Sigma_1 \) is an alphabet not containing the symbol \$ and \( \Sigma_2 \) is an arbitrary alphabet. Even in this case, only a tiny modification shows that the identity function is constructible. These facts together with Proposition 7 yield, in particular, that the function \( f(n) = n^x \) for all \( x \geq 1 \) is constructible.

In what follows, we use the fact, proved in [13], that the copy language with center marker \( \{u$u \mid u \in \{a, b\}^*\} \) is accepted by some \( s(n) \)-\textsc{iufst} satisfying \( s(n) \in O(n) \). The next theorem provides some language that separates the levels of the hierarchy.

**Theorem 8.** Let \( f : \mathbb{N} \to \mathbb{N} \) be a constructible function, \( T_f \) be a constructor for \( f \) with input alphabet \( \Sigma \cup \{a\} \), and \( b \) be a new symbol not belonging to \( \Sigma \cup \{a\} \). Then language \( L_f = \{u$uv \mid u \in \{a, b\}^*, v \in \Sigma^*, a^{2|u|+1}v \in L(T_f)\} \) is accepted by some \( s(n) \)-\textsc{iufst} with \( s(n) \in O(f^{-1}(n)) \).
Proof. Since the suffix $v$ of a word $w \in L_f$ must be the suffix of some word $a^{2|u|+1}v$ in $L(T_f)$, we have that $|v| = f(2|u|+1)$ and $|w| = 2|u| + 1 + f(2|u|+1)$. Since $s(n)$ is claimed to be of order $O(f^{-1}(n))$, an $s(n)$-NIUFST accepting $L_f$ may perform at least $O(2|u|+1)$ many sweeps.

An $s(n)$-NIUFST $T$ accepting $L_f$ essentially combines in parallel the acceptors for the copy language with center marker and the language $L(T_f)$: To this end, $T$ establishes two tracks in its output. On the first track $T$ simulates an acceptor for the copy language $\{ u\$u \mid u \in \{a,b\}^* \}$, where the first symbol of $\Sigma$ (i.e., the first symbol of $v$) acts as endmarker. In this way, the prefix $u\$u$ is verified. The result of the computation is written to the output track. This task takes $O(2|u|+1)$ sweeps. On the second track $T$ simulates the constructor $T_f$, where all symbols up to the first symbol of $\Sigma$ (i.e., all symbols of the prefix $u\$u$) are treated as input symbols $a$. In this way, $T$ verifies that $|v| = f(2|u|+1)$. The result of the computation is written to the output track. This task takes $O(2|u|+1)$ sweeps.

Finally, $T$ rejects whenever one of the above simulations ends rejecting. Instead, $T$ accepts if it detects positive simulation results of the two tasks on the tracks.

To show that the witness language $L_f$ of Theorem 8 is not accepted by any $s(n)$-NIUFST with $s(n) \in o(f^{-1}(n))$, we use Kolmogorov complexity and incompressibility arguments. General information on this technique can be found, for example, in the textbook [14, Ch. 7]. Let $w \in \{a,b\}^*$ be an arbitrary binary string. Its Kolmogorov complexity $C(w)$ is defined to be the minimal size of a binary program (Turing machine) describing $w$. The following key fact for using the incompressibility method is well known: there exist binary strings $w$ of any length such that $|w| \leq C(w)$.

Theorem 9. Let $f : \mathbb{N} \to \mathbb{N}$ be a constructible function, $T_f$ be a constructor for $f$ with input alphabet $\Sigma \cup \{a\}$, and $b$ be a new symbol not belonging to $\Sigma \cup \{a\}$. Then language $L_f = \{ u\$wv \mid u \in \{a,b\}^*, v \in \Sigma^*, a^{2|u|+1}v \in L(T_f) \}$ cannot be accepted by any $s(n)$-NIUFST with $s(n) \in o(f^{-1}(n))$.

Proof. Contrarily, let us assume that $L_f$ is accepted by some $s(n)$-NIUFST $T = \langle Q, \Sigma \cup \{a,b\}, \Delta, q_0, \epsilon, \delta, F_+ , F_- \rangle$ with $s(n) \in o(f^{-1}(n))$. We choose a word $u \in \{a,b\}^*$ long enough such that $C(u) \geq |u|$. Then, we consider an accepting computation of $T$ on $u\$uv$, and derive a contradiction by showing that $u$ can be compressed via $T$. To this end, we describe a program $P$ which reconstructs $u$ from a description of $T$, the length $|u|$, and the sequence of the $o(f^{-1}(n))$ many states $q_1, q_2, \ldots, q_r$ entered along the accepting computation at that moments in which $T$ reads the first symbol after the $\$ along its $o(f^{-1}(n))$ sweeps, $n$ being the total length of the input.

Basically, the program $P$ takes the length $|u|$ and enumerates the finitely many words $u'v'$ with $u' \in \{a,b\}^{|u|}$, $v' \in \Sigma^*$, and $|v'| = f(2|u|+1)$. Then, for each word in the list, it simulates by dovetailing all possible computations of $T$ on $u'v'$ and, in particular, it simulates $o(f^{-1}(n))$ successive partial sweeps of $T$ on $u'v'$, where the $i$th sweep is started in state $q_i$ for $1 \leq i \leq r$. If the simulation ends accepting, we know that $u\$u'v'$ belongs to $L_f$ and, thus, $u' = u$. 

Let us consider the size of $P$. Let $|T|$ denote the constant size of the description of $T$, and $|P|$ denote the constant size of the program $P$ itself. The binary description of the length $|u|$ takes $O(\log(|u|))$ bits. Each state of $T$ can be encoded by $O(\log(|Q|))$ bits. So, we have

$$C(u) \in |P| + |T| + O(\log(|u|) + o(f^{-1}(n)) \cdot O(\log(|Q|)) = O(\log(|u|)) + o(f^{-1}(n)).$$

Since $n = 2|u| + 1 + f(2|u| + 1)$ and $f(n) \geq n$, for all $n \geq 1$, we have $n \in \Theta(f(2|u| + 1))$. So, we can conclude that $C(u) \in O(\log(|u|)) + o(|u|) = o(|u|)$. This contradicts our initial assumption $C(u) \geq |u|$, for $u$ long enough. Therefore, $T$ cannot accept $L_f$ with sweep complexity $o(f^{-1}(n))$. \qed

Finally, we would like to remark that, due to our observation that all functions $f(n) = n^x$ are constructible for $x \geq 1$, it is an easy application of the above theorems to obtain the following infinite hierarchies with regard to the number of sweeps both in the deterministic and the nondeterministic case. Namely: For every $x \geq 1$ we have that the set of all languages that are accepted by $s(n)$-IUFSTS ($s(n)$-NIUFSTS) with $s(n) \in O(n^{1/(x+1)})$ is properly included in the set of all languages that are accepted by $s(n)$-IUFSTS ($s(n)$-NIUFSTS) with $s(n) \in O(n^{1/x})$.

5 Nondeterminism Beats Determinism on All Levels

We now turn to compare the computational power of IUFSTS and NIUFSTS. Since for sweep bounds of order $o(\log n)$ both variants accept regular languages only (see [9,13]), it remains to consider sweep bounds beyond $o(\log n)$. Here, we will show that there exist witness languages that are accepted by some nondeterministic $s(n)$-NIUFST with $s(n) \in O(\log n)$, but cannot be accepted by any deterministic $s(n)$-NIUFST with $s(n) \in o(n)$, thus separating determinism from nondeterminism for almost all levels of the sweep hierarchy.

For any integer $k \geq 1$, let $b_{\in k} : \{0, 1, 2, \ldots, 2^k - 1\} \rightarrow \{0, 1\}^k$ map any integer in the range from 0 to $2^k - 1$ to its binary representation of length $k$, starting from the left with the least significant bit and possibly completed with zeroes to the right. E.g., $b_{\in 4}(5) = 1010$ and $b_{\in 4}(12) = 0011$. We consider the language

$$D = \{ a^k b^{2k} b_{\in k}(0)u_0 b_{\in k}(1)u_1 \cdots b_{\in k}(2^k - 1)u_{2^k - 1} b_{\in k}(i)u_i \mid k \geq 2, 1 \leq i \leq 2^k - 1, u_j \in \{a, b\}^k \text{ for all } 1 \leq j \leq 2^k - 1 \}.$$

**Theorem 10.** The language $D$ can be accepted by an $s(n)$-NIUFST satisfying $s(n) \in O(\log n)$.

**Proof.** We sketch the construction of an $s(n)$-NIUFST $T$ that accepts $D$ with $s(n) \in O(\log n)$. The basic idea of the construction is to use two output tracks. So, during its first sweep, $T$ splits the input into two tracks, each one getting the original input. In addition, $T$ verifies if the structure of the input is correct, that is, if the input is of the form $a^+b^+0^+\{a, b\}^+((0, 1)^+\{a, b\}^+)^+1^+\{a, b\}^+$ with at least two leading $a$’s. If the form is incorrect, $T$ rejects.
In subsequent sweeps, $T$ behaves as follows. The original input on the first track is kept but the symbols can be marked, while on the second track the input is successively shifted to the right. More precisely, in any sweep the first unmarked symbol $a$ in the leading $a$-block is marked. In the following $b$-block, every second unmarked symbol $b$ is marked. In the further course of the sweep, the leftmost unmarked symbol in any $\{0,1\}$-block as well as in any $\{a,b\}$-block is marked. On the second track, the input is shifted to the right by one symbol, whereby the last symbol is deleted and some blank symbol is added at the left.

Let $k \geq 2$ be the length of the leading $a$-block. When the last of its symbols is marked, $T$ checks in the further course of the sweep whether in the following $b$-block exactly one symbol remains unmarked, and whether in all remaining blocks the last symbol is being marked. Only in this case the computation continues. In all other cases $T$ halts rejecting.

From the construction so far, we derive that if the computation continues then all but the second block have the same length, namely, length $k$. Moreover, since in the second block every second unmarked symbol has been marked during a sweep and one symbol is left, the length of the block is $2^k$.

Next, $T$ continues to shift right the content of the second track until the $\{0,1\}$-blocks are aligned with their neighboring $\{0,1\}$-blocks (except for the last one). This takes other $k$ sweeps. In the next sweep, $T$ checks if the $\{0,1\}$-block on the second track is an integer that is one less the integer in the aligned block on the first track. This can be done by adding one on the fly and comparing the result with the content on the first track. Only if the check is successful, $T$ continues. Otherwise, it halts rejecting. In the former case, we get that the sequence of $\{0,1\}$-blocks are the numbers from 0 to $2^k - 1$ in ascending order.

In the next sweep, $T$ guesses the $\{0,1\}$-block that has to match the rightmost $\{0,1\}$-block and marks it appropriately. Finally, this block together with its following $\{a,b\}$-block is symbolwise compared with the last $\{0,1\}$-block together with its following $\{a,b\}$-block in another $2k$ sweeps. To this end, note that $T$ can detect that the last block follows when it scans a $\{0,1\}$-block consisting of 1’s only. For the comparison, the symbols can further be marked appropriately.

Now, $T$ accepts only if the guessed $\{0,1\}$-block together with its following $\{a,b\}$-block match the last $\{0,1\}$- and $\{a,b\}$-block. Otherwise $T$ rejects. The construction shows that for any word from $D$ there is one accepting computation and that only words from $D$ are accepted. So, $T$ accepts $D$.

Altogether, $T$ performs at most $1 + k + k + 1 + 2k \in O(k)$ sweeps. The length of the input is $k + 2^k + (2^k + 1) \cdot 2k = O(k2^k)$. Since $\log(O(k2^k)) \in O(k)$, the niufst $T$ obeys the sweep bound $s(n) \in O(\log n)$. \hfill \O

To see that the language $D$ is not accepted by any $s(n)$-niufst with $s(n) \in o(n)$, we use again Kolmogorov complexity and incompressibility

\textbf{Theorem 11.} The language $D$ cannot be accepted by any $s(n)$-niufst satisfying $s(n) \in o(n)$.
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