Establishing $\alpha$ Oph as a Prototype Rotator: Precision Orbit with New Keck, CHARA, and RV Observations
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Abstract

Alpha Ophiuchi (Rasalhague) is a nearby rapidly rotating A5IV star that has been imaged by infrared interferometry. $\alpha$ Oph is also part of a known binary system, with a companion semimajor axis of $\sim$430 mas and a high eccentricity of 0.92. The binary companion provides the unique opportunity to measure the dynamical mass to compare with the results of rapid rotator evolution models. The lack of data near periastron passage limited the precision of mass measurements in previous work. We add new interferometric data from the MIRC combiner at the CHARA Array as well as new Keck adaptive optics imaging data with NIRC2, including epochs taken near periastron passage. We also obtained new radial velocities of both components at Fairborn Observatory. Our updated combined orbit for the system drastically reduces the errors of the orbital elements and allows for precise measurement of the primary star mass at the few percent level. Our resulting primary star mass of $2.20 \pm 0.06 M_\odot$ agrees well with predictions from imaging results and matches evolution models with rotation when plotting on a Hertzsprung–Russell diagram. However, to truly distinguish between nonrotating and rotating evolution models for this system, we need $\sim$1% errors on mass, which might be achieved once the distance is known to higher precision in future Gaia releases. We find that the secondary mass of $0.824 \pm 0.023 M_\odot$ is slightly underluminous when compared to stellar evolution models. We show that $\alpha$ Oph is a useful reference source for programs that need $\pm 1$ mas astrometry.

Unified Astronomy Thesaurus concepts: Binary stars (154); Interferometric binary stars (806); Visual binary stars (1777); Stellar rotation (1629); Stellar properties (1624); Spectroscopic binary stars (1557); Radial velocity (1332)
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1. Introduction

Observational methods that provide fundamental properties of stars are crucial for benchmarking stellar evolution models. Binary stars are frequently targeted as they provide a direct measurement of stellar mass to compare with models. Visual binary orbits alone provide the sum of masses in the system through Kepler’s laws, and combining visual orbits with velocity information from double-lined spectroscopic orbits gives orbital parallax and masses of individual components of the system. Imaging of stellar surfaces is another important measurement that can reveal oblateness, latitude dependencies on radius/temperature, and spots and other surface features (for a review on imaging of stars see e.g., van Belle 2012). Due to large distances, however, most stars are unresolved point sources to traditional single-aperture telescopes. Long-baseline optical interferometers with <1 mas resolution are needed to image the largest stars in the sky. Rapidly rotating stars are particularly interesting targets for imaging with optical interferometers, because imaging can provide measurements of inclination, gravity darkening, differential rotation, as well as stellar mass and age estimates (e.g., Monnier et al. 2007, 2012; Zhao et al. 2009; Domiciano de Souza et al. 2014).

$\alpha$ Oph (Rasalhague, HD 159561) is a nearby, bright, A5IV star that is both a rapid rotator (rotating at $\sim$90% of its breakup velocity) and in a <1″ visual binary system. This combination provides a unique opportunity to benchmark mass estimates from imaging models of rapid rotators to the direct measurement provided from the binary orbit. McCarthy (1983) was the first to resolve the $\sim$8.6 yr secondary component of $\alpha$ Oph with speckle interferometry, and the orbit has been monitored since then. Hinkley et al. (2011) carried out a thorough investigation of the visual orbit available at the time from adaptive optics (AO) imaging, combined with photometry and photocenter motion in order to obtain a measurement of both components’ masses at the $\sim$10% uncertainty level. Their masses for the A and B components of 2.40+0.23−0.17 M_\odot and 0.85+0.05−0.06 M_\odot were lower than previous measurements (Gatewood 2005). These lower-mass values were in better agreement with the results provided by rapid rotator models from interferometric imaging with the Michigan Infra-Red Combiner (MIRC) at the Georgia State University Center for High Angular Resolution Astronomy (CHARA) Array, which estimated a mass of 2.1 ± 0.02 M_\odot for the primary using stellar evolution models, or 1.7−2.2 M_\odot using their new oblateness model method (Zhao et al. 2009). Bailey et al. (2020) utilized the polarization signal arising from rapid rotation in order to estimate a mass of 2.0 ± 0.4 M_\odot for the primary, also consistent with the lower mass of Hinkley et al. (2011). $\alpha$ Oph has also been targeted for asteroseismic modeling efforts (Monnier et al. 2010) in order
to learn more about the interior of stars rotating near breakup velocity. Because mass is critical to understanding a star’s evolution and physical properties, it is imperative that we measure mass at the few percent precision level needed to check rotator models at high precision. The updated orbit of Hinkley et al. (2011) predicted the time of periastron passage, and we obtained new interferometric and AO imaging data near the passage to improve mass precision. We also obtained double-lensed radial velocity (RV) data, which allow us to directly measure the orbital parallax of the system as well as individual masses. Hence our mass measurements are purely dynamical and do not rely on any outside measurement or model-based result. Our new orbit for α Oph serves as a benchmark test of rapidly rotating stellar models. α Oph is bright (V = 2.1) and easily observable to most telescopes, which can observe bright stars. Our new well-covered orbit allows for precise astrometry prediction across all position angles of the orbit, making this target a good standard astrometric source.

In Section 2 we describe our new observations from interferometry, AO imaging, and spectroscopy. Section 3 details our combined visual + RV orbit fitting model for the binary system. In Section 4 we present our new visual and spectroscopic orbit along with physical parameters and masses for each component. We plot these stars on a Hertzsprung–Russell (HR) diagram in Section 5. Finally, we comment on the orbital precision and use of α Oph as an astrometric reference in Section 6.

2. Observations and Data Reduction

2.1. MIRC at the CHARA Array

We obtained two previously unpublished epochs of α Oph near periastron in 2012 using the high angular resolution of MIRC. We attempted observations again during the periastron passage of 2020, though poor weather during our observing run prevented us from obtaining any data. MIRC is a H-band combiner of six 1 m telescopes at the CHARA Array. The CHARA Array is an optical/near-IR interferometer with baselines up to 330 m (ten Brummelaar et al. 2005). The MIRC instrument is described in detail in Monnier et al. (2006) and Che et al. (2010, 2012). The MIRC combiner measures visibilities and closure phase of our targets. Calibrator stars are observed between science observations to measure visibility loss due to time-variable factors such as atmospheric coherence time, differential dispersion, and birefringence in the beam train. The MIRC data sets were reduced with the standard MIRC data pipeline in IDL described in previous MIRC papers (e.g., Monnier et al. 2012). The star γ Oph (θ1312 Tauri = 0.571 ± 0.040 mas; source: Jean-Marie Mariotti Center Searchcal tool, Chelli et al. 2016) was used to calibrate the instrumental transfer function for all MIRC α Oph observations presented here.

For each MIRC night we fit to the following binary star model of complex visibility, V, in order to measure binary position (Herbison-Evans et al. 1971; Boden et al. 1999, e.g.):

\[ V = V_1 + \Gamma V e^{-2\pi i(u\alpha + v\delta)} / (1 + f) \]  

(1)

For determining simply the binary parameters, a detailed image of the nearly “edge-on” rapidly rotating primary star (see Zhao et al. 2009) is not required. Here, α Oph A was approximated as a uniformly bright elliptical disk (position angle of −53°88 from Zhao et al. 2009) and is represented by \( V_1 \) in Equation (1). α Oph B was treated as an unresolved star represented by \( V_2 \). Other free parameters in fit were the binary separation in R.A. (R.A., α) and decl. (decl., δ); a monochromatic flux ratio between the two components \( f \); as well as a bandwidth smearing correction \( \Gamma = \sin[b(u\alpha + v\delta)] \), where \( b = 1/R \) and \( R \) is the spectral resolution of the spectrograph. As is standard, the location of each datum on the \( uv \) plane is denoted by the parameters \( u \) and \( v \). We fit to the calibrated squared visibility and the closure phase. We investigated whether it was acceptable to use this simple symmetric intensity model for the primary rather than the full gravity-darkened oblate spheroid model when measuring the binary separation. We calculated the expected photocenter shift due to the slight asymmetry in the intensity distribution from the gravity darkening effect using the full model of Zhao et al. (2009) and found the model shift is only 4 \( \mu \)as away from the true center of mass, a small systematic error that we can safely ignore here. Errors on astrometry are estimated by deriving a \( \chi^2 \) surface for a grid in relative R.A. and DEC and finding the 1σ confidence contour. To remain consistent with the AO imaging data, we convert this confidence contour to an error in position angle and separation. Results from the two MIRC epochs, along with the rest of the astrometry data, are presented in Table 1.

2.2. Keck Adaptive Optics Imaging

The α Oph system was observed with the Keck II adaptive optics system and the facility AO imager NIRC2 in six previously unpublished epochs obtained between 2002 March 27 and 2014 June 10. All observations were taken using the narrowband camera with several different choices of filters,
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| UT Date   | JD        | sep (mas)       | P.A. (°) | Instrument     |
|-----------|-----------|-----------------|---------|----------------|
| 2002 Mar 27 | 2452360.95 | 545.2 ± 1.9     | 233.61 ± 0.17 | KECK-II/NIRC2  |
| 2010 Apr 26 | 2455313.15 | 635.0 ± 1.5     | 236.70 ± 0.13 | KECK-II/NIRC2  |
| 2012 Apr 5  | 2456022.952 | 22.54 ± 0.12    | 104.31 ± 0.08 | CHARA/MIRC     |
| 2012 Apr 5  | 2456023.05 | 20.7 ± 2.9      | 100.8 ± 2.3  | KECK-II/NIRC2  |
| 2012 Apr 14 | 2456032.15 | 25.5 ± 1.0      | 36.5 ± 1.7   | KECK-II/NIRC2  |
| 2012 May 10 | 2456057.939 | 56.19 ± 0.05    | 302.95 ± 0.03 | CHARA/MIRC     |
| 2013 Aug 7  | 2456511.86 | 495.6 ± 1.5     | 253.87 ± 0.16 | KECK-II/NIRC2  |
| 2014 Jun 10 | 2456819.06 | 641.6 ± 1.5     | 249.81 ± 0.13 | KECK-II/NIRC2  |
typically using a subarray to shorten exposure times and minimize saturation. We processed these images following the general procedures described in Kraus et al. (2016), performing a linearity correction, subtracting mode-matched dark frames, and dividing by the most contemporaneous flat field available for the filter used in each observation. For the imaging observations, we also performed “destriping” to remove spatially correlated read noise that is mirrored in the four quadrants of the NIRC2 detector, as well as identifying cosmic rays and interpolating over them. Finally, we flagged all saturated pixels so they would not be used in our PSF-fitting analysis.

For four of the six epochs, the α Oph components are well resolved in images and could be fit with a \( \chi^2 \) minimization of a double-source model. Following Kraus et al. (2016), for each frame we iteratively fit the separation, PA, and contrast of the binary pair, and then tested the 1000 most contemporaneous single-star images from the archive to identify the optimal empirical template. We repeated these steps until the same PSF template yielded the lowest \( \chi^2 \) for two consecutive iterations. Using the pixel positions corresponding to these astrometric measurements, the geometric distortion of NIRC2 was corrected using the algorithm described in Yelda et al. (2010) and then the relative astrometry was reported in Table 1. For each epoch, we report the mean separation and PA for all frames in the given filter. The uncertainty represents the rms of the observed frames, added in quadrature with the systematic uncertainty in separation \( (\sigma_p = 1.4 \text{ mas}) \) and in PA \( (\sigma_{\text{PA}} = \arctan\left(\frac{1}{1.4\text{mas}}\right)) \) that results from the residual uncertainty in the distortion solution of Yelda et al. (2010). The systematic uncertainties in the pixel scale and detector orientation are negligible compared to this term.

Two of the archival epochs (both in 2012 April) occurred very close to periastron passage with separation less than the diffraction limit of the telescope. In order to recover high-precision separations in this situation, the 18 hole aperture mask within NIRC2 was used following procedures discussed in other recent papers (e.g., Ireland et al. 2008; Kraus & Ireland 2012; Willson et al. 2016; Rizzuto et al. 2020). By fitting a precise binary model to the interferometric visibilities and closure phases formed by the aperture mask, a precise component separation can be extracted after fixing the component flux ratio established from previous wide-separation measurements. For 2012 April 5, we have a measurement taken both at Keck and at the CHARA Array that show good agreement within errors of the binary position taken with two different instruments.

2.3. Fairborn Observatory Radial Velocities

Between 2011 and 2020 we obtained 145 new RV data points for the primary component of α Oph and 107 RVs for the secondary. This period covers two periastron passages of α Oph, crucial for obtaining masses at the few percent level. These data were taken with the Tennessee State University 2 m Automated Spectroscopic Telescope (AST) and its echelle spectrograph at the Fairborn Observatory in southeast Arizona (Eaton & Williamson 2007). The detector was a Fairchild 486 CCD that has a 4K × 4K array of 15 μm pixels (Fekel et al. 2013). The spectra have a resolution of 0.24 Å, corresponding to a resolving power of 25000 at 6000 Å, and cover a wavelength range from 3800 to 8260 Å. After acquiring a couple test spectra of α Oph and trying to measure RVs, we settled on the following observing sequence to optimize the RV measurement of the very broad-lined primary star and the extremely weak lines of its very faint companion. Because of the brightness of the α Oph system, we typically acquired 40 consecutive 30 s observations, which we then summed together into a single spectrum that has a significantly improved signal-to-noise ratio (S/N).

For the A5 IV primary we initially tried to measure the velocities of the lines compiled in our A-star line list. This list primarily consists of singly ionized elements of Fe and Ti. Unfortunately, we were unable to obtain usable RVs with the lines in this list due to a combination of factors. The most problematic one is the very high rotational velocity of the A star, 228 km s \(^{-1}\) (Royer et al. 2002), which causes the lines to be extremely broad and shallow. This makes it much more difficult to measure the velocity centers of the profiles compared with the measurement of a narrow-lined star. Another significant problem is that the very large rotational broadening of the lines greatly increases the likelihood of blending with nearby lines. These problems are illustrated in Figure 1. Shown is an echelle order centered at about 5135 Å. Tick marks indicate the rest positions of individual lines in the list. Though the Mg I lines appear relatively strong in this order, they are unusable due to blending problems with nearby lines. The other lines are too weak to measure reliably. As discussed in the text, we instead determined RVs from the Hβ line of the primary.
consistent with the secondary velocities. Thus, for the primary we choose to adopt the RVs determined from the Hβ line. However, we note that continuum rectification problems can also affect this broad line and may be at least partly responsible for the significant center-of-mass velocity difference that we find between its orbit and that of the secondary.

Fekel et al. (2009) provided a general explanation of our usual velocity measurement procedure. In particular, for the secondary of α Oph we used our solar-type star line list with which we were able to detect the extremely weak secondary including RV data, we also combine RV orbits is to report the system velocity difference that we note that continuum rectification to visual binary orbits alone. The convention when computing the RVs of the primary, which is flipped by 180°. For visual orbits, there is a 180° ambiguity between ω and Ω. Our RV information breaks this degeneracy.

For nonlinear least-squares fitting, we use the Thiele-Innes elements to describe our Keplerian orbits. As described in Wright & Howard (2009), these elements convert (ω, Ω, i, a) to linear parameters (A, B, F, G). We use the Python lmdf package for nonlinear least-squares fitting of our data (Newville et al. 2016). The Python astropy (Astropy Collaboration et al. 2013, 2018) package is also extensively used in our fitting routines. Error bars for the fitted orbital parameters are normally estimated in lmdf from the covariance matrix, but because the orbital elements P and e are nonlinear we instead determine posterior distributions on our orbital parameters with a Markov Chain Monte Carlo (MCMC) fitting routine. We carry out MCMC fitting using the Python package emcee developed by Foreman-Mackey et al. (2013). We use our best-fit orbital elements as a starting point for our 2Nparams walkers, where the starting point for each walker is perturbed about its best-fit value. We assume uniform priors on all of our orbital elements within physically allowed parameter space (i.e., eccentricity is restricted between 0–1, ω and Ω between 0° and 360°, inclination between 0° and 180°, no negative values allowed for semimajor axis, period, periastron passage, and semiamplitudes). The quoted error bars on our orbital elements in Table 3 are the standard deviations of the posterior distributions, and corner plots of the posteriors for the inner and outer orbits show correlations between parameters.

4. New Visual and Spectroscopic Orbit

Table 1 compiles all of our previously unpublished data that we use to fit our visual orbit of α Oph. This includes our two CHARA/MIRC interferometry and six Keck/NIRC2 AO epochs. Table 2 presents our new double-lined RV data from Fairborn Observatory. In Table 3 we give the best-fit orbital elements when fitting to astrometry alone, RV alone, and the combined fit. We show our best-fit visual orbit in Figure 1, which also plots the data points from Hinkley et al. (2011), and our best-fit RV orbit is shown in Figure 2. For our reported best-fit orbital elements we only fit to our updated high-precision data, as these data were observed and analyzed in a systematic and consistent way. Though we checked that most of the historical data points from Hinkley et al. (2011) are consistent with our orbit (i.e., within the quoted 1σ error values). The exceptions are the data points in that paper, which were taken with Project 1640 and the PHARO instruments at Palomar Observatory, which are multiple sigma off from our best-fit orbit. This is not surprising for Project 1640, as the astrometry returned by the instrument was not yet well understood at the time of observation (private communication with authors). The PHARO data points had error values that were much smaller than the rest of the data from that paper, and there is some hint that these errors may be underestimated.

Pope et al. (2016) measured a new epoch on α Oph from PHARO, and Table 1 of that paper shows that the astrometry solution varies by >1 mas depending on the fitting method used. This is significantly larger that the ~1–3 mas error bars given in Hinkley et al. (2011) for the PHARO data. Figure 2 designates the PHARO data points separately from the rest of the Hinkley et al. (2011) data points to highlight the fact that they do not fit well like the rest of this data. Though we do not include any of this older data in our fit, we checked that including them in the fit does not significantly change our orbital elements or masses within error bars.

With a combined RV and visual orbit, we are able to compute the distance and masses of both components of the system. We present these values in Table 4. Our best-fit distance is 14.80 ± 0.13 pc, which is consistent within error bars with the Hipparcos parallax of 14.90 ± 0.24 pc.
Figure 2. We show the visual orbit for the best fit to the combined visual and spectroscopic data of \( \alpha \) Oph. The MIRC and NIRC2 epochs near periastron passage, along with new double-lined RV data, allow for a high-precision measure of the masses of this system. We also show the Hinkley et al. (2011) data for comparison, which were not used in our final orbit fit. All of these data fit our orbit well except for the points taken at Palomar Observatory (particularly, those with the PHARO instrument—see the text for details). Including these data in the fit has no significant effect on the best-fit orbital elements, which are constrained with our new high-precision data.

Figure 3. We show the RV orbit of the best fit to the combined visual and spectroscopic data of \( \alpha \) Oph. As explained in the text, the different lines used to measure RV lead to different velocity offsets. This does not have a significant effect on the orbit, as one can see from the residuals that the offsets are constant across orbital phase. The shape of the RV curve is also heavily set by the combined fit with the visual orbit.

| \( \alpha \) Oph: Best-fit Orbital Elements |
|------------------------------------------|
|                                      |
| **Hinkley et al. (2011)** | **Visual Orbit** | **RV Orbit** | **Combined Orbit** |
| \( P \) (days) | 3148.4 (fixed) | 3149.6 ± 5.6 | 3139.78 ± 0.35 | 3139.72 ± 0.28 |
| \( T \) (JD) | 2452888 ± 53 | 2456028.20 ± 0.03 | 2456028.26 ± 0.027 | 2456028.220 ± 0.029 |
| \( e \) | 0.92 ± 0.03 | 0.93938 ± 0.00016 | 0.9370 ± 0.0012 | 0.93912 ± 0.00013 |
| \( \omega \) (deg) | 162 ± 14 | 169.98 ± 0.24 | 171.18 ± 0.66 | 170.21 ± 0.23 |
| \( \Omega \) (deg) | 232 ± 9 | 236.70 ± 0.17 | … | 236.86 ± 0.16 |
| \( i \) (deg) | 125.60 | 130.67 ± 0.07 | … | 130.679 ± 0.067 |
| \( a \) (mas) | 427.31 | 410.59 ± 0.48 | … | 409.8 ± 0.3 |
| \( K_A \) (km s\(^{-1}\)) | … | … | 12.53 ± 0.22 | 12.7 ± 0.2 |
| \( K_B \) (km s\(^{-1}\)) | … | … | 33.35 ± 0.44 | 33.74 ± 0.35 |
| \( \gamma_A \) (km s\(^{-1}\)) | … | … | 8.86 ± 0.14 | 8.91 ± 0.14 |
| \( \gamma_B \) (km s\(^{-1}\)) | … | … | 14.74 ± 0.22 | 14.67 ± 0.21 |
Similar to Hinkley et al. (2011), we are able to compute the mutual inclination between the primary star’s rotation axis and the plane of the binary orbit from the equation of Fekel (1981). Using the values in Zhao et al. (2009) of the imaged rotator model and our updated binary orbit, we find a mutual inclination of either $42.7 \pm 0.6$ or $133.0 \pm 0.6$. Though our orbit is fully characterized with RV data included, the degeneracy in mutual inclination comes from the unknown spin polarity of the primary. In either case, the mutual inclination is significantly non-coplanar. Combined with the high eccentricity of the binary orbit, this perhaps suggests early interaction in the star formation phases between the binary orbit and the primary rotation angular momentum.

### 5. Comparison with Stellar Evolution Models

One of the major opportunities offered by high-precision binary star orbits is a comparison of observations to stellar evolution models. Zhao et al. (2009) used interferometric imaging and rotator models to measure inclination, equatorial radius, and temperature, and rotation speed of $\alpha$ Oph A. Using the true effective temperature and luminosity from those models, we show the position of component A on an HR diagram to compare with its stellar track. We use rotator models from Ekström et al. (2012) to compute isochrones and stellar tracks for the primary, using a rotation rate of $v/\sigma_{\text{rot}} = 0.9$ consistent with the high rotation rate in Zhao et al. (2009). We also use Mesa Isochrones and Stellar Tracks (MIST) evolution models to compute tracks without rotation ( Paxton et al. 2013; Choi et al. 2016; Dotter 2016; Paxton et al. 2011). We assume a solar metallicity in both models.

In Figure 4 it can be seen that $\alpha$ Oph A falls onto a stellar track that agrees with our measured stellar mass within error bars of $2.20 \pm 0.06 \ M_\odot$ with the rotating-star evolution models. The position on an HR diagram gives an age of about 0.7 Gyr for the system. The fast rotator model is a slightly better fit when compared to a nonrotating evolution model. However, in the nonrotating model a stellar track of $2.11 \ M_\odot$ still goes through our point, which is $<2\sigma$ away from our best-fit value given our error bars on mass. To better distinguish between these models, we need a mass measurement at the $\sim1\%$ level. The mass of the primary comes from the period, semimajor axis, and distance measurement (which includes the semiamplitudes and inclination). Currently, distance is the quantity that is limiting our mass precision to just under 3%. We only know distance at the $\sim1\%$ level from our RV+visual orbit, and the Hipparcos distance has an error bar twice as high as our new value. If the distance were known perfectly (i.e., a fixed quantity), our error on masses would be only $0.6\%$ given our orbital element precision. Gaia may eventually improve the distance measurement to this system, though this object does not yet have a distance measurement from Gaia. In fact, $\alpha$ Oph is so bright that the current final parallax precision achieved by the end of the Gaia mission is currently unknown. Precision parallax for bright stars was once thought to be unachievable, though many saturation problems have been solved which gives some hope for these brighter targets (Sahlmann et al. 2016). If precision on distance can be improved, we will be able to distinguish between rotating versus nonrotating models on the HR diagram with our precision orbit.

The secondary component of $\alpha$ Oph does not have a literature value for temperature or luminosity. To measure these values, we use our measured $J$ and $K$ flux ratios from Keck AO to compute apparent magnitudes in these bands (presented in Table 4). For apparent magnitudes of the system, Cohen et al. (1999) measure

| Table 4 | $\alpha$ Oph: Physical Properties |
|----------------|----------------------------------|
| **Distance (pc)** | $14.80 \pm 0.13$ This Work |
| $M_A (M_\odot)$ | $2.20 \pm 0.06$ This Work |
| $M_B (M_\odot)$ | $0.824 \pm 0.023$ This Work |
| $\Delta \text{mag} (Kc)$ | $3.44 \pm 0.12$ This Work |
| $\Delta \text{mag} (Jc)$ | $4.14 \pm 0.08$ This Work |
| **Apparent mag, A (Kband)** | $1.684 \pm 0.007$ This Work+Cohen et al. (1999) |
| **Apparent mag, B (Kband)** | $5.12 \pm 0.12$ This Work+Cohen et al. (1999) |
| **Apparent mag, A (Jband)** | $1.752 \pm 0.005$ This Work+Cohen et al. (1999) |
| **Apparent mag, B (Jband)** | $5.89 \pm 0.08$ This Work+Cohen et al. (1999) |
| $T_{\text{eff}} (K)^a$ | $8250 \pm 100$ Zhao et al. (2009) |
| $L_\odot (L_\odot)^a$ | $30.2 \pm 1.3$ Zhao et al. (2009) |
| $R_{\text{pl,LA}}$ | $2.390 \pm 0.014$ Zhao et al. (2009) |
| $R_{\text{eq,LA}}$ | $2.871 \pm 0.020$ Zhao et al. (2009) |
| Age (Gyr) | $0.77 \pm 0.03$ Zhao et al. (2009) |

**Note.**

| **a** | Averaged over the surface. |
J = 1.728 ± 0.005 and K = 1.639 ± 0.005. These values also match those measured in Alonso et al. (1994) within error bars. Though we fit a flux ratio in the H band from MIRC data, we have low confidence in its accuracy for precise photometry. This is due to the fact that the companion is near the edge of the interferometric field of view for these epochs, where bandwidth smearing can bias the flux ratio measurement. Hence, we choose to only report the J- and K-band photometry.

We compute synthetic photometry for the secondary using the MIST models at our measured mass and at solar metallicity. Because we have a measurement of distance for the system and age of the primary, we fix these values. Figure 5 shows the results of this fit. We find that our J-band photometry for component B is slightly underluminous compared to models with our precisely measured mass for α Oph B. Our fit to the measured apparent magnitudes improves if either (1) the distance is higher, (2) the mass of the secondary is lower, or (3) the metallicity is higher. Due to our high-precision orbit, options (1) and (2) seem unlikely. Although we note the potential blending issues of the RV data explained in Section 2, which might affect the measured mass ratio. Our mass for the primary is also consistent with that obtained by Hinkley et al. (2011), though we note that Gatewood (2005) obtained a slightly lower mass of 0.7778 ± 0.058 $M_\odot$ for the secondary. We show in Figure 5 that a higher metallicity value for α Oph B would make the photometry more consistent with our measured mass. A measurement of the metallicity of this component is needed in order to check this consistency.

6. Establishing α Oph as an Astrometric Reference

Our new data of the α Oph binary system near periastron passage increase the precision of the system’s orbital elements, making this bright source a potential high-precision reference source for astrometric programs. High-precision binary orbits are useful as calibration sources for instruments to measure wavelength or astrometry calibration. Because wider binaries often have long orbital periods, precision orbits at the level needed by such instruments are often sparse. In Figure 6 we demonstrate our current astrometric precision for this system given our current orbital parameters and their associated uncertainties. We sample orbits from our MCMC posterior distribution and report the 1σ spread about the best-fit orbit at a given time over the next decade. As can be seen in the figure, our orbital element precision was at the $<200 \mu$as level during the 2012 periastron passage, at $~400 \mu$as during the 2020 passage, and at a 600–900 $\mu$as level for
the 2029 periastron passage. Our orbital elements lead to astrometry predictions at a <1.6 mas spread across the 8.6 yr orbit, with the more precise predictions near periastron passage. This orbital precision can be improved by taking more high-precision data outside of periastron passage, which could make this bright binary source an even better astrometric calibration source in the future.

7. Conclusions

We obtained new interferometric and AO imaging data on the nearby, bright A5IV binary star α Oph. We also report a new double-lined RV orbit, which covers two periastron passages of this eccentric system. Because this binary system is extremely eccentric ($e = 0.94$), data near periastron passage are crucial for improving the orbital elements and mass measurements of this ~8.6 yr period system. Measuring the primary mass at a high precision is especially desired for α Oph, as this star is also a rapid rotator that has been imaged and modeled with high-angular-resolution interferometric measurements. Visual and RV orbits of binary stars are the only way to directly measure stellar masses to high precision, and we use our well-covered orbit of α Oph to validate mass estimates, which come from the modeling of rapidly rotating stars. This system is highly unique in being an imaged rapid rotator and having a well-characterized binary orbit. Other imaged rotators such as α Cep and β Cas do not have known companions, while the companion for the rapid rotator Regulus is complicated by mass transfer and extremely hard to detect as a visual binary. α Oph provides a benchmark test of rotating evolution models that is not easy to achieve with other known systems. Our updated orbit allows for a strict comparison with rapid rotator models.

Hinkley et al. (2011) previously used adaptive optics imaging data to present an orbit and masses for this system, and that paper called for additional data near periastron passage to better constrain the masses. Our previously unpublished data near periastron passage, as well as a full RV orbit, now allows for high-precision comparison of masses with rotator models. We directly measure a primary mass of $2.20 \pm 0.06 M_\odot$ in agreement with the model predictions using the rapid rotator imaging results of Zhao et al. (2009). We compare the primary star with stellar evolution models on an HR diagram and find that it fits well on a track with our measured stellar mass, solar metallicity, and an age of ~0.7 Gyr. We find that stellar evolution models including rotation give a slightly more consistent fit to our measured mass, though even with our 2.7% mass error this is a <2σ result. To better distinguish between evolution models, we need ~1% mass errors. This can be accomplished by improving the error on distance to the system, which Gaia might be able to do in future data releases. The secondary component of the binary system is slightly under-luminous for our measured mass of $0.824 \pm 0.023 M_\odot$. This discrepancy might be explained if the metallicity is higher than solar. The mutual inclination of the rotation axis of the star and the orbital plane of the binary is non-coplanar at either 42.7 ± 0.6° or 133.0 ± 0.6°, depending on the rotation orientation of the primary. The mutual inclination and high eccentricity of the binary system may hint at early interactions in the star formation stages.

We demonstrate that the current orbital precision makes α Oph a potentially useful astrometric calibration source for other instruments. It is bright, easily observable, and the binary can be resolved by single-aperture telescopes. Additional high-precision astrometry data away from periastron could improve the orbital elements further to approach <100 μas predictive power over the next orbit.
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Appendix

Corner Plots from the Posteriors of Our MCMC Fitting

As described in the main text, we determine posterior distributions on our orbital parameters with a Markov Chain

Figure 6. We plot the 2D positional error as a function of observing data for our well-constrained orbit of α Oph. The curve shows our 1σ spread about the best solution at a given date using the posterior chains from the MCMC routine. Astrometric prediction across the next decade are accurate to <1.5 mas, with data near periastron approaching the 100 s of μas level. Additional high-precision data outside of periastron passage will improve this source as a reference over the coming decades.
Monte Carlo (MCMC) fitting routine. Corner plots from the posteriors of our MCMC are shown in Figure A1. Our errors are derived from the 1σ standard deviation in these posterior distributions, and the plots show correlation between parameters.

Figure A1. We show the corner plot of posterior distributions from our MCMC routine to estimate errors on the orbital parameters. Because the RV parameters do not show significant correlations, we include only the visual orbital elements for clarity. There are correlations of the time of periastron passage with the elements of eccentricity, ω, and Ω which is normal for eccentric orbits.

Monte Carlo (MCMC) fitting routine. Corner plots from the posteriors of our MCMC are shown in Figure A1. Our errors are derived from the 1σ standard deviation in these posterior distributions, and the plots show correlation between parameters.
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