High Resolution Parameter Study of the Vertical Shear Instability II: Dependence on temperature gradient and cooling time
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ABSTRACT
A certain appeal to the alpha model for turbulence and related viscosity in accretion disks was that one scales the Reynolds stresses simply on the thermal pressure, assuming that turbulence driven by a certain mechanism will attain a characteristic Mach number in its velocity fluctuations. Besides the notion that there are different mechanism driving turbulence and angular momentum transport in a disk, we also find that within a single instability mechanism, here the Vertical Shear Instability, stresses do not linearly scale with thermal pressure. Here we demonstrate in numerical simulations the effect of the gas temperature gradient and the thermal relaxation time on the average stresses generated in the non-linear stage of the instability. We find that the stresses scale with the square of the exponent of the radial temperature profile at least for a range of $\frac{d}{\ln d\log R} \approx 0.5 - 1$, beyond which the pressure scale height varies too much over the simulation domain, to provide clear results. Stresses are also dependent on thermal relaxation times, provided they are longer than $10^3$ orbital periods. The strong dependence of viscous transport of angular momentum on the local conditions in the disk (especially temperature, temperature gradient, and surface density/optical depth) challenges the ideas of viscosity leading to smooth density distributions, opening a route for structure (ring) formation and time variable mass accretion.
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1 INTRODUCTION
The mechanism by which protoplanetary disks transport angular momentum is still strongly debated, as is the related question of how turbulence is generated in these disks. Advancing our understanding of either informs the other, as observations tell us that disks accrete at a rate that needs disk winds or turbulent processes to sustain it (e.g. Hartmann & Bae 2018). Early studies suggested the Magneto-Rotational Instability (MRI, Balbus & Hawley 1991) as a likely driver for turbulence in protoplanetary disks. The MRI however only develops if the assumptions of ideal magnetohydrodynamics are satisfied, chiefly the assumption of an ideal coupling between the gas and the magnetic field. But the coupling between the gas and the magnetic field has subsequently been shown to be weak in large parts of the disk, especially within the regions important for understanding planet formation (see e.g. Turner et al. 2014). This prompted a search for purely hydrodynamic instabilities that can present a viable alternative route to turbulence (Lyra & Umurhan 2019). Recent works have proposed several possible contenders, among them the Goldreich-Schubert-Fricke instability (GSF, Goldreich & Schubert 1967; Fricke 1968; Urpin & Brandenburg 1998; Arti & Urpin 2004), later renamed Vertical Shear Instability (VSI) in the context of rotating disks (Nelson et al. 2013), the convective overstability (Klahr & Hubbard 2014; Lyra 2014) and its non-linear cousin, the subcritical baroclinic instability (SBI, Klahr & Bodenheimer 2003; Lesur & Papaloizou 2010) and the zombie vortex instability (ZVI, Marcus et al. 2015, 2016).

Of these instabilities, the VSI has recently received the most attention. The instability grows in disk regions where the thermal relaxation timescale is short compared to other timescales and the disk gas couples only weakly to the magnetic field (Nelson et al. 2013; Lin & Youdin 2015; Pfeil & Klahr 2019). Hydrodynamical simulations have shown the VSI to generate a turbulent viscosity on the level of $\alpha \approx 10^{-6} - 10^{-3}$ (Flock et al. 2017, 2020; Stoll & Kley 2014; Richard et al. 2016; Manger & Klahr 2018; Manger et al. 2020). Additionally, the VSI has been shown to support formation of vortices via the RWI (Richard et al. 2016; Manger & Klahr 2018; Flock et al. 2020) and the KHI (Latter & Papaloizou 2018), which can concentrate particles locally in the disk and thus form sites where planetesimals can form (Barge & Sommeria 1995). Recent work has also shown the VSI to emerge in non-ideal magnetohy-
drodynamic simulations with an active magnetically driven wind at the disk surface and a VSI turbulent midplane (Cui & Bai 2020).

However, a clear consensus on the strength of the turbulent viscosity driving angular momentum transport in VSI disks has always been elusive. Models using a simple thermal relaxation prescription showed $\alpha$ values as diverse as $10^{-9}$ to $10^{-2}$, while radiation hydrodynamics models showed values on the order of a few $10^{-5}$ to $10^{-4}$. But these apparent discrepancies may be explained by considering that the strength of the turbulent viscosity is tied to the underlying disk parameters such as the global temperature and density gradients and may vary with distance to the central star. Disks that are heated by internal viscous processes and stellar irradiation and which are optically thick can display a wide range of radial slopes of temperature and the disk aspect ratios $H/R$ for constant alpha and mass accretion rates (Bell et al. 1997; Pfeil & Klahr 2019). Subsequently, in Manger et al. (2020), we found that the total Reynolds stress in the disk scales with $R_0$ and the disk aspect ratios $\alpha$ values as diverse as $10^{\pm 1}$ to $10^{\pm 2}$.

Additionally, in Pfeil & Klahr (2020) we showed that the total stresses in the disk varies with the assumed value for the temperature slope of the disk.

In this work, we expand the parameter study started with Manger et al. (2020, hereafter Paper I) to systematically investigate the influence of the temperature gradient $q$ and the cooling time $\tau_{cool}$ on the Reynolds accretion stresses generated in the disk. We will show that our prediction from Paper I is valid and will further help to reconcile the large range of $\alpha$ values reported from previous VSI simulations conducted under differing disk conditions. We structure our work as follows. In section 2 we briefly review the disk model and the numerical model used in this work. In section 3 we present the results of our parameter study, which are discussed in section 4. Section 5 presents our conclusions and proposed directions for future work.

2 MODEL

We use a similar disk model and physical setup as in Paper I. All simulations are run using the PLUTO code with a HLLC Riemann Solver with 3rd order piecewise-parabolic reconstruction and a 3rd-order Runge-Kutta time integrator.

We set the initial conditions in force equilibrium, described by the density profile:

$$\rho = \rho_0 \left( \frac{R}{R_0} \right)^p \exp \left( -\frac{Z^2}{2H^2} \right).$$

where $R$ and $Z$ represent the radial and vertical coordinate, $H$ is the pressure scale height and $\rho_0$ is the midplane density at reference radius $R_0$. In hydrostatic equilibrium the azimuthal velocity is given by:

$$v_\phi = \Omega_K R \left[ 1 + q - \frac{\rho R}{\sqrt{R^2 + Z^2}} + (p + q) \left( \frac{H}{R} \right)^2 \right]^{\frac{1}{2}}.$$  \hspace{1cm} (2)

We use a caloric equation of state $\rho e = \frac{P}{\gamma}$ and an adiabatic index of $\gamma = 5/3$ with the pressure defined as $P = c_s^2 \rho$ where

$$c_s^2 = c_s^2 \left( \frac{R}{R_0} \right)^q.$$  \hspace{1cm} (3)

is the radially varying isothermal sound speed with slope $q$. In this study, we vary $q$ in the range of 0.4 -- 1.2, but we set $q$ to the fiducial value $-1.0$ unless otherwise stated. The radial density slope $p = -1.5$ and the disk aspect ratio $H/R = 0.1$ are the same across all models, unless specifically noted. Additionally, all models are run with an artificial kinematic viscosity of $\nu = 10^{-7}$. The complete list of models can be found in table 1.

To investigate the dependence of the VSI on the cooling time $\tau_{cool}$ of the disk gas, we use a simple relaxation scheme for the gas pressure to relax the temperature of the disk to its initial value (described by the isothermal sound speed $c_{s,init}^2$). As the conservative quantity representing thermal energy in the PLUTO code is thermal pressure, we have achieve thermal relaxation by damping the pressure towards the local equilibrium pressure, given by the local density and the desired speed of sound:

$$\frac{dP}{dt} = -\rho \frac{c_{s,init}^2}{\tau_{cool}}.$$  \hspace{1cm} (4)

The values of $\tau_{cool}$ used are in the range of $10^{-4}$ to 1.0, with $10^{-4}$ chosen as the fiducial value.

All simulations use a common grid with $n_r \times n_\theta \times n_\phi = 512 \times 256 \times 64$ grid cells. We use a radial range $0.5 - 2.0 R_0$ and have a meridional extent of $\pm 3.5 H_0$. Because we are only interested in the average behaviour of the non-linear saturated state of the VSI, we choose a reduced azimuthal extent compared to Paper I and only use $\phi \in [0 - \pi/4]$. Although we showed in Manger & Klahr (2018) that this leads to overall slightly higher $\alpha$ values, we are confident that we can recover the general trend with changing parameters while being able to investigate a larger parameter space. We employ reflective boundary conditions in the radial and meridional direction and periodic boundaries in the azimuthal direction.

3 RESULTS

3.1 Dependence on cooling time $\tau_{cool}$

To determine in which disk conditions the VSI grows we calculate the $r-\phi$ component of the local Reynolds stress tensor:

$$T_{r,\phi}(r, \theta) \equiv \langle \rho \delta v_r \delta v_\phi \rangle = \langle \rho v_r v_\phi \rangle - \langle \rho v_r \rangle \langle v_\phi \rangle.$$  \hspace{1cm} (5)

Table 1. List of models run in this work.

| Name    | $\tau_{cool}$ | $q$ | VSI growth |
|---------|---------------|----|------------|
| fiducial | $1 \cdot 10^{-4}$ | -1.0 | Yes        |
| tau2e-4 | $5 \cdot 10^{-4}$ | -1.0 | Yes        |
| tau5e-4 | $5 \cdot 10^{-4}$ | -1.0 | Yes        |
| tau1e-3 | $1 \cdot 10^{-3}$ | -1.0 | Yes        |
| tau2e-3 | $3 \cdot 10^{-3}$ | -1.0 | Yes        |
| tau5e-3 | $5 \cdot 10^{-3}$ | -1.0 | Yes        |
| tau1e-2 | $1 \cdot 10^{-2}$ | -1.0 | Yes        |
| tau2e-2 | $2 \cdot 10^{-2}$ | -1.0 | No         |
| tau5e-2 | $5 \cdot 10^{-2}$ | -1.0 | No         |
| tau1e-1 | $1 \cdot 10^{-1}$ | -1.0 | No         |
| tau1e0  | $1 \cdot 10^{0}$  | -1.0 | No         |
| q-0.4   | $1 \cdot 10^{-4}$ | -0.4 | Yes        |
| q-0.5   | $1 \cdot 10^{-4}$ | -0.5 | Yes        |
| q-0.6   | $1 \cdot 10^{-4}$ | -0.6 | Yes        |
| q-0.7   | $1 \cdot 10^{-4}$ | -0.7 | Yes        |
| q-0.8   | $1 \cdot 10^{-4}$ | -0.8 | Yes        |
| q-0.9   | $1 \cdot 10^{-4}$ | -0.9 | Yes        |
| q-1.1   | $1 \cdot 10^{-4}$ | -1.1 | Yes        |
| q-1.2   | $1 \cdot 10^{-4}$ | -1.2 | Yes        |
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where \( \langle \rangle \) denotes an average in azimuth, which by including \( \rho \) is automatically mass averaged. To present \( T_{r, \phi} \) in a non-dimensional fashion, we normalise it by the azimuthally averaged pressure to obtain as intermediate step \( \alpha(r, \theta) \),

\[
\alpha(r, \theta) = \frac{T_{r, \phi}}{(P)} .
\]

which we further mass average to a single parameter for the entire simulation domain as defined by Shakura & Sunyaev (1973):

\[
\alpha = \frac{\int \alpha(r, \theta) \rho dV}{\int \rho dV} .
\]

We plot the radially and vertically averaged \( \alpha \) as a function of time for simulations with different values of \( \tau_{\text{cool}} \) in figure 1. We find that only part of the simulations show VSI growth, as listed in table 1. The top graph of figure 2 shows the total \( \alpha \) value of each simulation from figure 1, averaged in space and from 200 to 500 reference orbits.

We find a sharp drop in \( \alpha \) for simulations at \( \tau_{\text{cool}} \approx 10^{-2} \) orbits, and simulations with \( \tau_{\text{cool}} \) longer than this value do not support VSI growth. This lines up approximately with the critical cooling time of the VSI, given by Lin & Youdin (2015) as

\[
\tau_{\text{cool, crit}} \Omega = \frac{H}{R^{3/2}} \frac{\gamma}{\gamma - 1} .
\]

evaluating to \( \tau_{\text{cool, crit}} = 0.15 \frac{H}{R} \approx 0.024 \) orbits in our case. The fact that the simulation with \( \tau_{\text{cool}} = 2 \cdot 10^{-2} \) orbits does not show growth is likely due to the viscosity added to the simulation to offset numerical diffusion. Employing a significantly higher resolution would likely enable growth of the VSI, but this would demand a significant amount of computing time and is beyond the scope of this work.

The bottom figure of panel 2 shows a zoom in on the upper left region of the top figure, showing only the simulations where the VSI grows. In this region of parameter space we find that \( \alpha \) values for \( \tau_{\text{cool}} < 10^{-3} \) orbits stay constant, but fall off for longer cooling times, until they reach \( \tau_{\text{cool, crit}} \) and turbulence vanishes completely.

A possible explanation can be found looking at figure 3 where we show \( \alpha \) as a function of height. There we see that for \( \tau_{\text{cool}} \leq 10^{-3} \) orbits the vertical \( \alpha \) profiles are similar for all simulations, but for larger values of \( \tau_{\text{cool}} \) \( \alpha \) decreases more sharply towards the midplane, eventually turning negative. We interpret this as the vertical extent unstable for VSI getting smaller with longer cooling times, with regions close to the midplane being first to hamper the VSI modes.

The reason is simple. The time scale criterion in Lin & Youdin (2015) is defined for a height of \( H \) above the midplane. This means that layers below this height with lower values for the vertical shear (respectively vertical epicyclic frequency \( \kappa_z \)) can be stabilised by the stratification in entropy. Thus the VSI does not disappearinstantaneously over all heights, but is pushed to higher layers above the midplane, which, with their lower gas densities, are only weakly contributing to the global stresses.

We also investigate the turbulent kinetic energy of the growing
simulations by looking at the rms velocity:
\[ \langle \frac{\nu_{\text{rms}}}{\nu_{K,0}} \rangle = \frac{1}{(2\pi/\Omega K,0)} \right\} \]
where brackets represent spatial averages in \( \phi \) direction, and we assume that the averages \( \langle \nu_r \rangle \) and \( \langle \nu_\theta \rangle \) are equal to zero. We show the mass-weighted averages over the simulation domain for the simulations with \( \tau_{\text{cool}} < \tau_{\text{cool, crit.}} \) in figure B1. We find all simulations to grow to a saturated state within about 50 reference orbits. The initial growth rate for the simulations with \( \tau_{\text{cool}} = 10^{-4} \) orbits is\( \Gamma \approx 0.26\Omega_K/2\pi \) and decreases to \( \Gamma \approx 0.20\Omega_K/2\pi \) for \( \tau_{\text{cool}} = 10^{-2} \) orbits, which is lower but broadly consistent with the results obtained by Lin & Youdin (2015).

We also plot the total average of the rms velocity as a function of cooling time in figure 4. We find a similar decline in the rms velocity as observed for the \( \alpha \) values in figure 2.

### 3.2 Dependence on temperature slope \( q \)

Next, we investigate the influence of the temperature slope \( q \). We find that models with smaller \( |q| \) reach the saturated state later, but all simulations reach saturation within 150 orbits. We also observe a trend where larger \( |q| \) leads to larger saturated \( \alpha \) values. Figure 5 shows this trend, where we plot the time average of \( \alpha \) between 200 and 500 orbits. We find a clear correlation of \( q \) and \( \alpha \). We also plot our prediction \( \alpha \propto q^2 \) from Manger et al. (2020), but we find that this scaling is only compatible in the range \( 0.6 < |q| < 1.0 \), as indicated by the filled markers. The empty markers represent simulations that deviate from our prediction and are discussed in more detail in 4. We also show the value obtained by Flock et al. (2020), which is in agreement with our prediction when their larger azimuthal domain is considered.

In figure 6 we investigate \( \alpha \) as a function of height \( z \) above the midplane. We find that, while \( \alpha \) decreases monotonically with \( |q| \) at heights larger than \( |z| > 0.1R_0 \), there is no general scaling trend of \( \alpha \) with \( q \) near the midplane. This certainly influences the total values presented in figure 5 and explains in part the deviation from the expected scaling.

Next, we look again at the turbulent rms velocities of the simulations. We find that the saturated \( \nu_{\text{rms}} \) has a linear dependence on \( q \) in all simulations, as shown in figure 8. This result is in line with the expected scaling we derived in Manger et al. (2020) (equation 14 therein), where we proposed a linear dependence of \( \nu_{\text{rms}} \) on the total vertical shear of the disk at 1 \( H \) and therefore a linear dependence on \( q \). The evolution of \( \nu_{\text{rms}} \) with time is provided in figure B3.

We also determined the growth rates for each simulations and

### Figure 4. Space-time-averaged \( \nu_{\text{rms}} \) as function of \( \tau_{\text{cool}} \) for growing models. We observe a similar behaviour as in the lower plot of figure 2.

### Figure 5. \( \alpha \) averaged over the simulation space and between 200 and 500 orbits, where the error bars represent the standard deviation of the variations in time. The dot-dashed line shows our prediction from Manger et al. (2020). We indicate simulations that fit our prediction with filled and simulations that deviate significantly with empty circles. The square marker represents a simulation similar to \( q \)-0.5 but with a steeper midplane density gradient \( p = -2.25 \), and the starred marker represents the value from Flock et al. (2020).

### Figure 6. \( \alpha \) as a function of height and averaged in radial and azimuthal direction and from 200 to 500 orbits. While \( \alpha \) decreases monotonically as a function of \( q \) away from the midplane, no such behaviour is observed near the midplane.

### Figure 7. Initial (black) and secondary (grey) growth rates from figure B1. We also plot the linear relationship between \( q \) and \( \Gamma \) predicted by theory for both sets.
Figure 8. Rms velocity averaged over the simulation domain and between 200 and 500 orbits. A linear relationship between $v_{rms}$ and $q$ is recovered.

show the results for both the primary and secondary growth phase in figure 7. In the primary phase, so-called finger modes start to grow from the upper parts of the disk, where the vertical shear is strongest. Once these modes reach the disk midplane, merging with their respective counterparts from the other side of the disk, the secondary growth phase of the now so-called body modes begins. When these modes reach the disk midplane, merging with their respective counterparts from the other side of the disk, the secondary growth phase of the now so-called body modes begins. We additionally plot the theoretically predicted scaling (Nelson et al. 2013; Stoll & Kley 2014):

$$\Gamma = |q| \frac{H}{R}$$

yielding a linear relationship between $\Gamma$ and $q$. This relationship is recovered for both the primary and secondary growth rates, though in both cases the time spent in this regime gives only few data points to determine the growth rate from.

4 DISCUSSION

4.1 Dependence on cooling time $\tau_{cool}$

Our investigation of the cooling time parameter revealed two distinct regimes within the parameter range allowing the VSI to grow. For $\tau_{cool} \lesssim 10^{-3}$ local orbits, the cooling time does not significantly influence the strength of the turbulent angular momentum transport, which holds constant at $\alpha \approx 10^{-3}$. At larger values, the total $\alpha$ decreases with increasing cooling time to $\alpha \approx 2 \cdot 10^{-4}$ for $\tau_{cool} = 10^{-2}$, the longest cooling time supporting VSI growth in our simulations. This dichotomy is also observed in the average total kinetic energy. We therefore think that the decrease in $\alpha$ occurs because the disk cannot extract as much energy at longer cooling times due to the stronger buoyancy forces generated in the disk. This leads to less turbulence being generated, leading to a lower $\alpha$. However, once the cooling time becomes sufficiently short, the disk becomes quasi-isothermal and a further decrease in cooling time does not influence the level of turbulence generated.

The assumption of a spatially uniform cooling time is a strong simplification, in reality cooling times vary with height above the mid-plane and distance to the star (Pfeil & Klahr 2019). Even the midplane of the disk might have a high optical depth and be stable for VSI modes, the upper atmosphere may provide sufficiently short cooling times to drive turbulence. Even further up the thermal decoupling of dust and gas at low densities stabilises the gas flow (Malygin et al. 2017). Thus ultimately only full radiation hydro models can provide definitive predictions on the occurrence of VSI in protoplanetary disks (Stoll & Kley 2014). But even there the latter effect of dust gas decoupling is neglected, and the only current remedy is using a 2D map for the cooling time similar to the ones used in Pfeil & Klahr (2020).

Nevertheless, our general finding in this paper is consistent to Flock et al. (2020), which applied flux-limited diffusion for the transport of heat, who reported the lowest $\alpha$ in the inner portion of their simulation $\alpha \approx 10^{-4}$, where due to higher optical depths the cooling times were longer than at larger radii with . They report a slight decrease in $\alpha$ after a maximum is reached at around 30 AU $\alpha \approx 2 \cdot 10^{-4}$, while our results suggest no such decrease should occur. They also note that at larger radii the VSI might not have fully developed yet, possibly explaining the discrepancy. Our results are also consistent with the results for an irradiated disk presented in Stoll & Kley (2014) and Stoll & Kley (2016), who reported $\alpha$ values in the range $0.5-2 \cdot 10^{-4}$ and $1-4 \cdot 10^{-4}$, though an exact comparison is difficult due to variations in both temperature slope and cooling time with radius.

We therefore can safely expect the VSI to at least generate a viscosity gradient at the inner edge of its unstable zone, creating something akin to the MRI dead-zone edge described in non-ideal MHD simulations and opening further routes to triggering the RWI in a disk, as has been suggested by Flock et al. (2020). Future studies should investigate the feedback loop between long cooling times in high surface density regions, which then automatically would be low viscosity zones, contrary to the general constant $\alpha$ models.

4.2 Dependence on temperature gradient $q$

In figure 5 we show the total averaged $\alpha$ value as a function of the temperature gradient $q$. We find that there is a correlation like the one reported by Pfeil & Klahr (2020), but only the values marked with black circles also follow the slope we predicted in our analysis in Paper I. In contrast, the values marked with empty circles deviate from our prediction, the ones at $q = 0.4$ and 0.5 significantly. The same deviation is however not observed in the corresponding figure showing the rms velocity (figure 8), where the linear relationship between $q$ and $v_{rms}$ is recovered. Therefore, there has to be an additional effect of the local temperature profile on the turbulent angular momentum transport in those simulations. This is supported by the fact that the simulations with lower $q$ tend to have $\alpha$ values to decay over time after an initial saturation of turbulence is reached (figure B2), though in some cases the values eventually rise again.

The apparent enhanced turbulent viscosity can be explained if we consider that the disk adjusts to a new surface density profile. We plot the Column density

$$\Sigma(R) = \int_{-3H}^{3H} \rho \, dz$$

for all simulations in figure 9.

While we find that $\Sigma$ changes to some degree in all our simulations due to mass accretion towards the central star, the change in surface density profile is stronger for simulations with $q = 0.4$ and 0.5, where $\alpha$ was higher than expected. In those cases, we observe a new, steeper surface density profile emerging during the simulation.

This reorganization can be explained by our choice to perform the parameter study with a fixed value $p = -1.5$ for the density gradient for all simulations, irrespective of the slope of the temperature gradient. However, the chosen value for the density gradient is strictly only compatible with the $q$ chosen in the fiducial case, as the disk demands a constant mass accretion rate to be maintained
\[ M = \Sigma c_s \tilde{H} \]

The density gradient \( p \) has to be constant throughout the disk. This leads to a requirement for the slope of the radial density gradient \( p \):

\[ p = -3 - \frac{3}{2} q \]  

We performed an additional simulation for \( q = -0.5 \) with the density gradient \( p = -2.25 \) as required by the condition set by the mass accretion rate. Marked with square in figure 5, it shows that this disk now has a lower \( \alpha \) that is in good agreement with the value we expect from the scaling law we proposed in Paper I and we expect a similar outcome for the case with \( q = 0.4 \). This simulation result also compares well with the result presented in Flock et al. (2020, star marker in figure 5), where a total average \( \alpha \) of \( 1.4 \cdot 10^{-4} \) is reported for a starlight-heated protoplanetary disk with comparable disk parameters. Similar results have also been presented in Barraza-Alfaro et al. (2021) for a simulation with an isothermal equation of state and \( H/R = 0.1 \) and \( q = -0.5 \).

5 CONCLUSIONS

In this work, we present the second part of our parameter study of the Vertical Shear Instability. Here we investigated the influence of the temperature slope \( q \) and the thermal relaxation time \( \tau_{\text{cool}} \) on the evolution and non-linear saturated state of the VSI with special attention to the stresses generated within the disk. For all simulations we chose a density slope \( p = -1.5 \) and a disk aspect ratio of \( H/R = 0.1 \) at the reference radius, applicable to the outer regions of a protoplanetary disk.

We find that the VSI generates accretion stresses with stress-to-pressure ratios \( \alpha \) in the range of \( \alpha = 10^{-4} - 10^{-3} \), in line with the range of results presented in previous studies. We also find that \( \alpha \) scales with the square of the slope \( q \) of the temperature profile, confirming our theoretical prediction from Paper I. With this we can also further explain the wide range in reported values for the stress-to pressure ratio \( \alpha \) reported in previous works, which can be attributed to the differences in the initial setups chosen by the authors.

We also find that the VSI shows two distinct behaviours when changing the thermal relaxation time of the gas. For very short relaxation times, below \( \tau_{\text{cool}} \approx 10^{-3} \) orbits in this work, all simulations show \( \alpha \approx 9 \cdot 10^{-4} \) with no significant change with increasing \( \tau_{\text{cool}} \). Above this value however, \( \alpha \) decreases with increasing \( \tau_{\text{cool}} \), and the longest relaxation time supporting the VSI (\( \tau_{\text{cool}} = 10^{-2} \) orbits in this work) shows an averaged \( \alpha = 2 \cdot 10^{-4} \).

Such a general behavior of the VSI can naturally lead to deadzone edges similar to the one found in models of the Magnetorotational-instability and enable the formation of a vortex at the inner edge of the VSI active disk zone. As an adaptive alpha model for the VSI we therefore propose:

\[ \alpha = 10^{-3} \left( \frac{h}{0.1} \right)^{2.6} q^2 S(\tau_{\text{crit}} - \tau_{\text{cool}}) \]  

with \( S \) the sigmoid function.

As thermal relaxation times vary with distance to the star and height above the midplane plus strongly depend on the local surface density and the effective opacity provided by the dust grains, the actual variation of \( \alpha \) is an even more complex function involving further studies of full radiation hydrodynamics plus collisional thermal dust-gas coupling.

To accommodate a wider range of parameters, we chose to narrow the azimuthal extent of the disk model to \( \Delta \phi = 45^\circ \). We are aware that this choice suppresses non-azimuthal global instabilities such as the Rossby-Wave-Instability as shown in Manger & Klahr
(2018), and we will address the influence of the \( q \) and \( \tau_{\text{cool}} \) on these effects in a future publication. Furthermore, we also focused solely on the gas component of the protoplanetary disk, neglecting the dust present within these disks. Future studies should include the dust component and investigate the influence of the dust on the turbulent accretion stresses within the disk.
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APPENDIX A: RESOLUTION STUDY

To validate our results, we performed simulations at twice the resolution in each direction for three of the cases considered, namely the fiducial run \( \tau_{1e-4} \) and the runs \( \tau_{1e-2} \) and \( q_{-0.5} \). We find our fiducial resolution in good agreement with the results obtained at higher resolution, and are confident that our chosen resolution is sufficient to capture the VSI. The lower but faster growth found in the high resolution cases can be explained by the more stable initial density profile used in these runs (see e.g. equation 12 in Nelson et al. (2013)) and the additional modes accessible due to the higher resolution employed.

When examining the \( \alpha \) values however we find that the case \( q_{-0.5} \) shows a lower \( \alpha \) value in the high resolution simulation. This indicates that the higher resolution case restructures the disk differently than the fiducial resolution cases discussed in the main text. It also supports our finding that the \( \alpha \) values found for low \( q \) values in figure 5 are too high and that our prediction is still valid.

APPENDIX B: ADDITIONAL FIGURES

This paper has been typeset from a \LaTeX{} file prepared by the author.
Figure A1. Rms velocity as a function of time for the fiducial and double resolution cases. We find good agreement between both resolutions for all cases during the saturated phase.

Figure A2. Reynolds-stress parameter $\alpha$ as a function of time for the fiducial and double resolution. Good agreement is found for the simulations with $q = -1.0$, but we find a significantly lower $\alpha$ for the higher resolution case for $q = -0.5$.

Figure B1. Space averaged $v_{\text{rms}}$ as function of time for all simulations with $\tau_{\text{cool}} \leq 10^{-2}$. The dashed lines show a fit to the initial growth period, while the dotted lines show the fits to the secondary growth phase. The growth rates are shown in figure 7.

Figure B2. Spatially averaged $\alpha$ as a function of time. After 200 orbits (dashed line) we switch to a moving average with a width of 100 orbits in time to highlight the overall trend of $\alpha$ during the saturated phase. The color represents the temperature slope $q$ of the respective simulation.

Figure B3. Averaged rms velocity as a function of time for different values of $q$. The dashed line shows the fit to the initial growth period, while the dotted line shows the fits to the secondary growth phase. The growth rates are shown in figure 7.