Entropic competition in polymeric systems under geometrical confinement
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Abstract – Using molecular-dynamics simulation, we investigate the effect of confinement on a system that comprises several stiff segmented polymer chains where each chain has similar segments, but length and stiffness of the segments vary among the chains, which makes the system inhomogeneous. The translational and orientational entropy loss due to the confinement plays a crucial role in organizing the chains which can be considered as an entropy-driven segregation mechanism to differentiate the components of the system. Due to the inhomogeneity, both weak- and strong-confinement regimes show the competition in the system and we see segregation of chains as the confining volume is decreased. In the case of strong spherical confinement, a chain at the periphery shows angular mobility higher than other chains, despite being more radially constrained.
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Introduction. – Spatial organization is one of the key features in Nature and the evolution of species where, in general, the balance between size, shape, efficiency, environmental parameters, and energy consumption does matter [1]. In other words, one expects and does see many examples of spatial organization, crowding, and geometrical confinement everywhere, especially inside the living cell where we have a large number of components within a very compact space; examples include the DNA compaction and multiple chromosomes organization inside the nucleus of the cell where very long biopolymers are organized inside a very small space [2–5], assembly or disassembly of proteins like polypeptide chain in chaperone [6,7], besides some theoretical examples of polymer confinement [8–18]. In addition to the theoretical and biological implications, these ideas are relevant to the nanodevices and their fabrication [19–22].

The confinement of multiple homopolymer chains shows different behavior associated with dilute to overlapping regime, equivalently from weak to strong confinement [11,23]. Overall, as density is increased for a system of homogeneous and identical chains, these chains lose their identity and all the physical and thermodynamical quantities are equally likely for each chain; e.g. monomer density, chain size, and so on. By introducing inhomogeneity, specially in the form of multiple chains, where different chains have different structural characteristic, similar to the scenario inside the nucleus where we have many different components with different physical or chemical properties, addressing the phase behavior and thermodynamical properties of the system becomes very complicated; examples include crowding inside the nucleus, chromosome condensation and formation of chromosome territories [3,4,24,25].

It has been shown that geometrical confinement can induce phase separation [9,26]. Despite its simplicity, the Flory-Huggins (FH) theory [27,28] needs to be improved to be able to deal with phase behavior of more complex systems of polymer blend where we have monomers with structure, stiffness, and different molecular weights [29–32]. The FH theory simply indicates that the mixing is not favorable and in general, a polymer blend is immiscible.

Here, we would like to address the competitive entropic segregation in a mixture of different polymer chains under geometrical constraint using molecular-dynamics simulation. Importantly the chains differ in how they are segmented, rather than in interactions or total number of monomers. We introduce the inhomogeneity to the system
by using different stiff segmented chains, fig. 1(a), and keeping all the interactions the same between all chains. The segment represents a group of united monomers which behaves as a rod-like polymer, fig. 1(a). There are some similarities between our polymer chains and some coarse-grained models of main-chain liquid crystal elastomers [33], euchromatin and heterochromatin structures inside the nucleus [34], and lengthwise condensation mechanism [35], besides some theoretical models [36,37].

Simulation and the model. – The simulations, in the \((N, V, T)\) ensemble, were performed using the ESPResSo package [38]. The length scale in our simulation is the diameter of each monomer, \(\sigma\), and we scale the energies based on the Lennard-Jones (LJ) energy \(\epsilon\). We consider the Lennard-Jones time scales as a measurement unit for the time \(\tau = \sigma \sqrt{m/\epsilon}\), where \(m\) is set to unity for all the monomers. We used the Langevin thermostat with damping constant \(\gamma = \frac{1}{2}\tau^{-1}\) to keep the equilibrium temperature of the system around \(T = \epsilon/k_B\). The velocity Verlet algorithm was used with time step \(t = 0.001\tau\) during the equilibrating stage, and \(t = 0.01\tau\) for production run. Here we considered \(\sigma = 1\), \(\epsilon = 1(k_B T)\), and temperature is \(T = 1\).

We construct the polymer chains as the bead-spring model which are confined in a large spherical container with impenetrable wall, fig. 1(b). For each chain, we use the prefix \textit{intra} for anything related to the united monomers in each segment, and \textit{inter} where it indicates between the segments of the same chain. To mimic the excluded-volume effect, a purely repulsive Lennard-Jones potential is applied to the bead-bead and bead-wall (container) interactions, \(V_{\text{LJ}}(r) = 4\epsilon[(\sigma/r)^{12} - (\sigma/r)^6 + 1/4]\) if \(r < 2\sigma\), otherwise it is zero. The potential has been truncated and shifted. The bonded interactions between the beads, both inter and intra interactions, are finitely extensible nonlinear elastic (FENE) potential to keep the equilibrium distance between the beads (monomers) around \(r_0 = \sigma\), \(V(r) = -\frac{1}{2}k_F(r-r_0)^2 \ln[1 - ((r - r_0)/\Delta r_{\text{max}})^2]\), where \(\Delta r_{\text{max}}\) is the maximal bond stretching and \(k_F\) is the spring constant. Besides that, to make rod-like stiff segments, we used the cosine squared bond angle potential between united monomers in each segment which increases the intra-stiffness, the bending potential, \(V(\phi) = K_a/2[\cos(\phi) - \cos(\phi_0)]^2\). \(K_a\) is the bond angle bending constant and \(\phi_0 = \pi\) is the equilibrium bond angle.

The total number of monomers per each polymer chain is \(N_m = 1365\) where we have 4 chains in each simulation. Each chain is composed of serial connection of similar segments (united monomers). By changing the number of monomers per segment \(n_m\), fig. 1(a), and changing the intra-stiffness (persistence length) of the segments, we create flexible, normal-stiff short, extra-stiff short, and extra-stiff long segments where the flexible, short, and long segments have \(n_m = 1, 7,\) and \(15\) monomers per segment, respectively. The flexible chain is a normal self-avoiding chain with FENE bond between each monomer.

For the chains with normal-stiff segments, we used the following value for the FENE bond spring constant \(k_F = 200k_B T / \sigma^2\), and the bending constant for bond angle potential is \(K_a = 200k_B T / \sigma^2\). For the chains with extra-stiff segments, we used \(k_F = 400k_B T / \sigma^2\) and \(K_a = 600k_B T / \sigma^2\) for FENE and bond angle potentials, respectively. The flexible bond between segments, inter-stiffness, is a FENE bond with \(k_F = 15k_B T / \sigma^2\). The maximal bond stretching was set to \(\Delta r_{\text{max}} = 1.5\sigma\) for all FENE bonds.

The normal-stiff segment has persistence length of \(l_p \approx 15\sigma\), where it is \(l_p \approx 27\sigma\) for the extra-stiff segment. The persistence lengths of the chains made by these normal-stiff short and extra-stiff long segments are \(l_p \approx 3.8\sigma\) and \(7\sigma\), respectively. The average length of the long and short segments are \(11.6\sigma\) and \(5.2\sigma\), respectively. The average unconfined radii of gyration, \(\langle R_g \rangle\), of flexible, short, and longer segment chains are \(33\sigma, 36\sigma,\) and \(42\sigma,\) respectively. We define the orientation vector \(\mathbf{u}\) as the vector which connects the first monomer to the last monomer in each segment. For a flexible chain it simply represents the bond between successive monomers. We started with a large spherical container with radius larger than the average radius of gyration of each polymer chain, \(R = 49\sigma\), fig. 1(b), which was followed by contraction to \(30\sigma, 20\sigma,\) and \(14\sigma\) radii, fig. 1(c). Therefore, the volume fractions for different confinement radii are \(\varphi = 4N_m \sigma^3 / D^3 = 0.0058, 0.025, 0.085, 0.25\), respectively.

In the simulations of each radius of confinement we performed equilibration, production run plus sampling, then shrinking the volume in a very slow process which lets the system relax the tensions and prevents the chains becoming strongly entangled with each other and trapped into one of the local energy minima of the system. Overall, we performed 24 separate simulations.
We equilibrate the system for $2 \times 10^6 \tau$ time steps and the production run was $3.7 \times 10^5 \tau$ time steps (the whole production run). We sampled the configurations each 200 $\tau$ time steps. The volume is shrunk during a very slow process, $1.5 \times 10^6 \tau$ steps. In case of strong confinement, $R = 14 \sigma$, we run extended simulations for additional $3.7 \times 10^5 \tau$ time steps to make sure the chains are relaxed and the results are not artifact of the simulation under strong confinement.

**Results.** — The monomer number density, $n(r)$, is defined based on the location of each monomer relative to the center of the sphere. We divide the volume into concentric shells with thickness $\Delta r = R/100$ and average the number of monomers in each shell. Figure 2 shows the normalized number densities for different confinement radii. In weak confinement where $R = 49 > \langle R_c \rangle$, fig. 2(a), positioning of the segments near the boundary is not favorable as it increases the non-bonded interaction which is accompanied by higher entropic loss of peripheral conformation for longer segments; longer segments lose more translational and orientational entropies close to the boundary than other chains. Therefore we can see in figs. 2(a), (b) that longer segments avoid the periphery; instead, the flexible chain with less entropic penalty cost moves towards the boundary.

In contrast, the more strongly confined state in fig. 2(c) drives the system to the point at which the entropic competition forces the longer segments to start relocating to the periphery where they have less bending energy cost. Further confinement, fig. 2(d), shows segregation of longer segment chain; all the longer segments congregate at the periphery where they adopt nematic orientation. It is disentangled from the rest of the chains and forms a clump of segments where they can move together with less bending energy cost and relatively lower translational entropy loss. This characteristic entropy-driven segregation and differentiation is something that we could call entropic chromatography [39]. A short video of the simulation trajectory is also included as supplementary video (segregation.mp4).

Experiments on actin filaments [20], mixture of actin and DNA [40] which are confined in a small emulsion droplet, also confirm the segregation state and formation of a cortex close to the surface of the droplet under strong confinement, similarly to the segregated chain at the periphery in our simulations, fig. 2(d).

The number density plots, fig. 2, show when the persistence length of the segment is greater than or comparable to the length of the segment, extra intra-stiffness has a minor effect as short-normal and short-stiff segments behave similarly. By increasing the degree of confinement, fig. 2(a)–(c), the flexible chain is pushed more towards the boundary due to the lowest entropic cost and interestingly, except for the strong-confinement case, in all other cases its number density close to the center remains relatively unchanged. For strong confinement we also see that the number densities for shorter segments and flexible chains are similar except for the behavior close to the wall where the flexible chain is strongly suppressed, but there is still a finite probability for shorter segments to be at the periphery.

In order to make sure that the segregation is not artifact of the simulation and the polymer chains are not trapped due to the decrease in the radius of confinement, from $R = 20\sigma$ to $14\sigma$, in the strong-confinement case, $R = 14\sigma$, we removed all the bond angle potentials (set the bond angle bending constant to $K_a = 0$) to make all the chains as flexible polymer chains with the same FENE potential, making a system of homopolymers. We let the chains reach the equilibrium state where the number densities of monomers of each chain show similar pattern, which indicates there is no competition between the chain. Then we started to increase $K_a$ during a very slow process of $4 \times 10^5 \tau$ time steps. We continued the simulations for $1 \times 10^5 \tau$ time steps and the results are the same as before without any changes, which confirms the segregation is not an artifact of the simulations.

We performed separate simulations on systems of identical homopolymers, only similar stiff segmented chains, and there is no segregation in those systems and we have a uniform number density distribution regardless of the length of the segment. This implies the importance of inhomogeneity in competitive phase segregation [41].

In another series of simulations, we connect all the chains together to create a very long single chain in all
possible combinations. Regardless of the chain order, we find the same result as for not connected chains. This indicates that connectivity plays a minor role and always the longer segments are pushed to the periphery.

The energy contribution of each potential term, fig. 3, shows that by increasing the degree of confinement, each of the bonded interaction contributions (FENE and bond angle) is decreased and all the non-bonded energy contributions (LJ) are increased (not presented). The increase of non-bonded potential is clear as by increasing the degree of confinement, on average the particles become closer (the system behaves like molecules of gas with high density so the non-bonded energy loosely depends on the conformation of the chains and only fluctuates around some average value). Increasing the degree of confinement results in a higher bending energy cost, but by reorganizing the chains, the system tries to minimize this penalty and disentangle the chains. Besides that, the FENE potential prevents overstretched bonds, despite the higher non-bonded repulsive force, to lower the bonded energy. As a result of cooperation between FENE, bond angle potentials, and entropic effect, the segregated phase has a lower-energy state (in terms of bonded potential energy contribution). In fig. 3, we just presented two energy terms, bond angle potential of extra-stiff segments and the FENE potential of flexible bond between the segments. The plots show the stepwise increasing degree of confinement. Reorganization and segregation of the chains decrease the bonded potential energy contribution to the total energy. The radii of the confining sphere ($R$) for each plateau are represented in (b).

Fig. 3: (Color online) The potential energy contributions of bonded interactions. (a) Bond angle and (b) FENE potentials.

Panel (a) represents the segment orientation correlation for longer segment chain in spherical, cuboid, and slit geometries where it shows that the segments of the chain at periphery of spherical geometry are in constant reorientation compared to other geometries. Panels (b)–(d) show the MSDs for all the chains in strong spherical confinement. The angular MSDs, polar and azimuthal, show relatively higher angular mobility ($\sim 30–40\%$) for the longer segment chain at periphery.

walls [43]. The main difference is that the longer segment chain at the periphery of the confining sphere is more mobile than the longer segment chains at the periphery of cuboid or slit geometries. Indeed, we examine this by calculating the segment orientation correlation function, $C(t) = \langle (\mathbf{u}_i(t) \cdot \mathbf{u}_i(t_0 + t)) \rangle_{i,t_0}$, for longer segments in the strong-confinement regime. The result indicates the longer segments at periphery of the sphere are in a constant reorientation and relocation, but in other geometries they tend to maintain their orientation, fig. 4(a).

In the strong-confinement regime, we calculate the mean square displacement (MSD) of every monomer in each chain in long-time limit [44,45], $\langle \Delta A(t)^2 \rangle = \langle (A_i(t_0 + t) - A_i(t_0))^2 \rangle_{i,t_0}$. We calculate radial ($\Delta |r|^2$), azimuthal ($\langle \rho \Delta \phi \rangle^2$), and polar ($\langle \rho \Delta \theta \rangle^2$), MSDs where $\rho = |r| \sin(\theta)$. All of them show behavior similar to the constrained diffusion, fig. 4(b)–(d). The longer segment chain at the periphery, despite the suppression of its radial displacement, represents higher angular (both azimuthal and polar) mobility compared to the other chains ($\sim 30–40\%$). The long-time limit slopes of all the MSDs are represented in table 1. The higher angular mobility is in agreement with the interpretation that the segregated chain is a clumped structure which is disentangled from the rest of the chains so it has relatively higher angular mobility (diffusivity) at the periphery.

We investigated the effect of curvature of the container by performing simulations with the same chains and interactions in both cuboid container with impenetrable walls and slits with periodic boundary conditions [43]. For both cuboid and slit we see a similar segregation of the chains at the same volume fraction as in the spherical case, $\varphi = 0.25$, where the longer segments congregate near the
Table 1: Long-time limit slopes of the mean square displacements (MSD) for each chain in the system. The long-time slopes of the radial $r$, polar $\theta$, and azimuthal $\phi$ MSDs are reported for each chain in the strong-confinement regime.

| MSDs | Long | Short | Short-n | Flexible |
|------|------|-------|---------|----------|
| $r$  | 0.16 | 0.15  | 0.19    | 0.17     |
| $\theta$ | 0.64 | 0.42  | 0.39    | 0.42     |
| $\phi$ | 0.73 | 0.51  | 0.48    | 0.42     |

Fig. 5: (Color online) The segment-segment angle frequency distribution. The plots represent distribution of the angle between two successive segments for each chain. The radius of the confining sphere in each plot is (a) 49 $\sigma$ and (b) 14 $\sigma$, which shows a drastic change in the angle distribution of longer segments where they are mainly parallel to each other, the first peak, or forming part of an imaginary polygon.

The segment-segment angle distribution gives us information about the orientation of the segments relative to each other which can be calculated based on the angle between two successive segments $\theta = \arccos(\langle u_i(t) \cdot u_{i+1}(t) \rangle / ||u_i(t)|| ||u_{i+1}(t)||)_{i,t}$. The results are presented in fig. 5.

In weak confinement, fig. 5(a), where the balance between excluded-volume interaction and entropy of each chain makes it swell, we see a distribution of angles which, by increasing the degree of confinement, tends slightly towards the smaller angles for longer segments, see SM in ref. [42]. The distribution for the flexible chain is indeed the bond angle distribution and due to the purely repulsive interaction between every other monomer, they cannot approach each other closer than a permitted length $\sigma$ so the angle distribution for the flexible chain has a threshold around $\pi/3$. Strong confinement: fig. 5(b) shows how longer segments create nematic orientation as we see only two main angle distribution peaks. The initial peak indicates relatively parallel alignment of a majority of consecutively joined segments and the second peak resembles formation of mainly hexagon or nonagon by longer segments, see SM in ref. [42]. For shorter segments we see kind of homogeneous distribution with slightly higher possibility of finding the segments in folded state. The flexible chain does not show any significant changes in different confinement regimes. Experiments [46] also confirm the effect of geometrical confinement on the reorientation of colloidal rods.

Conclusion. – We proposed a simple coarse-grained stiff segmented polymer model and we applied only the excluded-volume effect as non-bonded interaction between the monomers. Our results represent an entropic competition, which depends on the degree of confinement, where under strong confinement we see entropy-driven segregation of the chains. The entropy behaves as a tool in any system which represents structural inhomogeneity to organize itself without consuming external energy. The entropy-driven segregation potentially may find some applications in systems where separation of polymer blend is desirable and manipulation is difficult or limited. Instead, it would be highly advantageous to assign the separation to the system to reorganize itself. We would refer to bio/polymers under confinement [20], nanodevice fabrication plus microfluidics and micro-encapsulation [47–50] besides implications for chromosomes organization inside the nucleus of the cell [4,9,10].

The nucleus of the eukaryotic cell is a good example of a crowded inhomogeneous system under geometrical confinement where besides many proteins and enzymes, there are two major states of chromatin, euchromatin and heterochromatin. Euchromatin represents a more flexible chain of nucleosomes which is an active gene-rich chromatin and heterochromatin is a dense stiff compaction of nucleosomes and considered as inactive gene-poor chromatin [34]. Depending on the cell type, the diameter of the nucleus is around 2–10 $\mu$m, therefore, the volume fraction of the chromatin inside the nucleus varies between 2%–30% [18,51]. If we compare our stiff segmented polymer model, fig. 1(a), and the coarse-grained structures of euchromatin and heterochromatin [34], we can draw a qualitative analogy between them where our segments represent the heterochromatin and the rest of the flexible parts represent the euchromatin. The volume fraction in our system changes from 0.5%, for weak confinement, to 25% for the strong-confinement regime, comparable to the nucleus volume fraction. It has been confirmed that the heterochromatin in normal eukaryotic cells is mainly positioned at the periphery and anchored to the nuclear lamina by tethering and euchromatin is mainly at interior space ready for gene expression and replication [4,5,52]. Our results, qualitatively represent a mechanism which can organize and position the segments based on their structural properties, i.e., stiffness and length. In case of strong-confinement regime, this entropy-driven segregation mechanism pushes the longer stiff segments, heterochromatin, towards the periphery where they can find a proper tethering site, and more flexible chains, euchromatin, are located at interior space, making a distinction between components of the system. Our findings qualitatively show that besides all the other active metabolism processes for nucleus organization [4,5], the entropic effect potentially can play an important role in nucleus organization [9,10,41].

Higher mobility of the chain at the periphery and mobility of other chains show another possible implication for biological systems like chromosomes inside the
nucleus where during their recombination process, gene expression, or search for tethering site on nuclear lamina, the components should diffuse not merely by active metabolism as the curvature and the entropic effect can contribute and facilitate these processes [53–55].
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