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With the advent of the era of big data and the rapid development of deep learning and other technologies, people can use complex neural network models to mine and extract key information in massive data with the support of powerful computing power [1]. However, it also increases the complexity of heterogeneous network and greatly increases the difficulty of network maintenance and management. In order to solve the problem of network fault diagnosis, this paper first proposes an improved semisupervised inverse network fault diagnosis algorithm; the proposed algorithm effectively guarantees the convergence of generated against network model, makes full use of a large amount of trouble-free tag data, and obtains a good accuracy of fault diagnosis. Then, the diagnosis model is further optimized and the fault classification task is completed by the convolutional neural network, the discriminant function of the network is simplified, and the generation pair network is only responsible for generating fault samples. The simulation results also show that the fault diagnosis algorithm based on network generation and convolutional neural network achieves good fault diagnosis accuracy and saves the overhead of manually labeling a large number of data samples.

1. Introduction

With the advent of the era of big data and the rapid development of deep learning and other technologies, people can mine and extract key information from massive data by using complex neural network models with the support of powerful computing power [1]. Especially in the complex heterogeneous network environment, thousands of network nodes will generate a large amount of network operation information every day [2]. However, this also increases the complexity of heterogeneous networks and increases the operating costs of network maintenance and management for operators. Some scholars have proposed a self-organizing fault diagnosis algorithm for heterogeneous networks based on AdaBoost ensemble learning, by training Bayesian, decision tree, artificial neural network, and K nearest neighbor classifiers, combined their classification results to gradually approach the real classification results, and used SMOTE technology to deal with the problem of unbalanced data in cellular networks, avoiding the low classification accuracy of a few classes and effectively improving the diagnostic accuracy of classifiers [3]. It is undeniable that intelligent diagnosis algorithms such as RNN, LSTM, and CNN have satisfactory accuracy, but the premise of this high accuracy is to manually add labels to all samples, which will undoubtedly increase the cost of fault diagnosis [4]. Some scholars have proposed a semisupervised generation countermeasure network algorithm based on Gini regularization, which improves the convergence speed and accuracy of the model by adding Gini regularization constraints to the unsupervised loss function of the discriminator. In this algorithm, Wellside data is used as marked data, and seismic data is used as unmarked data to identify lithology, which reduces drilling cost [5]. Some scholars have also proposed a semisupervised classification algorithm based on joint training of generating countermeasure networks [6]. Firstly, two GAN models are trained once with labeled data sets. Then the unlabeled data set is input into the discriminators of the two GAN models. If the two discriminators have the same discriminating results to a
certain sample, the corresponding category label, namely, pseudo-label sample, is added to the labeled data set, the above operation is repeated until no new pseudolabeled sample is generated, and the new labeled data set is used to train GAN model to complete the final classification task. Although the algorithm makes full use of unlabeled data sets, it only generates pseudolabeled samples according to whether the output results of two GAN models are the same, and its credibility directly affects the classification effect of the final GAN model.

Soft fault is the most difficult problem in analog circuits. Researchers have found a method to classify the samples randomly generated in the soft fault interval by using semisupervised support vector machine algorithm and then extract the circuit fault response data by manifold learning algorithm. Through verification, the classification method can be used for circuit soft fault diagnosis, which is quite instructive for practical application [7]. Tag data is actually difficult to collect and costs a lot. In the intelligent fault diagnosis of convolutional neural network, it often depends on labeled data. Therefore, we want to use unlabeled data. A bearing intelligent fault diagnosis method based on semisupervised convolutional neural network is proposed, and then the semisupervised convolutional neural network model is used to analyze the bearing vibration signal. Experiments show that our semisupervised convolutional neural network can train the model with unlabeled samples and improve the performance of diagnosis. Its advantages are obvious compared with common methods [8]. With the development of society and the improvement of living standards, people have higher and higher requirements for air quality in building rooms. At present, we generally use air handling devices to realize the circulation and regulation of indoor air, which is particularly important for the accurate diagnosis and troubleshooting of air conditioning equipment. Although the data-driven diagnosis method widely used in practice has its flexibility and advantages, its further implementation of advanced supervised learning algorithm is not in line with the reality because it takes too much time and effort to obtain the wrong data label [9]. Therefore, we propose a semisupervised diagnosis method based on neural network, which adopts self-training strategy. Through a large number of experiments, we believe that it can improve the generalization performance of the model and play a positive role in the development of advanced data-driven fault diagnosis system tools in the future. The artificial data generated by the generated countermeasure network has high similarity with the real data. At the same time, it can be used as a tool for data enhancement in the task of image generation. We use the developed auxiliary classifier GAN framework to generate realistic raw data. The framework can effectively avoid the gradient disappearance problem, and the category label is used to assist the training model [10]. We use a set of evaluation methods to evaluate the quality of the generated samples and confirm their performance.

The contribution of this paper is as follows. (1) In view of the current network fault diagnosis problem of hard, at first, this paper puts forward a kind of based on improved the generation of a semisupervised against network fault diagnosis algorithms, the proposed algorithm effectively guarantees the convergence of generated against network model and makes full use of a large amount of trouble-free tag data, and obtains a good accuracy of fault diagnosis. And then we use a diagnosis model for the further optimization. (2) The generate against network based combined with convolution neural network fault diagnosis algorithm achieves good accuracy of fault diagnosis and saves the overhead of manually marking a large number of data samples.

2. Fault Diagnosis Algorithm Based on Improved Generation Countermeasure Network

2.1. System Model. Aiming at the dense heterogeneous wireless network scenario with multilevel network structure composed of high-power Hong Jizhan and low-power micro base stations [11, 12], as shown in Figure 1, this paper proposes a network fault diagnosis model based on GAN to locate faults, so as to avoid losses caused by fault propagation.

In the selection of key performance parameters used to characterize the network condition, this paper adopts the feature selection algorithm combining Reliance and mutual information, and finally selects eight key performance indexes, RSRQ_P, DCR, HO, RSRP_P, ERAB_S, SNR_UL, SNR_DL and LER, as the input parameters of the fault diagnosis model.

2.2. Network Fault Diagnosis Model Based on Improved Semisupervised Generation Countermeasure. Although the original GAN does not need classification labels in the training process, it generates false data similar to the real data, and its discriminator realizes the identification of true and false data, but it cannot classify the real data [13, 14]. Some scholars skillfully modify the discriminator of GAN and replace the output layer of discriminator network with Softmax classifier, so that it can classify real data. Assuming that the training data has \( K \) classes, the Softmax classifier has \( K + 1 \) classes, where the \( K + 1 \) class represents the false data generated by the generator, and the rest correspond to \( K \) classes in the training data, so that GAN can complete the semisupervised classification problem, and its network structure is shown in Figure 2.

The training network \( D \) maximizes the probability of sorting the labels of the training samples (maximizing \( \log D(x) \)), and the training network \( G \) minimizes \( \log(1 - D(G(c))) \); that is, it maximizes the loss of \( D \). In the training process, one party is fixed and the parameters of the other network are updated and iterated alternately to maximize the other party’s error. Finally, \( G \) can estimate the distribution of sample data. Due to the change of discriminator structure, the loss function of semisupervised generation countermeasure network (SGAN) also changes accordingly. The loss function of generator \( G \) is shown in formula (1), where \( \tilde{x} = G(z) \) is the data generated by the generator, \( p(\tilde{x}) \) is the probability distribution function of \( \tilde{x} \), and \( P_d(y = K + 1|\tilde{x}) \) represents the probability that the generated data \( \tilde{x} \) is judged as \( K + 1 \) class by discriminator \( D \).
The loss function of discriminator $D$ can be divided into supervised loss and unsupervised loss, as shown in

$$L_D = -E_{(x,y) \sim p(x,y)} \left[ \log P_d(y | x) \right] - E_{\tilde{x} \sim p(\tilde{x})} \left[ \log P_d(y = K + 1 | \tilde{x}) \right]$$

(2)

where $X$ is the real data, $Y$ is the category label of $X$, $P(X, Y)$ is the probability distribution obeyed by $(X, Y)$, $X$ is the data generated by the generator, and $p(\tilde{x})$ is the probability distribution obeyed by it. The loss function of the supervised part refers to the distance loss between the predicted result and the label when training the labeled part of data $(x, y)$, as shown in formula (3). The loss function of the unsupervised part refers to the loss when training the unlabeled part of data $x$ and the generated data $\tilde{x}$, that is, the loss function of the original GAN discriminator, as shown in formula (4).

$$L_{sup} = -E_{(x,y) \sim p(x,y)} \left[ \log P_d(y | x) \right], y \in \{1, 2, \ldots, K + 1\},$$

(3)

$$L_{unsup} = - \left(E_x \sim p(x) \left[ \log (1 - P_d(y = K + 1 | x)) \right] + E_{\tilde{x} \sim p(\tilde{x})} \left[ \log P_d(y = K + 1 | \tilde{x}) \right] \right).$$

(4)
Although SGAN can improve the performance of supervision tasks by learning additional unlabeled samples, the goal of gradient descent algorithm in SGAN is to find the minimum loss function point, instead of finding a Nash equilibrium that makes both the generator and the discriminator achieve the best performance. Especially when there are many input feature parameters, the difficulty of convergence of the model will greatly increase. Therefore, in this paper, two constraint functions, feature matching and compactness calculation, are added to the loss function of the generator network to stabilize the convergence of SGAN model and improve the final performance of the model. The model structure is shown in Figure 3.

Among them, the calculation formula of convolution operation is as follows:

\[ y_{i,j}^{l,i+1} = \sum_{i=0}^{H} \sum_{j=0}^{W} f_{i,j}^{l} \cdot x_{i+1,j+1}^{l,i+1} \]  

(5)

In this paper, a 3 × 3 convolution kernel is adopted, and in order to prevent the omission of data information, the convolution step is set to 1; that is, the distance of each convolution kernel movement is a coordinate unit, so the output meets the following requirements:

\[
\begin{align*}
0 & \leq i^{l+1} \leq H^{l} - H + 1 = H^{l+1}, \\
0 & \leq j^{l+1} \leq W^{l} - W + 1 = W^{l+1}.
\end{align*}
\]

(6)

When SGAN trains generator G, originally, it only depends on reducing the distance loss between the output result of discriminator D and the real result. That is to say, the only goal is to increase the probability that the discriminator D regards false data as true data, so it is easy to cause the generator G to be overtrained on the current discriminator D, which leads to the great influence on the generator G when the parameters of the discriminator D change, so that the convergence fluctuation of the model is large, and it is difficult to reach the Nash equilibrium point of D and G. Therefore, in this paper, an objective function \( D(x, \hat{x}) \) of the distance between the generated data and the real data is added to the loss function of the generator G, that is, the feature matching between the generated data and the real data, so as to make the generated data consistent with the real data as much as possible and avoid overtraining on the current discriminator. The main idea is that when the false data \( \hat{x} \) generated by the generator is input to the discriminant network and when the calculation result of each hidden layer in the discriminator is as similar as possible as the real data x is input into the discriminant network, then the L2 distance is calculated for each hidden layer result, and the distance of all layers is summed and averaged to obtain the objective function \( D(x, \hat{x}) \). The formula is as follows:

\[
D(x, \hat{x}) = \frac{1}{l} \sum_{i=1}^{l} E_{x \rightarrow p(x)} f_{i}(x) - E_{\hat{x} \rightarrow p(\hat{x})} f_{i}(\hat{x}),
\]

(7)

where \( f_{i}(\cdot) \) is the output of the \( i \)-th hidden layer of the discriminator, \( l \) is the number of hidden layers, \( x \) is the real data, and \( \hat{x} \) is the generated data.

In the loss function of the generator, we add the distance function between the compactness between the real samples and the compactness between the generated samples, so as to avoid the situation that the loss function tends to be unchanged and the algorithm cannot converge correctly when the model collapses.

In this paper, the definition of compactness modeling between samples is as follows: the distance between a single sample and each sample in a small batch data set is summed and averaged to characterize the compactness between the sample and the data set. Considering the differences in dimensions of each feature in the sample, the distance between the samples adopts standardized Euclidean distance, and the distance function between the compactness between the real samples and the compactness between the generated samples is

\[
\text{dis} = |D_{\text{real}} - D_{\text{fake}}| = \frac{1}{n} \sum_{i=1}^{n} f(\hat{x}) - f(x),
\]

(8)

where \( \hat{x} \) is the input data of the discriminator, \( X_r \) and \( X_f \) are the samples of the small batch real data set and the small batch generated data set respectively, \( n \) is the size of the small batch data set, and \( f(\cdot) \) is the output of the hidden layer in the middle of the discriminator. The normalized Euclidean distance between two \( n \)-dimensional variables \( a (x_1, x_2, \ldots, x_n) \) and \( b (x_1, x_2, \ldots, x_n) \) is shown in formula 10, where \( s_k \) is the standard deviation of the kth component in Figure 4.

\[
\text{dis}(a, b) = a - b_{\text{normal}} = \sqrt{\sum_{k=1}^{n} \frac{(x_{ik} - x_{jk})^2}{s_k}}.
\]

(9)

At this point, we have completed the improvement of SGAN, and the loss function of its final generator G is

\[
L_G = E_{a \rightarrow p(a)} \left[ \log P_d (y = K + 1|\hat{x}) \right] + \lambda * [D(x, \hat{x}) + \text{dis}].
\]

(10)

The specific training process of the improved SGAN is in Table 1.

In this paper, the structure of the generator and discriminator of the improved semisupervised generation countermeasure network is selected as CNN, the size of convolution kernel in convolution layer and deconvolution layer is \( 3 \times 3 \), and the step size is 2. The results of each convolution and deconvolution are normalized in batches to avoid overfitting and improve the training speed of the model. The learning rate is set to 0.0001, and the cross-entropy loss function is selected as the model error function, which is helpful to improve the classification effect.

We also smooth the 0 and 1 data tags in the model to enhance the anti-interference ability of the network. However, in order to keep the optimal discriminant function of the discriminator unchanged and avoid the occurrence of pattern collapse, we keep the tags with a value of 0
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Figure 4: Algorithm flow chart of improved SGAN.

Table 1: Improved SGAN algorithm steps.

| Algorithm: Improved SGAN model training based on small batch random gradient descent algorithm |
| Inputs: p (z): Random noise distribution, p (x): True data distribution, λ: Specific gravity coefficient, m: Iteration times |
| Output: Trained discriminator D |
| For i = 1 to m do |
| N Noise samples {Z(1), Z(2), ..., Z(n)} subject to P (z) distribution |
| N labeled samples obeying p (x) distribution {(x(1), y(1)), (x(2), y(2)), ..., (x(n), y(n))} |
| N unlabeled samples following p (x) distribution {z(1), z(2), ..., z(n)} |
| Keeping the parameters of generator G unchanged, update the parameters of discriminator D according to the following formula |
| min _θ(D) 1/ n ∑ _i=1^n [logP_d(y(0)|x(0), y(0) < K + 1) - log(1 - P_d(y = K + 1|G(z(0))))] |
| Keeping the parameters of discriminator D unchanged, update the parameters of generator G according to the following formula |
| min _θ(G) 1/ n ∑ _i=1^n [logP_d(y = K + 1|G(z(0)))] |
| end |

Figure 3: Fault diagnosis model based on improved generation countermeasure network.
unchanged, and only change the tags with a value of 1 to 0.9; that is, smooth the unilateral tags.

In addition, in order to strengthen the generalization ability of the model, we also set a trigger condition for model modification for the trained discriminator model [15, 16]. Every time the discriminator diagnoses the network fault, the data that is wrongly diagnosed will be stored in the database. When the stored data is larger than one-third of the training data, the retraining of the model will be triggered. The training data consists of the original training data and the data for diagnosing errors, thus completing the correction of the discriminator model. The flow chart is as follows in Figure 5.

3. Generate a Fault Diagnosis Model Combining Countermeasure Network with Convolution Neural Network

Although the semisupervised fault diagnosis algorithm based on improved generation countermeasure network proposed in the previous section solves the problem that the diagnosis model can identify network faults autonomously under the condition of a small amount of marked data and a large amount of unmarked data, two constraint functions are added to the loss function of the generator network to stabilize and accelerate the convergence of the model to achieve Nash equilibrium. However, with the increase of the input network complexity of the discriminator network in the model to become more and more difficult, so we consider reducing the characteristic parameters, the convergence of the model will undoubtedly increase the difficulty of convergence of the model. However, with the increase of the input network characteristic parameters, the convergence of the model will become more and more difficult, so we consider reducing the complexity of the discriminator network in the model to accelerate the convergence of the model.

In the improved semisupervised fault diagnosis model of generative countermeasure network, the discriminator mainly undertakes two tasks: one is to identify true and false data and the other is to classify the real data, which will undoubtedly increase the difficulty of convergence of the model. Therefore, the task of classifying the real data is extracted by the fault diagnosis model based on convolution neural network, and the discriminator only needs to identify the generated data and the real data [17, 18]. The disadvantage of convolution neural network discussed before is that it is a supervised learning method. It is not suitable for the scene with only a small amount of marked data, but now we can generate the data of each type of fault through the improved generation countermeasure network and then combine the generated data with the real data to train the fault diagnosis model based on convolution neural network to improve the accuracy of the diagnosis model [19, 20].

The fault diagnosis model proposed in this paper can be divided into two steps: data generation and fault diagnosis, as shown in Figure 6.

3.1. GAN Generates Network Data. Each node selects eight key network performance parameters, namely, RSRQ, DCR, HO, RSRP, ERAB, SNR_UL, SNR_DL, and LER, and obtains the data at time \( t \) as shown in

\[
X_t = \begin{bmatrix}
KPI_1^{t-T+1} & \cdots & KPI_i^t \\
\vdots & \ddots & \vdots \\
KPI_8^{t-T+1} & \cdots & KPI_8^t
\end{bmatrix}
\]

\begin{equation}
X_t^t = \left[ \begin{array}{c}
X_{\text{cur}}^t \\
X_1^t \\
\vdots \\
X_7^t
\end{array} \right] = \left[ \begin{array}{c}
KPI_1^{t_{\text{avg}}-1} \\
KPI_1^{t_{\text{avg}}-2} \\
\vdots \\
KPI_1^{t_{\text{avg}}-8}
\end{array} \right], \quad (11)
\end{equation}

Considering that the network scenario in this paper is a dense heterogeneous wireless network, there is a certain correlation between base stations [21, 22], so we select the nearest 7 base stations as the neighbor base stations of the current base station. In order to ensure the same data format, when the number of neighbor base stations is less than 7, we use the average value of the neighbor base stations of the current base station to fill the insufficient data samples. Finally, the data of each base station at \( T \) time is shown in

\[
X_t = \left[ \begin{array}{c}
X_{\text{cur}}^t \\
X_1^t \\
\vdots \\
X_7^t
\end{array} \right] = \left[ \begin{array}{c}
KPI_1^{t_{\text{avg}}-1} & \cdots & KPI_1^{t_{\text{avg}}-8} \\
\vdots & \ddots & \vdots \\
KPI_8^{t_{\text{avg}}-1} & \cdots & KPI_8^{t_{\text{avg}}-8}
\end{array} \right]. \quad (12)
\]
where $X_i^m$ refers to the network key performance index parameter of the current base station at time $t$ and $X_i^m$ refers to the network key performance index parameter of the $i$-th neighbor base station at time $t$.

Assuming that there are $K$ kinds of network faults, the labeled data samples are divided into $K$ kinds according to the fault types, and then the classified data samples are input into the improved generation countermeasure network one by one for training, and the data of corresponding fault types are generated. The neural network structure for generating the countermeasure network still adopts the model parameters in the previous section, but the last two layers in the discriminator network are adjusted, the output format of the full connection layer is changed from [None, 7] to [None, 1], and the Softmax layer is also changed to sigmoid activation layer to ensure that the output results are in the range of 0~1, and the loss function of the network is changed accordingly, as shown in

$$L_G = \mathbf{E}_{z \sim p(z)}[\log(1 - D(\tilde{x}))]$$

$$+ \lambda \left[ \frac{1}{l} \sum_{i=1}^{l} \mathbf{E}_{x \sim p(x)}[f_{i}(x) - \mathbf{E}_{z \sim p(z)}f_{i}(\tilde{x})] \right],$$

$$L_D = \left\{ \mathbf{E}_{z \sim p(z)}[\log(D(x))] + \mathbf{E}_{z \sim p(z)}[\log(1 - D(\tilde{x}))] \right\},$$

where $\lambda$ is the specific gravity coefficient, used to adjust the proportion between the cross-entropy loss function of the original generator network and the new target constraint function, $X$ is the real data, $\tilde{x}$ is the generated data, $x$ and $\tilde{x}$ are the samples of the small batch real data set and the small batch generated data set respectively, $n$ is the size of the small batch data set, $l$ is the number of hidden layers in the discriminator, $f_{i}(\cdot)$ is the output of the hidden layer of the $i$ layer, and $D(\cdot)$ is the output of the discriminator.

3.2. Network Fault Diagnosis Model Based on CNN. After all kinds of fault data are generated, we add corresponding fault labels manually and then merge them with real data as the training data set of convolution neural network.

The network structure of CNN diagnostic model in this section is shown in Table 2 where the convolution kernel size is 3×3, the convolution step is 1, the pool core size is 2×2, the pooling step size is 2, and the parameter of dropout operation in the full connection layer is 0.5; that is, half of the neurons in the full connection layer are temporarily discarded from the network during each training, so that the network structure of each training is different to avoid overfitting the model. The error function of the model still adopts the cross-entropy loss function, and the learning rate of the optimizer is set to 0.0001.

Specific fault diagnosis steps are as follows:

(A) Building and generating a countermeasure network model according to the neural network parameters defined in (1) and dividing the marked real data into training data and test data according to a certain proportion.

(B) Inputting the training data into the generated countermeasure network model according to the classification of fault categories, generating data of corresponding fault categories through the generator network after the model training converges, adding fault labels, and then combining the training data and the generated data as new training data of the convolution neural network diagnosis model.

(C) Setting up a CNN model according to the neural network parameters defined in (2) and training the CNN model by using new training data.

(D) Entering data from the test dataset to validate the performance of the diagnostic model.
In this paper, GAN model and CNN model are based on TensorFlow framework, software using Pycharm development tools, hardware using Intel (R) Core (TM) i7-6700 CPU @ 3.40GHz, memory 8G, operating system Windows 10 desktop in Table 3.

Network operation data is generated by OPNET software simulation; the hardware of OPNET network simulation software is Intel (R) Xeon (R) CPU E7-4870 v2 @ 2.3 GHz (2 processors), with 3G memory and Windows 7 operating system; a cellular network composed of 3 macro base stations and 15 micro base stations is built using this simulation software. The overall coverage area of the network is 5 km × 5 km, and the coverage radius of each macro base station is 1 km. There are 5 micro base stations distributed within each macro base station, and users are randomly distributed in their respective cells. The specific parameters are shown in Table 3.

In network simulation, this paper mainly sets up five different kinds of faults, which are uplink interference F1, downlink interference F2, coverage fault F3, base station fault F4, and link fault F5, and fault-free state F0. Before the start of the simulation, we will set the occurrence and recovery time of these faults in advance, so as to manually add fault labels to the data generated by the simulation. The simulation setting time is 24 hours, the total duration of each fault is 2 hours, and each fault lasts for 30 minutes and then recovers. Finally, the network simulation generated a total of 29,160 pieces of data, which were normalized and preprocessed by neighboring base stations to obtain 1,620 pieces of data as shown in formula (9), which were divided into training data and test data in a ratio of 7:3, and the ratio of various faults in each data set was ensured to be consistent. Then, the fault labels of about 1/10 of the training data are retained, and the rest of the training data are deleted. Finally, three data sets are formed, namely, 120 training data sets with fault labels, 1014 training data sets without fault labels, and 486 test data sets, and the proportion of various faults in each data set is consistent. Finally, these data are input into the improved generative countermeasure network diagnosis model proposed in this paper for training and testing, and the simulation results are introduced in detail.

### 4. Performance Evaluation and Results

| Layer (operation) | Input format       | Output format       |
|-------------------|--------------------|--------------------|
| Convolution layer 1 | [None,8,8,1]       | [None,8,8,32]      |
| Batch normalization | [None,8,8,32]       | [None,8,8,32]      |
| Nonlinear activation | [None,8,8,32]       | [None,8,8,32]      |
| Pool layer        | [None,8,8,32]       | [None,4,4,32]      |
| Convolution layer 2 | [None,4,4,32]       | [None,4,4,64]      |
| Batch normalization | [None,4,4,64]       | [None,4,4,64]      |
| Nonlinear activation | [None,4,4,64]       | [None,4,4,64]      |
| Pool layer 2      | [None,4,4,64]       | [None,2,2,64]      |
| Fully connected layer | [None,256]        | [None,6]          |
| Softmax           | [None,6]           | [None,6]           |

#### 4.1. Improved GAN Diagnosis Model Influence of Different Batch Data Size on the Accuracy of Model Fault Diagnosis

Firstly, some nouns in this simulation are explained. Here, fault diagnosis accuracy refers to the percentage of correct diagnosis information to the total amount of diagnosis information, iteration times refer to the times of inputting complete training data sets into the model, and batch data size refers to the number of samples for training and updating model parameters once. In the actual neural network training, when the data set is large, if all the data is entered into the model at one time, it will affect the efficiency and optimization degree of model training, so we batch the training data set according to the batch data size to improve the convergence speed and performance of the model. Moreover, the size of small batch data set is also related to the batch data size in the improved calculation of compactness in this paper.

Figure 7 is the change of fault diagnosis accuracy under different batch data sizes. It can be seen from the figure that when the batch data length is too small, the fluctuation of diagnostic accuracy of the model is relatively large, because the number of samples updated each time is small, and the model is difficult to converge. If the batch data length is too large, although the fluctuation of diagnostic accuracy of the model is stable, the rise of diagnostic accuracy is relatively slow, which requires more iterations. Therefore, the final batch data size set in this article is 100.

#### 4.2. The Influence of Specific Gravity Coefficient λ on the Fault Diagnosis Accuracy of the Model

In this paper, two constraint functions are added to the loss function of the generator network that generates the countermeasure network, and the selection of the proportion between the constraint function and the original loss function also has certain influence on the performance of the model, as shown in Figure 8. As can be seen from the figure, when the specific gravity coefficient is 0.1, the constraint function has no constraint on the total loss function; therefore, the convergence of the generator network model is difficult, and the accuracy of fault diagnosis fluctuates greatly. With the increase of the proportion of constraint function, the accuracy of fault diagnosis gradually rises slowly. When the specific gravity coefficient is 1, the fluctuation of the model begins to increase again. This is mainly because the output of the hidden layer in the middle of neural network is too emphasized, so this paper sets the specific gravity coefficient λ to 0.5 according to the simulation results.

#### 4.3. Comparison of Fault Diagnosis Accuracy of Different Improved Generated Countermeasure Networks

Figure 9 is a diagram showing the variation of fault diagnosis accuracy of the generated countermeasure network model based on different improved methods. SDGAN refers to the semi-supervised generation countermeasure network model which improves the generator network and discriminator network into convolution neural network. SDGAN-F means that the loss function of the generator is improved on the basis of SDGAN, and the constraint function D(x, ⃗x) based.
on feature matching is added. SDGAN-FM means that the loss function of the generator is modified on the basis of SDGAN, and a constraint function combining feature matching and batch sample compactness is added, such as formula (7). It can be seen from the figure that, compared with SDGAN, SDGAN-F does stabilize the convergence fluctuation of the generated countermeasure network in the training process because of adding the constraint function of feature matching, but compared with SDGAN-FM proposed in this paper, its fault diagnosis accuracy is still poor. The final fault diagnosis accuracy of SDGAN-FM algorithm can reach 91.2%, while that of SDGAN-F algorithm can only reach about 70%. This is because the increased batch sample compactness constraint function can avoid the generator only generating data of a single fault category and improve the performance of the generator, thus improving the fault diagnosis accuracy of the discriminator.

4.4. The Influence of the Amount of Data Generated by the Generated Countermeasure Network on the Fault Diagnosis Accuracy of the Model. In this paper, a fault diagnosis model combining generated countermeasure network with convolution neural network is proposed; its data sets are 120 training data sets with fault labels and 486 test data sets. After classifying the training data sets according to fault categories, they are input to generate data of corresponding categories in the generated countermeasure network. After 1000 iterations, the loss functions of the generator and discriminator tend to be stable and the model converges. Then, the generated data and the original training data are combined and input into the convolution neural network to train the fault diagnosis model. Table 4 compares the fault diagnosis accuracy of the models under different generated data quantities. As can be seen from Table 4, with the increase of generated data, the fault diagnosis accuracy of the

| Simulation parameters | Macro base station | Micro base station |
|-----------------------|-------------------|-------------------|
| Number of base stations | 1                 | 3                 |
| Number of users        | 20/base station   | 10/base station   |
| Transmission power     | 46 dBm            | 30 dBm            |
| Standard deviation of shadow fading | 8 dB              | 10 dB             |
| Transmission loss model | SuburbanMacrocell (3GPP)/Free space | Indoor office environment/outdoor to indoor and pedestrian environment |
| Antenna gain           | 15 dBi            | 8 dBi             |
| Operation mode         | LTE 5 MHz FDD     | LTE 10 MHz FDD    |
| Receiving sensitivity  | −110 dBm          | −107 dBm          |
| Base station selection strategy | Best suitable eNodeB | Random distribution |

Table 3: Simulation parameters of two-layer heterogeneous wireless network.
model is gradually improved. However, when the amount of generated data is 4 times the original training data, the improvement of fault diagnosis accuracy of the model will be relatively small if the amount of generated data is increased, and it takes more time to generate more data. Therefore, considering the overall performance of the model, this paper sets the amount of data generated by the generated countermeasure network to be 4 times the original training data.

4.5. Comparison of Fault Diagnosis Accuracy of Different Algorithms. Figure 10 is a comparison of the fault diagnosis accuracy of SDGAN-FM, CNN, and DCGAN-CNN algorithms. Among them, SDGAN-FM is a semisupervised fault diagnosis algorithm based on improved generation countermeasure network proposed in this paper, the training dataset includes a labeled dataset and an unlabeled dataset, CNN is a fault diagnosis algorithm based on convolution neural network, and the training dataset only contains tagged dataset. DCGAN-CNN is a fault diagnosis algorithm based on the combination of generated countermeasure network and convolution neural network, and the training data set only contains tagged dataset. It can be seen from the figure that the final fault diagnosis accuracy of CNN algorithm is low due to the small amount of labeled data, while SDGAN-FM algorithm stabilizes the convergence fluctuation of the generated countermeasure network and makes full use of a large number of unlabeled data set, but the final diagnosis accuracy is only 91.2% due to the high complexity of the model. DCGAN-CNN algorithm makes full use of the characteristics of generated countermeasure network which is good at simulating data distribution and the good classification ability of convolution neural network, makes up for the shortcoming of insufficient training data set of convolution neural network with generated countermeasure network, and finally obtains better fault diagnosis accuracy, which can reach 98.6%.

5. Conclusion

With the advent of the era of big data and the rapid development of technologies such as deep learning, computers with powerful computing power are needed to mine and extract key information from massive data by using complex neural network models. This paper presents a semisupervised antinetwork fault diagnosis algorithm based on improved generation, The algorithm effectively guarantees the convergence of the generated network model, makes full use of a large number of trouble-free label data sets, and obtains better fault diagnosis accuracy. Then the diagnosis model is further optimized. The task of fault classification is completed by convolution neural network. In order to simplify the discriminant function of the network, the generated inverse network is only responsible for generating fault samples. The simulation results also show that the fault diagnosis algorithm based on generated inverse network combined with convolution neural network achieves better fault diagnosis accuracy and saves the overhead of manually marking a large number of data samples. In the next step, the performance comparison of this method under different network models is further studied. At present, the learning process of GAN can have a collapse problem, where the generator starts to degenerate and always produces the same sample points, unable to continue learning. When the generated model crashes, the discriminant model will also point to similar sample points in similar directions, and the training cannot continue, and this is also one of our research directions in the future.
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