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Abstract

In many iterative optimization methods, fixed-point theory enables the analysis of the convergence rate via the contraction factor associated with the linear approximation of the fixed-point operator. While this factor characterizes the asymptotic linear rate of convergence, it does not explain the non-linear behavior of these algorithms in the non-asymptotic regime. In this letter, we take into account the effect of the first-order approximation error and present a closed-form bound on the convergence in terms of the number of iterations required for the distance between the iterate and the limit point to reach an arbitrarily small fraction of the initial distance. Our bound includes two terms: one corresponds to the number of iterations required for the linearized version of the fixed-point operator and the other corresponds to the overhead associated with the approximation error. With a focus on the convergence in the scalar case, the tightness of the proposed bound is proven for positively quadratic first-order difference equations.

Keywords: non-linear difference equations, asymptotic linear convergence, convergence bounds, fixed-point iterations
1 Introduction

Many iterative optimization methods, such as gradient descent and alternating projections, can be interpreted as fixed-point iterations \[1–4\]. Such methods consist of the construction of a series \(\{x^{(k)}\}_{k=0}^\infty \subset \mathbb{R}^n\) generated by

\[ x^{(k+1)} = F(x^{(k)}), \tag{1} \]

where the fixed-point operator \(F\) is an endomorphism on \(\mathbb{R}^n\). By the fixed-point theorem \[5–7\], if the Jacobian of \(F\) is bounded uniformly, in the matrix norm \(\|\cdot\|_2\) induced by the Euclidean norm for vectors \(\|\cdot\|\), by \(\rho \in (0, 1)\), the sequence \(\{x^{(k)}\}_{k=0}^\infty\) generated by (1) converges locally to a fixed-point \(x^*\) of \(F\) at a linear rate \(\rho\), i.e., \(\|x^{(k+1)} - x^*\| \leq \rho\|x^{(k)} - x^*\|\) for all integer \(k\).\(^1\) Assume that \(F\) is differentiable at \(x^*\) and admits the first-order expansion \[8\]

\[ F(x^{(k)}) = F(x^*) + T(x^{(k)} - x^*) + q(x^{(k)} - x^*), \]

where \(T : \mathbb{R}^n \to \mathbb{R}^n\) is the derivative of \(F\) at \(x^*\) and \(q : \mathbb{R}^n \to \mathbb{R}^n\) is the residual satisfying \(\limsup_{\delta \to 0} \|q(\delta)\|/\|\delta\| = 0\). Then, denoting the error at the \(k\)-th iteration as \(\delta^{(k)} = x^{(k)} - x^*\), the fixed-point iteration (1) can be viewed as a non-linear but approximately linear difference equation

\[ \delta^{(k+1)} = T(\delta^{(k)}) + q(\delta^{(k)}). \tag{2} \]

The stability of non-linear difference equations of form (2) has been studied by Polyak [1] in 1964, extending the result from the continuous domain [9]. In particular, the author showed that if the spectral radius of \(T\), denoted by \(\rho(T)\), is strictly less than 1, then for arbitrarily small \(\zeta > 0\), there exists a constant \(C(\zeta)\) such that \(\|\delta^{(k)}\| \leq C(\zeta)\|\delta^{(0)}\|(\rho(T) + \zeta)^k\) with sufficiently small \(\|\delta^{(0)}\|\). While this result characterizes the asymptotic linear convergence of (2), it does not specify the exact conditions on how small \(\|\delta^{(0)}\|\) is as well as how large the factor \(C(\zeta)\) is.

This letter develops a more elaborate approach to analyze the convergence of (2) that offers, in addition to the asymptotic linear rate \(\rho(T)\), both the region of convergence (i.e., a set \(S\) such that for any \(\delta^{(0)} \in S\) we have \(\lim_{k \to \infty} \|\delta^{(k)}\| = 0\)) and a tight closed-form bound on \(H(\epsilon)\) defined as the smallest integer guaranteeing \(\|\delta^{(k)}\| \leq \epsilon\|\delta^{(0)}\|\) for \(0 < \epsilon < 1\) and all \(k \geq H(\epsilon)\). We begin with the scalar version of (2) in which the residual term \(q(\delta)\) is replaced with an exact quadratic function of \(\delta\) and then extend the result to the original vector case. In the first step, we study the convergence of the sequence \(\{a_k\}_{k=0}^\infty \subset \mathbb{R}\), generated by the following quadratic first-order difference equation

\[ a_{k+1} = \rho a_k + qa_k^2, \tag{3} \]

\(^1\|\cdot\|\) denotes the Euclidean norm.
where $a_0 > 0$, $0 < \rho < 1$, and $q \geq 0$ are real scalars. In the second step, we consider the sequence $\{a_k\}_{k=0}^{\infty}$ obtained by (3) with $\rho = \rho(T)$ and $q = \sup_{\delta \in \mathbb{R}^n} \frac{\|q(\delta)\|}{\|\delta\|^2}$ as an upper bound for the sequence $\{\|\delta^{(k)}\|\}_{k=0}^{\infty}$. In this letter, we focus on the former step while the latter step is obtained using a more straightforward derivation.

In analyzing the convergence of $\{a_k\}_{k=0}^{\infty}$, we focus on tightly characterizing $K(\epsilon)$ (for $0 < \epsilon < 1$), which is defined as the smallest integer such that $a_k \leq \epsilon a_0$ for all $k \geq K(\epsilon)$. The value of $K(\epsilon)$ serves as an upper bound on $H(\epsilon)$.

When $q = 0$, (3) becomes a linear first-order difference equation and $\{a_k\}_{k=0}^{\infty}$ converges uniformly to 0 at a linear rate $\rho$. In particular, $a_{k+1} = \rho a_k$ implies $a_k = a_0 \rho^k$ for any non-negative integer $k$. Then, for $q = 0$, an exact expression of $K(\epsilon)$ can be obtained in closed-form as

$$K(\epsilon) = \left\lceil \frac{\log(1/\epsilon)}{\log(1/\rho)} \right\rceil.$$  

When $q > 0$, the sequence $\{a_k\}_{k=0}^{\infty}$ either converges, diverges or remains constant depending on the initial value $a_0$:

1. If $a_0 > (1 - \rho)/q$, then $\{a_k\}_{k=0}^{\infty}$ diverges.
2. If $a_0 = (1 - \rho)/q$, then $a_k = (1 - \rho)/q$ for all $k \in \mathbb{N}$.
3. If $a_0 < (1 - \rho)/q$, then $\{a_k\}_{k=0}^{\infty}$ converges to 0 monotonically.

We are interested in the convergence of the sequence $\{a_k\}_{k=0}^{\infty}$ for $a_0 < (1 - \rho)/q$. In the asymptotic regime ($a_0$ small), the convergence is almost linear since the first-order term $\rho a_k$ dominates the second-order term $qa_k^2$. In the early stage ($a_k$ large), on the other hand, the convergence is non-linear due to the strong effect of $qa_k^2$. In addition, when $\rho \to 0$, one would expect $\{a_k\}_{k=0}^{\infty}$ enjoys a fast quadratic convergence as $qa_k^2$ dominates $\rho a_k$. On the other end of the spectrum, when $\rho \to 1$, we observe that the convergence is even slower than linear, making it more challenging to estimate $K(\epsilon)$.

## 2 Asymptotic Convergence in the Scalar Case

In this section, we provide a tight upper bound on $K(\epsilon)$ in terms of $a_0$, $\rho$, $q$, and $\epsilon$. Our bound suggests the sequence $\{a_k\}_{k=0}^{\infty}$ converges to 0 at an asymptotically linear rate $\rho$ with an overhead cost that depends on only two quantities: $\rho$ and $a_0 q/(1 - \rho)$. Our main result is stated as follows.

**Theorem 1** Consider the sequence $\{a_k\}_{k=0}^{\infty}$ defined in (3) with $a_0 > 0$, $0 < \rho < 1$, and $q > 0$. Assume that $a_0 < (1 - \rho)/q$ and denote $\tau = a_0 q/(1 - \rho)$ (where $0 < \tau < 1$). Then, for any $0 < \epsilon < 1$, the smallest integer, denoted by $K(\epsilon)$, such that $a_k \leq \epsilon a_0$ for all $k \geq K(\epsilon)$, can be bounded as follows

$$K(\epsilon) \leq \frac{\log(1/\epsilon)}{\log(1/\rho)} + c(\rho, \tau) \leq K_2(\epsilon),$$  

where

$$c(\rho, \tau) = \frac{1}{\rho \log(1/\rho)} \Delta E_1 \left( \log \frac{1}{\rho + \tau(1 - \rho)}, \log \frac{1}{\rho} \right) + b(\rho, \tau),$$
Fig. 1: (Left) Contour plot of the bound on asymptotic gap between $K_2(\epsilon)$ and $K(\epsilon)$, given in (8). (Right) Log-scale plot of $K(\epsilon)$ and its bounds as functions of $1/\epsilon$, with $\rho = 0.9$ and $\tau = 0.89$. Three zoomed plots are added to the original plot for better visualization.

$$\Delta E_1(x,y) = E_1(x) - E_1(y), \quad E_1(x) = \int_{x}^{\infty} e^{-t} \frac{dt}{t}$$ is the exponential integral [10], and

$$b(\rho, \tau) = \frac{1}{2\rho} \log\left(\frac{\log(1/\rho)}{\log(1/(\rho + \tau(1-\rho)))}\right) + 1. \quad (7)$$

Moreover, the gap $K_2(\epsilon) - K(\epsilon)$ is upper-bounded asymptotically as follows$^2$

$$\lim_{\epsilon \to 0} \left( K_2(\epsilon) - K(\epsilon) \right) \leq \frac{\Delta E_1(2\log\frac{1}{\rho + \tau(1-\rho)}, 2\log\frac{1}{\rho}) - \rho \Delta E_1(\log\frac{1}{\rho + \tau(1-\rho)}, \log\frac{1}{\rho})}{2\rho^2 \log(1/\rho)} + b(\rho, \tau). \quad (8)$$

The proof of Theorem 1 is given in Appendix A. The upper bound $K_2(\epsilon)$, given in (5), is the sum of two terms: (i) the first term is similar to (4), representing the asymptotic linear convergence of $\{a_k\}_{k=0}^{\infty}$; (ii) the second term, $c(\rho, \tau)$, is independent of $\epsilon$, representing the overhead in the number of iterations caused by the non-linear term $qa_k^2$. This overhead term is understood as the additional number of iterations beyond the number of iterations for the linear model. As one would expect, when $a_0 \to (1-\rho)/q$, we have $\tau \to 1$ and $c(\rho, \tau)$ approaches infinity. On the other hand, when $\tau \to 0$, the gap from the number of iterations required by the linear model $c(\rho, \tau)$ approaches 1. The right hand side (RHS) of (8) is an upper bound on the asymptotic gap between our proposed upper bound on $K(\epsilon)$ and the actual value of $K(\epsilon)$ and hence represents the tightness of our bound. The value of the bound as a function of $\rho$ and $\tau$ is shown in Fig. 1 (left). It is notable that the asymptotic gap is guaranteed to be no more than 10 iterations for a large portion of the $(\rho, \tau)$-space. It is particularly small in the lower right part of the figure. For example, for $\rho \geq 0.9$ and $\tau \leq 0.9$, the gap is no more than 4 iterations. Figure 1 (right) demonstrates different bounds on $K(\epsilon)$ (blue dotted line) including $K_2(\epsilon)$ (green solid line). We refer the readers to Appendix A for the details of other bounds in the figure. We

$^2$A tighter version of the upper bound $K_2(\epsilon)$ is given in Appendix A, cf., (A8) and (A10).
observe that the upper bound $K_2(\epsilon)$ approaches $K(\epsilon)$ as $\epsilon \to 0$, with the asymptotic gap of less than 2 iterations. On the other hand, $K_2(\epsilon)$ reaches $c(\rho, \tau) \approx 25$ as $\epsilon \to 1$, suggesting that the proposed bound $K_2(\epsilon)$ requires no more than 25 iterations beyond the number of iterations required by the linear model to achieve $a_k \leq \epsilon a_0$.

3 Extension to the Vector Case

We now consider an extension of Theorem 1 to the convergence analysis in the vector case given by (2). More elaborate applications of the proposed analysis in convergence analysis of iterative optimization methods can be found in [11–14].

Theorem 2 Consider the difference equation

$$\delta^{(k+1)} = T \delta^{(k)} + q(\delta^{(k)}), \quad (9)$$

where $T \in \mathbb{R}^{n \times n}$ admits an eigendecomposition $T = Q \Lambda Q^{-1}$, $Q \in \mathbb{R}^{n \times n}$ is an invertible matrix with the condition number $\kappa(Q) = \|Q\|_2\|Q^{-1}\|_2$, and $\Lambda$ is an $n \times n$ diagonal matrix whose entries are strictly less than 1 in magnitude. In addition, assume that there exists a finite constant $q > 0$ satisfying $\|q(\delta)\| \leq q\|\delta\|^2$ for any $\delta \in \mathbb{R}^n$. Then, for any $0 < \epsilon < 1$, we have $\|\delta^{(k)}\| \leq \epsilon\|\delta^{(0)}\|$ provided that

$$\|\delta^{(0)}\| < \frac{1 - \rho(T)}{q\kappa(Q)^2} \text{ and } k \geq \frac{\log(1/\epsilon) + \log(\kappa(Q))}{\log(1/\rho(T))} + c(\rho(T), q\kappa(Q)\|Q\|_2\|Q^{-1}\delta^{(0)}\|_2)$$

(10)

where $c(\rho, \tau)$ is given in (6). Moreover, if $T$ is symmetric, then (10) becomes

$$\|\delta^{(0)}\| < \frac{1 - \rho(T)}{q} \text{ and } k \geq \frac{\log(1/\epsilon)}{\log(1/\rho(T))} + c(\rho(T), \frac{q\|\delta^{(0)}\|}{1 - \rho(T)}).$$

(11)

Note that the RHS of the inequalities involving $k$ in both (10) and (11) serve as upper bounds to $H(\epsilon)$ defined in the introduction. Moreover, the sets of all $\delta^{(0)}$ that satisfy the inequality involving $\delta^{(0)}$ in both (10) and (11) offer valid regions of convergence. Similar to the scalar case, we observe in the number of required iterations one term corresponding to the asymptotic linear convergence and another term corresponding to the non-linear convergence at the early stage. When $T$ is asymmetric, there is an additional cost of diagonalizing $T$, associated with $\kappa(Q)$ in (10). The proof of Theorem 2 is given in Appendix B.

4 Conclusions

With a focus on fixed-point iterations, we analyzed the convergence of the sequence generated by a quadratic first-order difference equation. We presented a bound on the minimum number of iterations required for the distance between the iterate and the limit point to reach an arbitrarily small fraction of the initial distance. Our bound includes two terms: one corresponds
to the number of iterations required for the linearized difference equation and the other corresponds to the overhead associated with the residual term. The bound for the vector case is derived based on a tight bound obtained for the scalar quadratic difference equation. A characterization of the tightness of the bound for the scalar quadratic difference equation was introduced.
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**Appendix A  Proof of Theorem 1**

First, we establish a sandwich inequality on $K(\epsilon)$ in the following lemma:

**Lemma 1** For any $0 < \epsilon < 1$, let $K(\epsilon)$ be the smallest integer such that for all $k \geq K(\epsilon)$, we have $a_k \leq \epsilon a_0$. Then,

$$K(\epsilon) \triangleq F \left( \log \left( \frac{1}{\epsilon} \right) \right) \leq K(\epsilon) \leq F \left( \log \left( \frac{1}{\epsilon} \right) \right) + b(\rho, \tau) \triangleq \overline{K}(\epsilon),$$

where $b(\rho, \tau)$ is defined in (7) and

$$F(x) = \int_0^x f(t)dt \quad \text{with} \quad f(x) = \frac{1}{-\log(\rho + \tau(1 - \rho)e^{-x})}.$$  \(\text{(A2)}\)

The lemma provides an upper bound on $K(\epsilon)$. Moreover, it is a tight bound in the sense that the gap between lower bound $\underline{K}(\epsilon)$ and the upper bound $\overline{K}(\epsilon)$ is independent of $\epsilon$. In other words, the ratio $\underline{K}(\epsilon)/\overline{K}(\epsilon)$ approaches 1 as $\epsilon \to 0$. Next, we proceed to obtain a tight closed-form upper bound on $\overline{K}(\epsilon)$ by upper-bounding $F(\log(1/\epsilon))$.

**Lemma 2** Consider the function $F(\cdot)$ given in (A2). For $0 < \epsilon < 1$, we have

$$F(\log(1/\epsilon)) \leq \frac{\log(1/\epsilon)}{\log(1/\rho)} + \frac{\Delta E_1 \left( \log \frac{1}{P + \tau(1 - \rho)} \right)}{\rho \log(1/\rho)} \triangleq F_1(\log(1/\epsilon))$$

\(\text{(A3)}\)

and

$$F(\log(1/\epsilon)) \leq \frac{\log(1/\epsilon)}{\log(1/\rho)} + \frac{\Delta E_1 \left( \log \frac{1}{P + \tau(1 - \rho)} \right)}{\rho \log(1/\rho)} \triangleq F_2(\log(1/\epsilon))$$

\(\text{(A4)}\)

where

$$A(\epsilon) \triangleq \frac{\Delta E_1 \left( 2 \log \frac{1}{P + \tau(1 - \rho)} \right) - \rho \Delta E_1 \left( \log \frac{1}{P + \tau(1 - \rho)} \right)}{2\rho^2 \log(1/\rho)}.$$  \(\text{(A6)}\)
Lemma 2 offers two upper bounds on $F(\log(1/\epsilon))$ and one lower bound. The first bound $F_1(\log(1/\epsilon))$ approximates well the behavior of $F(\log(1/\epsilon))$ for both small and large values of $\log(1/\epsilon)$. The second bound $F_2(\log(1/\epsilon))$ provides a linear bound on $F(\log(1/\epsilon))$ in terms of $\log(1/\epsilon)$. Moreover, the gap between $F(\log(1/\epsilon))$ and $F_1(\log(1/\epsilon))$, given by $A(\epsilon)$, can be upper bound by $A(0)$ since $A(\cdot)$ is monotonically decreasing for $\epsilon \in [0, 1)$. While $F(\cdot)$ asymptotically increases like $\log(1/\epsilon)/\log(1/\rho)$, the gap approaches a constant independent of $\epsilon$. Replacing $F(\log(1/\epsilon))$ on the RHS of (A1) by either of the upper bounds in Lemma 2, we obtain two corresponding bounds on $K(\epsilon)$:

$$K_1(\epsilon) \triangleq F_1(\log(1/\epsilon)) + b(\rho, \tau) \leq F_2(\log(1/\epsilon)) + b(\rho, \tau) \triangleq K_2(\epsilon), \quad (A7)$$

where we note that $K_2(\epsilon)$ has the same expression as in (5). Moreover, the tightness of these two upper bounds can be shown as follows. First, using the first inequality in (A1) and then the lower bound on $F(\log(1/\epsilon))$ in (A5), the gap between $K_1(\epsilon)$ and $K(\epsilon)$ can be bounded by

$$K_1(\epsilon) - K(\epsilon) \leq K_1(\epsilon) - F(\log(1/\epsilon))$$

$$\leq K_1(\epsilon) - (F_1(\log(1/\epsilon)) - A(\epsilon))$$

$$= (F_1([\log(1/\epsilon)]) + b(\rho, \tau)) - (F_1(\log(1/\epsilon)) - A(\epsilon))$$

$$= A(\epsilon) + b(\rho, \tau)$$

$$\leq A(0) + b(\rho, \tau), \quad (A8)$$

where the last inequality stems from the monotonicity of $A(\cdot)$ in $[0, 1)$. Note that the bound in (A8) holds uniformly independent of $\epsilon$, implying $K_1(\epsilon)$ is a tight bound on $K(\epsilon)$. Second, using (A7), the gap between $K_2(\epsilon)$ and $K(\epsilon)$ can be represented as

$$K_2(\epsilon) - K(\epsilon) = (K_2(\epsilon) - K_1(\epsilon)) + (K_1(\epsilon) - K(\epsilon))$$

$$= (F_2(\log(1/\epsilon)) - F_1(\log(1/\epsilon))) + (K_1(\epsilon) - K(\epsilon))$$

$$\leq (F_2(\log(1/\epsilon)) - F_1(\log(1/\epsilon))) + (A(0) + b(\rho, \tau)), \quad (A9)$$

where the last inequality stems from (A8). Furthermore, using the definition of $F_1(\log(1/\epsilon))$ and $F_2(\log(1/\epsilon))$ in (A3) and (A4), respectively, we have $\lim_{\epsilon \to 0}(F_2(\log(1/\epsilon)) - F_1(\log(1/\epsilon))) = 0$. Thus, taking the limit $\epsilon \to 0$ on both sides of (A9), we obtain

$$\lim_{\epsilon \to 0}(K_2(\epsilon) - K(\epsilon)) \leq A(0) + b(\rho, \tau). \quad (A10)$$

We note that $K_2(\epsilon)$ is a simple bound that is linear in terms of $\log(1/\epsilon)$ and approaches the upper bound $K_1(\epsilon)$ in the asymptotic regime ($\epsilon \to 0$). Evaluating $A(0)$ from (A6) and substituting it back into (A10) yields (8), which
completes our proof of Theorem 1. Figure 1 (right) depicts the aforementioned bounds on $K(\epsilon)$. It can be seen from the plot that all the four bounds match the asymptotic rate of increment in $K(\epsilon)$ (for large values of $1/\epsilon$). The three bounds $\overline{K}(\epsilon)$ (red), $\overline{K}(\epsilon)$ (yellow), and $\overline{K}_1(\epsilon)$ (purple) closely follow $K(\epsilon)$ (blue), indicating that the integral function $F(\cdot)$ effectively estimates the minimum number of iterations required to achieve $a_k \leq \epsilon a_0$ in this setting. The upper bound $\overline{K}_2(\epsilon)$ (green) forms a tangent to $\overline{K}_1(\epsilon)$ at $1/\epsilon \to \infty$ (i.e., $\epsilon \to 0$).

A.1 Proof of Lemma 1

Let $d_k = \log(a_0/a_k)$ for each $k \in \mathbb{N}$. Substituting $a_k = a_0 e^{-d_k}$ into (3), we obtain the surrogate sequence $\{d_k\}_{k=0}^{\infty}$:

$$d_{k+1} = d_k - \log(\rho + \tau(1-\rho)e^{-d_k}),$$

(A11)

where $d_0 = 0$ and $\tau = a_0 q/(1-\rho) \in (0,1)$. Since $\{a_k\}_{k=0}^{\infty}$ is monotonically decreasing to 0 and $d_k$ is monotonically decreasing as a function of $a_k$, $\{d_k\}_{k=0}^{\infty}$ is a monotonically increasing sequence. Our key steps in this proof are first to tightly bound the index $K \in \mathbb{N}$ using $F(d_K)$

$$F(d_K) \leq K \leq F(d_K) + \frac{1}{2\rho} \log\left(\frac{\log \rho}{\log(\rho + \tau(1-\rho))}\right),$$

(A12)

and then to obtain (A1) from (A12) using the monotonicity of the sequence $\{d_k\}_{k=0}^{\infty}$ and of the function $F(\cdot)$. We proceed with the details of each of the steps in the following.

**Step 1:** We prove (A12) by showing the lower bound on $K$ first and then showing the upper bound on $K$. Using (A2), we can rewrite (A11) as $d_{k+1} = d_k + 1/f(d_k)$. Rearranging this equation yields

$$f(d_k)(d_{k+1} - d_k) = 1. \quad (A13)$$

Since $f(x)$ is monotonically decreasing, we obtain the lower bound on $K$ in (A12) by

$$F(d_K) = \int_0^{d_K} f(x)dx = \sum_{k=0}^{K-1} \int_{d_k}^{d_{k+1}} f(x)dx \leq \sum_{k=0}^{K-1} \int_{d_k}^{d_{k+1}} f(d_k)dx = \sum_{k=0}^{K-1} f(d_k)(d_{k+1} - d_k) = K. \quad (A14)$$
where the last equality stems from (A13). For the upper bound on $K$ in (A12), we use the convexity of $f(\cdot)$ to lower-bound $F(d_K)$ as follows

$$F(d_K) = \sum_{k=0}^{K-1} \int_{d_k}^{d_{k+1}} f(x)dx \geq \sum_{k=0}^{K-1} \int_{d_k}^{d_{k+1}} (f(d_k) + f'(d_k)(x - d_k))dx$$

$$= \sum_{k=0}^{K-1} \left( f(d_k)(d_{k+1} - d_k) + \frac{1}{2} f'(d_k)(d_{k+1} - d_k)^2 \right). \quad (A15)$$

Using (A13) and substituting $f'(x) = -(f(x))^2 \frac{\tau(1-\rho)e^{-x}}{\rho + \tau(1-\rho)e^{-x}}$ into the RHS of (A15), we obtain

$$F(d_K) \geq K - \frac{1}{2} \sum_{k=0}^{K-1} \frac{\tau(1-\rho)e^{-d_k}}{\rho + \tau(1-\rho)e^{-d_k}}. \quad (A16)$$

Note that (A16) already offers an upper on $K$ in terms of $F(d_K)$. To obtain the upper bound on $K$ in (A12) from (A16), it suffices to show that

$$\sum_{k=0}^{K-1} \frac{\tau(1-\rho)e^{-d_k}}{\rho + \tau(1-\rho)e^{-d_k}} \leq \frac{1}{\rho} \log \left( \frac{\log \rho}{\log \left( \frac{\rho + \tau(1-\rho)e^{-d_k}}{\rho + \tau(1-\rho)e^{-d_k}} \right)} \right) . \quad (A17)$$

In the following, we prove (A17) by introducing the functions

$$g(x) = \frac{\tau(1-\rho)e^{-x}}{\rho + \tau(1-\rho)e^{-x} - \log(\rho + \tau(1-\rho)e^{-x})} \quad (A18)$$

and

$$G(x) = \int_0^x g(t)dt = \log \left( \frac{\log(\rho + \tau(1-\rho)e^{-x})}{\log(\rho + \tau(1-\rho)e^{-x})} \right) . \quad (A19)$$

Note that $g(\cdot)$ is monotonically decreasing (a product of two decreasing functions) while $G(\cdot)$ is monotonically increasing (an integral of a non-negative function) on $[0, \infty)$. We have

$$G(d_K) = \int_0^{d_K} g(x)dx = \sum_{k=0}^{K-1} \int_{d_k}^{d_{k+1}} g(x)dx \geq \sum_{k=0}^{K-1} \int_{d_k}^{d_{k+1}} g(d_{k+1})dx$$

$$= \sum_{k=0}^{K-1} g(d_{k+1})(d_{k+1} - d_k) = \sum_{k=0}^{K-1} \frac{g(d_{k+1})}{g(d_k)} g(d_k)(d_{k+1} - d_k). \quad (A20)$$

Lemma 3 For any $k \in \mathbb{N}$, we have $g(d_{k+1})/g(d_k) \geq \rho$.  


Proof For $k \in \mathbb{N}$, let $t_k = \rho + \tau(1-\rho)e^{-d_k} \in (\rho, 1)$. From (A11), we have $t_k = e^{-(d_{k+1} - d_k)}$ and $t_{k+1} = \rho + \tau(1-\rho)e^{-d_{k+1}} = \rho + (t_k - \rho)t_k$. Substituting $d_k$ for $x$ in $g(x)$ from (A18) and replacing $\rho + \tau(1-\rho)e^{-d_k}$ with $t_k$ yield $g(d_k) = \frac{\tau(1-\rho)e^{-d_k}}{t_k} \log(t_k)$. Repeating the same process to obtain $g(d_{k+1})$ and taking the ratio between $g(d_{k+1})$ and $g(d_k)$, we obtain

$$g(d_{k+1}) = e^{-(d_{k+1} - d_k)} \frac{t_k}{t_{k+1}} \frac{\log(t_k)}{\log(t_{k+1})}.$$  \hfill (A21)

Substituting $e^{-(d_{k+1} - d_k)} = t_k$ and $t_{k+1} = \rho + (t_k - \rho)t_k$ into (A21) yields

$$\frac{g(d_{k+1})}{g(d_k)} = \frac{t_k^2 \log(t_k)}{(\rho + (t_k - \rho)t_k) \log(\rho + (t_k - \rho)t_k)}. \hfill (A22)$$

We now continue to bound the ratio $g(d_{k+1})/g(d_k)$ by bounding the RHS. Since $t_k - \rho \geq 0$ and $t_k < 1$, we have $t_k - \rho > (t_k - \rho)t_k$ and hence $t_k/(\rho + (t_k - \rho)t_k) > 1$. Thus, in order to prove $\frac{g(d_{k+1})}{g(d_k)} \geq \rho$ from the fact that the RHS of (A22) is greater or equal to $\rho$, it remains to show that

$$\frac{t_k \log(t_k)}{\log(\rho + (t_k - \rho)t_k)} \geq \rho. \hfill (A23)$$

By the concavity of $\log(\cdot)$, it holds that $\log\left(\frac{t_k^2 - 1 + t_k - \rho}{t_k^2} \log(1) + \frac{t_k - \rho}{t_k} \log(t_k) = (1 - \frac{\rho}{t_k}) \log(t_k)\right)$ and replacing $\log(t_k)$ by both sides of the last inequality yields $\log(\rho + (t_k - \rho)t_k) \geq (2 - \frac{\rho}{t_k}) \log(t_k)$. Now using the fact that $t_k \leq \rho/\rho$ by this inequality and the negativity of $\log(t_k)$, we have $\log(\rho + (t_k - \rho)t_k) \geq \frac{t_k}{\rho} \log(t_k)$. Multiplying both sides by the negative ratio $\rho/\log(\rho + (t_k - \rho)t_k)$ and adjusting the direction of the inequality yields the inequality in (A23), which completes our proof of the lemma.

Back to our proof of Theorem 1, applying Lemma 3 to (A20) and substituting $d_{k+1} - d_k = -\log(\rho + \tau(1-\rho)e^{-d_k})$ from (A11) and $g(d_k)$ from (A18), we have

$$G(d_K) \geq \sum_{k=0}^{K-1} \rho g(d_k)(d_{k+1} - d_k) = \rho \sum_{k=0}^{K-1} \tau(1-\rho)e^{-d_k}. \hfill (A24)$$

Using the monotonicity of $G(\cdot)$, we upper-bound $G(d_K)$ by

$$G(d_K) \leq G(\infty) = \log\left(\frac{\log \rho}{\log \left(\frac{\rho + \tau(1-\rho)}{\rho + \tau(1-\rho)}\right)}\right). \hfill (A25)$$

Thus, the RHS of (A24) is upper bounded by the RHS of (A25). Dividing the result by $\rho$, we obtain (A17). This completes our proof of the upper bound on $K$ in (A12) and thereby the first step of the proof.

**Step 2:** We proved both the lower bound and the upper bound on $K$ in (A12). Next, we proceed to show (A1) using (A12). By the definition of $K(\epsilon)$, $a_{K(\epsilon)} \leq \epsilon a_0 < a_{K(\epsilon)-1}$. Since $d_k = \log(a_0/a_k)$, for $k \in \mathbb{N}$, we have $d_{K(\epsilon)-1} \leq \log(1/\epsilon) \leq \

\(d_{K(\epsilon)}\). On the one hand, using the monotonicity of \(F(\cdot)\) and substituting \(K = K(\epsilon)\) into the lower bound on \(K\) in (A12) yields

\[
F(\log(1/\epsilon)) \leq F(d_{K(\epsilon)}) \leq K(\epsilon). \quad (A26)
\]

On the other hand, substituting \(K = K(\epsilon) - 1\) into the upper bound on \(K\) in (A12), we obtain

\[
K(\epsilon) - 1 \leq F(d_{K(\epsilon)-1}) + \frac{1}{2\rho} \log \left( \frac{\log \rho}{\log(\rho + \tau(1 - \rho))} \right). \quad (A27)
\]

Since \(F(\cdot)\) is monotonically increasing and \(d_{K(\epsilon)-1} \leq \log(1/\epsilon)\), we have \(F(d_{K(\epsilon)-1}) \leq F(\log(1/\epsilon))\). Therefore, upper-bounding \(F(d_{K(\epsilon)-1})\) on the RHS of (A27) by \(F(\log(1/\epsilon))\) yields

\[
K(\epsilon) \leq F(\log(1/\epsilon)) + \frac{1}{2\rho} \log \left( \frac{\log \rho}{\log(\rho + \tau(1 - \rho))} \right) + 1. \quad (A28)
\]

The inequality (A1) follows on combining (A26) and (A28).

A.2 Proof of Lemma 2

Let \(\nu = \tau(1 - \rho)/\rho\). We represent \(f(x)\) in the interval \((0, \log(1/\epsilon))\) as

\[
f(x) = \frac{1}{-\log(\rho + \tau(1 - \rho)e^{-x})} = \frac{1}{\log(1/\rho)} + \frac{1}{\log(1/\rho) \log(1/\rho) - \log(1 + \nu e^{-x})}.
\]

Then, taking the integral from 0 to \(\log(1/\epsilon)\) yields

\[
F(\log(1/\epsilon)) = \frac{1}{\log(1/\rho)} \left( \log(1/\epsilon) + \int_0^{\log(1/\epsilon)} \frac{\log(1 + \nu e^{-t})}{\log(1/\rho) - \log(1 + \nu e^{-t})} dt \right). \quad (A29)
\]

Using \(\alpha(1 - \alpha/2) = \alpha - \alpha^2/2 \leq \log(1 + \alpha) \leq \alpha\), for \(\alpha = \nu e^{-t} \geq 0\), on the numerator within the integral in (A29) and changing the integration variable \(t\) to \(z = \log(1/\rho) - \log(1 + \nu e^{-t})\), we obtain both an upper bound and a lower bound on the integral on the RHS of (A29)

\[
\frac{1}{\rho} \int_\epsilon^{\log(1/\epsilon)} \frac{e^{-z} - \frac{1}{2\rho} e^{-z} (e^{-z} - \rho)}{z} dz \leq \int_0^{\log(1/\epsilon)} \frac{\log(1 + \nu e^{-t})}{\log(1/\rho) - \log(1 + \nu e^{-t})} dt \\
\leq \frac{1}{\rho} \int_\epsilon^{\log(1/\epsilon)} \frac{e^{-z}}{z} dz, \quad (A30)
\]
where \( \bar{z} = -\log(\rho + \tau(1 - \rho)) \) and \( \bar{z} = -\log(\rho + \varepsilon R(1 - \rho)) \). Replacing the integral in (A29) by the upper bound and lower bound from (A30), using the definition of the exponential integral, and simplifying, we obtain the upper-bound on \( F(\log(1/\varepsilon)) \) given by \( \bar{T}_1(\log(1/\varepsilon)) \) in (A3) and similarly the lower bound on \( F(\log(1/\varepsilon)) \) given by \( 1/\varepsilon \bar{F}_1(\log(1/\varepsilon)) \) in (A5). Finally, we prove the second upper bound in (A4) as follows. Since \( 1/\varepsilon \bar{F}_1(\log(1/\varepsilon)) \) is monotonically decreasing and \( \frac{1}{\rho + \varepsilon R(1 - \rho)} \leq \frac{1}{\rho} \), we have \( \frac{1}{\rho + \varepsilon R(1 - \rho)} \geq \frac{1}{\rho} \), which implies \( \Delta E_1(\log \frac{1}{\rho + \varepsilon R(1 - \rho)}) \leq \Delta E_1(\log \frac{1}{\rho + \varepsilon R(1 - \rho)}), \) \( \leq \Delta E_1(\log \frac{1}{\rho}) \). Combining this with the definition of \( \bar{T}_1(\log(1/\varepsilon)) \) and \( \bar{T}_2(\log(1/\varepsilon)) \) in (A3) and (A4), respectively, we conclude that \( \bar{T}_1(\log(1/\varepsilon)) \leq \bar{T}_2(\log(1/\varepsilon)) \), thereby completes the proof of the lemma.

### Appendix B  Proof of Theorem 2

Let \( \bar{\delta}^{(k)} = Q^{-1}\delta^{(k)} \) be the transformed error vector. Substituting \( T(\delta^{(k)}) = Q\Lambda Q^{-1}(\delta^{(k)}) \) into (2) and then left-multiplying both sides by \( Q^{-1} \), we obtain

\[
\bar{\delta}^{(k+1)} = \Lambda \bar{\delta}^{(k)} + \bar{q}(\bar{\delta}^{(k)}),
\]

where \( \bar{q}(\bar{\delta}^{(k)}) = Q^{-1}q(Q\bar{\delta}^{(k)}) \) satisfies \( \|\bar{q}(\bar{\delta}^{(k)})\| \leq q\|Q^{-1}\|_2\|Q\|_2^2\|\bar{\delta}^{(k)}\|^2 \).

Taking the norm of both sides of (B31) and using the triangle inequality yield

\[
\|\bar{\delta}^{(k+1)}\| \leq \|\Lambda \bar{\delta}^{(k)}\| + \|\bar{q}(\bar{\delta}^{(k)})\|
\leq \|\Lambda\|_2\|\bar{\delta}^{(k)}\| + q\|Q^{-1}\|_2\|Q\|_2^2\|\bar{\delta}^{(k)}\|^2
\]

Since \( \|\Lambda\|_2 = \rho(T) \), the last inequality can be rewritten compactly as

\[
\|\bar{\delta}^{(k+1)}\| \leq \rho\|\bar{\delta}^{(k)}\| + \bar{q}\|\bar{\delta}^{(k)}\|^2,
\]

where \( \rho = \rho(T) \) and \( \bar{q} = q\|Q^{-1}\|_2\|Q\|_2^2 \).

To analyze the convergence of \( \{\|\bar{\delta}^{(k)}\|\}_{k=0}^\infty \), let us consider a surrogate sequence \( \{a_k\}_{k=0}^\infty \subset \mathbb{R} \) defined by \( a_{k+1} = \rho a_k + \bar{q} a_k^2 \) with \( a_0 = \|\bar{\delta}^{(0)}\| \). We show that \( \{a_k\}_{k=0}^\infty \) upper-bounds \( \{\|\bar{\delta}^{(k)}\|\}_{k=0}^\infty \), i.e.,

\[
\|\bar{\delta}^{(k)}\| \leq a_k \quad \forall k \in \mathbb{N}.
\]

The base case when \( k = 0 \) holds trivially as \( a_0 = \|\bar{\delta}^{(0)}\| \). In the induction step, given \( \|\bar{\delta}^{(k)}\| \leq a_k \) for some integer \( k \geq 0 \), we have

\[
\|\bar{\delta}^{(k+1)}\| \leq \rho\|\bar{\delta}^{(k)}\| + \bar{q}\|\bar{\delta}^{(k)}\|^2 \leq \rho a_k + \bar{q} a_k^2 = a_{k+1}.
\]

By the principle of induction, (B33) holds for all \( k \in \mathbb{N} \). Assume for now that \( a_0 = \|\bar{\delta}^{(0)}\| < (1 - \rho)/\bar{q} \), then applying Theorem 1 yields \( a_k \leq \bar{e}a_0 \) for any
\(\tilde{\epsilon} > 0\) and integer \(k \geq \log(1/\tilde{\epsilon})/\log(1/\rho) + c(\rho, \tau)\). Using (B33) and setting 
\(\tilde{\epsilon} = \epsilon/\kappa(Q)\), we further have \(\|\delta^{(k)}\| \leq a_k \leq \tilde{\epsilon}a_0 = \epsilon\|\delta^{(0)}\|/\kappa(Q)\) for all 
\[
k \geq \frac{\log(1/\epsilon) + \log(\kappa(Q))}{\log(1/\rho)} + c\left(\rho, \frac{\tilde{q}\|\delta^{(0)}\|}{1 - \rho}\right), \tag{B34}
\]
Now, it remains to prove \((i)\) the accuracy on the transformed error vector 
\(\|\tilde{\delta}^{(k)}\| \leq \tilde{\epsilon}\|\tilde{\delta}^{(0)}\|\) is sufficient for the accuracy on the original error vector 
\(\|\delta^{(k)}\| \leq \epsilon\|\delta^{(0)}\|\); and \((ii)\) the initial condition \(\|\tilde{\delta}^{(0)}\| < (1 - \rho)/\tilde{q}\) is sufficient for \(\|\delta^{(0)}\| < (1 - \rho)/\tilde{q}\). In order to prove \((i)\), using \(\|\tilde{\delta}^{(k)}\| \leq \epsilon\|\tilde{\delta}^{(0)}\|/\kappa(Q)\), we have 
\[
\|\delta^{(k)}\| = \|Q\tilde{\delta}^{(k)}\| \leq \|Q\|_2\|\tilde{\delta}^{(k)}\| \\
\leq \|Q\|_2\|\tilde{\delta}^{(0)}\|_2 \leq \frac{\epsilon}{\|Q^{-1}\|_2}\|\tilde{\delta}^{(0)}\| = \epsilon\|\tilde{\delta}^{(0)}\| \leq \epsilon\|\delta^{(0)}\|,
\]
where the last inequality stems from \(\|\tilde{\delta}^{(0)}\| = \|Q^{-1}\delta^{(0)}\| \leq \|Q^{-1}\|_2\|\delta^{(0)}\|\). To prove \((ii)\), we use similar derivation as follows 
\[
\|\tilde{\delta}^{(0)}\| \leq \|Q^{-1}\|_2\|\delta^{(0)}\| < \|Q^{-1}\|_2\frac{1 - \rho}{\tilde{q}\kappa(Q)^2} = \frac{1 - \rho}{\tilde{q}}.
\]
Finally, the case that \(T\) is symmetric can be proven by the fact that \(Q\) is orthogonal, i.e., \(Q^{-1} = Q^T\) and \(\kappa(Q) = 1\). Substituting this back into (10) and using the orthogonal invariance property of norm, we obtain the simplified version in (11). This completes our proof of Theorem 2.

References

[1] Polyak, B.T.: Some methods of speeding up the convergence of iteration methods. USSR Computational Mathematics and Mathematical Physics 4(5), 1–17 (1964)

[2] Saigal, R., Todd, M.J.: Efficient acceleration techniques for fixed point algorithms. SIAM Journal on Numerical Analysis 15(5), 997–1007 (1978)

[3] Walker, H.F., Ni, P.: Anderson acceleration for fixed-point iterations. SIAM Journal on Numerical Analysis 49(4), 1715–1735 (2011)

[4] Jung, A.: A fixed-point of view on gradient methods for big data. Frontiers in Applied Mathematics and Statistics 3, 18 (2017)

[5] Brouwer, L.E.J.: Über abbildung von mannigfaltigkeiten. Mathematische Annalen 71(1), 97–115 (1911)
[6] Banach, S.: Sur les opérations dans les ensembles abstraits et leur application aux équations intégrales. Fundamenta Mathematicae 3(1), 133–181 (1922)

[7] Lambers, J.V., Mooney, A.S., Montiforte, V.A.: Explorations in Numerical Analysis. World Scientific, Singapore (2019)

[8] Roberts, A.: The derivative as a linear transformation. The American Mathematical Monthly 76(6), 632–638 (1969)

[9] Bellman, R.: Stability Theory of Differential Equations. McGraw-Hill, New York (1953)

[10] Abramowitz, M., Stegun, I.A.: Handbook of mathematical functions with formulas, graphs, and mathematical tables. NBS Applied Mathematics Series 55 (1964)

[11] Vu, T., Raich, R.: Local convergence of the Heavy Ball method in iterative hard thresholding for low-rank matrix completion. In: Proceedings of IEEE International Conference on Acoustics, Speech, and Signal Processing, pp. 3417–3421 (2019)

[12] Vu, T., Raich, R.: Accelerating iterative hard thresholding for low-rank matrix completion via adaptive restart. In: Proceedings of IEEE International Conference on Acoustics, Speech, and Signal Processing, pp. 2917–2921 (2019)

[13] Vu, T., Raich, R., Fu, X.: On convergence of projected gradient descent for minimizing a large-scale quadratic over the unit sphere. In: IEEE International Workshop on Machine Learning for Signal Processing, pp. 1–6 (2019)

[14] Vu, T., Raich, R.: Exact linear convergence rate analysis for low-rank symmetric matrix completion via gradient descent. In: IEEE International Conference on Acoustics, Speech and Signal Processing, pp. 3240–3244 (2021)