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Abstract—Spherical signals are useful mathematical models for data arising in many 3-D applications such as LIDAR images, panorama cameras, and optical scanners. Successful processing of spherical signals entails architectures capable of exploiting their inherent data structure. In particular, spherical convolutional neural networks (Spherical CNNs) have shown promising performance in shape analysis and object recognition. In this paper, we focus on analyzing the properties that Spherical CNNs exhibit as they pertain to the rotational structure present in spherical signals. More specifically, we prove that they are equivariant to rotations and stable to rotation diffeomorphisms. These two properties illustrate how Spherical CNNs exploit the rotational structure of spherical signals, thus offering good generalization and faster learning. We corroborate these properties through controlled numerical experiments.
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I. INTRODUCTION

Modern image-acquisition technologies such as light detection and ranging (LIDAR) [1], panorama cameras [2] and optical scanners [3] obtain data that can be conveniently modeled as located on a spherical surface in a 3-D space [4]. Thus, applications like object classification in computer vision [5], panoramic video processing in self-driving cars [6] and 3-D surface reconstruction in medical imaging [7] require information processing architectures capable of handling the characteristics of 3-D data.

Spherical signals offer a mathematical description for data located on surfaces of the 3-D space [8], [9]. They essentially assign a scalar (or vector) value to each point in a spherical surface. Processing such signals in a successful manner entails exploiting the structure given by the surface. In particular, we are concerned about exploiting the rotational structure of spherical signals [10], [11].

The rotational structure can be captured by means of the rotation group. This is a mathematical group defined in the space of spherical surfaces equipped with the operation of rotation [12]. Since this is a group, it admits a definition of a convolution operation for spherical signals defined on the rotational group [13]. This gives rise to spherical convolutional filters, which are linear processing architectures that compute weighted, rotated linear combinations of the values of a spherical signal [14], [15].

Spherical convolutional filters exhibit the property of rotation equivariance, which means that they yield the same output irrespective of the rotation of the input spherical signal [16], [17]. This property is particularly useful when processing 3-D data where the information is contained in the relative location of the signal values, and not on their absolute position [18]–[20]. Thus, processing spherical signal by means of spherical convolutional filters, allows the resulting architecture to effectively exploit the data structure in extracting useful information irrespective of the specific rotation of the image.

Spherical convolutional filters are linear, and as such are restricted to capture only linear relationships between the input data and the relevant information. Spherical convolutional neural networks (Spherical CNNs) are nonlinear processing architectures that consists of a cascade of layers, each of which applies a spherical convolutional filter followed by a pointwise nonlinearity [16]. The inclusion of nonlinearities together with multiple layers dons Spherical CNNs with an enhanced representation power, capable of capturing nonlinear relationships, and exhibiting superior performance when processing spherical signals [16], [17], [21].

Considering the evident success of Spherical CNNs in processing 3-D surface data, in this paper, we focus on analyzing the properties that Spherical CNNs exhibit as they pertain to the rotational structure present in spherical signals. These properties offer an insight into the reasons behind the observed success of Spherical CNNs. We first show that they retain the rotation equivariance from spherical convolutional filters (Prop. [2]). In the context of Spherical CNNs, rotation equivariance plays a key role in improving the learning process and the generalization capability by exploiting the data structure. More precisely, Spherical CNNs can learn how to process all rotated versions of an input image by just seeing one of them in the training set.

We further consider more general changes to the input images [22]. Specifically, if two images are close to being rotations of each other, we would like the processing architectures to yield similar outputs, since they likely capture the same information in their data structure. We thus define a notion of a rotation diffeomorphism (Def. [3]), which is a local rotation of the image (i.e., a perturbation of the spherical space where each point in space may be rotated by a different angle). We prove that spherical convolutions with Lipschitz filters are stable to these perturbations (Thm. [1]), and that this property is inherited by Spherical CNNs as well (Thm. [3]). In short, we show that both spherical convolutional filters and Spherical CNNs exhibit the properties of rotation equivariance and stability to rotation diffeomorphisms, which allows them to exploit the
data structure to improve the learning process. Spherical CNNs tend to outperform spherical convolutional filters, due to their capability of representing nonlinear functions.

The value of processing architectures that are rotation equivariant and stable to rotation diffeomorphisms becomes apparent when considering a problem such as object identification [23]. For instance, a robot navigating a given space captures a LIDAR image of a chair (see Fig. 4) and wants to identify the object. Depending on how close the robot is to the chair, the resulting image may exhibit a prominent backrest (see Fig. 6b and Fig. 6c) or a larger seat (see Fig. 6d). However, these small changes in the image introduced by a different viewing angle (and modeled as a rotation diffeomorphism) should not affect the fact the observed object is still a chair. Thus, utilizing processing architectures that are stable to rotation diffeomorphisms is of paramount importance.

We begin the paper by introducing spherical convolutions built for spherical signals on the rotation group and defining spherical convolutional neural networks in Sec. II. We devote Sec. III to analyze structural properties of spherical convolutions. First, we show spherical convolutional filters are equivariant to rotations, implying that the same information can be extracted regardless of whether signals are rotated (Prop. 1). Then, we consider more general perturbations defined as rotation diffeomorphisms (Def. 3), and state that spherical convolutions with Lipschitz filters (Def. 4) are stable to such perturbations with a constant depending on the Lipschitz condition (Thm. 1). This indicates spherical convolutions with Lipschitz filters (Def. 4) are stable to such perturbations with a constant depending on the Lipschitz condition (Thm. 1). This indicates spherical convolutions yield similar outputs for signals that are perturbed by diffeomorphisms close to rotations. In Sec. IV, we carry over the rotation equivariance and diffeomorphism stability analysis from spherical convolutions to Spherical CNNs (Prop. 2 and Thm. 2). Sec. V provides numerical simulations to corroborate theoretical analysis on 3-D object classification problems and Sec. VI concludes the paper.

II. SPHERICAL CONVOLUTIONAL NEURAL NETWORKS

Signals arising from 3-D data, e.g., LIDAR images, X-ray models, surface data, etc., can be better described as inscribed in a sphere contained in 3-D space $\mathbb{R}^3$. In Sec. II-A we introduce the mathematical description of these spherical signals, in Sec. II-C we discuss the spherical convolution as the fundamental linear operation between spherical signals, and in Sec. II-D we present the spherical convolutional neural network (Spherical CNN).

A. Spherical signals

Let $S_2 \subset \mathbb{R}^3$ be the sphere space contained in $\mathbb{R}^3$. Given a coordinate system $S(x, y, z)$, a point $u = (x_u, y_u, z_u) \in S_2$ can be described by two angular variables $\theta_u$ and $\phi_u$, where $\theta_u = \arctan(\sqrt{x_u^2 + y_u^2}/z_u)$ is the polar angle from the $z$-direction and $\phi_u = \arctan(x_u/y_u)$ is the azimuth angle along the $xy$-plane. A point $u \in S_2$ is further parametrized by the distance $d = \sqrt{x_u^2 + y_u^2 + z_u^2}$ from the origin but, without loss of generality, we set $d = 1$. See Fig. 1a for details of the spherical coordinate system. In this context, a point $u \in S_2$ can be represented by the vector

$$u = (\theta_u, \phi_u) = [\sin(\theta_u)\cos(\phi_u), \sin(\theta_u)\sin(\phi_u), \cos(\theta_u)].$$

(1)

For points whose polar angle are either $\theta_u = 0$ or $\theta_u = \pi$ the azimuth angle is assumed to be zero without loss of generality. These points are known as the north and south poles and denoted by $N \in S_2$ and $S \in S_2$, respectively [cf. Fig. 1a].

A spherical signal is defined as the map $x : S_2 \to \mathbb{R}$ which assigns a scalar $x(u) \in \mathbb{R}$ to each point $u \in S_2$ on the sphere. Equivalently, these signals can be described as mappings from the angular variables $(\theta_u, \phi_u)$ to the real line $\mathbb{R}$, i.e., $x(u) = x(\theta_u, \phi_u)$. Spherical signals typically are used to describe data collected from 3-D objects. See Fig. 2 for an example on how to cast the surface of 3-D objects as spherical signals.

B. The rotation operation

Rotations are elementary operations to which a spherical signal can be subject [10, 11]. A rotation $r$ is completely characterized by the rotation point $N' \in S_2$ and the rotation angle $\beta' \in [0, 2\pi)$. In particular, it consists of displacing the points on the sphere by $\beta'$ degrees along the axis that passes through the origin and the point $N'$; thus, we refer to $N'$ as the rotation point or the rotation axis. To describe the rotation in the spherical coordinate system [cf. Fig. 1b], let $r^{\theta} : S_2 \to \mathbb{R}$ be the polar angle displacement and $r^{\phi} : S_2 \to \mathbb{R}$ be the azimuth angle displacement induced by the rotation. These two quantities parametrize the rotation operation $r : S_2 \to S_2$ defined as

$$r \circ u = r \circ (\theta_u, \phi_u) = [\sin(\theta_u + r^{\theta}(\theta_u, \phi_u))\cos(\phi_u + r^{\phi}(\theta_u, \phi_u)), $$

$$\sin(\theta_u + r^{\theta}(\theta_u, \phi_u))\sin(\phi_u + r^{\phi}(\theta_u, \phi_u)), $$

$$\cos(\theta_u + r^{\theta}(\theta_u, \phi_u))],$$

(2)

where $r^{\theta}$ and $r^{\phi}$ are given by the Rodrigues’ rotation formula [24]. The rotation operation takes a point $u$ on the sphere $S_2$ and maps it into another point $r \circ u$, also in the sphere $S_2$, Figure 1. (a) The spherical coordinate system. A point on the sphere can be completely represented by the polar angle, the azimuth angle and the distance from the origin. (b) Azimuthal rotation on the sphere. The rotation displaces points on the sphere along the rotation axis, e.g., it displaces points on the red line to corresponding points on the blue line.
This group is usually called the mathematical group under the operation of composition \[r \circ \phi \circ r^{-1} = \phi\] each of the coordinate axes, and where each rotation angle is \(d\). The object surface. Denote by \(d(\phi_u, \theta_u)\) the distance between the farthest intersection point and the center along the ray direction \((\phi_u, \theta_u)\), where \(\theta_u\) is the polar angle and \(\phi_u\) is the azimuth angle. The surface data can then be represented as a spherical signal \(x(\phi_u, \theta_u)\) with \(\phi_u \in [0, 2\pi)\) and \(\theta_u \in [0, \pi]\), which maps the ray direction to the distance.

but where the polar angle has been displaced by \(r^\phi\) and the azimuthal angle by \(r^\theta\). The rotation axis \(N^r\) intersects the spherical surface at two points, namely \(N^r \in S_2\) which is referred to as the rotation north pole, and \(S^r \in S_2\) which is referred to as the rotation south pole. These two points remain unchanged under the rotation operation. As an illustrative example, consider azimuthal rotations as shown in Fig. 1, which are those where the rotation axis coincides with the z-axis of the coordinate system \(S(x, y, z)\), i.e., \(N^r = N\) and \(S^r = S\). Then, \(r^\theta(\theta_u, \phi_u) = 0\) and \(r^\phi(\theta_u, \phi_u) = \beta^r\) are constants for all \((\theta_u, \phi_u) \in [0, \pi) \times [0, 2\pi)\).

We can alternatively describe the rotation operation \(r \in SO(3)\) in terms of the ZY\textsuperscript{3} Euler parametrization as

\[
r = r_{\phi, \theta, \rho} = r^\phi_{\phi} r^\theta_{\theta} r^\rho_{\rho},
\]

where \(r^\phi_{\phi}, r^\theta_{\theta},\) and \(r^\rho_{\rho}\) are the rotations along corresponding coordinate axes, each with an angle of \(\phi\), \(\theta\), and \(\rho\), respectively. In other words, the Euler parametrization allows us to decompose any rotation \(r\), determined by a rotation axis \(N^r\) and a rotation angle \(\beta^r\), as three consecutive rotations, with rotation axes coinciding with each of the coordinate axes, and where each rotation angle is given by \(\phi, \theta, \) and \(\rho\), respectively.

The set of rotation operations about the origin \(\mathbb{3}\) defines a mathematical group under the operation of composition \(\mathcal{G}\). This group is usually called the \(3D\) rotation group and is denoted as \(SO(3)\). This is a group in the sense that (i) composing two rotations \(r_1, r_2 \in SO(3)\) results in another rotation \(r_1 \circ r_2 \in SO(3)\), (ii) rotations are associative \((r_1 \circ r_2 = r_1 \circ (r_2 \circ r_3))\) for any \(r_1, r_2, r_3 \in SO(3)\), (iii) the rotation determined by \(r = \phi = 0\) is the identity rotation \(r_0 \in SO(3)\) such that \(r_0 \circ r = r \circ r_0\) for all \(r \in SO(3)\), and (iv) for every rotation \(r \in SO(3)\) there exists another rotation \(r^{-1} \in SO(3)\), such that \(r \circ r^{-1} = r_0\).

C. Spherical convolution

The sphere space \(S_2\) is now equipped with a rotation operation that conforms a mathematical group. This allows us to define a convolution operation for spherical signals. Given two signals \(x, h : S_2 \to \mathbb{R}\) the spherical convolution \(\ast_{SO(3)}\) between them is defined as

\[
y(u) = (h *_{SO(3)} x)(u) = \int_{SO(3)} h(r^{-1} \circ u) x(r) \, dr
\]

where \(y(u)\) is the output spherical signal, and where we have used \(x(r)\) as a shorthand notation for \(x(r \circ u_0)\) with \(u_0 = (0, 0)\) the spherical point given by \(\theta_u = \phi_u = 0\).

We can rewrite the convolution operation in terms of the Euler parametrization of a rotation [cf. (3)]. To do this, that the normalized Haar measure on the rotation group \(SO(3)\) can be written as

\[
dr = \frac{d\phi_r \sin(\theta_r) d\theta_r d\rho_r}{2\pi^2}
\]

for normalized angles. We can then rewrite \(y(u)\) as

\[
y(u) = (h *_{SO(3)} x)(u) = \frac{1}{8\pi^2} \int \left( h(r_{\phi_r, \theta_r, \rho_r}^{-1} \circ u) x(r_{\phi_u, \theta_u, \rho_u}) \right) \sin(\theta_r) \, d\phi_r d\theta_r d\rho_r
\]

where \(r_{\phi_r, \theta_r, \rho_r}^{-1}\) is the rotation parametrized by Euler angles \(\phi_r, \theta_r, \rho_r\) and \(r_{\phi_u, \theta_u, \rho_u}\) is its inverse rotation. In the spherical coordinate system, by noting that \(r_{\phi_u, \theta_u, \rho_u}^{-1} \circ u_0 = (\theta_r, \phi_r)\) and using Rodrigues’ formula \((2)\), we further get

\[
y(\theta_u, \phi_u) = (h *_{SO(3)} x)(\theta_u, \phi_u) = \frac{1}{8\pi^2} \int \left( h(\theta_u + \phi_r r_{\phi_r, \theta_r, \rho_r}^{-1}, \phi_u + \phi_u r_{\phi_u, \theta_u, \rho_u}^{-1}) \right) \sin(\theta_r) \, d\phi_r d\theta_r d\rho_r
\]

where \(r_{\phi_r, \theta_r, \rho_r}^{-1}\) and \(r_{\phi_u, \theta_u, \rho_u}^{-1}\) are angle displacements induced by \(r_{\phi_r, \theta_r, \rho_r}^{-1}\). We see that \(7)\) is equivalent to \(4)\) and \(6)\), but described in terms of the polar angle \(\theta_u\) and azimuthal angle \(\phi_u\) on which we want to evaluate the output of the convolution. Thus, we moved from a description given entirely in the realm of the rotation group \(SO(3)\), to a description given in terms of the specific coordinates that describe a point in the spherical coordinate system \(1)\). It is important to note that we have parametrized the rotation operations on polar and azimuth angles, namely \(r_{\phi_r, \theta_r, \rho_r}^{-1}\) and \(r_{\phi_u, \theta_u, \rho_u}^{-1}\) in terms of the Euler angles. This allows us to carry out the integral in \(7)\). Note that, since the integration is with respect to the element of the specific coordinates that describe a point in the rotation group \(SO(3)\), it becomes an integral with respect to the parameters \(\theta_r, \phi_r, \rho_r\) that characterize this rotation element.

Remark 1 (Group convolution). Convolution operations can be formally defined with respect to any group that is applicable to the space on which the convolving signals are defined. That is, let \(x, h : \mathbb{X} \to \mathbb{R}\) be two signals mapping some space \(\mathbb{X}\) into the real line, and let \(G = G(\mathbb{X}, \circ)\) be a group whose elements \(g \in G\) are defined over \(\mathbb{X}\), whose binary operation we denote by \(\circ\) and where \(g^{-1} \in G\) is the inverse element. Then, the convolution operation \(\ast_g\) is generically defined as

\[
(h \ast_g g)(u) = \int_{g \in G} h(g^{-1} \circ u) x(g \circ u_0) \, dg
\]
for $u, u_0 \in \mathbb{X}$. The spherical convolution (4) is one instance of a group convolution, for $G = \text{SO}(3)$. Another example is the regular convolution, which is defined over the group of translations. We note that many of the results derived in this work are applicable to generic group convolutions as well, see [28] for details.

### D. Spherical convolutional neural networks

Spherical convolutions are linear operations that exploit the rotational structure present in spherical signals. Thus, they can be used to regularize the linear transform in neural networks so that the resulting architecture leverages this structure when processing spherical signals from 3-D data.

A neural network is a nonlinear map that consists of a cascade of $L$ layers, each of which applies a linear transform $A_{\ell}$ followed by a pointwise nonlinearity $\sigma_\ell$ as follows [29] Ch. 6

$$x_{\ell} = \sigma_\ell \left[ A_{\ell} x_{\ell-1} \right], \quad \ell = 1, \ldots, L$$

with $x_0 = x$ being the input signal. The number of layers $L$ as well as the specific form of the nonlinearity $\sigma_\ell$ are typically a design choice, while the linear transforms $\{A_\ell\}$ are learned by minimizing some objective function over a training set.

Neural networks in such a general form work well only for small input data size, otherwise the space of learnable linear transforms $A_\ell$ becomes too large to be efficiently explored, and the resulting mapping rarely generalizes well [29] Ch. 9. Successful neural network architectures like convolutional neural networks (CNNs) [30–32] or graph neural networks (GNNs) [33–35] regularize the space of linear transforms by imposing a structure on the operation $A_\ell$, typically exploiting what is known a priori about the input data (i.e., that CNNs take as input regular Euclidean data, or that GNNs take as input graph signals).

Working with spherical signals demands neural network architectures that are able to exploit the rotational structure. For this, we define the spherical convolutional neural network (Spherical CNN) where we regularize the linear transform $A_\ell$ to be a spherical convolution (4), namely (16)

$$x_{\ell} = \sigma_\ell \left[ h_\ell *_{\text{SO}(3)} x_{\ell-1} \right], \quad \ell = 1, \ldots, L$$

with $x_0 = x$ the input signal. We see in (10) that the linear transform is now forced to be a spherical convolution. The learnable linear transforms are now the collection of filters $H = \{h_\ell\}_{\ell=1}^L$, one per layer. We note that determining the description of these filters is also a design choice (for example, choosing a certain parametric family of filters and then learning the specific parameters from the training data).

The descriptive power of spherical signals can be increased by considering a multiple feature (multi-feature) signal mapping $x : S_2 \rightarrow \mathbb{R}^F$, where we map each point in the sphere to a $F$-dimensional vector instead of a scalar. Each entry of the vector is termed a feature and the multi-feature spherical signal can be thought of as a collection of $F$ single-feature spherical signals $x^f : S_2 \rightarrow \mathbb{R}$, i.e. $x = \{x^f\}_{f=1}^F$. In this context, the convolution operation becomes a series of spherical convolutions where the input signal is processed through a filter bank. More specifically, an output signal with $G$ features $y : S^2 \rightarrow \mathbb{R}^G$ can be obtained by, first, filtering the input $x$ through a bank of $FG$ filters

$$y_{f,g}^\ell = h_{f,g} *_{\text{SO}(3)} x_{f,g}$$

for $f = 1, \ldots, F$, $g = 1, \ldots, G$, and where each feature $x_{f,g}$ is convolved with the filter $h_{f,g}$ to output the feature $y_{f,g}^\ell$. Then, the output of each $g$th filter is aggregated for all input features

$$y_g^\ell = \sum_{f=1}^F y_{f,g}^\ell$$

for each $g = 1, \ldots, G$. Operations (11)-(12) together define the spherical convolution acting on multi-feature spherical signals, which is equivalent to filtering the $F$ features of the input signal through a bank of $FG$ filters and then aggregating the output of each $g$th filter across all $F$ input features.

In what follows, to simplify notation, we will denote the spherical convolution as a filtering operation, i.e. $y = H(x)$ where $H$ can denote either a single spherical convolution with a single filter (4) or a multi-feature one with an appropriately-sized bank of filters, followed by aggregation (11)-(12). In any case, we also overload the symbol $H$ to denote both the operation as well as the filter taps involved. With this notation in place, the Spherical CNN can be written as

$$x_{\ell} = \sigma_\ell \left[ h_\ell \right]_{\ell=1}^L (x_{\ell-1}) \right), \quad \ell = 1, \ldots, L$$

with $x_0 = x$. The output of the last layer is denoted as $\Phi(x; H) = x_L$ where $\Phi : S_2 \rightarrow S_2$ represents the nonlinear mapping given by the Spherical CNN (13). The learnable parameters in the Spherical CNN consist of the filters $H = \{h_\ell\}_{\ell=1}^L$. The design hyperparameters are the number of layers $L$, the specific nonlinearity $\sigma_\ell$, and, if pertinent, the number of features $F_\ell$ to output in each layer.

By making use of spherical convolutions to regularize a neural network [cf. (9)], the resulting Spherical CNN (13) is designed to leverage the structure of 3-D data. Thus, we expect it to exhibit strong performance on tasks involving this kind of data (and, as a matter of fact, this is actually observed in practice (16)). In what follows, we demonstrate the properties of rotation equivariance and perturbation stability of Spherical CNNs. These two properties illustrate exactly how Spherical CNNs leverage the data structure, and help us understand the observed superior performance when processing 3-D data.

**Remark 2.** Oftentimes, convolutional neural networks include a multi-layer perceptron (concatenation of fully connected layers) after the last convolutional layer $x_L$, typically to adapt the dimension difference between the given data and the target representation. This last layer does not exploit the data structure. Also, to keep the dimensionality of $x_L = \{x_\ell\}_{\ell=1}^L$ small, a pooling operation is included, by which each $x_\ell$ is downsampled, while the number of features grows (i.e. the spatial dimension is traded for the feature dimension). In what follows, however, we focus only on the spherical convolutional layers and their interaction with the pointwise nonlinearities, and thus we consider the Spherical CNNs to be nonlinear maps between spherical signals.
III. STRUCTURAL PROPERTIES OF SPHERICAL CONVOLUTIONS

A. Rotation equivariance

In most practical settings, the information contained in a spherical signal does not change under rotations. That is, the information that is relevant for the given application is present irrespective of the specific angle at which we are looking at the signal. For example, the surface and the shape of a 3-D object remains unchanged under rotation, and thus any shape analysis method should be equivariant to rotations [36], [37]. Therefore, it is of paramount importance that the processing tools that we choose are not affected by rotations as well.

Let \( r \in \text{SO}(3) \) be a rotation and \( x \) be a spherical signal. Define the rotated signal \( x_r \) as

\[
x_r(u) = x(r \circ u) = x(\theta_u + r^\phi(\theta_u, \phi_u), \phi_u + r^\phi(\theta_u, \phi_u))
\]

for all \( u \in \mathbb{S}_2 \), and where the last equality responds to the rotation displacements following Rodrigues’ formula [cf. (2)]. The rotation equivariance of spherical convolutions is formally stated next.

**Proposition 1.** Let \( x \) be a spherical signal, \( H \) be a filter, and \( r \in \text{SO}(3) \) be a rotation. Denote by \( y = H(x) \) the output of the spherical convolution and \( y_r \) the rotated signal of \( y \) [cf. (14)]. Then, it holds that

\[
y_r = H(x_r).
\]

**Proof.** See Appendix A. \( \square \)

**Proposition 1** states that applying a spherical convolutional filter \( H \) to a rotated version of the signal \( H(x_r) \) yields a rotated version of the output \( y_r \), where \( y = H(x) \) is the output of filtering the original signal. This indicates that the spherical convolution is capable of harnessing the same information irrespective of what rotated version of the signal is processed. Likewise, rotation equivariance serves to improve generalization and speed up training, since learning how to process one instance of the signal is equivalent to learning how to process all rotated versions of the same signal. This is analogous to the effect that translation equivariance has on CNNs [28] or permutation equivariance has on GNNs [38].

B. Signal dissimilarity modulo rotations

In general, we are more interested in how the processing architecture based on spherical convolutions fares when acting on two signals that are similar, but not quite the same. In a sense, we want the architecture to be able to tell apart signals when they are sufficiently different, and to give a similar output if the changes are due to noise or other unimportant causes [39]–[41]. The rotation equivariance property (Prop. 1) states that the same information is obtained when processing all rotated versions of a same signal. This suggests that to measure how (dis)similar two signals are, we need to abstract from the rotation or, in other words, we need to do it modulo rotations. Motivated by this consideration, we define the rotation distance as follows.

**Definition 1 (Rotation distance).** For two spherical signals \( x, \hat{x} \), the rotation distance is defined as

\[
\|x - \hat{x}\|_{\text{SO}(3)} = \inf_{r \in \text{SO}(3)} \|x - \hat{x}_r\| \tag{16}
\]

where \( \hat{x}_r(u) = \hat{x}(r \circ u) \) is the rotated spherical signal of \( \hat{x} \) and \( \| \cdot \| \) is the norm representation.

Any valid norm can be applied in the rotation distance (Def. 1).

**Definition 2 (Normalized spherical norm).** For a spherical signal \( x : \mathbb{S}_2 \rightarrow \mathbb{R} \), the normalized spherical norm is defined as

\[
\|x\|^2 = \frac{1}{2\pi} \int x(\theta_u, \phi_u)^2 d\theta_u d\phi_u. \tag{17}
\]

where \( \theta_u \in [0, \pi] \) and \( \phi_u \in [0, 2\pi) \) describing the support \( u \in \mathbb{S}_2 \) of the spherical signal \( x \) in the spherical coordinate system [cf. (1)]. For multi-feature spherical signals \( x = \{x^f\}_{f=1}^F \), we define \( \|x\| = \sum_{f=1}^F \|x^f\| \).

This is a proper norm in the sense that it is (i) absolutely scalable, (ii) positive definite, and (iii) satisfies the triangular inequality. Equipping the space of spherical signals with a norm allows us to define the following normed space

\[
L^2(\mathbb{S}_2) = \{ x : \mathbb{S}_2 \rightarrow \mathbb{R}^F : \|x\| < \infty \}. \tag{18}
\]

Certainly, the \( L^2(\mathbb{S}_2) \) space holds for single feature signals by setting \( F = 1 \) in (18) and using the corresponding definition of spherical norm [cf. Def. 1]. In essence, \( L^2(\mathbb{S}_2) \) is the space of finite-energy (single- or multi-feature) spherical signals.

Note that, if \( \hat{x}(u) = x(r \circ u) = x_r(u) \) is a rotated version of signal \( x \), then \( \|x - \hat{x}\|_{\text{SO}(3)} = \|x - x_r\|_{\text{SO}(3)} = 0 \). Under the
dissimilarity measure given by the rotation distance (Def. 1). Prop. 1 can be reframed in terms of the following corollary.

**Corollary 1.** Let \( x, \hat{x} \) be two spherical signals, and \( H \) be a filter. Then, it holds that
\[
\|x - \hat{x}\|_{\text{SO}(3)} = 0 \Rightarrow \|H(x) - H(\hat{x})\|_{\text{SO}(3)} = 0. \tag{19}
\]

**Proof.** See Appendix B.

Note that the rotation distance (16) is applied to spherical signals, but since the output of a filter is also a spherical signal, this same distance definition applies as well.

**Remark 3** (Group distance). Definition 1 can be extended to any group. In particular, let \( G = G(X, o) \) be a group with elements \( g \in G \) defined over space \( X \), and \( x, \hat{x} : X \rightarrow \mathbb{R} \) two group signals mapping \( X \) to the real line \( \mathbb{R} \). The group distance with respect to \( G \) is defined as
\[
\|x - \hat{x}\|_G = \inf_{g \in G} \|x - \hat{x} \circ g\| \tag{20}
\]

where \( \hat{x} \circ u = \hat{x} \circ u \) is the signal operated by \( g \) and any valid norm \( \| \cdot \| \) can be applied here. Certainly, the rotation group \( G = \text{SO}(3) \) is a particular case of this definition.

### C. Stability to Diffeomorphism Perturbations

In a general case, we are interested in perturbations of the signal that are small when measured with the rotation distance (Def. 1). In other words, we want the processing architecture to yield similar results when the signals are close to being rotated versions of each other.

Denote by \( r_u \in \text{SO}(3) \) the rotation operation that maps the origin point \( u_0 \in \mathbb{S}_2 \) to the point \( u \in \mathbb{S}_2 \) along the shortest arc, i.e. \( u = r_u \circ u_0 \). We are interested in perturbations \( \tau : \mathbb{S}_2 \rightarrow \mathbb{S}_2 \) that can be described as local rotations, i.e. rotations whose characterization changes depending on the specific point \( u \) on which it is applied to. Let \( \tau \circ u \) be the resulting point after the perturbation \( \tau \) is applied. We can similarly obtain the point \( \tau \circ u = r_{\tau_0} \circ u_0 \) by applying the rotation \( r_{\tau_0} \) to \( u_0 \). Combining the notions of \( r_u \) and \( r_{\tau_0} \) we can formally define an admissible perturbation as follows.

**Definition 3** (Admissible perturbations). Let \( \tau : \mathbb{S}_2 \rightarrow \mathbb{S}_2 \) be a diffeomorphism, i.e. a bijective differentiable function whose inverse \( \tau^{-1} : \mathbb{S}_2 \rightarrow \mathbb{S}_2 \) is differentiable as well. This diffeomorphism can be used to define a local rotation \( \tau_u \in \text{SO}(3) \) as
\[
\tau_u = r_{\tau_0} \circ \tau^{-1}, \quad \forall \ u \in \mathbb{S}_2. \tag{21}
\]

The set of admissible perturbations are all the local rotations (21) that satisfy \( \|\tau\| < \infty \) and \( \|\nabla \tau\| < \infty \) for
\[
\|\tau\| := \max_{u \in \mathbb{S}_2} \{ \beta_{\tau_u} \}, \tag{22}
\]

where \( \beta_{\tau_u} \) is the rotation angle of the local rotation \( \tau_u \) [cf. (21)]; and for
\[
\|\nabla \tau\| = \max_{(\theta, \phi) \in [0, \pi] \times [0, 2\pi]} \left\{ \left| \frac{\partial \tau^\theta}{\partial \theta} \right|, \left| \frac{\partial \tau^\phi}{\partial \phi} \right| \right\}. \tag{23}
\]

where \( \tau^\theta \) and \( \tau^\phi \) are polar and azimuthal angle displacements induced by \( \tau \) such that \( \tau^\theta(\theta_u, \phi_u) = \tau^\theta(\theta_u, \phi_u) \) and \( \tau^\phi(\theta_u, \phi_u) = \tau^\phi(\theta_u, \phi_u) \) at each point \( u \in \mathbb{S}_2 \). The signal resulting from an admissible perturbation to the spherical structure of a given signal \( x \) is denoted as \( x_{\tau} \) such that
\[
x_{\tau}(u) = x(\tau \circ u), \quad \forall \ u \in \mathbb{S}_2. \tag{24}
\]

The diffeomorphism applied to the spherical signal is called a rotation diffeomorphism.

The admissible perturbations (Def. 3) are, essentially, local rotations where rotation axes and rotation angles depend on specific points on the sphere. Under the rotation distance [cf. (16)], we have
\[
\|x - x_{\tau}\|_{\text{SO}(3)} = \inf_{r \in \text{SO}(3)} \|x - x_{\tau r}\| \tag{25}
\]

Thus, if we want to measure the size of the perturbation, we need to do modulo rotations. Define the closest rotation \( r^* \) to the diffeomorphism \( \tau \) as
\[
r^* = \arg\min_{r \in \text{SO}(3)} \{ ||r^{-1} \circ \tau||, ||\nabla (r^{-1} \circ \tau)|| \} \tag{26}
\]

where \( r^{-1} \circ \tau \) is also a diffeomorphism but modulo rotation. The perturbation size modulo rotations is then measured by [cf. (22), (23)]
\[
\|\tau\|_{\text{SO}(3)} = \||r^* - 1\circ \tau||, \|\nabla (r^* - 1 \circ \tau)|| \tag{27}
\]

In this way, (27) links the perturbation size to the rotation distance (16), and determines how far from a rotation of \( x \) the actual perturbation \( x_{\tau} \) is [cf. (24)]. Note that if the admissible perturbation is a rotation, then \( \|\tau\|_{\text{SO}(3)} = \|\nabla \tau\|_{\text{SO}(3)} = 0 \). Likewise, \( \|\tau\|_{\text{SO}(3)} = \|\nabla \tau\|_{\text{SO}(3)} = 0 \) implies that \( \tau \) is actually a rotation, \( \tau \in \text{SO}(3) \). An example of a perturbation stemming from a rotation diffeomorphism is illustrated in Fig. 3.

We have now defined the admissible perturbations of the signal, as those that modify the underlying space \( \mathbb{S}_2 \) by using local rotations, i.e. rotations whose size depends on the specific point in space [cf. Def. 3]. Next, we restrict our attention to the family of Lipschitz filters.

**Definition 4** (Lipschitz filters). A filter \( h : \mathbb{S}_2 \rightarrow \mathbb{R} \) is a Lipschitz filter, if there exists a constant \( C_h \) such that
\[
|h(u)| \leq C_h, \quad \frac{|h(u_1) - h(u_2)|}{||u_1 - u_2||} \leq C_h \tag{28}
\]

for all \( u, u_1, u_2 \in \mathbb{S}_2 \), where \( \| \cdot \|_2 \) is the Euclidean norm in \( \mathbb{R}^3 \). When we consider multi-feature signals, we say a filter \( H \) [cf. (11)-(12)] is Lipschitz if each of the FG single-feature filters \( h_i \) satisfy (28).

Now we can proceed to characterize the stability of the spherical convolution to admissible perturbations [cf. Def. 3] of the input.

**Theorem 1** (Stability of spherical filters). Let \( x \in L^2(\mathbb{S}_2) \) be a spherical signal, and \( H \) be a Lipschitz filter with constant
Consider an admissible perturbation \( \tau \) that satisfies
\[
\| \tau \|_{SO(3)} \leq \epsilon , \quad \| \nabla \tau \|_{SO(3)} \leq \epsilon \leq \frac{1}{2}.
\] (29)
Then, for the rotation diffeomorphism \( x_r \) [cf. (24)] it holds that
\[
\| H(x) - H(x_r) \|_{SO(3)} \leq 8C_h \epsilon \| x \| + O(\epsilon^2)
\] (30)

**Proof.** See Appendix C.

Theorem 1 establishes that spherical convolutions are stable to small perturbations in the domain (modulo rotations). More specifically, the difference in the output between filtering \( x \) or a perturbed version \( x_r \) of it, is bounded. In fact, it is bounded linearly by the size of the perturbation \( \epsilon \), and the proportionality constant is given by \( 8C_h \). A careful design of the filter can reduce the constant \( C_h \) and thus lead to more stable filters. The constant term \( \delta \) depends on the domain, and can be improved by further restricting the class of filters. Theorem 1 reduces to Corollary 1 if the rotation diffeomorphism \( \tau \) reduces to a rotation \( r \), i.e. \( \| \tau \|_{SO(3)} = \| \nabla \tau \|_{SO(3)} = 0 \).

In summary, Theorem 1 establishes that spherical convolutional filters are stable to small perturbations of the input (modulo rotations). More concretely, if we apply the filter to a perturbation of the signal (given by a rotation diffeomorphism), instead of applying it to the original signal, then the output changes proportionally to the size of the perturbation, with a proportionality constant given by the characteristics of the filter.

IV. Stability of Spherical Convolutional Neural Networks

Spherical CNNs \( \Phi(x; \mathcal{H}) \) [cf. (13)] are nonlinear processing architectures suited for processing 3-D data, and have the potential to learn nonlinear representations of the input. Spherical CNNs are capable of exploiting the data structure because they have the properties of rotation equivariance (Sec. IV-A) and stability to rotation diffeomorphisms (Sec. IV-B) which they inherit from the constitutive spherical convolutional filters.

A. Rotation equivariance of Spherical CNNs

The fact that the spherical convolution is rotation equivariant (Prop. 1) extends immediately to the Spherical CNN. This is because of the pointwise nature of the nonlinearities that do not affect the structure of the data.

**Proposition 2.** Let \( x \) be a spherical signal, \( \Phi(\cdot; \mathcal{H}) \) be a Spherical CNN [cf. (13)], and \( r \in SO(3) \) be a rotation. Denote by \( x_r = x(r \circ u) \) the rotated signal of the input \( x \). Then, it holds that
\[
\| \Phi(x; \mathcal{H}) - \Phi(x_r; \mathcal{H}) \|_{SO(3)} = 0.
\] (31)

**Proof.** See Appendix D.

Proposition 2 demonstrates that the output of the Spherical CNN on the rotated spherical signal \( y = \Phi(x_r; \mathcal{H}) \) is the corresponding rotated version of the original Spherical CNN output \( y_r = y(r \circ u) \). This implies that Spherical CNNs are able to capture the same information, irrespective of the specific rotation of the signal. Therefore, Prop. 2 suggests that the Spherical CNNs generalize well since they can learn how to process all rotated versions of a given image, by learning how to process one of them.

B. Stability to rotation diffeomorphisms of Spherical CNNs

The stability of the Spherical CNN to rotation diffeomorphisms (Def. 3) is inherited from the stability of spherical convolutions. The inclusion of nonlinearities in the processing pipeline affects the stability constant. In particular, we consider nonlinearities that are Lipschitz, as defined next.

**Definition 5** (Lipschitz nonlinearity). A nonlinearity \( \sigma : \mathbb{R} \to \mathbb{R} \) satisfying \( \sigma(0) = 0 \) is Lipschitz if there exists a constant \( C_\sigma > 0 \) such that
\[
|\sigma(a) - \sigma(b)| \leq C_\sigma |a - b|, \quad \forall a, b \in \mathbb{R}.
\] (32)

When Spherical CNNs are built from Lipschitz filters (Def. 4) and use Lipschitz nonlinearities (Def. 5), then they inherit the stability to rotation diffeomorphisms (Def. 3) from spherical convolutions [cf. Theorem 1].

**Theorem 2.** Let \( x \in L^2(\mathbb{S}_2) \) be a spherical signal, and \( \Phi(\cdot; \mathcal{H}) \) be a Spherical CNN [cf. (13)] consisting of \( L \) layers, with \( F_\ell = F \) features per layer, built with Lipschitz filters with constant \( C_h \) [cf. Def. 4] and Lipschitz nonlinearities with constant \( C_\sigma \) [cf. Def. 5]. Consider an admissible perturbation \( \tau \) [cf. Def. 5] that satisfies
\[
\| \tau \|_{SO(3)} \leq \epsilon , \quad \| \nabla \tau \|_{SO(3)} \leq \epsilon \leq \frac{1}{2}.
\] (33)
Then, for the rotation diffeomorphism \( x_r \) [cf. (24)] it holds that
\[
\| \Phi(x; \mathcal{H}) - \Phi(x_r; \mathcal{H}) \|_{SO(3)} \leq 8(C_\sigma C_h)^L F^{L-1} \epsilon \| x \| + O(\epsilon^2)
\] (34)

**Proof.** See Appendix E.

Theorem 2 determines that Spherical CNNs are stable to perturbations. More concretely, the difference between the output of a Spherical CNN applied to an input signal and to its perturbed version is bounded above proportionally to the size of the perturbation \( \epsilon \). This means that if the signals are close to being rotations of each other, the output of the Spherical CNN will be close as well. The proportionality constant depends on the learned filters through the constant \( C_h \) and depends on the design choices through \( F, L \) and \( C_\sigma \). We see that the deeper the Spherical CNN is, the looser the bound is, mainly due to the propagation of the differences through the architecture. In any case, the difference in the output of the Spherical CNN is linear in the size of the perturbation, guaranteeing stability of the architecture.

In summary, Spherical CNNs inherit the rotation equivariance and stability to diffeomorphism property from spherical convolutional filters. These two properties explain how Spherical CNNs exploit the underlying spherical structure present in 3-D data.
V. NUMERICAL EXPERIMENTS

We have proved that Spherical CNNs are rotation equivariant (Prop. 2) and that they are stable under rotation diffeomorphism (Thm. 2). These properties illustrate how Spherical CNNs adequately exploit the data structure to improve their representation power and learning performance. As a matter of fact, they have already been shown successful in classification tasks [16]. Thus, in what follows, we focus solely on corroborating the theoretical properties by numerical simulations with controlled perturbations; for comparative performance with other methods, please refer to [16].

Dataset and problem setting. The shape classification problem of 3-D object is considered on the ModelNet40 dataset [23], i.e., given a spherical signal, the goal is to find out which class its represented object belongs to. There are 40 classes in the dataset, where we use 9683 samples for training and 29595 samples for testing. We parametrize the spherical signal in a 64 × 64 resolution, see Fig. 4 for the 3-D model of a chair and its associated spherical signal as an example.

Architectures and training. We consider the Spherical CNN with 8 spherical convolutional layers, each of which contains 16, 16, 32, 32, 64, 64, 128 and 128 features respectively. The ReLU σ(·) = max{·, 0} is used as the nonlinearity. For a readout layer, we apply a global weighted average pooling, obtaining a descriptor vector and the latter is projected into the number of object classes. We train the architecture for 50 epochs with the ADAM optimizer and a batch size of 16 samples. The learning rate is 1 · 10⁻³ and is divided by 5 on epochs 30 and 40, respectively. We start by evaluating the rotation equivariance, and then proceed to the diffeomorphism stability in the following.

| Rotation angle | Classification accuracy | Relative RMSE |
|---------------|-------------------------|---------------|
| 0 degree      | 0.864                   | 0             |
| 45 degree     | 0.864                   | 1.53 · 10⁻³   |
| 90 degree     | 0.864                   | 1.45 · 10⁻³   |
| 135 degree    | 0.864                   | 2.45 · 10⁻³   |

Table II: Test classification accuracy of the Spherical CNN for Diffeomorphism 1-4. Relative root mean square error (RMSE) of the Spherical CNN output features for Diffeomorphism 1-4.

Rotation equivariance. Given a trained Spherical CNN, we consider the test data rotated by 45 degree, 90 degree and 135 degree, respectively. Fig. 5 displays the resulting spherical signals under three rotations. We compute the output of the Spherical CNN on the original and rotated test sets. We show in Table I the resulting classification accuracy, and note that it remains the same, evidence that the Spherical CNN is rotation equivariant. We also show the relative root mean squared error (RMSE) between the features at the output of the Spherical CNN when applied to the original signal and the rotated signal. We see that it is virtually the same output, as expected.

Diffeomorphism types. We now test the change in the output of a Spherical CNN when the input signals are subject to four different types of diffeomorphisms. Namely, we carry out local rotations along the latitude, indicating different orders of perturbation severity. For type 1, we rotate every other sampled point at each latitude with a random degree drawn from the interval [−3, 3], where we assume the clockwise direction as the positive direction. Type 2 rotates every other sampled point with a random degree drawn from the interval [−6, 6]. Type 3 considers rotations of each sampled point with a random degree drawn from the interval [−3, 3]. Finally, type 4 perturbs blocks of 3 samples at each latitude separately, rotating the second point to the third point and interpolating the values of the remaining sampled points, where the maximal degree change is then approximately 6 degrees. Fig. 6 shows examples of perturbed spherical signals that are associated to the aforementioned four types of rotation diffeomorphisms.

Stability to perturbations. Table I shows the classification accuracy of the trained Spherical CNN when assuming that all signals in the test set have been perturbed following each of the aforementioned diffeomorphism types. In general, the Spherical CNN exhibits strong robustness to the rotation diffeomorphism in all four cases, as was expected from Theorem 2. We observe that type 1 has little effect on the classification accuracy, while types 2 and 3 slightly decrease the accuracy, likely due to the increase of the maximal degree
change and the number of perturbed sampled points. Finally, we note that type 4 is most severe as observed from Fig. 6d. However, the Spherical CNN only suffers from 0.036 accuracy loss, indicating the stability of the Spherical CNN to the rotation diffeomorphism. Similarly, Table III shows the relative root mean square error of the output features of the final spherical convolution layer under above rotation diffeomorphisms. The relative RMSE maintain low values in all cases, which indicates the Spherical CNN diffeomorphism stability. A higher classification accuracy typically corresponds to a lower relative RMSE.

VI. CONCLUSIONS

Spherical convolutional neural networks comprises a cascade of layers, each of which applies a bank of spherical convolutions followed by a pointwise nonlinearity. As such, they inherit from spherical convolutions, the properties of rotation equivariance and stability to rotation diffeomorphisms (provided that the filters involved are Lipschitz). The former states that Spherical CNNs are capable of learning the output of all rotated versions of a signal by learning from one such instance, while the latter establishes that as long as two signals are similar, the output will be similar. These two properties illustrate the ways in which Spherical CNNs are capable of exploiting the rotational structure in 3-D data, and thus generalize well to unseen test samples. These theoretical results were corroborated though a controller numerical experiment.

APPENDIX A

ROTATION EQUIVALENCE OF SPHERICAL CONVOLUTIONS

Proof of Proposition 7. The spherical convolution between the rotated input \( x_r \) and the filter \( H \) is

\[
H(x_r)(u) = \int_{SO(3)} h(\tilde{r}^{-1} \circ u) x(r \circ \tilde{r}) d\tilde{r}
\]

where the associativity of rotation operations is used. By defining \( r' = r \circ \tilde{r} \), we get

\[
H(x_r)(u) = \int_{SO(3)} h(r'^{-1} \circ (r \circ u)) x(r') dr' = h \ast_{SO(3)} x (r \circ u) = H(x)(r \circ u).
\]

Note that (35) holds for any point \( u \in SO(3) \), and thus it holds for the spherical signal \( x \). By letting \( y = H(x) \), we complete the proof

\[
H(x_r) = y_r.
\]

APPENDIX B

ROTATION EQUIVALENCE UNDER ROTATION DISTANCE

Proof of Corollary 7. From \( \| x - \hat{x} \|_{SO(3)} = 0 \), we know that there exists a rotation \( r \) such that \( \hat{x} = x_r \) is a rotated signal of \( x \). Denote by \( y = H(x) \) the spherical convolutional output and we have \( H(x_r) = y_r \) from Proposition 1. Under the rotation distance, we get

\[
\| H(x) - H(\hat{x}) \|_{SO(3)} = \inf_{\tilde{r} \in SO(3)} \| y - y_{\tilde{r} \circ r} \| \leq \| y - y_{r^{-1} \circ r} \| = 0.
\]

Since \( \| H(x) - H(\hat{x}) \|_{SO(3)} \geq 0 \) by default, we have \( \| H(x) - H(\hat{x}) \|_{SO(3)} = 0 \) completing the proof.

APPENDIX C

STABILITY OF SPHERICAL CONVOLUTIONS

Proof of Theorem 1. Under the rotation distance, the output difference of the spherical convolution induced by the rotation diffeomorphism \( \tau \) is

\[
\| H(x_r) - H(x) \|_{SO(3)} = \inf_{r \in SO(3)} \| H(x_r) - r \circ H(x) \| = \inf_{r \in SO(3)} \| H(x_r) - H(x_r) \| \leq \| H(x_r) - H(x_r) \|.
\]
where the rotation equivariance of the spherical convolution is used and $r^* \in SO(3)$ is the closest rotation to $\tau$ defined as $r^* = \arg\min_{r \in SO(3)} \max\{\|r^{-1} \circ \tau\|, \|\nabla (r^{-1} \circ \tau)\|\}$ [cf. (26)]. Since the normalized spherical norm is rotation invariant, i.e., $\|x\|_s = \|x\|$ for all $r \in SO(3)$, we have

$$\|H(x_r) - H(x_{r^*})\| = \|H(x_r)\|_{s, r^*} - \|H(x_{r^*})\|_{s, r^*} = 0$$

(40)

where $(H(x))_{s, r^*}$ is the rotated signal of $H(x)$ by the rotation $r^*$. Let $\tau^* = r^* \circ \tau$ be the diffeomorphism module rotations. Let also $Hx = H(x)$ and $P^*_r x = x_{r^*}$ in operator notation. By substituting (40) into (39), we get

$$\|H(x_r) - H(x)\|_{s, r^*} \leq \|H P^*_r x - H x\| = \|H P^*_r - H\|_{s, r^*}$$

We consider the operator $H P^*_r - H$ and factorize it as

$$H P^*_r - H = (H - H P^*_r)^{-1} P^*_r$$

(41)

where $P^*_r$ is the inverse operator of $P^*_r$, which exists since $r^*$ is a diffeomorphism. The triangle inequality allows yields

$$\|H P^*_r - H\| = \|(H - H P^*_r)^{-1} P^*_r\| \leq \|P^*_r\| \|H - H P^*_r\|$$

(42)

Let us analyze two terms in the bound of (42) separately.

For the first term $\|P^*_r\|$, a known procedure to bound the norm of an operator $P^*_r$ is to find an upper bound for the norm of $P^*_r x$ as $\|P^*_r x\| \leq A \|x\|$ for any spherical signal $x$. In this instance, $A$ is the upper bound for the norm of $\|P^*_r\|$. Following this intuition, we have

$$\|P^*_r x\|^2 = \frac{1}{2\pi^2} \int P^*_r x(\theta_u, \phi_u)^2 d\theta_u d\phi_u$$

(43)

$$= \frac{1}{2\pi^2} \int \int x(\theta_u, \phi_u) \tau^{\rho^*}(\theta_u, \phi_u) \tau^{\phi^*}(\theta_u, \phi_u) d\theta_u d\phi_u$$

where $\tau^{\rho^*}$ and $\tau^{\phi^*}$ are polar and azimuth angle displacements induced by $\tau^*$. Denote by $\hat{\theta}_u = \theta_u + \tau^{\rho^*}(\theta_u, \phi_u)$ and $\hat{\phi}_u = \phi_u + \tau^{\phi^*}(\theta_u, \phi_u)$ the variable substitution. Then, we have to write (43) as an integration with respect to $d\hat{\theta}_u d\hat{\phi}_u$, instead of $d\theta_u d\phi_u$. To this end, see that

$$d\hat{\theta}_u d\hat{\phi}_u = \left(1 + \frac{\partial \tau^{\rho^*}}{\partial \hat{\theta}_u}(\theta_u, \phi_u) + \frac{\partial \tau^{\phi^*}}{\partial \hat{\phi}_u}(\theta_u, \phi_u)\right) d\theta_u d\phi_u$$

$$\geq \left(1 - \|\nabla \tau\|_{SO(3)}\right)^2 d\theta_u d\phi_u$$

(44)

where the last inequality is due to the definition of $\|\nabla \tau\|_{SO(3)}$ [cf. (27)]. From (44) we get $d\theta_u d\phi_u \leq (1 - \|\nabla \tau\|_{SO(3)}^2)^2 d\hat{\theta}_u d\hat{\phi}_u$, and substituting it into (43), yields

$$\|P^*_r x\|^2 \leq \frac{1}{2\pi^2} \int \int x(\theta_u, \phi_u) \left(1 - \|\nabla \tau\|_{SO(3)}^2\right)^{-2} d\theta_u d\phi_u$$

(45)

where the condition $\|\nabla \tau\|_{SO(3)} \leq 1/2$ is used in the last inequality. Thus, we have $\|P^*_r\| \leq 2$.

For the second term $\|H - H P^*_r\|$, let $P^*_r - 1 x(u) = x(\xi \circ u)$ where $\xi$ is the inverse operation of $\tau^*$, and we have

$$H x(u) = \int_{SO(3)} h(r^{-1} \circ u) x(r) dr$$

(46)

$$H P^*_r - 1 x(u) = \int_{SO(3)} h(r^{-1} \circ u) x(\xi \circ (\circ u)) dr$$

(47)

where $u_0 = (0, 0)$ is the original point given by $\theta_u = \phi_u = 0$. For (46), we can rewrite it by parametrizing rotations with the Euler angles [cf. (7)]

$$H x(u) = \frac{1}{8\pi^2} \int h(r^{-1} \circ u) x(\theta, \phi) \sin \theta d\theta d\phi d\rho$$

(48)

where $\tau_0 \circ \rho \circ u$, is the rotation characterized by the Euler angles $\theta$, $\phi$, and $\rho$, and $r^{-1} \circ \rho \circ u$, is its inverse rotation. For (47), by letting $\xi = \xi \circ r$, we have

$$H P^*_r h \circ u(x) = \int_{SO(3)} h(r^{-1} \circ u) x(\xi \circ u_0) dr$$

We can then similarly rewrite (48) by parametrizing rotations with the Euler angles

$$H P^*_r h \circ u(x) = \frac{1}{8\pi^2} \int h(r^{-1} \circ u) x(\theta, \phi) \sin \theta d\theta d\phi d\rho$$

(49)

$$= \frac{1}{8\pi^2} \int h(r^{-1} \circ u) x(\theta, \phi) d\theta d\phi d\rho$$

(50)

$$\frac{1}{8\pi^2} \int h(r^{-1} \circ u) x(\theta, \phi) d\theta d\phi d\rho$$

(51)

where $r_0 \circ \rho \circ u$, is the rotation that rotates the original point $(0, 0)$ to the point $\tau^* \circ (\theta_u, \phi_u)$ along the shortest arc, i.e., $\tau^* \circ (\theta_u, \phi_u) = r_0 \circ \rho \circ (\theta_u, \phi_u)$ and $r_0 \circ (\theta_u, \phi_u) \circ (\theta_u, \phi_u)$ is the rotation along $z$-axis by $\rho_u$ angles, and $(r^{-1} \circ (\theta_u, \phi_u)) \circ (\theta_u, \phi_u)$ is its inverse rotation.

By substituting (49) and (50) into the operator $H x - H P^*_r - 1 x$, we get

$$H x(u) - H P^*_r - 1 x(u)$$

$$= \frac{1}{8\pi^2} \int h(r^{-1} \circ u) x(\theta, \phi) \sin \theta d\theta d\phi d\rho$$

(52)

where $(\theta_u, \phi_u)$ is the equivalent description of $u$ in the spherical coordinate system and $k(\theta, \phi, \rho, \mu, \phi, \phi_u)$ can be considered as the kernel of the operator $H - H P^*_r - 1$. Recall the Schur’s Lemma [42]. For the operator $K$ with kernel $k(\theta, \phi, \rho, \mu, \phi, \phi_u)$, if

$$\int_{SO(3)} |k(\theta, \phi, \rho, \mu, \phi_u)| d\theta d\phi d\rho \leq A$$

(53)

$$\int_{SO(3)} |k(\theta, \phi, \rho, \mu, \phi_u)| d\theta d\phi d\rho \leq A$$

(54)

we have $|K| \leq A$. We proceed by using the Schur’s Lemma. We divide $k(\theta, \phi, \rho, \mu, \phi_u)$ into two sub-operators as

$$k(\theta, \phi, \rho, \mu, \phi_u) = k_1(\theta, \phi, \rho, \phi_u) + k_2(\theta, \phi, \rho, \mu, \phi_u)$$

(55)

$$= (1 - \alpha(\theta, \phi)) h(r^{-1} \circ u) \sin \theta$$

$$+ \alpha(\theta, \phi) [h(r^{-1} \circ u) \sin \theta]$$

(56)

$$- h(r^{-1} \circ u) \sin \theta$$

(57)
and analyze these two sub-operators separately.

For the first sub-operator \( k_1(\theta_r, \phi_r, \rho_r, \theta_u, \phi_u) \), since
\[
|\partial \tau^\theta(\theta_r, \phi_r) / \partial \theta_r| \leq \|\nabla \tau\|_{S_0(3)} \quad \text{and} \quad |\partial \tau^\phi(\theta_r, \phi_r) / \partial \phi_r| \leq \|\nabla \tau\|_{S_0(3)} \quad \text{cf. (27)}, \]
we have
\[
|1 - \alpha(\theta_r, \phi_r)| \leq (2 + \|\nabla \tau\|_{S_0(3)}) \|\nabla \tau\|_{S_0(3)}. \tag{56}
\]
By substituting (56) into \( k_1(\theta_r, \phi_r, \rho_r, \theta_u, \phi_u) \), we obtain
\[
|k_1(\theta_r, \phi_r, \rho_r, \theta_u, \phi_u)| \leq |1 - \alpha(\theta_r, \phi_r)| \|h(r_{\theta^\rho, \theta_r} \circ u)\| \leq C_h(2 + \|\nabla \tau\|_{S_0(3)}) \|\nabla \tau\|_{S_0(3)} \leq 2C_h \epsilon + O(\epsilon^2) \tag{57}
\]
where the last inequality uses the conditions that \( h \) is a Lipschitz filter with respect to \( C_h \) and \( \|\nabla \tau\|_{S_0(3)} \leq \epsilon \).

For the second sub-operator \( k_2(\theta_r, \phi_r, \rho_r, \theta_u, \phi_u) \), similarly as (56), we have
\[
|\alpha(\theta_r, \phi_r)| \leq 1 + 2\|\nabla \tau\|_{S_0(3)} + \|\nabla \tau\|_{S_0(3)}^2. \tag{58}
\]
Then consider the reduction term \( h(r_{\phi^\rho, \theta_r} \circ u) \sin(\theta_r - \theta_r^\theta(\theta_r, \phi_r)) \), which can be divided into two sub-terms as
\[
\sin(\theta_r) \left[ h(r_{\phi^\rho, \theta_r} \circ u) - h(r_{\phi^\rho, \theta_r} \circ u^u) \right] + h(r_{\phi^\rho, \theta_r} \circ u^u) \sin(\theta_r - \sin(\theta_r + \tau^\phi(\theta_r, \phi_r))) \tag{59}
\]
where \( r(\theta_r, \phi_r) \) is the rotation that rotates \((0,0)\) to \((\theta_r, \phi_r)\) along the shortest arc. First consider two points \( r_{\phi^\rho, \theta_r} \circ u \) and \( r_{\phi^\rho, \theta_r} \circ u^u \). Due to the symmetry of the sphere, we can alternatively consider corresponding two points \( r_{\phi^\rho, \theta_r} \circ u \) and \( r(\theta_r, \phi_r) \circ u \) such that
\[
\tau^\theta(\theta_r, \phi_r) \circ u = r_{\tau^\theta(\theta_r, \phi_r)} \circ u \circ r_{\tau^\theta(\theta_r, \phi_r)} \circ u \circ r(\theta_r, \phi_r) \circ u \tag{61}
\]
where \( \tau^\theta(\theta_r, \phi_r) \) is the local rotation of \( \tau^\theta \) at the point \((\theta_r, \phi_r)\) \cite{21}], whose rotation angle is bounded by \( \|\nabla \tau\|_{S_0(3)} \) \cite{27}. The shortest arc connecting these two points on the sphere is then bounded by
\[

\text{arc}(r_{\tau^\theta(\theta_r, \phi_r)} \circ u, \tau^\theta(\theta_r, \phi_r) \circ \tau^\theta(\theta_r, \phi_r) \circ u) \leq \|\nabla \tau\|_{S_0(3)}, \forall u \in S_2 \tag{62}
\]
and hence the inequality is obtained.

For the second term in (59), by using the truncated Taylor Expansion, we represent \( \sin(\theta_r + \tau^\phi(\theta_r, \phi_r)) \) as
\[
\sin(\theta_r + \tau^\phi(\theta_r, \phi_r)) = \sin(\theta_r + \cos(\theta_r + t \tau^\phi(\theta_r, \phi_r))) \tau^\phi(\theta_r, \phi_r)
\]
with some \( t \in (0,1) \). Now denote by \( u_1 = (\theta_r, \phi_r) \) and \( u_2 = \tau^\phi(\theta_r, \phi_r) \circ u_1 = (\theta_r + \cos(\theta_r + t \tau^\phi(\theta_r, \phi_r)), \phi_r + \tau^\phi(\theta_r, \phi_r)) \) two points on the sphere, and consider the triangle \( \triangle u_1 u_0 u_2 \) with \( u_0 = (0,0) \). Since the difference between two sides of the triangle is less than the third side, we have
\[
|u_0 u_1 - u_0 u_2| \leq u_1 u_2 \tag{67}
\]
Therefore, we get
\[
|\text{arc}(u_0, u_1) - \text{arc}(u_0, u_2)| \leq \text{arc}(u_1, u_2). \tag{68}
\]
Also since \( u_2 = \tau^\phi \circ u_1 = \tau^\phi_{u_1} \circ u_1 \) where \( \tau^\phi_{u_1} \) is the local rotation of \( \tau^\phi \) at the point \( u_1 \) and \( \text{arc}(u_1, u_2) \) is the shortest distance between \( u_1 \) and \( u_2 \), we have \( |\text{arc}(u_1, u_2)| \leq \|\nabla \tau\|_{S_0(3)} \).

By using this result in (68), we have
\[
|\theta_r + \tau^\phi(\theta_r, \phi_r) - \theta_r^\phi| = \|\nabla \tau\|_{S_0(3)}. \tag{69}
\]

Also,
\[
|\text{arc}(u_0, u_1) = \text{arc}(u_0, u_2) = \text{arc}(u_1, u_2)| = |\theta_r + \tau^\phi(\theta_r, \phi_r) - \theta_r^\phi| \leq \|\nabla \tau\|_{S_0(3)} \tag{70}
\]
where \( \text{arc}(u_0, u_1) = \text{arc}(u_0, u_2) = \text{arc}(u_1, u_2) \) hold due to the unit sphere. By substituting (69) into (66) and the latter into the second term in (59), we get
\[
|k(\theta_r, \phi_r, \rho_r, \theta_u, \phi_u) / \|\nabla \tau\|_{S_0(3)}| \leq 2C_h \epsilon + O(\epsilon^2)
\]
where the conditions \( \|\nabla \tau\|_{S_0(3)} \leq \epsilon \) and \( \|\nabla \tau\|_{S_0(3)} \leq \epsilon \) are used in the last inequality.

By using (57) and (71), we bound the operator \( k(\theta_r, \phi_r, \rho_r, \theta_u, \phi_u) \) as
\[
|k(\theta_r, \phi_r, \rho_r, \theta_u, \phi_u)| \leq 4C_h \epsilon + O(\epsilon^2). \tag{72}
\]
Therefore, we obtain
\[
1 / 8 \pi^2 \int |k(\theta_r, \phi_r, \rho_r, \theta_u, \phi_u)| d\theta_1 d\phi_1 d\rho_1 \leq 4C_h \epsilon + O(\epsilon^2), \tag{73}
\]
\[
1 / 2 \pi^2 \int |k(\theta_r, \phi_r, \rho_r, \theta_u, \phi_u)| d\theta_1 d\phi_1 d\rho_1 \leq 4C_h \epsilon + O(\epsilon^2). \tag{74}
\]
Then by using the Schur’s Lemma, we have
\[
\|H - H \tau^\phi_{u_1}^{-1}\| \leq 4C_h \epsilon + O(\epsilon^2). \tag{75}
\]
Finally, by substituting (45) and (75) into (42) and the latter into (41).

\[
\|H(x) - H(x)\|_{S_0(3)} \leq \|H \tau^\phi_{u_1} - H\|\|x\| \leq 8C_h \epsilon \|x\| + O(\epsilon^2)
\]
we complete the proof.
APPENDIX D

Rotation Equivariance of Spherical CNNs

Proof of Proposition 2. Without loss of generality, we consider multi-feature SCNN. From Proposition 1 we know that the rotation equivalence holds for spherical convolutions. Then at layer \( \ell \) of the SCNN, each spherical filter \( h^f_{\ell} \) satisfies

\[
H^f_{\ell} g \left( x^g_{(\ell-1)r} \right) = \left( H^f_{\ell} g \left( x^g_{(\ell-1)} \right) \right)_r
\]

for all \( f = 1, \ldots, F_{\ell} \) and \( g = 1, \ldots, F_{\ell-1} \), where \( x^g_{(\ell-1)r} \), \( \left( H^f_{\ell} g \left( x^g_{(\ell-1)} \right) \right)_r \) are rotated signals of \( x^g_{(\ell-1)} \), \( H^f_{\ell} g \left( x^g_{(\ell-1)} \right) \) by the rotation \( r \). Since linear operations do not break the rotation equivariance, we have

\[
\sum_{g=1}^{F_{\ell}} H^f_{\ell} g \left( x^g_{(\ell-1)r} \right) = \left( \sum_{g=1}^{F_{\ell}} H^f_{\ell} g \left( x^g_{(\ell-1)} \right) \right)_r .
\]

Note that the pointwise nonlinearity \( \sigma(\cdot) \) applies to each element of the spherical signal \( x \) such that we have \( \sigma(r \circ x) = r \circ \sigma(x) \). Thus, we further get

\[
\sigma \left( \sum_{g=1}^{F_{\ell}} H^f_{\ell} g \left( x^g_{(\ell-1)r} \right) \right) = \sigma \left( \sum_{g=1}^{F_{\ell}} H^f_{\ell} g \left( x^g_{(\ell-1)} \right) \right)_r .
\]

Since (77) holds at each layer \( \ell = 1, \ldots, L \), we conclude that the rotation equivariance holds for the SCNN.

APPENDIX E

Stability of Spherical CNNs

We will need the following lemma that shows the propagation consequence of a spherical signal through the spherical convolution.

Lemma 1. Let \( x \in \mathbb{S}^2 \) be a spherical signal, and \( H \) be a Lipschitz filter with respect to \( C_h \) [cf. Def. 4]. Then, it holds that

\[
\|H(x)\| \leq C_h \|x\| .
\]

Proof. The spherical filter output is

\[
H(x)(u) = \frac{1}{8\pi^2} \int h \left( r^{-1}_\theta \circ u, \theta, \phi, \rho \right) \sin(\theta) d\theta d\phi d\rho,
\]

where \( k(\theta, \phi, \rho, \theta_u, \phi_u) \) is the operation kernel of the spherical convolution. Since \( |h(\theta, \phi, \rho)| \leq C_h \), we have

\[
\frac{1}{8\pi^2} \int \left| k(\theta, \phi, \rho, \theta_u, \phi_u) \right| \sin(\theta) d\theta d\phi d\rho \leq C_h ,
\]

\[
\frac{1}{2\pi^2} \int \left| k(\theta, \phi, \rho, \theta_u, \phi_u) \right| d\theta_u d\phi_u \leq C_h
\]

By using the Schur’s Lemma in (53) and (54), we complete the proof \( \|H(x)\| \leq C_h \|x\| \).

Proof of Theorem 2. The Spherical CNN output is given by

\[
\Phi(x; \mathcal{H}) = \sigma_L \left( H_L (x_{L-1}) \right) = \sigma_L \left( \sum_{f=1}^{F_{L}} h^f_{L} \ast_{SO(3)} x^f_{L-1} \right) .
\]

We denote by \( H^f_{L} x^f_{L-1} = h^f_{L} \ast_{SO(3)} x^f_{L-1} \) and \( P_{r} x = x_{r} \) the concise notations of the spherical convolution and the perturbed signal for convenience of theoretical analysis. By using (83), the SCNN output difference induced by \( \tau \) is

\[
\|\Phi(P_{r} x; \mathcal{H}) - \Phi(x; \mathcal{H})\| = \|\sigma \left( \sum_{f=1}^{F_{L}} H^f_{L} x^f_{L-1} \right) - \sigma \left( \sum_{f=1}^{F_{L}} H^f_{L} x^f_{L-1} \right)\| \leq C_{\sigma} \left\| \sum_{f=1}^{F_{L}} H^f_{L} x^f_{L-1} - \sum_{f=1}^{F_{L}} H^f_{L} x^f_{L-1} \right\|
\]

where \( x^f_{L-1} \), \( x^f_{L-1} \) are the \( f \)th outputs of \( \Phi(P_{r} x; \mathcal{H}) \) and \( \Phi(x; \mathcal{H}) \) at \((L - 1)\)th layer, respectively. The last inequality is due to the Lipschitz property of the nonlinearity \( \sigma(\cdot) \). Since the spherical convolution is linear, we get

\[
\|\Phi(P_{r} x; \mathcal{H}) - \Phi(x; \mathcal{H})\| = \sum_{f=1}^{F_{L}} C_{h} \left\| H^f_{L} \left( x^f_{L-1} - x^f_{L-1} \right) \right\|
\]

where the first inequality is due to the triangle inequality and the second is obtained from Lemma 1. We observe a recursive process in (85) that the output difference at \( L \)th layer is upper bounded by the output difference at \((L - 1)\)th layer. By repeating this process, we have

\[
\|x^f_{L-1} - x^f_{L-1}\| \leq C_{\sigma} C_{h} \sum_{g=1}^{F} \|x^g_{L-2} - x^g_{L-2}\| .
\]

By substituting (86) into (88), we get

\[
\|\Phi(P_{r} x; \mathcal{H}) - \Phi(x; \mathcal{H})\| \leq C_{\sigma} C_{h} \sum_{g=1}^{F} \|x^g_{L-2} - x^g_{L-2}\| .
\]

By doing this recursively, we have

\[
\|\Phi(P_{r} x; \mathcal{H}) - \Phi(x; \mathcal{H})\| \leq C_{\sigma} C_{h} \sum_{f=1}^{F_{L}} \|x^f_{L-2} - x^f_{L-2}\| .
\]

where \( x^g_{L-2} \) and \( x^g_{L-1} \) are the \( g \)th outputs of \( \Phi(P_{r} x; \mathcal{H}) \) and \( \Phi(x; \mathcal{H}) \) at 1st layer.

Now consider the term \( \|x^g_{L-2} - x^g_{L-1}\| \). According to the definitions of \( x^g_{L-2} \) and \( x^g_{L-1} \), their difference is

\[
\|x^g_{L-2} - x^g_{L-1}\| = \|\sigma(H^g_{L} P_{r} x) - \sigma(H^g_{L} x)\| \leq C_{\sigma} \|H^g_{L} P_{r} x - H^g_{L} x\|
\]

where \( x \) is the input of the SCNN and the last inequality is due to the Lipschitz property of the nonlinearity. From Theorem 1 under the rotation distance we have

\[
\|x^g_{L-1} - x^g_{L-2}\| \leq C_{\sigma} C_{h} \|x\| + \|x\| .
\]

Note that (90) holds for any spherical filter \( \{h^f_{L}\}_{f=1}^{F} \) at 1st layer. As such, by substituting (90) into (89), we get

\[
\|x^g_{L-2} - x^g_{L-1}\| \leq 8 C_{\sigma} C_{h} \|x\| + \mathcal{O}(\varepsilon^2)
\]

(91)
\( \forall g = 1, \ldots, F. \) By further substituting \( \Theta_1 \) into \( \Theta_8 \), we complete the proof.

\[ \| \Phi(P_x; h) - \Phi(x; h) \|_{SO(3)} \leq SC^L L^E F^L \| F \|^2 \epsilon \| x \| + O(\epsilon^2) \]
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