Convergence of regularization methods with filter functions for a regularization parameter chosen with GSURE
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Abstract. In this work, we show that the regularization methods based on filter functions with a regularization parameter chosen with the GSURE principle are convergent for mildly ill-posed inverse problems and under some smoothness source condition. The convergence rate of the methods is not optimal but the efficiency increases with the smoothness of the solution.

1. Introduction

In this article, we consider the numerical solution of a linear inverse problem written as $y = Ax$ where $A : X \rightarrow Y$ is an operator belonging to the set $\mathcal{L}(X,Y)$ of linear bounded operators mapping the two infinite dimensional separable Hilbert spaces $X$ and $Y$. We assume that after discretization, the inverse problem is of the form:

$$y^\delta = B_n f + \epsilon$$

where $f \in \mathbb{R}^n$, $y^\delta \in \mathbb{R}^n$ denotes the discrete noisy data, $B_n$ is the discrete approximation of the operator $A$ and $\epsilon$ consists of independent and identically distributed (i.i.d) Gaussian errors with variance equal to $\sigma^2$, $\epsilon \sim \mathcal{N}(0,\sigma^2 I_n)$. In order to obtain a stable solution, it is usual to consider a Tikhonov regularization functional with a regularization parameter $\alpha$:

$$J_\alpha(f) = \frac{\|B_n f - y^\delta\|_2^2}{2} + \alpha \|f\|_2^2$$

The regularization parameter $\alpha$ has to be chosen carefully[1]. Several rules of choice of the regularization parameters have been investigated in the literature like the L-curve criteria [2] or some discrepancy principles[3]. Rules based on the risk estimation with the Stein Unbiased Risk Estimator (SURE) have been investigated [4, 5, 6, 7]. The idea is to select the regularization parameter that minimizes the SURE estimate of the Mean Square Error (MSE). The SURE was originally limited to the Gaussian case and to denoising problems. Some extensions have been studied for multivariate and exponential families [8]. The case of denoising was extended to more general linear operators in Vonesch et al.[9]. For general linear inverse problems, some authors have considered a generalized version GSURE where the risk is measured in the space of the unknown[10, 11, 12].
Yet, there are very few studies about the quality of these risk estimators and it not clear under which conditions the described procedure achieves the best possible reconstruction of the true solution. In this work, we intend to show that a choice of the regularization parameter with the Generalized Sure method ensures the convergence of regularization methods based on filter functions for mildly ill-posed problems. Rates of convergence can be calculated with a-priori information on the solution relative to some smoothness class. Moreover, the power decay of the singular values and the ill-posedness of the inverse problem is also taken into account.

The outline of the paper is the following. In the first section, we detail the Generalized SURE estimates. In the next section, we detail the regularization method and the smoothness class assumptions. Then, we estimate the risk as a function of the noise level and of the regularization estimates. In the next section, we detail the regularization method and the smoothness class assumptions. Then, we estimate the risk as a function of the noise level and of the regularization estimates. In the next section, we detail the regularization method and the smoothness class assumptions. Then, we estimate the risk as a function of the noise level and of the regularization estimates.

2. The SURE principle and its generalizations

In the following, we denote \( f_\alpha(y^\delta) \) the reconstructed solution for the regularization parameter \( \alpha \) and \( f \) the true solution. In inverse problems and especially reconstruction problems, the mean squared error (MSE)

\[
MSE(\alpha) = \frac{\|f - f_\alpha(y^\delta)\|^2}{n}
\]

is a very usual criteria to estimate the quality of the solution of the inverse problem. The Stein lemma is the basis to obtain estimates of this mean square error [4, 13] for the standard denoising problem where one observes a realization \( y^\delta = (y_i^\delta)_{1 \leq i \leq n} \) of an original signal \( f = (f_i)_{1 \leq i \leq n} \) distorted by an additive white Gaussian noise \( \epsilon \) of variance \( \sigma^2 \), so that \( y^\delta = f + \epsilon \). For Gaussian noise and and denoising problem with \( A = I \), the Stein Unbiased Risk Estimate (SURE) is an unbiased estimate of the mean square error [4, 5, 6, 14]. It is given by:

\[
SURE(\alpha) = \left\| y^\delta - f_\alpha(y^\delta) \right\|^2/n - \sigma^2 + 2\sigma^2 n^{-1} Tr(J_{f_\alpha}(y^\delta))
\]

where \( J_{f_\alpha}(y^\delta) = \nabla y B_n f_\alpha(y^\delta) \) is the Jacobian matrix of the reconstructed solution. A generalized SURE has been proposed for exponential families [8]. In [14] a weighted mean square error (WMSE) measure has been proposed to test the accuracy of the reconstruction:

\[
WMSE(\alpha) = n^{-1} \left\| y^\delta - B_n f_\alpha(y^\delta) \right\|_W^2
\]

where \( W \) is a positive definite symmetric weighting matrix. The matrix \( W \) is chosen to counterbalance the effects of the direct operator \( B_n \). The operator \( W \) can be written \( W = B^{-1}_n B_n \), where \( B_n \) is an approximate inverse of \( B_n \) depending on the regularization parameter \( \alpha \). When \( B_n \) has full rank, one can chose \( B_n^{-1} = (B_n^* B_n)^{-1} \) and when \( B_n \) is rank deficient, one can set \( B_n^{-1} = B_n^* (B_n B_n^*)^+ \), where \( M^+ \) denotes the pseudo-inverse of \( M \). Under the assumptions of the Stein lemma, the random variable Generalized Sure \( GSURE(\alpha) \) is an unbiased estimator of \( WMSE(\alpha) \) [10, 11, 12]:

\[
GSURE(\alpha) = n^{-1} \left\| B_n^{-1} (y^\delta - B_n f_\alpha(y^\delta)) \right\|^2 - \sigma^2 n^{-1} tr(B_n^{-1} B_n)
+ 2\sigma^2 n^{-1} tr(B_n^{-1} B_n J_{f_\alpha}(y^\delta))
\]

with \( f_\alpha(y^\delta) = B_n y^\delta \). We show in the following that choosing the regularization parameter \( \alpha \) with the minimum of \( GSURE(\alpha) \) given by Eq.6 leads to a convergent regularization method.
3. Regularization method and smoothness class

It is well-known that the convergence rate for regularized solutions of inverse problems depends on the type of regularization scheme but also on the smoothness class for the true solution. In this section, we detail the regularized estimators and the assumptions on the smoothness of the ground truth. The operator $B^*_n B_n$ is a finite rank self-adjoint operator with closed range. It is possible to consider an orthonormal basis of the range of this operator $(e_i)_{1 \leq i \leq n}$.

$$B^*_n B_n f = \sum_{i=1}^{n} \rho_i <e_i, f> e_i$$

where the $\rho_i$ are the square of the singular values $\sigma_i(B_n)$ of the operator $B_n$. We will assume that $n$ is large and that the discretization errors are very small so that the square of the singular values of $B_n$ satisfies a similar rate of decay than the ones of $A$:

$$\rho_p(B_n) \sim p^{-\eta} \quad p \geq 0$$

where $\eta$ is a strictly positive constant. Under this assumption, we can estimate the function $R(\beta)$ defined as $R(\beta) = \Sigma(\{\rho \geq \beta\})$, where $\Sigma$ is the counting measure:

$$R(\beta) = \Sigma(\{\rho \geq \beta\}) = |\{\rho_j \geq \beta\}| \sim \sum_{j \leq \beta^{-\eta}} 1 \sim \int_{0}^{\beta^{-\eta}} dt \sim \beta^{-\eta}$$

The regularized estimators considered are constructed with regularization methods of the form:

$$f_{\alpha} = \Phi_{\alpha}(A^* A)^{-1} A^* y^\delta$$

with $\Phi_{\alpha} : \mathcal{L}(X,Y) \rightarrow \mathcal{L}(X,Y)$ is a mapping between linear operators parametrized by $\alpha$. With the discretization of the operator $A$, the approximate solution is calculated as:

$$f_{\alpha} = \Phi_{\alpha}(B^*_n B_n)^{-1} B^*_n y^\delta.$$  

The regularized inverse will be defined as $B_{\text{inv}} = \Phi_{\alpha}(B^*_n B_n)^{-1}$. In order to define precisely $\Phi_{\alpha}(B^*_n B_n)$, we will use the spectral family of the operator $B^*_n B_n$[19]. We decompose the space $H = \mathbb{R}^n$ into a direct sum of subspaces $V_k$ in which $B^*_n B_n$ is reduced to the multiplication by the eigenvalue $\rho_k$ of $B^*_n B_n$, $\mathbb{R}^n = \bigoplus V_k$. We denote $P_k$ the orthogonal projection operator onto $V_k$ and we introduce, for all $\rho \in \mathbb{R}$ the space $G_\rho = \bigoplus_{\rho_k \leq \rho} V_k$. Let $E_\rho$ the orthogonal projection onto $G_\rho$. The discontinuities of the function $\rho \rightarrow E_\rho$ are the eigenvalues $\rho_k$. The derivative of $E_\rho$ can be identified as a measure $dE_\rho$ given by:

$$dE_\rho = \sum_{\rho_k \leq \rho} \delta_{\rho_k} \otimes P_k$$

where $\otimes$ is the tensorial product. Let $\phi_\alpha(t)$ a piecewise continuous function, approximating the function $t \rightarrow 1/t$, and which is parametrized by a regularization parameter $\alpha$, the operator $\Phi_{\alpha}(B^* B)$ is defined by:

$$\Phi_{\alpha}(B^* B) = \int_{0}^{a} \phi_\alpha(\rho)dE_\rho$$

where $a$ a constant such $\|B^* B\| \leq a$. 

Several regularization methods can be described with these type of filter functions. For $(1 - t\alpha(t)) \Lambda(t)$ there exist some positive constant $C$ such that:

$$\lim_{t \to 0} \frac{\phi_{\alpha}(t)}{t} = 1/t, \sup_{t \in \sigma(A^*A)} |t^{1/2} \phi_{\alpha}(t)| \leq C \sqrt{t} 0 < \alpha < \|A^*A\|$$

(14)

$$\sup_{t \in \sigma(A^*A)} |1 - t\phi_{\alpha}(t)| \leq C_2 \ 0 < \alpha < \|A^*A\|, 0 \leq \phi_{\alpha}(t) \leq 1/\alpha \ \forall t \in \sigma(A^*A)$$

(15)

Several regularization methods can be described with these type of filter functions. For Tikhonov regularization $\phi_{\alpha}(t) = (\alpha + t)^{-1}$, for iterated Tikhonov regularization, $\phi_{\alpha}(t) = (1 - (\alpha/(t + \alpha))^m)/t$, for spectral cut-off $\phi_{\alpha}(t) = 1/t$ for $t \geq \alpha$, and $\phi_{\alpha}(t) = 0$ for $t \leq \alpha$.

The convergence rate for the reconstruction methods is determined by some a priori assumption on the exact solution $f$. Following [17], we will measure the smoothness of the function $f$ relative to the smoothing properties of $A$ with a source condition. We assume there exists $w \in X$, and $R > 0$ such that:

$$f = \Lambda(A^*A)w \ \|w\| \leq R$$

(16)

with $\Lambda : \sigma(A^*A) \to [0, \infty]$ a continuous, strictly increasing index function with $\Lambda(0) = 0$. The error estimates are different under different assumptions on the index function. A common assumption is $\Lambda(t) = t^\nu$ with $\nu > 0$ for finitely smoothing operators and mildly ill-posed problems. In the following, we will use the notation $A_1 \asymp A_2$ if there are two positive constants $c_1$ and $c_2$ such that $c_1 A_2 \leq A_1 \leq c_2 A_2$. We also assume that:

$$\sup_{t \geq 0} |(1 - t\phi_{\alpha}(t)) \Lambda(t)| \asymp \Lambda(\alpha) \ 0 < \alpha < \|A^*A\|$$

(17)

for the index functions associated to the smoothness class. The assumption of Eq.15 can be easily verified for the former regularization methods with $\Lambda(t) = \lambda^\beta$, $0 < \beta < 1$. In the following, we will focus on the Tikhonov regularization method. For this smoothness class and exact data $y$, using Eq.15, we see that the error is bounded by [18]:

$$\|\Phi_{\alpha}(A^*A)A^*y - f\| \leq C \sup_{t \in \sigma(A^*A)} |(\phi_{\alpha}(t)t - 1)\Lambda(t)| \leq CA(\alpha)$$

(18)

4. Estimate of the risk GSURE

In this section, we present some estimation of GSURE for Tikhonov regularization. Similar estimations can be derived for the filter based regularization presented above. Let $e_i$ be an eigenvector for the eigenvalue $\rho_i$, with Eq.13, we have:

$$d(E_{\rho}(e_i), e_i) = d(E_{\rho}(e_i), E_{\rho}(e_i)) = \delta(\rho - \rho_i)$$

(19)

We start from Eq.6 to estimate GSURE:

$$Tr(B_{inv}B_{inv}^*) = Tr[B_n \Phi_{\alpha}(B_n^*B_n)^*\Phi_{\alpha}(B_n^*B_n)B_n^*]$$

$$= \sum_{1 \leq i \leq n} \|\Phi_{\alpha}(B_n^*B_n)B_n^*e_i\|^2$$

(20)

(21)

Using the spectral projectors, and for $\phi_{\alpha}$ the filter function for the Tikhonov regularization, we get:

$$\|\Phi_{\alpha}(B_n^*B_n)B_n^*e_i\|^2 = \int_0^\infty \phi_{\alpha}^2(\rho)d\rho \|E_{\rho}(e_i)\|^2 = \int_0^\infty \frac{\rho}{(\rho + \alpha)^2} d\|E_{\rho}(e_i)\|^2$$

(22)
We will split this integral in Eq.22 in two terms. For $0 < \rho < \alpha$, we have $1/4 \leq \frac{1}{(1+\rho/\alpha)^2} \leq 1$ and thus:

$$I_1 = \sum_i \int_{\rho<\alpha} \frac{\rho}{(\rho + \alpha)^2} d\|E_\rho(e_i)\|^2 = \frac{1}{\alpha^2} \sum_i \int_{\rho<\alpha} \frac{\rho}{(1+\rho/\alpha)^2} d\|E_\rho(e_i)\|^2 \approx \frac{1}{\alpha^2} \sum_i \int_{\rho<\alpha} \rho d\|E_\rho(e_i)\|^2 \approx \frac{1}{\alpha^2} \sum_i \int_{\rho<\alpha} \rho \delta(\rho - \rho_i) \tag{23}$$

We can reformulate it with the Stieltjes integral:

$$I_1 \approx -\frac{1}{\alpha^2} \int_0^{\rho<\alpha} \beta dR(\beta) \tag{24}$$

Let us assume that $R$ is smooth with $R(\beta) \sim \beta^{-\eta}$, we obtain: $I_1 \approx \frac{1}{\alpha} (\alpha)^{1-\eta} \times \alpha^{-1-\eta}$. The same result can be obtained for more general filter functions. For $\rho > \alpha$, $1/4 \leq \frac{1}{(1+\alpha/\rho)^2} \leq 1$ and thus the second term can be written:

$$I_2 = \sum_i \int_{\rho>\alpha} \frac{\rho}{(\rho + \alpha)^2} d\|E_\rho(e_i)\|^2 = \sum_i \int_{\rho>\alpha} \frac{1}{\rho(1+\alpha/\rho)^2} d\|E_\rho(e_i)\|^2 \tag{25}$$

Similarly, the term $I_2$ can be written as $I_2 \approx -\int_{\rho>\alpha} \frac{1}{\rho} dR(\beta) \times \alpha^{-1-\eta}$ we obtain thus

$$Tr(B_{inv}B_{inv}^*) \approx \alpha^{-1-\eta} \tag{26}$$

With the spectral projectors, we obtain similarly:

$$I = Tr(B_{inv}B_{inv}^*B_{inv}) = Tr[(B_nB_n^*)^2 \phi_\alpha(B_n^*B_n)^3] \tag{27}$$

$$= \sum_{1 \leq i \leq n} \|\phi_\alpha^{\frac{3}{2}}(B_n^*B_n)B_n^*B_n e_i\|^2 = \sum_i \int_0^\alpha \rho^2 \phi_\alpha^2(\rho) d\|E_\rho(e_i)\|^2 \tag{28}$$

We split the integral in two parts:

$$1_1 = \sum_i \int_0^\alpha \rho^2 \phi_\alpha^2(\rho) d\|E_\rho(e_i)\|^2 \approx -\frac{1}{\alpha^3} \int_0^\alpha \rho^2 dR(\rho) \approx -\frac{1}{\alpha^3} \alpha^{2-\eta} \approx \alpha^{-1-\eta}$$

$$1_2 = \sum_i \int_\alpha^\infty \rho^2 \phi_\alpha^2(\rho) d\|E_\rho(e_i)\|^2 \approx \sum_i \int_\alpha^\infty \frac{1}{\rho^3} d\|E_\rho(e_i)\|^2 \approx -\int_\alpha^\infty \frac{1}{\rho} dR(\rho) \times \alpha^{-1-\eta} \tag{29}$$

$$Tr(B_{inv}B_{inv}^*B_{inv}) \approx \alpha^{-1-\eta} \tag{30}$$

We set $f_{\alpha} = \Phi_\alpha(B_n^*B_n)B_n^*B_nf$ and $f_{\alpha} = \Phi_\alpha(B_n^*B_n)B_n^*B_ne$, with $f_\alpha = f_{\alpha}^1 + f_{\alpha}^2$. Using the spectral projectors, it can be demonstrated that the average value $E[\|f_{\alpha}^1 - B_{inv}B_nf_{\alpha}^1\|]$ is negligible with respect to $\|f_{\alpha}^1 - B_{inv}B_nf_{\alpha}^1\|$. Using concentration inequalities, we consider we can neglect $\|f_{\alpha}^2 - B_{inv}B_n f_{\alpha}^2\|$:

$$\|f_\alpha - B_{inv}B_nf_\alpha\| \approx \|f_{\alpha}^1 - B_{inv}B_nf_{\alpha}^1\| = \|\phi_\alpha(B_n^*B_n)B_n^*B_n f\| \approx \Lambda(\alpha) \tag{31}$$

Using Eq.27,31,33 GSURE can be estimated as:

$$GSURE(\alpha) \approx \frac{1}{n}(\alpha^{2\mu} + C_1 \sigma^2 \alpha^{-1-\eta}) \tag{33}$$

The minimization of $GSURE$ gives $\alpha \sim \sigma^{2/(1+\eta+2\mu)}$ and $GSURE \sim \sigma^{4\mu/(1+\eta+2\mu)}$. 

5
5. Discussion and conclusion

We have estimated GSURE for regularization methods based on filter functions such as the Tikhonov regularization. The results are obtained with spectral projectors and are based on some restrictive conditions about the ill-posedness of the inverse problem and the smoothness of the solution. The convergence of the Tikhonov regularization method is obtained for $\alpha \to 0$, and $\frac{\sigma^2}{\alpha} \to 0[3]$. The choice $\alpha \sim \frac{\sigma^2}{1+\eta+2\mu}$ obtained with the minimization of GSURE ensures thus the convergence of the Tikhonov regularization for a regularization parameter chosen with this estimator. Moreover, it has been shown that for index functions of the type $\Lambda(t) = t^\mu$, the best possible accuracy or convergence rate is of order $\frac{\sigma^2 \mu}{1+2\mu}$ [18]. Since $\frac{2\mu}{1+\eta+2\mu} < \frac{2\mu}{1+2\mu}$, we can conclude that a regularization parameter chosen with the GSURE is not optimal with respect to the convergence rate as the noise level tends towards 0. As $\eta$ increases, the ill-posedness increases and the efficiency of the method of choice of the parameter decreases. If the condition of $B_n$ increases, smaller singular values are added and it is expected that the GSURE is less efficient.
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