Density functionals from deep learning

Jeffrey M. McMahon$^{1,*}$

$^1$Department of Physics and Astronomy, Washington State University, Pullman, Washington 99164, USA

(Dated: August 2, 2016)

Abstract

Density-functional theory is a formally exact description of a many-body quantum system in terms of its density; in practice, however, approximations to the universal density functional are required. In this work, a model based on deep learning is developed to approximate this functional. Deep learning allows computational models that are capable of naturally discovering intricate structure in large and/or high-dimensional data sets, with multiple levels of abstraction. As no assumptions are made as to the form of this structure, this approach is much more powerful and flexible than traditional approaches. As an example application, the model is shown to perform well on approximating the kinetic-energy density functional for noninteracting electrons. The model is analyzed in detail, and its advantages over conventional machine learning are discussed.
I. INTRODUCTION

Given any system of interacting electrons in an external potential \( v(\mathbf{r}) \), the theorems of Hohenberg and Kohn\(^1\) prove that there exists a universal (though unknown) functional of the density \( n, F[n] \), independent of \( v(\mathbf{r}) \), such that the expression:

\[
E[n] = \int d\mathbf{r} \, v(\mathbf{r})n(\mathbf{r}) + F[n]
\]  

(1)

is minimized and equal to the ground-state energy when \( n \) is equal to the ground-state density. After separating out the classical Coulomb (Hartree) energy \( G[n] = F[n] - E_H[n] \), Kohn and Sham\(^2\) developed a general method (as follows) to find the solution to Eq. (1), called Kohn–Sham density-functional theory. \( G[n] \) is first partitioned into the sum of two other universal density functionals:

\[
G[n] = T_s[n] + E_{xc}[n]
\]  

(2)

the kinetic energy of a system of noninteracting electrons \( T_s[n] \), and (now, by definition) the exchange and correlation energy (correction) of the interacting system \( E_{xc}[n] \). \( T_s[n] \) can be calculated exactly, by introducing a set of \( N \) one-electron, orthonormal wavefunctions \( \{\phi_i\}_{i=1}^N \):

\[
T_s[n] = \sum_{i=1}^N -\frac{1}{2} \int d\mathbf{r} \, \phi_i^*(\mathbf{r})\nabla^2\phi_i(\mathbf{r})
\]  

(3)

(in atomic units) with density \( n \):

\[
n(\mathbf{r}) = \sum_{i=1}^N |\phi_i(\mathbf{r})|^2 , \quad n = \int d\mathbf{r} \, n(\mathbf{r})
\]  

(4)

Given that the magnitude of \( E_{xc}[n] \) is much smaller than than \( T_s[n] \), even approximations to it have resulted in this method becoming one of the most popular for studying the ground-state properties of many-electron systems\(^3\).

While the above method has had remarkable successes, its applicability is limited by the treatment of the density functionals that appear in Eq. (2)\(^4\). In particular, its accuracy relies (entirely) on the approximation to \( E_{xc}[n] \). Such is discussed below. And even though \( T_s[n] \) can be calculated exactly, it is this which constitutes the major fraction of computational cost. Orthogonalization of \( \{\phi_i\}_{i=1}^N \) makes the method scale as \( O(N^3) \); and for condensed matter, the need to sample it over the Brillouin zone can add several orders of magnitude in computational cost.
For the reasons outlined above, there has been considerable effort toward the development of a better approximations to $E_{xc}[n]$, as well as orbital-free approximations to $T_s[n]^5$ (the latter would avoid the need to introduce $\{\phi_i\}_{i=1}^N$). Consider $E_{xc}[n]$, for example. Originally$^2$, a local density approximation was made. The accuracy of this, which is much higher than $a$ priori expected, and its computational simplicity have made it possible to accurately model many systems, such as their ground-state energies and structural properties. Still, many other applications require an accuracy at least an order of magnitude better. Improvements have traditionally been based on either approximations derived from quantum mechanics (e.g., Ref. 6), or empirical ones containing parameters fit to improve the accuracy on particular chemical systems (e.g., Refs. 7 and 8). While many of those derived work surprisingly well, they are unable to consistently provide the high accuracy needed for many problems. Recently, however, a different approach was proposed in Ref. 9, based on (conventional) machine learning. Unlike traditional approaches, machine learning methods are not based on an assumption as to the underlying model, but rather on the discovery of patterns in high-dimensional data. They therefore provide a powerful and flexible approach to density-functional approximation.

Conventional machine learning methods, however, are very limited in their ability to process raw data in their natural form. Consider linear classification models. These can only divide their input space into half-spaces separated by a hyperplane$^{10}$. They therefore perform poorly on problems where the (input–output) function must be insensitive to irrelevant variations in the input data, such as translations or rotations, while at the same time be very sensitive to small variations in it (which is the case for densities and density functionals$^{11}$). While the invariance problem can be solved by preprocessing the data using good feature extractors, this requires considerable domain expertise. The sensitivity can be improved using generic, nonlinear features, such as kernel methods$^{12}$ (e.g., as done in Ref. 9, and further studied in Ref. 13). However, machine learning algorithms that rely solely on a smoothness prior, with a similarity between examples expressed by a local kernel, are sensitive to the variability of the target$^{14}$; in other words, they cannot generalize, and require a number of training cases proportional to the number of variations of the target function.

In this work, an alternative approach to density-functional approximation is presented, based on deep learning$^{15}$. Deep learning allows computational models that are capable of discovering intricate structure in large and/or high-dimensional data sets, with multiple levels
of abstraction. Such methods operate well on raw data (and potentially unlabeled) in their natural form, with the intent that the abstractions make it easier to separate from each (and even extract\textsuperscript{16}) the underlying explanatory factors (features). This disentanglement leads to features in higher layers that are more invariant to some factors of variation (compared to prior layers, including the raw input) and more sensitive to others\textsuperscript{17}. Importantly, this occurs without the need to introduce feature extractors and/or nonlinear features. In addition, this can resolve nonlocal correlations in the input data, resulting in features that are locally similar between examples.

This Article is organized as follows. Section II discusses the methods, including the development of the deep learning model; Section III presents results from the application of this model to the approximation of $T_s[n]$; Section IV studies the model in detail; and Section V discusses the advantages of this model, its extension to any other property that may depend on the density (e.g., $E_{xc}[n]$), and other aspects of it, and concludes. The Appendices provide more precise details of the methods. A Supplementary Information (SI) accompanies this Article that provides the raw data used to calculate the results, as well as additional details, discussed in context below. Note that throughout this Article, focus is placed primarily on the deep learning model, and in sufficiently general terms so that it can be extended to other problems.

II. METHODS

A. Deep learning model

The deep learning model developed is based on a generative deep architecture\textsuperscript{18}, capable of learning representations of data in terms of separated, high-order features. A generative model makes use of hidden (latent) variables to describe the probability distribution over (visible) data values, by specifying a joint probability distribution over both. The hidden variables introduce correlations between the visible data, and they usually have a simple distribution.

The process by which features are learned can understood by considering a restricted Boltzmann machine (RBM), as shown in Fig. 1(a). An RBM is a two-layer network, where $n_v$ (stochastic) visible units $\mathbf{v} = (v_1, v_2, \ldots, v_{n_v})$ are connected to $n_h$ stochastic hidden ones
The deep learning model consists of several components: a Restricted Boltzmann Machine (RBM), a Deep Belief Network (DBN), and a combination of DBN and Gaussian process (DBN+GP).

The model is illustrated in FIG. 1, showing the architecture of each component. The RBM is depicted with visible units and hidden units connected by a weight matrix. The DBN includes an output unit and a feature vector. The DBN+GP combines these elements with a Gaussian process for the feature vector.

The training of the model involves maximizing the product of marginal probabilities of the visible units, \( p(v) \), assigned to a set of \( M \) (possibly unlabeled) input data points \( V = \{v_i\}_{i=1}^M \):

\[
\arg \max_W \prod_{v \in V} p(v) \tag{5}
\]

where:

\[
p(v) = \frac{1}{Z} \sum_h e^{-E(v, h)} \tag{6}
\]

is defined in analogy with the Boltzmann distribution, and is obtained from a sum over all of the possible hidden unit configurations, where \( E(v, h) \) is the “energy” of a joint configuration \( (v, h) \):

\[
E(v, h) = -a^T v - b^T h - v^T W h \tag{7}
\]
where \( \mathbf{a} \) and \( \mathbf{b} \) are vectors of bias weights for the visible and hidden units, respectively (bias units are denoted by 1s in Fig. 1), and \( Z \) is a partition function defined as a sum over all possible configurations:

\[
Z = \sum_{\mathbf{v}, \mathbf{h}} e^{-E(\mathbf{v}, \mathbf{h})}
\]

Equation 7 applies to binary visible and hidden units; for continuous ones, addition of the following terms:

\[
\int_{a_v}^{b_v} d\mathbf{v} f_v(\mathbf{v}) , \quad \int_{a_h}^{b_h} d\mathbf{h} f_h(\mathbf{h})
\]

where \( f_v(h) \) are the visible (hidden) unit activation functions, ensures that Eq. (6) can be normalized. After maximizing Eq. (5), an RBM provides a closed-form representation of \( p(\mathbf{v}) \), denoted herein as \( p(\mathbf{v}; \mathbf{W}) \).

Often, the representational power of a single RBM is limited, or it is difficult to separate the input data into simple distributions. In this case, RBMs can be stacked, learning successive layers of abstractions. The resulting model is called a deep belief network (DBN), as shown in Fig. 1(b) (note the indication of layer indices \( l \) on \( n_{hl} \)), which can be extremely powerful. In addition to the increased representational power, DBNs offer many other attractive features; a comprehensive discussion of these can be found in Ref. 18.

Following training, the DBN is used to initialize a nonlinear mapping:

\[
F: \mathbf{V} \mapsto \mathbf{Z}
\]

parameterized by the weights \( \mathbf{W} \) of the DBN, which maps the input vector space \( \mathbf{V} \) to its feature space \( \mathbf{Z} \). Elements of the latter corresponds to the high-level features of the DBN, following a deterministic forward-propagation of the former. Note that \( F \) (in fact, the entire model — see the further discussion in Appendix A) is initialized in an entirely unsupervised way.

Finally, with \( F \) specified, supervised learning is used to find a mapping \( f \) from the high-level features \( \mathbf{z} \) to an output \( y \). In this work, it is assumed that the \( y \) differs from the function(al) \( f \) (herein, \( f \) is technically a functional) by additive noise \( \varepsilon \) that follows an independent and identically distributed Gaussian distribution with zero mean and variance \( \sigma_n^2 \):

\[
y = f(\mathbf{z}) + \varepsilon , \quad \varepsilon \sim \mathcal{N}(0, \sigma_n^2)
\]
That is, we assume that $f$ is distributed according to a Gaussian process (GP), with mean function $m(z)$ (herein chosen to be 0) and covariance function $k(z, z')$. Realize that any other supervised method (e.g., a multilayer perceptron) could be used to find $f$; such is discussed in the SI. This is because the invariances and sensitivity are modeled via the DBN. The use of a GP should therefore be understood as a choice made without loss of generality. Because of this, details of the GP are deferred until Section A. With this choice though, the complete deep learning model is referred to as the DBN+GP model, as shown in Fig. 1(c).

B. Model system

The model system considered herein is analogous to Ref. 9: $N$ noninteracting, spinless electrons confined to a 1D box, with hard walls and a continuous potential. Solving this model for $n$ and $T_s[n]$ for randomly generated potentials provides the data set for which to train and test the deep learning model. Appendix B provides a more thorough discussion, with specific details.

C. Performance evaluation

Following training, the performance of the DBN+GP model in approximating $T_s[n]$ (referred to below as simply “performance”) was assessed by testing it on unseen data. Performance statistics were selected so as to give a comprehensive assessment of a given model, as well as allow a direct comparison between different ones: the normalized mean squared error (NMSE)$_{22}$, which describes the amount of relative scatter, and tends not to be biased toward models that under- or overpredict; the normalized mean bias factor (NMBF)$_{23}$, a symmetric measure that describes the amount of bias present; and the square of the sample correlation coefficient ($r^2$)$_{24}$, which describes the proportion of variance in the input data that is accounted for. Formulas, a discussion of their error estimates, and additional details are given in Appendix C.
TABLE I. Performance for different numbers of electrons $N$, for $N = 2$ to 8.

| $N$ | NMSE ($\times 10^{-6}$) | NMBF ($\times 10^{-4}$) | $r^2$ |
|-----|-------------------------|-------------------------|------|
| 2   | 3.1(7)                  | -1.6(6)                 | 0.977(4) |
| 3   | 0.34(7)                 | -1.0(2)                 | 0.93(1)  |
| 4   | 0.035(5)                | -0.06(6)                | 0.960(5) |
| 5   | 0.0076(8)               | 0.15(3)                 | 0.951(5) |
| 6   | 0.0017(3)               | -0.07(1)                | 0.959(5) |
| 7   | 0.0007(1)               | 0.002(8)                | 0.948(7) |
| 8   | 0.00015(2)              | -0.015(4)               | 0.970(3) |

D. Computational Details

Details of the DBN+GP model and its training that are relevant for the following discussion are as follows, unless otherwise specified. For the DBN: two RBMs were stacked, with the number of hidden units in layers 1 and 2 $n_{h1}-n_{h2} = 50-25$; $V$ consisted of a set of $M_{ul} = 500$ (unlabeled) density vectors $n$ (see Appendix B). For the GP: the input consisted of $M_l = 50$ (labeled) training vectors (randomly selected from $M_{ul}$) containing the value of the ($n_{h2}$) top-level features mapped to by $F$; the output was taken to be $y = T_s[n]$. While these choices were made primarily for demonstrative purposes, they are nonetheless justified further below. Additional details are given in Appendices A and B.

III. RESULTS

A. Kinetic-energy density functional

A useful density functional must be accurate over a range of densities. Table I shows the performance as $N$ is increased from 2 to 8. It can be seen in the NMSE that the relative scatter by the model is very small, on the order of $10^{-6}$ for small $N$, decreasing to $10^{-10}$ as $N$ increases. Similar behavior is seen in the NMBF, which shows that there is very little bias, and which decreases in magnitude from $10^{-4}$ to $10^{-6}$. These trends can be understood by considering that as $N$ increases, the density becomes more uniform$^{25}$; so predictions are made for smaller changes of $T_s[n]$ relative to larger magnitudes. Therefore, the NMSE
TABLE II. Performance, using self-consistent densities.

| NMSE ($\times 10^{-6}$) | NMBF ($\times 10^{-4}$) | $r^2$  |
|-------------------------|-------------------------|-------|
| 0.46(3)                 | -4.0(2)                 | 0.81(1) |

and/or NMBF values in Table I should not be interpreted as the model performing better for large $N$. A better comparative measure (in this case) is $r^2$, which shows that the model is able to account for approximately 96% of the variance in the input data, independent of $N$.

Because the results in Table I indicate that the performance is (relatively) independent of $N$, only $N = 4$ is considered below. This choice provides a good balance between the total variation in the input data and its uniformity.

B. Self-consistent densities

In practice, not only is an accurate approximation to $T_s[n]$ needed, but also the ability to use it to find self-consistent densities. Table II shows the performance when self-consistent densities, the latter obtained using the approach outlined in Appendix D. Note that the same model used to calculate the results in Table I (for $N = 4$) was used, allowing a direct comparison between the two tables. The DBN+GP model is seen to retain most of its predictive ability. The differences can be understood by considering the NMBF. While its magnitude remains low (on the order of $10^{-3}$ to $10^{-4}$), it decreases by about an order of magnitude (in an absolute sense). This can be attributed to the accuracy of $F$ is limited by the representation $p(\mathbf{v}; \mathbf{W}) \approx p(\mathbf{v})$; this affects the ability of the supervised learning algorithm to correctly represent the function(al) $f$, whose accuracy might also be limited. Without the complete and accurate $F$ and $f$, the DBN+GP model (probably) has sufficient flexibility to find a density for which it can provide a underestimation of $T_s[n]$ (to minimize the energy). The increase in NMSE and decrease in $r^2$ suggest that the extent of this is variable, since these measures are (relatively) independent of bias.

Discussions about $F$ and $f$, including universal approximation properties, are provided in Sections IV A and IV B, respectively. Improvements to the approach for finding self-consistent densities are discussed in Appendix D.
TABLE III. Improvement in performance as the representational power of $F$ is increased, by increasing the number of hidden units $n_{h1}$ and $n_{h2}$ of the DBN. A reference point, identical between Tables III–V, is marked by a *.

| $n_{h1}$-$n_{h2}$ | NMSE ($\times 10^{-6}$) | NMBF ($\times 10^{-4}$) | $r^2$ |
|------------------|------------------|------------------|-----|
| 25–10            | 0.13(2)          | −0.3(2)          | 0.87(2) |
| 25–25            | 0.059(7)         | −0.4(1)          | 0.932(8) |
| 50–25*           | 0.034(3)         | −0.2(1)          | 0.962(3) |
| 125–50           | 0.020(3)         | −0.17(5)         | 0.976(3) |

IV. MODEL ANALYSIS

A. The mapping $F$

The representational power of $F$ is determined by that of the DBN used to initialize it. In the case of binary inputs (the continuous extension is considered below), it has recently been proven\textsuperscript{26} that adding hidden units (to an RBM) strictly improves modeling power. The results in Table III show that the DBN+GP model is consistent with this; the performance improves with increasing the number of hidden units. It also appears that the (relative) uncertainties of the performance statistics decrease with increasing architecture size (other factors remaining fixed); however, additional results would be needed to confirm this trend. It has also been proven\textsuperscript{26} that the improvement in representational power by adding a second layer in a DBN is limited by that of the first layer. This is also reflected in Table III; compare, for example, $n_{h1}$-$n_{h2} = 25$-25 to 50-25. Consideration of these results, balanced by the complexity of the DBN, suggests $n_{h1}$-$n_{h2} = 50$-25 as a reasonable architecture for demonstrative purposes.

The proofs (mentioned above, in Ref. 26) can be extended to address the theoretical limits of the representational power of $F$. Recently, universal approximation properties for DBNs with continuous visible units and binary hidden units have been proven\textsuperscript{27}; in particular, one theorem proves the existence of a DBN with a finite number of hidden units that can approximate $p(v)$ (for any $p(v)$) arbitrarily well. This implies the existence of a universal mapping $F$, with a finite number of features, that is not bound in representational power.
TABLE IV. Improvement in performance as the resolution of $F$ is increased, by increasing the number of (unlabeled) training points $M_{ul}$ used to train the DBN. A reference point, identical between Tables III–V, is marked by a *.

| $M_{ul}$ | NMSE ($\times 10^{-6}$) | NMBF ($\times 10^{-4}$) | $r^2$ |
|---------|------------------------|------------------------|-------|
| 100     | 0.046(4)               | -0.37(6)               | 0.948(4) |
| 200     | 0.043(5)               | -0.23(7)               | 0.950(6) |
| 500*    | 0.034(3)               | -0.2(1)                | 0.962(3) |
| 1000    | 0.028(3)               | -0.24(7)               | 0.970(3) |

For a fixed DBN architecture, the resolution of $F$ is a function of the data used to train it. Equation (5) shows that an RBM can only learn the distribution of the training data, which might be an incomplete representation of $p(v)$. The effect of this is illustrated in Table IV. Increasing $M_{ul}$ from 100 to 1000, for example, decreases the NMSE by $\sim40\%$ and increases $r^2$ by 2%; there is no conclusive trend in the NMBF. Realize that these results are independent of labeled training data, which is kept fixed (at $M_l = 50$). These results should not be taken to imply that large data sets are required to achieve high accuracy; even a low amount of points is relatively accurate. This is supported by the recent findings$^{28}$ that deep learners benefit from out-of-distribution examples; in the present context, this is analogous to an incomplete sampling from some probability distribution.

The SI discusses the issues presented in this section in more detail, including the relationship between DBN architecture, $M_{ul}$, and the generalization capability of the resulting DBN+GP model, as well as justifies the choice of $M_{ul} = 500$.

B. The function(al) $f$

Insight into the DBN+GP model and its performance can be obtained by looking at the efficiency of $f$ to map the high-level features of $F$ to a desired output. The efficiency $\eta$ of $f$ can be defined as (for its derivation, see the SI):

$$\eta = \left( \frac{\text{ACC}}{M_l} G[V(y, \Omega)] \right) / \eta_0$$ (12)

where ACC is the accuracy of the model, $G[V(y, \Omega)]$ is an (unknown) functional of the total variation of the target function $y \ V(y, \Omega)$, defined on a bounded open set $\Omega \subseteq \mathbb{R}^d$, where $d$
FIG. 2. Normalized accuracies (ACC*) of the DBN+GP model in comparison to a GP, as a function of target variability. Note that the error bars appear exaggerated on the log scale.

TABLE V. Improvement in performance as the accuracy of \( f \) is improved, by increasing the number of (labeled) training points \( M_l \) used to train the GP. A reference point, identical between Tables III–V, is marked by a *.

| \( M_l \) | NMSE \((\times10^{-6})\) | NMBF \((\times10^{-4})\) | \( r^2 \) |
|--------|-----------------|-----------------|--------|
| 20     | 0.044(3)        | -0.5(1)         | 0.951(3) |
| 50*    | 0.034(3)        | -0.2(1)         | 0.962(3) |
| 100    | 0.020(2)        | -0.16(4)        | 0.975(3) |
| 200    | 0.014(1)        | -0.10(2)        | 0.983(2) |

is the dimension of the underlying manifold which the data lie, describing the “complexity” of a target function, \( M_l \) has been defined previously, and \( \eta_0 \) is a normalization factor.

The efficiency of a model on a given problem gives a direct indication of its applicability to those more (or less) complex; this can be seen in Eq. (12). Figure 2 shows this for the results in Table V, in comparison to using a GP directly. Note that an increase in \( G[V(y, \Omega)] \) (for a fixed \( M_l \)) is equivalent to that in \( 1/M_l \) (for a fixed \( G[V(y, \Omega)] \)), assuming that \( \eta_0 \) can be calculated the same. The DBN+GP model is seen to be much more efficient, and robust against an increase in variability (for a fixed \( M_l \)); the GP shows an exponential decrease in accuracy. These results are consistent with the theoretical arguments of Ref. 14, that local kernels are sensitive to \( V(y, \Omega) \), while there exist nonlocal learning algorithms that are
not (or at least have the potential to learn about functions with a high $V(y, \Omega)$, without requiring a proportional number of training examples or using very specific prior domain knowledge); and also the results of Ref. 17, that more abstract features in higher layers of deep architectures are more robust to unanticipated sources of variance. The increase in efficiency can be quite important, when considering that $V(y, \Omega)$ may exponentially increase with $d$.

The high efficiency of the DBN+GP model suggests that for the simple problem defined in Section II B and Appendix B (which has a low $G[V(y, \Omega)]$) that it should still be relatively accurate for a low $M_l$. This is confirmed in Table V, where accurate results (e.g., NMSE $\approx 10^{-7}$ to $10^{-8}$ and $r^2 \approx 0.95$) are shown with even as few as $M_l = 20$ data points ($\sim$1 per feature). Though, the accuracy is expected to increase with $M_l$; indeed, Table V shows that the NMSE decreases to $10^{-8}$ and $r^2$ increases to over 0.98 for $M_l = 200$. For demonstrative purposes, $M_l = 50$ provides a reasonable level of accuracy.

C. Generative sampling

Based on Eq. (5), each layer of features produced by the mapping $F$ must allow for the most probable reconstruction of those prior. Therefore, they must contain most of the same information, but expressed in a way that makes explicit the higher-order structure. An indirect way to see this is compare samples drawn from $p(v; W)$ to those from $p(v)$. The former can be obtained via generative sampling, the precise details of which are discussed in Appendix E. For the model system considered herein (Section II B and Appendix B), this comparison is easy to make qualitatively, since samples of $v$ have a small deviation about $v$ (without translations or rotations). This is shown in Fig. 3. Note that the same model used to calculate results in Tables I (for $N = 4$) and II was used here. It can be seen that samples drawn from $p(v; W)$ and $p(v)$ are qualitatively very similar.

V. DISCUSSION AND CONCLUSION

A computational model based on deep learning\textsuperscript{15}, the DBN+GP model, was developed and applied to the problem of density-functional approximation. Through a detailed analysis in Section III, this model was shown to perform well on approximating $T_s[n]$ for non-
interacting electrons in a 1D box. There is even room for improvement, by optimizing its parameters. In addition to performance, it was shown (both directly and indirectly) to offer several advantages over conventional machine learning. Perhaps most importantly, it was initialized directly from the input data, in an entirely unsupervised way and without introducing feature extractors and/or nonlinear features.

Even though the DBN+GP model was applied to approximate $T_s[n]$, its extension to any other property which may depend on the density is straightforward. This is because the features underlying the input data are (obviously) independent of the output. The mapping between them is secondary; output information is used to determine relationships described by this mapping and perhaps only to refine the features. This can be advantageous, because the model can make efficient use of possibly very large data sets to learn its disentangled high-level features, without requiring it to be labeled. It is therefore particularly well suited for approximating properties for which calculating representative input data is inexpensive, while (accurate) labeled data is not. This is the case for densities and density functionals — in particular $E_{xc}[n]$, which can be calculated\cite{29,30}, but at a high computational cost.

The developed method also offers an approach by which to obtain physical insight about a system. Since the many-body ground state is a unique functional of the density\cite{1}, insight should be obtainable by extracting information about the learned features. An initial analysis of this was given in Section IV C; in particular, their collective ability to reconstruct samples from $p(v; W) \approx p(v)$. An analysis of the individual features may prove interesting.
though, and several techniques have recently been developed\textsuperscript{16} to provide qualitative interpretations of them, and the invariances that have been learned. Once these are understood, even additional insight may be obtainable by analyzing their mapping to an output(s).

Before concluding, it is important to discuss the extension of this method to actual systems, and the practical issue of computational scaling. Most systems are more complex than that considered herein (for demonstrative purposes). Even though the efficiency analysis in Section IV B demonstrated that the DBN+GP model is not sensitive to the variability of the target, its extension to more complex systems will still require the use of large(r) data sets. To see this: The efficiency advantage is provided by the DBN, and its ability to separate the explanatory factors in the data; but the number of such factors is directly related to the complexity of the system. As discussed in Section IV A though, the representational power $F$ is directly related to the architecture of the DBN, and its resolution is determined by $M_{ul}$; neither of which is bounded. This means that the method is systematically improvable. Practically important is that network storage and evaluation scales linearly with $n_v$ ($n_h$), for a fixed $n_h$ ($n_v$); and training scales linearly in both time and (storage) space with $M_{ul}$. Additional scaling issues are discussed in the SI.

While the DBN+GP model was developed for density-functional approximation, the above advantages are not limited to this problem. In the physical sciences, conventional machine learning methods have shown promise in fields ranging from condensed matter physics\textsuperscript{31} to quantum chemistry\textsuperscript{32}. The developed approach may be useful in these other contexts as well.

**Appendix A: Deep learning model**

For each RBM, training proceeded as follows: Initial weights were selected following the approach described in Ref. 33; 200 trials were performed. Satisfying Eq. (5) was accomplished by the contrastive divergence algorithm\textsuperscript{34}; 5000 Markov chain Monte Carlo steps were performed, using learning rate of 0.01 and a momentum parameter of 0.05, with the chain length slowly increased from 1 to 4. $L_2$ regularization was used to control model complexity; a penalty of 0.0001 was used. A penalty term was added to encourage sparse activities in the hidden units; a target activation of 0.1 was set. Finally, a mean-field approximation was made for this visible units (i.e., only the hidden ones were stochastically
sampled). Note that the input to the first RBM was normalized, by linearly scaling each dimension (grid point — see Appendix B), using the range of the unlabeled training data.

A DBN was formed by stacking RBMs, using the greedy training algorithm\textsuperscript{35}. Note that once an RBM was trained, its weights were fixed (in the DBN). This results in only the top two layers having undirected, symmetric connections; the lower ones receive top-down, directed connections from the layer above; this is indicated in Fig. 1(b).

With the mapping $F$ specified completely by the DBN, and according to Eq. (10), a GP prior was placed over the underlying latent function, so that \emph{a priori} $p(f|Z_l) = \mathcal{N}(f|m(z), K(z, z'))$, where $Z_l = \{z_i\}_{i=1}^{M_l}$ is the set of features for labeled input data, $f = [f(z_1) f(z_2) f(z_M)]^T$, $K(z, z')$ is the covariance matrix with elements $K_{ij} = k(z_i, z_j)$, and $m(z)$ has been defined previously. Note that for $m(z) = 0$, a GP is completely described by $k(z, z')$.

The features $z$ mapped to by $F$ should have a simple distribution, separable from the input data (since the hidden units of an RBM/DBN usually do, as discussed in Section II A). The prior assumption can therefore be made that if $z$ and $z'$ are similar according to some distance measure, their values should be highly correlated. A natural choice is $k(z, z') \propto \exp(-\|z - z'\|^2)$; therefore, the spherical Gaussian kernel was used:

$$k(z, z') = \alpha \exp(-\frac{1}{2\beta}\|z - z'\|^2) \quad \text{(A1)}$$

which is parameterized by $\theta = \{\alpha, \beta\}$, a magnitude $\alpha$ and length-scale $\beta$; further, since $\{z|0 \leq z \leq 1\}$ for each element $z$ of $z$, the assumption can be made that $k(z, z')$ has the same $\beta$ for each dimension. As discussed in Section II A, it is assumed that one does not have access to the values of $f$ themselves, but noisy versions thereof (see Eq. (11)). The prior on the noisy observations becomes:

$$\text{cov}(y_i, y_j) = k(z_i, z_j) + \sigma_n^2 \delta_{ij} \quad \text{(A2)}$$

Note that because $k(z, z')$ is a function of (only) $F$, it too is initialized in an unsupervised way. The use of a GP as a supervised learning method can therefore be viewed as using a DBN to learn the covariance kernel for a GP\textsuperscript{36}. In this respect, this approach can be seen as complementary to that in Ref. 9; different kernels for which were studied in Ref. 13, and found to significantly influence the results. Realize though that the invariance–sensitivity problem (in this context, the kernel $k(z, z')$) is solved entirely by the DBN, prior to the use
of a GP at all. It is this that leads to a nonlocal kernel that is not sensitive to the variability of the target\textsuperscript{14} (see Section IV B).

\( \theta \) and \( \sigma_n^2 \) were adjusted to maximize the leave-one-out (LOO) log predictive probability\textsuperscript{37}:

\[
L_{\text{LOO}}(D_l, y, \theta, \sigma_n^2) = \sum_i^M \log p(y_i|D_{l-i}, y_{l-i}, \theta, \sigma_n^2) \quad (A3)
\]

where \( D_l = \{z_i\}_{i=1}^{M_l} \) is the set of (labeled) input data and:

\[
\log p(y_i|D_{l-i}, y_{l-i}, \theta, \sigma_n^2) = -\frac{1}{2} \log \sigma^2_i - \frac{(y_i - \mu_i)^2}{2\sigma^2_i} - \frac{1}{2} \log 2\pi
\]

is the predictive log probability of the dataset \((D_{l-i}, y_{l-i})\), formed by leaving out training case \(i\), where:

\[
\mu_i = y_i - \frac{[(K + \sigma_n^2 I)^{-1}y]_i}{[(K + \sigma_n^2 I)^{-1}]_{ii}}
\]

\[
\sigma_i^2 = \frac{1}{[(K + \sigma_n^2 I)^{-1}]_{ii}}
\]

are the predictive mean and variance. This was accomplished by minimizing the negative of Eq. (A3), using simulated annealing\textsuperscript{38}.

Following training, predictions from the DBN+GP model are made as follows: Given a test vector \( v_* \), its feature vector \( z_* \) is first calculated by the mapping \( F \). Then, a GP prediction is obtained by conditioning on the (labeled) training data and \( \theta \). The distribution of the predicted value \( y_* \) at \( z_* \) (\( v_* \)) is:

\[
p(y_*|z_*, D_l, \theta, \sigma_n^2) = \mathcal{N}(y_*|k^T_* (K + \sigma_n^2 I)^{-1}y_* k_* - k^T_* (K + \sigma_n^2 I)^{-1}k, (K + \sigma_n^2 I)^{-1})
\]

where \( k_* = k(z_*, z_l) \) and \( k_{**} = k(z_*, z_*) \).

**Appendix B: Model system**

Analogous to Ref. 9, continuous potentials \( v(x) \) for the model system described in Section II B were randomly generated from:

\[
v(x) = -\sum_{i=1}^3 a_i \exp[-(x - b_i)^2/(2c_i^2)]
\]

where \( a_i, b_i, \) and \( c_i \) were selected uniformly over \( 1 < a < 10, 0.4 < b < 0.6, \) and \( 0.03 < c < 0.1 \). Hard walls were placed at \( x = 0 \) and 1.
The Schrödinger equation was solved numerically for \( \{ \phi_i \}_{i=1}^N \) and their corresponding energies \( \{ \epsilon_i \}_{i=1}^N \), by discretizing the domain using \( n_x = 100 \) grid points and using Numerov’s method in matrix form\(^{39} \). From these:

\[
E[n] = \sum_{i=1}^{N} \epsilon_i
\]  

and using Eq. (4):

\[
n(x_i) = \sum_{i=1}^{N} |\phi_i(x_i)|^2, \quad n = \sum_{i=1}^{n_x} \Delta x \ n(x_i)
\]  

where \( \Delta x = 1/2(n_x - 1) \) if \( i = 1 \) or \( n_x \), or \( \Delta x = 1/(n_x - 1) \) otherwise. From Eqs. (1)–(3):

\[
T_s[n] = E[n] - V[n]
\]  

\[
V[n] = \sum_{i=1}^{n_x} \Delta x \ n(x_i) v(x_i)
\]

(both \( E_H[n] \) and \( E_{xc}[n] \) are zero for noninteracting electrons).

The above procedure was used to generate a data set consisting of 6000 \( (n, T_s[n]) \) data points, where \( n = [n(x_1) \ n(x_2) \ldots n(x_{n_x})] \). In order to minimize possible bias in sampled data (which is especially important for small samples), data points were selected randomly from the data set without replacement (typically, 25% in total); results were then obtained as averages over several samplings; discussed further in Appendix C.

**Appendix C: Performance evaluation**

Equations for the NMSE, NMBF, and \( r^2 \) are:

\[
\text{NMSE} = \frac{(y_\ast - y)^2}{\langle y_\ast y \rangle}
\]

\[
\text{NMBF} = \begin{cases} 
\frac{y_\ast / \overline{y} - 1}{y_\ast } & y_\ast \geq \overline{y} \\
\frac{1 - \overline{y}/y_\ast}{y_\ast } & y_\ast < \overline{y} 
\end{cases}
\]

\[
r^2 = \frac{ss_{y_\ast y}}{(ss_{y_\ast y}, ss_{yy})}
\]

respectively, where \( y = T_s[n] \) and \( y_\ast \) is the corresponding DBN+GP prediction, and in Eq. (C3), \( ss \) are the (unnormalized) covariance and variances of \( y \) and \( y_\ast \).

In the calculation of Eqs. (C1)–(C3), there are two types of uncertainty. Consider training a single model. Testing it on unseen data provides the information necessary to estimate
these quantities, as well as the model uncertainty; 1000 data points were used. This model, however, is parameterized by $W$, $\theta$, and $\sigma^2_n$, which are determined by stochastic methods and using randomly-sampled training data. This leads to parameter uncertainty. This can be determined by training and testing several models; 10 were used.

Model and parameter uncertainties are both informative, but useful for different purposes. The latter, for example, is necessary in order to make meaningful comparisons among model details; this is therefore the type shown in Tables III–V. The former is shown in Tables I and II. Comparing these results shows that the magnitudes of the two types of uncertainty are similar.

In order to determine both types of uncertainty and also correct any bias in the estimation of Eqs. (C1)–(C3), bootstrap resampling\textsuperscript{40} was used; 100000 samplings were made.

**Appendix D: Self-consistent densities**

In Kohn–Sham density-functional theory\textsuperscript{3}, minimization of the energy functional in Eq. (1) is typically performed by a self-consistent procedure that requires calculating the variation of the energy functional with respect to the density. Calculating a stable estimate of a functional derivative using (certain) machine learning algorithms can be non-trivial though; this was shown in Ref. 41 for kernel methods, for example. Self-consistent densities were therefore obtained by searching for a density which minimizes Eq. (1), with the addition of a penalty term to conserve the number of electrons:

$$E[n] = y_* + V[n] + \frac{1}{2\mu} (n - N)^2$$  \hspace{1cm} (D1)

where $\mu$ is the penalty factor and other quantities have been defined previously. For the results in Table II, trial and error suggested $\mu = 10^{-5}$ as a reasonable choice. This search was performed stochastically, using simulated annealing\textsuperscript{38} (see also below). Note that the initial density was taken to be the mean as calculated from the training set; and during annealing, the density was constrained to lie within its bounds.

Initial calculations suggest that the use of a DBN to initialize a supervised learning algorithm (i.e., the approach developed in this work) may be capable of calculating stable and accurate functional derivatives. The application domain thus far has been limited to toy mathematical problems, and so it is too early to tell whether this will work for density func-
tionals. While a complete discussion of this is beyond the scope of this work, these general findings can be qualitatively understood as follows: If the underlying dimensionality of the data is less than that of the input domain, then conventional machine learning will be unable to describe a functional derivative; no data exists along the extraneous (and orthogonal) dimensions. Previous approaches have been based on minimization in a projected subspace; for example, linear principal component analysis in Ref. 9 and a nonlinear approach in Ref. 42. There is no guarantee though that such projected dimensions describe inherent features of the data. Moreover, it has been shown$^{43}$ that a deep type of neural network works much better to (naturally) reduce the dimensionality of data, provided that its weights have been effectively initialized (e.g., by a DBN). This approach may improve the already accurate results in Table II, with no increase in computational cost.

Appendix E: Generative sampling

Generative sampling can be used to draw samples from $p(v; W)$. This is accomplished by setting up a Markov chain that converges to $p(v; W)$, and running it to equilibrium. In practice, random states for the visible units of the top-level RBM are assigned, and iteratively sampling of $h$ and $v$ is performed. After this achieves equilibrium, the resulting visible units (of this RBM) are deterministically backpropagated.

For the results in Section IV C, 100000 steps of sampling were performed. A mean-field approximation (discussed in Appendix A) was made for the visible units.

---
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