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Abstract

Motivated by the Horava–Lifshitz (HL)-type theories, we study the physical motion of matter coupled to a foliated geometry in a non-diffeomorphism invariant way. We use the concept of a spectral action as a guiding principle in writing down the matter action. Based on the deformed Dirac operator compatible with the reduced symmetry-foliation preserving diffeomorphisms, this approach provides a natural generalization of the minimal coupling. Focusing on the infrared version of the Dirac operator, we derive the physical motion of a test particle and discuss in what sense it can still be considered as a geodesic motion for some modified geometry. We show that the apparatus of non-commutative geometry could be very efficient in the study of matter coupled to the HL gravity.
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1. Introduction

The absence of a definite theory of quantum gravity (QG) keeps the efforts in the direction of the construction of such a theory quite topical and very important. One of the recent proposals on a perturbatively renormalizable theory of QG is due to Horava [1]. The main idea of Horava’s approach (based on some older work by Lifshitz [2], hence the name for such theories—Horava–Lifshitz (HL) gravity) is to give up the diffeomorphism invariance (Diff) on the fundamental level (so, it emerges as an effective symmetry in the infrared (IR) regime only) in favor of the improved renormalizability of the theory. This is achieved by the inclusion of higher derivative (with respect to space coordinates) terms. As the immediate consequence, the space-time acquires the structure of a foliated manifold where space and time are separated and the resulting fundamental symmetry is given by foliation preserving...
diffeomorphisms (FPDiff) instead of full Diff; see [3–5] for some reviews on HL gravity. The presence of the higher order space derivatives as compared to the time derivative means that in the deep ultraviolet (UV) regime the theory becomes extremely non-relativistic with the anisotropic scaling for time, $t$, and space, $\vec{x}$ coordinates [1]

\[ t \to a^z t, \]
\[ \vec{x} \to a \vec{x}. \]

$z$ is called the anisotropic scaling exponent. To make a theory of gravity at least formally renormalizable, $z$ should be not less then three. The theory with $z = 3$ is usually called the HL gravity.

So far we were talking only about pure gravity. The other side of the story is the coupling of matter to the anisotropic gravity [6]. The slightly oversimplified point of view on the problem is as follows: on one side, using Diff-breaking coupling in the matter sector will typically lead to Lorentz breaking, which has very strong experimental bounds and, as the consequence, a lot of fine tuning should be used to meet those bounds; on the other side, using the minimal coupling as in general relativity (GR) does not seem at all natural in a model based on FPDiff\(^3\). A related point is that, in the usual construction, the gravitational part of the HL theory is not related to the matter part, except in sharing the same FPDiff symmetry. This gives enormous freedom in writing both parts of the action, each having a large number of independent parameters.

In this work, we suggest the use of the spectral action principle [7] as a way to relate these two independent parts. This could potentially address several important points: (1) reduce the number of free parameters; (2) relate parameters in the matter sector to those on the gravity side; (3) as the consequence, some fine tuning could be resolved in a natural way. In addition, this approach gives a more natural way of matter–gravity coupling (which one can call minimal in some sense). The general idea is as follows (for the details see [7, 8]). One starts with some physically motivated Dirac operator, $D$, defined on the Hilbert space of spinors $\psi$ and compatible with the symmetry of the system in hand (in our case FPDiff). Then one postulates that the full action, gravity plus matter, is given by

\[ S_{\text{spec}} = \text{Tr} f \left( \frac{D^2}{A^2} \right) + \langle \psi | D | \psi \rangle. \] (1)

One can see that the same object, the Dirac operator, essentially defines both parts. This is the source of the possible advantages mentioned above. The approach based on (1) has its roots in non-commutative geometry [9] and has been quite successfully used in the original approach to the standard model [10]. The other areas where the ideas from non-commutative geometry have proven to be fruitful include, but are not exhausted by, string theory [11], black holes [12], entropic gravity [13], etc.

Some time ago, we initiated the study of the HL-type models of gravity based on some natural deformation of the Dirac operator and on active use of the methods of non-commutative geometry [14]. In the present paper, we apply these ideas to study the matter term in (1). Because the analysis of the fully deformed Dirac operator is quite involved (this problem is currently under consideration), here we consider the particular limit of the full operator, in which it still remains of the first order in all derivatives (as in the case of the usual Dirac operator). Physically this can be interpreted as the IR limit of the full theory (as opposed to

\(^3\) Though in this work we will not need the explicit form of FPDiff, we will give it for completeness and the convenience of the reader: $t' = t'(t), \vec{x}' = \vec{x}'(t, \vec{x})$. So, the form of FPDiff explicitly demonstrates the existence of the preferred time.
the UV regime, where all the higher derivatives are kept). Specifically, we study the following questions. What is the physical motion of a test particle in such a theory? What is the relation between this motion and the geodesics for the background geometry? How can we define either of them? All these questions are extremely important both conceptually and phenomenologically. In the concluding section, we comment on these points.

The structure of the paper is as follows. Section 2 is devoted to the development of our approach on the example of the Diff-invariant theory. We suggest an alternative way of deriving the physical motion of a test particle starting with the corresponding field theory. The approach is based on the Hamilton–Jacobi equation following from the quasiclassical analysis and treated as a relativistic Hamiltonian of a particle. Then we study the notion of a geodesic distance in the framework of non-commutative geometry, showing that for a Diff-invariant theory it leads to the usual geodesics. In section 3 we apply the introduced ideas to the case of a deformed theory based on FPDiff and study the question in what sense the physical motion can still be treated as a geodesic one. In the concluding section we briefly review the main results of the paper, as well as discuss the further steps, some of which are quite urgent, to have the potential possibility of confronting the introduced ideas experimentally.

The paper also has two appendices. While in the first one we set up the conventions and collect some of the definitions used in the main text, the second appendix on 3 + 1 decomposition of a Dirac operator has its independent value and should be useful in studies on FPDiff-invariant matter–gravity coupling.

2. Geodesics: standard case

A motion of a test particle in GR is geodesic for the background pseudo-Riemannian geometry. It should be stressed that these two notions, the physical motion of a test particle and the geodesics, are a priori unrelated. In the framework of GR, one can show that they coincide for the case of matter coupled to gravity in a Diff-invariant way [15–18]. This demonstration heavily relies on the existence of a covariantly conserved energy-momentum tensor (EMT), $T_{\mu\nu} = \frac{2}{\sqrt{-g}} \delta S_m \delta g_{\mu\nu}$ ($S_m$ is the matter part of the full action). In HL-type theories based on FPDiff such a conserved tensor does not exist in general [19]. So, one would like to have an alternative way to derive the physical motion of a test particle starting with an action for a field coupled to gravity (which is usually more natural and fundamental then an action for a particle). While for the Diff-invariant coupling we should reproduce the usual equation for geodesic motion, the situation should change in the case of the FPDiff-invariant coupling.

The other point is the definition of a geodesic itself. For the case of the (pseudo) Riemannian geometry it is defined to be the extremal path between two points of the geometry. In a standard way, it can be found by extremizing the functional

$$L_{s_1s_2}[s] = \int_{s_1}^{s_2} ds,$$

where, as usual, $ds^2 = g_{\mu\nu} dx^\mu dx^\nu$. This construction uses the information about the geometry in the form of its metric. What if we do not know what is the real geometry of our theory? As we mentioned in the introduction and will discuss more in section 3, there exists a way of defining geometry in terms of a relevant Dirac operator. This seems to be a more physically

4 As written, (2) gives the length in the Euclidian case. For the case of the Lorentzian geometry, one should distinguish between timelike, null and spacelike geodesics. For the case of a timelike geodesic, which corresponds to the motion of a massive particle, one should instead extremize $L_{s_1s_2}[s] = \int_{s_1}^{s_2} \sqrt{|ds^2|}$. See the beginning of section 2.2 for more discussion on the Euclidian versus Lorentzian case.
motivated approach. So, we would like to have an alternative definition of a geodesic distance in terms of a Dirac operator. And indeed such a construction exists and produces the usual result in the case of the standard choice of a Dirac operator.

In this section, we discuss in detail these two points, the physical motion of a test particle and the geodesics for a geometry defined by a Dirac operator, for the standard case of a Diff-invariant matter coupling and the usual Dirac operator. In the next section, we will generalize these constructions to the case of the FPDiff-invariant coupling and an appropriately deformed Dirac operator.

2.1. Geodesics from the Hamilton–Jacobi equation

Here we would like to derive the usual geodesic equation

$$\frac{d^2 x^\mu}{d\tau^2} + \Gamma^\mu_{\nu\lambda} \frac{dx^\nu}{d\tau} \frac{dx^\lambda}{d\tau} = 0, \quad \tau \text{ is a proper time} \quad (3)$$

starting with some diffeomorphism invariant field theory for matter. As we said earlier, while doing this, we do not want to appeal to the existence of the covariantly conserved EMT.

As we briefly discussed in the introduction, from the point of view of the spectral action, it is natural to work with the Dirac-type action (see the second term in (1))

$$S_m = \int d^4x \sqrt{-g} \psi D_m \psi, \quad (4)$$

where $D_m := D = \frac{mc}{\hbar}$ and $D = \gamma^\nu \nabla^\mu$ is the massless Dirac operator (A.12). $\psi(x)$ is a section of the spinor bundle over the space-time manifold $\mathcal{M}$, i.e. a spinor field. Also we explicitly keep track of $\hbar$ in view of the future quasiclassical analysis.

The equation of motion following from (4) is the generally the covariant form of the Dirac equation

$$\left( \gamma^\nu \nabla^\mu - \frac{mc}{\hbar} \right) \psi = 0. \quad (5)$$

In QFT, (5) is the equation for the operator of a quantum relativistic spinor field, but being restricted to the one-particle sector, this equation can be understood as a generalization of the Schrodinger equation to the case of a relativistic spinor (exactly in the same way as the Klein–Gordon equation for the case of a spin zero field). Then $\psi(x)$ is interpreted as the corresponding wave-function.

Now, we would like to look at the quasiclassical approximation of (5). Toward this end, we write $\psi$ in a standard form

$$\psi = \chi e^{\pm S}, \quad (6)$$

where $\chi$ is a four-spinor, while $S$ is a scalar function. The reasoning for doing so is the following: while $\tilde{\chi} \chi$ is interpreted as the density of particles satisfying the continuity equation, $S$ is the quantum version of the Hamilton’s principal function. The knowledge of this function (or, rather its zero order in $\hbar$ term) will allow us to read off the relativistic particle Hamiltonian following from this field theory, which will lead to the equation of motion for a particle.

5 To allow for more smooth presentation of the main ideas and results, we collect in two appendices all the notations, conventions and some auxiliary calculations used in the main text.
Plugging (6) into the equation of motion (5), we get
\[ \gamma^\mu \nabla_\mu \chi + \frac{i}{\hbar} \gamma^\nu \partial_\nu S - \frac{mc}{\hbar} \chi = 0. \] (7)
We are interested in the quasiclassical analysis of (7). Writing the \( \hbar \)-expansion of \( \chi \) and \( S \)
\[ \chi \equiv \chi_0 + \hbar \chi_1 + \cdots, \]
\[ S \equiv S_{cl} + \hbar S_1 + \cdots, \] (8)
we have from the leading \( \frac{1}{\hbar} \) term of (7)
\[ i\gamma^\nu \partial_\nu \chi_0 - mc \chi_0 = 0. \] (9)
Here \( S_{cl} \) is just a classical Hamilton’s principal function, i.e. a classical action evaluated on a
classical trajectory. It is more convenient to re-write (9) as to get rid of gamma-matrices and
the spinor \( \chi_0 \). It is trivial to show that (9) is equivalent to
\[ \left( g^{\mu\nu} \partial_\mu S_{cl} \partial_\nu S + m^2 c^2 \right) \chi_0 = 0. \] (10)
Then, assuming \( \chi_0 \neq 0 \), we arrive at
\[ g^{\mu\nu} \partial_\mu S_{cl} \partial_\nu S + m^2 c^2 = 0, \] (11)
which is interpreted as the relativistic Hamilton–Jacobi equation. From here we can read off
the relativistic Hamiltonian of a particle (for the details of the following procedure, see, e.g.
[20])
\[ H = g^{\mu\nu} p_\mu p_\nu + m^2 c^2, \] (12)
where we used the standard relation between the Hamilton’s principal function, \( S_{cl} \), and the
canonical momentum:
\[ p_\mu = \partial_\mu S_{cl}. \] (13)
Of course, (12) is nothing but the usual relativistic dispersion relation. But the way it has been
arrived at will prove to be useful for more general theories where the Diff symmetry will be
broken and the dispersion relation will be not so obvious (see section 3).
As usual for time reparametrization invariant theories, the relativistic Hamiltonian
represents a constraint and the full dynamics of the system with respect to some affine
parameter \( \tau \) is given by the set of the equations:
\[ \begin{cases} 
H = 0 \\
\dot{x}^\mu = N(\tau) \frac{\partial H}{\partial p_\mu}, \\
\dot{p}_\mu = -N(\tau) \frac{\partial H}{\partial x^\mu} 
\end{cases} \] (14)
which in our case becomes
\[ \begin{cases} 
g^{\mu\nu} p_\mu p_\nu + m^2 c^2 = 0 \\
\dot{x}^\mu = 2N(\tau) g^{\mu\nu} p_\nu \\
\dot{p}_\mu = -N(\tau) \frac{\partial g^{\mu\nu}}{\partial x^\rho} p_\rho p_\lambda 
\end{cases} \] (15)
Here, \( N(\tau) \) is the lapse function. It is an arbitrary function of \( \tau \), reflecting the time reparameterization freedom.

**Claim.** The set of equations (15) is equivalent to (3).

**Proof.** Combining the first and the second equations of (15), we get

\[
\dot{x}^\mu p_\mu = -2 m^2 c^2 N(\tau), \quad \ddot{x}^\mu = 2N(\tau)\dot{x}^\mu p_\mu.
\]  

(16)

From here, we immediately obtain

\[
m c N(\tau) = \frac{1}{2} \sqrt{-g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu}.
\]

(17)

Fix the gauge by \( 2N(\tau) = 1 \), which essentially fixes \( \tau \) to be proper time. Combining this with the second and the third equations of the system (15) we get

\[
\ddot{x}^\mu = \frac{d}{d\tau} \left( g^{\mu\nu} p_\nu \right) = \partial_\sigma g^{\mu\nu} \dot{x}^\nu p_\nu + g^{\mu\nu} \ddot{p}_\nu = \partial_\sigma g^{\mu\nu} \dot{x}^\nu p_\nu - \frac{1}{2} g^{\mu\nu} \partial_\sigma \partial_\sigma \dot{p}_\nu p_\nu
\]

\[
= \partial_\sigma g^{\mu\nu} \dot{x}^\nu p_\nu - \frac{1}{2} g^{\mu\nu} \partial_\sigma \partial_\sigma \dot{p}_\nu p_\nu
\]

\[
= -\Gamma^{\mu}_{\sigma\nu} \dot{x}^\nu \dot{x}^\sigma.
\]

This completes the demonstration that the physical motion of a test particle follows the geodesics of the underlying geometry.

### 2.2. Geodesics from the non-commutative geometry approach

In this part, we would like to show how one can recover geodesics for the standard case of Riemannian geometry. This is essentially a review of the well-known result, see e.g. [21, 22] (see also [23, 24] for some applications), but we include it for the benefit of the reader because we will use the same approach in the next section for the case of a foliated space-time and we will see that in that more general case the present derivation can be adopted almost without change.

Before we proceed, we need to make some important comments. First of all, as we said, in this section we will show how to recover geodesics for Riemannian geometry. This is clearly quite different from what has been achieved in the last section, where the equation (3) was derived for the pseudo-Riemannian or Lorentzian case. Unfortunately, for the moment this is the best we can do. As we will see below, the main idea of the approach is in reformulating the definition of a geodesic in some algebraic way instead of extremizing the functional (2). While for the Riemannian case this algebraic reformulation is well established by now (with some conditions on space, see below), for the case of the Lorentzian space there exist several proposals [25–27] and the complete picture is still only emerging. We will not attempt here to apply these proposals as they either are not directly based on a Dirac operator or are still under construction. Instead, our goal here will be somewhat less ambitious: we

6 We already mentioned that even if one uses (2), the Euclidian and Lorentzian cases are rather different. E.g., while for the Euclidian distance one has to find infimum of (2), the Lorentzian, i.e. timelike, distance is given by its supremum.

7 All of these approaches are formulated for globally hyperbolic spaces, as should be the case if we want to have a well-defined Cauchy problem [28]. Also, some of them heavily rely on the foliation of the space-time. This could be of great help for us, because we do have a preferred foliation structure. We are planning to study the problem of the generalization to the Lorentzian case elsewhere.
will see how the Riemannian distance (which is the value of the functional (2) along the geodesics following from the same equation (3)) can be derived using the methods of the spectral geometry. One more comment should be made about the aforementioned conditions on the Riemannian space. To guarantee that the algebraic and the usual definitions of geodesic distance produce the same result, the space should be locally compact and complete, see e.g. [29]. Because our model has a structure of a foliation, this will impose the analogous conditions on the spatial part of the foliation. We will assume that all necessary conditions are satisfied. In what follows, we will not try to be rigorous, but instead will present the steps essential to arrive at the result.

The starting point is some set of algebraic data that completely encodes the information about the Riemannian geometry. Actually, we will look at a single aspect of this geometry, namely the definition of the shortest distance between two points (pure states in the algebraic language). As we will see, it will be given exactly by the geodesic distance along a geodesic defined by (3). For the review and the complete treatment of non-commutative geometry, see e.g. [9, 21].

The aforementioned set of algebraic data is called the spectral triple, $\mathcal{A}, \mathcal{H}, D$, and for the usual case of a Riemannian spin manifold $\mathcal{M}$ is given by

1. A $\mathcal{C}^*$-algebra of the differentiable functions on $\mathcal{M}$, $\mathcal{A} = C^\infty(\mathcal{M})$.
2. A Hilbert space of smooth square integrable sections of a spin bundle over $\mathcal{M}$, $\mathcal{H} = L^2(\mathcal{M}, \mathcal{S})$.
   The scalar product in $\mathcal{H}$ is defined by $\langle \psi | \chi \rangle := \int_\mathcal{M} \sqrt{g} \psi(x) \chi(x)$. (Compare the second term in (1) and (4).)
3. The usual Dirac operator $D = D = \gamma^\mu V_{\mu}$. In terms of this data the distance between two points is defined to be
   \[ d(x, y) := \sup_{f \in C^\infty(\mathcal{M})} \{ |f(x) - f(y)| : \| [D, f] \| \leq 1 \}. \] (18)

The norm used in (18) is the operator norm. As we will see below, we will need this norm only for an element of $C^\infty(\mathcal{M})$. Then we can write for $f \in C^\infty(\mathcal{M})$

\[ \| f \| := \sup_{\psi \in \mathcal{H}} \left[ \int_\mathcal{M} d^nx \sqrt{g} f^* \psi(x) f \psi(x) \right]^{1/2} \equiv \sup_{x \in \mathcal{M}} |f(x)|. \] (19)

(The last step in (19) is pretty trivial: clearly the left hand side is less or equal than the right hand side. Then show that a spinor exists as close as needed to the one proportional to the ‘square root’ of a delta-function with the support at the point where the supremum is reached.)

We need to find $\| [D, f] \|$. This is done as follows (using (19), the definition of gamma-matrices from the appendix and the $\mathcal{C}^*$-algebra property, $\| A \|^2 = \| A^* A \|$ for any element $A$ in this algebra. For the general properties of $\mathcal{C}^*$-algebras and some of their physical applications, see e.g. [30])

\[ \| [D, f] \|^2 = \| \gamma^\mu \partial_\mu f \|^2 = \| \gamma^\mu \delta_\mu f \| = \| g^{\mu \nu} \partial_\mu f \partial_\nu f \| = \sup_{x \in \mathcal{M}} \left[ g^{\mu \nu} \partial_\mu f \partial_\nu f \right] \]
\[ = \sup_{x \in \mathcal{M}} \| \text{grad} f \|^2 := \| \text{grad} f \|_{\infty}. \] (20)
Here we used the so called musical isometric isomorphism between one-forms and vectors: 
\((\text{grad } f) \mu = g^{\alpha \beta} df\). And the norm \(\| \cdot \|_i\) is the norm on the tangent space \(T_i \mathcal{M}\) defined by \(g^{\mu \nu}\). So we can rewrite (18) in the following form

\[
d(x, y) := \sup_{f \in C^0(\mathcal{M})} \left\{ |f(x) - f(y)| : \| \text{grad } f \|_\infty \leq 1 \right\} .
\]  

(21)

What we want to do now is to compare (21) with the usual geodesic distance on a Riemannian manifold

\[
d_R(x, y) := \inf_{\gamma} \{ \text{length}(\gamma) : \gamma: [0, 1] \to \mathcal{M}, \gamma(0) = x, \gamma(1) = y \} .
\]  

(22)

where \(\text{length}(\gamma)\) is defined in the usual way with the help of the metric as in (2). For any \(f \in C^\infty(\mathcal{M})\) and any \(\gamma\) we can write

\[
f(y) - f(x) = f(\gamma(1)) - f(\gamma(0)) = \int_0^1 \frac{d}{dr} [f(\gamma(t)) \dot{\gamma}] \, dt .
\]  

(23)

Then using the Cauchy–Schwarz–Bunyakovsky inequality we arrive at the following estimate

\[
|f(y) - f(x)| \leq \int_0^1 \| \text{grad } f \|_{\gamma(t)} \| \dot{\gamma} \|_{\gamma(t)} \, dt \]

\[
\leq \| \text{grad } f \|_{\infty} \int_0^1 \| \dot{\gamma} \|_{\gamma(t)} \, dt \equiv \| \text{grad } f \|_{\infty} \text{length}(\gamma).
\]  

(24)

Because (24) is valid for any \(f\) and any \(\gamma\), using (21) and (22) we arrive at the following inequality

\[
d(x, y) \leq d_R(x, y) .
\]  

(25)

It is easy to demonstrate that this inequality is saturated. Really, choose the function \(f\) to be

\[
f_\gamma(y) := d_R(x, y) .
\]  

(26)

It is trivial fact that \(\| \text{grad } f_\gamma \|_{\infty} = 1\) (actually \(\text{grad } f_\gamma\) is nothing but a unit four-velocity). Observing that \(|f_\gamma(y) - f_\gamma(x)| = d_R(x, y)\) completes the proof that

\[
d(x, y) = d_R(x, y) .
\]  

(27)

So, we can see that the same geodesics follow from two completely different approaches. The first one, described in section 2.1, is based on the dynamics of a physical system, while the second outlined in this section is purely geometric (or rather algebraic) for which we do not need the presence of matter. Of course, the trick is that the same object, the Dirac operator (A.12), crucially enters both constructions. In what follows, we will address the following question: does this agreement hold if the physical theory as well as the geometry are deformed but still share the same (deformed) Dirac operator?

3. Geodesics for a foliated space-time

Now we want to generalize both approaches described in the previous section to the case of a more general coupling of matter to gravity. Namely, in the spirit of the noncommutative geometry and spectral action principle, we would like to keep the same form of the action (4) but use a more general Dirac operator. This would still correspond to the minimal coupling between matter and, now generalized, geometry.
In appendix B we have found the 3 + 1 decomposition of the standard Dirac operator (B.10)\
\[ D = \gamma^0 D_0 + (3^D - \frac{1}{2} \gamma^0 K + \frac{1}{2} \gamma^a \frac{\partial a^N}{N}. \] (28)

This operator respects the full Diff symmetry, meaning that all the coefficients in front of each of the four terms in (28) should be exactly as they are if we insist on Diff covariance. On the other hand, if we are only interested in FPDiff, it can be shown that each term in (28) is separately FPDiff covariant. This leads to the natural generalization of $D$
\[ D = \gamma^0 D_0 + c_1(3^D) + c_2 \gamma^0 K + c_3 \gamma^a a_a, \] (29)

where we introduced $a_a := \frac{\partial a^N}{N}$. Actually motivated by the HL-type theories [1, 3], we could insist on the anisotropic scaling in UV with $z = 3$, then (29) is not the most general form of the generalized Dirac operator—we still can add higher space derivative terms. Taking into account that $[D_0] = [K] = z$ and $[3^D] = [a_a] = 1^8$, the resulting form of the operator would be
\[ D_{UV} = \gamma^0 D_0 + c\gamma^0 K + \sum_{n+m\leq 3} c_{nm}(3^D(\gamma^a a_a)^m. \] (30)

This expression has 11 free parameters (mass being one of them for $n = m = 0$). This should be compared with the number of free parameters in the general HL gravity, which is of the order of 100 [4]. Postponing the analysis of the complete generalized operator (30) for the future, here we will be interested in its IR version (29), i.e. when we can neglect the terms with higher derivatives.

We want to study the effect produced by this generalization on the physical motion of matter particles. As it was stressed before, now we do not have a conserved EMT, so there is no reason to expect that the physical motion will be geodesic one for the underlying metric. Nevertheless we will see that we still can say that the physical motion of a test particle is along geodesics but for some new geometry. For this, we will analyze the question of the physical motion of a test particle and the definition of geodesics using both approaches considered above.

3.1. Physical motion from the Hamilton–Jacobi equation

Here we apply the method from section 2.1 for the case of the action (4) and the Dirac operator $D_0 := D - \frac{mc}{\hbar}$. The equation of motion takes exactly the same form as in the standard case\
\[ \left( D - \frac{mc}{\hbar} \right) \psi = 0. \] (31)

Proceeding as before, writing $\psi$ as in (6), we can re-write (31) as
\[ D\chi - \frac{i}{\hbar} \gamma^0 \gamma^a \partial a S + \frac{i}{\hbar} c_1 \gamma^a \partial a S - \frac{mc}{\hbar} \chi = 0, \] (32)

and after using the same quasiclassical expansion of $\chi$ and $S$ as in (8) we arrive at the leading $\frac{1}{\hbar}$ order at the following equation

\[ \text{This is not hard to show looking at the metric (A.2) that we have the following scaling dimensions:} \ N = [h_\mu] = 0, [N^\mu] = z - 1. \text{ Then the scaling dimensions for the terms in} \ D \text{ follow.} \]
\[ \gamma \gamma \chi = \partial \mu \mu \alpha \alpha \]  

There are two important points about (33): (1) compared to (9), it depends on the parameter \( c_1 \) and will reduce to (9) only if \( c_1 = 1 \); (2) the other two parameters present in (29), \( c_2 \) and \( c_3 \), do not enter (33) and, as the consequence, cannot affect the classical physical motion in this model. The second point is quite interesting and not completely expected: varying \( c_2 \) and \( c_3 \) can lead to an arbitrary large breaking of Diff symmetry and yet it will not manifest itself in any gravitational experiment on a test particle motion. Of course, as we will discuss later, these parameters should be constrained from the other point of view in the framework of the spectral action.

To complete our study of the physical motion of a test particle, we need to exclude \( \chi_0 \) from (33) as it was done for (9). To do so, we re-write (33) in the form

\[ \chi_0 = \frac{i}{mc} \left( \gamma \gamma \chi \right) \]  

and plug it back into (33) arriving at the following equation

\[ \gamma \gamma \chi + \partial \mu \mu \alpha \alpha = 0. \]  

Using \( \gamma^\alpha \gamma^\beta = \epsilon^{\alpha \beta \gamma} \gamma_\gamma \) and again assuming \( \chi_0 \neq 0 \) we arrive at

\[ \gamma \gamma \chi + \partial \mu \mu \alpha \alpha = 0. \]  

We see that the whole effect has been reduced to the re-scaling of the space metric \( \mu \nu \). If we formally introduce a new metric \( \tilde{g} \) by (see (A.5))

\[ \tilde{g}_{\mu \nu} = -n_\mu n_\nu + \frac{1}{c_1^2} h_{\mu \nu} , \]  

then in terms of this metric, (36) takes exactly the same form as in the standard case (11)

\[ \tilde{g}^{\mu \nu} \partial_\mu S_{c,1} \partial_\nu S_{c,1} + m^2 c^2 = 0 , \]  

which immediately allows us to repeat the whole analysis of section 2.1 that follows equation (11). Doing so, the result for the physical motion will take exactly the same form as for the standard geodesics (3) but for the modified (but still Riemannian!) geometry:

\[ \frac{d^2 \chi^\mu}{d\tau^2} + \tilde{F}_{\mu \lambda} \frac{d\chi^\nu}{d\tau} \frac{d\chi^\lambda}{d\tau} = 0 , \]  

where \( \tilde{F}_{\mu \lambda} \) are the Christoffel symbols calculated for the new metric \( \tilde{g}_{\mu \nu} \) and \( \tau \) is the modified proper time defined by \( d\tau = \sqrt{-\tilde{g}_{\mu \nu} dx^\mu dx^\nu} \).

3.2. Generalized geodesics from the non-commutative geometry approach

Here we would like to see what will result in application of the approach of section 2.2 if we use it for the generalized geometry defined by a new spectral triple. The only difference of this new spectral triple from the standard one used in section 2.2 is that instead of the standard Dirac operator (A.12) we will use its deformed version (29). The point of asking such a question is the following: if we will be able to show that the equation (39) defines the shortest distance paths in the sense of the definition of distance (18), as was the case for the standard Dirac operator (see (27)), we will conclude that the physical motion is still a geodesic one but in the generalized geometry defined by the deformed spectral triple. If this is true, then the
metric (A.2) is not the physical one but plays some auxiliary role and the physical one is $\tilde{g}_{\mu\nu}$ (at least as far as the metric properties of the generalized geometry are concerned). As we now show, this is indeed so.\footnote{As we discussed at the beginning of the section 2.2, we will show this in the Euclidian case, i.e. we will demonstrate that the effective metric for the geodesic distance defined by the Euclidian version of the Dirac operator (29) (which looks exactly the same as in the Lorentzian case, see the appendix) is given by the same modification of the original metric as in (37). This will mean that the equation for the geodesics will have exactly the same form as (39).}

In fact we almost do not have to do any calculations. The only way the Dirac operator enters the definition of distance (18) is through $[D, f]$. It is trivial to see that again only $c_1$ constant matters

$$[D, f] = \partial^\mu f_\mu + c_1 \gamma^\mu \partial_\mu f,$$

where $f(x) \in C^\infty(\mathcal{M})$. As we stressed above, for the case of $c_1 = 1$ we recover the standard case of (2.2) (again, $c_2$ and $c_3$ do not matter!). We can easily bring (40) to the form that will look exactly as in the standard case. This is achieved by the appropriate re-scaling of the space tetrads (recall that $\gamma^\mu = e^\alpha_\mu$; see appendix)

$$\hat{e}_{\text{i}} = c_1 e^\alpha_{\text{i}}.$$

In view of (A.6), it is clear that the re-scaling (41) leads to exactly the same modified metric $\tilde{g}$ (37). Then we can again just repeat the rest of the calculation from (2.2) to conclude that the equation for the physical motion (39) indeed defines the path of the shortest distance in the sense of the modified (but still Riemannian) geometry.$^{10}$

4. Discussion and conclusion

In this paper, we have addressed the question of the correspondence between the physical motion of a test matter particle in a given geometry of space-time (due to the not necessarily Diff-invariant interaction with this geometry) and the notion of the geodesics for the same geometry. While in the standard case of pseudo-Riemannian geometry and minimally coupled matter, i.e. in GR, it can be shown that the physical motion is the geodesic one, usually this is done relying on the covariantly conserved EMT [15–18]. Motivated by the HL-type theories of gravity where such a tensor does not exist in general, we develop the alternative derivation of this fact based on the quasiclassical analysis of field equations. At the same time, motivated by our earlier work [14] as well as work in progress [34], which hint at the possibility of the existence of some underlying generalized geometry in HL-type theories, we review the purely algebraic way of deriving geodesics that rely on a Dirac operator.

After demonstrating our approach for the standard case, we pass to study the matter minimally coupled to the foliated geometry. In this work, we study only the minimal

\footnote{In fact, from the point of view of non-commutative geometry approach the fact that the geodesics defined by the spectral triple based on the Dirac operator (29) are given by the usual geodesics in the usual Riemannian geometry, i.e. by (39), is expectable. The point is that this spectral triple satisfies all the requirements of the so-called reconstruction theorem [31]. This theorem, in its turn, insures that the resulting geometry defined by this spectral triple will be some usual Riemannian geometry. What is non-trivial is that the physical motion deduced from completely different principles in section 3.1 still follows these geodesics. Using this observation we can see that we should not expect such simplification as existence of some usual Riemannian geometry for the spectral triple defined by the fully deformed Dirac operator (30). This is because in this case at least one of the conditions (the so-called first order condition) of the reconstruction theorem is violated. This violation happens exactly due to the presence the higher order derivatives in (30). I am grateful to Dmitri Vassilevich for bringing this to my attention. Also, see [32, 33] for the discussion of the importance of the first-order condition in the noncommutative geometry approach to the Standard Model.}
deformation of the standard case, restricting ourselves to the first order Dirac operator (29), which should be thought of as working in the IR regime. But even in this case the full Diff symmetry is broken to FPDiff in the matter sector. As the consequence, there is no covariantly conserved EMT and we have to rely on our approach. The main results of our consideration are following.

Firstly, we do find that the physical motion will deviate from the standard geodesics defined for the geometry (A.2). While this is not unexpected, the explicit form of this deviation has not been known to our knowledge.

This brings the second, less expected, result: the deviation from the geodesic motion depends only on one parameter of the 3D parameter space. This potentially can have serious experimental consequences (see also below).

Thirdly, we establish that even in this deformed case, one still can speak of the geodesic motion. The difference with the standard case is in the geometry: now these geodesics are defined for the geometry different from the one we started with. Due to the first order of the deformed Dirac operator (29), this modified geometry still can be written in terms of a metric (though different from the original). We expect that this will no longer be true for the general Dirac operator \( \Delta_{UV} \) (30). This question is being studied.

Also we would like to mention that the 3 + 1 decomposition of the Dirac operator found in this work (see the appendix) should prove useful in future studies of matter in HL-type theories. This brings the question of what is next to do?

The most urgent question is ‘Can we see the deviations described by (39)?’. To answer this question we need to know the metric (A.2), which, in this IR regime, is the solution of the gravitational equations of motion following from the most general IR FPDiff invariant action

\[
S_{IR} = \frac{1}{16\pi G} \int d^4 x N \sqrt{h} \left( K_{a\beta} K^{a\beta} - \lambda K^2 + \xi^{(3)} R + \eta \alpha_a a^a \right).
\]  

(42)

As we can see this action has its own 3D parameter space \((\lambda, \xi, \eta)\). If these parameters are independent of \((c_1, c_2, c_3)\) from (29) then the question of the possible deviations is not that interesting: we have too many independent parameters to play with. The situation changes drastically if there is some relation between these two sets of the parameters. This is the case if one insists that (42) comes from the spectral action [7] defined by the same Dirac operator used in the matter sector (see the first term in (1))

\[
S_{IR} = \text{Tr} f \left( \frac{D^2}{\Lambda^2} \right),
\]  

(43)

where \(f\) is some cut-off function and \(\Lambda\) is a characteristic scale (could be the same scale as in HL model). Then it is clear that \((\lambda, \xi, \eta)\) are not independent anymore but rather are some functions of \(c_i\) (and possibly \(\Lambda\)). This is very interesting because now two types of the corrections (or deviations), one coming from the fact that the metric itself is not the same as in Einstein theory (see e.g. [35] for the example of Schwarzschild metric), and the second being found in this paper, become dependent. This point is very important because this will affect bounds on the parameter space coming from the observations of test particles, e.g. solar system experiments. In the extreme case both deviations could exactly cancel and then some other experiment will be needed to differentiate between HL-type theory and GR. And what about the terms in (29) proportional \(c_2\) and \(c_3\)? Though these terms do not affect the physical motion in a given geometrical background, they will have an effect in the form of the Lorentz breaking. Nevertheless, it is crucial to note that these terms are proportional to some geometrical quantities, \(K\) and \(a_a\), which are zero for the flat case or small for weak gravity.
These effects should be studied in the general framework of Lorentz violating theories [36]. Such analysis should lead to stringent bounds on $c_2$ and $c_3$, which in its turn will constrain the parameters of the gravitational part (42) of the spectral action. These important questions are currently under study [34].

The more ambitious (and more important) problem is the recovery of the full HL-type theory coupled to matter starting with the fully deformed Dirac operator $D_{UV}$ (30). Along with providing the natural (minimal) way of the coupling of matter to the HL gravity (the second term in (1)), the approach based on the spectral action will enormously reduce the number of free parameters. As was mentioned in section 3, the most general Dirac operator respecting FPDiff symmetry contains only 11 parameters. Using this operator in the spectral action (43) will produce a HL-type theory that will also depend only on these parameters (and some scale $\Lambda$). This is in great contrast to the present situation [4]. Unfortunately the problem of constructing the spectral action based on $D_{UV}$ is not the easy one both technically and conceptually. The first steps in this direction were undertaken in [37] where the heat kernel for the flat anisotropic foliated space-time was calculated. Further work in this direction is in progress and the developments will be reported elsewhere.

It is important to stress that our analysis as presented in this paper deals with the physical motion of a structureless point-like particle. As we noted above, the advantage of this approach is that we do not have to explicitly rely on the conserved EMT (which does not exist in our case). The down side is that it is not obvious how to generalize, at least directly, this approach to study of the motion of an extended object. It would be interesting to find a generalization of the approach developed in [38, 39] in the framework of GR for the case of the non-minimal coupling between matter and geometry given by the Dirac operator (29). The main motivation for the search of such a generalization is the expectation that the higher moments will be sensitive not only to the parameter $c_1$, which controls the modification of geodesics for a point-like test particle, but also to the other two parameters, $c_2$ and $c_3$, that cannot be probed by a test particle. If true, this could lead, in principle, to the possibility of experimental testing all of the Lorentz violating terms in (29). We expect, that if such a generalization exists, the modification of the energy–momentum conservation for the case of FPDiff symmetry [19]

$$h_{\mu\nu} V_{\lambda} T^{\lambda\nu} = 0$$

should play a crucial role in its construction. But this question requires further theoretical study.
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Appendix A. Notations and conventions

Here we fix the notations and conventions used in the main text as well as establish some formulas used in the further calculations.

Coordinate system. Our space-time $\mathcal{M}$ has the structure of a foliation. Because in this work this structure is considered to be fundamental, it is natural to adopt the following coordinates
\( x^\mu = (t, \bar{x}) \), \hspace{1cm} (A.1)

where \( t = \text{const} \) defines a leaf of the foliation \( \Sigma_t \) while \( \bar{x} \) are the coordinates on \( \Sigma_t \).

**Metric.** We are using the metric with the signature \( g = 2 \), i.e. a time-like vector \( n^\mu \) has a negative length\(^{11} \). In the coordinates (A.1), the metric takes the usual ADM form \([40]\)

\[
\text{d}s^2 = -(N \text{d}t)^2 + h_{\alpha \beta} (\text{d}x^\alpha + N^\alpha \text{d}t)(\text{d}x^\beta + N^\beta \text{d}t),
\]

\hspace{1cm} (A.2)

where \( N \) is the lapse function and \( N^\alpha \) is the shift vector. Throughout the paper we are using the following system of indices:

The Greek letters from the middle of the alphabet, \( \mu, \nu, \ldots \) are used to denote the curved coordinates (A.1) and take values 0, 1, 2 and 3.

The Greek letters from the beginning of the alphabet, \( \alpha, \beta, \ldots \) are used to denote the space part of the curved coordinates (A.1), i.e. \( \bar{x} \), and take values 1, 2 and 3.

The Latin letters from the beginning of the alphabet, \( a, b, \ldots \) are used to denote the flat coordinates of 4d Minkowski space and take values 0, 1, 2 and 3.

The Latin letters from the middle of the alphabet, \( i, j, \ldots \) are used to denote the flat coordinates of the space part of 4d Minkowski space and take values 1, 2 and 3.

**Tetrads, Second fundamental form.** We partially fix the local \( \text{SO}(3, 1) \) invariance (which is natural to do keeping in mind the fundamental meaning of the foliation) and choose the time-like tetrad to be equal to the vector normal to \( \Sigma_t \), i.e.

\[
e_i^\mu = n^\mu,
\]

\hspace{1cm} (A.3)

where \( n^\mu \) is the vector dual to the one-form \( n = -N \text{d}t \). Clearly, this vector is normal to the hypersurface \( t = \text{const} \), and using (A.2) we see that

\[
n^\mu = (-N, 0, 0, 0), \quad n^\alpha = \left( \frac{1}{N}, -\frac{N^\alpha}{N} \right) \text{ and } n^\alpha n_\mu = -1.
\]

(A.4)

Then the rest of the tetrads will belong to the space tangent to \( \Sigma_t \), \( e_i^\mu \in T \Sigma_t \). As usual, we can introduce the projector on \( T \Sigma_t \)

\[
h_{\mu \nu} = g_{\mu \nu} + n_\mu n_\nu.
\]

(A.5)

The fact that \( h_{\mu \nu} \) projects any vector from \( T M \) to a vector in \( T \Sigma_t \), immediately follows from that (a) \( h_{\mu \nu} n^\nu = 0 \) and (b) \( h_{\mu \rho} h_{\rho \nu} = h_{\mu \nu} \). Using this, one can easily see that \( e_i^\mu \) are left invariant by \( h_{\mu \nu} \), \( h_{\mu \rho} e_i^\rho = e_i^\mu \). Also, combining (A.3), (A.5) and \( e_\mu e^\mu = g_{\mu \nu} \), one can establish that

\[
h_{\mu \nu} = e_\mu e^\nu.
\]

(A.6)

Also note that due to \( n_\mu e_i^\mu = 0 \), we have

\[
e_i^\mu = (0, e_i^\mu).
\]

(A.7)

This will be used in the second part of the appendix.

Using the normal vector \( n^\mu \) and the projector \( h_{\mu \nu} \) we define in the standard way a second fundamental form, or the extrinsic curvature, which measures how the leaves of the foliation are ‘bended’ in the ambient space-time

\[
K_{\mu \nu} = -h_{\rho \mu} \nabla_\rho n_\nu.
\]

(A.8)

\(^{11}\) Though we do specify the metric to be a pseudo-Riemannian one, the whole consideration goes through exactly (modulo some sign changes) for any signature.
Covariant spin derivative. As usual, to work with fermions in a curved space-time, we need to introduce an appropriate derivative, see, e.g. [41]
\[ \nabla_{\mu} \omega^\nu = \partial_{\mu} + \omega_{\mu} \omega, \quad (A.9) \]
where \( \omega_{\mu} = \frac{1}{2} \omega_{\mu ab} \gamma^{ab} \) is a spin connection and \( \gamma^{ab} := \frac{1}{2} [\gamma^a, \gamma^b] \) are the generators of \( SO(3, 1) \). Here \( \gamma^a \) are the usual flat gamma matrices, i.e. \( [\gamma^a, \gamma^b] = 2 \eta^{ab} \). The condition that covariant derivative is compatible with metric is translated into the full (i.e. with respect to both space-time and flat indices) covariant constancy of the tetrad
\[ \nabla_{\mu} e_{aw} \equiv \partial_{\mu} e_{aw} + \omega_{\mu}^{\alpha \beta} e_{b\alpha} - \Gamma_{\mu \alpha}^{\beta} e_{aw} = 0. \quad (A.10) \]
From here, it is easy to find the expression for \( \omega_{\mu ab} \)
\[ \omega_{\mu ab} = e_{aw} \partial_{\mu} e_{bw} + \Gamma_{\mu}^{\alpha} e_{a\alpha} e_{b\beta} \equiv e_{aw} \nabla_{\mu} e_{bw}. \quad (A.11) \]
where now \( \nabla_{\mu} \) is the usual space-time covariant derivative, i.e. the one acting on space-time indices only.

Dirac operator. We define the Dirac operator in the standard way by
\[ D = \gamma^\mu \nabla_{\mu} \omega. \quad (A.12) \]
where \( \gamma^\mu \) are the curved gamma matrices, i.e. \( [\gamma^\mu, \gamma^\nu] = 2 g^{\mu \nu} \) (which is trivial by \( g_{\mu \nu} e_i^\gamma = g_{\mu \nu} \)).

Appendix B. 3 + 1 split of the Dirac operator

Here our goal is to decompose the Dirac operator (A.12) in terms of the ADM variables, i.e. in terms of 3D metric \( h_{\mu \nu} \) and the second fundamental form \( K_{\mu \nu} \). Towards this end we write using (A.5)
\[ D = g^{\mu \nu} \nabla_{\mu} \omega = (h^{\mu \nu} - n^{\mu} n^{\nu}) \gamma_{\mu} \nabla_{\nu} \omega. \quad (B.1) \]
So, we need to analyze two terms: (1) \( h^{\mu \nu} \gamma_{\mu} \nabla_{\nu} \omega \) and (2) \( n^{\mu} n^{\nu} h_{\mu \nu} \nabla_{\alpha} \omega \).

1. \( h^{\mu \nu} \gamma_{\mu} \nabla_{\nu} \omega \)

Using (A.3) and (A.7), we have
\[ h^{\mu \nu} \gamma_{\mu} \nabla_{\nu} \omega = h^{\mu \nu} e_{a\alpha} \gamma^{\alpha} \nabla_{a} \omega = e_{i}^{\nu} \gamma^{i} \nabla_{\nu} \omega = \gamma^{\alpha} \partial_{a} + \gamma^{\alpha} e_{a}^{\alpha} \omega. \quad (B.2) \]
While the first term already contains just space derivatives, i.e. has already been projected to the hypersurface \( t = \text{const} \), the second one requires more care. Using (A.3), (A.8) and (A.11), we have
\[ e_{i}^{\nu} \omega_{\mu} = \frac{1}{8} e_{i}^{\nu} \omega_{a b} [\gamma^{a}, \gamma^{b}] = \frac{1}{8} e_{i}^{\nu} e_{a m} \nabla_{a} e_{b}^{\nu} [\gamma^{a}, \gamma^{b}] \\
= -\frac{1}{2} e_{i}^{\nu} e_{a m} \nabla_{a} e_{b}^{\nu} \gamma^{a} / \gamma^{b} + \frac{1}{4} e_{i}^{\nu} e_{a m} \nabla_{a} e_{b}^{\nu} \gamma^{a} / \gamma^{b} \\
= -\frac{1}{2} e_{i}^{\nu} e_{a m} h_{\mu}^{\nu} n^{a} n^{b} \gamma^{a} / \gamma^{b} + \frac{1}{4} e_{i}^{\nu} e_{a m} h_{\mu}^{\nu} n^{a} n^{b} \gamma^{a} / \gamma^{b} \\
= \frac{1}{2} e_{i}^{\nu} e_{j}^{\gamma} K_{\mu \nu} \gamma^{a} / \gamma^{b} + e_{i}^{(a)} \omega_{a}. \quad (B.3) \]
\[ \]
12 The author greatly benefited from the discussions on 3 + 1 decomposition with Arthur Mamiya.
\[ \omega_{\gamma} = \alpha \beta \alpha \beta \varepsilon_{j} \varepsilon_{j} \epsilon_{j} \epsilon_{j} (3) 1/4 (3) 1/4 (3) 0 = \gamma^{0} n^{\nu} \nabla^{\nu} = - \gamma^{0} n^{\nu} \nabla^{\nu} = - \gamma^{0} \left( \partial_{n} + n^{\nu} \omega_{\nu} \right), \quad (B.5) \]

where we have defined the derivative along the normal, \( \partial_{n} := n^{\nu} \partial_{\nu} \), for which the suitable coordinates with the zero shift vector becomes just, up to a factor, a time derivative \( \partial_{n} = \frac{1}{N} \partial_{t} \).

We still have to decompose \( n^{\nu} \omega_{\nu} \)

\[ n^{\nu} \omega_{\nu} = \frac{1}{8} n^{\nu} e_{\nu} e_{j} e_{j} \left[ \gamma^{0}, \gamma^{j} \right] = \frac{1}{4} n^{\nu} n_{\nu} \nabla_{\nu} e_{j} \left[ \gamma^{0}, \gamma^{j} \right] + \frac{1}{8} n^{\nu} e_{\nu} e_{j} \left[ \gamma^{0}, \gamma^{j} \right]. \quad (B.6) \]

To deal with the first term in (B.6) we will explicitly use the coordinate form of the normal vector (A.4) and the space tetrad (A.7)

\[ \frac{1}{4} n^{\nu} n_{\nu} \nabla_{\nu} e_{j} \left[ \gamma^{0}, \gamma^{j} \right] = \frac{1}{4} n^{\nu} n_{\nu} \left( \partial_{\rho} e_{i} + \Gamma_{\rho i}^{0} e_{0} \right) e_{0} e_{j} = \frac{1}{2} \Gamma_{\rho i}^{0} e_{0} n^{\nu} n_{\nu} \gamma^{0} \gamma^{j} = \frac{1}{4} \left( g_{\nu \rho} + g_{\nu j, \rho} - g_{\nu p, \rho} \right) e_{0} n^{\nu} n^{\nu} \gamma^{0} \gamma^{j} = \frac{1}{2} \left( h_{\nu \rho, \nu} - n_{\nu, \nu} n_{\rho} - n_{\nu} n_{\rho, \nu} \right) e_{0} n^{\nu} n^{\nu} \gamma^{0} \gamma^{j} = \frac{1}{2} e_{0} n^{\nu} n^{\nu} \gamma^{0} \gamma^{j} = \frac{1}{2} \gamma^{0} \gamma^{j}, \quad (B.7) \]

where we also used the fact that \( h_{\nu \rho, \nu} n^{\nu} = 0 \), which immediately follows from \( h_{\nu \rho} n^{\nu} = 0 \).

The second term of (B.6) is dealt with as follows

\[ \frac{1}{8} n^{\nu} e_{\nu} e_{j} \left[ \gamma^{0}, \gamma^{j} \right] = \frac{1}{8} e_{\nu} \left( n^{\nu} \nabla_{\nu} e_{j} - e_{j} \nabla_{\nu} n^{\nu} + e_{j} \nabla_{\nu} n^{\nu} \right) \left[ \gamma^{0}, \gamma^{j} \right] = \frac{1}{8} e_{\nu} \left( L_{n} e_{j} \right) \left[ \gamma^{0}, \gamma^{j} \right] - \frac{1}{8} e_{j} e_{0} K_{\nu} \left[ \gamma^{0}, \gamma^{j} \right] = \frac{1}{8} e_{\nu} \left( L_{n} e_{j} \right) \left[ \gamma^{0}, \gamma^{j} \right]. \quad (B.8) \]

To arrive at (B.8), we used the definition of Lie derivative, \( (L_{\nu} e)_{j} = n^{\nu} \nabla_{\nu} e_{j} - e_{j} \nabla_{\nu} n^{\nu} \) as well as the symmetry of the extrinsic curvature, \( K_{\mu \nu} = K_{\nu \mu} \). Combining (B.5), (B.7) and (B.8) we get

\[ n^{\nu} n^{\nu} \omega_{\nu} = \gamma^{0} n^{\nu} \nabla_{\nu} = \gamma^{0} \left( \partial_{n} + \frac{1}{8} e_{\nu} \left( L_{n} e_{j} \right) \left[ \gamma^{0}, \gamma^{j} \right] \right) = \gamma^{0} \frac{\partial_{n} + e_{\nu} \left( L_{n} e_{j} \right) \left[ \gamma^{0}, \gamma^{j} \right]}{N}. \quad (B.9) \]

Defining the covariant derivative along the normal, \( D_{\alpha} := \frac{1}{N} \partial_{n} + \frac{1}{8} e_{\nu} \left( L_{n} e_{j} \right) \left[ \gamma^{0}, \gamma^{j} \right] \), we can write the final form of the 3 + 1 decomposition of the Dirac operator.
\[ D = \gamma^0 D_0 + (3) \ D - \frac{1}{2} \gamma^0 K + \frac{1}{2} \gamma^\alpha \partial_\alpha N. \] (B.10)

The result (B.10) is to be compared with the analogous result from [42] where the 3 + 1 decomposition was achieved using the $SU(2)$ two-component spinors. The advantage of our calculation is more geometric picture of 3 + 1 splitting and the possibility to use our result for the Euclidian case where the usage of $SU(2)$-spinors is problematic. To arrive at the 3 + 1 decomposition of a Dirac operator in the Euclidian case one has to trivially repeat the steps of this section adjusting some signs (for the Euclidian version of the ADM decomposition, see [43]). Namely, all the minus signs in (A.2) and (A.4) will be gone (this, of course, includes the normalization of the normal vector on $+\,1$). As the consequence, instead of (A.5) we will have

\[ h_{\mu \nu} = g_{\mu \nu} - n_\mu n_\nu. \]

Using this and the fact that now we have to use the flat gamma matrices for $SO(4)$ rather then for $SO(3, 1)$, we arrive at exactly the same result as in (B.10).
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