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Abstract. The phase behaviour of a colloidal dispersion mediated by weakly adhesive polymers is considered. The polymers are depleted but are weakly adhesive and hence comprise a non-zero polymer concentration at the colloids’ surface, in contrast to the classical assumption in depletion theories involving a zero polymer concentration at the surface. The theory is composed of a generalized free-volume theory for colloid-polymer mixtures and a self-consistent mean-field theory for polymers at surfaces. It is found that the weak adhesion of the polymers shifts the phase stability of the colloid-polymer mixtures to higher polymer concentrations as compared to assuming a full depletion effect. The predicted phase diagrams employing the new theory are consistent with experiments on mixtures of silica spheres coated with stearyl alcohol and polydimethylsiloxane in cyclohexane and with Monte Carlo simulation results.

1 Introduction

The interaction between colloidal particles and the phase stability of colloidal dispersions with added polymers depends strongly on the effective interactions between the polymer chains and the surface of the colloidal particles [1–3]. Typically, there is either negative adsorption (usually termed depletion) or positive adsorption (often denoted as adsorption). The definition of the adsorbed amount $\Gamma$ at a flat surface is [2, 4]

$$\Gamma = \int_0^\infty [\varphi(z) - \varphi_b] \, dz,$$

where $\varphi(z)$ is the polymer segment concentration as a function of the distance $z$ from the flat surface and $\varphi_b$ is the polymer segment bulk concentration. In case of polymer adsorption ($\Gamma > 0$), bridging flocculation is expected at low polymer concentration, while colloidal stability can be achieved when there is enough polymer to cover the surfaces of the particles [1, 2]. The interaction between the particles and the stability of mixtures of adsorbing polymers and nanoparticles was considered for instance by Surve et al. [5].

In most depletion theories it is usually implicitly (and sometimes explicitly) assumed that $\varphi(z = 0) \equiv 0$ [1,3,4]. As long as $\Gamma < 0$, negative adsorption and hence depletion effects are still expected, even when there is weak adhesion of the polymers to the surface. The case $\Gamma = 0$ is a special condition that is difficult to realize experimentally. It corresponds to the case that the adhesive strength of the polymer segments to the surface exactly matches the loss of entropy that is associated with polymer adsorption. Positive adsorption ($\Gamma > 0$) takes place when the attraction is stronger than the entropy loss. In fig. 1 the various possibilities ranging from full depletion ($\varphi_{surf} = \varphi(z = 0) = 0$), weak adhesion ($0 < \varphi_{surf} < \varphi_b$) to (strong) adsorption ($\varphi_{surf} > \varphi_b$) are sketched schematically. It is noted that the above holds for colloids mixed with polymer solutions, although the strength of adhesion also plays a key role for nanoparticle-polymer melt hybrids, see for instance Hooper and Schweizer [6]. The polymer density profiles $\varphi(z)$ corresponding to the various cases discussed are shown in fig. 2.

Whenever $\Gamma < 0$, the colloidal particles in mixtures of a colloidal dispersion with added polymer chains are surrounded by depletion zones with reduced polymer density [7,8], originating from the entropy loss of polymers located close to the surfaces of the colloids [9]. When two such depletion zones overlap, colloidal particles attract each other [10,11]. As a result, the presence of non-adsorbing polymer chains leads to a depletion-mediated attraction between colloidal particles [3], which can be
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Fig. 1. Polymers in solution near an interface for various adhesion strengths: (a) the polymer chains are fully depleted corresponding to the common boundary condition $\varphi(z = 0) \equiv 0$, (b) the polymer chains weakly adhere to the surface but are still depleted (there is negative adsorption of polymer), (c) the polymer chains weakly adsorb and (d) the polymer chains strongly adsorb and form the characteristic train-loop-tail configurations in the adsorbed state. Note that the thickness of the depletion zone is indicated via the dashes in (a) and (b).

Fig. 2. Polymer density profiles $\varphi(z)$ as a function of the distance from the surface $z$: (a) positive and negative adsorption and (b) weak adhesion and full depletion of polymers in solution near an interface. measured using, for instance, atomic force microscopy, optical tweezers and total internal reflection microscopy [12]. Depletion forces can be used to tune the phase behaviour of colloidal dispersions [8], and depletion effects also have a pronounced influence on colloid dynamics [13]. This is relevant for the stability of colloid-polymer mixtures in industrial applications such as food [14] and high-performance photo-voltaic materials [15] as well as for understanding transport phenomena in these systems. Mixtures of colloidal hard spheres (HS) and non-adsorbing polymers are of special fundamental interest. These are considered to be the ultimate model system in which the range (by choosing the polymer size) and strength (by varying the polymer concentration) of the attraction can be tuned independently. Phase diagrams of such systems have been studied experimentally in great detail [16–22]. Coexisting phases include colloidal gas-liquid, fluid-solid and a three-phase coexistence region [17,
18, 20, 23–25]. Generally, such colloidal spheres are characterized by their HS radius \( a \), the polymers by their radius of gyration \( R_g \), and the mixture by the polymer-colloid size ratio \( q = R_g/a \) [26, 27]. The mixture of colloidal polymethylmethacrylate (PMMA) spheres and flexible polystyrene (PS) chains dispersed in cis-decalin [8, 18] has received special attention, and has been used as a testbed for the validity of various depletion theories. When phase transitions occur well below the polymer overlap concentration, the phase behaviour of the well-defined reference PMMA + PS reference mixtures could be described almost quantitatively by the free-volume theory (FVT) [8, 26], FVT is in close agreement with Monte Carlo computer simulations [28–31]. Whenever the polymer concentrations get close to or beyond the polymer overlap concentration, FVT deviates from experiments. This is due to the fact that the polymer concentrations required to induce phase transitions are at concentrations where polymeric interactions should be accounted for. Various methods have been employed to describe polymer physics effects onto depletion interaction, liquid structure and phase stability including self-consistent mean-field theory [4, 32, 33], PRISM integral equation theory [34–36] and a Gaussian core model for the polymers [37–39]. The theoretical description for the full phase behaviour can be improved by using a generalized free-volume theory (GFVT), in which excluded-volume interactions between the polymer segments are included [31, 40]. The theoretical predictions are in agreement with recent Monte Carlo computer simulations [41]. In practice, experimental studies reported in the literature are often performed using particles that are disperse in size to such a degree that crystallization is suppressed [42]. Hence, in some studies only colloidal gas-liquid coexistence is observed [21, 43, 44], as has been predicted by Fasolo and Sollich [45].

In this paper it is shown how weak adhesion of the polymer at the surface of the colloidal particles sensitively affects depletion effects. It is demonstrated how incorporation of weak adhesion can improve the description of the phase behaviour of colloid-polymer mixtures. The gist of the new theory is a non-zero polymer concentration at the colloid’s surface [34, 46], in contrast to the classical depletion approach involving a zero polymer concentration. It is known that adhesive contributions can modify depletion potentials [47]. A higher polymer surface concentration affects the phase stability region even when there is still negative adsorption: the location of the binodals shifts to higher polymer concentration as compared to the classical case. It is shown that this is consistent with experimental phase diagrams of mixtures of silica spheres, sterically stabilized with stearyl alcohol, and polydimethylsiloxane (PDMS) polymers in cyclohexane [21, 43, 46].

2 Methods

2.1 Experiments

We have experimentally measured the phase diagram of silica spheres coated with stearyl alcohol mixed with PDMS polymers in cyclohexane. Sterically stabilized silica spheres, with an apparent hydrodynamic diameter of 74 ± 14 nm, were synthesized as described previously [48]. PDMS (Fluka) with a weight-averaged molar mass of 95 kg/mol and a molar mass dispersity (in terms of \( M_w/M_n \)) of 1.9 in cyclohexane (99%, Sigma-Aldrich) was used. The (averaged) radius of gyration of PDMS is close to 14.4 nm [49]. The molar mass of a DMS is 74 g/mol [50], giving \( N \approx 1284 \) repeating units in PDMS. Dilute PDMS solutions in cyclohexane at room temperature can be characterized as a polymer solution with the Flory-Huggins polymer(P)-solvent(S) interaction parameter \( \chi_{ps} \approx 0.4 \) [51]. Excluded-volume interactions between the polymer segments play a role for \( \chi_{ps} < 1/2 \). For this system \( q = 0.38 \), which in theory allows for colloidal gas, liquid and crystalline phases. However, only gas-liquid phase separation was observed, as can be explained by size dispersity of the colloidal silica spheres [45], which in this case is about 20%.

2.2 Theory

The theory used in this work consists of free volume theory for the phase behaviour of colloidal dispersions of spheres with added weakly adhesive polymer chains and a self-consistent mean-field lattice theory (SCMFT) describing polymers at surfaces.

2.2.1 Self-consistent mean-field theory

Over the last few decades, SCMFT has become an increasingly powerful technique for studying inhomogeneous polymer systems [2, 52–55]. The mean-field free energy is a central quantity in SCMFT, which encompasses mixing entropy, Flory-Huggins mixing enthalpy, local mean-field interactions, and a compressibility constraint. After minimizing the free energy using a self-consistent iterative protocol, thermodynamic equilibrium properties of the system can be obtained. In particular, SCMFT enables computing the equilibrium polymer segment density \( \varphi(z) \) as a function of the distance from the surface \( z \).

The mean-field theory, and more specifically the Bragg-Williams approximation, allows to formulate a free energy for a system in terms of two profiles. These are the measurable volume fraction profile \( \varphi(z) \) and the complementary segment potential profile \( u(z) \) distributions. These potentials can be viewed as external potentials and are used to obtain Boltzmann weights \( G(z) = \exp(-u(z)) \). All energy quantities are made dimensionless by normalizing them with the thermal energy \( k_B T \). The segment potentials are a function of the volume fractions in a Flory-Huggins fashion. The segment potential takes into account the interaction of a given segment with its surroundings. These interactions are set by Flory-Huggins interaction parameters \( \chi_{xy} \), wherein both \( x \) and \( y \) are segment or solvent or surface types. A positive \( \chi \) value implies that the \( xx \) contacts are less favourable than the average of \( xx \) and \( yy \) contacts. Hence a sufficiently large positive value for
$\chi_{xy}$ implies segregation of $x$ and $y$ if these were a binary mixture. Low values or negative values imply that such a mixture is miscible.

The potentials depend on the volume fractions, but the volume fraction profiles themselves are also a function of the segment potentials. The SCMFT method is characterised by the relation

$$\varphi[\{u\}] \leftrightarrow u[\{\varphi\}] .$$

(2)

This equation implies that the volume fractions can be computed from the potentials and vice versa. When the sets of potentials and volume fractions are consistent the solution is self-consistent. An additional required constraint used here is to fix the system to be incompressible and impose

$$\sum_x \varphi_x(z) = 1$$

(3)

for each value of $z$.

In some cases (for instance for some applications of ideal polymers) it is possible to solve the self-consistent field solution analytically. Usually, the equations need to be solved numerically. Here the SCMFT method of Scheutjens and Fleer [2,32] is followed that makes use of a lattice of sites in order to discretise the equations. Polymer chains are described using the freely-jointed chain model. The characteristic length of a lattice site is taken equal to the bond length, so that one polymer segment exactly fits into a lattice site. Solvent molecules are taken to have the same volume as a segment for simplicity.

At the upper boundary $z_{\text{upp}}$, a reflecting boundary condition applies. This is implemented by forcing all density gradients to be zero at this boundary, i.e., $\varphi_x(z_{\text{upp}} + 1) = \varphi_x(z_{\text{upp}})$. Usually the value of $z_{\text{upp}}$ is taken very large, where the density gradients have vanished (bulk).

The density profile $\varphi(z)$ and related depletion thickness of PDMS polymer chains in cyclohexane next to the coated silica surface are modelled by SCMFT. The following assumptions are made to describe the PDMS polymer solution near the surface: i) the DMS segment size 0.25 nm is taken as the lattice length, ii) $N = 1284$ repeating units, iii) a flat wall represents the silica surface, iv) a cubic lattice is used, and iv) $\chi_{\text{ps}} = 0.4$ is applied [46] as the polymer-solvent interaction parameter.

Next, the interactions involving the silica wall are considered. First it is noticed that only the value of $\Delta \chi = \chi_{\text{ps}} - \chi_{\text{pw}}$ and not the individual values of the solvent-wall $\chi_{\text{sw}} (= 0)$ and polymer-wall $\chi_{\text{pw}}$ interaction parameters come into play. A larger $\Delta \chi$ implies that the polymers are more strongly attracted to the surface. In continuum models describing polymer densities at non-adsorbing surfaces [9,56,57] and in GFVT, the condition $\varphi(z = 0) = 0$ is applied by default, see the appendix in [4] for a discussion.

The value for $\Delta \chi$ is implemented into theory for the phase behaviour as follows. From density profiles $\varphi(z)$, the adsorbed amount $\Gamma$ can be calculated from eq. (1) [2,3]. In case of a negative adsorption, a depletion thickness can be defined through $\delta = -\Gamma/\varphi_b$. Hence, it follows from eq. (1) that the depletion thickness can be determined from the density profiles according to [2,3]

$$\delta = \int_0^{\infty} \left[ 1 - \frac{\varphi(z)}{\varphi_b} \right] dz.$$

(4)

The computed result for $\delta$ at given $\Delta \chi$ is subsequently inserted into theory for the phase behaviour of mixtures of hard spheres and polymers, as explained below.

### 2.2.2 Generalised free volume theory

Free volume theory (FVT) for a colloid-polymer mixture is described by the semi-grand-canonical ensemble. The system of interest is held in osmotic equilibrium with a reservoir, that is separated from the system via a hypothetical membrane that allows permeation of equilibrium polymers and solvent molecules. The colloidal particles are however not allowed to enter the reservoir. The equilibrium polymer concentration in the system is set by the chemical potential of the polymer chains in the reservoir. The solvent can safely be considered as “background” [26,31]. An expression is needed for the semi-grand potential $\Omega$ for the mixture of colloidal spheres and interacting polymers in order to be able to compute the thermodynamic properties of the mixture.

GFVT for the phase behaviour of a mixture of HS and excluded-volume polymers (EVP) [31,40] takes into account the compression of the depletion layers in semidilute solutions and non-ideal contributions to the osmotic pressure, relevant near and above the polymer overlap concentration. In recent years, this approach has been refined to include the crossover from theta-solvent towards good-solvent conditions for the depletion interaction [58] as well as for the phase behaviour of colloid-polymer mixtures [59].

In GFVT, the semi-grand potential $\Omega$ is considered for a colloid-polymer mixture with volume $V$ in equilibrium with an external reservoir containing a solution of polymers only. The normalized semi-grand potential $\omega = \Omega_v/k_B TV$ is introduced with $v = 4\pi a^3/3$ being the volume of a colloidal sphere. The fugacity of the polymer chains in the system is set by the polymer volume concentration $c^p$ in the reservoir. The polymer concentration $\varphi$ in the system is related to $e^R$ through $c = \alpha e^R$, where $\alpha$ (see eq. (7)) is the free-volume fraction in the system. With $c^p$ denoting the polymer overlap concentration, the reduced polymer concentration is defined as $\tilde{\varphi} = c/c^p = \varphi_b/\varphi_b^*$. The normalized semi-grand potential

$$\omega = f_0 + \omega_p$$

(5)

contains a HS and a polymer part. The HS part $f_0$ for a fluid is obtained from applying the Carnahan-Starling equation of state on the colloidal HS fluid [3] and the polymer contribution $\omega_p$ is given by

$$\omega_p = -q^{-3} \int_0^{\varphi_p} \alpha(\partial \tilde{\varphi}/\partial \phi_p) d\phi_p,$$

(6)
where the reduced osmotic pressure is given by $\Pi = \Pi_{\text{ref}}/k_BT$ with $\Pi_{\text{ref}} = 4\pi R_s^3/3$.

The free-volume fraction $\alpha$ entering in eq. (6) is taken from the standard scaled-particle theory [3, 26] according to

$$\alpha = (1 - \phi) e^{-[A \phi_{\text{ref}}^2 + B(\phi_{\text{ref}})^3 + C(\phi_{\text{ref}})^3]}$$

where $A = (1 + \delta_s/a)^3 - 1$, $B = 3\delta_s/a^2(\delta_s/a + 3/2)$, and $C = 3\delta_s/a^3$. Here, $\delta_s$ is the thickness of the depletion zone around the sphere with radius $a$.

For $\delta_s$ a result from Fleer et al. [31, 60] is used

$$\delta_s/a = 0.865 \frac{\delta}{\delta_{\text{ref}}} (q^{-2} + 3.95\phi_p^{1.54}q^{-2})^{-0.44},$$

in which curvature effects are included. The weak adhesion effect of the polymers is incorporated via the ratio $\delta/\delta_{\text{ref}}$ that is computed from eq. (4) for a dilute polymer solution at a wall, where $\delta_{\text{ref}}$ is the depletion thickness for the classical boundary condition $\phi(z = 0) = 0$. It is implicitly assumed that the concentration and curvature dependence are not affected by the weak adhesion effect. The curvature effect is mainly geometrical; its effect is similar for instance when comparing ideal and interacting polymers [31]. With respect to the concentration dependence the effect will be tested in the Results and discussion section using exact numerical lattice computations. For the derivative of the osmotic pressure of a solution with EVP, the result [60]

$$\frac{\partial \Pi}{\partial \phi_p} = 1 + 3.73\phi_p^{1.31}$$

is used.

Now all components to compute $\omega$ are available. Since the fugacity of the colloidal particles and osmotic pressure of the mixture can easily be obtained from $\omega$, it is straightforward to compute the binodal curves. Here, only colloidal gas-liquid coexistence is considered.

### 2.3 Monte Carlo simulations

Metropolis Monte Carlo simulations were performed in the canonical ensemble comprising fixed number of particles, volume and temperature. A cubic box with periodic boundary conditions in all three dimensions with varying box edges $L$ and a temperature of 298 K was used. Simulations were performed with 1000 spheres interacting via a HS radius of 37 nm at colloid and relative polymer volume fractions as indicated by table 1. The interactions between the particles were defined by the depletion potential in which the depletion thickness was computed as described previously. The range of the depletion potential was set to 2.76$a$, corresponding to $q = 0.38$. The weak adhesion effect is taken into account using the ratio $\delta/\delta_{\text{ref}} = 0.71$. After equilibration, the simulations involved $10^9$ single particle trial moves and $10^7$ cluster trial moves.

| $L$ (nm) | $\phi$ | $c/c^*$ (examined) | $c/c^*$ (instability) |
|---------|-------|-------------------|---------------------|
| 3048    | 0.0075| 1.5–2.1           | 2.0–2.1             |
| 2419    | 0.015 | 1.5–2.0           | 1.8–1.9             |
| 1920    | 0.030 | 1.5–2.0           | 1.6–1.7             |
| 1524    | 0.060 | 1.4–2.0           | 1.5–1.6             |
| 1210    | 0.090 | 1.3–2.0           | 1.3–1.4             |

Fig. 3. Polymer density profiles $\phi(z)$ normalized by the bulk density $\phi_b$ as a function of the distance from the surface $z$ normalized by the polymer’s radius of gyration for various values of $\Delta\chi$ with bulk density $\phi_b = 10^{-5}$ and polymer-solvent interaction parameter $\chi_{ps} = 0.4$. The density profiles are only weakly dependent on the values of $\phi_b$ and $\chi_{ps}$.

### 3 Results and discussion

In fig. 3 polymer density profiles normalized by the bulk density $\phi_b$ are plotted as a function of $z$ for various values of $\Delta\chi$ as predicted by SCMFT. The bulk concentration was set at $\phi_b = 10^{-5}$. In particular, the condition $\phi(z = 0) = 0$ used in classical depletion is achieved with $\Delta\chi \approx -0.9$ [4]. A more repulsive polymer-wall interaction ($\Delta\chi$ goes down) hardly leads to a perceptible change of the density profile, whereas a less repulsive interaction ($\Delta\chi$ goes up) weakens polymer depletion. At $\Delta\chi = 0.9$ the density profile is still depletion-like, but the depletion zone is clearly reduced. Furthermore, a sharp transition from negative adsorption to positive adsorption appears near $\Delta\chi = 1.1$, at which the adsorption energy balances the entropy loss of a polymer being close to the wall [2]. Finally, adsorption ($I > 0$) occurs at $\Delta\chi \geq 1.2$.

The sensitivity of the density profiles on the value of $\Delta\chi$ displayed in fig. 3 demonstrates that it is essential to determine $\Delta\chi$ to quantify weak adhesion effects in case of some segment-surface adhesion. The value of $\Delta\chi$ has been deduced via atomic force microscopy measurements for a mixture of silica spheres mixed with PDMS in cy-
cyclohexane by Wijting et al. [46]. They studied the interaction between a silica sphere coated with stearyl alcohol and a flat silica surface in cyclohexane as a function of distance between the surfaces and PDMS concentration in detail. A weaker depletion force was measured than predicted based on classical depletion theory for the interaction based on the Asakura-Oosawa-Vrij interaction potential [7,11], which could be explained by a weak adhesion of polymer chains, employing a value of $\Delta \chi \approx 0.9$ [46].

In fig. 4 the depletion thickness (normalised by the radius of gyration $R_g$ of the polymer chains) is plotted as a function of the bulk polymer concentration for various values of $\Delta \chi$. Again, it is clear that overall the depletion thickness drops as $\Delta \chi$ increases above a value of $-0.9$. When increasing the bulk concentration the depletion thickness starts to decrease near the polymer overlap concentration due to a high osmotic pressure pushing the polymer chains closer to the wall [4]. This polymer concentration dependence is similar and therefore eq. (8) is expected to still be a good approximation for interacting polymers that are weakly adhesive.

Next, theoretical predictions and Monte Carlo simulations are now confronted with experimental phase diagrams of colloid-polymer mixture containing sterically stabilized silica spheres mixed with PDMS polymers in cyclohexane.

The phase diagram for a mixture of silica spheres and PDMS polymers in cyclohexane obtained in various manners is drawn in fig. 5. First, the binodal colloidal gas-liquid coexistence curve has been measured experimentally (filled symbols) [49]. Second, three theoretical predictions are presented: i) FVT comprising HS representing the colloid and penetrable hard spheres (PHS) representing the polymer coil (dotted curve), ii) GFVT with an improved description of the polymer coil (dashed curve) and iii) depletion theory with weak adhesion accounted for based on GFVT with the depletion thickness calculated from SCMT (solid curve). The prediction of the two first theoretical approaches involving classical depletion do not differ much and underestimate the polymer concentration at the binodal by more than a factor 2. In contrast, the weak adhesion prediction is very close to the experimental binodal curve. Finally, results of Monte Carlo simulations employing a depletion potential with weak adhesion incorporated, also given in fig. 5 (open circles), basically verified the theoretical prediction of the depletion theory with weak adhesion based on GFVT. Table 1 provides narrow ranges where solution instabilities appears. Snapshots of equilibrated configurations from the Monte Carlo simulations are shown in fig. 6 for $\phi = 0.06$ at $c/c^* = 1.4$ and $c/c^* = 2.0$. These snapshots illustrate the transition in the change of the configurations of the spheres. For $c/c^* = 1.4$ the particles tend to be close to one another, but are still distributed over the entire phase space. Clear clustering effects can be observed for $c/c^* = 2.0$. As an illustration representative results for the structure factor $S(Q)$ are plotted in fig. 7. It follows that the structure factor at small wave vectors ($Q$) strongly increases with relative polymer concentration. At the spinodal, $S(Q) = 0$ formally diverges, but for a finite system of $N$ particles, $S(Q)$ cannot exceed $N$ for a finite system in the limit $Q \rightarrow 0$. In the simulations it is of course not possible to find $Q \rightarrow 0$ because the box size is finite. Therefore we focused on $S(Q = 2\pi/L)$, with $L$ the box size. Hence the spinodal points were determined by examining the polymer concentration at which the structure factor approaches $S(Q) = N$ at $Q = 2\pi/L$. At such a condition only a single large aggregate is formed, as shown in the snapshots. It is hence noted that the spinodals are approximate. Moreover, the simulations are based on assuming pairwise additivity of the effective interactions, while free volume theory explicitly accounts for inclusion of the polymers as depletant. In fig. 5 binodal and spinodal curves are mixed; nevertheless the main conclusions are expected to hold.
The theoretical predictions of our depletion theory with weak adhesion incorporated were further compared to experimental data by Bodnár and Oosterbaan [43] for a chemically similar system composed of silica spheres and PDMS polymers in cyclohexane. Their study comprised silica particles and polymers of different sizes giving a size ratio $q = 0.49$. Figure 8 shows their experimental phase diagram up to colloid volume fraction $\phi \approx 0.5$ and our theoretical predictions. Again, FVT and GFVT with classical depletion severely underestimates the measured coexistence curve, while the prediction by the depletion theory with weak adhesion incorporated is much closer to the experimental results.

It follows that inclusion of the weak adhesion effect into depletion theory allows to provide reasonably accurate predictions of the phase coexistence curves for systems where weak adhesion occurs. A more accurate description of the polymeric excluded-volume effect [58, 59] plus accounting for size dispersity [45, 61] will probably provide even more precise predictions of the phase diagram. Probably, colloid size dispersity effects can explain the small but significant deviations between theory and experiment that can still be observed in figs. 5 and 8. Fasolo and Sollich [45] showed that more dispersity in colloid size leads to an upwards shift of colloidal gas-liquid coexistence curves and that colloid size dispersity disfavours (colloidal) fluid-solid versus gas-liquid phase separation. In another paper Fasolo and Sollich [61] demonstrated that polymer size dispersity leads to nearly size dispersity-independent phase
diagrams, provided the comparison is done at using the same mass-averaged polymer molar mass.

It is noted that PRISM theory [34] also allows to quantify the details of depletion effects with weak adhesion incorporated on the particle and structure level. To compute full phase diagrams using PRISM is rather complicated, while free volume theory is rather straightforward. It becomes clear that it is essential to be able to determine the thermodynamic interactions [62] between the different compounds (surface, solvent, polymer segment) to be able to account for adhesion effects in detail when it is required to go beyond pure hard-core interactions between colloidal particles and polymer segments.

4 Conclusions

In this paper, a depletion theory incorporating weak adhesion is presented for the phase behaviour of a dispersion of hard-sphere colloids and non-adsorbing polymer with excluded-volume interactions for arbitrary size ratio $q = R/a$. Semi-quantitative agreement between the new theory and experimental data is found for two different systems comprising silica spheres and PDMS in cyclohexane, whereas classical depletion theory provides binodal curves with polymer concentrations off by more than a factor of two. It follows that care should be taken when interpreting depletion effects in colloid-polymer mixtures since the interaction potential, the resulting phase behaviour and the dynamics of the mixture depend on the details of the polymer-colloid surface interactions. Hence one should aim at carefully analysing whether there is positive or negative adsorption. When there is negative adsorption care should be taken that the strength of adhesion of the polymers at the surface is quantified.
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