Chromatin transitions triggered by LH density as epigenetic regulators of the genome
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ABSTRACT

Motivated by experiments connecting linker histone (LH) deficiency to lymphoma progression and retinal disorders, we study by mesoscale chromatin modeling how LH density (ρ) induces gradual, as well sudden, changes in chromatin architecture and how the process depends on DNA linker length, LH binding dynamics and binding mode, salt concentration, tail modifications, and combinations of ρ and linker DNA length. We show that ρ tightly regulates the overall shape and compaction of the fiber, triggering a transition from an irregular disordered state to a compact and ordered structure. Such a structural transition, resembling B to A compartment transition connected with lymphoma of B cells, appears to occur around ρ = 0.5. The associated mechanism is DNA stem formation by LH binding, which is optimal when the lengths of the DNA linker and LH C-terminal domain are similar. Chromatin internal and external parameters are key regulators, promoting or impeding the transition. The LH density thus emerges as a critical tunable variable in controlling cellular functions through structural transitions of the genome.

INTRODUCTION

While the hierarchical chromatin organization in the cell nucleus is not well understood, recent technological advances are helping shed light on genome architecture, changing our view of chromatin from a static and ordered structure to a highly dynamic and heterogeneous polymer (1,2).

Overall, DNA wraps around the eight histone core proteins to form the nucleosome, and an extended chain of nucleosomes connected by linker DNA establishes the 10 nm chromatin fiber at low salt with a predominant zigzag secondary structure (3). As the fiber folds at physiological salt, nucleosomes form groups or ‘clutches’ of different sizes and compaction (4–7). Such chromatin fibers then establish topologically associating domains (TADs) (8) by loop extrusion (9). Further organization and separation of active genes from silenced genes leads to the formation of compartments (10). Finally, chromosomes occupy specific territories directed by interactions among them and with the nuclear lamina (11).

The auxiliary protein linker histone (LH) has emerged as a key factor in chromatin architecture and genome integrity. LH binds to the nucleosome at the dyad axis to further compact chromatin into 30 nm fibers (12) through a DNA ‘stem’ formation mechanism in which the entering and exiting linker DNAs are brought into close juxtaposition for 3–5 nm before diverging (12). Its density (ρ) within the fiber, defined as the number of LHs per nucleosome, can vary from 0.03 to 1.3 (13). Yet, LH function extends beyond chromatin compaction, as these proteins are subject to multiple post translational modifications and have many interacting partners, influencing DNA transcription, replication and repair, and controlling the epigenetic landscape of the genome (14,15).

The binding of LH to the nucleosome is also dynamic; LHs exchange continuously with the pool of unbound LH (16,17). At least three populations have been detected: a freely diffusing population; a weakly bound population with residence times on the scale of seconds; and a more stably bound population with residence times on the scale of minutes, present mostly in heterochromatin (16,17). Such binding dynamics are affected by several factors, including phosphorylation, which increases the exchange due to a 20% reduction in affinity (17–19); acetylation, which accelerates exchange (17,20); mutations in the globular domain, which reduce binding affinity and accelerate exchange (21); and LH variants, where some variants have a tight association and thus slow binding dynamics (22) compared to others that exchange more rapidly (23). In two previous studies, we simulated chromatin fibers with dynamic LH binding and determined that fast and slow binding
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Mammals express 11 LH variants (26). Experiments in mouse have shown that deletion of only one variant (H1c, H1d, or H1e) does not disrupt development due to compensation by other subtypes (27–28). However, deletion of three subtypes (H1c, H1e and H1d) results in 50% reduced LH levels, which inhibits embryonic stem cell differentiation (29) and can be lethal (30). Similarly, deletion of H1c, H1e and H1f(0) triggers heterochromatin decompaction in mouse rod photoreceptors, affecting retina maturation (31). LH depletion has also been related to cancer development. Specifically, recurrent LH mutations have been observed in 30–50% of large B cell, Hodgkin and follicular lymphomas (32–34) but associated mechanisms are not known. In a recent study, we showed how LH depletion leads to lymphoma of B cells (35) and found that cells with mutant LHs exhibit chromatin architectural changes, characterized by a shift of chromatin from the silenced compartment B to the active compartment A. Our modeling of chromatin fibers with decreasing ρ showed that chromatin fibers transition from a compact/straight to a relaxed/globular state, resembling the B to A transition. This transition is also consistent with the recent report that increasing ρ may promote chromatin phase separation (36).

In a prior work, we showed how LH modulates chromatin higher order folding (37). Fibers typical of metaphase, depleted of LH, exhibit hierarchical looping folding, which involves the looping of loosely folded zigzag arrays, whereas fibers typical of interphase, with high ρ, appear more compact and form well-defined 30 nm zigzag fibers. Similarly, chromatin modeling by other groups showed that LH depletion increases fiber flexibility (38), decreases fiber extension (38), and facilitates loops formation on the Kb scale (39).

Here, we explore the role of ρ in chromatin architecture and transitions in relation to LH depletion associated to lymphoma of B-cells and retinal disorders. In particular, we seek to pinpoint how changes in ρ trigger chromatin structural transitions, whether these are smooth or sudden transitions, where a critical density can be determined, and how they depend on other internal and external variables, like linker DNA length/pattern, LH binding dynamics and binding mode, histone tails, salt concentration, and LH phosphorylation.

Overall, our results suggest that a value around ρ = 0.5 induces a structural transition of chromatin fibers with medium length linker DNAs by forming rigid nucleosome DNA stems. This transition can be promoted or impeded by salt concentrations and post translational modifications. Thus, ρ acts as an epigenetic regulator that tightly controls chromatin compaction and shape. A specific transition density such as 0.5 can be a key element in the repression or activation of specific genes, and in this way can affect disease propensity and progression. In particular, human diseases such as retinal disorders (40) or lymphoma (35) likely progress depending on the excess or deficiency of LH levels. Our findings thus suggest ways to influence these processes through the amount of LH.

MATERIALS AND METHODS

Chromatin model

We use our nucleosome resolution mesoscale model to study 100-nucleosome chromatin fibers with different ρ. Chromatin elements are coarse grained from the atomistic structures at different levels of resolution (Supplementary Figure S1). The nucleosome core particle with wrapped DNA is coarse grained from the nucleosome core crystal structure as a 300-charged points cylinder (41). Charges are calculated with our discrete surface charge optimization (DiSCO) algorithm (42,43) that assigns charges on the Irregular surface determined by the Debye–Hückel potential. Flexible histone tails, coarse grained as five residues per bead, are added to the nucleosome core particle based on Brownian dynamics simulations (44). Such modeling is applied to N-terminal tails of H2A, H2B, H3, and H4 and the C-terminal tail of H2A (44). The charge on each bead is the net sum of the charges of the five residues that constitute the bead. Connecting nucleosomes is the linker DNA, modeled with a combined wormlike chain and bead model that has a resolution of ≈9 bp (45). Each DNA bead has a negative charge calculated with the Stigter procedure at a specific salt concentration (46). LHs H1E (based on the rat H1.4) and H1C (based on the mouse H1.2), bound to the entry/exit sites of the nucleosome, are coarse grained similarly as 5 residues per bead with each bead’s charge determined by DiSCO (47,48). We resolve the globular and the C-terminal domain (CTD), while neglecting the N-terminal domain, which is believed less important for chromatin compaction (49). The main difference between our H1E and H1C coarse grained models is the presence of one more bead in the C-terminal domain of H1E (22 versus 21 beads in H1C). Both LHs can bind to the nucleosome symmetrically (on-dyad) or in two off-dyad modes in which the LH is rotated +20º or −20º around the axis perpendicular to the nucleosome plane, passing through the nucleosome center (48). We develop a phosphorylated version of LHs by changing the total charge of the CTD beads containing Ser/Thr residues. The charge is modified by considering a negative charge on those residues of -1.68e instead of 0, similar to what we did in (50). This produces a reduction in the CTD charge of 22e for H1E (∼40%) and 13e for H1C (∼20%) (Supplementary Table S1). Magnesium ions are modeled implicitly (3) with a phenomenological approach that modifies the DNA–DNA repulsion energy term by increasing the inverse of the Debye length from 1.52 to 2.5 nm−1 so linker DNAs can be closer, and decreasing the DNA persistence length from 50 to 30 nm, based on experimental data showing increased DNA flexibility at 1 mM divalent ions (51,52).

Energy terms in the model include bending, stretching, and twisting for the linker DNA and histone tails, stretching and bending for the LHs, Debye–Hückel terms for the electrostatic interaction between beads, and excluded volume terms for all beads treated with the Lennard-Jones potential (47,53).

Chromatin fibers are simulated using a tailored Monte Carlo (MC) algorithm that efficiently samples the conformational states of oligonucleosomes (54). Seven MC moves are used for sampling. The global pivot move (with prob-
ability 0.1) randomly selects linker DNA beads or nucleosome cores and then rotates the shorter part of the oligonucleosome by an angle between 0 and 20° about a randomly selected axis that passes through the element. Local translation and rotation moves (both with probabilities 0.05) randomly select a linker DNA bead or nucleosome core and translate the bead between 0 and 0.6 nm or rotate the bead by an angle between 0 and 36° around a randomly selected axis. The global pivot and local rotation and translation moves are accepted or rejected based on the standard Metropolis criterion (55). Histone tails are sampled using a configurational bias MC method (with probability 0.70) (44). In this method, a histone chain is randomly selected and regrown by-bead-by-bead with the Rosenbluth scheme (56). LHs are sampled with local translational moves (with probability 0.098), applied only to the C-terminal domain (47) which are also accepted based on the Metropolis criterion (55). To enhance the sampling of the oligonucleosome configurations, we further employ an end-transfer move in which a randomly selected terminal portion of the oligonucleosome fiber is transferred from one end to the other and regrown with the Rosenbluth scheme (56). The seventh MC move is related to the attaching/detaching of LHs to nucleosomes (with probability 0.002), as presented below.

**Linker histone dynamic binding**

Based on the initial development of LH dynamic binding in our chromatin mesoscale model (24,25), we updated our current simulation code to consider LH dynamic binding using a ‘stop-and-go’ approach. Specifically, we include an additional Monte Carlo move that allows LHs to bind and unbind to the nucleosome cores during the simulation based on the ranking of that linker length as shown in Supplementary Table S2. For all systems, we use a 50/50 HIE/HIC distribution of this pair of variants for each ρ studied because, in nature, their ratios (59) and their binding affinities (60) are similar.

**Simulation details and analysis**

All simulations are conducted at a temperature of 293 K and a monovalent salt (NaCl) concentration of 150 mM, unless otherwise specified. For each system, we run 10 independent MC simulations starting from a different random seed generator number and a non-uniform linker DNA distribution; (ii) dynamic versus static LH binding; (iii) on versus off-dyad LH binding mode; (iv) wildtype versus truncated tails; (v) wildtype versus phosphorylated LH and (vi) physiological versus low and high salt concentration.

Our non-uniform fiber model follows the linker DNA distribution obtained by Voong et al. in mouse embryonic stem cells (57). As shown in Supplementary Figure S2, we partition the frequency plot obtained by Voong et al. in seven regions representing the seven linker DNAs our model can account for due to coarse graining (58): 26–80 bp (2–8 beads). We then calculate the area of each region by numerical integration to find the percentage of each linker DNA, obtaining: 30% 26 bp; 17% 35 bp; 15% 44 bp; 13% 53 bp; 9% 62 bp; 7% 71 bp; and 9% 80 bp. Finally, the fiber system is set up so that these linker DNAs are randomly distributed along the fiber. Namely, using a random function that returns a uniform variate from 0 to 1, each linker DNA is assigned a random number. Then, the linker length value is assigned based on the ranking of that linker length as shown in Supplementary Table S2.

For all systems, we use a 50/50 HIE/HIC distribution of this pair of variants for each ρ studied because, in nature, their ratios (59) and their binding affinities (60) are similar.
Table 1. Simulations studied in this work. Fiber systems are described by a combination of parameters: linker DNA, LH binding dynamics, LH binding mode, wildtype/truncated tail state, wildtype/phosphorylated LH state and salt condition.

| Simulation condition | System linker DNA (bp) | Dynamic (D) vs. static (S) LH | On vs. off-dyad LH | WT vs. truncated (T) tails | WT vs. phosphorylated (P) LH | NaCl (mM) | Trajectory label^a |
|----------------------|------------------------|-----------------------------|-------------------|--------------------------|-----------------------------|-----------|-------------------|
| 26                   | D On                    | WT                          | WT                | WT                       | 150                         | 26_D      |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | 26_S      |
| 35                   | D On                    | WT                          | WT                | WT                       | 150                         | 35_D      |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | 35_S      |
| 44                   | D On                    | WT                          | WT                | WT                       | 150                         | 44_D      |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | 44_S      |
|                      | S Off +20               | WT                          | WT                | WT                       | 150                         | 44_S+20   |
|                      | S Off -20               | WT                          | WT                | WT                       | 150                         | 44_S-20   |
|                      | S On                    | T                           | WT                | WT                       | 150                         | 44_S,T    |
|                      | S On                    | WT                          | P                 | 150                      | 44_S,P                      |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | 44_S,L    |
|                      | S On                    | WT                          | WT                | WT                       | 150 + Mg^2+                  | 44_S,H    |
| 53                   | D On                    | WT                          | WT                | WT                       | 150                         | 53_D      |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | 53_S      |
| 62                   | D On                    | WT                          | WT                | WT                       | 150                         | 62_D      |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | 62_S      |
| 70                   | D On                    | WT                          | WT                | WT                       | 150                         | 70_D      |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | 70_S      |
|                      | S Off +20               | WT                          | WT                | WT                       | 150                         | 70_S+20   |
|                      | S Off -20               | WT                          | WT                | WT                       | 150                         | 70_S-20   |
|                      | S On                    | T                           | WT                | WT                       | 150                         | 70_S,T    |
|                      | S On                    | WT                          | P                 | 150                      | 70_S,P                      |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | 70_S,L    |
|                      | S On                    | WT                          | WT                | WT                       | 150 + Mg^2+                  | 70_S,H    |
| 80                   | D On                    | WT                          | WT                | WT                       | 150                         | 80_D      |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | 80_S      |
|                      | S Off +20               | WT                          | WT                | WT                       | 150                         | nu_S+20   |
|                      | S Off -20               | WT                          | WT                | WT                       | 150                         | nu_S-20   |
|                      | S On                    | T                           | WT                | WT                       | 150                         | nu_S,T    |
|                      | S On                    | WT                          | P                 | 150                      | nu_S,P                       |
|                      | S On                    | WT                          | WT                | WT                       | 150                         | nu_S,L    |
|                      | S On                    | WT                          | WT                | WT                       | 150 + Mg^2+                  | nu_S,H    |

^aBy default, we consider on-dyad binding, wildtype tails, wildtype LH and 150 mM NaCl. Thus, we denote in the trajectory label when the simulation conditions deviate from these.

by analyzing global and local properties across the simulations to ensure equilibration, which usually occurs well within 20–30 million MC steps. See Supplementary Figure S3 for convergence of energy, packing ratio and sedimentation coefficient.

Chromatin packing ratio. The number of nucleosomes present in 11 nm of fiber is calculated as follows:

\[
Packing\ ratio = \frac{11 \times N_C}{\text{Fiber length}},\]

(3)

where \(N_C\) is the number of nucleosomes in the fiber. To measure the fiber length in each chromatin configuration, we compute the length of the fiber axis passing through the nucleosome cores (Supplementary Figure S4). The fiber axis is defined as a three-dimensional parametric curve as follows:

\[
r^{ax}(i) = (r_{1}^{ax}(i), r_{2}^{ax}(i), r_{3}^{ax}(i)),\]

(4)

where \(r_{1}^{ax}(i), r_{2}^{ax}(i),\) and \(r_{3}^{ax}(i)\) are piecewise polynomials created by performing a cubic smoothing spline interpolation (with smoothing parameter of 0.35) to the nucleosomes \(x, y\) and \(z\) coordinates. The polynomials are evaluated at each nucleosome to obtain their center position in the \(x, y\) and \(z\) directions. Then, we calculate the Euclidean distance between every nucleosome \(i\) and \(i + 2\) across the fiber as the difference between the vectors defined by the center position in the \(x, y\) and \(z\) directions. At the end, all Euclidean distances are summed to obtain the total fiber length.

Nucleosome dimer distance, triplet angle, and DNA entry/exit angle. Local distances between consecutive nucleosomes are calculated for each pair of nucleosomes \(\{i, i + 1\}\). Triplet angles for three consecutive nucleosomes refer to the angle defined by the center of nucleosomes \(i, i + 1,\) and \(i + 2\). DNA entry/exit angle in a nucleosome is determined by the directions of the entry and exit linker DNAs, which are defined by the vector connecting the first and second DNA beads in each linker DNA. These properties are calculated for each configuration and then probability distributions are determined for the 1000–configuration ensemble.

Internucleosome interactions. Two nucleosomes are assumed to be in contact if the distance between any element (core or histone tails) is < 1.8 nm. Nucleosome contact frequencies are calculated for the combined trajectory that
contains 1000 configurations. 100 configurations from each of the 10 individual trajectories. The frequencies are then normalized by the total number of configurations. Contact matrices are further decomposed into one-dimensional plots that depict the magnitude of $i, i \pm k$ interactions as follows:

$$I(k) = \frac{\sum_{i=1}^{N_c} I(i, i \pm k)}{\sum_{j=1}^{N_c} I(j)}, \quad (5)$$

where $I$ is the contact matrix and $N_c$ the total number of cores.

**Tail interactions.** For each chromatin configuration, we calculate the interactions between each tail $t$ and other chromatin element $e$, such as linker DNA, nucleosome cores, or other tails. For linker DNA and nucleosome cores, we distinguish between parental (the element belongs to the same nucleosome as the tail) and non-parental (the element belongs to a different nucleosome from the tail) interactions. Whereas the interactions with other tails are calculated only with non-parental tails.

Thus, we construct a two-dimensional matrix, where each matrix element $T$ is defined as:

$$T_{(t,e)} = \frac{1}{N_c N_t} \sum_{i \in I_c} \sum_{j=1}^{N_c} \delta_{i,j}^{t,e} (M), \quad (6)$$

where

$$\delta_{i,j}^{t,e} (M) = \begin{cases} 1 & \text{if contact} \\ 0 & \text{otherwise} \end{cases}$$

$N_c$ is the total number of nucleosomes, $N_t$ is the number of chromatin elements, $I_c$ is a specific nucleosome along the chromatin fiber, and $M$ is a specific chromatin configuration. Thus, $\delta_{i,j}^{t,e} (M) = 1$ if $j_e$ is an $e$-type element ‘in contact’ with a $t$-type tail of nucleosome $i$ at configuration $M$.

The interactions are counted when the distance between the beads of two interacting elements is less than 1.8 nm and every tail is considered to be either interacting with only one element or free. In the case of the interactions with the nucleosome core, we measure the distance between the histone tail beads and the 300-point charges of the nucleosome core.

Interaction frequencies are then normalized as follows:

$$T_{(t,e)} \overset{\text{def}}{=} \frac{P_{(t,e)}}{\sum_{e'=1}^{N_e} P_{(t,e')}} \quad (7)$$

**Linker histone interactions.** Similarly, we determine the interactions between the CTD of the LH and parental and non-parental DNA. The two elements are considered in contact when the distance between them is less than half the sum of their van der Waals radii, 2.7 nm. Interaction frequencies are calculated from the combined trajectory that contains 1000 configurations.

**Nucleosome projections.** We analyze the linker DNA positional distribution by determining the position vector of each DNA bead, $\mathbf{d}_{ij}$, in the frame of reference of the parental nucleosome core with center of mass position $r_i$ and orientation $\{a_i, b_i, c_i\}$. The projected distribution is then denoted by $\mathbf{d}_{ij} = \{d_{ij,x}, d_{ij,y}, d_{ij,z}\}$, where $d_{ij,x} = a_i \cdot (d_{ij} - r_i)$.

### Table 2. $P_{\text{bind}}$ and $P_{\text{unbind}}$ parameters, effective average $\rho$ from Equation (2), and associated scenario

| $P_{\text{bind}}$ | $P_{\text{unbind}}$ | Effective average $\rho$ | Scenario |
|-------------------|----------------------|--------------------------|----------|
| 0                 | 1                    | 0                        | No binding |
| 0.25              | 1                    | 0.20 ± 0.05              | Very low affinity; very slow binding |
| 0.75              | 1                    | 0.44 ± 0.06              | Low affinity; slow binding |
| 0.5               | 0.5                  | 0.49 ± 0.06              | Moderate affinity; intermediate binding |
| 1                 | 0.75                 | 0.56 ± 0.07              | High affinity; fast binding |
| 1                 | 0.25                 | 0.80 ± 0.05              | Very high affinity; fast diffusing binding |
| 1                 | 0                    | 1                        | No unbinding |

**RESULTS**

**LH dynamic binding triggers chromatin structural transitions**

Fluorescence recovery after photobleaching (FRAP) experiments revealed that LHs bind dynamically, and there are different binding populations (16,17). However, due to experimental difficulties, there is only one report of specific association and dissociation rate constants ($k_{on}$ and $k_{off}$) (62), indicating that $k_{on}$ is $\approx 10$ times higher than $k_{off}$.

Our uniform and non-uniform linker DNA fibers where LHs bind/unbind mimic different scenarios (Table 2). Fast diffusing, LHs have very high affinity; fast binding, LHs have high affinity; intermediate binding, LHs have moderate affinity; slow binding, LHs have a low affinity; and very slow binding, LHs have very low affinity. As LHs bind with higher affinity and rebind faster after dissociation (high $P_{\text{bind}}$ and low $P_{\text{unbind}}$), their effective average density in the chromatin fiber increases according to Equation (2), and as shown in Supplementary Figure S5. Fast and slow binding refers to the MC steps it takes an LH to rebind. These numbers of steps for binding and unbinding are determined implicitly through the combination of the binding/unbinding probabilities. This can be seen in Supplementary Figure S6, which displays the presence/absence of LH in a single nucleosome $t$ across simulations with different $P_{\text{bind}}$; $P_{\text{unbind}}$ combinations. We additionally consider the two extreme cases in which LHs do not bind or do not unbind (\(\rho = 0\) or 1).

Figure 1A shows how the fibers condense as a function of effective average $\rho$ for the systems with various linker DNA values: 26 D, 35 D, 44 D, 53 D, 62 D, 70 D, 80 D and nu-D (Table 1).

In agreement with our previous results for 50-nucleosome fibers with fixed LH (35), higher affinity and faster LH binding (higher $\rho$) induces in most systems a structural transition: fibers become more compact and regular, losing their globular and loose shape. Such compaction trends strongly depend on the linker DNA length.
Figure 1. Dynamic LH binding affects chromatin compaction and architecture. (A) Average packing ratio as a function of effective average \( \rho \) for the fiber systems 26\text{D}, 35\text{D}, 44\text{D}, 53\text{D}, 62\text{D}, 70\text{D}, 80\text{D} and nu\text{D} (Table 1). (B) Fiber configurations for the same systems as in (A) at \( \rho = 0, \rho \approx 0.5 \) and \( \rho = 1. \) LH H1E is shown in cyan and H1C in pink, with bead size increased 2×. Histone tails are omitted for clarity.

Systems with medium length linkers, 35\text{D}, 44\text{D} and 53\text{D}, show a sigmoidal trend with a clear transition point. Fitting of the data to an equation of the type:

\[
Pr(x) = a + \frac{(b - a)}{\left(1 + 10^{(c-x) \times d}\right)}, \tag{8}
\]

reveals transition points at 0.50 ± 0.18, 0.57 ± 0.12 and 0.58 ± 0.10, respectively. In Equation (8), \( a \) and \( b \) are the lower and upper asymptotes, \( c \) is the inflection point, and \( d \) is the slope of the curve at its midpoint.

Figure 1B shows fiber configurations for each system at increasing \( \rho \). Systems 35\text{D}, 44\text{D} and 53\text{D} undergo a clear transition from a globular/loose to a straight/rigid structure driven by LH binding as the effective \( \rho \) increases. At around \( \rho = 0.5 \), the fiber configurations are in an intermediate state between the configurations obtained at \( \rho = 0 \) and \( \rho = 1 \). Figure 2 shows the effect of LH on the average and cumulative linker DNA positions in a single nucleosome across a single trajectory. The 44 bp linker DNA positional distribution is constrained when LH binds dynamically (\( \rho \approx 0.5 \)) compared to no LH binding (\( \rho = 0 \)), and this effect is further increased when LH is fixed to the nucleosome (\( \rho = 1 \)). These linkers have a length of \( \approx 13 \) nm, similar to the 10 nm LH CTD when extended (47), and thus a rigid DNA stem is formed, explaining the well-defined transition point in 35\text{D}, 44\text{D} and 53\text{D}.

In contrast, the 26\text{D} fiber with short linkers shows no change in packing ratio with \( \rho \) (Figure 1A). The fiber adopts an ordered ladder-like structure that is not affected by LH binding (Figure 1B), and is consistent with the crystal structure of a four-nucleosome array lacking LH (63). Similarly, the linker DNA positional distribution (Figure 2) is not affected when LH binds dynamically (\( \rho \approx 0.5 \)) and is only slightly affected when LH is fixed (\( \rho = 1 \)). This is because such linkers are \( \approx 6 \) nm long, much shorter than the CTD.
Thus, a tight DNA stem cannot form, and the fiber architecture is defined independently of LH.

For a different reason, long linker fibers 62_D, 70_D and 80_D do not reveal a transition point (Figure 1A). At ρ ≈ 0.5, the three systems appear similar to fibers without LH (ρ = 0, left), with dynamic LH binding (ρ ≈ 0.5, middle), and with static LH (ρ = 1, right). The average positions for LH globular domain beads are shown in yellow and for CTD beads in cyan.

Similar results are obtained for the non-uniform fiber that has linker DNAs of every length (Figure 1A). In this case, the short linkers cannot be compacted by LH and the long linkers are only slightly affected by LH. Thus, no transition point is evident, and only upon LH saturation, does the fiber appear rigid and straight (Figure 1B).

Overall, these results demonstrate that chromatin structural transitions triggered by dynamic LH binding occur around ρ = 0.5 and strongly depend on the linker DNA length. The linker DNAs most commonly found in Nature, such as 35, 44 and 52 bp, are those in which chromatin transitions are most tightly regulated by LH binding.

Associated mechanism

Figure 3A shows that the structural transition is also manifested by changes in the folding motifs. For the 26_D, 44_D and 70_D systems, we obtain internucleosome interactions typical of zigzag topology and hierarchical loops (stacked

Figure 2. Linker DNA positional distributions restricted by LH binding. Nucleosome projections for 26_D, 44_D and 70_D systems showing average (blue lines) and cumulative (red dots) linker DNA positions across a single trajectory for chromatosomes without LH (ρ = 0, left), with dynamic LH binding (ρ ≈ 0.5, middle), and with static LH (ρ = 1, right). The average positions for LH globular domain beads are shown in yellow and for CTD beads in cyan.

loops (37)), which are characterized by medium-range i ± 2, 5 and long range i ± ≥7 contacts, respectively. As described previously (37), hierarchical looping is a higher order folding in which loops stuck in 3D space, like rope flaking used in mountaineering. While more zigzag contacts indicate a straighter and ordered ladder-like structure, more hierarchical loops indicate a more globular and loose fiber.

In agreement with the compaction results, 26_D reveals almost no change in zigzag interactions with increasing ρ and a lack of hierarchical loops at every ρ. These trends reflect the ladder-like structure independent of LH binding. The 44_D and 70_D fibers exhibit different trends. There is an overall increase of zigzag interactions and a decrease of hierarchical loops with ρ, mirroring the structural transition to an ordered, less globular structure. While the 44_D fiber shows a steady increase in zigzag interactions, the 70_D system shows a sharp increase from ρ ≈ 0.8 to ρ = 1. On the other hand, hierarchical looping decreases steadily in both cases.

Figure 3B shows fiber configurations for 70_D at ρ = 1 and ρ ≈ 0.5, mirroring these changes in internucleosome interactions. While the fiber appears compact and ordered with a strong zigzag topology and absence of loops at ρ = 1, at ρ ≈ 0.5 there are many loops and the fiber is globular and disordered.

Chromatin local geometry further clarifies the mechanism responsible for the structural transition. Figure 4A shows how the DNA entry-exit angle changes as a function of ρ for 26_D, 44_D and 70_D. Fiber 26_D shows almost no change in the DNA entry-exit angle and only upon LH saturation: the distribution plot peak shifts to smaller values but remains large, with a median of 80°. On the other hand, the 44_D fiber shows a much smaller entry-exit angle of around 50° whose probability steadily increases with ρ, indicating the formation of tighter DNA stems upon higher LH binding. The 70_D system shows a more heterogeneous trend with a peak at around 70°. Due to the high DNA flexibility, a significant difference is observed only upon LH saturation. Similar trends are observed for the nucleosome triplet angles and nucleosome dimer distances (Supplementary Figure S7). Namely, 26_D shows no significant changes in triplet angles, 44_D shows a large and steady decrease with ρ, and 70_D shows a large decrease only upon LH saturation. Finally, 26_D and 44_D show a decrease of dimer distance with ρ, with a larger effect in the latter, and 70_D shows a decrease only upon LH saturation. The correlation analysis for the median of each geometrical parameter at each ρ (Supplementary Table S3) indicates that the reduction of entry/exit and triplet angles is correlated but the dimer distance is not. Thus, LH binding compacts chromatin by reducing the DNA entry/exit angle and nucleosome triplet angle, whereas the reduction of the dimer distance follows indirectly from changes in fiber compaction.

Figure 4B shows how LHs interact with linker DNA and H3 histone tails interact with non parental cores at increasing ρ. For all three systems, LHs interact with very high frequency with their parental DNA (linker DNA belongs to the same nucleosome as LH) whereas their interaction with non parental DNA (linker DNA belongs in different chromatosome) increases with ρ. Thus, LH triggers the structural transition not only by forming tight DNA stems but...
Figure 3. Dynamic LH binding affects chromatin folding motifs. (A) Internucleosome interactions frequencies as a function of \( \rho \) that characterize chromatin zigzag topology \((i \pm 2, 5)\) and hierarchical loops \((i \pm \geq 7)\) for 26_D (brown), 44_D (green), and 70_D (blue). (B) Fiber configurations for 70_D at \( \rho = 1 \) and \( \rho \approx 0.5 \), highlighting the strong zigzag topology and hierarchical loops, respectively. Fibers are also represented by their contour in red with LH H1E in cyan and H1C in pink, with bead size increased 2X. \( k \pm 2, 5 \) and \( \geq 7 \) contacts are marked by orange and red arrows, respectively.

also by reducing the electrostatic repulsion between linker DNAs belonging to different nucleosomes. H3 tail interactions with non parental cores significantly increase with \( \rho \) for 44_D, slightly increase for 26_D, and almost do not change for 70_D, indicating that they also mediate chromatin structural transitions.

Overall, these results show how depending on the linker DNA length, LH modulates chromatin condensation through local and global structural features. In general, at low \( \rho \), DNA stems are not well defined, and open globular fibers are dominant. At high \( \rho \), more tight DNA stems form, producing compact fibers with strong zigzag topology and less hierarchical loops.

**Static versus dynamic LH binding and modulation by internal and external parameters**

We further study three systems above (nu_D, 44_D and 70_D) with static LH for comparison.

Figure 5A shows that the packing ratio of nu_S, 44_S and 70_S also increases with \( \rho \). However, the changes are more gradual than with dynamic LH binding, and no transition point is evident for any of linker length. In general, static LH compacts chromatin to a greater extent than dynamic LH, especially in the case of long linkers (70_S versus 70_D). Figure 5B shows that when \( \rho \) is similar, the fiber configurations obtained with static and dynamic LH are comparable. Yet, dynamic LH fibers appear less folded, in agreement with our previous studies showing that LH dynamic binding facilitates fiber unfolding compared to static LH (24,25).

To further investigate how chromatin parameters and ionic environment regulate the structural transitions, we simulate static LH systems nu_S, 44_S and 70_S in different conditions, such as low and high salt instead of physiological salt, phosphorylated instead of wildtype LH, truncated instead of wildtype histone tails, and off instead of on-dyad LH binding mode.

As shown in Figure 6A, at low salt concentration, all three systems nu_S, 44_S, and 70_S have lower packing ratios at every \( \rho \) compared to physiological salt (nu_S, 44_S and 70_S), confirming the role of salt concentration in chromatin folding (64). Fiber compaction increases rapidly with \( \rho \), likely due to a stronger interaction between LH and linker DNA in this condition (65). However, even at \( \rho = 1 \) these values are similar to the packing ratios obtained at physiological salt concentrations without LH, indicating...
that fibers remain unfolded: see fiber configurations in Figure 6B. Similar results are obtained for nu_S_L and 70_S_L (Supplementary Figure S8).

At high salt, systems nu_S_H, 44_S_H and 70_S_H are more compact at every \( \rho \) compared to physiological salt concentration (Figure 6A). The effect of LH is less pronounced in the nu_S_H and 44_S_H, likely due to the competition between LH and Mg\(^{2+}\). In contrast, 70_S_H exhibits a sharp increase in compaction. As shown in Figure 6B, the 44_S_H fiber architecture is straighter and more rigid, even at low \( \rho \), compared to fibers in physiological salt concentrations.

Phosphorylation of LH is a post translational modification associated with changes in chromatin condensation levels (66). In agreement, phosphorylated fibers are less compact at every \( \rho \) compared to wildtype fibers (Figure 6A). 44_S_P reaches a plateau in the packing ratio at around \( \rho = 0.7 \), while in the wildtype fiber, packing ratio continues to increase up to \( \rho = 1 \). The nu_S_P fiber condensation is almost not affected by \( \rho \). And packing ratio of 70_S_P increases steadily up to \( \rho = 0.9 \), where a plateau is reached. Phosphorylated fibers also appear to have less self-association than wildtype fibers (Figure 6B).

When histone tails are removed, nu_S_T, 44_S_T and 70_S_T completely unfold at low \( \rho \) and have low packing ratios of 1–2 nuc./11 nm (Figure 6A). Similar to the low salt systems, higher compaction is achieved upon LH saturation, but again, these packing ratios remain similar to the values obtained for wildtype systems without LH. This results from disrupting internucleosome contacts in tail-less fibers (Supplementary Figure S9), which are not rescued by increasing \( \rho \). Also, as mentioned above, tail interactions with non-parental nucleosome cores increase with \( \rho \), indicating a role for the tails in the structural transition. Long-range internucleosome interactions typical of hierarchical looping are largely absent in the tail-less systems at every \( \rho \), and the zigzag topology is mostly unaffected with \( \rho \) (Supplementary Figure S10). Thus, no transition from a globular to a straight and compact fiber occurs.

For variable LH binding modes, systems nu_S_+20, nu_S_-20, 44_S_+20, 44_S_-20, 70_S_+20 and 70_S_-20 show similar trends to the systems with on-dyad LH binding, suggesting that \( \rho \)-induced structural transitions are less sensitive to the LH binding mode. For some systems, off-dyad binding at high \( \rho \) is not as beneficial for fiber compaction as on-dyad binding, in agreement with our previous findings (48).

Overall, these results emphasize the importance of salt concentration, histone tails, and LH phosphorylation in modulating chromatin structural transitions. Low salt concentration and absence of histone tails produce unfolded fibers at low \( \rho \). At high \( \rho \), fibers are slightly more compact.
but remain at compaction levels similar to those obtained without LH at physiological salt concentration or in presence of tails. Moreover, no significant change in hierarchical loops and zigzag topology is seen with $\rho$. Thus, such conditions suppress structural transitions. The effect of Mg$^{2+}$ depends on linker DNA lengths. Namely, long linkers benefit more from Mg$^{2+}$ than short ones. Mg$^{2+}$ promotes a structural transition at lower $\rho$ by producing more compact and straight fibers. The opposite effect occurs with phosphorylated LH as it decreases LH compaction capacity and delays the structural transition.

**Relationship between $\rho$ and DNA linker length**

Experimental determination of $\rho$ and DNA linker length has shown a linear correlation between both parameters, indicating a synergistic relationship (13). We further explore this aspect by studying how fibers with increasing linker DNA lengths, systems $26_S, 35_S, 44_S, 53_S, 62_S, 70_S$ and $80_S$, are compacted at the fixed $\rho = 0.5$, as well as how increasing DNA linker length with $\rho$ as a pair affects fiber condensation.

Figure 7A (left) shows that when different linker length fibers are simulated with $\rho = 0.5$, compaction is higher for $53_S$ with NRL = 200 bp. As found in our previous study (58), such NRL produces higher compaction compared to other NRLs in fibers without LH, but upon LH addition, this difference increases, indicating that LH works as a better compactor in fibers with DNA linkers of medium lengths, such as NRL = 191, 200 and 209 bp. Similar to the results with dynamic LH binding, the worst compaction is achieved in fibers with too short or too long DNA linker lengths, like NRL = 173 and 227 bp. As discussed above, fibers with very short DNA linker lengths fold into ladder-like structures, which are not affected by LH binding. Arrays with medium linker DNA exhibit the highest increase in compaction upon addition of LH, while arrays with long linker DNA have heterogeneous structures where the linker DNA is bent so that rigid LH/linker DNA stems cannot form well (Figure 7B) (58).
Figure 6. Internal and external parameters regulate structural transitions. (A) Average packing ratio as a function of ρ for chromatin fibers with three linker types (nu, 44 bp and 70 bp) in different conditions: 1) LH on-dyad: nu_S, 44_S and 70_S; 2) LH off-dyad -20°: nu_S-20, 44_S-20 and 70_S-20; 3) LH off-dyad +20°: nu_S+20, 44_S+20 and 70_S+20; 4) truncated histone tails: nu_S_T, 44_S_T and 70_S_T; 5) phosphorylated LH: nu_S_P, 44_S_P and 70_S_P; 6) high salt concentration: nu_S_H, 44_S_H and 70_S_H; and 7) low salt concentration: nu_S_L, 44_S_L and 70_S_L. (B) Fiber configurations for the 44 bp system at ρ = 0 (top) and ρ = 1 (bottom) in the seven conditions studied. LH H1E is shown in cyan and H1C in pink, with bead size increased 2×. Nucleosome tails are omitted for clarity.

Figure 7A (right) shows that for different combinations of NRL and ρ, packing ratio increases with ρ following a sigmoidal trend, indicating cooperativity between both parameters. This trend is similar to that observed for our dynamic 35_D, 44_D and 53_D systems (Figure 1A). Based on the combinations of ρ and linker DNA found in nature (13), this scenario is most likely to occur in vivo, where an increase in ρ produces an increase in linker DNA length. The fitting of the data to the same sigmoidal equation as used in Figure 1 provides an inflection point of 0.54 ± 0.1, similar to the values we obtained for 35_D, 44_D and 53_D.

DISCUSSION

Recent studies have emphasized the role of LH depletion in the development of diseases such as lymphoma (35) and retinal disorders (31). In this connection, we expand on our previous study on LH deficiency and lymphoma (35) by pinpointing the critical LH density that triggers chromatin structural transitions. In addition, we determine the con-
Figure 7. Chromatin condensation is related to the $\rho$/DNA linker length combination. (A) Left: packing ratio as a function of DNA linker length for fibers with static LH at $\rho = 0.5$: 26_S, 35_S, 44_S, 53_S, 62_S, 70_S and 80_S. Right: packing ratio as a function of $\rho$ for fibers with static LH and different combinations DNA linker/$\rho$: 26_S, 35_S, 44_S, 62_S, and 80_S. (B) Representative fiber configurations for different DNA linker lengths and the corresponding dinucleosomes showing the DNA stem formation. (C) Representative fiber configurations for each DNA linker/$\rho$ combination.
nection between these transitions and linker DNA lengths, and study its regulation by several chromatin parameters, such as histone tails, salt concentration, LH phosphorylation, and LH binding mode. Moreover, by introducing dynamic LH binding and studying fibers with different linker DNAs in several fast/slow binding scenarios, we capture and explain mechanistically how LH triggers chromatin structural transitions.

For most of the fiber conditions studied, higher LH affinity and faster binding triggers a structural transition where fibers become more rigid and compact and less globular and loose. Thus, the presence in nature of different LH binding populations could be related to the local regulation of the chromatin fiber where the slow binding population induces an open state that is easily transcribed, whereas the fast-binding population induces a repressed closed state. Consistent with this idea, LH in heterochromatin displays long retention times (16).

For the medium linker length systems 35, 44, and 53, a clear transition point around $\rho = 0.5$ is observed. The mechanism behind such transition is formation of rigid DNA stems upon LH binding, which constrains the linker DNA positional distribution, and is optimal when the length of the linker DNA and the LH CTD are similar. In extreme cases, where the linker DNA is too short, the transition does not occur due to an imbalance between linker DNA and LH lengths. In agreement, Routh et al.’s sedimentation velocities (67) for arrays with NRL = 197 bp as a function of $\rho$ revealed a sigmoidal trend similar to our Figure 1 but a linear trend for arrays with NRL = 167 bp. While the authors do not report the value of the transition point, visual inspection of the plot indicates that it occurs at around $\rho = 0.5$. Similar results were also obtained by Song et al. for nucleosome arrays of NRL = 177 bp (68).

In nature, $\rho$ and linker DNA length are tightly modulated (13). Thus, regulation of chromatin transitions by the specific combination of these two parameters could provide an additional level of epigenetic regulation. For example, chromatin transitions towards loose fibers triggered by LH depletion are consistent with findings showing that transcriptionally active chromatin presents low $\rho$ (13). In mouse rod photoreceptors, the gradual increase of linker DNA and $\rho$ during retina maturation is a key mechanism for regulating chromatin condensation (31). Alterations of heterochromatin formation in these cells leads to progressive loss of functionality, with associated retinal disorder diseases (40). Similarly, in lymphoma of B cells, LH depletion affects chromatin compartmentalization with a transition from repressed to active compartments, inducing aberrant gene expression (35). Thus, a mechanism in which linker DNA, $\rho$, or both are altered to shift the structural transition point and thus define an open or closed chromatin state can define the cell’s fate.

Mammals have 11 LH variants with a highly conserved globular domain but more variable N- and C-terminal domains (69). As we have shown, the highest compaction is achieved for linker DNA lengths near the CTD length. With this mechanism, we expect the different variants to optimally condense fibers with linker DNA lengths similar in size to their CTD length, and thus, induce chromatin transitions differently. For example, among the somatic variants H1a to H1e, H1a and H1c have the shortest CTDs, while H1b and H1e have the longest CTDs. Thus, H1a and H1c should be better condensers and transition triggers of medium linker DNA fibers, such as 30 or 44 bp, while H1b and H1e could work better with longer linker DNAs, such as 53–80 bp. Similar effects of LH variants on nucleosome spacing have been observed (70,71). Clausell et al. showed that addition of H1b and H1e variants to minichromosomes produces relocation of nucleosomes and the highest increase in linker DNA length, while the addition of H1a and H1c produces a more moderate increase (70). Also, Öberg et al. demonstrated that adding H1e to oocytes increases the linker DNA length by 13–20 bp, while adding H1c produces a more moderate increase of 4.5–7 bp (71).

The role of histone tails in mediating nucleosome interactions is well appreciated (53,72). Here, we showed that nucleosome arrays without histone tails are unfolded at every $\rho$, thereby eliminating chromatin structural transitions. Thus, post translational modifications of histone tails likely play a role in regulating structural transitions. Indeed, a reduction of H4 acetylation has been observed for LH depleted embryonic stem cells, probably to counteract LH loss (73).

Similarly, the role of salt concentration on chromatin folding is a well-known factor (41). Our simulations at 15 mM NaCl show that although LH can compact the fibers, they remain unfolded even at high $\rho$. At high salt concentrations, however, a high level of compaction can be reached even at low $\rho$, and the fiber’s global shape is more straight and less globular. Thus, while low salt concentration impairs the transition, high concentration promotes it.

We also showed that phosphorylated LH condenses chromatin less efficiently. Because CTD partial phosphorylation affects its DNA binding affinity (74) and LH binding dynamics (19), CTD phosphorylation impairs chromatin structural transitions. This agrees with LH phosphorylation levels becoming maximal during the metaphase cell state (75), when chromatin fibers are globular and loose (37), and highly transcribed (76).

That LH triggers structural transitions in different fibers through a DNA stem formation mechanism and its modulation by several elements offers a new epigenetic mechanism by which LH could regulate accessibility of the transcription machinery to gene elements. The link between LH-deficient chromatin and lymphoma tendency is known (35) but the relationship is far from clear. For lymphoma and other human diseases associated with vision (40), further studies are needed to understand the epigenetic basis of these disorders. The modulators and mechanisms identified here could define potential avenues for diagnostic and therapeutic intervention.
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