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ABSTRACT

Feature embedding-based methods have shown exceptional performance in detecting industrial anomalies by comparing features of target images with normal images. However, some methods do not meet the speed requirements of real-time inference, which is crucial for real-world applications. To address this issue, we propose a new method called Fast Adaptive Patch Memory (FAPM) for real-time industrial anomaly detection. FAPM utilizes patch-wise and layer-wise memory banks that store the embedding features of images at the patch and layer level, respectively, which eliminates unnecessary repetitive computations. We also propose patch-wise adaptive coreset sampling for faster and more accurate detection. FAPM performs well in both accuracy and speed compared to other state-of-the-art methods.

Index Terms—Industrial anomaly detection, Image anomaly localization, Defect detection

1. INTRODUCTION

Anomaly detection refers to the detection and localization of abnormal regions of images. Such a task is widely used in automated industries such as quality control, medical treatment, and surveillance. In particular, it is in high demand for estimating the abnormality of industrial products. Many recent studies [1, 2, 3, 4, 5, 6, 7, 8] have investigated automated anomaly detection using computer vision.

One factor that makes this task challenging is imbalanced data, which occurs when abnormal training data is more difficult to acquire than normal data because they rarely occur in the real world [9, 10]. Therefore, datasets are usually built using a one-class classification scheme, providing only normal data for training and both normal and abnormal data for testing. This is called an unsupervised approach for anomaly detection [10]. For such a scenario, the unsupervised network must learn the features of the unlabeled normal data during training and filter out the outlying features in the abnormal test data. Autoencoders [3, 11, 12] and generative adversarial networks [2, 3, 13, 14, 15] have been explored for this purpose. However, when there is a high degree of intra-class var-
Fig. 2. An overview of Fast Adaptive Patch Memory. Each middle layer’s nominal feature vectors are saved into a patch in memory that represents the region of the image. To reduce the inference time and address the patch vector distribution imbalance, this patch memory bank has downsampled vectors at different ratios by each patch cluster’s distance score.

2. PROPOSED METHOD

Fig. 2 provides an overview of FAPM. This section explains FAPM in three stages: 1) FAPM extracts features locally according to the patch and layer, 2) we select coreset embedding vectors by the appropriate sampling ratio based on the distribution of features for each patch and layer, and 3) FAPM detects the abnormal parts by comparing the features of the target with the memory bank’s downsampled vectors.

2.1. Memory Construction

**Patch-wise memory** Industrial anomaly datasets are primarily composed of roughly aligned images, which means similar information exists at the same location in each object class. Based on this assumption, the FAPM saves each patch’s embedding features separately at training time rather than indiscriminately saving all the image features in an integrated memory bank. Following, FAPM uses a pretrained encoder from ImageNet [18] to extract the features of the nominal image \( x \). We do not train the network because the pretrained encoder can generalize to most classes of objects.

The extracted features of \( x \) can be split into \( N_p \) grid-patches, where a patch \( p_i \) (\( i \in \{1, 2, \ldots, N_p\} \)) is represented by a fixed number of \( N_v \) feature vectors, where \( \{v^1_i, v^2_i, \ldots, v^{N_v}_i\} \in V_i \). These feature vectors are saved by patch-level memory \( m_i \). It saves all \( N \) images’ specific location feature vectors \( \{V^1_i, V^2_i, \ldots, V^N_i\} \in m_i \). \( N \) is the number of total nominal images. All memory locations are gathered to form a patch-wise memory bank \( \{m_1, m_2, \ldots, m_{N_p}\} \in M \), in which each \( m_i \) represents a specific region of the \( N \) training images. The locally aware feature vectors \( V_i \) of the nominal images are stored in the correct location for the patch memory \( m_i \).

**Layer-wise memory** Many existing embedding features matching based methods include PatchCore [5] and Padim [4] concatenate mid-level features, which avoids being overly generic or too heavily biased towards ImageNet [18] classification [5]. Concatenating these features has the advantage of being able to aggregate the features from multiple layers at the same time. However, this naive concatenation leads to unnecessary upsampling of the deeper layer’s features, which increases the vector size of the memory bank.

To avoid such problem, FAPM uses separate layer-wise memory banks that store the feature vectors of each middle layer. We use the middle layers \( \psi_j, \psi_{j+1}, \ldots \) of pretrained model, except the layers at both ends. Each layer-wise memory bank is split into \( N_p \) grids. \( N_{v_j} \) is the value of \( N_v \) that changes per layer. Our total memory banks from each layer are defined as \( M_{\psi_j} \in \mathbb{R}^{N_p \times N \times N_{v_j}} \).

By avoiding concatenation, we decrease the size of the memory bank. This decrease helps to reduce the computational cost by reducing the number of unnecessarily upsampled elements of the embedding features.

2.2. Patch-wise Adaptive Coreset Sampling

For a fast inference speed, we select the most representative feature vectors from \( m_i \). Following [19, 20] and [5], we use a minimax facility location greedy coreset selection [19] to select the number of \( K \) appropriate patch key vectors \( V_i’ \) that are downsampled by each \( V_i \). The key vectors
(a) clusters ($K = 10$) of blue patch memory vectors; (b) clusters ($K = 10$) of red patch memory vectors; and (c) clusters ($K = 20$) of red patch memory vectors.

\[ \{v_{i1}, v_{i2}, \ldots, v_{ik}\} \in V_i \]

are the center vector of a cluster that groups similar vectors in $m_i$. As shown in Fig. 3.(a) and (b), even with the same class of images, the distributions of feature vectors are different. Therefore, when simply using greedy coreset sampling [17], each patch has a different distribution of key vectors.

We propose patch-wise adaptive coreset sampling to avoid an imbalanced effect of the patches. First, we select the key vectors $V_i'$ in $m_i$ using coreset sampling. This divides the vectors in $m_i$ by cluster with the center vector $v_{ik}'$, $k \in \{1, 2, \ldots, K\}$. Then, we estimate the size of each cluster by computing the Euclidean distance $d_{ik}$ between the outermost vector $v_{ik}^{far}$ and $v_{ik}'$. Lastly, we find the largest score $d_{i, \text{max}} = \max(d_{ik})$ among all clusters in $m_i$.

\[ d_{ik} = 1 - \frac{2}{1 + \exp((-d_{ik})^2)} \]  

Only for the patch memories $m_i$ whose $d_{i, \text{max}}$ is larger than a threshold $D_{\text{th}}$, coreset selection is performed once again by increasing the value of $K$. Then, we store the key vectors which selected by second coreset sampling. Each patch memory leaves a different number of key vectors $V_i'$ according to its vector distribution. Patches with a large vector distribution leave more key vectors, and patches with a small distribution leave fewer key vectors. Fig. 3. (b) and (c) show how this method affects the vector distribution imbalance problem. In this way, we are able to solve the vector distribution imbalance per patch to some extent.

2.3. Anomaly Detection

Anomaly detection with FAPM saves the patch-wise key vectors $\{V_j, V_{j1}, V_{j2}, \ldots, V_{jN_p}\} \in V_j'$ of the target class. At test time, target image $\hat{x}$ is input into the pretrained encoder that extracts the mid-level features $\hat{V}_j$. FAPM calculates the Euclidean distances between all patch-level vectors in the test image’s patch $V_j$ and memory’s sampled vectors $V_{j,i}$ in $m_i$. After calculating all the Euclidean distances, we find the minimum. If the distance from the closest memory vector is too far, this test vector is considered abnormal. Some of the largest-distance vectors are used to calculate the image score. Then, we unify these maximum layer distances for estimating the image-level anomaly score. Like [5], we leverage multiple feature vectors in memory to minimize the effects of outlier feature vectors.

Anomaly localization is computed, like [4, 5], by realigning computed vectors’ anomaly scores based on the spatial location. We also use Gaussian blurring with kernel size of $\sigma = 4$ to smooth the results.

Comparison with PatchCore

PatchCore [5] saves and downsamples the number of $N_{V'}$ concatenated mid-level features of whole nominal images to make a single memory that represents each object class. As all features are stored in a single memory, it does not include spatial information. In addition, PatchCore [5] calculates the distances of all the test image’s number of $N_t$ mid-level features with the sampled vectors in memory. PatchCore’s number of operations is $N_{V'} \times N_t$. FAPM repeats the calculation by the number of patches $N_p$, but the number of vectors is reduced by the number of patches in both test images and memory vectors. Consequently, FAPM’s computational cost is $N_p \times \frac{N_{V'}}{N_p} \times N_t$.

Moreover, PatchCore [5] calculates the anomaly scores using two different feature levels. Higher-level features are first upsampled for resolution consistency with lower-level features. Then, the lower-level and higher-level features are concatenated and used for score calculation as the final features. However, this causes inefficient computation, as four times more calculations are required for the higher-level features due to the upsampling process. To prevent this, we decompose this redundant process into two steps: 1) separating the score calculation and 2) unifying the scores. Abnormality scores are first calculated for each level independently, and then the scores obtained are unified by weighted sum. The proposed layer-wise process operates identically to the single-step approach while requiring a significantly lower computational cost. Using these methods allows FAPM to have a lower computational cost than PatchCore [5].

3. EXPERIMENTS

3.1. Experimental Setup

Implementation details

Experiments were performed on the MVtec Anomaly Detection benchmark [13]. This dataset contains 3629 train images and 1725 test images in 15 industrial classes. There are ten object classes and five texture classes. We used center crop and normalization to the images. Our input image size was $224 \times 224$ pixels, we split this image into $N_p = 49$ patches so our patch size was $32 \times 32$. We extracted mid-level features using Wide-ResNet50 [23]'s second and third layers, which were pretrained by Ima-
Table 1. Anomaly detection and segmentation performance on MVTec AD [13] (image-level AUROC, pixel-level AUROC).

We cite the values recorded in the paper. * indicates the PatchCore implemented on our system for fair speed comparison.

| Class | SPADE [7] | DifferNet [1] | PatchSVDD [6] | Palim [4] | CFlow [22] | PatchCore [5] | FAPM |
|-------|-----------|---------------|---------------|----------|-----------|--------------|------|
| carpet | (98.6, 97.5) | (84.0, -) | (92.9, 92.6) | (-, 99.1) | (100, 99.3) | (98.7, 98.9) | (99, 98.9) |
| grid | (99.0, 93.7) | (97.1, -) | (94.6, 96.2) | (-, 97.3) | (97.3, 99.0) | (98.2, 98.7) | (98.0, 97.8) |
| leather | (99.5, 97.6) | (99.4, -) | (90.9, 97.4) | (-, 99.2) | (97.7, 99.7) | (100, 99.3) | (100, 99.0) |
| tile | (89.8, 87.4) | (92.9, -) | (97.8, 91.4) | (-, 94.1) | (98.7, 98.0) | (98.7, 95.6) | (99.4, 95.2) |
| wood | (95.8, 88.5) | (99.8, -) | (96.5, 90.8) | (-, 94.9) | (99.6, 96.7) | (99.2, 95.0) | (99.3, 94.0) |
| bottle | (98.1, 98.4) | (99.0, -) | (98.6, 98.1) | (-, 98.3) | (100, 99.0) | (100, 98.6) | (100, 98.2) |
| cable | (93.2, 97.2) | (86.9, -) | (90.3, 96.8) | (-, 96.7) | (100, 97.6) | (99.5, 98.4) | (99.5, 98.5) |
| capsule | (98.6, 99.0) | (88.8, -) | (76.7, 95.8) | (-, 98.5) | (99.3, 99.0) | (98.1, 98.3) | (98.6, 99.0) |
| hazelnut | (98.9, 99.1) | (99.1, -) | (92.0, 97.5) | (-, 98.2) | (96.8, 98.9) | (100, 98.7) | (100, 98.6) |
| metal nut | (96.9, 98.1) | (95.1, -) | (94.0, 98.0) | (-, 97.2) | (91.9, 98.6) | (100, 98.4) | (100, 98.2) |
| pill | (96.5, 96.5) | (95.9, -) | (86.1, 95.1) | (-, 95.7) | (99.9, 99.0) | (96.6, 97.1) | (96.0, 98.0) |
| screw | (99.5, 98.9) | (99.3, -) | (81.3, 95.7) | (-, 98.5) | (99.7, 98.9) | (98.1, 99.4) | (95.2, 99.0) |
| toothbrush | (98.9, 97.9) | (96.1, -) | (100, 98.1) | (-, 98.8) | (95.2, 99.0) | (100, 98.7) | (100, 98.2) |
| transistor | (81.0, 94.1) | (96.3, -) | (91.5, 97.0) | (-, 97.5) | (99.1, 98.0) | (100, 96.3) | (100, 98.2) |
| zipper | (98.8, 96.5) | (98.6, -) | (97.9, 95.1) | (-, 98.5) | (98.5, 99.1) | (98.8, 98.8) | (99.5, 98.6) |
| Avg | (85.5, 96.0) | (94.9, -) | (92.1, 95.7) | (97.9, 97.5) | (98.3, 98.6) | (99.1, 98.1) | (99.0, 98.0) |

Table 2. The impacts of our method. We show the image level AUROC (%), pixel level AUROC (%) and FPS.

| Patch-wise | Layer-wise | Adaptive sampling | Img AUROC | Pixel AUROC | FPS |
|------------|------------|------------------|-----------|-------------|-----|
| A          | ✓          | ✓                | 98.9      | 98.1        | 23.4|
| B          | ✓          | ✓                | 98.5      | 97.5        | 34.1|
| C          | ✓          | ✓                | 98.3      | 97.1        | 35.7|
| D          | ✓          | ✓                | 98.4      | 97.8        | 60.0|
| E          | ✓          | ✓                | 99.0      | 98.0        | 44.1|

Fig. 4. Anomaly Segmentation results of MVTec AD datasets. From top to bottom, input images, ground truth and anomaly segmentation heatmaps.

Table 3. Experimental Results

Table 3 shows the estimated performance of our FAPM on MVTec AD [13]. The results show that FAPM was faster than state-of-the-art methods [1, 4, 5, 6, 7, 22]. FAPM was nearly twice as fast as PatchCore [5] when implemented on our system. FAPM achieved 44.1 FPS demonstrating the ability for anomaly detection in real-time. Specifically, our method had the best detection and segmentation performance with some already-aligned categories such as transistor and zipper. Fig. 4 shows anomaly localization heatmaps where FAPM obtained more precise anomaly localization. Our method ran as fast as we intended and performed excellently.

3.3. Ablation Study

Table 2 shows our method’s impact on anomaly detection and localization. We show the method’s performance in five experiments: (A) PatchCore-10% [5] on our system, where we only record its speed on our system; (B) using only patch-wise memory; (C) using only layer-wise memory; (D) using patch-wise and layer-wise memory with normal coreset sampling; and (E) our complete framework with adaptive coreset sampling. Table 2 (B), (C), and (D) show that our memory architecture divided into patch-wise and layer-wise memory improved the inference time. We implemented these experiments on GPU system, so inference time did not decrease linearly due to the computational cost decreasing, however all memory construction methods affected inference time in reality. Table 2 (E) shows that patch-wise adaptive sampling improved image anomaly detection by 0.6 percent points and segmentation performance by 0.2 percent points while maintaining the speed.

4. CONCLUSION

In this paper, we proposed a Fast Adaptive Patch Memory (FAPM) for industrial image anomaly detection. Our proposed method employs both patch-wise and layer-wise memory construction schemes for better utilization of memory architecture. We also proposed patch-wise adaptive coreset sampling by the distance score of each patch to solve the imbalance of patches. The proposed FAPM performed competitively on a benchmark dataset while showing exceptionally fast inference speed in real-time.
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