Abstract—Mobile devices have emerged as our daily companion whose applicability evolves as the day unfolds. One of such applications is in the area of learning, called mobile learning (M-learning). However, as with all new technologies, M-learning is faced with the issues of standard, content packaging, and deployment. And like other distributed applications on ubiquitous networks, M-learning is challenged with performance issues. This work shows the implementation and evaluation of a model for intelligent mobile learning system (IMLS) using a multi-agent system (MAS), such as the Java Agent Development Environment (JADE) framework. Two M-learning applications (agent-based and non-agent) were developed, deployed and tested. The agent-based application is deployed using an HTTP-based Message Transfer Protocol (MTTP). The results suggest that agents can increase the performance of an M-learning application up to eight times.
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I. INTRODUCTION

The growing number and sophistication of smart phones and tablet PCs are radically changing the way we access the almost near infinite volume of information on the World Wide Web. Today almost every mobile device has the capability to access the internet, while on the go. Mobile technologies are so pervasive in modern societies that more and more people are using mobile devices for personal, business and public services. These services like M-banking, mobile TV, mobile agricultural information systems, etc, have enhanced lifestyles and improved livelihoods. On the other hand, while universities are still grappling with providing adequate infrastructure to provide quality education to their students, an unprecedented amount of lessons are being accessed on a daily basis from YouTube, and some other online university sites with mobile devices. It is unfortunate that inspite of the myriads of contents uploaded daily to the web, little work has been done in creating structured learning contents for mobile devices. With over six billion mobile subscriptions worldwide, there is great potential in delivering contents across wireless and ad-hoc networks by introducing multi-agents. Agents are software components that have been widely used in the fields of artificial intelligence, database management, computer networking, etc. These agents have autonomy, provide an interoperable interface to an arbitrary system and behave like human agents, working for some clients in pursuit of their own agenda [6, 7]. In networks, agents ensure effective bandwidth utilization which in turn optimizes the processing time. Unlike Kinshuk’s Bee-gent framework [8], our system was implemented using the JADE multi-agent framework [7], which is well researched, open source with active user support and is continuously gaining popularity among many researchers in agent technology. JADE is built on Java technologies, which makes it interoperable, platform-independent, robust and suitable to many web-based and mobile applications.

The overall goal of our research was to develop a model of an intelligent mobile learning system that operates well in low-bandwidth networks, such as the wireless and ubiquitous networks, without additional overhead costs or reduction in the quality of service.

In addition to formulating the model, we went further to verify it with the development of an agent-based M-learning software application for teachers and users. This model acts as a template on which teachers can build learning contents to provide authentic learning environments for students to access using their mobile devices. To further strengthen the validity of our work, we also developed a non-agent version of the M-learning software with which to compare the performance of the agent-based one. In this paper we are going to show the results of the comparison of the two applications with regards to their response times and packet handling capabilities.

In the remaining sections, we present a brief review of the design and implementation of the Intelligent M-learning System (IMLS), and the deployment, testing and evaluation of its performance compared to its non-agent based counterpart.
II. RELATED WORKS

Effanga, et al. in [9], developed an information retrieval system using JADE mobile agent system, but this application is not for M-learning. The application is a web-based user interface for information retrieval using the JADE mobile agent system. The implementation was carried out on a local host that acted both as a client and a server. In [10] the authors developed an intelligent M-learning system using JADE for notebooks or tablet PCS that employed competence test, but they did not explain the model on which the application was based. The authors of the work [11] developed an intelligent agent based flight search and booking system using JADE-LEAP agent for Android platform. The application uses biometrics to capture user input to ensure security in the system. Also, in [12], the JADE agent framework was used to address the security issues in a wireless environment. They proposed an Intrusion Detection System (IDS) based on the features of the mobile agent. The mobile agents are used to collect and analyze the data collected from wireless network to identify attacks exploited by the intruders. Meere et. al [13] proposed an m-learning provision information-based multi-agent environment. The system seeks to incorporate user mobile devices, facilitating a blended learning experience, where a number of mobile E-learning (M-learning) services, supplement the traditional learning paradigm. Access to these services and resources is facilitated through intelligent wireless access points (InfoStations), located at various places throughout the university campus. This system was implemented with the JADE-LEAP.

Glavinic et. al. [21], in their work presented M-learning based on Mobile Intelligent Tutoring System (MITS), in which they discussed various types of agents that could be used.

Some other multi-agents research works includes, the use of anthropomorphic agents applied in e-learning as tutors to students [22], a multi-agent based efficient resource discovery mechanism for Grid systems [23], the use of artificial immunization and multi-agent technology to provide a better search capability for high-dimensional function optimization [24], integration of backchannels into existing MAS architectures to achieve communication efficiency in multi-robot system for urban search and rescue [25], and study of the problem of guaranteed performance consensus in second-order multi-agent systems [26].

III. MATERIALS AND METHODS

Following critical software design methodologies, principally, the OOAD methodology, we developed the architecture of the IMLS model shown in figure 1. After which we developed an agent-based application (IMLS1) using the JADE framework by deploying it on Java Enterprise Edition (JEE) using the Eclipse 3.6 IDE. The JADE framework is used to build the agent components of the application. The details are provided in the next section. We also developed another intelligent mobile learning system (IMLS2) using PHP scripting language. Both of these applications were deployed online and monitored with network monitoring tools to determine response times, latency and throughput.

A. The Agent-based IMLS

Most agent-based models are composed of: (1) numerous agents specified at various scales (typically referred to as agent-granularity); (2) decision-making heuristics; (3) learning rules or adaptive processes; (4) an interaction topology; and (5) a non-agent environment [14][15]. These are captured in the IMLS model shown in Figure 1.

As stated earlier, the model of the IMLS is described in [2], but here we provide a summary of its design and implementation. The JADE main container is made up of the Directory Facilitator (DF), which is in charge of the Yellow Page services in the agent platform; the Agent Management System (AMS) is responsible for assigning unique IDs to agents, as well as managing how the agents interact. Instances of JADE agents were created in this work. The IMLS agents created includes an authentication agent, a tutorial agent and an assessment agent. These are described in the subsection, IMLS Model sub-module.

Another component in the JADE platform is the Web Services Integration Gateway (WSIG), an add-on component to the JADE platform that provides an interface between the JSP client and the agent world using HTTP. The objective of WSIG is to expose services provided by agents and published in the JADE DF as web services with minimal additional effort, at the same time giving developers enough flexibility to meet specific requirements they may have.

JADE agents publish their services in the DF providing a structure called DF-Agent-Description as defined by the FIPA specification [16]. A DF Agent-Description includes one or more Service-Descriptions, each one actually describing a service provided by the registering agent. A Service-Description typically specifies, among others, one or more ontologies that must be known in order to access the published service. The actions the registering agent is actually able to perform are those defined in the specified ontologies.

Agents need to be able to communicate with users, system resources, as well as with other agents if they must cooperate, collaborate and negotiate. Agents interact with each other using special communication languages, called Agent communication languages (ACL). The ACL rely on speech act theory that provides a separation between the
communicative acts and the content language [29] as defined by FIPA [16]. It is worthy of note, that it is the use of ACL messages that distinguishes agent communication from other distributed systems. ACL is designed specifically to describe and facilitate the communication process between agents. It does not deal with the physical exchange over the network, but with the specification of the content of the exchange [27]. ACL enables agents to cooperate and share contents in agreed format [28]. The FIPA Agent communication act uses a seven layer model from the application layer of the classical OSI reference model. The sub-layers include, in ascending order; Transport, Encoding, Messaging, Ontology, Content Expression, Communication Act and Interaction Protocol (IP) [29]. The layered architecture is geared towards optimizing communication performance between agents in MAS [27]. FIPA defined three Message Transport Protocols (MTPs) as: MTP based on IIOP, MTP based on WAP, and MTP based on HTTP. Our MAS uses the MTP based on HTTP for communication between the agent world and external world. An ACL message is encapsulated in an HTTP POST request. The HTTP request for agent communication consists of the original ACL message, payload, envelope or destination address, HTTP message header and HTTP message body [29]. The payload, according to FIPA may be encoded using any of these three schemes, Bit Efficient ACL, String ACL, or XML encoded ACL [7][27][28][29]. As can be observed from figure 1, there is no direct communication between the agent world and the physical world. User requests are handled by the WSIG servlet via HTTP, while the WSIG agent communicates with the MAS using ACL.

B. The IMLS Model sub-module

The model consists of the components that make up the Intelligent Tutoring/Learning System. These include the student model, expert module, pedagogical module and the communication or user interface module as depicted in figure 2. The model contains the actual course content, the student records, assessment, as well as administrative information. These contents are stored in the MySql data store using the ORMLite. ORMLite provides a lightweight Object Relational Mapping between Java classes and SQL databases [17]. To interact with these contents, the respective agents are invoked. The components of this model are described briefly below.

The Student: A new student registers with the system, choosing the study area of interest. At login the authentication agent verifies the student’s id and keeps a log of his activities using session tracking.

Communications Module: controls interactions with the learner, including the dialogue and the screen layouts. This module determines how the materials should be presented to the student in the most effective way.

The Expert Module: references an expert or domain model containing a description of the knowledge or behaviours that represent expertise in the subject-matter domain the intelligent tutoring system (ITS) is teaching, and provides the basis for interpreting the student’s actions.

The Student Model: describes the knowledge and behaviour of a sample student of the subject. A mismatch between a student's behavior or knowledge, and the expert's presumed behavior or knowledge, triggers a signal to the final component, the tutor.

The Tutor or Pedagogical Module: is responsible for structuring the instructional interventions. It can subsequently act to provide feedback or remedial instruction. To fulfill this function, it needs information about what a human tutor in such situations would do. The pedagogical module may operate at the curriculum level, which se-
quizzes topics to ensure that an appropriate prerequisite structure is observed and the individualized level, in which the amount of practice at each level ensures that the students master the material.

The IMLS follows a behaviourist pedagogical approach. Within the behaviourist learning paradigm, learning is thought to be best facilitated through the reinforcement of an association between a particular stimulus and a response [1]. Mobile devices in particular can enhance the behaviourist learning process. The use of mobile devices to present teaching materials/content specific questions (stimulus), obtain responses from learners (response), and provide appropriate feedback (reinforcement) – (i.e. provide ‘drill and feedback’ activities), fits within the behaviourist learning paradigm. The use of competence tests (both pre- and post) in the IMLS application is an example of the behaviourist approach.

C. Deployed Agents

Authentication agent: this agent is deployed as soon as the JADE agent platform is started. It handles all user and administrative authentications and also monitors user activities and sessions. This agent also determines what type of content each category of user has access to, thus ensuring adequate authorization of users. A user gets access to only the study area he/she is registered for. Figure 3 shows the JADE agent platform running on port 1099 and the sniffer agent on the right hand side of the window monitoring the agent activities, while figure 4 shows the authentication agent details in the WSIG Console window.

Tutorial agent: this agent searches the pedagogical module stored in the database to retrieve learning contents on behalf of the user and delivers it to his mobile device. Unlike the conventional client-server scenario, in which processing vast volumes of data stored at remote locations in the network can prove inefficient. Mobile agents allow the processing to be done locally, instead of transmitting the data over a network [8]. This is one of the features that make agents effective at bandwidth utilization.

Assessment agent: The assessment agent does both pre- and post-tutorial assessments. In the pre-tutorial assessment, the agent tests the knowledge level of the intended learner to find out his level of proficiency in the selected study area. Depending on the result of the assessment, a learner can be placed in the basic, intermediate or advanced class. At the end of the lesson, the agent delivers a post-tutorial assessment that determines the performance of the learner in the course.

D. Implementation of the IMLS Application

In this section we describe the implementation of the server component of the IMLS application. To do a comparison on a level playing ground, a contemporary M-learning system was developed. The major differences between the two applications are that, while the original IMLS1 application is built on the JADE multi-agent framework, IMLS2 is built without any agent technology or framework. Also, IMLS1 is developed using Java Servlet technologies, and IMLS2 is built on PHP scripting language. Both applications have a post tutorial assessment. But, IMLS1 has a pre-tutorial competence assessment that tests the candidate’s level of proficiency in the course field, and ranks the candidate’s competence level as Basic, Intermediate, or Advanced. This determines what course module the tutorial agent delivers to the candidate at the beginning of his tutorial. Table 1 summarizes the comparison between the two IMLS applications.

The tutorial agent in IMLS1 enables a learner to select a specific study area, for example, Computer Science. Then he chooses an area field like programming language. The learner then selects from the field courses a specific course he wants to learn like Java, PHP, C#, etc. At this point, the assessment agent prompts him to take an optional pre-tutorial assessment, in which he answers ten random questions drawn from the different modules of the field courses. A score of 40% or below places the learner in the beginner class, 50-60% places him in the intermediate class, while 70% and above places him in the expert class.
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At the end of the pre-assessment, the tutorial agent delivers the course modules. From this point the user selects topics from the course modules and starts his learning experience. It is important to note that the authentication agent registers a new user and authenticates him before the learning experience begins. This agent also stores the student’s registration and session data in the Student_Data table, as well as stores his study records in the Student_Study_Record table for future retrieval.

The learning experience in IMLS2 is similar to that of IMLS1 described above, only that there are no agents and no pre-tutorial assessment. The inclusion of the pre-tutorial test in IMLS1 is based on adding more intelligence to the model. The intelligence of IMLS2 is done using sessions. Figures 5a-e show screen shots of the IMLS1 as the user interacts with the application.

E. Application Deployment

Both IMLS1 and IMLS2 were deployed on two different HP Proliant branded servers with public IP addresses. Figures 6a and 6b show the deployment diagrams of the IMLS application. A mobile client connects to the applications using the URL of each of the application hosted on the web. The machines on which the applications were deployed have Apache Tomcat web server 7.0 and Mysql database installed. Agent configuration files were created in the Eclipse IDE. These configuration files, like JADE agent platform, Authentication agent, etc are started first. After which the IMLS1 application is started on the Tomcat server, using JSP containers.

IV. APPLICATIONS PERFORMANCE TESTING AND EVALUATION

Using network monitoring tools from remote and local locations, the URL of each application is monitored to determine its performance. The response time measured includes both time taken to respond to a user’s request and communication across the network. The major performance indicators of interest are the application’s response time and packet losses. Response time indicates how well bandwidth is managed and packet loss management on the other hand, indicates the application’s throughput. The following section presents the details of the evaluations.

We used network monitoring tools to take various kinds of readings. Two different network monitoring tools were used to monitor the applications. These include Monitor.US (www.monitor.us), a tool that monitors sites using URLs from different locations, such as US, EU, etc. The other is ManageEngine.

OpManager. This application was downloaded and installed on neutral desktop and laptop PCs. While Monitor.US is used to monitor the IMLS applications with other M-learning applications (like Blackboard, Eacademy’s m-learning sites, etc.), in other locations like the US and UK, OpManager was used to monitor only the two IMLS applications. Table 2 shows the average response times of the IMLS applications with other M-learning applications as monitored by Monitor.US. Screen captures of the monitoring are shown in figures 7 and 8. The results are presented in Sections 4.1 and 4.3.

A. Monitoring

Using Monitor.US — This tool monitors URLs, showing the network performance and plots various types of
charts. This tool was used to monitor site availability and response times. Figure 6 shows the live data chart of the IMLS sites with other external M-learning sites being monitored with their respective response times. IMLS sites are shown on the right side of the window, while one of the external sites is shown on the left hand side. The average response time of each site is shown on the top right hand corner of the window for the last 24 hours of monitoring. Table II shows average response time readings on a typical day as captured from Monitor.US.

Figure 8 shows the bar chart plot of the response times for the two IMLS applications being monitored. The IMLS1 is shown on the upper window with the URL, http://196.222.0.3:8080/IMLS_V2/noagent.jsp with an average response time of 539ms for that day. While IMLS2 is shown in the lower window with the URL, http://ce1.grid.unn.edu.ng shows an average response time of 634ms for the same day.

### Table II. AVERAGE RESPONSE TIME READINGS ON A TYPICAL DAY AS CAPTURED FROM MONITOR.US.

| Sites urls                                      | Site Name                        | Site Location | Avg. Response time (ms) – All locations |
|------------------------------------------------|----------------------------------|---------------|----------------------------------------|
| http://196.222.0.3:8080/IMLS_V2/noagent.jsp    | IMLS 1- noagent authentication   | Nigeria       | 411                                    |
| http://196.222.0.3:8080/IMLS_V2/auth.jsp       | IMLS 1- agent authentication     | Nigeria       | 475                                    |
| http://ce1.grid.unn.edu.ng                      | IMLS 2                           | Nigeria       | 453                                    |
| http://www.gc21-eacademy.org/mobile/            | E-Academy                        | US            | 205                                    |
| http://mle.sourceforge.net/mlemoodle/           | Moodle M-learning                | US            | 130                                    |
| http://www.blackboard.com/                      | Blackboard                       | UK            | 248                                    |

### B. Determining Response Time

The response time of the system is a measure of Web performance, which depends on the time required to transmit many small files. Many IT managers argue that the impact of latency on network design, not bandwidth, is often the key to network speed, or lack thereof. This is especially true when it comes to the download speeds (or response times) of Web pages and Web-based applications [18]. Alberto Savoia [19] simplified the response time formula, which was proposed by [18] to six key variables that impact page response time and shows how they relate to each other, as shown in equation 1. Alberto describes the six key variables in the formula as follows:

\[
R = \frac{\text{Page size}}{\text{Min. Bandwidth}} + (\text{Round Trip Time} X \text{Turns}) + \text{Server Processing Time} + \text{Client Processing Time}.
\]

In a September 2006 NetForecast report [20], the author gave a newer version of Alberto’s formula as follows:

\[
R \approx \frac{\text{Payload/Bandwidth}}{\text{AppTurns(RTT)}} + \text{Cs + Cc}.
\]

Where R is the response time in seconds, Cs is the Server processing time (seconds) and Cc is the Client processing time (seconds). The only difference between this formula (ii) and that of Alberto in (i), is the use of the curly equality sign, which means ‘approximately equal to’.

---

This text provides a detailed analysis of the performance evaluation of a multi-agent mobile learning system, utilizing specific charts and tables to illustrate the data collected and analyzed. The methodology employed for determining response times is discussed, including the impact of latency on network design and the simplification of the response time formula for Web performance evaluations.
V. RESULTS AND DISCUSSION

A. Results from Monitor.Us

The results from the readings in Table II above agree with the response time equation 2, which indicates that response time is a function of many factors. From these results, it could be observed that:

1. The farther away the monitor is from the DNS server where the application is hosted, the longer the response time. That explains why the sites from US and EU have shorter response times compared to the sites from Nigeria, as shown in Figures 7 and 8, and Table 2, respectively.

2. The average response time for the two instances of the IMLS1 (in Figure 7) is 443ms as against 453ms of IMLS2. Also, from the bar chart in Figure 8, the minimum response times of IMLS1 is 290ms and that of IMLS2 is 280ms, while the maximum response times are 1,110ms and about 1,400ms, respectively. This sample result indicates that IMLS1, the agent-based application offers a better response time than the non-agent one, IMLS2.

B. Using ManageEngine OpManager Monitor

In order to further verify the results obtained from Monitor.Us, we deployed another monitoring agent, ManageEngine OpManager. As stated earlier, the applications were installed locally on a neutral system. From there we monitored the two IMLS applications. After a week of monitoring, the following results were obtained. Figure 9 shows IMLS1 and IMLS2 being monitored by ManageEngine OpManager.

For want of space we show an abridged response time data as read by the monitoring tool in Table III from the IMLS1 site while figure 10 shows a plot of the IMLS1 data, which shows that the average response time is 31.63 ms.

Table IV shows the response time data for seven days from the Non agent-based IMLS (IMLS2), while figure 11 shows a plot of the IMLS2 data, which shows that the average response time is 253.92 ms.

Figure 12 shows the availability and average packet loss information of the two IMLS sites. IMLS1 is on IP address: 196.222.0.3, while IMLS2 is on: 197.253.4.165. The availability figures are 80.2% and 80.078%, respectively for this screen capture. On the other hand, the average packet losses are 25.0% for IMLS1 and 33.33% for IMLS2, respectively.

Table III. ABRIDGED RESPONSE TIME DATA FOR SEVEN DAYS FROM IMLS1

| Date       | Time | Response Time ms |
|------------|------|------------------|
| Nov-17-12  | 2:29 | 13.0             |
| Nov-17-12  | 1:29 | 46.0             |
| Nov-17-12  | 0:29 | 15.0             |
| Nov-16-12  | 22:29| 18.0             |
| Nov-16-12  | 21:29| 13.0             |
| Nov-16-12  | 20:29| 17.0             |
| Nov-16-12  | 19:29| 12.0             |
| Nov-16-12  | 18:29| 11.0             |
| Nov-16-12  | 17:49| 16.0             |
| Nov-16-12  | 13:26| 19.0             |
| Nov-16-12  | 12:29| 70.0             |
| Nov-16-12  | 11:29| 24.0             |
| Nov-16-12  | 10:29| 63.0             |
| Nov-16-12  | 9:29 | 14.0             |
| Nov-16-12  | 8:29 | 14.0             |
| Nov-16-12  | 7:29 | 27.0             |
| Nov-16-12  | 6:29 | 18.0             |
| Nov-16-12  | 5:29 | 15.0             |
| Nov-16-12  | 4:29 | 24.0             |
| Nov-16-12  | 3:29 | 50.0             |
| Nov-16-12  | 2:29 | 12.0             |
| Nov-15-12  | 1:29 | 12.0             |
| Nov-15-12  | 0:29 | 15.0             |
| Nov-15-12  | 22:29| 13.0             |
| Nov-15-12  | 21:29| 16.0             |
| Nov-15-12  | 20:29| 264.0            |
| Nov-15-12  | 19:46| 23.0             |

The scarcity of data for this one week of monitoring indicates that the sites were not 100% available due to power issues as indicated by Figure 12. Also, because the sites were still under test, traffic was low.

Figure 13 shows a new reading from both sites. IMLS1 still maintains the lead.
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TABLE IV.
ABRIDGED RESPONSE TIME DATA FOR SEVEN DAYS FROM IMLS2.

| Date     | Time | Response Time ms |
|----------|------|------------------|
| Nov-19-12 | 9:48 | 241.0            |
| Nov-17-12 | 2:30 | 302.0            |
| Nov-17-12 | 1:30 | 235.0            |
| Nov-17-12 | 0:30 | 172.0            |
| Nov-16-12 | 22:30| 240.0            |
| Nov-16-12 | 21:30| 259.0            |
| Nov-16-12 | 20:30| 318.0            |
| Nov-16-12 | 19:30| 229.0            |
| Nov-16-12 | 18:30| 268.0            |
| Nov-16-12 | 17:50| 219.0            |
| Nov-16-12 | 13:28| 258.0            |
| Nov-16-12 | 12:30| 294.0            |
| Nov-16-12 | 11:35| 266.0            |

A number of authors agree that the use of agents have significant improvement on system performance. For example, the use of agents, independently influence the student’s motivation and performance in e-learning [22], reorganize resources, thereby, allowing users to discover more and more resources in a shorter amount of time, without increasing the traffic load experienced by distributed hosts [23], show improved communication efficiency [25], achieve better search capability for high-dimensional function optimization [24], and can achieve guaranteed performance consensus [26]. Phuong et.al [27] compared the performance of three MTPs with different message encoding schemes and observed that, the HTTP based MTP has the best performance among other protocols for all encoding schemes. This agrees with our finding too, in which the agent-based system (IMLS1) which uses HTTP MTP performed better than the non-agent counterpart.

VI. CONCLUSION

From the results presented above, we observe that the agent-based application responds eight times faster than its non-agent counterpart. Multi-agent system such as JADE provides a more efficient management of network facilities. This makes agent-based development platform preferable when building future high performance applications for mobile and ubiquitous learning.
its non-agent version. This is a significant motivation for a user to use an agent-based M-learning platform. It is important to note that the same result can be replicated in other areas of computing besides M-learning when agents are deployed. We advise future developers to begin to look in this direction.

VII. FUTURE WORK

Our future work will be geared towards developing versions of the agent application that runs across multiple mobile platforms of smart devices. As well as deploying on a reliable host machine that delivers 99.9% uptime to make it available to students and faculties, anywhere, anytime. We shall also conduct user acceptance tests with a view to finding out the users’ perception of the application. This test will also help us gain insight into the user’s needs, and the possible areas of improvement.
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