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Abstract: Random walk is a very important Markov process and has important applications in many fields. For a one-dimensional simple symmetric random walk \((S_n)\), a site \(x\) is called a favorite downcrossing site at time \(n\) if its downcrossing local time at time \(n\) achieves the maximum among all sites. In this paper, we study the cardinality of the favorite downcrossing site set, and will show that with probability 1 there are only finitely many times at which there are at least four favorite downcrossing sites and three favorite downcrossing sites occurs infinitely often. Some related open questions will be introduced.
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1 Introduction and main result

Let \((S_n)_{n \in \mathbb{N}}\) be a one-dimensional simple symmetric random walk with \(S_0 = 0\). Following Tóth and Werner [37], we define the number of upcrossings and downcrossings of the site \(x\) by time \(n\) to be

\[
\xi_U(x, n) := \# \{0 < k \leq n : S_k = x, S_{k-1} = x - 1\},
\]

\[
\xi_D(x, n) := \# \{0 < k \leq n : S_k = x, S_{k-1} = x + 1\},
\]

respectively. Hereafter, \(\#D\) denotes the cardinality of the set \(D\). Define the local times of site \(x\) and edge \(x\) by

\[
\xi(x, n) := \xi_U(x, n) + \xi_D(x, n),
\]
\[ L(x, n) := \xi_U(x, n) + \xi_D(x - 1, n), \]
respectively, where edge \( x \) is between points \( x - 1 \) and \( x \).

- A site \( x \) is called a favorite (most visited) site of the random walk at time \( n \) if
  \[ \xi(x, n) = \max_{y \in \mathbb{Z}} \xi(y, n). \]
  The set of favorite sites of the random walk at time \( n \) is denoted by \( \mathcal{K}(n) \). \( (\mathcal{K}(n))_{n \geq 1} \) is called the favorite site process of the one-dimensional simple symmetric random walk. We say that three favorite sites occurs at time \( n \) if \( \#\mathcal{K}(n) = 3 \).

- An edge \( x \) is called a favorite edge of the random walk at time \( n \) if
  \[ L(x, n) = \sup_{y \in \mathbb{Z}} L(y, n). \]
  The set of favorite edges of the random walk at time \( n \) is denoted by \( \mathcal{E}(n) \). \( (\mathcal{E}(n))_{n \geq 1} \) is called the favorite edge process of the one-dimensional simple symmetric random walk. We say that three favorite edges occurs at time \( n \) if \( \#\mathcal{E}(n) = 3 \).

- A site \( x \) is called a favorite downcrossing site of the random walk at time \( n \) if
  \[ \xi_D(x, n) = \max_{y \in \mathbb{Z}} \xi_D(y, n). \]
  The set of favorite downcrossing sites of the random walk at time \( n \) is denoted by \( \mathcal{K}_D(n) \). \( (\mathcal{K}_D(n))_{n \geq 1} \) is called the favorite downcrossing site process of the one-dimensional simple symmetric random walk. We say that three favorite downcrossing sites occurs at time \( n \) if \( \#\mathcal{K}_D(n) = 3 \).

In [21, Theorem 1.1], we showed that with probability 1 three favorite edges occurs infinitely often, which complements the result in [37] (in which the authors showed that eventually there are no more than three favorite edges), and disproves a conjecture mentioned in [37, Remark 1, p. 368]. In the proof of [21, Theorem 1.1], we used the transience of the favorite downcrossing site process to show the transience of the favorite edge process. In fact, from [21], we can see that there is a close relation between favorite edges and favorite downcrossing sites, which can be regarded as one motivation of this paper.

In this paper, we study the cardinality of the favorite downcrossing site set, and the main result of this paper is the following

**Theorem 1.1.** For one-dimensional simple symmetric random walk, with probability 1 there are only finitely many times at which there are at least four favorite downcrossing sites and three favorite downcrossing sites occurs infinitely often.

For the related problem of the number of favorite sites of one-dimensional simple symmetric random walks, there are many more references (see Shi and Tóth [35] for an overview). This
problem was posed by Erdős and Révész [18, 19, 20, 34]. Tóth [36] proved that there are no more than three favorite sites eventually. Ding and Shen [14] proved that with probability 1 three favorite sites occurs infinitely often.

In addition to the study of the number of favorite sites, a series of papers focus on the asymptotic behavior of favorite sites, see [2, 4, 9, 10, 30]. For papers on favorite sites of simple random walks in higher dimensions, we refer to [1, 12, 13, 32]. In addition, there are a number of papers on favorite sites for other processes including Brownian motion, symmetric stable process, Lévy processes, random walks in random environments and so on, see [3, 6, 15, 16, 17, 22, 23, 26, 28, 29, 31].

In [21, Proposition 2.4], we proved the following result.

**Proposition 1.2.** If $x \in \mathcal{E}(n)$, then $x - 1 \in K_D(n)$.

By Proposition 1.2 and [21, Theorem 1.1], it is obvious that in order to prove Theorem 1.1, we need only to prove that with probability 1 there are only finitely many times at which there are at least four favorite downcrossing sites.

For $r \geq 1$, we define

$$f(r) := \# \{ n \geq 1 : S_n \in K_D(n), S_n = S_{n-1} - 1, \#K_D(n) = r \},$$

the number of times at which a new favorite downcrossing site appears, tied with $r - 1$ other favorite downcrossing sites. By definition $f(r) \geq f(r + 1)$. Then in order to complete the proof of Theorem 1.1 it is enough to show

**Theorem 1.3.** $E(f(4)) < +\infty$.

Our proof is inspired by [36] and [37]. The rest of the paper is organized as follows. In Section 2, we present some preliminaries. In Section 3, we give the proof of Theorem 1.3. In the final section, we give some remarks and introduce several open questions.

Throughout the paper, we denote by $C$ some positive constant whose value may vary even within one proof.

## 2 Preliminaries

We define the inverse local times by

$$T_U(x, k) := \min\{ n \geq 1 : \xi_U(x, n) = k \} \quad \text{and} \quad T_D(x, k) := \min\{ n \geq 1 : \xi_D(x, n) = k \}.$$ We rewrite $f(4)$ as

$$f(4) = \sum_{x \in \mathbb{Z}} d(x),$$

where

$$d(x) := \sum_{n=1}^{\infty} 1\{S_{n-1} = x+1, S_n = x, x \in K_D(n), \#K_D(n) = 4\}$$
\[
\sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \mathbf{1}_{\{T_D(x,k)=n, x \in \mathcal{K}_D(n), \#\mathcal{K}_D(n)=4\}}
\]
\[
\sum_{k=1}^{\infty} \mathbf{1}_{\{x \in \mathcal{K}_D(T_D(x,k)), \#\mathcal{K}_D(T_D(x,k))=4\}}.
\]

It follows that
\[
\mathbb{E}(f(4)) = \sum_{x=1}^{+\infty} \mathbb{E}(d(-x)) + \sum_{x=0}^{+\infty} \mathbb{E}(d(x)),  \tag{2.1}
\]
where
\[
\mathbb{E}(d(x)) = \sum_{k=1}^{\infty} \mathbb{P}(x \in \mathcal{K}_D(T_D(x,k)), \#\mathcal{K}_D(T_D(x,k)) = 4).
\]

2.1 Branching processes and the Ray-Knight representation

In the remainder of this paper, we denote by \(Y_n\) a critical Galton-Watson branching process with geometric offspring distribution, and by \(Z_n, R_n\) two related critical Galton-Watson branching processes with immigration in different ways. More precisely, the definitions of these processes are as follows: Let \((X_{n,i})_{n,i}\) be i.i.d. geometric variables with mean 1, that is, for all \(k \geq 0\), \(P(X_{n,i} = k) = \frac{1}{2^{k+1}}\). We recursively define
\[
Y_{n+1} = \sum_{i=1}^{Y_n} X_{n,i}, \quad Z_{n+1} = \sum_{i=1}^{Z_n+1} X_{n,i}, \quad R_{n+1} = 1 + \sum_{i=1}^{R_n} X_{n,i}. \tag{2.2}
\]

Then \(Y_n, Z_n\) and \(R_n\) are Markov chains with state space \(\mathbb{N}\) and transition probabilities as follows:

\[
P(Y_{n+1} = j | Y_n = i) = \pi(i, j) := \begin{cases} 
\delta_0(j), & \text{if } i = 0, \\
\frac{2^{-i-j} (i + j - 1)!}{(i - 1)!j!}, & \text{if } i > 0,
\end{cases} \tag{2.3}
\]

\[
P(Z_{n+1} = j | Z_n = i) = \rho(i, j) := \pi(i + 1, j), \tag{2.4}
\]
\[
P(R_{n+1} = j | R_n = i) = \rho^*(i, j) := \pi(i, j - 1). \tag{2.5}
\]

These three processes are very useful tools for describing the local time process of \((S_n)_{n \geq 0}\) in the space variable, taken at certain stopping times. Let \(x\) be a fixed integer. We have the following two cases:

**Case 1.** \(x \leq -1\). We define the following three processes:

- \((R_n^{(h)})_{0 \leq n \leq -x-1}\) is a Markov chain with transition probabilities \(\rho^*(i, j)\) and initial state \(R_0^{(h)} = h; \)
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(\(Y_{\mathbf{n}}^{(h-1)}\))_{0 \leq n < \infty} is a Markov chain with transition probabilities \(\pi(i, j)\) and initial state \(Y_0^{(h-1)} = h - 1\);

(\(Y_{\mathbf{n}}^{(h)}\))_{0 \leq n < \infty} is a Markov chain with transition probabilities \(\pi(i, j)\) and initial state \(Y_0^{(h)} = R_{x-1}^{(h)}\).

We assume that the three processes are independent, except that \((Y_{\mathbf{n}}^{(h)}\)) starts from \(R_{x-1}^{(h)}\). We patch the above three processes together to a single process as follows:

\[
\Delta_x^{(h)}(y) := \begin{cases} 
Y_{y+1}^{(h)}, & \text{if } -1 \leq y < +\infty, \\
R_{x-1}^{(h)}, & \text{if } x \leq y \leq -1, \\
Y_{x-y}^{(h-1)}, & \text{if } -\infty < y \leq x - 1.
\end{cases}
\] (2.6)

By the Ray-Knight theorem ([27, Theorem 1.1]), we know that

\[
(\xi_D(y, T_D(x, h)), y \in \mathbb{Z}) \stackrel{\text{law}}{=} (\Delta_x^{(h)}(y), y \in \mathbb{Z}).
\] (2.7)

**Case 2.** \(x \geq 0\). Define the following three processes:

- \((Z_{\mathbf{n}}^{(h-1)})(0 \leq n \leq x)\) is a Markov chain with transition probabilities \(\rho(i, j)\) and initial state \(Z_0^{(h-1)} = h - 1\);

- \((Y_{\mathbf{n}}^{(h)})_{0 \leq n < \infty}\) is a Markov chain with transition probabilities \(\pi(i, j)\) and initial state \(Y_0^{(h)} = h\);

- \((Y_{\mathbf{n}}^{(h-1)})_{0 \leq n < \infty}\) is a Markov chain with transition probabilities \(\pi(i, j)\) and initial state \(Y_0^{(h-1)} = Z_x^{(h-1)}\).

In this case, we patch the three processes together by

\[
\Gamma_x^{(h)}(y) := \begin{cases} 
Y_{y+1}^{(h)}, & \text{if } y \leq 0, \\
Z_{x-y}^{(h-1)}, & \text{if } 0 \leq y \leq x - 1, \\
Y_{x-y}^{(h)}, & \text{if } y \geq x.
\end{cases}
\] (2.8)

By [27, Theorem 1.1], we know that

\[
(\xi_D(y, T_D(x, h)), y \in \mathbb{Z}) \stackrel{\text{law}}{=} (\Gamma_x^{(h)}(y), y \in \mathbb{Z}).
\] (2.9)

**Remark 2.1.** (i) In case 1, if \(x = -1\), (2.6) should be modified as follows:

\[
\Delta_x^{(h)}(y) := \begin{cases} 
Y_{y+1}^{(h)}, & \text{if } -1 \leq y < +\infty, \\
Y_{x-y}^{(h-1)}, & \text{if } -\infty < y \leq -2,
\end{cases}
\]

where \(Y_0^{(h)} = h\).
(ii) In case 2, if \( x = 0 \), (2.8) should be modified as follows:

\[
\Gamma_x^{(h)}(y) := \begin{cases} 
Y^{(h-1)}_n, & \text{if } y \leq -1, \\
Y^{(h)}_{y-x}, & \text{if } y \geq 0,
\end{cases}
\]

where \( Y^{(h-1)}_0 = h - 1 \).

(iii) In order to save space, we will not discuss the above two special cases separately in the corresponding proof below.

Note that the initial state of \( (Y_n) \) (resp. \( (R_n) \)) is \( h - 1 \) (resp. \( h \)) in the case 1, but the initial state of \( (Y'_n) \) (resp. \( (Z_n) \)) is \( h \) (resp. \( h - 1 \)) in the case 2. For all the notations above, the initial state of other processes \( (R_n), (Z_n), (Y'_n) \) other than \( (Y_n) \) will be omitted below. We will also use conditional probability \( P(\cdot|Y_0 = h) \) to indicate the initial state.

2.2 \( \mathbb{E}(d(x)) \) under the Ray-Knight representation

Let \( Y_n, Y'_n, Z_n \) and \( R_n \) be the branching processes defined in the above subsection. For \( h \in \mathbb{N} \), define the following stopping times:

\[
\sigma_h := \min \{ n \geq 1 : Y_n \geq h \}, \quad \sigma'_h := \min \{ n \geq 1 : Y'_n \geq h \}; \\
\tau_h := \min \{ n \geq 1 : Z_n \geq h \}, \quad \tau'_h := \min \{ n \geq 1 : R_n \geq h \}.
\]

(2.10)

Case 1: Let \( x \leq -1, h \geq 1, p \geq 0 \) be integers. We define

\[
A_{h,p} := \left\{ \max_{1 \leq n < \infty} Y^{(h-1)}_n \leq h, \# \{1 \leq n < \infty : Y^{(h-1)}_n = h \} = p \right\},
\]

(2.11)

\[
A'_{h,p} := \left\{ \max_{1 \leq n < \infty} Y'_n \leq h, \# \{1 \leq n < \infty : Y'_n = h \} = p \right\},
\]

(2.12)

\[
B_{x,h,p} := \left\{ \max_{1 \leq n \leq -x-1} R_n \leq h, \# \{1 \leq n \leq -x-1 : R_n = h \} = p \right\}.
\]

(2.13)

Note that the event \( A'_{h,p} \) depends on \( x \) through the initial state of \( (Y'_n) \). In the following, we will use conditional probabilities to indicate the initial state.

By (2.7), we know that

\[
\mathbb{E}(d(x)) = \sum_{p+q+r=3} \sum_{h=1}^{+\infty} \sum_{l=0}^{h} \mathbb{P}(A_{h,p}|Y_0 = h - 1) \cdot \mathbb{P}(B_{x,h,q} \cap \{R_{-x-1} = l\}|R_0 = h) \cdot \mathbb{P}(A'_{h,r}|Y'_0 = l).
\]

(2.14)

For convenience, we substitute “\(-x\)” for “\(x\)”. Then we have

\[
\sum_{x=1}^{\infty} \mathbb{E}(d(-x)) \leq \sum_{p+q+r=3} \sum_{h=1}^{+\infty} \mathbb{P}(A_{h,p}|Y_0 = h - 1) \cdot \left( \sum_{x=1}^{\infty} \mathbb{P}(B_{-x,h,q}|R_0 = h) \right).
\]
\[
\sup_{l \in [0, h]} \mathbb{P}(A_{h, r} | Y_0' = l).
\] (2.15)

**Case 2:** Let \( x \geq 0, h \geq 1, p \geq 0 \) be integers. We define
\[
C_{h, p} := \left\{ \max_{1 \leq n < \infty} Y_n^{(h)} \leq h, \# \{ 1 \leq n < \infty : Y_n^{(h)} = h \} = p \right\},
\] (2.16)
\[
C_{h, p}' := \left\{ \max_{1 \leq n < \infty} Y_n' \leq h, \# \{ 1 \leq n < \infty : Y_n' = h \} = p \right\},
\] (2.17)
\[
D_{x, h, p} := \left\{ \max_{1 \leq n \leq x} Z_n \leq h, \# \{ 1 \leq n \leq x : Z_n = h \} = p \right\}.
\] (2.18)

Note that the event \( C_{h, p}' \) depends on \( x \) through the initial state of \( (Y_n') \). In the following, we will use conditional probabilities to indicate the initial state.

By (2.9), we have that
\[
\mathbb{E}(d(x)) = \sum_{p+q+r=3} \sum_{h=1}^{\infty} \mathbb{P}(C_{h, p} | Y_0 = h) \cdot \mathbb{P}(D_{x, h, q} \cap \{ Z_x = l \} | Z_0 = h - 1)
\cdot \mathbb{P}(C_{h, r}' | Y_0' = l),
\] (2.19)
which implies that
\[
\sum_{x=0}^{\infty} \mathbb{E}(d(x)) \leq \sum_{p+q+r=3} \sum_{h=1}^{\infty} \mathbb{P}(C_{h, p} | Y_0 = h) \cdot \left( \sum_{x=0}^{\infty} \mathbb{P}(D_{x, h, q} | Z_0 = h - 1) \right)
\cdot \left( \sup_{l \in [0, h]} \mathbb{P}(C_{h, r}' | Y_0' = l) \right).
\] (2.20)

### 2.3 Some lemmas

In order to give the proof of Theorem 1.3 in next section, we need several lemmas.

**Lemma 2.2.** ([36, Side-lemma 3]) There exists a constant \( C < \infty \) such that for any \( 0 \leq k \leq h \), it holds that
\[
\mathbb{P}(\sigma_h = \infty | Y_0 = k) \leq \frac{h - k}{h} + Ch^{-\frac{1}{2}}.
\]

By the above lemma and the definitions of the two processes \( (Y_n)_{n \geq 0} \) and \( (Y_n')_{n \geq 0} \), we have

**Lemma 2.3.** There exists a constant \( C < \infty \) such that for any \( 0 \leq k \leq h \), it holds that
\[
\mathbb{P}(\sigma'_h = \infty | Y_0' = k) \leq \frac{h - k}{h} + Ch^{-\frac{1}{2}}.
\]
Lemma 2.4. ([36, Side-lemma 4]) There exists a constant $C < \infty$ such that for any $0 \leq k \leq h$, it holds that

$$\mathbb{E}(\tau_h | Z_0 = k) \leq (h - k) + Ch^{1/2}.$$  

By following [36, Corollary, p. 500], we can get a similar result on $\tau'_h$ as follows.

Lemma 2.5. There exists a constant $C < \infty$ such that for any integer $h \geq 1$, the following upper bound holds:

$$\mathbb{E}(\tau'_h | R_0 = h) \leq Ch^{1/2}. \quad (2.21)$$

Proof. One can check that $(R_t - t)_{t \geq 0}$ is a martingale. Then by the optional stopping theorem, we have

$$\mathbb{E}(\tau'_h | R_0 = h) = \mathbb{E}(R_{\tau'_h} | R_0 = h) - h = -h + \sum_{u=h}^{\infty} \mathbb{P}(R_{\tau'_h} \geq u | R_0 = h). \quad (2.22)$$

We claim that

$$\mathbb{P}(R_{\tau'_h} \geq u | R_0 = h) \leq \sum_{v=h}^{\infty} \frac{\rho^*(h, w)}{\rho^*(l, v)}. \quad (2.23)$$

Note that, for $1 \leq h \leq v$,

$$\mathbb{P}(R_{\tau'_h} = u | R_0 = h) = \sum_{l=1}^{h-1} \mathbb{P}(R_{\tau'_h} = u, R_{\tau'_h-1} = l | R_0 = h)$$

$$= \sum_{l=1}^{h-1} \mathbb{P}(R_{\tau'_h-1} = l | R_0 = h) \mathbb{P}(R_{\tau'_h} = u | R_{\tau'_h-1} = l, R_0 = h)$$

$$= \sum_{l=0}^{h-1} \mathbb{P}(R_{\tau'_h-1} = l | R_0 = h) \cdot \frac{\rho^*(l, u)}{\sum_{v=h}^{\infty} \rho^*(l, v)}. \quad (2.24)$$

By (2.3) and (2.5), we know that for any $0 \leq l < h \leq v$, it holds that

$$\frac{\rho^*(l + 1, v)}{\rho^*(l, v)} = \frac{\pi(l + 1, v - 1)}{\pi(l, v - 1)} = \frac{l + v - 1}{2l} < \frac{l + v - 1}{2l} = \frac{\pi(l + 1, v)}{\pi(l, v)} = \frac{\rho^*(l + 1, v + 1)}{\rho^*(l, v + 1)}.$$  

It follows that for any $0 \leq l < h \leq v < w$,

$$\rho^*(l + 1, v) \cdot \rho^*(l, w) < \rho^*(l, v) \rho^*(l + 1, w),$$

$$\rho^*(l, v) = \frac{2l}{l + v - 1} \rho^*(l + 1, v) \leq \rho^*(l + 1, v),$$

which imply that for any $0 \leq l < h \leq u$,

$$\sum_{v=h}^{\infty} \rho^*(l + 1, v) \cdot \sum_{w=u}^{\infty} \rho^*(l, w) < \sum_{v=h}^{\infty} \rho^*(l, v) \cdot \sum_{w=u}^{\infty} \rho^*(l + 1, w).$$
Then, by \(2.24\), we get
\[
\mathbb{P}(R_{\tau_h} \geq u | R_0 = h) \leq \max_{l' \in [0, h]} \sum_{w=u}^{\infty} \rho^*(l', w) \leq \sum_{w=h}^{\infty} \rho^*(h, w),
\]
i.e. \(2.23\) holds.

By \(2.23\) and some explicit computations, we get that
\[
\sum_{u=h}^{\infty} \mathbb{P}(R_{\tau_h} \geq u | R_0 = h) \leq \sum_{u=h}^{\infty} \sum_{v=h}^{\infty} \rho^*(h, w) v = h + Ch^{1/2},
\]
which together with \(2.22\) implies \(2.21\). \(\square\)

For \((Z_n)_{n \geq 0}\), we have the following result.

**Lemma 2.6.** ([37, Lemma 3.1(ii)]) For any \(\varepsilon > 0\), there exists a constant \(C(\varepsilon) < \infty\) such that for any integer \(h > 0\),
\[
\mathbb{P}(Z_{\tau_h} = h | Z_0 = h) \leq C(\varepsilon) h^{-\frac{1}{2} + \varepsilon}.
\]

For \((R_n)_{n \geq 0}\), by following [37, Lemma 3.1(ii)], we can obtain the following result.

**Lemma 2.7.** For any \(\varepsilon > 0\), there exists a constant \(C(\varepsilon) < \infty\) such that for any integer \(h > 0\),
\[
P(R_{\tau_h} = h | R_0 = h) \leq C(\varepsilon) h^{-\frac{1}{2} + \varepsilon}. \tag{2.25}
\]

**Proof.** We divide the proof into three steps:

**Step 1.** Let \(\frac{1}{2} \leq \alpha \leq 1\), \(h - h^\alpha \leq z \leq h\), and \(k \leq \sqrt{h}\). We have
\[
\frac{\rho^*(z, h + k)}{\rho^*(z, h)} = \frac{\pi(z, h + k - 1)}{\pi(z, h - 1)} = 2^{-k} \frac{(h + z - 1)(h + z + 1) \cdots (h + z + k - 2)}{h(h + 1) \cdots (h + k - 1)}
\]
\[
\geq 2^{-k} \frac{(h + z - 1)^k}{(h + k - 1)^k}
\]
\[
\geq 2^{-k} \frac{(2h - h^\alpha - 1)^k}{(h + \sqrt{h})^k}
\]
\[
\geq (1 - 2h^{\alpha-1})^k,
\]
where in the last inequality we used
\[
\frac{1}{2} \cdot \frac{2h - h^\alpha - 1}{h + \sqrt{h} - 1} \geq 1 - 2h^{\alpha-1} \iff \left(3h^\alpha - 2\sqrt{h}\right) + 4 \left(h^{\alpha-\frac{1}{2}} - h^{\alpha-1}\right) + 1 \geq 0.
\]
Then when \( h \) is large enough such that \( 1 - 2h^{\alpha-1} \in (0, 1) \), we have

\[
\frac{P(R_0 \geq h \mid R_{-1} = z)}{P(R_0 = h \mid R_{-1} = z)} = \sum_{k=0}^{\lceil \sqrt{h} \rceil} \frac{\rho^*(z, h + k)}{\rho^*(z, h)} \geq \sum_{k=0}^{\lceil \sqrt{h} \rceil} \frac{\rho^*(z, h + k)}{\rho^*(z, h)} \\
\geq \sum_{k=0}^{\lceil \sqrt{h} \rceil} (1 - 2h^{\alpha-1})^k = 1 - (1 - 2h^{\alpha-1})^{\sqrt{h}} \geq \frac{1 - (1 - 2h^{\alpha-1})^{\sqrt{h}}}{2h^{\alpha-1}}.
\] (2.26)

Notice that

\( (1 - 2h^{\alpha-1})^{\sqrt{h}} \leq (1 - 2h^{-\frac{1}{2}})^{\sqrt{h}} \xrightarrow{h \to \infty} e^{-2(< \frac{1}{2}}. \) (2.27)

By (2.26) and (2.27), there exists \( h_0 > 0 \) such that for any \( h > h_0 \),

\[
P(R_1 = h \mid \{R_0 = z\} \cap \{R_1 \geq h\}) \leq 4h^{\alpha-1},
\] (2.28)

where we used the following inequality

\[
P(R_1 = h \mid \{R_0 = z\} \cap \{R_1 \geq h\}) \leq \frac{P(R_1 = h \mid R_0 = z)}{P(R_1 \geq h \mid R_0 = z)},
\]

which can be checked by the definition of conditional probability.

**Step 2.** For every \( u \geq 0 \), define

\[
\theta'_u := \inf\{n \geq 0 : R_n \leq u\}.
\]

Recall \((R_t - t)_{t \geq 0}\) is a martingale. For \( 0 \leq u \leq h \), by the optional stopping theorem, we have

\[
\mathbb{E}(R_{\tau'_h} \mid R_0 = h) - \mathbb{E}(\tau'_h \mid R_0 = h) = \mathbb{E}(R_{\tau'_h \wedge \theta'_u} \mid R_0 = h) - \mathbb{E}(\tau'_h \wedge \theta'_u \mid R_0 = h).
\] (2.29)

By (2.29) and Lemma 2.5, we have

\[
\mathbb{E}((R_{\tau'_h} - R_{\theta'_u})1_{\{\theta'_u \leq \tau'_h\}} \mid R_0 = h) \leq \mathbb{E}(\tau'_h \mid R_0 = h) \leq Ch^{\frac{1}{2}}.
\] (2.30)

By \( R_{\tau'_h} \geq h, R_{\theta'_u} \leq u \) and (2.30), we get that

\[
P(\theta'_u \leq \tau'_h \mid R_0 = h) \leq \frac{Ch^{\frac{1}{2}}}{h - u}.
\] (2.31)

In particular, for \( \beta \in \left[\frac{1}{2}, 1\right] \),

\[
P(\theta'_{h^{1-\beta}} \leq \tau'_h \mid R_0 = h) \leq Ch^{\frac{1}{2} - \beta}.
\] (2.32)

**Step 3.** Fix \( \varepsilon > 0 \) and choose integer \( N \) such that \( N > \frac{1}{2 \varepsilon} \). For \( i = \{0, 1, 2, \ldots, N\} \), define

\[
u_i := h - h^{\frac{1}{2\varepsilon}}.
\]
and
\[ \Delta_0 := [u_0, h], \Delta_i := [u_i, u_{i-1}), i = 1, 2, \ldots, N. \]

Then
\[ \mathbb{P}(R_{\tau_h} = h | R_0 = h) = \sum_{i=0}^{N} \mathbb{P} \left( \{ R_{\tau_h} = h \} \cap \{ R_{\tau_{h-1}} \in \Delta_i \} | R_0 = h \right). \] (2.33)

(1) For \( i \in \{1, \ldots, N\} \), by the strong Markov property, (2.28) and (2.32), we get
\[
\mathbb{P} \left( \{ R_{\tau_h} = h \} \cap \{ R_{\tau_{h-1}} \in \Delta_i \} | R_0 = h \right)
= \mathbb{P} \left( \{ R_{\tau_h} = h \} \cap \{ R_{\tau_{h-1}} \in \Delta_i \} \cap \{ \theta'_{u_{i-1}} \leq \tau'_{h} \} | R_0 = h \right)
\leq \mathbb{P}(\theta'_{u_{i-1}} \leq \tau'_{h} | R_0 = h) \cdot \sup_{z \in \Delta_i} \mathbb{P} ( R_1 = h | \{ R_0 = z \} \cap \{ R_1 \geq h \})
\leq c h^{-\frac{N+i-1}{2N} + \frac{1}{2}} \cdot h^{\frac{N-i}{2N}} = C h^{-\frac{1}{2} + \frac{1}{2N}}.
\] (2.34)

(2) For \( i = 0 \), \( \mathbb{P}(\{ R_{\tau_h} = h \} \cap \{ R_{\tau_{h-1}} \geq u_0 \} | R_0 = h) \) can be bounded directly. Take \( z \in [h - \sqrt{h}, h] \), then for all \( k \in [0, \sqrt{h}] \),
\[
\frac{\rho^*(z, h+k)}{\rho^*(z, h)} \geq (1 - 2h^{-\frac{1}{4}})^k \geq (1 - 2h^{-\frac{1}{4}})^{\sqrt{h}} \geq C.
\]

Then summing over \( k \),
\[
\frac{\mathbb{P}(R_1 \geq h | R_0 = z)}{\mathbb{P}(R_1 = h | R_0 = z)} \geq C \sqrt{h},
\]
which implies that
\[
\frac{\mathbb{P}(R_1 = h | R_0 = z)}{\mathbb{P}(R_1 \geq h | R_0 = z)} \leq \frac{C}{\sqrt{h}}.
\]

Again, by the strong Markov property, we have
\[
\mathbb{P} \left( \{ R_{\tau_h} = h \} \cap \{ R_{\tau_{h-1}} \in [h - h^{\frac{1}{4}}, h) \} | R_0 = h \right)
\leq \mathbb{P}(R_{\tau_{h-1}} \in [h - h^{\frac{1}{4}}, h] | R_0 = h) \cdot \sup_{z \in [h - h^{\frac{1}{4}}, h]} \mathbb{P}(R_1 = h | R_0 = z, R_1 \geq h)
\leq \sup_{z \in [h - h^{\frac{1}{4}}, h]} \mathbb{P}(R_1 = h | R_0 = z, R_1 \geq h)
\leq C h^{-\frac{1}{4}}.
\] (2.35)

Finally, combining (2.33), (2.34) and (2.35), we get this lemma. \( \square \)
For \((Z_n)_{n \geq 0}\) with initial state \(Z_0 = h - 1\), we have the following result.

**Lemma 2.8.** For any \(\varepsilon > 0\), there exists a constant \(C(\varepsilon) < \infty\) such that for any integer \(h > 0\),
\[
P(Z_{\tau_h} = h | Z_0 = h - 1) \leq C(\varepsilon) h^{-\frac{1}{2} + \varepsilon}.
\]

**Lemma 2.9.** ([37, Lemma 3.3(ii)]) For any \(\varepsilon > 0\), there exists a constant \(C(\varepsilon) < \infty\) such that for any integer \(h > 0\),
\[
P([\sigma_h < \infty] \cap [Y_{\sigma_h} = h] | Y_0 = h) \leq C(\varepsilon) h^{-\frac{1}{2} + \varepsilon}.
\]

By the above lemma and the definitions of the two processes \((Y_n)_{n \geq 0}\) and \((Y'_n)_{n \geq 0}\), we have

**Lemma 2.10.** For any \(\varepsilon > 0\), there exists a constant \(C(\varepsilon) < \infty\) such that for any integer \(h > 0\),
\[
P([\sigma'_h < \infty] \cap [Y'_{\sigma'_h} = h] | Y'_0 = h) \leq C(\varepsilon) h^{-\frac{1}{2} + \varepsilon}.
\]

Consider the process \((Y_n)_{n \geq 0}\) with initial state \(h - 1\), similarly as Lemma 2.9, we have

**Lemma 2.11.** For any \(\varepsilon > 0\), there exists a constant \(C(\varepsilon) < \infty\) such that for any integer \(h > 0\),
\[
P([\sigma_h < \infty] \cap [Y_{\sigma_h} = h] | Y_0 = h - 1) \leq C(\varepsilon) h^{-\frac{1}{2} + \varepsilon}.
\]

### 3 Proof of Theorem 1.3

In this section, we give the proof of Theorem 1.3. To this end, we need the following two lemmas, whose proofs are put at the end of this section.

**Lemma 3.1.** For any \(\varepsilon > 0\), there exists a finite constant \(C < \infty\) such that:

(i) for any integer \(p \geq 0\),
\[
P(A_{h,p} | Y_0 = h - 1) \leq (C h^{-\frac{1}{2} + \varepsilon})^p \cdot h^{-\frac{1}{2}};
\]

(ii) for any integer \(p \geq 0\),
\[
\sum_{x=1}^{\infty} P(B_{-x,h,p} | R_0 = h) \leq (C h^{-\frac{1}{2} + \varepsilon})^p \cdot h^{\frac{1}{2}};
\]

(iii) for any integers \(p \geq 1, 0 \leq l \leq h\) and \(x \leq -1\),
\[
P(A'_{h,p} | Y'_0 = l) \leq (C h^{-\frac{1}{2} + \varepsilon})^p.
\]
Lemma 3.2. For any $\varepsilon > 0$, there exists a finite constant $C < \infty$ such that:

(i) for any integer $p \geq 0$,
\[
\sum_{x=1}^{\infty} \mathbb{P}(C_{x,p} | Y_0 = h) \leq (Ch^{-\frac{1}{2}+\varepsilon})^p \cdot h^{-\frac{1}{2}};
\]

(ii) for any integer $p \geq 0$,
\[
\sum_{x=1}^{\infty} \mathbb{P}(D_{x,h,q} | Z_0 = h - 1) \leq (Ch^{-\frac{1}{2}+\varepsilon})^p \cdot h^{\frac{1}{2}};
\]

(iii) for any integer $p \geq 1, 0 \leq l \leq h$ and $x \geq 0$,
\[
\mathbb{P}(C'_{h,x} | Y'_0 = l) \leq C(h^{-\frac{1}{2}+\varepsilon})^p.
\]

Proof of Theorem 1.3. By (2.1), it is enough to show that
\[
\sum_{x=1}^{\infty} \mathbb{E}(d(-x)) + \sum_{x=0}^{\infty} \mathbb{E}(d(x)) < \infty.
\]

(3.1)

By Lemma 3.1 we can bound the term
\[
\sum_{p+q+r=3} \mathbb{P}(A_{h,p} | Y_0 = h - 1) \cdot \left( \sum_{x=1}^{\infty} \mathbb{P}(B_{-x,h,q} | R_0 = h) \right) \cdot \left( \sup_{l \in [0,h]} \mathbb{P}(A'_{h,r} | Y'_0 = l) \right).
\]

(3.2)

If $r = 0$ and $p + q = 3$, (3.2) is controlled by
\[
C(h^{-\frac{1}{2}+\varepsilon})^p \cdot h^{-\frac{1}{2}} \cdot (h^{-\frac{1}{2}+\varepsilon})^q \cdot h^{\frac{1}{2}} = Ch^{-\frac{3}{2}+3\varepsilon}.
\]

If $r > 0$ and $p + q + r = 3$, (3.2) is controlled by
\[
C(h^{-\frac{1}{2}+\varepsilon})^p \cdot h^{-\frac{1}{2}} \cdot (h^{-\frac{1}{2}+\varepsilon})^q \cdot h^{\frac{1}{2}} \cdot (h^{-\frac{1}{2}+\varepsilon})^r = Ch^{-\frac{3}{2}+3\varepsilon}.
\]

Then by (2.15), we get that
\[
\sum_{x=1}^{\infty} \mathbb{E}(d(-x)) < \infty.
\]

(3.3)

By Lemma 3.2 we can bound the term
\[
\sum_{p+q+r=3} \mathbb{P}(C_{h,p} | Y_0 = h) \cdot \left( \sum_{x=0}^{\infty} \mathbb{P}(D_{x,h,q} | Z_0 = h - 1) \right) \cdot \left( \sup_{l \in [0,h]} \mathbb{P}(C'_{h,r} | Y'_0 = l) \right).
\]

(3.4)
If $r = 0$ and $p + q = 3$, (3.4) is controlled by

$$C(h^{-\frac{1}{2} + \varepsilon})^{p+q} = Ch^{-\frac{1}{2} + 3\varepsilon}.$$ 

If $r > 0$ and $p + q + r = 3$, (3.4) is controlled by

$$C(h^{-\frac{1}{2} + \varepsilon})^{p+q} \cdot (h^{-\frac{1}{2} + \varepsilon})^r = Ch^{-\frac{1}{2} + 3\varepsilon}.$$ 

Then by (2.20), we get that

$$\sum_{x=0}^{\infty} \mathbb{E}(d(x)) < \infty. \quad (3.5)$$

(3.3) and (3.5) imply (3.1).

Proof of Lemma 3.1. (i) For $p = 0$, by (2.11) and Lemma 2.2, we have

$$P(A_{h,0}|Y_0 = h - 1) = P(\sigma_h = \infty|Y_0 = h - 1) \leq Ch^{-\frac{1}{2}}.$$ 

In this case (i) holds. By (2.11) and Lemma 2.2, we also have

$$P(A_{h,0}|Y_0 = h) = P(\sigma_h = \infty|Y_0 = h) \leq Ch^{-\frac{1}{2}}. \quad (3.6)$$

For $p \geq 1$, by the strong Markov property of $(Y_n)$, Lemma 2.9, Lemma 2.11 and (3.6) we have

$$P(A_{h,p}|Y_0 = h - 1)
= P(\{\sigma_h < \infty\} \cap \{Y_{\sigma_h} = h\}|Y_0 = h - 1) \cdot P(A_{h,p-1}|Y_0 = h)
= \ldots
= P(\{\sigma_h < \infty\} \cap \{Y_{\sigma_h} = h\}|Y_0 = h - 1) \cdot (P(\{\sigma_h < \infty\} \cap \{Y_{\sigma_h} = h\}|Y_0 = h))^{p-1}
\cdot P(A_{h,0}|Y_0 = h)
\leq (Ch^{-\frac{1}{2} + \varepsilon})^p \cdot h^{-\frac{1}{2}},$$

which implies (i).

(ii) For $p = 0$, by (2.13) and Lemma 2.5, we have

$$\sum_{x=1}^{\infty} P(B_{-x,h,0}|R_0 = h) = \sum_{x=1}^{\infty} P(\tau'_h \geq x|R_0 = h) = \mathbb{E}(\tau'_h|R_0 = h) \leq Ch^{\frac{1}{2}}. \quad (3.7)$$

For $p \geq 1$, by the strong Markov property of $(R_n)$, we have

$$\sum_{x=1}^{\infty} P(B_{-x,h,p}|R_0 = h) = P(R_{\tau'_h} = h|R_0 = h) \cdot \left(\sum_{x=1}^{\infty} P(B_{-x,h,p-1}|R_0 = h)\right)
= \ldots
= (P(R_{\tau'_h} = h|R_0 = h))^p \cdot \left(\sum_{x=1}^{\infty} P(B_{-x,h,0}|R_0 = h)\right).$$
Then by (3.7) and Lemma 2.7, we get
\[ \sum_{x=1}^{\infty} \mathbb{P}(B_{-x,h,p}|R_0 = h) \leq (Ch^{-\frac{1}{2}+\varepsilon})^p \cdot h^\frac{1}{2}. \]

(iii) By the definition of $A'_{h,0}$ (i.e. (2.12)), and Lemma 2.3 we have
\[ \mathbb{P}(A'_{h,0}|Y_0' = h) = \mathbb{P}(\sigma_h' = \infty|Y_0' = h) \leq Ch^{-\frac{1}{2}}. \]  

(3.8)

For $p \geq 1$, by the strong Markov property of $(Y_n')$, we have
\[
\begin{align*}
\mathbb{P}(A'_{h,p}|Y_0' = l) &= \mathbb{P} \left( \{\sigma_h' < \infty\} \cap \{Y_{\sigma_h'} h = l\} | Y_0' = l \right) \cdot \mathbb{P}(A'_{h,p-1}|Y_0' = h) \\
&= \cdots \\
&= \mathbb{P} \left( \{\sigma_h' < \infty\} \cap \{Y_{\sigma_h'} h = l\} | Y_0' = l \right) \cdot \left( \mathbb{P} \left( \{\sigma_h' < \infty\} \cap \{Y_{\sigma_h'} h = h\} | Y_0' = h \right) \right)^{p-1} \\
&\leq \left( \mathbb{P} \left( \{\sigma_h' < \infty\} \cap \{Y_{\sigma_h'} h = h\} | Y_0' = h \right) \right)^{p-1} \cdot \mathbb{P}(A'_{h,0}|Y_0' = h).
\end{align*}
\]

Then by Lemma 2.10 and (3.8), we get
\[ \mathbb{P}(A'_{h,p}|Y_0' = l) \leq (Ch^{-\frac{1}{2}+\varepsilon})^p. \]

The proof is complete.

\[ \square \]

**Proof of Lemma 3.2.** (i) For $p = 0$, by (2.16) and Lemma 2.2 we have
\[ P(C_{h,0}|Y_0 = h) = P(\sigma_h = \infty|Y_0 = h) < Ch^{-\frac{1}{2}}. \]  

(3.9)

For $p \geq 1$, by the strong Markov property of $(Y_n)$, we have
\[
\begin{align*}
P(C_{h,p}|Y_0 = h) &= P(\{\sigma_h < \infty\} \cap \{Y_{\sigma_h} h = h\} | Y_0 = h) \cdot P(C_{h,p-1}|Y_0 = h) \\
&= \cdots \\
&= (P(\{\sigma_h < \infty\} \cap \{Y_{\sigma_h} h = h\} | Y_0 = h))^p \cdot P(C_{h,0}|Y_0 = h).
\end{align*}
\]

Then by (3.9) and Lemma 2.9 we get (i).

(ii) For $p = 0$, by Lemma 2.4 we have
\[ \sum_{x=1}^{\infty} P(D_{x,h,0}|Z_0 = h - 1) = \sum_{x=1}^{\infty} P(\tau_h \geq x | Z_0 = h - 1) = E(\tau_h|Z_0 = h - 1) < Ch^\frac{1}{2}. \]

Thus (ii) holds in this case. Also by Lemma 2.4 we have
\[ \sum_{x=1}^{\infty} P(D_{x,h,0}|Z_0 = h) = \sum_{x=1}^{\infty} P(\tau_h \geq x | Z_0 = h) = E(\tau_h|Z_0 = h) < Ch^\frac{1}{2}. \]  

(3.10)
For \( p \geq 1 \), by the strong Markov property of \((Z_n)\), we have

\[
\sum_{x=1}^{\infty} P(D_{x,h,p}|Z_0 = h-1) = P(Z_{\tau_h} = h|Z_0 = h-1) \cdot \left( \sum_{x=1}^{\infty} P(D_{x,h,p-1}|Z_0 = h) \right) = \ldots = P(Z_{\tau_h} = h|Z_0 = h-1) \cdot (P(Z_{\tau_h} = h|Z_0 = h))^{p-1} \cdot \left( \sum_{x=1}^{\infty} P(D_{x,h,0}|Z_0 = h) \right).
\]

Then by Lemma 2.6, Lemma 2.8 and (3.10), we have

\[
\sum_{x=1}^{\infty} P(D_{x,h,p}|Z_0 = h-1) = \left( Ch^{-\frac{1}{2}+\varepsilon} \right)^p h^{\frac{1}{2}}.
\]

(iii) By the definition of \((C_{h,0}')\) (i.e. (2.17)) and Lemma 2.3, we have

\[
P(C_{h,0}'|Y_0' = h) = P(\sigma_h' = \infty|Y_0' = h) \leq Ch^{-\frac{1}{2}}.
\]

For \( p \geq 1 \), by the strong Markov property of \((Y_n')\), we get

\[
P(C_{h,p}'|Y_0' = l) = P(\{\sigma_h' < \infty\} \cap \{Y_{\sigma_h'} = h\}|Y_0' = l) \cdot P(C_{h,p-1}'|Y_0' = h) = \ldots = P(\{\sigma_h' < \infty\} \cap \{Y_{\sigma_h'} = h\}|Y_0' = l) \cdot P(\sigma_h' < \infty\} \cap \{Y_{\sigma_h'} = h\}|Y_0' = h)\) \cdot P(C_{h,0}'|Y_0' = h) \leq \left( P(\{\sigma_h' < \infty\} \cap \{Y_{\sigma_h'} = h\}|Y_0' = h)\right)^{p-1} \cdot P(C_{h,0}'|Y_0' = h).
\]

Then by Lemma 2.9 and (3.11), we get

\[
P(C_{h,p}'|Y_0' = l) \leq C(h^{-\frac{1}{2}+\varepsilon})^p.
\]

The proof is complete.

4 Remarks and open questions

Remark 4.1. Similar to favorite downcrossing site process, we can define favorite upcrossing site process. By the symmetry of one-dimensional simple symmetric random walk, we can get the corresponding results similar to Theorem 1.1 for favorite upcrossing site process.
Remark 4.2. Define
\[ \xi^*(x, n) := \max\{\xi_U(x, n), \xi_D(x, n)\}. \]
We call \( x \) a favorite one-side site of the random walk at time \( n \) if
\[ \xi^*(x, n) = \sup_{y \in \mathbb{Z}} \xi^*(y, n). \]
The set of favorite one-side sites of the random walk at time \( n \) is denoted by \( K^*(n) \). \((K^*(n))_{n \geq 1}\) is called the favorite one-side site process of the one-dimensional simple symmetric random walk.

It seems that it is more difficult to understand the process \((K^*(n))_{n \geq 1}\) compared to the three processes \((K_D(n))_{n \geq 1}, (K(n))_{n \geq 1}\) or \((E(n))_{n \geq 1}\). As to one-dimensional simple symmetric random walk, we introduce the following questions:

**Question 1.** With probability 1 there are only finitely many times at which there are at least four favorite one-side sites?

**Question 2.** With probability 1 three favorite one-side sites occurs infinitely often?

**Question 3.** Is the favorite one-side site process transient? If the answer is yes, how about the escape rate?

**Acknowledgments** We thank the referee for helpful comments which helped improve the presentation of the paper. This work was supported by the National Natural Science Foundation of China (Grant Nos. 12171335, 12101429, 12071011, 11931004 and 11871184), the Simons Foundation (#429343) and the Science Development Project of Sichuan University (2020SCUNL201).

**References**

[1] Abe, Y. (2015). Maximum and minimum of local times for two-dimensional random walk. *Electron. Commun. Probab.* **20** 22, 14pp.

[2] Bass, R. F. (2022). The rate of escape of the most visited site of Brownian motion, arXiv: 1303.2040V4.

[3] Bass, R. F., Eisenbaum, N. and Shi, Z. (2000). The most visited sites of symmetric stable processes. *Probab. Theory Related Fields* **116** 391-404.

[4] Bass, R. F. and Griffin, P. S. (1985). The most visited site of Brownian motion and simple random walk. *Z. Wahrsch. Verw. Gebiete* **70** 417-436.

[5] Beriman, L. (1967). On the tail behavior of sums of Independent random variables. *Z. Wahrsch. Verw. Gebiete* **9** 20-25.

[6] Chen, D., de Raphélis, L. and Hu, Y. (2018). Favorite sites of randomly biased walks on a supercritical Galton-Watson tree. *Stochastic Process. Appl.* **128** 1525-1557.
[7] Chung, K. L. (1951). The strong law of large numbers. Proc. Second Berkeley Symp. Math. Statist. Prob. 341-352, Univ. of California Press.

[8] Csáki, E. and Révész, P. (1983). Strong invariance for local times. Z. Wahrsch. Verw. Gebiete 62 263-278.

[9] Csáki, E., Révész, P. and Shi, Z. (2000). Favourite sites, favourite values and jump sizes for random walk and Brownian motion. Bernoulli 6 951-975.

[10] Csáki, E. and Shi, Z. (1998). Large favourite sites of simple random walk and the Wiener process. Electron. J. Probab. 3 14, 31pp.

[11] Csörgő, M. and Horváth, L. (1989). On best possible approximations of local time, Statist. Probab. Lett. 8 301-306.

[12] Dembo, A. (2005). Favorite points, cover times and fractals. In Lectures on Probability Theory and Statistics. Lecture Notes in Math. 1869 1-101. Springer, Berlin.

[13] Dembo, A., Peres, Y., Rosen, J. and Zeitouni, O. (2001). Thick points for planar Brownian motion and the Erdős-Taylor conjecture on random walk. Acta Math. 186 239-270.

[14] Ding, J. and Shen, J. (2018). Three favorite sites occurs infinitely often for one-dimensional simple random walk. Ann. Probab. 46 2545-2561.

[15] Eisenbaum, N. (1989). Temps locaux, excursions et lieu le plus visité par un mouvement brownien lineaire. Thèse de doctorat, Université de Paris 7.

[16] Eisenbaum, N. (1997). On the most visited sites by a symmetric stable process. Probab. Theory Related Fields 107 527-535.

[17] Eisenbaum, N. and Khoshnevisan, D. (2002). On the most visited sites of symmetric Markov processes. Stochastic Process. Appl. 101 241-256.

[18] Erdős, P. and Révész, P. (1984). On the favourite points of a random walk. In Mathematical Structure–Computational Mathematics–Mathematical Modelling 2 152-157.

[19] Erdős, P. and Révész, P. (1987). Problems and results on random walks. In Mathematical Statistics and Probability Theory, Vol. B (Bad Tatzmannsdorf, 1986) 59-65. Reidel, Dordrecht.

[20] Erdős, P. and Révész, P. (1991). Three problems on the random walk in Z^d. Studia Sci. Math. Hungar. 26 309-320.

[21] Hao, C.-X., Hu, Z.-C., Ma, T. and Song, R. (2022). Three favorite edges occurs infinitely often for one-dimensional simple random walk. arXiv: 2111.00688v2.

[22] Hu, Y. and Shi, Z. (2000). The problem of the most visited site in random environment. Probab. Theory Related Fields 116 273-302.

[23] Hu, Y. and Shi, Z. (2015). The most visited sites of biased random walks on trees. Electron. J. Probab. 20 62, 14pp.
[24] Kesten, H. (1965). An iterated logarithm law for the local time. *Duke Math. J.* **32** 447-456.

[25] Kesten, H. and Spitzer, F. (1979). A limit theorem related to a new class of self similar processes. *Z. Wahrsch. Verw. Gebiete* **50** 5-25.

[26] Khoshnevisan, D. and Lewis, T. M. (1995). The favorite point of a Poisson process. *Stochastic Process. Appl.* **57** 19-38.

[27] Knight, F. B. (1963). Random walks and a sojourn density process of Brownian motion. *Trans. Amer. Math. Soc.* **109** 56-86.

[28] Leuridan, C. (1997). Le point d’un fermé le plus visité par le mouvement brownien. *Ann. Probab.* **25** 953-996.

[29] Li, B., Xiao, Y. and Yang, X. (2019). On the favorite points of symmetric Lévy processes. *J. Theoret. Probab.* **32** 1943-1972.

[30] Lifshits, M. A. and Shi, Z. (2004). The escape rate of favorite sites of simple random walk and Brownian motion. *Ann. Probab.* **32** 129-152.

[31] Marcus, M. B. (2001). The most visited sites of certain Lévy processes. *J. Theoret. Probab.* **14** 867-885.

[32] Okada, I. (2016). Topics and problems on favorite sites of random walks. Available at [arXiv:1606.03787](https://arxiv.org/abs/1606.03787).

[33] Révész, P. (1981). Local time and invariance. in: *Analytical Methods in Probability Theory, Proceedings, Oberwolfach, Germany 1980, Lecture Notes in Math.* **861** 128-145. Springer, Berlin.

[34] Révész, P. (1990). Random Walk in Random and Non-Random Environment. World Scientific, Singapore.

[35] Shi, Z. and Tóth, B. (2000). Favourite sites of simple random walk. *Period. Math. Hungar.* **41** 237-249.

[36] Tóth, B. (2001). No more than three favorite sites for simple random walk. *Ann. Probab.* **29** 484-503.

[37] Tóth, B. and Werner, W. (1997). Tied favourite edges for simple random walk. *Combin. Probab. Comput.* **6** 359-369.