Cosmography using strongly lensed gravitational waves from binary black holes
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Third generation gravitational wave (GW) detectors are expected to detect millions of binary black hole (BBH) mergers during their operation period. A small fraction of them (~ 1%) will be strongly lensed by intervening galaxies and clusters, producing multiple observable copies of the GW signals. The expected number of lensed events and the distribution of the time delay between lensed images depend on the cosmology. We develop a Bayesian analysis method for estimating cosmological parameters from the detected number of lensed events and their time delay distribution. The expected constraints are comparable to that obtained from other cosmological measurements, but probing a different redshift regime (z ~ 10) that is not explored by other probes.

INTRODUCTION

The first gravitational wave (GW) detection by Advanced LIGO [1] announced the arrival of a new astronomy[2]. Since then, ~100 GW signals [3–12] have been detected by LIGO and Virgo [13], the majority of which correspond to stellar-mass binary black hole (BBH) mergers. The remaining detections correspond to neutron star-black hole (NSBH) [14] and binary neutron star (BNS) mergers [15, 16].

The astrophysical riches extracted from the GW observations have been spectacular. These have enabled unique tests of general relativity [17–20], provided the very first glimpse of the population properties of BBHs [21], and ruled out a number of neutron star equation of state models [22]. GWs have also given us the ability to estimate luminosity distances to their sources without using distance ladders. This in turn has provided new measurements of the Hubble constant H0 [23–30]. While their current uncertainties are large, future detections will enable precise measurements (see, e.g., [31–35] for prospective constraints, and [36–38] for some caveats).

The proposed third generation (3G) network of ground-based detectors, consisting of two Cosmic Explorers [39] and one Einstein Telescope [40], is planned to have a markedly improved sensitivity – by as much as an order of magnitude – compared to that of the Advanced LIGO and Virgo detectors. The expected detection rate in the 3G era is therefore enormous (~ 105 – 106 BBH events per year [41]). These detectors could observe stellar mass BBHs at redshifts of up to z ~ 100 [42].

Using GW standard sirens, 3G detectors could not only enable a stringent constraint on H0, but also potentially provide precise measurements of other cosmological parameters, such as the matter density Ωm and cosmological constant density ΩΛ of the flat ΛCDM cosmological model[31–35]. While precise estimates of these parameters have been obtained from the study of the cosmic microwave background (CMB) [43], Type Ia supernovae [44], etc, there is considerable value in providing independent constraints using GWs. Currently, there appears to be an inconsistency between the high-redshift (z ~ 1000) CMB data and the low-redshift (z ~ 2) probes such as supernovae [44]. This could be a result of unknown systematic errors or point to the breakdown of the ΛCDM model. Not only would these GW-based measurements have different systematic errors, they would also probe the cosmology using data from redshifts (z ~ 2 – 15), not probed by the CMB or other electromagnetic (EM) observations.

Strong lensing of GWs offers a unique complementary probe of cosmology. Strong lensing can produce multiple observable copies of the GW signals which arrive at the detector at different times. During their operational lifetime (~10 years), 3G detectors are expected to observe tens of thousands of GW signals strongly lensed by galaxies and galaxy clusters.

The most famous cosmological probe involving strong lensing is the use of measured time delays to infer H0; this method requires building detailed mass models for gravitational lenses that host multiple images of background sources. These models, along with measured time delays, enable system-by-system constraints, which can be combined to get a better measurement of H0, and even other cosmological parameters, from a catalog of such systems (see [45] for a recent review). The dependence of lensing time delay on cosmological parameters is degenerate with the lens parameters and the source location, which are usually difficult to precisely constrain in the absence of an EM counterpart. Hence previous work [46] in GW time-delay cosmography relied on the existence of an EM counterpart. This requires at least one of the compact objects in the binary to be a neutron star, and the mass ratio to be moderate, effectively restricting this method to low-mass binaries only. The horizon distance of 3G detectors to such low-mass binaries is modest (z ≤ 2). Further, even with the best EM telescopes, the detectability of faint EM counterparts such as kilonovae is restricted to smaller redshifts (z ≤ 0.5) [47]. These limitations would make this essentially a probe of cosmology at low redshifts.

In this work, we propose a statistical probe of cosmology that uses population-level properties of a catalog of lensed GW detections to constrain cosmology. This method is related to previous proposals to statistically infer cosmological parameters from distributions of image separations [48–51] and time delays [52–55] in lensed quasars. In contrast to the lensing of light, the angular separation of lensed GW signals in the sky is expected to be unresolvable even with 3G detectors. However, we will have precise timing information. Even with existing GW detectors, the arrival times of GW signals can be measured with a precision of ~ 10−4 s, which cannot be achieved using quasar light curves. Moreover, GWs are unaffected by issues such as extinction (which is a potential source of systematic error for quasar cosmography [56]) and in general have a much simpler and well-modeled selection function.

We aim to to look for the imprints of cosmological parameters on the number of lensed signals, as well as the distribution
of their time delays, without relying on the accurate knowledge of the source location of the individual signals and the properties of the corresponding lenses. Indeed, the number of lensed events as well as the time delay distribution will also depend on the source properties (e.g., mass and redshift distribution of BBHs [57–59]) as well as the lens properties (e.g., the mass function of the dark matter halos [60] and the lens model [61, 62]). If the distributions of the source and lens properties are known from other observations or theoretical models (e.g., from the observation of unlensed GW signals and dark matter simulations), then the cosmological parameters can be inferred from the observed number of lensed events and their time delay distribution. Recently [63] presented a complementary approach where they sought to constrain the distribution of the sources and lenses from the GW lensing rate and time delay distribution.

We provide prospective constraints on $H_0$, $\Omega_m$ (and by extension, $\Omega_\Lambda$), assuming a flat $\Lambda$CDM cosmology) acquired from the expected detections of strongly lensed BBH detections in the 3G era. For simplicity, we set the rest of the parameters in the $\Lambda$CDM model to be the values given by the recent CMB measurements [43]. We adopt a Bayesian framework which effectively compares the detected number of lensed events and the time delay distribution of lensed events, to a set of model distributions corresponding to different values of $H_0$ and $\Omega_\Lambda$.

We assume that the distributions of the source properties and lens properties are known from independent means (e.g. from the population of unlensed GW signals, EM probes, or theoretical models). We find that we are able to constrain $H_0$ ($\Omega_\Lambda$) with a ~1.6% (1.9%) precision (68% credible interval), assuming an observation period of 10 yrs and a BBH merger rate of $5 \times 10^5$ yr$^{-1}$.

STRONG LENSING PROBABILITY AND TIME DELAY

GW signals that we consider have wavelengths much smaller than the characteristic length scales of the lenses (galaxies and clusters), which are, in turn, much smaller than the cosmological distances. Hence we invoke both the geometric optics approximation as well as the thin lens approximation [64]. Further, we assume that the lenses can be approximated as singular isothermal spheres (SIS), which is a reasonable first approximation to galaxies situated at the centre of spherical dark matter halos. Note that the method we propose does not rely on this simple lens model — detailed analyses will need to use more realistic lens models\(^1\).

In the SIS approximation, if the source lies within the Einstein radius $r_E$ of the lens, it will produce two distinct images [65] (equivalently, two copies of the GW signals that are potentially observable). For a source at redshift $z_s$, the probability of this happening is given by $P_s(z_s, \Omega) = 1 - \exp[-\tau(z_s, \Omega)]$. Here, $\tau(z_s, \Omega)$ is the strong lensing optical depth — a measure of the total number lenses that lie within a radius $r_E$ from the line connecting the source and the Earth.

$$\tau(z_s, \Omega) = \int_0^\infty \frac{d\tau}{dz_f}(z_s, \Omega) \, dz_f.$$  \hspace{1cm} (0.1)

The differential optical depth $d\tau/dz_f$ has a dependence on cosmological parameters $\Omega$. Hence the fraction of lensed GW events will depend on $\Omega$.

The time delay between the two images is given by (see, e.g. [65]):

$$\Delta t(z_f, \sigma, z_s, \Omega) = \frac{D_{\Delta t}}{c} 2\pi^2 \left(\frac{\sigma}{c}\right)^4 \left(\frac{D_{\Delta t}}{D_f}\right)^2.$$ \hspace{1cm} (0.2)

Above, $D_{\Delta t} \equiv (1 + z_f)D_L D_f / D_z$, is called the time delay distance, where $D_L$, $D_T$, $D_z$ are angular diameter distances separating the earth and the lens, the earth and the source, and the lens and the source, respectively. The lens and source redshifts are denoted by $z_f$ and $z_s$, while $\sigma$ denotes the velocity dispersion of the lens, and $y$ the source position in the lens plane (in units of $r_E$). The time delay depends, in addition, on the cosmological parameters $\Omega$. This is because the relation between angular diameter distance and redshift depends on cosmological parameters.

If the properties of the lens ($\sigma$ and $z_f$ in the SIS approximation) and the source ($z_s$ and $y$) are known (either through an EM counterpart of the merger or by localizing the host galaxy [66]), then Eq. (0.2) can be solved to get the cosmological parameters directly [46]. However, this is likely to be possible only for a small number of detected lensed events and limit ourselves to low redshifts ($z < 0.5$). Hence, we resort to a statistical approach here, where we exploit the dependence of the fraction of lensed events, as well as the time delay distribution of the images, on cosmological parameters.

BAYESIAN INFERENCE OF COSMOLOGICAL PARAMETERS FROM LENSED EVENTS

We assume that a set of $N$ lensed BBH mergers have been confidently detected within an observation period $T_{\text{obs}}$, each merger producing two lensed copies of the GW signal. We also assume that the time delays between each of these the lensed pairs have been measured accurately and precisely, which we denote as $[\Delta t_i]$, $i = 1, 2, \ldots, N$. Given $N$ and $[\Delta t_i]$, we wish to construct a posterior on cosmological parameters $\Omega \equiv (H_0, \Omega_m)$ assuming a flat $\Lambda$CDM cosmology. From Bayes’ theorem:

$$p(\Omega | N, [\Delta t_i]) = \frac{p(\Omega) p(N, [\Delta t_i] | \Omega, T_{\text{obs}})}{Z}$$ \hspace{1cm} (0.3)

where $p(\Omega)$ is the prior on $\Omega$ and $p(N, [\Delta t_i] | \Omega, T_{\text{obs}})$ is the likelihood of observing $N$ lensed events with time delays $[\Delta t_i]$ given the cosmological parameters $\Omega$. $Z$ is a normalization constant, which is the evidence of the assumed model.

Since $N$ and $[\Delta t_i]$ are uncorrelated, the likelihood can be written as a product of likelihoods:

$$p(N, [\Delta t_i] | \Omega, T_{\text{obs}}) = p(N | \Omega, T_{\text{obs}}) p([\Delta t_i] | \Omega, T_{\text{obs}}).$$ \hspace{1cm} (0.4)

Above, the likelihood of observing $N$ lensed BBH mergers can be described by a Poisson distribution

$$p(N | \Omega, T_{\text{obs}}) = \frac{\Lambda(\Omega, T_{\text{obs}})^N e^{-\Lambda(\Omega, T_{\text{obs})}}}{N!},$$ \hspace{1cm} (0.5)

\(^1\) See, e.g., [57, 62] for time delay distributions for some other lens models. Note also that our method is statistical in nature, and hence, we need a good description of lenses on average, rather than precise mass models of individual lenses.
where $\Lambda(\vec{\Omega}, T_{\text{obs}})$ is the expected total number of lensed events observed within the observation period as predicted by the cosmological model with parameters $\vec{\Omega}$. Assuming that different BBH mergers are independent events, the likelihood for observing the set of time delays $\{\Delta t\}$ can be written as

$$p(\{\Delta t\} | \vec{\Omega}, T_{\text{obs}}) = \prod_{i=1}^{N} p(\Delta t_i | \vec{\Omega}, T_{\text{obs}}). \quad (0.6)$$

$p(\Delta t_i | \vec{\Omega}, T_{\text{obs}})$, can be thought of as “model” time-delay distribution $p(\Delta t | \vec{\Omega}, T_{\text{obs}})$ evaluated at the measured $\Delta t_i$, whose shape is governed by the cosmological parameters $\vec{\Omega}$. $p(\Delta t | \vec{\Omega}, T_{\text{obs}})$ is obtained from the expected time delay distribution $p(\Delta t | \vec{\Omega})$, after applying the condition that we can not observe the time delays which are greater than the observation time $T_{\text{obs}}$:

$$p(\Delta t | \vec{\Omega}, T_{\text{obs}}) \propto p(\Delta t | \vec{\Omega})(T_{\text{obs}} - \Delta t) \Theta(T_{\text{obs}} - \Delta t), \quad (0.7)$$

where $\Theta$ denotes the Heaviside function. We evaluate the posterior $p(\vec{\Omega} | N, \{\Delta t_i\})$ on a finely meshed grid spanning the space of cosmological parameters $\vec{\Omega}$. The likelihood $p(N, \{\Delta t_i\} | \vec{\Omega}, T_{\text{obs}})$ requires the calculation of the expected total number of lensed events $\Lambda(\vec{\Omega}, T_{\text{obs}})$ and the expected time delay distribution $p(\Delta t | \vec{\Omega})$ for different values of $\vec{\Omega}$. Indeed these quantities depend on the distribution of the source and lens properties, such as the redshift distribution of BBH mergers and the halo mass function. In this work, we assume that these properties are known from other observations.

We compute the expected number of lensed binaries using the following integral

$$\Lambda(\vec{\Omega}, T_{\text{obs}}) = R \int_{z_1}^{z_{\text{max}}} p_b(z_1,\vec{\Omega}) P_c(z_1|\vec{\Omega}) \, dz_1 \times \int_{\Delta t=0}^{\max} p(\Delta t | \vec{\Omega})(T_{\text{obs}} - \Delta t) \, d\Delta t, \quad (0.8)$$

where $R$ is the BBH merger rate, $p_b(z_1,\vec{\Omega})$ is the redshift distribution of merging binaries and $P_c(z_1|\vec{\Omega})$ is the strong lensing probability for the source redshift $z_s$. Here we assume that the

GW detectors are able to detect all the merging binaries out to $z_{\text{max}}$. For 3G detectors, this is a good assumption for the $z_{\text{max}}$ values that we use.

Similarly, we compute the expected time delay distribution $p(\Delta t | \vec{\Omega})$ for different values of the cosmological parameters $\vec{\Omega}$ by marginalising the distribution of time delay over all other parameters $\vec{\phi} \equiv \{y, \sigma, z_s, z_t\}$ on which the time delay depends [see Eq. (0.2)]:

$$p(\Delta t | \vec{\Omega}) = \int p(\Delta t | \vec{\lambda}, \vec{\Omega}) p(\vec{\lambda} | \vec{\Omega}) \, d\vec{\lambda}, \quad (0.9)$$

where $p(\vec{\lambda} | \vec{\Omega})$ denotes the expected distribution of the impact factor $y$, lens velocity dispersion $\sigma$, lens redshift $z_s$ and source redshift $z_t$, given the cosmological parameters $\vec{\Omega}$.

We assume that redshift distribution $p_b(z_s,\vec{\Omega})$ will be known with adequate precision from the observation of the larger number of unlensed events, which will dominate the data. For illustration, we take the model described in [67] as the true model of $p_b(z_s)$. The lensing optical depth $\tau(z_s, \vec{\Omega})$ depends on the source redshift $z_s$, the assumed cosmology $\vec{\Omega}$, and a model of the lens distribution [see Eq. (0.1)]. We model the lens distribution using the halo mass function, which gives the distribution of $\tau(z_s, \vec{\Omega})$ of $\sigma$ and $z_t$. We consider the halo mass function model described in [68], but use an additional model [69] to check the bias introduced by using a wrong model in the parameter inference (see Supplemental Material). Finally, the distribution of impact parameter $y$, $p_b(y) \propto y$, with $y \in [0, 1]$. This corresponds to a uniform distribution of lensed sources in the lens plane within the Einstein radius.

Figure 1 illustrates the imprint of cosmology on the number of lensed events observable for a period of ten years as well as the distribution of time delays. The number of lensed events increase with increasing $H_0$ and $\Omega_m$. The peak of the distribution shifts towards smaller time-delay values with increasing $H_0$.

\[\text{FIG. 1. Left: Expected number of lens pairs for different values of $\vec{\Omega}$ in flat $\Lambda$CDM model, assuming a merger rate $R = 5 \times 10^5$ yr$^{-1}$ and observation time period $T_{\text{obs}} = 10$ yrs. Right: The strong-lensing time-delay distributions for different values of cosmological parameters: Increasing $H_0$ ($\Omega_m$) shifts the peak of the distribution towards smaller (larger) time-delay values. Dashed lines show the actual distributions $p(\Delta t | \vec{\Omega})$ while the solid lines show the distribution of time delays observable in a period of 10 yrs.\]
and towards larger values with increasing $\Omega_m$. Even though the impact of varying cosmology on the time delay distribution appears small by eye, the Bayesian approach delineated in this section is able to adequately capture these imprints to provide $O(1\%)$ constraints.

**EXPECTED CONSTRAINTS ON COSMOLOGICAL PARAMETERS**

![Graph showing expected constraints on cosmological parameters.](image)

**FIG. 2.** Left panel: Expected posterior distributions (68% and 95% credible regions) of $H_0$ and $\Omega_m$ computed from the time delay distribution and the number of lensed events separately, along with the combined posterior (shown in orange). We assume a BBH merger rate $R = 5 \times 10^5 \, \text{yr}^{-1}$ and total observation time period $T_{\text{obs}} = 10 \, \text{yrs}$. The “true” cosmology (dashed cross-hairs) is recovered within the 68% credible intervals of marginalised posteriors. These are found to be $H_0 = 67.8 \pm 1.1 \, \text{km s}^{-1}\text{Mpc}^{-1}$ and $\Omega_m = 0.3142 \pm 0.0056$. Right panel: A comparison of the the combined posterior obtained from GW lensing with the same obtained from CMB observations by Planck. While the orange contours assume that the $\sigma_8$ parameter is well-measured from other observations, the grey contour corresponds to 95% credible region of the posterior marginalized over $\sigma_8$ parameter.

To assess the ability of our method to constrain cosmological parameters, we choose a “true” cosmology $\tilde{\Omega}_{\text{true}} = [H_0 = 67.3, \, \Omega_m = 0.316]$. We further assume that the “true” halo mass model is described by [68], as implemented in the hmfcalc package [70], and the “true” source distribution is given by [67]. We assume a total observing period $T_{\text{obs}} = 10 \, \text{yrs}$ and a BBH merger rate $R = 5 \times 10^5 \, \text{yr}^{-1}$. We neglect the selection effects in the detection as 3G detectors are expected to detect all the BBHs out to large distances ($d_L \sim 1000 \, \text{Gpc}$). We compute the expected number $N$ of lensed events making use of Eq. (0.8). To simulate one observational scenario where $N$ events are detected, we draw one sample from a Poisson distribution with mean $N$. Further, we draw samples $\{\Delta t_i\}_{i=1}^N$ from $p(\Delta t | \tilde{\Omega}_{\text{true}}, T_{\text{obs}})$ [see Eq. (0.7)].

Using $N$ and $\{\Delta t_i\}_{i=1}^N$, we evaluate the posterior described in Eq. (0.3) for different values of $\tilde{\Omega}$. We assume uniform priors on $H_0$ and $\Omega_m$, so that the final posterior is given by the product of the likelihoods $p(N | \tilde{\Omega}, T_{\text{obs}})$ and $p(\Delta t_i | \tilde{\Omega}, T_{\text{obs}})$. Figure 2 shows these two likelihoods as well as the posterior on $H_0$ and $\Omega_m$ obtained from combining these two likelihoods. We find that the posteriors are centred around the true values of cosmological parameters. Further, the constraints on $\tilde{\Omega}$ are found to be $H_0 = 67.8 \pm 1.1$ and $\Omega_m = 0.314 \pm 0.006$ (68% credible intervals of marginalised posteriors). These constraints are comparable to those derived from the CMB [43]. Additionally, they probe a very different redshift regime ($z \sim 10$ as compared to $z \sim 1000$ probed by the CMB) and have different systematics.

While we have assumed a BBH merger rate of $R = 5 \times 10^5 \, \text{yr}^{-1}$, the true merger rate is uncertain as of now. Hence we repeat these calculations assuming a more moderate merger rate of $R = 5 \times 10^4 \, \text{yr}^{-1}$ and a pessimistic rate of $R = 2.5 \times 10^4 \, \text{yr}^{-1}$. This will, in turn reduce the observed number of lensed events over the observational period of $T_{\text{obs}} = 10 \, \text{yrs}$. The expected posteriors on cosmological parameters assuming the three different merger rates is shown in Fig. 3. As expected, a smaller merger rate (resulting in a smaller number of lensed events) increases the width of the posteriors, although the true cosmology continues to be recovered within the 68% credible interval.

**FIG. 3.** Expected posterior distributions of $H_0$ and $\Omega_m$ from a 10-year observation period, assuming different values for the merger rate $R$ (shown in the legend). A lower merger rate (producing a smaller number of lensed events) will result in less precise estimates of the cosmological parameters.

We also illustrate the ability of this method to constrain parameters of some more general cosmological models. In particular, we consider $\Lambda\text{CDM}$ model [43] with two parameters $\tilde{\Omega} = [\Omega_m, \, \Omega_\Lambda]$. In this part, we fix the Hubble constant $H_0$ to its “true” value, mimicking a situation where it will be well measured from low-redshift observations. As done earlier, we compute the expected number of lensed events and model time delay distributions using Eqs. (0.8) and (0.7). We choose a “true” cosmology $\tilde{\Omega}_{\text{true}} = [\Omega_m = 0.203, \, \Omega_\Lambda = -1.55]$. We

---

3 Note that we have set all other parameters of the $\Lambda\text{CDM}$ model to the best fits values provided by [43]. In order to make a fair comparison, we do the same for the Planck posteriors as well. However, the uncertainty in some of the other parameters, in particular $\sigma_8$, will have an imprint on the precision with which $H_0$ and $\Omega_m$ could be constrained. Therefore, in addition, we show the posteriors that are marginalized over $\sigma_8$ as well in Fig. 2. The marginalized constraints are significantly worse, so we need a complimentary probe to achieve better constraining power.
assume a halo mass model described in [68] and the source distribution given in [67]. Now considering a BBH merger rate $R = 5 \times 10^5$ yr$^{-1}$ and total observation time $T_{\text{obs}} = 10$ yrs, we draw one value of $N$ and one set of $[\Delta \tau]_i$ from $p(N | \Omega_{\text{true}}, T_{\text{obs}})$ and $p(\Delta \tau | \Omega_{\text{true}}, T_{\text{obs}})$. From these simulated observation data we evaluate the posteriors on these $\Omega_m$ and $w_0$ (see Fig. 4). The expected constraints from GW lensing ($w_0 = -1.52^{+0.16}_{-0.12}$ and $\Omega_m = 0.203 \pm 0.001$) compare favorably to those obtained from Planck ($w_0 = -1.55^{+0.18}_{-0.33}$ and $\Omega_m = 0.203^{+0.018}_{-0.058}$), albeit with the caveat that we are exploring only a subset of parameters.

![FIG. 4. Expected posterior distributions (68% and 95% credible regions) of $\Omega_m$ and $w_0$ of the $\Lambda$CDM model computed from the time delay distribution and the number of lensed events (jointly). We assume a BBH merger rate $R = 5 \times 10^5$ yr$^{-1}$ and total observation time $T_{\text{obs}} = 10$ yrs. The "true" cosmology (dashed cross-hairs) is recovered within the 68% credible interval (orange shade), with $w_0 = -1.52^{+0.16}_{-0.12}$ and $\Omega_m = 0.203 \pm 0.001$.](image)

### OUTLOOK

We expect the lensing cosmography to provide a complementary measurement of cosmological parameters that are comparable to those derived from other cosmological probes, and at the same time using data from an intermediate regime in redshift ($z \sim 10$) that is rarely explored by other probes. The apparent tension that exists between the current low and high redshift measurements underlines the need of additional measurements – especially the ones probing an intermediate redshift regime.

The major sources of systematic errors that affect quasar cosmography [56] are unlikely to affect GW lensing cosmography: GWs are unaffected by extinction, and selection effects in GW searches are better modelled thanks to their intrinsic simplicity. Nevertheless, there are several challenges to overcome before this method can be used to provide reliable measurements of cosmological parameters. The number of lensed events as well as the distribution of their time delays depend on the properties of the astrophysical sources and lenses. Some of the relevant parameters, such as the redshift distribution of BBH mergers, can be inferred from the unlensed GW signals and the stochastic GW background. For other parameters, such as the distribution of the properties of the lens parameters, will need to rely on theoretical models, such as large-scale cosmological simulations.

There are other potential sources of systematics: the detected sample of lensed events will also contain some unlensed events that are misidentified as lensed, thus contaminating our measurement. This contamination fraction will increase with increasing number of detections [71]. However, in third generation detectors, we will have better ability distinguish between lensed and unlensed events (e.g., due to the improved precision in estimating source parameters, by measuring additional signal properties such as spin angles, higher harmonics and Morse phase, and by using better informed priors on source parameters, lensing time delay and magnification). Thus, we expect that it will be possible to keep the contamination fraction sufficiently small [62, 72, 73][see Supplemental Material]. In addition, even this contamination can be modelled as the unlensed events will have a different, known time delay distribution (see, e.g., Fig. 2 of [57]).

In this paper, we have assumed a simple lens model, considered only two cosmological parameters as free and have employed an approximate treatment of the calculation of the lensing optical depth. While this paper was meant to illustrate this idea and to demonstrate the potential power of this approach, all these approximate treatments need to be revisited and refined. Additionally, we have focussed on BBH signals, although BNS and NSBH mergers could also be used for these measurements. Hence the expected constraints that we report here are only indicative of the potential of this method. While challenges are great, potential payoffs makes this a worthwhile pursuit. We will explore this research program in future work.
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SUPPLEMENTAL MATERIAL

CONSTRUCTING TEMPLATE TIME-DELAY DISTRIBUTIONS

We call \( p(\Delta t \mid \vec{\Omega}) \) the intrinsic time delay distribution and \( p(\Delta t \mid \vec{\Omega}, T_{\text{obs}}) \) the model/template time delay distribution (see Eqs. (0.9) and (0.7), respectively in the main text). The model distribution \( p(\Delta t \mid \vec{\Omega}, T_{\text{obs}}) \) is obtained from the intrinsic distribution \( p(\Delta t \mid \vec{\Omega}) \) after applying the fact that we cannot observe time delays greater than the total observation time period \( T_{\text{obs}} \). Here we briefly summarize the key steps in obtaining the intrinsic time delay distribution.

In the singular isothermal sphere (SIS) approximation of the lens, the image time-delay \( \Delta t \) depends on the redshift of the source \( z_s \) and the lens \( z_l \), the velocity dispersion of the lens \( \sigma \) and the impact parameter \( y \), apart from the cosmological parameters \( \vec{\Omega} \) (cf. Eq. 0.2, in the main text). We are interested in the time delay distribution \( p(\Delta t \mid \vec{\Omega}) \) that is marginalised over \( z_s, \sigma, y, z_l \):

\[
p(\Delta t \mid \vec{\Omega}) = \int p(\Delta t \mid \sigma, z_s, z_l, y, \vec{\Omega}) \, p(\sigma, z_s, z_l \mid \Omega) \, \times \, p(y) \, dz_s, dz_l, dr, dy,
\]

where \( p(y) \propto y \) with \( y \in [0, 1] \). Since the distribution of \( y \) is independent of the other parameters, it is convenient to define a scaled time-delay \( \tilde{\Delta}t := \Delta t/y \), so that

\[
p(\tilde{\Delta}t \mid \vec{\Omega}) = \int p(y) \, \tilde{p}(\tilde{\Delta}t \mid y \mid \vec{\Omega}) \, \frac{1}{y} \, dy,
\]

where \( \tilde{p}(\tilde{\Delta}t \mid \vec{\Omega}) \) denotes the distribution of \( \tilde{\Delta}t \) marginalised over \( z_s, \sigma, y, z_l \).

\[
\tilde{p}(\tilde{\Delta}t \mid \vec{\Omega}) = \int \delta(\tilde{\Delta}t - \Delta t(\sigma, z_l, z_s, \vec{\Omega})) \, p(\sigma, z_s, z_l \mid \Omega) \, \times \, dz_s, dz_l, dr,
\]

where \( \delta \) is the Dirac delta function. Above, \( p(\sigma, z_l, z_s \mid \vec{\Omega}) \) can be further split as

\[
p(\sigma, z_s, z_l \mid \vec{\Omega}) = p(\sigma, z_s \mid z_l, \vec{\Omega}) \, p(z_l) \, p(z_s),
\]

where \( p(\sigma, z_s \mid z_l, \vec{\Omega}) \) is estimated from the differential optical depth

\[
p(\sigma, z_s \mid z_l, \vec{\Omega}) \propto \frac{d\tau}{dz_s} |_{z_l}(z_s, \vec{\Omega}).
\]

The calculation of the differential optical depth is discussed in the next section.

Computing the redshift distribution of lensed BBHs : In Eq.0.4, \( p(z_s \mid \vec{\Omega}) \) is the redshift distribution of the lensed BBH systems, which is the product of the redshift distribution of merging BBHs \( p_0(z_s \mid \vec{\Omega}) \) and the strong lensing probability \( P_L(z_s \mid \vec{\Omega}) \) at that redshift:

\[
p(z_s \mid \vec{\Omega}) \propto p_0(z_s \mid \Omega) \, P_L(z_s \mid \vec{\Omega}).
\]

The expectation is that the distribution of merging BBHs \( p_0(D_L) \) as a function of the luminosity distance \( D_L \) will be accurately measured from the large number of unlensed GW signals observed by 3G detectors. However, converting this into a redshift distribution \( p_0(z_s \mid \vec{\Omega}) \) requires an assumption of a cosmology. For this work, we draw from a fiducial luminosity distance distribution obtained from [67] (assuming the standard \( \Lambda \)CDM cosmology with parameters \( \vec{\Omega}_{\text{true}} = [H_0 = 67.3, \Omega_m = 0.316] \)). This fiducial distribution \( p_0(D_L) \) can be converted into redshift distributions \( p_0(z_s \mid \vec{\Omega}) \) assuming different values for the cosmological parameters \( \vec{\Omega} \) (see Fig. 1).

The lensing probability is given by \( P_L(z_s \mid \vec{\Omega}) = 1 - \exp[-\tau(z_s, \vec{\Omega})] \), where \( \tau(z_s, \vec{\Omega}) \) is the strong lensing optical depth, which can be computed by integrating the differential optical depth over the lens redshift and velocity dispersion

\[
\tau(z_s, \vec{\Omega}) = \int_{z_{\text{min}}}^{z_{\text{max}}} \int_0^{\pi} \frac{dr}{dz_s} |_{z_l}(z_s, \vec{\Omega}) \, dz_s dr.
\]

This prescription allows us to compute \( p(\Delta t \mid \vec{\Omega}) \) for different values of cosmological parameters \( \vec{\Omega} \).

CALCULATION OF THE DIFFERENTIAL OPTICAL DEPTH

The probability that the GWs from the source will encounter a lens – and thus be strongly lensed – on its trajectory towards the Earth is computed from the strong lensing optical depth \( \tau \). The optical depth may be thought of as the average number of lenses that lie within a proper distance \( r_E(z_l, z_s) \), called Einstein radius, perpendicular to the line connecting the Earth and the source.

In the SIS model of the lenses, the Einstein radius is given by:

\[
r_E(z_l, z_s) = 4\pi \left( \frac{\sigma}{c} \right)^2 \frac{D_M}{1 + z_s} \left( \frac{D_E}{D_M} \right) \approx \frac{r_{\text{true}}}{z_l}.
\]

where \( \sigma \) is the line-of-sight velocity dispersion of the particles that constitute the lens, \( D_M \equiv (1 + z_s) \frac{dD_M}{dz} \) is the time delay distance while \( D_E \) and \( D_M \) are the angular diameter distances to the lens and to the source (from the Earth) and \( D_L \) is the angular diameter distance between the lens and the source.

The differential optical depth, at a lookback time \( t_l \) corresponding to the location \( \ell \), is a measure of the number of lenses that lie within a cylinder of radius \( r_E(z_l, z_s) \) and thickness \( cd_l \). It is given by:

\[
\frac{d\tau}{dM} = c dt_l \pi r_E^2(z_l, z_s) \frac{dn}{dM}(t_l)
\]

Here, \( \frac{dn}{dM}(t_l) \) is the proper number density of the lenses at lookback time \( t_l \), for lenses with masses that lie between \( M \) and \( M + dM \). It is convenient to re-express the differential optical depth exclusively in terms of redshifts and the velocity dispersion. To do so, we invoke the relation between lookback time and redshift:

\[
dt_l = \frac{1}{H_0 (1 + z_l) E(z_l)}
\]

We further introduce an integrated (or marginalized) number density \( n(z_l) = \int_{M_{\text{min}}}^{M_{\text{max}}} \frac{dn}{dM}(z_l) dM \), where \( M_{\text{min}} = 10^{10} M_\odot \).
\[ M_{\text{max}} = 10^{15} M_\odot {^4} \]. We then define an integrated comoving number density as \( n'(z_\ell) = a^3(z_\ell) n(z_\ell) \) where \( a \) is the scale factor, and a normalized redshift-dependent number density (or, equivalently, a mass distribution with shape-parameter \( z_\ell \)) as \( p_M(M; z_\ell) = n(z_\ell, M)/n(z_\ell) \). The differential optical depth may now be written as:

\[
\frac{d\tau}{dz\ell} = \frac{16\pi^2}{c H_0} \left( \frac{\sigma}{c} \right)^4 \left[ D_L(z_\ell) \right]^4 p_\sigma(\sigma; z_\ell)n'(z_\ell)
\]

\[
(0.11)
\]

where \( p_\sigma(\sigma; z_\ell) \equiv p_M(M; z_\ell) \frac{dM}{d\sigma} \) is a velocity dispersion distribution at redshift \( z_\ell \). This differential optical depth is used in Eq.(0.5) to choose the distribution of \( z_\ell \) and \( \sigma \).

The distribution of the lens velocity dispersion \( p_\sigma(\sigma; z_\ell) \) at different redshifts is calculated assuming a halo-mass function and cosmology \( \vec{\Omega} \). For illustration, Fig. 2 plots velocity-dispersion distributions for two different halo mass function models at different redshifts. Notice the non-trivial difference between the distributions pertaining to the different halo mass models. Such differences could potentially lead to biases in the estimation of \( \vec{\Omega} \), if the true halo-mass model is not known. See the next section for an illustration of such systematic errors.

In order to evaluate the differential optical depth, a mapping between the halo mass \( M \) and the corresponding dispersion \( \sigma \), must be constructed. Assuming spherically symmetric halos with uniform density \( \rho \) and radius \( R \), that have virialised, we have:

\[
\sigma \approx \sqrt{\frac{GM}{R}}, \quad M = \frac{4}{3} \pi R^3 \rho, \quad \rho = \Delta_m(z) \rho_m(z),
\]

\[
(0.12)
\]

where \( \Delta_m \) is the overdensity of the halo and \( \rho_m \) is the mean density of the universe, both \( \Delta_m \) and \( \rho_m \) depend on redshift.

Eliminating \( R \) to express \( \sigma \) in terms of \( M, \rho \), and differentiating with respect to \( M \), yields \( dM/d\sigma = 3M/\sigma \). We also need to use some minimum and maximum cutoff for \( \sigma \) to compute the total optical depth defined in Eq.(0.7). The natural choices are \( \sigma_{\text{min}} = \sigma(M_{\text{min}}) \) and \( \sigma_{\text{max}} = \sigma(M_{\text{max}}) \).

**SYSTEMATIC ERRORS**

Due to incorrect halo mass function models

A major source of systematic error in this method is the model of the halo-mass-function. We therefore also study the effect of using the wrong halo-mass model to construct the template time delay distributions. In particular, we continue to assume the model of Behroozi [68] to be the “true” model, but construct the templates using the model by Jenkins [69], implemented in the hmfcalc package [70]. For \( R = 5 \times 10^3 \text{ yr}^{-1} \) and \( T_{\text{obs}} = 10 \text{ yrs} \), we find that, while the precision of the estimates are similar to the one when the templates also used the “true” halo mass model, the estimates of the cosmological parameters are significantly biased, and the “true” cosmology

---

\(^4\) We have chosen this mass range as most of the current halo mass function models are valid inside this mass range. In the actual analysis, this mass range has to be made sufficiently wide so that further extension of the mass range will have no effect on the number of lensed events and the time delay distribution.
is not recovered at 68% confidence (Fig. 3). This underlines the need of accurate theoretical models of the distribution of lens properties.

If the data are sufficiently informative, one could also try to mitigate this problem by performing Bayesian model selection using different halo mass function models. If one of the models among a suite of constructed models happens to correspond to the true model, then this should produce the largest Bayesian evidence, denoted by $Z$ in Eq. (0.3), in the main text. We perform a simple illustration of this by considering two models: Behroozi [68] and Jenkins [69]. Assuming Behroozi to be the true model, and evaluating the pairwise Bayes factor (ratio of evidences) for Jenkins model, we find that Behroozi model is consistently selected as the most favored model across multiple realisations of the set of detected lensed events (Fig. 3). This also will provide a means to constrain the halo mass function models using observations. A more robust alternative would be to jointly constrain the parameters of the halo-mass model with the cosmological parameters, which we leave for future work.

**Due to incorrect identification of lensed events**

In our analysis we have assumed that lensed pairs are identified with complete certainty, which is not true in reality. Any identification method will have a tunable false positive probability $\alpha$ (fraction of falsely identified lens pairs) and a true positive probability $\epsilon$ (fraction of truly identified lensed pairs). For a given $\alpha$ and $\epsilon$, it is easy to show that contamination fraction is $\kappa = \alpha N / \epsilon \tau$, where $N$ is the total number of events and $\tau$ is the lensing probability. Assuming $N \sim 10^6$ and $\tau \sim 1\%$, if we want the contamination fraction to be small ($\sim 10\%$), this require our lensing identification method to have a true positive rate of $\epsilon \sim 0.5$ for a false positive rate of $\alpha \sim 10^{-9}$ per pair. The current (sub-optimal) methods are able to achieve $\epsilon \sim 0.5$ for $\alpha \sim 10^{-8}$ in current generation detectors (by extrapolating Fig. 9 of [57]). These sub-optimal methods could be further improved by including more information of the source and lens properties, such as the Morse phase, magnification ratio, etc [62, 72, 73]. Additionally, In third generation detectors, we will have better ability distinguish between lensed and unlensed events (e.g., due to the improved precision in estimating source parameters and by measuring additional signal properties such as spin angles and higher harmonics). Thus, we expect that it will be possible to keep the contamination fraction sufficiently small.

In addition, even this contamination could be modelled and accounted for in the analysis. Suppose we set the threshold such that there is a (low) expected contamination fraction (for some fiducial lensing rate). Then we can account for the contamination by constructing template time delay distributions as

$$p(\Delta t \mid \hat{\alpha}) = \frac{\kappa}{1 + \kappa} p_{\text{unlensed}}(\Delta t) + \frac{1}{1 + \kappa} p_{\text{lensed}}(\Delta t \mid \hat{\alpha})$$  \hspace{1cm} (0.13)

In reality the relation between $\alpha$ and $\epsilon$ will be a function of source parameters, such as redshift, so we have to derive their relationship through simulations. After determining $\alpha(\epsilon)$ we can still recover cosmological information.

In summary, we can control the expected fraction of contaminants and they will have a known time delay distribution (which differs from that of the lensed events; see, e.g., Fig 2 of [57]), so we can use this to account for their effect without significantly losing our constraining ability. We will study this in detail in future work.