Optimal superconvergence analysis for the Crouzeix-Raviart and the Morley elements
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Abstract
In this paper, an improved superconvergence analysis is presented for both the Crouzeix-Raviart element and the Morley element. The main idea of the analysis is to employ a discrete Helmholtz decomposition of the difference between the canonical interpolation and the finite element solution for the first-order mixed Raviart–Thomas element and the mixed Hellan–Herrmann–Johnson element, respectively. This in particular allows for proving a full one-order superconvergence result for these two mixed finite elements. Finally, a full one-order superconvergence result of both the Crouzeix-Raviart element and the Morley element follows from their special relations with the first-order mixed Raviart–Thomas element and the mixed Hellan–Herrmann–Johnson element respectively. Those superconvergence results are also extended to mildly structured meshes.
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1 Introduction

The superconvergence of both lower order conforming finite elements and mixed finite elements is well analyzed for second-order elliptic problems (see for instance, [5, 6, 11, 12, 15] and the references therein). However, for nonconforming elements, the reduced continuity of both trial and test functions makes the corresponding superconvergence analysis very difficult. So far, most of superconvergence analysis results for nonconforming elements are focused on rectangular or nearly parallelogram triangulations (see [20, 25, 29]). There are a few superconvergence results for nonconforming elements on triangular meshes [19, 24, 27]. In [19], a half-order superconvergence was analyzed for the Crouzeix-Raviart (CR for short hereinafter) element and the Morley element. The main idea therein is to employ a special relation between the CR element and the Raviart–Thomas (RT for short hereinafter) element, and the equivalence between the Morley element and the Hellan–Herrmann–Johnson (HHJ for short hereinafter) element to explore some conformity of discrete stresses by these two nonconforming elements. However, a full one-order superconvergence was observed in the numerical tests [19]. Such a gap is caused by a half-order superconvergence result for both the RT element [5] and the HHJ element [19], which is a half-order lower than the optimal superconvergence indicated by numerical tests. It is stressed that the superconvergence analysis of the first-order RT element in [5] was heavily dependent on a result of Sobolev spaces and directly used it to estimate one key sum of boundary terms. Since a counter example [26] shows that this result of Sobolev spaces can not be improved, it is indeed difficult to refine the former superconvergence result within the analysis of [5]. In [24], the superconvergence analysis of [3] for the conforming linear element was extended to the mixed finite element, which proved a full one-order superconvergence result for the first-order RT element method of the Poisson problem under the condition that the solution of the problem is in \( H^{3+\epsilon}(\Omega, \mathbb{R}) \) for any \( \epsilon > 0 \).

In this paper, a new analysis for the aforementioned boundary terms is presented, which leads to a full one-order superconvergence result for both the RT element and the HHJ element on uniform meshes and improves the corresponding half-order superconvergence result in [5] and [19], respectively. The main ingredient of such a superconvergence analysis is to employ a discrete Helmholtz decomposition of the difference between the canonical interpolation and the finite element solution of the corresponding mixed element. In particular, it allows for some vital cancellation between the boundary terms sharing a common vertex in one key sum. Then, the final improved superconvergence result follows from the analysis in [19] for both the CR element of the Poisson problem and the Morley element of the plate bending model problem. Without using variational error expansions in [3, 24], the superconvergence results can be easily generalized to mildly structured piecewise \((\alpha, \sigma)\)-meshes in [3, 21, 24]. Moreover, the mesh size condition is employed in this paper such that

\[
| \ln h_K | \approx | \ln h | \text{ for all } K \in \mathcal{T}_h
\]

with \( h_K = \text{diam} K \) and \( h = \max_{K \in \mathcal{T}_h} h_K \). This assumption is weaker than the quasi-uniformity assumption in [24].
The remaining paper is organized as follows. Some notations are presented in Section 2. In Section 3, a full one-order superconvergence result for the RT element and the nonconforming Crouzeix-Raviart element and the enriched Crouzeix-Raviart element is proved. In Section 4, a full one-order superconvergence result for both the HHJ element and the Morley element is proved. This section also investigates the superconvergence result on mildly structured \((\alpha, \sigma)\)-meshes. Some numerical tests are presented to verify the theoretical results in Section 5.

2 Notation

Given a nonnegative integer \(k\) and a a bounded domain \(\Omega \subset \mathbb{R}^2\) with Lipschitz boundary \(\partial \Omega\), let \(W^{k, \infty}(\Omega, \mathbb{R}), H^k(\Omega, \mathbb{R})\), \(\| \cdot \|_{k, \infty, \Omega}, \| \cdot \|_k,\Omega\) denote the usual Sobolev spaces, norm, and semi-norm, respectively. Let \(n\) denote the outer normal vector of \(\partial \Omega\), \(H^2_0(\Omega, \mathbb{R}) := \{u \in H^2(\Omega, \mathbb{R}) : u|_{\partial \Omega} = \partial_n u = 0\}\) and \(\Omega \subset \mathbb{R}^2\). Denote the standard \(L^2(\Omega)\) inner product by \((\cdot, \cdot)\).

Suppose that \(\Omega \subset \mathbb{R}^2\) is a polygonal domain covered exactly by a shape-regular partition \(T_h\) into triangles. Let element \(K\) have vertices \(p_i = (p_{i1}, p_{i2})\), \(1 \leq i \leq 3\) oriented counterclockwise. Let \(\{e_i\}_{i=1}^3\) denote the edges of element \(K\), \(\{m_i\}_{i=1}^3\) the midpoint of edge \(\{e_i\}_{i=1}^3\), and \(\{n_i\}_{i=1}^3\) the unit outward normal vectors, \(\{t_i\}_{i=1}^3\) the unit tangent vectors with counterclockwise orientation. Let \(|K|\) denote the area of element \(K\) and \(|e|\) the length of edge \(e\). Let \(h_K\) denote the diameter of element \(K \in T_h\) and \(h := \max_{K \in T_h} h_K\). Denote the set of all interior edges and boundary edges of \(T_h\) by \(E_i^b\) and \(E_h^b\), respectively, and \(E_h = E_i^b \cup E_h^b\). For any interior edge \(e = K^e_1 \cap K^e_2\), denote the element with larger global label by \(K^e_1\), the one with smaller global label by \(K^e_2\). Denote the corresponding unit normal vector which points from \(K^e_1\) to \(K^e_2\) by \(n_e\). Let \([\cdot]\) be the jump of piecewise functions over edge \(e\), namely

\[
[v_h]|_e := v_h|_{K^e_1} - v_h|_{K^e_2}
\]

for any piecewise function \(v_h\). For \(K \subset \mathbb{R}^2\), \(r \in \mathbb{Z}^+\), let \(P_r(K, \mathbb{R})\) be the space of all polynomials of degree not greater than \(r\) on \(K\). Denote the piecewise gradient operator and the piecewise Hessian operator by \(\nabla_h\) and \(\nabla^2_h\), respectively. For any piecewise function \(v_h\), denote \(\|v_h\|_{0, \infty, h} = \max_{K \in T_h} \|v_h\|_{0, \infty, K}\).

Throughout this paper, except in Section 4.3 for mildly structured \((\alpha, \sigma)\)-meshes, the superconvergence results require triangulations to be uniform, which means that any two adjacent triangles of \(T_h\) form a parallelogram.

Recall some notation in [5]. Given a triangle \(K \in T_h\), denote the three unit normal vectors by \(f_1, f_2\) and \(f_3\). Since the triangulation is uniform, \(f_1, f_2\) and \(f_3\) are independent of \(K\). For \(1 \leq i \leq 3\), define the unit tangent vector \(t_{f_i} = (f_{i1}, f_{i2})\) with \(f_i = (f_{i1}, f_{i2})\), and denote a parallelogram, which consists of two triangles sharing an edge with normal \(f_i\), by \(N_{f_i}\). We partition the domain \(\Omega\) into those parallelograms \(N_{f_i}\) and some resulted boundary triangles \(K_{f_i}\). In an element \(K\), denote the edge with unit normal vector \(f_i\) by \(e_{f_i}\) and the length of \(e_{f_i}\) by \(h_{f_i}\). We denote the two
endpoints of the edge $e_i$ by $p^1_{f_i}$ and $p^2_{f_i}$, and $p^1_{f_i}p^2_{f_i} = h f_i t_f_i$. Define

$$\mathcal{P}_b := \{ p \in \partial \Omega : p \text{ is a vertex of } K_f_i \}.$$  

Decompose the set $\mathcal{P}_b$ into two parts $\mathcal{P}_b = \mathcal{P}^1_b \cup \mathcal{P}^2_b$, where $\mathcal{P}^1_b$ is the set of corners of the domain, and $\mathcal{P}^2_b$ refers to the remaining vertices. For any vertex $p \in \mathcal{P}^1_b$, denote the unique boundary triangle $K_f_i$ by $K_p$, and for any vertex $p \in \mathcal{P}^2_b$, denote the two boundary triangles $K_f_i$ sharing $p$ by $K'_p$ and $K''_p$, and

$$K''_p = \{ x + h f_i t_f_i : x \in K'_p \}.$$  

For any $p \in \mathcal{P}^2_b$, let $\omega_p$ denote the trapezoid which consists of three elements and $p$ is a midpoint of its edge (see Fig. 1). Let $|\mathcal{P}^1_b| = \kappa$ denote the number of the vertices in $\mathcal{P}^1_b$. It is known that $\kappa$ is a fixed number independent of $h$. Figure 1 shows an example of the definitions and notations concerning a triangulation.

Throughout the paper, a positive constant independent of the mesh size is denoted by $C$, which refers to different values at different places. For ease of presentation, we shall use the symbol $A \lesssim B$ to denote that $A \leq CB$.

### 3 Superconvergence for the RT element and the CR element

In this section, we first improve the superconvergence result for the RT element from a half order by Brandts [5] to a full one order. Then, based on this result, we derive a full one-order superconvergence result for the CR element, which improves the half-order result in [19].

---

Fig. 1 An uniform triangulation of $\Omega$
3.1 Second-order elliptic problem

Given \( f \in L^2(\Omega, \mathbb{R}) \), consider a model problem: Seek \( u \in H^1_0(\Omega, \mathbb{R}) \) such that

\[
(\nabla u, \nabla v) = (f, v) \quad \text{for any } v \in H^1_0(\Omega, \mathbb{R}).
\]  (3.1)

By introducing an auxiliary variable \( \sigma := \nabla u \), the problem can be formulated as the following equivalent mixed problem which finds \( (\sigma, u) \in H(\text{div}, \Omega, \mathbb{R}^2) \times L^2(\Omega, \mathbb{R}) \) such that:

\[
(\sigma, \tau) + (u, \text{div} \tau) = 0 \quad \text{for any } \tau \in H(\text{div}, \Omega, \mathbb{R}^2),
\]
\[
(v, \text{div} \sigma) = (-f, v) \quad \text{for any } v \in L^2(\Omega, \mathbb{R}),
\]  (3.2)

with

\[
H(\text{div}, \Omega, \mathbb{R}^2) := \{ \tau \in L^2(\Omega, \mathbb{R}^2) : \text{div} \tau \in L^2(\Omega, \mathbb{R}) \}.
\]

The corresponding finite element approximation to (3.1) by the CR element seeks \( u_{CR} \in CR_0(\mathcal{T}_h) \), such that

\[
(\nabla_h u_{CR}, \nabla_h v_h) = (f, v_h) \quad \text{for any } v_h \in CR_0(\mathcal{T}_h),
\]  (3.3)

with the CR element spaces [13] over \( \mathcal{T}_h \)

\[
\text{CR}(\mathcal{T}_h) := \{ v \in L^2(\Omega, \mathbb{R}) : v|_K \in P_1(K) \text{ for any } K \in \mathcal{T}_h, \int_{e} v \, ds = 0 \text{ for any } e \in \mathcal{E}_h^i \},
\]
\[
\text{CR}_0(\mathcal{T}_h) := \left\{ v \in \text{CR}(\mathcal{T}_h) : \int_{e} v \, ds = 0 \text{ for any } e \in \mathcal{E}_h^b \right\}.
\]

The corresponding finite element approximation to (3.1) by the enriched Crouzeix-Raviart (ECR for short hereinafter) element in Section 7.1 of [17] seeks \( u_{ECR} \in ECR_0(\mathcal{T}_h) \), such that

\[
(\nabla_h u_{ECR}, \nabla_h v_h) = (f, v_h) \quad \text{for any } v_h \in ECR_0(\mathcal{T}_h),
\]  (3.4)

with the ECR element space over \( \mathcal{T}_h \)

\[
\text{ECR}(\mathcal{T}_h) := \{ v \in L^2(\Omega, \mathbb{R}) : v|_K \in \text{ECR}(K) \text{ for any } K \in \mathcal{T}_h, \int_{e} v \, ds = 0 \text{ for any } e \in \mathcal{E}_h^i \},
\]
\[
\text{ECR}_0(\mathcal{T}_h) := \left\{ v \in \text{ECR}(\mathcal{T}_h) : \int_{e} v \, ds = 0 \text{ for any } e \in \mathcal{E}_h^b \right\},
\]

with \( \text{ECR}(K) := P_1(K, \mathbb{R}) + \text{span}\{x_1^2 + x_2^2\} \).

To analyze the superconvergence of the CR element and the ECR element, we introduce the first-order RT element [31]. Its shape function space is

\[
\text{RT}_K := (P_0(K))^2 + x P_0(K) \quad \text{for any } K \in \mathcal{T}_h.
\]

The corresponding global finite element space reads

\[
\text{RT}(\mathcal{T}_h) := \{ \tau \in H(\text{div}, \Omega, \mathbb{R}^2) : \tau|_K \in \text{RT}_K \text{ for any } K \in \mathcal{T}_h \}.
\]
We use the piecewise constant space to approximate the displacement, namely,

\[ U_{RT}(T_h) := \{ v \in L^2(\Omega, \mathbb{R}) : v|_K \in P_0(K) \text{ for any } K \in T_h \}. \]

The corresponding RT element method of (3.2) seeks \((\sigma_{RT}, u_{RT}) \in \text{RT}(T_h) \times U_{RT}(T_h)\) such that

\[
(\sigma_{RT}, \tau_h) + (u_{RT}, \text{div}\tau_h) = 0 \quad \text{for any } \tau_h \in \text{RT}(T_h), \]

\[
(v_h, \text{div}\sigma_{RT}) = -(f, v_h) \quad \text{for any } v_h \in U_{RT}(T_h). \tag{3.5}
\]

According to [8], the discrete system (3.5) has an unique solution \((\sigma_{RT}, u_{RT}) \in \text{RT}(T_h) \times U_{RT}(T_h)\). Meanwhile, the following optimal error estimates hold with detailed proofs referring to [14]

\[
\| \sigma - \sigma_{RT} \|_{0, \Omega} \lesssim h|\sigma|_{1, \Omega}, \]

\[
\| \text{div}(\sigma - \sigma_{RT}) \|_{0, \Omega} \lesssim h|\sigma|_{2, \Omega},
\]

provided that \(\sigma \in H^2(\Omega, \mathbb{R}^2)\).

### 3.2 Superconvergence of the RT element

In this subsection, we first introduce the analysis in [5] for the RT element and then modify the suboptimal error estimate therein for a boundary term to a full one-order optimal result. Introduce the Fortin interpolation operator \(\Pi_{RT}\), which is widely used in error analysis, such as [14, 16]. Define \(\Pi_{RT} : H^1(\Omega, \mathbb{R}^2) \rightarrow \text{RT}(T_h)\) as

\[
\int_{\epsilon}(\Pi_{RT}\tau - \tau)^T n_{\epsilon} \, ds = 0 \quad \text{for any } \epsilon \in \mathcal{E}_h, \tau \in H^1(\Omega, \mathbb{R}^2).
\]

It is proved in [31] that for any \(\tau \in H^1(\Omega, \mathbb{R}^2)\),

\[
(\text{div}(\tau - \Pi_{RT}\tau), v_h) = 0 \quad \text{for any } v_h \in U_{RT}(T_h), \tag{3.6}
\]

\[
\| \tau - \Pi_{RT}\tau \|_{0, \Omega} \lesssim h|\tau|_{1, \Omega}.
\]

It follows from (3.5) and (3.6) that

\[ \text{div}\sigma_{RT} = \text{div}\Pi_{RT}\sigma. \]

Therefore, \(\sigma_{RT} - \Pi_{RT}\sigma \in \text{RT}(T_h)\) is divergence free, and is a piecewise constant vector field. Hence, a substitution of \(\tau_h = \sigma_{RT} - \Pi_{RT}\sigma\) into (3.2) and (3.5) yields

\[
(\sigma, \sigma_{RT} - \Pi_{RT}\sigma) = (\sigma_{RT}, \sigma_{RT} - \Pi_{RT}\sigma). \tag{3.7}
\]

We need the following result from [5] on Sobolev spaces. Denote the subset of the points in \(\Omega\) having distance less than \(h\) from the boundary by \(\partial_h\Omega:\)

\[ \partial_h\Omega := \{ x \in \Omega : \exists y \in \partial\Omega \text{ such that } \text{dist}(x, y) \leq h \}. \]

**Lemma 3.1** For \(v \in H^s(\Omega, \mathbb{R})\), where \(0 \leq s \leq \frac{1}{2}\),

\[
\| v \|_{0, \partial_h\Omega} \lesssim h^s \| v \|_{s, \Omega}. \]
Assume that the triangulation $\mathcal{T}_h$ is uniform. Suppose that the solution of (3.2) satisfies $\sigma \in H^{1/2}(\Omega, \mathbb{R}^2)$. Define a matrix $F$, whose transportation has the two unit normal vectors $f_1$ and $f_2$ as columns. Since $f_3$ will be not used in this proof, $f_1$ and $f_2$ can be chosen as the two normal vectors which are closest to orthogonal. Denote the canonical basis vectors of $\mathbb{R}^2$ in respectively the $x_1$- and $x_2$-direction by $e_1$ and $e_2$. In [5], the analysis and (3.7) decompose the error as follows,

$$
\| \sigma_{RT} - \Pi_{RT}\sigma \|_{0,\Omega}^2 = (F(\sigma_{RT} - \Pi_{RT}\sigma), F^{-T}(\sigma - \Pi_{RT}\sigma))
$$

$$
= \sum_{K \in \mathcal{T}_h} \int_K (F(\sigma_{RT} - \Pi_{RT}\sigma))^T F^{-T}(\sigma - \Pi_{RT}\sigma) \, dx
$$

$$
= \sum_{i,j=1}^2 I_{ij},
$$

where

$$
I_{ij} = \sum_{K \in \mathcal{T}_h} \int_K e_i^T F(\sigma_{RT} - \Pi_{RT}\sigma)(e_i^T F^{-T} e_j)(\sigma - \Pi_{RT}\sigma)^T e_j \, dx.
$$

For simplicity, only the sum $I_{11}$ is considered. Let $\Omega$ be partitioned into parallelograms $N_{f_1}$ and the remaining boundary triangles $K_{f_1}$. Since $\sigma_{RT} - \Pi_{RT}\sigma$ is piecewise constant, the sum $I_{11}$ is written as a sum over parallelograms $N_{f_1}$ and boundary triangles $K_{f_1}$ in [5, Thm. 3.2]:

$$
|I_{11}| \leq |I_{11}^1| + |I_{11}^2|,
$$

where

$$
I_{11}^1 = (e_1^T F^{-T} e_1) \sum_{N_{f_1}} \int_{N_{f_1}} e_1^T F(\sigma_{RT} - \Pi_{RT}\sigma)(\sigma - \Pi_{RT}\sigma)^T e_1 \, dx,
$$

$$
I_{11}^2 = (e_1^T F^{-T} e_1) \sum_{K_{f_1}} \int_{K_{f_1}} (\sigma - \Pi_{RT}\sigma)^T e_1 \, dx.
$$

(3.9)

Note that $e_1^T F(\sigma_{RT} - \Pi_{RT}\sigma) = (\sigma_{RT} - \Pi_{RT}\sigma)^T f_1$ is the normal component of $\sigma_{RT} - \Pi_{RT}\sigma$ to the shared edge of the two triangles forming a parallelogram $N_{f_1}$. Thus, $e_1^T F(\sigma_{RT} - \Pi_{RT}\sigma)$ is constant on $N_{f_1}$, and therefore, leads to the following superconvergence property [5]:

$$
|I_{11}^1| \lesssim h^2 \| \sigma_{RT} - \Pi_{RT}\sigma \|_{0,\Omega} \| \sigma \|_{2,\Omega}.
$$

(3.10)

For the sum $I_{11}^2$ of boundary terms, the analysis in [5] showed

$$
|I_{11}^2| \lesssim h^{3/2} \| \sigma - \Pi_{RT}\sigma \|_{0,\Omega} \| \sigma \|_{2,\Omega}.
$$

(3.11)

The estimate (3.11) is resulted from a direct application of Lemma 3.1. Since the estimate in Lemma 3.1 can not be improved as shown by a counter example in [26], it is very difficult to improve the factor in (3.11) from $h^{3/2}$ to $h^2$ following that analysis.

A new analysis for a full one-order superconvergence result of the RT element is provided in the following. The main idea here is to employ a discrete Helmholtz
decomposition [2, 9] of $\sigma_{RT} - \Pi_{RT}\sigma$ in the following lemma. As a result, it allows for some vital cancellation between the boundary terms in $I_{11}^2$, sharing a common vertex. This idea was also employed in [24] to prove a full one-order optimal superconvergence result of the RT element.

**Lemma 3.2** For any function $\tau_h \in RT(\mathcal{T}_h)$ which satisfies $\text{div} \, \tau_h = 0$, 

$$\tau_h \in \text{curl} \, S_h,$$

with $S_h := \{v \in H^1(\Omega, \mathbb{R}) : v|_K \in P_1(K, \mathbb{R}) \text{ for any } K \in \mathcal{T}_h\}$.

We need the following result for the interpolation operator $\Pi_{RT}$.

**Lemma 3.3** For any $p \in \mathcal{P}_2^2$, $K^l_p$, $K^r_p \in K_f$, $i = 1, 2$, if $\tau$ is linear on the patch $\omega_p$, then 

$$\int_{K^l_p} (\tau - \Pi_{RT}\tau) \, dx = \int_{K^r_p} (\tau - \Pi_{RT}\tau) \, dx.$$

**Proof** Denote the centroid, the vertices and the edges of element $K^l_p$ by $M_{K^l_p}$, $\{p^l_i\}_{i=1}^3$, and those of element $K^r_p$ by $M_{K^r_p}$, $\{p^r_i\}_{i=1}^3$ and $\{e^r_i\}_{i=1}^3$, respectively. For edge $e^l_i$, denote the midpoint, the unit outward normal vector and the perpendicular height by $m^l_i$, $n^l_i$ and $d^l_i$, respectively. And denote those of edge $e^r_i$ by $m^r_i$, $n^r_i$ and $d^r_i$, respectively. The basis functions of the RT element on elements $K^l_p$ and $K^r_p$ are denoted by $\phi^l_i = \frac{1}{d^l_i}(x - p^l_i)$ and $\phi^r_i = \frac{1}{d^r_i}(x - p^r_i)$, $1 \leq i \leq 3$, respectively.

Since $\tau$ is linear on the patch $\omega_p$, 

$$\tau(x) = \tau(p) + \nabla \tau(x - p),$$

where $\nabla \tau$ is constant. Thus,

$$\tau(x) - \Pi_{RT}\tau(x) = (I - \Pi_{RT})(\nabla \tau(x - p)).$$

The fact that 

$$\int_{K^l_p} (I - \Pi_{RT})(\nabla \tau(M_{K^l_p} - p)) \, dx = 0 \text{ and } \int_{K^r_p} \nabla \tau(x - M_{K^r_p}) \, dx = 0$$

leads to 

$$\int_{K^l_p} (\tau(x) - \Pi_{RT}\tau(x)) \, dx = -\int_{K^r_p} \Pi_{RT}(\nabla \tau(x - M_{K^r_p})) \, dx. \quad (3.12)$$

Note that $\nabla \tau|_{K^l_p} = \nabla \tau|_{K^r_p}$, $n^l_i = n^r_i$ and $m^l_i - M_{K^l_p} = m^r_i - M_{K^r_p}$. Thus 

$$(\nabla \tau(m^l_i - M_{K^l_p}))^T n^l_i = (\nabla \tau(m^r_i - M_{K^r_p}))^T n^r_i.$$
Since $\int_{K_p}^l \phi_i \, dx = \int_{K_p}^r \phi_i \, dx$, this and (3.12) lead to
\[
\int_{K_p}^l (\tau - \Pi_{RT} \tau) \, dx = \int_{K_p}^r (\tau - \Pi_{RT} \tau) \, dx,
\]
which completes the proof. \(\square\)

Employing the discrete Helmholtz decomposition, we can improve the estimate of the term $I_{11}$ of [5] in the following lemma.

**Lemma 3.4** Suppose that $(\sigma, u)$ denotes the solution to (3.2) with $\sigma \in H^{3/2}(\Omega, \mathbb{R}^2)$, and $(\sigma_{RT}, u_{RT})$ denotes the solution to (3.5) on a uniform triangulation $\mathcal{T}_h$. It holds that
\[
|I_{11}| \lesssim h^2 \left( |\sigma|_{3/2, \Omega} + k \ln h^{1/2} |\sigma|_{1, \infty, \Omega} \right) \| \sigma_{RT} - \Pi_{RT} \sigma \|_{0, \Omega}.
\]

**Proof** By Lemma 3.2, there exists $w_h \in S_h$ such that
\[
\sigma_{RT} - \Pi_{RT} \sigma = \text{curl} \, w_h \in U_{RT}(\mathcal{T}_h)^2.
\]

Then, the term $I_{11}^2$ in (3.9) reads
\[
I_{11}^2 = (e_1^T F^{-T} e_1) \sum_{K_f_1} e_1^T \text{curl} \, w_h \int_{K_f_1} (\sigma - \Pi_{RT} \sigma)^T e_1 \, dx. \tag{3.13}
\]

Since
\[
e_1^T \text{curl} \, w_h = \frac{1}{h_{f_1}} \int_{e_{f_1}} \nabla w_h |_{f_1} \, ds = \frac{w_h(p^2_{f_1}) - w_h(p^1_{f_1})}{h_{f_1}}, \tag{3.14}
\]
a substitution of (3.14) into (3.13) leads to
\[
|I_{11}^2| \lesssim \left| \sum_{p \in P_0^2} \frac{w_h(p)}{h_{f_1}} \left( \int_{K_p^l} (\sigma - \Pi_{RT} \sigma)^T e_1 \, dx - \int_{K_p^r} (\sigma - \Pi_{RT} \sigma)^T e_1 \, dx \right) \right| \tag{3.15}
\]
\[
+ \left| \sum_{p \in P_0^1} \frac{w_h(p)}{h_{f_1}} \int_{K_p^l} (\sigma - \Pi_{RT} \sigma)^T e_1 \, dx \right|.
\]

Lemma 3.3 and the Bramble-Hilbert lemma show
\[
\left| \int_{K_p^l} (\sigma - \Pi_{RT} \sigma)^T e_1 \, dx - \int_{K_p^r} (\sigma - \Pi_{RT} \sigma)^T e_1 \, dx \right| \lesssim h^3 |\sigma|_{2, \omega_p}. \tag{3.16}
\]

A substitution of (3.16) and the Cauchy-Schwarz inequality into (3.15) yields
\[
|I_{11}^2| \lesssim \left( \sum_{p \in P_0^2} \| w_h \|_{0, \omega_p} \right)^{1/2} \left( \sum_{p \in P_0^2} |\sigma|_{2, \omega_p}^2 \right)^{1/2} + h^2 \left( \sum_{p \in P_0^2} \| w_h \|_{0, \infty, K_p}^2 \right)^{1/2} \left( \sum_{p \in P_0^2} |\sigma|_{1, \infty, K_p}^2 \right)^{1/2}
\]
\[
\lesssim h \| w_h \|_{0, \omega, \Omega} |\sigma|_{2, \omega, \Omega} + k h^2 |\sigma|_{1, \infty, \Omega} \| w_h \|_{0, \infty, \omega}.
\]
Lemma 3.1 implies that
\[ h \| w_h \|_{0,\Omega} \| \sigma \|_{2,\Omega} \lesssim h^2 \| w_h \|_{1,\Omega} \| \sigma \|_{1,\Omega}. \tag{3.17} \]
A discrete Sobolev inequality holds from [4, 7] that
\[ \| w_h \|_{0,\infty,\Omega} \lesssim |\ln h|^{1/2} \| w_h \|_{1,\Omega}. \tag{3.18} \]
Then
\[ |I_{11}^2| \lesssim (h^2|\sigma|_{1/2,\Omega} + \kappa h^2 |\ln h|^{1/2}|\sigma|_{1,\infty,\Omega}) \| w_h \|_{1,\Omega}. \tag{3.19} \]
A substitution of (3.10) and (3.19) into (3.8) concludes
\[ |I_{11}| \lesssim (h^2|\sigma|_{1/2,\Omega} + \kappa h^2 |\ln h|^{1/2}|\sigma|_{1,\infty,\Omega}) \| \sigma_{RT} - \Pi_{RT}\sigma \|_{0,\Omega}, \]
which completes the proof.

Similar arguments for the sums \( I_{12}, I_{21} \) and \( I_{22} \) prove a full one-order superconvergence property for the RT element as follows.

**Theorem 3.1** Suppose that \( (\sigma, u) \) is the solution to (3.2) with \( \sigma \in H^{1/2}(\Omega, \mathbb{R}^2) \), and \( (\sigma_{RT}, u_{RT}) \) is the solution to (3.5) on a uniform triangulation \( \mathcal{T}_h \). It holds that
\[ \| \sigma_{RT} - \Pi_{RT}\sigma \|_{0,\Omega} \lesssim h^2 \left( |\sigma|_{1/2,\Omega} + \kappa |\ln h|^{1/2}|\sigma|_{1,\infty,\Omega} \right). \]

**Remark 3.1** Lemma 3.4 employs Lemma 3.1 to control (3.17) instead of using the infinity norm in [24, Lemma 3.7]. This avoids to control the number of vertices on the edges and allows a weaker assumption (4.22) on \((\alpha, \sigma)\)-meshes in Section 4.3.

### 3.3 Superconvergence of the CR element and the ECR element

A full one-order superconvergence result for the CR element follows from a special relation between the RT element and the CR element.

A post-processing mechanism [5] is employed in [19] for the superconvergence analysis of the CR element. Given \( q \in \text{RT}(\mathcal{T}_h) \), define function \( K_h q \in \text{CR}(\mathcal{T}_h) \times \text{CR}(\mathcal{T}_h) \) as follows.

**Definition 1** 1. For each interior edge \( e \in \mathcal{E}_h \), the elements \( K^1_e \) and \( K^2_e \) are the pair of elements sharing \( e \). Then the value of \( K_h q \) at the midpoint \( m_e \) of \( e \) is
\[ K_h q(m_e) = \frac{1}{2} \left( q|_{K^1_e}(m_e) + q|_{K^2_e}(m_e) \right). \]
2. For each boundary edge \( e \in \mathcal{E}_h \), let \( K \) be the element having \( e \) as an edge, and \( K' \) an element sharing an edge \( e' \in \mathcal{E}_h \) with \( K \). Let \( e'' \) denote the edge of \( K' \) that does not intersect with \( e \), and \( m, m' \) and \( m'' \) denote the midpoints of the edges \( e, e' \) and \( e'' \), respectively. Then the value of \( K_h q \) at the point \( m \) is
\[ K_h q(m) = 2K_h q(m') - K_h q(m''). \]
Due to the superconvergence result of the RT element in Theorem 3.1 and the special relation between the RT element and the CR element [28], the superconvergence result of the CR element for (3.1) can be improved from a half order to a full one order following the analysis in [19].

**Theorem 3.2** Suppose that \( u \in H^\frac{3}{2}(\Omega, \mathbb{R}) \cap H^1_0(\Omega, \mathbb{R}) \) is the solution to (3.1), \( u_{CR} \) is the solution to (3.3) by the CR element on a uniform triangulation \( \mathcal{T}_h \), and \( f \in W^{1,\infty}(\Omega, \mathbb{R}) \). It holds that

\[
\| \nabla u - K_h \nabla u_{CR} \|_{0,\Omega} \lesssim h^2 (|u|_{2,\Omega}^2 + \kappa |\ln h|^{1/2} |u|_{2,\infty,\Omega} + |f|_{1,\infty,\Omega}).
\]

**Remark 3.2** As analyzed in [5], the vector \( K_h \Pi_{RT} \sigma \) is a higher-order approximation of \( \sigma \) than \( \Pi_{RT} \sigma \) itself. Thanks to the one-order superconvergence result of the RT element in Theorem 3.2 and the equivalence between the RT element and the ECR element [18], a similar argument may prove a full one-order superconvergence result for the ECR element method of the Poisson problem (3.1), namely, the solution \( u_{ECR} \) to (3.4) satisfies

\[
\| \nabla u - K_h \nabla u_{ECR} \|_{0,\Omega} \lesssim h^2 (|u|_{2,\Omega}^2 + \kappa |\ln h|^{1/2} |u|_{2,\infty,\Omega} + |f|_{1,\infty,\Omega}),
\]

provided that \( u \in H^\frac{3}{2}(\Omega, \mathbb{R}) \cap H^1_0(\Omega, \mathbb{R}), f \in W^{1,\infty}(\Omega, \mathbb{R}) \) and the triangulation \( \mathcal{T}_h \) is uniform.

### 4 Superconvergence for the HHJ element and the Morley element

Given \( f \in L^2(\Omega, \mathbb{R}) \), the plate bending model problem finds \( u_\varphi \in H^2_0(\Omega, \mathbb{R}) \) such that

\[
(\nabla^2 u_\varphi, \nabla^2 \varphi) = (f, \varphi) \quad \text{for any } \varphi \in H^2_0(\Omega, \mathbb{R}).
\]  

(4.1)

Suppose \( S := \text{symmetric } \mathbb{R}^{2\times2} \). Given \( K \in \mathcal{T}_h \) and \( \tau \in H^1(K, S) \), let

\[
\tau_{nn} = n^T \tau n.
\]
with the unit outnormal vector \( n \) of \( \partial K \). Define the following two spaces

\[
S := \{ \tau \in L^2(\Omega, S) : \tau|_K \in H^1(K, S) \text{ for any } K \in \mathcal{T}_h, \text{ and } \tau_{nn} \text{ is continuous across interior edges} \},
\]

\[
D := \{ v \in H^1_0(\Omega, \mathbb{R}) : v|_K \in H^2(K, \mathbb{R}) \text{ for any } K \in \mathcal{T}_h \}.
\]

For any \( \tau \in S \) and \( v \in D \), define the bilinear form

\[
\langle \text{divdiv}_h \tau, v \rangle := - \sum_{K \in \mathcal{T}_h} \left( \langle \tau, \nabla^2 v \rangle_{L^2(K)} - \int_{\partial K} \tau_{nn} \frac{\partial v}{\partial n} ds \right).
\]

By introducing an auxiliary variable \( \sigma_P := \nabla^2 u_P \), the mixed formulation of (4.1) seeks \((\sigma_P, u_P) \in S \times D \), see [22],

\[
\begin{align*}
(\sigma_P, \tau) + \langle \text{divdiv}_h \tau, u_P \rangle &= 0 \quad \text{for any } \tau \in S, \\
\langle \text{divdiv}_h \sigma_P, v \rangle &= (f, v) \quad \text{for any } v \in D.
\end{align*}
\]

(4.2)

The Morley element method of (4.1) finds \( u_M \in M(\mathcal{T}_h) \) such that

\[
\left( \nabla^2 h u_M, \nabla^2 h v \right) = (f, v) \quad \text{for any } v \in M(\mathcal{T}_h),
\]

(4.3)

where the Morley element space is defined in [30] by

\[
M(\mathcal{T}_h) := \{ v \in L^2(\Omega, \mathbb{R}) : v|_K \in P_2(K) \text{ for each } K \in \mathcal{T}_h, v \text{ is continuous at each interior vertex and vanishes at each boundary vertex} \}
\]

\[
\int_e \left[ \frac{\partial v}{\partial n} \right] ds = 0 \quad \text{for all } e \in \mathcal{E}_h, \text{ and } \int_e \frac{\partial v}{\partial n} ds = 0 \quad \text{for all } e \in \mathcal{E}_h^b.
\]

Introduce the first-order HHJ element [22]:

\[
\text{HHJ}(\mathcal{T}_h) := \{ \tau \in S : \tau|_K \in P_0(K, S) \text{ for any } K \in \mathcal{T}_h \},
\]

\[
U_{\text{HHJ}}(\mathcal{T}_h) := \{ v \in H^1_0(\Omega, \mathbb{R}) : v|_K \in P_1(K, \mathbb{R}) \text{ for any } K \in \mathcal{T}_h \}.
\]

The corresponding approximation to (4.2) finds \((\sigma_{\text{HHJ}}, u_{\text{HHJ}}) \in \text{HHJ}(\mathcal{T}_h) \times U_{\text{HHJ}}(\mathcal{T}_h) \) such that

\[
\begin{align*}
(\sigma_{\text{HHJ}}, \tau) + \langle \text{divdiv}_h \tau, u_{\text{HHJ}} \rangle &= 0 \quad \text{for any } \tau \in \text{HHJ}(\mathcal{T}_h), \\
\langle \text{divdiv}_h \sigma_{\text{HHJ}}, v \rangle &= (f, v) \quad \text{for any } v \in U_{\text{HHJ}}(\mathcal{T}_h).
\end{align*}
\]

(4.4)

4.1 Superconvergence of the HHJ element

Introduce the interpolation operator \( \Pi_{\text{HHJ}} : S \to \text{HHJ}(\mathcal{T}_h) \) [10]:

\[
\int_e (\Pi_{\text{HHJ}} \tau)_{nn} ds = \int_e \tau_{nn} ds \quad \text{for all } e \in \mathcal{E}_h.
\]

(4.5)

Moreover if \( \tau \in H^1(\Omega, S) \), then

\[
\| \tau - \Pi_{\text{HHJ}} \tau \|_{0,\Omega} \lesssim h \| \tau \|_{1,\Omega}.
\]

(4.6)
Since $v|_K \in P_1(K, \mathbb{R})$ for any $v \in U_{HHJ}(\mathcal{T}_h)$ and $K \in \mathcal{T}_h$, it holds that

$$\langle \text{div\text{\text{div}}}_h (\tau - \Pi_{HHJ} \tau), v \rangle = 0 \text{ for any } v \in U_{HHJ}(\mathcal{T}_h).\quad (4.7)$$

Define the rigid motion space

$$\text{RM} = \left\{ \begin{pmatrix} c_1 - c_3 x_2 \\ c_2 + c_3 x_1 \end{pmatrix} \middle| c_1, c_2, c_3 \in \mathbb{R} \right\}.\quad$$

The subsequent parts analyze the superconvergence of the HHJ element. The argument is similar as in Section 3.2. As proved in [19, Lemma 5.1], it holds

$$(\sigma_{HHJ} - \sigma_P, \sigma_{HHJ} - \Pi_{HHJ} \sigma_P) = 0.$$

This leads to

$$(\sigma_{HHJ} - \Pi_{HHJ} \sigma_P, \sigma_{HHJ} - \Pi_{HHJ} \sigma_P) = (\sigma_{HHJ} - \Pi_{HHJ} \sigma_P, \sigma_P - \Pi_{HHJ} \sigma_P).$$

Let $\Psi_i \in P_0(K, \mathbb{S}), 1 \leq i \leq 3$ denote the basis functions, i.e., $(\Psi_i)_{f_1 f_1} = \delta_{ij}$, where $\{f_i\}_{i=1}^3$ are the normal vectors as shown in Fig. 1. Then, the following decomposition holds:

$$(\sigma_{HHJ} - \Pi_{HHJ} \sigma_P, \sigma_{HHJ} - \Pi_{HHJ} \sigma_P) = \sum_{i=1}^3 J_i,\quad (4.8)$$

where

$$J_i := \sum_{K \in \mathcal{T}_h} \int_K (\sigma_{HHJ} - \Pi_{HHJ} \sigma_P)_{f_1 f_1} \Psi_i : (\sigma_P - \Pi_{HHJ} \sigma_P) dx.$$

For simplicity, only the sum $J_1$ is considered in [19]. Since $(\sigma_{HHJ} - \Pi_{HHJ} \sigma_P)_{f_1 f_1}$ is continuous and constant on $N_{f_1}$, and $\Psi_1$ is constant on $N_{f_1}$, the sum $J_1$ is rewritten as a sum over parallelogram $N_{f_1}$ and boundary triangles $K_{f_1}$ in [19, Thm. 5.3]:

$$|J_1| \leq |J_1^1| + |J_1^2|,$$

where

$$J_1^1 = \sum_{N_{f_1}} (\sigma_{HHJ} - \Pi_{HHJ} \sigma_P)_{f_1 f_1} \int_{N_{f_1}} \Psi_1 : (\sigma_P - \Pi_{HHJ} \sigma_P) dx,$$

$$J_1^2 = \sum_{K_{f_1}} \int_{K_{f_1}} (\sigma_{HHJ} - \Pi_{HHJ} \sigma_P)_{f_1 f_1} \Psi_1 : (\sigma_P - \Pi_{HHJ} \sigma_P) dx.\quad (4.9)$$

Theorem 5.3 of [19] has an optimal superconvergence result for $J_1^1$

$$|J_1^1| \lesssim h^2 \|\sigma_{HHJ} - \Pi_{HHJ} \sigma_P\|_{0, \Omega} \|\sigma_P\|_{2, \Omega},\quad (4.10)$$

and a suboptimal result for $J_1^2$

$$|J_1^2| \lesssim h^3 \|\sigma_{HHJ} - \Pi_{HHJ} \sigma_P\|_{0, \Omega} \|\sigma_P\|_{3, \Omega}.$$
Lemma 4.1 [23, Theorem 5.2] Let $\Omega$ be simply connected. Given $\tau_h \in HHJ(\mathcal{T}_h)$, if $\langle \text{div}\text{div}_h \tau_h, \nu_h \rangle = 0$ for any $\nu_h \in U_{ HHJ}(\mathcal{T}_h)$, then there exists a unique function $\phi_h \in (S_h)^2/\text{RM}$ such that

$$
\tau_h = H^T \epsilon(\phi_h) H
$$

with $H = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$ and $\epsilon(\phi_h) = (\nabla \phi_h + (\nabla \phi_h)^T)/2$.

It follows from (4.2), (4.4) and (4.7) that

$$
\langle \text{div}\text{div}_h (\sigma_{HHJ} - \Pi_{ HHJ} \sigma_P), \nu_h \rangle = 0 \text{ for any } \nu_h \in U_{ HHJ}(\mathcal{T}_h).
$$

Lemma 4.1 shows that there exists $\phi_h \in (S_h)^2/\text{RM}$ such that

$$
\sigma_{HHJ} - \Pi_{ HHJ} \sigma_P = H^T \epsilon(\phi_h) H. \quad (4.11)
$$

Lemma 4.2 For any $p = (p_1, p_2) \in P^2_b, K^l_p, K^r_p \in K_f$, if $\tau_P \in S$ is linear on the patch $\omega_p$, then

$$
\int_{K^l_p} (\tau_P - \Pi_{ HHJ} \tau_P) \, dx = \int_{K^r_p} (\tau_P - \Pi_{ HHJ} \tau_P) \, dx,
$$

where $P^2_b, K^l_p, K^r_p$ and $K_f$ are defined in Section 3.2 as shown in Fig. 1.

Proof

Recall some notation used in Section 3.3, namely, the centroid $M_{K^l_p} = (M^1_{K^l_p}, M^2_{K^l_p})$, the vertices $\{p_i^l\}_{i=1}^3$, and the edges $\{e_i^l\}_{i=1}^3$ of element $K^l_p$, and those of element $K^r_p$ by $M_{K^r_p} = (M^1_{K^r_p}, M^2_{K^r_p})$, $\{p_i^r\}_{i=1}^3$ and $\{e_i^r\}_{i=1}^3$. For edge $e_i^l$, denote the midpoint, the unit outward normal vector and the tangent vector by $m_i^l, n_i^l$ and $t_i^l$, respectively. And denote those of edge $e_i^r$ by $m_i^r, n_i^r$ and $t_i^r$, respectively. The basis functions of the HHJ element on elements $K^l_p$ and $K^r_p$ are denoted by

$$
\Psi_i^l = \frac{1}{2\left((n_i^l)^T t_i^l_{i-1}\right)} \left( t_i^l_{i+1}(t_i^l_{i-1})^T + t_i^l_{i-1}(t_i^l_{i+1})^T \right) \quad (4.12)
$$

and

$$
\Psi_i^r = \frac{1}{2\left((n_i^r)^T t_i^r_{i-1}\right)} \left( t_i^r_{i+1}(t_i^r_{i-1})^T + t_i^r_{i-1}(t_i^r_{i+1})^T \right), \quad (4.13)
$$

respectively. Note that $(\Psi_i^l)^T n_j^j = \delta_{ij}$ and $(\Psi_i^r)^T n_j^r = \delta_{ij}$.

Since $\tau_P = (\tau_P^i)_{i,j=1}^2$ is linear on the patch $\omega_p$,

$$
\tau_P(x) = \tau_P(p) + (x_1 - p_1) H_1 + (x_2 - p_2) H_2.
$$

where $H_{ij}^k = \frac{a}{\alpha_k} \tau_P^i p_j, i, j, k = 1, 2$, and $H_k = (H_{ij}^k)_{i,j=1}^2$ are constant matrices. Thus,

$$
\tau_P(x) - \Pi_{ HHJ} \tau_P(x) = (I - \Pi_{ HHJ})((x_1 - M^1_{K^l_p}) H_1 + (x_2 - M^2_{K^l_p}) H_2).
$$
The fact that
\[ \int_{K_p^1} (x - M_{K_p^1}) \, dx = 0 \]
leads to
\[ \int_{K_p^1} (\tau_p(x) - \Pi_{HHJ} \tau_p(x)) \, dx = - \int_{K_p^1} \Pi_{HHJ} ((x_1 - M_{K_p}^1) H_1 + (x_2 - M_{K_p}^2) H_2) \, dx. \]  
(4.14)

Note that \( H_{k}\big|_{K_p^1} = H_{k}\big|_{K_p^r} \), \( k = 1, 2 \) and \( n_i^l = n_i^r \), thus,
\[ (n_i^l)^T H_{k_i} n_i^l = (n_i^r)^T H_{k_i} n_i^r. \]

Since \( \int_{K_p^1} \Psi_i^l \, dx = \int_{K_p^r} \Psi_i^r \, dx \) and \( m_i^l - M_{K_p^1} = m_i^r - M_{K_p^r} \), these and (4.14) lead to
\[ \int_{K_p^1} (\tau_p - \Pi_{HHJ} \tau_p) \, dx = \int_{K_p^r} (\tau_p - \Pi_{HHJ} \tau_p) \, dx, \]
which completes the proof. \( \square \)

**Lemma 4.3** Assume \( \sigma_{\mathcal{P}} \in H^2(\Omega, S) \). Then,
\[ |J_1^2| \lesssim h^2 (|\sigma_{\mathcal{P}}|^2_{2,\Omega} + \kappa |h|^{1/2} |\sigma_{\mathcal{P}}|_{1,\infty, \Omega}) \| \sigma_{HHJ} - \Pi_{HHJ} \sigma_{\mathcal{P}} \|_{0,\Omega}. \]

**Proof** Notations \( f_i, t_i, h_i, p_i^{l_i}, p_i^{r_i}, K_i, \mathcal{P}_i^l, \mathcal{P}_i^r, K_p, K_p^r \) and \( K_f \) below are defined in Section 3.2 as shown in Fig. 1. A substitution of (4.11) into (4.9) shows that
\[ J_1^2 = \sum_{K_f} (H^T \epsilon(\phi_h) H) f_i t_i \int_{K_f} \Psi_1 : (\sigma_{\mathcal{P}} - \Pi_{HHJ} \sigma_{\mathcal{P}}) \, dx. \]  
(4.15)

Since
\[ (H^T \epsilon(\phi_h) H) f_i t_i = \frac{1}{h_i} \int_{\Omega} \nabla (t_i \cdot \phi_h) \cdot t_i \, dx = \frac{t_i \cdot \phi_h(p_i^{2}) - t_i \cdot \phi_h(p_i^{1})}{h_i} \]  
(4.16)

this leads to
\[ |J_1^2| \lesssim \sum_{p \in \mathcal{P}_i^b} \left| \int_{K_f} \Psi_1 : (\sigma_{\mathcal{P}} - \Pi_{HHJ} \sigma_{\mathcal{P}}) \, dx - \int_{K_f} \Psi_1 : (\sigma_{\mathcal{P}} - \Pi_{HHJ} \sigma_{\mathcal{P}}) \, dx \right| \]  
(4.17)

\[ + \sum_{p \in \mathcal{P}_i^b} \left| \int_{K_f} \Psi_1 : (\sigma_{\mathcal{P}} - \Pi_{HHJ} \sigma_{\mathcal{P}}) \, dx \right|. \]

Lemma 4.2 and the Bramble-Hilbert lemma imply
\[ \left| \int_{K_f} \Psi_1 : (\sigma_{\mathcal{P}} - \Pi_{HHJ} \sigma_{\mathcal{P}}) \, dx - \int_{K_f} \Psi_1 : (\sigma_{\mathcal{P}} - \Pi_{HHJ} \sigma_{\mathcal{P}}) \, dx \right| \lesssim h^3 |\sigma_{\mathcal{P}}|_{2,\omega_p}. \]  
(4.18)
A substitution of (4.18) and the Cauchy-Schwarz inequality into (4.17) yields

\[ |J_2^2| \lesssim h \left( \sum_{p \in P_2^h} \| \phi_p \|^2_{0,\omega_p} \right)^{1/2} \left( \sum_{p \in P_2^h} |\sigma_p|^2_{2,\omega_p} \right)^{1/2} + h^2 \left( \sum_{p \in P_2^h} \| \phi_p \|^2_{0,\infty,\sigma_p} \right)^{1/2} \left( \sum_{p \in P_2^h} |\sigma_p|^2_{1,\infty,\sigma_p} \right)^{1/2} \]

\[ \lesssim h \| \phi_0 \|_{0,\partial\Omega} |\sigma_p|_{2,\partial\Omega} + h^2 \| \phi_0 \|_{0,\infty,\sigma_p} |\sigma_p|_{1,\infty,\Omega}. \]

Similar arguments as in Lemma 3.4 conclude the proof.

Similar arguments for the sums \( J_2 \) and \( J_3 \) prove a full one-order superconvergence property for the HHJ elements as follows.

**Theorem 4.1** Suppose that \((\sigma_P, u_P)\) solves the plate bending problem (4.1) with \(\sigma_P \in H^{3/2}(\Omega, S)\), and \((\sigma_{HHJ}, u_{HHJ})\) solves (4.4) by the HHJ element on a uniform triangulation. It holds that

\[ \|\sigma_{HHJ} - \Pi_{HHJ}\sigma_P\|_{0,\Omega} \lesssim h^2 \left( |\sigma_P|_{3/2,\Omega} + \kappa h^{1/2} |\sigma_P|_{1,\infty,\Omega} \right). \]

4.2 Superconvergence analysis of the Morley element

A full one-order superconvergence result for the Morley element follows from a special relation between the HHJ element and the Morley element.

Given \( \nu \in H^2_0(\Omega, \mathbb{R}) + M(T_h) \), define the interpolation operator \( \Pi_D : H^2_0(\Omega, \mathbb{R}) + M(T_h) \to U_{HHJ}(T_h) \) by

\[ \Pi_D v(z) = v(z) \text{ for each vertex } z \text{ of } T_h. \]

Hence, introduce an auxiliary method: the modified Morley element finds \( \tilde{u}_M \in M(T_h) \) such that

\[ \left( \nabla^2 h \tilde{u}_M, \nabla^2 h v \right) = (f, \Pi_D v) \text{ for any } v \in M(T_h). \quad (4.19) \]

Arnold et al. [1] proved the following equivalence between the HHJ element and the modified Morley element:

\[ \sigma_{HHJ} = \nabla^2 h \tilde{u}_M \text{ and } u_{HHJ} = \Pi_D \tilde{u}_M, \quad (4.20) \]

and furthermore,

\[ \| \nabla^2 h (u_M - \tilde{u}_M) \|_{0,\Omega} \lesssim h^2 \|f\|_{0,\Omega}. \quad (4.21) \]

We consider the post-processing mechanism for the superconvergence of the Morley element as in Section 3.3. For any given \( q \in HHJ(T_h) \), we have that \( K_h q \in (CR(T_h))^{2 \times 2} \).

Based on the special relation (4.20), the improved superconvergence result of the HHJ element in Theorem 4.1 gives rise to a full one-order superconvergence result of the Morley element following the procedure in [19]. This superconvergence result improves the half-order result for the Morley element in [19].
Theorem 4.2 Suppose that $u_P \in H^\frac{3}{2}(\Omega, \mathbb{R}) \cap H^2(\Omega, \mathbb{R})$ is the solution to (4.1), and $u_M$ is the solution to (4.3) by the Morley element on a uniform triangulation $T_h$. It holds that

$$\| \nabla^2 u_P - K_h \nabla^2 u_M \|_{0, \Omega} \lesssim h^2 |u_P|_\frac{9}{2, \Omega} + \kappa |\ln h|^{1/2} |u_P|_{3, \infty, \Omega} + \| f \|_{0, \Omega}.$$  

4.3 Remark for $(\alpha, \sigma)$-mesh

This subsection presents the superconvergence result on mildly structured meshes. Suppose $T_h$ is a shape-regular triangulation. For any $e \in \mathcal{E}_h$, let $h_e$ denote the length of $e$. For any boundary vertex $p \in \mathcal{P}_b$, let $h_p := \max_{K \subset \omega_p} h_K$ with the patch of $\omega_p$. Recall the definitions of $O(h^{1+\alpha})$ approximate parallelograms and mildly structured meshes in [3, 24]. Given an interior edge $e \in \mathcal{E}_i^1$, let $K^1_e$ and $K^2_e$ be the two elements sharing $e$. Say $K^1_e$ and $K^2_e$ form an $O(h^{1+\alpha})$ approximate parallelogram if the lengths of any two opposite edges differ only by $O(h^{1+\alpha})$. Given a boundary vertex $p \in \mathcal{P}_b$ associated with two boundary triangles $K_p^l$ and $K_p^r$ (similarly as $p \in \mathcal{P}_2^b$ shown in Fig. 1), let $e^l_i$ (resp. $e^r_i$) denote the boundary edge of $K_p^l$ (resp. $K_p^r$) and $n^l_i$ (resp. $n^r_i$) denote its unit outer normal vector. By going along the boundaries of $K_p^l$ and $K_p^r$, define the other pairs of corresponding edges. Say $K_p^l$ and $K_p^r$ form an $O(h^{1+\alpha})$ approximate parallelogram if the lengths of any two corresponding edges differ only by $O(h^{1+\alpha})$ and $|n^l_i - n^r_i| = O(h^\alpha)$. The triangulation $T_h$ satisfies the $(\alpha, \sigma)$-condition if the following hold:

1. Let $\mathcal{E}_h^1 = \mathcal{E}_1 + \mathcal{E}_2$. For each $e \in \mathcal{E}_1$, $K^1_e$ and $K^2_e$ form an $O(h^{1+\alpha})$ approximate parallelogram, while $\sum_{e \in \mathcal{E}_2} |K^1_e| + |K^2_e| = O(h^\sigma)$.

2. Let $\mathcal{P}_b = \mathcal{P}_1^b + \mathcal{P}_2^b$ denote the set of boundary vertices. The elements associated with each $p \in \mathcal{P}_2^b$ form an $O(h^{1+\alpha})$ approximate parallelogram, and $|\mathcal{P}_1^b| = \kappa$, where $\kappa$ is fixed and independent of $h$.

The result in [24, Thm. 4.5] requires quasi-uniform meshes to control the number of vertices on the boundary. The analysis of this subsection only assumes that $T_h$ is a regular triangulation with the following mesh size condition

$$|\ln h_K| \approx |\ln h| \text{ for all } K \in T_h. \quad (4.22)$$

Under the assumption (4.22), the discrete Sobolev inequality (3.18) holds as well [4, 7].

For mildly structured meshes, the normal vectors $n_i$ vary from different triangles. Let $\Psi_e$ denote basis function of $\mathcal{HHJ}(T_h)$ associated to $e$ with $(\Psi_e)_{n_e, n_e} = 1$. Rewrite the terms in (4.8) as follows

$$(\sigma_{HHJ} - \Pi_{HHJ} \sigma_P, \sigma_{HHJ} - \Pi_{HHJ} \sigma_P) = \sum_{i=1}^3 \sum_{K \in T_h} \int_K (\sigma_{HHJ} - \Pi_{HHJ} \sigma_P) n_i, n_i : (\sigma_P - \Pi_{HHJ} \sigma_P) d\tau = J^1 + J^2$$

(4.23)
with

\[ J_1 := \sum_{e \in \mathcal{E}_h^l} (\sigma_{HHJ} - \Pi_{HHJ} \sigma_P)_{n,n} \left( \int_{K_i^l} \Psi_e : (\sigma_P - \Pi_{HHJ} \sigma_P) \, dx + \int_{K_i^l} \Psi_e : (\sigma_P - \Pi_{HHJ} \sigma_P) \, dx \right) \]

\[ J_2 := \sum_{e \in \mathcal{E}_h^r} (\sigma_{HHJ} - \Pi_{HHJ} \sigma_P)_{n,n} \int_{K_e} \Psi_e : (\sigma_P - \Pi_{HHJ} \sigma_P) \, dx. \]

Below we only analyze the term \( J_2 \) for the \((\alpha, \sigma)\)-mesh. The estimate of \( J_1 \) follows a similar argument. The following lemma proves a result analogous to Lemma 4.2 for an \( O(h^{1+\alpha}) \) approximate parallelogram.

**Lemma 4.4** For any \( p = (p_1, p_2) \in \mathcal{P}_h^2 \) associated with two boundary triangles \( K_p^l, K_p^r \), if \( \tau_P \in S \) is linear on the patch \( \omega_p \), then

\[
\left| \int_{K_p^l} (\tau_P - \Pi_{HHJ} \tau_P) \, dx - \int_{K_p^r} (\tau_P - \Pi_{HHJ} \tau_P) \, dx \right| \leq h_p^{1+\alpha} |\tau_P|_{1,\omega_p}.
\]

**Proof** Recall some notation in Lemma 4.2. It follows from (4.14) that

\[
\int_{K_p^l} (\tau_P(x) - \Pi_{HHJ} \tau_P(x)) \, dx = -\int_{K_p^l} \Pi_{HHJ} \left( (x_1 - M_{K_p^l}^1) H_1 + (x_2 - M_{K_p^r}^1) H_2 \right) \, dx.
\]

(4.24)

with \( H_k |_{K_p^i} = H_k |_{K_p^r} \), \( k = 1, 2 \). Given \( 1 \leq i \leq 3 \), recall the basis functions of the HHJ element on elements \( K_p^l \) and \( K_p^r \) in (4.12) and (4.13)

\[
\Psi_i^l = \frac{1}{2 ((n_i^l)^T t_i^l t_{i-1}^l)} \left( t_i^l (t_i^l - t_{i-1}^l) + t_{i-1}^l (t_i^l - t_{i+1}^l) \right)
\]

and

\[
\Psi_i^r = \frac{1}{2 ((n_i^r)^T t_i^r t_{i-1}^r)} \left( t_i^r (t_i^r - t_{i-1}^r) + t_{i-1}^r (t_i^r - t_{i+1}^r) \right),
\]

respectively. Let \( m_i^l = (m_{i,1}^l, m_{i,2}^l) \). Since \((\Psi_i^l)^{n_j^l, n_j^r} = \delta_{ij}, (4.24) \) shows

\[
\int_{K_p} (\tau_P(x) - \Pi_{HHJ} \tau_P(x)) \, dx = -|K_p^l| \sum_{i=1}^3 \left( (m_{i,1}^l - M_{K_p^l}^1) H_1 + (m_{i,2}^l - M_{K_p^r}^1) H_2 \right)_{n_j^l} \Psi_i^l.
\]

(4.25)

Since \( K_p^l \) and \( K_p^r \) form an \( O(h_p^{1+\alpha}) \) approximate parallelogram, this leads to

\[
|K_p^l - K_p^r| \lesssim h_p^{\alpha} |K_p^l|, \quad |(m_i^l - M_{K_p^l}^1) - (m_i^r - M_{K_p^r}^1)| \lesssim h_p^{\alpha} |m_i^l - M_{K_p^l}^1|, \quad |(n_i^l)^T H_k n_i^l - (n_i^r)^T H_k n_i^r| \lesssim h_p^{\alpha} |H_k|.
\]

The combination of the above estimates with (4.25) leads to

\[
\left| \int_{K_p^l} (\tau_P - \Pi_{HHJ} \tau_P) \, dx - \int_{K_p^r} (\tau_P - \Pi_{HHJ} \tau_P) \, dx \right| \lesssim h_p^{\alpha} |K_p^l| |m_i^l - M_{K_p^l}^1| |\Psi_i^l| |(H_1 + |H_2|)| \lesssim h_p^{2+\alpha} |\tau_P|_{1,\omega_p}.
\]
This concludes the proof.

**Lemma 4.5** Let $\rho = \min(1, \alpha)$ and assume $\sigma_{\mathcal{P}} \in H^\frac{3}{2}(\Omega)$. Then,

$$|J^2| \lesssim h^{1+\rho}(|\sigma_{\mathcal{P}}|_{\frac{3}{2}, \Omega} + \kappa |\ln h|^{1/2}|\sigma_{\mathcal{P}}|_{1, \infty, \Omega})\|\sigma_{\text{HHJ}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}\|_{0, \Omega}.$$ 

**Proof** The proof is analogous to that of Lemma 4.3. Let $p_1^e$ and $p_2^e$ denote the two vertices of $e$ such that $t_e$ points from $p_1^e$ to $p_2^e$. The same arguments as in (4.15)–(4.16) lead to

$$J^2 = \sum_{e \in e^h} (H^T \epsilon(\phi_h^e)H)_{n, n_e} \int_{K_e} \Psi_e : (\sigma_{\mathcal{P}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}) \, dx$$

and

$$(H^T \epsilon(\phi_h^e)H)_{n, n_e} = \frac{1}{|e|} \int_e \nabla (t_e \cdot \phi_h^e) \cdot t_e \, dx = \frac{t_e \cdot \phi_h^e(p_2^e) - t_e \cdot \phi_h^e(p_1^e)}{|e|}.$$ 

with $\phi_h^e \in (S_h)^2/RM$ in (4.11). Given any $p \in \mathcal{P}_h$, recall its two associated boundary triangles $K^I_p$ and $K^r_p$. It holds that

$$|J^2| \lesssim \sum_{p \in \mathcal{P}_h} \|\phi_h(p)\|_{h^{1+\rho}|\sigma_{\mathcal{P}}|_{1, K^I_p} + |e|^\rho} \left(\int_{K^I_p} \Psi_{e^I} : (\sigma_{\mathcal{P}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}) \, dx - \int_{K^I_p} \Psi_{e^I} : (\sigma_{\mathcal{P}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}) \, dx \right)$$

and

$$\sum_{p \in \mathcal{P}_h} \|\phi_h(p)\|_{h^{1+\rho}|\sigma_{\mathcal{P}}|_{1, K^I_p} + |e|^\rho} \left(\int_{K^I_p} \Psi_{e^I} : (\sigma_{\mathcal{P}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}) \, dx + \int_{K^I_p} \Psi_{e^I} : (\sigma_{\mathcal{P}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}) \, dx \right).$$

Since the elements associated with each $p \in \mathcal{P}_h$ form an $O(h^{1+\alpha})$ approximate parallelogram, this shows $|t_{e^I} - t_{e^I}| \lesssim h^\rho_p$, $|e^I| \leq h^\rho_p |e^I|$ and $|\Psi_{e^I} - \Psi_{e^I}| \leq h^\rho_p$.

The combination with (4.27) and the estimate of the interpolation $\Pi_{\text{HHJ}}$ analogy to (4.6) on each element

$$|J^2| \lesssim \sum_{p \in \mathcal{P}_h} \|\phi_h(p)\|_{h^{1+\rho}|\sigma_{\mathcal{P}}|_{1, K^I_p} + |e|^\rho} \left(\int_{K^I_p} \Psi_{e^I} : (\sigma_{\mathcal{P}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}) \, dx - \int_{K^I_p} \Psi_{e^I} : (\sigma_{\mathcal{P}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}) \, dx \right)$$

Recall $\rho = \min(1, \alpha)$ and let $\Pi_1$ denote the $L^2$ projection onto linear polynomials on $\omega_p$. A triangle inequality, the approximation of $\Pi_1$ and Lemma 4.4 modify the result in (4.18) as follows

$$\left|\int_{K^I_p} \Psi_{e^I} : (\sigma_{\mathcal{P}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}) \, dx - \int_{K^I_p} \Psi_{e^I} : (\sigma_{\mathcal{P}} - \Pi_{\text{HHJ}}\sigma_{\mathcal{P}}) \, dx \right| \lesssim h^3_p |\sigma_{\mathcal{P}}|_{2, \omega_p}$$

and

The remaining arguments in Lemma 4.3 conclude the proof.
Theorem 4.3 If $\mathcal{T}_h$ satisfies the $(\alpha, \sigma)$-condition and the mesh size condition (4.22), then

$$\|\sigma_{\text{HHJ}} - \Pi_{\text{HHJ}} \sigma P\|_{0, \Omega} \lesssim h^{1+\rho} \left( \|\sigma P\|_{\frac{5}{2}, \Omega} + |\ln h|^{1/2} |\sigma P|_{1, \infty, \Omega} \right)$$

(4.28)

with $\rho = \min \left(1, \alpha, \frac{\sigma}{2} \right)$.

Proof The estimate of the term for $e \in E_1$ in $J^1$ on the right-hand side of (4.23) combines Theorem 5.3 of [19] for uniform meshes and a similar argument as in Lemma 4.4 for $O(h^{1+\alpha})$ approximate parallelograms. The details are omitted. It holds

$$\sum_{e \in E_1} (\sigma_{\text{HHJ}} - \Pi_{\text{HHJ}} \sigma P)_{n, n_e} \left( \int_{K_1^1} \Psi_e : (\sigma P - \Pi_{\text{HHJ}} \sigma P) dx + \int_{K_2^1} \Psi_e : (\sigma P - \Pi_{\text{HHJ}} \sigma P) dx \right)$$

$$\lesssim h^{1+\min(1, \alpha)} \|\sigma_{\text{HHJ}} - \Pi_{\text{HHJ}} \sigma P\|_{0, \Omega} \|\sigma P\|_{2, \Omega}.$$

For $e \in E_2$, the estimate of the interpolation $\Pi_{\text{HHJ}}$ shows

$$\sum_{e \in E_2} (\sigma_{\text{HHJ}} - \Pi_{\text{HHJ}} \sigma P)_{n, n_e} \left( \int_{K_1^2} \Psi_e : (\sigma P - \Pi_{\text{HHJ}} \sigma P) dx + \int_{K_2^2} \Psi_e : (\sigma P - \Pi_{\text{HHJ}} \sigma P) dx \right)$$

$$\lesssim \sum_{e \in E_2} h_e \left( |K_1^1|^{1/2} + |K_2^1|^{1/2} \right) \|\sigma_{\text{HHJ}} - \Pi_{\text{HHJ}} \sigma P\|_{K_1^1} \left( |\sigma P|_{1, \infty, K_1^1} + |\sigma P|_{1, \infty, K_2^1} \right)$$

$$\lesssim h^{1+\frac{2}{\alpha}} \|\sigma_{\text{HHJ}} - \Pi_{\text{HHJ}} \sigma P\|_{0, \Omega} |\sigma P|_{1, \infty, \Omega}.$$

Hence,

$$|J^1| \lesssim h^{1+\min(1, \alpha, \frac{2}{\alpha})} \|\sigma_{\text{HHJ}} - \Pi_{\text{HHJ}} \sigma P\|_{0, \Omega} \left( \|\sigma P\|_{2, \Omega} + |\sigma P|_{1, \infty, \Omega} \right).$$

The combination with (4.23) and Lemma 4.5 concludes the proof. □

Remark 4.1 Let $\Omega$ be decomposed into $N$ subdomains, where $N$ is independent of $h$. We say that $\mathcal{T}_h$ satisfies the piecewise $(\alpha, \sigma)$-condition if the restriction of $\mathcal{T}_h$ to each subdomain satisfies the $(\alpha, \sigma)$-condition. As remarked in [24, Remark 3.8], (4.28) still holds on piecewise $(\alpha, \sigma)$-grids.

Remark 4.2 Suppose $\mathcal{T}_h$ satisfies the $(\alpha, \sigma)$-condition and (4.22). Following similar arguments, a superconvergence result analogous to Theorem 3.1 shall hold for the Raviart-Thomas element, i.e.,

$$\|\sigma_{\text{RT}} - \Pi_{\text{RT}} \sigma\|_{0, \Omega} \lesssim h^{1+\rho} \left( |\sigma|_{\frac{5}{2}, \Omega} + |\ln h|^{1/2} |\sigma|_{1, \infty, \Omega} \right).$$

The details are omitted.
5 Numerical examples

In this section, we present numerical tests for the Morley element to confirm the theoretical superconvergence analysis in Section 4. The results for RT and CR elements can be found in [19, 24]. Consider the following plate bending problem

\[ \Delta^2 u_P = f \]  

(5.1)

5.1 Parallelogram domain

Consider the case that the domain \( \Omega \) is a parallelogram bounded by four lines:

\[ x_2 = \sqrt{3}x_1, \quad x_2 = \sqrt{3}x_1 - 2\sqrt{3}, \quad x_2 = 0, \quad x_2 = \sqrt{3}. \]

The exact solution is

\[ u_P(x_1, x_2) = (x_2 - \sqrt{3}x_1)^2(x_2 - \sqrt{3}x_1 + 2\sqrt{3})^2(\sqrt{3} - x_2)^2. \]

Three kinds of meshes with the initial meshes in Fig. 2 are considered for this example. The initial meshes in Fig. 2a, b and c are a uniform mesh, a \((\infty, 1)\)-mesh and a Delaunay mesh, respectively. Each triangulation is refined into a half-sized triangulation uniformly, to get a higher level triangulation.

The error \( \| \nabla^2 u_P - \nabla^2 h u_M \|_{0, \Omega} \), the interpolation error \( \| \nabla^2 h u_M - \Pi_{H^1} \nabla^2 u_P \|_{0, \Omega} \) and the post-processing error \( \| \nabla^2 u_P - K_h \nabla^2 h u_M \|_{0, \Omega} \) by the Morley element on uniform meshes in Fig. 2a are recorded in Table 1. These results coincide with the theoretical results in Theorem 4.1 and Theorem 4.2. The \((\infty, 1)\)-mesh in Fig. 2b is a piecewise uniform mesh and in this case \( \Omega \) is decomposed into two subdomains. Table 2 shows that the interpolation error \( \| \nabla^2 h u_M - \Pi_{H^1} \nabla^2 u_P \|_{0, \Omega} \) is optimal while the postprocessing error \( \| \nabla^2 u_P - K_h \nabla^2 h u_M \|_{0, \Omega} \) is suboptimal. Note that the adjacent elements with shared edge belongs to the shared boundary of subdomains do not form a parallelogram as shown in Fig. 3. Since \( K_1 \cup K_2 \) is not symmetric about \( m \), the postprocessing operator \( K_h \) in Definition 1 is suboptimal for this case. A modification of \( K_h \nabla^2 h u_M(m) \) by treating the shared edge as a boundary edge in Definition 1 can improve the accuracy of \( K_h \nabla^2 h u_M \). Although the Delaunay mesh in Fig. 2c is not uniform, its refinements are piecewise uniform meshes. The result in Table 3 is similar to that in Table 2, which verifies Theorem 4.1.

Fig. 2 Initial meshes. a Uniform mesh. b Piecewise uniform mesh. c Delaunay mesh
### Table 1  Convergence results on mesh (a)

| Mesh | $\|\nabla^2 u_P - \nabla^2 u_M\|_{0,\Omega}$ | Rate | $\|\Pi_{HHJ}\nabla^2 u_P\|_{0,\Omega}$ | Rate | $\|\nabla^2 u_P - K_h\nabla^2 u_M\|_{0,\Omega}$ | Rate |
|------|---------------------------------|------|---------------------------------|------|---------------------------------|------|
| 1    | 61.9148                         | 68.6151 | 67.8685                         | 1.6148 | 68.6151 | 67.8685 |
| 2    | 40.1923                         | 0.6234 | 21.4424                         | 1.6781 | 27.3979 | 1.3087 |
| 3    | 23.6110                         | 0.7675 | 5.8356                          | 1.8775 | 8.3891 | 1.7075 |
| 4    | 12.3520                         | 0.9347 | 1.4922                          | 1.9674 | 2.1181 | 1.9857 |
| 5    | 6.2484                          | 0.9832 | 0.3752                          | 1.9917 | 0.5147 | 2.0410 |
| 6    | 3.1334                          | 0.9958 | 0.0939                          | 1.9985 | 0.1252 | 2.0395 |
| 7    | 1.5678                          | 0.9990 | 0.0235                          | 1.9985 | 0.0307 | 2.0279 |

### Table 2  Convergence results on mesh (b)

| Mesh | $\|\nabla^2 u_P - \nabla^2 u_M\|_{0,\Omega}$ | Rate | $\|\Pi_{HHJ}\nabla^2 u_P\|_{0,\Omega}$ | Rate | $\|\nabla^2 u_P - K_h\nabla^2 u_M\|_{0,\Omega}$ | Rate |
|------|---------------------------------|------|---------------------------------|------|---------------------------------|------|
| 1    | 70.3165                         | 122.4437 | 75.6681                         | 1.6675 | 41.5546 | 0.8647 |
| 2    | 62.2872                         | 0.1749 | 44.2756                         | 1.6649 | 15.186 | 1.4523 |
| 3    | 38.7694                         | 0.6840 | 13.9626                         | 1.7752 | 4.7578 | 1.6744 |
| 4    | 20.7579                         | 0.9013 | 4.0793                          | 1.8447 | 1.4481 | 1.7161 |
| 5    | 10.5964                         | 0.9701 | 1.1357                          | 1.8887 | 0.4432 | 1.7081 |
| 6    | 5.3302                          | 0.9913 | 0.3067                          | 1.9120 | 0.1395 | 1.6677 |
| 7    | 2.6696                          | 0.9976 | 0.0815                          | 1.9120 | 0.1395 | 1.6677 |

**Fig. 3** Adjacent elements along the boundary of the subdomains
Table 3 Convergence results on mesh (c)

| Mesh | \( \| \nabla^2 u_P - \nabla^2 h u_M \|_{0, \Omega} \) Rate | \( \| \nabla^2 h u_M - \Pi_{HHJ} \nabla^2 u_P \|_{0, \Omega} \) Rate | \( \| \nabla^2 u_P - K_h \nabla^2 h u_M \|_{0, \Omega} \) Rate |
|------|--------------------------------|--------------------------------|--------------------------------|
| 1    | 29.3128 11.1055 15.3555 |                                 |                                 |
| 2    | 15.8475 0.8873 3.1380    | 1.8234 5.0514 1.6040            |                                 |
| 3    | 8.1044 0.9675 0.8576     | 1.8715 1.6318 1.6302            |                                 |
| 4    | 4.0780 0.9908 0.2296     | 1.9012 0.5309 1.6200            |                                 |
| 5    | 2.0426 0.9975 0.0607     | 1.9194 0.1770 1.5847            |                                 |
| 6    | 1.0218 0.9993 0.0160     | 1.9236 0.0603 1.5535            |                                 |

5.2 L-shaped domain

5.2.1 Clamped plate

Consider the L-shaped domain \( \Omega = (-1, 1)^2 / [0, 1] \times [-1, 0] \). Let
\[
    u_P(x_1, x_2) = \sin^2 (\pi x_1) \sin^2 (\pi x_2),
\]
and choose the source term \( f \) accordingly such that \( u_P \) is the solution of (5.1) with the boundary condition
\[
    u_P \bigg|_{\partial \Omega} = \frac{\partial u_P}{\partial n} \bigg|_{\partial \Omega} = 0.
\]

In the computation, the level one triangulation is obtained by dividing the domain into three unit squares, each of which is further divided into two triangles. Each triangulation is refined into a half-sized triangulation uniformly to get a higher level triangulation. Table 4 records the three kinds of errors as in Section 5.1 for this clamped plate problem. Note that both \( \| \nabla^2 h u_M - \Pi_{HHJ} \nabla^2 u_P \|_{0, \Omega} \) and \( \| \nabla^2 u_P - K_h \nabla^2 h u_M \|_{0, \Omega} \) converge at the optimal rate two, which coincide with the theoretical results in Theorem 4.1 and Theorem 4.2.

Table 4 Convergence results of clamp plate problem on L-shaped domain

| Mesh | \( \| \nabla^2 u_P - \nabla^2 h u_M \|_{0, \Omega} \) Rate | \( \| \nabla^2 h u_M - \Pi_{HHJ} \nabla^2 u_P \|_{0, \Omega} \) Rate | \( \| \nabla^2 u_P - K_h \nabla^2 h u_M \|_{0, \Omega} \) Rate |
|------|--------------------------------|--------------------------------|--------------------------------|
| 1    | 26.0485 54.0597 26.0485 |                                 |                                 |
| 2    | 33.1347 -0.3471 12.4048 | 2.1237 29.8736 -0.1977            |                                 |
| 3    | 18.7118 0.8244 9.7289   | 0.3505 9.4048 1.6674             |                                 |
| 4    | 10.3620 0.8526 2.5392   | 1.9379 2.4336 1.9503             |                                 |
| 5    | 5.3389 0.9567 0.6398   | 1.9888 0.6394 1.9283             |                                 |
| 6    | 2.6904 0.9887 0.1602   | 1.9974 0.1625 1.9764             |                                 |
| 7    | 1.3478 0.9972 0.0401   | 1.9993 0.0408 1.9948             |                                 |
| 8    | 0.6742 0.9993 0.0100   | 1.9998 0.0102 1.9994             |                                 |
Table 5  Convergence results of simple supported plate problem on L-shaped domain

| Mesh | \( \| \nabla^2 u_P - \nabla^2 u_M \|_{0, \Omega} \) Rate | \( \| \nabla^2 u_M - \Pi_{HHJ} \nabla^2 u_P \|_{0, \Omega} \) Rate | \( \| \nabla^2 u_P - K_h \nabla^2 u_M \|_{0, \Omega} \) Rate |
|------|-------------------|-------------------|-------------------|
| 1    | 32.5762           | 46.0522           | 41.1179           |
| 2    | 12.9353           | 9.1194            | 3.1100            |
| 3    | 7.5175            | 2.4005            | 1.4900            |
| 4    | 3.9330            | 0.7830            | 0.7276            |
| 5    | 1.9897            | 0.7830            | 0.1682            |
| 6    | 0.9978            | 0.0384            | 0.0398            |
| 7    | 0.4993            | 0.0096            | 0.0096            |

5.2.2 Simple supported plate

Let

\[ u_P(x_1, x_2) = \sin(\pi x_1) \sin(\pi x_2), \]

and choose the source term \( f \) accordingly such that \( u_P \) is the solution of (5.1) with the boundary condition

\[ u_P \bigg|_{\partial \Omega} = \nabla^2 u_P \bigg|_{\partial \Omega} = 0. \]

The same triangulations as in Section 5.2.1 are used in this case. Table 5 records the error \( \| \nabla^2 u_P - \nabla^2 u_M \|_{0, \Omega} \), the interpolation error \( \| \nabla^2 u_M - \Pi_{HHJ} \nabla^2 u_P \|_{0, \Omega} \) and the post-processing error \( \| \nabla^2 u_P - K_h \nabla^2 u_M \|_{0, \Omega} \) for this problem. Similar to the clamped plate, both \( \| \nabla^2 u_M - \Pi_{HHJ} \nabla^2 u_P \|_{0, \Omega} \) and \( \| \nabla^2 u_P - K_h \nabla^2 u_M \|_{0, \Omega} \) converge at the optimal rate two, which coincide with the theoretical results in Theorem 4.1 and Theorem 4.2.
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