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ABSTRACT

A key promise of machine learning is the ability to assist users with personal tasks. Because the personal context required to make accurate predictions is often sensitive, we require systems that protect privacy. A gold standard privacy-preserving system will satisfy perfect secrecy, meaning that interactions with the system provably reveal no additional private information to adversaries. This guarantee should hold even as we perform multiple personal tasks over the same underlying data. However, privacy and quality appear to be in tension in existing systems for personal tasks. Neural models typically require lots of training to perform well, while individual users typically hold a limited scale of data, so the systems propose to learn from the aggregate data of multiple users. This violates perfect secrecy and instead, in the last few years, academics have defended these solutions using statistical notions of privacy — i.e., the probability of learning private information about a user should be reasonably low. Given the vulnerabilities of these solutions, we explore whether the strong perfect secrecy guarantee can be achieved using recent zero-to-few sample adaptation techniques enabled by foundation models. In response, we propose FOCUS, a framework for personal tasks. Evaluating on popular privacy benchmarks, we find the approach, satisfying perfect secrecy, competes with strong collaborative learning baselines on 6 of 7 tasks. We empirically analyze the proposal, highlighting the opportunities and limitations based on task types, and model inductive biases and sizes.

1 Introduction

A key promise of machine learning is the ability to assist users with personal tasks. Personal tasks span familiar tasks such as topic classification over personal messages and open-ended question answering using personal context, to idiosyncratic tasks for user-specific needs. Given the private nature of the personal data required for such tasks, these systems should satisfy three desiderata: (1) no leakage of private information, (2) quality, and (3) feasibility. Guided by the desiderata, we present FOCUS, a framework for privately serving personalized tasks using recent foundation models [8].

The ideal privacy system will offer perfect secrecy — as users interact with the system, the probability that adversaries learn private information does not increase — and universal compositionality — as multiple personal tasks are completed using the same underlying private data, the probability of leakage does not increase [64][12]. A trivial way to achieve this classical privacy guarantee is through purely training or fine-tuning a model on a user’s private dataset. However, recent neural models require copious amounts of training data [17] and users often hold a limited scale of labeled data. [1]

To address the challenge that individual users lack sufficient data, federated learning (FL) over data spanning multiple privacy scopes (i.e. users) has emerged as a popular framework [65][59]. Requiring all users to ship data to a central location sacrifices privacy, so instead, FL trains a task model by shipping the model between users and a central server.

1On average across our evaluation tasks, which are popular benchmarks in the privacy and federated learning literature, an individual user has 149 (standard deviation 191) labeled training examples (See Table 4).
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Figure 1: Towards the goal of privately serving personal tasks, FOCUS proposes a unidirectional data flow architecture that entails shipping FMs to users and guarantees perfect secrecy.

In each training iteration, the model updates that are computed over each user’s data are aggregated at the central server. Along the desiderata:

• Privacy While FL prevents raw data from being shipped between devices, it does forgo perfect secrecy. Unfortunately, private information can be recovered from the exposed model [66, 51, 55, 6]. Formally, instead of using classical logical notions of privacy [53], significant effort is devoted to reasoning about these procedures using statistical notions of privacy [18]. These methods demonstrate a performance-quality tradeoff and the world’s largest organizations struggle to reason about how to set the appropriate privacy parameters when implementing them [25, 50].

• Quality FL improves model performance for the average user. However private data often widely differs by individual and performance is often quite uneven across participants [80]. Further, adversarial participants and central servers can corrupt the training procedure [75].

• Feasibility Considering systems costs, FL requires many rounds of communication between many users to perform well [33], introducing standard distributed systems challenges such as device heterogeneity and synchronization. These costs are incurred for every personal task a user wishes to perform. Considering incentives, FL requires aligning users with similar task goals and may exclude users who have no training data to contribute [78].

Noting these challenges, this work revisits the questions of when and where perfect secrecy is achievable, if at all. We observe natural compatibilities between the capabilities of foundation models (FM) and the above challenges. FMs are large models trained on massive amounts of data in a self-supervised manner and provide impressive performance on new downstream tasks — often out-of-the-box or with minimal effort [10, 58, 79, 44]. Recent FMs can perform a task given a textual description of the task (e.g., “Summarize my email.”) and zero-to-few demonstrations of the the task, with no gradient updates to the FM weights. Interestingly, these techniques have proven effective in tasks widely different from the task for which the FM was trained [14, 45].

Our goal is to understand if FMs can be applied to achieve strong privacy guarantees for personal tasks. We study the behavior of these nascent models in the standard FL setting using popular off-the-shelf FMs [56, 72] and methods for FM adaptation [10, 29, 48, 58]. We propose Foundation model Controls for User Secrecy (FOCUS), a framework for privately serving personal tasks, that consists of a unidirectional data flow architecture. FOCUS entails shipping off-the-shelf public FMs to private user silos and applying zero-to-few sample FM adaptation techniques, with the zero-to-few training examples users have available, to perform personal tasks. The framework is technically very simple — the meat of our investigation is whether it satisfies the desiderata:

• Privacy: What privacy guarantees does FOCUS provide? We formalize the privacy guarantee by employing the classical Bell-LaPadula model [7], which provides perfect secrecy. BLP is a simple and efficient model (details in Section 3), originally developed for government agencies to manage multi-security-level access control, mapping to our setting of publicly accessible FMs and privately accessible personal data. Beyond data privacy, the FM-baseline hides what a user is doing (task privacy) and how they are doing it (label schema privacy). Importantly, in contrast to FL, FOCUS does not require practitioners to set any privacy parameters.
We identify compatibilities between recent FM capabilities and standard privacy challenges and we define the F

2 Background and Related Work

Our focus is on applying public FMs to private tasks. Other work studies the challenge of pretraining FMs over sensitive data [41]. That question is beyond the scope of our paper.

Perfect secrecy A system preserves perfect secrecy if the probability of an adversary obtaining knowledge of a client’s private data does not increase as the client interacts with the system [64]. As the system performs multiple tasks over the same underlying private data, the probability an adversary obtains knowledge of the private data should not increase [12]. Mathematically, these are logical notions of privacy [53]. The Bell-LaPadula (BLP) model we employ in this work (detailed in Section 3) is an access-control based privacy framework that satisfies the above privacy properties [7].

Machine learning for personal tasks The above properties are achievable through purely training or fine-tuning on only the user’s private data, for which existing work assumes users own a sufficient amount of private labeled training data [73]. Fine-tuning can be unstable in the low-data regime [17, 54], the focus of our work. More importantly, storing a unique task-specific model for every personal task the user requires is expensive. Federated learning (FL), the popular approach for personal tasks in our setting, trains a model over the private data owned by multiple parties [49]. FL proceeds by initializing a global model \( \theta \) and solving the global objective:

\[
\min_{\theta} G(L(\theta; D_1), ..., L(\theta; D_i), ..., L(\theta; D_N))
\]

where \( L(\theta; D_i) \) are the local objectives for each client, and \( G(\cdot) \) is a function of the local objectives. During training, each client receives a copy of model \( \theta_i \) at the current timestep \( t \) from a central server, performs gradient descent on their local data \( D_i \), sends the gradients the central server. The central server uses \( G(\cdot) \) to combine the local gradients to produce \( \theta_{t+1} \). FedAvg [49], a weighted sum of the local objectives, is the vanilla choice for \( G(\cdot) \). Li et al. [40] describes alternate objectives.

To achieve personalization in FL, popular approaches include using a mixture of local and global model updates, training a global model with model-agnostic meta-learning so it may be quickly adapted to local data, and initializing the global model with a pretrained initial model [20, 80, 28]. These methods improve upon training from scratch with FedAvg, though still expose computations over user data and require storing a unique model per personal task. Empirically, the improvements of these methods over FedAvg also appear to degrade in increasingly non-IID settings [13, 3].

The key constraint under FL is that the raw data \( D_i \) never leaves the private silo for client \( i \), however, functions of \( D_i \) may be exposed. Unfortunately, attacks on the gradients or inference attacks on the final model output can the reveal private information [60, 51]. Techniques to protect the privacy of the communicated parameters include differential privacy (DP) [13], which degrades model performance [50], or secure multiparty computation [9], which does not protect against the membership inference attacks and significantly increases the computational cost [21].

Foundation Models We use popular existing FMs and FM adaptation techniques in our evaluations. In particular, we use simple zero-shot [58], in-context learning [10] and lightweight tuning [29, 48] methods (defined in Section 3). We are inspired by work on versatile FM systems with natural language interfaces [37, 77], though instead of ML methods, our focus is the consequences of these FM capabilities on privacy. We observe the need for rigorously benchmarking FMs on personal tasks.

https://github.com/simran-arora/privacy_fm
3  **FOCUS Framework**

In this section, we describe FOCUS, including the assumptions, architecture, and privacy guarantee.

### 3.1 Setup

**Objective** We focus on supporting personalized tasks and differentiate this from the problem of releasing a public model that has been trained on sensitive data. An ideal solution should provide privacy, quality along machine learning metrics, and be practical from a systems perspective. Consider client $i$ who wants to complete a suite of personalized tasks $t \in T_i$. For $t$, the client has a private dataset $D_{it} = \{x_j, y_j\}_{j=1}^{n_i}$, where $n_i \in [0, k]$ for some small $k$. Canonical tasks include intent or content classification, message completion, and question-answering. FOCUS is competitive in settings with the following properties:

1. **Distributions** The client task and data distributions can be independently chosen. This differs from FL, which generally requires users to share similar task goals and task label schema.

2. **Data scale** A client’s training dataset size, $n_i$, is small enough that training or fine-tuning purely locally results in low-quality models [17, 54].

3. **Privacy** The user’s data and/or tasks are privacy sensitive. In our trust model, any central party that mediates between the decentralized clients, other clients, and eavesdroppers are untrustworthy.

4. **User resources** Users have sufficient compute and memory resources to privately use the FM. We study the systems feasibility in detail in Section 4.1.

### 3.2 Architecture

The FOCUS architecture centers on a unidirectional dataflow, as depicted in Figure 1. FOCUS downloads the FM to the user’s private silo and uses simple zero-to-few sample FM adaptation techniques to perform the task, using the provided descriptions. Users then receive personal reasoning by expressing task descriptions or task demonstrations, through a natural language interface.

**Proof of concept** There are many possible technical implementations within the proposed setup. Given the lack of prior FM baselines to FL, we aim to compare vanilla baselines for both paradigms. In this work, our proof of concept uses the following popular existing FM adaptation methods:

* **Similarity search** (zero shot) This method uses the FM to generate embeddings of each class description and of inputs at inference time, computes the similarity between these embeddings, and outputs the class description that is most similar to the input embedding.

* **Prompting** (zero-to-few shot) This method conditions a language FM to generate textual answers for downstream tasks. Two basic approaches are: (1) provide the textual task instructions, e.g., “Classify my email”, (i.e. zero labeled examples), or (2) provide sequence of a few task-demonstrations. The latter shows the model the desired label format and properties of the data-distribution.

* **Lightweight-tuning** (few shot) Inference-only strategies are temperamental. With enough training examples, we can train a model for our task to avoid the handcrafting. Several recent works propose to fine-tune a small number of parameters (a subset of the existing FM or newly initialized) [29, 30, 38]. We specifically require lightweight tuning approaches that suffice with few-samples 48, 43.

### 3.3 Privacy Model

FOCUS’s privacy guarantee is extremely simple and intuitive from user and legal perspectives — no private data leaves the user device, guaranteeing perfect secrecy. We employ the classical Bell-LaPadula Model (BLP) access-control framework, which preserves perfect secrecy and universal compositionality [7]. BLP manages the access of subjects with assigned clearance levels to objects of assigned security levels and is defined by three security rules: (1) **Simple Security Property** subjects cannot read data at higher security levels, (2) ***-Property** subjects cannot write to data-stores at lower security levels, and (3) **Discretionary Security Property** discretionary access to objects can be granted or revoked from subjects. The model, and access control models more generally, have been widely and successfully used in high-risk settings for decades [31].

**Analysis** In our setting, the FM is owned by public entities, and users own zero-to-few private task demonstrations and task descriptions, which remain on device. Respecting the Simple Security Property, no private data or function of private data is exposed to untrustworthy subjects. FL violates this rule by exposing functions of the private data to
untrustworthy entities. Respecting the *-Property, untrustworthy entities cannot write information to the user under our framework. FL violates this rule by allowing the central server and other users to tamper with the information incorporated in the user’s local model. Additionally task privacy (what the user is doing) and label schema privacy (how is the user doing it) immediately emerge from our setup; neither is protected under FL.

4 Experiments and Analysis

To study the benefits and limitations of FMs for privacy in FOCUS, we ask the following questions:

1. Is FOCUS competitive with FL? How does this vary by FM size and bias, and task properties?
2. To what degree does FOCUS enable personalization to the user’s data distribution?
3. To what degree does FOCUS enable personalization to the user’s task distribution?

4.1 Experimental Setup

**Benchmarks** We use a representative set of standard benchmarks in the privacy literature, which are useful proxies for personal tasks such as intent and content classification, message completion, and QA [11, 27, 35, 42]. Each benchmark contains a small number of examples per user with mean 149, standard deviation 191 examples across users and tasks. We use: **Text classification**: We use the Sentiment140 2-way [24] and 20News 20-way classification benchmarks [36]. **Image classification**: We use the CelebA binary [47], CIFAR10 10-way [34], and Federated EMNIST 62-way classification benchmarks [15]. **Language modeling**: output the next word in the input sequence; we use the Reddit benchmark [11]. **Reading Comprehension**: given a natural language question and document, output the answer span in the document; we use the MRQA benchmark [22].

**Foundation Models** We use a representative set of FMs including T0 (3B and 11B parameters) [63], Grover (124M and 1.5B parameters) [76], and GPT-3 (125M, 1.3B, 2.7B, 6.7B and 175B p.) [10] for prompting tasks, MPNet-base bi-encoders for textual zero-shot similarity-search (110M p.) [60, 67], and CLIP for image zero-shot similarity-search (150M p.) [58]. We run models either using 1 40-GB A100 GPU or the OpenAI API. To avoid dataset leakage, i.e. data observed during FM pretraining contaminating the distinction between public and private information, we use reported details about the pretraining corpora to appropriately select FMs for tasks. We release our code and prompts.

**Federated Learning Baselines** The FL baselines include modern pretrained model architectures. We take the best numbers that use vanilla FedAvg for the task. The vision tasks use ViT(S) (22M p.) and ResNet101 (45M p.), text classification tasks use DistillBERT for 20News and MRQA (67M p.), and Stacked-LSTM for Sent140 and next-word prediction (1M p.). Models in Table 1 are trained over 10k-1Ms of examples, 5-1000s clients and 10-1000s rounds of model communication across tasks.

An extended discussion of the baselines is in Appendix [7], and a concrete memory and computation comparison is in Section 5. We note the FL baselines do not use objectives beyond FedAvg, yet face no differential privacy, adversarial clients or central server, communication compression techniques, or for certain benchmarks, even heterogeneity across clients, all of which degrade performance [50, 39, 62, 68]. Our FM baselines similarly use no advanced adaptation techniques [79, 46, 37]. For the first comparison of these paradigms, we focus on popular vanilla baselines for each.

4.2 Is FOCUS competitive with federated learning?

We try the simplest zero-shot baselines by either providing a prompt to the model or by computing the similarities between the embedded input to the embedded class descriptions, as explained in Section 3. Results in Table 1 show that in the zero-shot setting, FM performance competes with FL performance on 6 of 7 benchmarks. Critically, the above FOCUS numbers provide perfect secrecy and the FL numbers provide no privacy. However, certain FMs fail on F-EMNIST and 20News.

**Analysis** A challenge for enabling practical systems in FOCUS is how to privately select an FM for personal use. The FMs we evaluate vary along two dimensions: (1) model size and (2) inductive bias, and we observe a tradeoff between

---

3We use GPT-Curie and GPT-Davinci from OpenAI API as GPT-6.7B and GPT-175B respectively [56].

4A particular challenge was obtaining an FM for Reddit, since most FMs are trained on generic Common Crawl — we thus use Grover FMs, which are pretrained only on news articles and find the performance of Grover models directly match or exceed the performance of GPT models of the same size — 9.6% for GPT-125M vs. 11.4% for Grover-124M, and 13.2% for GPT-1.3B vs. 13.4% for Grover-1.5B. Due to the limited range of Gover model sizes and confirming the comparable results of both models, we proceed with GPT variants.

5Referencing evaluation suites which have curated the results across many existing works [27, 11, 42, 35].
Benchmark | Foundation Models | Method | Accuracy | Federated Learning | Method | Accuracy
--- | --- | --- | --- | --- | --- | ---
Reddit | Promoting (175B) | 13.6 | FedAvg (1M) | 11 | 13.4 |
MRQA* | Promoting (175B) | 64.1 | FedAvg (67M) | 42 | 27.1 |
Sent140 | Promoting (175B) | 80.4 | FedAvg (1M) | 52 | 69.5 |
20News | Promoting (175B) | 31.3 | FedAvg (67M) | 42 | 51.4 |
Sent140 | Promoting (11B) | 78.2 | FedAvg (1M) | 52 | 69.5 |
20News | Promoting (3B) | 19.1 | FedAvg (67M) | 42 | 51.4 |
Sent140 | Similarity-search (110M) | 61.5 | FedAvg (1M) | 52 | 69.5 |
20News | Similarity-search (110M) | 63.4 | FedAvg (67M) | 42 | 51.4 |
CelebA | Similarity-search (150M) | 86.7 | FedAvg (22M) | 57 | 86.6 |
CIFAR10 | Similarity-search (150M) | 88.2 | FedAvg (22M) | 57 | 98.5/86.9** |
F-EMNIST | Similarity-search (150M) | 22.3 | FedAvg (45M) | 62 | 81.0 |

Table 1: Test results on standard privacy benchmarks with zero-shot FMs use. Red indicates an FM with relatively weak inductive bias (e.g. the next-word-prediction objective), and Blue indicates an FM with relatively strong inductive bias (e.g. tuned on instruction-label pairs). *F1 score. **Trained from scratch — The reported vision models are pretrained by default.
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Figure 2: Zero shot performance by model size and by the strength of the FM inductive bias. Red indicates relatively weak (more flexible) and Blue relatively strong inductive bias FMs (less flexible).

using smaller FMs trained with stronger inductive biases and model flexibility. Along (1), large models reliably provide quality, yet are not always accessible to low-resource users (Figure 2). Along (2), Figure 2 shows FMs with relatively strong inductive biases in blue and weak in red, as determined by the pretraining scheme. For example, T0 is fine-tuned on pairs of task-descriptions and outputs and it is challenging to use these models outside this format [43]. On the other hand, GPT simply uses next word prediction and significant prior work demonstrates flexible applications of this style of modelling [37]. When there is alignment between the strong-inductive-bias FMs and task, we note the drastically improved performance with orders of magnitude fewer parameters (e.g., on 20News with bi-encoders). However, when there is misalignment, these FMs fail — inspecting T0-3B FM mispredictions on 20News, for 24.4% of examples, the model generated one of the valid classes for a particularly similar topic classification task called AGNews, which, unlike 20News, was part of the T0 training data. The issue is far more severe for T0-11B, which entirely fails on the task. This never happens for GPT mispredictions.

A challenge for enabling FOCUS is supporting finer-grained classification tasks. With GPT, prompting succeeds on the 2-way Sent140 classification and struggles on the 20-way 20News task. We observe a similar challenge using the CLIP models for 62-way F-EMNIST and construct a range of classification task granularities to study the trend. We create 4-way classification synthetics using subsets of 20News — Coarse requires classifying an input ∈ {politics, automobiles, baseball, or medicine}, while Fine requires classifying an input ∈ {politics, politics of guns, politics in the Middle East, or religion}. GPT-175B incurs a 55% drop from Fine to Coarse (Figure 3 (left)), and 40% performance drop on the longest vs. shortest textual examples (≤ 500 vs. ≥ 2500 characters) in Coarse. Further, zero-shot performance is quite uneven across classes on F-EMNIST and 20News (Figure 3 (right)) and across users with non-IID private distributions (Figure 7), suggesting FMs are not robust zero-shot.

4.3 To what degree does FOCUS allow personalizing to the user’s data distribution?

Personalization is a well-studied question in the FL literature [3, 20] and we similarly evaluate FOCUS along this axis. An ideal privacy framework should support users with zero-to-many private examples, and flexibly incorporate the
Figure 3: FMs struggle on fine-grained classification (left) and can provide highly uneven zero-shot performance across classes (right). Additional violin plots by user level accuracy are in Appendix 8.

Figure 4: (Left) Sent140 results including the “Public Prompt” baseline. (Right) Reddit and Sent140 results comparing 0-shot vs. k-shot performance by k, and comparing k-shot with examples selected from the user’s small labeled training dataset (“User Privacy”) vs. randomly from the aggregate training dataset of all users (“No User Privacy”). The accuracy is averaged across users.

different degrees of available user context. While FMs display strong out-of-the-box transfer abilities on certain tasks, each user often holds a few training examples per task in our setting — we consider users with \(<k\), \(\geq k\), and 0 train examples, for some small \(k\).

Users with few \(<k\) private examples. Building from the zero-shot prompting with task descriptions, we now turn to prompting with task demonstrations. We compare: randomly chosen training examples from the aggregate pool of all users’ training data (“No User Privacy”) and examples chosen from the few training examples the user has available (“User Privacy”). In contrast to Table 1, this experiment includes no task description in the prompt to focus on the effect of task demonstrations. We report results for \(K \in \{0, 3, 5\}\) on the Reddit and Sent140 benchmarks in Figure 4. In summary, (1) \(K > 0\) user-level task demonstrations provides improvements over the zero-shot baseline across model sizes, barring GPT-6.7B on Reddit. (2) Few-shot learning enables small FMs to match the performance of FMs with orders of magnitude more parameters — for example, on Sent140, comparing GPT-125M k-shot performance to GPT-6.7B 0-shot, and GPT-6.7B k-shot to GPT-175B 0-shot. (3) We find personal user level prompts provide larger gains across model sizes compared to the non-user level.

Users with enough \(\geq k\) private examples. Inference-only strategies tend to require large models and well-designed prompts — while effective for users with very few demonstrations, a framework with clean incentives should benefit users with relatively more data. In our setting, a subset of users have on the order of a few dozen to few hundred examples. As a proof of concept, using \(K = 16\) randomly chosen examples per class and tuning adapter networks on the order of 100k-1M parameters [29], we observe improvements over zero-shot performance to 41.3% \(\pm\) 6.2% on F-EMNIST (19% gain) and 71.3% \(\pm\) 0.3% on 20News (8% gain), which are both challenging zero-shot. Notably for 20News this quality is achieved using an order 100M parameter low-inductive bias language model instead of the bias bi-encoder model. Experimental details are in Appendix 7.

Users with \(k = 0\) private examples. Several personal tasks (e.g., spam classification, message generation) are of interest to many users. We suggest that a public prompt repository, or library of public k-shot examples, can be shipped down to users along with the FM. Accordingly, we evaluate “Public” third baseline beyond “No User Privacy” and

---

6Excitingly, relevant resources are already in development, originally proposed for alternate purposes [5].
Table 2: Cost comparison. Assumes 100 communication rounds, 32 batch size, 1000 steps, & 512 sequence length for FL; 1024 max sequence length for the 10B model. Assumes full precision.

| Resource     | FOCUS (10B model) | FEDERATED LEARNING (100M model) | Modern Phone [23] |
|--------------|-------------------|---------------------------------|-------------------|
| Communication| 40 GB, 1.5 hours download | 40 GB, 13 hours upload & download, barring latency | 61 Mbps download & 8 Mbps upload [2] |
| Training     | None              | 1e16 FLOPs                      | 16 TFLOPs, 4 GB RAM |
| Inference    | 2e13 FLOPs        | 1e11 FLOPs                      | 16 TFLOPs, 4 GB RAM |
| Storage      | 40 GB on disk     | 400 MB on disk                  | 1 TB disk         |

Analysis: FOCUS flexibly personalizes depending on the amount of user data. There are clear improvements from the “Public” to “No User Privacy” to “User Privacy” baseline, which is intuitive from a distribution shift perspective. Though it is exciting that FMs are sensitive to even these small peculiarities across users — it suggests that while these FMs may learn the core reasoning patterns during pretraining, they can actually incorporate personal information as well. We include an extended analysis of why user-level examples may help in Appendix 8. However, as shown in violin plots in Figure 7 FMs are not always robust zero-shot across all classes and users. The other exciting property of this paradigm is that just a few task demonstrations (either privately-owned or hosted in a public-store) enable using orders-of-magnitude more parameter-efficient models.

4.4 To what degree does FOCUS enable personalization to the user’s task distribution?

FOCUS is competitive in settings classically tackled with FL. Next, we suggest FOCUS enables personal tasks that are altogether incompatible with FL. For instance, Arora et al. [4], recently proposes the novel problem setting of open-domain multi-hop reasoning over data spanning multiple privacy scopes and identifies the need for an alternate privacy model beyond that provided by private FL. Further, we argue that unlike FL, FOCUS supports (1) idiosyncratic label schema — consider client i who performs our coarse synthetic vs. client j who performs fine, and (2) idiosyncratic reasoning patterns. For the latter, the reasoning patterns required by our evaluation benchmarks are relatively standard (e.g., “perform classification”): thus they are likely well-represented in the FM pretraining data and also easier to incentivize several users to participate in for FL. Consider a user who requires the idiosyncratic task: e.g., “Did I spend more time watching videos or working last month?” It is not obvious whether users want to expose participation in such tasks nor how many users seek such tasks. Figure 4 gives a toy demo of idiosyncratic tasks over a private email.

5 Systems Feasibility

Next, we examine the feasibility of each paradigm on modern hardware, focusing conservatively on personal phones. Though, we note that users have access to GPUs through a wide range of devices such as phones, personal computers, autonomous vehicles, and at-home servers. Enterprise users are even more well-resourced. For exposition, we take an order 100M parameter model for FL and 10B parameter model for FOCUS, based on the trends in Section 4.1.

The costs are summarized in Table 2 along the following dimensions: Communication FOCUS requires locally downloading and FL requires communicating the model repeatedly between users and the central server. Training requires \((2 \times 3 \times \text{model parameters} \times \text{steps} \times \text{batch size} \times \text{input length})\) FLOPs, and communication between clients and the central server, a function of network download/upload speeds and model size. FMs in FOCUS are frozen. Inference takes \((2 \times \text{model parameters} \times \text{input length})\) FLOPs, assuming key and value vectors for the attention computations are cached.

The RAM on modern phones is a key challenge along the above axes. Future-looking, we are optimistic, noting: (1) readily available support for offloaded training and inference [61, 59], (2) clear trends towards more RAM and effective small FMs [1, 69], and (3) some users own other capable devices beyond phones. As we freeze and perform inference with FMs, we can use quantization (i.e., 8 or even 4-bit precision) and pruning, to improve efficiency [26]. It is difficult to apply such techniques during training [10]. An exciting direction is, instead of requiring users to host FMs, developing methods for users to perform verifiably private inference with remote models [70].
**Task multiplicative factor** Critically, FL incurs these costs per personal task the client requires. A promise of FMs is their adaptability, enabling the use a single FM (order 100M-100B parameters) for multiple tasks versus a unique model per personal task in FL. Our work shows there is work to be done to achieve this promise, though we see the development of more versatile FMs over time [77, 69, 37]. For small FL models (100K parameters), the multiplicative factor is insignificant, yet model quality improves using more parameters, or training for longer over more data [32]. Accordingly, recent work in federated learning increasingly considers models on the order 20M-200M parameters [57, 62, 42, 28] and the economics are competitive in this regime.

**Incentives** Ultimately, users will have their own utility functions that take their privacy sensitivity, quality requirements, and systems constraints as inputs, determining the solution they adopt [19]. For example, for users who want or need perfect or close-to-perfect secrecy (i.e., in government or medical settings where data cannot be shared publicly), even a weak FM may be better than a high-performing FL method. Further, if the FM baseline is competitive even for a subset of the $N$ clients, the subset is disincentivized from participating. Not only do these clients avoid privacy leakage and communication costs of FL, but the fact that the zero-shot abilities succeed for these and not the other clients indicates there may be a distribution mismatch between the subsets of clients that make different decisions.

## 6 Conclusion

Amidst a recent focus on statistical notions of privacy, FOCUS suggests that perfect secrecy might be possible for a range of personal tasks. This is only a proof-of-concept and there are several future challenges such as the fragility of prompting, out-of-domain degradation, and slow runtime of performing inference using large models. Critically, there are numerous risks to using FMs. FMs hallucinate knowledge when uncertain, are predominantly available for resource-rich languages, and are expensive to pretrain. We release our implementation to help facilitate further study.
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Privacy Benchmark | Train Examples per User | Total Test Set Size
--- | --- | ---
Reddit (Non-IID) | 34.1 | 25.5k
MRQA (Non-IID) | 501.5 | 3.0k
Sent140 (Non-IID) | 2.4 | 286.6k
20News (IID) | 113.1 | 7.5k
CelebA (IID) | 21.4 | 11.1k
CIFAR-10 (IID) | Varied | 10.0k
F-EMNIST (IID) | 226.8 | 81.7k

Table 3: We show statistics for each benchmark and whether each has IID or Non-IID data per user.

7 Appendix: Experimental Details

7.1 Benchmark Protocols

We release our code for reproducability and future work, including task and class descriptions we use, prompt formats, and task scoring functions. The benchmarks were originally proposed in Caldas et al. [11], Lin et al. [42] and are openly-accessible. Benchmark size-statistics are shown in Table 3 and here we provide details of any dataset sampling or prompting choice.

CelebA This is an image classification benchmark and we evaluate using the CLIP-ViT32B model using the full test dataset. We encode the binary class descriptions and match the image embeddings to the closest class embedding.

task_description = NA
class_descriptions = ["frowning", "smiling"]

CIFAR-10 This is an image classification benchmark and we evaluate using the CLIP-ViT32B model using the full test dataset. We encode the class descriptions and match the image embeddings to the closest class embedding.

task_description = NA
class_descriptions = ["airplane", "automobile", "bird", "cat", "deer", "dog", "frog", "horse", "ship", "truck"]

F-EMNIST This is an image classification benchmark and we evaluate using the CLIP-ViT32B model using the full test dataset. We encode the class descriptions and match the image embeddings to the closest class embedding. Note that the CLIP models are not case-sensitive.

task_description = NA
class_descriptions = ["The picture is of the uppercase letter <<c>>", "The picture is of the lowercase letter <<c>>", "The picture is of the digit <<c>>"] where the classname c gets inserted as <<c>>

Sent140 This is a text classification benchmark and we evaluate using the GPT, T0, and bi-encoder model variants, using a constant random subsample of 2.5% of clients (7.2k examples), due to cost restrictions. We include clients with $\geq 0$ labeled training examples. For the autoregressive models, we map the output to a class using the first generated token (scoring code is released). For the bi-encoder model, we encode class descriptions “positive” and “negative” and match the input embeddings to the closest class embedding. The fixed public prompt used in Figure 4 is shown below:

task_description = "Is this text positive or negative? Text: "
class_descriptions = ["positive", "negative"]

20News This is a text classification benchmark and we evaluate using the GPT, T0, and bi-encoder model variants, using the full test dataset. For the autoregressive models, we map the output to a class using the first generated token (scoring code is released). For the bi-encoder model, we directly encode class descriptions as follows and match the input embeddings to the closest class embedding.

https://github.com/FedML-AI/FedNLP
https://github.com/TalwalkarLab/leaf
**Synthetic 20News** This is a text classification synthetic dataset constructed by subsampling 1k points from the 20News dataset that have one of the desired labels. We evaluate using GPT-6.7B and GPT-175B. We specifically create two synthetics, termed “Coarse” and “Fine”. The Coarse details are as follows:

```python
task_description = "Is the topic politics, baseball, medical, or automobiles?"
class_descriptions = ["politics", "baseball", "medical", "automobiles"]
```

The Fine details are as follows:

```python
task_description = "Is the topic politics, religion, politics guns, or politics middle east?"
class_descriptions = ["politics", "religion", "politics guns", "politics middle east"]
```

**MRQA** This is a reading comprehension benchmark and we evaluate using GPT model, using the full test dataset. Given an input question and context, we prompt the model as follows:

```python
task_description = "What is the answer span to the following question?"
```

```python
Question: When was Barack Obama born?  
Answer: 1983
```

```python
class_descriptions = NA
```

**Reddit** This is a language modeling benchmark and we evaluate using the Grover and GPT variants, using the full test dataset. However, for GPT-6.7B and GPT-175B we subsample 5% of the clients.

```python
task_description = NA
class_descriptions = NA
```

### 7.2 Experimental Details

**Inference-only strategies** For the results in Table 1 and Figure 2 we use the models zero-shot. For autoregressive models, we simply prompt the model with the exact task descriptions specified above. For similarity search, we use the exact class descriptions specified above. For all results in Figure 4 we use no task description to focus on the effect of task demonstrations. Note that to hold the number of task demonstrations per user constant across baselines, the “No User Privacy” baseline randomly selects the minimum of \{number of user’s training examples, \( k \)\} for \( k \in \{3, 5\} \) — for example on Sent140, the average number of task demonstrations per user is 2.4, and the number of in-context examples available for the “User Privacy” baseline is the user’s training data size.

**Lightweight fine-tuning** For these experiments, we randomly selected 16 examples per class, from the aggregate training data of all users, for training.

For the vision tasks, we use the CLIP-ViT32B base FM and the adapter network is a 2-layer MLP with ReLU and batch normalization. This results in 130K trainable parameters. We use the following hyperparameters and report results over
three random seeds: 64 hidden dimension, 50 max epochs, 32 batch size, 1e-3 learning rate, 0.5 weight decay, and 0.9 momentum. These parameters performed best of hidden dimensions $\in \{64, 128\}$, weight decay $\in \{0.5, 0.9\}$, and learning rate $\in \{1e-3, 1e-4\}$.

For the language tasks, we use PERFECT, a recent adaptation method from Mahabadi et al. [48] which inserts an adapter layer after the feed-forward block of each transformer layer of a RoBERTa-Large model, an early FM consisting of 355M parameters. This results in 3.3M trainable parameters. We train using the default hyperparameters and report results over three random seeds.

7.3 Additional Discussion of Baselines

Given the heterogeneity of FL evaluations [27], we aim to compare vanilla baselines for both paradigms in this first investigation. For baselines within the FOCUS and FL frameworks, we consider advanced neural architectures with standard training and inference methods. For FOCUS, this involves off-the-shelf, publicly accessible models with manual prompting, without any tuning. For FL, we include numbers that use the most advanced architecture reported for the benchmark in prior work (to the best of our knowledge), using standard FedAvg for training and none of the following factors which significantly degrade quality.

- **Differential privacy** Differential privacy (DP) seeks to provide a guarantee that we cannot reconstruct or memorize the sensitive examples appearing in our training data. The basic approach to achieve this involves adding noise to the data during preprocessing, gradients during training, or elsewhere in the ML pipeline, where the amount of noise depends on the desired privacy parameters. DP faces a tradeoff between stronger privacy protection (achieved by adding more noise) and better convergence performance [71]. Our FL baselines applied no DP.

- **Adversarial users** Adversaries can execute a data poisoning attack (i.e. poison the labels of the contributed data), send random updates to the central server, and/or execute a model replacement attack (i.e. manipulate the shared model to enforce that it performs a desired subtask, while maintaining performance on the original FL task) [6, 74]. As the fraction of adversaries increases, the quality of the FL model tends to degrade [39].

- **Adversarial central server** Because the central server is a single point of failure and attacks upon the central server significantly compromise privacy, decentralized federated learning has emerged as an alternative line of work. However, this again degrades quality [68].

- **Communication efficiency** Popular methods to reduce the communication cost of FL such as compressing the gradients passed between client and server tend to degrade quality [62].

- **Non-IID Data** Note that some of our benchmarks are already non-IID. Under SGD, we require an unbiased estimate of the full gradient. This relies on computing the stochastic gradients over IID samples. User data is likely non-IID, which can degrade the quality and increase the convergence time of the FL model trained with FedAvg [80]. However, recent architectures appear more robust to heterogeneous data under FL [57].

Similarly, for the FM baselines, we try the simplest possible adaptation techniques in the space and report numbers across a range of models and model sizes. Future work could strengthen the FOCUS baselines using advanced prompting strategies. For example, we use unconstrained answer spaces, whereas classification tasks are compatible with constrained spaces (i.e. rather than having the autoregressive model generate any token in the vocabulary, restrict to tokens that correspond to valid classes such as “positive” and “negative” for sentiment classification). Other example strategies include using continuous prompts, learned task templates, and calibration to reduce model bias towards certain answers [46, 79, 37].

7.4 Examples of each few-sample adaptation technique

Using a topic classification task as an example, the following demonstrate examples of (1) prompting with task descriptions or labeled examples, (2) zero-shot classification via nearest neighbors similarity search, and (3) FM tuning.

An example of prompting with zero-to-few task demonstrations follows. The above prompt includes the task description and the below prompt includes task demonstrations.

```java
// With Task Instructions (Zero Shot)
prompt = "Is the text about medicine, baseball, atheism, electronics, ..., or hockey? Text: I believe the Cubs have the best record ever in the MLB.
```

[https://github.com/facebookresearch/perfect](https://github.com/facebookresearch/perfect)
prediction = model.generate(prompt)
// With Task Demonstrations (Few Shot)
prompt = "Is the text about medicine, baseball, atheism, electronics, ..., or hockey?

Input: They detect the oscillator operating in the detector.
Label: electronics

Input: I believe the Cubs have the best record ever in the MLB.
Label: 

prediction = model.generate(prompt)

>> print(prediction)
>> "baseball"

An example of similarity search for zero-shot classification follows.

e.example = "I believe the Cubs have the best record ever in the MLB."

class_descriptions = ["baseball", "hockey", "politics in the middle east", "electronics", "medicine", "automobiles", "atheism", "cryptography"]

embedded_input = model.encode_query(example)
embedded_descriptions = model.encode_keys(class_descriptions)

// predict label with highest embedding similarity score to the example
prediction = max_similarity_class(encoded_input, encoded_descriptions)

>> print(prediction)
>> "baseball"

The setup for lightweight tuning follows. Note that the adapter approach may be replaced by other lightweight tuning options such as in Li and Liang [38], Hu et al. [39].

// train a model on (x, y) pairs with stochastic gradient descent
training_data = [
  ("Does the Proventil inhaler fall into the steroid category?", "medicine"),
  ("It is called phimosis, usually it is due to an inflammation", "medicine"),
  ("Please give me the address for Texas Ranger ticket orders.", "baseball"),
  ("I need the 84 boxscores of an NHL team for personal research", "hockey"),
  ("Giants Win the Pennant!! Giants Win the Pennant !!", "baseball"),
  ("Where can I get a New York taxi?", "automobile"),
  ...
]

model.freeze_parameters() // freeze non-adapter parameters
model.train(training_data)

example = "I believe the Cubs have the best record ever in the MLB."
prediction = model.predict(example)

>> print(prediction)
>> "baseball"
8 Appendix: Additional Results and Analysis

User vs. Non-User Level Task Demonstrations  In Section 4.1, we observe that the “User Privacy” prompts provide larger performance gains compared to the “No User Privacy” prompts. We hypothesize that (1) label distributions user level task demonstrations help because user labels are generally from a subset of classes of the overall task, and (2) input distributions user level task demonstrations help due to linguistic or topical similarity between user demonstrations.

Towards the former, on a per-user basis, as the entropy of the training data labels decreases, the accuracy tends to increase, as in Figure 5. The entropy is computed for users with at least 4 training examples and each point represents at least 200 examples. As the entropy of the user-level train set increases, the improvement of the “User Privacy” baseline over the “No User Privacy” baseline tends to decrease, suggesting this is an important reason for the difference, though there is still some gap between the baselines for high entropy points. Towards the latter, qualitatively certain users clearly write with specific artifacts or about certain topics, though overall the examples are quite noisy. Three users for whom this occurs are in Table 4.

Idiosyncratic tasks  Figure 6 is a toy demo that involves taking a private email from the dataset in Arora et al. [4] and performing idiosyncratic tasks over the email. Aligning incentives and executing FL for every personal task may be challenging, and FOCUS may provide an alternate path forward. However, as shown in the Figure and benchmark experiments, zero-shot performance does not always suffice out-of-the-box using simple task descriptions.

Violin Plots  Figures 7 and 4 provide violin plots with respect to zero-shot performance across tasks. These plots demonstrate that on tasks where user data are non-IID, the model performs unevenly in zero-shot use across different groups. Further, on the fine-grained classification tasks, performance is uneven across classes. For example, on F-EMNIST, the model often either always selects the uppercase or lowercase version of a letter, resulting in close to 100% accuracy on the selected case and 0% on the unselected case. On 20News, accuracy by class is above 50% for every class except for “politics”, where the accuracy is 12.9% and “religion”, where the accuracy is 9.6%. We suggest this is because “politics guns” and “politics in the middle east” related to politics, and “Christianity” and “atheism” related to religion are other classes in the 20News task — using the inference-only strategies based on natural language descriptions of these classes, it is difficult to express the distinction between these similar classes. We require additional
| User | Task Demonstrations |
|------|---------------------|
| User 1 (Sent140, Syntax) | *Example 1* @MYIDOLTOWN Oh my gosh!!!!!!!!!!!!!!! I’m speechless where did you see/hear about this story?  
*Example 2* Just updated my MySpace profile am about to send Sweet Danny a comment on his MySpace page going to sleep shortly zzzzzzz!!!!!

*Example 3* Had fun happy day going to sleep for Church; Sunday School in the morning

*Example 4* Am doing washând as always!listening to Danny!!!!!!!!!!!!!!!!!

*Example 5* @dannygokey Happy to hear you’re working on Sophia’s Heart I’ll always support you; Sophia’s Heart!!!!!!!!!!!!!! |

**Test Input** @Cupcake1012 I <3 the Gokey Gang; Danny always; forever Danny has the best fans ever!!!!!!!!!!!!!!!!!!!!!!!!!!!! |

| User 2 (Sent140, Artifacts) | *Example 1* ... A kidney stone. Really?? Ugh [http://tinyurl.com/qsw9vq](http://tinyurl.com/qsw9vq)  
*Example 2* Ahhh everything hurts... warming up my bed buddy and going back to sleep. [http://tinyurl.com/ol4ugp](http://tinyurl.com/ol4ugp)  

*Example 3* Feelin so sick its dumb. [http://tinyurl.com/o6glq2](http://tinyurl.com/o6glq2)  
*Example 4* I got so much done today!! Got my car fixed, went to the bank. Now im at work to make monies [http://tinyurl.com/of2ane](http://tinyurl.com/of2ane)  

*Example 5* name the movie... “i wanna be like yooo-oo-ooo...”; [http://tinyurl.com/pqbyst](http://tinyurl.com/pqbyst) |

**Test Input** i wish i was a snail [http://tinyurl.com/pgysd5](http://tinyurl.com/pgysd5) |

| User 3 (Reddit, “Justice” topic) | *Example 1* dion lewis stiff arm plesse my favorite professor in law school actually argued at scotus  
*Example 2* scotus for the petitioner in mccleskey i hope for his  

*Example 3* his sake (and for the sake of justice) that  
*Example 4* that they revisit it at some point |

**Test Input** ... am a personal injury attorney <PAD>

Table 4: Examples reflecting consistent linguistic patterns, artifacts, and topics across a user’s examples.

investigation into the zero-shot robustness of FMs, and effective ways of describing classes that avoid class embeddings that point in the same or similar directions in embedding space.
Idiosyncratic Personal Tasks

Email: --Original Message -- From: Steffes, James D. 
Sent: Monday, July 30, 2001 7:36 AM To: Demehl, 
Ginger Cc: Shapiro, Richard Subject: FW: EES-USA 
Ginger – Please forward to Rick's Government Affairs 
team in the USA. By the way, this is better if printed 
on legal paper. Thanks, Jim --Original Message -- 
From: Leff, Dan Sent: Friday, July 27, 2001 10:34 AM 
To: Lavorato, John; Belden, Tim; Presto, Kevin M.; 
Richter, Jeff; Aucoin, Berney C. Perry, Todd; Steffes, 
James D.; Beck, Sally; Colwell, Wes; Apollo, Beth; 
Haedicke, Mark E.; Bradford, William S.; Herndon, 
Rogers; Black, Don Cc: Dietrich, Janet Subject: EES- 
USA Attached is a diagram, which functionally lays out 
EES - USA as a follow up to our offsite of July 18. 
Please review and let Janet, Dave or me know if you 
would like to discuss Thank you again for your 
participation in the meeting. We are making progress! 
Thanks – Dan

Answer: 

User task description: What tasks are assigned to me in this email?
GPT3: The tasks assigned to the recipient of this email are to review the attached

User task description: What is the timeline in this email?
GPT3: The timeline in this email is from July 27, 2001 to July 30

User task description: Clean the email
GPT3: Hi Ginger, Please find the attached file from Jim Steffes regarding the EES-USA. He suggests that it would be better if printed on legal paper. Thanks, Dan

User task description: What is EES-USA?
GPT3: EES-USA is a subsidiary of EES International, a leading provider of energy efficiency and sustainability solutions. EES-USA provides a range of services including energy efficiency consulting, project management, and financing for commercial, industrial, and residential customers in the United States ...

Figure 6: A toy demo of a user executing idiosyncratic personal tasks over a private email, using a natural language interface and FM inference.
Figure 7: Violin plots by user id. We note that the Sent140, MRQA, CelebA, and Reddit contain Non-IID data splits across users and F-EMNIST and 20News use IID mappings of data to clients. Non-IID plots appear more multi-modal.