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Abstract—Identification of individuals based on behavior or biology is known as biometrics. A recent and widely used development in the field of biometrics is iris recognition for identification. The average iris recognition algorithm requires taking an image of the iris, then testing and segmenting the image. This is commonly achieved through both statistical and classical techniques. Every method has strengths and weaknesses. In this proposal, we present a novel iris recognition approach. The objective of our study is to create a technique for accessing computers and computer networks. Due to widespread use of computers in many forms (desktop, handheld, etc.) our technique offers valuable security for information. This wavelet-based algorithm will be capable of enhancing the scanned image, reducing noise, and extracting important elements of the picture to check against data within a database. Additionally, our method may be generalized to a variety of applications including surveillance, e-commerce, ATM transactions, and others.

Index Terms—DCNN, biometrics, multi-resolution transform, wavelet, image fusion.

I. INTRODUCTION

In recent years, with the continued proliferation of biometric signatures used for security and authentication, the necessity for robust and accurate techniques has risen as well. Contemporary applications of biometric security such as fingerprints, veins, and iris scanning allow for a unique signature for everyone that cannot be stolen or phished for like traditional passwords. Traditional methods of iris recognition involve capturing an image of the iris upon an authentication attempt and segmenting the iris into regions, which are then compared to a database reference, usually through statistical techniques [1]-[4]. The cornea, ridges, and veins and other textures on the iris itself are specific to the individual and as such valid to be used as a unique biometric authenticator [5]. However, one of the most significant issues with biometric security, and particularly iris recognition, is false results, especially due to variations in the actual capturing of the iris image. Due to variations in the scanning itself, the probability that an iris captured during authentication will exactly match its database reference is near zero, simply due to the discrepancies such as the presence of noise, different angles, etc. In this paper, we investigate a method of biometric security which utilizes multi-resolution transformation image fusion techniques such as wavelets [6]-[8], which are especially adept at extracting key features of images and combining them into a single image, along with machine learning techniques, namely the heterogeneous fusion of deep convolutional neural networks [9], to create a single, unique feature vector signature based on multiple images, rather than a single reference image alone being used as a database reference.

Multiple iris images are first decomposed into their multi-resolution coefficients using various techniques such as wavelets, contourlets, and curvelets, the latter of which are particularly proficient in capturing the smooth curves and contours that are found in an iris. The decomposed coefficients are then denoised to enhance the actual features of the iris and then fused using image fusion techniques [10]-[12] to create a single set of coefficients. The denoised coefficients are then reconstructed, with one reconstructed image for each type of transformation. The reconstructed images are then used as input for pre-trained deep convolutional neural networks, however rather than being used for classification purposes, the unique features of the iris are extracted from the penultimate fully connected layer. This feature vector can then be stored in a database and used as a unique identification signature, rather than an image of an iris itself. When an iris is scanned for identification, the process is repeated without the image fusion techniques, resulting in a feature vector which can then be directly compared to the database reference within a tolerance of error.

The remainder of the paper is organized as follows: Section II outlines the conceptual and technical background for the multi-resolution transformations, statistical, and machine learning techniques utilized in this paper. Section III explains the methodology and processes used in this study. Section IV shows the experimental results of our methodology, along with the identification accuracy of our proposed method. Lastly, Section V discusses the significance of the results and describes future work in the area.

II. TECHNICAL BACKGROUND

A. Deep Convolutional Neural Networks

Alexnet is a convolutional neural network model originally designed by Alex Krizhevsky for the 2010 ImageNet Large Scale Visual Recognition Challenge [13]. The network was able to classify over 1.2 million images with top-5 and top-1 error rates that significantly outperformed previous models, at a rate of 17% and 37.5% [14]. The novelty of Alexnet came from the integration of GPUs for the computationally intensive training process, reducing the training time. Alexnet is comprised of eight layers total, five convolutional
and three fully connected layers, designed for CUDA architecture as a way of leveraging GPUs for the training process.

Alexnet opened a new avenue of investigation for neural networks in which the depth of the layers was studied. The University of Oxford’s Visual Geometry Group began developing two architectures, VGG16 and VGG19 in 2015. Like Alexnet, both models leverage ImageNet’s dataset for the actual training, and the main difference between the two networks is the number of hidden layers, 16 and 19 respectively. By adding more layers to the network, it allows to extract more features from input images, however adding more layers to an architecture also involves longer computational times, especially regarding training. Despite the increasing computational time that comes with high complexity, both VGG16 and VGG19 are generally able to provide higher classification accuracy than AlexNet.

DCNNs are generally comprised of a feedforward, stacked layer architecture in which data is input into the first layer and is fed forward through each of the layers, with the output of the final layer being the actual classification. After the convolutional and pooling layers which are responsible for the actual feature extraction, the Fully Connected (FC) Layers are the final layers of the network and are responsible for high-level reasoning and classification. The input of the FC layers are the outputs and weights of the previous layers that represent the extracted high-level features’ activation maps. The output of this is the probabilities of each of the categories by correlating the features to each of the classes, stored as a vector. The FC7 layer is the penultimate layer of the network, containing the extracted features and weights of all the classes. The weights contain the actual high-level correlations that are used for classification, making these layers useful for feature extraction.

B. Wavelet

A wavelet is defined as a finite oscillation, like a wave, that has an average value of zero. Moreover, a wavelet starts with an amplitude of zero then the amplitude will oscillate a finite number of times before ending with a final amplitude of zero. For a function such as \( \Psi(x) \), to be considered a wavelet, the following two conditions equations 1 and 2 must hold:

\[
\int_{-\infty}^{\infty} \Psi(x) \, dx = 0
\]

\[
\int_{-\infty}^{\infty} \frac{\Psi(a \omega)}{\Omega} \, d\omega = C_{\Psi} < \infty
\]

where \( \Psi(\omega) \) is the Fourier transform of the selected wavelet function and \( C_{\Psi} \) is the admissible constant. Numerous wavelets have been constructed, most derived by Daubechies in ten lectures on wavelets [15]. Each can be categorized according to whether the wavelets are defined on a discrete grid vs. over continuous time or space, and whether they are real vs. complex valued. Two fundamental characteristics of wavelets are their rescale and translation. Given a mother wavelet \( \Psi(x) \), an entire family of wavelets \( \psi_{j,k}(x) \) is defined in equation 3:

\[
\psi_{j,k}(x) = \frac{1}{\sqrt{|j|}} \psi\left(\frac{x-k}{j}\right)
\]

where \( j \) is the scaling variable and \( k \) is the translation variable. The rescale and translational characteristics of the wavelet allows for detection of small, abrupt changes in signals. This makes it an ideal transform for point-wise edge detection. The continuous wavelet transforms (CWT), defined as the inner product of a function \( f(x) \in L_{2}(\mathbb{R}) \) and a wavelet \( \Psi(x) \), is expressed in equation 4:

\[
f \ast \Psi_{j,k} = \int f(x) \frac{1}{\sqrt{|j|}} \Psi\left(\frac{x-k}{j}\right) \, dx
\]

for image processing, the function \( f \) would represent an image that has the wavelet transform applied to it. However, images are not generally processed as continuous-space functions, but rather as sampled discrete space functions. As a result, the discrete wavelet transforms (DWT) is generally used to process sampled images. Like the CWT, the DWT of the function \( f \) which we will denote \( G_{\psi} \), is be expressed in equation 5:

\[
G_{\psi}(f, \psi) = \frac{1}{M} \sum_{j=1}^{M} f(x) \psi_{j,k}(x)
\]

where \( M \) is a scaling weight it is noted that there are some drawbacks as a result of moving from a continuous to discrete transformation. In the discrete domain, the wavelet transform loses directionality and shift-invariance. Hence, the wavelet can detect image edges, subsequently it does not see an entire contoured edge as one connected piece. The lack of shift-invariance refers to the discrete wavelet’s inability to transform shifted versions of the function \( f \) in the time domain as shifted versions of \( G_{\psi} \) in the wavelet domain.

These two shortcomings set in motion the creation of other multi-resolution transforms which attempt to outperform the DWT.

C. Fusion Methods

Pixel-level image fusion is a process whereby a single composite image is produced based on two reference images [16]. Specifically, by fusing multi resolution coefficients obtained from two different images, a newly fused image can be reconstructed. Many methods for multi-resolution image fusion have been advanced. Each are distinguished by different methods for merging approximation and detail coefficients. For example, in “max-min” fusion, the max criterion is used for the approximate coefficients and the min criterion is used for the detail coefficients. This is the primary notation used for all the fusion methods, except for those of the bandelet. Since the bandelet only has detail coefficients, only one fusion criterion can be used in that framework. In the following sections we will let \( F \) be the fused image, \( A \) be the first input image and \( B \) be the second input image, where \( f_{i,j} \) are elements of form matrices.

The max criterion takes the maximum absolute value of each entry between the two matrices seen in equation 6:

\[
f_{\Psi} = \begin{cases} 
  a_{\Psi} & \text{if } |a_{\Psi}| > |b_{\Psi}| \\
  b_{\Psi} & \text{otherwise}
\end{cases}
\]

Absolute values are essential in these decision statements.
considering pixel values cannot be negative, however, multi-resolution coefficients can.

The min criterion takes the minimum absolute value of each entry between the two matrices in equation 7:

\[
f_{ij} = \begin{cases} 
  a_{ij} & \text{if } |a_{ij}| \leq |b_{ij}| \\
  b_{ij} & \text{otherwise}
\end{cases}
\]  

(7)

The linear method requires a linear combination of the two matrices with each coefficient summing to one. If the constant parameter \( c \) is selected on the interval \((0,1)\) then the resulting coefficient matrix will have values as represented in equation 8:

\[
f_{ij} = c a_{ij} + (1-c) b_{ij}
\]  

(8)

The mean method is a special case of the linear method where \( c = 0.5 \). It will take the mean between the two entries at each position in the matrix as shown in equation 9:

\[
f_{ij} = \frac{a_{ij} + b_{ij}}{2}
\]  

(9)

Principal Component Analysis (PCA) is a method that can be used to reduce the dimensions of matrices while keeping most of the information. The correlated values in the larger matrix are reduced into uncorrelated variables known as principal components. For image fusion, PCA can be used to pick out the most important features of an image and then fuse them. PCA was deemed as the most effective fusion method, being that it provides the most important features of an image. While the other methods are still viable, PCA fits the study at hand best. By implementing this method of fusion, the images produced consist of most important features, providing a more accurate database for the DCNNs to utilize. Consequently, this will decrease overall error produced.

D. Contourlet Transform

The contourlet transformation was originally proposed by Minh N. Do and Martin Vetterli in 2002 in response to the directional and anisotropic constraints of the wavelet and curvelet [17]. Contourlets are an improvement on the wavelet transformation as wavelets are applicable for following one-dimensional smooth signals [18]. The contourlet includes basis elements that cover more directions than the standard wavelet of just horizontal, vertical, and diagonal. The contourlet can effectively represent images by combining five desirable properties: anisotropy, directionality, multi-resolution, locality, and the ability to process sampled data. A major advantage of the contourlet transform compared to the curvelet transform is that the contourlet transform was specifically developed for the discrete domain. The contourlet transform provides a sparse representation for two-dimensional piecewise smooth signals that represent images. Fig. 1 shows the comparison between wavelet and a contourlet.

The basic two-dimensional wavelet transform provides multi-resolution and localization features but lacks the ability to efficiently model local edge direction and curvature. The multi-resolution transforms such as contourlet and curvelet provide a solution for this disadvantage. The contourlet is composed of two processing stages: a Laplacian pyramid (LP) and a Directional Filter Bank (DFB). In order to extract contourlet decomposition, the image has two transformations applied to it. The Laplacian Pyramid and the Directional Filter Bank produce the orientation edge components of a region within an image.

E. Laplacian Pyramid

The LP transform resembles a Fourier transformation, however while the Fourier transform is a function of real variables the LP is a function of complex variables. At each level the LP transform decomposes the image into a lowpass down sampled version of the original with the difference between the original and the prediction resulting in a bandpass image. In each level of a LP decomposition, only one bandpass image is generated [19]. Fig. 2 shows a standard LP operation on an image.

F. Directional Filter Bank

In order to generate the smooth contours of an image, a filter bank must be applied. A multiscale decomposition into octave bands using the LP is computed, followed by a DFB being applied to each bandpass channel as shown in Fig. 3. The contourlet transformation is a multiscale decomposition
that removes low-frequency due to the non-separable combination of the LP and DFB. The combination can also be a pyramidal directional filter bank (PDFB). The DFB identifies the directional information of the contours of an image, the results can be reconstructed into the image. The contourlet transform makes use of a discrete domain and constructs a multiresolution, local, and directional expansion of the image by utilizing contour segments.

The PDFB decomposition has the conservation function for an image x of:

$$\|x\|^2 = \sum_{j=1}^{J} \|d_j\|^2 + \|a_j\|^2$$  
(10)

where $d_j$ are the directional coefficients and $a_j$ is the low-pass image for bandpass images $j = 1, 2, ..., J$.

G. Performance Metrics

A multitude of metrics are available in order to test the performance of the fused image when compared to the originals. These methods include image structural similarity based, information theory based, image feature based, and human perception based [20]-[22]. Due to the uncertainty of human perception-based metrics, only the first three types will be used. As an example, the normalized mutual information metric:

$$QMI = \frac{MI(A,F) + MI(B,F)}{H(A) + H(F) + H(B) + H(F)}$$  
(11)

would fall under the information theory-based category. For each metric, various methods of image fusion are used such as the mean, max, min, principal component analysis (PCA), and weighted average and data sets are collected from each.

The performance metrics being used are Cvejie, Piella, Normalized Mutual Information (MI), Tsallis entropy, Multiscale, and Spatial Frequency (SF). In order to test the integrity of the fused image to the original images, Spatial Frequency Ratio (SFr) and Structural Similarity Index Metric (SSIM) will also be used. The methods can be used for image quality assessment.

H. Curvelet

As an extension of the wavelet transformation, the curvelet is like methods such as the double density wavelet and the dual tree wavelet. The difference between these transformation methods and the curvelet however is that the curvelet takes advantage of the ridgelet transformation [24] rather than a wavelet transformation. Furthermore, the curvelet can detect smooth curved edges within an image. Ridgelets exploit functions like wavelet to better represent smooth edges but lack the significant local information. They do however provide scale and translation characteristics, as well as orientation characteristics which assists in smooth edge data.

As stated, before the ridgelet transformation is unable to be applied globally. This led to the plan of partitioning the given domain, followed by adding the ridgelet transformation to each section. This plan led to the curvelet transformation. This transformation works in the frequency domain and uses polar coordinates to split it into sections. Then, using a series of concentric circles, these sections are further split into wedges. The relationship between the number of wedges, $N_j$, associated with one of the concentric circles is:

$$N_j = 4 \times 2^j$$  
(12)

where $j$ corresponds to the number of concentric circles. See the Fig. 4 below for an example of how the frequency domain is tiled.

Through a bandpass filtering of multiscale ridglets is a curvelet, which can be defined as:

$$\psi_{a,b,\theta}(x) = a^{-3/2} \phi(M_j R_{\theta}(x-b))$$  
(13)

$$\phi(x) = \begin{bmatrix} 1/2 & 1/2 \\ 1/2 & 1/2 \end{bmatrix}$$  
(14)

The aspect ratio of each wedge is approximately the width equal to the length squared. The curvelet transform itself is a map from $L^2(\mathbb{R}^2)$ to $F$ where $F$ is the frequency domain and $L$ is the Laplacian operator. The transform itself has a similar structure to the wavelet transform and is expressed as

$$\psi_{a,b,\theta}f = \int_{\mathbb{R}^2} \psi_{a,b,\theta}(x)f(x)dx$$  
(15)

where $f$ is the function to decompose the data (generally an image) into components. Unfortunately, for image processing a discrete version of the transform is needed, while it is currently defined in a continuous domain. For the curvelet transform being applied to a sampled image, $f$, the frequency domain cannot be tiled using concentric circles, and concentric squares are used instead. By using concentric squares, the sizes of the corresponding wedges are slightly different allowing the orientations and rotations to no longer reflect the physical scene or natural representations. Hence, in place of rotation, shearing operators are used to remedy the discrete curvelet transform’s performance capabilities. The discrete curvelet transform is represented as: [25]-[27]

$$F_{\psi}(f,\psi) = \sum_n f(n)\psi_{a,b,\theta}(n)$$  
(16)

The curvelet transform above is representative of a
directional multi-resolution transform; however, it was not widely used the field of image processing, as it is more naturally suited to continuous-space signals, rather than sampled signals. To remedy this shortcoming the contourlet transform was developed.

I. Performance Metric

The removal of “irrelevant visuals” causes a loss of real and or quantitative image information. Due to the loss of information, a process of quantifying what information is loss is required. There are two criteria for such assessment: objective fidelity criteria and subjective fidelity criteria. If information loss can be expressed by a mathematical function between the input and output of a compression process, it is based on the objective fidelity criteria. An example is root-mean-square error (RMSE) between two images. When representing a given input image each pixel is representing by \( f(x,y) \) and a given output image is represented by \( f(x,y) \).

For any given value of \( x \) and \( y \), the error \( e(x,y) \) is between \( f(x,y) \) and \( f(x,y) \).

\[
e(x,y) = f(x,y) - f(x,y)
\]

The total error between two images is:

\[
\sum_{x=0}^{M-1} \sum_{y=0}^{N-1} [f(x,y) - f(x,y)]
\]

where \( M \times N \) represents the size of the given images. The RMSE, \( e_{rms} \), between \( f(x,y) \) and \( f(x,y) \) is then the square root of the squared error averaged over the \( M \times N \) array.

\[
e_{rms} = \sqrt{\frac{\sum_{x=0}^{M-1} \sum_{y=0}^{N-1} [f(x,y) - f(x,y)]^2}{MN}}
\]

The root-mean-square error (RMSE) is used as ground truth to objectively evaluate each metric. A low value means that the error in the image is low while a high value means there is more error in the image when compared to the original. Values are compared to the metric values being evaluated for each fusion method in order to evaluate the metric’s effectiveness for each method. The goal is to determine a correlation between the ground truth measure and the image fusion metrics in order to judge RMSE’s effectiveness [28].

Human visual perception is designed to assign high importance to structural information Image, structural similarity-based metric (SSIM) makes use of such findings. This metric quantifies the loss of this information as an approximation of the image blurring. A structure of this method given two images A and B is shown in equation 20 which can be expanded to equation 21.

\[
SSIM = \frac{2\mu_A\mu_B + C_1}{\mu_A^2 + \mu_B^2 + C_1} \frac{2\sigma_{AB} + C_2}{\sigma_A^2 + \sigma_B^2 + C_2} \frac{2\sigma_{AB} + C_3}{\sigma_A^2 + \sigma_B^2 + C_3}
\]

where \( \mu_A \) and \( \mu_B \) are the average values of images A and B respectively, \( \sigma^2_A \), \( \sigma^2_B \) and \( \sigma_{AB} \), the variance, and covariance respectively [29]. \( l(A,B), c(A,B) \) and \( s(A,B) \) in formula 20 are the luminance, contrast and correlation components. The parameters are used to adjust the weight given to any of the components and the constants are included to avoid the divide by zero problem. Using the SSIM definition, Piella and Heijmans defined three fusion metrics. Only two of the three are employed in this study, Piella’s metric and Cvejie’s metric.

III. METHODOLOGY

The preliminary step in our study involved the necessary step of collecting and developing a suitable database of irises as a means to verify the real-world application of our methodology. Iris recognition applications have clearly highlighted two challenges, i.e. usability and scalability. As such, we developed the CASIA Iris Image Database (CASIA-Iris), containing sets of iris images captured to account for any variations in angles and other factors that would be present in real world applications.

The CASIA Iris Image Database Version 1.0 (CASIA-IrisV1) includes 756 iris images from 108 eyes. For each eye, 7 images are captured in two sessions with our self-developed device CASIA close-up iris camera. In order to protect the IPR in the design of our iris camera (especially the NIR illumination scheme), the pupil regions of all iris images in CASIA-IrisV1 were automatically detected and replaced with a circular region of constant intensity to mask out the specular reflections from the NIR illuminators in order to see the effect of the synthetic data on untouched labels. Iris images of CASIA-Iris-Interval were captured with a self-developed close-up iris camera. The most compelling feature of our iris camera is that we have designed a circular NIR LED array, with suitable luminous flux for iris imaging. Because of this novel design, the iris camera can capture very clear iris images (Fig. 5).
encoding process and an authentication process. Encoding involves creating a unique individual signature feature vector using multiple iris images and registering it to a database, while the authentication process is essentially the same, without the fusion and with an added step for verification. Multiple iris samples are first captured from the same eye, for our purposes using an iris dataset containing three samples each from the same eye. Each image is then decomposed into its respective multi-resolution detail coefficients, which capture the directional coefficients and smooth contours and curves that are prevalent in irises. The coefficients are then thresholded and denoised in order to extract the key features of the iris and remove any outlier data that might affect the quality of the image, to ensure that only the significant features of the iris are used for verification.

Fig. 7. Authentication methodology.

The decomposed directional coefficients are then fused using various image fusion techniques, such as maximum, average, and PCA, creating a single set of coefficients from the three images. The fused coefficients are then reconstructed using their respective inverse transformations, creating a fused wavelet, contourlet, and curvelet image each capturing different key directional features from the iris. The images are then used as input for pre-trained AlexNet, VGG16, and VGG19 networks, but rather than being used for classification, the feature vectors containing the most significant details are extracted from the penultimate FC7 Layers. The FC7 layers are then fused using heterogeneous DCNN fusion to create a single feature vector, which is then stored and used as reference for authentication. The authentication process is similar, forgoing the image fusion step and instead including a verification process within a tolerance of error to compare it to the stored database reference. The multi-resolution decompositions are still utilized to denoise the iris image and capture significant directional information, still resulting in one reconstructed image for each transformation. The reconstructed images are then used as input in the neural networks and heterogeneously fused, creating an individual feature vector which can then be compared to the database reference.

| Algorithm 1 |
|-------------|
| 1. procedure ENCODERISE |
| 2. procedure MUTLITRE_DECODERISE |
| 3. detailCoefficients ← MULTIRES_DECODERISE(irisSample, wavelet, contourlet, curvelet) |
| 4. denoisedCoefficients ← COEFFICIENT_THRESHOLDING(detailCoefficients) |
| 5. reconstructediris ← INVERSE_TRANSFORM(fusedCoefficients) |
| 6. featureVectors ← FC7_EXTRACTION(reconstructediris, AlexNet, VGG16, VGG19) |
| 7. signatureVector ← FEATURE FUSION(featureVectors) |

| Algorithm 2 |
|-------------|
| 1. procedure SIGNATURE_VERIFICATION |
| 2. procedure MULTITRE_DECODERISE(irisSample) |
| 3. detailCoefficients ← MULTIRES_DECODERISE(irisSample, wavelet, contourlet, curvelet) |
| 4. denoisedCoefficients ← COEFFICIENT_THRESHOLDING(detailCoefficients) |
| 5. reconstructediris ← INVERSE_TRANSFORM(fusedCoefficients) |
| 6. procedure DCNN FUSION(reconstructediris, AlexNet) |
| 7. featureVectors ← FC7_EXTRACTION(reconstructediris, AlexNet, VGG16, VGG19) |
| 8. signatureVector ← FEATURE FUSION(featureVectors) |
| 9. procedure IRIS AUTHENTICATION(signatureVector, referenceVector) |
| 10. similarityScore ← RBF(signatureVector, featureVector) |
| 11. if similarityScore > threshold then |
| 12. return positiveAuthentication |

IV. RESULTS

Two different sets of irises were tested for our study as a means to study not just the effects multi-resolution transformations had on the integrity of an image but also to identify any factors that could cause the similarities between two different irises to appear to rise. Upon performing the multi-resolution transforms and reconstructing the fused images, the SSIM scores, exampled in Table 1, indicated that although the fused images do generally have high scores between each other, they can occasionally have low similarities between the same eyes, even more so than between different eyes.

| TABLE I: SAMPLE SSIM SCORES BETWEEN TWO IRISES |
|------------------|-----------|-----------|
| Contour1 Wavelet1 |
| Contour1 1.00 0.92 |
| Curvelet1 0.85 0.94 |
| Wavelet1 0.92 1.00 |
| Contour2 0.73 0.74 |
| Curvelet2 0.63 0.63 |
| Wavelet2 0.79 0.80 |

The SSIM scores indicated that while the images fused using multi-resolution transforms generally were structurally similar to matching eyes, there were also cases where differing eyes actually had higher SSIM scores after being transformed and fused. The same process was applied to both images sets, creating a train set of fused images and a test set that consists of a single training image which has been denoised using the three transforms but not fused, resulting in three images for both sets.

The images were used as input for the three neural networks, AlexNet, VGG16, and VGG19. Before classification, the feature vectors of the sets were extracted, resulting in three feature vectors for each set. The feature vectors extracted from the fused training images represent the reference signature, which would then be stored into a database for later authentication. The test set in this case, represents a single iris presented for authentication, still having the multi-resolution transforms done for the purpose of denoising and feature extraction. Interestingly, the SSIMs between the matching iris sets were generally lower than the SSIM of simply comparing the reconstructed, fused images, however the risk of false positives also appeared to be much lower, with the differing irises sets having much lower SSIM scores than the fused reconstructions alone.

| TABLE II: SSIM SCORES BETWEEN FC7 LAYERS |
|------------------|-----------|-----------|
| Fused1 Denoise1 |
| Contour1 1.00 0.74 |
| Curvelet1 0.85 0.52 |
| Wavelet1 0.92 0.37 |
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The results appear to show promise in using extracted feature vectors for the biometric authentication. While it is apparent that overall the SSIM scores between the matching pairs were lower, the difference between a denoised iris used for authentication and the fused, reference signature was only .37, indicating a much higher difference between the feature vectors than simply between the multi-resolution denoised irises.

V. CONCLUSION AND FUTURE WORK

Using extracted FC7 layers as a mean for signature verification shows promise, however it appears more work must be done in terms of fine-tuning the multi-resolution transformations and image fusion steps. The similarity scores between the extracted FC7 layers were found to be much lower than the fused irises, indicating that the neural networks were able to extract significant, latent features from the irises and weight them in such a way that eyes with different features possibly have much different scores. Although differing pairs of eyes had consistently lower similarities when comparing the feature vectors to the irises, more work needs to be done to improve the similarity scores between the signature vector and a single, matching eye like in cases of verification. Although the signature vectors for matching irises had consistently higher similarity scores, they were still low overall possibly indicating errors occurring as a result of the image processing step which would need to be further refined. Future work would involve implementing a full database system for signature vectors to be stored and then attempting to measure the execution time of our method in real-time authentication, processing a single iris and comparing it to a stored signature. Additionally, improving the similarity scores between the fused images and a single iris or determining a proper tolerance of error for authentication to limit the possible of false negatives would also be necessary.
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