\section{Introduction}

This paper will be concerned about verifying some isomorphism conjectures in $K$-theory for solvable groups. Recall that if $\mathcal{C}$ is a class of groups, then a group is virtually $\mathcal{C}$ if it has a $\mathcal{C}$-subgroup of finite index (equivalently it has a normal $\mathcal{C}$-subgroup of finite index). Let $\text{Wh}(G)$ denote the Whitehead group of the group $G$; that is $K_1(\mathbb{Z}G)/\pm G$ and if $R$ is any ring, let $\text{GL}_n(R)$ denote the group of $n$ by $n$ invertible matrices over $R$. Our first result is

\textbf{Theorem 1.1.} Let $G$ be a torsion-free virtually solvable subgroup of $\text{GL}_n(\mathbb{C})$. Then $\text{Wh}(G) = 0$.

Let us say that $G$ is a linear group means that $G$ is isomorphic to a subgroup of $\text{GL}_n(\mathbb{C})$. Then another way of stating Theorem 1.1 is that if $G$ is a torsion-free virtually solvable linear group, then $\text{Wh}(G) = 0$. Of course if $G$ is a torsion-free virtually solvable linear group, then so is $G \times \mathbb{Z}^n$ for all integers $n \geq 0$. Let $\tilde{K}_0(\mathbb{Z}G)$ denote the reduced projective class group, i.e. $K_0(\mathbb{Z}G)/\langle [\mathbb{Z}G] \rangle$. It now follows from Bass’s contracted functor argument \cite[chapter XII, §7]{Bass} that $\tilde{K}_0(\mathbb{Z}G) = 0$ and $K_i(\mathbb{Z}G) = 0$ for all negative integers $i$.

Our second result concerns the Fibered Isomorphism Conjecture (FIC) \cite{FIC}. A precise formulation of this conjecture is given at the beginning of appendix, Section 7. It is formulated there for any homotopy invariant spectrum valued functor $S$ defined on the category of topological spaces. However it is only plausibly true for certain functors; e.g. $P$, $K$ and $L^{-\infty}$. When FIC is mentioned in Sections 1–4, it always refers to this formulation where $S$ is the stable topological pseudo-isotopy functor $P$. For the purposes of this paper let us make the following definition (in this paper $\otimes$ will always mean $\otimes_{\mathbb{Z}}$).

\textbf{Definition.} Let $G$ be a group. Then $G$ is nearly crystallographic means that $G$ is finitely generated and there exists $A \triangleleft G$ such that $A$ is torsion-free abelian of finite rank (i.e. isomorphic to a subgroup of $\mathbb{Q}^n$ for some integer $n$), $C \leq G$ such that $C$ is virtually cyclic, $A \cap C = 1$ and $AC = G$ (so $G = A \rtimes C$), and the conjugation action of $C$ on $A$ makes $A \otimes \mathbb{Q}$ into an irreducible $\mathbb{Q}C$-module.
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It is easy to see that nearly crystallographic groups are rationally linear, i.e. isomorphic to subgroups of $GL_n(\mathbb{Q})$. From [11, theorem 2.1 and theorem A.8], we see that the FIC is true for subgroups of cocompact discrete subgroups of virtually connected Lie groups. Also [11, theorem 4.8], shows that the FIC is true for nearly crystallographic groups in the case $A = \mathbb{Z}^n$. On the other hand the FIC remains unproven for the case $G = \mathbb{Z}[\frac{1}{2}] \rtimes_\alpha \mathbb{Z}$, where $\alpha$ is multiplication by 2. We shall prove

**Theorem 1.2.** Suppose the FIC is true for all nearly crystallographic groups. Then the FIC is true for all virtually solvable groups.

In the course of the proof of Theorem 1.2, we establish the FIC for the group $(A \wr \mathbb{Z}) \wr F$ where $F$ is a finite group and $A$ is either an elementary abelian $p$-group for some prime $p$ or a torsion-free abelian group (without the assumption that the FIC is true for nearly crystallographic groups). This statement follows immediately from Lemma 4.1, Lemma 4.3 and Theorem 7.1.

In Section 5 we shall prove an analogue of the FIC for $L$-theory of elementary amenable groups and we shall apply this result in Section 6. Finally in the appendix, Section 7 at the end, we verify that the FIC remains true under direct limits. This result is crucial for Sections 4 and 5.

This work was carried out while we were at the Sonderforschungsbereich in Münster. We would like to thank Wolfgang Lück for organizing our visits to Münster, and the Sonderforschungsbereich for financial support. We also wish to thank the referee for pointing out an error in the preprint of this article (see Preprintreihe SFB 478, Heft 103 at the Universität Münster) where we asserted that the bottom horizontal arrow in diagram (7.1) is a monomorphism.

2. The FIC and related required results

In this section we will review some mostly known results related to the FIC.

**Notation.** If $p$ is a positive integer, then $\mathbb{Z}_p$ will indicate the cyclic group of order $p$. The direct sum of $n$ copies of the group $A$ will be indicated by $A^n$. If $G$ is a group acting faithfully on a set $X$, then $A \wr_X G$ will denote the wreath product with respect to this action (see [5, §2.6] or [8, §1.6]). With regard to the situation $X$ infinite, this will always mean the restricted wreath product, so the base group is $\bigoplus_{x \in X} A$ (as opposed to the Cartesian product). In the case $X = G$ and $G$ is acting regularly on $X$, we shall write $A \wr G$ in place of $A \wr_X G$.

**Lemma 2.1.** Let $H \vartriangleleft G$ be groups such that $G/H$ is finitely generated virtually torsion-free abelian, and let $p: G \rightarrow G/H$ denote the natural epimorphism. If $Wh(p^{-1}(S) \times \mathbb{Z}^n) = 0$ for all virtually cyclic subgroups $S$ of $G/H$ and for all non-negative integers $n$, then $Wh(G) = 0$.

**Proof.** This follows from [11] proposition 2.4. □

**Lemma 2.2.** Let $p: \Gamma \rightarrow G$ be an epimorphism of groups such that the FIC is true for $G$ and also for $p^{-1}(S)$ for all virtually cyclic subgroups $S$ of $G$. Then the FIC is also true for $\Gamma$.

**Proof.** [4] proposition 2.2. □
Lemma 2.3. Let $\Gamma$ be a group. If the FIC is true for $\Gamma$, then the FIC is true for every subgroup of $\Gamma$.

Proof. [1, theorem A.8]

Lemma 2.4. Let $F$ be a finitely generated free group, let $X$ be a finite set, and let $S$ denote the symmetric group on $X$. Then the FIC is true for $F \rtimes_X S$.

Proof. This is really [12, fact 3.1]; we sketch the argument. Since $F$ is finitely generated free, it is isomorphic to a subgroup of a cocompact lattice $G$ in $\text{Iso}(\mathbb{H}^2)$ (the group of isometries of hyperbolic 2-space) and then $F \rtimes_X S$ is isomorphic to a subgroup of $G \rtimes_X S$. By Lemma 2.3, it will be sufficient to show that $G \rtimes_X S$ satisfies the FIC. Let $n = |X|$. Then $G^n$ and hence also $G \rtimes_X S$ are cocompact lattices in $\text{Iso}(\mathbb{H}^2 \times \cdots \times \mathbb{H}^2)$ (where there are $n$ copies of $\mathbb{H}^2$ in the direct product). The result now follows from [11, proposition 2.3].

Two useful results in conjunction with Lemma 2.4 are the following.

Lemma 2.5. Let $A, B, G$ be groups, and let $X, Y$ be finite sets. Suppose $A$ acts on $X$ faithfully and $B$ acts on $Y$ faithfully. Then $(G \rtimes_X A) \rtimes_Y B \cong G \rtimes_Z C$ for some group $C$ and some finite set $Z$ with $C$ acting faithfully.

Proof. The isomorphism of [7, exercise 2.6.7] or [16, 1.6.4(ii)] tells us that $(G \rtimes_X A) \rtimes_Y B \cong G \rtimes_{X \times Y} (A \rtimes_Y B)$ for some suitable action of $A \rtimes_Y B$ on $X \times Y$. It is easily checked that this action is faithful, so the result follows with $Z = X \times Y$ and $C = A \rtimes_Y B$.

Lemma 2.6. Let $n$ be a positive integer, let $F$ be a group of order $n$, and let $H \triangleleft G$ be groups with $|G/H| = n$. Then $H \triangleleft G$ has a subgroup isomorphic to $H^n$ and $G/H$ has a subgroup isomorphic to $G$.

Proof. The first statement is obvious, while the second follows from either [7, theorem 2.6A] or [12, an algebraic lemma].

Finally we need

Lemma 2.7. Let $\Gamma$ be a virtually abelian group. Then $\Gamma$ satisfies the FIC.

Proof. By Theorem 7.1, we may assume that $\Gamma$ is finitely generated. The result now follows from [11, proposition 2.4].

3. Proof of Theorem 1.1

Proof of Theorem 1.1. Since Whitehead groups commute with direct limits, we may assume that $G$ is finitely generated (so in particular all further groups considered in this proof can be assumed to be countable). By a theorem of Malcev [14, 15.1.4] we know that there exists $H \triangleleft A \triangleleft G$ with $H \triangleleft G$ such that $H$ is nilpotent, $A/H$ is abelian, and $G/A$ is finite. Since $G$ is finitely generated, we may assume that $A/H$ is free abelian of finite rank. Let $C/H$ be a virtually cyclic subgroup of $G/H$, let $n$ be a non-negative integer, and set $D = C \times \mathbb{Z}^n$. By Lemma 2.1, it will suffice to show that $\text{Wh}(D) = 0$. Set $E = H \times \mathbb{Z}^n$. Then $E$ is a normal nilpotent subgroup of $D$ and $D/E$ is virtually cyclic. Since $D/E$ is virtually cyclic, it has a finite normal subgroup $F/E$ such that $D/F$ is either infinite cyclic or infinite dihedral. We now
apply Waldhausen’s results \cite{18} and we shall use some of his terminology. We shall also require the following well known result: see for example \cite{9}, lemmas 23b and 24b or \cite{18}, p. 247 and \cite{3}, theorem VIII.3.1.

**Lemma 3.1.** Let $G$ be a finitely generated torsion-free virtually nilpotent group. Then $\mathbb{Z}G$ is regular Noetherian.

Since a countable group is the ascending union of its finitely generated subgroups, we may apply \cite{18}, theorem 19.1(iii) to deduce that $\mathbb{Z}F$ is regular coherent. We want to show that $\text{Wh}(D) = 0$, and we have two cases to consider.

1. $D/F$ is infinite cyclic. Since a finitely generated virtually nilpotent group is virtually poly-$\mathbb{Z}$, we see from \cite{10}, theorem 3.2 that $\text{Wh}(F_0) = 0$ for all finitely generated subgroups $F_0$ of $F$, consequently $\text{Wh}(F) = 0$ because Whitehead groups commute with direct with direct limits. We can now apply \cite{18}, corollary 17.2.3 to deduce that $\text{Wh}(D) = 0$.

2. $D/F$ is infinite dihedral. Then there are subgroups $D_1/F, D_2/F$ of order two in $D/F$ such that $D \cong D_1 \ast_F D_2$. Also $D_0$ is virtually poly-$\mathbb{Z}$ for all finitely generated subgroups of $D_1$ and $D_2$. Therefore $\text{Wh}(D_0) = 0$ by \cite{10}, theorem 3.2 and hence $\text{Wh}(D_1) = \text{Wh}(D_2) = 0$, because Whitehead groups commute with direct limits. We now deduce from \cite{18}, corollary 17.1.3 that $\text{Wh}(D) = 0$.

It now follows from Lemma 2.1 that $\text{Wh}(G) = 0$, as required.

**Remark 3.2.** One could also consider linear groups over fields of nonzero characteristic; i.e. subgroups of $\text{GL}_n(k)$ for fields $k$ of nonzero characteristic. However since the groups we are considering in Theorem 1.1 are torsion-free, \cite{16}, 15.1.1 would tell us that such a group would have a normal diagonalizable subgroup of finite index, consequently such a group would be virtually abelian and so we would not be getting anything new.

4. **Proof of Theorem 1.2**

**Lemma 4.1.** Let $n$ be a non-negative integer, let $p$ be a prime, and let $F$ be a finite group. Then $(\mathbb{Z}_p^n \wr \mathbb{Z}) \wr F$ satisfies the FIC.

**Proof.** Fix an abelian group $A$ and a positive integer $i$. Let $G_i = A^{i+1} \ast_{A^i}$, the HNN extension with respect to the following two embeddings of $A^i$ in $A^{i+1}$:

$$(a_1, \ldots, a_i) \mapsto (a_1, \ldots, a_i, 0) \quad \text{and} \quad (a_1, \ldots, a_i) \mapsto (0, a_1, \ldots, a_i).$$

Then $A \wr \mathbb{Z} = \text{lim} G_i$ and hence

$$(A \wr \mathbb{Z}) \wr F = \text{lim}(G_i \wr F).$$

Consequently by Theorem 7.1, it suffices to show that each $G_i \wr F$ satisfies the FIC when $A = \mathbb{Z}_p^n$. Since $G_i$ is the fundamental group of a finite graph of groups with finite vertex groups, we see from \cite{4}, theorem IV.1.6 that $G_i$ has a normal finitely generated free subgroup $H$ of finite index. Using Lemma 2.4, we may embed $G_i$ in $H \wr G_i/H$, and then $G_i \wr F$ embeds in $(H \wr G_i/H) \wr F$. The result now follows from Lemmas 2.3, 2.4 and 2.5.

Using Lemma 4.1, we obtain the following result.
Corollary 4.2. Let $\Gamma$ be a group which is torsion abelian by virtually cyclic. Then $\Gamma$ satisfies the FIC.

Proof. By Theorem 7.1, we may assume that $\Gamma$ is finitely generated. By assumption there is a short exact sequence

$$1 \longrightarrow T \longrightarrow \Gamma \longrightarrow C \longrightarrow 1$$

where $T$ is a torsion abelian group and $C$ is virtually cyclic. If $C$ was finite, then so would $\Gamma$ and the result is obvious. Consequently we may assume that $C$ is infinite, and then there is a short exact sequence

$$1 \longrightarrow Z \longrightarrow C \longrightarrow F \longrightarrow 1$$

where $Z$ is infinite cyclic and $F$ is finite. The conjugation action of $\Gamma$ on $T$ makes $T$ into a finitely generated $\mathbb{Z}$-module. Since $T$ is a torsion abelian group, it must have finite exponent.

First we consider the case when $T$ has prime exponent $p$. Then $T$ is a finitely generated module over the principal ideal domain $\mathbb{Z}_p$ and hence is a direct sum of finitely many cyclic submodules. Each cyclic module is either finite or free. Let $T_0$ indicate the sum of the free submodules. Then $T_0$ is a free $\mathbb{Z}_p$-module of rank $n$ for some integer $n$ and $T_0 \triangleleft q^{-1}(Z)$. Choose $z_0 \in q^{-1}(Z)$ such that $\langle q(z_0) \rangle = Z$, and then set $Z_0 = \langle z_0 \rangle$ and $T_0 = T_0Z_0$. Then $Z_0 \cong \mathbb{Z}$ and $T_0$ is a free $\mathbb{Z}_pZ_0$-module of rank $n$. Therefore $\Gamma_0 \cong \mathbb{Z}_p^n \wr \mathbb{Z}$. Also $\Gamma_0$ is a subgroup of finite index in $\Gamma$, hence $\Gamma$ is isomorphic to a subgroup of $\Gamma_0 \wr F_0$ for some finite group $F_0$ by Lemma 2.6. Therefore $\Gamma$ is isomorphic to a subgroup of $$(\mathbb{Z}_p^n \wr \mathbb{Z}) \wr F_0.$$ The result now follows from Lemmas 4.1 and 2.3.

In general we proceed by induction on the exponent $\sigma$ of $T$. If $\sigma = 1$ the result is obvious. Otherwise we may write $\sigma = pt$ for some prime $p$ and some integer $t < \sigma$. Note that $pT$ is a normal subgroup of $\Gamma$. There are short exact sequences

$$1 \longrightarrow pT \longrightarrow \Gamma \overset{\phi}{\longrightarrow} \Gamma_1 \longrightarrow 1$$

$$1 \longrightarrow T/pT \longrightarrow \Gamma_1 \longrightarrow C \longrightarrow 1$$

where $\Gamma_1 = \Gamma/pT$. From the above, we see that $\Gamma_1$ satisfies the FIC because the exponent of $T/pT$ is $p$. Therefore by Lemma 2.2 we need to prove the FIC holds for $\phi^{-1}(S)$ for every virtually cyclic subgroup $S$ of $\Gamma_1$. But $pT$ has exponent $t$ and since $t < \sigma$, our inductive assumption implies that $\phi^{-1}(S)$ satisfies the FIC, as required.

Lemma 4.3. Let $n$ be a non-negative integer and let $F$ be a finite group. Then $(\mathbb{Z}^n \wr \mathbb{Z}) \wr F$ satisfies the FIC.

Proof. Fix an abelian group $A$ and a positive integer $i$. Let $G_i = A^{i+1} \ast A^i$, the HNN extension with respect to the following two embeddings of $A^i$ in $A^{i+1}$:

$$(a_1, \ldots, a_i) \mapsto (a_1, \ldots, a_i, 0) \quad \text{and} \quad (a_1, \ldots, a_i) \mapsto (0, a_1, \ldots, a_i).$$

Then $A \wr \mathbb{Z} = \lim\limits_{\leftarrow} G_i$ and hence

$$(A \wr \mathbb{Z}) \wr F = \lim\limits_{\leftarrow} (G_i \wr F).$$

Consequently by Theorem 7.1, it suffices to show that each $G_i \wr F$ satisfies the FIC when $A = \mathbb{Z}^n$. For the remainder of this argument we fix $A = \mathbb{Z}^n$. Let
\( \overline{G_i} = A^{i+1} \times_{\alpha} \mathbb{Z} \), where \( \alpha(a_1, \ldots, a_i) = (a_{i+1}, a_1, \ldots, a_i) \). There is a natural epimorphism \( \phi: G_i \to \overline{G_i} \).

Viewing \( G_i \) as an HNN extension, we have an associated tree \( T \), and \( G_i \) acts on this tree \([6, I.3.4]\). The vertices of \( T \) are the left cosets \( gA^{i+1} \), and the edges are the left cosets \( gA^i \) for \( g \in G_i \). Also the edge \( gA^i \) joins \( gA^{i+1} \) to \( hA^{i+1} \), where \( hA^{i+1} \) is the unique left coset such that \( gA^{i+1} \cap hA^{i+1} = gA^i \). The stabilizer of the vertex \( gA^{i+1} \) is the subgroup \( gA^{i+1}g^{-1} \), and the stabilizer of the edge \( gA^i \) is the subgroup \( gA^ig^{-1} \). Also if \( e \) is an edge with stabilizer \( E \) and \( v \) is a vertex at one of the ends of \( e \) with stabilizer \( V \), then

\[
(4.1) \quad V/E \cong A.
\]

Subgroups of \( G_i \) will act on this tree. Now \( \ker \phi \) acts on \( T \) and \( \ker \phi \cap A^{i+1} = 1 \). Therefore \( \ker \phi \) acts freely on \( T \) and we deduce from \([6, I.4.1]\) that \( \ker \phi \) is a free group.

Next consider a virtually cyclic subgroup \( C \) of \( \overline{G_i} \); of course such a subgroup will be either 1 or infinite cyclic. Then \( \phi^{-1}(C) \) will act on \( T \). Since \( \phi^{-1}(C)/\ker \phi \cong 1 \) or \( \mathbb{Z} \), we see that the stabilizer of each vertex is either 1 or \( \mathbb{Z} \), and also that every subgroup of \( \phi^{-1}(C) \) is free or free by infinite cyclic.

Suppose the stabilizer in \( \phi^{-1}(C) \) of an edge \( e \) is not 1. Then it must be an infinite cyclic group \( C_0 \). Using \([4.1]\), we now see that the stabilizer of the two vertices of the ends of \( e \) is also \( C_0 \).

We can now apply the structure theorem for groups acting on trees \([4, I.4.1]\). We see that \( \phi^{-1}(C) \) is the fundamental group of a graph of groups \( G \) in which all the edge groups and vertex groups are either 1 or an infinite cyclic group. Furthermore if an edge group is an infinite cyclic group, then the monomorphisms into the vertex groups at the end of the edge are onto.

The fundamental group of \( G \) is the ascending union of fundamental groups of graphs of groups whose underlying graphs are finite connected subgraphs of the underlying graph of \( G \). Let us consider one such graph of groups \( G_0 \), so the underlying graph of \( G_0 \) is finite and connected.

Following \([17, p. 193]\), we say that an edge \( e \) of \( G_0 \) is trivial if the two ends of \( e \) are distinct vertices, and the monomorphism of the edge group into one of the vertex groups is an isomorphism. We can simplify \( G_0 \) to a minimal graph of groups \( G_1 \) by eliminating trivial edges \([17, p. 193]\). Whenever we have an edge with distinct vertices (i.e. the edge is not a loop) such that the edge group maps isomorphically onto one of the two vertex groups, we may contract that edge to a point. Then all the vertex groups of \( G_1 \) are 1 or infinite cyclic, and an edge group is infinite cyclic if and only if it is a loop and the corresponding monomorphisms into the vertex group are isomorphisms. We conclude that \( G_1 \) looks like
where $Z_i \cong \mathbb{Z}$ for all $i$. Now remove as many edges with trivial associated group from $G_1$ as possible so that the graph remains connected, to obtain a new graph of groups $G_2$ which has the same vertices as $G_1$. Then the underlying graph of $G_2$ is a tree modulo the loops, the loops have associated group $\mathbb{Z}$, and the fundamental group of $G_1$ is the free product of the fundamental group of $G_2$ and a free group. Thus $G_2$ looks like

Corresponding to each loop, we have an automorphism of the corresponding vertex group $Z_i$. Since $Z_i \cong \mathbb{Z}$, this automorphism must be either the identity or inversion. However if it was inversion, then a nonidentity element of the vertex group would be conjugate to its inverse in $\phi^{-1}(C)$. But ker $\phi$ intersects all vertex groups trivially and $C$ is cyclic. Certainly no nonidentity element in a cyclic group can be conjugate to its inverse, so we now have a contradiction. Therefore each automorphism of the corresponding vertex group must be the identity.

Now let

$B = \langle x, t_1, \ldots, t_l \mid t_1 x t_1^{-1} = x, \ldots, t_l x t_l^{-1} = x \rangle$

where $l$ is the maximum number of loops at a vertex. Then the fundamental group of $G_2$ is isomorphic to a subgroup of $B \ast \cdots \ast B$, a finite free product of $B$’s, and it follows that the fundamental group of $G_1$ is also isomorphic to a subgroup of $B \ast \cdots \ast B$.

Clearly $\langle x \rangle$ is a central subgroup of $B$ and $B/\langle x \rangle$ is a free group of rank $l$; in particular $B$ is torsion-free. Thus $B$ is isomorphic to a direct product of a finitely
generated free group and an infinite cyclic group. Using Lemma 2.6 we may embed $B$ in $H \wr \mathbb{Z}_2$ where $H$ is a finitely generated free group.

Summing up, we have shown that if $C$ is an arbitrary virtually cyclic subgroup of $G$, then a finitely generated subgroup of $\phi^{-1}(C)$ is isomorphic to a subgroup of $B \ast \cdots \ast B$ (a finite free product of $B$'s), and that $B$ is isomorphic to a subgroup of $H \wr \mathbb{Z}_2$.

Now let $ψ: G \wr F \to \overline{G}_i \wr F$ denote the epimorphism canonically determined by $φ$. Since $G \wr F$ is virtually abelian, it satisfies the FIC by Lemma 2.3, so by Lemma 2.2 it will be sufficient to show that $ψ^{-1}(D)$ satisfies the FIC whenever $D$ is a virtually cyclic subgroup of $G \wr F$. Let $G_0$ denote the base group of $G \wr F$ and let $f = |F|$. Then $ψ^{-1}(D)/ψ^{-1}(D \cap G_0)$ is isomorphic to a subgroup of $F$, and $ψ^{-1}(D \cap G_0)$ is isomorphic to a subgroup of

$$ψ^{-1}(C_1) \times \cdots \times ψ^{-1}(C_f)$$

for some virtually cyclic subgroups $C_1, \ldots, C_f$ of $G_i$. By two applications of Lemma 2.6 we see that any finitely generated subgroup of $ψ^{-1}(D)$ is isomorphic to a subgroup of $((B \ast \cdots \ast B) \wr F) \wr F$. Using Lemma 2.5 we deduce that any finitely generated subgroup of $ψ^{-1}(D)$ is isomorphic to a subgroup of

$$E := (B \ast \cdots \ast B) \wr Y F_1$$

for some finite set $Y$ and some group $F_1$ acting faithfully on $Y$ (where there are finitely many $B$'s in the free product). By Lemma 2.3 and Theorem 7.1 it will suffice to prove that $E$ satisfies the FIC. Now we have an epimorphism $π: B \ast \cdots \ast B \to B$ determined by the identity map on each factor of the free product, and this induces an epimorphism

$$θ: E \to B \wr Y F_1 \trianglelefteq (H \wr \mathbb{Z}_2) \wr Y F_1.$$  

Applying Lemmas 2.4 and 2.5, we see that $(H \wr \mathbb{Z}_2) \wr Y F_1$ satisfies the FIC, consequently by Lemmas 2.4 and 2.3 it will be sufficient to prove that $θ^{-1}(S)$ satisfies the FIC for every virtually cyclic subgroup $S$ of $B \wr Y F_1$. Let $e = |Y|$ and let $B_0$ denote the base group of $B \wr Y F_1$. Then $B_0 \cong B^e$ and $θ^{-1}(S \cap B_0)$ is a normal subgroup of index at most $|F_1|$ in $θ^{-1}(S)$. Since $B$ is torsion-free, $S \cap B_0$ is $1$ or infinite cyclic.

Next consider $B \ast \cdots \ast B$ acting on the standard tree associated to this free product [3, I.3.4]. The stabilizers of the vertices will be of the form $gBg^{-1}$ for $g \in G$, and the stabilizers of the edges will be 1. Now ker $π$ intersects all the stabilizers of the vertices trivially, consequently if $D_1$ is an infinite cyclic subgroup of $B$, then $π^{-1}(D_1)$ intersects each vertex stabilizer in at most an infinite cyclic group. Using the structure theorem for groups acting on trees [3, I.4.1], we see that $π^{-1}(D_1)$ is a free group and hence $θ^{-1}(S \cap B_0)$ is isomorphic to a subgroup of a finite direct product of $m$ copies of a finitely generated free group $H_0$ for some positive integer $m$, i.e. a subgroup of $H_0^m$. Let $F_2$ be a group of order $m$. Using Lemma 2.6 we deduce that $θ^{-1}(S)$ is isomorphic to a subgroup of $(H_0 \wr F_2) \wr F_1$.

The result now follows from Lemmas 2.3, 2.4 and 2.5.

Using Lemma 4.3, we obtain the following result; it is during the proof of this result where the assumption that nearly crystallographic groups satisfy the FIC is used. It is the only place in this paper where this assumption is used.

**Corollary 4.4.** Assume that every nearly crystallographic group satisfies the FIC. Then every torsion-free abelian by virtually cyclic group satisfies the FIC.
Proof. Let $\Gamma$ be an extension of a virtually cyclic group $C$ by a normal torsion-free abelian subgroup $A$. Then we have an exact sequence

\[(4.2) \quad 1 \to A \to \Gamma \overset{\phi}{\to} C \to 1.\]

Since $A$ is torsion-free, it embeds in $A \otimes \mathbb{Q}$, and this embedding induces a map $H^2(C, A) \to H^2(C, A \otimes \mathbb{Q})$. It follows that the extension $(4.2)$ embeds in the extension

\[1 \to A \otimes \mathbb{Q} \to \hat{\Gamma} \to C \to 1,\]

where $\hat{\Gamma}$ is a group containing $\Gamma$ as a subgroup. Hence by Lemma 2.3, we may as well assume that $A$ is a $\mathbb{Q}$-vector space. But then $H^2(C, A) = 0$ and so sequence $(4.2)$ splits. Therefore we may write $\Gamma$ in the form $A \rtimes C$. Using Theorem 7.1, we may assume that $A$ is finitely generated as a $\mathbb{Q}C$-module.

Now if $C$ is finite, then $\Gamma$ is virtually abelian and the result follows from Lemma 2.7. Therefore we may assume that we have an exact sequence

\[1 \to \mathbb{Z} \to C \to F \to 1\]

where $F$ is finite and $\mathbb{Z} \cong \mathbb{Z}$. Then $A$ is a finitely generated $\mathbb{Q}\mathbb{Z}$-module. Since $\mathbb{Q}\mathbb{Z}$ is a principal ideal domain, $A$ is the direct sum of a finite number of cyclic submodules. There are two types: free and finite $\mathbb{Q}$-dimensional. Let $B$ denote the sum of all the finite dimensional ones, and let $m = \dim_{\mathbb{Q}} B$. Then $A/B$ is a direct sum of $n$ free $\mathbb{Q}\mathbb{Z}$-modules for some integer $n$. Note that $B$ is a normal subgroup of $\Gamma$, so the conjugation action of $\Gamma$ on $B$ makes $B$ into a $\mathbb{Q}C$-module.

We shall use induction first on $n$, and then on $m$. If $m = n = 0$, the result is obvious because then $\Gamma$ is virtually cyclic, so assume that $n = 0$ and $m > 0$. Let $B_0$ be an irreducible $\mathbb{Q}C$-module of $B$. By induction $\Gamma/B_0$ satisfies the FIC, so by Lemma 2.2 it will be sufficient to verify the FIC for $\Gamma_0$ where $\Gamma_0/B_0$ is a virtually cyclic subgroup of $\Gamma/B_0$. Then we have an exact sequence

\[1 \to B_0 \to \Gamma_0 \to \Gamma_0/B_0 \to 1\]

and by the same argument as for sequence $(4.2)$, this sequence splits. Using Theorem 7.1 and the assumption that nearly crystallographic groups satisfy the FIC, we see that the FIC is true for $\Gamma_0$ (this is the only place that we need the assumption that nearly crystallographic groups satisfy the FIC).

Therefore we may assume that $n > 0$. Next we establish the FIC for $\Gamma/B$. We have exact sequences

\[1 \to A/B \to \Gamma/B \to C \to 1\]

\[1 \to \phi^{-1}(Z)/B \to \Gamma/B \to F \to 1,\]

so $\Gamma/B$ is isomorphic to a subgroup of $(\phi^{-1}(Z)/B) \rtimes F$ by Lemma 2.6. Using Lemma 2.3, it will be sufficient to show that $(\phi^{-1}(Z)/B) \rtimes F$ satisfies the FIC. Now $\phi^{-1}(Z)/B \cong \mathbb{Q}^n \rtimes \mathbb{Z}$ and $\mathbb{Q}$ is a direct limit of subgroups isomorphic to $\mathbb{Z}$. Therefore

\[(\phi^{-1}(Z)/B) \rtimes F \cong \lim_{\to}(\mathbb{Z}^n \rtimes \mathbb{Z}) \rtimes F.\]

By Lemma 4.3 and Theorem 7.1, the right hand side of the above isomorphism satisfies the FIC, so we have established that $\Gamma/B$ satisfies the FIC.

Therefore by Lemma 2.2 it remains to prove the FIC when $\Gamma/B$ is virtually cyclic. But then we are back in the case $n = 0$ and we are finished. \qed
Recall that an \( n \)-step solvable group means a group \( G \) with \( G^{(n)} = 1 \), where \( G^{(n)} \) denotes the \( n \)th term of the derived series, so \( G^{(0)} = G \) and \( G^{(1)} = G' \). Thus a 1-step solvable group is the same as an abelian group. Our next step is to establish Theorem 1.2 for the case of virtually two-step solvable groups.

**Lemma 4.5.** Let \( \Gamma \) be a virtually two-step solvable group and assume that the FIC is true for nearly crystallographic groups. Then the FIC is true for \( \Gamma \).

**Proof.** By assumption there is a short exact sequence \( 1 \to \pi \to \Gamma \to F \to 1 \) where \( \pi \) is 2-step solvable and \( F \) is finite. Since \([\pi, \pi] \) is normal in \( \Gamma \), we have short exact sequences

\[
1 \to [\pi, \pi] \to \Gamma \xrightarrow{p} \Gamma_0 \to 1 \\
1 \to A \to \Gamma_0 \to F \to 1
\]

where \( A \) is the abelian group \( \pi/[\pi, \pi] \). Since \( \Gamma_0 \) is virtually abelian, it satisfies the FIC by Lemma 2.7. Now let \( S \) be a virtually cyclic subgroup of \( \Gamma_0 \) and consider the exact sequence

\[
1 \to [\pi, \pi] \to p^{-1}(S) \to S \to 1.
\]

By Lemma 2.2, it will be sufficient to show that \( p^{-1}(S) \) satisfies the FIC. Let \( T \) denote the torsion subgroup of \([\pi, \pi] \), which is a well defined abelian normal subgroup of \( p^{-1}(S) \) because \([\pi, \pi] \) is an abelian normal subgroup of \( p^{-1}(S) \). Then \( T \triangleleft p^{-1}(S) \) and we have a short exact sequence

\[
1 \to T \to p^{-1}(S) \to p^{-1}(S)/T \to 1.
\]

Note that \( p^{-1}(S)/T \) is torsion-free abelian by virtually cyclic, so according to Corollary 4.4 it satisfies the FIC. By Lemma 2.2, it remains to prove that \( p^{-1}(C) \) satisfies the FIC whenever \( C/T \) is a virtually cyclic subgroup of \( p^{-1}(S)/T \). But now Corollary 4.2 applies and we are finished.

**Proof of Theorem 1.2.** Let \( \Gamma \) be a virtually \( n \)-step solvable group. We will prove by induction on \( n \) that \( \Gamma \) satisfies the FIC; the inductive step is to assume that all virtually \((n - 1)\)-step solvable groups satisfy the FIC. By Lemma 4.5, we may assume that \( n \geq 3 \). Since \( \Gamma \) is assumed to be virtually \( n \)-step solvable, there exists a short exact sequence

\[
1 \to \pi \to \Gamma \to F \to 1
\]

where \( F \) is finite and \( \pi \) is \( n \)-step solvable. Now consider the short exact sequence

\[
1 \to \pi^{(2)} \to \Gamma \xrightarrow{p} \Gamma_0 \to 1
\]

where \( \Gamma_0 = \Gamma/\pi^{(2)} \). Then \( \Gamma_0 \) is virtually 2-step solvable and hence satisfies the FIC by Lemma 1.3 (or by induction). Let \( S \trianglelefteq \Gamma_0 \) be a virtually cyclic subgroup. Then \( p^{-1}(S) \) is virtually \((n - 1)\)-step solvable and hence satisfies the FIC by our inductive assumption. An application of Lemma 2.2 completes the proof.

5. \( L \)-theory analogues

Given a group \( \Gamma \), let \( L_n(\Gamma) \) denote \( L_n^{-\infty}(\Gamma) \otimes \mathbb{Z}[\frac{1}{2}] \) where \( \mathbb{Z}[\frac{1}{2}] \) is equipped with the standard involution determined by the involution \( \gamma \mapsto \gamma^{-1} : \Gamma \to \Gamma \). Notice
that since the difference between the functors $L^s$, $L^h$ and $L^{-\infty}$ is only 2-torsion, we can equally well define $L_n(\Gamma)$ by

$$L_n(\Gamma) = L_0^s(\mathbb{Z}\Gamma) \otimes \mathbb{Z}\left[\frac{1}{2}\right] = L_0^h(\mathbb{Z}\Gamma) \otimes \mathbb{Z}\left[\frac{1}{2}\right].$$

Let $\mathcal{C}$ and $\mathcal{F}$ denote the classes of virtually cyclic and finite groups respectively, and let $\phi: A \to B$ be an epimorphism between groups. Then $a_{\mathcal{C}}$, $a_{\mathcal{F}}$ will denote the Quinn assembly maps in the FIC for $\phi$ and the spectra valued functor $L(\cdot)$ relative to the classes $\mathcal{C}$ and $\mathcal{F}$, respectively; cf. [11, remark A.12] and Remark 7.14 below. Also let $a_{\mathcal{F},\mathcal{C}}$ denote the relative assembly map. It is a direct consequence of Cappell’s generalization of Wall’s formula for $L_n(\pi \rtimes_\alpha C)$ that $a_{\mathcal{F}}$ is an equivalence of spectra for all $S \in \mathcal{C}$. Hence [11, A.12.1] yields the following result.

**Lemma 5.1.** For any epimorphism $\phi$, $a_{\mathcal{F}}$ is an equivalence of spectra if and only if $a_{\mathcal{C}}$ is an equivalence of spectra.

**Theorem 5.2.** Every elementary amenable group satisfies the FIC for the functor $L(\cdot)$ relative to both classes of subgroups $\mathcal{F}$ and $\mathcal{C}$.

Given a group $\Gamma$, let

$$L_n(\Gamma) = L_n^{-\infty}(\mathbb{Q}\Gamma) \otimes \mathbb{Z}\left[\frac{1}{2}\right]$$

where the involution on $\mathbb{Q}\Gamma$ is determined by the involution $\gamma \mapsto \gamma^{-1}: \Gamma \to \Gamma$.

**Corollary 5.3.** Every elementary amenable group satisfies the FIC for the functor $L(\cdot)$ relative to both classes of subgroups $\mathcal{F}$ and $\mathcal{C}$.

Before proving Theorem 5.2, we deduce Corollary 5.3 from it. The key fact, due to Ranicki [13], is that the natural map

$$L_n^{-\infty}(\mathbb{Z}\Gamma) \to L_n^{-\infty}(\mathbb{Q}\Gamma)$$

is an isomorphism after tensoring with $\mathbb{Z}[\frac{1}{2}]$. Hence the natural map $L(\cdot) \to L(\cdot)$ is an equivalence of spectra valued functors. Thus Corollary 5.3 is clearly equivalent to Theorem 5.2.

**Proof of Theorem 5.2.** We shall use a standard inductive procedure for elementary amenable groups. Thus let $\mathcal{A}$ denote the class of virtually finitely generated abelian groups, and if $\mathcal{X}$ and $\mathcal{Y}$ are classes of groups, then $G \in \mathcal{X}\mathcal{Y}$ will mean that there exists $H \triangleleft G$ such that $H \in \mathcal{X}$ and $G/H \in \mathcal{Y}$, and $G \in \mathcal{L}\mathcal{X}$ will mean that every finitely generated subgroup of $G$ is contained in an $\mathcal{X}$-group (if $\mathcal{X}$ is closed under taking subgroups, then this is equivalent to saying that every finitely generated subgroup of $G$ is an $\mathcal{X}$-group). Then for each ordinal $\alpha$, define the class of groups $\mathcal{E}_\alpha$ inductively as follows:

$$\mathcal{E}_0 = \mathcal{A},$$

$$\mathcal{E}_\alpha = \bigcup_{\beta < \alpha} \mathcal{E}_\beta \quad \text{if } \alpha \text{ is a limit ordinal},$$

$$\mathcal{E}_\alpha = (L\mathcal{E}_\beta)\mathcal{A} \quad \text{if } \alpha \text{ is a successor ordinal and } \alpha = \beta + 1.$$

Then $\bigcup_{\alpha \geq 0} \mathcal{E}_\alpha$ is the class of elementary amenable groups. Furthermore if $H \triangleleft G$, $G/H$ is finite, and $H \in \mathcal{E}_\alpha$ or $L\mathcal{E}_\alpha$, then $G \in \mathcal{E}_\alpha$ or $L\mathcal{E}_\alpha$ respectively, cf. [13 §3].

Now let $\Gamma$ be the elementary amenable group for which we want to prove the theorem. If $\Gamma \in \mathcal{E}_0$, then $\Gamma$ is a virtually finitely generated abelian group, and the
result for such groups is true by [11, theorem 2.1 and remark 2.1.3]. Therefore we may assume that $\Gamma \notin \mathcal{E}_0$. Let $\alpha$ be the least ordinal such that $\Gamma \in \mathcal{E}_\alpha$. Now $\alpha$ cannot be a limit ordinal, hence it must be a successor ordinal and we may write $\alpha = \beta + 1$ for some ordinal $\beta$. Then there is an epimorphism $\phi: \Gamma \to D$ where $\ker \phi \in L\mathcal{E}_\beta$ and $D \in \mathcal{A}$. At this point we need the following analogue of [11, proposition 2.2].

Lemma 5.4. Let $\psi: A \twoheadrightarrow B$ be a group epimorphism. Suppose the FIC relative to the functor $L(\ )$ and the class $F$ is true for $B$ and $\psi^{-1}(G)$ for all finite subgroups $G$ of $B$. Then the FIC is true for $A$.

We omit the proof of Lemma 5.4 because it is virtually identical to the one given for [11, proposition 2.2]; cf. [11, remark A.12].

We now apply Lemma 5.4 (with $\psi = \phi$, $B = D$ and $A = \Gamma$) to complete the inductive step in the proof of Theorem 5.2. Note that $D$ satisfies the FIC because $D \in \mathcal{A}$. Now set $\pi = \ker \phi$ and $\tilde{\pi} = \phi^{-1}(G)$ where $G$ is a finite subgroup of $D$. Since $\pi \in L\mathcal{E}_\beta$ and $\tilde{\pi}/\pi$ is finite, we see that $\tilde{\pi} \in L\mathcal{E}_\beta$ and thus $\phi^{-1}(G)$ satisfies the FIC by Theorem 7.1. We hence conclude from Lemma 5.4 that $\Gamma$ satisfies the FIC.

6. APPLICATION TO INFINITE DIMENSIONAL $L$-GROUPS

Wall [19] showed for every finite group $\Gamma$, that the abelian groups $L^s_i(\mathbb{Z}\Gamma)$ and $L^h_i(\mathbb{Z}\Gamma)$ are finitely generated for all indices $i$. However Cappell [5] using his Uni-functor showed that for the infinite dihedral group $D$, neither $L^s_2(\mathbb{Z}D)$ nor $L^h_2(\mathbb{Z}D)$ are finitely generated. But the following query seemed possibly true.

Question 6.1. Is $\dim_\mathbb{Q} L_i(\mathbb{Z}\Gamma) \otimes \mathbb{Q} < \infty$ for every finitely presented group $\Gamma$ and every index $i$?

This was answered negatively by Weinberger in [20]; we would like to thank Andrew Ranicki for pointing out this reference to us. However we shall show that our results give further negative examples for Question 6.1.

The method is to provide examples of finitely presented groups which have non-vanishing homology in arbitrary high dimension. For the rest of this section, let $G$ be the group of [2, Example 1], i.e.

$$\langle a, s, t \mid st^{-1} = s, [a^t, a] = 1, a^s = aa^t \rangle.$$  

Here $s^t = tst^{-1}$ and $[a^t, a] = 1$ means that $a^t$ commutes with $a$. Then [2] shows that $G$ has the following properties:

(i) $G$ is generated by three elements.
(ii) $G$ is finitely presented torsion-free metabelian.
(iii) $H_n(G, \mathbb{Z})$ is free abelian of infinite rank for all $n \geq 3$.

Proof that Question 6.1 has a negative answer. By Theorem 5.2, for any elementary amenable group $\Gamma$

$$\mathbb{H}_i(B\Gamma, \mathbb{L}(\mathbb{Z}) \otimes \mathbb{Q}) \cong L_i(\mathbb{Z}\Gamma) \otimes \mathbb{Q}$$

for all $i \in \mathbb{Z}$. But for any space $X$

$$\mathbb{H}_i(X, \mathbb{L}(\mathbb{Z}) \otimes \mathbb{Q}) \cong \bigoplus_{j=-\infty}^{\infty} H_{i+j}(X, \mathbb{Q}),$$
where for convenience we interpret \( H_r(Y, Q) = 0 \) for \( r < 0 \) and \( Y \) is any space or group. Concatenating these two isomorphisms yields

\[
L_i(Z\Gamma) \otimes Q \cong \bigoplus_{j=-\infty}^{\infty} H_{i+4j}(\Gamma, Q).
\]

Of course (iii) above tells us that \( H_n(G, Q) \) is an infinite dimensional \( Q \)-vector space for all \( n \geq 3 \), so in the case \( \Gamma = G \), we see that \( \dim_Q L_i(Z\Gamma) \otimes Q = \infty \) for all \( i \). Furthermore \( \Gamma \) is a three generated finitely presented torsion-free metabelian group, so we have the required example.

We end this section by noting that a more sophisticated negative answer to Question 6.1 is furnished by letting \( \Gamma \) be Thompson’s group \( F \) of orientation preserving piecewise linear homeomorphisms of \( \mathbb{R} \), as described in [4]. Dan Farley [8] has recently shown that Novikov’s conjecture is true for \( F \); consequently

\[
\bigoplus_{j=-\infty}^{\infty} H_{i+4j}(BF, Q) \subseteq L_i(ZF) \otimes Q.
\]

Also Brown and Geoghegan have calculated the homology of \( F \); in particular it follows from [4, Theorem 7.1] that

\[
H_j(BF, Q) \cong Q \oplus Q \quad \text{for all } j > 0.
\]

7. Appendix

We start by recalling the previous statement of the Fibered Isomorphism Conjecture (FIC) made in [11]. Let \( S \) be a homotopy invariant (covariant) functor from the category of topological spaces to spectra. Important examples of such functors are the stable topological pseudo-isotopy functor \( P(\cdot) \), the algebraic \( K \)-theory functor \( K(\cdot) \), and the \( L \)-theory functor \( L^{-\infty}(\cdot) \); cf. [11, §1]. Let \( M \) denote the category of continuous surjective maps; i.e. an object in \( M \) is a continuous map \( p: E \to B \) between topological spaces \( E \) and \( B \), while a morphism from \( p_1: E_1 \to B_1 \) to \( p_2: E_2 \to B_2 \) is a pair of continuous maps \( f: E_1 \to E_2, g: B_1 \to B_2 \) making the following diagram a commutative square of maps:

\[
\begin{array}{ccc}
E_1 & \xrightarrow{f} & E_2 \\
\downarrow{p_1} & & \downarrow{p_2} \\
B_1 & \xrightarrow{g} & B_2.
\end{array}
\]

Quinn [14, appendix] constructed a functor from \( M \) to the category of \( \Omega \)-spectra which associates to the map \( p \) the spectrum \( \mathbb{H}(B; S(p)) \) in such a way that

\[
H(B; S(p)) = S(E)
\]

in the special case that \( B \) is a single point \( * \). Furthermore the map of spectra \( a: \mathbb{H}(B; S(p)) \to S(E) \) functorially associated to the commutative square

\[
\begin{array}{ccc}
E & \xrightarrow{id} & E \\
\downarrow{p} & & \downarrow{p} \\
B & \xrightarrow{g} & *
\end{array}
\]

is called the (Quinn) assembly map.
Let $E$ be a $\Gamma$-space which is universal for the class of all virtually cyclic subgroups of $\Gamma$ and let $B$ denote its orbit space $E/\Gamma$; cf. [11, appendix]. Let $Y$ be an arbitrary free and properly discontinuous $\Gamma$-space, and let $p: Y \times \Gamma \rightarrow E \rightarrow E/\Gamma = B$ be the continuous map determined by projection onto the second factor of $Y \times E$. The FIC for $S$ and $\Gamma$ is the assertion that the assembly map
\[ a: \mathbb{H}(B; S(p)) \rightarrow S(Y \times \Gamma) \]
is a (weak) equivalence of spectra. This conjecture was made in [11, §1.7] for the three functors $S = P, K$ and $L^{-\infty}$, and every group $\Gamma$. Throughout this appendix, $S$ will denote any of these three spectra valued functors $P, K, L^{-\infty}$, or either of the two variants of $L^{-\infty}$ constructed in Section 5. Let
\[ \Gamma = \lim_{\rightarrow} \Gamma_n \]
denote a (weak) equivalence of spectra. Let $\Gamma = \lim_{\rightarrow} \Gamma_n$ be a directed set, and let $\Gamma_n, n \in I$, be a directed system of groups with $\Gamma = \lim_{\rightarrow} \Gamma_n$; i.e. $\Gamma$ is the direct limit of the $\Gamma_n$. If each group $\Gamma_n$ satisfies FIC, then $\Gamma$ also satisfies FIC.

**Theorem 7.1.** Let $I$ be a directed set, and let $\Gamma_n, n \in I$, be a directed system of groups with $\Gamma = \lim_{\rightarrow} \Gamma_n$; i.e. $\Gamma$ is the direct limit of the $\Gamma_n$. If each group $\Gamma_n$ satisfies FIC, then $\Gamma$ also satisfies FIC.

**Proof.** Let $E_n, E$ denote universal $(\mathcal{C}, \Gamma_n), (\mathcal{C}, \Gamma)$ spaces with $\mathcal{C}$ the class of all virtually cyclic groups. Also let $B_n, B$ denote the orbit spaces $E_n/\Gamma_n, E/\Gamma$ respectively. Let $E_n, E$ denote universal $\Gamma_n, \Gamma$ spaces for the class containing only the trivial group, and let $B_n, B$ denote the orbit spaces $E_n/\Gamma_n, E/\Gamma$ respectively. These are of course Eilenberg-Mac Lane spaces $K(\Gamma_n, 1), K(\Gamma, 1)$ respectively. Let $\phi_{mn}: \Gamma_m \rightarrow \Gamma_n (n \geq m)$ denote the homomorphisms associated to the directed system of groups $\Gamma_n$ and let $\phi_n: \Gamma_n \rightarrow \Gamma$ be the group homomorphisms making
\[ \Gamma = \lim_{\rightarrow} \Gamma_n. \]

Let $\bar{\phi}_n: B_n \rightarrow B$ and $\bar{\phi}_{mn}$ be continuous induced maps; these can be chosen functorially, i.e. so that
\[ \bar{\phi}_{ns} \circ \bar{\phi}_{mn} = \bar{\phi}_{ms} \quad \text{and} \quad \bar{\phi}_n \circ \bar{\phi}_{mn} = \bar{\phi}_m \]
where $s \geq n \geq m$. Let $Y \rightarrow B$ be a fiber bundle and let $Y_n \rightarrow B_n$ denote its pullback via the maps $\bar{\phi}_n: B_n \rightarrow B$. Let $\bar{Y}_n \rightarrow Y_n$ be the $\Gamma_n$ regular covering space which is the pullback of the universal covering space $E_n \rightarrow B_n$ via the map $Y_n \rightarrow B_n$, and let $p_n: Y_n \times _{\Gamma_n} E_n \rightarrow B_n$ be the simplicially stratified map determined by projection onto the second factor of $Y_n \times E_n$. Likewise let $p: \bar{Y} \times \Gamma \rightarrow E \rightarrow B$ be the similarly determined simplicially stratified map. There are [11, appendix] assembly maps between spectra

\[ a_n: \mathbb{H}(B_n, S(p_n)) \rightarrow S(Y_n), \quad n \in I, \]
\[ a: \mathbb{H}(B, S(p)) \rightarrow S(Y). \]

We have assumed that each $a_n, n \in I$, is an equivalence of spectra and to prove Theorem 7.1, we must show that $a$ is also an equivalence of spectra. It is of course sufficient to show that $a$ induces isomorphisms on all the homotopy groups $\pi_i$; i.e. that $\pi_i(a): \mathbb{H}_i(B, S(p)) \rightarrow \pi_i(S(Y))$ is an isomorphism for each $i \in \mathbb{Z}$. Consider the following commutative diagram:

\[
\begin{array}{c}
\mathbb{H}_i(B_n, S(p_n)) \\
\pi_i(a_n) \downarrow \\
\lim_{\rightarrow} \pi_i(S(Y_n)) \\
\pi_i(S(Y))
\end{array}
\]

\[ (7.1) \]
The left vertical arrow is an isomorphism by assumption. We proceed to show that both the top and bottom horizontal arrows are epimorphisms. Here are some useful remarks.

**Remark 7.2.** Let $G$ be a finitely presented group. Then any homomorphism $\psi : G \to \Gamma$ lifts to some $\Gamma_n$; i.e. there exists a homomorphism $\hat{\psi} : G \to \Gamma_n$ such that $\phi_n \circ \hat{\psi} = \psi$.

**Remark 7.3.** Let $q : Y \to B$ denote the projection map in the fiber bundle. Then $\pi_i(S(Y)) \equiv \lim \pi_i(S(q^{-1}(K)))$ for all $i \in \mathbb{Z}$, where $K$ varies over all finite subcomplexes of $B$. Moreover $\mathbb{H}_i(B, S(p)) = \lim \mathbb{H}_i(K, S(p|p^{-1}(K)))$, where $K$ now varies over all finite subcomplexes of $B$.

**Remark 7.4.** If $K$ is a finite complex, then $\pi_1(K)$ is finitely presented.

Let $\tilde{\phi}_n$ denote the top horizontal map in the Cartesian square

$$
\begin{array}{ccc}
Y_n & \xrightarrow{\delta_n} & Y \\
\downarrow & & \downarrow q \\
B_n & \xrightarrow{\delta_n} & B
\end{array}
$$

and for each finite subcomplex $K$ of $B$, let $\sigma_K : q^{-1}(K) \to Y$ denote the inclusion. Then by applying Remarks 7.2 and 7.4 to the finite complex $K$, one constructs a map $\tau_K : q^{-1}(K) \to Y_n$ (for some $n \in I$) such that $\tilde{\phi}_n \circ \tau_K \simeq \sigma_K$. Combining this with Remark 7.3 yields that the bottom arrow in diagram (7.1) is an epimorphism. Consequently $\pi_1(a)$ is also an epimorphism. To prove Theorem 7.1, it remains to show that $\pi_1(a)$ is monic; but the argument for this is much more complicated. The first major step in this argument is showing that the top arrow in diagram (7.1) is an epimorphism.

For this purpose we introduce an auxiliary direct limit. Let $\bar{p}_n : \tilde{Y} \times_\Gamma \mathcal{E}_n \to B_n$ be the simplicially stratified map determined by projection onto the second factor of $\tilde{Y} \times \mathcal{E}_n$ (here $\Gamma_n$ acts on $\tilde{Y}$ via $\phi_n : \Gamma_n \to \Gamma$). Then we have a two step ladder of commutative diagrams

$$
\begin{array}{ccc}
\tilde{Y}_n & \xrightarrow{\tilde{\phi}_n} & \tilde{Y} \\
\downarrow p_n & & \downarrow \bar{p}_n \\
\mathcal{B}_n & \xrightarrow{id} & \mathcal{B}_n & \longrightarrow & B.
\end{array}
$$

(7.2)

Let

$$
\Phi_n : \mathbb{H}_i(B_n, S(p_n)) \longrightarrow \mathbb{H}_i(B_n, S(\bar{p}_n))
$$

and $\Psi_n : \mathbb{H}_i(B_n, S(\bar{p}_n)) \longrightarrow \mathbb{H}_i(B, S(p))$ be the homomorphisms which are functorially determined by the first and second squares respectively, in the ladder (7.2) (see again appendix). Then the direct limit of the composites $\Psi_n \circ \Phi_n : \mathbb{H}_i(B_n, S(p_n)) \to \mathbb{H}_i(B, S(p))$ is the top arrow in diagram (7.1). Of course the direct limit of the family $\Phi_n$ determines a homomorphism

$$
\Phi : \lim_{\longrightarrow} \mathbb{H}_i(B_n, S(p_n)) \longrightarrow \lim_{\longrightarrow} \mathbb{H}_i(B_n, S(\bar{p}_n))
$$
and likewise the direct limit of the family $\Psi_n$ gives a homomorphism
$$\Psi : \lim_{\rightarrow} \mathbb{H}_i(B_n, S(\bar{p}_n)) \rightarrow \mathbb{H}_i(B, S(p)).$$

Then the top arrow of diagram (7.1) is the composite $\Psi \circ \Phi$. Hence to show that the top arrow of diagram (7.1) is a surjection, it suffices to verify that both $\Phi$ and $\Psi$ are surjections.

**Remark 7.5.** The maps in the directed system of abelian groups $\mathbb{H}_i(B_n, S(\bar{p}_n))$ are constructed as follows where $n \geq m$. Let $f_{mn} : \mathcal{E}_m \rightarrow \mathcal{E}_n$ be a $\Gamma_m$-equivariant map where $\Gamma_m$ acts on $\mathcal{E}_n$ via the homomorphism $\phi_{mn} : \Gamma_m \rightarrow \Gamma_n$. Such a map exists because of [11, theorem A.2] and is unique up to a $\Gamma_m$-equivariant homotopy. There is also a $\Gamma_m$-equivariant map $\tilde{\phi}_{mn} : \tilde{Y}_m \rightarrow \tilde{Y}_n$ which is the top arrow in the Cartesian square

$$\begin{array}{ccc}
\tilde{Y}_m & \xrightarrow{\tilde{\phi}_{mn}} & \tilde{Y}_n \\
\downarrow & & \downarrow \\
E_m & \longrightarrow & E_n
\end{array}$$

whose bottom arrow is the functorially defined $\Gamma_m$-equivariant map which induces $\bar{\phi}_{mn} : B_m \rightarrow B_n$. Then $\tilde{\phi}_{mn} \times f_{mn}$ and $f_{mn}$ induce the top and bottom arrows, respectively, in the following commutative square

$$\begin{array}{ccc}
\tilde{Y}_m \times_{\Gamma_m} \mathcal{E}_m & \longrightarrow & \tilde{Y}_n \times_{\Gamma_n} \mathcal{E}_n \\
\downarrow_{p_m} & & \downarrow_{p_n} \\
B_m & \longrightarrow & B_n
\end{array}$$

This square functorially determines the desired group homomorphism
$$\mathbb{H}_i(B_m, S(\bar{p}_m)) \rightarrow \mathbb{H}_i(B_n, S(\bar{p}_n)).$$

Note that this homomorphism is independent of the choice of $f_{mn}$ because $\mathbb{H}_i(\ , \ )$ is a homotopy functor.

Also let $f_n : \mathcal{E}_n \rightarrow \mathcal{E}$ be a $\Gamma_n$-equivariant map and let $\tilde{\phi}_n : \tilde{Y}_n \rightarrow \tilde{Y}$ be the $\Gamma_n$-equivariant map which is the top arrow in the Cartesian square

$$\begin{array}{ccc}
\tilde{Y}_n & \longrightarrow & \tilde{Y} \\
\downarrow & & \downarrow \\
E_n & \longrightarrow & E
\end{array}$$

(7.3)

whose bottom arrow is functorially determined by $\phi_n : \Gamma_n \rightarrow \Gamma$. Then $\tilde{\phi}_n \times f_n$ and $f_n$ determine for $n \in I$ the homomorphisms $\mathbb{H}_i(B_n, S(p_n)) \rightarrow \mathbb{H}_i(B, S(p))$ whose direct limit is the top arrow of diagram (7.1). Also the top arrow in the first square of ladder (7.2) is induced by $\tilde{\phi}_n \times \text{id}$ and the top arrow in the second square by $\text{id} \times f_n$. The bottom arrow in the second square is induced by $f_n$.

The homomorphisms in the directed system $\mathbb{H}_i(B_n, S(\bar{p}_n))$ are determined by the following commutative square where $n \geq m$:

$$\begin{array}{ccc}
\tilde{Y} \times_{\Gamma_m} \mathcal{E}_m & \longrightarrow & \tilde{Y} \times_{\Gamma_n} \mathcal{E}_n \\
\downarrow_{\bar{p}_m} & & \downarrow_{p_n} \\
B_m & \longrightarrow & B_n
\end{array}$$
whose top arrow is induced by $\text{id} \times f_{mn}$ and the bottom arrow by $f_{mn}$.

We now proceed to show that $\Phi$ is a surjection. To do this consider another simplicially stratified map

$$p_{mn}: \tilde{Y}_n \times \Gamma_m E_m \to B_m$$

determined by projection onto the second factor of $\tilde{Y}_n \times E_m$, which is defined for each pair of indices $n \geq m$. Note that $p_{mn} = p_m$.

**Notation.** If $p: A \to B$ is a continuous map and $K$ is a subspace of $B$, denote the restriction maps $p|_{p^{-1}(K)}: p^{-1}(K) \to K$ also by $p$.

Consider the commutative square

$$
\begin{array}{ccc}
\tilde{Y}_n \times \Gamma_m E_m & \longrightarrow & \tilde{Y} \times \Gamma_m E_m \\
\downarrow & & \downarrow \\
B_m & \longrightarrow & B_m
\end{array}
$$

whose top arrow is induced by $\phi_n \times \text{id}$. It determines functorially a homomorphism $\mathbb{H}_i(K, S(p_{mn})) \to \mathbb{H}_i(K, S(\bar{p}_n))$ for each finite subcomplex $K$ of $B_m$.

**Lemma 7.6.** Given a finite subcomplex $K$ of $B_m$, there exists an index $n \geq m$ such that the homomorphism $\mathbb{H}_i(K, S(p_{mn})) \to \mathbb{H}_i(K, S(\bar{p}_n))$ determined by square (7.4) is an isomorphism.

**Proof.** Restricted to each open simplex $\sigma$ in $K$, both $p_{mn}$ and $\bar{p}_m$ are fiber bundles and the top arrow in square (7.4) is a bundle map. We proceed to show that, restricted to each such fiber, the top arrow is a homotopy equivalence provided $n$ is chosen sufficiently large, and then the lemma follows from this assertion.

Since there are only finitely many simplices in $K$, it suffices to prove our assertion for one such simplex $\sigma$. Let $\tilde{\sigma}$ be a simplex in $E_m$ “lying over $\sigma$” under the map $E_m \to E_m/\Gamma_m = B_m$, and let $S$ be the subgroup of $\Gamma_m$ fixing $\tilde{\sigma}$. Recall that $S$ is a virtually cyclic group. Now the fibers of $p_{mn}$ and $\bar{p}_m$ are respectively $\tilde{Y}_n/\phi_{mn}(S)$ and $\tilde{Y}/\phi_m(S)$. Furthermore, the following commutative square is induced from square (7.3)

$$
\begin{array}{ccc}
\tilde{Y}_n/\phi_{mn}(S) & \longrightarrow & \tilde{Y}/\phi_m(S) \\
\downarrow & & \downarrow \\
E_n/\phi_{mn}(S) & \longrightarrow & E/\phi_m(S)
\end{array}
$$

and the top arrow in this square is the restriction of the top arrow of square (7.4), while the bottom arrow of square (7.3) is functorially induced by $\phi_n$. Note that this bottom arrow is a map between Eilenberg-MacLane spaces $K(\phi_{mn}(S), 1)$ and $K(\phi_m(S), 1)$, since $E_n$ and $E$ are both contractible. Hence the bottom arrow of square (7.5) is a homotopy equivalence precisely when the epimorphism

$$\phi_n: \phi_{mn}(S) \longrightarrow \phi_m(S)$$

is an isomorphism. But this happens provided $n$ is sufficiently large since every subgroup of $S$ is finitely generated and $\lim\Gamma_n = \Gamma$. Also when this happens (7.5)
is a Cartesian square, since square (7.3) was Cartesian and hence the top arrow of square (7.5) is also a homotopy equivalence.

Now a routine direct limit argument using Lemma 7.6 together with Remark 7.3 shows that $\Phi$ is a surjection (the details of this argument are left as an exercise).

It remains to show that $\Psi$ is a surjection. For this purpose we introduce some terminology.

**Notation.** Given a subspace $\mathcal{K}$ of $\mathcal{B}$, let $\hat{\mathcal{K}}$ denote its inverse image under the projection $E \to B$.

**Proposition 7.7.** Given a finite subcomplex $K$ of $\mathcal{B}$, there exists an index $n \in I$ and a $\Gamma$-equivariant map $\psi: \hat{\mathcal{K}} \to \Gamma \times_{\Gamma_n} E_n$.

Before proving this proposition, we first show how it implies that $\Psi$ is surjective. Define a $\Gamma$-equivariant map

$$\bar{f}_n: \Gamma \times_{\Gamma_n} E_n \to E$$

by the equation $\bar{f}_n([\gamma, x]) = \gamma f_n(x)$ for all $(\gamma, x) \in \Gamma \times E_n$. Here $[\gamma, x]$ denotes the equivalence class in $\Gamma \times_{\Gamma_n} E_n$ of the pair $(\gamma, x)$. Then the composite $f_n \circ \psi: \hat{\mathcal{K}} \to E$ is also $\Gamma$-equivariant and is hence $\Gamma$-equivariantly homotopic to the inclusion $\hat{\mathcal{K}} \subseteq E$ by [11, theorem A.2]. (Notice that $\hat{\mathcal{K}}$ is cellular $C$-free and that $E$ is $C$-contractible where $C$ is the class of all virtually cyclic groups.)

Consider the commutative square

$$\begin{array}{ccc}
\hat{Y} \times_{\Gamma} \hat{\mathcal{K}} & \longrightarrow & \hat{Y} \times_{\Gamma} (\Gamma \times_{\Gamma_n} E_n) = \hat{Y} \times_{\Gamma_n} E_n \\
p & & \bar{p}_n \\
\mathcal{K} & \longrightarrow & B_n
\end{array}$$

whose top arrow is induced by $\text{id} \times \psi$ and bottom arrow by $\psi$. Square (7.6) functorially determines a homomorphism $\hat{\psi}: \mathbb{H}_i(\mathcal{K}, S(p)) \to \mathbb{H}_i(\mathcal{B}_n, S(\bar{p}_n))$, and the above discussion shows that the composite $\Psi_n \circ \hat{\psi}$ is the same homomorphism as that which is functorially induced by the following commutative square

$$\begin{array}{ccc}
\hat{Y} \times_{\Gamma} \hat{\mathcal{K}} & \longrightarrow & \hat{Y} \times_{\Gamma} E \\
p \downarrow & & \bar{p} \downarrow \\
\mathcal{K} & \longrightarrow & B
\end{array}$$

whose horizontal arrows are both inclusions. This fact together with Remark 7.3 shows immediately that $\Psi$ is a surjection. Hence to complete the proof that the top arrow in diagram (7.4) is an epimorphism, it remains only to prove Proposition 7.7. For this purpose we introduce some more notation.

**Notation.** If $X$ is a $\Gamma$-space and $T$ is a subgroup of $\Gamma$, then

$$X^T = \{x \in X \mid gx = x \text{ for all } g \in T\}.$$ 

That is $X^T$ is the subspace fixed pointwise by $T$. 
Notation. For each pair of indices $n ≥ m$, let

$$f_{mn}: \Gamma \times_{\Gamma_m} E_m \to \Gamma \times_{\Gamma_n} E_n$$

be the $\Gamma$-equivariant map defined by the equation $f_{mn}(\gamma, x) = [\gamma, f_{mn}(x)]$ for all $(\gamma, x) \in \Gamma \times E_m$.

The key to proving Proposition 7.7 is the following lemma.

Lemma 7.8. For each virtually cyclic subgroup $T$ of $\Gamma$ and each non-negative integer $i$,

$$\lim_{n \to \infty} \pi_i((\Gamma \times_{\Gamma_n} E_n)^T) = 0.$$  

In particular $(\Gamma \times_{\Gamma_n} E_n)^T$ is nonempty for all sufficiently large indices $n$.

Remark 7.9. The maps in this directed system are induced by the family $f_{mn}$.

Note that, although base points need not be preserved by the family $f_{mn}$, this is irrelevant to the vanishing assertion of the lemma. In fact this assertion can be paraphrased as saying that for any map $\eta: S^i \to (\Gamma \times_{\Gamma_m} E_m)^T$,

there exists an index $n ≥ m$ such that $f_{mn} \circ \eta$ extends to a map of $\mathbb{D}^{i+1}$ into $(\Gamma \times_{\Gamma_n} E_n)^T$.

The following fact is used in proving Lemma 7.8.

Remark 7.10. Let $S$ be a virtually cyclic subgroup of $\Gamma$. Then there exists an index $n \in I$ and a subgroup $\tilde{S}$ of $\Gamma_n$ such that $\phi_n(\tilde{S}) = S$ and $\phi_n: \tilde{S} \to S$ is an isomorphism. Such a group $\tilde{S}$ is called a “lift” of $S$ (to $\Gamma_n$). Furthermore, if $\tilde{S} \subseteq \Gamma_m$ is a second lift, then there exists an index $s ≥ m, n$ such that $\phi_{ms}(\tilde{S}) = \phi_{ns}(\tilde{S})$.

The existence of lifts is a consequence of Remark 7.2 because $S$ is finitely presented. The “uniqueness” is also easily shown.

Here is another fact used in proving Lemma 7.8.

Remark 7.11. Given a compact subset $K$ of $E_n$, there exists a finitely generated subgroup $G$ of $\ker \phi_n$ such that if $g \in \ker \phi_n$ and $gK \cap K \neq \emptyset$, then $g \in G$.

Proof. We may assume that $K$ is a finite subcomplex of $E_n$. Let

$$S = \{ g \in \ker \phi_n \mid gK \cap K \neq \emptyset \}.$$  

For each pair of simplices $\sigma, \tau \in K$ such that $g\sigma = \tau$ for some $g \in S$, fix one choice of an element $g_{\sigma\tau} \in S$ such that $g_{\sigma\tau}\sigma = \tau$. Clearly the collection of such choices $\{g_{\sigma\tau}\}$ forms a finite set. Now given $g \in S$, there exists a pair of simplices $\sigma, \tau$ in $K$ such that $g\sigma = \tau$. Therefore $g^{-1}g_{\sigma\tau}$ fixes $\sigma$ and is hence an element in $\Gamma_n^{\sigma}$ which denotes the subgroup of $\Gamma_n$ fixing $\sigma$. But it is also in $\ker \phi_n$. Therefore

$$g^{-1}g_{\sigma\tau} \in \ker \phi_n \cap \Gamma_n^{\sigma}$$

which is a finitely generated group contained in the set $S$. Let $G$ be the group generated by $\{g_{\sigma\tau}\}$ together with the sets $\ker \phi_n \cap \Gamma_n^{\sigma}$ where $\sigma$ varies over all simplices in $K$. It is clearly a finitely generated subgroup of $\ker \phi_n$ and contains $S$.  

We list two more easily verified remarks needed to prove Lemma 7.8.
Remark 7.12. If \([1, x] = [1, y]\) in \(\Gamma \times \Gamma_n \mathcal{E}_n\), then \(x = \gamma y\) where \(\gamma \in \ker \phi_n\). (We use \(1\) to denote the identity element of a group written multiplicatively.) Consequently if \([1, g x] = [1, x]\) for \(g \in \Gamma_n\), then \(g \in (\ker \phi_n) \Gamma_n^x\).

**Notation.** The map \(x \mapsto [1, x]\) is called the canonical projection of \(\mathcal{E}_n\) into \(\Gamma \times \Gamma_n \mathcal{E}_n\).

Remark 7.13. If \(A\) is a connected subset of \(\Gamma \times \Gamma_n \mathcal{E}_m\), then there exists an index \(n \geq m\) such that \(\bar{f}_{mn}(A)\) is in the image of the canonical projection of \(\mathcal{E}_n\) into \(\Gamma \times \Gamma_n \mathcal{E}_n\).

**Proof of Lemma 7.8.** Let \(\bar{T}\) be the lift of \(T\) to \(\Gamma_n\) given by Remark 7.10. Since \(\mathcal{E}_n^T \neq \emptyset\) and its image under the canonical projection is contained in \((\Gamma \times \Gamma_n \mathcal{E}_n)^T\), we see that \((\Gamma \times \Gamma_n \mathcal{E}_s)^T \neq \emptyset\) for all indices \(s \geq n\).

Next let \(x, y\) be two points in \((\Gamma \times \Gamma_n \mathcal{E}_m)^T\). Then by Remark 7.13 there are points \(\bar{x}, \bar{y} \in \mathcal{E}_n\) which canonically project to \(\bar{f}_{mn}(x) = \bar{x}\), \(\bar{f}_{mn}(y) = \bar{y}\) provided \(n\) is sufficiently large. By making \(n\) perhaps larger, we also have a lift \(\bar{T}\) of \(T\) to \(\Gamma_n\).

If \(g \in \bar{T}\), then
\[
[1, g \bar{x}] = \phi_n(g) \bar{x} = \hat{\bar{x}} = [1, \hat{\bar{x}}]
\]
since \(\hat{\bar{x}} \in (\Gamma \times \Gamma_n \mathcal{E}_n)^T\). Therefore by Remark 7.12, \(g = \gamma \hat{\bar{y}}\) where \(\gamma \in \ker \phi_n\) and \(\hat{\bar{y}} \bar{x} = \hat{\bar{x}}\). Consequently by picking a larger index \(s\) such that \(\phi_{ns}(\gamma) = 1\)
\[
(7.8) \quad \tilde{\bar{y}} \bar{x} = \hat{\bar{x}}
\]
where \(\tilde{\bar{y}} = \phi_{ns}(g)\) and \(\hat{\bar{x}} = f_{ns}(\tilde{\bar{x}})\). Note that \(\tilde{\bar{y}} \in \bar{T} = \phi_{ns}(\bar{T})\) which is a lift of \(T\) to \(\Gamma_s\). Since \(T\) is finitely generated, we can in this way pick \(s\) large enough so that both equation (7.8) and
\[
(7.9) \quad \tilde{\bar{y}} \bar{y} = \hat{\bar{y}}
\]
hold for all \(\tilde{\bar{y}} \in \bar{T}\), where \(\bar{y} = f_{ns}(\tilde{\bar{y}})\). Hence \(\hat{\bar{x}}, \hat{\bar{y}}\) are two points in the contractible space \(\mathcal{E}_s^T\) and consequently connected by a path in \(\mathcal{E}_s^T\). The image of this path under the canonical projection into \(\Gamma \times \Gamma_n \mathcal{E}_s\) is the desired arc in \((\Gamma \times \Gamma_n \mathcal{E}_s)^T\) connecting \(\bar{f}_{ms}(x)\) to \(\bar{f}_{ms}(y)\) and establishes the case of Lemma 7.8 when \(i = 0\).

Now consider the general case of a map
\[
\eta: S^i \rightarrow (\Gamma \times \Gamma_n \mathcal{E}_m)^T
\]
cf. Remark 7.3. We argue in a fashion similar to the case \(i = 0\) but more complicated. By Remark 7.13, there exists an index \(n \geq m\) such that \(\bar{\eta} = \bar{f}_{mn} \circ \eta\) is in the image of the canonical projection
\[
\rho_n: \mathcal{E}_n \rightarrow (\Gamma \times \Gamma_n \mathcal{E}_n)^T.
\]
After a homotopy, we can assume that \(\bar{\eta}\) is simplicial for some simplicial structure on \(S^i\) and is still in the image of \(\rho_n\) as well as inside \((\Gamma \times \Gamma_n \mathcal{E}_n)^T\).

For each simplex \(\sigma\) of \(S^i\), let \(\bar{\eta}_\sigma\) denote the restriction of \(\bar{\eta}\) to \(\sigma\) and let \(\bar{\eta}_\sigma\) be a lift of \(\bar{\eta}_\sigma\) to \(\mathcal{E}_n\): i.e. \(\rho_n \circ \bar{\eta}_\sigma = \bar{\eta}_\sigma\) which exists since \(\rho_n\) is a non-collapsing simplicial map. If \(\tau\) is a face of \(\sigma\), then \(\bar{\eta}_\tau\) may not be the restriction of \(\bar{\eta}_\sigma\) to \(\tau\). But by Remarks 7.11 and 7.12, there exists a larger index \(s\) such that \(\bar{\eta}_\tau = \bar{\eta}_\sigma\) restricted to \(\tau\), where
\[
\bar{\eta}_\tau = f_{ns} \circ \bar{\eta}_\sigma \quad \text{and} \quad \bar{\eta}_\sigma = f_{ns} \circ \bar{\eta}_\sigma.
\]
Hence the maps \( \{ \tilde{\eta}_\sigma \} \) where \( \sigma \) varies over the simplices in \( S^i \) assemble to form a continuous map \( \tilde{\eta} : S^i \to \mathcal{E}_s \) such that

\[
\rho_s \circ \tilde{\eta} = \tilde{f}_{ns} \circ \tilde{\eta}.
\]

And Remark \[7.10\] gives us a lift \( \tilde{T} \) of \( T \) to \( \Gamma_s \) provided \( s \) was picked large enough. Let \( g \in \tilde{T} \) and let \( x \in S^i \). Then

\[
[1, g \tilde{\eta}(x)] = \phi_s(g) \tilde{f}_{ns}(\tilde{\eta}(x)) = \tilde{f}_{ns}(\phi_s(g) \tilde{\eta}(x)) = \tilde{f}_{ns}(\tilde{\eta}(x)) = [1, \tilde{\eta}(x)]
\]

since \( \phi_s(g) \in T \) and \( \tilde{\eta}(x) \in (\Gamma \times \Gamma_s, \mathcal{E}_n)^T \). Therefore by Remark \[7.12\] \( g = \gamma \tilde{g} \) where \( \gamma \in \ker \phi_s \) and \( \gamma \tilde{g}(x) = \tilde{\eta}(x) \). Consequently by picking a larger index \( t \) such that \( \phi_{st}(\gamma) = 1 \)

(7.10)

\[
\gamma \tilde{g}(x) = \tilde{\eta}(x)
\]

where \( \gamma = \phi_{st}(g) \) and \( \gamma = f_{st} \circ \tilde{\eta} \). Note that \( \gamma \in \tilde{T} = \phi_{st}(\tilde{T}) \) which is a lift of \( T \) to \( \Gamma_t \). Since \( T \) is finitely generated, Remark \[7.11\] allows us to pick \( t \) large enough so that equation (7.10) holds for all \( \gamma \in \tilde{T} \) and all \( x \in S^i \). Hence the image of \( \tilde{\eta} \) lies in the contractible space \( \mathcal{E}_i^T \) and consequently \( \tilde{\eta} \) extends to a map of \( \mathbb{D}^{i+1} \) into \( \mathcal{E}_i^T \). The composition of this extended map with \( \rho_t \) is an extension of \( f_{nt} \circ \tilde{\eta} \) to a map of \( \mathbb{D}^{i+1} \) into \( (\Gamma \times \Gamma_t, \mathcal{E}_t)^T \). But

\[
\tilde{f}_{nt} \circ \eta \sim \tilde{f}_{nt} \circ \tilde{f}_{mn} \circ \eta \sim \tilde{f}_{nt} \circ \tilde{\eta}
\]

inside \( (\Gamma \times \Gamma_t, \mathcal{E}_t)^T \). Therefore \( \tilde{f}_{nt} \circ \eta \) also extends to a map of \( \mathbb{D}^{i+1} \) into \( (\Gamma \times \Gamma_t, \mathcal{E}_t)^T \).

**Proof of Proposition \[7.7\]**. There are only a finite number of \( \Gamma \)-orbits of simplices in \( \mathcal{K} \) since \( \mathcal{K} \) is a finite complex. Let \( \sigma_1, \sigma_2, \ldots, \sigma_k \) be a complete irredundant list of representatives for these \( \Gamma \)-orbits enumerated so that \( \dim \sigma_i \leq \dim \sigma_j \) when \( i \leq j \). Let \( \mathcal{K}_i \) denote the subcomplex of \( \mathcal{K} \) defined by

\[
\mathcal{K}_i = \bigcup_{j \leq i} \Gamma \sigma_j.
\]

Note that \( \mathcal{K}_i \) is a closed and \( \Gamma \)-invariant subcomplex of \( \mathcal{K} \). We will construct \( \psi \) by induction on \( i \) over these subcomplexes; i.e., we assume that a \( \Gamma \)-equivariant map

\[
\psi_i : \mathcal{K}_i \to (\Gamma \times \Gamma_m, \mathcal{E}_m)
\]

has already been constructed for some index \( m \in I \) and then we must construct a \( \Gamma \)-equivariant map

\[
\psi_{i+1} : \mathcal{K}_{i+1} \to (\Gamma \times \Gamma_n, \mathcal{E}_n)
\]

for some index \( n \geq m \). Here is how this is done. Note that \( \partial \sigma_{i+1} \) is contained in \( \mathcal{K}_i \) and let

\[
\eta : \partial \sigma_{i+1} \to (\Gamma \times \Gamma_m, \mathcal{E}_m)
\]

be the restriction of \( \psi_i \) to \( \partial \sigma_{i+1} \). Let \( T = \Gamma^{\sigma_{i+1}} \); i.e., \( T \) is the subgroup of \( \Gamma \) fixing \( \sigma_{i+1} \). Then

\[
\text{im } \eta \subseteq (\Gamma \times \Gamma_m, \mathcal{E}_m)^T
\]

since \( \eta \) is \( \Gamma \)-equivariant and \( T \) fixes \( \partial \sigma_{i+1} \). Since \( \partial \sigma_{i+1} \) is homeomorphic to a sphere and \( \sigma_{i+1} \) to the ball that sphere bounds, Lemma \[7.8\] yields that there exists an index \( n \geq m \) such that \( f_{mn} \circ \eta \) extends to a map

\[
\tilde{\eta} : \sigma_{i+1} \to (\Gamma \times \Gamma_n, \mathcal{E}_n)^T
\]
Now we define $\psi_{i+1}$ by

$$
\psi_{i+1}(x) = \begin{cases} 
\bar{f}_{mn}(\psi_i(x)) & \text{if } x \in \hat{K}_i \\
\gamma \bar{\eta}(\gamma^{-1}x) & \text{if } x \in \gamma \sigma_{i+1}
\end{cases}
$$

This map is easily seen to be well-defined, continuous and $\Gamma$-equivariant and the proof of Proposition 7.7 is complete.

**Remark 7.14.** A version of the FIC can be formulated for any full class $C$ of subgroups of $\Gamma$; i.e., one closed with respect to subgroups and conjugates (see [11, introduction and appendix]). We say that the full class $C$ is small if it satisfies the following two additional properties:

1. Each group in $C$ is finitely presented.
2. The class $C$ is closed with respect to quotient groups.

Some examples of small classes are:

1. all virtually cyclic groups
2. all finite groups
3. the trivial group.

The proof given above for Proposition 7.7 actually remains valid when the class of virtually cyclic groups is replaced by any small class of groups. In particular, when it is replaced by the class consisting of only the trivial group, the above proof yields Addendum 7.15, which we state after defining the following notation.

**Notation.** Given a subspace $K$ of $B$, let $\tilde{K}$ denote its inverse image under the projection $E \to B$.

**Addendum 7.15.** Given a finite subcomplex $K$ of $B$, there exists an index $n \in I$ and a $\Gamma$-equivariant map $\psi: \tilde{K} \to \Gamma \times_{\Gamma_n} E_n$.

We now develop some more ideas needed to show that $\pi_1(a)$ is monic.

**Notation.** Given an index $n \in I$ and a subspace $K_n \subseteq B_n$, let $\tilde{K}_n$ denote its inverse image under the projection $E_n \to B_n$. Similarly if $K \subseteq B$ or $K_n \subseteq B_n$, define $K$ and $\tilde{K}_n$ to be their inverse images under the projections $Y \to B$ and $Y_n \to B_n$, respectively. Denote by $\tilde{K}$ and $\tilde{K}_n$ the spaces in the upper left corners of the Cartesian squares

$$
\begin{array}{ccc}
\tilde{K} & \longrightarrow & \tilde{K} \\
\downarrow & & \downarrow \\
K & \longrightarrow & K
\end{array}
$$

(7.11)

$$
\begin{array}{ccc}
\tilde{K}_n & \longrightarrow & \tilde{K}_n \\
\downarrow & & \downarrow \\
K_n & \longrightarrow & K_n
\end{array}
$$

(7.12)

Notice that $\tilde{K} \to \tilde{K}$ and $\tilde{K}_n \to \tilde{K}_n$ are regular $\Gamma$ and $\Gamma_n$-covering spaces, respectively.
Now fix a finite subcomplex $K$ of $B$. Because of Addendum 7.15, there exists an index $n \in I$ and a $\Gamma$-equivariant map $\psi: \hat{K} \to \Gamma \times \Gamma_n E_n$. Let $\psi: \hat{K} \to B_n$ denote the map induced on orbit spaces by $\psi$. Also define a $\Gamma$-equivariant map

$$\tilde{f}_n: \Gamma \times \Gamma_n E_n \to E$$

as in the paragraph following Proposition 7.7. Then $\tilde{f}_n$ induces $\tilde{\phi}_n: B_n \to B$ on orbit spaces (note that when the small class consists of only the trivial group, then $E = E$ and $E = E_n$) and the composite $\tilde{f}_n \circ \psi: \hat{K} \to E$ is $\Gamma$-equivariantly homotopic to the inclusion $\hat{K} \hookrightarrow E$. Passing to orbit spaces, this homotopy determines a homotopy $h_t$ of $\tilde{\phi}_n \circ \psi$ to the inclusion $\hat{K} \hookrightarrow B$.

**Lemma 7.16.** There exists a bundle map $\tilde{\psi}: \tilde{K} \to Y_n$ covering $\hat{\psi}$ and a homotopy of $\tilde{\phi}_n \circ \tilde{\psi}$ to the inclusion $\hat{K} \hookrightarrow Y$ via bundle maps covering $h_t$.

**Proof.** This is a consequence of the covering homotopy theorem. \hfill $\Box$

By considering the Cartesian square

$$
\begin{array}{ccc}
\Gamma \times \Gamma_n \hat{Y}_n & \longrightarrow & \Gamma \times \Gamma_n E_n \\
\downarrow & & \downarrow \\
Y_n & \longrightarrow & B_n
\end{array}
$$

(7.13)

it is seen that the triple of maps $\tilde{\psi}: \tilde{K} \to B_n$, $\psi: \hat{K} \to \Gamma \times \Gamma_n E_n$, $\hat{\psi}: \hat{K} \to Y_n$ determine a $\Gamma$-equivariant map

$$\bar{\psi}: \hat{K} \to \Gamma \times \Gamma_n \hat{Y}_n.$$

Also by considering the Cartesian square

$$
\begin{array}{ccc}
\hat{Y} & \longrightarrow & E \\
\downarrow & & \downarrow \\
Y & \longrightarrow & B
\end{array}
$$

(7.14)

together with square (7.13), it is seen that the triple $\tilde{\phi}_n: B_n \to B$, $\tilde{f}_n: \Gamma \times \Gamma_n E_n \to E$, $\hat{\phi}_n: \hat{Y}_n \to Y$ determines a $\Gamma$-equivariant map

$$\tilde{f}_n: \Gamma \times \Gamma_n \hat{Y}_n \to \hat{Y}.$$

(In fact $\tilde{f}_n$ is determined from $\hat{\phi}_n: \hat{Y}_n \to \hat{Y}$ by the equation $\tilde{f}_n([\gamma, x]) = \gamma \hat{\phi}_n(x)$ for all $(\gamma, x) \in \Gamma \times \hat{Y}_n$.)

**Lemma 7.17.** The map $\tilde{f}_n \circ \hat{\psi}: \hat{K} \to \hat{Y}$ is $\Gamma$-equivariantly homotopic to the inclusion map $\hat{K} \hookrightarrow \hat{Y}$.

**Proof.** This follows from Lemma 7.16 since $\tilde{f}_n \circ \hat{\psi}$ is determined from the Cartesian squares (7.13) and (7.14) by the triple of maps $\hat{\phi}_n \circ \hat{\psi}: \hat{K} \to B$, $\hat{f}_n \circ \hat{\psi}: \hat{K} \to E$ and $\hat{\phi}_n \circ \hat{\psi}: \hat{Y} \to \hat{Y}$.

The $\Gamma$-spaces $\hat{K}$ and $\Gamma \times \Gamma_n \hat{Y}_n$ determine two new continuous maps onto $B$, namely

$$p_K: \hat{K} \times \Gamma E \to E/\Gamma = B \quad \text{and} \quad p'_n: (\Gamma \times \Gamma_n \hat{Y}_n) \times \Gamma E \to E/\Gamma = B.$$
Furthermore, the $\Gamma$-equivariant maps $\tilde{\psi} : \tilde{K} \rightarrow \Gamma \times_{\Gamma_n} \tilde{Y}_n, \tilde{f}_n : \Gamma \times_{\Gamma_n} \tilde{Y}_n \rightarrow \tilde{Y}$, and the inclusion map $\tilde{K} \hookrightarrow \tilde{Y}$ determine group homomorphisms

$$\alpha : \mathbb{H}_i(\mathcal{B}, S(p_K)) \rightarrow \mathbb{H}_i(\mathcal{B}, S(p'_n)), \quad \beta : \mathbb{H}_i(\mathcal{B}, S(p'_n)) \rightarrow \mathbb{H}_i(\mathcal{B}, S(p)), \quad \gamma : \mathbb{H}_i(\mathcal{B}, S(p_K)) \rightarrow \mathbb{H}_i(\mathcal{B}, S(p)),$$

respectively.

**Lemma 7.18.** $\gamma = \beta \circ \alpha$.

**Proof.** This follows directly from Lemma 7.17. \qed

Now fix an index $m \in I$ and a finite subcomplex $K_m \subseteq B_m$ such that $\tilde{\phi}_m(K_m) \subseteq K$. Note that $\tilde{\phi}_m$ restricted to $\tilde{K}_m$ is a bundle map into $\tilde{K}$ which covers the restriction of $\tilde{\phi}_m$ to $\tilde{K}_m$. Also the functorially defined $\phi_m$-equivariant map $E_m \rightarrow E$ restricts to a map $\tilde{K}_m \rightarrow \tilde{K}$ covering $\tilde{\phi}_m$. Using the Cartesian squares (7.12), in which $m$ replaces $n$, and (7.11), we see that the triple of maps $\tilde{\phi}_m : \tilde{K}_m \rightarrow K$, $\tilde{K}_m \rightarrow K$, and $\phi_m : \tilde{K}_m \rightarrow K$ determine a $\phi_m$-equivariant map $\tilde{K}_m \rightarrow \tilde{K}$ which in turn determines a group homomorphism

$$\delta : \mathbb{H}_i(\mathcal{B}_m, S(p_{K_m})) \rightarrow \mathbb{H}_i(\mathcal{B}, S(p_K))$$

where the surjection

$$p_{K_m} : \tilde{K}_m \times_{\Gamma_m} \mathcal{E}_m \rightarrow \mathcal{E}_m/\Gamma_m = \mathcal{B}_m$$

comes from projection onto the second factor of $\tilde{K}_m \times \mathcal{E}_m$. Also the Cartesian product of the inclusion $\tilde{K}_m \hookrightarrow \tilde{Y}_m$ with $id_{\mathcal{E}_m}$ determines a group homomorphism

$$\epsilon : \mathbb{H}_i(\mathcal{B}_m, S(p_{K_m})) \rightarrow \mathbb{H}_i(\mathcal{B}_m, S(p_m)).$$

Let

$$\omega_m : \mathbb{H}_i(\mathcal{B}_m, S(p_m)) \rightarrow \mathbb{H}_i(\mathcal{B}, S(p))$$

denote the homomorphism $\Psi_m \circ \Phi_m$ (see the paragraph containing diagram (7.2)).

**Lemma 7.19.** $\omega_m \circ \epsilon = \gamma \circ \delta$.

**Proof.** Consider the $\phi_m$-equivariant map determined by the Cartesian square (7.12), in which $m$ replaces $n$, and (7.14) via the triple of continuous maps $\tilde{\phi}_m$, the functorial map $E_m \rightarrow E$, and $\phi_m$, where these three maps are restricted to $K_m$, $\tilde{K}_m$ and $\tilde{K}_m$, respectively. Then both homomorphisms $\omega_m \circ \epsilon$ and $\gamma \circ \delta$ are induced by the Cartesian product of this map with the $\phi_m$-equivariant map $f_m : \mathcal{E}_m \rightarrow \mathcal{E}$. \qed

Now notice that the universal $(\Gamma, \mathcal{C})$-space $\mathcal{E}$ is also a $\Gamma_n$-space via the $\phi_m$-equivariant map $\Gamma_n \rightarrow \Gamma$. Define a new full class of subgroups $C_n$ of $\Gamma_n$ by

$$C_n = \{ \text{subgroups } S \text{ of } \Gamma_n \mid \phi_n(S) \in \mathcal{C} \}.$$ 

Then the following fact is an immediate consequence of the definitions.

**Remark 7.20.** The $\Gamma_n$-space $\mathcal{E}$ is universal for the class $C_n$.

Denote by $\mathcal{B}^*_n$ the orbit space $\mathcal{E}/\Gamma_n$. Then projection onto the second factor of $\tilde{Y}_n \times \mathcal{E}$ defines as usual a continuous surjection

$$p_n^* : \tilde{Y}_n \times_{\Gamma_n} \mathcal{E} \rightarrow \mathcal{E}/\Gamma_n = \mathcal{B}^*_n.$$
Note that there is a natural identification
\[ \bar{Y}_n \times_{\Gamma_n} E = (\Gamma \times_{\Gamma_n} \bar{Y}_n) \times_{\Gamma} E \]
and that \( p'_n \) factors through \( p_n^* \); i.e., we have the following commutative diagram:
\[ \begin{array}{ccc}
\bar{Y}_n \times_{\Gamma_n} E & \xrightarrow{p_n^*} & (\Gamma \times_{\Gamma_n} \bar{Y}_n) \times_{\Gamma} E \\
\downarrow & & \downarrow \phi_n \\
B_n^* = \mathcal{E}/\Gamma_n & \longrightarrow & \mathcal{E}/\Gamma = \mathcal{B}
\end{array} \]  
(7.15)
where \( \mathcal{E}/\Gamma_n \to \mathcal{E}/\Gamma \) is the canonical quotient map. Let
\[ \Theta: \mathbb{H}_i(B_n^*, \mathcal{S}(p_n^*)) \to \mathbb{H}_i(B, \mathcal{S}(p_n^*)) \]
be the homomorphism induced by commutative square (7.13). If \( \phi_n: \Gamma_n \to \Gamma \) is a surjection, then the canonical quotient map \( \mathcal{E}/\Gamma_n \to \mathcal{E}/\Gamma \) is the identity and hence so is \( \Theta \). In the general case, \( \mathcal{E}/\Gamma_n \to \mathcal{E}/\Gamma \) is a simplicial map which collapses no simplices. The following remark is a consequence of this observation and [11, Addendum A.6.1 and Lemma A.7].

**Remark 7.21.** \( \Theta \) is an isomorphism.

The next remark follows directly from [11, Lemma A.12.1 and Theorem A.8].

**Remark 7.22.** Let \( C \) and \( C' \) be two full classes of subgroups of a group \( \pi \) with \( C' \subseteq C \). If \( \pi \) satisfies the FIC with respect to \( C' \) (cf. Remark 7.14), then \( \pi \) also satisfies the FIC with respect to \( C \).

**Lemma 7.23.** The assembly map \( \mathbb{H}_i(B_n^*, \mathcal{S}(p_n^*)) \to \pi_*(\mathcal{S}(Y_n)) \) is an isomorphism.

**Proof.** Since \( \Gamma_n \) satisfies the FIC with respect to \( C \) by assumption and \( C \) is a subclass of \( \mathcal{C}_n \), we see that \( \Gamma_n \) also satisfies the FIC with respect to \( \mathcal{C}_n \). This is because of Remark 7.22 in which we set \( \pi = \Gamma_n, C' = C \) and \( C = C_n \). The Lemma follows immediately from this fact. 

We are now ready to complete the proof of Theorem 7.14 by showing that the map \( \pi_1(a) \) in diagram (7.1) is monic. For this purpose, let \( a \in \mathbb{H}_i(B, \mathcal{S}(p)) \) which "assembles" to 0 in \( \pi_1(\mathcal{S}(Y)) \); i.e., such that
\[ \pi_1(a)(a) = 0. \]
We need to show that \( a = 0 \). Since the top arrow in diagram (7.1) is an epimorphism, there exists an index \( m \in I \) and an element \( a_1 \in \mathbb{H}_i(B_m, \mathcal{S}(p_m)) \) which maps to \( a \) via \( \omega_n \); i.e.,
\[ \omega_m(a_1) = a. \]
(7.16)
Then \( a_1 \) assembles to an element \( b_1 \in \pi_1(\mathcal{S}(Y_m)) \). Because of Remark 7.3, there exists a finite subcomplex \( K_m \) of \( B_m \) and an element \( b_2 \in \pi_1(\mathcal{S}(K_m)) \) which maps to \( b_1 \) under the map induced by the inclusion \( \bar{K}_m \hookrightarrow Y_m \). Since \( b_1 \) maps to 0 in \( \pi_1(\mathcal{S}(Y)) \) under the map induced by \( \phi_m \), Remark 7.3 also shows that there exists a finite subcomplex \( K \) of \( B \) such that both \( \phi_m(K_m) \subseteq K \) and \( b_2 \) maps to 0 in \( \pi_1(\mathcal{S}(K)) \) under the map induced by the restriction of \( \phi_m \) to \( K_m \). Now \( b_2 \) is in the image of the assembly map because \( \Gamma_m \) satisfies the FIC; i.e., there is an element \( a_2 \in \mathbb{H}_i(B_m, \mathcal{S}(p_{K_m})) \) which assembles to \( b_2 \). Note that
\[ \epsilon(a_2) = a_1 \]
(7.17)
since \( a_2 \) and \( a_1 \) both assemble to \( b_1 \) and \( \Gamma_m \) satisfies the FIC. Therefore
\[
\gamma (\delta (a_2)) = a
\]
(7.18) because of equations (7.16), (7.17) and Lemma 7.18. Also \( \delta (a_2) \) assembles to 0 in \( \pi_i (S(K)) \) since \( b_2 \) maps to 0. Consequently
\[
a_3 = \alpha (\delta (a_2))
\]
(7.19) assembles to 0 in \( \pi_i (S(Y_n)) \). Note there is a natural identification
\[
Y_n = (\Gamma \times_{\Gamma_n} \tilde{Y}_n) / \Gamma.
\]
Furthermore, notice that
\[
\beta (a_3) = a
\]
(7.20) because of equations (7.18), (7.19) and Lemma 7.18. Using Remark 7.21, we find there is an element \( a_4 \in H_i (B_n^* , S(p_n^* )) \) such that
\[
\Theta (a_4) = a_3.
\]
(7.21) Furthermore, \( a_4 \) assembles to 0 in \( \pi_i (S(Y_n)) \) since \( a_3 \) does. Therefore
\[
a_4 = 0
\]
(7.22) because of Lemma 7.23. Concatenating equations (7.20), (7.21), (7.22) shows that \( a = 0 \). This completes the proof of Theorem 7.1. \( \square \)

The proof given above of Theorem 7.1 actually proved the following more general statement.

Addendum 7.24. Let \( \Gamma_n , n \in I \), be a directed system of groups with
\[
\Gamma = \varinjlim_{n \in I} \Gamma_n
\]
and let \( C \) be a small class of groups. If each group \( \Gamma_n \) satisfies the FIC with respect to \( C \), then so does \( \Gamma \).
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