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Abstract

NC-OFDM as one of the candidates for the Cognitive Radio (CR) system has many challenges in the synchronizing time. This is due to the frequency sharing which can cause Narrowband Interference (NBI), which causes a very significant time synchronization error. Large errors in time synchronization can reduce overall NC-OFDM system performance. In this study, we evaluate the time synchronization performance of NC-OFDM systems on the multipath channel in the present of NBI. We provide an evaluation of the time synchronization performance by comparing the time synchronization algorithm that has a timing metric such as an impulse-like (Symmetric correlator). Here, we present three algorithms that use the symbol train to calculate the arrival time of the NC-OFDM symbol. The simulation conducted by considering the effects of multipath channel, Signal to Noise Ratio (SNR), Carrier Frequency Offset (CFO), and SIR (Signal to Interference Ratio). SIR is modeled with NBI. Algorithm performance is measured by MAE (Mean Absolute Error) and MSE (Mean Squared Error). Simulation results show that the autocorrelation-based method has very poor performance in MAE and MSE tests, so it is not suitable for NC-OFDM-based Cognitive Radio systems. The GLRT (Generalized Likelihood Ratio Test) method and Iterative Normalization method perform well in case the NC-OFDM Cognitive Radio systems.
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I. INTRODUCTION

Cognitive radio has received much attention from researchers to meet the increasing need for spectrum sources [1] and [2]. One technique on the physical layer that can be used to exploit an empty spectrum in an unused band is NC-OFDM (Non-Continuous OFDM (Orthogonal Frequency Division Multiplexing)). This is done by adjusting the parameters of the wireless communication system to automatically follow the communication environment, for example, LU (license users) share frequency bands with CR users. However, the presence of an NBI can disrupt the time synchronization performance, where the NBI signal can be detected as a synchronization signal. Therefore, some researchers conduct evaluations and provide solutions in overcoming the problem of time synchronization.

The most popular technique for time synchronization is the technique proposed by Schmidl and Cox (S&C) [3]. This technique uses the correlation of two identical parts in the time domain for time synchronization, where two identical parts are generated with a series of PNs (Pseudo Noise) in the frequency domain on even subcarriers or on odd subcarriers. In [3] evaluating the performance of S&C techniques on CR systems, where the interference being modeled is white noise and NBI. As shown in [4], the S&C technique experienced a time synchronization error due to an NBI signal being detected as a synchronization signal. In [5] it is also shown that the time synchronization error due to NBI occurs when the SIR is smaller than 15dB.

The weakness of the S&C technique for time synchronization in OFDM / NC-OFDM systems is that there is a flat area on the timing metric, resulting in a wide estimation variant. There are other techniques that produce sharper timing metrics, including the techniques proposed by Park et al. [6] (Park technique) and Yi et al. [7] (YI technique) which uses symmetric correlators. The YI technique is generally better than the Park technique, this is because the timing matrices of the YI technique have sidelobes much smaller than the park technique. Higher sidelobes can decrease the performance of timing synchronization in a high noise environment. In [8] improvements were made to the synchronization technique based on symmetric correlators in the face of high delay spread in OFDM systems with the GLRT (Generalized Likelihood Ratio Test) technique. In [9] improvements were made to the GLRT technique in order to improve detection of the arrival of the OFDM symbol in multipath channel environments with very high delay spreads in OFDM systems with iterative normalization technique.

Therefore, this research will evaluate the YI technique [7] along with its improvement techniques for symmetric correlators [8]-[9] in case OFDM-based CR systems (NC-OFDM), where the disturbance arises is the...
The rest of this paper is organized as follows. Section II describes the NC-OFDM system model. Section III overviews the time synchronization scheme based on symmetric correlation. Section IV describes the simulation result in and section V gives the conclusion.

II. NC-OFDM SYSTEM MODEL

Figure 1 illustrates the similarity of NC-OFDM based discrete complex baseband CR system, the cognitive user sends a vector symbols with N-subcarriers, where the subcarriers that can be used are adapted to the sensing system. The data is modulated after IFFT is converted from parallel to serial and added with a cyclic prefix of length L_{CP}. Thus, the OFDM baseband signal can be written as in (1):

\[ d^k = F_d x^k \]  
\[ \text{where } k \text{ denotes the sequence of symbols, } F_d(N + L_{CP}) \times N \text{ is a matrix, } N \text{ is the number of subcarriers and each element in the matrix } F_d \text{ is defined as } F_d(n, m) = \frac{1}{\sqrt{N}} \exp \left( \frac{j 2 \pi m n}{N} \right), -L_{CP} \leq n < N, 0 \leq m < N, \text{ where } n \text{ and } m \text{ respectively represent the interval normalization of sampling time intervals.} \]

NC-OFDM signals sent in frame form can be written as in (2):

\[ d_f(n) = \sum_{k=0}^{K-1} d^k \]  
\[ \text{At the receiver, the received signal is distorted due to multipath channel, NBI, white noise, and CFO in (3):} \]

\[ r(n) = b(n)e^{j2\pi m n / N} + \sqrt{\frac{\sigma^2}{N}} e^{j2\pi f_0 n + j\varphi} + z(n), \]  
\[ \text{where:} \]

\[ b(n) = \sum_{l=0}^{L_{CH} - 1} d_f(n - l) h(l), \]  
\[ \text{and in the domain, the training symbol can be represented as in (6).} \]

\[ x_{\text{preamble}} = [s_0, s_1, ..., s_{N-1}] \]  
\[ \text{where:} \]

\[ D \]  
\[ \text{is the number of active subcarriers, } X_i, i = 1, 2, ..., D \text{ is the real value of the PN series (Pseudo Noise), a series with length } n_f + n_k \text{ is zero which is used as a guard band. Because the values of } X_i, i = 1, 2, ..., D \text{ are real, then } s_{N-n} = s_n^*, n = 1, ..., \frac{N}{2} - 1. \]

The form of training symbol for symmetric correlator in the time domain can be described as in Figure 2. Where \( F \) represents a sample of length \( N/2 \), and \( G \) is the symmetric conjugate of \( F \). So that the symmetric correlator that utilizes the properties of \( G \) which is a symmetric conjugate of \( F \) can be expressed with the timing metric as in (7).

\[ M(n) = \frac{|p(n)|^2}{(R(n))^2}, \]  
\[ \text{where:} \]

\[ p(n) = \sum_{q=1}^{N-1} r(n + q) \cdot r(n - q + N), \]  
\[ R(n) = \sum_{q=1}^{N-1} |r(n + k)|^2. \]  
\[ \text{Furthermore, the calculation of time offset is done as in (10).} \]

\[ \hat{\epsilon}_{\text{YI}} = \arg \max_n (M(n)). \]  

Figure 1. NC-OFDM with subcarrier on/off.

Figure 2. Time domain representation of training symbol for the symmetric correlator.
B. The GLRT Method

The GLRT technique utilizes the property of symmetric correlation in (8) by taking the absolute value which can be stated as in (11).

\[ t(n) = |p(n)|. \]

To derive the PDF (probability distribution function) from \( t(n) \), first define \( \rho_t(n) \) as in (12).

\[ \rho_t(n) = \sum_{q=1}^{N} r(n + q) \cdot r(n - q + N), \]

for \( |n - n_0| < L_p \), \( \rho_t(n) \) follows the normal complex distribution as in (13).

\[ \rho_t(n) \sim \begin{cases} 
CN(0, \Gamma \sigma^2) & n \in L, \\
CN(T h^2(n - n_0) \sigma^2 e^{2\pi n}, \Gamma T \sigma^2) & n \notin L, 
\end{cases} \]

where \( L_p \) is the number of identical parts in the training symbol \( L_p = N/2 \), \( T = \frac{N}{2} - 1 \), \( \sigma^2 = \kappa \sigma^2 + \sigma^2_n \). \( \kappa = \sum_i |h(i)|^2 \). \( \sigma^2_L \) is the noise variant, and \( x_p(q) \) is the training signal in the time domain. \( n_0 \) indicates the start of the training symbol at \( n_0 \), which relates to the arrival of the first path of NC-OFDM symbols and \( L \) is the multipath channel index \( n = n_0, n_0 + 1, \ldots, n_0 + L_C \). Therefore, for the symmetric correlator with a length \( |n - n_0| < L_p \), \( t(n) \) is a Rician random variable with PDF as in (14).

\[ f(t(n); \sigma^2, \theta(n)) = \frac{t(n)}{\sigma^2} \exp \left( -\frac{t(n) + \theta(n)}{2\sigma^2} \right) I_0 \left( \frac{t(n)\theta(n)}{\sigma^2} \right), \]

where \( I_0 \) is the first type of Bessel function of order 0,

\[ \theta(n) = \begin{cases} 
T h^2(n - n_0) & n \in L, \\
0, & n \notin L, 
\end{cases} \]

and \( \sigma^2 = \Gamma \sigma^2_L / 2 \).

From the PDF that was revealed in (14), Cho and Park investigate the statistical change from \( t(n) \) when the training symbol is received. Then with the GLRT approach, the timing metric is defined as in (16).

\[ M_{GLRT}(n) = \exp \left( -\frac{1}{2} \Phi(n) \right) I_0 \left( \sqrt{\Phi^2(n) - 2\Phi(n)} \right), \]

with:

\[ \Phi(n) = \frac{t^2(n)}{\sigma_0^2(n)} \]

\[ \sigma_0^2(n) = \frac{1}{2} \sum_{j=0}^{n} t^2(n - j). \]

The parameter \( f (f \geq \text{channel length}) \) in (18) is the length of samples for observation to detect the first arriving path of the NC-OFDM symbol. Thus, the calculation of the arrival time (time offset) of the NC-OFDM symbol can be defined as in (19).

\[ \hat{t}_{GLRT} = \arg\max_{n} (M'_{GLRT}(n)), \]

with:

\[ M'_{GLRT}(n) = \begin{cases} 
M_{GLRT}(n), & t(n) > \lambda, \\
0, & \text{otherwise}, 
\end{cases} \]

and \( \lambda \) is the threshold, which is set to avoid False Alarm (FA) in (21). Probability of FA \( (P_{FA}) \) derived from (14) when \( \theta(n) = 0 \) as in (21).

\[ P_{FA} = \exp \left( -\frac{\lambda}{2\sigma^2} \right), \]

if \( \sigma^2 \) is replaced with \( \sigma_0^2 \), the threshold can be determined for the False Alarm rate that has been given as in (22).

\[ \lambda = \sqrt{-2\sigma_0^2\log P_{FA}}. \]

C. The Iterative Normalization Method

The Iterative Normalization techniques as in [9] can be written as in (23).

\[ Z_i(n) = \frac{Z_{i-1}(n)}{\sqrt{Z_{i-1}(n)}}, \]

where \( i \) is the index of iteration and \( \sigma^2_i(n) \) is a variance of the symmetric correlator on the \( i \) iteration which is defined as in (24).

\[ \sigma^2_i(n) = \frac{1}{N_{\text{norm}}} \sum_{k=0}^{N_{\text{norm}}-1} Z_i^2(n - k), \]

with \( N_{\text{norm}} \) is the length of observation for iterative normalization.

The Iterative Normalization Method is carried out as follows. First, determine the value of \( Z_0(n) = t(n) \), and then the iteration process is carried out as in (23) for \( i = 1 \ to \ \Gamma \), where \( \Gamma \) is the number of iterations. After obtaining the value of \( Z_{\Gamma}(n) \), redefine the value of \( t(n) = Z_{\Gamma}(n) \). Then the timing estimation of the arrival of the OFDM symbol is done by the GLRT method, so that the Iterative Normalization method can be written as in (25).

\[ M_{NI}(n) = \exp \left( -\frac{1}{2} \Phi(n) \right) + 1 I_0 \left( \sqrt{\Phi^2(n) - 2\Phi(n)} \right), \]

where \( \Phi(n) \) is defined in (17) and \( \sigma_0^2 \) are defined in (18).
IV. SIMULATION RESULTS

In this section, we evaluate the performance of three algorithms in terms of timing metrics and measure MAE and MSE from the timing point. For the parameters of NC-OFDM simulations can be seen in Table 1. Simulation is done under the vehicular B [10] multipath channel model. The parameters of the vehicular B channel for the simulation are given in Table 2. In this simulation, the NC-OFDM frame is sent preceded by 2 empty symbols.

A. Timing Metric Evaluation

First, we evaluate the timing metric of three algorithms based on symmetric correlation in conditions without NBI (SIR \( \approx \sim dB \)). Then we evaluated the three algorithms under conditions of NBI (SIR \( = 0 dB \)). Figure 3 shows the results of the timing metric simulation of the three algorithms, it can be seen that the YI algorithm has decreased performance in channel conditions with a fairly high delay spread. This happens because the YI algorithm has delayed calculations due to the high delay spread. GLRT algorithm and Iterative Normalization algorithm can work well in channel conditions with high delay spread.

In Figure 4, it can be seen that the YI algorithm has a quite large synchronization error, this is due to the presence of the NBI, so that the NBI signal is detected as a synchronization signal. The improvement from the YI method, namely the GLRT technique and the Iterative Normalization technique can overcome NBI well, this is due to the two techniques using statistical techniques that compare the distribution of training signal with signals without training.

### Table 1

| No. | Parameter                  | Value       |
|-----|----------------------------|-------------|
| 1   | FFT size                  | 2048        |
| 2   | Data modulation technique | 16-QAM      |
| 3   | CP length                 | 12.5% of the NC-OFDM symbol |
| 4   | Sampling rate             | 0.1 \( \mu \)s |
| 5   | Channel model             | vehicular B |
| 6   | \( \nu \)                  | 0.9         |
| 7   | Vehicle speed             | 120 km/hour |
| 8   | \( P_{fa} \)              | \( 10^{-6} \) |
| 9   | \( \phi \)                | 100         |
| 10  | \( L \)                   | \( L_{cy}/2 \) |
| 11  | \( N_{norm} \)            | \( N/2 \)   |

### Table 2

| Number of Channel Path | Delay (\( \mu s \)) | Power (dB) |
|------------------------|--------------------|------------|
| 6                      | 0.0                | -2.5       |
|                        | 0.3                | 0          |
|                        | 8.9                | -12.8      |
|                        | 12.9               | -10        |
|                        | 17.1               | -25        |
|                        | 20.0               | -16        |

Figure 3. Timing metric comparison without NBI (SIR \( \approx dB \)) for SNR=20 dB.

Figure 4. Timing metric comparison in the present of NBI (SIR \( = 0 dB \)) for SNR=20 dB.

B. MAE Evaluation

Figures 5, 6, 7, 8 and 9 show the results of MAE simulation for SIR \( = 0 dB \), SIR \( = 5 dB \), SIR \( = 10 dB \), SIR \( = 15 dB \), and SIR \( = 20 dB \). It can be seen that the YI algorithm experiences a considerable time synchronization error, this is due to the autocorrelation technique based on symmetric correlator, the NBI signal is detected as a time synchronization signal. The GLRT algorithm and Iterative Normalization algorithm can
work quite well in the presence of NBI. This is because both algorithms use autocorrelation techniques which are improved by normalization techniques. This normalization technique compares the output distribution of symmetric correlator signals.

![Figure 5. Simulation results for timing estimation measure in MAE for SIR = 0 dB.](image1)

![Figure 6. Simulation results for timing estimation measure in MAE for SIR = 5 dB.](image2)

![Figure 7. Simulation results for timing estimation measure in MAE for SIR = 10 dB.](image3)

![Figure 8. Simulation results for timing estimation measure in MAE for SIR = 15 dB.](image4)

![Figure 9. Simulation results for timing estimation measure in MAE for SIR = 20 dB.](image5)

**C. MSE Evaluation**

Figures 10, 11, 12, 13, and 14 show the results of MAE simulation for SIR = 0 dB, SIR = 5 dB, SIR = 10 dB, SIR = 15 dB, and SIR = 20 dB. YI algorithm based on autocorrelation technique experiences a decrease in performance as SIR decreases. YI algorithm also decreases with increasing SNR, this is due to the higher NBI effect when SNR rises. In the GLRT Algorithm and Iterative Normalization Algorithm the performance increases when the SNR rises, this proves that both algorithms are more resilient than the YI algorithm against the influence of NBI. The performance of the Iterative Normalization algorithm is almost the same as the performance of the GLRT algorithm at SIR ≤ 10 dB, whereas for SIR ≥ 15 dB the performance of the iterative normalization algorithm is better than the GLRT algorithm. That is because normalization is done repeatedly, resulting in better performance.
Figure 10. Simulation results for timing estimation measure in MSE for SIR = 0 dB.

Figure 11. Simulation results for timing estimation measure in MSE for SIR = 5 dB.

Figure 12. Simulation results for timing estimation measure in MSE for SIR = 10 dB.

Figure 13. Simulation results for timing estimation measure in MSE for SIR = 15 dB.

Figure 14. Simulation results for timing estimation measure in MSE for SIR = 20 dB.

D. Complexity Analysis

Table 3 shows the level of complexity of each algorithm. The Yi algorithm has the lowest complexity. The Iterative Normalization Algorithm is a little more complex than the GLRT algorithm. The overall performance of the Iterative Normalization algorithm is better than the Yi and GLRT algorithms, although it must be paid with a slight increase in complexity.

| Algorithm                | Real additions/subtractions | Real multiplications/divisions |
|--------------------------|-----------------------------|-------------------------------|
| Yi [7]                   | $N$                         | $2N + 2$                      |
| GLRT [8]                 | $N + J - 4$                 | $2N - 1$                      |
| Iterative Normalization  | $N + J + 2N_{\text{norm}} - 6$ | $2N - 1$                     |

TABLE 3
Complexity analysis of three algorithms
CONCLUSION

From the results of the time synchronization simulation performed for the NC-OFDM systems for Cognitive Radio for the three algorithms, it was found that the autocorrelation-based method has very poor performance, this is due to the presence of NBI. Therefore, this method is not suitable for NC-OFDM based Cognitive Radio systems. As an alternative, the GLRT method or iterative Normalization method can be used for the NC-OFDM Cognitive Radio system.
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