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Abstract. Digital pathology is a technology that allows pathological information created from a digital slide to be accessed, handled, and interpreted. Using optical pathology scanners, glass slides are collected and transformed to digitized glass slides that can be viewed on your computer monitor. Relevant support for education and the practice of human anatomy is offered by digital pathology. With the recent developments in digital pathology led to computer-aided diagnosis using machine learning approaches. So, machine learning frameworks assist physicians in diagnosing critical cases such as cancer, tumors, etc and improve patient management. With an ever growing number of choices, it can be hard to pick a better machine learning method for pathological data. Big potential attempts are made in this paper to research the full context of digital pathology with the specifics of how artificial intelligence has contributed to digital pathology. This review also analyzes various machine learning frameworks by providing as much information as possible and quantifying what the tradeoffs will be. This paper ultimately provides the improvements in the frameworks available that will be required in the near future applications.

1. Introduction

Pathology is the bridge between science and medicine, which supports every aspect of patient management such as diagnostic testing, treatment advice, preventing disease, etc. In general, pathology is the study of the causes and effects of the disease. However, the pathology has roots with all other medical specialties when looking back at the history of pathology [29, 36, 44, 52] and excellent surveys of algorithms [1, 3, 18, 23, 24, 28, 48, 49, 52] in related pathology have been published for many years which is beyond the scope of this article. Pathologists are experts in illness and disease. They use their expertise to treat patients with life-threatening conditions. Usually, pathologists will be involved in new treatments to fight viruses, infections, and cancer, etc. And this is how a pathologist could save you or could kill you. When technological innovation in health care across all specialties is growing at an increasingly fast pace, digital pathology plays a major role in the diagnosis and treatment of disease [9, 30]. Digital methods could seem financially daunting and provide better patient management at lower costs. Digitizing pathology allows pathologists to derive deeper insights that include the patient’s history and unique risk factors. By enabling this digital transformation also ensures patients are diagnosed accurately. The modern digital pathology workflow requires the diagnosis of diseases from the capture and management of whole slide images. The
traditional glass slide is digitized via a slide scanner and brought about the ability for pathologists to easily analyze [4].

The workflow of digital pathology starts the procedure from the patient either through a biopsy or a resection. The pathology division is associated with appropriate clinical information to register the samples in the laboratory information system. Whole slide imaging technology has evolved in which digital slide scanners produce high-resolution digital images from the report for a computer environment [16]. The subsystems of the digital pathology system and complete workflow are depicted in Figure 1. Digital methods in pathology offer speed, accuracy, efficiency, and provide a reasonable application platform in medical diagnosis. With the availability of a high volume of quality digitized data, finding the informative, discriminative, and independent set of features requires interpretations based on machine learning. Using machine learning techniques can solve the variety of image analysis problems and its fast adoption rate can be attributed to the improved results [55].

On the technical side, machine learning-based interpretation should have clear decision support algorithms to work on digital pathology images [5]. The availability of dense planar data requires more intelligent and efficient approaches for analyzing digitized slide images. Apart from depending only on pathologists in decision making, the use of machine learning frameworks could enable better diagnosis for improved disease risk characterization [31, 38]. The purpose of this review is to provide the reader with available machine frameworks being tailored for digital pathology images and make assistance for pathologists to compare the frameworks. The main contribution of this work is

1. Originated with a complete groundwork of digital pathology.
2. Provided a clear road map for the requirement of machine learning in digital pathology.
3. Described the list and complete trade-offs of available machine learning frameworks.

The above-said points clearly distinguish this survey from other recent surveys. It gives the detail as broad as earlier works. The paper is organized as follows: Section II reviews the complete study of digital pathology origin to till. Section III discusses the influence of machine learning in digital pathology. Section IV lists and briefly describes the machine learning frameworks for digital pathology followed by a conclusion in section V.

2. Study of digital pathology

2.1 Overview
The first digitized pathology slides were found in 1968 and were sent to Massachusetts General Hospital from Boston’s Logan Airport even with insufficient computing resources and computer technology. The widespread invention of data transmission systems during the 1990s made digital
pathology a flourishing field. The first digital microscope device costs about $300,000 for scanning a single slide for a whole day. Digital microscopy describes the processing, management, and storage of digitized microscopic images and capable of the histology and cytology slides being digitized fully. Also known as Whole-Slide Imaging (WSI) [55]. Today whole-slide scanners create images that replicate glass slides in high resolution. The entire histology glass slide is scanned with an image scanner and then communicated with a pathologist. Also, for a second opinion, this whole-slide scanned image is remotely consulted. Whole slide imaging is a relatively modality of digital imaging. It saves time, costs, and the physical transportation of slides. Departments of pathology use digital imaging from simple image archiving to complex image analysis. Hence, digital pathology is a mixture of pathology and computers to replace the traditional diagnosis based on a microscope. This has evolved over the past 5 years with the emergence of new cost-effective scanner technology and cloud storage innovations in the medical sector.

Applications in the health sciences typically include treatment and clinical study. This digital pathology makes the sharing and annotation of slides much simpler and offers new opportunities for e-learning in health science applications. Digital pathology is regulated by the Food and Drug Administration (FDA) for improving diagnostic accuracy.

2.2 Background study
Digital pathology technology goes back more than 10 decades when specialized equipment was first used to capture images from a microscope on photographic plates. The idea of telepathology that conveys microscope images among remote areas has been there for about 50 years. In the last decade, however, pathology has begun to undertake an effective digital transition, shifting from the analog to the modern way [39]. Prior to this, scientists could not create images of the entire slide sample, forcing them to use their sampling to assess regions of interest. The 1990s also saw the technological expansion of computer technology in general, making sure that the hardware and software were finally available to perform the data processing required by digital pathology [41]. A broad range of software systems was developed over the ensuing framework to maintain multi-resolution two-dimensional dataset traversals [55]. When digital cameras were widely used in the late 1990s as well as in the early 2000s, pathology slide photography with microscopy was extremely popular. It was during this period as well that WSI was first introduced.

2.3 Advances in digital pathology

Digital pathology is not yet widespread but developments in digital pathology can eventually change that [19]. The rapid convergence of Artificial Intelligence (AI) with digital pathology is now one of the main medicine revolutions over the next decade, and histopathology is at the very center of this transition. In addition to developing AI-based applications that could provide tumor grading and prognostic insights that are currently inaccessible via traditional methodologies. Figure 2 depicts the desired component for the conduct of AI and other automated laboratory pathology instruments. The
series of occurrences is provided as a guide only, and in some situations capacity will be needed [8]. In particular, we have seen a growing use of Machine Learning (ML), Deep Learning (DL), and AI methods finding their way into healthcare, and also a procedure for diagnostic pathology [37, 42]. With today’s ease of cloud computing accessibility, powerful processors, and robust infrastructure, a pixel-pipeline-based workflow can be built that allows for the creation of AI-based predictive or diagnostic algorithms. In recent years several kinds of research have shown the tremendous value of digital pathology and AI solutions [55].

2.4 The advent of whole slide imaging

In pathology, digital imaging has endured an incremental period of growth and development, facilitated by improvements in hardware imagery and benefits in computational processing. Digitization of whole glass slides at near optical light resolution limits can take place today in the 60s. Whole slides may be imaged in fluorescence or using multi-spectral imaging [22]. The advent of whole-slide imaging in digital pathology has contributed to the development of computer-aided tissue exams through digital image processing. Whole slide imaging is the ability to scan glass slides for digital images, which has advanced slide imagery through the use of simple cameras. It demands a two-step process: First, a scanner is used to digitize the glass slide, producing a broad, descriptive digital slide. Then specialized software is required to display the digital image. The program is often referred to as a virtual slide viewer [4]. Before whole slide imaging, microscope-mounted cameras were only able to capture different slide areas and thus had controlled empirical use. The early virtual microscope used to microscopy a robotic computer device and was able to scan the glass slide to create a collection of mosaic image tiles that could be assembled to shape the full slide image. This application has been restricted by a lengthy scan time.

Modern whole slide imaging was created by the use of automated, high-speed image capture systems. Glass slides can now be scanned in less than one minute and digital images can be produced with high resolution [10]. In addition, continuous processing will automate entire slide imaging technology. This means that while another is being scanned a slide can be submitted. Slide labeling is also easily achieved, as the scanners can read one- and two-dimensional barcodes that can be incorporated into glass slides. Some modern whole slide imaging systems can digitize slides on different vertical focal planes so that there is no lack of precision compared to a traditional microscope’s fine focus control. In addition, DL with WSIs has accomplished remarkable performance in digital pathology image classification. However, in realistic cases, high processing costs of WSIs complicate applications, and most pathologists do use microscopy images in their workflow [59]. Recent developments in digital pathology were used to develop diagnostic tests based on histological images of diseases such as cancer. Because differences in the molecular expression of a disease can be claimed in tissue architecture and improvements in nuclear morphology, the development of automated tissue classification and diagnostic testing was based on whole slide imaging technology.

2.5 Advantages and challenges in Digital pathology

Digital pathology provides greater efficiency in terms of diagnostics, with a lowered turnaround time for documenting clinical cases. There is also the chance to expand the quality of the output by decreasing error rates. Telepathology transmits data images of pathology among areas related to research, diagnosis, and skills training. Telepathology has the logistical benefit in terms of laboratory workflows by not involving physical shipment and storage by glass slides between locations. The efficiency and quality of image analysis can also be enhanced through the reduction of manual errors via an automated system. Learners can understand from a broader variety of case studies, as digital pathology possesses the opportunity to scan a single sample of tissue that can be used numerous times in classes [5, 6]. Digital pathology allows more accurate images to be easily transmitted by data; however, obstacles remain to be addressed before digital pathology is widely introduced. Rapid scanning must be achieved in order to integrate the digital pathology into a clinical setting. There also needs to be a global standard for digital archiving. It involves reworking laboratory procedures and
designing new guidelines for scanning to try and standardize digital imaging practices. Real-time reporting requires fast data transfer.

For medical applications, strong internet connectivity, laboratory systems engineering, and electronic medical records are needed. In addition, because of the large file dimensions, high-resolution images involve additional storage systems. Considering the collection of a large amount of medical data, high data protection standards are expected [36]. In digital pathology, treatment has to be enhanced with graphics cards and high-resolution displays. And, real-time data reporting often requires fast data transfer. But, the introduction of digital pathology technology is a bigger problem in low-resource countries. There is a shortage of experienced pathologists in rural parts and in these areas, the only telepathology can enhance the capacity of image analysis, but in low-resource countries, the restriction of high bandwidth requirements will become a significant obstacle. Digital slides could be used in local networks, but with complex systems, dial-up connections contribute to repeated timeouts and images of poor quality [20, 21, and 32]. However, obstacles such as the high cost of machinery and restricted connectivity are present. While we have many benefits in adopting digital pathology techniques, there are still many problems that need to be addressed in countries with high and low capital. Whatever a universally growing digital pathology market may be in the future.

3. Influence of machine learning in Digital pathology

Digital pathology plays an important role in contemporary medical care and is progressively a technological necessity in the scientific laboratory environment. The introduction of whole-slide imaging, quicker network access, and affordable data storage has made life simpler for pathologists to handle and exchange digital slide images for clinical research. In addition, exponential developments in machine learning have allowed the convergence of artificial intelligence and digital pathology, providing possibilities for image-based assessment once restricted only to radiology and cardiology. The integration of digital slides into the workflow of pathology, complex technologies, and computer-aided diagnostic methodologies extends the boundaries of the pathologist’s point of view further than a microscopic slide and allows for the true use and application of information beyond human boundaries and clear possibilities for artificial intelligence developments in the pathology setting. Given the recent emergence of AI in image processing applications, many scientists and physicists expect AI to be ready to aid in various digital pathological tasks. Although prospects are both evident and quantifiable, in computational pathology there are obviously many barriers that need to be overcome in order to utilize the AI opportunities.

3.1 Challenges of AI in Digital pathology

Most AI algorithms involve a wide collection of images of high-quality training images. Optimally these training images need to be labeled. This essentially means that all images require a pathologist to manually distinguish the region of interest. When dealing with low-resolution images, a thorough annotation of large numbers of images is difficult for pathologists [57]. Excessive polymorphism makes tissue recognition extremely difficult by image algorithms [23]. Pathologists often use careful terminology for challenging situations. Such terminology has implications for future control and care. Thus, in simple situations, binary terminology can only be beneficial. For a clinical experience that is rarely so [17]. Patching is a possible alternative to the general methods of computer vision. But, even for updates, to be able to support them into a deep network, one absolutely requires to down sample them. Down sampling such patches can contribute to the loss of important details [27]. Deep AI applications rely heavily on the use of Graphical Processing Units (GPUs), highly technical digital images, and graphics electronic circuits. Training and using deep approaches with Central Processing Units is extremely expensive on ordinary computers. Nevertheless, pathology laboratories are still under enormous financial strain to embrace WSI technology, and the processing and storage of gigapixel histopathology scans present a daunting challenge to digital pathology adoption [58]. Targeted exploitation of a quite small pixel density within an image, which is called an adversarial attack, could even mislead a heavy-duty deep network. The path toward a reliable diagnosis has to be straightforward and fully understandable. This is also critical if there is a need to repair a deep learning algorithm as well as gain regulatory authorization for its utilization in clinical practice. Findings of AI
failures in medical services are not specifically connected to failed technology but instead to challenges in the practical deployment of AI frameworks.

3.2 End to end usage of machine learning in Digital pathology

Digital pathology has started to emerge with the digitization of patient clinical specimens and the use of WSIs, in particular. These may be widely dispersed for the development of diagnostics, teaching, and research. As the adoption of digital pathology expands, automated tissue morphology image analysis further establishes itself in pathology and reduces pathologists’ workload with standardized clinical practices. Successful application of machine learning to WSIs has the opportunity to introduce new clinical frameworks that exceed recent treatment approaches in terms of effectiveness, robustness, and rationality while offering new insight into various pathologies as well [53]. Using dimensions cataloged by a pathologist, images are cropped that slide into patches of equal size. Each image can produce thousands of patches and is classified as either tumor or regular. Most of the machine learning models on WSIs do not use the entire image as input and use only a tiny proportion of patches. In patch level annotations, all the extracted training patches have class labels and patch-based annotations are usually derived from pixel-level annotations that necessitate specialists to annotate all the pixels [7]. Transfer learning uses a pre-trained model to extract features from image patches and then use Apache Spark to train a binary classifier to predict tumor vs. normal patches. The wide range of digital pathology image analysis tasks influencing performance and tracking (e.g., mitotic events), optimization (e.g., nuclei), and categorization of tissues (e.g., cancerous versus non-cancerous).

Modern methods that manually define domain-specific signs and evolve into task-specific “handcrafted” applications that require comprehensive tuning to manage these variances. Nonetheless, machine learning takes a more agnostic approach to the domain that incorporates both exploration and implementation of features to mitigate discrimination between groups of interest. Although over the last few years there have been a variety of papers in the field of machine learning in digital pathology for object detection and quantification applications, two key drawbacks tend to existent strategies. First, designing task-specific solutions appears to require long periods of research and development. For example, to establish a method for nuclei segmentation, one must first recognize all the probable differences in appearances of morphology, texture, and color. Consequently, it is vital to building an algorithmic strategy that can account for as many of these differences as probable while not being too broad to result in false-positive results or too specific in false-negative errors. This relates to the second disadvantage with current approaches; the tacit awareness of how optimal parameters can be modified always remains exclusively with the algorithm developers and is thus not intuitively understood by externals [1]. In general, diagnosis of invasive ductal carcinomas, diagnosis of mitosis [13], segmentation of the neurons [15], segmentation of the colon gland [14], segmentation and diagnosis of nuclei [43], recognition of brain tumors [56], segmentation of the epithelium, and rating of gliomas [40] are previously addressed through machine learning techniques.

In addition, we have witnessed a tremendous use of ML frameworks finding their way into health care on digital pathology in the last 5 years. Major machine learning methodologies for medical image analysis with over 300 accomplishments in different medical fields as well as in the field of digital pathology; accomplishments were well classified as per their inherent type of image analysis: classification, detection, segmentation, registration, etc. The digitization of tissue glass slides clearly opens up exciting issues and constraints for computational imaging scientists worldwide. It is evident that while computational imaging can obviously play a role in enhancing the characterization of disease and precision medicine, there is still a range of significant technological and practical challenges that need to be addressed before computer-assisted digital pathology image analysis can become part of the standard clinical diagnostic workflow. Advances in computer imaging for digital pathology will soon proceed to develop pathology more objective, a discipline that has so far lagged far behind radiology in this regard. This transition from qualitative to quantitative pathology is in the not too distant future, by all evidence.
4. Machine learning frameworks for Digital pathology

In both experimental and diagnostic settings, digital pathology has heavily featured, with technical advancements in imaging and the development of new, powerful computational frameworks. The core of this transition was whole slide imaging, enabling us to digitize pathology slides effectively into high-resolution images. In seeking to make slides easily available and interpretable, WSI has also improved reliability and encouraged remote pathology professionals. Currently, the digitization of whole slides at very maximum resolution will take place efficiently in less than a few minutes. In reality, many more healthcare providers and research fields have been having big digitized slide catalogs. Using machine learning, these large datasets are being used to create automated diagnostics which can classify slides as describing certain pathology, or acquire observable biomarkers specifically from slides. The digital slides can be viewed by machine learning in just a short amount of time. It offers enormous opportunities for departments of pathology, doctors, and scientists to diagnose and treat cancer and infectious diseases in order to improve productivity and effectiveness.

While many sectors of life and health science recognize the potential influence of applying machine learning to whole slide images, managing an automated slide analytics pipeline persists challenging. An effective WSI pipeline must be able to consistently handle a high digitizer slide output at a low cost. Three main challenges that prevent organizations from implementing advanced digital pathology workflows with support for machine learning:

1. WSI images are typically very wide (approximately 2 GB / slide), and may require significant file pre-processing.
2. Training a machine learning algorithm may require days or even weeks along with a reasonably sized dataset of hundreds of WSIs on one single node. There is rapidly developing research on large datasets. While the separation of machine learning tasks across distributed devices can reduce latency, this is an innovative technique that is outside the reach of a conventional biological data scientist.
3. This is very helpful to be able to reproduce findings when it comes to novel methods based on patient data. Current solutions are often ad-hoc and do not require appropriate methods to track experiments and data variations used throughout the implementation of machine learning models.

Conventionally, pathologists use their peers and other frameworks, such as manuals, to look at the issue at hand. Current technology helps computers to scan through thousands of images to get details nearest to the query [50].

4.1 Similar Medical Images Like Yours (SMILY)

For various reasons, a doctor can refer to the same document and it differs from case to case. The developers optimized the method to make SMILY more engaging by allowing end-users to communicate what similitude means on-the-fly:

1. Refine-by-region helps pathologists to image an area of focus, restricting the search to that region.
2. Refine-by-example allows users to select a subset of the search queries and receive more outcomes like those.
3. Refine-by-definition sliders can be used to indicate the existence of more or less of a clinical term in the search queries. The implementation of the protocol tasks and the reporting phase involve several difficulties:
   - Monitoring and tissue slide analysis are 2 distinct tasks carried out in various systems, and tracking in various tasks is fragmented.
   - Images are not a component of a report regarding pathology.
   - Due to the complexity of the tissue features and details, pathologists’ visual memory can be overloaded.
4. No diagnostic decision-making information is included in the study that hindered a second pathologist’s reproducibility, coordination, and evaluation.

Figure 3. Schematic of the steps in constructing the SMILY database and the mechanism by which patches of the input image are used to scan similar images [25].

Figure 3 shows the steps in constructing the SMILY database and the mechanism by which patches of the input image are used to scan similar images. PathoVA can allow the pathologist consultant to examine the observations without carrying out a tissue regeneration slide analysis but only beginning from the areas selected by the first pathologist. Digital pathology promotes interdisciplinary gatherings where a histo-pathological review is taken into account when agreeing on a treatment plan. The framework works in these cases, allowing oncologists and pathologists to interactively evaluate a case, and guide for the right care. Finally, this application will address an educational environment in which students will study an experienced pathologist’s workflow to concentrate on various parts of one tissue slide; which areas the pathologists focused at, which conclusions, and other related details [16].

The above principles don’t need to be implemented into a model of machine learning. Instead, this approach allows end-users to construct new post-hoc concepts, customizing the search algorithm to concepts that are appropriate for each particular application scenario [5]. A first step in creating SMILY was to implement a deep learning model, trained using 5 billion normal, non-pathological images (e.g., dogs, trees, man-made objects, etc.). Throughout the testing, the network learned to discriminate among similar and dissimilar objects by analyzing the embedding. Embedding is a description of the mathematical vector which is a compilation of all the images fed in during training into the deep learning techniques. SMILY helps a user to pick a region of interest, and to get matches that are visually identical. Picking a tiny area in a slide allows SMILY to provide quality in a few seconds for a database of trillions of cropped images. Since pathology images can be presented at various magnifications (zoom levels), SMILY scans the image enhancement at the same intensity as the image input. While these machine learning frameworks for specific image retrieval dramatically shorten the number taken by conventional methods, they lack understanding of the user’s purpose. The framework allows users to pick a region of interest, and to get matches that are visually identical. SMILY’s ability to obtain images along a pre-specified similarity axis (e.g. histological feature or tumor grade) is assessed using images of breast, colon, and prostate tissue. SMILY showed positive results despite not being explicitly educated on pathology images or using any identified examples of histological characteristics or grades of tumors. Finally, pathologists will be able to use methods such as SMILY to detect all instances of a function in the tissue sample of the same patient to further understand the nature of the disease and make decisions on cancer therapy [26].
4.2 Concentriq Dx
The Concentriq Dx digital pathology platform has been made accessible for use in the study and reporting of digital pathology slides in the United States by Proscia, a technology provider of AI-enabled digital pathology devices. Concentriq Dx necessitates that pathologists have an Internet browser to interpret occurrences from remote areas, such as home offices, securely. The software can be mounted conveniently on network infrastructure and functions with any laboratories and machine [33]. The Concentriq app combines powerful image and data management technology with an open user interface to enable a comprehensive digital pathology environment. The networks of Visiopharm and Proscia establish a connected digital pathology ecosystem, and the power of the image workflow and management of Procia to provide the connected digital pathology ecosystem is shown in figure 4.

1. Data management-Image and data storage accessible in the cloud, with features that include importing and cataloging.
2. Whole slide viewing-Full-slide image viewer and versatile data fields enable robust imaging, scanning, and annotation.
3. Sharing and collaboration-In real-time, it is possible to share study, to conduct remote seminars, and to confer from any place.
4. Workflow management-Laboratory-defined workflows rigidly regulate and enhance images to improve performance and efficiency across the laboratory.
5. Reporting analytics-Detailed documentation of output assessment gains useful insights into the efficacy and quality of laboratory services.

![Figure 4. Connected digital pathology ecosystem [45].](image)

Concentriq Dx provides pathology research labs with the capacity to acquire manage and optimize the crucial data they generate, thus operating as a launch platform for analytical pathology suite and also third-party image analytics solutions. Concentriq Dx helps pathologists to provide a clinical diagnosis of diseases such as cancer from digitized images of tissue biopsies of patients, helping physicians have more accurate and higher-quality treatments. Concentriq Dx focuses on automating time-consuming and error-prone tasks and streamlines access to specialized expertise by focusing on the strategy of pathology around images rather than physical glass slides [47].

4.3 Databricks
Databricks Unified Data Analytics Platform can be used to handle a wide variety of pre-processing images, minimize latency by parallelizing deep learning workloads across multiple nodes, and replicate results. It deploys the WSI image data with an end-to-end automated deep learning workflow. Pathologists may use the very high resolution to navigate WSI photos and annotate the slide to identify
clinically important locations. Since there can be several more patches in operation, classification using deep neural networks will greatly increase the accuracy.

Training an image classifier to identify regions in a diaper containing cancer metastases requires the following steps:

1. **Patch generation**—Slide images are cut into similarly sized patches using coordinates. The image can produce thousands of patches and is classified as either tumor or regular.
2. **Deep learning**—Transfer learning uses a pre-trained model for extracting features from patches of images and then uses Apache Spark to train a binary algorithm to classify tumors versus regular patches.
3. **Scoring**—The trained model that is logged to a given slide using MLflow to generate a heat-map of probability.

![Figure 5. Horovod framework [46].](image)

Distributed training methods can be used in such cases to scale out the training process. The HorovodRunner toolkit on the Databricks platform distributes the workload assignment across a wide cluster with only slight modifications to the machine learning code [34]. Because of the massive quantity of WSI images the size of a modest WSI dataset can easily become difficult to handle on a single node. Training jobs must be run on a cluster of GPUs to improve efficiency. The Horovod system is used to spread training across several GPUs in a cluster that is connected across machines. The framework of horovod system is shown in figure 5. To minimize latency this method scales out training. Although Horovod involves complex setup such as GPU drivers, and Message Passing Interface (MPI) setup and configuration, the Databricks platform makes it simple to set up a technique such as HorovodRunner. HorovodRunner is enabled and initialized by default when building a cluster with the ML Runtime inside the cluster development tab [46].

### 4.4 HistoQC

HistoQC is fast quality control digital pathology framework not only to recognize and define objects but also to detect outliers at the cohort level. Even as digital pathology is making rapid progress globally with more physicians viewing tissue images on smart machines to monitor the disease, there are no consistent requirements for the tissue slides itself being processed and digitized. That means low-quality slides are mixed in with simple and precise slides, potentially confounding or manipulating a computer program trying to understand, for instance, what tumor cells look like. The framework uses a set of metrics and classification methods to help flag corrupted images for users and help preserve those that will assist technicians and doctors in their diagnoses [51]. The framework uses image metrics (e.g., color histograms, brightness, contrast), features (e.g., edge scanners), and supervised classification (e.g., pen detectors) to distinguish artifact-free regions on digitized slides. Currently, most quality control processes are conducted manually for clinical and testing purposes, rendering the procedure subjective, tedious, and vulnerable to error. HistoQC framework used to facilitate slide quality evaluation within a public slide archive comprising artifacts. In HistoQC, the
user provides a configuration file specifying the quality control pipeline specifications, such as the components to run, and in what sequence [2].

4.5 PathoVA
PathoVA is a method of visual processing for the diagnosis of computer-assisted pathology. The diagnostic work includes characterizing cells and making histological portions of tissues visible, which are illuminated by procedures that highlight unique elements. The system consists of a viewer with a tracking feature that logs all communication events with the WSI, and the subsequent magnification level and provenance of visualization). It also offers a range of techniques for image processing to assist in particular diagnostic tasks. A descriptive trace is created from the reported incidents, which the pathologist may use for reporting on the pathology. The analysis and trace are related so that observations in the slide image can be traced back to the source area. The principal tasks originate directly from the protocol:

1. Select the required measurements from among those taken and use them in the analysis.
2. Nottingham score includes ranking the tubular histology, measuring cell morphometry, and counting mitosis.
3. Quantify areas and margins of tumors, and note any specific observable.

![Figure 6](image.png)

Figure 6. A schematic view of the distinction between both the standard workflow and PathoVA workflow [12].

The implementation of the protocol tasks and the reporting phase involve several difficulties: Monitoring and tissue slide analysis are 2 distinct tasks carried out in various systems, and tracking in various tasks is fragmented. Images are not a component of a report regarding pathology. Due to the complexity of the tissue features and details, pathologists’ visual memory can be overloaded. No diagnostic decision-making information is included in the study that hindered a second pathologist’s reproducibility, coordination, and evaluation. PathoVA can allow the pathologist consultant to examine the observations without carrying out a tissue regeneration slide analysis but only beginning from the areas selected by the first pathologist. Figure 6 illustrates the distinction between the standard workflow and PathoVA workflow. Digital pathology promotes interdisciplinary gatherings where a histopathological review is taken into account when agreeing on a treatment plan. The framework works in these cases, allowing oncologists and pathologists to interactively evaluate a case, and guide for the right care. Finally, this application will address an educational environment in which students will study an experienced pathologist’s workflow to concentrate on various parts of one tissue slide; which areas the pathologists focused at, which conclusions, and other related details [11].

4.6 Pathviewer
An interactive visualization, evaluation, and annotation framework designed specifically for digital pathology, and the most efficient, easiest-to-use WSI data visualization and annotation tool accessible. Pathviewer manages the image data and helps the viewer to transfer and overlay a certain number of channels with ease. It greatly improves the reach and understanding of the probes and pathways researchers can use multiplexed imagery. It continues to promote standard workflows and different
data for digital pathology attempting to make the visualization, annotation, communicating, and strategic planning of digital pathology images straightforward [54]. Future application tissue sample evaluation is vital in many broad varieties of medical uses. In the segment for analysis and predictive scoring, the tissue samples are stained with solvents to visualize a biomarker of interest. Recent advances in computing capacity and machine learning algorithms have facilitated the creation of effective computer-assisted analytical frameworks for biomedical data with the rapid emergence of whole-slide digital scanners. There are several frameworks available for digital pathology which are open-source or publicly accessible for scholarly, study, and clinical purposes, in some cases. A detailed review article can be found covering various aspects of digital pathology, including that of the recently established methods for image analysis as well as particular issues related to histopathology. It also addresses algorithms for the selection of functions, reduction of dimensional space, and machine learning [23]. A survey paper discusses research into digital pathology image processing algorithms for the identification, segmentation, and classification of nuclei [28]. A recent review paper includes the identification of biomarkers through digital pathology and image analysis. A number of methods for image analysis are studied including the study of nuclear morphometry and tissue architecture but with a focus on immune histochemistry and tissue biomarker fluorescence study [24]. Along with these surveys, several computing resources are available with the emergence of cloud computing and high-end devices like none before. The environment is essential to a novel approach to digital pathology difficulties of image analysis, known as deep learning, a learning system with multilayered architectures of the neural network [35]. With traditional machine learning approaches, there are many limitations to handcrafted features. Downsides are being highlighted as the possibilities of applying deep learning in digital pathology are mind-boggling which is left for future analysis.

5. Conclusion
The revolutionary step of digitization of tissue glass slides has started new endless opportunities in the digital pathology world. Over the years, we have seen gradual evolution aiming to reduce the manual involvement and automate the process flow of digital pathology. With rapid innovations in digital pathology, the algorithm designers, pathologists across the world have a large proportion of quality digitized data available. In the early stages of digital pathology, for tissue detection, segmentation, morphometry, etc., conventional computer vision conceptual frameworks more equipped for radiology have been used. The biggest hurdles to get perceived quality were fluctuation in slide staining, slide preparation and various scanners offer access on the market. The constrained pixel intensity space data was inadequate to deliver stable and accurate results. In addition, the domain experts give their perspectives based on years of experience required to be obtained in the frameworks for image processing. The diversity and difficulties with the image analysis required the use of machine learning models to address these problems. In this survey, maximum effort is put forth to study about digital pathology and various machine learning frameworks available for digital pathology.
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