Impact of Lidar Data Assimilation on Low-Level Wind Shear Simulation at Lanzhou Zhongchuan International Airport, China: A Case Study
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Abstract: Doppler wind lidar has played an important role in alerting low-level wind shear (LLW). However, these high-resolution observations are underused in the model-based analysis and forecasting of LLW. In this regard, we employed the Weather Research and Forecasting (WRF) model and its three-dimensional variational (3D-VAR) system to investigate the impact of lidar data assimilation (DA) on LLW simulations. Eight experiments (including six assimilation experiments) were designed for an LLW process as reported by pilots, in which different assimilation intervals, assimilation timespans, and model vertical resolutions were examined. Verified against observations from Doppler wind lidar and an automated weather observing system (AWOS), the introduction of lidar data is helpful for describing the LLW event, which can represent the temporal and spatial features of LLW, whereas experiments without lidar DA have no ability to capture LLW. While lidar DA has an obviously positive role in simulating LLW in the 10–20 min after the assimilation time, this advantage cannot be maintained over a longer time. Therefore, a smaller assimilation interval is favorable for improving the simulated effect of LLW. In addition, increasing the vertical resolution does not evidently improve the experimental results, either with or without assimilation.
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1. Introduction

Low-level wind shear (LLW), which is a known aviation safety hazard, is receiving more attention as the number of flights increases [1–3]. LLW generally takes place below 500 m and may be caused by certain mesoscale or microscale systems, such as thunderstorms, microbursts, and gust fronts [4,5]. When flights encounter LLW during takeoff or landing, the small temporal–spatial range of LLW occurrence makes pilots’ response difficult. Therefore, it is necessary to determine the timings and positions of LLW by numerical models or other effective methods.

Numerical weather prediction (NWP) technology is an effective tool for providing future weather information, and successful predictions on severe weather phenomena can reduce the damage to human lives and social resources [6]. Considering the small temporal–spatial scale and high variability of LLW, model-based simulation or forecasting should be performed at a high resolution (e.g., several kilometers or less). Some related studies that have been documented at present include ideal simulation experiments of terrain-induced turbulence [7], large-eddy simulation of the turbulent...
wake and its potential impact on low-level wind [8], a Lee wave case study over three-dimensional mountainous terrain [9], and numerical predictions (or simulations) on wind shear cases based on shallow-water models [10] or the Weather Research and Forecasting (WRF) model [11–13]. Furthermore, a systematic evaluation of LLW prediction was first performed through two-year NWP results at Hong Kong International Airport (HKIA), in which conventional upper-air and surface observations were assimilated into the operational aviation model [3]. The high-resolution NWP has a positive prediction skill for LLW, which can reproduce LLW features, but the predicted timing and position of LLW must be improved [3,11].

In general, LLW that occurs in non-rainy weather conditions may be more difficult to predict due to its complex mechanism than that which occurs in rainy conditions associated with the convection system [5,14]. Such LLW draws more attention [14,15]. Doppler wind lidar, as a new observational instrument for capturing this kind of LLW event, has been installed in many airports in recent years, including Hong Kong [14], Las Vegas [16], Nice [11], Tokyo [17], Beijing [18,19], and Lanzhou airports [15,20]. The wind information obtained from Doppler wind lidar has a fine temporal and spatial resolution (typically 50–200 m), which remains valuable and useful in LLW analysis in non-rainy regions [14,15,21].

To date, the applications of Doppler wind lidar in the detecting and alerting of LLW have been well-recognized [14,15,19,22]. However, lidar data have been insufficiently applied in the prediction of LLW, for example, by assimilating lidar data into NWP models. Recently, Kawabata et al. [23] evaluated the role of lidar data assimilation (DA) in predicting a mesoscale convective system through assimilating different combinations of observations from Doppler radar, Doppler lidar, and global positioning system precipitable water vapor (GPS-PWV) data. Their experimental results indicated that the addition of Doppler lidar data can improve the quality of the environmental field of a mesoscale convective system and consequently improve heavy rainfall forecasts. For LLW, particularly in non-rainy conditions, the high-quality environmental field measured with Doppler lidar should be favorable for predicting LLW. Therefore, our study aims to investigate the role of Doppler lidar DA in LLW simulation. Lanzhou Zhongchuan International Airport (ZLLL), as an area prone to LLW events where a Doppler wind lidar has been installed at the center of the runway [15], was selected as our research area.

This paper is organized as follows. Section 2 introduces the LLW event, including a brief analysis based on National Centers for Environmental Prediction (NCEP) final operational global analysis data (FNL), observations from a Doppler wind lidar, and the automated weather observing system (AWOS). Section 3 describes the design of the assimilation experiments. Section 4 presents the verification and analysis of the experimental results. Section 5 discusses the results and provides conclusions.

2. Overview of LLW Case

On 15 October 2016, two sequential LLW events were reported at ZLLL by pilots at 11:28 and 11:31 UTC, respectively, which caused flights to discontinue their approach and turn around at 1–2 nautical miles (NM) away from the runway end. As they were very close in terms of the occurrence time, these two LLW events are treated as one LLW process in our work. Based on synoptic analysis using NCEP-FNL data from 12:00 UTC 15 October 2016, there was an upper-level jet at 200 hPa with a maximum wind speed > 48 m/s above ZLLL (Figure 1a), and ZLLL was located behind an eastward shortwave trough at 500 hPa (Figure 1b), with the 588-ridge line of the steady western Pacific subtropical high being maintained at around 25° N. At 700 hPa, a low-level jet existed in the north of Gansu Province at about 42° N, and a large wind speed gradient appeared over ZLLL (Figure 1c). Moreover, ZLLL is in a region with wind changes and a 2 m relative humidity (RH) < 40% (Figure 1d). According to our previous studies, this LLW case is a northerly wind-type LLW, which is a common type that occurs in ZLLL [15].
Figure 1. Horizontal distributions of the geopotential height (contour; dagpm) and wind vectors (m s\(^{-1}\)) at (a) 200, (b) 500, and (c) 700 hPa, and (d) 2 m relative humidity (RH) (filled; %) and 10 m wind vectors from the NCEP final (FNL) data at 12:00 UTC on 15 October 2016. The filled areas in (a,c) indicate the upper-level jet and low-level jet with a wind speed > 40 and > 12 m/s, respectively. The thick black lines represent troughs, and the red triangle indicates the site of Lanzhou Zhongchuan International Airport (ZLLL).

The Doppler wind lidar that captured the LLW case at ZLLL has a detection range of up to 14 km, with a 200 m radial resolution. More detailed information is provided in Li et al. [15]. As shown in Figure 2b, LLW was located 1–2 NM south of the lidar at 11:27 UTC (square area), where the radial velocity (Vr) exceeded 19 m/s and the difference in Vr reached 13.35 m/s at a 2.4 km distance. Figure 2a,c present the patterns of Vrs with an approximately 10 min interval before (11:18 UTC) and after (11:36 UTC) the occurrence of this LLW. At 11:18 UTC, no wind shear occurred, although the Vr was 9–12 m/s (Figure 2a). After the LLW occurrence, the areas of high velocities were scattered to the south of the lidar (Figure 2c).

The temporal evolution of wind around the timing of LLW (Figure 2d) can be reflected by the AWOS installed at the center of the ZLLL runway, which measured the wind speed and direction at 10 m every 15 s. During 06:00–10:15 UTC, the wind speed was stable and low, with an average speed of 2.4 m/s, and a southeasterly wind prevailed around the runway. After 10:15 UTC, the wind speed increased and fluctuated sharply, when the wind direction turned northerly. At around 11:30 UTC, the wind speed changed drastically in a few minutes, reaching a maximum of 20 m/s. This indicates that LLW happened at a small temporal scale and with high variability.
we also tested the influence of the vertical resolution, including 30 (L30) and 60 eta levels (L60), in which we found that the simulation with a 200 m resolution performed slightly worse than that with a 1 km resolution. This conclusion is consistent with Boilley and Mahfouf [11], in which the use of a higher horizontal resolution (500 m) in the NWP model did not provide a real improvement in the simulation results with 1 km and 200 m resolutions against observations from the lidar and AWOS.

3. Experimental Design

The operational LLW prediction based on the WRF model and its three-dimensional variational (3D-VAR) system at HKIA is promising [3], so in this study, we followed up on the WRF model and its 3DVAR system (version 3.8.1) to perform LLW assimilation and simulation experiments. All experiments were configured with three one-way nested domains (Figure 3) centered at 36.51°N, 103.62°E. The spatial resolutions were 25 (D01, 101 × 76), 5 (D02, 121 × 121), and 1 km (D03, 201 × 181). The model top was 50 hPa. The physics schemes used in all domains include the Rapid Radiative Transfer Model longwave radiation [24], Dudhia shortwave radiation [25], the Yonsei University (YSU) planetary boundary layer scheme [26], the Purdue–Lin microphysics scheme [27,28], and the Noah land surface scheme [29]. The Kain–Fritsch convective parameterization scheme [30] was only used for the outer domain D01. Experiments were initialized using the NCEP-FNL global analysis data with 1° × 1° grid points available every 6 h. For the inner domains, the initial and boundary conditions were generated by the model output from the outer domain.

In our original experimental setting, four one-way nested domains were employed, including the above three domains and an innermost domain with a 200 m resolution (D04, 201 × 201). By verifying the simulation results with 1 km and 200 m resolutions against observations from the lidar and AWOS, we found that the simulation with a 200 m resolution performed slightly worse than that with a 1 km resolution. This conclusion is consistent with Boilley and Mahfouf [11], in which the use of a higher horizontal resolution (500 m) in the NWP model did not provide a real improvement in the simulation of the location and time for LLWs associated with synoptic phenomena. Therefore, three one-way nested domains were used in the following assimilation and simulation experiments.

A total of eight experiments were designed (Table 1), in which different assimilation intervals and timespans were examined to investigate the impact of lidar DA on LLW simulations. In addition, we also tested the influence of the vertical resolution, including 30 (L30) and 60 eta levels (L60), in which the eta coordinate is a terrain-following hydrostatic-pressure vertical coordinate used in the WRF model. L30 came from the default model setting and L60 refers to the setting of the European Centre for Medium Range Weather Forecasts (ECMWF, https://www.ecmwf.int/en/forecasts/documentation-and-support/60-model-levels). As Table 1 shows, experiments CON and CONL60 were performed...
with the WRF model without DA, in which the suffix “L60” represents the 60 eta level; otherwise, the 30 eta level was used. The simulation period was 06:00–13:00 UTC 15 October 2016. Another six experiments were performed, in which the prefix “DL” indicates that lidar data were assimilated in the innermost domain, and the suffixes “1h”, “30m”, and “10m” denote the different assimilation intervals at 1 h, 30 min, and 10 min, respectively. The first guess for the initial 3D-Var analysis was provided by the 1 h forecast from the WRF model output at 07:00 UTC. Specifically, the background error covariance was estimated using the National Meteorological Center (NMC) method [31] from month-long 24 and 12 h forecasts valid for October 2016. For the two assimilation experiments with the suffix “cycle”, the DA period was 07:00–13:00 UTC, while the other four assimilation experiments (named DL1h, DL30m, DL10m, and DL10mL60) were carried out over 07:00–11:00 UTC.

| Count | Experimental Name | Eta Level | Assimilation Setting |
|-------|-------------------|-----------|----------------------|
| 1     | CON               | 30        | Without assimilation |
| 2     | CONL60           | 60        | Without assimilation |
| 3     | DL1h             | 30        | 1 h                  | 0700–1100 |
| 4     | DL30m            | 30        | 30 min               | 0700–1100 |
| 5     | DL10m            | 30        | 10 min               | 0700–1100 |
| 6     | DL10mL60        | 60        | 10 min               | 0700–1100 |
| 7     | DL10mCycle      | 30        | 10 min               | 0700–1300 |
| 8     | DL10mL60Cycle   | 60        | 10 min               | 0700–1300 |

The Vrs at a three- and six-degree elevation used in the assimilated experiments were first subjected to quality control and outlier removal [15], and then preprocessed to model grid points via the 88d2arps program in the ARPS system [32]. The error of Vr for the assimilation experiments was specified as 1 m/s.

4. Results

4.1. Increment Analysis

To assess the ability of lidar DA to absorb lidar data, the increment fields from assimilation experiments were analyzed by using Vr differences between observations and their model
were verified against lidar observations at ZLLL. The estimated lidar data were calculated from (Figure 4). At 07:00 (Figure 4a,b). At this moment, O-B is distributed from providing first guess fields. With the assimilation process, experiments with a small assimilation 2020  
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Figure 4 displays the distributions of O-B and O-A for experiments DL1h, DL30m, DL10m, and DL10mL60 at 07:00 and 10:00 UTC, respectively. With the assimilation of Vrs, the departures between observations and their model equivalents were reduced significantly. The difference can be seen for experiments DL10m and DL10mL60 at the beginning of the assimilation cycle (07:00 UTC) (Figure 4a,b). At this moment, O-B is distributed from −2.5 to 2.5 m/s, while O-A is distributed from −1.5 to 1.5 m/s, with an almost Gaussian curve. Moreover, the numbers of departures among [-0.5, 0.5] increased from 165 (O-B) to 343 (O-A) for the lower vertical resolution (30 eta level) and from 172 (O-B) to 363 (O-A) for the higher resolution L60. This implies that L60 works slightly better than L30 for providing first guess fields. With the assimilation process, experiments with a small assimilation interval (e.g., 10 min) have a better ability to absorb observed data, as shown by the experimental results at 10:00 UTC (Figure 4c,d). The O-B departure is distributed broadly in [-5, 5] m/s, while the O-A value is concentrated at [-2, 2] m/s at 10:00 UTC.

The increase in the vertical resolution also plays a positive role in the assimilation ability (Figure 4). At 07:00/10:00 UTC, there were 83.26%/83.89% O-A departures concentrated at [-0.5, 0.5] in the experiment with L60, while these were 78.67%/77.64% in the DL10m experiment. Additionally, the significant influence of different assimilation intervals can be observed in the results. For example, many observations were rejected in experiments DL1h and DL30m because of the large differences between observations and backgrounds at 10:00 UTC. In other words, about 30% of the data points were assimilated in experiments DL1h and DL30m, whereas nearly 70% of the data points were assimilated in experiments with a 10 min interval.

4.2. Comparison with Lidar Observations

To investigate the impact of lidar DA on LLW simulations, the results from the eight experiments were verified against lidar observations at ZLLL. The estimated lidar data were calculated from modeled three-dimensional wind components (U, V, and W) from the 1 km-resolution model output at the observed location of the Doppler wind lidar. Subsequently, the root mean square error (RMSE)
and correlation coefficient (CC) between the observation and their model equivalents were calculated. At 11:00 UTC, 30 min before the LLW occurrence, the spatial distribution of Vrs estimated from the two experiments without DA (CON and CONL60) exhibited obvious differences from lidar observations (RMSE > 7 m/s, Table 2), and the magnitude of estimated Vrs was relatively small (Figure 5a,f,i). However, the results from all assimilation experiments were consistent with the observations, including similar distributions and magnitudes (Figure 5b–e,g,h). The RMSEs were decreased by half or more, while the CCs were increased to >0.93 compared to experiments without DA (Table 2). Moreover, assimilation experimental results with 10 min assimilation intervals showed a greater consistency with the lidar observation than the results of other experiments (Table 2; Figure 5d,e,g,h). Therefore, lidar DA with a shorter interval is beneficial for simulating the wind field, which can absorb more observed information, as shown in the O-A analysis in Section 4.1. Furthermore, similar results were found in experiments with a different vertical resolution, but the DA experiment with L30 performed slightly better than that with L60 (as shown by RMSE and CC in Table 2). This may be reflected in certain details, such as the fact that the weak negative value obtained from experiment DL10m became a weak positive value in experiment DL10mL60 to the northwest of the lidar.

Figure 5. Vrs estimated from experiments (a) CON, (b) DL1h, (c) DL30m, (d) DL10m, (e) DL10mCycle, (f) CONL60, (g) DL10mL60, and (h) DL10mL60Cycle, and (i) observations at a six-degree elevation at 11:00 UTC.
Table 2. Root mean square errors (RMSEs) and correlation coefficients (CCs) between observed Vrs and estimated lidar data from eight experiments.

| Time  | 11:00 | 11:10 | 11:20 | 11:30 |
|-------|-------|-------|-------|-------|
|       | CC    | RMSE  | CC    | RMSE  | CC    | RMSE  | CC    | RMSE  |
| CON   | 0.603 | 7.173 | 0.616 | 5.878 | 0.319 | 7.320 | 0.334 | 8.572 |
| CONL60| 0.608 | 7.159 | 0.601 | 6.029 | 0.301 | 7.507 | 0.308 | 8.682 |
| DL1h  | 0.931 | 3.535 | 0.870 | 3.753 | 0.465 | 6.929 | 0.312 | 8.939 |
| DL30m | 0.932 | 3.544 | 0.834 | 4.121 | 0.387 | 8.037 | 0.274 | 9.442 |
| DL10m | 0.955 | 2.694 | 0.790 | 4.824 | 0.299 | 8.568 | 0.153 | 9.898 |
| DL10mL60 | 0.937 | 3.184 | 0.737 | 5.579 | 0.184 | 9.206 | 0.167 | 9.540 |
| DL10mCycle | 0.955 | 2.694 | 0.920 | 2.889 | 0.855 | 3.522 | 0.755 | 5.021 |
| DL10mL60Cycle | 0.937 | 3.184 | 0.896 | 3.314 | 0.850 | 3.670 | 0.638 | 5.918 |

Since wind shear occurred at 11:28 and 11:31 UTC, we further verified the experimental results from the eight experiments against lidar observations at 11:30 UTC. The observations showed that the velocity difference was >7.7 m/s to the south side of the lidar (Figure 6i) when LLW occurred. Lidar Vrs calculated from all experiments displayed obvious differences (Table 2; Figure 6). The Vrs from the two experiments without DA (CON and CONL60) had similar spatial distributions and there were large differences (RMSE > 8 m/s) from observations (Table 2; Figure 6a,f). Among all DA experiments, only DL10mCycle and DL10mL60Cycle had similar distributions to lidar observations with smaller RMSEs, while others exhibited more consistency with experiments without DA (Table 2; Figure 6b–d,g). From these experiments that ended the assimilation cycle at 11:00 UTC, the lidar assimilation had an obvious positive effect in estimating wind fields at 11:00 UTC. However, this effect declined with an increasing integration time. At 11:30 UTC, the assimilation experiments did not perform well, and even worse than the CON experiment without DA, which can be seen from the RMSEs and CCs in Table 2. Though the DL1h experiment worked better than the DL30m and DL10m experiments at 11:30 UTC, the experimental result is almost close to the results from the CON experiment (Table 2). This means that the role of lidar DA was mainly maintained in the first 10–20 min after the assimilation time. The cycling experiments (DL10mCycle and DL10mCycleL60) ended at 13:00 UTC reproduced similar characteristics for the Vr to lidar observations at 11:30 UTC (Figure 6e,h), whose RMSEs are smaller than other experimental results (Table 2). In this case, a smaller assimilation interval is required for LLW simulation. However, the Vr magnitude obtained with 30 eta levels (experiment DL10mCycle) was closer to the lidar observations than DL10mCycleL60 (Figure 6e,h), and DL10mCycle obtained a smaller RMSE and higher CC (Table 2).
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Figure 6. Vrs estimated from experiments (a) CON, (b) DL1h, (c) DL30m, (d) DL10m, (e) DL10mCycle, (f) CONL60, (g) DL10mL60, and (h) DL10mL60Cycle, and (i) observations at a six-degree elevation at 11:30 UTC.

4.3. Comparison with AWOS Observation

Another available observation was obtained from the AWOS installed at ZLLL. The U and V components at 10 m were calculated from the 1 km-resolution model output and used for the comparison with the AWOS observation. Figure 7 presents the time evolutions of the observed wind information and their model equivalents from eight experiments, and Table 3 lists the RMSEs and CCs between their observations and simulations.

Identical to the description in Section 2, a weak wind can be observed for 06:00–10:15 UTC, which then changed rapidly after 10:15 UTC (Figure 7). All experiments have a good ability to simulate the wind field during 06:00–10:15 UTC, while there are obvious differences from different experiments after 10:15 UTC. Experiments CON and CONL60 have no ability to simulate LLW because the features of LLW with a rapid change of wind are not found throughout the entire simulation period (Figure 7). In contrast, DA experiments can obtain the wind change after 10:15 UTC, but there is a difference.
when using different assimilation intervals in the assimilation experiments. U and V components estimated from experiments with a large assimilation interval deviate from the analysis quickly and lead to a large RMSE (e.g., the green dashed line in Figure 7; Table 3), while experiments with a smaller interval perform better at maintaining the trend of wind (e.g., the green solid line in Figure 7). As mentioned in Section 4.2, the role of DA is only maintained for about 10–20 min, which results in a difference between experiments with different assimilation timespans (e.g., experiments DL10m and DL10mCycle). Experiment DL10mL60Cycle performed slightly better than DL10mCycle (Table 3), which indicates that the 60 eta level has a positive role in simulating wind fields at a lower altitude. In addition, the simulation accuracy of V components is higher than that of U components (Table 3), which could be because the assimilated Vrs along the runway are consistent with the direction of V components.

![Figure 7](image_url)

**Figure 7.** Time series of 10 m (a) U and (b) V components observed by the AWOS station and their model equivalents from eight experiments. The shaded areas indicate the maximum and minimum observations in 10 min.

**Table 3.** RMSEs and CCs of observed 10 m U and V components and their model equivalents from eight experiments.

| Experiment Name | U Component (m/s) | CC | RMSE | V Component (m/s) | CC | RMSE |
|-----------------|------------------|----|------|------------------|----|------|
| CON             | -0.493           | 0.495 | 2.966 |
| CONL60          | -0.258           | 0.508 | 2.924 |
| DL1h            | -0.298           | 0.502 | 2.994 |
| DL30m           | -0.358           | 0.604 | 2.706 |
| DL10m           | -0.277           | 0.741 | 2.265 |
| DL10mL60        | -0.085           | 0.751 | 2.228 |
| DL10mCycle      | 0.489            | 0.803 | 2.055 |
| DL10mL60Cycle   | 0.508            | 0.804 | 2.030 |
4.4. Model-Based Analysis

In this section, the better simulation results from experiment DL10mL60Cycle are used for further analysis. Figure 8 displays the cross-sections of the wind field, vertical velocity, and pseudo-equivalent potential temperature $\theta_{se}$. In the latitude cross-section, high wind speeds reaching up to 11.8 m/s are concentrated at a distance of 2–3 km, where LLW occurred (1–2 NM south of ZLLL, Figure 8a), which is a good representation of the small-scale characteristics of LLW. A large wind gradient can be found south of the maximum wind speed, with a variance of 11.8–1.5 m/s within 7 km (Figure 8a). In particular, a significant downdraft flow, along with a high wind speed, mainly covered the upper area of ZLLL (Figure 8d,e). In addition, as $\theta_{se}$ decreased with height at <500 hPa (Figure 8d,e), updrafts (Figure 8b,c,e) accompanied by a higher RH (Figure 8a,b) appeared at the west and north sides of ZLLL, which indicates that the atmosphere at ZLLL was unstable and conducive to the development of convection. All of these conditions are favorable for the LLW process. Therefore, flights landing at ZLLL from south to north would first go through an increasing headwind (headwind shear) and then decreasing headwind (tailwind shear), accompanied by a downdraft (Figure 8a).

![Figure 8](image_url)

**Figure 8.** Latitude (a) and longitude (b) pressure cross-sections of the wind vector and speed (white line; m/s), RH (shaded; %). Horizontal distribution of vertical velocity (c) at 700 hPa. Latitude (d) and longitude (e) pressure cross-sections of the vertical velocity (shaded; m/s) and pseudo-equivalent potential temperature $\theta_{se}$ (contour; K) at 11:30 UTC from the experiment DL10mL60Cycle. The five-pointed star indicates the site of ZLLL and the vertical velocities are magnified five-fold to visualize the vertical motion.

The above simulation results are consistent with the LLW information provided by wind lidar observations. The results also indicate that the LLW has a small temporal and spatial scale. In this case, accurately predicting LLW is not a straightforward matter, as any small change in the initial field may create a different simulation result. As shown in Sections 4.2 and 4.3, experiments without DA and with an assimilation cycle that ended at 11:00 UTC displayed a limitation in simulating LLW.
5. Conclusions

LLW occurs with rapid changes in the wind direction or speed, whose small-scale and short-lived characteristics make its accurate simulation and prediction difficult. Doppler wind lidar, as an effective tool for detecting LLW, has not been used efficiently in the numerical simulation of LLW. In this study, we aim to assimilate high temporal–spatial Doppler wind lidar observations into the NWP model to improve the simulation ability of LLW and examine the impact of lidar DA through different assimilation intervals and vertical resolutions. The following conclusions can be drawn:

1. Experiments without DA have no ability to capture the small-scale features of LLW at ZLLL. The lidar DA can effectively absorb lidar observations, and consequently improve the simulation ability of the WRF model on LLW;
2. Assimilation experiments with a small interval (e.g., 10 min) are beneficial for the simulation of LLW, whereas experiments with a large interval are unfavorable for maintaining the development of the wind field. Moreover, a higher vertical resolution (L60) may not provide much improvement in simulating LLW at ZLLL;
3. The simulation results indicate that this LLW case occurred at a small temporal and spatial scale, accompanied by a large wind speed gradient in the southern area of ZLLL. A small change in the initial field may result in different simulation results;
4. The accurate simulation of LLW is helpful for improving aviation safety. Since LLW can occur in various weather conditions, more LLW case studies and experiments should be conducted in the future for the application of lidar DA in LLW simulation and prediction.
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