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Abstract. This short note is a mostly expository article examining negatively curved three-manifolds. We look at some rigidity properties related to isometric embeddings into Minkowski space. We also review the Cross Curvature Flow (XCF) as a tool to study the space of negatively curved metrics on hyperbolic three-manifolds, the largest and least understood class of model geometries in Thurston’s Geometrisation. The relationship between integrability and embeddability yields interesting insights, and we show that solutions with fixed Einstein volume are precisely the integrable solutions, answering a question posed by Chow and Hamilton when they introduced the XCF.

1. Introduction

In the early 1980’s, Thurston announced the Geometrisation Conjecture [Thu82]. At around the same time, Hamilton introduced the Ricci flow [Ham82]. The Geometrisation Conjecture claimed that closed three-manifolds could be decomposed into pieces modelled on geometric structures of eight possible types, while the Ricci flow deformed metrics by their Ricci curvature. At that time, Thurston classified the possible geometric structures into the eight types and proved the Geometrisation Conjecture for Haken manifolds, while Hamilton obtained convergence to a constant sectional curvature metric provided the initial metric has positive Ricci curvature.

Needless to say, both these seminal works sparked off tremendous developments continuing to this day. A crowning achievement was Perelman’s resolution of the Geometrisation Conjecture using the Ricci flow with surgery [Per03a; Per03b; Per02]. The legend goes that at the urging of Yau, Hamilton initiated a program to use the Ricci flow to prove the Geometrisation Conjecture. Roughly speaking, the Ricci flow tends to smooth out irregularities in curvature, but singularities may occur. Hamilton outlined an approach to cut out the singularities with analytically controlled topological surgeries and continue the flow. Perelman proved that this process does indeed work, with only finitely many such surgeries required after which the remaining pieces converge to one of Thurston’s eight model geometries. Tracing the process back provides the necessary decomposition to resolve the Geometrisation Conjecture.

Of the eight geometries, essentially only the hyperbolic geometries are not fully understood. All the other seven cases may be enumerated in a similar fashion to the uniformisation of surfaces. Around the time Perelman was completing his work on the Ricci flow, Chow and Hamilton introduced a new flow, the Cross Curvature Flow.
Flow (XCF) [CH04]. This flow deforms initially negatively curved metrics (also positive but we won’t focus on that case) by a fully nonlinear parabolic equation. The Ricci flow is to the heat equation as the XCF is to a Monge-Ampère equation. The aim of the XCF is to deform negatively curved metrics to hyperbolic metrics thus illuminating the structure of the eighth and least understood model geometry, namely the hyperbolic geometries.

Here we will examine the status of this program, describing the known results to date and drawing together some observations made in the literature. We will touch on some of the difficulties faced in this program with the hope of reinvigorating the study of the XCF so that fresh insights may yield new results for this fascinating flow.

In [CH04], evidence that the XCF deforms arbitrary negatively curved metrics (after normalisation) to a hyperbolic metric was given. Further evidence was provided in [KY09] showing that hyperbolics metrics are asymptotically stable. See Section 4.4 below for details. The original short time existence proof based on the Nash-Moser implicit function theorem in [CH04] was not complete and a complete proof based on the DeTurck trick was given in [Buc06]. Short time existence and uniqueness is discussed in Section 4.2. In the case the universal cover embeds isometrically into Minkowski space, the Gauss curvature flow is equivalent to the XCF (Lemma 4.4) and convergence to the hyperbolic metric follows by [And+15]. This is discussed in Section 3, where it is also shown that embedding is equivalent to an integrability condition (Theorem 3.4). Whether a Harnack inequality holds was raised in [CH04]. The Harnack inequality for integrable solutions, as well as rigidity of solitons is discussed in Section 4.5. Another question was to classify those solutions with constant Einstein volume which is answered in Section 4.6.

There are other results for the XCF contained in the literature that space precludes their discussion here. Briefly, long time existence and expansion to infinity of a square torus bundle is obtained in [MC06]. Long time existence, convergence results and singularity analysis on locally homogeneous spaces of variable curvature where the XCF reduces to an ODE is examined in [CNSC08; CSC09; Gli08] as well as the backwards behaviour in [CGSC09]. On a solid torus, long time existence and curvature bounds for the XCF starting at the $2\pi$-metric of Gromov and Thurston is obtained in [DKY10]. Finally, uniqueness and backwards uniqueness are addressed in [Kot16a; Kot16b].

2. Geometrisation Of Three Manifolds

For surfaces, the uniformisation theorem and Gauss-Bonnet theorem provide a complete picture of the topology and its relation to curvature. The three dimensional case is more complicated than the two dimensional case, but is almost completely understood thanks to Perelman’s successful completion [Per03a; Per03b; Per02] of Hamilton’s program based on the Ricci flow [Ham82] to solve the Poincaré and Thurston geometrisation conjectures [Thu82]. The remaining piece of the puzzle is the structure of hyperbolic, closed three manifolds. We include here a brief description and refer the reader to [Sco83] and [Thu97] for in depth discussions of geometrisation and [MT14; MT07; KL08] for expositions of the Hamilton-Perelman proof. Unless explicitly stated otherwise, the results described here may be found in these references.

The geometrisation conjecture may be stated as follows:
Theorem 2.1 (Thurston Geometrisation). Every closed three manifold decomposes as a connected sum of prime manifolds, each of which may be cut along tori so that the interior of the resulting manifolds each admits a unique geometric structure of with finite volume from among a possible eight types.

A prime manifold is simply a manifold that cannot be written as a non-trivial connected sum. The decomposition into prime manifolds was given in [Mil62]. To say that $M$ admits a geometric structure is to say that $M$ is diffeomorphic to $X/\Gamma$ where $X$ is a $G$-manifold for some Lie group $G$ acting transitively on $X$ with compact stabilisers, and $\Gamma$ is a discrete subgroup of $G$ acting freely on $X$. The classification into eight types of finite volume geometric structures was given by Thurston. Finally the remaining part of the theorem, that such a decomposition of prime manifolds exists was proven by Hamilton and Perelman using the Ricci flow with surgery. The eight geometries are

$$\mathbb{R}^3, S^3, \mathbb{H}^3, S^2 \times \mathbb{R}, \mathbb{H}^2 \times \mathbb{R}, \tilde{SL}_2(\mathbb{R}), Nil, Solv.$$  

In the case of Solv these are precisely torus and Klein bottle bundles over $S^1$ or the union of two twisted 1-bundles over the torus or Klein bottle. The remaining six non-hyperbolic geometries are all Seifert Fibre bundles, completely determined by the Euler characteristic of the base space, $\chi$ and the Euler number of the bundle, $e$.

The only remaining case then is the hyperbolic case and this has yet has no classification. As a consequence of geometrisation, we have

Theorem 2.2 (Hyperbolisation). A closed three-manifold admitting a metric of negative sectional curvature also admits a hyperbolic metric. That is, a metric of constant negative sectional curvature.

Thurston proved this result for atoroidal Haken manifolds, and the general result is a consequence of geometrisation as proven by Hamilton and Perelman. The route to hyperbolisation via geometrisation is quite indirect since the Ricci flow does not generally preserve negative curvature in dimensions greater than two and furthermore, singularities may form along the Ricci flow so that surgery is necessary. The decomposition obtained in Theorem 2.1 is not unique so that the Ricci flow with surgery need not produce the hyperbolic geometry in the limit. Theorem 2.2 is deduced a posteriori from the geometrisation conjecture rather than as a direct consequence the Ricci flow.

Resolving Conjecture 3.5 by removing the integrability condition of Theorem 3.2 would give a more direct proof of hyperbolisation, while strengthening the result to the statement that arbitrary negatively curved metrics are homotopic to a hyperbolic metric. Note that by the Mostow rigidity theorem [Mos68], hyperbolic structures are classified by fundamental group and are essentially unique. That is, if the fundamental group $\pi_1(M_1)$ of a closed hyperbolic manifold, $(M_1, g_1)$ is isomorphic to a $\pi_1(M_2)$ for another hyperbolic manifold $(M_2, g_2)$, then in fact $(M_1, g_1)$ and $(M_2, g_2)$ are isometric. Equivalently, any homotopy equivalence of hyperbolic manifolds may in fact be homotopied to an isometry. Then Conjecture 3.5 would show that the space of negatively curved metrics on a hyperbolic three-manifold is contractible.

3. Embeddability and hyperbolic metrics

Let $(M, g)$ be a compact, Riemannian manifold with strictly negative curvature. Let $\pi: (\hat{M}, \hat{g}) \to (M, g)$ be the Riemannian universal cover so that $\pi: \hat{M} \to M$
is a covering map with \( \tilde{M} \) simply connected and \( \tilde{g} = \pi^* g \). Let \( G \) denote the deck transformation group of the cover and observe that \( \tilde{g} \) is invariant under \( G \). That is, \( G \leq \text{Diff}(\tilde{M}) \) is a group of diffeomorphisms of \( \tilde{M} \) and \( \varphi^* \tilde{g} = \tilde{g} \) for all \( \varphi \in G \) so that \( G \) acts by isometry on \((\tilde{M}, \tilde{g})\). Then \( \tilde{g} \) induces a metric \( \bar{g} \) on the quotient \( \tilde{M}/G \) such that
\[
(\tilde{M}/G, \bar{g}) \to (M, g)
\]
is an isometry and the quotient map \( \tilde{M} \to \tilde{M}/G \) is just \( \pi \) under this identification. Then \( (\tilde{M}/G, \bar{g}) \) is a compact Riemannian quotient and we say \((\tilde{M}, \tilde{g})\) is a co-compact Riemannian manifold.

Now, since \((M, g)\) has strictly negative sectional curvature, so does \((\tilde{M}, \tilde{g})\) hence by the Cartan-Hadamard theorem, \( \tilde{M} \simeq \mathbb{R}^3 \) is diffeomorphic to \( \mathbb{R}^3 \) via the exponential map. In particular we may equip \( \tilde{M} \) with the hyperbolic metric, \( \tilde{g}_\mathbb{H} \) of constant, negative sectional curvature equal to \(-1\). Let us write \( G_\mathbb{H} \) for the isometry group of \((\tilde{M}, \tilde{g}_\mathbb{H})\).

On \( \tilde{M} \), there is a simple, smooth homotopy from \( \tilde{g} \) to \( \tilde{g}_\mathbb{H} \):
\[
\tilde{h}(t) = t \tilde{g} + (1-t)\tilde{g}_\mathbb{H}, \quad t \in [0, 1].
\]
This gives rise to the following simple lemma:

**Lemma 3.1.** Let \((M, g)\) be a compact manifold of strictly negative sectional curvature. Then the following statements are equivalent:

1. \( M \) admits a metric of constant, negative sectional curvature.
2. \( \tilde{g}_\mathbb{H} \) is invariant under \( G \).
3. \( G \) is a subgroup of \( G_\mathbb{H} \).
4. \( g \) is smoothly homotopic to a metric of constant, negative sectional curvature.
5. Every \( G \)-invariant metric \( \tilde{g} \) on \( \tilde{M} \) is smoothly homotopic to \( \tilde{g}_\mathbb{H} \) via a smooth \( G \)-invariant homotopy.

**Proof.**

1. \( \Rightarrow \) (ii) The pullback of a constant curvature metric under the Riemannian covering \( \pi \) is the hyperbolic one, which is thus \( G \)-invariant.

2. \( \Rightarrow \) (iii) Clear, since \( G_\mathbb{H} \) is the whole isometry group.

3. \( \Rightarrow \) (iv) Since \( \tilde{g} \) and \( \tilde{g}_\mathbb{H} \) are invariant under \( G \), so is \( \tilde{h}(t) \), which in turn descends to a homotopy on \( \tilde{M}/G \). This pushes forward to the desired homotopy, \( h \) on \( M \).

4. \( \Rightarrow \) (v) For any given \( \tilde{g} \), the push forward \( h \) of \( \tilde{h} \) defined above is the desired homotopy.

5. \( \Rightarrow \) (i) Apply (v) to the pullback of \( g \) and push forward the resulting homotopy to \( M \). \( \square \)

The question of whether the conditions of Lemma 3.1 are satisfied are not easy to check but the lemma affords us with several possible approaches to the problem. In this section we prove Theorem 3.2, which gives a sufficient condition for when \((M, g)\) admits a metric of constant, negative sectional curvature.

Before we can state it, let us agree on some notation and conventions. Given a metric \( g \) with Levi-Civita connection \( \nabla \) on a manifold \( M \), our conventions for the curvature tensor are
\[
\text{Rm}(X, Y)Z = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X,Y]} Z;
\]
\[
\text{Rm}(X, Y, Z, W) = g(\text{Rm}(X, Y)Z, W).
\]
Then the Ricci and scalar curvature are defined by
\begin{equation}
  \text{Ric}(X, Y) = \text{Tr} Rm(\cdot, X)Y,
  
  R = \text{Tr}_g \text{Ric},
\end{equation}
where Tr is the trace of an endomorphism and Tr\_g is the trace of a bilinear form with respect to the metric g.

We define the Einstein tensor by
\begin{equation}
  E = \text{Ric} - \frac{R}{2} g.
\end{equation}

We may write the Ricci decomposition of the curvature tensor in three dimensions in the form
\begin{equation}
  Rm = -E \otimes g + \frac{\text{Tr} \mathcal{E}}{2} g \otimes g
\end{equation}
where \( \otimes \) denotes the Kulkarni-Nomizu product. The sectional curvatures are
\begin{equation}
  K(X \wedge Y) = \frac{\text{Rm}(X, Y, Y, X)}{|X \wedge Y|^2}.
\end{equation}
The curvature operator \( Rm \) is defined by
\begin{equation}
  \text{Rm}(X, Y, Z, W) = \text{Rm}(X \wedge Y, W \wedge Z) = g(\text{Rm}(X \wedge Y), W \wedge Z).
\end{equation}

Then from the Ricci decomposition, given an orthonormal basis of eigenvectors \( E_i \) for \( E \) with eigenvalues \( \lambda_i \) we have
\begin{equation}
  g(\text{Rm}(E_i \wedge E_j), E_p \wedge E_q) = g(\lambda_k E_i \wedge E_j, E_p \wedge E_q).
\end{equation}
Thus
\begin{equation}
  \text{Rm}(E_i \wedge E_j) = \lambda_k E_i \wedge E_j
\end{equation}
and the eigenvalues of \( Rm \) are precisely the eigenvalues of \( E \). The sectional curvatures are then
\begin{equation}
  K(E_i \wedge E_j) = -\frac{g(\text{Rm}(E_i \wedge E_j), E_j \wedge E_i)}{|E_i \wedge E_j|^2} = -\lambda_k.
\end{equation}

Therefore \( E \) is positive definite (respectively negatively definite) if and only if the sectional curvatures are negative (respectively positive). In the case of negative sectional curvature, \( E \) is hence a metric. Writing \( E(X, Y) = g(\mathcal{E}(X), Y) \), define \( E^{-1}(X, Y) = g(\mathcal{E}^{-1}(X), Y) \).

Now we have the following theorem. We say that a symmetric \((0,2)\)-tensor \( T \) is Codazzi if the covariant three-tensor \( \nabla T \) is totally symmetric.

**Theorem 3.2** (Integrability and constant negative sectional curvature). Let \((M, g)\) be a closed Riemannian three-manifold of strictly negative sectional curvature with the integrability condition that the tensor \( O = \sqrt{\det \mathcal{E} E^{-1}} \) is Codazzi. Then \( g \) is smoothly homotopic to a metric of constant, negative sectional curvature and hence in particular, \( M \) admits a metric of constant, negative sectional curvature.
Note that as a special case of the considerably more general Thurston Geometrisation of three manifolds, already any closed three-manifold admitting a metric of negative sectional curvature also admits a metric on constant negative sectional curvature. The famous final resolution of Thurston Geometrisation by Perelman requires considerable machinery so the more direct and simpler proof described here in this case is desirable. Moreover, the homotopy in the theorem is not a consequence of Geometrisation. See Section 2 for a brief discussion on Geometrisation.

Theorem 3.2 follows from the embeddability Theorem 3.4 and [And+15, Theorem 1.1], which says that \( N \) may be deformed to the one-sheeted hyperboloid at infinity by the Gauss curvature flow. Before we can state and prove Theorem 3.4, we need some more notation concerning extrinsic geometry.

Let \( \langle \cdot, \cdot \rangle \) denote the inner-product on Minkowski space and \( D \) the corresponding Levi-Civita connection. For a spacelike immersion \( F: M^n \rightarrow \mathbb{R}^{n+1} \) with \( M \) oriented, we define the second fundamental form \( A \) with respect to a timelike, unit normal field \( \nu \) by
\[
D_{F_*X}F_*Y = F_*\nabla_X Y + A(X,Y)\nu.
\]
We also define the Weingarten map via
\[
A(X,Y) = g(W(X), Y)
\]
and write \( H = \text{Tr}_g A = \text{Tr} W \).

The basic equations of hypersurfaces (Gauss equation) in Minkowski space are
\[
Rm(X,Y)Z = A(X,Z)W(Y) - A(Y,Z)W(X),
\]
\[
\text{Ric}(X,Y) = g(W^2(X) - HW(X), Y),
\]
\[
R = \|A\|^2 - H^2.
\]
We can also relate the eigenvalues \( \lambda_i \) of \( E \) with the principal curvatures \( \kappa_i \) of the embedding. Namely, for distinct indices \( i, j, k \) we calculate with the help of (3.5),
\[
\lambda_k = \kappa_k^2 - \kappa_k \sum_i \kappa_i - \frac{\sum_i \kappa_i^2 - (\sum_i \kappa_i)^2}{2} = \kappa_i \kappa_j.
\]

Hence there holds
\[
W = \sqrt{\det E \, E^{-1}},
\]
since these endomorphisms are simultaneously diagonalizable and share the same eigenvalues.

Therefore, \( E > 0 \) if and only if all the principal curvatures \( \kappa_i \) have the same sign (which may take to be positive by swapping \( \nu \) with \( -\nu \) if necessary). That is, \( g \) has negative sectional curvature if and only if \( E > 0 \) if and only if \( F(\tilde{M}) \) is a locally convex, co-compact, spacelike hypersurface.

Remark 3.3. We see a strong rigidity statement that the extrinsic geometry of embedded, spacelike hypersurfaces is completely determined by the intrinsic geometry. The extrinsic condition of local convexity is equivalent to the intrinsic condition of negative sectional curvature.

Now we may give an intrinsic characterisation of when \( (\tilde{M}, \tilde{g}) \) embeds isometrically into Minkowski space as precisely when \( O \) is Codazzi.
Theorem 3.4 (Integrability implies isometric embeddability). Let \((M, g)\) be a closed Riemannian three-manifold of strictly negative sectional curvature. Then the tensor 
\[ O = \sqrt{\det E} E^{-1} \]
is Codazzi if and only if the Riemannian universal cover \((\tilde{M}, \tilde{g})\) embeds isometrically into Minkowski space \(\mathbb{R}^{3,1}\) as a locally convex, co-compact, spacelike hypersurface.

**Proof.** First suppose \((\tilde{M}, \tilde{g})\) embeds isometrically into \(\mathbb{R}^{3,1}\). Since Minkowski space is flat, the second fundamental form \(A\) is Codazzi. Then Equation (3.7) gives 
\[ A = O, \]
hence \(O\) is Codazzi.

Conversely, suppose \(O\) is Codazzi. A simple direct computation diagonalising \(E\) shows \(O\) solves the contracted Gauss equation (second equation in (3.5)). The Ricci decomposition (3.3) for \(n = 3\) then implies the full Gauss equation (first equation in (3.5)). But the Gauss and Codazzi equations are precisely the integrability conditions required to locally integrate the over-determined system

\[ F^* \langle \cdot, \cdot \rangle = g \]
\[ A(F) = O \]

for \(F\). See for example [LW99, Theorem 7] and for a similar argument [Sto89, Chapter VI.12, p. 146 and Theorem V, p.393].

Since \((\tilde{M}, \tilde{g})\) is the universal cover of \((M, g)\) with strictly negative sectional curvature, \(\tilde{M}\) is diffeomorphic to \(\mathbb{R}^3\) by the Cartan-Hadamard theorem and we can globally integrate to obtain \(F\). \(\square\)

**Proof of Theorem 3.2.** By Theorem 3.4 we may embed \((\tilde{M}, \tilde{g})\) into Minkowski space as a locally convex, co-compact, spacelike hypersurface. By [And+15, Theorem 1.1], the rescaled Gauss curvature flow deforms \((\tilde{M}, \tilde{g})\) smoothly to the hyperboloid at infinity with constant negative sectional curvature. Thus the flow provides a smooth homotopy from \((\tilde{M}, \tilde{g})\) to \((\tilde{M}, \tilde{g}_H)\).

According to [And+15, Section 12] (see also Lemma 4.4), the induced metric \(\tilde{g}_t\) on \(\tilde{M}\) evolves by the Cross Curvature Flow introduced in [CH04] (see also Lemma 4.4 below):

\[
\begin{align*}
\partial_t \tilde{g}_t &= 2 \det E(\tilde{g}_t) E^{-1}(\tilde{g}_t) \\
\tilde{g}_0 &= \tilde{g}.
\end{align*}
\]

At the initial time, we have \(\varphi^* \tilde{g}_0 = \tilde{g}_0\) for every \(\varphi \in G\). Then given any \(\varphi \in G\), \(\tilde{g}_t = \varphi^* \tilde{g}_t\) is also a solution to the Cross Curvature Flow with the same initial condition. Hence by uniqueness of solutions ([CH04; Buc06], Theorem 4.5 and Section 4.2 below), \(\tilde{g}_t = \tilde{g}_t = \varphi^* \tilde{g}_t\) and the flow is invariant under the action of \(G\). Lemma 3.1 then gives the result. \(\square\)

The following conjecture suggests the integrability assumption in Theorem 3.2 could be dropped.

**Conjecture 3.5 ([CH04]).** The XCF deforms arbitrary negatively curved metrics to a hyperbolic metric.

Evidence for this conjecture includes convergence in the integrable case from Theorem 3.2, asymptotic stability of the hyperbolic metric under XCF ([KY09] and Theorem 4.12 below), monotonicity of an integral quantity measuring the deviation from constant curvature ([CH04] and Theorem 4.11 below).
4. THE CROSS CURVATURE FLOW

4.1. Definition And Basic Properties Of The Flow

Let \((M, g)\) be a closed, Riemannian manifold and define

\[
\text{(4.1)} \quad \text{adj } E(X, Y) = g(X, \text{adj } E(Y)),
\]

where \(\text{adj}\) is the adjugate of an endomorphism. The Cross Curvature Flow (in short, XCF) is the evolution equation,

\[
\text{(4.2)} \quad \begin{cases}
\partial_t g_t = 2 \text{adj } E(g_t), \\
g_0 = g
\end{cases}
\]

where \(g_0\) has negative sectional curvature. When \(g_0\) has positive sectional curvature, we take instead \(\partial_t g = -2 \text{adj } E\) though in this article we will not be concerned with this case.

Remark 4.1. Let \(\pi: \tilde{M} \to M\) be the universal cover, and \(\tilde{g}_t = \pi^* g_t\). Similarly to the proof of Theorem 3.2, we then have

\[
\partial_t \tilde{g}_t = \pi^* \partial_t g_t = \pi^* \text{adj } E(g_t) = \text{adj } E(\tilde{g}_t)
\]

and \(\tilde{g}_t\) solves the XCF with initial condition \(\tilde{g}_0 = \pi^* g_0\). Conversely, if \(\tilde{g}_t\) is a \(G\)-invariant solution of the XCF on \(\tilde{M}\), then there is a unique solution, \(g_t\) of the XCF on \(M\) such that \(\tilde{g}_t = \pi^* g_t\).

The definition here makes sense in any dimension. If \(E\) is invertible, we may also write

\[
\text{adj } E = \det E E^{-1} = \det E g(E^{-1} \cdot, \cdot).
\]

In three dimensions, \(g_t\) has negative sectional curvature if and only if \(E\) is positive definite (hence \(E\) is invertible). Then in an orthonormal basis of eigenvectors \(E_1, E_2, E_3\) for \(E\), with eigenvalues \(\lambda_1, \lambda_2, \lambda_3\), we have for distinct indices, \(i, k, \ell\),

\[
\text{adj } E(E_i) = \det E E^{-1}(E_i) = \lambda_i \lambda_k \lambda_\ell \frac{1}{\lambda_i} E_i = \lambda_k \lambda_\ell E_i
\]

where \(i, k, \ell\) are distinct indices. Thus

\[
\text{(4.3)} \quad \text{adj } E(E_i, E_j) = g(\lambda_k \lambda_\ell E_i, E_j) = \lambda_k \lambda_\ell \delta_{ij}.
\]

The tensor \(\text{adj } E\) is referred to as the cross curvature tensor. The origin of the name is that the \(i\)’th eigenvalue of \(\text{adj } E\) is the “cross term” \(\lambda_k \lambda_\ell\) of the remaining eigenvalues.

There is an equivalent way to write \(\text{adj } E\) in three dimensions. In fact, both these definitions make sense in any dimension, however it is only in three dimensions that they coincide.

Lemma 4.2. In three dimensions, we have

\[
\text{adj } E(X, Y) = -\frac{1}{2} \text{Ric}_E(X, Y) := -\frac{1}{2} \text{Tr} (Z \mapsto \text{Rm}(E(Z), X) Y)
\]

Proof. As noted above,

\[
\text{adj } E(E_i, E_j) = \lambda_k \lambda_\ell \delta_{ij}.
\]
There holds
\[
\text{Ric}_E(E_i, E_j) = \frac{3}{2} \sum_{m=1}^{3} \text{Rm}(E(E_m), E_i, E_j, E_m)
\]
\[
= \sum_{m=1}^{3} \lambda_m \text{Rm}(E_m, E_i, E_j, E_m)
\]
\[
= - \sum_{m=1}^{3} \lambda_m \hat{\lambda}_{mi} \delta_{ij}.
\]
where \(\hat{\lambda}_{mi} = \lambda_k\) if \(m, i, k\) are distinct indices and is zero if \(m = i\). Now, if \(i = j\), and \(i, k, \ell\) are distinct indices, the sum is over \(m = k, \ell\) giving
\[
\text{Ric}_E(E_i, E_j) = - (\lambda_k \lambda_\ell + \lambda_\ell \lambda_k) = -2\lambda_k \lambda_\ell.
\]
Hence
\[
\frac{1}{2} \text{Ric}_E(E_i, E_j) = -\lambda_k \lambda_\ell \delta_{ij} = -\text{adj } E(E_i, E_j).
\]

\[\square\]

**Remark 4.3.** In [CH04, Lemma 3] and [Buc06, Equation (3)], essentially the same result is obtained by contracting with the measure \(\mu\).

In the case of integrable (and hence isometrically embeddable) solutions of XCF, we have the following observation of Ben Andrews.

**Lemma 4.4 ([And+15, Section 12]).** The induced metric under the Gauss Curvature Flow of convex, spacelike, co-compact hypersurfaces in Minkowski space evolves by XCF.

**Proof.** The Gauss Curvature Flow of hypersurfaces in Minkowski space is the evolution equation
\[
\partial_t F = K \nu
\]
where \(K = \det \mathcal{W}\) is the Gauss curvature. Under this equation the metric evolves by
\[
\partial_t g = 2KA.
\]
Equation (3.7) gives \(A = \sqrt{\det \mathcal{E}} E^{-1}\) and
\[
K = \det \mathcal{W} = \det (\sqrt{\det \mathcal{E}} E^{-1}) = (\det \mathcal{E})^{3/2} (\det E)^{-1} = \sqrt{\det \mathcal{E}}
\]
so that
\[
\partial_t g = 2KA = 2\det \mathcal{E} E^{-1} = 2\text{adj } E.
\]
\[\square\]

4.2. Short Time Existence And Uniqueness

The question of short time existence and uniqueness of solutions to geometric, parabolic equations on tensor bundles is complicated by the diffeomorphism invariance of the problem leading to degeneracies in the principal symbol. For the Ricci flow, DeTurck described a method to deal with this degeneracy by breaking the diffeomorphism invariance (i.e. fixing a gauge) to obtain an equivalent, strictly parabolic flow referred to as the DeTurck flow [DeT83]. In [Ham95, Section 6] a further simplification of DeTurck’s method was given. Buckland then adapted this approach to
the XCF, while also pointing out a gap in the original proof of short time existence and uniqueness for XCF [Buc06] (see Remark 4.7 below).

**Theorem 4.5** ([CH04, Lemma 4]; [Buc06, Theorem 1]). Given any initial smooth metric \( g \) of negative sectional curvature on a closed three-manifold \( N \), there exists a unique solution \( g_t \) to the XCF,

\[
\begin{aligned}
\partial_t g_t &= 2 \text{adj } E(g_t) \\
 g_0 &= g.
\end{aligned}
\]

defined on a maximal time interval \([0, T)\) for some \( T > 0 \) or \( T = \infty \).

To prove the theorem, we need the principal symbol of the cross curvature tensor. Recall that for a nonlinear, second order differential operator \( D : E \to F \) acting on vector bundles \( E, F \) over \( M \), we define

\[
\sigma_{\xi}[D_s] = \sigma_{\xi}[D'_s]
\]

where \( s \in \Gamma(E) \) is a section of \( E \) and

\[
D'_s(u) = \partial_w|_{w=0} D(s + wu)
\]

is the linearisation of \( D \) around \( s \) acting on sections \( u \in \Gamma(E) \). Recall that the principal symbol, \( \sigma_{\xi}[D'_s] \) of \( D'_s \) is obtained by replacing second order derivatives in \( D'_s(u) \) by components of \( \xi \).

Recall that \( E \) is positive definite when \( g \) has negative sectional curvature, hence \( E \) is itself a metric. We may thus raise and lower indices using \( E \) as well as take traces with \( E \). However, rather than using \( E \) directly to raise indices we use the metric raising of \( E \) \( \# \) defined on one-forms by \( E \#(\alpha, \beta) = E(\alpha\#, \beta\#) \). The symbol may be conveniently computed using the equivalent formulation of the Cross Curvature tensor in Lemma 4.2.

**Lemma 4.6** ([CH04, Lemma 4]; [Buc06, Theorem 1]). The principal symbol of the cross curvature tensor is,

\[
\sigma_{\xi}[\text{adj } E_g](V) = |\xi|_E^2 V - 2 \text{Sym } \xi \otimes V(\sharp E \xi, \cdot) + \text{Tr}_E V \xi \otimes \xi.
\]

The degeneracy of the XCF is manifested in the second two terms. If they were absent, then the symbol would simply be \( V \mapsto |\xi|_E^2 V \) which is clearly elliptic. However, the presence of the second two terms means that the symbol has a kernel and is hence not elliptic. This is what the DeTurck approach aims to address.

The proof of Theorem 4.5 makes use of the DeTurck XCF,

\[
\partial_t g = \text{adj } E(g) + L_W g =: \sigma_{\text{DT}}
\]

where

\[
W = g_0^{-1} \text{div}_g \left( g_0 - \frac{1}{2} \text{Tr}_g g_0 \right)^\sharp.
\]

Then the symbol is

\[
\sigma_{\xi}[-\sigma_{\text{DT}}_g](V) = |\xi|_E^2 V + 2 \text{Sym } \xi \otimes V(\sharp \xi - \sharp E \xi, \cdot) + (\text{Tr}_E V - \text{Tr}_g V) \xi \otimes \xi.
\]

The computation of the symbol of \( L_W g \) is well known and is the same as that used for the Ricci flow. See [Buc06], [CK04, Sections 3.3, 3.4] or [Top06, Chapter 5].

That \( \sigma_{\xi}[-\sigma_{\text{DT}}_g] \) is uniformly elliptic is not readily apparent, but this is what Buckland shows [Buc06]. Existence now follows easily since the DeTurck XCF (4.5) is
uniformly parabolic hence unique solutions exist given any smooth initial data. Then if \( \bar{g} \) denotes the solution of the DeTurck XCF, \( g = \varphi_t^* \bar{g} \) solves the XCF where \( \varphi_t \) is the flow of \( W \).

For uniqueness, more work is required, but note that the vector field \( W \) is the same as that used for Ricci flow. Thus the same proof as for Ricci flow applies and we may appeal to [Ham95, Section 6]. In the formulation used here, \( \varphi_t \) solves the harmonic map heat flow \( (M, \bar{g}) \rightarrow (M, g_0) \). See [Top06, Section 5.2] and [CK04, Sections 3.3, 3.4] for details.

**Remark 4.7.** For the Ricci flow, the DeTurck Ricci flow is defined to be

\[
\partial_t g = -2 \text{Ric}(g) + L_W g =: \text{Ric}_{DT}(g)
\]

with the same \( W \) as (4.5). In fact, \( W \) is adapted to the Ricci flow rather than the XCF since the symbol for the Ricci flow is

\[
\sigma_\xi[-2 \text{Ric}_g](V) = |\xi|^2 V - 2 \text{Sym} \xi \otimes V(\xi, \cdot) + \text{Tr}_g V \xi \otimes \xi.
\]

Then for the DeTurck Ricci flow, the last two terms cancel and the symbol for the DeTurck Ricci flow becomes

\[
\sigma_\xi[\text{Ric}_{DT,g}](V) = |\xi|^2 V
\]

which is clearly uniformly elliptic. The choice of \( W \) comes from the fact \( \text{div}_g E = 0 \) so that defining \( L_g(T) = \text{div}_g(T - \frac{1}{2} \text{Tr}_g T) \), we have the integrability condition

\[
L_g(\text{Ric}(g)) = \text{div}_g E(g) = 0.
\]

Here \( g \mapsto L_g \) depends on \( g \) to first order, and computing the symbol of \( g \mapsto L_g(\text{Ric}(g)) \) also shows the degeneracy in the operator Ric. The original proof of short time existence and uniqueness for Ricci flow made use of this fact employing the Nash-Moser implicit function theorem. See [Ham82, Sections 4-6].

One might try a similar approach for XCF, defining an appropriate \( W \) to cancel terms so that the symbol becomes \( V \mapsto |\xi|^2 V \). Equation (4.7) below suggests the choice

\[
W = g_0^{-1} \left( E^{ij} \nabla_i \text{adj} G(g_0)_{jk} - \frac{1}{2} E^{ij} \nabla_k \text{adj} G(g_0)_{ij} \right)^2
\]

where \( G(g_0) = g_0 - \frac{1}{2} \text{Tr}_g g_0 \) is the Einstein gravity tensor. Presumably such an approach works, with the appropriate replacement for the harmonic map heat flow to obtain uniqueness. Note this equation also leads to the integrability equation

\[
L_g(\text{adj} E(g)) = 0
\]

where \( L_g(T) = E^{ij} \nabla_i \text{adj} G(T)_{jk} - \frac{1}{2} E^{ij} \nabla_k \text{adj} G(T)_{ij} \).

[Buc06] observed that \( g \mapsto L_g \) is second order in \( g \) so that the argument in [Ham82, Sections 4-6] cannot be applied. However, as we have seen, even though the terms in (4.6) do not cancel, the DeTurck flow using \( W \) from the Ricci flow is still uniformly parabolic. Existence for XCF follows immediately, and uniqueness is obtained by the known result using the harmonic map heat flow as in the Ricci flow.
4.3. Basic Identities And Evolution Equations

Now we give some fundamental identities and evolution equations for the study of the XCF. Since there are many traces and swapping slots in what follows, it is convenient to use index notation. For convenience, we define

\[ V(X, Y) = g(E^{-1}(X), Y). \]

The first basic identity is an analogue for the Cross Curvature tensor of the fact that according to the contracted second Bianchi identity, \( \text{div}_g E = 0 \). It is fundamental in deriving various identities and is closely related to short time existence and uniqueness as discussed above. According to [CH04, Lemma 1 (b)],

\[
E^{ij} \nabla_i \adj E_{jk} = \frac{1}{2} E^{ij} \nabla_k \adj E_{ij}.
\]

The general, non integrable case poses a number of difficulties. At the heart of these difficulties is the Devil tensor (4.9) that vanishes if and only if the solution is integrable (Lemma 4.8). Let us define

\[
T^{kij} = E^{kl} \nabla_l E^{ij}, \quad T^i = V_{jk} T^{ijk} = E^{ij} \nabla_j \ln \det E.
\]

From the irreducible decomposition of \( T^{ijk} \) under the action of \( O(3) \) via the metric \( V \) we have ([CH04, p. 6]),

\[
T^{ijk} - T^{ikj} = L^{ijk} - L^{jik} + \frac{1}{2} (T^i E^{jk} - T^j E^{ik})
\]

where the traces of \( L^{ijk} \) with respect to \( V \) are zero. The Devil tensor is defined by

\[
D^{ijk} = L^{ijk} - L^{jik} = T^{ijk} - T^{jik} - \frac{1}{2} (T^i E^{jk} - T^j E^{ik}).
\]

It satisfies the curvature-like identities,

\[
D^{ijk} = -D^{jik}, \quad D^{ijk} + D^{kij} + D^{jki} = 0,
\]

and trace identities,

\[
V_{ij} D^{ijk} = V_{ik} D^{ijk} = V_{jk} D^{ijk} = 0,
\]

\[
V_{ij} \nabla_k D^{kij} = \frac{1}{2} |D^{ijk}|^2_V.
\]

Lemma 4.8. We have the following identity.

\[
|D^{ijk}|^2_V = \frac{1}{\det E} |\nabla_i O_{jk} - \nabla_j O_{ik}|^2_E.
\]

In particular, \( D \equiv 0 \) if and only if \( O \) is Codazzi.

Proof. Using the definition we calculate

\[
T^{kij} = -E^{kl} E^{im} E^{jn} \nabla_l V_{mn} = -E^{kl} E^{im} E^{jn} \nabla_l \left( \frac{1}{\sqrt{\det E}} O_{mn} \right)
\]

\[
= -\frac{1}{\sqrt{\det E}} E^{kl} E^{im} E^{jn} \nabla_l O_{mn} + \frac{1}{2} T^k E^{ij}.
\]

Thus we obtain

\[
T^{kij} - T^{ikj} = \frac{E^{kl} E^{im} E^{jn}}{\sqrt{\det E}} (\nabla_m O_{tn} - \nabla_t O_{mn}) + \frac{1}{2} (T^k E^{ij} - T^i E^{kj}).
\]
Then by definition,
\[ D_{kij} = \frac{E_{kl} E_{im} E_{jn}}{\sqrt{\det E}} (\nabla_m O_{ln} - \nabla_l O_{mn}) \]
and hence
\[ |D^{ijk}|^2_V \det E = |\nabla_i O_{jk} - \nabla_j O_{ik}|^2_E. \]
□

To round out this section, let us point out some evolution equations. Define the operator,
\[ \Box = \mathrm{Tr}_E \nabla^2 = E_{ij} \nabla^2_{ij}. \]
It is uniformly elliptic for each fixed \( t \) on any time interval \([0, \tau]\) on which \( E > 0 \).

We have
\[ \partial_t E_{ij} = \Box E_{ij} - \nabla_k E^{ki} \nabla_k E^{kj} - 4 \det E g^{ij}. \]
and
\[ \partial_t \det E = \Box \det E - \left( \frac{1}{2(\det E)^2} |E_{ij} \nabla_j \det E|^2 - \frac{1}{2} |D^{ijk}|^2_V + 2H \right) \det E. \]

Here \( H = \mathrm{Tr}_g \mathrm{adj} E \). Equation (4.11) is obtained by combining equation (4.7) ([CH04, Lemma 1(a)]) with [CH04, Lemma 5] giving the evolution of \( E \). Equation (4.12) is then obtained from (4.11) using (4.8).

The maximum principle cannot be immediately applied to ensure positivity of \( E \) (and hence negative sectional curvature) is preserved since the last term of each equation has the wrong sign. However, a slightly less direct approach using the evolution of \( \det E \) effectively leads to the desired conclusion (Proposition 4.10).

The XCF expands negatively curved metrics as can be seen from the evolution of the volume:
\[ \frac{d}{dt} \mathrm{Vol}_g(M) = \int_M H d\mu > 0. \]

Such expansion is also apparent in the evolution of hyperbolic metrics.

**Example 4.9.** Let \( g_0 \) be a hyperbolic metric with constant sectional curvature \( K_0 < 0 \).
Then the solution of the XCF is
\[ g(t) = \sqrt{4K_0^2 t + 1} g_0 \]
since scaling \( g_0 \) by \( r \) results in \( \mathrm{adj} E(g_t) = \frac{1}{r} \mathrm{adj} E(g_0) = \frac{K_0^2}{r} g_0 \).

We see that up to scale, hyperbolic metrics are fixed points. In fact, they are the only fixed points up to scale and reparametrisation (i.e. solitons). See Section 4.5 below.

**4.4. Towards Hyperbolic Convergence**

The following results support Conjecture 3.5 that the XCF deforms arbitrary negatively curved metrics to a hyperbolic metric. Under the XCF, it is not so easy to prove directly that negative sectional curvature is preserved. However, it is possible to prove that if \( \det E \to 0 \), then a singularity must occur and thus negative curvature is effectively preserved since that corresponds to positive of \( E \).
**Proposition 4.10 ([CH04, p. 8]).** Let $T$ be the maximal time of smooth existence of XCF. Then $\det \mathcal{E} > 0$ on $[0, T)$ and hence the sectional curvatures remain negative as long as the solution is smooth.

The proof follows from equation (4.12) by writing,

$$\partial_t \ln \det \mathcal{E} = \Box \ln \det \mathcal{E} + \frac{1}{2} \left| T^{ijkl} - T^{jikl} \right|^2_V - 2H.$$

The last term has the wrong sign to apply the maximum principle. However, $\partial_t \min \ln \det \mathcal{E} \geq -2H$ at the minimum of $\ln \det \mathcal{E}$. If $t_0 < T$ and $\ln \det \mathcal{E} \to -\infty$ as $t \to t_0$, then $H \to \infty$. In other words one eigenvalue of $\mathcal{E}$ goes to zero while another goes to $\infty$ as $t$ approaches $t_0$.

Going the other way, namely proving that if $[0, T)$ is the maximal time of existence with $T < \infty$, then necessarily $\inf_{t \in [0, T)} \det \mathcal{E} = 0$ would show that finite time existence implies blow up of $E$. Such a result would serve as a proxy for more general estimates, such as the smoothing estimates enjoyed by the Ricci flow. The lack of such estimates (even $C^2$ estimates) is perhaps the major outstanding issue for the XCF. In particular, it could be that the solution blows up in finite time, yet $\det \mathcal{E}$ has a positive lower bound.

The following monotonicity property also supports Conjecture 3.5 that the flow evolves negative curvature metrics to a hyperbolic metric.

**Theorem 4.11 ([CH04, Theorem 8]).** Under the XCF

$$J(M_t) := \int \frac{1}{3} \text{Tr} \mathcal{E} - (\det \mathcal{E})^{1/3} d\mu$$

is non-increasing. Moreover, $\frac{d}{dt} J(M_t) = 0$ if and only if $g$ has constant curvature.

The theorem follows by direct computation and noting that by the arithmetic-geometric mean inequality applied to the eigenvalues of $\mathcal{E}$, $\frac{1}{3} \text{Tr} \mathcal{E} \geq (\det \mathcal{E})^{1/3}$ with equality if and only if $E = \lambda g$ for some smooth function $\lambda$. In the equality case, since $\text{div}_g E = \text{div}_g g = 0$, we must then also have $\lambda \equiv \text{const.}$ and hence equality occurs if and only if $g$ has constant sectional curvature equal to $-\lambda$.

To finish this section, we consider the stability of hyperbolic metrics under the flow. Stability is necessary for Conjecture 3.5 to hold, and indeed this is the case. To state the result, some normalisation is necessary. Typically normalising to fix volume is the approach taken, but here following [KY09] a different normalisation is chosen. For any $K < 0$, note that a constant curvature metric $g_K$ of sectional curvature $K$ satisfies

$$\text{adj } E = K^2 g$$

by (3.4) and (4.3). Then the flow

$$\partial_t g = 2 \text{adj } E(g) - 2K^2 g$$

has $g_K$ as a fixed point. Note that up to scaling and diffeomorphism, solutions of this flow are equivalent to solutions of the XCF by [KY09, Lemma 1].

The linearisation of the corresponding DeTurck flow around a hyperbolic metric is ([KY09, Lemma 2])

$$\partial_t V = -K \Delta V - 2K^2 \text{Tr}_g V g + 2K^2 V.$$

Then the spectrum of the right hand side is contained in $(-\infty, -1]$ ([KY09, Section 5]), from which the following theorem follows by standard stable manifold theory.
Theorem 4.12 ([KY09, Theorem 4]). Any constant curvature metric is asymptotically stable under the XCF after suitable normalisation.

4.5. Harnack inequality And Solitons

Differential Li-Yau-Hamilton Harnack inequalities have proved an indispensable tool in the study of curvature flows. For the XCF, [CH04, p. 9] remarked that it is hoped such an inequality holds. For integrable solutions of the XCF this is true by proving the analogous Harnack inequality for the corresponding solution of the embedded Gauss curvature flow. In general, the non-vanishing of the Devil Tensor (4.9) causes significant difficulties in obtaining a Harnack inequality. The evolution of the devil tensor is very complicated and it’s not clear whether or not it is amenable to the maximum principle.

Theorem 4.13. ([BIS17, Section 6]) The following Li-Yau-Hamilton Harnack inequality holds for integrable solutions to the XCF,

$$\partial_t \sqrt{\det E} - \frac{1}{\sqrt{\det E}} \left| \nabla \sqrt{\det E} \right|^2_{E} + \frac{3}{4t} \sqrt{\det E} \geq 0.$$ 

Solitons are closely related to the Harnack inequality. They are fixed points of the flow modulo scaling and diffeomorphism. As such, they are the expected limits (up to rescaling) of the flow. Unlike other flows such as the Ricci Flow, solitons for the XCF are very rigid. In fact something stronger is true. Recall that a soliton is a solution of XCF such that $g_t = \lambda(t) \varphi^*_t g_0$ where $\lambda$ is a positive function and $\varphi_t$ a one-parameter family of diffeomorphisms. More generally, a breather is a solution such that $g_{t_0} = \lambda \varphi^* g_0$ for some $t_0$, $\lambda > 0$ and a diffeomorphism $\varphi$.

Theorem 4.14 ([Cho+07]). The only breathers, hence also solitons to the XCF are constant curvature metrics.

This follows by monotonicity and scaling: Since volume is increasing by equation (4.13) and scales as $\lambda^{3/2}$, for a breather we must have $\lambda > 1$. On the other hand, since $J$ scales as $\lambda^{1/2}$, if $J$ strictly decreases, then we obtain the contradiction $\lambda < 1$. Therefore, $J$ is constant and hence $g_t$ has constant sectional curvature by the equality case of Theorem 4.11.

The theorem further supports Conjecture 3.5 in that if a limiting metric exists it should be stationary for the flow (up to rescaling and reparametrisation) and hence a soliton. Thus the only expected limits have constant curvature. A Harnack inequality for general solutions would further support the conjecture since it may be used to obtain improved smoothing estimates for the flow.

4.6. Monotonicity Of Einstein Volume

Since the Einstein tensor is a metric, it induces a volume form. By [CH04, Proposition 9], the Einstein volume is monotone non-decreasing along the XCF. We may strengthen this result, characterising solutions to the XCF such that $\frac{4}{3} I(M_t) = 0$ as precisely the integrable solutions, a question posed in [CH04], page 9.

Theorem 4.15. Under the XCF of negative sectional curvature, the Einstein Volume,

$$I(M_t) := \int \sqrt{\det E} d\mu$$
is non-decreasing. Moreover, \( \frac{d}{dt} I(M_t) = 0 \) if and only if \( O \) is Codazzi if and only if the Riemannian universal cover \((\tilde{M},\tilde{g})\) embeds isometrically into Minkowski space \( \mathbb{R}^{3,1} \) as a locally convex, co-compact, spacelike hypersurface.

Proof. By [CH04, Proposition 9], we have

\[
(\partial_t - \Box)(\det E)^\eta = \left( \frac{\eta}{2} |D^{ijk}|_V^2 + \frac{\eta}{2}(1 - 2\eta)|T^i|_V^2 - 2\eta H \right) (\det E)^\eta,
\]

where \( \Box \) is defined in (4.10). Integrating by parts gives the identity

\[
\frac{d}{dt} \int (\det E)^\eta d\mu = \int \left( \frac{\eta}{2} |D^{ijk}|_V^2 + \frac{\eta}{2}(1 - 2\eta)|T^i|_V^2 + (1 - 2\eta)H \right) (\det E)^\eta d\mu.
\]

In particular, for \( \eta = \frac{1}{2} \) we obtain

\[
\frac{d}{dt} I(M_t) = \frac{1}{4} \int |D^{ijk}|_V^2 \sqrt{\det E} d\mu
\]

and monotonicity follows. Now apply Lemma 4.8 and Theorem 3.4 to obtain the second part. \( \square \)
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