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Abstract

Considering a model of dynamical units interconnected through a random weighted directed graph, we investigate how the behavior of the system is influenced by intricate relationships between the in-degree distribution, the variance of the weights and the non-linearity of the model. To this end, we develop an original theoretical approach based on a combination of a classical mean-field theory originally developed in the context of dynamical spin-glass models and the heterogeneous mean-field theory developed to study epidemic propagation on graphs. Our main result is that, surprisingly, increasing the variance of the in-degree distribution does not result in a more variable dynamical behavior, but on the contrary that the most variable behaviors are obtained in the regular graph setting. We further study how the dynamical complexity of the attractors is influenced by the statistical properties of the in-degree distribution.

The modelling of systems involving many dynamical units connected by a complex network of interactions is a topic of increasing interest in many scientific domains, such as neuroscience [15], genetics [9,8], epidemiology [13], artificial intelligence [8] or social sciences [6] (see also [2] for a general overview). In general, the understanding of the emerging properties of such systems relies on the combination of three main factors: (i) the structure of the connectivity network, (ii) the way units interact with each other and (iii) the dynamical properties of single units. One of the main theoretical challenge in this line of research is to unravel the subtle links between these three factors. In particular, in this Letter we are interested in the relationship between the degree distribution of a weighted graph and the properties of a system of interacting non-linear dynamical units on such a graph, motivated by the study of neural networks, with applications both toward theoretical neuroscience and machine learning. Such questions have been also asked recently in the context of synchronization phenomenon, showing the importance of the degree distribution for characterizing the transition to the synchronous state [14,15,17].

We consider a directed graph \( G = (v,E) \) with \( n \) nodes, and an in-degree distribution \( P_n(k) \). We denote \( \alpha = k/n \in [0,1] \) the rescaled in-degree and assumes that in the large \( n \) limit, \( P_n(\alpha n) \to p(\alpha) \), called the rescaled in-degree distribution (the typical in-degree of a node is assumed to be of order \( n \)). We further make the assumption of no correlation between in- and out-degree. To our knowledge the question of assortative mixing properties of anatomical neuronal networks has not been fully elucidated so far [4], and remains a question of current research. On each edge \( e = j \to i \), one assigns a weight \( J_{ij} \), which are independent centered random variables with finite variances, which may depend on the in-degree \( \alpha \) of node \( i \): \( \text{Var}[J_{ij}] = \sigma_\alpha^2/n \). We consider the following dynamical system on this weighted di-graph:

\[
 x_i(t+1) = S \left( \sum_{j \to i} J_{ij} x_j(t) \right) 
\]

where \( S(\cdot) \) is an odd sigmoid function with \( S(0) = 0 \), \( S'(0) = 1, S'(x) > 0 \) and \( x S''(x) \leq 0 \) (for instance \( S(x) = \tanh(x) \)). This model can be seen as a dynamical version of a zero-temperature spin-glass model [10] and has been studied in the context of neural networks in [15,7,21,22] in the case where the graph is fully connected, i.e. \( p = \delta_1 \). We will study this system deriving a self-consistent equation characterizing the variance of the nodes variables \( x_i(t) \), showing how a combination of the degree distribution \( p \) and the variance profile \( \sigma^2_\alpha \) controls the transition from a stable null equilibrium to a disordered state. Based on this analysis, we will show that regular graphs are surprisingly enhancing the variability of the nodes variables, while making the system more homogeneous in terms of network topology.

In the case of a general weighted graph, the overall strategy we introduce in this Letter is to combine the classical mean-field approach [13,15,7] with the idea of partitioning the nodes according to their rescaled degree \( \alpha \), at the heart of the heterogeneous mean-field (HMF) theory developed in the field of epidemiology [13,20]. Suppose \( i \) is a node with rescaled degree \( \alpha \) and denote \( \gamma_i^\alpha(t) \) the variance of \( x_i(t) \) and \( a_i = \sum_{j \to i} J_{ij} x_j(t) \). This sum contains only \( \alpha a \) terms, which come from nodes with various degree, and not only from nodes of degree \( \alpha \). The main idea of HMF is that these terms effectively sample the overall behavior of the system. Then the key step in the classical mean-field approach is to assume the independence between the \( x_i \)'s and \( J \) (mean-field assumption). This has been rigorously justified in [1,12,5] using large deviation techniques when adding an arbitrary small white-noise term on [1], but remains an open prob-
lem in the zero-noise case. Under the mean-field assumption, one deduces that \( a_i \) behaves as a centered Gaussian variable with variance \( \alpha \sigma^2 \gamma^2(t) \) where

\[
\gamma^2(t) = \int_0^1 p(\alpha)^2(t) d\alpha \tag{2}
\]

From the iteration equation \( x_i(t + 1) = S(a_i(t)) \), we further deduce:

\[
\gamma^2(t + 1) = F(\alpha \sigma^2 \gamma^2(t)) \tag{3}
\]

with

\[
F(z^2) = (2\pi)^{-1/2} \int_{\mathbb{R}} S^2(x) e^{-x^2/2} dx \tag{4}
\]

Combining the above equations, we obtain:

\[
\gamma^2(t + 1) = \int_0^1 p(\alpha) F(\alpha \sigma^2 \gamma^2(t)) d\alpha := \bar{F}(\gamma^2(t)) \tag{5}
\]

Therefore, to understand the order-disorder phase transition in this system, the first step is to study the dynamical system \( \gamma^2(t + 1) = \bar{F}(\gamma^2(t)) \). Due to the properties of the sigmoid function \( S(\cdot) \), the function \( \bar{F} \) is increasing, concave and satisfies \( F(0) = 0 \) and \( F'(0) = 1 \). We then deduce that \( \bar{F} \) is also increasing, concave and satisfies \( \bar{F}(0) = 0 \). Therefore, beyond the trivial equilibrium \( \gamma^2 = 0 \), the existence of another non-trivial equilibrium for (5) will depend on the value of the slope at zero:

\[
\bar{F}'(0) = \int_0^1 p(\alpha) \alpha \sigma^2 d\alpha := \mu \tag{6}
\]

Therefore, \( \gamma^2(t) \) converges to \( \gamma^2_{\infty} = 0 \) if \( \mu < 1 \), and \( \gamma^2(t) \) converges to a limit value \( \gamma^2_{\infty} > 0 \) if \( \mu > 1 \). For instance, in the classical case of a complete graph with homogeneous variances, \( p(\alpha) = \delta_1 \) and \( \sigma^2_{\infty} = \sigma^2 \), so the critical condition becomes \( \sigma = 1 \) as expected. In the case of a regular graph with rescaled degree \( \alpha_0 \) (each node has \( \alpha_0 n \) incoming edges) with homogeneous variances, \( p(\alpha) = \delta_0 \) and \( \sigma^2_{\infty} = \sigma^2 \), so the critical variance parameter becomes \( \sigma = \alpha_0^{-1/2} \). In the case of a general degree distribution with homogeneous variances \( \sigma^2_{\alpha} = \sigma^2 \) for all \( \alpha \in [0, 1] \), one obtains that the critical value of \( \sigma \) is given by \( \langle \alpha \rangle^{-1/2} \) where \( \langle \alpha \rangle \) is the mean rescaled degree.

Finally, among all the possible choices of \( \sigma_{\alpha} \), the case \( \sigma^2_{\alpha} = \sigma^2 / \alpha \) is particularly interesting since the critical value is always \( \sigma = 1 \), whatever the choice of \( p(\alpha) \), as one would have expected. This choice might correspond to the concept of synaptic scaling [19], ensuring that the overall input coming to a given unit has a typical strength independent of its in-degree.

The critical parameter \( \mu \) can be seen as a weighted average of the rescaled degrees, and in the case of a homogeneous variance profile is precisely proportional to the averaged rescaled degree \( \sigma^2(\alpha) \). In this case, it is natural to investigate the impact of the rescaled degree higher moments, such as its variance \( Var(\alpha) \), on the value of the fixed point \( \gamma^2_{\infty} \) characterizing the disordered state. It is not possible in general to obtain a closed form expression of \( \gamma^2_{\infty} \), however close to the transition, \( \bar{F} \) can be approximated by \( \bar{F}(x) = x \bar{F}'(0) + \frac{x^2}{2} \bar{F}''(0) + O(x^3) \) with \( \bar{F}''(0) \) given above, and \( \bar{F}''(0) = \bar{F}''(0) \int_0^1 p(\alpha) \alpha^2 d\alpha < 0 \) since \( \bar{F}''(0) < 0 \). Restricting the analysis to the homogeneous variances case, that is \( \sigma^2_{\alpha} = \sigma^2 \), we introduce a small parameter \( \epsilon = \sigma^2(\alpha) - 1 \) and obtain:

\[
x = x \sigma^2(\alpha) + \frac{\bar{F}''(0) \sigma^4}{2} (Var(\alpha) + \langle \alpha \rangle^2) x^2 + O(x^3) \tag{7}
\]

Therefore, for a given mean-degree \( \langle \alpha \rangle \), this formula implies that increasing the variance \( Var(\alpha) \) will decrease the variability \( \gamma^2_{\infty} \) of the neural activity variables, implying that regular graphs maximize \( \gamma^2_{\infty} \) when the mean-degree is kept fixed. We have tested this theoretical prediction by numerical simulations, constructing random weighted graphs with a prescribed degree distribution \( p_i = \frac{1}{2}(\delta_c + \delta_1 - \epsilon) \), by selecting half of the nodes to have an in-degree \( cn \alpha \) and the other half with an in-degree \( (1-c)n \). In this setting, the average rescaled degree \( \langle \alpha \rangle \) is kept constant at 1/2, while the variance \( Var(\alpha) \) depends on \( c \) as \( Var(\alpha) = (c - 1/2)^2 \). To measure the variability of the node variables, we compute the temporal average of the instantaneous variances of \( x_i(t) \):

\[
\gamma^2 = \frac{1}{nT} \sum_{t=1}^T \sum_{i=1}^n (x_i(t) - \bar{x}(t))^2 \tag{9}
\]

where \( \bar{x}(t) = \frac{1}{n} \sum_{i=1}^n x_i(t) \). Results are summarized in Figure 1, where the estimated variance \( \gamma^2 \) is displayed against the variance of the rescaled degree \( Var(\alpha) \), showing that the variability of the node variables is maximal when the graph is regular. In fact, it is also possible to compute the \( O(\epsilon^2) \) term in the expansion of \( \gamma^2_{\infty} = a_1 \epsilon + a_2 \epsilon^2 + O(\epsilon^3) \) and one finds:

\[
a_2 = \frac{2 \bar{F}''''(0)}{3 \sigma^6 \bar{F}''(0)^3} \langle \alpha^3 \rangle^2 \tag{10}
\]

To further characterize the non-trivial attractors in the disordered phase, it is of interest to estimate the maximal Lyapunov exponent \( \lambda \), as in [11], which is below 1 in the case of a steady state, equal to 1 in the case of a limit cycle and larger than 1 in the case of a chaotic attractor. To this end, we consider two solutions of (1) starting from two different initial conditions such that \( a_i(0) = a_i(0) \sim N(0, \delta_0 \sigma^2) \). Denoting \( \Delta_i(t) = a_i(t) - a_i(t) \), we have:

\[
\Delta_i(t + 1) = \sum_{j > i} J_{ij} (S(a_j(t)) - S(a_j(t)))
\]

\[
= \sum_{j > i} J_{ij} S'((a_j(t) + a_j(t))/2) \Delta_j(t) + O(||\Delta(t)||^2)
\]
Therefore, if node $i$ has a rescaled in-degree $\alpha$, one obtains the following relationship on the variances:
\begin{equation}
\delta^2_\alpha(t + 1) = \alpha \sigma^2 \Phi(\alpha \sigma^2 \gamma^2(t)) \delta^2(t) + O(\delta^3(t)) \tag{11}
\end{equation}
with
\begin{equation}
\Phi(z^2) := (2\pi)^{-1/2} \int S^2(zx)e^{-x^2/2}dx \tag{12}
\end{equation}
Integrating with respect to the degree distribution, we obtain:
\begin{equation}
\delta^2(t + 1) = \Phi(\gamma^2(t)) \delta^2(t) + O(\delta^3(t)) \tag{13}
\end{equation}
with
\begin{equation}
\Phi(\gamma^2(t)) := \int_{\sigma^2}^{1} p(\alpha) \sigma^2 \Phi(\alpha \sigma^2 \gamma^2(t)) d\alpha \tag{14}
\end{equation}
On the attractor, $\gamma^2(t) = \gamma^2_\infty$ so we deduce that
\begin{equation}
\lambda := \lim_{t \to \infty, \delta(0) \to 0} \left( \frac{\delta^2(t)}{\delta^2(0)} \right)^{1/t} = \Phi(\gamma^2_\infty) \tag{15}
\end{equation}
From this formula, one deduce, as expected, that in the subcritical regime $\lambda = \mu < 1$ because $\gamma^2_\infty = 0$ and $\Phi(0) = 1$. In the supercritical regime, it is natural to wonder whether $\lambda$ will also be a decreasing function of $\Var(\alpha)$. The answer is not straightforward because the distribution $p$ appears in $\lambda$ both explicitly in formula \[14\] and implicitly through the dependence of $\gamma^2_\infty$. Denoting $\beta = 2/(\alpha^4 \sigma^4 \langle \alpha^2 \rangle)$ and $\epsilon = \sigma^2(\alpha) - 1$, we know that $\gamma^2_\infty \sim \beta \epsilon$ when $\epsilon \ll 1$. Therefore, from a Taylor expansion of $\Phi$ around zero, we obtain:
\begin{align*}
\Phi(\gamma^2_\infty) &= 1 + \epsilon(1 + \langle \alpha^2 \rangle \sigma^2 \beta \Phi'(0)) \\
&\quad + \epsilon^2(\langle \alpha^3 \rangle \sigma^4 \beta^2/2) + O(\epsilon^3)
\end{align*}
When substituting $\beta$ with its expression, one discovers that $\langle \alpha^2 \rangle$ disappears in the $O(\epsilon)$ term, and appears next in the $O(\epsilon^2)$ term:
\begin{align*}
\Phi(\gamma^2_\infty) &= 1 + \epsilon(1 - \frac{\Phi'(0)}{\frac{\Phi''(0)}{\sigma^2}}) \\
&\quad + \epsilon^2 \frac{\langle \alpha^3 \rangle}{\langle \alpha^2 \rangle^2} \frac{1}{\sigma^4} \left( \frac{2\Phi''(0)}{\frac{\Phi''(0)}{\sigma^2}} + \frac{2\Phi'''(0)}{3\frac{\Phi''(0)}{\sigma^2}} \right) + O(\epsilon^3)
\end{align*}
The first consequence of this formula is that, at first order close to the transition, the dynamical complexity of the trajectories as measured by the Lyapunov exponent, does not depend on the higher order moments of the degree distribution. This means that $\Var(\alpha)$ controls the variability of the variables $x_i$ without modifying complexity of the chaotic attractor. This is true only at first order in $\epsilon$, and the dependence of the Lyapunov exponent is expressed through a more complicated parameter $\nu := \langle \alpha^3 \rangle / \langle \alpha^2 \rangle^2$, which accounts for the higher moments of the rescaled degree distribution, beyond the variance.

In this paper, we have shown that neural networks defined over regular graphs lead to a higher activity variability than those defined over irregular graphs. This somewhat counter-intuitive result illustrates that more homogeneity in the definition of a dynamical system does not necessarily lead to more order in the resulting dynamics. We have also shown that this effect of increasing the variance of the network while increasing regularity does not interact strongly with the stability of the attractor whose largest Lyapunov exponent remains almost constant, hence providing a way to control the variability of a neural representation without influencing much its dynamical complexity.
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