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Abstract: The structural property of the search graph plays an important role in the success of local search-based metaheuristic algorithms. Magnification is one of the structural properties of the search graph. This study builds the relationship between the magnification of a search graph and the mixing time of Markov Chain (MC) induced by the local search-based metaheuristics on that search space. The result shows that the ergodic reversible Markov chain induced by the local search-based metaheuristics is inversely proportional to magnification. This result indicates that it is desirable to use a search space with large magnification for the optimization problem in hand rather than using any search spaces. The performance of local search-based metaheuristics may be good on such search spaces since the mixing time of the underlying Markov chain is inversely proportional to the magnification of search space. Using these relations, this work shows that MC induced by the Metropolis Algorithm (MA) mixes rapidly if the search graph has a large magnification. This indicates that for any combinatorial optimization problem, the Markov chains associated with the MA mix rapidly i.e., in polynomial time if the underlying search graph has large magnification. The usefulness of the obtained results is illustrated using the 0/1-Knapsack Problem, which is a well-studied combinatorial optimization problem in the literature and is NP-Complete. Using the theoretical results obtained, this work shows that Markov Chains (MCs) associated with the local search-based metaheuristics like random walk and MA for 0/1-Knapsack Problem mixes rapidly.

Keywords: Markov chain; mixing time; search space; magnification; conductance; metropolis algorithm; Markov chain monte carlo; local search; metaheuristics

1. Introduction

Most of the combinatorial optimization problems in the real world have high computational complexity, which implies there are no known polynomial time algorithms that exist for such optimization problems. For example, there is the Traveling Salesman problem [1], Covering Salesman problem [2], 0/1-Knapsack Problem [3], Knapsack Problem with Forfeits [4], multiple demand multiple-choice multidimensional Knapsack Problem [5], Longest path problem [6], Scheduling problem [7], Truck Scheduling [8,9], and Flexible Flowshop Scheduling [10] etc. There is no good polynomial time approximation algorithm for such problems (for example, Shortest Vector Problem [11]). Hence, a practitioner or researcher makes use of metaheuristics such as Evolutionary Algorithm (EA) [12], Metropolis Algorithm (MA) [13], Simulated annealing (SA) [14], Particle Swarm Optimization (PSO) [15], Ant Colony Optimization (ACO) [16] etc., to get near to the optimum solution for the problem. Performance analysis of metaheuristics are not simple, since it is highly random in nature. MCs are one of the widely used methods to analyze the performance of metaheuristics [17–30].

Metaheuristics are applied successfully to obtain the optimum or near to optimum solution for many optimization problems in the literature [31–38]. To apply metaheuristics for the optimization problem, one should define a search space for the problem. Once the search space is defined, a practitioner can apply different metaheuristics algorithms using...
that search space and try to locate the desired solution. Local search-based metaheuristics such as SA, MA, random walk [39], iterated local search [40], etc., search the search space locally. This means that local search-based metaheuristics search the neighborhood of the current state and move from one state to another state locally and try to locate near to the optimum solution for the optimization problem. Hence, to apply local search-based metaheuristics, a researcher must define a search space and neighborhood structure for the problem at hand. Therefore, defining an appropriate search space plays a crucial role in the success of metaheuristics. Appropriate means that a search space for the problem should contain all the feasible solutions. Good means that the search space that is defined should have good structural properties. The search space should be connected. This will ensure that any local search-based metaheuristic algorithms using this search space may be able to search all the feasible solutions by moving from one feasible solution to another feasible solution. Secondly, an important structural property is called magnification. Magnification of the search graph indicates the number of edges going out from any cut-set in the search graph. Lower bound on magnification implies the minimum number of edges going out from any cut-set in the search graph. Large magnification implies many edges going out from any cut-set in the search graph. This property may be profitably when used by metaheuristic algorithms to avoid getting stuck at local optima and to reach global optima.

This work shows the importance of designing a good search space for the optimization problem. The results obtained indicate that the success of local search-based metaheuristics depend on the structural property of a search space for the problem. A structural property called magnification [41] of the search graph plays an important role in the rapid mixing of MC induced by local search-based metaheuristics. The proposed study shows that magnification is inversely proportional to the mixing time of MC induced by local search-based metaheuristics. Using the established result between the mixing time of MC and magnification, the study further shows that the MC induced by MA mixes rapidly. Note that MA is a widely used local search-based metaheuristic [42]. As per the literature, it is successful in finding a good solution for many optimization problems [11,41–50]. Further details about MA are discussed in Section 4.

The mixing time of the Markov chain plays an important role in the run time analysis of the metaheuristic algorithms. It gives the convergence speed of MC to the stationary distribution. It quantifies how close the chain is to its stationary distribution. If the Markov chain induced by metaheuristic algorithm has rapid mixing time i.e., in polynomial time, then running the metaheuristic algorithm that amount of time and taking samples may give the desired solution for the combinatorial optimization problem at hand. Theoretical analysis of a metaheuristic algorithm is not an easy task since they are highly probabilistic in nature. Sanyal et al. proved that one of the necessary and sufficient conditions for the success of the Metropolis algorithm is rapid mixing of the Markov chain induced by the algorithm [43]. In the proposed work we prove that if the search graph has large magnification, then the MC induced by MA mixes rapidly, i.e., in polynomial time. The major contributions of the proposed work are listed below:

1. Establishes the relationship between search graph magnification and conductance of reversible MC induced by local search-based metaheuristics (Refer Theorem 1);
2. Establishes the relationship between search graph magnification and mixing time of reversible ergodic MC induced by local search-based metaheuristics (Refer Theorem 2);
3. Proved that if the designed search graph has large magnification, then for a particular choice of temperature parameter, the MC induced by MA mixes rapidly, i.e., in polynomial time (Refer Corollarys 1 and 2);
4. Applications of the results obtained are illustrated using 0/1-Knapsack Problem (Refer Section 5).

- The search graph for 0/1-Knapsack Problem has large magnification (Refer Proposition 1);
• Conductance of MC induced by random walk for 0/1-Knapsack Problem is large and MC induced by random walk mixes rapidly (Refer Corollary 3);
• Conductance of MC induced by MA for 0/1-Knapsack problem is large and MC induced by MA mixes rapidly (Refer Corollary 4).

The paper is organized as follows. The following section discusses basic definition and concepts needed to understand the proposed work. Section 3 establishes the relationship between magnification of search graph and reversible MCs. The relation between magnification and mixing time of the MCs induced by MA is discussed in Section 4. Applications of the theoretical results obtained are illustrated Using 0/1-Knapsack problem in Section 5 followed by the conclusion.

2. Preliminaries

The search graph (or search space) represents the set of all feasible solutions for any discrete optimization problem. Any metaheuristics such as EA, MA, SA, etc., search this search graph using some heuristics to locate the optimum or near to optimum solution. The search graph has three components:

1. Search graph elements: Feasible solutions of the optimization problem;
2. Neighborhood structure: How two or more search graph elements are connected i.e., adjacency information;
3. Cost or fitness for each element in the search graph.

Based on the problem definition, one has to define the appropriate neighborhood structure and fitness/cost function. For basic definition of MC and its mixing time, refer to the standard textbooks and paper given in the literature [41,48,49,51,52].

Definition 1 (Markov Chain (MC) [41]). A random variable sequence \( \chi_1, \chi_2, \chi_3, \ldots \) is a MC, if the probability of the future state, given the present state, is independent of past states. i.e., \( \text{Prob}(\chi_t = b | \chi_{t-1} = a, \ldots, \chi_0 = x_0) = \text{Prob}(\chi_t = b | \chi_{t-1} = a) \).

The set of all possible values of \( \chi_i \) is the state space \( \Omega \) of the chain. A transition matrix \( P = (P_{a,b})_{a,b \in \Omega} \) denotes the transition probability of moving from state \( a \) to \( b \).

Next, to define stationary distribution of a MC.

Definition 2 (Stationary Distribution [51,52]). Stationary distribution \( \pi \) is a probability distribution on state space \( \Omega \) such that \( \pi = \pi P \), i.e., \( \sum_{a \in \Omega} \pi_a P_{a,b} = \pi_b \).

Definition 3 (Irreducible MC [41]). Let \( P \) denote transition matrix of a MC. A MC with transition matrix \( P \) is irreducible If \( \forall a, b \in \Omega \), there exists some \( t \) such that \( P^t_{a,b} > 0 \) then the MC is aperiodic.

Which implies that the probability of reaching any state to any other state is greater than zero. This implies that the underlying search graph is connected.

Definition 4 (Aperiodic chain [41]). Let \( P \) denote the transition matrix of the MC on state space \( \Omega \). If \( \forall a, b \in \Omega \), gcd \( \{ t : P^t_{a,b} > 0 \} = 1 \), then the MC is aperiodic.

If a chain is aperiodic and irreducible, then it is called a ergodic chain. It is a well-known fact that an ergodic chain has stationary distribution, and it is unique (a fundamental theorem of the MC [52]). Lazy MCs are chains that feel lazy and stay in the same state with probability \( \frac{1}{2} \). By choosing self-loop probability 1/2, one can ensure that MC is lazy. Lazy MCs are aperiodic [52]. An ergodic MC is reversible \( \pi_a P_{a,b} = \pi_b P_{b,a} \), i.e., flow from \( a \) to \( b \) is the same as flow from \( b \) to \( a \) [52].
3. Relation between Magnification of Search Graph and Reversible MCs

This section discusses the methods to build relation between magnification of a search graph and mixing time of reversible MCs. Magnification gives a lower bound for the number of arcs (or edges) leaving from any cut set. More formally, it is defined as:

**Definition 5 (Magnification (c.f. [41], Proposition 2.11)).** Let \( \mu(\Omega) \) denote magnification of the search graph \( \Omega \) and \( S \subset \Omega \) and is non-empty. Then,

\[
\mu(\Omega) = \min_S \{ \mu(S) : |S| \leq |\Omega|/2 \},
\]

where,

\[
\mu(S) = \frac{|E(S, \overline{S})|}{|S|}
\]

and \( E(S, \overline{S}) \) denote the number of arcs leaving from \( S \) to \( \overline{S} \) (where \( \overline{S} \) represents the complement of \( S \)), respectively.

Now assume that a local search metaheuristic can induce a reversible MC on the search graph \( \Omega \). The aim is to establish a relationship between magnification and mixing time of this induced reversible MC. For this, the concept of conductance is needed. Conductance of a MC is defined as:

**Definition 6 (Conductance [41]).** For any non-empty subset \( S \), Conductance (\( \phi(S) \) say) is defined as

\[
\phi(S) = \frac{F_S}{C_S} = \frac{\sum_{u \in S, v \notin \overline{S}} P_{u,v} \cdot \pi_u}{\sum_{u \in S} \pi_u},
\]

where \( F_S \) and \( C_S \) denote the flow and capacity of set \( S \).

The conductance \( \phi(P) \) of the chain \( P \) (say) is defined as

\[
\phi(P) = \min_{S : C_S \leq \frac{1}{2}} \phi(S)
\]

Conductance is a powerful measure which gives conditional probability of the chain getting stuck at any cut set. Large conductance implies large ergodic flow leaving from any cut set. Now to establish the relationship between magnification and conductance.

**Theorem 1.** Let \( \mu(\Omega) \) and \( \phi(P) \) denote magnification of search graph \( \Omega \) and conductance of the reversible ergodic MC with transition matrix \( P \), respectively, then

\[
\phi(P) \geq \frac{P\{u,v \in N(u)\}_\text{min} \cdot \pi_{\text{min}} \cdot |E(S, \overline{S})|}{\sum_{u \in S} \pi_u} \cdot \frac{\mu(\Omega)}{|S|}.
\]

(Since there are \( |E(S, \overline{S})| \) edges leaving from \( S \) to \( \overline{S} \) and the chain is reversible.)

\[
\geq P\{u,v \in N(u)\}_\text{min} \cdot \frac{\pi_{\text{min}}}{\pi_{\text{max}}} \cdot \frac{|E(S, \overline{S})|}{|S|} \cdot \frac{\mu(\Omega)}{|S|}.
\]

Proof. Let \( S \subset \Omega \) and \( C_S \leq \frac{\phi(S)}{2} \). Using Definition 6,

\[
\phi(S) = \frac{\sum_{u \in S, v \notin \overline{S}} P_{u,v} \cdot \pi_u}{\sum_{u \in S} \pi_u}
\]

\[
= \frac{P\{u,v \in N(u)\}_\text{min} \cdot \pi_{\text{min}} \cdot |E(S, \overline{S})|}{\sum_{u \in S} \pi_u} \cdot \frac{\mu(\Omega)}{|S|}
\]

(Since there are \( |E(S, \overline{S})| \) edges leaving from \( S \) to \( \overline{S} \) and the chain is reversible.)

\[
\geq P\{u,v \in N(u)\}_\text{min} \cdot \frac{\pi_{\text{min}}}{\pi_{\text{max}}} \cdot \frac{|E(S, \overline{S})|}{|S|} \cdot \frac{\mu(\Omega)}{|S|}.
\]
Therefore, $\phi(P) \geq P_{\{u,v \in N(u)\}_{\min}} \frac{\pi_{\max}}{\pi_{\min}} \cdot \mu(\Omega)$. Hence the proof. □

Next is to find bound on mixing time of reversible ergodic MC using magnification. Time taken by a MC to reach its stationary distribution from any starting distribution is called mixing time of the chain. It is important to know how fast or quickly a chain reaches close or near to the stationary distribution. The following lemma gives upper bound for mixing time using the concept of conductance.

**Lemma 1** (Mixing Time Lemma [41], Corollary 2.8). For any reversible ergodic MC

\[
t_{\text{mix}}(\varepsilon) \leq \frac{2}{\phi(P)^2} \cdot \left( \ln \frac{1}{\varepsilon} + \ln \frac{1}{\pi_{\min}} \right)
\]

where the notation $\pi_{\min}$ is used to denote the minimum probability in $\pi$ (i.e., in stationary distribution) and $t_{\text{mix}}(\varepsilon)$ is used to denote the mixing time of the chain when it is $\varepsilon$ close to stationary distribution.

Now to establish relation between magnification and mixing time. The following theorem gives upper bound for mixing time using magnification.

**Theorem 2.** The relationship between search graph magnification ($\mu(\Omega)$) and mixing time of reversible ergodic MC ($t_{\text{mix}}(\varepsilon)$) is:

\[
t_{\text{mix}}(\varepsilon) \leq \frac{4 \ln \frac{1}{\pi_{\min}}}{P_{\{u,v \in N(u)\}_{\min}} \cdot \mu(\Omega)^2} \cdot \frac{\pi_{\max}^2}{\pi_{\min}^2}
\]  

(4)

**Proof.** Using Lemma 1:

\[
t_{\text{mix}}(\varepsilon) \leq \frac{2}{\phi(P)^2} \cdot \left( \ln \frac{1}{\varepsilon} + \ln \frac{1}{\pi_{\min}} \right)
\]

(5)

and by Theorem 1,

\[
\phi(P) \geq P_{\{u,v \in N(u)\}_{\min}} \frac{\pi_{\min}}{\pi_{\max}} \cdot \mu(\Omega)
\]

(6)

Using Equations (5) and (6):

\[
t_{\text{mix}}(\varepsilon) \leq \frac{2}{P_{\{u,v \in N(u)\}_{\min}} \cdot \mu(\Omega)^2} \cdot \frac{\pi_{\max}^2}{\pi_{\min}^2} \cdot \left( \ln \frac{1}{\varepsilon} + \ln \frac{1}{\pi_{\min}} \right)
\]

Now, by choosing $\varepsilon = \pi_{\min} / 2$:

\[
t_{\text{mix}}(\varepsilon) \leq \frac{4 \ln \frac{1}{\pi_{\min}}}{P_{\{u,v \in N(u)\}_{\min}} \cdot \mu(\Omega)^2} \cdot \frac{\pi_{\max}^2}{\pi_{\min}^2}
\]

The above results shows that if the stationary distribution is inverse exponential and ratio between $\pi_{\min}$ and $\pi_{\max}$ is polynomial in input size then mixing time of the Markov chain induced by local search-based metaheuristics mixes rapidly, which is in polynomial time. A flowchart representing the general structure of local search-based metaheuristic algorithm is given in Figure 1 and a detailed block diagram explaining how to apply the proposed method for the combinatorial optimization problem is given in Figure 2.
**Figure 1.** Flow chart representing local search-based metaheuristic algorithm.

Define an appropriate search graph $\Omega$ (i.e., define search graph elements, neighbourhood structure, and cost/fitness function) for the combinatorial optimization problem in hand (say P).

Prove that the search graph ($\Omega$) has a large magnification.

Apply a local search-based metaheuristic algorithm (say $X$) for the problem P using the search graph $\Omega$.

Ensure that algorithm $X$ induces a reversible and ergodic Markov Chain on the search graph $\Omega$.

Using Theorem 1, find the lower bound on the conductance of the Markov chain associated with the algorithm $X$.

Using Theorem 2, find the upper bound on mixing time of the Markov Chains induced by algorithm $X$.

Run metaheuristics for the time equivalent to bound obtained in the previous step and get one sample. Take more samples (if required), until we get the desired solution.

**Figure 2.** Block diagram representing how to apply the proposed method for a new combinatorial Optimization Problem.
4. Relation between Magnification and Mixing Time of the MCs Induced by MA

MA is a widely used local search-based metaheuristic and is a modified version of SA [14]. In SA, temperature decreases slowly in every iteration, whereas in the MA temperature is a constant in all the iterations. In SA, the algorithms give better results when temperature is tending to zero, whereas in MA, one must find for which value of temperature parameter we get the desired solution. So, even for one value of temperature parameter, if the MA gives a desirable solution, then we are through. MA induces reversible MC on any irreducible state space $\Omega$ with the desired stationary distribution. This is the beauty of this algorithm. Without loss of generality, this section will explain the MA for maximization problem (similar arguments holds for minimization problem also). MA try to locate the optimum and near optimum solution by searching search graph elements using biased random walk (non-uniform). In each iteration, the algorithm selects any one of the neighbors uniformly at random. If the fitness of the selected neighbor is better (i.e., maximum for maximization problem), then it will move to that state, otherwise it will move to that state with smaller probability, which implies the MA moves to the worst solution also with some small probability. This bias ensures that the MA is unlikely to get stuck at local optima. The basic structure of the MA for the maximization problem is given in Algorithm 1 and the flowchart is given in Figure 3.

Figure 3. Metropolis Algorithm.
Algorithm 1 MA for Maximization Problem.

1: Input: Initial solution, i.e., any state $a$ from the search graph $\Omega$ and terminate condition
2: Output: Final solution, i.e., a state from the search graph which has desired cost of
fitness (i.e., optimum or near to optimum solution)
3: Initialize $BestCost = C(a)$, where $C(a)$ denotes the cost (or fitness) of $a$ (Note that
cost function $c(.)$ and neighborhood structure should be defined in the search graph
definition for the problem at hand
4: while (Until meeting the terminate condition) do
5: Select a neighbor $b$ of $a$ uniformly at random
6: Set $a = b$ with probability $\alpha$, where
$$\alpha = \frac{1}{2} \min \left( \frac{\exp\left(-\frac{C(a)}{T}\right)}{\exp\left(-\frac{C(b)}{T}\right)}, 1 \right)$$
7: if ($BestCost < C(a)$) then
8: $BestCost \leftarrow C(a)$
9: end if
10: $steps \leftarrow steps + 1$
11: end while

The MA induces MC on the state space $\Omega$ and the transition matrix $P$ of MC is given as:

$$P[X_{k+1} = b|X_k = a] = \begin{cases} 
0 & \text{(if } a \neq b \text{ and } b \notin N(a)) \\
\frac{1}{N} \cdot e^{-\frac{(c(b)-c(a))}{T}} & \text{(if } c(b) \leq c(a) \text{ and } b \in N(a)) \\
\frac{1}{N} & \text{(if } c(b) > c(a) \text{ and } b \in N(a)) \\
1 - \sum_{z \neq a} P[X_{k+1} = z|X_k = a] & \text{(if } a = b) 
\end{cases} \quad (7)$$

where $N(x)$ denotes neighbors of $a$ and $N = \max_{a \in \Omega} \{|N(a)|\}$, i.e., the maximum number
of neighbors for any element $a \in \Omega$. The stationary distribution of the MC with the
transition matrix given as Equation (7) is

$$\pi_a = \frac{e^{-\frac{c(a)}{T}}}{\sum_{a \in \Omega} e^{-\frac{c(a)}{T}}} \quad (8)$$

The 1/2 multiplication factor in transition matrix $P$ (Equation (7)) is to ensure that
with probability 1/2 the chain remains in state $x$, which makes the MC lazy and aperiodic.
We have assumed that the underlying search graph used by the MA is connected and hence
the induced MC is irreducible. Therefore, the MC is ergodic (irreducible and aperiodic).
Also, it is well known that the MC induced by the MA is reversible [52]. i.e.,

Lemma 2 (Lemma 11.8 [52]). The MC with transition matrix $P$ (as given in Equation (7)) is
irreducible and aperiodic, then it is having stationary distribution

$$\pi_a = \frac{e^{-\frac{c(a)}{T}}}{\sum_{a \in \Omega} e^{-\frac{c(a)}{T}}}.$$

Also, the chain is reversible.
Now to use the conductance result obtained in the previous section to prove the following result.

**Corollary 1.** The Conductance $\Phi(P)$ of the MC induced by the MA with transition matrix $P$ is related to magnification $\mu(\Omega)$ as:

$$
\phi(P) \geq \frac{1}{2N} \cdot e^{-\frac{2(C_{\text{max}} - C_{\text{min}})}{T}} \cdot \mu(\Omega)
$$

where $C_{\text{max}}$ and $C_{\text{min}}$ denotes maximum, minimum cost (fitness) respectively. Particularly for temperature parameter $T \geq k(C_{\text{max}} - C_{\text{min}})$,

$$
\phi(P) \geq \frac{1}{2N} \cdot e^{-\frac{2}{k}} \cdot \mu(\Omega)
$$

where $k$ is a non-zero positive constant.

**Proof.** Using Theorem 1,

$$
\phi(P) \geq P_{u,v \in N(u)} \frac{\pi_{\text{min}}}{\pi_{\text{max}}} \cdot \mu(\Omega).
$$

Using Equation (7),

$$
P_{u,v \in N(u)} \geq \frac{1}{2N} \cdot e^{-\frac{(C_{\text{max}} - C_{\text{min}})}{T}}.
$$

Using Equation (8),

$$
\frac{\pi_{\text{min}}}{\pi_{\text{max}}} \geq e^{-\frac{(C_{\text{max}} - C_{\text{min}})}{T}}.
$$

Therefore,

$$
\phi(P) \geq \frac{1}{2N} \cdot e^{-\frac{2(C_{\text{max}} - C_{\text{min}})}{T}} \cdot \mu(\Omega)
$$

By choosing $T \geq k(C_{\text{max}} - C_{\text{min}})$, where $k$ is a non-zero positive constant,

$$
\phi(P) \geq \frac{1}{2N} \cdot e^{-\frac{2}{k}} \cdot \mu(\Omega)
$$

Now we can establish the relationship between the mixing time of the MC induced by the MA and magnification of the search graph.

**Corollary 2.** The relationship between magnification $\mu(\Omega)$ and mixing time ($t_{\text{mix}}(\epsilon)$) of the reversible ergodic MC induced by the MA is given as:

$$
t_{\text{mix}}(\epsilon) \leq \frac{16N^2 \ln \frac{1}{\pi_{\text{min}} \cdot e^{-\frac{4(C_{\text{max}} - C_{\text{min}})}}}{\mu(\Omega)^2}}{\mu(\Omega)^2}
$$

For $T \geq k(C_{\text{max}} - C_{\text{min}})$

$$
t_{\text{mix}}(\epsilon) \leq \frac{16N^2 \cdot e^{-\frac{4}{k}} \cdot \ln |\Omega|}{\mu(\Omega)^2}
$$

where $k$ is a non-zero positive constant.
**Proof.** By Theorem 2:

\[
   t_{\text{mix}}(\varepsilon) \leq \frac{4 \ln \pi_{\text{min}}^{-1}}{P_{\{u,v \in N(u)\}}_{\text{min}} \cdot \mu(\Omega)^2} \cdot \frac{\pi_{\text{max}}^2}{\pi_{\text{min}}^2}
\]

Using Equations (9) and (10):

\[
   t_{\text{mix}}(\varepsilon) \leq \frac{16 N^2 \ln \pi_{\text{min}}^{-1} \cdot e^{4(C_{\text{max}} - C_{\text{min})}}}{\mu(\Omega)^2}
\]

For \( T \geq k(C_{\text{max}} - C_{\text{min}}) \)

\[
   t_{\text{mix}}(\varepsilon) \leq \frac{16 N^2 \ln \pi_{\text{min}}^{-1} \cdot e^{4}}{\mu(\Omega)^2}
\]  

(11)

where \( k \) is a non-zero positive constant.

Since \( \pi_a = \frac{e^{c(a)}}{\sum_{a \in \Omega} e^{c(a)}} \):

\[
   \pi_{\text{min}} \geq \frac{1}{e^{c_{\text{max}} - c_{\text{min}}} \cdot |\Omega|} \geq \frac{1}{e^4 |\Omega|} \quad \text{(Since } T \geq k(C_{\text{max}} - C_{\text{min}}))
\]

(12)

Using Equations (11) and (12):

\[
   t_{\text{mix}}(\varepsilon) \leq \frac{16 N^2 \cdot e^4}{\mu(\Omega)^2} \cdot \ln |\Omega|
\]  

(13)

\[\square\]

Note that the above results are proved by selecting the temperature parameter \( T = k(C_{\text{max}} - C_{\text{min}}) \), where \( k \) is a non-zero positive constant. For \( k > 1 \) the mixing time is \( O\left(\frac{N^2 \ln |\Omega|}{\mu(\Omega)^2}\right) \). As \( k \) tends to zero, the mixing time will become larger and larger. Hence, one has to vary the value of parameter \( k \), where \( 0 < k \leq 1 \) and check experimentally, for which value of \( k \) the MA gives better result. This way of selecting the temperature parameter ensures that the Markov chain associated with the Metropolis algorithm mixes rapidly. The results show that the mixing time of the MC induced by MA on the search graph is indirectly proportional to magnification of the search graph. A large magnification implies the MC induced by MA mixes rapidly. Hence it is important to design a good search space that is connected and has large magnification. This ensures that any randomized local search heuristics, if it induces reversible ergodic MCs on such a state space, it will mix rapidly, i.e., in polynomial time. A detailed block diagram representing how to apply the proposed method to a new combinatorial optimization problem is given in Figure 4.

The following section discusses the importance of the proposed results using suitable examples.
5. Importance of the Theoretical Results Obtained: Illustration Using 0/1-Knapsack Problem

This section discusses how the obtained results can be applied to combinatorial optimization problem. The application of the proposed work is illustrated using 0/1-Knapsack problem, which is a well-studied hard combinatorial optimization problem in the literature [3,53–55]. 0/1-Knapsack problem has vast applications. Some of the real-world applications of Knapsack problem are financial decision problems, Knapsack cryptosystems, combinatorial auctions and load-shedding in microgrid operation, etc. [56,57].

**Definition 7.** 0/1-Knapsack Problem: Let $w_1, \ldots, w_n$ and $p_1, \ldots, p_n$ denote weights and profits associated with $n$ items, respectively. The problem is to fill a bag (or knapsack) with items in such a way that the profit earned is maximum and the weight of all the items included in the knapsack is less than the capacity of the knapsack. More formally,

$$\text{Maximize } Z = \sum_{i=1}^{n} x_i p_i$$

subject to the constraints:

$$\sum_{i=1}^{n} x_i w_i \leq C, \text{ where } C \text{ denote the capacity of the knapsack and } x_i \in \{0, 1\} :$$

$$x_i = \begin{cases} 1 & \text{if } i^{th} \text{ item is included in the knapsack} \\ 0 & \text{Otherwise} \end{cases}$$
Note that partial filling of items in the knapsack is not allowed, which implies either that an item can be filled in the knapsack or not. Therefore, this problem is called the 0/1-Knapsack problem. Now by applying steps mentioned in Figures 2 and 4, we show that the Markov chain associated with the random walk and the Metropolis algorithm mixes rapidly, i.e., in polynomial time for the 0/1-Knapsack problem. The search space used by local search-based metaheuristics for this problem is given in Definition 8.

**Definition 8 (Search Space (or search graph) for 0/1-Knapsack Problem).**

- **Search Space Elements (or nodes):** Set of all \( n \) bit strings, where each bit in the string can take the values 1 or 0. Each node in the search graph represents a bit string.
- **Neighborhood Structure:** Two nodes in the search graph are adjacent to each other if the hamming distance between two strings is equal to 1;
- **Cost (or fitness):** Cost of a node is number of 1’s in the bit string. More formally, if \( x = (x_1, \ldots, x_n) \) is a node in the search graph then cost \( c(x) \) of \( x \) is given as \( c(x) = \sum_{i=1}^{n} x_ip_i \).

Let \( \Omega \) denote the search space defined in the Definition 8. Then the number of search space elements (or nodes) in the search graph is equal to the total number of possible \( n \) bit binary string, which is equal to \( 2^n \). Therefore \( |\Omega| = 2^n \). As a first step, we will find the magnification of the search graph.

**Proposition 1.** The magnification of the search graph for 0/1-Knapsack problem is at least 1.

**Proof.** We prove this by using the concept of canonical path [11,41]. We describe it quickly here for better readability. For each pair of nodes, say \( x \) and \( y \) in search space \( \Omega \), define a unique path \( \beta_{x,y} \) from \( x \) to \( y \). This unique path \( \beta_{x,y} \) is canonical path from \( x \) to \( y \). Let \( (p,q) \) be an edge in the search graph \( \Omega \), which implies \( p \) and \( q \) are neighbors in the search space (i.e, the hamming distance between them is equal to 1 (refer to Definition 8)). Now the aim is to find the number of canonical paths passing through the edge \((p,q)\). Let \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \) be any two nodes in the search graph (as per the search space in Definition 8, each node represents \( n \) bit binary string). Let \( i_1, \ldots, i_k \) are indices (in increasing order), where bit values of \( x \) and \( y \) differ. Canonical path \( \beta_{x,y} \) is defined as \( u_0 = xu_1u_2 \ldots u_l = y \), where \( u_j \) and \( u_{j-1} \) are neighbors to each other \((1 \leq j \leq k)\) and they differ at \( i_j \)th bit.

Let the canonical path \( \beta_{x,y} \) pass through the edge \((p,q) = (u_{j-1}, u_j)\), where \( p = (y_1, y_2, \ldots, y_{j-1}, x_j, \ldots, x_n) \) and \( q = (y_1, y_2, \ldots, y_j, x_{j+1}, \ldots, x_n) \). That means values of first \( j \)-bits of \( y \) match with \( p \) and values of last \( n-j \)-bits \( x \) match with \( m \). Therefore, the number of canonical paths \( \beta_{x,y} \) which passes through edge \((p,q)\) is less than or equal to

\[
2^{n-j} \cdot 2^{j-1} = 2^{n-1} = \frac{|\Omega|}{2}. \tag{14}
\]

Next, we will bind magnification of the search graph: Let \( S \subset \Omega, S \neq \emptyset \) and \( |S| \leq \frac{|\Omega|}{2} \). Let \( \eta(S, \overline{S}) \) denotes the set of all canonical paths \( \beta_{x,y} \) which start at node \( x \in S \) and end at node \( y \in \overline{S} \), where \( \overline{S} \) denote the compliment of set \( S \). Then

\[
|\eta(S,\overline{S})| = |S| \times |\overline{S}| \geq \frac{|S| \cdot |\Omega|}{2} \left( \text{Since } |S| < \frac{|\Omega|}{2}, \ |\overline{S}| \geq \frac{|\Omega|}{2} \right) \tag{15}
\]

Note that every canonical path \( \beta_{x,y} \in \eta(S, \overline{S}) \) should pass through one edge \((p,q) \in \mathcal{E}(S, \overline{S})\), where \( \mathcal{E}(S, \overline{S}) \) denotes the edges in the cut set \((S, \overline{S})\). From Equation (14) we know that the number of canonical paths which passes through an edge is bounded above by \( \frac{|\Omega|}{2} \).

Therefore,

\[
|\eta(S,\overline{S})| \leq |\mathcal{E}(S, \overline{S})| \cdot \frac{|\Omega|}{2} \tag{16}
\]
From Equations (15) and (16) we get:

$$\frac{|S| \cdot |\Omega|}{2} \leq |\eta(S, \overline{S})| \leq |E(S, \overline{S})| \cdot \frac{|\Omega|}{2}$$

Therefore,

$$\mu(S) = \frac{|E(S, \overline{S})|}{|S|} \geq 1$$

Hence the proof. □

Next we show the application of our results (Theorems 1 and 2, Corollaries 1 and 2) by taking two randomized local search-based metaheuristics Random walk and MA for 0/1-Knapsack Problem.

5.1. Mixing Time of MC Associated with Random Walk for 0/1-Knapsack Problem

Consider a random walk on the search graph defined in Definition 8. This random walk will induce a MC on the search space. We can make this MC aperiodic by assigning self loop probability of 1/2. From the search graph definition (Definition 8) it is clear that number of neighbors for each node is $n$. Since random walk selects any of the neighbors uniformly at random and move to that node, the transition probability of such a random walk can be given as follows:

$$P(a, b) = \begin{cases} 0 & \text{if } a \neq b \text{ and } b \notin N(a) \\ \frac{1}{2n} & \text{if } b \in N(a) \\ 1/2 & \text{if } a = b \end{cases}$$

(17)

Note that since it is a random walk, stationary distribution is uniform (i.e., $\pi_a = \pi_b$) and $\pi_a P(a, b) = \pi_b P(b, a)$. Therefore, MC is ergodic and reversible. Hence we can apply the proposed results for this chain.

**Corollary 3.** Conductance and mixing time of the of MC $P$ induced by random walk are bounded as

1. Conductance $\Phi(P) \geq \frac{1}{2n}$
2. Mixing Time $t_{mix}(\epsilon) \leq 16n^3$.

**Proof.** Using Theorem 1 and Proposition 1, we get conductance $\Phi(P) \geq \frac{1}{2n}$ (since $\pi_{\min} = \pi_{\max}, N = n$, transition probability $P(a, b) = 1/2n$ and $\mu(G) \geq 1$).

Using Theorem 2 we get, $t_{mix}(\epsilon) \leq 16n^2 \cdot \ln \pi_{\min}^{-1}$. Since $\pi = 1/2^n$, we get: $t_{mix}(\epsilon) \leq 16n^3$. □

5.2. Mixing Time of MC Associated with the MA for 0/1-Knapsack Problem

As discussed in Section 4, MC induced by the MA is reversible and ergodic. Transition probability for the 0/1-Knapsack problem is given as

$$P(a, b) = \begin{cases} 0 & \text{if } a \neq b \text{ and } b \notin N(a) \\ \frac{1}{2n} \cdot e^{c(b) - c(a)} & \text{if } c(b) \leq c(a) \text{ and } b \in N(a) \\ \frac{1}{2n} & \text{if } c(b) > c(a) \text{ and } b \in N(a) \\ 1 - \sum_{z \neq a} P[X_{k+1} = z | X_k = a] & \text{if } a = b \end{cases}$$

(18)
We can apply the theoretical results obtained (Corollaries 1 and 2) to bound conductance and mixing time of the MC induced MA for 0/1-Knapsack problem.

**Corollary 4.** Conductance and mixing time of the of MCs $P$ induced by the MA are bounded as

1. $\Phi(P) \geq \frac{1}{2n} \cdot e^{-\frac{2}{k}}$ for temperature parameter $T \geq k(c_{\text{max}} - c_{\text{min}})$

2. $t_{\text{mix}}(\epsilon) \leq 16n^3 \cdot e^{\frac{4}{k}}$ for temperature parameter $T \geq k(c_{\text{max}} - c_{\text{min}})$

**Proof.** Using Corollary 1 we get: $\Phi(P) \geq \frac{1}{2n} \cdot e^{-\frac{2}{k}}$ for non zero positive constant $k$ (since magnification $\mu(G) \geq 1$ and $N = n$).

Using Corollary 2 and $|\Omega| = 2^n$ we get:

$$t_{\text{mix}}(\epsilon) \leq 16n^3 \cdot e^{\frac{4}{k}},$$

(19)

for non zero positive constant $k$. \qed

### 6. Conclusions

This work builds the relationship between the magnification of a search graph and the mixing time of the reversible Markov chain induced by the local search-based metaheuristics. If the search graph has large magnification, then the ergodic reversible Markov chain induced by the local search-based metaheuristics mixes rapidly in polynomial time. Using this result, it is further proved that, if the search graph has large magnification, then the MCs induced by MA mixes rapidly for a particular choice of temperature parameter. Mixing time of MC induced MA is upper bounded by $16n^2 \cdot \ln(|\Omega|) \cdot e^{\frac{4}{k}}$. The importance of the proposed result is illustrated by applying it to the 0/1-Knapsack problem. The search graph for the 0/1-Knapsack problem has a large magnification and hence the Markov chain induced by local search-based metaheuristics like random walk and Metropolis Algorithm mixes rapidly, i.e., in polynomial time. Hence, we conclude that the design of search space plays an important role in the mixing time of MC induced local search-based metaheuristics. If one can design a search graph with large magnification for a hard optimization problem, then it is worth analyzing the performance of the local search-based metaheuristics on that search graph both theoretically and experimentally. Some limitations of the proposed work are:

- The proposed theoretical results hold only if the local search-based metaheuristics can induce reversible ergodic Markov chains on the search graph;
- Even though the Markov chain induced by the metaheuristic algorithms mixes rapidly, i.e., in polynomial time (say $T_{\text{mix}}$), one may have to take many samples to get the desired solution for the problem at hand. One sample is obtained by running local search-based metaheuristic algorithms for $T_{\text{mix}}$ amount of time. So, it would be interesting to study how many samples are needed to get the optimum or near optimum solution for the problem at hand;
- Note that the results for the Metropolis Algorithm are proved by selecting temperature parameter $T = k(c_{\text{max}} - c_{\text{min}})$, where $k$ is a non-zero positive constant. For $k > 1$ the mixing time is $O\left(\frac{N^2 \cdot \ln(|\Omega|)}{\mu(G)}\right)$. As $k$ tends to zero, the mixing time will become larger and larger. Hence, one must vary the value of parameter $k$, where $0 < k \leq 1$ and check experimentally, for which the value of $k$ the MA gives a better result.

It is also worthwhile to analyze the performance of non-local search-based metaheuristics such as Genetic algorithms, nature-inspired algorithms, and bio-inspired algorithms, etc., for combinatorial optimization problems using the search spaces with and without large magnification.
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