THE HOMOLOGICAL ARROW POLYNOMIAL FOR VIRTUAL LINKS

KYLE A. MILLER

Abstract. The arrow polynomial is an invariant of framed oriented virtual links that generalizes the virtual Kauffman bracket. In this paper we define the homological arrow polynomial, which generalizes the arrow polynomial to framed oriented virtual links with labeled components. The key observation is that, given a link in a thickened surface, the homology class of the link defines a functional on the surface's skein module, and by applying it to the image of the link in the skein module this gives a virtual link invariant.

We give a graphical calculus for the homological arrow polynomial by taking the usual diagrams for the Kauffman bracket and including labeled “whiskers” that record intersection numbers with each labeled component of the link.

We use the homological arrow polynomial to study \((\mathbb{Z}/n\mathbb{Z})\)-nullhomologous virtual links and checkerboard colorability, giving a new way to complete Imabeppu’s characterization of checkerboard colorability of virtual links with up to four crossings. We also prove a version of the Kauffman–Murasugi–Thistlethwaite theorem that the breadth of an evaluation of the homological arrow polynomial for an “h-reduced” diagram \(D\) is \(4(c(D) - g(D) + 1)\).
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1. Introduction

1.1. Virtual links. A surface link is a smooth oriented link \( L \) in the interior of a thickened surface \( \Sigma \times I \), where \( \Sigma \) is a compact oriented surface possibly with nonempty boundary. The usual notion of equivalence for a surface link is isotopy, but we say surface links \( L \subseteq \Sigma \times I \) and \( L' \subseteq \Sigma' \times I \) are weakly equivalent if there exists an orientation-preserving diffeomorphism \( \Sigma \times I \to \Sigma' \times I \) carrying \( L \) to \( L' \), \( \Sigma \times \{0\} \to \Sigma' \times \{0\} \), and \( \Sigma \times \{1\} \to \Sigma' \times \{1\} \), each respecting orientations. Isotopic surface links are weakly equivalent, and furthermore weak equivalence of links in a fixed thickened surface \( \Sigma \times I \) is the equivalence relation generated by both link isotopy and the induced action of the mapping class group of \( \Sigma \).

Given a compact subsurface \( \Sigma' \subseteq \Sigma \) with \( L \subseteq \Sigma' \times I \), then the surface link \( L \subseteq \Sigma' \times I \) is called a destabilization of \( L \subseteq \Sigma \times I \). Virtual equivalence is the equivalence relation generated by weak equivalence and destabilization, and a virtual link is an equivalence class with respect to virtual equivalence [CKS02, Kup03]. The virtual genus of a virtual link is the minimal genus of \( \Sigma \) over all representative surface links \( L \subseteq \Sigma \times I \) with \( \Sigma \) closed. A virtual link is classical if its virtual genus is 0, and by [Kup03] classical virtual links are in one-to-one correspondence with links in \( \mathbb{S}^3 \) up to isotopy.

The combinatorial data of a virtual link can be given as a virtual link diagram, which is a ribbon graph (i.e., a combinatorial map) with oriented edges whose vertices each have degree 2 or 4 and whose degree-4 vertices have a marked pair of opposite half-edges corresponding to the overstrand of a crossing, furthermore edges opposite each other at each vertex have compatible orientations. The degree-2 vertices correspond to arbitrary arc subdivisions, which allow for unknots to be represented in this way. (This is the data of a PD code with \( P, X_p, \) and \( X_m \) terms — see Appendix A.) Virtual links are equivalent if and only if their virtual link diagrams are related by the Reidemeister moves and arc subdivision. Each virtual link diagram has a cellular embedding in a closed oriented surface by gluing disks to the boundary components of the geometric realization of the underlying ribbon graph. The genus of a virtual link diagram is the genus of this surface, and the minimal genus over all virtual link diagrams corresponds to the virtual genus of the virtual link, and so a virtual link is classical if there exists a genus-0 (or planar) virtual link diagram for it.

Virtual link diagrams are usually immersed in the plane with normal crossings. The double points — artefacts of non-planarity — are called virtual crossings and are usually marked with a small circle to make them obvious. Such diagrams up to the classical Reidemeister moves and detour moves (re-immersions of the ribbon graph) generate virtual equivalence [Kau99].

A framed surface link is a surface link \( L \subseteq \Sigma \times I \) along with an extension to an embedding of \( L \times I \) in the interior of \( \Sigma \times I \), up to isotopy. Note that the embedding does not usually respect the product structure of \( \Sigma \times I \). By extension, a framed (or flat) virtual link is a framed surface link up to the equivalence relation generated by weak equivalence and destabilization. Diagrams for framed virtual links are virtual link diagrams with the convention that the framing annuli lie parallel to the plane. The only change to the Reidemeister theorem for framed virtual links is that the Reidemeister I move is replaced by the Reidemeister I’ move for regular isotopy (see Figure 1).

1.2. The arrow polynomial. Discovered independently by Dye–Kauffman [DK09] and Miyazawa [Miy06, Miy08], the arrow polynomial is an invariant for oriented framed virtual links of at least one component that takes values in the polynomial ring \( \mathbb{Z}[A^\pm, K_1, K_2, \ldots] \). In the Dye–Kauffman formulation, the Kauffman bracket is modified to make use of the orientation of the virtual link by introducing cusps in the B-smoothing (see Figure 2). The evaluation of a fully resolved state as an element of the polynomial ring is from counting cusps after certain cusp cancelation rules.

---

\(^1\)A set theory consideration: there is no set of all compact oriented surfaces, but it is sufficient to consider a minimal set that contains one closed connected surface of every genus and that is closed under taking compact subsurfaces and finite disjoint unions. Then the equivalence relation is on the set of surface links for these surfaces.
To explain this process we use the Miyazawa formulation. First, replace the cusps with vertex orientations according to Figure 3; these are local orientations at an integer-labeled degree-2 vertex. Second, reduce the vertex orientations according to Figure 3, leaving a single vertex orientation along each component of the state. Third, evaluate the state as \((\ldots) b_0(S) - b_1(S) - 1 \prod_{C \subseteq S} K_{|n(C)|/2},\) where, setting \(K_0 = 1,\)

1. \(b_0(S)\) is the number of components in the state \(S,\)
2. \(C\) ranges over components of the state, and
3. \(n(C)\) is the label of the sole vertex orientation along that component (which is always even, as we will come to see).

Hence, the arrow polynomial of \(L\) given a virtual link diagram \(D\) has the formula

\[
\langle D \rangle_A = \sum_S A^{a(S) - b(S)} (-A^2 - A^{-2})^{b_1(S) - 1} \prod_{C \subseteq S} K_{|n(C)|/2},
\]

where \(a(S)\) and \(b(S)\) respectively denote the numbers of \(A\)-smoothings and \(B\)-smoothings in state \(S\). This is independent of the diagram, so we are justified in defining \(\langle L \rangle_A = \langle D \rangle_A.\)

For virtual links in general, Dye and Kauffman define the writhe-normalized arrow polynomial \(\langle D \rangle_{NA} = (-A^3)^{-\text{writ}(D)} \langle D \rangle_A,\) where the writhe is the sum of the signs of the crossings of the virtual link diagram, which makes the polynomial be invariant under the usual Reidemeister I move. Said another way, the writhe-normalized arrow polynomial is the arrow polynomial of a writhe-0 representative in the equivalence class of framed virtual links modulo the usual Reidemeister I move. One might define the arrow version of the virtual Jones polynomial by substituting \(t = A^{-4}\) into \(\langle L \rangle_{NA}.\) The usual virtual Jones polynomial, then, is from additionally setting \(K_n = 1\) for all \(n.\)
1.3. **Overview.** In this paper, we give a formulation of the arrow polynomial from a homological point of view, similar in flavor to Turaev’s two-variable extension of the Jones polynomial to knottedoids [Tur12]. This makes many facts about the arrow polynomial transparent while also giving a straightforward extension to virtual links with labeled components.

Taking a surface link representative $L \subset \Sigma$ of a virtual link, we may consider its image in the Kauffman bracket skein module $\text{Sk}(\Sigma)$ for the thickened surface. This is not in itself an invariant of the virtual link for the simple reason that it depends on the surface, but, even if the minimal-genus closed surface representative were used, the image is not invariant under the action of the mapping class group, which would be essential for a virtual link invariant. The main idea is to choose a functional on the Kauffman bracket skein module that is derived from the link itself, and this is done in such a way that when it is evaluated on the image $[L]$ in $\text{Sk}(\Sigma)$ the value is independent of the representative surface link.

We give an overview of how this works, with a detailed description in Section 2. Let $L \subset \Sigma \times I$ be a surface link, let $G$ be an abelian group, and let $\lambda : H_0(L) \to G$ be a group homomorphism, which we regard as a labeling of the oriented components of $L$ by elements of $G$ (the choice of $G = H_0(L)$ and $\lambda = \text{id}$ is most general). The homological arrow polynomial for $L$ is an invariant in the polynomial ring $R_G = \mathbb{Z}[A^{\pm 1}][X_g \mid g \in G]/(X_0 - 1)$. We define a homomorphism $h_{L,\lambda} : H_1(\Sigma) \to G$ using algebraic intersection numbers in $\Sigma$ via the following. Recall that the algebraic intersection number in $\Sigma$ defines a homomorphism $H_1(\Sigma) \otimes H_1(\Sigma) \to \mathbb{Z}$, which for $\alpha, \beta \in H_1(\Sigma)$ we denote the image of $\alpha \otimes \beta$ by $\alpha \cdot \beta$. Letting $\pi : \Sigma \times I \to \Sigma$ be the canonical projection, we may define $H_1(L) \otimes H_1(L) \to \mathbb{Z}$ by $\alpha \otimes \beta \mapsto \pi_* (\alpha) \cdot \beta$, and then, using the hom-tensor adjunction and the fact that there are canonical isomorphisms $\text{Hom}(H_1(L), \mathbb{Z}) \cong H^1(L) \cong H_0(L)$, we get a homomorphism $H_1(\Sigma) \to H_0(L)$, which we may then compose with $\lambda$ to obtain $h_{L,\lambda}$. Next, $\overline{h}_{L,\lambda} : \text{Sk}(\Sigma) \to R_G$...
is the $\mathbb{Z}[A^{\pm 1}]$-linear homomorphism defined on simple skeins, where on simple skeins $\overline{h}_{L,\lambda}$ is multiplicative with respect to disjoint unions and, for simple closed curves $C \subseteq \Sigma \times \{1/2\}$, we define $\overline{h}_{L,\lambda}([C]) = (-A^2 - A^{-2})X_{\pm h_{L,\lambda}([C])}$ (this $\pm$ is due to the fact that skeins in $Sk(\Sigma)$ are unoriented). With $h_{L,\lambda}$ in hand, the homological arrow polynomial is $A(L, \lambda) := \overline{h}_{L,\lambda}([L])$. The special case of $\lambda : H_0(L) \to \mathbb{Z}$ sending each component to 1 yields a polynomial that is equal to $-A^2 - A^{-2}$ times the usual arrow polynomial with $X_{\pm n} = K_{|n|/2}$ (the arrow polynomial is normalized such that the value of the unknot is 1).

The homological arrow polynomial has a graphical calculus (see Figure 4) similar to the ones for the arrow polynomial, and it lets us calculate $h_{L,\lambda}$ in a local way. Since $L$ is oriented, then in a diagram for $L$ on $\Sigma$ there is a well-defined normal bundle for $\pi(L)$ that we can use to push off $\pi(L)$, the effect of which is that when we do the usual Kauffman bracket expansion we may assume that each curve intersects the pushed-off $\pi(L)$ only near crossings. We indicate such intersection points using a whisker that records the orientation of $L$ at that point along with the value of $\lambda$ for the corresponding component of $L$. A whisker is essentially the same data as the vertex orientations from Figure 2 but using general abelian groups beyond $\mathbb{Z}$.

After defining the polynomial in Section 2, the main part of this paper is Section 3, where basic properties are proved. The graphical calculus of Figure 4 is used to reprove and generalize known properties of the arrow polynomial, where the homological point of view helps simplify arguments. We investigate properties of the homological arrow polynomial for links that are nullhomologous in $H_1(\Sigma \times I; R)$ for varying rings $R$. This includes $\mathbb{Z}$-nullhomologous links (i.e., almost classical links) and $\mathbb{Z}/2\mathbb{Z}$-nullhomologous links (i.e., checkerboard-colorable links).

Incidentally, we clarify [Dye16, Theorem 10.8], which is incorrect as stated. The arrow set $AS(L)$ of a framed virtual link $L$ is the set

$$AS(L) = \{k_1 + \cdots + k_n \mid pK_{k_1}K_{k_2}\cdots K_{k_n} \text{ is a nonzero monomial in } \langle L \rangle_{\lambda} \},$$

and $AS(L) = \{0\}$ if and only if the arrow polynomial of $L$ is equal to its virtual Kauffman bracket. What [Dye16, Theorem 10.8] says is that $\mathbb{Z}/2\mathbb{Z}$-nullhomologous links have $AS(L) = \{0\}$, however the checkerboard colorable virtual knot 3.5 has $-A^{-5} + A^{-1} - A^3 + (-A^{-1} + A^7)K_1^2$ as its arrow polynomial (see Figure 5), so $AS(L) = \{0, 2\}$. One way to get the same conclusion is by using Theorem 3.21, which implies that if $L$ is $\mathbb{Z}$-nullhomologous then $AS(L) = \{0\}$. Or, using the same hypothesis, Theorem 3.31 implies that if $L$ is $\mathbb{Z}/2\mathbb{Z}$-nullhomologous then $AS(L) \subset 2\mathbb{N}$.

In Section 3.5, we show how cabled homological arrow polynomials can be used to complete Imabeppu’s conjectured characterization [Ima16] of checkerboard colorability of all virtual knots with up to four crossings. Note that this was already settled in [BGH+17] for virtual knots with up to six crossings using mod-2 Alexander numberings, but their results require a minimal-crossing diagram whereas obstructions from cabled homological arrow polynomials do not.
We also consider in Section 3.6 a Kauffman–Murasugi–Thistlethwaite type theorem, where if an alternating virtual link is “h-reduced” then the $A$-breadth of a small variation of the homological arrow polynomial is $4(c(D) - g(D))$, where $c(D)$ is the number of crossings in a diagram $D$ and $g(D)$ is its genus. This strengthens a previous generalization in [Kam04]. While it’s not as strong as the generalization in [BK22], their polynomial depends on finding the minimal-genus representative for the virtual link. Some recent related work is [BKS20], which proves the first and second Tait conjectures for adequate links in thickened surfaces, and [BR21], which proves that minimal crossing number diagrams can be realized with a diagram realizing the virtual genus.

Finally, in Section 4 we compute cabled arrow polynomials to distinguish all virtual knots with up to four crossings. There are nine pairs of five-crossing virtual knots that the cabled arrow polynomials up to the third do not distinguish (see Table 3). These computations were corroborated by writing the program from scratch in two different programming languages, JavaScript and Lean 4. We plan to use the proof assistant capabilities of Lean 4 to have a machine-checked proof that it correctly computes a virtual link invariant.

We leave it for future work to further elaborate the connections between the homological arrow polynomial and other virtual knot invariants. For example, index-style polynomials such as the writhe polynomial can be written in terms of intersection numbers of the surface link diagram with the distinguished half associated to $A$-smoothings of single crossings [BCG19, CGX20].

When referring to virtual knots, we use Jeremy Green’s census [Gre04]. For identification of virtual knots, we use the software KnotFolio [Mil20] at https://kmill.github.io/knotfolio/.

2. The homological arrow polynomial

We will first consider framed oriented surface links in a fixed thickened surface $\Sigma \times I$, define a functional on the skein module of $\Sigma \times I$, and then show the result is invariant under stabilization of the surface, and hence is an invariant of framed virtual links.

The Kauffman bracket skein module $\text{Sk}(M)$ for a 3-manifold $M$ consists of $\mathbb{Z}[A^{\pm 1}]$-linear combinations of framed unoriented links in $M$, called skeins, modulo the relations for the Kauffman bracket:

\[
\begin{align*}
\begin{tikzpicture}
  \draw (0,0) -- (1,1); \\
  \draw (0,1) -- (1,0);
\end{tikzpicture} & = A \\
\begin{tikzpicture}
  \draw (0,0) -- (1,0); \\
  \draw (0,0) arc (0:180:0.5);
\end{tikzpicture} & = A^{-1}
\end{align*}
\]

In the second relation, the unknot bounds a disk in $M$ disjoint from the rest of the link. The skein module $\text{Sk}(\Sigma) := \text{Sk}(\Sigma \times I)$ has a $\mathbb{Z}[A^{\pm 1}]$-algebra structure, where the multiplication operation is from including the first skein in $\Sigma \times [\frac{1}{2}, 1]$ and the second in $\Sigma \times [0, \frac{1}{2}]$. See [Prz99].

Using the inclusion $\Sigma \hookrightarrow \Sigma \times I$ that sends $\Sigma$ to $\Sigma \times \{1/2\}$, every simple closed multicurve in $\Sigma$, when included in $\Sigma \times I$, yields a skein in $\text{Sk}(\Sigma)$ called a simple skein. Evidently, every skein in $\text{Sk}(\Sigma)$ is a $\mathbb{Z}[A^{\pm 1}]$-linear combination of simple skeins.

Consider the ring $\mathcal{H}(\Sigma) = \mathbb{Z}[A^{\pm 1}][X_{\pm \gamma} \mid \gamma \in H_1(\Sigma)]/(X_0 - 1)$, where the $\pm \gamma$ indicates that the variables are associated to unoriented homology classes. In the following lemma, we define a preliminary invariant of framed oriented surface links. This invariant is very similar to the surface bracket polynomial in [DK05], however we expand homology classes multiplicatively using the components of each state.
Theorem 2.1. Let $\Sigma$ be a compact oriented surface and let $S(\Sigma)$ be the set of simple closed multicurves in $\Sigma$. Consider the mapping $S(\Sigma) \to \mathcal{H}(\Sigma)$ defined by

$$S \mapsto \prod_{C \in S} (-A^2 - A^{-2})X_{\pm[C]}$$

where $C$ ranges over the components of $S$ and $\pm[C]$ is the unoriented homology class of $C$ in $H_1(\Sigma)$. Thinking of $S$ as simple skeins in $\text{Sk}(\Sigma)$, this mapping extends to a $\mathbb{Z}[A^{\pm1}]$-linear map $\text{Sk}(\Sigma) \to \mathcal{H}(\Sigma)$.

Proof. Given a framed link diagram $L$ in $\Sigma$, then by applying the Kauffman bracket skein relation one can represent its value in $\text{Sk}(\Sigma)$ as a linear combination of simple skeins, and as usual the decomposition into simple skeins is given by a state sum. The hypothesized extension of the map when applied to $[L] \in \text{Sk}(\Sigma)$ is given by the following state sum:

$$(2.1) \quad [L] \mapsto \sum_{S} A^{a(S)-b(S)}(-A^2 - A^{-2})^{b(S)} \prod_{C \in S} X_{\pm[C]},$$

where the sum ranges over Kauffman states for $L$, with $a(S)$ and $b(S)$ respectively denoting the numbers of $A$-type and $B$-type smoothings and $b_0(S)$ is the number of connected components of $S$. What remains is to show that this is invariant under the framed Reidemeister moves (Figure 1). Note that in the above state sum, nullhomologous $C \in S$ have $\pm[C] = 0$ and hence contribute $-A^2 - A^{-2}$ without any additional $X_{\pm y}$ variables. Thus, the usual check that the Kauffman bracket is invariant under framed Reidemeister moves carries over to this new state sum, and we are done.

The next step is to use the framed surface link $L \subset \Sigma \times I$ itself to construct an invariant in a ring that does not depend on $\Sigma$. Suppose $G$ is an abelian group and $\lambda : H_0(L) \to G$ is a group homomorphism, called a $G$-labeling of $L$. We may regard this homomorphism as being a labeling of the components of $L$ since, if $L$ has $n$ components and $L = L_1 \cup \cdots \cup L_n$, then $\lambda$ is determined by the values $\lambda_1, \ldots, \lambda_n$ of its evaluation at the respective connected components $L_1, \ldots, L_n$ of $L$.

Recall that for a compact oriented $n$-manifold $M$ there is a bilinear form $H_k(M) \otimes H_{n-k}(M) \to H_0(M)$ from applying Poincaré duals to the cup product $H^k(M, \partial M) \otimes H^{n-k}(M, \partial M) \to H^n(M, \partial M)$. The map $M \to *$ induces a homomorphism $H_0(M) \to \mathbb{Z}$, and the composition $H_k(M) \otimes H_{n-k}(M) \to \mathbb{Z}$ computes the algebraic intersection number, whose operation is denoted by $\alpha \cdot \beta$ for $\alpha \in H_k(M)$ and $\beta \in H_{n-k}(M)$. In the special case of $H_1(\Sigma) \otimes H_1(\Sigma) \to \mathbb{Z}$, then $\alpha \cdot \beta$ may be computed by realizing $\alpha$ and $\beta$ as transversely intersecting smooth multicurves then summing over all $p \in \alpha \cap \beta$ the sign of $\omega(d_p\alpha, d_p\beta)$, where $\omega$ is an area form for $\Sigma$ and $d_p\alpha$ and $d_p\beta$ denote tangent vectors at $p$ of some oriented parameterizations of $\alpha$ and $\beta$.

Let $\pi : \Sigma \times I \to \Sigma$ be the projection onto the $\Sigma$ component. Then the composition with the inclusion of $L$ into $\Sigma \times I$ induces a homomorphism $H_1(L) \to H_1(\Sigma)$. Hence, we get a map $H_1(L) \otimes H_1(\Sigma) \to \mathbb{Z}$ defined by $\alpha \otimes \beta \mapsto \pi_*(\alpha) \cdot \beta$. Using the hom-tensor adjunction, this defines a homomorphism $H_1(\Sigma) \to \text{Hom}(H_1(L), \mathbb{Z})$. The universal coefficient theorem gives that $\text{Hom}(H_1(L), \mathbb{Z}) \cong H^1(L)$, and Poincaré duality for $L$ gives that $H^1(L) \cong H_0(L)$. Hence, we obtain a homomorphism $H_1(\Sigma) \to H_0(L)$. Unpacking this, if $[L_1], \ldots, [L_n] \in H_1(L)$ are the orientation generators for each component of $L$ then we can define a homomorphism $H_1(\Sigma) \to \mathbb{Z}^n$ by $\alpha \mapsto (\pi_*([L_1]) \cdot \alpha, \ldots, \pi_*([L_n]) \cdot \alpha)$, and then we can identify $\mathbb{Z}^n$ with $H_0(L)$.

Composing this with the given homomorphism $\lambda : H_0(L) \to G$, we define a homomorphism

$$h_{L, \lambda} : H_1(\Sigma) \to G.$$
Definition 2.2. For \( G \) an abelian group, let \( R_G = \mathbb{Z}[A^{±1}][X_{g} \mid g \in G]/(X_0 - 1) \). Furthermore, for \( n \in \mathbb{N} \), let \( R_n = \mathbb{Z}^n \). We identify \( R_1 \) with \( \mathbb{Z}[A^{±1}, X_0, X_1, X_2, \ldots]/(X_0 - 1) \).

Note that \( H_1(\Sigma) = R_{H_1(\Sigma)} \). When \( \varphi : G \to G' \) is a homomorphism of abelian groups, then there is an induced ring homomorphism \( \varphi_\ast : R_G \to R_{G'} \) defined by \( X_g \mapsto X_{\varphi(g)} \). Thus, the homomorphism \( H_1(\Sigma) \to G \) associated to \( \lambda \) induces a ring homomorphism \( H_1(\Sigma) \to R_G \), which, combined with the invariant from Theorem 2.1, defines a \( \mathbb{Z}[A^{±1}] \)-linear map

\[
\overline{h}_{L,\lambda} : \text{Sk}(\Sigma) \to R_G.
\]

The state sum formulation of this is given by

\[
\overline{h}_{L,\lambda}([L]) = \sum_{S} A^{a(S) - b(S)} (-A^2 - A^{-2})^{b(S)} \prod_{C \in S} X_{\pm h_{L,\lambda}(\{C\})}^r,
\]

where \( S \) ranges over all states for a diagram of the surface link \( L' \subset \Sigma \times I \) and \( h_{L,\lambda}(\{C\}) \) is from computing \( \overline{h}_{L,\lambda} \) on the homology class of an arbitrary orientation of the simple closed curve \( C \). Recall that \( X_0 = 1 \).

Definition 2.3. Let \( L \subset \Sigma \times I \) be a framed surface link with \( \Sigma \) a compact oriented surface, and let \( \lambda : H_0(L) \to G \) be a homomorphism with \( G \) an abelian group. Then the homological arrow polynomial is \( A(L, \lambda) = \overline{h}_{L,\lambda}([L]) \), which takes values in \( R_G \).

If \( L \) has its components labeled by elements of an abelian group \( G \), then we write \( A(L) \in R_G \) for \( A(L, \lambda) \) with \( \lambda : H_0(L) \to G \) the homomorphism defined by the component labels.

If \( L \) has its components labeled from the set \( \{1, \ldots, n\} \) (allowing duplicate labels) then we write \( A(L) \in R_n \) for \( A(L, \lambda) \) with \( \lambda : H_0(L) \to \mathbb{Z}^n \) defined by component labels, where \( i \in \{1, \ldots, n\} \) corresponds to the \( i \)-th generator of \( \mathbb{Z}^n \).

If \( L \) is an unframed labeled oriented surface link, then, giving \( L \) an arbitrary framing and letting \( D \) be its virtual link diagram, \( (-A^3)^{-\text{wt}(D)} A(L, \lambda) \) is the normalized homological arrow polynomial.

Remark 2.4. In consideration of the state sum formulation, if the link \( L \) has its components labeled by elements of the trivial abelian group \( \{e\} \), then we have \( R_{\{e\}} \cong \mathbb{Z}[A^{±1}] \) and \( A(L) = (-A^2 + A^{-2})(L) \), where \( \langle L \rangle \) is the Kauffman bracket of \( L \). Note that the \( R_n \) rings are a convenience for the case of labeling components by generators of a free abelian group, where for example the ring \( R_1 = R_Z \) (not to be confused with \( R_{\{e\}} \)) is used to yield the arrow polynomial in Theorem 2.12.

Theorem 2.5. The homological arrow polynomial is an invariant of \( G \)-labeled framed virtual links.

Proof. Consider a \( G \)-labeled framed oriented surface link \( L \) in \( \Sigma \times I \), and suppose \( \Sigma \subseteq \Sigma' \) for \( \Sigma' \) a compact oriented surface. The algebraic intersection numbers in \( \Sigma \) are the same as those in \( \Sigma' \), hence the homological arrow polynomials for \( L \) in \( \Sigma \times I \) and in \( \Sigma' \times I \) are the same. Hence, the polynomial is invariant under destabilization.

The polynomial is a framed virtual link invariant since it is also invariant under the induced action of orientation-preserving diffeomorphisms \( f : \Sigma \to \Sigma \). This is because \( A(f_*L) = \overline{h}_{f_*L}(\{f_*L\}) \) and, in the state sum, the algebraic intersection numbers satisfy \( f_*C \cdot f_*C = C \cdot C \).

Remark 2.6. As it has some similarity, we briefly give a sketch for how the virtual link invariant \( \Xi(L) \) in [Man03], with a modification, determines the homological arrow polynomial. Using the notation from the paper, for a state \( s \) in the state sum there is a variable corresponding to \( p(s) = \gamma \sqcup \gamma(s) \), where \( \gamma \) is the shadow of the knot in \( \Sigma \) and \( \gamma(s) \) consists of the state curves. In principle, combining these curves into a single collection of curves loses information, and by instead considering triples \( (\Sigma, \gamma, \gamma(s)) \) with \( \gamma \) oriented and \( G \)-labeled, then, with an appropriate modification to the notation of the five elementary equivalences in the paper, one obtains a similar invariant to \( \Xi(L) \) that contains enough information to determine both the original \( \Xi(L) \) and the homological arrow polynomial, since elementary equivalences preserve intersection numbers.
Definition 2.7. A link $L$ is 1-labeled if all its components are labeled by 1 from the set $\{1\}$. In this case, the homological arrow polynomial $A(L)$ takes values in $R_1 = \mathbb{Z}[A^{\pm 1}, X_0, X_1, \ldots]/(X_0 - 1)$.

Theorem 2.8. Suppose $L$ is a framed virtual link, $G$ and $G'$ are abelian groups, and $\varphi : G \to G'$ is a group homomorphism. If $\lambda$ is a $G$-labeling, then $A(L, \varphi \circ \lambda) = \varphi_* A(L, \lambda)$. In particular, $A(L, \lambda) = \lambda_* A(L, \text{id})$, so the identity labeling determines all other homological arrow polynomials.

Proof. Recall that a group homomorphism $\varphi : G \to G'$ induces a ring homomorphism $\varphi_* : R_G \to R_{G'}$ defined by $X_{fg} \mapsto X_{\varphi(f)\varphi(g)}$. We see that

$$A(L, \varphi \circ \lambda) = \sum_{S} A^{a(S)-b(S)}(-A^2 - A^{-2})^{b_0(S)} \prod_{C \in S} X_{\pm \varphi(h_{L,\lambda}(\mathcal{C})]} = \sum_{S} A^{a(S)-b(S)}(-A^2 - A^{-2})^{b_0(S)} \prod_{C \in S} X_{\pm \varphi(h_{L,\lambda}(\mathcal{C})]} = \varphi_* A(L, \lambda).$$

From this, it follows that $A(L, \lambda) = A(L, \lambda \circ \text{id}) = \lambda_* A(L, \text{id})$. \hfill $\Box$

Corollary 2.9. If $L$ is a framed oriented virtual link with components labeled from $\{1, \ldots, n\}$, then, by taking $A(L)$ and substituting $X_{\pm I} \mapsto X_{\pm I_{\mathcal{C}}} | \mathcal{C}$ for each $I \in \mathbb{Z}^n$, the resulting polynomial in $R_1$ is the homological arrow polynomial for $L$ when it is 1-labeled.

Proof. Let $\lambda : H_0(L) \to \mathbb{Z}^n$ be the homomorphism associated to the labeling. Defining $\varphi : \mathbb{Z}^n \to \mathbb{Z}$ by $\varphi(I) = \sum_{i=1}^{n} I_i$, we see that $\varphi_* : R_n \to R_1$ is defined by $X_{\pm I} \mapsto X_{\pm I_{\mathcal{C}}} | \mathcal{C}$, and hence $\varphi_* A(L, \lambda)$ yields the stated substitution. By the previous theorem, this is $A(L, \varphi \circ \lambda)$, and $\varphi \circ \lambda : H_0(L) \to \mathbb{Z}$ is the homomorphism associated to the 1-labeling of $L$. \hfill $\Box$

Lemma 2.10. For $L$ a 1-labeled framed oriented surface link with a given framed diagram and for $C$ a component of a state of $L$, then $h_L(C)$ is even.

Proof. In the diagram for $L$, since $L$ is oriented there is a well-defined left-handed pushoff, which can be thought of as being obtained by walking along the link in the link’s orientation with one’s left hand extended and tracing the path taken. We use the pushed-off version of $L$ when computing algebraic intersection numbers with state curves.

When smoothing a crossing, let us keep track of the local contribution to algebraic intersection number by drawing whiskers, which are small rays from $L$ indicating the orientation of $L$ where $L$ intersects the state curves:

$$\begin{array}{c}
\text{whisker}
\end{array} = A$$

After giving the state curves an arbitrary orientation, the algebraic intersection number between $L$ and a state curve $C$ is the difference between the numbers of “left” whiskers and of “right” whiskers, from the point of view of someone taking a walk along $C$ in the direction of its orientation. Of course, the whiskers in the leftmost term of each expansion cancel immediately.

We can add additional structure (similar to the “decorated magnetic virtual graphs” of [Miy08] or the “disorientations” of [CMW09]) in the form of orientations of the state loops, where at
whiskers the orientation reverses:

\[
\begin{align*}
&\begin{array}{c}
\text{↔} \\
\text{↔}
\end{array}
\end{align*}
\]

\[
= A \\
= A^{-1}
\]

Using this, we see that each component of a state has an even number of whiskers due to the alternating orientations.

\[\square\]

**Remark 2.11.** For computing the homological arrow polynomial of \(G\)-labeled framed virtual links, the idea of whiskers from the proof of Lemma 2.10 can be modified by labeling each whisker by the label of the component of \(L\) that intersects there. This idea is represented in Figure 4. We can use the whisker reduction rules from that figure to arrange for each state loop to have exactly one whisker, and then, in the state sum, a state loop with a whisker labeled by \(a \in G\) contributes the variable \(X^\pm a\).

For the 1-labeled case, an algorithm for computing the arrow polynomial in this way (in consideration of Theorem 2.12) is given in Appendix A, and an algorithm for the homological arrow polynomial when components are labeled from \(\{1, \ldots, n\}\) is given in Appendix B.

**Theorem 2.12.** Given a 1-labeled framed surface link \(L\), then the Dye–Kauffman arrow polynomial and the homological arrow polynomial satisfy

\[
(−A^2 − A^−2)(L)_{A} = A(L)|_{X_i = K_i/2} \text{ for all } i,
\]

where the division by two is justified by Lemma 2.10.

**Proof.** The Dye–Kauffman arrow polynomial is from expanding crossings according to Figure 2 then reducing cusps according to the following two rules:

\[
\begin{array}{c}
\leftrightarrow \\
\leftrightarrow
\end{array}
\]

As a state sum,

\[
\langle L \rangle_{A} = \sum_{S} A^{a(s)−b(s)}(−A^{2} − A^{−2})^{b(s)−1}\prod_{C \subseteq S} K_{\gamma(C)/2},
\]

where \(\gamma(C)\) is the number of cusps in component \(C\) after cusp reduction. This is an even number in consideration of the alternating arc orientations.

Consider replacing cusps in the arrow polynomial with whiskers in the following manner:

\[
\begin{array}{c}
\leftrightarrow \\
\leftrightarrow
\end{array}
\]

Notice that the relations for the arrow polynomial in Figure 2 after this replacement become the relations in the proof of Lemma 2.10. Furthermore, notice that the cusp cancelation rules are precisely the whisker cancelation rules. Hence, the number of cusps after cusp cancellation for a given state with respect to the arrow polynomial is equal to the net number of whiskers for that state with respect to the homological arrow polynomial. From this we complete the proof. \(\square\)
Example 2.13. The right-handed virtual Hopf link with components labeled by 1 and 2 has homological arrow polynomial $(-A^2 - A^{-2})(AX_{1,-1} + A^{-1}X_{1,1})$:

$$
\begin{array}{c}
\includegraphics{link_diagram.png}
\end{array}
$$

$$= A(-A^2 - A^{-2})X_{1,-1} + A^{-1}(-A^2 - A^{-2})X_{1,1}.
$$

Hence, if each component is labeled by 1 the corresponding polynomial is $(-A^2 - A^{-2})(A + A^{-1}X_2)$ and thus the arrow polynomial is $A + A^{-1}K_1$.

3. Properties

3.1. Basic properties.

Proposition 3.1. Suppose $G$ is an abelian group. If $L$ and $L'$ are $G$-labeled framed oriented virtual links, then

$$\mathcal{A}(L \sqcup L') = \mathcal{A}(L) \mathcal{A}(L').$$

Proof. One can factor the state sum formulation of the homological arrow polynomial. □

Proposition 3.2. If $L$ is a labeled framed oriented virtual link with labels from $\{1, \ldots, n\}$ and $r_i L$ is $L$ but with all components having label $i$ given reversed orientation, then $\mathcal{A}(r_i L) = \mathcal{A}(L)|_{X_i \mapsto X_{ri}}$, where $r_i(m_1, \ldots, m_i, \ldots, m_n) = (m_1, \ldots, -m_i, \ldots, m_n)$.

Proof. By reversing the orientation of all components of a particular label, in the state sum the whiskers of that label are all reflected over their respective component. Hence, the roles of “left” and “right” whiskers are reversed in the difference, so that label’s count is negated. □

This proposition can be generalized to the case of labelings where the label group is a product of abelian groups, one per component of the link, with each component labeled by an element of its own group. Without this additional structure, there is at least the following:

Proposition 3.3. Suppose $G$ is an abelian group. If $L$ is a $G$-labeled framed oriented virtual link with labeling $\lambda$ and $rL$ is $L$ but with opposite orientations, then

$$\mathcal{A}(rL, \lambda) = \mathcal{A}(L, -\lambda) = \mathcal{A}(L, \lambda),$$

where $-\lambda$ is the composition of $\lambda$ with negation.

The following corollary is [DK09, Theorem 1.1] (note that the theorem statement claims it is independent of the orientation of link diagram, but the proof assumes only total orientation reversal).

Corollary 3.4. If $L$ is a 1-labeled framed virtual link, then $\mathcal{A}(rL) = \mathcal{A}(L)$, where $rL$ is $L$ but with opposite orientations.

Proposition 3.5. Suppose $G$ is an abelian group. If $L$ is a $G$-labeled framed oriented virtual link and $mL$ is its mirror image, then

$$\mathcal{A}(mL) = \mathcal{A}(L)|_{A \mapsto A^{-1}}.$$
3.2. **Genus bounds.** For a $G$-labeled framed oriented surface link $L \subset \Sigma \times I$, the homological arrow polynomial $A(L)$ consists of monomial terms of the form $pX_{\pm g_1} \cdots X_{\pm g_k}$ for nonzero $p \in \mathbb{Z}[A^{\pm 1}]$ and nonzero $g_i \in G$ for all $1 \leq i \leq k$, allowing duplicate factors. Each $X_{\pm g_i}$ comes from a loop in a state of the state sum, and since $g_i \neq 0$, it corresponds to a non-separating loop in $\Sigma$.

If $\pm g_i \neq \pm g_j$, then the loops that produced $g_i$ and $g_j$ must not be homologous and thus not be isotopic. If the genus $g(\Sigma)$ is at most 1, then the maximum number of nonseparating pairwise non-isotopic disjoint loops is $g(\Sigma)$. For $g(\Sigma) \geq 2$, then a pants decomposition gives an upper bound of $3g(\Sigma) - 3$ for the number of nonseparating pairwise non-isotopic disjoint loops (see Figure 6). Thus, we may generalize the [DK09, Theorem 4.5] genus bound to use the homological arrow polynomial in the following theorem.

**Theorem 3.6.** Let $L \subset \Sigma \times I$ be a labeled framed oriented surface link with $\Sigma$ closed, and let $pX_{\pm g_1} \cdots X_{\pm g_k}$ be a term of $A(L)$, where $p \in \mathbb{Z}[A^{\pm 1}]$ is nonzero and $g_i \in G$ is nonzero for all $1 \leq i \leq k$. If $m$ is the number of pairwise distinct indices (that is, $m := |\{\pm g_i : 1 \leq i \leq k\}|$), then either

1. $g(\Sigma) \geq m$ if $g(\Sigma) \leq 1$, or
2. $g(\Sigma) \geq \frac{1}{2}m + 1$ if $g(\Sigma) \geq 2$.

**Corollary 3.7.** Let $m$ be the number of pairwise distinct indices in the $X_{\pm g}$ variables of a term of the homological arrow polynomial of a labeled framed oriented virtual link $L$. If $m$ is 0 or 1, then $m$ is a lower bound for the virtual genus of $L$. Otherwise, if $m \geq 2$, then $\lceil \frac{1}{2}m + 1 \rceil$ gives a lower bound for the virtual genus of $L$.

**Remark 3.8.** Given any collection of nonseparating pairwise non-isotopic disjoint loops in a closed oriented surface, there exists an immersed loop whose algebraic intersection number with each of these loops is nonzero and even. Hence, we do not expect the $3g - 3$ bound to be improved except perhaps by considering the whole set of $m$ numbers for every term in the homological arrow polynomial.

3.2.1. **Kishino’s knot.** The virtual knot 4.55 (see Figure 7) is known to have a trivial Jones polynomial and a non-trivial arrow polynomial:

$$\langle K_{4.55} \rangle_{NA} = A^4 + 1 + A^{-4} - (A^4 + 2 + A^{-4})K_1^2 + 2K_2.$$  

By Corollary 3.7, we see the virtual genus of Kishino’s knot is at least 1 (hence is definitely not a classical knot). The diagram for Kishino’s knot can be drawn on a surface of genus 2. In Sections 3.5 and 4, we discuss the $n$-cabled arrow polynomial, which is the arrow polynomial of an
n-cabling of a given virtual link. The n-cable of a virtual link has the same virtual genus. We calculate the 2-cabled arrow polynomial of Kishino’s knot to be

\[
-A^{18} + A^{14} + 7A^{10} + 15A^6 + 19A^{-2} + 19A^2 + 15A^6 + 7A^{10} + A^{14} - A^{18} \\
+ K_2^2(-2A^{-14} - 8A^{-10} - 14A^{-6} - 16A^{-2} - 14A^6 - 8A^{10} - 2A^{14}) \\
+ K_2^2(A^{-18} - A^{-14} - 6A^{-10} - 12A^{-6} - 14A^{-2} - 12A^6 - 6A^{10} - A^{14} + A^{18}) \\
+ K_2^2(-2A^{-10} - 4A^{-6} - 2A^{-2} - 2A^2 - 4A^6 - 2A^{10}) + K_2^2(-2A^{-2} - 2A^2) \\
+ K_2^2K_2(4A^{-14} + 22A^{-10} + 50A^{-6} + 68A^{-2} + 68A^2 + 50A^6 + 22A^{10} + 4A^{14}) \\
+ K_1K_2K_3(2A^{-14} + 8A^{-10} + 20A^{-6} + 34A^{-2} + 34A^2 + 20A^6 + 8A^{10} + 2A^{14}) \\
+ K_2^2K_4(2A^{-10} + 6A^{-6} + 8A^{-2} + 8A^2 + 6A^6 + 2A^{10}) \\
+ K_4^4(-2A^{-14} - 7A^{-10} - 21A^{-6} - 35A^{-2} - 35A^2 - 21A^6 - 7A^{10} - A^{14}) \\
+ K_1^2K_2^2(-2A^{-14} - 12A^{-10} - 32A^{-6} - 50A^{-2} - 50A^2 - 32A^6 - 12A^{10} - 2A^{14}) \\
+ K_4^4(-4A^{-10} - 8A^{-6} - 11A^{-2} - 11A^2 - 8A^6 - 4A^{10} - A^{14}).
\]

Since \(K_1K_2K_3\) appears, we get the virtual genus lower bound of \(\frac{1}{2} \cdot 3 + 1 = 2\) for Kishino’s knot. Therefore the virtual genus is exactly 2. This fact was previously shown in [DK05], where they analyzed state curves of the Kauffman bracket expansion of Kishino’s knot in a representative genus-2 surface.

3.3. Crossing number bounds. The crossing number \(c(L)\) of a surface link or virtual link \(L\) is the minimal number of crossings over all diagrams of the link.

The following proposition has not proved to be useful for determining the crossing number, since, except for the unknot, no virtual knot in Green’s census gives an equality, and only 49 out of 2565 are one off from an equality.

**Proposition 3.9.** Let \(L\) be a surface link labeled from \(\{1,\ldots,n\}\), and let \(pX_{\pm i_1} \cdots X_{\pm i_k}\) be a term of \(A(L)\), where \(p \in \mathbb{Z}[A^{\pm 1}]\) and \(i_j \in \mathbb{Z}^n\) nonzero for all \(1 \leq i \leq k\). With \(s = \sum_{i=1}^{k} \sum_{j=1}^{n} |i_j|\), then \(c(L) \geq \frac{1}{2}s\).

**Proof.** Each crossing in the state sum introduces two whiskers. \(\square\)

**Corollary 3.10.** If \(pK_{i_1} \cdots K_{i_k}\) is a term of the arrow polynomial \(\langle L \rangle_A\) of a virtual link \(L\), where \(p \in \mathbb{Z}[A^{\pm 1}]\) and \(i_j \geq 1\) for all \(1 \leq j \leq k\), then \(c(L) \geq \frac{1}{2}(i_1 + \cdots + i_k)\).

3.4. Nullhomologous virtual links.

**Definition 3.11.** For \(R\) a commutative ring, an oriented surface link \(L \subset \Sigma \times I\) is \(R\)-nullhomologous if \([L] = 0\) in \(H_1(\Sigma \times I; R)\). An oriented virtual link is \(R\)-nullhomologous if it has a representative surface link that is \(R\)-nullhomologous. We say a surface link or virtual link is nullhomologous (or almost classical) if it is \(\mathbb{Z}\)-nullhomologous.

An important part of the theory of virtual links is Kuperberg’s characterization, Theorem 3.12. For a thickened surface \(\Sigma \times I\), a vertical annulus \(A \subset \Sigma \times I\) is a properly embedded annulus that is isotopic to \(C \times I\) for some simple closed curve \(C \subset \Sigma\), and, for a given surface link \(L \subset \Sigma \times I\), such an annulus disjoint from \(L\) is called essential if it does not bound a ball in \(\Sigma \times I - L\). For a surface link \(L \subset \Sigma \times I\) and a vertical annulus in the complement of \(A\), there is a virtually equivalent surface link called the destabilization of \(L \subset \Sigma \times I\) along \(A\), described as follows. After an ambient isotopy we may assume \(A = C \times I\), and, with \(v(C)\) being a tubular neighborhood of \(C\) in \(\Sigma\) such that \(v(C) \times I\) is disjoint from \(L\), then \(L \subset (\Sigma - v(C)) \times I\) is a destabilization of \(L \subset \Sigma \times I\). Capping off each component of \(\partial(\Sigma - v(C))\) with a disk yields a closed surface \(\Sigma'\), and we call \(L \subset \Sigma' \times I\) the closed destabilization of \(L \subset \Sigma \times I\) along \(A\).

A spanning surface link \(L \subset \Sigma \times I\) is one for which \(L\) meets each component of \(\Sigma \times I\).
Theorem 3.12 ([Kup03]). Given a virtual link \(L\), there is a representative spanning surface link \(L \subset \Sigma \times I\) with \(\Sigma\) closed such that every vertical annulus in \(\Sigma \times I - L\) bounds a ball disjoint from \(L\). This surface link is unique up to weak equivalence (the equivalence relation generated by isotopy and transformations induced by orientation-preserving self-diffeomorphisms of \(\Sigma\)).

Proof sketch. Given a disjoint union \(A\) of vertical annuli in \(\Sigma \times I - L\), let the pruned destabilization along \(A\) of \(L \subset \Sigma \times I\) be the result of taking the closed destabilization of \(L \subset \Sigma \times I\) along all the annuli in \(A\) and then throwing away every component of the resulting thickened surface that does not meet \(L\), yielding a spanning surface link that is virtually equivalent to \(L \subset \Sigma \times I\). An irreducible descendant of \(L \subset \Sigma \times I\) is a pruned destabilization where every vertical annulus in the complement of \(L\) bounds a ball disjoint from \(L\). If there were a spanning surface link with multiple non-diffeomorphic irreducible descendants, we could let \(L \subset \Sigma \times I\) be one with \(g(\Sigma) - b_0(\Sigma) + b_0(L) \in \mathbb{N}\) minimal. Thus, the closed destabilization along any essential vertical annulus for this surface link has a unique irreducible descendant.

The way the proof proceeds is to suppose there are nonempty disjoint unions \(A_1\) and \(A_2\) of essential vertical annuli in \(\Sigma \times I\) whose pruned destabilizations have non-diffeomorphic irreducible descendants that, when put in general position, intersect in the fewest number of curves. The intersection is analyzed to show that either \(g(\Sigma) - b_0(\Sigma) + b_0(L)\) was not minimal or that either \(A_1\) or \(A_2\) can be modified to have fewer components in the intersection without changing the diffeomorphism class of its irreducible descendant.

Therefore, there is a unique irreducible descendant for every surface link and hence for each virtual equivalence class. \(\square\)

We aim to show that the property of a surface link being \(R\)-nullhomologous is preserved under closed destabilizations, thereby proving that it is reasonably well-behaved as a property of virtual links. For this purpose, we give a diagrammatic characterization of a surface link being \(R\)-nullhomologous, which is the existence of what we call an \(R\) Dehn numbering. This is the surface link version of the numberings used by Alexander in [Ale28] with \(R = \mathbb{Z}\), which there represented the abelianization of the Dehn presentation of the knot group. Note that for surface link diagrams that are cellular embeddings, where each complementary region is a disk, then there is a one-to-one correspondence between Dehn numberings and what are known as Alexander numberings (see, for example, [BGH+17]). The difference is that in a Dehn numbering the regions are assigned elements of \(R\) whereas in an Alexander numbering the diagram’s edges are.

Definition 3.13. Suppose \(R\) is commutative (unital) ring, \(L \subset \Sigma \times I\) is an oriented surface link with \(\Sigma\) closed, and \(D \subset \Sigma\) is a diagram for \(L\). Letting \(R\) denote the regions in the complement of \(D\), we say a function \(f : R \to R\) is an \(R\) Dehn numbering for \(D\) if for every edge in \(D\), with \(A\) being the region to the right of the edge (from the point of view of someone traveling along the edge according to the orientation) and \(B\) being the region to the left of the edge like so

\[
\begin{array}{c|c}
B & A \\
\end{array}
\]

then \(f(B) = f(A) + 1\), where \(1 \in R\) is the unit element. (See Figures 8 and 9 for examples.)

Lemma 3.14. Suppose \(R\) is a commutative ring, \(L \subset \Sigma \times I\) is an oriented surface link with \(\Sigma\) closed, and \(D \subset \Sigma\) is a diagram for \(L\). The link \(L\) is \(R\)-nullhomologous if and only if there exists an \(R\) Dehn numbering for \(D\).

Proof. For the following we use cellular homology. Give \(\Sigma\) a CW complex structure from a triangulation of \(\Sigma\) such that \(D\) is a subcomplex, and arrange for the orientations of each of the 2-cells to coincide with the orientation of \(\Sigma\) and for the orientations of each 1-cell in \(D\) to coincide with the
orientations of the diagram’s edges. Let \( \alpha \in C_1(\Sigma; R) \) be the 1-chain that’s the sum of all the 1-cells in \( D \). Evidently, if \( \pi : \Sigma \times I \to \Sigma \) is the standard projection, then \( \pi_*([L]) = [\alpha] \) in \( H_1(\Sigma; R) \). Since \( \pi \) is a homotopy equivalence, then this means \( L \) being \( R \)-nullhomologous is equivalent to \( [\alpha] = 0 \). By definition, \( [\alpha] = 0 \) if there is some 2-chain \( \beta \in C_2(\Sigma; R) \) whose boundary is \( \alpha \). Since every 1-cell is contained in the boundary of exactly two 2-cells, such a \( \beta \) is an \( R \)-valued function on 2-cells characterized by two properties: (1) whenever two 2-cells share a 1-cell outside of \( D \), then they take on the same value and (2) whenever two 2-cells \( A \) and \( B \) share a 1-cell from \( D \), then, with \( A \) and \( B \) arranged with respect to the orientation of \( D \) as in Definition 3.13, we have \( \beta(B) = \beta(A) + 1 \). Hence, the data for such a \( \beta \) is equivalent to the data of an \( R \) Dehn numbering. □

**Lemma 3.15.** Suppose \( R \) is a commutative ring, \( L \subset \Sigma \times I \) is an \( R \)-nullhomologous oriented surface link with \( \Sigma \) closed, and \( A \subset \Sigma \times I - L \) is a vertical annulus. Then the closed destabilization of \( L \subset \Sigma \times I \) along \( A \) is \( R \)-nullhomologous.

**Proof.** After an isotopy, we may assume that there is a simple closed curve \( C \subset \Sigma \) such that \( A = C \times I \). Fixing a neighborhood of \( C \), there is another isotopy such that the projection onto \( \Sigma \) yields a diagram for \( L \), and note that \( C \) is in the complement of this diagram. Since \( L \) is \( R \)-nullhomologous, there is an \( R \) Dehn numbering for the diagram. The curve \( C \) is entirely contained in some region outside the diagram; let \( r \in R \) be this region’s value. If we remove \( \nu(C) \) from \( \Sigma \) and glue in two disks, we can obtain an \( R \) Dehn numbering for the diagram on the resulting surface by giving both of the disk’s regions the value \( r \) and using the original Dehn numbering for all the unaltered regions. Hence \( L \) is \( R \)-nullhomologous in the closed destabilization along \( A \). □

**Proposition 3.16.** Suppose \( L \subset \Sigma \times I \) is a spanning oriented surface link with \( \Sigma \) closed. If \( L \) as a virtual link is \( R \)-nullhomologous and if this surface link realizes its virtual genus, then \( L \) as a surface link is \( R \)-nullhomologous.
Proof. Let \( L \subset \Sigma \times I \) be a spanning surface link that is \( R \)-nullhomologous. If it is \( R \)-nullhomologous as a virtual link, then there is some virtually equivalent \( R \)-nullhomologous surface link \( L \subset \Sigma' \times I \). By Theorem 3.12, there is a finite collection \( \mathcal{A} = A_1 \sqcup A_2 \sqcup \cdots \sqcup A_n \subset \Sigma' \times I \) of vertical annuli such that the pruned destabilization of \( L \subset \Sigma' \times I \) along \( \mathcal{A} \) gives the unique minimal representative surface link \( L \subset \Sigma'' \times I \) under virtual equivalence. Hence, \( L \subset \Sigma'' \times I \) is \( R \)-nullhomologous by Lemma 3.15. If additionally \( L \subset \Sigma \times I \) realizes the virtual genus, then there is a homeomorphism carrying \((\Sigma \times I, L)\) to \((\Sigma'' \times I, L)\) by the uniqueness property, so \( L \subset \Sigma \times I \) is \( R \)-nullhomologous. \( \square \)

Remark 3.17. It is not true that every representative surface link of an \( R \)-nullhomologous virtual link is \( R \)-nullhomologous. For example, consider a homologically nontrivial simple closed curve \( C \) in a closed oriented surface \( \Sigma \). A way to manufacture more examples is to take an \( R \) Dehn numbering of a diagram with two regions with different values, cutting out a disk from each of their interiors, and gluing the resulting boundaries together.

It should be noted that the only rings \( R \) worth considering for \( R \)-nullhomologous surface links are quotients of \( \mathbb{Z} \), as the following lemma implies.

Lemma 3.18. For every commutative ring \( R \), there exists some \( n \in \mathbb{N} \) such that whenever \( L \subset \Sigma \times I \) is a \( \mathbb{Z}/n\mathbb{Z} \)-nullhomologous oriented surface link then \( L \) is \( R \)-nullhomologous.

Proof. Let \( R \) be a commutative ring, let \( i : \mathbb{Z} \to R \) be the unique ring homomorphism, and let \( n \in \mathbb{N} \) be such that \( \ker i = n\mathbb{Z} \) (note that this allows for \( n = 0 \) when \( i \) is an injection). Hence \( i \) factors as the composition \( \mathbb{Z} \to \mathbb{Z}/n\mathbb{Z} \to R \) of ring homomorphisms.

Suppose \( L \subset \Sigma \times I \) is a \( \mathbb{Z}/n\mathbb{Z} \)-nullhomologous oriented surface link. Recall that \( H_0(\Sigma \times I) \) is a free \( \mathbb{Z} \)-module, so for every commutative ring \( R' \) the Universal Coefficient Theorem gives an isomorphism \( H_1(\Sigma \times I) \otimes R' \to H_1(\Sigma \times I; R') \). We also have that \( H_1(\Sigma \times I) \approx \mathbb{Z}^k \) for some \( k \in \mathbb{N} \), where we can choose a basis such that \([L]\) is represented by \((r, 0, \ldots, 0)\) for some \( r \in \mathbb{Z} \). Thus, the induced maps

\[
H_1(\Sigma \times I) \to H_1(\Sigma \times I; \mathbb{Z}/n\mathbb{Z}) \to H_1(\Sigma \times I; R)
\]

from the factoring of \( i \) correspond to maps \( \mathbb{Z}^k \to (\mathbb{Z}/n\mathbb{Z})^k \to R^k \) using the fact that \((\mathbb{Z}^k) \otimes R' \approx (R')^k \).

Hence, \( L \) being \( \mathbb{Z}/n\mathbb{Z} \)-nullhomologous means that the image of \((r, 0, \ldots, 0)\) in \((\mathbb{Z}/n\mathbb{Z})^k \) is \((0, 0, \ldots, 0)\), and thus its image in \( R^k \) is \((0, 0, \ldots, 0)\) as well. Therefore, \( L \) is \( R \)-nullhomologous. \( \square \)

Remark 3.19. According to Lemma 3.14, the \( \mathbb{Z}/2\mathbb{Z} \)-nullhomologous surface links correspond to those with a \( \mathbb{Z}/2\mathbb{Z} \) Dehn numbering. Taking 0 and 1 to be respectively black and white, one sees that \( \mathbb{Z}/2\mathbb{Z} \)-nullhomologous surface links are the same as checkerboard colorable surface links. This well-known fact is recalled in Proposition 3.28.

Remark 3.20. Furthermore, \( \mathbb{Z} \)-nullhomologous (resp. \( \mathbb{Z}/2\mathbb{Z} \)-nullhomologous) links have oriented (resp. unoriented) spanning surfaces \( F \subset \Sigma \times I \). One can generalize this notion to \( \mathbb{Z}/n\mathbb{Z} \)-nullhomologous links, where we allow the surfaces to have singularities locally modeled on the product of a cone on \( n \) points and an open interval, with induced orientations. (The \( n = 0 \) case is just oriented surfaces, and the \( n = 2 \) case is effectively unoriented surfaces, since the singularities correspond to local changes in orientation.) There is an algorithm like the Seifert algorithm to produce such singular surfaces for \( \mathbb{Z}/n\mathbb{Z} \)-nullhomologous links, and we can use the usual cut-and-paste techniques on them to prove Lemma 3.15, but we do not explore this approach here.

Theorem 3.21. Suppose \( G \) is an abelian group, and suppose \( L \subset \Sigma \times I \) is a \( G \)-labeled framed oriented surface link such that for each \( g \in G \), the sublink of those components labeled by \( g \) is nullhomologous. Then,

\[
\mathcal{A}(L) \in \mathbb{Z}[A^\pm] \subseteq R_G.
\]

In particular, if \( L \) is nullhomologous then \( \langle L \rangle_A = \langle L \rangle \in \mathbb{Z}[A^\pm] \).
Proof. For each \( g \in G \), let \( L_g \) denote the sublink of \( L \) consisting of those components labeled by \( g \). Letting \( \lambda : H_0(L) \rightarrow G \) be the labeling, for each \( g \in G \) let \( \lambda_g \) denote its restriction to \( H_0(L_g) \). We have that

\[
h_{L,\lambda}(\alpha) = \sum_{g \in G} h_{L_g,\lambda_g}(\alpha).
\]

Since each \( L_i \) is nullhomologous, each function \( h_{L_g,\lambda_g} \) is the constant-zero function, and hence \( h_{L,\lambda} \) is the constant-zero function. Therefore, only \( X_0 = 1 \) appears in the state sum for \( \mathcal{A}(L) \).

The following is a restatement of [DK09, Theorem 1.5] and [Miy08, Proposition 5.8] in terms of the homological arrow polynomial.

**Corollary 3.22.** If \( L \) is a classical link (that is, a surface link in \( S^2 \times I \)), then

\[
\mathcal{A}(L) = (-A^2 - A^{-2})(L),
\]

where \( \langle L \rangle \) is the Kauffman bracket.

Proof. The link is nullhomologous since \( H_1(S^2 \times I; \mathbb{Z}) = 0 \), and thus \( \langle L \rangle_A = \langle L \rangle \) by Theorem 3.21. We then apply Theorem 2.12.

**Example 3.23.** The virtual knot 4.105 has virtual genus 1 and is nullhomologous (see Figure 8), hence we expect \( \mathcal{A}(K_{4.105}) \in \mathbb{Z}[A^{\pm 1}] \). Indeed:

\[
\mathcal{A}(K_{4.105}) = (-A^2 - A^{-2})(A^8 + 1 - A^{-4}).
\]

**Example 3.24.** The virtual link \( L \) in Figure 9, with the red component labeled by 1 and the blue component labeled by 2 has

\[
\mathcal{A}(L) = (-A^2 - A^{-2})\left(-A^6 + A^2 - 2A^{-2} + (-A^2 + A^{-2} + A^{-6} - A^{-10})X_{1,-1}^2\right).
\]

We can see how its arrow polynomial is in \( \mathbb{Z}[A^{\pm 1}] \) since \( X_{1,-1} \mapsto X_0 \) when passing to the polynomial for the 1-labeling of \( L \). Thus, the homological arrow polynomial can sometimes detect non-classicality when the arrow polynomial cannot. However, if we reverse the orientation of the blue component, the corresponding arrow polynomial is

\[
\langle L \rangle_A = -A^6 + A^2 - 2A^{-2} + (-A^2 + A^{-2} + A^{-6} - A^{-10})K_1^2,
\]

so the set of arrow polynomials of all orientations of each link component is able to detect non-classicality in this case.

We now consider \( \mathbb{Z}/n\mathbb{Z} \)-nullhomologous surface links more carefully. If \( L \subset \Sigma \times I \) is \( \mathbb{Z}/n\mathbb{Z} \)-nullhomologous, then, as in the proof of Lemma 3.18, we have that \( [L] \in nH_1(\Sigma \times I) \). Hence, using the notation from Section 2, we have that for all \( \alpha \in H_1(\Sigma) \) that \( \pi_*([L]) \cdot \alpha \in n\mathbb{Z} \). This puts constraints on what can appear in the indices of the \( X \) variables.

**Theorem 3.25.** Suppose \( G \) is an abelian group, and suppose \( L \subset \Sigma \times I \) is a \( G \)-labeled framed oriented surface link such that there is an \( n \in \mathbb{N} \) such that for each \( g \in G \), the sublink of those components labeled by \( g \) is \( \mathbb{Z}/n\mathbb{Z} \)-nullhomologous. Then, with \( nG = \{ng \mid g \in G\} \), we have that

\[
\mathcal{A}(L) \in R_{nG}.
\]

In particular, if \( nG = 0 \) then

\[
\mathcal{A}(L) \in \mathbb{Z}[A^{\pm 1}].
\]

Proof. The proof is similar to the one for Theorem 3.21, but rather than making use of the fact that \( \pi_*([L_g]) \cdot \alpha = 0 \) we now use that \( \pi_*([L_g]) \cdot \alpha \in n\mathbb{Z} \).
Corollary 3.26. Suppose \( L \) is a 1-labeled \( \mathbb{Z}/n\mathbb{Z} \)-nullhomologous virtual link. Then

\[
A(L) \in \mathbb{Z}[A^{\pm 1}, X^*_n, X_{2n}, X_{3n}, \ldots].
\]

Furthermore, if \( n \) is odd, then \( A(L) \in \mathbb{Z}[A^{\pm 1}, X_{2n}, X_{4n}, X_{6n}, \ldots] \).

Proof. By Theorem 3.25, the only variables that can appear are of the form \( X^{kn}_n \) for \( k \in \mathbb{N} \), which gives the first part. When \( n \) is odd, then, since \( kn \) must be even by Lemma 2.10, we need for \( k \) to be even, which gives the second part. \( \square \)

Remark 3.27. This corollary gives nothing for \( \mathbb{Z}/2\mathbb{Z} \)-nullhomologous virtual links since it merely predicts that \( A(L) \in \mathbb{Z}[A^{\pm 1}, X_{2n}, X_{4n}, X_{6n}, \ldots] \), which is already true for all virtual links by Lemma 2.10. We handle the specific properties of \( \mathbb{Z}/2\mathbb{Z} \)-nullhomologous virtual links in Section 3.5.

3.5. Checkerboard colorability. A virtual link \( L \) is checkerboard colorable (introduced in [Kam02]) if it has a surface link representative \( L \subset \Sigma \times I \) such that the diagram for \( L \) in that surface is checkerboard colorable. An example of a checkerboard colorable virtual knot was given in Figure 5. As the following proposition shows, a virtual link is checkerboard colorable if and only if it is \( \mathbb{Z}/2\mathbb{Z} \)-nullhomologous.

Proposition 3.28 ([BK22, Proposition 1.7]). For a surface link \( L \subset \Sigma \times I \), the following are equivalent:

1. The link is checkerboard colorable.
2. The link is the boundary of an unoriented spanning surface \( F \subset \Sigma \times I \).
3. The link is \( \mathbb{Z}/2\mathbb{Z} \)-nullhomologous.

Proof. That (1) implies (2) is that, given a checkerboard coloring, we can construct a checkerboard surface: take all the regions of a particular color, and at crossings connect them using half twists. That (2) implies (3) is that the unoriented surface \( F \) can be thought of as a 2-chain with \( \mathbb{Z}/2\mathbb{Z} \) coefficients. That (3) implies (1) is the observation in Remark 3.19, which is that a checkerboard coloring is the data of a \( \mathbb{Z}/2\mathbb{Z} \) Dehn numbering. \( \square \)

One class of checkerboard colorable virtual links are the alternating virtual links.

Proposition 3.29 ([Kam02, Lemma 7]). If \( L \) is an alternating virtual link, then it is checkerboard colorable.

Proof. Consider a diagram \( D \) for \( L \) on a closed oriented surface \( \Sigma \) such that each region of \( \Sigma - D \) is a disk — that is, the diagram is cellurally embedded. We then perform the \( A \) smoothing of each crossing, obtaining a closed unoriented 1-manifold \( S \):

After a small perturbation, each component of \( S \) lies in \( \Sigma - D \) and is thus \( \mathbb{Z}/2\mathbb{Z} \)-nullhomologous. Since \( S \) is \( \mathbb{Z}/2\mathbb{Z} \)-homologous to \( L \), it follows from Proposition 3.28 that \( L \) is checkerboard colorable. \( \square \)

As a quick corollary, by using the idea of the proof we get the following result for positive virtual links, which are virtual links whose crossings are all positive.

Corollary 3.30. If \( L \) is a positive alternating virtual link, then it is \( \mathbb{Z} \)-nullhomologous, and therefore \( A(L) \in \mathbb{Z}[A^{\pm 1}] \).

Proof. Since \( L \) is a positive surface link, the \( A \) smoothing yields an oriented 1-manifold \( S \) that is \( \mathbb{Z} \)-homologous to \( L \). Furthermore, since \( L \) is alternating, each component of \( S \) bounds a disk, and thus, as it is oriented, \( S \) is \( \mathbb{Z} \)-nullhomologous. Therefore \( L \) is \( \mathbb{Z} \)-nullhomologous. \( \square \)
An interesting fact about having a checkerboard coloring is that the state loops can be canonically oriented. The coloring induces a coloring of the regions in the complement of a given state, and the state loops are the oriented boundary of the resulting black region:

Hence, a framed oriented virtual link \( L \) with a fixed checkerboard coloring \( \chi \) does not have a sign ambiguity in the algebraic intersection numbers, and so we may define a polynomial \( \mathcal{A}(L, \chi) \in \mathbb{Z}[A^{\pm 1}][X_i : i \in \mathbb{Z}]/(X_0 - 1) \). One has \( \mathcal{A}(L) = \mathcal{A}(L, \chi)|_{X_i \rightarrow X_i'} \).

The dependence on the checkerboard coloring is that, if \( \chi' \) is the other checkerboard coloring, then \( \mathcal{A}(L, \chi') = \mathcal{A}(L, \chi)|_{X_i \rightarrow X_i}. \) This is because the induced orientations on state loops for \( \chi' \) are the reverse of those for \( \chi \).

Suppose \( L \) is 1-labeled and consider the whiskers in the expansion for \( \mathcal{A}(L) \). The whiskers come in pairs at each crossing, where evidently one points into the black region and the other points into the white region. Hence, if we interpret the whiskers as vectors inducing a flow across the state circles between the white region and the black region, the total flow into the black region is into and going out of the black region, and so each \( \chi \) is 1-labeled and consider the whiskers in the expansion for \( \mathcal{A}(L) \) in the sense that there exists a monomial \( pX_{i_1}X_{i_2} \cdots X_{i_k} \) of \( \mathcal{A}(L, \chi) \) with \( p \in \mathbb{Z}[A^{\pm 1}] \) and \( i_j \in \mathbb{Z} \) for each \( 1 \leq j \leq k \), allowing duplicates, then \( \sum_{j=1}^{k} i_j = 0 \). We can use this observation to reprove the following:

**Theorem 3.31 ([DJK21, Theorem 4.3]).** Let \( L \) be a checkerboard colorable 1-labeled oriented framed virtual link. For each monomial \( pX_{i_1}X_{i_2} \cdots X_{i_k} \) of \( \mathcal{A}(L) \) with \( p \in \mathbb{Z}[A^{\pm 1}] \), \( k \geq 1 \), and \( i_j \geq 1 \) for all \( 1 \leq j \leq k \), allowing duplicate factors, then

1. \( \sum_{j=1}^{k} i_j \equiv 0 \) (mod 4), and
2. \( i_k \leq \sum_{j=1}^{k-1} i_j \).

In particular, \( k \geq 2 \).

**Proof.** Given a checkerboard coloring \( \chi \) for \( L \), such a monomial comes from (at least one) monomial of \( \mathcal{A}(L, \chi) \) in the sense that there exists a monomial \( p'X_{i_1}'X_{i_2}' \cdots X_{i_k}' \) of \( \mathcal{A}(L, \chi) \) such that \( i_j = |i_j'| \) for each \( 1 \leq j \leq k \). Lemma 2.10 implies \( i_j \) is even for all \( j \). (One may also use the alternative whisker accounting from Figure 12 to see that there are always an even number of whiskers going into and going out of the black region, and so each \( i_j' \) is even.) This implies \( i_j' \equiv i_j \) (mod 4) for all \( j \), and thus (1) follows from \( \sum_{j=1}^{k} i_j' = 0. \)

Next, by the assumption that \( k \geq 1 \), we have \( i_k' = -\sum_{j=1}^{k-1} i_j' \), to which we apply the triangle inequality to obtain (2):

\[
i_k = |i_k'| = \left| \sum_{j=1}^{k-1} i_j' \right| \leq \sum_{j=1}^{k-1} |i_j'| = \sum_{j=1}^{k-1} i_j.
\]

Lastly, \( k \neq 1 \) since (2) implies \( i_1 \leq 0 \) but \( i_1 \geq 1 \). \( \square \)

**Remark 3.32.** Condition (1) is equivalently that \( \mathcal{A}(L)|_{X_{i_1} \rightarrow x} \) is a polynomial in \( \mathbb{Z}[A^{\pm 1}, x^4] \) if \( L \) is checkerboard colorable.

In [DJK21], they use this theorem to resolve checkerboard non-colorability of six of the seven exceptions from [Ima16], which are 4.55, 4.56, 4.59, 4.72, 4.76, 4.77, 4.96, where the theorem says nothing about 4.72 since \( \langle K_{4,72} \rangle_\lambda = 1 \). In all six cases, the condition that \( k \geq 2 \) for each term suffices.

We resolve the case of 4.72 by using cabled arrow polynomials. Given a framed surface link \( L \subset \Sigma \times I \), recall that the \( n \)-cabling is the framed surface link obtained from taking the framing
annulus for \( L \) and subdividing it into \( n \) parallel copies. The homology class of the \( n \)-cabling is \( n[L] \), so when \( n \) is even the \( n \)-cabling is always checkerboard colorable, and when \( n \) is odd then the link is checkerboard colorable if and only if its \( n \)-cabling is. We can see how checkerboard coloring is preserved in a direct way, for example with the 3-cabling:

\[
\begin{align*}
\arrowpolynomial{3-cabling}{0-framed} &= -2A^{-32} + 4A^{-28} + 29A^{-24} + 108A^{-20} + 273A^{-16} + 575A^{-12} + 952A^{-8} + 1298A^{-4} + 1426 \\
&+ 1298A^4 + 952A^8 + 575A^{12} + 273A^{16} + 108A^{20} + 29A^{24} + 4A^{28} - 2A^{32} \\
&+ K_3(-8A^{-30} - 28A^{-26} - 69A^{-22} - 116A^{-18} - 130A^{-14} - 41A^{-10} - 111A^{-6} + 242A^{-2} + 242A^2 \\
&+ 111A^6 - 41A^{10} - 130A^{14} - 116A^{18} - 69A^{22} - 28A^{26} - 8A^{30}) \\
&+ K_6(8A^{-28} + 44A^{-24} + 142A^{-20} + 328A^{-16} + 618A^{-12} + 944A^{-8} + 1210A^{-4} + 1308 + 1210A^4 \\
&+ 944A^8 + 618A^{12} + 328A^{16} + 142A^{20} + 44A^{24} + 8A^{28}) \\
&+ K_9(A^{-26} + 4A^{-22} + 17A^{-18} + 44A^{-14} + 80A^{-10} + 108A^{-6} + 121A^{-2} + 121A^2 + 108A^6 \\
&+ 80A^{10} + 44A^{14} + 17A^{18} + 4A^{22} + A^{26}) \\
&+ K_3^2(2A^{-36} - 24A^{-28} - 115A^{-24} - 327A^{-20} - 709A^{-16} - 1252A^{-12} - 1857A^{-8} - 2347A^{-4} - 2534 \\
&- 2347A^4 - 1857A^8 - 1252A^{12} - 709A^{16} - 327A^{20} - 115A^{24} - 24A^{28} + 2A^{36}) \\
&+ K_3K_6(-10A^{-26} - 39A^{-22} - 88A^{-18} - 148A^{-14} - 219A^{-10} - 360A^{-6} - 360A^{-2} - 360A^2 \\
&- 300A^6 - 219A^{10} - 148A^{14} - 88A^{18} - 39A^{22} - 10A^{26}) \\
&+ K_3^3(4A^{-30} + 18A^{-26} + 44A^{-22} + 82A^{-18} + 126A^{-14} + 165A^{-10} + 190A^{-6} + 199A^{-2} + 199A^2 \\
&+ 190A^6 + 165A^{10} + 126A^{14} + 82A^{18} + 44A^{22} + 18A^{26} + 4A^{30}).
\end{align*}
\]

As a polynomial over \( \mathbb{Z}[A^{\pm 1}] \), the monomials with nonzero coefficients are \( 1, K_3, K_6, K_9, K_3^2, K_3K_6, \) and \( K_3^3 \), so we notice that the \( k \geq 2 \) condition of Theorem 3.31 does not hold, and hence the 3-cabling of 4.72 (and thus 4.72 itself) is not checkerboard colorable.

This completes Imabeppu’s characterization of checkerboard colorability of all virtual knots up to four crossings using arrow polynomials.

### 3.6. Alternating virtual links

For classical links, a reduced alternating link diagram is one with no nugatory crossings — that is, the identities of the opposite regions at each crossing are distinct. Since link diagrams are checkerboard colorable, in a reduced diagram the identities of all four regions around each crossing are distinct. Kamada in [Kam04] calls a virtual link diagram proper if, when it is cellulary embedded, the identities of all four regions around each crossing are distinct. The Kauffman–Murasugi–Thistlethwaite theorem says that a connected reduced alternating (classical) link diagram \( D \) satisfies breadth \( \text{breadth}_A(D) = 4c(D) \). Kamada shows that if \( D \) is a connected proper alternating virtual link diagram, then breadth \( \text{breadth}_A(D) = 4(c(D) - g(D)) \).

A generalization of this result is in [BK22], where they define a reduced surface link diagram to be one that is cellulary embedded such that there are no separating simple closed curves in the
surface that intersect the diagram through a single crossing (see Figure 10). Equivalently, a cellu-
larly embedded surface link diagram is reduced if, whenever the two regions opposite a crossing
are identical, then the surface does not become disconnected if one removes the interior of that
region along with a neighborhood of the crossing. They define the homological Kauffman bracket
by weighting each state of the Kauffman bracket using homological information in a Krushkal-
polynomial-like manner. With it they prove two of the Tait conjectures generalized to virtual
links: if \( D_1 \) and \( D_2 \) are reduced connected alternating virtual link diagrams for the same virtual
link \( L \), then \( c(D_1) = c(D_2) = c(L) \) and \( \text{wr}(D_1) = \text{wr}(D_2) \).

As a curiosity, we prove an analogue of the Kauffman–Murasugi–Thistlethwaite theorem using
the arrow polynomial.

**Definition 3.33.** Suppose \( G \) is an abelian group. A \( G \)-labeled surface link diagram for a surface
link \( L \) with label function \( \lambda \) is \( h \)-reduced if every simple closed curve \( C \) that intersects the diagram
through a single crossing has \( h_{L,\lambda}([C]) \neq 0 \).

For example, if the virtual knot in Figure 11 is 1-labeled, the red loop is allowed in an \( h \)-
reduced diagram but the blue loop is not. Every proper diagram is \( h \)-reduced, and every \( h \)-reduced
cellularly embedded diagram is reduced. Given an abelian group homomorphism \( f: G \to G' \), if
\((L,f \circ \lambda)\) is \( h \)-reduced, then \((L,\lambda)\) is \( h \)-reduced as well. Hence if a diagram is not \( h \)-reduced with
respect to the identity labeling \( \lambda : H_0(L) \to H_0(L) \) then there is no labeling with respect to which
it is \( h \)-reduced.

**Definition 3.34.** Let \( D \) be a labeled virtual link diagram for a \( G \)-labeled virtual link \( L \) with label
function \( \lambda \), and for a state \( S \) of \( D \), let \( i(S) \) be the number of loops \( C \subseteq S \) such that \( h_{L,\lambda}([C]) = 0 \) (the
number of “inessential” state loops). The diagram \( D \) is called \( A-h \)-adequate if for every state \( S' \) with
\( b(S') = 1 \), then \( i(S') \leq i(S_A) \). Similarly, \( D \) is called \( B-h \)-adequate if for every state \( S' \) with \( a(S') = 1 \),
then \( i(S') \leq i(S_B) \). If \( D \) is both \( A-h \)-adequate and \( B-h \)-adequate, then \( D \) is called \( h \)-adequate.
**Proposition 3.35.** Let $D$ be an $h$-reduced $G$-labeled alternating cellularly embedded diagram. Then $D$ is $h$-adequate.

**Proof.** Since the diagram is alternating and cellularly embedded, the $A$-state $S_A$ consists of simple closed curves that bound disks in the surface, as in Proposition 3.29. Checkerboard-colored diagrams have an alternative whisker expansion for the homological arrow polynomial from pushing state curves away from crossings into the black region, where near crossings whiskers only appear when the crossing becomes contained within the black region (see Figure 12). By recoloring as needed, we may assume the $S_A$ state loops bound black disks and that every black disk is disjoint from the crossings, hence there are no whiskers and each loop is nullhomotopic. Thus $i(S_A) = b_0(S_A)$.

Let $S'$ be a state with $b(S') = 1$, and let $c$ refer to the $B$-smoothed crossing. This introduces four whiskers, and, by consideration of the checkerboard coloring, either two state loops merge into one ($b_0(S') = b_0(S_A) - 1$), or one state loop splits into two ($b_0(S') = b_0(S_A) + 1$). In the case where two state loops merge into one, we have that

$$i(S') \leq b_0(S') = b_0(S_A) - 1 < b_0(S_A) = i(S_A).$$

In the case where a state loop splits into two, then, since every crossing is in the white region of $S_A$, the loop bounds a black disk that in $S'$ becomes an annulus:

Thus, there is a simple closed curve $C$ contained in this annulus that intersects the diagram only through $c$. There are only two relevant possibilities for $c$ from Figure 12 that go from a whisker-free $A$ smoothing to a $B$ smoothing that joins the black region to itself:

Hence, both state loops associated to $c$ in the $B$ smoothing get an $a+b$ whisker in the first possibility and a $-a+b$ whisker in the second. Additionally, in the first possibility we have $h_{L,\lambda}(\pm|C|) = \pm(a+b)$ and in the second $h_{L,\lambda}(\pm|C|) = \pm(-a+b)$, and since the diagram is $h$-reduced, we have $a+b \neq 0$ in the first possibility and $-a+b \neq 0$ in the second. Thus, $i(S') = i(S_A) - 2 < i(S_A)$.

Since in both cases we have shown that $i(S') \leq i(S_A)$, we have proved that the diagram is $A$-$h$-adequate. By a similar argument, the diagram is also $B$-$h$-adequate, and thus $h$-adequate. □

Let $A'(L)$ be the result of taking $A(L)$ and substituting $X_{\pm I} \mapsto X_{\pm I}(-A^2 - A^{-2})^{-1}$ for each nonzero index $I$, which yields a polynomial in $R_{\eta}$. As a state sum, this polynomial is given by

$$A'(L) = \sum_S A^{a(S) - b(S)}(-A^2 - A^{-2})^{i(S)} \prod_{C \in S} X_{\pm h_{L,\lambda}(\pm|C|)}.$$
with everything meaning the same as in the state sum right before Definition 2.3.

Considering a nonzero \( p \in R_n \) as a polynomial in \( A \), let \( \text{maxdeg}_A p \) and \( \text{mindeg}_A p \) respectively denote the maximum and minimum degrees of \( A \) appearing in monomials of \( p \), and let \( \text{breadth}_A p = \text{maxdeg}_A p - \text{mindeg}_A p \).

**Proposition 3.36.** Let \( D \) be an \( h \)-adequate \( G \)-labeled virtual link diagram for a virtual link \( L \). Then \( \text{breadth}_A(A'(L)) = 2c(D) + 2i(S_A) + 2i(S_B) \).

**Proof.** By the usual argument, if \( D \) is \( A \)-\( h \)-adequate then nothing cancels out the \( A \)-state’s contribution to \( \text{maxdeg}_A(A'(L)) \) or the \( B \)-state’s contribution to \( \text{mindeg}_A(A'(L)) \). The maximal \( A \)-degree from the term for the \( A \)-state \( S_A \) is \( a(S_A) - b(S_A) + 2i(S_A) = c(D) + 2i(S_A) \). Similarly, the minimal \( A \)-degree of the term for the \( B \)-state \( S_B \) is \( a(S_B) - b(S_B) - 2i(S_B) = -c(D) - 2i(S_B) \). Hence, \( \text{breadth}_A(A'(L)) = 2c(D) + 2i(S_A) + 2i(S_B) \). \( \Box \)

**Corollary 3.37.** Let \( D \) be an \( h \)-reduced connected alternating \( G \)-labeled virtual diagram for a virtual link \( L \). Then \( \text{breadth}_A(A'(L)) = 4c(D) - 4g(D) + 4 \), where \( g(D) \) is the genus of the surface that \( D \) cellularly embeds into.

**Proof.** Let \( \Sigma \) be the connected surface that \( D \) cellularly embeds into. Since \( D \) is alternating there is a checkerboard coloring, and by swapping colors if needed we may assume that in the \( S_A \) state each loop bounds a black disk and in the \( S_B \) state each loop bounds a white disk. We have that \( i(S_A) \) is the number of black disks and \( i(S_B) \) is the number of white disks. Using the crossings as 0-cells, the edges between them as 1-cells, and the white and black disks as 2-cells, we obtain a cellular decomposition of \( \Sigma \). Since \( D \) is a 4-regular graph, then by Euler characteristics we have that \( 2 - 2g(\Sigma) = c(D) - 2c(D) + (i(S_A) + i(S_B)) \). Substituting \( i(S_A) + i(S_B) = 2 - 2g(\Sigma) + c(D) \) into the previous proposition completes the proof. \( \Box \)

### 3.7 Connect sums

A virtual link \( L \) is called a **connect sum** if there is a representative surface link \( L \subset \Sigma \times I \) and a vertical annulus \( A \subset \Sigma \times I \) such that \( A \) separates \( \Sigma \times I \), \( A \) meets \( L \) transversely, and \( |L \cap A| = 2 \). A connect sum has a diagram \( D \) in a surface \( \Sigma \) such that there exists a separating circle \( C \subset \Sigma \) avoiding the crossings of \( D \) that intersects the arcs of \( D \) transversely in two points. This circle represents \( \Sigma \) as a connect sum \( \Sigma_1 \# \Sigma_2 \), and by cutting \( D \) apart along \( C \), putting the
obtains two surface link diagrams $D_1$ and $D_2$ in $\Sigma_1$ and $\Sigma_2$, respectively. If $L_1$ and $L_2$ are the respective corresponding virtual links, then we say $L = L_1 \# L_2$.

Unlike for connect sums of oriented knots, the connect sum of virtual knots is not a well-defined operation. The notation is only meant to signify that these three virtual links stand in this relation. For example, the nontrivial virtual knot in Figure 10 is a connect sum of two unknots, where perturbing the red loop to avoid the crossing yields the necessary separating circle for the decomposition. Another connect sum of two unknots that is not equivalent to this one is Kishino’s knot (Figure 7).

The virtual Kauffman bracket satisfies the relation $\langle L \rangle = \langle L_1 \rangle \langle L_2 \rangle$, but the arrow polynomial cannot satisfy such a relation in general. For example, the virtual knot in Figure 10 and Kishino’s knot both have nontrivial (and unequal) arrow polynomials. However, there is still such a relation in certain cases. Note that the $-A^2 - A^{-2}$ factor that will appear is from the fact that we do not normalize the homological arrow polynomial to be 1 for the unknot.

Given a surface link $L \subset \Sigma \times I$ with a connect sum annulus $A \subset \Sigma \times I$, then after choosing an arc in $A$ between the two points of $A \cap L$ we can produce two surface links $L_1$ and $L_2$ in $\Sigma \times I - A$ by using the arc to perform a saddle move on $L$. These links have the property that $[L] = [L_1] + [L_2]$ in $H_1(\Sigma \times I)$.

**Proposition 3.38.** Let $L \subset \Sigma \times I$ be a framed oriented surface link that is a connect sum, and, after choosing an arc in the connect sum annulus, let $L_1$ and $L_2$ be the framed oriented surface links in $\Sigma \times I$ as above. If $L$ is 1-labeled and $L_2$ is $\mathbb{Z}$-nullhomologous, then

$$(-A^2 - A^{-2})A(L) = A(L_1)A(L_2).$$

In particular, this equation holds if the connect sum annulus bounds a ball in $\Sigma \times I$.

**Proof.** Since we assume $L_2$ is $\mathbb{Z}$-nullhomologous in $\Sigma \times I$, then $[L] = [L_1]$, and so when computing the arrow polynomial we can omit all whiskers that come from the $L_2$ side of $L$. Consider the following state sum for a partial expansion of $A(L)$, where $s$ ranges over states from smoothing crossings on the $L_2$ side, $\ell(s)$ counts the number of state loops that form on the $L_2$ side, and $L_s$ is the surface link from applying the smoothings and removing all the state loops that form on the $L_2$ side:

$$A(L) = \sum_s A^{a(s)-b(s)}(-A^2 - A^{-2})^{\ell(s)}A(L_s).$$

Evidently, each $L_s$ is virtually equivalent to $L_1$ since after removing all the state loops one has a trivial arc on the $L_2$ side. Since $\ell(s)$ counts all but one state loop if we were to apply the same smoothings to $L_2$ itself, we have that

$$A(L) = A(L_1) \sum_s A^{a(s)-b(s)}(-A^2 - A^{-2})^{\ell(s)} = A(L_1)A(L_2).$$

By Theorem 3.21 we can then substitute $\langle L_2 \rangle = A(L_2)/(-A^2 - A^{-2})$, completing the proof. \hfill $\square$

**Remark 3.39.** It is important that $L_2$ is $\mathbb{Z}$-nullhomologous within the same thickened surface — the proposition is not true if we only require that $L_2$ be $\mathbb{Z}$-nullhomologous as a virtual link. Kishino’s knot is a counterexample.

**Remark 3.40.** The hypothesis for the proposition has another equivalent formulation. Letting $A$ be the connect sum annulus, let $M_1$ and $M_2$ be the two sides of $\Sigma \times I$ after cutting along $A$. Then the homological arrow polynomial is multiplicative if $[L]$ is in the image of the map $H_1(M_1) \to H_1(\Sigma \times I)$ induced from the inclusion $M_1 \hookrightarrow \Sigma \times I$. 


3.8. **Mutation.** For a surface link $L \subset \Sigma \times I$, a **Conway annulus** is a vertical annulus $A \subset \Sigma \times I$ that separates $\Sigma \times I$ such that $A$ intersects $L$ transversely in exactly four points. This corresponds to a separating circle in $\Sigma$ that intersects the diagram for $L$ in exactly four points.

We can cut $\Sigma \times I$ along $A$ (cutting $L$ in four points) to get two virtual tangles with four boundary points. We can then choose a self-diffeomorphism of $A$ that carries the four points to themselves to glue the two virtual tangles back together. If the diffeomorphism is chosen such that the pieces are glued together with matching orientations and such that the diffeomorphism acts on the four boundary points as an element of the Klein four-group (i.e., it’s either the identity or the boundary points are partitioned into two two-element orbits), then we call the resulting surface link a **Conway mutation** of $L \subset \Sigma \times I$. Regarding the orientation condition, one might imagine $\Sigma \times I$ being embedded in an ambient $\mathbb{R}^3$ and then rotating one of the pieces before regluing.

For a virtual link diagram in the plane, mutation corresponds to finding a disk whose boundary transversely intersects the diagram in four non-crossing points and then applying any composition of the following operation: choose a reflection that switches pairs of these four points, then apply it to the interior of the disk while taking its mirror image (see Figure 13). The mirror image is so that it is as if we are picking up the disk and rotating it in 3-space.

The arrow polynomial is not invariant under mutation. For example, the mutant virtual knots in Figure 14 (from [FK13]) have

$$\langle K_{3.2} \rangle_{NA} = A^{-8} - A^{-4} + 1 + (-A^{-2} + A^2)K_1$$

$$\langle K_{5.632} \rangle_{NA} = -A^{-4} + 1 - A^{-4}K_4 + (A^{-8} + A^{-4})K_2^2 + (-A^{-2} + A^2)K_1.$$  

Virtual Jones polynomials are invariant under mutation, and, as expected, substituting $K_i = 1$ for all $i$ yields identical polynomials.

However, the arrow polynomial is invariant under certain types of mutations.

**Proposition 3.41.** Let $C$ be a Conway circle for a diagram of a surface link $L$ in $\Sigma$, and let $\Sigma_1$ and $\Sigma_2$ be the closures of the two pieces of $\Sigma - C$. If $\pi_1([L])$ is in the image of the map $H_1(\Sigma_1) \to H_1(\Sigma)$ induced from the inclusion $\Sigma_1 \hookrightarrow \Sigma$, then the arrow polynomial for $L$ is invariant under every mutation with respect to $C$.

In particular, if $C$ bounds a disk in $\Sigma$ then the arrow polynomial is invariant under mutations with respect to $C$.

**Proof.** This is similar to Proposition 3.38. If $\pi_1([L])$ is in the image of $H_1(\Sigma_1) \to H_1(\Sigma)$ then we can choose a link on the $\Sigma_1$ side homologous to $L$ to compute the arrow polynomial, and so in the whisker expansion we can omit all whiskers from the $\Sigma_2$ side. We can compute a partial expansion...
using smoothings on the $\Sigma_2$ side, and, after removing closed state loops from the $\Sigma_2$ side, we put $A(L)$ into the form of a $\mathbb{Z}[A^{\pm 1}]$-linear combination of the three arrow polynomials with the $\Sigma_2$ side replaced by each of the following three virtual tangles:

These are all invariant under mutation, so therefore $A(L)$ is as well. □

**Corollary 3.42.** If $C$ is a Conway circle for a virtual link diagram of a link $L$ such that one side of $C$ contains no virtual crossings, then the arrow polynomial for $L$ is invariant under mutations with respect to $C$.

### 4. Computational investigations

We have created computer programs to compute the arrow polynomial. Appendices A and B have reference implementations written in Mathematica for the arrow polynomial and the homological arrow polynomial. These use a “virtual Temperley–Lieb planar algebra” that has been augmented with whiskers, and the implementation uses the fact that elements of this algebraic structure can be reduced to a normal form using simple rules.

There is a more-efficient JavaScript implementation of the arrow polynomial in KnotFolio [Mil20], which is an online tool at https://kmill.github.io/knotfolio/ for computing invariants of knots, and it includes a feature to identify virtual knots according to Green’s census [Gre04]. The tool can compute the $n$-cabled arrow polynomial, which is the arrow polynomial of the $n$-cabling of the 0-framing of a given oriented virtual link (and so the 1-cabled arrow polynomial is the normalized arrow polynomial itself). By computing these polynomials for small values of $n$ and consulting a pre-computed table, KnotFolio is able to uniquely identify almost all virtual knots with up to five crossings.

We also have a fast implementation of cabled arrow polynomials at https://github.com/kmill/arrow_poly written in Lean 4, a relatively new functional programming language that compiles to C and has a sophisticated dependent type system, which allows one to, entirely within Lean 4, state theorems about programs and prove them [MU21]. We have so far only used these proof capabilities to prove basic correctness properties of the program, but we plan to prove the program computes virtual knot invariants (and, once Lean 4 supports WASM, this implementation will replace the one in KnotFolio). In the meantime, our confidence in the implementations stems from the fact that the JavaScript and Lean 4 implementations, which were each implemented from scratch, calculated the same 1- and 2-cabled arrow polynomials for all the virtual knots in Green’s census with up to five crossings.

While the JavaScript implementation was designed with speed in mind, the Lean 4 implementation is significantly faster. The JavaScript computation of all 1- and 2-cabled arrow polynomials for the 2565 virtual knots in Green’s census with up to five crossings took 9.5 days of computer time on an Intel Xeon E5-2665, but the Lean 4 computation of 1-, 2-, and 3-cabled arrow polynomials for the same knots took 2.8 days of computer time on the same CPU. Note that the computation of $n$-cabled arrow polynomials for virtual knots with $c$ crossings is similar in complexity to computing virtual Jones polynomials of virtual knots with $cn^2$ crossings, and so the Lean 4 program is effectively handling 45-crossing virtual knots, with the caveat that it is pre-computing a cache of expansions of common tangles to accelerate the computation. We tested the program on 4-cabled arrow polynomials of two 5-crossing virtual knots, and each polynomial took about ten hours to compute.

We should mention that the significance of $n$-cabled arrow polynomials is that they can be used to compute what might be called the colored arrow polynomials, where the $nth$ colored arrow polynomial is from taking an $n$-cabling of the virtual link with spliced-in $nth$ Jones–Wenzl projectors.
Table 1. Virtual knots up to four crossings with non-unique arrow polynomials.
Each cell consists of virtual knots sharing arrow polynomials.

| 0.1, 4.46, 4.72, 4.98, 4.107 | 2.1, 4.33, 4.44 | 3.2, 4.27 | 3.6, 4.105 |
|-----------------------------|-----------------|-----------|------------|
| 3.7, 4.85, 4.96, 4.106      | 4.1, 4.7        | 4.2, 4.8, 4.51, 4.71 | 4.4, 4.5, 4.18, 4.30 |
| 4.9, 4.61                   | 4.11, 4.63      | 4.13, 4.55, 4.56 | 4.15, 4.29 |
| 4.16, 4.68                  | 4.19, 4.67      | 4.20, 4.34 | 4.25, 4.43 |
| 4.26, 4.47, 4.97            | 4.28, 4.45, 4.83 | 4.38, 4.49 | 4.40, 4.52 |
| 4.50, 4.70                  | 4.58, 4.75      | 4.59, 4.76, 4.77 | 4.99, 4.108 |

Table 2. Virtual knots up to five crossings with non-unique 1- and 2-cabled arrow polynomials. Each cell consists of virtual knots with the same such polynomials.

| 5.196, 5.1662 | 5.197, 5.1657 | 5.204, 5.1670 | 5.205, 5.1665 |
|----------------|----------------|----------------|----------------|
| 5.287, 5.1168 | 5.294, 5.1175 | 5.295, 5.1176 | 5.302, 5.1183 |
| 5.757, 5.760 | 5.1113, 5.1124 | 5.2322, 5.2411 | |

Table 3. Virtual knots up to five crossings with non-unique 1-, 2-, and 3-cabled arrow polynomials. Each cell consists of virtual knots with the same such polynomials. Pairs indicated by † are distinguishable by their Alexander polynomials.

| 5.196, 5.1662 | 5.197, 5.1657 | 5.204, 5.1670 |
|----------------|----------------|----------------|
| 5.205, 5.1665 | 5.287, 5.1168 † | 5.294, 5.1175 † |
| 5.295, 5.1176 † | 5.302, 5.1183 † | 5.2322, 5.2411 |

This yields an invariant in \(Q(A)[K_1, K_2, \ldots]\). Just like for colored Jones polynomials, the first \(n\) cabled arrow polynomials determine the first \(n\) colored arrow polynomials and vice versa. Also, note that given the first \(n\) cabled arrow polynomials of a virtual link one can compute the first \(n\) cabled arrow polynomials for the virtual link with any framing whatsoever — this is justification for taking the 0-framing in particular.

Now that we have described the programs, we now describe the degree to which cabled arrow polynomials distinguish virtual knots. We are using the Green census of unoriented virtual knots modulo vertical and horizontal mirror images (knots-6.txt).

For the 117 virtual knots with up to four crossings, the arrow polynomial by itself distinguishes all but the 62 in Table 1, but the 1- and 2-cabled arrow polynomials together fully determine the virtual knot. In comparison, the 1- and 2-cabled Jones polynomials are unable to distinguish the virtual knots listed in Table 4.

For the 2565 virtual knots with up to five crossings, the 1- and 2-cabled arrow polynomials together distinguish all but the 22 listed in Table 2. The 1-, 2-, and 3-cabled arrow polynomials distinguish all the five-crossing virtual knots except for the 18 in Table 3. In comparison, the 1-, 2-, and 3-cabled Jones polynomials fail to distinguish the 74 in Table 5. The Alexander polynomial is able to distinguish the four marked pairs in Table 3, hence there are only five undistinguished pairs using only these invariants.

We also computed the 4-cabled arrow polynomials of 5.196 and 5.1662 and found that it is able to distinguish this pair. Since these polynomials each take ten hours to compute we have not pursued calculating the 4-cabled arrow polynomials of the remaining pairs at this time.

It is tempting to take advantage of the fact that an \(n\)-cabling of a virtual knot is an \(n\)-component virtual link, so we might use homological arrow polynomials. However, note that the components in the \(n\)-cabling are homologous to one another and so the \(n\)-cabled arrow polynomial determines the homological arrow polynomial of the \(n\)-cabling.
Table 4. Virtual knots up to four crossings with non-unique 1- and 2-cabled Jones polynomials. Each cell consists of virtual knots with the same such polynomials.

| 0.1, 4.55, 4.56, 4.76, 4.77 | 0.1, 4.5, 4.54, 4.74 | 3.3, 4.63 | 4.1, 4.7, 4.53, 4.73 |
|-----------------------------|----------------------|-----------|---------------------|
| 4.2, 4.4, 4.6, 4.8, 4.12, 4.75 | 4.13, 4.59, 4.107 | 4.19, 4.42 | 4.26, 4.97 |
| 4.28, 4.83 | 4.95, 4.101 |

Table 5. Virtual knots up to five crossings with non-unique 1-, 2-, and 3-cabled Jones polynomials. Each cell consists of virtual knots with the same such polynomials.

| 5.15, 5.116 | 5.16, 5.117 | 5.23, 5.71 | 5.24, 5.73 | 5.25, 5.72 |
|-------------|------------|------------|------------|------------|
| 5.26, 5.74  | 5.58, 5.94 | 5.59, 5.95 | 5.60, 5.96 | 5.61, 5.97 |
| 5.196, 5.1662 | 5.197, 5.1657 | 5.204, 5.1670 | 5.205, 5.1665 | 5.287, 5.1168 |
| 5.294, 5.1175 | 5.295, 5.1176 | 5.302, 5.1183 | 5.661, 5.662 | 5.754, 5.763 |
| 5.757, 5.760 | 5.807, 5.1672 | 5.808, 5.1674 | 5.809, 5.1673 | 5.810, 5.1675 |
| 5.811, 5.814, 5.1676, 5.1679 | 5.812, 5.813, 5.1677, 5.1678 | 5.1113, 5.1124 |
| 5.1116, 5.1121 | 5.1184, 5.1187 | 5.1186, 5.1189 | 5.1190, 5.1192, 5.1193, 5.1195 |
| 5.1191, 5.1194 | 5.2322, 5.2411 |
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Appendix A. Computing the arrow polynomial

This section contains a Mathematica program for computing the non-writhe-normalized arrow polynomial of virtual links. It serves as a reference implementation and is not optimized for speed of execution.

The input to the algorithm are framed virtual knots given in oriented PD notation Recall that PD notation represents the combinatorial data of a knot diagram (a type of ribbon graph), with a node per crossing (a vertex of the ribbon graph). The edges of the ribbon graph, called arcs, are given arbitrary unique integer labels, and, for oriented virtual knots, each crossing is read off using the convention in Figure 15. The P node is useful for either representing the unknot (e.g. PD[P[1,1]]) or for whenever it might be convenient to be able to represent subdivided arcs. We are following the convention of the KnotTheory Mathematica package for oriented PD notation, where oriented crossing nodes are represented as Xp and Xm expressions. Note that PD stands for “planar diagram,” but the notation works for nonplanar diagrams (i.e., virtual knots) perfectly well. An example PD code for the virtual knot 2.1 is given in Figure 16. We choose not to represent virtual crossings in PD notation, but one is free to extend the notation to include them.

In the following listing, the rules in arrowRules give the expansion of oriented crossings using whiskers as described in the proof of Lemma 2.10. Since we wish to normalize the arrow polynomial such that the arrow polynomial of the zero-framed unknot is 1, the arrow function cuts open the virtual link to form a 1-1 tangle since this saves having to divide by $-A^2 - A^{-2}$ in the end.

---

2See http://katlas.org/wiki/Planar_Diagrams.
Figure 15. Node types for oriented PD codes, following the convention for the KnotTheory Mathematica package. For unoriented PD codes, both crossing types are represented as $X[a,b,c,d]$.

Figure 16. The “virtual trefoil” 2.1 with arc labeled 1–4, with labels displayed for arcs around each crossing. This has PD code $PD[Xm[1,2,3,4],Xm[4,3,1,2]]$. We do not represent virtual crossings in PD codes.

ClearAll[whiskers, K, arrow];

(* K[n] corresponds to the variable K_n *)
K[0] = 1;

(* whiskers[n, a, b] represents a path from arc id a to arc id b with n whiskers to the left if n is positive, and -n whiskers to the right if n is negative *)

whiskers /: whiskers[n_, a_, b_] whiskers[m_, b_, c_] := whiskers[n + m, a, c];
whiskers /: whiskers[n_, a_, b_] whiskers[m_, c_, b_] := whiskers[n - m, a, c];
whiskers /: whiskers[n_, a_, b_] whiskers[m_, a_, c_] := whiskers[n - m, c, b];
whiskers /: x_whiskers^2 := x x; (* activate above rules *)
whiskers[n_, a_, a_] := (-A^2 - A^-2) K[Abs[n]/2];
whiskers[n_, a_, b_] /; b < a := whiskers[-n, b, a]; (* a normalization *)

arrowRules = {
  Xp[a_, b_, c_, d_] :>
    A whiskers[0, a, b] whiskers[0, c, d]
    + A^-1 whiskers[-1, a, d] whiskers[1, c, b],
  Xm[a_, b_, c_, d_] :
    A^-1 whiskers[0, b, c] whiskers[0, d, a]
    + A whiskers[-1, b, a] whiskers[1, d, c],
  P[a_, b_] :> whiskers[0, a, b]
};

arrow[pd_PD] := With[{
  max = Max[List @@ (List @@ pd))],
  With[{newpd = ReplacePart[pd, FirstPosition[pd, max] -> max + 1]},
    (* Now newpd is a 1-1 tangle *)
    With[{exp = Expand[Times @@ (newpd /. arrowRules)] /.
        whiskers[n_, max, max + 1] :> K[Abs[n]/2]
    },
    ...],
};
(* 2.1 - Virtual trefoil *)
In[1]:= green2n1 = PD[Xm[1, 2, 3, 4], Xm[4, 3, 1, 2]];
In[2]:= arrow[green2n1]
Out[2]= 1/A^2 + K[1] - A^4 K[1]

(* 3.7 - Virtualized trefoil *)
In[3]:= green3n7 = PD[Xm[2, 5, 1, 4], Xp[4, 6, 3, 1], Xp[6, 2, 5, 3]];
In[4]:= arrow[green3n7]
Out[4]= -A^3 K[1]^2 + (-1 + K[1]^2)/A^5

(* Virtual Hopf link *)
In[5]:= vhopf = PD[Xm[1, 2, 1, 2]];
In[6]:= arrow[vhopf]
Out[6]= 1/A + A K[1]

(* 4.105 *)
In[7]:= green4n105 = PD[Xp[8, 4, 7, 5], Xp[4, 8, 3, 1],
Xp[2, 6, 1, 7], Xp[6, 2, 5, 3]];
In[7]:= arrow[green4n105]
Out[7]= 1 - 1/A^4 + A^8

**Appendix B. Computing the homological arrow polynomial**

This section gives a reference implementation in Mathematica for the homological arrow polynomial $A(L)$ of a framed virtual link $L$ given in oriented PD notation (see Appendix A for a review).

This implementation supports components labeled from the set $\{1, \ldots, 10\}$ by encoding the component label of an arc by its label modulo 10, so for example arc 5 component 1 would be labeled by 51 in the PD code. It is up to the user to verify that all arc ids in a given component are the same modulo 10. Different components may be given the same component label.

Note that, in contrast to arrow in Appendix A, the $\text{harrow}$ function does not normalize the unknot to be 1, and instead $\text{harrow}[\text{PD}[P[11, 11]]]$ is $-A^2 - A^{-2}$. For simplicity of implementation, the variables $X_{\pm(i_1, \ldots, i_n)}$ and $X_{\pm(i_1, \ldots, i_n, 0)}$ are equal.

\begin{verbatim}
ClearAll[X, hwhiskers, V, mkV, harrow];

(* X[i1,i2,...] represents X_{\pm(i1,i2,...)} *)
X[cs___, 0] := X[cs];
X[] = 1;

(* Normalize tuple such that first nonzero index is positive. *)
X[zeros : (0 ...), c_, cs___] /; c < 0 := X[zeros, -c, Sequence @@ (-{cs})]

(* Vectors in Z^infinity *)
V[cs___, 0] := V[cs];
V /: V[cs1___] + V[cs2___] := With[{l1 = {cs1}, l2 = {cs2}},
    With[{l1x = Join[l1, Table[0, Length[l2] - Length[l1]]],
        l2x = Join[l2, Table[0, Length[l1] - Length[l2]]]},
        V @@ (l1x + l2x)]];
V /: n_Integer V[cs___] := V @@ (n {cs});

(* Creates a unit vector using the arc id modulo 10 *)
mkV[id_] := With[{label = Mod[id, 10, 1]}, V @@ UnitVector[label, label]];
\end{verbatim}
(* hwhiskers[vec, a, b] is an arc from a to b with leftward whiskers described by vec *)

hwhiskers /: hwhiskers[n_, a_, b_] hwhiskers[m_, b_, c_] := hwhiskers[n + m, a, c];

hwhiskers /: hwhiskers[n_, a_, b_] hwhiskers[m_, c_, b_] := hwhiskers[n - m, a, c];

hwhiskers /: hwhiskers[n_, a_, b_] hwhiskers[m_, a_, c_] := hwhiskers[n - m, c, b];

hwhiskers /: x_hwhiskers^2 := x x;

hwhiskers[n_, a_, a_] := (-A^2 - A^-2) X @@ n;

hwhiskers[n_, a_, b_] /; b < a := hwhiskers[-n, b, a]; (* a normalization *)

hArrowRules = {
  Xp[a_, b_, c_, d_] :> 
    A hwhiskers[V[], a, b] hwhiskers[mkV[c] - mkV[d], d, c] + A^-1 hwhiskers[mkV[a], d, a] hwhiskers[mkV[b], c, b],
  Xm[a_, b_, c_, d_] :> 
    A^-1 hwhiskers[V[], b, c] hwhiskers[mkV[d] - mkV[a], a, d] + A hwhiskers[mkV[b], a, b] hwhiskers[mkV[c], d, c],
  P[a_, b_] := hwhiskers[V[], a, b]
};

harrow[pd_PD] :=
  Expand[Times @@ (pd /. hArrowRules)] // Collect[#, A, Collect[#, _X, Simplify] &] &;

Examples:

(* 2.1 - Virtual trefoil *)
In[1]:= harrow[PD[Xm[11, 21, 31, 41], Xm[41, 31, 11, 21]]]
Out[1]= -1 - 1/A^4 + (-1/A^2 + A^6) X[2]

(* Virtual Hopf link *)
In[2]:= harrow[PD[Xm[11, 22, 11, 22]]]
Out[2]= (-1/A^3) - A X[1, -1] + (-1/A) - A^3) X[1, 1]

(* Virtual Hopf link, both components with same label *)
In[3]:= harrow[PD[Xm[11, 21, 11, 21]]]
Out[3]= -(1/A^3) - A + (-1/A) - A^3) X[2]

(* The link from Figure 9 *)
In[4]:= harrow[PD[Xm[82, 31, 72, 21], Xm[72, 41, 62, 31], 
                     Xm[21, 52, 11, 82], Xm[11, 62, 41, 52]]]
Out[4]= 1 + 2/A^4 + A^8 + (1/A^12 - 2/A^4 + A^4) X[1, -1]^2
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