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ABSTRACT

Transmission spectroscopy at UV wavelengths is a rich and largely unexplored source of information about the upper atmospheres of extrasolar planets. So far, UV transit observations have led to the detection of atomic hydrogen, oxygen, and ionized carbon in the upper atmosphere of HD209458b. The interpretation of these observations is controversial—it is not clear if the absorption arises from an escaping atmosphere interacting with the stellar radiation and stellar wind, or from the thermosphere inside the Roche lobe. In this paper, we introduce an empirical model that can be used to analyze UV transit depths of extrasolar planets. We use this model to interpret the transits of HD209458b in the H 1 1216 and the O i 1304 triplet emission lines. The results indicate that the mean temperature of the thermosphere is $T = 8000–11,000$ K and that the H$_2$/H dissociation front is located at pressures between $p = 0.1$ and 1 μbar, which correspond to a distance $r \approx 1.1 \, R_p$ from the center of the planet. The upper boundary of the model thermosphere is located at $r = 2.7–3 \, R_p$, above which the atmosphere is mostly ionized. We find that the H i transit depth in the wings of the H Lyα line reflects the optical depth of the thermosphere, but that the atmosphere also overflows the Roche lobe. By assuming a solar mixing ratio of oxygen, we obtain an O i transit depth that is statistically consistent with the observations. An O i transit depth comparable to the H i transit depth is possible if the atmosphere is undergoing fast hydrodynamic escape, the O/H ratio is supersolar, or if a significant quantity of neutral oxygen is found outside the Roche lobe. We find that the observations can be explained solely by absorption in the upper atmosphere and extended clouds of energetic neutral atoms or atoms strongly perturbed by radiation pressure are not required. Due to the large uncertainty in the data, repeated observations are necessary to better constrain the O i transit depths and thus the composition of the thermosphere.
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1. INTRODUCTION

Visible and near-IR spectroscopy of transiting extrasolar planets has led to the detection of Na i, H$_2$O, CH$_4$, CO, and CO$_2$ (Charbonneau et al. 2002; Tinetti et al. 2007; Swain et al. 2008, 2009) in the atmospheres of extrasolar giant planets (EGPs). Discoveries such as these have helped to shift the emphasis in the study of extrasolar planets from mere detection toward characterization of the dynamics and composition of their atmospheres. Modeling and observations of a large variety of objects allow us to constrain theories of the formation and evolution of different planets and their atmospheres. In this respect, studies of mass loss from the atmospheres of close-in EGPs and terrestrial planets are particularly important. In addition to being interesting in their own right, these studies are valuable for constraining models of the early stages of the evolution of atmospheres in the solar system.

Approximately 25% of the currently known extrasolar planets orbit within 0.1 AU from their host stars. 2 At such small orbital distances, these planets are subject to intense stellar irradiation. In particular, the outermost layers of the atmosphere are strongly ionized and heated by the absorption of FUV (1220–2000 Å) and EUV (100–1220 Å) radiation, which leads to the formation of the thermosphere (e.g., Yelle 2004; Garcia Munoz 2007; Koskinen et al. 2007). Modeling indicates that the thermospheres of close-in EGPs are hot, greatly extended, and their composition is dominated by atomic and ionic constituents. The same should apply to close-in super-Earths orbiting M dwarf stars. These are the closest types of objects to an Earth-like habitable planet whose atmospheres we may be able to probe with space-borne or ground-based telescopes in the near future (e.g., Palle et al. 2009; Charbonneau et al. 2009). As a consequence, the UV transit depths of extrasolar planets should be much larger than the visible and IR transit depths because the observations probe the extended thermosphere that strongly absorbs UV radiation in electronic resonance lines.

Transit observations of extrasolar planets in the FUV were pioneered by Vidal-Madjar et al. (2003, hereafter VM03) and Vidal-Madjar et al. (2004, hereafter VM04) who detected atomic hydrogen, oxygen, and ionized carbon in the upper atmosphere of the transiting planet HD209458b. All of these detections were obtained by using the Space Telescope Imaging Spectrograph (STIS) on board the Hubble Space Telescope. VM03 used the G140M grating to observe three transits of HD209458b in the wavelength range covering the stellar H Lyα emission line. The spectral resolution of ~0.08 Å revealed characteristics of the absorption line profiles. VM04 used the G140L grating with a low spectral resolution of ~2.5 Å to observe four transits in the wavelength range of [1180, 1710] Å and detected absorption in the O i 1304 and C ii 1335 stellar emission lines.

VM03 deduced an H i transit depth of 15% ± 4% from the ratio of the flux in two wavelength regions around the core of the H Lyα line to the flux in the wings of the line during transit. Based on this observation, they concluded that H i overflows the Roche lobe with a mass loss rate of $dM/dt > 10^{-7}$ kg s$^{-1}$. They also suggested that the planet is followed by a cometary tail that is shaped by stellar radiation pressure acting on the escaping hydrogen. Later, Ben-Jaffel (2007, hereafter BJ07) and Ben-Jaffel (2008, hereafter BJ08) presented a thorough and convincing reanalysis of the same data. Based on this analysis,
BJ08 argued that there is no evidence for a cometary tail in the transit light curve or the detailed transit depth measurements. Further, he showed that the observed absorption may arise from atomic hydrogen below the Roche lobe and that the H\textsc{i} absorption line profile is broadened by thermal and natural broadening in the thermosphere of the planet. However, his results also imply that hydrogen overflows the Roche lobe, and thus the atmosphere is still evaporating (Vidal-Madjar et al. 2008).

VM04 used the low-resolution G140L data to obtain O\textsc{i} and C\textsc{ii} transit depths of 13\% ± 4.5\% and 7.5\% ± 3.5\%, respectively. They also calculated a full-width H\textsc{i} transit depth of 5\% ± 2\% from the unresolved H Ly\alpha line and claimed that this transit depth is consistent with the much stronger absorption observed within a limited section of the line profile by VM03. Further, they argued that the large O\textsc{i} and C\textsc{ii} transit depths are possible because these species overflow the Roche lobe and the absorption lines are broadened by the velocity dispersion of the escaping gas. Thus, the observations were interpreted as proof that the atmosphere is undergoing fast hydrodynamic escape.

Ben-Jaffel & Hosseini (2010, hereafter BJ10) published a thorough reanalysis of the G140L data. They obtained revised full-width H\textsc{i}, O\textsc{i}, and C\textsc{ii} transit depths of 6.6\% ± 2.3\%, 10.5\% ± 4.4\%, and 7.4\% ± 4.7\%, respectively. We note that these depths are only 2\sigma, 1.93\sigma, and 1.15\sigma, respectively, away from the FUV continuum transit depth of ∼2\%. The more detailed H\textsc{i} transit depth measurements reported by BJ08 provide stronger constraints for the H Ly\alpha line but no such constraints are available for the O\textsc{i} and C\textsc{ii} transits. In order to explain the large transit depths in these lines, BJ10 argued that oxygen and ionized carbon are preferentially heated to a temperature more than 10 times higher than the temperature of hydrogen within a layer in the atmosphere located between ∼2.25 R\textsubscript{p} and the boundary of the Roche lobe at 2.9 R\textsubscript{p}.

Linsky et al. (2010) obtained new transit observations of HD209458b with the Cosmic Origins Spectrograph (COS). By using the G130M grating, which covers the 1140–1450 Å spectral region, they observed transit depths of 7.8\% ± 1.3\% in the C\textsc{ii} 1335 lines and 8.2\% ± 1.4\% in the Si\textsc{iii} 1206.5 line. The sensitivity of COS and the spectral resolution of the G130M grating are much higher than the sensitivity of STIS and the spectral resolution of the G140L grating. These differences give rise to a smaller uncertainty in the C\textsc{ii} transit depth compared to those previously reported by VM04 or BJ10 and confirm the original detection. Unfortunately, the transits in the H Ly\alpha and O\textsc{i} 1304 emission lines could not be analyzed because the geocoronal emission observed through the large aperture of COS overwhelms the stellar signal in these lines.

Most analyses of the HD209458b UV absorption signatures to date have either been limited to first-order deductions, such as the effective size of the absorbing obstacle (VM03; VM04) or been based on complicated first principle models for the atmosphere (Tian et al. 2005; Garcia Munoz 2007; Murray-Clay et al. 2009; BJ10). We believe that there is an important role for an intermediate class of models that satisfy some basic physical constraints, but parameterize aspects of the atmosphere that are difficult or impossible to predict accurately. For example, it is well established that the thermosphere of HD209458b should be composed primarily of H and H\textsuperscript{+}, but the location of the transition from H\textsubscript{2} to H is uncertain with different physical models making vastly different predictions (Liang et al. 2003; Yelle 2004; Garcia Munoz 2007). Moreover, the boundary between the atmosphere and interplanetary space is dependent upon the unknown strength of the stellar wind and the planetary and interplanetary magnetic field and has yet to be modeled in a realistic fashion. Finally, although it seems well established that the temperature is of the order 10,000 K, the precise value depends on the heating efficiencies, which have yet to be calculated, and radiative cooling by minor species, which is not included in any of the models. Because of these uncertainties it is important to analyze the data in a way that makes clear what aspects of the atmosphere are constrained by the observations and which are not.

In this paper, we introduce a generic methodology that can be used to interpret UV transit light curves in stellar emission lines. We demonstrate this methodology by using a simple empirical model of the thermosphere to analyze the H\textsc{i} and O\textsc{i} transit depths of HD209458b summarized by BJ10. In Section 2, we introduce a model for calculating transit light curves for planets with extended atmospheres and discuss the basic features of the model thermosphere. In Section 3, we discuss the H\textsc{i} transit depth measurements in detail and confirm that they can be explained by absorption by atomic hydrogen below the Roche lobe. Nevertheless, we also show that the core of the H Ly\alpha absorption line is optically thick up to the Roche lobe and that the atmosphere is evaporating. Further, we demonstrate that the disagreement between BJ08 and VM03 is due to differences in the treatment of the data and different definitions of the transit depth.

In the rest of Section 3, we discuss the transits in the O\textsc{i} 1304 triplet lines and show that the empirical model thermosphere with a solar abundance of oxygen can be used to obtain transit depths that are statistically consistent with the observations. We also address the feasibility of the idea that energetic oxygen atoms are present in the thermosphere of HD209458b and present alternative ways to explain O\textsc{i} transit depths that are comparable to or larger than the full-width H\textsc{i} depth. We conclude Section 3 by discussing a variety of different models for the thermosphere of HD209458b and use them to calculate transit depths. In Section 4 we discuss the feasibility of our assumptions, and in Section 5 we summarize our findings and conclusions.

2. METHOD

2.1. Transit Light Curves

In order to compare the observed UV transit depths with models of the thermosphere, we need to calculate the flux decrement of the stellar emission lines observed at Earth at different times $t$ during the transit. The transit depth $T_\lambda(t)$ at the spectral channel centered on $\lambda$ is given by

$$T_\lambda(t) = \frac{1}{d_E^2 F_0(\lambda)} \int_{\lambda'} S(\lambda - \lambda') d\lambda' \times \int_{A_d} I(\lambda', x) \exp[-\tau(\lambda', t, x) - \tau_{ISM}(\lambda')] dA_d,$$

where $d_E$ is the distance to Earth, $S(\lambda - \lambda')$ is the instrument response function, $I(\lambda, x)$ is the specific intensity of the star expressed as a function of position $x$ on the stellar disk of area $A_d$, $\tau(\lambda', t, x)$ is the optical depth due to the planet and its atmosphere along the line of sight (LOS) from the host star to the observer, $\tau_{ISM}(\lambda)$ is the optical depth of the interstellar medium (ISM) along the sightline to the star, and $F_0(\lambda)$ is the
out-of-transit flux observed at Earth. We note that interstellar absorption does not affect the transit depth unless the ISM is optically thick. In that case the transmitted flux is so small that the observations cannot be used to calculate transit depths. This affects the analysis of transit depths calculated from unresolved or partly resolved stellar emission lines.

The optical depth \( \tau(\lambda, t, x) \) is a complicated function of time and position, and in general Equation (1) cannot be integrated analytically. In order to integrate the equation numerically, we adopted a Cartesian coordinate system with the origin at the center of the stellar disk. At time \( t \), the coordinates of the center of the planet in this system are

\[
d(t) = \xi(t)\sqrt{1 - \cos^2[\alpha(t)]},
\]

\[
b(t) = \xi(t)\cos(i)\cos[\alpha(t)],
\]

where \( d \) and \( b \) are the absolute values of the \( x \) and \( y \) coordinates of the planet, respectively, \( \xi \) is the distance between the centers of the star and the planet, \( i \) is the inclination, and \( \alpha \) is the angle between the LOS to Earth and the line joining the centers of the planet and the star in the orbital plane. The \( y \) coordinate of the planet at the center of the transit, \( b_c = \xi_c \cos(i)/R_\ast \), expressed in terms of the stellar radius \( R_\ast \), is known as the impact parameter. The angle \( \alpha \) is related to the true anomaly \( \theta(t) \) of a given orbital position by \( \alpha = [\theta(t) - \theta_c] \), where \( \theta_c \) is the true anomaly at the center of the transit. If the orbit is circular, obtaining \( \alpha \) is straightforward. For an eccentric orbit the distance \( \xi \) and true anomaly \( \alpha \) as a function of time can be calculated by solving Kepler’s equation (e.g., Koskinen et al. 2009).

2.2. Optical Depth

Assuming that the atmosphere is spherically symmetric, the optical depth \( \tau(\lambda, z) \) at wavelength \( \lambda \) along an LOS with a tangent altitude \( z \) from the center of the planet is given by

\[
\tau(\lambda, z) = 2 \int_z^\infty \frac{\sigma_s(p, T) n_s(r) r dr}{\sqrt{r^2 - z^2}},
\]

where \( n_s \) is the number density of the absorbing species \( s \), \( \sigma_s \) is the absorption cross section, \( p \) is pressure, \( T \) is the temperature, and \( r \) is the distance from the center of the planet. We note that \( p \) and \( T \) depend on the altitude \( r \) and thus \( \sigma_s \) is a function of altitude. For individual absorption lines the cross section is given by

\[
\sigma_s(p, T) = \frac{e^2 \Delta \lambda_D}{4\epsilon_s m_e c^2} \frac{f_o}{\sqrt{\pi} \Delta \lambda_D} \phi_s(a, v),
\]

where \( f_o \) is the oscillator strength, \( \phi_s(a, v) \) is the Voigt function, and \( \Delta \lambda_D \) is the Doppler broadening parameter.

The relationship between the tangent altitude \( z \) and the \( x \) and \( y \) coordinates of a position on the stellar disk is given by

\[
z^2(t, x, y) = [x - d(t)]^2 + [y - b(t)]^2.
\]

This relationship can be used to calculate \( z \) for any point on the stellar disk and the LOS optical depth \( \tau(\lambda, z) \) can then be calculated by integrating Equation (4). If the atmosphere is not spherically symmetric, the problem of obtaining the LOS optical depth as a function of position on the stellar disk is much more complicated. In that case, Equation (4) must be integrated separately for each latitude point, taking into account the longitudinal variation of the atmosphere along the LOS. This technique may be relevant if, for instance, future observations of UV transit light curves indicate that the upper atmosphere deviates significantly from a spherical shape.

As stated above, we integrated Equation (1) numerically in Cartesian coordinates centered on the stellar disk. We used Simpson’s rule to set up a sequence of one-dimensional integrals in the \( y \)-direction that cover the disk of the star in the \( x \)-direction. This technique is iterative and the algorithm increases the number of points on the stellar disk until a certain predetermined numerical precision is achieved (see Section 4.6 of Press et al. 1992). The transit depths in the UV are of the order of 1%–10%, and thus we required numerical errors less than 0.1% in all of our simulations. Given a model atmosphere, Equation (4) was integrated by using the method described by Smith & Hunten (1990; see Section 2.3 below). The optical depths were calculated for a fixed altitude grid of the model atmosphere, and the values were interpolated to the appropriate stellar disk coordinates by the algorithm that was used to integrate Equation (1). Voigt functions were evaluated numerically by using the method of Humlicek (1982).

2.3. Model Atmosphere

Model atmospheres based on hydrodynamics and photochemistry are complicated and time-consuming to use. In addition, they are based on many uncertain assumptions that cannot always be changed easily to match the observations. In order to fit the data without the bias due to any individual model, we have constructed a simple empirical model of the upper atmosphere of HD209458b. This model is based on only a few free parameters that can be constrained by the generic features of the more complex models. Figure 1 shows the structure of the upper atmosphere and highlights some of the important transition altitudes of the model. The lower boundary of the thermosphere is located near the pressure of \( p_b = 0.1 \mu \text{bar} \), at a radius of \( r_b \approx 1.1 R_\ast \). This is because the stellar EUV radiation, which causes intense heating and ionization of the upper atmosphere, is almost fully absorbed above the 1 \( \mu \text{bar} \) level and as a result the volume heating rate peaks near the 0.1 \( \mu \text{bar} \) level (Koskinen et al. 2010). At higher altitudes \( H_2 \) is dissociated thermally and by dissociative photoionization. This is also true of the more complex molecules, and at \( r > 1.1 R_\ast \) the atmospheric constituents appear as atoms or atomic ions (Yelle 2004; Garcia Munoz 2007).

We assume that the lower atmosphere below \( r_b \) is opaque to the UV radiation considered in this study and that the mean effective temperature is \( T = 1300 \text{K} \) up to the lower boundary of the thermosphere. This temperature, together with the assumption of hydrostatic equilibrium, is used to constrain the vertical extent of the lower atmosphere. We note that X-rays and mid-UV radiation penetrate to the \( \mu \text{bar} \) levels, while the bulk of the visible radiation penetrates down to the \( \sim 1 \text{ bar} \) level or slightly above it. Thus, these types of radiation do not have a significant effect on the thermosphere where the conditions are largely determined by EUV heating and ionization.

Several different models suggest that the temperature of the thermosphere is \( T \sim 10,000 \text{K} \) (e.g., Yelle 2004; Garcia Munoz 2007; Murray-Clay et al. 2009; Koskinen et al. 2010). Consequently, the pressure scale height is relatively large, reaching values of \( H_p > 7000 \text{ km} \). This implies that the thermal escape parameter \( \lambda_T = r/H_p < 13 \), and thus several authors have suggested that the upper atmosphere of HD209458b is
undergoing fast hydrodynamic escape\(^3\) (e.g., Lammer et al. 2003; Tian et al. 2005; García Muñoz 2007; Murray-Clay et al. 2009). Despite this possibility we assume that the density profile is hydrostatic. This assumption is justified because the density profile is approximately hydrostatic up to the critical level at \(r_c \approx 3 R_p\) even when the atmosphere is escaping at supersonic speed at higher altitudes.

Based on the ratio of the vertical advection term to the pressure gradient term in the momentum equation, the outflow velocity must be nearly equal to or faster than the speed of sound for the departure from hydrostatic equilibrium to be significant globally. Most models indicate that the mass loss rate from the atmosphere of HD209458b is limited to \(\sim 10^{-7} - 10^{-8}\) kg s\(^{-1}\) by the available EUV energy. The pressure at \(r_c \approx 3 R_p\) in the empirical model shown in Figure 1 is \(p \approx 0.04\) nbar, which implies that the vertical velocity at the critical level is \(v_r \approx 1-10 \text{ km s}^{-1}\). Due to the conservation of mass, the vertical velocity is inversely proportional to density and thus it decreases steeply with decreasing altitude. For example, at \(p = 1\) nbar, which corresponds to the radius of \(r = 1.7 R_p\), the vertical velocity required to support mass loss is only \(v_r = 30-300\) m s\(^{-1}\). Such a slow vertical velocity does not cause a significant deviation from hydrostatic equilibrium in the thermosphere (e.g., Yelle 2004).

Given a hydrostatic density profile, we integrated Equation (4) numerically. For the purposes of the numerical solution, we created a grid with an altitude spacing of 0.01 \(R_p\) for the thermosphere. The number density \(n_s\) of species \(s\) at altitude \(r_k\) corresponding to the grid point \(k\) is simply given by

\[
n_s(r_k) = x_s m(r_k-1) \exp(\lambda_T(r_k) - \lambda_T(r_{k-1})),
\]

where \(x_s\) is the volume mixing ratio of species, \(s\), and \(n\) is the total number density. The thermal escape parameter, \(\lambda_T\), is given by

\[
\lambda_T(r_k) = \frac{GM_s m_{k-1}}{kT_{k-1} r_k},
\]

where \(m_{k-1}\) and \(T_{k-1}\) are the mean molecular weight and temperature, respectively, at a lower grid point \(k - 1\).

In order to match the observations, we treated the number density at the lower boundary \(n_b\), the mean temperature of the thermosphere \(T\), and the mixing ratios \(x_s\) as free parameters. In practice, we varied \(p_b\) and \(T\), thus constraining \(n_b\), and assumed a multiple of the solar composition to fix \(x_s\). The resulting mixing ratios of \(H,\ He,\ C,\ O,\ \text{and}\ N\) were used to calculate the mean molecular weight \(m\). The upper boundary of the model is at a distance \(R_e\) from the center of the planet and at \(r > R_e\) the atmosphere is mostly ionized. The distance \(R_e\) need not be the same for different species and generally it depends on the ionizing flux, photoabsorption cross sections, photochemical reaction rates, and the outflow velocity. We assumed that the column densities of the neutral species are negligible above \(R_e\) and treated it as a free parameter for each species.

We also assumed uniform mixing throughout the model atmosphere and that diffusive separation does not take place in the thermosphere. This assumption is justified because the large pressure scale height in the atmosphere of HD209458b may lead to efficient turbulent mixing. In general, diffusive separation occurs when the coefficient of turbulent (eddy) diffusion, \(D_s\), is smaller than the coefficients of molecular diffusion, \(D_m\), for different species. The coefficient of eddy diffusion can be estimated crudely as \(K_T \sim v_r H_p\) (e.g., Atreya 1986), where \(v_r\) is the characteristic velocity of turbulence. The pressure scale height in the extended thermosphere of HD209458b is \(H_p > 10^6\) m and consequently it is possible that \(K_T > 10^6\) m\(^2\) s\(^{-1}\). The coefficients of molecular diffusion reach similar values at \(p < 20\) nbar (Koskinen et al. 2010) indicating that uniform mixing can take place up to the nbar levels.

Drag forces between the escaping hydrogen and minor species can also lead to uniform mixing of the thermosphere. Whether or not a heavier atom moves along with hydrogen depends on its mass. If the mass of the atom is smaller than the crossover mass \(M_c\), the drag forces are strong enough to prevent diffusive separation. Approximately, the crossover mass is given by (Hunten et al. 1987)

\[
M_c = M_H + \frac{kTF}{b \chi_H},
\]

where \(M_H\) is the mass of atomic hydrogen, \(F\) is the escape flux, and \(b\) is the binary diffusion coefficient for hydrogen and the heavier species. Assuming a mass loss rate of \(dM/dt = 10^7-10^8\) kg s\(^{-1}\) and a binary diffusion coefficient of \(b \sim 1.6 \times 10^{22}\) m\(^2\) s\(^{-1}\), we obtain the crossover mass between 10 and 100 amu. This implies that drag forces affect the mixing ratios of oxygen and carbon atoms and could explain a significant abundance of these atoms in the thermosphere.

3. RESULTS

3.1. The Distribution of Hydrogen

In this section, we investigate the degree to which the existing UV transit observations of HD209458b are consistent with
the simple atmospheric model described in Section 2.3. We begin by describing the fitting of the model to the transit depth measurements covering the full width of the stellar H Ly\(\alpha\) emission line profile in the wavelength range of [1212, 1220]\(\AA\). We note that VM04 obtained a line-integrated absorption depth of 5.3\% \pm 1.8\% in this wavelength range while BJ10 obtained a higher depth of 6.6\% \pm 2.3\%.

In order to calculate the depth of the transit, we used Equation (1) together with the absorption line parameters listed in Table 1. We simulated the stellar emissions by using the H Ly\(\alpha\) line profile of HD209458b calculated by Wood et al. (2005, hereafter W05). This line profile is based on a high-resolution spectrum obtained with the STIS E140M grating and it was generated by reversing the absorption of the line profile by the ISM. We fitted a sum of three Gaussian distributions to the pre-ISM line profile to represent the self-reversed core and the broad wings of the line. We then scaled the line-integrated flux to match with the observations of HD209458b analyzed by BJ07 after accounting for interstellar absorption.

Most of the flux contained within the line profile is absorbed by the ISM, and thus it is important to make sure that the model fluxes are properly attenuated before the line-integrated transit depth is calculated. W05 measured a column density of \(N_{H} = (2.34 \pm 0.1) \times 10^{22} \text{ m}^{-2}\) and a Doppler broadening parameter of \(b_{D} = 12.3 \pm 1.3 \text{ km s}^{-1}\) along the LOS to HD209458b. This Doppler parameter is typical of the local interstellar medium (LISM) where the temperature is thought to vary between \(T_{\text{LISM}} = 7000–12,000 \text{ K}\) (Landsman & Simon 1993). The column density, on the other hand, is relatively low and indicates that the LOS to HD209458 traverses a low-density region of the LISM. We calculated the extinction as a function of wavelength by using these parameters and adopting a Voigt function to simulate thermal and natural broadening in the ISM. Figure 2 illustrates the effect of interstellar absorption on our model line profile.

We note that absorption due to interstellar dust is negligible along the LOS to HD209458 at H Ly\(\alpha\) wavelengths. The LOS does not intersect any of the nearby interstellar clouds (Frisch & York 1991) and thus \(E(B – V)\) can be estimated from the relationship for “intercloud” stars (Bohlin et al. 1978):

\[
N(H\text{I}) = (5.0 \times 10^{25} \text{ m}^{-2} \text{ mag}^{-1})E(B – V). \tag{10}
\]

This implies that \(E(B – V) = 4.7 \times 10^{-4} \text{ mag}\) and consequently the Galactic mean reddening curve corresponding to \(R_{Y} = A_{Y}/E(B – V) = 3.1\) can be used to estimate the amount of absorption due to dust at UV wavelengths (Green et al. 1992). Adopting the reddening curve of Fitzpatrick (1999), we estimated that the interstellar absorption due to dust at H Ly\(\alpha\) wavelengths is \(\sim 5 \times 10^{-3} \text{ mag}\). This means that less than 0.5\% of the radiation is absorbed.

We obtained the observed full-width H Ly\(\alpha\) transit depth of 6.6\% by adopting a mean temperature of \(T = 11,000 \text{ K}\) and assuming that most of the hydrogen in the atmosphere of HD209458b is ionized above \(R_{p} \approx 2.9 \text{ R}_p\). The rest of the free parameter values for this best-fitting empirical model, labeled M1, and the other models discussed in this paper are listed in Table 2. In order to illustrate the appearance of the transit in real observations, we convolved the data with the line-spread function (LSF) appropriate for the STIS G140M grating. Figure 3 shows the resulting synthetic stellar H Ly\(\alpha\) line in and out of transit.

The location of the upper boundary in the M1 model agrees with models of the thermosphere, which suggest that the H/H\(^+\) ionization front is located between \(R_{p} = 1.5 \text{ and } 5 \text{ R}_p\) (Yelle 2004; Garcia Munoz 2007). It is also close to the boundary of the Roche lobe in the direction perpendicular to the LOS at \(R_{H,\perp} \sim 2.9 \text{ R}_p\). Further, the pressure at \(R_{p}\) is \(p = 0.04\) nbar.

### Table 1: Absorption Line Parameters\(^{a,b}\)

| Line       | \(\lambda_{0}(\text{Å})\) | \(f_{0}\) | \(A_{0}(\text{s}^{-1})\) | \(\Delta \lambda_{D}(\text{Å})\) | \(\sigma_{0}(\text{m}^{2})\) |
|------------|-----------------|--------|-----------------|-----------------|-----------------|
| H Ly\(\alpha\) | 1215.67          | \(4.164 \times 10^{-1}\) | \(6.265 \times 10^{8}\) | 0.087          | \(5.87 \times 10^{-18}\) |
| D Ly\(\beta\)   | 1215.34          | \(4.165 \times 10^{-1}\) | \(6.270 \times 10^{8}\) | 0.062          | \(6.23 \times 10^{-18}\) |
| O\(\text{i}\) 1302 | 1302.17          | \(4.887 \times 10^{-2}\) | \(3.204 \times 10^{8}\) | 0.023          | \(2.95 \times 10^{-18}\) |
| O\(\text{i}\) 1304 | 1304.86          | \(4.877 \times 10^{-2}\) | \(1.911 \times 10^{8}\) | 0.024          | \(2.95 \times 10^{-18}\) |
| O\(\text{i}\) 1306 | 1306.03          | \(4.873 \times 10^{-2}\) | \(6.352 \times 10^{7}\) | 0.024          | \(2.95 \times 10^{-18}\) |

**Notes.**

\(^{a}\) From Morton (1991) and Morton (2003).

\(^{b}\) Doppler FWHMs (\(\Delta \lambda_{D}\)) and central cross sections were calculated for \(T = 10,000 \text{ K}\).
which is comparable to the pressure of the solar wind scaled to \( a = 0.047 \) AU. Thus, if the planet lacks a significant magnetic field (e.g., Griessmeier et al. 2004), the upper boundary of the empirical model may be close to the ionopause.

The optical depth profiles for the M1 model are shown in Figure 4 for the core of the line at \( \lambda = 1215.67 \) Å and for the wing of the line at \( \lambda = 1215.2 \) Å (this corresponds to \( \Delta \nu \approx -116 \) km s\(^{-1}\) in the stellar reference frame). We agree with BJ10 that thermal and natural broadening combined with large column densities along the lines of sight through the atmosphere implies that the optical depth in the wings of the line profile is significant even in the absence of actual bulk flows toward or away from the observer. The core of the line is optically thick up to and beyond the upper boundary while the wing is optically thick up to the radius of \( r = 2 R_p \). The latter radius corresponds to a transit depth of \( \sim 5.4\% \).

Figure 5 shows transmission of the stellar H Ly\( \alpha \) emission during transit as a function of wavelength based on the M1 model. It also shows the transmission data points from Figure 6 of BJ08. The M1 model is consistent with \( \sim 11\% \) absorption within the core of the line profile (1215.5–1215.9 Å). We calculated \( \chi^2 \sim 1.9 \) for our fit to the data points. We note that BJ10 obtained nearly the same value by using the DIV1 model of Garcia Munoz (2007) after multiplying the density profiles of that model by a factor of 2/3. The results indicate that our fit to the data is as good as that obtained by BJ10. This is not surprising because in both the M1 empirical model and the DIV1 model the mean temperature is \( T \approx 10,000 \) K and the density profiles are approximately hydrostatic in the relevant altitude range of \( r = 1.08–3.0 R_p \).

Figure 6 shows the M1 model light curve as a function of time from the center of the transit compared with the observed data points from Figure 2(a) of BJ07. In order to calculate this light curve, we used the wavelength limits specified by BJ07 and BJ08 (see below). The transit depth at the center of the transit is \( \sim 6.6\% \), which is slightly lower than that given by BJ07 but the difference is not statistically significant. The symmetry of the light curve and a good fit by our model indicate that there is no observational evidence that the extended thermosphere

### Table 2

| ID    | \( T \) (K) | \( Z_e (R_p) \) | \( p_\text{b} \) (bar) | \( n_e (\text{m}^{-3}) \) | \( \sigma_\nu \) (km s\(^{-1}\)) | \( N_t (\text{m}^{-2}) \) | H (\%)  | O (\%)  | \( \chi^2 \) (H\( \alpha \)) |
|-------|-------------|-----------------|------------------------|--------------------------|---------------------------|--------------------------|---------|---------|-----------------------------|
| M1    | 11000       | 2.92            | 0.1                    | 6.6 \times 10^{16}       | 1                         | 0                        | 5.8 \times 10^{23} | 6.6     | 4.3     | 1.9                         |
| M2    | 11000       | 2.92            | 0.1                    | 6.6 \times 10^{16}       | 1                         | 10                       | 5.8 \times 10^{23} | 6.6     | 5.8     | 1.9                         |
| M3    | 11350       | 2.92            | 0.1                    | 6.4 \times 10^{16}       | 5                         | 0                        | 5.7 \times 10^{23} | 6.6     | 5.0     | 1.9                         |
| M4    | 12000       | 2.96            | 0.1                    | 6.0 \times 10^{16}       | 10                        | 0                        | 5.4 \times 10^{23} | 6.6     | 5.5     | 1.9                         |
| M5    | 15950       | 3.08            | 0.1                    | 4.5 \times 10^{16}       | 40                        | 0                        | 4.0 \times 10^{23} | 6.6     | 7.1     | 2.2                         |
| M6    | 11000       | 2.92            | 0.001                  | 6.6 \times 10^{14}       | 1                         | 0                        | 6.1 \times 10^{21} | 2.3     | 2.3     | 8.9                         |
| M7    | 8250        | 2.72            | 1                      | 8.8 \times 10^{17}       | 1                         | 0                        | 5.4 \times 10^{24} | 6.6     | 3.9     | 1.8                         |
| K10   | 10280       | 2.92            | 10                     | 6.6 \times 10^{19}       | 1                         | 0                        | 6.8 \times 10^{23} | 5.2     | 3.7     | 3.1                         |
| Y04   | 12170       | 3.0             | 200                    | 1.9 \times 10^{21}       | 1                         | 2.2                      | 9.9 \times 10^{22} | 2.9     | 2.7     | 7.3                         |

**Notes.**

* Metallicity enhancement. In practice, this factor is used to multiply the O/H and C/H ratios.

* The vertical column density of H\( i \) in the thermosphere.

* The chi-squared values are provided merely to aid comparison between different models.

* The model includes a self-consistent pressure–temperature profile. The quoted temperature is an average of the altitude levels.

* The stated velocity applies to the upper boundary.
the change in the core-to-wing (In/Out) flux ratio, he calculated the true transit depth, i.e., the flux decrement based on Equation (1). However, we believe that the transit depths calculated by VM03 are not necessarily related to the size of the absorbing cloud while those calculated by BJ07 and BJ08 are.

By using the M1 model and the VM03 and BJ07 wavelength limits, we obtain absorption depths of 2.4% and 1.3%, respectively, based on the In/Out flux ratio and true transit depths of 7.5% and 6.6%, respectively. Our model is a good fit to the transmission curve of BJ08 and the behavior of the In/Out ratio is roughly in line with the line profiles shown in Figure 3(a) of BJ07 and yet the transit depth based on the In/Out flux ratio is small. We note, however, that the M1 model overflows the Roche lobe and thus we agree with Vidal-Madjar et al. (2008) that the atmosphere is evaporating.

As we have seen, the interpretation of the H\textsc{i} transit observations of HD209458b is significantly complicated by the absorption of the core of the line by the ISM. This absorption also limits future observations of the upper atmospheres of other transiting extrasolar planets. We have used our model to estimate the limiting column densities that would reduce the H\textsc{i} transit depth to within 1% and 2% of the continuum transit depth for a system such as HD209458. These column densities are $N_{\text{c,1}} \approx 5 \times 10^{24}$ m$^{-2}$ and $N_{\text{c,2}} \approx 5.5 \times 10^{24}$ m$^{-2}$, respectively. Assuming that the average density of hydrogen in the ISM is $2 \times 10^5$ m$^{-3}$ (e.g., Wood et al. 2005), the values correspond to distances of 810 and 90 parsec, respectively. We note, however, that the density and velocity of the ISM depend strongly on the viewing direction and detailed maps together with accurate system parameters should be used to calculate whether individual observations are feasible or not.

### 3.2. The Distribution of Oxygen

The large transit depths in the O\textsc{i} 1304 and C\textsc{ii} 1335 lines reported by VM04, BJ10, and Linsky et al. (2010) can potentially be used to constrain the degree of eddy mixing and the composition of the upper atmosphere. The O\textsc{i} transit depth, if accurately measured, is a good indicator of the proportion and mixing of heavy elements in the thermosphere. The interpretation of the C\textsc{ii} transit depth, on the other hand, is much more complicated because of the uncertainties related to the ionization profiles, photochemistry and the interaction of the atmosphere with the stellar wind. Indeed, Linsky et al. (2010) suggest that their observations may probe the velocity structure of the escaping gas because the data exhibit deep absorption features near $-10$ km s$^{-1}$ and $15$ km s$^{-1}$ in both the C\textsc{ii} 1335 and Si\textsc{iii} 1206.5 lines. These features imply that the observations probe layers above the sonic point of $r_s \sim 3 R_p$. At such high altitudes, the atmosphere is predominantly ionized and the ions are likely to interact with the stellar wind or magnetospheric plasmas. Due to these complications, we limit our discussion and analysis to the interpretation of the O\textsc{i} transit depth.

VM04 reported an integrated transit depth of $12.8\% \pm 4.5\%$ in the wavelength range of [1300, 1310] Å, which covers the O\textsc{i} 1304 triplet emission lines listed in Table 1. BJ10 reported a revised and slightly shallower transit depth of $10.5\% \pm 4.4\%$. These transit depths are only $2.4\sigma$ and $1.9\sigma$, respectively, away from the FUV continuum transit depth of $\sim 2\%$. The data were obtained by using the STIS G140L grating with a spectral resolution of $\sim 2.5$ Å, which does not allow for the individual lines of the triplet to be resolved. The lines were resolved, however, in an earlier spectrum obtained by VM03 with the E140M echelle grating. Although this spectrum was not used

![Figure 6. Model light curve showing the H\textsc{i} transit depth as a function of time from the center of the transit. The data points were obtained from Figure 2(a) of BJ07 and the solid line is the best-fitting model light curve. The approximate wavelength limits specified by BJ07 and BJ08 were used to calculate the transit depths.](image)
to analyze the transit depths, it is a good reference point for the expected line profiles and can be used to constrain the properties of the ISM. We modeled the emission spectrum of the O I 1304 triplet by using the full disk solar line profile parameters derived by Gladstone (1992) and fitted the line-integrated fluxes to the observations. As a result we obtained surface fluxes of 3.0, 3.2, and 3.4 W m\(^{-2}\) for the O I 1302, 1304, and 1306 lines of HD209458, respectively. In order to correct the model fluxes for absorption by interstellar oxygen, we assumed that the O I/H I ratio in the LISM is \(\sim 3 \times 10^{-4}\) (Moos et al. 2002) and that all of the interstellar oxygen is in its ground state. The latter assumption is consistent with the ratios of the individual emission lines in the high-resolution E140M spectrum. 

BJ10 used the E140M data points shown in Figure 2 of VM04 to deduce fluxes for the O I 1302, 1304, and 1306 lines that scale as 1:1.5:1.17. The solar line-integrated fluxes of these lines scale as 1:1.06:1.16 (Gladstone 1992). After applying interstellar absorption to the solar line profiles, we obtained model fluxes that scale as 1:1.43:1.55. Although the E140M data are noisy, the agreement between the model and observed O I 1304/1302 flux ratios indicates that most of the interstellar oxygen is in its ground state and that our parameters for the LISM are reliable. The observed O I 1306/1302 flux ratio, on the other hand, is slightly lower than the model flux ratio. This cannot be due to absorption in the ISM because a population inversion in the excited levels is unlikely. Thus, the disagreement, if real, arises from the intrinsic properties of HD209458 and implies that the stellar O I 1304 triplet flux ratios differ slightly from the corresponding solar flux ratios. We note, however, that due to the low signal-to-noise ratio (S/N) of the E140M spectrum, it is not clear if the difference is real or if it arises from uncertainties in the data.

The flux in the core of the O I ground state line is absorbed by the ISM, and a significant O I transit depth is possible only if the populations of the excited states of oxygen in the thermosphere of HD209458b are sufficient. We estimated the relative population of the ground state and the excited states by assuming that oxygen in the thermosphere is in LTE and by using the electronic partition function calculated by Colonna & Capitelli (2009). At a temperature of \(T = 10,000\, \text{K}\), we obtained population ratios of 5.2:3.0:1 for the ground state, lower excited level, and upper excited level, respectively. These ratios agree closely with the statistical weights of the levels that give rise to the triplet.

The M1 model presented in Table 2 yields an O I transit depth of 4.3\%. This is similar to the transit depth calculated by BJ10 who used the scaled density profiles from the DIV1 model of Garcia Munoz (2007). Again, the agreement between these models is not surprising because the temperature and density profiles are similar and both models assume solar O/H ratios. We note that the O I transit depth based on the M1 model is within \(\sim 1.4\%\) from the observed depth. Assuming Gaussian statistics, the probability that the true transit depth is between 1.7\% and 6.1\% (2\(\sigma\)–1\(\sigma\)) is \(\sim 14\%\). In general, a deviation of a calculated value from the expected value is statistically significant only if the calculated value lies outside the 95\% (1.96\(\sigma\)) confidence interval and thus the model transit depth is consistent with the observations. Better observations with higher S/N and spectral resolution are required to constrain the transit depth further. Our analysis shows that the STIS G140M grating, rather than the G140L grating, could already be used to obtain better data.

BJ10 argued that the O I transit depth of 10.5\% is possible if oxygen is preferentially heated to \(T_{\text{eq}} \sim 100,000\, \text{K}\) (8.6 eV) within a layer located between \(z = 2.25\, R_p\) and \(R_{H}\perp = 2.9\, R_p\). It is true that hot oxygen populations have been observed in the thermospheres of terrestrial planets (e.g., Cotton et al. 1993; Shematovich et al. 2006; Nagy et al. 1981) but these populations are formed mostly by the dissociative recombination of O\(_2\), which should not be important on HD209458b. Other possible mechanisms for heating oxygen atoms include collisional processes that, as we demonstrate in the next section, would also imply that oxygen is mostly ionized. Thus, it is not clear if a neutral cloud at these temperatures is physically possible.

As we already pointed out, the O I transit depth of 4.3\% based on the M1 model is consistent with the observations. However, the measurements also allow for a larger transit depth and it is thus worth exploring if transit depths close to 10.5\% can be explained by changing the parameters of the model atmosphere, the host star, or the ISM. In the following, we investigate several different possibilities that can give rise to larger O I transit depths without the need to introduce energetic oxygen atoms in the thermosphere.

Potentially, the O I transit depth is sensitive to interstellar absorption. In order to test if changes in the abundance of interstellar oxygen can increase the calculated transit depth, we assumed that the column density of interstellar oxygen toward HD209458b is negligible. As a result, the calculated transit depth increased only by a fraction of a percent. We conclude that, contrary to H I, the full-width O I transit depth of HD209458b is not very sensitive to interstellar absorption. In addition, the E140M spectra indicate that our ISM parameters are accurate and the assumption of a negligible oxygen column would not be reasonable anyway. Consequently, we must explore the properties of the host star and the planet in order to explain the possibility of large O I transit depths.

Transit depths in the visible and the IR wavelengths are sensitive to stellar activity and can appear larger if a significant portion of the stellar disk is covered by starspots—even if these spots do not actually fall in the path of the transit (e.g., Czesla et al. 2009). This is because the effective emitting area of the star appears smaller. In order to crudely estimate the magnitude of this effect, we defined an effective fractional area, \(A_q\), of the quiet regions as the ratio of the area that would be required to emit zero flux to account for the diminished luminosity during quiet periods to the area of the stellar disk. In terms of \(A_q\), the observed transit depth, \(d_T\), can be written as

\[
d_T \approx \frac{(R_p/R_*)^2}{1 - A_q},
\]

where \(R_p\) is the radius of the transiting planet and \(R_*\) is the radius of the star. We note that \(A_q\) would have to be \(\sim 60\%\) for the O I transit depth to increase from 4.3\% to 10.5\%. Because the definition of \(A_q\) implies that the actual fractional area of the quiet regions would have to be much larger than 60\%, this is clearly not realistic. In fact, the O I triplet flux of the Sun varies by \(\sim 30\%\) during the solar cycle (Gladstone 1992), and thus we would expect an enhancement at most by 0.7 percentage points (even this is probably overestimated because the relationship between the flux variability and \(A_q\) is complicated). This is not statistically significant and we conclude that the interpretation of the low-resolution transit depths is not affected by the distribution of active or quiet regions.

The transit depth measurements are also affected by stellar limb darkening or limb brightening. According to the solar
The fluxes are roughly constant between disk observations of the \( \text{O}_i \) 1304 triplet fluxes reported by Roussel-Dupre (1985), the fluxes are roughly constant between \( \mu = \cos \theta \sim 1 \) and 0.2, with only negligible limb darkening. At \( \mu < 0.2 \), the fluxes are brighter than within the center of the disk by a factor of \( \sim 1.1 \). If the atmosphere of the transiting planet does not cover the bright ring surrounding the stellar disk, limb brightening actually makes the transit depth appear shallower. We simulated limb brightening by dividing the stellar disk into a central disk region and a bright ring and neglected limb darkening within the central region. As a result, we found that limb brightening does not lead to a detectable change in the low-resolution \( \text{O}_i \) transit depth.

Several authors have attempted to explain the observed \( \text{O}_i \) transit depth by referring to the velocity dispersion arising from radial outflows. VM04 invoked this explanation and argued that hydrodynamically escaping oxygen atoms moving at sonic or supersonic velocities could give rise to a transit depth of 13%. Later, Tian et al. (2005) argued that the velocity dispersion supersonic velocities could give rise to a transit depth of 13%. They assumed that the Doppler broadening parameter is given by

\[
\Delta \nu_D = \frac{\nu_0}{c} \sqrt{\frac{2kT}{m}} + \eta^2, \tag{12}
\]

where \( \eta \) is the velocity dispersion. Assuming that \( \eta = 10 \text{ km s}^{-1} \), and using the M1 model as a base, we obtain \( \text{H} \) and \( \text{O} \) transit depths of 6.7% and 7.7%, respectively. The chi-square for the \( \text{H} \) transmission fit in this case is \( \chi^2 \sim 2.1 \), which indicates that the \( \text{H} \) transit depth is not significantly affected by additional velocity dispersion. This is because a large portion of the H Ly\( \alpha \) line is already saturated. On the surface, then, velocity dispersion appears to be a promising way to explain the large \( \text{H} \) and \( \text{C} \) transit depths.

Equation (12), however, is appropriate for simulating broadening due to microturbulence. It is only accurate if the scale of the turbulence is much smaller than the mean free path. Further, what really matters is not radial velocity but the projected velocity along the LOS. Because most of the absorption during transit is due to the layers near the terminator, radial velocity is not a good measure of the true velocity dispersion. In order to estimate the velocity dispersion properly, we calculated the appropriate velocities for each layer along each LOS and used these velocities in integrating Equation (4). For each layer \( k \) along an LOS, the parallel velocity \( v_{k\parallel} \) is given by

\[
v_{k\parallel}(r_1) = v_r(r_1) \cos \left[ \frac{\pi}{2} - \cos^{-1} \left( \frac{r_1}{r_0} \right) \right]. \tag{13}
\]

where \( v_r \) is the radial velocity and \( r_1 \) is the shortest distance between the LOS and the center of the planet. Assuming a uniform radial velocity of \( v_r \sim 10 \text{ km s}^{-1} \) for the M1 model, the maximum LOS velocity, obtained at the upper boundary of the model along an LOS through the lower boundary is \( v_{\infty\parallel}(r_0) \sim \pm 9.2 \text{ km s}^{-1} \). For an LOS at \( r_1 = 2 \, R_p \), the corresponding velocity is only \( v_{\infty\parallel}(2R_p) = \pm 6.8 \text{ km s}^{-1} \).

The M2 model (see Table 2) includes a uniform radial velocity of \( v_r = 10 \text{ km s}^{-1} \). Figure 7 shows the transmission profile of the \( \text{O} \) 1304 line for this model together with a corresponding profile for the M1 model and another profile calculated by using Equation (12). The absorption profiles differ significantly. By using Equation (12), we obtain a much broader absorption profile with a slightly smaller central cross section compared to the M1 model. If the velocity dispersion is treated properly, as it is in the M2 model, the absorption profile exhibits two symmetric peaks around the central wavelength of \( \lambda_0 = 1304.86 \mu \text{m} \). The dashed line shows transmission for a model that includes the same radial velocity dispersion but by using Equation (12) for microturbulence.
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mean molecular weight of the thermosphere led to a shorter pressure scale height. In fact, we found that it is not possible to increase the abundance of the heavier atoms without also increasing the mean temperature of the thermosphere to recover the fit to the H\textsc{i} transit depth. In order to do so, we increased the mean temperatures of the M4 and M5 models to $T \approx 12,000$ K and $16,000$ K, respectively. The M3 model did not require a significantly increased temperature.

The mean temperature of the thermosphere can be constrained by two additional means. First, the temperature of the neutral atoms is limited by thermal ionization. In LTE conditions, the thermal ionization balance is determined by the Saha equation, which implies that atomic hydrogen is fully ionized at temperatures higher than $T = 7000$–$8000$ K. In non-LTE conditions of the thermosphere, the ion/neutral fractions resulting from thermal ionization are determined by a balance between impact ionization by thermalized electrons and radiative recombination. The reaction rate coefficients of these processes, respectively, for atomic hydrogen are (Voronov 1997; Storey & Hummer 1995)

$$k = 2.91 \times 10^{-14} \frac{U^{0.39}}{U + 0.232} \exp(-U) \text{ m}^3 \text{s}^{-1}$$

(14)

$$\alpha_A = 4.2 \times 10^{-19} (10^3/T_e)^{0.64} \text{ m}^3 \text{s}^{-1},$$

(15)

where $T_e$ is the electron temperature and $U = I_p/E_z$ is the ratio of the ionization potential $I_p$ to the energy of the electrons $E_z \approx kT_e$. The balance of these rate coefficients implies that $[H^+/H] > 100$ for $T_e > 25,000$ K. Based on the impact ionization rate of Voronov (1997) and the radiative recombination rate of Schunk & Nagy (2000), the ionization fraction of atomic oxygen, i.e., $[O^+)/[O]$, $> 100$ in the same temperature range.

Second, as BJ10 also points out, higher temperatures lead to a worsening fit to the H\textsc{i} transmission data in Figure 5. As the temperature approaches $T = 15,000$ K, $\chi^2 > 2$ for the fit. This is not a very strong constraint at all, of course, but it indicates a general trend that disfavors temperatures much higher than $T = 15,000$ K. Indirectly, the need to retain the fit to the H\textsc{i} transmission data and these temperature limits imply that models with O/H and C/H ratios much higher than 40 times solar ratios are not realistic, and that enhanced oxygen abundance can increase the O\textsc{i} transit depth at most to 7.1\%.

We also experimented with a combination of supersolar oxygen abundance and hydrodynamic escape by introducing a uniform radial velocity of $v_r = 30$ km s$^{-1}$ to the M5 model. As a result, we obtained an O\textsc{i} transit depth of 10.8\%, which is actually close to 10.5\%. Despite being a good fit to the observations, there are several good reasons for why this model is unrealistic. The O/H ratio of the M5 model is 40 times higher than the solar ratio and $v_r = 30$ km s$^{-1}$ below the critical level. Matching the observations is not enough to prove a theory—the theory also has to make physical sense.

It is possible that, contrary to our assumptions, there are optically thick clouds of neutral hydrogen and oxygen above the upper boundary of the M1 model moving at large LOS velocities. These clouds can be formed, for instance, by neutral atoms that escape the atmosphere and react with the stellar wind (Holstrom et al. 2008; Ekenback et al. 2010). Although the density profile of the empirical model is misleading at high altitudes, we extended the M1 model thermosphere to $r = 10 R_p$. As a result, we obtained H\textsc{i} and O\textsc{i} transit depths of 13.1\% and 12.2\%, respectively. In this case, $\chi^2 = 13.4$ for the H\textsc{i} transmission fit.

In a slightly more realistic case, we assumed that only 10\% of the atoms are neutral between $R_p$ and $r = 10 R_p$. This led to H\textsc{i} and O\textsc{i} transit depths of 7.8\% and 6.3\%, respectively, and $\chi^2 = 2.1$. We note that external neutral atoms can affect the transit depth but we also agree with BJ10 that the H\textsc{i} transmission data points are not consistent with optically thick populations of hydrogen moving at large velocities. Detailed models of the chemical and dynamical interaction of the escaping atmosphere with the stellar wind outside the Roche lobe are required to study the distribution of external neutral atoms.

### 3.3. Dissociation of H$_2$ and Its Effect on the Transit Depths

The extent and temperature of the thermosphere depend strongly on the pressure level of the H$_2$/H dissociation front that, by definition, coincides with the lower boundary of the empirical model. This is because the mean molecular weight of an atmosphere composed primarily of H is lower by a factor of 2 than the mean molecular weight of an atmosphere composed primarily of H$_2$. Also, in the absence of effective radiative cooling, the temperature is higher by a factor of 5. This means that the scale height increases by a factor of 10 when H$_2$ dissociates and the temperature rises from $T = 2000$ K to $T = 10,000$ K.

In order to illustrate the effect of changing the boundary condition of the empirical model, we changed the pressure at the lower boundary of the M1 model from $p_b = 0.1$ mbar to $p_b = 1$ mbar (see model M6 in Table 2). As a result, we obtained reduced H\textsc{i} and O\textsc{i} transit depths of 2.3\% and 2.2\%, respectively. This explains why, for instance, Murray-Clay et al. (2009) obtained a relatively low H\textsc{i} transit depth of $\sim 3$\% by using a one-dimensional outflow model with a composition based on H and H$^+$ only. The pressure and temperature at the lower boundary of the model are only $p \approx 30$ mbar and $T_b = 1000$ K, respectively. If they have adopted a higher lower boundary pressure and temperature, the transit depth would have been larger.

With the exception of Garcia Munoz (2007), most of the modeling efforts so far have concentrated on simulating the distribution of hydrogen (and sometimes helium) in the escaping atmosphere of HD209458b. These models are justified by the assumption that the \textit{overall} characteristics of the thermosphere are not affected by small abundances of heavier neutral atoms or ions. In addition to the empirical model presented in Section 2.3, we have used two models with different characteristics and limiting assumptions to calculate transit depths. These models are the one-dimensional outflow model of Yelle (2004, Y04) and a thermospheric circulation model developed by Koskinen et al. (2010, K10). The photochemistry in these models is based on a composition of hydrogen and helium only. In order to roughly estimate the O\textsc{i} transit depth, we added a solar proportion of oxygen to these models and assumed an oxygen ionization fraction equal to that of hydrogen.

The K10 model is different from the existing outflow models in that it is three dimensional and can account for horizontal flows that are important in the thermosphere of HD209458b. On the other hand, the model assumes that the thermosphere is in hydrostatic equilibrium and thus it cannot properly account for vertical flows that lead to a deviation from hydrostatic conditions. Also, the photochemical scheme of the model is not valid in regions where H$^+$ is the dominant species. To account for these limitations, we placed the upper boundary of the transit depth calculations to $r = 2.9 R_p$ in line with the arguments we have made for the validity of the empirical model. In order to
calculate the optical depth as a function of altitude, we averaged the density and temperature profiles of the model globally to obtain one-dimensional vertical profiles. The resulting H1 and O1 transit depths are 5.2% and 3.7%, respectively, and for the H1 transmission fit we obtain \( \chi^2 \sim 3.1 \) (see Table 2). These values are in rough agreement with our earlier calculations and the observations.

The one-dimensional outflow model developed by Y04 solves the vertical component of the Navier–Stokes equations and includes a self-consistent treatment of much of the important physics in the thermosphere of HD209458b. The altitude range of the model is limited to \( r < 3 R_p \) because above this radius stellar gravity, radiation pressure, and interaction of the escaping atmosphere with the stellar wind affect the solution in ways that cannot be accounted for by simple one-dimensional, hydrodynamic models. In order to ensure consistency with kinetic theory, the velocity at the upper boundary of the model was required to be equal to the weighted mean of the velocity distribution functions of different species. This is not the same as setting the velocity to be equal to the Jeans effusion velocity because drifting Maxwellians were used to calculate the boundary condition in an iterative fashion.

The density and temperature profiles of the Y04 model yield H1 and O1 transit depths of 2.9% and 2.7%, respectively (see Table 2). While the full-width H1 transit depth is within 1.6\( \sigma \) of the observed value, \( \chi^2 \) for the H1 transmission curve is larger than the one obtained for the empirical model or the K10 model. The reason for the slightly poorer fit lies in the details of the density profiles. The H2/H dissociation front of the Y04 model is located at the pressure of \( p = 0.5 \) nbar at the radius of \( r = 1.1 R_p \). This means that the model is less extended than the empirical model below the 0.5 nbar level because the mean molecular weight of the gas is larger and the thermosphere is cooled effectively by infrared emissions from H2+ ions. Also, the ionization front of the model is located at a relatively low radius of \( R_e \approx 1.7 R_p \).

In the K10 model the H2/H dissociation front is located at the pressure of \( p = 0.1 \) \( \mu \)bar due to a combination of thermal dissociation and horizontal mixing. In the DIV1 model of Garcia Munoz (2007) it is located at \( p = 1.5 \) \( \mu \)bar because, contrary to the other models, it includes ion and neutral photochemistry with carbon, oxygen, and nitrogen species. Thus H2 is also dissociated in reactions with atomic oxygen and the OH radical. We note, however, that Liang et al. (2003) also modeled the neutral photochemistry and found that H2 was not entirely converted into H at these pressure levels. Motivated by the DIV1 model, we moved the lower boundary of the M1 model to \( p_b = 1 \) \( \mu \)bar and obtained H1 and O1 transit depths of 6.6% and 3.9%, respectively (see model M7 in Table 2). In this case, we adjusted the mean temperature of the thermosphere to \( T = 8250 \) K in order to retain the fit to the H1 transit depth. In terms of optical depth, the M7 model is almost indistinguishable from the M1 model.

Our exploration together with the results of BJ10 reveals that models of the thermosphere can be used to match the observed H1 absorption depths as long as the location of the H2/H dissociation front, the temperature and the location of the upper boundary agree with the values derived from our empirical model. These findings provide strong justification for our approach of using a simple empirical model to fit the data. We would not have been able to identify these important parameters that affect the optical depth profiles in the thermosphere by using complicated models alone. Once known, these parameters can help to guide the hydrodynamic and photochemical models toward solutions that agree with the observed transit depths.

4. DISCUSSION

We find that it is possible to generate models that agree with the observed H1 transit depths as long as a few basic characteristics are matched. According to the best-fitting empirical models M1 and M7 (see Table 2), the H2/H dissociation front is located between \( p = 0.1 \) and 1 \( \mu \)bar \( (r \approx 1.1 R_p) \) and the mean temperature of the thermosphere is between \( T = 5000 \) and 11,000 K. We note that due to thermal ionization, the temperature of the neutral thermosphere cannot be much higher than \( T \approx 15,000 \) K. The M1 model atmosphere is optically thick up to \( r \approx 2 R_p \) in the wings of the H Lyα line and at least up to the Roche lobe in the core of the line. Above our upper boundary at \( R_e = 2.9 R_p \), however, the atmosphere is mostly ionized.

Our results are sensitive to the pressure level of the H2/H dissociation front. Additional observations are required to constrain the vertical column density of H1 in the thermosphere. Such observations were recently obtained by France et al. (2010) who attempted to observe the auroral and dayglow emissions of H2 from HD209458b. They did not detect the emissions and argued that this implies that the vertical column density of H1 must be at least \( N_{H_1} = 3 \times 10^{22} \text{m}^{-2} \) to prevent stellar FUV radiation from exciting H2 in the lower thermosphere. Table 2 includes the substellar column densities of H1 for the models discussed in this paper. According to this additional constraint, it is possible that the H2/H dissociation front is deeper than the 0.1 \( \mu \)bar level. In that case, M7 is the best-fitting model.

The detection or non-detection of infrared emissions from H2+ can also be used to constrain the properties of the thermosphere. Shkolnik et al. (2006) attempted to observe these emissions from a sample that included the transiting planet GJ436b and several non-transiting EGPs by using the CSHELL spectrograph at the NASA Infrared Telescope Facility (NIRTF). They reported upper limits for the fluxes that are often several orders of magnitude higher than the predicted fluxes for close-in EGPs. More recently, Swain et al. (2010) obtained a near-IR secondary eclipse spectrum of HD189733b by using the SpeX instrument at NIRTF. The lack of a 3.9 \( \mu \)m feature in this spectrum may imply that H2+ emissions are not important on this particular planet. We note that a lack of emissions implies that there is not enough H2 to form H2+ or that H2+ is destroyed in reactions with oxygen or carbon species.

The calculated transit depths are not as sensitive to the location of the upper boundary as they are to the location of the lower boundary. We note, however, that the location of the upper boundary at \( R_e = 2.7–2.9 R_p \) in both our work and that of BJ10 is remarkably consistent. It is tempting to suggest that this is not a coincidence. After all, the upper boundary is close to both the boundary of the Roche lobe and the ionopause of a weakly magnetized planet. It is possible that, for some reason, the density of the neutral atoms decreases sharply above this altitude. We believe that multidimensional plasma models, either kinetic or MHD, are needed to study the density profiles of different species above the upper boundary.

Based on an earlier study by Holstrom et al. (2008), Ekenback et al. (2010, hereafter E10) studied the formation of energetic neutral atoms (ENAs) outside the Roche lobe of HD209458b. They pointed out that the ENAs are created by charge exchange between hydrogen atoms escaping the atmosphere and the protons of the stellar wind. They argued that absorption by
ENAs can explain the H\textsc{i} transmission curve reported by VM03. In principle, this is an interesting idea but some of the details are unclear. We are not convinced that the boundary conditions of the E10 model are consistent with realistic models of the thermosphere. Also, the E10 model was not used to fit the BJ08 transmission data.

The inner boundary of the E10 model is located at $r = 2.8 \, R_p$ and the optical depth of the atmosphere in the H Ly$\alpha$ line is assumed to be small inside the inner boundary sphere. At the same time, the number density at the inner boundary is $n = 4 \times 10^{13}$ m$^{-3}$ because a mass loss rate of $dM/dt \sim 1.6 \times 10^8$ kg s$^{-1}$ is required to ensure a sufficient production rate of the ENAs. We note that the number density of the M1 model at $r = 2.9 \, R_p$ is $n = 2.6 \times 10^{13}$ m$^{-3}$ and that the density profile of this model already leads to a full-width H\textsc{i} transit depth of 6.6%. Thus, absorption by ENAs is not required to fit the data. On the contrary, too much additional absorption may actually lead to a deteriorating fit to the detailed H\textsc{i} transmission data.

The mass loss rate of $dM/dt \sim 1.6 \times 10^8$ kg s$^{-1}$ in the E10 model is in line with the model of Garcia Munoz (2007). BJ10 showed that this model can be used to fully explain the observed absorption. They also pointed out that an optically thick external population of neutral hydrogen is possible but the LOS velocities must be slow. In this case, additional absorption is constrained to the core of the line, which is fully absorbed by the ISM and the transmission in the wings is not significantly affected. Our analysis supports this conclusion. New models that treat the thermosphere and the external region self-consistently are required to study the true distribution of external neutral atoms.

The measurements of the O\textsc{i} transit depth are less precise than those of the H\textsc{i} transit depth but we are able to explain the observations with our empirical model and O/H ratios ranging from solar to 40 times solar, although the latter value implies an uncomfortably high temperature. The large O\textsc{i} transit depth indicates that the thermosphere is uniformly mixed up to the Roche lobe although there is a marginal possibility that this is not the case because the FUV continuum transit depth of 2% is within the $1.96\sigma$ confidence interval of the detected depth. If diffusive separation takes place, the O\textsc{i} transit depth cannot be much higher than the continuum transit depth.

Based on the M1 model, we obtain a full-width O\textsc{i} transit depth of 4.3%, which is statistically consistent with the observed absorption. In this case, oxygen overflows the Roche lobe with hydrogen. Assuming radial velocities of $v_r = 1$–10 km s$^{-1}$ at $R_c = 2.9 \, R_p$, the total mass loss rate from the M1 model is $dM/dt \sim (4$–$40) \times 10^7$ kg s$^{-1}$ and this leads to a total escape flux of $F_0 = (1.8$–$18) \times 10^{11}$ s$^{-1}$ for oxygen. We have also shown that the velocity dispersion due to radial outflow, supersolar oxygen abundance, and external populations of neutral oxygen can explain O\textsc{i} transit depths that are comparable to the full-width H\textsc{i} depth. We have not, however, been able to identify feasible mechanisms that give rise to O\textsc{i} transit depths that are significantly higher than the H\textsc{i} depth.

We believe that more precise measurements are required to further constrain the O\textsc{i} transit depth. We have generated synthetic data by simulating the response function of the STIS G140M grating to show that, by assuming the M1 model to be accurate, we would observe a transit depth of 4.3% $\pm$ 1% for HD209458b. Thus, for transit depths higher than $\sim$5%, a confident detection in the upper atmosphere can easily be obtained. In addition, the spectral resolution of the G140M grating is high enough to resolve the individual emission lines of the O\textsc{i} 1304 triplet. As we have seen, spectrally resolved measurements provide much better constraints on the actual transit depth than unresolved observations. We believe that it would be useful to repeat the O\textsc{i} transit depth measurements by using this instrument. Further, we note that although COS experiences heavy telluric contamination in the relevant wavelength range, observations obtained with the G130M grating during the orbital night can also be used to constrain the O\textsc{i} transit depth.

5. CONCLUSION

Transmission spectroscopy in UV wavelength bands is a rich source of information about the upper atmospheres of extrasolar planets. In this paper, we have introduced a generic method that can be used to interpret and analyze UV transit light curves. This method is based on tracing the emitted flux from the stellar atmosphere through the atmosphere of the planet and the ISM to the observing instrument at Earth. We have demonstrated the method in practice by applying it to the existing UV transit depth measurements of HD209458b in the H Ly$\alpha$ and O\textsc{i} 1304 triplet lines (VM03; VM04; BJ10). In order to interpret the measured transit depths, we used a simple empirical model of the thermosphere based on the generic features of more complex models (e.g., Yelle 2004; Garcia Munoz 2007; Koskinen et al. 2010) to simulate absorption by the occulting atmosphere.

The H\textsc{i} transit depth is sensitive to interstellar absorption and the full-width transit depth reflects the optical depth of the atmosphere in the wings of the H Ly$\alpha$ line. We found that it is easy to generate models that explain the observed absorption without the need to introduce external ENAs or hydrogen atoms accelerated by radiation pressure outside the Roche lobe. According to the best-fitting models (see models M1 and M7 in Table 2), the mean temperature of the thermosphere is $T = 8000$–$11,000$ K and the H$_2$/H dissociation front is located at $p_b = 0.1$–$1 \mu$bar ($r_b \approx 1.1 \, R_p$). The upper boundary of the model is located at $R_c \sim 2.9 \, R_p$, which is near the boundary of the Roche lobe. Below $R_c$, the density profiles are approximately hydrostatic and above $R_c$ the atmosphere is mostly ionized.

By using the M1 model, we obtain a full-width H\textsc{i} transit depth of 6.6% and the model transmission of the H Ly$\alpha$ line matches the data points reported by BJ08. The apparent disagreement between BJ08 and the earlier analysis by VM03 arises from differences in the treatment of the data and different definitions of the transit depth. In particular, there is no definite observational evidence for a cometary tail following the planet in the transit light curve and the absorption is not significantly stronger in the blue side of the H Ly$\alpha$ line. However, we agree with Vidal-Madjar et al. (2008) that the core of the absorption line is optically thick up to the Roche lobe and thus that the atmosphere is evaporating. We estimate a mass loss rate of $dM/dt \sim 10^7$–$10^8$ kg s$^{-1}$ based on the density profile of the M1 model and a range of possible radial velocities.

It is possible that ENAs are present outside the Roche lobe as suggested by E10, but the optical depth of the ENA clouds has to be consistent with the underlying models of the thermosphere. We do not agree with E10 that the optical depth of the thermosphere below $r \approx 2.8 \, R_p$ is small. We do believe, however, that one-dimensional hydrodynamic models are not adequate in modeling the distribution of ionized gases outside the Roche lobe. Multidimensional plasma models are required to study the interaction of the ionosphere with the stellar wind and magnetospheric plasma self-consistently.

The mean O\textsc{i} transit depth of 10.5% is only $1.93\sigma$ away from the FUV continuum transit depth of $\sim$2%. By using the M1
model, we obtain an O\textsc{i} transit depth of 4.3%, which is statistically consistent with the observations. Full-width O\textsc{i} transit depths that are comparable to or slightly higher than the H\textsc{i} depth are possible if the abundance of oxygen in the thermosphere is supersolar, the atmosphere is escaping with supersonic velocities or if large external clouds of neutral oxygen are present above the Roche lobe. More precise measurements are required to constrain the O\textsc{i} transit depth further. Out of the currently available instruments, the STIS G140M grating and possibly the COS G130M grating can be used to obtain repeated measurements with higher S/N and spectral resolution.
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