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Abstract
The finite volume Laplacian can be defined in all dimensions and is a natural way to approximate the operator on a simplicial mesh. In the most general setting, its definition with orthogonal duals may require that not all volumes are positive; an example is the case corresponding to two-dimensional finite elements on a non-Delaunay triangulation. Nonetheless, in many cases two- and three-dimensional Laplacians can be shown to be negative semidefinite with a kernel consisting of constants. This work generalizes work in two dimensions that gives a geometric description of the Laplacian determinant; in particular, it relates the Laplacian determinant on a simplex in any dimension to certain volume quantities derived from the simplex geometry.
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1 Introduction

The graph Laplacian is a linear map on functions of the vertices of a graph; for a finite graph, the Laplacian can be represented as a matrix simply as \( D - A \), where \( D \) is the diagonal matrix of degrees of vertices and \( A \) is the adjacency matrix for the graph. Both \( D \) and \( A \) are determined by the graph and an ordering of its vertices. Graphs with additional geometric structure give rise to weighted Laplacians \( L \) on functions...
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\[ f : V \rightarrow \mathbb{R} \text{ on a graph } G = (V, E), \text{ given by} \]
\[ Lf_i = \sum_{ij \in E} w_{ij} (f_j - f_i), \quad (1) \]

where the vertices are represented as \( i, j \), the weights are given as \( w : E \rightarrow \mathbb{R} \), and the Laplacian of a function \( f \) on \( V \) is the function \( Lf \) on \( V \). Typically, weights \( w \) are assumed to be positive, resulting in a negative semidefinite operator (see, e.g., [4, 7]). Weighted Laplacians can represent spring [27] and resistor [11] networks as well.

Graph Laplacians can serve as approximations for smooth elliptic operators, a special class of which are finite volume Laplacians, graph Laplacians with a certain class of weights as described in Sect. 2.2. These Laplacians can be used to approximate smooth Laplacians on a domain (e.g., [14, 28]) and also can be considered on piecewise Euclidean manifolds as approximations or analogues of Laplace–Beltrami operators (e.g., [3, 18, 33]). It is notable that finite volume Laplacians may correspond to negative weights in (1), as we see in Sect. 2.3. These arise naturally as variations of discrete conformal structures in dimensions two and three, and also arise naturally from two-dimensional finite elements on non-Delaunay triangulations. In many such cases, the Laplacian is still of maximal rank with nonpositive eigenvalues, even though the Laplacian is no longer a graph Laplacian with positive weights.

In [19, Sect. 5], it is shown that for a finite volume Laplacian \( L \), the Laplacian determinant \( K^* \) (see Definition 2.2) of a single triangle is given by
\[ K^* = \frac{A^\#}{A}, \]

where \( A \) is the area of the triangle and \( A^\# \) is the area of the pedal triangle of the triangle center (determined by the same duality structure that determines the finite volume Laplacian). Some special cases of this result were studied in other ways in the works [17, 23]. Besides providing a geometric link between areas of geometric objects and Laplacian determinants, this formula demonstrates that many finite volume Laplacians have full rank, regardless of the positivity of edge weights. This article generalizes the formula to all dimensions, giving a link between the Laplacian determinant of a simplex and certain volumes of geometric objects related to a simplex and its dual. This work is intended to provide a way to check definiteness for finite volume Laplacians without an assumption of positive weights.

2 Preliminaries

2.1 Duality Structures on Simplices and Triangulation

In order to properly define finite volume Laplacians, we need to have a structure to separate space into pieces related to duals of the simplex. Often it is assumed that the finite volume decomposition produces subdivisions of each simplex with all positive volumes, often called “well-centered” (e.g., [25]) or that the dual volumes all
have nonnegative generalized areas, a property that in two dimensions is equivalent to the Delaunay or weighted Delaunay condition \cite{18}. In this work, we choose not to make an assumption of nonnegative generalized volumes on dual cells. For instance, the finite volume Laplacian corresponding to a two-dimensional finite element structure (see, e.g., \cite{2}) from a non-Delaunay triangulation will have some pieces of the decomposition without positive generalized volume.

In order to make sense of positive/negative generalized volumes, we give a formal definition of duality structures. These ideas are well developed in \cite{10, 18, 25, 39}. We begin with the combinatorial description of simplices as ordered numbers such as \( [0, 1, 2] \) as described in any algebraic topology text (e.g., \cite{22}).

Choosing vertices \( v_0, v_1, \ldots, v_n \) in some Euclidean space \( \mathbb{R}^n \) gives a geometry to that simplex, with lengths of edges and volumes of subsimplices. Dual cells are constructed from the Poincaré duals. The geometry of dual cells can be constructed for a single simplex by projecting a chosen center onto each face. Often we will refer only to length, area, and volume rather than “generalized” length, area, and, volume. We will sometimes call the generalized volume of dual cells “dual volumes.”

### 2.1.1 Dual Lengths in a Triangle

We begin in two dimensions; refer to Fig. 1. Given a Euclidean triangle embedded in \( \mathbb{R}^2 \) with vertices \( \{v_0, v_1, v_2\} \) and any point \( C_{[0,1,2]} \in \mathbb{R}^2 \) (called the “center” of the face \( [0, 1, 2] \)), one can define a center for each edge by orthogonal projection onto the lines through edges. The center of edge \( [i, j] \), denoted \( C_{[i,j]} \), is given for any triangle \( [i, j, k] \) by

\[
C_{[i,j]} = \frac{(v_j - v_i) \cdot (C_{[i,j,k]} - v_i)}{\|v_j - v_i\|^2} (v_j - v_i) + v_i.
\]

From here we can define the dual length \( \ell_{ij,k}^* \) associated with edge \( [i, j] \) in triangle \( [i, j, k] \) as the signed distance between \( C_{[i,j,k]} \) and \( C_{[i,j]} \),

\[
\ell_{ij,k}^* = \pm \|C_{[i,j]} - C_{[i,j,k]}\|
\]

where \( \ell_{ij,k}^* > 0 \) when \( C_{[i,j,k]} \) lies on the same side of \( [i, j] \) as the realization of the triangle \( [i, j, k] \). Another way to define this with a more clear description of the sign is to define the inward normal

\[
in_{ij} = (v_k - v_i) - \frac{(v_k - v_i) \cdot (v_j - v_i)}{\|v_j - v_i\|^2} (v_j - v_i)
\]

and then

\[
\ell_{ij,k}^* = (C_{[i,j,k]} - C_{[i,j]}) \cdot \frac{\vec{n}_{ij}}{\|\vec{n}_{ij}\|}.
\]

For brevity, we will typically denote \( \ell_{ij,k}^* \) by \( \ell_{ij}^* \) when there is only one triangle.
Note that the centers also divide up the primal simplices. In particular, each edge \([i, j]\) is divided into one piece joining \(v_i\) and \(C_{[i, j]}\) and another piece joining \(v_j\) and \(C_{[i, j]}\), resulting in signed lengths \(\ell^*([i] \subset [i, j])\) and \(\ell^*([j] \subset [i, j])\) with the property that

\[
\ell^*([i] \subset [i, j]) + \ell^*([j] \subset [i, j]) = \ell([i, j]).
\]

These can be seen in Fig. 1. In [18] and other of the second author’s work, typically \(\ell^*([i] \subset [i, j])\) is denoted as \(d_{ij}\). Note that in the notation \(\ell^*(\tau \subset \sigma)\) and similar quantities, the value depends on both \(\tau\) and \(\sigma\) but is written in this way to emphasize which simplex is a subsimplex of the other. The \(*\) indicates that the length is that of the dual to \(\tau\) in \(\sigma\), where for this to make sense, the dual must have dimension one since \(\ell\) denotes length.

This structure provides a way to divide other pieces of simplices into parts. Notably, we have \(A^*([i] \subset [i, j, k])\), which is the piece of area associated to vertex \(i\), as seen in Fig. 1. Note that in the right picture, the heavy gray piece is considered positive area and the light gray piece is considered negative area, with the two signed contributions added together to determine \(A^*([0] \subset [0, 1, 2])\).

While dual volumes can also be defined for faces and vertices, the finite volume Laplacian is related specifically to the dual volumes of codimension one (i.e., volumes associated with edges in the original simplex). It will be helpful to illustrate how this process works in three dimensions before generalizing to dimension \(N\).

### 2.1.2 Dual Areas in a Tetrahedron

Refer to Fig. 2. Let \(\{v_0, v_1, v_2, v_3\}\) be the vertices of a Euclidean tetrahedron, and pick a center \(C_{[0,1,2,3]} \in \mathbb{R}^3\). For any simplex \(\sigma \subset [0, 1, 2, 3]\), let \(C_\sigma\) denote the orthogonal projection of \(C_{[0,1,2,3]}\) onto the line or plane containing \(\sigma\). For any two nested simplices \(\tau \subset \sigma\) with \(\dim \sigma = \dim \tau + 1\), we define dual lengths \(\ell^*(\tau \subset \sigma)\) by

\[
\ell^*(\tau \subset \sigma) = \pm ||C_\sigma - C_\tau||.
\]
where $\ell^*(\tau \subset \sigma) > 0$ when $C_\tau$ lies on the same side of $\tau$ as $\sigma$. Dual areas and volumes may be constructed from these dual lengths. Take any two nested simplices $\tau \subset \sigma$. Suppose that $\dim \tau = k$, and $\dim \sigma = n$, so that $k \leq n$. We define the dual $(n-k)$-dimensional volume of $\tau \subset \sigma$ by

$$V^*(\tau \subset \sigma) = \frac{1}{(n-k)!} \sum_{\tau = \sigma_k \subset \ldots \subset \sigma_0 = \sigma} \prod_{s=k}^{n-1} \ell^*(\sigma_s \subset \sigma_{s+1}).$$

For example, $V^*([0] \subset [0, 1, 2, 3])$ is the dual volume in $[0, 1, 2, 3]$ associated with the vertex $[0]$, and is equal to the sum of the signed volumes of six orthoschemes which fit together to form the hexahedron with vertices $v_0 = C_{[0]}$, $C_{[0,1]}$, $C_{[0,2]}$, $C_{[0,3]}$, $C_{[0,1,2]}$, $C_{[0,1,3]}$, $C_{[0,2,3]}$, $C_{[0,1,2,3]}$; see Fig. 2. The dual volume associated with a vertex $v_i$ will be denoted by $V^*(\{i\}) = V^*([i] \subset [1, 2, 3, 4])$.

The dual area associated with an edge $[i, j]$ will be denoted by $A^*([i, j]) = V^*([i, j] \subset [0, 1, 2, 3])$, and may be expressed as

$$A^*([i, j]) = \sum_{k \neq i, j} \frac{\ell^*([i, j] \subset [i, j, k]) \ell^*([i, j, k] \subset [0, 1, 2, 3])}{2}.$$ 

Note that $\ell^*_ij = A^*([i, j])$ is the sum of the signed areas of two right triangles with vertices $\{C_{[i, j]}, C_{[i, j, k]}, C_{[i, j, k, l]}\}$ and $\{C_{[i, j]}, C_{[i, j, l]}, C_{[i, j, k, l]}\}$. The notation $\ell^*_ij$ is a bit inconsistent as it denotes a volume (not a length) associated to an edge; see Remark 2.1 at the end of Sect. 2.1.3. We are now ready to generalize to $N$ dimensions.
2.1.3 Dual Volumes in an $N$-Simplex

Let $\{v_k\}_{k=0}^N \subset \mathbb{R}^N$ be the vertices of a Euclidean $N$-simplex $T$, and pick a center $C_T \in \mathbb{R}^N$. For any simplex $\sigma \subset T$ with dimension at least one, let $C_\sigma$ denote the orthogonal projection of $C_T$ onto the hyperplane containing $\sigma$ of the same dimension as $\sigma$. For two nested simplices $\tau \subset \sigma$ such that $\dim \sigma = \dim \tau + 1$, we define dual lengths $\ell^*(\tau \subset \sigma)$ just as in three dimensions:

$$
\ell^*(\tau \subset \sigma) = \pm \|C_\sigma - C_\tau\|,
$$

where $\ell^*(\tau \subset \sigma) > 0$ when $C_\sigma$ lies on the same side of $\tau$ as $\sigma$. In Sect. 2.1.1 we used the notation $\ell^*_{ij,k}$ more succinctly to represent $\ell^*([i,j] \subset [i,j,k])$.

As in three dimensions, these dual lengths may be used to construct dual volumes associated with any pair of nested simplices. Let $\tau \subset \sigma$. Suppose that $\dim \tau = k$, and $\dim \sigma = n$. We define the dual $(n-k)$-dimensional volume of $\tau \subset \sigma$ by

$$
V^*(\tau \subset \sigma) = \frac{1}{(n-k)!} \sum_{\tau = \sigma_k \subset \ldots \subset \sigma_n = \sigma} \prod_{s=k}^{n-1} \ell^*(\sigma_s \subset \sigma_{s+1}).
$$

The $(n-1)$-dimensional dual volume associated with the edge $[i,j]$ is denoted by $\ell^*_{ij} = V^*([i,j]) = V^*([i,j] \subset T)$, and may be written as

$$
V^*([i,j]) = \frac{1}{(N-1)!} \sum_{[i,j] = \sigma_1 \subset \ldots \subset \sigma_N = T} \prod_{n=1}^{N-1} \ell^*(\sigma_n \subset \sigma_{n+1}).
$$

$V^*([i,j])$ is the sum of the signed volumes of $(N-1)!$ orthschemes of dimension $N-1$, each with vertices $\{C_{\sigma_1}, C_{\sigma_2}, \ldots, C_{\sigma_N}\}$ for some nested collection of simplices $[i,j] = \sigma_1 \subset \sigma_2 \subset \ldots \subset \sigma_N = T$. For a description of how signed volumes of orthschemes add up to the volume of a simplex, see [39].

We will sometimes use $A_i$ to denote 2-dimensional volumes or to denote an $(N-1)$-dimensional volume in an $N$-dimensional simplex to emphasize the difference between the two types of volumes. In particular, for a simplex $\sigma = [0, 1, \ldots, N]$ we may write $A_{\hat{i}}$ to denote the $(N-1)$-dimensional volume of simplex $\sigma_{\hat{i}} = [0, 1, \ldots, \hat{i}, \ldots, N]$, where the hat denotes the vertex is missing. A quantity that will be important in the sequel is the area associated to a vertex,

$$
A_{j,i} = V^*([j] \subset \sigma_i) = \frac{1}{N-1} \sum_{k \neq i,j} \ell^*([j] \subset [j,k]) V^*([j,k] \subset \sigma_i)
$$

(2)

if $i \neq j$ and $A_{j,i} = 0$ for all $i$. In dimension 3, we may use $A_{i,j,k}$ to denote $A_{i,\hat{\ell}}$ in a simplex $[i,j,k,\ell]$.

**Remark 2.1** In the rest of the paper, we will mostly be interested in dual volumes of edges, which we have denoted $\ell^*_{ij} = V^*([i,j] \subset \sigma)$ where $\sigma$ is a top dimensional...
simplex containing \([i, j]\). While \(\ell^*_ij\) does not always denote a length but instead an \((N - 1)\)-dimensional volume corresponding to edge \([i, j]\), the notation is used for brevity and is consistent with works such as [18] when the triangulation consists of a single simplex.

### 2.1.4 Remarks on Triangulations

In order to produce a duality structure on a triangulation from duality structures on individual simplices, it is necessary to choose centers in such a way that dual lengths agree on intersections of neighboring simplices. Given two \(N\)-simplices \(T\) and \(S\) in a triangulation whose intersection contains an edge \(e\), consider a local Euclidean embedding of the triangulation whose domain contains both \(T\) and \(S\). Within that embedding, let \(C(e \subset T)\) and \(C(e \subset S)\) denote the centers assigned to the edge \(e\) by the simplices \(T\) and \(S\) respectively. If \(C(e \subset T) = C(e \subset S)\) for every such \(T\), \(S\), and \(e\), then it can be shown that faces of higher dimension will also be assigned consistent centers [18]. This is equivalent to expressing the fact that the lengths and dual structures are entirely determined by the quantities \(\ell([i] \subset [i, j])\), and this parametrization is explored specifically in [18, 21]. That is, for any simplices \(\sigma \subset T \cap S\), we have that \(C(\sigma \subset T) = C(\sigma \subset S)\). This condition ensures that the dual volumes described in Sect. 2.1.3 may be pieced together to form local geometric realizations of the cells of the Poincaré dual to the original triangulation. Further, for any face \(\sigma\) in the original triangulation, the linear space spanned by the realization of \(\sigma\) is orthogonal to the linear space spanned by the realization of its Poincaré dual. The volume of the dual to a simplex can be defined in general as

\[
V^*(\sigma) = \sum_{\sigma^N} V^*(\sigma^N),
\]

where the sum is over all top dimensional simplices containing \(\sigma\) as a sub-simplex.

### 2.2 Finite Volume Laplacians

Recall the weighted graph Laplacian given in (1),

\[
L_{fi} = \sum_{ij \in E} w_{ij} (f_j - f_i).
\]

The background for weighted graph Laplacians can be found in the books by Chung [7] and Bollobás [4, Chap. II.3]. When the weights are positive, the Laplacian is negative semidefinite with zero eigenvalue precisely on the space spanned by \(f_i = 1\) for all vertices \(i\) on a connected component. This follows because the matrix \(L\) is diagonally dominant.

Certain graph Laplacians arise naturally in numerical partial differential equations through finite element and finite volume methods (see, e.g., [14, 28]). Finite elements can be used to take a second order elliptic operator such as a Laplacian and reduce it
to an operator on a finite set of points determined as the vertices of a triangulation. In particular, one can consider a weak Galerkin formulation of Poisson’s equation \( \Delta u = f \), for \( u \) in a trial space of functions, as

\[
\int_\Omega \Delta u \, v = \int_{\partial \Omega} v \nabla u \cdot n - \int_\Omega \nabla u \cdot \nabla v = \int_\Omega f \, v
\]

for all \( v \) in a test space, supposing the restriction of \( u \) and \( v \) ensures the first equality follows from integration by parts. By allowing the trial space for \( u \) and the test space for \( v \) to be different, we arrive at generalized Galerkin methods. The most typical choice may be for both spaces to consist of piecewise linear functions determined by a triangulation and function values at the vertices. Finite volume Laplacians arise similarly, but where the test space consists of piecewise constant function spaces with support on control volumes around the vertices, usually those arising as the dual to the vertices as described in Sect. 2.1. These result in graph Laplacians of the form (1) with weights determined as

\[
w_{ij} = \frac{\ell_{ij}^*}{\ell_{ij}}.
\]

In two dimensions, finite element Laplacians can be considered a special case of finite volume Laplacians, where the control volumes arise from circumcentric dual vertices [2] and the weights (3) take the form of the well-known “cotan” Laplacian (see, e.g., [12, 33, 42]) determined by weights

\[
w_{ij} = \frac{\cot \alpha_{ij} + \cot \beta_{ij}}{2},
\]

where \( \alpha_{ij} \) and \( \beta_{ij} \) are the angles opposite edge \( ij \) in the two triangles incident on \( ij \) in the triangulation. Finite volume Laplacians in general find application in computer graphics [43, 44], discrete differential geometry [10, 25], and meshing [30]. For cotan Laplacians, positive weights correspond to the choice of a Delaunay triangulation. According to Rippa’s Theorem, Delaunay triangulations can be characterized as minima of the Dirichlet energy,

\[
D(f) = -\frac{1}{2} \sum_{i \in V} (Lf)_i f_i
\]

with respect to bistellar flips [35] (see also [34]).

Weighted Delaunay triangulations play a similar role for more general finite volume Laplacians, corresponding to those with positive weights (3) [18]. A similar result to Rippa’s shows bistellar flips producing weighted Delaunay hinges reduce the Dirichlet energy (4) obtained from the finite volume Laplacian [19]. Finite volume Laplacians arise naturally in variation formulas of discrete curvatures with respect to circle packing and other types of discrete conformal structures, both in two and three dimensions, e.g., [6, 16, 20, 24]. Often such variational formulas result in Laplacians with some negative weights, and so we will not require the weights to be nonnegative. For this
reason, we do not automatically know that the Laplacian has maximal rank or non-positive eigenvalues, as we do for Laplacian matrices with positive weights. To study definiteness of these Laplacians, we will consider the Laplacian determinant on each simplex.

### 2.3 Laplacian Determinant

The Laplacian determinant, or Kirchhoff determinant, can be defined in general on a weighted graph as follows.

**Definition 2.2** The Laplacian determinant is

\[ K^*(G) = \det(-\hat{L}_{00}), \quad (5) \]

where \( \hat{L}_{00} \) denotes the Laplacian matrix with the first row and first column removed.

By considering the adjugate of the Laplacian matrix, it is easy to see that \( K^*(G) = (-1)^{i+j} \hat{L}_{ij} \) for any choice of \( i \)th row and \( j \)th column removed, and that it is the product of all eigenvalues except the first eigenvalue, which is zero. For more, see [4, 7]. Additionally, a generalization of the Matrix Tree Theorem shows that the value can be computed by summing over all spanning trees the product of the weights in that tree (see [13] for this and generalizations).

### 2.4 Volumes of Simplices

We will also need some basics for volumes of polyhedra. The usual way to calculate signed volumes of simplices is by considering the vectors emanating from a vertex (see, e.g., [40]), i.e.,

\[ \text{Vol}(\sigma) = \frac{1}{N!} \det \begin{bmatrix} v_0 & v_1 & \cdots & v_N \\ 1 & 1 & \cdots & 1 \end{bmatrix} = \frac{(-1)^N}{N!} \det \begin{bmatrix} v_1 - v_0 & v_2 - v_0 & \cdots & v_N - v_0 \end{bmatrix}, \quad (6) \]

if \( \sigma \) is the simplex determined by the vertices \( v_0, v_1, \ldots, v_N \) in \( \mathbb{R}^N \), considered as column vectors. The ordering is chosen so that (6) is positive, which determines the sign of the volume for other orderings of vertices according to rules of determinants.

In addition, we can see that the volume can be determined by the normals and areas of the faces. While it follows from Minkowski’s Theorem that a polytope is uniquely determined up to translation by the normals and areas of the faces (see, e.g., [1, 38]), it is much more straightforward in the case of simplices. While we expect that these arguments are well known, we have not found a reference. The work was inspired by the derivation of the cosine laws for the sphere and hyperbolic space in [41].

**Proposition 2.3** Let \( n_0^\wedge, n_1^\wedge, \ldots, n_N^\wedge \) denote the outward pointing normals to an \( N \)-simplex \( \sigma \) with vertices \( v_0, \ldots, v_n \) in \( \mathbb{R}^N \), where \( n_j^\wedge \) is orthogonal to the plane
containing all vertices except \(v_j\), and such that the length of \(n_j\) is equal to the area of the face containing all vertices except \(v_j\). Then for any \(j = 0, \ldots, N\),

\[
\det \begin{bmatrix} n_0 \hat{n} \cdots \hat{n}_j \cdots n_N \end{bmatrix} = \frac{(-1)^{N+j} N^N}{N!} \Vol(\sigma)^{N-1}
\]

(8)

where the hat denotes the vector is not present.

**Proof** We see that

\[
\begin{bmatrix} n^T_0 N \Vol(\bar{\sigma}_0) \\
n^T_1 N \Vol(\bar{\sigma}_1) \\
\vdots \\
n^T_N N \Vol(\bar{\sigma}_N) \end{bmatrix} \begin{bmatrix} v_0 & v_1 & \cdots & v_N \\
1 & 1 & \cdots & 1 \end{bmatrix} = N \Vol(\sigma) I_{N+1},
\]

(9)

where \(\bar{\sigma}_j\) denotes the \(N\)-simplex with vertices the origin and the \((N-1)\)-simplex excluding vertex \(j\), and \(\Vol\) denotes signed volume. This follows from the fact that \(n^T_j v_k = -N \Vol(\bar{\sigma}_j)\) for each \(j \neq k\) and so \(n^T_j v_j = N \Vol(\sigma) - N \Vol(\bar{\sigma}_j)\). Notice that \(\sum_{j=0}^N \Vol(\bar{\sigma}_j) = \Vol(\sigma)\). Using the fact that \(\sum n_j = 0\), we see that the determinant on the left side of (8) does not depend on \(j\) except for the sign. It follows by expanding in the last column that the determinant of the leftmost matrix in (9) is equal to

\[
(-1)^{N+j} \det \begin{bmatrix} n_0 \hat{n} \cdots \hat{n}_j \cdots n_N \end{bmatrix} N \Vol(\sigma)
\]

(10)

for any \(j\). The second matrix on the left has determinant equal to \(N! \Vol(\sigma)\). Finally, the matrix on the right has determinant equal to \(N^{N+1} \Vol(\sigma)^{N+1}\).

Here is an alternative, but similar proof. Since \(n_0 + n_1 + \cdots + n_N = 0\), it is sufficient to prove this for \(j = 0\). We see that

\[
\begin{bmatrix} n^T_1 \\
n^T_2 \\
\vdots \\
n^T_N \end{bmatrix} \begin{bmatrix} v_1 - v_0 & v_2 - v_0 & \cdots & v_N - v_0 \end{bmatrix} = -N \Vol(\sigma) I_N,
\]

where \(I_N\) is the \(N \times N\) identity matrix. The determinant of the second matrix on the left is equal to \((-1)^N N! \Vol(\sigma)\) and so taking determinants and solving, we complete the proof. \(\square\)

### 3 Formula for the Laplacian Determinant

In this section we calculate the Laplacian determinant on a simplex, which gives the following theorem.
Theorem 3.1 Let $T = [0, \ldots, N]$ be an $N$-simplex realized with vertices $v_0, \ldots, v_N \in \mathbb{R}^N$ with duality structure determined by $C_T \in \mathbb{R}^N$. The Laplacian determinant $K^*(T)$ is defined as in Definition 2.2. Let the dual simplex $T^\#$ be the simplex determined by the normals $n_i = -\sum_j n_{ij}$ where

$$n_{ij} = \frac{\ell_{ij}^*}{\ell_{ij}} (v_j - v_i),$$

and let $\widehat{n}$ be the matrix with columns $n_1, \ldots, n_N$. Then

$$K^*(T) = -\frac{\det(\widehat{n})}{6 \text{Vol}(T)}. \quad (12)$$

Furthermore, we have

$$K^*(T) = \frac{N^N \text{Vol}(T^\#)^{N-1}}{(N!)^2 \text{Vol}(T)}. \quad (13)$$

Finally, let $A_{\widehat{i}}$ equal the volume of $\sigma_{\widehat{i}}$ and $A_{j,\widehat{i}}$ denote the signed volume of the piece of $\sigma_{\widehat{i}}$ associated to vertex $j$ as in (2). Let $A$ be the matrix whose $ij$th elements are $A_{j,\widehat{i}}$. Then

$$K^*(T) = \frac{(-1)^N N^N \text{Vol}(T)^{N-2} \det(A)}{(N!)^2 \prod_{i=0}^N A_{\widehat{i}}} \quad (14)$$

We first consider the case of three dimensions. The two dimensional case is relatively simple and is described in [19], so it is skipped here. We will discuss it more in Sect. 4.1.

### 3.1 Three Dimensions

Refer to Fig. 2. The key observation is that

$$n_{ij} = -n_{ji} = \frac{\ell_{ij}^*}{\ell_{ij}} (v_j - v_i)$$

is a vector that is normal to the dual face with length equal to the area of that dual face. We then define

$$n_i = -(n_{ij} + n_{ik} + n_{i\ell})$$

for $\{i, j, k, \ell\} = \{0, 1, 2, 3\}$ denoting the vertices of the tetrahedron. Notice that

$$n_0 + n_1 + n_2 + n_3 = 0$$
and so it follows from Minkowski’s Theorem (see, e.g., [1, Chap. 7]) that these four vectors determine the faces of a tetrahedron $T^#$ with areas equal to the lengths of the vectors and with those vectors normal to the faces. Notice the following relationship between the vertices of the tetrahedron, the Laplacian matrix, and the normals.

$$n_i = -\sum_\ell \ell_{ij}^*(v_j - v_i).$$

We will express this in matrix form as $-Lv^T = n^T$, where $v$ has columns $v_0, v_1, v_2, v_3$ and $n$ has columns $n_0, n_1, n_2, n_3$. We now calculate $K^*(T) = \det(-\hat{L}_{00})$.

For any matrix $M$ let $\hat{M}$ denote the matrix $M$ with the first row removed. We then use the Binet–Cauchy formula and the fact that $K^*(T) = (-1)^{i+j} \det(-\hat{L}_{ij})$ for any choice of $i$ and $j$ to see that

$$\det(-\hat{L}_{00}v^T) = K^*(T) \left( \det \begin{bmatrix} v_1^T & v_2^T & v_3^T \end{bmatrix} - \det \begin{bmatrix} v_0^T & v_2^T & v_3^T \end{bmatrix} + \det \begin{bmatrix} v_0^T & v_1^T & v_3^T \end{bmatrix} - \det \begin{bmatrix} v_0^T & v_1^T & v_2^T \end{bmatrix} \right).$$

To compute the alternating sum of determinants on the right hand side, we add and subtract $v_0^T$ from each row of the first term and then expand. Thus, we have

$$\det(-\hat{L}_{00}v^T) = K^*(T) \left( \det \begin{bmatrix} v_1^T - v_0^T & v_2^T - v_0^T & v_3^T - v_0^T \end{bmatrix} \right) = -6K^*(T) \text{Vol}(T)$$

from (7) and

$$\det(n^T) = -\frac{9}{2} \text{Vol}(T^#)^2$$

by (8) in Proposition 2.3. It follows from $-\hat{L}_{00}v^T = n^T$ that

$$K^*(T) = \frac{3}{4} \frac{\text{Vol}(T^#)^2}{\text{Vol}(T)},$$

(15)

For the last part of the theorem, we observe that there is a hexahedron determined by the vertices $v_0, c_{01}, c_{02}, c_{03}, c_{012}, c_{013}, c_{023}, c_{0123}$ (see Fig. 3).

Further, $n_0$, as defined, is equal to the sum of three face normals directed into this hexahedron, $n_{01}, n_{02}, n_{03}$. The other face normals are $(A_{0,12}/A_{012})n_{012}, (A_{0,13}/A_{013})n_{013},$ and $(A_{0,23}/A_{023})n_{023}$, where $n_{ijk}$ are the face normals to the faces of the tetrahedron (with length equal to the area of the face) and $A_{i,j,k}$ is the area from $[i, j, k]$ associated to vertex $i$ as described in Sect. 2.1.3. Since the hexahedron is a polyhedron, we have that

$$n_0 = \frac{A_{0,12}}{A_{012}}n_{012} + \frac{A_{0,13}}{A_{013}}n_{013} + \frac{A_{0,23}}{A_{023}}n_{023}.$$
Fig. 3  Around the bottom left vertex we see the hexahedron separating the piece of volume associated to vertex 0 and some of the relevant normal vectors and areas.

We have similar formulas for the other vertices. It now follows that

$$\begin{bmatrix}
0 & A_{0,23} & A_{0,13} & A_{0,12} \\
A_{1,23} & 0 & A_{1,03} & A_{1,02} \\
A_{2,13} & A_{2,03} & 0 & A_{2,01} \\
A_{3,12} & A_{3,02} & A_{3,01} & 0
\end{bmatrix}
\begin{bmatrix}
n_{123} & A_{123} \\
n_{023} & A_{023} \\
n_{013} & A_{013} \\
n_{012} & A_{012}
\end{bmatrix}
= \begin{bmatrix}
n_0 & A_0 \\
n_1 & A_1 \\
n_2 & A_2 \\
n_3 & A_3
\end{bmatrix}.$$
When computing $\det(-\hat{L}v^T)$, it is convenient to assume $v_0 = 0$ so all but the first term in this sum is 0. This assumption can be made without loss of generality because if $C$ is the $(N + 1) \times N$ matrix with all rows equal to $v_0$, then $\hat{L}v^T = \hat{L}(v^T - C)$, and so $\det(\hat{L}v^T) = \det(\hat{L}(v^T - C))$. With this simplification, we obtain

$$\det(-\hat{L}v^T) = K^*(T) \det(\hat{v}^T). \quad (18)$$

But since $-\hat{L}v^T = n^T$, the determinant on the left hand side is given by Proposition 2.3:

$$\det(-\hat{L}v^T) = \det(n^T) = \frac{(-1)^N N^N}{N!} \text{Vol}(T^#)^{N-1}.$$  

Also, since $v_0 = 0$, we have that

$$\det(\hat{v}^T) = \det\left[ v_1 - v_0 \ v_2 - v_0 \ \ldots \ v_N - v_0 \right] = (-1)^N N! \text{Vol}(T).$$

Thus,

$$(-1)^N N! \text{Vol}(T) K^*(T) = \det(n^T) = \frac{(-1)^N N^N}{N!} \text{Vol}(T^#)^{N-1}$$

or

$$K^*(T) = \frac{N^N \text{Vol}(T^#)^{N-1}}{(N!)^2 \text{Vol}(T)}.$$  

Now (14) follows from an argument similar to the derivation of (17). We note that

$$\begin{bmatrix} 0 & A_{0,\hat{A}} & \ldots & A_{0,\hat{N}} \\ A_{1,\hat{0}} & 0 & \ldots & A_{1,\hat{N}} \\ \vdots & \vdots & \ddots & \vdots \\ A_{N,\hat{0}} & \ldots & A_{N,\hat{N}-1} & 0 \end{bmatrix} \begin{bmatrix} n_{\hat{0}} & A_{\hat{0}} \\ n_{\hat{1}} & A_{\hat{1}} \\ \vdots & \vdots \\ n_{\hat{N}} & A_{\hat{N}} \end{bmatrix} = \begin{bmatrix} n_0 & A_0 \\ n_1 & A_1 \\ \vdots & \vdots \\ n_N & A_N \end{bmatrix}. \quad (19)$$

The result then follows from taking the determinant of both sides and using the multilinearity of the determinant, resulting in

$$\frac{\det(A)}{\prod_{i=0}^N A_i} \cdot \frac{N^N}{N!} \text{Vol}(T)^{N-1} = \det(\hat{n}^T) = (-1)^N N! \text{Vol}(T) K^*(T).$$
3.3 Remarks on $T^#$

In dimension 2, we can easily see that $T^#$ is the pedal triangle of the center of the original triangle. We will discuss this more in Sect. 4.1. As of yet, other than in dimension 2 we do not know how the simplex $T^#$ can be properly placed in the original tetrahedron $T$ or have any direct connections other than its definition. However, it is possible to construct $T^#$ directly without resorting to Minkowski’s Theorem in its generality. First compute its volume using (8), then set the origin at a vertex, then use (9) and invert the matrix on the left to get the matrix of vertices.

4 Definiteness of Laplacian

Proving conditions under which the Laplacian necessarily has nonzero determinant is of considerable interest. It is well known that if the edge duals are positive then the Laplacian is an M-matrix and the definiteness follows directly. However, even in rudimentary cases such as the Laplacian for a non-Delaunay triangulation, it can be the case that the Laplacian is not an M-matrix but is still necessarily definite. In this section, we review what is known for the case of two dimensions and three-dimensional circle packings and describe the consequences of Theorem 3.1.

4.1 Triangles in Two Dimensions

The triangle case for (13) was found in [19]. It can be seen that in dimension two, the triangle $T^#$ is exactly the pedal triangle of the center point $C_{[i,j,k]}$. Much is known about the geometry of the pedal triangle, for instance [15, 26]. In particular, the triangle is degenerate (which is equivalent to having zero area) exactly when the center is on the circumcircle due to the Wallace–Simson Theorem (see [26, pp. 137–138] for an interesting historical note). It is a direct consequence that the finite volume Laplacians arising from finite elements in two dimensions and from circle packings result have maximal rank since the centers are the circumcenter in the former and the incenter in the latter, both inside the circumcircle.

It is also known that if one takes an inversion of the triangle with respect to a circle centered at $C_{[i,j,k]}$ then the pedal triangle is similar to the inversion of the triangle itself. It follows that the pedal triangle is degenerate if the center $C_{[i,j,k]}$ lies on the circumcircle of the inversion of the triangle (and hence on the inversion of the circumcircle).

4.2 Sphere Packing in Three Dimensions

Sphere packing considers tetrahedra arising from the centers of four mutually tangent spheres. Such a tetrahedron can equivalently be described as a tetrahedron with a sphere tangent to all of its six edges, sometimes called a circumscribable tetrahedron [9]. A version of Theorem 3.1 was proved for sphere packing in [17, Prop. A1], which shows
that

\[ K^*(T) = \frac{36r_ir_jr_kr_\ell V_{ijk\ell}}{P_{ijk}P_{ij\ell}P_{ik\ell}P_{jk\ell}} \]

using [16, Lem. 3]. Note that there is a slight error in the constant in [17].

We recall from [16] that in the sphere packing case,

\[ A_{i,jk} = \frac{2r_i \hat{A}_{ijk}}{P_{ijk}}, \tag{20} \]

where \( r_{ijk} \) is the radius of the circle inscribed in triangle \( ijk \) and \( P_{ijk} \) is the perimeter of the triangle \( ijk \). We can now use (14). First note that using the formula (20) and multilinearity of the determinant, in this case we have

\[
\det A = \frac{16r_1r_2r_3r_4A_{123}A_{023}A_{013}A_{012}}{P_{123}P_{023}P_{013}P_{012}} \det \begin{bmatrix} 0 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 0 \end{bmatrix} = -\frac{48r_1r_2r_3r_4A_{123}A_{023}A_{013}A_{012}}{P_{123}P_{023}P_{013}P_{012}}.
\]

It then follows from Theorem 3.1 that

\[ K^*(T) = \frac{36r_1r_2r_3r_4 \text{Vol}(T)}{P_{123}P_{023}P_{013}P_{012}}. \]

### 4.3 General Case

In general, we can see the following:

**Theorem 4.1** Given a Euclidean \( N \)-simplex \( \sigma \), the locus \( L \) of points for which the center results in a degenerate simplex \( T^\# \) will satisfy the following:

- The vertices of the simplex lie on \( L \).
- The interior of the simplex does not intersect \( L \).
- \( L \) is described by the zeroes of a polynomial in \( N \) variables of degree \( N(N - 1) \).

**Proof** If the center is at vertex \( v_i \) then the normals \( n_{ij} \) would be zero for all \( j \), implying the first statement. The second follows from the fact that the dual areas are positive for each point in the interior of the simplex, resulting in a standard weighted graph Laplacian on a connected graph, which cannot have \( K^*(T) = 0 \).

To derive the third, we simply note that given a point \( x \in \mathbb{R}^N \), the projections to each of the sub-simplices are linear. Hence the normals \( n_{ij} \) defined in (11) are polynomial of degree \( N - 1 \). The volume of the simplex \( T^\# \) is zero if and only if \( K^*(T) = 0 \), which is true if and only if the determinant of the matrix of normals is zero according to (18). This determinant is a polynomial of degree \( N(N - 1) \). 

\[ \square \]
An example of the equation for the locus for the regular tetrahedron in \( \mathbb{R}^3 \) with vertices at \((0, 0, 0), (2, 0, 0), (1, \sqrt{3}, 0), (1, 1/\sqrt{3}, 2\sqrt{2}/3)\) is given by

\[
\begin{align*}
\frac{x^6}{72} - \frac{x^5}{12} - \frac{23x^4y^2}{648} - \frac{55x^4yz}{162\sqrt{2}} - \frac{x^4y}{18\sqrt{3}} \\
+ \frac{4x^4z^2}{81} - \frac{x^4z}{18\sqrt{6}} + \frac{5x^4}{36} + \frac{23x^3y^2}{162} + \frac{55}{81}\sqrt{2}x^3yz + \frac{2x^3y}{9\sqrt{3}} - \frac{16x^3z^2}{81} \\
+ \frac{1}{9}\sqrt{\frac{2}{3}}x^3z + \frac{181x^2y^4}{1944} - \frac{55x^2y^3z}{243\sqrt{2}} - \frac{37x^2y^3}{81\sqrt{3}} \\
+ \frac{8}{81}x^2y^2z^2 - \frac{x^2y^2z}{9\sqrt{6}} - \frac{23x^2y^2}{162} - \frac{10}{243}\sqrt{2}x^2y^3z^3 - \frac{10x^2yz^2}{27\sqrt{3}} - \frac{55}{81}\sqrt{2}x^2yz \\
+ \frac{32x^2z^4}{243} - \frac{22}{81}\sqrt{\frac{2}{3}}x^2z^3 + \frac{16x^2z^2}{81} - \frac{x^2}{9} - \frac{181xy^4}{972} + \frac{55}{243}\sqrt{2}xy^3z \\
+ \frac{74xy^3}{81\sqrt{3}} - \frac{16}{81}xy^2z^2 + \frac{1}{9}\sqrt{\frac{2}{3}}xy^2z + \frac{20}{243}\sqrt{2}xyz^3 + \frac{20xyz^2}{27\sqrt{3}} \\
- \frac{4xy}{9\sqrt{3}} - \frac{64xz^4}{243} + \frac{44}{81}\sqrt{\frac{2}{3}}xz^3 - \frac{2}{9}\sqrt{\frac{2}{3}}xz + \frac{31y^6}{5832} + \frac{55y^5z}{486\sqrt{2}} \\
+ \frac{5y^5}{486\sqrt{3}} + \frac{4y^4z^2}{81} - \frac{467y^4z}{486\sqrt{6}} - \frac{49y^4}{972} + \frac{10}{729}\sqrt{2}y^3z^3 - \frac{34y^3z^2}{243\sqrt{3}} + \frac{67}{243}\sqrt{2}y^3z
\end{align*}
\]
\[\begin{align*}
+ \frac{32y^2z^4}{243} - \frac{86}{243}\sqrt{\frac{2}{3}}y^2z^3 - \frac{4y^2z^2}{81} + \frac{y^2}{27} - \frac{64yz^4}{243\sqrt{3}} + \frac{44}{243}\sqrt{2}yz^3 - \frac{2}{27}\sqrt{2}yz \\
- \frac{8z^6}{729} + \frac{32}{243}\sqrt{\frac{2}{3}}z^5 - \frac{40z^4}{243} + \frac{2z^2}{27} = 0.
\end{align*}\]

A picture of the solution set for the regular tetrahedron is given in Fig. 4. In two dimensions, the locus is the zeroes of a quadratic polynomial in two variables that contains each of the triangle vertices. By looking at the symmetry of the polynomial, one can deduce that it is the circumcircle. We finally note that in the case of a tetrahedron, the locus is not the same as the locus of points such that the pedal tetrahedron is degenerate, which is given by a Cayley cubic surface [9] (also called the Steiner cubic surface [32]). See also [5, 36, 37].

5 Conclusion

Theorem 3.1 is designed to be applied to continuity arguments for variational principles, especially those that arise in discrete conformal geometry. Finite volume Laplacians arise as second variations of curvature quantities in dimensions 2 and 3 (dimension 4 and higher is still open) [16, 20, 24], which are precise estimates of variation arguments given elsewhere, e.g., [6, 8, 29, 41]. Continuity arguments allow for comparing meshes with different geometry by using definiteness of the finite volume Laplacian throughout. This work provides one of the first tools for understanding definiteness of finite volume Laplacians in all dimensions and with a variety of duality structures. Theorem 3.1 allows, in some cases, using the determinant of the Laplacian restricted to each simplex to determine definiteness, a tool that has been used heavily in the references above and others. In a domain where the determinant is never zero, the Laplacian’s definiteness will be the same throughout.

When trying to apply Theorem 3.1 to problems in numerical analysis, there may be additional challenges such as as formation and conditioning of meshes. In dimensions larger than 2, it is often the case that finding good meshes requires changing the vertices. The flexibility of the weighted Delaunay/finite volume structure is particularly well suited for this, and there are procedures for choosing appropriate vertex points and weights to provide good quality meshes, for instance [31]. While this work may provide insight into choosing such points, producing well-conditioned discrete Laplacians that approximate smooth elliptic operators may require additional considerations.
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