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Abstract—Polarimetric synthetic aperture radar (PolSAR) has achieved a prominent position as a remote imaging method. However, PolSAR images are contaminated by speckle noise due to the coherent illumination employed during the data acquisition. This noise provides a granular aspect to the image, making its processing and analysis (such as in edge detection) hard tasks. This paper discusses seven methods for edge detection in multilook PolSAR images. In all methods, the basic idea consists in detecting transition points in the finest possible strip of data which spans two regions. The edge is contoured using the transitions points and a B-spline curve. Four stochastic distances, two differences of entropies, and the maximum likelihood criterion were used under the scaled complex Wishart distribution; the first six stem from the $h$-$\phi$ class of measures. The performance of the discussed detection methods was quantified and analyzed by the computational time and probability of correct edge detection, with respect to the number of looks, the backscatter matrix as a whole, the SPAN, the covariance and the spatial resolution. The detection procedures were applied to three real PolSAR images. Results provide evidence that the methods based on the Bhattacharyya distance and the difference of Shannon entropies outperform the other techniques.
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I. INTRODUCTION

POLARIMETRIC synthetic aperture radar (PolSAR) has achieved a prominent position as a remote imaging method [1]. SAR images are contaminated by speckle, a typical noise present in data acquired with coherent illumination subject to multipath interference. Speckle noise introduces a granular aspect to the image, and its multiplicative nature makes SAR image analysis a challenging task [2]. Most of the classical image processing methods assume additive noise, which is ineffective for processing SAR imagery [3]. Thus, PolSAR image analysis requires specifically tailored signal processing techniques.

Among image processing techniques, edge detection occupies a central position. In simple terms, its purpose is to identify boundaries between regions of different structural characteristics [4]. In PolSAR systems, such features are usually represented by different scattering characteristics, which are reflected by surface reflectance and speckle noise.

Several edge detection approaches have been proposed for SAR imagery, among them gradient-based methods [5]–[8]. Such approach consists in using a sliding window to define a measure map that highlights the edges, resembling the edge strength map technique [5]. Then a thresholding step is applied to perform the sought edge detection. In a different approach, Oliver et al. [6] proposed a maximum likelihood method aiming at two goals: (i) detecting the presence of an edge within a window and (ii) determining accurately the position of the edge. Another line of research is the specific study of edge detection based on physical properties from urban areas. As an example, Baseline and Ferrioli [9] utilized Markov random fields to model jointly the amplitude and interferometric phase of two complex SAR images.

Statistical procedures, including active contour models, have also been applied to edge detection on SAR images [3], [4], [10]–[13]. Giron et al. [13] compare seven edge detectors following the general idea proposed by Gambini et al. [3]: finding transition points in strips of data. This latter method was successfully employed in [12] and [13] for a comparative study using other strategies based on the same active contour approach. In [4], Frery et al. extended it to multilook PolSAR data using the polarimetric $G^H$ distribution as model.

In the present work, we aim at extending the proposal of Gambini et al. [3]. In its original idea, this method consists in forming strips of data around regions that span from the centroid of the candidate region to points located outside the region under consideration. Resulting strips are then submitted to a screening phase, where each one is scanned looking for the point which defines two distinct regions under it based on maximization criterion, such as likelihood function. The point that satisfies a decision rule is called transition point. A pre-processing step may be necessary in order to define the initial regions. A post-processing step defines the edges of the regions by combining the transition points with B-spline curves.

For any type of approach, the edge detection problems can be related to three main aspects: (i) the procedure for detection, (ii) the determination of the most accurate edge position,
and (iii) the specification of the window size (the window represents a square window or a strip of data). The latter may influence all other aspects in such manner that smaller windows may not convey enough information to identify the presence of edges, while bigger windows may contain more than two edges. Then, the ideal window size is the one that provides only a single edge within the window \[6\]. Following the approach discussed in \[3\], we assume that there is one edge within the window provided by the initial selection.

Our proposal improves or extends those procedures in three senses: (i) the finest possible strips of data are used, namely the ones of one pixel width, and (ii) stochastic distances and difference of entropies are employed as objective functions to be maximized; not only the likelihood function as in \[3\]. (iii) the influence of the spatial image resolution is performed.

The Kullback-Leibler and Bhattacharyya distances have been used by Morio et al. \[14\] as a scalar contrast measure between different channels of polarimetric and interferometric synthetic aperture radar (PolInSAR) images. These distances were calculated assuming that PolInSAR images follow the complex multidimensional Gaussian circular distribution. The distances were then compared by their discrimination ability.

In the present paper, this work extended in two ways: (i) the complex Wishart model is utilized instead of the Gaussian circular distribution, and (ii) four distances, particular cases of the \(h\)-\(\phi\) class of divergences, were considered as well as two difference of entropies. Other information theory measures have been employed for change detection. Erten et al. \[15\] proposed a method based on mutual information for PolInSAR images assuming the scaled complex Wishart law. As a result, they could verify that the new detector is more efficient than the one based on the maximum likelihood ratio statistic \[16\].

Therefore, the contribution of this paper is two fold. Firstly, the paper presents a detailed discussion about information theory measures (using \(h\)-\(\phi\) divergences and entropies) as criteria for the edge detection problem \[3\]. Secondly, we compare their performance by edge accuracy and computational time, using contrast and spatial resolution as factors. Three real multilook PolSAR images are employed to show the application of the proposal. The best results were obtained using Rényi and Bhattacharya distances and difference of entropies.

This paper is structured as follows. Section II presents the seven assessed measures. An analysis of the proposed techniques using real and simulated data is presented in Section III. To that end, Monte Carlo experiments are performed in Section III-A to assess required computational time and probability of correct detection. Section III-B presents applications to real PolSAR images. Finally, the results are summarized in Section IV.

II. EDGE DETECTION APPROACHES UNDER SCALED COMPLEX Wishart DISTRIBUTION

In this section, we present seven approaches for detecting edges in PolSAR images based on the methodology employed by \[3\], \[4\], \[12\], \[13\]: finding a transition point in a strip of data which is an estimator of the edge position. In all cases, the estimator is the maximum of a given function. The first function is a likelihood, which is a multivariate extension of the approach shown in \[12\]. Remaining functions are \(h\)-\(\phi\) divergences and (difference of) entropies \[17\]– \[19\].

The edge detection methodologies considered in this paper operate in multiple stages: (i) identifying the initial centroid of the area of interest in a automatic, semiautomatic, or manual manner; (ii) casting rays from the centroid to the outside of the area; (iii) collecting data around the rays; (iv) detecting points in the strips of data which provide evidence of a change of properties, a transition; (v) defining the contour using a imputation method among the transition points, such as B-Splines \[3\]. We bring contributions to stages (iii) and (iv).

Initially, let us admit a region \(R\) with centroid \(C\). Rays are traced from \(C\) to control points \(P_i\), \(i = 1,2,\ldots,S\), located outside \(R\); the \(S\) resulting rays can be represented by segments in the form \(s^{(i)} = CP_i\) and the angle between consecutive rays is \(\epsilon_i = \angle(s^{(i)},s^{(i+1)})\). Rays are converted into pixels using Bresenham’s midpoint line algorithm \[20\]. This representation provides the thinnest possible digital representation for a ray. This contrast with the 20-pixel wide strips employed in \[3\], \[4\], \[12\], \[13\]. This setup is illustrated in Fig. 1.

Data are assumed to follow a scaled complex Wishart distribution \[21\]. The scaled complex Wishart distribution has density given by
\[
f_Z(Z'; \Sigma, L) = \frac{L^{mL}|\Sigma|^{L-m}}{\Gamma_m(L)} \exp \left[ -L \operatorname{tr}(\Sigma^{-1} Z') \right],
\]
where \(Z'\) is possible outcomes of \(Z\), \(\Sigma\) represents the covariance matrix, \(L\) is the number of looks, \(m\) is the number of looks.

![Fig. 1. Edge detection on the polarimetric strip \(s^{(i-1)}\) from the centroid \(C\) to the control point \(P_{i-1}\).](image)
polarization channels, $\Gamma_m(L) = \pi^{m(m-1)/2} \prod_{i=0}^{L-1} \Gamma(L - i)$ is the multivariate gamma function, and $| \cdot |$ and $\text{tr}(\cdot)$ are the determinant and the trace, respectively. We refer to this distribution as $W(\Sigma, L)$.

The strip of data collected around the $i\text{th}$ ray $s(i)$, $i = 1, 2, \ldots, S$, contains $N(i)$ pixels. Each pixel $k$ of a given strip is assumed to be described by the return matrix $Z_k^{(i)}$, which is distributed according to the scaled complex Wishart law \cite{2}. Denoting the correct boundary position as $j(i)$, we have the following configuration:

$$
\begin{cases}
Z_k^{(i)} \sim W(\Sigma_A^{(i)}, L_A^{(i)}), & \text{for } k = 1, \ldots, j(i), \\
Z_k^{(i)} \sim W(\Sigma_B^{(i)}, L_B^{(i)}), & \text{for } k = j(i) + 1, \ldots, N(i).
\end{cases}
$$

In other words, each strip is formed by two patches of samples, and each patch obeys a complex Wishart law with different parameter values. In this work, we assume that the number of looks is estimated beforehand and remains constant for parameter values. In this work, we assume that the number of looks is obtained from radar upon reception of backscattered pulses \cite{21}.

The main idea is to estimate the edge position $j(i)$ on the data strip around ray $s(i)$ according to a specified decision rule. Gray lines in Fig. 1 illustrate different configurations when the edge position is shifted.

The model stated in \cite{2} assumes that at most one transition occurs in any given ray. Issues may arise if multiple transitions take place; this is discussed further in Section III-B, Fig. 14.

In the following we present three different decision rules. For brevity, we omit the superscript index $(i)$, since we focus our analysis on a single strip.

**A. Log-likelihood**

The likelihood function of the sample described by \cite{2} is given by

$$L(j) = \prod_{k=1}^{j} f_Z(Z_k; \Sigma_A, L) \prod_{k=j+1}^{N} f_Z(Z_k; \Sigma_B, L),$$

where $Z_k'$ is possible outcomes of the random matrices described in \cite{2}. The log-likelihood is more convenient for maximization purposes:

$$\ell(j) = \log L(j) = \sum_{k=1}^{j} \log f_Z(Z_k; \Sigma_A, L) + \sum_{k=j+1}^{N} \log f_Z(Z_k; \Sigma_B, L).$$

The maximum likelihood estimator $\hat{j}_{\text{ML}}$ of the index at the location where the transition occurs is given by

$$\hat{j}_{\text{ML}} = \arg \max_j \ell(j).$$

Using the model given by \cite{11} in \cite{4}, with minor algebraic manipulation one obtains

$$\ell(j) = N[-mL(1 - \log L) - \log \Gamma_m(L)] + L[j \log \hat{\Sigma}_A(j)] + (N - j) \log [\hat{\Sigma}_B(j)],$$

where $\hat{\Sigma}_A(j)$ and $\hat{\Sigma}_B(j)$ are the maximum likelihood estimators for $\Sigma_A$ and $\Sigma_B$, respectively, with respect to edge position $j$. This estimator satisfies the following expression:

$$\hat{j}_{I}(j) = \begin{cases}
j - \sum_{k=1}^{j} Z_k \quad & \text{if } I = A, \\
(N - j)^{-1} \sum_{k=j+1}^{N} Z_k \quad & \text{if } I = B.
\end{cases}$$

**B. Information Theory**

Information theory measures have received considerable attention as tools for contrast quantification \cite{22}, \cite{23}. In this section, we describe novel methodologies for detecting PolSAR boundaries based on such measures. We adopt the following notation.

Let $X$ and $Y$ be two random matrices obeying the scaled complex Wishart distribution with same known numbers of looks. The associated probability densities are $f_X(Z'; \theta_1)$ and $f_Y(Z'; \theta_2)$, respectively, where $\theta_1 = \text{vec}(\Sigma_A)$ and $\theta_2 = \text{vec}(\Sigma_B)$ are their parameter vectors and vec(·) is the vectorization operator. Both densities are defined over the set of Hermitian positive definite matrices $A$.

1) Stochastic distances:

(i) Kullback-Leibler:

$$d_{\text{KL}}(X, Y) = \frac{1}{2} \int_A \left[ f_X(Z'; \theta_1) - f_Y(Z'; \theta_2) \right]$$

$$\times \log \frac{f_X(Z'; \theta_1)}{f_Y(Z'; \theta_2)} dZ'.$$

(ii) Rényi of order $0 < \beta < 1$:

$$d_{\text{RD}, \beta}(X, Y) = \frac{1}{\beta - 1} \times \log \left[ \frac{\int_A f_X(Z'; \theta_1)^{1-\beta} f_Y(Z'; \theta_2)^{\beta} dZ'}{2} \right].$$

(iii) Bhattacharyya:

$$d_{\text{BA}}(X, Y) = -\log \int_A \sqrt{f_X(Z'; \theta_1)f_Y(Z'; \theta_2)} dZ'.$$

(iv) Hellinger:

$$d_{\text{H}}(X, Y) = 1 - \int_A \sqrt{f_X(Z'; \theta_1)f_Y(Z'; \theta_2)} dZ'.$$

In the above expressions, the differential element is given by

$$dZ' = \prod_{i=1}^{m} dZ'_{ii} \prod_{i,j=1}^{m} d\Re\{Z'_{ij}\} d\Im\{Z'_{ij}\},$$

where $Z'_{ij}$ is the $(i,j)$th entry of matrix $Z'$, and $\Re\{\cdot\}$ and $\Im\{\cdot\}$ return the real and imaginary parts of their arguments, respectively. Provided that the densities characterize the same distribution and possibly differ only in the parameter, we use $(\theta_1, \theta_2)$ instead of $(X, Y)$ as arguments of the considered distances. Frery et al. \cite{24} derived analytical expressions for the above distances considering Wishart distributions for the general case $\Sigma_A \neq \Sigma_B$ and $L_A \neq L_B$. Since we assume that
the equivalent number of looks is the same, the distances can be expressed according to:

(i) Kullback-Leibler:
\[ d_{KL}(\theta_1, \theta_2) = L \left[ \frac{\text{tr}(\Sigma_1^{-1}\Sigma_2 + \Sigma_2^{-1}\Sigma_1)}{2} - m \right]. \]

(ii) Rényi:
\[ d_{RD-\beta}(\theta_1, \theta_2) = \log \frac{2}{1 - \beta} + \frac{1}{1 - \beta - 1} \log \left\{ \left[ \frac{(\beta \Sigma_1^{-1} + (1 - \beta)\Sigma_2^{-1})^{-1}}{\Sigma_1^{(1 - \beta)}|\Sigma_2|^{\beta}} \right]^L + \left[ \frac{(\beta \Sigma_2^{-1} + (1 - \beta)\Sigma_1^{-1})^{-1}}{\Sigma_1^{(1 - \beta)}|\Sigma_2|^{\beta}} \right]^L \right\}. \]

(iii) Bhattacharyya
\[ d_{BA}(\theta_1, \theta_2) = L \left[ \frac{\log |\Sigma_1| + \log |\Sigma_2|}{2} - \log \left( \frac{\Sigma_1^{-1} + \Sigma_2^{-1}}{2} \right) \right]. \]

(iv) Hellinger
\[ d_{H}(\theta_1, \theta_2) = 1 - \left[ \frac{(2^{-1}(\Sigma_1^{-1} + \Sigma_2^{-1})^{-1})}{\sqrt{|\Sigma_1||\Sigma_2|}} \right]^L. \]

For \( L = 1 \), the Kullback-Leibler and Bhattacharyya distances become similar to the expressions derived by Morio et al. [19].

Above expressions are modified according to [18] in order to obtain test statistics with known asymptotic properties. Thus, test statistics based on these distances can be readily derived for the null hypothesis \( H_0 : \theta_1 = \theta_2 \):
\[ S_D(\hat{\theta}_1(N - j)) = \frac{2j(N - j)v_P}{d_D(\hat{\theta}_1(N - j)),} \]
where \( D \in \{ \text{KL, RD-\beta, BA, H} \} \), \( v_P \in \{1, 4, 4 \} \), respectively, \( \hat{\theta}_1(N - j) = \text{vec}(\hat{\Sigma}_A(N - j)) \) and \( \hat{\theta}_2(N - j) = \text{vec}(\hat{\Sigma}_B(N - j)) \) are estimators for \( \theta_1 \) and \( \theta_2 \) using random samples of sizes \( N - j \) as well as \( j \) respectively.

Let \( \rho \) be the number of elements of the parameter vectors, i.e., \( \rho = m^2 \), as discussed in [24]. As derived by Frery et al. [27], the test statistics given in (6) are asymptotically \( \chi^2 \)-distributed with \( \rho \) degrees of freedom. This result holds true as long as the maximum likelihood estimators are used with large samples [18].

Thus, four novel detectors can be proposed for finding edges on PoSAR imagery by seeking the point that maximizes the test statistics between the two models, i.e.,
\[ \hat{j}_D = \arg \max_j S_D(\hat{\theta}_1(j), \hat{\theta}_2(N - j)) = \arg \max_j S_D(j), \]
where \( D = \{ \text{KL, RD-\beta, BA, H} \} \).

2) Stochastic entropies: The concepts of “information” and “entropy” received its fundamental mathematical treatment in the context of data communications by Shannon in 1948 [25]. Henceforth, the proposition and the application of these measures have become active research fields in several areas.

In particular, Frery et al. [27] derived entropies and associated test statistics for the scaled complex Wishart model.

As suggested by Pardo et al. [28], we consider the Rényi of order \( 0 < \beta < 1 \) and Shannon entropies, denoted by \( H_{R,\beta} \) and \( H_S \), respectively. A discrimination statistics based on stochastic entropies can be defined as
\[ S_M(\hat{\theta}_1(j), \hat{\theta}_2(N - j)) = \frac{j(H_M(\hat{\theta}_1(j)) - \bar{\tau})^2}{\sigma_M^2(\hat{\theta}_1(j))} + \frac{(N - j)(H_M(\hat{\theta}_2(N - j)) - \bar{\tau})^2}{\sigma_M^2(\hat{\theta}_2(N - j))}, \]
where \( H_M \in \{ H_S, H_{R,\beta} \} \), \( \theta_i = [\theta_{i1} \theta_{i2} \cdots \theta_{ip}]^T \), \( i = 1, 2, \theta_{ik} \) is the \( k \)th element of vector \( \theta_i \), \( k = 1, 2, \ldots, p \), \( \sigma_M^2(\hat{\theta}_i) = \delta^i_k \delta^j_k \), and \( \delta^i_k \) is the transposition operator, \( * \) represents the conjugate transposition, \( K(\theta_i) = E\{-\delta^i_k \log f_Z(\theta_i) / \partial \theta_i^k\} \) is the Fisher information matrix, \( \delta^i_k = [\delta^i_1 \delta^i_2 \cdots \delta^i_p]^T \) such that \( \delta^i_k = \partial H_M(\theta_i) / \partial \theta_{ik} \), \( p \) is the size of vector \( \theta_i \), and
\[ \tau = \left[ \frac{j}{\sigma_M^2(\hat{\theta}_1(j))} + \frac{(N - j)}{\sigma_M^2(\hat{\theta}_2(N - j))} \right]^{-1} \times \left[ \frac{jH_M(\hat{\theta}_1(j))}{\sigma_M^2(\hat{\theta}_1(j))} + \frac{(N - j)H_M(\hat{\theta}_2(N - j))}{\sigma_M^2(\hat{\theta}_2(N - j))} \right]. \]

Frery et al. [27] showed that the expression given in (7) follows asymptotically a \( \chi^2 \) distribution, and it can be used to test whether two samples from the scaled Wishart distribution possess the same entropy, i.e., \( H_0 : H_M(\theta_1) = H_M(\theta_2) \). Additionally, the Shannon and Rényi of order \( \beta \) entropies are given by, respectively:
\[ H_S(X) = -\int_{A} f_{X}(Z'; \theta_i) \log f_{X}(Z'; \theta_i) dZ', \]
and
\[ H_{R,\beta}(X) = \int_{A} f_{X}^{\beta}(Z'; \theta_i) dZ' = \left( \frac{1}{\beta} \right)^{-1} \log E\left\{ f_{X}^{\beta-1}(\theta_i) \right\}, \]
for \( i = 1, 2 \). Applying these expressions to the density given in (1) the following entropies and variances are obtained:
- Shannon:
  \[ H_S(\Sigma, L) = \frac{m(m - 1)}{2} \log \pi - m^2 \log L + m \log |\Sigma| \]
  \[ + mL + (m - L)\psi_m^{(0)}(L) + \sum_{k=0}^{m-1} \log \Gamma(L - k) \]
  and
  \[ \sigma_S^2 = \left( \frac{(m - L)\psi_m^{(1)}(L) + m - m^2}{L} \right)^2 \]
  \[ + \frac{m^2}{L} \text{vec}(\Sigma)^* (\Sigma \otimes \Sigma) \text{vec}(\Sigma)^{-1}, \]

where \( \psi_m^{(1)}(L) \) is the digamma function.
where ⊗ is the Kronecker product, “vec” is the operator which vectorizes its argument, and $\psi_m^{(v)}$ is the $v$th-order multivariate polygamma function given by [25]

$$\psi_m^{(v)}(x) = \sum_{i=0}^{m-1} \psi^{(v)}(x - i),$$

and the ordinary polygamma function is [25]

$$\psi^{(v)}(x) = \frac{\partial^{v+1} \log \Gamma(x)}{\partial x^{v+1}},$$

for $v \geq 0$.

- Rényi of order $0 < \beta < 1$: Denoting $q = L + (1 - \beta)(m - L)$, the Rényi entropy is expressed by

$$H_{R,\beta}(\Sigma_I, L) = \frac{m(m-1)}{2} \log \pi - m^2 \log L + m \log |\Sigma_I|$$

$$+ \sum_{i=0}^{m-1} \left[ \log \Gamma(q - i) - \beta \log \Gamma(L - i) \right]$$

$$- \frac{mq \log \beta}{1 - \beta}$$

and

$$\sigma^2_{R,\beta} = \frac{\beta}{1-\beta} \left[ \psi_{m}^{(0)}(q) - \psi_{m}^{(0)}(L) - \frac{m^2 \log(\beta)}{1-\beta} - \frac{m^2}{L} \right]^2$$

$$+ \frac{m^2}{L} \text{vec}(\Sigma^{-1})^T (\Sigma_I \otimes \Sigma) \text{vec}(\Sigma^{-1}).$$

These and other results are further discussed in [27].

Therefore, two additional detectors can be defined by the points that maximize the test statistics based on entropies between the two distributions:

$$\hat{j}_M = \arg \max_j S_M(\hat{\theta}_1(j), \hat{\theta}_2(N - j)) = \arg \max_j S_M(j),$$

where $M = \{S, \text{RE}, \beta\}$.

The expressions given in (6) and (7) have known asymptotic distributions so, besides being discriminatory measures, they also have significance levels. This can be useful when the strip of data conveys a single class and, therefore, no detection should be made. Nevertheless, in the subsequent section these properties are not considered, due to the fact that the procedure is bounded to use small samples.

### III. Applications

We now apply the methodologies presented in the previous section to simulated and real data. Initially, in Section III-A complex Wishart distributed scenarios were generated in order to quantify and to assess the accuracy and computational load of the detailed edge detection schemes. For such estimates of the detection error as well as the execution time for each method were compared. Finally, three applications to real data are performed in Section III-B. These applications illustrate the difficulties of determining an ideal window size.

#### A. Precision and execution time

In order to measure and compare the accuracy of the discussed seven edge detection techniques, we follow the same methodology proposed by Frery et al. [4]. We estimate the probability of detecting the edge with an error less than $k$ pixels, for $k = 1, 2, \ldots, 10$. This probability was estimated using strips of data of 400 pixels divided in halves, filled with samples from the Wishart distribution with two different covariance matrices:

$$\Sigma_A = \begin{bmatrix} 962892 & 19171 - 3579i & -154638 + 191388i \\ 56707 & -5798 + 16812i \\ 472251 \end{bmatrix},$$

$$\Sigma_B = \begin{bmatrix} 360932 & 11050 + 3759i & 63896 + 1581i \\ 98960 & 6593 + 6868i \\ 208843 \end{bmatrix},$$

which were observed by Frery et al. [4] in urban and forest imagery, respectively. In all cases four looks ($L = 4$) were considered. Fig. 2 shows a simulated PolSAR image with this configuration according to the Pauli decomposition [29].

![False color of the Pauli decomposition of a simulated image from the scaled Wishart distribution with four looks and two halves defined by $\Sigma_A$ and $\Sigma_B$.](image.png)

Figure 3 shows the functions to be maximized as functions of the position for a typical simulation: the likelihood (Fig. 3(a)), distances (Fig. 3(b)), and entropies (Fig. 3(c)). The edge is at 200, and this position identified with a vertical solid line; the symmetric interval of twenty pixels around it is shown in vertical dash-dot lines. All of these distances exhibit a maximum which is close to the true edge position.

We generated 1000 independent scene simulations to obtain the estimated boundaries positions ($\hat{b}(r) \in \{\hat{j}_M, \hat{j}_{DR}, \hat{j}_\beta\}, 1 \leq r \leq 1000$). The distance between these points and the true boundary (the absolute empirical bias) was evaluated for each replication:

$$E(r) = |b(r) - 200|,$$

and the probability of observing an error smaller than a certain number of pixels is estimated by relative frequencies as

$$f(k) = T(k)/1000,$$

where $T(k)$ the number of replications for which the error is smaller than $k$ pixels.

Fig. 3 presents, in semilogarithmic scale, the estimated probability of finding the edge with an error equal or smaller than $k$ pixels, $k = 1, 2, \ldots, 10$. Results show evidence that the methods based on entropies have the best results for $k \leq 3$. On the other hand, admitting an error $k \geq 4$, the method involving stochastic distances have the higher estimated detection probability. This fact suggests that a combination of these
1) **Influence of the backscatter matrix and time execution:**

Now we devise a simulation study where data is more similarly distributed; therefore offering a more difficult scenario. Also we aim at assessing the execution time of each method. Strips of data were defined with halves which follow distributions $W((1 + k)\Sigma_B, 4)$ and $W(\Sigma_B, 1 + v)4)$, respectively. This situation is referenced by “case-(k, v)”. Fig. 5 presents images sampled in cases $(0, 0), (1/2, 0), (1, 0), (3, 0),$ and $(4, 0),$ i.e., with the same number of looks and varying covariance matrices.

The precision and execution time of the procedure were estimated using one thousand replications. The latter was measured in seconds of CPU cycles, while for the former we adopted a “hit-and-miss” criterion: a run is considered but for a small difference of the value of the true boundary. Finally, the method based on the likelihood is outperformed methodologies could lead to even more precise edge detection. Finally, the method based on the likelihood is outperformed by those based on stochastic distances; however, the former method provides better estimates when compared to $S_S$ and $S_{R/\beta}$.

![Fig. 3. Illustration of the proposed edge detection measures on images with halves which follow $W(\Sigma_A, 4)$ and $W(\Sigma_B, 4)$ distributions. The solid vertical line is at the edge and the dashed lines are at 10 pixels from it.](image)

![Fig. 5. Images generated from $W(\Sigma_B \cdot (1 + k); 4), \text{ for } k = 0, 1/2, 1, 3, 4,$ mapping $[HH+VV] - [HV] - [HH-VV]$ onto the RGB channels.](image)

![Fig. 4. Performance of detectors on phantom images with two halves distributed according to scaled complex Wishart laws.](image)

| Label | Case | $\hat{\beta}_{ML}$ | $\hat{\beta}_{KL}$ | $\hat{\beta}_{BA}$ | $\hat{\beta}$ | $\hat{\beta}_{RD,0.8} = \hat{\beta}_{KL}$ | $\hat{\beta}_{RD,0.8} = \hat{\beta}_{RD,0.8}$ |
|-------|------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 1     | (0,3) | 17.662              | 16.870              | 17.288              | 18.871              | 17.007              | **22.582**           |
| 2     | (0,7) | 18.531              | 17.609              | 18.074              | 19.994              | 17.816              | **26.199**           |
| 3     | (0.1) | 23.854              | 23.896              | 23.843              | 25.604              | 25.588              | **36.287**           |
| 4     | (0.1,1) | 27.746              | 29.688              | 29.176              | 30.806              | 28.991              | **44.626**           |
| 5     | (0,1) | **49.726**          | 54.058              | 53.877              | 52.653              | 53.961              | 55.358               |
| 6     | (1,3) | 50.738              | 50.826              | 50.841              | 50.834              | 50.844              | **50.844**           |
| 7     | (2,7) | 50.941              | 50.966              | 50.971              | 50.974              | 50.968              | **50.970**           |
| 8     | (1,0) | **50.952**          | 51.129              | 51.119              | 51.102              | 51.120              | 51.110               |
| 9     | (2,0) | **50.979**          | **51.058**          | **51.048**          | **51.042**          | **51.050**          | **51.052**           |
provided by the polarimetric data with respect to single-channel data for the problem of finding edges. Assuming the scaled complex Wishart with parameters $\Sigma$ and $L$ for the polarimetric data, each intensity channel is described by the gamma distribution with density given by

$$f_{Z_i}(Z_i' ; L/\sigma_i^2 , L) = \frac{L^L Z_i'^{L-1}}{\sigma_i^{2L}} \exp\left(-\frac{LZ_i'}{\sigma_i^2}\right),$$

for $i \in \{\text{HH, HV, VV}\}$, where $\sigma_i^2$ is the $(i,i)$th entry of $\Sigma$ and $Z_i'$ is the $(i,i)$th entry of the random matrix $Z$ [30]. This density can be used in the log-likelihood of strips (cf. (3)) to derive the estimator of the edge position (cf. (4)).

We considered two random matrices $X \sim W(\Sigma_B, 4)$ and $Y \sim W(\Sigma_B', 4)$:

- **Case A:** $\text{diag}(\Sigma_B') = (1 + \delta) \text{diag}(\Sigma_B)$ and $\text{adiag}(\Sigma_B') = \text{adiag}(\Sigma_B)$, where $\text{diag}(A) = [A_{11} A_{22} \ldots A_{mm}]^\top$, for a square matrix $A$ with order $m$, and $\text{adiag}(A) = [w^\top w^\top]^\top$, $w = [A_{12} \ldots A_{1m} A_{23} \ldots A_{m-1,m}]$. This case represents the influence of the SPAN [31], i.e., the trace of backscatter matrix when $\delta \geq 0$.

- **Case B:** $\text{diag}(\Sigma_B') = \text{diag}(\Sigma_B)$ and $\text{adiag}(\Sigma_B') = \text{adiag}(\Sigma_B) + (1 + \delta) \{\text{diag}(\Sigma_B) + \mathbb{E}[\text{adiag}(\Sigma_B)]\}$. This aims at quantifying the influence of the covariance between polarization channels varying the values of $\delta \geq -1$.

A Monte Carlo simulation was performed to quantify the performance of the edge detectors under these conditions. For Case A, 1000 images with 100 pixels in each half were generated with $\delta \in \{0.2, 0.4, 1.0\}$. Edge detection was performed, and the probability of detecting within an error equal or smaller than $k \in \{1, 2, \ldots, 10\}$ pixels was estimated. Fig. 8 presents the results. As expected, all polarimetric methods outperformed the methods based on single-channel data. Additionally, these results provide evidence that the performance of the methods tends to be similar when the SPAN is significantly different, i.e., when the halves are quite different. Moreover, boundary detection based on entropy measures outperformed all other methods in Case A.

Fig. 9 shows the performance of the discussed methods in Case B, for $\delta \in \{0.2, 0.3, 1.0\}$. As in Case A, polarimetric data led to better results than single-channel images. In this case, detectors based on stochastic distances and maximum likelihood outperformed those based on entropies. Fig. 9(a) legend presents the detectors ordered from best to worst from top to bottom and from left to right. The best result was obtained by $\hat{J}_{ML}$, but small differences were observed among methods involving distances.

We now analyze the effect of spatial resolution on the precision of the edge detection procedures. To that end, we simulated a strip of 200 observations divided in two halves, each with different distributions, namely $X \sim W(\Sigma_B, 4)$ and $Y \sim W(\Sigma_B', 4)$, such that $\text{diag}(\Sigma_B') = 1.2 \text{diag}(\Sigma_B)$, with $\Sigma_B$ defined in (9). This strip is assumed to have the best spatial resolution, and is denoted "1 + 1". The position of the edge, which is at the middle of the strip, i.e. at 100, is estimated with all the available techniques. Then the spatial resolution of

\begin{align*}
\text{Case A: } & \text{diag}(\Sigma_B') = (1 + \delta) \text{diag}(\Sigma_B) \\
\text{Case B: } & \text{diag}(\Sigma_B') = \text{diag}(\Sigma_B) + (1 + \delta) \{\text{diag}(\Sigma_B) + \mathbb{E}[\text{adiag}(\Sigma_B)]\}.
\end{align*}
the strip is degraded by taking the mean of pairs of contiguous observations and downsampling one each two pixels obtaining, thus, a $1 \div 2$ resolution image. The estimation of the edge position, which is now at 50, is performed. A new pyramid is formed, denoted “$1 \div 4$”, and the estimation of the edge (now at 25) is again performed. The equivalent number of looks $L$ is assumed know, and at each resolution takes the values 4, 8, and 16. This procedure was repeated generating 1000 independent initial strips, and the bias ($\hat{B}$, the expected value of the estimator minus the true value), the standard deviation (sd), the coefficient of variation (CV) and the mean squared error (MSE) of each estimator $\hat{\delta}$ were estimated. The results are shown in Table II.

The detection bias was always very small, being the largest values in the order of $10^{-2}$ of a pixel and the smallest ones in the order of $10^{-3}$ of a pixel. The absolute bias tended to exhibit a small increase when the spatial resolution was reduced, while the standard deviation and the mean squared error were reduced. The width of the Gaussian symmetric confidence intervals at the 95% confidence level ranges between, approximately, half a pixel and one pixel, rendering, thus, that all techniques exhibit comparable accuracy. Changing the resolution had little effect on the coefficient of variation.

B. Application to real data

We applied the methods to three real images. The first example describes a simple situation: well separated regions with most of the strips including two regions only. The second and third examples present more sophisticated problems due to the size of the strips (larger strips may span more than two regions).

The first application was performed on a San Francisco Bay image obtained by the AIRSAR sensor in L-band with four nominal looks, which is available in [32]. Fig. 10(a) shows a $150 \times 150$ scene of the image with three well defined regions: ocean (dark area – top and left part of the image), forest (gray area – top and right), and urban area (light area – bottom). Figs. 10 and 11 present the result of detecting the edges which separate urban and ocean regions from other classes, respectively. The following analysis was performed by visual inspection on edges reconstructed from the estimated transition points and B-splines of fourth degree.

In Fig. 10(b), estimator $\hat{\delta}_{KL}$ presents two mildly biased boundaries (highlighted with green squares), whereas $\hat{\delta}_{S}$ and $\hat{\delta}_{RE-0.8}$ present only one. Remaining methods present similar behavior.

Fig. 11(b) also exhibits three situations where the detected edge was slightly biased, namely $\hat{\delta}_{KL}$, $\hat{\delta}_{RE-0.8}$ and $\hat{\delta}_{H}$, each with one noticeable deviation. Again, other discussed methods behave alike.

The Bhattacharyya and likelihood techniques did not miss any detection in these examples. This, and the simulation results on accuracy and computational time, leads us to suggest $\hat{\delta}_{B}$ as the fastest and most efficient detector.

Fig. 12 shows an E-SAR image over the surroundings of Munich, Germany, which was obtained with $3.2$ (equivalent number of) looks. The nonconvex region to the center of Fig. 12(a) is of interest, for which an arbitrarily centroid and thirteen rays were defined. Fig. 12(b) summarizes the results. It shows the edges, and the label of the ray for which the transition point was identified far from the visual true point. Both maximum likelihood and Kullback-Leibler methods failed at detecting only one situation, highlighted with a green square. The other results are similar.
TABLE II
EFFECT OF THE SPATIAL RESOLUTION ON THE EDGE DETECTION

| Resolution | Measures | Single channel data | Full PolSAR data |
|------------|----------|---------------------|------------------|
|            |          | $\hat{\beta}_{HH}$ | $\hat{\beta}_{HV}$ | $\hat{\beta}_{VH}$ | $\hat{\beta}_{VV}$ | $\hat{\beta}_{BA}$ | $\hat{\beta}_{RD}$ | $\hat{\beta}_{RE}$ $\delta$ |
| 1 $\div$ 1 | 100$B$  | 0.502 $-$0.547      | 2.866            | 0.273 $-$0.793     | $-$0.785 $-$0.545| $-$0.792 $-$0.171 |
|            | sd($\beta$)| 52.850 48.948 50.683 | 18.388 24.338 22.733 18.826 24.338 15.028 |
|            | MSE($\beta$)| 2791.361 2394.661 2599.036 | 338.076 594.280 518.758 355.249 594.232 225.726 |
| 1 $\div$ 2 |          | 1.541 $-$0.252      | 3.335            | 0.808 $-$0.151     | $-$0.153 $-$0.052| $-$0.152 0.420  |
|            |          | 25.435 22.977 25.061 | 8.984 9.880 9.875 9.406 9.875 7.373 |
|            |          | 0.250 0.230 0.243    | 0.089 0.099 0.099 0.094 0.099 0.073 |
|            |          | 648.653 527.482 638.523 | 81.288 97.549 97.433 88.386 97.434 54.486 |
| 1 $\div$ 4 |          | 2.144 1.190 4.504    | 1.876 0.784 0.932 0.990 0.890 1.362 |
|            |          | 12.037 11.235 11.790 | 4.451 4.933 4.713 4.671 4.737 3.603 |
|            |          | 0.236 0.222 0.226    | 0.087 0.098 0.093 0.092 0.094 0.071 |
|            |          | 145.882 126.445 143.948 | 20.670 24.468 22.404 22.039 22.617 13.435 |

Fig. 10. Performance of detectors with centroid on urban region from AIRSAR image of San Francisco Bay. Errors highlighted in green boxes.

There are practical situations in which all methods perform alike. Consider the EMISAR image of the agricultural area of Foulum, Denmark, presented in Fig. 13. This image was obtained in L-band and quad-pol; its HH channel is shown in Fig. 13(a). Notice that the method based on the joint likelihood (Fig. 13(b)) works similarly to $\hat{\beta}_{BA}$ and $\hat{\beta}_{RD}$ $\delta$ (Fig. 13(c)), $\hat{\beta}_{RE}$ $\delta$ (Fig. 13(d)), and $\hat{\beta}_{KL}$ (Fig. 13(e)). However, the best technique regarding execution times is the one based on the
Bhattacharyya distance.

In order to analyze further the result obtained by the Hellinger distance, presented in Fig. 13(d), consider the ray zoomed in Fig. 14(b) and notice that it crosses three regions: gray, white and black leading, therefore, to two possible edges. As all the techniques are proposed in terms of the maximization of a discrimination measure, it is expected that the estimated boundary is the position of the highest distinction between two regions. In this case, it takes place in the second edge, i.e., between the white and black areas. This is confirmed by Fig. 14(c) which shows the likelihood, but not in Fig. 14(d) which shows the Hellinger distance. All other criteria behave alike, as shown in Fig. 14(e).

The Hellinger distance is limited to the $[0, 1]$ interval. Additionally, let $v(k) = d_H(\theta_1, \theta_2 + k)$, empirical results provide evidence that there is a subset $\Theta$ of the parametric space of the scaled complex Wishart distribution for which $v(k) \approx 1$ for all $k \in \Theta$. This fact renders the statistics $S_H(\theta_1, \theta_2 + k)$ inappropriate for quantifying distinctions between distributed Wishart random fields when $k \in \Theta$.

This behavior opens new research lines based on a redefinition of the proposed methods in order to cope with situations in which rays cross three or more distinct regions.

IV. CONCLUSIONS

In this paper, boundary detection procedures using information theory measures (stochastic distances and entropies) and a likelihood function were considered. Due to its analytic tractability, these techniques are derived under the assumption that the Wishart distribution is an acceptable model for full PolSAR data. In order to quantify and compare their performances, phantoms and real PolSAR images were used.

The performance of each procedure was quantified by the probability of correctly detecting the edge position within at most $k$ pixels, as well as by the execution time. Problems with different levels of complexity were assessed in order to quantify the influence of the number of looks, the backscatter matrix as a whole, the SPAN, the covariance, and the spatial resolution. Also, the information provided by the full polarimetric format with respect to each intensity channel was assessed, leading to the conclusion that the complete data set is recommended for edge detection. The results provide evidence that all methods are able to detect edges correctly within four pixels, with the exception of entropy-based techniques which fail in more complex scenarios with similar covariance.
tacharyya distances and entropies outperform other methods. The Hellinger distance was identified and explained by its seemingly poor performance of the edge detection based on SAR, EMISAR, and AIRSAR sensors were performed. The smallest execution time, respectively. Leibler detectors provided the most accurate detection and the joint likelihood detector. In particular, Shannon and Kullback-Leibler measures are consistently closer to the true boundary than the is the slowest one among the considered measures. The discriminatory function based on the Kullback-Leibler distance is the fastest to compute, while the likelihood function matrices.

The discriminatory function based on the Kullback-Leibler distance is the fastest to compute, while the likelihood function is the slowest one among the considered measures. The simulation studies revealed that information theory measures are consistently closer to the true boundary than the joint likelihood detector. In particular, Shannon and Kullback-Leibler detectors provided the most accurate detection and the smallest execution time, respectively.

Finally, three applications to real data obtained by E-SAR, EMISAR, and AIRSAR sensors were performed. The seemingly poor performance of the edge detection based on the Hellinger distance was identified and explained by its properties.

As a conclusion, techniques which employ Rényi and Bhattacharyya distances and entropies outperform other methods and are recommended for edge detection in PolSAR imagery.

Further research aims at considering models which include heterogeneity [4], [21], [33], robust, improved and nonparametric inference [34]–[37], and small samples techniques [38].
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