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Abstract

We identify empirical scaling laws for the cross-entropy loss in four domains: generative image modeling, video modeling, multimodal image↔text models, and mathematical problem solving. In all cases autoregressive Transformers smoothly improve in performance as model size and compute budgets increase, following a power-law plus constant scaling law. The optimal model size also depends on the compute budget through a power-law, with exponents that are nearly universal across all data domains.

The cross-entropy loss has an information theoretic interpretation as $S(\text{True}) + D_{KL}(\text{True}||\text{Model})$, and the empirical scaling laws suggest a prediction for both the true data distribution’s entropy and the KL divergence between the true and model distributions. With this interpretation, billion-parameter Transformers are nearly perfect models of the YFCC100M image distribution downscaled to an $8 \times 8$ resolution, and we can forecast the model size needed to achieve any given reducible loss (ie $D_{KL}$) in nats/image for other resolutions.

We find a number of additional scaling laws in specific domains: (a) we identify a scaling relation for the mutual information between captions and images in multimodal models, and show how to answer the question “Is a picture worth a thousand words?”; (b) in the case of mathematical problem solving, we identify scaling laws for model performance when extrapolating beyond the training distribution; (c) we finetune generative image models for ImageNet classification and find smooth scaling of the classification loss and error rate, even as the generative loss levels off. Taken together, these results strengthen the case that scaling laws have important implications for neural network performance, including on downstream tasks.

∗equal contribution
†Johns Hopkins University and OpenAI

Correspondence to: [henighan,jared,sam]@openai.com

Author contributions listed at end of paper
## Contents

1 Introduction  
   1.1 Summary of Results ............................................... 5

2 Central Empirical Scaling Laws in Each Domain  
   2.1 Domain Descriptions and Training Setups .................... 6  
   2.2 Model Size Scaling and Aspect Ratios ........................ 9  
   2.3 Compute Scaling and Optimal Model Sizes ..................... 9  
   2.4 Loss versus Position in the Context Depends on the Structure of the Data .................... 11

3 Image and Video Modeling, the Reducible Loss, and Downstream Tasks  
   3.1 Varying the Image Resolution and Encoding .................... 11  
   3.2 Video Modeling and Individual Frames ........................ 13  
   3.3 Scaling Trends for Individual Images .......................... 14  
   3.4 Finetuning on ImageNet at 32x32 Resolution .................. 14

4 Multimodal Models and Information Gain .......................... 16

5 Mathematical Problem Solving and Extrapolation ................ 16

6 An Inconsistency in Compute and Datasize Scaling Laws .......... 17

7 Related Work ............................................................ 19

8 Discussion ............................................................... 20

A More Details on Image Modeling ..................................... 22

B Details of Math Experiments and Additional Results ............ 26  
   B.1 Procedurally Generated Training Data .......................... 26  
   B.2 Dataset Size Scaling ............................................... 26  
   B.3 Additional Math Results ............................................ 26

C Additional Multimodal Results ....................................... 30

D Additional Language Results ......................................... 31

E Mutual Information, Infogain, and Scaling ........................ 33  
   E.1 Approximate Derivation of Scaling Relations ................. 33  
   E.2 Estimating $D_{KL}$ Between Real-World Distributions .......... 33

F Hyperparameter Settings .............................................. 34
Figure 1 Smooth scaling of reducible loss across domains— We show power-law scaling laws for the reducible loss $L - L_\infty$ as a function of compute, where the irreducible loss $L_\infty$ is a fitted domain-dependent constant. Under plausible assumptions concerning the infinite data and compute limits, the irreducible loss estimates the entropy of the underlying data distribution, while the reducible loss approximates the KL divergence between the data and model distributions. In the case of language we use results from [BMR+20], and only show the full loss $L$.

1 Introduction

Large scale models, datasets, and compute budgets have driven rapid progress in machine learning. Recent work [HNA+17, RRBS19, LWS+20, RDG+20, KMH+20, SK20, BMR+20] suggests that the benefits of scale are also highly predictable. When the cross-entropy loss $L$ of a language model is bottlenecked by either the compute budget $C$, dataset size $D$, or model size $N$, the loss scales with each of these quantities as a simple power-law. Sample efficiency also improves with model size.

These results raise a number of questions. Do they apply to all data modalities? How do improvements on the loss translate to improvements in representation quality and performance on downstream tasks? Is there any way to determine when and why the performance of a model might be maxed out, so that further scaling will be met with diminishing returns? What explains the precision and universality of these trends, and what else can we learn from them?

We will demonstrate that scaling laws apply to generative modeling across a wide variety of data modalities, including generative language [KMH+20, BMR+20], image [TSF+15, CRC+20], and video modeling [WTU19], multimodal modeling [TBL+19] of text-image correlations, and even mathematical problem solving [SGHK19], a task requiring a degree of reasoning ability. Moreover, we demonstrate that a single architecture – the Transformer [VSP+17, LSP+18], with an autoregressive cross-entropy loss – scales smoothly in all of these domains, with only minimal changes to hyperparameters such as width, depth, or learning rate. We also observe that larger models consistently learn faster, achieving any given value of the loss in fewer steps.

By studying many different model sizes $N$, compute budgets $C$, or dataset sizes $D$, we demonstrate that the scaling relation for the loss

$$L(x) = L_\infty + \left(\frac{x_0}{x}\right)^{\alpha_x}$$

applies to each data modality, where $\alpha_x$ is a modality-dependent scaling exponent, and we primarily study $x = N, C$, and occasionally $D$. We will refer to $L_\infty$ as the irreducible loss and the power-law scaling term as the reducible loss. These scaling relations often hold to high precision, even when the reducible loss is much smaller than the irreducible loss; we display trends in $L(C)$ for the reducible loss in figure 1. Note that small deviations are visually amplified on the log-plot, but nevertheless the trends fit remarkably well.
Figure 2  Optimal model size is consistent across domains— We display the optimal model size $N_{opt}$ as a function of the training compute budget $C$. Not only does $N_{opt}(C)$ behave as a power-law, but the behavior is remarkably similar for all data modalities.

These observations suggest the information theoretic interpretation

$$L_\infty \approx S(\text{True}) \quad \text{“Irreducible Loss”}$$

$$\left(\frac{2}{x}\right)^{\alpha_x} \approx D_{KL}(\text{True}||\text{Model}) \quad \text{“Reducible Loss”}$$

(1.2)

In other words, the irreducible loss estimates the entropy of the true data distribution, while the reducible loss is an estimate of the KL divergence between the true and model distributions. One might have guessed that as the $L(x)$ curve bends and the loss approaches $L_\infty$, returns to increasing $N, C, D$ are diminishing. But the identification of the reducible loss with $D_{KL}$ suggests this is not necessarily the case, and further increases in scale may still provide important additional semantic information. To justify equation (1.2), we must assume that in the limit $D \to \infty$ followed by $N, C \to \infty, \infty$, an infinitely large transformer could model the data distribution exactly.

The scaling relations provide insights into the complexity of the data and clarify the value of increasing $N, D$, and $C$. By evaluating the reducible loss for a full image or video, we are actually estimating the number of bits of information that ‘remain to be understood’ by a given model. Equivalently, the reducible loss approximates the degree to which the data could be further compressed. We find that billion-parameter models can extract all but a few nats/image concerning YFCC100M images [TF15] downsampled to an 8x8 resolution, so they may be nearly perfect models of this data distribution. For larger, more practically relevant images we would need far larger models to achieve this feat, but the scaling laws make it possible to forecast this precisely. These trends are closely tied to the scaling exponents $\alpha_x$: smaller exponents imply slower improvement with increasing scale, meaning that the data can only be compressed further with much larger models.

The scaling of loss with compute makes it possible to estimate the optimal model size for a given compute budget. We find that just as in [KMH+20] this relation is very nearly a pure power-law $N_{opt}(C) \propto C^\beta$. Surprisingly, the exponent $\beta \sim 0.7$ is very similar for all domains, as shown in figure 2. This has important implications for the scaling of dataset size with model size for compute-optimal training, suggesting that $D \propto N^{0.4}$ if we only train on each data element once. Even allowing for significant errors or deviations, this strongly suggests sub-linear scaling of dataset size with model size.

We can learn more if we focus on questions specific to each data modality. Generative image models can be finetuned for classification. We will show that ImageNet [CLH17] classification performance improves smoothly with pre-trained model size, following another power law. This trend continues even into the large-model regime where the generative loss trend “bends” and becomes dominated by the irreducible component. This strongly suggests that there are benefits to squeezing as much performance as possible out of large

---

Footnote:

3 We specify this order of limits to make it clear that regularization will not be required.
Figure 3  Scaling with model size— We show scaling laws with model size for various domains, along with fits (dashed) to equation (1.1). Note that the largest language models \[\text{[BMR}^+\text{20]}\] in the top-left figure were not trained to convergence, so deviations from the trend are not necessarily meaningful. Very small models for video and higher-resolution images are off-trend; we speculate this is due to these models attempting to attend to a context with length comparable to their non-embedding parameter count.

generative image models, as significant semantic information may lie in the ‘last few bits’. The smooth trends for finetuned performance on image classification suggest a more general lesson: that the scaling laws for unsupervised learning imply that downstream performance also improves with model size and compute.

Information theory provides a useful lens for examining model performance in other contexts. A striking case is provided by multimodal models, such as those that model the joint distribution between text captions and images. Typically the entropy of the caption is much smaller than that of the image, so the ratio between the (empirical) mutual information\(^4\) and the model’s loss on the text, which we refer to as the

\[
\text{Infogain} = \frac{I(\text{text, image})}{L(\text{text})}
\]  

(1.3)

provides an interesting metric for model performance. The mutual information shared between distributions must be smaller than the amount of information in either distribution, so this ratio must be less than 1. Furthermore, it appears that the Infogain increases smoothly with model size, so that the bound Infogain < 1 can suggest a target model size for maximum performance. Typically this is far beyond current capabilities.

These smooth scaling results on a wide variety of datasets also demonstrate the remarkable versatility of the Transformer architecture.

1.1 Summary of Results

We apply autoregressive decoder-only Transformer models to all data modalities, which include web-scraped YFCC100M images \[\text{[TSF}^+\text{15]}\] of various resolutions, video data from various sources, multimodal image+language data, and procedurally generated math problems. We also reference prior results on language \[\text{[KMH}^+\text{20]}\] and \[\text{[BMR}^+\text{20]}\]. Across all domains we find:

- The scaling laws of equation (1.1) apply consistently, including for very small values of the reducible loss. Since the \(L(C)\) trends can be extended to arbitrarily large data distributions, model sizes, and training steps, we argue that this supports the interpretation of equation (1.2).
- We identify the optimal model size \(N_{\text{opt}}(C)\) for a given compute budget, and find that it can be accurately modeled as a pure power law \[\text{[KMH}^+\text{20]}\]

\[
N_{\text{opt}} \propto C^{\beta}
\]  

(1.4)

\(^4\) By the empirical mutual information we are referring to \(\mathbb{E}_{x,y \sim q} \log \frac{p(x,y)}{p(x)p(y)}\) where \(p\) is the model distribution and \(q\) is the true distribution of the data. This must be smaller than the cross-entropy loss of the model on both \(X\) and \(Y\).
with a power $\beta \sim 0.7$ for all modalities, as shown in figure 2. As compute budgets grow, it’s best to devote a majority of resources towards training larger models. This strongly suggests sub-linear scaling of $D \propto N^{0.4}$ for dataset size with model size during compute-optimal training.

- For each domain, there is an optimal aspect ratio $d_{\text{model}}/n_{\text{layer}}$ for the Transformer. Most data modalities require smaller aspect ratios (i.e. deeper networks) as compared to language [KMH + 20].
- We study an apparent inconsistency between $L(D)$ and $L(C)$ trends in section 6.

We also find a number of results specific to certain domains, though we expect that many of the lessons are more general. For **image and video modeling** (see section 3):

- When generative image models are finetuned for ImageNet classification, we find a power-law for classification loss vs model size (see figure 11), even beyond the model size where we approach the irreducible loss for generative modeling. We conclude that the approach to the irreducible loss does not necessarily indicate diminishing returns for representation quality or semantic content.
- We explore scaling trends for individual images and for percentiles of the image loss distribution (see figures 17, 10, 20, 21). We find that the loss on individual images scales with model size in the same way as the mean over all images in the data distribution. We expect similar behavior in other data modalities.
- We test a variety of image resolutions (see figure 8), and find distinct scaling exponents and irreducible losses for each. We also test two VQVAE [vdOVK18] based models.
- We examine scaling of the loss with video frame index (see figures 6 and 9).

For **multimodal models** (see section 4):

- We explore the mutual information between captions and images (see figure 12), and the information gain defined in equation (1.3). We find a smooth scaling for both the mutual info and information gain with model size $N$.
- We revisit the question “Is a picture worth a thousand words?” by comparing the information-content of textual captions to the image/text mutual information.

For **mathematical problem solving** (see section 5 and appendix B):

- We explore the ability of models to extrapolate from the training distribution to increasingly more challenging problems. We find that extrapolation performance depends predominantly on performance on the training distribution (figure 24), and is otherwise independent of model size. So while larger models perform better, model size does not provide benefits to ‘strong generalization’.
- We provide a detailed breakdown of performance by math problem type (see appendix B).

## 2 Central Empirical Scaling Laws in Each Domain

In this section we will describe our common experiments in each domain and our results establishing equation (1.1) for compute, model size, and (in a few cases) dataset size scaling.

### 2.1 Domain Descriptions and Training Setups

In every domain we use decoder-only transformer models trained using an autoregressive cross-entropy loss. For many models we use a sparse attention pattern [CGRS19], though we use dense attention when solving math problems.

The transformers used for language and multimodal modeling have fully connected layers of size $4d_{\text{model}}$ and attention layers of size $d_{\text{model}}$, in the notation of [KMH + 20] [BMR + 20]. For math, image, and video modeling we scale the FC layers to $d_{\text{model}}$ and the attention layers to $d_{\text{model}}/4$. We use an aspect ratio $d_{\text{model}}/n_{\text{layer}} \approx 10$ for math, images, and videos as we find that this is approximately optimal, meaning that these domains prefer much deeper models as compared to language [KMH + 20], where the optimal aspect ratio $\sim 100$. Thus our math, image, and video models are essentially identical, differing only in context length. For math alone we used a weight decay [LH17] of 0.05. We provide more detailed hyperparameter settings in appendix [E].
local context length and fixed-stride length are given by the side length in tokens of the square frames. attention pattern [CGRS19] alternating between locally-banded and fixed-stride attention, where both the frame is scaled to a pixel resolution of 64x64. Each individual frame is encoded with the same 16x16 VQVAE [vdOVK18] encoded with either a 16x16 or 32x32 VQ encoding pattern, for a total of either 256 or 1024 tokens per image. To of 3R^2 tokens per image. We also study the same images at 64x64 resolution but VQ [vdOVK18] encoded with either a 16x16 or 32x32 VQ encoding pattern, for a total of either 256 or 1024 tokens per image. To reduce compute, we use sparse attention patterns [CGRST19], alternating between locally-banded attention and fixed-stride attention in sequential layers, where both the local context length and fixed-stride length are given by the side-length in tokens of the square images.

### 2.1.3 Video

We study a dataset of approximately 7 × 10^5 videos totaling about 100 hours scraped from the web, where each frame is scaled to a pixel resolution of 64x64. Each individual frame is encoded with the same 16x16 VQVAE [vdOVK18] used for images, resulting in 256 tokens per frame. We train on sequences of 16 sequential frames, resulting in a total of 4096 tokens per video. As with images, we reduce compute by using a sparse attention pattern [CGRST19] alternating between locally-banded and fixed-stride attention, where both the local context length and fixed-stride length are given by the side length in tokens of the square frames.
2.1.4 VQ Encoding

The VQVAE models mentioned in 2.1.2 and 2.1.3 were trained on frames of the web-scraped videos described in 2.1.3 using the VQ-VAE architecture [vdOVK18] with modifications described in [DJP+20], including dead code revival. More details can be found in table 2.

2.1.5 Multimodal Text and Images

Multimodal models are trained to autoregressively predict both image tokens and language tokens in series. We simply concatenate together the token lists for BPE encoding of text (using the tokenization of [BMR+20]) and the [0, 255] colorscale of each of the RGB pixels in the images, and let the model learn the necessary embedding matrix. We separately study models for text-to-image and image-to-text mappings, as we found poor performance for bidirectional models in preliminary experiments. For both image-to-text and text-to-image models we compute the mean pixel and mean text token loss, and then weight them to form the total loss \( L = \alpha L_{\text{image}} + \beta L_{\text{text}} \), as we found this weighting produced good results in a scan. We use 32x32 images together with a 128-token captions (padded or trimmed as needed), for a total context length of 3200 tokens per image/caption pair. For the multimodal dataset we used a wide variety of image/text pairs curated through web search.

2.1.6 Mathematical Problem Solving

Mathematical problem solving would seem to be a rather different domain from generative language, image, video, and multimodal modeling. To solve math problems, a model needs to learn to execute an algorithm to arrive at a deterministic answer. In contrast, the other distributions we have studied are typically genuinely probabilistic, and at least at an intuitive level, seem to require something a bit different from the simple algorithms that perform arithmetic or solve equations. We have included math problems to probe the generality of scaling laws and transformer performance.

We train and test models using the math problem generator [SGHK19], which generates a variety of problems in algebra, arithmetic, calculus, comparisons, numbers (integer properties), measurement, polynomials, and probability. When studying model and compute-budget scaling we procedurally generate the training problems in an online setting. We sample the default mixture of easy, medium, and hard problems, without a progressive curriculum. When studying dataset size scaling we use static training data sampled from the same distribution. As discussed further in appendix B, the data distribution has some unusual features, as easier problems will naturally appear more often than more difficult problems.

A few problem types require interpreting both numbers and strings as sequences of individual characters, so for simplicity we model all questions and responses at the character (byte) level. The model receives the problems as plain text, and we fill a transformer’s 512-token context window with concatenated problems, using a mask so that only the tokens corresponding to answers contribute to the loss.

The problem generator [SGHK19] can be provided with an ‘entropy’ \( s \). The training distribution samples from \( s \in [3, 10] \), while interpolate-testing corresponds to \( s = 8 \), and the extrapolate test involves \( s = 12 \), along with some other extensions to increase compositionality. In the online setting, we cannot be sure the interpolate tests are deduplicated from the training data, but the extrapolate test must be. To supplement the test data and further study extrapolation, we generated new test sets with \( s \in [1, 19] \), with larger \( s \) posing a greater challenge to the model, as \( s > 10 \) is literally out of the training distribution, and requires extrapolation.

We found consistently poor performance on the two extrapolation generators probability__swr_p_level_set_more_samples and probability__swr_p_sequence_more_samples from [SGHK19], with larger models overfitting against them and achieving worse loss (but higher accuracy).

---

Table 2 Details of VQVAEs used to encode images and frames of video.

| Input Resolution (pixels) | Output Resolution (VQ Codes) | Codebook Size |
|---------------------------|-------------------------------|---------------|
| 64x64                     | 16x16                         | 4096          |
| 64x64                     | 32x32                         | 1024          |

The generator settings vary somewhat among problem types, with some depending on more parameters.
than some smaller models. So we have not included their contribution in figures 1 and 5 as the poor loss on these modules would dominate the trends.

We provide more details and many additional results on math in appendix B, including results per module, dataset size scaling, and further analysis of performance vs difficulty level. There we also show trends for the training loss, which do not adhere as well to a power-law form, perhaps because of the implicit curriculum in the frequency distribution of easy and hard problems.

2.2 Model Size Scaling and Aspect Ratios

Arguably the simplest scaling relation compares the loss achieved by models of various sizes $N$ once they are trained to convergence with a dataset large enough to obviate overfitting. Throughout this paper we report $N$ as the number of non-embedding parameters in a transformer model, motivated by prior results on language \cite{KMH+20}. Results for the scaling of $L(N)$ are depicted in figure 3 along with fits to equation (1.1).

We define $L(N)$ using the loss at convergence (practically, this means as close to convergence as is feasible), but the largest models we study will not have fully converged. Thus caution is warranted when interpreting $L(N)$ trends according to equation (1.2) and identifying the irreducible loss as an entropy, and the reducible loss as a KL divergence. Nevertheless, the reducible losses typically fit very well to a pure power-law trend. As an aside, we often find intriguingly good power-law plus constant trends when recording the loss after training all models for a fixed number of training steps.

We have found that for any given data modality, transformer models typically have an ideal aspect ratio $d_{\text{model}}/n_{\text{layer}}$ that maximizes performance while holding model size $N$ fixed. In figure 4 we display converged performance as a function of aspect ratio for a few model sizes in several domains. We see that image and math models perform optimally with an aspect ratio $\approx 5$, which suggests that on these domains we should aim for deeper and thinner models, with at least a 10x smaller aspect ratio compared to optimized language models. The difference may be even greater due variations in $m_{\text{attn}}$ and $m_{\text{mlp}}$ settings.

Finally, note that image and video models with roughly $10^4$ parameters under-perform the trends, with worse performance evident for higher resolution images. The video models must attend to a 4096-token context, while 32x32 images have a 3072-token context, so we speculate that tiny models under-perform because they have difficulty attending to contexts comparable in length to their non-embedding parameter count.

2.3 Compute Scaling and Optimal Model Sizes

Instead of focusing on converged performance, one can study the loss $L$ achieved with a finite training compute budget $C$ when training with a large enough dataset to avoid overfitting. We define $C$ theoretically rather than empirically, and approximate\footnote{The math models in figure 4 used $m_{\text{mlp}} = 4, m_{\text{attn}} = 1$ like language models, unlike the math models used to study model and compute scaling, as these aspect ratio tests were performed earlier.} it as $C \approx 6NE$ where $N$ is the non-embedding parameter count (model size) and $E = SB$ is the total number of tokens processed during training (with $S$ the number of parameter updates and $B$ the batch size in tokens). The results for $L(C)$ from a variety of model sizes are depicted in figure 5 along with the pareto-frontier of optimal loss for a given compute budget, and a power-law plus constant fit forced to lie below this frontier.

\footnote{The factor of 6 includes a factor of 2 for add-multiply and a 3 to include forward and backward passes.}
The compute trends are most relevant for differentiating between the irreducible loss and reducible losses, since they avoid the issue of training to convergence, which makes the interpretation of $L(N)$ difficult. We display the reducible loss trends for $L(C)$ in figure[11] and emphasize that these appear to be pure power-laws, even when the reducible loss is much smaller than the irreducible loss.

We can use the $L(C)$ trends to estimate the model size $N_{\text{opt}}$ that optimizes the loss when training is constrained by a fixed compute budget $C$. For this purpose we select points on the convex hull of the loss versus compute frontier; these can be seen as blue points in figure[5]. The results for all domains together appear in figure[2] while each domain is shown separately with individual fits in figure[16]. In all cases we find that $N_{\text{opt}}(C) \sim C^\beta$ can be fit with a pure power-law, with all exponents fairly close to $\beta \sim 0.7$. This suggests that one should spend most of a growing training compute budget by training much larger generative models.

When estimating $N_{\text{opt}}(C)$, one might worry about errors due to a sub-optimal usage of data. Specifically, if the batch size is too large early in training, then some compute may effectively be wasted. This can be studied by identifying the critical batch size [MBB17, MKAT18] above which there are diminishing returns to further increasing the batch size. In prior work [KMH17] this was taken into account by measuring the critical batch size and using relations derived in [MKAT18] to adjust compute estimates. We have not made this adjustment here, as it would require a number of additional experiments in order to measure the critical batch size in each domain. For large model sizes and compute budgets these effects should be small, because most or all of training involves batches smaller than the critical batch size (which grows quickly during training [MKAT18]), but this issue may be worth revisiting in the future.

The total number of tokens processed during all of training is $E = \frac{C}{6N} \geq D$, where $D$ is the dataset size, with equality representing training for only a single epoch. This means that $D \propto C^1 - \beta \propto N^{1 - \frac{\beta}{2}}$. We clearly have $\beta > 0.6$ for all data modalities and by a comfortable margin, suggesting that dataset size should not grow faster than $D \propto N^{2/3}$ during compute-optimal training, with a more reasonable median estimate of $D \propto N^{0.4}$. This unambiguously sub-linear scaling across all data modalities runs somewhat counter to conventional wisdom. As a word of caution, we have yet to train models in a regime where compute optimal training actually implies $D \ll N$ numerically. We discuss this further in section 6.

---

*For a fixed amount of training compute, we can train smaller models at the expense of worse performance. Hence, when accounting for both inference and training compute, the optimal model size may be somewhat smaller than described here. See [KMH17] for a discussion this tradeoff.*
Figure 6  Position-dependent loss for images and video— We show trends for the loss as a function of position in the context for image and video models. On the left we have the mean loss over the three colors for images of various resolutions. The top-left pixel actually has significantly higher loss, off the color scale, which was set to make the pattern clear for the image as a whole. On the right we see the mean loss per frame for video models, as a function of the frame index. The oscillatory behavior per frame is due to the video encoding.

2.4 Loss versus Position in the Context Depends on the Structure of the Data

Some trends in the loss are highly dependent on the structure of the data. A clear example of this is the loss as a function of the position in the context, ie the loss per token for language models, loss per frame for video models, or the loss per pixel in visual domains. We provide two examples in figure 6. Note that for images the very first pixel typically has a large loss, outside the color range shown; we chose not to extend the color range as it would have obscured the patterns in the remainder of the image.

Language [KMH+20] and videos (per frame) show a power-law plus constant trend as a function of context position, as their data is naturally sequential. However, these trends do not apply at all to image modeling, where the loss is largest for the first pixels and near the center of the image. Thus power-law correlations in the context depend in an essential way on the nature of the data, and are not universal. In contrast, the form of the compute and model size scaling laws appears to be largely independent of the data distribution.

3 Image and Video Modeling, the Reducible Loss, and Downstream Tasks

Image data can be presented at a wide variety of resolutions, or it may be compressed, for example with VQ codes [vdOVK18]. These settings provide a way to modify the complexity of the data distribution, creating a useful arena for the study of neural scaling laws. Furthermore, we can finetune generative image models for classification to explore the quality of their learned features.

We will use these tools to explore the nature of the reducible and irreducible loss. In particular, at very low resolution (8x8) we can follow the power-law trend in the reducible loss all the way to a few nats/image, which can be achieved by models approaching a billion parameters. This gives us some reason for optimism when extrapolating similar trends on larger images beyond the realm that we can currently explore. It also strongly suggests that the power-law plus constant form of equation (1.1) will remain an excellent approximation.

Furthermore, we will show that improvement in fine-tuned classification performance continues smoothly even as the generative loss approaches the irreducible loss. This result strongly suggests that representation quality continues to improve smoothly even when the generative loss trend appears to taper off.

3.1 Varying the Image Resolution and Encoding

We trained Transformers on the YFCC100m dataset after scaling images down to 8x8, 16x16, and 32x32 pixel resolutions, along with 64x64 images encoded with VQ codes [vdOVK18] with 16x16 and 32x32 VQ code patterns. We display the trends for the reducible loss per image as a function of the compute budget in figure 8 (see figure 18 in the appendix for trends for the full loss). We include these figures to emphasize that the reducible loss for an optimally-allocated compute budget follows a power-law trend, even when the reducible loss becomes very small.

Note that the smallest models underperform as compared to the trends at resolutions greater than 8x8. We see this both for the compute trends in figure 5 as well as in model-size trends in figure 7. We speculate that this is due to difficulty utilizing the positional encodings. For example, our smallest models have only 10k
Figure 7  Comparison of image resolutions (model size scaling)— Top: We display scaling laws with model size for various image resolutions, and also with various VQ encodings, along with power-law plus constant fits (dashed) to equation (1.1). The fits for pixel-level image modeling are shown in table 3. Note that the tiniest (10k non-embedding parameter) pixel models underperform at higher resolutions; we suspect they have difficulty recognizing relative positions in larger images. These deficiencies are even more clearly visible in the compute trends. Bottom: We show the reducible losses, which estimate the KL divergence between the true probability distribution over images and the distribution predicted by our models. We show the result as a function of model size and image resolution or encoding, along with pure power-law trends.

Figure 8  Comparison of image resolutions (compute scaling)— We display scaling of the reducible loss with compute for pixel-level image modeling at various resolutions (first line), and for various VQ encodings of 64x64 images (second line). We show the test loss, but we did not observe any train/test gap for these models. A few models diverged late in training.
Table 3  Per-image loss trends— Fits for the reducible and irreducible loss as a function of compute for various image resolutions, shown per-image rather than per-token as in table 1. Here compute $C$ is measured in PF-days, so the denominators estimate the amount of compute needed to achieve a reducible loss of 1 nat/image. The irreducible losses estimate the entropy of the YFCC100M data distribution [TSF+15].

| Resolution | Reducible Loss per Image (nats) | Irreducible Loss per Image (nats) |
|------------|---------------------------------|-----------------------------------|
| 8x8        | $\left( C \times 10^{0.19} \right)$ | 602                               |
| 16x16      | $\left( C \times 10^{-0.16} \right)$ | 2026                              |
| 32x32      | $\left( C \times 10^{-0.1} \right)$  | 6806                              |
| 64x64 (16x16 VQ) | $\left( C \times 10^{-0.11} \right)$ | 1047                               |
| 64x64 (32x32 VQ) | $\left( C \times 10^{-0.12} \right)$ | 3246                               |

non-embedding parameters, while 32x32 images include 3072 tokens in their context, each with a distinct positional embedding.

To understand the significance of the reducible loss trends in table 3, recall that the cross entropy loss between the true distribution $P$ and the model distribution $Q$ is

$$\mathbb{E}_{x \sim P} \left[ \log \frac{1}{Q(x)} \right] = D_{KL}(P || Q) + S(P)$$

(3.1)

The KL divergence vanishes when $P = Q$, and is otherwise strictly non-negative. Thus we can identify the irreducible loss with $S(P)$, the constant entropy of the true distribution. Then the reducible loss estimates the KL divergence between the true distribution and the distribution predicted by the model. This interpretation can only make sense if in the limit of infinite data and compute, we expect the transformer to perfectly model the data distribution. We have focused on $L(C)$ trends because the asymptotic limits of the model size trend $L(N)$ could be misleading if the models have not all been trained fully to convergence.

The power-law trends in $D_{KL}$ can be extrapolated down to the level of just a few nats per image. Models powerful enough to reach this level of performance model the distribution of images with near-perfect fidelity. In fact we see that models with $\sim 1B$ parameters nearly achieve this feat for 8x8 ‘images’. However, we see that for larger images we would need enormous quantities of compute to perfectly model the true image distribution.

The consistency of the trends among distinct image resolutions in figure 7 and the strikingly small reducible loss for the 8x8 case suggests that if we could run much larger models, we would continue to see smooth improvements at higher resolution. It seems that compute requirements for a near-perfect model of the data distribution grow as a steep power-law or even an exponential in the image resolution. Of course we do not expect to need a perfect model of the probability distribution of real-world images for practical tasks.

3.2 Video Modeling and Individual Frames

For the case of video modeling, it is natural to extend the overall trends to the study of specific frames. We display several frame-dependent results in figure 9. On the left we show loss as a function of model size, omitting the first frame, which has a much larger loss and should be considered an image modeling problem. In the center we show compute scaling of the reducible loss on the final frame. On the right in the same figure we show the reducible loss for the final (16th) frame, which is of particular interest when generating a continuation of an existing video. Much like the trends for image modeling, we see that the reducible loss is very well approximated by a power-law, making it possible to forecast that we would need a model size around $\sim 10^{13}$ parameters and compute of around $10^4$ PF-days to achieve a loss of just a few nats/frame on the final frame of this type of video.
Figure 9  Per-frame video performance trends — On the left we show scaling trends for specific frames in 16-frame videos. In the center we show the reducible loss as a function of compute for the final frame of the video. On the right we show the reducible loss and its pure power-law trend with model size for the final frame in a video.

Figure 10  Performance trends for image dataset percentiles— We selected one thousand images from the 32x32 image test set, and evaluated the loss of all models on each image. In this figure we plot the trends in the 1, 5, 20, 50, 80, 95, 99 percentiles of the loss distribution over these images, along with power-law plus constant fits (dashed). We also observe similar trends for randomly chosen individual images (figure 17).

3.3 Scaling Trends for Individual Images

We have observed very consistent scaling trends on a variety of data modalities. This raises a question – does the loss achieved by different sized models on specific, individual data examples scale in the same way? Or are the distribution-level trends an aggregate of many different trends on individual examples?

To answer these questions, we evaluated the loss of all the pixel-level 32x32 image models on a thousand randomly chosen images from the test set. When plotting the loss as a function of model size for individual, randomly chosen examples, in essentially all cases we observe a smooth, power-law plus constant trend.

To convey this information, for each model size we evaluate the 1, 5, 20, 50, 80, 95, and 99 percentile of the loss among a thousand images in the distribution, for each model size. We then plot the trends in these percentile losses in figure 10. We see very similar trends among all percentiles of the loss distribution, and all are well-described by equation (1.1). We show model size trends for eight randomly chosen individual test images in figure 17. We also display the most and least improved 10 images from a sample of one thousand test images in figure 20. Finally, we visualize the trends in a different way, by generating conditional samples at each model size, in figure 21.

We would expect that these findings also apply to other data modalities. On a quick inspection, we found the same patterns for randomly chosen text sequences and language models of different sizes.

3.4 Finetuning on ImageNet at 32x32 Resolution

By finetuning generative models for image classification we gain another handle on the scaling of performance with model size. We use the scaled-down 32x32 resolution ImageNet [CLH17] and finetune the 32x32 resolution pixel-level generative image models.

To turn these models into classifiers, we remove their final embedding matrix and use the mean-pooled (over all pixels) activations of the transformer’s final layer as the input to a new single-layer classifier. During
Figure 11  Trends in image classification performance— Top: We show model size scaling results for 32x32 pixel ImageNet [CLH17] classification. We compare models trained from scratch on ImageNet classification (i.e. with no pre-training) to finetuned generative models. Though the generative loss trend bends as it approaches the irreducible loss (figure 7), the pretrained models exhibit a straight power-law trend in classification performance vs model size, which also continues far beyond the point where the models that were trained from scratch exhibit overfitting. Bottom: Larger pre-trained models fine-tune significantly faster, and to significantly better performance, despite the approach to the irreducible generative loss. The same does not hold when training from scratch.
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We have not encountered a clear irreducible loss in the range of model sizes that we have explored.
4 Multimodal Models and Information Gain

Is a picture worth a thousand words? With multimodal models we can study the amount of information that one domain provides about another. For this purpose we study the empirical mutual information between images and text and the infogain defined in equation (1.3). The latter has the interesting property that it must lie in the interval \([0, 1]\), with larger values suggestive of better performing multimodal models.

To estimate the empirical mutual information between the image and text for text-to-image models, we subtract the captioned-image loss from the image loss in the presence of a blank caption. Similarly, we subtract text losses with and without corresponding images for image-to-text models.

However, these measurements have a potentially serious flaw – if the models have only been trained on multimodal data, then blank captions and blank images may be out of distribution. We minimize this issue by measuring the mutual information only after finetuning our models for 10,000 steps on an even mixture of data with and without captions (for text-to-image) or with and without images (for image-to-text). Empirically we find that without this finetuning, the mutual information is measured to be about twice as large. In the case of text-to-image models, we also tried training from scratch on a 95/5 mixture of multimodal and blank caption data, and found very similar results. The learning curves for the mutual information and some other comparisons can be found in appendix C.

We plot the mutual information and the infogain ratio in figure 12. We see that billion-parameter, decoder-only transformer models extract about 8 nats of information concerning the image from an average text caption in the test set. In the case of both Image-to-Text and Text-to-Image multimodal models, we observe empirically that mutual information and infogain varies with model size as

\[ I(\text{text}, \text{image}), \quad \text{Infogain} \approx \lambda \log \left( \frac{N}{N_c} \right) \]  

(4.1)

with different \( \lambda \) and \( N_c \) for the two cases. We can derive this approximate formula from plausible assumptions, as discussed in appendix C. If this trend holds over a large range of \( N \), it might be used in combination with the upper bound infogain \( < 1 \) to roughly estimate the maximal productive model size.

However, the trends identified in figure 12 suggest a very slow growth of infogain with \( N \) for these models, so it seems unrealistic to extrapolate all the way to an infogain \( = 1 \). Furthermore, in the data distribution the text and images are not always closely correlated, as in many examples much of the text has little to do with the accompanying image. So instead we might ask when 20% of the information in the text will be used to define the image, doubling the infogain of a 1B parameter model. For text-to-image models, this threshold will be met with models of size \( N \approx 3 \) trillion parameters, though for image-to-text models this remains far out of reach. Other architectures may improve on these results, but we conjecture that they will display similar trends with model size.

Text-to-image models have much larger mutual information and infogain, as compared to image-to-text models. We speculate that this is due to the fact that much more processing is required to extract semantic information from images than from text.

We can now revisit the question of how many words a picture is worth. Figure 5 shows the loss per text token, including padding tokens; if we exclude padding tokens, the largest image-to-text models achieve a loss of 2.6 nats per text token, or about 3.4 nats per word. Comparing the image-to-text mutual information of 8 nats, we find that a 32x32 image is worth only about 2-3 words to our best models.

5 Mathematical Problem Solving and Extrapolation

In the context of machine learning, generalization most often refers to the gap between test and training performance. But on a conceptual level, generalization can also refer to the more ambitious possibility of extrapolation from the training distribution to a larger or more diverse distribution. Mathematical problem solving lends itself very naturally to the study of extrapolation, because we can extend the range of numbers or operations used to create math problems, or the recursive/compositional depth [HDMB19] required for a solution.

We studied this phenomenon in the fundamental figure 3, where we evaluate problem solving performance using a variety of test sets indexed by a numerical level, which corresponds to an ‘entropy’ used for generation [SGHK19]. We observe fairly smooth power-law plus constant trends for the loss on all of these test sets, but
with different exponents and offsets depending on the difficulty level. So extrapolation performance improves with model size.

However, as we show in figure 13, the extrapolative capabilities of these models predominantly depends on the models’ performance on the training distribution. That is, models of different sizes that achieve the same loss on the training distribution perform about equally on the various test distributions. In this sense, increasing the model size does not automatically improve extrapolation, except insofar as it improves performance on the training distribution. Similar results were found in [KMH+20] when extrapolating from one text distribution to another.

Finally, for completeness we note that the information theoretic interpretation of the loss has a somewhat different meaning in the context of math problem solving, where the answers are deterministically related to the questions, so that the entropy should truly vanish. For much more detailed results on math performance and a great many more trends see appendix B.

6 An Inconsistency in Compute and Datasize Scaling Laws

An inconsistency among the datasize and compute scaling laws was observed in [KMH+20]. In this section we will study the same phenomenon using image models on low resolution images, though we expect the results will be qualitatively the same on any of the datasets we have covered.

Figure 12  Mutual information trends for multimodal models— We show the empirical mutual information between image and text in multimodal models (left) and the Infogain (right), which is the ratio of the empirical mutual information to the empirical entropy of the text. The results in these plots were compiled after finetuning multimodal models for 10k steps on half multimodal, half blanked caption/image data, to ensure that blank captions/images were not out of distribution. The largest text-to-image models use about 10% of the information in the text when constructing images.

Figure 13  Mathematics difficulty levels— We show the loss (left) and accuracy (right) during training, as a function of the training loss, for math problems at various difficulty levels. We emphasize that models of different size perform nearly identically when we hold the training loss fixed. Thus in the case of math problem solving, both interpolation and extrapolation performance depends on model size primarily through the training loss. Note the difficulties ≤ 10 are within the training distribution; for levels > 10 we expect non-zero test loss even as the training loss tends to zero.
Figure 14  **Training speed approaches a limit** — **Left**: These figures show learning curves for various model sizes, along with the trend for fully trained, early-stopped $L(D)$, identifying the dataset size in tokens with the number of elapsed tokens during training. We observe that the learning curves are approaching $L(D)$ as model size increases. **Right**: We show learning curves along with the $L(C)$ trend in black. On the same plot we show $L(D)$ vs $C(D)$ in blue, where the latter is determined by identifying the optimal proportion of compute to allocate to tokens, and then assuming this corresponds to one epoch of training. By construction all learning curves must lie above and to the right of the blue dashed line, so the intersection of the black and blue lines suggests a breakdown of some trend. The red shaded region corresponds to altering the optimal model size exponent by ±5%, illustrating that projections are extremely sensitive to these trends.

Figure 15  **Training speed approaches a limit (language)** — Here we show an approximation of $L(D)$ with 2% estimated errors, and the language modeling learning curves from [BMR+20]. The $L(D)$ trend comes from [KMH+20], but the models in that work were trained on a slightly different data distribution and with half the context length of [BMR+20].
Before discussing the inconsistency, consider the plots on the left of figure 14. We show both learning curves and the trend \( L(D) \) for trained models, identifying the dataset size with the number of tokens seen by various models during training. The learning curves lie above the \( L(D) \) trend because the optimization process fails to achieve the minimum loss in a single epoch. If the optimizer were perfect (in a sense), then \( L(D) \) would coincide with the learning curve, assuming performance is not limited by model size. Note that as model size increases, the learning curves appear to approach ever closer to the \( L(D) \) trend. This means that larger models learn faster, and it also implies that optimization becomes increasingly effective as model size increases. But learning curves will always be bounded by \( L(D) \), which sets the sample efficiency. We show the same phenomena for language in figure 15, though we can only estimate \( L(D) \) for these models.

To see an apparent inconsistency, we must compare the projections from two different trends. For the \( L(C) \) compute trend we can just reproduce results from figure 7. To plot \( L(D) \) with compute on the x-axis, we will use the power-law trend \( N_{\text{opt}}(C) \approx (2.8 \times 10^8)C^{0.74} \) for 16x16 images (see figure 16), where \( C \) is measured in petaflop-days. From this we can solve for the optimal number of tokens processed during training using \( C = 6DN \), which leads to \( C(D) \approx (5 \times 10^{-42})D^{0.79} \) where \( D \) is measured in tokens. A similar analysis applies to 8x8 images. Using these results we can plot \( L(D) \) vs \( C(D) \) parametrically, as shown on the right of figure 14 for the reducible loss (chosen for clarity on the log plot). We have also included a shaded region showing the effect of changing the empirically extracted \( N_{\text{opt}}(C) \) trend exponent by \( \pm 5\% \).

The inconsistency arises because all learning curves must lie above the \( L(D) \) trend on the right of figure 14, but the extrapolation of \( L(C) \) eventually intersects and passes below \( L(D) \). Either \( L(D) \), \( L(C) \), or the \( N_{\text{opt}}(C) \) trend must break down at or before this intersection point. Note that the existence of this intersection is an inevitable consequence of the power-law form of the trends, since these lead to straight lines on a log-plot, and two straight lines must intersect.

We do not know for certain how this inconsistency or its equivalent for language [KMH+20] is resolved. However, the observation of the left of figure 14 and our earlier discussion suggests a plausible hypothesis. As we increase model and dataset sizes, optimization becomes increasingly efficient, until eventually learning curves begin to merge with the \( L(D) \) trend, so that there are no benefits to be gained from training for more than a single epoch [Kom19]. Near the intersection point, the compute frontier would bend and become coincident with \( L(D) \). From this point of view, the fact that \( L(C) \) appears steeper than \( L(D(C)) \) is due to a deficiency with optimization, which requires more than one epoch to reach a local minimum of the test loss. It would be interesting to investigate this hypothesis in the future. If it is true, it suggests that the relative scaling of optimal model and dataset sizes may eventually change, and perhaps will ultimately be set by trends for overfitting such as those found in [RRBS19] [KMH+20].

Finally, we note that the irreducible loss from dataset size trend is measured at \( L(D = \infty) \approx 2013 \) nats/image (16x16), and 599 nats/image (8x8), while that extracted from compute trends is \( L(C = \infty) \approx 2023 \) nats/image (16x16), and 602 nats/image (8x8). These estimates for the entropy of low-resolution YFCC100M images are quite similar, and provide a consistency check on our results.

### 7 Related Work

Predictable scaling trends for modern neural networks have been studied by a variety of groups, beginning with [HNA+17]. More recently [RRBST19] [LWS+20] [RDG+20] [Kom19] [RFCS20] studied scaling relations using many model architectures and datasets, with the work on language modeling in [KMH+20] closest to our approach here. Work on the 175B parameter GPT-3 model [BMR+20] was partially motivated by neural scaling laws.

There has not been a great deal of work on theoretical explanations for the very precise scaling relations we and others have identified. A simple theory connecting scaling exponents to the inverse of the dimension of the data manifold was proposed in [SK20]. Expansions in the model size, particularly at large width [LXS+19] [JGH18] may provide another useful framework for thinking about some of our scaling relations, if they are in fact applicable [LBD+20] to optimally tuned hyperparameter settings.

The models and data modalities we used have been widely studied in the past. Autoregressive image models have been trained starting with PixelRNN [vdOKK16], with the recent work [CRC+20] nearly identical to our

---

10We need to account for slightly different data distributions, and context lengths differing by a factor of 2. We estimate that these produce errors less than about 2% of the loss, which we show as a shaded region on the plot.

11For these figures we subtract the irreducible loss measured from each of \( L(D) \) and \( L(C) \), respectively, since numerically the irreducible losses from these two measurements are not exactly equal.
models and training procedure. Transformer-based video models were trained in [WTU19] and multimodal models in [TBL+19]. The original authors trained various models, including transformers, on the math problem dataset [SGHK19], and it has also been studied with more specialized architectures [SSF+19]. Our models are typically simpler than many of those that have been previously discussed, as we exclusively use decoder-only [LSP+18] transformers with dense or sparse [CGRS19] attention.

8 Discussion

We have argued that a single neural architecture, the Transformer, can be applied to the generative modeling of images, videos, multimodal data, and math, along with language [KMH+20, BMR+20]. We identified common scaling laws for the loss achieved on all data modalities as a function of both model size and compute budget. As in the case of language, these results imply that larger models become more sample efficient. Furthermore, we found that in some important cases, finetuned performance on downstream tasks also follows similar scaling laws. This suggests that trends in the generative modeling loss translate into advantages in practical capabilities.

A greater surprise was the approximately universal trend (figure 2) for optimal model size as a function of the training compute budget – we did not anticipate that the exponent \( N_{\text{opt}} \propto C^{0.7} \) would be largely independent of the data distribution. This trend implies a dual trend for the number of tokens elapsed during optimized training, as a function of \( C \) or \( N \), and leads to the conclusion that larger compute budgets should be ‘spent’ mostly on larger models, rather than much longer training runs. So this lesson from language modeling [KMH+20] generalizes. These empirical regularities beg for theoretical explanation – why do these scaling relations hold?

The scaling laws also suggest a shift in perspective away from the particularities of neural architectures, loss functions, and training algorithms and towards the broader commonalities that appear when machine learning is studied across a large hierarchy of model, data, and compute scales. Work in ML often involves identifying specific deficiencies in current capabilities and remedying them through the alteration of models and algorithms. Perhaps many capabilities simply lie on a spectrum that can be continuously unlocked with increasing scale, as might be suggested by the metalearning capabilities of the GPT-3 model [BMR+20].

We also discussed some information theoretic implications of the scaling laws. Perhaps the most important point was that the two terms in equation (1.1) can be interpreted as the entropy of the true data distribution, and the KL divergence between that distribution and a given generative model. The identification of the entropy was made possible through the extrapolation of a precise trend, and would not be predictable using the results from a single model. We also observed intriguing scaling laws for the empirical mutual information between images and captions in multimodal models. This is particularly interesting because the mutual information must be bounded by the entropy of the caption.
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Figure 16  Optimal model size (individual trends)— We show the optimal model size for a given compute budget, along with power-law fits, based on the points at the compute-efficient frontier of figure 5. These trends are combined in figure 2.

Figure 17  Loss trend for individual images— We show the loss trend for eight randomly chosen images from the test set. These results are fairly typical.

A  More Details on Image Modeling

In figures [18] and [19] we provide some additional information documenting compute scaling trends for images with different resolutions and encodings. In figure [20] we show images where the loss improved most or least as we pass from a 100k parameter model to a 400M parameter model. In figure [17] we also show trends for randomly selected individual images from the test set.
Figure 18  Compute trends for varied image resolution (pixel-level)— Scaling laws with compute for various image resolutions in pixels, along with power-law plus constant fits (dashed) to equation (1.1). The fits for pixel-level image modeling are shown in table A.5.

Figure 19  Compute trends for various image resolutions (VQVAE-encoded)— We display scaling laws with compute for 64x64 images encoded with two different VQ code resolutions, along with power-law plus constant fits (dashed) to equation (1.1). A few of these runs diverged beyond the compute frontier; in the worst case this led to a visible deviation from the model size trend in figure 7.
| Most Impr, Ratio | Least Impr, Ratio | Most Impr, Diff | Least Impr, Diff |
|------------------|-------------------|----------------|-----------------|

Figure 20  Most and least improved images—Here we show the images where the loss improved most or least between models with 400M parameters and 100k parameters. These were the ten most or least improved images from a random sample of one thousand images in the test set, as measured by loss ratio and loss difference. Images with complex colorful scenes involving people or crowds are typically most improved, while black and white images and those dominated by a simple background tend to be the least improved.
Figure 21  Trends in image completion quality—Here we show conditional-completions of 32x32 pixel models of various sizes, where the leftmost column is the original image, and each of the other columns shows completions from a model with a non-embedding parameter count labeled at the top. Models are provided the top half of the image as conditional context and the bottom half is sampled with temperature 1.0. There is a clear trend of increasing photorealism with larger models.
B Details of Math Experiments and Additional Results

B.1 Procedurally Generated Training Data

We generated all training data procedurally using the code provided by [SGHK19]. Problems were generated by randomly sampling modules from the training distribution, with an ‘entropy’ setting sampled uniformly from the integers \( s \in [3, 10] \). The number of problems with entropy \( s \) is approximately \( 10^s \), meaning that easy problems with low-entropy would likely be seen by the model many, many times, while some problems with \( s \geq 9 \) may not be seen at all. This means that the easy components of the training distribution may be memorized. Furthermore, our procedurally generated data was not deduplicated from the ‘interpolate’ test distribution [SGHK19], but it is completely disjoint from the ‘extrapolate’ test distribution.

The official extrapolate distribution only provides one difficulty level, and it also does not include all eight module-types. So we also generated distributions of problems with smoothly increasing difficulty level by setting the entropy \( s = 1, 2, \ldots, 19 \). For most modules we simply used the interpolate settings, though for modules where other parameters were needed we generally used the extrapolation settings. Importantly, we did not include the `probability_swrr_p_level_set_more_samples` and `probability_swrr_p_sequence_more_samples` generators, as we found our models always performed poorly on these problems, and quickly overfit on the loss for these generators (this can be seen in figure 23, where ‘probability’ represents the mean of these two generators).

Performance as a function of difficulty level and model size can be seen in figure 24. We note that performance degrades smoothly as we extrapolate away from the training distribution.

As an additional note, because these experiments were conducted much earlier, our dataset size scaling and aspect ratio scans use models with the fairly standard setting \( m_{mlp} = 4 \) and \( m_{attn} = 1 \), as with language and multimodal models, but different from the math models we used for compute and model size trends, where these parameters were smaller by a factor of 4, as with our image and video models. We made this change to smaller \( m_{mlp}, m_{attn} \) as we found it helped to improve the training stability of very deep math models.

It is also worth noting that we evaluated extrapolation performance both using the training data files provided with [SGHK19] and by sampling with procedurally generated data (leaving out the two probability modules previously discussed). For trend plots we have used the procedurally generated data, but for reporting final accuracies in figure 26 we use the ‘official’ files.

B.2 Dataset Size Scaling

For the math dataset we studied optimal performance as a function of dataset size \( D \), in the limit where \( N \gg D \) so that performance is constrained by overfitting rather than by model size or compute budget. For each dataset size and problem distribution, we define \( L(D) \) by taking the minimum loss during training (this differs slightly from early stopping, since we may evaluate at different steps if there are several metrics, i.e., losses on different test distributions, as is the case for math). For these experiments we used models with \( n_{layer} = 64 \) and \( d_{model} = 512 \) for all dataset sizes. We obtain power-law fits for \( L(D) \), as shown in figure 22.

B.3 Additional Math Results

Here we provide several additional observations about math performance, which can be divided among different math modules and difficulty levels. In figure 23 we show performance on different modules (using the files provided in [SGHK19]), while in figure 24 we show performance as a function of difficulty level for different model sizes. We provide details of achieved accuracies on the official extrapolation and interpolation test sets in figures 26 and 27.
Figure 22  **Math dataset size dependence**— We show learning curves and trends in early-stopped loss as a function of dataset size. For the case of mathematical problem solving, we use a model with \( n_{\text{layer}} = 64 \) and \( d_{\text{model}} = 512 \) for all dataset sizes.

Figure 23  **Math problem types**— Here we show the performance of the math models on various modules of the math dataset, using the ‘official’ files of problems provided by [SGHK19]. The interpolate problems may have been seen by the models during training, as our training set was procedurally generated. We note that the losses on individual modules are approximate power-laws with model size on most of the interpolate modules, and on two the extrapolate modules.
Figure 24 Math difficulty levels—Here we show how performance of math models varies as a function of the difficulty level or ‘entropy’ of the problem distribution, with levels ≤ 10 represented in the training distribution. We note an observable kink at level 10, suggesting some degree of overfitting, though as we extrapolate to more difficult problems the performance varies smoothly. It is clear that larger models perform better.

Figure 25 Model size trends for math difficulty levels—These plots show trends for the official interpolate dataset, as well as several difficulty levels that are within the training distribution. We observe that the power-law trends are distorted, perhaps as a consequence of memorization and the implicit curriculum in the data distribution.

Figure 26 Extrapolation results for all math problem types—Here we show accuracies achieved by models of three different sizes on the official extrapolation test set files from [SGHK19], grouped by problem generator. Performance almost always improves with model size, though as shown in figure 13, this is due to the fact that larger models achieve better training loss.
Figure 27 Interpolation results for all math problem types—Here we show interpolation accuracies achieved by a 400M parameter model, by problem generator. Note that these problems (files from [SGHK19]) were not deduplicated from our procedurally generated training set, so they may be contaminated by memo-
Figure 28  Mutual information  In this plot we show the empirical mutual information for text-to-image multimodal models, as well as the Infogain, or the mutual information divided by the empirical entropy of the text.

Figure 29  Mutual information learning curves— Here we show learning curves for the mutual information when either training or finetuning on a mixture of data with and without captions or images. We include training and finetuning on mixtures in order to ensure that our mutual information and Infogain estimates are not confounded by issues with blank captions or images being out of distribution.

C Additional Multimodal Results

Here we show a few additional results on the multimodal experiments. The learning curves for the mutual information are shown in figure 29. This includes both training from scratch on a 95/5 mixture of captioned and blank-caption data for text-to-image, as well as finetuning for 10k steps on a 50/50 mixture for both multimodal directions. We compare the final mutual information and infogain for the two strategies in figure 28; they are very similar.
Figure 30  Arithmetic— We show the progression of arithmetic capabilities of GPT-3 family models as we increase the parameter count \( [BMR^+ 20] \). We measure the probability of different numeric answers for a simple multiplication problem. On the top we show a heat-map of normalized probabilities for each model size, and on the bottom we show a line chart of un-normalized probabilities. The smallest models put some weight on small numbers near those in the question. Somewhat larger models start to put some weight on multiples on 4 and 6 (visible as bright vertical streaks on the heat map, and marked as red lines on the line plot), suggesting that they’ve started to understand the meaning of the multiplication question. The largest models choose the correct answer confidently.

D  Additional Language Results

Here we show a few additional results on the language experiments that measure how performance improves with parameter count. In figure [30] we investigate the progression of arithmetic capabilities, and in figure [31] we measure the ability to answer a simple factual question. In both cases we find smooth improvement in the loss on the correct answer as the model size increases. However, we also observe some qualitative “phases of learning”, with small models having difficulty understanding the question being asked of them, larger models showing some rudimentary understanding, and the largest models correctly answering the questions.
Figure 31 Q&A—We show the progression of simple Q&A capabilities of GPT-3 family models as we increase the parameter count \([\text{BMR} + 20]\). We ask the model who the first and second president of the United States was.

Tiny models appear to have trouble understanding the question, and don’t place any significant probability on the correct answer. Larger models understand that we’re requesting a US president, but fail to understand that the “second president” and “first president” are different requests, placing most of their weight for both questions on “George Washington”. Only larger models understand both aspects of the questions, answering both correctly.
E Mutual Information, Infogain, and Scaling

We are studying the empirical mutual information

\[ I(X, Y) = \mathbb{E}_{x,y \sim q} \left[ \log \frac{p(x, y)}{p(x)p(y)} \right] \]  

(E.1)

where \( p \) is the model distribution and \( q \) is the true distribution of the data. This must be smaller than the cross-entropy loss of the model

\[ L(X) = \mathbb{E}_{x \sim q} \left[ \log \frac{1}{p(x)} \right] \]  

(E.2)

on either \( X \) or \( Y \), so that the empirical InfoGain in equation 1.3 cannot be greater than one. As with the usual mutual information, the empirical mutual information is maximized when \( y = f(x) \) or vice versa, so that the relation between \( X \) and \( Y \) is deterministic, and minimized when \( p(x, y) = p(x)p(y) \).

However, it’s worth noting an interesting subtlety: in some cases it is possible for our evaluations to cause an apparent violation of the bound InfoGain < 1. This can occur in language models that are not precisely translation invariant when \( x = \) the first \( T \) tokens while \( y = \) the following tokens. For example, it’s theoretically possible that a language model with limited computational resources would assign a higher probability to “The MD5 hash of ‘powerlaw’ is e9f7a4afedaa67a0dab579ba480c24d6” than to the sequence “e9f7a4afedaa67a0dab579ba480c24d6” by itself.

E.1 Approximate Derivation of Scaling Relations

We do not know how to derive the relation [4] for multimodal models. However, we can derive a similar relation for the mutual information and infogain in language models. In this case, we study the mutual information between the first \( T \) tokens in a text sample, and the next \( T \) tokens (it is easy to generalize to sequences of different lengths).

We know that for a given model size \( N \), the loss scales as a power-law with token position \( t \geq 1 \) [KMH+20]. In fact, we can roughly approximate

\[ L(t) \approx L(N) + \frac{L_U - L(N)}{tp} \]  

(E.3)

where \( p < 1 \) is a power, \( L_U \) is the unigram entropy, and \( p \) is roughly independent of \( N \). This model is not perfect, but it permits a straightforward estimate of the empirical mutual information, namely

\[ I([1, T], [T + 1, 2T]) \approx (L_U - L(N)) \sum_{t=1}^{T} \left[ \frac{1}{tp} - \frac{1}{(t+T)^p} \right] \]

\[ = (2H_T^{(p)} - H_{2T}^{(p)})(L_U - L(N)) \]  

(E.4)

where \( H_T^{(p)} \) is the \( T \)th harmonic number with power \( p \). We can evaluate or approximate \( H_T^{(p)} \) if desired, but the point is that it’s identical for all \( N \), and so the \( N \)-dependence of this expression comes only from \( L(N) \). Because the exponent \( \alpha_N \ll 1 \) for language models, we can approximate \( N^{-\alpha_N} \approx 1 - \alpha_N \log(N) \) to obtain equation [4.1]

Similarly, to approximate the infogain we need to divide by the loss on the final \( T \) tokens, so that

\[ \text{Infogain} \approx \frac{(2H_T^{(p)} - H_{2T}^{(p)})(L_U - L(N))}{TL(N) + (H_T^{(p)} - H_{2T}^{(p)})(L_U - L(N))} \]  

(E.5)

Expanding this using \( L(N) \propto N^{-\alpha_N} \approx 1 - \alpha_N \log(N) \) leads to the approximate formula from section [4]

But more generally we see that the InfoGain is bounded by a certain ratio depending only on \( p \) and \( T \), since \( L(N) \) lies between 0 and \( L_U \). So it will not actually approach 1.

E.2 Estimating \( D_{KL} \) Between Real-World Distributions

We have interpreted scaling trends in terms of the intrinsic entropy of the data distribution and the KL divergence between the true distribution and our models. This is based on the idea that with infinite data, model
Figure 32 Generalization from YFCC100M to ImageNet generation— We show information about evaluating YFCC100M-trained models on ImageNet data distribution. On the left we show that loss on ImageNet depends only on the loss on YFCC100M, and does not otherwise depend on model size. In the center we show ImageNet loss vs model size, and on the right we subtract the irreducible loss to compute the reducible loss. These results strongly suggest that \( L(N) \) follows a power-law plus constant form, even somewhat off of the training distribution.

size, and compute we could model the data distribution exactly. If the empirical loss of our models on a new data distribution also follows a predictable scaling trend, then this means we can estimate the fundamental KL divergence between the new distribution and the training distribution. Since our models were trained on YFCC100M images \([TSF+15]\), it’s interesting to examine the trends for the loss on ImageNet, as we would expect in the infinite limit

\[
L(\text{ImageNet}) = D_{KL}(\text{ImageNet}\|\text{YFCC100M}) + S(\text{ImageNet})
\]

where on the left we have the cross-entropy loss on ImageNet for a model trained on YFCC100M. We show the loss \( L(N) \) when evaluating on ImageNet in figure 32, where we see that it appears to follow a power-law plus constant trend. Unfortunately this isn’t enough to identify \( D_{KL}(\text{ImageNet}\|\text{YFCC100M}) \) because we also need a separate estimate of \( S(\text{ImageNet}) \), but our techniques are not easily applied there due to overfitting. But this quantity might be extracted by studying dataset size scaling in the future.

F Hyperparameter Settings

Here we include more details on the hyperparameter settings used to train the models.

All models used a learning rate schedule with a 3000 step linear warm-up followed by a linear decay to 1/10 of the maximum learning rate. Model hyperparameters and learning rates are shown in tables 4 and 5. The number of attention heads was always chosen to be \( \max(2, d_{\text{model}}/64) \). Most models were trained with roughly \( 5 \times 10^5 \) tokens per batch; differences from this are noted in the captions of the tables below. ‘Parameters’ always refers to the non-embedding parameter counts, and is approximate (we do not include biases for simplicity).

All models were trained for at least 250k steps (parameter updates), but many models were trained for significantly longer, as we noted that they had not yet reached the compute-efficient frontier, or did not seem to have converged. Trends in the loss as a function of model size were computed at the step minimizing the test loss. We used very similar learning rates for all models of a given size; these were determined through an initial grid search.
## Parameters

| Parameters | $d_{\text{model}}$ | $n_{\text{layer}}$ | Max LR  | Image-to-Text? |
|------------|---------------------|---------------------|---------|----------------|
| 98304      | 64                  | 2                   | 0.00164 | ✓              |
| 393216     | 128                 | 2                   | 0.00144 | ✓              |
| 3145728    | 256                 | 4                   | 0.00115 | ✓              |
| 12582912   | 512                 | 4                   | 0.000959 | ✓            |
| 25165824   | 512                 | 8                   | 0.000862 | ✓            |
| 42467328   | 768                 | 6                   | 0.000789 | ✓            |
| 84934656   | 768                 | 12                  | 0.000692 | ✓            |
| 157286400  | 1280                | 8                   | 0.000606 | ✓            |
| 393216000  | 1280                | 20                  | 0.000479 |               |
| 679477248  | 1536                | 24                  | 0.000402 |               |

**Table 4** Multimodal hyperparameter settings—All Text-to-Image model settings are shown, the Image-to-Text models used identical settings, but the two largest models were not trained. ‘Parameters’ refers to the non-embedding parameter counts, and is approximate (we do not include biases for simplicity). These models were all trained with a batch size of 128 text/image pairs, or 409600 tokens per batch.

| Parameters | $d_{\text{model}}$ | $n_{\text{layer}}$ | Max LR  |
|------------|---------------------|---------------------|---------|
| 1.23e+04   | 32                  | 4                   | 0.002686 |
| 9.83e+04   | 64                  | 8                   | 0.001597 |
| 7.86e+05   | 128                 | 16                  | 0.000950 |
| 6.29e+06   | 256                 | 32                  | 0.000565 |
| 5.03e+07   | 512                 | 64                  | 0.000336 |
| 4.03e+08   | 1024                | 128                 | 0.000200 |
| 3.22e+09   | 2048                | 256                 | 0.000119 |

**Table 5** Math, Image, and Video modeling hyperparameter settings—‘Parameters’ refers to the non-embedding parameter counts, and is approximate (we do not include biases for simplicity). The math models used $n_{\text{ctx}} = 512$ and a batch size of 524,288 tokens per batch. Video models used a batch size of 128 video clips, for a total of 524,288 tokens per batch. All image models used a batch size of 128 images, so the batch sizes in tokens vary depending on image or VQ resolution. We did not train the largest model size in some domains.
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