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ABSTRACT

The Coronavirus Disease 2019 (COVID-19) outbreak has a devastating impact on health and the economy globally, that’s why it is critical to diagnose positive cases rapidly. Currently, the most effective test to detect COVID-19 is Reverse Transcription-polymerase chain reaction (RT-PCR) which is time-consuming, expensive and sometimes not accurate. It is found in many studies that, radiology seems promising by extracting features from X-rays. COVID-19 motivates the researchers to undergo the deep learning process to detect the COVID-19 patient rapidly. This paper has classified the X-rays images into COVID-19 and normal by using multi-model classification process. This multi-model classification incorporates Support Vector Machine (SVM) in the last layer of VGG16 Convolution network. For synchronization among VGG16 and SVM we have added one more layer of convolution, pool, and dense between VGG16 and SVM. Further, for transformations and discovering the best result, we have used the Radial Basis function. CovXmlc is compared with five existing models using different parameters and metrics. The result shows that our proposed CovXmlc with minimal dataset reached accuracy up to 95% which is significantly higher than the existing ones. Similarly, it also performs better on other metrics such as recall, precision and f-score.

1. Introduction

The Coronavirus is still on a surge in many countries. The World Health Organisation (WHO) named 2019-nCOV epidemic as COVID-19 in February 2020[1]. The typical symptoms of the disease are; headache, fever, cough, fatigue, muscular pain and respiratory distress [2–5]. The most prominently used test process called Reverse Transcription-polymerase chain reaction (RT-PCR) is less accurate, particularly in the early stage of the infection and, also it is a time-consuming procedure [6]. Rapid antigen testing can be done to quickly to correlate any symptoms of COVID-19 by collecting sample from the nose using swab [7]. But antigen testing is considered to be less accurate than RT-PCR. Also, repeated testing is required to confirm the status from time to time. In the due course, the patient has to be quarantined until the result is not processed. Negative RT-PCR using nasopharyngeal (NP) or oropharyngeal (OP) swab test does not rule our COVID-19 diagnosis as NP/OP sensitivity in the course of disease lies from 42 % to 71 % [8].

These issues bring the requirement of a more accurate and rapid testing process. The reduced accuracy in early detection of disease in RT-PCR process can be overcome by supplementing radiological chest images such as X-rays and Computed Tomography CT [9]. The radiological images seem promising to detect the disease at the onset, or even before, of any symptoms encountered [10]. Nevertheless, radio imaging and RT-PCR both can be combinedly applied to support more sensitivity for detecting and predicting COVID-19[11–15]. The rapid and more accurate results of radio images persuade researchers to evaluate these images using different deep learning techniques and models. This will help automate a major part of detection process while adding more accuracy. Moreover, these methodologies can be applied to various other tests of infections.

As of now, datasets of X-ray and CT-scan of normal, COVID-19 and pneumonia patients are being made available to support the learning process; Even then, the governments are still facing a huge scarcity of testing kits. The deep learning model is a branch of Artificial Intelligence that applies feature extraction techniques to detect the required outcome. The features extraction of deep learning was applied for face detection initially [16,17]. Later on, it was implemented for the detection of breast cancer, skin cancer and pneumonia [18,19]. Currently,
Many diseases can be detected using the models of deep learning, such as diabetic retinopathy, detection of tumors in different body organs such as breast, head, lungs and brain [20–22]. This motivates researchers to apply machine learning practices to the data and images available on the network. In the recent past, various work has been proposed to detect COVID-19 with the help of radiology images [23,24]. Many researchers have shown interest in detecting COVID-19 using medical imaging.

We can throw some light on the similar work using deep learning for COVID-19 diagnosing. In [25] authors proposed a deep-learning model by modifying inception transfer learning to achieve accuracy up to 92.4. A review is presented [26] by authors that cater to an analysis of various proposed models for diagnosing COVID-19 using radiological images. For an unbalanced dataset between COVID and other images, [27] proposes a model based on ResNetV20 and Xception to detect COVID-19 and pneumonia using chest X-rays. For classification [28] DarkNet

| Table 1 | Feature summary of surveyed models. |
|---------|------------------------------------|
| Model   | Base-Model            | Classification | COVID images | Activation Function | Input Feature |
| [25]    | Xception and RestNet  | Binary        | 149          | ReLU and batch normalization | [300,300,1] |
| [26]    | DarkCovidNet          | Binary        | 127          | LeakyReLU          | [256,256,1]  |
| [27]    | SqueezeNet            | Binary        | 66           | ReLU               | [227,227,3]  |
| [28]    | CovXNet               | Terary        | 305          | LeakyReLU          | Multiple input zone |

| Table 2 | Observation table. |
|---------|-------------------|
| Epochs  | Batchsize | Learning Rate | Model                                 |
| 50/75/  | 100/125   | 1e-3         | VGG16/VGG19/CovXmc/ResNet50/InceptionV3/DenseNet121 |

| Table 3 | Case 1 with 50 epochs. |
|---------|------------------------|
| Model   | Accuracy | Recall | Specificity | F1-Score | Precision |
| VGG16   | 0.90     | 0.90   | 0.95        | 0.91     | 0.91      |
| CovXmc  | 0.95     | 0.95   | 0.96        | 0.95     | 0.96      |
| VGG19   | 0.77     | 0.77   | 0.74        | 0.77     | 0.78      |
| RestNet50 | 0.82   | 0.81   | 0.81        | 0.81     | 0.81      |
| InceptionV3 | 0.9   | 0.91   | 0.91        | 0.91     | 0.91      |
| DenseNet121 | 0.93  | 0.93   | 0.96        | 0.93     | 0.94      |
The model is used as the base model with seventeen layers of convolution. It uses an equal number of normal and pneumonia images and uses LeakyReLU operations for binary classification. Image augmentation is used to increase the number of infected images [29]. It classifies images into three different categories COVID, normal and pneumonia. It is using 66 COVID X-ray images. A metaprinter[30] architecture is introduced to process different shapes of input images. It uses ReLU as an activation function to classify images among normal, bacterial pneumonia and viral pneumonia. A quick summary is shown in Table 1.

Here we propose COVID-19 detection model using deep learning. We have proposed a model named CovXmlc. That is an abbreviation for COVID-19 X-rays multi-model Classification. CovXmlc takes X-ray image as an input and classifies it into normal or COVID-19. CovXmlc model is based on the deep learning architecture known as VGG16[31] and Support Vector Machine SVM. We have taken VGG16 as a base CNN model and on the top as the model is fully trained on a diversified imagnet dataset. We will use the evaluated weight of VGG16 instead of starting from scratch.

The SVM model utilizes the deep-feature evaluated from the CNN model, to give multi-model classification. Hence, this model is concatenation of VGG16 model and SVM model. Further SVM uses different transformations such as radial bases function, linear function and sigmoid. The dataset is preprocessed to give unified pixel size for CNN i.e. $224 \times 224 \times 3$.

To ready VGG16 model for binary prediction, it is also modified by adding a new convolution layer including max-pooling, dense and dropout layer. The proposed model CovXmlc is compared with existing models where it performed significantly better considering various metrics.

The remaining sections of this article are section 2 that describes the methodology showing the proposed model using VGG16 and SVM with brief elaboration of each one of them. Section 3 evaluates, visualizes and analyzes the results of proposed model considering different performance metrics. Finally, section 4 includes concluding remarks.
2. Methodology

While addressing machine vision problems, use of deep convolution network [32] is quite extensive. Deep convolution network has a multilayered architecture which is quite helpful in feature extraction for various image classification problems.

The machine vision solutions are applied on images like X-ray, Sonography, MRI in medical diagnosis as well as many other industrial and agricultural solutions. We propose that the CNN can also be applied to X-ray images for various medical diagnoses including COVID-19. This work focuses to classify patients through X-ray images to suggest diagnostics in terms of COVID-19 or normal. The process involving iterative computations to extract features of X-ray images to detect COVID-19 images with good amount of accuracy.

In the recent development of Deep CNN various effective and efficient deep convolutional networks were proposed and examined these includes are VGG16; ResNet [33]; DenseNet [34]; Inception [35]; Xception [36]; VGG16. VGG16 is trained in large classes of ImageNet

| Model  | Accuracy | Recall | Specificity | F1-Score | Precision |
|--------|----------|--------|-------------|----------|-----------|
| VGG16  | 0.88     | 0.85   | 0.91        | 0.89     | 0.89      |
| CovXmlc| 0.91     | 0.91   | 0.92        | 0.91     | 0.93      |
| VGG19  | 0.90     | 0.91   | 0.95        | 0.91     | 0.91      |
| ResNet50| 0.79    | 0.79   | 0.85        | 0.79     | 0.80      |
| InceptionV3 | 0.91 | 0.91 | 0.85 | 0.91 | 0.91 |
| DenseNet121 | 0.91 | 0.91 | 0.95 | 0.91 | 0.93 |

Fig. 6. Case 3 confusion matrix for VGG16(a) and proposed model CovXmlc (b).

Fig. 7. Case 4 confusion matrix for VGG16(a) and proposed model CovXmlc (b).

Fig. 8. Accuracy Comparison.

Fig. 9. Precision Comparison.
dataset. Instead of, starting from the scratch the processed weights from the VGG16 can be used for image classification. However, for detecting COVID-19 cases more robust and dependable models are required. For this, our experiment uses multi-model combinations of these machine learning models.

The block diagram of proposed model is depicted in Fig. 1. The figure shows VGG16 model clubbed with State Vector Machine (SVM) model. In this model instead of depending fully on VGG16, the SVM is also introduced to perform additional processing on the intermediate feature extraction by VGG16. The final output of the model (that is, based on the X-ray image, whether the patient can be diagnosed normal or COVID-19) will be given by the SVM. The VGG16 model is referred in Fig. 3. The model represents its architecture, the model takes an input of 224*224 RGB images. The input is passed through various layers of Convolution Neural Network it includes Convolution, ReLU, Max-Pooling, fully-connected layer and Softmax.

VGG16 model consists of various convolution layers with different numbers of filters. As shown in figure the input image is passed through two convolution layers each of 64 kernels each of size 3x3, it is then followed by Max-Pooling. This gives an output of dimensions 112x112x64. The process will go on with several convolutions and Max-Pooling, followed by Max-Pooling. This gives an output of dimensions 7x7x512 dimensions. The output is then further flattened and transferred to the three layers of fully connected network. Finally, a sigmoid function is applied to get the final output.

In our proposed model, convolution channels of 64, 128, 256, 512, and 512 are used to extract features which are then followed by Max-Pooling and ReLU activation function in CNN. The features $Y$ are extracted as follows:

$$
\sum_{j=0}^{n-1} \sum_{i=0}^{m-1} y(m-i)(n-j)(1+i)(1+j)
$$

Where, $y$ is the feature vector and $x$ is the input vector.

2.1. Dataset

For training our model we are using a total 220 X-ray images from an open dataset COVID-19 Image Data Collection: Prospective Predictions are the Future. Out of these 220 images, 118 are X-ray images of a Normal person while 102 are COVID-19 patient’s X-ray images. The Fig. 2 shows Normal (left) and COVID-19(right) patient X-ray images. These images are randomly picked from the Normal set and COVID-19 images set of the dataset. These images are resized to 224x224 pixel resolution ignoring aspect ratio. The dataset [37] is in the public domain, it is a collection of radiological images collected from various public sources. It consists of COVID-19, bacterial and viral pneumonia. In our experiment COVID-19 and normal images are used with RGB channels. To make images ready for further processing, minimal pre-processing is done to streamline the process of training and testing. These images are modified to have a uniform resolution to make them ready for convolution. The images of different sizes are resized into acceptable dimensions for our model as our model accepts images as input in 224x224 pixels only.

3. Proposed CovXmlc

The proposed CovXmlc architecture is shown in Fig. 3. CovXmlc model incorporates the SVM (Support Vector Machine) as the output layer on the intermediate features that are computed at the CNN level. The SVM is widely used for classification and pattern recognition tasks [38]. It can be used for linear as well as non-linear classification problems [39] also.

The transformation of data into required form is done by different kernels available in SVM. These kernels are linear kernel, sigmoid kernel, Radial Basis Kernal (RBF) and polynomial kernel.

$$
LinearKernel(a, b) = ab
$$

(2)

$$
SigmoidKernel(a, b) = \tanh(\gamma ab + \gamma 1)
$$

(3)

$$
PolynomialKernel(a, b) = [(ab) + 1]a
$$

(5)

The proposed model is shown in Fig. 3. Instead of beginning the CNN from scratch, proposed model exploits the available weight by VGG16 model explored on vast images of ImageNet. Now the model has been trained on the available data set by using the training data and validating it. Once our model is ready with the CNN after processing it with specific counts of epochs, the intermediate feature of a fully connected network is given to SVM as an input. As shown in Fig. 3 the VGG16 model is entirely trained using the whole structure of the basic VGG16 model. However, the features of this fully connected layer are preserved. These features obtained from fully connected layers are given to SVM to provide results. The results finally obtained from SVM models are considered to be CovXmlc results and then systematically compared with other existing models.
3.1. HYPERLINK “SPS:id:Sec3” Evaluation metrics

To evaluate the performance of the proposed model various metrics are utilized are Precision, Sensitivity, Specificity, Accuracy, False Positive Rate and F-Score. These can be defined as follows:

\[ \text{Precision} = \frac{TP}{TP + FP} \]  \hspace{1cm} (6)

\[ \text{Sensitivity}(\text{Recall}) = \frac{TP}{TP + FN} \]  \hspace{1cm} (7)

\[ \text{Specificity} = \frac{TN}{TN + FP} \]  \hspace{1cm} (8)

\[ \text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP} \]  \hspace{1cm} (9)

\[ \text{False Positive Rate (FPR)} = \frac{FP}{FP + TN} \]  \hspace{1cm} (10)

\[ F - \text{Score} = \frac{2 \times \text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}} \]  \hspace{1cm} (11)

Here, \( TP \) is the number of correct classifications for COVID-19 images, \( TN \) is the number of correctly classified normal images, \( FP \) is incorrectly classified COVID-19 image and \( FN \) is number of misclassified normal images. For a good classification model, the result of all the above-mentioned metrics must be equivalent or near to the best-expected values.

3.2. Experimental setup and result analysis

To train our model we have implemented it on Google Collaborator Notebooks having 25 GB RAM and Tesla P100 GPU. The implementation is done in python using Keras module. The Table 2 shows experimental setup.

Performance of our proposed model was observed by computation with different epochs at CNN level. The experiment has considered total 60 % random images for training the model and remaining 40 % is used for testing the model. For evaluating all the metrics, the confusion matrix is computed first. Following cases are hereby discussed:

Case 1: In this, we have performed the experiment using total 50 epochs in CNN. The performance of VGG16, VGG19, RestNet50, InceptionV3 and DenseNet121 are compared with proposed CovXmlc, shown in Table 3. It can be noted that the proposed model’s precision, recall and accuracy are 0.05 better than existing while specificity and F1-score are also better significantly. From figure Fig. 4 it can be seen False Positive in the proposed model is three less than False Positive of VGG16 while True Positive is also three higher than the existing one.

Case 2: In this, we have performed the experiment using a total of 75 epochs in CNN. From performance Table 4, it can be noted that CovXmlc having reasonable improvement in the case of accuracy with all the other models. In case while comparing with VGG16 for example precision and F1-Score is 0.03 better in the proposed model. Specificity is marginally higher by 0.02. Fig. 5 shows better results of the proposed model in all four quadrants.

Case 3: 100 epochs are considered here for experimental evaluation. For instance while comparing with VGG16 (Table 5) shows 0.08, 0.01 and 0.03 improvement in recall, accuracy and F1-score respectively. While precision and Specificity remain same. In addition to this Fig. 6 shows 1 unit of increase in True Positive while 1 unit of decrease in False Positive.

Case 4: This case considers 125 epochs for the experimental setup. The evaluated Table 6 shows significant improvement in accuracy by 0.03 units while a vast improvement in case of recall by 0.8 units while others evaluation is marginally higher than the existing one, in case of comparing with VGG16.

Fig. 7 shows 2 units of increase in True Positive and 2 units of decrease in False Positive. While False Negative and False Positive remains unchanged.

Fig. 8 shows the accuracy of the models considering a variable number of epochs. It is the primary measure of performance for any classification problems. It can be seen from the figure that the proposed model is having higher accuracy with all the epoch sizes. However, the gap in the accuracy is decreased from 100 epochs, but still, it is significant. The proposed model outperforms with an average increase in accuracy by 3.5 % while minimum with 1 % at 100 epochs and maximum is 5.5 % at 50 epochs. The precision plot is shown in Fig. 9.

It mentions the fraction of COVID-19 instances among the retrieved instances. It can be seen from the plot the proposed model provides better precision in all the epochs but with 100 epochs there is no improvement. The maximum increase in precision is 5.4 % with 50 epochs, the minimum is 0 % at 100 epoch and the average is 2.7 % overall.

In the experiment specificity plot at Fig. 10 is almost contrary to that of accuracy as here with a smaller number of epochs the increase in the proposed model is minimum. Overall, the average increase in specificity with the proposed model is 3.3 % while a minimum increase is 0 % with 100 epochs and the maximum increase is 13 % with 125 epochs. To evaluate the proportion of COVID-19 positive cases identified correctly recall is calculated on various number of echoes.

Recall comparison is shown in Fig. 11 for the proposed model with a competitive one. The proposed model significantly much higher in terms of recall, it reveals that it is better by 7.2 % on average while having a maximum improvement of 9.4 % at 100 epochs and 5.5 % is at the minimum with 50 epochs. A weighted harmonic mean known as F1-Score is plotted in Fig. 12. It is most suitable in case of uneven class distributions. The plot reveals that the proposed model outperforms by 3.3 % on an average case. The maximum increase is 4.4 % with 50 epochs while the minimum increase is 2.2 % at 125 epochs.

4. Conclusion

In this study, a deep neural network architecture CovXmlc is proposed to detect and classify COVID-19 cases. For this, X-ray images are used to train the model. The strength of the proposed model is to add SVM on top of the VGG16 model, it significantly improved accuracy to 95 % from 90 %. Our model shows promising results even by utilizing a limited public dataset. Our result shows with the limited number of epochs all the performance parameters were significantly higher than the existing ones, but with a higher number of epochs, our results are marginally better. This is due to the overfitting in the learning phase. So, in the experiment, we can conclude that CovXmlc is performing significantly excellent with lower epochs even using a small dataset. In the current scenario, different variants of COVID-19 are existing. Our research does not take this under consideration, in the future we will try to incorporate the classification using these variants. SVM will also be incorporated and analyze with transfer learning models other than VGG16. Also, our model will be tested with other diseases as well in which radiology images are available as a public dataset.
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