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ABSTRACT

Future gravitational wave detectors, such as the Laser Interferometer Space Antenna (LISA), will be able to resolve a significant number of the ultra compact stellar-mass binaries in our own Galaxy and its neighborhood. These will be mostly double white dwarf (DWD) binaries, and their underlying population characteristics can be directly correlated to the different properties of the Galaxy. In particular, with LISA we will be able to resolve $O(10^4)$ binaries, while the rest will generate a confusion foreground signal. Analogously to how the total electromagnetic radiation emitted by a galaxy can be related to the underlying total stellar mass, in this work we propose a framework to infer the same quantity by investigating the spectral shape and amplitude of the confusion foreground signal. For a fixed DWD evolution model, and thus a fixed binary fraction, we retrieve percentage-level relative errors on the total stellar mass, which improves for increasing values of the mass. At the same time, we find that variations in the Milky Way shape, at a fixed mass and at scale heights smaller than 500 pc, are not distinguishable based on the shape of stochastic signal alone. We perform this analysis on simulations of the LISA data, estimating the resolvable sources based on signal-to-noise criteria. Finally, we utilize the catalogue of resolvable sources to probe the characteristics of the underlying population of DWD binaries. We show that the DWD frequency, coalescence time and chirp mass (up to $< 0.7 M_\odot$) distributions can be reconstructed from LISA data with no bias.
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1 INTRODUCTION

The Milky Way harbours a large variety of double compact objects composed of white dwarfs (WDs), neutron stars and black holes (for a review see Amaro-Seoane et al. 2022). Theoretical studies forecast hundreds of millions of double WDs (DWDs), and millions of double neutron stars and double black holes (e.g. Nelemans et al. 2001; Ruiter et al. 2010; Yu & Jeffery 2010; Nissanke et al. 2012; Lamberts et al. 2018; Breivik et al. 2020a; Vigna-Gómez et al. 2020; Wagg et al. 2021). Although numerous, these are very challenging to detect through electromagnetic radiation because they either are too dim or do not emit light. The future Laser Interferometer Space Antenna (LISA) (Amaro-Seoane et al. 2017) will survey these populations at shortest orbital periods delivering complete samples for periods of less than 17 min within the Galaxy (Lamberts et al. 2019; Korol et al. 2022). LISA will measure the ensemble signal from these objects. However, out of millions, LISA will be able to extract $O(10^4)$ DWDs, which makes them the most numerous type among LISA sources (e.g. Korol et al. 2017; Lamberts et al. 2019; Breivik et al. 2020a; Li et al. 2020; Wilhelm et al. 2021; Thiele et al. 2021; Huang et al. 2020). The rest of compact Galactic binaries will blend together to form a confusion-limited foreground that is expected to affect the LISA data at frequencies below a few mHz (e.g. Amaro-Seoane et al. 2017; Bender & Hils 1997; Nissanke et al. 2012; Ruiter et al. 2010; Robson & Cornish 2017; Korol et al. 2022).

The Galactic confusion signal will have an overall spectral shape that depends on the properties of the actual DWD population. From earlier theoretical works, the spectrum is predicted to have two distinct attributes: the lower frequency tail ($\lesssim$ mHz) and the higher frequency ‘knee’ (at around few mHz). Under the assumption of orbital evolution depending solely on gravitational-wave (GW) emission, the low-frequency tail is expected to follow a power-law with the index that should be $\sim 2/3$ in energy density $\Omega_{gw}$ units (see for example Phinney (2001)). The form of the high-frequency ‘knee’ structure depends on assumptions about the detectability of these sources with LISA. For example, it heavily depends on the observation duration, and on the signal-to-noise (SNR) threshold criteria to classify the DWD sources as resolvable (Karnesis et al. 2021; Nissanke et al. 2012; Timpano et al. 2006; Crowder & Cornish 2007; Digman & Cornish 2022). Variations of intrinsic properties of the DWD population such as the chirp mass distribution can influence the detectability of binaries at few mHz, and, hence, the shape of the knee as well. For example, if DWDs are on average more massive than predicted by binary population synthesis studies and follow the observed mass function of single white dwarfs, the confusion foreground sharply drops at 2 mHz instead of 3 mHz (Korol et al. 2022).
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This may seem like a small difference, however it bares important implications for the detectability of other LISA sources, including merging massive black-hole binaries ($\sim 10^4 - 10^7 M_\odot$, e.g. Sesana et al. 2009; Klein et al. 2016; Dayal et al. 2019), extreme-mass-ratio inspirals (e.g. Babak et al. 2017; Moore et al. 2017; Bonetti & Sesana 2020), and backgrounds of cosmological origin (e.g. Caprini et al. 2016; Tamanini et al. 2016; Caprini & Figueras 2018). In addition, changes to initial binary fractions have been shown to affect the level of the Galactic confusion signal up to a factor of 2 (Thiele et al. 2021).

Several studies investigated the use of the resolved binaries for constraining the properties of the Milky Way (Adams et al. 2012; Korol et al. 2019; Wilhelm et al. 2021). Only a few have exploited the confusion foreground to address similar constraints (Benacquista & Holley-Bockelmann 2006; Breivik et al. 2020b). Using different strategies, both studies explored the effect of changing the disc scale height on the shape of confusion foreground only. Benacquista & Holley-Bockelmann (2006) demonstrated that at a fixed stellar space density, an increase in the scale height (leading to an increase in the total number of DWDs) raises the overall confusion level at frequencies lower than a few mHz and shifts the transfer frequency -- i.e. the frequency above which LISA can resolve all DWDs -- to slightly higher values. They also showed, which is confirmed with our work here, that at a fixed total number of binaries, changing the scale heights does not influence the shape of the confusion foreground. On the other hand, in Breivik et al. (2020b), the scale height was probed by decomposing the foreground signal on a basis of spherical harmonics. This methodology allows us to constrain the scale height of the Galaxy, even so with limited sensitivity compared to other methods, i.e. in Adams et al. (2012) and Korol et al. (2019) using resolved DWDs.

In this work, we fix a DWD population model and investigate different methods to characterize the properties of the Galaxy, by using two approaches. First, we describe the adopted fiducial population model in section 2, and describe the methodology to estimate the residual foreground signal after subtracting the loudest sources in section 3. Then, in section 4, as proposed in the earlier studies summarised above, we investigate the capabilities of LISA to probe the scale height of the Galaxy ($Z_d$), by measuring the confusion foreground signal. We do that by simulating catalogues with different $Z_d$, and estimating the confusion signal by evaluating the number of resolvable sources given the observation time of LISA. By examining the SNRs and the waveform parameter errors of the recovered sources, we confirm that for small variations of $Z_d$, it is challenging to measure the disc scale height from the confusion signal alone. We then go one step further to design a framework in order to assess the overall number of Galactic DWDs from the confusion signal, which can be linked to the total Galactic stellar mass. Interestingly, we find that number of sources can be reasonably well constrained by measuring the Galactic confusion noise. In section 5, we perform the complementary analysis with the sub-set population of the resolvable sources. We use them to probe the probability distributions of three parameters of interest, namely the chirp mass, time of coalescence, and emission frequency. Finally, we draw our conclusions and discuss our results in section 6.

This work is based on the Bsc thesis of Georgousi (2021).

2 MOCK DOUBLE WHITE DWARF POPULATION

To investigate the shape of the Galactic confusion noise we construct a fiducial Galactic DWD population based on the (publicly available) population synthesis code SeBa (Portegies Zwart & Verbunt 1996; Nelemans et al. 2001; Toonen et al. 2012). The detailed description of this model is given in Toonen et al. (2012), to which we refer for further details. Below, we outline its most relevant features for this work. Our choice is motivated by the fact that this DWD evolution model yields the space density of DWDs in agreement with observations of the local white dwarf population and reproduces the general trend of the observed DWD mass ratio distribution (Toonen et al. 2012, 2017). We consider only one DWD evolution model and explore how the shape of the confusion noise changes when varying global properties of the Milky Way: its total stellar mass and shape (e.g. through the scale height parameter).

2.1 Initial population

The progenitor zero age main sequence population is assembled through a Monte Carlo technique. The mass of the primary stars -- the most massive in each pair -- is sampled from the initial mass function of Kroupa et al. (1993) between 0.95 - 10 M_\odot, where the lower limit represents the minimum mass for an (isolated) star to reach the white dwarf stage in a Hubble time. The mass of the secondary star is drawn uniformly between 0.08 M_\odot and the mass of the primary (Raghavan et al. 2010; Duchêne & Kraus 2013). Initial binaries' semi-major axes are drawn from a log-uniform distribution extending up to 10^6 R_\odot (Abt 1983; Raghavan et al. 2010; Duchêne & Kraus 2013). Orbit eccentricities are sampled from a thermal distribution (Heggie 1975). The metallicity of the progenitor population is set to the Solar value, while the initial binary fraction is assumed to be of 50 per cent. Here we neglect a potential correlation between metallicity and initial binary fraction. Electromagnetic observations of close ($\lesssim$ 10 au) low-mass binaries in the Solar neighborhood hint at a possible anti-correlation of binary fraction with metallicity (Badenes et al. 2018; El-Badry & Rix 2019; Moe et al. 2019, and references therein). Thiele et al. (2021) showed that, when implementing this anti-correlation in the binary population synthesis models for LISA, the size of the population may decrease noticeably. We note that, in this work, we will neglect the degeneracy effects of the initial binary fraction to the total Galactic stellar mass (see section 4.1). However, in practice, the initial binary fraction represents a normalization factor and, if desired, the results can be re-scaled accordingly in the post-processing, or considered as a prior from electromagnetic observations (Duchêne & Kraus 2013; Badenes et al. 2018; Belokurov et al. 2020; Korol et al. 2020; Maoz & Hallakoun 2017; Napiwotzki et al. 2020).

2.2 Binary evolution

Next, SeBa evolves the progenitor population until both stars turn into white dwarfs following prescriptions for processes involved in the binary evolution, such as mass and angular momentum transfer, common envelope evolution, magnetic braking, and gravitational radiation (Portegies Zwart & Verbunt 1996; Toonen et al. 2012, and references therein). In SeBa, binaries starting on wide orbits ($a \gtrsim$10 au) end up evolving independently, as they would if they were born in isolation. However, to form a close binary system that falls in LISA's frequency window, at least one common envelope phase is required (Paczynski 1976; Webbink 1984). Specifically, to form a close DWD pair, the binary typically experiences at least two mass-transfer phases, of which at least one should be a common envelope (e.g. Nelemans et al. 2001).

Despite the importance of the common envelope evolution in the
formation of double compact objects, there is no clear consensus regarding details governing this phase. Based on the observed DWDs, Nelemans et al. (2000) determined the possible masses and radii of DWD progenitor stars, which were used to reconstruct binaries’ past mass-transfer phases. Their work revealed that the DWD evolution models using the standard common-envelope formalism alone (i.e., the $\alpha$-formalism, see Ivanova et al. 2013 for details, equating the energy balance in the system and implicitly assuming angular momentum conservation) could not reproduce the observed mass ratios of DWDs. Therefore, they concluded that an alternative formalism for the first phase of the mass-transfer is required and proposed a formalism that parametrizes the angular momentum balance equation—instead of the energy balance equation—through a $\gamma$ parameter. The result originally found by Nelemans et al. (2000) was later confirmed by studies using larger DWD samples (Nelemans & Tout 2005; van der Sluys et al. 2006) and by the binary population synthesis studies (Nelemans et al. 2001; Toonen et al. 2012).

We adopt a DWD evolution model based on the results prescribed above: a model combining the two aforementioned common envelope parametrizations, such that the first common envelope phase is typically described by the $\gamma$ formalism, while the second by the $\alpha$ formalism. In the standard SbBa setting, $\gamma = 1.75$ and $\alpha \lambda = 2$ (here $\lambda$ is a parameter dependent on the structure of the donor star) – also obtained by fitting observations – assumed to generate our fiducial population.

2.3 The Milky Way model

To evaluate the total number of Galactic DWDs in the LISA’s frequency window, and to assign their sky positions, distances, and present-day GW frequencies, a Galactic model is required. Practically, we set the stellar density distribution, Galactic age and star formation history. Our choice of the stellar density distribution affects DWDs’ individual distances, while the choice of the Galactic age and SFH affect the present-day DWDs’ GW frequencies; importantly, both also affect the total number ($N$) of DWD in the catalogue (e.g. Korol et al. 2021).

Unlike binaries consisting of black holes and neutron stars, white dwarfs are born with no recoil kick, and, thus, DWDs are expected to follow the overall stellar density distribution. Although small recoil has been hinted in wide DWD systems (El-Badry & Rix 2018), it should not significantly affect close binary systems detectable by LISA. We consider a two-component density distribution composed of a central bulge and an extended (single-component) stellar disc as in Nelemans et al. (2004). We note that the mass of the stellar halo is only $\sim 0.01$ of the disc stellar mass (e.g. Bland-Hawthorn & Gerhard 2016), meaning that it is expected that the overall Galactic GW signal is negligible (see also a dedicated BPS study by Ruiter et al. 2009a). The two components are modeled as follows:

- The stellar disc is described by an exponential radial stellar disc profile with an isothermal vertical distribution

$$\rho_{\text{disc}}(R, z) \propto (8\pi Z_d R_d^2)^{-1} e^{-R/R_d} \text{sech}^2\left(\frac{z}{Z_d}\right), \quad (1)$$

where $0 \leq R \leq 19$ kpc is the cylindrical radius measured from the Galactic centre, $R_d = 2.5$ kpc is the characteristic scale radius, and $Z_d = 300$ pc is the characteristic scale height of the disc (e.g. Jurić et al. 2008; Mackereth et al. 2017). The fiducial value of the disc scale height is chosen along the mean between the thin disc and the thick disc populations of red giants – white dwarf progenitors – for the typical age of LISA DWDs of several Gyr (Mackereth et al. 2017, see their figure 9). As in Benacquista & Holley-Bockelmann (2006), we also generate catalogues with $Z_d = 100$, $500$ pc to assess the dependence of the shape of the Galactic confusion foreground with $Z_d$.

- The bulge component is modeled according to

$$\rho_{\text{bulge}}(r) \propto (\sqrt{2}\pi r_b)^{-3} e^{-r^2/2r_b^2}, \quad (2)$$

where $r$ is the spherical distance from the Galactic centre, and $r_b = 0.5$ kpc is the characteristic radius (e.g. Sofue et al. 2009).

We set the Sun’s position to $(R_\odot, z_\odot) = (8.1, 0.03)$ kpc (e.g. Gravity Collaboration et al. 2019).

To model the star formation history of the Galaxy, we use the plane-projected star formation rate from a chemo-spectrophotometric model of Boissier & Prantzos (1999) for the stellar disc, whereas to account for the bulge we double the star formation rate in the inner 3 kpc. We assume the age of the Galaxy to be of 13.5 Gyr. The obtained result matches well the shape of the observed Galactic star formation history inferred from single white dwarf stars (Fanti et al. 2019). The integral of the star formation rate over the time up to 13.5 Gyr yields the total stellar mass of $\sim 8.2 \times 10^{10} M_\odot$, which breaks down to $2.6 \times 10^{10} M_\odot$ for the bulge component and $5.6 \times 10^{10} M_\odot$ for the disc component. We also verified that a constant star formation history, equivalent to our fiducial star formation history over the last several Gyr, have no significant effect on the shape of the Galactic GW foreground, and, thus, are not considered here as an alternative model. However, we expect that a significantly different star formation history (e.g. star formation rate that increasing towards present time) may produce noticeable differences in the shape of Galactic GW foreground.

3 METHODOLOGY

In this section, we briefly describe the methodology we followed in order to estimate the residual foreground signal, as well as the empirical spectral model that we used in order to characterize it for different population simulations.

3.1 Estimation of foreground signal

It is expected that LISA is going to be a signal-dominated observatory (Amaro-Seoane et al. 2017), which means that millions of sources are going to be overlapping in the time and in the frequency domains. The most abundant type of GW sources is by far the ultra-compact stellar binaries, which are mostly comprised by DWDs. Resolving such overlapping signals, where their total number is also unknown, requires the employment of sophisticated stochastic algorithms. These data analysis methodologies are based on trans-dimensional Markov Chain Monte Carlo (MCMC) methods (Green 1995), where the source parameters and their actual number are being estimated simultaneously from the data. Such implementations have been already successfully demonstrated for the LISA data by Cornish & Littenberg (2007) and Littenberg et al. (2020), or Boileau et al. (2021). However, these algorithms require significant computational resources and computational time in order to achieve convergence. Usually, the analysis is being performed in short frequency segments (since the signal of interest is well localized in frequency), and the main result is then derived by the combination and post-processing of the analysis of the individual segments. Instead, we have chosen to work with an alternative method of estimating the foreground GW signals.
signal described in Karnesis et al. (2021); Nissanke et al. (2012); Timpano et al. (2006); Crowder & Cornish (2007); Digman & Cornish (2022), which is based on SNR criteria. While this methodology follows simplified assumptions about data analysis with LISA, it can be proven to be producing optimistic estimates of the extracted sources and confusion signal. We explain this methodology in detail below.

We begin by generating the GW signals of each source in our simulated catalogue directly in the frequency domain. The waveform model is the one introduced in Cornish & Littenberg (2007), which is described by a given set of parameters \( \tilde{\theta} = (f_0, f, \beta, \lambda, t, \psi, \phi_0) \). The \( \mathcal{A} \) corresponds to the strain amplitude, while \( f_0 \) is the main emission frequency and \( f \) its derivative. The \( \psi \) characterizes the polarization and \( \phi_0 \) the initial phase of the wave, and finally the \( \beta \), \( \lambda \), and \( t \) are localization parameters. At this stage, we also compute the optimal SNR \( \rho_{\text{opt}} \) of each source in isolation, i.e. when no other GW sources are present in the frequency bin. At this stage, \( \rho_{\text{opt}} \) is computed with respect to the instrumental noise only, and without taking into account other possibly overlapping signals. We then make a first estimate of the overall confusion signal \( S_k \), by computing the smoothed Power Spectral Density (PSD) directly on the simulated data. This is performed via a running median on the PSD of the data, and is then further processed by fitting a polynomial model or by applying a Gaussian kernel. Having an estimate of the confusion data, and is then further processed by fitting a polynomial model or.

\[
\rho_{\text{opt}} = \frac{1}{\rho_{\text{thres}}} \sqrt{\frac{S_k}{\sqrt{N_{\text{sources}}}}}
\]

\( \rho_{\text{thres}} \) is a set SNR threshold, where \( \rho_{\text{opt}} > \rho_{\text{thres}} \) we then compute the SNR \( \rho_i \) of each source \( i \) of the catalogue with respect to \( S_k \). If \( \rho_i > \rho_{\text{thres}} \), where \( \rho_{\text{thres}} \) is a set SNR threshold, then the source \( i \) is considered resolvable and thus subtracted from the data. Sources with very low \( \rho_{\text{opt}} \) are skipped in this calculation, and this increases the efficiency of this methodology. After iterating once over the catalogue, the confusion signal \( S_{k+1} \) is estimated anew on the residuals of the first iteration. The procedure continues until there are no more sources to subtract, or if the residuals change negligibly with respect to the previous iteration. At the end of this process, we perform a Fisher Matrix (FIM) analysis on the resolvable sources, computed with respect to the final \( S_{\text{final}} \). The FIM is written as

\[
F_{ij} = \left( \frac{\partial h(\tilde{\theta})}{\partial \theta_i} \right) \left( \frac{\partial h(\tilde{\theta})}{\partial \theta_j} \right)_{\tilde{\theta} = \tilde{\theta}_{\text{true}}} S_{\text{final}} S_{\text{true}},
\]

where the (\( \cdot \)) denotes the noise weighted inner product between two time series \( a \) and \( b \):

\[
(a|b) = \int_0^\infty df \, \frac{|\tilde{a}_0(f)\tilde{b}_0(f) + a(f)\tilde{b}(f)|^2}{S(f)},
\]

and \( S \) the power spectral density of the noise.

In this work we have assumed the nominal mission duration which is \( T_{\text{obs}} = 4 \) years, and we have adopted an SNR threshold of \( \rho_{\text{thres}} = 5 \), which is used to classify the DWD binaries as detectable or not. One could adopt the more conservative limit of \( \rho_{\text{thres}} = 7 \), but we choose to work on and present the more optimistic case scenario following Crowder & Cornish (2007); Korol et al. (2020) and Blaut et al. (2010). In essence, the main results of this paper would not be greatly affected, other than a small shift on the final model parameters (see below in section 4.1). Additionally, have also adopted the nominal ’sciRD’ sensitivity levels, which are explained in detail in LISA Science Study Team (2018) and in Babak et al. (2021). The data are simulated and analyzed directly in the noise orthogonal A and E Time Delay Interferometry (TDI) variables (Tinto & Dhurandhar 2005; Prince et al. 2002).

Finally, we should also mention that this technique is based on a few ideal assumptions about the data. For example, being based solely on SNR criteria for assessing the detectability of a particular source, we ignore effects like signal overlap. At the same time, when a source is characterized as resolvable, we subtract it from the data at true parameter values, which means that we are left with perfect residuals. We also ignore any possible noise non-stationarities, such as gaps, glitches, or other time-variations of the noise PSD. In a slightly more realistic scenario, we would have to assume longer observation duration, i.e. \( T_{\text{obs}} = 6 \) years with a given duty cycle (Seoane et al. 2022), and additionally take into account the presence of data gaps in our analysis. This would introduce complications in our simplified scheme here, because we would need to develop an analysis methodology for the treatment of the gaps, such as masking (Dey et al. 2021), or gap-filling (Baghi et al. 2019). Nevertheless, for the case of monochromatic sources such as the DWD binaries in our work here, the SNR is proportional to the \( \sqrt{T_{\text{obs}}} \), thus our simplifying approximation of simulating \( T_{\text{obs}} = 4 \) years of uninterrupted data is valid at first order (Korol et al. 2020; Seoane et al. 2022). On the other hand, observing data with \( T_{\text{obs}} = 6 \) years, even with data interruptions, would yield improved estimates on the \( f \) parameter of the waveform.
which describes the evolution of the main emission frequency. This in turn would have a positive impact on the estimation of the chirp masses of the binaries (see section 5 for details), and thus our approximation is more conservative in this regard. In the end, being careful about the limitations mentioned above, this method is proven to be extremely fast, and even if it yields more optimal results than more statistically robust methods, it is a very useful tool to analyze large datasets, such as the DWDs population in this work.

At this point, we should comment to the differences to earlier works. According to Lamberts et al. (2019), the number of sources with well-determined chirp mass is around 5 per cent after 4 years of observations. However, we should point out that there are considerable differences between their simulations and those in this present work. The percentage of sources with measurable chirp mass is greatly dependent on the population model under study, and the given adopted SNR threshold for the analysis. In particular, for our population model, with a LISA mission duration of $T_{\text{obs}} = 4$ years, we recover around 25000 binaries with SNR threshold $\rho_{\text{thres}} = 7$ and around 40000 binaries with $\rho_{\text{thres}} = 5$ (e.g. Karnesis et al. 2021), while Lamberts et al. (2019) recover 12000 binaries in total. In addition, with the lower $\rho_{\text{thres}} = 5$, we also recover a stochastic confusion noise signal with lower spectral amplitude, which also contributes to estimating better the parameters of the individual waveforms (thus, in some cases getting a better estimate for the chirp mass of the binaries). In this regard, we estimate that around ~15 per cent of the resolved sources have a relative error-bar for the chirp mass that is smaller than 10 per cent, bringing their total number to 6000 binaries. We also illustrate this point at the top right panel of figure A2, where the results of the FIM are summarized for the resolved binaries of the particular population that we studied. Finally, it is also fair to point out that both our study and that of Lamberts et al. (2019) are based on the binary population synthesis technique. When forecasting DWDs population detectable by LISA starting from the known DWD spectroscopic sample (Maoz & Hallakoun 2017), Korol et al. (2022) estimate even larger fraction of ~40 per cent (10000 DWDs) of resolved sources with a relative error-bar for the chirp mass that is smaller than 10 per cent (see their figure 4, and also section 5).

3.2 Analytic model

In terms of the single-sided spectral density $S(f)$ of the gravitational-wave strain, we define the model for the stochastic component of the signal due to unresolved Galactic binaries, as Karnesis et al. (2021):

$$S_{\text{gal}}(f) = \frac{A}{2} f^{-n_{S}^{\text{gal}}} e^{-\left(\frac{f}{f_{\text{knee}}}ight)^{\alpha}} \left[1 + \tanh \left(\frac{f_{\knee} - f}{f_{2}}\right)\right], \quad (5)$$

where $A$ is the amplitude of the signal, $n_{S}^\text{gal}$ is the low-frequency spectral tilt1, while the exponential term (with the two parameters $f_1$ and $\alpha$) models the ‘loss of stochasticity’ due to the smaller density of sources at higher frequencies. Finally, the tanh term (with the two parameters $f_{\text{knee}}$ and $f_{2}$) represents a signal cut-off due to individual removal of bright sources. While this model is mostly phenomenological, it gives a good insight on the effect of its parameters on the properties of the Galaxy. The spectral density $S(f)$ is related to the ratio $\Omega_{\text{gw}} \equiv \rho_{\text{gw}}/\rho_{\text{c}}$, where $\rho_{\text{gw}}$ is the energy density of gravitational waves, $\rho_{\text{c}} = 3c^2H_0^2/8\pi G$ and $H_0$ is the present value of the Hubble expansion rate, via

$$h^2 \Omega_{\text{gw}} \equiv \frac{4\pi^2}{3(H_0/h)^2}S(f), \quad (6)$$

1 Notice the superscript $S$ to stress strain units.

where $h$ is the normalized Hubble expansion rate, defined through $H_0 = h \times 100$ km s$^{-1}$ Mpc$^{-1}$. In the following, for the sake of analysis convenience, we cast the template in eq. (5) as:

$$h^2 \Omega_{\text{gw},\text{gal}} = 10^\log_{10}(h^2 \Omega_{\text{gw}}) \left(\frac{f}{f_{\text{thres}}}\right)^{n_{S}^\text{gal}} e^{-\left(\frac{f}{10^{0.9}h}\right)^{\alpha}} \times \left[1 + \tanh \left(\frac{10^{0.9}f_{\knee} - f}{10^{0.9}f_{2}}\right)\right], \quad (7)$$

where $f_{\text{thres}}$ is a fiducial pivot (for convenience in the following we set this as $f_{\text{thres}} = 10^{-3}$Hz). Notice that all the parameters modeling amplitudes and frequencies have been expressed in terms of $\log_{10}$, in order for their numerical values to be of order unity. We have also included fig. A1 in the Appendix section, where the impact of the different terms appearing in eq. (7) is explored visually.

After executing the procedure described in section 3.1 we are left with an estimate of the residual foreground signal. Since in section 4 of this work we are not interested in assessing the precision at which we will be able to estimate the parameters of each individual source, but rather in the impact of the galaxy’s foreground signal to the underlying population model, we proceed without considering the instrument noise component. Noise will only be added at face value for plotting reasons (for example in the left panel of section 4.1), in order to place our analysis in context.

3.3 Data pre-processing

Independently of the properties of the noise component, to reduce the numerical complexity of the problem, we proceed by using the techniques of Caprini et al. (2019); Pieroni & Barausse (2020); Flauger et al. (2021). In these works, the effective mission duration of 3 yr (i.e. assuming 4 yr with 75% duty-cycle efficiency) is chopped into $N_c$ data segments having the same duration of around 11.5 days, corresponding to a frequency resolution of $\approx 10^{-6}$Hz. A Gaussian realization of both the signal and noise components is then generated for each of these segments and the spectrum at each frequency is then estimated to be the average over these $N_c$ realizations. On the other hand, in this work, and consistently with the procedure employed in Karnesis et al. (2021), we perform some operations on the dataset provided by the procedure of section 3.1, which accounts for the complete mission duration (meaning that in the frequency domain the frequency resolution is $\sim 1/T_{\text{obs}}$), to transform it into a dataset with the same statistical properties of the ones of Caprini et al. (2019); Pieroni & Barausse (2020); Flauger et al. (2021). For this purpose, averaging over segments is equivalent to averaging over neighboring frequencies, i.e. for a given frequency, say $f_i$, this corresponds to averaging over data points in the range $f_i - 5 \times 10^{-7}$Hz $\leq f \leq f_i + 5 \times 10^{-7}$Hz. At this point, in order to further lower the computational complexity of the problem, we coarse-grain (i.e. bin) the data to a lesser dense set, by performing an inverse variance weighting of the data using the noise as an estimate for the variance (see sec. 3.1 of Flauger et al. (2021) for details). In particular, for each decade in frequency above $10^{-6}$Hz we pass from the initial $10^{-6}$Hz linear spacing to 250 evenly logarithmically spaced frequency points. Finally the instrument’s response function is factored out in order to get the dataset, which can directly be compared with the model of eq. (7). In the following sections, these datasets will be denoted as $D^k_{ij}$ where the two indexes $i, j \in \{A, E, T\}$ run over the different TDI combinations and the index $k$ runs over the different frequency coefficients of each dataset. The corresponding frequencies and weights are denoted with $f^k_{ij}$ and $w^k_{ij}$ respectively.
4 INVESTIGATING THE GALAXY PROPERTIES FROM THE MEASUREMENT OF THE STOCHASTIC SIGNAL

In this section we describe the different parameters we can characterize by analyzing the spectral shape of the confusion noise. We first proceed to design a framework to identify the overall Galactic stellar mass, and then focus on probing the scale height $Z_d$, as done in the previous studies, but now using our developed framework.

4.1 Probing the total stellar mass of the Galaxy

4.1.1 Concept

It is intuitive to imagine that the total energy emitted in GWs by the Galactic DWD population is related to the total stellar mass of the Galaxy. This is analogous to how the total light emitted by a galaxy is set by its stellar mass. Indeed, the (stellar mass) of a galaxy is often determined from its measured luminosity via the stellar-mass-light ratio that can be derived from stellar population synthesis models (e.g. Bruzual A. 1983; Renzini & Buzzoni 1986; Maraston 1998; Boissier & Prantzos 1999; Nesti & Salucci 2013). These models combine stellar isochrones, spectral libraries and the initial stellar mass function with a star formation history to provide the stellar-mass-light ratio—or even the entire spectral energy distribution of a galaxy—at a given time in a specific electromagnetic band. By fitting to synthetic stellar-mass-light ratios or to observations, one can recover the stellar mass of the galaxy. Along the same lines, here we explore how the foreground signal due to unresolved DWD sources measured by LISA is related to the total stellar mass of the Galaxy. In particular, and for the first time, we attempt to connect the estimate of the total number of DWD binaries contributing to the foreground.

When forward modeling LISA observations, our assumptions regarding the Galactic model, the initial binary population and subsequent evolution until the DWD stage (cf. section 2) set the number of detectable (as resolved and as a foreground) DWDs. Among these assumptions, the total mass of the Galaxy is found to have the strongest impact on the detectable sources in both space-based and ground-based GW detectors contexts (e.g. Artale et al. 2018; Korol et al. 2020; Roebber et al. 2020; Roebber et al., in prep.). Just like described above for electromagnetic observations, binary population synthesis models can be reverse engineered to determine the mass of the population based on detected sources (Korol et al. 2021).

To explore how for a set DWD evolution model (cf. section 2) the shape of the foreground signal changes with the Milky Way stellar mass, we generate 6 different datasets, corresponding to different values of $m_{\text{gal}}$, which translates to different number of binaries $N_{\text{gal}}$. We achieve this by simply creating subsets of the same synthetic catalogue by randomly removing entries, according to the given final desired percentage of sources. In practice, we define $m_G = 8.2 \times 10^{10} \text{M}_\odot$, which corresponds to a particular number of total binaries $N_G = N_{100}$. Then, for each catalogue $i$, we set $N_i = N_G N_{\text{gal}}$ with $N_{\text{gal}} = \{0.5, 0.6, 0.7, 0.8, 0.9, 1\}$.

We then proceed to simulate the actual dataset for each of the $N_{\text{gal}}$ considered. We do this by directly computing the waveforms of each catalogue entry for the given mission duration ($T_{\text{obs}} = 4$ years). We then estimate the confusion foreground signal due to the given DWD binary population, following the methodology presented in section 3.1. From this part of the analysis, we recover the sub-catalogue of the resolvable sources, as well as an estimate of the residual confusion signal.

![Figure 2. The result of the joint fit of the six datasets with the different number of sources $N_{\text{gal}}$ (colored solid lines). The gray dashed line represents the model of eq. (5), evaluated at best fit parameters, using their relations of eq. (8). The black solid curve represents LISA’s instrumental noise.](image-url)

4.1.2 Fitting the spectral shape

In order to model the impact of the number of sources $N_{\text{gal}}$ on the spectral shape of the residuals foreground signal, we make use of the spectral model we had defined in section 3.2, and in particular in eq. (5). Inspecting eq. (5) in combination with the information from fig. 1, we can design an analytic formulation that would account for the relation of $N_{\text{gal}}$ to the overall amplitude, as well as a slight variation of the other parameters of the model (except for $n_s$, which appears to remain constant). We then write

$$\alpha = \alpha_a + \alpha_b \left(1 - N_{\text{gal}}\right),$$

$$\log_{10} f_1 = \log_{10} f_{1a} + \log_{10} f_{1b} \left(1 - N_{\text{gal}}\right),$$

$$\log_{10} f_{\text{knee}} = \log_{10} f_{\text{knee},a} + \log_{10} f_{\text{knee},b} \left(1 - N_{\text{gal}}\right),$$

$$\log_{10} f_2 = \log_{10} f_{2a} + \log_{10} f_{2b} \left(1 - N_{\text{gal}}\right),$$

where relates all parameters of the PSD model of eq. (5) to a linear combination of two extra parameters and the (1 - $N_{\text{gal}}$) term. This will allow us to estimate the set of new parameters, which would be universal for any population with a given $m_{\text{gal}}$, since $m_{\text{gal}}$ can be related directly through the (1 - $N_{\text{gal}}$) term.

Having defined the relations of eq. (8), we can now perform a global fit for the six datasets using the model of eq. (5) for each, evaluated at the parameters estimated from eq. (8). The next step is to define a likelihood function, which has the form of

$$-2 \ln \mathcal{L} = \sum_{k,i,j} w^k_{ij} \left(1 - \frac{D^k_{ij}}{D^k_{ij}(f^k_{ij}, \bar{\theta})}\right)^2,$$

where $D^k_{ij}$, $f^k_{ij}$ and $w^k_{ij}$ are, respectively, the data (where the noise is included at face value), the frequencies and the weights as defined in section 3.2. On the other hand, $D^k_{ij}(f^k_{ij}, \bar{\theta})$ denotes the model for the data (which depends only on the signal parameters $\bar{\theta}$), i.e. the noise is again included at face value, without any explicit parameter dependence. We include the noise, even if non-parametric, in this estimate in order to give less weight to frequency ranges where the amplitude is very low (in particular, the large frequency ones, which have larger weights and would dominate the estimate). In a more realistic setting, the noise should also depend on a set of parameters,
which, in a fully consistent Bayesian framework, should be measured simultaneously with the signal parameters.

4.1.3 Numerical results

A plot of the obtained datasets corresponding to $N_{hk} = \{0.5, 0.6, 0.7, 0.8, 0.9, 1\}$ (or equivalently to the percentage of the total stellar mass $m_G = 8.2 \times 10^{10} \, M_\odot$) is shown in fig. 1. From the right panel of the plot of this figure, it is clear that after re-scaling the amplitude of the stochastic signals with $1/N_{hk}$, there is significant overlap between the simulated data. This immediately points to an underlying relation of the total number of binaries and the overall level of the signal PSD.

The fit of the spectral shape, as described in the previous section 4.1.2, is numerically tackled by using a Metropolis-Hastings MCMC sampler (see the Data Availability section for details), which maps the parameter space of the likelihood function in eq. (9). The results of the analysis, are shown in fig. 2 and fig. 3. In fig. 2, we present the different residual foreground confusion signals (colored solid lines) for the given $N_{hk}$ catalogues, and the best-fit spectral model of eq. (5) plotted on top of the data (dashed gray lines). The result of the fit yields the set of parameters that enables us to relate each dataset through their corresponding catalogue. This is shown in fig. 3, where the evolution of the parameters $\delta \upsilon = \{\alpha, \log f_1, \log f_{\text{knee}}, \log f_2\}$ are given with respect to $N_{hk}$. Interestingly, both $\log f_1$ and $\log f_{\text{knee}}$ increase $N_{hk}$, meaning that the high-frequency edge of the spectrum moves to higher frequencies. This is expected as, by increasing the number of sources, the overall confusion noise amplitude increases, making it more difficult to subtract individual events. Similarly, the decrease in $\alpha$ shows that for larger $N_{hk}$, having more sources (and a smaller relative number of subtracted sources) we expect a milder loss in stochasticity. Finally, the decrease in $\log f_2$ shows that, independently on the previous effects, as a certain frequency is reached

Table 1. The recovered uncertainty for the $N_{hk}$ parameter (and therefore the $m_G$), after computing a Fisher Matrix of the two parameters of interest $\log_{10}(k^2\Omega^*_gw)$ and $N_{hk}$ (see text for details). The resulting relative uncertainty is at the percentage level, and as expected, it is decreasing for stronger stochastic foreground signals (or larger $N_{hk}$).

| $N_{hk}$ | $m_G \times 10^{10} M_\odot$ | Relative error 1σ |
|----------|-----------------------------|-------------------|
| $N_{50}$ | 4.1                         | 0.017             |
| $N_{60}$ | 4.92                        | 0.013             |
| $N_{70}$ | 5.74                        | 0.010             |
| $N_{80}$ | 6.56                        | 0.008             |
| $N_{90}$ | 7.38                        | 0.007             |
| $N_{100}$| 8.2                         | 0.006             |

the identification of individual sources is so efficient that a sharp cut-off stays present rather independently on $N_{hk}$.

In order to get an estimate of the stellar mass need to generate the ‘observed’ spectral shape of the confusion foreground, using an alternative approach to previous studies, our result can be used as a look-up-table for a chosen catalogue with a set binary evolution model and star formation history of the Galaxy (cf. sec. 2). Naturally, this result depends on the adopted binary population model, but the methodology presented here, in principle, could be applied to any given Galactic population that generates this confusion signal for LISA. It is also important to notice that the spectral model adopted in section 3.2 is flexible enough to account for different population models. For example, it could be adapted for cases, where the spectral shape cannot be captured entirely by eq. (7), such as the observationally-driven model explored in Korol et al. (2022).

As a final step, after the parametrization in eq. (8) is set and the best fit parameters are determined by using MCMC methods, we reverse the argument to constrain the $N_{hk}$ parameter, or equivalently, the uncertainty on the Galactic mass. For this purpose, we begin with the assumption that the spectral model of the confusion signal is known. Then, the parameters we had previously estimated are considered known as well, and can be picked depending on their relation to $N_{hk}$ directly from fig. 3. We perform a Fisher forecast on the simulated datasets, assuming only the amplitude $\log_{10}(k^2\Omega^*_gw)$ and $N_{hk}$ parameters. We choose this set of parameters for the sake of simplicity, and due to the evident dependence of the number of total binaries in the population to the overall spectral amplitude (cf. fig. 1). For each considered value of $N_{hk}$, we retrieve percentage-level relative errors (see table 1). As expected, the uncertainty is shrinking for datasets with larger $N_{hk}$, corresponding to a stronger stochastic signal. With this information at hand, and since the number of binaries scale proportionally to the overall stellar mass, the same quantities should apply to $m_G$. We report this result in table 1.

4.2 Probing the shape of the Galactic disc

We now focus on the impact of different Galactic disc shapes to the overall recovered foreground signal, as well as the resolved number of sources for each case. We restrict our analysis to the scale height of the disc $Z_d$, which has a greater impact on the spatial distribution of DWDs, compared to the disc scale length $R_d$ (cf. equation 1). Specifically, we use three different simulated catalogues, keeping the intrinsic parameters of the sources constant, while only varying the disc scale heights using $Z_d = \{100, 300, 500\}$ pc, respectively. Our motivation is as follows. Different stellar populations are characterized by different scale heights: main sequence stars are born in the inner part of the Galactic disc (within the thin discs), whereas older

\[\delta \theta = \{\alpha, \log f_1, \log f_{\text{knee}}, \log f_2\}\]
Figure 4. The density of resolved sources, for the three cases of simulated data investigated in section 4.2. We have simulated the same population for different height scale $Z_d$ and computed the corresponding resolvable sources following the methodology of section 3.1. The color bar units are in $\log_{10}(1 + N_{\text{sources}})$, where $N_{\text{sources}}$ is the number of sources for each case (see table 2).

Figure 5. Left: Unresolved foreground signals for the A channel with instrument noise for the 3 datasets. The LISA instrument noise PSD is represented with the black line (LISA Science Study Team 2018). As expected, the foreground signal is very similar for all cases considered (see text for details). Right: Histogram of the number of subtracted sources for each dataset, assuming that sources with SNR above 5 are resolvable. The total number of the resolvable sources is also mentioned in table 2.

stellar populations exhibit larger scale heights, proportional to the vertical velocity dispersion (e.g. Mackereth et al. 2017). As DWDs dominate the LISA band at lower frequencies, it is expected that the shape of the Galactic confusion foreground is linked to their density and spatial distribution.

Following the methodology described in section 3.1, we estimated the resolvable sources and residual foreground signal for each value of $Z_d$. As already mentioned, for each of the catalogues, the number of sources was kept the same, and only the spatial distribution has been modified. A sky density plot of the resolvable sources density for each case is shown in fig. 4, where the effect of the scale height is quite evident. The equivalent PSDs of the foreground signals are presented in the left panel of fig. 5, where different data sets are practically indistinguishable by eye. The latter result is in line with earlier studies. For example, Ruiter et al. (2009a) also found that subtraction of ‘loud’ and resolvable sources affects very weakly the low-frequency, confusion-limited signal. One would expect that with increasing scale height, the resulting average distance to the binaries would also increase; thus, the capabilities of LISA to detect those sources with high confidence would also be affected. With our analysis here, we show that the number of resolvable sources does not change significantly for the three considered cases of $Z_d$. This is made clear in the right panel of fig. 5, where we plot the histograms of the subtracted sources as a function of their recovered SNR. For all cases, we also classify as detected almost the same number of sources, which is shown in table 2. A small variation of the recovered sources could be explained by the decrease in the density of sources (as $Z_d$ increases), which in turn would boost the detectability of a small percentage of them. However, more detailed simulations are needed in order to verify this effect.

Another way of cross-validation is to compare the predicted error bars of the recovered sources, as estimated via the Fisher Information Matrix analysis. As described in section 3.1, for each of the catalogues of recovered sources corresponding to a given $Z_d$, we can estimate the predicted covariance matrix of the parameters as the lower Cramer-

Table 2. The recovered sources for the three catalogues with different scale heights. For all three cases we notice very similar number of resolved sources, with similar extraction SNR values (see right panel of fig. 5).

| Catalogue | Number of recovered sources |
|-----------|-----------------------------|
| $R_z = 100$ pc | 38342 |
| $R_z = 300$ pc | 38498 |
| $R_z = 500$ pc | 38848 |
5 POPULATION-BASED INFERENCE USING THE RESOLVED SOURCES

As we have seen in previous sections, and also shown from previous works, LISA is going to detect and resolve (i.e. distinguish individual signals) a small percentage of ultra compact binaries in the Galaxy (of order ~ 0.1 per cent). Even so, the actual number of resolved sources will amount to ~ $10^4$, as predicted by a number of different population models (for a review see Amaro-Seoane et al. 2022). These are challenging to detect with electromagnetic observations, thus the LISA’s sample will provide a unique opportunity to probe the properties of the underlying population model at shortest orbital periods. To do that, one can employ a hierarchical Bayesian approach, as proposed in (e.g. Adams et al. 2012; Abbott et al. 2021; O’Brien et al. 2021; Taylor & Gerosa 2018; Pitkin et al. 2018).

In this framework, we begin by writing

$$p(\theta|d) = \frac{\mathcal{L}(d|\theta)p(\theta)}{p(d)},$$

(10)

where $\mathcal{L}(d|\theta)$ the likelihood of the data given the parameters $\theta$, and $p(\theta)$ the prior belief we might have on those parameters. The $p(d) = \int_\mathcal{X} \mathcal{L}(d|\theta)p(\theta)d\theta$ is the marginal likelihood, or evidence, which acts as a normalization constant in most parameter estimation problems. The evidence of a model, is essentially providing us with the capabilities of the particular model on the data. Thus, it can be used for model selection problems. In general, higher-dimensional models are penalized due to the increased volume in the parameter space (embodied in the priors $p(\theta)$ of the parameters) (Gelman et al. 2004). Assuming Gaussian properties for the noise, we can write the logarithm of the likelihood as:

$$\ln L(d|\hat{\theta}) \propto -\frac{1}{2} \left( d - h(\hat{\theta}) \right)^t \left( d - h(\hat{\theta}) \right).$$

(11)

Here, $d$ is the given dataset and $h(\hat{\theta})$ is the given model that depends on a set of parameters $\hat{\theta}$. In fact, here $\hat{\theta}$ will represent all parameters of the recovered binaries. We then find a solution for the maximum likelihood via setting $\partial \mathcal{L}/\partial \theta_i = 0$, and make use of the FIM, $F_{ij}$, which will yield

$$\ln L(d|\hat{\theta}) \propto -\frac{1}{2} (\hat{\theta} - \hat{\theta}_{\text{ML}})^t (\hat{\theta} - \hat{\theta}_{\text{ML}}) F_{ij},$$

(12)

where $\hat{\theta}_{\text{ML}}$ denotes the Maximum Likelihood parameters. This last approximation is very useful, because it allows us to use the Gaussian statistics assumptions of the FIM instead of computing directly eq. (11) for all $O(10^3)$ binaries that we recover with each catalogue.

5.1 Astrophysical priors

Here we chose to investigate some parameters, particularly interesting from the astrophysical prospective. These are the frequency $f_0$, chirp mass $M$ and time to coalescence $\tau_c$ distributions. As stated above, LISA will provide a complete sample of DWDs up to frequencies of ~ 2 mHz (or equivalently the orbital periods of up to ~ 30 min). DWDs with such short orbital periods are technically challenging to detect with electromagnetic telescopes, due to the compact size of these binaries and white dwarf stars, and their unique spectral characteristics. As a consequence, the available sample is highly biased and incomplete (e.g. Kupfer et al. 2018; Rebassa-Mansergas et al. 2019). Similarly, it is particularly hard to constrain the DWD chirp mass distribution with currently available observations. This is due to the many biases in the known DWD sample, and to the fact that only lower limit estimates are available for the masses of most of the photometric secondaries, which often remain unseen (see figure 1 of Korol et al. 2022). Binaries’ GW frequencies and chirp masses measured by LISA can be combined to obtain the distribution of their coalescence time, the integral of which represents a measure of the merger rate for these binaries. It is important to mention that the distributions of $f_0$, $M$ and $\tau_c$ will be of fundamental importance for our understanding of the supernovae type Ia progenitor problem (e.g. Ruiter et al. 2009b; Maoz & Mannucci 2012; Toonen et al. 2012; Shen et al. 2012). For the sake of convenience (i.e. more straightforward model for the chirp mass prior), for this application we use the population of Korol et al. (2022).

5.1.1 The chirp mass prior

We begin with the estimates of the FIM calculated in the procedure described in section 3.1. From the waveform parameters, we can construct the relative errors on the chirp mass $M$ of each object using linear error propagation as:

$$\frac{\sigma_M}{M} = \sqrt{\frac{11}{5} \frac{\sigma_{f'}}{f'} + \frac{3}{5} \frac{\sigma_{\tau_c}}{\tau_c} + \frac{33}{25} \left( \frac{\sigma_{f'}}{f'} \right)^2 + \frac{33}{25} \left( \frac{\sigma_{\tau_c}}{\tau_c} \right)^2},$$

(13)

where a dot denotes derivative with respect to time, and $\rho_{f'f}$ is the correlation coefficient between the $f$ and $\dot{f}$ parameters. The second step is to adopt a model for the chirp mass distribution. While, as expected, there are selection effects that need to be taken into account, for each different catalogue case we usually resolve enough sources that allow us to constrain at least the lower-mass part of the mass spectrum ($M \leq 0.7$). In our work here, we focus on that region of chirp mass prior, which is more straightforward to characterize Adams et al. (2012). Motivated by the shape of the chirp mass distribution of our simulated population, for its probability function we adopt a model that follows a set of broken power-laws in
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logarithmic space as
\[
p(M) = 10^{a_1} \left( \frac{M_1}{p_1} \right)^{n_1} \mathcal{H}(M_1 - M) + 10^{a_2} \left( \frac{M_2}{p_2} \right)^{n_2} \mathcal{H}(M - M_1) \mathcal{H}(M_2 - M) + 10^{a_3} \left( \frac{M_3}{p_3} \right)^{n_3} \mathcal{H}(M - M_2),
\]
with \( \mathcal{H} \) being the Heaviside step function, \( M_1 \) and \( M_2 \) are the conjunction points between the three different parts of the power laws, \( n_i \) are the different slopes, and \( p_i \) are constants. Since we pose that the three-piece power laws is a continuous function, the \( a_i \) are related as
\[
a_1 = a_2 + \log \left( \frac{M_1}{p_1} \right)^{-n_1} \left( \frac{M_1}{p_2} \right)^{n_2} \quad (15)
a_3 = a_2 + \log \left( \frac{M_2}{p_3} \right)^{-n_3} \left( \frac{M_2}{p_2} \right)^{n_2}. \quad (16)
\]
Additionally, since we work with probability densities, the \( a_i \) parameters are not really relevant for this analysis. As we will see in the sections below, only the slopes \( \{n_1, n_2, n_3\} \) are going to be useful for the characterization of the chirp mass Probability Density Function (PDF).

5.1.2 The frequency and time of coalescence priors
Assuming that in the LISA frequency band the evolution of the binaries is only dependent on the emission of GWs, we expect the \( f_0 \) to follow a power-law, with a slope of \( n = 2/3 \). This can also be verified by the leftmost panel of figure 6, which shows which part of the complete distribution can be accessed by the population of resolvable sources for this particular simulated catalogue. The model simply reads as
\[
p(f_0) = 10^n \left( \frac{f_0}{f^*} \right)^{-n}, \quad (17)
\]
with \( 10^n \) being the amplitude, \( n \) the slope, and \( f^* \) the pivot frequency set to \( f^* = 10^{-5} \). In fact, just as in the case for the chirp mass, since we are working with densities, the amplitude parameters are normalized out.

The time of coalescence \( \tau_c \), and its measurement error, is a parameter that can be derived from the rest of the waveform parameters. In order to do that, we need to make a couple of simplifying assumptions. First, we begin by assuming that the binaries have equal masses. This assumption is motivated by the fact the mass ratio of our synthetic DWD peaks at \( 1 \) (e.g. as visible in figure 8 of Korol et al. 2017). We can then derive the total mass \( m_{\text{tot}} \) of each binary from the chirp mass as
\[
m_{\text{tot}} = \frac{M}{(1/4)^{1/3}}. \quad (18)
\]
Then, for circular binaries we can approximate the value of \( \tau_c \) by numerically integrating (e.g. p. 170 of Maggiore 2007)
\[
\frac{df_{\text{gw}}}{dt} = 96 \pi G M c^3 \left( GM/c^2 \right)^{5/3} f_0^{11/3} \frac{11}{9}.
\]
Here, the \( f_0 \) frequency is the given source emission frequency as measured by LISA. The integral is computed up until the emission frequency at the Innermost Stable Circular Orbit \( f_{\text{isco}} \), which is given by
\[
f_{\text{isco}} = \frac{c^3}{12\pi \sqrt{6Gm_{\text{tot}}}}. \quad (20)
\]
However, for white dwarfs \( f_{\text{isco}} \) can be set at \( \sim 30 \text{ mHz} \) as they start interacting when one of the stars overfills its Roche lobe, which may lead directly to the merger (Shen 2015).

By looking at the given population properties (see fig. 6), the \( \tau_c \) parameter distribution could also be characterized by power-law function, in the same manner as we did for the \( f_0 \) parameter. Then we write
\[
p(\tau_c) = 10^{\eta} \left( \frac{\tau_c}{\tau^*} \right)^{-n_{\tau_c}}, \quad (21)
\]
where \( 10^\eta \) is the amplitude, \( n_{\tau_c} \) the slope, and \( \tau^* \) the pivot point of the power-law, which is just a convention. Here we fix \( \tau^* = 10^{-3} \). Again, the \( \gamma \) parameter is not relevant in the analysis, because we are fitting densities. The predicted error bars on \( \tau_c \) can be derived by computing the error propagation rules from the measured \( \{M, f_0, f_0\} \). Since \( \tau_c \) is a derived parameter, we could simply estimate the \( n_{\tau_c} \) parameter independently from the rest, but one could just include it in the global analysis for a joint fit. The joint analysis we performed is described in the following section.

5.2 Joint fit under a hierarchical Bayesian model
So far, we have defined the PDF functions of three parameters of interest, the chirp mass \( M \), the emission frequency \( f_0 \), the time of coalescence \( \tau_c \), and their corresponding hyperparameters. From eqs. (21, 17), and (14), those are the \( \vec{\beta} = \{n_{\tau_c}, n_1, n_2, n_3, n_{f_0}\} \). With this information at hand, and beginning from what we had written in eq. (10), we can write a hierarchical Bayesian model as
\[
p(\vec{\theta} | \vec{\beta}) = \frac{\mathcal{L}(d | \vec{\theta}) p(\vec{\theta} | \vec{\beta}) p(\vec{\beta})}{p(d)}, \quad (22)
\]
where we have elevated \( \vec{\beta} \) as hyperparameters, and also introduced a prior distribution \( p(\vec{\beta}) \) for them as well. And in other words, we have defined the \( p(\vec{\theta} | \vec{\beta}) \) term that describes the waveform parameters prior, for distribution models described by hyperparameters \( \vec{\beta} \). Now, the evidence \( p(d) \) is given by marginalizing over the full parameter space of \( \vec{\theta} \) and \( \vec{\beta} \). It is useful to remind here, that for the computation of the likelihood that appears in the above eq. (22), we adopt the approximation of eq. (12) where we utilize the already computed FIMs for the resolved sources, with \( \Sigma = \sum_i F_{ij}^{-1} \) for the waveform parameters.

The second step would be to impose a set of priors on the hyperparameters, which of course will depend on the given population model. Starting with the chirp mass \( M \) case, we first have to account for possible selection effects of the catalogue of the resolvable sources, which are quite evident from the right panel of fig. 6. In this figure, we compare the \( M \) PDFs of both the full population (in light blue color), and the sub-set catalogue that contains the resolvable sources (in dark blue color). Both functions agree well for the lower part of the mass spectrum, but as expected, they diverge for \( M \lesssim 0.7 M_\odot \). The reason is that the confusion stochastic ensemble signal dominates the frequency ranges between 0.1 to 3 \text{ mHz}, and therefore causes fewer detectable sources, and with larger estimated error-bars. However, for this specific population (that was described in (Korol et al. 2022)), after performing the FIM analysis mentioned in section 3.1, we recover a considerable percentage of sources with measurable chirp mass. In particular, the 15 per cent of the resolved sources, will have a chirp mass relative error lower than 10 per cent. These provide us with enough weight through eq. (13) in order to be
able to recover sufficient information about the chirp mass distribution.

Considering the above, the features of the PDF of $M$ above $0.7 \, M_\odot$ are not accessible from this analysis alone. For the above reasons, we restrict the fit for $0 \leq M \leq 0.75$, and we adopt uniform priors for the parameters of eq. (14) as $n_1 \sim \mathcal{U}[-10, 50]$, $n_2 \sim \mathcal{U}[-50, 10]$, and $n_3 \sim \mathcal{U}[-100, -1]$. We also choose to keep $M_1 = 0.25 \, M_\odot$ and $M_2 = 0.75 \, M_\odot$ constant for the sake of simplicity. We recall that $M_1$ and $M_2$ represent constants of our astrophysically-motivated prior (see eq. (14)).

The $f_0$ and $\tau_c$ cases are more straightforward. As already mentioned in section 5.1.2, we have adopted power-law models. We have chosen to use a broad uniform prior of the slope parameters $n_{f_0} \sim \mathcal{U}[-5, 5]$ and $n_{\tau_c} \sim \mathcal{U}[-10, 10]$. In order to avoid selection bias effects, we choose to fit the hyperparameters at regions where the hyperprior distributions are well characterized by our adopted models. For that reason, we restrict the fit for sources with main emission frequency between $2 < f_0 < 25 \, \text{mHz}$. Finally, as in section 4.1, we use MCMC methods in order to map the posterior surface of the hyperparameters.

The result is shown in fig. 6, where the hyper-distribution models are plotted at best-fit hyper-parameters (dashed red lines). Together, we show the histograms of the complete population for comparison. For $\tau_c$ and $f_0$ the distributions recovered are accurately describing the population of the resolved sources (dark blue). There is a noticeable artifact on the left panel of fig. 6, which represents the $f_0$ distribution. The histogram that corresponds to the recovered sources subset is vanishing for $f_0 \gtrsim 0.02 \, \text{Hz}$. This is caused by the data generation procedure, where we need to select a given cadence for the simulation. In our case, in order to save computational resources, we have chosen $\Delta t = 15 \, \text{s}$, which brings the Nyquist frequency down to $0.033 \, \text{Hz}$. This means that sources with higher characteristic frequencies were inaccessible in the analysis. As in the case of $f_0$ and $\tau_c$, the chirp mass function is not fully recovered, due to selection effects that were discussed above in this section. The corner plot of the posteriors of the hyper-parameters is shown in fig. A3. As expected, no correlations were found between $n_{\tau_c}$ and the rest of the parameters, since $\tau_c$ is a derived quantity.

Considering the above results, we can conclude that given the assumptions about the mission (overall measurement duration and noise PSD levels), we can indeed probe some of the astrophysically interesting properties of the particular compact Galactic DWD population model. In our analysis here we focused only on the chirp mass, the main frequency and time of coalescence functions, but one could extend it in the overall shape of the Galaxy, as demonstrated in Adams et al. (2012) that we do not duplicate here.

6 DISCUSSION AND CONCLUSIONS

We have presented an analysis framework, which can be used to extract information about the properties of the Milky Way by characterizing the spectral shape or the residual foreground signal of the DWD binaries measured by LISA. Based on a fiducial binary population synthesis model, we first began by simulating catalogues of sources using different parameters describing the total stellar mass and the shape of the Galaxy. For each of them, we estimated the residual foreground signal after subtracting the ‘loudest’ sources, based on SNR criteria following the methodology presented in Karmasis et al. (2021); Nissanke et al. (2012); Timpano et al. (2006); Crowder & Cornish (2007) (see section 3.1 for details).

As our first investigation, we designed an analysis framework to estimate the overall Galactic mass locked in stars from the properties of the stochastic GW signal. We used an empirical model for the spectral shape of the confusion signal, and then related its parameters to the total number of sources produced by our fiducial population of Galactic DWDs. In turn, we can relate the number of sources to the Galactic stellar mass by reverse engineering our synthetic models (Korol et al. 2021). This is possible as the assumptions on the Galactic
star formation history and the current age set the total stellar mass of the Galaxy, while the DWD evolution model sets the number of DWDs in the LISA frequency band per unit stellar mass at any given time. Thus, if these assumptions are kept fixed, we can recover the stellar mass necessary to produce the ‘observed’ spectral shape of the confusion signal.

To test this idea, we generated different catalogues by randomly removing entries in proportion to the fraction of the total number of DWD in our fiducial catalogue $N_{\text{DWD}} = \{0.5, 0.6, 0.7, 0.8, 0.9, 1\}$, which is in turn proportional to the total stellar mass assumed in our model $M_{\text{c}} = 8.2 \times 10^{10}$ M⊙. We then estimated the residual foreground stochastic signal for these catalogues. Using an empirical model for the spectral shape of the signal, we associated its parameters to the total number of sources per catalogue. This was done by performing a joint fit on the equivalent datasets and producing the linear relations that are shown in fig. 3. With these relations assumed known, we reversed the argument to compute the errors for the different cases for the Galactic mass considered, which are presented in table 1. The estimated uncertainty is, as expected, quite small. This can be attributed to our assumption of complete knowledge of the underlying population model of the DWD binaries. However, we expect that as we relax some of our assumptions on the model parameters, the estimated error bars will increase.

Uncertainties of the Milky Way’s total stellar mass estimates based on electromagnetic observations are of the order of ~10 per cent (e.g. Licquia & Newman 2015; Bland-Hawthorn & Gerhard 2016; Cautun et al. 2020, and references therein). As in our case, these estimates are model-dependent relying on a number of similar assumptions, such as the initial mass function, star formation history and the density profiles of the Galactic stellar components. However, the framework developed here constitutes an independent and alternative approach. While electromagnetic estimates are typically based on bright young stars, we have proposed to use GWs emitted by DWDs that are inaccessible to electromagnetic observatories at distances larger than a few kpc. We also stress that GW detections yield the original stellar mass of the Galaxy, i.e. including the contribution from evolved stellar populations that may not be visible. This is in contrast to masses derived from electromagnetic brightness, sensitive to the mass enclosed in bright stars, which are made by modeling the brightness of a population and applying age-dependent luminosity-to-mass ratios from stellar calculations.

We highlight that our analysis is conducted for a particular binary population model. Thus, one should expect the results of the fit to the shape of the stochastic foreground to change based on a different model; the concept explored here constitutes an independent and alternative approach. While electromagnetic estimates are typically based on bright young stars, we have proposed to use GWs emitted by DWDs that are inaccessible to electromagnetic observatories at distances larger than a few kpc. We also stress that GW detections yield the original stellar mass of the Galaxy, i.e. including the contribution from evolved stellar populations that may not be visible. This is in contrast to masses derived from electromagnetic brightness, sensitive to the mass enclosed in bright stars, which are made by modeling the brightness of a population and applying age-dependent luminosity-to-mass ratios from stellar calculations.

We highlight that our analysis is conducted for a particular binary population model. Thus, one should expect the results of the fit to the shape of the stochastic foreground to change based on a different model; the concept explored here constitutes an independent and alternative approach. While electromagnetic estimates are typically based on bright young stars, we have proposed to use GWs emitted by DWDs that are inaccessible to electromagnetic observatories at distances larger than a few kpc. We also stress that GW detections yield the original stellar mass of the Galaxy, i.e. including the contribution from evolved stellar populations that may not be visible. This is in contrast to masses derived from electromagnetic brightness, sensitive to the mass enclosed in bright stars, which are made by modeling the brightness of a population and applying age-dependent luminosity-to-mass ratios from stellar calculations.

In this work, we have presented a number of investigations that will be possible to be addressed with LISA data, focusing on DWDs. Many more open questions are still awaiting to be explored and/or quantitatively assessed ahead of LISA’s launch (Amaro-Seoane et al. 2021). In addition, assumptions regarding physical processes involved in DWD evolution, such as the common envelope efficiency, also impact the number and the properties of DWDs. For simplicity, here we chose to fix all the parameters entering the DWD evolution model and vary only those characterizing our Galactic model. We defer further complementary investigations to future work.
In future work, we plan a joint analysis of resolved and unresolved sources, under the same Bayesian framework. While in this work we use a fiducial DWD model, changing only those parameters describing the mass and the shape of the Galaxy, our preliminary investigations show that changes to binary evolution also produces changes to the level and the shape of the Galactic unresolved foreground. Including alternative DWD models will also make our estimates on parameters’ uncertainties more realistic.
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APPENDIX A: COMPLEMENTARY FIGURES

In this Appendix section, we provide two figures that are complementary to section 3.2, section 4.2, and section 5.2. In particular, fig. A1 demonstrates the impact of the different terms of the analytical model of eq. (7), while fig. A2 shows histograms of the relative errors of waveform parameters for the resolved sources, for the three cases of scale height $H_d$ considered. In fig. A3 we show the posterior densities for the hyper-prior parameters considered in the analysis of section 5.2.
**Figure A2.** Histograms of the relative errors of the Galactic binaries waveform parameters for the three cases of simulated data mentioned in section 4.2. For the three cases of scale height considered, \( Z_d = (100, 300, 500) \) pc, we do not notice significant difference on the parameter estimates uncertainties. This means that the different \( Z_d \) does not affect significantly the resolvability of most of the sources, and therefore the resulting confusion stochastic signal. Thus, it is not possible to make estimates of the \( Z_d \) of the Galactic disk from the stochastic signal of the DWD population alone. See text for more details.

**Figure A3.** Posterior densities for the hyper-parameters considered in the hierarchical Bayesian model adopted in section 5. The parameters sampled here are basically the shape parameters of hyper-priors for the chirp mass, emission frequency and time of coalescence of each of the resolved source from the data (see text for details).