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The motion-induced dephasing is a severe problem that limits the accuracy of a quantum control process by using external laser fields in neutral Rydberg atoms. This dephasing is a major issue that limits the realizable fidelity of a quantum entangling gate with neutral atoms when there is a gap time for the Rydberg atom to drift freely. We find that such a dephasing can be largely suppressed by using a transition in a \('V\)-type dual-rail configuration. The left (right) arm of this \('V\) represents a transition to a Rydberg state \(|r_1(2)\rangle\) with a Rabi frequency \(\Omega e^{ikz} (\Omega e^{-ikz})\), where \(z\) is frozen without atomic drift, but changes linearly in each experimental cycle. Such a configuration is equivalent to a transition between the ground state and a hybrid and time-dependent Rydberg state with a Rabi frequency \(\sqrt{2}\Omega\), such that there is no phase error whenever the state returns to the ground state.

We study two applications of this method. First, it is possible to faithfully transfer the atomic state between a hyperfine ground state \(|1\rangle\) and Rydberg states \(|r_1(2)\rangle\) with no gap time between the excitation and deexcitation. Second, by adding infrared laser fields to induce transition between \(|r_1(2)\rangle\) and a nearby Rydberg state \(|r_3\rangle\) via a largely detuned low-lying intermediate state in the gap time, the atom can keep its internal state in the Rydberg level as well as adjust the population branching in \(|r_1(2)\rangle\) during the gap time. This allows an almost perfect Rydberg deexcitation after the gap time, making it possible to recover a high fidelity in the Rydberg blockade gate. The theory paves the way for high-fidelity quantum control over neutral Rydberg atoms without cooling qubits to the motional ground states in optical traps.

I. INTRODUCTION

Inducing a ground-Rydberg state transfer via external laser fields in ultracold neutral atoms is prevalent in the investigation of quantum computing \([1, 2, 3]\), single-photon quantum optics \([4, 12]\), and quantum many-body physics \([13]\). For laser-cooled neutral atoms, the achievable precision of these tasks is subjected to a number of issues, among which is the well-known motion-induced Doppler dephasing. The different phases of the laser fields seen by the drifting atom along the time hamper the state transfer, leading to errors in both the population and the phase. For the design of a neutral-atom entangling gate \([14]\), both the population and the phase of the transferred state need to be accurate; this is why the Doppler dephasing is a critical issue \([2, 13–18]\).

In principle, excitation of an atom by two counterpropagating light waves that form a standing wave can eliminate the Doppler effect. But this method leads to a space-dependent Rabi frequency because of the sinusoidal modulation of the field amplitude in a standing wave, and thus it is not of practical use for achieving high fidelity in quantum control over flying atoms. It was shown in Ref. \([19]\) that a three-photon transition via focusing three beams of different lasers at a common spot can lead to a Doppler-free transition between ground and Rydberg states of a rubidium atom at that spot. Nevertheless, the necessary condition of largely detuning the two intermediate states in the transition chain caps the achievable magnitude of the effective Rabi frequency \([19]\). This raises the question of whether there is any practical route to eliminate Doppler dephasing in the two-photon excitation of Rydberg states that is widely used in experiments \([12, 17, 18, 20, 23]\).

In this work, we demonstrate suppression of Doppler dephasing in a two-photon excitation and deexcitation of Rydberg states. Our theory takes advantage of quantum interference between two transitions from a common ground state, \(|1\rangle\), to two different Rydberg eigenstates, \(|r_1(2)\rangle\). We show two methods to suppress this dephasing, where the latter is simpler to implement and will be used in most numerical simulations later, but the former is easier to understand although the two methods originate from the same pattern of quantum interference. We start with the first method. The Doppler dephasing in the transition \(|1\rangle \leftrightarrow |r_1\rangle\) originates from the constant phase change of the Rabi frequency during the optical pumping shown in Fig. 1(a), where \(v\) is the atomic velocity along the propagation direction of laser light. To suppress the dephasing, we turn on another set of laser fields [shown in Fig. 1(b)] that propagate in opposite direction to those in Fig. 1(a). This introduces a new two-photon Rabi frequency \(\Omega e^{-ik(z_0+vt)} (or -\Omega e^{-ik(z_0+vt)})\) such that \(|1\rangle \leftrightarrow |r_1\rangle\) is characterized by a Rabi frequency \(2\Omega \cos[k(z_0+vt)] (or 2\Omega \sin[k(z_0+vt)])\). In this method, an atom initialized in \(|1\rangle\) can be simultaneously excited to \(|r_1\rangle\) and \(|r_2\rangle\) by the Rabi frequencies \(2\Omega \cos[k(z_0+vt)]\) and \(2\Omega \sin[k(z_0+vt)]\), respectively; then, the three-level system formed by \(|1\rangle, |r_1\rangle,\) and \(|r_2\rangle\) undergoes the following transition:

\[
|1\rangle \xrightarrow{2\text{Effective}} w_1(t) |r_1\rangle + w_2(t) |r_2\rangle. \tag{1}
\]
The method in Eq. (2) needs two. Although this latter two-photon transition to address either

This latter method is simpler in that it only needs one

\[ w(t) = \sum_{\eta = \pm} f_\alpha(kz_0) - f_\alpha(kz_0 + (kv + \eta\Omega)t) \]

For \( k \ll \Omega \), we find

\[ w_\alpha(t) = \sqrt{2} - \alpha \Omega \sum_{\eta = \pm} f_\alpha(kz_0) - f_\alpha(kz_0 + (kv + \eta\Omega)t) \]

where \( f_1, f_2 = (\sin, \cos) \) and \( \alpha = 1 \) and 2. Remarkably, \( \sum_\alpha |w_\alpha(t)|^2 \) becomes 1 (0) at \( t = \frac{\mu}{2\Omega} \), when \( m \) is an odd (even) integer in Eq. (2). Quantum control over Rydberg atoms often requires the population to oscillate fully between the ground and Rydberg states; this is achieved by Eqs. (1) and (2). More importantly, there is no phase error for the ground state during the quantum evolution of Eqs. (1) and (2), indicating a rigorous suppression of Doppler dephasing.

Although the above method can eliminate the Doppler dephasing, it requires four sets of laser fields to work. A variant of the above method by using two sets of laser fields is shown in Fig. 1(c), where \( |1\rangle \) is connected to \( |r_1\rangle \) and \( |r_2\rangle \) by a Rabi frequency of \( \Omega e^{i(kz_0 + vt)} \) and \( \Omega e^{-i(kz_0 + vt)} \), respectively. By defining \( |r_\pm\rangle = (|r_1\rangle \pm |r_2\rangle)/\sqrt{2} \), we have \( |1\rangle \leftrightarrow \sqrt{2} \sum_\pm w_\pm(t) |r_\pm\rangle \), where \( w_\pm(t) \) is defined in a similar way as \( w_{1(2)} \) in Eq. (2).

This latter method is simpler in that it only needs one two-photon transition to address either \( |r_1\rangle \) or \( |r_2\rangle \), while the method in Eq. (2) needs two. Although this latter method should, in principle, suffer from the recoil problem, its effect is negligible as shown later.

Among a number of issues in the study of Rydberg blockade gate [14], Doppler dephasing is a critical issue limiting its fidelity [2, 15, 16]. By using either of the two methods described above, there is no phase error in the ground state. The total population in the two Rydberg states can reach 1 at \( t = \frac{\mu}{2\Omega} \) [in the case of Fig. 1(f)] with negligible error. To bring the Rydberg state back to the ground state, one can use infrared laser fields to transfer population between Rydberg states \( |r_1(2)\rangle \) and another Rydberg state \( |r_3\rangle \) via a low-lying intermediate state. The infrared pumping lets the Rydberg atom adjust its population branching between \( |r_1\rangle \) and \( |r_2\rangle \), which prepares for an almost perfect state restoration after the gap time. As shown later, these three properties lead to a high fidelity for the Rydberg blockade gate with a gap time [14]. For Rydberg gates realized with no gap time [15, 21], our theory can also be used with the stage of infrared pumping removed.

The remainder of this work is organized as follows. In Sec. II we analyze in detail the two methods mentioned above and show the suppression of the Doppler dephasing in the ground-Rydberg transition via two-photon transitions when there is no gap time. In Sec. III we first study conditions to restore the state from Rydberg to ground state during the gap time when the Rydberg atom is in free flight. We then study the achievable gate fidelity of the controlled-Z gate based on Rydberg blockade in our theory. In Sec. IV we discuss the application of our theory to other types of quantum gates and compare the theory in this work with that in [28]. Section V summarizes the work.

II. CASE 1: WHEN THERE IS NO GAP TIME

In this section, we show that for atoms cooled only to about 10 μK and without any wait period for them to remain in the Rydberg shelving states during free flight, it is possible to excite an atom from ground to Rydberg states and restore the state back to the ground state with negligible error. In Sec. II A we consider a model with four sets of Rabi transitions between the ground state and Rydberg states. The more useful method realized only by two sets of Rabi transitions is then presented in Sec. II B.

A. A method with four sets of laser fields

The Doppler-dephasing-insensitive state transfer in a dual-rail counter-rotating Rabi transition can be understood in three steps.

(i) First, although an atom can drift with a speed that is nonzero in all the three directions, \( x, y, \) and \( z \), the Rabi frequency characterizing the state transfer...
from $|1\rangle$ to a Rydberg state $|r_1\rangle$ is only influenced by the drift along the propagation direction of the laser fields, shown in Fig. 1(a). If $|1\rangle \leftrightarrow |r_1\rangle$ arises under the excitation of lasers that travel along $z$, the Rabi frequency is $\Omega e^{ik(z_0 + vt)}$, where $z_0$ is the coordinate of the atom at $t = 0$, $k$ is the wavevector of the laser fields, and $v$ is the atomic speed along $z$, shown in Fig. 1(b). The drift along $x$ and $y$ may result in a change of the magnitude of $\Omega$ [13], but this problem is avoided when the waist of laser beam is large enough compared with the size of the dipole trap and the atomic drift as discussed in [27, 28, 30].

(ii) Second, when $|1\rangle \leftrightarrow |r_1\rangle$ is a two-photon transition, Figs. 1(c) and 1(d) show that it is possible to use another set of laser fields that propagate oppositely to those in Fig. 1(a) to introduce a new two-photon Rabi frequency $\Omega e^{-ik(z_0 + vt)}$. This induces a resonant two-photon transition via an intermediate state. If only one intermediate state is used, the four laser fields in Fig. 1(d) can all couple to it, but the single-photon detuning for $\Omega e^{ik(z_0 + vt)}$ and that for $\Omega e^{-ik(z_0 + vt)}$ should have a difference that is large compared with $\Omega$. Then, $|1\rangle \leftrightarrow |r_1\rangle$ is driven by a Rabi frequency $2\Omega \cos[k(z_0 + vt)]$. The appearance of this Rabi frequency mimics the well known phenomenon that the action of two symmetrically detuned laser pulses is equivalent to that of a monochromatic field whose amplitude is sinuoidally modulated in time [31].

(iii) Third, the Rabi frequency $2\Omega \cos[k(z_0 + vt)]$ can lead to a transition from $|1\rangle$ to $|r_1\rangle$, but with a $z_0$- and $v$-dependent time $t_\pi$ that is determined by $\sin(z_0 + kv_\pi) - \sin z_0 = k|v|\pi/(2\Omega)$. However, this method of determining $t_\pi$ is valid only if $z_0$ and $v$ are both known. For a neutral atom trapped in an optical trap before each experimental cycle, the values of $z_0$ and $v$ in different experimental runs can differ because of the thermal distribution. Thus, the setup in Fig. 1(d) is not useful for pumping the state from $|1\rangle$.
to \( |r_1 \rangle \). However, we can add a new pair of two-photon Rabi transitions from \( |1 \rangle \) to another state \( |r_2 \rangle \). For two transitions with Rabi frequencies \( \Omega e^{ik(z_0 + vt)} \) and \(-\Omega e^{-ik(z_0 + vt)} \), \( |1 \rangle \leftrightarrow |r_2 \rangle \) is characterized by a Rabi frequency \( 2\Omega \sin(k z_0 + vt) \). As a result, for an initial state in \( |1 \rangle \), the three-level system formed by \( |1 \rangle, |r_1 \rangle, \) and \( |r_2 \rangle \) follows the transition shown in Eq. (1). If the intermediate state for \( |1 \rangle \leftrightarrow |r_1(2) \rangle \) is the \( sP_{1/2} \) state of rubidium, \( k \) is \( 2\pi/1474 \) for two counterpropagating laser fields. Then, \( kv \approx 0.17 \text{ rad/\mu s} \) with a typical velocity of \( v = v_{\text{rms}} = \sqrt{k_B T/m} = 3.1 \text{ cm/s} \) when \( T = 10 \mu \text{K} \). For \( kv \ll \Omega \), the depopulation of \( |1 \rangle \) occurs as follows: a transition with a Rabi frequency \( 2\Omega \) takes the population from \( |1 \rangle \) to \( w_1(t)|r_1 \rangle + w_2(t)|r_2 \rangle \), and during each small time \( \delta t \), the change of wavefunction follows the rule of \( [w_1(t + \delta t) - w_1(t)] : [w_2(t + \delta t) - w_2(t)] = \cos[k(z_0 + vt)] : i\sin[k(z_0 + vt)] \). This leads to Eq. (2) and \( w_1(t)^2 + w_2(t)^2 = \sin^2(\Omega t) \). We have numerically simulated this with random values of \( z_0 \) and found negligible error for \( v_{\text{rms}} \) corresponding to \( T \) up to \( 10 \mu \text{K} \). An interesting observation is that the mismatch between Eq. (2) and the simulation data shrinks quickly when \( z_0 \) deviates from \( 0 \). Although the population branching between the two upper states differ for different \( z_0 \) and \( v \), the depopulation process of \( |1 \rangle \) follows the same pattern, demonstrating a rigorous suppression of Doppler dephasing.

Figure 2 shows the suppression of the Doppler dephasing for the above theory. For \( z_0 = 0 \), \( v_{\text{rms}} \) for \( T = 10 \mu \text{K} \), and \( \Omega/2\pi = 0.5 \text{ MHz} \), the population error in \( |1 \rangle \) at \( t = 0.5 \mu \text{s} \) is \( 3.54 \times 10^{-7} \). At \( t = 1 \mu \text{s} \), the population in \( |1 \rangle \) is only 0.9989; but it reaches 0.99999 at \( t = 2 \mu \text{s} \), and the phase of \( \langle \psi(2\mu s) \rangle \) is negligible (smaller than \( 10^{-10} \) according to the simulation data). These results also hold for other \( z_0 \). When averaged over the Maxwell distribution [see Fig. 2(f)] of the atomic velocity, the populations in \( |1 \rangle \) are \( 10^{-9} \) and 0.9998 at \( t = 0.5 \) and 2 \( \mu \text{s} \), respectively, as shown in Fig. 2(h). In comparison, the method for one Rabi transition with \( \Omega/2\pi = 1 \text{ MHz} \) is also shown in Figs. 2(a), (d), and (g). The population error at \( t = 0.5 \mu \text{s} \) is a factor of \( 10 \) larger than that in Fig. 2(c) by about 600 times. Although the population error in \( |1 \rangle \) is about \( 10^{-5} \) at \( 2 \mu \text{s} \), its phase error is larger than 0.1 rad, either for a typical velocity \( v_{\text{rms}} \) or averaged over the Maxwell distribution, shown in Figs. 2(d) and 2(g); similar error exists at \( t = 1 \mu \text{s} \). For our method shown in Figs. 2(b), 2(e), and 2(h), the population error in \( |1 \rangle \) with two Rabi cycles (at \( 2 \mu \text{s} \)) is much smaller than that with one Rabi cycle (at \( 1 \mu \text{s} \)). This is true for other values of \( z_0 \) and \( T \), and is because the actual dynamics is slightly different from that described by Eq. (2); the smaller \( T \) is, the less prominent will this effect be. For this reason, it is necessary to use a \( 3\pi \) pulse to restore the state back to the ground state by our method.

B. A method with two sets of laser fields

As discussed in Sec. III an alternative method is to use one Rabi frequency for each of the two Rydberg states, \( |r_1 \rangle \) and \( |r_2 \rangle \), as shown in Fig. 1(f). Because the system dynamics in this method (with respect to a new basis \( |2 \rangle = (|r_1 \rangle \pm |r_2 \rangle)/\sqrt{2} \) is identical to the one shown in Fig. 2, the population and phase dynamics in Fig. 2 will not be repeated here. Since this latter method is relatively simple and is easier to implement in experiments, we will give details about how to use it for the study of Rydberg blockade gate [14].

In Fig. 2(e), the population error in \( |1 \rangle \) at the end of the two Rabi cycles is on the order of \( 10^{-4} \). Below, we show that this error can be suppressed by choosing an optimal Rabi frequency for the state restoration. The optimal condition is numerically analyzed based on a linear form of the phase accumulation in the presence of the atomic motion, as detailed below.

1. Linear phase accumulation

The Hamiltonian for the system in Fig. 1(f) can be written as

\[
\hat{H}(t) = \frac{\Omega}{2} \begin{pmatrix}
0 & 0 & e^{-ik(z_0 + vt)} \\
0 & e^{ik(z_0 + vt)} & 0 \\
e^{-ik(z_0 + vt)} & 0 & e^{ik(z_0 + vt)}
\end{pmatrix}
\]

in the basis \( \{|r_2 \rangle, |r_1 \rangle, |1 \rangle \} \). In the above Hamiltonian, we have ignored the velocity change of the atom upon absorption of the photon; the reason is given later. As an example, we consider a two-photon excitation of high-lying Rydberg states with \( k = 2\pi(1/474 \pm 1/795) \text{nm}^{-1} \) [9, 32].

For a state initialized in the ground state, the time evolution of the system wavefunction \( \psi(t) = C_0|1 \rangle + C_{11}(t)|r_1 \rangle + C_{12}(t)|r_2 \rangle \) is captured by the time-ordering operator \( U(t) = \mathcal{T} e^{-i \int_0^t \hat{H}(\tau) d\tau} \), where we should bear in mind that \( U(t) \) at a given time is also a function of \( z_0, v, \) and \( \Omega \). Because the direct effect of Doppler dephasing is the phase change of the Rabi frequency, the atomic drift results in phase modulation. The effects of the Rabi frequencies for\( |r_1 \rangle \) and \( |r_2 \rangle \) are always opposite to each other, so that \( \Delta t \in [0, \pi/\sqrt{2}\Omega] \) we have

\[
C_{11}(t) = -i C_{e_1}(t) e^{i\phi(t)}, \quad C_{12}(t) = -i C_{e_1}(t) e^{-i\phi(t)},
\]

where \( C_{e_1}(t) \) is a positive variable, and \( \pi/\sqrt{2}\Omega \) is the time required for a complete depopulation of the ground state.
The factor $-i$ in the above equation arises from the usual optical pumping with a constant Rabi frequency. To see what determines the phase $\varphi(t)$ at $t = \pi/\sqrt{2}\Omega$, the solid curve in Fig. 3 shows the value of $\varphi(\pi/\sqrt{2}\Omega)$ as a function of $v$ when $\Omega/2\pi = \sqrt{2}$ MHz. It shows that $\varphi(t)$ is linear with $v$. Indeed, the dashed curve in Fig. 3 shows that $\varphi(\pi/\sqrt{2}\Omega)/\sqrt{e}$ is 0.1287 for all the values of $v$ when $k = k_+$. For $k = k_-$, there is a minor change of $\varphi(\pi/\sqrt{2}\Omega)/\sqrt{e}$ from 0.1287 to 0.1298 when $v$ increases from 0.005 to 0.1 m/s; however, this change is negligible, and is much less prominent for larger $\Omega$. For instance, with $\Omega/2\pi = 4\sqrt{2}$ MHz, $\varphi(\pi/\sqrt{2}\Omega)/\sqrt{e}$ becomes 0.1287 for all the values of $v$ with the same parameters in both Fig. 3(a) and 3(b). This means that the phase modulation $\varphi$ in the Rydberg states $|r_{1(2)}\rangle$ is almost linear in the atomic speed. We note that a similar linear phase modulation in a transition between a ground and a Rydberg state is used in Ref. 28 for a similar purpose.

The reason to ignore the velocity change of the qubit upon absorption of photon in Eq. 3 is as follows. We take a rubidium-87 atom as an example. The velocity change of an atom by absorbing a photon with $k_\pm$ is $\delta v_\pm \approx 0.015 (0.004)$ m/s. During $t \in (0, \pi/\sqrt{2}\Omega]$, the total time for the atom to experience the velocity change of $\delta v_\pm$, i.e., to stay in the Rydberg state $|r_1\rangle$ or $|r_2\rangle$, is only $\pi/(4\sqrt{2}\Omega)$. The value of $\varphi(\pi/\sqrt{2}\Omega)$ is 0.002 rad with $v = 0.005$ m/s in Fig. 3(a), and 0.029 rad with $v = 0.015$ m/s in Fig. 3(b), respectively. This means that the recoil effect will induce an extra phase change of less than $0.0005 (0.0072)$ rad if $k = k_-$ ($k_+$). This effect is already quite minor, and can be further suppressed if an $\Omega$ larger than that employed in Fig. 3 is used. A further effect of the recoil is entanglement of the spatial location and internal state of the atom. However, for $t_w \sim 1\mu$s, the separation of the $|r_1\rangle$-part and the $|r_2\rangle$-part of the atom during the wait period is about 15 and 4 nm with $k_+$ and $k_-$, respectively, which will not cause detrimental effect upon the subsequent optical pumping. However, if a laboratory can only achieve an $\Omega$ that is much smaller than the one used in Fig. 3, the method of Sec. II A should be used that comes with no recoil effect.

The linear form of $\varphi(\pi/\sqrt{2}\Omega)$ is an important character. It means that the Doppler dephasing is in fact quite regular, which points to a general method to eliminate its detrimental effect as discussed below.

2. Optimal duration for state restoration

We then examine conditions to bring the state back to the ground state soon after the qubit is pumped to the Rydberg states $|r_{1(2)}\rangle$ at $t = \pi/\sqrt{2}\Omega$. The state restoration is accompanied with the cancellation of the phase $\varphi$ accumulated during $(0, \pi/\sqrt{2}\Omega]$. Because the signs of $\varphi$ during the excitation and deexcitation of Rydberg states are opposite to each other, the phase cancellation should be possible. Nevertheless, if we continue to use a Rabi frequency $\Omega_{dp}$ for Rydberg depopulation that is equal to the Rabi frequency $\Omega$, state restoration within a time of $\pi/\sqrt{2}\Omega$ is not optimal. This is because with $\Omega_{dp} = \Omega$, full restoration can only happen if the atom suddenly changes its velocity along $z$ at the onset of the Rydberg depopulation so that a “time-reversal” process of the phase accumulation happens. Unfortunately, this is not possible for an atom in free flight.

To proceed, we note that the phase factor in the Rabi frequency during Rydberg depopulation has an extra term of $\pm kv/\sqrt{2}\Omega$ compared with those of Eq. 3. Because $|\pi kv/\sqrt{2}\Omega| > |\varphi(\pi/\sqrt{2}\Omega)|$, this extra phase not only compensates the phase $\varphi(\pi/\sqrt{2}\Omega)$ accumulated during the Rydberg excitation, but also induces an extra phase $\varphi_e = \pi kv/\sqrt{2}\Omega - \varphi(\pi/\sqrt{2}\Omega)$. This extra $\varphi_e$ should be compensated during the Rydberg deexcitation (in the opposite direction). We numerically find that the Rydberg deexcitation by one and half Rabi cycles results in a better state restoration, similar to the case studied in Fig. 2(c); also, we find that the optimal Rabi frequency $\Omega_{dp}$ for deexcitation is slightly different from $\Omega$. Because both the phase accumulations and the extra phase $\pm kv/\sqrt{2}\Omega$ in the Rabi frequencies are linear in the atomic velocity, an optimal duration for bringing the population back to ground state with one value of $v$ is also optimal for other values of $v$. Then, we choose $v = 0.05$ m/s to numerically locate the best duration, $3\pi/\sqrt{2}\Omega_{dp}$, for the Rydberg depopulation, which is determined by an optimal Rabi frequency $\Omega_{dp}$. The numerically found values of $\Omega_{dp}$, its ratio to $\Omega$, and the population error in the ground state are shown in Fig. 4.

For $(\Omega, \Omega_{dp})/2\pi = (2, 2.0288)$ MHz as an example, Fig. 4(a) shows that the final population error in $|1\rangle$ is $7.9 \times 10^{-5}$ when $k = k_-$. For $k = k_+$, the error is a little larger, changing from $1.3 \times 10^{-2}$ to $4.8 \times 10^{-5}$ for

![FIG. 3. The solid curve shows $\varphi(\pi/\sqrt{2}\Omega)$, defined in Eq. 3, and the dashed curve shows the ratio between $\varphi$ and $\sqrt{e}$, where $\Omega/2\pi = \sqrt{2}$ MHz. The wavevector $k$ is $k_+ = 2\pi(1/474 - 1/795)\text{nm}^{-1}$ in (a), and $k_- = 2\pi(1/474 + 1/795)\text{nm}^{-1}$ in (b). For rubidium-87, the velocity $v$ is given by $v = \sqrt{k_B T/m} \in \{0.005, 0.1\}$ m/s when $T \in \{0.3, 105\}$ $\mu K$.](image)
the ground state. As studied in Refs. [2, 15, 16, 28], the initial state is the ground-state component of the wavefunction when averaged phase is $\pi$ for state restoration after using $\Omega_{dp}$ for one and half Rabi cycles. Here $v = 0.05\text{m/s}$.

$\Omega/2\pi \in [1, 5] \text{ MHz}$, shown in Fig. 4(b).

For the implementation of a Rydberg blockade gate, it is necessary to induce a $\pi$ phase shift to the ground state when the population is restored. Then, one can use a negative $\Omega_{dp}$ for the deexcitation of the Rydberg state. The optimal value of $|\Omega_{dp}|$ for a given $\Omega$ is different from the value of $\Omega_{dp}$ shown in Fig. 3. For example, $\Omega_{dp}/2\pi = 1.0577$ and 1.5394 when $\Omega/2\pi = 1$ and 1.5 MHz in Fig. 3(a). But for $\Omega_{dp} < 0$, we find that the optimal value of $\Omega_{dp}/2\pi$ becomes $-1.0674$ and $-1.5460$ MHz for these two cases, respectively.

As an example, Fig. 3(a) shows the time evolution of the ground-state component of the wavefunction when the initial state is $|1\rangle$ with $\Omega/2\pi = 2 \text{ MHz}$. With an atomic speed of $v = 0.05 \text{m/s}$ and the optimal $\Omega_{dp}/2\pi = -2.0399 \text{ MHz}$ for state restoration, the final error is $1 - |\langle 1|\psi\rangle|^2$ at the end of the pulse is $1.0 \times 10^{-5}$, and no phase error is found. For different $v$, the final population error is shown in Fig. 3(b), and no phase error is found, too. When the data in Fig. 3(b) is averaged over the Maxwell distribution of the atomic velocity with $T = 10 \mu\text{K}$, the average population error in $|1\rangle$ is below $10^{-5}$, and the averaged phase is $\pi$ with no error.

III. CASE 2: WHEN THERE IS A GAP TIME

A necessary step in the Rydberg blockade gate [14] is to pump the control atom from $|1\rangle$ to Rydberg states, let it remain there for a time $t_w$, and then pump it back to the ground state. As studied in Refs. [2, 15, 16, 28], the atomic motion during the gap time $t_w$ contributes a major Doppler dephasing to the quantum process. As shown in Sec. II, the different atomic velocity imprints different phase shifts to the Rydberg states. This amounts to a random energy shift to the atom, and thus seems impossible to be eliminated by any linear method after the gap time. Below, we present a theory that is able to suppress this randomly distributed energy shift.

A. Why should there be a wait time of $t_w$?

Before presenting the detail of the theory, it is useful to clarify the role played by the wait time. In the three-pulse protocol of a controlled-phase gate by using Rydberg blockade [14], the key step is to let one of the two qubits, the control qubit, stay in a Rydberg state if it is initialized in an appointed qubit state (supposing it is $|1\rangle$), during which the other qubit, the target atom, is pumped by a resonant light pulse to a Rydberg state. Because of the Rydberg blockade, the target atom can’t go to the Rydberg state if the control qubit is already in the Rydberg state, leading to an input-state-dependent phase shift to the two-qubit system. This protocol does not require fine tuning of the magnitude of the blockade energy as long as the blockade is much larger than the Rabi frequency of the resonant pumping. Then, if we let the state of the control qubit oscillate between different

FIG. 4. The circular symbols show the optimal values of $\Omega_{dp}$ for state restoration after populating the Rydberg state. $k = k_-$ and $k_+$ in (a) and (b), respectively. Triangular symbols show the ratio between $\Omega_{dp}$ and $\Omega$, and the square symbols show the population error (by common logarithm) in the ground state after using $\Omega_{dp}$ for one and half Rabi cycles.

FIG. 5. (a) Time evolution of the population (solid curve) and phase (dashed curve) of the component $|1\rangle$ during the quantum control by the Hamiltonian of Eq. (3), where $\Omega/2\pi$ is 2 MHz during $t \in [0, \pi/(\sqrt{2} \Omega)]$, and $\Omega_{dp}/2\pi = -2.0399 \text{ MHz}$ during $t \in [0, 3\pi/(\sqrt{2} \Omega)] + \pi/(\sqrt{2} \Omega)$. The atomic velocity is $v = 0.05 \text{ m/s}$. The final population error is $1 - |\langle 1|\psi\rangle|^2 = 1.0 \times 10^{-5}$. (b) Population error in the ground state with the same Hamiltonian but for different $v$. When $T = 10 \mu\text{K}$, the average population error is $4 \times 10^{-6}$. In both (a) and (b), $k = k_-$ is used; the final phase is $\pi$ (or, equivalently, $-\pi$, according to the data) in the ground state, i.e., no phase error appears according to the precision of the computers used for simulation.
nearby Rydberg states, the Rydberg blockade between the control and target qubits remains. In this sense, as long as the control atom (when initialized in $|1\rangle$) is in any of the Rydberg states during the Rydberg excitation of the target qubit, the Rydberg blockade gate can be implemented.

**B. State restoration after the wait**

Based on the above observation, we study the state restoration when there is a gap between excitation and deexcitation of the Rydberg states. As soon as the population is pumped to the Rydberg states $|r_{1(2)}\rangle$ at $t = \pi/\sqrt{2}\Omega$, a time $t_w$ is allowed to elapse, during which the atom stays at the Rydberg states. Meanwhile, the atom continues to drift. Then, the atomic location along $z$ is $z_0 + v(\pi/\sqrt{2}\Omega + t_w)$ at the beginning of the optical pumping for bringing its state back to the ground state. This means that if we continue to use the Rabi frequency $\Omega$ for optical pumping, it can not restore the population back to the ground state as in Fig. 3. It is because that state restoration requires the cancellation of the phase $\phi$ accumulated during $(0,\pi/\sqrt{2}\Omega)$, but unfortunately the extra phase $\pm kv t_w$ in the Rabi frequency will induce an extra phase accumulation as an error. For a waiting period $t_w$ near 1 microsecond, the phase $\pm kv t_w$ is much larger than the $\phi$ shown in Fig. 3(a), which means that whatever time is used for the state restoration, it is impossible to compensate the phase $\phi$. Moreover, the wait time $t_w$ is the same for all possible drift speeds, resembling a linear process put in a random precession that will surely result in a severe dephasing. These two factors lead to a large damping to the ground-Rydberg coherence because of the wait time $t_w$.

We tackle the above issue by using another Rydberg state, $|r_3\rangle$, to serve as a pseudo qubit state during the gap time; in other words, it plays the role of the qubit state $|1\rangle$ although it is a Rydberg state near $|r_1\rangle$ and $|r_2\rangle$. The criteria to choose an appropriate $|r_3\rangle$ is that the wavevector of the fields for the transitions $|r_{1(2)}\rangle \leftrightarrow |1\rangle$ should be nearly equal to that for $|r_{1(2)}\rangle \leftrightarrow |3\rangle$. When $k = k_-$ is used for the Rydberg excitation stage, the configuration in Fig. 6 can fulfill this condition, where $|r_{1(2)}\rangle$ is a $D_{3/2}$ state of a large principal quantum number. For instance, $|r_{1(2)}\rangle$ can be $|100(101)D_{3/2}, m_J = 3/2, m_l = 3/2\rangle$. During the Rydberg excitation, the lower (upper) light field has a wavelength of 795.0 (473.9) nm, so that the wavevector is $k = k_- \approx 5.35 \times 10^5/m$. Specifically, the wavevectors for $|1\rangle \rightarrow |r_1\rangle$ is $k_-$, while that for $|1\rangle \rightarrow |r_2\rangle$ is $-k_-$. During the wait period, two infrared laser fields are used to connect $|r_1\rangle$ and $|r_3\rangle$, where $|r_3\rangle$ can be either $D_{3/2}$ Rydberg state, or a $g$-orbital Rydberg state; similarly, two counterpropagating infrared fields are used to connect $|r_2\rangle$ and $|r_3\rangle$. The configuration is chosen so that the wavevector for $|r_3\rangle \rightarrow |r_1\rangle$ is $k_w$, while that for $|r_3\rangle \rightarrow |r_2\rangle$ is $-k_w$. When the two infrared light fields propagate oppositely to each

![FIG. 6. (a) Laser excitation of the d-orbital Rydberg state $|r_1\rangle$ from the qubit state $|1\rangle = |5S_{1/2}, F = 1, m_F = 1\rangle$ via an intermediate state in the $5P_{3/2}$ manifold of $^{87}$Rb; the other qubit state is $|5S_{1/2}, F = 2, m_F = 2\rangle$. The lower and upper circular polarized laser lights propagate oppositely to each other along the quantization axis, so that the effective wavevector is $k = k_- = 2\pi(1/474 - 1/795)\text{nm}^{-1}$. The $D_{3/2}$ Rydberg state is not excited because of the selection rules. (b) During the wait time, the Rydberg states $|r_{1(2)}\rangle$ are pumped to another Rydberg state $|r_3\rangle$ via the intermediate state $5P_{3/2}$, both fine states $5F_{5/2}$ and $5F_{7/2}$ are shown because of the energy separation between them is only 0.6 GHz. The two infrared laser lights counterpropagate with each other, so that the effective wavevector is $k_w = (4\pi/2272)\text{nm}^{-1}$.](image1)

![FIG. 7. (a) Excitation of s-orbital Rydberg states of $^{87}$Rb by using $5P_{3/2}$ as the intermediate state. $|1\rangle = |5S_{1/2}, F = 2, m_F = 2\rangle$, and the fields are $\pi$ polarized along the quantization axis. (b) $|r_{1(2)}\rangle$ are pumped to $|r_3\rangle$ via the intermediate state $8P_{3/2}$ during the wait time; the fine splitting between $8P_{3/2}$ and $8F_{3/2}$ is 0.57 THz. The effective wavevector is $k_w = (4\pi/2601)\text{nm}^{-1}$. (c) and (d) are similar to (a) and (b), but are the case when $6P_{3/2}, F = 4$ serves as the intermediate state for exciting d-orbital Rydberg states of $^{133}$Cs. Here $|1\rangle = |6S_{1/2}, F = 3, m_F = 3\rangle$ and the fields are right-hand polarized. The fine splitting between $5F_{7/2}$ and $5F_{9/2}$ is 4.5 GHz.](image2)
TABLE I. Performance of state restoration with the same wait time for our method with the setup in Fig. [a] and the traditional method. In our method, infrared laser fields are used to induce the transition \(|r_{1(2)}\rangle \leftrightarrow |r_3\rangle\) during the wait time as shown in Fig. [b], where \(|r_3\rangle\) plays a role similar to that played by \(|1\rangle\) supposing \(|1\rangle\) is pumped. \(\langle \cdots \rangle\) denotes the average of the population or phase of the component \(|1\rangle\) in the wavefunction at the end of the pulse sequence, which is calculated by using Maxwell distribution at a temperature of \(T\). No error in the phase is found for our method, while the error of the phase by the traditional method is significant, shown in the last column of the table. \(z_0 = 0\) is used here; deviation of \(z_0\) from 0 has no effect on the traditional method, but will decrease the population error in our method (see Fig. [c]).

![Fig. 8](image_url)

FIG. 8. Scheme by using higher low-lying intermediate states for the excitation of \(|r_{1(2)}\rangle\) in our theory. (a) Excitation of \(d\)-orbital Rydberg states of \(^{87}\text{Rb}\) by using \(6P_{1/2}\) as \(|e\rangle\). Here, \(|1\rangle\) is \(|5S_{1/2}, F = 1, m_F = 1\rangle\) and the fields are circularly polarized. The wavelengths for the transitions in (a) are 421.7 and 1003.6 nm, while that in (b) is 2281.4 nm. (c) and (d) show contents similar to those in (a) and (b), where \(7P_{1/2}\) and \(8P_{1/2}\) of \(^{133}\text{Cs}\) are used as intermediate states in (c) and (d), respectively, where all fields are \(\pi\) polarized.

other along the quantization axis, the wavevector is then \(k_w = 4\pi/2271.8 \text{ nm}^{-1} \approx 5.53 \times 10^8/m\) for the setup in Fig. [b]. The difference between the effective wavevector, \(k_w\), during the Rydberg excitation and that during the wait period, \(k_w\), is about 3.3%, which is small enough for removing the Doppler dephasing as shown below.

The configuration in Fig. [b] is not the only choice when rubidium-87 is used in our method. For instance, if the intermediate state \(5P_{3/2}\) is used in the Rydberg excitation, the configuration in Fig. [c] and [d] can be used. There are several differences between Fig. [a] and Fig. [a,b]: in the former (latter) case, the qubit state \(|1\rangle\) is \(|5S_{1/2}, F = 1(2), m_F = 1(2)\rangle\), the laser fields are circularly (linearly) polarized, the Rydberg state is a \(d\) \((s)\)-orbital state, and the mismatch between \(k_-\) and \(k_w\) is 3.3 \((9.8)\)%.

If cesium-133 is used, we find that the configuration in Fig. [c] and [d] is useful, where \(|1\rangle\) = \(|6S_{1/2}, F = 3, m_F = 3\rangle\) and right-hand polarized light fields are used to induce the transition \(|1\rangle\rightarrow |nD_{3/2}, m_J = 3/2, m_I = 7/2\rangle\), where \(n\) is a large principal quantum number. The values of \(k\) and \(k_w\) are respectively \(2\pi/(494.6 - 1/894.6)\) and \(4\pi/2260.5 \text{ nm}^{-1}\) in Fig. [c,d], with a very small mismatch of \(2.1\%\), which is the best case if the lowest \(p\)-orbital state is used as the intermediate state. The next best case for cesium-133 is to choose \(6P_{3/2}\) as \(|e\rangle\) and \(9P_{1/2}\) as the intermediate state for the infrared laser fields, with \(|1 - k_w/k| \approx 5.2\%\).

If higher low-lying intermediate states are used, we find that the configurations in Fig. [c] are good cases. For the case of rubidium-87, one can choose \(6P_{1/2}\) for the excitation of Rydberg states. Then, if \(4F_{5/2}\) is used during the gap time for the pumping between \(|r_3\rangle\) and \(|r_{1(2)}\rangle\), the wavevectors in Fig. [c] and [d] have a mismatch of 0.18%. In fact, if lower Rydberg states with principal quantum numbers of 76 or 77 are used, \(|1 - k_w/k|\) is smaller than \(10^{-4}\). If \(6P_{3/2}\) is replaced by \(6P_{3/2}\) in Fig. [a], \(|1 - k_w/k|\) becomes 0.94%, which is still quite small. For \(^{133}\text{Cs}\), the best case is shown in Figs. [c,d] if \(7P_{1/2}\) state is used for the excitation of Rydberg state, where \(|1 - k_w/k|\) is 6.3%, which becomes 7.6% if \(8P_{3/2}\) is used in Fig. [c,d], or \(9.0\%\) if \(7P_{3/2}\) is used in Fig. [c].

Comparing the values of \(|1 - k_w/k|\) in different configurations, the configuration in Fig. [c,d] is best for \(^{133}\text{Cs}\), and the one in Fig. [a,b] is the best for \(^{87}\text{Rb}\), although the latter seems better. But because the mass of a \(^{133}\text{Cs}\) atom is about 1.5 times that of the \(^{87}\text{Rb}\), the cesium atoms can have smaller drifting velocity. To show that our method can be used even if the mismatch between \(k_-\) and \(k_w\) is not smallest and the qubit is not as heavy as a cesium qubit, we choose, for example, the configuration in Fig. [a] for a numerical study.

Figures [a] and [b] show results for the state restoration with a wait time of \(t_w = 4\pi/(\sqrt{2}\Omega) = \sqrt{2}/2 \text{ \mu s}\).
FIG. 9. State restoration with a wait time of $t_w = 2\sqrt{2}\pi/\Omega$ inserted between the excitation and deexcitation of Rydberg states with the setup in Fig. 4. Similar to Fig. 4, the Rabi frequencies are $\Omega/2\pi = 2$ MHz for the Rydberg excitation, and $\Omega_{s\mu}/2\pi = -2.0339$ MHz for the Rydberg deexcitation. (a) Population evolution in $|r_3\rangle$ during the time $t \in [\frac{\pi}{\sqrt{2}\Omega}, \frac{\pi}{\sqrt{2}\Omega} + 5\times 10^{-3}]$ when the infrared laser fields induce state transfer between $|r_3\rangle$ and $|r_{1(2)}\rangle$, as shown in Fig. 6(b). (b) Time evolution of the population and phase of the ground-state component $|1\rangle$ in the wavefunction. The value of $v = 0.05$ m/s is used in both (a) and (b). (c) Population error in $|1\rangle$ at the end of the pumping as a function of $v$. When $T = 10$ $\mu$K, the averaged population error in $|1\rangle$ is $2.0 \times 10^{-4}$. $z_0 = 0$ is used in (a)-(c).

atomic velocity $v = 0.05$ m/s, and initial qubit location $z_0 = 0$ along $z$ of a $^{87}$Rb atom. During the wait time, infrared laser fields are used to induce a transition between $|r_3\rangle$ and $|r_{1(2)}\rangle$ via a largely detuned intermediate state $5F_{5/2}$ ($5F_{7/2}$ is not coupled because of the selection rules). The field for the transition $|r_3\rangle \leftrightarrow |5F_{5/2}\rangle$ propagates oppositely to that for the transition $|r_{1(2)}\rangle \leftrightarrow |5F_{7/2}\rangle$, so that the wavevector of the Rabi frequency is $\pm k_w$. After the Rydberg excitation at $t = \pi/(\sqrt{2}\Omega)$, the optical laser fields cease, and infrared laser fields are switched on, with a Rabi frequency equal to that used in the Rydberg excitation. The population oscillates between $|r_3\rangle$ and $|r_{1(2)}\rangle$, as shown in Fig. 6(a); the population branching between $|r_4\rangle$ and $|r_2\rangle$ is not shown because they depend on the value of $z_0$, which is chosen as 0 in Fig. 6. Although there is a 3.3% difference between $k_-$ and $k_w$, the result in Fig. 6(a) shows that the population in $|r_3\rangle$ is $9.2 \times 10^{-6}$ at the end of the gap time, demonstrating that $|r_3\rangle$ almost plays the same role of $|1\rangle$ supposing $|1\rangle$ is instead pumped during the gap time. After the gap time, infrared lasers are switched off, and Rydberg deexcitation lasers are switched on, with $\Omega_{s\mu}/2\pi = -2.0339$ MHz, as used in Fig. 5. After one and half Rabi cycles, the population returns to the qubit state $|1\rangle$ with an error of $5.0 \times 10^{-5}$, where $\arg\langle1|\psi\rangle = \pi$, i.e., no phase error appears. We also simulate the time evolution of the wavefunction for different atomic velocities when $z_0 = 0$, where Fig. 9(c) shows the final scaled population error, $10^4(1 - |\langle1|\psi\rangle|^2)$, for each of them. Using the Maxwell distribution with $T = 10$ $\mu$K, the average value of $|\langle1|\psi\rangle|^2$ is about 0.9998.

A distinct feature of the setup in Figs. 6(c) and 6(d) is that the final population error in the ground state $|1\rangle$ differs for different $z_0$. This phenomenon is quite different from the case where no gap time is allowed: the results in Figs. 2(c) do not change when $z_0$ changes (except of an extra constant phase shift in Fig. 3). To put it in perspective, Fig. 10 shows the final population error for different $z_0$ when the qubit velocity along $z$ applies the values of 0.01, 0.05, 0.1, 0.2 m/s, as shown in Figs. 10(a), 10(b), 10(c), and 10(d), respectively. The data are obtained by
using the same parameters (except of $z_0$ and $v$) as used in Figs. 3(a) and 3(b). The reason for different error to appear when $z_0$ differs lies in that there is a 3.3% difference between the wavevector of the laser optical fields, $k_-$, and that of the infrared laser fields, $k_w$. This difference violates the condition that $|r_3|$ serves as a perfect pseudo-qubit state. A striking feature in Fig. 10 is that for $|v| \lesssim 0.1 \text{ m/s}$, the larger $|z_0|$ is, the less significant will the final error be for $|z_0| < 10 \text{ m/µ}$. The position fluctuation of the qubit is less than 10 µm in typical experimental setups $20$, and so we can assume $z_0 = 0$ to obtain an upper bound of the error. Here, it is necessary to clarify the meaning of $z_0 = 0$: it refers to that when the qubit drifts from the center of the optical trap, the Rabi frequencies at the moment of $t$ for the transition $|1⟩ → |r_1⟩$ is $\Omega e^{ikvt}$ and that for $|1⟩ → |r_2⟩$ is $\Omega e^{-ikvt}$. In other words, it requires the factor $e^{iζ+ik|r}$ of the Rabi frequencies from the forward-propagating fields and that from the backward-propagating fields to be equal, where $r$ denotes the coordinate of the trap center, and $ζ$ is a phase factor in the atomic dipole moment determined by the selection rules. This requirement can be satisfied either by adjustment of the phase of the laser oscillators or by using linear optics.

Our theory can also apply to hotter qubits and longer wait times. For instance, if the qubits are only cooled to 200 µK, the characteristic atomic velocity of the qubit becomes $v = \sqrt{k_BT/m} \approx 0.14 \text{ m/s}$. Then, the average of the error should be evaluated by taking a larger range of $v$ than those shown in Fig. 3(c); the convergence is verified by that the integration of the Maxwell distribution should be 1. Then, we find that the average value of $E_{\text{rot}}$ is 0.9969 with a wait time of $t_w = \sqrt{2}/2 \mu s$ and atomic temperature 200 µK. If even longer wait time is used, the population is 0.9923 with a wait time of $t_w = 8\pi/(\sqrt{2}T)$ = $\sqrt{2}/2 \mu s$ at 200 µK, where four Rabi cycles between $|r_3⟩$ and $|r_{1(2)}⟩$ are used during the gap time.

In all these results, the phase of $⟨1|ψ⟩$ at the end of the sequence is $π$ with no error observed.

A comparison between our theory and the traditional method is shown in Table 1 where the traditional pumping refers to the method in Fig. 1(b). In order to show an unbiased comparison, we use a Rabi frequency of $Ω/2π = 2\sqrt{2} \text{ MHz}$ in the traditional method so that its time for a $π$ pulse is the same as that in our method. The data for the traditional method were obtained as follows: use a $π$ pulse with Rabi frequency $Ω e^{ik(z_0+vt)}$ for the transition $|1⟩ ↔ |r_1⟩$, wait for a time of $t_w$, and use another $π$ pulse with the Rabi frequency $Ω e^{ik(z_0+vt)}$ for the transition $|1⟩ ↔ |r_3⟩$. Table 1 shows that although the population errors in $|1⟩$ are of similar magnitude in our theory and the traditional method, the phase error in the latter method is significant. In contrast, our theory has completely suppressed the phase error within the precision of our computer processor (the calculated phase error is below $10^{-10}$). We note that the phase error can lead to large error for the entanglement generation. For example, Ref. [10] estimated that the entangling gate has an error of about 0.15 for a gap time of $t_w = 1.4 \mu s$ if $T = 200 \mu K$ (see Fig. 3 of Ref. [16]) which used a wavevector of $2\pi(1/480 - 1/780)\text{nm}^{-1}$ that is similar to the one used here.

C. Application in Rydberg blockade gate

We show that the method above can be used to suppress the Doppler dephasing error in an entangling gate with neutral Rydberg atoms, which is a major stumbling block for achieving an accurate two-qubit Rydberg gate [16]. Ideally, the Rydberg blockade gate maps the input states according to $\{|00⟩, |01⟩, |10⟩, |11⟩⟩ → \{|00⟩, −|01⟩, −|10⟩, −|11⟩⟩$ [14]. Due to the finiteness of the blockade interaction and Rydberg-state decay, the actual gate in the matrix form becomes,

$$\mathcal{U} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & a & 0 & 0 \\ 0 & 0 & b & 0 \\ 0 & 0 & 0 & c \end{pmatrix},$$

where $a$ and $b$ can deviate from $−1$ due to Doppler dephasing, $c$ can obtain errors from both Doppler dephasing and the finiteness of the blockade interaction, and the magnitudes of $a$, $b$, and $c$ become smaller than 1 because of Rydberg-state decay. Then, the fidelity error is given by

$$E = E_{\text{rot}} + E_{\text{decay}}.$$  

Here the rotation error is [32]

$$E_{\text{rot}} = 1 - \frac{1}{20} \left[\text{Tr}(U^†\mathcal{U})^2 + \text{Tr}(U^†\mathcal{U}\mathcal{U}^†U)\right],$$

where $\mathcal{U}$ is evaluated by using the Hamiltonian dynamics with the Rydberg-state decay ignored, $U = \text{diag}\{1, −1, −1, −1\}$, and the Rydberg-state decay can be approximated by [32]

$$E_{\text{decay}} = |T_r(01) + T_r(10) + T_r(11)|/(4T),$$

where $T_r(ab)$ is the time for the input state $|ab⟩$ to be in a single-Rydberg state; the time for the input state $|11⟩$ to be in a two-atom Rydberg state $|r_3⟩$ throughout the gate sequence is tiny and neglected. We let $T$ be the smallest among all the lifetimes of the Rydberg states, which will slightly overestimate the Rydberg-state decay.

A numerical estimate of Eq. (6) can be proceeded by integrating the Schrödinger equation for each input state. In the setup of Fig. 6, the $d$-orbital Rydberg state is excited from $|5S_1/2, F = 1, m_F = 1⟩$.

Choose, as an example, the following Rydberg states: $|r_1⟩ = |95D_{3/2}, m_j = 3/2, m_l = 3/2⟩$, $|r_2⟩ = |97D_{3/2}, m_j = 3/2, m_l = 3/2⟩$, $|r_3⟩ = |99D_{3/2}, m_j = 3/2, m_l = 3/2⟩$, and consider a geometry of setup used in the experiment of Ref. [20], where the quantization axis is along $z$, and the two centers of the traps used for the
two qubits are at (0, 0, 0) and (L, 0, 0), which is a useful configuration for the blockade gate. By using the quantum defects reported in Refs. [37, 38], the van der Waals coefficient, $C_6$, of the diagonal energy shifts for the states $|r_n r_\alpha\rangle$ can be calculated [29] to be $[-14, -21, 29, -18, -26]$ THz $\mu$m$^6$ when the principal quantum numbers of the state $|r_n r_\alpha\rangle$ are $(95, 95)$, $(95, 97)$, $(95, 99)$, $(97, 97)$ (97, 99), respectively. A two-atom Rydberg state $|r_n r_\alpha\rangle$ is also coupled to other two-atom Rydberg states because the total angular momentum is not conserved. These processes can be neglected because the chance to excite both atoms to Rydberg state is negligible. The energy separation between $|r_1\rangle$ and $|r_2(3)\rangle$ is $16$ (30) GHz, which is large enough to distinguish them with different laser fields. The decay error is estimated with the lifetime of $|r_1\rangle$ which is $\tau = 787$ $\mu$s in a temperature of $4$ $\mu$K [40].

During the gate sequence, the control qubit, if initialized in $|1\rangle$, is pumped to $|r_1(2)\rangle$ with a $\pi$ pulse. Then,

\[
\frac{1}{2} \begin{pmatrix}
2V_{23} & 0 & \Omega e^{-ikzt} & \Omega_F e^{ikwz_c} & 0 & 0 & 0 & 0 \\
0 & 2V_{13} & \Omega_F e^{-ikwz_c} & 0 & 0 & 0 & 0 & 0 \\
\Omega_F e^{ikwz_c} & \Omega_F e^{-ikwz_c} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \Omega_F e^{-ikwz_c} & \Omega e^{ikzt} & 0 & 0 & 0 & 0 \\
0 & 0 & \Omega_F e^{-ikwz_c} & \Omega e^{ikzt} & 0 & 0 & 0 & 0 \\
0 & 0 & \Omega_F e^{-ikwz_c} & \Omega e^{ikzt} & 0 & 0 & 0 & 0 \\
0 & 0 & \Omega_F e^{-ikwz_c} & \Omega e^{ikzt} & 0 & 0 & 0 & 0 \\
0 & 0 & \Omega_F e^{-ikwz_c} & \Omega e^{ikzt} & 0 & 0 & 0 & 0 \\
\end{pmatrix}, \tag{7}
\]

where $z_c = z_{0,c} + v_c t$ and $z_t = z_{0,t} + v_t t$ are the coordinates along $z$ of the control and target qubits, respectively, $z_{0,c(t)}$ is the coordinate at the beginning of the gate sequence, and $v_{c(t)}$ is the velocity of the control (target) qubit along $z$. The interactions are given by $[V_{11}, V_{12}, V_{13}, V_{22}, V_{23}] = [C_6(r_1 r_2), C_6(r_1 r_3), C_6(r_2 r_3), C_6(r_2 r_3)/L^6]$, and the basis of the above matrix is $|r_3 r_2\rangle, |r_3 r_1\rangle, |r_2 r_3\rangle, |r_2 r_1\rangle, |r_1 r_2\rangle, |r_1 r_3\rangle, |r_1 r_1\rangle, |r_1\rangle$. $\Omega_t$ is the Rabi frequency for the transition $|1\rangle \leftrightarrow |r_1(2)\rangle$ of the target qubit, and $\Omega_F$ is the Rabi frequency for the transition $|r_2\rangle \leftrightarrow |r_1(2)\rangle$ of the control qubit. $\Omega_t$ lasts for $4n\pi$ pulses, but $\Omega_F$ lasts for “1+3” $\pi$ pulses, shown in Fig. 5 where its signs in the first $\pi$ and the latter $3\pi$ pulses are opposite. In the numerical simulation, we use $z_{0,c} = z_{0,t} = 0$ so as to obtain an upper bound for the error because the state-transfer error is smallest with this condition, shown in Fig. 10. Also, we have ignored the change of the Rydberg interactions because of the atomic drift during the gate sequence. This is mainly because the blockade mechanism is robust against the small fluctuation of the Rydberg interaction.

For comparison, we also study the fidelity error for a traditional gate, which is simulated as follows: (i) use a $\pi$ pulse in the control qubit for the transition $|1\rangle \rightarrow |r_1\rangle$, (ii) use a $2\pi$ pulse in the target qubit for the transition $|1\rangle \rightarrow |r_1\rangle \rightarrow |1\rangle$, (iii) wait for a time $t_w - 2\pi/\Omega'$, and (iv) use a $\pi$ pulse in the control qubit for the transition $|r_1\rangle \rightarrow |1\rangle$, where all Rabi frequencies are $\Omega' = \sqrt{2}\Omega$. Here, we note that in practice, the wait time $t_w - 2\pi/\Omega'$ is usually divided into two equal pieces that are symmetrically placed before and after the $2\pi$ pulses, as in Ref. [18], the method used in step (iii) is for the sake of simplicity. With this process, the time of the gap between the excitation and deexcitation of the control qubit is equal to the one used in the gate by our theory.

The evaluation of the average rotation error, $E_{\text{ro}}$, involves a two-dimensional integration over the distribution of $v_c$ and $v_t$, both of which apply the Maxwell distribution $f(v)$ (which is Gaussian in one dimension). Because an accurate convergence of this integration requires long time of simulation, we approximate the two-dimensional integration by

\[
E_{\text{ro}} \approx \frac{\sum v_c \sum v_t E_{\text{ro}}(v_c, v_t) f(v_c) f(v_t)}{\sum v_c \sum v_t f(v_c) f(v_t)} . \tag{8}
\]
TABLE II. Performance of the blockade gate when $t_w = \sqrt{2}/2 (\sqrt{2})$ μs for both our method and the traditional method. The setup in Fig. 8 is used in our method, where the Rabi frequencies of the infrared lasers and for Rydberg excitation and deexcitation of the control qubit are $\Omega_{\text{IF}}$, $\Omega$, and $\Omega_{\text{dc}}$, respectively; the Rabi frequency for the target qubit is $\Omega_0$ and $-\Omega_0$ for the first $\pi$ pulse and the latter $3\pi$ pulse (for the induction of a $\pi$ phase, see Fig. 9). The wait time is given by $t_w = 2\sqrt{2}\pi/\Omega_{\text{IF}}$ (or $4\sqrt{2}\pi/\Omega_{\text{IF}}$).

A. Application in gate protocols with high intrinsic fidelity

The study of the blockade gate in Sec. III C shows that the gate fidelity is limited by the Rydberg-state decay and the blockade error even if the motional dephasing is suppressed by our method. To obtain a two-qubit entangling gate with fidelity $\leq 10^{-4}$ that is necessary for fault-tolerant quantum computing based on measurement-free error correction [42], it is useful to employ our theory to suppress the motional dephasing so as to recover the high intrinsic fidelity in those protocols.

First, one can use a spin-echo sequence to suppress the blockade error so that the Rydberg-state decay becomes the final fundamental limit [43]. The spin-echo method, however, requires that each element in the Hamiltonian reverses their sign before the onset of the ‘echo’ stage. This means that the Rydberg interaction of each two-atom Rydberg state not only changes sign, but also changes the magnitude by a common ratio. Although such a condition can be easily satisfied if only Rydberg eigenstates are excited during the gate sequence, it seems difficult to be satisfied if superposition states of $|r_1\rangle$ and $|r_2\rangle$ are used as required in our theory. Nevertheless, one can use two right-hand circularly polarized light fields to excite $|r_1\rangle$, as in Fig. 8(a), but the lower (upper) field for exciting $|r_2\rangle$ can be right-hand (left-hand) circularly polarized. In this case, $|r_1\rangle$ and $|r_2\rangle$ are $D_{3/2}$ Rydberg states of the same principal quantum number and can share the same $m_F$ but have different $m_I$. To make sure either $|r_1\rangle$ or $|r_2\rangle$ is a Rydberg eigenstate, exter-

| Method | $\frac{1}{2\pi}(\Omega, \Omega_{\text{IF}}, \Omega_0, \Omega_{\text{dc}})$ (MHz) | $T$ (μK) | $t_w$ (μs) | Gate duration (μs) | $E_{\text{ro}}$ [Eq. (3)] |
|--------|---------------------------------|-----------|------------|---------------------|------------------|
| This work | $(2.0, -2.0339, 2, 2)$ | 10 | $\frac{\sqrt{2}}{2}$ | 1.405 | 2.56 $\times 10^{-4}$ |
| Traditional gate | $(2\sqrt{2}, 2\sqrt{2}, 2\sqrt{2}, -)$ | 200 | $\frac{\sqrt{2}}{2}$ | 1.405 | 1.99 $\times 10^{-3}$ |
| This work | $(2.0, -2.0339, 2, 2)$ | 10 | $\sqrt{2}$ | 1.061 | 4.69 $\times 10^{-3}$ |
| Traditional gate | $(2\sqrt{2}, 2\sqrt{2}, 2\sqrt{2}, -)$ | 200 | $\sqrt{2}$ | 1.061 | 8.06 $\times 10^{-2}$ |
| This work | $(2.0, -2.0339, 2, 2)$ | 10 | $\sqrt{2}$ | 2.111 | 6.64 $\times 10^{-4}$ |
| Traditional gate | $(2\sqrt{2}, 2\sqrt{2}, 2\sqrt{2}, -)$ | 200 | $\sqrt{2}$ | 2.111 | 5.58 $\times 10^{-3}$ |
| Traditional gate | $(2\sqrt{2}, 2\sqrt{2}, 2\sqrt{2}, -)$ | 17.68 | 2.03 $\times 10^{-1}$ |
anal fields can be used to shift away irrelevant Zeeman sublevels \([17, 20]\). Then, an atom in either \(|r_1\rangle\) or \(|r_2\rangle\) exhibits the same interaction with another Rydberg atom. Furthermore, \(|r_3\rangle\) can be a superposition state \([14, 16]\) stabilized by strong microwave fields, where the interaction coefficient can be continuously tuned by adjustment of the microwave fields as analyzed in Ref. \([14]\); this can finally lead to that an atom in \(|r_1\rangle\) or \(|r_2\rangle\) or \(|r_3\rangle\) has the same interaction with another Rydberg atom so that the required condition for spin echo can be satisfied with the scheme in this work. This method can be used in configurations other than that in Fig. \(6\) too.

A second route toward a two-qubit entangling gate with high intrinsic fidelity is via quantum interference between different Rabi cycles of Rydberg atoms \([27]\). A Rydberg eigenstate needs to be excited in the original gate protocol of Ref. \([27]\); this is the same requirement as in Ref. \([12]\), thus can be solved by the same method as discussed above. Similar scheme is applicable to the gate protocols in \([47]\) which has no blockade error.

Third, there are several Rydberg gate protocols based on pulse shaping or stimulated Raman adiabatic passage \([48–53]\). The reason for these gates to have high fidelity is that the time-dependent Rabi frequency can suppress the blockade error, but the motional dephasing is still there. Thus, it is possible to use the theory in this work to recover the high intrinsic fidelity for the gate protocols in \([48–53]\).

B. Application in multiqubit gates

The method in this work can also be used in multiqubit quantum gate based on Rydberg blockade. For example, Ref. \([53]\) proposed a controlled-NOT gate where \(k\) atoms serve as the control unit, with \(k\) up to 50. Whether the sequential or the simultaneous version of the gate in Ref. \([53]\) is implemented, it will suffer from motional dephasing in any gap time. Similarly, the three-qubit Deutsch and Toffoli gates in Ref. \([53]\) can also benefit from the theory in this work. The three-qubit gates in \([50, 53]\), however, require excitation of Rydberg eigenstates, and thus can not use the method in this work directly unless the method in Sec. \(\text{IV}A\) is employed.

C. Comparison with the protocol in Ref. \([28]\)

Besides this work (denoted as Paper I), Ref. \([28]\) (denoted as Paper II) has recently presented another protocol for a similar purpose. In addition to their distinct physics, there are several differences between Paper I and Paper II.

First, the protocol in Paper I can work either with a gap time or not, while the protocol in Paper II always comes with a gap time when the state of the atom changes back and forth between two Rydberg eigenstates. Regarding their application in quantum gates, the theory in both Paper I and Paper II can be used for the traditional Rydberg blockade gate which has gap times, but only the theory in Paper I can be directly used for high-fidelity gate implemented by a single laser pulse as proposed in Ref. \([22]\) and discussed in Sec. \(\text{IV}A\). Recently, Ref. \([17]\) reported a fast gate protocol that can be understood as an extension of the \(U_1\) gate of Ref. \([22]\). In \([17]\), a phase shift \(\xi\) is inserted into the Rabi frequency at the middle of the gate sequence, which leads to a condition \(2\alpha - \beta = \pi\) in the two angles \(\alpha\) and \(\beta\) of the \(U_1\) gate in \([21]\). Because there is a finite transient time to induce the phase shift which effectively breaks the pulse into two pieces, optimization as in \([17]\) may be necessary if the theory in Paper I is used in such a case.

Second, the method in Paper I needs four sets of laser fields to excite the Rydberg state for each qubit, while the protocol in Paper II only needs two, as in the conventional two-photon excitation of Rydberg states \([13, 17, 18, 20, 22]\). This means that the protocol in Paper II is relatively simpler to implement.

Third, the magnitudes of Rabi frequencies used in different stages of the protocol in Paper II can not be equal and should satisfy a condition determined by the wavelengths of the laser fields, while those in Paper I can be equal. On the other hand, the methods in both papers work well only when \(kv/\Omega < 1\) (a figure of merit of 0.1 should be good enough), where \(v\) is a typical velocity of the qubit. As a consequence, if \(\Omega\) should be bounded below a certain value, the method in Paper I can have a better performance especially when qubits are cooled only to the submillikelvin regime. For qubits cooled to around 10 \(\mu\text{K}\), the methods in both papers are comparable.

Fourth, the method in Paper I can use the \(6p\) \((7p)\) state (henceforth referred to as \(|e\rangle\)) for the excitation of Rydberg states in \(87\text{Rb}\) \((^{133}\text{Cs})\), and meanwhile the intermediate state used during the gap time (referred to as \(|e'\rangle\)) can be even higher than \(|e\rangle\), as shown in Fig. \(8\). On the other hand, at least one of \(|e\rangle\) and \(|e'\rangle\) should be the lowest \(p\) state in the method of Paper II. Because the dipole moment between \(|e(e')\rangle\) and a high-lying Rydberg state is small, it is desirable to use higher \(|e(e')\rangle\) for achieving larger Rabi frequencies so that shorter gate operation is obtained that comes with less Doppler dephasing. However, the dipole moment between \(|1\rangle\) and \(|e\rangle\) also decays quickly if \(|e\rangle\) goes up. So a compromise is to choose the second \(p\)-orbital state, i.e., \(6p\) \((7p)\) state as \(|e\rangle\) for \(87\text{Rb}\) \((^{133}\text{Cs})\), as done in recent experiments of Rydberg gates \([17, 18, 22, 24]\). This means that compared with the method in Paper II that is restricted to smaller Rabi frequencies, the method in Paper I can be faster if configurations as in Fig. \(8\) are employed.

According to the differences described above, it should be useful to implement the method in Paper II in the control qubit for the Rydberg blockade gate. Although the target qubit still suffers from dephasing, it does not have any gap time so that one can get a fidelity larger than
that of the traditional gate. For further improvement, the method in Paper I can be used in the target qubit to suppress the dephasing in it. Of course, it should be easier to use the theory in either Paper I or Paper II for all qubits in a large-scale quantum processor.

V. CONCLUSIONS

We introduce a theory to suppress the motion-induced dephasing of the transition between ground and Rydberg states of a flying neutral atom. The theory relies on using two counterpropagating sets of fields to excite two Rydberg states, |r⟩₁ and |r⟩₂. The Rabi frequencies for |r⟩₁ and |r⟩₂ are Ωe^{i(k(z₀+tvt)} and (Ωe^{-i(k(z₀+tvt)}), respectively, where the atomic speed along the light propagation is v. This method results in a high-fidelity excitation of Rydberg state by one π pulse, and an accurate deexcitation of Rydberg state by a 3π pulse. When there is a gap time between the excitation and deexcitation of the Rydberg states, infrared laser fields can be used to induce a transition between |r⟩₁(2) and another Rydberg state |r⟩₃ that is near |r⟩₁(2). Because |r⟩₁, |r⟩₂, and |r⟩₃ are all Rydberg states, the atom can still block the Rydberg excitation of a nearby atom during the gap time, so that the presence of the infrared laser fields has no detrimental effect on the blockade mechanism. We find that one can restore the state from Rydberg to ground states after the gap time when the wavevectors for the Rydberg excitation (deexcitation) and that of the infrared laser fields are equal, which is a condition that can be satisfied with a negligible error for both rubidium and cesium. Numerical simulation shows that a Rydberg blockade gate by this method can suppress the dephasing error by more than one order of magnitude compared to the gate by the traditional pumping method with the same gap time. Then, it becomes possible to recover the intrinsic fidelity of the blockade gate with atoms cooled only to the order of 10 µK. This theory breaks the fundamental coherence limit set by the atomic motion in a number of applications by using Rydberg atoms. It also brings opportunity to use quantum interference to suppress decoherence in a general quantum system.
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