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Abstract

Content-based histopathological image retrieval (CB-HIR) has become popular in recent years in the domain of histopathological image analysis. CBHIR systems provide auxiliary diagnosis information for pathologists by searching for and returning regions that are contently similar to the region of interest (ROI) from a pre-established database. While, it is challenging and yet significant in clinical applications to retrieve diagnostically relevant regions from a database that consists of histopathological whole slide images (WSIs) for a query ROI. In this paper, we propose a novel framework for regions retrieval from WSI-database based on hierarchical graph convolutional networks (GCNs) and Hash technique. Compared to the present CBHIR framework, the structural information of WSI is preserved through graph embedding of GCNs, which makes the retrieval framework more sensitive to regions that are similar in tissue distribution. Moreover, benefited from the hierarchical GCN structures, the proposed framework has good scalability for both the size and shape variation of ROIs. It allows the pathologist defining query regions using free curves according to the appearance of tissue. Thirdly, the retrieval is achieved based on Hash technique, which ensures the framework is efficient and thereby adequate for practical large-scale WSI-database. The proposed method was validated on two public datasets for histopathological WSI analysis and compared to the state-of-the-art methods. The proposed method achieved mean average precision above 0.857 on the ACDC-LungHP dataset and above 0.864 on the Camelyon16 dataset in the irregular region retrieval tasks, which are superior to the state-of-the-art methods. The average retrieval time from a database within 120 WSIs is 0.802 ms.

1. Introduction

With the development of digitalization techniques for pathology, the computer-aided cancer diagnosis methods based on histopathological image analysis (HIA) have been widely studied. In recent years, the researches are generally focused on the histopathological image classification, segmentation, and object detection. The applications can provide the pathologists a definitely suggestion for diagnosis and even automatically generate a quantitative report for the input case. The output is flat and visualized. It determines the models are convenient to deployment in digital pathology platforms. Nevertheless, the limitation of these methods is also apparent. Generally, models of image classification, segmentation and detection can hardly provide additional diagnosis information beyond the flat model output. Specifically, these methods predict where and what the cancer it is but can hardly provide the dependence or reason of the decision.

Content-based histopathological image retrieval (CBHIR) is an emerging approach in the domain of HIA. CBHIR derived from content-based image retrieval (CBIR), which is another popular methodology besides image classification, segmentation and detection in natural scene image processing. CBHIR searches for a pre-established WSI database for the regions the pathologist concerned and provides contently similar regions to the pathologists for reference. Compared to the typical HIA methods mentioned above, CBHIR methods provide more valuable information including similar regions from diag-
nosed cancer cases, the corresponding meta-information and the diagnosis reports of experts stored along with the cases in the digital pathology platform. The informative output can be regarded as the dependence of the automatic diagnosis, which is of developmental significance to pathologists.

In recent five years, the techniques of whole slide imaging are well developed and gradually popularized in clinical diagnosis. The size of histopathological whole slide images (WSIs) database are rapidly increased. In this situation, it is crucial and yet challenging to develop effective methods for retrieving diagnostically relevant sub-regions from large-scale WSI-database.

In this paper, we propose a novel CBHIR framework for diagnostically relevant region retrieval from large-scale WSI-database based on graph convolutional network (GCN) [45] and hashing method. Different from the present sub-regions retrieval frameworks [23, 30, 57, 58], we propose constructing graphs for the sub-regions in the WSI to describe the structural information within the regions and employing GCNs with differentiable pooling modules to encode the graph features into uniform retrieval indexes. Both the local features and structural information in the regions are effectively preserved in the encoding. Moreover, we modified the GCN model with hashing methodology to ensure the efficiency of retrieval. The proposed method was evaluated on two public available histopathological WSI datasets and compared with the state-of-the-art methods developed for histoapthological image retrieval. The experimental results have demonstrated the effectiveness and efficiency of our method.

The contribution of this paper to the problem is three-fold:

1) We proposed a novel WSI encoding methods based on graph convolutional networks. To our knowledge, we are the first to use GCNs for histopathological image retrieval. Besides the local features of tissue regions, the distribution of tissue is considered in the process of WSI encoding. The accuracy and scalability of CBHIR has been significantly improved.

2) We designed a GCN-Hash model by combining the GCN structure with the Hash model. The GCN-Hash model can be trained end-to-end from graphs with variable number of nodes to the binary-like codes and the retrieval can be achieved based on hamming distances between binary codes. The speed of retrieval has been effectively improved. It determines the proposed method is applicable to practical large-scale WSI database.

3) We designed experiments to verify the proposed retrieval framework with CBIR metrics and compared it with 4 state-of-the-art retrieval framework proposed for histopathological images on two public accessible datasets involving two typical types of cancer. The experimental results have demonstrated the proposed GCN-Hash model have achieved the state-of-the-art retrieval performance.

The remainder of this paper is organized as follows. Section 2 reviews the history of the art retrieval. Section 3 introduces the methodology of the proposed method. The experiment and discussion are presented in Section 4. Section 5 summarizes the contributions.

2. Related Works

The objects in the studies on CBHIR have been through cells/nuclei, image patches and whole slide images along with the development of digital pathology. The typical methods related to our work are reviewed in this section.

2.1. Retrieval methods for cells and patches

The early studies focused on the cell retrieval from histological images that were captured under the optical microscopy [8, 7, 44]. With the development of the digitalization of histological sections, the CBHIR frameworks for patch-level retrieval were proposed. For example, The methods [53, 59, 52] employed the classical image features to depict the histopathological images and achieved the patch-level retrieval. Then, the retrieval methodology was studied in various aspects.

A number of works concentrated on extracting high-level features of histopathological images to improve the accuracy of retrieval. Specifically, CBHIR frameworks based on manifold learning [11, 37], semantic analysis [4, 5, 55], spectral embedding [38] and fine-designed local descriptors [39, 12] have been developed and have proven effective in improving the accuracy of retrieval. Meanwhile, other works [15, 57, 10] proposed utilizing the contextual information by combining features from multiple magnifications of histopathological images to enhance the representations of image patches and thus improve the performance of retrieval. As for the online usage of CBHIR, the security of retrieval has already been considered [6].

Besides the retrieval accuracy, the efficiency of CBHIR has become increasingly popular in the recent years. To satisfy the application for database consisting of massive histopathological images, hashing techniques were introduced. Typically, Zhang et al. [52, 51, 22] introduced supervised hashing with kernels (KSH) [28] into the CBHIR. Shi et al. [46] utilized a graph hashing model to learn the similarity relationship of hitopathological images. With hashing functions, the images are encoded into an array of binary codes. And the similarities among images are measured by Hamming distance, which is able to be calculated very efficiently using bitwise operations by computer. More recently, the end-to-end deep learning frameworks [35, 34, 33] were constructed based on CNNs to directly encode histopathological images into binary codes. The
overall performance of patch-level CBHIR has been further improved.

2.2. Whole slide image database retrieval

With the widely application of digital pathology, the present database in clinical applications usually consists of massive WSIs. It has become crucial to retrieve and return relevant sub-regions from the WSI-database for a region the pathologist provided during the diagnosis.

In the previous study, Ma et al. [29] proposed dividing the WSIs into sub-regions following the sliding window paradigm and encoding the individual regions to establish the retrieval database. It is a convenient strategy to index WSIs for sub-regions retrieval. However, the tissue appearance was ignored in the division of WSIs and retrieval instances in the database were limited into rectangle images in fixed sizes. It gaps from the applicable situation where the ROIs are usually defined by pathologists with free-carves in various shapes and sizes.

Then, several retrieval strategies have been developed to improve the scalability of the retrieval framework. Zheng et al. [57] proposed segmenting a WSI into super-pixels and defining the super-pixels as retrieval instances. Further, Ma et al. [30] proposed merging the super-pixels into irregular regions based on selective search [40] to index the WSI. The query ROI in these methods was not restricted in rectangle regions. However, the representation of an irregular region was obtained by the max-pooling of the features of super-pixels. The size and shape of regions were not described. In the methods [23] and [58], the ratio of histological objects has been considered by measuring the similarity between each pair of local features across two regions. Nevertheless, the adjacency relationship of different types of histological objects are hardly measured in these methods and thereby the structural similarity between tissue regions are difficult to be recognized in the retrieval procedure.

To conquer the drawbacks in the present methods, we proposed to construct graphs within the irregular sub-regions to depict the structure of tissue. Furthermore, motivated by the development of graph information analysis (e.g. molecules structure recognition and social network analysis) based on graph neural networks (GNNs) [9, 24, 14, 41, 45], we proposed to establish an end-to-end networks based on GNNs to encode the graphs into uniform indexes. Therefore, both the local features and adjacency relationships are hopefully preserved in the indexes and reflected in the results of retrieval.
### 3. Methods

#### 3.1. Overview

The proposed CBHIR framework is illustrated in Fig. [1]. The WSIs are first divided into patches and converted into image features using a pre-trained convolutional neural networks (CNN). Then, graphs of tissue are established based on spatial relationships and feature distances of patches. Finally, the tissue-graphs are fed into the designed GCN-Hash model to obtain the binary indexes for retrieval. In this section, the method for tissue graph construction is firstly introduced and then the GCN-Hash model will be presented.

#### 3.2. Tissue graph construction

In our method, the sub-regions in the WSI are described by graphs. The flowchart to construct graphs for a WSI is presented in Fig. [2]. The patches are fed into a pre-trained convolutional neural network (CNN) to extract patch features. Then, graphs are defined based on the sub-regions by regarding the patch as the graph vertex and the spatial adjacency as the graph edge. Therefore, a set of graphs are constructed (Fig. [2](c)) for the WSI.

A graph $G$ is generally represented as $(A, X)$, where $A \in \mathbb{R}^{n \times n}$ is an adjacent matrix that defines the connectivity in $G$ with $n$ nodes, and $X \in \mathbb{R}^{n \times d_f}$ denotes the node feature matrix assuming each node is represented as a $d_f$-dimensional vector. For convenience, the graphs in the s-th WSI are represented by a set $G_s = \{G_i | i = 1, 2, ..., n_s\}$, where $n_s$ denotes the number of graphs in the s-th WSI. The set $G_s$ can cover the entire content of the WSI and thereby are used to index the WSI for retrieval. There are two main techniques in stage of tissue graph construction.

The one is the feature extractor for image patches based on CNN. CNN [19, 20] has been well studied in recent years for which the methodology of CNN will not be detailed in this paper. Letting $I_i$ represent the i-th patch in a WSI, the process of feature extraction can be described as

$$x_i = \mathcal{F}_{CNN}(I_i),$$

where $\mathcal{F}_{CNN}$ represents a CNN feature extractor that takes a image patch as the input and outputs $d_f$-dimensional column vector.

The other main technique is the hierarchical agglomerative clustering (HAC) algorithm [10], which is employed in the flowchart to merge the patches and generate graphs. HAC is designed to merge a set of samples to an assigned number of clusters. In each iteration of HAC, the most similar two clusters under specific similarity measurement are combined. Specifically for WSIs, we propose regarding the feature $x_i$ as the initial cluster and utilizing error sum of squares (EES) [43] as the similarity measurement between clusters. Besides, an adjacency matrix $A_s \in \{0, 1\}^{m_s \times m_s}$ is generated to indicate the connectivity of $m_s$ patches in

| Algorithm 1: The algorithm of tissue graph construction. |
|---------------------------------------------------------|
| **Input:** m_s \rightarrow The number of patches in the s-th WSI; |
| \{x_i | i = 1, 2, ..., m_s\} \rightarrow The feature vectors of patches; |
| A_s \in \{0, 1\}^{m_s \times m_s} \rightarrow The adjacency matrix of patches; |
| \hat{g}_s \rightarrow The target number of graphs (\hat{g}_s \leq m_s); |
| **Output:** G_s |
| for i = 1 to m_s do |
| \begin{align*}
| & C_i \leftarrow \{x_i\}; \\
| & \text{end}
| \end{align*} |
| C \leftarrow \{C_i | i = 1, 2, ..., m_s\}; |
| g_s \leftarrow m_s; |
| while g_s > \hat{g}_s do |
| \begin{align*}
| & T \leftarrow \emptyset; \\
| & \text{for } (C_i, C_j) \text{ in } \{(C_i, C_j) | \exists x_p \in C_i, \exists x_q \in C_j, i \neq j, s.t. a_{pq} = 1\} \text{ do} \\
| & \begin{align*}
| & \hat{d}_{ij} \leftarrow \text{EES}(C_i, C_j); \\
| & \hat{T} \leftarrow \hat{T} \cup \{\hat{d}_{ij}\}; \\
| & \text{end}
| \end{align*} \\
| & \text{index } (p, q) \leftarrow \arg\min_{(i,j)}(\hat{T}); \\
| & C_p \leftarrow C_p \cup C_q; \\
| & C \leftarrow C \setminus \{C_i\}; \\
| & g_s \leftarrow g_s - 1;
| \end{align*} |
| \text{end} |
| G_s \leftarrow \emptyset; |
| for C_i in C do |
| \begin{align*}
| & X_i \leftarrow \{x_1, ..., x_j, ..., x_{|C_j|}\}_{x_i \in C_i}; \\
| & A_i \leftarrow \text{Seek } A_s \text{ for the adjacent relationship of patches corresponding to } X_i; \\
| & G_i \leftarrow \{X_i, A_i\}; \\
| & G_s \leftarrow G_s \cup \{G_i\}; \\
| & \text{end}
| \end{align*} |
| return G_s; |

the WSI, where $a_{ij} = 1$, $a_{ij} \in A_s$ indicates the i-th and the j-th patch are spatially 4-connected and $a_{ij} = 0$ otherwise. To ensure the merged sub-regions are spatially connected, only the pairs associated with $a_{ij} = 1$ are allowed to be merged in the iterations of HAC. The detailed algorithm of the tissue graph construction is defined in Algorithm[1].

#### 3.3. GCN-Hash for region encoding

It is challenging to simultaneously encode the node attributes and edge information into an uniform representation. In this paper, we propose a GCN-Hash model to encode sub-regions in WSIs. The algorithms involved in the GCN-Hash model will be introduced in this section.

##### 3.3.1 Graph convolutional network (GCN)

GCN is in the scope of graph neural network (GNN). Generally, a GNN can be represented following message-passing
Figure 2. The flowchart of tissue graphs, where (a) is a digital WSI, (b) illustrates the sub-regions clustered by Algorithm 1, (c) shows the graphs established on the sub-regions, and (d) jointly presents a graph and its corresponding region where the nodes are drawn on the centers of patches.

architecture

\[ H^{(k)} = M(A, H^{(k-1)}; \theta^{(k)}) \]  

(1)

where \( H^{(k)} \in \mathbb{R}^{n \times d_k} \) denotes the embedding on the \( k \)-th step of passing, \( d_k \) denotes the dimension of the embedding, \( M \) is the message propagation function \([14, 18, 24]\) that depends on the adjacent matrix \( A \), the output of the previous step \( H^{(k-1)} \) and the set of trainable parameters \( \theta^{(k)} \). \( H^{(0)} \) is the original attributes of the nodes (i.e., the CNN features \( X \) in our method). In this paper, we apply the definition of graph convolutional networks \([24]\) to specializing the propagation function. Therefore, \( M \) (Eq. 1) is formulated as

\[ H^{(k)} = ReLU(\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} H^{(k-1)} W^{(k)}) \]  

(2)

where \( \tilde{A} = A + \mathbf{I} \), \( \tilde{D} = \text{diag}(\sum_j A_{1j}, \sum_j A_{2j}, \ldots, \sum_j A_{nj}) \), and \( W^{(k)} \in \mathbb{R}^{m \times m} \) is a trainable weight matrix.

3.3.2 Differentiable pooling for hierarchical GCNs

Multiple GCNs can be stacked to learn hierarchical representations of graphs. For simplicity, the \( l \)-th GCN module with \( K \) embedding steps is represented as

\[ Z^{(l)} = H^{(K)} = \mathcal{F}_{\text{emb}}^{(l)}(A^{(l)}, X^{(l)}) \]

where \( A^{(l)} \) and \( X^{(l)} \) denote the adjacency matrix and the input features of the \( l \)-th GCN, respectively, and \( Z^{(l)} \in \mathbb{R}^{n \times d} \) is the output of the GCN.

Recently, Ying et al. \([49]\) proposed a differentiable graph pooling module (DiffPool), which enables the hierarchical GCNs to be trained in end-to-end fashion. Specifically, an additional GCN with a row-softmax output layer is designed to learn an assignment matrix:

\[ S^{(l)} = \text{softmax}_r \left( \mathcal{F}_{\text{pool}}^{(l)}(A^{(l)}, X^{(l)}) \right) \]

Algorithm 2: The feed-forward procedure of the hierarchical GCNs with \( L \) DiffPool modules.

Input:

\[ G_i = (A_i, X_i) \leftarrow \text{A given graph.} \]
\[ L \leftarrow \text{The number of GCNs / The number of pooling.} \]

Output:

\[ z_i \in \mathbb{R}^d; \text{The representation of the graph.} \]

1 \( X^{(0)} \leftarrow X_i; \)

2 \( A^{(0)} \leftarrow A_i; \)

3 for \( l = 0 \) to \( L - 1 \) do

4 \( Z^{(l)} \leftarrow \mathcal{F}_{\text{emb}}^{(l)}(A^{(l)}, X^{(l)}); \)

5 \( S^{(l)} \leftarrow \text{softmax}_r \left( \mathcal{F}_{\text{pool}}^{(l)}(A^{(l)}, X^{(l)}) \right); \)

6 \( X^{(l+1)} \leftarrow S^{(l)T} Z^{(l)} \in \mathbb{R}^{n_{l+1} \times d}; \)

7 \( A^{(l+1)} \leftarrow S^{(l)T} A^{(l)} S^{(l)} \in \mathbb{R}^{n_{l+1} \times n_{l+1}}; \)

end

9 \( z_i = \text{Maxpool}_r(X^{(L)}); \)

10 return \( z_i; \)

where \( \mathcal{F}_{\text{pool}}^{(l)} \) represents a GCN under the same definition of \( \mathcal{F}_{\text{emb}}^{(l)} \). \( S^{(l)} \in \mathbb{R}^{n_{l} \times n_{l+1}} \) \((n_{l+1} < n_{l})\) is used to assign the output representations of the \( l \)-th GCN to \( n_{l+1} \) clusters. Then, the input \( X^{(l+1)} \) and the adjacent matrix \( A^{(l+1)} \) for the next GCN are obtained by equations:

\[ X^{(l+1)} = S^{(l)T} Z^{(l)}; \]

\[ A^{(l+1)} = S^{(l)T} A^{(l)} S^{(l)}. \]

Finally, the representation of the \( i \)-th graph is defined as \( z_i \), which is the max-pooling of the \( X^{(L)} \). For clearance, the feed-forward procedure of the hierarchical embedding network used in this paper is summarized in Algorithm 2.

3.3.3 Binary encoding with Hash functions

In our method, the network is used to learn representations that are effective for data retrieval. To ensure the framework

\[ ^1 \text{E denotes the unit matrix.} \]
is applicable to practical large-scale pathological database, we modified the output of the hierarchical GCNs. Letting $Z = (z_1^T, z_2^T, \ldots, z_N^T)^T \in \mathbb{R}^{N \times d_h}$ represents the graph representations with $N$ denoting the number of training graphs, the hashing function is defined by equation

$$Y = \tanh(ZW_h + b_h),$$

where $W_h \in \mathbb{R}^{d_h \times d_h}$ and $b \in \mathbb{R}^{d_h}$ are the weights and bias for a linear projection and $d_h$ is the dimension of binary codes. $Y \in (-1, 1)^{N \times d_h}$ is the network outputs that can be simply converted into binary codes by equation

$$B = \text{sign}(Y) \in \{-1, 1\}^{N \times d_h}.$$

The loss function to minimize for training the GCN-Hash is defined as

$$J = \frac{1}{N} \frac{1}{d_h} Y Y^T - C \| \|_F^2 + \lambda \| W^T W - E \|_F^2$$ (3)

where $C \in \{-1, 1\}^{N \times N}$ is the pair-wise label matrix in which $c_{ij} = 1$ represents the $i$-th graph and the $j$-th graph are relevant and $c_{ij} = -1$ otherwise. $\lambda$ is the weight coefficient of the orthogonal regularization. Finally, the proposed GCN-Hash structure is trained end-to-end from the input graph with CNN-features to the output $Y$. For simplify, the GCN-Hash network is represented as $\mathcal{F}_{GCN-Hash}$.

3.4. Retrieval using binary codes

For each WSI in the retrieval database, a set of binary codes ($B$) that represent the graphs in the WSI can be obtained using the trained feature extraction model $\mathcal{F}_{CNN}$ and GCN-Hash model $\mathcal{F}_{GCN-Hash}$. When retrieving, the region the pathologist queries is divided into patches and converted into binary code using the same model. Then, the similarities between the query code and those in the database are measured using Hamming distance [52][50][35][57]. After ranking the similarities, the top-ranked regions are retrieved and finally returned to the pathologist.

4. Experiments

4.1. Experimental setting

The experiments were conducted on two public datasets of histopathological whole slide images. The profiles of the datasets are provided as follows.

- **Camelyon16** [2] contains 400 H&E-stained lymph node WSIs of breast involving metastases, in which 270 WSIs are defined as training samples and the remainder are used for testing. Regions with cancer in these WSIs are annotated by pathologists. In the evaluation, The training WSIs were used to train the model and establish the retrieval database and the testing WSIs were used to generate query regions.

- **ACDC-LungHP** [25] contains 150 WSIs within lung cancer regions annotated by pathologists. In the evaluation, 30 WSIs were randomly selected as the testing dataset (to generate query regions) and the remainders were used to train the retrieval models and establish the retrieval database.

All the WSIs are divided into square patches following the sliding window paradigm. The step of the window was set half of the length of the patch side. DenseNet [20] was employed as the CNN structure to extract patch features. The global average pooling (GAP) layer of the DenseNet structure was used as the feature extractor. The patch size was set $224 \times 224$ to fit the input of DenseNet. Graphs were constructed for each WSI using the algorithm provided in Algorithm 1. For convenience, the graphs for establishing the retrieval database are represented as a set $D$ and the query graphs are correspondingly represented as $Q$.

We first conducted experiments to determine hyper-parameters of models involved in our method on the training set. Then, the retrieval performance was evaluated on the testing set and compared with the state-of-the-art methods.

In the evaluation, the graphs that contain more than 10% cancerous pixels referring to the pathologists’ annotations were defined as Cancerous Graph, the graphs containing none cancerous pixels were regarded as Cancer-free Graph and the remainders were not counted in the evaluation. Letting $r_{ik} \in \{0, 1\}$ represent whether the $k$-th returned result is relevant to the $i$-th query instance. Specifically, $r_{ik} = 1$ indicates that the $k$-th result shares the same label with the $i$-th query graph and $r_{ik} = 0$, otherwise. The average precision of retrieval $AP(k)$ for top-$k$-returned regions and the mean average precision $mAP$ are used as the metrics, which are defined by equations

$$AP(k) = \frac{1}{|Q|} \sum_{i=1}^{|Q|} p_i(k),$$

$$mAP = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{|D|}{\sum_{k=1}^{|D|} p_i(k) \cdot r_{ik}} \sum_{k=1}^{|D|} r_{ik},$$

where $| \cdot |$ denotes the number of set elements and

$$p_i(k) = \frac{\sum_{j=1}^k r_{ij}}{k}$$

is the retrieval precision of the $i$-th query instance for the top-$k$ returned results. The higher the metrics, the better the retrieval performance.

---

3https://camelyon16.grand-challenge.org

Since the annotations of testing part of the data set are not yet published, only the 150 training WSIs of the data were used in this paper.
### Table 1. Classification error for different structure of DenseNet

| Structure    | Train loss | Train error | Valid loss | Valid error |
|--------------|------------|-------------|------------|-------------|
| DenseNet-121 | 0.386      | 0.176       | 0.363      | 0.158       |
| DenseNet-169 | 0.392      | 0.179       | 0.397      | 0.184       |
| DenseNet-161 | 0.390      | 0.179       | 0.379      | 0.168       |
| DenseNet-201 | **0.379**  | **0.172**   | **0.385**  | **0.165**   |

All the experiments were conducted in python with pytorch and run on a computer with double Intel Xeon E5-2670 CPUs, 128 Gb RAM and 4 GPUs of Nvidia GTX 1080Ti.

The models in the proposed method were implemented with pytorch and run on GPUs. The Adam optimizer was employed to train the networks. The dropout with a probability of 0.5 was performed to the neurons of GCNs to relieve over-fitting.

### 4.2. Hyper-parameter determination

The hyper-parameters of the CNN model and GCN model were determined within the training set. The approaches to determine the hyper-parameters are the same on the two experiment datasets and in this section the detail for the ACDC-LungHP dataset is presented.

#### 4.2.1 The structure of feature extraction CNN

The CNN was trained with the patches of the training WSIs via binary classification task. Specifically, patches in size of $224 \times 224$ pixels were sampled from the slides to train the network, where patches containing above 75% percentage of cancerous pixels were labeled as positive samples, the patches involving none cancerous pixels were regarded as negative samples and the other patches were not used. In the training, 30% patches in the training set were spared for validation.

The depth of DenseNet was tuned within the scope suggested in [20]. The best depth was determined according to the classification error of the validation data. Table 1 presents the classification results after 20 epochs of training. Lower classification error indicates more discriminative images features. Therefore, the depth of the CNN was determined as 121 according the validation error, for which the dimension of the patch features ($x_i$) is 1024.

#### 4.2.2 The structure of GCN-Hash

There are 6 hyper-parameters in the proposed GCN-Hash model. These parameters were tuned in large ranges and determined based the best mAP obtained through 5-fold cross-validation in the training set, where for each fold one part were used as query graphs and the other four parts were used to train the model and establish the database. Note that the other hyper-parameters were set fixed when one hyper-parameter was tuned. The experimental results are presented in Fig. 1.

1) The depth of the network is determined by the number of GCNs (or DiffPool modules) $L$ and the step of embedding $K$ in each GCN. A larger $L$ helps extract the local information in hierarchical way but would increase the risk of over-fitting. Therefore, $L$ was tuned from 1 to 7 and the retrieval metrics (as shown in Fig. 3(a)) indicate $L = 2$ is optimum for the dataset. In GCN, the contextual information considered for node encoding enlarges as the step of embedding $K$ increases. Particularly for histopathology diagnosis, the allocation of tissue objects is important indication for cancer diagnosis. Therefore, we ranged $K$ from 2 to 6 to find an appropriate receptive field of node on the graph. According to the results in Fig. 3(b), $K$ was set to 4.

2) The dimension of graph embedding $d$ (defined in Eq. 1) determines the width of the network after $L$ and $K$ are fixed. $d$ is positive correction with the number of trainable weights involved in the network. Besides, the ratio of nodes reduction after each DiffPool module also related to the number of trainable weights. The ratio is defined as $\alpha = n_{l+1} / n_l$ which controls the speed of nodes clustering. The mAP curves for different settings of the two parameters are provided in Fig. 3(c-d). According to the results, $d$ was set 110 and $\alpha$ was set 0.2 in the following experiment.

3) The loss function (Eq. 3) involves two main hyper-parameters: The weight coefficient of the orthogonal regularization $\lambda$ and the bit number of the binary code $d_h$. The $\lambda$ was tuned in the log space and was set to 0.005 according to the result of Fig. 3(e). The code space of Hash is in direct proportion to $2^{d_h}$. In practical application, $d_h$ should be set according to the amount of information in the retrieval database. $d_h$ was validated from 16 to 64, for which the results are shown in Fig. 3(f). The curve indicates that 48 bit is adequate to cover the information of the database. Therefore, it was set $d_h = 48$ in the following experiment.

### 4.3. Comparison with the state-of-the-art

The proposed method is compared with 4 state-of-the-art methods [35, 30, 23, 58] proposed for histological image retrieval, where the first method is designed for image patch retrieval and the others are proposed for whole slide image applications. The implementation details of the compared methods are briefly introduced as follows. For convenience, the irregular regions for retrieval are all referred by graphs.

- [35] The patches are fed into an end-to-end hashing networks based on CNN backbones to generate binary codes. Since the method was developed for database containing patches with fixed size, we modified it to adapt the irregular region retrieval. Specifically, the minimum distance between patches across two graphs was used as the distance between the two graphs.
4.3.1 Comparison of retrieval precision

We conducted experiments with graphs in different scales to comprehensively evaluate the retrieval performance of the compared method. Specifically, the number of clusters (i.e., the target number of graphs $g_i$ in Algorithm 1) for each WSI is determined by equation $g_i = \lceil m_s/\bar{n} \rceil$, where $\bar{n}$ controls the desired number of nodes in each graph. In the comparison, $\bar{n}$ was set from 30 to 90 with a step of 10 and the retrieval database and query graphs for each setting of $\bar{n}$ were obtained based on Algorithm 1. The allocation of graph node numbers are presented with boxplots in Fig. 4.
Table 2. Retrieval performance for the state-of-the-art methods, where the results for different size allocations of graphs (determined by $n$) are compared.

| Methods | $n = 20$ | $n = 40$ | $n = 50$ | $n = 60$ | $n = 70$ | $n = 80$ | $n = 90$ |
|---------|---------|---------|---------|---------|---------|---------|---------|
| AP(50)/mAP | 0.748/0.671 | 0.722/0.664 | 0.720/0.656 | 0.714/0.651 | 0.699/0.644 | 0.699/0.641 | 0.699/0.638 |
| Zheng et al. [55] | 0.797/0.702 | 0.788/0.704 | 0.789/0.703 | 0.794/0.703 | 0.780/0.701 | 0.790/0.703 | 0.793/0.704 |
| Ma et al. [50] | 0.783/0.715 | 0.783/0.719 | 0.779/0.719 | 0.788/0.718 | 0.783/0.717 | 0.789/0.718 | 0.786/0.718 |
| Jimenez et al. [23] | 0.779/0.708 | 0.777/0.709 | 0.772/0.709 | 0.779/0.708 | 0.765/0.705 | 0.786/0.707 | 0.782/0.707 |
| The proposed w/o Hash | 0.786/0.814 | 0.792/0.843 | 0.822/0.859 | 0.812/0.842 | 0.799/0.819 | 0.804/0.804 | 0.838/0.858 |
| The proposed w/o link | 0.803/0.851 | 0.812/0.852 | 0.874/0.834 | 0.823/0.867 | 0.774/0.833 | 0.821/0.833 | 0.828/0.865 |
| The proposed | 0.801/0.862 | 0.811/0.865 | 0.840/0.867 | 0.831/0.872 | 0.797/0.857 | 0.845/0.884 | 0.858/0.881 |

Figure 4. Comparison of interpolated precision-recall curves of different retrieval methods, where (a) provides the distributions of number of graph nodes obtained with different $n$, and (b-h) present the interpolated precision-recall curves for different settings of $n$, respectively.

The experimental results are summarized in Table 2. Correspondingly, the interpolated precision-recall curves...
The proposed main derives from the strategy of retrieval, which is rel-
ated to the online retrieval stage, the computational complexity
is 14.0% to 16.3% higher than the compared results in the
retrieval experiment with $n = 50$ are compared (the feature extraction time is not involved) and provided in the
Table 3. In our method, the computation for retrieval is irrelevant
to the size of query region after the encoding and therefore
the complexity is $O(bc)$ (The computational complexity of Hamming distance is $O(c)$). The average time for querying the database containing 48,353 graphs is 0.802 ms. Moreover, benefiting from the binary encoding, the similarity measurement is time-saving than those based on float-type high-dimensional features (e.g. The proposed w/o Hash and Jimenez-del-Toro et al. [23]). When the order of magnitudes of WSI in database increases and the content in the database is abundant, a Hash table can be pre-established. Then, the retrieval can be easily achieved by a table-lookup operation, for which the complexity of retrieval is potentially reduced to $O(1)$.

### 4.4. Comparison on Camelyon16 dataset

The same evaluations were completed on the Camelyon16 dataset. The hyper-parameters of the GCN-Hash model were tuned within the 270 training WSIs and were finally determined as $(L, K, d, \alpha, \lambda, d_h) = (2, 4, 100, 0.2, 0.05, 48)$. Then the training WSIs were encoded to construct the retrieval database. The 130 testing WSIs were used to generate the query graphs. The metrics of retrieval for different settings of $\bar{n}$ are compared in Table 4. It shows that the proposed method achieved best retrieval performance. The experiment results are consistent with those obtained on ACDC-LungHP dataset.

### 4.5. Visualization

To study the allocation of graph codes in high-dimensional space, we employed the t-SNE [51] tool to reduce the dimension of the outputs GCN-Hash model (Y) and project the codes in 2-dimensional space. The visualization of the retrieval database is visualized in Fig. 5, where a dot represents a graph, the body color of the dot indicates the ratio of tumor occupation in the graph referring to the color bar on the right of the figure and the size of the dot is positive correction with the scale of graphs. Obviously, the Cancerous Graphs and Cancer-free Graphs are spread to the different sides of the space. The zoom-in regions on the corners of the figure focus on four retrieval instances, where the query graph is symbolized by hexagon with red boundary, the returned graphs are plotted with circles. Correspondingly, the structures of the graphs are presented. It is distinct that the query graphs are located nearby the database graphs with correct labels. Therefore, the rele-

tant to the pixel size of query region $a$, the scale of the database $b$ and the dimension of region representations $c$. The $O$ notation for the compared methods are given in Table 3. Correspondingly, the average time consumptions for the retrieval experiment with $\bar{n} = 50$ are compared (the feature extraction time is not involved) and provided in the

### Table 3. Computational complexity for the compared methods.

| Methods                     | Complexity   | Time   |
|-----------------------------|--------------|--------|
| Shi et al. [35]             | $O(a^2bc)$   | 6.51 s |
| Zheng et al. [58]           | $O(a^2bc)$   | 91.8 ms|
| Ma et al. [30]              | $O(bc)$      | 0.791 ms|
| Jimenez-del-Toro et al. [23]| $O(a^2bc)$   | 6.71 s |
| The proposed w/o Hash      | $O(bc)$      | 3.47 ms|
| The proposed w/o link      | $O(bc)$      | 0.802 ms|
| The proposed               |              |        |

are illustrated in Fig. 4(b-h). Overall, the proposed method has achieved the best retrieval performance in the quantitative evaluation.

The retrieval strategy in methods [23] [30] [58] were also designed for query regions in various size or shape. In [30], the patch features in a region were quantified using max-pooling operation and the similarities between regions were calculated based on the pooled representations. The percentage of patches of different tissue types was ignored by the pooling operation. While, zheng et al. [58] and Jimenez-del-Toro et al. [23] proposed measuring the similarity of two regions by an ensemble of feature distances of all the patch pairs across the two regions. The local similarities between the regions are well measured in the two methods, but the global information was discarded. Furthermore, the adjacent relationship of tissue objects cannot be effectively described in these methods. In contrast, the proposed method constructed graphs within tissue regions. The information of tissue allocation has been sufficiently described and well preserved through the hierarchical embeddings of the proposed GCN-Hash model. It contributes to a significant improvement compared to the previous methods. The mAP of retrieval in ACDC-LungHP dataset is above 0.857, which is 14.0% to 16.3% higher than the compared results in the task of irregular regions retrieval.

The results of the ablation experiments are compared in the last three rows of Table 2. Overall, the retrieval precision reduced when the Hash model and edges (links) of graph were discarded. Especially for large regions retrieval (e.g. the results obtained under $\bar{n} > 50$), the consideration of graph links contributed an improvement of 2.4% to 5.1% to the mAP. The experimental results have demonstrated that 1) the adjacency relationship of tissue object is necessary and significant in the learning of tumor region representations and 2) The Hash function is effective to learn the representations for the irregular regions retrieval from WSI-database.

### 4.3.2 Comparison of computational complexity

The efficiency is equally important for CBHII system. In the online retrieval stage, the computational complexity mainly derives from the strategy of retrieval, which is rel-

| Methods                     | Complexity |
|-----------------------------|------------|
| Shi et al. [35]             | $O(a^2bc)$ |
| Zheng et al. [58]           | $O(a^2bc)$ |
| Ma et al. [30]              | $O(bc)$    |
| Jimenez-del-Toro et al. [23]| $O(a^2bc)$ |

and the dimension of region representations $c$. The $O$ notation for the compared methods are given in Table 3. The average time consumptions for the retrieval experiment with $\bar{n} = 50$ are compared (the feature extraction time is not involved) and provided in the Table 3. In our method, the computation for retrieval is irrelevant to the size of query region after the encoding and therefore the complexity is $O(bc)$ (The computational complexity of Hamming distance is $O(c)$). The average time for querying the database containing 48,353 graphs is 0.802 ms. Moreover, benefiting from the binary encoding, the similarity measurement is time-saving than those based on float-type high-dimensional features (e.g. The proposed w/o Hash and Jimenez-del-Toro et al. [23]). When the order of magnitudes of WSI in database increases and the content in the database is abundant, a Hash table can be pre-established. Then, the retrieval can be easily achieved by a table-lookup operation, for which the complexity of retrieval is potentially reduced to $O(1)$.

### 4.4. Comparison on Camelyon16 dataset

The same evaluations were completed on the Camelyon16 dataset. The hyper-parameters of the GCN-Hash model were tuned within the 270 training WSIs and were finally determined as $(L, K, d, \alpha, \lambda, d_h) = (2, 4, 100, 0.2, 0.05, 48)$. Then the training WSIs were encoded to construct the retrieval database. The 130 testing WSIs were used to generate the query graphs. The metrics of retrieval for different settings of $\bar{n}$ are compared in Table 4. It shows that the proposed method achieved best retrieval performance. The experiment results are consistent with those obtained on ACDC-LungHP dataset.

### 4.5. Visualization

To study the allocation of graph codes in high-dimensional space, we employed the t-SNE [51] tool to reduce the dimension of the outputs GCN-Hash model (Y) and project the codes in 2-dimensional space. The visualization of the retrieval database is visualized in Fig. 5, where a dot represents a graph, the body color of the dot indicates the ratio of tumor occupation in the graph referring to the color bar on the right of the figure and the size of the dot is positive correction with the scale of graphs. Obviously, the Cancerous Graphs and Cancer-free Graphs are spread to the different sides of the space. The zoom-in regions on the corners of the figure focus on four retrieval instances, where the query graph is symbolized by hexagon with red boundary, the returned graphs are plotted with circles. Correspondingly, the structures of the graphs are presented. It is distinct that the query graphs are located nearby the database graphs with correct labels. Therefore, the rele-
vant regions to the query region can be effectively retrieved by our model.

To further validate the qualitative performance of the proposed retrieval framework, we drew the graph structures on the retrieved regions. The joint visualization of WSI regions and graphs is provided in Fig. 6. It shows that the relevant regions in various shape and size for the query region are returned from the WSIs. Especially for the query instance 2 (the 3rd row in Fig. 6), relevant regions containing 15 to 59 patches are successfully retrieved for the query region within 5 nodes (i.e. covers 5 patches). The results indicate the proposed model has learned the structural patterns of tissue regions. Therefore, it is qualified to the retrieval requirement in size and shape variations.

4.6. Discussion

The appearances of query instances 0 and 2 in Fig. 6 share the same label (Cancer-free) in both the training of CNN and GCN models. While, the regions retrieved by our model also remain the corresponding appearance to each query region, i.e. the two different appearances are not confused in the retrieval model although the two appearances are told the same in the training. Supposing a classification or segmentation model trained using the same data, the predictions for the two tissue appearances are indistinguishable as they are labeled as the same thing (Cancer-free) in the training. Therefore, CBHIR is more promising in the aspect of providing assisted information than the image classification/segmentation methods to pathologists.

The encoding of regions in the proposed framework can be divided into 3 separate stages: feature extraction, graph construction and graph encoding. One of the future works will focus on combining the three stages into an integral model that can be trained end-to-end and can simultaneously predict the graph structures and the graph codes for a WSI.

CBHIR is a passive auxiliary diagnosis process where the pathologist needs to find an interested region from the WSI and then call the CBHIR application. The diagnosis mode of auxiliary could be further improved by enhancing the autonomy of the framework. Therefore, another future work will focus on developing diagnostically relevant region recommendation algorithm based on the present CBHIR models for automatic diagnosis suggestion throughout the diagnosis procedure on digital pathology platforms.

5. Conclusions

In this paper, we proposed a novel histopathological image retrieval framework for large-scale WSI-database based on graph convolutional networks and the hashing technique. The instances in the database are defined based on graphs and are converted into binary codes by the designed GCN-Hash model. The experimental results have demonstrated that the GCN-model is scalable to size and shape variations of query regions and can effectively retrieve relevant regions that contain similar content and structure of tissue. It allows pathologists to create query regions by free-curves on the digital pathology platform. Benefiting from hashing structure, the retrieval process is completed based on hamming distance, which is very time-saving. The proposed model achieves the state-of-the-art retrieval performances on two public datasets involving breast and lung cancers when compared to the present frameworks for content-based histopathology image retrieval. One future work will peruse an integral model for graph construction and indexing of whole slide images. Another future work will focus on developing diagnostically relevant region recommendation algorithm to further improving the automation of the auxiliary diagnosis based on histopathological WSIs.
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