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Abstract

Artificial Intelligence (AI) is already driving fundamental changes in health care operations and patient care, and is showing promise to significantly advance the quadruple aim - enhance the patient experience, improve population health, reduce costs and improve the provider experience. However, along with these impressive advances and the realistic potential to transform health care in the near term come thorny questions about liability and accountability, algorithmic bias and representative data, and the ability to accurately interpret and explain data.

We address the challenges of implementing AI in routine health care practice by looking at the role of data and algorithms and the implications for medical malpractice. We then summarize ongoing efforts to create AI policy and regulation globally to address these challenges in order to enable the mainstreaming of AI in health care.

Introduction

Artificial intelligence (AI) in health care[1] is the use of a collection of computing technologies that perform perception, learning, reasoning, and decision-making tasks that are designed to augment human intelligence.

The goals of AI and its applications should be to advance the quadruple aim in health care[2],[3] – enhance the patient experience, improve population health, reduce costs and improve the provider experience. AI in health care[4] can be used to augment the diagnostic process, automate image interpretation, improve clinical trial participation, reduce medication errors due to wrong dosage, detect insurance fraud, and improve the physician’s workflow by providing point of care learning, clinical documentation and quality-measurement reporting[5].

As we digitize health care[6], we must ensure AI augments and enhances human capabilities and interactions, with the goal of building trust and avoiding failures. For example, misclassification of a malignant tumor can be costly and dangerous, and a wrong diagnosis can have far-reaching consequences for a patient, such as
having further investigations and interventions recommended or even being sent to hospice.

The responsibility of establishing guidelines and policies lies under the aegis of government and regulating bodies, ideally with input from key stakeholders that include physicians, administrators, public and private institutions and patients. Along with developing new and retooled laws and regulations, these bodies should design policies to encourage helpful innovation, generate and transfer expertise, and foster broad corporate and civic responsibility to address critical issues raised by AI technologies.

As AI systems become mainstream in health care, they are susceptible to errors and failures. In a recent study, an AI system was trained to learn which patients with pneumonia had a higher risk of death. It inadvertently classified patients with asthma as being at lower risk. This was because the system failed to comprehend that people with pneumonia and a history of asthma were directly admitted into the hospital and received treatment that significantly reduced their risk of dying. The machine therefore interpreted this as someone with pneumonia and asthma having a lower risk of death[7].

Another potential obstacle to AI going mainstream is the ability to "bias" the data to cause misdiagnosis. Adversarial attacks are the ability to misclassify an output by engineering the inputs. Areas like dermatology, ophthalmology and radiology are susceptible as there are enormous incentives from which providers could benefit[9]. For example, per CMS guidelines, insurance companies have to pay for vitrectomy surgery for a confirmed diabetic retinopathy diagnosis. In order to reduce the number of procedures without making a change to the CMS policy, could an insurance company use adversarial noise to bias the positive images?

Ultimately, the impact on end-users depends on how they perceive, interpret and tolerate these shortcomings. As AI becomes more embedded in our daily lives, mistakes could have serious if not deadly consequences. Whether the mistake is an accident caused by a self-driving car[10] or a misdiagnosis of a health condition, AI systems are and will increasingly be put under heavy scrutiny.

In this paper, we will address some challenges of implementing AI in routine health care practice by looking at the role of data and algorithms and the implications for medical malpractice. We will then share ongoing efforts in creating AI policy and regulation to address these challenges in order to enable the mainstreaming/mass adoption of AI in health care.

**Challenges for Artificial Intelligence in Health Care**

AI is becoming an increasingly advanced, sophisticated, and meaningful field, and its uses and implications are far-reaching. For example, researchers at Stanford recently developed an algorithm that can detect pneumonia from chest x-rays at a level exceeding the ability of practicing radiologists[11]. Scientists at Google also developed a deep learning approach that could predict inpatient mortality, unexpected readmissions, and long length of stay more accurately than existing models by mining data from the electronic health records[12].

At the heart of AI’s value proposition is the ability to process vast amounts of data and then act on that data through algorithms using techniques such as machine learning and cognitive computing[13]. For example, case of 'Deep Patient' where researchers at Mount Sinai Hospital applied deep learning to 700,000 patient records. Without expert guidance the tool was able to identify patterns and predict the onset of diseases such as cancer of the liver. The tool also predicted the onset of schizophrenia but offered no clue as to how it did so. For a condition that is very difficult to predict even by the most experienced psychiatrist, the way the AI system came up with its decision is known as the "black box" problem[15].

Two factors that present challenges to implementing AI in health care are the role of algorithms and data and the potential ramifications for medical malpractice.

**Role of Algorithms, Data**

Computer algorithms are at the core of AI and are part of applications in education, financial services, health care, navigation, and manufacturing. These algorithms are being used to make health care decisions like prioritizing activities for staff members or triggering interventions for admitted patients such as was reported at John Hopkins Hospital[14]. In these situations, how can one trust the algorithm to do the right thing, every time? Take the case of ‘Deep Patient’ where researchers at Mount Sinai Hospital applied deep learning to 700,000 patient records. Without expert guidance the tool was able to identify patterns and predict the onset of diseases such as cancer of the liver. The tool also predicted the onset of schizophrenia but offered no clue as to how it did so. For a condition that is very difficult to predict even by the most experienced psychiatrist, the way the AI system came up with its decision is known as the “black box” problem[15].

Even more concerning, what are the consequences for the patient? If physicians tell their patients they are going to develop schizophrenia in the future and over time they do not develop it, what impact does this have on the patients? This raises another ethical dilemma as well: when physicians realize they made a wrong diagnosis due to AI, do they have an obligation to tell their patients about it?

Decisions made by predictive algorithms can be obscure because of many factors, including technical (the algorithm may not lend itself to easy explanation), economic (the cost of providing transparency may be excessive, including the compromise of trade secrets), and social (revealing input may violate privacy expectations).

In considering the application of algorithms for individual patient treatment decisions, it should be noted that the physician will have to interpret the prediction model, as it is created by
running the same algorithm on a mass scale. The physician will have to decide that the prediction score is reliable and accordingly propose a diagnosis.

Along with algorithms, AI relies heavily on patient data. To train a machine to identify specific conditions, hundreds of thousands of data elements are needed. For example, Google is using 46 billion data points to predict the medical outcomes of hospital patients [16]. The challenge here is that this need for data runs up against current models of patient privacy, consent, and control. Implementing AI in health care could violate HIPAA (Health Insurance Portability and Accountability Act) policies [17].

Although HIPAA does not specifically address technologies such as AI, HIPAA was put in place to protect individuals’ medical records and other personal health information. And there is a rapidly emerging move by consumers and patients to stop the “gold rush” mentality of industry to toss aside privacy and consent models [18]. Companies like Luna DNA and other blockchain formulations are empowering consumers and patients to share data [19], but retain control.

Patients are now understanding the importance of meaningful notice, consent, and control over their data, both HIPAA-covered data and data outside of HIPAA jurisdiction.

**Implications for Medical Malpractice**

As algorithms ingest large quantities of high-quality datasets from across the health care ecosystem, the use of AI will, over time, result in fewer misdiagnoses and errors [20]. The AI machine will be able to predict diagnosis based on complex relationships between the patient and expected treatment results without explicitly identifying or understanding those connections. We are now entering an era where the medical decision-making burden shifts from the physician to an algorithm. What happens when the physician pursues an improper treatment—based on an algorithm—that results in an error?

In the US, medical malpractice is a professional tort system that holds physicians liable when the care they provide to patients deviates from accepted standards so much as to constitute negligence or recklessness [21]. The system has evolved around the conception of the physician as the trusted expert, and presumes for the most part that the diagnosing or treating physician is entirely responsible for his or her decisions and thus accountable if the care provided is negligent or reckless. In England and Wales, medical liability is under the law of tort, specifically negligence [22]. It is general practice in cases of clinical negligence that National Health Service Trusts (NHS) and Health Authorities are liable and are the bodies that are sued, rather than individual clinicians. The NHS has provided guidance that it will accept full financial liability where negligent harm has occurred, and will not seek to recover costs from the health care professional involved [23].

Who is liable for erroneous care based on a decision made by a machine is a hard problem to solve. Future malpractice guidelines should incorporate such considerations by including health care professionals but also software companies that created the algorithm.

In 2018, IDx-DR became the first and only FDA-authorized AI system used for the autonomous detection of diabetic retinopathy using deep learning algorithms [24]. IDx, the company that developed the system, carries medical malpractice and liability insurance [25]. The autonomous diagnostic AI is responsible for performing within specification for on-label use of the device, while in an off-label situation, the liability for an erroneous treatment decision typically would be with the physician using it off-label.

As AI evolves rapidly, the adoption and diversity of applications in medical practice are outpacing the critical need of establishing standards and guidelines to protect the health care community. There is a need for key stakeholders from both the public and private sector to collaborate and recommend policy guidelines to enable the safe use of AI.

**Ongoing Efforts in Creating AI Policy**

A systematic search revealed multiple initiatives underway in governments, academia, international consortiums, organizations and technology companies where policy guidelines and recommendations are being identified to address both the data and algorithm components of AI. Subject matter experts in these groups include members from science, engineering, economics, ethics, regulation and policy. While the majority of these recommendations do not directly address the health care industry, many could be applicable to the use of AI in health care.

In the following table we briefly summarize activities, in chronological order starting in 2016, that have gained significant momentum based on their impact and highlight if these are guidelines and recommendations to drive policy or enacted into legislation. We also call out if these recommendations apply to health care (Table 1).

**General Data Protection Regulation (GDPR)**

The GDPR [26], adopted by the European Parliament and Council in April 2016, is the first piece of EU legislature that explicitly addresses algorithmic discrimination. Recital 71 states a requirement to “implement technical and organizational measures that prevent, inter alia, discriminatory effects on natural persons based on racial or ethnic origin, political opinion, religion or beliefs, trade union membership, genetic or health status or sexual orientation, or that result in measures having such an effect.” These characteristics are referred to as “special categories”, and have their basis in non-discrimination legislation, such as Article 14 of the European Convention on Human Rights (EC, 2010).
Moving beyond recitals [35], GDPR addresses algorithmic discrimination by two key principles. The first, data sanitization, is the removal of special categories from datasets used in automated decision making. This principle is introduced by Article 9: Processing of special categories of personal data, which establishes a prima facie prohibition against “the processing of data revealing racial or ethnic origin” and other “special categories”. It is strengthened under Article 22: Automated individual decision-making, including profiling, which specifically prohibits “a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her” that is “based on the special categories of personal data referred to in Article 9” (art. 22(2)).

The second principle, algorithm transparency, introduces the “right to explanation” [30], whereby data subjects are entitled to “meaningful information about the logic involved, as well as the significance and the envisaged consequences” when automated decision making or profiling takes place (art. 13(2)(f); art. 14(2)(g)). In Article 12: Transparent information, communications and modalities for the exercise of the rights of the data subject, the GDPR further specifies that such information must be provided “in a concise, transparent, intelligible and easily accessible form, using clear and plain language.”

G-7

At the April 2016 Group of Seven (G-7) ministerial meeting on information and communication technology in Shikoku, Japan’s communication minister Sanae Takaichi proposed setting up an international set of basic rules for developing AI [27]. The guidelines will include AI programs to be designed to not pose dangers to human lives and physical safety, have emergency stops and correct actions in real-time, protect themselves against cyber-attacks so that people with malicious intentions cannot take control and be transparent to examine AI’s actions[36].

The One Hundred Year Study on Artificial Intelligence

In the fall of 2014 a long-term investigation of the field of AI and its influence on people, their communities, and society called “The One Hundred Year Study on Artificial Intelligence” was commissioned[28]. The study considered the science, engineering, and deployment of AI-enabled computing systems. The study panel reviewed AI’s progress in the recent years, envisioned the potential advances that lay ahead, and described the technical and societal challenges and opportunities the field raised in areas of ethics, economics, and the design of systems compatible with human cognition.

To help address the concerns about the individual and societal implications of rapidly evolving AI technologies, the study panel offers three general policy recommendations[28]. The first is to define a path toward accruing technical expertise in AI at all levels of government. Effective governance requires more experts who understand and can analyze the interactions between AI technologies, programmatic objectives, and overall societal values. The second focuses on removing the perceived and actual impediments to research on the fairness, security, privacy, and social impacts of AI systems. The third recommends increasing public and private funding for interdisciplinary studies of the societal impacts of AI.

National Science and Technology Council

To coordinate all federal activities in AI, in 2016 the United States government formed a National Science and Technology Council (NSTC) subcommittee on Machine Learning and Artificial Intelligence [37]. The NSTC then directed a subcommittee on Networking and Information Technology Research and Development (NITRD) to create a National Artificial Intelligence Research and Development Strategic Plan [38].

The plan laid out a seven-point strategy that included:

1. Making long-term investments in AI research
2. Developing effective methods for human-AI collaboration
3. Understanding and addressing the ethical, legal, and societal implications of AI
4. Ensuring the safety and security of AI systems
5. Developing shared public datasets and environments for AI training and testing
6. Measuring and evaluating AI technologies through standards and benchmarks
7. Better understanding the national AI R&D workforce needs [29].

For health care, the recommendation was to improve explainability and transparency related to the use of AI algorithms, as they are based on deep learning and are opaque to users, with few existing mechanisms for explaining their results. From a liability perspective, physicians need to know why a decision was suggested and need explanations to justify a diagnosis or a course of treatment.

Royal Statistical Society (RSS)

In April 2017, the Royal Statistical Society (UK) [30] provided its recommendations to the House of Commons Science and Technology Select Committee inquiry for the use of algorithms in decision-making. The inquiry was focused on issues of governance, transparency, and fairness relating to algorithms.

The recommendations included the establishment of an independent Data Ethics Council which could provide impartial
advice to the government, the private sector, and the public on topics related to use of algorithms, allow existing laws (e.g., anti-discrimination) to manage issues arising due to the unfair use or results from using algorithms, develop professional standards for data science (including the incorporation of strong ethical training in data science courses), and making use of existing industry regulators to take on monitoring of outcomes from algorithms to check for bias.

Association of Computing Machinery (ACM)

In May 2017, the ACM US Public Policy Council and the ACM Europe Council Policy Committee issued a set of seven principles designed to address: (a) potential harmful biases generated by algorithms that are not transparent; and (b) biased input data used to train these algorithms[31]. These recommendations were not health care specific, but laid the foundation to provide context for what algorithms are, how they make decisions, and the technical challenges and opportunities to prevent and mitigate potential harmful bias.

American Medical Association (AMA) Guidance for Health Care Stakeholders

Table 1: Summary of global initiatives developing AI policy guidelines.

| # | Initiative | Summary |
|---|---|---|
| 1 | General Data Protection Regulation (2016; GDPR) [26] | • GDPR explicitly addresses algorithmic discrimination by |
|   |   | • “Data Sanitization” – removing special categories from data sets used in automated decision making. |
|   |   | • “Right to Explanation” whereby data subjects are entitled to meaningful information about the logic involved, as well as the significance and the envisaged consequences when automated decision making or profiling takes place |
|   |   | • Enacted into legislation |
| 2 | Group of Seven (2016; G-7) [27] | • G-7 ministerial meeting on information and communication technology proposed setting up an international set of basic rules for developing AI. |
| 3 | The One Hundred Year Study on Artificial Intelligence (2016; US) [28] | • Study by Stanford University to address concerns about the individual and societal implications of AI |
|   |   | • Three general policy recommendations that include accruing technical expertise in AI, removing perceptions and impediments to AI research and increasing funding for interdisciplinary studies |

The seven principles for algorithmic transparency and accountability focused on creating awareness of biases and potential harm, access and redress for individuals that are affected, accountability for using algorithms to make decisions, explanation of the procedures followed by the algorithm and decision made, data provenance, auditability of models, algorithms, data and decision and finally validation and testing of methods and results.

Organization for Economic Co-operation and Development (OECD)

In September 2017, OECD published a report on Algorithms and Collusion[32]. The paper addressed challenges algorithms present for both competition law enforcement and market regulation. It also reported on market regulation and how traditional tools might be used to tackle forms of algorithmic collusion. Given the multi-dimensional nature of algorithms, the report suggests that policy approaches should be developed in cooperation with competition law enforcers, consumer protection authorities, data protection agencies, relevant sectoral regulators and organizations of computer sciences with expertise in deep learning.
4. National Science and Technology Council (2016; US)[29]  • NTSC subcommittee on Machine Learning and Artificial Intelligence  • Strategy to coordinate all US government activities in AI  • Seven-point strategy with recommendations specific to health care (explainability and transparency)

5. Royal Statistical Society (RSS) (2017; UK) [30]  • RSS’s recommendations to the House of Commons Science and Technology Select Committee inquiry around the use of algorithms in decision-making  • Recommendations include setting up an independent data ethics council to provide advice to government, public and private sector on the use of algorithms

6. Association of Computing Machinery (ACM) (2017; US, Europe) [31]  • Developed by ACM’s US Public Policy Council and Europe Council Policy Committee  • Seven principles to address potential harmful biases generated by algorithms - awareness, access, accountability, explanation, data provenance, auditability and validation

7. Organisation of Economic Co-Operation and Development (2017; OECD) [32]  • OECD’s report on Algorithms and Collusion recommended that policy approaches should be developed in co-operation with competition law enforcers, consumer protection authorities, data protection agencies, relevant sectorial regulators and organizations of computer sciences with expertise in deep learning

8. AMA Guidance for Health Care Stakeholders (2018; US) [33]  • First policy on health care Augmented Intelligence  • Report provided that the overarching goal of AI in health care is to be human-centered and augment human intelligence and advance the quadruple aim: improve population health; improve health outcomes and patient satisfaction; increase value; and improve health care team satisfaction

9. International Telecommunications Union (ITU) and World Health Organization (WHO) Joint Focus Group on Artificial Intelligence for Health[34]  • Recently formed focus group to identify opportunities for international standardization of AI for health-relevant data, information, algorithms, and processes, which will foster the application of AI to health issues on a global scale. The goal is to establish a standardized assessment framework with open benchmarks for the evaluation of AI-based methods for health, such as AI-based diagnosis, triage or treatment decisions.

Table 2: Summary of AMA Policy Recommendations.

| #  | Summary of AMA Policy Recommendations |
|----|---------------------------------------|
| 1  | Leverage its ongoing engagement in digital health and other priority areas for improving patient outcomes and physicians’ professional satisfaction to help set priorities for health care AI. |
| 2  | Identify opportunities to integrate the perspective of practicing physicians into the development, design, validation, and implementation of health care AI. |
| 3  | Promote development of thoughtfully designed, high-quality, clinically validated health care AI that: a. is designed and evaluated in keeping with best practices in user-centered design, particularly for physicians and other members of the health care team; b. is transparent; c. conforms to leading standards for reproducibility; d. identifies and takes steps to address bias and avoids introducing or exacerbating health care disparities including when testing or deploying new AI tools on vulnerable populations; and e. safeguards patients’ and other individuals’ privacy interests and preserves the security and integrity of personal information. |
| 4  | Encourage education for patients, physicians, medical students, other health care professionals, and health administrators to promote greater understanding of the promise and limitations of health care AI. |
| 5  | Explore the legal implications of health care AI, such as issues of liability or intellectual property, and advocate for appropriate professional and governmental oversight for safe, effective, and equitable use of and access to health care AI. |

In Jun 2018, the AMA’s House of Delegates comprised of proportional representations of every major national medical specialty society and state medical associations adopted its first policy on health care Augmented Intelligence[33]. The report accompanying the policy included a discussion of current generation AI systems that should augment clinical decision-making of physicians. It advanced that concept that physicians and machine working in combination improve clinical decision-making and patient health outcomes. In order to underscore the central role that humans must continue to play in health care even when enhanced with AI systems, the report utilized the term augmented intelligence instead of artificial intelligence. This reflected terminology that was utilized by others deploying AI systems in health care (such as IBM, Microsoft and Siemens). The policy
report stated that the overarching goal of AI in health care is to be human-centered and augment human intelligence and advance the quadruple aim: improve population health; improve health outcomes and patient satisfaction; increase value; and improve health care team satisfaction (Table 2).

**International Telecommunications Union (ITU) and World Health Organization (WHO) Joint Focus Group on Artificial Intelligence for Health**

The International Telecommunication Union (ITU) has established a new Focus Group on “Artificial Intelligence for Health” (FG-AI4H) in partnership with the World Health Organization (WHO)[34]. FG-AI4H will identify opportunities for international standardization of AI for health-relevant data, information, algorithms, and processes, which will foster the application of AI to health issues on a global scale. In particular, it will establish a standardized assessment framework with open benchmarks for the evaluation of AI-based methods for health, such as AI-based diagnosis, triage or treatment decisions.

**Summary and Conclusion**

AI has the potential to drive valuable transformation in health and in the health care ecosystem. However, several concerns continue to impede the assimilation of AI into the mainstream of health care and multiple other fields. These concerns include algorithmic transparency, liability, accountability, algorithmic bias, representative data, interpretability and explainability.

Numerous governments, consortia and academic or scientific groups have assembled expert stakeholders from multiple disciplines to work toward recommending action steps to alleviate these concerns. A critical component of these recommendations is making long-term investments in AI research along with understanding and addressing the ethical, legal and societal implications of AI. Additional steps include creating awareness of biases and potential harm along with explaining the procedures used by an algorithm and how a decision was made. Establishing independent councils to provide impartial advice to the government, the private sector and the public on topics related to use of algorithms will also help alleviate concerns with taking AI mainstream.

For health care professionals, the recommendations by the American Medical Association (AMA) may hold the most appeal, as they advance the concept that physicians and a machine working in combination have the greatest potential to improve clinical decision-making and patient health outcomes.

Finally, this field is still evolving and thus the entire industry may have to take a wait and see approach before settling on the right set of policies and regulations to mainstream AI in health care.
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