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Background

The data produced by long-read third-generation sequencers have unique characteristics compared to short-read sequencing data, often requiring tailored analysis tools for tasks ranging from quality control to downstream processing. The rapid growth in software that address these challenges for different genomics applications are difficult to keep track of, which makes it hard for users to choose the most appropriate tool for their analysis goal, and for developers to identify areas of need and existing solutions to benchmark against.

Findings

We describe the implementation of long-read-tools.org, an open-source database that organises the rapidly expanding collection of long-read data analysis tools and allows its exploration through interactive browsing and filtering. The current database release contains 478 tools across 32 categories. Most tools are developed in Python and the most frequent analysis tasks include basecalling, de novo assembly, error-correction, quality checking/filtering, and isoform detection, while long-read single-cell data analysis and transcriptomics are areas with the fewest tools available.

Conclusion

Continued growth in the application of long-read sequencing in genomics research positions the long-read-tools.org database as an essential resource that allows researchers to keep abreast of both established and emerging software to help guide the selection of the most relevant tool for their analysis needs.
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Response to reviewers

We thank the reviewers for their helpful and encouraging comments. In addition to our in-line response to each point, here is a summary of the changes to the manuscript and database:
- we registered long-read-tools.org on bio.tools (biotools:long-read-tools) and SciCrunch (RRID:SCR_019116)
- the "Benchmarks" and "Tutorials" tabs are now live and we hope they will make long-read-tools even more useful and easy to navigate.
- Programming language and license extraction from GitHub repos are now automated, avoiding mistakes and ameliorating formatting consistency
- The database now reports recent citations (from the past year) as well as total citations, making it easier to track a tool's popularity. We have updated figure 3 with this data.
- We audited all the entries in the database to update DOIs for preprinted work that is now published, check the validity of the links to the code, and annotate deprecated tools.
- Having added a few more tools, the database contains 478 tools as of Dec 20th 2020.
- All figures and statistics have been updated to reflect the state of the database as of Dec 20th 2020.

Reviewer #1:
1) When on the "Tools" tab, if I click on a tool, then on one of its categories, I'm redirected to the "Tools" tab, but the chosen category is not taken into account. The complete list of tools is thus displayed, and forces the user to re-enter the desired category.
I believe being able to access the tools related to a given category when clicking it from the description of a tool would improve user-friendliness.

We have changed this behaviour so that clicking on a Category within a tool now displays all the tools that fit in the Category, rather than all the tools without filtering. Thank you for suggesting this improvement.

2) Platforms sometimes appear to be wrong.
For instance, CONSENT, which I developed, is listed as "Python", when most of its code is written in C++.
Actually, the GitHub repository contains a Python script in its "bin" folder, but GitHub
does report that most of the code is written in C++.
I'm not exactly sure how the platform is inferred (By analyzing the bin folder? The language distribution indicated on GitHub? Manually?), and if other tools are affected, but if it is automatically inferred, I believe it should be verified to keep the database as precise as possible.

Assigning a Language to a tool was until now a manual process during tool submission. This process was prone to errors, as exemplified by the misclassification of CONSENT. In other cases only one language was reported when two or more contributed significantly. Thank you for bringing our attention to this problem. Upon submission of a new tool, if a GitHub repository is provided we now automatically fetch a repository’s language distribution via the GitHub API, reporting all languages that amount to at least 10% of the code (excluding code like TeX or Makefiles). We then manually inspect and resolve any differences between the submission and the auto-retrieved data. We now also use the same process to retrieve a tool’s license. Applying this process to the existing database entries allowed us to correct or enrich the language annotations for 138 tools in addition to CONSENT, and we have updated Figure 2D accordingly.

3) The authors state that "For instance, it is clear that all the resulting tools from the above use case can work with PacBio data while only a subset work with ONT data." However, it does not appear to be entirely clear why the tools would work on PacBio but not on Nanopore.
How is the distinction made exactly? Is it according to the experiments performed in the paper related to the tool, e.g. if it is tested only on PacBio data?
The PacBio and Nanopore reads share a common ground (long sequences, high error-rates), and I don't exactly understand why a given tool, especially for error correction which is underlined in the example, would work on PacBio but not on ONT.
I do understand that some tools were only evaluated on PacBio and perform better on PacBio data, e.g. because of the lower error-rate of PacBio reads compared to ONT, but I don't see why they would not work at all on ONT data.

We have clarified this paragraph. The statement only referred to the specific example of filtering shown in Fig1 C and D, where of the 5 pipelines that could do error correction and quality filtering, 2 were designed specifically for PacBio and not ONT. We have also added a caveat that in general, a tool’s annotation with a single technology does not preclude its working with another.
The paragraph now reads:
"For example, if the user wants to identify tools that can do both “error correction and polishing” and “quality filtering”, either typing them in the keyword box or clicking on the category item and pressing the filter option will show the filtered subset of tools (Figure 1C). Only seven tools match these criteria; all are pipelines rather than software dedicated to a unique task, as expected for the intersection of error correction and quality filtering functionalities. Of note, SQANTI1 and 2 are superseded by SQANTI3 [13], which is indicated when accessing the tools' details. The user can subset these findings further based on their preferred technology. Selecting Oxford Nanopore and PacBio returns the tools that are confirmed to work with both, thus removing PRAPI and IsoSeq3 that are specialised for PacBio data (Figure 1D). However we note that a tool that has only been tested on one technology, and is thus annotated only with one, may well be applicable to another given the similarities in data characteristics between long-read platforms."

4) The authors mention that "Tools specifically focused on long-read sequence analysis became available around 2013, coinciding with the commercial release of PacBio Biosciences and Oxford Nanopore Technologies [15] sequencing platforms."
However, tools specifically designed for long-reads actually stated to emerge in 2012, see for instance error-correction tools PBcR (http://doi.org/10.1038/nbt.2280) and LSC (http://doi.org/10.1371/journal.pone.0046679).

We have corrected this inaccurate statement, thank you for bringing it to our attention. The text now reads:
"Tools specifically focused on long-read sequence analysis became available from 2012, following the commercial release of the PacBio RS sequencer in 2011 (see for example PBcR [18, 19] and LSC [20]). The ONT MinION was commercially released in
2014, and Poretools was published in the same year [21]."

Typos / Bibliography remarks:

1) "Moreover, the number of tools written in Python outnumber tools implemented in other programming languages (Figure 2D)."
I believe this sentence should be rewritten, e.g. simply "Moreover, tools written in Python outnumber tools implemented in other programming languages".

This has been corrected.

2) "long-read-tools.org is both more comprehensive and easier to navigate than these databases."
A space is missing between "long-read-tools.org" and "is"

Fixed.

3) Citation 6 (R Development Core Team. R: A Language and Environment for Statistical Computing. Vienna, Austria: R Foundation for Statistical Computing; 2012, http://www.R-project.org. ISBN 3-900051-07-0, http://www.R-project.org.)
The link to the R project is reported two times. I believe one of the links could be omitted.

Fixed.

4) Citation 19 (Loman NJ, Quick J, Simpson JT. A complete bacterial genome assembled de novo using only nanopore sequencing data. Nature Methods 2015 jul;12(8):733-735.)
The mentioned citation has a DOI (https://doi.org/10.1038/nmeth.3444). I believe it should be mentioned, instead of or in addition to the GitHub page, in order to maintain consistency with other citations of published papers/softwares.

Fixed, thank you.

Level of interest: An article of importance in its field
Quality of written English: Good
Statistical review: No, the manuscript does not need to be seen by a statistician.

Reviewer #2:
1. The authors state that the data is collected from publications, preprints, social media posts, and public and private repositories. Is this a manual effort, or is there a database crawler that's implemented to identify new tools? If it is manual, how will the authors ensure that the database is continually updated to reflect the latest tools?

Updating the database is still a manual process. In time we hope to develop a base of regular contributors from the community of users to ensure the longevity of the project. This model has so far been successful for the scRNA-tools database, created 3 years ago and now maintained by a team of volunteers around the world.

2. While the number of citations is a helpful indicator of widely-used tools, it can often be dominated by those tools that have been around longer than others and, therefore, can be misleading for those who want to use the latest and most helpful tools. One suggestion is to create a second metric that is the "number of citations within the last six months" (or one year—whichever is most practical), which can give the user an idea of tools that are gaining popularity as opposed to those that are becoming outdated. Another way to implement this idea would be to generate an interactive plot of the number of citations for each tool over time.

Thank you for the suggestions, we now report the number of citations in the past year, obtained through the citecorp R package. We have updated Figure 3 to illustrate this functionality and added a description in the Database implementation section.
3. In searching the database myself, I found a number of tools that are either misnamed or missing:

Misnamed: Isoseq4 (this should be Isoseq3)
Missing: HiFiasm, GraphAligner, MosaicFlye, TandemFlye, TandemTools, Winnowmap

Each of the missing tools are on the cutting edge of genome assembly and quality assessment and have gained popularity in recent months. This underscores the necessity for a database crawler that is more comprehensive than manual cataloging.

We have made the corrections and additions that were raised, thank you.

4. I also found an instance where the same category is listed twice for one tool. The tool "minoTour" has the following categories listed with it: "Alignment, Alignment, Quality Checking, SNP And Variant Analysis, Visualisation, Provide Summary Statistics, Analysis Pipelines, Metagenomics". There should only be one instance of "Alignment".

Thank you for pointing this out, it has been corrected.

5. Are there any types of tools that are excluded from the database? If so, the article and website should provide a description of those that are not included.

We do not currently exclude any tools. We debated whether tools that are introduced in preprints without a link to the code should be excluded, but they are very rare cases so we include them with a warning in the description.

6. Typo in the abstract: "320" should be "32".

Fixed.

### Additional Information:

| Question                                                                 | Response                  |
|-------------------------------------------------------------------------|---------------------------|
| Are you submitting this manuscript to a special series or article collection? | No                        |
| **Experimental design and statistics**                                  | No                        |
| Full details of the experimental design and statistical methods used should be given in the Methods section, as detailed in our Minimum Standards Reporting Checklist. Information essential to interpreting the data presented should be made available in the figure legends. | no statistics applicable |
| Have you included all the information requested in your manuscript?    | no statistics applicable |
| If not, please give reasons for any omissions below.                    | no statistics applicable |
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| Resources |
|-----------|
| A description of all resources used, including antibodies, cell lines, animals and software tools, with enough information to allow them to be uniquely identified, should be included in the Methods section. Authors are strongly encouraged to cite [Research Resource Identifiers](#) (RRIDs) for antibodies, model organisms and tools, where possible. |

Have you included the information requested as detailed in our [Minimum Standards Reporting Checklist](#)?
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Abstract

Background The data produced by long-read third-generation sequencers have unique characteristics compared to short-read sequencing data, often requiring tailored analysis tools for tasks ranging from quality control to downstream processing. The rapid growth in software that address these challenges for different genomics applications are difficult to keep track of, which makes it hard for users to choose the most appropriate tool for their analysis goal, and for developers to identify areas of need and existing solutions to benchmark against.

Findings We describe the implementation of long-read-tools.org, an open-source database that organises the rapidly expanding collection of long-read data analysis tools and allows its exploration through interactive browsing and filtering. The current database release contains 478 tools across 32 categories. Most tools are developed in Python and the most frequent analysis tasks include basecalling, de novo assembly, error-correction, quality checking/filtering, and isoform detection, while long-read single-cell data analysis and transcriptomics are areas with the fewest tools available.

Conclusion Continued growth in the application of long-read sequencing in genomics research positions the long-read-tools.org database as an essential resource that allows researchers to keep abreast of both established and emerging software to help guide the selection of the most relevant tool for their analysis needs.

Key words: database; long-read sequencing; data analysis; nanopore; PacBio

Background

Long-read sequencing technologies facilitate versatile exploration of genomes owing to their ability to generate reads spanning several thousand base pairs [1]. Long reads can be de novo assembled or mapped to a reference to identify complicated structural variants and novel or complete transcripts that may otherwise be difficult to distinguish with short-read sequencing [2, 3, 4]. Improvements in throughput, error and cost reduction as well as increased interest in tool development for downstream data analyses [5] all contribute to the broadening adoption of long-read data across research fields.

To keep up with the rapid growth in software for long-read analysis, we collated and categorised existing long-read analysis tools at long-read-tools.org. This database enables easy navigation of the available software, allowing users to filter by specific tasks to identify methods that suit their analysis objectives.

Findings
Data Collection, Database Design & Implementation

The long-read-tools.org database is specifically designed to catalogue analysis tools for long-reads generated from genuine (PacBio and ONT) and synthetic (e.g. Hi-C, 10x, Bionano Genomics) long-read technologies. Up-to-date data is collected from various sources including publications, preprints, social media posts, mining public (GitHub, PyPI, Anaconda, CRAN, Bioconductor) and private repositories and via the tool submissions form accessible from the Submit tab. The data collected in the form of a .csv file is processed within the R environment [6]. In this .csv file, each tool is categorised with a TRUE or FALSE value based on its functionality and technology(ies) in focus. Available details of the tools such as the description, publication status, tool licence and programming language are retrieved and stored. Furthermore, the total number of citations for each tool is retrieved via rcrossref (v1.0.0) [7] and stored, while the number of citations from the past year is obtained through the citecorp R package (v0.3.0) [8] from the COCI database [9]. Both citation metrics may serve as an indication of a tool’s popularity. Information on arXiv preprints is retrieved through the arXiv package (v0.5.19) [10]. Multiple JSON files are generated during the processing step to populate the website. If publicly available, a tool’s source code is checked to assess the current status of its code base (e.g. actively maintained or deprecated).

Several analysis–style plots are created to be displayed on the database as well. The original .csv input is processed to extract details such as the number of tools across time, the distribution of tools across categories, publication status and the main programming platforms used in tools development to summarise the contents of the database. The plots are created in the R environment using several main packages such as ggplot2 (v3.3.2) [11] and plotly (v4.9.2) [12].

Database Usage

The long-read-tools.org website consists of several tabs, the first of which is the landing page (Home) that provides a summary of the database. The second Table tab contains the primary table with information that can be filtered using the search bar on the right. This tab can be used to view and download the required details of the complete database or a set of tools of interest.

Next is the Tools tab (Figure 1A), which is the most important section of the database. This tab contains individual details on each software package (e.g. name, description, publication information, number of citations, location of the source code, etc.) and is intuitive to navigate.

If a user requires to sort through software tools by name, number of citations, or technology, one of these options can be selected from the drop-down menu in the left hand corner, which will re-order the tools according to the selected parameter (Figure 1B). This sort function can be used on its own or together with the filtering drop-down menus in the middle and the right hand side of the page.

The filtering options allow the user to select multiple items from each of the filtering criteria (i.e. categories and technology) and will report the intersection. The union would be obtained by separate individual searches. For example, if the user wants to identify tools that can do both “error correction and polishing” and “quality filtering”, either typing them in the keyword box or clicking on the category item and pressing the filter option will show the filtered subset of tools (Figure 1C). Only seven tools match these criteria; all are pipelines rather than software dedicated to a unique task, as expected for the intersection of error correction and quality filtering functionalities. Of note, SQANTI1 and 2 are superseded by SQANTI3 [13], which is indicated when accessing the tools’ details. The user
can subset these findings further based on their preferred technology. Selecting Oxford Nanopore and PacBio returns the tools that are confirmed to work with both, thus removing PRAPI and IsoSeq that are specialised for PacBio data (Figure 1D). However we note that a tool that has only been tested on one technology, and is thus annotated only with one, may well be applicable to another given the similarities in data characteristics between long-read platforms.

The Statistics tab contains summary plots obtained from an analysis of the information contained within the database (Figure 2, e.g. growth in tool development over time, the distribution of tools across analysis tasks, publication status, summary of the programming languages they use, etc.).

The Submit tab is where the user can provide new information to the database if they have a tool to submit or modify.

The final tabs (Updates, FAQs and Contact Us) provide a summary of the social media activity of @long_read_tools (Twitter), answers to frequently asked questions and a form to contact the database creators to ask general questions, respectively.

Database Statistics
Long-read-tools.org contains 478 tools at the time of manuscript submission (Figure 2A). These include 229, 155, 20, 15 and 10 tools that can handle ONT, PacBio, 10x, Hi-C, Bionano Genomics data, respectively.

Tools began to appear in publications from the year 2005, although these were not targeted to long-read sequence analysis at that time. Tools focused on short-read alignment such as Gmap [14], Soap-denovo [15] and STAR [16] have made alterations to their algorithms in order to support error-prone long-read sequence alignments. Nevertheless, short-read aligners have also been tested for their ability to work with long reads [17].

Tools specifically focused on long-read sequence analysis became available from 2012, following the commercial release of the PacBio RS sequencer in 2011 (see for example PBCR [18, 19] and LSC [20]). The ONT MinION was commercially released in 2014, and Poretools was published in the same year [21].

Available tools are categorised into 32 different functions (Figure 2B). Of these, “error correction and polishing” and “de novo assembly” are the most common. On the other hand,
“polyA length estimation”, “suitable for single cell experi-
ments” and “normalisation” have the lowest number of tools,
which highlights areas for further research and tool develop-
ment.

It is also exciting to see the majority of the tools have been
published in either a peer-reviewed journal or on a preprint
server (Figure 2C). Moreover, tools written in Python outnumber
tools implemented in other programming languages (Fig-
ure 2D).

In terms of the number of citations, SPAdes [22], SMARTDen-
ovo [23] and bwasew [24] lead the pack (Figure 3A). However, it
should be noted that these tools existed before long-read tech-
nologies were popular, and most of these citations will there-
fore not reflect their popularity in long-read data analysis. The
number of citations provides a more accurate indicator of us-
age for the tools that are unique to long-read analyses (e.g.
nanopolish [25], SMRT-Link [26] and SignalAlign [27]) in “base
modification detection” (Figure 3B). To better capture the pop-
ularity of tools in a rapidly-moving field, we also report the
number of citations in the past year (Figure 3C). For instance
it can be observed that the Fyfe assembler [28] has been highly
cited in the past 12 months despite its recent publication date
(April 2019).

Summary and Future Work

Long-read-tools.org is an an up-to-date, user-friendly cata-
logue that allows efficient searching of software by analysis
category. It provides a comprehensive resource for new users
to quickly and easily identify the relevant tools for their long-
read data type and desired application. Our database illustrates
the main areas of focus for existing tools, as well as the lack of
software available in other areas (e.g. transcriptomics).

Other bioinformatic fields have experienced a similar
growth in the number of available tools, prompting efforts
to collate and organise them. These efforts vary from simple
spreadsheets that list resources for the analysis of genomic re-
pet [29], through clickable lists of single-cell data analysis
tools hosted on GitHub [30], all the way to dedicated websites
offering search functions and statistics, such as scRNA-tools
[31] that indexes tools for single-cell transcriptomics.

For long-read data, the long-read-catalog GitHub page [32]
collects 40 tools for the analysis ofONT and PacBio data but
it has not been updated in the last year. The Bioinformatics-
Workflows-Frameworks-Platforms Google Sheets [33] list,
among many other things, 84 tools relating toONT data and
82 applicable to PacBio data. long-read-tools.org is both more
comprehensive and easier to navigate than these databases.

We intend to keep increasing the breadth and depth of long-
read-tools.org, but this should not come at the cost of making
the database overwhelming to browse. Tutorials such as the
‘Long-read, long reach Bioinformatics Tutorials’ website [34]
are helpful in understanding how multiple tools fit into an anal-
ysis pipeline. Therefore we are focusing current efforts on facil-
itating the identification of best practices, validated workflows,
and each tool’s relative strengths and weaknesses. Four addi-
tional entries are already available at tool submission and will
be progressively populated: Underlying Algorithms, Underly-
ing Assumptions, Strengths and Weaknesses, and Overall Per-
formance. Furthermore a Tutorials tab highlighting common
validated workflows and a Benchmarks tab featuring benchmark-
ing studies and their results are in development.

Availability of Source Code and Requirements

• Project name: Long-read-tools.org database

• Project home page: long-read-tools.org

• Source code availability: https://github.com/shaniAmare/long_read_tools

• Operating system(s): Platform independent

• Programming language(s): R/JavaScript/html

• Other requirements: Accessible via any modern web browser

• License: MIT

• Scicrunch RRID: SCR_019116

• Biotools ID: biotools:long-read-tools

long-read-tools.org is a community effort, and we encour-
age researchers to contribute relevant tools, benchmarks, tutori-
als and improvements to the database via the Submit tab.
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