Current-induced dissociation in molecular junctions beyond the paradigm of vibrational heating: The role of anti-bonding electronic states
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The interaction between electronic and nuclear degrees of freedom in single-molecule junctions is an essential mechanism, which may result in the current-induced rupture of chemical bonds. As such, it is fundamental for the stability of molecular junctions and for the applicability of molecular electronic devices. In this publication, we study current-induced bond rupture in molecular junctions using a numerically exact scheme, which is based on the hierarchical quantum master equation (HQME) method in combination with a discrete variable representation for the nuclear degrees of freedom. Employing generic models for molecular junctions with dissociative nuclear potentials, we identify distinct mechanisms leading to dissociation, namely the electronic population of anti-bonding electronic states and the current-induced heating of vibrational modes. Our results reveal that the latter plays a negligible role whenever the electronic population of anti-bonding states is energetically possible. Consequently, the significance of current-induced heating as a source for dissociation in molecular junctions involving an active anti-bonding state is restricted to the non-resonant transport regime, which reframes the predominant paradigm in the field of molecular electronics.

I. INTRODUCTION

Transport through nanostructures is of fundamental interest for studying nonequilibrium quantum physics at the nanoscale, with the potential of a variety of future applications. In particular molecular junctions, which comprise a single molecule bound to two macroscopic leads at finite bias voltage, are considered promising candidates for next-generation electronic devices. Due to the size of molecular junctions, current-induced charge fluctuations strongly influence the nuclear (vibrational) degrees of freedom (DOFs), which in turn affects the conductivity of the molecule. This interplay between electronic and nuclear DOFs is the primary reason for current-induced bond rupture in molecular junctions, which is of importance for establishing reliable electronic components.

A variety of experimental and theoretical studies verified the existence of current-induced vibrational excitations. Typically, the level of current-induced vibrational excitation increases with bias voltage, which is in line with the fact that stable junctions are rarely observed for voltages beyond $\sim 1 \text{–} 2 \text{~V}$. For larger bias voltages, the high level of current-induced vibrational excitation results in the mechanical instability of the junction, which was also observed experimentally. Understanding the underlying mechanisms is thus essential for the design of molecular electronic devices which remain operational at higher voltages. Moreover, it is crucial to also consider other mechanisms that can lead to the dissociation of molecular junctions beyond current-induced excitation of nuclear DOFs.

For the theoretical assessment of the stability of molecular junctions, several different approaches have been employed. The effect of current-induced vibrational excitation is, for example, well established for models treating nuclear DOFs within the harmonic approximation. Even though these models provide valuable indications on the stability of molecular junctions under current, they fail to describe the dissociation process explicitly as this requires to account for potentials beyond the harmonic approximation. To date, this was only achieved by methodologies employing a classical description to nuclear motion or by perturbative rate theories.

Beyond the field of molecular electronics, the effect of an electronic current on chemical bonds was also studied in the context of surface science. Experiments using a scanning tunneling microscope demonstrated that a current through a molecule can lead to desorption from the surface, as well as breaking and forming molecular bonds. Along these lines, different processes responsible for these effects were identified, notably current-induced vibrational excitation and the population of excited electronic states. Similar processes were also considered in molecular dissociation and desorption from a surface upon laser excitation. This implies the importance of analogous processes for molecular junctions. From a theoretical point of view, the corresponding mechanisms were studied by models describing the nuclear DOFs in terms of truncated harmonic oscillators or Morse potentials, where the dynamics was simulated by quasi-classical wave packet dynamics or quantum mechanical approaches using spatial grid representations.

In this paper, we study current-induced bond rup-
ture in single-molecule junctions based on generic model systems employing a quantum mechanical approach to transport, which treats electrons and nuclei on a numerically exact footing. This approach, which we proposed recently \[63\], is based on the numerically exact hierarchical quantum master equation (HQME) approach.\[31,67–83\] Moreover, the framework uses a discrete variable representation (DVR) for the nuclear DOF, thus allowing for general potential energy surfaces (PESs) to be represented adequately.\[31,67–83\] Here, we provide a comprehensive account of the method and apply it to study current-induced dissociation for a wide range of model parameters, ranging from the nonadiabatic regime of weak molecule-lead coupling to the adiabatic case of strong coupling. We note that this publication also extends our previous work in Ref. \[17\] where we employed a mixed quantum-classical approach to current-induced bond rupture in molecular junctions thus neglecting nuclear quantum effects.

The outline of this paper is as follows: In Sec. \[II\] we introduce the model and the transport method used in this work. In Sec. \[III\] we present results for representative model systems. Thereby we distinguish two mechanisms leading to dissociation, namely the transient population of anti-bonding states by tunneling electrons (Sec. \[III B\]) and current-induced heating of the vibrational mode (Sec. \[III C\]). Throughout this section, we comment on the validity of previous results obtained within a classical description of the nuclear DOF. Sec. \[IV\] concludes the paper with a summary.

II. THEORETICAL METHODOLOGY

A. Model

We study current-induced bond rupture in single-molecule junctions based on the Hamiltonian

\[
H = H_M + H_{ML} + H_{MR} + H_L + H_R,
\]

which consists of \(H_M\) describing the molecule, \(H_{L/R}\) modeling the left and right lead, and \(H_{ML/IR}\) characterizing the coupling between the molecule and the leads.

For the sake of clarity, we apply a model of reduced dimensionality. We restrict ourselves to a single nuclear DOF describing the dissociation of a molecular bond. Further, a single electronic state of the molecule is considered, which can either be empty (in the following referred to as the neutral state of the molecule) or occupied (charged state). The corresponding molecular Hamiltonian assumes the form

\[
H_M = \frac{p^2}{2m} + V_0(x)(1 - d^d)d + V_d(x)d^d, \tag{2}
\]

with \(d^d/d\) being the electronic creation/annihilation operators; \(x\) and \(p\) denote the position and the momentum of the nuclear mode with associated reduced mass \(m\). Within this model, \(V_0(x)\) and \(V_d(x)\) describe the PESs of the neutral and the charged state of the molecule, respectively. In Sec. \[III\] we will assume that \(V_0(x)\) is a bonding potential, whereas \(V_d(x)\) is anti-bonding. The specific potentials used will be specified in Sec. \[III A 1\].

We note that generalizations of this models to several vibrational modes and multiple electronic states are in principle straightforward.

Electron transport is enabled via the coupling of the molecule to two macroscopic leads, which are modeled as reservoirs of non-interacting electrons and described by the Hamiltonian

\[
H_{ML/R} = \sum_{k \in L/R} \epsilon_k c_k^\dagger c_k. \tag{3}
\]

Here, \(\epsilon_k\) is the energy of lead-state \(k\) and \(c_k^\dagger/c_k\) the corresponding creation/annihilation operators. The coupling is given by

\[
H_{ML/R} = \sum_{k \in L/R} g_{L/R}(x)V_k c_k^\dagger d + \text{h.c.}. \tag{4}
\]

The function \(g_{L/R}(x)\) describes a position-dependent molecule-lead coupling, which allows to model scenarios, where the molecular conductance is influenced by the nuclear DOF. As such, the model can describe situations where the conductance of the molecule changes upon the current-induced dissociation of molecular bonds, e.g., because the conjugation across the molecule is broken or the dissociation induces geometrical changes at the contacts. The molecule-lead coupling of the form in Eq. \((4)\) can be associated with the electronic spectral density

\[
\Gamma_{L/R}(\epsilon) = 2\pi \sum_{k \in L/R} |V_k|^2 \delta(\epsilon_k - \epsilon), \tag{5}
\]

which is used to characterize the leads. In Sec. \[III\], the leads are described within the wide-band limit. Notice, that even though we used a time-independent formulation for the scope of this work, a generalization to time-dependent problems is in principle straightforward.

B. Transport theory

We use the method put forward in Ref. \[66\] to describe current-induced dissociation in molecular junctions. This method is based on the HQME approach and describes the electronic as well as the nuclear DOFs on a numerically exact quantum level. It employs a DVR for the nuclear DOF, which facilitates the representation of generic PESs. Artificial reflections and finite-size effects are compensated for via a complex absorbing potential (CAP) and a Lindblad-like source term. In order to make this publication self-contained, we present the basic concepts in the following.

Generally, the HQME approach, also referred to as hierarchical equations of motion (HEOM), is a reduced density matrix scheme which describes the dynamics of a quantum system influenced by an environment. In our
are given in the following. Tending the index set for the poles within the HQME framework, this work. It requires an extra treatment within the associated with the wide-band approximation employed compared to, for example, Refs. 31, 69, 71, and 76, as a slightly different definition of the correlation function. In order to obtain a closed set of for the wide-band limit applied in the case, the molecule is conceived as the system whereas the leads represent the environment. As an extension to perturbative master equation approaches, the HQME method is capable of providing numerically exact results. To perturbative master equation approaches, the HQME method is capable of providing numerically exact results. To perturbative master equation approaches, the HQME method is capable of providing numerically exact results. Moreover, the operator, which is used to model specific aspects of the problem under investigation, is motivated and defined below (cf. Eq. (13)). The auxiliary density operators with pole index $p = 0$, which are related to the wide-band description of the leads, are not obtained by the EOM (10), instead they are calculated as

\[ \rho^{(n+1)}_{\sigma_1,\ldots,\sigma_n, l, 0, \sigma} = -\frac{i\hbar}{2} \sum_{p=1}^{\infty} \frac{2i\pi g_{l, l'}}{\beta} e^{-\gamma_{L/R} \pm (t - t')}, \]

with the shorthand notation $d^{-} \equiv d$ and $d^{+} \equiv d'$. The numerically exact description provided by the HQME approach relies on an infinite hierarchy of auxiliary density operators and an infinite number of poles used to represent the leads. For applications, both need to be truncated in a suitable manner. For a detailed discussion and the associated implications for applications, we refer to Refs. 31, 30, 3, and 3. Within the HQME formalism as presented above, all auxiliary density operators are also acting on the nuclear DOFs. In order to allow for a description of the nuclear DOFs in terms of generic PEIs, we employ a DVR. Within the DVR methodology, the nuclear
wavefunction is effectively represented on a finite set of grid-points \( x_i \). This methodology leads to unphysical finite size effects. To correct for these effects and in line with the method introduced in Ref. \cite{106}, a CAP is applied, which absorbs the parts of the wavefunction reaching the boundary of the DVR-grid. This, however, results in problems associated with the conservation of the particle number \cite{104–106}, which we compensate for using an additional Lindblad-like source term. This source term maps the probability absorbed by the CAP to an auxiliary grid point \( x_\infty \). Assuming that the PES and coupling strengths are constant for large values of the nuclear coordinate \( x \), the additional point \( x_\infty \) is chosen such that it is representative for large values of \( x \). This strategy is visualized in Fig. 3 for the parameters applied in this work. The CAP and the Lindblad-like source term are incorporated in the operator

\[
\mathcal{F}(\rho_{j_1...j_n}^{(n)}(t)) = i\{W(x), \rho_{j_1...j_n}^{(n)}(t)\} \\
- 2t \left( \sum_{x_i \in \text{grid}} W(x_i) \langle x_i | \rho_{j_1...j_n}^{(n)}(t) | x_i \rangle \right) |x_\infty \rangle \langle x_\infty|,
\]

which enters the EOMs \cite{100}. Here, \( W(x) \) is the CAP, the associated source-term is given by the second summand in Eq. \eqref{eq:13}. Notice, that a similar approach was, for example, employed in Ref. \cite{100}.

### C. Observables of interest

We employ several observables for studying current-induced bond rupture in molecular junctions. First of all, we investigate the current as a function of time. Within the HQME framework, the electric current between the molecule and lead \( K \) is given by

\[
I_K(t) = \frac{ie}{\hbar^2} \sum_{p \in \text{poles}} \text{Tr} \left( g_K(x) \left( dp_{Kp}^{(1)}(t) - dt \rho_{Kp}(1)(t) \right) \right),
\]

where \( \text{Tr} \) denotes the trace over the electronic and nuclear DOFs of the system.

Another essential observable for identifying the mechanism leading to current-induced dissociation is the population of vibrational states of the bonding potential \( V_0(x) \) of the neutral molecule. However, in situations where the overall electronic population changes significantly with time, a direct interpretation of the population of vibrational states might be misleading. Hence, we consider the relative population of the vibrational eigenstate \( \nu \) of \( V_0(x) \), which is defined as

\[
\eta_{\nu}(t) = \frac{\text{Tr}(\rho(t) dd^{\dagger} |\nu\rangle \langle \nu|)}{\text{Tr}(\rho(t) dd^{\dagger})}.
\]

This relative vibrational population allows to probe the vibrational excitation of the bonding potential independently of the probability of being in the neutral electronic state.

Finally, we consider the dissociation probability as a function of time. By design and as specified by the operator \( \mathcal{F} \) in Eq. \eqref{eq:13}, the Lindblad-like source term maps the part of the wavefunction reaching the boundary of the DVR-grid to the additional grid-point \( x_\infty \). Therefore, the dissociation probability, which corresponds to the part of the wave packet populating the additional grid-point \( x_\infty \), is given by

\[
P(t) = \text{Tr} \left( \rho(t) |x_\infty\rangle \langle x_\infty| \right).
\]

### III. RESULTS

In this section, we employ the methodology outlined in Sec. \ref{sec:methodology} to study current-induced bond rupture in molecular junctions. Thereby, in Sec. \ref{sec:model_system} we introduce the model system under investigation and provide some numerical details. Thereafter, we focus on specific mechanisms leading to dissociation in molecular junctions. In Sec. \ref{sec:current-induced_dissociation} we investigate current-induced dissociation as a consequence of the transient population of anti-bonding electronic states. In Sec. \ref{sec:current-induced_excitation} we study current-induced excitation of the nuclear DOF and its implications for the stability of molecular junctions under transport.

#### A. Model system

The transport formalism introduced in Sec. \ref{sec:transport} is applicable to generic models for molecular junctions and a variety of dissociation scenarios. In the present publication and in line with our previous work in Ref. \cite{47} we focus on non-destructive current-induced bond rupture in single-molecule junctions. More specifically, we study the system sketched in Fig. \ref{fig:1} where the molecular bridge consists of a backbone (BB) and a side-group (SG). We model the system in such a way that the current through the molecule influences the bond between the side-group and the backbone. In case of dissociation, the side-group will detach from the backbone. As such, we term this mechanism non-destructive, as the leads remain bridged by the backbone. Notice, that a similar setup was for example studied in Refs. \cite{47 and 48}.

1. Potential energy surfaces

For the model investigated in this work, we assume that the PESSs for the neutral and the charged state are bonding and anti-bonding, respectively. The details of the potentials are in close agreement with the ones applied in Ref. \cite{47}. The shape of the potentials and the corresponding parameters are inspired by data for dissociative electron attachment to \( \text{CH}_3\text{Cl} \) \cite{107,108}, \( \text{H}_2 \) \cite{109} and \( \text{CF}_3\text{Cl} \) \cite{110,111}. However, this work applies generic model
Vibrational ground state of the neutral molecule for the width of the Morse potential. The binding potential represents the dissociative potential with $V_{\infty} = 0$ eV. In case of dissociation, the side-group detaches from the molecular backbone as a consequence of the side-group releasing the side-group. This can, for example, result from the destruction of a π-conjugation within the molecular backbone due to the combination of side-group separating from the molecule. Moreover, a nuclear coordinate dependent molecule-lead coupling allows for a back-action of the nuclear motion on the electronic properties. For the scope of this work, we use a dependence on the nuclear coordinate of the form

$$g_K(x) = \left( \frac{1-q}{2} \right) \left[ 1 - \tanh \left( \frac{x - \tilde{x}}{\alpha} \right) \right] + q,$$

which is also depicted in Fig. 2. Here, the parameter $q = 0.05$ determines the coupling strength in case of a dissociated molecule as $g_K(x \to \infty) = q$. The distance around which the drop in the molecule-lead coupling occurs is given by $\tilde{x} = 3.5 \text{ Å}$, while $\tilde{a} = 0.5 \text{ Å}$ sets the scale for the region of change.

In the calculations reported below, the reduced mass is set to $m = 1$ amu (atomic mass units). We assume that both leads are initially described by the density matrices $\rho_{L/R} = e^{-\beta(H_{L/R} - \mu_{L/R}/N_{L/R})}/Z$ and have the same temperature $T = 300 \text{ K}$. The bias voltage $\Phi$, defined as the difference between the chemical potentials $\mu_L$ and $\mu_R$, drops symmetrically such that $\mu_L = -\mu_R = \Phi/2$. Moreover, the leads are modeled in the wide-band limit. We note that under certain conditions, there can be issues related to employing the wide-band limit in cases where the coupling to the leads depends on the nuclear DOFs. Test calculations show that these issues are not relevant for the data presented below.

2. Numerical details

In order to describe the effect of dissociation in the model system detailed above, formally it is necessary to consider $x$-values from zero to infinity. To model this semi-infinite situation in terms of a finite DVR-grid, we apply a CAP for large $x$-values. The CAP prevents unphysical reflections at the boundaries of the DVR-grid. Moreover, it enters the expression for the dissociation interactions as

$$V_d(x) = D' \cdot e^{-a'(x-x_0)} + V_\infty.$$

Here, $D' = 4.0 \text{ eV}$ sets the energy scale for the potential, $a' = 2.758/Å$ and $x_0 = 1.78 \text{ Å}$ determine the repulsion strength. The parameter $V_\infty$ is used to realize different dissociation mechanisms (cf. Secs. III B and III C) and set to the values $-1.5 \text{ eV}$ and $0.558 \text{ eV}$. For both these values, the corresponding potentials are depicted in Fig. 2. For $V_\infty = -1.5 \text{ eV}$, the energy of the anti-bonding potential at large distances lies well below the ground state energy of $V_0(x)$. For $V_\infty = 0.558 \text{ eV}$, $V_d(x \to \infty)$ is aligned with the second excited state of $V_0$.

An important role is played by the molecule-lead coupling strength. The fact that we allow for a nuclear coordinate dependent coupling enables the description of situations where the conductance changes upon the detachment of the side-group. This can, for example, result from the destruction of a π-conjugation within the molecular backbone. The coupling strength in case of a dissociation mechanism (cf. Secs. III B and III C) and set to the values $-1.5 \text{ eV}$ and $0.558 \text{ eV}$. For both these values, the corresponding potentials are depicted in Fig. 2. For $V_\infty = -1.5 \text{ eV}$, the energy of the anti-bonding potential at large distances lies well below the ground state energy of $V_0(x)$. For $V_\infty = 0.558 \text{ eV}$, $V_d(x \to \infty)$ is aligned with the second excited state of $V_0$.
probability (see Eqs. (13) and (16)). For the scope of this work, we assume a power-law form for the CAP,
\[ W(x) = \alpha (x - x_{\text{CAP}})^4 \cdot \Theta(x - x_{\text{CAP}}), \tag{20} \]
with the Heaviside function \( \Theta \), \( \alpha = 5 \text{ eV/Å}^4 \) and \( x_{\text{CAP}} = 3.5 \text{ Å} \). This CAP is also depicted in Fig. 2. With this functional form of the CAP, we can visualize the action of the CAP and the Lindblad-like source term in Fig. 3. Thereby, the parameters of the power-law CAP are determined by testing the convergence of the observables of interest\(^{115-116}\).

The numerical data presented in the following were calculated by propagating Eqs. (10) using a fourth-order Runge-Kutta scheme. Thereby, it was assumed that the total density matrix factorizes at \( t = 0 \). This implies that the contact between the molecule and the leads is established at \( t = 0 \). The leads are assumed to be described initially by the density matrices \( \rho_{L/R} = e^{-\beta[H_{L/R} - \mu_{L/R} \mathcal{N}_{L/R}]/Z} \). The initial state of the molecule is \( |0\rangle |\nu = 0\rangle \), whereby \( |0\rangle \) represents the unpopulated molecular electronic state and the nuclear DOF is in the ground state \( |\nu = 0\rangle \) of the bonding potential \( V_0(x) \). This initial state corresponds to a stable molecule prior to the connection to the leads. A detailed discussion of the influence of these initial conditions can be found in Ref. 47.

For all data presented in the following, we have tested the convergence of the observables with respect to the temporal resolution used for the propagation of the equations of motion, the DVR grid, the number of poles used to represent the Fermi function in the leads, and the number of tiers considered. Consequently, we provide numerically exact results throughout this publication.

### B. Dissociation upon population of anti-bonding states

In the following, we study the mechanism of current-induced dissociation as a result of the transient population of the anti-bonding state with PES \( V_d(x) \) by electrons from the leads. This mechanism is also of fundamental interest for studying current-induced desorption of atoms and molecules from surfaces, where the mechanism is called desorption induced by electronic transitions (DIET)\(^{55,57,58,117-119}\). Further, as this mechanism can also be described by a mixed quantum-classical approach under certain conditions, we thereby establish the connection and validate the results presented in our previous work in Ref. 47. Throughout this section, we investigate the model system with \( V_{\text{bias}} = -1.5 \text{ eV} \) (see Fig. 2). The timescale for the electron dynamics is set by \( 1/\Gamma \), whereby \( \Gamma \) denotes the coupling to the leads. We study the dissociation probability, the electronic current and the nuclear dynamics as a function of time in order to provide a profound understanding of the underlying processes and, in particular, the role of current-induced heating.

#### 1. Dissociation dynamics

We start the analysis by considering a symmetric transport scenario with \( \Gamma_L = \Gamma_R \). Fig. 4a shows the dissociation probability for this system as a function of time for different molecule-lead coupling strengths \( \Gamma \) and bias voltages \( \Phi \). The dissociation probability always increases with time which is inherent to the model applied in this work. This is in contrast to results obtained within a mixed quantum-classical approach, where the dissociation probability saturates at values smaller than 100\%\(^{47}\). Furthermore, the behavior of the dissociation as a function of time varies significantly with the molecule-lead coupling strength \( \Gamma \) and the applied bias voltage. For small bias and small \( \Gamma \), we observe that dissociation happens on the order of picoseconds. For large bias and large \( \Gamma \), however, a dissociation probability of 100\% is reached within tenths of femtoseconds.

In order to explain the diverse timescales for dissociation, we focus on the behavior of the nuclear DOF (see Figs. 4a–c). In case of slow dissociation on the order of picoseconds, which is predominantly found for small \( \Phi \) and small \( \Gamma \) and which is exemplified in Fig. 4c, the overall shape of the wave packet is approximately constant in time. However, its amplitude decreases with time. In this case, the exponentially suppressed tail of the nuclear DOF reaching out into the classical forbidden regime is responsible for dissociation. This is sketched as process 2 in Fig. 4. Notice that this process suggests a nonadiabatic picture, which is applicable for the present system for \( \Gamma \ll 0.3 \text{ eV} \). Moreover, this process can, in principle, be described by a dissociation rate, however, it is beyond approaches that treat the nuclear DOF classically.

In case of fast dissociation on the order of tenth of femtoseconds, which is predominantly found for large bias and large \( \Gamma \), we find that the entire wave packet propagates in positive \( x \)-direction, as is exemplified in Fig. 4. This behavior of the nuclear probability distribution...
suggests that the nuclear motion is governed by the antibonding potential $V_a(x)$, which means that the molecule gets populated by an electron and dissociates directly. This is sketched as process (1) in Fig. 5. Within an adiabatic picture, which is meaningful for $\Gamma \gg 0.3$ eV, this process can also be interpreted in terms of an average electronic background. The corresponding average PES, only displays a small potential barrier, which decreases with applied bias voltage (data not shown). Notice that this process cannot be accounted for by a dissociation rate, however, it can be described by approaches employing a classical description for the nuclear DOF.

In the intermediate regime between fast and slow dissociation, we find that the wave packet adopts a mixed behavior. A part of the wave packet propagates in positive $x$-direction, whereas the remaining part approximately preserves its shape. The corresponding dynamics of the nuclear probability distribution is exemplified in Fig. 4.

Apart from the different timescales for dissociation, we note that the dissociation probability shows a step-like structure in the large $\Gamma$-regime. This behavior originates from the dependence of the molecule-lead coupling strength on the nuclear DOF and relates to the wave packet being reflected at regions exhibiting pronounced changes in $\Gamma$. This effect will be investigated in detail in future work. The general implications of a variable molecule-lead coupling strength in a transport context were also addressed in the recent publication Ref. 120.

Figs. 4 displays the dissociation time $t_{50\%}$ as a function of bias $\Phi$ and molecule-lead coupling $\Gamma$. In addition to the symmetric coupling scenario discussed so far (Figs. 4a and e), we also examine the
Next, we analyze the dissociation behavior of the asymmetric coupling case with $\Gamma_L = 0.25 \cdot \Gamma_R = 0.25 \Gamma$ (Figs. 6b and d). We note that the overall dynamics of the symmetric and the asymmetric model is quite similar (data not shown). Considering $t_{50\%}$ as a function of applied bias voltage (Figs. 6b and b), we find a sharp decrease from long dissociation times at lower bias voltages to short dissociation times at higher bias voltages for low to intermediate coupling strengths $\Gamma$. For the strong coupling regime, the dissociation time of the symmetrically coupled system depends only weakly on $\Phi$. Still, the dissociation time decreases with an increase in bias. In contrast to that, the dissociation time for the asymmetrically coupled system changes its behavior profoundly from the weak to the strong coupling regime. For large $\Gamma$, an increase in bias can even stabilize the junction.

First, we discuss the sharp decrease from long and short dissociation times, which is the dominant feature, especially for $\Gamma \lesssim 0.3$ eV within the nonadiabatic regime. For small bias voltages, the dissociation is mediated by the “slow” process relying on the exponentially suppressed part of the nuclear wave packet leaking into the classically forbidden regime (process (2) in Fig. 5). For large bias voltages beyond the onset of resonant transport, dissociation is dominated by the resonant population of the anti-bonding electronic state (process (1) in Fig. 5). Once this process becomes energetically possible by the applied bias voltage, the dissociation time $t_{50\%}$ is almost independent of the applied bias voltage. The bias values, at which the transition between the two processes occurs, depend on all parameters of the system and is related to the onset of resonant transport beyond a certain voltage. Moreover, in the regime of small to intermediate $\Gamma$, the dissociation time $t_{50\%}$ decreases with increasing coupling strength. This behavior is caused by the broadening and the enhanced availability of electrons from the leads with increasing $\Gamma$.

FIG. 5: Graphical representation of two different processes leading to dissociation, which provide an explanation for the diverse timescales for dissociation. (The figure sketches processes and does not contain actual data.)

FIG. 6: Dissociation time $t_{50\%}$ as a function of bias voltage $\Phi$ and molecule-lead coupling $\Gamma$ for the symmetric model (left) and the asymmetric model (right). Points mark the actual data, the lines serve as a guide for the eye. a: Dissociation time $t_{50\%}$ of the symmetric model ($\Gamma_L = \Gamma_R$) as a function of bias voltage for different values of $\Gamma$. b: Dissociation time $t_{50\%}$ of the asymmetric model ($\Gamma_L = 0.25 \cdot \Gamma_R$) as a function of bias voltage for different values of $\Gamma$. c: Dissociation time $t_{50\%}$ of the symmetric model as a function of $\Gamma$ for different bias voltages. d: Dissociation time $t_{50\%}$ of the asymmetric model as a function of $\Gamma$ for different bias voltages.
larger bias voltages. Figs. 4c and d display the dissociation time as a function of the molecule-lead coupling strength \( \Gamma \) for different bias voltages. Generally, the data exhibits a non-linear relationship between dissociation time and the molecule-lead coupling strength. Moreover, the dissociation time exhibits a sharp decrease around a certain \( \Gamma \)-range, which depends on the applied bias voltage. For the symmetric coupling scenario (Fig. 4f), the dissociation time always decreases with increasing molecule-lead coupling strength. Further, with increasing bias, the dissociation time becomes constant over a wide range of molecule-lead coupling strengths, which can be explained by the fact that the leads can always provide electrons in the high-bias regime. When considering the dissociation time for the asymmetric setup (Fig. 4g), \( t_{50\%} \) depends in a non-monotonous way on \( \Gamma \) and displays a distinct crossover between the weak coupling behavior and the strong coupling region around \( \Gamma \approx 0.7 \) eV. This can be interpreted in terms of the crossover between the nonadiabatic regime, where dissociation is mediated by the exponentially suppressed part of the wavefunction, and the adiabatic regime, where the notion of an adiabatic PES becomes meaningful and the voltage-stabilization effect becomes active.

2. Electronic current

Fig. 1 shows the electronic current between the molecule and the left lead of the symmetric system as a function of time for different coupling strengths \( \Gamma \) and applied bias voltages \( \Phi \). For short times, the current exhibits a peak which is associated with establishing the contact between the molecule and the leads. This initial spike in the current decreases to a small but nonzero value with time. Partial oscillations in the current are reminiscent of the nuclear excitation, which stems from closing the contact between molecule and leads at time \( t = 0 \). This can be validated upon monitoring the motion of the nuclear wave packet as a function of time (data not shown). Moreover, notice that the associated oscillation period of \( \approx 20 \) fs is in line with the frequency of the harmonic approximation to \( V_0(x) \). The long-time current value is determined by the conductance properties of the dissociated molecule. For intermediate times, however, the current can be smaller for a higher applied bias voltage. This behavior is explained by considering the current in correlation with the dissociation probability. As the dissociation probability increases with time, also the average conductance properties of the molecule change. This leads to a steady decrease in current until the dissociation probability is close to 100\% and the current assumes the value corresponding to the dissociated system. As higher bias voltages yield larger dissociation probabilities at intermediate times, they also display smaller currents.

Finally, we remark that neither the current nor the dynamics of the wave packet (Figs. 1f-e) reveal signatures that suggest current-induced nuclear excitation would play a pronounced role for the dissociation dynamics. This is in line with the observation of a dissociation process dominated by the direct charging of the molecule, i.e. the population of the anti-bonding electronic state.

3. Comparison with mixed quantum-classical approaches

A common approach to study current-induced dissociation in molecular junctions is to invoke a mixed quantum-classical description, where the nuclear DOFs are described classically.\(^{121,127}\) This is due to the fact that these approaches are usually numerically less demanding and allow for an intuitive interpretation in terms of forces acting on the nuclei. Generally, mixed quantum-classical frameworks are considered to provide reliable results for situations where the electronic motion is fast compared to the nuclear dynamics. This justifies the description of the nuclear motion governed by an averaged electronic background which is inherent to these schemes. Nuclear quantum effects are not captured in mixed quantum-classical approaches and essential effects such as Joule heating are often not included adequately.\(^{121,127}\)

In a previous publication,\(^{47}\) we have employed a mixed quantum-classical framework to a similar model in order to study the dissociation dynamics in molecular junctions. The validity of the results in Ref.\(^ {47}\) can be assessed upon comparing its findings to the outcome of this section. One of the main results of Ref.\(^ {47}\) is a threshold-like onset of dissociation beyond a certain applied bias voltage. This finding is also recovered in the full quantum data as a steep decrease in dissociation time beyond a given bias voltage (see Figs. 6a and b). Despite this similarity, there are also deviations between the outcomes of the two frameworks, in particular for low bias voltages and small molecule-lead coupling strengths within the non-adiabatic regime. Here, the mixed quantum-classical framework predicts a (at least partially) stable junction, whereas the quantum results reveal that the junction dissociates due to the exponentially suppressed part of the nuclear wavefunction leaking in the classically forbidden regime. Notice that the lack of Joule heating in mixed quantum-classical method used in Ref.\(^ {47}\) does not constitute a problem as current-induced nuclear excitation plays a negligible role for the model considered in this section.

Another integral finding of the present work and Ref.\(^ {47}\) is the current-stabilization effect found in asymmetrically coupled systems favoring a sparsely populated electronic state under transport. This stabilization observed in the classical calculations translates into a time-delay in the dissociation in the fully quantum mechanical case. However, the mixed quantum-classical methodology predicts this effect for any molecule-lead coupling strength,
whereas the quantum mechanical results suggest that this effect is limited to the adiabatic regime of large $\Gamma$. This enforces the notion that the validity of the mixed quantum-classical framework is restricted to the adiabatic regime.

C. Dissociation upon current-induced heating

In the model system considered in Sec. III B, current-induced excitation of the nuclear DOF on the ground state PES by tunneling electrons plays a negligible role. In this section, we aim at identifying model systems and parameter regimes where current-induced excitation of the nuclear DOF is the predominant reason for dissociation. This allows us to embed our findings into the commonly used paradigm, which is that current-induced dissociation in molecular junctions occurs as a consequence of current-induced heating of vibrational modes.\(^\text{16,41,45}\) The same mechanism was also considered for current-induced desorption of atoms and molecules from surfaces using a scanning tunneling microscope. In this context, the mechanism is called desorption induced by multiple electronic transitions (DIMET) and is most pronounced in the non-resonant transport regime.\(^\text{55}\) The mechanism is characterized by a nonlinear relationship between the electronic current and the desorption rate and typically leads to much smaller desorption rates than the dissociation induced by the transient population of anti-bonding electronic states.\(^\text{55,128}\)

In the following, we consider the model system introduced in Sec. III A with $V_\infty = 0.558$ eV as depicted in Fig. 2. This shift in $V_\infty$ has two effects on the system dynamics as compared to the analysis provided in Sec. III B. First, the energy difference between $V_\alpha(x)$ and $V_0(x)$ is increased such that the resonant population of the electronic state is suppressed and its onset is shifted to larger bias voltages (see process (1) in Fig. 7). Second, the dissociation of the junction upon the exponentially suppressed part of the vibrational ground state wavefunction leaking into the classically forbidden regime is energetically excluded. This is sketched as process (2) in Fig. 7. Consequently, for low bias voltages, dissociation is induced by heating of the nuclear DOF by inelastic cotunneling processes. This is depicted as process (3) in Fig. 7.

In the following, we study the dissociation probability, the electronic population, the electronic current, and the relative population of the eigenstates of the bonding potential $V_0(x)$ to analyze the dissociation dynamics. To avoid obscuring the influence of current-induced heating by broadening effects, we resort to the small $\Gamma$ regime. Moreover, we exclusively study the symmetrically coupled system to provide evidence for dissociation upon current-induced heating of the nuclear DOF and refrain from comparing the different coupling scenarios. A transfer of the findings to asymmetric systems should be straightforward.

1. Dissociation dynamics

Fig. 8a depicts the dissociation probability for different applied bias voltages $\Phi$ for the symmetrically coupled system with $\Gamma = 0.1$ eV. As rationalized before, the dissociation probability always increases with time which is inherent to the model. For larger bias voltages, we find the familiar behavior discussed in Sec. III B. Once the population of the anti-bonding state becomes energetically possible by the applied bias voltage, dissociation is dominated by this effect and occurs on the timescale of tenths of femtoseconds to nanoseconds. For low bias voltages, however, we find molecular junctions which are stable on the order of several nanoseconds and beyond. These will be the junctions most relevant for experimental observations. Fig. 8b provides a closeup on the dissociation probability as a function of time emphasizing the behavior in the low bias regime.

For low bias voltages, the dissociation probability almost instantly assumes a small but non-vanishing value. This is reminiscent of the molecule-lead connection being established at time $t = 0$. Thereafter, the dissociation probability increases very slowly and in an almost linear way with time. Moreover, the dissociation is enhanced on the picosecond timescale by an increased bias voltage. This particular behavior in the low bias regime is substantially different from what was discussed in Sec. III B and is therefore beyond the effect of dissociation induced by the population of the anti-bonding state. In the following, we focus on this regime and argue that in this case, dissociation is mediated by the excitation of the nuclear DOF by inelastic cotunneling in the non-resonant transport regime.
2. Electronic current and different transport regimes

The electronic current as a function of time for different applied bias voltages $\Phi$ for the symmetric model with $\Gamma = 0.1 \text{ eV}$ is depicted in Fig. 8. For large bias voltages, we recover the behavior already discussed in Sec. 3, which comprises an initial peak in the current associated with connecting the molecule and leads at time $t = 0$, followed by a steady decrease in current which is related to an increase in dissociation probability. Due to the almost instant dissociation resulting from the population of the dissociative PES, the current in the long-time limit is given by the transport characteristics of the dissociated molecule, which is represented by an electronic single-level system with a charging energy of $V_0(x) \approx -2.82 \text{ eV}$ (see Fig. 2). Thus, for the voltages explicitly considered here, a distinct role is attributed to the bias voltage of $6 \text{ V}$, which allows for resonant transport through the dissociated molecule and therefore exhibits a pronounced non-zero steady-state current. Notice that this is only possible as we are studying a non-destructive dissociative model system, where in case of dissociation, the molecular backbone still links the two leads (see Fig. 1).

For the low bias regime, the current also displays an onset behavior, however for long times, it approaches a value which is approximately constant. Thereby, the lines for the current for low bias values in Fig. 8 appear broadened as the current exhibits oscillations that are fast compared to the timescales under investigation. The oscillations in the current are reminiscent of the nuclear excitation originating from closing the contact between molecule and leads at time $t = 0$. This excitation results in an oscillation of the wave packet about the minimum of $V_0(x)$. Notice that an adequate description of this dynamics requires a coherent description of the nuclear DOF.

Considering the nonzero average current for long times, the data reveals a dependency on the applied bias voltage which is monotonically increasing. These values for the average current are in line with what is to be expected for the non-resonant transport regime. This implies that the current is related to co-tunneling processes, thus avoiding the population of the anti-bonding electronic state.

To support the notion of the realization of different transport regimes, we consider the electronic population in Fig. 9. Thereby, we distinguish between the charge states of the stable molecule (Figs. 9a and c) and of the dissociated molecule (Figs. 9b and d). We find that, initial effects aside, the population starting in the neutral state of the stable molecule is steadily transferred to the charged state of the dissociated molecule. For the low bias regime, the data suggests that the molecule is predominantly in the neutral state of the stable molecule and partially in the charged state of the dissociated molecule, whereby the probabilities of being in the charged state of the dissociated molecule grows with time. As the population of the charged state of the stable molecule is avoided...
in this process, the current found for this system is associated with non-resonant co-tunneling processes. For larger bias voltages, this transfer from the neutral state of the stable molecule to the charged state of the dissociated molecule happens much faster. For bias voltages below 6 V, the dissociated molecule is in the non-resonant transport regime, which explains the low current associated with these systems and the negligible population of the neutral state of the dissociated molecule. Only for 6 V, the dissociated molecule is within the resonant transport regime. Consequently, the population of the neutral and the charge state of the dissociated molecule assume a value of 0.5 in the long-time limit.

3. Current-induced excitations of the nuclear DOF

In the following, we establish the role of current-induced excitation of the nuclear DOF and its impact on the stability of molecular junctions. To this end, we study the relative nuclear population $\eta_\nu(t)$ of the bound states of the binding potential $V_0(x)$ of the neutral molecule for three representative bias voltages. For low bias voltages in the deep non-resonant transport regime (Fig. 10a), we find a built-up of the relative population of the first excited state with time, reflecting current-induced nuclear excitation in this regime. Moreover, the dissociation probability increases also very slightly. However, the full impact of this process on the stability of the molecular junction is to be expected at a timescale far beyond tenths of picoseconds, when the nuclear excitation levels out. For intermediate bias voltages, still in the non-resonant transport regime (Fig. 10b), we find a pronounced population of the first, but also of the second excited state. The dissociation probability increases noticeably as the nuclear excitation increases. This suggests that current-induced excitation is responsible for the dissociation process (see process 3 in Fig. 7). For even higher bias voltages (Fig. 10c), the relative population of the first excited state assumes a constant value after a short initial time, which is smaller than for the lower bias voltages considered before. Moreover, the relative population of the higher excited vibrational states is close to zero. This is remarkable as the effect of current-induced excitation usually increases with bias voltage. Moreover, as the second excited state is aligned with the limiting value $V_d(x \to \infty)$ (see Fig. 2), which renders a direct dissociation from the first excited state energetically impossible, the data suggests that current-induced excitation of the nuclear DOF alone is not able to explain the dissociation dynamics. Hence, the effect of dissociation upon the population of the anti-bonding electronic state needs to play a non-negligible role. The dissociation dynamics is therefore influenced by the competition between current-induced excitation and the population of the anti-bonding state. However, as the process of populating the anti-bonding states happens on shorter timescales, it effectively depletes the population of the excited vibrational states, leading to a reduced relative population of the excited vibrational states with increasing bias voltage. Consequently, the influence of current-induced nuclear excitation on the dissociation dynamics is reduced to the point where it plays a subordinate role and the dissociation dynamics is dominated by the resonant population of the anti-bonding electronic state.

After the discussion of the behavior of the nuclear excitation as a function of time, we systematically analyze its impact on the dissociation mechanism and its dependence on the applied bias voltage $\Phi$. To this end, we consider the relative population of the vibrational eigenstates $\nu$ of the binding potential as defined in Eq. (15). Notice that the onset of dissociation as a consequence of the population of the anti-bonding state drastically diminishes the probabilities of being in the neutral electronic state. Consequently, the population of the state $\nu$ tends to zero for large bias voltages, whereas $\eta_\nu$ stays finite allowing for an analysis of the nuclear excitation independent of the dissociation mechanism. Fig. 11 shows $\eta_\nu$ at time $t = 40$ ps for the five lowest eigenstates of $V_0(x)$ for different bias voltages. Moreover, the dissociation probability at this very time is also depicted in Fig. 11. Thereby, the qualitative appearance of the plot is independent of the time chosen, as long as the time was
selected such that the influence of the current-induced excitation is active.

Considering Fig. 11, we find that even for zero or very low bias voltages, there is vibrational excitation present in the system. As discussed before, this is related to the initial conditions and the finite temperature. At about $\Phi \sim 0.3$ V, the data exhibits an increase in the population of the excited vibrational states and a decrease in the occupation of the nuclear ground state. This redistribution of the relative population of the vibrational states grows with increasing bias voltage and correlates with a profound rise in dissociation probability. This behavior is explained by the onset of inelastic transport, which is expected at a bias voltage of $\Phi = 0.2855$ V for the given system. For voltages beyond $\Phi \sim 1.8$ V, the trend changes such that the relative population of the excited states decreases with increasing bias voltage, whereas the relative population of the ground state approaches towards one. This observation, together with the behavior of the current and the dissociation probability, indicates the takeover of the population of the anti-bonding state as the dominant mechanism for dissociation. As the population of the anti-bonding state happens on short timescales as compared to current-induced vibrational excitation, the onset of the population of the anti-bonding state depletes the vibrational excited states, leading to a decrease of the relative vibrational populations of the excited states with bias voltage. As such, the notion of current-induced excitation of the nuclear DOFs as the source of dissociation in molecular junctions is restricted to the non-resonant transport regime. Beyond the non-resonant transport regime, the population of the anti-bonding state gives rise to dissociation on much faster timescales, rendering molecular junctions in this regime unstable.

IV. CONCLUSION

We have investigated current-induced bond rupture in single-molecule junctions involving a dissociative PES. To this end, we applied a numerically exact framework to generic models for molecular junctions comprising a bonding and an anti-bonding electronic state. We considered a wide range of physical parameters ranging from the nonadiabatic regime of weak molecule-lead coupling to the adiabatic case of strong coupling, as well as different molecule-lead coupling scenarios.

Overall, we identified different mechanisms leading to dissociation on distinct timescales, namely the population of the anti-bonding PES and current-induced excitation of the nuclear DOF. Whenever the population of the anti-bonding PES is energetically possible, dissociation is mediated by this process and occurs on the timescale of tenths of femtoseconds to picoseconds. This is the case if the applied bias voltage exceeds a certain limit, which depends on the details of the PES. Moreover, in situations where the model system under investigation does not exhibit a pronounced non-resonant transport regime, the systems showed to be unstable beyond the nanosecond timescale due to this effect. This realization can be used as a guide to preselect certain molecules for experiments. For model systems exhibiting a pronounced non-resonant transport regime, current-induced heating is the dominant process leading to dissociation in the non-resonant transport regime on the timescale of tenths of nanoseconds and beyond. However, once these systems enter the resonant transport regime, dissociation is again mediated by the population of the anti-bonding PES and is not necessarily related to high levels of nuclear excitation on the ground state PES.

Given the numerically exact approach employed in this work, we were also able to validate and extend previous results using mixed quantum-classical methods. Generally, the applicability of mixed quantum-classical frameworks in the adiabatic regime of strong molecule-lead coupling could be confirmed. In particular, we were able to confirm the existence of current-stabilization in molecular junctions favoring the neutral state under transport, where in certain parameter ranges, an increase in the current across a molecular junction can increase its stability. However, for low bias voltages and weak molecule-lead coupling strengths, mixed quantum-classical frameworks fail as they miss the influence of nuclear quantum effects on the stability of molecular junctions. In these situations, it is necessary to apply a framework which treats the electrons and the nuclei on a quantum level.
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