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Abstract
This article is a survey of results concerning an inequality, which may be seen as a versatile tool to solve problems in the domain of Applied Probability. The inequality, which we call BRS-inequality, gives a convenient upper bound for the expected maximum number of non-negative random variables one can sum up without exceeding a given upper bound $s > 0$. One fine property of the BRS-inequality is that it is valid without any hypothesis about independence of the random variables. Another welcome feature is that, once one sees that one can use it in a given problem, its application is often straightforward or, not very involved.

This survey is focussed, and we hope that it is pleasant and inspiring to read. The focus is easy to achieve, given that BRS-inequality and its most useful versions can be displayed in three Theorems, one Corollary, and their proofs. We try to do this in an appealing way. The objective to be inspiring is harder, and the best we can think of is offering a variety of applications. Our examples include comparisons between sums of iid versus non-identically distributed and/or dependent random variables, problems of condensing point processes, subsequence problems, knapsack problems, online algorithms, tiling policies, Borel-Cantelli type problems, up to applications in the newer theory of resource dependent branching processes.

Apart from our wish to present the inequality in an organized way, the motivation for this survey is the hope that interested readers may see the potential of the inequality for their own problems. This would contribute to the growing basket of applications, and possibly add new insights.
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1 Introduction

Let $X_1, X_2, \cdots$ be a sequence of positive random variables (possibly dependent) that are jointly continuously distributed and which all have the same absolutely continuous marginal distribution function $F$. For $n \in \{1, 2, \ldots \}$ and $s \in \mathbb{R}^+$ let $N(n, s)$ be the maximum number of observations from the set $\{X_1, X_2, \cdots, X_n\}$ that one can sum up without exceeding $s$. More generally, we will study as well the case where the $X_k$ are not identically distributed, and where each $X_k$ has an absolutely continuous marginal distribution function $F_k$.

The focus of this paper is to find a good upper bound for the expected value $E(N(n, s))$, and to show its versatility for application. The inequality which yields such an upper bound is what we call the BRS-inequality. The reader may find a memory aid for the meaning of BRS by reading it as Budget-Restrained-Sum.

Indeed, one may interpret $\{X_1, X_2, \cdots, X_n\}$ as random prices for $n$ items, all having the same utility, offered for sale, and may ask what is the maximum number of them one can expect to be able to buy with a budget limit $s$.

Clearly one cannot do better than looking at the complete list of prices and first select the smallest price, then add the second smallest price, and so on, as long as the current accumulated bill does not exceed $s$. Hence we can define $N(s, n)$ equivalently via the increasing order statistics of $\{X_1, X_2, \cdots, X_n\}$, denoted by $X_{1,n} \leq X_{2,n} \leq \cdots \leq X_{n,n}$, namely

$$N(n, s) = \begin{cases} 0, & \text{if } X_{1,n} > s, \\ \max\{k \in \mathbb{N} : X_{1,n} + X_{2,n} + \cdots + X_{k,n} \leq s\}, & \text{otherwise.} \end{cases} \quad (1)$$

2 The BRS-inequality

The following Theorem 1, and its generalization Theorem 2, give a simple and useful bound on the expectation of the random variable $N(n, s)$ defined in (1). For Theorem 1 we add an almost-sure convergence result for the case that the $X_k$ are also independent:

**Theorem 1** Let all $X_1, X_2, \cdots, X_n$ be identically distributed non-negative random variables with absolutely continuous distribution function $F$.

(i) First, one has

$$E(N(n, s)) \leq nF(t), \quad (2)$$

where $t := t(n, s)$ solves the equation

$$n \int_0^t x\,dF(x) = s. \quad (3)$$
(ii) Second, if the random variables are independent and \( s := s_n \to \infty \) in such a way that \( \lim_{n \to \infty} n^{-1}s_n \) exists, then

\[
n^{-1}N(n, s_n)/F(t(n, s_n)) \to 1 \text{ a.s., as } n \to \infty.
\]

The equation (3) is visibly central for the BRS-inequality (2), and it is appropriate to call it the BRS-equation associated with the BRS-inequality, or simply its BRS-equation.

The first proof of Theorem 1 with Part (i) and Part (ii) appeared in Bruss and Robertson (1991). We will use Part (ii) of Theorem 1 later on in several places to strengthen certain results related with Part (i). Our main interest concentrates on Part (i) itself, however. The latter was elegantly generalized in Steele (2016), accommodating non-identically distributed random variables:

**Theorem 2** (Generalized BRS-inequality) Let \( X_1, X_2, \ldots, X_n \) be positive random variables that are jointly continuously distributed and such that each \( X_k \) has an absolutely continuous distribution function \( F_k \). If \( N(n, s) \) is defined as in (1), then

\[
E(N(n, s)) \leq \sum_{k=1}^{n} F_k(t),
\]

where \( t := t(n, s) \) is the unique solution of the equation

\[
\sum_{k=1}^{n} \int_{0}^{t} xF_k(x) = s.
\]

Clearly, if all random variables \( X_i, i \in \{1, 2, \ldots, n\} \), have the same marginal distribution \( F \), then (6) recaptures (3), and (5) recaptures (2).

The proofs of Theorem 1 (i) and (ii), and Theorem 2, are thus in two different journals, and our first goal is to offer here a single combined proof combined with relevant remarks in the view of possible applications. The second objective is to offer with a new theorem (Theorem 3) a refined BRS-inequality and also to briefly discuss other possible directions of refinements. Our third goal is to give several examples from different domains of Applied Probability, showing the versatility of the inequality for applications.

**Proof** We start with the proof of Part (i) of Theorem 1, and we do this in a way that leads almost directly to the proof of the more general Theorem 2.

By the continuity of the joint distribution of \( (X_i : 1 \leq i \leq n) \), there is clearly a unique set of selected indices \( A \subseteq \{1, 2, \ldots, n\} \) of the variables that attains the
maximum in the definition of $N(n,s)$ in (1). We denote this subset by $A(n,s)$. Note that $\#A(n,s) = |A(n,s)| = N(n,s)$.

Further let
\begin{equation}
B(n,s) = \{i \in \{1, 2, \cdots, n\} : X_i \leq t(n,s)\},
\end{equation}
where $t(n,s)$ is the threshold value determined by the implicit relation (3).

The idea is now to compare the sets $A(n,s)$ and $B(n,s)$, together with their associated sums,
\begin{equation}
S_{A(n,s)} = \sum_{i \in A(n,s)} X_i \quad \text{and} \quad S_{B(n,s)} = \sum_{i \in B(n,s)} X_i.
\end{equation}

From these definitions, one immediately gets by definition two useful relations, namely
\begin{equation}
S_{A(n,s)} \leq s \quad \text{and} \quad E\left[S_{B(n,s)}\right] = n \int_0^{t(n,s)} x \, dF(x) = s.
\end{equation}

Now, by its definition, $S_{A(n,s)}$ is a partial sum of order statistics. The summands of $S_{B(n,s)}$ consist precisely of the values $X_{n,i}$ with $X_{n,i} \leq t(n,s)$. We can think of the latter as also being listed in increasing order, of course, so that $S_{B(n,s)}$ is also equal to a partial sum of order statistics of $\{X_1, X_2, \ldots, X_n\}$. These observations will help us with estimations of the relative sizes of the two sums $S_{A(n,s)}$ and $S_{B(n,s)}$.

First, we note that one must have either $A \subset B$ or $B \subseteq A$. More specifically, if $S_{B(n,s)} \leq S_{A(n,s)}$ then we have $B(n,s) \subseteq A(n,s)$. Moreover, the summands $X_i$ in the difference set, that is, with $i \in A(n,s) \setminus B(n,s)$, these summands are all bounded below by $t(n,s)$. Hence we have the bound
\begin{equation}
S_{B(n,s)} + t(n,s) \left(|A(n,s)| - |B(n,s)|\right) \leq S_{A(n,s)}, \quad \text{if } S_{B(n,s)} \leq S_{A(n,s)}.
\end{equation}

Similarly, if $S_{A(n,s)} < S_{B(n,s)}$ then $A(n,s) \subset B(n,s)$ and the summands $X_i$ with $i \in B(n,s) \setminus A(n,s)$ are all bounded above by $t(n,s)$; so, in this case,
\begin{equation}
S_{B(n,s)} \leq S_{A(n,s)} + t(n,s) \left(|B(n,s)| - |A(n,s)|\right), \quad \text{if } S_{A(n,s)} < S_{B(n,s)}.
\end{equation}

Taken together, the last two relations tell us that whatever the relative sizes of $S_{A(n,s)}$ and $S_{B(n,s)}$ may be, one always has the key inequality
\begin{equation}
t(n,s) \left(|A(n,s)| - |B(n,s)|\right) \leq S_{A(n,s)} - S_{B(n,s)}.
\end{equation}

Here $t(n,s) > 0$ is a constant. We recall that $|A(n,s)| = N(n,s)$, and we see from [9] that the right-hand side has non-positive expectation. Hence, taking the expectations in the key inequality (10) gives us
\begin{equation}
E(N(n,s)) \leq E(|B(n,s)|) = E\left(\sum_{i=1}^n \mathbb{1}\{X_i \leq t(n,s)\}\right) = n F(t(n,s)),
\end{equation}
and the proof of the bound (2) is complete.

Now, to prove its more general form as given in Theorem 2, we again define the set \( B(n, s) \) by (7). Additional care is here needed with the definition of \( A(n, s) \), and, as we shall see in the subsequent Remark 1, this care provides at the same time a non-negligible benefit.

Specifically, we first define a total order on the set \( \{X_i : i \in \{1, 2, \ldots, n\}\} \) by writing \( X_i \prec X_j \) if either condition (A) or condition (B) holds, where

(A) \( X_i < X_j \),
(B) \( X_i = X_j \) and \( i < j \).

Using this order, there is now a unique permutation \( \pi : \{1, 2, \ldots, n\} \to \{1, 2, \ldots, n\} \) such that

\[ X_{\pi(1)} \prec X_{\pi(2)} \prec \cdots \prec X_{\pi(n)}, \]

and we can then take \( A(n, s) \) to be largest set \( A \subset \{1, 2, \ldots, n\} \) of the form

\[ A = \{\pi(i) : X_{\pi(1)} + X_{\pi(2)} + \cdots + X_{\pi(k)} \leq s\}. \]

We can now proceed with the proof of key inequality (10) in the same way. We use the identical definitions (8) for the sums \( S_{A(n,s)} \) and \( S_{B(n,s)} \), because these definitions are not affected by the fact that the variables may now stem from different distributions. Hence, by the new definition (6) of \( t(n,s) \), we now have

\[ E(S_{B(n,s)}) = \sum_{i=1}^{n} \int_{0}^{t(n,s)} x dF_i(x) = s. \]

Since we still have \( S_{A(n,s)} \leq s \), the expectation on the right side of inequality (10) is again non-positive.

But then, since all the following arguments in the proof of Part (i) of Theorem 1 are valid independently of the number of different distributions functions \( F_k \) which are involved, the proof of Theorem 2 is also complete.

As the organization of the argument makes explicit, none of the required calculations require more on the joint distribution of the variables \( X_i : i \in \{1, 2, \ldots, n\} \) than the joint continuity. The argument just uses point-wise bounds and the linearity of expectation.

### 2.0.1 Terminology

In the following we will call invariably (2), respectively (5), the BRS-inequality, and (3), respectively (6), the corresponding BRS-equation. It will always be evident from the context of the problem when (6) and (5) are meant. It is also
convenient to always speak of budget if we refer in the text to the values $s$ or $s_n$ in these equations or inequalities. Moreover, as announced already, we will also present two refinements of Theorem 2. These refinements are in the same spirit as Theorem 2, and, in particular, they do not require to revise the definitions of (5) and (6) in any way. Therefore we may and will call them, without a risk of any confusion, also BRS-inequalities.

2.1 Independence and almost-sure convergence

The asymptotic result (4) is proved in section 2 of the paper Bruss and Robertson (1991). Note that the general setting of Theorem 2 does not allow to include (4) directly, where independence of the variables is needed.

The convergence in (4) in Part (ii) has its interest on its own as we shall see later on in several examples. Therefore we recall here the proof, but in a slightly different way, namely in terms which make the result very intuitive:

Proof (Theorem 1, Part (ii)). First we note from the definition of $N(n,s)$ in (1) that, although the random time $N(n,s)$ is not a stopping time with respect to the usual filtration generated by the random variables $X_j$, the random time $N(n,s) + 1$ is a stopping time on the filtration $(\tilde{F}_k)$, where

$$\tilde{F}_k = \sigma(X_{1,n}, X_{2,n}, \cdots X_{k,n}), k = 1, 2, \cdots, n.$$ 

If we sum up all those observations which are smaller than $t_n$, say, then Wald’s equality can be applied for the expected stopping time since, in Theorem 1, all variables follow the same distribution and thus have the same mean. Moreover, by independence, the unordered variables not exceeding $t(n,s)$ are continuous i.i.d random variables on the interval $[0, t(n,s)]$. Letting $n \to \infty$, the Strong Law of Large Numbers implies then that the average of these terms satisfies

$$\frac{1}{n} \sum_{k=1}^{n} X_k 1\{X_k \leq t(n,s)\} \to \int_0^{t(n,s)} x F(x) \text{ a.s. as } n \to \infty,$$

that is, the sum of these selected variables converges almost surely to the truncated expectation figuring in (3).

Finally, if $s := s_n$ grows with $n$, and if we let now the threshold become $t := t(n,s_n)$ then the same argument remains valid provided that $s_n/n$ tends to a limit. Then (3) yields (4), and the proof is thus complete.

Remark 1 Bruss and Robertson (1991) used a setting of i.i.d. random variables because they were motivated by problems in which the result (4) played the
main role. They saw that independence was not needed for proving (2) with (3) in Theorem 1 but they did not draw attention to this fact. As Steele (2016) pointed out, the inequalities gain much interest by knowing that no independence is needed. This is also the main reason for introducing the total order induced by (A) and (B). Indeed, note that this allows us to have variables $X_j$ and $X_k$ for $k \neq j$ coincide with positive probability.

### 2.2 Refining the BRS-inequality

It is straightforward to refine the BRS-inequality by fully exploiting the key inequality (10). This will be quickly done, and the reader may ask why we did not do this right away before. We will shall shortly discuss the reason after the Theorem.

**Theorem 3** Under the conditions of Theorem 2 we have

$$ E(N(n, s)) \leq \sum_{k=1}^{n} F_k(t(n, s)) - \frac{s - \mathbb{E}(S_{A(n,s)})}{t(n, s)}, $$

where $t(n, s)$ satisfies (6), and where $S_{A(n,s)}$ is the sum defined in (8).

**Proof** The key inequality (10) can be written in the form

$$ |B(n, s)| - |A(n, s)| \geq \frac{S_{B(n,s)} - S_{A(n,s)}}{t(n, s)}, \quad (12) $$

where $t := t(n, s)$ solves equation (6). Recall again that $S_{A(n,s)}$ defined in (8) is the sum of the $N(n, s)$ smallest order statistics, and thus $|A(n, s)| = N(n, s)$. Further, since $S_{B(n,s)}$ is the sum of all those variables not exceeding $t(n, s)$, we have

$$ |B(n, s)| = \sum_{k=1}^{n} 1\{X_k \leq t(n, s)\} \text{ and } \mathbb{E}(S_{B(n,s)}) = s, \quad (13) $$

where the second equality was shown in (9) for identically distributed random variables, and for different distribution functions correspondingly after (11).

Using these equalities we obtain from (12) by taking expectations on both sides

$$ \left( \sum_{k=1}^{n} F_k(t(n, s)) \right) - E(N(n, s)) \geq \frac{s - \mathbb{E}(S_{A(n,s)})}{t(n, s)}. \quad (14) $$

Subtracting in the last inequality the sum term on both sides, and then changing signs, yields the statement Theorem 3. \hfill \Box
Remark 2 We are of course aware that Theorem 1 and Theorem 2 are corollaries of Theorem 3, and that, following our tradition in Mathematics, Theorem 3 should be entitled to be stated and proved first. Note however that, if we had done so, it would have been necessary to explain the meaning of $A(n, s)$ and $S_{A(n, s)}$ already in the hypotheses of the theorem. This would look technical and probably distract from the main interest of the inequality. Therefore the reader may agree that, viewing readability, the way we ordered the theorems is nicer.

2.3 Interest of refinements

Theorem 3 is of interest as soon as we have additional information. If we call the random quantity $s - S_{A(n, s)}$ the residual (of available budget), and if we have sufficient information to give easy bounds for its expectation $E(s - S_{A(n, s)})$, then Theorem 3 can of course give us a more precise bound. This is (independently) true if $s$ and $n$ are such that $P(N(n, s) < n)$ is very close to 1 so that the $S_{A(n, s)} + X_{N(n,s)+1,n} - s$ represents the (very probable) over-shoot. In specific examples, such as for instance when all $F_k$’s have similar bounded supports, Theorem 3 helps us also to understand why the bound we obtain Theorems 1 and 2 are often quite tight.

The latter type of arguments allows us also to defend the attitude that any strengthening the BRS-inequality is always of interest, at least in some special cases. Using standard arguments about conditional expectations, we obtain a version of the BRS-inequality which, with sufficient information about (nice) properties of the $F_k$ and their supports, becomes "tight".

The following inequality is such a version of the BRS-inequality. It is a corollary of Theorem 3.

**Corollary** Let $N(n, s)$ be defined as in (1), and $t := t(n, s)$ as in (6). Also let the set $A(n, s)$ be defined by (8) and recall that $E(S_{A(n, s)}) \leq s$. Denoting $p_n = P(N(n, s) < n)$ we have

$$E(N(n, s)) \leq p_n \left( \sum_{k=1}^{n} F_k(t) - \left( \frac{s - E(S_{A(n, s)})}{t} \right) \right) + n(1 - p_n).$$

**Proof** By using the evident equality $E(N(n, s)|N((n, s) \geq n) = n$ and conditioning on the event $\{N(n, s) < n\}$ and its complement, we obtain

$$E(N(n, s)) = n(1 - p_n) + p_n E\left( N(n, s) \mid N(n, s) < n \right).$$

The Corollary follows now in a straightforward manner from the trivial inequality

$$E(N(n, s)) \mid N((n, s) < n) \leq E(N(n, s))$$
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by plugging in the upper bound for $E(N(n, s))$ of Theorem 3, and then isolating $E(N(n, s))$ again on the left-hand side. 

2.4 Interest of further refinements

It is now no surprise that, in some special cases, further refinements should be possible. We want to exemplify another one of such cases, but we confine ourselves to describe things verbally, because it suffices to present ideas which come along quite naturally. There are simply too many special cases which come to our mind.

Consider for instance the case of identically distributed random variables $X_j \sim X$ (as in Theorem 1). Suppose moreover that $s := s_n$ is small compared to $nE(X)$. Then, for large $n$, the probability of not exceeding the budget $s_n$ becomes small, and so $p_n = P(N(n, s) < n)$ becomes large as $n$ grows. Consequently, it will become very probable that the budget will be exceeded (by definition upon observation of $X_{N(n,s)+1,n} \in \{X_1, X_2, \cdots, X_n\}$, and we know

$$P(X_{N(n,s)+1,n} \in \{X_1, X_2, \cdots, X_n\}) \rightarrow 1 \quad \text{as } n \rightarrow \infty.$$  

This guarantees that the sum $S_{A(n,s_n)}$ behaves essentially like $s_n$ as $n$ becomes large. Now recall that, conditioned on $N(n, s) < 1$, the random time $N(n, s) + 1$ is a stopping time with respect to the filtration

$$\tilde{F}_k = \sigma(X_{1,n}, X_{2,n}, \cdots X_{k,n}), k = 1, 2, \cdots, n.$$  

Recall also that all $X_j \sim X$ have the same mean and that the generalized version of Wald’s equation works with weaker conditions than independence. Thus, even though we started with a special case and, compared to independence, the incomparable (arguably partially weaker) condition that $s_n$ is small compared to $nE(X)$, this allows then a similar approach than shown in Subsection 2.1.

Having said this, the author thinks that in this survey it would be hardly rewarding to go further with discussions of more specific cases. We probably should give priority to confining ourselves to results which are, arguably, of sufficient general interest. If a researcher would like to apply a result for a given problem, needing slightly more precise estimates, and he or she knows of the existence possible refinements, then she or he, knowing their own problem best, would also know best in which corner of the set of options to look for. As so often in Mathematics, it is not always the very strongest form of a result which draws attention but rather the most convenient form of a sufficiently strong result, which does so.

Seen under this angle of view, our analysis of relative importance is as follows.
2.5 Evaluation of importance

Theorem 1 and its generalization Theorem 2 give a convenient upper bound of $E(N(n, s))$. They involve those functions and parameters which intervene naturally, namely the number of random variables $n$, the available space or budget $s$, and the distributions of the variables. They neither speak about specific properties of the latter nor would they refer indirectly to such properties. It is this "modesty" in the hypotheses that makes, as we think, Theorems 1 and 2 appealing for a wide range of applications.

Theorems 1 and 2 are in that sense likely to be the most interesting results. The author thinks that Theorem 3 is of sufficiently general interest, but that its corollary is already somehow close to the borderline.

As we will see later, Theorem 1 has already a considerable number of citations to its credit. Thus so far it stands out. The likely reasons are easy to understand. On the one hand, the univariate case is typically more frequent in studied problems than a case involving several different distributions. On the other hand, and in particular, Theorem 1 (Bruss and Robertson (1991)) has been around much longer than the (partially) generalized version Theorem 2 (Steele (2016)).

The author thinks that Theorem 2, i.e. Steele’s version of 2016, is the most promising from the point of view general interest for future applications. Theorem 3 is also very welcome on this preference list of the BRS-inequality, since there are many applications where additional information comes in naturally, and then Theorem 3 sharpens results for both Theorem 1 and Theorem 2.

3 Applications

The goal of this section, as announced before, is to convince that the BRS-inequality is an interesting result, and both flexible and versatile for applications. We begin our examples with identically distributed uniform random variables.

3.1 Identically distributed $U[0, 1]$ variables

Let $X_1, X_2, \ldots, X_n$ be uniform random variables on $[0, 1]$, that is $F(x) = x$ on $[0, 1]$. To compute an upper bound for the maximum number of $X_k$’s we can sum up without exceeding $s$ with $0 < s < n/2$ we solve the BRS-equation (3), that is

$$n \int_0^{t(n,s)} x dF(x) = n \int_0^{t(n,s)} x dx = s \iff t(n, s) = \sqrt{2s/n}. \quad (15)$$

Hence, from the BRS-inequality

$$E(N(n, s)) \leq n F(\sqrt{2s/n}) = \sqrt{2sn}. \quad (16)$$
This bound becomes trivial for \( s \geq n/2 = nE(X) \), namely \( E(N(n, s)) \leq n \). We can say slightly more, i.e. \( E(N(n, n/2) < n \), because \( n \) items need in expectation the budget \( n/2 \). However, they need a larger budget with a strictly positive probability.

If the \( X_k \)'s are moreover independent, then this bound is essentially tight according to (4).

### 3.2 Random variables with dependence

Recall that no independence assumption about the \( X_k \)'s is needed. So let us compare the extreme case of total independence with the case of full dependence such as \( X_1 = X_2 = \cdots = X_n \), say. Here, by the way, we see that the total order defined in the proof before (11) through (A) and (B) is essential. In the case of uniform random variables on \([0, 1]\) we know from Subsection 3.1 that \( E(N(n, s)) \leq nF(t(n, s)) = \sqrt{2sn} \). Moreover in the case of i.i.d. \( U[0, 1] \) random variables we have from (4) also the asymptotic relationship \( N(n, s_n) \sim \sqrt{2s_n} \) so that the upper bound computed in (15) and (16) is asymptotically tight.

In the case \( X_1 = X_2 = \cdots = X_n \) however, there is trivially only one order statistic, namely \( X_1 \), and our bound should be worse. Indeed, it is easy to compute it precisely, namely

\[
E(N(n, s)) = \sum_{k=1}^{n} P(N(n, s) \geq k) = \sum_{k=1}^{n} P(X_1 \leq s/k)
\]

\[
= \sum_{k=1}^{n} (1\{k < s\} + s1\{k \geq s\}/k) \sim \lfloor s \rfloor + s \log(n),
\]

where \( \lfloor s \rfloor \) denotes the largest integer smaller than \( s \). This upper bound grows more slowly in \( n \) than \( \sqrt{2sn} \), and it is clear why: independent draws bear naturally the potential of producing small order statistics, whereas these independent draws are now wiped out by the total dependence.

### 3.3 Different distribution functions \( F_k \).

For each \( k \in \{1, 2, \cdots, n\} \) let \( X_k \) to be uniform on the real interval \([0, k]\). For convenience we take \( 0 < s \leq 1 \) and \( n \geq 4 \). The BRS-equation tells us

\[
s = \frac{1}{2} \sum_{i=1}^{n} \frac{1}{i} \tau_i^2(n, s) = \frac{1}{2} t^2(n, s)H_n \quad \text{or} \quad t(n, s) = \sqrt{2s/H_n},
\]

where \( H_n \) denotes the \( n \)'th harmonic number. In particular, for \( s = 1 \)

\[
E(N(n, 1)) \leq \sum_{i=1}^{n} F_i(t(n, 1)) = \sum_{i=1}^{n} \frac{1}{i} (2/H_n)^{1/2} = (2H_n)^{1/2},
\]
where we use \( n \geq 4 \) to assure that \( H_n > 2 \). This bound grows also much more slowly than \( \sqrt{2n} \) computed in 2.1. The reason is now that small order statistics become rarer with the increasing supports \([0, k]\) of the uniform \( F_k \)'s.

If, in contrast, we have decreasing supports as \( k \) grows, the upper bound for \( E(N(n, s)) \) should go up. We would expect the upper bound to become trivial or close to trivial if the supports of the \( F_k \) are decreasing more or less in the same order (or quicker) as than the expected order statistics of \( n \) variables would do on the support of \( F_1 \). To exemplify this, let us choose the \textit{exact} corresponding order, i.e.

\[
F_k(x) = \mathbb{I}\{0 \leq x \leq 1/k\}kx + \mathbb{I}\{x > 1/k\}, k = 1, 2, \ldots, n,
\]

and again \( s = 1 \). It is easy to check that the BRS-equation becomes

\[
\sum_{k=1}^{n} k \min\{1/k, t\} = 1 = \sum_{k=1}^{n} kt = t \frac{n(n+1)}{2},
\]

where we used that, in the first equality, we must have \( t := t(n, 1) \leq 1/n \), because the sum cannot equal 1 otherwise. Hence the solution is \( t = 2/(n(n+1)) \). Plugging \( t \) into the BRS-inequality (5) yields \( E(N(n, 1)) \leq \sqrt{n(n+1)} \sim n \), showing that our bound is here almost perfect.

### 3.4 Point processes and selection bias.

Let \( T_0 = 0 \) and, recursively, \( T_k = T_{k-1} + X_k, k = 1, 2, \ldots \) where the \( X_k \)'s are positive random variables with absolutely continuous laws \( F_k \). The \( X_k \)'s are now seen as the inter-arrival times of a point process \((T_k)_{k=1,2,\ldots}\) on the positive half-line.

Suppose now that we fix \( n \) and wait for the \( n \)th arrival, occurring at time \( T_n = T \), say. Given \( s \) with \( 0 < s < T \) we ask what is the maximum density of arrival points we can expect on a set \( \mathcal{S} \subseteq U[T] \) where \( U[T] \) is the set of all subsets of \( \{[T_{k-1}, T_k[ : 1 \leq k \leq n\} \)?

The maximum obtainable density in this definition is simply \( N(n, s)/s \) with \( N(n, s) \) defined in (1) based on the inter-arrival times \( X_1, X_2, \ldots, X_n \). Thus from the BRS-inequality we know that the maximum expected density is bounded by

\[
d_{\text{max}}(s) := \frac{E(N(n, s))}{s} \leq \frac{1}{s} \sum_{k=1}^{n} F_k(t(n, s)), \tag{18}
\]

where \( t(n, s) \) solves the BRS-equation (3) if the \( X_k \) are identically distributed, and otherwise solves (6). We also note that in the case of independence (where we have the stronger result (4)), the problem of finding the set with \textit{minimum}
expected density is then \textit{asymptotically} dual, because it suffices to maximize the number of points on the complementary set with Lebesgue measure \( T_n - s \). (see Figure 1.)

![Condensing a point process](image)

**Figure 1**

Figure 1 shows for a given "budget time" \( s \) the selection of the 4 smallest inter-arrival times (after having seen them all) until arrival time \( T = T_9 \).

### 3.5 Poisson processes

As a specific example, consider a homogeneous Poisson process of rate 1. Hence here all the \( F_k \) are the same.

Suppose that a dishonest statistician would like to make an observer believe that the rate is higher than 1 by claiming that the missing data are due to the fact that the counting process could not be recorded during certain sub-periods. How far can this type of dishonesty bias the perceived rate?

It is well known that the inter-arrival times of the Poisson process (rate 1) are i.i.d. exponential random variables with distribution function \( F(x) = 1 - e^{-x} \). No conditional bias intervenes if we look at the random horizon \( T = T_n \). The BRS-equation (3) yields then

\[
\int_0^t x F(x) = \int_0^t x e^{-x} dx = \frac{s}{n},
\]
Figure 2 displays for a Poisson process of rate $1$ the l.h.s. of (16) for $0 \leq t \leq T = n$, and the r.h.s. of (16) for a selection of values of $s/n$ ranging between 5% and 95% (horizontal lines $\equiv$ fraction of the observation time.)

or equivalently, the implicit equation

$$\exp(-t(1+1)) = 1 - \frac{s}{n}. \quad (19)$$

Thus (15) yields with $t := t(n,s)$

$$d_{\max}(s) \leq \frac{1}{s}nF(t(n, s)) = \frac{1}{s}n \left(1 - \exp(-t(n,s))\right), \quad (20)$$

where $t := t(n,s)$ solves (19). Here we note that in the Poisson process case the random variables $X_k$ are i.i.d., and so (4) implies that the obtained bounds obtained from the inequality (20) are essentially tight. The 50% line for instance (see Figure 2) cuts the curve in $t \approx 1.67835$, and (19) and (20) yield a maximum density $\approx 1.62664$, that is about 63 percent more than the true rate. Clearly, the less (selected) time we observe, the more the observed rate can grow. With only 5% observation time the dishonest statistician can cheat (a naive client) by a factor almost 6.

3.6 "Awkward" point processes

Sometimes one comes across random structures which are complicated, but have components which are nevertheless well understood, and/or tractable.
Staying in the class of problems we have considered in Subsections 3.4 and 3.5, the following "awkward" counting process (completely invented) exemplifies such an instance.

Let \((X_k)\) be a random sequence of inter-arrival times of a point process. \(X_1\) is uniform on \([0, 1]\), say, \(X_2 = 1 - X_1\), \(X_3 = 1 - X_2 = X_1\), ... and this alternating pattern goes on until some random time \(C_1\). \(X_{C_1+1}\) is then again \(U[0, 1]\)–distributed independently, and the following variables play the same alternating game as before until some random time \(C_2\). Then again a new \(U[0, 1]\) random variable \(X_{C_2+1}\) is drawn ... and so on. Suppose we are stopped after a large number of \(n\) observations (in total). Can we say anything nontrivial about the expected number of variables among \(X_1, X_2, ..., X_n\) we can sum up without exceeding a given \(s\)?

At first glance it may seem that we must know something about the mechanism producing the random times \(C_1, C_2, \ldots\). But then we simply concentrate on the essential information which is given: whatever the law of \(X_1, X_2, ...,\) whatever their dependence structure, all the marginals of the \(X_k\) are the same, namely \(F(t) = t\) on \([0, 1]\). Hence, as seen in Subsection 3.1, we always have the convenient bound

\[
E(N(n, s)) \leq \sqrt{2sn}.
\]  

If we happen moreover to know one of the expected change times, \(E(C_n)\) say, then we have also a nice upper bound for \(E(N(C_n, s))\), namely by the tower property of conditional expectations,

\[
E(N(C_n, s)) = E[E(N(C_n, s)|C_n)] \leq E\left(\sqrt{2sC_n}\right) \leq \sqrt{2s}E(C_n),
\]

where the first inequality follows from (21), and the second one from the concavity of the square-root function and Jensen’s inequality.

With more information one can sometimes say more. To stay with our example, suppose all block lengths \(C_{i+1} - C_i\’\)s of strictly dependent random variables are geometric random variables with parameter \(p\), say. Instead of looking at the horizon of \(n\) variables we now look at \(n\) blocks, that is \(C_n\) variables with budget \(s := s_{C_n}\). The expected length of blocks consisting of strongly dependent variables is thus \(1/p\).

On the one hand, the larger \(p\) gets, the higher becomes the fraction of independent \(U[0, 1]\) random variables so that upper bound for \(C_n\) variables

\[
\sqrt{2s_{C_n}C_n} \sim \sqrt{2s_{C_n}n/p}
\]

must become better and better. On the other hand, if \(p\) becomes small, the expected block lengths become large so that most blocks contain with each \(X\) also the value \(1 - X\). This opens then a new option, namely we can recompute a new threshold by taking the variables two by two.
Heuristic arguments: All what we say here is that in point processes consisting of both i.i.d. inter-arrival times strongly dependent ones, it can be worth checking whether the fraction of i.i.d. random variables is non-negligible, knowing that the BRS-bound is essentially tight for these. For instance, if they are $U([0,1])$ random variables, $N(n,s)$ is in the order of square-root of their number. The contribution of the others will be somewhere between a logarithmic order (see Subsection 3.2) and an order of square-root, and may contribute to $E(N(n,s))$ not more than something asymptotically negligible.

3.7 Sequential Subsequence Selection Problems and Knapsack Problems

As has been noticed by several authors before, as e.g. Gneden (1999) and Arlotto et al. (2015a, 2015b), the BRS-inequality leads to a priori upper bounds for two well-studied problems in combinatorial optimization. In particular, in the classical case of independent uniformly distributed random variables, the BRS-inequality (Theorem 1) gives bounds that are essentially sharp for both the sequential knapsack problem and the sequential (increasing) subsequence selection problem (Steele (2016)).

3.7.1 Sequential knapsack problem

In this problem, one observes a sequence of $n$ independent non-negative random variables $X_1, X_2, \ldots, X_n$ with a fixed, known distribution $F$. One is also given a real value $x \in [0, \infty)$ that one regards as the capacity of a knapsack into which selected items are placed. Observations are sequential, and when $X_i$ is first observed, one either selects $X_i$ for inclusion in the knapsack or else $X_i$ is rejected from any future consideration. The goal is to maximize the expected number, $\tilde{N}(n,x)$, say of items that can be sequentially packed without recall into the knapsack with initial capacity $x$. Since the BRS-inequality tells us how well we could do if we knew in advance all of the values $\{X_i : 1 \leq i \leq n\}$, it is evident that no strategy for making sequential choices can ever lead in expectation to more affirmative choices than $E(N(n,x))$, and thus from (2) we have the upper bound

$$E(\tilde{N}(n,x)) \leq E(N(n,x)) \leq nF(t(n,x)), \quad (22)$$

where $t := t(n,x)$ solves the associated BRS-equation (3).

Now, packing an item into the knapsack will not change the distribution of the items to come. The only effect of packing an item of size $y$ say is reducing the current remaining capacity by $y$. Hence the problem is a Markov decision problem so that the optimal sequential selection strategy given by a unique non-randomized Markovian decision rule. Beginning with $n$ values to be observed
and with an initial knapsack capacity of \( x \), the expected number of selections that one makes is denoted by \( v_n(x) \). It is easy to see that the value function for this Markov decision problem can be calculated by the recursion relation

\[
v_n(x) = (1 - F(x))v_{n-1}(x) + \int_0^x \max\{v_{n-1}(x), 1 + v_{n-1}(x - y)\} \, dF(y).
\] (23)

Specifically, one begins with the obvious relation \( v_0(x) \equiv 0 \), and one computes \( v_n(x) \) by iteration. This is the Bellman equation (optimality equation) for the sequential knapsack problem.

### 3.7.2 Monotone subsequence problem

Now suppose that we observe sequentially \( n \) independent random variables \( X_1, X_2, \ldots, X_n \) with the common continuous distribution \( F \). Our goal is to make monotonically (decreasing, say) choices

\[ X_{i_1} > X_{i_2} > \cdots > X_{i_k}, \]

trying to maximize the expected number of choices. Here, prior to making any selection, we take the state variable \( x \) to be the supremum of the support of \( F \), which may be infinity. After we have made at least one selection, we take the state variable \( x \) to be the value of the last selection that was made. Now we write \( \tilde{v}_n(x) \) for the expected number of selections made under the optimal policy when the state variable is \( x \) and where there are \( n \) observations to come. In this case the Bellman equation given by Samuels and Steele (1981) can be written as

\[
\tilde{v}_n(x) = (1 - F(x))\tilde{v}_{n-1}(x) + \int_0^x \max\{\tilde{v}_{n-1}(x), 1 + \tilde{v}_{n-1}(y)\} \, dF(y),
\] (24)

where again one has the obvious relation \( \tilde{v}_n(x) \equiv 0 \) for the initial value. In (20) the decision to select \( X_1 = y \) would move the state variable to \( y \), so here we have \( 1 + \tilde{v}_{n-1}(y) \) where earlier we had the term \( 1 + v_{n-1}(x - y) \) in the knapsack Bellman equation. In the knapsack problem the state variable moves from \( x \) to \( x - y \) when \( X_1 = y \) is selected.

In general, the solutions of (23) and (24) are distinct, but Coffman et al. (1987) made the essential observation that \( v_n(x) \) and \( \tilde{v}_n(x) \) are equal when the observations are uniformly distributed. This allows to create an interesting detailed linkage between these two problems: The first step is to note that the equality of the value functions permits one to construct optimal selection rules that can be applied simultaneously to the same sequence of observations. The selections that are made will be different in the two problems, but we see a useful distributional relationship. The essential observation is that the second term of the Bellman equation leads one almost immediately to the construction of an optimal selection strategy for the monotone subsequence problem. These strategies
lead one in turn to a more detailed understanding of the number of values that one actually selects.

First, one notes that it is easy to show (Samuels and Steele (1981)) that there is a unique $y \in [0, 1]$ that solves the “equation of indifference”:

$$\tilde{v}_{n-1}(x) = 1 + \tilde{v}_{n-1}(y).$$

If we denote this solution by $\alpha_n(x)$, we can use its values to determine the rule for making the sequential selections. At the moment just before $X_i$ is presented, we face the problem of selecting a monotone sequence from among the $n-i+1$ values $X_i, X_{i+1}, \ldots, X_n$, and if we let $\tilde{S}_{i-1}$ denote the last of the values $X_1, X_2, \ldots, X_{i-1}$ that has been selected so far, then we can only select $X_i$ if it is not greater than the most recently selected value $\tilde{S}_{i-1}$. In fact, one would choose to select $X_i$ if and only if it falls in the interval $[\tilde{S}_{i-1}, \tilde{S}_{i-1} - \alpha_{n-i+1}(\tilde{S}_{i-1})]$. Thus, the actual number of values selected out of the original $n$ is the random variable given by

$$\tilde{V}_n \overset{\text{def}}{=} \sum_{i=1}^n 1 \{ X_i \in [\tilde{S}_{i-1}, \tilde{S}_{i-1} - \alpha_{n-i+1}(\tilde{S}_{i-1})] \}.$$  

By the same logic, one finds that in the sequential knapsack problem the number of values that are selected by the optimal selection rule can be written as

$$V_n \overset{\text{def}}{=} \sum_{i=1}^n 1 \{ X_i \in [0, \alpha_{n-i+1}(S_{i-1})] \}$$

where now $S_{i-1}$ denotes the capacity that remains after all of the knapsack selections have been made from the set of values $X_1, X_2, \ldots, X_{i-1}$ that have already been observed. By this parallel construction we have

$$E[V_n] = v_n(1) = \tilde{v}_n(1) = E[\tilde{V}_n].$$

Moreover, one has $S_0 = 1 = \tilde{S}_0$, and then see the equality of the joint distributions of the vectors

$$(S_0, S_1, \ldots, S_{n-1}) \quad \text{and} \quad (\tilde{S}_0, \tilde{S}_1, \ldots, \tilde{S}_{n-1}),$$

since the two processes $\{S_i : 0 \leq i \leq n\}$ and $\{\tilde{S}_i : 0 \leq i \leq n\}$ are (temporally non-homonomous) Markov chains that have the same transition kernel at each time epoch.

Theorem 1 tells us now that $E[V_n] \leq \sqrt{2n}$. By the distributional identity of $V_n$ and $\tilde{V}_n$ we find indirectly that

$$E[\tilde{V}_n] \leq \sqrt{2n} \quad \text{for all } n \geq 1. \quad (25)$$

It turns out that (25) can be proved by a remarkable variety of methods. In particular, Gnedin(1999) gave a direct proof where one can even accommodate
a random sample size $N$ and where the upper bound is now replaced with the natural proxy $(2\mathbb{E}[N])^{1/2}$. More recently, Arlotto et al. (2015a) gave two further proofs of (25) as consequences of bounds that were developed for the quickest selection problem, a sequential decision problem that provides a kind of combinatorial dual to the classical sequential selection problem.

The distributional identity can also be used to make some notable inferences about the knapsack problem from what has been discovered in the theory of sequential monotone selections. For example, by building on the work of Bruss and Delbaen ((2001),(2004)), Arlotto et al. (2015b) found that

$$\text{Var}[\tilde{V}_n] \sim \frac{1}{3} \sqrt{2n} \quad \text{and} \quad \frac{\tilde{V}_n - \sqrt{2n}}{\frac{3}{2}(2n)^{1/4}} \Rightarrow N(0,1),$$

(26)

where $\Rightarrow$ stands for convergence in law. Thus, as a consequence of the distributional identity $V_n \sim \tilde{V}_n$ one has the same results for the knapsack variable $V_n$ for i.i.d. $U([0,1])$ random variables.

It is also interesting to recall here the non-sequential (or clairvoyant) selection problem where one studies the random variable

$$L_n = \max\{k : X_{i_1} < X_{i_2} < \ldots < X_{i_k}, \ 1 \leq i_1 < i_2 < \ldots < i_k \leq n\}.$$ 

This classic problem has a long history, beautifully told in both Romik (2014) and in Aldous and Diaconis (1999). Here the most relevant part of that story is that Baik et al. (1999) found the asymptotic distribution of $L_n$, and, in particular, they found that one has the asymptotic relation

$$\mathbb{E}[L_n] = 2\sqrt{n} - \alpha n^{1/6} + o(n^{1/6}) \quad \text{where} \ \alpha = 1.77108...$$

(27)

For the dominant part $2\sqrt{n}$ we see, as already observed in Samuels and Steele (1981), the advantage of clairvoyance is essentially the factor $\sqrt{2}$.

3.8 Random Tilings with different shapes

We have given so far already several applications of Theorem 1. Now we show that the generalisation provided in Theorem 2 has much to offer for other applications. For example, look at the following "multi-type" online problem:

We are given a connected $d$-dimensional subset $S$ of $\mathbb{R}^d$ with Lebesgue measure $s$, and a sequence of $d$-dimensional random shapes which we would like to fit into $S$ without overlappings. If the sequence contains $n_k$ shapes of type $k$, and there are $\sigma$ types of shapes, what is the maximum number of non-overlapping shapes we can hope to fit sequentially (online) into $S$?

First, neglecting the online feature, we have a convenient upper by the BRS-equality. We define $n = n_1 + n_2 + \cdots + n_\sigma$, and let $V_1, V_2, \cdots, V_n$ be the volumes
of the \( n \) random shapes. If the randomization algorithm is known for the \( \sigma \) types of shapes and the same within each class of shapes then we can compute the distribution functions \( F_k, k = 1, 2, \ldots, \sigma \) of their volumes which are supposed to be absolute continuous random variables \( X_k \). Hence from (5) and (6)

\[
E(N(n, s) \leq \sum_{k=1}^{\sigma} n_k F_k(t(n, s)), \ n = n_1 + n_2 + \cdots + n_{\sigma}, \quad (28)
\]

where \( t(n, s) \) solves the implicit equation

\[
\sum_{k=1}^{\sigma} n_k \int_0^{t(n,s)} v \, dF_k(v) = s. \quad (29)
\]

Now, coming back to online-selection, how well could we do with a skilfull online selection if we select, independently of the type of shapes all those objects which have a random volume \( V \leq t(n, s) \), and fit these best possible into \( S \)? As an example we study a specific tiling problem involving two types of shapes.

### 3.8.1 Rectangles and ellipses

Suppose \( S \) is the unit square \( S = [0, 1] \times [0, 1] \) and that we have two types of shapes, namely rectangles (type 1) and ellipses (type 2). Let \( X, Y \) be independent \( U[0, 1] \) random variables, and \( A, B \) be independent \( U[0, 1/2] \) random variables. Here \( X \) and \( Y \) denote the random length of the sides of a rectangle, and \( A \) and \( B \) the random height and width of an ellipse. Further let \( X_j, Y_j, \ j = 1, 2, \ldots, n \) respectively \( A_j, B_j, \ j = 1, 2, \ldots, n \) be independent versions of these. Then we get for the surface area distribution function \( F_1(u) \) (rectangle) for \( u \in [0, 1] \),

\[
F_1(u) = P(XY \leq u) = \int_0^1 P(Y \leq \frac{u}{X} | X = x) \, dx 
\]

\[
= \int_0^u dx + \int_u^1 \frac{u}{x} \, dx = u(1 - \log(u)),
\]

and similarly for the distribution of the surface area of a random ellipse

\[
F_2(u) = P(AB \leq \frac{u}{\pi}) = \int_0^{1/2} P(B \leq \frac{u}{A\pi} | A = a) \, da
\]

\[
= \mathbb{1}\{0 \leq u \leq \pi/4\} \frac{4u}{\pi} \left(1 - \log\left(\frac{4u}{\pi}\right)\right) + \mathbb{1}\{\pi/4 \leq u \leq 1\}.
\]
Figure 3 displays online tiling with rectangles and ellipses. The square has surface 1, and $n_1 = 300$ and $n_2 = 150$. Solving the BRS-equation (using Mathematica) yields $t = 0.0326 \cdots$ as upper surface threshold for the rectangles and ellipses.

We have $s = 1$ and $\sigma = 2$. For our example (see Figure 3) let us choose $n_1 = 300$ and $n_2 = 150$, say. Putting $t := t(450, 1)$ we must solve according to the BRS-equation (29)

$$300 \int_0^t u \, dF_1(u) + 150 \int_0^t u \, dF_2(u) = 1,$$

where $F_1(u)$, respectively $F_2(u)$ are given by (30), respectively (31). The numerical solution (by Mathematica) yields $t = 0.0326 \cdots$. Hence from inequality (28)

$$E(N(450, 1)) \leq 300F_1(t) + 150F_2(t) = 69.325 \cdots .$$

Instead of storing 300 rectangles and 150 ellipses we randomized the shape $P(\text{type 1}) = 2/3, P(\text{type 2}) = 1/3$, and then its parameters, packing those with surface area $\leq t$ independently of their type, online and just on eyesight, in the square.
In Figure 3 the upper bound $E(N(450, 1)) \leq 69.325 \cdots$ seems surprisingly feasible. Admittedly, we were lucky with a few very small ellipses. Remember that our upper bound is a full-information upper bound, and not only an upper bound for an online strategy. With other types of shapes the relative loss through unusable space may be higher, and for certain non-convex shapes it is likely to be much higher. Figure 3 looks unfinished, and this was on purpose. We wanted to stop half-way, i.e. at 225 simulations. Not on purpose was that we had to stop earlier due to a legally imposed interruption, and forgotten to take note of the exact last step number (at around 150?)

The only theory we applied here was thus computing the BRS-threshold $t(n, 1)$. It is of great help to have just a single decision function, namely the area threshold $t(n, 1)$. We ask the computer to serve us sequentially only those random shapes with area below $t(n, 1)$. Then each offer means ”Place it!”, and that’s what we did (without rotations), just as they came. With the right computed threshold $t(n, s)$ it works well and is just fun to observe.

3.9 Borel-Cantelli type problems

For Borel-Cantelli type problems, the BRS-inequality may also be of interest. It sometimes allow us to isolate on a set of dependent events condensed subsets on which sub-events become independent. In our first example we use an argument in the spirit of the key-inequality (10).

3.9.1 Direct neighbours

Let $X_1, X_2, ..., X_n$ be i.i.d. uniform random variables on $[0, 1]$. Further let $A_n$ be the event that the $(n + 1)$st draw $X_{n+1}$ becomes a direct neighbour of $X_n$, that is, $[\min\{X_n, X_{n+1}\}, \max\{X_n, X_{n+1}\}]$ contains no $X_j$ with $1 \leq j \leq n - 1$. First, we are interested to know $P(A_n \text{ i.o.})$ as $n \to \infty$, where ”i.o.” stands for infinitely-often. Clearly $P(A_n)$ depends on where $X_n$ has landed so that the $A_n$ are not independent. Hence $\sum_n P(A_n) = \infty$ does not imply from the Borel-Cantelli Lemma that $P(A_n \text{ i.o.}) = 1$.

However, fix now a constant $c$ with $0 < c < 1$ and then think of all spacings with length $\leq c/n$ united in one set $A$. This takes less space than Lebesgue measure $c$ so that the difference set $B \subset [0, 1]$ has Lebesgue measure at least $1 - c$, and this is already the simple idea: at least the Lebesgue measure $1 - c$ is available for $X_{n+1}$ independently of $n$, and within the set having at least this measure, we know that the minimal distance between neighboured points is larger than $c/n$.

To finish the question, let $B_n := \{X_n \text{ and } X_{n+1} \text{ become neighbours}\}$. Clearly, the $B_{2n}$ are independent. Also, $P(B_{2n} > (1 - c)c/(2n))$ since, if $X_{2n+1} \in B$, more than one half of $c/n$ is free left or right of $X_{n+1}$ for $X_{2n+2}$. Since $\{B_{2n} \text{ i.o.}\} \subset$
\{A_n \text{i.o.}\}, and the harmonic sum diverges, we have \(P(A_n \text{i.o.}) = 1\).

3.9.2 Spacings

Second, let us now look at all spacings generated sequentially by the draws \(X_n\). Fix a function \(k := k(n)\) with \(1 \leq k \leq n + 1\) and look at the events \(\mathcal{K}_n = \{X_{n+1} \text{ falls in the } k(n)\text{th smallest spacing}\}\). Bruss et al. (1990) found criteria on \(k(n)\) for \(P(\mathcal{K}_n \text{i.o.}) = 0\), respectively \(P(\mathcal{K}_n \text{i.o.}) = 1\). In a nice more elaborate approach, Alsmeyer (1991) improved these results by giving the complete if-and-only-if answer.

Now, what about the event of hitting infinitely often one of the \(k(n)\) smallest spacings? Does it suffice to replace Alsmeyer’s sum criterion by the corresponding double sum for all \(j = 1, 2, \ldots, k(n)\)? (Since Alsmeyer refers in his paper to decreasing order statistics we must read his criterion by replacing his \(k(n)\) by \(n - k(n) + 1\).) This seems intuitive, and a similar argument as above shows that this must be true. However, here the BRS-inequality cannot give as much as Alsmeyer’s approach, which uses the strong property of uniform spacings behaving, normalized, like independent exponential variables.

Under weaker conditions, the BRS-inequality may however give results where other approaches cannot help. For example if the BRS-sum \(S_{A(n,s_n)}\) (see (8) to (10)) ”accommodates” the sum of the \(k(n)\) smallest spacings for \(n\) sufficiently large, and if \(E(N(n,s_n))\) stays bounded then we always have \(P(\mathcal{K}_n \text{i.o.}) = 0\). Moreover, if a similar ”independent set” can be found as in the first question above then we are also able to find, with \(\sum_{j=1}^{n} s_j \to \infty\) as \(n \to \infty\), the desired converse.

4 Further Connections and Applications

Here the whole goal has been to explain, extend, and explore the upper bound given by the BRS-inequality. The only work we know in which Theorem 2 was applied is Steele (2016). Since, as said before, Theorem 1 has been around for quite some time (Bruss and Robertson (1991)), we know many places in the literature where Theorem 1 was used explicitly, or at least referred to. In an attempt to be somewhat complete, we give here, without giving more details, a list in alphabetic order of those references to Theorem 1 we know:

Arlotto, A. and Steele, J. M. (2011),
Arlotto A., Mossel E. and Steele J. M. (2015a), (2015b)
Arlotto A., Wei Y., and Xie (2018)
Boshuizen F. A. and Kertz R. P. (1995), (1999)
Bruss F. T. (2014)
Caballero J. A., Lepora N. F. and Gumey K.N. (2015)
Theorem 1 also plays a central role in the theory of so-called resource dependent branching processes, or RDBPs, which we will treat as our last example of applications. The work of Bruss and Robertson (1991), instigated by the article of Coffman et al. (1987), was motivated in particular by questions arising in the context of RDBPs. Hence this is no coincidence. However, as we shall see now, it is Theorem 2 which is central for making a true progress in this theory.

4.1 Resource Dependent Branching processes

A resource dependent branching process (RDPB) is a branching process trying to model the development of human populations in a way which is intended to be as realistic as possible. In these RDPB’s particles (individuals) have to work in order to survive and to reproduce. They receive resources from a global resource space left by their ancestors, create new resources and claim resources for their own consumption. All these features are modelled by random variables.

In particular, a RDBP is moreover endowed with a so-called society structure, and it is the society who decides how resources are distributed among the individuals. It is this very feature which makes a RDBP very different from other branching process models, and this is why the methods to study them are typically also rather different. In a RDBP individuals are submitted to changing environments, but in contrast to what one usually would call a process with random random environment, the changing environment is now (primarily) the result of policies exercised by the society rather than the result of changing parameters, as for instance changing reproduction rates for the individuals. For
branching processes with random environments in the more classical sense see in particular the remarkable generality of models enabled by the unifying approach of Kersting (2019).

Returning to the notion of claims used in RDBPs, it is the interplay of claims (consumption of resources) and productivity (creation of resources) which will, together with the society’s policy to distribute resources, be decisive for the possible survival of the process. Namely, those individuals, who do not receive their minimum claims, are supposed to refuse to replicate within the population. This is thus for individuals a tool of defense, i.e. a means to have a say in policy. Finally, the main objective of the society is to survive (first priority). The second one is to do so with a comfortable standard of living (average size of accepted claims) for the individuals.

Bruss and Duerinckx (2015) proved that no society can possibly survive unless the so-called weakest-first society (w.f.) can survive forever with a strictly positive probability, where the rule of the w.f.-society is to serve the smallest claims first. This result does not sound exciting because saving resources seems always conservative, and thus, by all means, helpful for survival. However, the logical converse (wasting resources by greedy individuals is bad for survival) should then also not be exciting, but, for RDBPs, this is a non-trivial result. Both together form the so-called Theorem of Envelopment. (See Bruss and Duerinckx (2015) for details.)

It is with the w.f.-society where the definition (1) plays a central role. Theorem 2 allows for dealing with a population which splits into several sub-populations with their own parameters. As indicated in the more elementary examples seen before, some dependencies may be fully compatible with the essence of conclusions. The final goal is to determine under which conditions sub-populations may arrive at a certain equilibrium.

For a long-term equilibrium between sub-populations to exist, it is a necessary condition for them to survive, and we now understand these conditions. Recall that in political decision-making (often enough online!), necessary conditions often play a more important role than sufficient conditions. We just mention that, depending on the degree of independence assumptions for the behaviour of individuals within the same sub-population, these necessary conditions may turn as well into sufficient conditions.

In particular, immigration of one or more sub-populations and its effect on equilibria can now, due to Theorem 2, be treated in one single framework (Bruss (2018)). This is what we meant by saying that Theorem 2 will be central for any further development of the understanding of RDBPs.
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